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a b s t r a c t
Integral quadratic forms q : Zn → Z, with n ≥ 1, and the setsRq(d) = {v ∈ Zn; q(v) = d},
with d ∈ Z, of their integral roots are studied by means of mesh translation quivers
defined by Z-bilinear morsifications bA : Zn × Zn → Z of q, with Z-regular matrices
A ∈ Mn(Z). Mesh geometries of roots of positive definite quadratic forms q : Zn → Z
are studied in connection with root mesh quivers of forms associated to Dynkin diagrams
An,Dn,E6,E7,E8 and the Auslander–Reiten quivers of the derived category Db(R) of path
algebras R = KQ of Dynkin quivers Q . We introduce the concepts of a Z-morsification bA
of a quadratic form q, a weightedΦA-mesh of vectors in Zn, and a weightedΦA-mesh orbit
translation quiverΓ (Rq,ΦA) of vectors inZn, whereRq := Rq(1) andΦA : Zn → Zn is the
Coxeter isomorphism defined by A. The existence of mesh geometries onRq is discussed.
It is shown that, under some assumptions on the morsification bA : Zn × Zn → Z, the set
Rq ∪ Ker q admit a ΦA-orbit mesh quiver Γ (Rq ∪ Ker q,ΦA), where ΦA : Zn → Zn is the
Coxeter isomorphism defined by A. Moreover, Γ (Rq ∪ Ker q,ΦA) splits into three infinite
connected components Γ (∂−A Rq), Γ (∂
+
A Rq), and Γ (∂
0
ARq ∪ Ker q), where Γ (∂−A Rq) ∼=
Γ (∂+A Rq) are isomorphic to a translation quiver Z ·∆, with∆ an extended Dynkin quiver,
and Γ (∂0ARq ∪ Ker q) has the shape of a sand–glass tube.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We denote by K a field, by Z the ring of integers, by N the set of non-negative integers, and by Q the rational number
field. Given n ≥ 1, we denote byMn(Z) the Z-algebra of all square n by nmatrices with coefficients in Z, and by e1, . . . , en
the standard basis of the free abelian group Zn.
Integral quadratic forms q : Zn → Z, with n ≥ 1, and the setRq = {v ∈ Zn; q(v) = 1} of the integral roots play a crucial
role in the representation theory of finite dimensional K -algebras R; in particular in the classification of indecomposable
R-modules and indecomposable objects of the derived category Db(R), see [1,2,8–10,13–15,17,18], v [19].
On the other hand, the classical number theory deals with the problem of finding rational solutions of the equation
q(x) = d, with d a rational integer, see [4]. We recall that the famous Hasse–Minkowski theorem asserts that q(x) = d has
a rational solution if and only if it has a real solution and a p-adic number solution, for every prime p ≥ 2. It is shown in [4,
Section II.5] that there is a simple algorithm solving the problem, for a class of rational forms q that are multiplicatively
decomposable. It reduces the problem to a description of so called ‘‘systems of basic units’’, by an efficiently working
algorithmic procedure described in [4, Section II.5.3].
Following the Auslander–Reiten technique [2] and a K -theoretic technique involving Z-bilinear lattices due to Lenzing
[13,14] successfully applied in the representation theory of finite dimensional algebras and their derived categories (see
[1,2,9,15,18]), we introduce in Section 3 a geometric and diagrammatic approach to the problem by applying the Coxeter
transformation ΦA : Zn → Zn associated to any bilinear morsification bA : Zn × Zn → Z of q, with a Z-regular matrix
E-mail address: simson@mat.uni.torun.pl.
0022-4049/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2010.02.029
14 D. Simson / Journal of Pure and Applied Algebra 215 (2011) 13–34
A ∈ Mn(Z), and the concepts of a weighted ΦA-mesh of vectors in Zn and a weighted ΦA-mesh orbit translation quiver
Γ (Rq,ΦA) of vectors in Zn, where ΦA : Zn → Zn is the Coxeter isomorphism defined by A. It provides a useful tool for a
geometric and algorithmic study of the set Rq(d) = {v ∈ Zn; q(v) = d} of the integral q-roots of d ∈ Z, that is, integral
solutions of the equation q(x) = d, with d an integer.
In Section 2 elementary facts on integral forms are recalled and basic definitions are collected. In Section 3, we introduce
and discuss the concepts of a weightedΦA-mesh, a weightedΦA-mesh orbit translation quiver Γ (Rq,ΦA) of vectors in Zn,
and a basic ΦA-mesh region of Γ (Rq,ΦA). Our main results of the paper are presented in Sections 4 and 5; where, among
other things,we discuss the existence of aΦA-mesh geometry onRq, with aZ-regularmatrixA ∈ Mn(Z).We introduce there
the concept of a sand–glass tube and we show that quite often the ΦA-mesh orbit translation quiver Γ (∂0ARq ∪ Ker q,ΦA)
has the shape of a three-fold sand–glass tube, where ∂A : Zn → Z is the defect defined by A. Illustrative examples are also
presented.
Throughout this paper we freely use the notation and terminology introduced in [1,19,24]. In particular, given a finite-
dimensional K -algebra R over a field K , we denote by mod R the category of all finite-dimensional right R-modules and by
Γ (mod R, τR) the Auslander–Reiten translation quiver, where τR = DTr is the Auslander–Reiten translation.We assume that
the reader is familiar with the basic facts on the representation theory of finite dimensional algebras and integral quadratic
forms, in particular with the role played by the simply-laced Dynkin diagrams
and the simply-laced extended Dynkin diagrams (Euclidean graphs)
We recall that the quadratic form q∆ : Z∆0 → Z of a graph ∆ = (∆0,∆1), with the set of vertices ∆0 and the set of
edges∆1, is defined by the formula
q∆(x) =
∑
i∈∆0
x2i −
∑
i,j∈∆0
d∆ij xixj, (1.1)
where x = (xj)j∈∆0 ∈ Z∆0 ≡ Zn, n = |∆0|, and d∆ij = |∆1(i, j)| is the number of edges between the vertices i and j in∆. For
∆ connected, the form q∆ is positive definite (resp. positive semi-definite but not positive definite) if and only if∆ is one of
the Dynkin diagrams (resp. one of the extended Dynkin diagrams), see [1,2].
2. Generalities on integral quadratic forms
By an integral quadratic form (or, more precisely, a homogeneous Z-quadratic mapping) we mean a map q :
Zn −−−→ Z, n ≥ 1, defined by the formula
q(x) = q(x1, . . . , xn) = q11x21 + · · · + qnnx21 +
∑
i<j
qijxixj, (2.1)
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where qij ∈ Z, for i, j ∈ {1, . . . , n}. If q11 = · · · = qnn = 1, we call q a unit form. Obviously, q is uniquely determined by the
symmetric Grammatrix Gq = 12 [Gˇq + Gˇtrq ] of q, where
Gˇq =

q1 1 q1 2 . . . q1 n
0 q2 2 . . . q2 n
.
.
.
.
.
.
. . .
.
.
.
0 0 . . . qn n
 ∈ Mn(Z) (2.2)
is the non-symmetric Gram matrix of q and Gˇtrq means the transpose of Gˇq. Note that q(x) = x · Ĝq · xtr = x · Gq · xtr . We
associate to q, the symmetric Z-bilinear form
bq : Zn × Zn → 12 · Z (2.3)
called a polarization of q and defined by the formula bq(x, y) = x · Gq · ytr = 12 [q(x + y) − q(x) − q(y)], where
x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Zn are viewed as one-row matrices.
Following Lenzinig [13,14] (see also [3]) we introduce the following definition.
Definition 2.4. Assume that
A =

a1 1 a1 2 . . . a1 n
a2 1 a2 2 . . . a2 n
.
.
.
.
.
.
. . .
.
.
.
an 1 an 2 . . . an n
 ∈ Mn(Z) (2.5)
is a square matrix with integral coefficients aij ∈ Z.
(a) We associate to A the Z-bilinear form
bA : Zn × Zn → Z (2.6)
and the quadratic form qA : Zn → Z defined by the formulae bA(x, y) = x · A · ytr and qA(x) = bA(x, x).
(b) If det A 6= 0, we associate to A:
• the Coxeter matrix CoxA = −A · A−tr ∈ Mn(Q)with rational coefficients,• the rational Coxeter transformationΦA : Qn → Qn, x 7→ ΦA(x) = x · CoxA, and• the rational Coxeter polynomial coxA(t) = det(t · E − CoxA) ∈ Q[t].
Here A−tr = (Atr)−1 and E ∈ Mn(Z) is the identity matrix.
(c) The matrix A is said to be Z-invertible if A ∈ Gl(n,Z), that is, det A ∈ {−1, 1}.
(d) The matrix A ∈ Mn(Z) is said to be Z-regular if det A 6= 0 and CoxA ∈ Mn(Z).
Note that det CoxA = (−1)n and if A is Z-invertible then CoxA ∈ Mn(Z), but the inverse implication does not hold. If
A ∈ Mn(Z) is Z-regular then the Coxeter polynomial coxA(t) has the form coxA(t) = tn + a1tn−1 + · · · + an−1t + 1, where
a1, . . . , an−1, an = 1 ∈ Z, because an = coxA(0) = (−1)n det CoxA = (−1)n · (−1)n = 1.
We recall that two Z-bilinear forms bA′ , bA : Zn × Zn → Z (resp. two quadratic forms q′, q : Zn → Z) are defined to
be Z-equivalent (or Z-congruent) if there is a group isomorphism hB : Zn → Zn such that bA′(v,w) = bA(hB(v), hB(w))
(resp. q′(v) = q(hB(v))), for all vectors v = (v1, . . . , vn), w = (w1, . . . , wn) ∈ Zn, that is, the following diagrams are
commutative
Zn × Zn bA′−−−−→ Z
hB×hB
y∼= ↗bA
Zn × Zn
and
Zn
q′−−−−→ Z
hB
y∼= ↗q
Zn
(2.7)
respectively, where hB, with B ∈ Gl(n,Z), is defined by hB(v) = v · B, for all v ∈ Zn.
The following lemma is very useful.
Lemma 2.8. Assume that A ∈ Mn(Z) is a matrix.
(a) The diagrams (2.7) are commutative if and only if A′ = B · A · Btr and A′ + A′tr = B · (A+ Atr) · Btr , respectively.
(b) If the left hand diagram in (2.7) is commutative andB ∈ Gl(n,Z) is non-singular, thendet A′ = det A,CoxA′ = B·CoxA·B−1
and coxA′(t) = coxA(t).
(c) If the matrix A is Z-regular, we have
(c1) the matrix Atr is Z-regular;
(c2) CoxA−1 = CoxtrA ∈ Mn(Z), Cox−1A = CoxAtr = A · CoxA−1 · A−1 ∈ Mn(Z), the rational Coxeter transformation
ΦA : Qn → Qn is restricted to the group isomorphismΦA : Zn → Zn, andΦ−1A = ΦAtr ;
(c3) coxA(t) ∈ Z[t] and coxA(t) = coxAtr (t) = coxA−1(t) = tn · coxA( 1t ).
(c4) The Coxeter polynomial coxA(t) = tn + a1tn−1 + · · · + an−1t + 1 ∈ Z[t] of A is symmetric, that is, an−j = aj, for
j = 1, . . . , n− 1.
(c5) If det A = 1 then the integer coxA(−1) = coxA(t)|t=−1 is a square of an integer.
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Proof. The proof of (a), (b) and (c2) follows by routine calculations. The statement (c1) is a consequence of (c2), and for the
proof of (c3) we only note that (b) together with the equality CoxAtr = A · CoxA−1 · A−1 yields coxAtr (t) = coxA−1(t). Finally,
the equality CoxA−1 = CoxtrA yields coxA−1(t) = det(t · E − CoxA−1) = det(t · E − CoxtrA ) = det(t · E − CoxA) = coxA(t) =
coxAtr (t) = det(t · E − Cox−1A ) = (det Cox−1A ) · det(t · CoxA − E) = tn · coxA( 1t ). Since (c4) easily follows from (c3), and (c5)
can be proved by the arguments used in the proof of [15, Proposition 1.5], the proof is complete. 
Now we introduce the concept of a Z-morsification which is useful in the study of mesh geometries on the root setRq,
compare with [3, Section 3.1], [11].
Definition 2.9. A Z-bilinear form bA : Zn × Zn → Z, with A ∈ Mn(Z), is defined to be a (diagonal) Z-morsification of the
integral quadratic form q : Zn → Z if
(a) the integral matrix A is Z-regular, and
(b) q(v) = bA(v, v), for all v ∈ Zn, that is, the following diagram is commutative
Zn × Zn bA−−−−→ Z
δ
x ↗q
Zn
(2.10)
where δ is the diagonal embedding.
If the non-symmetric Gram matrix Gˇq ∈ Mn(Z) of q : Zn → Z is non-singular and CoxGˇq ∈ Mn(Z) then obviously bGˇq is
a Z-morsification of q; called a standard morsification, or a Gram morsification. In particular, bGˇq is a morsification of q, if
q is a unit form, see [3, Section 3.1].
Usually, there are several different Z-morsifications of a given integral quadratic form q. It is shown in Lemma 2.8 that
bA : Zn × Zn → Z is a morsification of q if and only if bAtr : Zn × Zn → Z is a morsification of q. Moreover, two Z-bilinear
forms bA′ , bA : Zn × Zn → Z, with det A, det A′ 6= 0 and CoxA′ , CoxA ∈ Mn(Z), are Z-morsifications of q if and only if
A+ Atr = A′ + A′tr = 2 · Gq = Gˇq + Gˇtrq , see [11].
Remark 2.11. Fix a graph∆ = (∆0,∆1) that is one of theDynkin diagramsor one of the extendedDynkin diagramsdifferent
from the Kronecker graph .
Let Q = (Q0,Q1) be an acyclic quiver such that the non-oriented underlying graph Q of Q is∆, that is, Q is obtained by
equipping the graph ∆ with an acyclic orientation. Define C−Q = [c−ij ] ∈ MQ0(Z), by setting c−ii = 1, c−ij = −1 if there is an
arrow i→ j in Q1, and c−ij = 0, otherwise. It is easy to see that det C−Q = 1 and the Z-bilinear form
bQ := bC−Q : Z
n × Zn → Z, with n = |∆0| = |Q0|, (2.12)
of the quiver Q is a diagonal Z-morsification of the integral quadratic form q∆ : Z∆0 → Z (1.1) of the graph∆. If Q and Q ′
are two acyclic quivers such that Q = Q ′ = ∆, the Z-morsifications bQ and bQ ′ are Z-equivalent and coxC−Q (t) = coxC−Q ′ (t),
see [1, Chapter VII]. We set F∆(t) := coxC−Q (t), and following [15] we call it the Coxeter polynomial of the graph∆.
The following problem arises naturally.
Problem 2.13. Given an integral quadratic form q : Zn → Z, classify all diagonal Z-morsifications bA of q, up to Z-
equivalence. We illustrate Problem 2.13 by the following simple example.
Example 2.14. Let ∆ be the Dynkin diagram D4. The quadratic form qD4 : Z4 → Z (1.1) is defined by the formula
qD4(x) = x21 + x22 + x23 + x24 − (x1 + x2 + x3)x4 and there are five diagonal morsifications bA, bB, bC , bD, bH : Z4 × Z4 → Z
of qD4 defined by the Z-regular matrices
A=
[1 0 0 −1
0 1 1 0
0 −1 1 0
0 −1 −1 1
]
B=
[ 1 1 0 −1
−1 1 0 0
0 0 1 0
0 −1 −1 1
]
C=
[ 1 1 1 0
−1 1 1 0
−1 −1 1 0
−1 −1 −1 1
]
D=
[ 1 −1 1 −1
1 1 −1 −1
−1 1 1 −1
0 0 0 1
]
H=
[1 0 0 −1
0 1 0 −1
0 0 1 −1
0 0 0 1
]
.
Note that det A = 2, det B = 1, det C = 4, detD = 4, detH = 1, and CoxA′ ∈ M4(Z), if A′ is any of the matrices
A, B, C,D,H . The integral Z-bilinear forms bA, bB, bC , bD, and bH are not Z-equivalent, because their Coxeter polynomials
are coxA(t) = t4 + 1, coxB(t) = t4 + 2t2 + 1 = (t2 + 1)2, coxC (t) = t4 − t2 + 1, coxD(t) = t4 − 2t3 + 3t2 − 2t + 1, and
coxH(t) = t4 + t3 + t + 1.
One can show by a computer calculation that bA, bB, bC , bD, bH are the only diagonal morsifications of qD4 , up to bilinear
Z-equivalence. Note that coxA(−1) = 2 is not a square of an integer, whereas coxB(t) = 4, coxC (t) = 1, coxD(t) = 9,
coxH(t) = 0 are squares. 
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3. Meshes and mesh quivers of orbits
We recall that a quiver is an oriented graph Q = (Q0,Q1), where Q0 is a non-empty set of vertices and Q1 is the set of
arrows of Q . We say that Q is a quiver in Rn if Q0 is a subset of Rn and any arrow u→ w in Q1 is represented by an oriented
smooth curve connecting the vector u ∈ Rn with the vectorw ∈ Rn.
Let Φ : Zn → Zn be a group automorphism. A Φ-orbit Φ-Orb(v) = {Φm(v)}m∈Z ⊆ Zn of a vector v ∈ Zn will be
visualised as an infinite planary graph
. . . −−−Φ3(v) −−−Φ2(v) −−−Φ(v) −−− v −−−Φ−1(v) −−−Φ−2(v) −−−Φ−3(v) −−− . . .
in the Euclidean plane R2.
Following the definition of the Auslander–Reiten quiver of an algebra (see [1,2]), we introduce the following concept.
Definition 3.1. Let Φ : Zn → Zn be a non-trivial group automorphism and `1, . . . , `s positive integers. We say that the
vectors u, v(1), . . . , v(s), w ∈ Zn form a (weighted) Φ-mesh starting from u and terminating at w, with weights `1, . . . , `s,
if the following two conditions are satisfied:
(a) u = Φ(w) and u+ w =∑sj=1 `j · v(j),
(b) the vectors v(1), . . . , v(s) are pairwise different and none of them lies in theΦ-orbit of u.
If each of the vectors u, v(1), . . . , v(s) is non-zero, we say that the mesh is of width s ≥ 1.
We view theΦ-mesh as a weighted triangular quiver in Rn and we visualise it as the following weighted triangular quiver
(3.2)
in the Euclidean plane R2. It consists of the weighted triangles of the form
with the weight `j, for j = 1, . . . , s. If `j = 1, we omit the weight `j in the triangle. Themesh (3.2) is said to be homogeneous
if `1 = · · · = `s = 1.
Following Ringel [18] (see also [19,24]), we introduce the following concept.
Definition 3.3. Let n ≥ 2, let Φ : Zn → Zn be a non-trivial group automorphism and R a Φ-invariant subset of Zn. We
say thatR admits a geometry of Φ-mesh quiver if there exists a quiverR
→ = (R→0,R
→
1) in R
n, withR
→
0 = R, such thatR
→
together with the bijectionΦ : R→ R defined by Φ is a triangular weighted translation quiver Γ (R→ ,Φ) (see [1, IV.4.7])
with the following property: for every vectorw ∈ R, the full convex weighted subquiver containing the verticesΦ(w) and
w is aΦ-mesh (3.2), and if
is a Φ-mesh in Zn, with the terminus w, then s′ = s, v(1)′ = v(1), . . . , v(s)′ = v(s), and `′1 = `1, . . . , `′s = `s, up to
permutation of the set {1, . . . , s}.
For simplicity of the notation, we set Γ (R,Φ) = Γ (R→ ,Φ), and we call it theΦ-mesh translation quiver ofR. We say
that theΦ-mesh translation quiver Γ (R,Φ) is homogeneous if each of its weighted triangles is homogeneous.
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Roughly speaking, the Φ-mesh translation quiver Γ (R,Φ) consists of all Φ-orbits of vectors w ∈ R connected by Φ-
meshes in such a way that, for every vector w ∈ R, the full convex weighted subquiver containing the Φ(w)-orbit of w
consists of weightedΦ-meshes and has the form
(3.4)
of theΦ-orbit of theΦ-mesh (3.2), when we visualise it on the Euclidean plane R2. Here we set v(2)− = Φ−1(v(2)).
Note that, in case Φr(w) = w,Φr(v(1)) = v(1), . . . ,Φr(v(s)) = v(s), for some r ≥ 2, the Φ-orbit set (3.4) of Φ-meshes
is finite and has the shape of a cylinder.
Example 3.5. Let n = 3 and let Φ : Z3 → Z3 be the group homomorphism defined by the formula Φ(x) = x · C , where
C =
[ −6 4 −1
−29 20 −5
−90 61 −15
]
. Since det C = −1,Φ is a group automorphism. Consider the subset
R = {[−10, 5,−1], [−6, 4,−1], [−5, 1, 0], [−5, 4,−1], [−4, 1, 0],
[−1, 0, 0], [1, 0, 0], [4,−1, 0], [5,−4, 1], [5,−1, 0], [6,−4, 1], [10,−5, 1]}
of Z3 consisting of 12 vectors. The setR isΦ-invariant, because
[4,−1, 0] −−− [−5, 4,−1] −−− [−4, 1, 0] −−− [5,−4, 1] −−− [4,−1, 0],
[1, 0, 0] −−− [−5, 1, 0] −−− [10,−5, 1] −−− [−6, 4,−1] −−− [1, 0, 0],
[−1, 0, 0] −−− [5,−1, 0] −−− [−10, 5,−1] −−− [6,−4, 1] −−− [−1, 0, 0]
are theΦ-orbits of the vectors [4,−1, 0], [1, 0, 0], and [−1, 0, 0], respectively, containing all elements ofR. A direct check
shows that R admits a geometry of Φ-meshes and it is given by the following homogeneous Φ-mesh translation quiver
Γ (R,Φ) ofR
where we set â = −a, for any positive integer a. Under making an obvious identification, the Φ-mesh translation quiver
Γ (R,Φ) ofR has a shape of a twelve point cylinder ofΦ-meshes.
In describing theΦ-mesh translation quiver Γ (R,Φ) the following definition is very useful.
Definition 3.6. Let n ≥ 2 and letΦ : Zn → Zn be a non-trivial group automorphism. A basicΦ-mesh region of a geometry
of aΦ-mesh quiver is aΦ-mesh quiverB = (B0,B1) in Rn, whereB0 is a non-empty subset of Zn, such that the following
three conditions are satisfied.
(a) For everyw ∈ B0, one of the vectorsΦ(w) andΦ−1(w) lies inB0, but not both of them.
(b) IfΦ(w) andw lie inB0 then the full convex weighted subquiver ofB containingΦ(w) andw is a mesh of the form
(3.2).
(c) If w and Φ−1(w) lie in B0 then the full convex weighted subquiver of B containing w and Φ−1(w) is a Φ-mesh of
the form (3.2), withΦ(w) = u,w andw,Φ−1(w), interchanged.
Example 3.7. Let n = 3, and let Φ : Z3 → Z3 and R ⊆ Z3 be as in Example 3.5. It is easy to see that the following two
Φ-mesh subquivers
of theΦ-mesh translation quiver Γ (R,Φ) are basicΦ-mesh regions in the sense of Definition 3.6.
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We finish this section with the following two useful observations.
Lemma 3.8. Let n ≥ 2 and let Φ : Zn → Zn be a non-trivial group automorphism. If B = (B0,B1) is a basic Φ-mesh region
of a geometry of a Φ-mesh quiver in Rn then the Φ-invariant subset Φ•B = ⋃m∈ZΦm(B0) of Zn admits a unique geometry of
Φ-mesh quiver such thatB is a convex full subquiver of theΦ-mesh translation quiver Γ (R
→
,Φ), withR = Φ•B .
Proof. It is clear that theΦ•B is aΦ-invariant subset of Zn. SinceΦ : Zn → Zn is a group automorphism thenΦ andΦ−1
carry Φ-meshes to Φ-meshes. Given w′ ∈ RB there is an m ∈ Z and a vector w ∈ B0 such that w′ = Φm(w) and one
of the vectors Φ(w) and Φ−1(w) lies in B0. Hence, if Φ(w) ∈ B0 then the image of the mesh (2.9) lying in B under the
isomorphism Φm is a mesh starting from Φm+1(w) and terminating at Φm(w) = w′. If Φ−1(w) ∈ B0 then there exists a
unique Φ-mesh in B starting from w and terminating at Φ−1(w); hence its image under the isomorphism Φm+1 is a Φ-
mesh starting from Φm+1(w) and terminating at Φ−1Φm+1(w) = Φm(w) = w′. Consequently, we have defined a unique
geometry ofΦ-mesh quiver onR = Φ•B satisfying the required properties. 
We omit the proof of the following useful lemma.
Lemma 3.9. Let n ≥ 2 and letΦ : Zn → Zn be a non-trivial group automorphism. Assume thatR is anΦ-invariant non-empty
subset of Zn that is a union of a finite number ofΦ-orbits. ThenR admits a geometry of aΦ-mesh quiver if and only if there exists
a (finite) basicΦ-mesh regionB = (B0,B1) such thatB0 ⊆ R andR = Φ•B . 
4. When the set of roots admits a mesh geometry?
Let q : Zn → Z be an integral quadratic form, where n ≥ 1. Given an integer d ∈ Z, we define an integral q-root of d to
be a vector v = (v1, . . . , vn) ∈ Zn such that q(v) = d. The root v is called non-negative, if v1 ≥ 0, . . . , vn ≥ 0. A q-root of
d = 1 is called simply a root, and a q-root of d = 0 is called null-root. We denote by
Rq(d) = q−1(d) = {v ∈ Zn; q(v) = d} ⊆ Zn
the set of all integral q-roots of d, and by R+q (d) the subset of Rq(d) consisting of all non-negative q-roots. We set
Rq = Rq(1) = {v ∈ Zn; q(v) = 1} and Ker q = Rq(0) = q−1(0).
Proposition 4.1. Let n ≥ 2 and let q : Zn → Z be an integral quadratic form (2.1).
(a) If q is positive definite then the setRq(d) is finite, for every d ≥ 1.
(b) If q is weakly positive then the setR+q (d) is finite, for every d ≥ 1. The inverse implication holds if q is a unit form.
(c) Assume that ∆ is any of the Dynkin diagrams An,Dn,E6,E7,E8, n ≥ 2, q∆ is the quadratic form of ∆, and d ≥ 1 is an
integer.
(c1) If∆ is any of the two diagramsA2 orA3 then the setRq∆(d) is non-empty, for infinitely many integers d ≥ 1 andRq∆(d′)
is empty, for infinitely many integers d′ ≥ 1.
(c2) If∆ 6∈ {A2,A3}, the setRq∆(d) is non-empty, for every integer d ≥ 1.
(d) If q : Zn → Z is a positive definite unit form such that its bigraph (see [3,7,18]) is connected then the set Rq(d) is
non-empty, for every integer d ≥ 1.
(e) If ∆ is any of the Euclidean diagrams A˜n, n ≥ 4, D˜n, n ≥ 4, E˜6, E˜7, E˜8 and q∆ is the quadratic form of ∆ then the set
Rq∆(d) is non-empty, for every integer d ≥ 1.
Proof. (a) To prove the necessity, we follow the arguments of Drozd [5], see also [3], [7, Chapter 6], and [18, p. 4]. Assume
that q is positive definite and d ≥ 1 is a positive integer. Then q : Sn−1 → R is viewed as a real continuous map on the
(n− 1)-dimensional sphere Sn−1 in the Euclidean space Rn and takes its minimum q(w0) = inf q(Sn−1) > 0 at some point
w0 ∈ Sn−1. If v ∈ Rq(d) then v||v|| ∈ Sn−1, q(v) = d, and hence ||v|| ≤ Mq :=
√
d
q(w0)
. This shows that the setRq(d) is finite.
(b) The first part follows by the arguments of Drozd [5] applied in (a). The second part is well-known, see [1, Proposition
VII.3.11], [7, Chapter 6], and [18].
(c) The quadratic form q∆ is positive definite, see [1, Chapter VII]. Then, for any d ≥ 1, the setRq∆(d) is finite, by (a).
(c1) Since qA2(x1, x2) = 12 [x21 + (x1 − x2)2 + x22], then qA2(1, c) = 1 + c(c − 1), for any c ∈ Z. It follows that the set
Rq∆(d) is non-empty, for infinitely many d ≥ 1, if∆ = A2 or∆ = A3.
Since qA3(x1, x2, x3) = 12 [x21 + (x1 − x2)2 + (x2 − x3)2 + x23] then v = (v1, v2, v3) ∈ RqA3 (d) if and only if the integers
v1, v2, v3 satisfy the equation v21 + (v1− v2)2+ (v2− v3)2+ v23 = 2d. Hence we conclude that the setRq∆(d) is empty, for
infinitely many d ≥ 1, if∆ = A2 or∆ = A3.
(c2) Assume that ∆ = D4 and d ≥ 1. Then qD4(x1, x2, x3, x4)= x21 + x22 + x23 + x24 − (x1 + x2 + x3)x4 = (x1 − 12x4)2 +
(x2 − 12x4)2 + (x3 − 12x4)2 + 14x24, and a vector c = (c1, c2, c3, c4) ∈ Z4 lies inRqD4 (d) if and only if the integers c1, c2, c3, c4
satisfy the equation (∗c) : (2c1 − c4)2 + (2c2 − c4)2 + (2c3 − c4)2 + c24 = 4d. By the well-known theorem of Lagrange, the
positive integer d can be viewed as the sum d = a21 + a22 + a23 + a24 of four squares of integers a1, a2, a3, a4 ∈ N. It is easy to
see that the integers c1 = a4 − a1, c2 = a4 − a2, c3 = a4 − a3, c4 = 2a4 satisfy the equation (∗c). Consequently, for every
integer d ≥ 1 and∆ = D4, the setRq∆(d) is non-empty. The proof for∆ = A4 is similar.
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If n ≥ 5 and∆ is any of the Dynkin diagrams An,Dn,E6,E7,E8 then∆ contains a full subgraph∆′ of type A4 or of type
D4 and there is an injective mapRq∆′ (d) ↪→ Rq∆(d). Hence (c2) follows, because the setRq∆′ (d) is non-empty.
(d) By our assumption and [18, p. 9], the unit form q is Z-equivalent to the unit quadratic form q∆ of a Dynkin diagram
∆with at least four vertices. Then (d) follows by applying (c).
(e) If∆ is any of the Euclidean diagrams D˜n, n ≥ 4, E˜6, E˜7, E˜8 then (c2) applies.
Assume that∆ = A˜n and n ≥ 1. Then q∆(x1, . . . , xn, xn+1) = 12 [(x1− x2)2+· · ·+ (xn− xn+1)2+ (x1− xn+1)2] and, given
d ≥ 1, a vector (c1, . . . , cn, cn+1) ∈ Zn+1 belongs to the setRq∆(d) if and only if (c1−c2)2+· · ·+(cn−cn+1)2+(c1−cn+1)2 =
2d.
Assume that n = 4 and d ≥ 1 is an integer. Consider the unit quadratic form qI : Z4 → Z of the poset I : •1 → •2 →
•3 → •4 of the Dynkin type A4 defined by the formula qI(x) = x21 + x22 + x23 + x24 + x1(x2 + x3 + x4)+ x2(x3 + x4)+ x3x4.
By [21, Proposition 3.7 and Corollary 3.10], the form qI is Z-equivalent with the quadratic form qA4 of the Dynkin diagram
A4. It follows from (c2) that RqI (d) is non-empty. Fix a vector λ = (λ1, λ2, λ3, λ4) ∈ Z4 lying in RqI (d) and note that
2 · qI(x) = x21 + x22 + x23 + x24 + (x1 + x2 + x3 + x4)2. Hence
2d = 2qI(λ) = λ21 + λ22 + λ23 + λ24 + (λ1 + λ2 + λ3 + λ4)2.
It follows that the integral vector c = (c1, c2, c3, c4, c5) ∈ Z5, with c1 = λ1+λ2+λ3+λ4, c2 = λ2+λ3+λ4, c3 = λ3+λ4,
c4 = λ4, c5 = 0, lies inRqA˜4 (d), because
qA˜4(c) =
1
2
[(c1 − c2)2 + (c2 − c3)2 + (c3 − c4)2 + (c4 − c5)2 + (c1 − c5)2] = 12 [2qI(λ)] = d.
Assume that n ≥ 5, d ≥ 1 is an integer, and c = (c1, c2, c3, c4, c5) ∈ RqA˜4 (d) is the vector constructed above. Then the
vector ĉ = (c1, c2, c3, c4, c5, c5, . . . , c5) ∈ Zn+1 lies inRqA˜n (d), because qA˜n (̂c) = qA˜4(c) = d. It follows that the setRqA˜n (d)
is non-empty, for any n ≥ 4, and completes the proof. 
The following restrictively counting algorithm is very useful.
Algorithm 4.2. Following the proof of Proposition 4.1, we define a computer accessible algorithm (say in MAPLE)
constructing:
• the finite setRq(d) of q-roots of d ≥ 1, when q : Zn → Z is positive definite, and• the finite subsetR+q (d) ofRq(d), when q : Zn → Z is weakly positive,
as follows. Assume that q : Zn → Z is positive definite and n ≥ 2.
A1. By applying the procedure ‘‘Minimalize(q, x21 + · · · + x2n = 1)’’ of the MAPLE package ‘‘with(Optimization)’’, we
determine the real numbermq = inf q(Sn−1).
Hint: Alternatively, the number mq can calculated as the minimal eigenvalue of the symmetric Gram matrix Gq of
q. Indeed, since q : Rn → R is positive definite, then all eigenvalues d1, . . . , dn of Gq are positive real numbers and
inf q(Sn−1) = min{d1, . . . , dn}.
A2. Next, by applyingMAPLE, we determine themaximal positive integer M̂q such that M̂q ≤ Mq :=
√
d
mq
. By the proof of
Proposition 4.1, the coordinates of any integral vector v = (v1, v2, . . . , vn) ∈ Rq(d) satisfy−M̂q ≤ vj ≤ M̂q, for j = 1, . . . , n.
A3. If we list such vectors v ∈ Zn satisfying q(v) = d and−M̂q ≤ vj ≤ M̂q, for j = 1, . . . , n, we get the list of all vectors
inRq(d).
The algorithm for q : Zn → Zweakly positive is similar. 
Proposition 4.3. Let n ≥ 2 and let q : Zn → Z be an integral quadratic form (2.1). Assume that bA : Zn × Zn → Z is a
Z-bilinear morsification of q andΦA : Zn → Zn is the Coxeter transformation defined by the Z-regular matrix A ∈ Mn(Z).
(a) The equalities bA(y,ΦA(x)) = −bA(x, y) and bA(ΦA(x),ΦA(y)) = bA(x, y) hold, for all x, y ∈ Zn.
(b) The automorphismΦA : Zn → Zn lies in the centre of the group
AutZ(Zn, bA) := {ϕ ∈ AutZ(Zn); bA(ϕ(x), ϕ(y)) = bA(x, y), for all x, y ∈ Zn}
of all bA-orthogonal automorphisms ϕ of the group Zn.
(c) Given d ∈ Z, the subsetRq(d) of Zn is ΦA-invariant and ΦA restricts to the bijection ΦA : Rq(d)→ Rq(d), with inverse
given byΦ−1A .
(d) If q : Zn → Z is positive definite, we have:
(d1) the order cA of the automorphismΦA is finite and cA ≥ 2,
(d2) ΦA(v) 6= v, for any non-zero vector v ∈ Zn, and cA is divided by the cardinality sv of theΦA-orbit {ΦmA (v)}m∈Z of v,
(d3) cA = lcm(s1, . . . , sn), where sj = sej is the cardinality of theΦA-orbit of the jth standard basis vector ej of Zn, and
(d4) v + ΦA(v)+ Φ2A(v)+ · · · + Φsv−1A (v) = 0, for any v ∈ Zn.
(e) If q is positive semi-definite, all eigenvalues of ΦA have modulus one. If q is positive definite then 1 is not an eigenvalue
ofΦA.
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Proof. (a) Given two vectors x, y ∈ Zn, we have (compare with [18, p. 72])
−bA(y,ΦA(x)) = −y · A · (x · CoxA)tr = y · A · (A · A−tr)tr · xtr = y · A · A−1 · Atr · xtr
= y · Atr · xtr = [x · A · ytr ]tr = x · A · ytr = bA(x, y).
The second equality in (a) follows from the first one by applying it twice.
(b) By (a), ΦA is an element of the group AutZ(Zn, bA). To prove that ΦA lies in the centre of AutZ(Zn, bA), take any
ϕ ∈ AutZ(Zn, bA). In view of (a), given two vectors x, y ∈ Zn, we get
bA(ϕ(x),ΦA(ϕ(y))) = −bA(ϕ(y), ϕ(x)) = −bA(y, x) = bA(x,ΦA(y)) = bA(ϕ(x), ϕ(ΦA(y))).
It follows that ΦA(ϕ(y)) = ϕ(ΦA(y)), for all y ∈ Zn, because ϕ is a group isomorphism and det A 6= 0. This shows that
ΦA ◦ ϕ = ϕ ◦ ΦA and, consequently,ΦA lies in the centre of AutZ(Zn, bA), compare with [13, Proposition 2.1].
(c) Since bA is a Z-morsification of q, (a) yields q(x) = bA(x, x) = bA(ΦA(x),ΦA(x)) = q(ΦA(x)), for all x ∈ Zn, and (c)
follows.
(d) Assume that q : Zn → Z is positive definite. Givenw ∈ Zn, there are equivalences
ΦA(w) = w ⇔ w · CoxA = w ⇔ w · Atr = −w · A ⇔ w · (A+ Atr) = 0 ⇔ bq(w,−) = 0.
It follows thatΦA(w) = w if and only ifw = 0, see [17]. In particular, we get cA ≥ 2.
Since q is positive definite, the integers d1 = q(e1), . . . , dn = q(en) are positive and, in view of Proposition 4.1,
R = Rq(d1)∪ · · · ∪Rq(dn) is aΦA-invariant finite subset of Zn containing e1, . . . , en. It follows that s1, . . . , sn are positive
integers, r := lcm(s1, . . . , sn) is positive and, given v ∈ Zn, we get ΦrA(v) = v, because {e1, . . . , en} is a basis of the group
Zn. Hence cA ≤ r .
Since cA is the order of the cyclic subgroup of AutZZn generated byΦA then, given v ∈ Zn, we have cA = |stab(v)| · |ΦA-
Orb(v)| = |stab(v)| · sv , that is, cA is divided by sv . Hence easily follows that cA ≥ r and we get cA = r . Moreover, since
Φ
sv
A (v) = v, the element v̂ = v + ΦA(v) + · · · + Φsv−1A (v) is zero, because ΦA(̂v) = ΦA(v) + Φ2A(v) + · · · + ΦsvA (v) = v̂
and (d) yields v̂ = 0.
(e) The arguments applied in [3, Section 3] to theGrammorsification bGˇq of q extends almost verbatim to anymorsification
bA of q. The final statement of (e) follows from (d1). 
Definition 4.4. Let bA : Zn × Zn → Z, with A ∈ Mn(Z), be a Z-morsification of the integral quadratic form q : Zn → Z
(2.1), where n ≥ 2. The Coxeter number of bA (or of the Z-regular matrix A ∈ Mn(Z)) is the order cA ≥ 2 of the Coxeter
transformationΦA : Zn → Zn defined by the matrix A ∈ Mn(Z). We set cA = ∞, ifΦmA 6= idZn , for allm ≥ 1.
The following result (and its proof) describes a mesh tubular algorithm and a mesh toroidal algorithm constructing
triangularΦA-mesh translation quivers lying on a tube or on a torus, see Examples 4.10 and 5.9 for an illustration.
Proposition 4.5. Assume that A ∈ Mn(Z) is a Z-regular matrix,ΦA : Zn → Zn the Coxeter transformation of A, and
a homogeneousΦA-mesh of vectors in Zn.
(a) The mesh can be uniquely completed to a homogeneous ΦA-mesh translation quiver Γ (R[ w↑u ],ΦA) consisting of ΦA-
orbits . . . ,O(u[−1]),O(u[0]),O(u[1]),O(u[2]), . . . ,O(u[j]), . . ., where
u[−1] = ΦA(w + ΦA(w)− u), u[0] = ΦA(w), u[1] = u, u[2] = w′ = u+ Φ−1A (u)− w, and
u[j+1] = u+ Φ−1A (u)+ · · · + Φ−jA (u)− (w + Φ−1A (w)+ · · · + Φ−j+1A (w)), for any j ≥ 1,
u[−j−1] = ΦA[w + ΦA(w)+ · · · + Φ j+1A (w)− (u+ ΦA(u)+ · · · + Φ jA(u))], for any j ≥ 1. (4.6)
If the orbits are pairwise different and there exists a minimal integer c ≥ 2 such that ΦcA(u) = u and ΦcA(w′) = w′ then
Γ (R[ w↑
u
],ΦA) has a tube shape andΦcA(u[j]) = u[j], for all j ∈ Z.
(b) If the bilinear form bA : Zn × Zn → Z (2.6) is positive definite and cA is the Coxeter number of A then u[cA] = ΦA(w),
O(u[cA]) = O(w), u[cA + 1] = u, O(u[cA + 2]) = O(w′) and Γ (R[ w↑u ],ΦA) has a torus shape with cA orbits. If, in
addition, w = 0 and we remove the zero orbit O(w), the reduced mesh quiver Γ (Rˇ[ w↑
u
],ΦA) lies on a cylinder and we have
O(u[cA−1]) = O(−u) = −O(u).
Proof. (a) We form theΦA-meshes
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Continuing this way, for each j ∈ Z, we define the vector u[j+1] and a ΦA-mesh starting from u[j+1] such that u[j+1] =
u[j]+Φ−jA u[j]−Φ−j+1A u[j−1]. Obviously, the vector u[j+1] is determined uniquely by themeshwe have startedwith. An easy
induction shows that the formula (4.6) holds. Next, we complete the unique ΦA-mesh starting from u[j+1] to the quiver of
itsΦA-orbit. This defines the homogeneousΦA-mesh translation quiver Γ (R[ w↑u ],ΦA) satisfying the required conditions.
(b) Assume that the bilinear form bA : Zn×Zn → Z (2.6) is positive definite and we set s = cA. In view of Proposition 4.3
(d), we have u + Φ−1A (u) + · · · + Φ−s+1A (u) = 0. Since Φ−sA (u) = u, Φ−s+1A = Φ−(s−1)A , Φ−s+1A (w) = ΦA(w), then the
formula (4.6) applied to j = s− 1 and to j = s yields u[s] = Φ−s+1A (w) = ΦA(w) and u[s+1] = Φ−sA (u)− [w + Φ−1A (w)+
· · · + Φ−(s−1)A (w)] = u − 0 = u, respectively. Hence, O(u[s]) = O(ΦA(w)) = O(w), O(u[s+1]) = O(u) and, in the
case w = 0, we get u[s] = 0, u[s−1] = u + Φ−1A (u) + · · · + Φ−s+2A (u) = −Φ−s+1A (u) = Φ−s+1A (−u). It follows that
O(u[s−1]) = O(Φ−s+1A (−u)) = O(−u) = −O(u), and the proof is complete. 
One of the main aims of the paper is to study the integral quadratic forms q : Zn → Z (2.1) that have Z-morsifications
bA : Zn × Zn → Z such that the ΦA-invariant subset Rq ⊆ Zn admits a geometry of ΦA-mesh quiver. We start with the
following useful result.
Theorem 4.7. Assume that∆ is one of the Dynkin diagramsAn,Dn,E6,E7,E8 and q∆ : Zn → Z, with n = |∆0|, is the quadratic
form (1.1) of∆. Let Q be a quiver such that the underlying graph Q of Q is∆, let bQ = bC−Q : Zn×Zn → Z be the Z-morsification
(2.12) of q∆ and let ΦQ := ΦC−Q : Zn → Zn be the Coxeter transformation defined by the matrix C
−
Q ∈ Mn(Z). Finally, let
cQ := cC−Q be the Coxeter number of C
−
Q and K a field.
(a) The finite setR∆ := Rq∆ admits a uniqueΦQ -mesh geometryΓ (R∆,ΦQ ) such that themap dim : Γ (mod KQ , τKQ )→
Γ (R+∆,ΦQ ), X 7→ dim X, defines an isomorphism of mesh translation quivers, where KQ is the path K-algebra of Q and
Γ (R+∆,ΦQ ) is theΦQ -mesh translation subquiver of Γ (R∆,ΦQ ) whose vertices are the non-negative vectors ofR∆.
(b) cQ = |R∆||∆0| , that is, cQ coincides with the Coxeter number c∆ of the Dynkin diagram∆.
(c) There is an isomorphism of mesh translation quivers Γ (R∆,ΦQ ) ∼= Z(∆), where Z(∆) = Z∆/(τ c∆) is the mesh
translation quiver of∆ and τ is the translation of Z∆, see [1,24].
(d) The isomorphism dim : Γ (mod KQ , τKQ ) → Γ (R+∆,ΦQ ) extends to a surjective map dim : Γ (Db(KQ ), τ̂KQ ) →
Γ (R∆,ΦQ ) of mesh translation quivers, that induces a mesh translation quiver isomorphism Γ (Db(KQ ), τ̂KQ )/(T 2) ∼=
Γ (R∆,ΦQ ), where τ̂KQ is the Auslander-Reiten translation in the derived category Db(KQ ) of mod KQ and T is the translation
functor on Db(KQ ) (see [8–10]).
Proof. (a) Since Q is a Dynkin quiver, by Gabriel’s theorem, the hereditary K -algebra KQ is representation-finite, the
form q∆ is positive definite, the set R∆ is finite, and the map X 7→ dim X defines a bijection between the isomorphism
classes of indecomposable modules X in mod KQ and the elements of R+∆ , see [1, Chapter VII]. Moreover, given a non-
injective indecomposable module X in mod KQ , we haveΦ−1Q (dim X) = dim τ −1KQ (X), see [1, Corollary IV.29]. It follows that
the map dim carries τ −1KQ -orbits in Γ (mod KQ , τKQ ) to Φ
−1
Q -orbits in Γ (R
+
∆,ΦQ ) and, by the well-known postprojective
component τ −1KQ -mesh construction of Γ (mod KQ , τKQ ) (see the proof of [1, Theorem IX.4.5]), the number of τ
−1
KQ -orbits
in Γ (mod KQ , τKQ ) equals |∆0|, all orbits are of the same length, and the map dim carries τ −1KQ -meshes to Φ−1Q -meshes in
Γ (R+∆,ΦQ ). This shows that dim : Γ (mod KQ , τKQ )→ Γ (R+∆,ΦQ ) defines an isomorphism of mesh translation quivers.
Since, givenm ∈ Z,ΦmQ carriesΦQ -meshes inZn toΦQ -meshes, it carriesΓ (R+∆,ΦQ ) to theΦQ -mesh translation subquiver
ΦmQ (Γ (R
+
∆,ΦQ )) of Γ (R∆,ΦQ ) such that the union Γ (R∆,ΦQ ) :=
⋃
m∈ZΦ
m
Q (Γ (R
+
∆,ΦQ )) is a ΦQ -mesh translation
quiver defining a unique ΦQ -mesh geometry on R∆, because we have R∆ = R+∆ ∪ −R+∆ (see [18], [1, Lemma VII.4.8])
and thereforeR∆ =⋃m∈ZΦmQ (R+∆). Hence (a) follows.
(b) By (a), the number ofΦQ -orbits inΓ (R+∆,ΦQ ) equals |∆0| and all orbits are of the same length |R
+
∆ |
|∆0| = 12c∆. Obviously,
the same holds forΦQ -orbits in theΦQ -mesh translation subquiverΓ (−R+∆,ΦQ ) ofΓ (R∆,ΦQ ). Hence, the number ofΦQ -
orbits inΓ (R∆,ΦQ ) equals |∆0| and all orbits are of the same length 2 |R
+
∆ |
|∆0| =
|R∆|
|∆0| = c∆, by the construction ofΓ (R∆,ΦQ )
and the equalityR∆ = R+∆ ∪ −R+∆ . This finishes the proof of (b).
(c) Apply [8, Section 1.1].
(d) We recall from [9, 2.2] that dim X• =∑m∈Z(−1)mdim Xm ∈ Zn, for any X• = (Xm, dm) ∈ Db(KQ ) such that almost
all KQ -modules Xm are zeros. By [9, Corollary 3.7], the Auslander–Reiten quiver Γ (Db(KQ ), τ̂KQ ) of Db(KQ ) has the structure
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of a stable translation quiver, and Γ (Db(KQ ), τ̂KQ ) is in fact a τ̂KQ -mesh translation quiver, by [9, Proposition 4.4]. It follows
from [9, Corollary 4.7] that, given X• ∈ indDb(KQ ), dim−1(dim X•) is a T 2-orbit of X• and themap dim : indDb(KQ )→ R∆
is surjective and restricts to the bijection dim : indmod KQ → R+∆ . One can also show that, given X• ∈ indDb(KQ ), we
haveΦ−1Q (dim X•) = dim τ̂ −1KQ (X•). Hence (d) follows and the proof is complete. 
TheΦQ -mesh geometry given by theΦQ -mesh translation quiver Γ (R∆,ΦQ ) of Theorem 4.7, with Q a Dynkin quiver and
∆ = Q , is defined to be standard DynkinΦQ -mesh geometry on the setR∆ of roots of q∆.
In a subsequent paper we show that a version of Theorem 4.7 is valid for a large class of positive definite unit forms
q : Zn → Z and for a class positive semi-definite unit forms q such that Ker q is an infinite cyclic subgroup of Zn, including
the Tits quadratic forms (see [19]) and the Euler forms of representation-finite posets studied in [16,25], see also [6]. The
Examples 4.10 and 4.12 show that Theorem 4.7 does not hold, if we interchange bQ with another morsification bA of q∆,
with a Dynkin diagram∆.
Now we describe a relation between mesh geometries of two equivalent morsifications bA′ , bA.
Proposition 4.8. Let n ≥ 2, let bA′ , bA : Zn × Zn → Z be Z-bilinear morsifications of q′, q, and ΦA′ ,ΦA : Zn → Zn are the
Coxeter transformation defined by the matrices A′, A ∈ Mn(Z), respectively. Assume that bA′ , bA are Z-equivalent and that the
equivalence is given by the group isomorphism hB : Zn → Zn, with B ∈ Mn(Z), making the diagrams (2.7) commutative.
(a) The following diagram is commutative
Zn
ΦA′−−−−→ Zn
hB
y' hBy'
Zn
ΦA−−−−→ Zn
(4.9)
(b) cA′ = cA, and hB carriesΦA′-orbits toΦA-orbits andΦA′-meshes toΦA-meshes.
(c) If R is a ΦA-invariant subset of Zn then R′ = h−1B (R) is ΦA′-invariant, too. If, in addition, R′ admits a geometry
of the ΦA′-mesh quiver given by a triangular weighted translation quiver Γ (R′,ΦA′) then R = hB(R′) admits a geometry
of the ΦA-mesh quiver given by a triangular weighted translation quiver Γ (R,ΦA) such that hB induces the isomorphism
hB : Γ (R′,ΦA′) '−→ Γ (R,ΦA) of triangular weighted translation quivers and carries any basic ΦA′-mesh region B ′ of
Γ (R′,ΦA′) to the basicΦA-mesh regionB = hB(B ′) of Γ (R,ΦA).
Proof. (a)We recall that hB is defined by the formula hB(x) = x·B. By Lemma 2.8, the commutativity of the left hand diagram
in (2.7) implies the equality CoxA′ = B · CoxA · B−1. It follows that the diagram (4.9) is commutative. In view of (a), the proof
of statements (b) and (c) is a standard one. 
Now we illustrate the previous results by two examples.
Example 4.10. Let n = 3 and assume that q : Z3 → Z is defined by the quadratic form q(x) = x21+ 21x22+ 171x23+ 9x1x2+
25x1x3 + 119x2x3. Then q is positive definite and, by applying Algorithm 4.2, the setRq of roots of q coincides with the set
R of 12 vectors listed in Example 3.5, that is, Rq = R. It is easy to see that the bilinear form bA : Z3 × Z3 → Z, with
A =
[
1 5 15
4 21 65
10 54 171
]
, is a Z-morsification of q. The Coxeter matrix CoxA of A is the matrix C of Example 3.5 and the Coxeter
polynomial coxA(t) of A is the polynomial v4(t) = t3 + t2 + t + 1. Hence ΦA is the isomorphism Φ of Example 3.5 and
therefore the setRq = R admits a ΦA-mesh geometry given by the homogeneous ΦA-mesh translation quiver Γ (Rq,ΦA)
constructed in Example 3.5, which is a twelve points cylinder. By applying Proposition 4.3(d), we conclude that the Coxeter
number cA equals to 4, because theΦA-orbits of e1, e2 and e3 are of cardinality 4.
Now we show that Γ (Rq,ΦA) is isomorphic as a ΦA-mesh translation quiver to the ΦQ -mesh translation quiver
Γ (Rq∆ ,ΦQ ), where∆ is the Dynkin diagram A3 and Q is the Dynkin quiver •1→•2←•3. Note that q∆(x) = x21 + x22 + x23 −
x1x2 − x2x3, bQ = bA′ , with A′ = C−Q =
[
1 −1 0
0 1 0
0 −1 1
]
, is a Z-morsification of q∆, coxA′(t) = v4(t) = coxA(t), andRq∆ admits
aΦQ -mesh geometry, withΦQ = ΦA′ , given by the following homogeneousΦQ -mesh translation quiver
where we set 1̂ = −1. Under making an obvious identification, the ΦQ -mesh translation quiver Γ (Rq∆ ,ΦQ ) is a twelve
points cylinder. Let hB : Z3 → Z3 be the group isomorphism, with the matrix B =
[−6 4 −1
5 −4 1
5 −1 0
]
given by the left hand
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section of the basicmesh region of Example 3.7. Since A′ = B·A·Btr , then hBmakes the diagrams (2.7) and (4.9) commutative.
By Proposition 4.8, hB defines the isomorphism hB : Γ (Rq∆ ,ΦQ )→ Γ (Rq,ΦA) of mesh translation quivers. Hence, in view
of Theorem4.7, there is amesh translation quiver isomorphismΓ (Rq,ΦA)∼=Γ (Db(R), τ̂R)/(T 2), whereR=KQ ∼=
[
K K 0
0 K K
0 K K
]
is a hereditary algebra of type A3.
Remark 4.11. The method applied in Example 4.10 suggests an idea of a construction of isomorphisms hB, for a class of
Z-regular matrices A ∈ Mn(Z) such that bA(x, x) is positive-definite. For the construction we need the following principal
Coxeter orbit configurations of simple roots for centrally oriented Dynkin diagrams An,Dn,E6,E7,E8 enumerated as in
the introduction and oriented in such a way that the vertex 3 is a unique terminal vertex of the quiver
where we set êj = −ej. The configurations for the quivers An, with n ≥ 9, and Dn, with n ≥ 8, are analogous to that ones
for A8 and D7. The configurations for A3 oraz D4 have the forms
Example 4.12. Let n = 4 and assume that q = qD4 : Z4 → Z be the quadratic form q(x) = x21+x22+x23+x24−(x1+x2+x3)x4
of the Dynkin graph D4. It is well-known that q is positive definite and its set Rq = {v ∈ Z4; q(v) = 1} of roots consists
of 24 vectors. Consider the five Z-morsifications bA, bB, bC , bD, bH : Z4 × Z4 → Z of q defined in Example 2.14. Note that
bH = bQ is the standard Z-morsification of q corresponding to the quiver
• 2y
• −→•←− •1 4 3
cH = 6, andRq admits a standardΦQ -mesh geometry given by the following translation quiver Γ (Rq,ΦH):
For the morsifications bA, bB, bC , and bD of q, we have cA = 8, cB = 4, cC = 12, cD = 6 and the set Rq is a union
of three orbits, six orbits, two orbits, and four orbits with respect to the Coxeter transformation defined by A, B, C , and D,
respectively. Nowwe study the existence of aΦ-mesh geometry onRq in each of the three casesΦ = ΦA,Φ = ΦB,Φ = ΦC ,
andΦ = ΦD. Here we apply the mesh toroidal algorithm described in Proposition 4.5.
Case 1◦ IfΦ = ΦA, CoxA =
[ 0 1 1 1
1 0 1 1
1 1 0 1
−1 −1 −1 −1
]
, there are three eight elementΦA-orbits ofRq represented by the roots
(0, 0, 0, 1), (0, 0, 1, 1), (1, 1, 1, 2). A simple combinatorial checking of the positions of the thereΦA-orbits shows that there
is no ΦA-mesh geometry on Rq. However, if we extend the three orbit set Rq by the eight element ΦA-orbit of the vector
v = (0, 1, 1, 2), with q(v) = 2, then theΦA-invariant subsetR = Rq∪ΦA-Orb(v) of Z4 admits aΦA-mesh geometry given
by the following weighted triangularΦA-mesh quiver Γ (R,ΦA)
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where the lowestΦA-orbitΦA-Orb(v) consists of eight q-roots of d = 2, each of the lowestΦA-triangles is of weight 2, and
the remainingΦA-triangles are homogeneous.Whenwe identify the left hand columnwith the right hand one, we get a four
ΦA-orbit cylinder.
Case 2◦ If Φ = ΦB, CoxB =
[ 0 −1 0 0
1 0 0 0
−1 −1 −1 −2
0 1 1 1
]
and there are six four element ΦB-orbits of Rq represented by the
roots e1, e2, e3, e4, e1 + e2, and e3 + e4. There is aΦB-mesh geometry onRq given by the homogeneous triangularΦB-mesh
translation quiver Γ (Rq,ΦB) obtained from the twoΦB-mesh tori
by glueing them along theΦB-orbit O(e1) and along theΦB-orbit O(e3 + e4). Its orbit graph is of the form
Case 3◦ IfΦ = ΦC , we have CoxC =
[0 0 −1 −1
1 0 0 1
0 1 0 1
0 0 1 0
]
and there are two twelve elementΦC -orbits ofRq represented by the
roots v1 = (0, 0, 1, 0) and v2 = (1, 1, 1, 1). A simple combinatorial checking of the positions of the two ΦC -orbits shows
that there is no ΦC -mesh geometry on Rq. However, if we extend the two ΦC -orbit set Rq by the four (twelve element)
ΦC -orbits of the vectors v3 = (1, 2, 1, 2), v4 = (1, 2, 2, 2), v5 = (2, 2, 2, 3), and v6 = (2, 2, 2, 2) = 2 · v2, with q(v3) = 2,
q(v4) = q(v5) = 3, q(v6) = 4, then theΦC -invariant subset
R = Rq ∪ ΦC − Orb(v3) ∪ ΦC − Orb(v4) ∪ ΦC − Orb(v5) ∪ ΦC − Orb(v6)
of Z4 (consisting of 72 elements) admits a ΦC -mesh geometry given by the following weighted triangular ΦC -mesh quiver
Γ (R,ΦC )
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where each of the ΦC -orbits consists of 12 elements, the lowest orbit is obtained from the second one by multiplying each
of its vectors by 2, each of the lowestΦC -triangles is of weight 2, and the remainingΦC -triangles are homogeneous. By the
usual identification we get a sixΦC -orbit cylinder.
Case 4◦ If Φ = ΦD, we have CoxD =
[ 1 1 0 1
0 1 1 1
1 0 1 1
−1 −1 −1 −1
]
and there are four six element ΦD-orbits O(1),O(2),
O(3),O(4) of Rq represented by the roots e1, e2, v = (1, 1, 1, 1), and e3, respectively. The standard calculation shows
thatRq = O(1) ∪ O(2) ∪ O(3) ∪ O(4) can be visualised as theΦD-orbit quiver
where the central left hand side mesh is a homogeneousΦD-mesh of width three. By adding toRq = O(1)∪O(2)∪O(3)∪
O(4) three pairs of ΦD-orbits of the vectors v(2) = (−1, 0, 1, 0), v(5) = (1, 2, 1, 2), u(2) = (1,−1, 0, 0), u(5) = (1, 1, 1, 2),
w(2) = (0, 1,−1, 0), w(5) = (2, 1, 1, 2) in Rq(2) and three pairs of ΦD-orbits of the vectors v(3) = (−1, 1, 1, 1),
v(4) = (0, 2, 1, 2), u(3) = (1,−1, 1, 1), u(4) = (1, 0, 2, 2), w(3) = (1, 1,−1, 1), w(4) = (2, 1, 0, 2) in Rq(3) we obtain
a ΦD-invariant subset R̂q consisting of 96 = 4 · (4 · 6) elements such that the above presented quiver of 24 vectors inRq
can be uniquely completed to the mesh ΦD-translation quiver Γ (R̂q,ΦD) with a section such that its orbit quiver is of the
form
and O(u(2))d=2 = O(w(2))d=2 = O(v(2))d=2. The mesh translation quiver Γ (R̂q,ΦD) is obtained from the disjoint union
T1 ∪ T2 ∪ T4 of the three tori T1, T2, and T4 defined by the three chains ofΦD-orbits
respectively, by glueing T1,T2,T4 along the common ΦD-orbit O(3). Moreover, we make the identification O(u(2)) =
O(w(2)) = O(v(2)).
Our discussion of this section suggests the following definition.
Definition 4.13. Amesh root system in Zn is a pair (R,Φ), whereR ⊆ Zn is a root system in the sense of Bourbaki (see
[12]) and Φ : Zn → Zn is a non-trivial group automorphism such that R is Φ-invariant and admits a Φ-mesh geometry
Γ (R,Φ).
Problem 4.14. Classify all irreducible mesh root systems (R,Φ) in Zn, up to a Z-equivalence.
Remark 4.15. Every mesh root system corresponds to one of the simply-laced Dynkin diagrams. An,Dn,E6,E7,E8. In
Example 4.12 we have constructed two non-equivalent irreducible mesh root systems (R,ΦB) and (R,ΦH) in Z4
corresponding to the morsifications bB, bH : Z4 × Z4 → Z (defined in Example 2.14) with det B = detH = 1, the Coxeter
numbers cB = 4, cH = 6, and the Coxeter polynomials coxB(t) = t4 + 2t2 + 1 and coxH(t) = coxD4(t) = t4 + t3 + t + 1,
where R = {v ∈ Z4; qD4(v) = 1} is the 24 element set of all roots of the quadratic form qD4 : Z4 → Z of the Dynkin
diagram D4 and coxD4(t) is the Coxeter polynomial of a Dynkin quiver of type D4, see [13–15,22].
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5. Extended Dynkin quivers and their mesh quivers of roots
Throughout this section, we assume that ∆ is one of the extended Dynkin (Euclidean) diagrams A˜m, D˜m, E˜6, E˜7, E˜8,
n = |∆0|, and q∆ : Zn → Z is the quadratic form (1.1) of the graph ∆. The aim of this section is to describe the set
R∆ := Rq∆ = {v ∈ Zn; q∆(v) = 1} of roots, and to prove an analogue of Theorem 4.7 for quivers Q of an extended Dynkin
type∆.
We recall that q∆ is positive semi-definite andRq∆(0) = Ker q∆ = Z · h∆, where h∆ ∈ Zn is a positive faithful vector,
see [1, Lemma VII.4.2] and [24, XI.1.1]. It is well-known thatR∆ = −R+∆ ∪R+∆ , compare with [1, Lemma VII.4.8].
Assume that Q is an acyclic quiver such that the underlying graph Q of Q is ∆, bQ = bC−Q : Zn × Zn → Z is the Z-
morsification (2.12) of q∆ andΦQ := ΦC−Q : Zn → Zn is the Coxeter transformation defined by the matrix C
−
Q ∈ Mn(Z). It is
easy to check that the group homomorphism bq∆(h∆,−) is zero, or equivalentlyΦQ (h∆) = h∆. We recall that there exists
a minimal integer d∆ ≥ 1, called the defect number of ∆, and a group homomorphism ∂Q : Zn → Z, called the defect of
Q , such that
Φ
d∆
Q (v) = v + ∂Q (v) · h∆ (5.0)
and ∂Q (ΦQ (v)) = ∂Q (v), for every v ∈ Zn, see [24, Section XI.1 and Lemma XIII.1.3]. It follows thatR∆ is the disjoint union
of the threeΦQ -invariant subsets ∂−Q R∆, ∂
+
Q R∆, ∂
0
QR∆ ofR∆ consisting of negative-defect vectors, positive-defect vectors
and zero-defect vectors, respectively, and −∂−Q R∆ = ∂+Q R∆. We prove that R∆ admits a unique ΦQ -mesh geometry by
defining a connectedΦQ -mesh translation quiver on each of the subsets ∂−Q R∆, ∂
+
Q R∆, ∂
0
QR∆ ofR∆.
First we consider the case ∆ = A˜1 is the Kronecker diagram 1 2, n = 2, and Q is the Kronecker quiver
. Then q∆(x1, x2) = (x1 − x2)2, h∆ = (1, 1), C−Q =
[
1 −2
0 1
]
, CoxQ =
[
3 2
−2 −1
]
, ∂Q (x1, x2) = 2(x1 − x2), and
d∆ = 1. It follows that ∂−Q R∆ consists of the vectors (m,m+1), withm ∈ Z, and the set ∂0QR∆ is empty. TheΦQ -geometries
on ∂−Q R∆ and ∂
+
Q R∆ = −∂−Q R∆ are defined by the following weighted triangular ΦQ -mesh quivers Γ (∂−Q R∆,ΦQ ) and
Γ (∂−Q R∆,ΦQ ), respectively:
Now assume that Q is an extended Dynkin quiver, with Q = ∆. For simplicity of the presentation, we assume that Q is
canonically oriented as shown in [24, p.146], and n + 1 = p + q ≥ 4, with 2 ≤ p ≤ q, if ∆ = Ân. Here we freely use the
notation and results of [24, Chapter XIII].
Let K be a field and KQ the path K -algebra of Q . The Auslander–Reiten quiver Γ (mod KQ ) of KQ contains precisely two
non-homogeneous stable standard tubes T Q∞ , T
Q
0 of indecomposable regular KQ -modules; of rank p and q, respectively,
if ∆ = Ân, and Γ (mod R) of R contains precisely three non-homogeneous stable standard tubes T Q∞ , T Q0 , T Q1 of ranks
(2, 2,m−2), (2, 3, 3), (2, 3, 4) and (2, 3, 5), if∆ is the diagram D˜m, withm ≥ 4, E˜6, E˜7 and E˜8, respectively. In other words,
the tubular type mQ = (m1, . . . ,ms) of the tame algebra KQ equals (p, q), (2, 2,m−2), (2, 3, 3), (2, 3, 4) and (2, 3, 5),
respectively (see [24, Theorem XII.3.4]).
We recall from [24, Corollary XI.3.6], that given an indecomposable R-module M lying in one of the tubes T Q∞ , T
Q
0 and
T Q1 , the dimension vector dimM ∈ Nn lies inR∆. The image of such a tube T under dim will be denoted by dT . Since KQ
is hereditary, givenM ∈ T , we have dim τ −1KQ M = dimΦ−1Q (M) and therefore dT can be viewed as aΦQ -mesh translation
quiver in Zn. Let T Q be the disjoint union of the three (resp. two, in case∆ = A˜n) non-homogeneous stable standard tubes
in Γ (mod KQ ), and let dT Q be the union of the tubes dT , with T ∈ T Q . We set−dT Q = {−v ∈ Zn; v ∈ dT Q }.
We show that the ΦQ -mesh translation quiverR∆ = ∂−Q R∆ ∪ ∂+Q R∆ ∪ ∂0QR∆ coincides with the ΦQ -mesh translation
quiver
R = ∂−Q R ∪ ∂+Q R ∪ ∂0QR (5.1)
defined as follows. We set ∂0QR = (−dT Q ∪ dT Q ) \ Z · h∆, that is, ∂0QR is the collection of all vectors dimM and−dimM
such that M lies in any of the non-homogeneous tubes of Γ (mod R) and q∆(dimM) = 1, see [24, XI.3.6 and XI.3.10]. We
view it as aΦQ -mesh translation quiver in a natural way.
We define theΦQ -mesh translation quivers ∂−Q R ⊆ Zn and ∂+Q R ⊆ Zn to be the unions
∂−Q R =
⋃
m∈Z
ΦmQ (ΣQ ) and ∂
+
Q R =
⋃
m∈Z
ΦmQ (−ΣQ ) = −∂−Q R ⊆ Zn
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of |∆0|ΦQ -orbits, where
ΣQ = {̂e(a)}a∈∆0 ⊆ ∂−Q R (5.2)
and, given a vertex a ∈ ∆0, we set ê(a) =∑j∈∆0 κaj · ej and κaj is the number of all oriented paths with the source a and the
terminus j. We viewΣQ as a quiver opposite to Q by setting: there is a (unique) arrow a→ b inΣQ if and only if a 6= b and
ê(b) = êa + eb or ê(b) = êa + eb + êc , for some c ∈ ∆0.
Theorem 5.3. Assume that∆ is one of the extended Dynkin diagrams A˜m, D˜m, E˜6, E˜7, E˜8, n = |∆0|, q∆ : Zn → Z is the quadratic
form (1.1) of the graph∆, and Q a quiver of type∆. Under the notation made earlier, theΦQ -mesh translation quiver
R∆ = ∂−Q R∆ ∪ ∂+Q R∆ ∪ ∂0QR∆
of roots of q∆ coincides with theΦQ -mesh translation quiverR (5.1). Moreover,
(a) ∂−Q R∆ = ∂−Q R ∼= ZΣQ , ∂+Q R∆ = ∂+Q R ∼= ZΣQ , and ∂0QR∆ = ∂0QR.
(b) there is a finite subset S0Q ⊆ ∂0QR of non-negative vectors such that 0 ≤ w < h∆, for allw ∈ S0Q and, up to multiplication
by−1, every v ∈ ∂0QR has the form v = m · h∆ + w, wherew ∈ S0Q and m ∈ Z.
Proof. One easily checks that all vectors in−ΣQ andΣQ are roots of q∆ of positive defect and negative defect, respectively.
Since the sets ∂−Q R∆, ∂
+
Q R∆ = −∂−Q R∆, ∂−Q R, ∂+Q R = −∂−Q R areΦQ -invariant, we get ∂−Q R∆ ⊇ ∂−Q R and ∂+Q R∆ ⊇ ∂+Q R.
To prove the inverse inclusions ∂−Q R∆ ⊆ ∂−Q R and ∂+Q R∆ ⊆ ∂+Q R we note that, under the identification of M with
dimM , ΣQ is a section containing all indecomposable projective R-modules in the unique postprojective component PR
of Γ (mod R). Since Φ−1Q (dimM) = dim τ −1KQ M , for all M in PR, dim : PR → ∂−Q R∆ establish the isomorphism, as
translation quivers, of PR with the positive part
⋃
m≥0Φ
−m
Q (ΣQ ) =
⋃
m≥0
⋃
j∈Q0 Φ
−m
Q (dim ejKQ ) of ∂
−
Q R∆. Hence the
inclusion ∂−Q R∆ ⊆ ∂−Q R follows, and we get ∂−Q R∆ = ∂−Q R and ∂+Q R∆ = ∂+Q R.
We recall that ∂0QR∆ = −∂QR+∆ ∪ ∂0QR+∆ . It is shown [24, Section XI.3] that ∂0QR+ ⊆ ∂0QR+∆; hence we get the inclusion
∂0QR ⊆ ∂0QR∆. To prove the inverse inclusion, it is sufficient to show that ∂0QR+ ⊇ ∂0QR+∆ . Assume that v ∈ ∂QR+∆ . It follows
from the results of [24, Section XI.3 and XII.4] that there is an indecomposable regular KQ -module M lying in a tube T of
rank rT ≥ 2 in Γ (mod KQ ) such that v = dimM . This shows that v lies in ∂0QR+ and completes the proof of (a). Moreover,
by [24, Lemma XI.3.10 and XII.4], there is a positive vector w ∈ ∂0QR+∆ such that w = dim E is the dimension vector of a
regular KQ -module E lying on the mouth of the tube T and v = m · h∆ + w[s], where s ∈ {0, 1, . . . , rT − 1},
w[s] := w + ΦQ (w)+ · · · + ΦsQ (w), w[rT ] = h∆,
and the vectorsΦQ (w), . . . ,Φr−1Q (w) lie in ∂
0
QR
+
∆ . Hence (b) follows, if we take for S
0
Q the set of all vectors of the formw[s],
where w runs through the dimension vectors dim E of the mouth modules E lying in non-homogeneous tubes T of rank
rT ≥ 2 in Γ (mod KQ ) and s ∈ {0, 1, . . . , rT − 1}. This finishes the proof. 
To present the main results of this section, we introduce the concept of an (unbounded) sand–glass ΦA-tube of vectors
in Zn. Here we follow Ringel [18], see also [24, Section X.1]. Consider the infinite quiver
A∞∞ : . . .−→◦−→◦−→◦−→◦−→◦−→◦−→ . . . −→◦−→◦−→ . . .−1 0 1 2 3 4 m m+1
and the infinite translation quiver
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Fig. 5.6. Sand-glass tube of rank 2.
where τ(n, i) = (n+ 1, i), for i, n ∈ Z. For a fixed r ≥ 1, let (τ r) denote the infinite cyclic group of automorphisms of ZA∞∞
generated by τ r , and let
ZA∞∞/(τ
r)
denote the orbit space of ZA∞∞ under the action of (τ r). That is, ZA∞∞/(τ r) is the translation quiver obtained from ZA∞∞ by
identifying each point (n, i) of ZA∞∞ with the point τ r(n, i) = (n+ r, i), and each arrow β : x→ y in ZA∞∞ with the arrow
τ rβ : τ rx→ τ ry.
Definition 5.4. Let (T , τ ) be a translation quiver and r ≥ 1 an integer.
(a) (T , τ ) is defined to be an unbounded stable tube of rank r if there is an isomorphism of translation quivers
T ∼= ZA∞∞/(τ r). A stable tube of rank r = 1 is defined to be homogeneous.
(b) (T , τT ) is defined to be a sand–glass tube of rank r ≥ 2 if there is an isomorphism
ψ : ZA∞∞/[τ r ] '−→ T
of translation quivers, where ZA∞∞/[τ r ] is obtained from ZA∞∞/(τ r) by making the identifications [0,m · r] ≡ [1,m · r] ≡· · · ≡ [r−1,m·r], for eachm ∈ Z; that is, the τT -orbit of the imageψ([0,m·r])of the residue class [0,m·r]of (0,m·r) ∈ ZA∞∞
under ψ consists of one element, for eachm ∈ Z. The one-element τT -orbits of (T , τT ) are calledwaist orbits.
Example 5.5. (a) A sand–glass tube of rank r = 6 is presented in Fig. 5.8.
(b) An unbounded stable tube of rank r = 3 is constructed in a similar way as the upper bounded stable tube presented
in [24, p. 3].
(c) The vectors of Ker q∆ = Z · h∆ ⊆ Zn form a homogeneous sand–glass ΦQ -tube, for any acyclic Euclidean quiver Q
with Q = ∆.
(d) Given an acyclic quiver Q = (Q0,Q1) of an extended Dynkin type Q = ∆ ∈ {A˜p,q, D˜m, E˜6, E˜7, E˜8} and a non-
homogeneous standard stable tube T of rank r ≥ 2 in Γ (mod KQ ), the union
T̂ = −dT ∪ {0} ∪ dT ⊆ Zn,
with n = |Q0|, equipped with the natural ΦQ -mesh translation quiver is a sand–glass tube of rank r and the elements of
the group Z · h∆ ⊆ T̂ are the waist vectors of T̂ . We call T̂ a Euclidean sand–glass tube. In the notation of [24, Section
X.1], T̂ can be constructed by putting the tube−dT (in the upset-down form to dT ) over the tube dT , with the vector zero
between them. In the cases r = 2 and r = 3, the sand–glass tube T̂ has the form shown in Figs. 5.6 and 5.8, respectively.
If Q ∈ {D˜m, E˜6, E˜7, E˜8}, the union (of translation quivers)
T̂
Q := T̂ Q∞ ∪ T̂ Q0 ∪ T̂ Q1 ⊆ Zn,
with T̂ Q∞ ∩ T̂ Q0 ∩ T̂ Q1 = Z · h∆, has the form of three-fold sand–glass tube. If Q = A˜p,q, the union T̂ Q := T̂ Q∞ ∪ T̂ Q0 ,
with T̂ Q∞ ∩ T̂ Q0 = Z · h∆ has the form of two-fold sand–glass tube. We call T̂ Q a Euclidean three-fold (resp. two-fold)
sand–glass tube of tubular type mQ . We recall that mQ equals (p, q), (2, 2,m−2), (2, 3, 3), (2, 3, 4), and (2, 3, 5), if the
underlying graph Q of Q is the diagram A˜p,q, D˜m, withm ≥ 4, E˜6, E˜7, and E˜8, respectively (see [24, Theorem XII.3.4]).
Now we are able to formulate an important consequence of the previous considerations.
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Corollary 5.7. Assume that ∆ is one of the extended Dynkin diagrams A˜p,q, D˜m, with m ≥ 4, E˜6, E˜7 and E˜8, and q∆ : Zn → Z,
with n = |∆0|, is the quadratic form (1.1) of ∆. Let Q be an acyclic quiver such that the underlying graph Q of Q is ∆, let
bQ = bC−Q : Zn × Zn → Z be the Z-morsification (2.12) of q∆ and let ΦQ := ΦC−Q : Zn → Zn be the Coxeter transformation
defined by the matrix C−Q ∈ Mn(Z). Finally, assume that d∆ is the defect number of Q and ∂Q : Zn → Z is the defect of Q with
respect to the positive generator h∆ ∈ Zn of Ker q∆.
(a) Under the notation made earlier, the set R∆ ∪ Ker q∆ admits a unique ΦQ -mesh geometry given by the ΦQ -mesh
translation quiver Γ (R∆ ∪ Z · h∆,ΦQ ). It consists of three connected components: Γ (∂−Q R∆,ΦQ ), Γ (∂+Q R∆,ΦQ ) =
Γ (−∂−Q R∆,ΦQ ), and Γ (∂0QR∆ ∪ Ker q∆,ΦQ ).
(b) There exist isomorphisms of mesh translation quivers
Γ (∂−Q R∆,ΦQ ) ∼= ZΣQ and Γ (∂+Q R∆,ΦQ ) = Γ (−∂−Q R∆,ΦQ ) ∼= ZΣQ ,
where ΣQ ∼= Q op is the sectional subquiver (5.2) of ∂−Q R∆ consisting of the dimension vectors dim ejKQ of the indecomposable
projective right KQ -modules ejKQ over the path K-algebra KQ of Q , with j ∈ Q0.
(c) There is an isomorphism of mesh translation quivers Γ (∂0QR∆ ∪ Ker q∆,ΦQ ) ∼= T˜ Q , where T˜ Q is the three-fold (resp.
two-fold, if∆ = Ap,q)ΦQ -mesh sand–glass tube of the tubular type (p, q), (2, 2,m− 2), (2, 3, 3), (2, 3, 4), and (2, 3, 5) if∆ is
the diagram A˜p,q, D˜m, with m ≥ 4, E˜6, E˜7, and E˜8, respectively (see Example 5.5(c)).
Proof. Let R = ∂−Q R ∪ ∂+Q R ∪ ∂0QR be the ΦQ -mesh translation quiver (5.1). Obviously, the sets ∂−Q R, ∂+Q R, ∂0QR are
pairwise disjoint. By Theorem 5.3, we get the equalities ∂−Q R∆ = ∂−Q R, ∂+Q R∆ = ∂+Q R, and ∂0QR∆ = ∂0QR of theΦQ -mesh
translation quivers. It follows that the quivers ∂−Q R∆ and ∂
+
Q R∆ are connected, because they are isomorphic with ZΣQ and
the quiver ΣQ ∼= Q op is connected. Moreover, by the discussion in Example 5.5(d) and the proof of Theorem 5.3, there are
isomorphisms of mesh translation quivers
Γ (∂0QR∆ ∪ Ker q∆,ΦQ ) = Γ (∂0QR ∪ Ker q∆,ΦQ ) ∼= T̂ Q .
Hence the corollary follows, because the connectedness of T̂ Q is an immediate consequence of its construction. 
Now we present an example of a non-standard mesh geometry onR∆ ∪ Ker q∆, where∆ = D˜4.
Example 5.9. Let ∆ be the Euclidean diagram D˜4. The quadratic form q = qD˜4 : Z5 → Z (1.1) is defined by the formula
q(x) = x21 + x22 + x23 + x24 + x25 − (x1 + x2 + x3 + x4)x5. We define a diagonal morsification bA : Z5 × Z5 → Z of q by the
Z-regular matrix
A =
 1 1 −1 −1 0−1 1 1 −1 01 −1 1 1 0
1 1 −1 1 0
−1 −1 −1 −1 1
 , with det A = 8.
The inverse of the Coxeter transformation has the form
Cox−1A =
0 1 0 1 10 1 1 0 00 0 1 1 0
1 1 1 1 1
0 −1 −1 −1 −1
 .
Note that Ker q = Z·h, withh = (1, 1, 1, 1, 2), coxA(t) = t5−2t4+t3+t2−2t+1 is the Coxeter polynomial of thematrix A,
dA = 6 is the defect number of A and the defect homomorphism ∂A : Z5 → Z is given by the formula ∂A(x) = 3(x3+x4−x5).
We recall that the Coxeter polynomial of a Euclidean quiver∆ of type D˜4 has the form cox∆(t) = t5+ t4−2t3−2t2+2t+1.
We are not able to show that the setRq ∪ Ker q admits a ΦA-mesh geometry. However, we extendRq to a set R̂q ⊆ Zn
such that Γ (R̂q ∪ Ker q,ΦA) is a ΦA-mesh translation quiver. We show that Γ (R̂q ∪ Ker q,ΦA) is a disjoint union of three
connected components Γ (∂−A Rq,ΦA), Γ (∂
+
A Rq,ΦA), and Γ (∂
0
AR̂q∪Ker q,ΦA), where the first two components are infinite
threeΦA-orbit spiral tubes of type ; the third one is of sand–glass tubular type and is a union of three sand–glass
tubes TA, thTA, and t2hTA of rank 6, where th : Z5 → Z5 is the translation given by th(v) = v + h.
Applying the algorithms constructed in [23] and using Proposition 4.5 (applied to u = (0, 0, 0, 0, 1) ∈ O(e5), w =
u + h = (1, 1, 1, 1, 3) ∈ O( ê3), and w′ = (0, 0, 0,−1, 0) ∈ O( ê4), with ∂A(u) = ∂A(w) = ∂A(w′) = −3), we show
that the set ∂−A Rq of the roots of q of a negative defect admits a ΦA-mesh geometry given by the mesh translation quiver
Γ (∂−A Rq,ΦA).
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Fig. 5.8. Sand-glass tube of rank 3.
This is an infinite threeΦA-orbit spiral tube of type , because thO(̂e3) = O(̂e4), t2hO(̂e3) = O(̂e5), t3hO(̂e3) = O(̂e3),
we identify the nine-shift of the first orbit O(̂e3) with the fourth orbit O(̂e3), and we identify the nine-shift of the second
orbitO(e5)with the fifth orbitO(e5). The set ∂+A Rq of roots of q of positive defect admits aΦA-mesh geometry given by the
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Fig. 5.10. Sand-glass tube TA of rank 6 of vectors in ∂0A R̂D˜4 .
mesh translation quiver Γ (∂+A Rq,ΦA) = Γ (−∂−A Rq,ΦA). Obviously, it is an infinite threeΦA-orbit spiral tube of rank
3 = −∂A(u).
Let ∂0ARq be the set of roots of q of zero defect and we set
∂0AR̂q = ∂0ARq ∪
⋃
m∈Z
m · h+ O(−e1 − e2) = ∂0ARq ∪
⋃
m∈Z
tmhO(−e1 − e2).
Note that all vectors of the set ∂0AR̂q has zero defect, and q(v) = 2, for any vector v ∈
⋃
m∈Zm · h + O(−e1 − e2). Now
we show that the set ∂0AR̂q ∪ Ker q, with Ker q = Z · h, admits a ΦA-mesh geometry Γ (∂0AR̂q ∪ Ker q,ΦA) given by three
sand–glass tubes of rank 6 constructed as follows. We start with twoΦA-orbits
O(e1) : 10000−−− 01011−−− 11101−−− 01112−−− 10101−−− 00011
O(e2) : 01000−−− 01101−−− 00101−−− 0̂1000−−− 0̂1̂10̂1−−− 00̂10̂1
(of length c = 6) of the vectors e1 = (1, 0, 0, 0, 0) and e2 = (0, 1, 0, 0, 0) in ∂0ARq. Note that−O(e2) = O(e2) = O(−e2).
By applying the mesh tubular algorithm described in Proposition 4.5 (with c = 6, u = (0, 1, 1, 1, 2) ∈ O(e1),
w = (0, 0, 1, 0, 1) ∈ O(e2), and w′ = h ∈ O(h)), we show that the orbits O(e1), O(e2) and O(h) can be uniquely
completed to the following infiniteΦA-mesh translation quiver TA of the form of a sand–glass tube of rank 6 (Fig. 5.10).
Here we set v̂ = −v. Note that the vector ê1 + ê2 = −e1 − e2 is not a root of q, because q(̂e1 + ê2) = q(̂e1)+ q(̂e2) = 2.
Since the vectors ê1 and ê2 are bq-orthogonal (i.e. bq(̂e1, ê2) = 0), the ΦA-orbit O(̂e1 + ê2) is the sum O(̂e1) + O(̂e2) of
‘‘bq-orthogonal’’ orbits of roots of zero defect. TheΦA-mesh orbit quiver TA is invariant under the translation v 7→ v+ 3 · h,
but it is not invariant under the automorphism v 7→ v̂ := −v.
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Obviously, for any m ∈ Z, we identify the ΦA-orbit O(m · h) with the vector m · h. Then the ΦA-mesh quiver TA is a
sand–glass tube of rank 6 and h+ 3mh, withm ∈ Z, are the waist vectors of TA.
Together with TA, we also consider its h-translation thTA = h+ TA obtained from TA by shifting it two-steps down and
by replacing every vector v by the vector h+ v. Obviously, thTA = −TA and ĥ+ 3mh, withm ∈ Z, are the waist vectors of
thTA. Obviously, thTA is also a sand–glass tube of rank 6 (isomorphic with TA). Since theΦA-orbit O(e2) = O(̂e2) = −O(e2)
is invariant under the automorphism v 7→ v̂ = −v of Z5, the orbit h+O(̂e2+ 3(m+ 1) ·h) in thTA coincides with the orbit
O(e2 + 3(m+ 1) · h) of TA, for anym ∈ Z. Moreover, the orbit h+O(e1 + 3m · h) of the tube thTA coincides with the orbit
O(̂e1 + 3(m+ 2) · h) of TA, for anym ∈ Z.
Next we form the sand–glass tube t2hTA = h + thTA = 2h + TA of rank 6 (isomorphic with TA). It follows that the orbit
2h + O(̂e2 + 3(m + 1) · h) = O(̂e2 + (3m + 5) · h) in t2hTA coincides with the orbit O(e2 + (3m + 4) · h) of TA, for any
m ∈ Z. Moreover, the orbit 2h+ O(e1 + 3m · h) of the tube t2hTA coincides with the orbit O(̂e1 + (3m+ 4) · h) of thTA, for
anym ∈ Z.
Since t3hTA = 3h + TA = TA then the orbit 3h + O(̂e2 + 3(m + 1) · h) = O(̂e2 + 3(m + 2) · h) in t3hTA = TA coincides
with the orbitO(e2+ 3(m+ 3) · h) of t2hTA, for anym ∈ Z. Moreover, the orbit 3h+O(e1+ 3m · h) = O(e1+ 3(m+ 1) · h)
of the tube t3hTA = TA coincides with the orbit O(̂e1 + 3(m+ 3) · h) of t2hTA, for anym ∈ Z.
By applying the algorithms constructed in [23], we check that the union TA ∪ thTA ∪ t2hTA consists of all the vectors of
∂0AR̂q ∪ Ker q, that is, Γ (∂0AR̂q ∪ Ker q,ΦA) = TA ∪ thTA ∪ t2hTA. Consequently, theΦA-mesh orbit quivers constructed above
describes the ΦA-mesh geometry of ΦA-orbits of ∂0AR̂q ∪ Ker q, where q = qD˜4 : Z5 → Z. It is a (non-disjoint) union of the
three sand–glass tubes TA, thTA, and t2hTA, where we identify the pairs ofΦA-orbits described above.
TheΦA-mesh quiver Γ (∂0AR̂q ∪ Ker q,ΦA) = TA ∪ thTA ∪ t2hTA is defined to have a sand–glass tubular type . This
finishes the example.
6. Concluding comments and questions
We finish the paper by some comments and questions concerning the classification of morsifications of integral unit
forms we shall discuss in a subsequent paper. In particular we discuss a role the Weyl groups can play in the classification.
6.1
Note that the Coxeter polynomials coxA(t) = t4 + 1 and coxC (t) = t4 − t2 + 1 of the morsifications of the unit form
qD4 : Z4 → Z of the Dynkin diagramD4 (see Example 2.14) are the Coxeter polynomials of the valued Dynkin quiver of type
B4 and F4, respectively.
6.2
In the classification of morsifications of a unit form q : Zn → Z (see Problem 2.13) and the mesh geometries of root
orbits we can successfully use the right action
∗ : Morq ×Wq → Morq, (A, s) 7→ A ∗ s = M trs · A ·Ms, (6.3)
of the Weyl groupWq of q on the set (see (2.10))
Morq := {A ∈ Mn; A is Z-regular and bA ◦ δ = q} ⊆ Gl(n,Z) (6.4)
of all matrix morsifications of q, that is, all matrices A defining morsifications bA of q. Here, given s : Zn → Zn in Wq,
Ms ∈ Mn(Z) is the matrix of s in the standard basis. We recall thatWq is the subgroup of AutZZn ∼= Gl(n,Z) generated by
the simple reflections s1, . . . , sn : Zn → Zn defined by sj(v) = v − 2bq(v, ej) · ej, for v ∈ Zn, see [7, Chapter 6]. Here bq is
the polar form (2.3) of q.
If∆ is a simply-laced Dynkin diagram or a simply-laced extended Dynkin diagram and q = q∆, we callW∆ := Wq∆ the
Weyl group of∆, andMor∆ := Morq∆ the set of matrix morsifications of∆.
Note that qA∗s = qA, bA∗s ∼Z bA, CoxA∗s = M trs ·CoxA ·M−trs , and coxA∗s(t) = coxA(t), for all A ∈ Morq and s ∈ Wq. Hence,
given a polynomial F(t) ∈ Z[t], the set
MorF(t)q := {A ∈ Morq; coxA(t) = F(t)} (6.5)
is aWq-invariant subset ofMorq.
It follows that the classification of Z-equivalence classes in Morq reduces to the same problem for a complete set of
representatives of Wq-orbits in Morq, and the problem of determining the polynomials F(t) such that the set MorF(t)q is
non-empty is of importance. In case ∆ = D4, there are only five polynomials F(t) such thatMorF(t)∆ is non-empty; namely
the polynomials coxA(t), coxB(t), coxC (t), coxD(t), and coxH(t) listed in Example 2.14. For ∆ = E8, the number of such
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polynomials equals eight. It is expected that the number of such polynomials is finite, for any Dynkin diagram ∆, and that
for a pair of matrices A, A′ ∈ Mor∆ the morsifications bA and bA′ of q∆ are Z-equivalent if and only if coxA(t) = coxA′(t).
The classification for arbitrary positive definite connected unit form q reduces to the one for q∆, with∆ a Dynkin diagram,
as follows. By [3], q is Z-equivalent with a unique q∆, with ∆ = ∆q a Dynkin diagram. Then Gq∆ = B · Gq · Btr , for some
Z-invertible matrix B ∈ M4(Z). Hence, if bA is a morsification of q then bA∗B is a morsification of q∆ and bA∗B is Z-equivalent
with bA, where A ∗ B = Btr · A · B.
6.6
In a subsequent paper we will study finite posets I by means of the Tits quadratic form q̂I : ZI → Z defined by the
formula
q̂I(x) =
∑
i∈I
x2i +
∑
i≺j∈I−
xixj −
∑
p∈max I
(∑
i≺p
xi
)
xp,
where I− = I \max I and max I is the set of maximal elements of I , see [20–22].
By applying the mesh algorithms presented in [23], we will show that if I is a connected poset such that qˆI : ZI → Z is
weakly positive, q̂I is positive semi-definite and Ker q̂I is an infinite cyclic group, then the setRq̂I ∪ Ker q̂I admits a unique
Euclidean Φ̂I-mesh geometry, where Φ̂I : ZI → ZI is the Coxeter-Tits transformation defined by the Tits matrix ĈI [21,
(3.6)] of I (defininig a diagonal morsification of q̂I ). One shows that every such poset I lies in the class of representation-
finite posets studied by Loupias [16] and Zavadskij–Shkabara [25], and listed in [6]. Moreover, given such I , there is a unique
extended Dynkin diagram∆I of one of the types A˜m,m ≥ 2, D˜m,m ≥ 4, E˜6, E˜7, and E˜8 such that coxI(t) = cox∆I (t) and the
morsification b̂I = bC : ZI ×ZI → Z of q̂I , with C = ĈI , is bilinear Z-equivalent to a Z-bilinear form bQ of a quiver Q whose
underlying graph Q is the Euclidean diagram∆I .
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