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Abstract. Using the Floquet formalism we study transport through an AC-driven
impurity in a tight binding chain. The results obtained are exact and valid for all
frequencies and barrier amplitudes. At frequencies comparable to the bulk bandwidth
we observe a breakdown of the transmission T = 0 which is related to the phenomenon
of Fano resonances associated to AC-driven bound states in the continuum. We also
demonstrate that the location and width of these resonances can be modified by
tuning the frequency and amplitude of the driving field. At high frequencies there
is a close relation between the resonances and the phenomenon of coherent destruction
of tunneling. As the frequency is lowered no more resonances are possible below a
critical value and the results approach a simple time average of the static transmission.
I. Introduction
In recent years there has been remarkable progress in experimental techniques, making
possible the fabrication of nanoscale quantum systems with a high degree of coherence
and controllability. Systems containing just a few molecules are of particular interest
since they are promising candidates for the realization of electronic components on
the sub-silicon scale such as molecular electronics [1–10]. A fruitful line of research
makes use of simplified tight-binding models that are able to capture the essential
physics, gaining qualitative understanding of the transport mechanisms involved [7–10].
These models are also applicable when investigating other interesting systems such
as quantum dot arrays [11] or photonic materials [12–14]. Furthermore, in practical
applications time-dependent effects such as electromagnetic radiation or gate voltages
can be used to manipulate the transport properties of nanodevices [11, 15–17]. In fact,
photon assisted tunneling has been observed experimentally in a number of quantum
resonant tunneling structures [11,18] and high-speed switching devices could be designed
based on this phenomenon. Periodically driven tunneling has been studied before by
several authors [19–23]. Interestingly, recent works have highlighted the possibility of
observing AC-driven bound states in the continuum (BIC’s) in transport experiments
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Figure 1. Schematic setup for transport through a periodically driven quantum dot.
[15,24–26]. First proposed by von Neumann and Wigner [27], BIC’s consist of spatially
localized states embedded in the spectrum of scattering states. The transmission
and corresponding conductance of the device would show dynamical Fano resonances,
revealing the existence of these exotic states. Furthermore, the energy of the BIC’s can
be changed by tuning the frequency of the driving field.
In order to consider the effect of local driving on the transport along one direction,
we study a tight binding chain which is periodically driven at one site. In realistic
systems there are of course many parallel transport channels, but to describe the
scattering from a local periodic potential it is possible to consider each channel
independently in form of a one-dimensional chain. This model also allows to modify
the tunneling amplitude J ′ into the driven impurity site as depicted in Fig. 1. Typical
experimental systems we have in mind are driven quantum dots, which are attached
to leads or atomic quantum gases in tailored optical lattices with a time dependent
impurity site. Our results can be generalized to continuous systems by taking the lattice
constant of the tight binding model to zero. The continuum case is also interesting
beyond impurity physics to describe the effective two-body interaction between atoms
in a one-dimensional gas, which is subject to an oscillating Feshbach resonance [28]. We
obtain the exact transmission probability through the impurity based on the Floquet
formalism [29–31], which allows for a treatment beyond the perturbative regime. Our
results reveal an array of phenomena that emerge for different tuning of the parameters.
From previous works it is known that the driven impurity problem shows remarkable
features such as tunability to perfect transmission or to a complete blockade at higher
frequencies [20, 25, 32]. Such a quantum resonance catastrophe [25] can even occur at
infinitesimally small driving amplitude, if the frequency ω is slightly larger than the
energy of the incoming particle relative to the upper or lower band edge. It is also known
that at very high frequencies a driven chemical potential can generally be mapped to
a static effective model involving Bessel functions [33, 34]. In this paper we now focus
also on the effect of modified tunneling amplitudes J ′ as well as lower frequencies, which
have so far received little attention since an analytical averaging is not possible in that
limit. We can show exactly that no resonances occur below a critical frequency and how
the transmission probability approaches the static limit.
In the following section we explain the model and formalism used in our calcula-
3tions. Later, we present the results highlighting the main features found. In the last
section we analyze our results and present some conclusions.
II. The Model
We consider excitations traveling along an infinite one-dimensional tight-binding chain
with nearest neighbor hopping amplitude J . The central site is connected to the left
and right sides of the chain by a modified coupling J ′ and is periodically driven with
angular frequency ω and amplitude µ as depicted in Fig. 1. The Hamiltonian of the
system reads
H = −J
∑
j 6=−1,0
(c†jcj+1 + c
†
j+1cj ) − J ′
∑
j=−1,0
(c†jcj+1 + c
†
j+1cj ) − µ cos(ωt)c†0c0 , (1)
where the operator c†j creates a particle on site j. This model captures the essential
physics of an oscillating barrier connected to leads according to the possible experimental
realizations mentioned above. Since only independent particles in separate channels
are considered, the following results apply equally to bosonic or fermionic particles, so a
simple integration over occupied states can be performed depending on the experimental
situation.
In this paper we calculate the transmission probability T for incoming particles
with momentum k0 and corresponding energy ǫ = −2J cos k0. To do this we will find
steady-state solutions to the Schro¨dinger equation (using ~ = 1)
(H(t)− i∂t) |Ψ(t)〉 = 0. (2)
Due to the periodicity of the HamiltonianH(t) = H(t+2π/ω), we can apply the Floquet
formalism [29–31] to find steady-state solutions in terms of the so-called Floquet states
|Ψ(t)〉 = e−iǫt |Φ(t)〉, where |Φ(t)〉 = |Φ(t + 2π/ω)〉 are the Floquet modes and ǫ its
quasienergy corresponding to the eigenvalue equation
(H(t)− i∂t) |Φ(t)〉 = ǫ |Φ(t)〉 . (3)
Using a spectral decomposition for the Floquet modes
|Φ(t)〉 =
∞∑
n=−∞
e−inωt|Φn〉, (4)
we can obtain the eigenvalue equation for a Hamiltonian of the form H(t) = H0 +
2H1 cos(ωt):
H0|Φn〉+H1(|Φn+1〉+ |Φn−1〉) = (ǫ+ nω)|Φn〉 (5)
Now consider the general form of one of the time independent components of the spectral
decomposition
|Φn〉 =
∑
j
φj,nc
†
j |0〉, (6)
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Figure 2. Left: Sketch of the model mapped onto a set of static coupled chains.
The n = 0 chain is locally connected to two side-coupled systems of chains with a
corresponding chemical potential nω. Right: Dispersion relation for the n = 0 chain.
For frequencies below the critical value ωc1 = 2J + |ǫ| there will be at least one second
unbound channel.
where |0〉 is the vacuum state. Inserting (6) into the eigenvalue equation (3) results in
the following recursive relations for the amplitudes φj,n,
−J(φj−1,n + φj+1,n) = (ǫ+ nω)φj,n for |j| > 1
−Jφ±2,n − J ′φ0,n = (ǫ+ nω)φ±1,n (7)
−J ′(φ−1,n + φ1,n)− µ
2
(φ0,n+1 + φ0,n−1) = (ǫ+ nω)φ0,n.
These may be interpreted as a mapping of our original time-periodic problem into a
time independent one with an infinite number of tight-binding chains labeled by n, each
with overall chemical potential nω. Each chain is associated with a Fourier mode and
is coupled to its nearest neighbors by a hopping term µ/2 at the central site j = 0 (see
Fig. 2).
III. Transmission Coefficient
We now proceed to calculate the exact transmission coefficient T for an incoming wave
with wavenumber k0 and energy ǫ = −2J cos k0, corresponding to n = 0. Notice from
equation (7) that the bulk of each chain supports solutions of the form eiknj with
wavenumbers given by −2J cos kn = ǫ + nω. When |ǫ + nω| < 2J , kn is real and
the corresponding plane wave solutions are delocalized over the entire chain (unbound
channels). We will assume that n = 0 is an unbound channel and contains the incoming
wave of unit amplitude, a reflected part of amplitude r0 and a transmitted wave with
amplitude t0. For all unbound channels plane waves with wavenumbers kn can emerge
from the impurity as additional transmitted and reflected parts. For chains with
|ǫ+nω| > 2J , kn is imaginary and the solutions decay exponentially around the impurity
5(bound channels). Bound channels with negative (positive) energy have kn = iκn
(kn = iκn + π) where κn is real. The corresponding energies are ǫ+ nω = ∓2J cosh κn.
Thus, for our setup with one incoming wave the solutions for all channels n can be
written as
|Φn〉 =
∑
j<0
(δn,0e
ik0j + rne
−iknj)c†j|0〉+
∑
j>0
tne
iknjc†j |0〉+ En
J
J ′
c†0|0〉. (8)
Using equation (7) it is easy to check that
En = tn = rn + δn,0, (9)
capturing the inversion symmetry of the lattice with respect to j = 0. We can then
derive the amplitudes at each site for the Floquet modes:
φj,n = Ene
ikn|j| + δj,0En
(
J
J ′
− 1
)
+ δn,02i sin(k0j)Θ(−j). (10)
Inserting this result back into equation (7) we obtain a recursive relation for the
coefficients En:
En+1 + En−1 =
4J
µ
[
En(βe
ikn − i sin kn) + iδn,0(1− β) sin kn
]
, (11)
where we have defined β = 1−(J ′/J)2 to parametrize the inhomogeneity in hopping. As
explained in detail below, this recursive relation will be central to all of our calculations
of the transmission coefficient.
The total transmission probability consists of the ratio between the transmitted
and incoming current. In the present model all unbound channels contribute with their
individual transmission, resulting in
T =
∑
n
Tn =
∑
n
|tn|2 sin kn
sin k0
, (12)
where the sum is over all the extended states. On the other hand, current conservation
requires that the incoming current is equal to the outgoing current:
sin k0 =
∑
n
(|rn|2 + |tn|2) sin kn. (13)
Now, we can combine equations (9), (12) and (13) to obtain (see Appendix A):
T = ReE0 = Re

 uk0(1− β)
uk0(1− β)− iβǫ− iµ2
(
E1
E0
+ E−1
E0
)

 , (14)
where uk0 = 2J sin k0 is the velocity of the incoming particle. Thus, to calculate
T we need to determine the ratios E±1/E0, which are completely fixed by requiring
convergence of the above recurrence relations in equation (11) as n→ ±∞. For a given
set of physical parameters, these ratios can be obtained numerically in a very fast and
efficient manner.
It is important to consider the zero transmission resonances that occur when
ReE0 = 0. By imposing this condition upon our recursive relations we can derive
6an approximation for small µ which indicates the location of the resonances (see
Appendix B):
µ2 ≈ 4
[
∓(1− β)
√
(ǫ± 2ω)2 − 4J2 − β(ǫ± 2ω)
] [
∓(1− β)
√
(ǫ± ω)2 − 4J2 − β(ǫ± ω)
]
.(15)
For J ′ ≥ J (β ≤ 0) this equation has a solution for µ→ 0, if the frequency ωr at which
the resonances appear in the limit of vanishing barrier amplitude are given by
ωr =
2J(1− β)√
1− 2β ∓ ǫ. (16)
In the opposite case, when there is a weaker coupling to the impurity (0 < β < 1),
equation (15) does not have a solution for µ = 0. Here the resonances emerge at
frequencies ωr = 2J ∓ ǫ independent of β, but at finite barrier amplitudes given by
µ2r± = 8βJ
[
(1− β)
√
(4J ∓ ǫ)2 − 4J2 + β(4J ∓ ǫ)
]
(17)
According to equation (12) the condition for resonance T = 0 also requires that
tn = 0 for all unbound channels, since sin kn > 0 within the band. This has an
interesting consequence if ω < ωc1 = 2J + |ǫ|, i.e. when there are at least two unbound
channels (see Fig. 2). For example assuming ǫ > 0, then for resonance the two unbound
channels, at n = 0 and n = −1 must obey t0 = t−1 = 0 and according to equation (11)
for n = 0, this implies
E1 = t1 = −i4J
µ
(1− β) sin k0. (18)
Therefore, t1 cannot be zero, except for trivial cases, such as k0 = 0 or J
′ = 0. But since
tn = 0 for all unbound channels, this implies that the channel for n = 1 must lie outside
the band in case of resonance, i.e. ǫ1 = ǫ+ω > 2J . The same reasoning applies for ǫ < 0
and unbound channels for n = 0 and n = 1, giving the condition ǫ−1 = ǫ − ω < −2J ,
so that there can never be more than two unbound channels if T = 0. In summary,
the condition for zero transmission therefore requires that ω > ωc2 = 2J − |ǫ|, which
provides a lower cutoff for the observation of possible resonances.
In the following section we will present the exact transmission values for our system
and indicate approximations for various regimes.
IV. Results and analysis
IV.1. Homogeneous chains J ′ = J
The homogeneous chain has been explored before, but only in the high frequency
region [25]. Resonances occur even for small values of µ if the frequency is tuned
just above the critical frequencies ωc1/2. In particular, for small µ the location of zero
transmission can be approximated as [25]
ωr± ≈ 2J ± ǫ+ µ
4
64J ([4J ± ǫ]2 − 4J2) (19)
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Figure 3. Exact results for transmission probability T Top: for an incoming wave of
energy ǫ = −0.5J as a function of amplitude µ and frequency ω. The dashed green
line corresponds to high frequency approximation according to equation (23), while
the dashed red line corresponds to equation (20). Bottom: as a function of energy ǫ of
the incoming particle for ω = 0.5J and different values of the barrier amplitude µ
as derived in equation (15) (see also Appendix B). This behavior is illustrated in Fig. 3
(top) for ǫ = −0.5J as a function of µ and ω by red dashed lines. Comparison with
the blue line marking the exact location of the resonance shows that this is a good
approximation up to µ ≈ 3J . As the amplitude is increased these zero transmission
resonances become wider and move to higher frequencies.
Turning our attention to lower frequencies in Fig. 3 (top), below ωc2 = 2J−ǫ = 1.5J
there are no zero-transmission resonances as predicted, but it is remarkable that their
remnants are still visible in the form of oscillating structures as a function of µ and ω
in the low frequency range. Fixing the frequency to a relatively small value ω = 0.5J
the resonance near ǫ = ±(2J − ω) is robust for small values of µ as shown in Fig. 3
(bottom). The location of this resonance can again be approximated for small µ using
8equation (15) for β = 0
ǫr ≈ ±
(
2J − ω + µ
4
64Jω(4J + ω)
)
, (20)
which implies that with increasing µ the energy of the resonance is moved towards the
band edge for small frequencies ω < 2J while it moves towards the center of the band
for ω > 2J . Accordingly, no resonance can be found for µ = 3J and ω = 0.5J in Fig. 3
(bottom), since it has been pushed outside the band.
It is interesting to note that the observed resonances can be directly related to
the phenomenon of Fano interference, which is known to affect the transmission of
waves in discrete arrays [35]. This interference effect occurs in systems where one or
more discrete energy levels interact with the continuum spectrum, leading to resonances
located precisely at the energy of these states. As pointed out above, our model of a
discrete chain with an AC-barrier can be mapped onto a set of coupled chains. Thus,
in this case the continuum spectrum corresponds to the n = 0 chain, whereas the
discrete states are the bound states of the “side-attached” system composed by the
virtual chains associated to higher frequency modes (n 6= 0, see Fig. 2). These states
can also be interpreted as the AC-driven bound states in the continuum explained
above. We have performed an independent numerical calculation to obtain the values
of the aforementioned discrete energies and confirmed that they indeed coincide with
the location of the transmission resonances calculated before. For larger amplitude µ
additional bound states of the side coupled system can also be pushed into the band,
which show up as higher order resonances as can be seen in Fig. 3 e.g. for ω > ωc2 and
µ & 7.5J . Notice that the eigenenergies of the upper and lower “side-system” only differ
by their sign, which is consistent with the fact that our recursive relations already were
invariant under inversion of the incoming particle energy ǫ↔ −ǫ.
IV.2. Continuum limit
One advantage of the tight-binding model is that it can readily be generalized to a
continuum system by taking the lattice spacing to zero. The effective mass of the
dispersion relation is then determined by the second order expansion of the cosine
dispersion relation ǫ′ = 2J − 2J cos ka → Ja2k2 = k2/2m, i.e. the hopping J is taken
to be infinite at the same time, so that Ja2 = 1/2m is finite. Here we have shifted
ǫ′ = ǫ + 2J , so that ǫ′ > 0 corresponds to unbound channels and ǫ′ < 0 are bound
channels. Using the analogous approach as used for equation (11) above we now obtain
for the recursive relation
En+1 + En−1 = −i 2
mµ
kn (En − δn,0) , (21)
where kn =
√
2m(ǫ+ nω). The resulting transmission coefficient is plotted in Fig. 4 for
an incoming energy of ǫ′ = 1 in units of 1/2m. Note, that the continuum problem has
become scale invariant, so that a rescaling of ǫ′ by a factor c leads to the same results
as a function of cω and
√
cµ, since there is no longer a finite bandwidth to dictate an
92
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Figure 4. Transmission coefficient in the limit of vanishing lattice spacing for ǫ′ = 1
in units of 1/2m, i.e. for a quadratic dispersion relation with a local driving in form
of a delta-function
intrinsic energy scale. Accordingly, Fig. 4 contains the complete information about the
energy dependence as well. The lower critical frequency is now given by ωc2 = ǫ
′ and
the higher critical frequency ωc1 is pushed beyond bounds since there is no upper band
edge. Resonances appear only for frequencies ω > ǫ′, which show qualitatively a similar
structure as for the tight-binding model. However, as we will see below an analytical
high-frequency approximation in terms of Bessel functions exists for the tight binding
model, which is not possible for the continuous system.
IV.3. Inhomogeneous coupling to the impurity site J ′ 6= J
Let us now go back to the tight binding model in order to explore what happens when
we consider a different coupling to the impurity site (J ′ 6= J) corresponding to physical
realizations where the coupling to the driven impurity may also differ from the ones
along the chain.
In Fig. 5 we show results for the transmission for a weaker hopping amplitude
J ′ = 0.9J . While there are similarities to the homogeneous case discussed above, the
resonances now start at a finite value of µ > 0 according to equation (17). As can
clearly be seen in the bottom part of Fig. 5 for ω = 3J accordingly there is a dip but
no resonance for µ = J , while the resonance at µ = 3J is relatively sharp.
As shown in Fig. 6 (top) for larger hopping amplitude J ′ = 2J we observe a
general increase in transmission across the parameter space and the resonances move
to higher frequencies for a given energy of the incoming wave following equation (16).
Correspondingly, the resonances are also displaced in energy at fixed frequency ω = 3J
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Figure 5. Transmission coefficient for modified coupling J ′ = 0.9J Top: for a fixed
energy ǫ = −0.5J as a function of µ and ω. The dashed lines depict the analytic
approximations for the location of the resonances at high frequencies (green), and
close to where they emerge (red) from equation (15)). Bottom: for fixed frequency
ω = 3J .
as shown in Fig. 6 (bottom).
These features can be interpreted nicely by using the Fano resonances due to the
“side-attached” systems explained above and depicted in Fig. 2. It turns out that
the two resonances we observe in Figs. 5 and 6 are associated with a bound state of
the upper (lower) side system which is strongly localized on the n = 1 (n = −1) chain.
Let us consider |J ′ − J | ≪ 1 such that each side system can be thought of as a set of
coupled homogeneous chains (J ′ = J) plus a small perturbation. A simple first order
calculation for the corresponding energy shift of the relevant bound states gives
δǫB± = −(J ′ − J)
∑
n≷0
Re(φ
B±∗
0,n φ
B±
1,n + φ
B±∗
0,n φ
B±
−1,n), (22)
where B+ (B−) denotes the bound state corresponding to the upper (lower) side system.
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Figure 6. Transmission coefficient for modified coupling J ′ = 2J Top: for a fixed
energy ǫ = −0.5J as a function of µ and ω. The red dashed lines depict the analytic
approximations for the location of the resonances close to where they emerge from
equation (15)). Bottom: for fixed frequency ω = 3J .
It turns out that for the n > 0 (n < 0) side the amplitudes φB1,n and φ
B
−1,n have the same
(opposite) sign as φB0,n. Thus, as J
′ becomes larger than J the resonance corresponding
to the “+” side (“−” side) tends to decrease (increase) its energy and viceversa. We
emphasize that for certain parameter combinations the BIC’s energy shift may push it
back into the continuum of states of the side system or away from energy band of the
incoming particle. In either case this makes the resonance disappear.
It should be mentioned that the same formalism can be applied for an asymmetric
tunneling junction with unequal tunneling amplitudes to the impurity site J ′left 6= J ′right.
In this case possible location of the resonances are again given by equations (15)-(17)
with β = 1− (J ′2right + J ′2left)/2J2.
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V. High Frequency
In the high frequency regime (ω ≫ J) it is interesting to note that, as the amplitude
of the barrier is increased for fixed frequency ω, the transmission undergoes oscillations
that reach T = 0 for certain values of µ as shown in Figs. 3, 5 and 6. Moreover, the
density plots suggest that for higher frequencies the transmission probability depends
only on the ratio µ/ω.
How these features are related to our calculation can be explained in detail if we
notice that the coefficient at the left of equation (11) becomes linear in n and independent
of β when ω ≫ J [25]. Thus, for high frequencies the recursive relation (11) is satisfied
by Bessel functions of the first kind, i.e. En≶0 ∼ Jn∓ǫ/ω(µ/ω). Inserting this relation in
equation (14) it is then possible to obtain an approximate analytical expression for this
regime
T (ǫ) ≈ u
2
k0
(1− β)2
u2k0(1− β)2 +
[
βǫ+ µ
2
(
J1−ǫ/ω(µ/ω)
J−ǫ/ω(µ/ω)
− J1+ǫ/ω(µ/ω)
Jǫ/ω(µ/ω)
)]2 . (23)
The points of total reflection are clearly identified by the zeros of the Bessel functions
J±ǫ/ω(µ/ω) and are marked by green dashed lines in Figs. 3 and 5. It has been shown
before that the exact transmission compares well with the high frequency approximation
for ω & 10J [25].
For even higher frequencies we can get a good approximation by expanding the
denominator in equation (23) to lowest order in ǫ/ω. Both resonances merge on the
zeros of J0(µ/ω) and the transmission probability becomes
T ≈ u
2
k0
u2k0 + ǫ
2
[
1−(J ′J0(µ/ω)/J)
2
(J ′J0(µ/ω)/J)
2
]2 , (24)
This result is directly related to the phenomenon of coherent destruction if tunneling
(CDT) which states that at high frequencies the effect of the oscillating impurity
is averaged out, resulting in an effective tunneling to the impurity site given by
Jeff = JJ0(µ/ω) [33]. Thus, in this regime the situation can be viewed as a time
independent double barrier problem, where the middle region is the impurity site and
there is an associated resonant tunneling (T = 1) for ǫ = 0. In fact, the transmission
for this effective static model can be calculated exactly, giving the result obtained in
equation (24). In other words, in this context we can view the phenomenon of CDT as
a destructive Fano interference process in the regime where the width of the associated
T = 0 resonance diverges, blocking the whole energy spectrum. Note, however, that the
averaging used to derive the CDT is a further simplification compared to our analytical
description in terms of Bessel functions with fractional index in equation (23).
VI. Low Frequency
At very low frequencies ω ≪ ωc2, when the change in ǫn = ǫ+nω becomes negligible in
each recursive iteration it is reasonable to use approximately the same particle velocity
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in equation (11), i.e. ukn ≈ uk0 = 2J sin k0. In this limit we can derive an approximate
analytic expression for the transmission. Let us consider a product ansatz for the
coefficients of the type En = E0λ
±n for n ≷ 0. We find from equation (11) that
λ2 − 4J
µ
(βeik0 − i sin k0)λ+ 1 = 0, (25)
which is solved by
λ± =
2J
µ
(βeik0 − i sin k0)±
√(
2J
µ
(βeik0 − i sin k0)
)2
− 1, (26)
where λ+ = 1/λ−. Choosing λ such that |λ| < 1 and taking into account the finite
norm condition that requires En → 0 when n → ∞, in good approximation for low
frequencies we have
E1
E0
≈ E−1
E0
≈ 2J
µ
(βeik0 − i sin k0)±
√(
2J
µ
(βeik0 − i sin k0)
)2
− 1. (27)
Finally, inserting these results into equation (14) we obtain an analytic result for low
frequencies
Tω&0 ≈ uk0
2
∣∣∣∣∣∣
1√(
uk0 − i
(
J2
J ′2
− 1) ǫ)2 + µ2 J4
J ′4
+
1√(
uk0 + i
(
J2
J ′2
− 1) ǫ)2 + µ2 J4
J ′4
∣∣∣∣∣∣ (28)
We now want to compare our result for ω → 0 with the one obtained from averaging
a static barrier of oscillating amplitude. Let us consider then the Hamiltonian
Hstatic = −J
∑
i 6=−1,0
(c†ici+1 + c
†
i+1ci ) − J ′
∑
i=−1,0
(c†ici+1 + c
†
i+1ci ) − µc†0c0 . (29)
where µ is the constant magnitude of the barrier. Using the general ansatz equation (8)
for only one conducting channel n = 0 we get
2E0 =
4J
µ
[
E0(βe
ik0 − i sin k0)− i(1 + β) sin k0
]
. (30)
Thus, the equation for the static case looks just as the one for the dynamic situation,
however since there are no neighbor chains to couple to, it couples with itself. Simple
algebra yields
Tstatic = |t|2 = |E0|2 = u
2
k
u2k +
(
µ− J2
J ′2
ǫ
)2 . (31)
Now, if we consider a very slow oscillating barrier (ω → 0) we need to average the result
for the static transmission over a whole period 2π/ω:
Tω→0 =
ω
2π
∫ 2π/ω
0
u2k
u2k + (µ cosωt− ǫJ2/J ′2)2
. (32)
This definite integral can be calculated exactly, reproducing the result obtained above
in equation (28).
Fig. 7 illustrates how the low frequency limit is approached for the case of ǫ = −0.5.
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Figure 7. Transmission probability as a function of µ for different frequencies and
ǫ = −0.5 and J = J ′.
VII. Conclusions
Based on the Floquet formalism we have developed a framework to study the
transmission probability across a time dependent impurity. We have included in our
analysis the possibility of links to the impurity that are different from those in the bulk,
as this may be the case in potential experimental setups. The transmission profile is
strongly influenced by the appearance of resonances that result in zero transmission for
well defined energies of the incoming wave. Analysis for the inhomogeneous chain shows
the important effects that a different coupling J ′ 6= J to the impurity site may have. In
particular, we observe how this parameter modifies the location of the aforementioned
resonances, making them disappear for small barrier amplitudes when J ′ < J . We
also showed that our calculation can be used to study the continuum limit where the
results naturally become scale invariant. In general, our results reveal a wide range of
tuning possibilities for the location and shape of the resonances that can be modified
by changing the amplitude and frequency of the perturbation.
In the regimes of low and high frequency ω we derived closed analytical formulas for
the transmission that are very good approximations to the exact results. A phenomenon
closely related to CDT is present for very fast driving, where the impurity completely
blocks the transmission for all energies at specific values of ω/µ. On the other hand, for
driving much slower than J our formalism reproduces the expected time average of the
static case.
We demonstrate that the observed phenomena related to zero transmission
resonances have a clear interpretation in terms of destructive Fano interference that
appears when a linear chain is locally coupled to a system with a discrete set of
states [35]. In the present case, although there is no real structure attached to the
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chain, due to the periodic perturbation the problem can be mapped into one where the
conduction channel is coupled at the impurity site to an infinite set of “virtual” chains
(cf. equation (7)).
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Appendix A. Transmission
We will show here the derivation leading to the transmission equation (14). First,
consider the current operator on each lattice site defined by
jˆm = −iJ(c†mcm+1 − c†m+1cm). (A.1)
We calculate the expectation value of the current on the negative 〈Φ−|jˆm|Φ−〉 as well
as the positive side 〈Φ+|jˆm|Φ+〉 of the chain, with
|Φ−〉 =
∑
j<0
∑
n
(eik0j + rne
−iknj)c†j |0〉 (A.2)
and
|Φ+〉 =
∑
j>0
∑
n
tne
iknjc†j |0〉, (A.3)
where n labels the conducting (unbound) channels. The total current of each side then
reads
J− =
∑
j<0
〈Φ−|jˆm|Φ−〉 = 2J [sin(k0)−
∑
n
|rn|2 sin(kn)] (A.4)
and
J+ =
∑
j>0
〈Φ+|jˆm|Φ+〉 = 2J
∑
n
|tn|2 sin(kn) (A.5)
respectively. We now normalize the currents such that the incoming current is one and
obtain for the total transmission
T =
∑
n
Tn =
∑
n
|tn|2 sin kn
sin k0
. (A.6)
Finally, imposing current conservation (J− = J+) and considering relation (9) we obtain
T = ReE0 =
∑
n
|En|2 sin(kn)
sin(k0)
. (A.7)
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Appendix B. Location of the T = 0 resonance
For very small barrier amplitude µ the resonances are located almost exactly at
ω± = 2J ± ǫ, just before the n = ∓1 chain enters the continuum. Therefore, we
consider no additional unbound channel (besides the n = 0) on the corresponding side
of the ladder. Remember that the recurrence relations is given by
γnEn = En−1 + En+1 (B.1)
with
γn =
2
µ
[
∓(1− β)
√
(ǫ+ nω)2 − 4J2 − β(ǫ± nω)
]
(B.2)
for positive/negative n. For ǫ > 0 and ω > ω+ (ω > ω−), all coefficients γn 6=0 are real
for n < 0 (n > 0). In the case of a zero transmission resonance we have ReE0 = 0
which implies ImE0 = 0 as well. Thus, at the resonance we have E0 = 0 such that all
coefficients are determined by E±1:
E±2 = γ±1E±1 (B.3)
E±3 = γ±2E±2 − E±1 = (γ±1γ±2 − 1)E±1 (B.4)
E±4 = γ±3E±3 − E±2 = (γ±3(γ±1γ±2 − 1)− γ±1)E±1 (B.5)
E±5 = γ±4E±4 − E±3 = ((γ±3γ±4 − 1)(γ±1γ±2 − 1)− γ±4γ±1)E±1 (B.6)
and so on. This series must converge, which in general gives a non-linear highly non-
trivial condition on µ, ω and ǫ. However, note that all coefficients En for larger n contain
terms that are proportional to γ±1 or (γ±1γ±2 − 1). All other factors like (γ±3γ±4 − 1)
are very large, so the only way that this series converges quickly is that
γ±1γ±2 − 1≪ γ±1 ≪ 1 (B.7)
which yields γ±1 ≈ γ−1±2 (E±3 = 0). Therefore
2
µ
[
∓(1− β)
√
(ǫ± ω)2 − 4J2 − β(ǫ± ω)
]
≈ µ
2
[
∓(1− β)
√
(ǫ± 2ω)2 − 4J2 − β(ǫ± 2ω)
]−1
,(B.8)
which is precisely equation (15).
References
[1] A. Aviram and M. A. Ratner, Molecular rectifiers, Chem. Phys. Lett. 29, 277 (1974).
[2] V. Balzani, M. Venturi, and A. Credi, Molecular devices and machines: a journey into the
nanoworld. John Wiley & Sons, 2006.
[3] M. A. Reed, C. Zhou, C. Muller, T. Burgin, and J. Tour, Conductance of a molecular junction,
Science 278, 252 (1997).
[4] X. Cui, A. Primak, X. Zarate, J. Tomfohr, O. Sankey, A. Moore, T. Moore, D. Gust, G. Harris,
and S. Lindsay, Reproducible measurement of single-molecule conductivity, Science 294, 571
(2001).
[5] A. Nitzan and M. A. Ratner, Electron transport in molecular wire junctions, Science 300, 1384
(2003).
[6] K. Goser, P. Glo¨seko¨tter, and J. Dienstuhl, Nanoelectronics and nanosystems: from transistors
to molecular and quantum devices, Springer Science & Business Media, 2004.
17
[7] G. Fagas, G. Cuniberti, and K. Richter, Electron transport in nanotube–molecular-wire hybrids,
Phys. Rev. B 63, 045416 (2001).
[8] G. Cuniberti, G. Fagas, and K. Richter, Fingerprints of mesoscopic leads in the conductance of a
molecular wire, Chem. Phys. 281, 465 (2002).
[9] L. Shen, M. Zeng, S.-W. Yang, C. Zhang, X. Wang, and Y. Feng, Electron transport properties of
atomic carbon nanowires between graphene electrodes, J. Am. Chem. Soc. 132, 11481 (2010).
[10] R. Gutie´rrez, G. Fagas, G. Cuniberti, F. Grossmann, R. Schmidt, and K. Richter, Theory of an
all-carbon molecular switch, Phys. Rev. B 65, 113410 (2002).
[11] For a review see: W. G. van der Wiel, S. De Franceschi, J. M. Elzerman, T. Fujisawa, S. Tarucha,
and L. P. Kouwenhoven, Electron transport through double quantum dots, Rev. Mod. Phys.
75, 1 (2002).
[12] M. Bayindir, B. Temelkuran, and E. Ozbay, Tight-Binding Description of the Coupled Defect
Modes in Three-Dimensional Photonic Crystals, Phys. Rev. Lett. 84, 2140 (2000).
[13] Y. Plotnik, M.C. Rechtsman, D. Song, M. Heinrich, J.M. Zeuner, S. Nolte, Y. Lumer, N. Malkova,
J. Xu, A. Szameit, Z. Chen, and M. Segev, Observation of unconventional edge states in photonic
graphene, Nature Mat. 13, 57 (2014).
[14] I. Bloch, Ultracold quantum gases in optical lattices, Nature Phys. 1, 23 (2005).
[15] See for example: S. Longhi and G. Della Valle, Floquet bound states in the continuum, Sci. Reports
3, 2219 (2013).
[16] D.W. Hone and M. Holthaus, Locally disordered lattices in strong ac electric fields Phys. Rev. B
48, 15123 (1993).
[17] For a review see: B. Kaestner and V. Kashcheyevs, Non-adiabatic quantized charge pumping with
tunable-barrier quantum dots: a review of current progress, Rep. Prog. Phys. 78, 103901 (2015).
[18] R. Tsu and L. Esaki, Tunneling in a finite superlattice, Appl. Phys. Lett. 22, 562 (1973).
[19] J.H. Shirley, Solution of the Schro¨dinger equation with a Hamiltonian periodic in time, Phys. Rev.
138, B979 (1965).
[20] W. Li and L.E. Reichl, Floquet scattering through a time-periodic potential, Phys. Rev. B 60,
15732 (1999).
[21] E. Kierig, U. Schnorrberger, A. Schietinger, J. Tomkovic, and M. K. Oberthaler, Single-Particle
Tunneling in Strongly Driven Double-Well Potentials, Phys. Rev. Lett. 100, 190405 (2008).
[22] A. Zenesini, H. Lignier, D. Ciampini, O. Morsch, and E. Arimondo, Coherent Control of Dressed
Matter Waves, Phys. Rev. Lett. 102, 100403 (2009).
[23] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Burton, and W. Ketterle, Realizing the Harper
Hamiltonian with Laser-Assisted Tunneling in Optical Lattices, Phys. Rev. Lett. 111, 185302
(2013).
[24] C. Gonza´lez-Santander, P. Orellana, and F. Dominguez-Adame, Bound states in the continuum
driven by ac fields, Europhys. Lett. 102, 17012 (2013).
[25] D. Thuberg, S.A. Reyes, and S. Eggert, A quantum resonance catastrophe for conductance through
a periodically driven barrier, Phys. Rev. B 93, 180301 (2016).
[26] H. Friedrich and D. Wintgen, Interfering resonances and bound states in the continuum, Phys.
Rev. A 32, 3231 (1985). M.L.L. de Guevara, and P.A. Orellana, Electronic transport through
a parallel-coupled triple quantum dot molecule: Fano resonances and bound states in the
continuum, Phys. Rev. B 73, 205303 (2006).
[27] J. von Neumann and E. Wigner, U¨ber merkwurdige diskrete Eigenwerte, Phys. Z. 30, 465 (1929).
[28] D.H. Smith, Inducing resonant interactions in ultracold atoms with a modulated magnetic field
Phys. Rev. Lett. 115, 193002 (2015).
[29] G. Floquet, Sur les e´quations diffe´rentielles lina´ires a` coefficients pe´riodiques, Ann. de l’Ecole
Norm. Sup. 12, 47 (1883).
[30] Driven Quantum Systems, edited by W. Domcke, P. Ha¨nggi, and D. Tannor [Chem. Phys. 217,
117 (1997)].
[31] M. Grifoni and P. Ha¨nggi, Driven Quantum Tunneling, Phys. Rep. 304, 229 (1998).
18
[32] M.V. Entin and M.M. Mahmoodian, High-frequency blockade in tight-binding one-dimensional
lattice with single vibrating site, Europhys. Lett. 84, 47008 (2008)
[33] G. Della Valle, M. Ornigotti, E. Cianci, V. Foglietti, P. Laporta, and S. Longhi, Visualization of
coherent destruction of tunneling in an optical double well system, Phys. Rev. Lett. 98, 263601
(2007).
[34] A. Rapp, X. Deng, and L. Santos, Ultracold Lattice Gases with Periodically Modulated
Interactions, Phys. Rev. Lett. 109, 203005 (2012); T. Wang, X.-F. Zhang, F. E. A. dos Santos,
S. Eggert, and A. Pelster, Tuning the quantum phase transition of bosons in optical lattices via
periodic modulation of the s-wave scattering length, Phys. Rev. A 90, 013633 (2014).
[35] A. E. Miroshnichenko and Y. S. Kivshar, Engineering fano resonances in discrete arrays,
Phys. Rev. E 72, 056611 (2005).
