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ABSTRACT
We determine Mg abundances in 6 Gaia benchmark stars using theoretical one-dimensional (1D) hydrostatic model
atmospheres, as well as temporally- and spatially-averaged 3D model atmospheres (〈3D〉). The stars cover a range of
Teff from 4700 to 6500K, log g from 1.6 to 4.4 dex, and [Fe/H] from −3.0 dex to solar. Spectrum synthesis calculations
are performed in local thermodynamic equilibrium (LTE) and in non-LTE (NLTE) using the oscillator strengths
recently published by Pehlivan Rhodin et al. We find that: a) Mg abundances determined from the infrared spectra
are as accurate as the optical diagnostics, b) the NLTE effects on Mg i line strengths and abundances in this sample of
stars are minor (although for a few Mg i lines the NLTE effects on abundance exceed 0.6 dex in 〈3D〉 and 0.1 dex in 1D,
c) the solar Mg abundance is 7.56±0.05 dex (total error), in the excellent agreement with the Mg abundance measured
in CI chondritic meteorites, d) the 1D NLTE and 〈3D〉 NLTE approach can be used with confidence to analyse optical
Mg i lines in spectra of dwarfs and sub-giants, but for red giants the Mg i 5711 A˚ line should be preferred, e) low-
excitation Mg i lines are sensitive to the atmospheric structure; for these lines, LTE calculations with 〈3D〉 models lead
to significant systematic abundance errors. The methods developed in this work will be used to study Mg abundances
of a large sample of stars in the next paper in the series.
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1. INTRODUCTION
Chemical abundance ratios inferred from spectra of
cool stars are key to understand stellar physics, to study
planetary systems, and to unravel the formation and
evolution of galaxies. Progress in these fields depends
critically on our understanding of limitations and uncer-
tainties of spectroscopic stellar abundance analyses. So
far, several critical assumptions have underpinned the
abundance diagnostics of cool stars. These approxima-
tions are (a) local thermodynamic equilibrium (LTE),
(b) stationary one-dimensional (1D) geometry for ra-
diative transfer and spectral line formation, and (c)
hydrostatic equilibrium with convective energy transfer
treated according to the mixing-length theory (MLT)
(Prandtl 1925; Bo¨hm-Vitense 1958) or equivalent for-
mulations. The validity of the models built using these
assumptions is questionable. Late-type stars possess
an outer convection zone that affects the structure of
the stellar atmosphere layers and the emergent stellar
fluxes. Convective flows are reflected in the shapes
and strengths of spectral lines (e.g. Dravins 1987a,b;
Asplund et al. 2000; Allende Prieto et al. 2001). Fur-
thermore, radiation transfer in the atmospheres of late-
type stars generally takes place under non-local ther-
modynamic equilibrium (NLTE) conditions, rather than
the idealised LTE (e.g. Carlsson et al. 1992; Asplund
2005; Bergemann & Nordlander 2014).
A few recent studies of spectral line formation
in late-type stars have used NLTE radiative trans-
fer with 1D hydrostatic (e.g. Short & Hauschildt
2006; Mashonkina 2013), 〈3D〉1 (e.g. Bergemann et al.
2012b; Mashonkina et al. 2013; Osorio et al. 2015),
and 3D model atmospheres (e.g. Asplund et al. 2004;
Caffau et al. 2009; Lind et al. 2013; Nordlander et al.
2017). 3D models are taken from the ab-initio time-
dependent 3D radiation-hydrodynamics simulations
of stellar surface convection (e.g. Vo¨gler et al. 2005;
Nordlund et al. 2009; Freytag et al. 2012). Convective
flows develop naturally in this description without hav-
ing to depend on approximate recipes.
More physically realistic modelling is more successful
than the standard 1D LTE approach. Full 3D mod-
elling is needed to describe the observed asymmetries
in the line shapes, thereby improving the agreement of
spectral line shapes with observations, including the flux
spectra and the spatially-resolved spectra across the so-
lar surface (e.g. Allende Prieto et al. 2002; Steffen et al.
1 〈3D〉 models are 1D models that were derived by averaging
the 3D radiative-hydrodynamical simulations of stellar convection
over regions of equal optical depth and over the time series.
2015; Lind et al. 2017). NLTE calculations reduce sys-
tematic abundance errors and ensure a better consis-
tency between different spectroscopic diagnostics (e.g.
Mashonkina et al. 2007; Bergemann 2011). Full 3D
NLTE radiative transfer calculations are very computa-
tionally expensive, which has so far, prevented routine
applications of this technique in spectroscopy of cool
stars. In this respect, the 〈3D〉 NLTE approach offers
the best middle-ground between full 3D NLTE and 1D
NLTE, by accounting for NLTE in model atoms of arbi-
trary size, and through the use of time-independent 1D
structures derived from the full 3D hydrodynamic simu-
lations, for the adiabatic cooling associated with surface
convective overshooting. However, information about
horizontal inhomogeneities is lost with the averaging,
and therefore cannot be accounted for directly.
In Bergemann et al. (2012b), we began to systemati-
cally explore the effects of departures from 1D LTE on
stellar parameters and abundances. In that paper, we
focused on iron and studied the effect of NLTE spectral
line formation with 〈3D〉 model atmospheres on effective
temperature Teff , surface gravity log g, micro-turbulence
ξt, and iron abundance (metallicity) [Fe/H].
In this work, we extend the methods developed
in Bergemann et al. (2012b) to magnesium, the ele-
ment most commonly used in combination with iron
to trace the star formation history of stellar popula-
tions (Fuhrmann et al. 1995; Tolstoy et al. 2009). As in
Bergemann et al. (2012b), our main motivation is to ex-
plore the limitations of different physical models (LTE,
NLTE, hydrostatic equilibrium) and to find the most
robust, within the current computational capacities, di-
agnostics that can be used in quantitative spectroscopy
and abundance determinations for cool stars. We carry
out a detailed NLTE abundance analysis of Mg in the
spectra of six benchmark stars using two different classes
of model atmospheres, 1D hydrostatic and 〈3D〉 models.
In the follow-up paper (hereafter, Paper 2), we shall
use the methods developed in this work to study the
[Mg/Fe] abundance ratios in a large sample of stars in
the Galactic disk.
The paper is structured as follows. In Section 2, we
present the observed dataset and the adopted stellar
parameters of the program stars. Section 3 describes
the 1D and 〈3D〉 model atmospheres, atomic data, and
NLTE line formation calculations. Section 4 compares
LTE and NLTE, 1D and 〈3D〉, Mg abundances deter-
mined for the program stars. We close the paper with
conclusions in Section 5.
2. OBSERVATIONS AND BASIC STELLAR
PARAMETERS
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The sample of stars was selected from Bergemann et al.
(2012b) and Hansen et al. (2013). Some of them are
Gaia-ESO and Gaia benchmark stars. For all stars in
the sample, optical high-resolution spectra are avail-
able from observations with UVES spectrograph at the
VLT (Bagnulo et al. 2003) or from the FOCES spec-
trograph at the 2.2m Calar-Alto telescope (Axer et al.
1994). The UVES spectra have a slit-determined resolv-
ing power of R = λ/δλ ∼ 80 000 and a signal-to-noise
ratio S/N ∼ 300 near 5000 A˚. The FOCES spectra have
R ∼ 60 000 and a comparably high S/N. The solar spec-
trum was taken from the Kitt Peak Solar Flux Atlas
(Kurucz et al. 1984).
The infra-red spectra were kindly provided by Y.
Takeda (Takeda & Takada-Hidai 2011, 2012). The stars
were observed with the IRCS spectrograph at the SUB-
ARU telescope. The IRCS spectra cover the wavelength
range 13500 < λ (A˚) <10900 A˚ and have resolution
R ∼ 30, 000. The H-band spectra are available from
the APOGEE observations (Majewski et al. 2015).
Stellar parameters for the program stars were adopted
from our earlier studies (Bergemann et al. 2012b;
Hansen et al. 2013). In brief, Hipparcos parallaxes
were used to fix the surface gravity, and stellar angular
diameters to estimate Teff . For the metal-poor dwarf G
64-37, the effective temperature comes from photometric
estimates, surface gravity, metallicity, and microturbu-
lence from the NLTE ionization equilibrium of Fe lines
(Hansen et al. 2013). Based on our analysis of a metal-
poor dwarf G 64-12 in Bergemann et al. (2012b), the
difference between 〈3D〉 and 1D NLTE metallicity for
G 64-37 is expected to be of the order 0.03 dex and is
neglected here. For the other stars, metallicities and mi-
croturbulence values were determined from 〈3D〉 NLTE
analysis of Fe i and Fe ii lines (Table 1).
3. ANALYSIS
Line formation calculations and abundance determi-
nations require an underlying model of the temperature
and density stratification in the stellar atmosphere, to-
gether with the number densities of free electrons and of
the most important atomic and molecular species con-
tributing to the continuous and line background opac-
ities. Hereafter, we describe the model atmospheres,
atomic data, and the codes used in this paper for the
calculations of NLTE statistical equilibria, Mg spectrum
synthesis and abundance determinations.
3.1. Model atmospheres
We have used three different types of model atmo-
spheres. The first choice are the classical 1D hydrostatic
plane-parallel MAFAGS-OS model atmospheres (Grupp
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Figure 1. The grid of interpolated and extrapolated 〈3D〉
and 1D hydrostatic model atmospheres. The nodes of the
original 〈3D〉 model atmosphere grid used for the interpola-
tion and extrapolation are also shown. The stellar parame-
ters of the observed stars are indicated (see Section 2).
2004a,b) employing the opacity-sampling scheme. Sec-
ondly, we use 〈3D〉 models2 that were constructed by
averaging the physical structure from 3D Stagger stel-
lar surface convection simulations of dwarfs and giants
(Collet et al. 2011; Magic et al. 2013a) as described in
more details below. Since neither MAFAGS-OS nor
〈3D〉 models include chromosphere, which is clearly a
poor approximation for the Sun, we also explore the
semi-empirical model from Maltby et al. (1986, Table
11, hereafter MACKKL), which is a model for the quiet
Sun derived using model parameters for the chromo-
sphere from the studies by Avrett et al. (1984) and
Avrett (1985) and constrained by the solar observa-
tions in the EUV and microwave regime. This model
was interpolated to a finer depth scale as described in
Bergemann (2011).
A description of the averaging procedure of time-
dependent 3Dmodel atmospheres is given in Magic et al.
(2013b). In short, each 3D simulation consists of several
(∼80-100) snapshots taken at regular intervals in time.
For each 3D snapshot, we computed the optical depth
at 5000 A˚3 column by column. We then performed a
cubic interpolation of the relevant physical and thermo-
dynamic variables to a reference optical depth scale and
averaged them on surfaces of constant optical depth. For
gas density, gas pressure and electron number density
we interpolated in the logarithm. Finally, we averaged
all mean stratifications from individual snapshots to get
2 We adopt the unaltered models, to which no correction in the
effective temperature was applied.
3 Here and throughout the text, the parameter log τ5000 refers
to the optical depth in the continuum at 5000 A˚.
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Table 1. Input stellar parameters for the reference stars. The references to stellar parameter estimates and their errors are
given in the source column. The solar metallicity is given in terms of A(Fe).
Star HD Teff σ log g σ [Fe/H] ξt Source Observations
K dex dex kms−1 optical Y,J-band H-band
Sun 5777 1 4.44 0.01 7.44 1.00 Bergemann et al. (2012b) FTS KPNO FTS IR APOGEEd
Procyon HD 61421 6543 84 3.98 0.02 −0.03 2.05 Bergemann et al. (2012b) UVES-POPa - -
HD 84937 6408 66 4.13 0.09 −2.03 1.38 Bergemann et al. (2012b) UVES-POPa - APOGEEd
HD 140283 5777 55 3.70 0.08 −2.40 1.18 Bergemann et al. (2012b) UVES-POPa IRCSc -
HD 122563 4665 80 1.64 0.16 −2.57 1.66 Bergemann et al. (2012b) UVES-POPa IRCSc APOGEEd
G 64-37 6494 100 4.23 0.10 −3.00 1.40 Hansen et al. (2013) FOCESb IRCSc -
Note: a Bagnulo et al. (2003), b Axer et al. (1994), c Takeda & Takada-Hidai (2011, 2012), d Majewski et al. (2015)
a combined spatial and temporal averaged 3D structure,
which we can use as alternative to classical 1D model
stellar atmospheres.
We extended the Stagger grid of 〈3D〉 model at-
mospheres by interpolation and extrapolation. First,
we interpolated the grid of the 〈3D〉 models to over-
lap with the grid of MAFAGS-OS models shown in Fig-
ure 1. The atmospheric interpolation was done in two
stages. At first, a simple and stable 2-point 1D linear
interpolation was used to fill in the gaps in the original
model data cube, which has 3 dimensions according to
the stellar parameters Teff , log g, and [Fe/H]. In other
words, we search for 8 nearest models surrounding the
desired 〈3D〉 node. The algorithm runs over all grid
points in this cube, and checks whether a point exists.
If not, it locates two existing grid points near the miss-
ing data point, requiring that these two grid points have
the same values of at least two parameters and differs
only in the last parameter. We always try to interpo-
late first, and extrapolate only if interpolation is impos-
sible; when extrapolation is necessary, we always con-
sider several neighbour points that are close to the grid
limit. Next, interpolation coefficients were calculated,
and all values of the atmospheric thermodynamic vari-
ables, temperature, electron number density, gas pres-
sure, opacity, and density were evaluated, for all depth
points in the model atmosphere. This procedure was re-
peated until a complete cube in the full parameter space
was obtained. This provided a more finely-sampled grid
of 2112 〈3D〉 models that can be used with the same
algorithm as 1D static model in the spectrum synthesis
and abundance analysis codes. The grid details are: Teff
step of 200 K, log g step of 0.2 dex and [Fe/H] step of
0.3 dex. The grid covers the following range of stellar
parameters: 4400 ≤ Teff ≤ 6400, 1.4 ≤ log g ≤ 4.6, and
−3.1 ≤ [Fe/H] ≤ 0.3. In the second stage, an 8-point
3D linear interpolation scheme identical to the one de-
scribed above was used to interpolate within the com-
plete grid cube in the spectrum synthesis code. This is
done to provide the model atmospheres for the stellar
parameters of the target stars, which are used to per-
form detailed radiative transfer in the Mg lines.
3.2. Comparison of the 〈3D〉 and 1D hydrostatic model
structures
In Figure 2 we show the thermodynamic structures
of the 〈3D〉 model atmospheres derived from the re-
sampled grid, the directly averaged 3D models, and
the 1D hydrostatic models. The models are chosen at
[Fe/H] = −2, 0 dex, Teff = 4500, 6500 K, and log g =
2, 4 dex, because the stellar parameters are representa-
tive of the sample studied in Paper 2, and directly av-
eraged 3D models are available that allows us to check
the interpolation scheme described in Section 3.1.
Comparison of the hydrostatic and 〈3D〉 models shows
that including realistic convection has a different effect
on the atmospheric structure of metal-rich and metal-
poor models. Whereas in the metal-rich hydrostatic
models, [Fe/H] = 0.0, the outer regions are cooler than
the 〈3D〉 structures, the behavior is reversed in the
metal-poor regime. This effect of surface ’warming’ in
the solar-metallicity 〈3D〉models is not an artefact of the
simulations and was also found in other studies (e.g. the
CO5BOLD simulations, Ludwig & Kucˇinskas 2012).
The metal-poor 〈3D〉 models of dwarfs are significantly,
by up to 600K(Figure 2, panel (g)), cooler than their hy-
drostatic counterparts. The effect of adiabatic cooling
on the average structure of metal-poor red giant models
(Fig. 2, panel (c)) is not so extreme: the outer layers of
the 〈3D〉 models are ∼ 200Kcooler than the 1D hydro-
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Figure 2. Temperature and electron pressure structures in the 1D hydrostatic (dashed lines) and directly averaged 〈3D〉
model atmospheres (solid red lines) plotted as a function of optical depth log τ5000. We also show 〈3D〉 models derived through
interpolation in the resampled grid (solid blue lines). Stellar parameters of the models, Teff , log g, and [Fe/H] are given in the
plot titles. Also shown are the differences between the original 〈3D〉 and 1D hydrostatic (red dash dot dot dot line), as well as
the original 〈3D〉 and interpolated 〈3D〉 (blue dashed-dotted) models. See section 3.1.
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static models. Differences in the electron pressure Pe are
of the order 50% in the inner layers, 0 . log τ5000 . 1,
but amount to more than an order of magnitude in the
dwarf models at low metallicity.
The differences between the interpolated and the orig-
inal 〈3D〉 models are generally small and do not exceed
ten percent, which is, in fact, remarkable, given that the
dynamical range in the parameter space is very large:
electron pressure varies by ∼ 5 orders of magnitude and
electron temperature by a factor of 5 over the narrow
depth range (−5 ≤ log τ5000 ≤ 1). The variations of
T(τ) and Pe(τ) with depth appear to be well captured
by the chosen interpolation scheme, except the metal-
poor model of a hot turnoff star, where electron pres-
sure deviates by ∼ 40 percent in the outer atmospheric
layers, log τ5000 . −3.5 (Figure 2, panel (h)). While this
difference is small compared to the differences between
the 1D and 〈3D〉 models, this may have an influence
on the line profile and abundance determinations from
the Mg i lines. To test this effect, we have performed
a series of LTE calculations of Mg i line profiles using
directly averaged 〈3D〉 models from Figure 2 and the
〈3D〉 models derived by interpolation in the resampled
grid. The abundance errors were evaluated by compar-
ing the line equivalent widths (EW) and adjusting the
Mg abundance in the calculations with the interpolated
〈3D〉 models to fit the line EWs of the directly averaged
〈3D〉 model. The results are shown in Figure 3. The
abundance errors caused by the interpolation in the 〈3D〉
grid are within 0.04 dex for giants and within 0.02 dex
for dwarfs. Interestingly, the larger Pe(τ) error in the
model of a metal-poor dwarf does not cause significant
errors in the Mg abundance. This is because the line
formation in very metal-poor atmospheres takes place
at deeper layers (see section 4.4). The errors are taken
into account in the abundance analysis of the program
stars in Section 4.
3.3. NLTE statistical equilibrium and spectrum
synthesis
The model atmospheres described above were used in
combination with NLTE statistical equilibrium calcula-
tions to compute atomic number densities for Mg as a
function of depth. The Mg atomic model has two ion-
ization stages and was compiled by Zhao et al. (1998).
The model was subsequently updated by Mashonkina
(2013), who included the quantum mechanical collision
rates with H i, and further tested on the spectra of the
Sun and Arcturus in Bergemann et al. (2015). In this
work, we have replaced the energy levels with l ≥ 3 (in-
stead of l ≥ 5 in Zhao et al. 1998) by the estimates com-
puted using the polarisation formula by Chang & Noyes
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Figure 3. Abundance errors for the Mg i lines at 5183, 5528,
and 5711 A˚ caused by the interpolation in the resampled
〈3D〉 model atmosphere grid. Stellar parameters (Teff , log g)
are indicated in the legend. See Section 3.1.
(1983) that was recommended for the upper Mg states
by Carlsson et al. (1992). The atom is constructed with
86 energy levels (85 Mg i and closed by Mg ii ground
state), 65 bound-free channels with full frequency depen-
dence of the cross-sections as provided by the Opacity
project (Butler 1993), and 453 bound-bound transition
channels. For the electron-impact excitation, we use the
data by Mauas et al. (1988), if available, and Zhao et al.
(1998) for the remaining transitions. Ionization by elec-
tronic collisions was calculated from the Seaton (1962)’s
formula with the effective Gaunt factor g¯ set equal to
0.1 for Mg i and to 0.2 for Mg ii. The quantum mechan-
ical calculations of Barklem et al. (2012) were used to
compute the rate coefficients for H i impact excitations
and charge transfer processes. These data are available
for the transitions between 7 Mg i states with the lower
level excitation potential Elow ≤ 5.93 eV and the Mg ii
ground state; collisional coupling of the other energy
states is provided only by electrons. The NLTE depar-
ture coefficients were computed using the DETAIL code
(Butler & Giddings 1985). The code was updated with
the new linelists for molecular opacity calculations, in-
cluding TiO, which are important for modelling RGB
and red supergiant stars. The background opacity lists
include about 10 million lines. Validation of the code
with different types of 1D hydrostatic and mean 3D
models was presented in Bergemann et al. (2012b).
The NLTE departure coefficients were used in the SIU
spectrum synthesis code (Reetz 1999; Bergemann et al.
2012a) to correct the line opacities and line source func-
tions for NLTE effects. Line profile fitting was done by
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Table 2. Parameters of the Mg i lines used in the analysis. σlog gf is the uncertainty of the oscillator strength, given in % if
the estimates were taken from the NIST database. References to the transition probabilities and damping constants are given
in columns 10 and 11, respectively. The parameters α and σ are the dimensionless velocity parameter and the broadening
cross-section in the atomic units of cross-section, a20 (as defined in Barklem et al. 2000), respectively.
λ (air) Lower Upper Elow Eup log gf σlog gf σ α (ABO) Reference (log gf) Reference (ABO)
A˚ level level [eV] [eV]
optical
4571.096 3s2 1S0 3p
3P◦1 0.00 2.71 −5.397 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
4702.995 3p 1P◦1 5d
1D2 4.35 6.98 −0.456 0.05 2806 0.269 Pehlivan Rhodin et al. (2017)
a Barklem et al. (2000)
5172.684 3p 3P◦1 4s
3S1 2.71 5.11 −0.363 0.04 729 0.238 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
5183.604 3p 3P◦2 4s
3S1 2.72 5.11 −0.168 0.04 729 0.238 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
5528.405 3p 1P◦1 4d
1D2 4.35 6.59 −0.547 0.02 1461 0.312 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
5711.088 3p 1P◦1 5s
1S0 4.35 6.52 −1.742 0.05 1860 0.100 Pehlivan Rhodin et al. (2017)
a Barklem priv. comm
8806.756 3p 1P◦1 3d
1D2 4.35 5.75 −0.144 0.03 530 0.277 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
Y-band
10811.053 3d 3D3 5f
3F◦4 5.95 7.09 0.052 0.04 2984 0.334 Pehlivan Rhodin et al. (2017) Barklem et al. (1998)
10811.076 3d 3D2 5f
3F◦3 5.95 7.09 −0.137 10% 2961 0.336 Butler et al. (1993)
b,c Barklem et al. (2000)
10811.097 3d 3D3 5f
3F◦3 5.95 7.09 −1.038 18% 2961 0.336 Butler et al. (1993)
b Barklem et al. (2000)
10811.122 3d 3D2 5f
3F◦2 5.95 7.09 −1.036 18% 2960 0.336 Butler et al. (1993)
b Barklem et al. (2000)
10811.143 3d 3D3 5f
3F◦2 5.95 7.09 −2.587 50% 2960 0.336 Butler et al. (1993)
b Barklem et al. (2000)
10811.158 3d 3D1 5f
3F◦2 5.95 7.09 −0.321 0.04 2960 0.336 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
10965.386 4p 3P◦2 5d
3D1 5.93 7.06 −2.184 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
10965.414 4p 3P◦2 5d
3D2 5.93 7.06 −1.008 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
10965.450 4p 3P◦2 5d
3D3 5.93 7.06 −0.260 0.05 3328 0.238 Pehlivan Rhodin et al. (2017)
a Barklem & O’Mara (1997)d
J-band
11828.185 3p 1P◦1 4s
1S0 4.35 5.39 −0.350 0.03 862 0.225 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
12083.278 3d 1D2 4f
3F◦3 5.75 6.78 −1.347 0.05 – – Pehlivan Rhodin et al. (2017) Unso¨ld (1955)
12083.346 3d 1D2 4f
3F◦2 5.75 6.78 −1.500 – – – Bergemann et al. (2015) Unso¨ld (1955)
12083.662 3d 1D2 4f
1F◦3 5.75 6.78 0.377 0.04 1466 0.329 Pehlivan Rhodin et al. (2017) Barklem et al. (2000)
H-band
15024.992 4s 3S1 4p
3P◦2 5.11 5.93 0.334 0.03 952 0.255 Pehlivan Rhodin et al. (2017) Anstee & O’Mara (1995)
e
15748.988 4p 3P◦1 4d
3D2 5.93 6.72 0.129 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
15765.645 4p 3P◦1 4d
3D3 5.93 6.72 −1.524 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
15765.747 4p 3P◦1 4d
3D3 5.93 6.72 −0.348 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
15765.842 4p 3P◦1 4d
3D3 5.93 6.72 0.400 0.05 1636 0.280 Pehlivan Rhodin et al. (2017)
a Barklem & O’Mara (1997)e
15886.183 3d 3D2 5p
3P◦1 5.95 6.73 −1.465 0.05 1960 0.239 Pehlivan Rhodin et al. (2017)
a Barklem & O’Mara (1997)d
15886.261 3d 3D2 5p
3P◦1 5.95 6.73 −1.942 0.05 – – Pehlivan Rhodin et al. (2017)
a Unso¨ld (1955)
Note: a theoretical transition probabilities from Pehlivan Rhodin et al. (2017); b theoretical f-values from Butler et al. (1993);
c the transition probability computed from the multiplet value using a pure LS-couping; d calculated according to the
prescription given in the reference; e interpolated from the tables given in the reference.
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adjusting the abundance and macro-turbulence for each
Mg i line individually. The main updates in the SIU
code include the improved molecular linelists and imple-
mentation of the damping constants from Barklem et al.
(2000) in the form of α and σ coefficients. The line
width is thus computed using the correct temperature
exponent4.
3.4. Atomic data
The atomic data we adopted in the spectrum syn-
thesis calculations are given in Table 2. Wave-
lengths and oscillator strengths were taken from the
Pehlivan Rhodin et al. (2017), who provide experimen-
tal and theoretical transition probabilities derived by
combining new branching fractions measured using the
Fourier transform spectrometer at the Lund Obser-
vatory and theoretical level lifetimes. Although for
some Mg i lines only theoretical log gf were available,
we adopt their estimates, too. Pehlivan Rhodin et al.
(2017, their Figure 4) show that their experimental re-
sults agree very well with their theoretical calculations,
to better than a few percent. The uncertainties of the
log gf estimates are typically very small, and for some
Mg i lines in our list the errors are within 0.03 dex. The
uncertainties were carefully evaluated by combining the
uncertainties of the branching fractions and the level
lifetimes, for the former including the uncertainties of
the measured intensities, instrumental effect (intensity
of the calibration lamp), self-absorption correction, and
the uncertainty of the normalisation factor. When ex-
perimental lifetimes were used, the uncertainties were
estimated taking into account the statistical scattering
errors and systematic effects (Jo¨nsson et al. 1984). For
theoretical lifetimes, Pehlivan Rhodin et al. (2017) es-
timated the error by comparing with the experimental
lifetimes in the literature.
The data from Pehlivan Rhodin et al. (2017) are
generally consistent with the earlier estimates, e.g.
Froese Fischer et al. (2006), with some exceptions.
There are the Mg i intercombination line at 4571
A˚ and the strong optical lines at 5172 and 5183
A˚. For the optical triplet lines, 5172 A˚ and 5183
A˚, the oscillator strengths by Pehlivan Rhodin et al.
(2017) are ∼ 0.1 dex higher. This difference is caused
by the revision of the upper level lifetime, which
Pehlivan Rhodin et al. (2017) determine to be 9.63
ns for the 4s 3S1 level, whereas the earlier experi-
4 Note that in the previous versions of SIU, the damping was
implemented using the Unso¨ld formalism, however, with the width
computed using the ABO theory data for a fixed value of temper-
ature.
mental measurement by Aldenius et al. (2007) gives
11.5 ± 1.0 ns. For the Mg i line at 4571 A˚, the os-
cillator strength determined by Pehlivan Rhodin et al.
(2017) is 0.2 dex higher than the earlier estimate by
Tachiev & Froese Fischer (2003) that was computed
using the multiconfiguration Hartree-Fock method,
log gf = −5.623. The latter value is quite uncertain;
according to the NIST database (Kramida et al. 2015)
the error is 50%. On the other hand, the theoretical es-
timate by Tachiev & Froese Fischer (2003) is closer to
the experimental measurement by Kwong et al. (1982),
log gf = −5.686. Hence although we prefer, for con-
sistency, the data from Pehlivan Rhodin et al. (2017)
for all Mg i lines in our list, the results based on the
intercombination line should be treated with caution.
To compute the broadening caused by elastic col-
lisions with H i atoms, we used the α and σ coef-
ficients from the quantum-mechanical calculations by
Barklem et al. (2000), where available. For several
Mg I lines (5711.088, 10811.076, 10965.45, 15024.992,
15765.842, 15886.183 A˚), we adopted α and σ coeffi-
cients kindly provided by P. Barklem. The values of the
assumed damping parameters are given in Table 2.
Some Mg i lines are multi-component features. In
particular, the 6 lines around 10811 A˚ originate in
the transitions between the fine structure components
of the 3d 3D and 5f 3F◦ levels. Fine structure split-
ting is also seen at 10965, 12083 A˚, and 15765 A˚.
One of the lines in the optical, the 8806 A˚, is known
to be affected by isotopic shift (Meißner 1938). The
line is therefore represented by three isotopic compo-
nents with the wavelengths 8806.757 A˚ (24Mg), 8806.736
A˚ (25Mg), and 8804.703 A˚ (26Mg). All fine struc-
ture components were included in the spectrum synthe-
sis using the wavelengths and oscillator strengths from
Pehlivan Rhodin et al. (2017), where available. Alter-
natively, we used the data from Butler et al. (1993).
3.5. Full 3D NLTE calculations
Before proceeding with the abundance analysis, we
would like to point out one important aspect of our
study. By using mean 3D models we account for hy-
drodynamic cooling associated with surface convective
overshooting in the simulations. However, information
about horizontal inhomogeneities is inevitably lost with
the averaging, and therefore cannot be accounted for di-
rectly. To quantify the effect, we turned to detailed full
3D NLTE radiative transfer calculations.
The calculations were performed using multi3d
(Leenaarts & Carlsson 2009), albeit with some up-
dates to the equation-of-state and opacity package
(Amarsi et al. 2016b). The calculations were performed
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Figure 4. Differences between Mg abundances inferred from
equivalent widths using full 3D NLTE and 1D NLTE radia-
tive transfer (top panel), and using full 3D NLTE and 〈3D〉
NLTE radiative transfer (bottom panel). The calculations
were done for two model atmospheres with the following pa-
rameters: a metal-poor giant Teff = 5000 K, log g = 2.5, and
[Fe/H] = −2 (solid); and a moderately metal-poor dwarf
Teff = 6000 K, log g = 4.0, and [Fe/H] = −0.5 (dashed). See
Section 3.5.
for two of the stars in the stagger-grid of 3D hy-
drodynamical model atmospheres that have stellar pa-
rameters representative of our large stellar sample in
paper 2: a metal-poor giant Teff = 5000 K, log g = 2.5,
and [Fe/H] = −2 and a metal-rich dwarf Teff = 6000
K, log g = 4.0, and [Fe/H] = −0.5. Radiative trans-
fer calculations were performed across 11 snapshots of
each sequence. To reduce the computational cost, the
horizontal resolution of each snapshot was reduced by
selecting every third grid point, which reduces the num-
ber of grid points in a given layer from 240 × 240 to
80 × 80. Furthermore, the optically thick layers were
trimmed such that the vertical logarithmic optical depth
at 5000 A˚ satisfied log τ5000 . 3, and interpolated onto
a new depth scale such that there were 100 grid points
in a given column. The mean intensity was calculated
by numerical integration over 26 rays across the unit
sphere.
To minimise the computational cost of the 3D NLTE
radiative transfer calculations, the complexity of the
Mg model atom was reduced. All energy levels above
the Mg ii ground state and all lines above 30µm were
discarded. Sharp resonances in the radiative bound-
free cross-sections were smoothed, after which the cross-
sections were interpolated onto new wavelength grids
that were up to ten times more sparse than the original
grids provided by the Opacity project. These reductions
have a negligible impact on the results presented in this
section.
In Figure 4 we compare the line strengths obtained
from these 3D model atmospheres with those obtained
from the 1D and 〈3D〉 model atmospheres, by plot-
ting the abundance errors obtained by matching the
equivalent width of the 1D/〈3D〉 model line to the
3D model line: A(Mg)1DNLTE − A(Mg)3DNLTE and
A(Mg)〈3D〉NLTE−A(Mg)3DNLTE. The J-band IR line at
12083 A˚ shows the smallest differences between mean
3D NLTE and full 3D NLTE calculations. For the 5172
A˚, 5183 A˚, and 5711 A˚, the abundance errors are small,
and typically around ±0.1 dex. We note however that
the 4571 A˚, 5528 A˚ and 8806 A˚ show more significant
abundance errors that are sensitive to the approxima-
tion of micro-scale velocity fields.
4. RESULTS
In what follows, we describe our results of LTE and
NLTE line formation, profile fits and abundance deter-
minations of Mg in the program stars. We compare
LTE with NLTE calculations using 1D hydrostatic and
〈3D〉 model atmospheres, and discuss the advantages
and shortcomings of each approach in different wave-
length regimes. We also comment on the solar Mg abun-
dance, and compare the results for all program stars
with recent estimates.
Throughout the text, we use the standard astronom-
ical notation to express the abundance of the element:
A(Mg) = log
NMg
NH
+ 12 (1)
4.1. NLTE abundance corrections
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Figure 5. Selected Mg i line profiles in the spectrum of the Sun (top panel) and the metal-poor red giant HD 122563 (bottom
panel). The observed data are shown with filled black circles. The Mg abundance derived using 〈3D〉 LTE, 〈3D〉 NLTE, or the
MACKKL model (for the Sun only) is also indicated in brackets.
NLTE abundance correction is a useful measure of the
NLTE effect on a spectral line5 and is commonly used
in the literature. The parameter is defined as
∆A(Mg) = A(Mg)NLTE −A(Mg)LTE (2)
and is derived through matching the equivalent width
of the LTE model line to the NLTE line using the same
model atmosphere.
The NLTE effects on Mg i lines as a function of stellar
parameters have been discussed before in the literature
(Merle et al. 2011; Mashonkina 2013; Bergemann et al.
2015; Osorio & Barklem 2016). Here, we focus on the
NLTE abundance corrections in our program stars, and
explore the sensitivity of NLTE corrections to model at-
mosphere structure.
Table 3 compares our NLTE corrections for se-
lected models with the NLTE corrections determined
by Osorio & Barklem (2016). The agreement is good.
The main difference between their model atom and
ours is the recipe for the rates of transitions caused by
collisions with electrons. We assumed the collision in-
duced rates from Zhao et al. (1998) computed using the
van Regemorter (1962) and Allen (1973) formulae (and
with the collision strength set equal to unity), while Os-
orio et al. adopted the Υij/gij approach separating the
5 We note, however, that this measure ignores the NLTE effect
in the profile of the spectral line, which may not be alike in LTE
and in NLTE, even when their equivalent widths are very similar.
transitions involving electron exchange from those with-
out electron exchange. Despite these differences, their
and our results appear to be very consistent, although
their NLTE corrections for the 4571 and 5528 A˚ lines
are slightly larger. This could be, in effect, related to
the fact that we are using different statistical equilib-
rium codes. Osorio & Barklem (2016) employed MULTI
2.3 (Carlsson 1986; Carlsson et al. 1992). This code was
also used in Bergemann et al. (2012b), and was shown to
give slightly stronger NLTE effects than DETAIL, which
was traced back to the differences in background opacity
in Bergemann et al. (2012b). DETAIL treats line opac-
ity consistently at all frequencies of the bound-bound
and bound-free transitions, while MULTI includes line
opacity in the calculation of bound-free rates, but not in
the calculation of the bound-bound radiative rates. For
the other Mg i transitions, their NLTE corrections agree
with ours to better than 0.03 dex across the full range of
stellar parameters that we consider as acceptable given
the differences in the model atom, atmospheres, and
statistical equilibrium codes.
We have also explored the sensitivity of the abundance
corrections to the numerical uncertainties caused by the
interpolation in the model atmosphere grid. As shown in
Section 3.1, interpolation in very low-metallicity models
may cause non-negligible errors in the model structure.
We can test the corresponding errors in ∆A(Mg) by as-
suming that the uncertainty of the T (τ) relationship can
be approximated by a systematic shift in Teff . This is, of
course, not a fully correct assumption, because also the
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Table 3. Comparison of the NLTE abundance correc-
tions from this work with those of Osorio & Barklem (2016).
The data were computed using 1D hydrostatic model at-
mospheres, MAFAGS-OS in this work and MARCS in
Osorio & Barklem (2016).
Teff log g [Fe/H] ξt 4571 A˚ 5528 A˚ 5711 A˚
K dex dex kms−1
Ber Oso Ber Oso Ber Oso
6000 4.0 −1.0 1 0.04 0.03 −0.03 −0.03 0.03 0.03
6000 4.0 −2.0 1 0.07 0.05 0.04 −0.01 0.05 0.03
6000 4.0 −3.0 1 0.12 0.12 0.09 0.10 0.09 0.10
5000 2.0 −1.0 2 0.08 0.20 −0.06 −0.07 −0.03 0.02
5000 2.0 −2.0 2 0.13 0.13 −0.02 −0.13 0.04 0.02
5000 2.0 −3.0 2 0.24 0.23 0.13 0.06 0.09 0.07
Table 4. The sensitivity of NLTE abundance corrections
defined in Equation 2 in 1D (columns 5,6,7) and in 〈3D〉
(columns 8,9,10) to the change in Teff .
Teff log g [Fe/H] ξt + 100 K
1D 〈3D〉
wavelength (A˚) → 5183 5528 5711 5183 5528 5711
4500 1.5 −2.0 2 0.000 −0.002−0.001 −0.044−0.018−0.027
4500 1.5 −1.0 2 0.001 −0.008 0.006 −0.049−0.032−0.035
4500 1.5 −0.5 2 0.000 −0.001−0.005 −0.045−0.037−0.031
− 100 K
1D 〈3D〉
4500 1.5 −2.0 2 0.000 0.003 0.000 0.002 0.021 0.017
4500 1.5 −1.0 2 −0.001 0.008 −0.005 0.020 0.001 0.003
4500 1.5 −0.5 2 0.000 0.001 0.005 0.022 0.010 0.006
shape of the T (τ) matters. However, this gives a rough
idea of the sensitivity of the NLTE abundance correc-
tions to the thermodynamic parameters of stellar atmo-
spheres. Our test calculations, assuming a shift of Teff
of 100K around the mean value, show that in NLTE the
mean uncertainty is of the order ±0.002 dex for 1D mod-
els and about 0.03 dex for 〈3D〉 models (Table 4). The
error is so small, because the NLTE abundance correc-
tions describe the relative difference between LTE and
NLTE spectral line profiles for a given type of model at-
mospheres, and these quantities remain nearly invariant
with small linear changes in the model structure. The
sensitivity is larger in 〈3D〉, because of the differences
in the thermodynamic structure of 1D hydrostatic and
〈3D〉 models.
4.2. NLTE effects in Mg i lines
Figure 5 shows selected Mg i lines in the spectrum
of the Sun (top panel) and in the UVES spectrum of
HD 122563 (bottom panel) overlaid with the best-fit
theoretical models. The derived Mg abundance is also
shown in the inset. For the Sun, we show the 〈3D〉 LTE
(dashed-dotted curve) and 〈3D〉 NLTE (solid curve) pro-
files, as well as the line profiles computed using the semi-
empirical MACKKL solar model with a chromosphere.
The fits obtained with 1D hydrostatic models are very
similar and are not plotted. As seen from Figure 5, both
〈3D〉 LTE and 〈3D〉 NLTE model successfully describe
the observed Mg i line profiles in the solar spectrum,
even though the abundances measured through the fits
are notably different.
The cores of the strong lines, such as the 5183 A˚,
are slightly brighter in LTE, and are better fitted with
NLTE models, at least when the hydrostatic or 〈3D〉
models are used. We should stress, however, that the
cores of these lines are formed in the outer layers, which
are affected by the solar chromosphere. To illustrate
this effect, Figure 6 shows the line center contribution
function (CF) for the 5183 A˚ line, and, for comparison,
the CFs for the weaker features at 4571 A˚ and 5711 A˚
computed using the MACKKL and the 〈3D〉 solar model
atmosphere. The contribution function is defined as in
Albrow & Cottrell (1996, eq. 15):
CFτ,ν =
(ln 10)τ0
κ0
κl,ν
∫ 1
0
(Ic − Sl) exp
−τ/µ dµ (3)
where κl,ν is the line opacity at a given frequency, Sl
the line source function, Ic the intensity in the contin-
uum, µ = cos θ the angle between the ray and the di-
rection to the observer, and the subscript 0 in κ0 and
τ0 refers to the reference wavelength at 5000 A˚. As seen
in Figure 6, the core of the Mg i line at 5183 A˚ forms at
log τ5000 ∼ −5 in 1D NLTE and at log τ5000 ∼ −6 in LTE
(Figure 6, top panel). This is the region where tempera-
ture rises to ∼ 6000Kin the chromospheric solar model.
Since in LTE the line source function is coupled to the lo-
cal atmospheric structure, the LTE calculations with the
MACKKL model lead to an unphysical emission in the
line core (Figure 5). Taking NLTE into account does not
help much to resolve the discrepancy and the line core
remains too bright compared to the observations. The
intercombination line at 4571 A˚ forms deeper, but even
in NLTE it samples the optical depth range, where the
transition to the chromosphere occurs in the MACKKL
model (at log τ5000 ∼ −3.2, see Bergemann 2011, Figure
1). The core of the high-excitation 5711 A˚ line forms
at log τ5000 ∼ −2 (Figure 6, bottom panel). This Mg i
line has a purely photospheric origin and can be safely
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used in the abundance determinations using model at-
mospheres, which do not include chromospheres.
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Figure 6. LTE and NLTE contribution function to the
flux depression for the selected Mg i lines in the 〈3D〉 and
MACKKL solar atmosphere models in arbitrary units.
To understand the effect of NLTE on Mg abundance
determinations using 1D and 〈3D〉 model atmospheres,
it is useful to explore the properties of the line formation.
This is basically an interplay between the effect of NLTE
on the line source function and on the line opacity that
can be conveniently described using the concept of level
departure coefficients, defined as
bi = n
NLTE
i /n
LTE
i (4)
where nNLTEi and n
LTE are the number densities of an
atomic energy level i computed using NLTE and LTE,
respectively.
The line opacity κl depends on the number density of
the lower level of the transition, hence κNLTEl /κ
LTE
l ∼ bi.
The line source function Sν has a thermal component,
determined by the local atmospheric structure, and a
non-local component representing the scattering of ra-
diation. In NLTE, the ratio of the source function to the
Planck function is proportional to the ratio of departure
coefficients for the lower and upper levels of the transi-
tion, Sν/Bν ∼ bj/bi. Hence, both the source function
and the opacity can be very sensitive to different radia-
tive and collisional processes populating or depopulating
the atomic energy levels.
Figure 7 shows the departure coefficients for the se-
lected Mg i levels, which are involved in the transitions
of interest: 3s2 1S0 - 3p
3P◦1 (4571 A˚), 3p
3P◦2 - 4s
3S1
(5183 A˚), and 3p 1P◦1 - 5s
1S0 (5711 A˚). The Mg i lev-
els are underpopulated compared to LTE, bi < 1, at all
depths above log τ5000 ∼ −1, even more so in the 〈3D〉
solar model atmosphere. This is almost entirely caused
by the overionization, a typical NLTE phenomenon that
is driven by the disbalance between the mean intensity of
the radiation field and the Planck function. This disbal-
ance is slightly stronger in the 〈3D〉 model atmosphere,
because of its slightly steeper T(τ) relationship. As a
consequence, the NLTE line opacity in 1D hydrostatic
and in the 〈3D〉 models is reduced compared to LTE. It
is also interesting that the levels, except for the 5s 1S0
state (the level has a very high excitation energy, 6.52
eV), are thermalised with respect to each other that im-
plies thermal source functions.
Overionization has a large effect on the formation of
the low-excitation lines even in the solar atmosphere.
This is the reason, for example, why the 〈3D〉 NLTE
abundance derived from the 4571 A˚ line is significantly
(by +0.08 dex) higher than the 〈3D〉 LTE estimate. Ove-
rionization also affects the levels of the 3p 3Po term (ex-
citation energy 2.7 eV), which are the lower levels of
the optical triplet lines. The 〈3D〉 NLTE abundance de-
termined from the 5172 and 5183 A˚ is thus ∼ 0.03 dex
higher than the 〈3D〉 LTE abundance.
Mg abundances in cool stars 13
Sun, MAFAGS−OS
−4 −3 −2 −1 0 1
log τ5000
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
b i
3s2 1 S
3p 3Po
  1
3p 3Po
  2
3p 1Po
4s 3S
5s 1S
3s 2S
Sun, <3D>
−4 −3 −2 −1 0 1
log τ5000
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
b i
3s2 1 S
3p 3Po
  1
3p 3Po
  2
3p 1Po
4s 3S
5s 1S
3s 2S
Figure 7. Departure coefficients bi of the selected Mg i levels
for the MAFAGS-OS (top panel) and 〈3D〉 (bottom panel)
solar model atmospheres.
For the higher-excitation Mg i lines, such as the 5711
A˚ line, the NLTE effect on the line source function is
also important. Analysis of the departure coefficients of
the 3p 1P◦1 and 5s
1S0 levels shows that at the depths,
where the line wings form, −1.5 . log τ5000 . 0, the
source function is superthermal (bj > bi, hence Sν > Bν ,
Figure 7). However, Sν drops below Bν in the outer
regions of the solar atmosphere (bj < bi, Sν < Bν).
As a result, the NLTE overionization, which leads to
line brightening, is compensated by the line darkening
caused by the sub-thermal source function. Hence, the
LTE and NLTE line equivalent widths, as well as the
abundances, are similar.
As it also follows from the departure plots (Figure 7),
the NLTE effects on the Mg i levels in the MAFAGS-OS
model are less pronounced compared to the calculations
with the 〈3D〉 model atmosphere. This implies that the
NLTE abundance correction computed using the 〈3D〉
model would be larger than the NLTE abundance cor-
rection derived using the hydrostatic model (see Equa-
tion 2), which was also pointed out by Osorio et al.
(2015). On the other hand, 1D LTE and 1D NLTE
Mg abundances for some lines (5528, 5711 A˚) are very
similar to the 〈3D〉 NLTE abundances. This is the conse-
quence of the effect, which is conceptually similar to the
”NLTE-masking” phenomenon (Rutten & Kostik 1982).
The thermal structure of the 1D hydrostatic models
makes up for NLTE effects.
The NLTE effects in the Mg i lines in the other pro-
gram stars are qualitatively similar, allthough the differ-
ences between the LTE and NLTE equivalent widths are
typically larger that is caused by stronger overionization
at lower metallicities and higher effective temperatures.
NLTE effects grow with increasing Teff , and decreasing
log g and [Fe/H], similar to Fe (e.g. Bergemann et al.
2012b).
To illustrate the sensitivity of spectral lines to stellar
parameters, Figure 5 (bottom panel) also shows the ob-
served and theoretical line profiles for the metal-poor red
giant HD 122563. The line profiles computed 〈3D〉 LTE
and 〈3D〉 NLTE are nearly identical, despite large dif-
ferences in the resulting abundance. The spectral lines
do not change uniformly with stellar parameters. As the
most striking example, the intercombination line at 4571
A˚ has the EW of 110 mA˚ in the spectrum of the Sun
and 87 mA˚ in the spectrum of HD 122563. In contrast,
the EW of the 5711 A˚ line, ∼ 104 mA˚ in the solar spec-
trum, drops to 10 mA˚ at [Fe/H] = −2.5, also the EW
of the optical triplet line at 5183 A˚ drops by a factor of
10 (from 1670 to 270 mA˚) from the solar parameters to
that of HD 122563.
4.3. The solar Mg abundance
To determine the solar Mg abundance, we used all
lines from Table 2, except for the IR line at 15748 A˚.
This feature is extremely contaminated by blends, which
contribute about 50% of the total equivalent width in
the solar spectrum. However, this line is useful in the
abundance diagnostic of metal-poor stars, and can be
measured in the APOGEE spectra of HD 84937 and HD
122563. The results of the solar abundance calculations
for individual Mg i lines are shown in Figure 8.
When 1D hydrostatic solar model is used (Fig-
ure 8, top panels), the optical and infrared lines
show a significant scatter around the mean value:
A(Mg)1D LTE = 7.51 ± 0.06(stat) ± 0.05(syst) dex,
A(Mg)1D NLTE = 7.50 ± 0.05(stat) ± 0.05(syst) dex,
where the statistical uncertainty is represented by one
standard deviation of all measurements (Table 5). The
systematic error is slightly larger and is dominated by
the uncertainties of the oscillator strengths. The results
of 1D LTE and 1D NLTE calculations showed no obvious
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Figure 8. Abundances determined using the Mg i lines in the solar spectrum as a function of the excitation potential of the
lower level of a transition (left panel) and as a function of wavelength (right panel). Optical Mg i lines are shown with black
circles, and blue triangles represent the infrared Mg i lines. The solid line is the mean of all abundance measurements, also
indicated in the top left corner in each panel. The dashed line represents the meteoritic Mg abundance from Lodders et al.
(2009). The uncertainties of the individual Mg i lines correspond to the errors of the oscillator strengths (Table 2).
trend with the equivalent width or lower level excitation
potential, but strong optical and infra-red lines tend to
underestimate Mg abundance. This issue has already
been noticed by Bergemann et al. (2015), and is related
to the fact that these features are very sensitive to the
atmospheric structure. Mashonkina (2013) found that
the 4702 line in the solar spectrum gives a systemati-
cally low abundance, but they attributed the problem
to the erroneous log gf and damping values. It seems,
however, that adopting the transition probabilities from
Pehlivan Rhodin et al. (2017) and the damping con-
stants from Barklem et al. (2000), we can achieve an
adequate description of their line formation in the solar
atmosphere using NLTE calculations with 〈3D〉 models
that bring the strong lines in good concordance with
the other weaker Mg i features.
The calculations with the MACKKL semi-empirical
solar model (Figure 8, middle panels) show that in LTE,
the 8806 A˚ line and the IR Mg lines are very sensi-
tive to the chromosphere, over-estimating the Mg abun-
dance compared to the mean. The LTE solar abun-
dance determined with the MACKKL model is A(Mg) =
7.57 ± 0.06(stat) ± 0.05(syst)dex. The NLTE result is
slighly lower, A(Mg) = 7.54±0.05(stat)±0.05(syst)dex.
On the other hand, these calculations also suggest that
in NLTE the optical Mg i lines, with the exception of
the 4702 A˚ feature, are weakly sensitive to the chromo-
spheric temperature rise. The NLTE MACKKL abun-
dance determined from the 5 optical lines (4571, 5172,
5183, 5528, 5711 A˚) is only 0.012 dex lower than the
〈3D〉 NLTE abundance based on these lines.
LTE calculations with the 〈3D〉 model atmosphere
(Figure 8, bottom panels) reveal a clear tendency for the
low excitation lines to under-estimate the Mg abundance
compared to the high-excitation features. However, the
line-to-line scatter is reduced compared to 1D LTE or
1D NLTE calculations. The 〈3D〉 LTE solar abundance
is A(Mg) = 7.53± 0.03(stat)± 0.04(syst)dex (Table 5).
The 〈3D〉 NLTE solar Mg abundance (Figure 8, bot-
tom panels) determined using all Mg i lines from Ta-
ble 2 is 7.56 ± 0.02(stat) ± 0.04(syst) dex. For com-
parison, the Mg abundance measured in CI chondritic
meteorites is 7.55 ± 0.02 (Lodders et al. 2009)6. The
estimates of the solar Mg abundance in the literature
show a large scatter around the meteoritic value. The
〈3D〉 NLTE solar photospheric estimate by Scott et al.
(2015) is A(Mg) = 7.59 ± 0.04 dex7. Osorio et al.
6 We note that this value is affected by the solar Si abundance,
which was recently revised from 7.52 ± 0.06 (Shi et al. 2008) to
7.51 ± 0.03 (Amarsi & Asplund 2017).
7 We note, however, that Scott et al. (2015) do not carry out full
3D NLTE calculations for Mg, and compute the Mg abundance
by applying a 1D NLTE correction to the 3D LTE result.
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Table 5. Measurements of Mg abundances for the program stars. The wavelengths of Mg i lines are given in A˚. The last
columns give the mean abundance, the standard deviation of individual measurements, and the systematic abundance error
that includes the uncertainty due to the stellar parameters, the atomic data, and model atmosphere interpolation. [Mg/Fe]
estimates were derived using the solar estimates of A(Mg) given in the table and metallicity estimates from Bergemann et al.
(2012b) computed using 1D LTE, 1D NLTE, 〈3D〉 LTE, and 〈3D〉 NLTE. See Section 4.4.
4571 4702 5172 5183 5528 5711 8806 10811 10965 11828 12083 15024 15765 15748 15886 A(Mg) σstat σsyst [Mg/Fe]
Sun
1D LTE 7.58 7.44 7.48 7.48 7.59 7.59 7.53 7.48 7.46 7.48 7.41 7.53 7.54 – 7.48 7.51 0.06 0.05 0.00
1D NLTE 7.52 7.43 7.48 7.48 7.59 7.60 7.53 7.49 7.45 7.48 7.41 7.54 7.53 – 7.49 7.50 0.05 0.05 0.00
〈3D〉 LTE 7.46 7.50 7.50 7.50 7.54 7.56 7.55 7.54 7.53 7.53 7.58 7.58 7.57 – 7.54 7.53 0.03 0.04 0.00
〈3D〉 NLTE 7.54 7.52 7.53 7.53 7.57 7.58 7.57 7.60 7.54 7.56 7.53 7.58 7.57 – 7.57 7.56 0.02 0.04 0.00
Procyon
1D LTE 7.20 7.57 7.46 7.47 7.51 7.49 7.65 – – – – – – – – 7.48 0.14 0.13 0.00
1D NLTE 7.23 7.55 7.48 7.49 7.48 7.51 7.60 – – – – – – – – 7.48 0.12 0.13 0.01
〈3D〉 LTE 7.20 7.63 7.50 7.58 7.65 7.51 7.69 – – – – – – – – 7.54 0.16 0.12 0.04
〈3D〉 NLTE 7.55 7.62 7.57 7.60 7.66 7.60 7.70 – – – – – – – – 7.61 0.05 0.12 0.08
HD 84937
1D LTE 5.61 5.78 5.77 5.83 5.76 5.84 5.77 – – – – – 5.80 5.77 – 5.77 0.07 0.11 0.29
1D NLTE 5.68 5.85 5.77 5.83 5.85 5.85 5.79 – – – – – 5.90 5.89 – 5.82 0.07 0.11 0.35
〈3D〉 LTE 5.48 5.72 5.56 5.58 5.75 5.76 5.66 – – – – – 5.75 5.78 – 5.67 0.11 0.10 0.17
〈3D〉 NLTE 5.68 5.86 5.85 5.86 5.90 5.85 5.89 – – – – – 5.84 5.88 – 5.85 0.07 0.10 0.32
HD 122563
1D LTE 5.31 5.33 – 5.36 5.43 5.40 5.71 – – – – – 5.35 5.32 – 5.40 0.13 0.16 0.46
1D NLTE 5.38 5.34 – 5.39 5.44 5.38 5.43 – – – – – 5.33 5.31 – 5.38 0.05 0.16 0.45
〈3D〉 LTE 4.66 5.06 4.97 4.96 5.16 5.11 5.21 – – – – – 5.13 5.10 – 5.04 0.16 0.16 0.08
〈3D〉 NLTE 5.26 5.48 5.22 5.20 5.26 5.31 5.29 – – – – – 5.33 5.31 – 5.30 0.08 0.16 0.31
HD 140283
1D LTE 5.18 5.43 5.38 5.41 5.49 5.45 5.48 5.52 – – – – – – – 5.42 0.11 0.11 0.31
1D NLTE 5.27 5.51 5.43 5.45 5.61 5.53 5.49 5.58 – – – – – – – 5.48 0.11 0.11 0.38
〈3D〉 LTE 5.00 5.49 5.27 5.30 5.52 5.50 5.41 5.60 – – – – – – – 5.39 0.19 0.11 0.26
〈3D〉 NLTE 5.33 5.56 5.46 5.48 5.58 5.53 5.48 5.63 – – – – – – – 5.51 0.09 0.11 0.35
G 64-37
1D LTE – – 4.78 4.79 4.86 – 4.78 – – – – – – – – 4.80 0.04 0.09 0.29
1D NLTE – – 4.84 4.85 4.90 – 4.88 – – – – – – – – 4.87 0.03 0.09 0.37
〈3D〉 LTE – – 4.63 4.60 4.80 – 4.77 – – – – – – – – 4.70 0.10 0.08 0.17
〈3D〉 NLTE – – 4.88 4.87 4.93 – 4.94 – – – – – – – – 4.91 0.04 0.08 0.35
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Table 6. Sensitivities of the Mg abundances based on individual Mg i lines to the stellar parameters. The changes of Teff , log g,
[Fe/H] and ξt reflect the typical uncertainty of stellar parameters for the program stars.
Star Teff log g [Fe/H] ξt
+100 −100 +0.1 −0.1 +0.1 −0.1 +0.3 −0.3
K K dex dex dex dex kms−1 kms−1
Procyon
4571 0.11 −0.10 0.00 0.00 −0.10 0.10 −0.06 0.06
5711 0.09 −0.09 −0.04 0.04 −0.10 0.10 −0.09 0.09
5183 0.10 −0.10 −0.07 0.07 −0.10 0.10 −0.02 0.02
5528 0.07 −0.07 −0.02 0.02 −0.10 0.10 −0.08 0.08
5711 0.05 −0.05 0.00 0.00 −0.10 0.10 −0.05 0.05
8806 0.07 −0.07 −0.02 0.02 −0.10 0.10 −0.06 0.06
HD 84937
4571 0.10 −0.10 0.00 0.00 −0.08 0.11 0.00 0.00
4702 0.05 −0.04 −0.01 0.01 −0.10 0.10 −0.02 0.03
5183 0.11 −0.11 −0.05 0.05 −0.10 0.10 −0.03 0.03
5528 0.04 −0.04 −0.01 0.01 −0.10 0.10 −0.02 0.02
5711 0.04 −0.04 0.01 −0.01 −0.10 0.10 0.00 0.00
8806 0.02 −0.03 0.00 0.00 −0.10 0.10 −0.03 0.03
15748 0.04 −0.04 −0.01 0.01 −0.10 0.10 −0.02 0.02
15765 0.07 −0.07 −0.02 0.02 −0.10 0.10 −0.01 0.01
HD 140283
4571 0.12 −0.12 0.00 0.00 −0.09 0.10 0.00 0.00
4702 0.04 −0.05 −0.01 0.01 −0.10 0.10 −0.02 0.02
5183 0.13 −0.13 −0.05 0.05 −0.10 0.10 −0.03 0.03
5528 0.05 −0.05 0.00 0.00 −0.09 0.09 −0.02 0.02
5711 0.04 −0.03 0.01 −0.01 −0.10 0.10 0.00 0.00
8806 0.05 −0.05 −0.01 0.01 −0.10 0.10 −0.01 0.01
10811 0.02 −0.02 0.00 0.00 −0.10 0.10 0.00 0.00
HD 122563
4571 0.18 −0.21 −0.02 0.02 −0.11 0.11 −0.12 0.12
4702 0.07 −0.07 −0.01 0.01 −0.11 0.10 −0.06 0.05
5183 0.17 −0.20 −0.05 0.05 −0.10 0.10 −0.02 0.02
5528 0.08 −0.08 −0.01 0.01 −0.10 0.10 −0.03 0.03
5711 0.07 −0.08 −0.01 0.01 −0.11 0.11 −0.01 0.01
8806 0.10 −0.10 0.00 0.00 −0.10 0.10 −0.08 0.08
15748 0.04 −0.04 0.00 0.00 −0.10 0.10 −0.02 0.02
15765 0.06 −0.06 −0.01 0.01 −0.10 0.10 −0.03 0.03
G 64-37
5172 0.06 −0.06 0.00 0.00 −0.10 0.10 −0.05 0.05
5183 0.05 −0.05 0.00 0.00 −0.10 0.10 −0.04 0.04
5528 0.03 −0.03 0.00 0.00 −0.10 0.10 −0.00 0.00
8806 0.03 −0.03 0.00 0.00 −0.10 0.10 −0.00 0.00
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Figure 9. Abundances determined using different Mg i lines as a function of the lower level excitation potential for Procyon
(top left), HD 84937 (top right), HD 122563 (bottom left), and HD 140283 (bottom right). The results are shown for the case
of 1D LTE, 1D NLTE, 〈3D〉 LTE, and 〈3D〉 NLTE. The average Mg abundances and the standard deviations of the individual
measurements are indicated in the legend. The average 〈3D〉 NLTE abundance is shown with thick blue line. The uncertainties
of individual Mg i lines reflect the systematic error, which includes the uncertainties due to stellar parameters, log gf , and model
atmosphere interpolation.
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(2015) obtain much higher 〈3D〉 NLTE solar abundance,
7.66±0.07 dex, but 7.57±0.08 dex in 1D LTE, where the
uncertainty is the line-to-line dispersion. Mashonkina
(2013) studied five Mg i lines in the optical solar spec-
trum using the MAFAGS-OS model and NLTE line for-
mation. Taking the mean of the values in their Table
2, the solar abundance is A(Mg) = 7.47 dex in LTE and
A(Mg) = 7.49 dex in NLTE. The lower estimates de-
rived from several lines were attributed to the problems
with the atomic data. The 1D LTE solar abundance
derived by Jofre´ et al. (2015) is also somewhat higher,
7.65±0.08 dex. It seems that typically larger uncertain-
ties arise when multiple estimates obtained with differ-
ent codes are combined, as e.g. in the latter study, or
when the line selection includes less reliable diagnostic
features. Osorio et al. (2015), for example, employed a
variety of different Mg lines, mainly to explore the effect
of departures from 1D LTE.
The internal consistency among all solar Mg i lines in
〈3D〉 NLTE, as well as the remarkable agreement be-
tween our 〈3D〉 NLTE photospheric abundance and me-
teorites, suggests that the effect of atmospheric inho-
mogeneities on the formation of Mg i lines in the solar
photosphere is minor and significant systematic errors
seem to be excluded.
4.4. Mg abundances in the benchmark stars
The measured Mg abundances and their errors are
listed in Tables 5 and 6, and are plotted in Figure 9. We
also provide the standard deviation given by the line-to-
line scatter, σstat, and the systematic error of abundance
measurements, σsyst, computed by adding the individual
errors in quadrature:
σsyst = (σ
2
Teff
+ σ2log g + σ
2
[Fe/H] + σ
2
ξt+
σ2log gf + σ
2
model)
1/2 (5)
where σmodel is the abundance error caused by the inter-
polation in the resampled 〈3D〉 grid (Section 3.2), and
other components reflect the uncertainty due to the stel-
lar parameters and due to the oscillator strengths. The
systematic error σsyst was computed by averaging over
all used Mg i lines. For 1D hydrostatic models, we as-
sume σmodel of 0.05 dex. The uncertainty due to Teff ,
log g, [Fe/H], and ξt was estimated using the sensitivi-
ties of abundance measurements to the variation of stel-
lar parameters (Table 6).
4.5. Procyon
Procyon (top left panel, Figure 9) is a known spec-
troscopic binary. Similar to the Sun, 〈3D〉 LTE, and
to a lesser degree 1D LTE and 1D NLTE, results in a
prominent excitation imbalance, with Mg abundance de-
termined from the intercombination line being too low.
Taking NLTE and 〈3D〉 effects into account brings the
intercombination line and the Mg triplet lines in a much
better agreement with the high-excitation features and
reduces the line-to-line scatter from 0.14 dex (1D LTE)
to 0.05 dex (〈3D〉 NLTE). The improved excitation bal-
ance is the consequence of the shift of the deph of line
formation for the low-excitation Mg i lines. In particu-
lar, in the 〈3D〉 model the 4571 A˚ intercombination line
forms at log τ5000 = −2.5 in LTE, which corresponds to
the local temperature of 5263 K. But the depth of line
formation is shifted to log τ5000 = −1.8 in 〈3D〉 NLTE,
the local temperature of the 〈3D〉 model at this opti-
cal depth point being 5471 K. It is clear from Table 6
that the 4571 feature reacts sensitively to the changes
in temperature. For the ∼ +250 K difference, the abun-
dance would change by +0.25 dex, which is exactly the
difference between the 〈3D〉 NLTE and 〈3D〉 LTE abun-
dances. This 0.25 dex abundance correction for the 4571
A˚ line solves the excitation balance problem for Procyon.
1D LTE and 1D NLTE abundances are nearly identi-
cal, but ∼ 0.1 dex lower than the 〈3D〉 NLTE Mg abun-
dance, 7.61± 0.05(stat)± 0.12(syst) dex.
Our 〈3D〉 NLTE abundance for Procyon is in a rea-
sonable agreement with the 〈3D〉 NLTE measurement
by Osorio et al. (2015). Their analysis gives A(Mg) =
7.56 ± 0.06 dex that is only 0.05 dex lower than our
result. Also their 1D LTE (7.47 ± 0.04 dex) and 1D
NLTE (7.45± 0.04 dex) values agree well with our mea-
surements, 7.48 ± 0.14(stat) ± 0.13(syst) and 7.48 ±
0.12(stat)± 0.13(syst) dex, respectively. Our uncertain-
ity estimates are larger, because we inlcude different
sources of errors (Equation 5), while Osorio et al. (2015)
quote the line-to-line dispersion as abundance error.
Jofre´ et al. (2014) derived [Mg/H] = −0.037 ± 0.07
(1D LTE) and [Mg/H] = −0.035 ± 0.07 (1D NLTE),
which translates to A(Mg) = 7.613 ± 0.07 dex and
A(Mg) = 7.615±0.07 dex. Both estimates are somewhat
too high, compared to the 1D results by Osorio et al.
(2015) and our study. One may relate the discrepancy
to the choice of the lines and to the way the analysis
is done, by combining the measurements obtained using
different abundance pipelines. One should point out,
however, that the 1D LTE and NLTE Mg abundances
derived by Jofre´ et al. (2014) are consistent with our
〈3D〉 NLTE Mg abundance.
4.6. Metal-poor dwarfs HD 84937 and G 64-37
Mg lines in the spectrum of the metal-poor turnoff
star HD 84937 are reasonably well described by all mod-
els, but the resulting abundances are quite different (top
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Figure 10. Contribution function in the cores of the 4571 A˚ (left panels) and 5183 A˚ (right panels) lines for the metal-poor
stars HD 84937 (top row) and HD 122563 (bottom row). The contribution function is defined according to Albrow & Cottrell
(1996).
right panel, Figure 9). 〈3D〉NLTE abundance is 0.08 dex
higher than the 1D LTE estimate, and 0.18 dex higher
than the 〈3D〉 LTE estimate. In all cases, but 〈3D〉
LTE, the abundances determined using the optical and
the infrared lines are consistent within the uncertain-
ties, the 4571 A˚ line being the only problematic excep-
tion. Whether this is a consequence of its weakness in
this regime of stellar parameters or sensitivity to atmo-
spheric inhomogeneities, is not entirely clear. Variation
of microturbulence has virtually no effect on its strength
(Table 6), but the line is somewhat more sensitive to
the variation of temperature than the higher-excitation
lines. Figure 10 shows that the contribution function of
the 4571 A˚ line core is very broad and extends over two
orders of magnitude in optical depth. Even in NLTE, the
line core is sensitive to conditions at −2 . log τ5000 . 0.
The LTE contribution function shows a characteristic
secondary bump at log τ5000 ∼ −3 corresponding to the
depth where temperature drops in the 〈3D〉 model be-
cause of adiabatic cooling at the surface. Interestingly,
the recent study by Spite et al. (2017) suggested that
HD 84937 has a solar-like chromosphere, which has an
effect on the formation of molecular lines in 3D. We can-
not exclude the possibility that chromosphere also has
an effect on Mg i lines; on the other hand, the optical
triplet lines (e.g. the 5183 A˚ line) form even higher out
in the 〈3D〉 model (Figure 10, top right panel) and these
lines do not stand out compared to the mean 〈3D〉 NLTE
estimate, being fully consistent with the high-excitation
lines.
The difference between the 1D NLTE and 〈3D〉 NLTE
results for HD 84937 is ∼ 0.03 dex, which is too small
to be considered as significant. This is also true for the
very metal-poor dwarf G 64-37, for which we estimate
A(Mg) = 4.87± 0.03(stat)± 0.09(syst) dex in 1D NLTE
and A(Mg) = 4.91± 0.04(stat)± 0.08(syst)dex in 〈3D〉
NLTE. Thus, within the rather generous margin for un-
certainty, of the order ∼ 0.1 dex, the optical triplet lines
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(5172, 5183 A˚) and the lines arising from 4.35 eV levels
(5528, 5711, 8806 A˚) appear to be reliable diagnostic
of Mg abundances in main-sequence stars across a wide
metallicity range.
There are several accurate studies of Mg abundance
in HD 84937, as this is a Gaia benchmark star and
is commonly used to assess the accuracy of large-scale
surveys, e.g. the Gaia-ESO stellar spectroscopic sur-
vey (Gilmore et al. 2012; Randich et al. 2013). Here we
have chosen to compare our results with those stud-
ies, which employ the same 1D or 〈3D〉 atmospheres
and/or NLTE. We stress, however, that our work is
the first that makes use of the new transition prob-
abilities from Pehlivan Rhodin et al. (2017) that ar-
guably leads to systematic differences with the earlier
work. Among the studies that include NLTE line for-
mation, it is interesting to compare with Gehren et al.
(2006), who estimated [Mg/Fe] = 0.24 dex in LTE and
[Mg/Fe] = 0.32 in NLTE, well in agreement with our re-
sults, [Mg/Fe] = 0.29± 0.12 dex in LTE and [Mg/Fe] =
0.35 ± 0.12 in NLTE, respectively. Mashonkina (2013)
determined somewhat lower values for HD 84937. Using
their individual measurements (Table 4, BBSGF case
for NLTE), one may obtain the mean abundance of
A(Mg) = 5.65 in LTE and A(Mg) = 5.66 in NLTE. The
offset from our measurement could be explained by the
differences in the stellar parameters and atomic data be-
tween our and their study. The analysis by Jofre´ et al.
(2015) using the same [Fe/H] and ξt as in our study,
yielded [Mg/H] = −1.76± 0.11 dex in LTE and [Mg/H]
= −1.77± 0.11 in NLTE. Our estimates on the [Mg/H]
scale are−1.74±0.07 dex (1D LTE) and−1.68±0.07 (1D
NLTE). Our 1D LTE estimates are in excellent agree-
ment with Jofre´ et al. (2015), but the offset in 1D NLTE
could be explained by the fact that Jofre´ et al. (2015)
applied NLTE abundance corrections to the LTE mea-
surements, while we perform NLTE spectrum synthe-
sis. Finally, by comparing the results with Osorio et al.
(2015), we find good agreement with their 1D LTE, 1D
NLTE, and 〈3D〉 NLTE estimates, although, our results
are ∼ 0.05 dex higher. Since Osorio et al. (2015) used
the same 〈3D〉 model atmosphere and stellar parame-
ters, the small difference likely stems from the different
selection of lines, atomic data, and abundance analysis
techniques.
G 64-37 was recently analysed by Ishigaki et al.
(2012). The latter study used 1D LTE to deter-
mine the surface gravity, metallicity, and [Mg/Fe] =
0.15± 0.07 dex, which is lower than our 1D LTE result,
[Mg/Fe] = 0.29 ± 0.09 dex. However, we note that the
stellar parameters adopted in this work are consider-
ably different from our estimates. In particular, the
surface gravity is log g = 4.60 dex, 0.3 dex higher than
to the value based on the NLTE ionization equilibrium
of Fe (Hansen et al. 2013). Also, their adopted Teff and
microturbulence values, 6621K and 2.50 kms−1 respec-
tively, are notably different from our estimates of 6494K
and 1.4 kms−1.
4.7. Metal-poor giant HD 122563
The most internally consistent results for the metal-
poor giant HD 122563 (bottom left panel, Figure 9)
are obtained using 1D NLTE, which results in a re-
markable scatter of only 0.05 dex, contrasting with the
〈3D〉 LTE scatter of 0.16 dex. 〈3D〉 NLTE abundance is
5.30 ± 0.08(stat)± 0.16(syst)dex, 0.26 dex higher than
〈3D〉 LTE and 0.1 dex lower than 1D NLTE. The individ-
ual Mg i lines yield consistent results within the respec-
tive uncertainties. In 〈3D〉 NLTE, the 4702 A˚ line stands
out slightly above the other features. This line forms in
the transition between the 3p 1P◦1 (4.35 eV) and 5d
1D2
(6.98 eV) levels, and represents the transition with the
largest energy difference between the lower and the up-
per level. There remains a possibility that our represen-
tation of the model atom at these energies, separated by
only 0.6 eV from the 1st ionization threshold of Mg ii, is
not complete. In particular, the lack of inelastic hydro-
gen collisions for the levels above ∼ 5.9 eV is unfortu-
nately still a bottleneck in the calculations. On the other
hand, incompleteness of the model atom would be read-
ily seen in the failure of the NLTE calculations to pro-
vide consistent abundances from the other spectral lines,
too, in particular from the infra-red Mg i lines that con-
nect even higher excitation states. This is not the case,
neither in 1D NLTE nor in 〈3D〉 NLTE. Nevertheless,
presently we cannot rule out the possibility that very
high excitation levels, & 6 eV, require a more accurate
knowledge of collisions, and do not recommend using
the lines connecting these levels in abundance determi-
nations. The 4571 A˚ and optical triplet lines have very
well-defined contribution functions in 〈3D〉 NLTE (Fig-
ure 10, bottom panels), and yield abundances consistent
the other diagnostic features in 1D LTE, 1D NLTE, and
〈3D〉 NLTE.
Table 5 shows that, in accord with our full 3D NLTE
calculations (section 3.5), the line at 5711 A˚ is least af-
fected by 〈3D〉 NLTE, but it is also very weak at low
metallicity (Figure 5) and requires very high-resolution
and high S/N observations. In the spectrum of HD
122563, the line has an equivalent width of only 10 mA˚,
and is barely distinguishable at the resolving power of
the UVES instrument at the VLT (R ∼ 47 000). The
other useful diagnostic features, the 5528 A˚ and 5183
A˚ lines, give slightly lower abundances compared to
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the mean 〈3D〉 NLTE estimate, although still consistent
within the error bars. However, we should also note that
the optical triplet lines are very sensitive to temperature
(Table 6) that makes them an unreliable abundance di-
agnostic in metal-poor red giants; this sensitivity also
implies that the effect of inhomogeneities would be more
important. It thus appears that the analysis of Mg abun-
dances in metal-poor evolved stars should be done using
the 5711 and 5528 A˚ features.
HD 122563 is a classical metal-poor halo giant and sev-
eral estimates of its Mg abundance are available in the
literature. Among other studies, we may compare our
results with Jofre´ et al. (2015), whose estimates, [Mg/H]
= −2.354 dex (1D LTE) and [Mg/H] = −2.359 dex (1D
NLTE), are significantly lower than our results, but
this offset may reflect signficant differences in the as-
sumed metallicity, [Fe/H] = −2.66, and microturbu-
lence, ξt = 1.92 kms
−1, in (Jofre´ et al. 2015). As shown
in Table 6, most Mg i lines in metal-poor red giants are
very sensitive to ξt and 0.3 kms
−1 difference may af-
fect the abundance at the level of ∼ 0.1 dex. The 〈3D〉
NLTE abundance determined by Osorio et al. (2015),
A(Mg) = 5.27± 0.08 dex, is in excellent agreement with
our result, 5.30 ± 0.08(stat) ± 0.16(syst) dex. We note
that the error of our estimate includes various sources
of uncertainty, including the uncertainties due to stellar
parameters, atomic data, and model interpolation. The
error quoted by Osorio et al. (2015) reflects the line-to-
line dispersion only.
4.8. Metal-poor giant HD 140283
The results for the metal-poor sub-giant HD 140283
are shown in bottom right panel in Figure 9. All models
yield a clear residual trend of abundance with excitation
potential, although 〈3D〉 NLTE performs better com-
pared to 〈3D〉 LTE in this respect. We have considered
the possibility that the excitation disbalance is caused
by the uncertainties of stellar parameters. Heiter et al.
(2015) suggest that the Teff estimate for HD 140283
is poorly constrained. Their photometric and spectro-
scopic estimates, which are fully consistent with our
adopted value, are nonetheless ∼ 200 K higher than the
Teff value based on the interferometric angular diameter,
5500 K. However, if we were to adopt their lower Teff , the
excitation imbalance would be even more extreme (Ta-
ble 6), because the low-excitation lines strengthen with
decreasing temperature thus requiring lower abundance
to fit the observed profiles. Inspection of the spectral
line sensitivity to surface gravity and metallicity shows
that none of these parameters could reconcile the abun-
dances derived from the low- and high-excitation lines.
The failure to establish excitation balance may imply
that the assumption of quasi-static (1D or 〈3D〉) atmo-
spheric structure is no longer adequate in this regime
of stellar parameters and full 3D NLTE analysis is nec-
essary in order to determine accurate abundances from
the low-excitation lines. Nevertheless, the difference be-
tween the average 1D NLTE and 〈3D〉 NLTE Mg abun-
dances is, in fact, minor: 5.48 ± 0.11(stat)± 0.11(syst)
dex and 5.51± 0.09(stat)± 0.11(syst) dex, respectively.
Avoiding the intercombination line, all other Mg i fea-
tures can be used in the NLTE Mg abundance analysis
of metal-poor sub-giants with 1D or 〈3D〉 models.
HD 140283 was analysed using 1D LTE and 1D
NLTE by Jofre´ et al. (2015), and using 〈3D〉 NLTE
by Osorio et al. (2015). According to the latter study,
Mg abundance in 〈3D〉 NLTE is 5.45 ± 0.09 dex. Our
〈3D〉 NLTE estimate is 5.51±0.09(stat)±0.11(syst) dex,
∼ 0.06 dex higher than the measurement by Osorio et al.
(2015), but compatible with the latter within the rather
generous margin of uncertainty. The 1D LTE esti-
mate by Jofre´ et al. (2015) based is [Mg/H] = −2.326±
0.046 dex (1D LTE) and [Mg/H] = −2.336 ± 0.046 dex
(1D NLTE), or A(Mg) = 5.324 (1D LTE) and A(Mg) =
5.314 (1D NLTE). Our values are ∼ 0.1 dex higher, al-
though still consistent within the respective uncertain-
ties. It should be noted that the estimate by Jofre´ et al.
(2015) is based on the 5711 A˚ line only, and there is sig-
nificant abundance dispersion between different nodes,
e.g. the iSpec method provided A(Mg) = 5.38 dex, while
using the Porto pipeline they obtain A(Mg) = 5.16 dex
(Jofre´ et al. 2015, see Section 3.3, also online material).
Our estimate is based on 8 Mg i lines, which makes us
believe that our estimate is more reliable.
5. CONCLUSIONS
We perform chemical abundance analysis of 6 stan-
dard stars using the most recent experimental and theo-
retical transition probabilities from Pehlivan Rhodin et al.
(2017). The abundances of Mg are determined using 15
Mg i lines in the optical and infrared with four differ-
ent techniques: LTE and NLTE with 1D hydrostatic
model atmospheres, as well as with the averages of 3D
hydrodynamical model atmospheres.
We may summarise our results as follows:
• 〈3D〉 NLTE solar Mg abundance determined
using 14 Mg i lines in the optical and IR is
7.56 ± 0.02(stat) ± 0.04(syst) dex. The system-
atic error is dominated by the uncertainty of
the atomic data, while the line-to-line disper-
sion is small. The abundance is in agreement
with the meteoritic estimate 7.55 ± 0.02 dex
(Lodders et al. 2009), although we note that the
latter may undergo a slight downward revision
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following the new analysis of the solar Si abun-
dance by Amarsi & Asplund (2017). 1D LTE
and 1D NLTE estimates of the solar Mg abun-
dance are 7.51 ± 0.06(stat) ± 0.05(syst)dex and
7.50± 0.05(stat)± 0.05(syst) dex, respectively.
• The optical Mg i lines in the solar spectrum, with
the exception of the 4702 and 8806 A˚ features, are
barely sensitive to the chromosphere. Using the
optical lines only, the NLTE abundance derived
using the semi-empirical solar model with chromo-
sphere (Maltby et al. 1986) is consistent with the
〈3D〉 NLTE Mg abundance, with the mean abun-
dance difference of A(Mg, chromosphere NLTE)−
A(Mg, 〈3D〉 NLTE) = 0.012 dex.
• Mg abundances determined from the infrared stel-
lar spectra are as accurate as the optical diagnos-
tics, if 1D hydrostatic or 〈3D〉 model atmospheres
are used. On the other hand, test calculations us-
ing the Maltby et al. (1986) solar model show that
chromosphere has a stronger effect on the infra-red
Mg i lines, if the LTE assumption is used, with
some lines deviating by more than 0.1 dex.
• 〈3D〉 NLTE offers an improvement to the accuracy
of Mg abundance determinations in cool stars, de-
spite persistent problems with the intercombina-
tion line at 4571 A˚, which is very sensitive to tem-
perature and likely requires full three-dimensional
treatment with account of NLTE. For the high-
excitation lines, 〈3D〉 NLTE abundance scatter in
all program stars is reduced compared to 1D LTE.
• The difference between 1D LTE and 1D NLTE
abundances is not large, of the order 0.06 dex for
the most metal-poor stars in the sample, such as
G 64-37 with [Fe/H] = −3 dex. Line-to-line abun-
dance discrepancies are evidently related to the
poor representation of the atmospheric structure
in 1D hydrostatic calculations.
• Low-excitation Mg i lines, 4571, 5172, and 5183
A˚ are sensitive to the atmospheric structure. For
these lines, LTE calculations with 〈3D〉 models
lead to significant systematic errors in abun-
dance. As a consequence, 〈3D〉 LTE calcula-
tions leave a strong residual trend of abundance
with excitation potential of the lower level of
the transition. This supports our earlier results
on Fe. In Bergemann et al. (2012b), we showed
that 〈3D〉 LTE approach fails to provide satisfac-
tory solutions for stellar parameters based on the
excitation-ionization equilibrium of Fe i and Fe ii
lines.
• The case of the metal-poor subgiant HD 140283
is not conclusive: a clear correlation between
Mg abundances and the line excitation potential
also remains in 1D and 〈3D〉 NLTE calculations.
While one could suspect erroneous Teff , our value
5777Kis in a good agreement with other photo-
metric and spectroscopic estimates (Heiter et al.
2015). The Teff estimate based on the interfero-
metric measurement of the star’s angular diameter
is significantly lower, 5500K(Heiter et al. 2015),
and it is not supported by our calculations.
• 1D NLTE and 〈3D〉 NLTE abundances are consis-
tent within the errors of individual measurements.
For the metal-poor dwarfs and sub-giant, the dif-
ference between 〈3D〉 NLTE and 1D NLTE abun-
dances amounts to 0.04 dex, which is small com-
pared to standard sources of error in stellar spec-
troscopy, such as, for example, the uncertainties
of stellar parameters and atomic data. For the
metal-poor giant, HD 122563, 1D NLTE approach
over-estimates abundance by ∼ 0.1 dex compared
to 〈3D〉 NLTE. This error should be taken into
account in abundance analyses of metal-poor red
giants with hydrostatic model atmospheres.
Full 3D NLTE calculations suggest that the high-
excitation line 5711 A˚ is the most robust diagnostic of
Mg abundance in cool FGK stars. It is least sensitive to
the deviations from 1D and LTE. For this transition, the
difference between 〈3D〉 NLTE and full 3D NLTE abun-
dance determinations is within 0.05 dex across the full
metallicity range −2.5 ≤ [Fe/H] ≤ 0. Furthermore, the
line can be safely modelled in 1D NLTE in dwarfs, and
only a small negative correction of ∼ 0.1 dex should be
applied to the 1D NLTE abundance based in this line in
red giants. However, this line is detectable only in very
high-quality (high resolution and signal-to-noise) spec-
tra of metal-poor stars. Alternatively, one may use the
optical triplet (5172, 5183 A˚) and 5528 A˚ features, which
are strong enough at low metallicity and, according to
the 〈3D〉 NLTE results, are in agreement with the abun-
dances based on 5711 A˚ line. However, full 3D NLTE
calculations indicate that these lines are more sensitive
to atmospheric inhomogeneities and should be used with
caution in the spectra of red giants.
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