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Re´sume´
L’objectif de cet article est d’e´tudier la notion d’amibe au sens de
Favorov pour les syste`mes finis de sommes d’exponentielles a` fre´quences
re´elles et de montrer que, sous des hypothe`ses de ge´ne´ricite´ sur les
fre´quences, le comple´mentaire de l’amibe d’un syste`me de (k + 1)
sommes d’exponentielles a` fre´quences re´elles est un sous-ensemble k-
convexe au sens d’Henriques.
MSC : Primary 32A60 ; Secondary 42A75, 55.99
1 Introduction et e´nonce´ du re´sultat principal.
Soit P ⊂ C[u±11 , . . . , u
±1
n ] un syste`me fini de polynoˆmes de Laurent en
n variables et V (P ) son ensemble de ze´ros dans le tore (C∗)n ; si Log est
l’application de (C∗)n dans Rn de´finie par
Log(u) := (log |u1|, . . . , log |un|) , u ∈ (C
∗)n ,
l’amibe AP de P est l’image de V (P ) par l’application Log, soit
AP := Log V (P ) .
La notion d’amibe pour un seul polynoˆme de Laurent a e´te´ introduite par
Gelfand, Kapranov et Zelevinsky dans [5] ou` l’on trouve expose´es ses pro-
prie´te´s fondamentales. Des e´tudes plus raffine´es et des ge´ne´ralisations di-
verses de cette notion ont e´te´ faites par d’autres, parmi eux Forsberg, Pas-
sare, Rullg˚ard, Tsikh (dont les travaux [3], [4], [13], [14], [11] e´tudient les
relations entre l’amibe Ap d’un polynoˆme de Laurent p, son polytope de
Newton Γp et les de´veloppements de Laurent de la fonction rationnelle 1/p)
ou encore Mikhalkin (qui donne dans [9] et [10] des applications et des
ge´ne´ralisations de la notion d’amibe a` la ge´ome´trie des courbes re´elles et
tropicales). En particulier, dans [5] on trouve la preuve du fait suivant :
Proposition 1.1 ([5]) le comple´mentaire Acp de l’amibe d’un (seul) polynoˆme
de Laurent p n’a q’un nombre fini de composantes connexes et chacune de
ces composantes est convexe.
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La Proposition 1.1 cesse d’eˆtre vraie si l’on passe a` un syste`me P de polynoˆmes
de Laurent. En particulier les composantes connexes de AcP ne sont plus en
ge´ne´ral des ensembles convexes ; cependant, Henriques [6] a observe´ que AcP
ve´rifie une proprie´te´ plus faible qui s’exprime en des termes homologiques
de la manie`re suivante.
De´finition 1.1 ([6]) Soit k ∈ N, S ⊆ Rn un (k + 1)-sous-espace affine
oriente´ et Y ⊆ S un sous-ensemble. Une classe d’homologie (singulie`re)
re´duite dans H˜k(Y,Z) est dite non ne´gative si, pour tout point x ∈ S\Y , son
image (sous le morphisme induit par l’inclusion) dans H˜k(S\{x},Z) ≃ Z est
non ne´gative. Le sous-ensemble des classes non ne´gatives du groupe H˜k(Y,Z)
est note´ H˜+k (Y,Z).
Un sous-ensemble X ⊆ Rn est dit k-convexe si pour tout (k + 1)-sous-
espace affine oriente´ S ⊂ Rn, la classe nulle est la seule classe non ne´gative
de H˜k(S ∩X,Z) qui appartient au noyau du morphisme
H˜k(S ∩X,Z)→ H˜k(X,Z)
induit par l’inclusion.
The´ore`me 1.1 ([6]) Soit P ⊂ C[z±1, . . . , z±1] un syste`me de polynoˆmes
de Laurent tel que V (P ) ⊂ (C∗)n a codimension (k + 1). Alors, AcP est un
sous-ensemble k-convexe.
Cet e´nonce´ peut se lire comme un re´sultat d’injectivite´ partielle du mor-
phisme
ιk,S : H˜k(S ∩A
c
P ,Z)→ H˜k(A
c
P ,Z)
pour chaque (k + 1)-sous-espace affine oriente´ S ⊂ Rn. Si k = 0, les mor-
phismes ι0,S correspondant sont effectivement tous injectifs (et dans ce cas
le The´ore`me 1.1 se re´duit a` la Proposition 1.1), par contre, de`s que k > 0,
les morphismes ιk,S ne le sont plus que dans un sens conjectural, (voir [10]).
Les travaux de Ronkin et Favorov autour des amibes soule`vent des ques-
tions nouvelles et tout particulie`rement inte´ressantes dans l’e´tude des cer-
tains sous-ensembles analytiques globaux de Cn. En fait, les articles [12] et
[2] adaptent la notion d’amibe au cadre des fonctions holomorphes presque
pe´riodiques de´finies dans les domaines de Cn du type TΩ := R
n+iΩ , Ω e´tant
un ouvert de Rn. Il s’agit de la classe AP (TΩ) des fonctions g ∈ O(TΩ) telles
que l’ensemble {g(z + t) ∈ O(TΩ) | t ∈ R
n} est relativement compacte dans
la topologie τ(TΩ) induite sur O(TΩ) par la convergence uniforme sur les
sous-domaines du type TD, avec D ⋐ Ω.
De´finition 1.2 Soit Ω ⊂ Rn un ouvert non vide. L’amibe d’un syste`me
fini G ⊂ AP (TΩ) est le sous-ensemble de R
n donne´ par
AG := Im V (G) ,
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ou` V (G) de´note l’ensemble de ze´ros de G dans TΩ et Im : TΩ → Ω est
l’application de prise de partie imaginaire sur chaque coordonne´e.
Dans Favorov [2] on trouve la De´finition 1.2 dans le cas d’un syste`me re´duit
a` une seule fonction et afin d’e´viter toute ambigu¨ıte´ entre les notations AP
et AG, on va dore´navant indiquer les amibes au sens de Favorov (soit au
sens de la De´finition 1.2) par le symbole FG.
Un cas bien particulier (mais ne´anmoins tre`s important1) de fonctions
de AP (TRn) = AP (C
n) est celui des sommes d’exponentielles a` fre´quences
imaginaires pures, soit les fonctions de la forme
g(z) =
∑
λ∈Λ
cλ e
i〈z,λ〉 =
∑
λ∈Λ
cλ e
〈z,−iλ〉 (1)
ou` z ∈ Cn, Λ ⊂ Rn est un ensemble fini et cλ ∈ C
∗ pour tout λ ∈ Λ (les
vecteurs −iλ ∈ iRn e´tant les fre´quences de g). Toutefois, dans cet article
on va plutoˆt travailler avec les syste`mes finis de sommes d’exponentielles a`
fre´quences re´elles, soit les syste`mes finis de fonctions du type
f(z) = g(−iz) ,
ou` g est de la forme (1) ci-dessus, donc pour un tel syste`me on va dore´navant
assumer la de´finition suivante.
De´finition 1.3 Soit F un syste`me de sommes d’exponentielles a` fre´quences
re´elles. L’amibe au sens de Favorov de F est l’ensemble
FF := Re V (F ) ,
ou` V (F ) de´note l’ensemble de ze´ros de F dans Cn et Re : Cn → Rn est
l’application de prise de partie re´elle sur chaque coordonne´e.
Comme remarque´ dans [12] ou [2], si g ∈ AP (TΩ), puisqu’elle est holo-
morphe, chaque composante connexe de l’ensemble Fcg ∩Ω est aussi convexe.
En outre, si g (resp. f) est une somme d’exponentielles a` fre´quences imag-
inaires pures (resp. re´elles), l’ensemble Rn \ Im V (g), (resp. Rn \ Re V (f))
n’a qu’un nombre fini de composantes connexes convexes, donc la Proposi-
tion 1.1 se traduit mot a` mot au cadre des amibes des sommes d’exponen-
tielles a` fre´quences imaginaires pures (resp. re´elles).
Si l’on passe aux syste`mes finis des fonctions de AP (TΩ), la structure des
amibes devient conside´rablement plus complique´e. Cependant, dans le cadre
des syste`mes finis de sommes d’exponentielles a` fre´quences re´elles (resp.
imaginaires pures), la the´orie de´veloppe´e par Kazarnovskiˇı [7] permet, d’une
1Un re´sultat profond de la the´orie des fonctions holomorphes presque pe´riodiques (le
the´ore`me d’approximation de Bochner-Feje´r) assure que toute fonction g ∈ AP (TΩ) est
la limite dans la topologie τ (TΩ) d’une suite convergeante de sommes d’exponentielles a`
fre´quences imaginaires pures.
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part, de mieux comprendre la structure des amibes au sens de Favorov as-
socie´es a` ces syste`mes et, d’autre part, d’adapter au meˆme cadre le re´sultat
d’Henriques [6]. Pour e´noncer notre re´sultat on a besoin de quelques nota-
tions qui seront de´taille´es dans les sections suivantes.
Si F est un syste`me fini de sommes d’exponentielles a` fre´quences re´elles,
on associe a` F une famille {Fχ}χ de syste`mes “perturbe´s” du syste`me F ,
l’indice χ parcourant un certain groupe de caracte`res associe´ a` F . On intro-
duit ainsi une nouvelle notion d’amibe en posant
YF :=
⋃
χ
Re V (Fχ)
et l’on obtient le re´sultat suivant (voir The´ore`me 3.1 et The´ore`me 5.1 re-
spectivement).
Re´sultat. Soit F un syste`me constitue´ par (k+1) sommes d’exponentielles
a` fre´quences re´elles ge´ne´riques, alors
(a)
YF = R
n ∩
⋃
χ
V (Fχ) = Re V (F ) ,
en particulier l’amibe YF co¨ıncide avec l’amibe FF au sens de Favorov ;
(b) le comple´mentaire FcF de l’amibe de F est k-convexe dans R
n.
La partie (a) fournit un expression plus concre`te de l’adhe´rence de l’ensem-
ble Re V (F ) et elle implique, entre autres, que
Re V (F ) = Re V (Fχ) ,
pour tout χ . La partie (b) constitue le pendant du The´ore`me 1.1 dans le
cadre exponentiel. Les preuves de (a) et de (b) utilisent la technique de
perturbation par caracte`res introduite depuis longtemps par A. Yger dans
les travaux [15] et [16] (puis utilise´s par C. Berenstein et A. Yger) pour
montrer que certains syste`mes d’e´quations de convolution posse´daient la
proprie´te´ de la synthe`se spectrale. En ce sens, la pre´sentation de l’amibe
de Favorov donne´e dans (a) pourrait s’ave´rer inte´ressante du point de vue
des questions de petits de´nominateurs inhe´rentes aux syste`mes a` fre´quences
re´elles non commensurables.
2 Sommes d’exponentielles : de´finitions et nota-
tions
Dans cette section on rappelle toutes les notions et tous les re´sultats
autour des sommes d’exponentielles utiles dans la suite.
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Soit n ∈ N∗ fixe´ et O(Cn) la C-alge`bre des fonctions holomorphes sur Cn.
Une somme d’exponentielles sur Cn est un e´le´ment de la sous-alge`bre Sn
de O(Cn) engendre´e, en tant que sous-espace vectoriel complexe, par les
fonctions de la forme e〈z,λ〉, ou` λ ∈ Cn. S∗n de´note l’ensemble des sommes
d’exponentielles non nulles.
Si f ∈ S∗n, le spectre de f est le plus petit sous-ensemble Λf de C
n tel
que f appartient au sous-espace vectoriel de Sn engendre´ par l’ensemble des
monoˆmes exponentiels {e〈z,λ〉 | λ ∈ Λf}, (il s’agit d’un ensemble bien de´fini
puisque la famille {e〈z,λ〉}λ∈Cn est une base de Sn sur C), les fre´quences de f
sont les e´le´ments de son spectre Λf . Le polytope de Newton de f ∈ S
∗
n est
l’enveloppe convexe
Γf := conv Λf ⊂ C
n
de son spectre Λf . A` toute f ∈ S
∗
n on associe la fonction re´elle kf donne´e,
pour z ∈ Cn, par
kf (z) := sup
λ∈Λf
eRe 〈z,λ〉 ;
la fonction kf n’est rien d’autre que l’exponentielle de la fonction de support
du polytope de Newton de f , calcule´e par rapport au produit scalaire Re 〈 , 〉
sur Cn.
Dans cet article on utilisera des sous-alge`bres de Sn, a` savoir les sous-
alge`bres du type Sn,G constitue´es par les sommes d’exponentielles a` fre´-
quences dans un sous-groupe additif G de Cn, souvent G sera Zn,Qn,Rn
ou iRn, on parlera ainsi de sommes d’exponentielles a` fre´quences entie`res,
rationnelles, re´elles ou imaginaires pures ; on note que pour tout G, on
a S∗n,G = S
∗
n ∩ Sn,G.
Un syste`me de sommes d’exponentielles (en abre´ge´ SSE) est un sous-en-
semble non vide et fini F de S∗n. Pour un tel syste`me F on pose
ΓF :=
∑
f∈F
Γf
(la somme au deuxie`me membre e´tant prise au sens de Minkowski). L’ en-
semble des spectres de F est l’ensemble {Λf | f ∈ F} et les fre´quences de F
sont les e´le´ments de l’union des spectres des f ∈ F ; F est dit a` fre´quences
entie`res, rationnelles, re´elles ou imaginaires pures si chaque f ∈ F l’est. On
note, respectivement, ΞF , vectQΞF et vectRΞF le sous-groupe additif, le Q-
sous-espace vectoriel et le R-sous-espace vectoriel de Cn engendre´s par les
fre´quences de F .
Si G ⊂ Cn est un sous-groupe additif qui contient les fre´quences de F ,
pour tout homomorphisme χ de groupes abe´liens, du groupe additif G a`
valeurs dans le groupe multiplicatif S1 des nombres complexes de module
e´gale a` 1, χ ∈ Ch G := Hom Z(G,S
1), on introduit le SSE
Fχ := {fχ ∈ S
∗
n | f ∈ F} ,
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ou`, pour tout f ∈ F , on a pose´
fχ(z) :=
∑
λ∈Λf
cλχ(λ)e
〈z,λ〉 .
On observe que le groupe abe´lien S1 est divisible, donc il est un objet injectif
dans la cate´gorie des groupes abe´liens (voir [1]), ce qui est e´quivalent a` la
surjectivite´ de l’homomorphisme de restriction
ρ : Ch G −→ Ch Ξf .
On en de´duit que l’ensemble {Fχ ⊂ S
∗
n | χ ∈ Ch G} ne de´pende que de F ,
quel que soit le sous-groupe additif G de Cn contenant les fre´quences de F .
A` tout SSE F on associe la fonction re´elle borne´e K[F ] donne´e, pour
tout z ∈ Cn, par
K[F ](z) :=
∑
f∈F
|f(z)|
kf (z)
et a` toute face ∆ =
∑
f∈F ∆f de ΓF on associe le SSE
F∆ := {f∆ ∈ S∗n | f ∈ F} ,
appele´ ∆-trace de F , obtenu en posant, pour f ∈ F ,
f∆(z) :=
∑
λ∈Λf∩∆f
cλe
〈z,λ〉 .
Si ∆ est une face d’un polytope Γ ⊂ Cn, on note affC∆ le sous-espace
affine complexe de Cn engendre´ par ∆.
Les notations que l’on vient de pre´ciser, permettent de reprendre cer-
taines notions introduites par Kazarnovskiˇı [7].
De´finition 2.1 ([7]) Un SSE F est dit re´gulier s’il existe ε > 0 tel que,
pour chaque ∆ 4 ΓF avec dimC(affC∆) < card F , on a K[F
∆] > ε.
The´ore`me 2.1 ([7]) Soit F un SSE re´gulier, alors l’ensemble V (F ), des
ze´ros de F dans Cn, est non vide si et seulement si dimC(affC ΓF ) > card F
et dans ce cas sa codimension est e´gale a` card F . 
De´finition 2.2 ([7]) L’ensemble des spectres d’un SSE F est dit ferme´ si
pour toute face ∆ =
∑
f∈F ∆f de ΓF telle que dimC(affC∆) < card F , il
existe f dans F pour lequel ∆f soit re´duit a` un point.
Proposition 2.1 ([7]) Un SSE dont l’ensemble des spectres est ferme´ est
un SSE re´gulier. 
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La condition de la De´finition 2.2 ne regarde que les spectres du syste`me
(ou meˆme juste les sommets des polytopes Γf , f ∈ F ), donc si l’on fixe
un nombre r 6 n de spectres dans Cn (resp. dans Rn) ainsi qu’un r-
uplet (ℓ1, . . . , ℓr) ∈ N
r, on peut montrer que l’ensemble des spectres d’un
SSE constitue´ par r sommes d’exponentielles dont les spectres comportent
respectivement ℓ1, . . . , ℓr fre´quences, est ge´ne´riquement ferme´. On en de´duit
que, si F est un SSE dont l’ensemble des spectres est ferme´, alors, pour
tout χ ∈ Ch ΞF , il en est de meˆme ainsi de Fχ ; en particulier, si V (F ) 6= ∅
(soit si dimC(affC ΓF ) > card F ) alors V (Fχ) 6= ∅ et
codim V (F ) = card F = card Fχ = codim V (Fχ) ,
pour tout χ ∈ Ch ΞF .
3 Amibes : de´finition et premie`res proprie´te´s.
Suite a` une ide´e d’Alain Yger [15], [16], on propose ici une nouvelle
de´finition d’amibe pour les syste`mes finis de sommes d’exponentielles a`
fre´quences re´elles.2 On verra en suite sous quelles conditions cette notion
d’amibe co¨ıncide avec celle due a` Favorov.
De´finition 3.1 Soit F un SSE a` fre´quences re´elles, G ⊂ Cn un sous-groupe
contenant les fre´quences de F . On appelle amibe de F le sous-ensemble YF
de Rn de´fini par
YF :=
⋃
χ∈Ch G
Re V (Fχ) .
L’amibe YF est bien de´finie car l’ensemble {Fχ ⊂ S
∗
n,Rn | χ ∈ Ch G} utilise´
dans sa de´finition est inde´pendant du choix du sous-groupe additif G ⊂ Cn
parmi ceux qui contiennent les fre´quences de F . Ceci nous autorise entre
autre a` repre´senter l’amibe YF a` l’aide du groupe G qui nous convient le
plus. On remarque aussi que si χ ∈ G alors F et Fχ ont les meˆmes fre´quences
et donc les meˆmes amibes : YF = YFχ .
Proposition 3.1 Soit F un SSE a` fre´quences re´elles, alors
(i)
YF = R
n ∩
⋃
χ∈Ch ΞF
V (Fχ) ,
(ii) YF est un sous-ensemble ferme´ dans R
n.
2Cette notion d’amibe pourrait s’adapter au cas plus ge´ne´ral des syste`mes finis de
fonctions holomorphes presque pe´riodiques dans les domaines tubulaires de Cn.
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De´monstration. (i) Soit r le rang3 de ΞF et {ω1, . . . , ωr} un syste`me de
ge´ne´rateurs libres de ΞF , alors, pour tout f ∈ F , on a l’expression
f(z) =
∑
k∈Af
af,k
(
ei〈ω1,Im z〉
)k1
· · ·
(
ei〈ωr ,Im z〉
)kr
e〈k1ω1+···+krωr ,Re z〉
ou` Af ⊂ Z
r est un sous-ensemble fini et af,k ∈ C
∗ pour tout k ∈ Af .
Si ξ ∈ YF , il existe un χ ∈ Ch ΞF et un η ∈ R
n tels que fχ(ξ + iη) = 0,
pour tout f ∈ F . Par conse´quent, si pour tout 1 6 j 6 r, θj de´signe la
de´termination principale de l’argument de χ(ωj) on a
fχ(ξ + iη) =
∑
k∈Af
af,k
(
ei(θ1+〈ω1,η〉)
)k1
· · ·
(
ei(θr+〈ωr ,η〉)
)kr
e〈k1ω1+···+krωr,ξ〉
pour tout f ∈ F donc, si χ′ de´note le caracte`re de ΞF donne´, pour 1 6 j 6 r,
par χ′(ωj) = e
i〈η,ωj 〉 , on aura fχχ′(ξ) = fχ(ξ + iη) = 0, pour tout f ∈ F ,
soit ξ ∈ V (Fχχ′). L’autre inclusion est triviale.
(ii) Si (ξq)q∈N ⊂ YF est une suite convergeante vers ξ ∈ R
n, pour tout
indice q ∈ N, il existe, graˆce a` (i), un χq ∈ Ch ΞF tel que, fχq(ξq) = 0 , pour
tout f ∈ F . En vertu de la compacite´ de Ch ΞF , la suite (χq)q∈N ⊂ Ch ΞF
admet une sous-suite (χ˜qm)m∈N qui converge vers un caracte`re χ ∈ Ch ΞF ,
donc
fχ(ξ) = lim
m→∞
fχqm (ξqm) = 0 ,
pour tout f ∈ F , soit ξ ∈ YF . 
Remarque 3.1 Si F est un SSE a` fre´quences re´elles, on a e´videmment
YF =
⋃
χ∈Ch ΞF
FFχ et Y
c
F =
⋂
χ∈Ch ΞF
FcFχ ,
ainsi que les inclusions Re V (Fχ) ⊆ FFχ ⊆ YF , en ge´ne´ral strictes et
valables pour tout χ ∈ Ch ΞF .
On va maintenant s’inte´resser plus en de´tail aux rapports entre la notion
d’amibe que l’on vient de de´finir et celle due a` Favorov. Le The´ore`me 3.2
fait le lien entre les deux notions mais sa preuve utilise une version multidi-
mensionnelle d’un the´ore`me dit d’Approximation de Kronecker (de´ja` utilise´e
par Ronkin [12]) dont on pre´fe`re ajouter ici une de´monstration. On montre
d’abord un lemme.
Lemme 3.1 Soit H ⊂ Rr un sous-groupe (additif) ferme´. Alors H = Rr
ou bien il existe une forme R-line´aire ψ 6≡ 0 sur Rr telle que ψ(H) ⊆ Z.
3Puisque le groupe additif Rn n’a pas de torsion, ses sous-groupes de type fini sont
libres.
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De´monstration. Si r = 1 le lemme est une simple conse´quence du fait
bien connu qu’un sous-groupe additif de R est soit dense soit discret. Par
re´currence, on suppose que le lemme soit vrai dans Rs, pour tout s < r. Or,
si H 6= Rr, il existe un sous-espace line´aire S ⊂ Rr, avec 0 < dimS < r,
tel que l’image de H, sous la projection orthogonale πS : R
r → S, con-
stitue un sous-groupe discret de S. Puisque πS(H) est discret dans S, il
existe par hypothe`se de re´currence une forme R-line´aire ψS 6≡ 0 sur S telle
que ψS(πS(H)) ⊆ Z. La forme R-line´aire ψ := ψS ◦ πS ve´rifie le lemme
pour H ⊂ Rr. 
The´ore`me 3.1 Soient ω1, . . . , ωr ∈ R
n vecteurs line´airement inde´pendants
sur Z. Alors le sous-groupe additif
G := {x ∈ Rr | xj = 〈t, ωj〉+ pj ou` t ∈ R
n, pj ∈ Z et j = 1, . . . , r}
est dense 4dans Rr.
De´monstration. Soit H l’adhe´rence de G. H est aussi un sous-groupe et on
va montrer que H = Rm. Si, par l’absurde, H ( Rr, le Lemme 3.1 implique
qu’il existe une forme R-line´aire ψ 6≡ 0 sur Rr telle que ψ(x) ∈ Z pour
tout x ∈ H et donc a` fortiori pour tout x ∈ G. En e´valuant ψ sur un point p
de Zr ⊂ G on trouve
ψ(p) = q1p1 + · · ·+ qrpr ,
pour certains q1, . . . , qr ∈ Z non tous nuls, d’autre part en l’e´valuant sur un
point du type
xt = (〈t, ω1〉, . . . , 〈t, ωr〉) ∈ G ,
ou` t ∈ Rn est arbitraire, on obtient
ψ(xt) = q1〈t, ω1〉+ · · ·+ qr〈t, ωr〉 = 〈t, q1ω1 + · · ·+ qrωr〉 ∈ Z
pour tout t ∈ Rn, ce qui est possible si et seulement si
q1ω1 + · · ·+ qrωr = 0 ,
d’ou` la contradiction. 
Les preuves du Lemme 3.1 et du The´ore`me 3.1 ont e´te´ obtenues en
modifiant celles que l’on trouve dans [8].
4On observe que des conditions diophantiennes portant sur les ω1, . . . , ωr “freinent” la
vitesse de l’approximation du point courant de Rr par des points de G.
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The´ore`me 3.2 Soit F = {f1, . . . , fs} ⊂ S
∗
n,Rn , s 6 n, tel que V (Fχ) = ∅
pour tout χ ∈ Ch ΞF , ou bien tel que codim V (Fχ) = s pour tout χ ∈ Ch ΞF .
Alors
YF = Re V (F ) = FF .
De´monstration. Si V (Fχ) est vide pour tout χ ∈ Ch ΞF , le the´ore`me est
vrai trivialement. Soit donc codim V (Fχ) = s, (en particulier V (Fχ) 6= ∅),
pour tout χ ∈ Ch ΞF . L’inclusion YF ⊇ Re V (F ) est e´vidente, on doit donc
montrer que Re V (Fχ) ⊆ Re V (F ), pour tout χ ∈ Ch ΞF . On suppose, par
l’absurde, qu’il existe un χ ∈ Ch ΞF et un point x ∈ R
n ∩ V (Fχ) qui n’est
pas adhe´rent a` Re V (F ). Cela signifie qu’il existe un ε > 0 tel et que la
bande
D := {z ∈ Cn | ‖x− Re z‖ < ε}
ne contient pas de ze´ros de F . Si {ω1, . . . , ωr} est un syste`me de ge´ne´rateurs
libres du groupe ΞF et, pour 1 6 ℓ 6 r, θℓ est la de´termination principale
de l’argument de χ(ωℓ), on a les expressions suivantes pour tout 1 6 j 6 s,
fj(z) =
∑
k∈Aj
aj,k
(
ei〈ω1,Im z〉
)k1
· · ·
(
ei〈ωr ,Im z〉
)kr
e〈k1ω1+···+krωr ,Re z〉
et
fj,χ(z) =
∑
k∈Aj
aj,k
(
ei(θ1+〈ω1,Im z〉)
)k1
· · ·
(
ei(θr+〈ωr ,Im z〉)
)kr
e〈k1ω1+···+krωr,Re z〉,
ou` Aj est un sous-ensemble fini de Z
r et aj,k ∈ C
∗ pour tout k ∈ Aj.
Le The´ore`me 3.1 implique qu’il existe une suite (tm) ⊂ R
n telle que, pour
tout 1 6 ℓ 6 r, on ait
lim
m→+∞
〈ωℓ, tm〉 = θℓ mod. 2πZ ,
ce qui fait que, pour tout 1 6 j 6 s et tout z ∈ Cn,
lim
m→+∞
fj(z + itm) = fj,χ(z) .
Pour tout m ∈ N, tout 1 6 j 6 s et tout z ∈ Cn, on pose
gj,m(z) := fj(z + itm) ,
donc limm→+∞ gj,m = fj,χ , ce qui fait que le syste`me Gm = {g1,m, . . . , gs,m}
“tend5” vers Fχ si m tend vers l’infini. Or, puisque V (F ) ∩ D = ∅, on
a aussi V (Gm) ∩ D = ∅, pour tout m ∈ N, mais comme par construc-
tion codim V (Gm) = s = codim V (Fχ) pour toutm ∈ N, la version plusieurs
variables du the´ore`me de Rouche´ fait que V (Fχ) ∩ D = ∅ aussi. Ceci est
absurde car par hypothe`se x ∈ V (Fχ) ∩D. 
5L’ide´e d’approcher les fj,χ par des translate´es des fj a` l’aide du The´ore`me 3.1 a e´te´
de´ja` exploite´e par Ronkin dans [12].
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Corollaire 3.1 Soit F = {f1, . . . , fs} ⊂ S
∗
n,Rn , s 6 n, tel que V (Fχ) = ∅
pour tout χ ∈ Ch ΞF , ou bien tel que codim V (Fχ) = s pour tout χ ∈ Ch ΞF .
Alors
Re V (F ) = Re V (Fχ) ,
pour tout χ ∈ Ch ΞF .
De´monstration. Pour tout χ ∈ Ch ΞF le syste`me Fχ ve´rifie les meˆmes
hypothe`ses que F donc le The´ore`me 3.2 fait qu’on ait aussi
YFχ = Re V (Fχ) = FFχ ,
d’autre part YF = YFχ , donc Re V (F ) = Re V (Fχ) . 
Corollaire 3.2 Soit F ⊂ S∗n,Rn un SSE dont l’ensemble des spectres est
ferme´, alors
YF = Re V (F ) = FF .
De´monstration. Il suffit de remarquer qu’a` cause de la Proposition 2.1,
pour tout caracte`re χ ∈ Ch ΞF , le syste`me Fχ est re´gulier. Or pour le
The´ore`me 2.1 on n’a plus que deux possibilite´s, ou bien V (Fχ) = ∅ pour
tout χ ∈ Ch ΞF , ou bien codim V (Fχ) = card F pour tout χ ∈ Ch ΞF . 
Corollaire 3.3 Soit f ∈ S∗n,Rn, alors Yf = Re V (f) = Ff .
De´monstration. L’ensemble des spectres d’un SSE constitue´ par une seule
somme d’exponentielles est toujours ferme´. 
Le lemme qui suit concerne le comportement des amibes sous l’action
d’un automorphisme C-line´aire de Cn qui pre´serve Rn, si ϕ est un tel auto-
morphisme et F un SSE a` fre´quences re´elles, on pose
F ◦ ϕ := {f ◦ ϕ ∈ S∗n,Rn | f ∈ F} .
Lemme 3.2 Soit F un SSE a` fre´quences re´elles et ϕ : Cn −→ Cn un
isomorphisme C-line´aire tel que ϕ(Rn) = Rn. Alors :
(i)
Re
[
V (F ◦ ϕ)
]
= Re
[
ϕ−1(V (F ))
]
= ϕ−1(Re V (F ))
(ii)
YF = ϕ
a(YF◦ϕa) ,
ou` ϕa de´note l’adjoint de ϕ par rapport a` la forme hermitienne standard
sur Cn.
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De´monstration. (i) La premie`re e´galite´ est e´vidente. Si x ∈ Re ϕ−1(V (F ))
et z = x+ iy ∈ ϕ−1(V (F )), on a ϕ(z) = ϕ(x) + iϕ(y) d’ou` Re ϕ(z) = ϕ(x),
soit x ∈ ϕ−1(Re V (F )). D’autre part, si x ∈ ϕ−1(Re V (F )), il existe un
point ζ ∈ V (F ) tel que Re ζ = ϕ(x) et comme ϕ est inversible, on a
x = ϕ−1(Re (ζ)) = Re ϕ−1(ζ) ∈ Re ϕ−1(V (F )) .
(ii) Soit f ∈ F , f(z) :=
∑
λ∈Λf
cλe
〈z,λ〉, alors, pour tout λ ∈ Λf on a
〈ϕa(z), λ〉 = 〈λ, ϕa(z)〉 = 〈ϕ(λ), z〉 = 〈z, ϕ(λ)〉 ,
d’ou`
f ◦ ϕa(z) =
∑
ϕ(λ)∈ϕ(Λf )
cϕ(λ)e
〈z,ϕ(λ)〉
et
Ch ΞF◦ϕa = {χ ◦ ϕ
−1
|ϕ(ΞF )
| χ ∈ Ch ΞF} .
Ceci fait que, pour tout f ∈ F et tout χ ∈ Ch ΞF , on ait
fχ ◦ ϕ
a = (f ◦ ϕa)χ◦ϕ−1
ainsi on en de´duit
Re V (Fχ ◦ ϕ
a) = Re V
(
(F ◦ ϕa)χ◦ϕ−1
)
et, graˆce a` (i)
Re V (Fχ) = ϕ
a
(
Re V
(
(F ◦ ϕa)χ◦ϕ−1
))
,
d’ou` la conclusion en prenant l’union sur χ ∈ Ch ΞF . 
Lemme 3.3 Soit F un SSE a` fre´quences re´elles tel que le rang de ΞF soit
e´gale a` dimR(vectRΞF ). Alors on a l’e´galite´
YF = Re V (F ) .
De´monstration. On suppose d’abord que, pour tout f ∈ F , Λf ⊂ Z
n et
que ΞF est de la forme
ΞF = {(m1, . . . ,ms, 0, . . . , 0) ∈ R
n | m1, . . . ,ms ∈ Z} ,
ou` s ∈ {1, . . . , n} de´note le rang de ΞF . Dans ce cas, pour de´terminer l’amibe
de F on peut utiliser les caracte`res du groupe Zn ; donc si χ ∈ Ch Zn est
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le caracte`re associe´ au n-uplet (eiθ1 , . . . , eiθn) , ou` (θ1, . . . , θs) ∈ R
n, f ∈ F
et λ ∈ Λf , pour tout z ∈ C
n, on a
χ(λ)e〈z,λ〉 = ei(m1θ1+···+msθs)ez1m1+···+zsms
= e(z1+iθ1)m1+···+(zr+iθs)ms
= e〈z+iθ,λ〉 ,
donc fχ(z) = f(z + iθ). On en tire que, pour tout χ ∈ Ch Z
n, z ∈ V (Fχ) si
et seulement si z + iθ ∈ V (F ), d’ou` Re V (Fχ) = Re V (F ) et pour le choix
arbitraire de χ ∈ Ch Zn, on de´duit que YF = Re V (F ).
On passe maintenant au cas ge´ne´ral. Supposons que le rang s de ΞF soit
e´gal a` dimR(vectRΞF ) et soit {ω1, . . . , ωs} un syste`me libre de ge´ne´rateurs
de ΞF . Les e´le´ments ω1 . . . , ωs sont line´airement inde´pendants sur R car
autrement le sous-espace vectoriel de Rn qu’ils engendrent, a` savoir le sous-
espace vectRΞF , aurait dimension plus petite que s. Ceci nous permet de
comple´ter le syste`me {ω1, . . . , ωs} en une base {ω1, . . . , ωs, ωs+1, . . . , ωn}
de Rn. Soit A la matrice donne´e par
A :=

 ω11 · · · ωn1... . . . ...
ω1n · · · ωnn

 ,
alors, si B est l’inverse de A et ϕ l’automorphisme C-line´aire de Cn re´pre-
sente´ dans les bases canoniques par la matrice B, on voit que ϕ(Rn) = Rn,
et qu’a` moins d’une permutation impaire des premie`res s colonnes de A on
peut supposer detϕ > 0. Ceci implique l’e´galite´
ϕ(ΞF ) = {(m1, . . . ,ms, 0, . . . , 0) ∈ R
n | m1, . . . ,ms ∈ Z} ;
donc, avec les notations du Lemme 3.2, la premie`re partie de la de´monstra-
tion nous assure que
YF◦ϕ = Re V (F ◦ ϕ) ,
et un recours au Lemme 3.2 nous donne
YF = ϕ(YF◦ϕ) = ϕ(Re V (F ◦ ϕ)) = ϕ(ϕ
−1(Re V (F ))) = Re V (F ) ,
ce qui ache`ve la preuve. 
Corollaire 3.4 Si F est un SSE a` fre´quences rationnelles alors
YF = Re V (F ) .
De´monstration. Au vu de Lemme 3.3, il suffit de ve´rifier que le rang s
de ΞF est e´gal a` dimR(vectRΞF ) . Pour cela, soit {ω1, . . . , ωs} ⊂ Q
n un
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syste`me libre de ge´ne´rateurs de ΞF . On a s 6 n ; en effet, si j ∈ {1, . . . , s}
et
ωj =
(
pj1
qj1
, . . . ,
pjn
qjn
)
,
avec pj1, . . . , pjn ∈ Z et qj1, . . . , qjn ∈ Z
∗, alors, en posant
µ := ppmc{qjk ∈ Z | j ∈ {1, . . . , s} , k ∈ {1, . . . , n}} ;
on voit que µ 6= 0, donc Ξf est isomorphe a` µΞf et comme µΞF ⊆ Z
n,
on en tire que s 6 n. De plus, ω1, . . . , ωs sont Q-line´airement inde´pendants
car en multipliant une e´ventuelle relation de de´pendance line´aire sur Q par
le plus petit multiple commun des de´nominateurs des coefficients de la re-
lation, on obtient une relation sur Z, ce qui est contraire au fait que les
e´le´ments ω1, . . . , ωs de´finissent une famille libre sur Z. Par conse´quent, on
peut comple´ter {ω1, . . . , ωs} en une base {ω1, . . . , ωs, ωs+1, . . . , ωn} de Q
n.
Comme dans la de´monstration du Lemme 3.3, soit A la matrice donne´e par
A :=

 ω11 · · · ωn1... . . . ...
ω1n · · · ωnn

 ,
alors, si B est l’inverse de A et ϕ l’automorphisme C-line´aire de Cn repre´-
sente´ dans les bases canoniques par la matrice B, on a que ϕ(Qn) = Qn et,
a` moins d’une permutation impaire des premie`res s colonnes de A, on peut
supposer detϕ > 0. Ceci implique l’e´galite´
ϕ(vectQΞF ) = {(m1, . . . ,ms, 0, . . . , 0) ∈ R
n | m1, . . . ,ms ∈ Q} ,
ou` vectQΞF de´note le Q-sous-espace vectoriel de Q
n engendre´ par ΞF , d’ou`
dimR(vectRΞF ) = dimR(ϕ(vectRΞF )) = dimQ(ϕ(vectQΞF )) = s ,
ce qui conclut la preuve. 
Remarque 3.2 Le Corollaire 3.4 a comme conse´quence le fait que notre
notion d’amibe pour un syste`me de sommes d’exponentielles ge´ne´ralise la
notion classique d’amibe. En fait si P = {p1, . . . , pr} ⊂ C[x
±1
1 , . . . , x
±1
n ]
est un syste`me de polynoˆmes de Laurent non nuls, V (P ) son ensemble des
ze´ros dans le tore (C∗)n et AP := LnV (P ) son amibe au sens classique, la
substitution xj = e
zj , pour j = 1, . . . , n, transforme P en le SSE a` fre´quences
entie`res F := {f1, . . . , fr} ⊂ S
∗
n,Zn , ou`, pour 1 6 k 6 r et z ∈ C
n, on pose
fk(z) := pk(e
z1 , . . . , ezn) .
Comme, pour tout j = 1, . . . , n, ln |xj| = ln |e
zj | = Re zj , on en de´duit que
AP = YF = FF .
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Exemple 3.1 Soit γ ∈ R \Q et f ∈ S∗1,R donne´e, pour z ∈ C, par
f(z) = cos(iz) + sin(iγz)− 2
=
1
2
(e−z + ez) +
1
2i
(e−γz − eγz)− 2 .
L’ensemble Re V (f) n’est pas ferme´ dans R donc Re V (f) ( Yf . En effet,
si z est imaginaire pur, f(z) = 0 si et seulement si cos iz = 1 et sin(iγz) = 1,
soit si et seulement si
iz ∈ 2πZ ∩
(
(π/2γ) + (2π/γ)Z
)
= ∅ ,
en particulier 0 /∈ Re V (f). D’autre part, si χ ∈ Ch Ξf est tel que χ(1) = 1
et χ(γ) = −i, on a bien
fχ(z) = cos(iz) + cos(iγz) − 2 ,
d’ou` fχ(0) = 0 et donc 0 ∈ Yf = Re V (f).
6 Puisque le rang du groupe Ξf
est e´gale a` 2 on voit que le Lemme 3.3 est en ge´ne´ral faux si le rang de ΞF
est plus grand que dimR(vectR ΞF ).
Exemple 3.2 Soit γ ∈ R \Q et f ∈ S∗1,R donne´e, pour z ∈ C, par
f(z) = (ez − 1)(eγz − eγ) ,
alors Re V (f) = {0, 1} = Yf malgre´ les hypothe`ses du Lemme 3.3 ne soient
pas satisfaites. La condition e´nonce´e dans le Lemme 3.3 est donc suffisante
mais pas ne´cessaire pour qu’on ait Yf = Re V (f).
Exemple 3.3 Soit γ ∈ R \Q et F = {f, g} ⊂ S∗1,R , ou` f et g sont donne´es,
pour z ∈ C, par
f(z) = cos(iz) + sin(iγz)− 2 et g(z) = ez − 1 .
Il s’agit d’un syste`me qui n’a pas de solutions (car f n’a pas de ze´ros imag-
inaires purs alors que g n’a que de tels ze´ros), donc Re V (F ) = ∅. D’autre
part YF 6= ∅ car 0 ∈ V (Fχ), ou` χ de´signe le caracte`re tel que χ(1) = 1
et χ(γ) = −i. Donc il existe bien de syste`mes F ⊂ S∗n,Rn qui n’ont pas de
ze´ros et dont l’amibe YF n’est pas vide. Dans ces cas l’amibe YF est trop
grande (donc peu inte´ressante) et le The´ore`me 3.2 est faux.
6Une preuve directe de ceci n’utilisant pas le langage des amibes m’a e´te´ signale´e par
Michel Balazard.
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4 k-convexite´ selon Henriques.
Dans cette section on va faire quelques remarques autour de la notion
de k-convexite´ pour un ouvert d’un espace affine re´el telle qu’elle a e´te´
introduite dans [6], auquel on renvoie pour toutes les de´finitions, les de´tails
techniques et tous les re´sultats que l’on e´voquera dans la suite, en particulier
en ce qui concerne le complexe des chaˆınes polye´drales.
Si ∅ 6= X ⊂ Rn est un ouvert, on note plC•(X) le complexe des chaˆınes
polye´drales de X, il est obtenu comme le quotient du complexe ∆C•(X)
de chaˆınes line´aires par morceaux de X modulo la relation ∼ d’e´quivalence
ge´ome´trique de ces chaˆınes. Si σ =
∑m
j=1 λjσj ∈
plCk(X), avec λj 6= 0 pour
tout j et c = [σ]∼ ∈
∆Ck(X), on rappelle que le support Supp σ de σ est
l’union des images des chaˆınes σj qui apparaissent dans l’expression de σ et
que
Supp c :=
⋂
τ∼σ
Supp τ ,
ce dernier e´tant bien de´fini en vertu du Lemme 2.4 dans [6]. On rappelle
aussi que l’homologie du complexe ∆C•(X) est isomorphe a` l’homologie
singulie`re de X, ([6] Lemme 2.2), donc dans toute question de k-convexite´
pour un ouvert X d’un espace affine re´el, on pourra utiliser l’homologie du
complexe ∆C•(X) au lieu de celui des chaˆınes singulie`res de X.
Le terme k-convexite´ n’est pas nouveau en Mathe´matiques, il existe en
fait en analyse complexe de plusieurs variables ainsi qu’en analyse fonc-
tionnelle. Ne´anmoins ces notions analytiques ne ressemblent pas a` la no-
tion pre´sente´e par Henriques, qui me parait quand meˆme assez nouvelle.
On mentionne d’ailleurs que Mikalkhin [10] a introduit, sous le meˆme nom
de k-convexite´, une notion plus forte que celle d’Henriques.
Il faut remarquer que, si k ∈ N est fixe´, la k-convexite´ dans Rn ne
de´vient inte´ressante que pour n > k + 2, sinon tout sous-ensemble de Rn
est k-convexe. Des simples exemples sont le comple´mentaire d’une union
finie de droites dans R3, qui est 1-convexe mais qu’il n’est pas 0-convexe7
et, plus en ge´ne´ral, le comple´mentaire d’une union finie de k-sous-espaces
affines dans Rk+2, qui est k-convexe mais il n’est pas ℓ-convexe, pour ℓ < k.
Par contre, le comple´mentaire d’un ensemble fini de points dans R3 n’est
pas 0-convexe, ni 1-convexe (mais il est trivialement 2-convexe).
La “faiblesse” de la notion de k-convexite´ croit avec k.
Lemme 4.1 Soit X ⊂ Rn un sous-ensemble non vide et soit k ∈ N. Alors,
si X est k-convexe, il est aussi (k + 1)-convexe.
De´monstration. On suppose par l’absurde que X soit k-convexe mais qu’il
ne soit pas (k + 1)-convexe. Il existe donc un (k + 2)-sous-espace affine
7Un autre exemple assez explicatif d’un tel sous-ensemble m’a e´te´ signale´ par Mikael
Passare, il s’agit du comple´mentaire d’une “tour Eiffel” dans R3.
16
oriente´ S de Rn qui rencontre X et il existe aussi une classe non nulle c
dans H˜+k+1(S ∩ X,Z) dont l’image, (sous le morphisme induit par l’inclu-
sion), dans H˜k+1(X,Z) est nulle. Soit alors σ un (k + 1)-cycle non ne´gatif
dans S ∩X qui repre´sente la classe c et S′ est un (k + 1)-sous espace affine
oriente´ de S tel que l’intersection σ′ := S′ ∩ σ soit un k-cycle non ne´gatif
et non nul contenu dans S′ ∩X, (un tel sous-espace existe car autrement σ
repre´senterait la classe nulle de H˜+k+1(S ∩ X,Z)). Puisque σ repre´sente la
classe nulle dans H˜k+1(X,Z), on de´duit que σ
′ repre´sente la classe nulle
dans H˜k(X,Z), ce qui est contraire a` la k-convexite´ de X. 
On termine la section par le lemme suivant.
Lemme 4.2 Soit ϕ : Rn −→ Rn un isomorphisme d’espaces affines qui
pre´serve l’orientation. Alors si X ⊂ Rn est k-convexe, ϕ(X) l’est.
De´monstration. Si X = ∅ il n’y a rien a` montrer. Sinon, la restriction de ϕ
a` X induit un home´omorphisme de X sur ϕ(X) donc un isomorphisme en
homologie re´duite ϕ∗ : H˜•(X) −→ H˜•(ϕ(X)). En outre, comme ϕ pre´serve
l’orientation, pour tout (k+1)-sous-espace affine oriente´ S de Rn qui rencon-
tre X, ϕ(S) est un sous-espace affine de Rn qui est isomorphe a` S, en tant
qu’espace affine re´el oriente´, et qui rencontre ϕ(X) ; d’autre part, tout (k+1)-
sous-espace affine oriente´ de Rn qui rencontre ϕ(X) est de la forme ϕ(S)
pour un unique S. Enfin, pour tout (k + 1)-sous-espace affine S de Rn qui
rencontre X et tout x ∈ S \X, l’isomorphisme ϕ induit un isomorphisme
ϕ∗ : Z = H˜k(S \ {x}) −→ H˜k(ϕ(S) \ {ϕ(x)}) = Z
qui, comme on le voit facilement, n’est rien d’autre que l’isomorphisme iden-
tite´. On peut donc conclure la de´monstration, en fait, pour tout (k+1)-sous-
espace affine oriente´ S de Rn qui rencontre X et tout x ∈ S \X,
H˜+k (ϕ(S) ∩ ϕ(X)) \ {0} = ϕ∗(H˜
+
k (S ∩X) \ {0})
et de plus le diagramme suivant
H˜k(ϕ(S) ∩ ϕ(X)) −−−−→ H˜k(ϕ(S) \ {ϕ(x)})
ϕ−1∗
y y id
H˜k(S ∩X) −−−−→ H˜k(S \ {x}) = Z
(ou` les fle`ches horizontales sont induites par l’inclusion), est commutatif. 
5 Le comple´mentaire de l’amibe.
Dans cette section on de´montre un re´sultat sur le comple´mentaire FcF
de l’amibe d’un SSE F a` fre´quences re´elles qui constitue le pendant du
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The´ore`me 1.1. Pour cela, on aura besoin d’une hypothe`se ge´ome´trique sur
les fre´quences de F , a` savoir l’hypothe`se que l’ensemble des spectres de F
soit ferme´s.
The´ore`me 5.1 Soit F ⊂ S∗n,Rn un SSE dont l’ensemble des spectres est
ferme´. Si F est constitue´ par (k + 1) sommes d’exponentielles, le comple´-
mentaire FcF de l’amibe de F est un sous-ensemble k-convexe de R
n.
De´monstration. L’ensemble des spectres de F est ferme´ donc FF = YF
et, pour tout χ ∈ Ch ΞF , le SSE Fχ est re´gulier. Si dimC(affC ΓF ) < (k+1),
pour tout χ ∈ Ch ΞF , on a V (Fχ) = ∅ , donc Y
c
F = R
n qui est e´videmment k-
convexe. Par contre, si dimC(affC ΓF ) > (k+1), l’ensemble analytique V (Fχ)
est non vide et de codimension (k + 1) dans Cn, pour tout χ ∈ Ch ΞF . On
conduit la de´monstration en trois e´tapes.
(i) Si Λf ⊂ Z
n pour tout f ∈ F , l’amibe YF co¨ıncide avec l’amibe (au
sens classique) AP d’un syste`me P de polynoˆmes de Laurent de n variables
tel que la codimension, dans (C∗)n, de l’ensemble alge´brique V (P ) soit e´gale
a` (k + 1). Graˆce au The´ore`me 1.1, on peut conclure que YcF est k-convexe
dans ce cas.
(ii) On suppose maintenant que Λf ⊂ Q
n pour tout f ∈ F , et, comme
dans la de´monstration du Corollaire 3.3, on peut trouver un automorphisme
C-line´aire ϕ de Cn tel que detϕ > 0, ϕ(Rn) = Rn et ϕ(ΞF ) ⊂ Z
n. Ainsi,
avec les meˆmes notations qu’au Lemme 3.2, on a
YF = ϕ
a(YF◦ϕa) et Y
c
F = ϕ
a(YcF◦ϕa)
car l’adjoint ϕa de ϕ est aussi bijectif. En outre, le fait que ϕ soit un isomor-
phisme implique que l’ensemble des spectres du syste`me F ◦ ϕa soit aussi
ferme´, donc dimC(affC ΓF◦ϕa) ≥ (k + 1), et codim V (F ◦ ϕ
a) = (k + 1).
Or, comme ΞF◦ϕa = ϕ(ΞF ) ⊂ Z
n, la premie`re partie de la de´monstration
montre que l’ensemble YcF◦ϕa est k-convexe dans R
n et vu que detϕa > 0 un
recours au Lemme 3.2 permet de conclure la de´monstration dans ce deuxie`me
cas.
(iii) On passe donc au cas ge´ne´ral ou` Λf ⊂ R
n pour tout f ∈ F .
Si {ω1, . . . , ωr} est un syste`me libre de ge´ne´rateurs de ΞF on aura
f(z) =
∑
k∈Af
af,ke
k1〈z,ω1〉+···+kr〈z,ωr〉 ,
ou` Af ⊂ Z
r est un sous-ensemble fini et af,k ∈ C
∗ pour tout k ∈ Af . Pour
tout j ∈ {1, . . . , r}, soit (ωj,ℓ)ℓ∈N ⊂ Q
n une suite convergeante vers ωj et,
pour tout ℓ ∈ N, soit F [ℓ] := {f [ℓ] ∈ Sn,R | f ∈ F}, ou` f
[ℓ] est la somme
d’exponentielles donne´e par
f [ℓ](z) :=
∑
k∈Af
af,ke
k1〈z,ω1,ℓ〉+···+kr〈z,ωr,ℓ〉 .
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On voit ainsi que, pour tout f ∈ F , la suite des polytopes (Γf [ℓ])ℓ∈N con-
verge vers le polytope Γf pour la me´trique de Hausdorff ; par conse´quent,
pour ℓ assez grand, l’ensemble des spectres du syste`me F [ℓ] est aussi ferme´
(donc F [ℓ] est re´gulier) et dimC(affC ΓF [ℓ]) > (k + 1). Ceci implique que,
pour ℓ assez grand, l’ensemble analytique V (F [ℓ]) est non vide et de codi-
mension (k+1) dans Cn. D’autre part, pour tout f ∈ F , le support de f [ℓ] est
contenu dans Qn, donc, en vertu de la deuxie`me partie de la de´monstration,
on sait que pour ℓ assez grand, l’ensemble Yc
F [ℓ]
est k-convexe.
De fac¸on analogue, pour tout χ ∈ Ch ΞF et tout ℓ ∈ N, on peut
de´finir (Fχ)
[ℓ], et puisque, pour tout χ ∈ Ch ΞF , tout ℓ ∈ N et tout f ∈ F ,
on a Λf [ℓ] = Λ(fχ)[ℓ] ⊂ Q
n, on peut e´galement conclure que, pour tout car-
acte`re χ ∈ Ch ΞF et pour ℓ assez grand, l’ensemble Y
c
(Fχ)[ℓ]
est k-convexe.
Les hypothe`ses F 6= {0} et YF 6= ∅ impliquent l’existence d’un (k + 1)-
sous-espace affine oriente´ S de Rn tel que ∅ 6= S ∩ YcF 6= S. Soit S un
tel sous-espace affine (d’espace vectoriel sous-jacent ES) et supposons, par
l’absurde, qu’il existe une classe γ ∈ H˜+k (S∩Y
c
F )\{0} dont l’image est nulle
sous le morphisme
ι : H˜k(S ∩ Y
c
F ) −→ H˜k(Y
c
F )
induit par l’inclusion ; il s’agit de montrer que l’existence d’un tel e´le´ment
conduit a` une contradiction. On choisit pour cela un repre´sentant c de γ
dans le groupe C∆k (S ∩ Y
c
F ) (c’est-a`-dire un k-cycle affine par morceaux de
l’ouvert S∩YcF de l’espace affine (k+1)-dimensionnel S) ; graˆce au Lemme 2.7
de [6], il existe une unique (k+1)-chaˆıne affine par morceaux C de C∆k+1(S)
(de´pendant de c) telle que ∂C = c et l’hypothe`se que la classe d’homologie
de c dans S ∩YcF soit non nulle e´quivaut (pour le meˆme Lemme 2.7 de [6]) a`
ce que le support de C ne soit pas inclus dans YcF ; il existe donc un caracte`re
χo de ΞF tel que le support de C n’est pas inclus dans S ∩ (ReV (Fχo))
c.
En outre, comme Supp c ⊂ YcF , on voit que la classe nulle de H˜k(Y
c
F ) peut
eˆtre repre´sente´e par le cycle c, donc il existe un e´le´ment D ∈ C∆k+1(Y
c
F ), tel
que ∂D = c dans YcF .
On admet pour l’instant qu’il existe L ∈ N tel que pour tout ℓ > L on a
Supp c ∪ Supp D ⊆ Yc
(Fχ)[ℓ]
, (∗)ℓχ
pour tout χ ∈ Ch ΞF , donc, pour ℓ > L, la relation (∗)
ℓ
χo
implique que c
repre´sente une classe d’homologie γχo,ℓ de H˜k(S ∩Y
c
(Fχo )
[ℓ]) dont l’image est
nulle sous le morphisme
ιℓ : H˜k(S ∩ Y
c
(Fχo )
[ℓ]) −→ H˜k(Y
c
(Fχo )
[ℓ]) ,
induit par l’inclusion. En outre, l’hypothe`se γ ∈ H˜+k (S ∩ Y
c
F ) implique que,
si ℓ > L, on a γχo,ℓ ∈ H˜
+
k (S ∩ Y
c
(Fχo )
[ℓ]). En fait si, pour ℓ > L et x appar-
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tenant S \ Yc
(Fχo )
[ℓ] , υx de´note le ge´ne´rateur standard du groupe de coho-
mologie de de Rham HkdR(S \ {x}),
υx :=
1
κk
k∑
j=0
(−1)j
ξj − xj
‖ ξ − x ‖k+1
dξ[j] ,
(κk e´tant le volume k-dimensionnel de la sphe`re k-dimensionnelle), on a∫
c
υx > 0 lorsque x ∈ Supp C ,
ou alors ∫
c
υx = 0 lorsque x /∈ Supp C .
Si l’on change de repre´sentant pour γχo,ℓ, il est facile de voir (par le the´ore`me
de Stokes) qu’aucune des deux inte´grales ci-dessus peut devenir ne´gative,
donc, graˆce au Lemme 3.2 de [6], si ℓ > L, la classe γχo,ℓ est non ne´gative
dans H˜k(S ∩ Y
c
(Fχo )
[ℓ]), d’autre part, si ℓ > L, la k-convexite´ de Y
c
(Fχo )
[ℓ]
implique que γχo,ℓ repre´sente la classe nulle dans le groupe H˜k(S∩Y
c
(Fχo)
[ℓ]),
soit Supp C ⊆ Yc
(Fχo )
[ℓ] .
La contradiction attendue viendra alors du fait que l’on sait que le sup-
port de C n’est pas inclus dans S ∩ Re (V (Fχo))
c. En fait on peut trou-
ver un point x ∈ S ∩ Re (V (Fχo)) qui appartient aussi a` l’inte´rieure relatif
de Supp C, donc il existe un voisinageW de x tel queW ∩S soit entie`rement
contenu dans Supp C. Si y ∈ Rn est tel que x+ iy ∈ V (Fχo), l’intersection
de V (Fχo) avec
U := S + i(y + ES) ,
constitue un ensemble analytique discret dans Cn. Soit donc B dans Cn
une boule ouverte de centre x + iy qui ne contient pas d’autres points
de V (Fχo)∩U . Pour ℓ assez grand, l’ensemble analytique V ((Fχo)
[ℓ])∩U est
aussi discret et, dans ce cas, la version en plusieurs variables du the´ore`me de
Rouche´ assure que cet ensemble admet dans B le meˆme nombre d’e´le´ments
que V (Fχo) ∩ U y admet, soit un seul e´le´ment, que l’on note xℓ + iyℓ.
Il est clair que la suite des points xℓ+iyℓ tend vers x+iy et, en particulier,
que les points de la suite (xℓ) appartiennent a` W ∩ S, pour ℓ assez grand.
Mais alors on a trouve´ la contradiction attendue, car, pour ℓ assez grand, on
a d’une part xℓ ∈ Y(Fχo )[ℓ] et d’autre part xℓ ∈W ∩ S ⊂ Supp C ⊂ Y
c
(Fχo )
[ℓ].
Pour terminer la de´monstration, il nous reste a` prouver qu’il existe L ∈ N
tel que, pour tout ℓ > L, la relation (∗)ℓχ est ve´rifie´e pour tout χ ∈ Ch ΞF .
On commence par remarquer qu’il existe un nombre finim de boules ferme´es
B(xs, εxs), 1 6 s 6 m, telles que
Supp c ∪ Supp D ⊂
m⋃
s=1
B(xs, εxs) ⊂ Y
c
F .
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Il suffit de montrer que, pour chaque 1 6 s 6 m, il existe un ls ∈ N tel que,
pour tout entier ℓ > ls, on ait
B(xs, εxs) ⊂ Y
c
(Fχ)[ℓ]
,
pour tout χ ∈ ΞF , et prendre en suite L := max{ls | 1 6 s 6 m}. On prouve
ceci par l’absurde ; on suppose que pour un certain s, 1 6 s 6 m, il existe un
une suite strictement croissante (ℓq) ⊆ N et une suite (χq) ⊂ Ch ΞF telles
que
B(xs, εxs) ∩ Y(Fχq )[ℓq ]
6= ∅ .
Comme, pour tout q ∈ N, Y(Fχq )[lq ]
= Re V ((Fχq )
[lq]) , on de´duit l’existence
d’une suite de points ξq de B(xs, εxs) et d’une suite de points ηq de R
n tels
que, pour tout f ∈ F et tout q ∈ N, on ait
(fχq)
[ℓq](ξq + iηq) = 0 ,
soit
(fχ˜q )
[ℓq](ξq) = 0 ,
ou`, pour tout q ∈ N , χ˜q := χqκq, κq de´signant le caracte`re de ΞF donne´,
pour 1 6 j 6 r, par κq(ωj) = e
i〈ηq ,ωj,ℓq 〉 . Par compacite´ de B(xs, εxs)
et de Ch ΞF , on extrait une sous-suite (ξqr) et une sous-suite (χ˜qr) con-
vergeantes respectivement vers un point ξ˜ de la boule B(xs, εxs) et un car-
acte`re χ˜ de Ch ΞF ; en passant a` la limite, on a donc, pour tout f ∈ F ,
0 = lim
r→∞
(fχ˜qr )
[ℓqr ](ξqr) = fχ˜(ξ˜) ,
ce qui est absurde, vu que ξ˜ ∈ B(xs, εxs) ⊂ Y
c
F . 
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