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Other uses, including reproduction and distribution, or selling or licensing copies, or posting to personal, institutional or third party websites are prohibited. There are many uncertainties associated with the wave models used to generate regional wave energy resource assessments.
In most cases authors
One of these sources of uncertainty is the temporal resolution of the wind input. Wave models are typically forced with 3-hourly synoptic wind fields. In reality, winds are highly turbulent and exhibit high spatial and temporal variability. Therefore, by using 3-hourly wind fields to force wave models, much of the high frequency nature of the wind climate is not captured, and this could lead to substantial errors when estimating the wave energy resource of a region. Until now, research has focused on the importance of spatial model resolution, with little attention given to the importance of temporal resolution. Here, we use the SWAN wave model to simulate an idealised storm event within an idealised model domain characteristic of the North Sea. The extent to which fluctuating wind affects wave power is examined, with a test case where wind, in the absence of gustiness, was input as the control. Wave power is a function of the wave period and the square of wave height, both of which are altered as a result of high frequency wind input. Our results indicate that, for this idealised study, the inclusion of wind variability at sub-hourly time-scales can lead to a difference in wave height of up to 35%, which corresponds to a difference of up to 56% in simulated wave power. Consequently, understanding and accurately simulating the high frequency nature of winds can improve the accuracy of regional wave energy resource assessments. Ó 2013 Elsevier Ltd. All rights reserved.
Introduction
Increased awareness of the need to combat climate change through reducing carbon emissions has driven government investment in the development of low carbon technologies [1] . The energetic environment of our shelf seas provides us with an opportunity to exploit the tidal and wave energy resource, and it has been estimated that the global wave power resource is around 2TW [2] . However, progress is slower for wave technology than it is for tidal stream technology, due to the stochastic nature of the wave resource. Tidal currents are primarily driven by astronomical forces which allow them to be predicted with accuracy over long time periods [3, 4] . In contrast, the wave energy resource is difficult to quantify beyond seasonal trends. Waves are largely driven by the prevailing wind field. The fluctuations within this wind field impact the wave resource -this change is particularly evident in the seasonality of the wave resource, which is much more energetic during winter months in contrast to the summer months [5] . Upfront investment is required to support developments in marine renewable technologies. The ability to accurately quantify the resource, and to understand the environment of proposed wave energy extraction sites, is important for developers and investors. Increased awareness of developments in the marine renewable energy industry is reflected in the scientific literature [6] . In particular, oceanographic modelling has an important role in advancing the development and progress of the marine renewable industry, since such models can be used to quantify the resource over various timescales, and so aid site selection. Models are validated using in situ and experimental data, and model outputs help inform our understanding of the natural environment. However, when comparing these model outputs to observed data, it is often found that wave models have difficulty accurately predicting extreme wave height values, and that wave models often underestimate larger wave events [7] [8] [9] . Being able to reduce wave model uncertainty is important so that we can have more confidence in wave model results -and so have more confidence in simulated wave energy resource assessments. A resource popular with developers is the Atlas of UK Marine Renewable Energy Resources [10] . However, this product only provides developers with mean wave power, and does not include detailed spatial and temporal variability beyond seasonal timescales; Neill and Hashemi [5] show that it is important to consider inter-annual variability when assessing the wave energy resource over long time periods, for example when considering long term trends in climatic indices such as the North Atlantic Oscillation. Wave growth occurs when the wind speed exceeds the phase speed of the waves [11, 12] . Traditionally, wave models are forced with 3-hourly synoptic wind fields; subsequently, high frequency wind gusts and their impact on the wave climate, are not being captured. The aim of our idealised study is to determine the importance of high frequency wind forcing on the simulated wave energy resource. The results of this study are also relevant to model simulations of wave-induced sediment transport, and for quantifying mean and extreme wave impacts on coastal structures.
Theory

The study region
The model region selected for this study is the North Sea, a semi-enclosed basin with an area of 575,000 km 2 located between the United Kingdom, the European continent and the Scandinavian peninsula. Neill and Hashemi [5] demonstrated that, although the wave energy resource of the North Sea is relatively modest, there is low inter-annual and intra-seasonal variability in the resource compared to other regions of the northwest European shelf seas; the North Sea could therefor be a reliable wave energy resource. However, the North Sea is known for its stormy nature and attempts have been made previously to accurately model extreme wave heights in this area [8, 13, 14] ; application of this work to the wave power industry has not yet been considered. Beels et al. [15] investigated the wave power resource of the North Sea and compared it with the north and south coasts of the UK. They concluded that, whilst the North Sea is certainly not as dynamic as the other shelf sea regions which surround the UK, areas to the west of Norway in particular do exhibit a certain amount of wave energy potential. Defining high frequency wind fluctuations will be more important for areas with less energetic wave climates, like the North Sea, than it would be for areas already earmarked for first generation wave energy extraction. As wave energy technology improves, the development of devices in less dynamic environments is likely to increase. In addition, wave energy devices in more quiescent environments will not need to be engineered to withstand the storms which more exposed shelf sea regions are subject to. Subsequently, through being able to accurately quantify the wave resource, we can help provide a clear pathway for future wave energy extraction.
The wave energy resource
Surface waves are a dominant oceanographic feature, driven by the prevailing wind. Fluctuations within this wind field will have a subsequent impact upon the wave energy resource [11] . Typically, wave models are forced with 3-hourly wind fields, and so higher frequency fluctuations within the wind field are not captured. Past research highlights concerns in the extent of wave variability which is not being resolved by wave model outputs [11, 14, 16, 17] . Wind generated waves can be subject to changes as a result of external forcing such as the fluctuations in the North Atlantic Oscillation, although the extent of this influence depends upon location [5, 18, 19] . These low-and high-frequency fluctuations need to be accounted for in the design of marine renewable energy technologies, in order to engineer the most efficient turbines, and to aid in site selection. Understanding wave influence and extent is also useful in determining some of the forces which marine current turbines will be subject to over the lifetime of the device.
Wave models
Increased computing power over the last decade has facilitated the generation of high frequency wind data for use in wave models. Traditionally, wave models are forced with 3-hourly data output from atmospheric models. This raises the following questions: 'How much variability is being missed by this 3-hourly wind forcing?' and 'Does including this high frequency variability have a significant impact on the wave model outputs?' The consequence of wind variability on the growth of wind waves has been previously considered. Results have demonstrated that wave growth rate, and subsequently wave energy, are both affected by high frequency wind variability [11, 12, 14, 16] . This theory has application for storm surge modelling, ocean circulation modelling, and potentially wave forecasting.
Methods
There were several stages in this study. A high frequency wind time series was obtained from the FINO-1 research platform in the North Sea and was analysed to determine the distribution of wind variability with respect to the mean. As a result of this analysis, an idealised wind field was generated for a 14 h storm event. This wind field was used to force the wave model SWAN in order to understand the importance of increasing wind variability and the impact that this variability has on simulated wave heights and wave power estimates.
The SWAN wave model
SWAN (Simulating WAves Nearshore) is a third generation wave model, and was used in this study to simulate the impact of high frequency wind fluctuations on the wave climate of an idealised domain. The SWAN model accounts for refractive propagation, is driven by boundary conditions and winds, and includes the processes of wind generation of waves, whitecapping, non-linear wave-wave interactions, depth-induced wave breaking, and bottom dissipation [20] .
Data sources
Wind data
The wind data used for analysis was obtained from the FINO-1 research platform in the German Bight. The data set is comprised of wind speed and direction at 1 min temporal resolution for the whole of 2007.
Analysis of real wind data
In order to correctly apply the results from the initial idealised experiments, wind variability needs to be characterised. Wind direction and wind speed data from the German Bight, was used for this analysis. The wind speed measurements from 30 m above sea level at the FINO-1 platform were extrapolated to 10 m above sea level using the method proposed by Karagali et al. [21] . The extrapolation is based upon a logarithmic relationship between the wind speed at 30 m and the height of the sea surface (Eq. (1)), where U2 is the wind speed at the height we are extrapolating to, U1 is the original wind speed, z2 is the height of the new wind speed, z1 is the height of the old wind speed, and z0 is the sea roughness length.
After extrapolation, a 3-hourly average of the wind speed was created to compare against the original data in order to investigate the variability which is not resolved by the 3-hourly wind fields, see Fig. 1 .
The 3-hourly wind averaged data and original 1-min wind data were statistically analysed to determine the relationship between high frequency wind data and 3-hourly averaged wind data. The normal distribution of the high frequency fluctuations and the 3-hourly averaged wind field data was checked using both the t-test and z-test statistical methods. For both of these tests, a significance level of 5% was used. Being able to characterise the wind data in this way is important for future work, where randomly sampled mean wind speed data will be applied to real wind data in order to generate a higher resolution wind field to force a SWAN model. 
Modelling the effects of a synthetic wind field within an idealised North Sea model domain
SWAN was forced using a simulated wind field with varying gustiness for a 14 h storm event over an idealised North Sea model domain, similar to that used in previous research [22] , where the width of the domain is 550 m, the length is 1000 km, and the (constant) depth is 75 m. This size of model domain was used in order to observe the effect of potential temporal wind variability on a simulated storm wave climate. Using a method similar to other such studies [12, 16] , a Gaussian function was used to represent the temporal variability of the magnitude of the wind storm event (Fig. 2) . The wind was initially input at 2 m/s, reaching a maximum of 22 m/s and returned to 2 m/s over the duration of the 14 h storm event. Onto this curve, a percentage of the wind speed between 0% and 90% was applied at each time step, representing wind variability or 'gustiness'. Time steps of 5 min, 30 min and 1 h were simulated for comparison. To maintain a fair test in this idealised case, the wind gusts were applied above and below the mean wind speed systematically so that a true assessment can be made. It was important that the mean wind input was unchanged for each of the tests. The resultant significant wave height and wave period outputs were then averaged over the whole model domain, and the spread of data observed. This method is intended to simulate potential temporal uncertainty effects on a synthetic wave climate. This information was then used to calculate the wave power using Twidell's equation for wave power, Eq. (2) [23] .
Importantly, wave power (P) is related to the square of the significant wave height (Hs) multiplied by the wave period (Te). Subsequently, even small changes to the wave height will result in a two-fold impact on wave power.
Results
Real wind data
From our analysis of the FINO-1 wind data, it is possible to see that by only inputting 3-hourly wind data into wave models, much of the high frequency variability is not being resolved (Fig. 1) . In particular, there is more wind variability not being captured during winter months, in contrast to summer months (Fig. 3) . This is important to consider, since it is during winter months that the UK experiences a peak in the wave power resource [24] . Our analysis of wind data showed it to be normally distributed, and as such allowed the use of a Gaussian distribution for the generation of the synthetic wind data. The extent of variability around the 3-hourly mean was also examined: the minimum amount of wind variability about the mean during this time period was 29%, and the maximum amount of variability about the mean was 100%. As such, in the next stage of this study we considered gustiness values between 10% and 90% about the mean.
Impact of synthetic wind variability on simulated wave power and wave orbital velocity
In this idealised experiment, two questions were addressed: 'What is the impact of reducing the wind time step on the simulated wave variables?', and 'To what extent does wind variability influence the simulated wave power?' The maximum wave height for each test is displayed in Table 1 . From these results, it is possible to calculate the percentage difference between these maximum values for each test. The difference in values as a result of changing the model time step could be as large as 35%. Similarly, if the time step remains constant, the largest difference in wave heights as a result of changing the extent of variability around the mean was 17%. Using the maximum values of wave height and wave period for each test, the maximum impact that changing wind time step has on the wave power over the domain was calculated, demonstrating that without the use of higher frequency wind input in wave model simulations, wave power could be underestimated by up to 56%. The results have been converted into wave power values to be plotted (Fig. 4) . The results clearly show the relationship between wind input and wave power. As the wind variability about the mean wind speed increases, the spread of potential values for the simulated wave power similarly increases. These values initially appear to be negligible for low values of wind variability (<50%). However, it is important to remember that small changes in wave height will have a two-fold impact on the calculated wave power. As the wind input time step decreases, so does the spread of the potential wave power results, thereby leading to more accurate simulations of the wave power resource. Subsequently, quantifying these stormy weather patterns is important for establishing more accurate wave power estimates.
The key message shown by Fig. 4 is that the inclusion of high frequency wind variability in wave models increases the spread of potential values for simulated wave power and wave height. This, combined with the reduction in the wind time step, narrows the spread of results, enabling more accurate wave power estimates. As such, it can be summarised, that high resolution wind input is crucial for improving confidence in wave power estimations. In addition, changes in the wave climate will also affect wave orbital velocities and associated bed shear stress [25] . Changes in wave orbital velocities could be an important consideration for tidal turbine efficiency in strong tidal flow regions such as the Pentland Firth, and changes in bed shear stress could have important impacts on the sediment dynamics of shallow exposed regions, such as Dogger Bank in the North Sea. 
Discussion
The aim of this study was to investigate how altering the wind input influences modelled wave parameters. As you would expect, changing the wind time step narrowed the spread of potential values for significant wave height. Subsequently, by using higher frequency wind data, more confidence can be placed in wave power estimations. Using sub-hourly wind data, we found a maximum difference in the mean wave power of 23%. Similarly, using wind fields with a wind time step of less than 3 h shows a maximum difference in wave power values of 56%. Furthermore, the high frequency wind data obtained from the FINO-1 research platform suggests that wind variability around the mean wind values could be as large as 100%. Although this data was obtained from just one area in the North Sea, it is likely that this considerable variability is being missed from wind recorded elsewhere, particularly in more exposed regions such as the North Atlantic. Our results show that by not accounting for these extreme values of wind variability, wave heights could be underestimated by up to 17%. Spring, summer, early autumn and December extreme wind values lie relatively close to the mean, whilst during late autumn and winter the spread of extreme values around the mean increases (see Fig. 3 ). In general, results show that the greatest amount of uncertainty lies within the winter months. Using wind input with this degree of uncertainty during what would be the most productive time of year for the wave power industry, wave heights will not be correctly modelled, and this could effect the wave power estimates for a region. This idealised study has provided the foundation for future work which will apply high frequency wind gusts to two-dimensional wind fields, enabling us to model a more realistic scenario which will include directional input over a longer time period. It is hoped that through this work we will be able to solve the problem of extreme wave height under-prediction by wave models and, alongside other studies [5] , aid wave power development by helping to more accurately quantify the wave power resource, enabling more confidence to be placed in wave power estimates. This investigation can be applied to a more realistic North Sea wave model. Once the relationship between the variability within the wind speed and wind direction data have been analysed, it can be applied to wind data for the whole of the North Sea to obtain an accurate spatial representation of the wind field. SWAN can be forced with this wind field and run for a year or longer to produce annual wave power estimates for the North Sea. In order to get an accurate representation of the North Sea environment, accurate variable bathymetry data can be input into the SWAN model (Fig. 5) . SWAN allows the selection of areas within the domain for the output of data. As such, it could be interesting to obtain outputs from a number of locations across the domain to see how the wave field develops over an annual cycle. This data could then be applied to estimate wave effects on structures, for example tidal energy turbines in the Pentland Firth, or on the suspension and movement of sediment around sandbanks (e.g. Dogger Bank, North Sea). The influence of tides on the wave resource has not yet been included in this study, and is likely to be a natural step forwards with this research.
Conclusion
By forcing wave models with high frequency wind, more accurate representations of the wave environment should be created, which will aid predictions of the wave power resource. In future, this can be applied to resolving the stress of extreme wave scenarios on marine current turbines and correctly determining the impact of marine current turbines, on for instance, features such as offshore sandbanks [26] . Much more research needs to go in to making both tide and wave models as accurate as possible in order to reduce the uncertainties within the model results. In order to truly demonstrate the available wave resource, there are also many other variables which need to be looked at, such as wave-current interactions and multi-directional wind input. Future research will endeavour to accurately model and determine the extent of marine interaction with tidal turbines and their subsequent feedback mechanisms. This work will include the combination of currents and all wave conditions for local scale spectral test cases.
