The maximal symmetric ring of quotients Q R , as defined by Utumi, is a symmetric version of the maximal ring of quotients of R. For the most part, we w x study this ring when R s K G is a group algebra. For example, we show that if G w x Ž . is a free product of groups and if R s K G is a domain, then Q R is usually Ž . equal to R. On the other hand, there are certainly groups for which Q R is properly larger than R and we construct a number of such examples. ᮊ 1996 Academic Press, Inc.
INTRODUCTION
Generalizing the concept of the field of fractions of a commutative domain to the noncommutative setting has yielded several rings of quo-Ž . tients, for example, the Martindale ring of quotients Q R and its l l Ž . symmetric version, the symmetric ring of quotients Q R . These ring s constructions have been used in the study of PI rings, the Galois theory of rings, and prime ideals in ring extensions.
However, our viewpoint is that quotient rings are interesting in their own right. In this paper we shall study a symmetric version of the maximal Ž . ring of quotients Q R which we call the maximal symmetric ring of max Ž . quotients and denote by Q R . It appears that this ring construction was w x first discovered by Schelter in 9 .
In Section 2, we will define the maximal symmetric ring of quotients and obtain some of its basic properties, including the fact that it is a closure operation on rings. The focus of the rest of the paper will be on the Ž . question of which rings R satisfy the condition Q R s R. We say that such a ring is -closed. This question will be considered, for the most part, in the context of group rings. In Section 3, we obtain conditions which guarantee that a ring is not -closed and examine some group rings satisfying those conditions. After showing, in Section 4, that the maximal symmetric ring of quotients of a 2-fir can be expressed quite simply, we show, in the remaining sections, that the group algebras of a fairly large class of free products of groups are -closed. In particular, we define a free product F of groups to be controlled by a group G if G is a homomorphic image of one of the factors of F. Assuming F is a nontrivial w x free product of groups, we are able to show that the group ring K F is w x -closed if K F is a domain and one of the following conditions hold:
w x i K F is a 2-fir.
Ž .
ii F is a free product of an infinite number of nontrivial groups.
iii F is controlled by a nontrivial ordered group.
Ž . iv F is controlled by an infinite poly abelian-by-finite group.
In proving the results above, we obtain some interesting results concerning factorization and essential one-sided ideals in group rings of free products of groups. Also, in Section 6, we obtain conditions under which the maximal symmetric ring of quotients of a crossed product can be embedded in a Malcev᎐Neumann ring. These results turn out to be crucial in proving the results in the final two sections.
This paper constitutes my doctoral thesis, which was written under the supervision of my advisor, D. S. Passman. I thank him for his guidance and kind assistance in my research leading to this paper.
DEFINITION AND BASIC PROPERTIES
Let us first establish some notation and basic definitions. If R is a ring and X is any object on the left of which R can act, then we denote the left Ž .
annihilator of X by l l X ; if R can act on the right of X then we denote R Ž . the right annihilator of X by r X . Recall that a right ideal B ; R is said R Ž y1 . 
Ž
. P ROPOSITION 
abstract characterization of Q . If R is a ring then

Ž . Q s Q R satisfies the following properties:
Ž .
i R is a subring of Q.
Ž . ii If q g Q then there is a dense left ideal A ; R and a dense right ideal B
; R such that Aq, qB ; R.
Ž .
iii 
Ž . Ž . Furthermore, if QЈ is a ring satisfying properties i ᎐ iv abo¨e then there is an isomorphism from Q to QЈ which is the identity on R.
The proof of this result is routine, so we refer the reader to Chapter 24 of w x 8 .
Ž . It will also be useful for us to characterize Q R in terms of certain Ž . R-submodules of Q R . DEFINITION 2.2. Let R be a ring and P an overring of R. If V ; P R then we will say that V is a dense right R-submodule of P provided V l R is a dense right ideal of R.
There is an analogous definition for dense left R-submodules of P.
For the next lemma, recall the following construction of the maximal Ž . Ž . ring of quotients Q R of a ring R. Let E s E R be the injective hull max R Ž . of the regular module R . Then Q R sEnd E, acting on the right,
where H s End E, acting on the left. Also, let e g E be the copy of R 0 1 g R .
R
Ž . LEMMA 2.3. Let R be a ring and P a subring of Q R containing R.
max Suppose V is a right R-submodule of P. x VlR is the residual of V l R with respect to x in R. Let g x V, where x y1 V is the residual of V with respect to x in P. Then x g Ž . V ; Q R so there is a dense right ideal B ; R such that x B ; max y1 Ž . Ž y 1 . VlR. Then B ; x VlR so a B s 0. Thus a s 0 so a x V s 0. But V is a dense right ideal of P so we have a s 0. Therefore, Ž y1 Ž ..
Ž . i If V is a dense right ideal of P then V is a dense R-submodule of P.
Ž . ii If V is dense then VP is a dense right ideal of P.
Ž . Ž . iii If V is dense and g: V ª Q R is an R-homomorphism then
l l x VlR s0 ᭙xgR so V l R is a dense right ideal of R, as R required.
Ž .
ii Clearly VP is a right ideal of P. Let g P and we will denote y1 Ž . the residual of VP with respect to in P by VP and the residual of y1 Ž . VlR with respect to in R by V l R . Now can be viewed as a right R-module homomorphism from a dense right ideal of R into R and the inverse image of the dense right ideal V l R under this mapping is a y1 Ž . Ž y 1 Ž .. But, by definition, V l R is a dense right ideal of R so this implies that the Ž . element hg* e s 0. Hence, the map q is well-defined and it is easily 0 Ž . seen that it is a left H-homomorphism so q g End E s Q R . If 
ii Ž . so, since V is dense, wq s wf. Thus, we only need to show that q g Q R .
By the left-hand analogue of part iii of the previous lemma, there is an l l Ž . element qЈ in the left-hand maximal ring of quotients Q R such that max wqЈ s wf ᭙ w g W. Then there is a dense left ideal A ; R such that AqЈ ; R. Now W l A is a dense left ideal of R and we have
Next we show that the maximal symmetric ring of quotients, like the maximal ring of quotients, is a closure operation. It is known that this is Ž w x. not true for the symmetric ring of quotients see Proposition 4.5 of 6 .
Ž . THEOREM 2.5. If R is a ring and P an o¨erring with R ; P ; Q R then Ž .
Ž . Q P s Q R . Therefore, Q is a closure operation on rings.
Proof. Let us show that Q R satisfies the abstract characterization of Ž .
Ž . Ž . Ž . Q P . Since R ; P ; Q R , property i is trivial and properties iii and Ž .
Ž . Ž . iv follow immediately from properties iii and iv , respectively, of the Ž . Ž . alternate abstract characterization of Q R and part i of Lemma 2.3.
Ž . For property ii , let q g Q R . Then there is a dense right ideal B ; R Ž . such that qB ; R. By Lemma 2.3 ii , BP is a dense right ideal of P and Ž . q BP ; P. The analogous left-hand statement holds so this estab-Ž . Ž . Ž . lishes ii . Thus Q R satisfies the abstract characterization of Q P so Ž .
Ž . Q P s Q R . The second statement of this theorem obviously follows from the first.
This theorem suggests that the ring Q R will often be much larger Ž . than R. Another sense in which Q R is large is that it contains any ring of ''fractions'' of R, as follows. Recall that a multiplicative system T of regular elements is a right divisor set if for any t g T and r g R there are elements r Ј g R and tЈ g T such that tr Ј s rtЈ. For any right divisor set T one may form the localization RT y1 . Left divisor sets satisfy an analogous definition and if T is a left divisor set then one may form T y1 R. We shall say that T is a two-sided di¨isor set if it is both a right divisor set and a left divisor set and it is easy to show in this case that RT y1 s T y1 R. Also, if t g T then it is easy to see that tR and Rt are dense right and left ideals y1 Ž .
y1
Ž . of R, respectively. Thus t g Q R and this shows that RT ; Q R .
Ž .
Thus a localization over any two-sided divisor set is contained in Q R . In the next lemma, we show that there is a maximum two-sided divisor set.
Ž . LEMMA 2.6. Let R be a ring. If U and V are right left di¨isor sets in R then so is the multiplicati¨ely closed set generated by them. Therefore, R has a Ž . Ž . maximum right left two-sided di¨isor set.
Proof. Let W be the multiplicatively closed set generated by right divisor sets U and V. Clearly every element of W is regular and 1 g W so W is a multiplicative system. Let w g W and r g R and we will show ᭚ wЈ g W and r Ј g R such that wr Ј s rwЈ. We prove this by induction on the minimum number n of nontrivial factors from U in any expression for w. If n s 0 then w is an element of the right divisor set V so we are done. Thus, assume n ) 0. Then we can write w s xu¨, where x g W can be expressed using n y 1 factors from U. By the inductive hypothesis ᭚ xЈ g W and r ٞ g R such that r ٞ s rxЈ. Because U is a right divisor set ᭚ uЈ g U and r Љ g R such that urЉ s r ٞ uЈ and then because V is a right divisor set ᭚¨Ј g V and r Ј g R such that¨r Ј s r Љ¨Ј. Setting wЈ s xЈuЈ¨Ј g W we have wr Ј s xu¨r Ј s xurЉ¨Ј s xr ٞ uЈ¨Ј s xrЈuЈ¨Ј s rwЈ, as required.
An analogous proof works for left divisor sets. Thus if T is the multi-Ž . Ž . plicatively closed set generated by all right left two-sided divisor sets Ž . Ž . then T is a right left two-sided divisor set and it is clear that it is the maximum one.
If T is the maximum two-sided divisor set of the ring R then we define Ž . 
ii If R is a domain then so is Q.
Proof.
Ž . Ž .
i Let X be a subset of Q with l l X s 0 and suppose X s 0 for q R some q g Q. There is a dense left ideal A ; R such that Aq ; R. Then Ž .
Ž .
Aq X s A qX s 0 so Aq s 0. Thus, q s 0 so l l X s 0. The other Q implication follows similarly.
Ž . r q s 0. Thus, Q is a domain.
Q
Now we can give an example of a ring whose maximal ring of quotients is strictly larger than its maximal symmetric ring of quotients. Let R s ² : K x, y be the free algebra on two letters over the field K and note that Ž . the lemma above implies that Q R is a domain. Now the right ideal Ž .
I s xR q yR is easily seen to be two-sided and certainly l l I s 0 so I is R dense. We can define an R-homomorphism f : I ª R by extending linearly Ž . Ž . Ž . from f x s 1 and f y s 0, so ᭚q g Q R such that qy s 0. There-
Ž .
A ring R is said to be symmetrically closed if Q R s R. It turns out s that this is a desirable property for a ring to possess. Similarly, we define a Ž . Ž . ring R to be -closed if Q R s R. As we have already seen, Q R for any ring R is itself -closed. In the rest of this paper we shall be Ž . concerned with finding rings mainly group rings which are -closed. We begin in the next section by looking at group rings which are not -closed.
SOME GROUP RINGS WHICH ARE NOT -CLOSED w x
To show that a group ring K H is not -closed it suffices to find a w x normal subgroup N e H whose group ring K N is not -closed. We will prove this fact in the next proposition in the more general context of a crossed product R s S)G of a ring S and a group G. Recall that this means that R is an associative ring with identity which is a free right Ä < 4 Ž S-module with basis G s g g g G . In addition, there is a map the
Ž . and a map the twisting : G = G ª U S , the group of units of S, such Ž . that xy s xy x, y for all x, y g G. Multiplication in S)G is performed using these maps and addition is performed in the natural manner. The associative law in S)G imposes certain further conditions on and Ž w x. see 7 . Note that by a change of basis, if necessary, we can and will assume that the basis G contains the multiplicative identity of R. Also, we will generally write s x instead of s Ž x . for s g S and g G. As an example, w x if we take H and N as above, then K H is the crossed product 
Ž .
show that there is a unique element q g Q S such that a q s aq Ž . and q b s qb for all a g A and b g B. One can then show that Ž . q ¬ q is an automorphism of Q S which extends and that any two Ž . such extensions must be the same. Thus, we may view Aut S ; Aut Q S and the same equations which guarantee that S)G satisfies the associa-Ž . Ž w x. tive law also hold in Q S see 7 . Thus, there is a unique crossed Ž . product Q S )G whose multiplication is consistent with the multiplication in S)G. In regard to this crossed product we have PROPOSITION 3.1. Let R s S)G be a crossed product of a ring S and a group G. The following facts hold:
i If B is a dense right ideal of S then BR is a dense right ideal of R. An analogous statement holds for left ideals.
Ž . Ž . ii There is a subring P of Q R containing S such that P ( Q S .
Furthermore, if U is the subring of Q R generated by P and G then 
iii If S is not -closed then neither is R. 
ii Set < P s g Q R A, B;S for some dense ideals A ; S and B ; S .
Ä 4 Ž . S S
The usual arguments involving dense ideals show that P is a subring of Ž . Ž . Q R . To show that P ( Q S we will show that it satisfies the abstract Ž .
Ž . Ž . characterization of Q S . Clearly, conditions i and ii are satisfied. If
Ž .
Bs0 for some g P and some dense right ideal B ; S then BR s 0 so, since BR is a dense right ideal of R, it follows that s 0. A similar Ž . argument holds for dense left ideals so P satisfies condition iii .
Ž . For condition iv , let A ; S and B ; S be dense ideals and 
If y g G then for each x g G there is a unit g S with yx s yx . Ž .
Now f Ј is clearly additive so this shows that it is a left R-homomorphism. Similarly, g Ј is a right R-homomorphism. The compatibility of f Ј and g Ј Ž . follows formally from the compatibility of f and g. Thus ᭚ g Q R which agrees with f Ј on RA and g Ј on BR so a s af for a g A and Ž . b s g b for b g B. Thus A, B ; S so g P and this establishes Ž . Ž . condition iv . Therefore, P ( Q S .
Let U be the subring of Q R generated by P and G. If x g G and g P with a dense left ideal A ; S and a dense right ideal B ; S such Ž . B ;S so g P. Thus, in any product of elements from P and G, one can move the elements of G to the left through conjugation of the intermediate elements of P. The resulting product of elements of G on the left can then be expressed as an element of G times a unit of S ; P. The expression then has the form x , where x g G and g P. Since elements of U are sums of products of elements from P and G, this shows that any element of U can be written as a finite sum of the form Ý
x .
To show that the expression is unique, suppose Ý x s 0. There is a
dense right ideal B ; S such that B ; S for each of the finitely many
already shown that P s P ᭙ x g G so we have established that U s P )G.
Ž . Since there is only one crossed product Q S )G in which the action and twisting are consistent with the action and twisting in S)G, it follows that Ž .
Ž . iii This part follows immediately from the fact, shown in part ii ,
Ž . iv Clearly the second statement follows from the first and part iii .
Ž . Ž . To prove the first statement we only need to show Q R ; Q S )G, so Ž . where supp r denotes the support of r, i.e., the elements of G appearing with nonzero coefficients in the expression for r. Both sides of this equality Ž . are independent so the expressions must be a constant finite set T s Ž .
For each x g T and each b g B we have
Note that a proof similar to the one above can be used to establish an Ž . Ž . Ž . analogous result for Q for parts i ᎐ iii . It should be noted that part i max w x was first observed by Formanek 3 . In searching for a condition guaranteeing -closure, one naturally w x should consider any condition which implies symmetric closure. In 6 , Passman showed that the following equivalent conditions on a group G w x imply symmetric closure for the group ring K G :
1 Every nontrivial conjugacy class of G is uncountable.
2 Every nontrivial normal subgroup of G is uncountable.
3 If H is a countable subgroup of G then core H s 1.
Ž A group satisfying any of the above conditions is said to be separated this w x w x . definition comes from 7 ; in 6 these groups are called strongly separated . Unfortunately, the condition fails to guarantee -closure, as the net Ž . example suggested to the author by Passman shows: EXAMPLE 3.2. Let G be the matrix group
where F is an uncountable field of characteristic zero and M is an uncountable multiplicative subgroup of F.
First we will show that G is separated. Let H be a countable subgroup of G and we will find an element t g G such that
which is isomorphic to the additive group F. Since F has characteristic zero it follows that A is torsion-free abelian. Thus, if K is a field then
We can also apply Proposition 3.1 to determining the maximal symmetric ring of quotients of the group algebra of a polycyclic-by-finite group. w x EXAMPLE 3.3. Let R s K H , where K is a field and H is a polycyclicby-finite group. Recall that this means that H has a subnormal series
Ž . either infinite cyclic or finite. We shall determine Q R . Now it is max known that H must contain a normal poly-infinite cyclic subgroup N of w x finite index in H. If we let S s K N and G s HrN then R s S)G is a crossed product of a noetherian domain S and a finite group G. Then Ž . Ž . Q S sQ S s F is a division ring and by the version of Proposition max cl Ž . Ž .
ii which holds for Q
we have R ; F )G ; Q R . Nearly the max max same proof which shows that a group ring of a finite group over a self-injective ring is self-injective also shows that a crossed product of a Ž w x. self-injective ring and a finite group is self-injective see Connell 2 . But F is self-injective and G is finite so F )G is self-injective. Thus, the Ž .
Now F is also the left-hand classical ring of quotients of S, so the same argument above establishes that the left-hand maximal ring of quotients
Our next goal will be to show that group rings of infinite symmetric groups are not -closed. First, let us note that a right ideal B is dense in a w x Ž t .
group ring R s K G if and only if l l F B s 0 for all finite subsets t g T R T ; G. Indeed, the necessity of this condition is obvious, so, conversely, let us assume the condition holds for some right ideal B ; R and show that B is dense. Let
tgT R so, since x was an arbitrary element of R, it follows that B is a dense right ideal of R. The next lemma provides us with a useful pair of dense one-sided ideals. T be such a subset and clearly we can assume 1 g T. Now F I t ;
LEMMA 3.4. Let G be a group and suppose that G contains a subgroup H with the property that for e¨ery finite subset T ; G, no finitely generated subgroup of H contains F H t . If K is a field and I the augmentation ideal
This holds for every t g T so Ž . Ž . 1yygJ. As y f M it follows that supp ␣ l supp ␣ y s л so ␣ 1 yy / 0. Therefore, ␣ J / 0 so, since ␣ was chosen as an arbitrary nonzero Ž .
element of S, we have l l J s 0. Now J ; I ; S since 1 g T, and R is
dense is similar. w x We can now adapt the proof of Lemma 6.1 of 6 to prove THEOREM 3.5. Let G be a group and K a field. If G contains a countably infinite locally finite subgroup H with the property that for e¨ery finite subset
Proof. Setting H s N, one can essentially repeat the proof of Lemma w x 6.1 of 6 to establish this result. In that lemma, N was assumed to be a w x normal subgroup of G, but that was only necessary to establish that IK G w x w x is a two-sided ideal of K G , where I is the augmentation ideal of K H . w x w x Here we only need to know that IK G and K G I are dense right and left ideals of R, respectively, and those facts follow from Lemma 3.4 above. Other than these observations, the two proofs are identical so we refer the w x reader to 6 . We apply the above theorem to group rings of infinite symmetric groups: EXAMPLE 3.6. Let U U be an infinite set and N the group of permutations on U U which move only a finite number of ''letters'' in U U. Choose some countably infinite subset of U U and let H be the subgroup of N which moves only those letters. Then H is a countably infinite locally finite subgroup of N. If T is a finite subset of N then there are only finitely many letters of U U involved in the cyclic decompositions of the elements of T so infinitely many elements of H are fixed under conjugation by the elements of T. Hence, F H t is infinite. But any finitely t g T generated subgroup of H is finite so F H t is not contained in a t g T w x finitely generated subgroup of H. Thus, the theorem implies that K N is not -closed.
Ž . Ž . Furthermore, if we let G s Sym U U then N eG so Proposition 3.1 iii w x implies that K G is not -closed. Note that if U U is uncountable then G contains no countable normal subgroups, so it is separated. Thus, we have found another example of a separated group whose group ring is not -closed.
One obstacle to working with the maximal symmetric ring of quotients is determining which one-sided ideals are dense. There does not even appear to be a simple characterization of dense ideals for prime rings. Thus, in the remainder of this paper, we shall circumvent this problem by working mostly with group rings which are domains. In this context, a right ideal is dense if and only if it is essential in the ring, i.e., if and only if it meets nontrivially every nontrivial right ideal of the ring. We close this section with a necessary condition for such a ring to be -closed. w x PROPOSITION 3.7. Let R s K G be a group ring which is a -closed ² : domain. Then, for any g g G _ 1, there is a g -orbit in G under conjugation which is infinite.
Proof. We will prove the contrapositive, so suppose ᭚ g g G for which ² : Ž . every g -orbit in G is finite. We claim that 1 y g R is an essential right ideal of R. Let r g R _ 0. Since there are only finitely many elements involved in the support of r, it follows that g n centralizes r for some n. Now R is a domain so g n / 1. Hence, 1 y g n / 0 and we have
Ž . This proves the claim and, similarly, R 1 y g ess R so 1 y g is invertible R Ž . in Q R . But 1 y g cannot be invertible in R since it is contained in the
Any nontrivial free product of groups whose group algebra is a domain satisfies the conclusion of the above proposition. Our ultimate goal for the rest of this paper is to show that group algebras of a fairly large class of free products of groups are -closed. In particular, it will follow that the group algebra of a nonabelian free group is -closed. Group algebras of free groups are 2-firs so we begin by examining 2-firs.
THE MAXIMAL SYMMETRIC RING OF QUOTIENTS OF A 2-fir
In Section 5, we will show that if the monoid algebra of a nontrivial free product of monoids is a 2-fir then it is -closed. In particular, it will follow w x that free algebras are -closed. Kharchenko 4 proved that a free algebra is symmetrically closed using the fact that it satisfies the weak algorithm Ž and virtually the same proof shows that it is -closed see Theorem 13.11 w x. of 7 . The disadvantage of that approach for us is that it does not even work for the group ring of a free group since such rings do not satisfy the weak algorithm. w x In 6 , Passman showed that group rings of free groups are symmetrically closed by using the fact that a free group contains a ''large'' normal separated group and then proving that this forces the group ring of the whole group to be symmetrically closed. This technique undoubtedly works for more general free products, so a potential approach would be to first show, in this way, that such monoid algebras are symmetrically closed and then show that the symmetric and the maximal symmetric rings of quotients are the same by showing that every dense one-sided ideal contains a nontrivial two-sided ideal. Unfortunately, the latter condition generally does not hold, as we now show for the free algebra. Since we will be working with a domain, recall that a right ideal of a domain is dense if and only if it is essential. Proof. Let S be the free monoid on x, y, . . . , making R the monoid w x algebra K S . Let Ä 4 q иии qt r s 0 with r g R _ 0 and distinct t g T for 1 F i F n, then a n n i i Ž . term from t r would have to combine with say a term from t r . But 1 1 2 2 this would imply that t is an initial segment of t or vice versa and that 1 2 cannot happen for distinct elements of T. Note that D s Ý tR.
We claim that D is an essential right ideal containing no nonzero two-sided ideals. Indeed, let 0 / r g R with deg r s n, where deg r denotes the length of the longest element in supp r.
Note that any element t g T ends with the letter x so for such an element there is a corresponding element tЈ g S such that t s tЈ x. We Ž . define a map : D ª R by t s tЈ for all t g T and then extend linearly. This map is clearly an
Ž . To show that q f Q R we need to show that there are no nonzero r two-sided ideals I e R with qI ; R. Since D contains no nonzero two-sided ideals, we will be done if we can show that qr g R « r g D. Given such an element r, we may subtract from it all monomials with an initial segment in T as this will not affect whether r g D or not. Thus, without loss of generality, each element in supp r has no initial segment in T.
Choose n to be a nonnegative integer with n ) 1 q deg r. Then ryx n g D and, by our assumption about initial segments in supp r, every element
, we have ryx s ryx and hence qr yx s q ryx s Ž n . ny 1 ryx s ryx . But qr g R so each element in the support of the left-hand side has a final segment yx n while each element in the support of the right-hand side has a final segment yx ny 1 . Clearly then the two supports must be empty so r s 0 g D.
Ž
. Any domain which is not a division ring contains by Zorn's lemma a proper dense right ideal upon which one can define a homomorphism which is not left multiplication by an element of the ring. Hence, any proof that a given domain R is -closed ultimately must rest upon an analysis of Ž . the compatibility condition, i.e., one must show that the equation a qb s Ž .
Ž . a b for q g Q R implies q g R. Thus, one must analyze a factorization problem in R.
In general, factorization is not well understood. However, if R is a 2-fir Ž . then we know enough to enable us to identify Q R . The following lemma says that if two elements of a 2-fir R have a common left multiple then they have a greatest common right divisor. LEMMA 4.2. Let R be a 2-fir. If R␣ l R␤ / 0 for some ␣ , ␤ g R then ᭚␥ g R with R␣ q R␤ s R␥ . The right-hand¨ersion holds as well.
Proof. Consider the left ideal R␣ l R␤ and suppose it is nonzero. If it is principal then we are done, so let us assume it is not and derive a contradiction. It is free since R is a 2-fir so it contains a free left ideal of Ž . unique rank 2. But then all free left R-modules of rank 2 have unique rank.
Let
We claim that K is free of unique rank. Indeed, if we define : F ª R to be the projection of the first component then, because ␤ / 0 and R is a domain, it follows that Ž . Ž . K l ker s 0 so K ( K. But K , being a homomorphic image of F, is generated by two or fewer elements so it and, hence, K are free of unique rank. Now we have
Ž . Ž with rank R␣ q R␤ G 1 and rank K G 1 so we must have rank R␣ q . Ž . R␤ srank K s 1, a contradiction.
Ž .
Recall that Q R is the maximal symmetric Ore localization of the ring O O w x R. The proof of the following proposition is essentially due to Lewin 7 .
In Section 2, we showed that Q R ; Q R always holds so it
suffices to produce a two-sided divisor set T such that Q R s RT . Let
T be the set of elements in R which are invertible in Q R . Let Ž . contained in the left-hand side so 1 s t␥ for some t g R. Since Q R is a domain it follows that ␥ s t y1 so t g T, which implies that q g R␥ s y1 y1
y1 y1
Rt ; RT . Hence, Q R s RT so RT is a ring, which implies that T is a right divisor set. The same argument applied to the right ideal Ž . Ž .
y1 aq R q aR shows that Q R s T R so T is also a left divisor set.
This proposition puts us in a position to show that certain monoid algebras are -closed.
MONOID ALGEBRAS OF FREE PRODUCTS OF MONOIDS
We consider the following objects in this section: Let I I be an index set Ä 4 with at least two elements and X a family of nonidentity cancellation
w x monoids such that the monoid algebras K X over the field K are domains. Let M s Ł U X be the free product of the X 's, i.e., the set of
words using the elements of the X 's as ''letters'' with multiplication i w x satisfying only the relations of each X . Let R s K M be the monoid i algebra over K. We will show that R is closed with respect to taking the maximal symmetric Ore localization.
We adopt the following terminology and notation. If 1 / x g X for p some p g I I we will say that x is a cell of type p. If Y is a subset of R and w x Y;K X then we will say that Y is homogeneous of type p. Given an There is a way of expressing elements of R which will be useful. Let Ž .
␣ g R. If l l ␣ G 0 then simply write ␣ in reduced form. Otherwise,
group together elements of lengths l l ␣ and l l ␣ y 1 and, within that grouping, group together elements with the same initial segment of length Ž .
l l ␣ y 1. By factoring, we obtain a unique expression of the form
ii ⌳ ; M with l l m s l l ␣ y 1 for all m g ⌳, and
Ž . Ž .
iii r g R _ 0 with l l r F 1 and m sep x ᭙ x g supp r for each m m m m g ⌳ .
We will refer to this representation as the right leading form of ␣. Note Ž .
that, by the definition of l l ␣ , there is always an r of length 1 m and longest elements in supp ␣ are of the form m) z, where m g ⌳ and 1 / z g supp r . We will also use the left leading form, i.e., if ␤ g R and
where the symbols on the right satisfy conditions analogous to i ᎐ iii above. We shall say that ␣ is right compressible if there is a homogeneous Ž . Ž .
Ž .
Note that for any ␣ g R, a simple inductive argument on l l ␣ establishes that there is an element u g R which is a product of homogeneous units of R such that ␣ u is right incompressible. Žw x. The first two results which follow were first proved by Cohn 1 . We offer proofs in order to keep our discussion self-contained. The following lemma provides information about longest elements in the support of the product of two elements of R. l l ␣ ) 0 and we write the right leading form of ␣ as in 1 .
then supp ␣␤ s supp ␣ so l l ␣␤ s l l ␣ . Also, the conclusion in i Ž . Ž . holds and, under the hypothesis in ii , the conclusion in ii holds.
Thus, in the sequel we assume l l ␤ ) 0 so we can write the left
s n g ⍀ . Let h be the initial segment of length l l ␣ of a longest n Ž . Ž . element in supp ␣␤ and note that in order to prove ii , it would suffice Ž . to prove the conclusion in i , i.e., h g supp ␣. Thus we will proceed by Ž .
first assuming ⌬ is not homogeneous and showing that l l ␣␤ s L and Ž . the conclusion in i holds and then assuming ⌬ is homogeneous of type p Ž . Ž .
and showing that l l ␣␤ s L y 1 and the conclusion in ii holds.
Case 1. ⌬ is not homogeneous. Then l l ␣␤ s L and h g supp ␣.
Proof. First, we claim that there are elements x g supp ␣ and y g Ž .
supp
Suppose ␣ g supp ␣ and b g supp ␤ are any elements such that l l ab
The only way that this can happen is for l l a s 
Ž . Ž .
Suppose there is an element e g ⌳ such that l l r s 1 and l l r s s 1. is of type p and, as we noted above, the final cell of e and the initial cell of Ž .
fare not of type p. Hence, e sep z and z sep f so l l e) z ) f s L y 1.
As ezf g supp er s f it follows that l l er s f s L y 1. 
It follows that there are elements x g supp ␣ and y g supp ␤ such that Ž .
Ž . Now we can prove several general properties of R.
PROPOSITION 5.2. The following facts hold:
Ž . i R is a domain.
Ž .
ii The units of R are products of homogeneous units.
Proof. Let ␣ , ␤ g R. As we observed before Lemma 5.1, there is an element u g R which is a product of homogeneous units such that ␣ u is Ž . Ž . ␣ u s k g K _ 0 so ␣ s ku is a product of homogeneous units and ii is proved.
Cohn proved a result more general than i , namely that free products of Ž . domains are domains. He also proved ii . It should be pointed out that the Ž w x w x. treatment above is similar to his treatment see 1 or 5 , but with different terminology. Now we can obtain a characterization of principal essential ideals of R.
Proof. Suppose ␣ is not a unit and let us show that ␣ R is not essential in R. As we observed before Lemma 5.1, there is a unit u such that ␣ u is incompressible. But then ␣ u is a nonunit and ␣ uR s ␣ R so we can simply assume without loss of generality that ␣ is incompressible. Since ␣ Ž .
is not a unit and since we can clearly assume ␣ / 0 we have l l ␣ ) 0 so Ž . let the right leading form of ␣ be as in 1 .
Ž . Ä < 4
We choose an element g g M of length l l ␣ as follows:
is not homogeneous then choose g so that g f supp ␣ and l l g s l l ␣ .
Ä < 4 Otherwise, if r m g ⌳ is homogeneous of type p then let g be any m Ž .
element of length l l ␣ whose final cell is not of type p. In the first case,
Ž .
such a g can be found because l l ␣ ) 0 so there are infinitely many
elements in M of length l l ␣ since the K X 's are domains while supp ␣ is a finite set. In the second case, such a g can be found because, Ž . < < again, l l ␣ ) 0 and I I G 2.
Now that g has been chosen, suppose the final cell of g is of type Ä 4 w x Ž qgI I. Choose r g I I _ q and select a nonzero nonunit s g K X such r . as an element from the augmentation ideal . Form the element ␥ s gs and Ž .
note that this expression is the right leading form of ␥ since l l s s 1 and
for any homogeneous element t g R, l l st
the initial segment of length l l ␣ of any longest element in supp ␥␦ .
But, by the choice of g, the same lemma implies that g cannot be the Ž . Ž .
initial segment of length l l ␣ of any of the longest elements in supp ␣␤ .
Thus, there can be no longest elements in either support, i.e., both supports are empty. Hence, ␣␤ s ␥␦ s 0 and since ␤ and ␦ were arbitrary it follows that ␣ R l ␥ R s 0. Therefore, ␣ R is not essential in R.
In regard to maximal Ore localizations, this theorem implies -closed. A polynomial ring in one variable over a field and a group ring of an infinite cyclic group are both 2-firs so it follows that free algebras and group rings of free groups on two or more variables are -closed.
Ž . COROLLARY 5.4. Any element of Q R which has an in¨erse in R is
Many standard examples of domains have the property that the maximal symmetric ring of quotients of the domain is generated by the domain and inverses of certain elements in the domain. Now we see that the free products in this section also satisfy this property. However, using the results of this section, we can find a ring which does not satisfy this ² : property. Let SЈ s K x, y be the free algebra on x and y over the field K and let IЈ be the ideal of SЈ generated by x. Set RЈ s K q IЈ and note that RЈ is a domain. Now 0 / IЈe RЈ so IЈ is left and right essential in RЈ.
Ž . For any s g SЈ, sIЈ, IЈs ; IЈ ; RЈ so RЈ ; SЈ ; Q RЈ . But then by Ž .
Ž . Theorem 2.5 and the last corollary we have Q RЈ s Q SЈ s SЈ. Since the only elements of R invertible in SЈ are the elements of K we see that Ž . Q RЈ is not generated by RЈ and inverses of elements of RЈ.
Our final result of this section will be to prove that R is -closed if the index set I I is infinite. We can prove this through a result on factorization which holds for I I infinite. The next lemma will help us obtain that result. 
Ž . write the right leading form of ␣ s as
supp nk s are of the form n) x, where supp s , so l l nk s s l l ␣ q 1 n n Ž . Ž .
and n is the initial segment of length l l ␣ of any element in supp nk s . combine with the nk s terms. Therefore, if l l t s 1 then t s k s for n n n e some e g ⌫ . Ä < 4 Now suppose r m g ⌳ is homogeneous of type p and s is not a unit. Therefore, if l l t s 1 then t s r s for some e g ⌫ ; ⌳.
n n e
The lemma above allows us to prove the following result on factorization in R. Proof. Since R is a domain, it suffices to show that ␤ divides ␤ Ј on the right and, clearly, we can further assume that ␤ is a nonunit.
Let us write Y s X and Y s Ł U X , so our index set is now p p q /p Ä 4 I Is p,q and, by hypothesis, ␤ and ␤ Ј are homogeneous of type q. Also by hypothesis, we can write ␥ s ␣ s, where ␣ , s g R and s is a homogeneous nonunit of type p. If we write the right leading form of ␣ s as in the Ä < 4 previous lemma then the lemma implies that t n g ⌳ is homogeneous n 1 Ž of type p note that if ␣ g K then the lemma does not apply but, clearly, . the conclusion still holds . Now ␣ s␤ Ј s ␥␤ Ј s ␥ Ј␤ and we are assuming Ž .
␤ is a nonunit so l l ␣ s␤ Ј ) 0. Thus, we can write the right leading form
Choose any e g ⌳ with l l u s 1. Since ␤ Ј is homogeneous of type 2 e Ž . q / p, part i of the lemma implies that u s k␤ Ј, where k g K. Again e Ž . ␥ Ј␤ s ␣s␤Ј so 3 is the right leading form of ␥ Ј␤. We are assuming that ␤ is a homogeneous nonunit so the lemma again implies that u s r␤ for e y1 some r g R. Thus, k␤ Ј s r␤ so ␤ Ј s k r␤, as required. Now we can prove the final THEOREM 5.8. If the index set I I is infinite then R is -closed.
Ž .
Proof. Let q g Q R with q / 0. Choose any element ␤ g R such that 0 / q ␤ g R. Only finitely many types of cells can be involved in ␤ and q ␤ so choose a type, say p, which is not involved. Choose a nonzero nonunit s g R of type p. There is an essential left ideal C ; R such that Cq ; R so, since C is left essential, there is an element ␣ g R such that Ž . Ž .Ž . Ž . ␣sgC_0 so 0 / ␣s q g R. Then ␣ s q␤ s ␣sq ␤ so, by the previ-Ž . ous proposition, q ␤ s r␤ for some r g R. But Q R is a domain and ␤ / 0 so q s r g R. Thus R is -closed.
EMBEDDING Q IN MALCEV᎐NEUMANN RINGS
As we have seen, if H is a group and N a normal subgroup such that w x w x k N is not -closed then k H is not -closed. Hence, as one would Ž w x. Ž w x. expect, Q k H and Q k N are related. The motivation in this
Žw x. section is to obtain a better description of Q k H in terms of Q k N .
We were able to obtain such a description only under strict conditions, but w x our results apply fairly nicely when k N is a domain and they will be crucial in Section 7 in proving that certain group rings are -closed.
Actually our results apply more generally to certain crossed products, as follows. Let S)G be a crossed product of a ring S and an ordered group G. Recall that to say that G is an ordered group means that G has a linear order relation F such that x F y implies xz F yz and zx F zy for all Ž . x, y,z g G. We set P s Q S and recall that in Section 3, we showed that there is a unique crossed product P )G containing S)G as a subring.
ŽŽ .. There is a crossed product analogue U U s P ) G of the Malcev᎐ Neumann construction, i.e., U U consists of all sums Ý x such that T is
a well-ordered subset of G and each g P. The same equations in S x ŽŽ .. which guarantee that the associative law holds in S) G also hold in P ŽŽ .. so the associative law holds in P ) G . Finally, R will be a ring with S)G ; R ; U U. All of the above notation will be in force throughout the rest of this section.
Ž . We will show that up to isomorphism Q R ; U U when two conditions on R are satisfied. First let us define those conditions. For any subset T ; U U we let T stand for the elements of T with support in the positive any u g U U, let u g P be the coefficient of 1 in u. Then this defines a map : U U ª P which is a P-bimodule homomorphism on U U and a ring Ž . homomorphism when restricted to U U . Thus, for a left right ideal I as q Ž . above I is a left right S-submodule of P. We can now define the first q condition. DEFINITION 6.1. We will say that R satisfies the dense trailing module Ž .
property ''if given any dense left right ideal I ; R then I is a dense left q Ž .
right S-submodule of P, i.e., I l S is dense in S.'' q Later we will give an example of a ring R which does not satisfy this condition. However, if one replaces the word ''dense'' by the word ''essen-tial'' in the definition then every ring R satisfies the resulting condition as we now show.
PROPOSITION 6.2. Let S)G ; R ; U U be as abo¨e. Then
Ž .
i If I is an essential left ideal of R then I ess P.
ii If S is left and right nonsingular then R satisfies the dense trailing module property.
Proof. i Let g P and let us show that I l S / 0. Since I ess q R there is x g R such that x g I _ 0. By multiplying x on the left by R Ž .
the inverse of the smallest element of supp x we may assume x s Ž .
x g I _ 0 since is a P-homomorphism. Now x , x g P _ 0 so by q properties of dense left ideals we can find an element a g S such that ax g S and ax
P. Thus I l S ess S so since S is left nonsingular I l S is a dense Sleft ideal of S, which implies that I is a dense left S-submodule of P. The analogous result can be proven for right ideals so R satisfies the dense trailing module property. 
Proof. i This is clear for u s 0 so assume u / 0 and write u s Ž . h q иии , where h s ␦ u and 0 / g P. Now A is a dense left S-subq module of P so A / 0, which implies ᭚a g A such that a / 0. Sincea and are the trailing coefficients of a and u, respectively, and their Ž . Ž . Ž . Ž . product is different from zero, we have ␦ au s ␦ a ␦ u s ␦ u , as required.
Ž . Ž . Ž . ii This follows immediately from part i since
Our second condition involves the degree function ␦ and must be phrased in terms of certain homomorphisms on dense left and right ideals of R. Consider a homomorphism : A ª U U, where A is a dense left ideal of R. For any¨g U U and h g G, we will write q¨and h to stand for the homomorphisms a ¬ a q a¨and a ¬ a h, respectively, for a g A. We will refer to as an augmented homomorphism on R if s q u, where u g U U and : A ª R is a map with a compatible Ž . Ž . and using the fact that P s Q R is a domain give ␦ a ␦ b s
Both sides of this equation are independent so they must equal a constant g g G for all Ž . Ž . agA and b g B. Thus ␦ a s ␦ a g so min ␦ a a g A s g .
Ž .
Ä 4 q and this proves that ␦ is extendible on R.
The following lemma gives some basic properties of ␦ on augmented homomorphisms.
Ž . iv If R satisfies the dense trailing module property and if
Ј: B ª U U R Ž . Ž . Ž . is a compatible right counterpart to then ␦ Јb G ␦ ␦ b for all b g B. Ž . Ž . Proof. i By assumption on R, ␦ q¨exists so for some a g A q Ž . Ž . Ä Ž . Ž .4 Ä Ž . Ž .4 we have ␦ q¨s ␦ a q a¨G min ␦ a , ␦ a¨G min ␦ , ␦¨.
Ž .
ii Because g h F g h if and only if g F g for any g , g g G,
one sees that
as required. Ž . Thus, a s 0 so, since and are left S-homomorphisms, it follows Ž . that is a well-defined left S-homomorphism. Similarly, using iv of the 0 previous lemma, X is a right S-homomorphism.
0
Now if a g A and b g B then a, Јb g U U so, since is a ring
Hence, and X are compatible S-homomorphisms on the dense S-sub-0 0 modules A and B of P, respectively, so by the alternate characteriza- ing module property, Lemma 6.3 implies that the right-hand side attains a Ž . Ž . minimum of ␦ w , so the left-hand side does also. Thus, ␦ exists and since was an arbitrary augmented homomorphism it follows that ␦ is extendible on R.
For the converse, suppose ␦ is extendible on R and set < Q Q s u g U U Au, uB ; R for some dense A ; R and B ; R .
Ä 4 R R
Ž . We will prove that Q Q ( Q R by proving that Q Q satisfies conditions 
Ä 4 Ž .
Note that S S is nonempty since 0 g S S. We order S S by u F u provided 1 2 Ž . u s u q¨, where g -␦¨for all g g supp u . We will use Zorn's lemma to prove that S S has a maximal element. satisfies the final property in the definition of S S. Now F s supp u so let f be an arbitrary element of
Thus u g S S so, by Zorn's lemma, S S has a maximal ele-
. so by the previous lemma ᭚ g P with ␦ h y wh y ) 1. There-
But w q h ) w, which contradicts the maximality of w in S S. Ž . Ž . Thus ␦ y w s ϱ so a y w s 0 ᭙a g A , which implies a s aw
Ž . Therefore, Aw, wB ; R so w g Q Q and we have established iv of the Ž . abstract characterization. Thus Q Q ( Q R .
As we observed earlier, if S is a domain and if S)G ; R ; U U then R satisfies the dense trailing module property and extendibility of ␦ so we have the COROLLARY 6.9. If S is a domain and S)G ; R ; U U is as abo¨e then,
For the remainder of this section, we restrict our attention to rings of w y1 x w x ² : the form R s S t, t , where S is a ring, i.e., R s S G , where G s t is an ordered group under the ordering t m -t n if m -n. In this context, R satisfies the dense trailing module property provided I is a dense left q Ž . Ž . right ideal of S for any dense left right ideal I ; R. Since G is a well-ordered group, the degree function ␦ is extendible on R provided Ä Ž .< 4 ␦ a agA is bounded below in G for any dense left ideal A ; R q and any left R-homomorphism : A ª R with a compatible right coun-R terpart. In particular, it is not difficult to show that if S is noetherian then ␦ is extendible on R.
w y1 x Now let us find a ring R s S t, t which does not satisfy the dense trailing module property. To do that, let S be commutative and recall that an ideal in a commutative ring is dense if and only if its annihilator in the ring is zero. w y1 x Ž . Proof. Set R s S t, t and let I s y q t R. Since the coefficient of the highest power of t in y q t is 1 it follows that y q t is regular in R so I is a dense ideal of R. We will show that its trailing ideal J is not dense in S. To this end, we claim J ; A q yS. We can write a typical element of I as y q t s qs t q иии t m s ys q s q ys t q иии t m , Ž .Ž . Ž .
Ž . 
Ž .
xy s 0 it follows that xS l yS s 0 and since x s 0 it follows that x xS y1 w x s0. Hence, S satisfies the conditions of the lemma with y s y so S t, t does not satisfy the dense trailing module property.
Ž w y1 x. We claim that, in addition, Q S t, t cannot be embedded in ww y1 xx Ž . P t, t , where P s Q S . First, let us determine P. Let I be a dense Ž . ideal of S. Because x xS q yS s 0 it follows that I o SS q yS so ᭚␣ g I w x such that ␣ has a nonzero constant term. If ␣␤ s 0 for some ␤ g Z x, y Ž 2 . Ž . Ž then ␣␤ g x q xy so, since ␣ has a nonzero constant term and Z is 2 .
Ž . Ž . a domain , we must have ␤ g x q xy , which implies ␤ s 0. Hence, ␣ is a regular element of S. It follows that every dense ideal of S contains a Ž . Ž . regular element which generates a principal dense ideal so P s Q S s
Ž w x. ww xx Now suppose Q S t, t ; P t, t . The element y q t is regular in
so it has an inverse q g Q S t, t . But then we could view q as y1 ww xx Ž . an element of P t, t and consider the equation y q t q s 1 inside
. By the same argument as that in the proof of the previous Ž . lemma, the trailing coefficient on the left is inside ann y q yP s xP q yP P while the trailing coefficient on the right is 1. But xP q yP has a nonzero annihilator in P so 1 f xP q yP. This contradiction proves that the embedding is impossible. Now we show that the dense trailing module property alone is insuffiw y1 x cient to obtain the embedding by finding a ring R s S t, t which satisfies the dense trailing module property but not extendibility of ␦.
Ž . Recall that the ring of row-finite column-finite matrices over a field K is the set of infinite matrices over K, indexed by the positive integers, such Ž . that each row column contains only finitely many nonzero elements, with addition and multiplication defined in the natural manner. Note that the rings of row-finite and column-finite matrices both contain the ring of finite matrices.
w y1 x EXAMPLE 6.12. Let R s S t, t , where S is the ring of row-and column-finite matrices over a field K. Let I be the set of finite matrices over K; it follows that I e S. Also, S is a prime ring. However, we claim that the degree function is not extendible on R. ² : ² : ² : Clearly, I t e R so since S is prime, I t is dense. Define : I t ª R R ² :
ϱ yi Ž . Ž ϱ yi . and Ј: I t ª R by y s yÝ e t and Ј y s Ý e t y,
where the e 's are the obvious matrix units. These maps make sense ii ² : because any element y g I t involves only finitely many matrix units so Ž .
ϱ yi y , Ј y g R. Also, we can view Ý e t and the elements of R as is1 ii elements of an ''inverse'' laurent series ring over S in which powers of t decrease to yϱ. Then the associative law in that ring implies both that and Ј are R-homomorphisms and that they are compatible. Now e g nn ² :
yn yn I t for all n g N and e s e t , which has degree t . Thus q nn nn Ä Ž .< ² : 4 ␦ y y g I t has no lower bound so ␦ is not extendible on R. 
FREE PRODUCTS CONTROLLED BY NONTRIVIAL ORDERED GROUPS
Our goal for the rest of this paper will be to obtain -closure for group rings of certain free products of groups with a finite number of factors.
The following proposition will be useful in that it provides an alternate way 
X , where I I s G j ϱ , each X ( X for g g G, and Proof. For each g g G let g g H be a coset representative or g and
Let W be the group generated by the X 's and Y and let us show that g g g 1 2 they freely generate W. Let w g W, so we can write w s y x y x иии where each x / 1 in both expressions. Now if we had g y g s1 for expressions also show that W l H s Y. Next we claim that every element of F can be written uniquely in the form gw, where g g G and w g W. Let f g F and write the reduced form of f in X ) H as f s h x h x иии h x , where each h g H, x g X,
n n i i h / 1 for i ) 1, and x / 1 for i -n. We prove that f can be written in
the required form by induction on n. We can write h s g y for some 1 1 Ž . g gG and y g Y. If n s 1 then f s h x s g yx and yx g W, as 
we have g g s w w z g H l W s Y so g s g and w s w .
establishes part i . If we define a map F ª G by gw ¬ g then the uniqueness of expression of gw implies that the map is well-defined and it is easy to see that the map is an epimorphism. The kernel is N so Ž . w x w x G ( FrN, which establishes ii . Therefore, K F ( K N )G and, by Ž . earlier comments, iii is established.
In the situation of the proposition, we will say that the free product F is controlled by the group G. In the rest of this section we will consider a free product F s X ) H controlled by a nontrivial ordered group G such that w x R s K F is a domain for some field K. In addition, we adopt some further notation. w x The proposition says that we can write R s S)G, where S s K N is U Ä 4 the group ring of the free product N s Ł X with I I s G j ϱ .
Applying the terminology of Section 5 to S, we shall refer to the elements in the X 's as cells and the elements in the X 's with g / ϱ as orbit cells.
Ž . Given an element n g N, cell n will be the set of cells and ocell n the set of orbit cells appearing in the reduced expression for n. Given a subset Ž . Ž . Ž . Ž . ⌬ ; N we set cell ⌬ s D cell n and ocell ⌬ s D ocell n .
ng ⌬ ng ⌬ w x Also, recall that an element s g S is homogeneous of type g if s g K X g for some g g I I.
Ž . Ž . 
Ž .
By part iii of the proposition, it is easy to see that and satisfy Ž h . Ž . Ž h . Ž . n s n h and n s n ᭙ n g N and h g G, where, in the former equation, ϱ и h s ϱ.
First we need the rather technical Ž . Theorem 5.8 implies that S is -closed. Thus, by Corollary 6.9, Q R ;
there is an essential right ideal B ; R such that qB ; R so, by the previous lemma, q g R. This proves the result.
FREE PRODUCTS CONTROLLED BY INFINITE POLY ABELIAN-BY-FINITE GROUPS
In this section we will show that he group ring of a free product controlled by an infinite poly abelian-by-finite group is -closed if the group ring is a domain. To do that, we first need to establish two more results about domains. The next theorem allows us to infer -closure of a domain R from -closure of a certain set of subrings. Let R s S)G be a crossed product of a ring S and a group G. Suppose H is a subgroup of G Ä < 4 and set T s S) H. It is easy to see that V s r g R supp r l H s л is a T-bimodule and R s T [ V as T-bimodules. Furthermore, if¨g V _ 0 If R is the union of a chain of -closed subrings each satisfying ) , then R is -closed.
Ž . Ž . ii
Ž .
Proof. i We have R s T [ V, where V is a T-bimodule containing Ž . no left or right ideals of R. Let q g Q R and g T such that q g T.
There are essential ideals A ; R and B ; R such that Aq, qB ; R.
R R
Define : R ª T to be the projection map onto T and note that since V is a T-bimodule, is a T-bimodule homomorphism. The condition on V Ž . implies that if r g R _ 0 then rR o V so ᭚ r Ј g R such that rr Ј / 0 and, Ž . likewise, ᭚ r Љ g R such that r Љ r / 0. Now A and B are left and right ideals of T, respectively, and we claim they are essential. Let t g T _ 0. Since A ess R, there is r g R such that / 0, we can show in the same way that a q g T ᭙a g A. Thus, we can define maps f : A ª T and Ž .
Ž .
g: B ª T by a f s a q and g b s qb , which are clearly left and right T-homomorphisms, respectively, and they are compatible by associativity in Ž . Ž .
Q R . Thus, there is t g Q T s T such that a t s a q ᭙a g A. But
Q R is a domain and we can choose a g A with a / 0 so this equation implies q s t g T. The fact that q g T « q g T follows in the same way. R is -closed.
Ž . Ä 4 ii
Ž .
ii Let F be a nontri¨ial free product of groups whose group algebras o¨er a field K are domains and suppose F is controlled by a group G, where G w x is the union of a chain of proper normal subgroups. Then K F is -closed.
Ž . Proof. i This follows from part ii of the theorem and the comments before the theorem.
ii The statement is equivalent to F s X ) H, where H is the union Ž . -closed and satisfies ) of the theorem so by part ii of the theorem w x K F is -closed.
Before establishing the second result, we recall for the reader the ''essential'' version of Maschke's theorem. If H is a subgroup of G, we < < denote its index by G: H . and let us show W ess V . The result is vacuous for V s 0 so assume S V / 0. Then the hypothesis that V is R-torsion-free implies that R is a domain. First, we prove the result for G a finite solvable group. Then G has a subnormal series whose factors are finite cyclic groups, so a simple inductive argument would establish the result if we could establish it for G a finite cyclic group. Thus, let us assume that G is a finite cyclic group, i.e., there is a unit t g R with the properties that t n s h is a unit in S for some positive integer n and any element r g R can be written uniquely in the form r s Ý ny 1 s t i , where each s g S. To simplify calculations, we shall If G contains any elements of infinite order then the torsion subgroup of G is proper so its factor group is a nontrivial torsion-free abelian group. Such a group can be linearly ordered so it would follow that F is w x controlled by a nontrivial ordered group. But then K F would be -closed by Theorem 7.4.
Hence, we may assume that G is a periodic infinite abelian group. We claim that in this situation, G can be expressed as the union of a chain of Ž . proper normal subgroups. Indeed, if the orders of the elements of G Ž . involve infinitely many prime numbers then G is a countably infinite direct product of its Sylow subgroups from which the claim follows. Otherwise, there is a prime number p such that the subgroup of elements of order a power of p is infinite. Without loss of generality, we may take G to be that subgroup. If there is no upper bound on the orders of elements
G , where G s x g G x s 1 so the claim holds.
ns 1 n n
Otherwise, it is known that G is a direct product of cyclic subgroups so the claim follows by well-ordering the factors. This establishes the claim and w x the -closure of K F follows from Corollary 8.2.
