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ABSTRACT 
This work concerns the microstructure of CSS-grown CdTe layers used 
for CdTe/CdS solar cells. Particular attention is given to how the development 
of microstructure on annealing with CdCl2 may correlate with increases in 
efficiency. 
By annealing pressed pellets of bulk CdTe powder, i t is shown that 
microstructural change does occur on heating the material, enhanced by the 
inclusion of CdCb flux. However, the temperature required to cause 
significant effects is demonstrated to be higher than that at which heavy 
oxidation takes place. The dynamics of this oxidation are also examined. 
To investigate microstructural evolution in thin-films of CdTe, bi-layers 
of CdTe and CdS are examined by bevelling, thus revealing the microstructure 
to within ~1 jam of the interface. This allows optical microscopy and 
subsequent image analysis of grain structure. The work shows that the grain-
size, which is well described by the Rayleigh distribution, varies linearly 
throughout the layer, but is invariant under CdCb treatment. Electrical 
measurements on these bi-layers, however, showed increased efficiency, as is 
widely reported. This demonstrates that the efficiency of these devices is not 
dictated by the bulk microstructure. 
Further, the region within 1 \xm of the interface, of similar bi-layers to 
above, is examined by plan-view TEM. This reveals five-fold grain-growth on 
CdCb treatment. Moreover, these grains show a considerably smaller grain 
size than expected from extrapolating the linear trend in the bulk. These 
observations are explained in terms of the pinning of the CdTe grain size to 
the underlying CdS, and the small grain size this causes. A simple model was 
proposed for a l ink between the grain-growth to the efficiency improvement. 
The study also examines the behaviour of defects within grains upon CdCb 
treatment provided the first direct evidence of recovery on CdCb treatment in 
this system. 
Finally, a computer model is presented to describe the evolution of 
microstructure during growth. This is shown to be capable of reproducing the 
observed variation in grain size, but its strict physical accuracy is questioned. 
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Chapter 
Introduction 
In the recent past, i t has become increasingly clear that fossil fuels 
provide neither a long-term nor an environmentally benign means of energy 
production. Increasing fears concerning global warming amongst the 
populace— and its acceptance as fact in scientific circles— has lead to an 
increased interest in clean, renewable energy sources to satisfy the world's 
growing demands. 
One energy source that is both renewable and non-polluting is solar 
energy conversion, by means of photovoltaic solar cells. These produce 
electricity directly from sunlight by means of carrier generation at a 
semiconductor junction, and in addition to having reasonably high 
efficiencies, are maintenance free, and produce no by-products, other than 
heat, during operation. Although fears have been expressed concerning the 
environmental impact of some materials used in their construction, it is clear 
that photovoltaic solar cells have considerable advantages over fossil fuel 
alternatives. 
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Silicon homoj unction solar cells have been available since the 1950's, 
and are now very widely used for small scale and space-based applications. 
However, the commercial production of such cells has proved to be 
prohibitively expensive for large-area applications, such as would be required 
for high-wattage terrestrial installations. Thus, attention has turned to 
cheaper photovoltaic solar-cell technologies. One of the most promising 
candidates for large-scale devices uses a heterojunction between th in films of 
polycrystalline CdTe and CdS. CdTe has long been known as a promising 
candidate for solar cell manufacture as it is an excellent absorber, and its 
band-gap compares well to the maximum in the solar spectrum. The wide 
band-gap of CdS and acceptable lattice mismatch with CdTe makes i t an 
excellent material to complement CdTe in forming a p-n junction. In addition, 
the polycrystalline nature of the layers allows very economical fabrication, and 
the minimal thickness of the layers minimises materials costs. Commercial 
production of these devices is soon to be commenced: in mass-produced form, 
module efficiencies approach a modest 10%. However, comparing the cost of 
these devices (~€1/W) with single crystal silicon modules (-€20/W and -20% 
efficiency), the economy of the CdTe/CdS technology is clear. 
As is usual, laboratory values of current maximum efficiency are 
slightly higher than the module figure quoted above. For small-area 
CdTe/CdS devices, current maximum efficiencies are about 16%. However, 
theory predicts a maximum device efficiency of -30%: the reasons for the 
discrepancy in practice and theory form an active area of research by a 
considerable number of different groups. However, the understanding of 
these devices in terms of traditional models (derived from considerations of 
single crystal device behaviour) is confounded by the polycrystalline nature of 
CdTe/CdS cells. Moreover, a post-deposition annealing stage of the device in 
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the presence of cadmium chloride (CdCb) has been shown to improve device 
performance, often by an order of magnitude over the as-grown state. 
Although polycrystalline material is generally viewed as a poor choice for 
electronic applications, the CdCb anneal and grain-boundary structure 
interact to produce an acceptable device: the exact mechanisms for this 
remain unclear. 
The purpose of this work is to study the microstructure of the CdTe 
absorber layers in CdTe/CdS solar cells and how the CdCb treatment 
modifies this, wi th a view to better understanding the mechanisms behind the 
increase in efficiency on annealing. Initially, this work wi l l discuss the 
principles of photovoltaic energy conversion, and the diverse structures and 
materials used to achieve this (chapter 2). Following on from this, in 
chapter 3, the way in which polycrystalline microstructures are able to evolve 
during annealing processes wil l be examined in terms of standard 
metallurgical phenomena. To conclude the review part of this work, chapter 4 
wil l turn to previously published work on CdTe/CdS polycrystalline th in-f i lm 
solar cells to outline the state of current thinking on manufacture and 
processing. 
The experimental results of this work are divided into four sections, 
preceded by a chapter describing the experimental techniques used in them 
(chapter 5). The results chapters are divided as follows: 
a) Firstly, a study of how CdCb and heat affect the microstructure of 
compressed CdTe powder is described (chapter 6). In addition, this 
chapter also studies how the annealing process affects the onset and 
nature of oxidation in CdTe. 
b) Following this, in chapter 7, the action of annealing and CdCb on CdTe 
is further studied, but in CdTe/CdS bi-layers suitable for devices. This 
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study reveals the microstructure throughout the bulk of the CdTe layer. 
In addition to these measurements, the material studied was also 
subject to electrical measurements. 
c) Chapter 8 examines the microstructure of the CdTe/CdS interface 
region using TEM, work which is especially significant, as the 
metallurgical interface is the region of most intense carrier generation 
d) Finally in Chapter 9 the results of microstructural investigation are 
further examined by means of a computer model. The aim of this is to 
reproduce microstructural phenomena found in the CdTe layers. 
After concluding in chapter 10, the computer code required for this work is 
described and reproduced in the appendices. As mentioned above, however, 
this work commences by describing the general principles of photovoltaic 
energy conversion. 
-4-
Chapter 
Fundamentals of 
Photovoltaic Energy 
Conversion 
2.1 INTRODUCTION 
The discovery of the photovoltaic effect is attributed to Becquerel in 
1839: he noted that on illuminating an electrolytic solution, current flowed 
between the electrodes immersed therein [1]. It was, however, a further 38 
years un t i l Adams detected this effect in the solid state [2] in a selenium 
device. The first photovoltaic device wi th sufficient efficiency to develop a 
useful amount of power (and thus the first true solar cell) was reported in 
1956 by Chapin et al. [3]. It was constructed using a single-crystal silicon 
homojunction, and this remains the most common solar cell construction to 
date for small-area applications. The first feasible CdTe/CdS cells were 
produced in the early 1970's (for example, see Bonnet and Rabenhorst [4]), 
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and so i t can be seen that the devices that concern us here are relative 
newcomers to the field of photovoltaics. 
The following two chapters discuss some features of the behaviour of 
polycrystalline material (chapter 3), and attributes specific to polycrystalline 
th in-f i lm CdTe/CdS solar cells in chapter 4. Firstly, though, this chapter wil l 
describe some of the fundamental concepts behind photovoltaics and 
photovoltaic cell construction. 
2.2 THE PHOTOVOLTAIC E F F E C T 
The photovoltaic effect can be conveniently separated into two 
processes: firstly, carriers are generated by the action of light, and secondly, 
these carriers are separated by a potential, and collected to produce a 
photocurrent. These two effects wil l be studied in turn. 
If a photon of energy hv interacts with an ideal semiconductor with 
band-gap Eg, there are three possible outcomes: 
a) Firstly, i f Eg < hv < 2Eg, an electron-hole pair wi l l be created by the 
promotion of an electron across the energy gap. If hv > Eg, then the 
electron wil l usually thermalise to the band-edge by the emission of 
phonons. 
b) Secondly, If hv < Eg, nothing wil l occur, as there are no inter-band 
states in this ideal material. 
c) Finally, i f hv > 2Eg, an electron promoted across the band-gap has 
sufficient energy to create one or more further electron-hole pairs in a 
process known as 'impact ionisation'. This can continue un t i l the 
electron's energy drops below 2Eg after which it wi l l then behave as 
in a) above. 
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Any carrier pairs generated by such photonic interactions wil l quickly 
recombine unless an electric field is applied to separate them. In a real 
device, of course, extrinsic transitions wil l both allow the absorption of 
photons wi th hv < Eg, and encourage the recombination of electrons and 
holes. This is especially true at material interfaces, where surface states 
produce deep donor and acceptor levels. 
As mentioned above, carrier collection is achieved by separating the 
electrons and holes by means of an electric field. In some devices, this is 
supplied externally by biasing the device (such as i n solid state x-ray 
detectors). In the case of solar cells, though, the electric field associated with 
a junct ion between two differently doped materials is used to sweep the 
carriers apart. The characteristics associated with a typical junct ion of this 
type, the p-n junction, are described below. 
2 . 3 S O L A R C E L L C H A R A C T E R I S A T I O N A N D C O N C E P T S 
2 . 3 . 1 CURRENT-VOLTAGE CHARACTERISTICS 
Current density-voltage (J-V) measurements are the most important 
method of characterising a solar cell. The basis of the method is to measure 
the current produced by a solar cell at different biases either wi th i l lumination 
(so-called l igh t ' J-V) or without ('dark' J-V). All the major parameters 
pertaining to device performance can be extracted from such measurements. 
The origin of these parameters is outlined below. 
The current density without illumination, Jd, flowing through an ideal 
p-n junct ion solar cell with a voltage V across i t is given by Shockley's diode 
equation [5]: 
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Jd - Jo exp AkT 
1 (2.1) 
where Jo is a constant dependent on materials properties known as the 
reverse saturation current, and A is the diode ideality factor, and is dependent 
upon the type of transport involved. Under illumination, a term JPhot is added 
to account for the extra current generated by the photon flux, giving the light 
current, Jr. 
J , - Jq exp 
qV_ 
AkT 
1 J phot (2.2) 
Curves for equations 2.1 and 2.2 are shown in figure 2.1. It is also common 
to see these curves inverted around the V axis, as in the results of 
section 7.4.1. 
Jo I mp 
T Dark 
Maximum 
Power 
Rectangle 
J 
Light 
Figure 2 .1 : Typical J-V curves for a solar cel l , with illumination and without: 
the parameters marked are described in the text. The typical size of J0 has 
been increased for clarity. 
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Whilst parameters of the light J- V curve could be expressed in terms of 
those i n equation 2.2, i t is more usual to use a number of other descriptors. 
There are four of these, indicated in the figure: 
a) Voc, the open circuit voltage, is the potential at which the dark current 
is balanced by the light induced current; 
b) Jsc, the short-circuit current, is the current flowing at zero bias voltage 
(in fact, equal to JPhot), and; 
c) Jmp and Vmp, the current and voltage defined by the maximum power 
rectangle. This represents the largest rectangle that can be fitted inside 
the curve as it passes through the fourth quadrant, and thus the 
highest power available from the device. 
These parameters can be used to calculate two further important parameters. 
The f i l l factor, FF, is given by, 
J V 
FF = p m? , (2.3) 
and describes the 'squareness' of the curve in the fourth quadrant: the 
squarer the curve, the larger the values of Jmp and Vmp for a given Jsc and Voc-
Most important of all is the efficiency, 
J V 
r, = m p m p , (2.4) 
Pin 
the ratio of the maximum power available to the incident photon power, P,n. 
Whilst the Shockley equation is valid for an ideal p-n junction, a 
considerable number of factors can contribute to deviations from this 
behaviour, primarily resistances. The series resistance, Rse, arises simply 
from the resistivity of the layers of the device, and acts to l imit the current 
available from the device. Shunt resistance, RSh can often be attributed to 
short-circuit paths through the device layers, such as pinholes, but excess 
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recombination will also contribute to this. In contrast to the series resistance, 
this wi l l l imit Voc. The simplest equivalent circuit to model these effects [6] is 
shown on the left-hand side of figure 2.2. Examination of this circuit yields a 
modified equation for the J- Vrelationship: 
cells with ohmic contacts, some solar cells to which i t is difficult to form a 
back contact (a category which includes CdTe/CdS cells) show so-called 'roll-
over'. This levelling off of the J-V characteristic at forward bias has been 
attributed to rectifying behaviour at the back contact, and can be modelled by 
the addition of another diode in series [7], shown on the right hand side of 
figure 2.2. 
q ( V - R s e J ) V-R..J se J J = JAe AkT 0 R sh 
(2.5) 
Whilst this equivalent circuit and equation may be suitable for solar 
J l 
Solar Cell Rectifying Back Contact 
Figure 2 .2 : On the left of the figure is shown a simple equivalent circuit for 
a solar ce l l , valid for devices with ohmic back contacts. The circuit on the 
right can be added to model the 'roll-over' behaviour associated with a 
rectifying back contact of resistance Rbc. 
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2 . 3 . 2 SOLAR RADIATION STANDARDS 
All of the parameters described in the previous section are affected by 
the nature of the incident light. In order to standardise the characterisation 
procedure, an 'air mass' figure can be defined. In this standard, the thickness 
of the atmosphere is defined as unity, and the air mass (AM) number reflects 
how many effective atmospheres light has to pass through to reach the earth's 
surface, averaged over one year. Thus, the spectral irradiance arriving at the 
outer atmosphere would be AM 0, and at the equator, AM 1. A comparison of 
some such spectra is given by Kazmerski [6]. With simple geometry, i t can be 
shown that the latitude, 0, is related to the air mass number by, 
A M « sec 9. (2.6) 
A commonly used standard is AM 1.5, reflecting the spectrum at temperate 
latitudes. This is shown in figure 2.3. 
1400 
n 5.1200 1000 ll 9. 800 
•B 600 
ID 
400 
10 
200 01 
0 
0 500 1000 1500 2000 2500 3000 
Wavelength (nm) 
Figure 2 .3 : The AM 1.5 Spectrum (data from Fahrenbruch and Bube [8]). 
Also of importance in standardising test results for solar cells is the 
light power incident on the cell. In common with most standards laboratories, 
a power of 100 mW cm 2 was used in this work, roughly equal to the solar 
power density at the earth's surface at temperate latitudes. 
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2 . 3 . 3 QUANTUM EFFICIENCY 
In contrast to the power efficiency described above, the quantum 
efficiency (QE) describes the number of electrons produced per incident 
photon. Strictly speaking, two different quantum efficiencies can be defined: 
the internal quantum efficiency, which is adjusted for reflection losses at the 
front surface; and external quantum efficiency, the uncorrected figure. It 
should also be noted that quantum efficiencies greater than unity are possible 
through impact ionisation, discussed in section 2.2. 
As the number of electrons produced by a photon is strongly dependent 
on its energy, QE is commonly measured as a function of wavelength, a so-
called spectral response measurement. The response of a device to a 
particular photon energy can provide significant information concerning 
structure and composition of a device. Spectral response, and the apparatus 
for taking such measurements, is discussed further i n section 5.3.2. 
2 . 4 S O L A R C E L L C O N F I G U R A T I O N S 
A number of different junction structures can be used to produce the 
necessary field for charge separation. Whilst all have esoteric adaptations, 
the main structures from which they are derived are described here. In all 
cases, however, the most important parameter is Vu, the bui l t in potential 
which gives rise to the electric field. In each case below, a particular 
combination of p- and n-type materials has been arbitrarily chosen: in all 
cases, band diagrams can be constructed for alternative materials choices. 
2 . 4 . 1 T H E SCHOTTKY JUNCTION 
The Schottky junction (also known as the metal-semiconductor 
junction) solar cell is perhaps the simplest of the device configurations. A 
-12-
Chapter 2- Fundamentals of Photovoltaic Energy Conversion 
layer of metal, th in enough to allow most light to pass through, is deposited 
on a semiconductor substrate. This can be performed by a low temperature 
deposition method, such as evaporation, giving economy and simplicity of 
construction. The band bending caused by the contact between these 
differing materials produces the necessary electric field to separate the charge 
carriers, as shown in the band diagram of a Schottky junction shown in 
figure 2.4. 
qx 
q(f>m 
q<t>B=qOt>m-x) 
i 
qVbi=q(<t>m-<t>s) 
qq>s 
T 
qx 
EC 
•EV 
Metal Semiconductor (n-type) 
F igure 2 .4: Band diagram for a Schottky junction. The junction is formed 
between an n-type semiconductor - of band-gap Es, work function x> and 
electron affinity 4>s- and a metal of electron affinity (j>m. The Schottky 
barrier height formed is 
Although the presence of a depletion region at the semiconductor 
surface gives rise to high currents from this type of device, in applications 
where a higher voltage is needed a metal-insulator-semiconductor (MIS) 
structure can be used. This involves the insertion of a th in layer of oxide at 
the interface. The mechanisms by which the oxide improves performance are 
diverse, and are reviewed by Pulfrey [9]. Efficiencies of up to 18% (at AM 1) 
have been achieved for these structures [5]. 
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2 . 4 . 2 T H E HOMOJUNCTION 
qx 
q<>p vac 
1 
E, 
qVbi=q Opp-<t>n) qon 
g 
n-type p-type 
F igure 2 .5 : Band diagram of a homojunction between p- and n-type regions 
of electron affinity (J>p and 4>n respectively. This gives rise to a built-in 
potential V b i . The energy gap, Eg, and electron affinity, x . are also shown. 
Home-junctions differ from the other two types of cell described here 
inasmuch as both sides of the junct ion are formed from the same substance. 
In order to produce a carrier concentration differential, species are introduced 
into one side of the cell to change the doping, often by diffusion or ion 
implantation. 
In its favour, this system has no possibilities of discontinuities in its 
band structure to act as barriers to the flow of electrons, as shown in 
figure 2.5, and lacks interface states that could encourage recombination. 
Disadvantageously, though, whilst the material must be a good absorber, this 
also forces the p-n junction to be near the surface. This can cause problems 
wi th surface recombination and thus current loss. These problems 
notwithstanding, homojunctions form the vast majority of commercially 
available cells. 
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2 . 4 . 3 T H E HETEROJUNCTION 
qVbi=q((pp-<l>n) 
i qxp 
vac qop 
qxn 
q<pn 
gp 
gn 
n-type Window p-type Absorber 
Figure 2 .6: The Anderson model for the band structure of a heterojunction. 
The energy gap, electron affinity, and work function are marked with 
appropriate subscripts for p- and n-type material . 
Placing two different materials in intimate contact forms a 
heterojunction. The primary purpose of such an arrangement is to avoid the 
problems associated wi th surface recombination discussed above in the 
context of homojunctions. This is achieved by making one of the materials of 
a very large band-gap, thus allowing most of the light to pass through it (a 
'window' layer). The second layer is formed from a good solar absorber, which 
produces the carriers. 
The band diagram for such a structure is complicated, however a first 
approximation is the Anderson model (described in Fahrenbruch and 
Aranovich [10]) shown in figure 2.6. A 'spike' in the conduction band can 
clearly be seen, and in systems where this arises, i t wi l l act as a barrier to the 
flow of carriers. 
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In this work, we are concerned with a heterojunction device. There are 
a number of other considerations with this type of device, such as the 
materials properties and how these affect the device characteristics. These 
issues wil l be addressed for the specific case of polycrystalline CdTe/CdS 
solar cells in chapter 4. 
2 . 5 S O L A R C E L L M A T E R I A L S 
In this section a brief review of current materials used in the 
production of solar cells is given. All efficiencies quoted are for cells, rather 
than modules, and are taken from Green et al. [11], except where stated. 
2 .5 .1 SINGLE CRYSTAL MATERIAL 
As mentioned in the introduction to this chapter, single crystal solar 
cells have the longest history of commercial exploitation and are the most 
widely used for small area applications. They have a relatively high efficiency 
(-24%) but the production of the silicon wafers, from which the cells are 
manufactured, is expensive wi th no real prospect of cheapening significantly. 
In addition to this, the size of an individual cell is limited to the maximum 
wafer size available. 
Another material used for making single crystal solar cells is GaAs, 
wi th a current efficiency of 25.1%. Although more costly than Si, the good 
lattice matching of III-V materials has allowed the production of mul t i -
junction cells with efficiencies in excess of 30%. 
Both Si and GaAs wil l continue, no doubt, to be used for small-scale 
and space applications, but are ultimately unsuitable for large-scale 
terrestrial applications, due to their prohibitive cost. 
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2 . 5 . 2 MULTI-CRYSTALLINE AAATERIAL 
To reduce the cost of silicon solar cell production, multi-crystalline cells 
are increasingly popular. These devices are similar to the single-crystal 
counterpart, but are produced from slices cut from very large cast ingots wi th 
grain sizes of the order of millimetres. Whilst the reduction in materials 
quality causes a corresponding decrease in price, i t is also deleterious to the 
performance; efficiencies are no higher than 20%, and the cells use a large 
amount of material compared to th in-f i lm cells. These cells are, though, 
popular for medium scale installations, such as domestic use. 
2 . 5 . 3 AMORPHOUS AAATERIAL 
Amorphous silicon solar cells now account for a large proportion of 
solar module production. In the hydrogenated form, i t behaves as a 
semiconductor of band-gap 1.7 eV, wi th higher optical absorption than single 
crystal silicon. Thin f i lm devices manufactured using this material have 
achieved efficiencies of up to 12.7%. 
2 . 5 . 4 POLYCRYSTALLINE AAATERIAL 
This type of solar cell commonly uses cheap and simple deposition 
techniques on glass substrates, and use minimal thicknesses for their active 
layers (typically one to ten microns, but in some cases hundreds of microns). 
The efficiencies are also reasonable making them strong contenders for large-
scale terrestrial applications. 
The heterojunction devices that are of concern in this work, based on a 
CdTe absorber, have a record efficiency of 16.4% [12], and wil l be reviewed in 
detail in chapter 4. The main rival to this technology is that based on I-III-VI 
chalcopyrites. One member of this family of cells, using Cu(In, Ga)Se2, has a 
current highest efficiency of 18.8% [13]. In addition to being of a slightly 
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higher efficiency than their cadmium-based rivals, they have the added 
advantage of lower toxicity. 
A further polycrystalline variant exists, based on silicon, albeit 
commonly referred to as 'microcrystalline' material. These have a similar 
efficiency to the above CdTe cells of -16%. 
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Chapter 
Aspects of 
Polycrystallinity 
3.1 I N T R O D U C T I O N 
Polycrystalline materials are considered a promising candidate for 
large-scale terrestrial photovoltaic applications; their economy of 
manufacture, and conservative use of materials, makes them more suitable 
than their single and multi-crystalline counterparts as discussed in the 
previous chapter. However, there are a number of issues specific to 
polycrystalline materials, which make their study more complicated than 
traditional cells. Such issues include how the grains and grain structure 
evolve during f i lm growth, and how grain-boundary phenomena affect the 
performance of a device. 
The purpose of this chapter is to elucidate these phenomena specific to 
polycrystalline materials, with cursory reference to CdTe where relevant: a 
detailed review of these effects in CdTe is presented in chapter 4. 
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3 . 2 S T R U C T U R A L C H A N G E S D U R I N G G R O W T H A N D 
P R O C E S S B N G 
There are three metallurgical phenomena commonly associated with 
the processing of polycrystalline materials. Although descriptions of these are 
usually found in discourses pertaining to metals, the behaviour is equally 
applicable to any crystalline solid [1]. Although described as consecutive 
processes, the three effects— recovery, recrystallisation, and grain-growth— 
can, and often do, overlap. The first two of these effects are discussed in this 
section. The topic of grain-growth, which is most important in this work, wi l l 
be discussed in section 3.3. 
3 . 2 . 1 RECOVERY 
In both the growth of materials and, more commonly, their processing, 
large numbers of dislocations can be introduced into the material. A common 
example of this is the cold-working of metals, in which the original unstrained 
grains have progressively more defects introduced into them, making the 
material increasingly hard to work. Material with such a high density of 
defects is far from equilibrium, and in the case of electronic materials, far 
f rom device quality due to the recombination centres provided by the 
dislocations. In order to remove these defects, raising the temperature of the 
material (i.e. annealing) can supply enough energy to the defects to allow 
them to migrate. The process of recovery can then occur, as described below. 
The recovery mechanism can be divided into a number of steps, shown 
as a two-dimensional analogue in figure 3.1. It should be noted, however that 
the stages wil l occur, in all probability, with some degree of simultaneity in a 
real system. 
•21-
Chapter 3— Aspects of Polycrystallinity 
a) Dislocation tangles b) Cel l formation 
c) Dislocation Annihilation d) Subgrain formation 
Figure 3 .1: Conceptual progression of the recovery process within a single 
grain. The stages a) to d) are discussed in the text. (After Humphreys 6t 
Hatherley [1]). 
Figure 3.1a shows a material with a large number of dislocations. On 
annealing, these defects wil l begin to migrate by climb, glide, or cross-slip [2], 
forming cells and defect complexes due to the attraction between defects 
(figure 3.1b). Subsequent annihilation of defects (the mechanisms for which 
are described by Li [3]) causes the creation of a cell structure (figure 3.1c) 
and, as the process progresses, formation of sub-grain boundaries 
(figure 3.Id), also called 'polygonisation walls'. Following the formation of 
these structured boundaries, the sub-grains can grow in a fashion analogous 
to the grain-growth described in section 3.3 ('sub-grain coarsening'). 
3 . 2 . 2 RECRYSTALLISATION 
The final structure described above is often not in a state of 
thermodynamic equilibrium. A further process that can occur to reduce the 
stored energy is recrystallisation. In this process, new grains nucleate at the 
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interstices of the old s t ruc ture . As these grow, the o ld s t ruc ture is consumed, 
removing any dislocations or dis locat ion complexes, such as sub-grain 
boundaries . 
The energy needed to drive recrystal l isat ion is convent ional ly 
considered to be produced by s t ra in energy, either f r o m planar defects such 
as grain boundaries , or epitaxial mismatch . If , for example, the as-grown 
gra in size is very small , the s t ra in energy per u n i t vo lume ar is ing f r o m th is 
s t ruc ture may be suf f ic ient to cause recrystal l isat ion on anneal ing. Not only 
th i s , b u t a smal l grain size also encourages recrystal l isat ion by p rov id ing a 
higher densi ty of nuclea t ion sites (i.e. grain boundaries). 
I t is w o r t h no t ing at this po in t tha t recovery and recrysta l l isa t ion are i n 
fact compet ing processes. As more of the defects are re-arranged by recovery, 
there w i l l be a reduced d r iv ing force for recrystal l isat ion. Conversely, any 
recrystal l ised s t ruc ture w i l l have no need of recovery. Thus , i t is u s u a l to f i n d 
the two processes occur r ing concurrent ly , ra ther t h a n consecutively, as 
por t rayed here. 
3 . 3 G R A I N G R O W T H 
I n a recrystal l ised s t ruc ture (and of ten before f u l l recrysta l l isa t ion has 
occurred), the s t ruc ture of the polycrystal l ine mater ia l can s t i l l be far f r o m 
e q u i l i b r i u m , as the f i na l gra in size after recrystal l isat ion is dictated p r imar i ly 
by the densi ty of nuc lea t ion sites for th i s process. This encourages expansion 
of the grains to min imise the gra in-boundary energy to volume ra t io , and t h u s 
the stored energy i n the mater ia l . Factors affect ing th i s process for a single-
phase mater ia l are discussed below. 
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3 . 3 . 1 S T A B L E P O L Y C R Y S T A L L I N E S T R U C T U R E S 
The process of gra in-growth can be viewed as occur r ing by mig ra t ion of 
grain boundar ies , where the pressure d r iv ing th i s migra t ion is a f u n c t i o n of 
the rad ius of curvature of the boundary . Thus , we can see tha t a s t ruc ture 
w i t h pure ly s t raight boundaries w o u l d experience no gra in-growth. I t can also 
be shown, however, tha t there are s t r ic t condi t ions for a vertex where 
boundar ies meet to be stable: i n two dimensions, the vertex m u s t consist of 
three a rms w i t h an angle of 120° between them; i n three dimensions , fou r 
rays are needed, set at the te t rahedral angle (109° 28' 16"). I n order to sat isfy 
bo th the need for s traight boundaries , and the angular constra ints , few 
tessellat ing s t ructures are permi t ted . I n two dimensions, an array of equal-
sized hexagons (a "honeycomb' s tructure) w i l l f u l f i l these requirements . 
However, i n three dimensions there only exist approximat ions: 
a) Trunca ted octahedra are an example of a body w i t h plane faces, b u t the 
angles at the vertices are incorrect , and; 
b) Kelv in tetrakaidecahedra [4] have the correct angles, b u t require curved 
faces. 
Thus , even i n a three d imensional , ideal and direct ional ly isotropic system, 
there is a d r iv ing force for grain growth , and grain growth m u s t occur. 
I n real systems, however, these nearly ideal s t ruc tures are rarely 
reached. Var ious con t r i bu t ing factors w i l l cont r ibute to the premature 
cessation of gra in growth, or indeed the absence of gra in g rowth altogether. 
These issues are discussed below i n the context of deviations f r o m ideal gra in-
growth k inet ics . 
3 . 3 . 2 G R A I N - G R O W T H DYNAMICS 
There are two dis t inc t modes of gra in-growth: n o r m a l gra in-growth , i n 
w h i c h the shape of the grain size d i s t r i bu t i on is t ime- invar ian t ; and , abnormal 
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gra in-growth i n w h i c h local t ex tura l differences cause the grains i n one region 
to grow faster t h a n i n another. These two modes of g rowth are described by 
the d i s t r i b u t i o n curves i n f igure 3.2. As shown i n the f igure , abnormal grain 
g rowth cont inues only u n t i l the larger, abnormal grains have consumed the 
smaller ones: n o r m a l gra in-growth then predominates. A b n o r m a l grain 
g rowth is h igh ly dependent on i n i t i a l mater ia l condi t ions , m a k i n g the 
behaviour d i f f i c u l t to analyse. Since no abnormal gra in-growth was seen i n 
th i s work , the reader is referred to Gladman [5] for f u r t h e r i n f o r m a t i o n . 
Figure 3.2: Grain size development with time showing normal grain-growth 
(left) and abnormal grain-growth (right). In the case of abnormal growth, the 
new population can be seen emerging from the old, and then commencing 
normal growth (after Detert [6]). 
The dynamics of n o r m a l gra in-growth have been extensively s tudied. I n 
measur ing rates of growth, reference is s t i l l made to the grain-growth 
exponent, a p roduc t of the seminal w o r k by B u r k e and T u r n b u l l [7]. I n their 
work , they considered an isolated section of grain boundary , and the forces 
ac t ing u p o n i t . Def in ing th i s force as ar is ing f r o m a boundary pressure, P, for 
a gra in-boundary w i t h p r inc ipa l r ad i i of curvature n and r2 as, 
Time Time 
0) 
01 
Grain Size Grain Size 
r 1 1 
P = y — + 1 J 
V I r2 J 
(3.1) 
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for a gra in boundary energy y, and re la t ing th i s to the boundary velocity, v, 
us ing a boundary mob i l i t y \x, 
v = »P, (3.2) 
they t h e n made a n u m b e r of assumptions: 
a) y is a constant for a l l grains, grain sizes and t imes; 
b) For a spherical gra in (i.e. r ; = V2 = r) the curva ture is p ropor t iona l to the 
gra in radius , R, hence r = ciR; 
c) u- is independent of R, g iving dR/ dt = C2P, and most impor tan t ly ; 
d) The only forces act ing on the boundary arise f r o m the curvature , and 
t h u s pressure. 
This gives: 
dR _ 2c 2 y 
dt ~ c{R 
(3.3) 
Solu t ion of th i s equat ion and subs t i t u t ion of the mean value R for R, gives, 
R2-R~Z=c3t, (3.4) 
where C3 is a constant , R has been subs t i tu ted by the general value R and 
RQ is derived f r o m the constant of in tegrat ion. Thus , s imply, 
•JR'-RZ =Kty\ (3.5) 
where n is the gra in-growth exponent*, here equal to 2, and K a constant. 
This value for n gives rise to the common epithet of parabolic g ra in-growth 
kinet ics . 
A large n u m b e r of studies have compared measured gra in g rowth kinet ics to 
the case where n = 2: the comparison is rarely good, however, w i t h n ranging 
* In some work, the grain-growth exponent is alternatively defined as the reciprocal of n in 
equation 3.5. As n is always greater than unity, though, confusion should not arise. 
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f r o m about 1 to 5. A review of studies for var ious metals is given by 
Detert [8]. I n the case of CdTe i n CdTe/CdS solar cells, Qi et al. [9] also f o u n d 
poor agreement w i t h parabolic behaviour, described i n section 4.5.3. The 
deviat ion f r o m the expected value of n can be a t t r ibu ted to a n u m b e r of 
factors, reviewed by A t k i n s o n [4]. The fo l lowing , however, are those of most 
interest here: 
a) Non-isotropy of the grain s t ructure : many t h i n f i l m s of mater ia l exh ib i t 
co lumnar gra in growth , rather t h a n the classic ' inter locked polygon ' 
s t ruc ture . CdTe is one of these materials , being we l l k n o w n to exhib i t 
co lumnar g rowth . (Incidentally, th is is t hough t to a id conduc t ion 
perpendicular to the f i l m direction). 
b) Solute p inn ing : the presence of a solute i n the mater ia l (such as the 
CdCb used for the t rea tment of CdTe) can prevent the grain boundaries 
f r o m migra t ing , a l though i f the solute is also a f l u x i t can be 
i n s t r u m e n t a l i n a id ing recrystal l isat ion and gra in-growth. 
c) Substrate p inn ing : i f grown on a d iss imi lar b u t polycrystal l ine 
substrate (such as the CdS u p o n w h i c h CdTe is grown), the gra in 
boundaries i n the substrate can act to p i n those boundar ies t r y i n g to 
migrate. 
I n add i t ion to the above physical reasons for exper iment not f i t t i n g the 
B u r k e and T u r n b u l l model , one could also quest ion the assumpt ions of the 
model itself. A considerable amoun t of effort has been expended on r e f in ing 
models to describe gra in-growth dynamics, of ten concentra t ing on mean-f ie ld 
theories to avoid the unphys ica l assumpt ion of the Burke and T u r n b u l l model 
of a single, isolated boundary . Some of the more successful of these are 
reviewed by Louat et al. [10], used later i n th i s w o r k to give predicted 
d i s t r ibu t ions of gra in sizes (section 7.4.2). 
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Overal l , i t is clear tha t the poly crystal l ine nature of CdTe f i l m s has a 
potent ia l ly great effect on the growth and processing of CdTe/CdS solar cells. 
However, observing and in te rpre t ing these polycrystal l ine phenomena i n 
terms of the mechanisms described i n th i s chapter is not t r i v i a l , and has been 
the subject of considerable s tudy. The fo l lowing chapter w i l l review th is body 
of work , i n add i t ion to a general overview of the cur ren t t h i n k i n g i n the f ie ld of 
t h i n - f i l m polycrystal l ine CdTe/CdS solar cells. 
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CdTe/CdS Thin-Film 
Solar Cells 
4 . 1 I N T R O D U C T I O N 
The su i t ab i l i ty of CdTe to act as an absorber for solar energy conversion 
has long been recognised; as far back as 1956, Loferski [1] showed tha t i ts 
band-gap of 1.45 eV was close to the theoret ical ideal. Some years af terwards , 
the p roduc t ion of CdTe h o m o j u n c t i o n solar cells was mot ivated by the ab i l i ty 
to produce b o t h p- and n-type CdTe. However, efficiencies i n p-n j u n c t i o n 
cells were f o u n d to be l im i t ed to - 6 % by the very h igh surface recombina t ion 
velocity of CdTe [2]. Research in to CdTe h o m o j u n c t i o n d id cont inue for some 
years, however, c u l m i n a t i n g i n 1982 w i t h a 10.7% eff ic ient p*-n-rt cell [3]. 
I n order to overcome the p rob lem of surface recombina t ion , a t ten t ion 
t u r n e d to he te ro junc t ion cells. I n i t i a l effor ts concentrated on u s ing a p-type 
w i n d o w layer, as i t was appreciated tha t f o r m i n g an ohmic contact to p-CdTe 
was d i f f i cu l t . Some i n i t i a l success was at ta ined w i t h a p-CdTe/n-Cu2- x Te 
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system [4], b u t long- term s tabi l i ty proved to be problematic . The feas ibi l i ty of 
meta l /n-CdTe Schot tky cells [5] was also investigated, b u t efficiencies were 
l im i t ed . B o t h cases, though , showed tha t t h i n - f i l m technology based on CdTe 
was viable. 
As candidates for f o r m i n g p-type window layers were exhausted, 
a t ten t ion t u r n e d to the n-window/p-CdTe s t ruc ture , w h i c h interests us here. 
CdS was always considered a l ikely candidate, as i n f o r m i n g a p-n j u n c t i o n 
w i t h CdTe there is no 'spike' i n the conduc t ion band [6] (see section 2.4.3). 
CdS also has a large band-gap of 2.42 eV, and h i g h opt ical t ransparency. 
Adi rov ich et al. produced the f i r s t cell based u p o n th i s technology [7], albeit 
w i t h 1% efficiency. However, th i s f i r s t cell used a 'superstrate ' conf igura t ion 
(see fo l lowing section), w h i c h remains the cons t ruc t ion geometry of choice. 
I n the 28 years since the p roduc t ion of the f i r s t 'eff icient ' p-CdTe/ n-CdS 
solar cells (for example Bonnet and Rabenhorst [8]), the eff iciency of these 
cells has increased f r o m 5.4 to 16.0% [9]. W i t h a theoret ical m a x i m u m 
efficiency of over 29% [10], t hough , i t is quite possible tha t considerable 
improvements can be made to pract ical device performance. 
4 . 2 C E L L S T R U C T U R E , C O M P O S I T I O N A N D 
C O N S T R U C T I O N 
Since their incept ion, CdTe/CdS solar cells have been considered an 
impor t an t topic for research due to their relatively h i g h efficiency, the i r 
economy of cons t ruc t ion , and tolerance to m a n u f a c t u r i n g condi t ions . I n th i s 
section, the func t ions of each of the layers i n the 'superstrate ' design of t h i n 
f i l m he te ro junc t ion solar cells, shown i n f igure 4 . 1 , is described. I n 
section 4.2.2, the methods needed to f o r m the CdTe absorber layers are 
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reviewed as these have a direct influence of the properties of material 
prepared. 
Figure 4 . 1 : Schematic cross-section of the superstate configuration of a 
CdTe/CdS solar cell. 
4 . 2 . 1 T H E L A Y E R S AND T H E I R FUNCTIONS 
The Substrate: This is made from a ~2mm thick layer of glass, as it is 
transparent, durable and cheap. Although simple soda-glass can be used, 
more often a low-alkali glass is used to minimise CdS acceptor species that 
could diffuse from the glass (for example group I ions). Corning #7059 
borosilicate glass is a popular choice. Some research groups also apply anti-
reflective coatings, e.g. MgF, to the glass. 
The Front Contact Material: The main criteria for this layer are 
transparency and high conductivity, and Sn02 is used in this capacity i n 
many applications. Its conductivity can be enhanced further by doping with 
fluorine. Indium t in oxide (In2C>3-SnC>2 or ITO) is also popular, having 
superior conductivity. However, indium diffusing into the active layers has 
been suggested to be deleterious to device performance. Thus, i t is common 
to f ind the ITO covered with a layer of Sn02 as a diffusion barrier. The 
thickness of the layer is chosen to provide a balance between minimising 
Back Contact 
light 
~10um p-CdTe 
-0.1 urn n-CdS 
-~0.1um TCO 
-2mm Glass 
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optical losses, wh i l s t max imis ing the conduct iv i ty . A value of 10 Q / D is 
usua l ly quoted as suf f ic ien t for a h i g h efficiency cell , r equ i r ing a layer of 
th ickness - 1 0 0 n m . 
The Window Layer: The n-CdS window layer is u sua l ly - 1 0 0 n m 
th i ck , being as t h i n as possible to allow m a x i m u m opt ical t ransmiss ion . This 
m i n i m u m thickness is dictated by the amoun t of the layer consumed by 
i n t e r m i x i n g of the CdTe and CdS layers on t rea tment w i t h CdCb (see 
section 4.4) a l though the complete conversion of the CdS layer to CdSi- x Te x 
has been shown to be deleterious to device performance [11]. The layer can 
be deposited by a l l of the methods detailed i n the fo l lowing section, a n d also 
by chemical ba th deposit ion. However, the t h i c k f i l m s produced by spray 
pyrolysis and screen-pr int ing are unsui tab le for h igh efficiency cells. For 
mater ia l deposited at low temperature , investigations have been made of post-
g rowth anneal ing of the CdS w i t h CdCb or air before the CdTe layer is 
deposited. This serves to increase grain size, and reduce defect densi ty [12]. 
The Absorber Layer: As ment ioned previously, CdTe has a band-gap 
very wel l matched to the absorpt ion of the solar spect rum. However, i t also 
suffers very h i g h surface recombinat ion velocities, mean ing tha t i t is suitable 
only for use i n a he te ro junc t ion cell. I t is an impressive absorber i n the visible 
range, 1 um absorbing 99% of inc ident radia t ion . I t is, t hough , common to 
make the layers considerably th icker t han th i s as homogeneity can be a 
p rob lem for t h inne r layers. This being the layer of interest i n th i s work , 
d i f ferent methods of deposi t ion w i l l be discussed i n the fo l lowing section. The 
micros t ruc tures w h i c h resul t w i l l also be examined. 
The Back Contact: Due to the very large w o r k f u n c t i o n of p-CdTe, 
there is no meta l w i t h a w o r k f u n c t i o n large enough to f o r m an ohmic contact 
to i t . Instead, m a k i n g a p+ layer at the CdTe surface produces a pseudo-
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ohmic contact. This produces a narrower deplet ion region u p o n contact ing, 
t h r o u g h w h i c h the carriers can more easily t unne l . There are two d is t inc t 
methods used to accomplish th is : 
a) A layer of conductive p-type semiconductor w i t h a lower w o r k f u n c t i o n 
t h a n CdTe can be deposited on the CdTe. ZnTe [13], HgTe [14], and 
Sb2Te3 [15] have been used w i t h some success. 
b) A p-type layer can be produced on the CdTe surface by either chemical 
e tching or doping [16]. 
Commonly used etchants for the lat ter process are n i t r i c / p h o s p h o r i c 
acid [17], b r o m i n e / m e t h a n o l [18], or acidif ied dichromate [19]. Dop ing can be 
achieved by coat ing the CdTe w i t h a graphite paste conta in ing the requi red 
dopant. Subsequent anneal ing allows the dopant to d i f fuse in to the CdTe. 
Af ter the e tching or doping procedure, a variety of metals i n c l u d i n g A u , N i / A u , 
or C u / A u can be used to supply the electrical contact. 
4 . 2 . 2 D E P O S I T I O N T E C H N I Q U E S 
This section describes the most commonly used techniques for 
deposi t ing t h i n f i l m s of CdTe. 
Close Space Sublimation: CSS is a widely used technique for 
deposi t ing bo th CdTe and CdS. The deposi t ion is carried ou t i n an iner t 
atmosphere, of ten of h e l i u m , at a pressure of - 1 0 mi l l iba r . The inc lus ion of a 
smal l amoun t of oxygen is reported to enhance the eff iciency of the f i n a l 
cell [20]. A source, consis t ing of the mater ia l to be deposited, is ma in ta ined at 
a h igh temperature (e.g. ~650°C) a few mi l l imet res f r o m the substrate, w h i c h 
is at a lower temperature (e.g. ~550°C) . The source mater ia l t hen dissociates, 
and t hen recombines at the substrate. A ma jo r advantage of th i s me thod is 
the r ap id deposi t ion rate (~1 u m / m i n u t e ) , and large gra in size, w h i c h is widely 
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t hough t to be beneficial to solar cell eff iciency due to decreased gra in 
boundary density. Typical f i l m thicknesses deposited by th i s me thod are 
- 10 |um. A l l CdTe layers s tudied i n th is w o r k are deposited u s ing th i s 
method. Close Space Vapour Transpor t (CSVT) is u sua l ly synonymous w i t h 
CSS a l though some authors [21] d i s t inguish the two methods by the presence 
or absence of a gaseous ambient i n the growth chamber (CSVT being the h i g h 
v a c u u m variant) . As the terms CSVT and CSS are of ten used 
interchangeably, readers are advised to check the deposit ion condi t ions used 
by each author . 
Physical Vapour Deposition: PVD, or s imply V a c u u m evaporation' , is 
the process of heat ing a sol id i n v a c u u m , thus creat ing a vapour. This vapour 
then condenses onto a substrate, usua l ly located some centimetres f r o m the 
source. Substrate temperatures of between room temperature and ~ 4 0 0 ° C , 
are reported, b u t th i s is considerably cooler t h a n the source. Deposi t ion rates 
at tainable by th i s me thod are of the order of 0.3 ^ m / m i n u t e . Absorber layers 
l a id d o w n by PVD are usua l ly ~5 (am th i ck w i t h a gra in size w h i c h is smal l 
compared to tha t of CSS mater ia l . 
Electrochemical Bath Deposition: This technique, also referred to as 
s imply 'Electrodeposit ion' (ED), was f i r s t demonstrated for use i n CdTe/CdS 
solar cells by Panicker et al. [22]. The aqueous electrolyte used contains C d 2 + 
and HTeCV, and the net react ion can be described by the fo l lowing two 
steps [23]: 
HTeOj + 3 H + + 4e~ -» Te + 2 H 2 0 (4.1) 
Te + C d 2 + + 2e" -> CdTe (4.2) 
The process gives a deposi t ion rate of only -0 .02 |um/minu te , however the 
f i l m s are of h i g h qual i ty w i t h very few pin-holes, a l lowing very t h i n (-1.5 |im) 
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layers to be used. Resul t ing grain sizes can be of the order of tens of 
nanometres. 
Screen-Printing: This is a reasonably popular technique, as i t 
requires no in-vacuo processing. Propylene glycol s lurr ies of semiconductor 
powder are forced t h r o u g h a f ine mesh onto the substrate, w h i c h is t hen dr ied 
slowly to prevent cracking. The resu l t ing f i l m is t hen sintered at 6 0 0 - 7 0 0 ° C to 
densi fy the layer. This me thod has the advantages tha t CdCb can be 
in t roduced at the screen p r i n t i n g stage, thus removing the need for a post-
deposi t ion CdCb treatment . (For example, see C lemminck et al. [24].) 
Chemical Vapour Deposition: CVD is one of the least common 
deposi t ion techniques for solar cell applications. Organic compounds of Cd 
and Te, such as d i m e t y h l c a d m i u m and d i i sopropy l t e l lu r ium are f lowed over a 
hot (~350°C) substrate, deposit ing a layer of CdTe. G r o w t h rates of 
-1 .5 u m / m i n u t e are typical . For an example of th i s type of g rowth see 
B r i n k m a n et al. [25]. 
Spray Pyrolysis: This me thod of deposit ion is s imi lar to CVD; organic 
compounds of Cd and Te are sprayed onto a heated substrate (~450°C), where 
the precursors decompose to leave Cd and Te [26]. 
Radio-Frequency Sputtering: RFS involves the spu t te r ing of a CdTe 
or CdS target w i t h an RF-plasma. The sputtered mater ia l is t hen inc ident on 
a substrate tha t may be heated, a l though typical ly at a temperature m u c h 
lower t h a n PVD or CSS: M o u t i n h o et al report a g rowth temperature of 
150°C [27]. 
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4 . 3 M I C R O S T R U C T U R E O F T H E U N T R E A T E D C d T e 
L A Y E R 
The diversi ty of techniques used to deposit the layers of CdTe i n 
CdTe/CdS t h i n - f i l m solar cells leads to a range of mic ros t ruc tu ra l phenomena 
i n as-deposited layers. However, most effects are consis tent ly present, 
irrespective of layer deposi t ion technique, b u t w i t h their prevalence dependent 
on the cell's t he rma l h is tory . I n th i s section the mic ros t ruc tu r a l character of 
CdTe layers is reviewed according to deposit ion technique. A summary is also 
presented i n table 4.1, at the end of th i s section. 
4 . 3 . 1 P H Y S I C A L V A P O U R D E P O S I T I O N 
Perhaps the most s t r i k ing mic ros t ruc tu ra l feature of vapour deposited 
CdTe t h i n - f i l m s is the co lumnar grain s t ruc ture , as revealed by cross-section 
T E M [23]: the grains also conta in a h igh density of planar defects [28], these 
being reported as s tacking fau l t s or twins . Certainly bo th types are prevalent 
i n CdTe of a l l types [29]. 
The re la t ionship between the morphology and mic ros t ruc tu re of the 
CdTe layer a n d the unde r ly ing CdS is no t simple. The CdTe is nucleated on 
the CdS grains (i.e. gra in boundaries propagate across the interface), and 
HRTEM reveals t h e m to be epitaxial ly related to the substrate grains [30]. As 
the gra in s t ruc ture is p redominan t ly columnar , the CdS gra in s t ruc ture has a 
s t rong inf luence on the surface s t ruc ture of the CdTe f i lms . D u r i n g growth , 
some co lumns widen at the expense of others leading to the observation tha t 
t h i c k PVD CdTe f i lms have a s l ight ly larger grain size t h a n t h inne r ones at the 
f i l m surface [28]. There is, however, some evidence for a ' l i m i t i n g ' size for th i s 
lateral expansion. Levi et al. [31], for example, report the same surface grain 
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size for CdTe grown on bo th CdS and ITO, even though the relative gra in size 
of CdS is generally larger t h a n tha t of ITO. 
I n recent work , however, Romeo et al. [32] report tha t CdS layers w i t h 
s imilar surface feature size, b u t deposited by di f ferent methods, can cause an 
increase (of u p to ten times) i n the grain size of the overlying CdTe f i l m . I n 
addi t ion , x-ray d i f f r ac t ion data shows tha t the d i f ferent f i l m s have 
considerably d i f ferent lat t ice parameters, and the CdTe surface morphology is 
di f ferent . These discrepancies are explained i n terms of s t ra in . Compressive 
s t ra in i n as-deposited PVD f i l m s has been reported before [28], caused by 
either the difference i n the latt ice parameters of CdTe and CdS, differences i n 
t he rma l expansion coefficients, or a combina t ion of bo th . 
F i lms of CdTe deposited by PVD often display {111} preferred 
or ien ta t ion i n the as-deposited state [33, 34] . This order ing is shown to 
decrease w i t h increasing substrate temperature [32, 35] , possibly due to the 
higher surface mob i l i t y of a r r iv ing species. Preferred or ien ta t ion can be 
quan t i f i ed us ing the me thod of Harr i s [36], w h i c h , i n essence, compares the 
heights of XRD peaks f r o m a sample of mater ia l to those of a powder sample 
of the same mater ia l . This yields a single variable to describe the degree of 
preferent ia l i ty . 
4 . 3 . 2 C L O S E S P A C E SUBLIMATION 
CSS may be though t of as a relat ively h igh temperature deposi t ion 
me thod w i t h typ ica l substrate temperature being ~ 5 0 0 ° C . G r o w t h (and 
processing) at th i s temperature can lead to large gra in sizes w h i c h increase 
f u r t h e r w i t h increasing substrate temperature [37], and f i l m th ickness [38]. 
Al-Jass im et al. [37] have also s tudied the near-interface region by cross-
es-
Chapter 4- CdTe/CdS Thin-Film Solar Cells 
sectional TEM, and found a heavily twinned structure with the density of the 
planar defects decreasing with increasing temperature. 
The grains in CSS CdTe are often 1-5 |im in size, and examination by 
SEM generally reveals a faceted morphology [30]. It could be argued that 
these films have a columnar grain structure (as described for PVD films in 
section 4.3.1), but as the grain size is often of the order of the film thickness, 
it is not necessarily a meaningful concept. 
The degree of preferred orientation present in CSS-grown CdTe films is 
dependent upon both the substrate type and temperature. For glass 
substrates, Zelaya et al. [39] report that at deposition temperatures between 
450 and 600°C a strong {111} preferred orientation prevailed. For 
temperatures between 600 and 650°C, this changed to {220}. In the more 
technologically relevant case of CdTe layers on CdS grown at a substrate 
temperature of 500°C, the orientation is random [33]. Only by reducing the 
growth temperature to 335°C could {111} preferred orientation be 
induced [38]. 
The effect on the microstructure of CdTe layers of including a partial 
pressure of O2 in the CSS chamber during growth has been studied by Rose et 
al.. In that work, it was found that increasing the partial pressure of oxygen 
had the effect of increasing the density of nucleation sites on CdS window 
layers. This was beneficial, as it reduced the number of pinholes in the films. 
However, it also caused a decrease in grain size, accompanied by an apparent 
decrease in crystal quality as indicated by a less faceted appearance on each 
grain [40]. 
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4.3.3 ELECTRODEPOSITION 
This method of CdTe film deposition, in common with PVD growth, 
usually shows very strong {111} orientation [41], with the crystallite size being 
reduced by increased deposition potential [42]. Grain size is generally 
reported as -0.1 pm or lower. XRD shows that the CdTe films are also in a 
state of compression [43]. 
The most detailed microstructural survey of electrodeposited CdTe so 
far was recently published by Johnson [44]. For the as-deposited state, a 
columnar structure similar to that of PVD grown material is reported, with 
grain diameter being -0.1 |um and each grain containing a high density of 
stacking faults. 
4.3 .4 RADIO FREQUENCY SPUTTERING 
This produces small-grained material, comparable to that produced by 
electrodeposition. However, AFM studies have shown that these -0.1 jum 
grains are comprised of sub-grains of diameter -50 nm [45]. The films are 
also considerably more porous than other techniques discussed thus far [33]. 
4.3 .5 CHEMICAL VAPOUR DEPOSITION 
There is very limited information on the as-grown properties of CVD 
grown films. Chu et al. [46], however, report a closely packed columnar 
structure of small-grained material with {111} orientation. The material was 
deposited with a substrate temperature of 350-400°C. The authors do not 
state a grain size, although it is most likely small (-0.1 pm). 
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4.3 .6 SCREEN PRINTING AND SPRAY PYROLYSIS 
Due to the practice of including CdC^ in the initial CdTe deposition, 
the resulting in-situ chlorine anneal precludes any study of an as-grown 
state. The reader is referred to section 4.5 for a description of the films. 
Growth Method Grain Size ((jm) Notes 
PVD -0.1 {111} orientation, columnar 
CSS 1-10 Columnar 
ED -0.1 {111} orientation 
RFS -0.1 Contain sub-grains 
CVD {111} orientation, columnar 
Table 4.1: Microstructure of as-grown CdTe/CdS thin films. See text for 
details. It should be noted that grain size is heavily dependent on film 
thickness. 
4 . 4 POST-DEPOSIT ION T R E A T M E N T O F C d T e / C d S 
S T R U C T U R E S 
In their as-grown state, CdTe/CdS solar cells have a typical efficiency of 
1-2%. However, CdCb is known to be responsible for a large increase in 
efficiency. A chloride treatment has now become a ubiquitous stage in the 
construction of finished CdTe/CdS cells. The chlorine can be introduced to 
the device in a number of ways: 
a) The CdCb can form part of the CdTe deposition step, and thus post-
growth annealing effects chloride treatment of the CdTe directly. 
b) The CdCb can be deposited onto the CdTe at a post-deposition stage 
(usually by evaporation or dipping in a methanolic solution); this is 
followed by air annealing, typically at 400°C for 30 minutes. 
c) The cell can be annealed as above in the presence of CdCb vapour, Cb 
gas, or even gaseous HC1. 
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As with the layer deposition, all of these techniques appear to give an 
equivalent improvement in the cell's performance, often of about an order of 
magnitude (for example, see Edwards et al. [47]). Oxygen, whether introduced 
as part of the deposition process, or from the annealing atmosphere, is also 
thought to play an important part in this process, with slightly higher 
efficiencies achieved with oxygen present than in its absence [20]. 
The increase in efficiency from the CdCb treatment is usually 
attributed to a number of effects, which may act singly or in combination. 
These are discussed below. 
Type Conversion: In their as-deposited state, CdTe/CdS cells are 
inefficient in their action as solar cells, and it is widely reported that the CdCb 
treatment enhances performance by introducing p-type dopant centres into 
the CdTe. This is generally a 'type conversion' as as-grown CdTe is usually n-
type or intrinsic and thus resistive. This is consistent with the tendency of 
CdTe to self-compensate, making it difficult to dope p-type. Duffy et al. [48] 
have demonstrated that the chloride treatment does indeed effect the 
formation of p-CdTe. Although it has not been identified explicitly, the 
acceptor state which causes this type conversion is thought to be the 
(Vcd + ClTe) + complex [49]. The role of oxygen has also been speculated upon, 
possibly with it contributing to doping by acting as a sink for Cd atoms. The 
oxygen itself is also thought to modify the doping density by forming a shallow 
acceptor [50]. 
Passivation: EBIC measurements [51] have shown that the grain 
boundaries become a less effective site for carrier recombination after the 
CdCb anneal. This is thought to be a result of upward band bending in the 
CdTe near to the grain boundaries after treatment, which leads to the 
repulsion of carriers [52]. The doping mechanism by which this grain 
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boundary passivation occurs is unclear. Cahen and Noufi, though, suggest 
that oxygen may play a role [53]. 
Interdiffusion: A further effect of the CdCb treatment is to cause 
inter diffusion of the CdTe and CdS layers [54]. The amount to which this 
occurs is affected by a number of factors, including the CdS grain size [55], 
and the thickness of the CdS [24]. This intermixing is reported to have a 
number of effects: 
a) Data for CdTe-CdS composition from various authors is synthesised by 
Jensen et al. [56], showing considerable bowing of the band-gap with 
composition. Thus, some compositions of CdSi- xTe x have a lower band-
gap than CdTe, and will as such cause an increase in the optical 
absorption in the interface region. 
b) The in-plane stresses caused by lattice mismatch are relieved, giving 
improved Voc [57]. 
c) If the CdS layer is entirely consumed, light can be absorbed within the 
window layer, degrading performance [58], 
This area of research is still most active. 
Grain Growth: As grain growth and other microstructural phenomena 
form a very important part of this work, they will be discussed in detail in the 
following section. 
4 . 5 M I C R O S T R U C T U R A L E F F E C T S O F T H E C d C l 2 
T R E A T M E N T 
The work in this thesis is primarily concerned with microstructural 
phenomena in CdTe/CdS solar cells. Thus, this section will review the effects 
of the post-growth treatment on CdTe layers in terms of the classical 
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metallurgical concepts of recovery, recrystallisation, and grain growth 
described in chapter 3. 
4.5.1 RECOVERY 
By its very nature, recovery is a difficult process to observe in real 
structures: to map the progress of defects in a particular grain during 
annealing is not practical. For example, monitoring recovery of layers by 
TEM, before and after treatment, is complicated by the fact that the density of 
defects in each as-grown grain is a variable. Moutinho et al. [59] do claim, 
though, that the strain relief detected at the interface by XRD is due to 'a 
process of recovery'. However, that work did not attempt to investigate 
directly the processes of recovery at the level of dislocations. Dislocation re-
arrangement has been seen in bulk CdTe, however, at temperatures of 
~500°C [60], the usual growth temperature of CSS CdTe. Experimental 
evidence of recovery is presented in chapter 8 of this thesis. 
4.5 .2 RECRYSTALLISATION 
In comparison with the above case, evidence for recrystallisation in 
CdTe on treatment with CdCb is widespread, specifically for small-grained 
material. Those films that grow in a {111} orientation (the majority) invariably 
become random on annealing in the presence of chlorine (this occurs, for 
example, in PVD material [28], ED material [41] and RFS material [33]). This 
is widely thought to be due to the formation of a new grain structure by 
recrystallisation, and accompanying consumption of the old microstructure. 
The driving forces for this type of process are the overall compressive strain in 
the film and strain in individual grains. The latter arises from dislocations 
and grain boundaries within the grains. 
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Direct evidence of the propensity for as-grown ED CdTe layers to 
recrystallise was reported by Johnson [44], In that work such layers were 
seen to be of poor crystallinity and more unstable in the electron beam. Air 
annealing, however, produced material that was stable under the same 
conditions. 
In real structures, direct evidence for recrystallisation and its 
mechanism was reported by Moutinho et al. [59]. In that work two different 
techniques were used to study the recrystallisation of PVD CdTe layers, 
namely XRD and AFM. In the XRD study, the Bragg-Brentano (9-20) geometry 
was used to investigate reflections from (h, k, 1) planes with particular values 
of dhki perpendicular to the film, for both CdCb treated and untreated 
material. The untreated material showed only the {111}, {222} and {333} 
peaks, indicating that the film had preferred orientation. On plotting the dhki 
values for these peaks on a Nelson-Riley plot [61], the lattice parameter 
perpendicular to the film was found to be larger than that for a CdTe powder 
standard. This indicates in-plane compressive strain. The same analysis was 
also performed on a CdCb treated CdTe film. This showed a random film 
orientation (i.e. all sphalerite peaks were present), and a lattice parameter 
comparable to that for CdTe powder, indicative of a fully relaxed film. From 
these observations, it can be inferred that on CdCh treatment the stressed, 
untreated film was restructured, presumably by recrystallisation, to form this 
new, relaxed microstructure. 
Further to the XRD, Moutinho et al. also studied the surface of the 
CdTe film at different stages of CdCb treatment by AFM. This was expedited 
by reducing the treatment temperature slightly to slow the process of 
recrystallisation. AFM images of the CdTe surface treated at 350°C revealed 
the presence of new recrystallised grains growing at the interstices of the old 
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ones. Presumably, this process would continue until the old microstructure 
was completely consumed, giving a restructured film. 
4.5 .3 GRAIN GROWTH 
A consistent feature of the CdCb treatment of small-grained CdTe films 
is grain growth, presumably post-recrystallisation. Larger columnar grains 
grow in the plane of the film at the expense of smaller ones, thus increasing 
the average size. This process is driven by the minimisation of grain 
boundary area, and corresponding reduction in grain boundary energy. Qi et 
al. [43] have quantified this grain growth in terms of the Burke and Turnbull 
model [62], (described in section 3.3.2) in which the evolution of mean grain 
size with time, t, follows a power law: 
^R2 - Ro = Ktl/" . (4.3) 
The grain growth exponent, n, is ideally 2 for normal grain growth. In the 
work of Qi et al, the grain growth exponent was found to be more than 2 in all 
cases for ED CdTe. A number of reasons were given for this: 
a) Preferred orientation, which has been shown to reduce growth rates; 
b) Columnar grains, as normal grain growth cannot be expected in a 
columnar structure, and, 
c) Residual stress, as normal grain growth is driven by grain boundary 
energy 
The last case, of course, is dependent upon whether the CdTe has fully 
recrystallised before grain growth starts. Two other factors that may also 
reduce the growth rate and thus the grain growth exponent are the existence 
of a limiting grain size, and solute drag at the boundaries (i.e. the boundaries 
are pinned [63]). The former is almost certainly the case, as even prolonged 
CdCb treatment does not lead grain sizes greater than -10 pm. How much 
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solute drag growing grains experience will depend on the CdCb concentration 
at the grain boundaries, and its solubility in CdTe. 
At the time this work was begun, there were contradictory reports of 
grain-growth in CdTe upon CdCb treatment (for example, grain growth had 
been seen by some authors [28, 43, 64], but not by others [30, 31]). 
Moreover, there is some evidence that effects may be non-uniform throughout 
a particular film: while no growth is reported at CSS film surfaces, Loginov et 
al. [65] reported preliminary observations of grain growth at the CdTe/CdS 
interface on CdCb treatment of CSS CdTe. In the current work, the grain size 
distribution throughout such layers was fully investigated (chapters 7 and 8). 
Recently, Moutinho et al. [33] correlated grain growth effects to grain 
size with small-grained material displaying grain-growth irrespective of the 
deposition technique. Large-grained material showed little or no grain growth. 
This is consistent with surface area to volume ratio of grains being the 
primary driving force for grain growth. Further discussion is deferred until 
section 7.4 in which the results of grain size analysis in this work are 
presented. 
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Experimental 
Techniques and Image 
Analysis 
5.1 INTRODUCTION 
To characterise the materials and devices used in this work a number 
of commonly reported techniques were used, such as current-voltage 
measurements, spectral response, and TEM. In addition to these, bevelling 
and defect etching techniques were used to study microstructure, with the 
resulting micrographs analysed using computational image analysis. Firstly, 
though, the details of the thin film growth are outlined. 
5.2 MATERIAL G R O W T H 
The starting material, for studies into device quality material in this 
work, consisted of 25mm squares of CdTe/CdS solar cell, supplied by ANTEC 
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GmbH. Both the CdTe and CdS were grown by CSS at a growth temperature 
of 500°C. The technique of CSS is described in the review of thin-film growth 
methods in the previous chapter (section 4.2.2). The structure of the cells 
was 8-10 um CdTe on -100 nm CdS deposited on ITO coated glass. Some of 
the supplied material was supplied as-grown, whilst some was treated with 
the manufacturers proprietary CdCL: treatment. A description of the 
processing of this material with CdCb to make the devices used in this work is 
deferred until section 7.2.1. 
5.3 S O L A R C E L L C H A R A C T E R D S A T I O N 
5.3.1 C U R R E N T - V O L T A G E MEASUREMENTS 
Current-voltage measurement (J-V) is a standard way to extract the 
most relevant solar cell parameters— namely Voc, Jsc, FF, and r|— as discussed 
in section 2.3.1. This section will describe the apparatus used in this work to 
measure J- V curves. 
A schematic of the J-V equipment is shown in figure 5.1. The whole 
apparatus, excluding measurement and recording equipment, is situated in a 
light-tight enclosure, to prevent stray light from affecting the readings. The 
lamp (1000W, quartz-tungsten-halogen) is chosen to mimic the general shape 
of the AM 0 spectrum. Sunlight's passage through water vapour in the 
atmosphere is a major contributing factor in modifying the AM 0 spectrum to 
become the AM 1.5. In order to model this effect in our equipment, a water 
tank is placed in the light-path. The depth of water required can be 
calculated from atmospheric water vapour density, and is ~25mm. 
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Key-
A: Lamp 
B: Glass-Bottomed 
Tank 
C: Water In 
D: Water Out 
E: Mask 
F: Sample 
G: X-y-Z-Stage 
H: Electrometer 6t 
Voltage Source 
I: PC 
J : Light-tight 
enclosure 
— Data Cable 
—Electrical Cable 
Figure 5.1: Schematic Diagram of the current-voltage measurement 
equipment used in this work. 
Above the sample lies a mask, of the same shape and size as the back 
contact of the unde r ly ing sample. The purpose of th i s is to prevent l igh t 
f a l l i ng on un-contacted areas, and p roduc ing spur ious cur ren t 
unrepresentat ive of a real device. The sample i tsel f rests on an x-y-z stage. 
To standardise the l igh t power, a photometer was used i n place of the sample, 
and the height of the stage is ad jus ted i n the z-direct ion u n t i l an inc iden t 
power of 100 m W c m 2 is measured, a s tandard value i n most reports of J-V 
measurements . This is a widely used power densi ty s tandard for cell 
character isat ion. When a cell has been ins ta l led i n the apparatus, the x- and 
^-direct ions of the stage were adjus ted u n t i l the m a x i m u m cur ren t is detected 
at a par t icu la r bias (typically zero). This ensures tha t the contact is centred 
beneath the mask aperture. A K e i t h l e y 6 1 7 electrometer was used to bo th 
supply a bias voltage and measure the current , w i t h cont ro l of i ts voltage 
o u t p u t and recording of the cur ren t i t measures being performed us ing a PC 
via an IEEE 488 interface. 
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A l t h o u g h the mask prevents a large amoun t of extraneous hea t ing of 
the cell f r o m the high-power l igh t source, the l amp was only t u r n e d on w h e n a 
measurement was t ak ing place. Thus , the cell temperature d id no t have t ime 
to rise appreciably above room temperature and thermal ly dis tor t the 
readings, per formed nomina l ly at room temperature . 
To test th i s equipment , J-V curves were taken for cells t ha t h a d 
previously been measured i n r igorously s tandardised J-V equipment . This 
comparison showed tha t cur ren t densities i n the equipment described here 
were -1 .5 t imes greater t h a n those measured elsewhere (probably due to the 
l igh t spec t rum being only an approximat ion to A M 1.5). However, by applying 
a l inear correct ion factor to the data gave very good agreement between the 
two sets of apparatus. I n addi t ion to th i s , th is w o r k is no t concerned w i t h 
character is ing cells, only w i t h compar ing cells to each other. This apparatus 
is suf f ic ien t for th i s purpose. 
5 . 3 . 2 SPECTRAL RESPONSE 
Spectral response measures the var ia t ion of q u a n t u m efficiency of a 
solar cell w i t h wavelength. Comparison of th i s data w i t h the expected values, 
calculated f r o m theory, can give an ind ica t ion of w h i c h par ts of a device are 
behaving non-ideal ly , by where i n the spec t rum the difference occurs. 
Specific to the case of CdTe/CdS cells, i t is possible to detect i n t e r m i x i n g of 
the CdTe and CdS layers by a reduc t ion of the long wavelength end of the 
spect rum: th i s is due to a bowing of the bandgap i n the C d S i x T e x system. 
This type of measurement is widely reported [ 1 , 2] . 
As par t of th i s work , apparatus for spectral response measurements 
was b u i l t , and the control software wr i t t en . A schematic of th i s equipment is 
shown i n f igure 5.2. The l igh t source (a quartz- tungsten-halogen bulb) is 
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focussed rough ly onto the i n p u t slits of a monochromator u s ing a reflector. 
This type of l amp was chosen, as the spec t rum is reasonably l inear over the 
wavelength range of interest (400-900 nm) . On exit f r o m the monochromator , 
the beam is spl i t , w i t h one ha l f of the l igh t being focussed onto the sample, 
and the other f a l l i ng on a cal ibrated photodiode. The o u t p u t of th i s 
photodiode is used i n a feedback loop cont ro l l ing the lamp voltage, a l lowing a 
constant pho ton f l u x to be main ta ined at the sample. A mask is also placed 
above the sample, to prevent spur ious cur ren t readings as described i n the 
case of J - V i n the previous section. The o u t p u t f r o m the cell is measured w i t h 
an electrometer connected to a PC tha t controls a l l of the equipment . A 
typical i t e ra t ion w o u l d be: 
Key-
A: Reflector 
B: Lamp 
C: Monochromator 
D: Beam Splitter 
E: Convex Lens 
F: Photodiode 
G: Power Supply 
H: PC 
I: Convex Lens 
J : Plane Mirror 
K: Mask 
L: Solar Cell 
M: X-Y Stage 
N: Electrometer 
—— Data Cable 
— Electrical Cable 
Figure 5.2: Schematic layout of the apparatus used for spectral response 
measurements. 
a) Set the monochromator to the desired wavelength; 
b) Measure the photodiode ou tpu t and ad jus t the lamp o u t p u t 
accordingly, and; 
c) Record the current . 
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I n order to t u r n the cur ren t in to q u a n t u m efficiency, a value for the 
pho ton f l u x is needed. This is f o u n d u s ing a commercial ly cal ibrated 
photodiode i n place of the sample. Data f o u n d i n th i s way is t hen used to 
mod i fy the data t aken w i t h a sample i n place. 
5 . 4 B E V E L L I N G 
I n order to reveal the s t ruc ture or composi t ion t h roughou t a t h i n f i l m , 
bevell ing can be performed. There are a number of d i f ferent techniques 
reported for th i s bu t , i n th i s work , the basic pr inciple used is slow immers ion 
of a f i l m in to an etchant so lu t ion (first reported by Huber et al. [3]). The end 
of the f i l m immersed f i r s t w i l l t h u s have more mater ia l removed, revealing the 
f i l m near the substrate. The converse is obviously t rue for the other end of 
the f i l m . This type of analysis is impor t an t for the CdTe f i l m s s tudied here, as 
var ious factors— discussed i n section 4.3— cause the mic ros t ruc tu re of the 
layer to vary considerably t h roughou t i ts th ickness . 
I n order to a t ta in a control led descent of the sample in to the l i q u i d , 
a n d t h u s a wel l - formed bevel, the equipment shown i n f igure 5.3 was used. 
The s ta t ionary reservoir contains the sample, typical ly m o u n t e d on a glass 
microscope slide w i t h wax. The second, moveable reservoir can be raised or 
lowered to alter the level of e tchant i n the s tat ionary reservoir. This is 
achieved us ing a motor w i t h sui table gearing. A schematic d iagram of the 
resu l t ing shape is shown i n f igure 5.4. The unbevelled region is created by 
mask ing ha l f of the sample w i t h Lacomit varn ish , and is created to give a 
possible reference surface for s tylus prof i lometry . 
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Figure 5.3: Schematic of the bevelling apparatus. The arrangement shown 
here is for use with bromine solution: a floating layer of methanol is used to 
prevent the sample being attacked by bromine vapour before immersion into 
the bromine solution. 
The choice of etchant is of considerable importance: i ts etch rate needs 
to be su i tably slow to al low a reasonable immers ion rate to be used, and i n 
many cases (this included) the f i n a l surface morphology is impor tan t . Two 
di f ferent etchants were tested; the specifics of the i r use, and the resul ts 
achieved are detailed below. 
Figure 5.4: Schematic diagram of a bevelled thin film bi-layer on a glass 
substrate 
-59-
Chapter 5— Experimental Techniques and Image Analysis 
Citric Acid and Hydrogen Peroxide: A so lu t ion of c i t r ic acid i n 
hydrogen peroxide (4g/ 100ml) is widely k n o w n to dissolve CdTe. I t is s imple 
to use, having none of the technical d i f f icu l t ies caused by evaporation or h igh 
viscosi ty (these two problems are discussed below i n re la t ion to the use of 
b romine /me thano l ) . Us ing an immers ion rate of ~ 5 m m / m i n u t e gave a wel l -
fo rmed bevel. However, on examinat ion of the resu l t ing surface by opt ical 
microscopy, the morphology shown i n f igure 5.5 was seen. For the analysis to 
be per formed on the bevelled f i lms , a smooth, featureless morphology is 
needed (as discussed i n section 7.2.4). Thus , th i s e tchant was rejected for 
use i n m a k i n g bevels. 
Figure 5.5: SEM image showing the resultant surface after immersion of a 
CdTe film in a citric acid/hydrogen peroxide solution. Preferential etching of 
twin boundaries can clearly be seen. 
Bromine/Methanol: Us ing bromine methano l i n c u r s a smal l 
exper imental t o l l : used i n the simple fash ion described above, the bromine 
evaporates, a t tacking the f i l m surface before immers ion . To prevent th i s , a 
f loa t ing layer of me thano l was used i n the s ta t ionary reservoir to protect the 
sample. To cont ro l the etch rate and al low the me thano l to f loat , ethylene 
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glycol* is added to the etchant so lu t ion to increase i ts densi ty and viscosity. 
This increase i n viscosity, t hough , does complicate the bevell ing process: the 
viscous so lu t ion does not move smoothly w h e n the reservoir is raised or 
lowered, leading to some uncer ta in ty i n the etch rate, and t h u s 
i r reproduc ib i l i ty . However, the resu l t ing surfaces were smooth and the bevels 
wel l enough fo rmed . Thus , th is so lu t ion was chosen for p roduc ing the bevels 
described i n chapter 7, w i t h volume f rac t ions 0 .05 /0 .25 /0 .7 of b romine , 
me thano l and ethylene glycol respectively, at a d ipp ing speed of 
~ 2 m m / m i n u t e . 
5 . 5 D E F E C T R E V E A L I N G E T C H E S 
For the studies of gra in size of CdTe f i lms , i t was necessary to 
selectively etch the polished and bevelled surfaces, as no grain boundar ies are 
visible after t h i s t reatment . A n u m b e r of reported grain boundary etches were 
tested i n order to f i n d the most suitable. Desirable characterist ics are h i g h 
gra in-boundary selectivity, reproducib i l i ty , and contro l labi l i ty . The resul ts for 
each etchant t r ia led are reported below. A l l t r ia ls were per formed at room 
temperature . 
0.5% by Volume Bromine/Methanol: This is a photochemical etch 
reported by Wi l l i ams [4] for CdTe. Smal l pieces of bo th CdCb treated and 
unt rea ted CdTe were m o u n t e d on a microscope slide and immersed i n the 
so lu t ion for t imes between 30s and 5 minu tes , and w i t h d i f ferent l igh t sources 
(e.g. quartz- tungsten-halogen lamp, tungs ten lamp). The etchant produced 
regions of wel l -def ined grain boundaries after 2-3 minu tes . However, 
inhomogeneit ies i n the l igh t source, and heat ing of the so lu t ion caused by the 
* Also called 1,2 ethanediol 
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l igh t source meant tha t th i s approach was not viable i n an open beaker. 
Rather t h a n b u i l d a more complicated piece of apparatus, other etchants were 
t r ied . 
Saturated FeCh: This so lu t ion has been reported as a reliable defect 
e tchant for CdTe by Watson et al. [5]. A saturated so lu t ion requires about 35g 
of FeCl3-6H20 per 10ml of water. The net react ion on dissolving the FeCl3 is 
to produce concentrated hydrochlor ic acid and rus t : 
H 2 0 
FeCl 3 Fe(OH) 3 + HC1, (5.1) 
where, 
2Fe(OH) 3 = F e 2 0 3 + 3 H a O . (5.2) 
CdTe samples of bo th as-deposited and un t rea ted mater ia l were tested, i n the 
same manner as above, to test i ts su i tab i l i ty as a grain boundary etch, and 
the o p t i m u m t ime for immers ion . 
Results f r o m a typica l t r i a l are shown i n f igure 5.6. Extended 
t rea tment i n th i s so lu t ion ( ~ l m i n ) led to e tching of the grain boundar ies i n 
bo th as-deposited and CdCb treated mater ia l . However, etch-pits were also 
created w i t h i n the grains, probably at t w i n boundaries , as Watson et al. 
suggest. These pi ts w o u l d interfere w i t h the computa t iona l image analysis, 
and so these surfaces are unsui tab le . O n reduc ing the t rea tment t ime to 
~10s, CdCl2 treated mater ia l s t i l l had etched grain boundaries , b u t the etch 
pi ts had no t developed. Hence, saturated FeCl3 is a very sui table etchant for 
CdCb treated CdTe. However, as-grown mater ia l d i d not show any e tching at 
the gra in boundar ies i n th i s t ime. This suggests tha t the so lu t ion is not , i n 
fact , act ing on the CdTe i n the way reported for b u l k CdTe, b u t is probably 
dissolving the ch lor ine- r ich mater ia l at the gra in boundaries of the films. 
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Figure 5.6: The effect of saturated FeCl 3 solution on CdTe over time. The 
grain boundaries are clearly visible long before etch pits begin to form, 
making the etching solution suitable for computational image analysis. 
Inoue's EAg-1 Reagent: This etchant has long been recognised as a 
defect etch for CdTe [6], and is made i n the fo l lowing propor t ions : 2 0 m l water, 
10ml 70% HNO3, 4g K 2 C r 2 0 7 and 1.5mg A g N 0 3 . Trials were again per formed 
on bo th treated and as-grown mater ia l . The resu l t ing etched surfaces showed 
cleanly etched boundaries for bo th types of mater ia l , a l though i t was f o u n d 
tha t the resul ts were less reproducible t h a n for saturated FeCb. 
I t was therefore decided that the CdC^ treated samples shou ld be 
etched i n FeCh, whi l s t Inoue's EAg-1 so lu t ion shou ld be used on the as-grown 
samples. Use of these etchants to investigate grain size d i s t r ibu t ions is 
presented i n chapter 7. 
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5 . 6 I M A G E A N A L Y S I S 
I n order to pe r fo rm computa t iona l analysis of grain size d i s t r ibu t ions , a 
suite of procedures was w r i t t e n i n C++ to pe r fo rm the image analysis and 
processing required. I n th i s section the computa t iona l techniques and thei r 
development are described and discussed, whi le the code i tself is reproduced 
i n appendix A. 
Reducing an image of a real gra in-boundary ne twork to a data-fi le of 
gra in sizes and posi t ions is not a t r iv ia l problem, and any image analysis 
p rogram designed to do th i s w i l l require a n u m b e r of cr i t ica l steps. The 
di f ferent techniques used for th i s purpose here are ou t l ined below i n the i r 
general f o r m : the specific details of their implementa t ion are deferred u n t i l 
chapter 7. A l l arguments here are couched i n terms of grey-scale (8-bit) 
images where applicable. 
5 .6 .1 SPATIAL FILTERING 
Spatial f i l t e r ing is a simple technique for image enhancement or 
processing, not being subject to the computa t iona l constra ints of Fourier 
t r ans fo rm methods, or image-size imposi t ions of the fast Fourier t r ans fo rm. 
A l t h o u g h spat ial f i l t e r i ng does not require the image to be t ransla ted in to the 
f requency domain , i t employs the same concepts. I n f igure 5.7, the stages of 
cons t ruc t ing a f i l te r f r o m knowledge of the desired f requency domain f i l te r 
f u n c t i o n are shown. This type of spatial f i l t e r ing w i l l cause the same 
t r ans fo rma t ion as a l ter ing the f requency components di rect ly when applied as 
described below. 
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Figure 5.7: Examples of how spatial filters are constructed: the first column 
shows the filter function in the frequency domain; the second shows the 
inverse Fourier transform of this, i.e. the same filter in the spatial domain. 
The last column shows the spatial filtering function extended to two 
dimensions and approximated by the matrix filter (after Gonzalez and 
Woods [7]). 
A f i l t e r i ng m a t r i x is def ined as, 
a In 
a In 
a„ 
(5.3) 
where n is an odd n u m b e r greater t han one. This ma t r ix is t hen centred on 
each pixel of an image i n t u r n , and each element of the array m u l t i p l i e d by 
the p ixel over w h i c h i t lies. The s u m of these is the new pixel value (al though 
i t is u s u a l to divide by the s u m of m a t r i x elements to r e t u r n the p ixe l value to 
the 8-bit regime). This new value shou ld be stored i n a new image; otherwise, 
the m a t r i x w i l l be operat ing on an image other t han the or iginal . 
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I n image analysis applicat ions, i t is u sua l for matrices used to be 
centro-symmetr ic: appl icat ion of non-symmetr ic f i l ters causes effects tha t are 
not i n general mathemat ica l ly mean ing fu l . O n applying these f i l t e r s at the 
edges of images, where the m a t r i x overlaps the edge of the image, the 
enhancement w i l l be s imilar to the desired result , b u t not the same. I n the 
case of the software used here, these edge pixels were s imply removed after 
appl ica t ion of the f i l ter . A l l f i l ters used i n th i s w o r k were 3 x 3 and centro-
symmetr ic , a n d the subrout ine is capable only of hand l ing th i s type of ma t r ix . 
5 . 6 . 2 FLOOD-FILLING 
Flood-f i l l ing , wh i l s t not an image analysis technique as such , fo rms an 
impor t an t par t of many image analysis rout ines . A typica l f l ood - f i l l i ng rou t ine 
w i l l accept an image, a p ixel coordinate, x, y, and a colour, C. I f the pixel lies 
i n a region of s imi lar ly coloured pixels, the rou t ine w i l l colour t h e m a l l C. The 
other considerat ion for th i s technique is the quest ion of wha t const i tu tes a 
boundary . The boundary between the two regions i n f igure 5.8a is obviously a 
boundary . However, tha t shown i n f igure 5.8b cou ld be considered a 
boundary or not . A f lood f i l l i n g rou t ine tha t considers th i s a bounda ry is 
called 'soft ' a n d one tha t ignores i t is te rmed 'hard'. The implemen ta t ion of 
the two methods is, though , very s imilar , w i t h the soft var ian t look ing only at 
4-neighbours , w h i l s t the ha rd version looks at the 8-neighbours* of each p ixe l 
examined. 
Two approaches to f lood- f i l l i ng exist, and w i l l be discussed here. The 
f i r s t is compact, b u t l imi t ed by stack space, and the second requires a greater 
amoun t of— and more complex— code, b u t is considerably more robust . 
* 4-neighbours of a pixel are those directly above, below and to either side. 8-neighbours of a 
pixel are the 4-neighbours, plus the four diagonal pixels at its corners. 
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A recursive flood filling rou t ine consists of very few lines of code. A l l 
tha t is required i n the rou t ine is a /or- loop to f i n d a neighbour (either 4- or 8-) 
of same colour as those w h i c h need f i l l i n g . I t t hen passes the coordinates of 
th i s p ixel to itself. A l t h o u g h elegant, th i s me thod is l im i t ed by the n u m b e r of 
stacks available i n the computer i n quest ion. I n an image of 500 x 700 pixels 
(roughly typica l for th i s work) i t can easily be seen tha t a potent ia l 350000 
stacks cou ld be needed; far more t h a n the few thousand available i n a 
convent ional PC. 
a 
mm i 
V 
Figure 5.8: Two magnified digital images of a theoretical boundary (black) 
separating two grey regions. Shown in a) is a complete boundary. In b), 
however, the two grey regions have two corners touching: this is considered 
a boundary by a 'soft' flood-filling routine, but not by a 'hard' one. 
The second approach to a f lood f i l l i n g rou t ine is considerably more 
mechanica l t h a n the above recursive type, b u t does no t have the l imi t a t ions of 
the above rout ine . The same arguments are passed to the rou t ine as above. 
W i t h i n the rou t ine two arrays are then def ined, 'current ' , C, and 'previous', P. 
To ini t ia l i se the rou t ine , the i n i t i a l p ixel is set to the f i l l colour and the 
coordinates are placed in to P. Then, the program f i r s t searches a round a l l of 
the pixels i n P ( in i t ia l ly only one) for neighbours of the required colour (again, 
8- or 4- for ha rd or soft respectively). The coordinates of these neighbours are 
p u t in to C, and the pixels at these coordinates f i l l ed . Once th i s is complete, 
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the pixels i n C are then placed in to P and the program iterates. I t is simple to 
deduce tha t ha rd f i l l i n g w i l l f i l l i n a roughly square pa t te rn , and soft roughly 
ci rcular . As only the pixels at the edge of the f i l l ed region are i n either of the 
arrays at any one t ime, the largest size the array could be is ~2(w + h) for an 
image of w i d t h of w and height h. This gives an array size of - 2 4 0 0 entries for 
our 700 x 500 image. The f i n a l number w i l l be considerably smaller t h a n th i s 
as pixels at the edge of the image no longer feature i n the arrays. This 
a m o u n t of memory is considerably smaller t h a n tha t needed i n stack space 
for the recursive rout ine . 
Thus , a l though the code for the non-recursive implemen ta t ion of the 
f lood f i l l i n g rou t ine is more complicated to wr i te , i t is m u c h more economical 
of memory , and more reliable, and so was used for th i s work . 
5 . 6 . 3 SKELETONISATION 
This process takes a noisy image of grain boundaries , and reduces i t to 
a m a t r i x i n w h i c h each pixel is assigned to a par t icu lar gra in . I t is t hen 
simple to extract size and pos i t ion i n f o r m a t i o n for grains f r o m th i s type of 
data. The name 'skeletonisat ion' is used loosely: an al ternative de f in i t i on also 
i n c o m m o n usage is the process tha t reduces a series of t h i c k l ines i n a 
monochrome image into l ines a single p ixel wide (for example, see Gonzalez 
a n d Woods [7]). I n th is implementa t ion , the t h i c k l ines (grain boundaries) 
separate ind iv idua l ly numbered regions (grains), and are reduced to zero 
th ickness . I t is quite reasonable to define the boundar ies as hav ing a 
negligible w i d t h at the image magni f ica t ion used here. 
The i n p u t in to the rou t ine is an image array consis t ing of noisy 
boundar ies , hav ing value zero, and separating grains whose pixels are 
i nd iv idua l l y numbered . Us ing uns igned 16 b i t integers i n the array 
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generously allows for - 64000 grains i n the image. The process proceeds as 
fol lows: Each pixel is examined i n t u r n . I f its value is non-zero (i.e. w i t h i n a 
grain), the program proceeds to the next pixel . I f the p ixe l is on a boundary 
(zero), the program examines the 8-neighbours of tha t p ixe l , and tal l ies the 
n u m b e r of each type of su r round ing pixel (excluding boundary pixels). The 
pixel of interest is t hen assigned the value of i ts most f requent ly occur r ing 
ne ighbour i n a secondary copy of the image. This use of a secondary copy of 
the image ensures tha t no bias creeps i n due to the order i n w h i c h the pixels 
are examined. Af ter a l l of the pixels have been examined, the secondary 
image becomes the m a i n image, and the process repeats u n t i l no pixels 
change w h e n the image is examined. This implies tha t the grains now occupy 
the whole image, and the boundaries have disappeared. 
A l t h o u g h most potent ia l d i rect ional bias is removed f r o m th is method 
by use of the secondary image for storage of new pixe l al locations, there is one 
source of bias. Examina t ion of the 8-neighbours always proceeds i n the same 
order, by means of two /or-loops r u n n i n g f r o m -1 to 1. Fur thermore , i f a 
boundary pixel is su r rounded by two or more d i f ferent pixels i n equal 
quant i t ies , i t w i l l p ick tha t w h i c h i t encountered f i r s t . The imp l i ca t ion of th i s 
is tha t the whole image w i l l be very s l ight ly sh i f ted i n favour of the s ta r t ing 
pixe l . 
There are a large n u m b e r of solut ions to th i s weight ing , such as 
examin ing the 8-neighbours i n r a n d o m order, or p i ck ing the equally occur r ing 
ne ighbours at r andom. However, on modi f ica t ion of the rou t ine to inc lude 
th i s , no difference was detectable i n the resu l tan t image. Therefore, th is 
mod i f i ca t ion was removed for the sake of computa t iona l pace. 
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5 . 7 T E M 
Transmiss ion Electron Microscopy is a well-established technique for 
the s tudy of the s t ruc ture of and defects i n semiconduct ing materials . Use of 
th is character isat ion me thod was made i n th i s w o r k to s tudy the region of 
CdTe/CdS cells w i t h i n 1 um of the meta l lurgica l interface (the 'near-interface' 
region). This section describes the technique used for the prepara t ion of p l an 
view samples used to s tudy th i s region. 
Some researchers have had success w i t h a l i f t - o f f technique to make 
th i s k i n d of sample. This involves a t taching a s tub to the CdTe surface w i t h a 
soluble adhesive, and s imply p u l l i n g the s tub off. The CdTe f i l m shou ld 
remain at tached to the s tub. This can then be removed w i t h a sui table 
solvent and t h i n n i n g under taken i n the u sua l way. This technique, w h i c h to 
the author 's knowledge has only been successful w i t h PVD CdTe, was no t 
f o u n d to be sui table for CSS-grown mater ia l ; the adhesion of the layers to the 
substrate and to one another was f o u n d to be very h igh , r e su l t ing i n only very 
smal l pieces of f i l m being removed f r o m the surface. A l t h o u g h these smal l 
pieces cou ld have been m o u n t e d on a f ine mesh gr id , another technique was 
developed, w h i c h gave d is t inc t ly more sa t is fying resul ts . This is detailed 
below. 
A n u m b e r of stages are required for the preparat ion of the samples for 
plan-view T E M . These are shown diagrammatical ly i n f igure 5.9, and are as 
fol lows: 
a) The surface morphology of the CdTe f i l m is removed w i t h V* um 
d iamond paste. 
b) The pol ished surface is s tuck to a piece of microscope slide w i t h glycol 
phthala te thermoplast ic cement [8] (which is l i q u i d at ~150°C) . 
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c) The majority of the superstrate glass is ground off wi th 17 um SiC 
(leaving a thickness of 50-100 (am). 
d) After masking the entire sample apart from the glass superstrate, the 
remainder of the glass is etched off with 40% HF. The ITO acts as an 
etch-stop. This leaves only the CdTe/CdS/ITO multilayer, stuck to the 
slide. 
e) Disks of material can then be drilled from the th in-f i lm, and ring-grids 
attached with silver-loaded epoxy. The glycol phthalate cement is then 
dissolved in acetone, a solvent that leaves the epoxy resin intact. 
CdTe 
glass 
adhesive 
microscope slide 
Cu ring grid 
• 
CdS/ITO 
thinning 
Figure 5.9: The stages in the construction of a plan-view TEM sample for 
examination of the near-interface region in CdTe/CdS solar cells. See text 
for details. 
As the CdTe/CdS/ITO multilayer is at this stage only -10 um in 
thickness, a reasonably temperate form of ion beam thinning can be used to 
achieve electron transparency. At room temperature, solid source iodine has 
a sufficiently low vapour pressure to supply the thinning species. Although 
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more commonly encountered as I , the i on responsible for the t h i n n i n g here is 
I + . The t h inne r used was manufac tu r ed by Ion Tech Ltd . 
To c o n f i r m tha t t h i n n i n g has revealed the near-interface region, the 
mul t i l ayers are t h i n n e d f r o m the CdTe side u n t i l they cease to be opaque; 
1 |um of CdTe absorbs 99% of visible l ight , and t h u s any degree of 
t ransparency i n the f i lms indicates tha t they are th inner t h a n th i s value. The 
f i l m is t hen t h i n n e d f r o m the other side u n t i l holed, guaranteeing tha t the 
mater ia l close to th i s hole is free f r o m ITO or CdS, i n add i t ion to being h igh ly 
electron t ransparent . 
D 
The next chapters w i l l now describe the appl icat ion of the techniques 
described i n th i s chapter to t h i n - f i l m and b u l k CdTe, and discuss the resul ts 
obtained. The f i r s t system to be examined is the behaviour of pressed pellets 
of CdTe powder on annealing. 
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CdTe Pressed Pellets 
6.1 I N T R O D U C T I O N 
As described i n section 4.4, grain growth (section 3.3) is k n o w n to 
occur i n t h i n - f i l m CdTe/CdS solar cells on annealing. However, the precise 
mechan i sm by w h i c h th i s occurs is unclear, as are the effects for w h i c h i t is 
responsible. I n s tudy ing mic ros t ruc tu r a l phenomena i n materials , such as 
gra in-growth , anneal ing pressed pellets of powdered mater ia l can be use fu l : 
the exper imental technique is uncompl ica ted , and analysis is per formed by 
measur ing changes (often w i t h time) i n simple properties such as mass and 
phys ica l size. Optical or secondary electron microscopy can also be revealing. 
I n th i s chapter, a pressed pellet s tudy is used to t ry to probe the k ine t ic 
mechan i sm beh ind grain g rowth i n CdTe (section 6.2), w i t h a v iew to 
ext rapola t ing how th is behaviour may apply to t h i n - f i l m s of CdTe i n 
CdTe/CdS solar cells. A s tudy of the oxidat ion of the pellets is also presented 
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(section 6.3), oxida t ion being a factor tha t is k n o w n to inf luence device 
performance [1]. 
6 . 2 S I N T E R I N G O F P R E S S E D P E L L E T S 
6 . 2 . 1 SINTERING KINETICS AND MECHANISM 
Under the act ion of t ime and temperature , pressed pellets of many 
materials have been shown to exhib i t densi f icat ion and grain growth; u s i n g 
s in ter ing to achieve th i s is a common aspect of mater ials processing, p r i m a r i l y 
i n the f ie ld of ceramics. A f l u x is also rou t ine ly added to assist the mig ra t ion 
of species between grains. As these pressed pellets are fo rmed f r o m 
compacted powder, a s ignif icant p ropor t ion of the volume is occupied by air 
and, as the grains grow, these voids are expelled f r o m the body of the pellet. 
This reduces the overall volume of the pellet i n a process k n o w n as 
densi f ica t ion. I n th i s s tudy the densi f icat ion of CdTe powder was s tudied as a 
route to ga in ing unders tand ing of gra in-growth phenomena i n CdTe, and how 
the add i t ion of CdCb (a common f l u x for CdTe) affects any processes. 
Da ta on densi f icat ion against s in ter ing t ime can also be used to give 
i n f o r m a t i o n on the type of mechan ism involved i n the t ranspor t of mater ia l 
f r o m one gra in to another. A l though a f u l l der ivat ion is outside the r emi t of 
th i s work , i t can be shown tha t shrinkage, y, can be related to the t ime, t, by 
a power l aw of degree m [2]: 
y = K'{T)tm, (6.1) 
where K'(T) is a constant for temperature T. The shrinkage is a one-
d imens ional equivalent of densif icat ion. This model arises f r o m the 
considerat ion the in terac t ion between two spherical grains: the d i f ferent 
mechanisms of mater ia l t ranspor t to the 'neck' fo rmed between the two 
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part icles give rise to d i f fe r ing values of m. Some of these are presented i n 
table 6.1. I n real systems, however, these exponents are rarely measured, as 
grains are spherical only as an exception, and have a d i s t r i b u t i o n of sizes. 
However, a power-law dependence is to be expected. 
Mechanism m Model 
Viscous Flow 1 
Bulk Diffusion 2/5 Spheres in contact 
Intergranular Diffusion 1/3 
Bulk Diffusion 1/2 
Intergranular Diffusion 1/3 
Overlapping spheres 
Table 6.1: Values for the power dependence of shrinkage, m, (as defined in 
equation 6.1) for a two-sphere model, with the corresponding mechanism and 
model (from Koller [2]). 
s 
w . 
1 
1> 
5 LJIII 
i 
Figure 6.1: SEM micrograph of the powder used throughout the pressed 
pellet work described in this chapter. The powder shows a jagged 
morphology, with a large variance in particle sizes. 
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6 . 2 . 2 EXPERIMENTAL DETAILS 
I n order to allow consistent mater ia l to be used t h r o u g h o u t the w o r k 
described i n th i s chapter, enough granular CdTe was ba l l m i l l e d to give 
suf f ic ien t supply for the whole s tudy. M i l l i n g was per formed for 24 hours 
u s ing a Froude number [3] of -0 .7 (30% of the container body f i l l ed w i t h the 
g r ind ing mater ia l , and a water to sol id rat io of 60% by volume). This powder 
was then dr ied, and br ie f ly g round manua l ly to remove any agglomeration 
caused by the dry ing . The resu l t ing powder had a gra in size of ~1 um and 
sharply faceted morphology shown i n f igure 6 . 1 . 
The pellets themselves were produced by plac ing a smal l amoun t of th i s 
powder (nominal ly 0.5g) in to a 13mm diameter die and compressing the 
powder w i t h a force of 3 0 k N . The resu l t ing pellets had a typ ica l vo lume 
porosity, P, of - 2 6 % defined as 
p ^pores ^pellet ^powder ^ powder 2j 
r r T T V ' / 
pellet pellet material ^pellet "•pellet 
for vo lume V, mass m, b u l k densi ty of the mater ia l i n quest ion, p, pellet rad ius 
r and pellet thickness h. The subscripts are self-explanatory. As mass is 
usua l ly lost i n the pellet m a k i n g process, m a k i n g the mass of powder used an 
unce r t a in quant i ty ; th is can be approximated by the mass of the pellet, i f the 
mass of the air i n the pores is neglected, giving, 
p « l THf^. , (6.3) 
"iPmaterial ^pellet ^ pellet 
a l l of w h i c h variables are easily measurable, or are k n o w n . 
The pellets were sintered at temperatures ranging between 400 and 
9 0 0 ° C for t imes of u p to 60 hours . CdCb was inc luded i n propor t ions ranging 
f r o m 0 to 10% by mass, in t roduced i n powder f o r m to the CdTe before 
compressing the pellet. 
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Figure 6.2: Temperature-time profile which the powder or pellet would 
experience on being inserted into the tube furnace 
Before and after s in ter ing, the pellets were weighed w i t h an accuracy of 
± l m g a n d measured (using d ig i ta l vernier callipers) to w i t h i n ± 1 0 um. The 
pellets were then f i r ed i n an open tube furnace for the requi red t ime and at 
the requisi te temperature . The furnace was pre-heated to reduce any the rma l 
t ransients . O n quan t i fy ing the heat-up t ime for a pellet, u s ing a 
thermocouple i n contact w i t h a control pellet, a heat-up t ime of 10-12 
minu te s was f o u n d , as shown i n f igure 6.2. For the s in ter ing t imes used here, 
the rate of temperature change is not s ignif icant . Af ter anneal ing, any change 
i n size can then be in terpre ted i n terms of densif icat ion. 
6.2.3 SINTERING RESULTS 8t DISCUSSION 
The results of var ious pressed-pellet s in ter ing experiments are shown 
i n table 6 . I I . As can be seen, no evidence of densi f icat ion was f o u n d at 400 to 
4 5 0 ° C . Fur thermore , at elevated temperatures a s igni f icant level of oxidat ion 
was seen, w i t h an associated mass increase of the pellet. At s t i l l h igher 
temperatures , the pellets were completely t ransformed, leaving only a ha rd 
yel low glassy phase, most probably a low mel t ing-poin t oxide (for example, 
Te03 is a yel low substance w i t h a me l t ing po in t of 4 3 0 ° C [4]). 
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However, i t was noted tha t the mechanical s t rength of the pellet 
increased even w i t h low-temperature s inter ing, mean ing tha t some s t ruc tu ra l 
effect h a d taken place. To s tudy th i s and any other effects occur r ing i n the 
grains u p o n anneal ing, SEM micrographs were taken of the f rac ture surface 
and of the face of those pellets indicated by shading i n table 6 . I I . A n 
un t rea ted pellet was also examined, and a selection of the micrographs are 
shown i n f igure 6.3. 
Time (hours) Temperature (°C) % CdCl 2 Results 
0.5 400 0 
No Densification 
¥('"• !'':V.!S'5' 
• f a t * * ' :'-;'= '' 
ifT*fr'"' "i i WRY , ! h i "r 
• - ^ - i i^e^ s j e i .• '*: '• 
4 450 
0 
5 
10 
& \ : r . 0.5 • , .-,< 600- . * 
* n • - '" 
No Densification. 
Heavy Oxidation 
and Mass Increase 
60 400 5 No Densification. Mass Increase 
17 900 
0 
5 
Transformation 
into glassy phase 
Table 6.11: Results of Sintering CdTe pressed pellets for differing times, 
temperatures, and percentages of CdCl 2. The shaded entries are those 
pellets examined by SEM, as described in the text. 
Looking f i r s t at the outside of the pellets (the 'face"), i t can be seen tha t 
considerable s t r uc tu r a l changes have taken place. The percentage of vo id is 
increased on anneal ing at 4 0 0 ° C w i t h o u t CdCb (figures 6.3a and c); th i s may 
be indicat ive of smal l grained mater ia l tha t occupied th i s space being 
consumed by larger grains, a l though no extensive gra in-growth is discernable. 
The sample treated w i t h 5% CdCb at 4 0 0 ° C (figure 6.3e) shows considerably 
d i f fe ren t morphology again. The face has fo rmed in to a densif ied crust , and a 
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suggestion of a second phase also exists. Whi l s t th i s second phase makes the 
s t ruc ture reminiscent of a par t ia l ly recrystall ised mater ia l , th i s assertion 
cannot be tested w i t h o u t considerable f u r t h e r study. This c rus t cou ld also 
account for the higher mechanical s t rength of pellets after anneal ing. 
b) Bulk, un-an^alei^TO ^ 3um a) Face, un-annealed, 0% 3um 
H c) Face, 400°C, 1hour, 0% 3um d) Bulk, 400°C, 1 hour, 5% 3um 
Figure 6.3: SEM micrographs pressed CdTe pellet surfaces and the bulk 
structure revealed on a fracture surface. Written below each image is (i) the 
area of the pellet examined, (ii) annealing temperature, (iii) annealing time, 
and (iv) amount of CdCl 2 included. (Continued overleaf). 
T u r n i n g to the f rac ture surface of the pellets, anneal ing of the pellet at 
4 0 0 ° C has very l i t t le effect on the micros t ruc ture . There is no discernible 
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difference between the un-annealed pellet (figure 6.3b), tha t annealed at 
4 0 0 ° C w i t h o u t C d C l 2 (not shown), and tha t treated at 4 0 0 ° C w i t h C d C l 2 
(figure 6.3d). However, on increasing the temperature to 6 0 0 ° C (figure 6.3f), 
m u c h of the small-scale micros t ruc ture is consumed f o r m i n g a par t ia l ly 
densif ied s t ruc ture . I n order to produce macroscopic densi f ica t ion , t hough , 
(and thus shrinkage of the pellet) the grains w o u l d need to grow by several 
more orders of magni tude, enough to eject voids f r o m the body of the pellet. 
D M 
• 
3um 3um e Face, 400°C, 1 hour, 5% f) Bulk,600°C,30 mins, 0% 
Figure 6.3: (continued) 
From the above resul ts , i t seems clear w h y there is no densi f ica t ion 
observed on anneal ing pressed pellets: gra in-growth is very l i m i t e d indeed at 
4 0 0 ° C , and is s t i l l i n su f f i c i en t at 6 0 0 ° C to cause densi f ica t ion. I t is clear tha t 
a l i m i t i n g gra in size exists w h i c h is smal l at temperatures u p to 6 0 0 ° C . The 
way i n w h i c h the l im i t s of gra in-growth inf luence dens i f ica t ion can be seen by 
considering equat ion 6 . 1 . The densi f icat ion is related to the t ime l inear ly by 
the factor K'(T). This constant , however, is related to the gra in rad ius by an 
inverse power-law [2]. Thus , as the radius of the grains increases, the 
capacity for densi f ica t ion drops of f rapidly. 
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A l t h o u g h f u r t h e r energy cou ld be suppl ied to the system by increasing 
the temperature (a linear f u n c t i o n of K'(T)), th i s w o r k has shown tha t ox ida t ion 
qu ick ly begins to occur at temperatures between 450 and 6 0 0 ° C . I n addi t ion , 
oxidat ion also occurs to a measurable degree at 4 0 0 ° C , i f the samples are 
annealed for extended periods (60 hours i n th i s case). The oxida t ion of CdTe 
is s tudied f u r t h e r i n the fo l lowing section. 
Thus , th i s type of study, wh i l s t able to detect l i m i t e d gra in-growth on 
s inter ing, cannot be used to predict any dynamics associated w i t h th i s 
phenomenon i n air. The gra in-growth was also restr icted by the existence of a 
l i m i t i n g gra in size, prevent ing densif icat ion. A f u r t h e r s tudy w o u l d be best 
per formed i n ine r t gas or by sealing the pellets i n evacuated ampoules, 
a l lowing h i g h temperature s in ter ing w i t h o u t chemical change. 
6 . 3 O X B D A T I O N S T U D Y O F CdTe 
6 . 3 . 1 INTRODUCTION 
The oxidat ion of CdTe pressed pellets seen i n the last chapter affords a 
good oppor tun i ty to s tudy the oxidat ion of CdTe i n general terms. I n order to 
s tudy the react ion kinet ics responsible for the oxidat ion of CdTe, a n u m b e r of 
pellets were f i r ed at 6 0 0 ° C for t imes vary ing between a few m i n u t e s and a few 
hours . These were prepared i n exactly the same fash ion as described i n 
section 6.2.2. CdCb f l u x was no t used, as th i s w o u l d complicate the 
in te rpre ta t ion of such data by weight loss. However, for the shorter s in ter ing 
t imes used here the heat-up t ime (figure 6.2) may wel l be s ignif icant . This is 
discussed later w i t h reference to the results . 
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Afte r s in ter ing, any mass increase noted on anneal ing can t h e n be 
in terpre ted as oxidat ion. To contrast th i s case for the pellets, a sample of 
loose powder was f i r ed w i t h the pellets. 
6 . 3 . 2 T H E D E A L - G R O V E MODEL FOR OXIDATION 
A model for the oxidat ion of solids was provided i n the i n f l u e n t i a l paper 
of Deal and Grove [5], who examined the creation of oxide layers on single-
crystal s i l icon: i t is described br ief ly below. 
The t ranspor t of oxidis ing species i n the system was b roken d o w n i n to 
three stages, at a po in t i n the process where oxida t ion has already begun: 
a) The species are t ranspor ted f r o m the su r round ing atmosphere to the 
outer surface of the oxide; 
b) They travel across the oxide f i l m to the s i l icon surface, and; 
c) They react w i t h the s i l icon. 
I t can be shown tha t these three f luxes shou ld be equal once the system 
reaches a steady state. Deal and Grove then proceeded to derive terms for 
each stage, and on equat ing these and solving of the resu l t ing d i f fe ren t ia l 
equat ion, they arr ived at the re la t ionship , 
w h i c h relates the th ickness of the oxide layer , xo, to the t ime elapsed, t, v ia 
the constants x, A and B. The t ime constant x allows for the poss ibi l i ty of a 
native oxide layer present before anneal ing starts and A and B conta in var ious 
system parameters. I n the general f o r m of th i s equat ion, shown i n f igure 6.4, 
we see l inear behaviour i n the lower l i m i t : 
t + x 1 + 1 0 A z / 4 B 
(6.4) 
x o (6.5) 
changing to parabolic at higher values of t: 
•83-
Chapter 6— Sintering Effects in CdTe Pressed Pellets 
x0 = jBt . (6.6) 
This parabolic behaviour is of ten called ' d i f fus ion l imi ted ' ; the r a t e - l imi t ing 
step is the passage of species t h r o u g h the oxide layer. 
Linear Parabolic regime 
regime 
in 
Oxidation time 
Figure 6.4: General form of the Deal-Grove equation (equation 6.4) for the 
thickness of an oxide layer with oxidation time. The two regimes of the 
curve (equations 6.5 and 6.6) are also shown (after Grosvenor [6]). 
I n apply ing th is type of equat ion to the oxidat ion of CdTe pressed 
pellets, a n u m b e r of points should be noted: the Deal-Grove equat ion was 
derived specifical ly for appl icat ion to single-crystal s i l icon surfaces. Whi l s t 
the larger effective area associated w i t h the pellets shou ld not be an issue, 
once a gra in is f u l l y oxidised i t w i l l no longer take any par t i n the capture of 
oxygen molecules. I n addi t ion , the t ranspor t of oxygen to un-oxid ised species 
w i l l be in f luenced by t ranspor t t h r o u g h the pores of the pellet. Discuss ion of 
how th i s w i l l affect the oxidat ion profi le is deferred u n t i l later. 
6.3.3 OXIDATION RESULTS AND DISCUSSION 
The resul ts for bo th pellets and powder are shown i n f igure 6.5. The 
measured mass change, Am, for an i n i t i a l mass of CdTe of m, has been 
converted in to a value for the completeness of the oxidat ion, / , u s i ng the 
re la t ionship , 
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NQ =Am Mcd + MTe 
NcdTe MQ Cm, 
The values M and N are the molar masses and n u m b e r of moles of the 
components respectively, and C is the n u m b e r of oxygen atoms required to 
oxidise CdTe. The la t ter is assumed equal to 3, as an oxide composi t ion of 
CdTe03 is reported to be the most stable i n the Cd-Te-O system [7], and also 
comprises the native oxide [8]. The values for / of close to u n i t y for the 
powder sample (see f igure 6.5) add f u r t h e r j u s t i f i c a t i o n to the use of th i s 
chemical composi t ion. 
9- 0.6 
.2 0.4 
Pe et 
Powder 
60 80 
Time (minutes) 
140 
Figure 6.5: Oxidation profile for pellet and powder samples of CdTe 
annealed at 600°C. The units on the vertical axis assume the oxide 
composition to be CdTe0 3 . 
The f i r s t po in t of note i n f igure 6.5 is tha t the powder oxidises 
s igni f icant ly faster t h a n the pellets. This is to be expected, as the t ranspor t of 
oxygen to CdTe surfaces w i t h i n the pellet w i l l be l im i t ed by the pore size. 
Thus , once the outer surface of the pellets becomes oxidised, the oxidat ion 
prof i le for the pellet w i l l begin to deviate f r o m the powder case. 
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I n order to compare th i s type of data to the Deal-Grove model 
(equation 6.4), the re la t ionship between the f rac t ion of the react ion complete 
and the oxide thickness needs to be ascertained. The former of these is 
direct ly p ropor t iona l to the mass change. I n addi t ion , i t can be assumed tha t 
the mass change is direct ly propor t iona l to the thickness of oxide. Thus the 
data can be compared direct ly to the shape shown i n f igure 6.4. 
I n i t i a l comparisons between th i s data and the Deal-Grove model appear 
l imi t ed , and any comparison is made w i t h the assumpt ion tha t the oxide 
th ickness is p ropor t iona l to the change i n mass. For the data i n the region t < 
10 minu tes , we see l inear behaviour, w h i c h is the same for bo th powder and 
pellet. Th is can be a t t r ibu ted to the fo rma t ion of an i n i t i a l layer of oxide, as 
w i t h s i l icon. 
9- 0.6 
.2 0.4 
Pellet 
Powder 
Time' / ! (minutes'72) 
Figure 6.6: The same data as in figure 6.5, presented on different axes to 
examine whether diffusion limited behaviour can be inferred from the data. 
To compare the data to the d i f fu s ion - l im i t ed regime of the Deal-Grove 
equat ion, the same data as i n f igure 6.5 is shown i n f igure 6.6 b u t w i t h t 
replaced w i t h f / 2 . This should force the parabolic por t ion of the curve to 
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become linear i f the transport were diffusion limited (and t » 0, which is quite 
reasonable). The diagram clearly shows that simple diffusion limited 
transport is not the limiting factor in oxidation. 
One anomaly in the behaviour of the oxidising pellets is the 
discontinuity in the powder curve at t ~ 10 minutes, representing a sudden 
increase in the oxidation rate. In addition, at this point, the data from the 
pellet samples deviates from the usual pattern. Although this is perhaps an 
artefact related to the heating of the sample after insertion into the furnace 
(see figure 6.2), it is difficult to generate a discontinuity in a model involving 
the two smooth functions involved, the reaction rate (an Arrhenius 
relationship) and the temperature-time profile of the form 
T= yo + a{l - exp( -bt)}. Some detailed measurements of the behaviour of the 
pellets in the region of interest may clarify the mechanism at work, however 
further investigation of what is nevertheless likely to be an artefact of 
measurement is beyond the scope of the investigation presented. 
6 . 4 C O N C L U S I O N S 
In this chapter, it has been shown that grain-growth can be observed in 
pressed pellets, and is encouraged by the presence of CdCb. However, this 
type of measurement proved unable to predict the sintering mechanism of 
CdTe, as grain growth was limited by both the grain size of the material used, 
and oxidation of the CdTe surface on using higher temperatures and longer 
times. 
In oxidation, powder and pellet samples of CdTe have been shown to 
conform to a two-regime model, the oxidation rate being initially constant 
before dropping off after longer times. However, classic diffusion-limited 
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behaviour of the Deal-Grove type was not observed. An anomalous change in 
reaction rate in the powder samples oxidised for short times could not be 
explained using a simple Arrhenius model but is probably nonetheless due to 
heat-up times. 
In the following chapter, real CdTe/CdS solar cell structures wi l l be 
examined for microstructural changes on annealing i n comparison to the bulk 
behaviour characterised in this chapter. This wi l l be performed by optical 
microscopy, throughout almost the f u l l thickness of the CdTe layer. 
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7 . 1 I N T R O D U C T I O N 
The purpose of this chapter is to describe the changes in grain 
structure of CSS CdTe layers in CdTe/CdS solar cells that occur on annealing 
with CdCb, and to establish whether grain-size itself determines performance. 
At the time this work was begun, there were conflicting reports on how the 
CdCb anneal affected the grain structure in CdTe, as discussed previously in 
section 4.5.3. Significantly, there were no reported studies of grain-growth at 
the growth surface of CSS CdTe layers. 
The work described in this chapter was designed to study the grain size 
of CSS CdTe absorber layers as a function of the severity of C d C l 2 treatment. 
This study differs from previous similar studies of CdTe/CdS devices in that 
the grain structure throughout the layer was studied for the first time, rather 
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than limiting itself to the layer surface. Similar work has been performed 
recently, using a similar depth profiling method to charcterise layers by XRD 
and RBS [1 , 2]. The grain structure information was then correlated wi th J-V 
and spectral response measurements for each sample. Analysis of the 
structural data was also undertaken, using radial and spatial distribution 
functions to study grain centroid distribution. To the author's knowledge this 
is the first time that such methods have been used to characterise 
poly crystalline structure. 
As-grown cells were annealed with CdCb for differing amounts of time 
as described in section 7.2.1, and the device responses measured 
(section 7.2.2). The structure throughout the layer was then revealed by 
polishing, bevelling, and selective etching (sections 7.2.3 to 7.2.5) 
Optical micrographs were then taken of the surface so revealed, and 
image analysis performed. The procedure for image analysis, data extraction 
and manipulation of the data so acquired are described in section 7.3. 
Results are presented in section 7.4, and discussed in section 7.5 
7 . 2 S A M P L E P R E P A R A T I O N A N D M E A S U R E M E N T 
This section describes the preparation of the series of samples used in 
this study. In order to examine the effect of the CdCh anneal on the grain 
structure, each sample was annealed for a different amount of time, and then 
processed to reveal the intra-layer structure. The implementation of this 
procedure is detailed below. The starting material for the samples is 
described i n section 5.2. 
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7 . 2 . 1 C d C I 2 T R E A T M E N T 
The severity of the CC1CI2 treatment was the major variable in this 
study, and this treatment proceeded as follows. Cadmium chloride was 
deposited onto the CdTe surface by simple evaporation wi th a source 
temperature of 450°C. The thickness of the deposit was monitored using a 
quartz thickness monitor, giving good reproducibility between samples, 
although the actual thickness (-60 nm] was known only approximately. The 
cells were then annealed in a pre-heated tube furnace at 400°C for the desired 
amount of time. Pre-heating the furnace and inserting the samples directly 
has the effect of minimising heat-up time. Finally, the samples were rinsed 
with de-ionised water in an ultrasonic bath. The anneal times used— 20, 30 
and 60 minutes— were picked to bracket (and include) the commonly cited 
optimum treatment time. Another sample was left untreated. 
After annealing, the samples were cleaved, with one half being used for 
J-V and spectral response measurements, and the other being used for the 
grain size analysis. 
7 . 2 . 2 D E V I C E F A B R I C A T I O N 
In order to perform J-V and spectral response measurements, the 
samples needed to be formed into working devices. The back contact was 
created by first treating the CdTe with a nitric/phosphoric acid mixture to 
leave a Te-rich layer on the CdTe surface (see section 4.2.1). Approximately 
100 n m of gold was then evaporated onto the surface through a mask. The 
front contact (the ITO) was reached by abrading a small area of the CdTe and 
CdS. Fine copper lead wires were then attached to both contacts using silver 
paint. Spectral response and J-V could then proceed as outlined i n 
section 5.3. 
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7 . 2 . 3 P O L I S H I N G 
Polycrystalline CdTe layers have a very uneven surface morphology; the 
grain boundaries take the form of 'crevasses' up to ~1 um deep, due to 
thermal grooving. The grains themselves are also domed and faceted. On 
bevelling, this structure would propagate, to some extent, throughout the 
bevel, making imaging of boundaries very difficult. Thus, the surface 
morphology has to be removed. This is achieved by manually polishing the 
samples wi th 0.25 um-diamond paste on a Leco Pan-W polishing pad. 
Polishing continues unt i l the surface is featureless when examined at the 
magnification used for the microscopy (100 x in this case). 
7 . 2 . 4 B E V E L L I N G 
In order to reveal the grain structure throughout the layer, the sample 
must be bevelled. Bevelling of the CdTe (and CdS) layer was accomplished by 
immersion as described in section 5.4. Using a 5% bromine, 25% methanol 
and 70% ethylene glycol mixture, a bevel of ~15mm in length was produced at 
an immersion speed of ~2mm/minute. One side of the sample was masked 
and left unbevelled to provide a possible height reference surface. The overall 
structure produced by this process is shown in figure 7.1b. The resulting 
surface morphology was smooth, flat, and ideal for the purposes here. 
Figure 7.1: Schematic diagram of the steps for creating a sample for grain 
size analysis: a) the CdTe (upper), CdS and ITO (lower) structure (the glass is 
not shown); b) the sample after bevelling, and; c) wi th a reference surface 
etched o f f . 
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7 . 2 . 5 D E F E C T S E L E C T I V E E T C H I N G 
In order to reveal the grain boundaries for imaging, a grain-boundary 
sensitive etch is needed. A number of reagents were screened, the details of 
which are described in section 5.5, and the most suitable combination was 
found to be saturated FeCl3 for the annealed samples, and Inoue's EAg-1 for 
the as-grown material. With the grain boundaries revealed throughout the 
layer, the sample was now ready for microscopy. 
1 
on 
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Distance (urn) 
Figure 7.2: A typical stylus profile along the reference surface and onto the 
bevel. The points are the profil imetry data, and the solid line a three-
parameter step-function (equation 7.1) f i t t ed to those points. 
7 . 2 . 6 P R O F I L O M E T R Y AND M I C R O S C O P Y 
Further to taking micrographs of the grain structure along the bevel, 
the position in the layer from which the images come was determined. This 
was achieved by stylus profiling the CdTe bevel with respect to a reference 
surface. The unbevelled region of the CdTe layer (as shown in figure 7.1b) can 
be used as a reference surface. However, this surface is not necessarily flat, 
due to the polishing, and preferential bevelling at the interface of the bevelled 
and unbevelled region, producing topography difficult to profile. Thus, an 
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alternative method was used to provide a reference surface: a strip of CdTe 
and CdS was dissolved using strong Citric Acid/Hydrogen Peroxide solution 
(8g/ 100ml), allowing the very flat ITO surface to be used as a reference. This 
region is shown in figure 7.1c. 
Reference marks were scribed at intervals along the bevel, allowing the 
same area to be both stylus profiled and examined by optical microscopy. 
The ASCII files produced by the profilometer (a Tencor Alphastep 200) 
were analysed by fi t t ing a 4-parameter (yo, xo, a and b) step function, 
using the Levenberg-Marquardt non-linear fi t t ing technique. The overall 
implementation of this method was the same as described by Press et al. [3], 
but a more streamlined and stable version was written for f i t t ing these curves. 
The source code is reproduced in appendix B. The parameter a can easily be 
shown to represent the step height. A typical result is shown in figure 7.2. 
Thus, the height above the CdS/ITO interface was ascertained for each area 
photographed. The micrographs themselves were taken using a Union 
Examet optical microscope wi th a 100x objective. The images were then 
analysed computationally as described in the following section. 
In order to extract information concerning grain sizes and positions, the 
photographic images of the sample surface were processed computationally. 
The software used to perform this image analysis was specially written for the 
a (7.1) y = y0 + (x-x0) 
1 + exp 
7 . 3 D A T A E X T R A C T I O N A N D I N T E R P R E T A T I O N 
M E T H O D S 
7 . 3 . 1 D A T A E X T R A C T I O N F R O M T H E IMAGES 
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task, and the C++ source code is reproduced in appendix A. An overview of 
the order in which various processing steps are performed is given in 
figure 7.3, wi th the specific computational implementation of each step given 
in section 5.6. The actual images analysed contained a very large number of 
grains— between 500 and 1500— the figure shows only a very small portion 
of an image. Applying the matrix filter, 
3 3 3 
3 2 3 
3 3 3 
(7.2) 
to figure 7.3a produces the blurred image of figure 7.3b. This reduces the 
level of small-scale detail, but leaves the gross grain structure. Another image 
filter is then applied (figure 7.3c), which is gradient sensitive: 
8 8 8 
8 - 1 8 
8 8 8 
(7.3) 
By flood fi l l ing each black region (the boundary plus regions of noise) and 
measuring i t , and then selecting the largest region, figure 7.3d is produced. 
On skeletonising this image figure 7.3e can be produced, wi th the grey scaling 
artificially added to differentiate between grains. As can be seen, the grain 
boundary width is defined to be zero. Finally, grains located entirely within 
another grain are deleted, as these are usually an artefact of the processing at 
stage b). By taking each pixel that lies at the edge of a grain in figure 7.3e, 
and overlaying these onto the original image, the efficacy of the method can be 
tested. Figure 7.3f shows this type of image: an excellent correlation is seen. 
Also shown in this image is the guard-frame used, ensuring the inclusion of 
only grains that are fully within the image's boundaries and thus giving 
statistical validity [4]. It is a simple matter to extract grain size and position 
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data from figure 7.3e. The final output is an ASCII file containing the 
following for each grain: 
i ml 
4f! 
•uKt 
I 
M • 
1. 
i 
t ' I 
I -
I r 
if i 
• 1 
i I 
Figure 7.3: The stages used to reduce a grain-boundary image into data. 
The details of each step are given in the text. 
a) Grain centroid co-ordinates, defined by averaging the x and y 
coordinates of each pixel contained within the grain; 
b) Grain area, A, the total number of pixels in the grain; and, 
c) Grain size, defined as ^A/n , the mean radius. 
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Appropriate conversion factors can then be applied to give dimensions in 
microns. 
7 . 3 . 2 Q U A N T I T A T I V E I N T E R P R E T A T I O N O F GRAIN SIZE AND L O C A T I O N 
As well as the obvious measure of the grain size from each image, i.e. 
the average, histograms of grain radius can also be plotted, and curves fitted 
to them, again using the Levenberg-Marquardt non-linear f i t t ing technique 
mentioned in section 7.2.6. The nature of these curves is discussed in the 
next section. 
The coordinate data for the grain centroid position can be used in two 
further tests that can provide information on the homogeneity of the grains' 
distribution and also reveal trends in crystallographic relationships between 
grains. 
The Radial Distribution Function is, in essence, the frequency of 
distances from each grain centroid to every other. It has been used for defect 
distribution analysis i n the past [5], but not for grain centroids. A uni t square 
was used, wi th the grain centroid positions normalised within it . The 
experimental frequency curve itself was then normalised to the curve 
generated from a very large number of random points. In this way, any 
deviation from unity can be interpreted as a sign of a non-random distribution 
of grains. Two such distributions are shown in figure 7.4, wi th the frequency 
both normalised and not. 
The un-normalised plots, 7.4a and 7.4b, also show the theoretical ideal, 
generated from a random distribution of 10 5 points. In figures a) and c) is 
shown the type of plot which could be expected from a random distribution of 
centroids. The deviation at high values of normalised distance is caused by 
noise arising from the division of the small values of figure a). Figures b) and 
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d), for a hexagonal array also show this distribution. It is also very clear from 
the plots that the regularity of the distribution from which the plots are 
derived cause the generation of a large amount of structure in the radial 
distribution function. 
Normalised Distance 
>- 1 o o 
o o 0 
o o o 
o o 
o ° ° ° 
O O (D 
° O o 
° % o o c 
° o 0 
0 t i n t X D G O O O O -
1.5 0.0 
Normalised Distance 
0.5 1.0 1.5 
Figure 7.4: The first two figures show the un-normalised radial distribution 
functions (points), and the theoretical function required to normalise them 
(solid line). The first , a), shows the distribution arising f rom a random 
distribution, and b), that arising from a hexagonal array. Figures c) and d) 
show the same functions after normalisation. 
The Spatial Distribution Function is a modified autocorrelation 
function and can be used to study any directional relationships in a set of 
points. In addition, i t can supply information on the extent to which a grain 
structure has approached equilibrium. The plot is constructed thus: the 
vectors between each grain centroid are translated to the origin of the plot, 
with the absolute value of the y-direction being used. The frequency with 
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which a particular vector occurs can then be represented as a grey-scale value 
on a graph. Two such plots are shown in figure 7.5. The first (figure 7.5a) 
shows the distribution expected from a purely random distribution. The 
second (figure 7.5b) was generated from a hexagonal distribution, wi th a small 
Gaussian deviate added (using the Box-Muller function [3]). A hexagonal 
distribution is of interest, as this would be the distribution for an ideal grain-
structure at equilibrium, as described in section 3.3. For example, the 
average distance between hexagonal cells is represented by the minimum spot 
separation, while the angle of 60° between the principal axes of the figure 
represent the hexagonal packing. The importance of this hexagonal 
distribution i n grain studies is discussed below, with reference to the spatial 
correlation function. Thus, any sample displaying a spatial distribution like 
this can be assumed to be in a state near to equilibrium. 
1 o 1 
1 1 
Figure 7.5: Spatial distribution (or modified autocorrelation) functions 
describing a) a purely random distribution of points, and b) an art if icial ly 
created a hexagonal distribution of points. 
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7 . 4 R E S U L T S 
7 . 4 . 1 S P E C T R A L R E S P O N S E AND J-V 
The J-V and spectral response curves for the different samples are 
shown in figures 7.6 and 7.7. From the J-V curves, and the data extracted 
from them (table 7.1) it is clear that CdCh has the effect of improving each of 
the relevant cell parameters; Jsc, Voc, FF, and r|. The cell with the maximum 
efficiency, though, is that treated for 20 minutes, rather than the cell treated 
for 30 minutes, which is often considered the optimal time for CSS material. 
This is not necessarily significant, though, as the method of treatment used 
here is not standardised with those used by other authors. Differences in the 
procedure include: 
25 
20 
15 
\ \ 1/1 
Q 10 \ 
\ 
\ \ 
\ 
Untreated 
20 minutes 
30 minutes 
60 minutes 
0 
0.0 0.2 0.4 0.6 0.8 1.0 
Voltage (V) 
Figure 7.6: The AM 1.5 l-V curves for CdTe/CdS cells annealed in the 
presence of CdCl2 for differing amounts of t ime. 
a) The CdCb treatment: whilst evaporation of a solid layer has been used 
widely in the past, i t is increasingly common in commercial processes 
to use a treatment in which the cells are annealed in the presence of 
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vapour phase CdCh (for example see McCandless et al. [6]). Whilst i t is 
accepted that chlorine wi l l always influence efficiency on annealing 
regardless of the method of introduction [7], i t is unclear as to how the 
specifics of the method modify the annealing process, 
b) The surroundings: the samples described here were annealed in a tube 
furnace, open to the atmosphere. It would seem likely that this would 
cause CdCb vapour to be transported away from the CdTe surface on 
heating. An anneal in CdCL vapour, as mentioned above, is obviously 
a closed system, and other reported treatments using solid CdC^ may 
also use such a system. This wi l l allow better monitoring of the 
amount of chloride introduced. 
Treatment t ime (mins) 0 20 30 60 
Efficiency (%) 2.1 7.9 6.7 6.0 
Fill Factor (%) 30.8 51.2 53.0 49.7 
Voc (V) 0.55 0.72 0.64 0.62 
J s c (mA cm' 2) 12.6 21.5 19.6 19.4 
Table 7.I The AM 1.5 electrical characteristics of the CdTe/CdS solar cells 
for different treatment times. The data in this table was extracted from 
figure 7.6. 
c) The temperature. Although consistent between cells, the temperature 
was not known to great accuracy. Even small variations of temperature 
have been shown to greatly change the speed at which microstructural 
effects occur in polycrystalline CdTe treated with CdCb. (for example 
see Moutinho et al. [8]). 
The spectral response curves shown in figure 7.7 show an increase in 
efficiency corresponding to that seen in the J-V data. The short wavelength 
end was examined for any signs of intermixing— detectable as a red-shift due 
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to band-gap bowing (see section 4.4)— however, no statistically significant 
variation was detectable within the limits of the equipment's sensitivity. 
Thus, f rom the above results, i t is clear that the CdCb anneal effects 
the expected improvement in device performance for the CdTe / CdS solar cells 
treated for this study, which can be correlated, or otherwise, with any 
increase in grain size or morphological change. 
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Figure 7 .7 : The spectral response curves for the samples examined in this 
chapter. 
7 . 4 . 2 GRAIN SIZE DISTRIBUTIONS 
As described above, the samples were polished, bevelled, and etched, 
then photo-micrographs were taken at 1mm intervals along the bevel 
(corresponding to -0.5 um through the layer), and analysed computationally. 
Shown in figure 7.8 is a series of micrographs from different positions within 
the untreated CdTe f i lm. These images constitute small regions cropped from 
the actual micrographs analysed: the f u l l micrographs contained between 
500-1500 grains. 
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Figure 7 .8 : Small sections of some of the micrographs of the untreated 
material , and the accompanying grain size distributions (produced from the 
full image) and Rayleigh fits (solid lines). The numbers down the centre 
represent the distance from the CdS/ ITO interface. The grain size can be 
seen becoming visibly larger, confirmed by the histograms. 
The corresponding grain size distributions are also shown in this figure. 
From it , i t can be seen that the grain size increases as the distance from the 
CdTe/CdS interface increases. In addition, we see that the distribution of 
grain sizes becomes wider as the layer thickness increases. These 
observations are discussed in section 7.5. In addition, to confirm the 
columnar nature of the CdTe layer, an untreated sample was cleaved and 
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examined in cross-section by SEM: the resulting image (figure 7.9) shows 
columnar behaviour. 
1 u m 
Figure 7 .9 : SEM cross-section of an untreated CSS-grown C d T e / C d S solar 
ce l l . The grains are clearly columnar in nature. 
Grain size distributions, such as those shown in figure 7.8 can be 
modelled by a number of different distributions, discussed presently. It is 
worth mentioning, though, that there are other distributions that fit real grain 
sizes considerably better than those discussed here (for example the Aboav-
Langdon model [9], or the gamma distribution [10]). These equations have, 
though, no physical basis, and the goodness-of-fit they show can be 
considered simply fortuitous. The equations described below, on the other 
hand, are derived from physical, theoretical bases— often being solutions of 
differential equations, describing grain size evolution over time (see 
section 3.3.2)— and as such their usage is justif ied. Three popular 
distributions were studied for goodness-of-fit to the experimental 
distributions, and are detailed below. 
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Hillert's Distribution: This model is based upon the assumption that 
grain-boundary velocity is inversely proportional to the radius of curvature of 
the grain [11]. It has the form, 
fir) fiR{?aY (7 4) 
H>-(2-RT* P{2-R)' ( ] 
where the radius, r, is represented as, 
R = ±-. (7.5) 
ro 
The dimensionality of the distribution, p, is equal to either 2 or 3, and ro and a 
are constants. 
The Rayleigh Distribution: This distribution arises out of Louat's 
analysis of grain boundary dynamics based on the random diffusion of 
sections of grain boundaries [12]: 
f(r) = ar exp-
( \ 2 r 
Vro J 
(7.6) 
The parameters a and ro are again constants. 
Log-Normal Distribution: This distribution differs from the above two 
cases in that i t is a starting assumption of Feltham's model of grain 
growth [13], and not a solution to a grain-growth equation. In the form used 
by Feltham the log-normal distribution is, 
/ n a j [ ln ( r / r 0 ) f [ 
/ ( r ) =^ e x prS^|' (7-7) 
where the parameters a , ro and a are constants. 
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F igure 7 .10 : Histogram of actual grain size data showing three different 
types of fit used to describe such distributions; Rayleigh (solid l ine), Hillert 
(dotted), and log-normal (dashed). The Rayleigh curve provides statistically 
the best fit in the great majority of cases. 
Figure 7.10 shows the three distributions fitted to actual data. In the 
majority cases i t was found that the Rayleigh curve gave the best f i t to the 
data, although the log-normal provided good fits in many cases. This is, 
perhaps, unsurprising as the equation contains three, rather than two 
variable parameters. However, the Rayleigh distribution was used i n all cases 
to describe grain-size distributions as the form is simpler, and i t is 
constrained to pass through the origin, which better reflects real 
distributions. The use of such curves to describe grain size distributions is 
discussed further in section 7.5. 
7 . 4 . 3 T H E AVERAGE GRAIN SIZE AS A FUNCTION OF DEPTH 
If there is grain growth upon annealing at any one point wi thin one of 
the CdTe layers studied, it should be detectable as a change in the average 
grain size. Thus, to detect any grain growth in the layer on CdCb treatment, a 
plot of average grain size from each image, against the position in the layer at 
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which that image was taken, was made. This is shown in figure 7.11 for all of 
the samples. Each data point represents a considerable volume of data: one 
point represents one image analysed, each in turn containing 500-1500 
grains. As can be seen, there is no change in average grain size regardless of 
the treatment regime. Also of note is the linearity of the data distribution, the 
points lying on the line y = (0.107 * x) + 1.06, for distances expressed in 
microns. 
3 
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Figure 7 .11 : The mean grain radius as a function of position through CdTe 
layers subjected to different C d C l 2 anneal t imes. The way in which the value 
of each data point is calculated is described in section 7.4.3. 
An alternative treatment of the data is to examine trends in the 
parameters extracted from the Rayleigh distribution fits, rather than from the 
numerical mean of the grain size. Figure 7.12 shows these parameters for the 
distributions here. The values are calculated from the standard integrals, and 
are given by, 
— r 
0 ' (7.8) 
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and, 
CT = r 0 J l (7.9) 
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F igure 7 .12 : The average value and standard deviation of the Rayleigh fits 
to grain size distributions. There is no appreciable difference between the 
treated and untreated material . The error bars are the variances produced 
by the fitting procedure. 
As can be seen, no grain-growth is detectable here either. Thus, within the 
limits of sensitivity of this experiment there is no grain growth i n CSS CdTe 
layers on CdCl2 treatment. However, the optical microscope used in this 
-109-
Chapter 7— Grain Size and Performance of CdTe/CdS Solar Cells 
experiment did not have sufficient resolution to study the smallest grained 
regions in the h < lum region. Structural information from this region is 
presented in the following chapter. 
7 . 4 . 4 SPATIAL ANALYSIS 
All of the images taken (around 50 in total) were analysed using spatial 
and radial correlation functions and typical examples are shown in 
figure 7.13. However, none of these showed behaviour indicative of a specific 
distribution, being most similar to the random cases of figures 7.4c and 7.5a. 
Possible reasons for this wi l l be discussed in the following section 
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Figure 7 .13 : Typical radial and spatial distribution plots for the samples 
examined here. There is no evidence of the hexagonal pattern associated 
with full equilibration, both plots showing displaying the character ist ics of a 
random distribution of centroids. 
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7 . 5 D I S C U S S I O N 
The grain-boundary distributions from the images (described in 
section 7.4.2) were found to be well fitted by the Rayleigh distribution, 
regardless of whereabouts in the layer the image came from. This distribution 
is widely reported to give the best f i t to both real distributions of data [12] and 
Monte Carlo simulated data [14]. However, in f i t t ing this type of distribution 
to real data, a number of points are of note. 
a) In the case of both Hillert's and the Rayleigh distribution, the grain size 
distributions are solutions of differential equations describing the 
growth rate of grains, and are consistent wi th the parabolic growth 
predicted by the model of Burke and Turnbull (see section 3.3.2) for 
normal grain growth. However, real systems rarely show this parabolic 
growth behaviour (see Atkinson [15] for a review). Moreover, describing 
a system in which the grains have clearly undergone some movement 
towards equilibrium (hence their lack of growth on CdCb treatment) 
using an equation derived from models of grain growth itself should be 
examined critically. 
b) The models all assume isotropy of the distribution in three dimensions, 
but i t is generally observed that the methods of CdTe growth used for 
fabricating solar cells give columnar grains. 
c) It could be thought that the goodness of f i t of a particular curve could 
imply that the assumptions made in formulating the model were 
correct. It has been shown, though, that small adjustments to the 
grain-growth model can cause large changes to the predicted 
distribution, meaning that the model should not be used to confirm the 
mode of grain growth. 
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However, although the applicability of the Rayleigh curve may be thought of 
as 'un-physical' for the above reasons, i t is a useful tool to describe the grain 
size distributions using only two parameters, and is used as such throughout 
this work. 
In the results of section 7.4.3, it was shown that the CdCb treatment 
caused no grain-growth in the CdTe films' bulk regions. However, 
section 7.4.1 showed the expected improvement in the cells' electrical 
characteristics. Thus, i t can be inferred that grain-growth in the bulk of the 
layer is not a prerequisite for an enhancement of efficiency. It should be 
noted, however, that this method of grain size analysis is limited by the 
resolution of the optical microscope used, and so could not provide any 
information i n the region closest to the CdS layer where the grain size is 
small. It is in this region, of course, that most of the photo-electronic 
interaction takes place, and so any grain growth in this interface region would 
be most significant. The following chapter (chapter 8) examines this region by 
TEM. 
Although grain-growth in the bulk is clearly unnecessary to produce 
efficient cells, i t must be asked why the CSS-grown material used here should 
be stable under CdCb treatment, whereas material throughout the body of 
literature on CdTe/CdS cells displays grain growth. The reasons for the lack 
of grain growth in the region studied may be one of the following: 
a) Although heat and the CdCb flux promote the expansion of grains, the 
driving force for this growth is the minimisation of the grain-boundary 
energy. There will come a point, though, where the heat supplied is no 
longer large enough to overcome the activation energy for this process 
even with the addition of a flux. McCandless et al. [16] reported this 
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phenomenon in small-grained material: without CdCb, they saw a 
limiting grain size on annealing a sample. However, the addition of a 
CdCb flux causes a large increase in the grain size wi th the same heat 
treatment. 
b) Whether the CdCl2, concentrated at the grain boundaries, causes solute 
pinning of these boundaries is unclear, but it is known that CdCb has 
a very limited solubility in CdTe [17]. 
Thus, we can say that the CSS-grown material studied here has, to some 
extent, moved towards equilibrium during the growth process, which takes 
place at ~500°C. This is in contrast to the small grained material grown at 
~300°C and studied elsewhere. However, the radial and spatial distribution 
plots of section 7.4.4 show no sign of having actually reached equilibrium: the 
patterns from the data conform to the random case (figure 7.5a and 7.4c) 
rather than the hexagonal (7.5b and 7.4d). This is possibly because, like most 
real polycrystalline materials, the structure does not approach the theoretical 
hexagonal distribution due to pinning effects described in section 3.3. 
Concerning the variation of grain size with distance from the CdTe/CdS 
interface, which shows linear variation, a number of factors need to be 
considered. These wil l be discussed in some detail below. 
We first consider a kinetically limited model. One method by which the 
width of the columnar grain could increase would be i f particular grains were 
to grow faster than others do. Some evidence for this is found in films 
deposited at low temperature. These usually exhibit {111} preferred 
orientation, although the level of preference of crystallographic polarity has 
never been ascertained. It is also known that the { l 1 l } B face is the fastest 
growing in CdTe [18]. If, then, we consider the growth process to be 
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kinetically limited, with the growth rate dictated by the speed at which species 
can be removed from the surrounding atmosphere, then i t may be the case 
that a {111} oriented grain wil l grow faster than other orientations. This 
difference in growth rate wi l l cause slower growing grains to be crowded out, 
and the surface to become populated by a progressively larger number of {111} 
grains of progressively larger size. This type of behaviour has been reported: 
McCandless et al. [16] report that the surface grain size of predominantly 
{111} oriented PVD films increases as the films are grown to greater 
thicknesses. This process exclusively, of course, can only cause an increase 
in the width of a columnar grain if there are other orientations. Once the f i lm 
surface is entirely {111}, lateral grain expansion wil l cease. 
A further mechanism which may occur in material which has become 
almost purely {111} oriented at the growth surface is a variation of the growth 
rate perpendicular to the growth direction and the {111} plane. It is the case 
that different faces of CdTe have different growth rates [19]. Thus if the plane 
which describes the side of one grain, abuts another slower growing plane of a 
neighbouring grain, it could be supposed that the grain with the faster 
growing plane wil l expand in that direction. Of course, whether this 
expansion leads to an increase in the size of this grain wil l depend on the 
motion of the other edges. This process and that detailed above, i t should be 
remembered, describe processes that pertain directly to small-grained, low 
deposition temperature material. How such mechanisms could be applied to 
the randomly oriented CSS-grown CdTe studied here is unclear. 
Another mechanism, perhaps more applicable to high growth 
temperature grains, involves a process analogous to classic grain growth. 
There is evidence that at temperatures around the CSS growth temperature, 
CdTe can restructure: Cho et al. [20] report recrystallisation of small-grained 
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CdTe films on air annealing at 550°C. This being the case, one could 
speculate that this temperature is sufficient for species to migrate between 
grains, as in grain-growth. If this is the case, an in-situ grain-growth process 
could occur whilst the CdTe layers are growing, in an attempt to reduce the 
grain boundary length to grain area ratio (in a 2-D analogue of the classical 
process). Pinning of the CdTe grain boundaries at the CdS interface should 
prevent the bottom of the grains from expanding, thus leading to the observed 
structure. This argument is supported by the increase in surface grain size 
seen on increasing the growth temperature [21]. It is reasonable to assume 
that higher temperatures wi l l increase mobilities of diffusing species in the 
layers, enhancing the expansion of grains. That pinning occurs is also 
supported by the significant effect of the underlying CdS on the final surface 
structure of the CdTe [21, 22]. 
Overall, the above mechanisms propounded for the variation of grain 
size throughout the layer are speculative and considerable further work would 
have to be undertaken to pinpoint the exact mechanism. However, i n 
chapter 9.2, a computer model is presented, which goes some way to 
predicting the behaviour seen in this material. 
7 . 6 C O N C L U S I O N S 
In this chapter, a method of examining the grain structure throughout 
the bulk of the CdTe layer in CSS-grown CdTe/CdS th in-f i lm solar cells has 
been detailed. This was accomplished by polishing and bevelling of the CdTe 
f i lm, followed by selective etching of the grain boundaries. This was 
performed on a series of samples that had been subjected to varying CdCb 
treatments. To characterise the structure, micrographs were taken at 
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incremental points along the bevel, and stylus profilometry used to ascertain 
the points' position in the f i lm. The resolution of the microscope was sufficient 
only to resolve grains more than l um away from the CdTe/CdS interface. The 
images so obtained were then analysed using computational image processing 
methods giving data on grain size distributions and radial and spatial 
correlation functions of grain centroids. This is the first report of the latter 
method being applied to polycrystalline material in this way. SEM 
characterisation was used to examine the structure of the films in the 
direction perpendicular to the growth direction. Further to this structural 
investigation, the samples were characterised opto-electrically using J-V and 
spectral response measurements. 
This investigation showed that the mean grain-size displays a linear 
variation with position in the CdTe layer, the size becoming progressively 
larger as the position in the layer studied becomes further from the CdTe/CdS 
interface. However, this variation was found to be independent of the degree 
of CdCb treatment: the samples were identical within the limits of the 
experiment. This variation was quantified, and found to vary as 
y = (0.107 x x) + 1.06. This lack of microstructural evolution 
notwithstanding, the J-V and spectral response measurements showed the 
expected increase in efficiency and related parameters. This work also 
revealed some fine details of the grain size and centroid distribution: at each 
point in each layer studied, the grain size was found to be well described by 
the Rayleigh distribution. The radial and spatial correlation analysis of the 
grain centroids revealed a random distribution of the grains. This is 
consistent with non-equilibrated grain structure. 
In the discussion section of this chapter, it was suggested that two 
mechanisms might cause improvement in electrical characteristics found even 
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in the absence of grain growth. Firstly, changes in the electrical properties of 
the bulk grain boundaries may be responsible, and secondly, near-interface 
effects of a structural, electrical or optical nature. The latter of these effects is 
important as this region contains the metallurgical interface, and wil l be 
studied in the following chapter. The electrical activity of the boundaries in 
the bulk cannot be commented on within the context of these results. 
Further to this discussion, reports by other authors of measurable grain-
growth effects on CdCb treatment were considered. It was noted that these 
reports exclusively concern material grown at temperatures lower than the 
CdCl2 treatment temperature, whereas CSS involves temperatures higher than 
this. Thus the absence of grain growth in the present samples is clearly due 
to the CSS-grown material being brought closer to equilibrium during growth, 
although radial and spatial correlation analysis revealed no classical 
indications of this. This implies the presence of a retarding force acting to 
reduce the grain-boundary mobility. 
The variation of the grain size was discussed in this chapter with 
respect to a number of different effects. Pinning of the grain boundaries at 
the CdTe/CdS interface was cited to account for the smaller grain size closer 
to the interface, although this cannot account for the grain size's linear 
variation. The linear variation was considered in terms of how growth kinetics 
associated wi th the growth rates of different crystallographic faces could affect 
f i lm growth. However, whilst this could, perhaps, account for behaviour in 
material that displays preferred crystallographic orientation of grains, CSS-
grown material shows no such preference. 
Thus, whilst this work shows effects distinct from those reported in the 
literature, these differences, i n the main, can be attributed to the well-
established metallurgical considerations arising from the differences in growth 
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conditions. In addition, whilst the variation of grain size is attributable to 
pinning at the CdTe/CdS interface, the reason for the linear nature of this 
variation was unclear. This is explored further i n chapter 9. Clearly, 
however, near interface effects may play a significant role in clarifying the 
results of this chapter, and the following chapter describes a TEM study of 
this region. 
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Chapter 
TEM of the Near-
Interface Region 
8 .1 I N T R O D U C T I O N 
I n the previous chapter, the grain s t ruc ture of the CdTe layer i n 
CdTe/CdS solar cells was examined us ing opt ical microscopy. However, i t 
was f o u n d tha t the gra in size became too smal l to resolve i n the 'near-
interface ' region (defined here as to w i t h i n 1 \mi of the CdS/CdTe interface). 
As th i s is the region where bo th the meta l lurg ica l and electrical j u n c t i o n s lie, 
i t cou ld be expected tha t the mater ia l properties here have a large inf luence 
on device performance. Transmiss ion Electron Microscopy (TEM) is a h igh -
resolut ion technique, easily capable of resolving features on the scale of the 
near-interface grains. I t has previously been used i n several studies of 
mic ros t ruc tu re i n CdTe/CdS solar cells, bo th i n cross-section [1-7] and p lan-
view [2, 7]. However, none of these studies have reported the gra in size 
d i s t r i bu t i on and in t ra -gra in mic ros t ruc tu re before and after processing. 
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Chapter 8- TEM of the Near-Interface Region 
This chapter describes a plan-view T E M study of the near-interface 
region of CdTe/CdS solar cells, i n bo th as-grown and CdCb treated mater ia l , 
w i t h a view to q u a n t i f y i n g the grain size i n th is region and the effect tha t 
CdCb t rea tment has u p o n i t . I n addi t ion , the mic ros t ruc tu re i n th i s region 
was qual i ta t ively examined for differences ar is ing f r o m the anneal ing 
procedure. 
8 . 2 E X P E R I M E N T A L D E T A OILS 
The CdTe/CdS solar cells used i n th is work were grown by CSS at 
5 0 0 ° C by ANTEC G m b H , who suppl ied bo th as-grown and C d C l 2 t reated 
mater ia l for t h i s work . The CdCb was in t roduced in to the cell by a vapour-
phase anneal ing technique (see section 4.4). 
The prepara t ion of samples for plan-view microscopy involves: a 
g r ind ing and e tching stage to remove the glass f r o m a CdTe /CdS/ ITO 
mul t ip layer ; m o u n t i n g on a r i n g grid; and, t h i n n i n g w i t h I + ions. This lat ter 
step removes the ITO and CdS and reduces the CdTe to electron 
transparency. F u l l details of the sample prepara t ion procedure are given i n 
section 5.7. The f i n i shed samples h a d very large areas of su f f i c ien t ly t h i n 
mater ia l , a l lowing many di f ferent areas to be imaged, and hence the images 
presented here can be taken as being representative of the mater ia l . 
The microscope used was a J E O L 200CX, r u n n i n g at a voltage of 
160kV. 
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8 . 3 R E S U L T S 
8 .3 .1 OVERVIEW 
Shown i n f igure 8.1 is a plan-view TEM overview of the near-interface 
gra in mic ros t ruc tu re i n an as-grown CdTe/CdS solar cell . The s t ruc ture 
clearly has a s imi lar d i s t r i bu t ion of grain sizes to the surfaces examined by 
opt ical microscopy described i n chapter 7. Also apparent is a large densi ty of 
l inear, p lanar defects, w h i c h can i n fact be f o u n d i n almost a l l grains above 
about 0.1 um i n size (al though many are out of contrast here). Figure 8.2 
shows one of these boundaries, w i t h the associated d i f f r ac t i on pa t tern , a 
pa t te rn widely k n o w n to arise f r o m t w i n boundaries . These have previously 
been reported to be h igh ly prevalent i n bo th b u l k [8-11] and polycrystal l ine [2, 
7] CdTe. 
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Figure 8.1: Plan-view TEM image showing the grain structure in the near-
interface region of an as-grown CdTe/CdS solar cell. The high twin boundary 
density is clearly apparent. 
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100nm 
Figure 8.2: Plan-view TEM image showing a linear boundary in an as-grown 
CdTe/CdS solar cell. The inset diffract ion pattern (corrected for relative 
rotation) confirms i t as a twin boundary. 
1urn 
Figure 8.3: Plan-view TEM image showing the grain structure in the near-
interface region of a CdCl 2-treated CdTe/CdS solar cell. Although this fo i l is 
slightly thicker than that shown in figure 8.1, the structure is clearly similar 
at this magnification. 
The grain s t ruc ture of near-interface CdCb treated mater ia l (figure 8.3) 
was qual i ta t ively s imi lar to the as-grown mater ia l shown i n f igure 8 . 1 , bu t 
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showed differences i n the gra in size and dislocat ion d i s t r i bu t ion , w h i c h are 
f u r t h e r discussed i n sections 8.3.2 and 8.3.3 respectively. 
As-Grown CdCU Treated 
c 0.20 
a; 0.15 
0.0 0.1 0.2 0.3 0.4 0.5 0 
Grain Radius (urn) 
Figure 8.4: Grain size distributions for both as-grown and CdCl 2 treated 
CdTe from the near-interface region. The solid lines are Rayleigh f i ts to the 
data points. The treated sample has a considerably larger mean grain size. 
8 . 3 . 2 GRAIN SIZE 
The gra in size d i s t r i bu t i on data was extracted f r o m images s imi lar to 
f igures 8.1 and 8.3. This was effected by t rac ing the gra in boundar ies onto a 
transparency, a n d analys ing the resu l t ing pa t te rn w i t h the software described 
i n section 7 .3 .1 . The software could not be applied direct ly to the images, as 
i t is incapable of d i s t ingu i sh ing between grain boundaries and t w i n 
boundaries . I t shou ld be noted, however, tha t t w i n boundar ies are k n o w n to 
be negligibly electrically active i n comparison to gra in boundaries , and can 
t h u s be safely discounted. For b o t h the as-grown and CMCI2 t reated mater ia l , 
f ou r micrographs of adjacent regions were analysed to improve the statistics. 
The resu l t ing grain size d i s t r ibu t ions are shown i n f igure 8.4, w i t h Rayleigh 
d i s t r ibu t ions f i t t ed to t h e m (see section 7.4.2). I t shou ld be noted that the 
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data for the as-grown sample is considerably smoother t h a n tha t for the CdCb 
treated sample due to the respective sample sizes of 177 and 4 1 grains. The 
f i t s are convincing, however, especially i n the case of the as-grown mater ia l . 
I n add i t ion , and most impor tan t ly , the f igure shows tha t the grain size i n the 
treated mate r ia l is approximately five t imes larger t h a n i n the un t rea ted 
mater ia l . I t is also interes t ing to note tha t the shape of the d i s t r i b u t i o n is 
almost inva r i an t under gra in-growth, as is suggested by grain g rowth theories 
(see chapter 3 and Humphr i e s and Hatherley [12]). 
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Figure 8.5: Grain size variation throughout the CdTe layer. The bulk data is 
that previously presented in section 7.4.3. The two points at h < 1 pm are 
f rom the TEM work presented here. The treatment t ime for the CdCl 2 
treated TEM data is not included as the processing is very different and thus 
not comparable. 
The data extracted as described above can also give values for the mean 
gra in size. The values for the as-grown mater ia l (0.1 pm) and CdCb treated 
mater ia l (0.5 um) are shown i n f igure 8.5 superimposed u p o n the data of 
section 7.4.3. The error bars on these poin ts reflect the fact t ha t i t is k n o w n 
only tha t the micrographs come f r o m the bo t tom 1 um of the f i l m : the exact 
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pos i t ion is u n k n o w n . As shown i n the f igure , the var ia t ion of the grain size 
th roughou t the b u l k of the mater ia l was shown to vary l inear ly w i t h pos i t ion 
i n the layer. As is clearly apparent, the b u l k l inear t r end does not extend al l 
the way to the near interface region; a r a p i d drop-off i n size occurs as the 
pos i t ion i n the CdTe layer approaches the CdS. At face value, the data 
appears to show smal l grained, near-interface mater ia l i n the as-grown state 
undergoing gra in-growth on CdCb treatment . The va l id i ty of th i s conclus ion 
is discussed i n section 8.4. 
8 . 3 . 3 FURTHER RESULTS 
I n addi t ion to the difference i n gra in sizes of as-grown a n d CdCb 
treated mater ia l , a n u m b e r of other mic ros t ruc tu ra l differences were observed 
on examina t ion of i n d i v i d u a l grains: 
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Figure 8.6: A phenomena specific to the CdCl2 treated samples: large 
numbers of sub-grain boundaries were found in the treated material, but not 
in the as-grown. 
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a) The C d C l 2 t reated mater ia l contained a h i g h densi ty of sub-gra in 
boundar ies (such as i n f igure 8.6), w h i c h are largely absent i n as-grown 
mater ia l . These are sometimes f o u n d i n as-grown mater ia l (as reported 
by th i s au thor [13]) b u t subsequent comparative s tudy has shown tha t 
the i r densities are m u c h greater i n CdCb treated mater ia l . 
b) Where present, dislocations i n the CdCb treated mater ia l are associated 
w i t h p lanar defects, such as t w i n boundaries (figure 8.7). 
c) The densi ty of dislocations w i t h i n grains is considerably higher i n the 
as-grown mater ia l (e.g. f igure 8.8) t h a n the CdCb treated mater ia l . 
Larger grains w i t h i n the as-grown mater ia l also have a higher densi ty of 
defects t h a n smaller ones. 
. . . . '.v. . 
kHSK-SjS f^c--1--1-
100nm 
Figure 8.7: Dislocations in CdCl2 treated material, associated with twin 
boundaries (in poor contrast, running top le f t to bottom right as indicated by 
the dotted line). 
Unfor tuna te ly , dislocations could no t be analysed by two-beam analysis due 
to the short t ime i n w h i c h beam damage— visible as speckle i n f igure 8.7— 
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w o u l d obscure the defect. This is i n add i t ion to the u s u a l d i f f i cu l t i e s i n 
pe r fo rming two-beam analysis on polycrystal l ine mater ia l . 
If 
I 50nm 
Figure 8.8: Dislocations in untreated near-interface CdTe. 
Figure 8.9: Plan-view TEM of the CdS layer. 
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By a sl ight modi f i ca t ion of the t h i n n i n g process, samples showing the 
CdS layer can be prepared. A n overview of the grain s t ruc tu re of CdS is 
shown i n f igure 8.9. Ca lcu la t ing the gra in size, by the t r ac ing and image 
analysis technique described i n section 8.3.2, gives a a r i thmet ica l mean value 
of 49 n m . 
8 . 4 D I S C U S S I O N 
I n section 3.2, the classic mechanisms for m i c r o s t r u c t u r a l evolut ion 
were discussed, namely recovery, recrystal l isat ion and gra in growth . This 
section w i l l discuss the T E M observation of dislocat ion and gra in boundary 
behaviour (section 8.3.3) i n terms of th i s t e rn ion , after f i r s t consider ing the 
grain size d i s t r i bu t i on data of section 8.3.2. I n addi t ion , re la t ionships 
between near-interface gra in g rowth and solar cell eff iciency are explored by 
means of a simple model . 
Section 8.3.2 and f igure 8.5 show tha t wh i l s t the gra in size varies 
l inear ly w i t h dep th i n the b u l k , i t drops off rap id ly i n the near-interface 
region. I n order to expla in th i s var ia t ion a number of a rguments m u s t be 
invoked. Firs t ly , Al-Jass im et al. [1] have shown by cross-sectional T E M 
(albeit on PVD CdTe) tha t CdTe grows epitaxial ly on CdS on a gra in-by-grain 
basis: Gra in boundar ies were seen to propagate across the CdTe/CdS 
interface. Secondly, i n the same paper, the above correlat ions between the 
two layers were f o u n d to disappear on anneal ing w i t h CdCb. I t is wel l 
established tha t the reduc t ion of the free energy associated w i t h grain 
boundar ies acts as a d r iv ing force for grain g rowth [12]. Thus , i t seems 
reasonable to speculate tha t d u r i n g layer growth , the near interface CdTe 
grain size (-100 nm) is p inned , and t h u s l im i t ed by the gra in size of the 
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unde r ly ing CdS (-50 nm). However, as the CdTe layer becomes th icker , th i s 
cons t ra in t rap id ly disappears, and the grain size approaches the e q u i l i b r i u m 
value dic ta ted by the grain boundary energetics. This re la t ionship between 
gra in size and layer th ickness is investigated f u r t h e r by model l ing i n the 
fo l lowing chapter (chapter 9). 
T u r n i n g to mic ros t ruc tu ra l development on CdCb t reatment , evidence 
for recovery, recrystal l isat ion, and grain growth is presented i n t u r n i n the 
fo l lowing paragraphs, s ta r t ing w i t h recovery. 
Recovery: Sub-grain boundaries are widely k n o w n to be created 
d u r i n g the progression of recovery on anneal ing a mater ia l con ta in ing defects 
(see section 3.2.1). I n the mater ia l s tudied here, sub-grain boundar ies (also 
called polygonisat ion walls) were f o u n d to be common i n CdCb treated 
mater ia l , b u t were almost absent i n the as-grown mater ia l (see section 8.3.3). 
This suggests the occurrence of a recovery-like process i n the CdTe/CdS 
system on CdCb treatment . This idea is supported by (i) the association of 
defects w i t h one another, typical ly dislocations themselves and planar 
boundar ies (as i n f igure 8.7), and (ii) the decreased densi ty of dislocations 
f o u n d af ter annealing. The mater ia l is showing classic recovery behaviour, 
w i t h defects migra t ing to lower energy posit ions. To the author 's knowledge, 
th i s is the f i r s t direct evidence of recovery i n CdTe/CdS solar cells. Moreover, 
as the g rowth temperature (500°C) is greater t h a n the anneal ing temperature 
(400°C), i t seems certain tha t the presence of CdCh at the anneal ing stage is 
p lay ing a v i t a l role i n the defect migra t ion . However, the ab i l i ty of CdCb to 
direct ly inf luence defect mob i l i t y is dependent u p o n i ts so lub i l i ty i n CdTe. 
The phase diagrams for the CdTe-CdCb system of A n d r o n i k et al. [14] show 
CdCb to have zero so lubi l i ty i n CdTe. This is, perhaps, a l i m i t a t i o n of the 
measurements , though : i t is wel l k n o w n tha t CI is a soluble dopant i n CdTe 
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and indeed is added as CdCb i n the synthesis of h igh res is t ivi ty CdTe, for 
appl icat ions such as X-ray detectors [15, 16]. The mater ia l can easily 
accommodate 5 0 p p m of CI, for example [15]. 
I n add i t ion to the above so lub i l i ty issues, i t has also been suggested 
tha t CdCb has the effect of p roduc ing Te vacancies i n CdTe via the fo l lowing 
mechan i sm (in Kroger-Vink notat ion): The Cd f r o m the CdCh produces a Te 
vacancy i n the CdTe latt ice, 
(Cd) g o C d * c d +V'T:+2e'. (8.1) 
This vacancy can t hen be occupied by one of the CI ions: 
( c i ) g + v ; ; o c r + h - , (8.2) 
b u t the other w i l l require a second Te site: 
(Cl) g o f f + V £ d + h \ (8.3) 
Combin ing these gives a net gain i n Cd vacancies: 
( c d c i 2 ) g « c d ; d + 2 c i ; e + v ; , . (8.4) 
The i n t r o d u c t i o n of such species could s ignif icant ly affect the mobi l i t i es of 
dislocations, and encourage recovery*. 
Recrystallisation: The next of the three mic ros t ruc tu ra l development 
phenomena to be discussed is recrystal l isat ion. A number of observations 
have been made i n CdTe/CdS solar cells t ha t suggest recrysta l l isa t ion events, 
i n c l u d i n g some expl ic i t ly i n the near-interface region. (It shou ld be noted, 
however, t ha t those studies were per formed on PVD material) . As described 
* Incidentally, these reactions show that the addition of CdCb creates cadmium vacancies, 
which may form an 'A-centre' compensated by the CI* i.e. C l ^ + [v d^ + C d T e | . This can only be 
seen as compatible with the literature assertion that doping is via the A centre if additional Cd 
vacancies are supplied. This is possible due to Cd loss during heating or the supply of excess 
Te. 
-132-
Chapter 8- TEM of the Near-Interface Region 
earlier i n t h i s section, Al-Jass im et al. [1] have reported local epi taxial g rowth 
of CdTe on CdS, and t h u s the propagat ion of grain boundaries f r o m the CdS 
in to the CdTe. However, th i s inter-layer re la t ionship is lost on anneal ing. The 
disappearance of the epi taxial correlat ion impl ies tha t the crys ta l s t ruc tu re of 
the over lying mater ia l m u s t have been ent i re ly res t ruc tured: th i s can be 
viewed as a localised recrystal l isat ion event. Recrystal l isat ion is k n o w n to be 
dr iven by an excess of volume s t ra in energy. I n CdTe/CdS bilayers, th i s can 
arise f r o m the fo l lowing sources: 
a) S t ra in at the meta l lurg ica l interface, f r o m a combina t ion of lat t ice 
m i s m a t c h and differences i n t he rma l expansion coefficients; 
b) S t ra in present at defects, such as grain boundaries or dislocations; 
c) Smal l g ra in size, as shown by M o u t i n h o et al. [17]. 
I n the case of a) above, th is w o r k offers no evidence tha t CSS CdTe on CdS 
shows local epi taxial growth: the lack of preferred or ienta t ion i n the as-grown 
state may indeed suggest i ts absence (see section 4.3.2). However, cases b) 
and c) are very possibly applicable to as-grown CSS mater ia l : a large n u m b e r 
of grains con ta in dislocations, and the near-interface gra in size is smal l . 
Vi ta l ly , t hough , i t m u s t be remembered tha t recrystal l isat ion consumes the 
old mic ros t ruc tu re . I f th i s were the case here, t hen the sub-grain boundar ies 
discussed w i t h reference to recovery above w o u l d no t be f o u n d i n CdCb 
treated mater ia l . Thus , we can clearly d iscount the occurrence of 
recrysta l l isa t ion on CdCb t reatment of CSS-grown CdTe layers. 
Grain Growth: T u r n i n g f ina l ly to mic ros t ruc tu ra l change by gra in 
growth , the resul t of f igure 8.4 shows clearly tha t gra in-growth occurs i n the 
near-interface region on CdCb treatment . I t can only be assumed tha t th i s 
growth is a resul t of the addi t ion of the CdCb f l u x tha t encourages the 
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migra t ion of species between grains to lower the overall g ra in-boundary free 
energy. 
Consider ing tha t the measured f ive- fo ld increase i n grain size impl ies a 
reduc t ion i n the grain boundary density, i t cou ld be hypothesised t ha t t h i s 
w o u l d also reduce the level of carrier recombina t ion i n the absorber layer, as 
gra in boundar ies can act as s inks for carriers. The extent to w h i c h th i s may 
be plausible is now assessed us ing a simple model w i t h the fo l lowing 
assumptions: 
a) The gra in boundaries have a 100% col lec t ion / recombina t ion probabi l i ty 
over the i r w i d t h , t; 
b) The w i d t h of the boundaries is the same before and after CdCb 
t reatment . 
c) The mater ia l w i t h i n the grains is the same before and after t reatment , 
hav ing a co l lec t ion / recombina t ion probabi l i ty of zero. 
d) The photogenerated cur ren t w i t h i n the grains is assumed to be the 
same before and after t reatment . 
The cross-sectional grain s t ruc ture is approximated by the tessellat ing 
regular hexagons shown i n f igure 8.10, and a photogenerated cur ren t density, 
Jp, is assumed to t ravel perpendicular to th i s plane. Thus , i n t rave l l ing 
t h rough th i s plane, a cer ta in number of carriers, dictated by the effective area 
of the gra in boundaries , w i l l be t rapped. I f we concern ourselves w i t h an area 
A of th i s s t ruc ture , t hen i t is clear tha t the collected cur ren t J c w i l l be given 
by:, 
J c = A ~ A b o u n d a r y J p , (8.5) 
A 
where Aboundary is the to ta l area i n A occupied by grain boundaries . Ignor ing 
edge effects, th i s can j u s t as wel l be expressed i n terms of the dimensions of 
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individual grains: 
J e = - £ - J p , (8-6) 
- " H E X 
where a is the area within a single grain not occupied by boundary. AHEX is 
simply the area of a hexagon, easily shown to be, 
AHEX = 2V3r 2. (8.7) 
From the diagram, it can be seen that the expression for a is the same as that 
for AHEX (equation 8.7)), but with r replaced by ( r - t). Substituting AHEX and a 
into equation 8.6) gives: 
2t t 
8.8 1 
2V3 J 
i 
Figure 8.10: Simple geometry used to ascertain how grain expansion and the 
effect ive width of grain boundaries for carrier recombination on annealing 
might affect carrier recombination and thus collected photocurrent. The 
shaded area represents the effective width of the grain boundaries for carrier 
capture. 
To compare the as-grown and C d C b treated cases, appropriately 
subscripted values of Jc and r can be substituted into two copies of this 
equation, and the ratio of the two taken. This process assumes that t remains 
constant during annealing, a conjecture which will be discussed later in this 
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section. This process, with some re-arrangement gives the quadratic 
equation, 
]__R_ 
~2 2 + 2t 
R 1 
V r . r f J 
+ {1-R) = 0, (8.9) 
where r, and rj are the initial and final grain sizes, and R = J c / / Jd, the ratio of 
final to initial short circuit current values. 
Values are known for how annealing affects both grain size, and short 
circuit current: this section has already reported a fivefold increase in grain 
size, and section 7.4.1 reports an approximate doubling of current density 
after C d C b treatment. Substituting these values into equation 8.9 and 
solving for t gives a value of 32 nm for t, (plus another un-physical root) 
relative to values for r, and ry of 0.1 and 0.5 respectively. Hence, if the 
efficiency gain were to arise solely from near-interface grain-growth, the grain 
boundaries act as minority carrier traps with a depletion width of 32 nm on 
each side. However, this should be discussed with reference to changes in the 
material upon annealing and literature models of grain boundary 
recombination. 
Calculation of this value of t assumes the material within the grains to 
be unchanged on annealing: this has shown not to be the case by the 
evidence of recovery given in this chapter, although precisely how it affects 
transport is unknown. Further to this, the model assumes that the grain 
boundaries are identical in band structure before and after treatment: this is 
not the case. Various authors have reported a distinct passivating effect of 
the grain boundaries on C d C h treatment [18, 19]. In addition, reports exist 
which conflict with the simple constant capture cross-section model for grain 
boundaries presented here: 
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a) Woods et al. [20] report the grain-boundary band structure of C d C b 
treated material to be as shown in figure 8.11a, using in-plane 
transport and impedance spectroscopy measurements. As is clear from 
the shapes of the band-edges, electrons at a certain distance from the 
boundary will be repelled, whereas those very close to the boundary will 
become trapped. Whilst this model predicts a well-defined width for 
carrier capture, no width is specifically stated in the work. 
b) Durose et al. [21] used Remote E B I C measurements to study the 
electrical activity of lateral high angle grain boundaries in bulk 
untreated CdTe, and showed the band structure of figure 8.11b. This 
form of potential will repel electrons. It may be the case however, that 
this structure is a resolution-limited version of that of case a) above. 
a) Electron Attracting b) Electron Repelling 
Figure 8.11: Two different band-bending schemes proposed for CdTe grain 
boundaries (GB's), due to a) Woods et al. [20] in CdCl2 treated material, and 
b) Durose et al. [21] in as-grown material. The conduction and valence bands 
are denoted by CB and VB respectively. 
It is clear that these two cases do not reflect the full story: if they did 
represent the 'before' and 'after' cases of a single system, it is unlikely that the 
C d C b treated material would have better electrical characteristics. However, 
CB CB 
It 
VB VB 
GB GB 
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they also make clear that some of the basic assumptions of the model may be 
simplistic at best. 
8 . 5 C O N C L U S I O N S 
This chapter has documented a plan-view T E M study of polycrystalline 
CdTe in the near interface region of C d T e / C d S bi-layers. Whilst the bulk of 
the CdTe layer was shown to be microstructurally stable under the influence 
of CdCl2 and heat in the preceding chapter, this chapter has shown that the 
near interface region undergoes a considerable crystallographic upheaval on 
annealing. In addition to a five-fold increase in the grain size, this chapter 
has reported the first direct evidence of recovery in this system. Furthermore, 
C d C b treatment was shown to reduce the dislocation density within grains, 
and it was speculated that the annihilation of dislocations would improve the 
electrical characteristics of a C d T e / C d S device to some extent, as might the 
increase in interface grain size. 
A simple model in which improvements in efficiency were attributed 
solely to to reduction in the grain boundary capture cross-section indicated 
an electron capture width of 32 nm for each grain boundary. However, this 
assumes that grain boundaries in as-deposited and CdCl2 treated material are 
electrically identical. This is unlikely to be the case, C d C b treatment being 
the doping mechanism in these films. Other authors have also produced 
evidence that C d C b treatment passivates the grain boundaries to some extent 
although the details of the models differ. Seen together with the observation 
that the microstructure of the bulk of the films is unchanged by C d C b and yet 
the efficiency increases, it might be speculated overall that microstructural 
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changes in the material are perhaps less important than the electrical 
structure of the grain boundary interfaces in a given system. 
In the following chapter, the variation of grain size throughout the CdTe 
layer ascertained in this and the previous chapter will be described using a 
simple computer model. 
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Chapter 
Computer Simulation 
of Absorber-Layer 
Growth 
9 . 1 I N T R O D U C T I O N 
In chapters 7 and 8, the variation of grain size throughout the CdTe 
absorber layers of CSS-grown C d T e / C d S solar cells was determined. It was 
shown that, whilst the grain size varies linearly throughout the bulk of the 
layer, it drops off rapidly as the position in the CdTe layer approaches the 
CdS. This gives two distinct regions as shown in figure 8.5. It has also been 
shown that the grains are columnar in nature (figure 7.9). These observations 
were discussed in their respective chapters. In order to elucidate further the 
mechanism responsible for this behaviour, a computer model was developed, 
which forms the subject of this chapter. 
A number of computer studies have been performed for describing the 
growth of polycrystalline material. The development of grain boundaries over 
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dimensions of -100 monolayers was studied by Smith [1], although the work 
results in layers with preferred orientation, which is not observed in the C S S 
material of interest here. Romeo et al. [2] have studied the behaviour of C d 
and Te species in the vapour phase during C S S growth, but not the resulting 
materials. Various aspects of growth have been studied for polycrystalline 
forms of both silicon [3] and diamond [4], as well as studies for general 
materials. Levine et al. [3] briefly review a number of different methods and 
reports of their usage. 
The model used in this work was designed to explore the possibility of 
simulating the measured grain size variation using a simple algorithm, which 
dictates how species attach themselves at the growth surface, and thus form a 
polycrystalline film. This chapter will first describe the rules governing this 
model (section 9.2), before presenting some results of simulations 
(section 9.3), and associated discussion (section 9.4). 
9 . 2 P R E C E P T S O F M O D E L B E H A V I O U R 
This section describes the rules governing the behaviour of the model 
created to describe grain size development during growth in CdTe absorber 
layers. The source code itself, written in C++, is reproduced in appendix C . 
The growth is performed in a three dimensional array— of height h, and 
width and depth w— at the 'bottom' of which is placed an initial uniform layer 
on which species will subsequently nucleate. This is referred to as the 'zeroth' 
layer. Species are introduced at the 'top' of the array at random positions and 
then descend until they hit either the zeroth layer or the growth surface. 
At the beginning of the simulation, arriving species are used to seed the 
surface with nuclei of grains: the number of these species and hence grains is 
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given by w / G^, where is a program parameter representing the mean area 
of the grains in the first layer. These attach themselves upon the zeroth layer, 
with the condition that any which find themselves in the same position as a 
previous nucleus are rejected. When w / nuclei are in place no further 
nucleation of grains is then permitted. 
The behaviour of arriving species then changes, to allow them to 
incorporate themselves into the nucleated grains. This proceeds as follows: a 
species that descends and finds itself adjacent (in any direction) to a 
previously nucleated grain or grains can incorporate itself into this grain. The 
probability of incorporation at a point (x, y, z) is represented by the value 
PA(X, y, z): if this is greater than a randomly generated value between 0 and 1, 
the grain will attach to the growth surface, else it will migrate and repeat the 
process. The means of calculating PA(X, y, z) is described below, a process 
that also dictates the grain into which the new species will be incorporated 
should it arrive at a grain boundary. 
As previously mentioned, migration of a species involves it taking a unit 
step across the growth surface. In this model, the direction taken is random, 
with the limitations that the species cannot go up steps in the surface. If it 
migrates and finds itself over a hole in the surface, it will fall down it, negating 
the possibility of any voids in the final film. In addition, a grain attempting to 
leave the bounds of the array will be Strapped', reappearing at the opposite 
side of the array. This negates any edge effects, although corner effects may 
become significant at large grain sizes. 
As mentioned above, the calculation of PA(X, y, z) dictates not only 
whether an arriving species will be incorporated at that point or not but also 
the designation of the grain into which the new species will be incorporated. 
In essence, the species is assigned to the grain to which it is most strongly 
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bound, a consideration of importance if the point (x, y, z) is positioned 
adjacent to more than one grain. 
The calculation of PA(x, y, z) proceeds thus: if the 26-neighbours of pixel 
(x, y, z) are considered, each is either empty, in which case it is ignored, or 
belongs to a particular grain. If different grains are denoted by different 
values of the subscript n, then we can say that Xn is the number of the 26-
neighbours of (x, y, z) which belong to grain n. We can then construct a 
normalised sum, 
for each n. The parameter dc represents the distance from the centre of array 
element c to the centre of (x, y, z), and B represents a bonding term, to modify 
the drop-off in attractive force between species. A value of B = 2 was used 
throughout this work. 
The sum of the values of csn, when multiplied by a program parameter 
PS, (i.e. an overall attractive term, and scaling factor for bond strength) gives 
PA(X, y, z). The grain with the highest value of on is that into which the new 
species will be incorporated, unless the comparison of PA(X, y, z) with the 
random value disallows this. 
In order for films considerably thicker than the array height to be 
produced, layers are output to file on being completed. E a c h layer can then 
be moved down by one in the array. The chosen file format was the bitmap; 
this allows easy viewing on a PC and the direct application of the analysis 
software described in section 7.3.1. Working in this way, the model can 
continue growing layers until either a pre-set limit is reached, or unfinished 
H 
all neighbours n 
(9.1) 
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layers completely fill the array, although this undesirable latter limit is seldom 
reached with careful choice of h. When either limit is reached, the remaining 
incomplete layers are also outputted to file. This gives information on the 
behaviour of species at the growth surface. 
Typical values used here are 100 for w, and 25 for h, with a maximum 
of 100 layers output. 
"«4 
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9 . 3 R E S U L T S 
Figure 9.1: From le f t to right, the f irst , 5CT and 100 t h layers produced by 
the modelling program, with parameters P s = 1, GA = 10, w= 100 and = 20. 
The structure is clearly comparable to a real polycrystalline cross-section, 
wi th an increase in grain size as the f i lm grows thicker. 
9 . 3 . 1 OVERVIEW 
Shown in figure 9.1 is a series of images from a typical run of the 
modelling program described above: shown are the first layer, the middle layer 
(50 t h) and the last layer (100 t h). The microstructure is clearly reminiscent of 
the real structures reported earlier in this work (for example in figures 7.3 
and 8.1). In addition, it is quite clear that the mean grain size is increasing as 
the layer becomes thicker. This expansion will be quantified in the following 
section. 
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Some other general observations are of note: Figure 9.2a shows a cross-
section through one of the films, showing the columnar nature of the growth 
(compare to figure 7.9). Also pertinent is the predominance of angles between 
grain boundaries of - 1 2 0 ° (figure 9.2b), found after growth has progressed 
some way. In a real solid, this is indicative of a structure near to equilibrium, 
as described in section 3.3.1. Furthermore, it was found that on running a 
small (w = 50) model over a large number of layers (-2000), no limiting grain 
size was found, with a single grain finally occupying the whole layer. 
I 9 
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•4 • 
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Figure 9.2: Images f rom simulated data showing: a) a typical cross-section 
generated from a f u l l set of layers and, b) an image showing the tendency of 
the grain boundary vertices to approach 120°. 
9 . 3 . 2 QUANTIFICATION OF STRUCTURE 
By analysing the grain size distributions of the images produced for 
each layer, a picture of how the grain size varies throughout the layer quickly 
emerges. Shown in figure 9.3 is a plot showing the grain size distribution of 
all the layers for a film with growth parameters Ps = 10 l , GA= 10, w = 100 
and h = 20. During the growth of the first few layers, a tall, narrow peak, 
arising from the nucleation of grains on the substrate, dominates the 
distribution of grain sizes. As growth progresses, the distribution quickly 
becomes lower and wider, with an increased average value. In addition, at 
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high values of layer number , the d i s t r i bu t ion becomes weakly b imodal w i t h 
peaks at gra in sizes of about 4 and 6 pixels. 
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Figure 9.3: The distribution of grain sizes throughout a film consisting of 100 
layers. The z-axis data has been normalised for each layer using the number 
of grains in that particular layer. The large peak in the background arises 
from the small nucleation size 
I n sections 7.4.2 and 8.3.2, the Rayleigh f u n c t i o n proved eff ic ient at 
describing gra in size d i s t r ibu t ions extracted f r o m images of real 
polycrysta l l ine materials . Figure 9.4 shows the gra in size d i s t r ibu t ions ar is ing 
f r o m the layer s t ruc ture shown i n f igure 9 . 1 , w i t h Rayleigh func t i ons f i t t ed to 
i t . I t is clear tha t th is par t icu lar d i s t r i bu t ion is not appropriate for describing 
th is data: The d i s t r i bu t ion is clearly of a more centro-symmetr ic na ture t han 
that ar i s ing f r o m experimental measurements. 
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Figure 9.4: Grain size distributions for the central image in figure 9.1 
(points), wi th a Rayleigh distribution f i t t ed to i t (line). As is typical for the 
model data, the fi ts are extremely poor. 
By plotting the mean grain size of each layer against the layer number 
for various values of GA and Ps, figure 9.5 is produced. Especially in the case 
of small GA, the model displays the behaviour noted in the experimental case 
of figure 8.5; a rapid increase in grain size early on, followed by a transition to 
a more measured rate of increase. Inset into this figure is the experimental 
data presented in the previous chapter (figure 8.5). Comparison between the 
modelled data and this experimental data shows a clear similarity in 
distribution shape, implying that to some extent the model may reflect the 
physical processes in real materials. The validity of any such comparison is 
discussed in the following section, as are the trends caused by the variation of 
the parameters. 
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Figure 9.5: The effect of varying GA (the mean area per nucleus) and P s (the 
bonding strength) on the mean grain size variation. In each set of different 
GA, PS = 10' 2 is the dashed curve, P s = 10'1 is dotted, and PS = 1 is solid. In 
addition, the experimentally obtained data of sections 7.4.3 and 8.3.2 is 
shown inset for comparison (refer to original (figure 8.5) for legend). The 
shapes of the simulated curves are clearly comparable to the experimental 
data. 
Finally, figure 9.6 shows some of the curves of figure 9.5 run for 1000 
rather than 100 layers (computational constraints negated this procedure for 
all the curves). Fitted to this data are curves of the form, 
y = y 0 + a x b (9.2) 
showing reasonable correlation in most cases. In the case of material with a 
small initial grain size, the power term, b, is -0 .5 . 
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Figure 9.6: Modelled data run over 1000 layers, to investigate any overall 
trend in mean grain size. The curves fitted to the data are of a power-law 
form (equation 9.2), and show reasonable fits. 
9 . 4 D I S C U S S I O N 
I t is clear f r o m the resul ts of the previous section tha t comparison can 
be d rawn between the modelled data and tha t f r o m experiment: the grain size 
data shows the same two-regime var ia t ion , most notably i n the case of 
mater ia l w i t h a smal l i n i t i a l gra in size; and, the g rowth is co lumnar . The two 
regimes of grain size are characterised by a steep 'near-interface ' region near 
the substrate surface, fol lowed by a shallower "bulk' region, i n w h i c h the 
d i s t r i b u t i o n is either l inear or gently curved. I n addi t ion , the model displays 
the co lumnar growth characterist ic of CdTe grown by many techniques 
discussed i n th i s w o r k (see section 4.3). However, w h i l s t quali tat ive 
comparisons such as th i s can clearly be made, i t is s t i l l necessary to decide 
whether th i s is s imply fo r tu i t ous or whether the model represents a facsimile 
of some or a l l of the g rowth processes occur r ing i n polycrysta l l ine CdTe. This 
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section shal l address these issues separately for co lumnar g rowth and the 
gra in size var ia t ion . 
9 . 4 . 1 COLUMNAR GROWTH 
As ment ioned above, bo th the modelled data, and tha t for real CSS-
grown CdTe show dis t inc t co lumnar growth . However, the aspect ra t io of the 
grains seen i n f igure 9.2a is very d i f ferent to tha t for CSS-grown mater ia l 
(figure 7.9) being more reminiscent of mater ia l grown by low temperature 
techniques such as PVD or EBD. Al-Jass im et al. [5] show T E M micrographs 
of comparable micros t ruc tu re , albeit only over a smal l distance of the near-
interface region. Nonetheless, the comparatively needle-like g rowth of the 
model is, perhaps, an issue of scale, as the grain size va r ia t ion shows the 
requi red shape. 
By examinat ion of the model a lgor i thm, the explanat ion for co lumnar 
g rowth i n the model can qu ick ly be accounted for. I t arises f r o m the 
cons t ra in t on the a r r iv ing species, w h i c h prevents t h e m f r o m nuc lea t ing 
anywhere b u t on the unde r ly ing zeroth layer. Thus , as new grains never 
appear after the f i r s t layer, co lumnar growth is dictated. I n real mater ia l , i t is 
conceivable tha t a s imi lar type of mechan ism is responsible for co lumnar 
growth . For grains of size -2000 atomic spacings (typical for m i d - f i l m CSS 
CdTe), i t is ha rd to imagine an a r r iv ing Cd or T e 2 molecule f i n d i n g i t 
energetically favourable to nucleate a new grain after a n u m b e r of layers have 
already been deposited. Even i f i t new grains were to nucleate i n such a way, 
they w o u l d be u n l i k e l y to grow suf f ic ien t ly to avoid being subsumed by thei r 
larger neighbours almost immediate ly . 
By consider ing the grain size quoted above, i t is clear tha t issues of 
scale are impor t an t i n th i s model: for a reasonable n u m b e r of grains to be 
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examined, the model w o u l d have to be of size w~l05, a computa t iona l ly 
prohibi t ive size. Thus , the 'species' used i n the model represent 
agglomerations of atoms or molecules etc. However, the s imi lar i t ies between 
the exper imental and synthet ic gra in size var ia t ion data, suggest these species 
may be capable of predic t ing mean atomist ic behaviour. This is now 
discussed. 
9 . 4 . 2 GRAIN SIZE VARIATION 
As ment ioned previously, the opacity of the mechan ism beh ind the two-
stage var ia t ion i n grain size fo rmed the rat ionale for th i s mode l l ing s tudy. 
However, th i s does no t preclude speculations u p o n the mechanisms beh ind 
the model's success. A n u m b e r of a t t r ibutes are clear f r o m f igure 9.5. 
a) The var ia t ion i n gra in size has two dis t inc t regimes. 
b) Larger values of the s t i ck ing coefficient, Ps, cause more gra in growth . 
c) Var ia t ion i n Ps has a greater effect for smal l values of GA, the i n i t i a l 
gra in size. This is apparent as a reduc t ion i n the divergence of the sets 
of curves w i t h the same Ps, as i n i t i a l grain size increases, after the 
i n i t i a l near-interface region. 
d) I n f igure 9.5 there appears to be a s t rong tendency for the curves to 
converge, most noticeably i n the h igh Ps (low migrat ion) mater ia l . F rom 
th is data, i t is unclear whether th is is asymptot ic behaviour or 
approach to a single f u n c t i o n : however f igure 9.7 shows no evidence of 
convergence for th icker f i lms . 
e) Mater ia l w i t h faster growing grains shows a less smooth var ia t ion i n 
gra in size, i.e. the curves are rougher. 
F rom the s imula t ions i t is clear tha t there exists a d r iv ing force for 
gra in size increase, and tha t i t is a f u n c t i o n of grain size. Moreover, the 
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mechanisms i n the b u l k and near-interface region also appear d i f ferent . 
These phenomena can be discussed i n terms of three mechanisms, ou t l i ned 
below. 
Migration Effects: Var ia t ion of Ps is t an tamoun t to di rect ly va ry ing 
the propensi ty of a r r iv ing species to migrate. This has a d i s t inc t effect on the 
way i n w h i c h surfaces grow. I n the case of th is model , a species w h i c h 
migrates for a long t ime w i t h o u t a t taching (low Ps) is i n effect tes t ing a larger 
n u m b e r of sites for bonding s t rength. This implies tha t i t is considerably 
more l ike ly to f i l l bo th step-sites, as the bond ing is stronger, and holes, as 
they are more l ike ly to encounter such sites d u r i n g migra t ion . This has the 
overall effect of giving a smoother growth surface for lower Ps (The surface 
roughness cou ld be extracted f r o m the three-dimensional array of data 
generated by the model). The roughness of grain boundaries themselves is a 
factor tha t is discussed below w i t h reference to species m o b i l i t y and the 
l ike l ihood of gra in growth events. 
Boundary Effects: A n effect tha t has a large inf luence on the model's 
behaviour is the na ture of the boundaries . I n order for a gra in to become 
larger d u r i n g f i l m growth , the plane of the boundary mus t be sh i f t as layers 
are progressively deposited. Shown i n f igure 9.7a is an example of a stable 
boundary , w h i c h w i l l not move f r o m layer to layer: a species at the boundary , 
as shown i n the diagram, w i l l see values of a n = 8.7 for the l igh t grain, 
compared w i t h a n = 4.9 for the dark gra in (see equat ion 9.1). I t w i l l t h u s j o i n 
the l igh t gra in (if i t j o in s a grain at a l l , of course). 
I n f igures 9.7b and c are shown two boundaries w h i c h can move as 
g rowth progresses, a l lowing a grain to expand as the f i l m becomes th icker . 
However, i t is clear tha t these const i tute h igh entropy cases, w h i c h become 
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progressively more u n l i k e l y as Ps decreases, due to the migra t ion effects 
discussed above. 
Figure 9.7: Three cases of a migrating species (white) arriving at a planar 
boundary between two extant grains (light and dark grey). In a) the species 
will join the light grey grain, in b) the grain i t joins is random, and in c) it 
must join the dark grey grain, making the plane of the boundary shift, 
causing the dark grain to grow. 
This , then , demonstrates w h y models w i t h h i g h values of Ps exh ib i t 
greater gra in g rowth w i t h increasing f i l m thickness: their boundaries show 
greater disorder, and are less l ike ly to have achieved any f o r m of s tabi l i ty: 
they therefore have higher mobi l i ty . I t shou ld be noted tha t intersect ions 
between boundar ies are never stable, t h u s there m u s t be some boundary 
migra t ion regardless of Ps. 
A very s imi lar a rgument can account for the roughness of the gra in size 
versus layer n u m b e r plots, shown i n f igure 9.5, i n cases of h igh Ps. Not only 
are these condi t ions more l ike ly to f o r m h igh entropy boundaries , b u t also 
rough ones (in three dimensions), due to infer ior hole f i l l i n g d u r i n g layer 
growth . This leads to greater boundary mobi l i ty , b u t i f the d r iv ing force for 
growth is smal l , t h i s w i l l lead to large changes i n s t ruc ture between layers, 
b u t not necessarily an overall increase i n gra in size. 
Small Grain Effects: As was ment ioned earlier i n th i s section, i t 
appears tha t a d i f ferent mechanism appears to be responsible for the r ap id 
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near-interface gra in growth , w h i c h only affects smal l grains. Such a 
mechan i sm is now described. I n the extreme case of a f l a t g rowth surface, 
consis t ing of u n i t grains (shown i n f igure 9.8a), at any po in t on th i s substrate, 
a mig ra t ing species w i l l experience a„ of 1/V2 for a l l grains apart f r o m tha t 
direct ly below i t (wi th an = 1). Thus , wherever i t f ina l ly attaches, i t w i l l be par t 
of the same gra in as the pixel direct ly below i t (figure 9.8b). Figure 9.8c 
shows the behaviour of a second a r r iv ing species. I f th i s species attaches 
i tself adjacent to the f i r s t , i t must j o i n the same grain as i t . A r r i v i n g species 
w i l l cont inue to behave i n th i s fashion , subsuming u n i t grains (figure 9.8d), 
u n t i l the gra in encounters another behaving i n the same fash ion (figure 9.8e). 
- s f -
Figure 9.8: A series of diagrams demonstrating the behaviour of species 
arriving at a unit-grain substrate (a). An arriving species must attach itself to 
the grain directly below it (b). Similarly, subsequent species migrating to 
positions adjacent to the first species must attach to the original species (c 
and d). This continues until this outgrowth encounters another grain behaving 
in the same fashion (e). 
T h u s for very smal l grains, the rate of increase of mean grain size is 
very r ap id , w i t h the amoun t of increase propor t iona l to the n u m b e r of very 
smal l grains. I t should be noted that , a l though th i s can be regarded as a 
d i f ferent mechan i sm to tha t responsible for gra in growth i n the b u l k region, i t 
cou ld be perceived as an extreme case of the grain boundary l inear i ty 
a rgument proposed above. 
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9 . 4 . 3 T H E PHYSICALITY OF THE MODEL 
A l t h o u g h the model reflects the behaviour of the exper imental data, 
and the way i n w h i c h the model func t ions has been speculated u p o n , how 
these mechanisms relate to real i ty needs to be discussed. 
I n the near-interface region, where the g rowth is dictated by the 
requirement of a r r iv ing species to bond direct ly above smal l grains, l i t t le 
paral lel can be d rawn w i t h reali ty. I f th i s mechanism were to be extended to 
real systems, i t w o u l d i m p l y an amorphous substrate (which cou ld be 
regarded as poly crystal l ine, b u t w i t h one a tom per grain); the difference i n 
scale between the 'species' of the model and atoms has already been 
emphasised— the grain pixels and a r r iv ing species do not represent atoms b u t 
represent "blocks' of mater ia l . Thus , wh i l s t th i s mechan i sm indicates a very 
power fu l d r iv ing force for gra in-growth, i t s appl icabi l i ty to real systems cannot 
be guaranteed. 
T u r n i n g to the b u l k of the layer, some reasonable comparisons can be 
d rawn . I t has been shown that , i n the model , boundaries w i t h h igh curvature 
have a tendency to move, whereas l inear boundaries are stable. Section 3.3 
describes how th is behaviour occurs i n real i ty to min imi se boundary free 
energy, albeit i n terms of grain growth. Whi ls t the processes i n the model are 
on a d i f ferent scale, these could be scaled direct ly to atomic dimensions. 
However, i t shou ld be noted tha t the fa i lure of the gra in size d i s t r ibu t ions to 
adhere to the Rayleigh d i s t r i bu t i on (figure 9.4), implies the presence of other 
growth processes i n real mater ia l . 
9 . 5 C O N C L U S I O N S 
I n th i s chapter, a simple model was described and implemented i n 
order to help explain the measured var ia t ion i n gra in size seen i n 
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polycrystal l ine layers of CdTe. Overall , the model displayed many of the gross 
characterist ics of gra in size var ia t ion resu l t ing f r o m growth i n polycrystal l ine 
mater ia l . The f o r m of the predict ions agree remarkably wel l w i t h experiment. 
Moreover the model provides some pointers to the physical processes tha t 
govern gra in size development d u r i n g growth, namely smal l grain effects and 
the re la t ionship of s t ick ing and hence boundary roughness to g rowth . 
Nevertheless, i t is recognised tha t the success of the model does not 
const i tu te proof tha t the model is a tomist ical ly correct, as the pixels of the 
gra in s t ruc ture represent blocks of mater ia l . 
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Conclusions 
This thesis has been concerned p r imar i ly w i t h de te rmin ing the 
mic ros t ruc tu re of CdTe polycrystal l ine t h i n f i l m s for use i n CdTe/CdS solar 
cells. Some a t ten t ion has been pa id to correlations between the changes i n 
mic ros t ruc tu re and improvements i n electrical characterist ics tha t occur 
d u r i n g CdCb anneal ing. I n addi t ion to reviewing b o t h general and 
mic ros t ruc tu ra l w o r k by other authors , resul ts have been presented giving 
detailed i n f o r m a t i o n on the mic ros t ruc tu re of CdTe layers grown by CSS. 
I n chapter 6 a me thod was described for examin ing gra in g rowth 
phenomena i n b u l k CdTe u s ing pressed pellets of powdered CdTe. Studies of 
how anneal ing changes simple properties of pellets, such as mass and size, 
can provide an experimental ly simple route to unders t and ing the mechanisms 
beh ind gra in growth . Thus , by p roduc ing pressed pellets of powdered CdTe, 
and subsequent ly s in ter ing these, i n fo rma t ion was sought on the mechanisms 
tha t faci l i ta te gra in growth , w i t h a view to apply ing these f ind ings to t h i n - f i l m 
mater ia l . A n u m b e r of developments i n grain s t ruc ture were seen, such as 
the conglomerat ion of grains, and the fo rma t ion of a densif ied 'crust ' on some 
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pellets. These effects were enhanced by the addi t ion of a CdCb f l u x . 
However, no macroscopic densif icat ion effects were seen, a n d on elevating the 
temperature , to promote f u r t h e r s t ruc tu ra l change, s ignif icant oxidat ion was 
f o u n d to occur. I t was infer red tha t at the temperatures below w h i c h 
oxidat ion occurred, a l i m i t i n g size existed for gra in-growth for the part icle size 
(~1 um) used. Thus , th i s 'open system' approach to s in ter ing gave l imi t ed 
i n fo rma t ion . 
O n f u r t h e r s tudy of the oxidat ion of CdTe, i t was f o u n d tha t some 
parallels could be d r a w n between s tandard models of oxida t ion (derived for 
single crystal silicon) and the oxidat ion of CdTe powder. However, the 
t ranspor t of oxygen to the react ion surface rap id ly became domina ted by 
t ranspor t t h r o u g h the pores i n the pressed pellet. At th i s po in t comparisons 
w i t h analyt ical models of surface oxidat ion broke down. 
Fol lowing the above study, chapter 7 examined h o w anneal ing w i t h 
CdCb changes the mic ros t ruc tu re of CdTe-CdS bi-layers suitable for devices. 
CdCb is k n o w n to effect a large increase i n efficiency i n devices m a n u f a c t u r e d 
f r o m such bi-layers. The s tudy involved the t rea tment of the bi-layers (grown 
by CSS) for va ry ing CdCh anneal t imes, p roduc ing a series of samples. The 
samples were t hen bevelled, to allow the mic ros t ruc tu re t h r o u g h o u t the f i l m s 
to be examined, photographed along the bevel by optical microscopy, and the 
resul tant micrographs analysed u s ing computa t iona l image analysis 
techniques. This me thod of examinat ion was suitable only for mater ia l more 
t h a n ~ l u m f r o m the CdTe/CdS interface, due to the microscope's i nab i l i t y to 
resolve the smal l grains of the near-interface region. I n add i t ion to th i s , 
devices were manufac tu red f r o m the annealed bi-layers, and characterised 
electrically. 
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A n u m b e r of features were observed i n th i s study. At a l l poin ts 
t h r o u g h o u t the layers, the grain size d i s t r ibu t ions were f o u n d to c o n f o r m to 
the Rayleigh d i s t r i bu t ion , commonly observed i n systems disp laying n o r m a l 
gra in g rowth . The mean of these d i s t r ibu t ions was f o u n d to vary l inear ly 
t h r o u g h o u t the th ickness of the region s tudied. However, w i t h i n the l i m i t of 
the technique, no grain growth was detectable i n any sample, regardless of 
the t rea tment t imes, even on comparison to an unt rea ted sample: the 
var ia t ions of gra in size w i t h pos i t ion t h r o u g h the layer were ident ica l . This 
resul t po in t s to the system being dr iven towards e q u i l i b r i u m d u r i n g growth . 
To examine f u r t h e r the level of equi l ib ra t ion , the radia l and spat ial corre la t ion 
of the gra in centroids was examined i n the f i r s t report of th i s type of s tudy 
per formed on polycrystal l ine mater ia l . This s tudy, however, showed no 
evidence of an approach to the ideal e q u i l i b r i u m s t ruc ture , i m p l y i n g the 
existence of a l i m i t i n g mechanism for gra in boundary movement unde r the 
g rowth a n d s in ter ing condi t ions used here. A l though the CdCb t rea tment was 
no t f o u n d to affect the micros t ruc ture i n the b u l k of the layer, the J-V and 
spectral response measurements showed the expected increase i n efficiency. 
This resul t i n i sola t ion implies tha t gra in size i n the b u l k i n no way dictates 
the performance of these par t icu lar devices, a resul t tha t is f u r t h e r evaluated 
w i t h reference to near-interface T E M later i n th i s chapter. 
W h i l s t the smaller grain-size nearer to the interface cou ld be explained 
s imply by gra in boundary p i n n i n g by the CdS, th i s a rgument cannot be used 
to c la r i fy the cause of the linear variation i n mean gra in size. A n u m b e r of 
a rguments were proposed to account for th i s , concentra t ing on k ine t ic factors 
dic ta ted by the disparate growth rates of d i f fe r ing crystal lographic faces. 
However, i n CSS-grown CdTe, w h i c h shows no preferred or ien ta t ion , the 
appl icabi l i ty of such arguments was questioned. 
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As the above s tudy had discounted b u l k mic ro s t ruc tu r a l events as 
being responsible for increases i n efficiency, a t ten t ion was t u r n e d to the near 
interface region, inaccessible by the above optical method. To examine th is 
region, a plan-view t ransmiss ion electron microscopy s tudy was under taken , 
described i n chapter 8. The mater ia l s tudied was again t h i n - f i l m CdTe/CdS, 
CSS-grown by ANTEC G m b H . This was suppl ied i n bo th the as-grown state 
and CdCb treated by the growers' vapour-phase method. A detailed 
descr ip t ion of the sample preparat ion is given i n the text. I n contrast to the 
body of the f i l m , clear evidence of grain growth was f o u n d i n th i s s tudy: the 
mean gra in size increased by a factor of approximately five on CdCb t rea tment 
( f rom 0.1 to 0.5 um), a l though the d i s t r ibu t ions were s t i l l concomi tan t w i t h 
the Rayleigh d i s t r i bu t ion . In addi t ion to th i s , the size of the grains was f o u n d 
to be smaller by a factor of ten (for the as-grown material) t h a n predicted by 
extrapola t ion of the l inear t r end of gra in size f o u n d i n the b u l k of the f i lms . 
This r a p i d drop-of f i n gra in size was discussed i n terms of p i n n i n g of the CdTe 
gra in size to tha t of the unde r ly ing CdS. The grain g rowth f o u n d i n th i s 
region was explained by considerat ion of the differences between the b u l k and 
the near interface grain size: small -grained mater ia l has a higher propensi ty 
to grow due to the higher free energy ar is ing f r o m the higher densi ty of grain 
boundaries . 
I n add i t ion to the grain size considerations, a h i g h n u m b e r of bo th 
planar defects a n d dislocations were f o u n d i n the mater ia l . The densi ty of the 
latter, however, was f o u n d to be dramat ical ly lower i n the treated mater ia l , 
b u t w i t h a corresponding increase i n sub-grain boundaries . This behaviour is 
indicat ive of the act ion of a recovery-like mechan ism and is the f i r s t report of 
th i s mechan i sm i n CdTe/CdS solar cells. The presence of the recovery-formed 
defects i n the treated mater ia l d iscounted the occurrence of recrysta l l i sa t ion 
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on anneal ing of th i s mater ia l : the sub-grain boundaries w o u l d be consumed 
i n such a process. 
By u s i n g a simple model , the way i n w h i c h the increase i n gra in size 
m i g h t cause the increase i n device efficiency was considered. This assumed 
tha t the capture cross-section of each grain boundary was independent of 
t reatment , and examined how the to ta l capture area due to grain boundar ies 
varied on gra in growth , i n order to expla in the measured change i n J s c . By 
u s ing gra in sizes and J s c values measured i n th i s work , a value for gra in-
boundary electron capture w i d t h of 32 n m was obtained. This appears to be 
physical ly reasonable, a l though no comparative value exists w i t h i n the 
l i te ra ture . However, th i s s impl i f i ed view of the gra in-boundary behaviour is at 
odds w i t h a n u m b e r of l i tera ture reports: wh i l s t the model has boundar ies 
unchanged by CdCb t reatment , a number of au thors have reported 
considerable passivat ion of the boundar ies on annealing. Moreover, the band-
s t ruc ture associated w i t h grain boundaries has been reported u p o n and, 
wh i l s t no t f o r m i n g a complete p ic ture the l i tera ture refutes the s impl i f i ed 
constant capture cross-section model depicted here. Thus , i t was concluded 
tha t the model was perhaps s implis t ic . This TEM study has shown, however, 
t ha t considerable mic ros t ruc tu ra l change occurs i n the near-interface region 
on CdCb t reatment , even i n mater ia l t ha t was considerably stabil ised d u r i n g 
growth . I t may be considered l ike ly tha t such changes i n interface s t ruc ture 
cou ld no t be responsible, i n some par t , for the noted change i n device 
parameters. 
I n the f i n a l chapter of exper imental resul ts i n th i s w o r k (chapter 9), the 
measured var ia t ion of grain size t h roughou t the CdTe layer— the steady, 
l inear decrease i n the body of the f i l m , fol lowed by a r ap id drop at the 
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interface— was s tudied us ing a simple computer model . This was designed to 
a t tempt to give ins ight in to the processes that give the two-regime behaviour, 
by d ic ta t ing how ar r iv ing species at tached to the growth surface (and in i t i a l l y 
the substrate). On r u n n i n g th i s model , a s t ruc ture h igh ly comparable to real 
mater ia l was developed. I n addi t ion to displaying co lumnar g rowth , w i t h the 
correct choice of parameters, a h igh degree of correlat ion w i t h exper iment was 
f o u n d , i n te rms of the shape of the s imula ted grain-size d i s t r i b u t i o n 
t h roughou t the layer. The model showed bo th the two-regime behaviour 
expected and lateral growth of grains as the layer became th icker . I t was 
speculated tha t the rate of lateral g ra in expansion i n the b u l k region was 
dictated by the roughness and l inear i ty of grain boundaries , w h i c h was i n 
t u r n dic ta ted by the s t i ck ing coefficient associated w i t h the a r r iv ing species. 
However, i n considering the probable mechanisms beh ind the model's 
behaviour i n the near-interface region, i t was noted tha t th i s mate r ia l was 
grown i n a manner no t extensible to a physical process. Fur thermore , i t was 
f o u n d tha t the gra in size d i s t r i bu t i on i n the s imula ted layers was no t 
concordant w i t h the Rayleigh d i s t r i bu t ion , w h i c h described real gra in size 
d i s t r i b u t i o n as wel l . Overall , t h i s model was f o u n d to be able to describe, b u t 
not predict , phenomena f o u n d i n real materials . 
Fu r the r to the work described i n th i s thesis, a n u m b e r of s imi lar 
studies may prove f r u i t f u l i n f u r t h e r revealing whether CdCb is m o d i f y i n g the 
electrical characterist ics of the grain boundar ies or the gra in mater ia l , or 
causing m i c r o s t r u c t u r a l effects tha t effect changes i n carrier t ranspor t . A 
h i g h temperature t rea tment of a CdTe layer i n an ine r t atmosphere cou ld be 
performed, w i t h o u t the addi t ion of the CdCb f l u x . This shou ld cause 
m i c r o s t r u c t u r a l change i n the near-interface region, and any change i n 
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efficiency w o u l d be caused pure ly by mic ros t ruc tu ra l factors . A s imilar , 
converse avenue of explorat ion w o u l d be to characterise CdTe f i l m 
conduc t iv i ty i n the di rect ion of the co lumnar grains. I f t h i n - f i l m s cou ld be 
m a n u f a c t u r e d w i t h a large and invar ian t grain-size th roughou t , changes i n 
conduc t iv i ty on CdCb t reatment could be ascribed solely to b u l k electrical 
effects; th i s w o r k has shown tha t large grained mic ros t ruc tu re is invar ian t on 
anneal ing. However, th i s type of s tudy does not address other effects of the 
CdCb t reatment , such as i n t e r m i x i n g of the CdTe and CdS, w h i c h has a 
p ronounced opt ical and electrical effect. 
Final ly , i t is hoped tha t t h i s w o r k has reflected the complexi ty of the 
in teract ions between materials and their processing i n t h i n - f i l m 
polycrysta l l ine CdTe/CdS solar cells. Fur thermore , the au thor w o u l d be glad 
to t h i n k tha t th i s w o r k had made these in te rworkings , i n some smal l way, 
more t ransparent . 
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Appendix 
C++ Code: Image 
Analysis 
A . 1 I N T R O D U C T I O N 
This a n d the fo l lowing two appendices reproduce the C++ rout ines used 
i n th i s work . The present appendix describes and reproduces the code used 
for the image analysis software of chapter 7. Appendix B describes the 
Levenberg-Marquardt non-l inear least-squares f i t t i n g me thod and the 
associated code, used i n sections 7.2.6 for f i t t i n g step func t ions , and 
t h r o u g h o u t for f i t t i n g Rayleigh func t i ons and similar . Appendix C then does 
s imi lar for the model l ing software of chapter 9. 
I n a l l three cases the code is reproduced i n f u l l for the sake of 
reproduc ib i l i ty and completeness, b u t the densi ty of annota t ions depends on 
the salience of the rou t ine i n quest ion: some u t i l i t y rou t ines have only 
comments as to their purpose. I n addi t ion , some rout ines common to a l l 
three programs described i n these appendices are l is ted only i n th i s appendix. 
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Appendix A— C++ Code: Image Analysis 
The code was compiled i n Microsof t Visua l Studio, a l though effor ts 
have been made to ensure the code is reasonably portable. 
A . 2 I M A G E A N A L Y S I S 
A . 2.1 SPATIAL FILTERING 
The spatial f i l t e r ing technique is described i n section 5 .6 .1 . As 
ment ioned there, th is implementa t ion of a spat ial f i l t e r w i l l only apply a 
centro-symmetr ic 3 x 3 mat r ix : 
f2 /2 /a 
f i f i f i 
where the values f\ and fi shown here correspond to the variables passed to 
the rou t ine . This version of the rou t ine t runcates values tha t do not lie i n the 
range 0 < x < 255 (via the subrout ine char ize) , ra ther t h a n s tor ing al l the 
values as f loa t ing-point , and compressing these in to the 8-bit integer range 
later on: th i s choice is arbi t rary , depending on the desired func t iona l i t y . 
# d e f i n e C H A R _ D A T A 
# i n c 1 u d e " m a t r i x . h " 
II-
/ / R o u t i n e t o a p p l y a c e n t r o - s y m m e n t r i c s p a t i a l 
/ / f i l t e r t o a g r e y - s c a l e i m a g e , 
/ / f l i s t h e v a l u e o f t h e c e n t r a l f i l t e r e l e m e n t , 
/ / f 2 t h e v a l u e o f t h e s u r r o u n d i n g e l e m e n t s , 
v o i d g e n _ f i I t e r ( c j n a t r i x " t r a n s i n , 
c h a r f l , c h a r f 2 , u s s b i a s ) { 
u s e c h a r i z e C f l o a t z ) ; 
u s s i , j ; 
c h a r i p , j p ; 
f l o a t a v g r a d = 0 ; 
u s e c h a r i z e ( f l o a t ) ; 
c _ m a t r i x * i n = 4 t r a n s i n ; 
/ / d e f i n e w o r k i n g s p a c e f o r t h e r o u t i n e two 
/ / p i x e l s s m a l l e r t h a n t h e i n p u t , a s t h e edge 
/ / p i x e l s a r e i g n o r e d . 
c _ m a t r i x * o u t - new c _ m a t r i x ( i n - > l r , 
i n - > h r - 2 , i n - > l c , i n - > h c - 2 ) ; 
i f ( o u t - > e r r m s g ! = N U L L ) 
m a i n e r r o r ( " M e m o r y e r r o r : g e n _ f i I t e r " ) ; 
/ / R a s t e r t h r o u g h t h e image ( n o t t h e 
/ / e d g e s , t h o u g h ) . 
f o r ( j * i n - > l r + l ; i <» i n - > h r - 1; + + j ) 
f o r ( i - i n - > l c + 1 ; i <« i n - > h c - 1; + + i ) { 
/ / F o r e a c h p i x e l , t a k e t h e sum o f t h e 
/ / f i l t e r e l e m e n t t i m e s t h e p i x e l v a l u e . . . 
f o r ( j p = - 1 ; j p < - 1; + + j p ) 
f o r ( i p = - 1 ; i p < • 1: + + i p ) 
a v g r a d += ( f l o a t ) ( ( i p == 0 4 4 i p — 0 ) ? 
f l : f 2 ) * ( f l o a t ) i n - > g e t 
( i + i p , j + j p ) ; 
/ / . . . a n d p u t t h i s i n t o t h e w o r k i n g s p a c e . 
o u t - > s e t ( i - 1 , j - 1, c h a r i z e ( a v g r a d / 
( 8 * f 2 + f l + 1 ) ) + b i a s ) ; 
^ a v g r a d • 0 ; 
/ / The w o r k i n g s p a c e becomes t h e o u t p u t 
/ / m a t r i x , and t h e i n p u t m a t r i x i s d e l e t e d . 
* t r a n s i n • o u t ; 
d e l e t e i n ; 
A . 2 . 2 SKELETONISATION 
The fo l lowing code is t ha t described i n section 5.6.3. I t takes as i t s 
i n p u t a noisy boundary image, and reduces th i s to a map consis t ing only of 
grains, w i t h boundaries of zero w i d t h . This is accomplished i n two stages: 
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i) assigning un ique values to each grain i n the image (get_map), and ii) d i l a t ing 
the grains i terat ively u n t i l the boundaries are gone (skel_map). 
• d e f i n e C H A R _ D A T A 
• i n c l u d e " m a t r i x . h " 
# d e f i n e U S H O R T _ O A T A 
• i n c l u d e " m a t r i x . h " 
enum F I L L _ T Y P E { F F H A R D , F F S O F T } ; 
/ / -
/ / M a i n r o u t i n e f o r t h e s k e l e t o n i s a t i o n w h i c h 
/ / c a l l s t h e two s u b r o u t i n e s . 
u s s s k e l e t o n i s e ( c _ m a t r i x * i n , s _ m a t r i x * o u t ) { 
u s s g r a i n j i a p ( c j i a t r i x * i n , s j i a t r i x * o u t ) ; 
v o i d s k e l j i a p ( s j i a t r i x * t r a n s i n ) ; 
u s s i , j; 
u s s g r a m _ c o u n t ; 
/ / O u t p u t m a t r i x i s z e r o e d . 
f o r ( j m o u t - > l r ; j <= o u t - > h r ; + + j ) 
f o r ( i = o u t - > l c ; i <= o u t - > h c ; + + i ) 
o u t - > s e t ( i , j , 0 ) ; 
/ / F i r s t p a r t o f s k e l e t o n i s a t i o n . 
g r a i n _ c o u n t » g r a i n _ m a p ( i n , o u t ) ; 
/ / S e c o n d p a r t o f s k e l e t o n i s a t i o n . 
s k e l _ m a p ( o u t ) ; 
r e t u r n g r a i n _ c o u n t ; 
// 
/ / T h i s s u b r o u t i n e t a k e s a monochrome image o f n o i s y 
/ / b l a c k b o u n d a r i e s on w h i t e , a n d o u t p u t s t h e same 
/ / i m a g e , b u t w i t h t h e w h i t e r e p l a c e d by u n i q u e 
/ / v a l u e s f o r e a c h d i f f e r e n t g r a i n , 
u s s g r a i n _ m a p ( c _ m a t r i x * i n , s j i a t r i x * o u t ) { 
u s l f l o o d _ f i l l ( c _ m a t r i x * p i c , 
s j i a t r i x *map, s h o r t i , s h o r t j . u s s n o , 
F I L L _ T Y P E t y p e , U S C B N D . U S C ABND); 
u s s i , j , no = 0 ; 
/ / I t e r a t e t h r o u g h t h e i m a g e . . . 
f o r ( j = i n - > l r ; j < - i n - > n r ; + + j ) 
f o r ( i = i n - > l c ; i <= i n - > h c ; + + i ) 
/ / . . . i f a p i x e l i s w h i t e . . . 
i f ( i n - > g e t ( i , j ) — 2 5 5 ) { 
/ / . . . f i l l t h e r e g i o n w i t h a u n i q u e c o l o u r . 
no++; 
f l o o d _ f i l l ( i n , o u t , i , j , 
n o , F F S O F T , 2 5 5 , 0 ) ; 
/ / R e t u r n t h e number o f g r a i n s f o r u s e l a t e r , 
r e t u r n n o ; 
} 
// 
/ / T h i s s u b r o u t i n e t a k e s t h e o u t p u t o f t h e a b o v e 
/ / r o u t i n e , a n d d i l a t e s t h e g r a i n s u n t i l t h e 
/ / b o u n d a r i e s a r e o f z e r o w i d t h , 
v o i d s k e l j i a p ( s j i a t r i x * t r a n s i n ) { 
u s s x , y , temp, maxno, maxgno; 
c h a r x p , y p ; 
boo l I s F i n i s h e d ; 
u s e n, k; 
s j i a t r i x * s w a p ; 
/ / D e f i n e p o i n t e r t o o r i g i n a l a r r a y . 
s _ m a t r i x * i n = t r a n s i n ; 
/ / D e f i n e new a r r a y l i k e t h e i n p u t p i c t u r e a s 
/ / w o r k i n g s p a c e . 
s j i a t r i x * s k l = new s _ m a t r i x ( 
i n - > l r , i n - > h r , i n - > l c , i n - > h c ) ; 
/ / D e f i n e m a t r i x u s e d t o s t o r e c o l o u r o f t h e 
/ / 8 - n e i g h b o u r s and t h e number o f e a c h , 
s j i a t r i x * s u r s = new s j i a t r i x d , 8 , 0 , 1 ) ; 
/ / M a i n l o o p . 
d o { 
I s F i n i s h e d - t r u e ; 
/ / I t e r a t e t h r o u g h t h e i m a g e . 
f o r ( y » i n - > l r ; y < • i n - > h r ; ++y) 
f o r ( x - i n - » l c ; x <» i n - > h c ; + + x ) { 
/ / I f t h e p i x e l i s n o t b o u n d a r y , s e t a s 
/ / s u c h i n work s p a c e , and go t o n e x t 
/ / p i x e l . . . 
i f ( i n - > g e t ( x , y ) != 0 ) { 
s k l - > s e t ( x , y , i n - > g e t ( x , y ) ) ; 
c o n t i n u e ; 
} 
/ / . . . o t h e r w i s e i n i t i a l i s e r e q u i r e d 
/ / v a r i a b l e s . . . 
I s F i n i s h e d = f a l s e ; 
n - 0 ; 
f o r (k . 1; k <= 8 ; ++k) 
s u r s - > s e t ( l , k , 1 ) ; 
/ / . . . a n d l o o k a t t h e p i x e l ' s 8 - n e i g h b o u r s , 
/ / c h e c k i n g t h a t t h e y l i e w i t h i n 
/ / t h e i m a g e . . . 
f o r ( y p - - 1 ; yp <= 1 ; ++yp) 
f o r ( x p = - 1 ; xp < - 1; + + x p ) £ 
i f ( x + xp < i n - > l c 11 
x + xp > i n - > h c 11 
y + yp < i n - > l r | | 
y + yp > i n - > h r ) 
c o n t i n u e ; 
/ / . . . i g n o r e i t i f i t ' s b o u n d a r y . . . 
i f ( ( t e m p - i n - > g e t ( 
x + x p , y + y p ) ) == 0 ) 
c o n t i n u e ; 
/ / . . . o t h e r w i s e c h e c k w h e t h e r t h e r e ' s 
/ / a l r e a d y one r e c o r d e d o f t h a t c o l o u r , 
/ / a n d i f s o , i n c r e m e n t t h e r e c o r d . . . 
f o r ( k - 1; k < - n ; ++k) 
i f ( temp « - s u r s - > g e t ( 0 , k ) ) { 
s u r s - > s e t ( l , k, 
s u r s - > g e t ( l , k ) + 1 ) ; 
b r e a k ; 
} 
/ / . . . e l s e c r e a t e a new e n t r y , 
i f (k = n + 1 ) { 
++n; 
s u r s - > s e t ( 0 , n , t e m p ) ; 
} } 
/ / F i n d t h e most f r e q u e n t l y o c c u r r i n g o f 
/ / t h e n o n - b o u n d a r y 8 - n e i g h b o u r s . i f 
/ / t h e r e a r e none o f t h e s e , t h e n i t 
/ / r e m a i n s a s b o u n d a r y , 
maxgno « 0 ; 
i f (n ! - 0 ) 
f o r (maxno = 0 , k - 1; k n ; ++k) 
i f ( s u r s - > g e t ( l , k ) > m a x n o ) { 
maxno = s u r s - > g e t ( l , k ) ; 
maxgno = s u r s - > g e t ( 0 , k ) ; 
/ / S t o r e t h i s i n t h e w o r k i n g s p a c e . 
s k l - > s e t ( x , y , m a x g n o ) ; 
/ / A f t e r e x a m i n i n g t h e who le i m a g e , swap 
/ / t h e two m a t r i c e s , and i t e r a t e i f a n y 
/ / p i x e l s were c h a n g e d , 
swap = i n ; 
i n = s k i ; 
s k i - swap; 
} w h i l e ( ! I s F i n i s h e d ) ; 
/ / M a k e s u r e ' i n ' p o i n t s t o t h e i n p u t / o u t p u t 
/ / m a t r i x o t h e r w i s e t h e d a t a m a t r i x w i l l be 
/ / d e l e t e d be low ( b o t h m a t r i c e s s h o u l d c o n t a i n 
/ / t h e same image n o w ) , 
i f ( i n ! - t r a n s i n ) £ 
swap p i n ; 
i n - s k i ; 
s k i = swap; 
/ / T h e i n p u t / o u t p u t m a t r i x now c o n t a i n s t h e 
/ / s k e l e t o n i s e d image , 
d e l e t e s k i ; 
d e l e t e s u r s ; 
A . 2 . 3 FLOOD FILLING 
The flood-filling rout ine described i n section 5.6.2 is n o w reproduced. 
This implementa t ion of the basic a lgor i thm has considerably more variables 
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passed to i t t h a n is necessary for a basic rout ine of th i s type: th i s is, however, 
to a l low the same rout ine to be used at a number of points i n the program. 
#define U S H O R T _ D A T A 
• inc lude "matr ix.h" 
#define CHAR_DATA 
• inc lude "matrix.h" 
/ / v a r i a b l e to descr ibe f i l l type. 
enum FILL_TYPE{FFHARD, FFSOFT}; 
// 
/ / A non- recurs ive f l o o d - f i l l i n g rout ine , 
/ / s p e c i a l i s e d fo r use with t h i s program, 
usl flood_fi11 (c_matrix * p i c , s j i a t r i x *map, 
short i , short j , uss no, 
F IL l TYPE type, USC B N D , Use A B N D ) { 
short i p , j p ; 
usl k; 
s t ruc t coord{ 
short x; 
short y; 
coord prev[100000]; 
coord cur[100000]; 
usl n, nc; 
/ / I n i t i a l i s e v a r i a b l e s , 
usl N - 1, np - 1; 
p r e v [ l ] . x m i ; p r e v [ l ] . y = j ; 
p i c - > s e t ( i , j , A B N D ) ; 
map->set(i , J , no); 
/ /Main loop. 
do{ 
n = 0; 
/ / I t e r a t e through previously changed p i x e l s , 
for (k - 1; k <- np; ++k) 
/ /Examine t h e i r neighbours (4- or 8- for 
/ / s o f t or hard r e s p e c t i v e l y ) , to see i f 
/ / t h e y need f i l l i n g . Ensure examined pixel 
/ / l i e s wi th in the image 
for ( jp = -1; j p <= 1; ++jp) 
for ( ip » -1; ip <» 1; ++ip){ 
i f (type == F F S O F T ) 
i f (abs( ip ) * abs( jp ) ! - 1) continue; 
i f ( ( i p — 0 && jp =- 0) 
prevfk l .x + ip < p i c - > l c 
prevfk l .x + ip > pic->hc 
prevrk j .y + jp < p i c - > 1 r 
prev[k] .y + jp > p ic->hr) 
continue; 
/ / i f pixel requires changing, log i t in 
/ / t h e ' c u r ' matrix, and change i t i n 
//theimage a r rays . 
i f ( p i c - > g e t ( 
p r e v [ k ] . x + i p , 
&& map->ge t ( 
v [ k ] . x pre  
++n; 
++N 
cur 
c u r . . 
map->set( 
ip 
prev[k] .y + j p ) =» 
prev[k ] .y + jp ) == 0){ 
; 
[n l .x = p revrk l . 
[ n j . y - p rev [k j . j p ; 
prev[k l .x 
prev[k] .y 
p ic ->set ( 
prev[k l .x 
prev[k] .y 
IP. . I P , no); 
IP' 
jp,ABND); 
/ / P u t the ' cur ' values into the 'prev' 
/ / and i t e ra te unless no p i x e l s have 
/ /been changed. 
np - n; 
nc - 1; 
do{ 
prevTncl.x = c u r [ n c l . x ; 
prev[nc] .y = c u r [ n c ] . y ; 
}while (++nc <= np); 
}while(n ! - 0); 
array 
A . 3 D R I V E R R O U T I N E 
This section reproduces a typical driver rou t ine for the image analysis 
rout ines . The Sort_Params rou t ine per forms pars ing of the command- l ine 
switches and calls the m a i n analysis subrout ine , Reduce_lmage. This i n t u r n 
calls the subrout ines to pe r fo rm the image analysis steps (out l ined i n 
section 5.6 and l is ted i n the sections above), p lus some f u r t h e r rout ines for 
general purposes: these are reproduced i n later sections. 
The 'mixed f i l e ' referred to i n the code is a copy of the or ig ina l image 
w i t h the gra in-s t ruc ture f r o m the analysis overlaid. This is a very u s e f u l tool 
f ro ascer taining the efficacy of the analysis performed. 
const char l n t r o [ ] = 
"Grain Image Analys is Program." 
" (c)2000 by H . A . c o u s i n s . \ n \ n " ; 
const char He lpstuf f [ ] « 
"This Program i s su i tab le for greyscale 
" tesse la ted grain images. \n" 
"syntax ; \n" 
" \ t [executable path]cgs2" 
' " input F i l e Name' [ / sw i tch l ] [/switch2] [ e t c . A n " 
"Switches : \ n " 
"\t/o<output filename> (defaul t « c ; \ \gg .bmp) \n ' " 
"\t /d<data filename> (default » c : \ \gg.3at ) \n" 
"\t/x<mixed f i l e > (def - c: \ \mix.bmp)\n" 
"\t /r<percentage s i z e reduction> (def - 100)\n" 
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"\t/c<pixel size in metres> ( d e f - l ) \n" 
"\t/g (turns on guard frame)\n" 
"\t/m<m1nimum allowed grain size> (def 
" \ t / 7 (displays this help)\n"; 
•Include "dtype.h" 
•include <string.h> 
•include "bitmap.h" 
•include <tirae.h> 
•define U S H O R T _ D A T A 
•include "matrix.h" 
char *DEF_PIC0UT - "c:\\gg.bmp"; 
char * D E F _ D A T O U T » "c:\\gg.dat"; 
char « D E F _ M I X O U T » "c:\Vmx.bmp'; 
// 
//Main routine. 
int main(int argc, char* 
0) \n" 
a r g v [ ] ) { 
v o i d S o r t _ P a r a m s ( i n t a r g c , 
c h a r * * a r g v [ l , c h a r * * i n f i l e , 
c h a r * * o u t f i l e , c h a r " d a t f i l e , 
c h a r * * m i x f i l e , u s e " r e d f a c , 
u s e * m i n s i z e , f l o a t * c o n _ f a c , 
b o o l * D o H e l p , bool * i s G u a r d e d ) ; 
void Reduce_lmage(char i raageinn, 
char imageoutn, char d a t f i l e t J . 
char m i x r i l e [ J , use perc_redn, 
u s e m i n _ s i z e , f l o a t c o n _ f a c , 
boo l i s G u a r d e d ) ; 
c h a r * i n f - N U L L , * o u t f - N U L L , 
• d a t f - N U L L , * m i x f = N U L L ; 
boo l DoHelp = f a l s e : 
b o o l i s G u a r d e d » f a l s e ; 
u s e r e d n _ f a c - 0 , m i n _ s i z e - 0 ; 
f l o a t c o n _ f a c - 0 . 0 F ; 
p r i n t f ( I n t r o ) ; 
S o r t _ P a r a m s ( a r g c , S a r g v , S i n f , i o u t f , i d a t f , 
S I M x f , S r e d n _ f a c , 4 m i n _ s i z e , 
& c o n _ f a c , 4 D o H e l p , i l s G u a r d e d ) ; 
i f ( o o H e l p ) 
p r i n t f ( H e l p s t u f f ) ; 
e l s e 
R e d u c e _ l m a g e ( i n f , o u t f , d a t f , m i x f , r e d n _ f a c , 
m i n _ s i z e , c o n _ f a c , I s G u a r d e d ) ; 
r e t u r n O x f e c ; 
// 
/ / c o m m a n d - l i n e p a r s e r , w h i c h r e t u r n s d e f a u l t 
/ / v a l u e s i f s w i t c h i s u n u s e d . 
v o i d S o r t _ P a r a m s ( i n t a r g c , 
c h a r * * a r g v [ l , c h a r " i n f i l e , 
c h a r " o u t f i l e , c h a r " d a t f i l e , 
c h a r " m i x f i l e , u s e * r e d f a c , 
u s e * m i n s i z e , f l o a t * c o n _ f a c , 
boo l * D o H e l p , boo l * l s G u a r d e d ) { 
i n t i ; 
u s e c l , c 2 ; 
i f ( a r g c n> 1 ) m a i n e r r o r ( 
" I n p u t f i l e r e q u i r e d , \ n u s e / ? f o r h e l p . " ) 
• i n f i l e - (argvCOHl]); 
i f ( s t r l e n ( * i n f i l e ) — 0 ) 
m a i n e r r o r f 
" i n p u t f i l e i s a z e r o l e n g t h s t r i n g . 
" \ n u s e / ? f o r h e l p . " ) ; 
f o r (i » 2 ; i <= a r g c - 1 ; ++i){ 
i n t tmp; 
d o u b l e dtmp; 
c l - * a r g v [ 0 ] [ i ] ; 
i f ( c l I- V ) m a i n e r r o r ( 
" i n v a l i d A r g u m e n t , \ n u s e / ? f o r h e l p . " ) ; 
c 2 - * ( a r g v [ 0 ] [ i ] + 1 ) ; 
s w i t c h ( c 2 ) { 
c a s e ' o ' : 
c a s e 'o ' : 
• o u t f i l e - ( a r g v [ 0 ] [ i ] + 2 ) ; 
i f ( s t r l e n ( * o u t f i l e ) « 0 ) 
m a i n e r r o r ( 
" c a i t p u t f i l e ( / o ) i s a z e r o l e n g t h " 
" s t r i n g , \ n u s e / ? f o r h e l p . " ) ; 
b r e a k ; 
c a s e ' d ' : 
c a s e 1 D ' : 
• d a t f i l e - (argvCO][i] + 2 ) ; 
i f ( s t r l e n ( * d a t f i l e ) 0 ) 
mainerror( 
"Data o u t p u t f i l e ( / d ) i s a z e r o l e n g t h " 
" s t r i n g , \ n u s e / ? f o r h e l p . " ) ; 
break; 
c a s e ' x ' : 
c a s e ' x ' : 
• m i x f i l e - ( a r g v ( 0 ] [ i ] + 2 ) ; 
i f ( s t r l e n ( * m i x f i l e ) = - 0 ) 
m a i n e r r o r ( 
"Mix f i l e ( / x ) i s a z e r o l e n g t h s t r i n g . ' 
' TO ' " \ n u s e / ? f o r h e l p . " ) , 
b r e a k ; 
c a s e ' r ' : 
c a s e ' R ' : 
tmp - a t o i ( a r g v [ 0 ] [ i ] + 2 ) ; 
• r e d f a c - ( u s e ) tmp; 
i f ( tmp < 10 I I tmp > 1 0 0 ) 
m a i n e r r o r ( 
"The r e d u c t i o n p a r a m e t e r ( / r ) must b e " 
" b e t w e e n 10 and 100 p e r c e n t . \ n u s e / ? " 
" f o r h e l p . " ) ; 
b r e a k ; 
c a s e ' ? ' : 
• D o H e l p » t r u e ; 
b r e a k ; 
c a s e 'm': 
c a s e ' M ' : 
tmp = a t o i ( a r g v [ 0 ] [ 1 ] + 2 ) ; 
• m i n s i z e = ( u s e ) tmp; 
i f ( tmp < 0 11 tmp > 2 5 5 ) 
m a i n e r r o r ( 
"Minimum g r a i n a r e a ( / m ) must l i e 
"be tween 0 and 255 ( p i x e l s ) . " 
" \ n u s e / ? f o r h e l p . " ) ; 
b r e a k ; 
c a s e ' c ' : 
c a s e ' C : 
dtmp - a t o f ( a r g v [ 0 ] [ i ] + 2 ) ; 
• c o n _ f a c - ( f l o a t ) dtmp; 
i f ( * c o n _ f a c — 0 . 0 F ) 
m a i n e r r o r ( 
" P i x e l w i d t h c a n n o t be z e r o . " 
" \ n u s e / ? f o r h e l p . " ) ; 
b r e a k ; 
c a s e ' g ' : 
c a s e ' G ' : 
• I s G u a r d e d - t r u e ; 
b r e a k ; 
d e f a u l t : 
m a i n e r r o r f 
" i n v a l i d A r g u m e n t . " 
" \ n u s e / ? f o r h e l p . " ) ; 
} 
i f ( * i n f i l e . 
m a i n e r r o r ( 
i f ( * o u t f i l e 
i f ( ' d a t f i l e 
i f ( * m i x f i 1 e 
i f ( * r e d f a c 
i f ( * m i n s i z e 
i f ( * c o n _ f a c 
N U L L SA * o o H e l p <— f a l s e ) 
' I n p u t f i l e r e q u i r e d . " 
" \ n u s e / ? f o r h e l p . " ) ; 
— N U L L ) * O U t f i l e - D E F _ P I C O U T ; 
= - N U L L ) " d a t f i l e = D E F J D A T O U T ; 
= = N U L L ) * m i x f i l e - D E F _ M I X O U T ; 
« 0 ) * r e d f a c •= 1 0 0 ; 
== 0 ) * m i n s i z e = 0 ; 
= = O . O F ) * c o n _ f a c = 0 . 0 F ; 
// 
/ / T h e a n a l y s i s s u b r o u t i n e . 
v o i d Reduce_lmage(char imageinG, 
c h a r i m a g e o u t t J , c h a r d a t f i l e [ ] , 
c h a r mixfileCJ, u s e p e r c _ r e d n , 
u s e m i n _ s i z e , f l o a t c o n _ f a c , 
boo l I s G u a r d e d ) { 
v o i d g e n _ f i l t e r ( c _ m a t r i x * * t r a n s i n , 
c h a r f l , c h a r f 2 , u s s b i a s ) ; 
v o i d n e g a t i v e ( c _ j » a t r i x * i n ) ; 
u s s s k e l e t o n i s e ( c _ m a t r i x * i n 1 s j n a t r i x * o u t ) ; 
v o i d r e s i z e ( c _ j « a t r 1 x * * t r a n s i n , u s e red_fac) ; 
v o i d g e t _ b o u n d a r i e s ( c _ m a t r i x * i n , 
U S C B N D . U S C ABNO); 
v o i d k i l l _ m i n o r s ( c _ m a t r i x *mono, 
s _ m a t r i x * g r a i n m a p , u s e m i n _ s i z e , u s s g n o ) ; 
v o i d c l e a n ( s j i a t r i x * i n , u s s g n o ) ; 
v o i d s a v e _ t o _ b i t m a p ( c _ m a t r i x ' i n , c h a r * f n a m e ) ; 
v o i d G e t _ B i t m a p ( c h a r * f n a m e , c _ m a t r i x * * o u t ) ; 
v o i d g e t _ d a t a ( s _ m a t r i x * i n , u s s n o , 
c _ m a t r i x * o u t , c h a r * d a t f i l e , 
f l o a t c o n _ f a c , b o o l I s G u a r d e d ) ; 
l o n g s t a r t - ( l o n g ) clockO; 
s r a n d ( ( u n s i g n e d ) t i m e ( N U L L ) ) ; 
c m a t r i x * w s ; 
c _ m a t r i x * w s t m p ; 
/ / O p e n b i t m a p . 
p r i n t f ( " O p e n i n g S £ s . . . \ n " , i m a g e i n ) ; 
G e t _ B i t m a p ( i m a g e i n , 4 w s ) ; 
/ / R e d u c e s i z e , 
i f ( p e r c _ r e d n i - 1 0 0 ) { 
p r i n t f ( 
" R e d u c i n g s i z e by % u % c . . . \ n " , 
p e r c _ r e d n , ' « ' ) ; 
r e s i z e ( 4 w s , p e r c _ r e d n ) ; 
/ / I f a m i x e d f i l e i s r e q u i r e d , make a copy o f 
/ / t h e o r i g i n a l i m a g e , 
i f ( m i x f i l e ! - N U L L ) { 
s h o r t 1 , j ; 
wstmp • new c _ m a t r i x ( w s - > l r , w s - > h r , 
w s - > l c , w s - > h c ) ; 
for ( j - w s - > l r ; j <= w s - > h r ; + + j ) 
for (1 - w s - > 1 c ; i < - w s - > n c ; + + i ) 
^ w s t m p - > s e t ( i , j , w s - > g e t ( i , j ) ) ; 
/ / A p p l y s o f t e n i n g f i l t e r . 
p r i n t f ( " A p p l y i n g s o f t e n i n g f i l t e r . . An"); 
g e n _ f i l t e r ( S w s , 3 , 2 , 0 ) ; 
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/ / A p p l y e d g e - f i n d i n g f i l t e r . 
p r i n t f ( " A p p l y i n g edge f i n d i n g f i l t e r . . . \ n " ) ; 
g e n _ f i l t e r ( 4 w s , 8 , - 1 , 0 ) ; 
/ / F i n d ma in b o u n d a r y s t r u c t u r e . 
p r i n t f ( " F i n d i n g b o u n d a r y r e g i o n . . An"); 
n e g a t i v e ( w s ) ; 
g e t _ b o u n d a r i e s ( w s , 2 5 5 , 0 ) ; 
/ / S k e l t o n i s e and e x t r a c t d a t a . 
s _ m a t r i x * s m - new s _ m a t r i x ( w s - > l r , w s - > h r , 
w s - > l c , w s - > h c ) ; 
i f (sm->errmsg ! - NULL) m a i n e r r o r ( 
"Memory e r r o r : sm"); 
p r i n t f ( " S k e l e t o n i s 1 n g . . A n " ) ; 
u s s gno - s k e l e t o n i s e ( w s , s m ) ; 
/ / R e m o v e s m a l l g r a i n s i f a minimum s i z e 
/ / w a s d e f i n e d . 
p r i n t f C ' C l e a n i n g u p . . . \ n " ) ; 
i f ( m i n _ s i z e ! - 0 ) k i l l _ m i n o r s ( w s , sm, 
m i n _ s i z e , g n o ) ; 
/ / G e t r i d o f any g r a i n s w i t h i n o t h e r g r a i n s 
/ / ( U s u a l l y a r i s i n g f rom image n o i s e ) . 
c l e a n ( s m , g n o ) ; 
/ / R e d u c e Image t o d a t a f i l e and o u t p u t . 
p r i n t f C ' P r o d u c i n g d a t a f i l e X s . . . \ n ' , d a t f i l e ) ; 
g e t _ d a t a ( s m , g n o , w s , d a t f i l e , c o n _ f a c , i s G u a r d e d ) ; 
/ / p r i n t o u t p u t image t o f i l e . 
p r i n t f C ' P r o d u c i n g o u t p u t Image X s . . . \ n " , i m a g e o u t ) ; 
s a v e _ t o _ b i t m a p ( w s , i m a g e o u t ) ; 
/ / C r e a t e m i x e d f i l e , i f r e q u i r e d , 
i f ( m i x f i l e ! - N U L L ) { 
p r i n t f C ' P r o d u c i n g m i x e d image X s . . . \ n " , m i x f i l e ) ; 
short i , j : 
b i t m a p *mixop - new b i t m a p ( 
w s t m p - > h c - w s t m p - > l c + 1, 
wst rap ->hr - wstmp->lr + 1, 
B M P _ 2 4 B I T ) : 
f o r ( j • w s t m p - > l r ; j < - w s t m p - > n r ; + + j ) 
f o r ( i - w s t m p - > 1 c ; i < » w s t m p - > h c ; + + i ) { 
m i x o p - > s e t p i x e l ( i + 1, j + 1, 
R E D , w s t m p - > g e t ( i , j ) ) ; 
m i x o p - > s e t p i x e l ( i + 1, j + 1, 
G R E E N , w s t m p - > g e t ( i , j ) ) ; 
m i x o p - > s e t p i x e l ( i + 1, j + 1, 
B L U E , wstmp->get(i, j ) ) ; 
} 
f o r ( j - w s - > l r ; j < - w s - > h r ; + + j ) 
f o r ( i - w s - > l c ; i <= w s - > h c ; + + i ) 
i f ( w s - > g e t ( i , j ) — 0 ) { 
m i x o p - > s e t p i x e l ( i + 3 , j + 3 , RED, 2 5 5 ) ; 
m i x o p - > s e t p i x e l ( i • 3 , J + 3 , G R E E N , 0 ) ; 
m i x o p - > s e t p i x e l ( i + 3 , 3 + 3 , B L U E , 0 ) ; 
mi xop->save(mi x f i 1 e ) ; 
d e l e t e mixop; 
} 
/ / C l e a n up and e x i t , 
i f ( m i x f i l e I- NULL) 
d e l e t e wstmp; 
d e l e t e sm; 
d e l e t e w s ; 
long s t o p » ( l o n g ) clockO; 
p r i n t f ( " A n a l y s i s c o m p l e t e i n X 0 . 2 f s e c o n d s . \ n " , 
( d o u b l e ) ( s t o p - s t a r t ) / C L O C K S _ P E R _ S E C ) ; 
A . 4 M I S C E L L A N E O U S R O U T I N E S 
A . 4 . 1 IMAGE AAANIPULATION ROUTINES 
This section reproduces subrout ines , w h i c h , wh i l s t not s t r ic t ly f a l l ing 
in to the category of image analysis tools, are v i t a l for general image 
m a n i p u l a t i o n . 
^ i n c l u d e <math.h> 
• d e f i n e C H A R _ D A T A 
• i n c l u d e " m a t r i x . h " 
• d e f i n e U S H O R T _ D A T A 
• i n c l u d e " m a t r i x . h " 
enum F I L L _ T Y P E { F F H A R D , F F S O F T } ; 
c o n s t d o u b l e ROOT2 - s q r t ( 2 ) ; 
// --
/ / R o u t i n e t o r e s i z e a g r e y - s c a l e image i n a n a r r a y , 
v o i d r e s i z e ( c _ m a t r i x " t r a n s i n , u s e r e d _ f a c ) { 
u s s i , 3 , m , n ; 
f l o a t x l , x 2 , y l , y 2 ; 
f l o a t a b o v e l g i v e l f f l o a t f ) ; 
f l o a t a b o v e l g i v e O ( f l o a t f ) ; 
f l o a t f r a c t i o n ; 
f l o a t t o t a l , d i v t o t a l j 
c _ m a t r i x * i n - * t r a n s m ; 
c j a a t r i x * o u t - new c _ m a t r i x ( i n - > l r , 
( u s s ) ( ( f l o a t ) i n - > h r * 
( f l o a t ) r e d _ f a c / 100.OF), 
i n - > l c , 
( u s s ) ( ( f l o a t ) i n - > h c * 
( f l o a t ) r e d _ f a c / 100.0F)); 
f o r ( j - o u t - > l r ; j < - o u t - > h r ; + + j ) 
f o r ( i - o u t - > l c ; i < - o u t - > h c ; + + i ) { 
x l - ( ( f l o a t ) i n - > h c / 
( f l o a t ) o u t - > h c ) * ( f l o a t ) i ; 
x2 - ( ( f l o a t ) i n - > h c / 
( f l o a t ) o u t - > h c ) * ( f l o a t ) ( i + 1); 
y l - ( ( f l o a t ) i n - > h r / 
( f l o a t ) o u t - > h r ) * ( f l o a t ) j ; 
y2 - ( ( f l o a t ) i n - > h r / 
( f l o a t ) o u t - > h r ) * ( f l o a t ) ( j + 1 ) ; 
t o t a l - 0.0F; 
d i v t o t a l - 0.0F; 
f o r ( n - ( u s s ) y l ; n <« ( u s s ) y 2 ; ++n) 
' s ) x" 
abovelgive0( ( f l o a t ) m + 1.0F - x2 ) ) * 
( a b o v e l g i v e l t ( f l o a t ) n + 1.0F - y l ) -
abovelgive0( ( f l o a t ) n + 1.0F - y 2 ) ) ; 
i f (m <» i n - > h c U n a i n - > h r ) { 
d i v t o t a l +» f r a c t i o n ; 
t o t a l + » 
( f l o a t ) i n - > g e t ( m , n ) * f r a c t i o n ; 
} 
} 
o u t - > s e t ( 1 , j , ( u s e ) ( t o t a l / d i v t o t a l ) ) ; 
* t r a n s i n - o u t ; 
d e l e t e i n ; 
f o r (m m ( u s s ) l ; m <= ( u s s ) x 2 ; ++m){ 
xl ) f r a c t i o n -( abovelgiveK (float) m + 1.0F 
// 
/ / i n v e r t s a g r e y s c a l e i m a g e 
v o i d n e g a t i v e ( c _ m a t r i x * i n ) { 
u s s i , j ; 
f o r ( j - i n - > l r ; i < - i n - > h r ; + + j ) 
f o r ( i • i n - > l c ; i <» i n - > h c ; + + i ) 
i n - > s e t ( i , j , 2 5 5 - i n - > g e t ( i , ) ) ) ; 
// 
/ / F l o o d f i l l s a l l r e g i o n s w h i c h a r e w h i t e , t h e n 
/ / r e j e c t s a l l f i l l e d r e g i o n s e x c e p t t h e l a r g e s t 
v o i d g e t _ b o u n d a r i e s ( c _ m a t r i x * i n , u s e B N D . u s c A B N D ) { 
usl f l o o d _ f i l l ( c _ j n a t r i x *pic, s _ m a t r i x *map, 
s h o r t i , s h o r t j , u s s n o , 
F I L L _ T Y P E t y p e , u s e B N D , u s e A B N D ) ; 
u s s i , i ; 
s _ m a t n x *tmp - new s _ m a t r i x ( i n - > l r , in->hr, 
in->lc, in->hc); 
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u s s no « 0 ; 
u s l temp, m a x v a l = 0 , m a x p o s - 0 ; 
f o r ( j - i n - > l r ; j <= i n - > h r ; + + j ) 
f o r (1 - 1 n - > l c ; i < - i n - > h c ; + + i ) 
I f ( i n - > g e t ( i , j ) — BND){ 
no++; 
i f ( ( t e m p - f 1 o o d _ f i 1 1 ( i n , t m p , i , j , n o , 
FFSOFT,BNO,ABND)) > m a x v a l ) { 
m a x v a l - temp; 
maxpos - n o ; 
f o r ( i - i n - > l r ; j < - i n - > h r ; + + j ) 
f o r ( i - i n - > 1 c ; i < - i n - > h c ; + + i ) { 
i f ( t m p - > g e t ( i , j ) — maxpos) 
i n - > s e t ( i , j , 0 ) ; 
e l s e 
} 
i n - > s e t ( i , j , 2 5 5 ) ; 
delete tmp; 
/ / — 
/ / S u b r o u t i n e t o g e t rid o f g r a i n s b e l o w t h e 
/ / m i n i m u m a l l o w e d s i z e . 
v o i d k i l l _ m i n o r s ( c _ m a t r i x *mono, 
s j n a t r i x * g r a i n m a p , u s e m i n _ s i z e , u s s g n o ) { 
s h o r t i , j , k , n r - 0 ; 
u s e n ; 
f l o a t r n d 0 1 ( v o i d ) ; 
v o i d g e t _ j > l u s s e s ( c h a r _ c o o r d i n [ 9 ] ) ; 
c h a r _ c o o r d p l u s s e s [ 9 ] ; 
bool Gotone - t r u e ; 
s _ v e c t o r ' r e j e c t s » new s _ v e c t o r ( l , g n o ) ; 
g e t _ p l u s s e s ( p i u s s e s ) ; 
s _ v e c t o r * a r e a • new s _ v e c t o r ( l , g n o ) ; 
f o r ( j = g r a i n m a p - > l r ; j <= g r a i n m a p - > h r ; + + j ) 
f o r ( i m grainmap->1c; i <= g r a i n m a p - > h c ; + + i ) 
a r e a - > i n c r ( g r a i n m a p - > g e t ( i , j ) ) ; 
n r m 0 ; 
f o r ( i « 1 ; 1 < - g n o ; + + i ) 
i f ( a r e a - > g e t ( i ) <= 
m i n _ s i z e && a r e a - > g e t ( i ) > 0 ) 
r e j e c t s - > s e t ( + + n r , i ) ; 
d e l e t e a r e a ; 
w h i l e ( t r u e ) { 
f o r ( j • g r a i n m a p - > l r ; j <» g r a i n m a p - > h r ; + + j ) 
f o r ( i = grainmap->1c; i <= g r a i n m a p - > n c ; + + i ) { 
f o r ( k - 1; k < - n r ; ++k) 
i f ( g r a i n m a p - > g e t ( i , j ) — r e j e c t s - > g e t ( k ) ) 
b r e a k ; 
i f ( k — n r + 1 ) c o n t i n u e ; 
u s e o s - ( u s e ) ( r n d O K ) * 8 . O F ) ; 
f o r ( n - 0 ; n < - 7 ; ++n) { 
i f ( i + p l u s s e s [ ( n + o s ) % 8 ] . i p < 
g r a i n m a p - > l c I I 
j + p l u s s e s [ ( n + o s ) % 8 ] . j p < 
? r a i n m a p - > l r 11 . i p > 
? rainmap->hc I I • j " j + p l u s s e s [ ( n + o s ) * 8 ] . j p > 
g r a i n m a p - > h r ) 
c o n t i n u e ; 
i f ( g r a i n m a p - > g e t 
i + p l u s s e s 
j + p l u s s e s U n + o s ) % 8 J . j p ) ! -
r e j e c t s - > g e t ( k ) ) { 
g r a i n m a p - > s e t ( i , j , g r a i n m a p - > g e t ( 
i + p l u s s e s [ f n + o s ) % 8 ] 
j + p l u s s e s [ ( n + o s ) % 8 ] 
1 p l f f n + o s ) * 8 1 . i p , 
" - ] . j 1 
( 1 . I p , 
i  l [ (   )  . j p ) ) ; 
b r e a k ; 
f o r (1 « g r a i n m a p - > l c ; i < - g r a i n m a p - > h c ; ++1) 
a r e a - > i n c r ( g r a i n m a p - > g e t ( i , j ) ) ; 
u s s o n r = n r ; 
n r - 0 ; 
f o r ( i - 1; i < • g n o ; + + i ) 
i f ( a r e a - > g e t ( 1 ) <• 
m i n _ s i z e 4& a r e a - > g e t ( i ) > 0 ) 
r e j e c t s - > s e t ( + + n r , i ) ; 
d e l e t e a r e a ; 
i f ( n r • » 0 ) b r e a k ; 
} 
d e l e t e r e j e c t s ; 
/ / -
/ / s u b r o u t i n e to de le te any gra ins w i th in g r a i n s , 
void clean(s_matrix * i n , uss gno){ 
short i , j , n; 
enum { X I , X 2 , Y l , Y 2 , A} ; 
uss tempval; 
usl f lood_f i l l (c_matr ix * p i c , s_matrix *map, 
short i , short j , uss no, 
F I L I TYPE type, U S C BND, U S C ABND); 
void SAB(c_matrix * i n , char* fname); 
s_matrix * p o s i t s • new s _ m a t r i x ( l , gno, x l , A) ; 
c_matrix *ws = new c_matr ix ( in -> l r , in->hr, 
i n - > l c , in ->hc) ; 
s_matrix *temp - new s_matrix(in->1r, in->hr, 
i n - > l c , in->hc) ; 
for (n - X ; n <- gno; ++n){ 
p o s i t s - > s e t ( x l , n, in ->hr ) ; 
p o s i t s - > s e t ( Y l , n, in ->hc) ; 
f o r ( i - i n - > l r ; j <- in->hr; ++j) 
for ( i - i n - > l c ; i <= in->hc; ++i){ 
tempval - i n - > g e t ( i , j ) : 
pos i ts -> incr (A , tempval); 
i f ( i < pos i ts ->ge t (Y l , tempval)) 
p o s i t s - > s e t ( Y l , tempval, i ) ; 
i f ( i > p o s i t s - > g e t ( Y 2 , tempval)) 
p o s i t s - > s e t ( Y 2 , tempval, i ) ; 
i f ( j < p o s i t s - > g e t ( x l , tempval)) 
p o s i t s - > s e t ( x l , tempval, j ) ; 
i f ( j > p o s i t s - > g e t ( x 2 , tempval)) 
p o s i t s - > s e t ( x 2 , tempval, j ) ; 
for (n - 1 ; n <- gno; ++n){ 
i f (posits->get(A, n) ~ 0 ) 
continue; 
c_matrix *ws = new c_matrix( 
- 1 , pos i ts ->ge t (x2 , n) -
p o s i t s - > g e t ( x l , n) + 1 , 
- 1 , p o s i t s - > g e t ( Y 2 , n) -
p o s i t s - > g e t ( v l , n) + 1 ) ; 
s j i a t r i x *temp » new s_matrix( 
-X, p o s i t s - > g e t ( x 2 , n) -
p o s i t s - > g e t ( x l , n) + 1 , 
- 1 , p o s i t s - > g e t ( Y 2 , n) -
p o s i t s - > g e t ( Y l , n) + 1 ) ; 
f o r ( j » 0 ; j <- pos i ts ->ge t (X2 , n) -
p o s i t s - > g e t ( X l , n ) ; ++j) 
for ( i » 0 ; i <- p o s i t s - > g e t ( Y 2 , n) -
p o s i t s - > g e t ( Y l , n ) ; ++i) 
i f ( i n - > g e t ( i + p o s i t s - > g e t ( Y l , n ) , 
j + p o s i t s - > g e t ( x l , n ) ) = n) 
ws ->se t ( i , j , 2 5 5 ) ; 
f l o o d _ f i l l ( w s , temp, 
2 5 5 ) ; 
- 1 , - 1 , 1 2 8 , FFSOFT, 0 , 
f o r ( j - 0 ; j < - p o s i t s - > g e t ( x 2 , n ) 
p o s t t s - > g e . 
f o r ( i - 0 ; i < - p o s i t s - > g e t ( Y 2 , n ) 
n ts ->ge t (x l , n ) ; + + j ) 
-
p o s i t s - > g e t ( Y l , n ) ; ++1) 
i f ( t e m p - > g e t ( i , j ) ! - 1 2 8 ) 
i n - > s e t ( i + p o s i t s - > g e t ( Y l , n ) , 
j + p o s i t s - > g e t ( x l , n ) , n ) 
a r e a - new s _ v e c t o r ( l , g n o ) ; 
f o r ( j - g r a i n m a p - > l r ; j < - g r a i n m a p - > h r ; + + j ) 
A . 4 . 2 GENERAL AND FILE I /O ROUTINES 
This section reproduces, i n a cursory fashion , those rout ines needed for 
miscel laneous tasks. 
• i n c l u d e <math.h> 
• d e f i n e CHAR_DATA 
• i n c l u d e " m a t r i x . h " 
• d e f i n e USHORT_DATA 
• i n c l u d e " m a t r i x . h " 
• d e f i n e FLOAT_DATA 
• i n c l u d e " m a t r i x . h " 
• i n c l u d e " b i t m a p . h " 
• inc lude <string.h> 
enum F I L L _ T Y P E { F F H A R D , F F S O F T ) ; 
const double pi - 4 . 0 * a t a n ( l . O ) ; 
// 
/ / R o u t i n e to reduce the processed image 
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/ / t o a d a t a f i l e , a n d p r o d u c e a n i m a g e o f t h e 
/ / p r o c e s s e d f i l e . 
v o i d g e t _ d a t a ( s _ m a t r i x * i n , u s s n o , 
c j n a t r i x * o u t , c h a r * d a t f i l e , 
f l o a t c o n _ f a c , b o o l l s G u a r d e d ) { 
v o i d g e t _ f r a m e ( s _ m a t r i x * i n , u s s g n o , 
f l o a t * r o w _ m i n , f l o a t * r o w _ m a x , 
f l o a t * c o l _ m i n , f l o a t * c o l _ m a x ) ; 
u s s r c , c c , n ; 
c h a r r p , c p ; 
u s s t e m p ; 
u s s g n o ; 
f l o a t a v a r e a = 0 ; 
f l o a t r o w _ m i n = i n - > l r , row_max = i n - > h r ; 
f l o a t c o l j n i n = i n - > l c , c o l _ m a x » i n - > h c ; 
e n u m { i N C L , CP, R P , A R E A , R , I N G F } ; 
c o n s t f l o a t P I - 3 . 1 4 1 5 9 2 F ; 
f j i a t r i x * d a t - new f _ m a t r i x ( l , n o , l N C L , i N G F ) ; 
f o r ( r c = i n - > l r ; r c <= i n - > h r ; + + r c ) 
f o r ( c c - i n - > l c ; c c <= i n - > h c ; + + c c ) { 
g n o = i n - > g e t ( c c , r c ) ; 
d a t - > i n c r ( A R E A , g n o ) ; 
d a t - > s e t ( C P , g n o , d a t - > g e t ( C P , g n o ) + c c ) ; 
d a t - > s e t ( R P , g n o , d a t - > g e t ( R P , g n o ) + r c ) ; 
} 
f o r ( n = 1 ; n < - n o ; + + n ) { 
i f ( d a t - > g e t ( A R E A , n ) == 0 ) c o n t i n u e ; 
d a t - > s e t ( C P , n , d a t - > g e t ( C P , n ) / 
d a t - > g e t ( A R E A , n ) ) ; 
d a t - > s e t ( R P , n , d a t - > g e t ( R P , n ) / 
d a t - > g e t ( A R E A , n ) ) ; 
d a t - > s e t ( R , n , 
( f l o a t ) s q r t ( d a t - > g e t ( A R E A , n ) / P I ) ) ; 
i f ( I s G u a r d e d ) 
g e t _ f r a m e ( i n , g n o , 4 r o w _ m i n , & r o w _ m a x , 
4 c o 1 j n i n , 4 c o 1 _ m a x ) ; 
b o o l t m p l o g i c ; 
F I L E * f p « f o p e n ( d a t f i l e , " w " ) ; 
i f ( f p mm N U L L ) m a i n e r r o r ( 
" D a t a f i l e e r r o r : g e t _ d a t a . \ n " ) ; 
u s s c n t = 0 ; 
i f ( c o n _ f a c - » O . 0 F ) c o n _ f a c - 1 . 0 F ; 
f p r i n t f ( f p , " i m a g e w i d t h : % 8 . 7 e \ n " , 
c o n _ f a c 1 ( f l o a t ) ( i n - > h c - i n - > l c ) ) 
f p r i n t f ( f p , " I m a g e h e i g h t : % 8 . 7 e \ n " , 
c o n _ f a c * ( f l o a t ) ( i n - > h r - i n - > l r ) ) 
f p r i n t f ( f p , " G u a r d Frame x : « 8 . 7 e \ t * 8 . 7 e \ n " , 
c o n _ f a c * ( f l o a t ) c o l j n i n , c o n _ f a c * 
( f l o a t ) c o l _ m a x ) 
f p r i n t f ( f p , " G u a r d Frame y : *8. 7 e \ t*8. 7 e \ n " , 
c o n _ f a c * ( f l o a t ) r o w _ m i n , c o n _ f a c * 
( f l o a t ) r o w _ m a x ) 
i f ( c o n _ f a c — 1 . 0 F ) 
f p r i n t f ( f p , " N o \ t x - p o s ( p e l s ) \ t y - p o s ( p e l s ) \ t " 
" A r e a ( p e l s A 2 ) \ t r a d i u s ( p e l s ) \ t l n F r a m e " ) 
e l s e 
f p r i n t f ( f p , " N o \ t x - p o s ( m ) \ t y - p o s ( m ) \ t " 
" A r e a ( m A 2 ) \ t r a d i u s ( m ) \ t i n F r a m e ' ) 
f o r ( n = 1 ; n <= n o ; + + n ) { 
i f ( d a t - > g e t ( A R E A , n ) = 0 ) c o n t i n u e ; 
t m p l o g i c • d a t - > g e t ( R P , n ) > r o w _ m i n 4 4 
d a t - > g e t ( R P , n ) < r o w j i a x 4 4 
d a t - > g e t ( C P , n ) > c o l j n i n 4 4 
d a t - > g e t ( C P , n ) < c o l _ m a x ; 
d a t - > s e t ( i N G F , n , ( f l o a t ) t m p l o g i c ) ; 
i f ( I s G u a r d e d 4 4 i t m p l o g i c ) c o n t i n u e ; 
f p r i n t f ( f p , " \ n * g \ « e \ t « e \ « e \ t : t e \ t f 6 g ' ' , 
( f l o a t ) + + c n t , d a t - > g e t ( C P , n ) * c o n _ f a c , 
d a t - > g e t ( R P , n ) * c o n _ f a c , 
( u s s ) d a t - > g e t ( A R E A , n ) * c o n _ f a c * c o n _ f a c , 
d a t - > g e t ( R , n ) * c o n _ f a c , ( f l o a t ) t m p l o g i c ) ; 
/ / P r o d u c e i m a g e f i l e . 
f o r ( r c - i n - > T r ; r c <= i n - > h r ; + + r c ) 
f o r ( c c = i n - > l c ; c c <= i n - > h c ; + + c c ) 
o u t - > s e t ( c c , r c , 2 5 5 ) ; 
b o o l I s B o r d ; 
i n - > h r ; + + r c ) 
<m i n - > h c ; + + c c ) { 
f o r ( r c « i n - > l r : r c < 
f o r ( c c - i n - > 1 c ; c c 
I s B o r d • f a l s e ; 
t e m p - i n - > g e t ( c c , r c ) ; 
f o r ( r p » -I; r p < = 1 ; + + r p ) 
f o r ( c p = - 1 ; cp <= 1 ; + + c p ) { 
i f ( ( c p — 0 4 4 r p = = 0 ) II 
c c + c p < i n - > l c II 
c c + c p > i n - > h c I 
r c + r p < i n - > l r j | 
r c + r p > i n - > h r ) c o n t i n u e ; 
i f ( i n - > g e t ( c c + c p . r c + r p ) ! = t e m p ) { 
I s B o r d - t r u e ; 
g o t o b r e a k o u t ; 
b r e a k o u t : i f ( l s B o r d ) { 
i f ( d a t - > g e t ( l N G F 
o u t - > s e t ( c c , r c , 0 ) ; 
d e l e t e d a t ; 
t e m p ) < 1 . 0 F 
4 4 I s G u a r d e d ) c o n t i n u e ; 
/ / — 
/ / R o u t i n e t o f i n d t h e e d g e s o f t h e g u a r d f r a m e 
/ / f r o m t h e p r o c e s s e d i m a g e . 
v o i d g e t _ f r a m e ( s j i a t r i x * i n , u s s g n o , 
f l o a t * r o w _ m i n , f l o a t * r o w _ m a x , 
f l o a t * c o l _ m i n , f l o a t * c o l _ m a x ) { 
s h o r t n , r c , c c ; 
s _ m a t r i x " e d g e s - new s _ m a t r i x ( 0 , g n o , 1 , 4 ) ; 
b o o l d o s t u f f ; 
f o r ( c c = i n - > l c ; c c <= i n - > h c ; + + c c ) { 
d o s t u f f = t r u e ; 
f o r ( n - 1 ; n <•= e d g e s - > g e t ( l , 0 ) + 1 ; + + n ) 
i f ( e d g e s - > g e t ( l , n ) = = i n - > g e t ( c c , i n - > l r ) ) { 
d o s t u f f - f a l s e ; 
b r e a k ; 
} 
i f O d o s t u f f ) c o n t i n u e ; 
e d g e s - > i n c r ( l , 0 ) ; 
e d g e s - > s e t ( 
1 , e d g e s - > g e t ( l , 0 ) , i n - > g e t ( c c , i n - > l r ) ) ; 
f o r ( c c » i n - > l c ; c c < = i n - > h c ; + + c c ) { 
d o s t u f f = t r u e ; 
f o r ( n = 1 ; n <= e d g e s - > g e t ( 2 , 0 ) + 1 ; + + n ) 
i f ( e d g e s - > g e t ( 2 , n ) == i n - > g e t ( c c , i n - > h r ) ) { 
d o s t u f f m f a l s e ; 
b r e a k ; 
) 
i f ( I d o s t u f f ) c o n t i n u e ; 
e d g e s - > i n c r ( 2 , 0 ) ; 
e d g e s - > s e t ( 
2 , e d g e s - > g e t ( 2 , 0 ) , i n - > g e t ( c c , i n - > h r ) ) ; 
f o r ( r e » i n - > l r ; r c < = i n - > h r ; + + r c ) { 
d o s t u f f - t r u e ; 
f o r ( n = 1 ; n <= e d g e s - > g e t ( 3 , 0 ) + 1 ; + + n ) 
i f ( e d g e s - > g e t ( 3 , n ) — i n - > g e t ( i n - > l c , r c ) ) { 
d o s t u f f - f a l s e ; 
b r e a k ; 
i f ( I d o s t u f f ) c o n t i n u e ; 
e d g e s - > i n c r ( 3 , 0 ) ; 
e d g e s - > s e t ( 
3, e d g e s - > g e t ( 3 , 0 ) , i n - > g e t ( i n - > l c , r c ) ) ; 
} 
f o r ( r c m i n - > l r ; r c <= i n - > h r ; + + r c ) { 
d o s t u f f • t r u e ; 
f o r ( n - 1 ; n <= e d g e s - > g e t ( 4 , 0 ) + 1 ; + + n ) 
i f ( e d g e s - > g e t ( 4 , n ) — i n - > g e t ( i n - > h c , r c ) ) { 
d o s t u f f • f a l s e ; 
b r e a k ; 
i f ( I d o s t u f f ) c o n t i n u e ; 
e d g e s - > i n c r ( 4 , 0 ) ; 
e d g e s - > s e t ( 
^ 4 , e d g e s - > g e t ( 4 , 0 ) , i n - > g e t ( i n - > h c , r c ) ) ; 
b o o l g o t o n e » t r u e ; 
f o r ( r c = i n - > l r ; r c <= i n - > h r ; + + r c ) { 
i f ( g o t o n e == f a l s e ) b r e a k ; 
?o t o n e m f a l s e : o r ( c c » i n - > l c ; c c <» i n - > h c ; + + c c ) 
f o r ( n - 1 ; n <•= e d g e s - > g e t ( l , 0 ) ; + + n ) 
i f ( e d g e s - > g e t ( l , n ) = i n - > g e t ( c c , r c ) 4 4 
r c >= * r o w _ m i n ) { 
* r o w j n i n = r c ; 
g o t o n e - t r u e ; 
) } 
g o t o n e = t r u e ; 
f o r ( r c « i n - > h r ; r c >= i n - > l r ; — r c ) { 
i f ( g o t o n e — f a l s e ) b r e a k ; 
g o t o n e - f a l s e ; 
f o r ( c c = i n - > l c ; c c < = i n - > h c ; + + c c ) 
f o r ( n = 1 ; n <= e d g e s - > g e t ( 2 , 0 ) ; + + n ) 
i f ( e d g e s - > g e t ( 2 , n ) — i n - > g e t ( c c , r c ) 4 4 
r c <« * r o w _ m a x ) { 
* r o w _ m a x = r c ; 
g o t o n e - t r u e ; 
} 1 
g o t o n e = t r u e ; 
f o r ( c c - i n - > l c : c c < - i n - > h c ; + + c c ) { 
i f ( g o t o n e == f a l s e ) b r e a k ; 
?o t o n e = f a l s e ; o r ( r c - i n - > l r ; r c <= i n - > h r ; + + r c ) 
f o r ( n - 1 ; n <» e d g e s - > g e t ( 3 , 0 ) ; + + n ) 
i f ( e d g e s - > g e t ( 3 , n ) - « i n - > g e t ( c c , r c ) 4 4 
r c > » * c o l _ m i n ) { 
" c o l j n i n - c c ; 
g o t o n e - t r u e ; 
g o t o n e « t r u e ; 
f o r ( c c = i n - > h c ; c c >•= i n - > l c ; - - c c ) { 
i f ( g o t o n e ~ f a l s e ) b r e a k ; 
?o t o n e - f a l s e ; o r ( r c • i n - > l r ; r c <= i n - > h r ; + + r c ) 
f o r ( n - 1 ; n <= e d g e s - > g e t ( 4 , 0 ) ; + + n ) 
i f ( e d g e s - > g e t ( 4 , n ) - » i n - > g e t ( c c , r c ) 4 4 
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r c < - * c o l _ m a x ) { 
*col_max » c c ; 
gotone - t rue; 
} 
delete edges; 
// 
/ / R o u t i n e to open a bitmap and store i t i n an array 
void Get_Bitmap(char *fname, c_matrix * *out ) { 
uss i , j ; 
bitmap *bmp = new bitmap(fname); 
i f (bmp->errmsg != NULL) mainerror(bmp->errmsg); 
i f (bmp->type ! - BMP_256) mainerror( 
only 256 colour bitmaps supported.") ; 
•out = new c_matrix( 
0, bmp->ys - 1, 0, bmp->xs - 1 ) ; 
i f ((*out)->errmsg !» N U L L ) mainerror ( 
"Memory er ror : Get_Bitmap"); 
i f ((*out)->errmsg != N U L L ) e x i t ( 1 3 ) ; 
for ( j - 1; j <• bmp->ys; ++j) 
for ( i • 1; i <= bmp->xs; ++i) 
( *out ) ->set ( i - l , j - 1 ,bmp->getpixel(i , j ) ) ; 
delete bmp; 
} 
// 
/ / R o u t i n e to save an image in an array to a bitmap 
void save_to_bitmap(c_matrix » in , char* fname){ 
in t i , j ; 
bitmap *bmp • new bitmap(in->hc - in -> lc + 1, 
in->hr - in -> l r + 1, 
B M P _ G S ) ; 
for ( j • i n - > l r ; j <» in->hr; ++j) 
for ( i » in->1cj i <- in->hc; ++i) 
bmp->setpixelO - in -> lc + 1, 
j - in -> l r + 1, 
in ->ge t ( i , j ) ) ; 
bmp->save(fname); 
delete bmp; 
/ / R o u t i n e to a s s i g n and s tore indexes for the //8-neighbours l o c a t i o n s 
void get_plusses(char_coord i n [ 9 ] ) { 
double rads; 
i n t i ; 
for ( i » 0; i <- 7: ++i){ 
rads = (double) I * 2.0 * pi / 8.0; 
i n f i l . i p = (char) (cos(rads) * 1.8); 
i n [ i ] . j p = (char) ( s i n ( r a d s ) * 1.8); 
} 
/ / — - - -
/ / T h i s routine returns 1 for number > 1, 
/ / o r the number i t s e l f otherwise 
f loa t above lg iveKf loat f ) { 
i f ( f > 1.0F) return 1.0; 
return f; 
} 
// 
/ / T h i s routine returns 0 for number > 1 
/ / or < 0, or the number i t s e l f otherwise 
f loat abovelgive0 ( f loat f ) { 
i f ( f > 1.0F | | f < 0.0F) return 0.0; 
return f; 
} 
// 
/ / R e t u r n s a random number >«0 and < 1 
f loa t rnd01(){ 
return ( f l o a t ) r a n d ( ) / ( ( f l o a t ) R A N D _ M A X + 1.0F); 
} 
// 
/ /Rou t ine to t runcate numbers which do not 
/ / f i t i n the 1 byte range, 
use c h a r i z e ( f l o a t z ) { 
i f (z < 0) 
return (use) 0; 
e l s e i f (z > 255) 
return (use) 255; 
return (use) z ; 
} 
A . 5 U T I L I T Y R O U T I N E S A N D H E A D E R F I L E S 
I n th is last section are reproduced general u t i l i t y rout ies for 
ins t an t i a t ing arrays, and man ipu l a t i ng b i tmaps . These rout ines are also used 
i n programs described i n later appendices. 
A . 5 . 1 BITMAP UTILITY ROUTINE 
The fo l lowing rout ines f o r m the body of the bitmap class, w h i c h is 
designed to open, close and create b i tmaps and read and wri te to the i r pixels. 
I t does not , however w o r k for run - l eng th encoded or 32-bi t b i tmaps . The 
header con ta in ing the class de f in i t ion is given i n the fo l lowing section. 
• inc lude "bitmap.h" 
// 
/ / R o u t i n e to open named bitmap 
bitmap::bitmap(char *fname):c_matrix(){ 
F I L E * fp; 
uss f i l e t y p e ; 
i f ( ! ( fp = fopen(fname,"rb"))) 
bmperror ("Cannot f ind f i l e . . . \ n " ) ; 
fread( S f i l e t y p e , s i z e o f ( u s s ) , 1, f p ) ; 
i f ( f i l e t y p e ! - B I T M A P _ I D ) 
bmperror("File format u n r e c o g n i s e d . . A n " ) ; 
i f ( f read( (void * ) Sheader, 
sizeof(bitmap_header) , 1, fp) != lu ) 
bmperrorC'Unexpected end of f i l e . . A n " ) ; 
i f ( h e a d e r . I ' S R L E ) bmperror("Bitmap i s R L E . . A n " ) ; 
type - (bitmap_types) header .b i tsperp ixe l ; 
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i f (type ! = B M P _ 2 4 B I T ) { 
11 
} 
p a l l e t t e = ( p a l e n t r y 4 ) c a l l o c ( 
2 « ( t y p e - l ) , s i z e o f ( p a l e n t r y ) ) ; 
i f ( p a l l e t t e - » N U L L ) 
b m p e r r o r C ' M e m o r y e r r o r . . . \ n " ) ; 
d a t a x • g e t _ d a t a x ( ( u s s ) h e a d e r . x s z , t y p e ) ; 
i f ( ( h e a d e r . x s z <= 0 ) 
I I ( h e a d e r . x s z > B M P _ s z _ M A X ) 
11 ( h e a d e r . y s z < • 0 ) 
II ( h e a d e r . y s z > B M P _ S Z _ H A X ) ) 
b m p e r r o r ( " F i l e f o r m a t e r r o r . . A n " ) ; 
i f ( t y p e ! = B M P _ 2 4 B I T ) 
i f ( f r e a d ( p a l l e t t e , s i z e o f ( p a l e n t r y ) , 
2 « ( t y p e - l ) , f p ) ! = 
( u s l ) ( 2 « ( t y p e - 1 ) ) ) 
b m p e r r o r ( " u n e x p e c t e d e n d o f f i l e . . A n " ) ; 
c _ m a t r i x : ; c o n s t r ( 
0 , ( u s s ) h e a d e r . y s z - 1 , 0 , d a t a x - 1 ) ; 
i f ( f r e a d ( d a t a [ 0 ] , s i z e o f ( u s e ) , 
d a t a x * h e a d e r . y s z , f p ) ! = 
( u s l X d a t a x * h e a d e r . y s z ) ) 
b m p e r r o r ( " u n e x p e c t e d e n d o f f i l e . . A n " ) ; 
x s - ( u s s ) h e a d e r . x s z ; 
y s = ( u s s ) h e a d e r . y s z ; 
mask = N U L L ; 
i f ( t y p e ! = B M P _ 2 4 B I T ) 
c r e a t e _ m a s k ( t y p e ) ; 
f c l o s e ( f p ) ; 
// 
/ / R o u t i n e t o c r e a t e b l a n k b i t m a p 
b i t m a p : : b i t m a p ( u s s x s i z e , u s s y s i z e , 
b i t m a p _ t y p e s b m p _ t y p e ) : c _ m a t r i x ( ) { 
x s » x s i z e ; 
y s = y s i z e ; 
I S G S - f a l s e ; 
t y p e = b m p _ t y p e ; 
i f ( t y p e 
I S G S 
t y p e 
B M P _ G S ) { 
t r u e ; 
B M P _ 2 5 6 ; 
d a t a x - g e t _ d a t a x ( x s , t y p e ) ; 
c _ m a t r i x : : c o n s t r ( 0 , y s - 1 , 0 , d a t a x - 1 ) ; 
i f ( e r r m s g I - N U L L ) 
b m p e r r o r C ' M e m o r y e r r o r : c o n s t r u c t o r A n " ) ; 
c r e a t e _ h e a d e r ( ) ; 
i f ( t y p e ! = B M P _ 2 4 B I T ) { 
p a l l e t t e -
( p a l e n t r y * ) c a l l o c ( 
1 « t y p e . s i z e o f ( p a l e n t r y ) ) ; 
i f ( p a l l e t t e • > N U L L ) 
b m p e r r o r ( " M e m o r y e r r o r : c o n s t r u c t o r A n " ) ; 
i f ( I S G S ) 
f o r ( i - 0 ; i <= 2 5 5 ; + + i ) { 
p a l l e t t e M l .R • ( u s e ) i ; 
p a l l e t t e [ i ] . G = ( u s e ) i ; 
p a l l e t t e [ i ] . B • ( u s e ) i ; 
mask - N U L L ; 
c r e a t e _ m a s k ( t y p e ) ; 
// 
/ / R o u t i n e t o c a l c u l a t e t h e p a d d e d l i n e l e n g t h 
u s s b i t m a p : : g e t _ d a t a x ( u s s x , b i t m a p _ t y p e s t y p e ) { 
u s s m i n b y t e s ; 
s w i t c h ( t y p e ) { 
c a s e B M P _ M O N O : 
m i n b y t e s = ( ( u s s ) ( ( f l o a t ) ( x - 1 ) / 8 . O F ) ) + 1 ; 
b r e a k ; 
c a s e B M P _ 1 6 : 
m i n b y t e s - ( ( u s s ) ( ( f l o a t ) ( x - 1 ) / 2 . O F ) ) + 1 ; 
b r e a k ; 
c a s e B M P _ 2 5 6 : 
m i n b y t e s = x ; 
b r e a k ; 
c a s e B M P _ 2 4 B I T : 
^ m i n b y t e s = x * 3 ; 
r e t u r n ( ( u s s ) ( ( m i n b y t e s - 1 ) / B Y T E Q U A N T ) + 1 ) 
* B Y T E Q U A N T ; 
} 
// 
/ / R o u t i n e t o c r e a t e b i n a r y mask u s e d t o s i m p l i f y 
/ / p i x e l s e t t i n g / g e t t i n g , 
v o i d b i t m a p : : c r e a t e _ m a s k ( b i t m a p _ t y p e s t y p e ) { 
u s e i ; 
i f (mask ! - N U L L ) d e l e t e ( m a s k ) ; 
mask = new c _ m a t r i x ( 0 , 7 , 0 , l ) ; 
i f ( e r r m s g ! « N U L L ) ( " M e m o r y e r r o r : m a s k A n " ) ; 
f o r ( i = 0 ; i <= B P B / t y p e ; + + i ) { 
m a s k - > s e t ( 0 , i , ( 8 / t y p e - 1 - i ) * t y p e ) ; 
m a s k - > s e t ( 
1 , i , ( ( 1 « t y p e ) - 1 ) « m a s k - > g e t ( 0 , i ) ) ; 
// 
/ / R o u t i n e t o b u i l d a h e a d e r s t r u c t u r e f o r a new 
/ / b i t m a p . 
v o i d b i t m a p : : c r e a t e _ h e a d e r ( ) { 
s w i t c h ( t y p e ) { 
c a s e B M P _ 2 4 B I T : 
h e a d e r . d a t a s t a r t - H E A D E R _ L E N G T H ; 
b r e a k ; 
d e f a u l t : 
h e a d e r . d a t a s t a r t -
H E A D E R _ L E N G T H + 4 * ( 1 « t y p e ) ; 
} 
h e a d e r . d a t a ! e n g t h • d a t a x * y s ; 
h e a d e r . f i l e s i z e = 
h e a d e r . d a t a s t a r t + h e a d e r . d a t a l e n g t h ; 
h e a d e r . x s z = x s ; 
h e a d e r . y s z = y s ; 
h e a d e r . a p i x • h e a d e r . d p i y = D E F D I M S ; 
h e a d e r . g a p [ 0 1 = header.gapCl] = 0 ; 
h e a d e r . g a p 2 [ 0 ] « 
h e a d e r . g a p 2 [ l ] - h e a d e r . g a p 2 [ 2 ] » 0 ; 
h e a d e r . _ q 2 8 - 0 x 2 8 ; 
h e a d e r . p l a n e s • 1 ; 
h e a d e r . g a p l = 0 ; 
h e a d e r . b i t s p e r p i x e l = t y p e ; 
h e a d e r . i s R L E = f a l s e ; 
h e a d e r . _ q 0 » 0 ; 
} 
II-
/ / R o u t i n e t o s a v e b i t m a p 
v o i d b i t m a p : : s a v e ( c h a r * f n a m e ) { 
u s s u s s t m p • B I T M A P _ I D ; 
F I L E 4 f p • f o p e n ( f n a m e , " w b " ) ; 
i f ( f p = N U L L ) 
b m p e r r o r C ' O u t p u t f i l e e r r o r . . A n " ) ; 
f w r i t e ( 4 u s s t m p , 2 , 1 , f p ) ; 
f w r i t e ( S h e a d e r , s i z e o f ( h e a d e r ) , 1 , f p ) ; 
i f ( t y p e ! - B M P _ 2 4 B I T ) 
f w r i t e ( p a l l e t t e , 
s i z e o f ( p a l e n t r y ) , 1 « t y p e , f p ) ; 
f w r i t e ( d a t a [ 0 ] , 
s i z e o f ( u s c ) , h e a d e r . d a t a l e n g t h , f p ) ; 
f c l o s e ( f p ) ; 
// 
/ / R o u t i n e to s t e a l the pa le t te from another bitmap 
void bi tmap::steal_pal let te(bi tmap * i n p ) { 
i f ( i n p - > t y p e — B M P _ 2 4 B I T 11 t y p e = = B M P _ 2 4 B I T ) 
b m p e r r o r ( I n v a l i d c a l l f o r 24 b i t b i t m a p : " 
" s t e a l _ p a l l e t t e . \ n " ) 
f o r ( i = 0 ; i <=• ( l « t y p e ) - l ; + + i ) 
p a l 1 e t t e [ i ] » i n p - > p a l 1 e t t e [ i ] ; 
} 
//— --
/ / P a i r o f r o u t i n e s t o s e t / g e t RGB c o m p o n e n t s o f 
/ / 2 4 - b i t b i t m a p p i x e l s . 
u s e b i t m a p : : g e t p i x e l ( u s s x , u s s y , RGB c o l ) { 
^ r e t u r n g e t ( - - x * 3 + ( u s s ) c o l , - - y ) ; 
v o i d b i t m a p : : s e t p i x e l ( 
u s s x , u s s y , RGB c o l , u s e d a t ) { 
s e t ( - - x * 3 + ( u s s ) c o l , — y , d a t ) ; 
} 
/ / -
/ / P a i r o f r o u t i n e t o s e t / g e t b i t m a p p i x e l s 
/ / o f n o n - 2 4 - b i t t y p e s , 
u s e b i t m a p : : g e t p i x e l ( u s s x . u s s y ) { 
u s e s i g b y t e -
g e t ( ( u s s ) ( ( u s l ) ( — x 4 t y p e ) / 8 . O F ) , — y ) ; 
u s e masknum = x 56 ( 8 / t y p e ) ; 
r e t u r n ( s i g b y t e 4 m a s k - > g e t ( l , m a s k n u m ) ) » 
m a s k - > g e t ( 0 , m a s k n u m ) ; 
} 
u s e b i t m a p : : s e t p i x e l ( u s s x , u s s y , u s e d a t ) { 
u s e s i g b y t e -
g e t ( ( u s s ) ( ( u s l ) ( - - x * t y p e ) / 8 . O F ) , - - y ) ; 
u s e masknum = x % ( 8 / t y p e ) ; 
r e t u r n s e t ( ( u s s ) ( ( u s l ) ( x * t y p e ) / 8 . O F ) , y , 
( s i g b y t e 4 ~ ( m a s k - > g e t ( l , m a s k n u m ) ) ) | 
( d a t « m a s k - > g e t ( 0 , m a s k n u m ) ) ) ; 
} 
/ / -
/ / R o u t i n e t o s e t a 2 4 - b i t p i x e l u s i n g a l o n g v a l u e 
v o i d b i t m a p : : s e t p i x e l ( u s s x , u s s y , u s l d a t ) f 
u s l mask » O X F F ; 
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setpixe l (x ,y ,RED, (use) (dat 4 mask)); 
s e t p i x e K x . y , G R E E N , (use) ((dat » - 8 ) & mas 
s e t p i x e l ( x , y , B L U E , ( u s e ) ( ( d a t » • * 8 ) & m a s k ) ) ; 
A . 5 . 2 BITMAP HEADER 
This section reproduces the def in i t ions for the rout ines of the previous 
section, named as b i tmap.h . 
• i f !defined(BlTMAPHEAO) 
• d e f i n e B I T M A P H E A O 
• i n c l u d e " d t y p e . h " 
• d e f i n e C H A R _ D A T A 
• i n c l u d e " m a t r i x . h " 
• d e f i n e H E A D E R _ L E N G T H 0 x 3 6 
• d e f i n e B I T H A P _ I D 0x4d42 
• d e f i n e D E F D I M S 0 X E C 4 
• d e f i n e BMP_Sz_MAX ( u s s ) 0 x 7 F F F 
• d e f i n e B Y T E Q U A N T 4 
c o n s t i n t B P B » 8 ; 
enum bi tmap_types{BMP_MONO - 1 , B M P _ 1 6 - 4 
B M P . 2 5 6 - 8 , B M P _ 2 4 B I T » 
B M P . G S } ; 
enum R G 8 { B L U E , G R E E N , RED}; 
• d e f i n e b m p e r r o r ( a ) { m a i n e r r o r ( a ) ; } 
s t r u c t p a l e n t r y f . 
u s e R ; 
u s e G ; 
u s e B ; 
u s e s p a c e r ; 
s t r u c t b i t m a p _ h e a d e r { 
u s l f i l e s i z e ; 
u s l g a p l ; 
u s l d a t a s t a r t ; 
u s l _ q 2 8 ; 
u s l x s z ; 
u s l y s z ; 
u s s p l a n e s ; 
u s e b i t s p e r p i x e l ; 
u s e _ q 0 ; 
b o o l 1SRLE; 
2 4 , 
u s e g a p 2 p j ; 
u s l 
u s l 
u s l 
u s l 
d a t a l e n g t h ; 
d p i x ; 
d p i y ; 
gapT .2 ] ; 
c l a s s b i t m a p : p u b l i c c _ m a t r i x { 
p r i v a t e : 
u s s d a t a x ; 
u s s g e t _ d a t a x ( u s s x , b i t m a p _ t y p e s t y p e ) ; 
b i t m a p j i e a d e r h e a d e r ; 
v o i d c r e a t e _ h e a d e r ( ) ; 
boo l I S G S ; 
c j n a t r i x * m a s k ; 
v o i d b i t m a p : : e r e a t e _ i » a s k ( b i t m a p _ t y p e s t y p e ) ; 
p u b l i c : 
b i t m a p ( u s s x s i z e , u s s y s i z e 
b i t m a p ( c h a r * f n a m e ) ; 
v o i d s a v e ( c h a r * f n a m e ) ; 
p a l e n t r y * p a l l e t t e ; 
u s s x s , y s ; 
b i t m a p _ t y p e s t y p e ; 
u s e g e t p i x e l ( u s s x . u s s y ) ; 
u s e s e t p i x e l ( u s s x , u s s y 
u s e g e t p i x e l ( u s s x , u s s y 
v o i d s e t p i x e l ( u s s x , u s s y 
v o i d s e t p i x e l ( u s s x , u s s y 
b i t m a p _ t y p e s t y p e ) ; 
u s e d a t ) ; 
RGB c o l ) ; 
RGB c o l , u s c d a t ) ; 
u s l d a t ) ; 
v o i d b i t m a p : : s t e a l _ p a l l e t t e ( b i t m a p * 1 n p ) ; 
} ; 
• e n d i f 
A . 5 . 3 ARRAY HEADER 
Used extensively th roughou t a l l the code i n th i s work , the fo l lowing 
code fo rms a de f in i t ion for a f lexible array, named m a t r i x . h . A l l of the 
necessary code is contained w i t h i n th i s header f i le . I t is used by de f in ing a 
data type i n the code (FLOAT_DATA, CHAR_DATA, etc.) fo l lowed by the # i n c l u d e 
statement con ta in ing th i s header 
• i n c l u d e " d t y p e . h " 
• i n c l u d e < s t d l i b . h > 
• i f ! ( d e f i n e d ( D T Y P E ) && d e f i n e d ( M C L A S S ) && 
d e f i n e d ( v C L A S S ) ) 
• i f d e f i n e d ( F L O A T _ D A T A ) && l d e f i n e d ( F D ) 
• d e f i n e F D 
• d e f i n e D T Y P E f l o a t 
• d e f i n e M C C A S S f j n a t r i x 
• d e f i n e V C L A S S f _ v e c t o r 
• u n d e f F L O A T J J A T A 
• e l i f d e f i n e d ( l N T _ D A T A ) && ! d e f i n e d ( F D ) 
• d e f i n e I D 
• d e f i n e D T Y P E i n t 
• d e f i n e MCLASS i _ m a t r i x 
• d e f i n e V C L A S S i _ v e c t o r 
• u n d e f I N T _ D A T A 
• e l i f d e f i n e d ( C H A R _ D A T A ) && Ide f ined (co ) 
• d e f i n e CD 
• d e f i n e O T Y P E U S C 
• d e f i n e M C L A S S c _ m a t r i x 
• d e f i n e V C L A S S c _ v e c t o r 
• u n d e f C H A R _ D A T A 
• e l i f de f ined (ULONG_DATA) && I d e f i n e d ( L D ) 
• d e f i n e L D 
• d e f i n e D T Y P E u s l 
• d e f i n e M C L A S S l _ m a t r i x 
• d e f i n e V C L A S S l _ v e c t o r 
• u n d e f U L O N G _ D A T A 
• e l i f d e f i n e d ( U S H O R T j ) A T A ) && I d e f i n e d ( S D ) 
• d e f i n e SO 
• d e f i n e D T Y P E U S S 
• d e f i n e M C L A S S s _ m a t r i x 
• d e f i n e V C L A S S s _ v e c t o r 
• u n d e f USHORT_DATA 
• e l i f d e f i n e d ( D O U B L E j D A T A ) && I d e f i n e d ( D D ) 
• d e f i n e DO 
• d e f i n e D T Y P E d o u b l e 
• d e f i n e M C L A S S d _ m a t r i x 
• d e f i n e V C L A S S d _ v e c t o r 
• u n d e f D O U B L E J J A T A 
• e n d i f 
• e n d i f 
• i f d e f i n e d ( D T Y P E ) 
c l a s s M C L A S S { 
p u b l i c : 
c h a r * e r r m s g ; 
s h o r t l r , h r , 1 c , h e ; 
M C L A S S O O ; 
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MCLASS(short r l , short r2 , short c l , short c2 ) { 
c o n s t r ( r l , r2 , c l , c 2 ) ; 
} 
void constr (shor t r l , short r2 , 
short c l , short c2)£ 
short i ; 
l r = r l ; hr » r2; 1c = c l ; he c2; 
p o i n t a r r a y » ( D T Y P E " ) c a l l o c ( h r - l r + l , 
s i z e o f ( D T Y P E * ) ) ; 
i f (pointarray == N U L L ) 
mainerrorC'Memory er ror : matr ix" ) ; 
data • p o i n t a r r a y - l r ; 
m a i n a r r a y - ( D T Y P E * ) 
c a l l o c ( ( h r - l r + l ) * ( h c - l c + 1 ) , s i z e o f ( D T Y P E ) ) ; 
i f (mainarray == N U L L ) 
mainerrorC'Memory er ror : matr ix") ; 
f o r ( i = 0 ; i <= hr - l r ; i++) 
po in ta r ray [ i ] = 
mainarray + i * ( h c - 1c + 1 ) - l c ; 
errmsg » N U L L ; 
} ; 
~ M C L A S S ( ) { 
f r ee ( (vo id * ) po in tar ray) ; 
f r e e ( ( v o i d * ) mainarray); 
} ; 
D T Y P E get(short x, short y ) { 
return d a t a [ y ] [ x ] ; 
D T Y P E se t (shor t x, short y, D T Y P E v a l ) { 
return (data [y ] [x ] = v a l ) ; 
D T Y P E i n c r ( s h o r t x, short y ) { 
return ++data[y][x]; 
protected: 
char E R R [ 1 0 0 ] ; 
D T Y P E * *da ta ; 
pr ivate : 
D T Y P E " p o i n t a r r a y ; 
D T Y P E *mainarray ; 
c l a s s V C L A S S { 
publ ic : 
char *errmsg; 
D T Y P E *data; 
short 1,h; 
V C L A S S ( s h o r t c l , short c2 ) { 
1 - c l ; h - c2; 
freearg -
( D T Y P E * ) c a l l o c ( h - 1 + 1 , s i z e o f ( D T Y P E ) ) ; 
i f ( f reearg = N U L L ) 
mainerrorC'Memory er ror : vec to r" ) ; 
data » freearg - 1; 
^ errmsg » N U L L ; 
~ V C L A S S ( ) { 
f ree ( f reearg ) ; 
) ; 
D T Y P E get(short x ) { 
return data [x ] ; 
} 
void set (shor t x, D T Y P E v a l ) { 
data[x] • v a l ; 
} 
void incr fshor t x ) { 
++(data[x]); 
) 
pr ivate : 
char E R R [ 1 0 0 ] ; 
D T Y P E * f reearg; 
} ; 
#undef M C L A S S 
#undef V C L A S S 
#undef DTYPE 
#endif 
A . 5 . 4 DATA TYPES HEADER 
Final ly , th i s section reproduces a header con ta in ing def in i t ions for 
of ten-used data s t ructures , and abbreviated data-types. 
# i f I d e f i n e d ( D A T A T Y P E S ) 
•def ine D A T A T Y P E S 
• inc lude <stdio.h> 
•def ine mainerror(a) { p r i n t f ( ( a ) ) ; \ 
p r i n t f C \ n T e r m i n a t i n g . \ n " ) ; \ 
ex i t (OxFEC); } 
typedef unsigned char use; 
typedef unsigned short u s s ; 
typedef unsigned long u s l ; 
s t ruc t char_coord{ 
char i p ; 
char j p ; 
•endi f 
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C++ Code: Levenberg-
Marquardt Non-Linear 
Fitting 
B.1 I N T R O D U C T B O N 
This rou t ine was used for bo th the f i t t i n g of a step f u n c t i o n to 
prof i lometer data (section 7.2.6) and f i t t i n g of grain size d i s t r ibu t ions (i.e. 
Rayleigh funct ions) t h roughou t th i s work . A rigorous der ivat ion is ou t of the 
scope of t h i s work , and only the resul ts of interest w i l l be reproduced. A 
complete der ivat ion is give by Press et al.' 
£3 
D V, 
* W. H. Press, S. A. Teuko lsky , W. T. Vet te r l ing and B. P. F lannery "Numer ica l Recipes in C: The 
Ar t of Scient i f ic C o m p u t i n g - 2 n d Ed i t ion" (Cambridge Univers i ty Press, 1992) 
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B . 2 T H E L E V E N B E R G - M A R Q U A R D T M E T H O D 
The basis of the me thod is to solve the m a t r i x equat ion, 
M 
£ a ' H 8 a , = p f c , (B . l ) 
for 8a, , w h i c h is a ma t r ix , a, conta in ing augmentat ions to the parameters of 
the equat ion to be f i t t ed . M is the number of independent variables i n the 
equat ion to be f i t t ed . The m a t r i x a' is given by: 
av. = 0^ . ( 1 + (B.2) 
where A. is a non-d imens iona l 'fudge-factor ' , and, 
(B.3) 
The matrices a and P are the s l ight ly modi f ied gradient and Hessian of the 
chi-squared f u n c t i o n for a f u n c t i o n w i t h parameters a: 
y,: - y ( x , ; a ) 
X 2 (a) = I 
1=1 
(B.4) 
where x and y are the data points being f i t t ed to, and a is their s tandard 
deviat ion. This gives, 
= _ l < r f _ = jjyi - t / (*, ;a) ]ay(x, ;a) 
2 da k i=l CT, dal 
(B.5) 
and , 
a M = 
1 dr 
k l 2 dakda, j-f a 2 
-Z- da. da,dak (B.6) 
I t is u sua l , t h o u g h , to ignore the second t e r m i n a f c ( as i t does no t s igni f icant ly 
affect the model , giving: 
aM=i4-[ a^ ; a ) 9 ylX f ; < l )l <B-7) dak 
The technique for u s ing these equations proceeds as fol lows: 
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a) The p rogram is in i t ia l i sed by calcula t ing a value for x 2 ( a ) f ° r a*1 
arb i t ra ry value of A. 
b) Equa t ion B . l is solved for 5a, and x 2 ( a + 8a) f o u n d . 
c) I f x 2 (a + 8a) >= x 2 ( a ) ( i e - the new value is worse t h a n the old), X is 
increased by a factor of, say, ten, and the program iterates. 
d) I f x 2 ( a + 8a) < x 2 ( a ) ( i - e - the new value is better t h a n the old), X is 
decreased by a factor of ten , and the program iterates b u t w i t h a 
replaced by a + 5a. 
The p rogram iterates u n t i l the desired tolerance i n the change i n ch i squared 
f r o m one i t e ra t ion to the next is reached. 
B . 3 T H E C O D E 
The code fal ls in to fou r parts: The m a i n class, w h i c h per forms the 
f i t t i n g and associated header f i le ; the driver rou t ine (in th i s case tha t for 
f i t t i n g step func t ions) ; the ac tua l func t ions to be f i t t ed , and; the m a t r i x solving 
rout ine . Each is discussed and reproduced i n t u r n below along w i t h a simple 
f i le I / O rou t ine used. 
B.3 .1 T H E DRIVER ROUTINE 
The driver rou t ine reproduced here is tha t used for f i t t i n g the step 
func t i ons def ined i n a fo l lowing section (B.3.4). No pars ing of c o m m a n d l ine is 
per formed. 
• I n c l u d e " l e v m a r . h " 
• i n c l u d e < s t d i o . h > 
• i n c l u d e " o a t a G e t . h " 
// 
v o i d m a i n ( i n t a r g c , c h a r * a r g v [ ] ) { 
u s s .np t = - 1 ; 
' ' u s s it; 
F I L E * f p ; 
f l o a t xmin = l e 3 8 F , xmax = - l e 3 8 F ; 
f l o a t yrain = l e 3 8 F , ymax = - l e 3 8 F ; 
/ / D e c l a r a t i o n s o f t h e f u n c t i o n t o be f i t t e d , 
f l o a t . s i g m o i d C f l o a t x q , f _ v e c t o r * p ) ; 
/ / . . . a n d i t s d e r i v a t i v e 
f l< o a t s i g d e ' r i v ( f l o a t x q , u s e n , f _ v e c t o r * ' p ) ; 
/ / H a t r i x i i n t o . w h i c h t h e a b o v e f u n c t i o n s ' 
/ / v a r i a b l e s w i l l be p u t 
f _ v e c t o r * a = new f _ v e c t o r ( l , 4 ) ; 
/ / M a t r i x i n t o w h i c h t h e d a t a t o be 
/ / f i t t e d w i l l b e p u t 
f j i a t r i x * d a t ; 
/ / L o a d d a t a f r o m f i l e 
d a t = L o a d _ D a t a ( a r g v [ l ] , ' 3 , 0 , T A B , 1 ) ; 
np t = d a t - > h r ; 
/ / G e t min 4 max v a l u e s f o r i n i t i a l v a l u e s 
/ / o f c o e f f i c i e n t s . A l s o s e t S i g m a v a l u e s t o u n i t y 
f o r ( i = 1; i-<=> n p t ; + + i ) { 
d a t - > s e t ( x , i , d a t - > g e t ( x , i ) / 1 0 0 0 ) , 
d a t = > s e t ( s , i , ( f l o a t ) l . O F ) ; 
i f ( d a t - > g e t ( x , i ) > xmax) 
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xmax » dat->get(x, i ) 
i f (dat ->get (x , i ) < xmin) 
xntin • dat->get(x, i ) 
i f (dat->get(Y, i ) > ymax) 
ymax « dat->get(Y, i ) 
i f (dat ->get (Y , i ) < ymin) 
ymin « dat->get(Y, i ) 
/ / S e t i n i t i a l v a l u e s f o r v a r i a b l e s 
a - > s e t ( l , (xmax - x m i n ) / 2.0F ) ; / / x O 
a - > s e t ( 2 , ymin);//y0 
a - > s e t ( 3 , ymax - y m i n ) ; / / a 
a - > s e t ( 4 , 1 . 0 F ) ; / / b 
/ / n i t i a l i s e t h e f i t t i n g c l a s s 
l e v m a r q * l m a new l e v m a r q O ; 
/ / P a s s t h e f i t t i n g c l a s s t h e d a t a , t h e p a r a m e t e r s 
/ / a n d t h e f u n c t i o n ( a n d i t s d e r i v a t i v e s ) t o f i t 
l m - > s e t _ d a t a ( d a t ) ; 
1 m - > s e t _ v a r s ( a ) ; 
l m - > s e t _ f u n c t i o n s ( s i g m o i d , s i g d e r i v ) ; 
/ / I t e r a t e t h e f i t t i n g r o u t i n e u n t i l 
/ / t o l e r a n c e i s r e a c h e d 
d o { 
1 m - > i t e r a t i o n O ; 
}wh i1e ( lm->ch id i f f > 0 11 l m - > c h i d i f f < -0.01) 
d e l e t e 1m; 
d e l e t e d a t ; 
/ / P r i n t t h e p a r a m e t e r s t o f i l e 
f p : - f o p e n ( a r g v [ 2 ] , " w " ) ; 
i f ( f p — N U L L ) m a i n e r r o r ( " o u t p u t f i l e e r r o r " ) 
f p r i n t f ( f p , " x 0 : \ t y 0 : \ t a : \ t b : \ n " ) ; 
f p r i n t f ( f p , " * f \ t X f \ t X f \ t X f " , 
a - > g e t ( l ) , a - > g e t ( 2 ) , a - > g e t ( 3 ) , a - > g e t ( 4 ) ) ; 
f c l o s e ( f p ) ; 
d e l e t e a ; 
B . 3 . 2 T H E FITTING CLASS 
This section reproduces the m a i n f i t t i n g class and associated rout ines . 
• i n c l u d e " l e v m a r . h " 
/ / 
/ / C o n s t r u c t o r 
l e v m a r q : : l e v m a r q ( ) { 
xy » N U L L ; 
a « N U L L ; 
np « 0; 
n a - 0; 
yq - N U L L ; 
dyda - N U L L ; 
a l p h a = new f _ m a t r i x ( l , n a , 1, n a ) ; 
b e t a - new f _ v e c t o r ( l , n a ) ; 
i s F i r s t - t r u e ; 
lamda » 0.001F; 
} 
// 
/ / T h e f o l l o w i n g t h r e e f u n c t i o n s a r e c a l l e d t o s e t 
/ / p o i n t e r s t o t h e d a t a a r r a y , v a r i a b l e a r r a y , a n d 
/ / f u n c t i o n s ( a n d d e r i v a t i v e s ) t o be f i t t e d . 
v o i d l e v m a r q : : s e t _ d a t a ( f _ m a t r i x a d a t ) { 
x y - d a t ; 
np - d a t - > h r ; 
} 
v o i d l e v m a r q : : s e t _ v a r s ( f _ v e c t o r * v a r s ) { 
a - v a r s ; 
na - v a r s - > h - v a r s - > l + 1; 
} 
v o i d l e v m a r q : : s e t _ f u n c t i o n s ( 
f l o a t (*f)(f1oat, f _ v e c t o r * ) , 
f l o a t ( * d f d a ) ( f l o a t x , u s c n , f _ v e c t o r * ) ) { 
yq - f ; 
d y d a - d f d a ; 
} 
/ / — -
/ / D e s t r u c t o r 
l e v m a r q : : - l e v m a r q ( ) { 
d e l e t e a l p h a ; 
d e l e t e b e t a ; 
} 
/ / — -
/ / C a l l e d f o r e a c h i t e r a t i o n 
v o i d l e v m a r q : : i t e r a t i o n ( ) { 
i n t i ; 
/ / I n t h e f i r s t i t e r a t i o n , c h e c k n e c e s s a r y h a s 
/ / b e e n I n i t i a l i s e d , a n d c a l c u l a t e s t a r t i n g v a l u e s , 
i f ( I s F i r s t ) { 
i f ( xy — N U L L 
a « - N U L L 
np — 0 
n a — 0 
yq == N U L L 
d y d a — N U L L ) 
m a i n e r r o r ( " L M v a r i a b l e u n s e t . " ) 
c a 1 c _ c h i s q ( ) ; 
c a l c _ c o e f f s ( ) ; 
a u g m e n t ( ) ; 
I s F i r s t - f a l s e ; 
/ / D e f i n e w o r k i n g s p a c e 
f _ v e c t o r * d a « n e w f _ v e c t o r ( l , n a ) ; 
/ / S o l v e t h e e q u a l t i o n 
m _ s o l v e ( a l p h a , b e t a , d a , n a ) ; 
/ / Add new v a l u e s t o o l d 
f o r ( i - 1; i < - n a ; ++1) 
a - > s e t ( i , a - > g e t ( i ) + d a - > g e t ( i ) ) ; 
/ / S t o r e o l d v a l u e o f c h i s q u a r e d a n d 
/ / c a l c u l a t e new v a l u e . 
p c h i s q ~ c h i s q ; 
c a l c c h i s q Q ; 
c h i d i f f » c h i s q - p c h i s q ; 
/ / I f f i t i s worse, take old lamda values out 
/ /o f alpha, increase lanida, and return parameters 
/ / to original. Re-augment alpha with 
//new lamda value. 
i f (chisq >= pchisqH 
deaugmentO; 
lamda * • 10; 
for (i - 1; i <- na; ++i) 
a->set(i, a->getO) - da->get(i)); 
chisq » pchisq; 
augmentO; 
/ / I f f i t i s better, reduce lamda, keep the 
//current parameter values and in i t i a l i se 
/ /variables for the next loop. 
else{ 
lamda / - 10; 
ca1c_coeffs(); 
augmentO; 
1 
d e l e t e d a ; 
// 
/ / S u b r o u t i n e t o c a l c u l a t e v a l u e s f o r a l p h a a n d b e t a 
v o i d l e v m a r q : : c a l c _ c o e f f s ( ) { 
u s c i , j ; 
u s s k ; 
f l o a t g r a d , s i g s q ; 
/ / s e t m a t r i c e s a l p h a a n d b e t a t o z e r o 
f o r ( j - 1; j <= n a ; + + j ) { 
f o r ( i - 1; i <= n a ; i + + ) 
a l p h a - > s e t ( i , i , 0.0); 
b e t a - > s e t ( j , 0.0); 
} 
/ / c a l c u l a t e t h e v a l u e s o f u p p e r t r i a n g u l a r 
/ / m a t r i x e l e m e n t s . 
f o r ( k m l ; k < - n p ; + + k ) { 
s i g s q - x y - > g e t ( S , k ) * x y - > g e t ( S , k ) ; 
f o r ( j - 1; a <= n a ; ++j){ 
?r a d - d y d a ( x y - > g e t ( X , k ) , j , a ) ; o r (1 - 1; i < - j ; ++1) 
a l p h a - > s e t ( 
i , j , a l p h a - > g e t ( i , j ) + g r a d * 
( d y d a ( x y - > g e t ( x , k ) , i , a ) / s i g s q ) ) ; 
b e t a - > s e t ( 
j , b e t a - > g e t ( j ) + ( x y - > g e t ( Y , k ) 
t ( x , k ) , a ) ) * ? g 
} 
y q ( x y - > g e t ( x , " k ) , a ) )  ( r a d / s i g s q ) ) ; 
} 
/ / C o p y u p p e r t r i a n g u l a r t o l o w e r 
f o r ( 3 , 1 
1 » 1 + 1 : 1 <" n a : 1++) 
D ) ; 
j <» n a ; + + j ) 
f o r ( i  j+1; i < - n a ; i + + ) 
a l p h a - > s e t ( i , j , a l p h a - > g e t ( j , 
/ / • 
/ / s u b r o u t i n e f o r c a l c u l a t i n g C h i s q u a r e d 
v o i d l e v m a r q : : c a l c _ c h i s q ( ) { 
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uss k; 
f loa t delta_y; 
ch isq - 0; 
for (k » 1; k <- np; ++k){ 
delta_y = (xy->get(Y, k)-yq(xy->get(x, k ) , a ) ) ; 
chisq +» delta_y * delta_y / 
(xy->get(s, k) * xy->get(S, k ) ) ; 
// 
/ / s u b r o u t i n e s to augment or de-augment 
/ / a l p h a with lamda values 
void levmarq::augment(){ 
in t i ; 
for ( i - 1; 1 <= na; ++i) 
a1pha->set( i , i , a lpha->get ( i , i ) *(1 + lamda)); 
void levmarq::deaugment(){ 
in t i ; 
for ( i - 1; 1 <• na; ++i) 
a lpha->se t ( i , i , a lpha->get( i , i ) / ( l + lamda)); 
B . 3 . 3 T H E FITTING CLASS HEADER 
The following code contains the class definition for the routines in the 
above section. Some other types are also defined. 
# i f !def ined(LEVMARHEAD) 
•def ine LEVMARHEAD 
#define FLOAT_DATA 
• inc lude "matr ix.h" 
enumfx = 1 , Y , S } ; 
c l a s s levmarq{ 
pub!i c : 
levmarqO; 
~levmarq(); 
void i t e r a t i o n O ; 
void levmarq::set_data(f_matrix *da t ) ; 
void levmarq: :set_vars( f_vector * v a r s ) ; 
void levmarq::set_funct ions( 
f loat ( * f ) ( f l o a t , f_vector * ) , 
f loa t ( *d fda) ( f loat x, use n, f_vector * ) ) ; 
f loa t c h i d i f f ; 
p r iva te : 
f loat lamda; 
f_vector * a ; 
use na; 
uss np; 
f_matnx *xy; 
void c a l c _ c o e f f s ( ) ; 
void c a l c c h i s q O ; 
f loa t ( *dyda) ( f loat , use, f_vector * ) 
f loat ( *yq ) ( f loa t , f_vector * ) ; 
f_matrix ' a l p h a ; 
f_vector *beta; 
void augmentO; 
void deaugment(); 
void p r i n t _ a s ( ) ; 
f loa t pchisq, ch isq; 
bool i s F i r s t ; 
f r iend bool m_solve(f_matrix 
} ; 
#endif 
f_vector * , 
f_vector * , i n t ) ; 
B . 3 . 4 T H E FUNCTIONS 
The following functions return the step function to be fitted and the 
partial derivatives. Although a numerical means to calculate derivatives can 
be used, for a simple function such as this it is as easy to supply the function. 
•def ine FLOAT_OATA 
• inc lude "matrix.h" 
• inc lude <math.h> 
•def ine xO (double) p->get(x0) 
•def ine yO (double) p->get(Y0) 
•def ine a (double) p->get(A) 
•def ine b (double) p->get(B) 
const f loa t float_max « 3.402823466e+38F; 
enum{xO-l ,YO,A,B); 
// -
f l o a t sigmoid(f loat xq, f_vector »p){ 
double r v a l ; 
rval •> exp((x0 - (double) xq) / b ) ; 
rva l = a / ( rva l + 1 ) ; 
rval +» yO; 
return ( f l o a t ) r v a l ; 
} 
// 
f loa t s i g d e r i v ( f l o a t xq, use n, f_vector *p ) { 
double r v a l ; 
double E ; 
rval = 1.0; 
i f (n == YO) goto out; 
E - exp((x0 - (double) xq) / b ) ; 
rval / - (1 .0 + E ) ; 
i f (n — A ) goto out; 
rval * - ( -E / b * a / (1 .0 + E ) ) ; 
i f (n •» xO) goto out; 
rval *= ( ( (double)xq - xO) / b ) ; 
out: 
return ( f l o a t ) r v a l ; 
B . 3 . 5 T H E AAATRIX SOLVER 
This routine solves a matrix equation by simple elimination. Although 
not fast, it is very stable. 
• i n c l u d e "dtype.h" •def ine DOUBLE_DATA 
•de f ine F L O A T _ D A T A • inc lude "matrix.h" 
• i n c l u d e "matr ix .h" • inc lude <math.h> 
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/ / — — 
/ / R o u t i n e to so lve a matrix equation by simple 
/ / e l i m i n a t i o n , returning the boolean value 
/ / ' t r u e ' to i n d i c a t e s u c e s s . 
boo! m_solve(f_matrix *A, f_vector * B , 
f_vector *Q, in t s z ) { 
in t i , j , k ; 
double d iv fac ; 
double temp ; 
in t maxpos; 
double maxval; 
d jna t r ix * I « new d_matr ix( l , s z , 1 , s z ) ; 
d_vector * S • new d_vector ( l , s z ) ; 
for ( i M 1 ; i <- s z ; ++i)( 
for ( j - 1 ; i <- s z ; ++]) . 
i - > s e t ( i , J , (double) A->get( i , : ) ) ; 
S - > s e t ( i , (double) B->get ( i ) ) ; 
} 
for (1 - 1 ; i <- s z - 1 ; ++i){ 
maxval = 0 . 0 ; 
for ( i « i ; j <= s z ; ++j){ • , „ 
i f ( ( f l o a t ) f a b s ( ( f l o a t ) i ->get ( i , 3 ) ) > » 
maxval){ 
maxval - ( f l o a t ) f a b s ( ( f l o a t ) i - >ge t ( i , j ) ) ; 
maxpos = j ; 
> } 
i f (maxval —> 0 . 0 ) return f a l s e ; 
for (J • 1 ; J <- s z ; ++j){ 
temp - l - >ge t ( ] , maxpos); 
l - > s e t ( i , maxpos, l - > g e t ( j , i ) ) ; 
l - > s e t ( 3 , i , temp); 
) 
temp p s->get(maxpos); 
S->set(maxpos,S->get( i ) ) ; 
S - > s e t ( i , temp); 
for ( j • 1+1; j <- s z ; + + 3 ) { 
i f ( i - > g e t ( i , j ) = = 0 ) continue; 
i f ( l - > g e t ( i , j ) ! - l - > g e t ( i , i ) ) { 
d iv fac - l ->get ( i , j ) / I - > g e t ( i , i ) ; 
for (k » i ; k <- s z ; ++k) 
l ->set (k , j , l ->get(k, 1 ) / d i v f a c ) ; 
s - > s e t ( 3 , s - > g e t ( 3 ) / d i v f a c ) ; 
for (k - i ; k <« s z ; ++k) 
l ->set (k , j , l ->get(k, j ) - l ->get(k, i ) ) ; 
s - > s e t ( j , s ->get (3 ' ) - S - > g e t ( D ) ; 
for (1 - s z ; i >- 1; - 1 ) { 
temp - 0 ; 
for ( j « i+1; j <= s z ; + + 3 ) 
temp +» s - > g e t ( i ) * i - > g e t ( j , 1 ) ; 
S - > s e t ( i , (S->get (1 ) - temp) / l ->get (1 , O ) ; 
for ( i - s; 
Q->set(1 
return t rue; 
} 
i 1 > » 1 ; - - i ) { 
( f l o a t ) s - > g e t ( i ) ) ; 
B . 3 . 6 F I L E I / O HEADER 
This header defines functions for file I / O . 
•def ine FLOAT_DATA 
• inc lude "matrix.h" 
•def ine A S C I I _ L F 1 0 
enum del imi ters { T A B , COMMA}; 
const char del ims[2] [4] = { " * e \ t " , "96e,"}; 
/ / —-
f_matrix * Load_Data(char *fname, use columns, 
use ignore, de l imi ters del in 
use o s ) { 
i n t n - 0 ; 
i n t i - 0 , 3 ; 
f loa t tmpfloat; 
F I L E *fp » fopen(fname,"r"); 
i f (fp — N U L L ) 
mainerror ("F i le e r ror : load_data") 
while ( ! f e o f ( f p ) ) { 
i f ( f g e t c ( f p ) » - A S C I I _ L F ) ++n; 
n - « ignore + 1 ; 
rewind(fp); 
whi le( ignore !» 0 ) { 
i f ( fgetc ( fp ) — A S C I I _ L F ) 
1 f . ( + + 1 « • ignore) break; 
f p r i n t f ( f p , 3 
"SSe\n": de l i 
} 
f c lose ( f p ) ; 
data->hc ? 
mstdelim], tmpfloat) ; 
f j n a t r i x * loca lda t - new f_matrix 
(os , n - 1 + os , 1 , columns); 
for (1 » os; i <» n - 1 + os; ++i) 
for (3 = 1 ; 3 <» columns; ++j){ 
f s c a n f ( f p , 3' columns ? 
%e\n": delirasCdeliml, i tmpf loat ) ; 
loca lda t ->se t (q , i , tmpfloat); 
loca lda t ->ge t (3 , 1 ) ; 
f c l o s e ( f p ) : 
return loca lda t ; 
/ / — — 
void save_oata(char "fname, f_matrix ' d a t a , 
de l imi ters del im){ 
in t n - - 1 ; 
in t i - 0 , 3'; 
f loa t tmpfloat; 
F I L E * fp - fopen(fname,"w"); 
i f (fp — N U L L ) 
mainerror( F i l e e r ror : Save_Oata. ) ; 
for (1 » data-> l r : i <- data->hr; ++i) 
for ( i • data -> lc ; 3 <= data->hc; ++3H 
tmpfloat - data->get ( j , 1 ) ; 
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Appendix 
C++ Code: Deposition 
Model 
C.1 INTRODUCTION 
This chapter reproduces the code for the deposition model described 
and used in chapter 9. As with previous appendices, the full code is 
reproduced, excluding some utility routines given in section A.5. Annotations 
to the code are more abundant for the more relevant parts of the program. 
C . 2 T H E D R I V E R R O U T I N E 
The following code consists of four subroutines. The main routine, first 
calls Sort_Params to parse the command-line parameters, and then repeatedly 
calls the model class to generate new layers. The subroutine NextName simply 
increments the string which stores the output name for the next layer image 
file, by means of increment_string. What is, perhaps, unclear from the code 
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is that the attachment probability parameter is the integer logio of the 
probability required. 
• inc lude "ggmod.h" 
•def ine D E F _ M O D S I Z E 200 
•def ine DEF_MOOHEIGHT 20 
•def ine D E F _ N O _ L A Y E R S 100 
/ /Main d r i v e r rout ine . 
void raain( in t argc, char * a r g v [ ] ) { 
gg_model *model; 
Bitmap *bmp; 
uss MOOSIZE; 
use MOOHEIGHT; 
char P_ATTA; 
use G_AREA; 
USS NO_LAYERS; 
char *outpath; 
char fu l lpa th [500] ; 
uss LayersDone = 0; 
void sort_Params(int argc, char * * a r g v [ ] , 
char * l outpa th , uss * M O O S I Z E , 
USC *MOOHEIGHT, use *G_AREA, 
char «P_ATTA, uss « N O _ L A Y E R S ) ; 
void NextName(char *outpath, char f u l l p a t h [ ] ) ; 
/ / P a r s e command l i n e . 
sort_Params(argc, &argv, Aoutpath, &MOOSIZE, 
4MOOHEIGHT, 4G_AREA, &P__ATTA, 
4 N 0 _ L A Y E R S ) ; 
/ / i n i t i a l i s e model with parameters, 
model - new gg_model(M0DSIZE, MOOHEIGHT, 
G_AREA, P_ATTA); 
/ / S a v e these parameters to the ouput d i r e c t o r y , 
model->saveparams(outpath, "pararas.txt"); 
p r in t f ( "Creat ing f i r s t l a y e r . . A n " ) ; 
whi1e(true){ 
/ /Main c a l l to get next complete model l a y e r , 
model->get_next_layer(&bmp); 
/ / c h e c k that model has not run out of space, 
i f (bmp — N U L L ) break; 
/ /Output l a y e r to bitmap of incremented name. 
Ne xtName (outpath, fu l 1 path) ; 
bmp->save(ful 1 path) ; 
pr intf ("outputted ) ; 
p r i n t f ( f u l l p a t h ) ; 
p r i n t f ( " \ n " ) ; 
Layersoone++; 
/ / I f model i s complete, terminate, 
i f (Layersoone >- 100) 
model-vterminateO i 
/ / -
/ / T h i s routine increments and cons t ruc ts the 
/ /output f i lename. 
void NextName(char 'ou tpa th ,char f u l l p a t h [ ] ) { 
char tmp[500]; 
void increment s t r i n g ( c h a r " f i l e n a m e , use epos) ; 
s t a t i c char "filename - "00000000"; 
const char *extn - ".bmp"; 
increment_string(4fi lename, 1 ) ; 
s t rcpy Ctmp, outpath); 
strcat ( tmp, fi1ename); 
strcatf tmp, ex tn ) ; 
s t rcpyCfu l lpa th , tmp); 
/ / R e c u r s i v e routine to increment the f i lename, 
void increment_str ing(char **fi1ename, use cpos){ 
( • ( • f i lename + (8 -cpos) ) ) — ' 9 ' ? 
( • ( • f i lename + (8 -cpos ) ) ) - ' 0 ' : 
++(*(*filename + ( 8 - c p o s ) ) ) ; 
i f ( ( * ( * f i lename + (8 -cpos ) ) ) 
increment_st r ing( f i len 
/ /command-line p a r s e r . 
0 ' ) 
epos + 1 ) ; 
void sort_Params( int a r g c , char * » a r g v [ ] , 
char " o u t p a t h , uss * M 0 0 S I Z E , 
USC *MODHEIGHT, USC * G _ A R E A , 
char * P _ A T T A , uss * N O _ L A Y E R S ) { 
in t i ; 
use c l , c 2 ; 
•outpath . N U L L ; 
• M O D S I Z E » 0; 
•MOOHEIGHT . 0; 
*N0_LAYERS - 0; 
*P_ATTA - 1; 
• G _ A R E A - 0; 
i f (argc 1 ) mainerror("output path " 
" requ i red . " ) ; 
•outpath - ( a r g v [ 0 1 [ l ] ) ; 
i f (s t r len( *outpath) — 0) 
mainerrorC'Output path i s a " 
"zero length s t r i n g . '); 
for ( i » 2; i 
i n t itmp; 
char ctmp; 
use usctmp; 
argc - 1 ; ++i){ 
e l « ' a r g v C O l [ i ] ; 
i f ( e l ! - 7 ) mai 
c2 - * ( a r g v [ 0 ] [ i ] + 1 ) ; 
switch (c2 ) { 
case ' s ' : 
case ' S ' : 
itmp - a t o i ( a r g v [ 0 ] [ i ] + 2 ) ; 
•MOOSIZE - (uss ) itmp; 
i f (itmp < 10 11 itmp > 250) 
mainerror 
("The model s i z e ( / s ) must" 
"be between 10 and 250 . " ) ; 
break; 
ne r ro r ( " lnva l id Argument."); 
case ' h ' : 
case ' H ' ; 
usctmp <* a t o i ( a r g v [ 0 ] [ i ] 
•MODHEIGHT = usctmp; 
2 ) ; 
i f (usctmp < 0 | | usctmp > 50) 
mainerror ("Model height ( /h ) 
"between 5 and 50.' 
break; 
must l i e 
) ; 
case o : 
case ' O ' : 
itmp - a t o i ( a r g v [ 0 ] [ i ] + 2 ) ; 
*NO_LAYERS = itmp; 
i f (usctmp < 0 | | usctmp > 5000) 
mainerror ("Output Layers ( /0 ) must l i e 
"between 1 and 5000.") ; 
break; 
case ' g ' : 
case 6 ' : 
usctmp = (use) a t o i ( a r g v [ 0 ] [ i ] + 2 ) ; 
*G_AREA - usctmp; 
i f ( *G_AREA <= 0 I I *G_AREA > 250) 
mainerror ("Grain Size must be " 
"between 1 and 250 ." ) ; 
break; 
case ' a ' : 
case ' A ' : 
ctmp - (char) a t o i ( a r g v [ 0 ] [ i ] + 2 ) ; 
* P _ A T T A - ctmp; 
i f ( * P _ A T T A > 0) 
mainerror (Attachment probabi l i t 
break; 
cannot be > 1 ( i . e . 1 0 M 0 . " ) ; 
defaul t : 
mainerror (" lnval id Argument." 
"use / ? for h e l p . " ) ; 
} 
i f (*outpath — NULL) 
mainerrorC'Output path requ i red . " ) ; 
i f (*MOOSIZE — 0) 
•MOOSIZE - DEF_MOOSIZE; 
i f (•MOOHEIGHT " 0) 
•MOOHEIGHT • OEF_MODHEIGHT; 
i f (*NO_LAYERS — 0) 
*NO_LAYERS » DEF_NO_LAYERS; 
i f (*P_ATTA -= 1) 
mainerror ("Attachment probabi l i ty requ i red . " ) ; 
i f (*G_AREA == 0) 
mainerror ("Grain s i z e must be s p e c i f i e d . " ) ; 
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C . 3 T H E AAAIN M O D E L C L A S S 
This section is dedicated to the modelling class that performs the 
simulation itself. It consists of a number of different subroutines. 
#include "ggmod.h" 
/ / C o n s t r u t o r : i n i t i a l i s a t i o n of program and growth 
/ / s p a c e with program parameters, ana a l s o seeding 
/ / o f subst ra te with n u c l e i , 
gg.model::gg_model(uss MS, use MH, 
use GS, char PA){ 
Modsize - MS; 
ModHeight - MH; 
P_Atta - PA; 
G_jvrea » Gs; 
Modellnactive - f a l s e ; 
MaxLayer - 0; 
gr id » short3dgrid(0, ModHeight + 1, 0, 
Modsize - 1, 0, Modsize - 1 ) ; 
f i l l e d -
( u s l * ) ca11oc((ModHeight + 2 ) , s i z e o f ( u s l ) ) ; 
i f ( f i l l e d — NULL) 
malnerrorC'Memory e r r o r in " 
"constructor: gg j iode l . ' ) ; 
g e t _ s u r r s ( ) ; 
op_bi»p - new bitmap(Mods1ze, Modsize, B M P _ 2 4 B I T ) ; 
s e e d O ; 
/ / 1 f the p a r t i c l e w i l l a t tach, and 
//moves i t i f not ( ' m i g r a t e ' ) . 
wh i le ( t rue ) { 
/ /Drops the p a r t i c l e through ' f ree space' 
/ / u n t i l i t h i t s a f i l l e d space. 
wni le (cp.z > 1 ) { 
i f (g r id tcp .z - 1 ] [ c p . x ] [ c p . y ] — 0) 
- - c p . z ; 
e lse 
break; } 
chance - rndOK) ; 
/ / C a l c u l a t e s probabi l i ty of attachment, 
/ / and t e s t s i t against chance' ; r f i t 
/ / a t t a c h e s , i t ' s posi t ion i s reg is tered , 
i f (chance < b ind(*nolocal ) 
44 exp_chance(P_Atta)){ 
i f (nolocal »» 0) mainerror ( " A r s e s " ) ; 
g r i d r c p . z ] [ c p . x ] [ c p . y ] - no loca l ; 
+ + f i l i e d [ c p . z ] ; 
i f (cp .z > MaxLayer) MaxLayer - c p . z ; 
break; 
} 
wanderQ; 
/ /Rout ine to seed nuc le i in f i r s t l a y e r , 
void gg juodel : :seed( ) { 
uss I ; 
uss nograin • (uss ) ( ( f l o a t ) 
(Modsize * Modsize) / ( ( f l o a t ) G_Area)); 
for ( i - 1; i <» nograin; ++i)( 
do{ 
generate_new(); 
}whi le( g r i d f l ] [ c p . x ] [ c p . y ] ! - 0 ) ; 
g r i d [ l ] [ c p . x ] [ c p . y ] 
} 
f i l l e d [ l ] - nograin; 
/ / t e s t s i f the array i s f i l l e d up. 
i f (MaxLayer - » ModHeightM 
Modellnactive - t rue; 
return; 
) 
/ / t e s t s whether a layer has been completed, 
i f ( f i l l e d m >= 
( u s l ) Modsize * ( u s l ) ModSizeM 
return; 
J 
/ / P u b l i c c l a s s member c a l l e d to get another 
/ /complete l a y e r , i t a l s o t e s t s to see 
/ /whether the model should f i n i s h , 
void ggjnodel::get_next_layer(bitmap **rt_bmp)[ 
i f ( iModel Inact ive) 
a c t i v e ] a y e r ( ) ; 
i f (MaxLayer - » 0 ) { 
*rt_bmp - (bitmap * ) NULL; 
bottom_layer_to_bmp(); 
*rt_bmp - op_bmp; 
) } 
/ / P u b l i c rout ine to terminate model, 
void gg_model: : temrinate( ) { 
Modellnactive - t rue; 
} 
/ /Main subrout ine: Introduces s p e c i e s u n t i l a 
/ /complete l a y e r i s formed, then re turns , 
void g g j n o d e l : : a c t i v e l a y e r ( ) { 
i n l i n e boo! exp_chance( char n ) ; 
f loa t chance; 
uss n o l o c a l ; 
uss no - 0; 
/ / E a c h i t e r a t i o n in t h i s loop represents a 
/ /new p a r t i c l e 
wh i le ( t rue ) { 
generate_new(); 
/ / E a c h i t e r a t i o n of t h i s loop checks to see 
/ / c a l c u l a t e s binding p r o b a b i l i t y , and the 
/ / g r a i n to which the s p e c i e s w i l l a t t a c h , 
f loa t gg_model::bind(uss *no1ocal ) { 
use n,m; 
bool gotone - f a l s e ; 
uss tmp.gno; 
uss loc_gno[261; 
f loa t loc_bind[26] ; 
use grains_so_far - 0; 
use pos; 
/ / Following constant ONLY v a l i d for 
//BINDDROPOFF » 2; 
const f loa t D I V _ F A C » 13 .OF + ( 2 . O F / 3 . O F ) ; 
f l o a t tot_bind - 0, tmp_bind - 0.0; 
/ / Z e r o matrices which store the binding from 
/ / e a c h gra in , and the number of each, 
for (n - 0; n <- 25; ++n){ 
loc_gno[n] » 0; 
loc_bind[n] » 0 .0F; 
} 
/ / O f f s e t for i t e r a t i n g through the neighbours: 
/ / e l i m i n a t e s d i rec t iona l e f f e c t s 
use os - (use) (26.OF * r n d O K ) ) ; 
•nolocal - 0; 
/ / I t e r a t e s through the 26-neighbours. 
for (n - 0; n <» 25; ++n){ 
pos - (n + os) * 26; 
tmp_gno » gr id [cp.z + sur rs3d[pos] . z ] 
[getpos(cp.x + sur rs3d[pos] .x ) l 
[getpos(cp.y + s u r r s 3 d [ p o s ] . y ) J ; 
/ / T e s t s i f t h i s type of neighbour has so fa r 
/ /been encountered, and updates the binding 
/ / term i f i t h a s . . . 
for (m - 0; m <» grains_so fa r ; ++m) 
i f (tmp_gno » - "oc_gno[m]){ 
loc_bind[m] +» bind_ten»[pos]; 
break; 
} 
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II...and creates a new record for 
/ / t h a t type i f not 
i f (in > g ra ins_so_far ) { 
++g ra i ns_so_fa r; 
loc_gno[grains_so_far] = tmp_gno; 
1ocJrind[m] = bind_term[pos] ]  
} 
tmp_bind - 0 .0 ; 
/ /works out h igest binding gra in , 
/ / and total binding, 
for (m - 0; m <- gra ins_so_far ; +tm){ 
i f (loc_gno(i»] — 0) 
continue; 
i f (loc_bind[m] > tmp_bind){ 
tup_bind « 1oc_bind[m]; 
tsip_gno - loc_gno[mj; 
tot_bind += loc_bind[m]; 
/ /Re turns above two f igures , 
"nolocal - tmp_gno; 
return tot_bind / D I V . F A C ; 
/ /Moves spec ies one step i n random d i r e c t i o n , 
/ / a f t e r t e s t i n g i f that square i s empty, 
void gg_model::wander(){ 
use I ; 
scoord3d trap - cp; 
use mpos = (use) ( 8 . O F r n d O l O ) ; 
for ( i - 0; i <- 7; ++i){ 
tmp.x = getpos 
(tmp.x + surrs2d[(mpos + i ) % 8 ] . x ) ; 
tmp.y - getpos 
(trnp.y + surrs2d[(mpos + i ) % 8 ] . y ) ; 
i f (grid[trap.z][tmp.x][tmp.y] 
cp = trap; 
return; 
0 ) { 
/ /Genera tes a new p a r t i c l e i n a random pos i t ion 
/ / a t the top of the growth space 
void gg_model::generate_new(){ 
cp.x - rndOszO; 
cp.y - rndOszO; 
cp.z • MaxLayer i 1; 
/ /Two funct ions to return random numbers, 
i n l i n e f loat rndOlOf 
return ( f l o a t ) r a n d ( ) / ( ( f l o a t ) RANO_MAX + 1 .0F ) ; 
uss ggjnodel : : rnd0sz( ) { 
return (uss ) ( rndOK) * ( f l o a t ) Modsize); 
/ / R o u t i n e which generates the plus/minus p o s i t i o n s 
/ / o f the 26-neignbours, and 8-neighbours, and the 
/ / b i n d i n g strength assoc ia ted with 
/ / e a c h 26-neighbour. 
void ggjuodel : :get_surrs(void) { 
char i , j , n - 0; 
double rads; 
for ( i - 0; i <- 7: ++i){ 
rads = (double) \ * 2.0 * pi / 8.0; 
sur rs2d[ i1 .x a ^char) ( c o s f / a d s ) 
s u r r s 2 d [ i ] . y 
} 
(char) ( s i n ( r a d s ) 
1 .8 ) ; 
1 .8 ) ; 
surrs3d[01.z - - 1 ; 
surrs3dr01.x - 0; 
surrs3d[0J .y » 0; 
for ( j - - 1 ; i <- 1; 
for ( i - 0; i <- 7: ++i){ 
rads - (double) I * 2.0 • pi / 8.0; 
surrs3df++n].z • i ; 
sur rs3d[n l .x - (char) (cos( rads) * 1 .8 ) ; 
sur rs3d[n] .y - (char) ( s i n ( r a d s ) * 1 .8 ) ; 
) 
surrs3d[251.z - 1; 
surrs3dr251.x - 0; 
surrs3d[25] .y - 0; 
for ( j - 0; i <- 25; + t j ) { 
bind_term[j] -
( f l o a t ) (1.0 / pow(ROOTS 
[ sur rs3dM] .x * s u r r s 3 d n i . x 
• surrs3d[q] .y * s u r r s 3 d n ] . y 
+ s u r r s 3 d [ i ] . z * sur rs3d[3J .z ] 
, 8INDDROPOFF)); 
/ / C o p i e s bottom l a y e r of array to a bitmap, and 
/ / s h i f t s a l l other l a y e r s down by one ( l e a v i n g 
/ /out put ted l a y e r i n zeroth ' l a y e r ) , 
void gg_j»odel: :bottom_layer_to_bmp(){ 
in t i , j ; 
for ( j = 1; j <= Modsize; ++j) 
for ( 1 - 1 : i <- Modsize; ++i){ 
g r i d [ 0 ] [ i - l ] [ j - l ] - 0; 
op_bmp-> 
^ s e t p i x e K i , j , ( u s l ) g r i d [ l ] [ i - 1 ] t j - l ] ) ; 
uss "temp - g r id tO] ; 
for ( j - 0: i <- ModHeight; 
f i l l e d M ] - f 1 l l e d r j + l ] ; 
j g r i d t j ] - g r i d [ j + l j ; 
fi l led[ModHeight] - 0; 
grid[ModHeight] » temp; 
—MaxLayer; 
++]){ 
/ / t a k e s an argument, n, which i s the 
/ / ( i n t e g e r ) loglO of the p r o b a b i l i t y , and 
/ / r e t u r n s a boolean saying i f the chance 
/ /came o f f . 
bool exp_chance( char n ) ( 
f l o a t rndOlO; 
char 1; 
for ( i » 0; 1 > n; —1) 
i f ( rndOlQ >- 0.1F ) { 
return f a l s e ; 
} 
return t rue; 
/ / R o u t i n e which wraps p o s i t i o n s which f a l l 
/ / o u t of model bounds 
i n l i n e uss gg_model::getpos(short n){ 
return ( (n % Modsize) + Modsize) % Modsize; 
/ / C o p i e s program parameters to f i l e , 
void gg_raodeT: :saveparams(char * fpath , 
char *fname){ 
char tmpstr[500] - " " ; 
s t rcpy (tmpstr, fpath) ; 
s t rca t ( tmpst r , fname); 
F I L E *fp - fopen(tmpstr, "w"); 
f p r i n t f 
( fp , "Model S i z e : \ t « d \ n " , Mods ize) ; 
f p r i n t f 
( fp , "Model Height:\tSSd\n", ModHeight); 
f p r i n t f 
( fp , " i n i t i a l Grain Area : \ tXd \n" , o r e a ) ; 
f p r i n t f 
( fp , "St ick ing Parameter: 1 0 A \ t * d " , P_Atta); 
f c l o s e ( f p ) ; 
/ / o e s t r u c t o r . 
gg_model::~gg_model()( 
free_short3dgrid(gr1d, 0, ModHeight + 1, 0, 
Modsize - 1, 0, Modsize - 1 ) ; 
} 
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C . 4 T H E M O D E L H E A D E R 
This header contains the definitions for the class in the above section, 
along with some other useful definitions. 
• inc lude "bitmap.h" 
• inc lude "dtype.h" 
• inc lude <matn.h> 
• inc lude <string.h> 
• inc lude <stdlib.h> 
const double pi - 3 
const double ROOTS[4] 
141592653589; 
{0 .0 , 
1.0, 
1.414213562373, 
1.732O50807568}; 
•def ine BINDDROPOFF 2 
uss * * *short3dgr idOong n r l , long nrh, 
long n c l , long nch, 
long ndl , long ndh); 
void free_short3dgrid(uss * * * t , 
long n r l , long nrh, 
long n c l , long nch, 
long nd l , long ndh); 
f l o a t rndOlO; 
s t r u c t scoord3d{ 
uss x; 
uss y; 
uss z; 
} ; 
s t r u c t scoord2d{ 
uss x; 
j . u s s 
s t ruc t char3d{ 
char x; 
char y; 
char z ; 
} ; 
s t r u c t char2d{ 
char x; 
char y; 
} ; 
c l a s s gg_model{ 
publ ic : 
ggjiodel::gg_model(uss MS, use MH, 
use GS, char PA); 
void ggj iodel : :get_next_ layer 
(bitmap **rt_bmp)i 
void gg_model:: te rminateO; 
void ggjnodel::saveparams 
(char * fpath, char *fname); 
bitmap *op_bmp; 
pr ivate : 
void gg_model::generate_new(); 
void gg j iode l : :wander(); 
f loa t gg_model::bind(uss * n o l o c a l ) ; 
void g g j i o d e l : : s e e d ( ) ; 
void g g j i o d e l : : g e t _ s u r r s ( ) ; 
uss ggj iodel : :getpos(short n ) ; 
void ggjiodel::bottom_layer_to_bmp(); 
void g g j i o d e l : : a c t i v e l a y e r ( ) ; 
uss g g j i o d e l : : rndOszO ; 
~ggjiodel ( ) ; 
uss Modsize; 
use ModHeight; 
use G_Area; 
char p_Atta; 
uss * * * g r i d ; 
usl ' f i l l e d ; 
short MaxLayer; 
scoord3d cp; 
char3d surrs3d[25] ; 
char2d sur rs2d[8J ; 
f loa t bind_term[25]; 
bool Modelinactive; 
} ; 
C . 5 T H E 3 D A R R A Y C L A S S 
This is routine to initialise the 3D array for the growth space. It is 
based on the tensor structure of Press et al' 
• inc lude "dtype.h" 
• inc lude <stdl ib.h> 
•def ine NR_END 1 
•def ine F R E E _ A R G char* 
uss * * *short3dgr id( long n r l , long nrh, 
long n c l , long nch, 
long ndl , long ndh){ 
long 
nrow - nrh - nr l + 1, 
ncol • nch - ncl + 1, 
ndep - ndh - ndl + 1; 
t [ n r l ] n c l ; 
U5S 
t ( u s s * * * ) c a l l o c ( ( s i z e _ t ) (nrow + N R _ E N D ) , 
s i z e o f ( u s s * * ) ) ; 
i f ( I t ) mainerror("Memory e r r o r : 3 d G r i d ( ) " ) ; 
t +- NR_END; 
t -» n r l ; 
t [ n r l ] » ( u s s * * ) c a l l o c 
( (s ize_ t ) (nrow*nco l+NR_END) , s i z e o f ( u s s * ) ) ; 
i f ( l t [ n r l j ) mainerrorC'Memory er ror : 3dGrid() ) ; 
t [ n r l ] +- NR_END; 
t [ n r l ] [ n c l l = ( u s s * ) c a l l o c 
( (s ize_t ) (nrow*ncol*ndep+NR_ENO), s i z e o f ( u s s ) ) ; 
i f ( l t [ n r l ] [ n c l l ) 
mainerrorC'Memory er ror : 3dGr id( )" ) ; 
t [ n r l ] [ n c l ] + - NR_END; 
t t n r l j i n c l j — nd l ; 
f o r ( i « ncl + 1; 1 <» nch; j++) 
t [ n r l ] [ j ] - t [ n r l ] [ j - 1] + ndep; 
f o r ( i = nr l + 1; i <- nrh; i++) { 
t f i ] - t [ i - 11 + nco l ; 
t [ i j [ n c l ] = t [ i - l H n c l l + ncol * ndep; 
fo rO j -nc l+ l ; j<»ncn; j++) t [ i ] [ j ] = t [ i ] t j - l ] + n d e p ; 
} 
void free_short3dgrid(uss * * * t , 
long n r l , long nrh, 
long n c l , long nch, 
long nd l , long ndh) 
* W. H. Press, S. A. Teukolsky, W. T. Vetterling and B. P. Flannery "Numerical Recipes in C: The 
Art of Scientific Computing- 2nd Edition" (Cambridge University Press, 1992) 
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free((FREE_ARG) Ct [nr l ] [ncl]+ndl-NR_END)); . 
free((FRE£_ARG) (t[nrl]+ncV-NR_END)); 
freeCCFREErfARGj ftmrI-NR_tM>)); 
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