n spite of the remarkable improvements in the quality of general purpose mixed-integer programming software, the effective solution of a variety of lot-sizing problems depends crucially on the development of tight formulations for the special problem features occurring in practice.
Introduction
Much work has been done in tackling academic lot-sizing problems by using Lagrangian relaxation combined with branch-and-bound (Afentakis and Gavish 1986 , Diaby et al. 1992 , Tempelmeier and Derstroff 1996 , Thizy and van Wassenhove 1985 or by heuristics using both one-pass greedy-type approaches (Dixon and Silver 1981) , metaheuristics such as tabu search (Simpson and Erenguc 1998a, b) , and column generation (Cattrysse et al. (1990 (Cattrysse et al. ( , 1993 and Vanderbeck (1998) ). Relatively little computation is reported based on mixed-integer programming reformulations and/or cutting planes, with the exception of (Barany et al. 1984 , Constantino 1996 , Eppen and Martin 1987 , Pochet and Wolsey 1991 . The thesis here, and in the companion paper (Belvaux and Wolsey 2000) , is that many practical lot-sizing problems can be effectively "solved" via mixed-integer programming. Two important elements of such an approach are (i) tight a priori formulations of the special problem features incurred in practice, and (ii) general or special purpose mixed-integer programming (MIP) software incorporating cutting planes. The second element can be found in recent commercial MIP systems such as XPRESS and CPLEX, or research codes such as MINTO (Savelsbergh and Nemhauser 1993) and BC-OPT (Cordier et al. 1999) , or in BC-PROD (a modelling and optimization system specifically designed for lot-sizing problems, described in a recent paper (Belvaux and Wolsey 2000) ). Here we concentrate on the first element, describing and formulating various aspects of lot-sizing encountered in practice.
Specifically in §2, we remind the reader of some of the basic inequalities that can be added a priori or as cutting planes in lot-sizing models, as well as two basic modelling choices, ways of treating safety stocks, and the possible use of echelon stocks in multilevel problems. These choices often influence the computational performance of commercial and specialized mixed-integer programming systems.
In §3 we consider how to best model start-ups, changeovers, and switch-offs in both small bucket models with one or two set-ups per period, and in big bucket models in which numerous items can be produced per period. In §4 we consider how to model aspects such as minimum batch sizes, fullcapacity production, and minimum down-times in small bucket models.
We then describe briefly a set of practical applications containing one or more of the above features, and indicate how the formulations can be improved/modified using the observations from the earlier sections. Some limited computational results are presented. In §6 we consider a different, but significant (supply chain) application involving a large number of products, sites, and sales areas, where the difficulty lies in the requirement to produce in multiples of a fixed batch size or to produce minimum amounts. Here, based on aggregation, some simple valid inequalities are added to the formulation a priori.
We close with some brief remarks.
Some Basic Modelling Options

A Basic Model
The notation used resembles as closely as possible that in Belvaux and Wolsey (2000) . We consider first lot-sizing problems with NI items/products that can be produced in parallel on NK machines with a horizon of N T time periods. The basic data (apart from costs) are d i t is the prespecified demand for item i in period t.
ik t is the rate of production of item i on machine k in period t. We will assume that ik t = 1 unless otherwise stated. C ik t is the maximum amount of item i that can be produced on machine k in period t. L k t is the total capacity of machine k in period t. a ik t is the capacity required per unit of item i on machine k in period t. is the fixed amount of capacity required if machine k is set up to produce item i in period t.
The basic variables are defined as follows: s i t is the stock of i at the end of t. r i t is the backlog of i at the end of t. x ik t is the production of i on k in t. y ik t = 1 if machine k is made available to produce item i in t, and y ik t = 0 otherwise. y ik t is the set-up variable.
The minimal constraints of a multi-item, multimachine single-level problem in which one or several items are produced on each machine during a period are
When only one or two items can be produced per period, it is often important to take into account the cost and/or time of preparing the machine for the production of a new item or for cleaning the machine afterwards. The additional variables needed follow. z ik t = 1 if machine k is set up to produce item i in period t, but was not set up for item i immediately beforehand; z ik t is called the start-up variable. w ik t is the analogous switch-off variable. w ik t = 1 if machine k is set up to produce item i in period t, but is not set up immediately afterwards.
The basic model extended to include start-ups has the additional constraints
Constraints (5) 
with L k t = 1 for all k t, and a ik t = 0 b ik t = 1 for all i k t. In the next subsection we present some of the inequalities that can be added a priori to the basic model; in the following subsection we consider how they can also be used as cutting planes.
Valid Inequalities: A Priori Reformulation
Consider first a single item with a single machine and no backlogging. We drop indices when possible so as to simplify the notation.
For each item i the flow balance constraint (1), the capacity constraint (2), and the bound constraints (4) give a set of the form
x t ≤ C t y t for all t (12)
Ignoring the values of the C t , and treating the problem as uncapacitated, the inequalities
are valid, because the stock at the end of period k − 1 must be used to satisfy the demand in period j if no production takes place in the interval k k + 1 j y k + · · · + y j = 0 . As there are only O n 2 such inequalities, some or all of them can be added a priori to the formulation. Simple experimentation shows that even just adding the n inequalities
obtained by taking the inequalities (14) with t = k typically produces an important improvement in the lower bound value of the LP relaxation. When C = max t C t is restrictive, tighter inequalities can be obtained. Specifically by aggregating the balance constraints over the interval k t and then using the variable upper bound constraints, one obtains the surrogate inequality
with s k−1 ≥ 0 and t j=k y j integer. For this set, the basic mixed-integer rounding inequality (Nemhauser and Wolsey 1988 ) is
where kt = d kt /C , and kt = d kt − C kt − 1 . This again gives O n 2 inequalities that can possibly be added a priori.
We now indicate how the above inequalities can be easily adapted in the presence of start-up or backlogging variables. With start-ups the inequalities (14) can be replaced by
because y k + z k+1 +· · ·+z j = 0 also implies that there is no production in the interval k j . With backlogging, it is not difficult to see that (14) can be replaced by
and (17) can be extended in the same way, whereas (16) can be replaced by
2.3. Valid Inequalities: Cuts When using one of the branch-and-cut systems-CPLEX, XPRESS, MINTO, and BC-OPT-it is possible to add some or all of the above valid inequalities a priori. However, these systems are also able to generate some of them automatically as cutting planes. These systems typically generate cuts by recognizing and combining constraints much as above. For instance, taking (11) with t = k, combining it with the variable upper bound constraint (12), and using the nonnegativity of s k leads to the surrogate
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from which each of the systems can generate the inequality (15). By combining several consecutive flow balance constraints with the variable upper bound constraints they can then generate inequalities such as (16), and possibly (14).
Both inequalities (14) and (16) are members of larger exponential families of inequalities. For example, the inequalities (14) form part of the exponential family
for all k t T with k ≤ t and T ⊆ k t . See Barany et al. (1984) , and Pochet and Wolsey (1993) for a generalization of the inequalities (16) for the capacitated case.
However, it should be pointed out that the way the initial lot-sizing model is formulated may be crucial to whether the above general mixed-integer programming systems succeed in generating cuts or not. For instance, if the flow balance constraints (11) were written as t j=1 x j ≥ d 1t for all t none of these systems is likely to recognize the existence of implicit flow conservation constraints, and so the inequality (15) will not be generated.
Safety Stocks-Calculating Net Demands
Suppose now that there is an initial stock S 0 , and that there are nonzero lower bounds S t (safety stocks) on the stocks at the end of each period t.
Now the inequality (15) is still valid, but it is unlikely to be violated because s t−1 ≥ S t−1 . Here, the alternative is to rewrite the system of equations based on net demands. Specifically, first set
Then, define new variabless t = s t − S t ≥ 0, and net demandsd t = d t + S t − S t−1 . The resulting system is
With this change, the inequality (15) that now takes the forms t−1 ≥d t 1 − y t may be violated, even though the original inequality is not. A second modification may be appropriate ifd t > C t for some t. Working backwards from t = N T 2, we see thats t−1 ≥ŝ t−1 = d t +ŝ t − C t + withŝ N T = 0. We then reapply the same procedure as above to eliminate the lower boundsŝ t on the modified stock variabless t .
Multilevel Problems-Echelon Stocks
We now consider multilevel problems. For simplicity of notation we consider an assembly system where each item requires exactly one unit of each of its predecessors, but the transformation below applies just as well to problems with arbitrary product structure. For an assembly system in which i is the successor item of item i, and item 1 is the single-end item, the flow conservation equations take the form
NI all t (20)
Here, by combining these equations with the variable upper bound constraint x i t ≤ C i t y i t , inequality (14) can be generated for product i = 1, but there is no apparent single-item lot-sizing problem for the other products on which to generate valid inequalities. To overcome this difficulty, remember that the echelon stock of an item at an instant in time is the total stock of that item within the system, counting its own stock plus the number of units of the item contained in the stocks of all its successors (Clark and Scarf 1960 
where P i is the set of all items containing Item i.
Start-ups and Changeovers
In the next two sections we explicitly examine ways to formulate or reformulate parts of a particular lotsizing problem a priori. First, we consider start-ups, switch-offs, and changeovers. We say that there is a changeover from i to j if there is a switch-off of item i followed immediately be a start-up of item j. Here, an important decision to be made in building a model is the size of the time interval. If the time interval is large, leading to a big bucket model, a relatively small number of periods may be needed, but many events can then occur within a time interval, which may lead to difficulties in modelling. Alternatively, if the time intervals are short, leading to a small bucket model, treating in detail what happens in a time interval or between consecutive time intervals may be easier, but the number of intervals may become large.
Small Bucket Models
First, we consider small bucket models in which we are limited to producing one or two items per period. The trade-off between these two modelling options is obviously problem-dependent. It is possible that by allowing two items per period, one can somewhat increase the size of the periods, and thus decrease the number of periods and the size of the LP formulation.
On the other hand, finding a tight formulation may be more complicated. The specific goal in this subsection is to find tight formulations for start-ups, switch-offs, and changeovers in the one and two set-up models.
The simplest modelling solution is just to allow one item to be produced per period on a single machine. Here, a production sequence is very simple. We just indicate which item, if any, is set up in each period. Thus, if N T = 5, the sequence 1 2 2 4 3 indicates that the machine is set up to produce Item 1 in Period 1, Item 2 in Periods 2 and 3, Item 4 in Period 4, etc. Also, a start-up of Item 2 occurs in Period 2, of Item 3 in 5, etc. This situation is easily modelled using constraints (5), (6), and (10) 
When we allow two items to be produced per period, we allow only one product change per period. Now a feasible sequence such as 12 2 24 43 3 indicates that Items 1 and 2 are set up in Period 1 in that order, Item 2 is set-up in Period 2, Items 2 and 4 are set up in Period 3 in that order, and so on. Now Item 2 is started up in Period 1 because the machine is set up for Item 2 at the end of Period 1, and it was set up for another item earlier in the period. Similarly, Item 4 is started up in Period 3. If we rewrite the sequence as 12 22 24 43 33 , we see that the second item set up in t − 1 must always be the first item set up in t. Note that this makes it possible for one item i to be produced throughout period t − 1 and for two other items i and i to be produced in period t by using the set up sequence i i i i , but it is impossible for four different items to be produced within two time periods.
It can be shown by induction that the 0-1 points satisfying (5), and the constraints To understand whether these formulations can be improved, we study a model involving sequence dependent changeovers (Karmarkar and Schrage 1985) , which is important in its own right.
Suppose that there is a dummy item/product corresponding to the idle state. We consider the polyhedron Q representing the flow of a single unit from Figure 1 Small Buckets: One and Two Set-ups
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item to item over time,
shown in Figure 1 , where q i t is the flow through node i t , and ij t is the flow from node i t − 1 to node j t . This formulation representing a flow of one unit (or a path) is known to be as tight as possible in the sense that, if no other constraints are present, the linear programming relaxation leads to an integer solution. The corresponding tight formulation without the changeover variables ij t with i = j is given by the following result.
Proposition 1 (Constantino 1995) . proj q ii Q is the polyhedron
We now interpret this proposition in the cases of one and two set-ups per period.
One Set-up per Period
To use the polyhedron Q to represent this situation, we need to define the set-up and start-up variables appropriately.
Specifically, we interpret a flow through node j t through the first network in Figure 1 to mean that there is a set-up of item j in period t. Thus, we set y Using these equations and proj y ii Q , we obtain the y z w tight formulation for set-ups, start-ups, and switch-offs: for i = 1
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where (29) Note that inequality (32) is a cut strengthening the formulation given at the beginning of this section; see Constantino (1995) . It says that the three possibilities "item i is set up in period t − 1," "item i is started up in period t," and "some item other than i is produced in both periods t − 1 and t" are mutually exclusive.
Two Set-ups per Period
We again use formulation Q but with the second network in Figure 1 Using these equations and proj y ii Q , we obtain the following y z w formulation:
where (34) follows from (24), and the definitions of y (37) from (27) after appropriate substitutions.
Note that here (37) is a cut strengthening the formulation given at the beginning of this section. It says that "item i is set up during period t" and "some item other than i is set up throughout period t" are mutually exclusive.
Big Bucket Models with Changeovers
Consider now a different situation in which many items can be set up in each period, but changeover costs and/or times must be modelled. Suppose for simplicity that the problem only involves one time period, and the first and last items produced in the period, denoted by i = 0 and i = n + 1, respectively, are known and distinct. Let y i be the number of setups of item i in the period, and ij be the number of times production is changed from i to j, with q an a priori upper bound on the number of times a given item i is produced in the period. Thus, the setup sequence 1, 2, 2, 3, 4, 2, 3 is represented by y 1 = y 4 = 1 y 2 = 3 y 3 = 2, and 01 = 12 = 22 = 34 = 42 = 35 = 1 23 = 2. This can be modelled in much the same way as the prize collecting travelling salesman or the vehicle routing problem (Balas 1989) with
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with additional constraints to eliminate "subtours."
The difference here is that we must deal with integer rather than 0-1 variables. The following result is easily verified.
Proposition 2. (i) A vector y satisfying the system (39)-(43) provides a feasible production sequence if and only if the induced directed multigraph does not contain a disconnected directed Eulerian subgraph.
(ii) The valid inequality
eliminates such a multigraph on the node set S ⊆ 1 n , where E S is the set of pairs i j with i j ∈ S.
Minimum Production Runs and Full-Capacity Production
Here we show how to model various typical constraints arising in small bucket models. Some of these reformulations were first presented in Pochet and Wolsey (1996) ; see also PAMIPS (1995) .
Minimum On and Off Times. We consider singleitem constraints throughout this subsection, so the product superscript i is again dropped. If a machine must remain set up for an item for a minimum of periods, we have z ≤ y t for = t − + 1 t A tighter formulation is
or equivalently w t + · · · + w t+ −1 ≤ y t . If after producing an item, a machine cannot produce it again within periods, we have z ≤ 1 − y t for = t + 1 t + and again a tighter formulation is
or equivalently w t−1 + · · · + w t− ≤ 1 − y t .
Full-Capacity Production. If an item must be produced at full capacity in all but the first and last periods of a set-up sequence (nonpreempted production batch), we have that production is at full capacity in period t if the machine is set up in periods t − 1 and t, and neither is a switch-off period. This gives the constraint x t ≥ C y t−1 + y t − w t−1 − w t − 1 A tighter formulation is
corresponding to the observation that full-capacity production is enforced in t if the machine is set up in t − 1 and is not switched off in periods t − 1 or t.
Full-Capacity and Minimum Production Runs. Suppose that the minimum production quantity for some item is P, full capacity is C, and the maximum capacity in a changeover period is C, with C < C < P. Let a = P − C /C and b = P/C . Clearly, the least number of periods required to produce P is max a + 1 b , and the most is b + 1. The basic constraint t =t−b
x ≥ Pw t can be tightened. Specifically if a = b, the inequality
is valid for all t > a, and if a = b − 1, the inequality
is valid for all t > b. Note also that if the minimum production quantity is fully produced during some interval t t + 1 l and exceeds the total demand d tl ≡ l =t d for the interval, then the excess must be used to satisfy demands in periods outside the interval. This shows the validity of the inequalities
and
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A Selection of Problems
Here we describe some practical lot-sizing instances, giving the original formulation, and some improvements that can be made based on §2- §4.
b4
This is a multi-item, multimachine problem with backlogging, cleaning times CLT i , and lower and upper bounds on stocks. It is a small bucket model with two set-ups per period at most. The special feature of the problem is the requirement of lower bounds MB i (in number of days) on production runs for end items, denoted EP, and full-capacity production in all but the first and last periods of a production run. There is a small number of intermediate products, denoted IP, with a few machines dedicated to them. The coefficients RML ij represent the number of units of intermediate product i ∈ IP required to produce one unit of final product j ∈ EP. Note that the production structure is not of assembly type, but the set of end items is partitioned according to the unique intermediate item that each uses.
An initial formulation of this problem is for i ∈ IP for all t (52)
s r x ≥ 0 y w ∈ 0 1 (57)- (59) represent two set-ups per period, (60) a minimum run length constraint, (61) the minimum batch constraint, and (62) for i ∈ IP for all t (63)
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for all i k t (71)
for i k l t with t +b ≤ l (72)
s r x ≥ 0 y w ∈ 0 1
Note that (69) is from the inequality (45); (70) from 48 49 ; (71) from (47); (72) from (50); and (73) from a combination of (17) and (18). Results for instances with between 10 and 20 periods, 22 items and 7 machines are presented in Belvaux and Wolsey (2000) . Data and model files for this problem are available at Belvaux and Wolsey (1999) .
Chesapeake
The CHES problems are a set of five industrial problems involving the allocation and sequencing of production operations with sequence dependent set-up costs on continuous parallel facilities. They are based on real problems (CHES 1989) .
We use the formulation from the original paper (CHES 1989) with the addition of the generalized subtour elimination constraints proposed in §3. Here, y i k t is modified to denote the number of set-ups of item i on machine k in period t with upper bound q. ijk t is the number of transitions from production of i to production of j in t on machine k, whereas¯ ijk t = 1 if the last production on machine k in t is i and the first production in t + 1 is j. ik = 1 if the last item produced on machine k is i. Y jk 0 is data taking value 1 if machine k is initially set up for item j, and value 0 otherwise. The formulation proposed is Computational results have been obtained by running BC-PROD in branch-and-bound mode with the formulation excluding the subtour constraints. When an integer solution is found, the system checks if it represents a feasible machine sequence, and if not, a generalized subtour elimination constraint is added, and the tree search continues. Such an approach is easily implementable with systems such as MINTO, or with the subroutine libraries of CPLEX or XPRESS. A better approach would be to also generate constraints to cut off fractional solutions.
Results on the unsolved problems of the original data set are presented in Table 1 (the results reported on in Belvaux and Wolsey (2000) are for slightly modified data). The first seven columns describe the instance: its name, the number of Items NI, the number of Machines NK, the number of Periods N T , the number of rows r , columns (c), and integer variables int in the MIP formulation. The last four columns present results: LB denotes the value of the best lower bound. BIP the value of the best feasible solution, Secs the running time in seconds (with a maximum of 3,600), and GAP = 100 × BIP − LB / LB the duality gap on termination. All runs have been carried out on a Pentium 200 Mhz running under Windows NT.
Note that, apart from the best feasible solution for ches5, these improve on the results in Kang et al. (1999) obtained using an original approach, consisting where q i is the final product containing item i.
Instances s − NI − v are versions of two practical problems with NI items, a single machine, and N T = 16 time periods. Problem s − 78 − v is a storage rack production problem with 6 end products, whereas problem s − 80 − v is an animal feed packing problem with 8 feeds, each packed in 2 container types, making 16 end products. All the data are provided except for the demand data for the end products for which discrete probability distributions are proposed. We give results for two different approaches in Table 2 . The first is to run the reformulated problem with the general purpose system BC-OPT. The second is to run the original formulation with the specialized lot-sizing system BC-PROD. We are not able to run the reformulated problem with BC-PROD as the system does not at present recognize product
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Figure 2
Site and Sales Area 6. A Production-Distribution Big Bucket Problem
