Abstract-
INTRODUCTION
Recent years have seen a lot of research being done in the area of wireless connectivity. Consequently, a few wireless access technologies have come into existence. Bluetooth [1] is one such technology which aims to provide a uniform solution for access to information and personal communication by establishing a connection between devices in the vicinity of each other. Owing to the popularity of handheld wireless devices and video or multimedia services on public networks like the internet, attempts are being made to provide the same range of services on wireless devices by connecting them to a public access network. Fixed local area networks in public areas provide a set of access points, to which the wireless devices can connect and avail of the services provided by the underlying fixed network. Currently, Bluetooth and IEEE 802.11 are two competing technologies for connecting wireless devices to fixed networks.
Wireless personal area networks (WPAN) is a term that is used to describe a communication infrastructure, involving connection of mobile nodes to a fixed network (wired or otherwise), by means of access points. A WPAN provides efficient support for a number of reasonable ad-hoc scenarios. There are broadly two operating environments for a Bluetoothbased WPAN viz., the Piconet environment, and the Scatternet environment. In a Piconet scenario which is the focus of this paper, all nodes are within the transmission range of one another, so the problem of co-channel interference is quite crucial. Hence the key issue is the selection of the appropriate MAC layer protocol. The efficiency of the channel access will determine the performance of services on the WPAN infrastructure. Other key requirements are (1) support for mobile/cellular/BluePAC IP and (2) application layer uniformity, possibly by means of adaptation layers.
For multimedia services to function properly in a PAN, the issue of scheduling becomes very important. The feasibility of video services is dependent on the efficiency of the scheduling and bandwidth reservation algorithms provided by the MAC layer protocol. In this paper, we have studied the delay and loss-rate performance of a video traffic connection in various scenarios. In [3] , a study similar to the one done herein has been performed. In addition, we have also studied how the performance of a multimedia connection is improved when the polling algorithm in a Piconet is changed from round robin scheduling to a deficit round robin algorithm. These results have been obtained as part of [2] .
The rest of this paper is organized as follows. In Section II, we set out the scope of our work and analyze all the issues involved. We study the working of the scheduling algorithms in Section III, while in Section IV we compare the performance of Bluetooth and IEEE 802.11 MAC technologies. Section V concludes the work and discusses some ideas for future work.
II. SCOPE OF THE WORK
Video traffic is typically sensitive to delay and data loss. Hence we need to look at two performance measures viz., delay distribution of the link, and the packet loss rates across that link. Since in realistic scenarios there are bound to be data transfer applications running concurrently, these performance parameters have to be evaluated in the presence of other data transfer applications. We also look at the connection throughput in order to compare the scheduling algorithms at the MAC layer.
In the subsections below, we provide an overview of the relevant aspects of Bluetooth and IEEE 802.11 protocols, and compare the manner in which they access the wireless channel. We also describe the simulation environment and the models used to simulate the video transfer over the corresponding 0-7803-7700-1/03/$17.00 (C) 2003 IEEEMAC layer protocols. We also provide the reference model that we consider to be the video transfer system. 
A. Bluetooth Overview
The Bluetooth radio transmission [4] uses a packetswitching protocol with an FHSS (Frequency Hopping Spread Spectrum) approach. The hop frequency is 1600 hops per second; the frequency spectrum is divided into 79 hops of 1 MHz bandwidth each. The frequency hopping scheme is combined with fast ARQ (Automatic Repeat Request), CRC (Cyclic Redundancy Check) and FEC (Forward Error Correction). A binary radio frequency modulation and simple link layer protocols reduce the complexity and the costs of the radio chips.
Medium access in Bluetooth is controlled by several mechanisms. A unit of a Bluetooth network is the so-called Piconet. One piconet consists of a master and unto seven slaves. The master determines the frequency hopping sequence using its unique device identifier as well as the phase of the sequence using its internal hardware clock. In this fashion, two piconets are prevented from having the same hopping sequence and thus separated. Within a piconet, the master controls the access to the channel using a polling and reservation scheme. In order to enhance the range of wireless access, Bluetooth provides the so-called Scatternet environment. In a scatternet, a node acts as a bridge node between two piconets. The bridge node can be a slave in both piconets or a master in one and a slave in another (see Figure 1) .
B. IEEE 802.11 MAC Overview
The IEEE 802.11 protocol [5] is a very sophisticated protocol with quite a broad range of options. The MAC layer, in particular, has two major modes of operation. The PCF (point coordination function) mode enables a base station to poll various terminals in a cellular environment. This mode needs an access point (base station) to control the medium access and avoid contention. The DCF (distributed coordination function) mode supports peer-to-peer connections which can be used to form ad-hoc networks. The mandatory portion of the DCF mode employs a variant of the carrier sensing multiple access with collision avoidance (CSMA/CA) protocol. CSMA/CA is a random access scheme with carrier sense and collision avoidance through random backoff. The basic mechanism is the following. If the medium is sensed idle for at least the inter-frame duration, then a node seeking to transmit data can access the medium immediately. On the other hand, if the medium is busy, each node seeking to transmit waits till the busy period is over and for an additional inter-frame duration. Thereafter each node enters a contention phase. In the contention phase each node chooses a random backoff time in a contention window. The node which has chosen the least backoff time gets to transmit, while the rest wait for the next cycle, i.e., until the medium is idle again for at least the inter-frame duration. In order to ensure fairness (i.e. to provide longer waiting stations some advantage over newly entering stations), IEEE 802.11 has the notion of a backoff timer. Thus, if a node does not get access to the channel in the first attempt, then rather than choosing a new backoff time in the next cycle, it keeps counting down the backoff timer from the point it sensed that the channel became busy. Figure 2 shows an illustration of the mechanism. 
C. Simulation Details
The reference architecture for simulating the video transfer system is as shown above (Figure 3) . The simulation environment used is the network simulator (NS-2) [6]. We use existing NS-2 models for simulating 802.11. For Bluetooth, we use the Bluehoc simulator [8] which is an extension to NS-2 provided by IBM developers. The simulation models support all the essential features of the protocols, and have provisions for simulating fading and interference. Bluehoc is still in the testing phase, and hence mobility is still not supported while support for the Scatternet environment is still not fully developed. The video bitstreams are generated using an H.263 Codec from the University of British Columbia [7] . The encoded bitstreams are then packetized using a frame-by-frame packetization routine and then used to generate NS-compatible trace files. The simulations have been carried out with the same topology for both the MAC layer protocols, namely, IEEE 802.11 and Bluetooth.
III. SCHEDULING OR POLLING ALGORITHMS IN BLUETOOTH
In this section, we look at polling algorithms in Bluetooth. Polling algorithms in Bluetooth are centralized in nature, since the master controls the data transmission to the slaves and requests transmissions from slaves. Owing to the scarce bandwidth, the polling algorithm has to be efficient. In this paper, we consider two polling schemes, viz., simple round robin (SRR) and deficit round robin (DRR). In the following subsections, we will explain the working of the two algorithms and compare their efficiency for various types of application traffic.
A. Working of the polling schemes
In the SRR algorithm the master arbitrarily fixes a cyclic order in which to poll the slaves. Each slave is polled accordingly, and is given a chance to transmit. This scheme can be seen to have certain drawbacks. Notably, it does not give priority to any connection or slave. Hence, there could be a high variation in the average delay across connections, which is undesirable. Also, there should be provisions to reserve bandwidth for special connections such as video or voice, or even high priority data traffic.
The DRR algorithm seeks to address these drawbacks. Each connection or slave maintains a deficit counter initialized to zero. This stores the amount of service or bandwidth missed by the connection. Also each connection has associated with it a fixed quantum which is based on its QoS attributes. By QoS attributes we mean the expected average packet rate, allowable delay, and other such performance metrics. So the algorithm serves packets from each slave, if the head of the line packet is of size equal to or smaller than the sum of the quantum and the deficit counter. Else the quantum is added to the deficit counter. If the packet gets served, then the deficit counter is set to the difference between the sum of the quantum and the deficit counter, and the packet length.
B. Performance Comparison
The performance of the two polling schemes is compared herein. Given in the Figures 4 and 5 are the plots of the average link delay (in ms) and the link throughput (in number of packets) as they vary against the number of nodes in a Piconet. As the number of nodes grow, the network load increases and this shows up in the throughput plots which are decreasing in nature.
As the plots show, the SRR algorithm is the poorest in terms of both the metrics considered. The two other curves are those of the DRR algorithm. The one labeled DRR is the deficit round robin algorithm as described above with equal priority to each connection. The one labeled DRRP is the same algorithm with a more greedy setting of the QoS parameters than that in DRR. We can infer that for low to moderate loads the DRRP algorithm is extremely effective in reducing the average packet delay and boosting the link throughput. A video or multimedia connection would greatly benefit by the use of the DRRP algorithm. In this section we compare the performance of video applications based on Bluetooth and IEEE 802.11 MAC technologies. The simulation environment used is NS-2. The reference architecture used and the various simulation details have been described in the previous section. A couple of scenarios are considered below: (i) a simple two node video transfer simulation, and (ii) a multiple node scenario in which video transfer takes place in the presence of other applications such as telnet, ftp, etc. In the subsections below, the packet loss rate and the link delay distribution for all these scenarios is compared.
A. Scenario 1
In this scenario, there are only two nodes and a video clip about 300s long is transferred between them. Given below are the plots of the delay distribution for both Bluetooth and IEEE 802.11 MAC. For Bluetooth, the delay distribution is given for the two scheduling algorithms SRR and DRRP.
The plots (Figures 6 and 7) clearly show that the delay distribution is greatly improved by employing the DRRP algorithm instead of SRR. The average delay is brought down from as much as 40 ms to nearly 15 ms. 802.11 performs better in terms of the delay distribution; it has a smaller mean delay (around 5 ms) and less jitter (See Figure 8) . On the other hand it suffers from a greater loss rate. Since the channel access mechanism employed in Bluetooth is more robust, it suffers from virtually no packet loss while 802.11 has a loss rate of about 0.125%. (Refer Table I 
B. Scenario 2
Here we consider a 4 node case, where the same video-clip as in Scenario 1 is transferred, along with competing ftp and exponentially-distributed traffic. We have not given the delay distribution plots due to limitations of space. But the behavior observed was similar to that in Scenario 1. The polling algorithm used is deficit round robin with the video connections having better QoS parameters than the competing traffic. Here again, 802.11 shows better delay distribution but a high packet loss rate. Video applications are sensitive to both delay and loss, and hence a trade-off has to be sought. Bluetooth provides a convenient compromise between the delay and the loss. Also, the mean packet delay in Bluetooth is about 20 ms while that in 802.11 is 8 ms which is not so much of a significant gain, whereas the packet loss rate in 802.11 is 0.528% while in Bluetooth it is only 0.0625%, which is significantly lower. (Refer Table I ). 
C. Observations
We see that with lower number of connections both Bluetooth and 802.11 perform well enough to sustain video transfer. But as the number of nodes increases the loss rates go up quite rapidly in 802.11, while in Bluetooth the average delay starts going up. This can be explained by the difference in the Bluetooth and 802.11 MAC layers. 802.11 retransmits a collided packet a finite number of times and then drops the packet if transmission is unsuccessful. Since collisions are very high for large number of connections in 802.11, a larger number of packets get dropped. In Bluetooth, on the other hand, the chances of a collision are very low because of the controlled access to the channel and the fast frequency hopping behavior. Thus, a larger number of packets reach the destination, but these fill up the link layer queues and make delays larger. We have compared the performance of Bluetooth and IEEE 802.11 MAC protocols for supporting video transfer. We have seen how the packet loss rates increase rapidly with the number of nodes in 802.11-based systems, while in Bluetooth the degradation is more graceful. Also the mean packet delay in Bluetooth is not too high to rule out video applications. By efficiently employing polling schemes and prioritizing delayand loss-sensitive applications such as video in hand-off and routing algorithms in a larger network, good video services can be supported over Bluetooth. We plan to extend the simulation models to model more realistic scenarios incorporating mobility and hand-offs.
