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We present a review of data types and statistical methods often encountered in astronomy. The
aim is to provide an introduction to statistical applications in astronomy for statisticians and
computer scientists. We highlight the complex, often hierarchical, nature of many astronomy
inference problems and advocate for cross-disciplinary collaborations to address these chal-
lenges.
1. INTRODUCTION
Astronomy has a long history of exploiting observational
data to estimate parameters and quantify uncertainty in
physical models. Problems in astronomy propelled the
development of many statistical techniques, from classical
least squares estimation [1;2] to contemporary methods
such as nested sampling [3;4].
Late 20th century advances in data collection, such as
automation of telescopes and use of CCD cameras, re-
sulted in a dramatic increase in data size and complexity,
producing a surge in use and development of statistical
methodology. Astronomers use these data sets for a di-
verse range of science goals, including modeling forma-
tion of galaxies, finding earth–like planets [5], estimating
the metric expansion of space, and classifying transients.
This article reviews common data types and statisti-
cal methodology currently in use in astronomy, with the
goal of making astronomical applications more accessi-
ble to methodological and applied statisticians. A non-
exhaustive selection of topics is covered in this article.
We refer readers to the “Further Reading” section at the
end of this text in which historical and methodological
viewpoints of astrostatistics are presented.
In Section 2 we review three common types of astro-
nomical data: images, spectra, and time series. In Sec-
tion 3 we discuss some statistical methods currently used
in astronomy. Many of these methods are under active
development within the statistics and computer science
research communities. We conclude in Section 4 by de-
scribing one astrostatistics challenge, mapping the Milky
Way halo with RR Lyrae stars, and the various statistical
tools necessary for addressing this problem.
2. ASTRONOMICAL DATA TYPES
A. Image Data
Telescopes take images of the night sky. Figure S1 shows
an image taken by the Dark Energy Camera (DECam) as
part of the Dark Energy Survey (DES).1 DES takes approxi-
mately 400 one-gigabyte images per night.2 Astronomical
images are often taken with a photometric filter which
blocks certain light wavelengths.
A photometric pipeline identifies objects in images and
estimates their brightness. These pipelines contain many
statistical tools such as machine learning algorithms (see
Section E) and hierarchical models (see Section C). The
pipeline outputs a catalog containing object positions,
brightnesses, and classifications (star, galaxy, asteroid,
etc.). Catalog data is typically much easier to study and
model than the raw image data, so most subsequent anal-
ysis is performed on them.
B. Spectral Data
A spectra represents the intensity of light in different
wavelengths, providing considerably more information
1©AAS. Reproduced with permission. See [6] (doi:10.1088/0004-
6256/150/5/150) for original publication.
2See https://www.darkenergysurvey.org/the-des-project/
survey-and-operations/data-management/.
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Fig. S1. Image of the night sky taken by the DECam.
The white lines are gaps between the CCDs on the detec-
tor. Identifying, classifying, and estimating brightness
of objects in images is a major statistical challenge in
astronomy.
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Fig. S2. Example of a galaxy spectra from Messier 77.
than can be directly inferred from image data. Figure S2
shows the spectrum of the galaxy Messier 77, a barred spi-
ral in the Cetus constellation. Spectra carry information
about some of the most important physical properties of
astronomical objects such as temperature and chemical
composition. Additionally, the displacement of spectral
features towards longer wavelength (known as redshift)
may be used to estimate object distance, thus providing a
precious tool for understanding evolution of the universe.
There are several astronomical surveys collecting spec-
tral information such as the RAdial Velocity Experi-
ment [7], one of the largest spectroscopic surveys of Milky
Way stars publicly available. It enables study of Milky
Way morphology and history through stellar spectro-
scopic observations and astrometric databases. The SDSS-
IV MaNGA Survey [8] collects ∼ 10,000 spectral measure-
ments for nearby galaxies, enabling construction of two-
dimensional maps of physical properties throughout each
galaxy.
C. Time Series and Functional Data
Images and spectra represent two common forms of “raw”
astronomical data, which together with photometric infor-
mation, the integrated flux through a given filter, provide
the basis to derive several data types. For example, many
light sources vary in brightness as a function of time. As-
tronomical surveys which image the same area of the sky
repeatedly over time produce a time series or light curve
for each object, permitting analysis of temporal brightness
variation.
Figure S3a shows a time series for a star observed by
the Optical Gravitational Lensing Experiment (OGLE) [9].
The data was collected in two filters, represented by or-
ange crosses and blue circles over the course of approx-
imately 10 years. The cadence, or time spacing between
observations, is irregular, a typical feature in astronomy
data. OGLE has collected approximately 400,000 of these
light curves, all of which are publicly available.3 The sta-
tistical challenges with this data include modeling shape
variation and classifying sources based on the astrophysi-
cal reason for brightness variation. For example, the star
in Figure S3a is varying in brightness periodically over
time. From this data, one can estimate a period and plot
magnitude versus time modulo period (see Figure S3b).
Methods for estimating periods for this type of data are
under active development [10;11]. For comparison, in Fig-
ure S4 we show a supernova spectra as a function of time
with the epoch of maximum brightness highlighted in
red. [12]
3. STATISTICAL METHODOLOGY IN ASTRON-
OMY
Astrostatisticians use a wide range of statistical methods
to analyze these complex data sets. We now discuss sev-
eral areas of statistical methodology with recent applica-
tions within astronomy.
A. Measurement Error Models
Models typically assume homoskedasticity (i.e. errors
with the same variance). Predictor (i.e. independent)
variables in regression models are often assumed to be
measured without error. However in Astronomy, het-
eroskedastic errors are the norm. Further, it is common
practice to have estimates of the measurement error vari-
ances available through modeling of uncertainties inher-
ent to the detection procedure [13]. In cases where the
measurement error is large, explicit errors-in-variables
models are necessary to avoid biased estimates, partic-
ularly in regression models. These models often have a
hierarchical structure in which the true predictor values
are treated as parameters.
Approaches commonly used in astronomy to solve this
problem include the bivariate correlated errors and in-
trinsic scatter model [14] and hierarchical Bayesian mod-
els [15;16;2;17]. Examples of applications include the devel-
3http://ogledb.astrouw.edu.pl/~ogle/CVS/
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(b) Folded Light Curve
Fig. S3. (a) Light curve of a variable star observed by OGLE. Models from the time series and functional data analysis
literature are often used for studying these objects. (b) The light curve in a) is produced by a periodic variable star.
From the data in a) one can estimate a period (≈ 2.48 days) and plot the folded light curve, magnitude versus phase
(= time modulo period).
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Fig. S4. Example of a supernova spectrum as function
of days since maximum brightness.
opment of a Gaussian mixture model for estimating a
density from observations subject to measurement er-
ror [18], the subsequent application of this model to ac-
count for flux uncertainties in probabilistic classification
of quasars [19], and use of a hierarchical Bayesian model
to handle discrete measurement uncertainties in a nega-
tive binomial model to probe the population of globular
clusters in galaxies [20].
B. Survival Analysis
Astronomical surveys are, by construction, unable to ob-
tain unbiased samples from the population of objects. Sur-
veys are often magnitude-limited, i.e. brighter objects are
more likely to be detected. This results in truncation due
to the telescope sensitivity limit, which in astronomy is
called Malmquist bias [21;22]. In other situations we know
an object exists, but some of its features are too faint to be
detected, resulting in censored observations. In statistics,
solutions for such problems are treated under the gen-
eral umbrella of survival analysis. Censoring and trun-
cation are often called selection effects in astronomy [13].
Survival analysis challenges in astronomy may involve
multivariate data [23], nonparametric density estimation
with truncation [24], or selection effects within a regression
model [15].
C. Bayesian Models and Computation
Use of Bayesian methodology has grown considerably in
astronomy over the past three decades. Active areas of
Bayesian research include hierarchical models, posterior
samplers, and models for complex data types such as
images and functions.
Hierarchical Bayesian models (HBM) are used for prob-
lems where individual object parameters and population
parameters are unknown. HBM are applied to many types
of data in astronomy as for instance to detect and charac-
terize galaxies in astronomical images using a HBM with
variational inference to approximate the posterior [25], for
modeling of supernovae light curves [26;27], and to fit cos-
mic ray data [28].
Approximate Bayesian computation (ABC) avoids com-
putationally expensive likelihood evaluations by simulat-
ing data sets and comparing the distance between the sim-
ulated data and the actual data. ABC is being used in as-
tronomy for inferring cosmological parameters [29;30;31;32]
and probing galaxy evolution [33;34]. The growing use of
ABC has lead to the development of software packages,
such as cosmoabc, an ABC sampler via Population Monte
Carlo for general astronomical applications [35].
Several flavors and variants of Markov Chain Monte
Carlo samplers have been developed by astronomers in-
cluding an implementation of an affine–invariant ensem-
ble sampler [36] and the Diffusive Nested Sampling, an
extension of nested samplers [37].
D. Generalized Linear Models
The ubiquitous linear regression model relies on a num-
ber of distributional assumptions which fail to hold when
the data come from exponential family distributions other
than the Gaussian. Generalized linear models (GLMs) [38],
assume, through a link function, a linear relationship be-
tween the response variable y and set of predictors x. Sev-
eral problems in astronomy require the use of GLMs and
extensions, such as modeling the fraction of Seyfert galax-
ies in terms of environment (Bernoulli) [39;40], the popula-
tion of globular clusters as a function of the host galaxy
properties (Negative binomial) [20], and the distance of
galaxies as a function of their colors (Gamma) [41].
E. Machine Learning
For several astronomy problems, prediction and pat-
tern recognition are more important than parameter es-
timation. Methodology from the machine learning (ML)
community is now routinely used to solve these prob-
lems [42;43]. While “off the shelf" machine learning meth-
ods are sometimes sufficient, astronomy ML problems
may involve additional challenges, such as biased training
sets, computationally intensive feature extraction, or real–
time classification, which inhibit use of standard methods.
We describe some of these challenges below.
ML has seen extensive use in classification of variable
source light curves (see Section C for definition). Here
astronomers are often more interested in determining the
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Fig. S5. Three visualizations (left to right: graph, clado-
gram and a chord diagram) of the same galaxy catalog
from a N-body/hydro cosmological simulation.
class of the source than estimating source parameters.
Since light curves are functions, this is a functional classi-
fication problem. A common approach to the problem is
to construct a training set of objects of known class (often
using some level of human classification), extract features
for these objects, and then train a ML classifier on this
data. The classifier can then, in principle, be used to clas-
sify new objects in other surveys [44;45;46;47]. ML tools are
used for several other problems in astronomy including
identification of sources in images [48], clustering of spec-
tral data [49], and photometric redshift estimation [50;51].
A critical issue often overlooked is the lack of represen-
tativeness between spectroscopic and photometric sam-
ples. Cross-validation performance measures have been
shown to be misleading in this situation. [52] Mismatches
between training and test samples are not exclusive to
astronomical problems. Methodology developed by the
ML community to address this challenge has been used
on several astronomy problems, including domain adap-
tation [53;52], active learning [54], and a combination of both
under the umbrella of adaptive learning techniques [55].
However challenges remain, including incorporating fea-
ture measurement error, missing data, censoring and trun-
cation into ML algorithms [56;57].
F. Information Visualization
Visualization methods exploit the human visual system to
optimize intuitive insight into data structure. Whilst the
role of visualization belongs to the groundwork of astro-
nomical analysis, new paradigms for multidimensional
data visualization are yet to be fully utilized. Patterns
and non-trivial correlations that might go undetected in
tabular-based data, can be unfolded if the proper tools
are applied [58]. Among the methods that have been de-
veloped to facilitate the exploration of multivariate astro-
nomical data are phylogenetic trees [59], graphs, chords [58],
and starfish diagrams [60]. Figure S5 shows a dataset from
a N-body/Hydro cosmological simulation [61] visualized
with three different techniques.
4. COMPLEX INFERENCE CHALLENGES IN
ASTRONOMY: AN EXAMPLE
The process of turning data into scientific knowledge dis-
covery typically requires the use of many statistical tools,
often in innovative ways. Some of the most challeng-
ing statistical questions that arise in astronomy relate to
how to merge these tools into a data analysis pipeline
that permits valid statistical inferences while remaining
computationally feasible.
As an illustrative example, consider the challenge of
mapping the Milky Way halo, the region of space that
surrounds our galaxy. This problem has attracted much
recent attention. [62;63;64;65;66] Astronomers would like to
produce maps of the locations of stars in the halo and
identify structures, such as collections of gravitationally
bound stars. This has important consequences for the
Λ Cold Dark Matter (ΛCDM) cosmological model, our
current framework for understanding how the universe
was born and developed. Creating halo maps is difficult
because it is impossible to determine the distance to most
stars. We can, however, estimate distances to a small sub-
set of stars, known as RR Lyrae (RRL), due to their all
having similar luminosities (standard candles in astron-
omy). The locations of these stars trace the structure in
the halo. Inference on the Milky Way halo requires:
1. Identifying the RRL stars among all stars observed in
an astronomical survey. Recalling that variable stars
are, as data, irregularly sampled functions (see Figure
S3a), this is a large functional data classification prob-
lem. Once the RRL have been identified, we estimate
their distance.
2. Using the estimated locations of the RRL, we estimate
the local density of objects in order to identify struc-
ture. Often RRL locations are viewed as a realization
from a Poisson process in three dimensional space.
Errors from the previous step, including misclassified
stars and uncertainty on distance estimates impact
this map estimate.
3. Finally, one can compare the observed structure in
the halo map to predictions made by the ΛCDM cos-
mological model. Different halo structures provide
evidence for different values of the free parameters
in ΛCDM. These comparisons could be heuristic or
more quantitative (e.g. optimizing parameters in a
cosmological simulation to produce halo structure
which most closely resembles observations).
Schafer [67] argues that cosmological inference prob-
lems are best divided into three stages: inference on object
parameters, inferences on class parameters, and finally
inferences on the fundamental cosmological parameters.
The three steps above roughly correspond to these stages.
Each stage requires many statistical decisions. Uncertainty
must be propagated through the stages while at the same
time approximations must be made to keep the analysis
pipeline computationally feasible.
Upcoming astronomical sky surveys, such as the Tran-
siting Exoplanet Survey Satellite (TESS)4, the James Webb
4https://tess.gsfc.nasa.gov/
Space Telescope (JWST)5, and the Large Synoptic Survey
Telescope (LSST)6, promise ever larger data sets with more
challenging inference problems. Interdisciplinary collabo-
rations of statisticians and astronomers will be essential
for developing the new statistical methodology necessary
for fully realizing the science potential of these projects.
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