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Abst rac t - -A  cutting plane type algorithm for solving a system of infinitely many fuzzy inequalities 
with piecewise linear membership functions is proposed. In each iteration, we solve a finite nonlinear 
optimization problem and add one or two more constraints. The iterative process ends when an 
optimal solution is identified. A convergence proof, under some mild conditions, is given. An efficient 
implementation based on the concepts of constraint surrogation and maximum entropy is included. 
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1. INTRODUCTION 
Solving a mathematical  programming problem can essentially be reduced to solving a system of 
inequalities [1,2]. In the previous work [3,4], we considered solving fuzzy mathematical  program- 
ming problems in view of the following system of fuzzy inequalities With x E Rn: 
f~(x) < o, i = 1,2,. . .  ,m, 
gj(x) ~ 0, j = 1,2 , . . . , / ,  
(1) 
where f.i(x) _< 0, i = 1 ,2 , . . . ,m,  are regular inequalities, gj(x) ~ 0, j = 1 ,2 , . . . , / ,  are fuzzy 
inequalities and "<" denotes the fuzzified version of "_<" with the linguistic interpretation "ap- 
proximately less than or equal to". Notice that  problem (1) has only finitely many fuzzy in- 
equalities. In this study, we extend the work to consider infinitely many fuzzy inequalities. One 
motivation to study such a system is related to finding "almost optimal" solutions for a general 
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convex minimization problem. Consider the following problem: 
min h(x), 
s.t. x E K, (2) 
where h(.) is a smooth real-valued function defined on a convex set K C_ R n. Solving this problem 
is equivalent to solving the following variational inequalities problem [5,6]. 
Find x such that 
(I) xEK ,  
(3) 
(II) (Vh(x) ,x '  - x) _> 0, for each x' E K, 
where (-, .} means the inner product operation. To find an "almost optimal" solution of prob- 
lem (2), we consider solving problem (3) with (Vh(x), x' - x) being approximately greater than 
or equal to 0, for each x' E K, i.e., (~'h(x), x' - x) > 0, for each x' E K. In this case, the 
problem becomes a case of infinitely many fuzzy inequalities. It can be shown that a solution 
satisfying the corresponding fuzzy inequality system to a degree a close to 1 is a near optimal 
solution to problem (2). 
When the fuzzy inequalities have concave membership functions, a recent result can be found 
in [7]. However, the assumptions of having concave membership functions may not be realistic 
in many situations. To handle a general nonlinear membership function, one obvious way is 
to approximate the membership function piecewisely by linear functions [8,9]. In this paper, we 
consider a system of infinitely many fuzzy inequalities with piecewise linear membership functions. 
This leads to the study presented below. 
Let U and T be compact metric spaces, f (u,  x) a reM-valued continuous function in both 
u E U and x E R n, and g(t,x) a real-valued continuous function in both t E T and x E R n. Our 
objective is to find a solution x E R n such that 
f (u ,x)  _< 0, Vu E U, 
< (4) 
g(t,x) ~ 0, Vt E T. 
Notice that for each u E U, f(u, x) _< 0 represents a regular inequality for x to satisfy. Similarly, 
for each t E T, g(t, x) < 0 represents a fuzzy inequality for x to satisfy. Given t E T, each fuzzy 
inequality g(t, x) < 0 actually determines a fuzzy set in R n, whose membership function is denoted 
by #~,(.). For any x E R n, #j,(x) is the degree to which the regular inequality g(t,x) < 0 is 
satisfied. Moreover, it is usually assumed that #~, (x) is a real-vMued continuous function in both 
t E T and x E R n. In this paper, we consider that #j,(.) is a piecewise linear function, for each 
t E T. To specify the piecewise linear membership function #~, (-), it is commonly assumed that 
#~,. (x) should be 0 if the regular inequality g(t, x) < 0 is strongly violated, and 1 if it is satisfied. 
This leads to a membership function in the following form: 
1, 
~,(x )  = , , (~(t ,x)) ,  
0, 
where Zt,g, >_ 0 is the tolerance level which 
of the fuzzy inequality g(t, x) < 0, and #t(') 
with Nt segments as shown in Figure 1. 
if g(t, x) < 0, 
i fO<g(t,x)<_Zt,N~, VtET ,  (5) 
if g(t, x) > zt,g,, 
a decision maker can tolerate in the accomplishment 
E [0, 1] is continuous strictly decreasing over [0, Zt,Y,] 
To solve problem (4), we follow the "tolerance approach" to consider the following model [8,9]: 
max A, 
s.t. f (u ,x)  _< 0, Vu ~ U, 
~,  (x) > A, V t E T, (6) 
0 < A < 1, x E R n, 
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Figure 1. A piecewise linear membership function #gt (x). 
g( t, x) 
where #~, (x) is the membership function of the fuzzy inequality g(t, x) < 0, for each t E T. 
Throughout he paper, we denote the feasible region of problem (6) by F. Notice that this is 
a semi-infinite programming problem [10,11] with finite variables, Xl,X2,.. .  ,xn, ~, and infinite 
many constraints. There are papers [11,12] dealing with the solution methods which are applicable 
to solving (6). The difficulty lies in how to effectively deal with the infinite number of constraints. 
One simple approach, namely the "discretization method" [11], is to discretize the sets U and 
T as a finite collection of points {ul, u2, . . . ,  Upk } and {tl, t2, . . . ,  tqk } and solve the following 
nonlinear optimization problem (NOk). 
Program NO k 
max ¢(x, A) ~ ,k, 
s.t. f (u i ,x)  _< 0, i = 1,2,. . .  ,Pk, (7) 
#~j(x) _> ~, j = 1,2, . . . ,qk,  
0<)~<1,  xER n. 
An optimal solution of problem (7) provides an approximation to the optimal solution of prob- 
lem (6). It is easy to see that, in general, finer discretization of U and T results in better 
approximation. Moreover, unless the functions f and #~ are well behaved, a good approxi- 
mation may require solving a very large scale nonlinear optimization problem. Hence, a more 
efficient algorithm is highly desirable. 
In this paper, we use the basic concept of the "cutting plane method" used in solving linear 
and quadratic semi-infinite programming problems [13,14] to solve problem (6). Section 2 shows 
that under a mild condition the algorithm converges. The implementation issues are discussed 
in Section 3 and numerical results are reported in Section 4. Some concluding remarks are made 
in Section 5. 
2. A CUTT ING PLANE ALGORITHM 
The basic concept of the proposed "cutting plane method" is to add one or two more constraints 
at a time until an optimal solution is identified. Given a subset Uk = {ul, u2, . . . ,  Upk } of U and 
a subset Tk = {tl, t2, . . . ,  tqk} of T, where Pk, qk --> 1, we consider a corresponding Program NO k 
as defined by (7). Let F k be the feasible region of Program NO k. Suppose that (x k, A k) is an 
optimal solution of NO k. We define the "constraint violation functions" as follows: 
wk+l( ) f (u, xk), c u, (s) 
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and 
Vk+l(t) ~ ~k - ~ ,  (x~), t ~ T. (9) 
Since f(u, x k) is continuous over the compact metric space U, the function wk+l(u) achieves 
its maximum over U. A Similar argument holds for the function vk+l(t). Let Upk+l and tqk+l 
be such maximizers and consider the values of Wk+l(Upk+l ) and Vk+l(tqk+l ). If both values are 
less than or equal to zero, then (x k, ,k k) becomes a feasible solution of problem (6), and hence, 
(x k, ,k k) is optimal for problem (6) (because the feasible region F k of Program NO k is no smaller 
than the feasible region F of problem (6)). Otherwise, we know that at least Upk+i ~ Uk or 
tqk+l ~ Tk. This background provides a foundation for us to outline a cutting plane algorithm 
for solving the nonlinear semi-infinite programming problem (6). 
CPNSI  ALGORITHM 
Initialization 
Set k =P l  = qi = 1; choose any ul E U, tl E T; set U1 = {Ul},T1 = {tl}. 
Step 1. Solve NO k and obtain an optimal solution (x k, ,kk). 
Step 2. Find a maximizer Up~+l of Wk+l(U) over U and a maximizer tqk+l of Vk+l (t) over T. 
Step 3. If Wk+l(Upk+l ) < 0 and Vk+l(tqk+l ) <_ O, then stop with (xk,,k k) being an optimal 
solution of problem (6). Otherwise, go to Step 4. 
Step 4. If Wk+l(Upk+l ) > 0, then set Uk+l *--- Uk U {Upk+l}, Pk+l ~- Pk + 1. Otherwise, set 
Uk+l *--- Uk, pa+i *- pa. 
Step 5. If Vk+l(tq~+i) > 0, then set Tk+l *--- Tk U {tq~+l}, qk+l ~- qk + 1. Otherwise, set 
T~+I ~-- T~, q~+l *--- qk. 
Step 6. Set k *-- k + 1; go to Step 1. 
When problem (6) has at least one feasible solution, i.e., F ¢ 0, it is easy to see that the 
CPNSI algorithm either terminates in a finite number of iterations with an optimal solution or 
generates a sequence of points {(x k,,kk), k = 1, 2, . . .  }. Our objective for the remaining part of 
this section is to show that if the CPNSI algorithm does not terminate in finite iterations, then 
{(x k, Ak)} has a subsequence which converges to an optimal solution of problem (6). To simplify 
the convergence proof, we assume that problem (6) has at least one feasible solution and there is 
a scalar M > 0 such that H (x, ,k)II -< M for each feasible solution (x, ,k) of NO ~ (bounded feasible 
domain assumption). We now show a convergence proof for the CPNSI algorithm. 
THEOREM 1. Under the bounded feasible domain assumption, if F ~ 0 and the CPNSI algorithm 
does not terminate in finite iterations, then {(x k,/kk)} has a subsequenee which converges to an 
optimal solution of problem (6). 
PROOF. Since F ~ ~, we know that Program NO k has a nonempty feasible domain, for k > 1. 
It is obvious that the feasible domain of NO ~ contains that of NO k+~, for k = 1, 2 . . . .  , and 
, (xl, ~ 1) > ,  (x~, ~ 2) _> ... > ,  (×*, ~*), (10) 
where (x*, A*) is an optimal solution of problem (6). Due to the boundedness of {(x k, Ak)}, we 
know that there exists a subsequence {(x k~, Ak~)} of {(x k, Ak)} with a limit ( i ,  ~). It is obvious 
that 0 < ~ < 1 and ¢(xk',A k') -+ ¢( i ,~) .  From (10), we see that 
To show that ( i ,  ~) E F, consider 
¢ (~,~) > ¢(x*,~*). (ii) 
W(U) ~ f(u,~),  u e U, 
v(t) ~= ~ - ~ ,  (~,), t C T, 
02) 
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and let ~ E U be a maximizer of w(u) over U and t E T be a maximizer of v(t) over T. By the 
definition of (~, ~), we know that 
w (u ,~+l )  <_ 0, 
(13) 
V(tq~- l )  --~ O, 
where Upk ~ +1 E U and tqk ~ +1 E T are generated by the CPNSI algorithm for maximizing wk,+l (u) 
over U and vk~+l(t) over T, respectively. Since U is a compact metric space, there exists a subse- 
quence {(x ~, ~)}  of {(x k~ ,Ak~)} such that {Up~+l} converges to a limit point u*. Consequently, 
by (13), w(u*) < O. 
Remember that Up.~+l is the maximizer of w~,+l(U) over U, hence, 
f (Up~iT1,X sl) __~ f (~,XSi) . (14) 
Moreover, since x s' also converges to ~, we have 
0 (15) 
A similar argument holds for v(t-) and we have 
v(~ <0.  (16) 
It follows that (~, i )  E F, and hence, 
¢ i) < ¢ (x*, x*). (17) 
Combining (11) and (17), we see that (R, i )  E F and ¢(R, i )  = ¢(x*, A*). Therefore, we know 
that {(x k, Ak)} has a subsequence which converges to an optimal solution of problem (6). | 
Notice that the proof does not rely on any special property of the piecewise linear membership 
functions ~, (x ) ,  therefore, the CPNSI algorithm works in a more general setting. However, the 
implementation of the algorithm will utilize the piecewise linear properties. 
3. IMPLEMENTATION ISSUES 
ON THE CPNSI  ALGORITHM 
The CPNSI algorithm proposed in Section 2 is a "conceptual" algorithm. In this section, we 
focus on the implementation issues. 
3.1. Solv ing Program NO k 
In Step 1 of the CPNSI algorithm, we face the challenge of solving Program NO k, for k _> 1. 
Notice that solving Program NO k is equivalent to solving the following problem: 
max min {p~j (x)},  
x~R~ 5=1,2 ..... q~ (18) 
s.t. f (u i ,x)  < 0, i = 1,2, . . . ,pk.  
Consider the membership function #~j (x) is continuous piecewise linear and specified as 
1, if g(tj ,x) < 0, 
#~j(x)  = ~tj(g(ty,X)), i f0<g( t j ,x )  <_ztj,g~, 
0, if g(tj, X) > Ztj,N~, 
for j = 1, 2 , . . . ,  qk, where zt~,g~j >_ 0 is the tolerance level which a decision maker can tolerate 
< 
in the accomplishment of the fuzzy inequality g(t j ,x) ~ 0. Given any tj, we assume that 
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#t, (g(t j ,  x)) = ~t,,o g(t j ,  x) + stj,e for the segment zt, ,e-1 <_ g(t j ,  x) _< zt,,o, v 9 = 1 , . . . ,  Nt , ,  i.e., 
~t,,o is the slope and st,,o is the y-intercept for the section of the curve initiated at zt, ,o-1 and 
terminated at zt,,9. According to [15], the continuous piecewise linear function #t, (g(t j ,  x)), j = 
1, 2 , . . . ,  qk, can be expressed in the following form in the range of [0, 1]: 
where 
Nt, -- 1 
z*,, (g (tj, x)) = ~ %,0 Ig(t,, x) - z~,,o I + &g(t~, x) + %, (19) 
4=1 
1 
& = ~1 (~,,~,, + ~,,,1) 
1 st, ,1) • ~/tj = -~ ( 8t,,N,., -I- 
Considering the deviational variables dt,,o, dt,,o, j = 1 , . . . ,  qk, v~ = 1 , . . . ,  Nt~ - 1, such that 
we have 
A { g(t j ,  x) - zt,,o, if g(t j ,  x) - zt,,o >- O, 
dt,,o = 0, otherwise, 
Zx { zt,,O - g (tj, x) ,  
dt,,e = O, 
if g(tj ,  x) - zt,,o < O, 
otherwise, 
dt,,o " dtj,o = O, 
g(t j ,  x) - zt,,o = dt,,o - dt,,o, 
Ig( t j ,x )  - zt,,o I = dt,,o + dt,,o. 
Consequently, (19) can be rewritten as 
Ntj - 1 
,~, (g(tj, x)) = 
0=1 
where 
~,,~ (d,,,o + d~,,o) + &g(t j ,x) + 7~,, 
g(t j ,  x) - z t9  = dtj,o - dtj,o, 
dtj,~ • dt,,o = O, 
dt~,o >- O, dtj,o >_ O. 
(2o) 
Substituting expression (20) into problem (18) yields the following nonlinear programming 
problem: 
1 } 
max min at,,4 (dt~,o + dtj,o) + ~tjg(t j ,  x) + %j , 
x~R ~ j=l,...,qk I~ 0=1 
s.t. g( t j ,x )  -- dt~,4 + dtj,o = ztj,o, j = 1 , . . . ,qk ,  ~ = 1, . . . ,N t j  - 1, (21) 
dr,,4 " dtj,~ = O, j = 1, . . . ,qk ,  v~ = 1 , . . . ,N t j  - 1, 
dt~,o >_ O, dtj,9 >_ O, j = 1, . . . ,qk ,  0 = 1, . . . ,Nt~ - 1, 
f(u~, x) < 0, i = 1 , . . . ,pk ,  
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which is equivalent to the following "min-max problem": 




j= l  ..... qk ~, "0=1 
9(t j ,  x) - dt~,o + dt~,o - zt.j,o <_ O, 
-g ( t j ,  x) + dtj,o - d t j ,o  -t- zt~,O ~ O, 
dtj,o • dtj,o <_ O, 
-dt~,o <_ O, 
-dt~,o < O, 
/ (u.x) < 0, 
/ 
- ~ ,o  (d~,o + d~,o)  - Z,~g(tj, ~) - ~j ~, 
] 
j = 1,. . . ,qk, to = 1,. . . ,N~j - 1, 
j = 1 , . . . ,%,  to = 1 , . . . ,N t j  - 1, 
j=  l , . . . ,qk ,  to= l , . . . ,N t j  -1 ,  
j = 1,. . . ,qk, to = 1,. . . ,Nt~ - 1, 
j = l , . . . ,%,  to=l , . . . ,N t j -1 ,  
i -- 1, . . . ,pk,  
(22) 
where d and 4 are column vectors of dtj,o and d-ts,o, respectively, for j = 1, . . . ,qk,  t0 = 
1, . . . ,N to  - 1. 
One major difficulty encountered in developing solution methods for solving the "min-max" 
problem (22) is the nondifferentiability of the max function F(x; d, 4). A distinct feature of the 
recent development centers around the idea of developing "smooth algorithms" [16,17]. Among 
them, a class called "regularization methods" has been developed based on approximating the 
max function F(x; d, d) by certain smooth function [17,18]. Here, we adopt the newly proposed 
"entropic regularization procedure" [19-21]. This procedure guarantees that, for an arbitrarily 
small e > 0, an e-optimal solution of the min-max problem (22) can be obtained by solving the 
following problem: 
- -  ra in  
l[Nt  1 
F. (x;a,a) ~ ~,,ln ~exp , ~ , ,o  , 
[, j=l 
s.t. g(t j ,X)  -- dtj,o + dtj,o - ztj,o <_ O, 
-g ( t j ,  x) + dtj,o - dtj,o + ztj,o < 0, 
dt~,o • dtj,~ <_ O, 
-dt j ,o  <_ O, 
-dt , ,9  <_ O, 
f (u i ,  X) <_ 0, 
= l , . . . ,qk ,  
3 ---- 1 , . . . ,qk ,  
3 = 1 , . . . ,  qk, 
3 = 1,. . . ,qk, 
= 1 , . . . ,qk ,  
= l , . . . ,pk ,  
0 = 1 , . . . ,Nt j  - 1, 
to= 1 , . . . ,N t j  -1 ,  
to = 1, . . . ,Nt j  - 1, 
0 = 1, . . . ,Nt j  -1 ,  
to=l , . . . ,N t j -1 ,  
(23) 
with a sufficiently large 7. It should be emphasized that Fn(x; d, d) is a smooth function which 
approximates F(x; d, d) uniformly and accurately, when 77 is taken to be sufficiently large. 
Yhrthermore, the presence of many nonlinear inequality constraints in (23) also causes dif- 
ficulties in finding an optimal solution of (23). Early methods for handling these constraints 
involved adding a barrier term to the original objective function [1], which restricted the domain 
of a problem to the interior of its feasible region. These methods may become less favorable 
due to the difficulty in performing unconstrained minimizations when the barrier parameter be- 
comes very large. Another method of handling these inequalities eeks to identify the active 
constraints and treat them as equalities [22,23]. It includes ~arious "active set" strategies [24]. 
The major difficulty of this approach is that a correct recognition of the true active constraints 
can only be made, strictly speaking, at the solution. The method we adopted here is a so-called 
"aggregate constraint method" to approximate the original constraint set in (23) by a uniform 
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(lp) approximation with p - ,  oc. 
single-constrain problem [25]: 
In this framework, problem (23) is equivalent o the following 
-min  Fv(x;d,d ) ~- ln~Eex  p 7 |  ~ - c%,o(dq ,~+dq,o) - /3qg( t j , x ) - ,~t j  , 
xER" 7 ( j= l  L o=1 
s.t. v (x; a, a) ~ = max {g(tj, x) - dtj o + dq,o ztj,o, -g(t j ,  x) + dq o - dtj,o (24) i=l,..,pk ' " ' j=l,...,qk O=I,...,NLj --1 
+ Zt~,O, dtj,o • dry,o, -dtj,~, -dry,o, f (ui, x)} _< 0. 
Moreover, for computational reasons, a differentiable function that uniformly approximates 
the constraint set is desirous to replace the nondifferentiable constraint G(x; d, d) _< 0. Again, 
applying the "entropic regularization procedure", problem (24) can be solved by a uniformly 
constrained optimization problem: 
I q~ { [NtJO~=l I ] } )  F n (x ;d ,d)  ~ 1,11n exp 77 -aq,o (dt j ,o+dq,~)-13qg(t j ,x)-Tt j , min xV-'R'~ ( j= l 
I ~_.~ Ntj -1 
s.t. a,(x;a,a) zx ~ln Z {exp[7(g( t j , x ) -dq ,~+dt j ,o -z t j ,e ) ]  
(25) ( j=l  o=1 
+ exp [7 ( -g(t j ,x)  + d~j,o - dt~,o + z~,o)] + exp [7 (d,~,o d,~,o)] 
+ exp [n (-d~.,o)] + exp [7 (-d~.~)] + ~ exp[7(y(~i,x))l} -< O, 
i=1 
with a sufficiently large 7. The equivalence between problems (24) and (25) follows [25]. 
It should be noticed that among all inequality constraints of (23), at least one will be active 
at the solution. Thus, problem (25) can be treated as an equality constrained problem with only 
one constraint, where 7 is specified as a sufficiently large constant. In this case, problem (25) can 
be solved by a basic "augmented Lagrangian algorithm" [24] for equality constrained nonlinear 
programming problem; that is, we shall solve an unconstrained minimization problem in the form: 
(x ,d ,d)  (26) man (I) (x, d, d) ~ F v (x, d, d) + p. G v (x; d, d) + c. G 2 2 ' 
where p is a Lagrangian multiplier associated with a single constraint. It has also been proven 
that (I)(x; d, d) is locally convex in some neighborhood N of an optimal solution of NO k for a 
sufficiently large c, see [26]. 
An outline of the basic structure for the augmented Lagrangian method will now be presented. 
Certain parameters are assumed to be available as input. These include an initial estimate of 
the Lagrangian multiplier pk,O; sufficiently large constants 7 and c; a positive integer Q, which 
serves as an upper bound on the number of unconstrained minimizations to be performed; a 
sufficiently small constant /~ > 0; and an initial point (x k,°, d k,0, dk,0). 
ALGORITHM. Set m ~- 0 and perform the following steps. 
Step 1. Minimize the Unconstrained Problem (26). With (x k,m, d k,m, dk,m) as the starting 
point, apply BFGS method to solve the unconstrained minimization problem (26). 
Let (x k,m+l, d k,m+l, d k,m+l) denote the solution of problem (26). 
Step 2. Update the Multiplier Estimate. Compute pk,m+l, an updated estimate of the 
Lagrange multiplier, by assigning 
pk,m+l = pk,m + c. Gn (x k'm, d k'm, dk'm) . 
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Step 3. Check Termination Criteria. If [[ (x k'm+l , d k'm+l , a k,m+l) - (x k,m, dk'm, d k'm) 1] -< /k 
or m > Q, terminate the algorithm with (x k'm+l, d k'rn+l, a k,m+l) as the solution. 
Step 4. Update the Iteration Count. Set m ~ m + 1, and go to Step 1. 
3.2. Max imiz ing  wk+l(u) Over  U and Vk+l(t) Over  T 
In Step 2 of the CPNSI Algorithm, it is necessary to evaluate a continuous function Wk+l 
and find a maximizer over U. When f(u, x k) exhibits certain special properties o that wk+l(u) 
becomes concave, the concavity can be exploited for efficient solution procedures. However, 
f(u, x k) is, in general, an arbitrary continuous function. This may lead to a nonconcave max- 
imization problem in Step 2. Without further specified information, in the implementation we 
took a straightforward approach by discretizing the compact domain U into a finite set of dis- 
crete points, say U'. Then, we evaluate and maximize the constraint violation function wk+l(u) 
over Uq This, of course, may raises some potential problems. 
First, in general, a bigger U' may result in a better approximate maximizer of Wk+l (u) over U. 
However, it increases the computational load. On the other hand, a coarse approximation com- 
bined with an inexact solution of NO k may cause problems in generating a valid new point uk+l. 
This could stall the algorithm numerically. Therefore, we have to control the accuracy in finding 
an approximate maximizer of Wk+l(u) and an inexact optimal solution of Program NO k very 
carefully. 
Second, without carefully examining the special structure of a constraint violation function 
Wk+l(U), an exhaustive search may be required. However, if the function f(u,x k) is smooth, 
finer approximation should be done only near those u's which represent binding constraints. 
Note that the approximation can be arbitrarily refined, if it is necessary. 
Similar treatment allows for evaluating the continuous function Vk+l (t) and finding a maximizer 
over T. 
4. A NUMERICAL  EXAMPLE 
In this section, we illustrate the proposed CPNSI Algorithm for solving problem (4) with 
piecewise linear membership functions by considering the following problem. All the calculations 
are performed on a DEC 5000 Workstation, using the FORTRAN 77 language. 
EXAMPLE. Find x = (xl, x2, x3, x4) T such that 
with 
X2 X3 X4 ~ 0, 
8-X l  2 3 4 - 
--Xl ~ 0, 
--X2 ~ 0, 
--X 3 "~ 0, 
--X4 '~ 01 
+ xl + tx2 + t~x3 + t3x4 ~ o, vt  e [0,1], g(t,x) - 2 - t  
1, if g(t,x) _< 0, 
1 - 0.08g(t, x), if 0 < g(t, x) <_ 10, 
tz~,(x) = 0.6 - 0.04g(t, x), if 10 < g(t, x) _< 15, 
0, if g(t, x) > 15, 
which can be expressed as 
~,  (x) -- 0.02 Ig(t, x) - 101 - o.06g(t, x) + 0.8, 
O, 
v t e [0,1], 
if g(t, x) _< 0, 
if 0 < g(t,x) < 15, 
if g(t, x) > 15, 
(27) 
Vt E [0,1]. 
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To solve problem (27), we follow the "tolerance approach" to consider a nonlinear programming 
problem described as 
max 
s.t. 0.02 [g(t, x) - 10[ - o.06g(t, x) + 0.8 _> A, 
X2 X3 X4 < O, 
8 -- X 1 2 3 4 - 
-x  1 ~ 0, 
--X2 <_ O, 
--X3 < O, 
--X4 _~ O, 
O<A<I. 
Vt e [0, 1], 
(28) 
Using the proposed algorithm to solve the semi-infinite nonlinear 
tion, the following problem is considered. 
Program NO k 
program (28), at the k th itera- 
max 
8.t. 0.02 ]g(tj, x) - 101 - 0.06g(tj, x) + 0.8 _> A, 
X2 X3 X4 < O, 
8 -X l  2 3 4 - 
--X I ~ O, 
--X 2 _< O, 
--X 3 < O, 
--X 4 _< O, 
O<l<l, 
j= l ,2 , . . . ,qk ,  
which is equivalent to 
max min 
j=l,2,.. . ,qk 
s.t. 
{0.021g (tj, x) - 101 - 0.06 g (tj, x) + 0.8}, 
X2 X3 X4 < 0~ 
8 -x l  2 3 4 - 
--X 1 ~ O~ 
--X2 _< O, 
--x3 _~ O, 
-x4 _< 0. 
(29) 
Define deviational variables dtj,1, tits,l, j = 1, 2 , . . . ,  qk such that 
3 10 + xl  + t jx2 + t~x3 + t jx4 - -  dt~,l -t- dtj ,1 ---- O, 2 -- tj 
dt~,l • dtj,1 = O, 
dt~,l >_ O, 
dtj,1 2>0. 
Substituting expression (30) into problem (29) yields the following problem: 
(30) 
min {002t  ji+  l) 000( 1 
j=l,2,...,qk 2 -- t j  - -  +xl + tjx2 + +08} 
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s.t. 
1 
2-t j  
dt~,l • dt~,l = O, 
dt~,l >_ O, 
dtj,1 ~ O, 
-- X 1 __< O, 
-- X2 _< O, 
- -  X 3 ~_~ O, 
- -X  4 <0,  
X2 X3 8 - xl 
2 3 





2 - tj 
1 
-min  
2 3 10 + Xl + t jx2  + t jx3  + t jx4  -- dt jd  + dtj,1 = O, 
X4 < O, 
4 
j= l , . . . ,qk ,  
j = l , . . . ,qk ,  
j= l , . . . ,qk ,  
j= l , . . . ,qk ,  
3 -d t j l+dt j , l<O,  j 1, lO+Xl+t jx2+t2x3  -t- t j x4  , _ = . . . ,  qk, 
2 -t-----~ + lO-xl-t jx2-t2x3-t3x4+dt~' l -dt~' l  <- O, 
dtj,1 " dtj,1 ~-- 0, 
-dt j ,1  ~ O, 
-dt j ,1  ~-_ O, 
--Xl ~ O, 
--X2 <_ O, 
--X 3 < O, 
--X 4 ~ O, 
X2 X3 X4 
j= l , . . . ,qk ,  
j=  1,...,qk, 
j= l , . . . ,qk ,  
j = 1,...,qk, (31) 
8-x l  <0. 
2 3 4 - 
A near-optimal solution of the "min-max" problem (31) can be obtained by solving the following 
problem with sufficiently large ~: 
-min  F,(x,d,a)  -ln{Eex p ~? -0.02(dtj,1 +dtj,:) 
7] t j= l  
+000( 0 1} 2 - iX3  ' 
s.t. 1 10 + x l  + t jx2  + t2x3 + t jx4  Gn(x,d,d)  a In exp ~ 2 - t j  
l J=1 
+exp [, (dt~,l" dt~,l)] +exp [~? (-dtj,1)] +exp [vl (-dry,l)] } + exp[~?(-xl)] 
+exp[~?(-x2)] +exp[~(-x3)] +exp [?~(-x4) ] +exp [~? (8 - Xl 
2 3 
(32) 
where d and a are column vectors of dtj,1 and dtj,1, respectively, for j = 1, 2, . . . ,  qk. 
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k 0 ~k,0 Problem (32) was solved by a basic augmented Lagrangian algorithm, starting with (x ' , aq,1, 
~k,0 q,1) = (0, 0, 0) and pk,O _~ O. In our implementation, we use fixed ~ = c = 1000, Q = 1000, and 
/~ = 10 -6 at each iteration for solving Program NO k. A standard BFGS algorithm together with 
golden-section line search is adopted to carry out the minimization of (I)(x, d, d). Furthermore, 
in Step 2 of the CPNSI Algorithm, the compact domain T is discretized into a set of discrete 
points T'  ~ (0.001 × i I i -- 1, 2 , . . . ,  1000} for finding a maximizer over T and the maximum 
allowable constraint violation is 0.01. For simplicity, an exhaustive search is performed for finding 
a maximizer of the constraint violation functions. 
Results for problem (27) are listed in Table 1. The second column in Table 1 provides the 
near-optimal solution of Program NO k. The third column gives the number of iterations for 
minimizing (~(x, d, d) at the k th iteration. An initial solution was given around x 1 = (0, 0, 0, 32) 
and the first constraint of (28) was used to find a corresponding value of A1. The algorithm 
terminated at x* = (7.893740, .031362, 0.088077, 0.260645) after 2 iterations with ~* = 0.415891. 
This indicates the efficiency performance of the proposed algorithm and its potential for solving 
large-scale problems. 
Table 1. Computational results of the CPNSI algorithm. 
(x k, Ak) # of Iterations for Solving NO k 
((0.007248, 0.007941, 0.009039, 31.972065), 0.732524) 63 
((7.893740, 0.031362 , 0.088077, 0.260645), 0.415891) 20 
5. CONCLUDING REMARKS 
A cutting plane algorithm for solving a system of infinitely many fuzzy inequalities with piece- 
wise linear membership functions is proposed. One obvious advantage of the proposed cutting 
plane algorithm, is that only those constraints which tend to be binding are generated. This 
leads to efficiency in terms of both cpu and memory requirements, especially for solving large- 
scale problems. 
The CPNSI Algorithm involves three optimization problems as its subproblems. In Step 1, 
an optimal solution of Program NO k is obtained. In Step 2, a maximizer Upk+l of Wk+l(U) 
over U and a maximizer tqk+l of vk+l(t) over T are sought. Although the convergence r sults 
established in Section 2 are based on the ability to obtain the exact minimum and two maximums 
of the three optimization problems, respectively, they remain valid with inexact minimization and 
maximization [13,14]. Such inexact optimization may reduce computational effort. In Step 1, 
only an G-optimal solution is needed, namely a solution whose objective value is within ~lk > 0 
of the true minimum. Again in Step 2, only the ~-optimal solutions are required for both Upk+l 
and tqk+l , e.g., a solution Upk+l such that Wk+l(Upk+l ) is within ~2k and a solution tqk+l such 
that Vk+l(tqk+l) is within ~3k of the true maximums. It can be shown that as long as tolerances 
elk, c2k, and ~3k converge to 0, as k tends to infinity, the convergence r sults established in 
Section 2 still hold. 
An "aggregate constraint method" is applied in the CPNSI Algorithm to solve the nonlinear 
Program NO k. Compared to other approaches to solving general nonlinear programming prob- 
lems, the method presented here is very promising. The high efficiency of this method is entirely 
derived from the uniform property of the aggregate constraint. Although the penalty idea is 
used in this method, it is different from conventional penalties in the sense that it imposes the 
penalty on an "aggregated" constraint rather than on each individual constraint. An augmented 
Lagrangian algorithm is applied to solve the resulting one-constraint onlinear programming 
problem and only a commonly used BFGS subroutine is required in our implementation. 
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