Finding new ways to quantify discontinuity persistence values in rock masses in an automatic or semi-automatic manner is a considerable challenge, as an alternative to the use of traditional methods based on measuring patches or traces with tapes. Remote sensing techniques potentially provide new ways of analysing visible data from the rock mass. This work presents a methodology for the automatic mapping of discontinuity persistence on rock masses, using 3D point clouds. The method proposed herein starts by clustering points that belong to patches of a given discontinuity. Coplanar clusters are then merged into a single group of points. Persistence is measured in the directions of the dip and strike for each coplanar set of points, resulting in the extraction of the length of the maximum chord and the area of the convex hull. The proposed approach is implemented in a graphic interface with open source software. Three case studies are utilized to illustrate the methodology:
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Introduction

General Overview
Discontinuity is a general term in rock mass engineering, and denotes any separation in a rock mass characterized by low or non-existent tensile strength (Zhang 2006) . These features are usually organized in pseudo-parallel surfaces referred to as joint sets or discontinuity sets (International Society for Rock Mechanics 1978) , although the International Society for Rock Mechanics (ISRM) suggested the general term discontinuities instead of joints. The 'Suggested Methods for the Quantitative Description of Discontinuities' (International Society for Rock Mechanics 1978) of the ISRM defined the different types of discontinuities and suggested characterization methods, summarized in Table 1 . Although these parameters are widely accepted by the scientific and technical community, advances in new technologies and new methodologies are changing how rock mass discontinuities are being investigated, as shown in Table 1 . Discontinuity persistence has a significant effect on rock mass strength, but is a difficult parameter to measure (Einstein et al. 1983) . Traditional methods to measure discontinuity persistence were designed several decades ago, according to the existing available techniques and instruments (International Society for Rock Mechanics 1978) and are still widely applied in situ by engineers. The limitations of these methods are widely known, including the risks of working on difficult and unstable platforms, the absence of access to outcrops and the subjectivity associated with direct measures (Slob et al. 2010) . However, the recent acceptance of 3D remote sensing techniques such as light detection and ranging (LiDAR) instruments, digital photogrammetry or structure from motion (SfM) (Ullman 1979) is changing how rock slopes are being investigated. Digital photogrammetry is a well-known technique that enables the 3D study of the morphology of natural and engineered rock slopes (Sturzenegger and Stead 2009a) . SfM is becoming an extremely important topic in the scientific community due to the availability of photogrammetrically derived point clouds in terms of the cost-benefit ratio of the equipment, ease of use and quality of results (Micheletti et al. 2015; Abellán et al. 2016) .
3D point clouds captured from remote sensing techniques usually comprise millions of points that are defined by means of: (1) coordinates of each point of the surface on a local reference system; (2) intensity reflected by the surface and recorded by the sensor; and (3) possibility of automatic superposition of photographs captured during the scanning process, assigning an estimated colour (R, G, B) to each point. These digital datasets captured in the study area enable the analysis of rock mass features with the use of geometrical or radiometric parameters (e.g., intensity, visible colours, or other hyperspectral data) of rock masses. These data provide geometrical information (among other data) on the slope (e.g., natural, blasted or excavated) along with the visible discontinuities in the rock mass.
Although discontinuities are not planes but surfaces that present roughness and waviness (and could even present curved or undulatory shapes) (Dershowitz 1985) , they are usually treated as planes when an appropriate study scale is used (International Society for Rock Mechanics 1978) . For instance, if a bedding plane is studied by 3D datasets, a 0.1 × 0.1 m sample window could provide a good approximation to a plane in terms of its root-mean-square error (RMSE). However, if the sample window is 100 × 100 m, the approximation of this surface to a plane could be poor, with a high RMSE. Another source of non-planarity in discontinuities is found in the termination of fractures, such as the "horsetail splay" (Vaskou 2016) . Although few studies used digital datasets to investigate folded geological layers (Humair et al. 2015) , it is usual to consider discontinuities as planes for practical purposes.
It is convenient to distinguish between three types of persistence when investigating rock masses: (a) visible persistence, or persistence extracted from visible data on rocky outcrops (i.e., only visible traces or exposed patches can be used), (b) real persistence, or persistence of the discontinuity within the rock mass (can only be investigated if combining geophysics or boreholes and visible data), and finally (c) estimated persistence, determined from information on the surface of the rock mass. The work presented herein addresses estimated persistence, which is calculated considering that some superficial characteristics (i.e., orientation, spacing, persistence and roughness) are also present inside the rock mass.
The study of the discontinuity persistence parameter requires the classification of discontinuities as persistent (Fig. 1a) , non-persistent (produced by intermittent discontinuities) (Fig. 1b) or as separate non-persistent discontinuities ( Fig. 1c) (Hudson and Priest 1983) . Other authors have considered the existence of macro-discontinuities persisting to depths of thousands of metres (Goodman 1989) . Persistent discontinuities could be affected by faults, reducing lateral continuity.
Analysis of persistent discontinuities is straightforward for 1D, 2D and even 3D measurements. Nevertheless, computation of the apparent lack of persistence produced by intermittent or separate discontinuities is not always a simple task. Mauldon (1994) suggested that intermittent non-persistent discontinuities are geologically unlikely, concluding in an implication of the existence of weakness planes throughout the rock mass, locally separated to form (Rahman et al. 2006; Haneberg 2007; Oppikofer et al. 2009; Khoshelham et al. 2011; Lai et al. 2014 ) Photographs (Alameda 2014) Profiles (Tatone and Grasselli 2010) 5. Wall strength Geological hammer with one tapered end Strong pen knife Schmidt hammer: JCS Facilities for measuring the dry density of the rock 6. Aperture
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Infill scale-independent classification (Ortega et al. 2006) 7. Filling Measuring tape of at least 3 m, graduated in mm Folding straight -edge, at least 2 m Plastic bags for taking samples Geological hammer with one tapered end Strong pen knife Hyperspectral imaging (Kurz et al. 2011) 8. Seepage Visual observation Air photographs, weather records TLS (Sturzenegger et al. 2007; Vivas et al. 2015) Photographs Digital Photogrammetry Thermal images (Vivas et al. 2015) 9. N of sets Based on (1) Based on (1) 10. Block size Measuring tape of at least 3 m, graduated in mm 3D point clouds TLS (Sturzenegger et al. 2011 ) SfM (Ruiz-Carulla et al. 2017 discontinuities. Consequently, he suggested considering the intermittent discontinuities as persistent for mechanical analysis purposes (i.e., when a discontinuity plane is detected, coplanar discontinuity planes should be found and merged to calculate the persistence). Additionally, Mauldon (1994) concluded that although discontinuity intensity cannot be directly measured in an opaque rock mass, it can be estimated from outcrops (exposed areas) and line samples (boreholes and scanlines). Further studies have analysed the persistence within opaque rocks through the application of ground-penetrating radar (GPR) (Longoni et al. 2012 ).
Computation of discontinuity spacings from 3D point clouds has rapidly evolved during the most recent decade: Slob et al. (2010) considered discontinuities as persistent and measured the spacing with a virtual scanline, and Riquelme et al. (2015) considered both persistence and impersistence, assuming that the planes of a discontinuity set are parallel and proposed a method to measure the normal spacing for persistent and non-persistent discontinuities with 3D datasets, enabling the study and discussion on how to extract persistence information from 3D datasets.
A common situation in rock mechanics is incomplete information on the rock mass, hampering the investigation on discontinuity persistence of rock masses. A 3D dataset could exhibit intermittent discontinuity planes due to: (1) lack of discontinuities (e.g., there is a rock bridge and the discontinuity is really intermittent); or (2) impossibility of data collection due to occlusion (e.g., a rock was lying on the discontinuity and could not be scanned) or absence (e.g., the block defined by that part of the discontinuity slid down the slope or was removed). Traditional methods oversimplified the estimation of the "true" persistence by measuring the "visible persistence" (Sturzenegger and Stead 2009b; Oppikofer et al. 2011; Tuckey and Stead 2016) , and therefore, there is still no method to estimate the real value of discontinuity persistence. The work presented herein proposes a methodology for the automatic mapping of the persistence of discontinuity sets on rock masses, using 3D datasets.
A component of the present study is based on previous findings for extracting discontinuity sets and clusters (i.e., sets of member points of the same plane) from 3D point clouds (Riquelme et al. 2014 (Riquelme et al. , 2015 . A new methodology is proposed herein to measure persistence from a geometrical perspective, using 3D datasets acquired by means of remote sensing techniques.
Measuring Persistence
Persistence was defined by the ISRM (1978) as the "areal extent or size of a discontinuity along a plane". The same parameter was defined by Mauldon (1994) as the "measure of the degree to which discontinuities persist before terminating in solid rock or against other discontinuities". The measurement of discontinuity persistence was initially proposed by computing the lengths in the direction of the dip and strike (International Society for Rock Mechanics 1978). Nevertheless, new available data can help develop new approaches to quantify the properties of discontinuities in a more realistic manner. Not surprisingly, true persistence is still considered difficult to be measured in practice (Shang et al. 2017) , and therefore, actual persistence seems to be impossible to be measured using data acquired from the surface. Only visible persistence can be measured when using field data (regardless of the use of geophysics). A good example is the construction of a tunnel: the maximum persistence is limited by the maximum length of the visible discontinuities recognized in the excavation front, and therefore, by the excavation diameter, height or span. Herein, the focus is on the measurable persistence, using visible data only. Einstein et al. (1983) defined the discontinuity persistence K:
R is the region of a plane, with A R being its total area and a Ri the area of the discontinuity i within region R. This definition uses areal measurements, but frequently only trace lengths can be observed. K should be considered as a random variable because of the uncertainty of the measured values. Equation 1 can be adapted to lengths (Einstein et al. ( Fig. 1 Types of persistence produced by different persistent or non-persistent discontinuities: a persistent discontinuities; b intermittent discontinuity planes and c separate non-persistent discontinuity planes. Modified from (Hudson and Priest 1983) 1983). Later, Park et al. (2005) suggested that since rock exposures are small and 2D, it is impossible to measure the discontinuity area accurately in a field survey, suggesting the use of trace lengths (1D) to estimate persistence. Discontinuity intensity I is a different rock mass index (i.e., the quantity of discontinuities within a given rock mass) and is used to determine the effect of jointing on the mechanical and hydrological performance of jointed rock masses (Dershowitz 1985) . The intensity index is defined as the number of discontinuities per unit area or volume, or total discontinuity trace length per unit area or total area of discontinuities per unit of rock volume (Dershowitz and Einstein 1988) . Intensity can be considered in two dimensions as areal intensity or in three dimensions as volumetric intensity. The intensity index is defined using the number of traces or their length, with several definitions and methods available (Dershowitz 1985; Zhang and Einstein 2000) . For instance, the volumetric intensity (P32) is defined as (Einstein et al. 1983; Dershowitz 1985) : a i is the area of the ith discontinuity in a 3D region of volume V.
Measuring Persistence from 3D Point Clouds
Persistence measurements have traditionally been collected using manual methods. Collection of measurements has experienced rapid evolution since 3D datasets have become available. Previous studies of persistence estimation using 3D datasets (acquired 3D laser scanners and digital photogrammetry) have manually measured features using profiles, on which lengths were measured parallel to the probable sliding direction (Oppikofer et al. 2011 ). Baecher's Disk Model (Baecher 1983) assumes that discontinuities are circular and defines the diameter of those circular discontinuities as "equivalent trace length" (Sturzenegger and Stead 2009a, b) . More recently, Tuckey and Stead (2016) presented improvements on remote sensing methods for mapping discontinuity persistence and rock bridges in slopes, and also analysed three rock slopes of open pit mines using digital photogrammetry, LiDAR and window mapping datasets. Tuckey and Stead (2016) estimated persistence using the length of the discontinuity traces measured in field window maps, along with manually mapped best-fit circles to 3D datasets, which enabled the diameter measurements of outcrops. However, a major source of error was found in remote sensing surveys due to limitations in image resolution. High-resolution images enable identification of small discontinuities, whereas low-resolution images can result in indistinguishable smaller features (Ortega et al. 2006 ;
Sturzenegger and Stead 2009a; Tuckey and Stead 2016). 3D datasets enable automated or supervised analysis of geometric features. Several algorithms have been proposed for the extraction of the number of discontinuity sets and orientations (Jaboyedoff et al. 2007; García-Sellés et al. 2011; Gigli and Casagli 2011; Vöge et al. 2013; Assali et al. 2016; Wang et al. 2017; Chen et al. 2017) , classification of point clouds (Riquelme et al. 2014 ) and normal spacing analysis (Riquelme et al. 2015) . However, persistence measurement presents wide margins for improvements and could benefit from the aid of new methodologies.
Methodology
Definition of a Discontinuity Set and Cluster
The proposed methodology starts with a previously analysed point cloud. Discontinuity sets are extracted, along with their corresponding main orientations, and for each discontinuity set the parallel planar surfaces of the rock surface (patches) are identified. Additionally, each point is classified according to its discontinuity set and the plane to which it belongs. Before introducing this methodology, it is convenient to outline previous concepts by means of an example consisting of a point cloud for a cube scanned by terrestrial laser scanner (TLS) (Fig. 2a) . The cube is analysed by the open-source software discontinuity set extractor (DSE), which utilizes the methodology of Riquelme et al. (2014 Riquelme et al. ( , 2016 . Three discontinuity sets were identified, as shown in Fig. 2b . For each discontinuity set, two parallel patches or planes are identified (the base of the cube was not scanned, and therefore, it does not appear in this analysis). Essentially, a discontinuity set is defined by those points whose assigned normal vectors have approximately the same orientation. Therefore, those points that are members of a discontinuity set and present an even spatial density can be considered preliminarily as members of a plane (Riquelme et al. 2014) . These sets of points correspond to 'patches' and are herein referred to as clusters.
For DS 1 (Fig. 2b in blue) , two planes or clusters are found as shown in Fig. 2c . Furthermore, the equations of both clusters are given by ( Fig. 2c ):
Both clusters present the same orientation [defined by the normal unit vector (A, B, C) ] but are non-coplanar because the constant parameter D, which represents the distance from the origin, is different (Fig. 2d) .
In this work, the classified point cloud is defined by the following properties: coordinates of the points (x, y, z) , discontinuity set and cluster to which the point belongs to, and the parameters of the equation of the corresponding cluster (A, B, C, D).
Analysis of the Coplanarity of Clusters
In fieldwork, two planes can be considered coplanar after visual inspection and the assistance of traces. However, when this test is programmed using 3D datasets it is necessary to use a mathematical criterion to determine coplanarity. A simple case in which two horizontal planes are scanned using TLS is shown in Fig. 3a . Both planes are identified by two clusters of points: 1 and 2. A front view is shown in Fig. 3b , where coplanarity can be visually determined. However, elevations are represented in Fig. 3c , and the means of these elevations are 1.5486 and 1.5494 for clusters 1 and 2, respectively. As both means are slightly different, coplanarity cannot be definitively established.
In general, two planar clusters can be assumed to be coplanar when Eq. (4) is satisfied (Riquelme et al. 2015) : D 1 and D 2 are the parameters of clusters 1 and 2, respectively, σ 1 and σ 2 are the standard deviation of the normal distances of all points to the best-fit-plane, and k is a parameter that controls the sensitivity of this test. This test can only be applied if all fitted planes have the same orientation, and therefore, the same parameters A, B and C in Eq. (3).
In the example shown in Fig. 3c , D is equal to the mean of elevations because planes are horizontal. Otherwise, the least-square method should be used to calculate D. Then, if k is set to 3, the relationship shown in Eq. (4) is fulfilled as illustrated by Eqs. (5) and (6). Consequently, both clusters can be considered coplanar:
In terms of rock mechanics, this means that the two analysed patches belong to the same discontinuity plane. If k is set to 0, all clusters of the same discontinuity set will be considered as different planes.
Computing Discontinuity Persistence
The proposed methodology starts by classifying an input dataset (3D point cloud) with the mean orientation of the discontinuity sets. Then, the algorithm analyses the clusters of member points of a given discontinuity set and searches for clusters that are coplanar within a certain user-supervised threshold controlled by parameter k from Eq. (4). Accordingly, the user must decide whether discontinuities will be considered as persistent or nonpersistent (intermittent or separate, as presented in Fig. 1 ). When intermittent discontinuities are considered, the user must then decide whether empty areas between coplanar clusters are considered as: (a) non-scanned surfaces of a discontinuity (when detected patches should be merged); (b) rock bridges (when patches may or not be merged); or (c) simply rock (when they should not be merged). When a rock bridge is detected, the idea of establishing a threshold may emerge. This leads to considering the full area of all coplanar clusters (being conservative) when the size of the rock bridge is small, or measuring persistence as separate clusters when the rock bridge size is higher. However, the use of scanned data implies in uncertainties associated with the non-scanned rock mass. Therefore, the use of a threshold requires significant experience, meaning that this step requires careful consideration. Rock bridge length remains underexplored in scientific literature, and therefore, further research is required.
Herein, Mauldon (1994) is followed despite the existence of rock bridges, if intermittent discontinuities are detected as coplanar, they are considered as a single merged discontinuity. This idea leads to higher values for persistence, and is more conservative.
A flowchart of the proposed methodology for the calculation of discontinuity persistence is shown in Fig. 4 . The first stage consists of the analysis of the coplanarity of clusters for every discontinuity set. This process estimates if two or more clusters are coplanar as defined in Sect. 2.2 and modifies the parameter D of the corresponding plane. The next step consists of merging separate clusters with the same parameter D into a single cluster.
The second stage consists of the measurement of the persistence. The member points of each discontinuity set are extracted, and a transformation is applied using a rigid transformation matrix R:
In this matrix β and α are the dip and dip direction angles of the corresponding orientation of the discontinuity set, respectively. Alternatively, this transformation can be applied to each cluster whose centroid has been previously translated to the origin of the coordinate system. Figure 5 shows a scheme of the transformation, which enables the direct extraction of the maximum discontinuity persistence measured in the directions of the dip and strike, according to ISRM (1978) . Considering the set of points X(i, j), members of the discontinuity set id i and simultaneously of the cluster of points id j, Eqs. (8) and (9) show how both lengths are calculated, where x′(i, j) and y′ (i, j) are the local coordinates of X(i, j): Additionally, the maximum length can be calculated through the computation of the convex hull C h (X(i, j) ) according to Eq. (10). The convex hull also enables the estimation of the area of the cluster according to Eq. (11). The convex hull is calculated by the projection of the cluster points on the OX′Y′ plane, and then function 'convhull' (available in MATLAB software) is applied, which returns the convex hull of points X(i,j).
(10)
Case Study
Case Study 1
The first case study consists of a laboratory test where regular cubes of granite are organised on a pallet that lies on the floor (Fig. 6) . The side of each cube is approximately 0.095 m. The granite cubes are arranged forming a square, whose side is approximately 0.8 m (distances |P 1 P 2 | and |P 3 P 4 | in Fig. 6 ). This setup was scanned by a TLS model Leica C10 from three stations, and registered using highdefinition surveying (HDS) targets by means of the Leica Cyclone software (Leica 2016) . Finally, the 3D point cloud was rotated to represent a non-horizontal discontinuity.
Three orthogonal discontinuity sets are used in this case study. The top of the set of cubes represents a planar discontinuity. Empty spaces between cubes (i.e., deleted cubes) represent rock bridges (which cannot be scanned) or discontinuities that are hidden within the rock or simply not present. The dip angle of this discontinuity is 39° and dip direction is 180°. Additionally, some of the cubes have been randomly removed to represent intermittent discontinuities. As a result, there are clusters of points with the same orientation and that belong to the same discontinuity set. Two more sub-vertical discontinuity sets are present on the sides of the cubes. This case study will be used to validate the proposed methodology.
Case Study 2
This case study aims to apply the proposed methodology to a real cavern rock surface. A 3D point cloud was downloaded from a public repository (Lato et al. 2013 ) to allow reproducibility. It consists of a cavern excavated in weathered gneiss in Oslo (Norway), in 2011. The surface of the cavern was scanned using a phase-based Faro Photon 120 and two scan stations (acquisition of two point clouds), with a point spacing of less than 1 cm (Fig. 7) .
The surface of the cavern shows three differentiated regions: shotcrete, planar outcrops of rock and rock damaged during the blasting process. Only planar outcrops of intact rock are of interest, so shotcrete and damaged rock areas were cropped from the available 3D point cloud. Case study 2 provides a real case scenario with a discontinuity set that can be identified on both sides of an excavation. Therefore, the proposed methodology should be able to identify separated patches of the same discontinuity and measure the persistence of separated clusters of points of the same discontinuity. Manual measurements were made and compared with those derived from the 3D point clouds to validate the results.
Case Study 3
Case study 3 consists of a carbonate flysch rock slope over a railway tunnel protection track (Fig. 8a-c) (Cano and Tomás 2013) . The bedding plane is observed as a persistent subvertical discontinuity set, which presents some waviness (Fig. 8c) . One scan station was performed using a longrange 3D laser scanner model Optech at 200 m. The 3D point cloud was registered to a levelled DEM (not oriented with respect to the north), so dip measurements could be extracted. The point cloud was decimated with a spacing of 0.1 m, yielding an evenly spaced point cloud.
This case study aims to demonstrate the proposed methodology using typical rock slope problems and scans conducted at longer ranges than previous case studies. As the discontinuity is persistent, measurements using the 3D point cloud should provide results according to the sample window size (i.e., 40 × 25 × 25 m).
Results
Case Study 1
The methodology requires the classification of the point cloud to differentiate the discontinuity set and, subsequently, the cluster of points. Three discontinuity sets were found (Fig. 9a, b) . Consequently, the clusters of points were extracted (Fig. 9c, g ). The orientation of discontinuity set 1 is (179°/39°), as expected, and corresponds to the top of the cubes. As all cubes are distributed contiguously, a single cluster of points is detected for this discontinuity set (Fig. 9c) . The orientations of discontinuity sets 2 and 3 are (359°/51°) and (089°/89°), respectively. The clusters of points extracted are not contiguous, and are identified as (Fig. 9d and f) . However, coplanar clusters were merged after the analysis to determine if they were coplanar or not ( Fig. 9e and g ). Merging coplanar clusters considered that parameter k of Eq. (4) was 3. The proposed methodology calculates the persistence of those clusters that have the same D parameter, or in other words, are considered to belong to the same discontinuity. The single cluster for discontinuity set 1 is shown in Fig. 10a . The convex hull of the cluster is represented as a closed polygon filled in transparent red. This point cloud has been transformed to a new local coordinate system in which the measurement of the persistence can be performed.
A more complex scenario was obtained for discontinuity set 2, where clusters are identified separately (Fig. 9d) but coplanarity analysis has merged some clusters (Fig. 9e) , e.g. cluster 2 (Fig. 10b) . This leads to the measurement of the persistence as a continuous surface, instead of different isolated regions.
Discontinuity set 3 shows a case in which four clusters were expected to be coplanar, but are not. Four clusters can be seen on the left side of the cubes (Fig. 9f) . However, the analysis merged those clusters not as a single set but as two different sets (Fig. 10c, d) . Accordingly, parameter D for both sets shows a separation of approximately 6 mm. A subsequent detailed inspection of those clusters showed that those four sides were not as coplanar as initially supposed. This is due to the precision of rock cutting and manual placement. The standard deviation (σ) of the point-plane distances of these clusters is approximately 0.85 mm (considerably flat surfaces). Considering Eq. (4) and k = 3, if normal spacing between clusters is higher than 5 mm, the clusters are considered as different, and consequently persistence is not measured in the merged clusters. Although a persistence measurement of 0.8 m was expected, two measurements of 0.51 and 0.50 m were extracted. A possible solution to this issue is to increase the k value to 3.5.
For all discontinuity sets, the persistence was measured in the directions of dip and strike as well as the length of the maximum chord and the area of the convex hull. Measured persistence values were plotted in the corresponding histograms shown in Fig. 11 . Additionally, a negative exponential distribution was plotted using the corresponding mean persistence or mean discontinuity trace length and the mean trace termination frequency ( ) (Priest and Hudson 1981) . It can be observed that the histograms do not fit properly to the assumed probability distribution. However, in this case study, the size of the sample is small (i.e., 1-10 samples), and the physical model is not a rock slope.
Case study 1 deepens understanding on the application of the proposed methodology and shows that the obtained persistence values correspond to the expected values. The length of the maximum chord within the convex hull is shown in Table 2 , and the maximum length corresponds to the size of the global set of cubes. In contrast, the observed mean value is less than the expected value. A possible explanation is that the merging of clusters is sensitive to irregularities: dividing a set of clusters into subsets (e.g., case of discontinuity set 3, clusters 1 and 6 of Fig. 10c, d ) increases the size of the sample and reduces the measured persistence. Both facts lead to a reduction in the mean value, while the maximum remains invariant. Consequently, it seems appropriate to consider the persistence as the interval defined by the mean and the maximum values.
Case Study 2
For case study 2, the classification of the point cloud was initially performed using software DSE. The normal vector orientation of each point was calculated using 30 neighbours to enable higher convergence of the principal orientations (i.e., discontinuity set orientation). The value of tolerance (parameter utilized by software DSE) was set to 0.2 (Riquelme et al. 2014) . The number of bins was set to 256 to represent the density of the poles of the normal vectors, enabling higher accuracy. The minimum angle between principal normal vectors was set to 30°. Assignment of a point to a principal pole considered that the minimum angle between the assigned normal vector of that point and the principal pole candidate was set to 15°. This value ensured that resulting planes were more planar and less irregular. For each cluster, the calculated plane fixed the orientation equal to the corresponding discontinuity set. This assumption resulted in all clusters that were members of a discontinuity set. Additionally, clusters were merged using k = 3 (4).
Five discontinuity sets were extracted based on the density of the poles (Fig. 12e) . Visual inspection of the classified point cloud provided a planar pattern on the surface of the cavern (Fig. 12c, d) . Additionally, the normal spacing was analysed using the methodology proposed by Riquelme et al. (2015) , and implemented in the software DSE. The obtained values of the normal spacing for discontinuity set 1 were 0.35 m for the non-persistent hypothesis and 0.13 m for the persistent hypothesis.
As case study 2 corresponds to the surface of a convex cavern, it was interesting to determine whether or not a series of discontinuities located on the same plane (but not connected) could be successfully identified as a single discontinuity in a real scenario. A detailed example in which discontinuity set 1 has been analysed is shown in Fig. 13 . The merged cluster numbers 6 and 10 (with D values − 9.0250 and − 7.5093, respectively) have been extracted for illustration purposes (Fig. 13a, c, respectively) .
The first discontinuity (i.e., discontinuity set 1, cluster 6, D = − 9.025) extends throughout almost the entire study area (Fig. 13a, b) . Manually measured persistence ranges from 11 to 13 m. The proposed method indicates a maximum estimated persistence of 13.69 m. However, Fig. 13e shows that this discontinuity is curved, which results in patches of two adjacent discontinuities being identified as a single discontinuity. This indicates that if the scale of the study area is greater than the spacing of discontinuities, the natural curvature might lead to the mixing of discontinuity clusters. In this case, normal spacing is approximately 0.2 m and persistence is approximately 14 m. The ratio between the scale and the normal spacing is 14/0.2 ≈ 70.
The size of the second discontinuity is smaller than the first one (Fig. 13c, d ). Manually measured persistence is approximately 8 m, and the proposed method indicates a maximum persistence of 8.44 m. In this case, visual inspection indicates that the clusters belong to the same discontinuity (Fig. 13e) . The ratio between the scale and the persistence is approximately 8.44/0.2 ≈ 40, almost half the value obtained in the previous case.
These results suggest that the probability of merging clusters incorrectly increases with: (1) larger study area sizes; (2) smaller extent of clusters; (3) higher waviness of the folding of discontinuities, and (4) smaller normal spacing of discontinuities.
Unlike case study 1, the number of measurements is higher in this case, and therefore, the histograms of persistence fit better to a negative exponential distribution (Fig. 14) . Persistence values extracted from the maximum length of the convex hull are shown in Table 3 . It must be mentioned that the expected values correspond to the maximum values and not to the mean values; this occurs because a number of small clusters are identified and provide low values of persistence. Therefore, it is appropriate to provide a range of persistence values rather than providing a single value or distribution.
The methodology has been applied to this case study considering parameter k = 0 (i.e., clusters are not merged and persistence is measured separately) to analyse the effect of merging clusters. Table 3 shows the measured persistence for this case. The observed persistence values Fig. 10 Results of case study 1: identification of some merged clusters of points. a DS 1 (blue) only shows a single cluster of points, result of merging of clusters of the top of the cubes; b DS 2, a set of coplanar clusters of the side of the cubes; c, d DS 3, two sets of clusters that were expected to be recognised as coplanar (left side), but due to the non-exact coplanar disposition of the cubes, were recognized as two different sets. ( Fig. 11 Case study 1. Histograms of the three defined discontinuity sets for persistence measured in the direction of dip, strike, maximum length within the convex hull and area are lower than those calculated considering the merging of the clusters. Moreover, these values only consider the extent of single clusters, and the existence of coplanar discontinuities is not considered. Accordingly, the observation of discontinuity set 1 shows that this assumption is inappropriate as the manually extracted value is higher (i.e., 14 m).
Case Study 3
First, the 3D point cloud was analysed using the DSE software. As a result, a sub-vertical discontinuity set was extracted (025°/086°), which corresponded to the bedding plane (Fig. 15) . Clusters with less than 50 points were removed, so the minimum size of clusters is 0.5 m 2 . The normal spacing of this discontinuity set was analysed considering non-persistent Measured discontinuity persistence is shown in Fig. 16 . The average values in the direction of the strike and in the maximum direction are 8.0 and 11.7 m, respectively. However, maximum values are 18.0 and 27.0 m, approximately. The maximum value is similar to the size of the sampling window.
Discussion
Discussion of the Analysed Case Studies
This work presents a novel methodology to semi-automatically analyse the persistence of discontinuity sets using 3D point clouds. The proposed approach build upon the ISRM method, applied to measure the persistence of discontinuities (International Society for Rock Mechanics 1978)-the method proposed herein has been further adapted to the acquisition of modern digital datasets to fully exploit 3D capabilities.
Three case studies have been utilized to illustrate the application and validate the proposed method. Case study 1 shows that the method successfully identifies sets or member points of the same plane and measures the persistence. Case study 1 consists of regular cubes whose sides represent exposed planes with the empty spaces corresponding to rock bridges or non-scanned planes. The method was able Persistence strike (m)
Fig. 14 Case study 2. Histograms of the five defined discontinuity sets for persistence measured in the direction of dip, strike and maximum chord within the convex hull and the area of the convex hull to merge coplanar clusters in some cases. However, other clusters were detected as different clusters. Interestingly, detailed analysis of data showed that these clusters were not as coplanar as expected. Therefore, this work highlights that discontinuities are not planes but surfaces that present roughness and waviness characteristics. Case study 2 presents a cavern and demonstrated that the proposed methodology was able to successfully extract the persistence. The specific geometry (i.e., circular section) enabled discontinuities to be scanned on both sides of the section, which proved to be useful for validating the method. Clusters of 3D points belonging to the same plane were successfully detected on both sides of the rock mass.
Case study 3 presents a carbonate flysch rock slope, scanned using a long-range 3D laser scanner at 200 m. Despite the waviness of the bedding plane, a number of clusters were successfully merged. Additionally, the largest clusters were also merged, and a realistic persistence measure was provided. However, small clusters were not successfully merged because of irregularities.
Extraction of the orientation of discontinuity sets can affect the results, and therefore, an optimum application of the proposed method requires: (1) a solid background in structural geology and rock mechanics; (2) the use of supporting material such as field photographs and (3) visual inspection and validation of the results. In addition, other difficulties were found (and discussed within the text) when addressing high persistence values of low normal spacing discontinuities, along with their waviness. Finally, it is important to emphasize that the measured persistence in case study 2 was limited by the excavation diameter and the span of the tunnel. Limitations will always be present depending on the size of the sample window used. As a result, the maximum value of persistence that can be measured will always be the size of the 3D point cloud from the study area.
K Threshold for Merging Clusters
Case study 1 showed that coplanar clusters could not be merged as a single discontinuity when the normal spacing is small with respect to the standard deviation (σ) of the pointplane distances. Therefore, it is reasonable to consider the establishment of a test to assess the value of parameter k.
It is important to be aware of these errors because if non-coplanar clusters are merged, lower discontinuity persistence values are measured. Representative discontinuity normal spacing should be greater than the distance of merging clusters to minimize incorrect classifications, according to Eq. (4). For this purpose, the following equations are proposed:
s is the normal spacing of the considered discontinuity set, σ 1 , σ 2 and k are the parameters of Eq. (4) and s coplanar−clusters is the representative normal spacing of coplanar clusters. The spacing of coplanar clusters is related to operator error and non-planarity of discontinuities.
In case study 1, the normal spacing (s) of the discontinuity set 3 is 0.1 m. On the one hand, the standard deviation (σ) of each cluster is approximately 0.001 m. If k is set to 3, k × 1 + 2 is 0.006, lower than 0.1. On the other hand, the normal spacing of coplanar clusters is approximately 0.006 m. Consequently, the value of k should be greater than 3 to merge coplanar clusters according to Eq. (13).
In case study 2, considering discontinuity set 1 and coplanar clusters 6 and 21, parameter D is − 7.0593 and − 7.134, respectively, and standard deviation (σ) is 0.0134 and 0.0498, respectively. The mean normal spacing is 0.35 m and the normal spacing between coplanar clusters is approximately 0.1 m. The test is applied according to Eqs. (12) and (13), and Eqs. (14) and (15) showing that in this case, a k = 3 is appropriate. However, there were difficulties to apply to the proposed method in case study 2, when discontinuities present significant waviness, as shown in Fig. 12 . Equations (12) and (13) also show when the proposed method can be applied and when not. Considering a discontinuity set, its discontinuity normal spacing (s) and the normal spacing of coplanar clusters ( s coplanar−clusters ), the method can be applied if:
Case study 3 consists of a typical rock slope, in which the bedding plane is sub-vertical. Coplanar clusters 9 and 17 were selected to discuss the application of the proposed method. Their D values are − 70.9279 and − 70.6047, and their standard deviations are 0.0563 and 0.1141 m, respectively. The normal spacing of coplanar clusters ( s coplanar−clusters ) is estimated as 0.3 m. The k parameter was set to 3. Equations (17) and (18) apply the test presented in Eqs. (12) and (13). It can be observed that, despite the inequations being fulfilled, the ratio is approximately 2. Consequently, this method can indeed be applied, but special attention is necessary.
Precision and Scanner Range Implications
The use of LiDAR-derived datasets requires consideration of the influence of: (1) accuracy (instrumental and operational) and (2) resolution and truncation.
The consideration of accuracy leads to the establishment of precision. Planar discontinuities present a standard deviation (σ), which is calculated using the point-plane distances and depends on several parameters (of which one of the main is instrumental uncertainty). If a close-range TLS is considered, for instance the 3D laser scanner Leica C10, manufacturer specifications indicate angular accuracy 12″, distance accuracy 4 mm and noise 2 mm at 50 m (Leica Geosystems 2011) . Additionally, recent laboratory tests show that when scanning approximately at 10 m, close range error is less than 1 mm . According to the 68-95-99.7 rule of normal datasets, 99.7% of data is represented in the interval [ . Consequently, it is reasonable to consider a precision of 0.1 mm for LiDAR-derived data.
Special considerations must be made for long-range TLS. The raw range accuracy of TLS model ILRIS 3D is 7 mm at 100 m (Teledyne Optech Incorporated 2017), and the laser beam footprint of a TLS model RIEGL VZ-6000 is 15 mm at exit and 240 mm at 2000 m (RIEGL 2017). Therefore, when using long-range instruments, the order of magnitude of the error is 10 mm. Using a precision of 0.1 mm would (14) 0.35 ≫ 3 × (0.0134 + 0.0498) = 0.189, not lead to errors in terms of internal operations and it can be concluded that a precision of 0.1 mm is adequate for close and long-range scanners.
Regarding resolution and truncation, the Effective Instantaneous Field of View (EIFOV) is a resolution measure for the sampling interval and the laser beamwidth (Lichti and Jamtsho 2006) . According to Sturzenegger et al. (2007) , this parameter defines the maximum resolution that can be obtained for a specific distance, so the longer range, the larger the footprint size. As the principal effect of resolution is data truncation, surfaces smaller than a threshold value cannot be measured. Application of the proposed methodology requires the footprint size to be sufficiently small to detect discontinuity planes and discontinuity normal spacing.
Sensitivity Analysis of the Proposed Methodology
Simplistic case study 1 enables a comprehensive discussion on the sensitivity of the proposed methodology. Figure 9a illustrates an interesting issue that affects the results. The top of the cubes is identified as a single cluster of points and defines a plane of a discontinuity set. The plane, depicted in red, is defined by the orientation of the principal pole extracted in Fig. 8a . The plane is adjusted using the least squared method, so the centroid of the cluster fits perfectly. However, angular deviation is observed, as points located on the top of the figure are below the plane and those placed on the lower part of the figure are above the plane. When two 'coplanar' clusters are separated, the angular deviation would result in both being considered as two different planes and consequently the measured persistence will be low. The angular deviation of the plane is due to the extraction process utilized. Herein, the plane was extracted using the DSE software, and therefore, was controlled by the following processes. First, the number of points, density and error of the point clouds affect the density of the poles. The higher the noise, the more inaccurate is the non-parametric calculated function. Another source of error is related to the nature of the scanned surface: irregular, with presence of vegetation, soils or non-planar. Those points that do not belong to discontinuities will introduce poles in the stereographic analysis that will 'contaminate' the density function. Therefore, if the contaminated poles are close to the orientation of the discontinuity set, the local maximum of the pole density function will be displaced, and the orientation of the extracted plane will be slightly rotated. Additionally, the number of neighbours used to calculate the normal vector of each point has a significant effect on its value (Riquelme et al. 2014) . The higher the number of neighbours used, the better the convergence to a mean value. However, details of the surface can be lost, and additional computing resources are needed. Experience shows that using 30 neighbours generally provides satisfactory results.
Second, the number of bins used in the kernel density estimation (KDE) (Botev et al. 2010) can also affect the mean value. The higher the number of bins, the more precise the value extracted. However, this can also result in artefacts. Experience shows that 64 or 128 bins generally provide acceptable results.
Third, the assignment of points to a principal pole is also important. Once a principal pole is extracted, the closest poles are assigned to it. This process is controlled by the angle defined by their vectors. The higher the angle, the more irregular the surface identified as a plane. As stated in the beginning of this work, discontinuities are not planes but surfaces with roughness and waviness, so this fact must be considered. Irregular surfaces can seriously hinder the application of the proposed method. Experience shows that using a value of 30° generally provides good results.
Fourth, the clustering process is the final operation that can affect the results. The clustering process is performed through the density-based algorithm (DBSCAN) (Ester et al. 1996) .It is highly recommended to use a uniform density of points to obtain optimal results. Otherwise, the clustering process will lead to poor results. Once the clustering process is completed, small clusters will be automatically created (e.g., clusters of 10 points). Although these clusters could be part of actual discontinuity planes, they could also be noise. Therefore, it is convenient to remove clusters that exhibit a size lower than a specific predefined threshold value. If these clusters are not removed, they will provide very small persistence values when identified as isolated planes or could provide extremely high persistence values if highly separated and identified as coplanar. A recommendable threshold value is 100 points per cluster, although this threshold also depends on the point spacing.
Conclusions
A new methodology was presented herein to measure discontinuity persistence using 3D point clouds. The proposed approach was designed to estimate the true persistence rather, in opposition to traditional approaches t hatfocus on estimating the "visible persistence". To this end, the proposed algorithm groups the different patches of discontinuity planes outcropping on the rock mass that can be geometrically classified as belonging to the same discontinuity plane. The algorithm is described herein, along with its applicability to three different case studies.
This work showed that measured persistence corresponded to the expected values. However, the use of 3D point clouds implied in the testing of several conditions prior to the application of the proposed methodology. First, the resolution of the instrument (when 3D laser scanners are used) can affect data, especially when long-range TLS is used. Second, two tests were suggested to check the applicability of the method to the analysed data. This work also highlighted the need of considerable experience and geological knowledge in the application of the proposed automatic persistence measurement method.
Future efforts should focus on: (1) validating the presented approach with in-depth measurements of discontinuity persistence with new techniques of site investigation; and (2) investigating real persistence as a continuous function rather than a unique value.
