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Let H be a complex Hilbert space and let LH denote the algebra of all bounded
linear operators on H . Let Fz = P∞n=0 znAn be an operator-valued analytic func-
tion whose coefficients are bounded operators in LH for z in the open unit disc
 and the series is convergent in the strong operator topology. In this paper, we
discuss operator-valued typically real functions Fz =P∞n=0 znAn which generalize
complex-valued typically real functions. We characterize operator-valued typically
real functions and study such functions Fz induced by a contraction on H . In
addition, we consider m× n-tuple operator-valued typically real functions and posi-
tively real functions. Finally, we charaterize operator-valued typically real functions
in the finite-dimensional cases. © 1999 Academic Press
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1. INTRODUCTION
Let H be a complex Hilbert space and let LH denote the algebra of
all bounded linear operators on H . For A ∈ LH, recall that
ReA = A+A
∗
2
and ImA = A−A
∗
2i
; 1:1
where A∗ denotes, as usual, the adjoint of A. Let H;H; Fz be a
bounded analytic function on the open unit disc . Then Fz =P∞n=0 znAn
and its coefficients are bounded operators in LH for z on . In par-
ticular, the series is convergent in the strong operator topology (cf. [25]).
Throughout this paper, for brevity, we write Fz = P∞n=0 znAn for a
bounded analytic function H;H; Fz on .
Recall from [11] that Fz is an operator-valued typically real function if
(1) A0 = 0 and A1 = I;
(2) An = A∗n,
(3) if z ∈  with Imz ≥ 0, then ImFz ≥ 0.
This notion is a generalization of complex-valued typically real functions
and is discussed in this paper. K. Fan [10] discussed the notion of func-
tional calculus for operator-valued typically real functions. Also one can
find some new ideas of typically real functions in the context of Banach al-
gebras; for example, the above definition can be extended to vector-valued
typically real functions in some Banach algebras. In addition, some complex
analysts extended several notions in the complex-valued analytic functions
to functional calculus versions (cf. [15], [17], [18], [23], and [26]). Especially
some of them also can be applied to the operator-valued analytic functions
with particular behaviors (cf. [10], [12], and [13]).
Let H and K be two Hilbert spaces and let H be a subspace of K. Let
PH be the orthogonal projection of K onto H . For an operator T on K, we
write
Pr T = PHT  H : 1:2
In this paper, we discuss compressions of operator-valued typically real
functions defined above. This paper is organized as follows: In Sec. 2, we
recall some terminology from [11] and discuss the fundamental theory of
some operator-valued typically real functions. In Sec. 3, we consider weakly
typically real functions which will be equivalent to typically real functions.
In Sec. 4, we obtain some characterizations for operator-valued typically
real functions and also characterize operator-valued positively real func-
tions. In Sec. 5, we discuss typically real functions Fz induced by a shift
and compression of Fz. In Sec. 6, we consider operator-valued analytic
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functions Fz = P∞n=0 znAijn  whose coefficients are bounded operators
in LH n;H m and consider m × n-tuple operator-valued typically real
functions. Finally, in Sec. 7, we discuss matrix-valued typically real func-
tions, which are operator-valued typically real functions for the cases of
finite-dimensional Hilbert spaces.
Throughout this paper, we write  for the set of all natural numbers and
 for the boundary of . For T1 and T2 in LH, we write T1 ∼= T2 if T1 is
unitarily equivalent to T2.
2. NOTATIONS AND PRELIMINARIES
Let 8z be a typically real function on  and let Fz = Pr8z. Then
it follows from a lemma in [11] that Fz is a typically real function. This
statement can be improved by that, if an operator-valued typically real func-
tion Fz on H is decomposed as
Fz ∼=
0BBBBBB@
F11z F12z · · · F1nz
F21z F22z · · · F2nz
:::
:::
: : :
:::
Fn1z Fn2z · · · Fnnz
1CCCCCCA ; 2:1
relative to some decomposition H = H1 ⊕ H2 ⊕ · · · ⊕Hn, then the diagonal
term Fiiz is typically real, i = 1; 2; : : : ; n.
Suppose that Fijz is in LH for 1 ≤ i, j ≤ n. If an operator-valued
typically real function Fz is decomposed as
Fz ∼=
0BBBBBB@
F11z F12z · · · F1nz
F21z F22z · · · F2nz
:::
:::
: : :
:::
Fn1z Fn2z · · · Fnnz
1CCCCCCA ; 2:2
relative to some decomposition and if we write Fijz =
P∞
k=0 z
kA
ij
k in
(2.2), then we have
Fz =
∞X
k=0
zk
0BBBBBBB@
A
11
k A
12
k · · · A1nk
A
21
k A
22
k · · · A2nk
:::
:::
: : :
:::
A
n1
k A
n2
k · · · Annk
1CCCCCCCA
: 2:3
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Thus the matrix form of (2.2) can be considered as the usual sequential
form: Fz = P∞k=0 zkAk, where Ak is an n × n operator matrix Aijk .
Hence this provides a motivation to study operator-valued typically real
functions.
Let C be a contraction on H and define
8Cz = zIH − zC−1IH − zC∗−1 z ∈ ; 2:4
which will be said to be the operator-valued analytic function induced by the
contraction C.
Lemma 2.1. [11, Theorem 1]. The operator-valued analytic function in-
duced by a contraction C:
8Cz =
∞X
n=1
znDn z ∈  2:5
is a typically real function with coefficients
D2n = 2 Re
(
C2n−1 + C2n−2C∗ + · · · + CnC∗n−1 (2.6a)
and
D2n+1 = CnC∗n + 2 Re
(
C2n + C2n−1C∗ + · · · + Cn+1C∗n−1: (2.6b)
In particular, if U is a unitary operator, then the typically real function
8Uz =
P∞
n=1 z
nDn has coefficients satisfying
D2n = 2 Re
(
U +U3 + · · · +U2n−1 n ∈  (2.7a)
and
D2n+1 = I + 2 Re
(
U2 +U4 + · · · +U2n n ∈ : (2.7b)
Also we can consider typically real functions induced by an isometry (or
a coisometry) by using 2:6a; b. As an example of typically real functions,
if we consider a unilateral shift S of multiplicity one, then by a simple
calculation the typically real function 8Sz =
P∞
n=1 z
nDn induced by S has
its coefficients as follows:
D2n ∼= aij1≤i; j<∞ =
0BBBBBBBBBBBB@
0 0 · · · 0 a1; 2n
0 0 · · · a2; 2n−1 0
: : :
:::
:::
: : :
:::
:::
0 a2n−1; 2 · · · 0 a2n−1; 2n
a2n; 1 0 · · · a2n; 2n−1 0
: : :
: : :
: : :
1CCCCCCCCCCCCA
;
(2.8a)
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with ak+l; 2n−k+l+1 = 1, 1 ≤ k ≤ 2n, l = 0; 1; 2; : : : ; and other entries are
all zeros, and
D2n+1 ∼= aij1≤i; j<∞ =
0BBBBBBBBBBBBBBB@
0 0 · · · 0 a1; 2n+1
0 0 · · · a2; 2n 0
: : :
:::
:::
: : :
:::
:::
0 a2n; 2 · · · a2n; 2n 0
a2n+1; 1 0 · · · 0 a2n+1; 2n+1
: : :
: : :
1CCCCCCCCCCCCCCCA
;
(2.8b)
with ak+l; 2n−k+l+2 = 1, 1 ≤ k ≤ 2n + 1, l = 0; 1; 2; : : : ; and other entries
are all zeros.
If we consider a bilateral shift U of multiplicity one, by 2:7a; b we can
obtain the coefficients of 8Uz, which are simpler than those in (2.8a) and
(2.8b). We leave the calculations to the interested readers. The function
8Uz will be discussed in Sec. 5.
3. OPERATOR-VALUED WEAKLY TYPICALLY
REAL FUNCTIONS
Let A be a C∗-algebra with identity 1. Recall that a linear functional ρ
on A is a state if ρa∗a ≥ 0 for all a ∈ A and ρ1 = 1. We write S A for
the set of all states on A. We need the following lemma in this section.
Lemma 3.1 [16, Theorem 4.3.4]. Suppose that A is a C∗-algebra with
identity 1, M is a self-adjoint subspace of A containing 1, and a ∈ M.
(1) If ρa = 0 for all ρ ∈ S M, then a = 0.
(2) If ρa ≥ 0 for all ρ ∈ S M, then a ≥ 0.
(3) If a∗a = aa∗, then there is a state ρ on M such that ρa = a;
(4) ρa∗ = ρa for all ρ ∈ S M.
Note that LH is a C∗-algebra with identity 1.
Definition 3.2. Let Fz = P∞n=1 znAn be an operator-valued analytic
function on . The function Fz is said to be weakly typically real if
Fz; ρ x= ρFz is typically real for all states ρ in S LH.
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First we discuss weakly typically real functions. For x ∈ H with x = 1,
we denote a state ρx on LH by A;ρx x= ρxA = Ax; x: For brevity,
we write S = S LH:
Proposition 3.3. Let Fz = P∞n=1 znAn be an operator-valued analytic
function on . Then the following statements are equivalent:
(1) Fz is operator-valued typically real,
(2) Fz is weakly typically real,
(3) Fz; ρx is complex-valued typically real for any x ∈ H with
x = 1.
Proof. 1 ⇔ 2: Since Fz; ρ = P znρAn for any ρ ∈ S LH,
according to Lemma 3.1, we have the desired implications.
1 ⇔ 3: see Theorem 4.7.
Let Fz = P∞n=0 znAn be an operator-valued analytic function on .
Then it follows from Lemma 3.1 that
F ′z =
∞X
n=1
nzn−1An: 3:1
Recall (cf. [19, Theorem 1]; see also [24, p. 343]) that if f z = z + a2z2 +
a3z
3 + · · · be a complex-valued analytic function such that Ref ′z > 0
for all z ∈ , then an ≤ 2/n (n ∈  \ 1. In the case of operator-valued
typically real functions, we consider MacGregor’s theorem as
Proposition 3.4. Let Fz = P∞n=1 znAn be an operator-valued analytic
function on . Assume that ReF ′z > 0 for all z ∈ . Then
sup
ρ∈S
ρAn ≤ 2n n ∈ : 3:2
Proof. For any ρ ∈ S , we have
Re

d
dz
ρFz

= Re
∞X
n=1
nzn−1ρAn
= ρ

Re
∞X
n=1
nzn−1An

= ρ(ReF ′z > 0: (3.3)
Hence, by [19, Theorem 1], we have ρAn ≤ 2n n ∈  for any ρ ∈ S so
that
sup
ρ∈S
ρAn ≤ 2n n ∈ : 3:4
Hence the proof of Proposition 3.4 is complete.
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The following result shows the dominance of the coefficients of operator-
valued typically real functions.
Corollary 3.5. Let Fz = P∞n=1 znAn be an operator-valued typically
real function on . Assume that ReF ′z > 0 for all z ∈ . Then
An ≤
2
n
n ∈ : 3:5
Proof. Since An = A∗n, use Lemma 3.1(c).
Let A be a C∗-algebra with identity 1 and let a ∈ A. Recall that if a ∈
σa, where σa is the spectrum of a, then there exists a state ρ on A
such that a = ρa (cf. [16]). The following immediate corollaries of
Proposition 3.4 are worthy of mention here.
Corollary 3.6. Let Fz = P∞n=1 znAn be an operator-valued analytic
function on . Assume that ReF ′z > 0 for all z ∈  and that An ∈
σAn for any n ∈ . Then
An ≤
2
n
n ∈ :
Let T ∈ LH and let
T ∼=
0BB@
∗ ∗ ∗
0 A ∗
0 0 ∗
1CCA 3:6
relative to some decomposition H1⊕H2⊕H3: Then T is said to be a dilation
of A (cf. [2] or [25]).
The following result gives some information about the dilation of the
coefficients An.
Corollary 3.7. Let Fz = P∞n=1 znAn be an operator-valued typically
real function on . Assume that ReF ′z > 0 for all z ∈ . Then there
exists a unitary operator U such that 2/nU is a dilation of An for any
n ∈ :
Proof. Since n/2An is a contraction for any n ∈ , there exists a uni-
tary dilation Un of n/2An by the Unitary Dilation Theorem (cf. [25, The-
orem I.4.2]), and we may take the direct sum U = P⊕∞n=1Un of Un. Then
U is a dilation of n/2An so that 2/nU is a dilation of An for any n ∈ .
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4. CHARACTERIZATIONS OF TYPICALLY REAL FUNCTIONS
In this section, we discuss some characterizations for operator-valued
typically real functions. First we consider typically real functions induced
by a direct sum
P⊕iCi of contractions Ci ∈ LH.
Lemma 4.1. Let Ci ∈ LH be a contraction for i ∈  and let
C =P⊕iCi ∈ LP⊕iHi, where Hi = H i ∈ . Then
8Cz ∼=
X⊕i8Ciz: 4:1
Proof. Since C = supCi: i ∈  ≤ 1;8Cz is well defined. Let
8Cz =
P∞
n=1 z
nDn and let 8Ciz =
P∞
n=1 z
nD
i
n . Then, by Lemma 2.1
and some easy computation, we haveX⊕i8Ciz =X⊕i ∞X
n=1
znD
i
n =
∞X
n=1
zn
X⊕iDin
=
∞X
n=1
znDn = 8Cz: (4.2)
Hence the proof of Lemma 4.3 is complete.
Let H∞ be the usual Hardy space (cf., e.g., [7] and [24]). If 0 is an
arbitrary Borel subset of , we shall denote by L20 the (closed) subspace
of L2 consisting of all (equivalence classes of) functions f in L2 such
that f vanishes almost everywhere m on  \ 0, where m is the Lebesgue
arc measure on .
For ueiθ ∈ H∞, we denote a multiplication function
Mu;0:L
20 → L20 4:3a
by
Mu;0f eiθ = ueiθf eiθ; 4:3b
where 0 is a Borel subset of . For brevity, we write Mu x= Mu;0 when
there is no confusion. For uθ ∈ L10; 2pi, we denote the multiplication
function on L20 by
Muθ; 0f eiθ = uθf eiθ: 4:4
Lemma 4.2. The typically real function 8Meiθ; 0z =
P∞
n=1 z
nAn induced
by Meiθ x=Meiθ; 0 on L20 has its coefficients A1 = I and
An =Munθ; 0 ∈ LL20; (4.5a)
where
unθ =
sinnθ
sin θ
: (4.5b)
operator-valued typically real functions 177
Proof. Since M∗eiθ = Me−iθ , it is easy to show that ReMeiθ = Mcos θ.
Hence, by Lemma 2.1, we have
A2n = 2 Re
(
Meiθ +Mei3θ + · · · +Mei2n−1θ

= 2(ReMeiθ +ReMei3θ + · · · +ReMei2n−1θ
= 2(Mcos θ +Mcos 3θ + · · · +Mcos 2n−1θ
=Msin2nθ/ sin θ; (4.6)
and similarly we have
A2n+1 = I + 2
(
Mcos 2θ + · · · +Mcos2nθ

=Msin2n+1θ/ sin θ: (4.7)
Hence we have An =Munθ and the proof of Lemma 4.2 is complete.
Let Fz = P∞n=1 znAn be an operator-valued analytic function on . A
unitary operator U on U ⊃ H is said to be Naimark-type unitary of Fz if
1− z2
z
Fz = Pr

I + 2
∞X
n=1
znUn

: 4:8
Lemma 4.3. Let Fz = P∞n=1 znAn be an operator-valued typically real
function on . Then Fz has a minimal Naimark-type unitary U ∈ LK,
where the minimality means that there is no reducing subspace M for U con-
taining H such that U  M satisfies (4.8). Also, the minimal unitary U is
determined uniquely up to unitary equivalence.
Proof. Let us put
Gz = 1− z
2
z
Fz: 4:9
It follows from the proof of [11, Theorem 1] thatG0 = I and ReGz >
0. According to [20], there exists a Naimark-type unitary U of Fz acting
on K. Let
K˜ =
∞_
−∞
UnH : 4:10
Then K˜ is a reducing subspace for U containing H . Thus U K˜ preserves
Naimark-type. Hence K˜ is the smallest reducing subspace for U containing
H preserving Naimark-type.
For the uniqueness, suppose that U1 ∈ LK1 and U2 ∈ LK2 are min-
imal Naimark-type unitaries of Fz such that Ki ⊃ H , i = 1; 2. By the
minimality, we have
K1 =
∞_
−∞
Un1 H and K2 =
∞_
−∞
Un2 H : 4:11
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If we define the usual isomorphism from K1 and K2, then U1 is unitary
equivalent to U2.
Corollary 4.4. If Fz =P∞n=1 znAn is typically real, then An ≤ n for
all n ∈ :
Proof. Let 8Uz =
P∞
n=1 z
nDn be the typically real function induced
by Naimark-type unitary U of Fz. Then, since A2n = PrD2n, we have
A2n ≤ D2n, and
D2n ≤
∥∥2 ReU +U3 + · · · +U2n−1∥∥
≤ 2∥∥U +U3 + · · · +U2n−1∥∥ ≤ 2n: (4.12)
Similarly, we can show that A2n+1 ≤ 2n + 1: Hence we have An ≤ n
for all n ∈ :
Corollary 4.5. If Fz =P∞n=1 znAn is typically real, then there exists a
unitary U such that n−1U is a dilation of An for all n ∈ .
Proof. The proof is akin to that of Corollary 3.7.
Lemma 4.6. Let Fz = P∞n=1 znAn be an operator-valued analytic func-
tion on . Then the following statements are equivalent:
(1) Fz is operator-valued typically real,
(2) there exists a spectral measure E such that
An = Pr
Z sinnθ
sin θ
dEθ; (4.13)
(3) there exists a spectral measure E such that
Fz = Pr
Z z
1− 2z cos θ+ z2 dEθ; (4.14)
Proof. Since the unitary U in Lemma 4.3 corresponds to a spectral mea-
sure E on σU such that
Un =
Z
einθ dEθ; (4.15)
it is a modification of (c) and (d) in [11, Theorem 2] by a mathematical
language.
Now we have the following theorem.
Theorem 4.7. Let Fz = P∞n=1 znAn be an operator-valued analytic
function. Then the following statements are equivalent:
(1) Fz is operator-valued typically real,
(2) Fz is weakly typically real,
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(3) there exists uniquely a minimal Naimark-type unitary U up to uni-
tary equivalence such that
Fz = Pr8Uz z ∈ ; (4.16)
(4) there exist Borel subsets 01 ⊃ 02 ⊃ · · · of  such that
Fz = Pr
∞X
n=1
znAn; (4.17)
where
An =
X⊕iMunθ; 0i and unθ = sinnθsin θ ; (4.18)
(5) the functional Fz; ρx = Fzx; x is complex-valued typically
real for any x ∈ H with x = 1,
(6) for any m ∈ , the m-th ampliation
eF mz = ∞X
n=1
zn
(
An ⊕ · · · ⊕An| {z }
m

(4.19)
is typically real.
Proof. 1 ⇔ 2: Use Theorem 3.3.
1 ⇒ 3: Use Lemma 4.3.
3 ⇒ 4: By the multiplicity theorem for a unitary U , there exist
Borel subsets 01 ⊃ 02 ⊃ · · · of  such that
U ∼=Mn101 ⊕M
n2
02
⊕ · · · · · · ; (4.20)
where
M
n1
01
=
n1z }| {
M01 ⊕ · · · ⊕M01 (4.21)
and M01 is a multiplication function defined on L
201 by
M01ueit = eitueit: (4.22)
By Lemma 4.1, Lemma 4.2, and reordering indices of 0i, we have
8Uz =
X⊕k8Mnk
eit ;0k
=X⊕k ∞X
n=1
zn
(
Munθ;0k ⊕ · · · ⊕Munθ;0k| {z }
nk

: (4.23)
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Hence, if we give new index from 0k’s, we may write again
8Uz =
X⊕k ∞X
n=1
znMunθ; 3k : (4.24)
So we have
8Uz =
∞X
n=1
zn
X⊕kMunθ;3k : (4.25)
4 ⇒ 1: By Lemma 4.2, we have
Fz = Pr
∞X
n=1
zn
X⊕iMunθ; 0i
=X⊕i Pr ∞X
n=1
znMunθ; 0i
=X⊕i Pr8M0i z = Pr8P⊕iM0i z: (4.26)
Hence Fz is typically real.
2 ⇒ 5 x Since ρx is a state, it is obvious.
5 ⇒ 1 x Let x ∈ H with x = 1: Then, by the hypothesis, we ob-
serve that
Fz; ρx =
∞X
n=1
znAnx; x (4.27)
is complex-valued typically real. Furthermore, if
gxz =
1− z2
z
Fz; ρx; (4.28)
then Regxz > 0. So, if we follow the proof of [11, Theorem 1, p. 768],
we obtain a Naimark-type unitary U of Fz such that
Fz = Pr8Uz: (4.29)
Hence Fz is operator-valued typically real.
1 ⇔ 6: These implications are fairly straightforward.
For T ∈ LH, recall that T > 0 if Tx; x > 0 for all nonzero x ∈ H .
An operator-valued analytic function Fz = P∞n=0 znAn with F0 = I is
positively real if ReFz > 0 in  and its coefficients are all real: Fz =
Fz∗.
We generalize Rogosinski’s theorem [7, Theorem 2.20] in one-variable
complex analysis to operator-valued analytic functions as
operator-valued typically real functions 181
Lemma 4.8. If Fz is an operator-valued typically real function, then
Gz = 1− z
2
z
Fz (4.30)
is operator-valued positively real.
Conversely, if Gz is operator-valued positively real, then
Fz = z
1− z2Gz (4.31)
is operator-valued typically real.
Proof. By Theorem 3.3, we find that, for ρ ∈ S ; Fz; ρ is complex-
valued typically real. According to Rogosinski’s theorem (cf. [7, Theo-
rem 2.20]),
1− z2
z
Fz; ρ (4.32)
is positively real. Hence it is easy to show that
Re

1− z2
z
Fz

; ρ

> 0 (4.33)
for any ρ ∈ S and by Lemma 3.1
Re

1− z2
z
Fz

> 0: (4.34)
Conversely, if Gz is positively real, then, by Rogosinski’s theorem, the
function
Fz; ρ =

z
1− z2Gz; ρ

(4.35)
is complex-valued typically real for any ρ ∈ S : So Fz is weakly typically
real and it is typically real.
We characterize operator-valued positively real functions by using a spec-
tral measure.
Theorem 4.9. Let Gz = P∞n=0 znGn be an operator-valued analytic
function on . Then the following statements are equivalent:
(1) Gz is positively real,
(2) there exists a unitary operator U and a spectral measure E such that
Gz = 1− z
2
z
Pr8Uz (4.36)
and
Gn = Pr
Z sinn+ 2θ− sinnθ
sin θ
dEθ; (4.37)
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Proof. 1 ⇒ 2: By Lemma 4.8, the function
Fz = z
1− z2Gz (4.38)
is operator-valued typically real, which is equivalent to the existence of a
unitary operator U such that Fz = Pr8Uz: Furthermore, we have
Gz = 1− z
2
z
Pr8Uz =
1− z2
z
Pr
∞X
n=1
znDn; (4.39)
where
D2n = 2 Re
(
U +U3 + · · · +U2n−1 (4.40)
and
D2n+1 = I + 2 ReU2 +U4 + · · · +U2n n ∈ : (4.41)
Notice that
Dn =
Z
unθdEθ; where unθ =
sinnθ
sin θ
n ∈ : (4.42)
Thus
Gz = Pr

1− z2
∞X
n=1
zn−1Dn

= Pr

I +
∞X
n=0
Dn+2 −Dnzn+1

: (4.43)
Hence, by (4.42) and (4.43), we have
Gn = Dn+2 −Dn =
Z sinn+ 2θ− sinnθ
sin θ
dE: (4.44)
2 ⇒ 1: Since 8Uz is typically real, the implication follows from
Lemma 4.8.
We now estimate the bounds of the coefficients of operator-valued posi-
tively real functions in
Corollary 4.10. If Gz =P∞n=0 znGn is operator-valued positively real,
then Gn ≤ 2 n ∈ 0 x=  ∪ 0:
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Proof. If n = 2m m ∈ , then we have
Gn = D2m+1 −D2m
= 2 Re(U +U3 + · · · +U2m−1 +U2m+1−1
− U +U3 + · · · +U2m−1
= 2 ReU2m+1 = 2 ReUn+1: (4.45)
If n = 2m+ 1 m ∈ , similarly we have
Gn = 2 ReU2m+2 = 2 ReUn+1: (4.46)
Hence Gn ≤ 2 for all n ∈ .
Corollary 4.11. If Fz = P∞n=1 znAn is operator-valued typically real,
then An+2 −An ≤ 2 n ∈ 0:
Proof. Since
Gz x= 1− z
2
z
Fz = I +
∞X
n=1
An+2 −Anzn+1 (4.47)
is operator-valued positively real, Corollary 4.11 follows readily from Corol-
lary 4.10.
5. TYPICALLY REAL FUNCTIONS INDUCED BY A
BILATERAL SHIFT
Let T be a contraction on H : Let DT = I − T ∗T 1/2 and let DT = DTH .
We consider
2λ = −T +
∞X
n=1
2nλ
n λ ∈ ; (5.1)
where 2n = DT ∗T ∗n−1DT : Recall that 2T = 2λ  DT is the characteristic
function of T (cf. [25]). Let
Feit = limFreit λ→ eit nontangentially: (5.2)
Recall that an operator-valued analytic function Fz =P∞n=0 znAn on  is
an inner function if Feit is an isometriy on H for almost every t (cf. [25]).
Note that, if T is a dilation of eT , then 8eT z = Pr8T z.
Proposition 5.1. Let T be a contraction in LH whose characteristic
function is an inner function. Then there exists a bilateral shift U such that
8T z ∼= Pr8Uz.
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Proof. Since 2T is an inner function, by [25, Proposition VI.3.5] T ∈ C· 0
(i.e., Tn∗x → 0 n→∞ for any x ∈ H: Hence there exists a bilateral
shift U of some multiplicity, so that 8T z = Pr8Uz.
We consider the case of dim H = 1 in Proposition 5.1 as
Corollary 5.2. Let β ∈  and let Fz = z1− zβ−11− zβ¯−1. Then
there exists a bilateral shift U such that Fz = Pr8Uz.
Proof. Let us take T = βIH ; where H = , from Proposition 5.1.
Then the coefficients 2n of 2λ induced by T in (5.1) satisfy
2n = 1 − β2β¯n−1. Note that 2λ = 2T λ. Since T ∈ C· 0, the
function
2T λ = −β+
∞X
n=1
(
1− β2β¯n−1λn λ ∈  (5.3)
is inner. Hence, according to Proposition 5.1, there exists a bilateral shift
U such that Fz = Pr8Uz.
Proposition 5.3. Let U be a bilateral shift of multiplicity m with
1 ≤ m ≤ ℵ0. Let Fz =
P∞
n=1 z
nBn with
Bn = Diag

rn−1i
sinnθi
sin θi
m
i=1
0 ≤ ri < 1: (5.4)
Then Fz = Pr8Uz, and hence Fz is typically real.
Proof. Recall from [1, Theorem 4.16] that U ∈ mH, where the class
mH is the set of all absolutely continuous contractions on H such that
the Foias¸-Nagy Functional Calculus 8T acting on H∞ induced by T is
isometry and 8T H∞ has the property m whose definition appears in
the theory of dual algebra in [1]. It follows from [9, Theorem 1.1] that U
is a dilation of
D x= Diagrieiθi}mi=1: (5.5)
Hence 8Dz = Pr8Uz. Let 8Dz =
P∞
n=1 z
nBn. Then, by some calcu-
lation, we have
B2n = Diag
n
2
(
r2n−1i cos θi + r2n−1i cos 3θi + · · · + r2n−1i cos2n− 1θi
om
i=1
= Diag

r2n−1i
sin2nθi
sin θi
m
i=1
: (5.6)
Similarly, we have
B2n+1 = Diag

r2ni
sin2n+ 1θi
sin θi
m
i=1
: (5.7)
Hence Fz = Pr8Uz and Fz is typically real.
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Proposition 5.4. Let U be a bilateral shift of infinite multiplicity. Let
αj∞j=0 be a sequence in the open interval 0; 1 such that
∞Y
j=0
αj = 0: (5.8)
Let Fz = P∞n=0 znBn, where B2n x= aij1≤i; j<∞ with the form (2.8a) satis-
fying
a2n+l; l+1 = αlαl+1 · · ·α2n+l−1; a2n+l−1; l+2 = α2l αl+1 · · ·α2n+l−2;
a2n+l−2; l+3 = αlαl+12αl+2 · · ·α2n+l−3; : : : ;
an+l+1; n+l =
(
αl · · ·αn+l−1
2
αn+l l ∈ 0
and
an+l; n+l+1 = an+l+1; n+l; : : : ; al+3; 2n+l−2 = a2n+l−2; l+3;
al+2; 2n+l−1 = a2n+l−1; l+2; al+1; 2n+l = a2n+l; l+1 l ∈ 0;
and other entries are all zeros, and B2n+1 x= aij1≤i; j<∞ with the form (2.8b)
satisfying
a2n+l+1; l+1 = αlαl+1 · · ·α2n+l; a2n+l; l+2 = α2l αl+1 · · ·α2n+l−1;
a2n+l−1; l+3 = αlαl+12αl+2 · · ·α2n+l−2; : : : ;
an+l+2; n+l = αl · · ·αn+l−12αn+lαn+l+1;
an+l+1; n+l+1 = αl · · ·αn+l2 l ∈ 0
and
an+l; n+l+2 = an+l+2;n+l; : : : ; al+3; 2n+l−1 = a2n+l−1; l+3;
al+2;2n+l = a2n+l;l+2; al+1; 2n+l+1 = a2n+l+1; l+1 l ∈ 0;
and other entries are all zeros. Then Fz = Pr8Uz, and hence Fz is
typically real.
Proof. As in the proof of Theorem 5.3, we recall from [1, Theorem 4.16]
that U ∈ ℵ0 . Then it follows from [1, Theorem 5.15] that U is a dila-
tion of Wα, where Wα is a weighted shift operator with a weight sequence
α = αj∞j=0. By Lemma 2.3 and some computation, it is easy to show that
8Wαz = Fz. Hence Fz = Pr8Uz.
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Remark 5.5. Note that the one-sided infinite matrices B2n and B2n+1 in
Proposition 5.4, respectively, are obtained from a weighted shift operator
Wα with a weight sequence αj∞j=0 satisfying (5.8). If we consider a two-
sided infinite sequence αj∞j=−∞ with
∞Y
−∞
αj = 0 (5.9)
instead of αj∞j=0 in Proposition 5.4, we may obtain two-sided infinite ma-
trices coefficients of Fz corresponding to the coefficients appeared in
Proposition 5.4 with some differences. We leave its computation to the
readers.
6. m× n—TUPLE OPERATOR-VALUED TYPICALLY
REAL FUNCTIONS
Suppose that Fijz is an operator-valued analytic function on H ,
1 ≤ i, j ≤ n. Note that, if an operator-valued typically real function Fz is
decomposed by
Fz ∼=
0BBBBB@
F11z F12z · · · F1nz
F21z F22z · · · F2nz
:::
:::
: : :
:::
Fn1z Fn2z · · · Fnnz
1CCCCCA ; (6.1)
relative to some decomposition, then Fijz i 6= j is not typically real. This
gives a motivation for the following definition.
Definition 6.1. Let Fz = P∞n=1 znAn be an operator-valued analytic
function on  whose coefficients are bounded operators in LH for z on
. The function Fz is an m× n-tuple operator-valued typically real function
if Fijz is operator-valued typically real for any 1 ≤ i ≤ m and 1 ≤ j ≤ n.
An 1 × n compressible typically real function Fz is n-tuple typically
real function. N-tuple operators are developed well in operator theory (for
example, see [5] and [6]).
Theorem 6.2. Let Fz = P∞n=1 znAijn  be an operator-valued analytic
function on  whose coefficients are operator matrices in LH n;H m. Then
the following statements are equivalent:
(1) Fz is m× n-tuple operator-valued typically real,
operator-valued typically real functions 187
(2) there exists a unitary U independent of the indices i and j such
that
Fijz = Pr8Uz z ∈  (6.2)
for any 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Proof. By Lemma 4.6, Fz is m× n-tuple operator-valued typically real
if and only if there exist unitaries U ij 1 ≤ i ≤ m and 1 ≤ j ≤ n such that
Fijz = Pr8U ij z z ∈ : (6.3)
Let
U =X⊕ijU ij x= U 11 ⊕ · · · ⊕U 1n ⊕ · · · ⊕U m1 ⊕ · · · ⊕U mn: (6.4)
Then, according to Lemma 4.1, we have
8Uz =
X⊕ij8U ij (6.5)
and
Fijz = Pr8U ij z = PH8U ij z  H
∼= PrX⊕ij8U ij z = Pr8Uz: (6.6)
Hence the proof of Theorem 6.2 is complete.
Let M and N be subspaces of H . For an operator T in LM;N , we write
Pr T x= PNT  M: (6.7)
Remark 6.3. Let Fz = P∞n=1 znAijn  be an m × n-tuple operator-
valued typically real function on  whose coefficients are operator matrices in
LH n, H m with m, n ≥ 2. Does there exist a unitary U ∈ LK such that
Fz = Pr8Uz z ∈  (6.8)
The answer to this question is negative. For, suppose that the answer is
affirmative and let m ≥ n. Then, since 8Uz is operator-valued typically
real, it is obvious that the n× n submatrix in left upper corner of Fijz
is operator-valued typically real, which is impossible.
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7. FINITE-DIMENSIONAL CASES
Throughout this section, we suppose that dim H = n. Let eknk=1 be an
orthonormal basis for H . Let H;H; Fz be an operator-valued analytic
function on  with Fz =P∞k=1 zkAk. We write
Ak ∼=
0BBBBBBB@
a
11
k a
12
k · · · a1nk
a
21
k a
22
k · · · a2nk
:::
:::
: : :
:::
a
n1
k a
n2
k · · · annk
1CCCCCCCA
=x ai; jk 1≤i; j≤n; (7.1)
relative to the orthonormal basis eknk=1. Let fijz x=
P∞
k=1 a
ij
k z
k. Then
Fz ∼= fijz1≤i; j≤n:
If we consider a contraction T on the finite-dimensional Hilbert space,
then 8T z is a matrix-valued typically real function, which means that
there are many examples for typically real functions. In this section, we
characterize the matrix-valued typically real functions.
Recall that an n× n matrix aij1≤i; j≤n is positive semi-definite if the inner
product aij1≤i; j≤nx; x is nonnegative for any vector x in n (cf. [14]).
Lemma 7.1. The matrix function Fz = fijz1≤i; j≤n is typically real if
and only if the following statements hold true:
(1) fiiz is typically real, i = 1; : : : ; n,
(2) aijk = ajik for all i; j, where ajik denotes the conjugate of ajik ,
(3) aij1 = 0 for all i; j with i 6= j,
(4) if z ∈  with Imz ≥ 0, then the n × n matrix gijz1≤i; j≤n is
positive semi-definite, where gij = gijz x=
P∞
k=1 a
ij
k Imzk, 1 ≤ i, j ≤ n.
Proof. It is straightforward by the definition of typically real functions.
We discuss the statement of Lemma 7.1 (4). Before doing it, we recall a
characterization for the positivity of operator matrices. Let A = Aij1≤i; j≤n
be a matrix of operators on Hilbert space such that A∗ij = Aji. It follows
from [3, Theorem 1.3] that A is positive if and only if
(1) Aii ≥ 0, i = 1; : : : ; n;
(2) Ai; i+1 =
p
AiiE
1
i
p
Ai+1; i+1, for some contractions
E
1
i , i = 1; : : : ; n− 1;
(3) Ai; i+2 =
p
AiiE1i E1i+1 +DE1∗i E
2
i DE1i+1
 ·pAi+2; i+2;
for some contractions E2i , i = 1; : : : ; n− 2;
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(4) Ai; i+3 =
p
Aii
(
E
1
i E
1
i+1E
1
i+2 +DE1∗i DE2∗i E
3
i DE2i+1
D
E
1
i+2

·pAi+3; i+3;
for some contractions E3i , i = 1; : : : ; n− 3y · · ·
(n) Ai;n =
p
A11 · E11 E12 · · ·E1n−1 +DE1∗1 · · ·DEn−2∗1 E
n−1
1 DEn−22
· · ·D
E
1
n−1
 ·pAnn;
for some contract in En−11
(where, for a contraction C, DC x=
√
I − C∗C.
However, since aijk = ajik for all i; j, the n × n matrix gijz1≤i; j≤n
is self-adjoint, we may consider Constantinescu’s characterization for the
positivity of gijz1≤i;j≤n. Hence, to investigate Lemma 7.1 (4), we give
first the following properties:
P1 gii ≥ 0, i = 1; : : : ; n;
P2 gi; i+1 = √giie1i √gi+1; i+1, for some e1i in , i = 1; : : : ; n− 1;
P3 gi; i+2 = √gii
(
e
1
i e
1
i+1 +De1i e
2
i De1i+1
 · √gi+2; i+2; for some e2i
in , i = 1; : : : ; n− 2;
P4 gi;i+3 = √gii
(
e
1
i e
1
i+1e
1
i+2 + De1i De2i e
3
i De2i+1
D
e
1
i+2
 · √gi+3; i+3;
for some e1i in , i = 1; : : : ; n− 3y · · ·
Pn gi; n = √g11e11 e12 · · · e1k−1
+D
e
1
1
· · ·D
e
n−2
1
e
n−1
1 Den−22
· · ·D
e
1
n−1
 · √gnn; for some en−11 in :
Since gijz satisfies Property P1, by Lemma 7.1, we have the following
theorem.
Theorem 7.2. The matrix function Fz = fijz1≤i;j≤n is typically real
if and only if the following statements hold:
(1) fiiz is typically real, 1 ≤ i, j ≤ n,
(2) aijk = aijk for all 1 ≤ i, j ≤ n,
(3) aij1 = 0 for all 1 ≤ i, j ≤ n with i 6= j,
(4) if z ∈  with Imz ≥ 0, then the n× n matrix gijz1≤i; j≤n sat-
isfies Properties Pi, i = 2; : : : ; n, where gijz =
P∞
k=1 a
i; j
k Imzk, 1 ≤ i,
j ≤ n.
By Theorem 7.2, we obtain recursively the properties Pi for typical re-
ality in the case of the finite-dimensional Hilbert space. For example, we
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consider n = 2 and then n = 3 as following:
Corollary 7.3. Suppose that dim H = 2. Then the matrix function
Fz =
 
f11z f12z
f21z f22z
!
(7.2)
is typically real if and only if the following statements hold true:
(1) fiiz is typically real, i = 1; 2,
(2) aijk = ajik for all i; j = 1; 2;
(3) aij1 = 0 all i, j = 1; 2 with i 6= j,
(4) if z ∈  with Imz ≥ 0, then
g11zg22z ≥ g12zg21z: (7.3)
Proof. Applying Theorem 7.2, we have
Property P2 ⇔ g12 =
√
g11e1
√
g22 for some e1 ∈ 
⇔ g122 ≤ g11g22
⇔ g11zg22z ≥ g12zg21z; (7.4)
which proves the corollary.
Corollary 7.4. Suppose that dim H = 3. Then the matrix function
Fz =
0BB@
f11z f12z f13z
f21z f22z f23z
f31z f32z f33z
1CCA (7.5)
is typically real if and only if the following statements hold true:
(1) fiiz is typically real, i = 1; 2; 3,
(2) aijk = ajik for all i; j = 1; 2; 3,
(3) aij1 = 0 for all i; j with i 6= j,
(4) if z ∈  with Imz ≥ 0, then
(i) g12g21 ≤ g11g22,
(ii) g23g32 ≤ g22g33
(iii) g13g22 − g12g23g31g22 − g21g32
≤ g11g22 − g12g21g22g33 − g23g32:
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Proof. By Theorem 7.2, we have
Property P2 ⇔ g12 =
√
g11e
1
1
√
g22 and g23 =
√
g22e
1
2
√
g33
for some e1i ∈ ; i = 1; 2
⇔ g122 ≤ g11g22 and g232 ≤ g22g33
⇔ g12g21 ≤ g11g22 and g23g32 ≤ g22g33: (7.6)
Furthermore, since g12 = √g11e11
√
g22 and g23 = √g22e12
√
g33, for some
e
1
i ∈ , i = 1; 2, we have
Property (P3 ⇔ g13 =
√
g11
(
e
1
1 e
1
2 +De11 e
2
1 De12
√
g33;
for some e21 ∈ ;
i.e., g13 = √g11√g33

e
1
1 e
1
2 +
q
1− e11 2 ·
q
1− e12 2 · e21

,
i.e., g13g22 =
√
g11
√
g22e
1
1
 √
g22
√
g33e
1
2

+
q
g11g22 −
√g11√g22e11 2 ·qg22g33 − √g22 · √g33e12 2 · e21 ;
i.e., g13g22 = g12g23 +
p
g11g22 − g122 ·
p
g22g33 − g232 · e21 ,
i.e., g13g22 − g12g23 = √g11g22 − g12g21 · √g22g33 − g23g32 · e21 ,
i.e., g13g22 − g12g232 ≤ g11g22 − g12g21g22g33 − g23g32,
i.e., g13g22 − g12g23 g31g22 − g21g32 ≤ g11g22 − g12g21 g22g33 −
g23g32.
Hence the proof is complete.
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