Inference on a scalar parameter of interest is commonly constructed using a Wald statistic, on the grounds of the validity of the standard normal approximation to its finite-sample distribution and computational convenience. A prominent example are the individual Wald tests for regression parameters that are reported by default in regression output in the majority of statistical computing environments. The normal approximation can, though, be inadequate, especially when the sample size is small or moderate relative to the number of parameters. In this paper, the Wald statistic is viewed as an estimate of a transformation of the model parameters and is appropriately adjusted so that its null expectation is asymptotically closer to zero. The bias adjustment depends on the expected information matrix, the first-order term in the bias expansion of the maximum likelihood estimator, and the derivatives of the transformation, all of which are either readily available or easily obtainable in standard software for a wealth of well-used models. The finite-sample performance of the location-adjusted Wald statistic is examined analytically in simple models and via simulation in a series of more realistic modelling frameworks, including generalized linear models, meta-regression and beta regression. The location-adjusted Wald statistic is found able to deliver significant improvements in inferential performance over the standard Wald statistic, without sacrificing any of its computational simplicity.
Introduction
Testing hypotheses and constructing confidence intervals for scalar parameters are key statistical tasks that are usually carried out relying on large-sample results about likelihood-based quantities. Under a model that is specified partially or fully by the null hypothesis, the Wald statistic, the signed likelihood ratio statistic and the score statistic are equivalent to first-order (Pace and Salvan, 1997, § 3.4.1) , yet the use of the former for inference is convenient. Its expression involves a direct comparison between the estimated and the hypothetical value of the parameter, accounting also for estimation uncertainty. As a result, and in contrast to its main competitors, the Wald test does not require fitting the model under the null hypothesis, which can be time-consuming for complex models or when there is a need to perform many tests.
The main disadvantage of Wald procedures is the lack of invariance under non-linear transformations of the parameter. Specifically, the conclusions from Wald inferences depend on the parameterization of the model; see, for example, Larsen and Jupp (2003) who tackle this issue by introducing a geometric invariant Wald statistic. The Wald test can also demonstrate anomalies in its power, mainly because of the use of parameter estimates in the variance part of the statistic (Mantel, 1987) . Hauck and Donner (1977) and Fears et al. (1996) study such anomalies in logistic regression models and in one-way random effects analyses of variance, respectively, and Vaeth (1985) gives mathematical conditions under which Wald procedures can suffer from scarce power in the more general context of exponential family models.
The performance of Wald-type inference depends directly on the properties of the estimator used in the statistic, and one common strategy in enhancing it is to replace the estimator with one with improved properties that also has a limiting normal distribution. A prominent example is the use of a moment-based estimator for the dispersion parameter in generalized linear models with unknown dispersion, as is recommended in McCullagh and Nelder (1989, § 8.3 ) and implemented in the summary.glm function of the stats R package (R Core Team, 2017) . Another example is Kosmidis and Firth (2010) who illustrate that the finite-sample bias of the maximum likelihood estimator of the precision parameter in beta regression models results in excessively narrow confidence intervals and anti-conservative tests, and propose the use of a bias-corrected estimator to alleviate upon those issues. Below is an illustration of the latter in a more complex beta regression model with precision covariates.
Example 1.1: Smithson and Verkuilen (2006) use beta regression to investigate the relative contribution of nonverbal IQ to the distribution of n = 44 children's scores on a reading accuracy test, controlling for the presence of diagnosed dyslexia. The score of the ith child is assumed to be from a beta random variable with mean µ i and variance µ i (1 − µ i )/(1 + φ i ), with
where x i2 takes value −1 if the ith child is dyslexic and 1 if not, x i3 is the nonverbal IQ score, and x i4 = x i2 x i3 is the interaction between dyslexia status and nonverbal IQ score. The parameters β and γ in (1) are estimated using the maximum likelihood estimator and its bias-corrected version, as these are implemented in the R package betareg (Grün et al., 2012) . Table 1 shows the resulting estimates, the corresponding estimated standard errors based on the expected information matrix, and the nominally 95% individual Wald-type confidence intervals.
As noted in Kosmidis and Firth (2010) , bias correction inflates estimated standard errors, and results in confidence intervals that are wider than those based on the maximum likelihood, better reflecting the uncertainty on the parameter values. To illustrate that, the coverage probabilities of individual Wald-type intervals are estimated at levels 90%, 95% and 99%, using 50 000 samples simulated under the maximum likelihood fit. The results in Table 2 suggest that the use of the bias-corrected estimates in the confidence intervals brings the empirical coverage probabilities closer to the nominal value.
In the current paper, we exploit the direct dependence of the Wald statistic on the estimator to develop a more explicit approach than Example 1.1 to improving Wald inference for scalar parameters. In particular, a location-adjusted Wald statistic is derived whose expectation is asymptotically closer to that of the limiting normal distribution under the null hypothesis. Corresponding approaches have been proposed by Bartlett (1937) for enhancing first-order inference based on the likelihood ratio statistic, and have later been applied to other test statistics (see, for instance, Cordeiro and Ferrari, 1991) . The proposed bias adjustment depends on quantities that are either readily available or easily obtainable for many well-used model classes. In particular the adjustment involves the expected information, the first-order term in the bias expansion of the maximum likelihood estimator (Cox and Snell, 1968) , and the derivatives of an appropriate transformation of the model parameters, which can be computed either analytically or using numerical or automatic differentiation. As shown in Example 2.1, the correction of the first null moment is not generally sufficient to deliver a drop in the order of the error of the normal approximation to the null distribution for the statistic, as Bartlett-type corrections do. Nevertheless, the correction translates to significant improvements to finite-sample performance over standard Wald inference in prominent modelling scenarios, and is found to improve upon issues like the Hauck-Donner effect, while preserving the computational simplicity of classical Wald inference. Hence, we recommend to replace the usual Wald statistic in standard software, and specifically in standard regression output.
2 Location-adjusted Wald statistic
Bias of the Wald statistic
Consider a sample y = (y 1 , . . . , y n ) of observations assumed to be realizations of independent random variables Y 1 , . . . , Y n , with Y i having conditional density or probability mass function p Y (y i |x i ; θ), where θ ∈ Θ ⊆ p is the parameter vector and x i = (x i1 , . . . , x ik ) is a k-vector of explanatory variables for the ith observation (i = 1, . . . , n). We partition θ as θ = (ψ, λ ) , where ψ ∈ Ψ ⊂ is a scalar parameter of interest and λ ∈ Λ ⊂ p−1 is a (p − 1)-vector of nuisance parameters.
Assuming that the log-likelihood function l(θ) = n i=1 log p Y (y i |x i ; θ) satisfies the usual regularity conditions (Pace and Salvan, 1997, § 3.4) , a typical way to construct inference about ψ is using a Wald statistic. For example, the Wald test for H 0 : ψ = ψ 0 with ψ 0 ∈ computes p-values using the standard normal distribution and the observed value of the signed Wald statistic
In the above expression,θ = (ψ,λ ) = arg max θ∈Θ l(θ) is the maximum likelihood estimate of θ and κ(θ) is the square root of the (ψ, ψ)-element of the variance-covariance matrix {i(θ)} −1 of the exact or asymptotic distribution of the estimatorθ, usually taken as the inverse of the expected information E{∇l(θ)∇l(θ) }. Without loss of generality, we assume that the element at the first row and first column of {i(θ)} −1 is the asymptotic variance ofψ. The N (0, 1) distribution is not always a good approximation to the exact distribution of (2) under H 0 . This is commonly the case when the model is highly non-linear in the parameters or n is small or moderate relative to p (see, e.g., McCullagh and Nelder, 1989, § 6.2.4) . The approximation can be, at least partly, improved by bringing the first null moment of the asymptotic distribution for the adjusted Wald statistic closer to zero.
Consider the transformation
of the parameter θ. Then, t in (2) is the maximum likelihood estimator of (3). Asθ, t is also subject to finite-sample bias, which can be reduced by subtracting the first term in the asymptotic expansion of its bias, as is shown, for example, in Efron (1975 , Remark 11, p. 1214 . Assume that (3) is at least three times differentiable with respect to θ and thatθ is consistent. Then, using the Einstein summation convention, T (θ; ψ 0 ) − T (θ; ψ 0 ) can be expanded as
where T u (θ; ψ 0 ), T uv (θ; ψ 0 ) and T uvw (θ; ψ 0 ) are the gradient, hessian and third derivative, respectively, of (3) (u, v, w = 1, . . . , p) and have order O n 1/2 because κ(θ) = O n −1/2 . Taking expectations in (4) (see, for instance, Kosmidis and Firth, 2010, § 4.3, Remark 3) gives that
where
Expression (5) is convenient because it depends only on the derivatives of T (θ; ψ 0 ), the elements of {i(θ)} −1 , and the first term in the expansion of the bias of the maximum likelihood estimator, which is given in Cox and Snell (1968, expression (20) ) for general parametric models. Both i(θ) and the first term of the bias expansion are readily available for a wide range of wellused model classes, especially those for which asymptotic bias reduction methods have been implemented (see, among others, Cook et al., 1986; Cordeiro and McCullagh, 1991; Cordeiro and Vasconcellos, 1997; Botter and Cordeiro, 1998; Simas et al., 2010; Cordeiro and Toyama Udo, 2008; Grün et al., 2012) . In addition, the derivatives of T (θ; ψ 0 ) can be written in terms of derivatives of κ(θ). Specifically, T u (θ; ψ 0 ) and T uv (θ; ψ 0 ) are the uth and (u, v)th elements of
and
respectively. In the above expressions, 1 p is a p-vector with first element one and zeros everywhere else, and ∇ and ∇∇ denote the gradient and the matrix of second derivatives with respect to θ, respectively. Appendix A gives expressions for ∇κ(θ) and ∇∇ κ(θ) in terms of i(θ) and its derivatives.
Location-adjusted Wald statistic
The location-adjusted Wald statistic for ψ is then
where B is a suitable estimator of B(θ; ψ 0 ) in (5). Natural candidates for B are B(θ 0 ; ψ 0 ) and B(θ; ψ 0 ), whereθ 0 = (ψ 0 ,λ 0 ) andλ 0 = arg max λ∈Λ l(ψ 0 , λ) is the constrained maximum likelihood estimate of λ. In either case, a calculation similar to that in Pace and Salvan (1997, § 9.42) can be used to show that the null expectation of t * is O(n −3/2 ), that is asymptotically closer to zero than the null expectation of t, which is O(n −1/2 ). We focus on the latter candidate because it does not require any additional constrained optimisation and the resulting locationadjusted Wald statistic ends up having the same computational complexity as the unadjusted one. Note here that the derivatives of κ(θ) can be also computed using numerical and possibly automatic differentiation techniques (Griewank and Walther, 2008) , provided there is an appropriate computer implementation of the standard errors as a function of the parameters. For example, numerical differentiation is used to implement the adjusted Wald test for generalized linear models and beta regression models in § 3 and § 5, respectively.
One-parameter examples
Example 2.1: Exponential with mean e −θ . Suppose that Y i has an exponential distribution with mean µ i = e −θ > 0, θ ∈ . The log-likelihood about θ is l(θ) = nθ − nȳe θ , wherē y = n i=1 y i /n is the sample mean. The maximum likelihood estimate, the expected information and the first-order bias areθ = − logȳ, i(θ) = n, and b(θ) = (2n) −1 , respectively. The derivatives of T (θ; θ 0 ) are T 1 (θ; θ 0 ) = n 1/2 and T 11 (θ; θ 0 ) = 0, and so B(θ; θ 0 ) = n −1/2 /2. Hence, the Wald statistic (2) for H 0 : θ = θ 0 is t = −n 1/2 (logȳ + θ 0 ) and the adjusted Wald statistic in (8) is
The Edgeworth expansions (Hall, 1992 , § 2.3) of the null distribution functions F (z) and F * (z) of t and t * , respectively, give
where Φ(z) and φ(z) are the distribution and density functions of the N (0, 1). The corresponding Cornish-Fisher expansions (Hall, 1992 , § 2.5) of the α-level quantiles q α of F (z) and q * α of F * (z) in terms of the corresponding standard normal quantiles z α are
provided that < α < 1 − for any 0 < < 1/2. Expressions (9) and (10) show that the location adjustment to the Wald statistic does not generally deliver a drop in the order of the asymptotic error of the normal approximation. Note that (9) and (10) differ only in the terms of order O n −1/2 , whose comparison tells that the quantiles of the distribution for t * are closer to those of N (0, 1) than t for every z α ∈ .
Example 2.2: Bernoulli with mean e θ /(1+e θ ). Suppose that Y i has a Bernoulli distribution with mean µ i = e θ / 1 + e θ ∈ (0, 1), θ ∈ . The log-likelihood function about θ, the maximum likelihood estimate and the expected information are l(θ) = nȳθ − n log 1 + e θ ,θ = log ȳ/(1 − y) and i(θ) = ne θ / 1 + e θ 2 , respectively. The first term in the asymptotic bias expansion of t is B(θ; θ 0 ) = (8 √ n) −1 (θ 0 − θ)(e −θ/2 + e θ/2 ). Hence the Wald statistic and its location-adjusted version are
respectively. Both statistics depend on values of nY , which has a null binomial distribution with index n and probability e θ /(1 + e θ ). Ifȳ = 0, thenθ = −∞ and ifȳ = 1, thenθ = +∞. In these cases, t = 0 and t * = ±∞, respectively. As a result, regardless of the value θ 0 , when all observations are equal to zero or one the Wald test always accepts H 0 , while its adjusted version always rejects it. For this reason and to enable comparison, the convention that t * = t = 0 wheneverȳ = 0 orȳ = 1 is adopted for every θ 0 ∈ . Figure 1 compares Φ(z) to the null distribution of t and t * for θ 0 ∈ {−2, −1, 0} and n ∈ {8, 16, 32}, plotting only over the range of z where each distribution takes values in (0, 1). The adjustment of the Wald statistic appears to be effective in terms of bringing the corresponding distribution closer to standard normal, especially for the smaller sample sizes.
Example 2.3: Hauck-Donner effect. The use of the location-adjusted Wald statistic is found to produce tests that are more robust to the undesirable behaviour of Wald tests in binomial settings (Hauck and Donner, 1977) . To illustrate this, consider n = 32 and θ 0 = 0 in 3 Generalized linear models
Wald statistics
In generalized linear models (McCullagh and Nelder, 1989) , the conditional distribution of Y i given x i is assumed to be from exponential dispersion family (Jørgensen, 1987) , with density or probability mass function
In the latter expression b(.), c 1 (.), a(.) and c 2 (.) are sufficiently smooth functions, and m 1 , . . . , m n are known, non-negative observation weights. Special distributions with density or probability mass function of the above form are the normal, gamma, Poisson and binomial. The conditional expectation µ i = b (θ i ) of Y i is linked to x i as g(µ i ) = β x i , where g(.) is an at least three times differentiable link function, and b (λ) = db(λ)/dλ. The variance of Y i is φV (µ i )/m i , where V (µ i ) = b (θ i ) is the variance function, with b (λ) = d 2 b(λ)/dλ 2 , and φ is a dispersion parameter that allows shrinking or inflating the contribution of the mean to the sample variance.
The gradient of the log-likelihood with respect to β is inversely proportional to φ and, hence, the maximum likelihood estimate for β can be obtained without knowing φ, through iterative (Green, 1984) . The expected information matrix on β and φ is
where 0 k is a k-dimensional vector of zeros, a (u) = d 2 a(u)/du 2 , X is the n × k model matrix with rows x 1 , . . . , x n and W = diag {w 1 , . . . , w n } with
Wald statistic in (3) that is typically reported for H 0 : β j = β j0 (j = 1, . . . , k) when fitting generalized linear models in popular software has the form
(see, e.g., the summary.glm method in R), and is the estimate of the transformation T j (β, φ;
jj . As discussed by McCullagh and Nelder (1989) , the maximum likelihood estimatorφ is severely biased and not robust under mis-specification of the conditional distribution of Y i given x i . Consequently, when φ is unknown,φ is typically replaced in (12) by the moment estimator φ = n i=1 (y i −μ i ) 2 / (n − p)V (μ i ) that is based on the Pearson residuals.
Computation of the location-adjusted Wald statistic
The bias term B j (β, φ; β j0 ) of (12) can be readily computed for all generalized linear models using the expected information matrix in (11), the derivatives of T j (β, φ; β j0 ) in (6) and (7), and the expressions for the first term in the bias expansion of the maximum likelihood estimatorŝ β andφ which are given in Cordeiro and McCullagh (1991) . For instance, the implementation of the location-adjusted Wald statistic in the following illustrations and in §1.2-1.3 of the Supplementary material uses the enrichwith R package (Kosmidis, 2017b) to get the expected information matrix as a function of the model parameters and the first-order bias at the maximum likelihood estimates, and approximates ∇κ j (β, φ) and ∇∇ κ j (β, φ) in (6) and (7) using Richardson's extrapolation. Explicit calculation of ∇κ j (β, φ) and ∇∇ κ j (β, φ) is also possible using the corresponding analytical expressions in Appendix A and the derivatives of i(β, φ) in Appendix B.
Figure 2: Empirical null rejection probabilities when testing H 0 : β j = β j0 against H 1 : β j = β j0 (top row) and H 1 : β j < β j0 (bottom row) (j = 2, 3, 4) based on the normal approximation to the distribution of t * (circles) and the Wald statistic usingφ (squares) andφ (triangles). The null value β j0 is the estimate of β j in Table 3 . Reported rates obtained via 50 000 simulated samples from the maximum likelihood fit shown in Table 3 , and for nominal levels (dashed grey line) 0.1% (left-most column), 1% (second column from left), 2.5% (third column from left), and 5% (right column). Empirical rejection probability (%)
Gamma regression for clotting times of blood
The data in McCullagh and Nelder (1989, § 8.4 .2) consist of 18 observations of mean blood clotting times in seconds for nine percentage concentrations of normal plasma and two lots of clotting agent. The clotting times are assumed here to be realizations of independent random variables Y 1 , . . . , Y 18 , each Y i having a Gamma(φ −1 , (φµ i ) −1 ) distribution with log µ i = β 1 + β 2 x i2 + β 3 x i3 + β 4 x i2 x i3 , where x i2 denotes the normal plasma concentration and x i3 is a dummy variable encoding which of the two lots of clotting agent was employed for the ith observation. Table 3 reports the maximum likelihood estimates of the regression parameters and the Wald statistics for the individual hypotheses H 0 : β j = 0 (j = 1, . . . , 4) using eitherφ orφ in (12), along with the corresponding location-adjusted Wald statistics. Notice that the values of the Wald statistic usingφ are closer to t * j thanφ, which indicates that the employment ofφ in (12) delivers some location correction. Figure 2 shows empirical null rejection probabilities at several nominal levels when testing H 0 : β j = β j0 against H 1 : β j = β j0 and H 1 : β j < β j0 (j = 2, 3, 4), where β j0 is the estimate of β j in Table 3 . The test based on location-adjusted Wald statistic performs better than both the Wald statistic based onφ andφ, which, as expected, is the least reliable test.
Logistic regression for crying babies
The dataset in Davison (1988 , Table 1 ) records 18 matched pairs of binomial observations from a study on the effect of lulling on the crying of babies. Matching is per day and each day pair consists of the number of babies not crying out of a fixed number of control babies, and the Table 4 : Maximum likelihood (γ) and maximum conditional likelihood (γ c ) estimates for γ in (13) and corresponding estimated standard errors (in parenthesis). The statistics are for H 0 : γ = 0 and involve the Wald using the maximum likelihood and maximum conditional likelihood estimates (t and t c , respectively), the signed roots of the likelihood and conditional likelihood ratio statistics (r and r c , respectively), and the location-adjusted Wald statistic (t * ). Approximate p-values based on the normal distribution are given in square brackets. outcome of "lulling" on a single child. A total of 143 babies are involved in the experiment. Interest is in testing the effect of lulling on the crying of children. Suppose that the crying status of baby j in day i is a Bernoulli random variable with probability µ ij of not crying such that
where z ij takes value one if the jth child on day i was lulled, and zero otherwise. We assume independence between babies and across days. This generalized linear model has φ = 1. Estimation and inference about γ can be performed using either the likelihood or the conditional likelihood after elimination of β 1 , . . . , β 18 by conditioning on their sufficient statistics (see, for example, Agresti, 2002, § 6.7.1). Table 4 gives the maximum likelihood and maximum conditional likelihood estimates of γ, the corresponding standard errors, and the values of usual statistics for testing γ = 0 in the presence of nuisance parameters. The location adjustment in (8) has the effect of bringing the Wald statistic closer to the one based on the maximum conditional likelihood estimatorγ c . Figure 3 shows the empirical null p-value distribution for the various statistics in Table 4 when testing H 0 : γ = 0 against H 1 : γ = 0 and H 1 : γ < 0. The empirical p-value distributions are computed using 50 000 samples from model (13) with β 1 , . . . , β 18 set to their maximum likelihood estimates and γ = 0. There were 13 samples whereγ andγ c had infinite value and the location-adjusted Wald statistic for γ was given value zero, in line with the discussion in Example 2.2. The detection of infinite estimates was done prior to fitting the models using the linear programming algorithms in Konis (2007) , as implemented in the detect separation method of the brglm2 R package (Kosmidis, 2017a) .
The empirical null p-value distributions for t and for the signed root of the likelihood ratio statistic r are far from uniform. This is a well-studied issue when testing in the presence of nuisance parameters (Davison, 1988) , which can be remedied by adopting the conditional likelihood; Figure 3 illustrates that the distributions for the corresponding statistics t c and r c are much closer to uniform that those of t and r. Despite of its simplicity and of being based on the model with all nuisance parameters, t * delivers a marked improvement over both t and r, with an empirical distribution that is clearly closer to uniform.
Figure 3: Empirical null p-value distributions when testing H 0 : γ = 0 against H 1 : γ = 0 (top row) and H 1 : γ < 0 (bottom row) based on the normal approximation to the distribution of t, t c , r, r c and t * in Table 4 . The solid horizontal line at one is the uniform density. Results obtained from a simulation study with 50 000 replications. The random-effects meta-regression model, i.e. the extension of random-effects meta-analysis for combining information from K studies about a common effect of interest (DerSimonian and Laird, 1986) , assumes that Y 1 , . . . , Y K are independent random variables conditionally on independent random effects U 1 , . . . , U K . The conditional distribution of Y i given x i and U i = u i is N (u i + x i β,σ 2 i ), whereσ 2 i is the known within-study variance and u i is the realization of a N (0, ψ). The unknown parameters are the k-vector of effects β and the between-study heterogeneity ψ. Note that this specification reduces to the meta-analysis model if x i = 1 for every i = 1, . . . , K. The expected information matrix depends only on ψ and is
where W (ψ) = diag{w 1 , . . . , w n }, with w i = (σ 2 i + ψ) −1 . Thus, the Wald statistic (3) for testing β j = β j0 takes the form t j = (β j − β j0 )/κ j (ψ) (j = 1, . . . , k), and can be seen as the estimate of the transformation T j (β, ψ; β j0 ) = (β j − β j0 )/κ j (ψ), where
jj . Guolo and Varin (2015) provide extensive evidence that Wald and other first-order likelihoodbased procedures can be highly inaccurate when the number of studies is small or moderate. In these cases, Kosmidis et al. (2017) illustrate that the downward bias of the maximum likelihood estimatorψ affects conclusions on β, leading to anti-conservative tests and narrow confidence intervals, and propose asymptotic bias reduction as a means to refine first-order inference about the mean effect size.
Computation of the location-adjusted Wald statistic
The calculation of the location-adjusted Wald statistic for the simulation studies later and in §1.4 of the Supplementary material is done analytically using the expected information matrix in (14), the formula for the first-order bias ofψ, namely b ψ (ψ) = −tr{W (ψ)H(ψ)}/tr{W (ψ) 2 } where H(ψ) = X{X W (ψ)X} −1 X W (ψ) (Kosmidis et al., 2017, equation (5)), the derivatives (6) and (7) of T j (β, ψ; β j0 ), and the expressions for the derivations of i(ψ) in Appendix A, noting that the partial derivatives of i(ψ) with respect to β are zero and that
and Figure 4 illustrates partial results of the simulation studies performed under the random-effects meta-analysis model using the same design as in Kosmidis et al. (2017) . In particular, the realizations y i are simulated from a meta-analysis model with β = 0.5 and varianceσ i +ψ, wherê σ i are independently generated from a χ 2 1 distribution multiplied by 0.25 and then restricted to the interval (0.009, 0.6). The parameter ψ ranges from 0 to 0.1, and the number of studies K from 5 to 200. For each combination of ψ and K, 10 000 datasets are simulated.
Simulation studies
The plots show that the inversion of the location-adjusted Wald statistic results in intervals with empirical coverage probabilities that are generally closer to the nominal level than the ones from the Wald statistic, being similar to those from the Wald statistic based on the DerSimonian & Laird estimator of ψ (1986).
Beta regression

Computation of the location-adjusted Wald statistic
The general expressions for the expected information matrix and the first-order bias term for beta regression models are given in Grün et al. (2012, § 2) . The location-adjusted Wald statistic can be computed by plugging those in (5), (6) and (7), and computing ∇κ j (β, φ) and ∇∇ κ j (β, φ) using numerical differentiation, as is explained in § 3.2. Table 5 reports individual 95% confidence intervals for the regression parameters in (1) of Example 1.1, obtained by the numerical inversion of approximate probability statements for the location-adjusted Wald statistic. The intervals are quite similar to the ones based on the biascorrected estimator in Table 1 , which indicates that the use of bias-corrected estimates in the definition of the Wald statistic translates into a correction in its bias. The similarity of the empirical coverage probabilities in Table 5 to the ones in Table 2 is further evidence for this. 
Reading skills
Discussion
Correcting the first moment of the distribution of the Wald statistic has been found to be particularly effective in scenarios where the bias of the maximum likelihood estimator impacts inferential conclusions on the parameter of interest. In contrast to its main first-or secondorder competitors, including the likelihood ratio and score statistics, the location-adjusted Wald statistic has the same computational complexity as the standard Wald one. Furthermore, as it has been demonstrated earlier, its computation can be greatly simplified through numerical or analytical differentiation techniques. When there are many model parameters to be estimated, it is, of course, wiser to use the analytical expressions for the adjustment, if these are easily obtainable.
The derivation of the bias of the Wald statistic in (2) depends only on an explicit formulation for the variance-covariance matrix of the estimator. Hence, the location adjustment can be utilized with more general forms for the variance-covariance matrix of the maximum likelihood estimator, including robust versions of it (see, for instance, MacKinnon and White, 1985) . For b u (θ) in (5), we used the first term in the expansion of the bias of the estimator. It should be noted that the location adjustment can be derived by relying to any other approximation of the bias such that E θ (θ u − θ u ) = b u (θ) + o n −1 , and even the bias itself, if that is available. The expression of the bias of the Wald statistic in (5) is also the same for Wald statistics based on any estimator that is O(n −1/2 )-consistent, asymptotically normal and has a known variance-covariance matrix. Finally, the methodology that has been developed in this work can be extended to other pivotal quantities that can be viewed as estimators of transformations of the model parameters, including Wald statistics for composite hypotheses, score statistics, but even directly to p-values or functions of those.
Supplementary material
The Supplementary material (also available at https://github.com/ikosmidis/corzed) provides code to reproduce all the numerical results in the paper, and a document with additional figures and tables that show more extensive outputs of the simulation experiments. Specifically, the performance of the location-adjusted Wald statistic is also compared with that of various alternative first-and higher-order statistics, in terms of the deviation of their empirical null p-value distributions from uniform, and in terms of the agreement of empirical null rejection probabilities to set nominal levels.
Appendix A: derivatives of κ(θ)
By matrix differentiation rules (see, for example Magnus and Neudecker, 1999) 
11
(u, v = 1, . . . , p) .
Appendix B: derivatives of i(β, φ) for generalized linear models
The derivatives of (11) Finally, the mixed second derivative of the expected information matrix with respect to β u (u = 1, . . . , k) and φ is ∂ 2 i(β, φ) ∂β u ∂φ = − 1 φ 2 X W u (β)X 0 k 0 k 0 = ∂ 2 i(β, φ) ∂φ∂β u .
