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SIMPLICIAL DEGREE IN COMPLEX NETWORKS. APPLICATIONS
OF TOPOLOGICAL DATA ANALYSIS TO NETWORK SCIENCE.
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Abstract. Network Science provides a universal formalism for modelling and study-
ing complex systems based on pairwise interactions between agents. However, many
real networks in the social, biological or computer sciences involve interactions among
more than two agents, having thus an inherent structure of a simplicial complex. The
relevance of an agent in a graph network is given in terms of its degree, and in a
simplicial network there are already notions of adjacency and degree for simplices
that, as far as we know, are not valid for comparing simplices in different dimensions.
We propose new notions of higher-order degrees of adjacency for simplices in a sim-
plicial complex, allowing any dimensional comparison among them and their faces.
We introduce multi-parameter boundary and coboundary operators in an oriented
simplicial complex and also a novel multi-combinatorial Laplacian is defined. As for
the graph or combinatorial Laplacian, the multi-combinatorial Laplacian is shown to
be an effective tool for calculating the higher-order degrees presented here. To illus-
trate the potential applications of these theoretical results, we perform a structural
analysis of higher-order connectivity in simplicial-complex networks by studying the
associated distributions with these simplicial degrees in 17 real-world datasets coming
from different domains such as coauthor networks, cosponsoring Congress bills, con-
tacts in schools, drug abuse warning networks, e-mail networks or publications and
users in online forums. We find rich and diverse higher-order connectivity structures
and observe that datasets of the same type reflect similar higher-order collaboration
patterns. Furthermore, we show that if we use what we have called the maximal sim-
plicial degree (which counts the distinct maximal communities in which our simplex
and all its strict sub-communities are contained), then its degree distribution is, in
general, surprisingly different from the classical node degree distribution.
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1. Introduction
The simplest way to mathematically describe real-world networks is to use graphs,
where nodes represent the agents of the network and the edges are thought to be the
interactions between these agents. These systems are called complex networks in the
literature and Network Science and Statistical Mechanics of complex networks ([4, 2])
provide a universal language which allows to classify networks, elucidate patterns of
interactions and make predictions about the structure and evolution of such systems.
Despite the success of complex networks analysis and Network Science, there is a ma-
jor drawback to this approach due to the fact that an implicit assumption is made: the
complex system is described by combinations of pairwise interactions, that is, binary
relations. Nonetheless, many complex systems and datasets in real-world networks
come with a richer inherent structure, since there are higher-order interactions involv-
ing group of agents. Thus, studying higher-order structural connectivity is essential
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to understanding complex networks. Many of the most successful results with regard
to this are based on the use of a powerful algebraic-topology tool used in Topological
Data Analysis (TDA) known as simplicial complexes. Simplicial complexes generalize
the standard graph tools by allowing many-body interactions, providing robust results
under continuous deformations of the system or dataset. The basic idea is simple, in
graph theory we cannot distinguish the three agents which are pairwise linked (for
example, if they have written a paper pairwise, so that it is represented as a triangle)
from the situation where the three of them have published a joint paper (and thus, in
particular they have written it also pairwise, again a triangle but this time is filled).
In simplicial theory, the filled triangle is a 2-simplex which, by definition, contains
all of its faces (1-simplices are pairwise connections and 0-simplices are the agents).
This simplicial point of view naturally allows to keep track of the multi-interactions
among the agents or group of agents. Given the finite set of vertices {v0, v1, . . . , vn} in
a network, a q-simplex is a subset σ(q) = {v0, v1, . . . , vq} such that vi 6= vj for all i 6= j,
and a p-face (for p ≤ q) of σ(q) is just a subset τ (p) = {vi0 , . . . , vip} of σ(q). A simplicial
complex K is a collection of simplices such that if σ is a simplex in K, then all the
faces of σ are also in K. The number q is called the dimension of the simplex σ(q).
The application of TDA on the study of higher-order structures in complex systems
has produced significant advances in a wide variety of domains; see for instance [3, 7, 9,
31, 27, 28, 35] for social systems, [15, 16, 25, 39, 40] for biomolecular systems, [12, 18,
19, 26, 37, 38] for brain networks, [32] for network control and sensing, [23] for material
science or [17] for a survey on algebraic topology tools and data and a novel use of
barcodes in natural images. Many of the above contributions make use of the homology
and persistent homology of a simplicial complex to analyse topological aspects of the
data collected. But in order to study higher-order patterns of connectivity in a complex
network, we will focus on a different aspect: the relevance or influence of a simplicial
community in terms of a new generalized simplicial degree, both from a theoretical and
an applied point of view.
This influence is measured in a graph network by the degree of a node, the number of
its incident edges (or upper adjacent ones), but when dealing with simplicial complexes,
lower adjacency might appear (think of a triangle where its three edges are lower
adjacent to it, or a triangle having another triangle attached to it on one of its edges)
and thus different definitions of adjacency are required. As far as we know, the notions
of adjacency for simplices used in the literature are the following: two simplices σ(q) and
σ(q) are lower adjacent if there exists a (q−1)-simplex τ (q−1) which is a common (q−1)-
face of both of them; they are said to be upper adjacent if there exists τ (q+1) having both
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as q-faces; and they are considered adjacent if they are strictly lower adjacent but not
upper adjacent. Thus, it is possible to upper compare two q-simplices if they are faces
of the same (one more dimensional) (q + 1)-simplex, and lower compare them if they
share a common (one less dimensional) (q−1)-simplex. See for instance [20, 27, 28] for
theoretical or social-networks implications, [15] for protein interactions or [22, 33, 36]
for spectral theory and random walks on simplicial complexes. The notion of upper
adjacency is also further expanded in [31] following the idea that a vertex-to-triangle
degree can be computed by counting the number of triangles incident to each edge,
which is incident to the vertex, and then dividing by 2. They propose a q-simplex to (q+
h)-simplex upper degree of a q-simplex and a vertex-to-facet upper degree (a facet of a
simplicial complex is a maximal simplex under the set inclusion), and affirm that, given
a facet list, this degree can be “computed with a relatively straightforward searching
and counting procedure”, but no explicit theoretical or computational method is given.
None of the above definitions allow us to compare simplices of different dimensions
sharing (or being contained in) any dimensional face. Additionally, the upper simplicial
degree of [31] does not allow us to count the collaborations of the strict faces of a simplex
with other simplicial communities, since it does not take into account lower adjacency
or general adjacency. These are the reasons why we are introducing in this paper
a mathematical framework for generalizing the notions of lower, upper and general
adjacency and their associated degrees, which are valid for any simplicial dimension
comparisons. We define new notions of higher-order upper and lower adjacency that
generalize all the notions commented above. We show how to explicitly compute the
strict lower and upper degrees by giving a closed formula, which in particular states
an explicit mechanism to compute the “q-simplex to facets degree” of [31] as a type
of upper simplicial degree. We will also give closed formulas for our general adjacency
degree.
On the other hand, it is known that the degree of a node and the binary adjacency
relations between nodes in a graph network are codified in the graph Laplacian matrix.
This result also holds in the simplicial case (see for example [20]) by using the q-
combinatorial Laplacian ([14]) and the definitions of simplicial degree mentioned above
(comparing two simplices by one more or one less dimensional face). For the notion
of q-simplex to (q + h)-simplex upper degree of [31], the counting procedure proposed
can be also stated in terms of certain entries of the product several combinatorial
Laplacian matrices, but not from a single Laplacian one. Therefore, and in the same
spirit, we will define a higher-order multi-parameter boundary operator which allows us
to introduce a novel higher-order multi-combinatorial Laplacian, generalizing both the
SIMPLICIAL DEGREE IN COMPLEX NETWORKS 5
graph Laplacian and the q-combinatorial Laplacian. The entries of the associated multi-
combinatorial Laplacian matrix compute some of the higher-order simplicial degrees
here defined. In addition, we use the boundary and coboundary operators to state
closed and effective formulas for all the higher-order simplicial degrees in a simplicial
network.
From an applied point of view, we propose two notions as important for studying
the degree of relevance of a simplicial community: the maximal upper simplicial de-
gree of a simplex (counting the distinct maximal simplicial communities on which the
simplex is nested in), and the maximal simplicial degree of a simplex (counting the
distinct maximal simplicial communities on which the simplex is nested in and also the
different maximal communities the strict faces of the simplex are contained in). We
perform a structural analysis of the higher-order connectivity of 17 real-world datasets
given in [3]. These datasets are collected as simplices with their corresponding nodes
(bounded to a maximum of 25 nodes), and are obtained from real-world data from a
rich variety of domains such as coauthor networks, cosponsoring Congress bills, con-
tacts in schools, drug abuse warning networks, e-mail networks, national drug code
classes and substances, publications in online forums or users in online forums. We
study some of their statistical properties and the degree distributions associated with
the simplicial degrees proposed in these notes, and compare these distributions with
the classical node degree and node-to-facets degree distributions of the datasets. We
observe that while the collaboration sizes tend to be varied among the different cate-
gories, the distributions of the facets size are similar across most datasets. We show
that when studying the distributions of our proposed simplicial degrees, rich and varied
higher-order connectivity structures make apparent but nonetheless, and as it would
be expected, datasets of the same type reflect similar higher-order patterns. Moreover,
the same type of classical node and node-to-facets degree distributions are observed,
something which is consistent with the results and observations of [35] and [31]. We
prove that for every dataset the degree distribution associated with the maximal upper
simplicial degree of Definition 14 is closer to a power law distribution having a more
pronounced decay. Furthermore, we show that if we use the maximal simplicial degree
of Definition 14, which counts the facets on which a simplex is contained in and also
counts the facets on which the strict sub communities of the simplex are contained in,
then its degree distribution is, in general, surprisingly different from the classical and
upper adjacency ones.
The rest of this paper is organized as follows. Section 2 starts by recalling well-known
definitions and properties in simplicial complexes. In Section 3 we introduce the new
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notions of simplicial adjacencies and degrees (which generalize the usual notions) and
we provide closed formulas to explicitly compute the higher-order simplicial degrees.
In Section 4, a new higher-order multi-combinatorial Laplacian operator is defined
by using a novel multi-parameter boundary operator and we explicitly compute the
entries of the matrix associated with the multi-combinatorial Laplacian in terms of the
simplicial degrees. We present in Section 5 an application of the theoretical results: a
structural higher-order connectivity analysis in simplicial networks is done by studying
statistical properties and simplicial degree distributions of several and varied real-world
datasets. A brief summary of some of the results and a set possible lines for future
research are given in Section 6. Finally, we present in Appendix 7 the proofs of some
theoretical results concerning the multi-combinatorial Laplacian.
2. Simplicial complexes, adjacency and combinatorial Laplacian
Simplicial complexes have been very much studied in the literature and during the
last decade they have been proved to be a powerful tool in Topological Data Analysis
(TDA). Very recently, the simplicial techniques of TDA are being also applied in the
context of Complex Networks and Network Science. We shall start with some well-
known definitions and properties on the category of simplicial complexes. We refer to
([34, 20]) for a wide exposition and details.
Roughly speaking, given a finite set of points {v0, v1, . . . , vn}, which we call vertices,
a q-simplex is a subset of vertices {v0, v1, . . . , vq} such that vi 6= vj for all i 6= j. A
p-face (for p < q) of a q-simplex is just a subset {vi1 , . . . , vip} of the q-simplex. A
simplicial complex K is a collection of simplices such that if σ is a simplex in K, then
all the faces of σ are also in K.
Formally, a set {v0, . . . , vq} of points of Rn is said to be geometrically independent
if the vectors {v0 − v1, . . . , v0 − vq} are linearly independent.
The q-simplex spanned by these points is the convex envelope, that is, the set of all
points of Rn such that
σ =
{ q∑
i=0
λivi :
q∑
i=0
λi = 1 and λi ≥ 0 for all i
}
The points {v0, . . . , vq} that span σ are called vertices of σ and the number q is the
dimension of σ. The simplex spanned by a proper nonempty subset {vi1 , . . . , vip} of
{v0, . . . , vq} is called a p-face of σ. If a simplex is not a face of any other simplex, then
it is called a facet.
A (finite) simplicial complex in Rn is a (finite) collection K of simplicies in Rn
satisfying the following conditions:
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(1) If σ ∈ K and τ is a face of σ, then τ ∈ K.
(2) The non-empty intersection of any two simplices of K is a face of each of them.
Each element σ ∈ K is called a q-simplex of K, being q + 1 the cardinality of σ. The
union of 0-simplices of K is called the vertex set of K. The dimension of K is defined
as dimK = max{dimσ : σ ∈ K}. We shall use the notation σ(q) to denote a simplex σ
of dimension q.
Hence, simplices can be understood as higher dimensional generalizations of a point,
line, triangle, tetrahedron, and so on. Since simplices can codify multi interaction
relations in classical networks (co-authorship network, social networks, protein inter-
action network, biological networks, ...), they are starting to be introduced in Network
Science.
Remark 1. Even if simplicial complexes and many of its associated properties can be
defined over a commutative ring with unity, for the sake of clarity we shall restrict
ourselves to the base field R.
Recall that the degree of a vertex is the number of its incident edges. It has local
relevance in determining the centrality of a vertex and global importance in modelling
the network in virtue of its degree distribution. This notion can be generalized to
q-simplices.
Notice that as a 0-simplex, a vertex has degree d if there are d edges, 1-simplices,
incident to it, but a 1-simplex have two 0-simplices adjacent to it (the two vertices the
edge has) but it also might be adjacent to a 2-simplex (triangle). That is, we need a
notion of upper and lower adjacency in order to define the degree for q-simplices when
q > 0 (see [15, 20] for details).
Definition 1. Two q-simplices σ
(q)
i and σ
(q)
j of a simplicial complex K are lower adja-
cent if they share a common (q − 1)-face, which is called their common lower simplex.
Lower adjacency is denoted as σ
(q)
i ∼L σ(q)j .
Two q-simplices σ
(q)
i and σ
(q)
j of a simplicial complex K are upper adjacent if they
are both faces of the same common (q+1)-simplex, called their common upper simplex.
Upper adjacency is denoted as σ
(q)
i ∼U σ(q)j .
Notice that if two q-simplices are upper adjacent, then they are also lower adjacent.
Moreover, if σ
(q)
i and σ
(q)
j are upper adjacent (resp. lower adjacent), then their common
upper (q + 1)-simplex (resp. their common lower simplex) is unique.
Definition 2. The lower degree of a q-simplex σ(q), denoted degL(σ
(q)), is the number
of (q−1)-simplices in K which are contained in σ(q), which is always (q+1
q
)
= q+1. The
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upper degree of a q-simplex σ(q), denoted degU(σ), is the number of (q + 1)-simplices
in K of which σ(q) is a q-face.
The degree of a q-simplex is defined as:
deg(σ(q)) := degL(σ
(q)) + degU(σ
(q)) = degU(σ
(q)) + q + 1 .
In network theory, the degree of a vertex also appears as a diagonal entry of the
graph Laplacian matrix, defined as D − A, where D is a diagonal matrix with the
degree of the vertices as diagonal entries, and A is the usual vertex adjacency matrix.
We will recall here the definition of the q-combinatorial Laplacian for q-simplices, and
that of its associated matrix (which takes control of the degrees of q-simplices in a
simplicial complex K and their adjacency relations). As we shall see, the q-Laplacian
operator makes use of the q-boundary operator, so that, an orientation is needed in
the simplicial complex.
Let σ be a simplex, we define two orderings of its vertex set to be equivalent if
they differ from one another by an even permutation. If dimσ > 0, this relations
provides two equivalence classes and each of them is called an orientation of σ. An
oriented simplex is a simplex σ together with an orientation of σ. For a geometrically
independent set of points {v0, v1, . . . , vq} we denote by [v0, . . . , vq] and −[v0, . . . , vq] the
opposite oriented simplices spanned by {v0, v1, . . . , vq}. We say that a finite simplicial
complex K is oriented if all of its simplices are oriented. We shall denote by S˜p(K) the
set of oriented p-simplices of the simplicial complex K, and by Sp(K) the set of non
oriented p-simplices.
Given and oriented simplicial complex K, we define the group of q-chains as the free
abelian group Cq(K) with basis the set of oriented q-simplices of K. The dimension fq
of Cq(K) is the number of q-dimensional simplices of the simplicial complex K, and it
is codified in a topological invariant called the f -vector f = (f0, f1, . . . , fq, . . . , fdimK).
By assumption Cq(K) is trivial if q /∈ [0, dimK].
Definition 3. The q-boundary operator ∂q : Cq(K) → Cq−1(K) is the homomorphism
given as the linear extension of
∂q([v0, . . . , vq]) =
q∑
i=0
(−1)i[v0, . . . , vˆi, . . . , vq]
where [v0, . . . , vˆi, . . . , vq] denotes the oriented (q − 1)-simplex obtained from removing
the vertex vi in [v0, . . . , vq].
Remark 2. In Figure 1 we are denoting [v0, v1, . . . , vq] by v01···q.
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v0
v1
v2
v3
v0
v1
v3 v3 v3
v0
v0
v1
v1
v2 v2
v2
v0
v1
v2
v01
v02
v12
∂3
∂2 ∂1
v0
v1
v0
v1
v012
v0123
v012
v013
v023
v123
Figure 1. Examples of q-boundary operators.
Let Cq(K) = Homk(Cq(K), k) the dual vector space of Cq(K) (the field k is allowed
to be Zp, Q, R or C). Its elements, called cochains, are completely determined by
specifying its value on each simplex (since chains are linear combinations of simplices).
Fixing an auxiliary inner product (with respect to which the basis of Cq(K) can be
chosen to be orthonormal), we can identify (via the associated polarity): Cq(K) '
Cq(K). Then, we can define the coboundary operator :
δq−1 : Cq−1(K)→ Cq(K) ,
which is nothing but the adjoint operator :
∂∗q : Cq−1(K)→ Cq(K)
of the boundary map ∂q. Given a linear form ω ∈ Cq−1(K) and an oriented simplex
σ = [v0, . . . , vq] ∈ Cq(K), the map δq−1 is defined as follows:
δq−1(ω)(σ) = ω
( q∑
i=0
(−1)i[v0, . . . , vˆi, . . . , vq]
)
,
which represents the evaluation of ω on all the faces of σ.
Definition 4. Given an oriented simplicial complex K, for q ≥ 0 the q-combinatorial
Laplacian is the linear operator ∆q : Cq(K)→ Cq(K) defined by:
∆q := ∂q+1 ◦ ∂∗q+1 + ∂∗q ◦ ∂q .
The upper q-combinatorial Laplacian is defined as ∆Uq := ∂q+1 ◦ ∂∗q+1 and the lower
q-combinatorial Laplacian is defined as ∆Lq := ∂
∗
q ◦ ∂q.
Definition 5. Let K be an oriented simplicial complex and σ
(q)
i , σ
(q)
i ∈ Cq(K) two
q-simplices which are upper adjacent with common upper (q + 1)-simplex τ (q+1). We
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say that σ
(q)
i and σ
(q)
j are similarly oriented with respect to τ
(q+1) if both have the same
sign in ∂q+1(τ
(q+1)). If the signs are opposite, we say that they are upper dissimilarly
oriented.
Definition 6. Let K be an oriented simplicial complex and σ
(q)
i , σ
(q)
i ∈ Cq(K) two
q-simplices which are lower adjacent with common lower (q − 1)-simplex τ (q−1). One
says that σ
(q)
i and σ
(q)
j are similarly oriented with respect to τ
(q−1) if τ (q−1) has the same
sign in both ∂q(σ
(q)
i ) and ∂q(σ
(q)
j ). If the sign is different, they are lower dissimilarly
oriented.
Let Bq be the associated matrix to the boundary operator ∂q with respect to the
orthonormal basis of elementary chains with some ordering for Cq(K) and Cq−1(K).
Then, the associated matrix to its adjoint operator ∂∗q = δq−1 with respect to the same
ordered basis is the transpose matrix Btq. We call the q-Laplacian matrix of K the
associated matrix of ∆q:
Lq = Bq+1B
t
q+1 +B
t
qBq , (1)
where we shall also denote LUq = Bq+1B
t
q+1 the upper q-Laplacian matrix and L
L
q =
BtqBq the lower q-Laplacian matrix.
Then, the q-Laplacian matrices are given by (see for example [20]):
(LUq )ij =

degU(σ
(q)
i ) if i = j ,
1 if i 6= j, σ(q)i ∼U σ(q)j with similar orientation,
−1 if i 6= j, σ(q)i ∼U σ(q)j with dissimilar orientation,
0 otherwise.
(LLq )ij =

degL(σ
(q)
i ) = q + 1 if i = j ,
1 if i 6= j, σ(q)i ∼L σ(q)j with similar orientation,
−1 if i 6= j, σ(q)i ∼L σ(q)j with dissimilar orientation,
0 otherwise.
(Lq)ij =

deg(σ
(q)
i ) if i = j ,
1 if i 6= j, σ(q)i 6∼U σ(q)j and σ(q)i ∼L σ(q)j with similar orientation.
−1 if i 6= j, σ(q)i 6∼U σ(q)j and σ(q)i ∼L σ(q)j with dissimilar orientation.
0 if i 6= j and either σ(q)i ∼U σ(q)j or σ(q)i 6∼L σ(q)j .
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Remark 3. The off diagonal entries of the q-adjacency matrix given in [15] are the ab-
solute value of the off diagonal entries of the q-Laplacian matrix Lq just given following
[20, 27].
Remark 4. Since a network is the 1-skeleton of a simplicial complex and δ0 and ∂
∗
0
are zero maps, then L0 = ∂1 ◦ ∂∗1 and L0 = B1Bt1 is given by:
(L0)ij =

deg(vi) = degU(vi) if i = j ,
−1 if vi is upper adjacent to vj ,
0 otherwise.
Thus, L0 = D − A is the traditional Laplacian matrix of a network.
3. Higher-order adjacency and simplicial degree
In [31] the notion of upper degree for a simplex is further expanded. Their definition
follows the idea that a vertex-to-triangle degree (that is the number of triangles con-
nected to a vertex) can be computed by counting the number of triangles incident to
each edge which is incident to the vertex, and then dividing by 2 (since each triangle
incident to the vertex has to be incident to a pair of edges connected to the vertex).
Thus, they show that the “vertex to triangle degree” is given by:
1
2
∑
j1,j2
|(B1)i,j1 ||(B2)j1,j2| , (2)
where B1 is the vertex-edge incidence matrix of equation (1). By an inductive procedure
they propose the following formula for the “vertex to h-simplex degree”:
1
h!
∑
j1,...,jh
|(B1)i,j1||(B2)j1,j2 | · · · |(Bh)jh−1,jh | (3)
And, for the “q-simplex to (q + h)-simplex degree”:
1
h!
∑
j1,...,jh
|(Bq+1)i,j1||(Bq+2)j1,j2| · · · |(Bq+h)jh−1,jh| (4)
They perform numerical analysis to study the associated degree distributions for
the co-authorship network finding that, apart from the usual degree, there are not
clear models for the “q-simplex to (q + h)-simplex degree of a q-simplex”. Thus, they
introduce an alternative extension of this higher-order notion of degree: the “vertex to
facets degree”. In social networks, a facet represents the number of different groups
within which the social individual interacts, thus the “vertex to facets degree of a vertex
v” is the number of distinct maximal collaborative groups which the vertex v belongs
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to. That is, for each h the “vertex to facets degree of the vertex v” defined in [31] is
the number of h-simplices incident to the vertex v, and such that they are not incident
to any other (h+ 1)-simplex incident to the vertex v:∑
h≥1
#{σ(h) | v ∈ σ(h) ∩ σ(h+1) and σ(h) 6⊂ σ(h+1)} (5)
A generalization for “q-simplex to facets degree” is also given in [31]:∑
h≥1
#{σ(q+h) |σ(q) ⊆ σ(q+h) and σ(q+h) 6⊂ σ(q+h+1) if σ(q) ⊆ σ(q+h+1)} (6)
They affirm that, given a facet list, this degree can be “computed with relatively
straightforward searching and counting procedure”, but no explicit formula is given.
In this section we shall define a new notion of higher-order lower, upper and general
adjacency for simplices and their associated degrees, which in particular allows us to
redefine the “q-simplex to (q + h)-simplex degree of a q-simplex” of [31]. Then we will
present properties and closed formulae for these degrees, and we shall also illustrate
how to explicitly compute the “q-simplex to facets degree” by using our upper degree
definition.
3.1. General adjacencies for simplices of different dimensions. Let σ
(q)
i be a
q-simplex and σ
(q′)
j be a q
′-simplex of a simplicial complex K. For simplicity we shall
omit the subscripts i and j, unless confusion can arise.
Definition 7. We say that σ(q) and σ(q
′) are p-lower adjacent if there exists a p-simplex
τ (p) which is a common face of both σ(q) and σ(q
′):
σ(q) ∼Lp σ(q
′) ⇐⇒ ∃ τ (p) : τ (p) ⊆ σ(q) & τ (p) ⊆ σ(q′) .
Note that if σ(q) ∼Lp σ(q′), then σ(q) ∼Lp′ σ(q
′) for all 0 ≤ p′ ≤ p. Therefore, we
say that σ(q) and σ(q
′) are strictly p-lower adjacent, referred as p∗-lower adjacent, if
σ(q) ∼Lp σ(q′) and σ(q) 6∼Lp+1 σ(q′). We shall write σ(q) ∼Lp∗ σ(q
′) for the strict lower
adjacency.
Definition 8. We say that σ(q) and σ(q
′) are p-upper adjacent if there exists a p-simplex
τ (p) having both σ(q) and σ(q
′) as faces:
σ(q) ∼Up σ(q
′) ⇐⇒ ∃ τ (p) : σ(q) ⊆ τ (p) & σ(q′) ⊆ τ (p) .
We say that σ(q) and σ(q
′) are strictly p-upper adjacent, referred as p∗-upper adjacent
and denoted as σ(q) ∼Up∗ σ(q
′), if σ(q) ∼Up σ(q′) and σ(q) 6∼Up+1 σ(q′).
Remark 5. Let us point out some comments.
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(1) If q = q′ and p = q − 1 (resp. p = q + 1), then the notion (q − 1)-lower (resp.
(q + 1)-upper) adjacency recovers the ordinary lower (resp. upper) adjacency
for q-simplices of Definition 1. Thus, (q + 1)-upper adjacency implies (q − 1)-
lower adjacency for q-simplices. However, in contrast to the ordinary case, the
uniqueness of the common lower (resp. upper) simplex is no longer true.
(2) If h ≥ 0 and σ(q) ∼Uq+h σ(q+h), then σ(q) is a face of σ(q+h) and thus σ(q) ∼Lq
σ(q+h).
(3) Although, in general is no longer true that p-upper adjacency implies p′-lower
adjacency, one has that for q ≥ q′ ≥ h if σ(q)i ∼Uq+h σ(q
′)
j , then σ
(q)
i ∼Lq′−h σ(q
′)
j .
Proposition 1. Assume σ
(q)
i ∼Lp∗ σ(q
′)
j for some p and put p
′ = q+ q′− p. If σ(q)i 6∼Up′
σ
(q′)
j , then σ
(q)
i 6∼Up′+h σ(q
′)
j for all h ≥ 1.
Proof. Assume σ
(q)
i ∼Up′+h σ(q
′)
j for some h ≥ 1. Then, there exists a (p′ + h)-simplex
τ (p
′+h) such that σ
(q)
i ∪ σ(q
′)
j ⊆ τ (p′+h). In particular, τ (p′+h) has a p′-face containing
both σ
(q)
i and σ
(q′)
j as faces, that is, σ
(q+1)
i ∼Up′ σ(q
′)
j . 
Remark 6. Notice that if σ
(q)
i ∼Lp∗ σ(q
′)
j , then σ
(q)
i and σ
(q′)
j share p + 1-vertices.
Thus, the smallest simplex which might contain both as faces (and therefore all of their
vertices) has to have q+ 1 + q′+ 1− (p+ 1) = q+ q′− p+ 1 vertices, and thus it should
be a p′ = q + q′ − p-simplex.
This justifies the following definition.
Definition 9. We say that σ(q) and σ(q
′) are p-adjacent if they are p∗-lower adjacent
and not p′-upper adjacent, for p′ = q + q′ − p:
σ(q) ∼Ap σ(q
′) ⇐⇒ σ(q) ∼Lp∗ σ(q
′) & σ(q) 6∼Up′ σ(q
′).
In order to agree with graph theory, for q = 0 we say that two vertices vi and vj are
adjacent if vi ∼U1 vj.
We say that σ(q
′) is maximal p-adjacent to σ(q) if:
σ(q
′) ∼Ap∗ σ(q) ⇐⇒ σ(q
′) ∼Ap σ(q) & σ(q
′) 6⊂ σ(q′′) ∀ σ(q′′) |σ(q′′) ∼Ap σ(q) .
Remark 7. With the maximal p-adjacency we are saying that σ(q
′) and σ(q) are max-
imal collaborative simplicial communities in the sense that, even if some faces (sub-
communities) of σ(q
′) might be p-adjacent to σ(q), they are not taken into account since
the biggest one p-adjacent to σ(q) is σ(q
′).
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3.2. Generalized lower degree for simplices.
Definition 10. We define the p-lower degree of a q-simplex σ(q) as the number of
q′-simplices which are p-lower adjacents to σ(q):
degpL(σ
(q)) := #{σ(q′) : σ(q′) ∼Lp σ(q)} .
The strictly p-lower degree of a q-simplex σ(q) is the number of q′-simplices which are
p∗-lower adjacents to σ(q):
degp
∗
L (σ
(q)) := #{σ(q′) : σ(q′) ∼Lp σ(q) & σ(q
′) 6∼Lp+1 σ(q)} .
We define the (h, p)-lower degree of a q-simplex σ(q) as the number of (q−h)-simplices
which are p-lower adjacents to σ(q):
degh,pL (σ
(q)) := #{σ(q−h) : σ(q−h) ∼Lp σ(q)} .
The strictly (h, p)-lower degree of a q-simplex σ(q) is the number of (q − h)-simplices
which are p∗-lower adjacent to σ(q):
degh,p
∗
L (σ
(q)) := #{σ(q−h) : σ(q−h) ∼Lp σ(q) & σ(q−h) 6∼Lp+1 σ(q)} .
vv
σ(3)
σ(2)
σ(0)
τ (2)
σ(1) σ
(1)
σ(1)
(a) (b) (c)
Figure 2. Simplices and adjacency.
Example 1. In Figure 2 (a) we have that the blue edge σ(1) is lower adjacent to the
yellow triangle σ(2) (in the vertex v), but there does not exist p′ such that σ(1) and σ(2)
were p′-upper adjacent. That is, σ(1) ∼L0 σ(2) and σ(1) 6∼Up′ σ(2), and thus σ(1) ∼A0 σ(2).
In this same picture, if we consider q = 1, h = 0 and p = 0, then the (0, 0)-lower degree
of σ(1):
deg0,0L (σ
(1)) = #{τ (1) | τ (1) ∼L0 σ(1)}
is the number of adjacent edges distinct to σ(1) in one of its vertices, so that it is 3. If
we choose q = 1, h = 1 and p = 0 = q − h, then the (1, 0)-lower degree of σ(1):
deg1,0L (σ
(1)) = #{τ (0) | τ (0) ∼L0 σ(1)}
is the number of vertices of σ(1), which is 2.
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Figure 2 (b) shows that the green vertex σ(0) is not lower adjacent to the blue edge
σ(1) but they are 2-upper adjacent, since there exists a triangle τ (2) (in pink) containing
both as faces. This gives an example that with our notion of adjacency, upper adjacency
does not imply lower adjacency in general.
In Figure 2 (c) we have that σ(1) ∼L0 σ(3) (they intersect in the vertex v) but they
are not upper adjacent, so that σ(1) ∼A0 σ(3). Setting q = 3, h = 2 and p = 0 then
deg2,0L (σ
(3)) is the number of edges lower incident to the blue tetrahedron σ(3) in a vertex,
ad thus it is 7 (six coming from the edges of σ(3) plus the edge σ(1)).
We have the following properties:
• If h = 1 and p = q − h = q − 1 then the (1, q − 1)-lower degree of a q-simplex
is the lower degree of the q-simplex of Definition 2:
deg1,q−1L (σ
(q)) := #{τ (q−1) | τ (q−1) ∼Lq−1 σ(q)} =
= #{(q − 1)− faces of σ(q)} = q + 1
• If p = q − h we have that:
degh,q−hL (σ
(q)) := #{τ (q−h) | τ (q−h) ∼Lq−h σ(q)} =
= #{(q − h)− simplices of σ(q)} =
(
q + 1
q − h+ 1
) (7)
• From the very definition we have that:
degh,p
∗
L (σ
(q)) = degh,pL (σ
(q))− degh,p+1L (σ(q)) . (8)
• degpL(σ(q)) =
q−p∑
h=q−dimK
degh,pL (σ
(q)).
• degp∗L (σ(q)) =
q−p∑
h=q−dimK
degh,p
∗
L (σ
(q)).
vσ(3)
(a) (b)
τ ′(3) τ (3)
τ (2)τ ′′(3)
v
Figure 3. Simplicial complexes. Computing lower and upper strict degrees.
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Example 2. Let us use Figure 3 (a) to perform a few computations for the lower
degree of equation (8).
• Set q = 3, h = 1 and p = 1. Let us compute the (1, 1)-lower degree of the blue
tetrahedron σ(3):
deg1,1L (σ
(3)) = #{incident triangles to σ(3) in an edge} =
= #{incident triangles to σ(3) in an edge and not in a triangle}+
+ #{triangles of σ(3)} =
= deg1,1
∗
L (σ
(3)) +
(
q + 1
q − h+ 1
)
= deg1,1
∗
L (σ
(3)) + deg1,2L (σ
(3)) =
= (2 + 3) + 4 = 9 .
Where the 2 comes from the two triangles of the green tetrahedron τ ′(3) incident
to σ(3) in an edge and not in a triangle, the number 3 comes from the three
triangles of the white tetrahedron τ (3) incident to σ(3) in an edge and not in a
triangle, and finally the number 4 is the number of triangles in a tetrahedron.
• Set q = 3, h = 2 and p = 0. Let us compute the (2, 0)-lower degree of the blue
tetrahedron σ(3):
deg2,0L (σ
(3)) = #{incident edges to σ(3) in a vertex} =
= #{incident edges to σ(3) in a vertex and not in an edge}+
+ #{edges of σ(3)} =
= deg2,0
∗
L (σ
(3)) +
(
q + 1
q − h+ 1
)
= deg2,0
∗
L (σ
(3)) + deg2,1L (σ
(3)) =
= (3 + 4 + 3 + 2) + 6 = 12 + 6 = 18 .
Where the first 3 comes from the three edges of the white tetrahedron τ (3) inci-
dent to σ(3) in a vertex and not in a edge, the number 4 comes from the four
edges of the green tetrahedron τ ′(3) incident to σ(3) in a vertex and not in a edge,
the second 3 comes from the three edges of the pink tetrahedron τ ′′(3) incident
to σ(3) in a vertex and not in a edge, the number 2 comes from the two edges
of the yellow triangle τ (2) incident to σ(3) in a vertex, and 6 is the number of
edges in a tetrahedron.
3.3. Generalized upper degree for simplices.
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Definition 11. We define the p-upper degree of a q-simplex σ(q) as the number of
q′-simplices which are p-upper adjacent to σ(q):
degpU(σ
(q)) := #{σ(q′) : σ(q) ∼Up σ(q
′)} .
The strictly p-upper degree of a q-simplex σ(q) as the number of q′-simplices which
are p∗-upper adjacent to σ(q):
degp
∗
U (σ
(q)) := #{σ(q′) : σ(q) ∼Up σ(q
′) & σ(q) 6∼Up+1 σ(q
′)} .
We define the (h, p)-upper degree of a q-simplex σ(q) as the number of (q+h)-simplices
which are (h, p)-upper adjacent to σ(q):
degh,pU (σ
(q)) := #{σ(q+h) : σ(q) ∼Up σ(q+h)} .
The strictly (h, p)-upper degree of a q-simplex σ(q) as the number of (q+h)-simplices
which are p∗-upper adjacent to σ(q):
degh,p
∗
U (σ
(q)) := #{σ(q+h) : σ(q) ∼Up σ(q+h) & σ(q) 6∼Up+1 σ(q+h)} .
Notice that:
• For q = 0, h = 1 and p = q + h = 1 then the (1, 1)-upper degree of a vertex v
is the usual degree:
deg1,1U (v) = #{edges incident to v} = deg(v) .
• degpU(σ(q)) =
p−q∑
h=−q
degh,pU (σ
(q)).
• degp∗U (σ(q)) =
p−q∑
h=−q
degh,p
∗
U (σ
(q)).
If h > 0 and p = q + h we recover the following known notions of degrees given in
[31]:
• For q = 0, h = 2 and p = q + h = 2 then the (2, 2)-upper degree of a vertex v
is the “vertex to triangle degree” of equation (2):
deg2,2U (v) = #{triangles incident to v} =
1
2
∑
j1,j2
|(B1)i,j1||(B2)j1,j2 | .
• For q = 0 and p = q+h then the (h, h)-upper degree of a vertex v is the “vertex
to h-simplex degree” of equation (3):
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degh,hU (v) = #{(h)-simplices incident to v} =
=
1
h!
∑
j1,...,jh
|(B1)i,j1||(B2)j1,j2| · · · |(Bh)jh−1,jh| .
• In general, for p = q + h, the (h, q + h)-upper degree of a q-simplex σ(q) is the
“q-simplex to (q + h)-simplex degree” of equation (4):
degh,q+hU (σ
(q)) = #{(q + h)-simplices incident to σ(q)} =
=
1
h!
∑
j1,...,jh
|(Bq+1)i,j1||(Bq+2)j1,j2| · · · |(Bq+h)jh−1,jh| .
In the following section, we will show a different way of computing these degrees
by introducing a single new combinatorial Laplacian matrix.
• The “q-simplex to facets degree” of equation (6) can be given by the formula:
dimK−q∑
h=1
deg
h,(q+h)∗
U (σ
(q)) . (9)
Now, let us show how to compute the (h, p∗)-upper degree of a q-simplex, deg(h,p
∗)
U (σ
(q)),
and thus the facets degree.
Let us consider the simplicial complex of Figure 3 (b), having a total of 11 ver-
tices (0-simplices), 20 edges (1-simplices), 15 triangles (2-simplices), 6 tetrahedrons
(3-simplices) and 1 pentahedron (4-simplices). Its maximum dimension is therefore 4.
• Let us count the (1, 1∗)-upper degree of the vertex v. We are in the case q = 0,
h = 1 and p = q + h = 1. It is clear from the figure that the number of edges
incident to v which are not contained in a higher dimensional simplex is 1.
The count can be also performed in the following way: we start by counting the
number of edges incident to v (its usual degree, which is 10), then many of these
edges are contained in higher dimensional simplices, so we star by subtracting
the ones belonging to the same triangle still containing the vertex v, and we
have to multiply this number by the number of triangles incident to v. That is,
there are 10 triangles incident to v (1 alone in yellow, 3 coming from the green
tetrahedron and 6 coming from the blue pentahedron) and there are always 2
edges incident to a vertex in a triangle (thus we are subtracting 20). At this step
we have over subtracted edges incident to v: the ones that are also contained in a
tetrahedron. Then we sum the number of incident tetrahedrons to v (which are
1 from the green tetrahedron and 3 coming from the blue pentahedron) times
the number of edges containing v in a tetrahedron (which is always 3). Again,
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we have over counted edges incident to v which are contained in a pentahedron,
thus we have to subtract the number of incident pentahedrons to v (which is 1,
the blue one) times the number of edges containing v in a pentahedron (which
is 4). We have now finished since the maximum dimension of the simplicial
complex is 4. Thus, we have:
deg1,1
∗
U (v) = #{incident edges to v}−
−#{incident triangles to v} ·#{incident edges to v in a triangle}+
+ #{incident tetrahedrons to v} ·#{incident edges to v in a tetrahedron}−
−#{incident pentahedrons to v} ·#{incident edges to v in a pentahedron} =
= 10− (1 + 3 + 6) · 2 + (1 + 4) · 3− 1 · 4 = 10− 20 + 15− 4 = 1 .
• Let us perform the computation for the (2, 2∗)-upper degree of v, which is the
number of incident triangles to v which are not contained in a higher dimen-
sional simplex (again from the figure we read that this number is 1). We are in
the case q = 0, h = 2 and p = q + h = 2.
deg2,2
∗
U (v) = #{incident triangles to v}−
−#{incident tetrahedrons to v} ·#{incident triangles to v in a tetrahedron}+
+ #{incident pentahedrons to v} ·#{incident triangles to v in a pentahedron} =
= (1 + 3 + 6)− (1 + 4) · 3− 1 · 6 = 10− 15 + 6 = 1 .
A straightforward generalization of this strategy produces the following formula for the
strict upper degree in terms of the upper degree (see definition 11):
deg
h,(q+h)∗
U (σ
(q)) =
dimK−(q+h)∑
i=0
(−1)i degh+i,q+h+iU (σ(q)) ·
(
h+ i
h
)
. (10)
Remark 8. The combinatorial number
(
h+i
h
)
=
(
h+i
i
)
comes from counting the number
of (q+h)-simplices having σ(q) as a q-face in a single (q+h+i)-simplex. Since we have a
total of q+h+i+1 points, and there are q+1 in σ(q), we have (q+h+i+1)−(q+1) = h+i
to form, joint with the q + 1 points of σ(q), a (q + h)-simplex (q + h+ 1 points). Thus,
we need to group the h+ i points in subsets of i points.
Formula (10) allows to compute the “q-simplex to facets degree” (a sum of the strict
(q, q+h)-upper degrees) of equation (9) in terms of the (h+ i, q+h+ i)-upper degrees.
We will show in the following section how to compute these generalized upper degrees
as the diagonal entries of a single (multi parameter) combinatorial Laplacian matrix,
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instead of as a product of several entries of different matrices associated with distinct
q-boundary operators, as stated in [31].
3.4. Generalized adjacency degree for simplices and simplicial degree.
Let us finish this section by defining the generalized adjacency degrees associated
with Definition 9 and a general simplicial degree of a simplex.
Definition 12.
(1) We define the p-adjacency degree of a q-simplex σ(q) by:
degpA(σ
(q)) := #{σ(q′) |σ(q) ∼Ap σ(q
′)} .
(2) We define the maximal p-adjacency degree of a q-simplex σ(q) by:
degp∗A (σ
(q)) := #{σ(q′) |σ(q′) ∼Ap∗ σ(q)} .
Remark 9. Let us remark that with the p-adjacency degree we might be over counting
certain simplices in the following sense: imaging we a triangle σ(2) to which another
triangle σ′(2) is 0-adjacent in a vertex v, then, since there are two edges (1-faces) of
σ′(2) that are 0-adjacent to σ(2), they are also being counted with the p-adjacency degree.
That is, we are counting the community σ′(2) and two of its 1-faces. This suggests that
we should use in certain applications the maximal p-adjacency degree for a q-simplex,
which only counts the maximal collaborative communities p-adjacent to a given simplex.
Example 3. In Figure 3 (a) we have that there are two triangles of τ
′(3) which are
1-adjacent to σ(3), but which are not maximal 1-adjacent to σ(3); The tetrahedron τ
′(3)
is maximal 1-adjacent to σ(3); the tetrahedron σ(3) is maximal 2-adjacent to τ (3).
If one would like to count all the collaborations of a simplex with different simplicial
communities, both the ones collaborating with its faces and also the bigger simplicial
communities on which the simplex is nested in, we can define a two parameter simplicial
degree using both the adjacency degree and the upper degree as follows.
Definition 13. Given p1 > q and p2 < q, we define the (p1, p
∗
2)-degree of a q-simplex
σ(q) by:
deg(p1,p
∗
2)(σ(q)) := degp1U (σ
(q)) + deg
p∗2
A (σ
(q)) .
Similarly, for strict upper degree, we define the (p∗1, p
∗
2)-degree of a q-simplex σ
(q) by:
deg(p
∗
1,p
∗
2)(σ(q)) := deg
p∗1
U (σ
(q)) + deg
p∗2
A (σ
(q)) .
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Finally, let us propose a definition of maximal simplicial degree of a q-simplex, which
counts all the maximal communities collaborating with the faces of the q-simplex (the
ones that are maximal p-adjacent) and also the maximal communities to which the
q-simplex belongs to (these last being strictly upper adjacent). That is to say, the
maximal simplicial degree of a q-simplex counts the number of distinct facets which
the p-faces of the q-simplex belongs to (for p < q) and also counts the distinct facets
(different from the above ones) which the q-simplex belong to.
Definition 14. We define the maximal simplicial degree of σ(q) by:
deg∗(σ(q)) = deg∗A(σ
(q)) + deg∗U(σ
(q)) ,
where:
deg∗A(σ
(q)) :=
q−1∑
p=0
degp
∗
A (σ
(q)) ; deg∗U(σ
(q)) :=
dimK−q∑
h=1
deg
h,(q+h)∗
U (σ
(q)) .
We call deg∗U(σ
(q)) the maximal upper simplicial degree of σ(q).
Example 4. Let e be the edge (1-simplex) given by the intersection of the tetrahedra
τ ′(3) and σ(3) in Figure 3 (a), e = τ ′(3) ∩ σ(3). By definition e is contained in the facets
τ ′(3) and σ(3), so its strict upper degree is deg∗U(e) = 2. Moreover, the edge e has two
incident nodes (its 0-faces) of which one is contained in the facet τ ′′(3) and the other
in the facet τ (3), and thus its maximal adjacent degree is deg∗A(e) = 2. Therefore, the
maximal simplicial degree of e is deg∗(e) = 4.
4. The multi-combinatorial Laplacian
We will define in this section generalized multi parameter boundary and coboundary
operators in an oriented simplicial complex, and a new higher-order multi-combinatorial
Laplacian will be introduced. They will give us a way to effectively compute all the
higher-order degrees of the previous section.
4.1. The generalized boundary operator. Let σ(q) be a q-simplex spanned by the
set of points {v0, . . . , vq}. Given the (q − h)-face σ(q−h) of σ(q) spanned by the set of
vertices {v0, . . . , v̂j1 , . . . , v̂jh , . . . , vq} let us denote by j1···jh the permutation(
0 · · · h− 1 h · · · q
j1 · · · jh 0 · · · q
)
.
As oriented q-simplex, σ(q) is represented by [vη(0), . . . , vη(q)], for some permutation η
in the set of its vertices.
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Definition 15. We define the (q, h)-boundary operator
∂q,h : Cq(K)→ Cq−h(K)
as the homomorphism given as the linear extension of:
∂q,h([vη(0), . . . , vη(q)]) =
∑
j1,...,jh
sign(η) sign(j1···jh)[v0, . . . , v̂j1 , . . . , v̂jh , . . . , vq]
where [v0, . . . , v̂j1 , . . . , v̂jh , . . . , vq] denotes the oriented q-simplex obtained from remov-
ing the vertices vj1 , . . . , vjh in [v0, . . . , vq].
Note that [vη(0), . . . , vη(q)] = [vη′(0), . . . , vη′(q)] if and only if sign(η) = sign(η
′), so
that [vη(0), . . . , vη(q)] = sign(η) [v0, . . . , vq]. Then, this operator is well defined and
∂q,h(−σ(q)) = −∂q,h(σ(q)). Moreover, for h = 1 the operator ∂q,h is the ordinary q-
boundary operator ∂q.
v0
v1
v2
v3
v0
v1
v2 v2
∂3,2
∂2,2
v0
v1
v01
v12
v23
v13
v02
v03
v0123
v012
Figure 4. Examples of (q, h)-boundary operators.
Given τ (p) a p-simplex and σ(q) a q-face in K, with q < p, we denote by sign
(
τ (p), σ(q)
)
the coefficient of σ(q) in the sum ∂p,p−q(τ (p)).
Definition 16. Let σ
(q)
i and σ
(q′)
j be two simplices which are p-upper adjacent. Let τ
(p)
be a common upper p-simplex. We say that σ
(q)
i and σ
(q′)
j are upper similarly oriented
with respect to τ (p) if sign
(
τ (p), σ(q)
)
= sign
(
τ (p), σ(q
′)
)
.
We shall denote it by σ
(q)
i ∼U+
τ(p)
σ
(q′)
j . If the signs are different, we say that they are
dissimilarly oriented with respect to τ (p). We shall denote it by σ
(q)
i ∼U−
τ(p)
σ
(q′)
j .
Remark 10. The equality or inequality of sign
(
τ (p), σ(q)
)
and sign
(
τ (p), σ(q
′)
)
does not
depend on the orientation of τ (p) but only on the orientations of σ(q) and σ(q
′).
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Remark 11. For h = 1 this definition recovers Definition 5.
Let σ
(q)
i , σ
(q′)
j and τ
(p) oriented simplices.
Definition 17. We define the upper sign of σ
(q)
i and σ
(q′)
j with respect to τ
(p) as the
following function:
sigU(σ
(q)
i , σ
(q′)
j ; τ
(p)) :=

0 if σ
(q)
i ∪ σ(q
′)
j * τ (p)
1 if σ
(q)
i ∼U+
τ(p)
σ
(q′)
j
−1 if σ(q)i ∼U−
τ(p)
σ
(q′)
j
Note that if τ (p) is a common upper p-simplex to σ
(q)
i and σ
(q′)
j , then
sigU(σ
(q)
i , σ
(q′)
j ; τ
(p)) = sign
(
τ (p), σ(q)
) · sign (τ (p), σ(q′)) ,
which does not depend on the orientation of τ (p). This justifies the following definition.
Definition 18. Let σ
(q)
i and σ
(q′)
j two simplices.
We define the p-upper oriented degree of σ
(q)
i and σ
(q′)
j as the following sum:
odegpU(σ
(q)
i , σ
(q′)
j ) :=
1
2
∑
τ (p)∈S˜p(K)
sigU(σ
(q)
i , σ
(q′)
j ; τ
(p)) .
where by S˜p(K) we denote the set of oriented p-simplices of the simplicial complex K.
Remark 12. Note that we are dividing by 2 since, as mentioned above, we have
sigU(σ
(q)
i , σ
(q′)
j ; τ
(p)) = sigU(σ
(q)
i , σ
(q′)
j ;−τ (p)).
Let us point out that if p = q + 1 and σ
(q)
i ∼Uq+1 σ(q)j , then there exists a unique
common (q + 1)-simplex τ (q+1), and thus:
odegq+1U (σ
(q)
i , σ
(q)
j ) = sigU(σ
(q)
i , σ
(q)
j ; τ
(q+1)) =
=
1 if σ
(q)
i ∼Uq+1 σ(q)j and similarly oriented w.r.t. τ (q+1) .
−1 if σ(q)i ∼Uq+1 σ(q)j and dissimilarly oriented w.r.t. τ (q+1) ,
which therefore recovers the notion of similarly and dissimilarly oriented of [20].
Let us now give the analogous definition for the lower adjacency.
Definition 19. Let σ
(q)
i and σ
(q′)
j two simplices which are p-lower adjacent and τ
(p) be
a common lower p-face. We say that σ
(q)
i and σ
(q′)
j are lower similarly oriented with
respect to τ (p) if sign
(
σ(q), τ (p)
)
= sign
(
σ(q
′), τ (p)
)
. If the signs are different, we say
that they are dissimilarly oriented with respect to τ (p). As before, we shall denote it by
σ
(q)
i ∼L+
τ(p)
σ
(q′)
j and σ
(q)
i ∼L−
τ(p)
σ
(q′)
j , respectively.
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Remark 13. The equality or inequality of sign
(
σ(q), τ (p)
)
and sign
(
σ(q
′), τ (p)
)
does not
depend on the orientation of τ (p) but only on the orientations of σ(q) and σ(q
′).
Remark 14. For p = q − 1 this definition recovers Definition 6.
Definition 20. Let σ
(q)
i and σ
(q′)
j two simplices. We define the lower sign of σ
(q)
i and
σ
(q′)
j with respect to a p-simplex τ
(p) as the following function:
sigL(σ
(q)
i , σ
(q′)
j ; τ
(p)) :=

0 if τ (p) * σ(q)i ∩ σ(q
′)
j
1 if σ
(q)
i ∼L+
τ(p)
σ
(q′)
j
−1 if σ(q)i ∼L−
τ(p)
σ
(q′)
j
As we pointed out for the upper sign, notice that if τ (p) is a common lower p-face of
σ
(q)
i and σ
(q′)
j , then
sigL(σ
(q)
i , σ
(q′)
j ; τ
(p)) = sign
(
σ(q), τ (p)
) · sign (σ(q′), τ (p)) ,
which does not depend on the orientation of τ (p). This justifies the following definition.
Definition 21. Let σ
(q)
i and σ
(q′)
j two simplices. We define the p-lower oriented degree
of σ
(q)
i and σ
(q′)
j as the following sum:
odegpL(σ
(q)
i , σ
(q′)
j ) :=
1
2
∑
τ (p)∈S˜p(K)
sigL(σ
(q)
i , σ
(q′)
j ; τ
(p)) .
where by S˜p(K) we denote the set of oriented p-simplices of the simplicial complex K.
Remark 15. Note that we are dividing by 2 since, as mentioned above, we have
sigL(σ
(q)
i , σ
(q′)
j ; τ
(p)) = sigL(σ
(q)
i , σ
(q′)
j ;−τ (p)).
v2
v1
v0
v3
v4
v5
Figure 5. Simplicial complexes. Computing oriented degrees.
Example 5. Let K be the simplicial complex given by Figure 5. Let
C0(K) = {v0, v1, . . . , v5}
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be the oriented set of vertices and
C2(K) = 〈v012, v024, v034, v035, v045, v345〉
the free abelian group generated by triangles (choosing one of its orientations) where
we are writing vijk for the oriented triangle [vi, vj, vk]). Let
∂2,2 : C2(K)→ C0(K)
vijk 7→ sign(¯j,k)vi + sign(¯i,k)vj + sign(¯i,j)vk
be the (2, 2)-boundary operator, with
¯j,k =
(
i j k
j k i
)
, ¯i,k =
(
i j k
i k j
)
y ¯i,j =
(
i j k
i j k
)
Thus:
∂2,2(vijk) = vi − vj + vk
We have that:
odeg2U(v0, v2) :=
∑
τ (2)∈C2(K)
sigU(v0, v2; τ
(2)) =
= sigU(v0, v2; v012) + sigU(v0, v2; v024) = 1− 1 = 0
odeg0L(v012, v024) :=
∑
τ (0)∈C0(K)
sigL(v012, v024; τ
(0)) =
= sigL(v012, v024; v0) + sigL(v012, v024; v2) = 1− 1 = 0
odeg2U(v0, v3) :=
∑
τ (2)∈C2(K)
sigU(v0, v3; τ
(2)) =
= sigU(v0, v3; v034) + sigU(v0, v3; v035) = −1− 1 = −2 .
Assume that τ (q) is a q-simplex and σ(p) is a p-face of τ (q). By the above definitions
we have:
(1) odegqU(σ
(p), τ (q)) = sigU(σ
(p), τ (q); τ (q)).
(2) odegpL(σ
(p), τ (q)) = sigL(σ
(p), τ (q);σ(p)).
(3) sigU(σ
(p), τ (q); τ (q)) = sign
(
τ (q), σ(p)
)
= sigL(σ
(p), τ (q);σ(p)).
Then one obtains the following result.
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Proposition 2.
∂q,h(τ
(q)) =
∑
σ(q−h)∈Sq−h(K)
odegq−hL (τ
(q), σ(q−h))σ(q−h). (11)
Let us now show that there exists a coboundary operator in the oriented simplicial
complex K, and that it can be written down in terms of the oriented degree.
Proposition 3. Given an oriented simplicial complex K, let ∂
q,h
be the (q, h)-boundary
operator. There exists a unique homomorphism:
∂∗q,h : Cq−h(K)→ Cq(K)
defined as:
∂∗q,h(σ
(q−h)) =
∑
τ (q)∈Sq(K)
odegqU(σ
(q−h), τ (q))τ (q) (12)
and such that ∂
q,h
and ∂∗q,h are adjoint operators.
Proof. Consider {τ1, . . . , τn} and {σ1, . . . , σm} basis of Cq(K) and Cq−h(K) respectively.
For all σi ⊆ τj we have
〈sigU(σi, τj; τj)τj, τk〉 = 〈sigL(σi, τj;σi)τj, τk〉 = 〈τj, sigL(σi, τj;σi)τk〉
where 〈 , 〉 denote the standard inner product
〈∑
i αiτi,
∑
j βjτj
〉
=
∑
k αkβk .
Therefore,〈∑
τj
odegqU(σi, τj)τj, τk
〉
= sigU(σi, τk; τk) = sigL(σi, τk;σi) =
=
〈
σi,
∑
σj
odegq−hL (σj, τk)σj
〉
= 〈σi, ∂q,h(τk)〉
and the result follows. 
4.2. The multi-combinatorial Laplacian. Once we have the boundary and cobound-
ary operators in an oriented simplicial complex K, we can define a multi-combinatorial
Laplacian and show how it computes some higher-order degrees of simplices.
Definition 22. Let q, h, h′ non-negative integers. We define the (q, h, h′)-Laplacian
operator
∆q,h,h′ : Cq(K)→ Cq(K)
as the following operator:
∆q,h,h′ := ∂q+h,h ◦ ∂∗q+h,h + ∂∗q,h′ ◦ ∂q,h′ .
∆Uq,h = ∂q+h,h ◦∂∗q+h,h : Cq(K)→ Cq(K) is named the upper (q, h)-Laplacian operator
and ∆Lq,h′ = ∂
∗
q,h′ ◦ ∂q,h′ : Cq(K)→ Cq(K) is called the (q, h′)-Laplacian operator.
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Let us fix basis of ordered simplices for Cq+h(K), Cq(K) and Cq−h′(K) and denote by
Bq+h,h and Bq,h′ the corresponding matrix representation of ∂q+h,h : Cq+h(K)→ Cq(K)
and ∂q,h′ : Cq(K)→ Cq−h′(K), respectively. Then the associated matrix of the (q, h, h′)-
Laplacian operator is
Lq,h,h′ = Bq+h,hB
t
q+h,h +B
t
q,h′ Bq,h′ .
We shall call it the (q, h, h′)-Laplacian matrix and as before we use the notation LUq,h =
Bq+h,hB
t
q+h,h and L
L
q,h′ = B
t
q,h′ Bq,h′ .
Theorem 1. Let K be an oriented simplicial complex and fix oriented basis on the
q-chains Cq(K) of K. With respect to this basis, the (i, j)-th entry of the associated
matrices of the multi-combinatorial Laplacian operators is given by:
(
LUq,h
)
i,j
=
deg
h,q+h
U (σ
(q)
i ) if i = j
odegq+hU (σ
(q)
i , σ
(q)
j ) if i 6= j
(
LLq,h′
)
i,j
=
deg
h′,q−h′
L (σ
(q)
i ) =
(
q+1
q−h′+1
)
if i = j
odegq−h
′
L (σ
(q)
i , σ
(q)
j ) if i 6= j
(
Lq,h,h′
)
i,j
=
deg
h,q+h
U (σ
(q)
i ) +
(
q+1
q−h′+1
)
if i = j
odegq+hU (σ
(q)
i , σ
(q)
j ) + odeg
q−h′
L (σ
(q)
i , σ
(q)
j ) if i 6= j
Proof. Fix {τ (q+h)1 , . . . , τ (q+h)m }, {σ(q)1 , . . . , σ(q)n } and {γ(q−h
′)
1 , . . . , γ
(q−h′)
r } basis of Cq+h(K),
Cq(K) and Cq−h′(K) respectively. By using the above notations one has that the (i, j)-
th entry of Bq,h′ is
b
(q,h′)
ij = 〈∂q,h′(σ(q)j ), γ(q−h
′)
i 〉 = sigL
(
σ
(q)
j , γ
(q−h′)
i ; γ
(q−h′)
i
)
.
Then (
LLq,h′
)
i,j
=
r∑
k=1
b
(q,h′)
ki b
(q,h′)
kj
=
r∑
k=1
sigL
(
σ
(q)
i , γ
(q−h′)
k ; γ
(q−h′)
k
)
sigL
(
σ
(q)
j , γ
(q−h′)
k ; γ
(q−h′)
k
)
=

r∑
k=1
sigL
(
σ
(q)
i , σ
(q)
j ; γ
(q−h′)
k
)
for i 6= j
degh
′,q−h′
L (σ
(q)
i ) if i = j
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The explicit description of the adjoint operator of ∂q+h,h previously given in Equation
12 shows that the (i, j)-th entry of Btq+h,h is
b∗(q+h,h)ij = 〈∂∗q+h,h(σ(q)j ), τ (q+h)i 〉 = sigU
(
σ
(q)
j , τ
(q+h)
i ; τ
(q+h)
i
)
so, we get
(
LUq,h
)
i,j
=

m∑
l=1
sigU
(
σ
(q)
i , σ
(q)
j ; τ
(q+h)
l
)
for i 6= j
degh,q+hU (σ
(q)
i ) if i = j

Notice that for h = h′ = 1 we recover the q-combinatorial Laplacian (see [20, 27]).
Remark 16. As opposite with the q-combinatorial Laplacian matrix and the graph
Laplacian matrix, there might be 0 entries in the multi-combinatorial Laplacian matrix
coming not only from non-adjacent simplices, but also from simplices which being, for
example, lower adjacent, the orientation of a common face is opposite to one another,
and thus it cancels the corresponding oriented degree. See for instance the second
computation of Example 5.
Example 6. With the notations of example 5, let us compute an upper and a lower
multi-combinatorial Laplacian of the simplicial complex K of Figure 5. Recall that we
have the basis {v012, v024, v034, v035, v045, v345} of C2(K) and {v0, . . . , v5} of C0(K).
• Let us set q = 0 and h = 2. The associated matrix of the (q + h, h) = (2, 2)-
boundary operator ∂2,2 is:
B2,2 =

1 1 1 1 1 0
−1 0 0 0 0 0
1 −1 0 0 0 0
0 0 −1 −1 0 1
0 1 1 0 −1 −1
0 0 0 1 1 1

and, since the associated matrix (with respect to the corresponding dual basis) of
its adjoint operator ∂∗2,2 is its transpose, the matrix of the (q, h) = (0, 2)-upper
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Laplacian operator LU0,2 = ∂2,2 ◦ ∂∗2,2 : C0(K)→ C0(K) is:
B2,2 ·Bt2,2 =

5 −1 0 −2 1 2
−1 1 −1 0 0 0
0 −1 2 0 −1 0
−2 0 0 3 −2 0
1 0 −1 −2 4 −2
2 0 0 0 −2 3

whose diagonal entries are the upper degrees of the vertices degh,q+hU (vi) =
deg2,2U (vi) (for i = 0, 1, . . . , 5), and the off diagonal entries are the upper oriented
degrees odeg2U(vi, vj) for i 6= j (see example 5).
• Similarly, let us set q = 2 and h = 2, then the matrix of the (q, h) = (2, 2)-
boundary operator ∂2,2 is again B2,2, and the matrix of the (q, h) = (2, 2)-lower
Laplacian operator LL2,2 = ∂
∗
2,2 ◦ ∂2,2 : C2(K)→ C2(K) is:
Bt2,2 ·B2,2 =

3 0 1 1 1 0
0 3 2 1 0 −1
1 2 3 2 0 −2
1 1 2 3 2 0
1 0 0 2 3 2
0 −1 −2 0 2 3

whose diagonal entries are the lower degrees of the vertices degh,q−hL (vijk) =
deg2,0L (vijk), and the off diagonal entries are given by the lower oriented degrees
odeg0L(vijk, vi′j′k′) (see example 5).
4.3. The boundary and coboundary operators compute the higher-order de-
grees. Notice that the multi-combinatorial Laplacian of Theorem 1 does not compute
all the higher-order degrees of simplices, for instance the general p-lower degree of a
simplex σ(q) is not computed, only its lower degree degh
′,q−h′
L (σ
(q)) is contained in the
multi-combinatorial Laplacian, and we already knew that it were equal to
(
q+1
q−h′+1
)
. Let
us finish this section by giving an explicit description of all the higher-order degrees
in terms of the generalized boundary and coboundary operators. The key point to
perform these computations is to use Propositions 2 and 3.
We start with the p-lower degree. Recall that the p-lower degree of a q-simplex σ(q)
is the number of q′-simplices τ (q
′) which are p-lower adjacent to σ(q), that is, those
q′-simplices which contain a p-face γ(p) of σ(q). Hence, τ (q
′) contributes to degpL(σ
(q)) as
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long as sigL
(
σ(q), τ (q
′); γ(p)
)
does not vanish for some γ(p). Then | sigL
(
σ(q), τ (q
′); γ(p)
)|
should be related to degpL(σ
(q)).
Following the proof of Theorem 1 is a straightforward computation to show that
sigL
(
σ(q), τ (q
′); γ(p)
)
can be given in terms of the entries of the matrices corresponding
to ∂ and ∂∗ operators. However, as the common lower simplex might not be unique,
the sum
∑
γ(p)
| sigL
(
σ(q), τ (q
′); γ(p))| could be bigger than 1 and we would be counting
the q′-simplex τ (q
′) more than once when computing degpL(σ
(q)).
Definition 23. Let σ(q) and τ (q
′) be two simplices. We define the p-lower order of σ(q)
and τ (q
′) as the number ordpL(σ
(q), τ (q
′)) of p-simplices of K which are p-faces of both
σ(q) and τ (q
′). That is,
ordpL(σ
(q), τ (q
′)) =
∑
γ(p)∈Sp(K)
| sigL
(
σ(q), τ (q
′); γ(p))| .
In that case, we shall say that σ(q) and τ (q
′) are p-lower adjacent in order ordpL(σ
(q), τ (q
′)).
This definition is used in the proof of the following statement.
Theorem 2. Let p and q be non-negative integers. The p-lower degree of a q-simplex
σ
(q)
j is:
degpL(σ
(q)
j ) = −1 +
dimK∑
q′=p
∑
k
min
(
1,
∑
i
|b(q,h)ij ||b(q
′,h′)
ik |
)
with h = q − p and h′ = q′ − p.
Proof. See Appendix 7. 
We shall state now an analogous formula to compute the p-upper degree. Let us recall
that the p-upper degree of a q-simplex σ(q) is the number of q′-simplices τ (q
′) which are p-
upper adjacent to σ(q). In other words, those τ (q
′) such that | sigU
(
σ(q), τ (q
′); γ(p)
)| = 1,
for some p-simplex γ(p). As in the lower degree setting, the common upper simplex γ(p)
could be not unique, which motives the following definition.
Definition 24. Let σ(q) and τ (q
′) be two simplices. The p-upper order of σ(q) and τ (q
′),
written ordpU(σ
(q), τ (q
′)), is the number of p-simplices of which σ(q) and τ (q
′) are faces.
That is,
ordpU(σ
(q), τ (q
′)) =
∑
γ(p)∈Sp(K)
| sigU
(
σ(q), τ (q
′); γ(p))| .
In that case, we shall say that σ(q) and τ (q
′) are p-upper adjacent in order ordpU(σ
(q), τ (q
′)).
The following result holds (and makes use of the definition above).
SIMPLICIAL DEGREE IN COMPLEX NETWORKS 31
Theorem 3. Let p and q be non-negative integers. The p-upper degree of a q-simplex
σ
(q)
j is:
degpU(σ
(q)
j ) = −1 +
p∑
q′=0
∑
k
min
(
1,
∑
i
|b(q+h,h)ji ||b(q
′+h′,h′)
ki |
)
where h = p− q and h′ = p− q′.
Proof. See Appendix 7. 
We now state explicit formulas to compute de p-adjacency degree for a simplex and its
maximal p-adjacency degree. Take q, q′ and p non-negative integers, put p′ = q+ q′− p
and fix basis of Cq′(K), Cq(K) , Cp(K) , Cp+1(K) and Cp′(K), namely, {σ(q
′)
1 , . . . , σ
(q′)
m },
{σ(q)1 , . . . , σ(q)n }, {γ(p)1 , . . . , γ(p)r }, {γ(p+1)1 , . . . , γ(p+1)s } and {τ (p
′)
1 , . . . , τ
(p′)
t }, respectively,
then the following formulas compute the adjacency degrees for simplices.
Theorem 4. Let q and p be non-negative integers. Then:
(1)
degpA(σ
(q)
j ) =
dimK∑
q′=p
fq′∑
k=1
adjp(σ
(q)
j , σ
(q′)
k )
where p′ = q+q′−p, fq′ = dimCq′(K) and adjp(σ(q)j , σ(q
′)
k ) is defined in Appendix
7.
(2)
degp
∗
A (σ
(q)
j ) = deg
p
A(σ
(q)
j )−
dimK∑
q′=p
fq′∑
k=1
∆q′,k
with
∆q′,k = min
(
1,
∑
q′′,`
| sigL(σ(q
′)
k , σ
(q′′)
` ;σ
(q′)
k )| · adjp(σ(q)j , σ(q
′′)
` )
)
adjp(σ
(q)
j , σ
(q′)
k )
where p ≤ q′ ≤ dimK, 1 ≤ k ≤ fq′ , q′ + 1 ≤ q′′ ≤ dimK, 1 ≤ ` ≤ fq′′ and
{σ(q′′)` }` is a basis of Cq′′(K).
Proof. See Appendix 7. 
4.4. On some potential theoretical applications.
So far we have used the multi-combinatorial Laplacian of Definition 22 as a tool for
computing the higher-order simplicial degrees of Section 3, but Laplacian operators
have their own interest in many other research topics. The study of the eigenvalues of
the graph Laplacian matrix, spectral graph theory, is essential for understanding dif-
ferent fields such as invariants in graph theory ([11, 30]), data analysis ([5]), computer
science ([13]) or control theory ([8]). Due to its significance, spectral graph theory has
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been adapted to hypergraphs (see [10]) and to simplicial complexes (see for example
[22]), where it is also applied to the study of random walks (alternate sequences of clas-
sical boundary and coboundary operators in a simplicial complex) in [33, 36]. Recently,
and using the language of sheaves coming from Algebraic Geometry, a new spectral
sheaf theory has come onto the scene introducing the notion of a sheaf Laplacian ∆F
(see [21]), where if the chosen sheaf F on a simplicial complex is the constant sheaf,
then one recovers the original combinatorial Laplacian.
Most of the recent developments on spectral theory on simplicial complexes make
use of a classical statement proved in [14]: the kernel of the combinatorial Laplacian
computes the cohomology of the simplicial complex, that is, harmonic functions encodes
the shape and many topological invariants of the simplicial network (an equivalent
theorem is also proven in the sheaf context in [21]). This result, and many of its
implications, makes a significant use of the fact that the square of the classical boundary
operator in a simplicial complex is zero: δq ◦ δq+1 = 0.
The multi-parameter boundary operator and the multi-combinatorial Laplacian can
be used to study similar applications in future research. For example, we can define
a generalized random walk on a simplicial complex as an alternating sequence of the
multi-parameter boundary δq,h and coboundary δ
∗
q,h operators, a notion which recovers
the usual definition of a random walk for h = 1 (and which might also be related with
the notion of p-walk given in [24]). Moreover, since the multi-combinatorial Laplacian is
a linear operator (so that we have a kernel), harmonic functions can be defined and thus
we can study certain eigenvalues of the multi-combinatorial Laplacian. Nonetheless,
the multi parameter boundary operator δq,h does not verify that its square is zero, that
is, it is not always true that the composition δq,h◦δq+h,h is zero. Further research will be
conducted in future works in order to elucidate what kind of topological invariants the
multi-combinatorial Laplacian and its spectra are measuring in a simplicial network.
5. Analysis of higher-order connectivity on real world networks
Little is known of higher-order connectivity models and patterns on complex net-
works since graph networks cannot encode higher-order relations and thus these multi-
iterations are missed during data collection, and also due to the fact that storing sim-
plicial complexes and working with them is normally a difficult computational task.
The main goal of this section is to prove the existence of a rich variety of distribu-
tion patterns for higher-order connectivity in real-world simplicial complex systems,
which as far as we know, were not known. To achieve this, we propose the use of the
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maximal upper simplicial degree and the maximal simplicial degree (given in Defini-
tion 14) and to compute the size distribution and the simplicial degree distributions
of 17 real-world datasets used in [3]. These datasets are already collected there as
simplices bounded to a maximum of 25 nodes (which makes the calculations easier),
and are obtained from real-world data of diverse domains such as coauthor networks,
cosponsoring Congress bills, contacts in schools, drug abuse warning networks, e-mail
networks, national drug code classes and substances, publications in online forums or
users in online forums. The main results obtained from the analysis of these real-world
datasets are the following:
• We find a rich variety of higher-order connectivity structures in simplicial com-
plex networks.
• We show that similar-type datasets reflect similar higher-order connectivity
patterns.
• We observe the same type of classical node and node-to-facets degree distribu-
tions – a result that is consistent with the results of [35] and [31].
• We prove that for every analysed dataset, the degree distribution associated
with the maximal upper simplicial degree follows a power-law distribution sim-
ilar to that of the corresponding distributions associated with the classical node
and node-to-facets degree, but with a more pronounced decay (and thus less
small degree saturation).
• We show that if one instead uses the maximal simplicial degree, then its degree
distribution is in general surprisingly different to that of the classical node
degree one (and also to that of the node-to-facets and the maximal upper degree
ones). In addition, a higher small degree saturation is shown.
In classical Network Science, hubs (which are nodes with a high number of con-
nections) represent a deep organizing principle in the network topology. Similarly,
this structural analysis of higher-order connectivity patterns on real-world simplicial
networks reveals the existence of “simplicial hubs” (simplices with a high number of
simplicial connections) and their relevance in the study of the topology of the simplical
network.
5.1. Dataset description and summary statistics. In order to carry out an applied
analysis, let us start by describing and studying some statistical properties of the
data processed. The data correspond to 17 real-world datasets which comprise sets
of simplices bounded to a maximum of 25 nodes, are publicly available at https://
github.com/arbenson/ScHoLP-Data and have been obtained from [3] (where Benson
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et al. analysed their temporal evolution, the simplicial closure phenomena and propose
a higher-order link prediction). Their data and results have been extremely helpful for
validating our own analysis.
Although the provided datasets contain more information, the following list summa-
rizes the datasets in terms of the data that is relevant to our study, i.e., the datasets’
simplices and nodes.
coauth-DBLP, coauth-MAG-History, coauth-MAG-Geology.: A simplex
is a publication. Nodes are the different authors.
congress-bills.: Nodes are members of Congress. A simplex is the set of members
in a cosponsoring bill.
contact-high-school, contact-primary-school.: Nodes are people. Simplices
are sets of people that were connected during 20-second intervals.
DAWN.: Simplices are the drugs used by a patient as obtained from the Drug
Abuse Warning Network (DAWN). Nodes are the different drugs.
email-Enron, email-Eu.: A simplex is an email. The nodes of a simplex are
the recipient addresses along with the sender one.
NDC-classes, NDC-substances.: Each simplex corresponds to a national drug
code (NDC) for a drug. Nodes are the classes applied to that drug (NDC-
classes) or the substances that make up that drug (NDC-substances).
tags-ask-ubuntu, tags-math-sx, tags-stack-overflow.: Each simplex is an en-
try/publication in an online forum. Nodes are the tags applied to it.
threads-stack-overflow, threads-math-sx, threads-ask-ubuntu.: Nodes are
users of an online forum. A simplex is the set of users answering to the same
question in the forum.
Table 1 shows the summary statistics obtained from the analysis of the datasets. Let
us explain the terminology used and contrast the data against those collected in Table
1 of [3]. Column ‘simplices’ correspond to the data available in the datasets (called
“timestamped simplices” in Table 1 of [3]); column ‘distinct simplices’ represents the
number of simplices where duplicates are discarded (it corresponds to the column
“unique simplices” in Table 1 of [3]); the ‘unordered distinct simplices’ are counted
by deleting the ‘distinct simplices’ that have the same set of vertices (regardless of
their order) than another distinct simplex; and the ‘facets’ are calculated by removing
the unordered distinct simplices that were already faces of another unordered distinct
simplex.
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Table 1. Summary statistics.
nodes simplices
distinct
simplices
unordered
distinct
simplices
facets
% facets /
simp
% facets /
u.d.simp.
coauth-DBLP 1,924,991 3,700,067 2,599,087 2,466,792 1,730,664 46.77% 70.16%
coauth-MAG-Geology 1,256,385 1,590,335 1,207,390 1,203,895 925,027 58.17% 76.84%
coauth-MAG-History 1,014,734 1,812,511 895,668 895,439 774,495 42.73% 86.49%
congress-bills 1,718 260,851 85,082 84,799 48,898 18.75% 57.66%
contact-high-school 327 172,035 7,937 7,818 4,862 2.83% 62.19%
contact-primary-school 242 106,879 12,799 12,704 8,010 7.49% 63.05%
DAWN 2,558 2,272,433 143,523 141,087 72,421 3.19% 51.33%
email-Enron 143 10,883 1,542 1,512 433 3.98% 28.64%
email-Eu 998 234,760 25,791 25,027 8,102 3.45% 32.37%
NDC-classes 1,161 49,724 1,222 1,088 563 1.13% 51.75%
NDC-substances 5,311 112,405 10,025 9,906 6,555 5.83% 66.17%
tags-ask-ubuntu 3,029 271,233 151,441 147,222 95,639 35.26% 64.96%
tags-math-sx 1,629 822,059 174,933 170,476 96,596 11.75% 56.66%
tags-stack-overflow 49,998 14,458,875 5,675,497 5,537,637 3,781,574 26.15% 68.29%
threads-ask-ubuntu 125,602 192,947 167,001 166,999 149,025 77.24% 89.24%
threads-math-sx 176,445 719,792 595,778 595,749 519,573 72.18% 87.21%
threads-stack-overflow 2,675,955 11,305,343 9,705,709 9,705,562 8,694,667 76.91% 89.58%
Example 7. If a dataset were made of sets {1, 4, 6}, {4, 1, 6}, {6, 4} and {6, 4}, the
number of simplices is 4; the number of distinct simplices is 3 (simplex {6, 4} is re-
peated); the number of unordered distinct simplices is 2 ({1, 4, 6} and {4, 1, 6} contain
the same set of vertices); and the number of facets is 1 ({6, 4} is a face of {1, 4, 6}).
Note that the lower the facets-to-simplices ratio in a category, the more repeated
simplices of the same group of nodes there are in that category. For instance, with
regard to a coauthors’ network, this translates into a greater number of papers that
the group of authors would have written jointly. Consequently, in categories in which
this ratio is very low, it would also be convenient to make an analysis of higher-order
connectivity distributions taking into account these repetitions; that is to say, using a
weighted simplicial degree. The weighted approach is out of the scope of this work but
definitely appears as a future line of research. For this analysis we are not going to
take into account the number of repetitions of a simplex in the datasets, nor the order
of the vertices of a simplex, that is, we will be using the ‘unordered distinct simplices’
and the facets columns of Table 1 (in particular we are not considering the orientation).
As can be observed in Table 1, although the number of nodes and simplices of each
category is very different, the facet size distributions are similar in almost all categories
(see Figure 6).
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Table 2. Facet size statistics. We show the maximum, average, median
and most probable size of the facet.
max s 〈s〉 sm sp
coauth-DBLP 25 3.51 3 3
coauth-MAG-Geology 25 3.50 3 2
coauth-MAG-History 25 1.60 1 1
congress-bills 25 12.38 11 6
contact-high-school 5 2.42 2 2
contact-primary-school 5 2.57 3 3
DAWN 16 4.90 4 4
email-Enron 18 3.85 3 2
email-Eu 25 3.82 2 2
NDC-classes 24 5.54 4 2
NDC-substances 25 6.70 5 1
tags-ask-ubuntu 5 3.82 4 4
tags-math-sx 5 3.96 4 4
tags-stack-overflow 5 4.22 4 5
threads-ask-ubuntu 14 2.00 2 2
threads-math-sx 21 2.58 2 2
threads-stack-overflow 25 2.59 2 2
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Figure 6. Distribution of facets size.
Table 2 shows the facet size statistics. Recall that if a facet is given by a simplex
σ(q), then its size is s = q + 1, i.e. the number of vertices it has. We denote ‘max s’
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Table 3. Classical-node degree and node-to-facets degree statistics. We
show the maximum, the average and the median of both classical node
degree (max k, 〈k〉 and km resp.) and node-to-facets degree (max kF ,
〈kF 〉 and kFm resp.)
classical node degree node-to-facets degree
max k 〈k〉 km max kF 〈kF 〉 kFm
coauth-DBLP 2,099 8.21 4 756 3.16 1
coauth-MAG-Geology 1,236 8.15 4 545 2.57 1
coauth-MAG-History 892 2.28 0 401 1.22 1
congress-bills 3 0.00 0 2,562 352.40 231
contact-high-school 87 35.58 36 90 35.99 35
contact-primary-school 134 68.74 68 174 85.19 82
email-Enron 69 25.17 23 36 11.65 10
email-Eu 394 58.72 45 358 31.05 17
DAWN 1,241 96.14 20 13,204 138.70 8
NDC-classes 167 10.72 4 66 2.69 1
NDC-substances 903 33.24 5 519 8.26 1
tags-ask-ubuntu 2,082 87.62 37 9,093 120.46 22
tags-math-sx 1,108 112.57 62 8,627 234.68 53
tags-stack-overflow 4 0.27 0 375,325 319.47 24
threads-ask-ubuntu 2,727 2.98 1 2,054 2.37 1
threads-math-sx 11,001 12.35 2 9,996 7.61 1
threads-stack-overflow 41,474 15.70 2 32,358 8.41 1
for the maximum size of the facets in a dataset; 〈s〉 stands for the average size of the
facets in a dataset; we use sm for the median of the sizes of the facets; and sp denotes
the most frequent size of the facets in the dataset, we will also refer to it as the most
probable size of the facet. In this table, apart from the congress-bill dataset, we observe
that both the median and the most probable value of the number of nodes per facet
across categories is relatively low. Notice that the datasets’ simplices were bounded to
a maximum of 25 nodes, a value that eases the degrees’ calculations and, as claimed in
[3], only omits simplices with more than 25 nodes which “are rare and not relevant for
our analysis”. Verifying the real impact of this threshold is still work that should be
performed, especially in the case of the congress-bill dataset, whose tail does not seem
to tend to 0 when facet’s size is 25. Moreover, as in classical network theory, this data
incompleteness may also be responsible for an exaggerated pronounced decay on the
distribution tail cutoffs we are about to present in the following subsection.
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5.2. Simplicial degree distributions. The second part of the topological analysis
of the higher-order connectivity in simplicial data systems corresponds to the study of
the distributions associated with the maximal upper simplicial degree and the maximal
simplicial degree (given in Definition 14) of the 17 real-world dataset mentioned before
(see Tables 4 and 5 for degree statistics). We will compare them with the simplicial
degree distributions of the classical node degree ([2]) and the node-to-facets degree of
[35] (see Table 3 for degree statistics) and interpret the results and figures by contrasting
them with known properties of classical node degree distributions in Network Theory
([2, 4]). These simplicial degree distributions are studied both for the median and
the most probable value of the number of nodes per facet since they are statistically
representative values which, being relatively low (see Table 4 for instance), facilitate
the computational computations.
In Tables 3, 4 and 5 we have abbreviated the notations as follows:
• k denotes the classical degree of a node v in a network: the number of its
incident edges. That is, k = deg(v) = deg1,1U (v) following Definition 11.
• qm = sm−1 and recall that sm stands for the median number of nodes per facet
in each dataset.
• qp = sp − 1 and sp is the most frequent size of the facets of the dataset.
• We denote k∗U(q) the maximal upper simplicial degree of a q-simplex σ(q): the
number of different facets to which σ(q) belongs to. That is, k∗U(q) = deg
∗
U(σ
(q))
following Definition 14.
• We denote kF the node to facets degree: the number of different maximal
simplices to which a node v belongs to. That is, kF = k∗U(0) = deg
∗
U(v).
• We denote k∗(q) the maximal simplicial degree of a q-simplex σ(q): the number
of different facets to which σ(q) belongs to and to which its strict faces also
belong to. That is, k∗(q) = deg∗A(σ
(q)) following Definition 14.
Let us start by stating common conclusions to the degree distributions represented
in Figures 7, 8, 9, 10, 11 and 12.
First thing to notice is that a rich variety of higher-order connectivity patterns is un-
veiled and that the same type of classical-node and node-to-facets degree distributions
is observed in all datasets – a result that is consistent with the results of [35] and [31].
In addition to this, a consistency of our data treatment might be observed by taking
into account that, all the real-world datasets analysed having the same type of classical
node or node-to-facets degree distributions (grouped in the figures) have similar and
consistent higher-order connectivity distribution patterns for both the maximal upper
simplicial degree and the maximal simplicial degree.
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Table 4. Maximal upper simplicial degree statistics. We show the max-
imum, average and median value of the maximal upper simplicial degree
for the median qm = sm − 1 and most probable qp = sp − 1 simplex’
dimension.
qm max k
∗
U(qm) 〈k∗U(qm)〉 k∗U(qm)m qp max k∗U(qp) 〈k∗U(qp)〉 k∗U(qp)m
coauth-DBLP 2 93 1.11 1 2 93 1.11 1
coauth-MAG-Geology 2 60 1.12 1 1 141 1.29 1
coauth-MAG-History 0 401 1.22 1 0 401 1.22 1
contact-high-school 1 19 1.58 1 1 19 1.58 1
contact-primary-school 2 6 1.04 1 2 6 1.04 1
DAWN 3 197 1.15 1 3 197 1.15 1
email-Enron 2 12 1.47 1 1 18 2.25 1
email-Eu 1 95 3.09 1 1 95 3.09 1
NDC-classes 3 45 1.55 1 1 63 2.19 1
NDC-substances 4 50 1.36 1 0 519 8.26 1
tags-ask-ubuntu 3 59 1.10 1 3 59 1.10 1
tags-math-sx 3 59 1.18 1 3 59 1.18 1
threads-ask-ubuntu 1 81 1.05 1 1 81 1.05 1
threads-math-sx 1 330 1.21 1 1 330 1.21 1
Table 5. Maximal simplicial degree statistics. We show the maximum,
average and median value of the maximal simplicial degree for the median
qm = sm − 1 and most probable qp = sp − 1 simplex’ dimension.
qm max k
∗(qm) 〈k∗(qm)〉 k∗(qm)m qp max k∗(qp) 〈k∗(qp)〉 k∗(qp)m
coauth-DBLP 2 2,043 64.64 30 2 2,043 64.64 30
coauth-MAG-Geology 2 934 57.38 36 1 844 31.32 15
coauth-MAG-History 0 401 1.22 1 0 401 1.22 1
contact-high-school 1 168 81.76 80 1 168 81.76 80
contact-primary-school 2 477 293.68 293 2 477 293.68 293
DAWN 3 26,329 6,869.43 6,519 3 26,329 6,869.43 6,519
email-Enron 2 79 41.78 42 1 64 27.68 27
email-Eu 1 636 132.40 107 1 636 132.40 107
NDC-classes 3 100 48.34 45 1 88 19.93 15
NDC-substances 4 1,660 486.90 457 0 519 8.26 1
tags-ask-ubuntu 3 26,946 6,612.21 6,076 3 26,946 6,612.21 6,076
tags-math-sx 3 27,123 7,859.79 7,245 3 27,123 7,859.79 7,245
threads-ask-ubuntu 1 3,651 286.41 88 1 3,651 286.41 88
threads-math-sx 1 18,625 1,334.60 582 1 18,625 1,334.60 582
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Figure 7. Log-log plot of simplicial degree distributions of the coau-
thor’s datasets.
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Figure 8. Log-log plot of simplicial degree distributions of contact-
high-school and contact-primary-school datasets.
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Figure 9. Log-log plot of simplicial degree distributions of emails’ datasets.
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Figure 10. Log-log plot of simplicial degree distributions of NDC datasets.
With regard to the distribution associated with the maximal upper simplicial degree,
the figures indicate that this distribution is always closer to a power law distribution,
even for those datasets whose node degree distribution does not follow a power law,
and it has a more pronounced decay for those datasets whose node degree distribution
also follows a power law. Figures show a stretched exponential cutoff and less small
k∗U -degree saturation, even for the real-world datasets whose nature was not that of a
scale-free network. This, together with the fact that the median of the maximal upper
degree is always k∗U(qm)m = k
∗
U(qp)m = 1 (see Table 4), might suggest that for the
simplicial maximal upper adjacency there are less simplicial communities concentrating
a huge amount of maximal upper simplicial collaborations, which could be interpreted
as there are fewer and smaller simplicial hubs (in this case maximal upper simplicial
hubs).
Let us now comment on some results common to all datasets for the distributions
associated with the maximal simplicial degree of Definition 14. We believe that this
simplicial degree is a better notion to measure the relevance of a simplicial community,
since it also keeps track of the connections of the strict faces or sub-communities of a
simplex (which would lead to a right notion of “simplicial influencers” or “influential
communities”).
• We first observe a rich variety of higher-order connectivity patterns and, in
many figures, a surprisingly different shape to that of the classical node degree
distribution. It can be seen that all the figures present either a higher small
k∗-degree saturation than in the classical node k-degree distributions, or are
directly of a bell-shaped curve type. As these characteristics are typical of net-
works with a certain amount of random behaviour, this last fact might suggest
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that when we use of the maximal simplicial degree a random component is
added to the simplicial network, making its topology more homogeneous. This
remarkable phenomenon may also be associated with the fact that simplicial
communities potentiate a supportive behaviour and add an initial attractive-
ness (working as a team, and particularly as a “team of teams”, always benefits
and also makes the team network more solidary than the individual network).
• In most figures one can also see that a pronounced tail cutoff exists for the
k∗-degree distribution, which resembles to that of a sublinear preferential at-
tachment model but having a more pronounced decrease than that of the classi-
cal node degree distribution. Moreover, the k∗-degree distribution takes smaller
values than those taken in the classical node k-degree distribution, which might
be due to the fact that the simplicial sample size is usually larger than the num-
ber of nodes. These facts lead to fewer and smaller simplicial hubs and also
to a slower growth of the maximum k∗-degree. We believe that this should
also imply that there are longer distances in the simplicial network (see [24] for
some definitions on distances on simplicial complexes), and that the topologies
associated with such networks deviate from those of small world networks.
Nonetheless, let us point out that, as in Network Science, the structural cutoffs men-
tioned above might be a consequence of data incompleteness (recall that simplices of
the datasets where bound to a maximum of 25 nodes), so that this additional phenom-
ena still need to be understood. In fact, in many systems empirical data is not enough
to properly fit real-world degree distributions and thus generative simplicial models,
which would analytically predict the expected simplicial degree distributions, would be
necessary. From this point of view, it would be quite interesting to have an equivalent
notion to that of the degree exponent γ of a distribution in our simplicial case, and
to study its relationship with or dependence on the classical degree exponent (which
would shed some light on classifying simplicial networks). If we denote by γF , γ∗U and
γ∗ the presumably existing degree exponents associated with the node-to-facets degree,
the maximal upper simplicial degree and the maximal simplicial degree, respectively,
Figures 7, 8, 9, 10 and 11 also suggest that for the tail cutoff of the distributions one
would have γ∗ ≥ γ∗U ≥ γF ≥ γ.
Below we will comment on particular characteristics and interpretations that can be
deduced from this analysis for the different groups of real-world datasets represented
in each of the figures.
Figure 7 (coauth-MAG-Geology and coauth-DBLP datasets) shows in the low values
of the maximal simplicial degree axis, a higher k∗-degree saturation, which causes an
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approximation of the graphic (in this region) to a stretched exponential curve distri-
bution. In the high k∗-degree region, the structural cutoff resembles to a sublinear
preferential attachment regime but with a faster decay than that of the classical node
k-degree distribution. This might be interpreted as less dependence on simplicial net-
work growth and bigger initial simplicial attractiveness or fitness. The probability of
being part of a simplicial community with a relatively high k∗-degree is greater than
that of being an individual with a high classical node k-degree, whereas finding a
maximal simplicial hub is less probable than finding a usual hub.
In Figure 8 (contact-high-school and contact-primary-school datasets) we observe a
random model for the classical k-degree and the node-to-facets kF -degree distributions;
a fact that also holds true, and in a more clear way, for the maximal simplicial k∗U -
degree distribution. Nonetheless, the maximal upper simplicial k∗-degree distribution
is close to a power law model; a strange phenomenon that still needs to be understood.
Something similar is happening in Figure 9 for the e-mail-Enron and email-EU datasets.
100 101 102 103 104
degree
10 5
10 4
10 3
10 2
10 1
100
pr
ob
ab
ilit
y
tags-ask-ubuntu. qm = qp = 3
classical node deg.: k
node-to-facets deg.:  kF
max. up. simp. deg. 3-simplices:  k *U (3)
max. simp. deg. 3-simplices:  k * (3)
100 101 102 103 104
degree
10 5
10 4
10 3
10 2
10 1
100
pr
ob
ab
ilit
y
tags-math-sx. qm = qp = 3
classical node deg.: k
node-to-facets deg.:  kF
max. up. simp. deg. 3-simplices:  k *U (3)
max. simp. deg. 3-simplices:  k * (3)
100 101 102 103 104
degree
10 6
10 5
10 4
10 3
10 2
10 1
100
pr
ob
ab
ilit
y
DAWN. qm = qp = 3
classical node deg.: k
node-to-facets deg.:  kF
max. up. simp. deg. 3-simplices:  k *U (3)
max. simp. deg. 3-simplices:  k * (3)
Figure 11. Log-log plot of simplicial degree distributions of tags-ask-
ubuntu, tags-maths-sx and DAWN datasets.
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In Figure 11 (DAWN, tags-ask-ubuntu and tags-math-sx datasets) it is remarkable
that the maximal simplicial k∗-degree distribution is surprisingly different to the clas-
sical node k-degree distribution. While the later reflects a sublinear preferential at-
tachment regime, the maximal simplicial degree distribution exhibits, out of the high
k∗-degree region, a bell-shaped Poisson-like curve typical to that of a random network,
which in the high k∗-degree region (the tail cutoff) transforms into a power law with
exponential cutoff, a graphical representation much closer to the classical node degree
distribution (but with faster decay). We believe that this rare phenomenon has certain
consistency since, as in the classical bell-shaped random models, the peak of the bell-
curve for the maximal simplicial degree distribution is also achieved for the average
maximal simplicial degree, 〈k∗(qm)〉, of the datasets (fact that can be contrasted using
Table 5 and Figure 11).
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Figure 12. Log-log plot of simplicial degree distributions of threads-
ask-ubuntu and threads-math-sx datasets.
Figure 12 (threads-ask-ubuntu and threads-math-sx datasets) still needs to be prop-
erly interpreted. The maximal upper simplicial k∗U -degree distribution is showing a
kind of superlinear preferential attachment regime, getting thus closer to a richer-gets-
richer process. The maximal simplicial degree k∗-distribution seems to present a higher
small k∗-degree saturation and a tail cutoff where the probabilities go up, which seems
to lead to a winner-takes-all phenomenon.
In addition, it seems that these higher-order distribution models may depend on the
dimension of the simplex we are considering: the bigger the simplex dimension is, the
closer to a random model the distribution is.
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6. Conclusions and future research
Many real networks in the social, biological and biomedical sciences or computer
science have an inherent structure of simplicial complexes, which reflect the multi in-
teractions among agents and groups of agents. As far as we know, higher-order notions
of adjacency and degree for simplices valid for any dimensional simplicial comparison
are lacked in the literature. We have proposed these notions, shown their combina-
toric properties, and we have given explicit methods for computing them introducing
a multi-parameter combinatorial Laplacian on a simplicial complex (which generalizes
the knowns graph and combinatorial Laplacians). These notions of higher-order sim-
plicial adjacencies have allowed us to define two important degrees for the potential
applications: the maximal upper simplicial degree of a simplex (counting the number
of distinct facets the simplex is nested in); and the maximal simplicial degree of a
simplex (counting the number of distinct facets the simplex belongs to and also the
different facets its strict faces are contained in). We have studied their associated de-
gree distributions in many and diverse real-world datasets, and we have shown a rich
variety of higher-order connectivity structures that, for datasets of the same type, re-
flect similar simplicial collaboration patterns. Furthermore, we have shown that if we
use the maximal simplicial degree, then its associated degree distribution is, in general,
surprisingly different from the classical and upper adjacency ones, and shows that a
random component is being intrinsically added to the initial preferential attachment
nature of many of the datasets (since in general the log-log plot of the maximal simpli-
cial degree distribution present a higher small degree saturation to that of the classical
node degree distribution). In addition, this study reveals the existence of “simplicial
hubs” (an equivalent notion to that of an influencer in social networks which could
be referred to as “simplicial influencers” or “influential communities”) and shows that
they represent a deep organizing principle in the simplicial network topology.
In subsection 4.4, we have proposed potential theoretical applications for the multi-
combinatorial Laplacian, like the study of generalized random walks in simplicial com-
plexes and the spectral properties of the multi-Laplacian operator, both aimed at
understanding and calculating new topological invariants in simplicial networks.
In [24] we have introduced new centrality measures on simplicial complexes based on
the theoretical notions proposed in these notes (such as a simplicial clustering coefficient
or closeness and betweeness centralities using a new notion of simplicial distance). It
would be interesting to do an statistical study of these centrality measures in simplicial
complex systems in the future, since it would represent a starting point for studying the
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geometry and robustness of the simplicial networks, together with the importance of
certain simplicial communities in how information flows through a simplicial network.
Let us point out that, in many systems, empirical data is not always enough to
distinguish distributions, and that data collection incompleteness might affect to the
tail cutoff of the degree distributions representations. Thus, in order to state a proper
classification of simplicial networks or to study the dynamics of a simplicial network,
generative simplicial models predicting the expected simplicial degree distributions
from a rigorous analytically point of view are still needed. This study might help in
constructing and understanding connectivity algorithms and configurations models in
simplicial complexes, which would allow to generalize some of the results in [4, 2] to the
simplicial case and go beyond the d-pure simplicial networks studied in [7]. Hopefully,
these notes contribute to developing new applications of Topological Data Analysis
in complex systems, and thus to expand the basis of an emergent Simplicial Network
Science.
References
[1] R.H. Atkin, From cohomology in physics to q-connectivity in social science, Internat. J. Man-
Machine Studies 4 (1972) 139–167.
[2] A. Baraba´si and M. Po´sfai, Network Science, Cambridge University Press, Cambridge (2016).
[3] A.R. Benson, R. Adebe, M.T.Schaub, A. Jadbabaie and J. Kleinberg, Simplicial closure
and higher-order link prediction, Proc. Natl. Acad. Sci. 115(48) (2018).
[4] A. Baraba´si and A. Re´ka, Statistical mechanics of complex networks, Rev. Modern Phys. 74,
1 (2002).
[5] M. Belkin and P. Niyogi, Laplacian Eigenmaps for Dimensionality Reduction and Data Rep-
resentation, Neural Comp. 15 (2003) 1373-1396.
[6] G. Bianconi and O.T. Courtney, Generalized network structures: The configuration model
and the canonical ensemble of simplicial complexes, Phys. Rev. E. 93 (6) (2016).
[7] G. Bianconi and A.P. Kartun-Giles, Beyond the clustering coefficient: A topological analysis
of node neighbourhoods in complex networks, Chaos, Solitons and Fractals: X 1 (2019).
[8] F. Bullo, Lectures on Network Systems, CreateSpace (2018).
[9] C.J. Carstens and K.J. Horadam, Persistent homology of collaboration networks, Math.
Probl. Eng. (2013).
[10] F. Chung, The Laplacian of a Hypergraph, in: Expanding Graphs: Proc. DIMACS Ser. Discrete
Math. Theoret. Comput. Sci (1993).
[11] F. Chung, Spectral Graph Theory,in: CBMS Regional Conference Series in Mathematics, No 92,
AMS (1996).
[12] M.K. Chung, H. Lee, A. DiChristofano, H. Ombao and V. Solo, Exact topological in-
ference of the resting-state brain networks in twins, Network Neuroscience, 3(3) (2019) 674–694.
SIMPLICIAL DEGREE IN COMPLEX NETWORKS 47
[13] D. Cvetcovic´ and S. Simic´, Graph Spectra in Computer Science, Linear Algebra and its
Applications 434 (6) (2011) 1545–15-62.
[14] B. Ekmann, Harmonische Funktionen und Randwertaufgaben in einem Komplex, Comment.
Math. Helv. 17 (1) (1944) 240–255.
[15] E. Estrada and G.J. Ross, Centralities in simplicial complexes. Applications to protein inter-
action networks, J. Theoret. Biol. 438 (2018) 46–60.
[16] M. Gameiro, Y. Hiraoka, S. Izumi, M. Kramar, K. Mischaikow and V. Nanda, A
topological measurement of protein compressibility, Japan J. Indust. Appl. Math 32 (2015) 1–17.
[17] R. Ghrist, Barcodes: The persistent topology of data, Bull. Amer. Math. Soc. 45 (2008), 61–75.
[18] C. Giusti, R. Ghrist and S. Bassett, Two’s company, three (or more) is a simplex, Journal
of Computational Neuroscience 41 (1) (2015) 1–14.
[19] C. Giusti, E. Pastalkova, C. Curto and V. Itskov, Clique topology reveals intrinsic geo-
metric structure in neural correlations., Proc. Natl. Acad. Sci. 112 (44) (2015). ,,,,,,,
[20] T.E. Goldberg, Combinatorial Laplacians of Simplicial Complexes, Annandale-on-Hudson,
New York (2012).
[21] J. Hansen and R. Ghrist, Toward a spectral theory of cellular sheaves, J. Appl. Comput.
Topol. 3 (2018) 315-358.
[22] D. Horak and J. Jost, Spectra of combinatorial Laplace operators on simplicial complexes,
Adv. Math. 244 (2013) 303–336.
[23] Y. Hiraoka, T. Nakamura, A. Hirata, E.G. Escolar, K. Matsue and Y. Nishiura,
Hierarchical structures of amorphous solids characterized by persistent homology, Proc. Natl.
Acad. Sci.113, 26 (2019) 7035-7040.
[24] D. Herna´ndez Serrano and D. Sa´nchez Go´mez, Centrality measures in simplicial com-
plexes: applications of TDA to Network Science, arXiv: 1908.02967[math.AT] (2019).
[25] G. Kusano, K. Fukumizu and Y. Hiraoka, Persistence weighted Gaussian kernel for topolog-
ical data analysis, Proceedings of the 33rd International Conference on International Conference
on Machine Learning 48 (2016) 2004-2013.
[26] H. Lee, M.K. Chung, H. Kang, H. Choi, S. Ha, Y. Huh, E. Kim and D.S. Lee, Coiden-
tification of Group-Level Hole Structures in Brain Networks via Hodge Laplacian, MICCAI 2019,
LNCS 11767 (2019) 674?682.
[27] S. Maletic and M. Rajkovic, Combinatorial Laplacian and entropy of simplicial complexes
associated with complex networks, Eur. Phys. J. Special Topics 212 (2012) 77–97.
[28] S. Maletic and M. Rajkovic, Consensus formation on a simplicial complex of opinions, Phys.
A 397 (2014) 111–120.
[29] S. Maletic and M. Rajkovic and D. Vasiljevic´, Simplicial Complexes of Networks and
Their Statistical Properties, In: Bubak M., van Albada G.D., Dongarra J., Sloot P.M.A. (eds)
Computational Science ICCS 2008. ICCS 2008. Lecture Notes in Computer Science, vol 5102.
Springer, Berlin, Heidelberg.
[30] B. Mohar, The Laplacian Spectrum of Graphs, Graph Theory, Combinatorics, and Applications
(1991) 871–898.
48 D. HERNA´NDEZ SERRANO, J. HERNA´NDEZ SERRANO, AND D. SA´NCHEZ GO´MEZ
[31] T.J. Moore, R.J. Drost, and A. Swami, The Communications and Networks Collaborative
Technology Alliance Publication Network: A Case Study on Graph and Simplicial Complex Anal-
ysis, Computational and Information Sciences Directorate, ARL, US Army research Laboratory
(2015).
[32] A. Muhammad and M. Egerstedt, Control Using higher-order Laplacians in Network Topolo-
gies, Proc. of 17th International Symposium on Mathematical Theory of Networks and Systems,
Kyoto (2006) 1024–1038.
[33] S. Mukherjee and J. Steenbergen, Random walks on simplicial complexes and harmonics,
Random Struct. Algorithms (2013).
[34] J. R. Munkres, Elements of algebraic topology, Addison-Wesley Publishing Company, Menlo
Park, CA, 1984.
[35] A. Patania and P. Giovanni and F. Vaccarino, The shape of collaborations, EPJ Data
Science 6(1) (2017).
[36] O. Parzanchevski and R. Rosenthal, Simplicial complexes: Spectrum, homology and random
walks, Random Struct. Algorithms 50 (2) (2017) 225-261.
[37] G. Petri, P. Expert, F. Turkheimer, R. Carhart-Harris, D. Nutt, P.J. Hellyer and
F. Vaccarino, Homological scaffolds of brain functional networks, J. R. Soc. Interface 11 (2014).
[38] A.E. Sizemore, J.E. Phillips-Cremins, R. Ghrist and S. Bassett, The importance of the
whole: topological data analysis for the network neuroscientist, Network Neuroscience 3(3) (2019)
656–673.
[39] K. Xia and G.W. Wei, Persistent homology analysis of protein structure, flexibility and folding,
Int. J. Numer. Methods Biomed. Eng. 30 (8) (2014) 814–844.
[40] K. Xia and G.W. Wei, Multidimensional persistence in biomolecular data, IJ. Comput. Chem.
36 (20) (2015) 1502–1520.
7. Appendix
We give in this section the proofs of Theorems 2, 3 and 4.
7.1. Proof of Theorem 2.
Let p, h and h′ be non negative integers, put q = p + h, q′ = p + h′ and fix
{τ (q′)1 , . . . , τ (q
′)
m }, {σ(q)1 , . . . , σ(q)n } and {γ(p)1 , . . . , γ(p)r } basis of Cq′(K), Cq(K) and Cp(K)
respectively. Given the boundary operators ∂q,h : Cq(K)→ Cp(K) and ∂q′,h′ : Cq′(K)→
Cp(K), denote by Bq,h and Bq′,h′ their corresponding matrices with respect to those
bases. For the composition
Cq(K)
∂q,h
// Cp(K)
∂∗
q′,h′
// Cq′(K)
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one has:
(∂∗q′,h′ ◦ ∂q,h)(σqj ) =
∑
i,k
b
(q,h)
ij b
(q′,h′)
ik τ
(q′)
k
=
∑
i,k
sigL
(
σ
(q)
j , γ
(p)
i ; γ
(p)
i
)
sigL
(
τ
(q′)
k , γ
(p)
i ; γ
(p)
i
)
τ
(q′)
k
=
∑
i,k
sigL
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )τ
(q′)
k .
γ
(p)
i is a p-face of both σ
(q)
j and τ
(q′)
k if and only if | sigL
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| = 1, so we
obtain that:
• the number of p-faces of both σ(q)j and τ (q
′)
k is
ordpL(σ
(q)
j , τ
(q′)
k ) =
∑
i
| sigL
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| =
∑
i
|b(q,h)ij ||b(q
′,h′)
ik | ,
• the number of q′-simplices which are p-lower adjacent to σ(q)j in γ(p)i is∑
k
| sigL
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| =
∑
k
|b(q,h)ij ||b(q
′,h′)
ik |.
We have to prove that (Theorem 2):
degpL(σ
(q)
j ) = −1 +
dimK∑
q′=p
∑
k
min
(
1,
∑
i
|b(q,h)ij ||b(q
′,h′)
ik |
)
Fixed basis as above, we define the following sign matrix:
Sq,h,h′(j) :=

| sigL
(
σ
(q)
j , τ
(q′)
1 ; γ
(p)
1 )| · · · | sigL
(
σ
(q)
j , τ
(q′)
1 ; γ
(p)
r )|
...
...
...
...
| sigL
(
σ
(q)
j , τ
(q′)
m ; γ
(p)
1 )| · · · | sigL
(
σ
(q)
j , τ
(q′)
m ; γ
(p)
r )|
 (13)
whose (k, i)-th entry is:
s
(q,h,h′)
ki (j) = |b(q,h)ij ||b(q
′,h′)
ik | =
1 if γ
(p)
i ⊆ σ(q)j ∩ τ (q
′)
k
0 otherwise
Note that if s
(q,h,h′)
ki (j) 6= 0 for some i, then σ(q)j and τ (q
′)
k are p-lower adjacent in
order ordpL(σ
(q)
j , τ
(q′)
k ) =
∑
i |b(q,h)ij ||b(q
′,h′)
ik |. Hence, the number of q′-simplices p-lower
adjacent to σ
(q)
j , counted each one with its order, is
∑
ki |b(q,h)ij ||b(q
′,h′)
ik |. To avoid that
τ
(q′)
k to be counted more than once in deg
p
L(σ
(q)
j ), we consider the minimum between 1
and its order, so that (assuming τ
(q′)
k 6= σ(q)j ):
τ
(q′)
k ∼Lp σ(q)j ⇐⇒ min
(
1,
∑
i
|b(q,h)ij ||b(q
′,h′)
ik |
)
= 1 .
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Therefore, the number of q′-simplices p-lower adjacent to σ(q)j is:
degq−q
′,p
L (σ
(q)
j ) =

∑
k
min
(
1,
∑
i
|b(q,h)ij ||b(q
′,h′)
ik |
)
for q′ 6= q∑
k
(
min
(
1,
∑
i
|b(q,h)ij ||b(q,h)ik |
))− 1 for q′ = q
and the result follows.
Notice that if q = q′, then the degree deg0,pL (σ
(q)
j ) is
∑
k
min
(
1,
∑
i
|b(q,h)ij ||b(q,h)ik |
)
minus 1 since, by definition, σ
(q)
j is not p-lower adjacent to itself.
7.2. Proof of Theorem 3.
Taking into account the following notations and partial results, the proof of Theorem
3 is analogous to p-lower degree case of Theorem 2.
Let p, h and h′ be non negative integers, denote q = p − h, q′ = p − h′ and fix
{τ (q′)1 , . . . , τ (q
′)
m }, {σ(q)1 , . . . , σ(q)n } and {γ(p)1 , . . . , γ(p)r } basis of Cq′(K), Cq(K) and Cp(K)
respectively. We denote by Bq+h,h and Bq′+h′,h′ the corresponding matrices (with re-
spect to those bases) to the boundary operators:
Cp(K)
∂q+h,h−−−→ Cq(K) and Cp(K)
∂q′+h′,h′−−−−−→ Cq′(K) .
For the composition
Cq(K)
∂∗q+h,h−−−→ Cp(K)
∂q′+h′,h′−−−−−→ Cq′(K)
one has:
(∂q′+h′,h′ ◦ ∂∗q+h,h)(σqj ) =
∑
i,k
b
(q+h,h)
ji b
(q′+h′,h′)
ki τ
(q′)
k
=
∑
i,k
sigU
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )τ
(q′)
k .
Since γ
(p)
i is a p-simplex containing σ
(q)
j and τ
(q′)
k as faces if and only if | sigU
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| =
1 we obtain that:
• the number of p-simplices which contain both σ(q)j and τ (q
′)
k as faces is
ordpU(σ
(q)
j , τ
(q′)
k ) =
∑
i
| sigU
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| =
∑
i
|b(q+h,h)ji ||b(q
′+h′,h′)
ki | ,
• the number of q′-simplices τ (q′)k such that σ(q)j and τ (q
′)
k are faces of γ
(p)
i is∑
k
| sigU
(
σ
(q)
j , τ
(q′)
k ; γ
(p)
i )| =
∑
k
|b(q+h,h)ji ||b(q
′+h′,h′)
ki | ,
SIMPLICIAL DEGREE IN COMPLEX NETWORKS 51
7.3. Proof of Theorem 4.
Assume σ(q) is a q-simplex, the p-adjacency degree of σ(q) has been defined as the
number of q′-simplices σ(q
′) such that σ(q) ∼Lp∗ σ(q
′) and σ(q) 6∼Up′ σ(q
′), with p′ =
q + q′ − p, and its maximal p-adjacent degree is the number of q′-simplices σ(q′) such
that σ(q
′) ∼Ap σ(q) and σ(q′) is not a face of a q′′-simplex σ(q′′) which is also p-adjacent to
σ(q) (see Definitions 9 and 12). As we have already remarked, the fact that a q′-simplex
σ(q
′) to be p-lower adjacent to σ(q) can be encoded in terms of the lower sign of both
simplices. In other words, if one sets a base {γ(p)1 , . . . , γ(p)r } of Cp(K), then a q′-simplex
σ(q
′) is p-lower adjacent to σ(q) if and only if sigL(σ
(q), σ(q
′); γ
(p)
i ) 6= 0 for some γ(p)i , so
that, one has:
σ(q
′) ∼Lp σ(q) ⇐⇒
∑
i
| sigL
(
σ(q), σ(q
′); γ
(p)
i )| ≥ 1
⇐⇒ min
(
1,
∑
i
| sigL
(
σ(q), σ(q
′); γ
(p)
i |
))
= 1 .
In a similar way, one has:
σ(q
′) ∼Up σ(q) ⇐⇒
∑
i
| sigU
(
σ(q), σ(q
′); γ
(p)
i )| ≥ 1
⇐⇒ min
(
1,
∑
i
| sigU
(
σ(q), σ(q
′); γ
(p)
i |
))
= 1 .
For simplicity we shall denote:
mpL(σ
(q), σ(q
′)) = min
(
1,
∑
i
| sigL
(
σ(q), σ(q
′); γ
(p)
i |
))
mpU(σ
(q), σ(q
′)) = min
(
1,
∑
i
| sigU
(
σ(q), σ(q
′); γ
(p)
i |
))
adjp(σ(q), σ(q
′)) =mpL(σ
(q), σ(q
′))
(
1−mp+1L (σ(q), σ(q
′))
)(
1−mp′U (σ(q), σ(q
′))
)
.
Hence,
σ(q
′) ∼Ap σ(q) ⇐⇒ adjp(σ(q), σ(q
′)) = 1 . (14)
The proof of (1) in Theorem 4 follows from formula (14). To prove (2) we need
only to check the number of those q′-simplices, which being p-adjacent to σ(q)j , are also
faces of q′′-simplices adjacent to σ(q)j . Assume that σ
(q′)
k is a q
′-simplex such that the
following hold:
(a) σ
(q′)
k ∼Ap σ(q)j
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(b) There exists a (likely not uniquely determined) q′′-simplex σ(q
′′) such that σ
(q′)
k ⊂
σ(q
′′) and σ(q
′′) ∼Ap σ(q)j .
By assumption (a), we have that adjp(σ
(q)
j , σ
(q′)
k ) = 1, and assumption (b) is equivalent
to say that | sigL(σ(q
′)
k , σ
(q′′);σ
(q′)
k )| · adjp(σ(q)j , σ(q
′′)) = 1. Therefore, under these as-
sumptions, σ
(q′)
k is not a maximal p-adjacent to σ
(q)
j simplex, and we don’t have to take
this simplex into account to compute degp
∗
A (σ
(q)
j ). Thus, for every σ
(q′)
k , the expression:
dimK∑
q′′=q′+1
dimCq′′ (K)∑
`=1
| sigL(σ(q
′)
k , σ
(q′′)
` ;σ
(q′)
k )| · adjp(σ(q)j , σ(q
′′)
` )
gives the number of q′′-simplices (where q′′ runs over all dimensions from q′ + 1 to
dimK) which are p-adjacent to σ
(q)
j and contain σ
(q′)
k . Then σ
(q′)
k is p-adjacent but no
maximal to σ
(q)
j if and only if:
min
(
1,
∑
q′′
∑
`
| sigL(σ(q
′)
k , σ
(q′′)
` ;σ
(q′)
k )| · adjp(σ(q)j , σ(q
′′)
` )
)
· adjp(σ(q)j , σ(q
′)
k ) = 1 ,
and we get the statement.
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