Lower bounds for matrices  by Bennett, Grahame
Lower Bounds for Matrices 
Grahame Bennett 
Department of Mathematics 
Indiana University 
Bloomington, Indiana 47405 
Submitted by Hans Schneider 
ABSTRACT 
In a recent paper [3], Lyons has discovered an interesting lower bound for the 
Cesaro matrix C. His result says that llCrll2 (n/fi)llrll for every r E 1’ satisfying 
z, > X‘J > . . . 2 0. The purpose of this note is to establish analogous lower bounds for 
arbitrary matrices (with nonnegative entries) acting on arbitrary P’ spaces, 1~ p < co. 
1. INTRODUCTION 
We shall be concerned with the spaces P’, 0 < p < 00, of sequences of real 
numbers satisfying 
I141p =( Cl~klpyP < co. 0) 
We seek lower bounds of the form 
IIAxllq 2 ~ll~ll,, (2) 
valid for every x E P’ with x1 > x2 > . . . > 0. Here A is a matrix with 
nonnegative entries, assumed to map 1P into 19, and X is a constant not 
depending on x. The norm of A is defined, as usual, by 
l141p,q = sup{ Wllq: IHIp = 1). 
We note that results of the form (2) are easy to establish for several 
important classes of matrices. For example, if A is lower-triangular, with row 
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sums equal to one, then ]]Ax]]~ >, ]]x]],,. Thus the only real interest in (2) lies 
in finding the best possible value for h. We shall ignore the case p = 00, for 
then it is obvious that the largest value of X is the sup norm of the first 
column of A. 
In Section 2 we establish a general lower bound for matrices acting on 1’; 
Lyons’s result [3] follows at once. A similar bound, on P, is obtained in 
Section 4. The main idea in the proof is an P-analogue of Abel’s celebrated 
formula for summation by parts (Section 3). Applications to specific matrices 
are discussed in Sections 5 and 6. A related result, connecting the classical 
inequalities of Hardy and Hilbert, is given in Section 7. There are two 
appendices: the first suggests an “algebraic” approach to our main result; the 
second describes analogues for kernel transformations on LP spaces. 
2. LYONS’S THEOREM 
In this section we consider only 12. The reason for isolating this special 
case is that very simple proofs are available. Moreover, these proofs motivate 
the more general results of Sections 3 and 4. 
LEMMA 1. Let B be a matrix with nonnegative offdiagonul entries, i.e. 
bi, z 0 if Ij-kl>O. (3) 
(Bx, x) z 0 whenever x,>,x,> *.. >O (4 
if and only if 
i b,,.O (r=1,2,...). 
j,k=l 
(5) 
Proof. It follows from (3) and (5) that the rectangular sums, 
C>=i Xi,, bjk, are all nonnegative. Summing by parts twice, we see that 
(Bx,x) = zbjkxjxk 
j,k 
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and (4) follows. The converse implication, (4) implies (5), is obvious (and is 
not needed in what follows). n 
Lemma 1 leads naturally to the following 
PROBLEM 1. Characterize matrices B satisfying (4). 
THEOREM 1. Let A be a matrix with nonnegative entries, and suppose 
that A maps 1’ into itself. Then 
for every x E l2 satisj$ng xl >, x2 >, . * ’ > 0, where 
(7) 
The above value of X is the best possible. 
Proof. Apply Lemma 1 with B = A’A - h2Z. To see that (7) gives the 
best value for X, let x in (6) be defined by xk = 1 if k G r, 0 if k > T. n 
We note that (6) is meaningful whenever 1) Arll 2 < co. The requirement 
that A map Z2 into itself, which guarantees II Arll2 < cc for all x E Z2, is used 
in the proof of Theorem 1 only to ensure the existence of A’A. 
Proof of Lyons’s theorem. 
if k > j), (7) gives 
For the Cesaro matrix C (cjk = l/j if k < j; 0 
X2= l+ infr c k-2. 
I kzr 
To see that A2 = 7r2/6, it plainly suffices to show that f(r) = rCk, lk-2 
increases with r. But 
f(r+l)-f(r)= c 
k>r+l 
>k>F+l[k-l-(k+l)-l] ---?-- 
(T + 1)2 
r 
=(r+2)_‘-- 
(r + 1)2 
> 0. 
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If p is any positive integer, a similar argument (summing by parts p 
times) gives a version of Theorem 1 for ZP. But, obviously, a new approach is 
required for more general values of p. We have found the method described 
next to be the most satisfactory. 
3. SUMMATION BY PARTS IN lp 
We need the following elementary 
LEMMA 2. Let a, b, c >, 0 with a > b. lf p > 1, then 
(a + c)” - ap > (b + c)” - bp, (8) 
unless a = b or c = 0. Zf 0 < p < 1, the inequality in (8) is reversed. 
Proof. Consider f ‘(1c), where f(x) =(x + c)P - xP. 
Our next result reduces to Abel’s formula when 9 = p = 1. 
n 
PROPOSITION 1. Let a 1,. . . , an > 0 and x1 > . . . > x, >, 0 be given. Zf 
pal and O<qgp, then 
‘(I,“- x;+~) + deq” 
Zf p c 1 and 9 a p, the inequality in (9) is reversed. There is equality in 
(either version of) (9) if and only if at least one condition holds jbm each of 
the following pairs (i), (ii) and (iii), (iv): 
(i) p = 1; 
(ii) x, = . . . = xv, where u is the smallest and v the largest value of k 
such that akxk > 0. 
(iii) 9 = p; 
(iv) r-‘(ci=Iak)P is constant for those values of r, 1 G r =G 72, satisfying 
x, ’ r,+ 1’ 
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Proof. We prove only the case p > 1; the case 0 < p < 1 is similar. It is 
convenient to set x,+ i = 0, s, = a 1 + . - . + a,, and to consider first the 
special case, q = p. Equation (9) then reduces to 
(10) 
Fixing m, 1~ m < n, setting a =X~=~U~X~, b = s,lcmtl, c = a,,,~,,,, 
and applying Lemma 2, we see that (~~~ri~kxk)p - (Cr_‘,ekxk)P > (sl+i - 
s~)r~+i. Summing on m, we have 
Adding (a ixi)P = s$rf to both sides, and regrouping terms on the right, leads 
to (10). 
To prove the general case, Q < p, we rewrite the right-hand side of (9) as 
i s~(x,p-x~+l)9’p.[r(x~-xf)+l)]1-9’p. 
r-1 
Applying Holder’s inequality with exponents p/q and p/(p - q), and using 
(lo), we see that the above expression is dominated by 
We refrain from discussing the cases of equality, since a lengthy but 
routine argument is required. 
It should be noted that, in the “missing” cases, 1 < p < q and 1 > p > q, 
‘neither version of Proposition 1 is true. This will become clear later, after the 
remarks at the end of Section 4. 
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4. A GENERAL LOWER BOUND 
Our methods are finite-dimensional in nature, and we find it appropriate 
to state our main result in that more basic form. Accordingly, throughout this 
section, we shah assume that A is an m X n matrix with nonnegative entries. 
THEOREM 2. ht Xl>, “’ ~x,>O, pal, and O<q<p. Then 
where 
Xs= min r-qlpFr( $rajk)‘. 
l<r<n _ 
There is equality in (11) if x has the fm 
02) 
where s is any value of r at which the minimum in (12) occurs. Moreover, if 
p > 1, and no two adjacent columns of A are orthogonal, then all cases of 
equality are given by (13). 
Proof. We may assume, by homogeneity, that (lx(lp = 1. Applying Pro- 
position 1, we have 
Recalling that llxllp = 1, we see that (11) follows by taking qth roots. 
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It is clear, by inspection, that equality holds in (11) whenever (13) is 
satisfied. n 
A routine argument, which we omit, is needed for the last part of the 
theorem. We remark that, while weaker hypotheses lead to the same conclu- 
sion, the orthogonality condition of Theorem 2 is one of the simplest. 
Moreover, it is satisfied in all cases of practical interest. 
The restriction that the sequence x must be decreasing may be removed 
as follows. 
THEOREM 3. Let xl,..., x, 2 0, p 3 1, and 0 < q < p. Then 
where 
(14) 
(15) 
There is equality in (14) provided that X~ = 0 whenever k z s, where s is any 
one of the values of r at which the minimum in (15) occurs. Moreover, if 
p > 1, and no two columns of A are orthogonal, then all cases of equality are 
given as above. 
It is possible, by rearranging columns of A, to deduce this result from 
Theorem 2; but it is more efficient to proceed directly. (I found it convenient 
to treat the cases q 2 1, q < 1 separately.) 
There are results analogous to Theorems 2 and 3 for 0 < p < 1 and q > p, 
giving upper bounds in place of lower ones. Moreover, the extension of all 
these results to infinite matrices presents no difficulties. The details are left to 
the reader. 
We close this section by observing that Theorems 2 and 3, and hence 
Proposition 1, all fail-and fail in both directions-for the “missing” cases 
1 < p < q and 1> p > q > 0. To see this, in the first case, consider the matrix 
with O<a<b. 
It is easy to check that llArllq attains its unique minimum on the set x1 >, 0, 
r2 2 0, x! + xg = 1, at a point x with xi > xs > 0. On the other hand, the 
matrix (b a) attains its unique maximum at a similar such point. 
The case I > p > q > 0 is handled similarly by taking a > b > 0. 
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5. THE CESARO MATRIX 
In this section we extend Lyons’s theorem to lp. We recall that C denotes 
the Cesaro matrix, and that C is bounded on P’ [2, p. 2.391, with norm 
IIcIl,,, = P* = -& (l~poo). 
As usual, t(p) denotes the sum of the series CpS ,k P 
THEOREM 4. Letpbefixed, l<p<m. Then 
IIW, a S(PYPl141p 
for every x E 1 p satisfying x 1 2 x . . 2 2 . > 0. There 
onlyifx,=x,= *** =O. 
(17) 
is equality in (17) if and 
Proof. Setting q = p in Theorem 2, we see that the lower bound for C is 
given by 
XP=l+ infrPP1~~~kPP. 
I 08) 
If r > 1, then 
m (n+l)r ,*\n 
,-P-1 c k-P = c r-l c ( !-jr 
kzr ll=l k=nr+l iA’ 
> g (n+l)-P. 
n=l 
Thus the infimum in (18) occurs when r = 1, and (17) follows immediately. W 
We remark that (17) remains valid when p = M, if we agree to interpret 
5(aPrn in the natural way as lim,,,&p)‘/P=l. 
I am grateful to G. D. Allen for the remarkably simple argument given 
above. In the original version of this paper, Theorem 4 was proved by 
invoking the following. 
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LEMMA 3. Letpbefixed, l<p<m. Then 
f(r) = rp-l c k-p 
k>r 
is a strictly increasing function of r (T = 1,2,. . . ). 
Proof. Exercise. 
6. THE HILBERT MATRIX 
We have seen that the lower bound given in Theorem 2 is easy to evaluate 
for the Cesaro matrix C. Unfortunately, the corresponding bound for other 
“classical” matrices is much less accessible, because we no longer have an 
explicit expression for the rth partial row sums. The purpose of this section is 
to show how such difficulties can be avoided, at least in the case of the 
Hilbert matrix. 
We denote the Hilbert matrix by H, so that hi, = (j + k - 1))’ for j, 
k=12 > ,*.., and recall that H is bounded on 1P [2, p. 2341 with norm 
IIHII,,, = 7r csc( n/p ) (1-C p <co). 
THEOREM 5. Letpbefixed, l<p<co. Then 
(19) 
(20) 
for eve-y x E 1 p satisfying x1 > x2 Z * ’ . > 0. There is equality in (20) if and 
only if xy! = x3 = . . * = 0. 
Proof. Immediate from Theorem 4, once we have (the first part of) the 
following lemma. n 
LEMMA 4. Let p be fixed, 1~ p < 00. Then 
IIH4l, 2 llWp (21) 
for every x E lp satisfying x1 > 0, x2 2 0,. . . . There is equality in (21) if and 
only if xk > 0 for at most one value of k. 
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Proof. We apply Proposition 1 again, but this time with the roles of the 
ak’s and xk’s reversed. Specifically, 
IIHxll,P= all k~l ( j +xkL_ 1)’ - 
= E ( i x~)’ $J [(j+r-l)-P-(j+r)-P] 
r=l k=l j = 1 
= IIWP,. n 
PROBLEM 2. Find analogues of Theorems 4 and 5 for other “classical” 
matrices. 
We remark that Lemma 4 remains true when p = 00 [though the left-hand 
side of (21) is infinite-and hence the result trivial-for some x E Z”]. The 
restriction x,&O, x,>,O,..., is necessary; this, however, makes Lemma 4 
more, not less, interesting. 
From the inequality (21), we see that Hilbert’s inequality (H bounded on 
Zp) implies Hardy’s inequality (C bounded on ZP). This observation is of some 
historical interest when we recall the original motivation for Hardy’s result. 
Hardy, in attempting to find a simple proof of Hilbert’s inequality, argued as 
follows [2, p. 2391. Since hi, < cjk + ckj, j, k = 1,2,. . . , we have 
IIHllp,p G IIC + Ctllp,p =2 llcIl,,, + lICllp*,p’r 
so the boundedness of H on lp follows from that of C on lp and on Ip’. [An 
afternative approach is to observe that hjk < (Ctc)j,k.] 
In the next section we complete Hardy’s program by showing that the 
sharp version of his inequality, (16) implies the sharp version of Hilbert’s, 
(19). 
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7. HARDY’S INEQUALITY VERSUS HILBERT’S 
In this section we study inequalities of the form 
complementary to (21). 
THEOREM 6. Letpbefixed, l<p<co, andletxEIP. Then 
llWlp Q ; csc $ IIWI,. 
( ) 
(22) 
The constant is best possible (with, or without, the additional hypothesis 
x>,o orxJ0). 
Proof The HiIbert matrix H admits a factorization H = BC, where B is 
given by 
k 
bjk= (j+k-l)(j+k) 
(j,k=1,2 ,... ). 
(22) is thus an immediate consequence of Proposition 2 below. 
To see that the constant is best possible we have only to note that (22) 
implies that the sharp version of Hilbert’s inequality, (19), is a consequence of 
the sharp version of Hardy’s, (16). n 
PROPOSITION 2. Let p be fixed, 1 G p < 00, and let B be defined as in 
(23). Then 
Proof. It suffices, by the above remarks, to prove that l\Bl\ p, p d 
(~/p*)csc(v/p). We introduce a family of matrices, B(w), 0 < w < 1, given 
by 
b(w)jx=(‘:k;2)wj-1(l-w)~ (j,k=1,2,...). 
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The row sums are all (1 - W)/W and the column sums are all 1, i.e., 
II~(~>ll,,, = Cl- WI/W and IlB(~>ll~,~ = 1. By the m. Riesz convexity 
theorem, 
I(B(w)llp,p<l”p q 1’p*. i i 
On the other hand, 
(j+k-2)! (j-l)!k! 
= (k-l)!(j-l)! (j+k)! 
= bj,k. 
We thus have 
. 
=p 1-+,1+-j- i 1 
=I+-lL 
iii i P P* P* 
77 P 
= - csc - . 
i 1 P* P n 
The m. Riesz convexity theorem referred to above is not the celebrated 
result of Marcel Riesz [2, pp. 214-2191; rather, it is the specialization of his 
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result to nonnegative matrices. The m. (for “mini”) Riesz theorem is much 
easier, its proof a routine application of Holder’s inequality [2, p. 1981. I know 
of no other instance wherein the m. Riesz theorem (even Marcel’s version) has 
been used to deduce boundedness between-when boundedness was missing 
at one, or at both, endpoints of the interval of interpolation. (The ingenious 
Marcinkiewicz approach designed for such applications is useless here be- 
cause of its weakness for squandering constants.) 
The idea behind the proof of Proposition 2 is widely applicable. On the 
one hand, we may replace the Lebesgue measure dw on [0, 11, by any positive 
measure dp( w), thereby generating new families of matrices bounded on Zp. 
On the other hand, we may replace the auxiliary matrices B(w) by other 
collections. (To obtain sharp results, the row sums should be constant for each 
fixed w, or nearly so, and similarly for the column sums; to obtain interesting 
results, the row sum should differ from the column sum.) 
For example, to obtain a remarkably simple proof of Hilbert’s inequality 
(19) we may consider the matrices H(w), 0 < w < 1, given by 
h(w)j,i=(‘:kT2)wi-1(l-w)~-1 (j,k=1,2,...). 
Here the row sums are l/w, the column sums are l/(1 - w), and we deduce 
that 
dw 
II~llp,p G J l ” (I- w)l/f)w’/P* 
Again, to prove Hardy’s inequality (16), we may consider the matrices 
C(W), 0 < w < 1, given by 
c(W)j,k' wj-l(l-t)j-k (j,k=1,2 ,...; k,<j), 
and proceed as before. These matrices, the so-called Euler matrices, figure 
prominently in cla.ssicaI summability theory [l, Chapters VIII, IX]. Hardy has 
shown, directly, that ]]C(w)]],,, = w -l/P; from this he derives the norm of 
any (nonnegative) Hausdorff matrix, H(p) = /,‘C( W) dp( w). Though his 
work makes no mention of interpolation theory, this section clearly owes 
much to his ideas [l, Section 11.171. 
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8. ABEL’S INDENTITY FOR lp, p RATIONAL 
After discovering a new inequality-such as (lo)-it is natural to look for 
an underlying algebraic identity. The identity should be such that the 
inequality follows at once by the ejection of certain terms. Such an identity is 
the following. 
PROPOSITION 3. Let a,, . . . , a, and x1,. . . , x, be any real numbers 
(positive or not). Zf p is a positive integer, then 
+i c P! 
r=l p,+ ... +p,=p pl! . . . p,! 
O<P,<P 
p,+l =... =p”=o 
Proof. By the multinomial theorem we have 
r=l p,+...+p,=p 
Pr ’ 0 
p,+,= =p,=o 
=i: c P! 
,=I pl+‘..+p”=p P,!...PV I 
P, ’ 0 
R+l= .” = P” = 0 
X@... ~~XF(XP’ . . . x~~-i - ~~-P,) 
+t 
r=l 
i 
c - c 
p,+ “‘+p,=p pl+ . ..+p.=p 
p,+ ,=...= p”=o p ,=...= p”=o 
P! 
X 
PI!. * * PA 
(q’ . . . aPrxP . 
I T 
I 
In the first sum, the terms for which p, = p contribute nothing, and so may 
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be omitted. Applying the multinomial theorem again, the second sum may be 
rewritten as 
and the proposition follows by regrouping these terms. n 
We remark that, when p = 1, the last term in the identity vanishes, and 
we are left with Abel’s identity. On the other hand, for general p, the last 
termisnonnegativeprovidedthat a,,...,a,>,Oand xi> ..* >x,>O.The 
inequality (10) therefore follows by ejecting this term. 
If we assume that a i, . . . , an and xi,. . . , x, are nonnegative, a version of 
Proposition 3 is available whenever p is a (positive) rational number. Since 
this general identity does not seem to lead to an easy proof of (lo), we omit 
the details. 
9. INTEGRAL ANALOGUES 
In this section we find sharp lower bounds for transformations, f = Kg, of 
the form 
We assume throughout that p is fixed, 1~ p < cc, that K(x, y) > 0 and 
measurable, and that K maps LP(0, a) into itself. 
THEOREM 7. Zf g E LP(0, a) is nonnegative and decreasing on (0, a), 
then 
Ilf Ilp 2 ~llgll,7 (24) 
where 
Xp = inf j"+'K(x, y)dy)'dz. 
o<t<o 0 t 0 
(25) 
Proof. Our proof, like that of Theorem 2, uses an analogue of integration 
by parts-this time in Lp(O, a). Accordingly, it will be convenient to assume 
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that g is absolutely continuous and decreasing on [0, a]. This assumption, via 
standard approximation arguments, involves no loss of generality. 
We have, for fixed x, y, 
so that 
Integrating both sides with respect to y, and then by parts on the right, gives 
Integrating now with respect to x, we have 
1 
pd - ‘K(x, t) dt dy t gp(dl dydx. 
Switching the order of integration in the last term (via Tonnelli’s theorem), 
and then applying (25) to both terms, gives 
llfll; a .~~(a).aX~ - Aplay; [gp(y)l dy. 
A final integration by parts leads to (24). n 
In the above proof we tacitly assumed that u was finite. Standard limiting 
arguments show, however, that Theorem 7 remains valid when a = 00. This 
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case is especially important in applications, since it includes the classical 
kernels of Hardy, K(x, y) = l/x (0 < y < x < co), and of Hilbert, K(x, y) = 
l/(x + y) (0 -=z x, y < cc). (See [2, Chapter IX].) These kernels are both 
homogeneous of degree - 1, and since a = co, this renders the expression 
(25) for h independent of t. We thus have 
COROLLARY. Let p be fixed, 1 < p < 00, and let g E Lp(O, co) be non- 
negative and decreasing. Then 
(26) 
and 
‘dx 2 rb +l)tb)~mgP(y)dy. (27) 
There is equality in either (26) or (27) if and only if g has the form g(x) = a 
for 0 < x < fi, g(x) = 0 for x > 8, for some constants a, p. 
Proof. By the above remarks we have, in either case, XP = 
j,“( j,‘K(x, y)dy)Pdx. For the H ar y d k emel this integral ( = p*) is trivial to 
evaluate. For the HiIbert kernel we proceed as follows: 
/ 
cc upe" 
= 
0 (eU-1)2 
du. 
The last integral may be evaluated by expanding (e” - 1)-2 = eP2”(1 - 
e-U)-2 as a power series in eeU. That Xp = r(p + 1)&p) then follows from 
the (integral) definition of the I-function. (See for example [4, p. 181.) 
Z wish to thank B. E. Rho& for bringing Lyons’s paper to my attention, 
and for several stimulating conversations. Sections l-8 of this paper were 
presented at the G.T.E. conference on sequence spaces, held at St. Lawrence 
University, 21-25 July 1985. Several participants provided valuable com- 
ments: I thank D. Borwein for an alternutive proof of Lemmu 3; G. D. Allen 
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for the remarkably simple proof of Theorem 4; and H. Heinig for asking 
whether integral anulogues of our results were valid (Section 9). 
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