Quantitative risk assessment in drill casing design for oil and gas wells by Zhang, Xutuan
Quantitative Risk Assessment in 
Drill Casing Design for Oil and 
Gas Wells 
Xutuan Zhang BSc, MSc 
A thesis submitted in partial fulfilment of the 
Requirements of the University of Wolverhampton 
for the degree of Doctor of Philosophy 






This work or any part thereof has not previously been presented in any form to the University or to 
any other body whether for the purposes of assessment, publication or for any other purpose (unless 
otherwise indicated). Save for any express acknowledgments, references and/or bibliographies cited 
in the work, I confirm that the intellectual content of the work is the result of my own efforts and of no 
other person. 
The right of John Smith to be identified as author of this work is asserted in accordance with ss. 77 and 
78 of the Copyright, Designs and Patents Act 1988. At this date copyright is owned by the author. 
Signature 
9 
............... . ........ 
Date ............. 
Abstract 
In the oil and gas industry the use of a reliability based design is becoming 
increasingly important because of the increasingly requirements for safety and 
economy. In contrast to the traditional working stress design (WSD), Quantitative 
Risk Assessment (QRA) provides the methodology for quantifying the risk of the 
design for a particular scenario. 
The full QRA methodology was discussed and a mathematical model, based on 
Generalised Pareto Distribution (GPD) and Asymptotic important sampling (AIS) 
techniques, was built to give more precise answer by analysing limited random data 
points rather than using the assumed pre-defined distributions. Particular attention is 
paid to the tails of the distribution to obtain a good fit. The methods developed are 
compared with the traditional methods such as First/Second Order Reliability 
Method (FORM/SORM), Monte Carlo Simulation (MCS) to assess the efficiency 
and accuracy. 
It is shown that, for the examples considered, the proposed methods provide accurate 
and efficient results for the probability of failure. Another important characteristic of 
this method is that it uses the random data and does not need the user to determine 
the distribution type of the variables. And the mathematical model built in the 
present research is a generalised method and can be use for other risk assessment. 
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Chapter 1: Introduction 
1.1 Introduction of the Oil and Gas Industry 
The oil and gas industry plays one of the most important roles in the world. In recent 
years, the drilling of the oil and gas well has presented the industry with many 
problems. It is therefore particularly important for the study of drilling in petroleum 
engineering and development. 
Drilling starts after the environmental and seismic surveys are complete, and drilling 
an exploratory well is considered if the results look good. Even at this stage it 
remains an uncertain business with no guarantees. There is still a high risk that 
nothing at all will be found or that the oil will be in such small quantities that it 
would not be worthwhile extracting. For example, in the North Sea only about one in 
eight exploration wells find quantities of oil and gas that are economic to develop. 
However, the aim of the present research is not about how to find the place to drill 
but how to drill it safely. 
1.2 Oil and Gas Well Drilling 
1.2.1 Drilling Rigs 
There are three types of rigs which are used for different environment. In very deep 
sea, drilling ships are used (Figure 1-1(a)), for water depth between 360 metres and 
12- 
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100 metres, semi-submersible rigs are used (Figure I-I (b)), and j ack-up rigs used in 
shallow water less than 100 metres deep (Figure I-I (c)). 
drillship semi-s 
Figure I-1: Drill Rigs: (a) Drilling Ships; (b) Semi-submersible rigs; (c) Jack-up rigs 
Jack-up rigs have lattice legs that are lowered to the seabed before the floating 
section carrying the derrick is raised above the sea surface. Semi-submersible rigs 
float at all times, but when in position for drilling are anchored and ballasted to float 
lower in the water with their pontoons below wave-level. Some have dynamic- 
positioning propellers and can drill in very deep water. 
The drilling rig itself is a derrick towering above the drill floor where most of the 
human activity is concentrated (Figure 1-2). The derrick supports the weight of the 
drillstring that is screwed together from nine metre lengths of drillpipe. Hoisting 
equipment in the derrick can raise or lower the drillstring up to three pipe lengths. At 
the bottom of the drillstring is a drill bit, which can vary in size and type. It is 
attached to the drill collars, the heavy pipe-sections that put weight on the bit. The 
rest of the drillstring is supported in tension by the derrick; otherwise, it would 
collapse under its own weight. 
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On semi-submersible rigs a compensator keeps the drillstring stationary while the rig 
and derrick move. The drill bit is rotated either by turning the whole drillstring or by 
a downhole turbine driven by a drilling fluid. The fluid is a thin mud with a water or 
oil base which is pumped at high pressure down the hollow drillstring. It lubricates 
the kit, washes up rock cuttings and most importantly, balances the pressure of fluids 
in the rock fonnations below to prevent blowouts or Gushers. 
There is no basic difference between an onshore and an offshore rig. They both do 
the saine thing - drill a hole. 
1.2.2 Drilling Components 
Figure 1-2 shows a typical drill tower, the following sections give a brief 
introduction to the main procedures and components. 
a) Spudding the well 
The first step is to drill a hole and then put a wide pipe into it to guide the drill and 
the drilling fluid. As each section of the well is completed it is lined with a heavy 
steel pipe casing that is cemented in place to prevent it caving in. This process is 
called spudding the well. 
-I 4- 
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Figure 1-2: Drill To'wer 
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b) The derrick 
The derrick is the tall structure that supports all the drilling operations. It is designed 
to haul the drill string, lengths of drill pipe with the drill bit on the end, in and out of 
the hole. Sections of drill pipe or drill string are added as the hole gets deeper. Each 
piece of drill string is typically 10 metres long, which explains why the derrick, 
which needs to accommodate 3 lengths of drill pipe, has to be so tall. The drill string 
can weigh several hundred tonnes, so a powerful motor is needed to winch it up and 
down. 
c) The drill bit 
The drill bit is attached to heavy drill collars that put weight onto the bit. The drill bit 
is rotated either by turning the whole drill string or by a turbine down the hole that is 
driven by the drill fluid. Depending on how hard the rock is, the drilling rate can be 
less than 30 centimetres an hour or as much as 60 metres an hour in a relatively soft 
rock. 
The drill bit needs changing every few days, or maybe every few hours, depending 
on the hardness of the rock. When the drill bit has to be changed, the whole drill 
string is pulled back up, uncoupled in sections, stacked up, the drill bit changed and 
the whole process starts again. This is known as a round trip and can take 10 hours or 
more. 
16- 
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d) Use of mud 
Drilling fluid, which is commonly known as mud, is continuously pumped at high 
pressure down to the drill bit to lubricate it and keep it cool. The mud also flushes 
out the rock cuttings and brings them back to the surface. Geoscientists are able to 
inspect and analyse these tea leaf sized samples and gain more information about the 
rock structures and the presence of hydrocarbons. The person who does this is known 
as a mud-logger. 
Another important consideration is that the force and weight of the mud that is 
pumped down the drill string into the well, balances the pressure of the crude oil and 
gas in the surrounding rocks and so significantly reduces the risk of a blow out. 
e) Controlling the well 
Because the oil and gas, deep below the Earth's surface are at high pressure, great 
care has to be taken to control the pressure. 'Blow out' can occur when a drill enters 
a reservoir and the pressure causes the oil and gas come spurting out of the well. The 
result is potentially very dangerous. Although blow outs are very unusual, all wells 
are fitted with an emergency valve designed to prevent this from happening. 
f) Core samples 
If the geologists find something particularly interesting, they can ask for a core 
swnple. A hollow drill, called a core barrel, is attached to the drill string and as it 
goes down a core of rock forms inside. This core sample gives a continuous record of 
the different layers of rock and therefore more detailed information than the rock 
I 7- 
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cuttings. Collecting a core sample is expensive and time consuming because it 
involves a complete roun trip. 
g) Logging 
Before a well is finally capped vital information is gathered by lowering measuring 
devices, contained a sonde, down the hole on a wire line. As the line is pulled back 
up the hole the sonde transmits information to a computer on the surface about the 
porosity and other qualities of the rock it is cutting through. This infonnation 
provides a survey of the well and gives more information about the presence of 
hydrocarbons in the pores. 
h) Field Appraisal 
If an exploratory well shows that hydrocarbons are present, more seismic data is 
gathered and then a number of appraisal wells are drilled and more data is collected. 
From this data it is possible to estimate how much oil and gas the field contains, how 
difficult it will be to extract and what percentage of the oil and gas can be extracted. 
1.2.3 Drilling 
Once it has been established that a potential oil-bearing structure exists, the only way 
of confirming the existence of oil is to drill a well. In practice, the frequency of 
striking oil in an unexplored area is one in eight. In areas where there is a great deal 
of vegetation and soft ground, a stovepipe (762-1066.8mm OD) is driven by a pile 
driver to a depth of approximately 3048 mm. This is necessary to protect surface 
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formations from being eroded by the drilling mud, causing a large washout with 
eventual loss of the rig. 
The two main tasks in drilling are: 
(1) Adding fresh lengths Ooints) of drill pipe as the drill bit bites down into the rock; 
(2) The extraction of the entire drill string to change the bit or retrieve rock cores. 
The oil well proper starts off with a hole size ranging from 444.5 to 914.4 mm and is 
drilled to a depth of 6,096-9,144 mm. The bottom hole assembly required to drill a 
large hole to a shallow depth nonnally consists of drill collars and one stabiliser. For 
deep holes a more rigid bottom hole assembly using three stabilisers is required to 
keep the hole straight or to maintain existing hole deviation. The basic bottom hole 
assembly consists of bit, near bit stabiliser, two drill collars, stabiliser, two or three 
drill collars, stabiliser, drill collars, HWDP and drill pipe to surface. 
The first string of casing (339.725-728mm OD) is described as conductor pipe, and is 
run mainly to provide a conduit for the drilling mud. 
Once the conductor pipe is cemented, a smaller bit, with a different bottom hole 
assembly, is run inside the conductor pipe and another hole (the surface hole) is 
drilled to a prescribed depth. The depth is dictated by hole conditions and forination 
pressures. Another casing string (the surface casing) is run and cemented. 
The process of drilling a hole and running casing continues until the oil or gas zone 
is reached. The last casing string is described as a production string. Typical 
hole/casing sizes for a development area (i. e. where oil is known to exist from 
previous exploration drilling) are given in Table 1-1. It should be noted that 
combinations of hole/casing sizes other than those listed in Table I -I are also in use. 
-I 9- 
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Table I-1: Tvnical hole size/casing, size arrangements 
Hole Size (mm) Casing Size (mm) Description 
914.4 762 Stove pipe 
609.6/660.4 473.1/508 Conduct or pipe 
444.5 339.7 Surface casing 
311.2 244.5 Intermediate casing 
215.9 177.8 Production casing 
152.4 114.3/127 
Full production casing or a 
production liner 
1.2.4 Tripping operations 
The tenn "tripping operations" refers to the process of lowering or raising the drill 
string into or out of the hole. The drill string is frequently pulled out of hole (POH) 
in order to change the drill bit or when the hole is drilled to its final Target Depth 
(TD) before the casing is run. Tripping in or running in hole (RIH) is the process of 
lowering the entire drill string after a bit change or for reaming and circulation 
purposes. 
Figure 1-3 is a schematic drawing of the processes involved in tripping out. It starts 
by first raising the kelly above the rotary table, setting slips and then breaking the 
kelly, kelly bushing and swivel from the topmost joint and stacking them in the 
rathole, as shown in Figure 1-3. 
The drill pipe is then removed by attaching pipe elevators to the drill pipe and using 
the drum hoist to raise the drill pipe above the rig floor. Basically, an elevator is a set 
of clamps that latches onto the pipe which allows the drill string to be lifted out of 
the hole. 
-20- 
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Figure 1-3: Tripping-out operation 
The drill string is normally removed in a stack of three joints, described as a stand. A 
stand of drill pipe (approximately 2833.64 mm long) is raised above the rotary table 
and then disconnected, or broken,, with tongs and spun out of hole with the pipe 
spinner or by back rotating the rotary table. The top of the stand is then picked up by 
a derrick man working on the platform (or monkey-board) from where he unlatches 
the pipe from the elevator. The top of the stand is then moved into a specially 
designed finger-board within the platform, just after the workmen (roughnecks) on 
the rig floor swing the lower part of the stand aside on the rig floor immediately 
below the monkey-board. 
The empty elevators are then lowered and latched onto the top of the remaining drill 
string. The slips are removed from the rotary table and another stand is removed 
. C-- - from the hole. This process is continued until the entire drill string is removed from 
the hole and stacked in the derrick. 
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Tripping-in operations use the same process as tripping out but in reverse, i. e. pipe is 
picked up from the stack with the elevator. The bottom hole assembly, including drill 
bit and drill collars, is first run inside the hole. 
It should be noticed that when the well is finally drilled, tested and completed, the 
drill pipe stands are broken into individual joints inside the mouse-hole prior to rig 
move. 
1.2.5 Casing 
Casing is run and cemented after each section of the hole is drilled. Referring to 
Table 1-1, the conductor pipe is run and cemented to the surface. Normally this pipe 
does not carry any wellhead equipment (i. e. BOPs) and the drilling flowline is 
nippled directly to this string. (An exception to this is in offshore oil operations or 
areas where shallow gas may be encountered. ) Drilling of the surface hole (e. g. 
444.5mm) is carried out through the conductor pipe until the complete section is 
drilled. Surface casing (e. g. 339.725mm OD) is then run and cemented. In land 
drilling, the conductor pipe is cut so that it is level with the cellar floor. 
The 339.725mm casing will carry the blowout preventers which are necessary to 
provide control while the next hole is being drilled. The 339.725mm casing includes 
a connection called casing head housing (CHH). Cementing the casing is facilitated 
by using a landing joint to which the cementing equipment is attached. Later the 
landing joint is removed and the CHH is screwed onto the topmost joint of the 
casing. In some cases a landing joint cannot be used, owing to difficulty in spacing 
out, and the cementing equipment will have to be attached to the casing itself In this 
-22- 
Chapter 1: Introduction 
case, after cementing, the casing is cut off and dressed. Then CHH is welded onto the 
top of the casing. The BOPs equipment can now be attached to the top of the CHH to 
allow safe drilling of the next hole. The casing head housing is also used to suspend 
the next string of casing. The wellhead arrangement after cementing the surface 
casing is shown in Figure 1-4. 
Figure 1-4: Wellhead arrangement after setting: a) conductor pipe; b) surface 
casing; 


















The intermediate hole is drilled inside the surface casing. The intermediate casing 
(e. g. 9 lin OD) is run and cemented in the same manner as the surface casing. This 8 
casing is then landed by hanging it inside the CHH using a special casing hanger. 
The casing hanger employs gripping teeth which hold the casing tightly in place; the 
casing hanger is also provided with teeth on the outside to engage with the CHH. 
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The top of the intermediate casing is then cut and dressed, and another spool, 
described as an "intermediate casing spool", is attached to the CHH. The 
intermediate spool provides the following functions: 
(a) to pack off the top of the intermediate casing, thereby restricting 
well-bore fluid pressure to the inside of the casing; 
(b) to carry the next stack of BOPs required to control hole during the 
drilling of the next hole; 
(c) to provide suspension for the next casing string. 
The CHH and intermediate spool(s) have recesses cut inside their bodies to provide 
seating for the casing hangers. 
The last hole is drilled through the intennediate casing, and the producing string is 
run and cemented as before. The production string is hung inside the intermediate 
spool with a casing hanger. The production casing (114.3,127 or 177.8 mm OD) is 
cut and dressed, and a final spool, the tubing head spool, is screwed on. The tubing 
head spool provides a pack-off to the top of the production string and also provides 
seating for the tubing hanger which will hold the production tubing. Oil or gas is 
nonnally produced through the tubing (rather than through the casing) which is 
sealed in a production packer placed just above the production zones. 
1.2.6 Logging, testing and completion 
After the well is drilled to TD, the hole is normally logged (in open or cased hole) by 
running specialised equipment on wireline. The primary object of open hole logging 
is to detennine porositY, water saturation and boundaries of production zone(s). 
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These parameters are necessary in the determination of the quantity of movable oil 
and, in turn, the production life of the reservoir. 
Completion of an oil well involves setting a production packer, running the 
production tubings and, finally, perforating the production zone(s). A production 
packer is set, just above the production zone, to seal the annulus from the reservoir 
pressure and confine fluids to the production tubing. The tubing is screwed at the 
surface to a tubing hanger; the latter is landed in the tubing head spool. 
In areas where several oil reservoirs exist in the same well, dual production may be 
practised, where two tubing strings are run to the different production zones. Two 
packers are therefore necessary to seal both the production zones from the annulus. 
Finally, a Christmas tree is attached to the top flange on the tubing head spool. The 
Christmas tree is a solid piece of steel with a hollow passage connected to the top of 
the tubing. It has a number of valves to control the flow of hydrocarbon from the 
well. 
1.3 Casing Design 
1.3.1 Purpose of Casing 
As stated in previous sections, at a certain stage during the drilling of oil and gas 
wells it becomes necessary to line the walls of a borehole with steel pipe, known as 
the casing. Casing serves numerous purposes during the drilling and production 
history of oil and gas wells. These include: 
I. Keeping the hole open by preventing the weak formations from collapsing, 
i. e. caving of the hole. 
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2. Serving as a high strength flow conduit to surface for both drilling and 
production fluids. 
3. Protecting the freshwater-bearing formations from contamination by drilling 
and production fluids. 
4. Providing a suitable support for wellhead equipment and blowout preventers 
for controlling subsurface pressure, and for the installation of tubing and 
subsurface equipment. 
5. Providing safe passage for running wireline equipment. 
6. Allowing isolated communication with the perforated formation(s) of interest. 
13.2 Types of Casing 
Hostile environments, such as high-pressured zones, weak and fractured formations, 
unconsolidated formations and sloughing shales, are often encountered. 
Consequently, wells are drilled and cased in several steps to seal off these 
troublesome zones and to allow drilling to the final depth. Different casing sizes are 
required for different depths, the five general casings used to complete a well are: 
conductor pipe, surface casing, intennediate casing, production casing and liner. As 
shown in Figure 1-5, these pipes are run to different depths and one or two of them 
may be omitted depending on the drilling conditions; they may also be run as liners 
or in combination with liners. In offshore platform operations, it is also necessary to 
run a cassion pipe. 
e Cassion ipe 
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A cassion pipe, usually 660.4 to 1066.8mm. in outside diameter (OD), is driven into 
the seabed to prevent washouts of near-surface unconsolidated formations and to 
ensure the stability of the ground surface upon which the rig is seated. It also serves 
as a flow conduit for drilling fluid to the surface. The cassion pipe is tied back to the 













Figure 1-5: Typical casing prograrn showing different casing sizes and their setting 
depths 
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* Conductor Pipe 
The outermost casing string is the conductor pipe. The main purpose of this casing is 
to hold back the unconsolidated surface formations and prevent them from falling 
into the hole. The conductor pipe is cemented back to the surface and it is either used 
to support subsequent casings and wellhead equipment or the pipe is cut off at the 
surface after setting the surface casing. Where shallow water or gas flow is expected, 
the conductor pipe is fitted with a diverter system above the flow line outlet. This 
device permits the diversion of drilling fluid or gas flow away from the rig in the 
event of a surface blow-out. The conductor pipe is not shut-in in the event of fluid or 
gas flow, because it is not set deep enough to provide any holding force. 
The conductor pipe, which varies in length from 1219.2 to 15240 cm onshore and up 
to 30,480 cm offshore, is 17.78 to 50.8 cm. in diameter. Generally, a 40.64 cm pipe 
is used in shallow wells and a 50.8 cm in deep wells. On offshore platforms 
conductor pipe is usually 50.8 cm in diameter and is cemented across its entire 
length. 
o Surface Casing 
The principal functions of the surface casing string are to: hold back unconsolidated 
shallow formations that can slough into the hole and cause problems, isolate the 
freshwater-bearing formations and prevent their contaminatio'n by fluids from deeper 
fonnations and to serve as a base on which to set the blow-out preventers. It is 
generally set in hard limestone or dolomite, so that it can hold any pressure that may 
be encountered between the surface casing seat and the next casing seat. 
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Setting depths of the surface casing vary from a few hundred feet to as much as 
152,400 cm. The Size of the surface casing varies from 17.78 to 40.64 cm in 
diameter, with 27.305 cm and 33.9725 cm. being the most common sizes. Surface 
casing is usually cemented to the surface. For offshore wells, the cement column is 
firequently limited to the kick-off point. 
* Intermediate Casing 
Intennediate or protective casing is set at a depth between the surface and production 
casings. The main reason for setting intermediate casing is to case off the formations 
that prevent the well from being drilled to the total depth. Troublesome zones 
encountered include those with abnormal formation pressures, lost circulation, 
unstable shales and salt sections. When abnormal formation pressures are present in a 
deep section of the well, intermediate casing is set to protect formations below the 
surface casing from the pressures created by the drilling fluid specific weight 
(required to balance the abnormal pore pressure). Similarly, when normal pore 
pressures are found below sections having abnormal pore pressure, an additional 
intermediate casing may be set to allow for the use of more economical, lower 
specific weight, drilling fluids in the subsequent sections. After a troublesome lost 
circulation, unstable shale or salt section is penetrated, intermediate casing is 
required to prevent well problems while drilling below these sections. 
Intermediate casing varies in length from 2,133.6 mitre to as much as 4,572 mitre 
and from 17.78 cm to 29.845 cm in outside diameter. It is commonly cemented up to 
304.8 mitre from the casing shoe and hung onto the surface casing. Longer cement 
columns are sometimes necessary to prevent casing buckling. 
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* Production Casing 
Production casing is set through the prospective productive zones except in the case 
of open-hole completions. It is usually designed to hold the maximal shut-in pressure 
of the producing formations and may be designed to withstand stimulating pressures 
during completion and workover operations. It also provides protection for the 
enviromnent in the event of failure of the tubing string during production operations 
and allows for the production tubing to be repaired and replaced. 
Production casing varies from 11.43 cm to 24.4475 cm in diameter, and is cemented 
. 
0--- 
far enough above the producing formations to provide additional support for 
subsurface equipment and to prevent casing buckling. 
* Liners 
Liners are the pipes that do not usually reach the surface, but are suspended from the 
bottom of the next largest casing string. Usually, they are set to seal off troublesome 
sections of the well or through the producing zones for economic reasons. 
The major advantages of liners are that the reduced length and smaller diameter of 
the casing results in a more economical casing design than would otherwise be 
possible and they reduce the necessary suspending capacity of the drilling rig. 
However, possible leaks across the liner hanger and the difficulty in obtaining a good 
primary cement job due to the narrow annulus must be taken into consideration in a 
combination string with an intermediate casing and a liner. 
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1.3.3 Casing Properties 
All specifications of casing include outside diameter, wall thickness, drift dimneter, 
weight and steel grade. In recent years the API has developed standard specifications 
for casing, which have been accepted internationally by the petroleum industry. 
Table 1-2: API manufacturing tolerance for casing outside diameter (After API Spec. 5CT. 1992) 
Outside Diameter Tolerance 
(mm) (mm) 
26.67-88.9 +2.38125 -0.79375 
101.6-127 +2.778125 -0.75%OD 
139.7-219.075 +3.175 - 0.75% OD 
ý! 244.475 +3.96875 -0.75%OD 
Casing diameters and wall thickness are the most important properties that are used 
in casing design. As discussed previously, casing diameters range from 11.43 cm to 
60.96 cm so they can be used in different sections (depths) of the well. The 
tolerances shown in Table 1-2, from API Spec. 5CT (1992), apply to the outside 
diameter (OD) of the casing immediately behind the upset for a distance of 
ain roximately 12.7 cm. ,P 
Casing manufacturers generally try to prevent the pipe from being undersized to 
ensure adequate thread run-out when machining a connection. As a result, most 
casing pipes are found to be within ± 0.75% of the tolerance and are slightly 
oversized. 
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Inside diameter (ID) is specified in terms of wall thickness and drift diameter. The 
maximal inside diameter is, therefore, controlled by the combined tolerances for the 
outside diameter and the wall thickness. The minimal permissible pipe wall thickness 
is 87.5% of the nominal wall thickness, which in turn has a tolerance of - 12.5 
The minimal inside diameter is controlled by the specified drift diameter. The drift 
diameter refers to the diameter of a cylindrical drift mandrel, Table 1-3, that can pass 
-freely through the casing with a reasonable exerted force equivalent to the weight of 
the mandrel being used for the test (API Spec. . 5CT, 1992). A bit of a size smaller 
than the drift diameter will pass through the pipe. 
The difference between the inside diameter and the drift diameter can be explained 
by considering a 17.78 cm, 29.763 kg/m casing, with a wall thickness, t, of 6.9088 
Inside diameter = OD - 2t 
= 17.78-2 * 0.69088 
= 16.39824 cm 
Drift diameter = ID - 0.3175 
= 16.39824 - 0.3175 
= 16.08074 cm 
Drift testing is usually carried out before the casing leaves the mill and immediately 
before running it into the well. Casing is tested throughout its entire length. 
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Table 1-3: API recommended dimensions for drift mandrels (After API Spec. 5CT. 1992) 
Outside and liner Length Diameter (ID) 
(cm) (cm) (cm) 
:ý 21.9075 15.24 ID- 0.3175 
24.4475-33.99692 30.48 ID- 3.96875 
ý: 40.64 30.48 ID- 4.7625 
The lengths of pipe sections are specified by API RP 5BI (1988), in three major 
ranges: RI, R2 and R3, as shown in Table 1-4. 
Table 1-4: API standard lengths of casing (After API RP 5B 1,1988) 
Range Length (cm) Average length (cm) 
RI 487.68-762 670.56 
R2 762-1036.32 944.88 
R3 Over 1036.32 1280.16 
Generally, casing is run in R3 lengths to reduce the number of connections in the 
string, a factor that minimises both rig time and the likelihood of joint failure in the 
string during the life of the well. R3 is also easy to handle on most rigs because it has 
a single joint. 
The steel grade of the casing relates to the tensile strength of the steel from which the 
casing is made. The steel grade is expressed as a code number which consists of a 
letter and a number, such as N-80. The letter is arbitrarily selected to provide a 
unique designation for each grade of casing. The number designates the minimal 
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yield strength of the steel in thousands of psi. Strengths of API steel grades are given 
in Table 1-5. 











H-40 275,790,400 551,580,800 413,685,600 29.5 
J-55 379,211,800 551,580,800 517,107,000 24.0 
K-55 379,211,800 551,580,800 655,002,200 19.5 
L-80 551,580,800 655,002,200 655,002,200 19.5 
N-80 551,580,800 758,423,600 689,476,000 18.5 
C-90 620,528,400 723,949,800 689,476,000 18.5 
C-95 655,002,200 758,423,600 723,949,800 18.0 
T-95 655,002,200 758,423,600 723,949,800 18.0 
P-110 758,423,600 965,266,400 861,845,000 15.0 
Q-125 861,845,000 1,034,214,000 930,792,600 14.0 
* Elongation in 50.8mm, minimum per cent for a test specimen with an area 
ý: 19.05mm. 
Hardness of the steel pipe is a critical property especially when used in H2S (sour) 
environments. The L-grade pipe has the same yield strength as the N-grade, but the 
N-grade pipe may exceed 22 Rockwell hardness and is, therefore, not suitable for 
H2S service. For sour service, the L-grade pipe with a hardness of 22 or less, or the 
C-grade pipe can be used. 
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i aDie i -a: :! o engms oi non- i steei us 
Yield Strength Minimum Ultimate Minimum 
Non-API Manufacturer (x 10' Pa) Tensile Strength Elongation 
Grade Minimum Maximum (X 108 Pa) (%) 
S-80 Lone Star Steel 5.17107 
-* 
- 5.17107 20.0 
3.79212*** - 
Mod. N-80 Mannesmann 5.51581 6.55002 6.89476 24.0 
C-90* Mannesmann 6.20528 7.23950 8.27371 26.0 
SS-95 Lone Star Steel 6.55002** - 6.55002 18.0 
5.17107*** - 
SOO-95 6.55002 7.58424 7.58424 20.0 
S-95 Lone Star Steel 6.55002 
-* 
- 7.58424 16.0 
6.34318*** - 
SOO-125 Mannesmann 8.61845 10.34214 9.30793 18.0 
SOO-140 Mannesmann 9.65266 11.37635 10.34214 17.0 
V-150 U. S. Steel 10.34214 12.41057 11.03162 14.0 
SOO-155 Mannesmann 10.68688 12.41057 11.37635 12.0 
* Test specimen with area greater than 483.87 mm 2. 
** Circtunferential 
*** Longitudinal 
* Maximal ultimate tensile strength of 8.2737 x 10' Pa. 
Many non-API grades of pipes are available and widely used in the drilling industry. 
The strengths of some commonly used non-API grades are presented in Table 1-6. 
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These steel grades are used for special applications that require very high tensile 
strength, special collapse resistance or other properties that make steel more resistant 
to H2S- 
Appendix D lists some most frequently used casing properties. More detail can be 
found in "Fundamentals of Casing Design"( Hussain Rabia, 1987). 
1.3.4 Principles of Traditional Casing Design 
The design of a casing progrmn involves the selection of setting depths, casing sizes 
and grades of steel that will allow for the safe drilling and completion of a well to the 
desired production configuration. Very often the selection of these design parameters 
is controlled by a number of factors, such as geological conditions, hole problems, 
number and sizes of production tubing, types of artificial lift equipment that may 
eventually be placed in the well, company policy, and in many cases, government 
regulations. 
Of the many approaches to casing design that have been developed over the years, 
most are based on the concept of maximum load. In this method, a casing string is 
designed to withstand the parting of casing, burst, collapse, corrosion and other 
problems associated with the drilling conditions. To obtain the most economical 
design, casing strings often consist of multiple sections of different steel grades, wall 
thickness, and coupling types. Such a casing string is called a combination string. 
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1.3.4.1 Factors influencing Casing Design 
Casing design involves the determination of factors which influence the failure of 
casing and the selection of the most suitable casing grades and weights for a specific 
operation, both safely and economically. The casing program should also reflect the 
completion and production requirements. 
A sound knowledge of stress analysis and the ability to apply it are necessary for the 
design of casing strings. The end product of such a design is a "pressure vessel" 
capable of withstanding the expected internal and external pressures and axial 
loading. Hole irregularities further subject the casing to bending forces which must 
be considered during the selection of casing grades. 
A safety margin is always included in casing design, to allow for future deterioration 
of the casing and for other unknown forces which may be encountered, including 
corrosion, wear and thermal effects. 
Casing design is also influenced by: 
(a) Loading conditions during drilling and production; 
(b) The strength of the casing seat (i. e. formation strength at casing shoe); 
(c) The degree of deterioration which the pipe will be allowed during the entire life 
of the well; 
(d) The availability of casing. 
In general, the cost of a given casing grade is proportional to its weight, the heaviest 
weight being the most expensive. Since the cost of casing in a given well constitutes 
a high percentage of the total cost of drilling and completion, the designer should 
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ensure that the lowest grades and lightest weights, consistent with safety, are chosen 
as these provide the cheapest casing. 
Incorrect design of the casing can result in disastrous consequences placing human 
lives at risk and causing damage and loss of expensive equipment. The entire oil 
reservoir may be placed at risk if the casing cannot contain a kick wasting a great 
deal of the reservoir's natural energy. 
1.3.4.2 Traditional Design Criteria 
The criteria for casing design are as follows: 
a) Axial Tension 
Most axial tension arises from the weight of the casing itself. Other tension loading 
can arise due to bending, drag, shock loading and during pressure testing of casing. 
In casing design, the uppennost joint of the string is considered the weakest in 
tension, as it has to carry the total weight of the casing string. Selection is normally 
based on a safety factor of 1.6 to 1.8 for the top joint (Hussain Rabia, 1987). 
b) Collapse Pressure 
Collapse pressure originates from the column of mud used to drill the hole, and acts 
on the outside of the casing. Since the hydrostatic pressure of a column of mud 
increases with depth, collapse pressure is highest at the bottom and zero at the top. 
Therefore: 
Collapse pressure (C)=mud density x depth x acceleration due to gravity 
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=pxgxh 
C =, ohII44 
where p is in Ibm/ft3, and h is in ft, or 
C=0.052ph psi (1-2) 
where pis in ppg. 
In SI units, collapse pressure (C) is given by: 
C=9.8, oh X 106 Pa (1-3) 
where p is in k g/M3 , and h is in m. 
The designer should ensure that the collapse pressure (C) never exceeds the collapse 
resistance of the casing. For this purpose, the casing collapse resistance is taken as 
the load at which the internal diameter of casing yields. In designing for collapse, the 
casing is assumed empty for surface and production casing and partially empty for 
intermediate casing. 
For directional wells a correct well profile is required to determine the true vertical 
depth. Collapse pressure should be calculated using true vertical depth only. 
c) Burst Pressure 
The burst criterion in casing design is normally based on the maximum formation 
pressure resulting from a kick during the drilling of the next hole section. For added 
safety it is also assumed that the influx fluid(s) will displace the entire drilling mud, 
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thereby subjecting the inside of the casing to the bursting effects of formation 
pressure. 
At the top of the hole the extemal pressure due to the hydrostatic head of mud is zero 
and the internal pressure must be supported entirely by the casing body. Therefore, 
burst pressure is highest at the top and lowest at the casing shoe where internal 
pressures are resisted by the external pressure originating from fluids outside the 
casing. As will be shown later, in production casing the burst pressure at shoe can be 
higher than the burst pressure at surface in situations where the production tubing 
leaks gas into the casing. 
d) Compression Load 
Compression loading arises in casings that carry inner strings where the weight of 
inner strings is transferred to the larger supporting casing. Production casings do not 
carry inner casing strings and are used, amongst other things, to suspend production 
tubings which are very light in comparison with casing. Consequently, production 
casings are not designed for compression loading. 
e) Other Loadings 
Other loadings that may develop in the casing include: 
(a) bending with tongs during make-up; 
(b) pull-out of the joint and slip crushing; 
(c) corrosion and fatigue failure, both of the body and of the threads; 
(d) pipe wear due to running wire line tools and drillstring assembly which can be 
extremely detrimental to casing in deviated and dog-legged holes; and 
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(e) additional loadings arising from treatment operations. The latter operations 
include acidising, squeeze cementing and hydro-fracturing. 
1.3.4.3 Safety Factors 
It is evident from the discussion of casing design criteria that exact values of 
loadings are difficult to determine. For example, if mud of 11,310 Pa/m is assumed 
to exist on the outside of the casing during running of the casing, this value cannot be 
expected to remain constant throughout the life of the well. Deterioration of mud 
with time will reduce this value to, say, a saltwater gradient of 10,528 Pa/m. Hence, 
calculations of burst pressures assuming a 11,310 Pa/m column of mud on the 
outside of the casing are not applicable throughout the life of the well. If the initial 
design of the casing is marginal, then any change in loading conditions may lead to 
bursting of the casing in the event of a gas leak from tubing during production 
operations. 
Therefore, casing design is not an exact technique, because of the uncertainties in 
determining the actual loadings and also because of the change in casing properties 
with time, resulting from corrosion and wear. A safety factor is used to allow for 
such uncertainties and to ensure that the rated performance of the casing is always 
greater than any expected loading. In other words, the casing strength is down-rated 
by a chosen safety factor. 
Each operating company uses its own values of safety factors for specific situations. 
These have been developed through many years of drilling and production 
experience. According to DEA(E) 64, working stress design uses safety factors at the 
following range: 




The safety factor is deterrnined as the ratio between body resistance and the 
magnitude of applied pressure. Thus safety factor (SF) in burst is given by: 
SF = 
burst resistance of casing 
burst pressure 
In most circumstance, casing is designed to produce specified minimum safety 
factors for the three types of loading mentioned above. The casing grades will 
ý1- - therefore have these minimum safety factors at the critical points along the hole. At 
other points the casing will have higher values for the safety factors. 
1.4 Discussion 
1.4.1 Limitations of Traditional Design Criteria 
In casing design, safety and cost are two of the most important factors. Throughout 
industry reliability-based design methods have a long pedigree in control and 
optimisation of these factors. 
Traditional casing design uses the deterministic approach, Working Stress Design 
(WSD). It consists of matching the nominal strength of the pipe with an estimated 
worst case accidental load, that is to say, in this kind of design minimum expected 
strength is designed to exceed maximum possible loads. Using this procedure the 
uncertainties in the design variables are accounted for by the use of design factors 
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(DFs). The origin of such factors is almost entirely empirical; these design factors 
have been handed down through the years; they have rarely been subjected to field or 
analytical verification. Also, DFs and loading considerations vary greatly within the 
industry. As a result, the true safety margin in various applications of the design is 
largely unknown. 
In summary, this approach has a number of shortcomings, such as 
1) Poor Economics: The present DFs are based on historical experience, but this is 
always of the 'worst' wells (e. g., wildcats), for which the failure probability is 
highest. DFs, which are correct for the worst cases, may be over-conservative for 
less severe cases such as development wells, resulting in wasteful over-sizing. 
2) Inflexibili1y: In general, one DF is used for all strings and all load types, e. g., 1.2 
is used for production casing burst after tubing leak as well as for pressure test of 
the outer casings. However, the consequences of the first scenario (possible 
release of hydrocarbons to the envirom-nent) are much more severe than the 
consequences of the second (casing repair); so the first condition should have a 
higher DF than the second. 
3) Uneven risk: At present, the same DF is normally used for all steel types and 
grades. This is open to criticism as the margin of safety depends in part on the 
difference between ultimate tensile strength (UTS) and yield; and this is much 
lower for high strength steels (eg, V150) than for lower grades (e. g., J55, L80). 
Furthermore, W. S. Whitney (May 1995) and K. C. Maes (1993) that historical 
experience is almost solely for API steels, and hence the DFs based upon it may 
not be applicable to newer steel types. 
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1.4.2 Summary 
In 1993, British Gas decided in DEA(E)-64 that it would be advantageous to explore 
the possibility of developing a new casing design methodology, based on 
probabilistic concepts and historical design data, and as is the case with all the design 
criteria used for mechanical and civil engineering systems (e. g. steel structures, 
concrete structures, foundation connections, vessels, pipelines, etc. ), the objective of 
design is not to eliminate failures or to achieve absolute safety; rather, it is to strike 
an optimum balance between cost and risk; between economy, and safety and 
reliability. 
In order to achieve a proper balance, it is necessary to focus on several important 
issues: 
9 What are the consequences of casing failures? For instance, it is clear that a lost 
return causes less human and environmental risk than a kick. A small economic 
losses must be considered. 
e Which types of casing failure can be distinguished? Besides strength criteria, do 
certain serviceability criteria need to be taken into account? 
o What is the probability of occurrence of a certain type of load, such as a kick load 
or a lost return? 
* Which variables govern the behaviour and the response of casing systems? 
* Are suitable mechanical/metallurgical models and reliable data available to 
calibrate design check equations? The consensus is that many current design 
criteria are too conservative, that they should rely on appropriate experimental 
results and sound mechanical models. 
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* How much risk is the designer willing to take? 
As a fast growing statistical method, Quantitative Risk Assessment (QRA) methods 
provides the methodology for the optimisation of a design, while quantifying the risk 
of the design for a particular scenario and can give the designer a satisfactory and 
quantified answer. 
The present research is to apply the full QRA methodology to casing design and to 
obtain more accurate results based on the limited random data set rather than using 
assumed pre-defined distributions for the variables involved. Traditional casing 
design methodology and its simulation methods such as First/Second Order 
Reliability Method (FORM/SORM), Monte Carlo Simulation (MCS) will be 
discussed in the following sections. Generalised Pareto Distribution (GPD) and 
important sampling (IS) techniques will be used to develop the new method. 
Chapter 2: Quantitative Risk Assessment 
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2.1 Introduction to Quantitative Risk Assessment (QRA) 
Risk and uncertainty are essential features of most reliability problems and need to 
be understood for rational decisions to be made. Quantitative risk analysis offers the 
user a powerful and precise method for assimilating the various uncertainties of a 
problem and producing a realistic appreciation of the problem's total uncertainty. 
The use of QRA technology is applicable for strength issues (wom casing, poor 
mechanical properties, poor dimensional properties, etc. ) or load issues (unusual 
loading requirements during stimulation, fracturing, compaction, leaks, etc. ). The 
risk associated with a particular load strength scenario can be quantified and 
balanced against the associated cost of the repair or operational change. The 
quantification of risk and the cost associated with that risk is paramount in the 
decision making process. Without the risk quantified, the engineer cannot properly 
evaluate the situation and come to the optimal risk-cost balanced decision. 
Reliability-based analysis incorporates the variability on the strength side of the limit . tk%;; 
state function as well as the variability on the load side of the function. Once the load 
variabilities are defined in tenns of a distribution (based on historical data), 
sophisticated reliability based simulations (due to the extremely low probabilities of 
failures which often occur) are performed which combines all the possible 
combinations of load and strength variables through the use of a Limit State Function 
(LSF). 
Chapter 2: Quantitative Risk Assessment 
In the QRA process, uncertainties that naturally occur in the determination of loads 
and casing strengths are explicitly taken into account. QRA allows for uncertainties 
to be considered in the analysis of specific wells. For each type of loading on a well, 
QRA takes into account the uncertainty of the particular loading based on actual field 
load data and the probability of a load event occurring. A probabilistic representation 
of each random variable describes the uncertainties including probability of 
occurrence, unavoidable scatter, and subjective modelling uncertainties. 
Uncertainties are measured by the statistical spread in the data. 
QRA considers three major components: uncertainties, risk, and economics. Risk 
expresses the probability of an unfavourable outcome. The reliability analysis model 
invariably defines both load and strengths as probabilistic random variables. Risk 
depends on the degree of overlap of the load and Strength probability density curves. 
It is this overlap that defines the balance between load and design and therefore risk. 
A sophisticated evaluation approach is necessary to fully define the extreme values 
in the "tails" of both load and resistance distributions to ensure extreme values are 
implicit in the design premise. An important point is that there is no risk free 
environment. 
Economics must enter the decision process since there is no zero risk operation. 
Higher safety margins will move apart and reduce (but not eliminate) the load and 
strength overlap. Evaluation of the relationship of cost versus risk in principle 
provides a direct means to assess problem situations. The limitation in applying this 
direct approach is that there are insufficient available data with which to model the 
distributions of loads and design. A flow chart shown in Figure 2-1 details the 
components and interaction in the analysis. 
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Figure 2- 1: QRA flow chart 
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2.2 QRA in Casing Design 
2.2.1 The advantages of using QRA in casing design 
Well casing experiences operating loads due to running, cementing and testing 
operations and accidental loads due to fonnation/reservoir fluids upsurge in the 
wellbore (kick) or lost circulation caused by formation fracture. Large temperature 
variations, corrosive enviromnents, and pipe wear, especially at intended and 
unintended deviations from straightness are often encountered. The dominant casing 
failure modes consist of ductile/brittle under internal casing pressure, pipe instability 
or collapse under external pressure, tension or compressive/buckling failures of the 
casing string, and connection failures. 
As is the case for all the design criteria in mechanical and civil engineering systems 
(e. g. steel structures, concrete structures, foundations, connections, vessels, pipelines, 
etc. ), the objective of design is not to eliminate failures or to achieve absolute safety; 
rather, it is to strike an optimum balance between cost and risk; between economy 
and safety and reliability. 
The ability of a risk management based design philosophy to reduce costs is widely 
recognised by industry (Gulati, D. L. McKenna, M. A. Maes, May 1994). Recently, 
the need for cost reduction in casing design due to competitiveness in today's market 
has prompted a closer investigation of the application of QRA principles in 
connection with casing design criteria. For example, tubular goods are estimated to 
represent an annual domestic rig cost of about $3.5 billion, which is 16% of the total 
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annual domestic drilling expenditure (Gulati, D. L. McKenna, M. A. Maes, May 
1994). 
Because of the magnitude of this cost, it is clear that small changes in the design 
criteria (e. g., safety factors, and choice of design load) have a huge impact on the 
economics of drilling. The current design framework cannot be used as a basis for 
improving the consistency of design criteria; QRA is needed as a fundamental 
principle in developing a reliability-based design format. 
A first attempt to actually apply QRA to casing design system is described by T. B. 
Reeves et al. (1993). Well-established structural reliability techniques are used to 
calculate design factors for exploration and development wells. Even though the 
basic principles of LSD are not strictly adhered to, the analysis method proves to be 
extremely successful, and it also confirms the fact that the current design factors, 
which have evolved on a historical basis, constitute a worst design scenano for wells 
and/or load cases. 
The advantages of using QRA in casing design is that it can address the vital issue of 
the consequences of failure, and how this should be included in the design 
philosophy. It gives the designer an answer to the 'how much' question and allows 
designer to calculate the probability of failure for any given structure and load case: 
or conversely, to obtain the design factors required to keep the failure probability 
below some given level. 
It therefore appears as if QRA is justified by the benefits it offers in term of a better 
design. Furthermore, as the QRA process is used to calibrate the existing 
deterministic methods, it does not require any additional analysis at user level. The 
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user therefore achieves the twin benefits of simple analysis methods and better, more 
economic design. 
In casing design, a practical reliability-based design format is based on Limit States 
Design (LSD). In summary, it has the following characteristics (K. C. Maes, P. R. 
Brand et al. ): 
o it gives engineers a better understanding of fundamental design principles and it 
enables them to exercise better judgement for designs using new materials and 
unusual operating condition; 
e it provides a consistent approach for evaluating specific designs; 
Go it results in important cost savings, failure risks being more consistent with the 
consequences of failure; 
it provides society with a method by which human and environmental safety can 
be evaluated. 
2.2.2 The Basic Approach: Limit States Design 
Assume that casing systems and components are considered to be unfit for use (to 
have failed) when they exceed a particular state, called a Limit State (LS), beyond 
which their performance, or use is impaired. There are essentially two kinds of LS: 
-a Ultimate LS(ULS), which correspond with maximum load-carrying capacity and 
are considered fatal to the system; and 
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* Serviceability LS (SLS) which restrict normal use or affect durability. 
An example of the former LS is burst in or buckling, whereas excessive deformation 
or leaking may be considered to be a SLS. For each LS a mathematical model needs 
to be established which incorporates the appropriate variables describing 
uncertainties with respect to loads, structural response, geometry, the interaction of 
the casing components, resistance, workmanship, environment, etc. These basic 
variables are the random variables Z=(ZI, ..., Z,, ). For given design parameters such 
as nominal wall thickness or nominal mud weight, the variables Z can be modelled 
using probability density functions (PDFs). The LS function G can generally be 
formulated in terms of a load effect contribution L and a resistance contribution R: 
G(Z) = R(Z) - L(Z) (2-1) 
and it must be chosen in such a way that negative values of G indicate that the 
combination (ZI, Z2, ..., Z,, ) results in a failure, that is, an exceedance of the LS: 
>0 :Z belongs to the safe set 
G(Z) =0 :Z lies on the LS surface (2-2) 
<0 :Z belongs to the failureset 
The probability of failure P(F) for a particular LS is consequently equal to 
P(F) = P(G(Z): 5 0) = ff(z)dz (2-3) 
G(Z)-: g0 
where f(z) is the joint PDF of all the basic variables. 
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Also, the designer must be provided with relatively straightforward deterministic 
equations in order to check whether a particular LS is safe, this is achieved using a 
set of Design Check Equations (DCE) which are generally of the type: 
Factored resistance r>Factored load effect 
but in a more general context, they can be expressed as: 
DCE: r(z*, a) 2- q(z*, a) (2-4) 
where z (z, *, z*,. - -, z*) is the set of (specified) design values (or, nominal values) 2n 
associated with each of the basic variables Zi (i = 1, ---, n) and cc =(aIIOt2I***, ocm) is an 
array of Partial Factors (PFs). The role of the partial factors is to ensure that when a 
DCE is used for checking a particular LS, this results in a design having a failure 
probability (2-3), which is roughly equal to a predetermined value p*. This small 
failure probability, p *, is called the Target Failure Probability (TFP). It is a function 
of the acceptable risk level, the consequence of failure, and the interaction of several 
LS's. 
2.2.3 Randomly Distributed Variables 
Both the load and the strength capacity of a structural member are random in nature. 
In exploration well design, for example, an important loading conditions arises when 
the internal drilling fluids are accidentally replaced by a fluid from a high pressure 
zone below the casing shown. The load corresponding to this accidental condition, 
known as kick, is estimated by considering the drilling fluid as a particularly light 
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gas, methane. Actual measurements of kick loads show that both the magnitude and 
the occurrence frequency of kick are at considerable variance with the assurned 
design loads. Similarly, the estimated strength capacity of casing is normally 
different dm the actual capacity due to uncertainties in material properties and 
dimensional tolerances. 
Therefore it can be seen that most variables, in reality, do not have one single 
absolute value, as used in the deterministic approach. Take the example of yield 
strength for the casing. If a tensile test was performed on a single specimen, then a 
single value of yield strength would be obtained. However, if a number of these tests 
were repeated for an ostensibly identical specimen, then a range of values would be 
expected, as shown in Figure 2-2. 
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Figure 2-2: Example of a PDF 
If the yield stress is plotted against the number of occurrences, then a bell-shaped 
curve, or probability distribution function (PDF) would be formed, showing a peak at 
the mean value of yield stress, p. This bell-shaped curve is a good example of a 
normal distribution. And characterises many engineering quantities, but it is not the 
only type of PDF. For example, the Weibull distribution, shown in Figure 2-3, often 
describes gas kick intensity, with more kicks of lower intensity, and the frequency of 
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Random Variable X 
Figure 2-3: Example of Weibull PDF for Kick Intensity 
occurrence tailing off as the intensity rises. A few kinds of distribution types, which 
often appear in casing design, are shown in Appendix A. 
The spread of the values for a PDF can be measured by the standard deviation, a, 
showing how far values deviate from the mean. Another method of expressing the 
spread is through the use of the coefficient of variance (COV), which combines the 
mean and standard deviations into a single dimensionless coefficient, often useful 






Each of the input variables in a casing design has a PDF associated with it. For 
example, on the load side, there is a pore pressure (predicted against actual) 
distribution, a kick size and intensity distribution. Also, when predicting casing 
-56- 
Chapter 2: Quantitative Risk Assessment 
resistance, diameter, thickness and yield strength are not single-valued quantities, but 
also have distributions associated with them. 
The acquisition, quality control and subsequent use of data is of parwnount 
importance for the adequate execution of a Quantitative Risk Assessment. Therefore, 
British Gas has joined a Joint Industry Project on QRA, which has proved to be 
instrumental in improving data quality and quantity for subsequent work (DEA(E)- 
64). 
2.2.4 QRA Using Randomly Distributed Variables 
Once the input PDFs have been defined, it is then necessary to begin the design 
process. This, perhaps surprisingly, can be carried out in almost the same way as a 
standard design. The same equations may be used: the crucial difference is that the 
input variables have changed from assumed nominal values to more realistic random 
distributions. 
QRA uses probabilistic mathematics and statistics to factor together the load and 
resistance variables into two distributions (Figure 2-4). The first defines all possible 
values that a load case can have. For a kick load case, this would cover the surface 
pressure experienced from 0.0955-0.1 909M3 condensate kick, right through to a very 
large gas kick at surface. The second distribution will govern casing resistance. The 
data space will cover the range in which all the input variables conspire to produce, 
for example, a very low collapse value (reduced yield strength, thinner wall 
thickness, ovality, etc. ) to the equally unlikely situation where all those variables 
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combine to give the casing a very high collapse resistance. The result will be two 








Figure 2-4: QRA design process 
Figure 2-4 illustrates the point that despite a safety factor and good design practices, 
there will be a few times in a large number of applications of a particular design, in 
which load exceeds resistance. This is almost inevitable, but rather than ignoring the 
possibility, it is far more sensible to engineer the design to ensure that this failure 
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parameters governing resistance, and adjusting them to reduce the proportion of the 
data space for which the load exceeds the resistance. This relative area will 






Figure 2-5: Determination of failure probability 
2.2.5 Tolerable Risk Levels (TRLs) 
Using QRA, it is possible to detennine a failure rate for a casing design. This can 
then be compared to Tolerable Risk Level (i. e. maximum acceptable failure rate), 
and the casing parameters chosen to ensure that the failure rate is below this level. 
Obviously, the risk of failure of any engineering design should be As Low As 
Reasonably Practicable (ALARP). The principle requires that every engineering 
design must have an ALARP failure rate, given current levels of technology and 
knowledge, as well as all reasonable expenditure to make the design safe. 
Risk in an engineering sense can be defined as: 
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Risk =Failure Rate x Consequences (2-6) 
The TRL thresholds identified in the report range from 10-4 to 10-6 (Marc Nunn, 
1998). The higher bound is broadly acceptable for most operations, whereas a risk 
level towards the 10 -4end of the band must be investigated and, if possible, lowered. 
Thus, QRA involves not only an assessment of the likely probability of failure, but 
also consideration of the effects (severity) of each type of failure. For example, a 
casing collapse at depth may not involve the cost or safety risks of a blow-out. It 
may be acceptable to assign a lower TRL to this failure type, say 10-4, than for a 
blow-out. Non safety-risk events could be left to the discretion of the company, and 
based on the cost implications for this type of failure. 
2.3 Summary 
From the QRA approach discussed in the former sections, QRA is premised upon a 
set of design equations used. In this research, the design equations given by DEA 
(E)-64 are adopted. 
The main aim of this research is to investigate the existing QRA methods and try to 
build up an accurate QRA simulation procedure for casing design. In the following 
chapters First/Second Order Reliability Method (FORM/SORM), Monte Carlo 
Simulation (MCS) will be discussed and a new methodology will be built. Unlike the 
traditional methods in which variables are often assumed to have a particular 
distribution (typically normal or log-normal), the new method uses Generalised 
Pareto Distribution (GPD) and important sampling (IS) techniques to obtain a good 
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fit on the tail area of the distribution. Because of the nature of the casing design there 
are normally very limited data available, it will be proved in chapter 6 that the new 
method can give more accurate results based on these limited random data points. A 
QRA toolkit will be developed at the end of this research for casing design using 
both the existing and the new methods. 
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3.1 Introduction 
There are several different methodologies available when adopting a QRA approach. 
The objective of this chapter is to review the traditional QRA methods such as 
First/Second Order Reliability Method (FORM/SORM) and Monte Carlo Simulation 
(MCS). These methods are the most frequently used in QRA. 
3.2 FORM/SORM 
First- and second-order reliability methods have been extensively applied to the 
probabilistic modelling of structural systems and, recently, to the oil and gas well 
drilling design. In this section, a description of the reliability formulation will be 
provided. 
A scalar limit-state function, g(X), is formulated to define the probabilistic event, as 
a ftmction of the random variablesX= (XI 3' X2 I***3, X,, ). These random variables 
can include the parameters such as outside diameter, wall thickness, ovality, etc. The 
limit-state function is formulated with the convention that the event of interest occurs 
when 9(X, I X2 31 * *' , x, ) :! ý 0, where X, I 
X2 ý---, x,, are realisations of the random 
variablesX,, 
X25 ... 9 
Xn 
- In probabilistic nsk assessment, the probability, that the 
estimated risk at a point of human exposure exceeds some regulatory standards, is 
more interested in. The corresponding g-function is given as: 
g(X) =Risk, - Riskx (3-1a) 
Chapter 3: QRA Methods 
where Risk, is the specified target risk, and Riskx is the estimated risk as a function 
of the random variables. In casing design, it can be written as follows, 
g(X) = Resistance - Load (3-1b) 
The probability of exceeding a specific target risk level, termed the probability of 
failure is given by 
PF= P[g(X: 9 0)] = P[Riskx ý: Risk, (X)dr (3-2) 
1(X): 
50 , 
where (x) is the joint Probability Density Function (PDF) of X and the integration 
is perfon-ned over the failure domain. The joint PDF of X is seldom known, and even 
in these cases the numerical integration of the above multi-fold integral is quite 
cumbersome. In light of these difficulties, the reliability methods provide an 
alternative means for approximating the above integral, along with the relevant 
sensitivity information. 
In the reliability approach, the random variables and the limit-state function are 
transformed using a non-linear mapping to the standard normal space of uncorrelated 
normally distributed variable, u, of zero mean and unit variance. Then, the 
transformed limit-state surface, G(u)=O, is approximated at a point on the surface 
which is closest to the origin. This point is called the design point, and it is the most 
likely failure point in the standard normal space. This is followed by an estimation of 
a first- or second-order approximation of the probability of failure. The distance from 
the origin to the design point in the standard space is tenned the reliability index, fl, 
and is a measure of the reliability of the system considered. 
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The major advantage of the non-linear mapping is the rotational symmetry of the 
probability density in the standard normal space, which means that for all hyper- 
planes of equal distances from the origin, the probability content of the half space 
away from the origin is constant. Furthermore, the probability density in the standard 
normal space decays exponentially with the square of the distance from the origin. 
Therefore, the primary contribution to the probability integral in equation (3-2) 
comes from the part of the failure region closest to the origin. Consequently, the 
design point is an optimum point at which to approximate the limit-state surface 
G(u)=O. 
The determination of the design point is obtained by posing the problem in a 
constrained non-linear optimisation formulation where the distance from the origin in 
the standard normal space is minimised, such that the point lies on the surface 
defined by G(u)=O. 
In FORM, the approximation is carried out in the standard normal variable space Y 
The transformation between X and Y is expressed by 
y= T(X) (3-3) 
In the space of Y, we write the corresponding limit-state function as 
G(F) = G(T(X)) = g(X) (3-4) 
and then 
pf 0(y)dy (3-5) = 
Ly., 
-n/2 E2 where O(y) = (2; r) exp(- 2 ýyll 
) is the standard normal density function with n 
denoting the number of random variables. 
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Based on special properties of the standard normal space, the FORM approximation 
is carried out by linearising the limit-state function G(y) at the "design point" y*, 
which is the point on G(y) =0 nearest to the origin and is obtained as the solution to 
ý1- - the const-ained optimisation problem 
min{! lWriG(y) = 0) (3-6) 
Based on the linearised limit-state function, the first-order approximation to the 
probability of failure is 
p (3-7) f 
where 
(y*, VG(y*)) (3-8) IVG; ) 
here (., -) denotes the inner product of vectors, is the first-order reliability index. The 
sensitivity of the reliability index to y*, denoted by a= 
48 d)6,48 
), is given dyl ' 0ý2 Oýn 
by 
sgn(, B) Ily *11 
(3-9) 
where sgn(. ) denotes the sign of the argument. 
An accurate determination of the design point is essential for FORM analysis. 
Typically, a constrained optimisation algorithm is used that requires repeated 
evaluations of the limit-state ftinction g(x) and its gradient Vg(x). 
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It is necessary to understand the limitations of the reliability methods since one 
cannot guarantee convergence to a global minimum. Nevertheless, different starting 
points may be used, and convergence to the same point is considered to indicate 
global convergence. Furthermore, the method could also become numerically 
intensive for problems characterised. by very large numbers of random variables, 
where many function evaluations may be needed to numerically estimate the 
gradients required by the optimisation algorithm to determine the design point. 
Analytical estimation of the required gradients will alleviate this problem. The 
inaccuracy of FORM for highly non-linear problems can be solved, in many cases, 
by using SORM. 
FORM and SORM differ mainly in their method of failure surface approximation in 
the standard space. In FORM, the limit-state surface is approximated by the tangent 
hyper-plane at the design point, the probability of failure only depends on the 
location of the design point. SORM, on the other hand, performs the approximation 
by fitting a paraboloid at the design point, it can provide more accurate results than 
FORM, especially when the limit state is parabolic about the design point. 
It is therefore clear that the quality of the approximation will depend on the extent of 
nonlinearly of the limit state surface at the design point. In SORM, the principal 
curvatures of the limit-state surface at the design point are used to construct the 
paraboloid approximation of the surface, which is used to compute a second-order 
estimate of the failure probability. The principal curvatures are the eigenvalues of the 
Hessian (second-derivatives) matrix of the surface. This matrix can be obtained using 
the finite-difference method. SORM is therefore computationally more expensive 
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than FORM. The decision on which approximation method to use should be made by 
comparing the needed accuracy to available computational resources. 
3.3 Monte Carlo Simulation 
3.3.1 Introduction to Monte Carlo Simulation 
As an alternative to using analytical procedures or First Order Reliability Methods 
(FORM) for solving probability based and reliability problems, a technique which 
has had a great impact in many different fields of computational science is a 
technique called Monte Carlo Simulation (MCS). This technique derives its name 
from the casinos in Monte Carlo -a Monte Carlo simulation uses random numbers to 
model some sort of a process. This technique works particularly well when the 
process is one where the underlying probabilities are known but the results are more 
difficult to determine. A great deal of the CPU time on some of the very fast 
computers is spent performing Monte Carlo simulations because we can write down 
some of the fundamental laws of physics but cannot analytically solve them for 
problems of interest. 
Monte Carlo methods are computations on random numbers. This type of 
mathematics is exPerimental, to be contrasted with theoretical mathematics in much 
the same way as one distinguishes between, for example, experimental and 
theoretical physics. The essential difference between experiment and theory is that 
the experimenter infers results from observed data, whereas the theoretician deduces 
conclusions from assumed postulates. In Monte Carlo work the raw observational 
data are a set of random numbers; the way in which they are handled 
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computationally, to yield some desired result, constitutes the experimental technique. 
As in a physical experiment the observed data, and hence the results, are subject to 
experimental error. The better the experimental technique, the smaller are the 
subsequent errors in the final results. The real art of Monte Carlo work is to obtain an 
acceptably small error in these results without labouring over their production. 
The expression Monte Carlo method is actually very general. Monte Carlo (MC) 
methods are stochastic techniques, which means they are based on the use of random 
numbers and probability statistics to investigate problems. You can find MC methods 
used in everything from economics to nuclear physics to regulating the flow of 
traffic. Of course the way they are applied varies widely from field to field, and there 
are dozens of subsets of MC even within chemistry. But, strictly speaking, to call 
something a Monte Carlo experiment, all you need to do is use random numbers to 
examine some problem. 
3.3.2 Crude Monte Carlo simulation 
As with FORM/SORM, it is first necessary to express the safety of reliability 
problem in terms of a safety margin equation as following: 
9(xl 31X2 9* ** 
Jn) (3-10) 
where M is the random safety margin and xi are the uncertain quantities(random 
variables) which may obey any form of probability distribution and which together 
govern whether or not failure occurs. As with FORM, M-<O corresponds to failure. 
Each random variable has a corresponding probability density function fx, (xi) and 
distribution ftinction Fx, (xi). 
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In basic Monte Carlo analysis, the approach is to run a number of 'trials' in which q 
sets of n random variables xj(i--l, 2,..., n) are randomly generated. For each of the 
sets the value of the corresponding safety margin Mi is determined using Eq(3-10), 
e. g. 









If, in the q trials, there are qf occasions on which MJ ý! 0, then the failure 
probability is given by 
P= qf Iq f 
q-+oo 
(3-12) 
in practice, for finite and reasonably large q, the ratio qf Iq cab be used as an 
estimate of Pf . 
As an alternative to use Eq(3-10) which defines the safety margin in terms of the 
basic variables Xj, the safety margin may be expressed in terms of the 
corresponding unit standard normal variables Z, by appropriate transformations, i. e. 
Fx, (X, ) = O(Zi) (3-13a) 
or 
Xj = Fx-, [(D(Zj)] (3-13b) 
where F, -, ' [. 1 is the inverse distribution function of the random variable X, and 4) is 
standard normal distribution function. 
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Then, we may write 
M= g(F;, [(D(Z, )],, F; 2 
'll(D(Z2)], 
.... Fx [4)(Z,, )]) (3-14a) 2 
or, more simply 




For any specific set of realisations of the Z variables (i. e. Z, 9 Z2 9-9 Zn) we may 
evaluate the specific value of the safety margin m as 
M=gl (ZI I Z2 9-9 zn ) (3-14c) 
The Monte-Carlo simulation may now be carried out simply by generating a set of 
independent unit standard normal variables and substituting them in Eq(3-14c) and 
checking on whether or not m : 5,0. 
The advantages of the simulation are: 
(1) Once the safety margin has been established (remember this is an entirely 
deterministic concept), Pf can be evaluated very simply by repeated calculation 
of the values Mj * 
(2) The accuracy of the estimate of Pf can be increased indefirtitely by increasing 
the nwnber of trials. 
(3) The concept is very easy to understand. 
Meanwhile, the disadvantages of the above approach are as follows: 
(1) If Pf is very small, qf may be zero unless the number of trials is very large. In 
this case Pf is undefined. 
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(2) Large numbers of trials may involve large computing effort, especially if the 
function g( -) requires complex calculations. 
(3) The value of Pf obtained is itself a random variable (i. e. subject to statistical 
uncertainty). So by chance high or low estimate of Pf will be obtained in any set 
of m trials. 
Detailed crude MCS Algorithm is given in the Appendix B. In next section, Monte 
Carlo Method for solving multivariable problems will be given. 
Appendix H describes the algorithms of Monte Carlo Method for solving 
multivariable problems. 
3.4 Summary 
The traditional simulation methods of QRA, for example, FORM, SORM and MCS, 
have been discussed in this chapter. The advantages of these methods are that they 
give a simple procedure and its algorithms are easy to be implemented. 
Because of the nature of FORM and SORM, FORM is accurate when the limit state 
is a linear hyper-plane and that the probability of failure only depends on the location 
of the design point. SORM can provide more accurate results than FORM, especially 
when the limit state is parabolic about the design point. 
Monte Carlo Simulation is one of the most widely used methodologies for QRA 
because it is easy to program and apply. 
However, the disadvantages of FORM and SORM are: 
a) they depend upon precise knowledge of the distribution of the basic input 
variables which are often not known in practice; and 
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b) the design point can fall outside the range of experimentally measured data 
for the input variables. 
The disadvantages of MCS are: 
a) it is very computationally intensive when the simulated event is of very low 
probability; 
b) is limited to the central part of the distribution of the basic input variables and 
observed data. 
In casing design in the oil and gas industry, the failure probability is very small. That 
is to say, we are most interested in obtaining information that happens to fall in the 
tail of the distribution, rather than the centre of it. It can be shown that when 
simulating an event with a probability p, and in order to get a coefficient of variation 
of the ensemble of 10%, the necessary Monte Carlo sample size should be around 
I 001p. Hence, if the probability of failure is very low, one may be required to execute 
tens or even hundreds of thousands of Monte Carlo simulations to obtain the results 
with acceptable accuracy. 
The following chapters will try to build a model using Generalised Pareto 
Distribution (GPD) and important sampling (IS) techniques to obtain a good fit on 
ý1- - the tail area of the distribution. Because of the nature of the casing design there are 
normally very limited data available, it will be proved in chapter 6 that the new 
method can give more accurate results based on these limited random data points. A 
QRA toolkit will be developed at the end of this research for casing design using 
both the existing and the new methods. 
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Chapter 4: Distribution Tail Behaviours in 
Quantitative Risk Assessment 
4.1 Introduction 
In reliability analysis a probabilistic model has two components. One is the 
mathematical description of its properties, this is probability theory. The other one is 
the description of its relation with reality, i. e. the data and the observations, this is 
statistical inference. Most research up to date has focused on the problem of the 
mathematical description of the model, while the second aspect has been somewhat 
neglected. As we discussed in the former chapters, Monte Carlo Simulation method 
(MCS) is one of the most widely used methodologies for Quantitative Risk 
Assessment. It is easy to program and apply and amenable to analytical and 
numerical models. A major disadvantage, however, is that it is very computationally 
intensive when the simulated event is of very low probability. In QRA simulation 
procedure, most existing statistical estimation procedures, such as MCS and 
FORM/SORM, try to obtain a good fit of the theoretical distribution in the centre of 
the observed data, rather than in the tail. 
In casing design, we are most interested in obtaining information that happens to fall 
in the tail of the distribution, rather than the centre. For instance, one is usually 
interested in the probability that the estimated risk exceeds some predetermined 
regulatory threshold level. Such a probability can be in the bulk of the distribution 
(probability of 0.1-0.9), but it can also exist at a very low value (one in a few 
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thousand). It can be shown that when simulating an event with a probability p, and in 
order to get a coefficient of variation of the ensemble of 10%, the necessary Monte 
Carlo sample size should be around 100/p. Hence, if the probability of failure is very 
low, one may be required to execute tens or even hundreds of thousands of Monte 
Carlo simulations to obtain the results with acceptable accuracy. 
S. F. 
Figure 4-1: Failure area of QRA 
The traditional simulation methods, such as Monte Carlo simulation, uses predefined 
the distribution type and runs the simulation over the whole distribution based on 
certain steps. As seen in Figure 4-1 the area which mostly effects the QRA result, lies 
in the "tail" area of the distribution. Whether we can get an accurate result or not 
critically depends on if we can get a good fit in the tail area of the variable 
distributions. 
Figure 4-2 shows a sample of the distribution tail. The traditional methods do not 
have any distinction between the "central" area and the upper/lower "tail" area. It is 
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thus obvious that the "central" area does not make any effect to the results and it is a 
waste of time to run the simulation in this area. 
In the following sections of this chaper will try to build a model which concentrates 
only on the tail area of the distribution and try to obtain a good fit on the tail to 








Figure 4-2: A Typical Distribution Tail 
The aim of determining certain tail characteristics of random variables in the 
reliability-based design includes: 
(1) the computation of high, or low, quantities of a random variable; 
(2) the determination of very small probabilities of exceedance associated with 
fixed levels; or 
(3) The accurate description of the tail of a probability distribution. 
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The latter objective is critically important in structural reliability analysis. If one fails 
to model the tail behaviour of the basic variables correctly, then the resulting 
reliability level is questionable. 
In this chapter, a mathematical model will be built for tail estimation and will be 
contrasted with other simulation methods. 
4.2 Probability Model 
The safety of reliability problem can be expressed in terms of a safety margin 
equation as follows: 
M -«zg(X19X29***9Xn) (4-1) 
Where M is the random safety margin and X, are n uncertain variables (random 
variables), which may obey any form of probability distribution and which together 
govem whether or not failure occurs. 
With model-based risk or reliability analysis, risk is assessed by means of small 
probabilities associated with a random variable Z which arises as the response of a 
model A The model can be deterministic or stochastic. It is a common characteristic 
of such model-based analyses that the tail area of the response variable Z is of 
interest, i. e. either the upper range or the lower range of this variable. 
In what follows, it is assumed that risk is quantifiable through the probability of 
exceedance or non-exceedance of a set value by the variable Z. This small 
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probability or risk Rz can consequently be computed on the basis of the known 
model M and known stochastic properties of the uncertainties X, . 
The principal interest now is to examine the change of R, as a function of the 
assumed models for the tails of the basic uncertainty variables X, . 
4.3 Methods of Tail Estimation 
Many statistical estimation procedures focus on estimating the central part of a 
probability distribution. In traditional statistical applications, the shape of the 
distribution in this region does indeed constitute the main subject of interest. This is, 
however, not the case in risk and reliability problems, where the interest often lies in 
the tail of a distribution. The use of a central method in conjunction with tail 
estimation amounts to estimate, for a given parametric distribution family, the values 
of the parameters (e. g. on the basis of maximum likelihood or a method of moments) 
and then using the tails of this estimated distribution in a subsequent analysis. As a 
result, the data in the central part of the distribution clearly have a dominating 
influence on the estimated distribution and the data in the tails which are usually few 
in number do not carry much weight. But, in order to get a good fit of the distribution 
tail, it is precisely these data that should have the most influence on the tail 
behaviour. 
In reliability analysis the main modelling effort does not concern the central part of 
the distribution, but one or both tails of the distribution, since failure events are 
generally caused by extreme behaviour of random variables. The key concept on 
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modelling tail behaviour is that of tail equivalence. It gives a criterion for the quality 
of approximation of a distribution function F by another distribution G in the tail 
region. If we consider two distribution functions F(x) and G(x), these distribution 
functions are called tail equivalent if 
lim I- F(x) 
x-+- I- G(x) 
(4-2) 
This means that, asymptotically, the relative error of approximating the small 
exceedance probability I- F(x) by I- G(x) approaches zero as x --> oo. 
As shown by Castillo (Castillo, E., 1988), the problem of approximating a 
distribution function in the tails is closely related to that of extreme values. The 
practical implication is that it becomes legitimate to fit an extreme value distribution 
to the tail of an arbitrary distribution, even though full asymptotic extreme value 
behaviour is not achieved. Actually, even though most probability distributions 
commonly used in engineering belong to the Gumbel domain of attraction for 
extremes, it is often the case that the sample size n is not large enough to detect the 
Gumbel trend. In these situations a penultimate (or, pre-asymptotic) approximation 
to extremes has been suggested (Pickands, J., 1975); examples abound in literature of 
Weibull and Frechet extreme value approximations, even though, strictly speaking, 
the Gumbel domain of attraction applies. 
In order to capture this critical dependence of tail approximations on the sample size, 
n, while, at the same time, allowing for flexibility in the selection of the type of 
extreme value distribution, the best approach is to consider the generalised extreme 
value distribution (GEVD) defined by: 
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F(x 10) = exp - 
[1- 
(4-3) 
The parameter set 0 contains three values: P is a positive constant and 
-00 <x <a+ (filr) When; v >0 (4-4) 
a+ (P / Y) <x< co When y<0 
The problem is then reduced to fmding the parameter values of a, 8, y, so that a 
good tail approximation is obtained. The criterion for good tail approximation will be 
discussed subsequently. If y=0, we have a type I or Gumbel distribution whereas 
the case y<0 corresponds to a type 11 or Frechet distribution and the case y> 
represents a type III or Weibull distribution. 
4.4 A Methodology of Tail Model 
4.4.1 The Aims and Basic Idea of Tail Model 
In setting up a suitable tail fitting procedure, the following objectives should be 
accomplished: 
9 to avoid the problem of choosing cut-offs and discarding large parts of the data 
set; 
* to assign greater weights to data in the tail, and less weight to data in the central 
and opposite parts of the data range; 
* to respect the aforementioned principle of tail equivalence; 
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0 to produce a method which is consistent with risk criteria used in structural 
reliability analysis and which can be interpreted visually; 
0 to produce estimates of the associated uncertainties. 
By weighting the approximation error, which are larger in the distribution tail, it is 
ensured that the fit of the approximate distribution is good in the tail region. The 
selection of the weights is based on a risk criterion appropriate for structural 
reliability analysis. 
4.4.2 Investigation of Generalised Pareto Distribution 
To estimate the tail of a distribution in a more precise way, several methods have 
been proposed. A first method, by Maritz/Munro (Maritz, L. S. and Munro, A. H , 
March 1967)assumes that the whole distribution and not only the tail has an extreme 
value form. Functions of order statistics are then used to estimate the parameters of 
this distribution. Therefore, this method cannot be considered a proper tail fitting 
method. 
Weissman (Weissman, 1., 1978) and Boos (Boos, D. D., 1984) propose a method 
based on using only the higher order statistics to estimate the shape of the extreme 
value distribution. The problem here is that some relatively arbitrary cut-off number 
k must be determined from a sample of n data only the k largest are used. All the 
remaining sample information is discarded. A ftuther extension of this method is 
given by Hasofer and Wang (Hasofer, A. M. and Wang, Z., 1991). They develop a 
test for the extreme value type based on these extreme order statistics. The method 
yields satisfactory results only for very large data sets, and quantile estimation is 
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possible only if the specified exceedance probability is greater then I/ n, where n is 
the sample size. 
The generalised Pareto Distribution (GPD) is a two-parameter distribution that 
contains the uniforni, exponential, and Pareto distribution as special case. It has been 
used in wide variety of socio-economic applications and in failure problems of 
reliability studies (Hosking, J. R. M., et al. 1987, Smith, J. A., 1987, Van Montfort, et 
al. 1986). It is very useful to capture the asymptotic characteristics of the distribution 
tail. 
The term generalised Pareto has also been associated in the statistical literature with 
a four-parameter distribution that is more general than the two-parameter form 
considered in present research. The two-parameter GPD is the one most used in 
engineenng. It has been presented in some studies (Hosking, J. R. M. and Wallis, J. R., 
1987) as the distribution of a random variable X obtained from the standard 
exponential distribution, Y, by a transformation of the form 
=, B(l -e 
-kY )1k (4-5) 
X has the cumulative distribution function (cdf) 
F(x) =I _(I _AXIg)l Ik kýO (4-6) 
=8 -'e "P k=O 
and probability density function (pdf) 
f(X) (I - 
kX /, B) k k# 0 (4-7) 
= P-le-xlfl 
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The range of x is 0 :! ý x< +oo for k :50 and 0: 5 x :5 fl /k for k>0.6 is a scale 
parameter and k is a shape parameter. One of the interesting features of this 
distribution is its simple mathematical form. 
4.4.3 Tail heaviness index 
It is important in the field of QRA to check whether an assumed distribution of an 
input variable X is indeed a fair and risk-consistent representation of reality. There is 
then a major difference between central models for which the use of classical 
statistical inference tools is appropriate, and tail models which are applicable to risk 
and reliability problems where the interest lies in the upper or lower tail area (Figure 
4-2) (Pickands, J., 1975). 
A useful parameter describing tail behaviour is the tail heaviness index (THI) 
(Breiman, L., Stone, C. J., and Gins, J. D., 1979, Hosking, J. R. M. and Wallis, J. R., 
1987) which basically expresses how heavy any portion of a probability density tail 
is with respect to the pure exponential tail (THI=O). It was introduced by Breiman et 
al. (Breiman, L., Stone, C. J., and Gins, J. D., 1979) and first used by Boos (Boos, 
D. D., 1984) in a comparative study of techniques used to estimate large quantities. 
The idea is to benchmark heaviness against that of the exponential tail which is 
assigned a value of zero; it is negative for lighter than exponential tails (sub- 
exponential) and positive for heavier than exponential tails (super-exponential). The 
index is, generally, a function of the position on the tail, i. e. left-versus right-handed 
tail, as well as the exceedance probability q and the corresponding quantity 
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As described by Maes, M. A. and Breitung, K. (1993), for a value x on the 
lower/upper tail of the random variable X, it is defined as 
THI W= 
F(x)f '(x) 
_1 Lower Tail f2 W 
(4-8) 
- (I - F(x))f '(x) THI(x) =f2 (X) -I Upper Tail 
where F and f are the cumulative distribution function and the density of X, 
respectively. VAiile for both types of tail the THI can most conveniently be related to 
the curvature of the minus-log-exceedance plot: 
THI (x) =- (4-9) L"(x) 
where L(x) is defined as: 
L(x) -ln(F(x)) Lower tail (4-10) 
L(x) -In(I - F(x)) Upper tail 
4.4.4 Tails Exceeding a High Threshold 
It is clear from the Eq(4-9) that the tail heaviness index is proportional to the 
negative of the curvature L (x) at any point x. Therefore there are three types of 
tails with negative, zero, and positive tail heaviness index. In a (L, x) plot, the 
exponential tail is represented by a straight line. A negative THI value points to a 
light tail of the beta-type, and most likely the existence of some upper bound and x. 
Conversely, a positive tail heaviness index corresponds to a concave (L, x) plot of a 
heavy tail of the Pareto-type. 
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Instead of using the concept of tail equivalence (4-2) to identify tail behaviour, we 
may also refer directly to the excesses X-u of the random variable X over a high 
threshold u. Pickands (Pickands, J., 1975) showed that the Generalised Pareto 
Distribution (GPD) arises as the limiting distribution of the excesses provided the tail 
belongs to the domain of attraction of one of the extreme value distributions. The 
GPD can be written as : 
F (x)= 1+ý 
(u X)- (x < U) Lower Tail GPD 
I 
FGpD(x) =I- 1+ý 
I+ 
(x > U) Upper Tail 
where u is the high threshold, and a is a positive constant. As before, the case 
0 is interpreted as the limit 0, which results in F(x) =I- exp(- 
(x - u)) 
a 
i. e., the excess X-u over the threshold u is an exPOnential random variable with 
mean cr. If ý>0, Eq(4-8) represents one of several forms of the (unbounded) 
Pareto distribution, whereas the case ý<0 restricts the range of the excess to the 
interval 0<X-u<- so that the GPD (4-11) becomes a (bounded) beta 
distribution. 
The GPD enjoys widespread use in areas such as hydrology and oceanography. in 
fact, it forms a key component of peak-over-threshold models. It can easily be seen 
that a Poisson process of exceedances of a high level having excesses with a 
generalised Pareto distribution results in maximal which have a generalised extreme 
value distribution (4-3). Consequently, GEV and GPD are tail equivalent according 
to Eq(4-1 1) and the three types of extreme value distribution correspond directly to 
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the three tail-over-threshold. Moreover, it can be seen from the derivatives of the 
minus-log-exceedance function: 
LGpD(x I u, ý, a) In I+ 
Ia 
(4-12) 
that the tail heaviness index of the GPD is constant over the entire range of x, and 
equal to: 
THIG, D= +ý for all x (4-13) 
The GPD represents the only family of distributions with constant heaviness. 
Examples of light tails (i. e. negative heaviness index) include the normal, the gamma 
(with a> I), the logistic, the uniform (THI=- 1), the beta, and most distributions with 
a finite upper range. Whereas some of the above eventually reach zero tail heaviness, 
(limTHI = 0) because they belong to the Gumbel domain of attraction of extreme 
X-+GO 
values, their behaviour in the practical pre-asymptotic range is that of sub- 
exponential (beta-type) tails. Since the tail heaviness becomes more negative as x 
becomes smaller on the tail, this effect is more noticeable in applications with 
smaller sample sizes. 
Positive THI values characterising long, heavy (Pareto-type) tails include the gamma 
(with a< I), the lognormal, the Pareto, the Cauchy, the Frechet. Similar to the 
gamma or the t-distribution, the Weibull distribution F(x) =I- exp - 
X)* has a 
U 
tail heaviness index that can be either positive, zero, or negative before reaching zero 
at x -+ oo: 
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I 
)(U)k Hweibull = -(l -- 
kx 
(4-14) 
Thus, for exponents k>1, the Weibull tail is light, for k=I it is exponential, and 
for K<I the tail is heavy. 
4.4.5 Char-square Tail Models 
As introduced in the former sections, generalised Pareto Distribution (GPD) is a two- 
parameter distribution that contains the uniform, exponential, and Pareto distribution 
as special case, it has therefore been used in wide variety of socio-economic 
applications and in failure problems of reliability studies. 
Several methods of fitting the GPD have been proposed, such as the method of 
maximum likelihood (MIL), the classical method of moments (MM) and the method 
of probability weighted moments (PWM) (Greenwood, J. A. at al. 1979, Hosking, 
J. R. M., 1990). These methods have been compared in a simulation study by Hosking 
and Wallis (Hosking, J. R. M. et al. 1987), where it was shown that unless the sample 
size is 500 or more, estimators derived by the MM or PWM were more reliable than 
those obtained by the ML method. One disadvantage of the classical MM is that the 
order of the moments that it uses to estimate the parameters of a given distribution is 
somewhat arbitrary. It is well known, for example, that the classical use of the mean 
and variance, to fit a two-parmneter distribution, is theoretically better defendable for 
certain types of distributions than for others. 
Pickands (Pickands, J., 1975) showed that GPD is very useful when used to capture 
the asymptotic behaviour of the tail. Therefore, GPD is now used to model these tail 
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portions. For the ascending and descending parts of a distribution below the value u, 
the GPD distribution is given by Eq(4-8). Here 4 is exactly equal to the THI for both 
upper and lower tails. 
Let the empirical distribution function of X be described by the n pairs (L, I Xi ) of 
the ordered sample X1 ! ý_ X2 :! ý ... :! ý Xn in a (L, x) co-ordinate, where 
Li =-In I-i In the upper tail area, denote it by T, fitting a GPD distribution 
n+l). 
(4-8) which is tail-equivalent to the empirical distribution will be discussed. 
The first problem is to define the extent of the upper tail area T, which amounts to 
determining the threshold u, the lower cut-off of T. The most useful formal tool is 
based on the equivalent of the mean residual life (MRL) diagram for lifetime 
modelling. 
ý <X < ... <X With the sequence of the ordered sample 
XI 
-2--- in a (L, x) co-ordinate. 
Let 
XI :! ý X2 :! ý ... :! ý X (N) be the observations that exceeds the threshold u, the MRL 
for the GPD model can be written as: 
E(X-ulX>u)= U+ýu 
1-ý 
cr+uý >0 where 
This is a plot of the conditional mean of the excesses 
Eff -uIX> u) as a function 
of u. It provides an accessible approximation to the mean excess fimction. 
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The only stable part of this graph is located in the tail, and it often provides for a 
straightforward threshold selection. The slope and the intercept of the best MRL 
straight line fit can subsequently be related to the parameters ý and a of the GPD in 
A- - the tail area. The selection of a lower tail threshold can also be avoided altogether by 
using a weighting technique as described by Maes, M. A. and Breitung, K. (1993). 
Other methods for estimating the GPD parameters include maximum likelihood 
estimation (sufficiently unstable to be avoided), and Hosking and Wallis' method 
based on a simple extension of the MRL plot (Hosking, J. R. M. and Wallis, J. R., 
1987). In reality, however, tail estimation is essentially a decision making problem, 
no single tail fit is satisfactory for all purposes and all possible different types of 
ftiture usage. Rather, the criteria selected for achieving a suitable tail fit are critically 
dependent on what it is one wishes to achieve; they should be consistent with the 
measure of risk associated with the application affected by the tail behaviour. 
The most flexible option for achieving this objective is weighted least squares on 
(Lj 
, x, 
) in the tail region. The weights w, depend on the quantity (or property) of 
interest so that, in general, the GPD parameters can be found from the minimisation 
with respect to ý and a of the sum of weighted square errors SWSE : 
SWSE = 2: w, (L(x, ) - 
LGpD(xj I u, ý, a))' (4-15) 
ir=T 
where L is given by Eq(4-12). This implies that errors AL = Li -L are with mean 0 
and variance proportional to I/w, - 
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In order to minimise absolute errors on probability in tail area, supposing risk can be 
measured in terms of absolute errors Aq, on small probabilities of exceedance q,. 
we have, 
- Aq, = AF, 
= (I - Fi)A. L, 
it is clear that we need to the following weights in (4-15), 
W1 =(1-F)2 (4-16) 
Thus, an algorithm of the tail model based on optimising the GPD parameters can be 
achieved in the following steps: 
* Estimate u on the basis of a mean residual life (MRL) diagram by identifying the 
stationary linear trend in the tail. 
e Minimise the sum of weighted square error Eq(4-15) with respect to 4 and a, 
where L is give by (4-15). 
Obviously, the minimisation. is consistent with the objective to obtain a risk estimate 
Rz that is weighted correctly for tail effects. 
It is of course very important to perform a complete uncertainty analysis for this 
estimation procedure. Uncertainty is associated first with the model given in (4-9) as 
well as with the parameters of the GPD themselves. Both can be treated in a way 
similar to that described by Castillo, E. (1988). This allows a basic tail modelling 
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uncertainty 2 to be computed for the L, value associated with each basic (FL, (X) 
variable X, . 
4.5 Effect of Tails on QRA 
The propagation of uncertainty through the model g(X,, X2, ---, X,, ) can be studied 
on a case by case basis. However, it can be shown (Gulati, D. L. Mckenna, et al. 1993) 
that in most practical cases, an error AL, on the L function of the tail of the ith 
variable generates an error A(-InRz) on the logarithm of the risk Rz approximately 
equal to: 
A(- In Rz) =- (I + THI)AL, (xpLu) (4-17) 
This approximation applies to asymptotic conditions, which are usually achieved 
when the risk Rz is small and the number of variables is not excessive. The error on 
L, is evaluated at the point of maximum likelihood (PML) associated with the model 
A This is the point, which maximises the joint, log-likelihood of the variables 
(XIIX2, 
... X,, ) subject to the constraint g(X,, X2, ---X,, ) - This 
fonnula shows that 
the relative contribution of heavy tails (THI>O) is more pronounced that of light tails 
(THI<O), which includes, for instance, bounded tails. 





+ THI )2(; 
2 
Cyln RZ (4-18) 
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The question of how the model-based risk Rz varies as a function of the tail 
heaviness index of thejth uncertainty variable Xj can also be addressed. 
4.6 Procedure of Tail model 
We have discussed how Tail Model works based on the GPD model. In summary, 
the objective of the Tail Model is to find the GPD parameters, g, 4, and a. 
Here we first need to put the sample data set in order of X, :! ý X2 :! ý x. and 
calculate in the (L, x) co-ordinate of n pairs (L,,, x, ), where 
L, =-In 
Then, as described in section 4.4.5, MRL diagram can be used to estimate the 
threshold u by identifying the stationary linear trend in the tail. 
With L given by Eq(4-12) the GPD parameters can then be obtained by minimising 
the SWSE described in Eq(4-15) with respect to 4 and a. 
4.7 Tail Model Validation 
To investigate the characteristics of the Tail Model built in above, the following 
example was employed. It provides a comparison with traditional methods Monte 
Carlo Simulation (MCS), First/Second Order Reliability Method (FORM/SORM). 
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Example I is a simple case in which two independent variables are involved with 
experimental distributions. The reason of this simple case is because we can get the 
analytical results in this example and thus provide us with the ability to proof that the 
Tail Model can give close results. 
Exwnple 2 is also a theoretical example to investigate the effects of variable 
dimensions. It provides a comparison with traditional methods, Monte Carlo 
Simulation (MCS), First/Second Order Reliability Method (FORM/SORM), to prove 
that Tail Model can give more accurate results with small numbers of simulations. 
Example 1: 
In the simple case of two independent variables z, and z, with parameters p and 
a, the state function is as follows: 
g(ZI 5 Z2) =Y2_ ZIZ2 
For this simple example, we can get the exact results by reducing as follows, 
P(F) = (D(- 
r2- )9 
aP(F) Ij 
ap V)ra e 
aP(F) 
au 
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These provide us the exact results given y, ýi, and a, we can then use it to validate 
the new Tail Model. 
The experimental distribution for z, and Z2 is log-normal distribution. The 




f(x) e 0:! ý X:! ý 00 72; 
gr ax 
Given mean and standard deviation, to use the GPD Tail Model, THI can be 
calculated from Eq(4-8) to Eq (4-10). 
The simulation results are shown in Table 4-1 with a comparison to FORM, SORM 
and Monte Carlo Simulation. 
Table 4-1 shows the comparison of the exact result and the one achieved by using 
Tail Model built in this chapter. It is clear that, using small quantity of iterations, a 
good result by using the new method can be achieved. 
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Table 4-1: comparison with exact results (y=4.1548, ji=l, a--0.150) 
P(F) Error aP / ap Error aP / aa Error aP / t9y Error 
Exact result 3.167E-5 1.261 E-3 3.569E-3 -3.304E-4 
MCS(m--1,000,000) 3.179E-5 0.38% 1.276E-3 1.19% 3.614E-3 1.26% -3.537E-4 7.1% 
FORM 3.428E-5 8.20% 1.420E-3 12.6% 3.207E-3 10.1% -2.953E-4 10.6% 
SORM 3.250E-5 2.62% 1.316E-3 4.36% 3.372E-3 2.72% -3.012E-4 8.84% 
m =50 3.181E-5 0.44% 1.275E-3 1.11% 3.515E-3 1.50% -3.010E-4 8.9% 
"ri 
0 
m =500 3.189E-5 0.69% 1.270E-3 0.71% 3.617E-3 1.34% -3.018E-4 8.6% 
m =5000 3.170E-5 0.09% 
I 
1.264E-3 0.24% 3.552E-3 0.48% -3.02 1 E-4 8.5% 
To ftirther investigate the accuracy and efficiency of the Tail Model, we now 
choosing different values of y in this example. 
Figure 4-3 shows the results from FORM, SORM, MCS, Tail Model and also the 
expected results with y increases from 1.0 to 5.0. Figure 4-4 gives the absolute errors 
of these results. It can be seen that, as y increases, FORM becomes more accurate. 
This is because the limit state function has less curvature when y increases. As y 
decreases Tail Model becomes less accurate, this shows that it is only well suited to 
the tails. MCS provides very close results with 1,000,000 simu ations. 
Because FORM and SORM require only a small number of simulations they are both 
useful at the preliminary design stage. When more accurate results are required, the 
tail method is better than FORM and SORM, and more efficient than MCS. 
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Example 2 
This example is focusing on investigating the effects of variable dimensions. It 
provides a comparison with traditional methods, Monte Carlo Simulation (MCS), 
First/Second Order Reliability Method (FORM/SORM). 
The state function: 
an g(z) z, + (cosh z, - 1) n =2 
(4-18) 
where z, (i = 1, ---, n) are n independent standard normally distributed random 
variables in interval [0,1]. 
The Monte Carlo results after 1,000,000 iteration is introduced here as an "accurate" 
result to calculate the error. To investigate the effects of the variable dimensions, 
Table 4-2, Table 4-3, Table 4-4 and Table 4-5 show the results using different 
simulation methods under different oc and P. 
The PML corresponds with the FORM design point and it is located at 
(fl, 0'..., 0) T. 
When a is a positive constant, the LSS curves away from the origin and when it is 
negative the LSS curves towards the origin. The accuracy of SORM estimate is 
acceptable for low dimensionality. In contrast to FORM and SORM, Tail model 
provides a more robust means of determining a reasonably accurate probability of 
failure, even in the case of high dimensionality. 
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However, as the number of random variables increases, the accuracy and efficiency 
decreases rapidly for all methods considered. The errors using the Tail method are 
also excessively large. 
Table 4-2: Comparison of different methods under different dimension (0=5, a= 1) 
n=2 Error n= 10 Error n= 50 Error 
Mcs 
1.5120E-07 - 5.6500E-08 - 1.2500E-08 - 
(m =1,000,000) 
FORM 3.0100E-07 99.07% 3.01OOE-07 432.74% 3.0100E-07 2308.00% 
SORM 1.6045E-07 6.12% 7.0160E-08 24.18% 2.8370E-08 126.96% 
m =50 1.6065E-07 6.25% 6.4037E-08 13.34% 1.7074E-08 36.59% 
m =500 1.5719E-07 3.96% 6.1432E-08 8.73% 1.5640E-08 25.12% 
m =5000 1.5344E-07 1.48% 5.9478E-08 5.27% 1.5008E-08 20.06% 
Table 4-3: Comparison of different methods under different dimension (0=3.5, a=l) 
n =2 Effor n=10 Effor n r 
mcs 
1.332E-4 - 4.229E-5 - 2.913E-5 
m=1,000,000) 
FORM 2.326E-4 74% 2.326E-4 400% 2.326E-4 200% 
SORM 1.403E-4 5.3% 6.028E-5 42% 4.434E-5 52% 
m =50 1.41 OE-4 5.8% 4.750E-5 12.3% 1.965E-5 32.5% 
m =500 1.290E-4 3.1% 4.602E-5 8.8% 2.158E-5 25.9% 
cc m =5000 1.315E-4 1.3% 4.513E-5 6.7% 2.250E-5 22.7% 
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Moilý 
Table 4-4: Comparison of different methods under different dimension (0=3, cc=-O. 1) 
n=2 Error n= 10 Error n= 50 Error 
mcs 
1.5200E-03 - 1.6496E-03 - 1.5200E-03 - (m =1,000,000) 
FORM 2.67OOE-03 75.66% 2.67OOE-03 61.86% 2.67OOE-03 75.66% 
SORM 1.6200E-03 6.58% 2.28OOE-03 38.22% 3.2224E-03 112.00% 
m =50 1.6086E-03 5.83% 1.8317E-03 11.04% 1.9863E-03 30.68% 
m =500 1 5705E 03 3 32 . - . % 1.7755E-03 7.63% 1.9178E-03 26.17% 
*a m =5000 1.5408E-03 1.37-*k i. 7159E-03 %- 4.02 1.8061 E-63 18. 82% I T 1 f 
Table 4-5: Comparison of different methods under different dimension (P=3, a=O) 
n=2 Error n= 10 Error n= 50 Error 
Mcs 
1.3604E-01 - 1.3604E-01 - 1.3604E-01 - 
m=1,000,000) 
FORM 1.3489E-01 0.84% 1.3489E-01 0.84% 1-3489E-01 0.84% 
SORM 1.3513E-01 0.67% 1.3513E-01 0.67% 1.3513E-01 0.67% 
m =50 1.3539E-01 0.48% 1.3539E-01 0.48% 1.3539E-01 0.48% 
m =500 1.3652E-01 0.35% 1.3652E-01 0.35% 1.3652E-01 0.35% 
m =5000 1.3629E-01 0.18% 1.3629E-01 0.18% 1.3629E-01 0.18% 
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4.8 Summary 
Example I has shown the comparison of the exact result and the one achieved by 
using Tail Model. It can be seen that, as y increases, FORM becomes more accurate. 
This is because the limit state function has less curvature when y increases. Tail 
Model can give not only the correct, but also a more accurate answer than other 
methods. Asy decreases Tail Model becomes less accurate, this shows that it is only 
well suited to the tails. MCS provides very close results with 1,000,000 simulations. 
Because FORM and SORM require only a small number of simulations they are both 
useful at the preliminary design stage. When more accurate results are required, the 
tail method is better than FORM and SORM, and more efficient than MCS. 
The effect of the random variable dimensions are investigated in Example 2. It shows 
that, for the range of examples considered, FORM provides a very poor result even if 
only two variables are involved. The accuracy of SORM estimate is acceptable for 
low dimensionality. Although in certain special cases FORM and SORM can be 
accurate and efficient, Tail model provides a more robust means of determining a 
reasonably accurate probability of failure, even in the case of high dimensionality. 
One of the most important advantages of using Tail Model is that it requires very few 
iterations to obtain acceptable accuracy. However, as the number of random 
variables increases, the accuracy and efficiency decreases rapidly for all methods 
considered. The errors using the Tail method are also excessively large. 
In casing design, a number of variables will appear in the design equation, such as 
outside diameter, wall thickness, ovality, eccentricity, etc. and could go up to more 
than 20 variables. Therefore, the Tail Model built in this chapter needs to be refined 
-99- 
Chapter 4: Distribution Tail Behaviours in Quantitative Risk Assessment 
so that it can be used into casing design. In the next chapter, a new technique, 
Asymptotic Important Sampling, will be introduced to refine the Tail Model. 
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Chapter 5: Asymptotic Important Sampling Tail 
Model 
5.1 Introduction 
In the Quantitative Risk Assessment of casing design, the failure probability is 
normally very small. As discussed in the previous chapter, the Tail Model presented 
cannot give a satisfactory result when the number of variables becomes larger. 
Important Sampling (IS) techniques are investigated by A. Harbitz (1983), V. 
Bourgund et al. (1996), and R. E. Melchers (1989) and are found to be an efficient 
technique for multivariate integration especially when the probability is small. In 
QRA, almost all PDFs have these characteristics. Therefore, it would be efficient to 
use it in the Tail Model. 
The key idea of IS technique is based on the careful selection of a sampling density 
for subsequent use in an importance sampling scheme (K. Breitung, 1997). The 
selection is based on theoretical consideration of the structure of the integration 
domain in the original variable space. Due to the asymptotic properties of the 
sampling densities, this technique becomes increasingly efficient (in terms of 
obtaining a given level of accuracy) as the failure probability becomes smaller. 
The following sections will discuss how to build an Asymptotic hnportant Sampling 
model based on Tail Model. The quality of method will be illustrated using several 
examples in next chapter. 
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5.2 Importance sampling 
As described by H. O. Madsen et al. (1986) and R. E. MelChers (1987), the basic 
random variables reliability problem consists of finding the probability that a set of n 
random variables Z, representing the physical and cognitive characteristics of a 
system, is contained within a failure domain F= jz: g(z): 5 01 
P(F) =f fz(z)dz (5-1) 
where f, (. ) is the joint probability density function (PDF) of Z, and g: 91" -+ 91 is 
the state function of the system. The surface G=lz: g(z)=O) that separates the safe set 
F' from (z: g(z) < 01 is referred to as the limit state surface (LSS). In the 
following, a generalisation of this problem to a failure domain defined by r state 
functions g, : 91' -* 9R (i = 1, ---, r) will also be considered: 
(z: gi (z): 5 0) (5-2) 
In order to solve the integral (5-1) by statistical sampling (R. Y. Rubinstein, 1981), it 
is of utmost importance to control and to minimise the sampling effor. The most 
_r__ - trequently applied variance reduction scheme is that of importance sampling (R. E. 
MelChers, 1987), the use of which for structural reliability problems was originally 
suggested by A Shinozuka (1983) and by A. Harbitz (1983). A new set of random 
variables X is introduced with PDF h, . The functional relationship between z and 
x may, in general, be non-linear and not even one-to-one. However, in what follows, 
a transformation of points will be considered in failure domain with identical 
Jacobeans J-, = def[&Zi /&, ] for each contributing disjoint set, such that 
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(5-3) h, (z(x)) = hx (x)JJýý -1 
Consequently, the multivariate integral (5-1) can be written as: 
P(F) = fI(z e F) h, (z) 
h., (z)dz = fI(z e F) h. (x) 
jJýx (x)Ihx (x)dx (5-4) 
with I denoting an indicator function equal to I for true arguments and zero 
otherwise. In other words, P(F) is detennined as the expectation of a function w(x) 
with respect to hx (x) : 
P(F) = Eh[w(x)] (5-5) 
where 
W(X) = 
JJ.., (x)lf, (x) / hx (x) if xEF (5-6) 
0 elsewhere 
The importance sampling PDF hx (x) must be nonzero over the failure domain, to 
ensure that the average F. of randomly simulated values of the function 
w(x, ) (i = 1, ---, m) serves as an unbiased estimator of the failure probability: 
=I W(Xi) (5-7) P, 
with a mean and a variance equal to 
E(P. ) = P(F) (5-8) 
)j2 var(P. ) =m var(w(x)) =m [w(x) - p(F hx (x)dx (5-9) 
As discussed in basic textbooks about Monte Carlo method (J. M. Hammersley et 
al., 1964, R. Y. Rubinstein, 1981), minimum variance is achieved if w is as constant 
as possible over the failure domain and zero elsewhere. In practice, there are two 
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conflicting objectives: the first one is to construct a density hx in such a way that it 
closely mimics the behaviour of within F, and the second one is to ensure that of 
hx is a joint PDF from which random variable vectors can easily be generated, as 
will be shown subsequently, this conflict is not as serious as it seems, owing to the 
benefit drawn from the fact that P(F) is small for type of problems considered. 
5.3 Choice of the location of the importance sampling PDF 
In the existing literature, the choice of a sampling PDF hx has been approached in 
many different ways. In case of single failure function g, it's clear that the centre of 
mass hx should be located near the point, or region, within F where the original 
density f, is the largest. Although some of the earlier work related to MCS 
importance sampling was concerned strictly with problems formulated in standard 
normal space, there is, a priori, no good reason to move away from the original 
variable space. In fact, many desirable properties such as linearity are bound to be 
lost by transfonning the constraints g, into another variable space. The fact that 
MCS importance sampling can be used in the original variable space regardless of 
the type of random variables Z is a significant advantage of the proposed method (K. 
Breitung, 1997). 
In the following, we will specifically assume that the log-likelihood function 
1, (z) = In fz (z) (5-10) 
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and the r failure g, (i = r) are such that the global maximum of Iz with respect 
to the set F as given by (5-2) occurs in unique point z*, and that, furthermore, this 
point of maximum likelihood (PML) lies somewhere on the boundary of F. It is 
worthwhile noting that if Z happens to be the standard normal space, then 1, (z) is 
proportional to - jzj', such that the PML coincides with the point in F that lies 
closest to the origin, the so-called design point. In general there is no exact 
correspondence between the PML and the design point in the associated standard 
normal space; K. Breitung (1997), however, did show that, asymptotically, they must 
be equivalent. 
Several situations may now be distinguished. The base case scenario arises when the 
point of maximum likelihood z- is located on just one limit state surface, say GI, and 
when there are no other points z on G, or on any of the other LSF G2, G3, --., G,. 
where a local maximum of Iz is achieved. A more general case arises when the PML 
z* coincides with the intersection of more dm one, say k(k:! ý r), limit state surface. 
Finally, there may be several additional, say s, points, z(*)i, on the irregular 
boundary of F where local maxima occur, with I(z(*)j) < I(z*), for j=1,..., s. each of 
these points in turn may be located on one LSS, of on the intersection of the disjoint 
neighbourhoods of the s+ I points jz*, z(*)j, j=1, ---, s) ; the failure probabilities for 
each of these zones are estimated and added to the result in an estimate for P(F). 
Without lack of generality, we may therefore restrict ourselves to the problem of 
selecting a sampling density for the case of a unique PML that is situated either on 
just one LSS G,, or else on the intersection point of k out of the r limit state surface 
(2: 5 V5 r). 
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5.4 Choice of the type of the sampling density 
A comprehensive review of importance sampling methods is given by R. E. Melchers 
(1991). It states that many types of sampling densities hx have been suggested by 
different authors. Some have been implemented in importance sampling software 
packages such as ISPUD, an acronym for Importance Sampling Procedure Using 
Design Points, etc. An obvious way to ensure that the sampling density is 
concentrated in the most likely area of the failure domain, is simply to shift the 
original PDF (z) in such a way that its mean coincides with the PML (A. Harbitz, 
1983). An equally straightforward choice is that of a unifonn density over a region 
enclosing the PML (M. Shinozuka, 1983). V. Bourgund and C. G. Bucher (1996) 
consider a normal PDF h, (x) having its mean at the PML. While no guidelines for 
the choice of the variance-covariance matrix are given, the latter authors use unit 
variances with satisfactory results. This technique is referred to as non-adaptive 
importance sampling. Precisely the static nature of the sampling density results in it 
being far from optimal for general use. It does not account for the characteristics of 
the joint pdf of the original variables, nor does it change with the shape of the limit 
state surface. 
Karamchandani et al. (1985) introduced a method of dynamic importance sampling, 
which is also based on the idea that as sampling progresses, the knowledge of the 
failure domain increases. It yields good results even with a "bad" starting point, and 
the PML need not be computed. However, since the procedure starts with crude 
MCS, the initial sampling phase can be very extensive if the probability of failure is 
small. 
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Other interesting sampling schemes have been developed such as directional 
sampling, radial sampling and censored sampling (R. E. Melchers, 1989), as well as 
the use of kernel-methods (G. L. Ang, et al. 1989). The construction of "exact" 
sampling densities in standard normal space and their implementation in a 
conditional expectation simulation method come close to the asymptotic methods 
proposed in this chapter. Importance sampling is also used by A Hohenbichler and 
R. Rackwitz (1998) with the objective of updating Breitung's second-order 
asymptotic result (K. Breitung, 1984). 
5.5 Univariate asymptotic importance sampling densities 
The problem of finding small probabilities associated with the random variable g(Z) 
is intimately related to extreme value theory. To illustrate this point, consider the 
univariate case of a single random variable Z and the simple limit function 
g(z) = zo -z. In other words, P(F) = P(Z > z,, ) represents the exceedance 
probability of zo. Assume that the behaviour of the continuous PDF fz of Z in the 
vicinity of zo is regular, in the sense that it belongs to the domain of attraction of one 
of the three extreme value distributions (J. Galambos, 1978). This condition 
effectively restricts the application of the subsequent method to PDFs that do not 
contain ripples or other local irregularities as caused, for instance, by trigonometric 
noise factors, but the use of such distributions in engineering may be viewed as 
rather pathological. In what follows, the objective is to determine the ideal 
importance sampling density hx. Since we want hx to be nonzero only in the failure 
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domain, it is appropriate to introduce the co-ordinate x, with z -ý x=z- zo . 
According to (5-6) and (5-9), the sampling error on P. is minimised when: 
f, (Z(, + x) f, (Z + x) 
x>0 hx (x) = P(F) 1- Fz (z0) (5-11) 
0x<0 
or, in terms of the cumulative distribution function (CDF), Hx (x): 
HX (X)= 1-P(Z> X+ ZO I Z> ZO) 
I- Fz (zo + x) 
x>0 
(5-12) 
1- Fz (zo) 
This means that hx is equal to the original density truncated below z,,. The 
application of straightforward extreme value techniques provides good 
approximations for hx as P(F) -. > 0, i. e. as zo approaches either oo or the upper 
bound of Z. Three cases arise. 
The first and most frequent situation arises when fz belongs to the Gumbel family. 
With only very few exceptions (J. Galambos, 1978), the right tail of f, is then 
unbounded. It is characterised by the fact that, as z --* co, the ratio of density to 
exceedance probability becomes indeterminate: 
ff m 
as z -* oo =-fz, =-fz = ... =Cl >0 I- Fz fz fzl 
(5-13) 
where c, is a positive constant, which may be infinity. It follows from (5-13) that the 
limit behaviour of the log-likelihood 1z (z) = In fz (z) and its derivatives P=fVf z 
etc., is equal to: 
as z -+ oo: 1 --+--00 P -ý -C 1 (, ) -+ o(l), 2 z9zIz 
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Using (5-13), the CDF Hx given by (5-12) can be approximated by: 
Hý, (x) -1- 
fz (ZO + x) 
=1- exp[lz (zo + x) - Iz (zo)] fz (zo) 
A Taylor expansion about zo together with the identities (5-14), results in 
Hx (x) -I- exp[l' (zo)x] X>O 
=0 elsewhere 
(5-15) 
Hence, the asymptotic importance sampling density for P(F) -)ý 0 (or zO -4 00) is an 
exponential PDF with mean - 1/1' (zo) z 
In the rather exceptional event that the unbounded tail of f, is such that the ratio (5- 
13) becomes zero as z -> oo, then fz may belong to the Frechet domain of attraction 
provided an exponent k can be found such that the exceedance probability decreases 
proportionally to z-' . 
The resulting conditions: 
as z -+ oo: 
Z-k k(k + I)Z-(k+2) 
C2 >0 
I- Fz fzl 
(5-16) 
show that in the Frechet case, the derivative of the log-likelihood tends to zero. The 
function [- zl' (z)], however, remains finite as z --> oo: z 
- lim[zl' (z)] =k+I z Z-+oo 
(5-17) 
Equations (5-16) and (5-17) may now be applied to (5-12), yielding the following 
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The asymptotic importance sampling PDF is therefore a Pareto, PDF with exponent 
k and scale zo; the exponent k may be retrieved from the derivative of the log- 
likelihood as (5-17). When (5-17) is substituted in (5-18), it becomes clear that if IZ 
does not tend to zero, which implies that - z1' , (z) -+ oo (as in the case of the Gumbel 
type) then, by Euler's limit rule, the exponential PDF (5-15) re-emerges. 
A more important and practical situation arises if Z has a finite upper bound, b. 
Various cut-off conditions may arise depending on the order of the first nonzero left- 
derivative of Fz (z) at z=b. In almost all practical cases the bounded PDF fz 
belongs to the domain of attraction of the Weibull extreme value distribution, which 
means that it is characterised by an exceedance probability which is of the order of 
z)', where k>0, so that: 
(b _ Zyk k(b - Z) 
k-I k(k - 1)(b _ Z)k-2 as z -+ b: = ... =C3>0 (5-19) 1- Fz fz fzl 
Consequently, the asymptotic expression for Hx given by (5-12) becomes: 
k 
Hx(x) -I- 
(b -X_ ZO)k 
-(I- 
x For O<x<(b-zo) (5-20) 
(b _ ZO)k b-zo 
In view of (5-19) the Weibull exponent k may also be estimated from the derivative 
of the log-likelihood function: 
as z-->b: k--(b-z)l'(z)+l (5-21) z 




0<x<b- zo (5-22) 
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Clearly, the ideal importance sampling density is now a Beta PDF over the interval 
[0, b- zo ] with parameters a, =I and a=k=I- (b - zo )1' (zo) . Again, it should 2z 
be noted that if the upper bound b is large with respect to the PML zo then the 
above beta PDF transforms into the familiar exponential PDF (5-15): 
1-(b-zo)lý (zo) 
lim Hx(x)=I-li I- xI- exp(l' (zo)x), x>0 (5-23) (b-ZO)-400 b- zo z 
In order to shed more light on the quality of these asymptotic densities, it is very 
instructive to consider a range of applications. For instance, we may calculate w(x) 
using (5-5), as well as the variance (5-8), and investigate the sensitivity of these 
quantities to change in the location and the parameters of the sampling density. 
Two points should be noted from the discussion of the univariate case: the 
importance of the gradient of the log-likelihood VI at the PML, and the significance 
of the exponential PDF. Both of these aspects also play a prominent role in the 
multivariate case. 
5.6 The basic concept of asymptotic approximations for failure 
probability 
The basic concept of asymptotic approximations is described using Laplace-type 
integrals of the form 
I(P) = jeo"(')dz 
where F is the failure domain: F= Jz: g(z):! ý 01. In the case of failure 
probabilities, where I(z) is scaled log-likelihood function of a probability density, 
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zl- - there are some characteristics. Since in general the probability content of the failure 
domain is small and far away for the region where the PDF is large, the maximum of 
1(z) is at some points of the boundary G of F. For such a maximum of function on a 
surface G, the Lagrange multiplier theorem gives some results about the structure of 
the Taylor expansion of I and g at the Point of maximum likelihood (PML) z*. The 
gradients V1(z .) and Vg(z*) are orthogonal to the tangential space of G at the 
PML and therefore 
Vf(z*) = kvg(z*) 
Further, the first directional derivatives of f and g in the direction of the tangential 
space vanish. So, for a Taylor expansion of I at z* in the region of F near this 
point, the directional derivative expansion of I in the domain F, which is given by 
- IVII, is needed firstly. Further the second directional derivatives into the direction 
of the tangential space of G is needed at the PML of I and g to determine the 
behaviour of the function I on the surface G near z*. With this information it's 
possible to derive the asymptotic approximation. 
5.7 The basic multivariate asymptotic importance sampling density 
The case of one limit state function g and a unique PML, z* is considered first. 
Together with g(z*) =0 and Vg # 0, it is also assumed that the maximum is regular 
with respect to F, i. e. det C*0, where the n-I by n-I matrix C is equal to 
c 
IVII 
gii (5-24) lVgl 
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and where double subscripts denote second order derivatives. This matrix can easily 
be recognised as the negative of the first cofactor of the Hessian of the Lagrangian 
function associated with the constrained optimisation problem - maximise the log- 
likelihood I(z) subject to g(z) = 0. The Hessian is available directly only for the 
particular case that all the constraints variety of techniques may be written as explicit 
functions of z. In a more general context, a variety of techniques may be used to 
solve the optimisation problem and simultaneously reconstruct the Hessian, or its 
inverse. The principal curvatures of the LSS are determined iteratively on the basis 
of infonnation collected during the fmal steps of a gradient projection search. 
By a simple and suitable translation and rotation we can introduce a new curvilinear 
co-ordinate systemX, 9 X2) - *,, x. . such that: 
1. the PML lies at origin, that is, x*= (0, ---, 0) ; 





3. The remaining n-I co-ordinates X2, ---, x,, are surface co-ordinates in the 
direction of the main curvatures on the limit state surface at PML. 
In practice, a third system of co-ordinates YI 9 
Y2 51 ---, y,, needs to be introduced. This 
co-ordinate system is Cartesian with y, coinciding with x, andy2; --, y,, being the 
projections of the X2 11 *-x,, surface co-ordinate axes on the tangent hyper-plane at 
the PML. 
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By the above procedures, the basic problem is essentially similar to the univariate 
problem. An asymptotic approximation is to be found of the joint density h, (x) of 
the random vector X. Using key results from differential geometry and Laplace 
integrals, K. Breitung (1997) developed the foundations for the following important 
result, for small P(F), approximately: 




g xixj 31 xi >o (5-26) 
1- 
2 ivgl ,1 
This result implies first of all that the random variable X, is stochastically 
independent from the other (n -I) variables and that it has approximately an 
exponential PDF with mean I /IVII. 
Note that since x, coincides with the direction of steepest descent, IV11 = -(al / ox, ).,. 
which is equivalent to the one-dimensional expression obtained under (5-15). The 
remaining variables matrixX2 ,---, X,, are seen to have a multivariate normal PDF 
with zero mean vector and covariance matrix + C-',, where C is given by (5-24) 
with all the derivatives taken with respect to y. The parameters of the asymptotic 
importance sampling PDF are thus seen to be governed by 
e, * the gradient of the log-likelihood at the PML, 
+ the curvatures of the log-likelihood function at the PML, and 
the curvatures of boundary of the failure domain at PML. 
Note that the occurrence of a regular maximum at the PML, guaranteeing the non- 
singularity of C, implies that none of the variances of 
X2 "**9X,, become infinite. 
Because of the choice of co-ordinates there are no mixed second derivatives of g, i. e. 
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go =0 (i # j). If, in addition, there would be no mixed second derivatives of h, 
then the Hessian of the Lagrangian C is diagonal. After dividing by IVII, one 
obtains the differences of the curvatures k,, and kg, of the level surface log- 
likelihood and of the limit state surface; a particular diagonal element on row i of C 
would therefore be equal to IVII(+k,, - kj ). Note that k, cannot possibly be less 
than kg,, else there would be no maximum at the PML. The case of a limit state 
hyper-plane (all g. = 0) is also specifically considered by K. Breitung (1997). In this 
case the jx) co-ordinate system is itself Cartesian. Finally, it should be kept in mind 
that (5-26) is only an approximation which is good in an asymptotic sense. Its quality 
depends on the overall structure of the LSS and the log-likelihood function. But for 
small P(F), the use of (5-26) is guaranteed to result in a small sampling error. 
5.8 Implementation of AIS Tail Model 
In the original variable space, a simple linear transfonnation links z to the local 
Cartesian co-ordinates y at the PML. The transformation between y and x, however, 
requires additional attention. The practical implementation of (5-26) rest on the 
following processes. 
At the PML(point of the maximum likelihood), y=O, the importance sampling 
density (5-28) is detennined, the normalising constant being IVII(27r) -(n-1)12 (det C)112. 
A random sample jxj) is generated, the first component being 
exponential with mean IVII-' and the (n-1) remaining components normal with mean 
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zero and covariance matrix C-1. Let us concentrate on a random point S thus 
obtained in the failure domain. First suppose that the limit state surface coincides 
exactly with its second-order approximation, such that the co-ordinated 
X2 11 X3 . --- , x,, represent arc lengths on the paraboloid; they are the surface co- 
ordinates of the projection of A along the direction (5-27) onto the limit state surface. 
It follows that, in this case: 




y, =-ij-'(kg, x, ), i=2,. --, n kgj 
where k,, are the principal curvatures in the directions i(i = 1,2, ---, n) . The function 
a =Tj -1 (b) represents a numerically suitable inverse function of the non-dimensional 
arc length function b =, n(a) for a parabola: 
il(a) =a 
ll-+ a2+I In (a + vFiý+), aE 9R 22 
(5-28) 
However, the g-value of the point ()q = 0, x2, x3, ---, x,, ) may not be exactly equal to 
zero, in which case a small correction c is needed to project this point back onto the 
true LSS, in the direction given by (5-25). This can be achieved by a single Newton 
correction using either the true gradient or its first order approximation with respect 
to Vg(O). Alternatively, the type of application may justify the use of a full line 
search in the direction of x,. In practice, the correction is quite small, except, for 
instance, in such case when there is close osculation between the level g surface and 
the level log-likelihood surfaces in the vicinity of the PML. (ki, - kg, ; zz 0 leads to a 
nearly singular C matrix in (5-26) and a large variance in the direction i. ) 
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In the general case then, the following non-linear transformation x --> y is 
applicable: 
I 
Yi2 y, ý+xj--j]kg, +c 2i=2 
(5-29) 
Yi = kgj 
il '(kgx, ), 
It is clear that since the correction c does not affect any of the surface co-ordinates, 
the Jacobian of the transfonnation. is independent ofF.. Substituting the derivatives 
of the arc length function (5-28) and considering the additional fact that the Jacobian 
of the orthogonal transfonnation z --> y is equal to one, it can be verified that: 
n 
Ij 
zx (X)l = Ij zy 
(X)j 
yx 
(X)l fl [I + (k giyi (Xi))2]-112 (5-30) 
i=2 
where yj(xj) is given by the Eq(5-29). It is now a sample matter to detennine the 
value of the sample statistics [w(x)L associated with each vector xj 0=1, ..., m) using 
Equation (5-6), (5-26) and (5-30). 
5.9 Additional asymptotic sampling densities 
The previous results are now extended to the more general failure domain F given by 
(5-2). As indicated before, the present research focuses on the case where the PML is 
located at the intersection of k limit states (k: 5 0), such that: 
91 (Z) =***= gk (Z) --= 
() 
gj (Z . )<O, forj=k+I,..., r 
(5-31) 
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. Li- . the new co-ordinates system with origin at the PML is defined as follows. The first k 
co-ordinates xl,..., xk are the projections of z- z* on to the negatives of the 
normalised gradient of the active constraints: 
xs = -(Z -z vg, Ilvg, 1, s (5-32) 
It must be noted that, due to the Lagrange multiplier theorem, the gradient of I can be 
written in the form: 
k 
VI I 7ý, Vgs 
S=l 
(5-33) 
we assume that the maximum is regular, i. e. y,, >0 for s=1, ---, k. The remaining 
(n - k) local coordinates, xk-,,, ---, x,, , are the arc lengths in the directions of the main 
curvatures of the surfaceg, (Z) : -- 92 (Z) z-- ,**ý 9k (Z)= 0 at the PML. 
The asymptotic form of PDF near the PML is now the product of a (r-k)-dimensional 
normal density with covariance matrix C-, where 
k 
C tcti)i, 
j=k+l, ---, n 10 _ ýY, go" (5-34) 
s=l i, j=k+l, -.., n 
(with the subscripts ij denoting second order derivatives at the PML with respect to 
the local Cartesian co-ordinates), and a k-dimensional exponential distribution with 
independent marginal having a mean ýVg, 17,, Y'. The derivation is similar to the case 




yXiXj (5-35)  (x) = det C 
rl iVg, ly, (2 ex -2 Ivg, ly, x, --c 21j=k+I 
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The non-orthogonality of the first k unit vectors must carefully be taken into account 
when determining the Jacobean J,, in (5-6). 
Finally, it is worthwhile to revisit the case of a density that is bounded in the 
neighbourhood of the PML, as was done above in the uni-variate case. If it is 
assumed the PML to lie on just one LSS (k = 1), and if, after transformation the 
variable X, has an upper bound c, then the asymptotic importance sampling PDF 
can be expressed as follows: 
h (x) oc (1 - x, / c)lv'lc exp 
nC 
O<xl <C (5-36) x -I- lyxixj 
s=1 2 , j=k+l 
This result can easily be obtained by noting that the transformation 
u, =- In(I - x, / c) yields a set of variables 
(Ul 
51 U2 9* *' , x,, ) that have the joint PDF (5- 
26); the expressions for V1, Vg and the density itself can subsequently be 
transformed to produce (5-36). 
5.10 Parameter sensitivity 
In the context of a structure reliability analysis, it is very usefid to determine 
sensitivity or importance measures for failure probabilities (P. Bjerager, 1990). They 
can be obtained easily and with little additional effort using asymptotic importance 
sampling, the only requirement is to keep track of a score function involving the 
known gradient of the original log-likelihood function of the gradient of the state 
fimction. 
First consider the case where 0 is a distributive parameter. For simplicity, only one 
parameter is considered, the extension to a vector of parameter is straightforward. 
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The sensitivity of P, (F) to a small change of the parameter 0 on which the joint 
density (z, 0) is dependent, can be represented by the partial derivative: 
2PfF) a 0 
)0 - 
[l 
f, (z, 0)dz] (5-37) 
which may be transformed as follows: 
= 1. 
ýf-, 
z dz = I fdz = fw(x, O) hx (x)dx = 
Eh w (5-38) ýo 0 ao 
where w(x, O) id defined as in (5-6). It is clear that the sensitivity can be estimated 
from the same random sample jxjj (j = m) used for the calculation of P(F), by 
assembling the statistic I/ ml M W(xj, o)al(xj, o)lao. 
The sensitivity of P(F) to state function parameter can be determined in a similar 
situation. We restrict the discussion to the case of one parameter -r and one state 
function g(z,, r). The sensitivity can then be expressed as: 
i9P, (F) 'ag(z'T) f(z) ds, (z) 
'IT 09T Ivgl 0 
(5-39) 
where G(T) is the LSS 1z: g(z,, r) = 01 and where dSG(z) denotes surface 
integration over G(r). The choice of local co-ordinates in AIS is precisely such that 
the n- I co-ordinates x2, x3, ---, x,, the principle directions of the LSS at the PML. 
Consequently, AIS lends itself well to the calculation of (5-39) at very little expense 
within the same simulation needed to estimate the failure probability. This becomes 
clear when (5-39) is viewed as an expectation with respect to the (n - 1) dimensional 
joint density jý, (x) of the variables X. = 
IX2 
11 X3, ---, X,, l given by (5-26) with 
x, =0 (in local co-ordinates the equation of the surface G is x, = 0): 
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'ag(z"r) f, (Z) li", It,. 
aT IV91 





-i5ý h* hx* ON lVgl] x 
IV91 
I 
This expected value can easily be estimated by averaging the statistic in square 
brackets generated by the original random samples jxjj with the first co-ordinate x, 
put equal to zero. Expressions similar to (5-40) can be derived easily to determine 
parameter sensitivity in the case of multiple state functions. 
5.11 Procedure of AIS Tail model 
The random variables reliability problem consists of finding the probability that a set 
of n random variables Z, representing all variables involved in the design equation, is 
contained within a failure domain, i. e. F= {z: g(z):! ý 0). In order to solve the 
integral (5-1) by statistical sampling, it is of utmost importance to control and to 
minimise the sampling error. 
The first step of AIS Tail Model is to find the new set of random variables X which 
represents the most critical points in the failure domain. The PDF of the new set of 
random variables is expressed as hx in Eq(5-3) and Eq(5-26), it must be nonzero 
over the failure domain. 
The implementation is discussed in section 5.8. y, (x, ) can be calculated from Eq(5- 
29), then the Jacobians J,,, = detfaz, / aj I can be determined from Eq(5-30). The 
value of the swnple statistics 
[w(x)lj described in Eq(5-6) using Eq(5-6), Eq(5-16) 
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and Eq(5-30). The cumulative probability density function described in Eq(5-4) can 
then be addressed. 
Once the cumulative probability density fimction is determined, we can now use the 
Tail Model built in chapter 4 to get a better fit. Details of the procedure of Tail 
Model can be found in section 4.6 - Procedure of Tail model. 
5.12 Summary 
An Asymptotic Importance Sampling method has been presented based on the Tail 
Model built in this chapter. In this method, sampling densities are derived for a 
variety of practical conditions: a single point of maximum log-likelihood; points 
located at the interest of several failure surfaces, and bounded variables. 
Theoretically, the quality and the efficiency of the method improves as the failure 
probability decrease, this will be demonstrated in the next chapter by applying the 
method to a few examples to validate the model and it will then be applied to real life 
applications. 
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6.1 Introduction 
The Asymptotic Importance Sampling method has been presented based on the Tail 
Model built in the previous chapter. Theoretically, the quality and the efficiency of 
AIS Tail Model improves as the failure probability decrease. To validate the new 
model and to investigate the characteristics of the AIS Tail Model, a few examples 
will be employed in this chapter and the new model will then be used to a real-life 
example. Traditional methods, such as Monte Carlo Simulation (MCS), First/Second 
Order Reliability Method (FORMISORM), are also used as an comparison. 
Section 6.2 uses two simple example to perform the theoretical validation. Example 
I is a simple case in which two independent variables are involved with experimental 
distributions. The reason of this simple case is because we can get the analytical 
results in this example and thus provide us with the ability to proof that AIS Tail 
Model can give accurate results. Example 2 is also a theoretical example to 
investigate the effects of variable dimensions. It provides a comparison with 
'traditional methods, Monte Carlo Simulation (MCS), First/Second Order Reliability 
Method (FORM/SORM), to prove that AIS Tail Model can give more accurate 
results with small numbers of simulations. 
The new model is then used to a real life casing design example in drilling. 
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6.2 Theoretic Validation 
Example 1: 
This example is for illustrating the accuracy and parameter sensitivity of using AIS 
method built in the previous chapter. To give a good comparison, the example used 
in chapter 4 is still used for the validation. 
In the simple case of two independent variables z, and Z2 with parameters u and 
a, the state function is as follows: 
g(z, Z, )=y2_ ZIZ2 
the failure probability, the sensitivity of P(F) with respect to u and a, and the 
sensitivity of P(F) with respect to y are determined respectively in this example. 
The exact results can be reduced as the following, 














Some of the parameters needed during the computation are as follows: 
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pML= (; V, Y) T, 
Vl 





k12 =-12 CO. 
2), 
-r2Xa 
y=4.15148, g=l, cr=0.150 
Where 1(Z, I Z2 )can be calculated from Equation (5-10), k. are the principal 
curvatures as seen in Equations (5-27), C can be calculated from (5-24). 
Table 6-1 shows the comparison of the exact result and the one achieved by using 
AIS Tail Model built in chapter 5. 
It is clear that, using small quantity of iterations, a good result can be obtained using 
the AIS Tail Model. The parameter sensitivity is also analysed in this example, it 
shows that the probability is direct proportional to li and a, but inverse to 7. 
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Table 6-1 - Comnariqnn xxith f-ynv. t re-mits 
P(F) Err or &/ ap Error aP / ac Error aP / ay Error 
Exact result 3.167E-5 1.261E-3 3.569E-3 -3.304E-4 
MCS(m=10,000) 3.182E-5 0.47% 1.281E-3 1.54% 3.625E-3 1.57% -3.547E-4 7.3% 
FORM 3.428E-5 8.20% 1.420E-3 12.6% 3.207E-3 10.1% -2.953E-4 10.6% 
SORM 3.250E-5 2.62% 1.316E-3 4.36% 3.372E-3 2.72% -3.012E-4 8.84% 
m =50 3.181E-5 0.44% 1.275E-3 1.11% 3.515E-3 1.50% -3.010E-4 8.9% 
1-4 
-po 0 m =500 3.189E-5 0.69% 1.270E-3 0.71% 3.617E-3 1.34% -3.018E-4 8.6% 
m =5000 3.170E-5 0.09% 1.264E-3 0.24% 3.552E-3 0.48% -3.021E-4 8.5% 
m =50 3.176E-5 0.28% 1.261E-3 0.00% 3.522E-3 1.30% -3.018E-4 8.6% 
m =500 3.189E-5 0.29% 1.268E-3 0.50% 3.614E-3 1.26% -3.024E-4 8.4% 
m =5000 3.166E-5 0.03% 1.262E-3 0.08% 3.566E-3 0.1% -3.021E-4 8.5% 
To ftuther investigate the accuracy and efficiency of the new model, different values 
of y are chosen. Figure 6-1 shows the results from FORM, SORM, MCS, Tail 
Model, AIS Tail model and also the expected results with y increases from 1.0 to 
5.0. Figure 6-2 gives the absolute errors of these results. As it has been demonstrated 
in chapter 4, it can be seen that, as y increases, FORM becomes more accurate. This 
is because the limit state function has less curvature when y increases. AIS Tail 
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Model gives very much better results with small number of simulations than the Tail 
Model demonstrated in chapter 4. MCS provides very close results with 1,000,000 
simulations. 
Because FORM and SORM require only a small number of simulations they are both 
useful at the preliminary design stage. When more accurate results are required, the 
AIS tail method is better than FORM and SORM, and more efficient than MCS. 
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Figure 6-2: Error of the results with respect to the expected results 
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EXample 2 
This example is focusing on investigating the effects of variable dimensions. It 
provides a comparison with traditional methods, Monte Carlo Simulation (MCS), 
First/Second Order Reliability Method (FORM/SORM), and the Tail model built in 
chapter 4. 
The state function: 
n 
9(z) zi +a (cosh zi - 1) n =2 
where z, (i = 1, ---, n) are n independent standard normally distributed random 
variables in interval [0,1]. 
Same as in Example 1, some of the parameters needed during the computation are 
can be calculated from Equation (5-10), (5-24), (5-27) etc. 
InT 
1(Z)=- YZI, PML=(, fl, O,. -., O) ,i 2 j=1 
A (1,0 ..., O)T, 
IVII/Iv9l 
I 
=_a kli =#, kgj 
n9 
i=2, 
Same as in Chapter 4, the Monte Carlo results after 1,000,000 iteration is introduced 
here as an "accurate" result to calculate the error. Table 6-2, Table 6-3, Table 6-4 and 
Table 6-5 show the results using different simulation methods under different (x and 
p to investigate the effects of the variable dimension. 
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It can be seen that FORM, in contrast to FORM, SORM and the Tail Model built in 
Chapter 4, AIS Tail model provides very accurate results even in the case of high 
dimensionality with small number of simulations. The error increases when the 
dimensionality becomes higher, the accuracy can be increased in AIS Tail Model by 
enlarging the number of iteration steps. 
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Table 6-2: Comparison of different methods under different dimension (0=5, a= 1) 
n=2 Error n= 10 Error n= 50 Error 
Mcs 
1.5120E-07 - 5.65OOE-08 - 1.2500E-08 - 
m=1,000,000) 
FORM 3.01OOE-07 99.07% 3.01OOE-07 432.74% 3.01OOE-07 2308.00% 
SORM 1.6045E-07 6.12% 7.0160E-08 24.18% 2.8370E-08 126.96% 
m =50 1.6065E-07 6.25% 6.4037E-08 13.34% 1.7074E-08 36.59% 75 
"g 
M =500 1.5719E-07 3.96% 6.1432E-08 8.73% 1.5640E-08 25.12% 
m =5000 1.5344E-07 1.48% 5.9478E-08 5.27% 1.5008E-08 20.06% 
m =50 1.5366E-07 1.63% 5.9235E-08 4.84% 1.5270E-08 22.16% 
8 4) 
& -0 m =500 1.5264E-07 0.95% 5.8042E-08 2.73% 1.4885E-08 19.08% 
cn 0 
m=5000 1.5199E-07 0.52% 5.7636E-08 2.01% 1.4699E-08 17.59% 
Table 6-3: Comparison of different methods under different dimension (D=3.5, cc=l) 
n =2 Error n=10 Error n =50 Error 
mcs 
1.332E4 - 4.229E-5 - 2.913E-5 - 
(m =1,000,000) 
FORM 2.326E4 74% 2.326E4 400% 2.326E4 200% 
SORM 1.403E4 5.3% 6.028E-5 42% 4.434E-5 52% 
m =50 1.41 OE-4 5.8% 4.750E-5 12.3% 1.965E-5 32.5% 
m =500 1.290E-4 3.1% 4.602E-5 8.8% 2.158E-5 25.9% 
c m =5000 1.315E-4 1.3% 4.513E-5 6.7% 2.250E-5 22.7% 
m =50 1.350E-4 1.4% 4.050E-5 4.2% 2.273E-5 22% 
W "9 m =500 1.324E-4 0.6% 4.119E-5 2.6% 2.290E-5 21% 
m =5000 1.325E4 0.5% 4.163E-5 1.6% 2.293E-5 21% 
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Table 6-4: Comparison of different methods under different dimension (D=3, oc=-O. 1) 
n=2 Error n= 10 Error n= 50 Error 
M 
1.5200E-03 - 1.6496E-03 - 1.5200E-03 - (m =1,000,000) 
FORM 2.67OOE-03 75.66% 2.67OOE-03 61.86% 2.67OOE-03 75.66% 
SORM 1.6200E-03 6.58% 2.28OOE-03 38.22% 3.2224E-03 112.00% 
m =50 1.6086E-03 5.83% 1.8317E-03 11.04% 1.9863E-03 30.68% 
0 m =500 1.5705E-03 3.32% 1.7755E-03 7.63% 1.9178E-03 26 17% . 
*8 m =5000 1.5408E-03 1.37% 1.7159E-03 4.02% 1.8061 E-03 18.82% 
m =50 1.5416E-03 1.42% 1.7197E-03 4.25% 1.8114E-03 19.17% 
(U -0 m =500 1.5331 E-03 0.86% 1.6993E-03 3.01% 1.8032E-03 18.63% 0 :: 5 
m =5000 1 1.5262E-03 1 0.41% 1 1.6813E-03 1.92% 1.7703E-03 16.47% 
Table 6-5: Comparison of different methods under different dimension (B=3. a=O) 
n=2 Error n= 10 Error n= 50 Error 
Mcs 
1.3604E-01 - 1.3604E-01 - 1.3604E-01 - 
(m =1,000,000) 
FORM 1.3489E-01 0.84% 1-3489E-01 0.84% 1.3489E-01 0.84% 
SORM 1.3513E-01 0.67% 1.3513E-01 0.67% 1.3513E-01 0.67% 
m =50 1-3539E-01 0.48% 1-3539E-01 0.48% 1.3539E-01 0.48% 
0 m =500 1.3652E-01 0.35% 1.3652E-01 0.35% 1.3652E-01 0.35% 
Im m =5000 1.3629E-01 0.18% 1.3629E-01 0.18% 1.3629E-01 0.18% 
z m =50 1.3624E-01 0.15% 1.3624E-01 0.15% 1.3624E-01 0.15% 
's 
m =500 1.3616E-01 0.09% 1.3616E-01 0.09% 1.3616E-01 0.09% 
CD m =5000 1.3610E-01 0.04% 1.3610E-01 0.04% 1.3610E-01 0.04% ;; z 
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6.3 Real life Application 
The validation has been done in the former section. It shows that the new method is 
more accurate than the existing simulation methods. In this part, the method is used 
into the real life casing design in oil and gas industry. 
While drilling oil and gas wells, the most frequent failure mode is casing collapse, 
which is assumed to occur once the external pressure exceeds the ultimate collapse 
strength. To estimate the casing failure probability under collapse load, the Tamano 
equations for ultimate collapse strength are summarised below. 
The Tamano equations for ultimate collapse strength are summarised below; a fuller 
treatment can be found in Tamano et al. 1983. 
Z= Res - Load 
P, + pp (PI - PP) 
2 




Pp =2 *Y*(D_, )( 
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The effect of eccentricity, ovality is modelled by a strength decrement factor H, 
whose coefficients were obtained from elasto-plastic finite element analysis (Tamano 
et al. 1983). 
H=0.0808 * OV + 0.00 114 * EC + 0.1412 * -T- Pfy 
Where variables T, D are casing average thickness and average outside diameter; E, 
Y, g and RS are Young's modulus, yield stress, Poison's ratio and residual stress 
individually; EC and OV which are eccentricity and ovality are considered in the 
equation. The mean and covariance of each variable are shown in Table 6-6. 
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Table 6-6: Basic variables 
Variable Nominal Value Mean Value COV 
Yield Stress Y=379,211,800 Pa 1.09 0.03 
Casing Avg thickness T= 12.7 mm 1.0 0.025 
Casing Avg OD D=508 mm 1.005 0.001 
Young's Modulus E=3. OE7 1.0 0.035 
Poison's Ratio p =0.3 1.0 0.025 
Eccentricity EC=7.4 % 1.0 0.51 
Ovality OV=O. 18 % 1.0 0.54 
Residual Stress RS=-1447.90 Pa 1.0 0.20 
Mud Weight Prev String MWCSD= 
226,206 k g/M3 
1.0 0.06 
Mud Weight Next String MWTD= 
271,447k g/M3 
1.0 0.06 
Lost Circ DePth Lcdepth=127m 
Pore Pressure PoreP= 13,100,044 Pa 1.0 0.06 
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Table 6-7 gives the distribution type of the variables involved in the design equation. 
Some variables, which enough data set can be found, were treated as random ones in 
the simulation procedure. The others were still considered as it shows in DEA64. 
A 
Ip endix E lists the PDF data for variables. FP 
Table 6-7- The distribution tvne of each variahle-, in the di-qiun emintinn 
Variable Distribution 
D Outside diameter Random 
T Wall thickness Random 
Ec Eccentricity Random 
Ov Ovality Random 
E Young's modulus Gaussian 
p Poisson's ratio Gaussian 
UY Yield stress Gaussian 
The following simulations are to investigate the characteristics of the equation under 
different load case, meanwhile, the comparison between different method is also 
presented. 
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6.3.1 Investigation of Lost Circulation 
According to DEA 64, the lost circulation load case is as follows: 
L =, o,, g(d - 
pp d 
pig 
where PPd is pore pressure at lost circulation depth and d is lost circulation depth, 
Po and Pi are fluid density outside of casing and inside of casing respectively. 
Table 6-8 gives the distribution type of variables involved in the lost circulation load 
case. 
Table 6-9- Distribution tvne of vqrinhip..,, in Inqtr. irmdqflnn Innd enQ, - 
Variable Distribution 
PPd Pore pressure lost circulation depth Log-Normal 
d Lost circulation depth Log-Normal 
P, Fluid density outside casing Gaussian 
Pi Fluid density inside casing Gaussian 
9 Gravity Acceleration 
Pjr. Y 
Mean value of yield stress 
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A set of casing with different D/t was analysed by the AIS method (where m=50), 
the corresponding failure probability is shown in Figure 6-3. For comparison, the 
MCS result is also plotted in the same graph. 
0.10 
Probability by AIS 
Probability by Monte Carlo Simulation 
0.08 
0.06 - 





10 15 20 25 30 35 
Outside Diwncter/Wdl Ilbicimess 
Figure 6-3: Failure probability to D/t of Tamano Equation under lost circulation. 
6.3.2 Analysis for tubing leak load case 
Kill Weight Probability function: 
[p,, - ppf g(d,,,,, - d,,, h) + pig(dpac ker- 
dwhA - POgdpac ker 
Light Weight probability function 
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pf g(dxf, - d,, h)] - p,, gd,, h 
The distribution information lists in Table 6-9. A set of casing with different D/t was 
analysed by the AIS method (where m=50), the corresponding failure probability is 
shown in Figure 6-4. Results of SORM and MCS are also plotted for comparison. 
Table 6-9: Distribution type of variables in tubiniz leak load case 
Variable Distribution 
Pre, Reservoir Pressure Log-normal 
Ppf Production fluid density Gaussian 
dperfs Perforation depth Log-normal 
dwh Wellhead depth Log-normal 
dpac 
ker Packer depth Log-normal 
A Fluid Density Outside 
Casing 
Gaussian 
9 Acceleration due to gravity 
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Figure 6-4: Casing failure probability under tubing leak load case 
6.3.3 Investigating of the effects of different variables to the results 
To investigate the advantages and accuracy of AIS method, this part introduces only 
a few variables as random and the rest of them are still treated as deterministic or 
distributed as stated in DEA64, 
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Figure 6-6: Only wall thickness is treated as random 
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Figure 6-7: Only outside diameter is treated as random 
Probability by AIS(Boffi t and D are random) 
Probability by MCS 
in----4B0 
10 15 20 25 30 35 
Outside clameter/wall thicimess 
Figure 6-8: Both Wall thickness and outside diameter are treated as random: 
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The same examples as in Chapter 4 are used in this chapter to validate the model. 




Chapter 6: Validations and Applications 
FORM, SORM, MCS, Tail Model and AIS Tail Model. As y increases, because the 
limit state function has less curvature, FORM becomes more accurate. Because 
FORM and SORM require only a small number of simulations they are both useful at 
the preliminary design stage. AIS Tail Model provides more accurate results than 
the 'Fail Model built in Chapter 4. MCS provides very close results with 1,000,000 
simulations. Further investigations in Example 2 shows AIS Tail model provides a 
more robust means of determining a reasonably accurate probability of failure, even 
in the case of high dimensionality. 
The new model is then used to estimate the casing failure probability under collapse 
load case, which is the most frequent failure mode and is assumed to occur once the 
external pressure exceeds the ultimate collapse strength. It can be seen that the 
failure probability is much more smaller than the one under lost circulation load case. 
It can be concluded that the lost circulation load case is critical and should be 
considered first for the collapse analysis. 
The effects of different variables, shown in Figure 6-5, that two curves are very close 
when all the variables are treated with pre-assumed distributed, this illustrates that 
the factors, which mostly effect the probability result, are the distribution of the 
variables rather than the method used. 
When the wall thickness and/or the outside diameter were treated as random 
variables and fitted by the method developed, as shown in Figure 6-6, Figure 6-7 and 
Figure 6-8 respectively, the results are different especially when D/t is between 
15-18, where the curve is very steep. This shows that AIS Tail model is not well 
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suited to large probability of failure which tail area does less contribution to the 
results. 
Because the AIS method offers a theoretical basis for getting a suitable distribution 
type of all variables with limited data, it can therefore be concluded that AIS Tail 
Model offers a great advantages in practical applications. That is to say, the 
distribution type is not essential when using AIS Tail Model. With limited data, AIS 
Tail Model can give more accurate results in comparison with traditional methods. 
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Chapter 7: Discussion 
The present research started with a review of the existing casing design methodology 
in the oil and gas industry. 
As the main method used in the traditional casing design, Working Stress Design 
uses design factors, which are almost entirely empirical, to account for the 
uncertainties of the design variables, and its minimum expected strength is designed 
to exceed maximum possible loads. Because it is always based on the worst case of 
wells for which the failure probability is the highest, the selected casing string is 
normally over-sized for the less severe cases such as development wells. The uses of 
design factors is normally used for all steel types and grades, for all strings and all 
load types, which causes uneven risk as discussed in chapter 1. 
Because Quantitative Risk Assessment provides the methodology for the 
optimisation of a design, while quantiýýing the risk of the design for a particular 
scenario and can give the designer a satisfactory and quantified answer, the existing 
QRA methods were then investigated. 
First/Second Order Reliability Method (FORMISORM) and Monte Carlo Simulation 
(MCS) are at present very popular in Quantitative Risk Assessment. The advantages 
of these methods are that they give a simple procedure and its algorithms are easy to 
be implemented. A major disadvantage, however, is that it is very computationally 
intensive when the simulated event is of very low probability. Meanwhile, in QRA 
simulation procedure, MCS and FORM/SORM focus on the theoretical distribution 
in the central part of the observed data, rather than on the tail. 
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The aim of the new methodology is to build up a mathematical that simulates the 
data of the reality better than the existing methods and can quantify the risk of failure 
more precisely. 
The investigation of existing Quantitative Risk Assessment methods shows that, in 
the casing design of oil and gas industry, the tail area is most effective to the 
probability result. That is to say, whether or not the results are accurate enough 
critically depends on how good the mathematical model can simulate the tail area. 
Therefore, a way of estimating the tail area of a distribution is presented in the 
research. 
The key idea of the Tail Model is based on introducing the tail heaviness index (THI) 
into the generalised Pareto Distribution which is a two-pararneter distribution that 
contains the unifonn, exponential, and Pareto distribution as special case. THI 
describes how heavy any portion of a probability density tail is with respect to the 
pure exponential tail whose THI equals zero, and it is negative for lighter than 
exponential tails (sub-exponential) and positive for heavier than exponential tails 
(super-exponential). 
Studies on comparison of traditional QRA simulation methods with the Tail Model 
shows that, for the examples considered, FORM provides a very inaccurate result 
even if only two variables involved. The error is getting larger when the 
dimensionality increases. The accuracy of SORM estimate is acceptable for low 
dimensionality. 
Although in certain special cases FORM and SORM can be accurate and efficient. 
Tail model provides a more robust means of determining a reasonably accurate 
probability of failure, even in the case of high dimensionality. The result that 
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provided by the Tail model is very close to the one provided by MCS when only two 
variables involved in the simulation. Similar to FORM and SORM, the error of Tail 
Model increases rapidly as the dimension of variable space becomes higher. 
Obviously, this new methodology can not satisfy the use of casing design because, in 
casing design, a lot of variables will appear in the design equation, such as outside 
diameter, wall thickness, ovality, eccentricity, etc. It is normally more than 10 
variables. That is to say, if the probability model has a larger numbers of variables, 
the Tail Model will not be able to simulate the reality very well. 
To overcome the disadvantages of the Tail Model, Asymptotic Important Sampling 
(AIS) method was introduced. AIS techniques are an efficient technique for 
multivariate integration especially when the probability is small. The key idea of AIS 
is based on the careful selection of a sampling density for subsequent use in an 
importance sampling scheme. The selection is based on theoretical consideration of 
ý1- - the structure of the integration domain in the original variable space. Due to the 
asymptotic properties of the sampling densities, this technique makes the Tail model 
increasingly efficient in terms of obtaining a given level of accuracy, as the failure 
probability becomes smaller. 
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Chapter 8: Conclusion 
9 The traditional casing design method and QRA methods were investigated. QRA 
methods have been applied in the design of casing and it has been proven that 
QRA can give the user a quantitative answer. 
*A new QRA methodology, AIS Tail Model, was built and used for the real life 
casing design in the oil and gas industry. 
e Studies shows in contrast to FORM and SORM, AIS Tail model provides a more 
robust means of determining a reasonably accurate probability of failure, even in 
the case of high dimensionality for the number of examples considered. 
9 The AIS Tail Model needs less iterations to achieve an accurate result, and is 
especially efficient when large munbers of variables are involved in the design 
equation. 
e The new methodology uses random variables and does not require the choice of a 
distribution type, while traditional design methods use a pre-determined 
distribution type. It avoids the rather arbitrary selection of a cut-off point between 
A- - the central part and the tail part of a data set. It is consistent with simple risk 
measures and yields an estimate of the associated uncertainty of the model. 
e The AIS Tail Model is an approximation which is good in an asymptotic sense, 
its quality depends on the overall structure of the LSS and the loglikelihood 
function. But for small P(F), the new model is guaranteed to give more accurate 
results than the buditional methods. 
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* QRACD (Quantitative Risk Assessment in Casing Design) has been developed 
for ease of use of the new method in casing design. The existing methods were 
built into the software also; and, QRACD provides user a friendly user interface 
for the new and existing methods. 
9 Theoretically, AIS Tail Model can be used for other statistical analyse. To 
investigate the generalisation of the new method it was used in a real life 
example of share price prediction in Appendix G. 
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Chapter 9: Future Work 
Quantitative Risk Assessment has been introduced into failure probability analysis of 
drilling casing design in the oil and gas industry. From the investigation in the former 
chapters, a few new research topics have been opened up. 
How to get an accurate result is the most critical factor in the design procedure. From 
the examples discussed in Chapter 6, it has been found that the standard error is 
becoming larger when the dimension of variable space increases. Especially in 
example 2 of section 6.1, it shows that when the dimensionality of the variable space 
n= 50, the standard errors of both existing and AIS model are too large to be 
acceptable although AIS can give a more accurate result. Although the new method 
can achieve enough accuracy for casing design because there are normally around 10 
to 20 variables involved in the casing design equation, theoretically, more work can 
be done to prove the accuracy so that this method can be used in other research areas. 
Collapse and burst analyses have been implemented in the present research. 
However, to estimate the failure probability properly to ensure the safety, another 
failure mode, failure of axial tension, has to be done as well. 
All the variables involved in the load are still treated with deterministic distribution 
because not enough data can be found. However, it is obvious that load is the most 
uncertainty factor that effects the failure. Therefore, more research on determining 
and quantify the uncertainty of load should be done. 
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To give a guideline of the failure probability, analyses have to be done in a large 
range D/t and large range of grades, while the present research just based on L-80. It 
would be very useful if a failure probability of all the grades can be given so that user 
can have a larger range of choice, on both D/t and grades. 
Furthermore, as the casing program of most oil and gas wells represents the greatest 
single item of expense in well cost. It can be as much as 18% of the completed well 
cost. Therefore, even a small reduction in casing cost can save a considerable amount 
of money. The present research just aims at optimising the selection of outside 
diameter of the casing. To minimise the cost, consideration of the possibility of 
several combinations of different casing grade, weight and thread selection appears 
to be increasingly important. 
As it states in Appendix F, the software still needs lots of further development, thesis 
includes: 
9 Build-in more simulation methods, FORM/SORM, Latin Hyper-cube Simulation, 
etc., and provide user the guideline. 
0 The program should allow user to add new data to enlarge the database so that 
the software can be more close to an expert system of casing design. 
* Currently, the software just provides the unique grade analysis (default as L-80), 
the capability of analysing all grades of casing should be put into the software. 
* If the new mini-cost casing design procedure, as stated above, can be developed 
and built into the software, it will provide user a completed casing design, on 
selection of outside diameter, grades and the casing string. 
-152- 
Chapter 10: References 
Chapter 10 : References 
[1] Brand, W. S. Whitney and D. B. Lewis, "Load and Resistance Factor Design 
Case Histories ", 27th Annual OTC in Houston, Texas, U. S. A, 1-4 May, 1995. 
[2] Maes, K. C. Gulati, D. L. Mckenna, P. R. Brand, D. B. Lewis, R. C. Johnson, 
"Reliability Based Casing Design ", Journal of Energy Resources Technology, 
1993. 
[3] Maes, K. C. Gulati, D. L. Mckenna, P. R. Brand, D. B. Lewis, R. C. Johnson, 
1-teliability-Based Casing Design: Principle and Approach 
[4] Adams, S. H. L. Parfitt, T. B. Reeves, J. L. Thorogood, "Casing System Risk 
Analysis Using Structural Reliability ", SPE/IDAC Drilling Conference, 1993. 
[5] Marc Nunn, "Quantitative Risk Assessment in Well Design ", British Gas 
D- 
Research & Technology. 
[6] D. B. Lewis, P. R. Brand, W. S. Whitney,, "Load and Resistance Factor Design for 
Oil Country Tubular Goods ", 27th Annual OTC in Houston, Texas, U. S. A, 14 
May 1995. 
[7] DEA(E)-64: "The Use of QRA in Casing/Tubing Design". 
[8] Gulati, D. L. McKenna, M. A. Maes, "Reliability-Based design and Application 
of Drilling Tubular ", 26th Annual OTC in Houston, Texas, U. S. A., 2-5 May 
1994. 
-153- 
Chapter 10: References 
[9] Averill M. Law, W. David Kelton, "Simulation Modeling and Analysis(Second 
Edition) ", McGraw-Hill International Editions, 1991. 
[10] K. Breitung, "Probability Approximations by Log-likelihood Maximisation", J. 
Eng. Mech., 117(3) 1997 
[II]A. Nethercot, "Limit States Design of Structural Steelwork 11 , Second Edition, 
Chapman & Hall, London, UK. 
[12] Neal J. Adams (1985), "Drilling Engineering: A Complete Well Planning 
Approach", Penn Well Publishing Company, 1421 South Sheridan Road, P. 0. 
Box 1260, Tulsa, Oklahoma 7410 1. 
[13] MacGinley and T. C. Ang, "Structural Steelwork: Design to Limit State 
Theory", Second edition, Butterworth-Heinemann Ltd, Linacre House, Jordan 
Hill, Oxford OX2 8DP. 
[14] Motzkin, T. S. 1956. "The assigriment problem", Proc. Symp. Appl. Math. VI. 
Numerical Analysis. p109-125. American Mathematical Society. New York, 
N. Y, 
[15] Tompkins, C. 1956. "Permutation problems". Proc. Symp. Appl. Math. VI. 
Numerical Analysis. p195-211. American Mathematical Society. New York, 
N. Y. 
[16] Beardwood, J. E., J. H. Halton & J. M. Hammersley. 1959. "The shortest path 
through many points", Proc. Cambridge Phil. Soc. 55: 299-327. 
-154- 
Chapter 10: References 
[17] Hartree, D. R. 1958. "Numerical Analysis". : 84-85.2nd ed. Oxford Univ. 
Press. London, England. 
[18] Fisher, R. A. 1947, "The Design of Experiments. 4th ed". Oliver & Boyd. 
Edinburgh, Scotland. 
[19] Allen, C. D. 1959. "A method for the reduction of empirical multivariable 
functions, Computer J. 1: 190-200. 
[20] Hammersley, J. A&K. W. Mortox. 1956. "A new Monte Carlo technique: 
antithetic varieties", Proc. Cambridge Phil. Soc. 52: 449-475. 
[211 Harnmersley, J. M. & J. G. Mauldox. 1956. "General principles of antithetic 
variaties", Proc. Cambridge Phil. Soc. 52: 476-481. 
[22] Handscomb, D. C. 1958. "Proof of the antithetic-varieties theorem for n>2 
Proc", Cambridge Phil. Soc. 54: 300-301. 
[231 Halton, J. H. & D. C. Handscomb. 1957. "A method for increasing the 
efficiency of Monte Carlo integration", J. Assoc. Comp. Mach. 4: 329-340. 
[241 Morton, K. W. 1957. "A generalisation of the antithetic variety technique for 
evaluating integrals", J. Math and Phys. 36: 289-293. 
[25] Lowan, A. N. 1944. "Tables of Lagrangian interpolation coefficients". 
Mathematical Tables Project. : xxxii-xxxiii. Columbia Univ. Press, New York, 
x. Y. 
[26] Curtiss, J. H. 1949. "Sampling methods applied to differential and difference 
equations", Proc. Seminar on Scientific Computation. 1. B. M. Corp. New York. 
-155- 
Chapter 10: References 
[271 Taussky, 0. & J. Todd. 1956. "Generation and testing of pseudo-random 
numbers", In Symposium on Monte Carlo Methods. : 15-28. Wiley. New York, 
N. Y. 
[28] Richtmyer, R. D. 1958. "A non-random sampling method, based on 
congruence, for Monte Carlo problems", A. E. C. Research and Development 
Report NYO-8674 Physics. A. E. C. Computing and Applied Mathematics 
Center, New York Univ. New York, N. Y. 
[29] Roth, K. F. 1954. "On irregularities of distribution". Mathematics. 1: 73-79. 
[301 Van Der Corput, J. C. 1935. "Monte Carlo Methods". Proc. Koninkl. Ned. 
Akad. Wetenschap. 38: 813-821. 
[3 1] Van Aardenne-Ehrenfest, T. 1945. "Proof of the impossibility of a just 
distribution of an finite sequence of points over an interval". Proc. Koninkl. 
Ned. Akad. Wetenschap. 48: 266-271. 
[32] Van Aardenne-Ehrenfest, T. 1949. "On the impossibility of a just distribution 
of a just distribution", Proc. Koninkl. Ned. Akad. Wetenschap. 52: 734-739. 
[33] COLES, W. 1 1957. "On a theorem of van der Corput on uniform distribution". 
Proc. Cambridge Phil. Soc. 53: 781-789. 
[34] DE BRUIN, N. G. & P. ERDOS. 1949. "Sequences of points on a circle". 
Proc. Koninkl. Ned. Akad. Wetenschap. 52: 46-49. 
[35] MAHLER, K. 1957. "On the fractional parts of the powers of a rational 
numbet", 11. Mathematika. 4: 122-124. 
-156- 
Chapter 10: References 
[36] J. M. Hanunersley and D. C. Handscomb, "Monte Carlo Methods", Methuen, 
London, 1964 
[37] TROTTER, H. F. & J. W. Tukey. 1956. "Conditional Monte Carlo for normal 
samples. In Symposium on Monte Carlo Methods". : 64-79. Wiley. New York, 
N. Y. 
[381 HAMMERSLEY, J. M. 1956. "Conditional Monte Carlo". J. Assoc. Comp. 
Mac 3: 73-76.. 
[39] WENDEL, J. G. 1957. "Groups and conditional Monte Carlo". Ann. Math. 
Stat. 28: 1048-1052. 
[40] H. O. Madsen, S. Krenk, N. C. Lind, "Methods of Structural Safety", 1986, 
Prentice Hall. 
[41] Maes, M. A., "Tail Heaviness in Structural Reliability", Proc. CERRA-ICASP, 
pp997-1002,1995, Paris. 
[42] Maes, M. A. and Breittmg, K., 1993, "Reliability-Based Tail Estimation", Proc. 
IUTAM Symposium on Probabilistic Mechanics, pp335-346, San Antonio, 
Texas, USA, 1993 
[43] Breiman, L., Stone, C. J., and Gins, J. D., 1979,, "New Methods for Estimating 
Tail Probabilities and Extreme Value Distributions", TSCorp, PD-A226-1, 
Santa Monica, California. 
[441 Hosking, J. R. M. and Wallis, J. R., 1987, "Parameter and quantile estimation for 
the generalised Pareto distribution", Technometrics, 29(3): 339-349. 
-157- 
Chapter 10: References 
[451 Castillo, E., 1988, "Extreme Value Theory in Engineering", Academic Press, 
San Diego, Califomia. 
[46] Greenwood, J. A., Landwehr, J. M., Matalas, N. C. and Wallis, JR, 1979. 
"Probability weighted moments: definition and relation to parameters of several 
distributions expressible in inverse form". Water Resour. Res., 15(5): 1049- 
1054. 
[47] Pickands, J., "Statistical Interference Using Extreme Order Statistics", Annals 
of Statistics, Vol. 3, pp. 119-113,1975 
[48] Kendall, M., and Stuart, A., "The Advanced Theory of Statistics", Vol. 11, 
Fourth Edition, London, 1979 
[49] Ashkar, F., Ouarda, T. B. M. J, "On some methods of fitting the Generalised 
Pareto distribution", J. Hydrology 177(1996), ppI 17-141 
[50] Ashkar, F., Ouarda, T. B. M. J. and Hache, M., 1994. "The generalised method of 
moments for filling the generalised Pareto distribution", Scientific Report 
STAT-14, Department of Mathematics, University of Moncton, N. H.. 
[5 1] Yolanda Carson, Anu Maria, "Simulation Optimisation: Methods and 
Applications", 1997 winter Simulation Conference. 
[52] Hosking, J. R. M., 1990. "L-Moments: analysis and estimation of distributions 
using linear combination of order statistics". R. Stat. Soc., Ser. B, 52(l): 105- 
124. 
-158- 
Chapter 10: References 
[53] Boos, D. D., 1984, "Using Extreme Value Theory to Estimate Large 
Percentiles", Technometrics, Vol 2, No. 1, pp. 33-39. 
[54] Kendall, M. G. and Stuart, A., 1963. "The Advanced Theory of Statistics", Vol. 
1. Charles Griffin, London. 
[55] Smith, J. A., 1987. "Estimating the upper tail of flood frequency distributions". 
Water Resour. Res., 23(8): 1657-1666. 
[561 Van Montfort, M. A. J. and Witter, J. V., 1986. "The generalised Pareto 
distribution applied to rainfall depths", Hydrol. Sci. J., 31(2): 151-162. 
[57] Tamano, T. et al, "A New Empirical Formula for Collapse Resistance of 
Commercial Casing", ASME Transactions of Energy Resources Technology, 
pp. 489-495,1983 
[581 Issa, J. A et al. "An Improved Design Equation For Tubular Collapse", SPE 
26317, Proceedings of SPE Annual Technical Conference, Houseton, 
OCT., 1993 
[59] Tokimasa, K. et al. "FEM Analysis of The Collapse Strength of A Tube", J. of 
Pressure Vessel Technology, ASME, May, 1986. 
[60] Mantz, I. S. and Munro, A. H., "On the Use of the Generalised Extreme Value 
Distribution in Estimating Extreme Quantiles", Biometrics, 23, (March., 
1967), 79-103. 
[61] Weissman, I., "Estimation of Parameters and Large Quantiles Based on the k 
Largest Observations", J. Am. Statistical Assn., 73,264, (1978), 812-815. 
-159- 
Chapter 10: References 
[62] Hasofer, A. M. and Wang, Z., "System Reliability Calculations Using Extreme 
Value Theory", Proc. CASP, 1, (1991), 41-47. 
[63] Kendall, M. and Stuart. A., "The Advanced Theory of Statistics", Volume 11, 
Fourth Edition, MacMillan, London, 1979.7. 
[64] Berger, 1.0., "Statistical Decision Theory and Bayesian Analysis", Second 
Edition, Springer, New York, 1985. 
[65] Box, G. E. P. and Muller, M. E.: "A Note on the Generation of Random Normal 
Deviates". Annals of Math Statistics, Vol. 29,1958. 
[66] Kotz, S. and Johnson, N. L. (Editors), 1985. "Pareto distribution". 
Encyclopaedia of Statistical Sciences, Vol. 6. Wiley, New York, pp. 568-574. 
[67] Bulletin on formulas and calculations for casing, tubing, drill pipe and line pipe 
properties, API Bulletin 50,6th edition, Oct 1994. 
[68] DNV Software Report: SESAM Theory Manual: PROBAN, Det Norske 
Veritas, 1996 
[691 SESAM Theory Manual of PROBAN, "General Purpose probability analysis 
program", 1996 
[70] McGuinness, P., 1995, "Risk Assessment: A line Manager's Guide", Boume 
Press 
[711 Vose, Davide, "Quantitative Risk Analysis: A Guide to Monte Carlo Simulation 
Modelling", John Willey & Sons, 1996 
-160- 
Chapter 10: References 
[721 Adams, "An investigation into the Application of QRA in Casing Design". 
SPE48319, Society of Petroleum Engineers, 1998 
[73] A. G. Tallin, P. R. Paslay, "Tbe Development of Risk-Based Burst Design for 
Well Casing and Tubing", SPE48320, Society of Petroleum Engineers, 1998 
[74] M. L. Payne, U. B. Sathuvalli, "Select Topics and Applications of Probabilistic 
OCTG Design", SPE48324, Society of Petroleum Engineers, 1998 
[75] Richard A. Miller, "Real World Implementation of QRA Methods in Casing 
Design", SPE48325, Society of Petroleum Engineers, 1998 
[76] Andy Hinton, "Will Risk Based Casing Design Mean Safer Wells? ", 
SPE48326, Society of Petroleum Engineers, 1998 
[77] CN. Burres, A. G. Tallin, "Determination of Casing and Tubing Burst and 
Collapse Design Factors to Achive Target Levels of Risk, Including Influence 
of Mill Source", SPE4832 1, Society of Petroleum Engineers, 1998 
[781 James B. Raney, P. V. R. Suryanarayana, "A Comparison of Deterministic and 
Reliability-Based Design Methodologies for Production Tubing", SPE48322, 
Society of Petroleum Engineers, 1998 
[79] A. J. Adams, AN. R. Warren, 11 On the Development of Reliability-Based 
Design Rules for Casing Collapse", SPE4833 1, Society of Petroleum 
Engineers, 1998 
-161-- 
Chapter 10: References 
[80] M. H. Aldin, K. Logan, "A System for Comprehensive Measurements of Pipe 
Wall Thickness and Diameter in Support of Risk-Based Tubular Design", 
SPE48333, Society of Petroleum Engineers, 1998 
[81] A. P. Assanelli, R. G. Toscano and D. H. Johnson, "Collapse Behaviour of 
Casings: Measurement Techniques, Numerical Analyses and Full Scale 
Testing", SPE/ATW, Society of Petroleum Engineers, 1998 
[82] G. T. Ju, T. L. Power and A. G. Tallin, " Reliability Approach to the Design of 
OCTG Tubulars Against Collapse", SPE48332, Society of Petroleum 
Engineers, 1998 
[83] J. L. Thorogood and T. W. Hogg, "Application of Risk Analysis Methods to 
Subsurface well Collisions", SPE Drilling Engineering, 19916(4) PP299-304 
[84] YoLanda Carson and Anu Maria, "Simulation Optimisation: Methods and 
Applications", Proceedings of the 1997 Winter Simulation Conference, pp 118- 
126 
[851 Eduardo Saliby, "Descriptive Sampling: An Improvement Over Latin 
Hypercube Sampling", Proceedings of the Winter Simulation Conference, 
pp230-233 
[86] S. Nadarajak, "Simulation of Multivariate Extreme Values", Proceedings of the 
1997 Winter Simulation Conference, pp281-285 
[87] J. 0. Miller,, "How Common Random Numbers Affect Multi-normal Selection", 
Proceedings of the 1997 Winter Simulation Conference, pp342-347 
-162- 
Chapter 10: References 
[88] Hisham A. AI-Mharmah and James M. Calvin, "Comparison of Monte Carlo 
and Deterministic Methods for Non-adaptive Optimisation"', Proceedings of the 
1997 Winter Simulation Conference, pp348-351 
[89] P. Bjerager, "On Computation Methods for Structure Reliability Analysis" 
Strmtural Safety, 9 (1990), pp77-96 
[90] R. E. MelChers,, "Structural Reliability Analysis and Prediction", Wiley, New 
York, 1987 
[91] R. Y. Rubinstein, "Simulation and the Monte Carlo Method", Wiley, NewYork, 
1981 
[92] M. Shinozuka, "Basic Analysis of Structural Safety", J. Struct. Eng., 109(1983), 
pp721-740 
[93] A. Harbitz,, "Efficient and Accurate Probability of Failure Calculation by the 
Use of Importance Sampling Technique", Proc. 4h International Conference on 
Application of Statistics and Probability in Soil and Structural Engineering, 
ICASP4, Pitagora, Italy, 1983, pp825-886 
[94] V. Bourgund and C. G. Buther, "Importance Sampling Procedure Using Design 
Point", ISPUD, Institute of Engineering and Mechanics, Innsbruck, Austria, 
Report 9-86,1996 
[95] A. Karamchandani, P. Bjerager and R. A. Cornell, " Adaptive Importance 
Sampling", Proc. 5h Int. Conf. On Structural Safety and Reliability, 1989, Vol. 
11, pp855-862 
-163- 
Chapter 10: References 
[96] R. E. Melchers, "Improved importance Sampling Methods for Structural System 
Reliability Calculation", Proc. 5h int. Conf. On Structural Safety and 
Reliability, San Francisco, Vol. 2,1989, ppI 185-1192 
[97] G. L. Ang, A. H. -S. Ang and W. H. Tang', "Kernel Method in Importance 
Sampling Density Estimation-, Proc. 5th int. Conf. On Structural Safety and 
Reliability, San Francisco, Vol. 2,1989, pp 1193-1200 
[98] M. Hohenbichler and R. Rackwitz, "Improvement of Second-Order Reliability 
Estimates by Importance Sampling", J. Eng. Mechs., 114(12) (1998), pp2159- 
2199 
[991 K. Breitung, "Asymptotic Approximations for Multi-normal Integrals", J. Eng. 
Mechs., 110(3) (1984), pp357-366 
[100] J. Galambos, "The Asymptotic Theory of Extreme Order Statistics", Wiley, 
New York, 1978 
[101] P. geyskens, A. Der Kiureghian and G. De Roeck, "SORM Analysis Using 
Quasi-Newton Optimisation", Proc. Int. Conf. On Computational Stochastic 
Mechs., Corfu, Greece, September 1991 
[102] R. E. Melchers, "Simulation in Time-invariant and Time-variant Reliability 
Problems", Proc. 4h IMP WG7.5 Conf.: Reliability and Optimisation of 
Systems, Munich, 1991, pp37-82 
[103] Jerry Banks, "The Future of Simulation Software: A Panel Discussion", 
Proceedings of the 1997 Winter Simulation Conference, pp 166-173 
-164- 
Chapter 10: References 
[1041 Hussain Rabia, "Fundamentals of Casing Design", Graham & Trotman, 1987 
[105] Husain Rabia, "Oilwell Drilling Engineering", Grahmn & Trotman, 1986 
-165- 
Chapter 11: Appendix 
Chapter 11 : Appendix 
Appendix A: Most Frequently Used Distribution Types 
A. 1 Uniform Distribution 
In a uniform distribution, all the values within a range are equally likely. We 
randomly choose a number between 0 and I (uniformly distributed) and transform it 
to the desired range. 
Uniform Distribution 
0.5 - 








05 10 15 
Random Variable X 
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A-4 Weibull Distribution 
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Appendix B: Algorithm of Monte Carlo Simulation 
Suppose the probability model: 
g(xý, x, ---, x) 
where x,, x2,. --, x, are random variables with known distributions. We want to 
determine the statistics of M. Then the algorithm of Monte Carlo Simulation can be 
accomplished as following steps. 
Steps: 
1. In each run, randomly generate the values of ýCl' 
X21*-1x 
n according to their 
statistics. 
2. Calculate M: -- g(XI Ix 2" *" Xn) for each run. 
3. Repeat steps I and 2N times. 
4. Compute the statistics of M with the N samples obtained in steps I to 3. 
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Appendix C: Random Number Generators 
CA General 
Because simulation studies and Monte Carlo analysis has to be made of long 
sequences of random numbers (generally pseudo-random numbers). These are most 
conveniently generated using a digital computer. The increased use of such studies in 
recent years has meant the reliable library functions have been made available on 
most computer systems. It can normally be assumed that these functions have been 
fully tested for random behaviour. 
C. 2 Uniform Random Number Generators 
Most digital random number generators are based on uniform pseudo-random number 
generators of the multiple congruence type. A uniform random number generator is 
one which generates successive independent realisations u, of a random variable U 
having a rectangular density function, usually in the interval [0,1], i. e. 




fl, (U) 0! ý U:! ý I (C-2) 
u>I 
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the mean and standard deviation of the random variable U can be shown to be 
liu = 0.5 oru = ý-l/ 1-2 (C-3) 
C. 3 Multiple Congruence Method 
This method produces a series of pseudo-random numbers r, that eventually repeats. 
But, if correctly designed, only after a very long cycle, the next number in the pseudo- 
random series is related to the previous number by the relationship 
r,, +, ,: -- a r,, (modulo m) 
(C-4) 
where a and m are integer constants and are relatively prime. Starting with an integer 
seed io 9, the first pseudo-random number r, in the interval [0,1] is obtained from 
aio 
= jll + 





i. e. r, is the fractional part of the quotient (WO) Im and j, is the integer part. Then, 
il = (aiO - j, m) is the seed for the second random number. 
In general, the integer constants a and m are chosen to obtain the longest possible 
cycle. It can be shown that if 
m=2' and a=(8t±3) (C-6) 
where b and t are integers. Then the length of the integer sequence before repetition is 
of the order of 2 ('-') . 
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The pseudo-random numbers r, generated by this method can be assumed to be 
independent realisations u, of a random variable U having a rectangular distribution 
wit 0: 5 U: 5 1. 
CA Generation of Random Deviations with a Specified Probability 
Distribution Function F, 
A convenient general method consist of generating a random number r, as described 
above and then, by making use of equation (C-2), finding the corresponding random 
deviate x of the random variable X from 
Fx (x) = Fu(u) =u=r (C-7) 
where F, is the required distribution function. It is therefore necessary to find the 
inverse function F-, giving 
x=F2(r) (C-8) 
This is valid for all forms of distribution function, but two classes of variable exist 
which require different treatment. 
Class A: The distribution function F, has an inverse F; ' which can be expressed in 
closed fonn. 
In this case the random deviate x can be generated simply by obtain successive values 
xi = Fý'(r, ) (C-9) 
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Class B: The distribution function Fx has an inverse F; ' which cannot be expressed 
in closed form 
In this case the general procedure is the swne, but the inverse function has to be 
evaluated either graphically, by numerical integration by table look-up and 
interpolation, or by fitting an appropriate polynomial. 
C. 5 Special Cases: Generation of Random Deviations Having Normal 
and Log-normal Distributions 
The normal and log-nonnal distributions are two of the Class B functions, but because 
of their frequent use they deserve further attention. In addition to the general method 
described above, a number of special methods exist for normal variables. These 
methods may also be used for generating log-normally distributed random numbers, 
by the use of an appropriate transformation. 
* Generation of random normal deviates ftom the sum of n rectangular distributed 
random deviates. 
The fact that under very general conditions, the distribution fimctions for the sum of 
series of independent random variables tends to a normal distribution as the number of 
variables in the sum of increases can be used to generate random numbers having a 
distribution which approximates very closely to normal. 
Most computer routines use the sum of 12 or more independent rectangular 
distributed random numbers r,. If the latter are generated in the interval [1, a], their 
sum ý can easily be shown to be approximately normally distributed with mean u, 
given by 
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p, =an12 (C- 10) 
and variance a, ' by 
a2=a2 n112 (C-1 1) 
for the simple case when a-- I and n--12, ý' given by 
12 
(C- 12) 
is approximately normally distributed with zero mean and unit standard deviation. 
This approach given excellent approximations to the normal distribution for deviates 
within two or three standard deviations from the mean, but for extreme values the 
approximation becomes increasingly poor, unless n is large. For example, the random 
variable ý' defined by Eq(C- 12) cannot lie outside the interval [-6,6]. 
* Generation ofrandom normal deviates using method due to Box and Muller 
Box and Buller 65 have shown that if r, and r2 are in dependent random variables from 
the saine rectangular distribution in the interval [0,1 ], then N, and N2 given by 
N, (-2 In r, )2 cos 2; zr2 (C-13a) 
N2 (-2 In r, )2 sin 2; zr2 (C- I 3b) 
are independent random variables, normally distributed with zero mean and unit 
variance. 
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The advantage of this method is that it is accurate over the complete range and 
depends only on the randomness and independence of r, and r, . 
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Appendix D: Casing Properties 
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Table TD-2: Properties of 95" casings 8 
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Table TD-2 Continued 
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40.000 MW-128 eitä am am loms 10.128 ein 14.100 WO 1432 NA io. w 224.4 220.45 2W-9 257.2 218.41 268.6 243 e370 
43»* VW-126 am &7" Um »AM 10.125 ein 10.100 4m 1870 64.8 11.06 222A 218.41 200,9 257.2 218.41 258ý6 319 0964 
47.00* MW-125 oAn 4-081 4. M iowm 10.128 *im 10.180 um im 70.0 11.99 220.8 216.54 280.9 267.2 216.64 256.5 388 754 
Obje* ». in 0-844 am 4.376 10.428 10.129 em 10.100 MO 1043 70.7 13.84 2184 21183 269.9 257.2 212.83 25K5 582 w43 
"As UM offl am MM 10.125 1000 alle 
47-0 MW-125 15.11 214,2 210.30 M. 9 257.2 7v ein 
40»* o»8 am exn 10.425 10.128 am Moo 3m 104 
U. a MW-140 MM 224.4 220.46 266.9 257.2 218.41 258.5 243 7135 
4340 MW-140 offl Lyie Um 10. US 10.126 eilft 10.108 UM im 84.8 11.05 222-4 218.41 286.9 257.2 216.41 250,5 326 7820 
47»* MW-140 Mei Mg Mm 10.125 ein 14.140 um ino 70.0 11.90 220.6 214.64 2W. 9 257.2 218.54 2". a 408 "62 
eair »-140 offl Lm &M MM 11028 tm 10.100 um 2177 79.7 13.84 218.8 212.83 2W. 0 267.2 212.83 2W. 5 606 9884 
Mmo VW-140 UM $AU &M 10. M 10. in 11180 2m 87.0 15.11 214.2 210.30 2K0 257,2 772 10511 
40.00* v-im &M ein 8. M 10. M 10.129 @im 10.100 3830 ille W. 0 10.03 224.4 220.46 29», a 26712 218,41 ZU 243 7042 
43.40* V-140 OAM 6.755 @JN» 10. M 10.125 &» 10.100 4740 1884 64.8 11.06 W. 4 218.41 260.9 257.2 218.41 M. 5 326 8m 
47»* V-140 0A72 ein LM 10.0» 146128 &M Min ein am 70.0 11.00 220.8 218,54 280.9 257.2 216.54 258.6 416 9057 
eaiw V-180 ei" LM 8. M 10. m 10.128 &M 10.100 Om 2882 79.7 13.84 210.8 212.83 209.9 257.2 212.83 258.6 818 10378 
fL400 
V-180 0. M Ule ILM iaim Min 11 in am 87.0 Mil 214.2 21030 280.9 257.2 798 11283 
40im)e atw-ias 0»8 Un &M 10. m 10.128 UM iMoo wo 1778 50.0 io. w 224.4 220A5 2M9 257.2 218.41 258.5 243 Tau 
Um* MW-146 &M &7" Ule loffl 10.128 a. » 10.100 4750 im? 64.8 11.05 222.4 213.41 2W. o 267.2 MM M. 8 3a eml 
47A06 MW-184 oAn Ual eim leim 10.128 &U§ 10.100 im 2104 70.0 11.96 M. 6 216.64 M. 9 267.2 210.84 256.5 417 9350 
um* 0448 &m ein 10. M 11L126 ILM 10.100 ein 3410 
79.7 1U4 214.8 212-83 NU 257.2 212.83 256.5 m 10720 
84A06 0»5 @AN &M 10. US IM25 lim wo 
87.0 16.11 214.2 210.30 206.9 257.2 am 11837 
*Non-API 
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Table TD-2 Continued 
is 14 16 if 17 is is 0 21 92 23 ag 25 28 27 
Arviemal yield presm" at minknum ~ joint sow 
PWn- Round Wead suarfewmaoffmas Threaded and am4W*d Ex&vme4kPe 
and 
or ex- ~ Long Regular Special Round Mf*W ButtramsessDionvegs 
&Nme- cawing cionnincs 




















Me Me MO MO um MO um M 40 430 en M M 
243 243 243 243 243 m 243 1753 2015 2642 2842 2842 2842 
am 3m im mo mo mo mo 482 m 714 714 714 714 770 770 
272 272 272 272 272 M 272 2011 2313 3170 3176 3178 3176 3426 ws 
3m 3m 362o MO IM' 3m WO 423 480 784 TU 753 M 
243 au 24 243 243 24 243 IM 2176 wo 3368 MM 3356 
300 um im Udo 3000 MO MO 484 sei 843 843 443 843 Sie 074 
272 272 272 272 272 262 272 2162 2495 3750 3750 3780 3750 4337 4337 
am um 5300 im 4wo MO 804 m 928 en 820 ei§ M 
372 372 372 372 344 372 3087 4119 4119 4119 4119 4337 4337 
im me @IM mo 4800 MO "1 1014 1018 834 1010 m 875 
«» 409 400 409 344 400 1u62 4510 4519 4156 4510 4337 4337 
offl 6440 6440 ein 4000 6440 au Im lem 034 Ion Ion iou 
444 444 444 444 344 444 3790 4884 4884 4166 4884 4601 4601 
7430 7430 7430 7430 4M0 7310 m 1267 im U4 1220 1173 1053 
612 512 512 512 344 504 4444 6681 6U1 4156 MOT 6218 4864 
MIO alle 4110 alle 4M MO im im iM 834 im 
650 569 aw 559 344 504 48M 0072 0072 4158 8467 
um erde 4700 4750 am 6780 M «Y 047 034 047 
308 sw 306 WO w 306 3234 4212 4212 4155 4212 4337 4337 
WO MO 0380 8830 im @M 413 im 1084 034 10110 078 M 
430 436 436 430 387 438 3618 4617 4617 4155 4617 4337 4337 
un 4870 WO WO SM WO M 1122 litt "4 1122 1832 IM 
474 474 474 474 307 474 3072 4001 4991 4166 4W1 4591 4M1 
7m 7030 7830 7130 u20 MO 1041 im 1B6 834 im 1173 lou 
547 547 547 547 367 504 4687 sr» 6M 4166 6407 6218 4664 
ein Nu 80ge ein SM 7310 1181 im 1384 034 1222 
wo 596 wo m 387 604 5120 8210 8210 41M 5487 
Mo SMO 5790 6750 u20 UM 737 WO M 870 m 1027 1027 
300 306 396 398 307 3M 3278 4355 4355 4365 4363 45U 4M 
wo 0330 ein WO im WO en 1074 1074 803 1074 in? luf 
436 436 438 438 307 430 3670 4777 4777 4373 4777 4688 4668 
um un 4870 wo WO wo en 1141 liel en liel 1084 IM 
474 474 474 474 367 474 4026 8184 6184 4373 5104 4831 4831 
7m MO 7030 &wo MO lou im IM w3 IM im 1100 
647 547 647 547 387 504 4M 5012 5912 4373 M7 5404 4= 
MO ein im ein am MO 1141 1443 1443 M im 
590 M 596 wo 367 504 5101 6410 6419 4373 5467 
am um 4480 4480 mo 4440 804 1021 1021 M 1021 1027 Ion 
445 445 445 446 412 445 3578 4542 4542 4373 4542 4M 45U 
7120 7120 7120 7120 im 7120 m ille ille M ille lOff IM 
401 491 401 491 412 491 3999 4978 4978 4373 4078 4M8 4668 
7720 IM Tyn 7720 MO 7310 "7 1210 1210 M 1210 1087 1087 
622 632 632 682 412 504- 4360 5M 5382 4873 5382 4U6 4M5 
im mm un wo me MO 1187 im 1388 843 im IM 1108 
616 eis 415 als 412 504 5147 eies dies 49n 5ffl effl 4833 
0740 0740 8740 8740 im 7310 1272 1404 1404 w3 im 
472 672 en 672 412 504 am ein ein 4873 6407 
um um ein um 4310 @M Off 1074 1074 Ion 1074 1078 1078 
470 470 470 470 435 470 8788 4777 4777 4601 77 47 4M 4M 
7910 7910 7410 7410 4310 7310 Na 1178 1178 im 1178 1078 1078 
öle sie 618 sie 435 504 4217 am 5240 4561 5m 4795 4796 
eigo eifo eigo ei@O 8810 7310 1040 1273 1273 im 1229 1141 1141 
582 M 662 662 435 w4 4626 6063 öm 4961 aw W75 W75 
0410 0410 0410 0410 WO MIO im IM UM Ion im IW 1104 
649 649 649 040 435 504 5427 84U am 4M1 6467 5780 5178 
10 260 lono Jene lom WO 7310 1841 Ion 1043 IM iM 
7W YN 70 706 435 504 ms 7042 7042 4W1 öw 
ein mm me MIO nie 4820 in 1108 lim 1081 IM 1131 1131 
470 470 470 470 435 470 3817 4920 4m 4ew 4= 5M1 5W1 
7810 7810 7810 7610 4310 7310 en 1213 1213 im im 1131 1111 
518 518 518 sie 435 504 4286 4» am 48W wee Z öwi owi 
also ei» ei" eiso MIO MIO 1083 1311 1211 1081 1229 liel liff 
502 562 562 562 436 504 4684 5832 5= 48M 5407 5m 5= 
6410 8410 0410 0410 8310 7310 im im IM lul im im 1210 
so 64 049 049 435 504 5494 Mai Mai 48W 5467 ein mm 
lem 10 m, le wo io no 8310 nie 
1267 im 1430 1081 1220 
700 TOO TOD 700 435 504 ein 7251 
7251 40W 5407 
TM 7wo 7100 7M 7310 7M m im im 1229 
IM 1283 im 
us 845 548 545 504 "5 4305 5831 5M1 5467 5831 6M 4707 
4700 um @M um MO M0 1180 IM im iM im 
1283 1283 
wo wo 800 800 604 800 4m 6174 8174 Gffl 8174 5707 
om 
ein um 040 0440 7310 ein 1213 140 im lau im 
IM im 
eei del dal 461 604 661 6394 ein w72 0487 w72 
0041 4041 
10800 je WO le m le M 
me ilm 1422 ille in§ UM im 1644 im 
im 762 762 762 504 887 8w5 7042 7042 507 mw um 4165 
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Table TD-2 Continued 
13 14 is is 17 to 10 20 21 22 23 24 28 27 
Intsmal ~ promm at nWhimum yield jaw *&Wwm 
Pftkp- Round thr"d suarmakwascronwe Threaded and ooppled Extrame-Mv 
and 
or ex- Short Long Regular special Round ffiread quarsamoBSO/Omsm 
bvWns- oompling Clearance - 
line Coupling Short Long Regular Cawing SOOCW clearance 
cawing 
Sains Higher Same lliplw 
grade grade grade grade Sam Higher Sam Higher Standard Optional 




11800 11 ffl 11 WO 11 ffl, 7310 @M 1884 im im IM im 
820 820 820 820 504 687 OW ein am 5467 en7 
ein M0 m ein uio im IM IM IM lul im im im 
sie sie sie 410 sn sie 4m siM 6196 MS sie$ 6174 0174 
m mo MO ein nio MOS 1240 iw 1U7 1327 iur im i= 
an 882 682 682 as 682 5616 6792 ein wu ein 6174 6174 
10730 IOM 10730 10730 u10 OM ini im im iw . im im 14140 
740 740 740 740 573 887 0054 fflo 7340 5603 ein W34 ein 
12380 12380 12300 Um wo im im im ins 1327 im iw 1407 
654 854 eu 854 673 OST 7wo 8407 8407 mw M7 7415 Nu 
13 no 18420 Uns UM 8310 wo 1734 MM 2en 1327 1873 
032 M 932 932 673 807 7802 9128 9128 M3 0067 
10080 UM 10050 10080 9310 im lau 1642 im 1478 IM 1642 lau 
M 683 093 863 642 067 5511 offl um ewi NO4 es» u" 
11070 11070 11070 11070 wie wo 1384 ina 1702 1478 im 1642 1842 
788 763 703 763 04 487 8164 7571 . 7571 Mai 0007 aew mw 
12010 12010 12010 12010 nie ein im 1830 im 1475 1873 im lau 
M 826 M M 642 667 6766 8180 eiso 6541 0607 72W 72W 
UM 18870 13870 13870 nie wo 1783 2107 31107 1475 im im lau 
ew 956 956 am 642 U7 7931 0372 9M wei 0997 8243 7307 
UM isiso lein 14180 Mio 8870 leel 2w 2w 1473 im 
l"5 1045 1045 1045 842 687 am 10173 10173 wei am 
10770 10710 10770 Wie 1328 1468 im Im 1444 
743 743 743 887 OM 7375 ein 7317 7317 
11840 liem iim WO IM leit im 1444 im 
818 eie eiß 467 eW7 8M7 MT 7317 7317 
iam 12870 12870 9870 IM ins 1673 1740 1740 
887 087 687 087 7242 8741 eN7 7740 7740 
UNO Um UNO ein UM am 1m 1078 1774 
IM IM im 687 8m 9056 ew ein 7891 
Um la 280 la M 0070 am u" 1m 
lila lila lila 887 0332 10871 007 
11130 11130 11130 10 na im 1712 im im iM 
707 787 707 710 am 7615 7215 7544 7544 
12 m 12 200 12 na 1030 im la" im im im 
846 846 845 710 OB% ein 7215 7544 7644 
13300 113300 Um 10300 im im im 1788 1706 
017 917 all 710 7477 @MI 7215 7966 7M6 
1630 Um 16310 10300 IM am len 2880 im 
iow 1050 iow 710 8787 10333 7216 am 0138 
14770 UM 14770 10300 2187 am len 
1150 1156 1156 710 9639 11218 7215 
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Table TD-3: Properties of 7" casing 
1 2 34a? 8 9 10 11 12 
Sits.. AICW*wi Grack Pipe Throadad asid o0uplod Ex&wns-fine COMAPM P4" body 
QuftJdv WOWK rambftwe yiWd 
dhwmdor bVesdo wall Irdwe DHft RepuO& OrIft OUID/do P. Abw 
0 ww thk*naw dA@MOW AWrOW CJO*raw v cNanwier dhomoter Pei A 
to 004AV td w hem 104, b 






20.00 J-85 lLsn UN 8.331 ? AN 2270 316 177.8 29.8 8.91 104.0 180.81 194.5 167 1406 
ZLW J-85 0317 Un &M T-45B 7.37B 4.151 7ý300 a? 
* no 
34.3 8.05 181.7 1 158,52 194.5 1073 IM. 24 187.7 225 1028 um J-0 Cm 
Gms 6.151 TAN TAIS 0.181 TAM 4330 419 
38.7 9.19 160.4 166.24 194.5 197.3 166-24 187.7 296 1646 
20.00 O. Vt $AN SAM T. M wo me 
20A K-n 6.91 164.0 180.81 194.6 157 1406 
um K-68 Ull S. 301 U161 TAM 7.375 Lill ? me 3270 386 34.3 845 161.7 15&52 194.5 187.3 155.24 187. T 225 Ina 
38.00 OAU 62M Lill 7. M 7.375 4.151 7MO 4m 416 
38.7 K-W ale 150.4 15IL24 194A 187.3 156.24 187.7 290 1846 
=00 0.317 sms 6.241 TAN TX& 4.151 7.300 sm 40 
34.3 0-75 8.06 161.7 158.52 194.5 ISTS 16624 187.7 200 2220 
MAD oin $ifl 8.151 TAN 7xx till 7.300 an m 
3e. 7 CO-75 9.10 169.4 156.24 194.6 187.3 150.24 187.7 362 2518 
21A GAO& tim LOSS TAN Two SAM 7.380 sm 684 
43.2 C-75 10.36 167.1 153.90 194.5 187.3 153-90 107.7 An 2820 
UAO OAU 6.404 sim 7.006 Me tell liso sm w 
47.7 C-70 11.51 154.8 151.61 194.5 167.3 151.61 187.7 867 3109 
U. 00 L 4" 4.004 LOTS TAN YXI L879 TAG $7lo m 
52.1 
C-741 12.66 162.5 140.33 194.5 187.3 149.33 191.3 See 3394 
39.00 CIO LM LM 7.650 Lm &M 7=0 iom m 
56.6 C-78 13.72 150.4 147.19 194.6 187.3 147.10 191.3 736 30M 
2LON 0.217 IL30 6.241 UOS 7ý316 4.161 Tiso sm U2 
34.3 L40, &05 181.7 15&62 194.5 IU. 3 156.24 167.7 204 2386 
U. 00 Om sin 6.151 7.446 7XI Lill 7.390 "10 a" 
38.7 L-80 9.10 159.4 166.24 104.5 167.3 156.24 1871 373 2BB7 
XLOO , 6.408 &184 cm TAN 7.375 Un TASO YM 671 
43.2 L-40 10.30 157.1 163.90 194.5 187,3 153.90 187.7 464 3007 
3LOO L-80 OAU $494 LOGO IASS 7ý375 LM 7.390 am 746 47.7 11.51 164.8 151.61 194.5 187.3 161.61 167.7 593 3314 
35.00 IAO 0.410 9.004 swo 7.014 7J73 LM 7A39 I* in 414 82.1 12.86 152.5 149.33 194.5 107.3 140.33 191.3 702 3021 
U. 00 L-40 0.50 LOW LM TAN TJTS 5.796 7.330 11300 an 58.6 13.72 150.4 147.19 104.6 187.3 147.10 191.3 705 3901 
2LOO U-0 0.317 sin L241 7.456 7.371 6.151 7. M SUD m 34.3 8.05 181.7 156.52 194.6 187.3 IaG. 24 Ia7.7 204 2380 
28.00 N-00 03a LVI Lill Ull 7.376 Lill ?. no 1410 004 30.7 0.19 150.4 158.24 104.6 167.3 15624 187.7 373 2667 
29.00 LOS 0.184 LOSS TAU Tin 4.000 TAM YOU ITS 
4" 10. w 167.1 153.00 194,5 187.3 15&90 le?. 7 464 3007 
3LOO *40 0.453 LON LM 7.450 7.375 Less 7.300 8000 745 47.7 1.51 154.8 151.81 194,5 187.3 151.61 187.7 593 3314 
WOO OAN L004 two 7.056 ? in LM TAO loile 114 
52.1 IL05 152.5 140.33 194.6 187-3 140.33 191.3 M 3021 
36.90 Wee CANO LUD L785 7.451 Twa LM 7.830 11390 ITT 56.6 13.72 130.4 141.19 194.5 167.3 147.19 191.3 785 3001 
7 =40 mW-C-90 0317 Law L341 TAM Tin 4.151 740 4w in 
177.8 34.3 8.05 181.7 166.52 194.5 187.3 156.24 187.7 270 2665 
2LW Gin 4.270 Lill 7.660 7.276 8.11" 73" P40 179 
38.7 Lqw-c-so 9.19 150.4 155.24 194.5 187.3 158.24 147.7 396 3020 
28.000 NW-C-00 U00 &194 Uss TAN 7.375 to" Imo TM m 43.2 iom 157.1 153.90 194.5 187.3 163.90 187.7 523 3381 
3LOO NW-C-90 GA53 &004 &M TAM 7x$ LOGO 7.300 IM so 47.7 11.51 154.8 161.61 194.5 187.3 151.61 187.7 648 3732 
=AO* mw-c4o 0.406 9.004 Len T. M 74" sin 7.00 11 in 91S 52A 12.85 152.6 149.33 194.5 187.3 149.33 191.3 770 4076 
30.000 omo LONG Mll 74M 7xv LM 7430 12818 on 
56.6 mw-c-so 13.72 160.4 147.19 194.6 187.3 147.19 i9l. 3 503 4386 
2LOO My Ls" &a4l ? As$ 7.375 till 7"D 41M on 
343 9.05 161.7 ism 194.5 187.3 168.24 187.7 206 2611 
cww 0ju C279 &Ill TAU ? in &ill Mso sm 717 39.7 2.19 150.4 155.24 194.6 187.3 180.24 167.7 405 3189 
20.00 GAO$ L184 LOSS 7.668 7j" can Tin 7m on 
43.2 C-00 101" 157.1 153-90 194.5 187.3 153.90 1117.7 &V 3672 
3LOO #AM L04 LOSS 7.008 Urs LOSS 7mo sm m 
47.7 
C'm 11.31 154.6 161.81 194.5 1873 151.61 187.7 671 3037 
WOO SAU to" Lao 7A" T. Sn 4479 Tim lie* 908 
52.1 C-O IM 152.5 149.33 104.5 187.3 149-33 101.3 $03 4297 
WOO ILSO LM LM ? An Tin LM TAN 1340 1041 
50.6 
C-06 13.72 150.4 147.19 194.6 167.8 147.19 191.3 on 4031 
SLOSS GMT LM L341 TAN T. Vl 4.161 Lm no 632 
54A mw-c-" 8.06 101.7 156.52 194.6 187.3 156-24 187.7 390 2011 
mw-c-" LOSS LVS LIM ?. On 7-3T6 6.11" T. M yen M 3V 9.19 159.4 156.24 194.5 187.3 150.24 187.7 538 31M 
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Table TD-3 Continued 
1 23 45 67a 0 10 11 12 
Sirw APOMInfil Grade Pipe Thr"ded and GOUO*d Exfrýlne COIAW" POs bWr 
Outside weloft rwmnttvo ~ 
dlaawfor thr"do wall Insidt Drift R*gUAAr Spode/ OU&NO P. swangth 
D and ft*ns" dismoftr dismoter GAP&nuW dflen~ 
diar"tor Pw P, 
& Coupling td w bars IMS 
own Ave Outsido W 




29.000 mw-c4S SAW 6.194 $A" 7.00 7XS Ull ? AM am m 43.2 10.39 157.1 153.90 194.5 187.3 153.90 187.7 034 3672 
Mw OA63 4.04 &9" 740 ? ým 5.960 T. M 10400 US 
47.7 uw-c-" 11.51 154.8 161.01 194.5 187.3 181.61 187.7 710 3937 
W. W 0.400 SAM &M T. M Tin 4APS 7AMO 11 G" on 
52.1 NW-C-0 12.65 162.5 149.33 194.5 1873 149-33 191.3 ow 4297 
38.00* 040 LOU 5.796 TAM Mm LM ? APW 13 09 1041 
56.6 NW-C-95 13.72 MA 147.19 104.5 1U. 3 147.19 191.3 m 4031 
2840* GAIT LUS L241 7.650 7.378 4.181 7290 44M 732 
34.3 P-110 6.05 161.7 166.62 WA 187.3 156.24 187.7 307 3266 
20.06 am LM 4.151 ? AM 7.376 06151 7.300 eno 430 
38.7 P-110 9.19 159.4 156.24 194.5 187.3 150.24 187.7 428 3w 
2LOO OAN Ll" LM ?. No Tws 6.00 7. w 8519 No 
43.2 P-110 10.36 157.1 153.90 194.5 187.3 15&90 187.7 567 4132 
3LOO SAN 4.464 4-9011 7.414 74? 4 SAM Me lam 1025 
47.7 P-110 11.51 164.8 151.81 194.5 187.3 181.01 167.7 742 4559 
WOO OAN 6.004 owl tw 7.375 Ix" 7.830 13010 111$ 
52.1 P-110 12.65 162.5 140.33 194.5 167,3 149.33 101.3 807 4978 
U. 00 OAMO LM LM 7.068 7.379 LM 7.00 16118 1205 
58.6 P-110 13.72 150.4 147.19 194.5 197.3 147-19 101.3 1042 5360 
7 23AW 0.317 Ls" 0.241 LOSS Two 6.11" 7.300 4480 on 
177.8 34.3 RM-126 8.05 181.7 150-52 194.6 187.3 150.24 167.7 321 3701 
0.00* 8.862 S. V6 6.151 7.456 7X5 6,151 LM 44" 9" 
38.7 tow-in 9.19 lf*. 4 158.24 194.5 187.3 156.24 167,7 446 4199 
294900 *AOS 6.154 6.069 7.950 7.375 SAM 7.300 9120 1056 
432 MW-126 10.38 1W. 1 163.90 194.5 IST. 3 153.90 187J a2a 4aB7 
3t. 00* GA43 ILO94 SAM 7.640 7.375 Lm L900 11720 1106 
47.7 
mw-I" 11.51 154.8 151.61 194.5 187.3 151.61 107.7 Boo 5182 
U. 00 OASO 0.004 5.579 ? AM 7.375 S. 179 7.530 14330 1272 
52.1 MW-126 12.65 152.5 140.33 194.6 187.3 149.33 101.3 908 56" 
38.000 0.5" S" 5,796 7.6041 7.376 5.795 7.00, 14700 1270 
66.6 MW-125 13.72 150.4 147.19 194.5 187.3 147.10 191.3 1158 W" 
23.00* 6.317 6.300 6.241 TAN 7.375 8.181 720 4700 932 
34.3 MW-140 8.06 1161.7 158.62 194,5 167.3 156.24 187.7 328 4146 
MW 0.382 SOO till 7.404; T. 375 1.151 7.300 an 1067 
U. 7 im-Iv 9.10 160.4 156.24 194.5 187.3 156.24 187.7 461 4702 
21LOO* SAW 9.164 6.056 7.656 7.375 SAW 7.380 94" Ila 
432 MW-140 10.36 157.1 163.90 194.5 187.3 153.90 , 
187.7 650 5252 
32.40* 0.413 UN 6-9011 7.4841 7.375 7. MO 12620 1004 
47.7 
MW-140 11.51 164.8 151.61 194.5 187.3 161.151 187.7 am 5800 
35.000 ome 4LOO4 5.476 7AMB 7.376 Ism 7.530 is 400 1424 
52.1 MW-140 12.65 IM5 149.33 194.5 167.3 U9.33 191.3 1066 6334 
3S. 00* DAWO 0.020 5,706 TAW Tim G.? 95 TAM isno 1534 
56.6 MW-140 13.72 150.4 147.19 194.5 187.3 141.10 191.3 1250 6024 
23-000 6317 $is$ 6.241 ?. In 7.375 4.151 ? Ago 4000 on 
34.3 V-150 8.06 181.7 158.52 194.5 187.3 156.24 107.7 331 4430 
28.00 D. M 0.276 6.161 1.456 7JT5 6,151 7.390 Gas, Ila 
38.7 V-180 9.19 159.4 168.24 194.6 167.3 166.24 187.7 475 5036 
20.00 CAN LIN tMe 7.464 7XI SAN 7MO SON 1267 
43.2 V-150 10.30 167.1 163.90 194.5 187.3 163.90 187.7 674 mo 
U 000 OAP 4.004 SAM 7.446 7jFS ILM Ties 13M 13M . 47.7 
V-1541 11.51 154.8 151.61 194.5 Iffy. 3 151.61 1871 age 8219 
MOCO MU 6.004 9.4" ? A50 7. vS LM 7.630 16260 ins 
U-1 
WIN 
12.45 152.5 149.33 1944 187.3 140.3S 1912 1119 6786 
3LW L540 5.920 3.796 7.660 7.375 &M TAM 19240 1644 
56.0 V-150 13.72 150.4 147.19 194.6 187A 147.19 i9l. 3 1327 7313 
23 000 0.217 8.390 41.241 7.846 7.375 4.151 7.3m 4780 1032 . 
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Appendix E: PDF Data for Variables 
E. 1: Tubular property data 
Variable Distribution Units Mean COV Curtailment 
Yield stress Normal Actual/nominal Varies 0.035 None 
UTS Normal Actual/nominal Varies 0.025 None 
Local wall thickness Normal Actual/nominal 1.000 0.030 None 
Min wall thickness Normal Actual/nominal 0.960 0.025 None 
Average wall thickness Normal Actual/nominal 1.000 0.015 None 
Local outside diameter Normal Actual/nominal 1.005 0.002 None 
Average outside diameter Normal Actual/nominal 1.005 0.001 None 
Eccentricity Log-normal Actual 7.500 0.510 None 
Ovality Log-normal Actual 0.250 0.560 None 
Residual stress Normal Actual/yield -0.230 0.240 None 
Young's modulus Normal Actual/nominal 1.000 0.035 None 
Poisson's ratio Normal Actual/nominal 1.000 0.025 None 
Linear expansivity Normal Actual/nominal 1.000 0.040 None 
Thermal degradation of yield Log-normal Actual (%/OF) 0.035 0.500 0.090 
Thermal degradation of UTS Log-normal Actual (0/o/OF) 0.030 0.700 0.080 
E. 2: mean yield stress and UTS 




J55 1.090 1.400 
K55 1.090 1.070 
L80 1.090 1.070 
N80 1.180 1.070 
C90 1.060 1.070 
C95 1.060 1.070 
Pi 10 1.080 1.070 
Q125 1.060 1.070 
V150 1.030 1.070 
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i 
E. 3: Load PDF data 
Variable Distribution Quantity Exploration Appraisal Development 
(units) Well Well Well 
Pore pressure Normal Mean 1.00 1.00 1.00 
(actual/predicted) COV 0.11 0.06 0.06 
Fracture Normal Mean 1.01 1.01 1.00 
gradient (actual/predicted) COV 0.11 0.11 0.06 
Reservoir Normal Mean 1.00 1.00 1.00 
pressure (actual/predicted) COV 0.13 0.12 0.12 
Reservoir temp Normal Mean 1.00 1.00 1.00 
(actual/predicted) COV 0.15 0.06 0.06 
Production fluid Normal Mean 1.00 - 1.00 
density (actual/predicted) COV 0.18 - 0.10 
Dogleg severity Rayleigh Mean 3.0 3.0 3.0 
DLS<3'/100ft (actual, 0/ 1 00ft) COV n/a n/a n/a 
Dogleg severity Normal Mean (1) (1) (1) 
DLS>3'/100ft (actual/predicted) COV 0.3 0.3 0.3 
Notes (1): mean DLS- target plus 20/100 ft for low builds 
target plus 4/ 1 00ft for high builds C.;, 
EA Model uncertainties 
Variable Distribution Units Mean COV 
Burst strength Normal Actual/predicted 1.000 0.047 
Collapse strength Normal Actual/predicted 0.977 0.076 
Top-of-bubble pressure 
during kick circulation Normal Actual/predicted 0.930 0.045 
-at casing shoe (WBM) 
Normal Actual/predicted 0.930 0.120 
-at wellhead (WBM) 
Normal Actual/predicted 0.860 0.045 
-at casing shoe (OBM) 
Normal Actual/predicted 0.860 0.190 
-at wellhead (OBM) 
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Appendix F: Software introduction 
As the final aim of the present research, QRACD software package has been 
developed. The software name QRACD comes from Quantitative Risk Assessment 
for Casing Design. The software was developed using MS Visual C++ with MFC 
(Microsoft Foundation Class). Monte Carlo Simulation and AIS Tail Model were 
currently built into the software. 
The main subroutine, CACDLib (Computer Aided Casing Design Library), was 
programmed as a DLL (Dynamic Link Library) using FORTRAN and called by the 
user interface. It contains the main calculation part, MCS and AIS Tail Model. 
RANDLib is another DLL developed by FORTRAN. It provides a large range of 
general methods to produce random numbers. The detailed user menu about how to 
use CACDLib and RANDLib will be given in additional document to provide user the 
further developing infortnation. 
The software employs ActiveX Control. The main one is FORMULA 1, which was 
developed by other Intemet programmer. It provides user the plot methods (see Figure 
F-7). Therefore, FORMULA I must be installed before installing QRACD. Further 
development need to be done to get rid of all the plug-ins so that the software can be 
completely independent. 
A brief menu about how to use the current software is given as the following charts. 
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Figure I shows the start flash screen. It provides version information. Further 
development will put user register information and user ID. 
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Welcome to the Quantitative 
Risk Assessment Analysis 
Toolkit for Casing Design. 
Version 1 ýD 
Copyright C 2001 , University of Wolverhampton 
Technical Support. 
maifto: x. zhang@wN. ac. uk 
-1 
Figure F-3 
D Figure F-3 shows the main screen of the software, all variables involved in the 
design procedure are listed in the main window to give user a more direct view. The 
distribution types are plotted as graphics to give easy use. One thing that has to be 
stated is that the random "distribution" shown in the graph means that the variables 
are random distributed and the simulation will use the built-in dataset. 
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Double click the variables which you want to input or change the distribution 
infonnation of the variables. It will bring you a popup window, such as Outside 
diameter window in Figure F-4. If you select Random Data from known dataset, the 
software will initialise this variable using built-in database. Radio Button "New dataset" 
is not functional at this moment. It is supposed to add new random data or new 
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Welcome to the Quantitative 
Risk Assessment Analysis 
Toolkit for Casing Design. 
Version 1.0 
Copyright C 2001, University of 
Wolverhampton 
Technical Support: 




After, setting up all the variables, go to "Tools" -> "Simulation Options", it will bring 
you a window as shown in Figure F-5. Here, you can set up the simulation methods you 
want to use. Note: FORM and Latin Hypercube method are not functional yet. 
Then go to pull down menu "Run" and select "Collapse Analysis" or "Burst Analysis". 
Then double click button "RUN" on the up-right hand of the window. The simulation 
will be ftilfilled on the backstage. The bigger numbers of iteration you input, the longer 
time the simulation will take. 
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After simulation, double click the button "View Result" bellow "RUN" button, a 
graphic window will bring to the front, which provides the plotview of the result. To 
define the plot type and plot data, you have to the next step. 
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For Help, press F1 NUM 
Figure F-7 
Right click the plot window in Figure F-6 and select "Chart Designer" in the popup 
context menu, you will see Figure F-7. It provides you a very easy way to define the 
plot type and the data you want to use. (Same as the chart designer in Excel). 
As mentioned earlier in this chapter, this function uses ActiveX Control plug-in: 
FORMULA 1, which should be pre-installed. Otherwise, the "View Result" button 
won't work. 
-195- 
Chapter 11: Appendix 
Appendix G: Investigation of the generalisation of AIS model 
As AIS method is a generalized QRA method, it is hereby using to analyse the share 
prices in the every day stock market. 
DDI Corporation is an industry leader in manufacturing quick-turn, technologically 
advanced printed circuit board products. It offers services that enable its customers to 
shorten product development cycles and reduce their time to market for new products. 
The company's services are used to develop products for use in communications 
switching and transmission equipment, wireless base stations, work stations, etc. 









The above figure shows the changing curve of the daily DDI share price from II th 
Apr, 2000 to 26 th Jan, 2001, together with the average line through the year. 
The problems now is in how to build a suitable probability model to predict the 
changing direction of share price, based on the historical data, during the next 
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working day (or the next considered point). Here, we have to emphasis that the 
probability model we are going to build is base purely on the historical data. Actually, 
other important factors that affect the share prices include market condition, economic 
policy, etc. the model is just for exploring the feasibility of using AIS method to solve 
the problem. 
Assume: 
Avgi [I + (a, f, + a2 f2+... +a,, f,, )] 
where the total historical data was divided into n groups, each group has the equal 
numbers of data. P,,,, is the price of next future point we are considering. Variable 
Avg, denote the mean of the io' group. f, is introduced as a weighting factor which 
is given by: 
p -P-1 
Pi-I 
And variable an is another factor to give more weight to the recent f, 5, 
i-I 
a, ak 2,3,. - -, n 
k=l 
(During the simulation, we initialise a, = 0.35 ) 
Thus the probability model can be written as, 
g=P,,,, - P,, = g(Avg) 
We can easily found that probability g is the function of unique variable Avg,. 
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Monthly Average Chart 
The above figure gives the monthly average chart. We are now trying to get a 
predicted curve of monthly chart. 
Suppose we've known the average price of April 2000,12.319, to predict the average 
of May 2000, as the probability model describes, we have to use the daily historical 
data of April (shown below). 
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It is obviously not a known distribution type. Thus, we use these thirteen points as 






S§l 61 S§l SP 5ý sp P-11, P", PlIz, pl*l Or ý01 SO sy Výýq Cý-, Pll CP"*-' 1ý0 4ýp 
_--*--ReaIData 
Predictl Predict2' 
first samples of the simulation procedure. Run the simulation once, we got a 
predicted value 12.0, add this new value into the database and we will have 14 points 
in our new database, that is to say, the next sample database simulation will have 14 
points which contents the new data. Repeating the simulation, the predicted curve is 
given in the above figure as "Predict I". 
In predict 2, suppose we've known the actual previous data every time before we run 
the simulation. That is to say, we don't use the new predicted data as one of the 
samples to predict the next point. This will avoid the error continuously being 
transferred. 
A refined simulation model: 
As described by Giorgio P Szego and Karl Shell (1972), a forecasting model is as 
following: 
Xi Z- 00 + 01 XI-1 + 02 X(-2 +» »" + 
01-1 XO 
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where 0,, (i = 0,1,2, - - -, t- 1) will be determined by the iteration. To determining it, the 
historical data has to be used to make a best fit. This equation gives a value estimation 
of share price with a deviation at time t. 
We are often interested in forecasting future values of an observed series for several 
lead times, say at 1,2,3,..., L steps ahead. When we forecast values at lead times 
greater that or equal to 2 (/>=2) with an autoregressive model, the forecasted value 
will be dependent on previous forecasted values. However, if new observations 
become available we can update our old forecast. By this idea, our model described in 
the previous part can be written as: 
In 





(1 +-I Oj fj 
nj 
where Oj is given by 





02 = 0101 + 02 
Oi 
= O, Oi-l +---+ Ojoo 
is During the simulation, PH,,, (. ) is random distributed, the forecasting value P 
therefor completely related to the historical data, while P,,,, relating to the old 
forecast. When the real value of P,,,, becomes available, we update our database and 
the forecast value I-I steps ahead has to be recalculated. 
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It can be seen from this example that the AIS method can be used to analyse share 
market, and give a consultative prediction value. Of course, the share prices are 
depending on lots of factors, instead of only the few factors considered in this trial, 
therefor, as a pure data analysis, this example is just for demonstrated that the AIS 
method can be used to this area. 
This example also gives the ftirther evidence to show that AIS method is a generalize 
method. 
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Appendix H: Monte Carlo Method for Solving Multivariable 
Problems 
I The Nature of Monte Carlo Methods 
Monte Carlo calculations usually fall into two main classes. In the first class, the 
problem to be attacked has some physical probabilistic structure and, in essence, we 
handle our random numbers in such a way that they more or less directly simulate the 
physical situation. The second class of Monte Carlo calculations concerns problems 
that at first sight have no probabilistic features. To be able to apply Monte Carlo 
methods, however, it must be shown that such a first impression is misleading to the 
extent that can discover another problem having the same numerical answer as the 
original problem and also having a probabilistic structure. It then suffices to solve the 
second problem by simulation, as in the first class of Monte Carlo calculations. For 
example, the original problem may require the solution of Laplace's partial differential 
equation under assigned boundary conditions. The theory of probability states that 
certain properties of random walks also satisfy Laplace's equation under a wide 
variety of boundary conditions. Therefore a property must be addressed such that the 
boundary conditions are the same as those in the original assigned problem; then the 
behaviour of this property can be studied in a sample of random walks, each walk 
generated on a computer by a sequence of random numbers. 
In either class of Monte Carlo calculation, the desired numerical results are identified, 
either directly by the statement of a physical situation or indirectly from the theory of 
probability, with a parameter of the distribution of the observed results of the Monte 
Carlo experiment. These results are subject to random error and therefore have a 
distribution. In the most frequent case, the parameter representing the desired result is 
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the mean of this distribution, that is to say, it is the average of the results that would 
be obtained by hypothetical indefinite repetitions of the Monte Carlo experiment. It is 
worth stating this situation explicitly, as follows. The desired answer is an unknown 
number 0, called the estimand. The Monte Carlo method consists of finding a 
function t= t(ý, 4, -- -) of a set of observed random numbers ý,, ý2 .... When tis 
regarded as a function t= t(* 9 *, -- -) , it is called an estimator of 0. The numerical 
value of t, obtained by evaluating the ftmction for the numerical values of the 
observed ý,, ý2 ---, is called an estimate of 0. Replication of the experiment would 
involve different sets of numerical values for the ý,, ý2 ... ; hence various 
experiments, for a fixed estimator t, would yield various estimates t. If the mean value 
of these estimates, written ýt, equals 0, the estimator is unbiased. The standard 
deviation of these estimates is called the standard error of the estimator and it 
measures the amount by which individual estimates may be expected to differ from 
the estimate. It is usually quite easy to discover unbiased estimators in a typical Monte 
Carlo problem. What requires greater skill, however, is to discover, among the 
unbiased estimators, an estimator with small, or even minimum, standard error. 
Two general remarks follow from the above specification. First, ýt is the weighted 
average of estimate t taken over the sample space of observations ý,, ý2 ---, the 
respective weights being the probabilities of observing the respective ý,, ý2 --.. Hence 
t is an integral, usually over a space of many dimensions. Thus, the Monte carlo 
method is essentially concerned with evaluating multidimensional integrals. This is 
not to say that it can be used only in problems of integration, but it does say that with 
any given problem, which may not at first sight be related to integration; one may 
expect to associate an underlying integration. Second, a small standard error will 
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occur if an estimator function t, which is relatively insensitive to variations in its 
arguments ý,, ý2 ---, can be chosen. For all estimates t will then be more or less equal. 
This is the idea that underlies the following technique, known as importance 
sampling. Suppose we have an unbiased estimator tl (ýl 1 ý2 ... ) and 
p, (ýI, ý2 -- -)dýj dý2 ... is the probability density of the observed ý1, 
ý2 






9, * *) P(ýl 9 
ý2 
9 ... )dýj dý2' ** 





q(ý,, ý2,... ) 
(H-2) 
where q(ý,, ý2, -- -) is a nonnegative function such that p(ý,, is 
a probability density function, that is, 
fp(ý, ý,, -- -) o q(ý,, 
ý2, -- -)dýj dý2 ... =1 (H-3) 






... ) Aýl 1 ý21 ... )q(ý,, 
ý2, 
-- -)dý, dý2... (H-4) 
and therefore t2 is also an unbiased estimator of 0, provided a way of sampling the 
ýl 
1 
ý2 according to the new distribution p(ý,, 
ý2, 
-)*q(ýj, 
ý2, -- . ). If q is chosen 
so that q is nearly proportional to t, , thent2will not depend strongly upon ý,, 
ý2, ... 9 
and therefore 12 will have a small standard error. In order to be able to choose a 
nonnegative q nearly proportional to t, , t, must be nonnegative for the most part; this 
can often be achieved by adding, if necessary, a known positive constant to t, and 
noting that eQ, + c) -c One may ask why the standard error cannot be reduced 
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to zero by taking q exactly proportional to t,. The answer is that, in order to satisfy 
Equation (H-3), the following equation must be taken. 
q(ýI, ý2 9 )=t 1(ýII, 
ýV, **, )/0 (H-5) 
And the value of the constant of proportionality I/0 is actually unknown because the 
whole exercise is to determine the value of 0. In practice, it must be compromised 
between a q, which is rather like t, , and a q, which will satisfy Equation (H-3). 
However, it is obvious that when t, is large, q and hence p*q ought to be large. That 
is to say, in using the new estimator t2 an enhanced probability of sampling the 
regions, where tj is large, is needed. Large values of t, are made important, as it 
were, and hence the name importance sampling. 
The foregoing discussion illustrates what seems at first sight to be a paradox in Monte 
Carlo work, namely, that having introduced randomness in the form of the 
observations, the effects of this randomness by a suitable choice of estimator is trying 
to be removed. However paradoxical this may seem, it is a fundamental precept of 
Monte Carlo work to regard randomness as a nuisance, to be avoided, suppressed, or 
reduced as much as possible. 
In all cases, the Monte Carlo method is to be judged by its results. Thus, when a 
computer is used, it is convenient to replace the random numbers ý,, ý2, .. - by a set 
of so-called pseudo-random numbers. These are numbers that, although strictly 
deterministic in origin, pass for random numbers when subjected to certain 
conventional statistical tests of randomness. Much philosophical discussion has 
centred on the validity, and even the ethics, of forging random numbers in this way; 
such discussion is irrelevant if pseudo-random numbers yield as good final results as 
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real random numbers, and this is so often the case that little anxiety need be felt. A 
few kinds of random number generator can be found in Appendix C. 
2 Interpolation of Functions of Several Variables 
Suppose that a function f(xl, x2, ---, x,, ) of a large number of variables, say n-- 1000, 
have to be interpolated. To be specific and to keep the argument simple, imagine that 
is a multi-linear function: 
f(xl 
, x, ., --, x) =a+ 
Eaixi+ 1 aiXX, +***+a, 2 ... nX1X2 *** Xn (H-6) 
i i*j 
Here the coefficients a are unknown, the algorithm to determine it is to suppose that f 
can be calculated when all the x's are either 0 or I. We have to determine the value of 
API 9A 9" **9 Pn) has to be determined, where the p, are prescribed numbers 
between 
0 and 1. In principle, the problem is elementary: f(P, P, ---, p,, ) is simply a linear 
combination, with known coefficients of the form AA (1 - P3)P4 *** (1 - Pn) 9 of the 
computable values of f at the vertices of the unit hyper-cube. In practice, however, 
this method is unworkable, because there are 2" vertices and, when n--1000, the sum 
of 2 1000 tenns has to be found, each a product of 100 1 quantities. Being confronted 
with much more data than what can be analysed at this stage, a method that uses only 
a tiny fraction of these data should be built first. In the absence of information that 
permits a rational method of selecting this fraction, there seems no alternative to 
random selection. Nevertheless, the prospects are not as gloomy as they may appear. 
By Eq(H-6), 
(Pi 
9A 1* *"P. 
)ý I] rlr2, - rf (45171452, ** '145n) (H-7) 
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where the sum is taken over all combinations of 5,, j52, - =0 or I and 
r, =I- or p, according as 8, =0 or 1. Now choose a set of numbers 
0 with probability I- pi 
I with probability p, 
(H-8) 
independently for i=1,2, ..., n. Thus, for example, if A=0.1, ý, has a 90 per cent 
chance of being 0 and a 10 per cent chance of being 1. Then the probability 
p=g-gr (H-9) vV ý2 825 5 ýn ý- n r, 2 rn 




31 ... 54n) = 
API 
11 A 11 **'9 Pn) 
(H-10) 
ThusMI 1 
ý21 ... is an unbiased estimator of the estimand API 11 P2 51 ** "I Pn) ' lf 




1***9 ýý ) will be an unbiased estimator with standard error 
(T =I varf(ýIýý2, -4,1/2 11) 
Is a small enough for this to be a useful procedure for moderate values of N? The 
answer depends, naturally enough, upon how well-behaved a function f is. We may 
describe the regularity of f in terms of the quantities A, = A, (V) , (i = 1,2,. - -, n) . 
where A, (V) is the difference between the value of f at the vertex V of the unit 
hyper-cube and its value at the ih of the n vertices adjacent to V. Let M(r) be the 
smallest function of r such that 
J]Aý: 5M(r) (H-12) 
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holds at each vertex V of the hyper-cube, where denotes summation over any 







Two special but important cases of inequality (H-13) should be considered. The first 
case anses when the partial derivatives of f are all bounded. In this case, the 
differences A, are all bounded, and let's describe M(r) = Mr , where M is a constant. 
Then inequality (H- 13) yields 
a< V(Mn / 2N) (H-14) 
and a satisfactorily small standard error can then be produced by taking N to be a 
suitably large multiple of n. The procedure can yield useful results if the number of 
dimensions is not too large, for example, only a few hundred. The second special case 
arises when M(r) is independent of r, so that for each vertex we have 
(r) i=1 
(H-15) 
where M is once again a constant. Eq(H-15) is quite naturally satisfied by a 
reasonably regular function of several variables; it is a finite difference analogue of 
the supposition that grad f is uniformly bounded in magnitude. Inserting inequality 
(H- 15) into (H- 13), it can be deduced 
+ log n)M / 2N] 2 
(H-16) 
The right-hand side of (H-16) is a very slowly increasing function of n. Even if n is 
prodigiously large, for example, if n= 10", it is expected to get a satisfactorily small 
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standard error with a practicable number of replications, provided, of course, that one 
of these replications can actually be performed. This proviso is necessary because, in 
a replication, f must be evaluated at a vertex chosen at random; when n is 
prodigious, it is no longer a trivial matter to specify which vertex has been chosen. In 
fact, to specify a vertex amounts to specifying an integer having n binary digits, and 
the random procedure for choosing a vertex calls for the use of n random numbers. 
Thus, in the absence of special circumstances, the method is unworkable. 
Nevertheless, such special circumstances may arise as, for instance, when f is a 
symmetric function of its variables. In this case, only how many, rather than which, of 
the co-ordinates of the vertex are zero need to be specified. This can be done easily by 
choosing a random integer with a suitable binomial distribution between I and n. This 
is the sort of situation that can arise when dealing with functions of about 10" 
variables in certain group-theoretic branches of atomic physics. A similar situation 
occurs when f is anti-symmetric, that is to say, when permutation of the variables 
can at most change the sign of f- 
Thus far having considered only linear interpolation, what are the prospects for 
interpolation of higher order? In principle, polynomial interpolation is 
straightforward, for the multi-Lagrangian fonnula. 
AXI 
9 X2 9* *'9 
Xn) =Z AXý, , X2i l' ** *5 Xnj) 
r" 
(Xi 
- Xi) (H-17a) 
i 
ik (xii - Xik) 
where j ranges over all data points, and IFI' denotes the product omitting terms of the 
type (X, - Xjk ) 
I(Xy 
- Xtk). Eq(H- I 7a) may be more concisely written as 
=ELjf =J] j pj 
(Lj fj / pj (H- I 7b) 
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Thus, if choosing thejth data point with probability p,, Lfj 1p, can be taken as an 
unbiased estimate of the interpolate f. Here the nonnegative p, are quite arbitrary,, 
subject only to 
2: pj 18) 
so that the p, need to be selected in a manner that will both reduce the standard error 
according to the principles of importance sampling, and also make L, fj / pj a simple 
quantity to calculate. 
In practice, however, it does not seem easy to meet these desiderations. Although the 
identity L, =I holds in tempting conformity with Eq(H- 18), unlike what could be 
done in the linear case, pj = Lj can no longer be taken because there will always be 
some negative Lj. Not only does change of sign in the Lj prevent this simplicity, but 
it also tends to inflate the standard error. For, 
varf =J] 
lpj)2 
J)2 pj (Lj fj (1] Ljf 
lLjfj 12 
-P (EL f 
Ld j 
)2 




jl)2_(YL af jj j)2 
By Cauchy's inequality, the right-hand side of inequality (H-19) thus presents a 
minimum variance, which cannot be improved upon however ingeniously of 
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Now it may easily happen that the right-hand side of inequality (H-19) is very large in 
comparison with f. Indeed, this will be true if all the fj are roughly of the same size 
and if ILj I is very much larger than 1. For simplicity, it can be supposed that the 






), where x, 
I 
belongs to a given set of points A,. Writing L()for the univariate Lagrangian Ii 
coefficients determined by Aj . then, 
n 






If A, consists of more than two points, ILI, " I>1. Consequently, the left-hand side 
of Eq(H-2 1) will, in general, increase exponentially with n, and will be very much 
larger than I unless n is really small, for example, n< 10. 
It can be concluded that a straightforward Monte Carlo exploitation of the non-linear 
multi-Lagrangian interpolation formula will be wholly unsatisfactory unless the 
number of variables for which non-linear interpolation is essential is very small, for 
example, ten at most. Moreover, when n is as small as this, a direct evaluation of the 
classical Eq(H- I 7a) is quite feasible. On the other hand, linear interpolation by Monte 
Carlo methods seems to be a practicable and attractive approach for functions of many 
variables, and possesses the appealing feature that any interpolation coefficients does 
not have to be calculated since this is automatically dealt with, without calculation, by 
the sampling procedure. 
This difference between linear and nonlinear interpolation, so far as Monte Carlo 
methods are concerned, may seem surprising when we recall Aitken's well-known 
technique of effecting a nonlinear interpolation by a succession of linear 
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interpolations and extrapolations (Hartree, D. R., 1958). Why can not exploit this 
device? The answer is that, although the Monte Carlo method will handle linear 
interpolations, it will fail on linear extrapolations since for these negative L, are 
required, and the difficulties inherent in inequality (H-19) and Eq(H-21) will present 
themselves. Is there no alternative? Suppose we abandon Lagrangian interpolation and 
replace Eq(H- I 7b) by some general linear form 
f =zwjfj i 
(H-22) 
The character of the interpolation problem seems to dictate a linear structure such as 
Eq(H-22). This will lead to the difficulties of relations of Eq(H-19) and (H-21) if 
some of the w, are negative. On the other hand, some w, must be negative unless 
min f, 5f:! ý max f, 
ii 
(H-23) 
Since the original function of f may easily violate Eq(H-23), the only hope seems to 
be to devise a preliminary transformation of the function f such that the transformed 
fimction satisfies Eq(H-23). This being done, an interpolation formula (as Eq(H-22)) 
can be introduced, in which the wj are positive and satisfy 
wi (H-24) 
Further research seems to be required to see whether this scheme is feasible and 
whether it leads to a Monte Carlo result with a suitably small standard error. At 
present, the problem of non-linear interpolation in a fimction of a few hundred 
variables appears to be unsolved. The complete set of data for a non-linear 
IPr 
interpolation consisting of all possible combinations of the form (XI 9 X2 X" 
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where x, belongs to a given set A,. ) its analysis to give slopes and curvatures in 
various co-ordinate directions, and the incorporation of these slopes and curvatures 
into the interpolation fonnula yielding the required interpolate is essentially what a 
statistician would call a complete factorial analysis. The complete formula takes 
account of all interactions of all factors, whereas in practice many of the high-order 
interactions are unimportant. When a statistician encounters this situation he curtails 
his data and confounds the high-order with the low-order interactions (D. B. Lewis, et 
al., 1995). Can a corresponding advantage be gained in non-linear interpolation 
problems by confounding? Some problems that require attention in the case of linear 
interpolation are the following. Is Eq(H-12) a satisfactory criterion, and how does one 
estimate the function M(r) for a given f? To what extent can importance sampling or 
other variance-reducing techniques be used? In particular, how does one determine 
the importance function, and to what extent can one usefully modify it sequentially as 
the sampling provides information about the nature of f? What sort of special 
features in f will allow specification of vertices when n is very large? 
3 Calculations with Large Matrices 
The following speculative material serves as an introduction to the discussion in the 
next section on methods for reducing the number of variables. Calculations with large 
matrices create difficulties for computers, not only because of the time required to 
carry through the relevant arithmetic, but also because considerable storage space is 
required. For instance, a square matrix of order 105 requires a store of 10 
10 words to 
hold it. Could the calculations be effected to a reasonable degree of accuracy using 
only a sample of the elements of such matrices? 
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Suppose it is wished to calculate the element c. of a matrix product C=AB, where 





Hence, if chosen uniformly at random N different elements from the ith row of A, say, 




j (H-26) N r=l 








The second bracketed factor will be of the same order of magnitude as c, itself, if the 
products aikbkj are of roughly equal magnitudes. For instance, if 0<A:! ý aikbkj :5A for 
k=1,2, -. -, m, then 
2-1/2 
mm 
mll a'b, 2- aikbkl c. (A - A) /(2(AA)' 
/2) (H-28) 




Eq(H-26) may thus be expected to have an acceptable standard error (for example, 
when N=1000), and the Monte Carlo method will be worth considering if m ý: 10', 
for example, since it will reduce the computational labour at least one hundred fold 
without unreasonable loss of accuracy. 
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Furthermore, if m is extremely large, the statistical errors in the Monte Carlo result 
actually may be less than the accumulated rounding errors in an "exact" calculation of 
A- - urie full Eq(H-25). 
Then, consider the question of finding a dominant eigenvector of a large matrix A, 
that is, the eigenvector corresponding to the eigenvalue of greatest modulus. If u. is 
an arbitrary vector and Un+l = Au, it is obvious that, as n- > oo, u,, becomes 
asymptotically proportional to the dominant eigenvector. It may therefore be desired 
exploit the foregoing technique for matrix multiplication in order to estimate u,,. 
Consider the following procedure. Suppose an estimate of a scalar multiple of u,, has 
been introduced, for example, 
m 
Vn = IVnl! l Vn2 99 Vnm 
EVni (H-29) 
i=l 
Take V, +,,, = MikVkwhere k is a randomly chosen integer between I and m, and a is 
MiN 
will be a slightly biased estimator of the chosen so that v,,,,,, = I, then wV N n=1 
dominant eigenvector. The bias is due to normalising the vector by multiplying by a 
and will be of the order of I/ m, which will be negligible for a large matrix. One can 
modify the procedure so that the bias is removed (see below), but such modifications 
are probably not worthwhile. 
The process will fail, of course, if it is unable at any stage to determine a because the 
sum of the elements of v,, is zero. Such an accident, with probability one, will occur 
sooner or later if there is a zero element somewhere in A, for example; it cannot 
occur, however, if all the elements of A are positive and if uo = 0,1, ---, 1) has been 
taken. There is, indeed, no loss of generality in starting with this u. since, in any case, 
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uO may be arbitrary. Furthermore, even if starting with some other uO, at some point 
there will be a probability at one stage where k--I for all i, whereupon v,, will be 
proportional to the first column of A and all subsequent v,, will be independent of uO . 
Since, indeed, the event of k--l for all i has a probability m-' at each stage, the 
N 
whole process is a renewal process. Therefore, the standard error of w V, will 
be asymptotically proportional to N"' for large N under weak general conditions, for 
example, when all the elements of A are positive and all the elements of v,, are 
consequently bounded. How large N must be before this asymptotic proportionality 
becomes effective is a rather difficult question which deserves further study j it seem 
quite plausible, though, that N need not be nearly as large as m if the elements of A 
are not too dissimilar. As stated above, one can elaborate the procedure and make it 
unbiased. One way of doing this is to carry out two separate and independent 
experiments, and to use the a's found in each experiment to normalise the vectors of 
the other experiment. The two experiments will have to be carried through 
simultaneously, which doubles the amount of storage required in the computer and, 
since the bias of a single expenment is small, the additional complications of a double 
experiment seem scarcely profitable. 
4 Reduction of Multivariable Functions 
A multivariable function is handled more easily when it can be expressed to an 




Xk) gri (XI )gr2 (X2 grk (Xk (H-30a) 
r=l 
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C. D. Allen (1959) has given a method of achieving such a representation in the case 
k--2, with an indication of possible extensions to larger values of k, following him, it 
is easily to begin with the case k--2, which can be written in the form 
R 
Px, Y) g,, (x)hr (y) 
r=l 
(H-30b) 
Here it needs to be found, with as small a value of R as possible, functions g, and h, 
such that Eq(H-30b) holds approximately at all points of the rectangular array 
(x, . yj )(i=1,2, - - -, m and j=1,2, ---, n, where 
fj = f(x,, yj) is given. Thus, the 
mxn matrix F= (fo ) is given. For each value of r column vectors have to be 
determined, 
gr ý {gr(X1)3,9r(X2)"**")gr(Xm» 
(H-3 1) 
hr = (h, (yl ), 
h, (Y2), 
..., hr(Yn» 
Allen's procedure is equivalent to the following recipe. Take g,, to be the column 
eigenvector of unit length corresponding to the rth largest eigenvalue of the mxm 
matrix FF, where the prime denotes Wansposition; then take k= Fg,. This process 
may be caffied out as follows. When g, 92 9 *** 11 gr-I and 4, h2, ---, hr-I have been 
.., 
g, k can then be calculated, and then find g, as the determined, Fr =F- 
S=1 
F 
dominant eigenvector of FF,, ,, and h,, = F, g,.. The process will be stopped when F,, 
is negligibly small, and this gives R. 
Thus, it is enough to consider a method of estimating a dominant eigenvector of a 
matrix FF, where F is given. This can be done by combining the two techniques of 
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Vv+lj =- CYýkfikVvi (i = 1,2,. - -, (H-32) 
and k and 1 are integers chosen uniformly at random in the ranges I to n and I to m, 
m 
respectively, and ct is a nonnalising constant such that I vv+lj For a suitable 
i=j 
large value of N, the dominant eigenvector of FF can be estimated as 
N v-, 
(H-33) 
where, 8 is such that g has unit length. Having done this, the product h= Fg can 
then be estimated by the method of matrix multiplication discussed in the previous 
sec ion. 
Next, the multidimensional case Eq(H-30a) with an arbitrary value of k need to be 
considered. The data will consist of a tensor 
f'1'2'**'k 
= (Xlil 9 XN2 9 ... 51 Xkik ) (H-34) 
Rvepresenting the values of the ftinction at a totalof MM2 * *' Mk points of a rectangular 
array. By treating the x and y of Eq(H-30a) as portmanteau variables, it can be seen 
that, if 






- *ao N 
(k) g (1) (2) ... 
(k-1) 
g4 11 
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af, f-. 0) (H-37a) V+ , 11 112'* "A J112 ** *ik VJI 
(S) (1) (2) 
... 
(S-1) (1) (2) (S-1) (S) 
j, = ag,, g,, 
f 
V+l gi, -I 
fY2'-kgA gj2 gis-I 
Jlj2 
VV, J, (H-37b) 
(s = 2,3,. k- 1) 
In Eq(H-36b) and Eq(H-5 I a, b), the summation convention operates over all repeated 
suffixes; the a's are nonnalising constants such that 
V(s) (s = 1,2,. k- 1) (H-38) V+1j, 
and the 8's are norinalising constants such that 
m 
k- 1) (H-39) 
As set out here, these relations are exact. Their evaluation in this exact form, however, 
will be impracticable as a rule because of the large number of terms implied by the 
summation convention. Hence for computing purposes we replace the summation 
convention by sampling, and interpret the right-hand side of Eq(H-37a) as a single 
term in which the suffixes j, i2, i3,. - -, ik are integers chosen uniformly at random from 
the respective ranges I to m, (s=1,2, , ..., k). Similarly, 





ik and j,, j2,, --.,, js are integers chosen uniformly at random from 
the appropriate ranges. In Eq(H-36a), remove the operator lim and take N finite but N-+w 
sufficiently large, and in Eq(H-36b) sample a sufficient number of random 
combinations of i,, 
i2, - .. 9 
ik-I 
* 
To get the corresponding expressions for the functions 92s 
(X)) take 
(2) (*) in place of and so on for g,, (x) with r>2. An gi2 ... jk - gik 
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k 
algebraic approach would require a manageable value ofr1m, , whereas the Monte 
S=I 
k 
Carlo approach requires only 7 ms 
, 4-d s=l 
to be manageable, and therefore appears 
preferable except when k is very small. 
5 Evaluation of Multidimensional Integrals 
If R is a region of multidimensional space in which x is a typical vector variable, the 
integral 
I= if(x)dx (H-40) 
has for an unbiased estimator 
wj f(ýJ) (H-41) 
where ý, are points chosen uniformly at random in R, and the wj are weights with 
unit sum. The standard error of estimator (H-4 1) can be reduced by suitable 
importance sampling for the ýj if there is adequate information about f. A different 
kind of procedure, to be used with or without importance sampling, exploits the fact 
that the ý, in Eq(H-4 1) need not be independent. In fact, it is reasonable to choose the 
ý, in sets such that large values of f(ýj) offset small values, thus reducing the 
effects of random variation. A ftiller account of this technique may 
be found 
elsewhere. (Neal J. Adams, 1985, T. S. Motzkin, 1956, D. R. Hartree, 1958) 
One possibility, which does not appear to have received adequate attention as yet, 
is 
to replace I by a numerical integration 
formula (the integrated form of a Lagrangian 
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interpolation formula) and then sample various terms of this formula in the manner 
already described for interpolation by Monte Carlo methods. it has been shown that 
there are difficulties in non-linear interpolation due to negative Lagrangian 
coefficients. However, the integrated versions do not necessarily suffer from this 
difficulty, for example, there are no negative coefficients in the n-point Lagrangian 
integration formula for n:! ý 8, and also for n= 10. Here n is the number of points in 
each dimension, so that if k is the dimensionality of the space in Eq(H-40), it can be 
sampled from a set of nk points with probabilities proportional to the products of the 
respective one-dimensional n-point Lagrangian integration coefficients (A. N, Lowan, 
1944). 
6 Solution of Multidimensional Integral Equations and Partial Differential Equations 
The following standard Monte Carlo procedures are included for reference purposes. 
Suppose the following equation need to be solved 
m(x) = m. (x) + 
fK(x, y)M(y)dy (x r= (H-42) 
where x and y are vectors, MO and K are known functions, R is a given region of 
space, and M is to be detennined. Let P(x, y) be any fimction which satisfies 
P(x, y) >0 and fP(x, y)dy <I (H-43) 
R 
Then define 
P(x) =1-j P(x, y)dy 
W(X) = MO (x) / P(x) (H-44) 
W(x, y) = K(x, y) / P(x, y) 
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The integral Eq(H-41) becomes 
M(X) = P(x)W(x) + fP(x, y)W(x, y)M(y)dy (H-45) 
R 
Consider a random walk that starts at a point xO =x of R, and has successive steps 
xO -+ x, -+ --- governed by the following law: when the walk is at x,, , it has a 
probability P(x,,, x,,, x at Xn+I _, 
)dx of taking its next step to the element of volume d in 
R and a probability P(x,, ) of leaving R. If the walk leaves R after being at a point 
XN of R, a score can be associated with this random walk 
S(X) = W(XO') Xl)w(xl 9 X2)' *' 
W(XN-l) XNW(XN) (H-46) 
It is easy to see from Eq(H-45) that S(x) is an unbiased estimator of the required 
function M(x). The question now arises of how to choose the arbitrary function P(x, 
Y) so that the estimator S(x) has a small standard error. It can be shown quite easily 
that if P(x, y) is proportional to K(x, y)M(Y)IM(x), then S(x) has a zero standard 
error. Of course, one cannot satisfy this criterion in practice without knowing the 
desired solution M(x); furthermore, the ratio K(x, y)M(y)IM(x) may not be of 
constant sign, so that the first of the two inequalities (H43) would prevent strict 
proportionality. Nevertheless, if there is a rough idea of the solution M(x), a P(x, y) 
can often be chosen which will be approximately proportional to the ratio 
K(x, y)M(y) / M(x), and such a choice should give a small standard error for S(x). 
Turning to partial differential equations, let us consider for the sake of simplicity the 
multidimensional Laplace equation 
v2o = (H-47) 
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Other elliptic partial differential equations can be handled by straightforward 
modification of the following recipe. Imagine that Eq(H-47) has to be solved in a 
region R with given values of 0 on the boundary of R. Let denote a sphere 
x 
within R centred at a point x, and let P(x, y) denote a probability density function 
over the points on the surface of 2] . Starting from x,, =x perform a random walk 
x 
xO -+ x, -> ---, until the walk reaches the boundary of R at, say, XNwhere, given x, 
the next step is taken to a point Xn+l on the surface of chosen according to the 
X" 
density P,, (x,,, x,,,, ). Associate with this walk the score 
T(x) = 
V' (x") V, (xý) VN-1 (XN-1) 
-. 0(XN) (H-48) 
PO(X09X1) PI(XPX2) PN-1(XN-19XN) 
where V, (x, ) is the reciprocal of the surface area of 1: , and O(xN) is the given 
boundary value. Then, because 0 is harmonic, T(x) is an unbiased estimator of O(x). 
To get a small standard error on the basis of rough knowledge of the behaviour of 
choose the P(x, y) as nearly as possible proportional to O(y). Fuller information 
about the foregoing matters has been presented by Curtiss (J. A Hammersley, 1956). 
7 Minimal Irregularities of Distribution 
In carrying out a Monte Carlo experiment on a digital computer, one normally uses 
pseudo-random or quasi-random numbers in place of random numbers. 0. Taussky 
and J. Todd (1956) and R. D. Richtmyer (1958) have discussed the generation and 
properties of these numbers. One of the most popular sequences of pseudo-random 
numbers is 
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ý = {au"/ v) (H49) 
where a, u, and v are integers, and tx) denotes the fractional part of x. A well-known 
example of a sequence of quasi-random numbers is ý, = (ctn), where ct is irrational. 
Such numbers are easy to generate on a computer. Pseudo-random numbers often 
satisfy a battery of the standard statistical tests for randomness, even though they are 
strictly deterministic; this fact has been advanced as a justification for their use. 
Quasi-random numbers do not usually pass these tests quite so easily, but both quasi- 
random as well as pseudo-random numbers seem to provide the right final answers 
when used in a Monte Carlo procedure. This latter criterion is much more important 
than the satisfaction of statistical tests, and it seems quite conceivable that quasi- 
random numbers may be more satisfactory than genuinely random ones. This would 
be true if, while still yielding unbiased answers, they afforded smaller standard errors 
than random numbers do. As a rule, the standard error, obtained by employing N 
random numbers, behaves like N-"'. On the other hand, Richtmyer has shown that, 
in theory, the corresponding standard error arising from N quasi-random numbers 
behaves asymptotically like N-1. However, it has also been shown that, in practical 
examples, the performance of quasi-random numbers is not as markedly superior to 
random numbers as the theoretical asymptotic results would indicate. Presumably this 
is because the true asymptotic behaviour is not realised until N ý-> No, for example, 
where No is impracticably large for the quasi-random numbers studied. Nevertheless, 
it seems quite possible that No may depend quite critically upon the type of quasi- 
random number used, for example, upon the value of a in 4ý = (an) ; hence there is a 
definite need for further research in this field. 
Now, consider the evaluation of 
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I=f f(X)&C (H-50) 
where C is a unit hyper-cube. It can be estimated by a formula E w, f (x, ) and, in the 
absence of special irdormation about f, it can be done no more than take the weights 
w, equal. Since f may be approximated by a sequence of simple integral functions, 
that is, functions which take only finitely many different values, and since the sets on 
which f is constant can be built up by addition and intersection of rectangles, it will 
be a reasonable criterion if we judge the efficiency of estimation of integral (H-50) 
merely by its efficiency when f is the indicator function of a rectangle in C. Thus, 
the points x, needs to be chosen so that, as nearly as possible, the proportion that falls 
in any given sub-rectangle of C equals the volume of this rectangle. There is, 
quantitatively, no real loss of generality in assuming that one comer of this rectangle 
coincides with a comer of the hyper-cube and that its sides re parallel to the sides of 
the hyper-cube. Thus, if working with a sequence of N points in a unit hyper-cube of k 
dimensions, the following equation may be used as a criterion 
J": -- 
j***jfS(Xl9X2)**, 
9Xk)-NXIX2 *" Xk 
)2 A dX2'**dXk (H-51) 
whereS(XP, X29***9xk) is the number of these N points that fall in the rectangle whose 
upper right vertex is at 
(X, 
9X2 9* - ., Xk) * 
Consider first how a classical numerical integration formula will rate against the 
Eq(H-5 1). If we take N=mk, where m is an integer, and spread the integration points 
over the hyper-cubical lattice 
x, =(r, +112)lm (H-52) 
then, 
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J= [(m' + 1/2)/3r - 2[(M2 + 1/8)/3r +[m2 /3r (H-53) 
- (k /(3 
k* 4)N 2(k-l)lk as N 
A detailed proof of Eq(H-53) is shown by J. M. Harnmersley (1956). 
A crude Monte Carlo method in which the N points are distributed uniformly at 
random over the unit hyper-cube will given an average value of J equal to 
&= 
(-I 
T- -1) (H-54) 
Thus, in one dimension, the classical formula (J - 1/ 12) is much better than the 
crude Monte Carlo method (&I =, V6N); in two dimensions, the classical formula, with 
J-(1118)N, is 21 times as good as the crude Monte Carlo method for which 2 
0= (5 / 36)N; in three or more dimensions, though, the crude Monte Carlo method is 
much superior for large N. It should be emphasised that these qualitative results apply 
when the integrand is unknown and that, if having information about this integrand, a 
more efficient classical formula suited to this information is able to be selected. 
Furthermore, it may very justifiably suspect that there exists a deterministic way of 
choosing the N points in the hyper-cube that will be better than the Monte Carlo 
method. For instance, a set of N points that minimises J in Eq(H-52) should be an 
efficient set for the general body of integral functions of bounded variation. 
Unfortunately, it is not known what sets have this property. Indeed, it is not even 
known what is the greatest lower bound of J. The best result available in the 
literature is due to K. F. Roth (1954), who proved the existence of a positive constant 
Ck such that 
j> Ck (log N)k-I (H-55) 
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For two dimensions, there is a result in the opposite direction due to J. C. Van der 
Corput (1935), who showed that there exists a sequence of N points for which 
SUPIS(XIIX2)-NXI X2 1:! ý A log N 
0-! 5xj:! 0 OSX2! 51 
(H-56) 
where A is a positive constant. The criterion involved in inequality (3-70) is a 
minimal one, stronger than the criterion provided by Eq(3-65). Since it gives an upper 
bound not too dissimilar to the lower bound given by Eq(3-69), Van der Corput's 
sequence should be a good one for evaluating two-dimensional integrals. The recipe 















Then the nth point of Van der Corput's sequence has co-ordinates n/N, y, where y,, 
is the binary number occurring in the nth row of the sequence provided by Eq(H-58). 
Nothing is known of any corresponding sequence in more than two dimensions; 
however, the following conjectural generalisation is worth advancing. Let 'r 2 =2 , 
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7r3 = 3, )r4 = 5, -- .1 7rk be the first k-l prime numbers. In place of sequence 
provided by Eq(H-57), write down the first N natural numbers in ; r, -nary notation 
(2:! ý V! ý k) and then, in place of sequence provided by Eq(H-58), read these numbers 
backward as ; r, -nary decimals, taking the nth number in such a list to be y., , where 
(n1N, Yn2lyn39-*9lYnk) is the nth point of the sequence in the k-dimensional unit 
hyper-cube. It would be interesting to know if, for this sequence, 
SUP IS(XI 
I X2 Xk) - 
NxIX2***Xkl (H-59) 
0! X, si i=1,2, ---k 
does not exceed a power of log N as N --> oo . 
Roth 23 has Shown that there is a connection between the two-dimensional problem 
and a similar one-dimensional problem originally considered by van der Corput 
(1945). Let 7 denote sets of N points in the unit interval and the unit ,4 ,1 
andl: 2 
square, respectively. Suppose the points of EI are arranged in some fixed arbitrary 
order, and let denote the first n points (1:! ý n: 5 N ). Let Sn (x) denote the 
number of points in whose co-ordinates do not exceed x, for 0: ý x., 5 1. Then 
there exists a function ANwhich is bounded and has a bounded reciprocal, such that 
i SUp IS,, (x) - nxI = ANf SUpIS(x, y) - Nxyl (H-60) yl 
0: 9n-ýN 2 O: r. X-'51 
osx! ýl 0! 5y! gl 
in the rectangle whose upper right where S(x, y) is the number of points of 
comer is at (x, y). Van der Corput (1935) defined a just distribution of N points to be 
one for which the left-hand side of Eq(H-60) was bounded for all N, and it was 
conjectured that no just distribution existed. This conjecture was first proved by T. 
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van Aardenne-Ehrenfest (1949) who subsequently proved that the left-hand side of 
Eq(H-60) increases at least as fast as a multiple of log log N/ log log log N. Roth's 
results provided by Eq(H-55) and (H-60) improve the results further and show that the 
left-hand side of Eq(H-60) increases at least as fast as a multiple of (logN)"'. The 
gap between J(logN) and log N, the latter given by van der Corput's result Eq(H- 
56), remains unimplemented at present. 
There is also another connection between one- and two-dimensional problems. Van 
der Corput proved that a necessary and sufficient condition for a sequence of points 
(an , 8,, ) (n=1,2, ... ) to 
be uniformly distributed over a square was that jua,, +vg,, ) 
should be unifonnly distributed over the unit interval for every pair of integers u, v 
not both zero. Subsequently W. J. Coles (1957) gave the following quantitative 
expression to this result. Let NF(N) (XO, XI ; yo, y, ) denote the number of points in the 
Set (at 9A) 31 (a2l P2) 9 -, ý (aN I 
PN) which fall in the rectangle whose opposite 
comers are (xOqyO) and (xl, y, ). Define 
D(N) = SUp 
IF (N) (X0, Xl; Yo, Yl (XI _ XO)(yl _ yo)1 (H-61) 
. %, Xl, YOIYI 
(N) (xO'xl ) for the number of points in the set Similarly write 
NFUV 
jua" + VB,, } 
which fall in the interval (x,, x, ), and define 
D(") =SUplF(, N)(x0, xl)-(xl -x. ) uv (H-62) 
Xo, Xi 
Then Coles proves the existence of an absolute constant C such that 
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+C D(") +D 
(N) 









for any c>0, where (u, v) =I denotes that u and v are coprime. The inequality (H-63) 
implies Van der Corput's necessary and sufficient condition, 
Another line of inquiry on irregularities of distribution in one dimension concerns not 
the irregularities of the positions of the points of a sequence in a unit interval but the 
irregularities of the intervals between successive points, Suppose that we have an 
ordered infinite sequence Z of points in a unit interval, and that the first n -I of 
these points divides the interval into n subintervals of which the shortest and the 
longest have lengths u,, and v,, respectively. For this situation, then, N. G. De Bruijn 
andP. Erdos (1949) proved the following inequalities: 
limsupnVn ýA/Iog2 
n-), oo 
liminf nUn ýý I /log4 (H-64) 
n-+oo 
lim sup v,, / u,, >2 
n--)-w 
and it was shown by H-F, Trotter et al. (1956) that these results were the best possible, 
in that equality holds throughout the relations Eq(H-64) if the nth point of E has co- 
ordinate 
Xn -= I log 2(2n + 1)) (n = 1,2, - - -) 
(H-65) 
De Bruijn and Erdos also point to a connection between the work of van Aardenne- 
Ehrenfest (1949) and a generalisation of their own results, in which u,, and v,, are 
replaced by the shortest and longest total lengths of r adjacent intervals. From the 
statistical and Monte Carlo point of view it is interesting to note what can be said 
-230- 
Chapter 11: Appendix 
about the variance V,, of the lengths of the n intervals created by the first n-I points 
of Y, - Therefore, it can be proved that for any Y. , 
limsupnV,, >I" -1 (H-66) n--). 00 2(log2) 
and that this result is the best possible in the sense that 
nv :! ý 
I-- I (n (H-67) n 2(log 2) 2 
for the particular E generated by Eq(H-65). Eq(H-65) is notable not merely for the 
ease with which it can be generated on a binary digital computer but also for its 
similarity to Eq(H-3 5). These three equations all have the form {f (n)) , where f is a 
simple function of n. Although there is much work in the literature on the coarser 
properties of sequences of the type ff(n)), more research is needed on the finer 
properties. 
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Abstracc In Quantitative Risk Assessmentý it is well known that the confidence of the probability result 
critically depends on the tail area of the random variables. The data in the tails are usually few in numbers in 
contrast with these in the centre, and it doesn't carry much weight in traditional analysis. Therefor, for getting a 
good fit of the distribution tail, a tail model based on Generafised Pareto Distribution (GPD) (Pickands, 1975) 
isproposed. 
Meanwhile, as the failure area is normally very small, and in order to achieve accurate solution, an Asymptotic 
Important Sampling (AIS) is investigated in this paper. It is found to be an efficient technique for multivariate 
integration especially when the probability is small- ne present paper is intended to introduce AIS to the tail 
model described above. An algorithm about the proposed AIS tail model in ORA is presented. 
Keywords: Quantitative Risk Assessment, Asymptotic Important Sampling, Reliability Analysis. 
I Introduction 
Recently, Quantitative Risk Assessment (ORA) is 
becoming more and moire popular in reliability 
problem. But traditional analysis methods just 
concentrated on the central part of the variable 
distribution, most of it tries to obtain a good fit of 
the theoretical distribution in the central part of the 
observed data, rather than in the tail parL 
SY. 
Lo. d P 
Load -% Ro@bwbu%c* 
(Fasurel 
Fig. I Failure area of ORA 
As described in Fig. 1, the area, which mostly 
effects the QRA result, ties in the distribution tail. 
Whether we can get an accurate result or not 
critically depends on if we can get a good fit of the 
tail area of the Yariable distributions. That is to 
say, the risk is often critically dependent on the 
upper and/or tower tail behaviour of one or a few 
basic uncertainties. If, for instance, the tail model 
of one these variables is altered slightly, it may 
very well be that the risk level associated with the 
model changes by an Order of magnitude, eve, "
though the uncertainty modelling itself may be 
satisfactory from a statistical point of view. This 
situation is in sharp contrast with the advertised 
high level of accuracy now associated with 
(commercial) analysis tools available to solve the 
risk analysis given probabilistic assumptions 
regarding its basic uncertainties. This situation is, 
of course, highly undesirable. Professionals 
involved in quantitative risk assessment (ORA) are 
not well served by it, because it undermines their 
57 
claim to "correctness" or usability of their risk 
calculations. 
As mentioned in reference [1], the aim of 
determining certain tail characteristics of random 
variables in the reliability-based design includes: 
(1) the computation of high, or low, quantities 
of a random variable; 
(2) the determination of very smau 
probabilities of exceedance associated with 
fixed levels; or 
(3) The accurate description of the tail of a 
probability distribution. 
The latter objective is critically important in 
structural reliability analy5is. If one fails to model 
the tail behaviour of the basic variables correctly, 
then the resulting reliability level is questionable. 
The basic idea to achieve this aim is by weighting 
the approximation error with weights, which are 
larger in the distribution WI; it is ensured that I'he 
fit of the approximate distribution is good in the tail 
region. The selection of the weights is based on a 
risk criterion appropriate for structural reliability 
analysis. 
Meanwhile, it is well known that the failure area is 
normally very small. How to achieve an accurate 
solution 'in this sma. 11 area is an important objection. 
According to Reference [4], Asymptotic Important 
Sampling (AIS) technology is an efficient 
technique for multivariate integration especially 
when the probability is small. In QRA, almost all 
PDFs have these characteristics. Therefore, it 
would be efficient to use it into the tail model 
discussed above. 
The key idea of AIS is based on the careful 
selection of a sampling density for subsequent use 
in an importance sampling scheme [5]. The 
selection is based on theoretical consideration of 
the structure of the integration domain in the 
original variable space. Due to the asymptotic 
properties of the sampling densities, the AIS 
technique becomes increasingly efficient (in terms 
of obtaining a given level of accuracy) as the 
failure probability becomes smaller. 141 
With model-based risk or reliability analysis, we 
refer to a framework where risk is assessed by 
means of small probabilities associated with a 
random variable Z which arises as the response of a 
model M. The model can be deterministic or 
stochastic. It is a common characteristic of such 
model-based analyses that the tail area of the 
response variable Z is of interest, i. e. either the 
upper range or the lower range of this variable. 
In what follows, It is assumed that risk is 
quantifiable through the probability of exceedance 
or non-exceedance of a set value by the variable Z. 
This small probability or risk Rz can consequently 
be computed on the basis of the known model M 
and known s(ochastic properties of the uncertainties 
xi 
I 
The principal interest now IS to examine the change 
of R, as a iunc6Dn of the assumed models im VInt 
tails of the basic uncertainty variables Xi , 
3 Distribution Tail Model 
3.1 Tail heaviness index (THI) 
It is important in the field of QRA to check whether 
an assumed distfibution of an input variable X is 
indeed a fair and risk-consistent representation of 
reality. There is then a major difference between 
"central models" for which the use of classical 
statistical inference tools is appropriate, and "tail 
models" which are applicable to risk and reliability 
problems where the interest lies in the upper or 
lower tail area (see Fig. 2). (See [2,3,121) 
2 Probability Model 
The-s-afety of reliability problem can be expressed 
in terms of a safety margin equation as follows: 
Mý 9(XIIX27-Jn) 
Where M is the random safety margin and Xi are 
n uncertain vafiables (random variables), which 
may obey any form of probability distribution and 
which together govern whether or not failure 
Occurs. 
Fig. 2 Lower/Upper Tafl area 
A useful parameter descnbing tail behaviour is the 
tail heaviness index (THI) (see, [5,10]) which 
basically expresses how heavy any portion of a 
probability density tail is with respect to the pure 
exponential tail (THI=O). It was introduced by 
Breiman ct al. (see, [51) and first used by Boos 
(see, 1221) in a comparative study of techniques 
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used to estimate large quantities. The idea is to 
benchmark heaviness against that of the 
exponential tail which is assigned a value of zero; it 
is negative for lighter than exponential tails (sub- 
exponential) and positive for heavier than 
exponential tails (super-exponentialý The index is, 
generally, a function of the position on die tail, i. e. 
left-versus right-handed tail, as well as the 
exceedance probability q and the corresponding 
quantity 
As described in reference 121, for a value x on the 




_I Lower Tail f2W 
(2) 
(1 - F(x)) f '(x) 
_1 Upper Tail THI 
W= 
f2(X) 
where F and f are the cumulative distribution 
funciion and the density of X, respectively- VAile 
for both types of tail the THI can most 
conveniently be related to the cwvature of the 
minus-log-exceedance plot: 
"(X) 
TIII (X) =_L2 (3) L 
where L(x) is deftned as-. 
L (x) =- ln(F(x)) Lower tail (4) 
L(x) = -In(I - F(x)) Upper tail 
3.2 Implementation 
The gencralised PaTeto Distribution (GPD) (see, 
121) is a two-parameter distribution that contains 
the uniform, exponential, and Pareto distribution as 
special case. It has been used in wide variety of 
socio-economic applications and in failure 
problems of reliability studies. 
Several methods of fitting the GPD have been 
proposed, such as the method of maximum 
likelihood (ML), the classical method of moments 
(MM) and the method. of probability weighted 
moments (PWM) (see, [19,21). Thesc methods 
have been compamd in a simulation study by 
Hosking and Wallis (see [10)), where it was shown 
Lhat unless the sample size is 500 or more, 
estimators derived by the MM or PWM were more 
reliable than those obtained by the ML method. 
One disadvantagt of the classical MM is that the 
order of the moments that it uses to estimate the 
parameters of a given distribution is somewhat 
arbitrary. it is well known, for example, that the 
classical use of the mean and variance, to fit a two- 
parameter distribution, is theoreticaliv better 
defendable for certain types of distribulions than 
for others. 
In reference [12], Pickands showed that GPD is 
very useful to capture the asymptotic behaviour of 
the Wl. Therefore, GPD is now used to model these 
tail portions (see [2,111). For the ascending and 
descending parts of a distribution below the value 
u, the GPD distribution can be respectively written 
as follows: 






<U) Lower Tail 
+, '(U-x) (X > U) Upper Tail 
(5) 
Where u is the threshold value, cr is a positive 
parameter and ý is, as it turns out [21, exactly 
equal to the THI for both upper and lower tails. 
T'he optimal estimation of the GPD parameters can 
be achieved in the following steps: 
0 Estimate u on the basis of a mean residual life 
(MRL) diagram, as discussed in 12], by 
idcntifying the stationary linear trend in the 
tail. 
0 Minimise the sum of weighted square 
error(SWSE): 
SWSE= 'Y, (L(x, )-LGp0(xiJu, ý, a))? (6) 
&-. U 
With respect to ý and cF, where L is give by 
Eq. (4)- 
Obviously, the minimisation is consistent with the 
objective to obtain a risk estimate R, that is 
weighted correctly for tail effects. 
It is of course very important to perform a complete 
uncwainty analysis for this estimation procedure. 
Uncertainty is associated first with the model given 
in Eq(6) as well as with the parameters of the GPD 
themselves. Both can be treated in a way similar to 
that described in reference [3,11). This allows a 
basic tail modelling uncertainty 
e,,,, (x) to be Cr 
computed for the L, value associated with each 
basic variab)e X,, 
3.3 Effect of Tails on QRA 
The propagation of uncertainty through the model 
9(X,, X2, *", X, ) can be studied on a case by 
case basis. However, it can be shown I'l that in 
most practical cases, an error AL, on the L function 
of the tail of the A variable generates an error 
A(-InR, ) on the logarithm of the risk R, 
approximately equal to: 
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A(- In RZ) IN (14- THIj)ALi (XpLxf ) (5) 
This aplprQximmizin -appiks to asymptotic 
conditions, which are usually achieved when the 
risk R, is small and the number of variables is not 
excessive. The error on L, is evaluated at the point 
of maximum likelihood (PML) associated with the 
model M. This is the point, which maximises the 
joint, log-likelihood of the variables 
(XI)X21-Xn) subject to the constraint 
9(X,, X2, '*'X, ). This formula shows that the 
relative contribution of heavy tails (1111>0) is more 
'pronounced that of light tails MU<O), which 
includes, for instance, bounded tails. 
The variance of the total uncertainty on InR, can 
mNv Ibt dtt=ilned as follows: 
n 
2 (1+ THIi)2 02, (6) GInR, 1, 
The question of how the model-based risk R., 
varies as a function of the tail heaviness index of 
the jth uncertainty. variable Xi can also be 
addressed. 
Further, the first directional derivatives of f and 
g in the direction of the tangential space vanish. 
So, for a Taylor expansion of I at z' in the region 
of F near this point, we need first the directional 
derivative expansion of I in the domain F which 
is given by - 
JVJ. Further we need the second 
directional derivatives into the direction of the 
tangential space of G at the PML of 1 and g tc 
determine the behaviour of the function I on the 
surface G near z*. With this information it's 
possible to derive the asymptotic approximation. 
4.2 The basic multivariate asymptotic impor- 
tance sampling dtasity 
A basic multivariate AIS density was given by 
Breitung (See [51). The algorithm is described as 
follows. 
By a simple and suitable translation and rotation we 




7 x,, , such that: 
(1) the PML lies at origin, that is, x' = (0, ---, 0) ; 
(2) The unit vector -i, coincides with the direction 
of steepest descent at the PML: 
4 Asymptotic Importance Sampling 
(AIS) 
4.1 The basic concept of Asymptotic Approxim- 
ations for failure probability 
Asymptotic approximations for Laplace-type 





where F is the failure domain: 
F= (z : g(z) _! 5 01 . In the cýt of failure 
probabilities, where 1(z) is scaled log-likelihood 
function of a probability density, there are some 
characteristics. Since in general the probability 
content of the failure domain is small and far away 
for the region where the PDF is large, the 
maximum of 1(z) is at some points of the 
boundary G of F. For such a maximum of function 
on a surface G, the Lagrange multiplier theorem 
gives some results about the structure of the Taylor 
expansion of I and g at the Point of maximum 
likelihood (PML) z*. The gradients Vl(z') and 
Vg(z*) are orthogonal to the tangential space of 
G at the PML and therefore 
Vf (z*) = kvg(z, ) (8) 
i=i, 1. 
-, 
(9) 1 IV91 
(3) The remaining n-I co-ordinates x,, ---, x. 
are surface co-ordinates in the direction of the 
main curvatures on the limit state surface at 
PML. 
(4) In practice, a third system of co-ordinates 
yl, yl, -. -, y,, needs to be introduced. This 
co-ordinate system is CaTlesian with Y, 
coinciding with x, and Y2; *., y,, being the 
projections of the x, ---, x,, surface co- 
ordinate axes on the tangent hyper-plane at the 
PML. 
By the above procedures, the basic problem is 
essentially similar to the univariate problem. An 
asymptotic approximation is to be found of the 
joint density hx (x) of the random vector X. 
Using key results from differential geometry and 
Laplace integrals, Breitung [2) developed the 
foundations for the following important result, for 




9- xj X, >o 2 Ivgl 
(10) 
4.3 Importance Sampling 
The basic random variables reliability problem 
consists of finding the probability that a set of n 
random variables Z, -representing the pbysical and 
cognitive characteristics of a system, is contained 
within a failure domain F= Jz: g(z): s 01 
P(F) f (z)dz 
where , 
(. ) is the joint probability density function 
(PDF) of Z, and g: Rn -R is the state function 
of the system. The surface G={z: g(z)--O) that 
separates the safe set F' from Jz: g(z) < 01 is 
referred to as the limit state surface (LSS). 
In order to solve the integral (11) by statistical 
sampling, it is of utmost imlxmwice to control and 
to minimise the sampling error. The most 
frequently applied variance reduction schem is 
that of importance sampling. To do so, a new set of 
random variables X is introduced with PDF hr. 
The functional relationship between z and x may, 
in general, be non-linear and not even-to-one. 
However, in what follows, we will consider a 
transformation of points 'M failure domain with 
identical Jacubtans J., = def Jazi / i)x, l for each 
contributing disjoint set, such that 
h,, (z(x)) = hx (x)IJ I, (12) 
Consequently, the multivariate integral (11) can be 
written as: 
f (2) fý (X) P(F) -f1(zC=F) ogýh, (z)dz -fl(zE=F) V. (xXhjr (x)dr h, (z) h, (X) 
(13) 
with I denoting an indicator function equal to I for 
true arguments and zero otherwise. In other words, 
P(F) is determined as the expectation of a function 
w(x) with respect to hx (X) 
P(F) = 
Eh [ W(X)J (14) 
where 
KýX) = 
ýý(X)lf, (Xplix(X) if xCF 10 
elsewherc 
(15) 
The importance sampling PDF h,, (x) must he 
nonzero over the failure domain, to cn, -ur%: that tile, 
average J5. of randomly simulated values ol the 
function VV(xi ) (i - 1, ---, M) serves as an 
unbiased estimator of the failure probability: 
K<xi) (16) 
M t--f 
with a mean and a variance equal to 
E(P. P(F) (17) 
var(j5_) =I vaqn(x)) - -1 ý, [ sqx) - p(F )12 h. (x), Ir 
M 
(18) 
where, minimum variance is achieved if w is as 
constant as possible over the failure domain and 
zero elsewhere- In practice, there are two key 
objectives: the first one is to construct a density hx 
in such a way that it closely mimics the behaviour 
of f, within F, and the second one is to ensure that 
of h. is a PDF from which random variable 
vectors can easily be generated. 
5 Implementation of AIS on Tail 
Model 
In the original variable space, a simple linear 
transformation links z to the local Cartesian co- 
ordinates y at the PM1_ The wansformation 
between y and x, however, requires additional 
attention. '17he practical implementation of (10) rest 
on the following processes. 
The case of one limit state function g and a unique 
PML, z is considered first. Tiogether with 
g(z') =0 and Vg o 0, it is also assumed that the 
maximum is regular with respect to F, i. e. 
det C-0, where the n-I by n-I matrix C is 
equal to 
C 14 9 ij (13) 1Vg1 
, )-2ý --. m 
and where double subscripts denote second order 
derivatives. 
At the PM14polnt of the maximurn likelihood), 
y=O, the importance sampling density (10) is 
determined, the normalising constant being 
1%'11(2; t) (Pi--1)/2 (det C)112. A random sample Ix, I 
6=1_., m) is generated, the first component being 
exlxmential with rnean jV1j_' and the (n-1) 
remaining components normal with mean 0 and 
cov,, trinnec matrix C-1 . 
Let us concentrate on a 
iandom point N thus obtained in failure domain. 
lllt%t supposc that the limit state surface coincides, 
exa4-ily wah its second-order approximation, such 
61 
that the co-ordinated x2, x3, ---, xý rrpresent arc 
lengths on the paraboloid; they are the surface ca- 
ordinates of the projection of A along the direction 
(9) onto the Ihnit state surface. It follows that, in 
this case: 
y, kiyi' 2, 
-- (20) 
yj=-Tj-'(kgjxj), i=2, ---, n kg, 
where k,, are the principal curvatures in the 
directions i(i =1,2, -. -, n). The function 
a- ij-'(b) represents a nwnerica. UY suitable 
inverse function of the non-dimensional arc length 




il(a) = -ýl +a In(a + 
T1 
+ a*), aEM 22 
(21) 
Substituting the derivatives of the arc length 
function (21) and considering the additional fact 
that the Jacobean of the orthogonal transformation 
z->y is equal to one, it can be verified that- 
+ (kgjyj 
V. (X)l = 
ý. 
ýy 
wjj'. (X)l (xi ))21-112 
(22) 
where yi(xi) is given by the Eq(14). It is now a 
sample matter to determine the value of the sample 
statistics [w(x)lj associated with each vtaoir 
x, using Eq(15), (10) and (22). 
6 Examples 
Example 1: This example is for illustrating the 
accuracy and parameter sensitivity of using AIS, in 
the simple case of two independent log-normal 
variables z, and Z2. with parameters p and or, as 
shown in Table 1. The state function is as follows: 
9(z1 I Z2) =r2- ZIZ2 
the failure probability, the sensitivity of P(F) with 
respect to p and 0-, and the sensitivity of P(F) 
with respect to y are determined respectively in 
this example. 
Some of the parameters we need during the 
computation is as follows: 
I(zl, z, ) =c-2 In a- In 21, - In z. 
2 nz, -p 
2xT' 
PML (, V, Y 
T, 
ý V, 
2 Iny-P dvg 
- cr where c+ 







For this example, we can get the exact results by 
reducing as foRows, 
P(F) = 4ý Jr2 
in Y- 'U 
Cr 
aP(F) I 
= ap -V,; - e ra 7
aP(F) 1 cr 
ý b'y 
clcr 




Table 1 shows the comparison of the exact result 
and the one achieved by AIS, MCS and 
FORM/SORA4, respectively. Using small quantity 
of samples, AIS method can achieve a good result. 
The parameter sensitivity is also analysed in this 
example, it shows that the probability is direct 
proportional to u and o', but inverse to ),,. This 
example shows that AIS is more accurate than 
other methods. 
Exampte 2- To investigate the characteristic of 
different methods under different variable space, 
the following example was employed. It provides a 
comparison with traditionad methods Monte Carlo 
Simulation (MCS), First/Second Order Refiability 
Method (FORMISORM). 
Tle state function: 
g(Z) =ß-Z, +' 
ý, (C'Dsh z, - 1) 
zi(i =1, -. -, n) are nindependent standard 




a kli kgi -- ,i -2; --, n n 
as an example, let 8= 3-5, a=1, the simulation 
results are shown in Table 2. 
The error analysis is based on supposing MCS 
res ult (m=100,000) as accurate. This example 
shows that the AIS requires very few samples to 
obtain enough accuracy. The error increases as the 
dimensionality becomes higher. FORM can only be 
used in the pre-estimation, SORM is only 
acceptable for low dimensionality. In AIS, this 
problem can be solved by enlarging the important 
sampling. 
7. Conclusion 
Based on the geometry of the integration domain in 
the original variable space, an Importance sampling 
method is used to the tail model in this paper. Due 
to the asymptotic properties of the sampling 
densities, the MS technique becornes increasingly 
efficient as the failure probability becomes smaller. 
The quality of the method is illustrated using 
several examples. 
This method is well suited to improve reliability 
estimates obtained using FORM/SORM or MCS. It 
emphasises that the problem of determining small 
failure probabilities is reAmed to extreme value 
analysis. Minimisation of sampling error can 
always be achieved in an asymptotic sense. 
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TaMe I- comparison with exact resufts 
P(F) Error apl aju Error aplau Error aplay Error 
Exact result 3.167E-5 1-261E-3 3.569E-3 -3.304E-4 
MCS(m=10,000) 3.182E-5 0.47% 1-281E-3 1-54% 3.62SE-3 1.57% -3-547E-4 73% 
FORM 3.428E-5 8-2% 1.420E-3 12.6% 3.207E-3 10.1% -1953E-4 10.6% 
SORM 3.250E-5 2.62% 1.316E-3 4.36% 3372E-3 2.72% -3.012E-4 9.94% 
AIS 
m 7=50 3.176E-5 0.28% 1.261E-3 0 3-522E-3 
. 
1.30% -3.018E-4 8.6% 
m=; 500 3.189E-5 0-29% 1.268E-3 0.50% 3- 614E-3 1-26% -3.024E-4 8.4% 
m =5000 3.166E-5 0.03% 1.262E-3 --- r-06-8ý6 - 3-WE-3 10.1% -3.021&4 18.5%ýj 
Table 2: comparison of different methods 






FORM 2-326E-4 74% 2-326E-4 400% 2.326E-4 200% 
SORM 1.403E-4 5.3% 6.029E-S 42% 4.434E-5 52% 
AIS m =50 1.350E-4 1.4% 4.050E-5 4.2% 2.273E-5 22% 
m =500 1.324E-4 0.6% 4.119E-5 2.6% 2.290E-5 21% 
m =5000 1.325E-4 0-5% 4.163E-5 1.6% 2-293E-5 21% 
