Abstract
Introduction
DNA Microarray has been widely used in numerous biological disciplines, such as the investigation of drug action and cancer prognosis. However, microarray data often contain missing values with measurements for many genes affected. Missing values occur due to various reasons, including hybridization failures, artifacts on the microarray, insufficient resolution and image noise.
There are several simple methods to deal with missing values [1] . Although all these algorithms have shown good performance to deal with missing values when the required condition is satisfied, they also have their limitations. KNNimpute performs better on nontime series data or noisy time series data, while SVDimpute works well on time series data with low noise level and with strong global correlation structure. BPCA is suitable when a global structure is dominant in data. Nevertheless, these algorithms do not consider biological constraints related to the microarray experiments.
In this paper, we propose a new missing value imputation algorithm that has a superior performance to existing algorithms. This is an extension of our earlier work [2] and the novelty of our current method in this paper lies in two aspects. First, our algorithm can exploit the local and global correlation structures in microarray data adaptively. Second, we make explicitly use synchronization loss, a biological phenomenon in microarray experiment, as a constraint in the imputation process.
Biological property for missing values imputation
In a microarray experiment, synchronization is achieved by first arresting cells at a specific biological life point and then releasing cells from the arrest so that all cells are at the same point when the experiment begins [3] . However, even if cells are synchronized perfectly at the beginning of the experiment, they do not remain synchronized forever [4] . For example, yeast cells seem to remain relatively synchronized for two cycles while wild type human cells lose their synchronization very early or halfway through the first cycle depending on the arresting method. This causes the peak expression value to be lower in the second cycle and the lowest expression value to be higher for most cycling genes. A typical gene expression profile with synchronization loss is given in Fig. 1 . Due to this phenomenon, we find that the average signal power in successive cycles decreases significantly. Table 1 shows our statistical results of four datasets in Spellman et al.'s experiment. 
The STF-based Imputation Algorithm
The Set Theoretic Framework (STF) provides a convenient framework to allow multiple pieces of prior information of different nature to be utilized to get an optimal solution. It has been used successfully in signal and image processing [5, 6] . In this method, every known a priori property about the original signal is formulated as a corresponding convex set in a Hilbert space. Given m closed convex sets 
will converge to a point in the intersection C 0 for any initial a 0 , where a n is the estimation of the signal at iteration n, and P i is the projector onto C i defined by
Another useful feature of the POCS algorithm is its adaptivity in finding a good solution. This can be explained as follow. Suppose we have correlation information between genes and between samples, and this two pieces of information are modeled as two convex sets C u and C v , respectively. In one dataset, the first piece of information may be more reliable than the second. In another dataset, it may be the opposite. This situation is depicted in Fig. 2 . When the information is more reliable, the corresponding convex set will be smaller in range. Since POCS always converge to the intersection, the final solution will always be dominated by the smaller set, while still satisfying the constraint imposed by the less reliable set. In this manner, a good solution that makes trade-off between different prior information can be obtained. 
Capturing gene-wise correlation
In gene expression data, genes that have close biological functions would express similarly. To capture this localized gene-wise correlation in the gene expression data, we construct a convex set based on local least square regression as in [7] as follows. l ∈ for every missing value using the above regression. Considering the possible estimation error in this method, we obtain a set
The projection P u onto convex set C u is then given by°°®
Capturing array-wise correlation
We use the PCA approach to capture the global array-wise variation. Assume we have a complete data matrix with no missing value. PCA represents the variation of each array vector y as a linear combination of principle axis vector u l (0<l<K)
The linear coefficients x l (0<l<K) are called factor scores and denotes the residual error. For each u l , there is a corresponding eigenvalue l λ . For gene expression data, eigenvalue l λ indicates the relative significance of the l-th eigenarray in term of the fraction of the overall expression they captured. In PCA for gene expression data, only the K (0<K<L) most significant eigenarray are used [8] . The other L-K eigenarray are treated as noise and the signal-to-noise ratio is given by
The estimation error is given by . As in Equation (6) 
where the ) ( l A is the estimated missing value using the eigenarrays, and The projection onto set C v is then given by°°®
Capturing the phenomenon of synchronization loss
We propose here a series of convex sets to take advantage of the phenomenon of synchronization loss. Define the positions in matrix Y of all missing values belonging to the i-th period as a set I i , and the positions of all observed values belonging to the i-th period as a set i Ω . Let function u(I) be the cardinal number of set I. We get°¿°¾ 
Our algorithm
With the convex sets defined, the set theoretic estimation yields the following missing values imputation algorithm: (1) Select average of the gene expression profile as initial estimation 0 Y . 
Experiment results
In this section, we apply our method to two microarray data sets. The first one is the study of yeast cell-cycle from Spellman et al. (http://cellcyclewww.stanford.edu) [3] . It contains expression profiles of 6178 genes under different experimental conditions, i.e., cdc15, and cdc28, alpha factor and elutriation experiments. In addition, one of the time-series data sets contained less apparent noise than the other. Another time series data set is from [8] , which we denote as fkh1_fkh2.
The missing value estimation techniques were tested by randomly removing data values and then computing the estimation error. In the experiments, between 1-15% of the values is removed from each dataset. The normalized RMS (NRMS) error is calculated. We compare the normalized RMS error of our algorithm with the KNNimpute, SVDimpute and LSimpute algorithms. Due to limited space of the paper, we only provide an experiment with 15% missing values in Fig. 3 . We now analyze the performance of the imputation algorithms as a function of gene expression level. The box and whisker plots of the estimation errors relative to the true expression values (log2 ratio) in range are provided in Fig. 4 . The test data are from Elutriation with 4489 genes and 18 arrays and 1% missing values. From the plots, we can find some interesting properties of our estimation. When the magnitude of true values is small, the performances of three methods are close. However our algorithm has lower error median and spread when true expression values are medium or large (log2 ratio between 0.68 to 1.5). In a microarray experiment, the expression ratios of those genes with medium or high expression level are considered to be more reliable and hence taken with greater faith. If those values are missing due to experimental artifacts or contaminations, we would like them to be more reliably imputed. Our algorithm provides better estimate for these medium or large values.
Conclusion
In this paper, we have proposed a set theoretic approach based on POCS which we call POCSimpute for the problem of microarray missing value estimation. POCSimpute can adaptively find an optimal solution regardless of whether the global or local correlation structure is dominant in the target data. Furthermore, it can conveniently make use of biological constraints to get a better estimate. Experiments show that our algorithm can achieve a significant reduction of error compared existing algorithms. 
