Abstract-Modern numerical process simulators are becoming increasingly complicated in both physical models and domain shape. Grid generation is difficult for these simulators because of the inherent transient nature of the problems being solved. This paper addresses adaptive grid refinement for use in solving diffusion problems. It additionally investigates higher order approximations to the discretized diffusion flux. Several methods of both adaptive grid refinement and discretization are investigated and compared in terms of CPU time and final discretization error. All the methods are directly applied to the one-dimensional version of SUPREM-IV.
I. INTRODUCTION
MODERN process simulator must cope with the A gradually increasing complexity of physical models
[1]- [3] . Recently, research has been dedicated to the improvement of the physical models for dopant diffusion. The contribution of these advanced physical models is better modeling of both defect and dopant diffusion. However, these improved models also significantly increase the amount of CPU time required. As device dimensions shrink, it is also necessary to model in two and three dimensions. The improvement of computational efficiency, therefore, is an important task for all simulation tools. The application of adaptive grid refinement in solving dopant diffusion will allow optimal grid throughout the transient simulation.
The flux evaluation can be made more accurate by using a higher order flux discretization. The standard discretization -method assumes a linear variation of concentration between two adjacent nodes, which is the piecewise linear approximation of the dopant profile during process simulation. This assumption, however, will not be valid when grid spacing is too coarse. This is due to the nonlinear nature of dopant concentration. In a simulation with fixed grid spacing, the grid spacing is limited by the nonlinearity of the dopant profile. A higher order flux discretization on a fixed grid shows a significant increase in the allowed grid spacing [4] . It is then interesting to investigate the interaction between adaptive grid refinement and higher order flux correction.
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C.-C. Lin and M. E. Law are with the Department of Electrical Engineering, University of Florida, Gainesville, FL 3261 1. tion, each of the methods was benchmarked using a lOI4 atoms/cm2 dose of boron and a 1-hour 1000°C anneal. The initial dopant profile after implantation is a Gaussian distribution yith a range of 0.3 pm and a standard deviation of 100 A . Three errors have been evaluated to indicate the performance of different methods. First, the dose integration error. Throughout the diffusion, the total dose should be conserved. The dose can be lost during grid addition and subtraction, and interpolation errors of grid adaption must be kept small. The second error index is the peak concentration of the final profile. The third is the junction depth error at the dopant concentration of 1014 ~m -~. The error was computed by comparing the resulting profiles with a computation on a fixed grid spacing of 10 A . It is important to reduce these errors in order to extract accurate electrical parameters.
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GRID REFINEMENT SCHEMES
Three different schemes for automatic grid refinement have been implemented in a one-dimensional version of SUPREM-IV. The three methods are a contour-based technique, a heuristic method, and the error-estimatorbased method [5] , which is referred to as the Bank-Weiser (BW) method. For all methods, grid refinement occurred prior to the diffision solution as shown in Fig. 1 . 
A. Contour Rejnement Method
This method attempts to maintain a fixed concentration ratio between adjacent grid nodes. At the end of each diffusion step, the maximum concentration is calculated and grid points are placed at a fixed concentration ratio away from this point. This method is straightforward and easy to implement. However, due to the rearrangement of all the grid points after each time step, this method is subject to a large amount of interpolation error. Due to the Gaussian nature of the profile, it's convenient to process grid refinement in a logarithmic concentration. The criterion, therefore, is expressed as
where the I? is the specified constant dependent on the required concentration ratio of adjacent nodes. A r = 1.1 is used in the comparison section to evaluate this method.
(For convenience in this discussion, let i be the node at the higher concentration such that Ci > Ci -.) picked empirically dependent on diffusivity. In the case of boron diffusion, values of F, = 1.99, F2 = 1.1 are chosen as the criteria for grid refinement. In this heuristic method, three different regions of the profile were identified: the peak, tail and body-each of which used different regridding criteria. With a peak dopant concentration Cpeak, the peak region is then defined as the area where the dopant concentration is between Cpeak and 0.1
In the peak region, the contour method is applied. In this case, a smaller criterion, r = 1.02, in the contour method is used to give reasonably fine grid around the concentration peak. This will guarantee better flux continuity around this nonlinear area; therefore, better dose conservation is observed. The tail region is identified by the slope of the dopant profile in a semi-logarithmic scale. As the profile falls off, the slope decreases. A lower limit of this slope can be chosen empirically to define the boundary of the body and the tail region. A value of lo5 (cm-') is used in this work. By this criterion, the dopant concentration in the tail region is roughly below 1.5 x lo5 ~m -~. It should be pointed out that the background dopant concentration in SUPREM-IV is lo5 cmP3. In the tail of the dopant profile, the grid refinement is implemented by allocating grid points at gradually increasing spacing with increasing distance from the boundary of the body region and the tail region. This implementation will efficiently place allowable coarse grid in the tail region. The criterion can be expressed as
B. Heuristic Method Based on Concentration Ratio of
Adjacent Nodes
This heuristic method is a modification of the contour method in that it relies on the concentration ratio of adjacent grid points. This ratio is used to decide whether refinement or coarsening of the local mesh is required. Some related work had been discussed to present the efficiency of this class of application [6], [7] . This is said to be of an a priori nature due to the computation of ratio criterion before solving the PDE's. In this work, the algorithm is simply implemented as A r2
where Fl is an empirical criterion for adding grid point between two nodes, while F2 is for removal of nodes and assumes Ci > C; -It is suggested [6] that the F's be a function of time-step size and diffusivity of impurity. The relation is expressed as
where D,,, is the maximum diffusivity at the pair of nodes. In this case, I' is spatially varying. By assuming that the adaptive time-step in SUPREM-IV is efficient enough to resolve the time discretization, the F's can be where d is a specified constant, and x is the distance from surface in that x i -A value of d = 2 is used for discussion. This value is safe in thi! work because the first grid spacing, which is about 10 A , is taken from the body region at the boundary. As the grid spacing increases, the dopant concentration has reduced to the background concentration. At this flat region of the profile, a very coarse grid spacing is acceptable. However, in an application where disjoint peak regions exist, e.g., for a double implant with different energies, the dopant concentration in the identified tail region is not necessarily close to the background dopant concentration, e.g., the area between two peaks. In this case, a smaller d can be used to insure the grid spacing does not vary too rapidly.
C. Refinement Based on Error Estimator
The Bank-Weiser (BW) error estimator is based on solving a local Neumann problem in each mesh element. Consequently, it can be applied to two-dimensional and three-dimensional problems in a straightforward way. This technique has been successfully used for refinement of device problems [8]. The error should be evaluated before a solution is obtained. This local-error-based autogrid scheme is based on the finite element method of lines The BW error estimator approach is a posteriori by its very nature. In order to implement this method in the a priori sense as shown in Fig. 1 , an extra single time-step Trapezoidal Rule (TR) integration is camed out prior to the TR-BDF [l 11 multiple time-step integration in each time-step. The BW refinement is then applied and based on the error estimate at the end of this time-step (to + At).
The one-dimensional BW scheme is implemented by utilizing a one-dimensional finite line-element approach for time dependent grid refinement. For each element, the end-point concentrations are held fixed in time, (to) to (to + At), and a solution for the midpoint concentration is obtained. This is compared to the interpolated midpoint value at time (to + At) to estimate the error. The error estimated in an element is used as an indication for refinement. If the error estimate is larger than the criterion, the refinement is camed out by spliting the element. Thereafter, by applying TR-BDF time-step integration, the solution at time (to + At) can be recomputed with a new grid optimized for accuracy in the profile at the end of the time-step. Though more CPU time will be spent on this additional TR integration, the more accurate concentrations can be used as initial guesses for the following TR-BDF to accelerate the rate of convergence. Therefore, the increase of CPU time will be alleviated by accurate initial guesses for concentration. The specification of the criteria for refinement and coarsening can be summarized as the following:
where C,id is the estimated midpoint concentration by interpolation, and CaCc is the accurate concentration at the midpoint by solving the local Neumann problem in an element. In this work the criteria for refinement and coarsening are rl = 0.06 and r2 = 0.001, respectively.
D. Comparison of Different Autogrid Schemes
The results in Fig. 2(a) and Table I show the concentration errors in which the contour method gives an order of magnitude larger error in peak concentration as well as total dose than the heuristic method. Both methods give junction errors less than 1 % at a dopant concentration of l O I 4 cm-3 as shown in Fig. 2(b) . In general, this shows that the ratio-based criterion gives good control of junction error. The inefficiency in resolving the region at the peak and tail area can be improved by adding the techniques used in the heuristic method.
Comparing the BW method to the heuristic method in Fig. 2(a) and Fig. 2(b) , the BW method shows a factor of 5 less error in the peak concentration. A better junction accuracy of 0.2% error at the dopant concentration of lOI4 cm-3 is also reached. As shown in Table I , the results also demonstrate the excellent control of dose which is improved by a factor of 3 compared to the heuristic method.
The number of grid points in a one-hour diffusion are shown in Fig. 2(c) . The BW method uses an average 200 grid points, while the heuristic method uses about 300. In addition, the BW method is much more accurate than the heuristic one. The average number of grid points of the contour method is around 400. The CPU time consumed is also shown in Table I . The heuristic method is the most efficient due to its simplicity and speed of computation; it benefits from its simple evaluation compared to the more complicated BW method. However, in this one-dimensional case, the CPU times of the heuristic and BW methods are about the same order. As shown in Fig. 2(c) , the average grid size of the heuristic method is about two times larger than the BW method. In a two-dimensional case, this means four times more nodes are required by the heuristic method.
HIGHER ORDER CORRECTION OF FLUX DISCRETIZATION
A. Different Flux Discretization Schemes
Better accuracy can also be achieved with higher order flux discretization. Three different discretization methods were investigated. The first is the simple linear approximation to the flux terms. The second involves assuming the concentration gradients vary exponentially and that the logarithms of the concentration are linear across the element. The simple Fick's law flux from nodes b to a , Fa,b, is expressed as where D is the diffusivity and h is the distance between nodes a and b.
The third method, proposed previously by Lowther [4] , also assumes that the flux varies exponentially in space. This method is based on two ideas: The first is that the concentration between two adjacent nodes is best approximated by linear interpolation of the logarithms of the concentrations. The second is that the flux between two adjacent nodes should be treated as if there were an infinite number of virtual nodes between the two actual nodes, and that the total flux should be calculated by combining the fluxes between each pair of adjacent virtual nodes as would be done with resistors in series. This results in the following equations for the flux Fa,b from nodes b to a: where f (x) is the flux at x based on the assumed interpolations. This evaluation of Fa,b, combined with an analogous formula for drift, allows an approximate doubling or tripling (per dimension) of the grid spacing needed. Equation (9) is indeed the formula used previously. However, for larger two-dimensional or three-dimensional problems where a fine grid spacing is not guaranteed, ratios of C,/Cb > lo4 may occur. This greatly increases the nonlinearity of the problem in regions far down on the tail of the impurity distribution. It was necessary in (9), therefore, to mix back in a small percentage (0.01%) of the standard linear method to minimize nonlinearities associated with these large ratios. An alternate method of compromising between (9) and the standard linear method is now proposed. Simply change the integral in (9) to a summation over a finite, instead of an infinite, number of temporary nodes. The analogous calculation is then (10) where, based on the logarithmic interpolation of the concentration, f, is the flux between virtual nodes n and n-1 .
Now if the form forf, is chosen to be the simple linear form, (10) becomes:
( 1 1 does approach zero, but computationally this must be handled as a separate case because the denominator also approaches zero (not as fast as the numerator). With ( 1 1) this complexity is eliminated. This method will be referred to as the Summation method, or the SN method, where the subscript N is the number of terms in the summation in (10) and ( 1 1 ) . Likewise, the method proposed in [4], (9), will be referred to as the S, method.
B. Comparison of Different Flux Discretization Schemes
In order to illustrate the results of different flux discretization methods, simulations based on a fixed grid are carried out with different grid spacings. The simulations were done using the same example used previously. In Table 11 , the third method uses N = 4 for the summation in (10). The junction depths at concentration of 1014 cm-3 are compared as shown in simulation using a 10 A fixed core grid. It is obvious that the S4 method defines a shallower junction due to its smaller flux description. The benefit of this method is the allowing of a coarser fixed grid spacing for a specified error. As shown in Table 11 , a junctionodepth of 0.718 pm requires a fixed grid spacing of 20 A by standard flux discretization, while in the S4 method, a fixed grid spacing of 50 A is used to achieve the same accuracy in junction depth. This shows that the allowed increase of spacing is between doubled and tripled. With the fine grids used here, the S4 and S, methods are essentially the same.
By applying the BW grid refinement scheme, the results of three flux discretization methods have been compared as shown in Fig. 3 . The concentration errors in Fig. 3(a) show that the error near the tail portion has been largely reduced by using a higher order flux discretization method. This is due to the more accurate description of the diffusion flux which is smaller than a standard linear flux. The final dopant profile from higher order flux discretization is more accurate as shown in Fig. 3(b) . As before, the results of S4 and S, are basically the same. Fig. 3(c) shows the progression of the number of grid points during the transient simulation. In general, the higher order methods require more grid points. This is due to several factors. First, the higher order methods give a more accurate flux which, in general, results in a steeper profile. A steeper profile requires more grid points to represent it to the same accuracy. A second reason is due to the linear approximations used in the error estimator. This tends to increase the error estimate when nonlinear fluxes are involved.
It should be pointed out that the application of the Summation method in the adaptive grid scheme will largely improve the accuracy of the dopant profile for the same number of grid points. By using the adaptive gridding scheme, the junction depth error was reduced by a factor of 10, and the peak concentration error wts improved by a factor of 5 in comparison to a fixed 100 A grid spacing, which requires a grid size of 200. The results in Table I11 show that the higher order flux discretizations have roughly the same accuracy and CPU time. Compared with the standard flux discretization, the S, method improves the accuracy by an order of magnitude, while the CPU time increases by a factor of 2.5. It is interesting to note that the previous result in the fixed gridding case [4] shows a smaller ratio of 1 . 1 in speed between S, and linear method. The larger increase in computation time found here is due to several factors. First, more grid points are used for the higher order methods. Second, in these one- dimensional simulations, the CPU time is dominated by the assembly of the Jacobian. The assembly of the S4 method is slower due to evaluations of powers and logarithms of the concentrations that are required.
In considering the trade-off between the accuracy and efficiency, the junction depth error (Errorj in Table IV) as an accuracy indicator and the CPU time as an efficiency indicator are shown in Table IV . The adaptive grid scheme uses the BW method, and the final grid size is around 100 grid points. For the linear discretization, the CPU time consumption in the adaptive grid case is ab:ut the same as a simulation by fixed grid spacing of 50 A , which requires grid size of 400 grid points. The great benefit of an adaptive scheme is the resulting grid size at the end of diffusion. The fixed grid case requires four times more grid points. The optimal grid obtained in the adaptive grid simulation of dopant diffusion will largely increase the computational efficiency in the multiple-step process of simulation.
IV. CONCLUSION
Three different automatic refinement strategies are implemented in a one-dimensional diffusion solver and compared. The Bank-Weiser method appears the most promising in one dimension and has a simple extension to multiple dimensions. It has better performance in computation error with only slightly more CPU time than the heuristic method. The results of the heuristic method are favorable in consideration of the computational speed due to the simpler evaluation of the criterion for grid refinement. However, the strong dependence of the tuned parameters will hinder the application in various classes of process simulation.
The linear flux discretization tends to overestimate the amount of diffusion. The logarithmic flux will be effective enough to correct the flux discretization and improve the accuracy. The S, and S, methods give more accuracy than linear and logarithmic flux under the condition of coarse fixed grid spacing, and for a given accuracy, they also allow a coarser grid spacing. The new method presented here, S, , achieves the same accuracy as the S, method, but it is much simpler to code and gives better computational efficiency.
On a fixed grid, substantial accuracy improvement is available by utilizing a higher order discretization such as the Summation method or logarithmic discretization. The Summation method offers the best accuracy of the higher order flux methods without substantial additional CPU time. There is a CPU penalty in comparison to the linear discretization due to more Newton iterations, but given the difficulties in the fixed grid generation, it is still desirable to use the S, method.
However, in the case of an adaptive grid, the linear discretization appears preferable. Because the grid itself adapts to solve the profile accurately, little additional accuracy is obtained using the higher order flux discretization. CPU times are increased because of the additional Newton iterations, as well as the additional grid points required to resolve the more steeply varying fluxes. Overall, an adaptive grid with a linear discretization appears to be the best approach.
