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Abstract
A simple mathematical model (cylinder model) is proposed and used to evaluate
various constitutive laws used in finite element codes to simulate fatigue-driven
delamination in composite materials.
The cylinder model has one degree of freedom and allows the evaluation of several
parameters of the constitutive laws in an efficient and accurate way without worrying
about the complex interactions that may arise while using a finite element code. This
cylinder model enabled a large number of analysis to be performed in a relatively
short time and made possible parametric studies with tens of thousands of different
sets of parameter values of the constitutive laws.
Different fatigue degradations strategies have been implemented into the cylinder
model and investigated. A systematic comparison of the different strategies has been
performed and it was found that the behaviour of the different strategies is similar
but with some variations in the sensitivity to the spacing of the springs and to the
size of the increment in the number of loading cycles. The results confirm that the
more accurate results are found for smaller values of these two variables.
A new fatigue degradation strategy is also proposed. It is based on the construc-
tion of a 3-D surface that represents the behaviour of the interface under fatigue
loading. This surface has been incorporated into the cylinder model and its perfor-
mance has been evaluated.
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Chapter 1
Introduction
1.1 Motivation
There is a growing use of composites in structural engineering. Composites are
widely used nowadays in the aerospace, automotive and marine industries.
The failure mechanisms of composites are fairly complex (compared to metals)
and these mechanisms have to be investigated. One of the main failure mechanisms
in composites is delamination, i.e. the separation of layers. Delamination is not
necessarily catastrophic immediately but it can grow. Delamination growth may
be due to an increase of the load being applied or due to repetitive loading, i.e.
fatigue-driven delamination.
Since delamination can cause a structure to fail there is a need to study delami-
nation. This can be achieved either by experimentation or by carrying out computer
simulations. However, experimentation tends to be a lengthy and expensive process
and so in recent years a lot of emphasis has been placed on computer simulations.
The present work is focused on the development of techniques for the modelling of
fatigue-driven delamination.
1.2 Scope
Simulation of fatigue-driven delamination in laminate composite structures can be
performed using finite element analysis.
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One of the main techniques to model delamination propagation due to static
loading is to incorporate interface elements (or cohesive elements) in the finite ele-
ment model at the interfaces where delamination is possible.
The static constitutive laws for interface elements have been investigated exten-
sively. However, methods of incorporating fatigue behaviour into these laws, the
main aim of this research, has received relatively little attention.
An original simple mathematical model has been developed for two main reasons:
 To allow an investigation of the constitutive law parameters without worrying
about their interaction with other aspects of the finite element analysis such
as material properties.
 To avoid the complexity of coding fatigue degradation strategies into a finite
element program.
The simple model has been used to investigate various different fatigue degradation
strategies for interface elements with a variety of static constitutive laws. The
investigation has included the effects of the size of the interface element and the size
of the increment in the number of loading cycles.
1.3 Outline of the thesis
The definition and classification of composite materials is presented in Chapter 2
as well as a brief explanation of what laminates are and their possible applications.
The second topic that is discussed is the delamination of composite materials. The
different failure modes are briefly explained as well as static and fatigue delamina-
tion, mentioning some of the tests that can be performed experimentally to measure
the resistance to delamination.
Chapter 3 deals with interlaminar fracture theory, particularly with the energy
criterion approach for crack growth. Also the concept of the cohesive zone model,
based on the work of Dugdale [Dug60], Barenblatt [Bar62] and Hillerborg [HMP76]
is introduced. The formulation of the interface elements is presented.
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A simple mathematical model that can be used to evaluate different approaches
for fatigue-driven delamination is presented in Chapter 4. Kinematics and equilib-
rium equations for the model are derived and their implementation into the code is
explained. Two different interface constitutive laws for the static loading of interface
elements, bilinear and third-order polynomial, are presented. Three different dam-
age definitions are also presented: stiffness degradation, energy consumed and work
done. The first static damage formulation is coupled with both the bilinear and
third-order polynomial interface constitutive laws while the other two definitions
are only coupled with the bilinear law.
The presentation of a fatigue degrading strategy is done in Chapter 5. The
formulation presented comes from the work of Robinson et al. [RGT+05, MGR06]
and it deals with the bilinear interface constitutive law coupled with the stiffness
degradation based damage definition. The formulation is extended into the other
interface constitutive laws and damage definitions that are presented in Chapter 4.
The formulations are implemented into the simple model and results for all of them
are presented and discussed.
A different fatigue degradation strategy, based on the work of Turo´n et al.
[TCCD07, TCCM07], is presented in Chapter 6. Its implementation to the model
is explained as well as its validation. Some results are presented and discussed.
A new approach to model fatigue delamination is introduced in Chapter 7. This
approach is based on the construction of a 3-D surface that represents the behaviour
of the interface element under fatigue loading. Its implementation to the simple
model is explained and some modifications to the approach are also presented and
evaluated. Finally results are presented and discussed.
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Chapter 2
Introduction to the basics of
composites, delamination and
fatigue
2.1 Composite materials
2.1.1 Definition and classification
A composite material can be defined as the combination of two or more materials to
form a third different material. Composite materials have been used since ancient
times, for example ancient cultures used straw to reinforce mud bricks for their
buildings. More recently concrete (a mixture of sand, gravel and cement) has been
widely used in construction due to its versatility and mechanical properties [MR94].
Composite materials are also found in nature and two good examples are bone
and wood.
According to Matthews and Rawlings [MR94] the three following criteria must
be satisfied for a material to be considered a composite:
1. All constituents have to be present in reasonable proportions (more than 5%).
2. The constituent phases usually have different properties and the composite
ones are noticeably different from them.
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3. It is produced by mixing and combining the constituents by various means.
Composite materials have two or more different constituents that are separated by
an interface. The constituent that is continuous and is usually, but not always,
present in the greater quantity in the composite is known as the matrix and it is
generally accepted that its properties are the ones that are improved by adding
another constituent into the mix. The matrix can be ceramic, metallic or polymeric
[MR94].
The second constituent is known as the reinforcement and at least one of its
dimensions is small (less than 500 µm) [MR94]. Generally the reinforcement is
harder, stronger and stiffer than the matrix. The shape and dimensions of the
reinforcement constituent are very important in order to determine the mechanical
properties of the composite. The properties of composites are strongly influenced by
the proportions and properties of its constituents and also by the interface between
the constituents.
The fact that the reinforcement is bonded to the matrix means that any loads
applied to a composite are carried by both constituents. Since in most cases the
reinforcement is the stiffer and stronger constituent, it is this constituent which is the
main load bearer and the matrix also has to transfer the loads to the reinforcement.
This load transfer can only be achieved if the interface bonding is strong enough.
Reinforcements can be particulate or fibrous and this differentiation can be used
to classify composites, as shown in Figure 2.1.
Particulate composite materials consist of particles of one or more materials
distributed in a matrix of a different material. Particulate reinforcements generally
have dimensions that are approximately similar in all directions and their shape
may be spherical, cubic or any other geometry. The arrangement of the particulate
reinforcements may be random or with a preferred orientation.
In fibrous composite materials the fibres are embedded into the matrix. A fibrous
reinforcement has a very small cross-section with regards to its length. The ratio
of the length to a cross section dimension, e.g. the diameter for a circular section
fibre, is known as the aspect ratio.
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Figure 2.1: Classification of composite materials (Adapted from [MR94]).
Fibrous composite materials can be classified accordingly to the aspect ratio of
the reinforcement: continuous, for long fibres with high aspect ratios, and discon-
tinuous, for short fibres with low aspect ratios. Fibres can be natural or synthetic
and the synthetic fibres can be organic or inorganic.
The orientation of the fibres may be random or preferred and in the case of
long fibres this is called unidirectional. Fibres into a fabric are also used as a
reinforcement and are also known as bidirectional. Unidirectional and woven fibre
composites are usually manufactured in single-layered sheets or laminae that can be
flat or curved.
2.1.2 Laminates
A laminate is a group of laminae that are stacked and bonded in a specified sequence
with different fibre orientation changes from layer to layer in a regular manner in
order to act as an integral structural element. The layers of the laminate are usually
bonded together by using the same matrix material of the laminae.
One of the major benefits of lamination is that the directional strength and stiff-
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ness of a composite can be made to match the loading conditions of the component
that is being manufactured.
2.1.3 Applications
Because of their high strength and stiffness to weight ratios the use of laminated
composites has become more extensive in the last few years and this is a trend that
will continue in the foreseeable future. In the aerospace industry they are widely used
and some examples include wings, fuselage, tail-planes, helicopter blades, interior
panels, fuel tanks and engine nacelles. In the automotive sector they have been
adopted to make body panels, spoilers and bumpers. In the maritime industry they
are used for hulls, decks, interior panels and masts.
2.2 Delamination
One of the most important failure mechanisms of laminated, polymer matrix, com-
posite materials is delamination. Delamination occurs when the laminae that form
a laminated composite separate from each other. This can occur due to a variety
of causes including manufacturing defects, impacts on the surface, edge effects and
fatigue loading.
When delamination occurs it is accompanied by a loss of strength and/or stiff-
ness, which, in the worst case scenario, can cause failure of the components or the
structure affected. Because delamination can be catastrophic it is very important
to predict its initiation and growth.
2.2.1 Modes
During delamination different fracture modes can be present. These failure modes
can be classified as mode I (opening component), mode II (shear component per-
pendicular to the delamination front) and mode III (shear component parallel to
the delamination front). See Figure 2.2.
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Figure 2.2: Mode I, mode II and mode III failure modes.
Under working conditions composites may not experience a single fracture mode
but a combination of them. When more than one mode of fracture is present this is
known as mixed-mode.
2.2.2 Interlaminar toughness measurement
Figure 2.3: Double Cantilever Beam test for mode I.
The resistance to mode I delamination propagation is measured by using the
Double Cantilever Beam (DCB) specimen, shown in Figure 2.3. It consists of a
laminated composite beam specimen with an initial delamination at one end. The
specimen is attached to a tensile loading machine at the ends and it is loaded at a
constant displacement rate. The interlaminar toughness in mode I can be determined
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from measured values of the applied load, displacement and crack length. Test
standards for this type of specimen have been produced by organisations such as
the American Society for Testing and Materials (ASTM) [55297], Japanese Industry
Standards (JIS) [JK93] and European Structural Integrity Society (ESIS) [(ES98].
Mode II delamination toughness can be determined by using the End Notch
Flexure (ENF) test or the End Loaded Split (ELS) test. The ENF test is performed
on a beam similar to the one used in DCB test by subjecting it to a 3-point loading
test as shown in Figure 2.4 until crack initiation occurs. The ENF test is unstable
with rapid delamination growth as soon as there is crack initiation. This test has
been standardised by the JIS [JK93]. The ELS test (essentially, an end-loaded
cantilever specimen) and a modified version of the ENF test, using a four point
bending configuration have been proposed in order to collect data during stable
crack growth.
Figure 2.4: End Notch Flexure test for mode II.
Figure 2.5: End Loaded Split test for mode II.
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The ELS test is performed on a beam similar to the one used in DCB testing
which is clamped on the end where there is no delamination. The clamped end can
slide horizontally and the beam is loaded on the free end as shown in Figure 2.5.
ESIS has published a protocol for this test [(ES98].
Mixed-mode delamination toughness is measured by using the mixed-mode bend-
ing (MMB) test proposed by Reeder and Crews [RC92], shown in Figure 2.6. The
MMB test is a combination of the DCB and ENF tests into a single one. By alter-
ing the position of the loading points, a very large combination of different loading
ratios that go from almost pure mode I to almost pure mode II can be performed.
There is one standard proposed by ASTM [D6606].
Figure 2.6: Mixed-mode Bending test.
2.2.3 Fatigue loading and characterisation of fatigue-driven
delamination
It can be said that fatigue failure of a material or component means damage and
fracture due to cyclic loading. The key parameters used to describe a cyclic load are
given in Figure 2.7 where the loading is considered as an applied stress but could
also be expressed as an applied total load or an applied displacement.
In the case of cyclic loading it is important to distinguish two different regimes:
1. Low-cycle fatigue.
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2. High-cycle fatigue.
The first regime is characterised by high stress level and a relatively low number of
cycles to failure (from hundreds to thousands), while the second one is characterised
by low stress level and a large number of cycles to failure (usually in the range of
the millions) [Kac86].
Figure 2.7: Key parameters of cyclic loading.
Fatigue has a very strong effect on the stiffness of composites and this can be used
to detect how much life they still have. Metals usually keep most of their stiffness
under fatigue loading until a high percentage of their life is reached and then it drops
abruptly. Composites on the other hand generally lose stiffness gradually over their
life [Jon99].
Composites go through different stages under fatigue loading. The first one is
characterised by matrix cracking. The second stage has coupling of cracks with
interfacial debonding as well as some fibre breaking. The third stage is where de-
lamination appears in addition to fibre breaking. In the fourth one delamination
growth is present along with localised fibre breaking. The fifth and last stage is
where there is gross fracture of the entire material [Jon99].
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2.2.4 Fatigue testing
Interlaminar toughness fatigue testing is done using the interlaminar toughness test
specimens described earlier in Section 2.2.2.
Fatigue testing is generally accelerated on real life and care is needed to ensure
that the behaviour during the test remains similar to that experienced by the real
structure. The viscoelastic nature of polymers causes a phase shift between cyclic
stress and strain, which in turn causes energy accumulation as heat and this can
make the temperature rise. When performing a fatigue test one must seek to main-
tain the test temperature since excessive heating will soften the polymeric matrix
and modify the behaviour of the material thus producing invalid data.
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Chapter 3
Introduction to the basics of
fracture, cohesive zone models,
interface elements and fatigue
modelling
3.1 Introduction to the energy approach in frac-
ture mechanics
The fracture of materials, i.e. the growth of cracks, is a very old problem and a
lot of research and advances have been achieved in this field. Engineering materials
may contain flaws or cracks which may be due to:
1. Inherent defects of the material(e.g. inclusions or voids)
2. Defects introduced during manufacture (e.g. debonded regions or voids)
3. Damage incurred during the service life (e.g. fatigue cracking, impact damage,
etc.)
Local stresses at the tip of these cracks can be very high and result in fracture.
In Linear Elastic Fracture Mechanics (LEFM) there are two approaches to un-
derstanding how cracks grow: the energy and the stress intensity criteria. This
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chapter will focus on the first of them since it is the basis of the approach adopted
in this thesis for modelling fatigue-driven crack growth.
This approach was developed by Griffith in 1920 [Gri20] when he formulated a
theory based on a simple energy balance. Griffith recognised that a release of energy
occurs when a material is fractured under loading and that the energy released has
to be at least equal to that necessary to generate a new fracture surface in order for
a crack to grow [Tay05].
Consider a system, with its own stored energy (Us), dissipated energy (Ud) and
kinetic energy (Uk) into which an increment of energy (δUe) is transferred, which
in the case of fracture will be mechanical work. If it is assumed that the system is
stationary then there is no change in the kinetic energy
δUk = 0 (3.1)
Then by conservation of energy it can be written that the energy input minus
the change in stored energy equals the change in dissipated energy
δUe − δUs = δUd (3.2)
if the dissipated energy is due to crack growth in which the fracture surface area
is increased by δA and the free surface energy, which is the energy needed to create
a new surface of unit area, is γm then
δUd = γmδA (3.3)
and Equation 3.2 becomes
δUe − δUs = γmδA (3.4)
which can be rewritten as
δUe
δA
− δUs
δA
= γm (3.5)
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with δA→ 0
dUe
dA
− dUs
dA
= γm (3.6)
If the crack growth takes place in a plate of uniform thickness b in which the
crack length is a, as shown in Figure 3.1, and assuming uniform crack growth along
the crack front then
A = 2ba (3.7)
dA
da
= 2b (3.8)
by multiplying Equation 3.6 throughout by dA
da
dUe
da
− dUs
da
= γm2b (3.9)
which can be rewritten as
1
b
(
dUe
da
− dUs
da
)
= 2γm (3.10)
Griffith’s model worked quite well with glass specimens but did not work well
with metals. This is because it assumed that the work of fracture comes only from
the surface energy of the surface, so this approach only works with ideally brittle
solids [And91].
Figure 3.1: Conventional fracture specimen loaded in tension.
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Irwin extended Griffith’s theory to materials that have localised plastic defor-
mation at the tip of the crack. It must be stressed that this model applies only to
linear elastic material behaviour and the non-linear effect of plasticity is confined to
a very small region in front of the crack tip. Irwin introduced the concept of energy
dissipated by plastic work (γp) into Equation 3.10 which now becomes
1
b
(
dUe
da
− dUs
da
)
= 2 (γm + γp) (3.11)
where 2 (γm + γp) is replaced by Gc which is known as the critical energy release
rate and Equation 3.11 is now written as
Gc =
1
b
(
dUe
da
− dUs
da
)
(3.12)
The term ‘rate’, as used in this context, does not refer to a derivative with respect
to time; the energy release rate is the rate of change in potential energy with respect
to the area swept through by the crack front.
Since composites usually have complicated fractures, LEFM was not initially
used for failure analysis. However, the application of the energy criterion for fracture
has been used to describe delamination growth in composites with success since they
generally exhibit a linear-elastic material behaviour up to the point of failure and
any non-linear effects are constrained to a small zone at the crack tip.
3.2 Cohesive zone models
The Cohesive Zone Model (CZM) approach was introduced by Dugdale [Dug60] who
observed that in metals a very small plastic zone, tapered to a fine point, is formed
in front of a slit (length l and width w) in a metal sheet subjected to tension, see
Figure 3.2. He proposed an expression to measure the size of the plastic zone, s,
and performed some experiments which agreed with the predicted values.
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Figure 3.2: Plastic zone localisation on an edge slit (Adapted from Reference
[Dug60]).
Barenblatt [Bar62] developed a theory of cracks that considers molecular cohe-
sion forces acting near the edge of the crack. The cohesion forces may complicate
the analysis but two hypotheses were made in order to simplify the analysis:
1. The area of the part of the crack surface where the cohesive forces act, i.e.
at the edges, is negligibly small compared with the entire area of the crack
surface. This small area is referred to as the cohesive zone.
2. The form of the normal section of the crack surface in the edges is independent
of the loads being applied. It is always the same for a given material under
given conditions (temperature, pressure, etc.).
Barenblatt also stated that, as a consequence of the second hypothesis, when the
crack grows the edge region near a given point moves as if it had a motion of
translation while the form of its normal section does not change.
Hillerborg et al. [HMP76] proposed a method, which introduces LEFM into
Finite Element Analysis (FEA), that allows not only the growth of existing cracks
but also the formation of new ones while using the same criterion.
The crack is assumed to grow when the stress at the crack tip reaches the tensile
strength ft. When the crack opens the stress does not drop to zero at once but it
is reduced with increasing crack opening, w, until it reaches zero at wl, as shown in
Figure 3.3. This stress-displacement relationship is later referred as the constitutive
law of the interface.
The part of the crack where w < wl corresponds to a microcracked zone with
some remaining bonds for stress transfer. Since there is a stress to overcome in order
to advance the crack, energy is absorbed. The amount of energy absorbed per unit
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area in order to make the crack grow from a value of zero crack opening to wl, i.e.
the critical energy release rate Gc, is given by
Gc =
ˆ wl
0
σdw (3.13)
and corresponds to the area under the curve in Figure 3.3. The curve σ (w) may
be chosen in different ways and have different shapes depending of the application
and material properties [HMP76].
Figure 3.3: Assumed variation of the stress, σ,with crack opening, w (Adapted from
Reference [HMP76]).
The FE implementation of Reference [HMP76] consisted in modelling a concrete
beam with a constant rectangular cross-section loaded by pure bending moment,
as shown in Figure 3.4. The model was loaded such that the moment applied, M,
provided a value of σ = ft at point a. When M is increased the crack starts opening
at point a. At this point a force corresponding to the relationship between σ and w
is introduced, see Figure 3.3. With this updated model a new moment is applied so
that σ = ft at point b and so on. In this way is possible to model crack growth in
the beam. The results of this FEA were compared with theoretical curves and they
agree.
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Figure 3.4: FE representation of a bent rectangular beam (Adapted from Reference
[HMP76]).
Needleman [Nee87] proposed a third-order polynomial interface model (constitu-
tive law) in which the interfacial stress depends only on the displacement difference
across the interface between the matrix and the inclusions. For this model an in-
creasing interfacial stress occurs for an increasing displacement up to a maximum
stress value and then as the displacement increases the interfacial stress is reduced
until it reaches zero, where complete decohesion occurs.
Needleman mentions that this cohesive zone model is attractive when interfa-
cial strengths are relatively weak compared with the yield strength of the matrix
material.
Figure 3.5: Quadrant of an FE model used for a cylinder containing an array of
spherical rigid inclusions (Adapted from Reference [Nee87]).
The FE model used by Needleman [Nee87] consisted of an axisymmetric model
of a cylinder containing an array of spherical rigid inclusions and due to assumed
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symmetry only a quadrant was analysed numerically, see Figure 3.5. As the model
was loaded the curve marked in red in Figure 3.5 was displaced, which represents
debonding of the interface, starting from the top and moving clockwise to the bot-
tom.
Tveergard and Hutchinson [TH92] used a stress-displacement law on the crack
plane of the interface in order to characterise the fracture process. The shape of this
law is trapezoidal: in the first part the stress increases linearly with the displacement
until the maximum value is reached at a certain displacement, in the second one
the stress remains constant while the displacement increases up to a certain point
and in the last part the stress diminishes linearly until it reaches zero at a final
displacement value.
Figure 3.6: FE model of a circle with an embedded crack (Adapted from Reference
[TH92]).
The FE model implemented in Reference [TH92] consisted of a circular disc with
an embedded crack in the middle under tension. Due to symmetry, only a semi-
circle was modelled, see Figure 3.6. The approach is similar to the one used by
Needleman [Nee87]. The results were used to conclude that the effect of plastic
energy dissipation is only important when the ratio of the maximum stress values
for the interface to the matrix is greater than 2.5-3.5.
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Analytical solutions for different cohesive zone models have been obtained by
Williams and Hadavinia [WH02]. They used different stress-displacement relation-
ships which are shown in Figure 3.7. The solutions were found using a debonding
cantilever beam model. All the solutions for the energy release rate and the rota-
tion at the root of the beam for all the curves analysed have a characteristic length
parameter which is obtained by multiplying the length of the cohesive zone by other
parameters which are different for every stress-displacement relationship.
Figure 3.7: Forms of different cohesive zone laws (a) Triangular form. (b) Constant
stress form. (c) Elastic-constant stress form. (d) Linear damage form. (e) Elastic-
linear damage form. (Taken from Reference [WH02]).
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An overview of cohesive zone models is presented in Reference [dB02] where
the works of Dugdale [Dug60], Barenblatt [Bar62] and Hillerborg [HMP76] are re-
viewed. The crack band model, used with smeared formulations for tension loading,
is explained. A compression softening model, which can be used in a smeared formu-
lation for compression, is also explained. For the compression model an energy-based
equivalent stress-strain diagram is presented, see Figure 3.8. This work was done
for reinforced concrete modelling.
Figure 3.8: Energy-based equivalent stress-strain diagram for compression (Taken
from Reference [dB02]).
3.3 Interface elements and cohesive zone models
3.3.1 Description and formulation
So far different strategies have been discussed, using both analytical and FEA meth-
ods, that have been used to model the cohesive zone with the exception of the one
that is of interest for this research: interface elements.
An interface element can be defined as a zero-thickness medium that ensures
the transfer of displacements and stresses from one element to another. Interface
elements are inserted in FE models at places where delamination may occur. The
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interface elements are placed between continuum elements which otherwise would
share nodes, see Figure 3.9.
Figure 3.9: Interface element between two continuum elements.
In the FE formulation the interface elements require a constitutive law in order to
relate the stresses and the displacements such as the ones that have been discussed
in the previous section.
3.3.1.1 Linear formulation for 1-D interface element
The linear formulation for a 1-D interface element from Reference [QCA01] is re-
produced.
A four-node linear 1-D interface element is shown if Figure 3.10, in which ξ rep-
resents the local non-dimensional coordinate system. The thickness of the interface
element is zero. The element has 8 degrees of freedom with a half of them on the
top and the other half on the bottom surfaces of the element.
Figure 3.10: Four node linear 1-D interface element (Adapted from Reference
[QCA01]).
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The element nodal displacement vector, with respect to the local system l, is
written as
pTl = {ul1 , vl1 , ul2 , vl2 , ul3 , vl3 , ul4 , vl4} (3.14)
The nodal displacement vectors corresponding to the top and bottom sides in
the local system are
plbot = {ul1 , vl1 , ul2 , vl2}
pltop = {ul3 , vl3 , ul4 , vl4}
(3.15)
and the continuous displacement field of the element is expressed as
ulbot = Hplbot
ultop = Hpltop
(3.16)
where H is the shape function matrix with the form
H =
 h1 0 h2 0
0 h1 0 h2
 (3.17)
and the shape functions are given as
h1 =
1
2
(1− ξ)
h2 =
1
2
(1 + ξ)
(3.18)
The relative displacements at each pair of nodes of the interface element are then
derived as
δ =
 δIIδI
 = ultop − ulbot = Hpltop −Hplbot = Blpl (3.19)
where Bl is the local relative displacement-nodal displacement matrix and is of
dimension {2, 8} and is given by
Bl =
[
−H...H
]
(3.20)
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Using virtual work to compute the internal nodal force vector (qil)corresponding
to the nodal displacement vector (pl) as
qil =
ˆ
A
BTl σdA =
ˆ +1
−1
BTl σadξ (3.21)
in which the stresses (σ) are computed from the relative displacements using a
pre-defined softening stress-relative displacement damage model and a is the half
length of the element. In this case, the depth has been defined to be unity since
conditions of plane strain are being considered.
Once the internal nodal force vector has been obtained, the element tangent
stiffness matrix (Ktl) is computed by differentiating Equation 3.21 and after some
operations the following expression is found
δqil = Ktlδpl (3.22)
where
Ktl =
ˆ
A
BTl DtBldA =
ˆ +1
−1
BTl DtBladξ (3.23)
in which Dt is the material tangent modular matrix of the fracturing interface. A
Newton-Cotes integration rule, which has the sampling points located at the nodes,
is used to evaluate Equations 3.21 and 3.23.
3.3.1.2 Other interface element formulations
There are many interface element formulations in the literature. A couple of them
are mentioned as examples.
One interface element formulation has been proposed by Segurado and Llorca
[SL04]. They have proposed a 3-D quadratic interface element that consists of two
triangular surfaces with 6 nodes each and is suitable to connect to the faces of
adjacent quadratic tetrahedra as shown in Figure 3.11.
Li et al. [LTW+05] have proposed a different interface element formulation.
They have given the interface elements a thickness value different than zero in order
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to model an adhesive layer.
Figure 3.11: 3-D quadratic interface element (Taken from Reference [SL04]).
3.3.2 Implementation of cohesive zone models into interface
elements
3.3.2.1 Early works
The research of Allix et al. [ALC95] is one of the earliest works in which interface
damage modelling is used as a way to represent delamination in laminated compos-
ites. They propose an interface damage evolution law based on the strain energy of
the interface for the three different fracture modes. The stresses and the thermo-
dynamic forces associated to the damage variables for the three fracture modes are
found by computing derivatives of the strain energy. The authors assumed a bilinear
behaviour: the stress is increased for a growing displacement until a maximum value
of the stress is reached and after this point for increasing displacements the stress is
reduced until it reaches zero and the interface element fails at a critical displacement
value.
The FE model used in Reference [ALC95], see Figure 3.12, uses Finite Elements
for both the beams and the interface. This model with the adequate boundary
conditions and an initial crack is able to simulate different delamination specimens,
such as DCB, ENF and ELS. Results for both mode I and II were presented and Allix
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et al. acknowledged that future work was required for improving their findings. This
work provides a computational tool which allows the simulation of delamination.
Figure 3.12: FE model of a delamination specimen: two beam elements with an
interface element between them (Taken from Reference [ALC95]).
Camacho and Ortiz [CO96] studied the effect of impact in the formation of
cracks. A linear constitutive law which allows for the interface elements to be
unloaded for both tensile and shear loading was adopted, Figure 3.13 shows the
tensile case. DCB tests were modelled in FE to test the ability of the model to
propagate cracks dynamically and mesh dependency issues. They found that for
coarse meshes, where the length of the characteristic cohesive zone was shorter than
the length of the elements, crack growth slows down and stops prematurely. The
crack failed to propagate with very large values for the length of the element.
Figure 3.13: Stress-displacement cohesive relation for tensile loading (a) no unload-
ing is considered (b) unloading is considered (Taken from Reference [CO96]).
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Wisheart and Richardson [WR98] used an interface element designed specifically
for composite delamination within a commercially available FE code (LUSAS) and
adopted a bilinear interface constitutive law. Different FE models, both in 2-D and
3-D, were tested for mode I, mode II and mixed-mode. Interlaminar cracks were
inserted to initiate growth and the delamination shapes given by the models were
the same as experimental ones.
Figure 3.14: Stress-strain response of interface element in pure shear (Taken from
Reference [PW98]).
An interface element with a smooth transition between linear-elastic and plastic
behaviour was proposed by Petrossian and Wisnom [PW98]. This interface element
was coupled with two types of behaviour: ‘perfectly plastic’ and ‘work softening’,
as shown in Figure 3.14. Numerical results from FE models for straight (3 point
bending) and curved (4 point bending) specimens were compared with experimental
results, all of them for drop-weight tests. The FE results using the ‘perfectly plastic’
behaviour in the interface elements showed good agreement with the experiments
for the straight specimens but not for the curved ones, while for the ‘work softening’
behaviour all the results showed good agreement with experiments.
Ortiz and Pandolfi [OP99] used 3-D interface elements with two different consti-
tutive laws, one exponential and one linear, that are able to account for the unloading
of the element as shown in Figure 3.15. Numerical results from explicit FE models
for drop-weight tests were obtained only for the linear constitutive law. Ortiz and
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Pandolfi did this due to the fact that the initial elastic slope in the exponential
constitutive law restricts the stable time step for explicit integration.
Figure 3.15: Two types of cohesive laws with unloading (Taken from Reference
[OP99]).
Crisfield et al. did a substantial amount of research in the use of interface
elements to model delamination. In Reference [CJM+97] a mixed-mode constitutive
law for interface elements is formulated. FE tests were done for both mode I and
mixed-mode using interface elements. mode I results were very good for fine meshes
and coarse meshes presented large oscillations. Mixed-mode results agreed very well
with the closed-form beam theory solution.
A comparison using two different constitutive laws, in different FE codes, is
presented by Chen et al. [CCK+99]. A bilinear constitutive law is implemented in
LUSAS using quadratic interface elements while a cubic polynomial constitutive law
is implemented in ABAQUS using linear interface elements. Results were presented
for DCB, ELS and fixed-ratio mixed-mode FE models. The numerical results agree
with the experimental data and the analytical solutions. A faster rate of convergence
was observed for the linear formulation in ABAQUS so some numerical tests in which
the quadratic elements in LUSAS were replaced with linear ones were undertaken.
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The results for the linear elements in LUSAS converged faster than the quadratic
ones while giving almost the same solution.
A mixed-mode formulation that requires no previous knowledge of the mode ratio
and that allows for complete delamination in Modes I and II at the same time is
presented by Alfano and Crisfield [AC01]. A formulation of interface elements with
large deformations is presented by Qui et al. [QCA01]. This element is equipped
with the mixed-mode formulation presented in Reference [AC01]. Results for an FE
model of an aluminium specimen, with a built-in flaw, in compression are presented.
The numerical results agree well with experimental data.
Crisfield and Alfano [CA02] presented a method to enrich interface elements as
an alternative to use fine meshing around the crack front. Enrichment consists of
modifying the formulation of the element so that it can capture the correct strain
field near the crack tip. Figure 3.16 shows the base linear functions and the first
two hierarchical functions. Since this is too expensive in computational terms only
some elements are enriched. An algorithm is used at the end of an increment to let
some elements be enriched or vice versa. Numerical solutions for an FE model of a
DCB show that the enriched formulation provides better results than the basic one
by eliminating oscillations in the load-opening displacement curves.
Figure 3.16: Functions used to enrich interface elements (Taken from Reference
[CA02]).
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Allix and Corigliano [AC99] extended the work presented in Reference [ALC95]
in order to model delamination in the presence of geometric non-linearities. The
interface element formulation for rectilinear beam elements is presented and imple-
mented into three different FE models along with a bilinear interface constitutive
law. The first FE model is a DCB specimen used for mode I testing, the second one
is a DCB used for buckling-induced delamination under compression and the third
one is a built-in beam with axial loading and central initial delamination. Numerical
results are presented. Allix and Corigliano consider that this work is able, in prin-
ciple, to allow the whole delamination process, i.e. from initiation to propagation
and failure. The authors also state that further studies should be done to compare
the numerical procedure with experimental results.
Corigliano and Allix [CA00] consider that when studying the delamination phe-
nomena the interface presents material features that cannot be directly related to
the properties of the matrix and they propose that the interface needs its own
independent characterisation. The damage evolution law presented requires some
paramaters and a way of identifying them from experimental data is suggested. Nu-
merical results of an FE model of a plate with a circular hole loaded in tension are
compared with experimental observations and they agree.
3.3.2.2 Constitutive laws
The use of different constitutive laws has been mentioned in the previous sections.
In this section some of the constitutive laws that have been coupled with interface
elements are briefly discussed.
Bilinear law Chen and New [CN01] proposed a formulation of the bilinear con-
stitutive law for mixed-mode that uses a single non-dimensional separation scale
which is obtained from the normal and tangential components of the relative dis-
placement. This value plays the role of a damage variable. The numerical results
presented agree with the experimental data.
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Power law A constitutive law is proposed by Tveergard [Tve01] in which the ma-
terial is considered to be power-hardening with the uniaxial true stress-logarithmic
strain curve represented by the expression
ε =

σ
E
σ ≤ σy
σy
E
(
σ
σy
)1/N
σ > σy
(3.24)
where E is Young’s modulus, σy is the initial yield stress and N is the strain
hardening exponent. This was implemented in an FE model similar to the one
shown in Figure 3.6 but now with interface elements located along the interface.
The FE results show that this formulation is good for modelling fracture in porous
materials.
Exponential law Li and Siegmund [LS02] proposed another constitutive law,
shown in Figure 3.17, which is based on a cohesive potential function. The inter-
face elements are placed between shell elements. The FE models, implemented in
ABAQUS, consisted of centre-cracked panels either with one crack or with a centre
crack plus minor cracks. The numerical results agree with the experimental ones.
Figure 3.17: Exponential constitutive law (Taken from Reference [LS02]).
Linear law A linear constitutive law is proposed by Bruno et al. [BGL03] which in
order to prevent interpenetration introduces a frictionless contact interface along the
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delaminated surface, see Figure 3.18. This constitutive law is later implemented into
a FE model in LUSAS using interface elements, Reference [BGL05]. A comparison
of the numerical results obtained with results from the literature is done and they
agree.
Figure 3.18: Interface models for (a) delamination and (b) contact (Taken from
Reference [BGL03]).
Polynomial law Blackman et al. [BHKW03] have adopted the third-order poly-
nomial interface constitutive law presented by Needleman [Nee87] into interface
elements in ABAQUS, see Figure 3.19. Numerical results for a DCB specimen were
compared with experimental ones and agreement is observed for fine meshes (inter-
face element size of 0.005 mm).
Figure 3.19: Cubic polynomial interface constitutive law (Taken from Reference
[BHKW03]).
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The same third-order polynomial law has been implemented in an explicit FE
code by Pinho et al. [PIR06]. Also the bilinear constitutive law was implemented and
a linear-polynomial was introduced, see Figure 3.20. Different tests were performed
for mode I, mode II and mixed-mode delamination at low and high loading rates.
Good results were obtained for all the formulations with exception of the bilinear
formulation at high loading rates. The reason for this is that the discontinuity points
in the bilinear law affect the stability of the model as shock waves are generated
when the interface elements fail and this is more pronounced at higher loading rates.
Figure 3.20: Polynomial and linear-polynomial interface constitutive laws (Taken
from Reference [PIR06]).
3.3.2.3 Mixed-mode
Extensive work has been done to model mixed-mode delamination such as the one
done by Camanho et al. [CDdM03, CDP04] which permits loading and unloading of
the interface, the work of Pantano and Averill [PA04] which includes friction effects,
the work of Hallet and Wisnom which is both experimental [HW06a] and numerical
[HW06b], and the work of Turo´n et al. [TCCD06] which addresses variable-mode
loading.
64
3.3.3 Damage formulations
There have been many damage formulations for interface elements defined in the
literature. One of the most popular is to define the damage variable as the loss of
stiffness of the interface [AC01]. Another damage definition considers the change in
the energy of the interface [TCCD06]. Damage has also been defined as a function of
the relative displacements of the interface [CN01]. Three different damage definitions
are presented and investigated in Section 4.7.
3.4 Fatigue modelling in composite materials
3.4.1 Introduction
The most popular way to relate fatigue crack growth to the number of cycles is the
Paris law which is given by
da
dN
= C (∆K)m (3.25)
where da
dN
is the crack growth per fatigue cycle rate, ∆K is the stress intensity
factor range during a cycle (∆K = Kmax −Kmin) while C and m are material pa-
rameters which in general depend on the stress ratio R = Kmin
Kmax
, where Kmin and
Kmax are the minimum and maximum values of the stress intensity factor [Bol99].
A straight line, with slope m, will be obtained if Equation 3.25 is plotted in a log-log
scale graph.
However, experimental data show that the threshold stress intensity factor (∆Kth)
exists such that at ∆K < ∆Kth the crack practically does not grow. On the other
hand when the stress intensity factor approaches the fracture toughness (∆Kc) the
crack growth rate increases significantly as shown in Figure 3.21 [Bol99].
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Figure 3.21: Fatigue crack growth rate vs. stress intensity factor range (Adapted
from Reference [Bol99]).
When dealing with fibre reinforced composites it is difficult to evaluate the stress
intensity factors, so the Paris law is rewritten in terms of the energy release rate, G
(e.g. ∆G, Gth, etc.).
Martin and Murri [MM88] have characterised the onset and growth of delamina-
tion in a tough thermoplastic matrix composite, AS4/PEEK, for mode I and mode
II by using the DCB and ENF tests respectively. An expression that relates the
cyclic delamination rate to the critical energy release rate (Gc) and the threshold
energy release rate (Gth) was proposed
da
dN
= A (G)B
[
1−
(
Gth
G
)D1][
1−( GGc )
D2
] Gth < G < Gc (3.26)
where the parameters A, B, D1 and D2 can be found by fitting Equation 3.26 to
experimental data.
Peerlings et al. [PBdBG00] assumed that for high-cycle fatigue permanent defor-
mations can be neglected, strains can be assumed to be small and that the material
behaviour is assumed to be linearly elastic in the absence of damage growth. The
growth of damage under the influence of mechanical loading is described by relating
the damage variable to the deformation and a damage loading function is introduced.
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It is assumed that the damage variable can only increase when the equivalent strain
reaches the threshold value (if there is no damage development then the component
has an infinite fatigue life), that it can only increase for continued loading and that
it remains constant during unloading.
Considering all the previous assumptions a damage evolution law was proposed
by Peerlings et al. [PBdBG00]
g (D, ε˜) = CeαDε˜β (3.27)
where α, β, and C are material parameters, D is the damage variable and ε˜ is
the strain state.
The growth of damage and the fatigue life resulting from this damage evolu-
tion law can be solved in closed form for the situation of uniaxial, fully reversed
loading with a constant strain amplitude εa. After manipulating Equation 3.27 and
integrating it over N cycles it yields
D = − 1
α
ln
(
1− 2αC
β + 1
εβ+1a N
)
(3.28)
A high value of α results in an initially slower accumulation of damage, but a
higher growth rate towards the end of the fatigue life. The value of α = 10 gives a
reasonable fit of the experimental data. After determining this parameter, the other
two parameters of the evolution law, C and β, can then be solved from relations for
the fatigue strength coefficient and exponent, the values of which are available for
many materials in fatigue handbooks [PBdBG00].
3.4.2 Experimental work
Delamination failure in composites due to fatigue has also been investigated ex-
perimentally by Hiley [Hil99] in order to understand more about the mechanisms
that govern it. Experiments were performed for both static and fatigue loading for
the following carbon fibre reinforced materials: T300/V390, T800/5245, XAS/914,
IM7/977 and AS4/PEEK as well as for one glass reinforced material: E-glass/913.
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For mode I loading it was found that there are only very subtle differences in the
fracture morphologies and only under close inspection some river lines and textured
micro flow on the matrix may give some indication of the direction of the crack
propagation.
Several fractographic features were found on the surfaces fractured due to fatigue
in mode II, such as matrix rollers and striations, which differentiated them from the
static loaded ones. The roller features were found in mixed-mode when the mode II
ratio was greater than 50% and the striations were only seen in the electron micro-
scope when then specimens were tilted at more than 50°. Crack growth direction
may be determined from the angle of the cusp and the matrix roller features and
possibly from the striation features but a more rigorous study is required.
Figure 3.22: Modified Paris plot for DCB test of HTA/6376C (Adapted from Ref-
erence [ASG99]).
Asp et al. [ASG99] also did an experimental investigation into the fatigue failure
of composites, particularly on the interlaminar toughness under pure mode I and
II as well as mixed-mode loading on the HTA/6376C composite material. Results
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for mode I are shown in Figure 3.22. Their fractographic observations agree with
the work of Hiley [Hil99] mentioned above. Regarding toughness, the slopes of
the modified Paris plots were high so the Paris equation was considered less useful
for fatigue life predictions for this particular material. Instead, threshold values of
the strain energy release rate for crack propagation were obtained and these values
revealed a significant effect of fatigue loading. The largest effect was found for the
mode II test for which the fatigue threshold value was only 10% of the critical energy
release rate. For mode I and mixed-mode the fatigue threshold values were 23% and
15% of Gc respectively. It is mentioned that a number of researchers have come
to the conclusion that the Paris law threshold values are more important than the
constants in the Paris equation.
3.4.3 Modelling fatigue with interface elements
The work of Camacho and Ortiz [CO96] was extended into 3-D by de Andre´s et
al. [dAPO99] and used to model fatigue crack growth in notched aluminium shafts
subjected to cyclic tensile loading. The behaviour of the interface element under
such type of loading is depicted in Figure 3.23: (a) loading and opening of the
cohesive zone; (b) partial unloading; (c) reloading.
Figure 3.23: Schematic representation of the process of damage accumulation during
cyclic loading (a) Opening of cohesive surface. (b) Partial unloading. (c) Reloading
and subsequent damage. (Taken from Reference [dAPO99]).
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The reason why damage is increased while the element is reloaded is due to the
fact that in ductile materials such as metals, the opening of the cohesive surface
is accompanied by plasticity and upon unloading the cohesive zone does not close
completely. Damage is computed by finding the rate of change of damage at a certain
number of cycles and the value of damage for a cycle increment is extrapolated.
After doing the extrapolation an equilibrium loop is required to update all the other
variables. Experimental and numerical results have a good agreement
An exponential interface constitutive law is presented by Roe and Siegmund
[RS03]. This constitutive law is coupled with a fatigue damage evolution formulation
that is based on three requirements:
1. Damage only starts to accumulate if the displacement measured, accumulated
or current, is larger than a critical magnitude.
2. The increment of damage is related to the increment of the displacement.
3. There is an endurance limit which is a stress level below which cyclic failure
can go on infinitely without failure.
Figure 3.24: One element model under cyclic loading: (a) Normal. (b) Shear. (Taken
from Reference [RS03]).
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An FE model that consists of two, four-noded elements connected with an in-
terface element was used to test the law, see Figure 3.24: (a) normal loading; (b)
shear loading. During the initial cycle no damage accumulation occurs since the
critical magnitude mentioned above is not reached. For normal loading a residual
separation remains after the first cycle while the shear separation is fully reversed.
As cycles accumulate the residual separation increases and becomes larger that the
critical magnitude and damage starts to accumulate. As a consequence there is
a reduction of the stiffness of the cohesive zone. In normal loading this increases
the residual separation. During the final cycles of life the rate of damage increases
substantially.
Figure 3.25: Transient crack growth behaviour for step-wise changes in maximum
load and load ratio (Taken from Reference [Sie04]).
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Once that it was found that the formulation worked satisfactorily, models for
DCB, ELS and MMB were implemented. The numerical results obtained agree
with the values predicted by the Paris law.
Siegmund [Sie04] implemented the formulation described above, Reference [RS03],
in order to study the effects of constant amplitude loading, block loading and single
overloads on cyclic loading. The results obtained for constant amplitude loading
predict failure data that resemble typical S-N curves. The results for block loading,
shown in Figure 3.25, show that for changes in the maximum load result in tran-
sient accelerations and decelerations of the crack growth rates due to changes in the
length of the active cohesive zone while changes in the load ratio result in changes
in the crack growth rate without any transients. For single overloads, which are not
shown in Figure 3.25, there is no change in the crack growth rate but there is a
jump in the size of the crack length.
This work was extended by Wang and Siegmund [WS05] to analyse the effect
of constraint effects in fatigue crack growth in multilayered structures using an FE
model similar to the one of Figure 3.6. The models used consisted of a ductile layer
constrained by two elastic substrates, referred as the ‘constraint’ model, or the same
ductile layer constrained by two ductile substrates, referred as the ‘unconstrained’
model. For constant amplitude loading, the ‘constraint’ layer model predicted higher
crack growth rate than the ‘unconstrained’ one. Also, the crack profiles for both
models were different as well as the damage distribution. Both models were also
tested for overloading and it was found that in the ‘constraint’ model the overload
causes instantaneous crack advance and temporary increments in the crack growth
rates. The ‘unconstrained’ model tested for overloading showed a crack retardation
effect due to plastic deformation of the ductile substrates.
Maiti and Geubelle [MG05] have adopted a bilinear interface constitutive law
that allows the interface elements for unloading towards the origin and degradation
of the stiffness during reloading in cyclic loading, as shown in Figure 3.26. An expo-
nential decay of the cohesive strength is proposed for cyclic loading which requires
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two parameters which are obtained by fitting experimental data. The accumulated
damage is preserved and no healing of the cohesive zone occurs due to unloading
while there is a progressive degradation of the cohesive zone strength during reload-
ing.
Figure 3.26: Evolution of stiffness during cyclic loading, assuming unloading towards
the origin and degradation of the cohesive stiffness during reloading (Taken from
Reference [MG05]).
Figure 3.27: Element behaviour with a single overload during cyclic loading (Taken
from Reference [MG05]).
A DCB specimen subjected to a sinusoidal displacement loading is used in Refer-
ence [MG05] to investigate the performance of the fatigue model. The behaviour of
an element located ahead the existing crack is shown in Figure 3.27. It can be seen
that as the number of cycles is increased the stress decreases as the displacement
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increases until failure occurs. At the beginning the stress values correspond to those
of the static behaviour but as the number of cycles increase the stress values go
below the static ones. A single overload is shown and it can be seen that the static
value of the stress is reached again only for that cycle. The results obtained with
this formulation agree with experimental data.
The use of interface elements for fatigue induced delamination has been imple-
mented by Robinson et al. [RGT+05]. The model uses a damage law, an adaptation
from the work of Peerlings et al. [PBdBG00], which allows for the evaluation of ac-
cumulated damage due to the cyclic application of a monotonic load. The model has
been used for mode I, mode II and mixed mode numerical simulations which agree
with experimental data. An alternative coupled formulation for mixed-mode using
this model was proposed by Mun˜oz et al. [MGR06]. This technique is explained
later in this thesis, where more detail is presented, in Chapter 5.
Turo´n et al. [TCCD07] proposed a damage model to simulate delamination
under high-cycle fatigue loading. It uses an interface constitutive law that links
fracture mechanics and damage mechanics and it is based on their previous work
[TCCD06, TDCC07]. The model accounts for the energy release rate thresholds
thus preventing crack growth for smaller values of the energy release rate. Again,
this technique is explained in more detail in Chapter 6.
3.4.4 Other techniques
A large variety of techniques besides using interface elements and Cohesive Zone
Models for fatigue modelling are found in the literature. A few examples are men-
tioned.
Curley et al. [CHKT00] have used the J-integral method to model fatigue in
adhesively-bonded joints. Attia et al. [AKM03] modelled fatigue damage growth
in skin/stringer structures by using rigid nodal links instead of interface elements.
Yang et al. [YMRC01] have used the boundary element method for fatigue crack
growth in quasi-brittle materials. Mandell et al. [MCS+03] used the VCCT (virtual
crack closure technique) to model fatigue crack growth in turbine blades. Mabson
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et al. [MD07, DMH+07] have also used the VCCT approach for modelling fatigue
in composite materials.
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Chapter 4
Introduction to a simple
mathematical model and its
quasi-static behaviour
Computation of fatigue-driven delamination in composite materials using FEA is
relatively slow and is affected by the complex interactions between the different
parameters involved.
An original simple mathematical model was developed in this work and it en-
abled attention to be concentrated on three key aspects of modelling fatigue-driven
delamination:
 Interface constitutive laws.
 Damage definitions.
 Fatigue degradation strategies.
The way this new mathematical model was developed is limited to work with pure
mode I delamination. Further work could be done in the future to extend it to mode
II and mixed-mode.
This simple mathematical model could be run much more quickly than an FE
code and so this enabled a large number of runs to be performed in a relatively short
time and made possible parametric studies with tens of thousands of different sets
of parameter values.
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A typical FE run for fatigue modelling using interface elements can take some-
where between 24 to 36 hours and it would require many hours for model preparation.
Using the same equipment, the model, which was written in FORTRAN, would be
able to solve tens of thousands of runs in about half the time and it would require
very little time to be prepared.
It should be stressed that the strategies and modifications that were analysed
using this model can be implemented in an FE code but the simple model allowed
more rapid development and more extensive investigations that could have been
carried out with an FE code.
4.1 Description
The mathematical model consists of a cylinder of radius R which rolls on a horizontal
surface comprised in the initial state by two coinciding zero-thickness layers, see
Figure 4.1. One of the layers is fixed and the other one adheres to the surface of the
cylinder at the contact point, c, and remains adhered as the cylinder rotates and
the contact point advances (see Figure 4.2).
Figure 4.1: Model representation in the initial configuration.
The two layers are connected by a system of vertical springs, with equal spacing
∆l, which are initially unstressed but become stressed as the two layers separate
behind the advancing contact point. In the initial state the contact point is at x = 0
(where x is measured from the left hand edge of the zero-thickness layers and this
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position is also the position of the first spring) and the rotation, θ, of the cylinder
is zero.
The line OA on the cylinder cross section (see Figure 4.1) is vertical in this
initial configuration and as the cylinder rolls along the surface the angle of OA to
the vertical is the rotation θ (see Figure 4.2)
Figure 4.2: Model representation after rotation has occurred.
If a clockwise moment is applied to the cylinder it will rotate in the same direction
and it will move to the right of its initial position and one layer will be lifted and
separated from the other one, as shown in Figure 4.2. This will activate the springs
which in turn will elongate and offer resistance to the change in rotation. The role of
the springs in this simple model is to mimic the behaviour of interface elements in an
FE model. The springs will therefore be assigned a constitutive law which enables
the force in the spring to eventually reduce to zero (representing total interlaminar
failure) as the layer separation increases. The value of R is to be chosen as very
large compared to the displacement at which the stretched springs fail so that the
springs can be considered to remain vertical while they are stressed. When a spring
has been completely degraded it can be said that delamination growth has occurred.
4.2 Kinematics
The model has only one degree of freedom (DOF) and this is the rotation of the
cylinder θ. As noted already the initial conditions of the system are x = 0 and
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θ = 0 and this is referred to as the initial contact position. If a change in rotation is
applied to the cylinder so that θ > 0 then the x-coordinate of the point of contact
is given by
xc = θR (4.1)
Once this distance is known the number of springs that become active (n) is
given by the integer part (denoted by the square brackets [ ]) of the result of the
following expression:
n =
[ xc
∆l
+ 1
]
(4.2)
If the sub-index i is defined to vary from 1 to n and is used to identify the
individual springs then the position of each spring with respect to the origin is given
by
xi = (i− 1) ∆l (4.3)
Figure 4.3: Angle, displacement and distance of a typical spring.
In Figure 4.3 it can be seen that the angle (ωi) at which the top of the ith spring
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is with respect to the vertical through the current contact point is obtained from
ωi = sin
−1
(
xc − xi
R
)
xi ≤ xc (4.4)
Since the springs have a zero initial height the elongation will be defined as the
vertical displacement (δi) of the top of the spring using the following equation:
δi = R (1− cosωi) (4.5)
Also the distance of the spring to the current contact point, di, is given by
di = xc − xi (4.6)
It was previously mentioned that the spring eventually degrades as the displace-
ment is increased and the stress finally reduces to zero. If the displacement at which
failure occurs is defined as the critical displacement (δc) then the angle at it which
this displacement is achieved, referred to as the critical angle (α), is given by
α = cos−1
(
R− δc
R
)
(4.7)
4.3 Static equilibrium
As the rotation is applied a number of springs become active. By using an interface
constitutive law -which is explained in detail in a following section- the interface
stress (σi), which is a function of the displacement (σi = f (δi)) can be obtained.
The interface stress of each spring can then be used to find the spring force (Fi)
generated by multiplying this value σi by the area which the spring ‘represents’.
Since there is not a 3-D model, for dimensional purposes it is assumed that the
cylinder has a width (W ) with a value of 1. The interface area associated with a
typical spring is therefore 1 ·∆l. An exception is for the first spring where the area
is taken as 1 · ∆l
2
. The value of the force for a typical spring is given by
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Fi = σi∆l · 1 (4.8)
The moment (Mi) generated by the spring about the contact point is obtained
by multiplying the force by the distance to the current contact point
Mi = Fidi (4.9)
and the total moment (Mt) generated by the springs is found by adding all the
moments Mi of all the active springs
Mt =
n∑
1
Mi (4.10)
This is the magnitude of the moment which must be applied to the cylinder to
maintain the cylinder in equilibrium for a given applied rotation.
4.4 Concept of a critical moment
The model considered represents a cylinder peeling apart two zero-thickness layers
with an interface toughness Gc. For this case a theoretical value of the steady
state moment, Mc, required to cause crack propagation between the layers can be
determined by considering an energy balance as the point of contact moves through
a distance δx. The change in rotation of the cylinder corresponding to this contact
moment is δx
R
and so equating external work to the energy consumed in separating
the layers gives
Mc
δx
R
= 1 · δxGc (4.11)
which can be rewritten as
Mc = GcR (4.12)
The value of Mc can be used as a check on the results from the simple mathemat-
ical model. For sufficiently small ∆l (the spacing between the springs) the steady
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state value from the model should agree well with the value given by Equation 4.12.
4.5 Implementation
For the case of rotation control (i.e. known applied rotation) equations presented in
Section 4.3 are straightforward to implement and the value of the required applied
moment can be readily computed for any specified rotation.
For the case of moment control (i.e. known applied moment) the computation
of the resulting rotation requires a non-linear solution technique and the bisection
method was chosen.
If the applied moment, Ma, is lower or equal to the critical moment, Mc, then
the maximum angle that can be achieved is α and the minimum one is zero, this
means no rotation at all and Ma = 0. With this on mind then the upper and lower
limits for the bisection are defined as
θu = α (4.13)
θl = 0 (4.14)
The first guess for the value of θ is given by
θ = α
Ma
Mc
(4.15)
Using this value, the number of active springs is found using Equations 4.1 and
4.2 and Equation 4.3 is used to find their corresponding position. Using Equations
4.5, 4.6, 4.8 and 4.9 the moment of each spring is computed and with Equation 4.10
the total moment, Mt, is found. This result is then used to check if the following
equation is satisfied
∣∣∣∣Mt −MaMa
∣∣∣∣ < tol (4.16)
where tol is the value of the tolerance required. If this condition is not satisfied
83
then for Mt > Ma the new upper limit for the bisection is updated by
θu = θ (4.17)
and for Mt < Ma the new lower limit for the bisection is given by
θl = θ (4.18)
and for both cases the next value of θ is updated with
θ =
θu + θl
2
(4.19)
This procedure is repeated iteratively until the condition given in Equation 4.16
is satisfied and so equilibrium under the desired value of Ma is reached.
In Figure 4.4 a flow diagram of how the model works under a specified static
load is shown. It can be seen that it is divided into different blocks arranged in
three different columns.
Figure 4.4: Flow diagram of the model under static loading, moment control case.
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In the first column, the first block is where the input of the required model
parameters and properties is done. In the second block the critical angle is found
using Equation 4.7. In the third block the computation of the parameters required
to start the bisection method is performed by using Equations 4.15, 4.17 and 4.18.
The fourth block is where the distance advanced by the cylinder and the number of
actives springs are found by using Equations 4.1 and 4.2 respectively. Also in this
block the counter i is set to 1.
In the second column, the first block is where the kinematics of the spring are
computed by using Equations 4.3, 4.4, 4.5 and 4.6. In the second block the force
in the spring is computed by using Equation 4.8 and the moment it produces with
Equation 4.9. In the third block the first check, which consists in comparing the
counter i with the number of active springs n, is done. If the value of the counter
is not the same as the number of active springs then the value of i is increased in
1 and it goes back to the first block of the second column. In the other case then
it proceeds to the fourth block where all the individual moments are added as in
Equation 4.10.
In the third column, the first block is another check. In this case it verifies if
the condition set up in Equation 4.16 is satisfied or not. If it is satisfied then the
calculations are finished. If the condition is not satisfied then it proceeds to the
second block. In the second block another check is made and it consists in verifying
if the computed Mt is larger than the desired Ma. If this is the case then the lower
bisection limit is updated by using Equation 4.18, while if it is not then the upper
one is updated with Equations 4.17. Then the value of the rotation θ is updated
with Equation 4.19. After that, it goes back to the fourth block of the first column
and start over again. This whole procedure is repeated until the condition from
Equation 4.16 is satisfied.
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4.6 Interface constitutive laws
As it was mentioned previously, a constitutive law is required to describe the be-
haviour of σ as a function of δ in interface elements. The constitutive law should be
defined in such a way that for every value of the δ there is a unique value of the σ.
In this research two different interface constitutive laws have been analysed:
1. Bilinear.
2. Third-order polynomial.
There are two parameters, additional to the critical displacement value, δc, that are
needed to define an interface constitutive law. These parameters are the maximum
stress value (σ0) and the critical energy release rate (Gc). In the case of the bilinear
law the elastic limit (δ0) is also required. In the case of the bilinear law, three of the
parameters are independent and one is dependent, while in the case of the polynomial
law two of the parameters are independent and the other one is dependent.
The value of σ0 can be obtained from experimental data. The choice of σ0 can
have an influence on the results of the model and on its computational efficiency,
for higher values of σ0 a finer mesh is required while excessively small values may
yield incorrect results [AC01].
The critical energy release rate is a criterion used in LEFM for the propagation
of the delamination in the interface. It is indirectly used by equating the areas
under the stress-displacement curves to the critical energy release rates. Therefore,
the total energy dissipated during the delamination is correctly computed at each
point although it is not released instantaneously as is assumed in LEFM [AC01].
The value of δ0 is not necessarily a property of the material and in most cases a
very small value is selected in order to have a high penalty stiffness condition, used
to approximate the state of the interface for which a non-zero stress corresponds to
a zero relative displacement. Care should be put into selecting the value of δ0 as
small as possible within the range that avoids ill-conditioning [AC01].
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σ0 30 N/mm
2
Gc 2.60× 10−1 N/mm
δ0 1× 10−6 mm
δc 1.73× 10−2 mm
Table 4.1: Baseline values of the parameters of the interface constitutive laws used
in the computations.
The baseline values for the variables used in the calculations described in this
chapter are shown in Table 4.1.
R 100 mm
∆l 1× 10−2 mm
W 1 mm
tol 1× 10−14
Table 4.2: Baseline values of the parameters of the cylinder model used in the
computations.
Table 4.2 shows the baseline values used for the model in all the computations
unless it is stated otherwise.
4.6.1 Bilinear interface constitutive law
The bilinear interface constitutive law has previously been used successfully to model
delamination using interface elements [CJM+97, CCK+99, AC01, CA02, AC03]. A
brief explanation of how it works follows.
The bilinear interface law, as seen in Figure 4.5, is divided into three parts: linear-
elastic, stiffness degradation and failure. In the first part a linear-elastic behaviour
is present for a relative displacement that is increased from zero, where there is no
stress (σ = 0), until it reaches the elastic limit. This elastic limit coincides with the
maximum stress value, σ0.
The linear-elastic part of the law is described by the following expression:
σ = Kδ 0 ≤ δ ≤ δ0 (4.20)
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where K is the high penalty stiffness and is given by
K =
σ0
δ0
(4.21)
Figure 4.5: Mode I bilinear interface constitutive law.
The second part of the interface constitutive law defines the behaviour between
the elastic limit and the critical displacement. Once the elastic limit is exceeded
the interface element starts to be degraded. This degradation is described by the
following relationship:
σ = σ0
(
δc − δ
δc − δ0
)
δ0 < δ < δc (4.22)
The third and last part of the interface constitutive law is for relative displace-
ment values that are equal or larger than the critical displacement value. When this
critical value is reached or exceeded the element fails so there is no longer any stress:
σ = 0 δ ≥ δc (4.23)
As it was stated previously the critical energy release rate is equal to the area
under the σ − δ curve and so in this case
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Gc =
δcσ0
2
(4.24)
Figure 4.6: Mode II bilinear interface constitutive law.
When formulating this interface constitutive law for mode I (opening) negative
relative displacements should be avoided in order to avoid penetration. In mode
II (shear) negative relative displacements can exist and therefore a symmetrical
bilinear constitutive law, as shown in Figure 4.6, is adopted.
Figure 4.7: Accumulated energy consumption using the bilinear law for a single
spring.
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The energy per unit area (G) consumed as the interface fails is obtained by
finding the area under the σ − δ curve up to the point of interest. In Figure 4.7 it
can be seen how the energy consumed by the interface accumulates as the value of
δ is increased until it reaches its maximum value at δ = δc.
Figure 4.8: Behaviour of Ma vs. θ using the bilinear law for the cylinder model.
The model described in Section 4.1 was equipped with the bilinear law and a
test was performed to see how it would behave while increasing the rotation of the
cylinder (θ). In Figure 4.8 it can be seen how as the value of the moment being
applied, Ma, is increased the value of the rotation θ also grows while using the
bilinear law. It can be seen that when the critical angle (α) is reached the critical
moment, Mc, is obtained.
Modifying the value of δ0 but keeping the values for σ0 and Gc constant clearly
alters the bilinear law (Figure 4.9) and the effect of this on the normalised Ma vs.
θ curve was investigated.
It can be seen in Figure 4.10 that a large change in the value of δ0, of at least
of 4 orders of magnitude, must be made in order to see a significant modification in
the behaviour of Ma as θ is increased.
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Figure 4.9: Bilinear law with different values of δ0.
Figure 4.10: Behaviour of Ma vs. θ using different values of δ0 for the cylinder
model.
4.6.2 Third-order polynomial interface constitutive law
The third-order polynomial interface constitutive law, proposed by Needleman [Nee87]
and adapted by Pinho et al. [PIR06] to interface elements, avoids the discontinuities
in slope that are present in the bilinear law (see Figure 4.11).
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Figure 4.11: Mode I third-order polynomial constitutive law.
The slope at both the maximum stress value and the failure of the interface
element is zero. As the name implies the shape of this constitutive law is a curve
given by the following third-order polynomial function:
σ =
27
4
σ0
(
1− δ
δc
)2
δ
δc
0 ≤ δ ≤ δc (4.25)
where the value of σ0 corresponds to a displacement of
δ =
δc
3
(4.26)
and as is the case of the bilinear law, the element fails when the critical relative
displacement is reached (Equation 4.23).
The initial stiffness is given by
K =
27
4
σ0
δc
(4.27)
and equating the critical energy release rate to the area under the curve gives
Gc =
27
48
δcσ0 (4.28)
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This interface constitutive law can be also used for mode II as shown in Figure
4.12.
Figure 4.12: Mode II third-order polynomial constitutive law.
Figure 4.13 shows how the energy per unit area consumed changes with increasing
δ. It can be noticed that the behaviour shown here is different from that of the
bilinear case (see Figure 4.7). Under the third-order polynomial law the energy
starts accumulating slowly and then the speed at which it is accumulating increases.
Figure 4.13: Accumulated energy consumption using the polynomial law for a single
spring.
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Figure 4.14: Behaviour of Ma vs. θ using the polynomial law for the cylinder model.
The simple model was equipped with the third-order polynomial law and a test
was performed to see how it would behave while increasing the rotation of the
cylinder. It can be seen in Figure 4.14 how, as the value of Ma is increased, the
value of θ also grows while using the polynomial law. Under this constitutive law
the value of the applied moment grows slower at the beginning than under the
bilinear one but afterwards the rate at which it grows is increased until it reaches
the critical moment. This difference in behaviour needs to be investigated in the
fatigue formulation to find out its effect.
4.7 Damage
In Damage Mechanics, according to Lemaitre and Chaboche [LC94], damage is
a representation of surface discontinuities in the form of microcracks, or volume
discontinuities in the form of cavities in a considered volume element. A material
is considered to be free of any damage if it does not have cracks and cavities at the
microscopic scale. The final damage state is when the considered volume element is
completely fractured.
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The theory of damage describes the evolution of the phenomena between the
undamaged state and macroscopic crack initiation. It is important to emphasize
that damage is irreversible and treatments and/or repairs can only partially remove
the defects caused by it [LC94].
The definition of a mechanical damage variable is a difficult problem since there
is practically no way to visually differentiate, at a macroscopic level, a damaged vol-
ume element from an undamaged one. It is necessary to use internal variables which
represent the damaged state of the material and there are several possibilities that
can be used depending on the type of damage being measured such as microscale
measurements (microcrack density), global physical measurements (density, resis-
tivity, etc.) and global mechanical measurements (modification of elastic, plastic or
viscoplastic properties) [LC94].
Damage cannot be measured directly and its quantitative evaluation is linked to
the definition of the variable chosen to represent it.
The set of parameters describing the damage is characterised by the variable D,
which in this case is a scalar function and because there is no recovery it is a non-
decreasing quantity. If damage is defined so that for the undamaged state it is equal
to zero and for the failure state it is equal to unity then the following relationships
apply
D = 0 non− damaged
0 < D < 1 damaged
D = 1 failed
(4.29)
The interface constitutive laws that have been discussed so far have not explicitly
included any damage formulations. However a damage parameter is used later in
this thesis in a fatigue degradation strategy and so three different types of static
damage formulations will be described in the following section. These are based on:
 Stiffness degradation.
 Energy consumed.
 Work done.
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The first damage formulation is applied to both the bilinear and the third-order
polynomial constitutive laws while the other two damage formulations are applied
only to the bilinear constitutive law.
4.7.1 Stiffness degradation based static damage for the bi-
linear law
In this approach the static damage, Ds, can be considered a measure of the degra-
dation of the initial stiffness as follows
σ = (1−Ds)Kδ 0 ≤ δ ≤ δc (4.30)
and comparing Equation 4.30 with Equation 4.22 for the bilinear law the follow-
ing expression for Ds can be derived
Ds = 0 0 ≤ δ ≤ δ0
Ds =
(
δ−δ0
δ
) (
δc
δc−δ0
)
δ0 < δ < δc
Ds = 1 δ ≥ δc
(4.31)
Figure 4.15: Stiffness degradation based static damage growth using the bilinear
constitutive law.
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Figure 4.15 shows the growth of damage with an increasing value of the relative
displacement using this damage formulation. It can be appreciated that with only
a small increment in δ over δ0 the value of the static damage increases extremely
fast. This is a consequence of the way the static damage has been defined and of
the adopted parameter values.
4.7.2 Stiffness degradation based static damage for the third-
order polynomial law
Using stiffness degradation as the basis for defining damage, then comparing Equa-
tions 4.25 and 4.30 gives the following expression for Ds for the third-order polyno-
mial law
Ds = 2
δ
δc
−
(
δ
δc
)2
0 ≤ δ ≤ δc
Ds = 1 δ ≥ δc
(4.32)
and the value of σ is given by Equation 4.30.
Figure 4.16: Stiffness degradation based static damage growth using the polynomial
constitutive law.
In Figure 4.16 it can be seen that the growth of static damage using the third-
order polynomial constitutive law is very different from the bilinear one. In this case
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the growth of static damage is much more gradual and probably less prone to the
generation of problems in a computational environment.
4.7.3 Energy consumed based static damage for the bilinear
law
If an interface, modelled by the bilinear law, is stressed to some point A (see Figure
4.17) and then unloaded, an elastic unloading occurs with a reduced stiffness which
represents the secant slope from the point A to the origin as shown in Figure 4.17
[AC01].
If the same relative displacement is now increased again the spring will follow
the unloading path until it reaches point A. This means that some energy has been
consumed and this lost energy is represented by the triangle generated by the original
loading path and the unloading one. If damage is defined as a ratio of this area and
the area under the entire constitutive law (i.e. Gc) then the static damage is given
by
Ds = 0 0 ≤ δ ≤ δ0
Ds =
δ−δ0
δc−δ0 δ0 < δ < δc
Ds = 1 δ ≥ δc
(4.33)
Figure 4.17: Damage formulation based on energy consumed.
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Using this definition of Ds, Equation 4.22 can be rewritten as
σ = Kδ 0 ≤ δ ≤ δ0
σ = (1−Ds)σ0 δ0 < δ < δc
σ = 0 δ ≥ δc
(4.34)
From Equation 4.33 it can be seen that the growth of damage is a linear function
of the relative displacement being applied to the spring and this is shown graphically
in Figure 4.18.
Figure 4.18: Energy consumed based static damage growth using the bilinear con-
stitutive law.
4.7.4 Work done based static damage for the bilinear law
The work done per unit area to separate an interface by δ is the area under the σ−δ
curve up to that displacement. In Figure 4.19 the work done is shown in a darker
color and clearly further work must be done to completely fail the interface.
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Figure 4.19: Damage formulation based on work done.
The remaining work to be done per unit area (Gr) to fail the interface is given
by
Gr =
σ (δc − δ)
2
0 < δ < δc (4.35)
Damage, Ds, based on the work done per unit area can be defined as
Ds = 0 0 ≤ δ ≤ δ0
Ds =
(Gc− δ0σ02 )−Gr
Gc− δ0σ02
δ0 < δ < δc
Ds = 1 δ ≥ δc
(4.36)
Replacing σ from Equation 4.22 in Equation 4.35 and using the expression of Gc
from Equation 4.24, Equation 4.36 can be rewritten as
Ds = 0 0 ≤ δ ≤ δ0
Ds = 1−
(
δc−δ
δc−δ0
)2
δ0 < δ < δc
Ds = 1 δ ≥ δc
(4.37)
and the value of the stress for any spring using this damage definition can be
found with the following expression:
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σ = Kδ 0 ≤ δ ≤ δ0
σ = (1−Ds)σ0
(
δc−δ0
δc−δ
)
δ0 < δ < δc
σ = 0 δ ≥ δc
(4.38)
Figure 4.20 shows how the static damage grows as the relative displacement
is increased for this damage formulation. It can be seen that damage under the
current formulation grows slower than under the stiffness degradation based damage
formulation but faster than under the energy consumed based one.
Figure 4.20: Work done based static damage growth using the bilinear constitutive
law.
4.8 Comments
A new simple mathematical model has been proposed and developed. This mathe-
matical model allows the implementation of different interface constitutive laws and
damage formulations.
Two different interface constitutive laws have been presented and implemented
into the model: bilinear and polynomial.
Three different damage formulations have been presented: stiffness-degradation,
energy-consumed and work-done. The stiffness-degradation based damage formula-
101
tion has been coupled with the bilinear and polynomial interface constitutive laws,
while the energy-consumed and work-done based damage formulations have been
coupled only with the bilinear interface constitutive law.
The bilinear interface constitutive law coupled with the stiffness-degradation
based damage formulation has a very significant issue if the commonly adopted
parameter values are used: the rate at which damage grows. In Figure 4.15 it can
be seen that damage grows to a value of almost 1 with just a very small increment
in the value of the displacement. This may lead to problems while solving the model
in a computational environment due to rounding and/or precision errors.
The polynomial constitutive law coupled with the stiffness-degradation based
damage formulation does not show this behaviour. It also should be stressed that
there are no discontinuities in its formulation and this could be an attractive feature
for a computational environment. One possible drawback of this formulation is that
the maximum stress value is not reached until a third of the critical displacement
value has occured.
The bilinear interface constitutive law coupled with the energy-consumed based
damage formulation shows a linear behaviour for damage growth as a function of
the displacement. This is a very interesting feature that can be helpful when an
analysis is being performed. This formulation is a good candidate to be developed
more and used in an FE environment.
The bilinear interface constitutive law coupled with the work-done based dam-
age formulation shows a very similar damage growth behaviour to the one of the
polynomial constitutive law coupled with the stiffness-degradation based damage
formulation. The advantage it has over the polynomial one is that the maximum
stress value is reached when the elastic limit occurs. This formulation is also a good
candidate to be developed more and used in an FE environment.
102
Chapter 5
Investigation of a fatigue
degradation strategy using the
simple model
In Chapter 4 the simple mathematical model (cylinder model) and its quasi-static
behaviour were introduced. Two different interface constitutive laws as well as three
different damage formulations were presented. The next step is to integrate these
concepts into a strategy that can be used to model fatigue-driven delamination.
The starting point for this chapter is the implementation of the fatigue degra-
dation strategy for delamination proposed by Robinson et al.[RGT+05] using the
bilinear interface constitutive law and the stiffness degradation based damage def-
inition. This strategy is explained, implemented and analysed. Then the strategy
is extended and analysed for the polynomial constitutive law and the two other
damage definitions: energy-consumed and work-done based.
5.1 Introduction
5.1.1 Basic assumptions for the numerical simulation
In order to simplify the calculation process some assumptions were made. The first
one is related to the cyclic load which is assumed to be sinusoidal and oscillating
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between zero and a maximum value. Since it would be very demanding to simulate
the relative displacement history for each pair of nodes along the interface, for
constant amplitude loading the load numerically applied to the structure was taken
as constant and equal to the maximum value of the actual cyclic load as shown in
Figure 5.1.
Figure 5.1: Envelope of the assumed cyclic load for a large number of cycles.
Consequently, the relative displacement calculated at the interface will be the
envelope of its true cyclic variation with time as seen in Figure 5.2.
Figure 5.2: Actual cyclic displacement and its envelope curve.
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Sections 5.1.2 and 5.1.3 are taken from the work of Robinson et al. [RGT+05]
which should be consulted for a more complete understanding.
5.1.2 Static delamination
Since the displacement envelope is being used, the relative displacement is defined
as the value of the amplitude of the displacement at the current point in time. It
should be mentioned that the relative displacement is monotonically increased.
If a single interface element is analysed it can be seen that if the amplitude of
the displacement is kept constant only fatigue damage will occur. By using the dis-
placement envelope, see Figure 5.2, an increase in the amplitude of the displacement
occurs generating static damage which has to be added to the one originated by the
fatigue loading.
As the bilinear interface constitutive law is adopted, Equation 4.31 is differenti-
ated with respect to time in order to obtain the rate of damage
∂Ds
∂t
= D˙s =
δ0δc
δc−δ0
δ˙
δ2
δ0 < δ < δc (5.1)
When dealing with a cyclic load history, an evolution law in terms of the num-
ber of cycles is often considered, particularly if high-cycle fatigue is being studied
[RGT+05]. A cycle based formulation can be obtained from Equation 5.1 by inte-
grating over a certain number of loading cycles (∆N)
ˆ t(N+∆N)
t(N)
∂Ds
∂t
dt =
ˆ t(N+∆N)
t(N)
δ0δc
δc − δ0
δ˙
δ2
dt (5.2)
where t (N) is the time corresponding to the end of cycle N and t (N + ∆N) is
the time corresponding to the end of cycle (N + ∆N), which yields
Ds (N + ∆N)−Ds (N) = δ0δc
δc − δ0
(
1
δ (N)
− 1
δ (N + ∆N)
)
(5.3)
where δ (N) is the value of the amplitude of the displacement at N cycles and
δ (N + ∆N) is the value of the amplitude of the displacement at N + ∆N cycles.
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5.1.3 Fatigue delamination
In order to combine the relative displacement/stress relationship of the previous
chapter with a fatigue model, as it is done in Reference [RGT+05], the rate of
damage (D˙) is split into the sum of the static (D˙s) and fatigue (D˙f ) components:
D˙ = D˙s + D˙f (5.4)
A general law can be written for the delamination model as
D˙f =
∂Df
∂t
=

g
(
D, δ(t)
δa
)
δ˙(t)
δa
δ˙ ≥ 0 and f ≥ 0
0 δ˙ < 0 and f < 0
(5.5)
where g is a dimensionless function, δa is a displacement quantity introduced
for dimensional reasons and f is a damage loading function. In Equation 5.5 the
rate of damage is assumed to be a function of the damage itself and the relative
displacement. The equation also includes a linear dependence on δ˙ (t), as assumed
in Reference [PBdBG00].
In Reference [RGT+05] the dimensionless function g has been taken as a modi-
fied version of the exponential law for damage growth proposed by Peerlings et al.
[PBdBG00]
g
(
D,
δ (t)
δa
)
= CeλD
(
δ
δa
)β
(5.6)
where C, β and λ are parameters which can be evaluated from fatigue failure
tests. One of the advantages of Peerlings law is that it allows the damage to grow
with the number of cycles even if the initial damage at the interface is zero.
The derivative ∂Df/∂N for the fatigue phenomenon must be defined. Rearrang-
ing Equation 5.6
e−λD
∂Df
∂t
= C
(
δ
δa
)β
δ˙ (t)
δa
(5.7)
and integrating it over one cycle
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ˆ t(N+1)
t(N)
e−λD
∂Df
∂t
dt =
ˆ t(N+1)
t(N)
C
(
δ
δa
)β
δ˙ (t)
δa
dt (5.8)
ˆ D(N+1)
D(N)
e−λDdD =
C
δβ+1a
ˆ δ(N+1)
δ(N)
δβdδ (5.9)
In Equations 5.8 and 5.9 it is assumed that only the fatigue component of the
damage varies and therefore dDf = dD. If the increase of fatigue damage under a
certain number or cycles
(
∂Df
∂N
)
does not change rapidly with increasing cycles, as
usual for high cycle fatigue, then it can be written
Df (N + ∆N) ∼= Df (N) + ∂Df
∂N
∆N (5.10)
and therefore, for ∆N = 1
e−λDf (N+1) ∼= e−λDf (N)
(
1− λ∂Df
∂N
)
(5.11)
Bearing in mind that the fatigue law is valid only if the displacement rate is
larger than zero, the following equation for the rate of damage due to fatigue can
be derived
∂Df
∂N
=
C
1 + β
eλD
[(
δmax
δa
)1+β
−
(
δmin
δa
)1+β]
(5.12)
where δmax is the maximum value of the displacement component during the
cycle and δmin is the minimum one. In the present formulation the value of δc is
used for δa.
Equation 5.4 can be used to obtain the total damage rate growth for a certain
number of cycles. By taking the static component from Equation 5.1, the fatigue
one from Equation 5.12, assuming that δmin is zero and that δ is the maximum
relative displacement Equation 5.4 is rewritten as
∂D
∂N
=
δ0δc
δc − δ0
1
δ2
∂δ
∂N︸ ︷︷ ︸
static
+
C
1 + β
eλD
(
δ
δc
)1+β
︸ ︷︷ ︸
fatigue
(5.13)
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where the static component is only present for values of δ0 < δ and the fatigue
component is present in any case.
The increment of damage due to a certain number of loading cycles is given by
D (N + ∆N) = D (N) +
ˆ N+∆N
N
∂D
∂N
dN (5.14)
If the fatigue component of the rate of damage growth is defined as G (D, δ) then
Equation 5.14 can be rewritten as
D (N + ∆N) = D (N) +
ˆ N+∆N
N
 δ0δcδc − δ0 1δ2 ∂δ∂N︸ ︷︷ ︸
static
+ G (D, δ)︸ ︷︷ ︸
fatigue
 dN (5.15)
The integration of the static delamination term in Equation 5.15 was done in Equa-
tion 5.3. The integration of the fatigue delamination term can be done observing
that, for the continuity of D, there is a real number µ, with 0 ≤ µ ≤ 1, such that
ˆ N+∆N
N
G(D, δ)dN = G(Dµ, δµ)∆N (5.16)
where Dµ and δµ are given by
Dµ = (1− µ)D (N) + µD (N + ∆N) (5.17)
δµ = (1− µ) δ (N) + µδ (N + ∆N) (5.18)
In all the computations that have been done the value µ = 0.7 has been used
giving satisfactory results, but the problem of finding an optimal value of µ is not
trivial [RGT+05].
The law for the growth of damage is now written as follows
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D (N + ∆N) = D (N)+
δ0δc
δc − δ0
(
1
δ (N)
− 1
δ (N + ∆N)
)
︸ ︷︷ ︸
static delamination
+∆N
C
1 + β
eλDµ
(
δµ
δc
)1+β
︸ ︷︷ ︸
fatigue delamination
(5.19)
The damage variable appears on both sides of Equation 5.19 so the value of the
damage must be evaluated iteratively. Rewriting this equation as
H = D (N + ∆N)−D (N)− δ0δc
δc−δ0
(
1
δ(N)
− 1
δ(N+∆N)
)
−
∆N C
1+β
eλDµ
(
δµ
δc
)1+β
= 0
(5.20)
and defining the residual function as
H = H (D (N + ∆N) , δ (N + ∆N)) (5.21)
so that the new value of damage can be found by applying the standard Newton-
Raphson method [Cri91] to Equation 5.20 as shown in Appendix A. The fatigue
degradation strategy that has been presented above will be referred as Robinson’s
fatigue degradation strategy.
To see how fatigue damage affects the constitutive model of the interface ele-
ment a single interface element constrained at the bottom is subjected to an ini-
tial displacement δ1 at the top nodes so as to cause an initial static delamination
damage, as shown in Figure 5.3. If the displacement increases without fatigue the
stress-displacement locus will follow the straight line, typical of the bilinear static
constitutive law, up to the maximum relative displacement where complete debond-
ing occurs (path 1-2). If from point 1 a displacement oscillating between 0 and δ1
is applied, the fatigue only load path will follow the line 1-2’, typical of the fatigue
constitutive model. And finally, if the element is subjected to a fatigue loading,
where a gradually increasing relative displacement is the result of the computations,
the path followed would be 1-2” [RGT+05].
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Figure 5.3: Constitutive model for an interface element subjected to pure static
delamination (1-2), pure fatigue delamination (1-2’) or a mixture of both (1-2”)
(Adapted from Reference [RGT+05]).
5.2 Implementation of the fatigue degradation strat-
egy on the cylinder model
In Chapter 4 the static behaviour of a single spring and of the cylinder model are
explained. When the model has reached equilibrium the values for the following
parameters of the model are given:
 Rotation of the cylinder (θ)
 Location of the contact point (xc)
 Number of active springs (n)
 Total moment (Mt)
and for each of the active springs the following data is known:
 Location (x)
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 Angle (ω)
 Relative Displacement (δ)
 Distance to the contact point (d)
 Static damage (Ds)
 Stress (σ)
 Force (F )
 Moment (M)
The values for the spring data are stored in an array in order to have a way to track
the behaviour of the springs throughout all the stages of the modelling.
The fatigue loading will start from this point and it will be applied in increments
of cycles, ∆N . The sub index N refers to the previous load step while the sub index
N + ∆N refers to the current load step. For the initial static loading the number
of cycles is equal to zero, i.e. N = 0, and so in the first fatigue loading cycle the
number of cycles will be ∆N . The first value for the rotation in fatigue loading is
initially set to be the value at the end of the static loading (θ):
θN+∆N = θN = θ (5.22)
For subsequent angle increments the initial value of θ is set as the equilibrium
value obtained in the previous loading increment
θN+∆N = θN (5.23)
and by following a similar procedure to the one in section 4.2 the x-coordinate
of the contact point is given by
xc = θN+∆NR (5.24)
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the number of active springs is computed with Equation 4.2. Then the position,
angle, displacement and distance to the point of contact of each spring is computed
with Equations 4.3, 4.4, 4.5 and 4.6 respectively.
The next step is to calculate the damage for each spring by using Equation 5.20,
except for the case δi < δ0 when only the fatigue term is considered. Once the value
of the damage is known, Equation 4.30 is used to compute the value of the stress.
This value is now used to find the force and moment with Equations 4.8 and 4.9.
The total moment is found with Equation 4.10.
By applying the fatigue load the damage of the springs increases and if the model
rotation is not increased then the total moment of the system decreases. In order to
reach equilibrium as expressed in Equation 4.16, an increase in the rotation of the
cylinder (∆θ) is needed, so now it becomes
θN+∆N = θN + I∆θ (5.25)
where I is the iteration number, which in the first fatigue increment I = 1, and
∆θ is chosen as a small value for reasons that are explained in section 5.2.1. With
this new rotation value the new point of contact is found with Equation 5.24 and
the whole system is updated using Equations 4.2, 4.3, 4.4, 4.5, 4.6, 5.20, 4.30, 4.8,
4.9 and 4.10.
The value of the total moment is compared against the condition in Equation
4.16 and if this condition is not satisfied then for Mt < Ma the rotation of the
cylinder is increased again by making I = I + 1 and using Equation 5.25. This
is done iteratively until either the condition of Equation 4.16 is satisfied or until
Mt > Ma.
If Mt > Ma then the bisection method will be used and the upper and lower
limits are given by
θu = θN+∆N
θl = θN + (I − 1)∆θ
(5.26)
and the rotation value is updated with
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θN+∆N =
θu + θl
2
(5.27)
The bisection method was chosen because it is very easy to implement even
though it may not be the most efficient.
After all the values are updated with the new rotation a check against Equation
4.16 is performed. If Mt > Ma then the new upper limit for the bisection method is
given by
θu = θN+∆N (5.28)
and for Mt < Ma the new lower limit for the bisection is given by
θl = θN+∆N (5.29)
and for both cases the rotation is updated with Equation 5.27.
The procedure is repeated iteratively until the condition in Equation 4.16 is
satisfied and equilibrium under the desired value of Ma is reached.
Once equilibrium is satisfied the number of cycles is increased by one increment
N = N + ∆N (5.30)
and the procedure described above is repeated until the total number of cycles
required is reached.
In Figure 5.4 a flow diagram that shows how the model works under fatigue
loading is shown.
The values of C, λ, and β used in the calculations were taken from Reference
[RGT+05] and are shown in Table 5.1.
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Figure 5.4: Flow diagram of the model under fatigue loading.
C 2.0× 10−6
λ 0.5
β 2.0
Table 5.1: Fatigue delamination model parameters used for Robinson’s fatigue
degradation strategy.
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5.2.1 Investigation on the value of ∆θ required for equilib-
rium
An investigation was made to find the value of ∆θ required for maintaining a con-
stant applied moment during fatigue loading since there is no clear evidence that
the change of rotation has a unique solution. This means that if there is no solution
then the problem is ill-posed, if there is only one solution then the problem is well
posed and if there is more than one solution then it has to be assured that the right
solution is found.
A cylinder statically loaded in equilibrium with a given applied moment was
considered and from that point the effect of increasing the change of rotation (∆θ)
for different size of load steps (∆N) was explored. The value of the applied moment
was computed for an increasing rotation that went from 0 up to 0.02 radians for
a certain value of ∆N that remained constant. This procedure was repeated for
different values of ∆N that varied between 10 and 100,000 cycles. Results are
shown in Figure 5.5.
Figure 5.5: Influence of ∆N on the value of ∆θ required for equilibrium of the
cylinder model using Robinson’s fatigue degradation strategy.
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As it can be seen in Figure 5.5, for each of the three curves with the lower values
of ∆N there is only one value that satisfies the equilibrium condition. That value
is the intersection of the curves with the value of Mt
Ma
= 1.
A couple of interesting things can be observed in Figure 5.5. The first one is
that as the value of ∆θ is increased the applied moment approaches a limit value or
plateau and this happens faster for larger values of ∆N .
The second thing that can be observed is that for large values of ∆N the value of
the calculated moment does not reach the value of the applied moment. One of the
limitations of the model is that all of the active springs are exposed to the complete
value of ∆N when computing damage. The consequence of this limitation is that
for large values of ∆N the damage of the stressed springs in the model grows so
fast that the moment they generate, Mt, is not large enough to reach equilibrium.
So, if ∆N goes beyond a certain value the problem will become ill-posed and a
solution will not be found no matter how much the value of the change of rotation
is increased.
Also an investigation was made to explore the influence of using different values
for the distance between springs. The results are shown in Figure 5.6. In this case
the values used for ∆l were normalised with δc and ranged from 0.06 to 12.84.
Figure 5.6: Influence of ∆l on the value of ∆θ required for equilibrium of the cylinder
model using Robinson’s fatigue degradation strategy.
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As it is evident in Figure 5.6, if ∆l
δc
is large then the variation of Mt
Ma
with ∆θ is
such that there could be three possible solutions for the non-linear function
Mt = f (∆θ) (5.31)
Only the first solution is the correct one since that is where the model would be
expected to find equilibrium in the first place.
There are many different ways to approach this issue and it was done in the
simplest possible way. The solution consists in assigning small values to ∆θ when
the model is loaded under fatigue because, as it was explained in section 5.2, with
each iteration the total moment will increase in small steps until Mt > Ma for the
first time and a bisection routine kicks in; the increment should be small enough so
that it can be assured that the function does not return a value of Mt that is beyond
the first peak. If this peak is exceeded then the correct solution will not be found
under the current implementation.
The values of ∆θ that were used for the work done in this thesis were chosen by
analysing each case and doing some trials. It is acknowledged that a more robust
algorithm is required to overcome this issue.
5.2.2 Validation
The next part of the research was to validate the model by reproducing the results
obtained by Robinson et al. [RGT+05], since their fatigue degrading strategy was
used as a starting point.
It can be seen in Figure 5.7 the rate at which the cylinder rotates as the number
of cycles grows for a moment applied which is 20% of the critical one, with ∆N = 100
cycles, ∆l = 0.005 mm and other spring and model parameters as shown in Tables
4.2, 4.1 and 5.1. The first thing that can be observed is that there is an initial
distance that the cylinder has advanced, this corresponds to the static part of the
loading. The second thing that can be observed is that at the beginning of the
fatigue loading the cylinder displacement rate starts to grow slowly until it becomes
stable, which means that there is a transition zone from static to fatigue loading
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and then a steady state fatigue behaviour.
Figure 5.7: Key parameters of the cylinder displacement rate for Ma = 0.2Mc using
Robinson’s fatigue degradation strategy.
Since there are some oscillations in the results shown in Figure 5.7 (in this
case too small to be seen) the slopes of the lines were computed by using a linear
regression scheme on a large number of points along the steady state region. The
slope is the rate at which the crack growth propagates
(
da
dN
)
.
At this point two numbers that are required for future computations are intro-
duced: active length (la) and spring life (Na). The first number is defined as the
distance from the first to the last of the active springs which are stressed, i.e. σ > 0,
and it is the equivalent of the length of the cohesive zone in cohesive zone models.
The second number is defined as the number of cycles required to advance the cylin-
der the complete length of la and it is also the number of cycles required to break a
spring that was initially non-stressed.
The values of la and Na will vary depending on the value of the moment being
applied to the model. As Ma is increased, la grows because more springs are required
to cope with the increase in the moment. The opposite is true for Na because the
springs are damaged faster for larger values of Ma. These observations can be
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appreciated by comparing Figure 5.8 where the moment applied increased to 30%
of the critical one with Figure 5.7.
Figure 5.8: Key paramaters of the cylinder displacement rate for Ma = 0.3Mc using
Robinson’s fatigue degradation strategy.
It can be observed that the transition zone is reduced as the moment is increased.
This zone is not of interest for this study so all the calculations and values obtained
come from the steady state region.
The values of la and Na are obtained by running the model and taking a ‘snap-
shot’ of the cylinder model at a certain loading point. This is done in order to deal
with the undulations that are present in the solution. The value of la is computed
by measuring the distance from the current contact point to the location of the most
distant active spring that has not failed yet (xf ):
la = xc − xf (5.32)
To obtain the value of Na an arbitrary spring located in the region where the
model is in steady state is monitored from the time it is initially stressed to the time
it fails.
If the slopes for different values of the moment applied are plotted in a log-log
scale against the ratio of the applied moment vs. the critical moment, a Paris plot
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is obtained where the current results can be compared with the ones of Robinson et
al. [RGT+05] as shown in Figure 5.9.
Figure 5.9: Comparison of the results of Robinson et al. with the ones obtained
using the cylinder model .
It can be seen in Figure 5.9 that there are some small differences between the
values. This could be explained by the different models used: a DCB specimen
using mid-plane symmetry in an FE code in the case of the work of Robinson et al.
[RGT+05] and the cylinder model in this thesis.
Figure 5.10: Single spring behaviour under static and fatigue loading using the
cylinder model and Robinson’s fatigue degradation strategy.
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The behaviour of individual springs was also investigated. In order to do this a
spring that was located sufficiently far away from the transition zone was monitored
and the relative displacement and stress values along its loading history were plotted.
This was done for different values of the applied moment, measured as percentage
of the critical moment, and compared with the static loading behaviour as shown in
Figure 5.10.
If the area under the σ−δ curves from Figure 5.10 are computed it is found that
the energy per unit area consumed by every spring is equal to Gc
Ma
Mc
.
Figure 5.11: Damage growth under static and fatigue loading using the cylinder
model and Robinson’s fatigue degradation strategy.
In Figure 5.11 it can be appreciated the way damage grows using the fatigue
degrading strategy. It can be seen that the behaviour is practically the same as the
one under static loading for the same interface constitutive law.
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5.3 Investigation of the influence of parameters
from the constitutive law
5.3.1 Influence of δ0
A study was performed to find the influence of δ0 in the behaviour of the model.
The first thing that was done was to increase the value of δ0 from the original value
of 1×10−6 by an order of magnitude and rerun the model to obtain the value of da
dN
.
This was done three times, each time increasing the value of δ0 in the same way.
The results are shown in Figure 5.12.
Figure 5.12: Influence of δ0 on the value of
da
dN
for Ma = 0.2Mc using the cylinder
model with Robinson’s fatigue degradation strategy.
As it can be seen, δ0 has a very significant influence on the value of
da
dN
. If the
value of δ0 is increased by about an order of magnitude, the value of
da
dN
is reduced
drastically. This contrasts with the observation made in section 4.6.1, where at least
an increment of four orders of magnitude was required to see a significant change
in the behaviour of the model under static loading. The implication is that the
parameters C, λ and β are specific to a particular value of δ0 and if δ0 is changed
then C, λ and β will also need to be adjusted.
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It was also observed that the value of la remained unaffected by changing the
value of δ0 but it took longer for the cylinder model to reach the steady state.
Figure 5.13: Individual spring behaviour under fatigue loading with different values
of δ0 using the cylinder model with Robinson’s fatigue degradation strategy.
To examine this further the behaviour of an individual spring under fatigue
loading with different values of δ0 was analysed. The results for Ma = 0.2Mc are
shown in Figure 5.13 and from this plot it can be seen that in order to find significant
fatigue damage in the elastic zone, which is defined for δ ≤ δ0, the value of δ0 must
be increased considerably and if it is increased too much all of the damage will occur
within the elastic zone. This is a consequence of how the accumulation of damage
was defined in Equation 5.19 and the static contribution of damage is considered
only for δ > δ0. It can be seen in Figure 5.13 that as soon as the value of δ0 is
exceeded there is a sharper drop in the value of σ. Again, the energy consumed per
unit area by the springs is equal to Gc
Ma
Mc
.
5.3.2 Influence of σ0
Another study was done to examine the influence of σ0 on the behaviour of the model
under fatigue loading. The original value of σ0, 30 N/mm
2, was both increased and
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reduced by 5 and 10 N/mm2 while keeping the value of δ0 and Gc constant. The
model was run for these five different cases and the results are shown in Figure 5.14.
Figure 5.14: Influence of σ0 on the value of
da
dN
for Ma = 0.2Mc using the cylinder
model with Robinson’s fatigue degradation strategy.
It can be seen that there is some influence of σ0 on the value of
da
dN
, but not
as large as is the case of δ0. If the value of σ0 is reduced, then the value of
da
dN
is
increased. Again, it is evident that C, λ and β are specific to the chosen value of σ0.
σ0 [MPa] la [mm]
20 0.812
25 0.733
30 0.668
35 0.618
40 0.578
Table 5.2: Influence of σ0on the value of la for Ma = 0.2Mc using the cylinder model
with Robinson’s fatigue degradation strategy.
In this case it was observed that the value of la was affected by the choice of σ0.
It can be seen in Table 5.2 that if the value of σ0 was increased then the value of la
was reduced.
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Figure 5.15: Individual spring behaviour under fatigue loading with different values
of σ0 using the cylinder model with Robinson’s fatigue degradation strategy.
The behaviour of individual springs for changes in the original value of σ0 for
Ma = 0.2Mc can be seen in Figure 5.15. It can be appreciated that as σ0 is increased
the relative displacement at which the spring fails is smaller and if σ0 is reduced
then the value of δ at which the spring fails is larger. If the different areas under
the σ− δ curve are computed they all yield the same result, which is expected since
the values of Gc and Ma were kept constant.
5.4 Investigation of the influence of ∆l and ∆N
So far, the influence of parameters that are related with the interface constitutive
law, δ0 and σ0, have been analysed. The next step is to analyse the influence of ∆l
and this would be the equivalent of doing a mesh dependence analysis on an FE
model. In Figure 5.16 it can be seen how the cylinder displacement rate behaves
with different values of ∆l with a load of Ma = 0.4Mc.
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Figure 5.16: Influence of ∆l on the value of the cylinder displacement rate for
Ma = 0.4Mc using the cylinder model with Robinson’s fatigue degradation strategy.
Figure 5.17: Influence of ∆l on the value of da
dN
for Ma = 0.4Mc using the cylinder
model with Robinson’s fatigue degradation strategy.
It can be seen that for the smallest value of ∆l the cylinder displacement rate
seems to be a straight line in the steady state region. As the value of ∆l is increased
the straight lines become wavy. The wavelength of these lines is ∆l, so as this value
is increased, the severity of the waves grows too. It can also be appreciated that
these wavy lines have the same average slope with the exception of the one that
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corresponds to the largest value of ∆l which has a lower average value. This means
that there is some mesh dependency in the solution, but as long as the value of ∆l
is not too large the results should be correct, i.e. the results converge with reducing
∆l.
The influence of ∆l on the value of da
dN
is shown in Figure 5.17. It can be seen
that the value of da
dN
decreases as the value of ∆l is increased. This is more obvious
for the largest value of ∆l.
∆l [mm] la [mm]
0.05 3.15
0.10 3.10
0.20 3.00
0.30 2.70
Table 5.3: Influence of ∆l on the value of la for Ma = 0.4Mc using the cylinder
model with Robinson’s fatigue degradation strategy.
Table 5.3 shows how the chosen value of ∆l affects the length of the active zone,
la. It can be seen that if the value of ∆l is increased then la is reduced. This might
be due to the way the value of la is computed, see Equation 5.32.
In order to reduce the number of load steps, and thus the time required to
perform an FEA the size of ∆N becomes important. Results for different values of
∆N with Ma = 0.3Mc are shown in Figure 5.18.
Figure 5.18: Influence of ∆N on the value of the cylinder displacement rate for
Ma = 0.3Mc using the cylinder model with Robinson’s fatigue degradation strategy.
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It can be appreciated in Figure 5.18 that the different values of ∆N have pro-
duced results that vary in their slope. As the number of cycles per load step increases
the same happens with the value of the cylinder displacement rate. This means that
for larger values of ∆N failure of the springs occurs faster. It should also be men-
tioned that if the value of ∆N is increased too much there are convergence issues
(see Figure 5.5).
Figure 5.19: Influence of ∆N on the value of da
dN
for Ma = 0.3Mc using the cylinder
model with Robinson’s fatigue degradation strategy.
Figure 5.19 shows the influence of ∆N on the crack growth rate. It can be seen
that if the value of ∆N is increased then the value of da
dN
increases.
Since finding the optimum combination of ∆l and ∆N can help to reduce the time
required for an FE fatigue analysis to be completed, a map that plots the accuracy
of the results for different combinations of the values of these two parameters is
proposed in Reference [LAGR07]. In order to produce this map the first step is to
compute da
dN
for very small values of ∆l and ∆N (∆l = 0.005 mm., ∆N = 100 cycles)
and use this as the baseline ‘exact solution’. A large number of results were then
obtained for different values of ∆l and ∆N and compared with the ‘exact solution’.
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Figure 5.20 shows a plot of the error as a function of normalised values of ∆l and
∆N for Ma = 0.2Mc. The normalisation was done by dividing ∆l and ∆N by the
values la and Na from the exact solution respectively.
Figure 5.20: Influence of ∆l and ∆N on the value of da
dN
for Ma = 0.2Mc using the
cylinder model with the bilinear interface constitutive law and the stiffness-based
damage formulation for Robinson’s fatigue degradation strategy.
There are some interesting features that can be observed in Figure 5.20 and that
are highlighted in Figure 5.4. The first feature is the formation of vertical bands with
increasing ∆N
Na
at low values of ∆l
la
. These bands go from ‘good’ values of the slope
on the left to ‘bad’ ones on the right, in which the slope computed is significantly
greater than the ‘exact solution’ (see Figures 5.20 and 5.21).
The second feature that can be appreciated as ∆l
la
increases the vertical band-
ing is broken up by horizontal oscillations with an amplitude which increases with
increasing ∆l
la
. It can also be seen that the central part of the peaks of these oscil-
lations correspond to the results where there is an integer number of springs in the
active zone (la). For example, the large peak located at
∆l
la
= 0.25 corresponds to 4
active springs. Moving downwards it can be seen that the next peak coincides with
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∆l
la
= 0.20 which corresponds to 5 active springs and so on (see Figures 5.20 and
5.21).
Figure 5.21: Features of the colour plot showing the influence of ∆l and ∆N .
The third feature that can be observed is the pattern of some radial lines that
seem to come from the origin of the plot. These lines are made of ‘better’ results that
are embedded in zones with ‘worse’ ones. It should be highlighted that the slopes
of these lines seem to roughly correspond to integer values, e.g 1, 2, 3, etc. These
lines blur into the horizontal peaks mentioned in the previous paragraph leaving us
with zones of ‘good’ results being surrounded by ‘bad’ results (see Figures 5.20 and
5.21).
Further analysis was done for the second and third features described above: the
peaks formed by the horizontal oscillations and the radial lines. The first feature,
the vertical banding, was not analysed because the location and width of these bands
depend solely on the values used for selecting the ranges of error that are used for
the plot.
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5.4.1 Analysis of the peaks formed by the horizontal oscil-
lations
An analysis was performed in order to understand the formation of the horizontal
peaks that form on the left side of Figure 5.20. As it was mentioned before these
peaks appear for values of ∆l that provide an integer number of springs in the active
zone.
In Table 5.4 a summary of the values used for this analysis is presented. The
values of ∆l used for this study roughly translate into 3, 3.6, 4 and 5 springs, e.g.
the inverse of ∆l
la
= 0.333084 is equal to 3.002245. All of the runs were done for
Ma = 0.2Mc and with ∆N = 3000 cycles, which gives a value of
∆N
Na
= 0.002571.
This value was chosen in order to keep the results close to the left side of Figure
5.20.
∆l [mm] ∆N [cycles] la [mm] Na [cycles]
∆l
la
∆N
Na
3 springs 0.2225 3000 0.668 1166700 0.333084 0.002571
3.6 springs 0.1825 3000 0.668 1166700 0.273204 0.002571
4 springs 0.1675 3000 0.668 1166700 0.250749 0.002571
5 springs 0.1325 3000 0.668 1166700 0.198353 0.002571
Table 5.4: Points used for the peaks analysis for Ma = 0.2Mc using Robinson’s
fatigue degradation strategy.
5.4.1.1 Spring behaviour and cylinder displacement rate.
Once that the values were defined a run was made for each of them while monitoring
the behaviour of one of the springs in the steady state region. The results obtained
were then compared with the ‘exact’ solution.
In Figure 5.22 the spring behaviour with only 3 springs in the active zone is
shown. It can be seen that the results are clustered in 3 groups. This is a direct
consequence of the number of springs in the active zone. Because a relatively small
value of ∆N has been used there are many points in the plot. It can also be seen
that the last group of points has formed a slightly curved line that intersects the
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‘exact’ solution in two different places. Also note that the last displacement value is
larger than the ‘exact’ solution one and that there is one point in the elastic zone.
Figure 5.22: Spring behaviour with 3 springs in the active zone for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
Figure 5.23: Cylinder displacement rate with 3 springs in the active zone for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
It can be seen from the cylinder displacement rate comparison shown in Figure
5.23 that the one for 3 springs in the active zone grows at a slower pace than the
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exact solution. The characteristic steps due to the size of ∆l can also be appreciated.
The difference between the slope of this configuration and the ‘exact’ one is 8.78%.
Figure 5.24: Spring behaviour with 3.6 springs in the active zone for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
Figure 5.25: Cylinder displacement rate with 3.6 springs in the active zone for
Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
In Figure 5.24 it can be seen how a spring behaves when the active zone is com-
prised by 3.6 springs. Again it can be seen three main clusters of points, the curve
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formed by the last group of points and that the final displacement value reported is
larger than the ‘exact’ solution but smaller than the previous configuration. It can
also be appreciated that now a large number of points are in the elastic zone and
that the places where the curved line intersects the ‘exact’ solution are different.
It can be seen that in Figure 5.25 the cylinder displacement rate for both the
exact solution and this configuration seem to have a very good agreement. The
presence of the undulations along the 3.6 springs line and how the peaks of these
waves practically coincide with the ‘exact’ solution can be observed. The difference
between the two slopes is 0.52%.
Figure 5.26: Spring behaviour with 4 springs in the active zone for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
In Figure 5.26 the results for the 4 springs configuration are shown. There are
4 clusters which are not so easy to detect due to the large number of points in the
plot. Also it can be seen that there are 2 points in the elastic zone. The overall
shape is similar to the one that has been seen previously and the places where the
two solutions intersect are almost the same than in the previous configuration. It
can also be seen that the value of the final displacement is larger than the 3.6 springs
configuration but smaller than the 3 springs one.
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Figure 5.27: Cylinder displacement rate with 4 springs in the active zone for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
The cylinder displacement rate for the 4 springs configurations shown in Figure
5.27 seems to be a little different than the ‘exact’ solution. Again the presence of
waves in the solution can be seen but now they are smaller than in the previous
configurations due to the increment of ∆l. The difference between the two slopes is
2.46%.
Figure 5.28: Spring behaviour with 5 springs in the active zone for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
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In Figure 5.28 it can be appreciated that the clustering for the 5 springs config-
uration becomes a little harder to detect due to the presence of more points but it
is still present with 5 clusters. It can also be seen that 3 points are located in the
elastic zone and that the places where the solutions intersect are different from the
previous configurations. The value for the last displacement shown is lower than the
4 springs configuration but larger than the 3.6 springs one.
Figure 5.29: Cylinder displacement rate with 5 springs in the active zone for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
It can be seen in Figure 5.29 that the cylinder displacement rate for the 5 springs
configuration is quite similar to the exact solution, but tends to grow at a a slower
pace. It can also be appreciated that the number of undulations present has in-
creased significantly. The difference between the two rates is 1.02%.
5.4.1.2 Energy consumption.
The next step in the analysis was to take a look into the way the energy per unit area
was consumed by the springs in the different configurations previously discussed.
The energy was calculated as the area under the σ vs. δ curves using the trapezium
rule. The results are shown in Table 5.5 and the differences with respect to the
‘exact’ solution are all below 5%.
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∆l [mm] ∆N [cycles] G [N/mm]
3 springs 0.2225 3000 0.051851
3.6 springs 0.1825 3000 0.051792
4 springs 0.1675 3000 0.051989
5 springs 0.1325 3000 0.051975
Exact 0.0025 100 0.052000
Table 5.5: Energy consumed by the different configurations (peaks) for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
Figure 5.30: Energy consumed vs. number of cycles (peaks) for Ma = 0.2Mc using
Robinson’s fatigue degradation strategy.
In Figure 5.30 it can be seen how the energy is consumed per each ∆N increment
in the different configurations. The formation of peaks for each configuration can
be observed. It can also be appreciated that these peaks tend to grow and then the
last one is reduced, a very rough approximation of the behaviour exhibited by the
‘exact’ solution. As the number of springs in the active zone is increased the height
of the peaks goes down, with the exception of the 3.6 springs configuration which
shows the highest values. It can also be noted that for all the cases the number of
cycles required for a spring to fail is larger than in the ‘exact’ solution, with the
3.6 springs configuration being the closest and followed by the 5, 4 and 3 springs
configurations.
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Figure 5.31: Accumulated energy vs. number of cycles (peaks) for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
In Figure 5.31 the way the energy accumulated as it was being consumed is
shown. A smooth behaviour can be seen for the ‘exact’ solution but for the other
configurations the presence of undulations can be appreciated. The peaks of these
waves tend to be aligned with the exact solution. The 5 springs configuration is the
one that comes closest as expected. It can also be noticed that the number of cycles
required for a spring to fail for the 3.6 and 5 springs configurations are almost the
same.
5.4.2 Analysis of the radial lines
An analysis was performed to understand the appearance of the radial lines and
their meaning. In order to do so one point was chosen so that it was on one of the
radial lines and also provided ‘good’ slope result but at the same time it should be
surrounded by a ‘bad’ results zone. Once this point was chosen, four more points
were chosen: two points with the same value of ∆N
Na
as the base but one of them
with a smaller ∆l
la
value and the other one with a larger one, and two points with
the same value of ∆l
la
as the base but one of them with a decreasing ∆N
Na
value and
the other one with an increasing one, making sure that these four points gave ‘bad’
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results. The points chosen are summarised in Table 5.6.
∆l [mm] ∆N [cycles] la [mm] Na [cycles]
∆l
la
∆N
Na
Base 0.2225 95500 0.668 1166700 0.333084 0.081855
Reduced ∆N 0.2225 85500 0.668 1166700 0.333084 0.073284
Increased ∆N 0.2225 107500 0.668 1166700 0.333084 0.092140
Reduced ∆l 0.2000 95500 0.668 1166700 0.299401 0.081855
Increased ∆l 0.2525 95500 0.668 1166700 0.377994 0.081855
Table 5.6: Points used for radial line analysis for Ma = 0.2Mc using Robinson’s
fatigue degradation strategy.
5.4.2.1 Spring behaviour and cylinder displacement rate.
Once the points were chosen, another run with a loading of Ma = 0.2Mc was made
for each of them while monitoring the behaviour of one of the springs in the steady
state region. The results were compared with the ‘exact’ solution.
Figure 5.32: Spring behaviour for the base configuration in the steady state for
Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
In Figure 5.32 the behaviour of the spring in the base configuration is compared
with that of the ‘exact’ solution. It can be seen that there are only a dozen points for
the base configuration and that they are distributed in three zones. The reason for
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having few points is that the value of ∆N is large. The clustering can be explained
by the number of springs in the active zone. In this case only 3 springs are active
at a time.
Figure 5.33: Cylinder displacement rate for the base configuration for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
It can be appreciated that the points in the first cluster are close and that they
get further apart in the following ones. The first cluster would correspond to this
spring being the closest one to the crack tip, the second one to the spring being in
the middle of the active zone and the last one to the spring being at the end of the
active zone before its failure. It can also be appreciated that the first and second
clusters have points aligned with the exact solution while the last set of points do
not.
In Figure 5.33 it can be seen how the cylinder displacement rate for the base
configuration compares with the ‘exact’ solution. It can be appreciated that the
slope is practically the same, only a difference of 1.25% exists. The effect of the
large distance between springs is reflected on the shape of the line showing vertical
steps that correspond to that distance. Also it can be noticed that because of the
relatively large value of ∆N there are only a few points along the line.
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Figure 5.34: Spring behaviour for the reduced ∆N configuration in the steady state
for Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
Figure 5.35: Cylinder displacement rate for the reduced ∆N configuration for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
Figure 5.34 shows the behaviour for the reduced ∆N configuration. Here it can
be seen that a dozen points were obtained and that they are clustered in 3 sets as
in the previous case.
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The cylinder displacement rate for the reduced ∆N configuration is shown in
Figure 5.35. It can be noticed how different it is from the ‘exact’ solution. In this
case it can be seen that the cylinder is displaced at a faster rate compared with the
‘exact’ one. The difference between the slopes is 12.9%. Again the formation of
steps due to the large distance between springs can be appreciated.
Figure 5.36: Spring behaviour for the increased ∆N configuration in the steady
state for Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
Figure 5.37: Cylinder displacement rate for the increased ∆N configuration for
Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
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In Figure 5.36 the behaviour for the increased ∆N configuration can be seen. In
this case the number of points obtained was only 9. The reduced number of points
found can be explained by the increment of the number of cycles applied in the
fatigue formulation which would require a lower number of load steps in order to
make a spring fail. These points still form 3 clusters with increasingly separating
points.
Figure 5.37 shows the cylinder displacement rate for the increased ∆N configura-
tion. In this case it can be noticed that the number of points per step has decreased,
this is a consequence of what was explained in the previous paragraph. Also it can
be seen that the cylinder displacement rate is larger than the ‘exact’ solution. In
this case the difference between the slopes is larger than in the previous cases with
a difference of 19.98% from the ‘exact’ solution.
Figure 5.38: Spring behaviour for the reduced ∆l configuration in the steady state
for Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
In Figure 5.38 the spring behaviour for the reduced ∆l configuration is shown.
It can be observed that the number of points is 11. There are 3 points in the first
cluster and 4 in the second and third ones. It can also be noticed that the first point
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is found in the elastic region of the spring. Some more springs were monitored to
confirm this behaviour. The reason for it is that the values chosen for ∆l and ∆N
affect the distribution of the points.
Figure 5.39: Cylinder displacement rate for the reduced ∆l configuration for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
Figure 5.39 show how the cylinder displacement rate for the ‘exact’ solution and
reduced ∆l configuration compare. The line for this configuration has 3 points per
step, as in the previous one. As it can be seen in the figure, this case and the ‘exact’
solution diverge quite significantly. The difference between the slopes is of 22.57%,
the largest so far.
In Figure 5.40 the spring behaviour for the increased ∆l configuration can be
seen. Again, it can be observed that the number of points is 11 and that the first of
them is in the elastic zone, the only difference being the lower value for the current
case. As in the reduced ∆l configuration other springs were monitored to confirm
this behaviour.
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Figure 5.40: Spring behaviour for the increased ∆l configuration for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
Figure 5.41: Cylinder displacement rate for the increased ∆l configuration for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
The cylinder displacement rate for the increased ∆l configuration is shown in
Figure 5.41. It can be noticed that it is significantly different to the ‘exact’ solution
and that it grows at an accelerated rate when compared to it. The difference between
the two slopes is 14.94%. Again, the formation of steps is present but in this case
there are 4 points per step.
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5.4.2.2 Energy consumption.
The next step in the analysis was to take a look into the way the energy per unit
area was consumed by the springs under the different configurations. The energy
was computed as the area under the σ − δ curves previously shown. This was done
using the trapezoidal rule. Results are shown in Table 5.7.
∆l [mm] ∆N [cycles] G [N/mm]
Base 0.2225 95500 0.043358
Reduced ∆N 0.2225 85500 0.041314
Increased ∆N 0.2225 107500 0.040241
Reduced ∆l 0.2000 95500 0.041655
Increased ∆l 0.2525 95500 0.041855
Exact 0.0025 100 0.052000
Table 5.7: Energy consumed by the different configurations (radial lines) for Ma =
0.2Mc using Robinson’s fatigue degradation strategy.
As it can be seen in Table 5.7, all of the configurations differ significantly from
the ‘exact’ solution. The base configuration has the highest value for energy con-
sumption while the increased ∆N configuration has the lowest one. The reason for
this difference in the energy consumed is that there is an abrupt end where the last
point is located as it can be seen in the spring behaviour plots.
Figure 5.42: Energy consumed vs. number of cycles (radial lines) for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
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In Figure 5.42 it can be seen how the energy is consumed per each ∆N increment
in the different configurations. The exact solution shows a constant increase in the
energy consumed and then a fall after reaching a peak value. The other configura-
tions show a couple of very distinctive peaks which correspond to the points where
each of the two previous springs have failed. It can be seen that the number of
cycles where the ending points of the different configurations are located also vary
substantially.
Figure 5.43: Accumulated energy vs. number of cycles (radial lines) for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy.
Figure 5.43 shows the accumulated energy consumption for the different config-
urations. The exact solution increases smoothly while the other configurations still
show the peaks that correspond to the previous spring failure. It can be seen that
the peaks corresponding to the base configuration are closer to the ‘exact’ solution
than the rest. Also it can be appreciated that the number of cycles for the base
configuration and the exact solution are very similar.
As it was mentioned previously, the σ − δ curves for the different configurations
show an ‘early’ failure of the springs. Because a discrete scheme is being used and
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it may have some drawbacks it was thought that it may help to include one more
point in these graphs in order to get a better solution. The new point added is the
‘next’ one found in the solution and corresponds to the displacement of the spring
under a value of zero stress, which because of the way the solution is coded it is not
known if it corresponds to the exact location of the point of failure or not.
∆l [mm] ∆N [cycles] G [N/mm]
Base 0.2225 95500 0.052139
Reduced ∆N 0.2225 85500 0.052513
Increased ∆N 0.2225 107500 0.052748
Reduced ∆l 0.2000 95500 0.051745
Increased ∆l 0.2525 95500 0.054126
Exact 0.0025 100 0.052000
Table 5.8: Energy consumed by the different configurations with an added point
(radial lines) for Ma = 0.2Mc using Robinson’s fatigue degradation strategy.
From Table 5.8 it can be seen that including the ‘next’ point shows an increase
in the energy consumed for all the configurations that exceeds the ‘exact’ solution
with the reduced ∆l one being the exception.
5.4.3 Comments
It has been seen that the values of ∆l and ∆N do have an impact in the results
obtained with the bilinear interface constitutive law and the stiffness degradation
based damage formulation.
The horizontal peaks that are on the left side of Figure 5.20 have also been
analysed. It has been found that the number of springs in the active zone, a direct
result of the value of ∆l chosen, also has an influence in the results obtained. It
can be concluded that in order to have reasonable results there should be at least 5
springs in the active zone.
The radial lines that appear in Figure 5.20 show that a number of combinations
for ∆l and ∆N are able to provide the right value of da
dN
even though they are not
reliable. This should be taken into account when choosing the values for ∆l and
∆N in order to avoid them.
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5.5 Investigation of the fatigue degradation strat-
egy using a polynomial constitutive law
In Section 4.6 the different interface constitutive laws were introduced for static load-
ing and in Section 5.1.2 the bilinear interface coupled with the stiffness degradation
based damage formulation was developed into the static component of damage when
applying fatigue loading to the model. The same was done for the third-order poly-
nomial interface constitutive law, again using a stiffness-based damage formulation,
and the static component of damage is given by
DN+∆N −DN = 2
δc
(
δN+∆N − δN − δ
2
N+∆N
2δc
+
δ2N
2δc
)
(5.33)
In Appendix B.1 the derivation of Equation 5.33 is given. This Equation was
implemented into the code and then some runs for different values of Ma were per-
formed and compared with the original formulation (bilinear interface constitutive
law coupled with stiffness degradation based damage formulation). These results
can be seen in Figure 5.44.
Figure 5.44: Bilinear and polynomial interface laws using Robinson’s fatigue degra-
dation strategy, both using stiffness-based damage formulation. The polynomial law
using the same C, λ and β values selected for the bilinear one.
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In order to improve the results obtained by using the polynomial interface con-
stitutive law, the values of the parameters C and β were adjusted and the final or
‘tuned’ values are compared in Table 5.9 with the original ones. The value of λ was
not changed. The reason behind this comes from the preliminary numerical study
of the influence of the variation of the parameters C, λ and β done in Reference
[RGT+05].
This procedure to adjust the values of the parameters C and β was also done
for the other fatigue degradation strategies which are discussed later.
Figure 5.45: Bilinear and polynomial interface laws using Robinson’s fatigue degra-
dation strategy, both using stiffness-based damage formulation. The polynomial law
using the adjusted C and β values.
C β
Bilinear law, stiffness-based damage 2× 10−6 2.0
Polynomial law, stiffness-based damage 2.94× 10−1 5.5
Bilinear law, ‘energy consumed’ damage 6.35× 10−2 2.9
Bilinear law, ‘work done’ damage 2.78× 10−2 2.65
Table 5.9: Values of C and β for the different fatigue loading formulations using the
adjusted C and β values.
As it can be seen in Table 5.9, the adjusted values of both parameters for the
polynomial law with stiffness-based damage differ significantly to the ones of the
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original formulation (i.e. bilinear law with stiffness-based damage): the value of C
is larger by five orders of magnitude and the value of β is more than double. More
runs were done with these adjusted values and the results are shown in Figure 5.45
which now agree well with the bilinear ones.
In Figure 5.46 it can be seen how damage grows under fatigue loading with
the polynomial law. It can be noticed that it is very different from the original
formulation and that it is also different from the static loading using this same law
shown in Figure 4.16.
Figure 5.46: Damage growth with the polynomial law for Ma = 0.2Mc using Robin-
son’s fatigue degradation strategy and the adjusted C and β values.
The next step was to perform an analysis to find the influence of σ0 on the fatigue
behaviour using the polynomial law. The results are shown in Figure 5.47.
It can be seen in Figure 5.47 that the influence of σ0 on the fatigue behaviour of
the model while using the polynomial interface law is smaller than for the original
one. A study to analyse the influence of δ0 was not done because this is not a
parameter of the polynomial law.
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Figure 5.47: Influence of σ0 on the polynomial law for Ma = 0.2Mc using Robinson’s
fatigue degradation strategy and the adjusted C and β values.
Figure 5.48: Influence of ∆l and ∆N on the value of da
dN
for Ma = 0.2Mc using
the cylinder model with the polynomial interface constitutive law, with adjusted
C and β values, and the stiffness-based damage formulation for Robinson’s fatigue
degradation strategy.
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A study on the influence of ∆l and ∆N for the polynomial law was carried out
and the results are shown in Figure 5.48. The first feature to be noticed is that
the vertical bands related to the variations of ∆N
Na
are reduced in width with respect
to Figure 5.20 and this shows an increased sensitivity to variations in the values of
∆N .
The second feature that can be observed in Figure 5.48 is that there is also an
increased sensitivity to variations in the values of ∆l. This means that more springs
are required in the active zone in order to provide reliable results.
The presence of radial lines whose slope values correspond to integers is very
clear in Figure 5.48.
It also must be mentioned that the length of the active zone using this constitu-
tive law is significantly larger than the values obtained for the bilinear one, as can
be seen in Table 5.10.
la [mm]
Bilinear law, stiffness-based damage 0.6675
Polynomial law, stiffness-based damage 0.8750
Bilinear law, ‘energy-consumed’ damage 0.6625
Bilinear law, ‘work-done’ damage 0.6650
Table 5.10: Length of the active zone for the different fatigue loading formulations
using the adjusted C and β values.
5.6 Investigation of the fatigue degradation strat-
egy using the bilinear constitutive law with
alternative damage formulations
5.6.1 Energy-consumed damage formulation
As described in Section 5.5 the same derivation was done for the bilinear interface
constitutive law coupled with the energy-consumed damage formulation and the
static component under fatigue loading is given by
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DN+∆N −DN = δN+∆N
δc − δ0 −
δN
δc − δ0 (5.34)
The derivation of Equation 5.34 is given in Appendix B.2. Equation 5.34 was
implemented into the code and runs for different values of Ma were performed. In
Figure 5.49 the results and how they compare with the original formulation are
presented.
Figure 5.49: Bilinear interface law using Robinson’s fatigue degradation strategy
using two damage formulations: stiffness-based and energy-consumed. The energy-
consumed damage formulation using the same C, λ and β values selected for the
stiffness-based one.
As it can be seen in Figure 5.49 there is some variation with respect to the original
fatigue loading formulation and, as done previously, the values of the parameters C
and β were adjusted and they can be found in Table 5.9. The value of C is four
orders of magnitude bigger than the original formulation and the value of β is larger
almost by 50%. Using these adjusted values the energy-consumed formulation now
agrees well with the stiffness-based formulation as shown in Figure 5.50.
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Figure 5.50: Bilinear interface law using Robinson’s fatigue degradation strategy
using two damage formulations: stiffness-based and energy-consumed. The energy-
consumed damage formulation using the adjusted C and β values.
Figure 5.51 shows how damage grows under this fatigue loading formulation.
It can be noticed that the rate at which it grows is different than the previous
formulations and that also is different from the static one shown in Figure 4.18.
Figure 5.51: Damage growth with the energy-consumed damage definition for Ma =
0.2Mc using Robinson’s fatigue degradation strategy and the adjusted C and β
values.
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Figure 5.52: Influence of δ0 on the value of
da
dN
with the energy-consumed damage
definition for Ma = 0.2Mc using Robinson’s fatigue degradation strategy and the
adjusted C and β values.
An analysis to find the sensitivity of this formulation for different values of δ0
was performed and the results are shown in Figure 5.52. It can be seen that this
formulation is less sensitive to changes in the value of δ0 than the original one and
that the only appreciable change in the value of da
dN
is found when the value of δ0 is
larger by three orders of magnitude.
The behaviour of an individual spring under this fatigue loading formulation
with different values of δ0 was analysed. The results for Ma = 0.2Mc are shown in
Figure 5.53. As it is the case with the stiffness-based formulation, see Section 5.3.1,
it can be seen that in order to find significant fatigue damage in the elastic zone,
which is defined for δ ≤ δ0, the value of δ0 must be increased considerably and if
it is increased too much all of the damage will occur within the elastic zone. The
energy consumed per unit area by the springs is equal to Gc
Ma
Mc
.
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Figure 5.53: Individual spring behaviour with different values of δ0 with the energy-
consumed damage definition for Ma = 0.2Mc using Robinson’s fatigue degradation
strategy and the adjusted C and β values.
The sensitivity of the current fatigue loading formulation to σ0 was also analysed
and the results can be seen in Figure 5.54. It can be seen that this fatigue loading
formulation is less sensitive to changes in the value of σ0 than the stiffness-based
one. The trend exhibited is of reducing da
dN
for increasing values of σ0.
Figure 5.54: Influence of σ0 on the value of
da
dN
with the energy-consumed damage
definition for Ma = 0.2Mc using Robinson’s fatigue degradation strategy and the
adjusted C and β values.
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A study on the influence of ∆l and ∆N for the energy-consumed damage def-
inition in fatigue loading was done and the results can be seen in Figure 5.55. It
can be observed that the same features of Figure 5.20 are present. The first feature
that can be seen is that the vertical bands influenced by changes in values of ∆N
Na
are
somewhat compacted to the origin with respect to the stiffness-based formulation,
see Figure 5.20, and this means an increased sensitivity to the values of ∆N .
The second feature that can observed is the formation of the horizontal peaks
on the left side of the plot. In this case the length of these peaks seem to be shorter
than in the stiffness-based formulation. The meaning of this is a small reduction in
the influence of the number of springs in the active zone.
The third feature that is present is the set of radial lines with an integer slope
which is also observed in the two previous damage formulations.
Figure 5.55: Influence of ∆l and ∆N on the value of da
dN
for Ma = 0.2Mc using
the cylinder model with the bilinear interface constitutive law, with adjusted C
and β values, and the energy-consumed damage formulation for Robinson’s fatigue
degradation strategy.
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It should be mentioned that the length of the active zone for this damage for-
mulation is very similar to the stiffness-based formulation as can be seen in Table
5.10.
5.6.2 Work-done damage formulation
The derivation to obtain the static component of damage when applying fatigue
loading to the model for the bilinear interface constitutive law coupled with the
work-done damage formulation was also performed. The static component for this
formulation is given by
DN+∆N −DN =
(
2δN+∆Nδc
(δc − δ0)2
− δ
2
N+∆N
(δc − δ0)2
)
−
(
2δNδc
(δc − δ0)2
− δ
2
N
(δc − δ0)2
)
(5.35)
The derivation of Equation 5.35 is given in Appendix B.3. An implementation
of Equation 5.35 into the code was made and runs for different values of Ma were
done. Results for this formulation are compared with the stiffness-based one in
Figure 5.56.
Figure 5.56: Bilinear interface law using Robinson’s fatigue degradation strategy
using two damage formulations: stiffness-based and work-done. The work-done
damage formulation using the same C, λ and β values selected for the stiffness-
based one.
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Figure 5.57: Bilinear interface law using Robinson’s fatigue degradation strategy
using two damage formulations: stiffness-based and work-done. The work-done
damage formulation using the adjusted C and β values.
It can be seen in Figure 5.56 that there is a variation with respect to the stiffness-
based formulation similar to the one shown by the previous formulation in Figure
5.49. Again, the values of the parameters C and β were adjusted and the ‘tuned’
values are shown in Table 5.9. The value of C is four orders of magnitude bigger
than the original formulation and the value of β is larger by more than 30%. Figure
5.57 shows that using the adjusted values of C and β results in good agreement of
da
dN
vs. Ma
Mc
for the work-done and stiffness-based damage formulations.
Damage growth under this fatigue loading formulation is shown in Figure 5.58.
It can be seen that the rate at which damage grows in this formulation has a very
similar shape as the energy-consumed formulation but it grows at a faster rate. It
can also be seen that it is different from the static one shown in Figure 4.20.
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Figure 5.58: Damage growth with the work-done damage definition for Ma = 0.2Mc
using Robinson’s fatigue degradation strategy and the adjusted C and β values.
The sensitivity of this formulation for different values of δ0 was investigated and
the results can be seen in Figure 5.59. It can be seen that this formulation is less
sensitive to changes in the value of δ0, in a similar way than the energy-consumed
one, when compared to the stiffness-based formulation. Again, the only appreciable
change in the value of da
dN
is seen when δ0 is larger by three orders of magnitude with
respect to the initial value.
Figure 5.59: Influence of δ0 on the value of
da
dN
with the work-done damage definition
for Ma = 0.2Mc using Robinson’s fatigue degradation strategy and the adjusted C
and β values.
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Figure 5.60: Individual spring behaviour with different values of δ0 with the work-
done damage definition for Ma = 0.2Mc using Robinson’s fatigue degradation strat-
egy and the adjusted C and β values.
The behaviour of an individual spring under this fatigue loading formulation with
Ma = 0.2Mc and different values of δ0 is shown in Figure 5.60. It can be observed
that as the value of δ0 is reached the value of σ starts to go down and in two of the
cases shown (δ = δc
5
and δ = δc
4
) there is a significant drop in its value. This is not
observed in the δc
3
case because the spring fails before reaching δ0. As before the
energy consumed per unit area by the springs is equal to Gc
Ma
Mc
.
The sensitivity to σ0 when using the current fatigue loading formulation was
analysed and the results are shown in Figure 5.61. It can be observed that this
fatigue loading formulation is less sensitive to changes in the value of σ0 than the
original one. The trend that can be observed is that the value of da
dN
goes down as
σ0 is increased.
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Figure 5.61: Influence of σ0 on the value of
da
dN
with the energy-consumed damage
definition for Ma = 0.2Mc using Robinson’s fatigue degradation strategy and the
adjusted C and β values.
Figure 5.62: Influence of ∆l and ∆N on the value of da
dN
for Ma = 0.2Mc using the
cylinder model with the bilinear interface constitutive law, with adjusted C and β
values, and the work-done damage formulation for Robinson’s fatigue degradation
strategy.
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The influence of ∆l and ∆N for the energy-consumed damage definition in fa-
tigue loading was investigated and the results are shown in Figure 5.62. The same
features seen in Figure 5.20 can again be observed. The vertical bands influenced by
changes in values of ∆N
Na
are somewhat narrower than the stiffness-based formulation
but wider than the energy-consumed formulation. This means a relative increased
sensitivity to the values of ∆N with respect to the stiffness-based formulation but
a reduced sensitivity when compared with the energy-consumed formulation.
The second feature that can appreciated is the formation of the horizontal peaks
on the left side of the plot. In this case the length of this peaks seem to be shorter
than in the stiffness-based formulation and approximately the same length as the
energy-consumed formulation. The meaning of this is a small reduction in the influ-
ence of the number of springs in the active zone when compared with the stiffness-
based formulation.
The third feature that can be seen is the set of radial lines with an integer slope
which is also observed with the previous damage formulations.
Finally, it should be noted that the length of the active zone for this formulation
is very similar to the stiffness-based and energy-consumed formulations as it can be
seen in Table 5.10.
5.7 Comments
The fatigue degradation strategy proposed by Robinson et al.[RGT+05] using the
bilinear law coupled with stiffness-based damage formulation was implemented in
the cylinder model. The results show that the stiffness-based formulation is very
sensitive to variations in the value of δ0 used. A reduced sensitivity to changes in the
value of σ0 was also observed. It was demonstrated that the model is also sensitive
to different values of ∆N and ∆l.
The stiffness-based damage formulation was coupled with the polynomial inter-
face law and investigated. The values of the parameters C and β were adjusted.
The polynomial formulation showed a reduced sensitivity to variations in the value
of σ0. It was also appreciated that the polynomial formulation is significantly more
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sensitive to different values of ∆N and ∆l than the bilinear formulation.
An investigation was performed for the bilinear constitutive law coupled with
two other damage formulations: energy-consumed and work-done. For both cases
the values of the parameters C and β were adjusted.
The results obtained for the energy-consumed formulation show that it is less
sensitive to variations in the values of δ0 and σ0 than the stiffness-based one. The
energy-consumed formulation is also more sensitive to different values of ∆N than
the stiffness-based formulation and apparently equally sensitive to variations on the
value of ∆l.
The work-done formulation is also less sensitive to variations in the values of δ0
and σ0 than the stiffness-based formulation. It was also observed that the work-done
formulation is more sensitive to changes in the value of ∆N than the stiffness-based
formulation but less sensitive than the energy-consumed formulation. The work-
done formulation also showed a similar sensitivity to variations on the value of ∆l
as the stiffness-based formulation.
The energy-consumed and work-done formulations seem to be the best ones.
Both are less sensitive to variations in the values of δ0 and σ0 than the stiffness-
based formulation but a little more sensitive to changes in the value of ∆N . The
results that have been obtained for both formulations are promising and they are
good candidates for further investigation and implementation in an FE environment.
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Chapter 6
Investigation of the jump-cycle
fatigue degradation strategy using
the cylinder model
Turo´n et al. [TCCD07, TCCM07] have adapted a jump-cycle strategy, proposed by
van Paepegem et al. [VPDDB01, VPD02], to develop a damage model to simulate
delamination propagation under high-cycle fatigue loading. This formulation has
been implemented into the cylinder model proposed in Chapter 4 and the behaviour
of this fatigue degradation strategy has been investigated.
6.1 Derivation
The complete derivation of this formulation can be found in Reference [TCCD07],
here only a summary of it is presented.
By using the bilinear interface constitutive law coupled with the stiffness degra-
dation based damage definition, as it was done in Section 4.7.1, damage under static
loading is given by
D =
δc (δ − δ0)
δ (δc − δ0) (6.1)
which is one way of rewriting Equation 4.31. Another damage measure, D¯, is
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defined as the ratio between the damaged area (the size of the damaged length (lD)
in the case of the cylinder model) and the area of the element (∆l for the cylinder
model formulation) and it is related to D using the following relationship
D¯ =
lD
∆l
= 1− δ
δ0
(1−D) (6.2)
which yields the same result as Equation 4.33, which is the definition of static
damage for the energy consumed formulation presented in Section 4.7.3. It can be
inferred from Equation 6.2 that
lD ∝ δ − δ0
∆l ∝ δc − δ0
(6.3)
Solving Equation 6.1 for δ and substituting into Equation 6.2 it gives
lD
∆l
=
δ0D
δc (1−D) + δ0D (6.4)
The next step is to link fracture mechanics and damage mechanics, this is done
by relating the evolution of damage with the crack growth rate
dD
dN
=
dD
dlD
dlD
dN
(6.5)
where the second term on the right side is the growth rate of the damaged area
and is a material property which must be characterised experimentally for different
loading conditions [TCCD07]. The first term on the right side of Equation 6.7 can
be obtained by differentiating Equation 6.4:
dD
dlD
=
1
∆l
[δc (1−D) + δ0D]2
δcδ0
(6.6)
If the crack growth rate is assumed to be equal to the sum of the damaged length
growth rates of all the damaged springs in the active zone then it can be written as
da
dN
=
∑ dlD
dN
=
la
∆l
dlD
dN
(6.7)
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which can be rearranged as
dlD
dN
=
∆l
la
da
dN
(6.8)
If Equations 6.6 and 6.8 are introduced into Equation 6.5 then the evolution of
damage as a function of cycles is given by
dD
dN
=
1
la
[δc (1−D) + δ0D]2
δcδ0
da
dN
(6.9)
In order to find the value of da
dN
used in the fatigue model the Paris law is used
da
dN

C
(
∆G
Gc
)m
Gth < G
max < Gc
0 Gmax < Gth
(6.10)
where C, m and Gc are material constants that depend on the mode-ratio. The
maximum energy release rate (Gmax) and cyclic variation in the energy release rate
(∆G) used in the Paris law equation can be computed using the area under the σ−δ
curve
G =
ˆ δ
0
σ (δ) dδ (6.11)
∆G = Gmax −Gmin (6.12)
where Gmax is given by
Gmax =
σ0
2
[
δc − (δc − δ
max)2
δc − δ0
]
(6.13)
By defining the load ratio R as
R2 =
Gmin
Gmax
(6.14)
then Equation 6.12 can be rewritten as
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∆G =
σ0
2
[
δc − (δc − δ
max)2
δc − δ0
] (
1−R2) (6.15)
In the cylinder model case the value of Gmin is equal to zero so the value of the
load ratio is also zero and thus ∆G = Gmax.
The jump-cycle strategy is based on the one proposed in Reference [VPDDB01].
The damage variable DJN is computed at a spring J using the quasi-static consti-
tutive equations after a certain number of cycles N. The predicted evolution of the
damage is computed using Equation 6.9. The damage variable at the integration
point J after ∆N cycles is given by
DJN+∆N = D
J
N +
dDJN
dN
∆N (6.16)
To determine the size of the jump in number of cycles with a controlled level
of accuracy, the following relationship is used after finding the value of the rate of
damage growth for all of the active springs
∆N =
∆Dmax
max
J
{
dDJN
dN
} (6.17)
where ∆Dmax is a pre-established value. The smaller it is, the higher the accuracy
of the analysis.
It should be mentioned that in References [TCCD07] and [TCCM07] the cohesive
zone area (ACZ) is obtained by two different closed form equations. In the first
reference Rice’s closed form equation is used
ACZ = b
9pi
32
E3G
max
σ20
(6.18)
where b is the width of the delamination front and E3 is Young’s modulus in the
direction perpendicular to the crack plane.
In the second reference an equation proposed by Bazant is adopted
ACZ = b
n+ 1
pi
E22
Q
(
(1−B) +B
√
E11
E22
)
Gmax
σ20
(6.19)
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where n is a material parameter that defines the stress distributions ahead of
the crack tip, B is the mixed-mode ratio and Q is an elastic constant.
In the cylinder model implementation the actual active length was used as ex-
plained previously.
6.2 Implementation
In Section 5.2 the implementation for the fatigue loading strategy based on the work
of Robinson et al. [RGT+05] was presented. A similar approach is applied to the
cycle-jump strategy in the present section.
Once that the model is statically loaded and has reached equilibrium the model
parameters and spring data are obtained.
The next step is to read the values of δ and D for the active springs. For each
spring it is checked if both conditions δ > δ0 and D < 1 are satisfied, if so then the
value of Gmax is found by using Equation 6.13. Then Equation 6.10 is used to find
the value of da
dN
: the Paris law is used if Gth < G
max < Gc and if G
max < Gth then
da
dN
= 0. The value of la, computed using Equation 5.32, and the value of
da
dN
are
put into Equation 6.9 to find the value of dD
dN
.
After the values of dD
dN
have been computed for all of the active springs, the
maximum one is found and then used as input for Equation 6.17 in order to find the
number of cycles, ∆N , for the jump. This value of ∆N is used to update the damage
for every spring by using Equation 6.16 and the values for all the different variables
are found in the same manner as it Section 5.2. ∆N is added to the number of
cycles for the spring if 0 > D > 1, this means that if there is no damage then it is
considered that the spring has not been exposed to any fatigue loading. ∆N is also
added to the total number of cycles.
When this is done for all of the active springs the model is brought into equilib-
rium by applying static loading and using the bisection method as was done in the
previous implementations. This method effectively does the loading of the model
in two steps: first the fatigue loading is applied and then a static equilibrium run
is done. The complete process is repeated until the desired number of iterations is
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reached.
Figure 6.1 shows in detail how the jump-cycle strategy was implemented in the
code.
Figure 6.1: Flow diagram of the model under fatigue loading using the jump-cycle
strategy.
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6.3 Validation
A model with only one spring was first coded in order to validate the implementation
of the jump-cycle strategy formulation. This single spring model used the same
parameter values from Reference [TCCD07] which are shown in Table 6.1.
δ0 4.5× 10−5 mm
σ0 45 N/mm
2
Gc 2.68× 10−2 N/mm
∆l 2.5 mm
C 6.16× 10−2 mm/cycle
m 5.4
Table 6.1: Properties used in the one spring model [TCCD07].
Figure 6.2: Spring behaviour with displacement controlled fatigue loading in a single
spring model.
The load is applied in two steps: the first one is the static loading of a displace-
ment δ = 20δ0 which was applied in four equal increments and in the second one
instead of using Equation 6.17 to calculate ∆N , which for a single spring would re-
sult in a constant damage increment ∆Dmax, ∆N was determined using the following
equation proposed by the author of the formulation:
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∆N = 100.1×INC (6.20)
where INC is the number of the current iteration. The reason to adopt this
modified relationship was to have the possibility to see damage being developed
faster in order to appreciate it even with a small number of iterations being applied.
Figure 6.2 shows the behaviour of the spring when the displacement controlled
load is applied in the model with only one spring.
Figure 6.3: Evolution of σ with displacement controlled fatigue loading in a single
spring model.
Figure 6.3 shows the evolution of σ under the displacement controlled loading in
the model with only one spring.
If both Figures 6.2 and 6.3 are compared with the ones from Reference [TCCD07]
(See Figures 6.4 and 6.5) a good agreement can be seen and this is an indication
that the jump-cycle strategy has been implemented properly.
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Figure 6.4: Evolution of the interface stress in the constitutive equation for a dis-
placement jump controlled high-cycle fatigue test (Taken from [TCCD07]).
Figure 6.5: Evolution of the interface stress and the maximum interface strength
as a function of the number of cycles for a displacement jump controlled high-cycle
fatigue test (Taken from [TCCD07]).
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6.4 Analysis
Once that the implementation was validated the next step was to try to reproduce
the results of Reference [TCCM07]. The input data used are shown in Table 6.2
and are taken from the same reference.
δ0 3× 10−5 mm
σ0 30 N/mm
2
Gc 2.68× 10−2 N/mm
∆l 5× 10−2 mm
C 3.0× 10−3 mm/cycle
m 5.4
Gth 6.0× 10−3 N/mm
∆D 1.0× 10−3
Table 6.2: Values used in the jump-cycle strategy [TCCM07].
In Figure 6.6 it can be seen how the results obtained by Turo´n et al. compare
with the Paris law and with the implementation of the jump-cycles strategy in the
cylinder model. It can be observed how the results obtained by Turo´n et al. are
different from the ones given by the Paris law. It can also be appreciated that the
results obtained with the cylinder model implementation of the jump-cycle strategy
are even lower in value than the ones reported in Reference [TCCM07].
Figure 6.6: Comparison of results for the jump-cycle fatigue degradation strategy.
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Figure 6.7: Cylinder displacement rate at Ma = 0.3Mc for the jump-cycle fatigue
degradation strategy.
Figure 6.7 shows the cylinder displacement rate for Ma = 0.3Mc. This value of
Ma was chosen because it lies on the range of
Ma
Mc
values that behaves in the same
way as the Paris law, i.e. no visible effect of the threshold value. It can be seen that
there is now no transition zone as the cylinder advances from the static equilibrium
position under fatigue loading. The slope of the line produced by the different data
points is equal to 1.79 × 10−6 mm/cycle, while the result given by the Paris law,
using the same parameters, is equal to 4.5×10−6 mm/cycle, roughly 2.5 times larger.
In Figure 6.8 the behaviour of an individual spring is shown. It is compared with
the behaviour under static loading and also with the behaviour under Robinson’s
fatigue degrading strategy. In this plot it is very easy to identify the two steps of the
loading process: the fatigue one, characterised by the drop in the value of σ while
δ is kept constant, and the static loading used to find equilibrium, where the value
of σ increases as δ is increased following the linear-elastic response with a stiffness
(1−D) σ0
δ0
. If the energy consumed (area under the curve) is measured, it is found
to be almost equal to Gc
Ma
Mc
with only a small difference of 2%.
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Figure 6.8: Individual spring behaviour for the jump-cycle fatigue degradation strat-
egy.
Table 6.3 shows the difference in values of the length of the actual la and the
one computed using Rice’s equation which was adapted in Reference [TCCD07]. It
can be seen that for values of Ma
Mc
< 0.40 the actual length of la is larger than the
predicted one, while for the rest of the values it is smaller.
Ma
Mc
Actual [mm] Rice [mm]
0.25 0.75 0.67
0.30 0.90 0.80
0.40 1.00 1.07
0.50 1.15 1.34
0.60 1.25 1.61
0.70 1.35 1.87
0.80 1.50 2.14
0.90 1.65 2.41
Table 6.3: Length of the actual la vs. values computed using Rice’s equation in the
cylinder model with the jump-cycle fatigue degradation strategy.
Figure 6.9 shows the variation in the value of da
dN
when using Rice’s equation to
compute the length of the active zone instead of using the actual value. It can be
seen that if Rice’s equation is used then the computed values of da
dN
are smaller than
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the ones obtained by using the actual value of la when the ratio of
Ma
Mc
is larger than
0.55.
Figure 6.9: Actual la vs. value computed using Rice’s equation in the cylinder model
with the jump-cycle fatigue degradation strategy.
Figure 6.10: Influence of the value of la on
da
dN
for Ma = 0.3Mc using the jump-cycle
fatigue degradation strategy.
A study was done to find the influence of the value of la on the cylinder dis-
placement rate for Ma = 0.3Mc and the results are shown in Figure 6.10. It can be
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seen that for the current configuration the value of la that should be used in order
to obtain the same value of da
dN
that is predicted by the Paris law is of 0.4 times the
value of the actual active zone. This investigation should be extended for different
values of Ma
Mc
to see if the previous observation is still valid.
Figure 6.11: Influence of δ0 on the value of
da
dN
for Ma = 0.3Mc using the jump-cycle
fatigue degradation strategy.
Figure 6.11 shows the influence of δ0 on the cylinder displacement rate. It can
be seen that for the range of values investigated, if the value of δ0 is increased from
the baseline value in Table 6.2 there is only a small reduction in the value of da
dN
. If
δ0 is reduced the value of
da
dN
increases until around a value of 3× 10−6 mm then da
dN
rapidly decreases. These results indicate that this formulation is sensitive to high
values of the initial stiffness (more than Robinson’s formulation) and care will need
to be taken in selecting δ0 to avoid inaccuracies in the predicted crack growth rate.
Some research was done in order to find the sensitivity of the jump-cycle strategy
to different values of ∆l. The results can be seen in Figure 6.12, where it can be
observed that there is a some sensitivity to changes in ∆l. If the value of ∆l is
increased, then so does the value of da
dN
but as the value of ∆l grows the rate at
which da
dN
also grows is increased. It can be seen that there is much more sensitivity
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to increments in the value of ∆l than with the polynomial, energy-based and work-
done formulations.
Figure 6.12: Influence of ∆l on the value of da
dN
for Ma = 0.2Mc using the jump-cycle
fatigue degradation strategy.
Figure 6.13: Influence of ∆D on the value of da
dN
for Ma = 0.3Mc using the jump-
cycle fatigue degradation strategy.
Since there is no direct way of measuring the influence of ∆N on the cylinder
displacement rate due to the way the jump-cycle strategy is formulated, the influence
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of ∆D was analysed. Figure 6.13 shows that when using this configuration if the
value of ∆D is decreased there is practically no change in the value of da
dN
but if
the value of ∆D is increased beyond a certain value then a drastic reduction in the
computed value of da
dN
occurs.
Figure 6.14: Influence of ∆l and ∆N using the jump-cycle fatigue degradation
strategy. (Ma = 0.2Mc)
da
dN
2.64× 10−7 mm/cycle
la 0.719 mm
Na 2707622 cycles
Table 6.4: Values found for the ‘exact’ solution using the jump-cycle strategy.
(Ma = 0.2Mc)
An indirect way of measuring the influence of ∆N is to find out the average value
of the number of cycles for each jump for a certain value of ∆D and then vary its
value and find the corresponding average value of ∆N . This was done in order to
generate a colour plot for the error in da
dN
as a function of ∆l and ∆N , as has been
done in Chapter 5 for other formulations and the results are shown in Figure 6.14.
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The first feature that can be observed in Figure 6.14 is that the values found
for the percentage of error between the ‘exact’ solution are all in the positive range.
This means that all of the values of da
dN
that were measured were larger than the
‘exact’ one. The values of da
dN
, la and Na for the ‘exact solution are found in Table
6.4 and are different from the ones found in the previous formulations.
The second feature that can be noticed in Figure 6.14 is that the ranges are
now arranged diagonally and not vertically as in the previous formulations. This
formulation is more sensitive to ∆l
la
than the ones previously shown.
It can be seen in Figure 6.14 is that there are no results for the values of small
values of ∆N
Na
(smaller than 0.0035). The reason for this is that since ∆N was not
directly measured it was not possible to do runs with values of ∆D small enough
because of convergence issues. The smallest value used was ∆D = 1.4 × 10−5 and
the smallest value of ∆N found for this increase of damage was 9428 cycles while
the largest one was ∆D = 2.51× 10−4 with a value of ∆N = 196364 cycles.
The radial lines with an integer slope, obtained previously for other formulations,
that show ‘good’ results embedded in zones of ‘bad’ ones are present in Figure 6.14
but with one new characteristic. This is the presence of blank zones, or places
where there are apparently no results. The explanation for this phenomenon is the
following: when a run is done with a certain value of ∆l and ∆D the results yield a
certain average value of ∆N . Some combinations of the values of ∆l and ∆D yield
the same average value of ∆N than a previous combination with the same value of
∆l, this means that there are different results of da
dN
that have the same values of
∆l and ∆N . When these points are plotted they overlap and spaces are left blank
since there are no new values of da
dN
to report for some values of ∆l and ∆N .
6.5 Comments
The jump-cycle fatigue degradation strategy proposed by Turo´n et al. [TCCD07,
TCCM07] has been implemented in the cylinder model proposed earlier. The results
for one spring were satisfactory and an indication of the correct understanding of
the formulation.
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The results obtained for values of da
dN
are lower than those found in Reference
[TCCM07] which are also lower than the ones predicted by the Paris law. This means
that further investigation is required in order to understand the reasons behind this
behaviour.
This formulation has shown more sensitivity to the change in value of ∆l than
the previous ones. Also this strategy seems to be less sensitive to the values of ∆N ,
which is a value that can only be controlled indirectly by modifying the amount of
damage, ∆D, allowed per iteration.
The investigation that has been done so far for this formulation has also shown
that there is no transient zone when changing the applied load from static to fatigue.
Because solving this formulation does not require to use a non-linear method as
is the case of the ones presented in Chapter 5 the speed at which results can be
obtained is significantly faster.
Some issues that need to be solved with the jump-cycle fatigue degradation
strategy have been mentioned above and until they are not completely addressed
this formulation is not a likely candidate to be implemented into an FE environment.
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Chapter 7
Investigation of the form and use
of a surface in σ − δ −N space
7.1 Motivation
In the fatigue degradation strategies discussed in Chapters 5 and 6, constitutive
laws are used to obtain the value of σ for any given pair of values for δ and N. These
strategies require some parameters, whose correct values are not easy to find and
vary for different loads. Here a novel method that does not have these shortcomings
is presented. This is the first attempt at this method with some promising results.
An alternative method to find the value of σ is proposed. The new method is
based on observations made along this research and consists in generating a surface
in σ − δ −N space. This surface is used to predict the behaviour of the springs of
the cylinder model under fatigue loading.
7.2 Description of the surface in σ − δ −N space
The cylinder model is equipped with the bilinear interface constitutive law and
the stiffness-based damage formulation for Robinson’s fatigue degradation strategy.
The steady state behaviour for a constant value of the ratio Ma
Mc
of one spring of the
cylinder model is monitored, from the point in time where it first becomes stressed
to the point in time where it fails, and then plotted in the σ − δ − N space. This
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forms a 3-D curve that describes the behaviour of all the springs under the same Ma
Mc
in the steady state of the cylinder model. The 3-D curves for different values of Ma
Mc
are shown in Figures 7.1 and 7.2.
Figure 7.1: Single spring behaviour for different Ma
Mc
values using the cylinder model
with the bilinear constitutive law and Robinson’s fatigue degradation strategy, first
view.
If this is done for infinitesimally small changes in the value of Ma
Mc
it would ef-
fectively generate a surface which will contain all the possible combinations of σ, δ
and N that can be found under steady state fatigue.
Figure 7.2: Single spring behaviour for different Ma
Mc
values using the cylinder model
with the bilinear constitutive law and Robinson’s fatigue degradation strategy, al-
ternative views.
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Looking at the relationship between σ and δ for different values of Ma
Mc
using
Robinson’s formulation, shown in Figure 7.3, it can be seen that the shape of the
curves is similar to a parabola, and so it can be assumed that the δ−σ relationship
behaves as such.
Figure 7.3: Single spring σ − δ behaviour for different Ma
Mc
values using the cylinder
model with the bilinear constitutive law and Robinson’s fatigue degradation strategy.
Figure 7.4: Single spring δ−N behaviour for different Ma
Mc
values using the cylinder
model with the bilinear constitutive law and Robinson’s fatigue degradation strategy.
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If the σ − δ curves for different values of Ma
Mc
are projected into the δ −N plane
something similar to Figure 7.4 is seen. These curve projections can be assumed to
behave as a parabola.
A surface in the σ − δ − N space can be generated by assuming that the 3-D
curves projection into the σ − δ and δ − N planes behave in the parabolic fashion
described above and assigning values to them.
The new σ− δ−N surface associates a value of σ to every pair of values (δ, N)
and therefore can be used to predict the behaviour of a spring under any value of
Ma
Mc
.
7.3 Approximation of the σ − δ −N surface
In order to build the σ − δ − N surface previously described three values should
be found for each data point: σ, δ and N for a corresponding value of Ma. This
is done by establishing two relationships, the first one is related to the behaviour
of the springs under fatigue loading and is the one corresponding to σ and δ. The
second relationship that is established is between δ and N , which is related to the
life of the springs with regard to the relative displacement.
The relationship between σ and δ is divided into two portions: a linear elastic
part for values of δ ≤ δ0 in which no fatigue degradation is allowed to take place
and a fatigue part for values of δ > δ0 where fatigue degradation can occur.
The linear elastic part is given by Equations 4.20 and 4.21.
The fatigue part is to be represented by a surface in σ−δ−N space. The process
of generating this surface is based on observations made in Section 7.2 of the form
of the surface generated by σ − δ −N curves generated for different values of Ma
Mc
.
The first step is to consider the form of σ − δ curve for given Ma
Mc
. This is
approximated by a parabola:
y = a0 + a1x+ a2x
2 (7.1)
and in this case since it only applies for values of δ > δ0 the parabola is given by
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σ = a0 + a1 (δ − δ0) + a2 (δ − δ0)2 (7.2)
The first condition that is imposed to Equation 7.2 is that the maximum value
of the parabola is given by σ0 and since it is found at δ = δ0 then
a0 = σ0 (7.3)
The next condition that is imposed to Equation 7.2 is that the slope at the
parabola for the point of maximum value of σ must be equal to the slope (m) of
the softening zone for the static loading under the bilinear constitutive law which is
given by
m =
0− σ0
δc − δ0 (7.4)
so it becomes
a1 =
−σ0
δc − δ0 (7.5)
The last condition that is applied to Equation 7.2 is that the area under the curve,
which has two components: linear elastic and fatigue, must be equal to Gc
Ma
Mc
. The
area under the linear elastic part is given by
Ge =
δ0σ0
2
(7.6)
and the area under the fatigue part is found by integrating Equation 7.2
Gf =
ˆ δ∗
δ0
a0 + a1 (δi − δ0) + a2 (δi − δ0)2 dδ (7.7)
where δ∗ is defined as the relative displacement at which a spring fails under a
certain value of Ma
Mc
. If the two areas are added
G = Ge +Gf (7.8)
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and
G
Gc
=
Ma
Mc
(7.9)
The coefficient a2 is a function of the total area
a2 = f (G) (7.10)
Since the values of a2 and δ
∗ are not known they should be found iteratively so
that Equation 7.9 and the following relationship are satisfied:
σ = a0 + a1 (δ
∗ − δ0) + a2 (δ∗ − δ0)2 = 0 (7.11)
Figure 7.5: Comparison of the σ−δ curve obtained forMa = 0.2Mc using the cylinder
model with the bilinear constitutive law and Robinson’s fatigue degradation strategy
and the σ − δ curve generated for Ma = 0.2Mc with Equation 7.2.
Figure 7.5 shows how the σ−δ curve obtained using the cylinder model compares
with the one generated with Equation 7.2. It can be seen that the parabola is not
the best fit but it was adopted because of its simplicity.
Having established an equation for the σ − δ curve for a specific Ma
Mc
, the next
step is to propose a form for the projection of this curve on the δ −N plane.
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The values of la, the length of the cohesive zone, and Na, the number of cycles
required for a spring to fail, can be related to the crack growth rate, see Figures 5.7
and 5.8, using the following equation
da
dN
=
la
Na
(7.12)
The first term of Equation 7.12 can be obtained from a Paris plot of from exper-
imental results. The value of la can obtained from running the cylinder model using
Robinson’s fatigue degrading strategy and measuring the distance between the first
and last active springs that are stressed in the steady state region, or by using an
equation as proposed by Turo´n et al. [TCCD07, TCCM07].
Figure 7.6: Curve fit analysis for Ma = 0.2Mc using the cylinder model with the
bilinear constitutive law and Robinson’s fatigue degradation strategy.
A curve fitting analysis of data obtained from running the cylinder model with
the bilinear constitutive law and Robinson’s fatigue degradation strategy was per-
formed, see Figure 7.6. Based on this analysis it was decided to use the following
relationship in order to relate N to δ:
N = bδ0.5 (7.13)
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where the coefficient b can be obtained by placing the number of cycles required
for a spring to fail, which is determined from Equation 7.12 using the values of da
dN
and la, and the relative displacement at which the spring fails into Equation 7.13
Na = bδ
∗0.5 (7.14)
and rearranging it
b =
Na
δ∗0.5
(7.15)
so
N =
Na
δ∗0.5
δ0.5 (7.16)
Given a value of δ equations 7.2 and 7.16 can be used to assign the relevant
values of σ and N respectively.
Figure 7.7: 3-D curves, generated with Equations 7.2 and 7.16, used to build the
σ − δ −N surface.
By using Equations 7.2 and 7.16 it is possible to generate 3-D curves that can be
192
used to form the σ − δ −N surface shown in Figure 7.7. The curves are connected
with lines that have the same value of σ for illustrative purposes only.
In Figure 7.8 it can be seen how the 3-D curves of the springs from Figure 7.3
and the 3-D curves generated using Equation 7.2 and 7.16 compare. It can be seen
that they have a very similar shape.
Figure 7.8: Comparison of the 3-D curves obtained from the cylinder model (Figure
7.1) and the 3-D curves generated with Equations 7.2 and 7.16 (Figure 7.7).
It should be reminded that the generation of the σ − δ − N surface relies on
knowing beforehand the value of la, either by direct observation or by using an
equation to find it, and the value of da
dN
, which can be obtained from experimental
analysis. Also, the shape of this surface depends on the following parameters: δ0,
σ0 and Gc. There are no other parameters involved in the generation of the surface.
It can be seen that for constant values of Ma
Mc
the use of Equations 7.2 and 7.16
are enough to predict the behaviour of the springs under fatigue loading.
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7.4 Implementation of the σ−δ−N surface on the
cylinder model
7.4.1 Generation of a σ − δ −N surface mesh
In Section 7.3 a method was described for defining curves in the σ − δ − N space
for specific values of Ma
Mc
by defining their projections in two coordinate planes. To
use this information in the cylinder model a surface mesh consisting of quadrilateral
elements is generated. Every element is comprised by 4 nodes and every node has 3
different values assigned: δ, σ and N.
The interval δ0 to δ
∗, which is different for every value of the parameter Ma
Mc
, of a
3-D curve is divided in a fixed number of sub intervals, n, which generates a number
of nodes, n+1, along the curve. The values of σ and N for every node on a curve
with the same value of Ma
Mc
are obtained by using the current value of δ in Equations
7.2 and 7.13. Along each 3-D curve in the σ − δ − N space the same number of
nodes is chosen (n+ 1).
The number of 3-D curves is indicated by m+1. Each curve corresponds to a
value of the parameter Ma
Mc
which varies incrementally from δ0
δc
to 1. This variation
is not necessarily kept constant.
The number of nodes along a curve of constant Ma
Mc
, i.e. n, and the number of
3-D curves,i.e. m, depend on the accuracy required for the generation of the surface
mesh. Few points will provide a coarse mesh while a large number of points will
provide a fine mesh. The values of n+1 and m+1 used for the results presented in
this chapter were of 50 and 90 respectively.
The elements of the surface mesh are quadrangles defined by connecting 4 neigh-
bouring nodes in a systematic way.
If for n the sub index j, defined from 1 to n, is used to identify the points on the
3-D curves and if for m the sub index k, defined from 1 to m, is used to identify the
3-D curves, it is possible to define the nodes of every element.
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Figure 7.9: Element definition on the σ − δ −N surface mesh.
The nodes of an element are given by the following 4 coordinates on the surface
mesh: (nj,mk), (nj+1,mk), (nj+1,mk+1) and (nj,mk+1). See Figure 7.9.
The surface mesh is created by assigning to j the first value of n and to k the
first value of m to generate the first element. Then j is increased by 1 and the next
element is generated. This is repeated until j reaches its maximum value. When
this occurs j is reset to the first value of n and k is increased by 1. The procedure
is repeated until the surface mesh is completely generated.
For example, in the case of the first element (j = 1 and k = 1) its nodes are
given by (n1,m1), (n2,m1), (n2,m2) and (n1,m2). In the case of the second element
(j = 2 and k = 1) its nodes are given by (n2,m1), (n3,m1), (n3,m2) and (n2,m2).
The surface mesh obtained by this procedure does not generate regularly shaped
elements.
In Figure 7.10 a rough representation of the surface generated is shown. The two
boundaries of the surface, Ma
Mc
= δ0
δc
and Ma
Mc
= 1, are highlighted in green and blue
respectively. The first boundary, Ma
Mc
= δ0
δc
, represents the case where the springs
reach the value of δ0 and fatigue degradation is allowed to occur, while the second
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boundary, Ma
Mc
= 1, corresponds to the static behaviour of the springs.
Figure 7.10: Boundaries of the σ − δ −N surface mesh.
It is also possible to generate a surface which addresses the existence of a thresh-
old value for the critical energy release rate, Gth, by using the adequate values of
da
dN
and la in Equation 7.12.
7.4.2 Using the σ − δ −N surface mesh
The purpose of the surface is to determine the value of σ for a given pair of values,
δ and N, for values of δ > δ0.
To achieve this, the projection of the quadrangular elements into the δ−N plane
is considered. All the elements satisfying the following criteria are identified:
δmin
∣∣∣
element
≤ δ ≤ δmax
∣∣∣
element
Nmin
∣∣∣
element
≤ N ≤ Nmax
∣∣∣
element
(7.17)
where the minimum and maximum values of δ and N of every element are com-
pared with the current values of δ and N.
196
Once that the list of candidate elements is completed, one by one they are sub-
jected to an isoparametric transformation in order to confirm that the current values
of δ and N are contained within the element.
If the current values of δ and N are within the element then the current value
of σ is obtained by interpolation of the σ values corresponding to the four nodes of
the element.
The isoparametric transformation and the interpolation mentioned above are
required since the shape of the elements, due to the projection of the elements
into the δ − N plane, is not regular. The isoparametric transformation and the
interpolation to find the current value of σ are explained in Appendix C.
If after solving the isoparametric transformation for all the candidate elements
it is found that one of the elements contains the current values of δ and N then
another check is performed to see if the search has been accurate.
Figure 7.11: Area check to confirm if the point of interest is inside an element.
The check consists in comparing the area of the element with the sum of the
areas generated by the four triangles that can be drawn by taking two adjacent
nodes of the element and the point of interest as shown in Figure 7.11. If the sum of
the triangular areas is equal to that of the element then it confirms that the point
of interest lies inside the element.
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If the point of interest does not lie inside any of the candidates or if no candidates
were found it is assumed that the spring has failed and then the value of σ that is
reported is 0.
7.4.3 Coupling the σ− δ−N surface mesh with the cylinder
model
The cylinder model described in Chapter 4 was coupled with the surface mesh from
Section 7.4.1 in order to do some fatigue-driven delamination analysis.
The cylinder model works in a similar way as it is described in Section 5.2. The
main difference is the way in which the value of σ is found for a typical spring for
values of δ > δ0.
Previously, σ was obtained by computing the fatigue damage of a typical spring
based on the values of the relative displacement, δ, and the number of cycles applied
per loading step, ∆N , using Equation 5.19.
In this case the value of σ for a typical spring is obtained by using the surface
mesh as described in Section 7.4.2 which requires the current values of δ and N. The
value of N is tracked independently for each spring. The number of cycles per load
step, ∆N , is added to N when the δ > δ0.
In Figure 7.12 it can be seen how the surface approach was implemented within
the cylinder model.
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Figure 7.12: Flow diagram for the surface approach implementation.
7.5 Analysis of the σ − δ −N surface approach
Once that the method was implemented a test case was run with an applied moment
of 20% of the critical one. The results are shown in Figure 7.13.
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Figure 7.13: Cylinder displacement rate for Ma = 0.2Mc using the σ−δ−N surface
approach.
The first thing that can be seen in Figure 7.13 is that the cylinder displacement
rate is not constant, there are some big steps along the graph. It can also be seen
that the size of the steps decreases as the number of cycles is increased. It seems
that as the number of cycles is increased the line gets smoother. Another thing that
can be seen in Figure 7.13 is that the cylinder displacement rate after each jump is
increased. This kind of behaviour was not present in the formulations investigated
in Chapter 5, where it had a small transition zone and then the line became straight.
Figure 7.14: Cylinder displacement rate for Ma = 0.3Mc using the σ−δ−N surface
approach.
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If the applied moment is increased, as shown in Figure 7.14, these big steps can
still be seen but the line becomes smoother more rapidly than before thus effectively
reducing the number of cycles required to get to the steady state.
Figure 7.15: Behaviour of all the stressed springs for Ma = 0.2Mc from 20000 to
1020000 cycles using the σ − δ −N surface approach.
Figure 7.16: Behaviour of all the stressed springs for Ma = 0.2Mc from 1020000 to
1080000 cycles using the σ − δ −N surface approach.
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Figure 7.15 shows a series of ‘snapshots’ of how all the stressed springs of the
system behave as the number of cycles being applied are increased for Ma = 0.2Mc.
It can be appreciated that as the total number of cycles is increased the system
tends to reach the steady state configuration predicted by Equation 7.2.
Figure 7.16 shows the behaviour of the stressed springs when the first jump in
the cylinder displacement rate occurs. It can be observed that the system behaves
almost as predicted by Equation 7.2. The interesting part is that there are some
unexpected jumps that cannot be accounted for. This means that some springs are
behaving in a different way than they were supposed to.
Figure 7.17: Behaviour of all the stressed springs for Ma = 0.3Mc from 20000 to
160000 cycles using the σ − δ −N surface approach.
It can be seen in Figure 7.17 that when a larger moment is applied (Ma = 0.3Mc)
the system approaches the steady state behaviour predicted by Equation 7.2 more
rapidly.
Figure 7.18 shows the behaviour of the stressed springs when the first jump
occurs. It can be seen that the system is not following the curve predicted by
Equation 7.2. It should be noted that even though the curve is not the predicted
one, the energy consumed (area under the curve) remains constant.
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Figure 7.18: Behaviour of all the stressed springs for Ma = 0.3Mc from 160000 to
240000 cycles using the σ − δ −N surface approach.
Figure 7.19: Individual σ−δ behaviour of the first 90 stressed springs forMa = 0.2Mc
using the σ − δ −N surface approach.
Since the information extracted from the whole system behaviour does not offer
a complete explanation of what is going on, an analysis of the behaviour of the
individual springs was performed. In Figure 7.19 it can be seen how the first 90
springs behave compared with the curve predicted by Equation 7.2. It can be seen
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how they start with a previous load (static) as expected and then tend to align
themselves with the steady state behaviour.
Figure 7.20: Individual σ−δ behaviour of the first 90 stressed springs forMa = 0.2Mc
using the bilinear constitutive law and Robinson’s fatigue degradation strategy.
Figure 7.21: Individual σ−δ behaviour of stressed springs 100 to 300 for Ma = 0.2Mc
using the σ − δ −N surface approach.
If it is compared with the behaviour of the same 90 springs using the bilinear
constitutive law and Robinson’s fatigue degradation strategy it can be seen, as shown
204
in Figure 7.20, that the springs aligned with the steady state path faster. Also it can
be seen that the first data point for all the springs are different to the ones shown
in Figure 7.19. This is caused by the different ways in which both approaches work.
Looking further up the number of springs until the ones involved in the first
jump in the crack growth rate are found, it can be appreciated in Figure 7.21 that
they are now closer to the curve predicted by Equation 7.2.
Figure 7.22: Individual σ−δ behaviour of stressed springs 100 to 300 for Ma = 0.2Mc
using the bilinear constitutive law and Robinson’s fatigue degradation strategy.
Figure 7.23: Individual σ−δ behaviour of stressed springs 400 to 800 for Ma = 0.2Mc
using the σ − δ −N surface approach.
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Figure 7.22 shows that the same springs using the bilinear constitutive law and
Robinson’s fatigue degradation strategy are following the steady state behaviour.
Going beyond these springs and taking a look at the ones that are located be-
tween jumps, see Figure 7.23, it can be noticed that all of them practically behave
as the curve predicted by Equation 7.2.
Figure 7.24: Individual σ−δ behaviour of stressed springs 400 to 800 for Ma = 0.2Mc
using the bilinear constitutive law and Robinson’s fatigue degradation strategy.
Figure 7.25: Individual σ − N behaviour of the first 90 stressed springs for Ma =
0.2Mc using the σ − δ −N surface approach.
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In Figure 7.24 the behaviour of the same springs using the bilinear constitutive
law and Robinson’s fatigue degradation strategy is shown. It can be seen that all of
the springs are behaving as in the steady state.
The next part of the analysis consisted in looking at the behaviour of the springs
regarding the number of cycles applied. In Figure 7.25 the σ − N relationship for
the first 90 springs in the model. It can be noticed that they do not follow the
projection on the σ−N plane of the 3-curve generated with Equations 7.2 and 7.16
and in one case the number of cycles that one spring ‘lived’ was larger that Na.
Figure 7.26: Individual σ − N behaviour of the first 90 stressed springs for
Ma = 0.2Mc using the bilinear constitutive law and Robinson’s fatigue degrada-
tion strategy.
In Figure 7.26 the same springs but now using the bilinear constitutive law and
Robinson’s fatigue degradation strategy are shown and the first thing that can be
seen is that the shape of the curves is very different from the previous figure. It also
can be noticed that the number of cycles required to break the springs is considerably
smaller.
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Figure 7.27: Individual σ − N behaviour of stressed springs 100 to 300 for Ma =
0.2Mc using the σ − δ −N surface approach.
Looking further up the number of springs, as shown in Figure 7.27, it can be
seen that the behaviour of some of them becomes somewhat chaotic and more of
them ‘live’ longer than predicted. There is not a trend that can be followed and
some drastic changes in σ can be seen for some of the springs.
Figure 7.28: Individual σ − N behaviour of stressed springs 100 to 300 for Ma =
0.2Mc using the bilinear constitutive law and Robinson’s fatigue degradation strat-
egy.
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In the case of the same springs using the bilinear constitutive law and Robinson’s
fatigue degradation strategy, they tend to behave in a more uniform fashion as it
can be seen in Figure 7.28. This means that they are approaching, and in some
cases reaching, the steady state.
Figure 7.29: Individual σ − N behaviour of stressed springs 400 to 800 for Ma =
0.2Mc using the σ − δ −N surface approach.
Figure 7.30: Individual σ − N behaviour of stressed springs 400 to 800 for Ma =
0.2Mc using the bilinear constitutive law and Robinson’s fatigue degradation strat-
egy.
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Looking at the springs between the jumps, it can be seen that they tend to align
with the projection of the 3-D curve in the σ−N plane as shown in Figure 7.29 but
without completely doing so. It can also be observed that some of them are still
‘living’ beyond the expected number of cycles and that one of them is particularly
under performing in regards to σ.
In Figure 7.30, it can be seen that the same springs using the bilinear constitu-
tive law and Robinson’s fatigue degradation strategy have reached the steady state
configuration and they behave in a uniform way.
After looking at the behaviour of the individual springs, the next thing to do in
the analysis was to look at what happened to the system when the jumps in the
cylinder displacement rate happened.
Figure 7.31: Change in the rotation required to reach equilibrium when the first
spring is broken using the σ − δ −N surface approach.
In Figure 7.31 the paths followed by the system when trying to reach equilibrium
at different number of cycles are shown. N is the number of cycles when the jump
occurs, which happens to be the point at which the first spring breaks. It can be seen
that at N −∆N cycles, the system behaves as expected from previous observations.
It is when the first spring breaks that an abnormal behaviour is present. This
happens because not only one spring is broken but many and the system, in order to
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reach equilibrium, needs to activate more springs and thus the large change in the
rotation of the cylinder. For N + 2∆N there is still a large increase in the rotation,
meaning more springs are being added. For N + 3∆N the amount is reduced and
so on.
Figure 7.32: Influence of ∆l for Ma = 0.2Mc using the σ − δ −N surface approach.
Figure 7.33: Effect of omitting the static pre-load for Ma = 0.3Mc using the σ−δ−N
surface approach.
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The influence of ∆l on the behaviour of the system was also investigated. Some
runs were done with variations in the size of the elements in order to have a range of
fine and coarse meshes. The results, shown in Figure 7.32, show that large increases
in the size of the elements generate convergence issues.
Another possibility that was explored was the influence of loading the model
statically before applying the fatigue one. In Figure 7.33 the results of running the
system without the static pre-load can be seen. Apparently there are no differences
when the static load is applied.
7.6 Modification of the approach
Since the presence of jumps on the cylinder displacement rate are an artifact of the
surface approach as it was originally implemented some ways to modify it in order
to get rid of these jumps were looked into.
Figure 7.34: la modification surface approach results.
The first modification, referred as the la modification, is based on the comparison
of the values of the current length of the active zone with the theoretical one. If the
current value of la is smaller than the predicted value, the value of N for the springs
is compensated by increasing it proportionally to the difference of the lengths. With
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this new value of N and using the current value of δ a new value of σ is found for the
springs. The results can be seen in Figure 7.34 and it can be noticed that the large
jumps of the system have disappeared although not completely since some waves
are still present in the system.
The second modification that was investigated, referred as the δ modification,
requires finding a new value of N for the springs by performing a linear interpolation
using the current value of δ, δ∗ and Na. Once the new value of N is assigned then
the value of σ is updated for the springs. The results of using this modification are
shown in Figure 7.35. It can be observed that waves are still present.
Figure 7.35: δ modification surface approach results.
Another modification that was implemented, referred as the σ modification, con-
sists in finding the value of σ in the theoretical curve that corresponds to the current
value of δ and with these two values find a new value of N for the springs. Then
the values for the springs become the current value of δ, the updated value of σ and
the one found for N. The results can be seen in Figure 7.36. The large jumps seen
in Figure 7.13 have now become a series of waves that tend to smooth out as the
number of cycles in the system is increased. This modification seems to be inferior
in smoothing the jumps than the previous ones.
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Figure 7.36: σ modification surface approach results.
The fourth modification, referred as the K modification, consists in finding the
stiffness of the element after the load is applied and find out the values of δ and
σ that correspond to it in the theoretical curve. With the new value of σ and the
actual value of δ, the value of N is looked for and after that the value of σ is updated.
The results, see Figure 7.37, show some improvement compared with the previous
modifications but the presence of some waves has yet not been removed from the
behaviour of the system.
Figure 7.37: K modification surface approach results.
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The last modification, referred as the b modification, consist in artificially forc-
ing the system into the steady state as seen in Figure 7.38. This is achieved by
calculating the value of the coefficient b by using the value of Na that corresponds
to the current value of Ma, and inserting it in Equation 7.13 to find a corrected
value of N for the springs. With the current value of δ and the corrected value of
N the value of σ is looked for and applied to the springs.
Figure 7.38: b modification surface approach results.
The advantage of this method is that the system automatically falls into the
steady state and the jumps and waves that have been previously seen disappear. It
can be noticed is that there is no transition from the static to the fatigue loading
as it was in the original formulation. One issue is that there is a small jump in
the length of the active zone at the beginning of the fatigue loading as it can be
appreciated in Figure 7.38.
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Figure 7.39: Comparison of all different modifications using the σ − δ − N surface
approach.
In Figure 7.39 it can be seen how all the different modifications that have been
explained above behave with respect to the original formulation. It can be noticed
that only one modification, the one based on the updating of the b coefficient, has
been able to completely get rid of the jumps and waves.
7.7 Evaluation of the σ − δ − N surface approach
with the b modification
An analysis to see the influence of the variation in the values ∆l and ∆N while
using the modified b surface approach was performed and the results are shown in
Figure 7.40. The features, such as the bands, that were observed in the formulations
presented in Chapters 5 and 6, are not present with the exception of the radial lines
which are not as easy to distinguish as before.
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Figure 7.40: Influence of ∆l and ∆N for Ma = 0.2Mc using the σ − δ − N surface
approach with the b modification.
It can be seen in Figure 7.40 that this approach yields good results for a greater
range of values of ∆N
Na
and ∆l
la
than the ones found in the other formulations. The
values for good results with a positive error in the value of da
dN
tend to be on the left
side of Figure 7.40 while the good results with a negative error tend to be on the
opposite side. It can also be noticed that the better results do not separate from the
worse ones in very clear boundaries as it was the case of the previous formulations.
It can be observed that the bad results are concentrated on values of ∆l
la
> 0.25
and the meaning of this is that 5 or more springs are needed in the active zone in
order to obtain good results. An interesting feature that can be noticed is that there
are two or three very narrow horizontal bands, values of approximately ∆l
la
= 0.17,
∆l
la
= 0.20 and ∆l
la
= 0.24, that show very different results from the ones surrounding
them.
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Figure 7.41: Influence of incorporating Gth on the σ− δ−N surface approach with
the b modification.
The incorporation of a threshold value for the energy release rate was done by
using Equation 3.26 to generate a surface. The results of using this surface are shown
in Figure 7.41. It can be seen that the values of da
dN
obtained using the modified b
surface approach agree quite well with the predicted ones.
7.8 Comments
The δ − σ −N surface approach was developed by analysing the projections of the
3-D curves obtained using Robinson’s formulation into the σ − δ and δ −N planes
and fitting them into equations that describe parabolas. These equations were used
to generate a surface mesh which can be used to obtain the value of σ for any pair
of values (δ, N). This approach was implemented into the cylinder model and some
results were obtained.
The initial results were not satisfactory, there were jumps in the value of da
dN
,
and the approach was modified in order to obtain better results.
Five different modifications were investigated: la, δ, σ, K and b modification.
Some results were shown for the first four modifications to the δ − σ − N surface
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approach. Since the b modification yielded the best results it was further investi-
gated.
The b modification surface approach is able to generate good results for a greater
range of values of ∆N
Na
and ∆l
la
than the ones found using the formulations presented
in Chapters 5 and 6. The main drawback of this approach is that it takes the model
into the steady state in an artificial way. This causes a small jump in the length of
the active zone at the beginning of the fatigue loading.
The incorporation of a threshold value for the energy release rate was done
in order to generate a new surface and the values of da
dN
obtained with the newly
generated surface agree quite well with the theoretical ones.
It should be mentioned that for a simplified analysis, where the value of the ratio
Ma
Mc
would be known to be constant at all times, the use of the surface could be easily
replaced by Equations 7.2 and 7.16.
This is the first attempt at this method and as such it requires more work and
analysis in order to make a more complete study. The results found with the original
approach and the first four modifications are not completely satisfactory. The results
found with the b modification are promising but there are still some issues that need
to be addressed. This approach is not yet a good candidate to be implemented in
an FE environment but this could change after more work is done with it.
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Chapter 8
Conclusions
8.1 Achievements of the thesis
The original contributions of this thesis can be summarised as
 The conception and development of an original simple mathematical model
that can be used to investigate different interface constitutive laws and damage
formulations, both for static and fatigue delamination in mode I, described in
Chapters 4 and 5.
 The systematic comparison of different fatigue degradation strategies as shown
in the colour plots depicted in Figures 5.20, 5.48, 5.55, 5.62, 6.14 and 7.40.
See Chapters 5, 6 and 7.
 The conception and initial development of the σ − δ −N surface approach as
a novel fatigue degradation strategy, described in Chapter 7.
8.1.1 Simple mathematical model
An original simple mathematical model (cylinder model) was developed in order
to analyse and evaluate different interface constitutive laws using different damage
definitions as well as different fatigue degradation strategies that have been proposed
for the modelling of mode I fatigue-driven delamination in composite materials.
The advantages of the cylinder model are that it is fast to run, the results are
easy to understand since there are no interactions with complex issues and it is
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simple to code. All of these has allowed a systematic comparison between several
interface constitutive laws and damage definitions.
8.1.2 Comparison of different fatigue degradation strategies
Two different interface constitutive laws for interface elements have been imple-
mented into the model for static loading: bilinear and third-order polynomial.
Three different damage measures were coded into the bilinear interface constitu-
tive law based on stiffness degradation, energy-consumed and work-done.
The first fatigue degradation strategy implemented in the cylinder model was
based on the work of Robinson et al. [RGT+05], which adopted a modified ver-
sion of the Peerlings law [PBdBG00]. This strategy, referred as Robinson’s fatigue
degradation strategy, considered the bilinear interface constitutive law coupled with
the stiffness degradation based damage formulation. The results showed that this
formulation is very sensitive to variations in the value of δ0, the linear-elastic limit,
used. A reduced sensitivity to changes in the value of σ0, the maximum stress value,
was also observed. It was demonstrated that the model is also sensitive to different
values of ∆N , the number of cycles per load step, and ∆l, the distance between
springs, and that certain combinations of these parameters will yield better results
than others.
Another formulation was obtained by incorporating the third-order polynomial
interface constitutive law together with the stiffness degradation based damage for-
mulation. This formulation also showed a reduced sensitivity to variations in the
value of σ0. It was also observed that this formulation is significantly more sensitive
to different values of ∆N and ∆l.
A modification of Robinson’s formulation consisted in coupling the energy-consumed
damage formulation with the bilinear interface constitutive law. It was demonstrated
that this formulation is less sensitive to variations in the values of δ0 and σ0 than the
original one (i.e. bilinear constitutive law with stiffness-based damage formulation).
This formulation is also more sensitive to different values of ∆N than the original
one and almost equally sensitive to variations on the value of ∆l.
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The final modification of Robinson’s formulation was based on coupling the bilin-
ear interface constitutive law with the work-done damage formulation. This formu-
lation is also less sensitive to variations in the values of δ0 and σ0 than the original
one and very similar to the energy-consumed one. It was observed that this for-
mulation is more sensitive to changes in the value of ∆N than the original one but
less sensitive than the energy-consumed one. This formulation also showed a similar
sensitivity to variations on the value of ∆l as exhibited by the original formulation.
The energy-consumed and work-done formulations seem to be the best ones.
Both are less sensitive to variations in the values of δ0 and σ0 than the stiffness-
based formulation but a little more sensitive to changes in the value of ∆N . The
results that have been obtained for both formulations are promising and they are
good candidates for further investigation and implementation in an FE environment.
The second fatigue degrading strategy that was implemented in the cylinder
model is based on the work of Turo´n et al. [TCCD07, TCCM07], which adopted the
cycle-jump strategy proposed by van Paepegem et al. [VPDDB01]. This strategy
was first implemented with only one spring and some results were obtained that
validated the understanding of the formulation. Once this was done, it was expanded
to the cylinder model with many springs and more results were generated. These
results showed that lower values of da
dN
than the ones predicted by the Paris law,
used as input data, were obtained. It was also observed that this formulation is
more sensitive to variations in the values of ∆N and ∆l than all the other fatigue
degradation formulations.
Some issues need to be solved with the jump-cycle fatigue degradation strategy
and until they are not completely addressed this formulation is not a likely candidate
to be implemented into an FE environment.
8.1.3 The σ − δ −N surface approach
A new approach to perform fatigue driven delamination modelling in composite
materials has been derived and implemented into the simple mathematical model.
The initial results with this approach showed some oscillations in the values of
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the cylinder displacement rate that tended to disappear as the number of cycles
grew.
Five different modifications were performed to the surface approach in order to
get rid of the waves and even though some of these modifications reduced signifi-
cantly the presence of these undulations, only the last one, based on the b modifi-
cation, was able to completely make them disappear.
The results found with the original approach and the first four modifications are
not completely satisfactory. The results found with the b modification are promising
but there are still some issues that need to be addressed.
The sensitivity of the surface approach to variations on the values of ∆N and ∆l
was analysed. It was observed that this approach yields good results for a greater
range of values of ∆N and ∆l than the ones found in the previous formulations.
The incorporation of a threshold value for the energy release rate was done in or-
der to generate a new surface and the values of da
dN
obtained using the b modification
of the approach agree quite well with the expected ones.
This is the first attempt at this method and as such it requires more work and
analysis in order to make a more complete study. This approach is not yet a good
candidate to be implemented in an FE environment but this could change after more
work is done with it.
8.2 Further work
The simple mathematical model that was developed for this research is limited to
mode I delamination. Similar models could be developed in order to overcome this
limitation and investigate mode II and mixed-mode delamination due to fatigue
loading.
One of the assumptions of the model was that the relative displacement is mono-
tonically increased, so in the formulations there is no consideration for the unloading
of the springs. The formulations could be modified in order to account for unloading
and reloading of the springs.
Another of the restrictions imposed on the model was that the applied moment
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was kept constant. It would be interesting to find out how the model would cope
with both increasing and decreasing the applied moment. This would require to
carry out the modifications mentioned in the previous paragraph.
The inclusion of a threshold value for the critical energy release rate has not been
considered for the original formulation as well as the polynomial, energy-consumed
and work-done formulations. This is something that could be explored with just
minor modifications to the code.
The work that has been done with the δ − σ −N surface approach is basic and
there are many issues that could be explored. The first one would be to find some
way to deal with the transition between static and fatigue loading in a sensible
manner.
Another issue that could be addressed is to find a way to generate the surface
that does not require to know in advance the length of the active zone. This would
make the approach very attractive since only the material properties and the Paris
law would be required for it to work as opposed to the other formulations that
require some extra parameters.
The sensitivity of the method to the density of the surface mesh used for the
calculations needs to be analysed. This could be very important in order either
to improve the accuracy, by refining the mesh, or the speed of the calculations, by
making the mesh coarser.
Since the surface has been developed just to deal with mode I delamination it
should be investigated how this approach could be used with mode II and mixed-
mode. This may lead to a morphing surface that could adapt to the variations in
the ratio of the modes.
The surface approach needs also to be extended and evaluated for loading and
unloading, as well as changes in the value of the applied moment.
The code could also be optimised in different ways such as finding a better
algorithm to find the candidate elements when doing the interpolation or using
an alternative method to the bisection one used when the cylinder model is being
brought into equilibrium.
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Finally, promising degradation strategies identified using the simple mathemati-
cal model could be implemented into a commercial FE code where their performance
can be evaluated both in terms of accuracy and run times for practical fatigue-driven
delamination problems.
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Appendix A
Solution of the fatigue degradation
strategy using the
Newton-Raphson method
In order to solve Equation 5.19 to find the value of D (N + ∆N) the following
coefficients are defined
S =
δ0δc
δc − δ0
(
1
δ (N)
− 1
δ (N + ∆N)
)
(A.1)
A = ∆N
C
1 + β
(
δµ
δc
)1+β
(A.2)
Inserting them into Equation 5.19
D (N + ∆N) = D (N) + S + AeλDµ (A.3)
Replacing Dµ with Equation 5.17 into Equation A.3
D (N + ∆N) = D (N) + S + Aeλ((1−µ)D(N)+µD(N+∆N)) (A.4)
Rearranging it
D (N + ∆N) = D (N) + S + Aeλ(1−µ)D(N)eλµD(N+∆N) (A.5)
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Defining a new coefficient
B = Aeλ(1−µ)D(N) (A.6)
Equation A.5 can now be rewritten as
D (N + ∆N) = D (N) + S +BeλµD(N+∆N) (A.7)
and if x = D (N + ∆N) then Equation A.7 becomes
x = D (N) + S +Beλµx (A.8)
which can be redefined as
f (x) = x−D (N)− S −Beλµx = 0 (A.9)
and its derivative is given by
∂f (x)
∂x
= 1−Bλµeλµx (A.10)
So, if x0 = D (N) and Equation A.9 is evaluated for x = x0 it yields
f (x0) = x0 − x0 − S −Beλµx0 6= 0 (A.11)
then A.9 can be rewritten as
f (x) = f (x0) +
∂f (x)
∂x
∣∣∣
x0
∆x0 = 0 (A.12)
where ∆x0 is given by
∆x0 = − f (x0)
∂f(x)
∂x
∣∣∣
x0
(A.13)
Equation A.12 is solved and the next value of x, x1, is given by
x1 = x0 + ∆x0 (A.14)
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and it is solved iteratively until the following condition is satisfied
∣∣∣∣f (xn)− f (xn−1)x0
∣∣∣∣ < tol (A.15)
and finally
D (N + ∆N) = xn (A.16)
229
230
Appendix B
Derivation of the static component
of damage
B.1 Polynomial constitutive law in fatigue load-
ing
In order to find the static component of damage under fatigue loading for the third-
order polynomial law Equation 4.32 is rearranged as
D =
2δ
δc
− δ
2
δ2c
(B.1)
if it is differentiated with respect to time to find the rate of damage
∂D
∂t
=
(
2
δc
− 2δ
δ2c
)
∂δ
δt
(B.2)
which can be rearranged as
∂D
∂t
=
2
δc
(
1− δ
δc
)
∂δ
δt
(B.3)
and if it is integrated it over a certain number of loading cycles ∆N
ˆ t(N+∆N)
t(N)
∂D
∂t
dt =
ˆ t(N+∆N)
t(N)
2
δc
(
1− δ
δc
)
∂δ
δt
dt (B.4)
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which yields
D
∣∣∣t(N+∆N)
t(N)
=
2
δc
(
δ − δ
2
2δc
) ∣∣∣t(N+∆N)
t(N)
(B.5)
and evaluated becomes
DN+∆N −DN = 2
δc
(
δN+∆N − δN − δ
2
N+∆N
2δc
+
δ2N
2δc
)
(B.6)
If the fatigue component from Equation 5.19 is added then
D (N + ∆N) = D (N)+
2
δc
(
δN+∆N − δN − δ
2
N+∆N
2δc
+
δ2N
2δc
)
︸ ︷︷ ︸
static delamination
+∆N
C
1 + β
eλDµ
(
δµ
δc
)1+β
︸ ︷︷ ︸
fatigue delamination
(B.7)
which can be rewritten similarly to Equation 5.20 and use Equation 5.21 to find
the value of damage using the Newton-Raphson method.
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B.2 Energy-consumed damage formulation in fa-
tigue loading
In order to find the static component of damage under fatigue loading for the energy-
consumed based damage formulation Equation 4.33 is rearranged
D =
δ
δc − δ0 −
δ0
δc − δ0 (B.8)
and differentiated with respect to time
∂D
∂t
=
1
δc − δ0
∂δ
∂t
(B.9)
and integrated over a certain number of cycles ∆N
ˆ t(N+∆N)
t(N)
∂D
∂t
dt =
ˆ t(N+∆N)
t(N)
1
δc − δ0
∂δ
∂t
dt (B.10)
which yields
D
∣∣∣t(N+∆N)
t(N)
=
(
δ
δc − δ0
) ∣∣∣t(N+∆N)
t(N)
(B.11)
and evaluated becomes
DN+∆N −DN = δN+∆N
δc − δ0 −
δN
δc − δ0 (B.12)
Adding the fatigue component from Equation 5.19
D (N + ∆N) = D (N) +
δN+∆N
δc − δ0 −
δN
δc − δ0︸ ︷︷ ︸
static delamination
+ ∆N
C
1 + β
eλDµ
(
δµ
δc
)1+β
︸ ︷︷ ︸
fatigue delamination
(B.13)
and again the Newton-Raphson method is used to find the solution.
233
B.3 Work-done damage formulation in fatigue load-
ing
In order to find the static component of damage under fatigue loading for the work-
done based damage formulation Equation 4.37 is rearranged
D = 1− δ
2
c
(δc − δ0)2
+
2δδc
(δc − δ0)2
− δ
2
(δc − δ0)2
(B.14)
and differentiated with respect to time
∂D
∂t
=
(
2δc
(δc − δ0)2
− 2δ
(δc − δ0)2
)
∂δ
∂t
(B.15)
and integrated over a certain number of cycles ∆N
ˆ t(N+∆N)
t(N)
∂D
∂t
dt =
ˆ t(N+∆N)
t(N)
(
2δc
(δc − δ0)2
− 2δ
(δc − δ0)2
)
∂δ
∂t
dt (B.16)
which yields
D
∣∣∣t(N+∆N)
t(N)
=
(
2δδc
(δc − δ0)2
− δ
2
(δc − δ0)2
) ∣∣∣t(N+∆N)
t(N)
(B.17)
and evaluated becomes
DN+∆N −DN =
(
2δN+∆Nδc
(δc − δ0)2
− δ
2
N+∆N
(δc − δ0)2
)
−
(
2δNδc
(δc − δ0)2
− δ
2
N
(δc − δ0)2
)
(B.18)
Adding the fatigue component from Equation 5.19
D (N + ∆N) = D (N) +
(
2δN+∆Nδc
(δc − δ0)2
− δ
2
N+∆N
(δc − δ0)2
)
−
(
2δNδc
(δc − δ0)2
− δ
2
N
(δc − δ0)2
)
︸ ︷︷ ︸
static delamination
+
∆N
C
1 + β
eλDµ
(
δµ
δc
)1+β
︸ ︷︷ ︸
fatigue delamination
(B.19)
and again the Newton-Raphson method is used to find the solution.
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Appendix C
Isoparametric transformation
C.1 Derivation
The isoparametric transformation is a way to transform an irregular shape into
a regular one by remapping it using a new set of coordinates, being the original
ones in this case: δ and N. The reason to use this method is to find if a point
is inside or outside the element. If it is inside the element then it is possible to
obtain by interpolation the corresponding value of σ for that point and use it for
the computations in Section 7.
Figure C.1: Isoparametric element.
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Figure C.1 shows an isoparametric representation of a quadrangle. It can be
seen that the new set of coordinates is given by ξ and η. The shape functions for
the element are given by
N1 =
1
4
(1− ξ) (1− η) (C.1)
N2 =
1
4
(1 + ξ) (1− η) (C.2)
N3 =
1
4
(1 + ξ) (1 + η) (C.3)
N4 =
1
4
(1− ξ) (1 + η) (C.4)
The shape functions are used to relate the values at the nodes with an unknown
value by using the following equations for x and y
x =
∑
Nixi (C.5)
y =
∑
Niyi (C.6)
If Equation C.5 is expanded into all of its terms
x = N1x1 +N2x2 +N3x3 +N4x4 (C.7)
and by substituting Equation C.1 to C.4 in Equation C.7
x = 1
4
(1− ξ) (1− η)x1 + 14 (1 + ξ) (1− η)x2+
1
4
(1 + ξ) (1 + η)x3 +
1
4
(1− ξ) (1 + η)x4
(C.8)
and expanding it
4x = (1− ξ − η + ξη)x1 + (1 + ξ − η − ξη)x2+
(1 + ξ + η + ξη)x3 + (1− ξ + η − ξη)x4
(C.9)
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which can be rewritten as
4x = x1 − ξx1 − ηx1 + ξηx1 + x2 + ξx2 − ηx2 − ξηx2+
x3 + ξx3 + ηx3 + ξηx3 + x4 − ξx4 + ηx4 − ξηx4
(C.10)
by factorising and rearranging it
4x− x1 − x2 − x3 − x4 = (−x1 + x2 + x3 − x4) ξ + (−x1 − x2 + x3 + x4) η+
(x1 − x2 + x3 − x4) ξη
(C.11)
The following coefficients are defined
A1 = −x1 + x2 + x3 − x4
B1 = −x1 − x2 + x3 + x4
C1 = x1 − x2 + x3 − x4
D1 = x1 + x2 + x3 + x4 − 4x
(C.12)
and by substituting them in Equation C.11
A1ξ +B1η + C1ξη +D1 = 0 (C.13)
If the same procedure is followed for Equation C.6 and the following coefficients
are defined
A2 = −y1 + y2 + y3 − y4
B2 = −y1 − y2 + y3 + y4
C2 = y1 − y2 + y3 − y4
D2 = y1 + y2 + y3 + y4 − 4y
(C.14)
it will yield
A2ξ +B2η + C2ξη +D2 = 0 (C.15)
It is now a system of two Equations (C.13 and C.15) with two unknowns (ξ and
η) which is non-linear. This system can be solved by using an iterative method such
237
as the Newton-Raphson described in Appendix C.2.
Once that the solution has been found there is the need to check that the values
of ξ and η are between -1 and 1. If that is the case, then the correct element has been
found and now the corresponding value of σ can be obtained by replacing the values
of ξ and η in Equations C.1 to C.4 and substitute them in the following relationship
σi = N1σ1 +N2σ2 +N3σ3 +N4σ4 (C.16)
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C.2 Solution of the isoparametric transformation
using the Newton-Raphson method
In order to solve Equations C.13 and C.15 they are redefined as
f (ξ, η) = A1ξ +B1η + C1ξη +D1 (C.17)
g (ξ, η) = A2ξ +B2η + C2ξη +D2 (C.18)
The next step is to derive Equation C.17 with respect to ξ
fξ =
∂f
∂ξ
= A1 + C1η (C.19)
and with respect to η
fη =
∂f
∂η
= B1 + C1ξ (C.20)
then the same is done with Equation C.18
gξ =
∂g
∂ξ
= A2 + C2η (C.21)
gη =
∂g
∂η
= B2 + C2ξ (C.22)
A Taylor expansion is performed on Equations C.17 and C.18 and define α and
β as the values that satisfy both equations
f (α, β) = f (ξi, ηi) + (α− ξi) fξ (ξi, ηi) + (β − ηi) fη (ξi, ηi) + ... (C.23)
g (α, β) = g (ξi, ηi) + (α− ξi) gξ (ξi, ηi) + (β − ηi) gη (ξi, ηi) + ... (C.24)
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The changes in ξ and η are defined as
∆ξi = α− ξi (C.25)
∆ηi = β − ηi (C.26)
and substitute them in Equations C.23 and C.24 which can be rearranged as
fξ (ξi, ηi) ∆ξi + fη (ξi, ηi) ∆ηi ≈ −f (ξi, ηi) (C.27)
gξ (ξi, ηi) ∆ξi + gη (ξi, ηi) ∆ηi ≈ −g (ξi, ηi) (C.28)
Equations C.27 and C.28 are solved for ∆ξi and ∆ηi and update the values
ξi+1 = ξi + ∆ξi (C.29)
ηi+1 = ηi + ∆ηi (C.30)
and repeat the process until the following condition is satisfied
√
(∆ξ)2 + (∆η)2 < tol (C.31)
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