The NASA Emergency Locator Transmitter Survivability and Reliability (ELT-SAR) project was initiated in 2013 to assess the crash performance standards for the next generation of emergency locator transmitter (ELT) systems. Three Cessna 172 aircraft were acquired to perform crash testing at NASA Langley Research Center's Landing and Impact Research Facility. Full-scale crash tests were conducted in the summer of 2015 and each test article was subjected to severe, but survivable, impact conditions including a flare-to-stall during emergency landing, and two controlled-flight-intoterrain scenarios. Full-scale finite element analyses were performed using a commercial explicit solver, ABAQUS. The first test simulated impacting a concrete surface represented analytically by a rigid plane. Tests 2 and 3 simulated impacting a dirt surface represented analytically by an Eulerian grid of brick elements using a Mohr-Coulomb material model. The objective of this paper is to summarize the test and analysis results for the three fullscale crash tests. Simulation models of the airframe which correlate well with the tests are needed for future studies of alternate ELT mounting configurations.
used to predict the airframe and ELT responses at various aircraft impact conditions. The analyses will lead to updated installation standards for the entire ELT system (beacon, antenna and interconnecting cabling). 13 and 14) . LandIR is a unique facility that is well suited for performing the general aviation aircraft crash tests planned by the ELT-SAR project.
The Cessna 172 Skyhawk is a four-seat, single engine, high-wing airplane, manufactured by the Cessna Aircraft Company. More Cessna 172s (over 43,000 airframes) have been built than any other aircraft and the first production models were delivered in 1956. These aircraft were selected for this series of crash tests for their availability and because ELT performance does not vary significantly from one general aviation aircraft to another. It is also noted that NASA had previously conducted a series of crash tests using C-172 aircraft in the 1970s (Ref. 15 and 8), and these tests helped to guide the development of the lifting hardware used in the current tests.
B. Test Description
The three Cessna high-wing, four seat, GA airplanes used for this test series are shown in 
Figure 2. ELTSAR crash test articles.
Each aircraft was outfitted with similar instrumentation, cameras, and onboard experiments.
Multiple ELTs were mounted into the cabin or tail section of each aircraft for the evaluation of their performance. The rear seats and luggage area equipment were removed from each airplane, and an onboard data acquisition system (DAS) was installed in their place. The DAS recorded accelerations throughout the fuselage at a sampling rate of 10 kHz. A frame assembly was constructed on the top of the wing for rigging the airframe to the LandIR facility. Further information about the instrumentation and rigging hardware for the tests is presented in Ref. 3. All tests were conducted within the approximate stall speed of the aircraft. Test 1 was designed to simulate a flare-to-stall onto a rigid surface (concrete). This case provided a way to isolate the airframe response for model calibration. Tests 2 and 3 were designed to simulate controlled-flight-into-terrain conditions, where the terrain response must also be accounted for in the models. Test 2 featured the airplane impacting with a nose down condition, while Test 3 featured the airplane impact with a nose up and tail strike condition. Tests 2 and 3 impacted a dirt surface consisting of a clay-sand mixture, and is known as Gantry Unwashed Sand (GUS) (Ref. 16 ). This soil was recently used as the impact surface for the TRACT full-scale tests (Ref. Table 1 , the as-measured impact conditions are presented. In Table 1 , the horizontal and vertical directions are defined as normal and parallel to the ground, respectively. 
C. Purpose and Contents
The purpose of this paper is to correlate explicit dynamic FE simulation models with data from the experimental tests. Correlation of the models includes comparison of airframe weight, center of gravity, kinematic response, delta velocity, and accelerometer data between the simulation model and the experimental tests. Simulation models that represent the kinematic response of the airframe well can then be used to evaluate alternative ELT mounting configurations.
This paper is organized as follows. Section II provides a description of the computer models used to simulate the impact tests. In Section III, test results are compared to results from the computer simulations. A summary of the analysis techniques used in the paper and the conclusions of the study are presented in Section IV.
II. Model Geometry and Loads
In this section, the computer models used to simulate the impact tests are described. The derivation of the geometry for the models is described first. Next, material properties for the model are discussed. In the third part of this section, the finite element (FE) model mesh representation is described.
A. Geometry for Analytical Models
Development of the FE models was complicated by the fact that no prior geometry or static load models of the C-172 airframe existed and no engineering drawings were available.
Consequently, an original CAD (computer aided design) geometry of the airframe was generated using both a three-dimensional laser scan and hand measurements of the test article. The measurements were used as inputs to the Conceptual Design Shop (CDS) tool, an airframe geometry generation tool developed within the PATRAN FE modeling software (Ref. 21 ). Initial geometry from CDS was tuned to match the point cloud from the laser scan, as shown in Figure   3 . The CDS-generated geometry included internal structure (ribs, spars, frames, etc.) of the airframe. The FE model was discretized from this geometry, although several additional structural components (ELTs, point masses, LandIR mounts) were added later. Figure 3 . CDS geometry (red) and laser scanned data (green) for C-172 airframe.
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Simulations for the Test 1 and 2 configurations used the same C-172 FE airframe model. For the Test 3 C-172M airframe, the fuselage aft of frame 108 was replaced with the swept tail geometry, as shown in Figure 4 . 
B. Material Properties
Due to the lack of data from the manufacturer, the exact material properties and component dimensions (thicknesses, beam heights, rod diameters …) were unknown. Because of the large number of components in the aircraft, extensive strength and stiffness testing of all components in the aircraft was not practical, so the material properties commonly used in aircraft are assumed and given in Table 2 . A magnet was used to determine that the engine mounts, landing gear, and firewall contained ferric steel; all other metallic components were assumed to be constructed of aluminum. The engine and DAS boxes were not modeled in detail, but their average densities were tuned to match the measured weight. A series of hand measurements were taken of the panel thicknesses at key locations in the aircraft (forward fuselage, aft fuselage, rib, spar, and wing covers, etc.). The shock absorber in the nose landing gear is represented by a slot connector element using the load displacement curve shown in Figure 5 . The shock properties in Figure 5 were derived from the aircraft gross take-off weight (GTOW) and the weight supported by the nose wheel when the aircraft is at rest. Final tuning of the mass of the computer models to the actual aircraft was accomplished through the use of point masses. For Test 1, four point masses (totaling 220 lbf) were added to the model to match the weight and CG (center of gravity) of the test article, as shown in Table 3 .
The coordinate system for the model is shown in Figure 3 . The Test 2 configuration is heavier than Test 1, and two point masses (totaling 321 lbf) were added to the model to match the weight and CG of the test article, as shown in Table 4 . For Test 3, four point masses (totaling 393 lbf)
were added to the model to match the weight and CG of the test article, as shown in Table 5 . 
III. Test and Analysis Correlation
In this section, the results of FE simulations of crash Tests 1, 2, and 3 are presented and compared with experimental data.
A. Crash Test 1
A sequence of photographs taken from a high-speed camera is shown in Figure 8 , along with corresponding views of the matching model kinematics. Overall, the simulation matches the gross kinematics of the test well; the difference in the tail impact was only about 0.01 sec. Pitch angle from photogrammetry during the test and simulation is plotted against time in Figure 9 .
Simulation data are collected at the accelerometers, and the closest accelerometer to the CG (where photogrammetry data were collected) is the pilot floor. In Table 6 , comparisons of test and analysis results of the rebound velocity (difference between impact velocity and minimum velocity, delta-V), average acceleration, and peak compute the pitch angles in Figure 9 are used to transform the accelerometer data into the local fixed coordinate system; these transformed accelerations are integrated to produce velocity time histories for the test.
In Table 6 , a quantitative ranking system is used for evaluating test and analysis comparisons. Comparisons within 10% are classified as "excellent" and highlighted in green.
Comparisons within 20% are classified as "good" and highlighted in yellow. Comparisons worse than 30% are called "poor" and highlighted in red. Test and analysis comparisons of the delta-velocity and average accelerations in the airframe are excellent; but comparisons are generally poor for the peak accelerations. Contributors to the difference in the test and simulated accelerations include uncertainties in the timing of events and the analytically perfectly rigid impact surface. Peak accelerations are also significantly affected by uncertainties in component thicknesses and weight distributions (which could not be easily measured) and lack of detail in modeling components in the vicinity of the accelerometers (such as the DAS box, the unmodeled seats, and unmodeled anthropomorphic test dummies)
B. Crash Test 2
A sequence of photographs taken from the high-speed camera is shown in Figure 11 In Table 7 , test and analysis comparisons of the delta-velocity, average acceleration, and Test and analysis comparisons in Table 7 of the delta-velocity and average accelerations in the airframe are good to excellent. The test and model delta-velocities were within 21% at all accelerometer locations in the airframe, with most locations below 10% difference. Comparison of the peak accelerations is good in the X direction but good to poor in the Z direction. The test and model peak accelerations were within 23% and 29% in the horizontal and vertical directions for all but two locations in the airframe. During the test, the left door opened, but this effect is not modeled and could contribute to the 50.6% difference in peak acceleration (which is also seen in the acceleration plot in Figure 13 ). Buckling in the tail section is particularly difficult to simulate and is significantly affected by even small differences in the fuselage geometry of the tail section and the weight distribution within the tail. These uncertainties in the geometry of the tail section are likely the major contributors to the 91.3% difference in the peak acceleration.
Additionally, the Mohr-Coulomb model is a relatively simple material model and may not adequately represent the soil behavior. The simple Mohr-Coulomb model may contribute to the time difference (around 0.07 sec.) in the occurrence of the acceleration and velocity peaks in Figure 13 , as described in the above discussion of the kinematic events.
C. Crash Test 3
A sequence of photographs taken from the high-speed camera is shown in Figure 14 , along with corresponding views of the matching model kinematics. Note that the simulation model is cut in half to show the internal structure and the nose gear soil penetration. Pitch angle from photogrammetry during the test and simulation is plotted against time in Figure 15 . The test and model pitch angle time histories matched closely for the first 0.05 seconds after impact, and remain within 4 degrees for the remainder of the photogrammetry data, but the tail separation angle is much more severe in the simulation. Additionally, in the simulation the cabin fuselage is not in contact with the ground at the time of tail failure as in the test. This delay in fuselage contact is probably due to a stiffness difference in the main landing gear, in the soil, or both.
Overall, the motion of the forward fuselage in the simulation is similar to the test. In Table 8 , comparison of test and analysis results of the delta-velocity, average acceleration, and peak acceleration for the X and Z axes at several locations in the airframe are presented.
Comparisons in the Z axis are presented for three selected locations in the airframe (left door frame, DAS box, and rear bulkhead) in Figure 16 . Test and analytical acceleration data are filtered using an SAE CFC 20 low-pass filter and are presented in the local (moving) reference frame of each accelerometer. Velocities are presented in the global coordinate system.
Test and analysis comparisons in Table 8 of the delta-velocities in the airframe are good to excellent (within 17%) except in the tail due to the large damage that occurs there. The poor correlation in the tail is also seen in the delta-velocity plot in Figure 16 . Correlation of the average and peak accelerations is good to excellent in the Z direction except at the damaged firewall (24%). Also note that in Figure 16 , timing of the acceleration and velocity peaks in the Z direction from the simulation and the test are close (within around 0.02 sec). In Table 8 , correlation of the average and peak accelerations in the X direction is poor, probably because of the delay in the fuselage impact with the ground as described in the above discussion of the kinematic events. The delay in the simulation results in a reduction in the time that the belly of the fuselage is in contact with the soil, and hence, a reduction in the amount of horizontal deceleration due to friction between the fuselage and the soil. The delay could be due to uncertainty of the stiffness of the landing gear and uncertainty in definition of the zero-degree pitch angle of the model and the test article. Additionally, the Mohr-Coulomb model is a relatively simple material model and may not adequately represent the soil behavior. 
IV. Summary
Test data from three full-scale aircraft impact tests and corresponding computer simulations analyzed using the ABAQUS explicit finite element software are presented in this paper.
Comparisons of test and analysis data included inertial properties, time histories of airframe motion (pitch angle), and time histories of velocities and accelerations. Total weight and axial CG locations for the models were within 0.001% of the test articles for all three tests. However, the exact weight distribution of a given airframe is uncertain without complete disassembly of the test article. Uncertainty about the weight distribution is a contributing factor in discrepancies in the time history responses. Summaries of the comparison of test and analysis results of vertical delta velocity and vertical acceleration at three airframe locations (left door frame, DAS box, and rear bulkhead) are presented in Tables 9 and 10 , respectively. The overall findings are:
1) Inertial properties of the models matched the test articles very closely.
2) Kinematic responses of the model were similar to the tests, although a time shift was noted in the soil models.
3) Delta velocities of the model and test were within 10% for the majority of the airframe locations in all tests.
4)
Peak accelerations for the model were usually within 20 to 40% of the values for the test except at the tail and firewall which were damaged in tests 2 and 3.
5) Uncertainties in weight distribution, unmodeled components, and soil properties contributed to most of the discrepancies between test and analysis.
