In this paper an iterative method for semi-blind MIMO channel identification and tracking is presented. The method is based on results from information geometry; specifically, the alteniatirrg projections theorem first proved by Csiszar [2], which provides a rigorous iterative method for stochustic maximum likelihood estimation. It is demonstrated that the proposed method has similar performance compared to a recently reported method based on the expectation maximization (EM) algorithm [3]. In addition to having a complete analytical solution, the proposed algorithm avoids the complex multidimensional integrations usually found necessary in similar EM-type methods. The result is a much faster implementation. 
INTRODUCTION
It is known that in a MIMO wireless system with OFDM modulation, the output of each of iV subchannels with A f users can he modelled by: y(n) = H s ( n ) + W (.) (1) where w(n) E R" is independent white Gaussian noise with covariance 'sr, H E % ? N x A f is the channel gain matrix and z(n) E %?*f and y(n) respectively E RN are input and output signals. Due to the orthogonality of the subchannels, the channel identification methods can be applied to each tone independently. Therefore, it is enough to solve the identification problem for each individual tone. Interested readers are encouraged to read [3] for further details. channel identification and tracking is the subject of a great deal of research within the last two decades. Rather than assuming a deterministic input to the channel, the main assumption in this approach is to consider a random input space with a certain probability density function @df). The stochastic ML estimation problem for identifying the channel gains is defined as:
Stochastic maximum likelihood (ML) estimation for blind f i~~ = X g m a u f ( y ) 
However, in blind identification, since there is no training set and the input is assumed to be unknown, the observations are not sufficient statistics for estimating the channel parameters. Therefore, considering a distribution p(s) for the input signal, one can solve the following equivalent incon7piere-daru problem:
J,
It is easy to observe that the maximization is over all possible values of the unknown input signal. Therefore, solving this problem usually is very complex and can even be shown to be NP-hard in a discrete input space [4].
The EM algorithm [2] provides a general prescription to the maximization problem of (5) and is the core of almost all the iterative methods proposed so far [3]. These methods are mainly based on the observation that instead of maximizing the unavailable "complete-data" likelihood it is sufficient to maximize the expectorion of the likelihood over the input probability distribution, in two main iterations: Expectation and Muxi'miiarion. Based on this algorithm, Aldana [3] has applied the EM algorithm to channel identification and tracking in a multiuser MIMO system. The method requires computation of expectations over all possible constellation points. This is a limitation of the method when the number 0-7803-7997-7/03/%17.00 0 2003 IEEEof constellation points is large. This limitation is more cumbersome when the input space is not discrete. In this case, Monte Carlo integration methods are necessary for computing the expectations inherently embedded in the EM-type algorithms.
In this paper an alternative iterative method for solving the semi-blind channel identification and tracking in an IS1 (inter-symbol interferencetfree, flat-fading MlMO wireless system with OFDM modulation, is proposed. The method is based on the results from information geometry, which provide a rigorous mathematical framework for solving the stochastic maximum likelihood estimation problems, like channel parameter identification. Since the algorithm works in batch mode on blocks of input data, it is assumed that the channel remains constant over each block. This assumption holds for high data rate wireless applications. The results of the proposed method are compared with those from a recently reported method based on the EM algorithm 131. The proposed algorithm provides similar performance; however, it admits an analytical solution, which provides a faster recursive solution compared to the previous EM-type algcrithm, in which complex multidimensional integrations are usually necessary. This characteristic provides a very fast implementation relative to previous algorithms.
MATHEMATICAL BACKGROUND

A Brief Look into Information Geometry
From information geometry, the Kullback-Leibler distance, a.k.a information divergence (I-div), between two probability distributions p and q is defined as:
.
Given that P as a convex set of probability distributions (PD) then:
is called the I-projection of q on P. The convexity of P guarantees the existence and the uniqueness of the I-projection. The proposed method in this paper is based on the following theorem proved originally by Csiszar 121: Let P and Q be convex sets of PD measures on X. Also let
be the I-projection of p on Q and q on P , respectively. Then if {p, }: +and {qn};P=o are the sequences obtained by alternately minimizing D@IJq) using (8) and (9), stating from some po E P , then we have:
Furthermore, if X is finite and P and Q are closed in the topology of point-wise convergence, then:
This theorem guarantees that alternating projections between the two convex sets P and Q converges to the minimum distance of the two sets. According to this theorem, iteratively projecting a PD onto the convex sets of P D s converges to the I-projection of the PD on the intersection of the sets. 
Maximum Likelihood Estimation
SEMI-BLINLI CHANNEL IDENTIFICATION AND TRACKING USING ML ESTIMATION .
We now apply the proposed information geometry method to the semi-blind channel identification and tracking problem. The method is semi-blind due to the fact that the initial point of the algorithm is obtained by training the algorithm with a small number of training data in each block. As explained in Section(2.2) we need to define two convex probability distributions P and Q. 
The First Projection: Computing the Best CompleteData Distribution
Having an initial distribution Qo, the first projection provides the closest empirical distribution in P to Qo whose marginal coincides wilh the observation distribution. It is shown that the first projection (8) is solved according to [4]:
and since q' is parameterized by H and (1 the second projection is equivalent to the following minimization (41:
+ trace(a-'Pr2 + Hf ~'~~z z ) ( 2 7 ) P* = arglni11D(plIq) = q(zly)d(y). where:
Therefore the iterative application of Equation (22). (30) and (31) gives a recursive update for the model parameters H a n d Q.
where S(-') is the covariance matrix S-' properly augmented with zero blocks. Therefore, to solve the first projection, i.e., to calculate (P*)-', it is sufficient to add the
SIMULATION RESULTS
The proposed method is used for semi-blind channel identification and tracking in an ISI-free, Hat-fading MIMO wireless system with OFDM modulation It can be secn from the figures that the perfonnance of the proposed method is close lo optimum. Further, it is shown that the proposed method has better performance for some values of noise variance compared to the EM algorithm, with less computational complexity, by avoiding the coniplex multiditnensional integrations usually necessary in similar EM-type methods. Since the proposed method has a rigorous foundation in statistics and information theory, it can be considered as a generalized framework for iterative estimation problems.
l"ll = 1.
DISCUSSION
In this paper, a general solution to the maximum likelihood estimation of channel parameters and noise covariance matiix is provided and it is shown that the method has analytical recursive update equations when the noise is assumed to be Gaussian. The results of applying the proposed method for semi-blind channel identification and tracking of an ISI-free MIMO channel are compared to the results of a recently reponed method based on the expectation inaxmization (EM) algorithm [3] . It is shown that the proposed method has a similar performance while benefitting from an analytical solution. Thus, complex multidimensional integiations usually necessary in similar EM-type methods are avoided. This characteristic provides vel). fast computation times relative to previous algorithms. The proposed method can be used for any other estimation problem which has a similar signal model. 
