We propose and demonstrate an optical router by selecting data encoded in massive orthogonal orbital angular momentum (OAM) states carried by collinear optical vortex (OV) beams. By switching the OV grating on a digital micromirror device, we achieve information exchange and multicasting in 49 OAM channels with 1.37 Tbit/s aggregated data capacity. The time-domain characterization of the OAM router shows a fast-switching time of 6.9 μs. Both the analytical derivations and experimental demonstrations show that the router has signal-to-noise ratios (SNRs) better than 10.1 dB for all tens of OAM channels. The OAM-based optical interconnect technique is a promising solution for networking multiple users with ultrahigh data capacity density in datacenters.
Introduction
Booming internet usage from mobile terminals has dramatically increased data volumes, especially in some information hotspots such as datacentres and super-computers, where huge amounts of data processing, storage, and distribution are performed [1] . To mitigate data traffic issues, various optical routing schemes and technologies have been investigated, including wavelength selective switching, reconfigurable optical add/drop multiplexers, and optical cross connections [2] , [3] . For high capacity interconnects across short distances, all these approaches have drawbacks such as low-switching speed, sophisticated optical setup, and large device volume. There is an emerging need for a datacentre-oriented short-reach optical interconnect technique which features high-switching speed, ultra-high capacity density, and flexible switching functionality [1] - [3] .
The spatial division multiplexing (SDM) technique has gained ascendency in solving the communication capacity crunch [4] . Nevertheless, the number of channels multiplexed coaxially is in practice still limited to less than ten [4] - [6] . In addition, the demultiplexing of SDM channels mainly relies on a multiple-input multiple-output and digital signal processing approach in highly complex networking systems [4] . As a special case of SDM, orbital angular momentum (OAM) multiplexing has been demonstrated for optical communication with high data capacity density and good compatibility to the other multiplexing schemes [7] - [9] . Furthermore, the selecting of the OAM states can be performed simply by tuning the phase [10] - [12] . Hence, OAM multiplexing has clear application scenarios for both classical and quantum communications [7] , [13] - [21] and shows inherent advantages as optical information channels for interconnect and exchange [14] , [22] . Recently, we demonstrated an OAM-labeled optical flow routing scheme based on a liquid crystal on silicon (LCoS) spatial light modulator (SLM) [23] , but the low switching speed and single-polarization work severely restrict its applications.
Here, we report an optical router for datacentre applications based on OAM selecting using a dynamic optical vortex (OV) grating. To achieve the routing of OAM states, we break the fixed relationship between OAM topological charges and grating diffraction orders [11] , and make the OV grating capable to select simultaneously massive collinear OAM channels to multiple users for arbitrary networking architectures. Our designed binary grating driven by a digital micro-mirror device (DMD) enables 2 ∼ 3 orders of magnitude faster switching speeds than conventional grayscale grating driven by a liquid crystal on silicon (LCoS) spatial light modulator (SLM) [22] - [25] . In this study, we achieved data exchange and multicasting of 1.37 Tbit/s total capacity in 49 channels carrying OAM states with microsecond level switching speed. The results reveal that even with a minimum topological charge interval, signal-to-noise ratios (SNRs) for massive coaxial OAM channels can still satisfy the forward error correction threshold [26] requirement in optical communication systems. Fig. 1 shows a schematic of the OAM-based optical router for the data interconnect. With regard to its architecture (see Fig. 1(a) ), the communication channels from each rack are multiplexed by the orthogonal OAM states. Coaxial OAM channels with high capacity density are well suited for short-distance interconnects in limited space. Along with each rack in the datacenter, there are topof-rack (ToR) switches to arrange the internal communications and data transmissions with other racks. Output optical signals from multiple racks labelled by orthogonal OAM states are coaxially transmitted to the OAM router. The OAM router aggregates and distributes the data to the racks. At the receiver end, the multiplexed OAM channels are demultiplexed and selectively detected. The key component of this configuration is the router, which can dynamically interconnect and exchange the data among multiple racks. During operations, the OAM router implements specially designed OV gratings on a high-speed switchable DMD (see Fig. 1(b) ). The designed dynamic OV grating serves as a demultiplexer to spatially separate and convert the OAM states for parallel detection. A Gaussian beam ( = 0) incident on the OV grating can be diffracted and converted to an OV-beam array (7 × 7) carrying OAM states according to their diffraction orders. Therefore, when an OV beam is incident on the optical vortex grating, the beam will be converted back to a Gaussian beam at the position where the conjugate OAM state appears. As an example in Fig. 1(c) , the coaxial OV beams carrying multiple OAM states ( = 12 and −7) incident on an OV grating, and they are spatially separated and decoded into Gaussian beams at different positions, where their conjugate OAM states appear in Fig. 1(b) , for detections through single mode fiber. We developed a reconfigurable OV grating, which can address certain OAM states to the desired diffraction orders. Therefore, data encoded into the OAM channels carried by the collinear propagating OV beams are actively linked to multiple receivers. High-speed switching of the grating displayed on the DMD enables optical interconnect functionalities. The OAM router has potential application for multiplexed data interconnect especially for intra-datacenter case.
Concept and Method
In generally, the OAM is orthogonal to the wavelength, amplitude, phase, and polarization of light for information encoding [27] , [28] . The output ports of this routing system can be ports where wavelength-selective switches fan-out large number wavelength channels. Thus, this routing system is compatible with the exist wavelength-division multiplexing optical communication systems.
The conventional OV grating is expressed as [11] exp
where M and N are the diffraction orders in the x and y directions, respectively, in a M × N diffraction optical beams array; l x and l y are the topological charge intervals of the adjacent OAM channels in the x and y directions, respectively; T is the period of the grating; and θ is the azimuthal angle in polar coordinates. From Eq. (1), the OAM channels with topological charge value (m × l x + n × l y ) have a fixed relation to the diffraction orders (m, n). To break the relation, we modify the equation as
For a given diffraction order (m, n), the topological charge of the OAM channels (l mn ) can be chosen arbitrarily. By changing the combination of l mn values in the diffraction array, we can establish interconnects between the OAM channels. In optical interconnects, the channel exchange is an important functionality for a reconfigurable network. The coaxial OAM beams carry M × N channels of independent modulation signals, each of which corresponds to an OAM address code. At the receiver end, each port can choose to decode an arbitrary OAM address. Interconnect reconstruction is obtained by changing the corresponding OAM address at each port. For example, if we want to exchange the signals from port (m 1 , n 1 ) to port (m 2 , n 2 ), then from (2), the OAM with a topological charge of l m1n1 will be decoded to port (m 1 , n 1 ), whereas the OAM with a topological charge of l m2n2 will be decoded to port (m 2 , n 2 ). We rewrite the holograph as
If we choose l m1n1 = l m2n2 , l m2n2 = l m1n1 and keep all other topological charges unchanged, the signals carried by the OAM beams will be exchanged.
Multicasting refers to transmitting signals from a certain channel to multiple receivers, i.e., 1-to-N transmission. For example, the signal from port (n, m) will be delivered to ports (m 1 , n 1 ), (m 2 , n 2 ), . . . , (m x , n x ) if we set l m1n1 = l m2n2 = . . . = l mn in (3). Fig. 2 shows the experimental setup of 49 OAM channels interconnects enabled by a reconfigurable OV grating. A continuous wave (CW) laser is modulated into 28-Gbit/s on-off keying modulated signal. The 28-Gbit/s on-off keying signals at 1550-nm wavelength from the transmitter is amplified by an erbium-doped optical fiber amplifier (EDFA) and divided equally into two branches by a 3 dB fiber coupler. A piece of 25-m-long single-mode fiber (SMF) is inserted into one of the optical path to ensure that the two outputs can be considered as unrelated signal sources. The fibers are connected to collimators after the polarization controllers. The collimated Gaussian beams of 4.65-mm diameter illuminate two LCoS SLMs with near normal incident angle. LCoS-1 is loaded by a hologram to generate 25 channels of collinear OV beams carrying OAM states from = −24 to = 24 with a topological charge interval of 2 (the even topological charge). LCoS-2 is loaded by a hologram to generate 24 channels of collinear OV beams carrying OAM states from = −23 to = 23 with a topological charge interval of 2 (the odd topological charge). The CCD captured beam patterns of the even and odd OAM beams are shown in Fig. 2(a) and (b) . The superposition of OAM beams is diffracted through corresponding angles and converted into Gaussian beams by a dynamic OV grating loaded on a DMD. The two collinear generated beams are combined by a beam splitter and coaxially incident on a DMD SLM. The DMD is loaded by a planar OV grating to diffract the coaxial beams into a 7 × 7 array. Fig. 2(c) shows an example of a diffraction pattern generated by a standard OV grating from an incident Gaussian beam. The receiving ports are labelled as OAM states converted at the corresponding receivers with this grating. The focused light beams are coupled into single-mode fibers for bit error rate detection. The grating of 157-μm period gives a diffraction angle of 0.58 degrees for the OAM beam array. The 7 × 7 OAM array is focused by a lens of 40-mm focal length and each focused light spot is coupled to a SMF for bit error rate (BER) measurements. The distance between two adjacent focused light spots is ∼ 405 μm. The collected signal from the SMF is pre-amplified by a low-noise EDFA (Pre-Amp) to around −5 dBm and further amplified to 10.5 dBm by another EDFA. An optical spectrum analyzer (OSA) is used to monitor the SNR of the OAM channels. After a tunable power attenuator and a 100-G band pass filter (BPF), the signal is sent to an oscilloscope to measure the BER of the OAM channels at various optical powers. In this experimental setup, we arranged a total number of 49 OAM channels (from = −24 to = 24 in unit intervals); all adjacent OAM channels carried 28-Gbit/s signals from different light sources. Hence, we are able to estimate the crosstalk for the worst case in our system. Fig. 3 shows the experimental results of OAM-channel exchanges enabled by our special designed dynamic OV grating. Fig. 3(a) shows the infrared image of the OAM channels from the initial distributions. There are channel exchanges between two adjacent OAM channels ( = 7, 8), as well as among OAM channels with the largest and smallest topological charges ( = 24, 3, 1). Fig. 3(b) shows the BER measurements of the above two cases in the OAM exchange demonstrations. The red line indicates the forward error correction threshold. We introduce (l 1 , l 2 ) to label the OAM channel interconnect, where l 1 is the receiver number (defined by the received OAM topological charge with initial standard OV grating, as shown in Fig. 2(c) ) and l 2 is the OAM topological charge detected by receiver l 1 with the dynamic OV gratings. We first characterized the back-to-back BER in our system as the curve formed by the black squares. With OAM multiplexing/demultiplexing involved, the BERs of all the OAM channels can still attain the forward error correction threshold of 3.8 × 10 −3 . Degradations in performance only induce a penalty in power of less than 2 dB for all the OAM channels. There is no obvious difference for distributions in the 7 × 7 diffraction array with exchange functionality. Each OAM channel is labelled by its topological charge number. The dashed arrows indicate channel exchanges BERs before and after the OAM channels exchanges. We monitored the waveforms from receiver 7 and 8 before and after their exchange (see Fig. 3(c) ). The signals carried by the same OAM channels are detected by the two receivers with repeatable waveforms. We also characterize the switching time of the OAM router by measuring the rise time and fall time (10% to 90%) when the DMD (Texas Instruments, DLP7000UV, its efficiency is about 82% at 1550 nm) is driven at its maximum switching frequency (22 kHz). As shown in Fig. 3(d) , the transitions between the on/off states take only 6.9 μs and 3.3 μs, respectively. Fig. 4 presents the functionality aspects of an OAM channel multicast in the OAM router by dynamic hologram switching. From the infrared image (see Fig. 4(a) ) of the OAM channel distributions with the multicast hologram loaded on the DMD, the topological charges of the OAM states detected at the corresponding positions denoted by the numbers, the OAM channels of 5, 10, 12, and 20 are multicasting to other channels and transmitting to all the receivers. Fig. 4(b) shows the measured BERs of the OAM channels from receivers 7, 22, 23, and 24 before and after multicasting. The red line indicates the forward error correction threshold. The maximum power penalty is 2.6 dB to reach the forward error correction threshold. From the waveform measurements of the multicasting OAM channels (see Fig. 4(c) ), we see that initially receivers 10 and 7 detect different sets of signals with the standard OV grating as shown in waveforms (7, 7) and (10, 10) . When the waveform from OAM channel 10 is transmitted to receivers 7, 22, and 23, they all receive identical waveforms (7, 10) , (22, 10) , and (23, 10) . We also characterize the uniformity in power of multicasting channels (see Fig. 4(d) ). The SMF-coupled power for all receivers has fluctuations of less than 5.4 dB. We attribute the power non-uniformity among the OAM channels to a position-dependent misalignment issue.
Experiments and Discussion
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Crosstalk within the OAM-based interconnect mainly comes from couplings among the collinear OAM states. These states spatially overlap with each other when they are coaxially propagating (see Fig. 5(a) ). At the receiver end, there is a single-mode fiber with ∼ 8.3 μm core working as a spatial filter to collect the converted Gaussian beam for detection. The OV router converts the signals of the desired OAM channels to a Gaussian beam. The undesired coaxial OAM beams are filtered out by the SMF with an 8.3 − μm-diameter core. Fig. 5(b) shows the simulation and experimentally captured OAM beam patterns with topological charge interval of 1. The overlap of optical beams with = 2 and = 0 is much smaller than that of = 1 and = 0. Therefore, the crosstalk from only the adjacent channels are taken into account in our system. As the topological charge interval increases, spatial superposition-induced crosstalk will dramatically decrease. However, the OAM beams of large topological charges also suffer more critical misalignments and lower diffraction efficiency. In the experiment, we choose a minimum topological charge interval of 1 to characterize the crosstalk and received power for all OAM channels. Fig. 5(c) shows the measured transmittance from receiver 1 to 24 with the OAM channel exchange function. The odd (black lines) and even (red lines) OAM channels carry two sets of different signals, so that the signal coupled from the adjacent OAM channels can be considered as noise. For all the receivers, the measured SNRs are in the range from 10.1 dB to 17.9 dB. The OAM channels with relative low isolation performance are located at the edge of the array, which suffers larger misalignment issues. In our experiments, the insertion loss of the optical router is ∼35 dB comprising the single OAM channel to 49 receivers' loss (∼17 dB), hologram diffraction loss (∼3 dB), DMD intrinsic loss (∼11 dB), and free-space to SMF coupling loss (∼4 dB). The binary grating implemented by DMD has in theory a maximum efficiency of 10% [29] . In our current demonstration, a large percentage (∼50%) of losses comes from the single OAM channel to multiple receivers routing scheme by the OV grating. We remark that the energy partitioned to the multiple receivers is not wasted and serves as signals during multicasting.
We also quantitatively analyzed the relationships among the OAM channel number, topological charge interval and grating period to optimize the OAM based interconnect system. The calculated signal to noise ratio using the experimental parameters suggest that the maximum number of coaxial OAM channels is around 100 for our communication system. By optimizing the experimental parameters, the OAM channels would be further increased.
Conclusion
We proposed and demonstrated a technique using a fast switchable OV grating by which collinear OAM beams serve as channels to interconnect multiple users. Compared with previously demonstrated OAM-based interconnect systems using cascaded LCoS-SLMs for single functionality (e.g., exchange between two given channels), our technique enables reconfigurable high-port-count OAM channel exchanges and multicasting with a single DMD SLM. In the experiment, we achieved 1.37 Tbit/s capacity data interconnects with 49 OAM channels, each carrying 28 Gbit/s signals. The demonstrated exchange and multicast switching time is less than 10 μs. Outstanding high capacity density and short switching time performances are strongly preferred for short-reach optical interconnects in datacenters.
