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RESUM  
Aquest projecte es centra en la resolució d’un problema de seqüenciació mitjançant un 
procediment metaheurístic. El problema plantejat i que es resol en aquest projecte és el 
“Problema de seqüenciació d’una màquina amb temps de preparació dependents de família 
i seqüència”. L’índex d’eficiència que s’utilitzarà per mesurar la qualitat de la seqüència dels 
productes o de les peces és el de minimitzar la suma dels temps de retard ponderat de 
producció d’aquests. Per tant, l’objectiu del problema és planificar la seqüència òptima de 
productes o peces que han de ser processades en una única màquina donant preferència a 
una sèrie de productes segons la seva importància i les dates contractuals. 
El procediment metaheurístic que s’ha utilitzar per resoldre el problema objecte del projecte 
és un algorisme genètic, que és un mètode basat en l’evolució de les espècies animals i 
vegetals. En els algorismes genètics es parteix d’una població de possibles solucions on 
cada solució està formada per una seqüència de peces amb el seu valor d’aptitud o fitness, 
i partir d’aquests solucions inicials de la població se’n van generant de noves que prenen 
les característiques de les millors solucions anteriors. En el present projecte s’han analitzat 
un total de 48 combinacions de paràmetres i operadors genètics. S’ha estudiat l’eficiència 
de les diferents combinacions de l’algorisme mitjançant la comparació dels resultats 
obtinguts utilitzant els paràmetres i operadors genètics combinats, a partir de l’execució 
d’una mostra de instàncies. Cada instància conté un joc de dades del problema.  
Finalment s’han seleccionat les tres millors configuracions de paràmetres des de tres punts 
de vista diferents. La primera configuració estarà formada pels paràmetres que 
individualment hagin obtingut millors resultats alhora de calcular la mitjana de la suma dels 
temps de retard ponderat, la segona configuració utilitzarà els paràmetres que 
individualment han obtingut millor percentatge de millors solucions i la tercera configuració 
serà la combinació de paràmetres que ha obtingut una millor mitjana de retards ponderats a 
la mostra d’instàncies de manera combinada.  
Aquestes tres configuracions de paràmetres de l’algorisme genètic s’han testejat en una 
experiència computacional amb 1920 instàncies de referència generades aleatòriament. 
Amb els resultats obtinguts s’ha estudiat el comportament evolutiu de l’algorisme creat, i 
s’ha determinat la millor configuració de paràmetres d’aquest. La configuració de 
paràmetres de l’algorisme genètic que ha donat millors resultats és el que utilitza un 
encreuament Order Crossover, una població inicial de 50 solucions i té una probabilitat de 
mutació del 10%, i el paràmetre que té més influència en el resultat 0 i en l’evolució de les 
solucions ha estat la població inicial. En l’algorisme genètic estudiat, les configuracions de 
paràmetres amb menor població tot i començar amb “pitjors” solucions inicials acaben 
generant millors solucions al llarg de les 500 regeneracions proposades. Aquest fet és 
degut a que permeten una exploració més intensa del domini de solucions amb els temps 
reduïts de càlcul. 
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1. GLOSSARI 
ACO: Ant Colony Optimization o Algorisme de la colònia de formigues: Aquests algorismes 
es basen en el comportament de les colònies de formigues, concretament en el procés d’ 
anar des del niu fins a la font d'aliment en base a un rastre de feromones que elles 
mateixes deixen anar durant la seva trajectòria. 
AG: Algorisme genètic. Aquests algorisme es basen en l’evolució genètica que es produeix 
entre les diferents espècies animals i vegetals, en la supervivència dels més aptes, i 
l’encreuament entre ells per generar descendents millors. 
Cerca local: La cerca local és un mètode heurístic utilitzat per a trobar solucions 
aproximades a problemes d'optimització combinatòria. La cerca local, a partir d’una solució 
realitza una cerca de solucions en el seu veïnat, per tal de trobar una solució millor. Quan 
una solució no pot ser millorada en el seu veïnat, es té una solució òptima local. 
Cromosoma: En els algorisme genètics, un cromosoma significa una cadena de valors o 
paràmetres que formen un individu o solució. 
CX: Cycle Crossover o encreuament cíclic. És un mètode per realitzar el creuament entre 
cromosomes en l’algorisme genètic. 
Data prevista de lliurament: És la data contractual que s’ha acordat amb el comprador 
tenir llest la peça o el producte.  
EDD: Earliest Due Date. Regla de seqüenciació que consisteix en ordenar un conjunt de 
peces segons l’ordre creixent de les dates previstes de lliurament, i seqüenciar les peces en 
aquest ordre. 
Família: Existeixen un conjunt de famílies F (j=1,2,3,...f), i cada peça pertany a un únic 
conjunt depenent de les seves característiques. Depenent del tipus de família que tinguin 
les peces a processar correlativament, s’haurà de preparar la màquina abans o no. Les 
peces d’una mateixa família no requereixen temps de preparació i les de famílies diferents 
requereixen una preparació que dependrà de la família de les dues peces. 
Fitness: En els algorisme genètics aquest valor defineix l’aptitud de les solucions, és a dir 
la seva qualitat. 
Gen: En els algorisme genètics pot representar un bit, una característica o una part de la 
solució. Un cromosoma està format per un conjunt de gens ordenats 
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GRASP: Greedy Randomized Adaptive Search Procedure o procediments de recerca 
adaptativa aleatoritzat Greedy. És un mètode metaheurístic per trobar solucions 
aproximades a problemes d’optimització combinatòria basat en construir solucions 
mitjançant una heurística Greedy modificada per produir solucions diferents i aplicar una 
cerca local a cadascuna d'aquestes solucions. 
Instància: Una instància és un problema amb valors especificats per a tots els paràmetres 
del problema, per tant, cada instància tindrà un joc de dades diferent. 
NP: Els problemes de complexitat NP són aquells per als que existeix un algorisme 
polinomial no determinista que pot obtenir una solució del problema i un algorisme 
polinomial determinista que verifica la seva solució.  
NP-Complete: o NP-Complet. Subconjunt de problemes de factibilitat que formen part de 
NP tals que es pot transformar qualsevol dels seus integrants en qualsevol altre problema 
NP-Complete mitjançant un algorisme que consumeixi temps polinòmic. 
NP-Hard: o NP-Difícil. Subconjunt de problemes d’optimització tals que al resoldre el 
problema es resol també el problema NP complet (és a dir, el problema NP complet forma 
part del problema NP-Hard). 
OX: Order Crossover o encreuament ordenat. És un mètode per realitzar el creuament 
entre cromosomes en l’algorisme genètic. 
PD: Programació dinàmica. És una tècnica que consisteix en anar dividint un problema en 
passos incrementals. La intenció és que, per a un pas donat, es coneguin les solucions 
òptimes d'aquests subproblemes. Al final, sabent la solució òptima de tots els 
subproblemes, es pot trobar la solució òptima del problema global. 
Pes d’importància al retard: Aquest valor numèric representa la importància que té la 
peça per a no ser retardada. Per exemple, la penalització econòmica pactada per unitat de 
temps que s'entrega el producte amb retard. 
PL: Programació lineal. És un mètode matemàtic que busca aconseguir el millor resultat ja 
sigui minimitzant o maximitzant un valor d’un cert model matemàtic subjecte a un conjunt 
de requisits o restriccions representats com a relacions lineals 
PLE: Programació lineal entera. Els problemes de PLE es formulen de manera similar als 
problemes de PL convencionals, amb la diferencia que els resultats d’aquests hauran de 
ser enters. Els mètodes de resolució, però, son bastant diferents i normalment requereixen 
algorismes a mida per la seva resolució. 
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PMX: Partially Matched Crossover o encreuament parcialment coincident. És un mètode 
per realitzar el creuament entre cromosomes en l’algorisme genètic. 
RCL: Restricted Candidate List o llista restringida de candidats. S’utilitza en els mètodes 
metaheurístics GRASP i es fa servir durant el procés de construcció Greedy modificat. És 
una llista on s’hi col·loquen els millors elements classificats de la solució, aquells que 
mentre es construeix la solució ajuden a augmentar o disminuir el valor de la funció 
objectiu, depenent si es busca minimitzar-la o maximitzar-la.   
RDD: Range of Due Dates. És un paràmetre que permet calibrar l’oscil·lació que tindran els 
valors de la data prevista de lliurament. Conjuntament amb el TF permet calibrar la variació 
i l’ajustat que estaran els valors de la data prevista de lliurament. 
Setup: Temps de preparació que necessita la màquina per passar de processar peces 
d’una família a processar peces d’una altra família. 
SPT: Shortest Processing Time. Regla de seqüenciació que consisteix en ordenar un 
conjunt de peces segons l’ordre creixent dels temps de procés, , i seqüenciar les peces en 
aquest ordre. 
Temps de procés: És el temps que una màquina necessita per a processar una peça. 
TF: Tardiness Factor. Conjuntament amb el RDD permet calibrar la variació i l’ajustat que 
estaran els valors de la data prevista de lliurament. 
Veïnat: Un veïnat és el conjunt de solucions semblants que s’obtenen mitjançant petits 
canvis a partir d’una solució. S’anomena veïnat d’una solució, perquè les solucions que 
formen el veïnat són solucions molts semblants 
VNS: Variable Neighborhood Search o cerca de veïnats variables. És un mètode 
metaheurístic per trobar solucions aproximades a problemes d’optimització combinatòria. 
La cerca de veïnats variables està basada en el principi del canvi sistemàtic de veïnat 
durant la cerca. 
WSPT: Weighted Shortest Processing Time. Regla de seqüenciació que consisteix en 
ordenar un conjunt de peces segons l’ordre creixent de la divisió del temps de procés entre 
el pes d’importància al retard de la peça, i seqüenciar les peces en aquest ordre. 
Ut: Unitat de temps que s’han utilitzat en aquest projecte. Podrien ser segons, minuts o 
qualsevol altre, no està especificat. 
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2. INTRODUCCIÓ 
En un entorn tan competitiu com és l’industrial el mínim detall pot ser molt important, motiu 
per el qual les industries planifiquen la seva producció cercant els processos que optimitzin 
els seus objectius. Generalment el que es busca és produir de la forma més econòmica 
possible, objectiu que habitualment correspon a produir en el menor temps i costos 
possibles. Un altre objectiu que en l’actualitat està centrant l’atenció de moltes empreses és 
l’optimització de la satisfacció dels clients tenint en compte les dates previstes de lliurament 
del client.  
Per optimitzar la satisfacció dels clients es poden utilitzar diferents índexs d’eficiència 
basats en la qualitat del servei, com poden ser minimitzar el retard màxim dels productes, 
minimitzar la mitjana dels retards o minimitzar  el total de productes amb retard. En aquest 
projecte s’estudiarà minimitzar la suma ponderada dels temps de retard.  
2.1. Objectius del projecte 
L’objectiu d’aquest projecte és aplicar un algorisme genètic per resoldre el “Problema de 
seqüenciació d’una màquina amb temps de preparació dependents de família i seqüència”. 
L’objectiu del problema de seqüenciació és minimitzar la suma ponderada dels temps de 
retard. En aquest problema totes els productes han de ser processats per una única 
màquina, tenint  en compte el temps de preparació de la màquina per els diferents grups de 
productes que s’han de processar. 
El projecte comença amb una introducció i revisió de l’optimització combinatòria incloent els 
mètodes disponibles més comuns per a la resolució del problema, dedicant especial atenció 
als algorisme genètics, ja que aquests han estat la metaheurística escollida per resoldre el 
problema de seqüenciació. 
A continuació es descriu el funcionament de l’algorisme genètic que s’ha desenvolupat, i es 
programa mitjançant el llenguatge C++. Finalment, amb l'objectiu de comprovar la qualitat i 
funcionament de l'algorisme desenvolupat es dedica un apartat a presentar els resultats 
obtinguts en una experiència computacional amb instàncies construïdes mitjançant un 
procediment aleatori, i a la seva interpretació, comparació i avaluació. 
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2.2. Abast del projecte 
Aquest projecte està enquadrat dins l’àmbit teòric de l’optimització combinatòria i la seva 
aplicació en la resolució de problemes d'organització industrial. El problema a resoldre és 
un problema de seqüenciació en una única màquina, que té en compte els temps de 
preparació, i aquests són dependents del tipus de família de la peça i de la seqüència de 
productes o peces, ignorant la resta de característiques que es poden trobar en alguns 
processos industrial. L’estudi es centra en els algorismes genètics, tot i que també 
s’expliquen altres mètodes comuns de l’optimització combinatòria. La resolució d'aquest 
problema mitjançant un algorisme genètic té tant un interès acadèmic (ja que es tracta d'un 
problema encara obert a la literatura científica) com un interès industrial (ja que permet la 
resolució d'un model amb característiques semblants a molts problemes trobats en la 
realitat). 
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3. OPTIMITZACIÓ COMBINATÒRIA 
3.1. Introducció 
L’optimització combinatòria és una àrea multidisciplinària molt activa compresa entre les 
matemàtiques, la ciència computacional teòrica i la gestió, que estudia aquells problemes 
on la complexitat rau en el gran nombre de solucions discretes  possibles, de les que s’ha 
triar la millor solució. Avanços en l'optimització combinatòria, que inclouen la combinatòria 
polièdrica, el mètode de plans de tall, els procediments de ramificació i tall, ramificació i 
afitament, la cerca local, i les metaheurístiques, juntament amb els avenços en la 
tecnologia informàtica, han fet possible aplicar l’optimització combinatòria en un ampli 
ventall de problemes pràctics [1]. 
Mitjançant l'estudi de la teoria de la complexitat es pot comprendre millor la importància de 
l'optimització combinatòria. Els algorismes d'optimització combinatòria es relacionen amb 
problemes NP-Hard (en català, NP-Dur). Un problema és considerat NP-Hard quan per 
intentar-lo solucionar de forma òptima mitjançant un ordinador requereix un temps que creix 
de manera superior al temps polinòmic amb la mida del problema, ja que davant d'aquests 
problemes l’única forma d'assegurar la solució consisteix en l'enumeració de totes les 
solucions possibles, tasca impossible de dur a terme per problemes de mitja i gran mida. 
Alguns d’aquests problemes NP-Hard també estarien dins del grup NP. Els problemes que 
estan dins dels grups NP i NP-Hard s’anomenen NP-Complete (en català, NP-Complet). Un 
problema NP-Hard és NP quan es tracta d’un problema de decisió i quan donada una 
solució, es pot trobar en un temps polinòmic si la resposta és Si o No. 
La limitació del temps juntament amb el desconeixement d’un procediment exacte que 
resolgui els problemes d’optimització més difícils, ha contribuït a que s’hagin explorat una 
gran varietat d’algorismes per tractar de resoldre problemes d’optimització combinatòria. 
A continuació s’explicaran diversos mètodes de resolució dels problemes d’optimització 
combinatòria. La informació presentada en  aquest capítol, s’ha extret majoritàriament del 
llibre Handbook of Applied Optimization [1].  
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3.2. Mètodes exactes  
3.2.1. Programació lineal 
La programació lineal (PL) és un mètode matemàtic que busca aconseguir el millor resultat 
ja sigui minimitzant o maximitzant un valor d’un cert model matemàtic subjecte a un conjunt 
de requisits o restriccions representats com a relacions lineals. La programació lineal va 
sorgir durant la Segona Guerra Mundial i tenia com a funció trobar solucions als problemes 
militars tant en el pla tàctic com en l'estratègic. Alguns d'aquests problemes consistien en 
determinar la dimensió convenient dels combois militars, elaborar plans d'atac per causar 
més mal a l’enemic i problemes relacionats amb la planificació. 
Es considera que els fundadors de la programació lineal són George Dantzig que va 
presentar l’algoritme símplex al 1947, John von Neumann que va presentar la teoria de la 
dualitat el mateix any i Leonid Kantorovich, un matemàtic rus que utilitzava tècniques 
similars en l’economia durant la Segona Guerra Mundial [2]. 
Un programa lineal està composat per uns paràmetres que venen donats pel problema, 
unes variables, una funció objectiu, que es vol minimitzar o maximitzar, depenent del 
objectiu del problema, i unes restriccions. 
A continuació es mostra un exemple d’un programa lineal bàsic. 
Paràmetres 
ci: increment en Z que s’obté al variar en una unitat el nivell d’activitat i. 
aij: quantitat de recurs j consumit per cada unitat de l’activitat i (i =1,...,m). 
gj: quantitat de recurs j disponible per a les activitats (j =1,...,n). 
Variables 
xi nivells d’activitat de la variable continua de decisió i. 
Z: valor de la funció objectiu que es vol maximitzar o minimitzar. 
Funció objectiu 
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Restriccions 
 
 
 
Restricció addicional en el cas de PL entera 
 
 
Un avantatge important que tenen els problemes de PL, és que es poden resoldre 
mitjançant el Mètode Símplex, capaç de resoldre instàncies amb una gran quantitat de 
restriccions i variables. Quan les variables del problema hagin de ser valors enters, es 
parlarà de programació lineal entera (PLE), i en aquests cas s’hauran de tenir en compte 
altres tècniques per assegurar la optimalitat de la solució, ja que el mètode símplex treballa 
amb variables reals. 
Els problemes de PLE es formulen de manera similar als problemes de PL convencionals, 
amb la diferencia que la regió factible està formada només per punts amb coordenades 
enteres tal com s’ha mostrat en la restricció addicional en el cas de PLE en l’esquema bàsic 
d’un problema de PL. 
3.2.2. Ramificació i afitament 
El mètode de ramificació i afitament comunament conegut amb la terminologia anglesa 
Branch & Bound [3] s’utilitza per trobar solucions exactes als problemes d'optimització 
combinatòria. En el mètode Branch & Bound com diu el mateix nom s’utilitzen dos 
tècniques, la ramificació i l’afitament. En la ramificació (branching) es descompon el 
problema en subproblemes, i aquests en més subproblemes i així repetitivament fins que 
es troba la solució òptima factible, mentre que l’afitament (bounding) consisteix en trobar 
les fites superiors o inferiors de cada subproblema depenent de si la funció objectiu busca 
maximitzar o minimitzar. En un problema de minimització, la fita inferior és una indicació de 
on es troba la solució òptima del domini de solucions. 
Cadascun d'aquests subproblemes comentats anteriorment es descompon, fins que a 
cadascun dels subproblemes o bé es troba una solució factible, o bé la fita trobada del 
subproblema és pitjor que la millor solució coneguda d’un altre subproblema. D’aquesta 
manera es prova que cap dels seus descendents és una solució òptima del problema 
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original i per tant s’esporga la branca. D’aquesta manera es redueix el domini de solucions 
factibles fins al punt que és senzill trobar una solució òptima.  
Aquest mètode es pot veure com un mètode d'enumeració implícita combinat amb una 
tècnica que detecta treball d'enumeració innecessari a priori. 
El procés resumit del Branch & Bound per un problema de minimització seria el següent: 
1.- Es té un problema S a resoldre. 
2.- Es busca una solució al problema, si la solució és una solució factible i es pot demostrar 
que és òptima, s’acaba el problema, i es passa al pas 5. 
3.- Es divideix el problema en dos subproblemes que contenen cadascú una part de les 
solucions possibles del problema original. Anomenem C al subconjunt dels subproblemes 
{C}. Una forma d'aconseguir això és aplicar restriccions addicionals que divideixin el domini 
de solucions (per exemple a la primera branca se l’hi aplica la restricció xi ≤ A i a la  segona 
branca xi > A). 
4.-Mentre no s’hagin escollit tots elements del subconjunt:  
 4.1.- Es tria un subproblema del subconjunt. 
4.1.1- Si en aquest subproblema es troba una solució òptima factible, no es 
continuarà el camí d’aquesta branca, ja que es tindrà la millor per aquell 
camí. 
4.1.2- Si en aquest subproblema no es troba una solució òptima factible, i el 
valor de la fita és pitjor que la millor solució factible coneguda, s’esporga la 
branca perquè la solució òptima factible al problema no es troba en aquest 
subconjunt. 
 4.1.3- Si no es dona cap dels dos casos anteriors (4.1.1 i 4.1.2), aquesta 
branca es dividirà en un subconjunt de dues o més branques que s’afegiran 
al subconjunt {C}. 
5.-Sortida: Mostrar la solució òptima. 
Els mètodes Branch & Bound han demostrat ser una estratègia molt exitosa per a la 
resolució d’una àmplia varietat de problemes de programació entera, i en comparació amb 
una metaheurística, poden garantir optimalitat, tot i que solucionar un problema mitjançant 
un algorisme Branch & Bound pot requerir molt de temps si el nombre de branques o 
subproblemes és elevat. 
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Exemple de resolució d’un problema amb Branch & Bound 
Es té un problema de PLE, amb una variable Z que es vol maximitzar i que depèn de les 
variables x i y que han de complir unes restriccions.  
Variables 
 
Funció objectiu 
 
Restriccions 
 
 
 
  
    
S’ha resolt el problema amb les condicions inicials i els resultats es poden veure en la 
següent Figura 3.1.  
 
 
Figura 3.1 Resolució gràfica del problema. 
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La solució òptima del problema és x= 2,8 i y=1,6 amb un valor òptim de Z=20,8. Aquesta 
solució no és factible, ja que existeix una restricció que especifica que x i y han de ser 
enteres. A partir d’aquí es dividirà el problema en dos subproblemes (Sp1,Sp2) afegint una 
restricció sobre la variable x a cada subproblema.  
 
Restricció addicional Sp1 Restricció addicional Sp2 
x ≤ 2 x ≥ 3 
Taula 3.1 Restriccions als subproblemes Sp1 i Sp2. 
 
Amb les restriccions addicionals de la Taula 3.1 es resolen els dos subproblemes com es 
mostra en les Figures 3.2 a) i 3.2 b). 
     
a)                                                                              b) 
Figura 3.2 Resolució del subproblema Sp1 a) i del supproblema SP2 b). 
 
La resolució gràfica del subproblema Sp1 mostra com a solució òptima x=2 i y=2 amb Z=20 
que és una solució amb les variables enteres i es compleixen totes les restriccions, per tant 
en Sp1 s’ha trobat una solució òptima factible. En la resolució del problema s’ha trobat com 
a solució òptima per al problema Z=20 amb x=3 i y=4/3 per tan per a Sp2 no s’ha trobat una 
solució òptima factible. La millor solució al problema mitjançant la segona branca és com a 
màxim igual a la millor solució obtinguda per la primera branca, per tan no caldria dividir Sp2 
en més subproblemes, ja que no és milloraria la solució.  
Aplicació d’un algorisme genètic per la resolució del problema de seqüenciació                      Pàg.19 
d’una màquina amb temps de preparació dependents de família i seqüència                     
 
3.2.3. Ramificació i tall 
El mètode de ramificació i tall, més conegut per la terminologia anglesa Branch & Cut és 
una tècnica molt efectiva per solucionar una gran varietat de problemes de programació 
lineal entera [4].  
Molts problemes d’optimització combinatòria poden ser formulats com a problemes de 
programació lineal entera o mixtes. Aquests poden ser solucionats mitjançant mètodes 
Branch & Cut, que són algorismes exactes i que consisteixen en una combinació del 
mètode de plans de tall (Cutting-Plane) amb el mètode Branch & Bound. El mètode de 
plans de tall és un altre mètode per resoldre problemes de PL enters, si la solució òptima 
del problema resolt mitjançant PL no és entera s’afegeix una nova restricció al problema 
que talla la solució no entera però sense arribar a tallar cap punt de la regió de solucions 
factibles. Aquesta acció es repeteix fins que es troba la solució òptima entera. En la Figura 
3.3 es presenta un exemple gràfic del mètode, on es pot distingir perfectament les 
solucions factibles, i els talls que es realitzen per obtenir la millor solució factible. 
La combinació dels mètodes Cutting-Plane i Branch & Bound funciona de manera que es 
soluciona una seqüència de programes lineals. Els mètodes Cutting-Plane milloren la 
relaxació del problema per a aproximar-se més als problemes de programació entera, i 
llavors els algorisme Branch & Bound continuen, amb una complexa estratègia “divideix i 
guanyaràs”, per a solucionar els problemes. 
 
 
 
 
 
 
 
 
Figura 3.3 Resolució gràfica mitjançant plans de tall 
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El procés resumit del Branch & Cut per un problema de minimització seria el següent: 
1.- Es té un problema S a resoldre. 
2.- Es cerca la solució òptima, si la solució òptima és una solució factible s’acaba el 
problema, i es passa al pas 6. 
3- Si el problema no troba una solució òptima entera se li apliquen talls mitjançant el 
mètode Cutting-Plane. 
4.- Es resol el PL un altre cop, i si no troba una solució òptima entera, Es divideix el 
problema en dos subproblemes que contenen cadascú una part de les solucions possibles 
del problema original. Una forma d'aconseguir això és aplicar restriccions addicionals que 
divideixin el domini de solucions. Anomenem C al subconjunt dels subproblemes {C}. 
5.- Mentre no s’hagin escollit tots els elements del subconjunt:  
 5.1.-  Es tria un subproblema del subconjunt (branca). 
5.1.1.-  Es resol el subproblema per trobar una solució òptima factible, si es  
troba aquesta solució no es continuarà per aquesta branca, ja que tindrem la 
seva solució òptima factible. 
5.1.2.- Si no es troba una solució òptima factible, i la solució òptima del 
domini és pitjor que la millor solució entera, la solució per aquest 
subproblema no és factible i  s’esporga la branca per tal de no continuar-hi 
el camí. 
5.1.3.- Si no es dona cap dels dos casos anteriors (5.1.1 i 5.1.2), en aquesta 
branca se li aplicaran nous talls mitjançant el mètode Cutting-Plane. Després 
d’aplicar-hi els talls mirem si es compleixen els casos del pas 5.2.1 i 5.2.2. Si 
no es compleixen dividim el subproblema en dos branques més. 
6.- Sortida: Mostrar la solució òptima entera. 
3.2.4. Programació dinàmica 
La programació dinàmica (PD) [5], està relacionada amb el Branch & Bound, en el sentit 
que enumera intel·ligentment totes les solucions factibles, però ho fa d’una manera diferent, 
ja que en PD es pot resoldre de manera recursiva (el problema es defineixen en problemes 
més petits, essent els finals més simples, definits de forma explícita). Un problema es 
descompon en una família aniuada de subproblemes. 
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La recursivitat és aplicada per tal de resoldre el problema original des de la solució dels 
subproblemes. Per resoldre un problema de PD s’ha de complir amb la identificació 
d’etapes, d’estats i l’existència d’una variable de decisió.  El problema de PD es divideix en 
etapes, cadascuna amb un conjunt d’alternatives mútuament excloents que es representen 
mitjançant estats. Cada estat ha de contenir la informació rellevant per prendre una decisió 
associada a l’etapa.  La decisió òptima de cada etapa depèn només de l’estat actual i no de 
les decisions anteriors. Les variables de decisió són aquelles que defineixen les condicions 
de l’estat. A continuació es presentarà un model de programació dinàmica, amb els 
paràmetres i les variables necessàries per calcular la funció de recurrència. 
Paràmetres i variables 
N: nombre de etapes. 
n: etapa actual. 
en: estat actual de l’etapa n. 
xn: variables de decisió en l’etapa n. 
x
*
n: valor òptim de xn per al estat en que s’indiqui. 
cn(xn): contribució de l’estat a la solució. És el valor immediat de prendre la decisió xn en 
l’estat en . 
fn (en, xn): valor acumulat de la funció objectiu en l’estat en, des de l’etapa n fins a l’etapa N.  
fn+1 (en+1, x
*
n+1): Valor acumulat  des d’una etapa n+1 fins N per un estat en+1. 
Funció de recurrència 
 
 
 Tot i que la programació dinàmica és eficient per molts tipus de problemes, en altres es pot 
patir el creixement exponencial dels estats, i en aquests casos, requereix una elevada 
quantitat de memòria.  
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3.3. Mètodes heurístics 
Els mètodes heurístics es caracteritzen per obtenir solucions aproximades del problema 
mitjançant la informació que són capaços d'extreure a partir de dades que venen donades 
del problema, sense necessitat d’enumerar totes les solucions [6]. 
Els mètodes heurístics no garanteixen que les solucions trobades siguin les solucions 
òptimes, per tant la informació que s’utilitza és molt important per a l'eficiència del 
algorisme, ja que aquesta ha de servir per dirigir la cerca a les zones on hi hagi major 
probabilitat de trobar la solució òptima. 
3.3.1. Cerca local 
La cerca local és un dels mètodes més antics i bàsics utilitzat per a trobar solucions 
aproximades a problemes d'optimització combinatòria complexos [7]. Però tot i això, encara 
s'està desenvolupant, degut a que en molts dels algorismes metaheurístics recents s’usa la 
cerca local com un dels seus elements bàsics. En cada problema la cerca local requereix 
una adaptació de les idees generals al cas particular. 
L'objectiu de la cerca local consisteix bàsicament en obtenir la millor solució possible de la 
funció objectiu a partir d'anar millorant la solució actual. El mètode que s’utilitza per millorar 
la solució actual és el de fer petits canvis sobre la solució actual, fins a trobar una solució 
que millori el valor de la funció objectiu. El conjunt d’aquestes solucions semblants que 
s’obtenen mitjançant petits canvis a partir d’una solució, forma el que s’anomena veïnat 
d’aquesta solució, perquè són solucions molts semblants. Un cop s’obté una millor solució, 
es torna a buscar una solució que millori aquest valor de funció objectiu però aquesta 
vegada dins del veïnat de la solució nova. I així de forma iterativa, fins que s’arribi a una 
solució que no podrà ser millorada per cap solució del seu veïnat,  perquè es un òptim 
respecte l’operador que defineix el veïnat. És aquesta última solució, la que s’anomena 
solució òptima local. Un òptim local no és el mateix que un òptim global, un òptim local és la 
millor solució dins d’un veïnat de solucions, mentre que l’òptim global és la millor solució 
d’entre tot l’espai de solucions del problema. Per tant en el cas de la cerca local, la solució 
final és un òptim local, però no té per què ser la solució òptima global del problema. 
Per implementar un algorisme de cerca local s’han de tenir definits els següents passos [7]: 
Veïnat que es cercarà a partir d'una solució 
S’han de tenir clars els petits canvis sobre la solució actual que s’introduiran per trobar 
l’òptim local. Existeixen diversos mètodes que depenent del format utilitzat per 
emmagatzemar solucions. En el cas que la solució estigués representada com una 
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permutació de valors, un mètode podria ser intercanviar els valors de posicions entre ells, o 
esborrar un valor i inserir-lo en una posició diferent i d’altres mètodes que podrien ser més 
complexos. 
Funció que avaluarà les solucions 
S’ha de definir una funció objectiu a optimitzar per tal de poder avaluar la qualitat de les 
solucions. En moltes ocasions existeix una relació directa entre aquesta funció i l’objectiu 
del problema. 
Estratègia de moviment dins del veïnat 
Hi ha dos tipus d’estratègies de moviment que es poden seguir mentre s’analitza el veïnat 
de la solució actual segons s’ha definit anteriorment. En un tipus d’estratègia, quan es troba 
una millor solució, aquesta passa a definir-se com a solució millor i es comença una nova 
cerca dins del veïnat de la nova millor solució. L’altre tipus d’estratègia avalua totes les 
solucions possibles dins del veïnat abans d’escollir la que millori més la solució actual. 
Construcció de la solució inicial 
S’ha de definir a partir de quin mètode es trobarà la solució amb que es començarà la cerca 
local. Normalment la solució es genera de manera aleatòria encara que també es pot 
construir una solució utilitzant el mètode Greedy (apartat 3.3.2). 
Criteri de parada 
El criteri de parada de la cerca local normalment és el de l’òptim local, encara que a 
vegades es pot optar per altres mecanismes per aturar la cerca, com per exemple posar-hi 
una limitació de temps. 
3.3.2. Mètodes constructius 
Els mètodes  constructius, s’anomenen d’aquesta manera perquè són procediments que 
són capaços de generar una solució a partir d’un problema [6]. La manera de construir la 
solució depèn de quina estratègia es faci servir. A continuació s’expliquen breument les 
estratègies més comunes per a mètodes constructius. 
Estratègia Greedy 
Partint d’una llavor o solució parcial, es va construint paulatinament una solució factible. A 
cada pas s'afegeix un element constituent d'aquesta solució, que es caracteritza per ser en 
el cas de la maximització el que produeix una millora més elevada en la solució parcial i en 
el cas de la minimització el que produeix el menor dels empitjoraments per aquest pas 
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concret. Aquesta estratègia tria la millor opció actual sense que els importi què passarà en 
el futur. 
Estratègia de descomposició 
Aquest mètode divideix sistemàticament el problema en subproblemes més petits. Aquest 
procés es repeteix, generalment de forma recursiva, fins que es tingui una mida de 
problema en què la solució a aquest subproblema és trivial. Després l'algorisme combina 
les solucions obtingudes fins que es tingui la solució al problema original. Els algorismes 
més representatius dels mètodes de descomposició són els algoritmes d’enumeració 
truncada. 
Estratègia de reducció 
Aquesta estratègia aplica reduccions al problema plantejat disminuint l’espai de cerca. Un 
cop s’han aplicat les reduccions, es construeix una solució aproximada. Un cop és troba la 
solució, es desfan les reduccions fetes una per una en ordre invertit, i cada vegada que es 
desfà una reducció, es construeix una nova solució per el nou domini a partir de la solució 
aproximada de l’anterior domini. 
3.4. Mètodes metaheurístics 
Les metaheurístiques van aparèixer per primera vegada en la dècada del 1980. El terme 
metaheurística va ser introduït per Glover [8]. Els mètodes metaheurístics són procediments 
de solució iteratius dissenyats per a resoldre problemes d'optimització difícils, entre ells els 
problemes d'optimització combinatòria.  
Els mètodes tradicionals de millora local exploren el veïnat d'una solució actual i només 
seleccionen noves solucions que milloren el valor total de la funció objectiu per tant no 
tenen mecanismes per poder superar els òptims locals. En canvi les tècniques 
metaheurístiques com la recuita simulada (Simulated Annealing), la cerca tabú, algorismes 
genètics, entre altres, permeten moviments intermedis que empitjorin la solució actual per 
tal d’evitar d’aquesta manera quedar atrapats en mínims locals pobres i acabar obtenint 
una millor solució [9]. 
3.4.1. Recuita simulada 
L'origen de la recuita simulada i l'elecció del criteri d'acceptació recau en el procés físic del 
procés de refredament [10]. En la física de la matèria condensada, el refredament és un 
procés tèrmic per obtenir estats de baixa energia d'un sòlid en un bany de calor i consta de 
dos passos diferenciats. Primer, la temperatura del bany de calor s'incrementa fins a un 
Aplicació d’un algorisme genètic per la resolució del problema de seqüenciació                      Pàg.25 
d’una màquina amb temps de preparació dependents de família i seqüència                     
 
valor màxim en què el sòlid es fon, i segon, la temperatura es va disminuint acuradament 
fins que les partícules del sòlid fos es disposen en l'estat fonamental del sòlid. En la fase 
líquida totes les partícules del sòlid es disposen a l'atzar. En l'estat fonamental del sòlid, les 
partícules es disposen en una xarxa molt estructurada i l'energia del sistema és mínima.  
La recuita simulada és una potent tècnica de cerca local aleatoritzada per trobar solucions 
òptimes, o gairebé òptimes per a problemes d’optimització combinatòria. La manera 
d'aplicar la recuita simulada és permetre a l’inici de l'algorisme l'empitjorament de la solució 
(moment en que es produeix el bany de calor) amb una probabilitat inicial elevada (moment 
en que es fon el material) i anar disminuint aquesta probabilitat a mesura que avança 
l'algorisme (la temperatura va disminuint) alhora que es millora la solució (moment en que 
es va tornant a un estat sòlid). Per tant, en el fons el que permet a l'algorisme és un 
allunyament dels òptims locals, principalment en la primera fase de l'exploració. 
La recuita simulada pressuposa la definició d’un veïnat. L'algorisme simula un moviment a 
través de l'espai de la solució que s'obté saltant repetidament des d'una solució a una altra 
solució veïna. Els canvis de solució que donen lloc a millores sempre s'accepten, mentre 
que els canvis que signifiquen un empitjorament només s’accepten amb una certa 
probabilitat. Aquesta probabilitat d'acceptació ve determinada per un paràmetre i va 
disminuint durant el procés de cerca, tendint a zero.  
Exemple bàsic del Recuit simulat: 
1.- Es comença a partir d’una solució inicial s. 
2.- Es determina una temperatura inicial. T=to 
3.- Es determina el numero d’iteracions Mk  per a cada temperatura t 
4.- Es defineix x (0<x<1), que determinarà com es redueix la temperatura 
5.- Mentre el criteri de parada sigui fals: 
 5.1.- Es repeteix des de M=1 fins a M=Mk. 
  5.1.1.- Es genera una nova solució veïna. 
  5.1.2.- Es determina si s’accepta o no la nova solució depenent de la            
                         temperatura. 
5.2.- Disminueix la temperatura segons x (t=x·t) 
6.- Sortida: Mostrar la millor solució trobada. 
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3.4.2. Cerca tabú 
La cerca tabú va ser desenvolupada per Glover a l’any 1986 [8] com una alternativa 
determinista al recuit simulat, on la memòria guia una cerca intel·ligent. El principi bàsic de 
la cerca tabú és el de seguir amb la cerca de una millor solució tot i trobar un òptim local, 
permetent moure’s cap a una pitjor solució. Per evitar cicles, és a dir tornar a crear un camí 
que dugui repetidament a caure en el mateix òptim local, les solucions recentment visitades 
es registren i s’eviten. Això s'aconsegueix a través de l’ús de la memòria, anomenada llista 
tabú que guarda l’historial recent de la cerca. No només s'aconsegueix prevenir els cicles, 
també ajuda a aconseguir cerques més diversificades. La idea clau és explorar diverses 
regions de l'espai de cerca. Una sèrie de conceptes avançats com la memòria a llarg 
termini, la intensificació i les oscil·lacions estratègiques han contribuït a estendre amb èxit 
aquest mètode metaheurístic.  
Dimensions dins de la memòria 
Les estructures de la memòria en la cerca tabú operen respecte quatre dimensions 
principals, la recència, la freqüència, la qualitat i la influència. Les  memòries que es basen 
en la recència i la freqüència es complementen mútuament. La dimensió de la qualitat es 
refereix a l’habilitat de diferenciar el mèrit de les solucions visitades durant la cerca. En 
aquest cas la memòria podria ser utilitzada per identificar elements comuns en les millors 
solucions o característiques que ens serviran per guiar-nos cap a elles [11]. 
La quarta dimensió, la influència, considera l’impacte que tenen les decisions que s'han dut 
a terme durant la cerca, no només pel que fa referència a la qualitat sinó també a 
l'estructura. 
Estructura de la llista tabú 
L’estructura de la memòria és molt important per saber l’estratègia que es durà a terme, per 
exemple si s’escull una estructura de memòria a curt termini, només és tindran en compte 
les solucions considerades recentment. Si s’usa una memòria a un termini mitjà, la nostra 
llista estarà destinada a inclinar la cerca cap a zones prometedores de l'espai de cerca. Si 
pel contrari es prefereix utilitzar una estructura de memòria a llarg termini, la llista tendirà a 
promoure la diversitat en el procés de cerca. Així doncs depenent de l’estructura de 
memòria escollida, els elements que es tinguin a la llista tabú es guardaran durant un cert 
nombre d'iteracions especificat. Cal remarcar que una llista tabú és una eina de memòria 
que indica elements que les noves solucions no han d'incloure (per això s'anomenen tabú). 
Les llistes tabú que contenen atributs en lloc de solucions senceres poden ser més eficaces 
per a alguns dominis, tot i que plantegen un nou problema. Quan un atribut es marca com a 
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tabú, això genera que més d'una solució passi a ser tabú (és a dir totes les solucions amb 
aquest atribut passen a ser tabú). Un exemple seria el cas que la llista tabú indiqués que un 
element no pot ser el primer element escollit de la solució. Es veu clarament que més d'una 
solució comparteix aquest atribut i per tant totes elles passen a ser tabú. 
Algunes d'aquestes solucions que són evitades, poden ser d'una qualitat excel·lent i 
podrien no haver estat visitades. Per atenuar aquest problema, s'introdueixen els criteris 
d'aspiració. Aquests criteris prevalen sobre l'estat tabú d'una solució, permetent que la 
cerca esculli una solució que d'altra manera quedaria exclosa del conjunt permès. Un criteri 
d'aspiració que s'utilitza normalment és el de permetre solucions que són millors que la 
millor solució actualment coneguda.  
A continuació es mostra el procés d’una cerca tabú de manera resumida: 
1.- Es començarà a partir d’una solució inicial x, que al ser la primera també serà iniciada 
com a millor solució s. 
 2.- Es repeteix mentre el criteri de parada sigui fals: 
2.1.-  Es genera la llista de veïns/moviments candidats. 
2.2.-  Es tria el millor veí (x’) que no formi part de la llista tabú o que verifiqui el 
criteri d’aspiració x.  
2.3.- S’implementa el canvi i x’ es designa com la solució actual, x=x’. 
2.4.-  Si x és millor que la millor solució actual s, s’actualitza la millor solució, s=x. 
2.5.- S’actualitza la llista tabú i els criteris d’aspiració. 
   3-Sortida: Mostrar la millor solució trobada. 
3.4.3. Algorismes genètics 
Els algorismes genètics (AG) es basen en l’evolució genètica que es produeix entre les 
diferents espècies animals i vegetals, en la supervivència dels més aptes, i l’encreuament 
entre ells per generar descendents millors [12]. Són mètodes evolutius ja que parteixen 
d’una població de solucions i mitjançant la selecció de solucions de la població, es produeix 
un encreuament entre les solucions per crear una nova solució, que passarà a formar part 
de la població. 
En l’apartat 4, es mostra una descripció més completa dels AG, ja que per a resoldre el 
problema que s’estudia en aquest treball s’ha realitzat un AG. 
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3.4.4. Algorisme de la colònia de formigues 
L’algorisme de la colònia de formigues també anomenat ACO (Ant Colony Optimization) 
[13] es basa en el comportament de les colònies de formigues, concretament en el seu 
procés d’anar des del niu fins a la font d'aliment en base a un rastre de feromones que elles 
mateixes deixen anar durant la seva trajectòria per les diverses rutes. 
Els algorismes de les colònies de formigues pertanyen a la àmplia classe de mètodes 
metaheurístics que treballen amb memòria. Els ACO comparteixen algunes característiques 
amb els AG, els Greedy, la cerca tabú i la cerca dispersa però tenen un tret diferencial que 
no es troba en els operadors genètics clàssics, i és que una població d'agents artificials en 
que es basen els ACO, les formigues, interaccionen a través d'una memòria comuna. 
Fenomen natural 
La metàfora en la qual l’algorisme de la colònia de formigues està basat es pot veure 
il·lustrada a la Figura 3.4 a), on hi ha un niu de la colònia de formigues que es troba aïllat, i 
una font d’aliment accessible a través d'un pont format per dues branques. Tot i que les 
formigues són totalment lliures d'escollir una de les dues branques, s'observa ràpidament, 
que la majoria de les formigues segueixen una mateixa branca, tot i que no hi hagi raó per 
escollir-la abans que l'altra branca. 
Aquest fenomen s'explica perquè les formigues dipositen una substancia química 
anomenada feromona mentre es desplacen, i aquesta substancia és detectada per la resta 
de formigues a través de les seves antenes. 
a)                                                                                    b) 
Figura 3.4. Experiment de doble pont simètric a) i asimètric b). Passat un temps totes les formigues 
acaben circulant per la branca més curta en el cas del asimètric i una branca aleatòria en el cas 
simètric. 
En absència de la feromona la formiga explora els voltants de l'àrea d'una manera 
totalment aleatòria. Si la formiga detecta algun rastre de feromona, amb una alta 
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probabilitat la formiga seguirà el rastre de la feromona. Si la formiga detecta dos rastres de 
feromones, la formiga seguirà amb més probabilitat el rastre on detecti més feromones. 
Atès a que les formigues dipositen feromona addicional quan viatgen, el procés de cerca 
d'aliment evoluciona amb retroalimentació positiva. El rastre de feromones s'evapora amb 
el temps, el que significa que pel camí pel que no hi passen les formigues el rastre 
desapareix amplificant l’efecte de retroalimentació positiva. 
L’observació es pot repetir amb ponts amb diferents longituds, com es mostra en la Figura 
3.4 b), on les formigues són capaces de trobar el camí més curt entre el niu i la font 
d'alimentació, tot i que tenen una visió molt limitada de l'àrea del seu voltant. 
Model artificial 
Des de la introducció del primer algorisme de la colònia de formigues, el sistema formiga 
[14], els algorismes basats en la metàfora de les formigues han evolucionat. A continuació 
es mostra un model general definit per una sèrie de principis que permeten el 
desenvolupament d’aquests tipus d’algorismes en un ampli ventall de problemes 
d’optimització combinatòria. 
El mètode ACO es deriva del model formiga real fent dues analogies: 
1.- Les formigues reals són els processos encarregats de la creació de solucions al 
problema. Aquests processos són anomenats formigues artificials, o simplement processos 
formiga. 
2.- Els rastres de feromones (Ƭ) i l’atractiu de moviment o visibilitat (ŋ) corresponen a la 
memòria comú, que s'actualitza cada cop que es troba una nova solució. La memòria 
arxiva un valor associat a alguns component de la solució. 
Una metaheurística basada en el comportament de les formigues podria ser descrit com un 
conjunt de processos que col·laboren a través d'una memòria comuna. El primer conjunt de 
processos, corresponent a les formigues, construeixen solucions de manera probabilística, 
on les probabilitats depenen de la informació arxivada a la memòria. Tots aquests 
processos de les formigues artificials, són activats i coordinats per un procés central, que 
també gestiona la memòria comuna. 
Un ACO es podria especificar amb dos processos diferents tal com mostra la Taula 3.2.  
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Procés Central Procés Formiga 
1.- Inicialitza la memòria. 
2.- Repeteix fins a complir un criteri de parada. 
a. Tria els paràmetres per un nou procés 
formiga, i activa el procés formiga. 
b. Rep la nova solució des del procés formiga, i 
actualitza la memòria. 
3.- Retorna la millor solució trobada. 
1.- Rep les dades del problema, l’estat de la 
memòria, i algun altre paràmetre del procés 
central. 
2.- Amb l'ajuda de la memòria, construeix una 
nova solució probabilística. 
3.- Envia la nova solució al procés central. 
 
Taula 3.2. Procés central i procés formiga per l’ACO. 
Una manera de veure els dos processos conjuntament seria la següent: 
1.- Inicialitzar dades. 
2.- Repetir mentre el criteri de parada sigui fals: 
 2.1.- Generar solució (procés formiga). 
 2.2.- Aplicar-hi la cerca local. 
 2.3.- Actualitzar feromones. 
3.- Sortida: Mostrar la millor solució trobada. 
Cada formiga artificial construeix de forma iterativa una solució per al problema. Les 
solucions intermèdies s’anomenen estats solució. A cada iteració de l’algorisme, cada 
formiga es mou d’un estat x a un estat y, corresponent a una solució intermèdia més 
completa. Cada formiga k computa un conjunt Ak(x) d’expansions factibles de l’estat actual 
a cada iteració, i es mou cap a una d’aquestes de manera probabilística. Per a una formiga 
k la probabilitat p
k
xy de moure’s de un estat x a un estat y depèn de la combinació de la 
atractiu del moviment ŋxy que representa la visibilitat i que equival a l’inversa de la distancia 
entre els dos estats i el nivell del rastre de feromones,Ƭxy. La influència de la visibilitat i del 
rastre de feromones depenen dels controladors α i β. α controla la influència del rastre de 
feromones, mentre que β controla la influència de l’atractiu o visibilitat. 
En general, la k-èssima formiga es mou d’un estat x a un estat y amb probabilitat (Eq.3.1):  
  
(Eq. 3.1) 
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3.4.5. Cerca de veïnats variables 
La cerca de veïnats variables o VNS (Variable Neighborhood Search) [15] és un mètode 
metaheurístic utilitzat per a solucionar un conjunt de problemes d’optimització combinatòria 
o d’optimització global. La cerca de veïnats variables està basada en el principi del canvi 
sistemàtic de veïnat durant la cerca. Aquest canvi sistemàtic es va produint per tal de sortir 
de les valls que contenen l'òptim local. 
La primera millora respecte a l'esquema bàsic de la cerca local és el començament 
múltiple. La cerca local és iterada moltes vegades des d’una solució inicial generada 
aleatòriament, i la millor solució trobada es guarda. No obstant, si existeixen molts òptims 
locals, el millor òptim local trobat pot seguir estant mol allunyat del valor de l’òptim global. 
El començament múltiple dispersa els seus esforços explorant moltes valls, però sense 
centrar-se en regions prometedores. Això sembla ser tot el que caldria fer si tant el mínim 
local com els seus valors haguessin estat distribuïts aleatòriament al espai solució però 
normalment aquest no és el cas. S’ha observat nombroses vegades, que els mínims locals 
tendeixen a conglomerar-se en una o poques regions de l’espai solució. Per tant, quan es 
troba l’òptim local, val la pena aprofitar aquesta informació, degut a que moltes variables 
poden tenir el mateix valor o un valor proper al del òptim global, el qual segueix sent 
desconegut. Per això el començament múltiple pot ser modificat per a explorar d'una 
manera probabilística veïnats en primera instància propers, i tot seguit veïnats cada cop 
més llunyans de la millors solució coneguda. 
Durant la VNS s’exploren iterativament veïnats cada cop més grans per tal de millorar 
l‘òptim local, això es fa canviant el veïnat que es cerca a partir de la solució (apartat 3.3.1), 
realitzant més canvis sobre la solució obtinguda per a que és produeixi la cerca local sobre 
un veïnat que contingui un conjunt de solucions major. Alhora la VNS intenta escapar del 
òptim local actual iniciant altres cerques local des de solucions inicials aleatòries que es 
troben dins del veïnat de l’actual solució. D’aquesta manera quan una solució trobada en 
aquestes cerques locals millora l’òptim local actual, aquesta passa a ser la solució actual i 
es comença el mateix procés, ara a partint de la nova solució actual. El procés es repeteix 
fins que es compleixen els criteris de parada. 
La VNS es basa en les següents percepcions: 
-Un mínim local respecte a una estructura de veïnat no és necessàriament un mínim local 
per a una altra estructura de veïnat. 
-Un mínim global és un mínim local respecte a totes les possibles estructures del veïnat. 
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-Per a molts problemes, els mínims locals respecte a un o diversos veïnats estan 
relativament a prop l'un de l'altre. 
A diferència d'altres tècniques metaheurístiques, les bases que segueix tant la VNS com les 
seves extensions són senzilles, i requereixen pocs paràmetres. Per tant a més d’oferir molt 
bones solucions, normalment de manera més senzilla que altres mètodes, la VNS dona 
elements per a comprendre les raons del seu rendiment, el que pot portar a 
implementacions més eficients i sofisticades. 
A continuació es mostren els passos que segueix la VNS: 
1-Seleccionar un conjunt d’estructures de veïnats Nk (1,2,3...,Kmax) que s’usaran en la cerca. 
2- Trobar una solució inicial s. 
3- Repetir mentre el criteri de parada sigui fals: 
3.1- Repetir des de k=1 fins a k=kmax. 
3.1.1- Generar una solució aleatòria s’ del veïnat k. 
3.1.2- Aplicar una millora local a s’ (s’obté s’’). 
3.1.3- Si s’’ és millor que s, s’’ passa a ser la solució actual (s=s’’) i es torna 
a començar a incrementar el veïnat  a partir de la nova solució(pas 3.1). 
3.1.4-  Si s’’ no és millor que s, s’incrementa la mida del veïnat de la solució 
actual (k=k+1). 
4- Sortida: Mostrar la millor solució trobada. 
3.4.6. Procediments de recerca adaptativa aleatoritzat Greedy 
Els procediments de recerca adaptativa aleatoritzat Greedy també coneguts com GRASP 
(Greedy Randomized Adaptive Search Procedures) van ser donats a conèixer per primera 
vegada per Feo i Resende [16] i són una metaheurística d’optimització combinatòria. El 
GRASP normalment s'implementa com un procediment amb començament múltiple, on 
cada iteració es compon de dues fases diferenciades, la fase de construcció i la fase 
d'exploració. En la fase de construcció es construeix una solució aleatoritzada Greedy 
factible, i en la fase d'exploració a partir de la solució construïda mitjançant una cerca local, 
s'apliquen millores iteratives fins que es troba la solució òptima local. 
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Fase de construcció 
Normalment les solucions generades aleatòriament no són de bona qualitat. En aquesta 
fase es troben solucions candidates mitjançant un algorisme Greedy.  
Primer, es defineix una llista restringida de candidats anomenada RCL (Restricted 
Candidate List) on s’hi col·loquen els millors elements classificats, aquells que ajudin a 
augmentar o disminuir el valor de la funció objectiu, depenent si es busca minimitzar-la o 
maximitzar-la.  El criteri que marca la quantitat d’ elements que conté la RCL pot dependre 
d’un nombre màxim especificat o d’alguna mesura de qualitat. A diferencia de l’algorisme 
Greedy, que construeix les solucions afegint en cada moment l’element que ajuda a millorar 
més la solució, en aquest cas, per obtenir variabilitat s’afegeix de manera aleatòria a la 
solució un dels elements classificats en la RCL anteriorment. Un cop s’afegeix un element a 
la solució, s’actualitza la RCL fins a obtenir una solució completa. 
Fase d’exploració 
A partir de la solució obtinguda en la fase constructiva, es fa una cerca local sobre el veïnat 
definit per tal de trobar una solució localment òptima. Tot i que s'ha de tenir ben definit 
l’espai, el mètode de cerca i la estratègia d'avaluació, la major part de la responsabilitat de 
trobar una solució òptima de qualitat recau sobre la fase construcció. 
L’esquema bàsic d’un GRASP seria el següent: 
1.- Proporcionar una solució inicial s. 
2.- Aplicar una millora local a s. 
3.- Repetir mentre el criteri de parada sigui fals: 
 3.1.- Cercar una solució s’ mitjançant la fase de construcció. 
 3.2.- Aplicar una millora local a la solució s’ en la fase d’exploració. 
 3.3.- Si s’ és millor que s, s=s’. 
4.- Sortida: Mostrar la millor solució trobada. 
3.4.7. Cerca dispersa 
La cerca dispersa (Scatter Search) és un mètode que ha demostrat tenir resultats 
prometedors al resoldre problemes d'optimització combinatòria. Està basat en formulacions 
proposades originalment en la dècada del 1960 per la combinació de regles de decisió i les 
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restriccions del problema. Aquest mètode utilitza estratègies per combinar vectors solució 
que han demostrat la seva eficàcia en una varietat d'àrees de problemes [17]. 
La cerca dispersa, des del punt de vista de la classificació metaheurístic, pot ser 
considerada com un algoritme evolutiu (també anomenat de població) que construeix 
solucions mitjançant la combinació d'altres. La idea d'aquesta metodologia és permetre 
l'aplicació de procediments de resolució que poden derivar noves solucions a partir 
d'elements combinats. La manera amb que la cerca dispersa combina solucions i actualitza 
el conjunt de solucions utilitzats per la combinació, diferencia aquesta metodologia de les 
altres tècniques basades en poblacions de solucions, com per exemple els AG. 
A continuació es descriuen els cinc elements essencials del mètode així com el 
funcionament d’aquests elements dins de l’esquema bàsic de la cerca dispersa: 
Mètode generador de solucions diverses 
Amb aquest mètode es genera un conjunt de solucions diverses que en principi no han de 
ser necessàriament factibles. La mida d'aquest conjunt, P, sol estar al voltant de 100 
encara que depèn de variants. 
Mètode de millora de solucions 
Aquest mètode es fa servir per tractar d'obtenir solucions de major qualitat de les que es 
disposen inicialment, encara que en el cas en que apareguin solucions no factibles, la seva 
funció consistirà, primer a obtenir una solució factible i després intentar millorar-la. S'aplica 
a totes les solucions que es construeixen durant l’execució de la cerca. El mètode de 
millora que s’usa habitualment és la cerca local. 
Conjunt de referència 
Dins del conjunt de solucions diverses generat amb el mètode generador de solucions 
diverses, i una vegada aplicat el mètode de millora, se selecciona el conjunt de referència, 
format per un nombre petit de solucions b, que no acostuma a ser més gran de 20. La 
meitat d'aquestes solucions són les de més qualitat del conjunt de solucions diverses i 
l'altra meitat s'obté seguint el criteri de la diversitat,  seleccionant les que distin més 
respecte a les ja incloses en el conjunt de referència. Les solucions seleccionades 
s'ordenen segons la seva qualitat de major a menor. 
Mètode generador de subconjunts 
A través d'aquest mètode es generen subconjunts de solucions del conjunt referència. Les 
solucions d'aquests subconjunts es combinaran entre si posteriorment. Una implementació 
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senzilla és considerar totes les parelles de solucions possibles del conjunt de referència, 
encara que es poden considerar subconjunts formats per altres nombres de solucions. 
Mètode de combinació 
En aquest mètode es combinen entre si totes les solucions de cada subconjunt obtingut 
amb el mètode generador de subconjunts ja descrit. Existeixen moltes maneres de 
combinar les solucions. Una manera podria ser anar combinant els diferents elements de 
les mateixes posicions entre les solucions un per un i calculant el valor objectiu de totes les 
possibles combinacions per quedar-se amb la millor, o calculant l’aportació de l’element en 
la posició que es troba a la solució. També es poden utilitzar tècniques d’altres 
metaheurístiques. En el cas dels AG es podrien utilitzar els operadors de l’encreuament i la 
mutació com a mètode de combinació. Una vegada es té la nova solució, aquesta pot ser 
introduïda al conjunt de referència o guardada temporalment fins a acabar de realitzar totes 
les combinacions, per tal de seleccionar les que entraran al conjunt de referència.  
A continuació es mostra un esquema bàsic d’un algorisme de cerca dispersa on podem 
veure com actuen els mètodes descrits anteriorment. 
1.- Generació d’un conjunt P de solucions diverses.  
2.- Millora d’aquestes solucions.  
3.- Construcció del conjunt referència amb les b millors solucions seguint els criteris de 
qualitat i diversitat. 
4.- Repetir fins que el conjunt referència s’estabilitzi. El conjunt referència es considerarà 
estabilitzat quan en un cicle complet no s’obté cap solució que pugui ser incorporada al 
conjunt de referència. 
4.1.- Amb les solucions del conjunt de referència es creen subconjunts de solucions 
mitjançant el mètode generador de subconjunts. 
4.2.- Generació de noves solucions mitjançant l’aplicació del mètode de combinació 
als subconjunts de solucions. 
4.3.- Millora de les noves solucions. 
4.4.- Actualització del conjunt referència (les noves solucions obtingudes que siguin 
considerades bones per qualitat o diversitat s’incorporaran al conjunt referència). 
5.- Sortida: Mostrar la millor solució trobada. 
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4. ALGORISMES GENÈTICS 
4.1. Introducció 
Els algorismes genètics (AG) són algorismes de cerca probabilístics que estan basats en la 
mecànica de la selecció natural [12]. Un AG pot resoldre problemes dels quals no 
necessàriament es coneix com arribar a una bona solució, però sí que es pot avaluar 
aquesta solució per mesurar d’una manera quantificable el seu valor relatiu. Combinen la 
supervivència dels més aptes amb un canvi d'informació estructurat però alhora aleatoritzat 
per formar un potent  algorisme de cerca. Cada vegada que creuen o combinen solucions 
(generació) una nova solució es crea utilitzant característiques dels més aptes de la 
generació anterior. 
En les dècades  del 1950 i 1960 diversos científics informàtics van estudiar de manera 
separada, els sistemes evolutius amb la idea  de poder emprar la evolució com una eina 
d’optimització per els problemes d’enginyeria. La idea en tots aquests sistemes era 
evolucionar poblacions de solucions candidates per a un problema donat, utilitzant 
operadors inspirats en la variació genètica natural i la selecció natural que creessin noves 
solucions [18]. 
En els anys 60 es van introduir les estratègies d’evolució, que es tractava d’un mètode per 
optimitzar paràmetres de valor real. El camp de les estratègies d’evolució ha seguit sent 
una àrea activa d’investigació, majoritàriament desenvolupant-se de manera independent 
del camp dels AG. 
A la dècada del 1960, Holland [19] va inventar els AG, i més tard els va desenvolupar amb 
els companys i alumnes de la Universitat de Michigan [18]. Els objectius principals de la 
seva investigació eren dos. En primer lloc, explicar rigorosament els processos d’adaptació 
dels sistemes naturals, i en segon lloc dissenyar sistemes artificials de software que 
mantinguin els mecanismes importants dels sistemes naturals. 
En l’àmbit de l’optimizació, una solució és representada per un cromosoma, i cadascun dels 
components de la solució correspon a un gen. El procediment es basa en seleccionar les 
millors solucions d’un conjunt de solucions (població) i combinar-les entre elles creant 
noves solucions. En aquestes solucions es poden crear mutacions (modificacions 
aleatòries) i així diversificar el domini que es cerca. En l’apartat 4.2 aquest procés 
s’explicarà més detalladament. 
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Els AG es diferencien respecte a altres mètodes de cerca en quatres aspectes fonamentals 
[12]: 
-Els AG genètics treballen amb la codificació del conjunt de components de la 
solució, no amb els components de manera individual. 
- Els AG cerquen simultàniament múltiples solucions, tantes com solucions factibles 
evolucionen dins de la població que s’ha considerat. 
- Els AG utilitzen la informació de la funció d’aptitud (fitness) per avaluar les 
solucions, no de les seves derivades o altra informació addicional. 
- Els AG utilitzen regles de transició probabilístiques, en comptes de deterministes. 
4.2. Funcionament d’un algorisme genètic bàsic  
Un AG segueix el següent esquema general: 
1.- Generació població. 
2.- Es guarda la millor solució. 
3.-Mentre no es compleixi la condició de finalització: 
 3.1.- Selecció de solucions. 
 3.2.- Encreuament de solucions seleccionades per obtenir una nova solució. 
 3.3.- Mutació de la nova solució.  
 3.4.- Regeneració (Inserció de la nova solució a la població). 
3.5.- Si la nova solució és millor que la millor obtinguda fins ara, es guarda com a 
millor solució. 
4.- S’obté la millor solució de la població final. 
A continuació es defineixen els elements del procés dels AG 
Codificació 
El primer que es necessita a l’hora de “crear” un AG és determinar el tipus de valors que 
tindran les solucions del problema que es pretén resoldre. Després s’haurà de determinar 
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com es formarà el codi genètic dels individus o cadenes de la població, i la codificació dels 
seus membres o cromosomes. Hi ha diferents codis, els més utilitzats són el codi binari on 
els cromosomes serien 0’s o 1’s, i les permutacions de n valors (1,2,3,..., n) on els 
cromosomes serien una llista de valors ordenats que agafarien valor entre 1 i n sense 
repetir-se’n cap. Per tant serà necessari saber quin tipus de codificació tindrà l’AG per 
saber quins valors poden prendre els cromosomes, i de quina forma es poden combinar per 
formar la informació genètica que tindrà l’individu de la població. 
Avaluació 
En una població d’individus n’hi ha que són mes hàbils i aptes per sobreviure que la resta. 
Per això cada individu de la població dels AG tindrà un valor que representarà el seu grau 
d’aptitud, aquest valor es coneix com fitness. Per calcular el fitness, la majoria de les 
vegades s’utilitza la funció objectiu del problema d’optimització. Per tant l’aplicació i 
avaluació de la funció objectiu serà un factor important en la velocitat i eficiència de 
l’algorisme a l’hora de buscar la solució òptima, ja que l’avaluació és en la majoria de casos 
el que consumeix més temps en l’execució d’un AG. 
Selecció 
Un cop avaluats tots els membres de la població, i per tant ja se’ls hi ha donat un valor 
fitness, l’algorisme ha de seguir el mateix procés de la selecció natural, per seleccionar els 
individus més aptes i més adaptats al medi. Hi ha diferents mètodes per realitzar la 
selecció, i dependentment de com es faci aquesta selecció el tipus d’AG serà diferent. Els 
més coneguts són [18]: 
- Mètode de selecció per ruleta: Els AG que utilitzen aquest mètode són coneguts com AG 
simples. La idea darrere de la tècnica de selecció de la ruleta és que a cada individu se li 
dóna una oportunitat d'esdevenir un dels pares en relació al seu fitness. S’anomena 
selecció per ruleta degut a que les possibilitats de selecció d'un dels pares poden ser vistes 
com si es gires una ruleta amb la mida de la ranura de cada membre de la població 
proporcional al seu fitness. Òbviament, els que tenen millor fitness (mida de la ranura més 
gran) tenen més possibilitats de ser elegits. Per tant, és possible que un dels membres 
domini la resta i sigui seleccionat la majoria de vegades. 
- Mètode de selecció elitista: Els AG que utilitzen aquest mètode són coneguts com AG 
elitistes. El objectiu d’aquest mètode és assegurar-se que el millor o els millors individus de 
la població es mantinguin a la població de forma inalterada. És realitzen dos seleccions, 
una utilitzant qualsevol dels altres mètodes, i l’altra que seleccionarà un dels millors 
individus. Aquest millor individu serà copiat a la següent generació sense passar per 
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l’encreuament o la mutació. Aquest mètode pot augmentar ràpidament el rendiment de 
l’AG, ja que evita la pèrdua de la millor solució trobada. 
- Mètode de selecció per torneig: La selecció per torneig és un mètode basat en la 
comparació de dos o més individus de la població essent escollit el millor. S'escullen dos o 
més individus de la població i es calcula el fitness de cada un d'ells. El que millor fitness 
dels dos presenta serà l’individu escollit (és a dir, guanyador del torneig). Existeixen dos 
versions d’aquest mètode: 
- Determinista: En aquesta versió es selecciona a l'atzar un nombre d'individus, que 
generalment és dos. Entre els individus escollits, es selecciona el més apte (millor 
fitness). 
- Probabilística: Aquesta versió únicament es diferencia de l'anterior, en el pas de 
selecció de l'individu més apte. Per al cas d'haver seleccionat dos individus, s'escull 
un valor aleatori entre 0 i 1, i es compara amb un valor p que s'haurà fixat per a tot 
el procés. Si és major que p, s'escull l'individu més apte, i en cas contrari, s'escull el 
menys apte. 
-Mètode de selecció per classificació: Aquest mètode, primer classifica les solucions segons 
el seu fitness. La solució amb pitjor fitness tindrà la primera posició, mentre que la solució 
amb millor fitness tindrà l’última posició d’aquesta classificació. Per seleccionar la solució 
que serà pare es té en compte la seva posició i no el seu fitness, tal com mostra l’equació 
Eq. 4.1. Per tant en una població de 5 solucions, la classificada en primera posició, és a dir 
la pijor, tindria una probabilitat p=1/(5+4+3+2+1) de ser escollida, la segona classificada 
tindria una probabilitat p=2/15, i així fins l’última classificada, que tindria una probabilitat 
p=5/15. 
Sent n el nombre de solucions que forma la població, la probabilitat d’una solució a ser 
escollida com a pare seria l’exposada a l’equació Eq. 4.1. 
 
Amb aquest mètode es tendirà a evitar la convergència prematura degut a les grans 
diferències de fitness que es produeixen en les primeres generacions. Per contra, 
mitjançant l'amplificació de petites diferències de probabilitat en generacions posteriors, la 
probabilitat de selecció s'incrementa en comparació amb les estratègies de selecció 
alternatives. 
(Eq. 4.1) 
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En qualsevol cas, un procediment de selecció ha de tenir cura de no caure en una 
convergència prematura de l'algorisme. 
Encreuament 
El encreuament entre les espècies animals i vegetals és el resultat de la fecundació en la 
reproducció entre dos individus progenitors. El material genètic d’aquests es barreja donant 
lloc a una nova combinació, de la qual n’esdevé un nou individu amb una nova dotació 
genètica producte de la dels progenitors. Les unitats físiques entre les quals es dóna 
l’encreuament són els cromosomes. Per tant en els AG passa el mateix, a partir de la 
barreja de dos solucions prèviament seleccionades per un dels diversos mètodes de 
selecció, es crea un fill o nova solució per a la població amb característiques heretades dels 
seus progenitors. Si els progenitors tenien un fitness elevat, és molt possible que aquest 
sigui heretat també pel fill. En un AG, l’encreuament és només una forma d’intercanviar 
informació continguda per dos solucions per crear-n’hi una altra amb característiques 
d’aquestes. Existeixen diferents maneres d’efectuar l’encreuament. En codi binari els 
encreuaments més coneguts són: 
- Encreuament en un punt: 
                                                                                            Figura 4.1 Encreuament en un punt 
 
- Encreuament en dos punts:                                                                       
                                                                                                   Figura 4.2 Encreuament en dos punts 
 
 
 
Es selecciona un punt en el vector del pare. Totes les 
dades més enllà d'aquest punt en el vector de 
l'organisme s'intercanvia entre els dos pares. Els 
organismes resultants són els fills. A la Figura 4.1 es 
pot veure gràficament un exemple com els 
cromosomes de sota (fills) són una combinació del  
primer pare (cromosoma groc) i del segon pare 
(cromosoma blau). 
L’encreuament en dos punts requereix seleccionar 
dos punts en els vectors dels pares. Totes les dades 
entre els dos punts s'intercanvien entre els pares, 
creant fills, tal com es mostra a la Figura 4.2 on es 
veu l’intercanvi de gens dels dos pares (cromosomes 
groc i blau de la part de dalt). 
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- Encreuament per tallar i empalmar: 
 
 
Depenent de com el cromosoma representa la solució, un intercanvi directe pot no ser 
possible. Un d'aquests casos és quan el cromosoma és una llista ordenada(permutació), 
com una llista ordenada de les ciutats que cal recórrer o una llista de peces que han de ser 
processades per una màquina. Hi ha molts mètodes d'encreuament per als cromosomes 
ordenats. Els més coneguts són els següents [12]: 
- Encreuament parcialment coincident o Partially Matched Crossover (PMX): 
                                                                                 Figura 4.4 Encreuament PMX 
que es troben entre els dos punts d’encreuament del pare2 (1,9,8,6). A continuació es 
copien en la resta de posicions, els gens del pare1 que no es troben entre els punts 
d’encreuament i que no han estat copiats anteriorment del pare2 (4,2). Després d’aquest 
procediment queden encara 3 posicions lliures. Per saber quin gen es col·loca en la 
primera posició del fill1 en principi hi hauria d’anar el gen que està en la primera posició del 
pare1 (1), però com que aquell gen ja hi és, es mira si el gen col·locat en la primera posició 
del pare2 (7) es troba ja en el fill1, i com que no hi és, el copiem a la primera posició del 
fill1. Per saber quin gen es col·loca en les posicions vuitena i novena del fill1 es fa el mateix 
procediment que en la primera posició, però en aquest cas es troba que els gens en 
aquelles posicions dels pare1 i del pare2 ja existeixen en el fill1. Per tant ara el que es farà 
Un altre variant d’encreuament, el mètode "tallar i 
empalmar", ocasiona un canvi en la llargada dels 
vectors dels fills. La raó per a aquesta diferència 
és que se selecciona un punt de tall diferent per a 
cada vector dels pares com es mostra a la Figura 
4.3, on s’intercanvien els cromosomes pares (groc 
i blau). 
En aquest mètode, els dos punts 
d'encreuament són seleccionats a l'atzar i 
el PMX procedeix per intercanvis de 
posició intel·ligent. Els valors entre els dos 
punts d'encreuament d’un dels pares es 
copien sense alteracions en el fill, mentre 
que la resta de la informació es copia de 
l'altre pare, degudament col·locats per a 
que no es repeteixi cap valor. Tal com es 
pot veure en l’exemple de la Figura 4.4 en 
el fill1 se li han copiat els mateixos gens 
Figura 4.3 Encreuament tallar i empalmar 
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és cercar en quina posició del pare2 es troba el gen que es troba en la vuitena posició del 
pare1(6). El gen (6) es troba en la setena posició del pare2. A continuació es mira doncs 
quin és el gen que es troba en la setena posició del pare1 (3), i com que aquest gen no es 
troba encara en el fill1 el copiem a la vuitena posició. Per saber quin gen es copia a la 
novena posició del fill1 es cerca de la mateixa manera que per la vuitena posició. Per 
“crear” el fill2 es realitza el mateix procediment que en el fill1 però invertint els pares. 
- Encreuament cíclic o Cycle Crossover (CX): 
Es comença el procés des del gen de qualsevol posició i del primer pare (normalment es fa 
des del gen col·locat en la primera posició). Aquest gen es copia al fill. A continuació és 
cerca en el primer pare, el mateix gen que es troba en la posició i del segon pare, i la 
posició i passa a ser la posició actual del primer pare. Si aquest gen no existeix en el fill, es 
copia en la mateixa posició que en el primer pare. El procés es va repetint sempre buscant 
en el primer pare el mateix gen que es troba en la posició i del segon pare fins que s’acaba 
el cicle, és a dir que el gen en el primer pare que s’ha de copiar ja es troba col·locat al fill. A 
la resta d’espais buits del fill s’hi col·locaran els gens del segon pare. 
Figura 4.5 Encreuament CX 
Com es pot veure en l’exemple de la Figura 4.5, es copia el gen (1) que està col·locat a la 
primera posició del pare1 a la primera posició del fill1. A continuació es mira quin es el gen 
que es troba en la primera posició del pare2 (3), i es cerca la posició d’aquest mateix gen 
en el pare1. En aquest exemple es troba en la setena posició, per tan ara és aquest gen a 
la setena posició del fill1, i es continua fent el mateix procediment, mirem quin és el gen que 
es troba en la setena posició del pare2 (7), i es cerca aquest gen en el pare1. Aquest gen 
es troba en la tercera posició, i es copia en la tercera posició del fill1. Aquest procediment 
continuarà fins que s’acabi el cicle, i aquest s’acaba quan en mirar quin és el gen del pare2 
que es troba en la mateixa posició del recentment col·locat en el fill1, es troba el mateix gen 
des del que s’ha començat el cicle. En l’exemple al fill1 només s’hi han copiat els gens del 
cicle (1,7,3), i queden molts espais buits, en aquests espais es copiaran els gens que es 
trobin en les mateixes posicions del pare2 com es pot veure en la figura de l’exemple. Si es 
volgués crear un segon fill, es crearia seguint el mateix procediment però invertint l’ordre 
dels pares. 
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- Encreuament ordenat o Order Crossover  (OX): 
 
Mitjançant un exemple amb uns pares com els de la Figura 4.6 s’explica el procés de la 
versió de l’encreuament OX de Davis [21] i Oliver et al.[22], per crear el fill1 Com en 
l’encreuament PMX es comença obtenint aleatòriament dos punts d’encreuament i els gens 
que estiguin entre aquests punts d’encreuament en el pare1 (8,5,7,3) es copien respectant 
les posicions en el fill1. A continuació, s’ordenen les posicions dels gens del pare2 
començant amb els gens que es troben immediatament després del segon punt 
d’encreuament (4,2,7,5,3,1,9,8,6) i d’aquest ordre, es poden eliminar els gens que ja han 
estat copiats al fill1 (4,2,1,9,6). Una vegada els gens estan ordenats, es col·locaran en 
aquest ordre al fill1, però començant a col·locar-los en la posició que queda just després 
del segon punt d’encreuament, i quan s’arriba a la última posició de la solució es continua 
des de la primera posició del fill1. Si es vol crear un segon fill, es segueix altre cop el mateix 
procediment però invertint les posicions dels pares. 
Mutació 
Pot produir-se com a conseqüència d’errors comesos en la replicació dels gens, que 
suposen una alteració del codi genètic. Cal destacar però, que també suposen un fenomen 
habitual en l‘evolució de les espècies. En el cas de l’AG, la mutació s’utilitza per mantenir la 
diversitat genètica d’una generació de població de solucions a la següent. La mutació pot 
alterar un o més valors de gens en una solució a partir del seu estat inicial. El fitness d’una 
solució que ha patit una mutació pot canviar per complet respecte al que tenia abans. Per 
tant la mutació pot ajudar al AG a trobar una millor solució ja que s’exploren regions del 
domini del problema que probablement no s’hagin visitat encara.  
La mutació es produeix durant l’evolució d’acord amb una probabilitat de mutació que serà 
definida per l’usuari. Aquest valor de probabilitat de mutació hauria de ser baix, ja que si la 
probabilitat és massa alta, la cerca es pot convertir en una cerca a l’atzar primitiva. 
L’exemple clàssic en codificació binaria implicaria una probabilitat que un bit arbitrari en una 
Una part dels gens d'un dels pares s'assigna 
idènticament al fill. La resta del cromosoma és 
assignada per l’altre pare, on els gens ja presents 
s'ometen i l'ordre es conserva. Existeixen diferents 
versions d’aquest tipus de creuament, depenent de a 
partir de quin punt del fill es comença a emplenar els 
gens restants, tenint en compte que es fa servir el 
mateix punt per iniciar el procés de copia de la 
informació del segon pare al fill.      Figura 4.6 Encreuament OX 
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seqüència genètica canviés al seu valor contrari. En el cas que la solució fos una llista 
ordenada, la mutació podria canviar la posició de dos valors diferents entre si. 
4.3. Conclusions 
Els AG són mètodes flexibles, molt senzills d’entendre i  que ofereixen moltes possibilitats 
en problemes d’optimització. Són capaços de trobar solucions aproximades a tots els 
problemes d’optimització que puguin ser codificats com un cromosoma i solucionar 
problemes amb múltiples solucions.  
Per trobar una bona solució aproximada amb els AG també s’han tenir en compte una sèrie 
de problemes que s’hi poden presentar i que es descriuen a continuació. 
Convergència prematura 
És el problema més comú, que passa quan es troba un òptim local, i la cerca de solucions 
es concentra al voltant d’aquest òptima local, descuidant altres espais de solucions que 
poden millorar-lo. 
La manera d’evitar la convergència prematura és definir bé els operadors genètics. Una 
bona combinació entre la mida de la població de solucions, la probabilitat de mutació, el 
mètode de selecció i el mètode d’encreuament ha de procurar que l’espai de solucions 
explorar sigui el més extens possible. 
Finalització lenta 
El ús dels AG no garanteix trobar una solució factible en un temps adequat (per l’usuari). 
Per això s’ha de trobar una bona combinació entre la mida de la població i el nombre de 
generacions que aporti una bona solució en un temps adequat per l’usuari. 
Solucions no factibles 
Per problemes on hi hagi restriccions, es possible trobar-se amb solucions que no les 
respectin. El que s’acostuma a fer en aquests casos és aplicar un coeficient de penalització 
a les solucions que no compleixin alguna restricció. Però s’ha d’aplicar una penalització 
proporcional al grau de factibilitat, ja que si la penalització és massa gran, es pot perdre 
valuosa informació que puguin contenir aquestes solucions. 
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5. PROBLEMES DE SEQÜENCIACIÓ 
5.1. Introducció 
El prototip dels problemes de seqüenciació s’acostuma a anomenar Problema del Taller 
Mecànic, l’enunciat del qual és el següent [22]: 
S'han de fabricar n peces (lots, tasques o ordres) en m màquines (recursos, seccions o 
llocs de treball). La fabricació de cada peça implica l’execució, en un ordre establert d’una 
sèrie d’operacions prefixades on cada operació està assignada a una màquina concreta i té 
una duració (temps de procés) determinada i coneguda. S’ha d’establir un programa, és a 
dir una seqüència d’operacions a cada màquina i l’interval temporal de l’execució de les 
operacions, amb l’objectiu d’optimitzar un cert índex d’eficiència. 
Els problemes de seqüenciació del taller mecànic, com és el cas del problema que es resol 
en aquest projecte, es troben en diferents sectors, encara que no tinguin relació ni amb la 
mecànica ni amb els tallers. Per facilitar el llenguatge i per unificar la nomenclatura 
s’utilitzen sistemàticament les paraules peça, màquina i taller per referir-se als conceptes 
equivalents dels problemes. 
En els problemes de seqüenciació es poden diferenciar dos tipus de seqüències, la primera 
seria la seqüència vista des del punt de vista de les peces, que “veuen” passar les 
màquines normalment de manera preestablerta. Aquest tipus de seqüència constitueix el 
recorregut de les operacions de la peça. El segon tipus de seqüenciació seria des del punt 
de vista de les màquines, on aquestes “veuen” passar les peces.  
En el present projecte, s’estudia el problema de seqüenciació d’una màquina amb temps de 
preparació dependents de família i seqüència que fent similitud l’enunciat de Companys 
[22],  formaria part dels problemes de taller mecànic amb una única màquina. Per tant com 
en el nostre problema totes les peces han de ser processades per la mateixa màquina, 
l’únic tipus de seqüència que hi existeix és la seqüència de peces que passen per la 
màquina, és a dir des del punt de vista de la maquina. 
 
Pàg. 46  Memòria 
 
 
5.2. Problemes estàtics, semidinàmics i dinàmics. 
Una primera classificació senzilla dels problemes del taller mecànic, seria la divisió dels 
problemes en estàtics (definit a l’apartat 5.1 com a prototip del problema de taller mecànic), 
semidinàmics  i dinàmics segons el moment en que les peces estan disponibles i segons 
l’horitzó del problema [22]. 
En els problemes estàtics el nombre de peces que s’han de processar i el nombre de 
màquines que les processen són finits i coneguts, i tant les peces com les màquines estan 
totes disponibles en l’instant inicial (instant 0). Abans de programar les operacions es 
coneix quin és el recorregut que ha de seguir cada peça, les operacions que el composen, 
la màquina que ha de processar cada operació i la seva duració corresponent. Per tant, el 
problema que s’estudia en aquest projecte és un problema estàtic, on es coneix el nombre 
de peces, i on totes les peces estan disponibles en l’instant inicial.  
La finalitat en aquests problemes es centra en cercar un programa que optimitzi els índexs 
d’eficiència establerts (Apartat 5.7). Al següent apartat (5.3) s’explicaran les hipòtesis 
d’aquest tipus de problema que generalment es tenen en compte. 
Aquesta classe de problemes tot i que aparentment poden semblar trivials, poden 
esdevenir complexos, com per exemple en el cas dels problemes de seqüenciació que 
calculen la suma dels temps de retard ponderat, que són NP-Hard [23].  
En un problema semidinàmic, de la mateixa manera que en un estàtic, es té un nombre finit 
i determinat de peces i màquines, i abans de la programació també es coneix quin és el 
recorregut que ha de seguir cada peça, les operacions que el composen, en quina màquina 
s’ha de processar cada operació i la seva duració corresponent. La diferència amb un 
problema estàtic està en els instants de disponibilitat de les peces i les màquines, que tot i 
ser coneguts, no són tots iguals. 
La finalitat en aquests problemes com en els estàtics es centra en cercar un programa que 
optimitzi els índexs d’eficiència establerts. En els problemes semidinàmics el nivell de 
complexitat és superior als problemes estàtics. 
En els problemes dinàmics, l’horitzó de funcionament del taller es considera il·limitat de 
cara al futur, és a dir que les peces que s’hauran de processar en el taller no estan 
definides en un instant determinat, sinó que s’aniran coneixent progressivament a mesura 
que transcorri el temps i les peces arribin al taller. En els problemes dinàmics el nombre de 
màquines és finit i conegut, però el nombre de peces és il·limitat i quan aquestes acaben de 
ser processades abandonen el taller donant pas a altres peces. 
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Els problemes dinàmics són encara més complexos que els estàtics i els semidinàmics, i un 
únic programa fix no és suficient per optimitzar un índex d’eficiència establert, ja que amb el 
transcurs del temps la situació canvia, i cal establir cicles de re-programació per adaptar el 
programa.  
5.3. Hipòtesis generals en els problemes estàtics 
En el llibre Theory of Scheduling [24], es van establir unes hipòtesis per als problemes 
estàtics que són habitualment acceptades per als problemes de taller mecànic. Les 
hipòtesis són les següents: 
1.- Cada màquina està contínuament disponible des d’un instant f≥0, fins T, amb T 
arbitràriament gran. Els intervals de no-disponibilitat  per avaries o manteniment no es 
consideren. 
2.- En el recorregut de les peces no es produeixen convergències (muntatges) ni 
divergències (partició en lots). Per a cada operació hi ha una única operació precedent 
immediata (exceptuant la primera operació de cada peça) i una única operació posterior 
immediata (exceptuant l’última operació de cada peça). 
3.- Cada operació només es pot executar en un tipus de màquina. 
4.- Només hi ha una màquina de cada tipus al taller. 
5.- Les operacions no es poden interrompre, quan s’ha començat a executar una operació, 
aquesta s’ha d’acabar abans d’executar-ne una altra en la mateixa màquina. 
6.- No es poden solapar dues operacions de la mateixa peça, ja sigui en la mateixa 
màquina o en màquines diferents. 
7.- Cada màquina pot realitzar només una operació a la vegada. 
8.- L’única restricció activa al taller és la relativa a les màquines. No existeixen restriccions 
relatives a la disponibilitat de mà d’obra, de materials o altres. 
Com que el problema que s’estudia en aquest projecte és un problema estàtic, en aquest 
projecte es farà ús d’aquestes hipòtesis, tot i que algunes no l’afectarien.  
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5.4. Classes de problemes de seqüenciació 
Dintre dels problemes del taller mecànic n’existeixen múltiples classes, depenent de si les 
peces han de ser processades per una o més màquines en les diferents etapes de 
producció, o depenent del flux de les peces a través del taller. A continuació es presenten 
els problemes més comuns de cada cas. 
5.4.1. Problemes amb una sola etapa 
Single Machine Scheduling problem o problema de seqüenciació d’una màquina 
En aquests tipus de problemes de taller mecànic només es disposa d’una única màquina 
en l’única etapa per on han de ser processades totes les peces. És la classe de problemes 
de seqüenciació més senzilla. Per un nombre n de peces, el nombre de solucions possibles 
serà de n! (factorial de n). 
El problema estudiat en aquest projecte forma part d’aquest grup, ja que només hi ha una 
màquina. 
Parallel Machine Scheduling problem o problema de seqüenciació amb màquines 
paral·leles 
En els problemes amb màquines paral·leles, com en els d’una única màquina, les peces 
només han de passar per una màquina, però a diferencia del cas anterior, en aquest cas hi 
ha més d’una màquina en la mateixa etapa que pot realitzar la mateixa tasca. Per tant les 
peces podran passar per qualsevol màquina, ja que totes realitzen la mateixa funció. 
Existeixen diferents tipus d’aquest problema depenent de si totes les maquines tenen les 
mateixes característiques (problema amb màquines idèntiques) o unes són més rapides 
que les altres (problema amb màquines uniformes o amb màquines diferents). 
5.4.2. Problemes amb més d’una etapa  
Els problemes amb més d’una etapa es classifiquen segons el flux que segueixen les 
peces, i els més comuns són [22]: 
Flow Shop o flux regular 
En els problemes de Flow Shop totes les peces segueixen el mateix recorregut, per tant 
passen per les mateixes màquines en el mateix ordre, però les màquines no tenen per què 
processar les peces en el mateix ordre. A més a més, les peces només fan una operació 
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en cada màquina i en alguns casos es permet l’excepció que algunes peces no realitzin cap 
operació en alguna màquina. 
Un cas concret del Flow Shop és el Permutation Flow Shop o flux permutacional, on totes 
les màquines processen les peces en el mateix ordre. Per  tant la solució buscada és tan 
sols una permutació de les peces, que constitueix la seqüència que seguirà cadascuna de 
les màquines. 
Job Shop o flux general 
En els problemes d’aquesta classe, cada peça pot tenir un recorregut diferent, no té per 
què haver de realitzar operacions a cadascuna de les màquines, i pot fer més d’una 
operació en una mateixa màquina. Les peces segueixen tenint un ordre de màquines 
preestablert a recórrer. 
Open Shop o flux aleatori 
En els problemes d’Open Shop el recorregut de les peces no respon a un esquema definit. 
Una peça que ha de ser processada per més d’una màquina, pot ser processada en l’ordre 
de màquines que més convingui, ja que el recorregut dins del taller no té importància 
mentre passi per les màquines establertes. 
 
En els problemes amb més d’una etapa també es poden crear “híbrids”, és a dir etapes on 
hi poguessin haver deferents màquines en paral·lel. 
En la majoria de problemes de seqüenciació es considera que les màquines poden 
processar totes les peces sense haver de realitzar-hi cap tipus de preparació (o es 
considera negligible). En el problema resolt en el present projecte, aquest temps de 
preparació de les màquina (setup) no es considera negligible, i depèn de les 
característiques de les peces.  
Cada peça depenent de les característiques forma part d’un conjunt de peces (família). Per 
poder processar la peça, la màquina ha d'estar preparada per processar peces de la seva 
família, sinó s'ha de preparar la màquina.  
En els problemes de seqüenciació també es pot considerar que algunes de les peces a 
processar són més importants degut a diversos motius. El pes d’importància al retard 
(weight) d’aquestes peces ve determinada un valor numèric. 
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Els temps de setup, el pes d’importància al retard i les famílies s’expliquen més 
detalladament a l’apartat 6 (Descripció del problema a resoldre).  
A continuació s’explicarà la nomenclatura dels problemes de seqüenciació. 
5.5. Nomenclatura segons Conway, Maxwell i Miller 
Una de les nomenclatures més utilitzades per definir la tipologia dels problemes de 
seqüenciació és la que van proposar Conway, Maxwell i Miller [24], mitjançant una notació 
molt simple formada per quatre símbols: A / B / C / D. 
A: Pot correspondre a diferents tipus de valors depenent del tipus de problema. En els 
problemes estàtics i semidinàmics representa el nombre de peces, mentre en els 
problemes dinàmics representa  la llei de probabilitat que indica l’arribada de peces al taller. 
B: Indica el nombre de màquines que hi ha al taller. 
C: Es refereix a la classe de flux que segueixen les peces del taller, i es representen amb 
les següents lletres: 
 F: Flux regular   
P: Flux permutacional 
G: Flux general 
R: Flux aleatori 
D: Indica quin és l’índex d’eficiència escollit per avaluar els programes. Els més utilitzats 
són Cmax, Rmax, Rmed, Tmax, Tmed, Tpond, Lmax, Lmed, Lpond., que s’expliquen a l’apartat 5.7 
(Índexs d’eficiència). 
Amb aquesta nomenclatura no es poden identificar tots els diversos tipus de problemes del 
taller mecànic, però en el present projecte aquesta nomenclatura serà suficient. Alguns 
autors [25] [26] han proposat altres nomenclatures més voluminoses, que generalment són 
extensions de la esmentada. 
La nomenclatura que tindria el problema del taller mecànic que s’estudia en aquest projecte 
seria n/1/./Tpond .La classe de flux no és definirà perquè com s’ha explicat, en el nostre 
problema només hi ha una màquina, i no tindria sentit realitzar aquesta classificació. 
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A continuació s’introdueixen una sèrie de conceptes necessaris per al problemes de taller 
mecànic i per explicar els índexs d’eficiència, i que s’utilitzaran en el problema a resoldre del 
present projecte. 
5.6. Nomenclatura utilitzada en el problema 
n: Nombre de peces a processar. 
i: Índex de les peces; i ∈ I = {1,2,3,...,n} 
f: Nombre de famílies de peces. 
j: Índex de les famílies; j ∈ J = {1,2,3,...,f} 
ri: Instant d’entrada de la peça al taller. (Ready time) 
pi: Temps de procés de la peça "i” en la màquina. 
di: Data prevista de lliurament de la peça. (Due date) 
Sjj’ : Temps de preparació de la màquina quan passa de processar un peça d'una família j, 
a processar una peça d'una família  j'.  (Setup time) 
wi : Pes d’importància de la peça i que és té en compte a la funció objectiu. (Weight) 
Ci: Temps de finalització de la peça i, és a dir, instant en què la peça i surt del 
procés productiu. (Completion time) 
Ri: Temps que la peça i roman en el procés productiu. (Ri = Ci - ri). 
Li: Diferència entre l’instant de sortida real de la peça i i la data de lliurament. Aquest valor 
pot ser negatiu. (Lateness)  
Ti: Retard de la peça. Aquest valor només pot ser positiu i correspon al màxim entre 0 i el 
lateness de la peça. (Tardiness) 
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5.7. Índexs d’eficiència 
Els índexs d’eficiència permeten avaluar de manera quantificada la seva qualitat així com 
comparar entre si els diferents programes. 
Un índex d’eficiència es considera que és regular si es pot posar en funció de l’instant de 
sortida d’ una peça. 
A continuació es mostraran alguns dels índexs d’eficiència regulars més utilitzats en els 
problemes d’una única màquina. 
Cmax: Instant de sortida de l’última peça del taller (Eq. 5.1). 
 
Rmax: Temps de permanència en el taller de la peça que hi roman més temps. Fmax és 
equivalent a Cmax en el cas que totes les peces entrin al taller en el mateix instant, com és el 
cas dels problemes estàtics (Eq. 5.2). 
   
Rmed: És el valor mitjà dels temps de permanència de les peces (Eq. 5.3). 
   
Tmax: És el major dels temps de retard de les peces (Eq. 5.4). 
   
Tmed: És el valor mitjà dels temps de retard de les peces (Eq.5.5). 
   
 
(Eq. 5.1) 
(Eq. 5.2) 
(Eq. 5.3) 
(Eq. 5.4) 
(Eq. 5.5) 
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Tpond: És la suma dels temps de retard ponderat de les peces (Eq. 5.6). 
  
Lmax: És el major valor “Lateness” de totes les peces (Eq. 5.7). 
  
Lmed: És el valor mitjà dels “Lateness” de les peces (Eq. 5.8). 
  
Lpond: És la suma dels valors de folgança ponderats de les peces (Eq. 5.9). 
 
  
 
(Eq. 5.6) 
(Eq. 5.7) 
(Eq. 5.8) 
(Eq. 5.9) 
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6. DESCRIPCIÓ DEL PROBLEMA A RESOLDRE 
En l'entorn altament competitiu d’avui en dia, és molt important per a les industries la 
correcta planificació de la seva producció de la forma més econòmica possible, objectiu que 
habitualment correspon a produir en el menor temps i cost possibles. Un altre objectiu 
adequat seria utilitzar indicadors basats en la qualitat del servei. Aquest objectiu buscaria 
satisfer les necessitats del client, i  per això s’hauria d’intentar entregar sempre les 
demandes del client a temps o amb el menor retard possible, ja que és un factor crític [27]. 
És per aquest motiu que molts directors i investigadors [28] estan centrant la seva atenció 
en objectius que tenen en compte dates previstes de lliurament. L’objectiu del problema a 
tractar en aquest projecte és complir amb aquestes dates contractuals, i en cas 
d'impossibilitat, minimitzar les desviacions. 
A l'hora de fer la planificació segons la data prevista de lliurament, les situacions que més 
es tenen en compte són [27]: 
-Retard màxim. 
-Mitjana o nombre total dels retards. 
-Nombre de peces, productes o paquets amb retard. 
-Suma ponderada dels retards. 
La gran majoria de la investigació sobre els problemes de seqüenciació assumeix que els 
temps de preparació de la màquina o temps de setup són independents de la seqüència de 
tasques que es processen en una màquina [29]. Aquestes investigacions suposen que els 
temps de setup són negligibles o són afegits als temps de procés dels lots de peces. No 
obstant això, algunes situacions poden provocar que els temps de setup siguin significatius, 
com quan una màquina per passar de processar un tipus de peça a processar-n’hi una altra 
necessita un canvi d’utillatge. 
En les situacions en que els temps de setup es tenen en compte, la màquina acostuma a 
processar una varietat de peces elevada, i el temps de setup depèn de la peça que s’acaba 
de processar i la que es processa a continuació. A Allahverdi et al.[30] es poden veure una 
sèrie d’exemples on els temps de setup són significatius, com és cas de plantes de 
producció de petroli o d’indústries farmacèutiques. 
Segons una enquesta [31], el 70% dels planificadors industrials declaraven que els temps 
de setup depenien de la seqüència processada en almenys el 25% de les tasques que 
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planificaven. Per tan Allahverdi et al[30]. i Panwalkar et al.[31] posen de manifest la 
importància de tenir en compte aquests temps de setup. 
Ignorar els temps de setup a l'hora de planificar l'ordre de processament pot comportar que 
hi hagi moltes transicions per preparar la màquina entre peça i peça, el que es pot traduir 
en una important pèrdua de temps. En aquest cas això implica retards [32]. Per altra banda, 
agrupar peces amb característiques similars pot disminuir els temps de transició, però pot 
provocar el retard d'altres peces [33]. 
En el problema que s’abordarà en el present projecte es disposarà de una única màquina 
per a processar totes les peces. Aquesta màquina presenta uns temps de setup que són 
dependents de la seqüència de peces. Hi ha diferents peces a processar, i cada peça 
forma part de una conjunt de peces (família). Per poder processar la peça, la màquina ha 
d'estar preparada per processar peces de la seva família, sinó s'ha de preparar la màquina. 
Per preparar la màquina s'hauran de tenir en compte uns temps de preparació que diferiran 
depenent de per quina família de peces està preparada, i de per a quina família de peces 
es vol preparar la màquina. 
A continuació es presenta un exemple que mostra els possibles beneficis que té agrupar 
peces per aquestes famílies. 
En un exemple de 4 peces (p1, p2, p3 i p4),  on p1 i p2 formen part de la família f1, i p3 i p4 
formen part de la família f2 , amb un temps de setup s per passar de processar una peça 
de la família f1 a la f2 o viceversa. Si es planifiqués una seqüència de peces p1-p3-p2-p4, 
es tindrien tres transicions. Si s’agrupessin les peces segons famílies hi hauria una sola 
transició. La diferencia de una a tres transicions pot ser o no considerable depenent dels 
temps de setup s que tingui la màquina. Si aquest és elevat en comparació dels temps de 
procés de les peces, cada transició significaria un retard important respecte a la data de 
lliurament de les peces. S’ha de tenir en compte que si primer es processen totes les peces 
d’una família i després les de l’altra, es poden produir retards a les peces de la segona 
família per avançar operacions menys critiques, només amb l’objectiu d’estalviar temps de 
preparació. Tenint en compte aquests dos aspectes, serà necessari elaborar procediments 
adients per seqüenciar les peces. 
6.1. Dades del problema a resoldre 
Es parteix d’un conjunt de peces N (i=1,2,3,...n) que han de ser processades sense pausa 
en una sola màquina que està disponible contínuament, però que només pot processar una 
peça alhora. La màquina i totes les peces estan disponibles a l'instant 0 (per tant es tracta 
d’un problema estàtic). 
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Cada peça té una sèrie de característiques diferents, que són: 
 Un temps de processament pi, que és el temps que la màquina necessita per a 
processar una peça. 
 Una data prevista de lliurament di, que és la data contractual que s’ha acordat 
amb el comprador tenir llest la peça o el producte.  
 Un pes d'importància al retard wi. Aquest valor pot representar els costos d'enviar 
urgentment la peça amb retard, una multa contractual degut a entregar la peça fora 
de termini, o un pes que indiqui la diferent importància del client per al qual es 
processa la peça. Com més gran és el pes d'importància d'una peça, més urgent és 
processar-la. 
 Una família. Existeixen un conjunt de famílies F (j=1,2,3,...f), i cada peça pertany a 
un únic conjunt. Depenent del tipus de família que tinguin les peces a processar 
correlativament, s’haurà de preparar la màquina abans o no . 
També hi ha un temps de preparació o setup sjj’ per a cada parella de família. Aquest és el 
temps de preparació de la màquina quan passa de processar una peça d'una família  j, a 
processar una peça d'una família  j'.  Els temps de preparació compleixen les normes del 
teorema de desigualtat triangular [33], per tant no resulta interessant fer dues transicions 
que portin la màquina preparada per processar peces d'una família a preparar-la per una 
altra passant per una tercera. Per exemple en el cas que el temps de preparar la màquina 
d’una peça de la família j a una j’’ és sjj’’, el de preparar la màquina d’una peça de família j 
a j’ és sjj’ , i el de preparar la màquina d’una peça de família j’ a una peça de família j’’ és 
sj’j’’ s’ha de complir sjj’’ ≤ sjj’ +sj’j’’ per tot j, j’ i j’’. 
La màquina només processarà una peça a la vegada i estarà preparada des de l'instant 
inicial per processar peces del primer subconjunt de famílies (j =1), per tant si s'hagués de 
començar a processar peces d'una altra família, s'hauria de preparar la màquina a partir de 
l'instant inicial. Cal destacar que degut als temps de setup resulta interessant fer lots de 
peces d’una mateixa família per tal de no perdre temps preparant la màquina a cada peça. 
L'objectiu del projecte per a aquest problema és determinar una seqüència tenint en 
compte les dades que hi ha, que minimitzi la suma dels temps de retard ponderat de totes 
les peces a processar, que correspon a un dels dos casos més estudiats a la literatura [34], 
per el seu interès pràctic. 
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6.2. Avaluació del problema 
Per tal de cercar la millor seqüència, aquella que minimitzi la suma dels temps de retard 
ponderat respecte el problema plantejat, s’ha determinat la funció objectiu (Eq. 6.1) per 
poder avaluar les diferents seqüències. 
   
Com es pot observar, la funció objectiu que minimitzi la suma dels temps de retard 
ponderat Tpond, dependrà del pes d’importància al retard w  i del temps de retard T de cada 
peça. 
Durant l'explicació i resolució del problema, es farà servir un subíndex entre claudàtors [ ] 
per indicar la posició de la seqüència, i un altre entre claus { } per indicar la família. Per tant 
w[1] indica el pes de la primera peça de la seqüència. 
Un cop coneguda la seqüència, i partint de les dades del problema (temps de procés pi, 
data prevista de lliurament di, pes d’importància al retard wi, la família de cada peça i els 
setups entre les famílies) es poden calcular els temps en que es comencen a processar a la 
màquina cadascuna de les peces. 
El temps d'inici d'una peça r[i], serà igual a la suma del temps d'inici  de la peça anterior r[i-1], 
del temps de procés de la peça anterior p[i-1], i del setup per canviar la configuració de la 
màquina d'elaborar peces de la família de la peça anterior a la família de la peça que es vol 
elaborar s{[i-1][i]}. 
Aquest fet es mostra mitjançant l’equació Eq. 6.2, que presenta el temps en el que es 
comença a processar la i-èssima peça de la seqüència a la màquina. 
  
A efectes pràctics per a cada peça, l’equació Eq. 6.2, també es equivalent a l’equació Eq. 
6.3, sent k (k=1,2,...,n) la posició de qualsevol peça dins del conjunt de peces N (i=1,2,...,n). 
  
(Eq. 6.1) 
(Eq. 6.2) 
(Eq. 6.3) 
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També es calcularà el moment en el qual la màquina acaba de processar cadascuna de les 
peces de la seqüència. El temps de finalització d’una peça C[i] és la suma del temps de 
finalització de la peça anterior C[i-1], del temps de setup de la màquina de la peça anterior 
s{[i-1][i]} al de la que es calcula el temps de finalització, i del temps de procés d'aquesta peça 
p[i] tal com es mostra a l’equació Eq. 6.4 (temps en el que s'acaba de processar la i-èssima 
peça de la seqüència a la màquina). 
 
A efectes pràctics per a cada peça, l’equació Eq. 6.4 també es equivalent a l’equació Eq. 
6.5, sent k (k=1,2,...,n) la posició de qualsevol peça dins del conjunt de peces N (i=1,2,...,n). 
 
Per determinar el temps de retard d’una peça T[i], una vegada es coneix el temps en que es 
finalitza el procés de la peça, el temps de finalització es compara amb la seva data prevista 
de lliurament. Si la data de lliurament d[i] és superior o igual al temps de finalització C[i], el 
temps de retard serà 0, però si la data de lliurament és inferior al temps de finalització, el 
temps de retard serà la diferencia entre els dos temps. Aquests càlculs es corresponen 
amb l’equació  Eq. 6.6 on es veu que T[i] és igual al màxim valor entre 0 i (C[i] - d[i]) (Temps 
en que es retarda la finalització de la i-èssima peça de la seqüència segons la data prevista 
de lliurament). 
  
Un cop coneguts el temps de retard per a cada peça, es calcula el temps de retard 
ponderat Tpond[i]. Per calcular aquest valor, es multiplicarà el temps de retard de la peça T[i] 
per el pes d'importància al retard de la mateixa peça w[i] que s'ha especificat a l’inici del 
problema. Aquests càlculs es mostren a l’equació Eq. 6.7 (Temps de retard ponderat de la 
i-èssima peça de la seqüència tenint en compte el seu pes d'importància). 
   
Una altra manera de mostrar l’equació Eq. 6.7, tenint en compte l’equació Eq. 6.6, seria 
l’equació Eq. 6.8. 
(Eq. 6.4) 
(Eq. 6.5) 
(Eq. 6.6) 
(Eq. 6.7) 
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Un cop s'obtenen els temps de retard ponderat de cada peça, l'únic que queda per a poder 
avaluar el conjunt de la seqüència és sumar aquests temps de retard ponderat, tal com es 
mostra en l’equació Eq. 6.1 que s’ha mostrat a l’inici de l’apartat. 
Una altra manera de mostrar l’equació Eq. 6.1, tenint també en compte l’equació Eq. 6.6, 
seria l’equació Eq. 6.9. 
   
Aquest valor ponderat total (Eq. 6.1 i Eq. 6.9) és el que s’utilitzarà per comparar les 
diferents seqüències possibles. La seqüència que tingui el valor ponderat total menor, serà 
òbviament la que obté millors resultats en la suma dels temps de retard ponderat, i per tant 
serà la que ens interessa processar.  
6.3. Procediments de resolució 
Shih-Wei I Kuo-Ching [35] presenten tres mètodes metaheurístics com són la recuita 
simulada, un algorisme genètic i una cerca tabú per a resoldre el problema de seqüenciació 
d’una única màquina amb temps de preparació dependents de seqüència. En la recuita 
simulada, utilitzen un mètode aleatori per obtenir la solució inicial i un mètode o bé 
d’inserció, o bé d’intercanvi per generar la solució veïna. En l’AG proposat, també utilitzen 
un mètode aleatori per generar les solucions de la població inicial. Pel que fa al procés de 
reproducció utilitzen el mètode de selecció per ruleta per seleccionar els pares i un 
encreuament Order Crossover proposat per Davis [20] amb una mutació que és pot 
realitzar o fent un intercanvi de dues peces aleatòries o bé seleccionant una peça i inserint-
la en una altra posició. Per el que fa a la cerca tabú, utilitzen el mateix mètode aleatori que 
la recuita simulada per generar la població inicial. A continuació per trobar les solucions 
candidates, seleccionen aleatòriament una peça de la seqüència, i tots els moviments tant 
siguin d’intercanvi amb altres peces o d’inserció a altres posicions que pugui fer la peça 
seleccionada formaran part dels moviments candidats. Els moviments recents formaran 
part de la llista tabú i no podran ser repetits fins que es realitzin una sèrie de moviments, 
excepte si compleixen el criteri d’aspiració, que en aquest cas es que el moviment permeti 
una millor solució que la fins ara obtinguda per la cerca tabú.  
(Eq. 6.8) 
(Eq. 6.9) 
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Aquestes 3 metaheurístiques proposades es comparen amb els resultats obtinguts de les 
120 instàncies generades de Cicirello i Smith [36], que proposen una cerca mitjançant un 
procés estocàstic. Les 3 metaheurístiques milloren els resultats en més del 70% de les 
instàncies, sent l’algorisme genètic la metaheurística que millora més la mitjana dels 
resultats. 
Per una altra part, Gupta i Smith [37] proposen dos mètodes per resoldre el problema de 
seqüenciació d’una màquina amb temps de setup dependents de seqüència. Primer 
proposen un GRASP, que utilitza un procés de cerca local hibrida amb un VNS, i  després 
proposen una cerca local “space-based” que realitza canvis a les dades del problema 
mentre realitza la cerca al veïnat. Els dos mètodes, són comparats amb els resultats d’un 
ACO proposat per Gagné et al. [38]. La cerca local obté resultats molts similars que l’ACO 
però necessita menys temps per trobar les solucions, mentre que el GRASP tarda més 
temps, però troba millors solucions. 
6.4. Proposta de resolució 
En aquest projecte s’ha escollit utilitzar un AG per la resolució del problema de 
seqüenciació d’una màquina amb temps de preparació dependents de família i seqüència. 
Els AG generalment proporcionen bones solucions per als problemes de seqüenciació, ja 
que poden explorar dominis de solucions complicats, gràcies a la combinació dels 
operadors genètics una bona combinació dels operadors genètics.  
En l’apartat següent, es realitza una descripció detallada del l’AG proposat per resoldre el 
problema de seqüenciació d’una màquina amb temps de preparació dependents de família i 
seqüència.  
 
Aplicació d’un algorisme genètic per la resolució del problema de seqüenciació                      Pàg.61 
d’una màquina amb temps de preparació dependents de família i seqüència                     
 
7. METODOLOGIA DE RESOLUCIÓ 
7.1. Introducció 
Per resoldre el problema de seqüenciació d’una màquina amb temps de preparació 
diferents dependents de família i seqüència, objecte d’aquest projecte explicat anteriorment 
en l’apartat 6, del qual es pot veure un exemple a l’Annex A, s’ha creat un AG, i en aquest 
apartat, es concreta com s’ha aplicat aquest algorisme al problema en qüestió. 
L’AG que s’ha creat en aquest projecte seguirà el següent esquema: 
Inici AG 
1.- Lectura de dades. 
2.- Generació població. 
3.- Avaluació fitness. 
4.- Cerca local a cada solució generada. 
5.- Mentre no es compleixi la condició de finalització: 
 5.1.- Selecció. 
 5.2.- Encreuament.  
 5.3.- Mutació.  
 5.4.- Avaluació fitness del fill. 
 5.5.- Cerca local al fill. 
 5.6.- Regeneració. 
6.- S’agafa la millor solució de la població final 
Final AG 
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Com s’ha pogut observar a l’esquema anterior, en l’AG desenvolupat en el present projecte 
s’hi aplicarà una cerca local dintre del procés. Aquesta cerca local ens permetrà obtenir 
solucions de millor qualitat, proporcionant òptims locals, per tal de facilitar que la millor 
solució trobada s’aproximi al òptim global.  
A continuació mitjançant exemples, s’explicaran les diferents etapes o processos que 
realitza l’AG.  
7.2. Codificació  
Per saber la informació de les solucions que utilitzarà l’AG creat, és necessari determinar la 
seva codificació. Per determinar la codificació s’ha de definir la informació que contindrà 
cada gen, i de quina manera aquests gens estaran col·locats dins del cromosoma, ja que 
l’AG treballa amb les solucions a través de la seva representació com a cromosomes. En el 
present problema, els gens representaran les peces que s’han de processar i per tant els 
gens portaran la informació “genètica” d’aquestes peces. Com que el problema que es vol 
resoldre és un problema de seqüenciació en una única màquina, la manera més natural de 
representar una solució (cromosoma) és utilitzar una permutació com a codificació [39]. Per 
tant els cromosomes estaran formats per una permutació de gens. En la Figura 7.1 es 
mostra de quina manera els gens estan col·locats dins del cromosoma.  
 
                                                   Cromosoma o Solució 
 
 
 
                Gen 
     
7.3. Lectura de dades  
Una vegada determinada la codificació de l’AG, serà més senzill entendre com utilitzarà les 
dades el nostre AG. Abans que l’algorisme pugui efectuar qualsevol operació, es farà una 
lectura de dades per saber amb quines dades s’haurà de resoldre el problema.  
Gen 1 Gen 2 Gen 3 ... Gen n 
Figura 7.1 Seqüència de gens que forma un cromosoma o solució 
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L’AG obtindrà les dades de la quantitat de peces que formaran les solucions i el nombre de 
famílies diferents que hi ha entre les peces. Un cop s’obtenen aquestes dades, és passarà 
a la lectura de la informació de cada peça (temps de procés, data prevista de lliurament, 
pes d’importància i família pertanyent). Després de llegir les dades sobre les peces, l’AG 
procedirà a llegir les dades referents als temps de setup per totes les combinacions de 
famílies possibles.  
7.4. Determinació de la població inicial 
Una vegada conegudes les dades amb les que treballarà l’AG és passarà a la primera fase 
de resolució d’aquest AG. La primera fase de resolució  serà la generació d’una població de 
solucions inicial, que serà el punt de partida de la cerca. Per generar la població inicial 
s’haurà de determinar la seva mida, i el mètode de generació de les solucions que la 
formen.  
La mida de la població escollida ha de garantir que la solució trobada al final de l’AG sigui 
factible en un temps viable. Les diferents mides de població que s’han considerat adients 
per estudiar en l’algorisme d’aquest projecte són de 50, 100, 250 i 500 solucions.  
Les solucions que formaran part de la població inicial, es poden generar aleatòriament o 
per mitjà d’una heurística. Generar les solucions de manera aleatòria pot provocar que el 
fitness d’aquestes solucions no sigui massa bo, però també permet fer una exploració 
bastant completa del domini de les solucions. Per començar explorant el domini de forma 
aleatòria i alhora crear bones solucions, s’ha optat per una combinació de generació 
aleatòria amb una heurística per així obtenir solucions inicials, ja que s’ha demostrat que si 
la població inicial esta formada per bones solucions, l’AG té més probabilitats de trobar una 
bona solució final [40]. 
Per generar les solucions de la població inicial, es començarà creant permutacions 
aleatòries de les peces que s’han de processar. Per creat aquestes permutacions aleatòries 
s’ha utilitzat el mètode que es mostra a continuació i que utilitza les peces (1,2,3,...,n) i un 
comptador q : 
1.- A l’inici estan les peces col·locades per ordre (1,2,3,...,n). 
2.- Des de q = 1 fins a q = n 
2.1.- La peça en la posició q s’intercanvia amb una altra peça que es 
troba en una posició aleatòria dins de la solució (entre 1 i n). 
3.- Sortida: s’obté la solució aleatòria. 
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Un cop s’obté aquesta solució aleatòria, s’avaluarà mitjançant el mètode que s’explicarà a 
l’apartat 7.5, per poder obtenir el seu fitness i així poder avaluar la seva qualitat. Amb la 
solució avaluada, se li aplica una cerca local per trobar una solució millor. La cerca local 
que se li aplicarà s’explicarà en l’apartat 7.6 i s’espera que millori bastant la solució. El 
esquema resumit que segueix l’AG per obtenir la població inicial és el següent , on s’ha 
utilitzat un comptador c: 
1.- Des de c=1 fins a c =mida de la població 
1.1.- Es genera una permutació de peces aleatòria (solució). 
1.2.- S’avalua aquesta solució calculant el seu fitness. 
1.3.- S’aplica una cerca local a la solució per trobar-n’hi que sigui 
localment òptima. 
1.4.- S’insereix la solució a la població. 
2.- Sortida: S’obté la població inicial de solucions . 
Una vegada acabat el procés, s’obté la població inicial, que només estarà formada per les 
solucions amb els seus respectius fitness. 
7.5. Avaluació  
En el present problema, l’equació de la funció objectiu equival al fitness, que avalua cada 
solució. Per tant el fitness representarà la suma ponderada de retards Tpond. tal com mostra 
l’equació Eq. 7.1.  
Per poder avaluar les solucions de l’AG, s’utilitza la informació “genètica” de les peces i els 
temps de setup de les màquines obtingudes per l’algorisme en l’etapa de lectura de dades.  
 
Amb la informació necessària sobre les peces (temps de procés, dates previstes de 
lliurament, pes d’importància al retard, família de la peça) i els temps de preparació de la 
màquina, mitjançant les equacions vistes a l’apartat 6.2 d’Avaluació del problema, es 
calcula el valor de fitness per a cada solució. El valor de fitness d’una solució es calcularà 
(Eq. 7.1) 
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de la mateixa manera que la suma dels temps de retards ponderat Tpond. (exemple a 
l’Annex A). 
Per calcular el fitness s’ha seguit l’esquema que es mostra a continuació, i per el qual s’ha 
utilitzat un comptador de peces i i una variable família actual que va guardant la família per 
la qual la màquina està preparada. Per la resta de conceptes s’utilitza la nomenclatura 
utilitzada en el problema (apartat 5.6). 
1.- r[0] = 0; C[0] = 0; família actual = 1; fitness = 0. 
2.- Des de i=1 fins a i = nombre de peces. 
 2.1.- Si  la família de la peça i és diferent a la família actual: 
2.1.1- r[i] = C[i-1] + s{[família actual]}{[ família de la peça i]}. 
2.2.- Si  la família de la peça i és igual a la família actual: 
2.2.1- r[i] = C[i-1]. 
 2.3.- C[i] = r[i] + p[i]. 
 2.4.- Si C[i] és més petit o igual a d[i]: 
           2.4.1.- T[i] = 0.                 
 2.5.- Si C[i] és més gran que d[i]: 
           2.5.1.- T[i] = C[i] – d[i].         
 2.6.- Tpond[i] = d[i] · w[i]. 
 2.7.- fitness = fitness + Tpond[i] 
2.8.- família actual=família[i] 
3.- Sortida: S’obté el fitness de la seqüència. 
El fitness d’una solució es calcula cada vegada que és genera una nova permutació de 
peces: a) ja sigui en l’etapa de generació de la població inicial on cada cop que es genera 
una solució se li assigna un valor de fitness, b) en l’etapa de la cerca local, on s’haurà de 
assignar-li un fitness a cada solució del veïnat que es compari amb la solució actual, o c) en 
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l’etapa d’encreuament, on després de crear una nova solució mitjançant l’encreuament de 
dos solucions, aquesta nova solució s’ha d’avaluar. 
7.6. Cerca local 
La cerca local s’utilitza en l’AG d’aquest projecte per millorar les solucions fins a òptims 
locals i d’aquesta manera obtenir millors solucions finals amb el mateix nombre de 
generacions.  
En l’AG creat en el present projecte, la cerca local s’aplica en dos etapes. Primer s’aplica 
en l’etapa de generació de la població inicial per millorar la solució que hi anirà. A partir 
d’una solució generada aleatòria es cercarà una solució òptima local. En la segona etapa, 
la cerca local s’aplica quan es crea una solució fill, és a dir després de l’encreuament i de la 
mutació. Aplicant-t’hi la cerca local assegura que la solució fill creada també és un òptim 
local.  
Per obtenir una bona cerca local s’han emprat dos mètodes de cerca local seguits, és a dir 
un darrera l’altre, per tal d'obtenir solucions de millor qualitat. En els dos mètodes 
l’estratègia de moviment és la mateixa, cada cop que es troba una millor solució, es pararà 
la cerca del veïnat, i es començarà una nova cerca al veïnat de la nova millor solució, fins a 
obtenir una solució localment òptima, ja que s’ha imposat cap altre tipus de limitació. 
Primer mètode 
Primer s’ha millorat la solució mitjançant la cerca local anomenada 1-opt, que consisteix en 
a partir de una permutació de peces anar movent de posició dins de la permutació  
cadascuna de les peces, i guardar la solució quan es millori l l’actual [41]. Un cop guardada 
aquesta solució es torna a començar el procés per la nova solució. Recordar que en el 
present problema, es tracta de minimitzar el fitness, per tant, cada cop que es mencioni una 
millora del fitness es dona per suposat que és una reducció del mateix.  
A continuació es presenta l’esquema de la cerca local aplicada 1-opt utilitzat mitjançant un 
exemple senzill: 
Exemple de cerca local 1-opt 
Es considera que les solucions són permutacions de 4 peces (p1, p2, p3, p4), i que es 
parteix d’un ordre inicial (solució). 
Ordre inicial: p1, p2, p3, p4. 
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Mitjançant la cerca local 1-opt, el que es fa és: 
1.- Les peces es  van movent de posició, i  alhora es calcula el fitness del nou ordre per 
tal d’avaluar si aquest millora. 
1.1.- Moviments de posició que pot fer la peça col·locada en la primera 
posició 
Seq.1: p2, p1, p3, p4 (es col·loca p1 en la 2a posició). 
Seq.2: p2, p3, p1, p4 (es col·loca p1 en la 3a posició). 
Seq.3: p2, p3, p4, p1 (es col·loca p1 en la 4a posició). 
1.2.- Moviments de posició que pot fer la peça col·locada en la segona  
posició. 
Seq.4: p2, p1, p3, p4 (es col·loca p2 en la 1a posició); (repetició 
Seq.1). 
Seq.5: p1, p3, p2, p4 (es col·loca p2 en la 3a posició). 
Seq.6: p1, p3, p4, p2 (es col·loca p2 en la 4a posició). 
1.3.- Moviments de posició que pot fer la peça col·locada en la tercera  
posició. 
Seq.7: p3, p1, p2, p4 (es col·loca p3 en la 1a posició). 
Seq.8: p1, p3, p2, p4 (es col·loca p3 en la 2a posició); (repetició 
Seq.5). 
Seq.9: p1, p2, p4, p3 (es col·loca p3 en la 4a posició). 
1.4.- Moviments de posició que pot fer la peça col·locada en la quarta  
posició. 
Seq.10: p4, p1, p2, p3 (es col·loca p4 en la 1a posició). 
Seq.11: p1, p4, p2, p3 (es col·loca p4 en la 2a posició). 
Seq.12: p1, p2, p4, p3 (es col·loca p4 en la 3a posició). (repetició 
Seq.9). 
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2.-  Les solucions construïdes anteriorment s’avaluen just després de ser creades, i 
quan una solució millori el fitness  de l’actual, aquesta solució passarà a ser la 
solució actual desbancant l’anterior, i el procés es començarà des de l’inici, fins que 
no hi hagi cap solució millor en el veïnat 1-opt. Aquesta solució seria la solució local 
òptima per aquest mètode, però degut a que tot seguit apliquem una altre mètode 
de cerca local, aquesta solució encara pot ser millorada. 
Segon mètode 
Un cop trobada una solució òptima local mitjançant el mètode 1-opt, s’aplica a la solució 
obtinguda el mètode de cerca local 2-opt. El mètode 2-opt consisteix en canviar dos peces 
de lloc i té diferents variants depenent de com es col·loquin [42]. En aquest projecte s’ha 
utilitzant la variant que intercanvia una per una les peces. 
Exemple cerca local 2-opt 
Es considera com a ordre inicial la millor solució de la cerca local 1-opt . 
Ordre inicial: p1, p2, p3, p4. 
Mitjançant la cerca local 2-opt, el que es fa és: 
1.- Les peces es  van intercanviant  de posició, i  alhora es calcula el fitness del nou 
ordre per tal d’avaluar si aquest millora. 
1.1.- Moviments de posició que pot fer la peça col·locada en la primera 
posició 
Seq.1: p2, p1, p3, p4 (s’intercanvia p1 per p2). 
Seq.2: p3, p2, p1, p4 (s’intercanvia p1 per p3). 
Seq.3: p4, p2, p3, p1  (s’intercanvia p1 per p4). 
1.2.- Moviments de posició que pot fer la peça col·locada en la segona  
posició. 
Seq.4: p2, p1, p3, p4 (s’intercanvia p2 per p1); (repetició Seq.1). 
Seq.5: p1, p3, p2, p4 (s’intercanvia p2 per p3). 
Seq.6: p1, p4, p3, p2  (s’intercanvia p2 per p4). 
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1.3.- Moviments de posició que pot fer la peça col·locada en la tercera  
posició. 
Seq.7: p3, p2, p1, p4 (s’intercanvia p3 per p1); (repetició Seq.2). 
Seq.8: p1, p3, p2, p4 (s’intercanvia p3 per p2); (repetició Seq.5). 
Seq.9: p1, p2, p4, p3 (s’intercanvia p3 per p4). 
1.4.- Moviments de posició que pot fer la peça col·locada en la quarta  
posició. 
Seq.10: p4, p2, p3, p1 (s’intercanvia p4 per p1); (repetició Seq.3). 
Seq.11: p1, p4, p3, p2 p1 (s’intercanvia p4 per p2); (repetició Seq.6). 
Seq.12: p1, p2, p4, p3 p1 (s’intercanvia p4 per p3); (repetició Seq.9). 
 
2.- Com en el mètode 1-opt,en el moment en que una solució millori el fitness de 
l’actual, aquesta solució passarà a ser la solució actual desbancant l’anterior, i el 
procés es començarà des de l’inici del mètode 2-opt, fins que no hi hagi cap solució 
millor en el veïnat 2-opt. Aquesta solució seria la solució local òptima. 
En els casos on es veuen permutacions repetides, el nostre AG no les tornarà a 
avaluar, reduint els temps emprat durant la cerca local. 
7.7. Selecció 
Un cop s’han millorat i avaluat totes les solucions de la població mitjançant la cerca local, es 
comença el procés de reproducció. El procés de reproducció es va repetint fins que s’arriba 
a la condició de finalització i està dividit entre diversos passos (Selecció, Encreuament, 
Mutació i Regeneració) i comença amb la selecció dels pares. 
Hi ha diversos mètodes per de realitzar el procés de selecció, tal com s’ha explicat en 
l’apartat 4.2 dels AG. En l’AG d’aquest projecte, s’ha optat per el mètode de selecció per 
torneig determinista.  
Com s’ha explicat en l’apartat 4.2 la selecció per torneig és un mètode basat en la 
comparació de dos o més solucions de la població essent escollida la que té el millor 
fitness. En aquest cas com es tracta de minimitzar el fitness, s’escollirà la solució amb el 
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fitness més baix. Utilitzant aquest mètode s’evita que les solucions amb fitness molt bons 
tinguin una probabilitat molt alta de ser escollides en cada procés de selecció i així 
s’afavoreix la varietat de pares. Cal comentar també que en aquest mètode la solució amb 
pitjor fitness de la població mai serà pare, perquè tot i que sigui escollida per “jugar” el 
torneig, sempre el perdria. 
En el nostre AG es seleccionaran dos solucions de la població a l’atzar, i la més apta (la 
que tingui el fitness més petit) serà l’escollida per a ser el pare1. A continuació es tornaran 
a seleccionar dos solucions de la població a l’atzar tenint en compte que cap de les dos 
solucions comparades anteriorment poden ser escollides. D’aquestes solucions 
seleccionades es farà el mateix procés que el realitzat per escollir el pare1, es seleccionarà 
la solució més apta, que serà el pare2. 
A continuació es mostra un esquema del procés de selecció que s’ha utilitzat en l’AG del 
projecte. 
1.- A partir d’una població de solucions P (1,2,..,p): 
2.- S’escull aleatòriament un nombre x1 (posició de la solució en la població) entre 1 i P. 
3.- S’escull aleatòriament un nombre x2 (posició de la solució en la població)  entre 1 i P. 
 3.1.- Si x2 = x1 es torna al punt 3. 
4.-Si el fitness de la solució x1 és més gran o igual que el fitness de la solució x2. 
 4.1.- El pare1 seleccionat és la solució que es troba en la posició x1 de la població. 
5.- Si el fitness de la solució x1 és més petit que el fitness de la solució x2. 
 5.1.- El pare1 seleccionat és la solució que es troba en la posició x2 de la població. 
6.- S’escull aleatòriament un nombre y1 (posició de la solució en la població) entre 1 i P. 
 6.1.- Si y1 = x1 o  y1 = x2 es torna al punt 6. 
7.- S’escull aleatòriament un nombre y2 (posició de la solució en la població)  entre 1 i P. 
 7.1- i y2 = x1 o  y2 = x2  o y2 = y1  es torna al punt 7. 
8.-Si el fitness de la solució y1 és més gran o igual que el fitness de la solució y2. 
 8.1.- El pare2 seleccionat és la solució que es troba en la posició y1 de la població. 
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9.- Si el fitness de la solució y1 és més petit que el fitness de la solució y2. 
 9.1.- El pare2 seleccionat és la solució que es troba en la posició y2 de la població. 
10.- Sortida: Els dos pares estan seleccionats. 
Exemple del procés de selecció ( amb una població de 6 solucions) 
Es seleccionen dos solucions  aleatòriament entre totes les que formen la població, tal com 
mostra l’exemple de la Figura 7.2 (amb valors fitness escollits aleatòriament). Les 
seleccionades són la solució 1 amb un fitness de 40 i la solució 5 amb un fitness de 30. 
Com que el fitness de la solució 5 és menor, la solució 5 és la guanyadora, i per tant el 
pare1. 
 
Solució Fitness 
1 40 
2 25 
3 10 
 4 75 
5 30 
6 60 
Figura 7.2 Exemple gràfic del procés de selecció del pare1 
Tal com es mostra en la Figura 7.3, es tornen a seleccionar dos solucions de la 
població a l’atzar (s’ha de tenir en compte que tant la solució 1 com la solució 5, no 
poden ser seleccionades, ja que ho han estat en la selecció del pare1). Les 
seleccionades són, la solució 2 amb un fitness de 25 i la solució 6 amb un fitness de 60. 
Com que el fitness de la solució 2 és menor, la solució 2 és el guanyadora, i per tant el 
pare2.       
En aquest exemple concret, els pares seleccionats serien les solucions 5 i 2. 
 
 
Fitness  Solució 1 ≥ Fitness Solució 5 
Solució 5 és la guanyadora 
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Solució Fitness 
1 40 
2 25 
3 10 
4 75 
5 30 
6 60 
Figura 7.3 Exemple gràfic del procés de selecció del pare2 
7.8. Encreuament 
Una vegada s’han seleccionat els pares es realitzarà l’aparellament (encreuament). En l’AG 
creat, s’estudiaran tres modalitats d’encreuament diferents: 
1.- Partially Matched Crossover (PMX). 
2- Cycle Crossover (CX). 
3- Order Crossover (OX). 
En el present l'AG s’ha tingut en compte que només sortirà un fill en les tres modalitats 
d’encreuament diferents.  
Les tres modalitats d’encreuament han estat explicades anteriorment, a l'apartat 
d’algorismes genètics (apartat 4.2). 
7.9. Mutació 
Una vegada s’ha realitzat l’encreuament de les solucions pare i se n’ha obtingut una solució 
fill, la solució fill es sotmet a un procés de mutació amb l’objectiu d’introduir variabilitat a la 
població mitjançant la introducció de noves característiques genètiques al fill i així explorar 
solucions que d’altra manera no podrien ser explorades. En la mutació no es poden 
introduir molts canvis, ja que si se’n produeixen massa, l’algorisme s’aproximarà a una 
Fitness Solució 2 ≤ Fitness Solució 6 
Solució 2 és la guanyadora 
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cerca aleatòria. En l’AG d’aquest projecte s’ha optat per introduir com a molt una mutació 
per fill, analitzant les següents probabilitats de mutació: 1%,10%, 25% i 50%. 
En l’AG d’aquest projecte s’ha optat per aplicar una mutació simple d’intercanvi de peces en 
la seqüència. A continuació es mostrarà el procés que segueix la mutació en l’AG un cop es 
creada la solució fill: 
1.- S’obté aleatòriament x1 un nombre entre 1 i 100.  
2.- Si x1 ≤ (pm·100) 
2.1- S’obtenen dos nombres (z1, z2) aleatòriament que estan compresos 
entre 1 i el nombre de peces n que formen una solució. Aquest pas es 
mostra a la Figura 7.7, en la solució fill abans de la mutació. 
2.2- La peça que es trobi en la posició z1 s’intercanvia de posició amb la 
peça que és troba en la posició z2 , i per tan s’obté una nova solució. 
Aquest pas es mostra a la Figura 7.4, en la solució fill després de la 
mutació. 
3.- Sortida: Solució després del procés de mutació. 
 
 
 
 
 
Un cop s’ha acabat el procés de mutació, es realitzarà l’avaluació de la solució fill tal com 
s’ha especificat en l’apartat 7.5, i a continuació se li aplicarà una cerca local com s’ha 
explicat a l’apartat 7.6. 
7.10. Regeneració 
Una vegada s’ha aplicat la cerca local a la solució fill, aquesta solució s’ha d’introduir en la 
població de solucions, però abans de ser introduïda s’ha de seleccionar la solució de la 
població per la qual serà substituïda i per tant quedarà descartada.  
 
Figura 7.4 Mutació de la solució fill. 
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Per saber la solució de la població que serà descartada s’ha optat per un mètode de 
selecció per torneig com el que s’ha utilitzat en el procés de selecció de pares, amb les 
diferencies que aquest cop només hi ha un procés de selecció perquè només es necessita 
una solució guanyadora, i que aquesta solució guanyadora que serà la que quedarà 
descartada, serà la que tingui el pitjor fitness (fitness amb valor més alt) de les dos 
solucions que “juguen” al torneig.  
S’ha escollit aquesta manera de descartar una solució perquè permet mantenir la varietat 
de solucions de la població havent-t’hi la possibilitat de que s’eliminin bones solucions, però 
alhora aquest mètode ens assegura que la millor solució no té cap possibilitat de ser 
eliminada, ja que tot hi que “jugues” el torneig al tenir el fitness més petit de tots mai 
passaria el filtre necessari per ser descartada.  
A continuació es mostren els passos que segueix la regeneració: 
1.- A partir d’una població de solucions P (1,2,..,p): 
2.- S’escull aleatòriament un nombre d1 (posició de la solució en la població) entre 1 i P. 
3.- S’escull aleatòriament un nombre d2 (posició de la solució en la població)  entre 1 i P. 
 3.1.- Si d2 = d1 es torna al punt 3. 
4.-Si el fitness de la solució d1 és més gran o igual que el fitness de la solució d2. 
 4.1.- La solució descartada és la solució que es troba en la posició d2 de la població. 
 4.2.- La nova solució (fill) s’introdueix a la població en la posició d2. 
5.- Si el fitness de la solució d1 és més petit que el fitness de la solució d2. 
 5.1.- La solució descartada és la solució que es troba en la posició d1 de la població. 
5.2.- La nova solució (fill) s’introdueix a la població en la posició d1. 
 
En la Figura7.5 es pot veure un exemple del procés de regeneració (amb els mateixos 
valors aleatoris del exemple de les Figures 7.3 i 7.2), on és comparen les dues solucions de 
la població que s’han seleccionat a l’atzar, i la guanyadora és descartada, donant entrada a 
la solució fill. 
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Solució Fitness 
1 40 
2 25 
3 10 
 4 75 
5 30 
6 60 
Figura 7.5. Regeneració de la població de solucions 
7.11. Condició de finalització 
Finalment, definits tots els processos de l’AG desenvolupat, només fa falta saber quin és el 
moment en que aquest acabarà. 
La finalització de l’algorisme està marcada per el nombre de reproduccions o regeneracions 
 que es vulguin dur a terme. Si es produeixen poques reproduccions, la solució del 
problema estarà allunyada del òptim real, però si per el contrari el nombre de reproduccions 
és molt elevat tot i que la solució que donarà l’algorisme  té més probabilitats d’aproximar-
se a l’òptim, el cost computacional serà elevat, ja que es trigarà molt  temps a trobar 
aquesta solució. 
En aquest projecte s'ha optat per finalitzar la cerca després de 500 iteracions, però per 
verificar si s'havia arribat a un estat de convergència (els membres de la població són 
massa similars com per obtenir millores encreuant-los) s'anota la millor solució cada 25 
iteracions per poder analitzar aquesta evolució. 
Finalment, cal ressaltar, que al fer servir un operador de torneig per la regeneració, no cal 
mantenir apart la millor solució obtinguda durant tot el procés de cerca, ja que aquesta 
sempre formarà part de la població (no pot perdre cap torneig de regeneració). 
 
   Solució 4 és la 
guanyadora i descartada 
Fitness  Solució 1 ≤ 
Fitness Solució 4 
    
Introducció nova solució 
Solució Fitness 
fill 24 
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8. EXPERIÈNCIA COMPUTACIONAL I ANÀLISI DE 
RESULTATS 
8.1. Implementació 
La programació informàtica de l’AG plantejat s’ha realitzat amb la codificació en llenguatge 
C++ mitjançant el software Bloodshed Dev-C++ versió 4.9.9.2. Per implementar l’AG s’han 
escrit aproximadament 1000 línies de codi. La compilació s’ha portat a terme amb el 
compilador Mingw que està inclòs en el software utilitzat. El codi font es presenta a l’Annex 
D.  
En el programa s’han deixat una sèrie de paràmetres dels operadors com a variables per 
comprovar l'efecte dels paràmetres en l’eficiència de l'AG. Aquests paràmetres han de ser 
ajustats per l’usuari abans d’executar l’AG. Els diferents valors que han d’agafar els 
paràmetres variables del nostre AG han estat definits en l’apartat anterior (7. Metodologia 
de resolució), i s’exposen a continuació: 
1.- Població inicial: 50, 100, 250 i 500 solucions. 
2.- Mètode d’encreuament: Partially Matched Crossover (PMX), Cycle Crossover (CX) i 
Order Crossover (OX). 
3.- Probabilitat de mutació: 1%, 10%, 25% i 50%. 
4.- Nombre de regeneracions: 500. 
Combinant els diferents paràmetres del algorisme l’AG (4 mides de població inicial, 3 
mètodes d’encreuament i 4 probabilitats de mutació), s’obtenen 48 possibles combinacions 
de l’AG. En els següents apartats s’analitzaran aquestes combinacions amb l’objectiu 
d’estudiar la influència dels diferents paràmetres en el nostre algorisme i de determinar 
quines són les combinacions que aporten millors solucions al problema de seqüenciació 
definit. 
Abans d’aplicar l’AG, s’han hagut de generar un joc d’instàncies. Una instància és un 
problema amb valors especificats per a tots els paràmetres del problema, per tant, cada 
instància tindrà un joc de dades diferent. El joc de dades que aportarà cada instància són 
les dades que és llegiran en el procés de lectura de dades de l’AG (nombre de peces, 
nombre de famílies de peces, temps de setup, i el temps de procés, la data prevista de 
lliurament, el pes d’importància i la família pertanyen de cada peça). Aquestes instàncies, 
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que s’han generat a partir d’un programa (Annex B) creat utilitzant el mateix software que el 
de l’algorisme, ens permetran generar els resultats a analitzar.  
8.2. Instàncies generades 
S’han creat 1920 instàncies diferents per tal d’estudiar els resultats de les possibles 
combinacions que formen el joc d’instàncies. A continuació s’explica com s’han generat les 
dades que formen les instàncies. L'objectiu de generar aquest volum d'instàncies és 
avaluar l'efecte de diferents condicions de les dates d'entrega, del número de peces i 
nombre de famílies en la qualitat de les solucions obtingudes. 
Les unitats de temps de les instàncies i per tant del problema no tenen cap unitat 
específica. A partir d’ara s’utilitzarà la nomenclatura ut per fer referència a les unitats de 
temps. 
1.- Nombre de peces 
Per generar les instàncies s’han tingut en compte tres quantitats diferents de peces, hi 
haurà instàncies amb 25, 50 o 100 peces. 
2.- Nombre de famílies de peces 
Per definir el nombre de famílies que hi haurà a cada instància, s’utilitzaran dues opcions, 
una que divideix el nombre de peces de la instància entre 5 (Eq. 8.1), i l’altra (Eq. 8.2) que 
el dividirà entre 15, sempre utilitzant valors enters arrodonint a l’alça en cas que hi hagin 
valors decimals. El primer conjunt genera un número de famílies elevat (amb poques peces 
per família) mentre que el segon genera un número de famílies reduït (amb moltes peces 
per família). 
   
 
3.- Temps de procés, pes d’importància i temps de setup 
A l’hora de generar els temps de procés, els pesos d’importància i els temps de setup s’ha 
utilitzat la mateixa tècnica. Es tenen en compte dos maneres de calcular els valors, en la 
primera els valors s’escullen de forma equiprobable de l’interval entre 1 unitat i 10 unitats, i 
(Eq. 8.1) 
(Eq. 8.2) 
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en la segona s’escolleixen els valors de forma equiprobable de l’interval entre 1 i 100 
unitats.  
El primer mètode genera temps de procés, temps de preparació i pesos similars entre totes 
les peces i famílies, mentre el segon conté més variabilitat entre peces i famílies. 
4.- Dates previstes de lliurament  
Per determinar les dates de lliurament previstes s’ha utilitzat el rang de dates de venciment 
o RDD (range of due dates) i el factor retard o TF (tardiness factor) que tindran com a valor 
0.2 o 0.8. La data de lliurament que tindrà cada peça que estarà distribuïda uniformement 
segons els resultats de l’equació Eq. 8.3, sent P la suma dels temps de procés de totes les 
peces de la instància. Un valor baix de RDD significarà que les dates previstes de 
lliurament estiguin més properes entre elles, mentre que un valor alt significarà que les 
dates previstes estiguin més espaiades entre elles, és a dir que hi hauran dates previstes 
de lliurament més properes en el temps, i dates més tardanes en comparació amb un RDD 
més baix. El valor de TF determinarà la dificultat del problema de seqüenciació. Com més 
alt sigui el valor de TF les dates previstes de lliurament seran més properes a l’instant 
inicial. 
  
5.- Família de la peça 
Per determinar a quina família pertanyerà cada peça, s’escollirà un nombre de família a 
l’atzar entre el nombre de famílies que hi hagi en aquella instància. 
S’han creat instàncies amb totes les possibles combinacions per generar el joc d’instàncies. 
Per tenir en compte totes les combinacions de generar valors es necessiten crear 192 
instàncies (3 quantitats de peces · 2 maneres de calcular el nombre de famílies · 2  mides 
dels temps de procés · 2 mides del pes d’importància · 2 mides dels temps de setup · 2 
valors de TF · 2 valors de RDD). Per tal de consolidar el joc d’instàncies, es realitzaran 10 
instàncies diferents per cada possible combinació, així el nombre d’instàncies s’eleva de 
192 a 1920. 
Una vegada programat l’AG, i generades les instàncies, el darrer pas per aconseguir els 
resultats és executar les diferents combinacions de paràmetres de l’algorisme amb les 
diferents instàncies.  
(Eq. 8.3) 
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8.3. Selecció dels paràmetres de l’algorisme genètic i la seva 
influència 
Per seleccionar la millor combinació dels paràmetres variables de l’AG s’haurien d’executar 
les 1920 instàncies descrites en l’apartat 8.2 amb cadascuna de les 48 configuracions de 
paràmetres (o combinacions) descrites a l’apartat 7. Com que no es disposa del temps 
necessari per poder executar totes aquestes combinacions, el que s’ha fet en el projecte és 
escollir a l’atzar una mostra de 50 instàncies per ser executades amb totes les 
combinacions de paràmetres de l’algorisme. A partir dels resultats obtinguts executant les 
combinacions de l’AG per les 50 instàncies (Annex E), s’ha estudiat la influència de cada 
paràmetre als resultats, i s’han seleccionat les tres configuracions de paràmetres de l’AG 
que han obtingut millors resultats per la mostra d’instàncies.  Aquestes tres configuracions 
seran les escollides per executar-hi les 1920 instàncies i així poder determinar la millor 
configuració. 
Per saber la combinació de paràmetres que obté millors resultats (menor mitjana de la 
suma dels temps de retard ponderat) per al nostre AG s’hauria de realitzar un anàlisi de 
variància no paramètric, o un ANOVA (Analysis of Variance) amb els resultats de cada 
configuració de paràmetres de l’AG, fet que permetria identificar la importància de cada 
component per separat (encreuament, població i probabilitat de mutació) i la seva 
interacció. Com que no es disposa dels coneixements per realitzar un ANOVA, a 
continuació s’ha realitzat un anàlisi més senzill per tal de determinar les millors 
combinacions de paràmetres per a l’AG.  
Per realitzar l’anàlisi dels tipus d’encreuament, de la població de solucions i de la 
probabilitat de mutació, el que s’ha fet és agregar tots els resultats de les instancies de 
mostra que fan servir un paràmetre concret, sumant tots els temps de retard ponderat i 
realitzant mitjanes dels resultats. 
En les següents Taules 8.1, 8.2 i 8.3 es presenten les mitjanes de les sumes dels temps de 
 retard ponderat de les instàncies que componen cadascuna de les opcions de paràmetres 
(Encreuament, Població de solucions i Probabilitat de mutació), així com el percentatge de 
solucions que no són millorades per cap de les altres combinacions de paràmetres de l’AG 
analitzades, és a dir de les millors solucions trobades per a cada instància. Per la realització 
d’aquestes taules, el que s’ha fet és agregar tots els algorismes que fan servir un 
encreuament, mida de població o probabilitat de mutació concreta, per a totes les 
instàncies del grup de mostra. 
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Encreuament 
Tipus d’encreuament 
Mitjana de la suma dels 
temps de retard ponderat 
(ut) 
Millors solucions (%) 
Encreuament CX 464.030,745 65,875 
Encreuament OX 463.713,043 66 
Encreuament PMX 466.033,913 59,625 
Taula 8.1. Mitjana de la suma de temps de retard ponderat i percentatge de millors solucions de les 
instàncies per cada tipus d’encreuament. 
Com s’observa en la Taula 8.1 l’encreuament Order Crossover és l’encreuament que obté 
millors resultats, tant en la mitjana de la suma dels temps de retard ponderat com en el 
percentatge de vegades que es troben millors solucions. Mentre que l’encreuament Partially 
Matched Crossover és el que obté pitjors resultats en els dos valors analitzats. 
Població de solucions 
Població de solucions 
(solucions) 
Mitjana de la suma dels 
temps de retard ponderat 
(ut) 
Millors solucions (%) 
50 463.401,683 62,333 
100 464.263,792 63,167 
250 465.348,623 65,333 
500  465.356,162 64,5 
Taula 8.2. Mitjana de la suma dels temps de retard ponderat i percentatge de millors solucions de les 
instàncies per les diferents mides de població. 
En la Taula 8.2, que mostra els resultats segons la mida de la població, s’observa que com 
més reduïdes són les poblacions, les configuracions de paràmetres de l’AG obtenen millors 
resultats en la mitjana de la suma dels temps de retard ponderat. Tot i que amb una 
població de 50 solucions s’obté la millor mitjana de resultats (menor suma dels temps de 
retard ponderat), per el que fa al percentatge de vegades que es té la millor solució, és més 
elevat per poblacions més grans, en concret per poblacions de 250 solucions. Aquest fet es 
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pot valorar tenint en compte que els AG amb poblacions més elevades necessiten més 
regeneracions per convergir, i que com més gran és la població inicial, més elevada és la 
probabilitat que aquesta població inicial contingui la informació genètica necessària per 
construir la solució òptima [43].  
Probabilitat de mutació 
Probabilitat de mutació (%) 
Mitjana de la suma dels 
temps de retard ponderat 
(ut) 
Millors solucions (%) 
1 465.183,535 62,333 
10 464.268,213 64,167 
25 464.458,917 64,167 
50 464.459,595 64,66 
Taula 8.3. Mitjana de la suma dels temps de retard ponderat  i  percentatge de millors solucions de les 
instàncies per les diferents probabilitats de mutació. 
Pel que fa als resultats degut a les probabilitats de mutació (Taula 8.3) cal esmentar que 
excepte quan la probabilitat de mutació és d’un 1%, els resultats per la resta de 
probabilitats de mutació (10%, 25% i 50%) són molt similars, tant en la mitjana de la suma 
dels temps de retard ponderat (que el millor resultat es troba amb probabilitats de mutació 
del 10%) com en el percentatge de millors solucions( que el millor percentatge s’obté amb 
probabilitats del 50%). 
Per comparar les  possibles combinacions de paràmetres de l’AG amb les 1920 instàncies 
generades, es seleccionen tres combinacions segons els criteris següents. 1) La primera 
combinació de paràmetres estarà formada per els paràmetres que individualment hagin 
obtingut millors resultats en la mitjana de la suma dels temps de retard ponderat (Order 
Crossover, població de 50 solucions i percentatge de mutació del 10%). 2) La següent 
combinació utilitzarà els paràmetres que individualment han obtingut millor percentatge de 
millors solucions Order Crossover, població de 250 solucions i percentatge de mutació del 
50%). 3) La tercera combinació de paràmetres que es seleccionarà, serà la combinació de 
paràmetres que ha obtingut una millor mitjana de la suma dels temps de retard ponderat a 
la mostra d’instàncies, de manera conjunta. Com es pot veure a la Taula 8.4 aquesta 
combinació està formada pel mètode d’encreuament Cycle Crossover, una població de 50 
solucions i un percentatge de mutació del 50%. 
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A la Taula 8.4 es mostren les 5 combinacions de paràmetres de l’AG que obtenen una 
mitjana de la suma dels temps de retard ponderat més baixa. Dins d’aquesta taula 
apareixen dos de les configuracions seleccionades. 
 
Combinació de paràmetres 
Mitjana de la suma dels 
temps de retard ponderat 
(ut) 
 Millors solucions (%) 
CX; pob=50; pmut=50% 460.344,04 68 
CX; pob=100; pmut=10% 460.993,84 72 
CX; pob=50; pmut=25% 461.071,48 62 
OX; pob=50; pmut=50% 461.235,48 72 
OX; pob=250; pmut=50% 462.057,08 66 
Taula 8.4. Algorisme genètic amb les combinacions de paràmetres que han obtingut millors resultats 
per a les instàncies de prova. Mitjana de la suma de temps de retard ponderat i percentatge de millors 
solucions per a aquestes combinacions. 
A la Taula 8.5 es poden observar els resultats obtinguts per les diferents combinacions de 
paràmetres de l’AG escollides en les 50 instàncies aleatòries. Com es pot veure els 
resultats (462.488,32 ut; 462.057,08 ut; 460.344,04 ut)  de les tres combinacions són lògics 
ja que s’aproximen als millors obtinguts de la Taula 8.5. 
 
Combinació de paràmetres 
Mitjana de la suma dels 
temps de retard ponderat 
(ut) 
Millors solucions (%) 
OX; pob=50; pmut=10% 462.488,32 70 
OX; pob=250; pmut=50% 462.057,08 66 
CX; pob=50; pmut=50% 460.344,04 68 
Taula 8.5. Mitjana de la suma dels temps de retard ponderat i  percentatge de millors solucions de les 
instàncies per a les tres combinacions escollides. 
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8.4. Comparació de les configuracions de paràmetres 
seleccionades 
Una vegada seleccionades les tres configuracions de paràmetres de l’AG segons els 
criteris explicats a l’apartat anterior, s’ha executat el programa informàtic amb les 
combinacions de paràmetres de cada configuració per les 1920 instàncies (Annex F) per tal 
d’estudiar els resultats dins de les instàncies i determinar quina és la millor configuració del 
nostre AG. 
En les Figures 8.1, 8.2 i 8.3 es presenta l’evolució de les solucions (mitjana de la suma dels 
temps de retard ponderat) durant les regeneracions. 
A la Figura 8.1 es mostra l’evolució de les solucions de la configuració de paramètres de 
l’AG que utilitza un encreuament OX, una població inicial de 50 solucions i té una 
probabilitat de mutació del 10% a través de les 500 regeneracions. La millor solució (menor 
suma dels temps de retard ponderat) en aquesta configuració de l’AG evoluciona com es 
típic en els AG. La millora de les solucions es produeix en les primeres regeneracions, i en 
les últimes regeneracions les solucions va convergent. En aquest cas s’observa visualment 
que la millora de les solucions produïda entre les 150 primeres generacions és molt 
superior a la que es produeix en les 350 regeneracions restants. Es pot considerar que l'AG 
ha convergit en la majoria d'instàncies després de les 500 generacions utilitzades. 
 
 
 
 
 
 
 
 
 
 
 
Figura 8.1. Evolució de les solucions (mitjana de la suma dels temps de retard ponderat) durant les 
regeneracions en la configuració de paràmetres de l’algorisme genètic amb dades: OX; pob=50; 
pmut=10%. 
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La Figura 8.2 mostra l’evolució de la configuració de paràmetres de l’AG que utilitza un 
encreuament OX, una població inicial de 250 solucions i una probabilitat de mutació del 
50%. Es pot veure visualment que a través de les regeneracions l’AG no millora tant com 
les configuracions de paràmetres de les Figures 8.1 i 8.3. Al tenir una població inicial de 
250 solucions, cinc cops més gran que les configuracions de l’AG de les Figures 8.1 i 8.3, 
les solucions inicials són considerablement millors (menor mitjana de la suma dels temps 
de retard ponderat), però aquestes solucions milloren molt poc a través de les 
regeneracions. Aquest fet podria ser degut al mètode de selecció, a que en el cada 
regeneració només hi hagi una solució fill i que al haver-hi tantes solucions, les millors 
solucions poden estar varies regeneracions sense ser seleccionades, i per tant 
consegüentment la millora es produeixi més a poc a poc que si tingues una població de 
solucions menor [44]. En aquest cas, es probable que l’augment en el número de 
regeneracions portés a millores en els resultats d'aquesta configuració de paràmetres. 
 
 
 
 
 
 
 
 
 
 
 
 
En la Figura 8.3 es presenta l’evolució d’una altra configuració de l’AG amb una població 
inicial de  50 solucions (encreuament CX i pmut=50%), que és molt semblant a la Figura 8.1. 
Si s’analitza detalladament la Figura 8.3 s’observa que la gran diferencia entre una 
configuració de paràmetres (CX; població = 50; pmut=50%) i l’altra (OX; població = 50; 
pmut=10%) es produeix principalment en les primeres 150 regeneracions. La configuració 
 
Figura 8.2 Evolució de les solucions (mitjana de la suma dels temps de retard ponderat)durant les 
regeneracions en la configuració de paràmetres de l’algorisme genètic  amb dades: OX; pob=250; 
pmut=50%. 
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“OX; població=50; pmut=10%”  millora les solucions de manera més destacada en les 
primeres regeneracions i després va convergint. Mentre que la configuració “CX; 
població=50; pmut=50%” millora més constantment durant les regeneracions i no es nota 
tant la convergència de la solució. Aquest fet podria ser degut a que l’encreuament o la 
probabilitat de mutació utilitzats en la configuració de l’AG de la Figura 8.1 ajuda a obtenir 
millors solucions. Analitzant conjuntament les Taules 8.1 i 8.3 que mostren la influència del 
mètode d’encreuament i de la probabilitat de mutació en les solucions, es pot pensar que 
és el mètode d’encreuament el que més influència en la diferencia de solucions d’aquestes 
dues configuracions de l’AG amb població 50 solucions. Tot i que es nota una molt lleugera 
convergència, és probable que l'augment en el número de regeneracions portés a millores 
en els resultats d'aquesta configuració de paràmetres en comparació a la “OX; població = 
50; pmut=10%”. 
 
 
 
 
 
 
 
 
 
 
 
Per tant, comparant les Figures 8.1, 8.2, 8.3 amb l’ajuda de la Taula 8.6 on es mostra la 
mitjana de les solucions finals (suma dels temps de retard ponderat) de cada configuració 
de l’AG, es pot determinar que la configuració de paràmetres de l’AG que minimitza amb 
millors resultats la suma dels temps de retard ponderat  és el que utilitza un encreuament 
OX, una població inicial de 50 solucions i té una probabilitat de mutació del 10%. Les 
solucions en aquesta configuració de l’AG evolucionen com un AG típic, millora notable 
durant les primeres generacions i convergeix en el tram final de l’AG. 
 
Figura 8.3. Evolució de les solucions (mitjana de la suma dels temps de retard ponderat) durant les 
regeneracions en la configuració de paràmetres de l’algorisme genètic amb dades: CX; pob=50; 
pmut=50%. 
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La configuració de paràmetres de l’AG estudiada amb més població (OX; població=250; 
pmut=50%) és la configuració que amb 500 regeneracions minimitza amb pitjors la resultats 
la suma dels temps de retard ponderat de les tres configuracions seleccionades. L’AG 
comença amb bones solucions inicials, però aquestes milloren poc a poc i de manera 
constant en el transcurs de les regeneracions sense mostrar signes de convergència. Per a 
500 regeneracions les millors solucions s’obtenen quan l’AG té una població de  50 
solucions. Com que els AG amb poblacions de solucions més grans convergeixen més 
tard, el més lògic és que si el AG desenvolupat realitzes un nombre considerable major de 
regeneracions les millors configuracions de l’AG fossin aquells amb major població. 
Per una altra part, per estudiar amb més detall el comportament de les configuracions de 
l’AG s’han comptabilitzat a la Taula 8.6 el nombre de solucions finals de cada configuració 
de l’AG que no han pogut ser millorades per cap altra de les configuracions de paràmetres 
analitzades (millor solució). Al comparar aquests millors resultats, es reafirma el fet que les 
millors solucions s’obtenen amb les configuracions amb menor població. 
Combinació de 
paràmetres 
Mitjana de la suma 
dels temps de 
retard ponderat (ut) 
Nombre de millors 
solucions 
Millors solucions 
(%) 
OX; pob=50; pmut=10% 298.831,341 1.504 78,333 
OX; pob=250; pmut=50% 300.092,475 1.341 69,843 
CX; pob=50; pmut=50% 299.724,71 1.479 77,031 
Taula 8.6. Mitjana de la suma dels temps de retard  ponderat i el nombre de millors solucions que 
aporta cada combinació. 
A l’hora de definir l’AG, com s’ha explicat a l’apartat 7, s’ha plantejat un AG amb una cerca 
local que analitzava un domini ampli de les solucions veïnes, amb l’objectiu de que les 
solucions que formessin la població fossin uns òptims locals “bons” i així permetre que l’AG 
s’iniciés amb solucions aproximades. 
Com a conseqüència de realitzar la cerca local definida i tal com mostra la Taula 8.7, 
aproximadament la meitat de millors solucions que les configuracions de l’AG (1.- OX, 
població=50, pmut=10%; 2.- OX, població=250, pmut=50%; 3.- CX, població=50, pmut=50%)  
troben per cada instància, es localitzen en la població inicial. En la configuració de l’AG amb 
una població de 250 solucions, aquest fet s’accentua, i en la població inicial ja es troben el 
60% de les millors solucions. 
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Combinació de 
paràmetres 
Vegades que 
la sol. inicial és 
la solució final 
Solució inicial 
igual a solució 
final (%) 
Vegades que la 
solució inicial és la 
millor sol. de les 3 
combinacions 
Solució inicial és 
la millor sol. de 
les 3 comb. (%) 
OX; pob=50; pmut=10% 961 50,052 921 95,838 
OX; pob=250;pmut=50% 1.166 60,73 1.075 92,196 
CX; pob=50; pmut=50% 953 49,635 914 95,908 
Taula 8.7. Freqüència en que la millor solució de la població inicial és també la millor solució de la 
corresponent configuració de paràmetres de l’algorisme genètic. També s’indica quantes d’aquestes 
solucions inicials són la millor solució final de les tres configuracions de l’algorisme genètic. 
A més a més, també s’ha analitzat el nombre de vegades que les configuracions de l’AG 
troben l’òptim global de manera inequívoca per les 1920 instàncies, és a dir quan la millor 
solució és 0. Com s’observa en la Taula 8.8 en un 13% o 14% de les poblacions inicials s’hi 
localitza almenys una solució amb una  suma dels temps de retard ponderat igual a 0. 
 
Combinació de 
paràmetres 
Vegades que la 
millor solució 
inicial és 0 
Vegades que la 
millor solució 
inicial és 0 (%) 
Vegades que la 
millor solució 
final és 0 
Vegades que la 
millor solució 
final és 0 (%) 
OX; pob=50; pmut=10% 256 13,333 284 14,792 
OX; pob=250; pmut=50% 272 14,167 281 14,635 
CX; pob=50; pmut=50% 252 13,125 285 14,843 
Taula 8.8. Freqüència en que la millor solució de la població inicial i de la final és igual a 0 en les 1920 
instàncies resoltes.  
 
A partir dels resultats analitzats  per el conjunt d’instàncies, podem determinar que l’AG 
obté millors solucions quan combina 50 solucions a la població, amb un encreuament Order 
Crossover, i amb una probabilitat de mutació del 10%. 
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8.5. Influència dels paràmetres de les instàncies 
En aquest apartat s’analitza la influència que tenen el nombre de peces, el nombre de 
famílies, el TF i el RDD en la suma dels temps de retard ponderat que obtenen les 
configuracions de paràmetres de l’AG seleccionades. 
Els resultats de totes les solucions de cada instancia es presenten en l’Annex F. A 
continuació, s’analitzen aquests resultats agrupats segons els paràmetres de les instàncies 
analitzades. 
Nombre de peces 
L’AG ha resolt instàncies amb 25, 50 i 100 peces. Per a 25 peces, les tres configuracions 
de paràmetres de l’AG seleccionades (OX; pob=50; pmut=10%; OX; pob=250; pmut=50%; 
CX; pob=50; pmut=50%), obtenen una mitjana de resultats (suma dels temps de retard 
ponderat) molts semblants (52.487ut, 52.481ut, 52.503,6ut;), aquesta similitud també es fa 
patent per els problemes amb 50 peces (181.533ut, 181.616ut, 181.563ut) on tot i 
augmentar considerablement els retards ponderats, les tres configuracions de paràmetres 
resolen de manera similar les instancies amb 25 i 50 peces. 
Pels problemes amb 100 peces, els temps de retard ponderat és multipliquen per més de 
12 respecte els problemes amb 25 peces com es veurà a continuació. Per a 100 peces, la 
diferència de resultats (temps de retard ponderat) entre les diferents configuracions de 
paràmetres de l’AG és més apreciable, en comparació amb les instancies amb 25 o 50 
peces. En el cas d’instàncies amb 100 peces, l’AG amb la configuració de paràmetres  “OX; 
pob=50; pmut=10%” obté uns temps de retard ponderat (662.475ut) menors que per la resta 
de configuracions (OX; pob=250; pmut=50% amb 666.179ut i CX; pob=50; pmut=50% amb 
665.107ut). Per tant la  millor configuració del AG per el conjunt d’instàncies, es la que obté 
millors solucions per instàncies amb 100 peces, mentre que per instàncies amb 25 i 50 i ha 
molt poca diferencia entre elles.  
Nombre de famílies 
El nombre de famílies que hi ha a cada instància depèn del nombre de peces, segons es 
mostra a les equacions Eq. 8.1 i Eq. 8.2, així per un problema de 25 peces, el nombre de 
famílies serà de 2 o 5, per un problema amb 50 peces hi hauran 4 o 10 famílies, i per 100 
peces hi hauran 7 o 20 famílies. La influència del nombre de famílies en els resultats de 
l’AG, per el joc d’instàncies generat no és molt elevada. Calculant la mitjana de la suma 
dels temps de retard ponderat de les solucions obtingudes amb les tres configuracions de 
l’AG seleccionades, quan el nombre de famílies és més baix per totes les quantitats de 
peces (287.016ut, 287.094ut, 287.059ut), s’observa que els resultats difereixen molt poc 
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entre les diferents configuracions de paràmetres. Si s’analitzen els retards dels algoritmes 
seleccionats, quan el nombre de famílies és més gran (310.725ut, 312.389ut, 313.090ut), 
s’observa que els resultats tampoc difereixen gaire, però altra vegada es veu que l’AG amb 
configuració “OX; pob=50; pmut=10%” és el que obté una millor mitjana de solucions 
(310.725ut). 
Range of Due Dates (RDD) 
El RDD influeix en les dates previstes de lliurament de les peces, tal com es mostra a 
l’equació Eq. 8.3. Quan el RDD és major (0,8) els resultats dels temps de retard ponderat 
de les diferents configuracions de l’AG seleccionades (307.133ut, 308.322ut, 307.863ut) 
varien molt poc. Comparant els resultats de les configuracions quan el RDD és menor (0,2) 
(290.528ut, 295.765ut, 291.585ut) s’observa que les configuracions amb menys població 
(OX; pob=50; pmut=10% amb 528ut i CX; pob=50; pmut=50% amb 291.585ut) obtenen millors 
resultats (menor temps de retard ponderat) ja que evolucionen més ràpidament com s’ha 
explicat en l’apartat 8.4. De la mateixa manera, comparant els resultats de les dos 
combinacions de paràmetres de l’AG  amb una població de 50 solucions, tot i no haver-hi 
una diferència molt clara s’observa que la millor configuració de l’AG per el conjunt 
d’instàncies (OX; pob=50; pmut=10% ) és el que obté una millor mitjana de solucions. 
Tardiness Factor (TF) 
Analitzant quan el valor de TF és menor (0,2) els temps de retard ponderat són molt baixos 
i observant les mitjanes de les solucions (13.900ut, 14.922ut, 14.873ut) per les tres 
configuracions, es torna a observar que la configuració “OX; pob=50; pmut=10%” és la que 
troba les millors seqüències de peces, amb una mitjana de la suma dels temps de retard 
ponderat de 13.900ut. Quan el TF és més alt (0,8) la configuració de paràmetres de l’AG 
que obté millors resultats continua sent la configuració “OX; pob=50; pmut=10%” (571.525ut) 
amb una diferència considerable respecte les altres dues configuracions analitzades (OX; 
pob=250; pmut=50% amb 585.262ut i CX; pob=50; pmut=50% amb 584.575ut). La mitjana de 
la suma dels temps de retard ponderat quan el TF és més alt és multiplica per més de 40 
vegades respecte amb un TF menor i es per això que és tan elevada la diferència de 
solucions entre les diferents configuracions de paràmetres de l’AG, quan el valor de TF és 
elevat. 
Resumint, en el conjunt del paràmetres analitzats en aquest apartat (nombres de peces, 
nombre de famílies, valors de RDD i valors de TF), s’ha pogut comprovar, que la que havia 
estat considerada com a millor configuració de paràmetres de l’AG (OX; pob=50; pmut=10%) 
per el conjunt d’instàncies en l’apartat 8.3 és la que obté uns temps de retard ponderat més 
baixos per els diferents nombres de peces, nombre de famílies, valors de RDD i valors TF 
quan la influència d’aquests s’analitza individualment. 
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9. IMPACTE AMBIENTAL 
Aquest projecte és un estudi teòric sobre el funcionament d’un AG a un problema de 
seqüenciació. De manera que l’impacte ambiental real crec que és nul o molt reduït. 
Malgrat això, a continuació es plantejaran les implicacions que podria tenir el projecte s’hi 
s’apliqués l’AG millorant en el procés de producció d’una indústria.   
En primer lloc, la implantació de l’AG tindria un impacte positiu en els clients, que veurien 
com els seus productes es lliurarien en la data prevista de lliurament o en una data més 
propera a la prevista de la que es lliuraven actualment, per consegüent es reduirien els 
costos del transport ja que es reduirien els enviaments de última hora i els viatges en 
global. A més a més aquesta reducció del transport provocaria un estalvi energètic notable 
a causa de reduir el consum de combustible i per tant de CO2. 
La millora en la qualitat del servei aportaria una major confiança dels clients a l’empresa, 
que en el futur es podria convertir en més acords, i per tan més benefici per a l’empresa.  
Aquest projecte creiem que també tindria un impacte d’estalvi energètic en la maquinària 
degut a que al tenir la seqüència de producció ben detallada, tenint en compte les diferents 
famílies de productes, s’evitaria les parades innecessàries de les màquines. 
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10. CRONOGRAMA   
La duració del projecte s’ha estimat en uns 10 mesos (des del Febrer  fins el Desembre del 
2013). Durant aquest període s’ha portat a terme: l’estudi del problema a resoldre, 
l’aprenentatge del llenguatge de programació, el disseny i la programació de l’AG, l’obtenció 
de resultats computacionals, les anàlisis de resultats i la documentació del projecte. 
 Feb
-13 
Mar
-13 
Abr
-13 
Jun-
13 
Jul-
13 
Ago
-13 
Set-
13 
Oct
-13 
Nov
-13 
Des
-13 
Estudi del problema a resoldre.           
Estudi dels mètodes de resolució            
Aprenentatge del llenguatge de programació.           
Disseny i programació de l’AG.           
Obtenció de resultats computacionals.           
Anàlisis de resultats.           
Documentació del projecte           
Taula 10.1 Cronograma de la duració  de cadascuna de les activitats que s’han dut a terme 
en aquest projecte. 
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11. PRESSUPOST 
A continuació es detalla el pressupost per la realització del prototip d’un AG per una 
empresa interessada. Aquest pressupost inclou únicament els costos de resolució del 
problema, no s’inclouen els costos d’implantació de la solució. 
Per dur a terme el projecte s’ha de disposar de diferent material consistent en un ordinador 
equipat amb Microsoft Office 2007 i el software lliure Bloodshed Dev-C++ versió 4.9.9.2. 
Els costos del material informàtic sumen un total de 1.000 €, si tenim en compte que la 
durada mitja de vida del ordinador és de 4 anys. Els 10 mesos de durada del projecte 
suposen 208 €. 
Durant el transcurs del projecte es necessita la participació d’un enginyer júnior a temps 
complert, que ha de desenvolupar el projecte, i un enginyer sènior que dirigeix i supervisa el 
projecte de l’enginyer júnior. 
S’estableix que l’enginyer júnior li dedica 3 hores per dia laborable durant els 10 mesos de 
projecte (229 dies laborables/any). L’ enginyer sènior s’estima que li dedica 0,5 hores per 
dia laborable durant els 10 mesos de projecte. 
El cost per hora d’un enginyer júnior s’estima en 25 €/h, mentre el del enginyer sènior 
s’estima en 65 €/h. 
Per tan la remuneració dels enginyers serà la següent: 
-Enginyer júnior : 3h/dia · 229 dies ·25€/h = 17.175,00€ 
-Enginyer sènior : 0,5h/dia · 229 dies ·65€/h = 7.442,50€ 
Al preu total se l’hi haurà d’aplicar uns costos indirectes generals per al projecte del 13%, i 
un benefici net del 6%. 
El pressupost del projecte està enfocat a les empreses privades amb la qual cosa l’IVA no 
suposa cap cost addicional. 
 
 
 
Aplicació d’un algorisme genètic per la resolució del problema de seqüenciació                      Pàg.93 
d’una màquina amb temps de preparació dependents de família i seqüència                     
 
PARTIDA DESCRIPCIÓ IMPORT 
1 Material i Software  208,00€ 
3 Remuneració enginyer júnior 17.175,00€ 
4 Remuneració enginyer sènior 7.442,50€ 
 Subtotal 1 24.825,50€ 
5 Costos indirectes (13%) 3.227,32€ 
 Subtotal 2 28.052,82€ 
6 Benefici net (6%) 1.683,17€ 
 TOTAL 29.735,99€ 
Taula 11.1 Pressupost presentat sense tenir en compte els costos estructurals de l’empresa. 
Així doncs el pressupost inicial, per la realització del projecte d’AG per resoldre problemes 
de seqüenciació amb una màquina amb temps de preparació dependents de família i 
seqüència una màquina per una empresa interessada serà d’uns 29.736€ i tindrà una 
durada de 10 mesos com es mostra a la Taula 10.1. 
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CONCLUSIONS 
Des dels seus inicis els AG han demostrat ser un bon mètode de resolució per una gran 
varietat de problemes d’optimització difícils. En el present projecte s’ha desenvolupat un AG 
amb l’objectiu de resoldre el “Problema de seqüenciació d’una màquina amb temps de 
preparació dependents de família i seqüència”.  
A l’hora de definir el funcionament de l’AG s’han tingut en compte uns determinats 
paràmetres variables per estudiar la seva influència en l’AG. Els paràmetres que s’han 
analitzat han estat: 1.- Població inicial de solucions, 2.- Mètode d’encreuament i 3.- 
Probabilitat de mutació. Així mateix, per tal d’estudiar l’efecte d’aquests paràmetres s’han 
analitzat un total de 48 combinacions de paràmetres i operadors genètics de l’AG (4 mides 
de població inicial, 3 mètodes d’encreuament i 4 probabilitats de mutació), i l’estudi 
d’aquestes combinacions ha permès analitzar la influència relativa que tenen en l’evolució 
de l’AG.  
La configuració de paràmetres de l’AG que obté millors solucions en la resolució del 
problema objecte d’aquest projecte és el que utilitza un encreuament Order Crossover, una 
població inicial de 50 solucions i té una probabilitat de mutació del 10%. En els AG la gran 
millora dels resultats es produeix en les primeres regeneracions, i en la millor configuració 
del nostre AG s’observa  que la millora que es produeix entre les 150 primeres generacions 
és molt superior a la que es produeix en les 350 regeneracions restants.  
El paràmetre que té més influència en el resultat i en l’evolució de les solucions ha estat la 
població inicial. En l’AG estudiat, les configuracions de paràmetres amb menor població tot i 
començar amb “pitjors” solucions inicials acaben generant millors solucions al llarg de les 
500 regeneracions proposades.  
El mètode d’encreuament Order Crossover és el que obté millors resultats (menor suma 
dels temps de retard ponderat), tot i que amb el mètode Cycle Crossover s’obtenen 
resultats que s’hi aproximen força. Respecte a la probabilitat de mutació, s’ha pogut 
comprovar que la seva influència només és manifesta en probabilitats molt baixes (1%), en 
la resta de probabilitats (10%, 25% i 50%) no es visible la seva influència. 
En l’AG del present projecte s’ha dut a terme una cerca local que explorava un domini molt 
gran del veïnat de solucions, amb l’objectiu de crear òptims locals inicials de la cerca “molt 
bons”. Els resultats assenyalen la influència d’aquesta cerca local, ja que a l’hora de 
resoldre les instàncies per les millors configuracions de l’AG, en la meitat de les instàncies 
la millor solució final era la mateixa que la millor solució de la població inicial.  
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Per aplicar l’AG, aquest s’ha programat en llenguatge C++. L’objectiu del projecte de 
programar un AG s’ha aconseguit i per tant s’han pogut obtenir els resultats per analitzar-lo. 
Un vegada après el llenguatge per crear un AG, potser seria interessant programar un altre 
mètode metaheurístic que resolgués el mateix joc d’instàncies que s’ha resolt amb l’AG. 
D’aquesta manera es podrien comparar resultats, i s’hi podrien obtenir més conclusions. 
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