Abstract. For attribute data with (very) small failure rates control charts were introduced which are based on subsequent groups of r failure times, for some r ≥ 1. Within this family, it was shown to be attractive to stop once the maximum of such a group is sufficiently small, because this choice allows a very satisfactory nonparametric adaptation. The question we address here is whether a cumulative approach offers even further improvement. Thus instead of fixed groups, we shall use the first sequence of r consecutive sufficiently small failure times to produce a signal. A further reason for considering this type of chart is the fact that it forms the nonparametric counterpart of the well-known sets method.
Introduction and motivation
By virtue of ever increasing standards, high-quality processes are more and more common in industrial settings. Moreover, for health care monitoring they even form the standard, as in this area failures probabilities are tiny by nature: events such as malfunctioning equipment, surgical errors, recurrence of cancer and birth defects, should be avoided as much as possible. In both fields, application of control charts to improve and maintain quality is strongly advocated (see e.g. Sonesson and Bock (2003) , Thor et al. (2007) and Shaha (1995) for some health care monitoring review papers). In view of the really small failure probabilities p involved it is quite common to use charts based on the geometrically distributed waiting times from one failure till the next. A group of size r(r ≥ 1) of such waiting times is inspected and an alarm is raised if their sum (or alternatively, their maximum) falls below some boundary value. Of course, a two-sided version can also be used, but in practice the focus with respect to going out of control (OoC) typically is on increases of p, and thus on shorter waiting times than during in control (IC) . The boundary value is determined such that the alarm rate during IC (the so-called false alarm rate (F AR)), remains sufficiently small (e.g. 0.001). Guidelines are available on how to optimally choose r in relation to the underlying parameters. See Albers (2011) for a description and further references.
Nevertheless, as discussed in Albers (2011) as well, a major remaining problem to be dealt with concerns the estimation issues involved. Usually such problems are conveniently ignored in practice. The typically unknown p is estimated using a so-called Phase I sample and the resultp is simply plugged in. However, as the F AR is (very) small, the relative errors due to this estimation step are far from negligible for practical sample sizes and further analysis and corrections are needed. Moreover, the problem may not stop at estimating a single parameter p. Health care applications often involve patients showing considerable heterogeneity, leading to overdispersion of the formerly geometric waiting times. A rigorous way to solve the resulting distributional estimation problems of course is to adopt a nonparametric approach. However, for sample sizes common in practice, the aforementioned relative estimation errors may now become huge: if e.g. the F AR should equal 0.001, a customary sample size like 100 is not very useful towards estimating the corresponding 0.001-quantile.
Consequently, further adaptation is required. The usual form of the chart is based on the sum of the r waiting times for each group, as in the homogeneous case this statistic is negative binomially distributed and moreover clearly optimal. However, as already mentioned above, an alternative is to adopt the maximum, rather than the sum, of the waiting times as our statistic. A simple example (roughly) illustrates the advantage: for r = 3, the probability that all waiting times in a group fall below their 0.1-quantile is (0.1) 3 = 0.001. But, unlike a 0.001-quantile, estimating a 0.1-quantile based on a sample of moderate size is quite feasible. Of course, solving the estimation problems in this way only makes sense if the step from sum to maximum merely causes a small loss of detection power when the assumption of a homogeneous case happens to hold after all. Fortunately, in Albers (2011) it is demonstrated that this is indeed true. Hence such a loss can be viewed as a small insurance premium to be paid for safeguarding against the risk of making substantial errors with the basic negative binomial chart once the ideal of homogeneity fails. Having settled this issue, the estimation aspects of the proposed nonparametric M AX-chart are subsequently dealt with in Albers (2011) , resulting in a straightforward empirical version which is easy to understand and to apply.
The topic of the present paper now is the question whether there is still room for further improvement. The motivation for raising it is twofold. In the first place, essentially the same question received a positive answer in the corresponding continuous (and typically normal) case of controlling the mean of a process (see Albers and Kallenberg (2009) ). Here the focus usually is on detecting increases in such a mean during OoC, implying that a signal typically should result if the minimum of a group of size r is too large. But obviously the analysis for a M IN -chart is essentially identical to that for its M AX-counterpart, so we can ignore this difference between the two situations. In Albers and Kallenberg (2009) it is suggested to replace the fixed-group approach by a sequential or cumulative version: produce a signal as soon as r consecutive observations all exceed a suitable boundary value. The resulting CU M IN -chart definitely looks better than the more rigid M IN -chart. It is an accelerated version, starting anew as soon as an observation falls below the boundary value and it thus makes no sense to complete the full group of size r.
However, note that matters are in fact a bit more subtle. For the M IN -chart, the average run length (ARL) during IC equals r/F AR. Making a fair comparison now requires that the CU M IN -chart matches this ARL-value during IC. But, as the runs of failed attempts in this latter chart are mostly shorter than r, a lower value of F AR is needed here to actually achieve this. In other words, the CU M IN -chart has to be more strict in the sense that it employs a higher boundary value to be exceeded. In view of this, it is not at all trivial anymore that it should be the winner. Nevertheless, in Albers and Kallenberg (2009) it is demonstrated that for the basic situation of normal underlying distributions, this typically indeed is the case, both empirically ( Figure 1 and Table 1 ) and theoretically (asymptotic results in Lemma's 3.1 and 3.2). Consequently, it seems worthwhile to investigate whether this state of affairs also holds true for attribute rather than continuous data, i.e. when dealing with geometric rather than normal distributions. In other words, is it true that CU M AX beats M AX?
The second reason for posing the question is quite straightforward. As already remarked in Albers (2011) , in the present attribute data setting the cumulative version of the M AX-chart is nothing but the well-known sets method, introduced by Chen (1978) : a signal results once all of r successive waiting times are too small. But, just as in Albers (2011) , the focus here will be on showing how this type of approach can form the basis for a satisfactory nonparametric procedure, thus adequately solving the aforementioned serious underlying estimation issues. Even if these problems are not ignored in practice, usually at best the effect of estimating a single parameter is studied. Typically, the latter already turns out to be substantial; to give an example in the present context, Chen et al. (1997) mention a 30−90% increase in F AR for a 10 per cent bias inp. Nevertheless, as the CU M AX-chart actually is the more prominent of the two proposals, it certainly makes sense to figure out whether it is an adequate competitor to (or even an improvement over) the less well-known M AX-chart from Albers (2011) . In that case, its empirical nonparametric version, introduced here along the lines of Albers and Kallenberg (2009) and Albers (2011) , offers an attractive robust alternative to many existing methods which rely with often unfounded optimism on negligibility of both stochastic and model errors.
In section 2 the charts are introduced and compared for the basic homogeneous case, i.e. where the underlying distributions are simply geometric. The comparisons of detection power are based on the commonly used form of ARL, which conveniently assumes that the process goes OoC prior to the onset of monitoring, or just as monitoring begins. Several authors (e.g. see Sego et al. (2008) ) have pointed out that this is somewhat artificial. Indeed, in Albers and Kallenberg (2009) it was observed in this connection that the shift will rarely coincide precisely with the start of a new group and thus that the impact of going OoC will probably be delayed till the next group starts. For the M IN -chart with its groups of fixed size r, this effect will be more pronounced than for the more quickly reacting CU M IN -chart. In the present context this consequently translates into an (additional?) advantage of CU M AX over M AX. This effect, and more generally the impact of using a different form of ARL, will be studied in section 3. Having settled this issue, the empirical nonparametric version of the CU M AX-chart is the topic of section 4. For convenience, the conclusions reached, as well as a summary of the resulting procedure, are presented in section 5.
The homogeneous case
As explained in the introduction, the nonparametric chart, which is our ultimate goal, has to satisfy two requirements. First of all, the estimation effects should be manageable (i.e. not too large and, if desired, allowing suitable corrections). On the other hand, the price involved for this protection should be reasonable, in the sense that its corresponding counterpart in the ideal setting of a known, and even simply geometric, underlying distribution should have good detection power. Consequently, the homogeneous case will always be the yardstick from which we start.
Let D 1 , D 2 , . . . , be a sequence of independent identically distributed random variables (r.v.'s), with failure probability P (D 1 = 1) = 1 − P (D 1 = 0) = p during IC. During OoC, this p becomes θp, for some θ > 1, and the process should be stopped as quickly as possible. Based on this sequence of D's, we consider geometric r.v.'s X i , i = 1, 2, . . . , defined as the times from the (i − 1) th up to and including the i th failure. Clearly, 1) where k = 1, 2, . . . . For some r ≥ 1, the M AX-chart from Albers (2011) now gives a signal if max(X 1 , . . . , X r ) is too small; otherwise, the next group of size r is considered, and so on. To calibrate matters, as a criterion for selecting the boundary value n it is proposed to use
for some small α > 0. Then the ARL during IC has the same value r/(rα) = 1/α for all r, allowing fair comparison. Since
(Either use standard interpolation in (2.3) or let n be the largest integer such that F AR ≤ rα; in practice the differences involved will be negligible.) During OoC the alarm rate changes into {1 − (1 − θp) n } r . In view of (2.3) this result then readily leads to the conclusion that in terms of detection power we have 4) which for the small p we are interested in to high precision equals r/{1 − (1 − {rα} 1/r ) θ } r (if desired, see the Appendix in Albers (2011) for details on this approximation step). Consequently, the dependence of this ARL on the actual p is negligible; hence the notation ARL r,θ in (2.4). To analyze the behavior of ARL r,θ , note to begin with that it decreases from the prescribed value 1/α at θ = 1 to the lower limit r as θ becomes very large. In particular,
showing that the simple geometric chart performs rather poorly, unless θ is quite large. This suggests using larger r, the more so if the excess of θ over 1 is supposed to be smaller. In fact, a simple rule of thumb can be derived for r opt , the value of r which approximately minimizes ARL for given α and θ (see Albers (2011) for details, among others Lemma 3.1):
Usually a truncated version like min (5, r opt ) will suffice: most of the attainable improvement over r = 1 has already been achieved at r = 5 and using really large r may feel awkward in practice.
Next we use the set-up described above to introduce the CU M AX-chart (which, as mentioned in the Introduction, goes back to Chen (1978) ). Now the idea is to let the process stop as soon as r consecutive X i are all at mostñ, for some suitable boundary valueñ. As already argued in the Introduction, we expectñ to be smaller than n. Here we shall make matters precise. We have the following result: 6) with in particular
Proof. It is well-known (see e.g. Kenett and Pollak (1983) or Albers and Kallenberg (2009) ) that ARL r,θ = 1/h(P θ (X 1 ≤ñ)). As fairness dictates that the CU M AX-charts should satisfy ARL = 1/α as well during IC, it follows thatñ should be selected such that
. From the definition of h and the fact that α is very small, it immediately follows that h
which is considerably smaller than (rα) 1/r . Comparison ofñ to (2.3) then shows that indeed n < n. It remains to note that
The result from (2.6) now enables us to compare the performance of the CU M AX-chart to that of the M AX-chart as represented by (2.4). To avoid confusion, let us from this point on denote the ARL from (2.6) by ARLCU M and that from (2.4) by ARLM . The expressions involved -especially the one from (2.6), even in its approximate version -are too complicated to allow an exact analysis and hence we resort to a numerical study. The surprising conclusion is:
The surprise is twofold: as stated in the Introduction, crude intuition tells that CU M AX is definitely better. But even having noted that matters are more subtle, the fact that in the continuous case of controlling a normal mean CU M IN does beat M IN (see Albers and Kallenberg (2009)) , suggests that the same will happen with CU M AX versus M AX. However, for the range of parameter values of interest, this is not the case.
As concerns this range, we typically are interested in values of r between 1 and 5 and values of α between 0.001 and 0.01, while p only needs to be small, e.g. at most 0.01, and plays no role otherwise (if desired, see Albers (2011) and its references for further discussion on these choices). If for such r and α we look at ARLCU M/ARLM as a function of θ, this ratio increases from its starting value 1 at θ = 1 to a maximum slightly larger than 1 at a certain θ mr , after which it again decreases towards 1. For the difference ARLCU M -ARLM the pattern is similar: rise from 0 at θ = 1 to a maximum of a few observations at a certain θ md , followed by decrease to 0. Obviously, as both ARLCU M and ARLM start at 1/α and are decreasing, we have that θ mr > θ md . To add some explicitness to this qualitative characterization, we present a number of representative values in Table 2.1. From Table 2 .1 we infer for the ratio that both the maximum and its location θ mr tend to decrease in r as well as in α. The maximal values obtained are rather stable and indicate that ARLCU M uses at most a fraction 1/6 more observations than ARLM . As this maximum is reached at small values of ARLM , the absolute increase is only about observations. In fact, the second part of the table provides the maximal differences, which can be a bit larger, but nevertheless stay quite limited. Indeed θ md is quite a bit smaller than θ mr , implying that the corresponding values of ARLM are still (much) larger. An increase of less than 7 observations on a total of about 300 then is also not very shocking. A final remark is that the computations for Table 2 .1 have been performed using the exact versions in (2.4) and (2.6). However, using the approximate versions in either case, leads to virtually the same outcomes.
Hence the conclusion so far is that ARLM outperforms ARLCU M , albeit only marginally, and not the other way around. Perhaps it is good to point out that this is not uniformly true. If we let r continue to increase beyond values of practical interest, for small α a slight reversal may occur. In Table 2 .2 we provide a counterexample. Indeed, both the maximal value of the ratio and its location θ mr have further decreased in comparison to the values from Table 2 .1, but now a small dip occurs as θ increases from 1 to θ mr . Since we are specifically dealing with small θ, some analytic explanation is feasible here. We have:
Lemma 2.2 For (θ − 1) small, both (2.4) and (2.6) satisfy
Proof. For θ − 1 small and 0 ≤ x < 1 we have that 1
. =' stands for equality up to the given order. Hence in view of (2.4) it follows that indeed ARLM .
The ratio c CU M (r)/c M (r)} obtained from (2.8) is always very close to 1, but it does increase from 0.99 at r = 2 to 1.00 at r = 11 and 1.01 at r = 16. Hence indeed a dip as mentioned above should occur near θ = 1 for (from a practical point of view too) large r. (Note however that the result in (2.8) is very local indeed; it merely indicates the direction and by no means can produce reliable approximations for values in Table 2 .2 at points such as θ = 1.2.)
Choice of ARL
As remarked in the introduction, all derivations for ARL's in section 2 are based on the convenient convention that the process is already OoC once our computation starts. This very much is the common practice; nevertheless this assumption is not always realistic. Often the change towards OoC will happen within a group and thus cause some delay. Albers and Kallenberg Note that selecting the change point within a group is actually a two-step procedure. The first consists of recognizing that going OoC can happen after any waiting time X i (cf. (2.1)), and not just after the last one of a group. This step was made by Wolter (1987) . However, as Sego et al. (2008) point out, it still assumes that changes only occur directly after a failure (i.e. a D i = 1). Hence the second step is to allow it to happen at any D i , and thus within an X i . For clarity of presentation, we shall begin by analyzing the impact of the first step and subsequently update the results obtained to accommodate the effect of the second one. Consequently, all in all four cases will be considered.
3.1 MAX -chart; change directly after failure.
Hence we consider M AX from section 2, but now assume that the first group of r X i that (partially) counts in the OoC stage still contains j IC (and thus r − j OoC) items, for j = 0, 1, . . . , r − 1. We shall denote the corresponding ARL by ARLM j , implying that the result from (2.4) thus corresponds to ARLM 0 . Since for the M AX-chart we go through the sequence of D i 's with steps of fixed size r, the only natural choice for an underlying distribution for the location of the change point is the uniform one, i.e. P ('change occurs at j') = 1/r for j = 0, 1, . . . , r − 1. Consequently, what Sego et al. (2008) call the steady-state-ARL, in the present case simply equals
We then have the following result.
Proof. Given that the first group contains j IC items, it contributes r−j to ARLM j . Moreover, the probability that it causes a signal equals
r , the result in (3.2) now readily follows. The interpretation of (3.2) is rather straightforward: the difference between the steady state version and its commonly used counterpart ARLM 0 consists of two parts. The first is the penalty (r + 1)/2 for wasting on the average half a group before 'full' OoC monitoring begins. On the other hand, the second term offers some compensation representing the possibility that the incomplete starting group nevertheless already manages to stop the process. Suppose that θ → 1, then τ → 1 and ∆ M → −(r − 1)/2: if the process goes OoC only marginally, it indeed helps if we start on average in the middle of a group, and then the compensation outweighs the penalty. Of course, in this situation ARLM 0 is only slightly below 1/α, so relatively speaking ∆ M is not very important. At the other opposite, as θ increases, p * θ → 1 and thus , 0.62, 0.69 and 0.74 for r = 2, 3, 4 and 5, respectively. Next, the relation τ = p * 1 /p * θ gives that θ = log(1 − (rα) 1/r /τ )/log(1 − (rα) 1/r ), from which the values of θ = θ(r, α) such that ∆ M = 0 readily follow. The result decreases in r and increases in α, with as boundary values over the region of interest θ(2, 0.01) = 2.18 and θ(5, 0.001) = 1.48. Hence the difference ∆ M in (3.2) becomes positive for kind of 'average' θ : not really large ones, but also not very close to 1. All in all, the analysis above suggests that the effect will be quite moderate.
CUMAX -chart; change directly after failure.
At the onset of the OoC stage, the present number of X i ≤ñ will range from 0 to r − 1. (The value r means a signal and the chart is reset to 0, so these two situations can be identified for the present purpose.) The corresponding ARL will now be denoted by ARLCU M j for j = 0, 1, . . . , r − 1, and thus the result from (2.6) is ARLCU M 0 . Note that assuming a uniform distribution over j is no longer justified. In fact, writing herep θ = P θ (X 1 ≤ñ) (cf. Lemma 3.1), the corresponding transition probabilities during IC simply equalp 1 for going from j to j + 1 and (1 −p 1 ) for going from j to 0, for j = 0, 1, . . . , r − 2. For j = r − 1, the identification of states r and 0 simply leads to a transition probability 1 for going from r − 1 to 0. The stationary distribution of this Markov chain can be obtained in a straightforward way, with as result
for j = 0, 1, . . . , r − 1. Hence for the present case the steady-state-ARL is given by SSARLCU M = Σ r−1 j=0 π j ARLCU M j (cf. (3.2) ). We have
Proof. Given that we start from state j, we have a probabilityp r−j θ of finishing straight away in r − j steps. If this fails, we will need on average ARLCU M 0 , plus the steps wasted before the failed attempt stops. For this latter number, we are dealing with a geometric r.v. which is truncated at r − j and has success probability (1 −p θ ). It is a straightforward exercise to check that its expectation equals 5) where the last step follows by first noting that for j = 0 we have
(Note that this latter result equals 1/h(p θ ) = 1/h(P θ (X 1 ≤ñ), which indeed agrees with Lemma 2.1.) Next, combining (3.3) and (3.5) , we obtain that SSARLCU M = Σ r−1
Once again, the difference consists of a penalty for having to wait till the present group has stopped before a full OoC group starts, but also of a compensation term, because this first group may happen to suffice. To understand the role of the factor 1/(1 −p θ ) in (3.4) , observe the following. Roughly speaking, while for ARLM 0 we are exactly dealing with r times a geometric r.v. with parameter (p * θ ) r , for ARLCU M 0 we approximately have 1/(1 −p θ ) times a geometric r.v. with parameterp r θ (see Albers and Kallenberg (2009) Lemma 3.2) . This 1/(1 −p θ ) approximates the average length of a failed group, as opposed to length r in the fixed case. Consequently, this is the scale of the penalty, and hence the occurrence of this factor in (3.5) . Subsequently, in the remaining factor its weight 1 is reduced, not only because of the probability that the very first group already suffices, but also due to the truncation effect (cf.
for details). Indeed
2). To analyze the behavior of (3.4), we first note that at the one end, for θ → 1, τ → 1 and
(cf. Lemma 2.1), we start here as well with a negative value (e.g. -3.7 for α = 0.001 and r = 5).
As θ increases, so does ∆ CU M from (3.4), but note that in the limit, wherep θ → 1 and thus τ →p 1 , we still have
In other words, ∆ CU M remains negative throughout. In fact, its upper limit to first order equals rp
g. -0.4 for α = 0.001 and r = 5). Hence in the present case the conclusion is quite clear: no head-start for the CU M AX-chart is realized by considering the customary ARL = ARLCU M 0 rather than SSARLCU M . In fact, the opposite is true: the advantage of starting with a group which only partially counts as being OoC, outweighs its lower probability of securing a signal.
MAX -chart; change at arbitrary point.
Obviously, matters may become different once we add the second step mentioned at the beginning of section 3, according to which going OoC can happen after any D i , and not only just immediately after a failure (i.e., when D i = 1). Note that now the scale on which we are working will in fact be that of the number of basic events D i (e.g. patients examined), rather than that of the number of failure times X i . However, according to Wald's lemma, the difference in terms of ARL's between both scales is just a factor 1/p during IC and 1/(θp) during OoC. As we precisely start counting when the OoC stage kicks in, this difference will be constant. Hence for comparison between methods, it makes no difference which of the scales we use. Consequently, for simplicity we carry on with the ARL's used so far, based on the numbers of X i , and there is no need to add symbols for distinguishing between D-and X-based counts.
In the present situation three types of waiting times X i occur: the IC-ones before the change, the OoC-ones after the change, and the special one inside which the change takes place. We have the following update of Lemma 3.1:
where
Proof. The conditional probability that the first group causes a signal now becomes p *
, where p c = P (Z ≤ n) and Z is the special waiting time containing the change. Hence here SSARLM = (r + 1)/2 + (1 − r
To evaluate this correction factor, we first note that Z + 1 is distributed as the sum of two independent geometric r.v.'s with parameters p and θp, respectively (cf. e.g. Sego (2006) ). Then it is
Hence the penalty remains (r + 1)/2, but the compensation after the second step is reduced by the factor f from (3.6). For θ → 1, we have f = θa/{1 − (1 − a) θ } − 1} → 1 + {(1 − a)log(1 − a)}/a ≈ a/2 + a 2 /6, for a = (rα) 1/r small. Moreover, f increases in θ towards the limit a. For e.g. r = 5 and α ranging from 0.001 to 0.01, we have values of a between 0.35 and 0.55, implying that the reduction of the compensation term is substantial. Roughly speaking, for small r (like 2 and 3), the compensation becomes negligible and hence ∆ M,c ≈ (r + 1)/2, while for larger r (like 4 and 5), it lies between 1 2 and 1 and thus ∆ M,c will be between (r − 1)/2 and r/2. Hence indeed some head-start effect results from using the basic ARL = ARLM 0 , rather than the steady state SSARLM , but it remains limited.
3.4 CUMAX -chart; change at arbitrary point.
For this final case Lemma 3.2 is transformed into
. Hence the desired result follows from (3.6), with τ =p 1 /p θ . 2
The interpretation here is very simple: if the special waiting time during which the change occurs exceedsñ, we can restart immediately, which means a single additional observation (on the X-scale). Otherwise, we are back at ∆ CU M from Lemma 3.2. Indeed, this latter outcome occurs at a weight f = 1, which corresponds top c =p θ and thus to Z which behaves like X i during OoC. But obviously,p c will typically be considerably smaller thanp θ . In fact, just as in the previous subsection, f will increase from about a/2 + a 2 /6 to a as θ increases, but now with After having studied these four cases, it remains to draw conclusions. The overall one seems to be that head-start effects are either not (consistently) present or otherwise quite small. The first category occurs in subsections 3.1 and 3.2: here the effect is mixed (first negative, later positive) for M AX and even negative throughout for CU M AX. Shifting from ordinary ARL's to steady state versions consequently does provide a small advantage (1 to 2 observations) for CU M AX w.r.t. M AX. In the -probably more interesting -situation where both steps have been made and the change can occur anywhere, small head-start effects are indeed present. From subsections 3.3 and 3.4 we see that these range from (r − 1)/2 (for larger r) to (r + 1)/2 (for smaller r) in case of M AX and likewise from 1 1 2 observations) of CU M AX over M AX results from changing to the steady state perspective. Hence we can now answer the question posed at the beginning of the present section: the marginal advantage of M AX over CU M AX observed in section 2 is indeed (at least to considerable extent) balanced by the latters quicker reaction to the start of the OoC stage. Consequently, from a steady state perspective, the performance of both procedures is very similar. As CU M AX dates back to Chen (1978) and as such is the more prominent of the two, it makes sense to introduce for this procedure as well its empirical nonparametric version. This will be the topic of the next section.
The nonparametric chart
After the excursion in section 3, we return to the standard setup from section 2. As argued at the beginning of that section, our starting point had to be the simple case of a known geometric distribution for the waiting times X i . This was necessary to establish first that proposals such as M AX and CU M AX only lose little detection power compared to the optimal choice for this ideal setup. By now we can drop this artificial assumption and consider the case of main interest: an empirical nonparametric CU M AX-chart, providing an attractive robust alternative to the usual methods which fully ignore the often large (and sometimes huge) estimation effects. To avoid duplication, we shall be very brief here. The emphasis will be on the ideas and the actual implementation. For details and further properties, we refer to our earlier papers dealing with nonparametric proposals (Albers and Kallenberg (2009) and Albers (2011) ).
Hence assumption (2.1) here no longer holds: the waiting times X i during IC have an unknown distribution function F . Suppose a Phase I sample X 1 , . . . , X m is available, then (m) the order statistics for the sample. Consequently, any q-quantile k = F −1 (q) can in principle be estimated bŷ 1) where s = {mq], with {y] denoting the smallest integer ≥ y. For the M AX-chart, (2.2) now becomes F AR = F r (n) = rα and thus the explicit boundary value from (2.3) in its turn is replaced by n = F −1 ((rα) 1/r ). In view of (4.1), it immediately follows that the estimated versionn = X (s) , with s = {m(rα) 1/r ]. Hence the empirical nonparametric M AX-chart simply checks after each incoming group of r waiting times Y 1 , . . . , Y r whether max(Y 1 , . . . , Y r ) ≤ X (s) . If this is the case, a signal is given; otherwise the next group of size r is considered. Note that grouping indeed helps: for r = 1, typically s = {mα] will equal 1, while for r > 1 such use of extreme order statistics (and thus the occurrence of relatively huge stochastic errors) is effectively avoided.
For the CU M AX-chart, we can fortunately proceed in precisely the same manner. For unknown F we have (see also Lemma 2.1 and Lemma 3.2) that
Again implementation is straightforward: for the empirical nonparametric version of the CU M AX-chart a signal follows as soon as r consecutive Y i are all at mostn. Moreover, althoughn is somewhat smaller thann, grouping is still effective. For example, m = 100, r = 3 and α = 0.001 produces s = {14.4] = 15 for M AX and s = {10.4] = 11 for CU M AX, which both lead too much less extreme order statistics than X (1) . Clearly, as soon as estimation -even if this only means replacing p in (2.3) by somep -enters the picture, performance characteristics such as F AR and ARL become stochastic as well. In the present situation during IC this implies that m) be the order statistics for a sample of size m from the uniform distribution on (0,1), then it follows that this ARL is distributed as 1/h(U (s) ) during IC, which shows that the resulting chart is indeed truly nonparametric. It is also clear that U (s) P − → h −1 (α) and thus that ARL P − → 1/α. Consequently, there is no model error and the stochastic error tends to 0 as m → ∞. For r = 1 this convergence is too slow for practical purposes (cf. the remarks in the introduction), but for r > 1 the procedure is quite well-behaved, in the sense that the stochastic error becomes comparable in size to that of the parametric competitors (see the papers mentioned above for details). As the latter suffer from non-vanishing model errors, the nonparametric proposal definitely seems preferable, unless one is quite convinced about the correctness of the rigid parametric model.
The fact that the nonparametric stochastic error for larger r is no longer huge, but comparable to the parametric one, is of course nice. Nevertheless, even in the parametric case, such errors are still not negligible and the need is felt to offer possibilities for suitable corrections. Again we refer to the aforementioned papers for a detailed discussion of this issue. Here we just indicate some of the possibilities involved. For example, as mentioned above, the fixed ARL = 1/α has been replaced by ARL = 1/h(U (s) ). To control the extent to which this ARL may fall short of the intended 1/α, we can bound the exceedance probability:
for suitably chosen small positive ε and β. To be specific, suppose that α = 0.001 and thus the intended ARL = 1000, then we can e.g. require that P ( ARL < 800) is at most 20%, which thus corresponds to ε = 0.25 and β = 0.2 in (4.3) . It is immediate that the probability in (4.3) equals P (U (s) > h −1 (α(1 + ε))), which in its turn translates into the binomial probability P (Bin(m, h −1 (α(1 + ε))) < s). Next, using a normal approximation step (cf. Lemma 4.1 in Albers and Kallenberg (2009)), we finally arrive at Φ(−εm 1/2 v), in which Φ is the standard normal distribution function and v = v(r, α) = {h −1 (α)/(1 − h −1 (α))} 1/2 /r. For example, for r = 1, 2, . . . , 5, the factor v(r, 0.001) equals 0.032, 0.091, 0.113, 0.120 and 0.121, respectively. This shows that taking r > 1 provides a very substantial improvement, but also that the probability in (4.3) remains considerable. For common values like ε = 0.25, m = 100 and r = 3 we e.g. obtain the value 0.41, which may very well be considered still unsatisfactory. The way to solve this problem is to apply a small correction: the value s should be replaced by a -typically slightly -smaller value s * . More specifically, to achieve approximate equality in (4.3) , it suffices to use X (s * ) with 4) in which u β = Φ −1 (1 − β), the standard normal upper β-quantile. (For implementation, use interpolation between X ({s * ]−1) and X ({s * ]) .) Note from (4.4) that s * increases in ε and β, as should be the case. Moreover, the positive correction will be smaller than the negative one, unless m is much larger than common in practice. For the values used by way of example so far (m = 100, r = 3, α = 0.001 and ε = 0.25) e.g. the choice β = 0.2 leads to s * = 9.28 in (4.4), as opposed to s = 11. Hence replacing X (11) by 0.72X (9) + 0.28X (10) reduces the exceedance probability from the value 0.41 obtained above to the intended value 0.20.
Conclusions and summary
Our starting point was the M AX-chart, which signals if all waiting times Y i in a group of size r are at or below the boundary value X (s) , a suitably chosen order statistic from a Phase I sample. This chart has good detection power and, being nonparametric, no model error. Moreover, for r > 1 its stochastic error is comparable to that of parametric competitors, which usually do have a non-vanishing model error. The question in the present paper was whether a cumulative approach offers still further improvement. This CU M AX-chart signals as soon as any sequence of r consecutive Y i are all at most X (s) . Such an accelerated version definitely looks better, but matters are not that simple. For example, fair comparison requires the 's' used for CU M AX to be smaller than the one for M AX. Indeed, in section 2 we demonstrate that over the parameter region of interest, M AX is in fact marginally better than CU M AX in terms of ARL. On the other hand, the customarily used ARL assumes the process to be OoC as monitoring starts. It can (and has been) argued that a steady state version is more realistic, as it removes possible head-start advantages provided by the ordinary ARL. It seems that for CU M AX, being the more flexible of the two, the head-start effect would be smaller than for M AX. In section 3 we demonstrate that this time the intuition is indeed correct. Once again the differences are rather marginal, and as such more or less balance the opposite effects noted in section 2. All in all, the conclusion is that both charts show very little difference in performance. Hence it remains largely a matter of taste which one is preferred. The advantage of M AX is its even greater simplicity, definitely as far as properties and corrections are concerned. For CU M AX speaks the fact that it is in fact a nonparametric counterpart of the well-known sets method. Hence the step towards this ultimate nonparametric version is supplied in section 4. To avoid duplication, only few details are given, as this step is quite similar to the one for M AX.
For convenience, we summarize the application of the CU M AX-chart:
