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Abstract—Massive multiple-input multiple-output (MIMO)
communication is a promising technology for increasing spectral
efficiency in wireless networks. Two of the main challenges
massive MIMO systems face are degraded channel estimation
accuracy due to pilot contamination and increase in computa-
tional load and hardware complexity due to the massive amount
of antennas. In this paper, we focus on the problem of channel
estimation in massive MIMO systems, while addressing these two
challenges: We jointly design the pilot sequences to mitigate the
effect of pilot contamination and propose an analog combiner
which maps the high number of sensors to a low number of RF
chains, thus reducing the computational and hardware cost. We
consider a statistical model in which the channel covariance obeys
a Kronecker structure. In particular, we treat two such cases,
corresponding to fully- and partially-separable correlations. We
prove that with these models, the analog combiner design
can be done independently of the pilot sequences. Given the
resulting combiner, we derive a closed-form expression for the
optimal pilot sequences in the fully-separable case and suggest a
greedy sum of ratio traces maximization (GSRTM) method for
designing sub-optimal pilots in the partially-separable scenario.
We demonstrate via simulations that our pilot design framework
achieves lower mean squared error than the common pilot allo-
cation framework previously considered for pilot contamination
mitigation.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) wireless
systems have emerged as a leading candidate for 5G wireless
access [1], [2], offering increased throughput, which is scalable
with the number of antennas. However, to fully utilize the
possibilities of such large-scale arrays, accurate channel state
information is crucial, making the channel estimation task a
critical step in the communication process.
Channel estimation is typically performed by sending
known pilot sequences from the user terminals (UTs) to the
base station (BS), where different UTs are assigned orthogonal
pilots to avoid intra-cell interference. Since the number of
pilot symbols is limited by the coherence duration of the
channel and the desire to avoid high training overhead, a
limited number of orthogonal pilots can be allocated [3].
Consequently, orthogonal pilots are only assigned to users in
the same cell and are typically reused between different cells.
Pilot reuse causes inter-cell interference referred to as pilot
contamination [3], [4], which is believed to be one of the
main performance bottlenecks of massive MIMO systems.
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Mitigating the pilot contamination effect has been the focus
of considerable research attention, see, e.g., [5]–[15]. The
majority of works on this subject can be divided into four main
families: blind channel estimation, downlink precoding, pilot
allocation and pilot design. Blind channel estimation aims at
avoiding the need for pilot information, and instead estimating
the channel from the received unknown data. Two such tech-
niques were suggested in [7], [8], based on subspace projection
and on eigenvalue decomposition. Both these methods exploit
the asymptotic orthogonality between the channels of different
UTs in massive MIMO systems to mitigate contamination
of the estimated channels. This approach does not aim at
optimizing the pilot sequences.
Downlink precoding methods assume fixed pilot sequences,
and optimize the precoding matrix. Specifically, these methods
first carry out standard channel estimation with full pilot reuse,
resulting in pilot contamination. Then, using the contaminated
estimated channel, they optimize the downlink precoding
matrices in all cells to compensate for the pilot contamination
effect. In [5], a joint downlink precoding matrix is designed
by minimizing the mean-squared error (MSE). The objective
consists of two parts: the MSE of each UT in the current
cell, and the interference of the UTs in all other cells.
These quantities depend on all the estimated channels in the
system, thus requiring the BSs to exchange large amounts of
information, which results in a large overhead to the estimation
process.
An alternative precoding method is suggested in [6] which
exploits the contamination effect, by letting the BSs serve UTs
from different cells. Each BS linearly combines the downlink
data designated for all the UTs that share the same pilot
sequence, thus leveraging the contaminated channel. In this
case, only the downlink data of all users and the channels’
long-term statistics need to be shared between different cells.
Downlink precoding techniques optimize only the precoding
matrices and not the pilot sequence, and can be applied with
any given sequences. In particular, they may be applied after
a pilot optimization step, which, as we show in this work,
contributes significantly to reducing the overall contamination.
In contrast to the previous two approaches, pilot alloca-
tion methods optimize the pilot sequences themselves. In
this framework, the same predefined set of potential pilot
sequences is used in all cells. The optimization is over the
allocation of the sequences to the users, such that the cross
interference caused by users that share the same sequence is
minimized. A common approach for pilot allocation is based
on angle-of-arrival (AOA) of the UTs’ signal to the BSs.
One such example is [9], which aims to exploit the spatial
orthogonality between different users and proposes a greedy
2pilot assignment algorithm, which minimizes the sum of
estimation errors in multipath channels by assigning the same
pilot sequence to UTs with non-overlapping angle spread.
Later results in [16], [17] suggest that this method achieves
the same performance as a simple random pilot assignment.
Partial pilot reuse is proposed in [11], [12], assigning non-
orthogonal pilots only to cell-centered UTs, while UTs located
at the edge of the cell are assigned orthogonal ones. The pilot
allocation scheme in [13] is based on an iterative algorithm
across the different cells, assigning the pilot sequence with
the weakest interference to the UT with the most attenuated
channel in each iteration. However, this method is only suitable
when the number of UTs in each cell equals the number
of pilot symbols. In [14] the authors propose a transmission
scheme based on time-shifted pilots, in which the cells are
partitioned into groups and the scheduling of pilots is shifted
in time from one group to the next, canceling interference
between adjacent cells. All the above works assume given
pilot sequences, and do not attempt to design the sequences,
but limit the optimization to their allocation.
Previous pilot sequence design methods typically consider
a single cell perspective [18]–[23]. These works treat a single
desired channel with multiple interferers and optimize the
pilot sequences in the specific cell to minimize its channel
estimation error assuming all the pilots of surrounding cells are
given. Generalization of these solutions to multiple cells for
jointly designing all pilot matrices in the system jointly is not
trivial. A possible straight forward approach for generalizing
these methods is to iteratively apply the single-cell solution
over each cell independently. However, there is no guarantee
that this extension improves the overall channel estimation
performance, as the optimization focuses only a single cell. In
contrast, when jointly optimizing over the entire network, we
show that under our channel model the solution for the joint-
design problem is either obtained in closed-form or is based
on a greedy algorithm, hence it is guaranteed to improve the
overall channel estimation accuracy.
None of the previous works on pilot contamination consider
the problem of jointly designing the pilot sequences across
the cells. Furthermore, previous works on pilot contamination
mitigation assume dedicated RF chains per antenna. As such
architecture is too costly in terms of hardware, and the massive
amount of data received from hundreds of antennas at each BS
constitutes a huge computational challenge, it is desirable to
reduce the amount of RF chains via analog combining while
maintaining high accuracy in estimating the channel. Previous
works on analog combiner design [24]–[31] focused on the
problems of channel estimation and hybrid beamforming,
under various hardware constraints. However, to the best of
our knowledge, despite its practical importance, joint analog
combiner and pilot sequence design has not been studied to
date.
In this work, we treat the joint design of pilot sequences
and analog combiners, aimed at minimizing the sum of MSEs
across all cells, for a fixed number of RF chains. We consider
a general statistical channel model in which the channel’s
correlation matrices have a Kronecker structure and focus on
two scenarios: fully-separable and partially-separable corre-
lations. For both cases, the only information assumed to be
shared between different cells is the long-term statistics of
the channels. We prove that, in both scenarios, the analog
combiners can be first designed independently of the pilot
sequences by applying existing algorithms such as the ones
in [31]. Given the resulting combiners, the pilot sequences are
designed, where the solution depends on the channel model.
In the fully-separable case [32], the optimal pilot sequences
can be obtained in closed-form. In particular, when the
transmit correlation matrix is diagonal, the received pilots
correspond to user selection, i.e., choosing the UTs with
strongest average links to their BS. For the partially-separable
correlation model, we express the pilot sequence design prob-
lem as a maximization of a weighted sum of ratio traces. We
then propose a greedy algorithm that generalizes a previously
suggested method for maximizing a single ratio trace, the
greedy ratio trace maximization (GRTM) [31], to a sum. At
each iteration of the greedy sum of ratio traces maximization
(GSRTM), one additional pilot symbol is enabled, and the
algorithm chooses the optimal symbol to add for each user,
given the previous selections.
We demonstrate the advantage of joint pilot design in sim-
ulations for both cases. We compare the suggested algorithms
with other design methods and state-of-the-art pilot allocation
techniques, and show that our algorithms enjoy lower sum-
MSE.
The rest of this paper is organized as follows: Section II
presents the system model and problem formulation. Sec-
tion III derives the minimum mean-squared error (MMSE)
channel estimation problem. In Section IV the analog com-
biner design problem is studied. Pilot sequence optimization
is treated in Section V. Section VI illustrates the performance
of our design in simulation examples.
Throughout the paper the following notations are used:
We denote column vectors with boldface letters, e.g., x, and
matrices with boldface upper-case letters, e.g., X . The set
of complex numbers is denoted by C, CN is the complex-
normal distribution, 1n is the n × 1 all ones vector, and In
is the n × n identity matrix. Hermitian transpose, transpose,
Frobenius norm, and Kronecker product are denoted by (·)∗,
(·)T , ‖ · ‖F , and ⊗, respectively. For two n × 1 real-valued
vectors x1,x2, the inequality x1 ≤ x2 indicates that all the
entries of x1 are less than or equal to the corresponding
entries of x2. For an n × n matrix X , tr (X) is the trace
of X , λi (X) is the i-th largest real eigenvalue of X and
vec (X) is the n2×1 column vector obtained by stacking the
columns of X one below the other. The n×n diagonal matrix
diag (x) has the vector x on its diagonal, and diag−1 (X)
is the n × 1 vector whose entries are the diagonal elements
of X . Finally, for a sequence of n × m matrices {Xi}ki=1,
blkdiag (X1, . . . ,Xk) is the kn× km block-diagonal matrix
with on-diagonal matrices {Xi}ki=1.
II. PROBLEM FORMULATION AND CHANNEL MODEL
A. Problem Formulation
Consider a network of M time-synchronized cells with full
spectrum reuse. In each cell, a BS equipped withNBS antennas
3and NRF ≤ NBS RF chains serves K single antenna UTs.
At the BS, a network of analog components, typically phase
shifters and switches, maps the NBS antennas to the NRF RF
chains. In the digital domain, only the reduced number of
inputs, NRF, are accessible.
In the uplink channel estimation phase, each UT sends
τ < MK training symbols to the BS, during which the
channel is assumed to be constant. Let sik be the τ × 1 pilot
sequence vector of the k-th user in the i-th cell, assumed to
be subject to a per-user power constraint s∗iksik ≤ P . The
pilot sequence matrix of the UTs in the i-th cell is denoted by
Si =
[
si1, . . . , siK
]
. Let Hij ∈ CNBS×K be the channel
matrix between the UTs of the j-th cell and the i-th BS,
and W ij ∈ WRF be the analog combiner matrix at the i-
th BS, where WRF ⊆ CNBS×NRF is the feasible set of analog
matrices. The properties of WRF are discussed below.
We consider an interference limited case, based on the
analysis in [3], which shows that in the limit of an infinite
number of BS antennas, the effect of uncorrelated noise
vanishes. Thus, the (discrete-time) received signal at the i-th
cell BS, Y i ∈ CNBS×τ , 1 ≤ i ≤M , is given by
Y i = W iH iiS
T
i +W i
∑
j 6=i
HijS
T
j . (1)
At each BS the channel H ii is estimated from the measure-
ments Y i, using an MMSE estimator, where the expectation
is taken over the channels H ij , 1 ≤ i ≤M . We note that the
ith BS, 1 ≤ i ≤M , needs to estimate only the channel to its
corresponding UTs, namely, Hii.
The pilot contamination problem implies that the estimation
of Hii is degraded by the presence of the interfering channels
Hij , i 6= j, in the received signal Y i. Since the dimension τ
of the pilot matrices, {Si}Mi=1 is smaller than the total number
of users in the system MK , these interferences can not be
fully eliminated at the ith BS. We wish to jointly design
the pilot sequences and analog combiners {Si,W i}Mi=1 to
minimize the sum of MSEs of the desired channels Hii from
the observations Y i, 1 ≤ i ≤ M , over the entire network,
subject to the per-user power constraint on Si, and to the
feasible set of W i.
The feasible set WRF depends on the specific architecture
of the analog network, which can vary according to a different
power, area, and budget constraints. For example, in the case
of a fully-connected phase shifters network, WRF is the set
of NRF×NBS unimodular matrices. For a review of common
hardware schemes, the reader is referred to [27], [31].
Designing pilot sequences in the interference-limited setup
(1) without RF reduction has been previously considered by
[20], [23] under a fully-separable Kronecker model. These
works treated a single desired channel, H11, with multiple
interferers, H1j , j = 2, · · · ,M , that share the same receive
side correlation. In contrast to our approach, they optimized
only the pilot sequence of the specific cell, S1, to minimize
its channel estimation error assuming all the interferers pilot
matrices Sj , j = 2, · · · ,M , are given. This leads to a water
filling solution, assigning more power to directions with larger
channel gains and weaker interference. Here, we aim at jointly
optimizing the pilot matrices of all cells. Furthermore, we
consider both the fully- and partially-separable correlation
structures for the channel’s covariance, rather than just the
first.
B. Channel Model
We focus on statistical channel models obeying the follow-
ing structure:
Hij = Q
1
2
ijH¯ ijP
1
2
ij . (2)
Here Qij ∈ CNBS×NBS ,P ij ∈ CK×K are deterministic pos-
itive semi-defninte (PSD) Hermitian matrices, referred to as
the correlation matrices, and H¯ij ∈ CNBS×K , 1 ≤ i, j ≤ M
are random matrices with i.i.d complex-normal zero-mean
unit variance entries, representing the fast-fading channel
coefficients. We assume that Qij ,P ij , 1 ≤ i, j ≤ M , are
known at all the BSs. We focus on two special cases of (2):
1) Fully-Separable Correlations. In this case,
Qij = Qi, P ij = P j , (3)
i.e., the receive and transmit side correlations are in-
dependent of each other. This model is also known
as the doubly correlated Kronecker model [33]. Here
Qi = Rri is the receive side correlation matrix of the
i-th cell (assumed here for simplicity to be full rank),
and P j = Rtj the transmit side correlation matrix of the
users in the j-th cell. It is a reasonable assumption that
P j is an invertible diagonal matrix due to the distance
between different UTs. However, in our setup we allow
general transmit correlation matrices.
The fully-separable model implies that the transmitters
do not affect the spatial properties of the received signal
and vice versa. This model was shown to accurately
model systems using space diversity arrays [33] and to
fit various wireless scenarios, such as indoor MIMO
environments [34]. Nonetheless, we note that it does
not account for the distance of different users from the
same BS, and it inherently rules out spatial orthogonality
between different UTs.
2) Partially Separable Correlations. In this model only
Qij is separable, that is
Qij = Qi. (4)
An example of a partially-separable channel is the
widely used model of [3], which hereinafter we refer to
as theMU-MIMO channel fading model. In this case, the
columns of Hij , denoted {gikj}Kk=1, are independent
random vectors distributed as gikj ∼ CN (0, βikjINBS)
for some set of decay factors {βikj}. The channel
matrices can then be written as
Hij = H¯ ijD
1
2
ij , (5)
with Dij = diag (βi1j · · ·βiKj), resulting in
Qi = INBS , P ij = Dij . (6)
In this work, the correlation matrices {Qij ,P ij} are as-
sumed to be a-priori known. In practice, they need to be
4estimated, which can be computationally complex in mas-
sive MIMO systems due to the large number of estimated
matrix entries. However, under the Kronecker structures con-
sidered here, the number of parameters to be estimated is
significantly reduced. Moreover, the correlation matrices are
typically long-term statistics, varying much slower compared
to the fast-fading channel coefficients, so that estimation can
be performed once every many coherence intervals, without
substantial overhead.
III. MMSE CHANNEL ESTIMATION
We begin by deriving the MMSE channel estimator and
its resulting MSE under the model (2). By vectorizing the
received signal in (1), yi = vec (Y i), we have
yi = (Si ⊗W i)hii +
∑
j 6=i
(Sj ⊗W i)hij , (7)
where hij = vec (H ij) and hij ∼ CN
(
0,P ij ⊗Qij
)
. The
i-th BS estimates its desired channel hii using the MMSE
estimator [35, Chp. 12], given by
hˆii=(CiiS
∗
i ⊗QiiW ∗i )

 M∑
j=1
(
SjP ijS
∗
j⊗W iQijW ∗i
)
−1
. (8)
Here, we assume all inverses exist, but similar derivation
can be made using the pseudo-inverse. The corresponding
estimation error for (8) is given by
ǫi = tr (Ai)− tr (BiCiB∗i ) , (9)
with Ai , P ii ⊗Qii,
Bi , P iiS
∗
i ⊗QiiW ∗i , (10)
and
Ci ,

 M∑
j=1
SjP ijS
∗
j ⊗W iQijW ∗i


−1
. (11)
We wish to design the pilot sequence matrices Si and analog
combining matrices W i for 1 ≤ i ≤M to minimize the sum
of the errors given by
ǫ =
M∑
i=1
ǫi =
M∑
i=1
(tr (Ai)− tr (BiCiB∗i )) , (12)
under the given power and hardware constraints. This approach
will result in a different solution than the single target cell
approach in [18]–[23], as an interfering user in one cell is the
desired user in another.
Since the matrices Ai do not depend on the optimization
variables W i and Si, minimizing ǫ is equivalent to max-
imization of
∑
i tr (BiCiB
∗
i ), which yields the following
optimization problem:
max
Si,W i
∑
i
tr(BiCiB
∗
i ) (13)
s.t. s∗iksik ≤ P , 1 ≤ i ≤M, 1 ≤ k ≤ K,
W i ∈ WRF, 1 ≤ i ≤M
where Bi and Ci are given by (10) and (11) respectively.
In the next section, we show that in both scenarios (3) and
(4) the combiner design can be performed independently of the
pilot sequences. Furthermore, previously suggested methods
such as those of [31] can be used. In Section V we solve the
remaining pilot design problem for each scenario separately.
IV. ANALOG COMBINER DESIGN
A. Analog Combiner Design Problem Formulation
Note that in both correlation scenarios (3) and (4) we have
Qij = Qi. By defining
wi , tr
(
QiW
∗
i (W iQiW
∗
i )
−1
W iQi
)
, (14)
and using standard Kronecker product properties, (13) be-
comes
max
Si,W i
∑
i
wi · tr

SiP 2iiS∗i

 M∑
j
SjP ijS
∗
j


−1

 (15)
s.t. s∗iksik ≤ P , 1 ≤ i ≤M, 1 ≤ k ≤ K,
W i ∈ WRF, 1 ≤ i ≤M.
Since the matrices P ij are PSD for all 1 ≤ i, j ≤ M , it
follows that
tr

SiP 2iiS∗i

 M∑
j
SjP ijS
∗
j


−1

 ≥ 0, 1 ≤ i ≤M.
Consequently, the objective in (15) is a weighted sum of non-
negative elements, and hence an increasing function in all the
weights wi, 1 ≤ i ≤ M . Since the constraint on W i is
independent of {S}Mi=1 and ofW j for j 6= i, we can maximize
the sum in (15) by maximizing each weight wi separately
for each cell and independently of {S}Mi=1. The resulting wi,
1 ≤ i ≤ M , can be plugged back into (15) and the problem
can be solved with respect to the pilot matrices. Note that
since the optimization of the combiner is independent of the
pilot sequences, no alternations between the two is required.
The optimization problem for the analog combiner of the
i-th BS is therefore
max
W i
tr
(
W iQ
2
iW
∗
i (W iQiW
∗
i )
−1
)
(16)
s.t. W i ∈ WRF.
Since (16) can be solved for each BS separately, for clarity,
we drop the index i. This problem has been previously studied
in [31], [36], under various hardware constraints. In [36], a
permissive analog scheme that consists of phase shifters, gain
shifters and switches was considered. The feasible setWRF in
this case is the set of all matrices W ∈ CNRF×NBS . For this
choice, the family of optimal solutions to (16) is given by
W FD = T U˜
∗
, (17)
where U˜ is an NRF × NBS matrix whose columns are the
eigenvectors of the Hermitian matrix Q corresponding to its
NRF largest eigenvalues, and T is some NRF×NRF invertible
matrix. The combiner (17) is commonly referred to as the
fully-digital solution. The specific solution derived in [36]
5is (17) with T = INRF . Problem (16) is also a specific
case of the framework treated in [31]. There, more restrictive
hardware schemes were considered, under which the optimal
solution for (16) may be intractable. For these scenarios, two
low complexity algorithms were suggested to obtain a sub-
optimal solution: Minimal gap iterative quantization (MaGiQ)
and GRTM. Both techniques may be used here to solve (16).
For completeness, in the following subsection we describe
MaGiQ, [31].
After the analog combiners are designed for each cell sep-
arately, the pilot sequences are optimized given the resulting
combiners. The impact of the RF reduction on the channel’s
MSE is illustrated via simulation examples in Section VI.
B. MaGiQ - Minimal Gap Iterative Quantization
One approach for treating (16), is to approximate the fully-
digital solution (17) with an analog one. It was shown in [31]
that minimizing the approximation gap between the analog
combiner W and the fully-digital combiner W FD minimizes
an upper bound on the MSE (16). Motivated by this insight,
it was suggested to consider the problem
min
W ,T
‖T U˜∗ −W ‖2F (18)
s.t. W ∈ WRF, T ∈ U ,
where U is the set of unitary NRF ×NRF matrices. Different
from previous approaches [27], [28] which considered T =
INRF and optimized (18) over W alone, here the optimization
is carried out with respect to both W and T . To solve (18),
an alternating minimization approach was suggested, referred
to as MaGiQ.
The benefit of MaGiQ, is that at each iteration, a closed-
form solution for both variables is available. For fixed W , the
optimal T is given by
T opt = V¯ U¯
∗
(19)
with U˜
∗
W ∗ = U¯ΛV¯
∗
the signular value decomposition
(SVD) of U˜
∗
W ∗. For a given T , the optimal combiner is
W opt = PWRF
(
T U˜
∗
)
(20)
with PW (A) denoting the orthogonal projection of the matrix
A onto the set W . MaGiQ is summarized in Algorithm 1.
Algorithm 1 MaGiQ - Minimal Gap Iterative Quantization
Input: U˜
∗
, threshold t
Output: analog combiner W
Initialize T = INRF ,W = 0
While ‖T U˜∗ −W ‖2F ≥ t do:
1) W = PW(T U˜
∗
)
2) Calculate the SVD U˜
∗
W ∗ = U¯ΛV¯
∗
3) T = V¯ U¯
∗
V. PILOT SEQUENCE DESIGN
After the analog combiners are optimized, the obtained
weights wi can be plugged back into (15), resulting in the
following problem with respect to the pilot sequences Si,
1 ≤ i ≤M :
max
Si
∑
i
wi · tr

SiP 2iiS∗i

 M∑
j
SjP ijS
∗
j


−1

 (21)
s.t. s∗iksik ≤ P , 1 ≤ i ≤M, 1 ≤ k ≤ K.
We now study problem (21) under the channel models (3) and
(4). In Section V-A, we consider the fully-separable model in
(3), under which we derive a closed-form solution for the pilot
sequences Si. Next, in Section V-B, we focus on the partially-
separable model (4) and express the pilot design problem as a
sum of quadratic ratios. We then suggest a greedy algorithm
to solve it, referred to as GSRTM
A. Fully Separable Correlations
For the fully-separable scenario we show that although this
model may lack in description for massive MIMO systems,
it holds a key advantage in facilitating the solution of (13),
as it results in a closed form expression for the optimal pilot
sequences.
Under the model (3), we have P ij = P j . By letting
S , [S1, · · · ,SM ] (22)
be the τ ×MK pilot matrix,
P¯ , blkdiag ([P 1, · · · ,PM ]) , (23)
the MK ×MK Hermitian transmit correlation matrix and
W¯ , diag ([w1, · · · , wM ])⊗ IK (24)
the MK×MK non-negative valued diagonal weights matrix,
problem (21) can be written as
max
S
tr
((
SP¯S∗
)−1
SP¯W¯ P¯S∗
)
(25)
s.t. diag-1 (S∗S) ≤ P · 1M·K . (26)
In the following theorem, we derive an optimal solution
Sopt, which we refer to as the eigen-pilots.
Theorem 1. A pilot symbol matrix which solves (25)-(26) is
given by
Sopt =
√
PU∗1, (27)
with U1 the MK × τ matrix whose columns are the τ
eigenvectors of the Hermitian matrix W¯ P¯ corresponding to
the τ largest eigenvalues.
Proof. Let Q = SP¯
1
2 . Then the objective in (25) becomes
tr
(
PQW¯ P¯
)
, where PQ = Q
∗ (QQ∗)
−1
Q is the orthog-
onal projection onto R (Q∗), the range space of Q∗. Let
V ∈ CMK×τ be a matrix with orthogonal columns that
spans R (Q∗). Then PQ = V V ∗ and Q = DV ∗ for some
invertible τ × τ matrix D.
If we ignore the constraint (26), then (25) is solved by
6choosing S = DV ∗P¯
− 12 , where V is the solution of
max
V
tr
(
V ∗W¯ P¯V
)
(28)
s.t. V ∗V = Iτ .
This problem has a closed form solution, V = U1 [37, Ch.
20.A.2]. For this choice of V , the objective in (28) becomes
tr
(
V ∗W¯ P¯V
)
=
τ∑
i=1
λi
(
W¯ P¯
)
. (29)
The expression (29) is an upper bound on (25) under the
power constraint (26). We now show that there is a specific
choice ofD such that S = DV ∗P¯
− 12 both satisfies the power
constraint and achieves the upper bound, and is therefore
optimal. First, we note that
W¯ P¯ = blkdiag(w1P 1, · · · , wMPM ). (30)
Thus, W¯ P¯ and P¯ share the same eigenvectors (possibly in
different order). It then follows that U∗1P¯
− 12 = Σ¯
− 12U∗1,
where Σ¯ is a τ ×τ diagonal matrix with the eigenvalues of P¯
corresponding to U1 on its diagonal. Hence, S = DΣ¯
− 12U∗1,
and the power constraint (26) can be written in terms of D as
diag-1
(
U1Σ¯
− 12D∗DΣ¯
− 12U∗1
)
≤ P · 1M·K . (31)
Let D =
√PΣ¯ 12 . Then, diag-1 (S∗S) = Pdiag-1 (U1U∗1).
Since U1 are columns of a unitary matrix, diag (U1U
∗
1) is a
vector with positive elements that are smaller or equal to 1,
and the constraint (26) is satisfied. It thus follows that Sopt =√PU∗1 is an optimal solution to (25), proving the theorem.
Note that the solution Sopt is not unique. In fact, if Sopt is
a solution to (25), then
S = αTSopt (32)
is also a solution, where T is any τ × τ invertible matrix and
α is chosen such that S complies with the power constraint.
For example, one can choose α = 1 and any unitary T .
Insight into the optimal pilot sequences in Theorem 1 can
be obtained when considering the special case in which P i,
1 ≤ i ≤M are diagonal matrices.
Corollary 1. Let P i, 1 ≤ i ≤ M be diagonal matrices
with pi,kk the k-th diagonal entry of P i. Then, the optimal
solution Sopt corresponds to user selection, where the τ UTs
with strongest link dik = wi · pi,kk are chosen and assigned
orthogonal sequences, while all other UTs are nullified.
Proof. In this case, W¯ P¯ is a diagonal matrix with diagonal
elements dik = wi · pi,kk , 1 ≤ i ≤ M , 1 ≤ k ≤ K . Further-
more, the columns of U1 are unit vectors. Therefore, although
our problem is not a user scheduling problem but pilot design,
the resulting Sopt corresponds to a user selection solution. For
each UT k in cell i, we calculate its corresponding dik, and
choose the τ UTs with largest dik values, and the remaining
MK − τ UTs are nullified.
We emphasize that in contrast to classical user scheduling
algorithms, e.g. [38], [39], here the UTs are selected according
to their long-term statistics regardless of the specific channel
realization.
This specific case demonstrates some of the main differ-
ences between our design framework and the pilot allocation
approach, e.g., [9]–[14]. In allocation solutions, all the MK
UTs are necessarily transmitting, and the optimization is over
how to choose the users that will be assigned the same pilot
sequence. In contrast, in our solution, some UTs may be
nullified. The main disadvantage of this approach is its fairness
across different UTs. If one wishes to promote fairness in the
system, alternative objectives than the sum in (13), for example
max-min, may be preferable [40]–[43]. Nevertheless, if aiming
at minimizing the overall MSE in the system, the eigen-pilots
of (27) are optimal (for the fully-separable case).
In the simulations in Section VI, we compare our eigen-
pilots solution with other pilot design and allocation methods
and show that it results in lower sum-MSEs than other
algorithms.
B. Partially Separable Correlations
We now consider the scenario of partially-separable corre-
lations, in which the channel correlation matrices satisfy (4).
In this case, P ij depends both on the transmitter index j
and the receiver index i, hence, instead of (23), we have the
MK ×MK block diagonal matrix
P¯ i = blkdiag (P i1, · · · ,P iM ) . (33)
Let Zi be an M ×M matrix whose entries are zero except
for the i-th diagonal entry, which equals one, and set Li ,
Zi⊗IK . Then, P¯ iLi is a block-diagonal matrix whose entries
are zero except for the i-th block, which equals P i,i. Using
these notations, and recalling the definition of S in (22), we
can rewrite (21) as
max
S
∑
i
wi · tr
(
SP¯
2
iLiS
∗
[
SP¯ iS
∗
]−1)
(34)
s.t. diag-1 (S∗S) ≤ P · 1.
Note that different from (25), here we still have the sum over
the receiver index i. For P ij = P j as in the fully-separable
case, we get P¯ i = P¯ , and (34) coincides with (25).
While, to the best of our knowledge, there is no known
solution for (34) in general, there are some special cases for
which a solution is available. For a single cell network, M =
1, (34) becomes the ratio-trace problem as in (25), and can be
solved using the same method. Another interesting scenario is
when the number of pilot symbols is fixed to τ = 1. Although
this setting is unlikely in massive MIMO systems, in which τ
is typically larger than K , we use this special case to illustrate
the complexity of the considered problem. For a single pilot
symbol the pilot symbols matrix S is an 1 ×MK vector s,
and (34) becomes
max
s
∑
i
wi
sP¯
2
iLis
∗
sP¯ is∗
(35)
s.t. s∗l sl ≤ P , l = 1 · · ·MK.
7Problem (35) is known as the sum of quadratic ratios maxi-
mization, and has been addressed in previous works via branch
and bound [44], [45] and harmony search [46] algorithms.
However, the large dimension of s in (35), that is equal to the
total number of users in the system MK , and the singularity
in the origin makes these (and other similar) methods difficult
to apply, even when τ = 1.
In the following we propose a greedy method, referred to as
GSRTM, for maximizing (34), where we begin by considering
pilot sequences of length τ = 1, and at each step we expand
the sequences with one additional symbol. We choose the
optimal symbol to add to each UT’s sequence, by solving a
vector problem similar to (35). The suggested GSRTM method
extends the GRTM algorithm proposed in [31] to the case of
sum of ratios trace as in (34).
In the simulation section, we compare the performance of
GSRTM with other pilot design and allocation methods, and
demonstrate that it results in lower sum-MSEs than the other
methods in the partially-correlated case.
C. GSRTM - Greedy Sum of Ratio Traces Maximization
In order to formulate the GSRTM algorithm, we first note
that due to the quadratic form of the objective in (34), it is
not sensitive to a scale in S. That is, the objective value
corresponding to a given S is identical to the value that
corresponds to αS, for any scalar α 6= 0. Therefore, we can
first solve (34) without the power constraint, and then scale
the solution to comply with it.
Assume we have a solution S(N) ∈ CN×MK for the N -
sized problem, i.e. (34) with τ = N . We now wish to add an
additional pilot symbol, and compute the optimal row vector
s ∈ C1×MK to add to the previously selected sequences such
that S(N+1) = [S
T
(N) s
T ]T ∈ CN+1×MK .
First, note that in order for the objective in (34) to
be well defined in the (N + 1)-sized case, we require
S(N+1)P¯ iS
∗
(N+1) to be invertible for all 1 ≤ i ≤M , namely,
that s /∈ R(S(N)). In practice, this condition implies that
the new additional pilot symbols vector s contributes to the
orthogonality between pilot sequences of different users.
Given this condition, the (N + 1)-sized optimization prob-
lem is given by
max
s
∑
i
witr
(
S(N+1)AiS
∗
(N+1)
[
S(N+1)BiS
∗
(N+1)
]−1 )
s.t. s /∈ R(S(N)),
(36)
with Ai , P¯
2
iLi and Bi , P¯ i.
In the next proposition we show that for a specific choice
of MK ×MK PSD matrices {Gi}Mi=1 and {T i}Mi=1, solving
(36) is equivalent to solving the following sum of quadratic
ratios problem:
max
s
∑
i
wi
sGis
∗
sT is∗
(37)
s.t. sT is
∗ > 0, 1 ≤ i ≤M.
Proposition 1 leads to the formulation of the GSRTM algo-
rithm for approaching the solution of (34), where in each
iteration we choose the best row vector to add to the previously
selected pilot matrix rows by solving (37). Once all τ rows
of S are chosen, the entire matrix is scaled to comply with
the power constraint. The GSRTM algorithm is summarized
in Algorithm 2.
Proposition 1. Problems (37) and (36) are equivalent with
T i = B
1
2
i
(
IMK − P
B
1
2
i
S∗
(k)
)
B
1
2
i
γi = tr
(
P
B
1
2
i
S∗
(k)
B
− 12
i A
1
2
i B
− 12
i
)
Xi = B
1
2
i P
B
1
2
i
S∗
(k)
B
− 12
i A
1
2
i −A
1
2
i
Gi = γiT i +XiX
∗
i .
We note that the proof of Proposition 1 detailed in the
following is similar to the proof of [31, Prop. 3]. However,
here the proof takes into account a sum of ratio traces, rather
than a single ratio trace, and considers a different constraint
on s.
Proof. To prove the proposition, we rely on the following
lemma:
Lemma 1. [47, Ch. 3] Let S˜ =
[
ST sT
]T
and denote Q =
(SS∗)
−1
. Then
(
S˜S˜∗
)−1
=
[
Q+ αQSs∗sS∗Q∗ −αQSs∗
−αsS∗Q∗ α
]
,
with α = 1
ss∗−sS∗QSs∗ .
Using Lemma 1 and straightforward algebraic operations we
get equality between the i-th summand of the sums in (36) and
in (37). Consequently, these two objectives are equal, and it
remains to show that the constraints are equivalent to prove
the proposition.
Since Bi, 1 ≤ i ≤ M , are invertible, s∗ ∈ R(S∗(N)) if
and only if B
1
2
i s
∗ ∈ R(B 12i S∗(N)), 1 ≤ i ≤ M . Therefore, if
s∗ ∈ R(S∗(N)), then
s∗T is
∗ = sBis− s∗B
1
2
i P
B
1
2
i
S∗
(N)
B
1
2
i s
= s∗Bis
∗ − sB 12i B
1
2
i s
∗ = 0, ∀1 ≤ i ≤M.
In the other direction, note that T i is non-negative Hermitian
matrix, and hence can be decomposed as T i = QiQ
∗
i for some
Qi. Thus, sT is = 0 if and only if Q
∗
i s = 0. Multiplying both
sides of the equation by Qi yields
T is
∗ = B
1
2
i
(
IMK − P
B
1
2
i
S∗
(N)
)
B
1
2
i s
∗ = 0.
Since Bi is invertible, it follows that
(IMK − P
B
1
2
i
S∗
(N)
)B
1
2
i s
∗ = 0, or, B
1
2
i s
∗ ∈ R(B 12i S∗(N)),
which is equivalent to s∗ ∈ R(S∗(N)). Hence, we proved that
s∗ ∈ R
(
S∗(K)
)
⇐⇒ sT is∗ = 0, ∀1 ≤ i ≤M. (38)
8Since T i is non-negative definite, sT is
∗ ≥ 0, for all s. The
previous connection then yields
s∗ /∈ R
(
S∗(K)
)
⇐⇒ sT is∗ > 0, ∀1 ≤ i ≤M.
As there is equality between the objectives and feasible sets
of (37) and (36), both problems are equivalent.
Our remaining task is now to solve the sum of quadratic
rations problem in (37). As mentioned before, a possible
approach can be to use one of the algorithms [44]–[46], but
due to the large dimension of s, these will result in very large
runtime.
One simple method for obtaining a (sub-optimal) solution
for (37) is searching over a selected dictionary, and calculating
the objective value in (37) for each vector in the dictionary.
The vector that corresponds to the largest objective value
is then chosen. The computational load of this approach is
reduced both compared to [44]–[46], and to applying similar
dictionary solutions directly on (36), since here each element
in the sum is a scalar ratio rather than a matrix ratio. The
choice of dictionary is flexible. In the simulations study
detailed in Section VI, we compare different possible such
choices.
Algorithm 2 GSRTM
Input correlation matrices P¯ i, 1 ≤ i ≤M
Output pilot matrix S
Initialize Ai = P¯
2
iLi, Bi = P¯ i, 1 ≤ i ≤M
Gi = Ai, T i = Bi, 1 ≤ i ≤M
S(0) = []
For K = 0 : τ − 1:
1) Solve the base case (37) to obtain s
2) Update S(K+1) =
[
ST(K) s
T
]T
3) Update
T i = B
1
2
i
(
IMK − P
B
1
2
i
S∗
(K)
)
B
1
2
i
γi = tr
(
P
B
1
2
i S
∗
(K)
B
− 12
i A
1
2
i B
− 12
i
)
Xi = B
1
2
i P
B
1
2
i
S∗
(K)
B
− 12
i A
1
2
i −A
1
2
i
Gi = γiT i +X iX
∗
i
VI. NUMERICAL EXPERIMENTS
We now present some numerical results that both demon-
strate the benefit of our joint pilot design framework and the
effect of the RF reduction on the system’s performance. First,
in Section VI-A we consider the fully-separable correlations
case with different combiner methods and show that the
eigen-pilots of Section V-A enjoys lower MSE than other
pilot allocation and design techniques. In Section VI-B we
consider partially-separable correlations, compare the GSRTM
of Algorithm 2 for pilot sequence design with other methods
and show that in this case as well the joint design framework
yields lower MSE.
Since the combiner design problem is identical for both
correlation scenarios, the effect of RF reduction will be tested
only under the fully-separable case. In the partially-separable
experiments a full combiner, i.e. NRF = NBS is considered.
We compare our proposed algorithms with three other
approaches: the common reused orthogonal pilots, where at all
the cells the same K orthogonal pilots are transmitted without
any optimization over the allocation order, the random pilot
design, where at each cell i the pilot matrix Si is drawn
randomly from an i.i.d. zero-mean unit variance complex-
normal distribution, and the smart pilot assignment (SPA)
method from [13], which is a near-optimal allocation algorithm
when τ = K . As mentioned before, pilot design can also
be performed from a single cell perspective as in [18]–[23].
However we do not compare our method with this approach,
as when generalizing this framework to the multi-cell setting
by iterative design, the solution rarely converges.
Notice that in the reused orthogonal pilots, only K orthog-
onal sequences are used across all cells, regardless of the
number of pilot symbols τ . In practice, when τ > K , there
are more than K possible orthogonal sequences, and the reuse
ratio can be decreased. This scenario is similar to the random
pilot case, where with high probability τ orthogonal pilots
will be drawn. In all techniques, the pilots are normalized to
comply with the power constraint P = 1.
Throughout this section, the performance measure used
is the sum of normalized MSEs, defined as ǫ¯ =
1
M
∑M
i=1
‖hi−hˆi‖
2
‖hi‖2
.
A. Fully Separable Model Experiments
We begin by treating the fully-separable channel correlation
model (3) and test the performance of the eigen-pilot method
of Section V-A.
We use M = 3 cells, NBS = 10 BS antennas, K = 4 UTs
in each cells and a single digital input at the BSs, i.e., NRF =
1. We test two analog combiners: A fully-digital combiner
(17) with T = INRF , and an analog combiner obtained using
the GRTM algorithm proposed in [31]. GRTM is a greedy
dictionary-based method, that at each step adds one RF chain
to the system and chooses the optimal combiner vector to add
to the previously selected ones from a feasible dictionary. We
assume a fully-connected phase shifter network, namely, the
feasible set is all matrices with unimodular entries. The choice
of combiner defines the weights wi in (14) that will be used
for the pilot design.
The first experiment compares between the eigen-pilots,
orthogonal pilot reuse, and random pilots methods, with fully-
digital and GRTM based analog combiners. We set the re-
ceive side correlation Qi to be a random matrix given by
Qi = XiX
∗
i , where {Xi}Mi=1 is a set of independent random
matrices with i.i.d zero-mean unit variance complex-Gaussian
entries. The transmit side correlation P j is a diagonal matrix
with diagonal elements drawn uniformly from the interval
[0, 1]. A new realization of Qi,P j is generated for each of
the 10000 Monte Carlo simulations.
Figure 1 depicts the sum of normalized estimation error ǫ¯ for
different number of pilot symbols. While additional symbols
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Fig. 1. Estimation error of different pilot design methods vs. number of
pilot symbols τ , with GRTM and fully-digital combiners and general receive
correlation structure.
improve the eigen-pilot performance, as it enables choosing
more users, it does not affect the reused pilot performance.
This is because when there is full pilot reuse between cells,
additional symbols can only improve intra-cell interference,
which in this case does not occur. The random pilot design im-
proves with additional symbols, but falls short in comparison
to the eigen-pilots, up to the point when full orthogonality is
achieved in both techniques, i.e. τ = MK = 12. As expected,
for all methods the fully-digital combiner experiences better
performance than the analog GRTM one.
Next, we compare the eigen-pilots method with SPA, which
is a near-optimal pilot assignment method when K = τ [13].
The SPA framework was developed assuming the MU-MIMO
channel fading model (5). To comply with this model, we set
P j = diag (β1j , · · · , βMj) , Qi = INBS
where βi,j are drawn uniformly from the interval [0, 1]. For
this choice, the fully-separable model (3) coincides with the
correlation model (5), where Dij = P j . The pilot sequences
used for SPA are the first τ eigenvectors of XX∗, with X a
random matrix with i.i.d complex-Normal entries with zero-
mean and unit variance, that is drawn once every Monte-Carlo
simulation.
The resulting ǫ¯ versus the number of pilot symbols τ is
depicted in Figure 2. It is observed in Figure 2 that when
K = τ = 4, SPA indeed outperforms the random pilots but
falls short in comparison to the eigen-pilots. This result is
expected as SPA optimizes only the allocation of the pilots
and not the sequences themselves. While the comparison may
be unfair, it demonstrates the fact that pilot allocation is a sub-
optimal approach in general. To the best of our knowledge, no
other works considered joint pilot design across all cells, hence
more appropriate comparisons are not applicable.
Figure 3 depicts the eigen-pilots, SPA and random-pilots
performance versus different numbers of RF chains NRF,
for a fully-digital combiner (17) and a full-receiver without
RF reduction, i.e. NRF = NBS. Here we set τ = 5. Since
Rri = INBS , it follows from (17) that one possible optimal
RF reduction solution is antenna selection, where all antennas
are equally important, and every additional RF chain enables
choosing one more antenna and improves the estimation error
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Fig. 2. Estimation error of different pilot design methods vs. number of pilot
symbols τ , with fully-digital combiner.
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Fig. 3. Estimation error of different pilot design methods vs. number of RF
chains NRF, with fully-digital and full-RF combiners.
linearly. Figure 3 demonstrate the effect of the reduction on
the different methods. It can be seen that the performance gap
between the methods is growing larger as more RF chains
are added to the system. For all NRF values the eigen-pilots
outperform the other methods.
B. Partially Separable Model Experiments
For the partially-separable correlations case, we adopt a the
MU-MIMO channel fading model [3], such that βikj , 1 ≤
i, j ≤M , 1 ≤ k ≤ K , is defined via
βikj =
zikj
rγikj
(39)
with rikj representing the distance between the k-th UT in the
j-th cell and the i-th BS, γ is the decay exponent, and zikj is a
log-normal random variable, such that 10 log zikj is zero-mean
Gaussian with a standard deviation σshad. Here we used γ = 3
and σshad = 8[dB]. The diagonal transmit correlation matrices
are given by P i,j = diag (βi1j , · · · , βiMj). The MU-MIMO
network consists of M = 7 hexagonal cells in which the UTs
are distributed uniformly. A realization of such a network is
illustrated in Figure 4.
We compare the proposed GSRTM algorithm for pilot
sequence design to random pilot design and SPA. Here we
drop the orthogonal pilot reuse method, as it is inferior to
SPA in the sum-MSEs sense. We use NBS = 10 antennas
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Fig. 4. MU-MIMO system with 7 hexagonal cells.
at each BS and K = 4 UTs in each cell. Since, as noted
in Section V-B, the analog combiner design problem in the
partially-separable correlation profile is identical to the fully-
separable correlations scenario, in the following we focus only
on the pilot sequence design algorithms, and consider a system
without RF chain reduction, i.e., NRF = NBS = 10.
To numerically evaluate the effect of the number of pilot
symbols τ on the performance of the considered methods, we
depict in Figure 5 the estimation performance for τ ∈ [4, 8].
Observing Figure 5, we note that while for K = τ SPA
achieves the best estimation accuracy, as the number of pilot
symbols increases, GSRTM results in lower sum-MSEs. This
is since SPA cannot exploit additional symbols and is limited
to the allocation of K sequences alone.
Next, we study the performance of GSRTM with different
dictionaries. Here we used three options: general Gaussian
dictionary, where the dictionary matrix has i.i.d complex-
Normal entries with zero-mean and unit variance, quadratic
amplitude modulation (QAM) with 4 constellation points
and QAM with 16 constellation points. All dictionaries are
composed of Q = 300 different possible sequences. That is,
the difference between the dictionaries is not the number of
possible sequences, but the flexibility of symbol values. As
expected, the complex-Normal dictionary results in the lowest
MSE, as it offers more flexibility and diversity. The QAM16
dictionary performance is not much lower than the Gaussian
one, as its flexibility is quite high due to a large number of
constellation points. Yet, it is much simpler to implement in
practice than the infeasible Gaussian dictionary. As expected,
QAM4 has the highest MSE as it is the most limited. However,
it requires fewer representation bits for each symbol.
VII. CONCLUSIONS
We treated the problem of joint pilot sequence and analog
combiner design in massive MIMO systems with a reduced
number of RF chains. We considered two channel correlation
profiles: fully- and partially-separable correlations. We showed
that for the considered setup, the RF reduction problem can
be solved separately from the pilot sequences design and that
previously suggested reduction methods fit this framework as
well. For the fully-separable case, we derived an optimal pilot
design solution. We demonstrated that in the special case when
the transmit correlation matrices are diagonal, the solution
corresponds to a user selection method, where the users are
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Fig. 5. Estimation error of different pilot design methods vs. number of pilot
symbols τ .
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Fig. 6. Estimation error of GSRTM with different dictionaries vs. number of
pilot symbols τ .
chosen according to their long-term statistics. For the partially-
separable correlations scenario, we suggested a greedy method
for pilot design, which, at each step, allows for one more
pilot symbol to be added, and solves a sum-of-quadratic-ratios
problem. Our numerical examples demonstrated the substantial
benefits of our proposed designs compared to existing methods
that do not jointly optimize the pilots.
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