Abstract
Introduction
Engineering optimisation and design search is the process whereby existing engineering modelling and analysis capabilities are exploited to yield improved designs. In the next 2-5 years intelligent search tools will become a vital component of all engineering design systems. Such facilities will steer the user through the process of setting up, executing and post-processing design search and optimisation activities in a variety of disciplines.
A major driving force in these developments is the need to allow distributed design teams from multiple enterprises to access design and analysis capabilities via the GRID. The GRID has been characterised by a 3 layer model which consists of (i) a computation / data grid, (ii) an information grid, and (iii) a knowledge grid.
In this paper we focus on the technologies which we are using to implement our grid-based system. In section 2 we introduce the Grid architecture for our optimisation system. Section 3 discusses the open standards technologies which we are using. We discuss the computation, data, information and knowledge layers of the grid in sections 4-6, with particular reference to offering the Condor System as a web service and draw our conclusions in section 7. One important new component in the higher levels of the GRID is the application of database technology, which has conventionally only been used to store information about the products designed using the system. Key questions in the process of, say a typical wing design optimisation, are: What previous designs have been explored and how can I develop them further? Which optimisation strategies are likely to prove effective? Which computational resources have the analysis codes I require, and when will my results be ready? Here there are new requirements for information and knowledge to be extracted from automatically generated databases. Encapsulating and exploiting knowledge at all levels of the grid will enable new designs to be developed more rapidly, or at lower cost. Our system therefore includes a knowledge repository which may be queried.
1530-
The architecture of the system consists of four main components which we now discuss in turn.
Portal
The portal is the web-based point of access, which allows engineers to locate and combine the services they require, giving advice as necessary. It provides grid-based seamless access to an intelligent knowledge repository, a state-of-theart collection of optimisation and search tools, industrial strength analysis codes, and distributed computing and data resources. It provides the information capabilities of a system like Tambis [2] and has the following roles:
The engineer interacts with the system through the service portal. To advise the engineer which optimisations work well with which applications on which resources.
It houses an intelligent knowledge repository to determine which web service databases contain the information required to answer questions it is posed. The knowledge base is built up over time in a manner similar to that used to cache queries on web search engines.
To provide traceability and security for results produced on the system.
To negotiate qualiw of service (QoS) and reliability guarantees with other service providers.
Application Service Provider
The engineer requires access to both design and analysis tools, supported by a database which will provide information about previous designs. Whilst some tools may run adequately as a user application across a server, commercial compute-intensive analysis codes should be also available on a pay-per-use basis to run on external computational facilities provided by the resource provider. An exemplar of this was developed at Southampton [3].
Optimisation service provider
F e optimisation technology is provided by the OPTIONS [4] system, which has been continually developed over the last 15 years. OPTIONS is used for design optimisation and includes a variety (over 40 at present) of different optimisation algorithms.
At the start of the optimisation process, the engineer provides initialisation information-in particular the analysis codes to be coupled together, the permitted methods by which a design may be modified, and an objective function by which each design may be evaluated. The optimisation service then coordinates the maximization (or minimization) of the objective function to improve the design.
In our current implementation, the optimisation service has a knowledge repository of recommended settings to use for each optimisation control variable. Depending on the level of automation, the optimisation service may automatically enter or suggest to the engineer suitable values to use. The optimisation service then retrieves the required program from the application provider and executes it on computation resources provided by the resource provider.
The optimisation process is divided into several 'stages', which require single or multiple evaluations of the objective function. Each stage is a transactional unit and after successful completion the optimisation's related state and current data is automatically archived. Our framework fits into the model of web orientated application architectures such as Sun Microsystem's Java Enterprise Server where each optimisation code would be an Enterprise Java Bean. Since each step is a transactional unit we can provide consistency and durability and allow for the possibility of multiple independent objective function evaluations to be made in a naturally parallel way.
Furthermore since all data is stored along with session identity information it is flexible enough to meet the requirements of different requesters and can deal with multiple requests at the same time.
Resource Provider
The resource provider's main role is to execute code to return the value of the objective function. It has a database of computational resources which it provides and may need to negotiate licences for commercial code from the application service provider.
Open Standards Technology
Engineering design optimisation requires various computational and data resources to be integrated. To achieve this, technical obstacles brought about by the differences between system environments, software and programming languages must be overcome. One solution to this problem is to wrap various computer systems in a common interface, which 'talks' with the others in a standard format. 
XML and XML Schema
XML provides a method to contain data of structured format in plain text. Data in the form of XML are transferable between almost any computer system and software application that have the ability to read plain text. XML, as plain text, also works well with existing Internet Protocols like HTTP or SMTP. Thus XML is an ideal medium for communication between different computer systems. Furthermore security can be provided by tunnelling the XML through a secure layer such as SSL [6] .
XML Schema is a W3C alternative specification to the Document Type Definition (DTD) for describing the structure of an XML instance document. Compared to the DTD, XML Schema is both more powerful, incorporating a set of rich data types, and more flexible, supporting sophisticated user-defined data structures. Using XML Schema: (i) it is possible to use XML to reflect the complexity of the existing computer resources, and (ii) validation of data is transferred from the application role to the parser, thus making the separation between data and application logic possible.
SOAP and XML Protocol
The Simple Object Access Protocol (SOAP) [7] , provides a simple and extensible framework to define how an XML message is structured. It is a lightweight protocol for the exchange of information in a decentralized, distributed environment and is easily carried via various Internet protocols, such as HTTP and SMTP. SOAP allows security systems like a firewall to identify an XML message without needing to understand its contents, thus it is feasible to prevent the blocking of unknown HTTP requests. SOAP also provides rich semantics for indicating encoding style, array structure, and data types. SOAP is currently under inspection by the W3C consortium and is a prototype of the future XML Protocol.
Web Services and WSDL
With XML Schema, SOAP and their supporting software, it is feasible to wrap various computer resources into similar XML-interfaced web components, which are called web services. These communicate with each other using XML messages. To access a web service properly, description about the service interface is required.
Web Service Description Language (WSDL) is one of the emerging technologies for this purpose. WSDL, written in XML, describes a web service as a set of endpoints. Each endpoint consists of several operations and is bound to a specific network protocol (e.g. HTTP or SMTP). The input and output messages are defined for an operation and XML Schema is used in the WSDL file to provide the data types and structures to define the messages. Together with the XML Schema, it provides a complete definition for the interface of a web service and allows programmatical access to the service, in the manner of an API. Tasks like data requests or execution of a piece of code are then performed by sending and receiving XML messages using the SOAP mechanism. For the publishing, discovery and integration of a web service, additional technologies are needed.
3.4.UDDI
The Universal Description, Discovery and Integration (UDDI) specification defines a way to publish and discover information about web services [8] . It is a collaboration between Ariba, IBM and Microsoft who each provide UDDI services. The UDDI project includes a UDDI business registry and a set of operations on it. The UDDI registry, an XML file, identifies a web service and provides information about the service. Other programs use the registry to get the information about the web service and check compatibility with it. Categorisation of web services in the registry enables location and discovery. UDDI together with WSDL, provides the ability to locate and programmatically interface to the web service. This allows the web service to be used in a program in a similar way to a software component, and hence simplifies the service collaboration.
We now discuss the levels of the grid in more detail.
GRID: Computation
This section considers the concept of resource management and computational resources. Condor [9] is used as an example of an existing resource sharing system. It is chosen because its concepts and architecture are well suited to the GRID model and are applicable to other resource sharing systems. We demonstrate how it can be wrapped and offered as a generic web service.
Condor Introduction
Condor is a software system that creates a HighThroughput Computing (HTC) environment by harnessing the power of UNIX and NT clusters and workstations. It can manage dedicated clusters (in a similar way to Mosix) however its main appeal is that it can make use of preexisting resources which may be computers sitting on people's desks.
When jobs are submitted to Condor it finds an available machine in its organisation's pool to run the job. Machines become available once they have been idle for a specified period for example when the owner goes to lunch. Jobs are migrated over the network to the machine. If the machine becomes unavailable and the job has not finished (such as if a user returns to their desk after lunch), Condor checkpoints it and either migrates the job to another machine or queues it to disk until a machine becomes free.
Resource Management
Condor provides a distributed resource management system, which matches the resource consumer's needs with the resource owners. Instead of attaching properties to a job queue directly, Condor implements a publishing system where each machine advertises their resource properties called ClassAds. Each submitted job specifies a resource request ad, which defines the required and preferred run properties of the job. Condor performs brokering by matching and ranking the ClassAds with a job's resource requests.
Condor and the GRID
Whilst we treat Condor as fundamentally a resource provider at the lowest level of the GRID, its overall architecture fits into the component layers of the GRID model (Figure 3) .
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Figure 3: Condor GRID Model
If we view the model from the bottom up, at the computation resource level are the machines in Condor's pool with data and control between machines and the Condor control daemons being performed through Remote Procedure Calls. Each machine's ClassAds publishing provides resource description and discovery at the information layer. Condor provides the resource integration of the information layer with its resource management and migration. At the knowledge layer is the resource manager, which performs sophisticated resource brokering.
There are however some fundamental differences between Condor and the GRID. As a project it began development before the concept of the GRID came into existence. Therefore some parts of the system (e.g the communication system), use older technologies (WC) and Condor uses its own proprietary systems for resource description, discovery and integration. Furthermore, unlike the components in our GRID architecture, Condor does not expose a programmatic interface as a web service: it is more UNIX-like in that interaction between users and Condor is through the command line.
Condor as a Web Service
Condor can be integrated into the GRID because of its clear separation of its computational and information layers. We now show how it is possible to expose Condor's resource management ability programmatically using Microsoft's .NET framework [IO] to wrap Condor as a C# web service (Figure 4) . 
Legacy System Integration
The two most important Condor programs are condor-submit and condor-status, which respectively perform submission of jobs and provide the user with the ability to monitor and query the machine pool. Other commands provide control, monitoring and querying of submitted jobs.
It is possible to launch any command line executable as a process from another program. Input to the command line executable is through the standard input, read files, pipes, and process start properties. Output is retrieved from the standard output, standard error, written files, and pipes. Construction of an API is then achieved using standard IO and process function calls.
Code wrapped around Condor by modelling each of its programs as a process facilitates the creation of an API. It then becomes possible to make use of these APIs in the web service code to expose a programmatic interface to Condor on the Internet.
ClassAds and Submission Description files (Job Requirement descriptors) are flat files, which are translatable to and from XML documents and have structures that are directly describable as XML Schema documents, as shown in Figure 5 .
XML Translation
ClassAd Class Condor Translation Figure 5 : XML Wrapping Process WSDL provides a standard way for the Condor web service to describe its abilities: containing information about its functionality, method of interaction (SOAP), job sessions, and the structure of the data types it exchanges.
Computation Issues
At the knowledge level sits the resource manager, which provides a brokering service to match resource requests with resource offers. However, now that each computational resource is separate from any particular resource manager, a user or other GRID service may wish to access the computational resource directly or in combination with the resource manager. This creates an environment where resource managers and computational resources compete to provide superior services and lower costs.
We have not addressed support for check pointing and migration. If computational resources are to be shared among resource managers, then it is necessary to define a standard mechanism for this. Who does the linking, the resource manager or the computation resource, or neither? What about code security and how to prevent malicious or bad code from effecting a computational resource or interfering with another's code? A solution to these issues may be to use a platform independent programming solution such as Java [ l l ] or the Microsoft Common Language Runtime System [12], which both run code in a sand box environment with a definable access policy.
GR1D:Data
Metadata
Data is an essential part of the optimisation and design search process. Integration of the Grid relies heavily on the data exchanged between various computer systems. The web services use XML for data exchange and XML Schema, which uses XML itself, to define the types and structures of XML data. It provides rich support for basic data types like integer and string as well as common data structures available in computer programming languages. It is also possible to construct user defined data formats, such as postcodes.
The flexibility of XML enables the XML Schema to support the sophisticated data structures necessary to define complex user types for web services. As an example, a reply to the Condor-Status operation is to bring a list of "ClassAd"~ consisting of two attributes: "Arch" and "OpSys", corresponding to the system architecture and operating system, which are assigned specific values. A fragment of the XML Schema describing the message is shown in Figure 6 .
Another advantage of using XML Schema as the data type and structure information provider is that XML Schema works with the XML parser, rather than the application. This provides a separation between the application logic and the data logic, which simplifies (and reduces) any maintenance required as a result of changes on either the data or application side.
XML Schema is designed to be reusable. A new piece of schema can be built based on several existing ones. This brings more efficiency and basic elements for a knowledge system. There have already been several services for publishing XML Schemas on the Internet, (such as BizTalk.org). 
Role of Databases
It is desirable to database information at each web service for the following reasons:
1. Each web service (resources, application service provision and optimisation) can use the archive itself to make intelligent decisions about its own function. 2. The entry portal may query these databases to build a knowledge archive for the system. Queries may be offered as part of the WSDL specification for the service. 3. Information about users, times, machines, optimisation strategies and results can be transparently logged by the web service as XML conforming to an XML Schema and automatically archived using JDBC.
We have implemented a set of tools for database generation and data storage using an XML Schema with a combination of JDBC, XML parsing, and some conversion rules [13, 141. If a database does not yet exist for this data it can be generated automatically from the XML Schema. When the structure of the XML Schema changes, for example if a new optimisation method is added; the database must also evolve-we are currently working on this.
As a simple relational database example, the XML Schema fragment in Figure 6 can be translated into a 
GRID: Information and Knowledge
We have shown that systems like Condor for managing computer resources can be exposed and offered as a web service accessible to applications on the internet. The same open standard methodologies can be used at the information and knowledge layers of the Grid. The information layer adds meaning to data and computation and the ability to access it programmatically. The knowledge layer provides an intelligent problem solving environment to guide the engineer through the process of combining the different Components required to perform optimisation and design search efficiently. The intelligent knowledge repository is built by querying the archives of each web service from which, for example, new heuristics about optimisation can be deduced and used to improve future design processes. This may be achieved using formal knowledge elicitation methods and held in rule bases. Design activity also creates domain specific knowledge that designers may wish to archive and reuse in various ways to enhance their design capabilities in the future. Various knowledge management and re-use tools can be used to underpin this process.
Conclusions
We have demonstrated that open standards can be used at all layers of the GRID to provide transparent access to applications, optimisation codes, distributed computational resources and knowledge repositories. We view each of the components in the GRID model as web services which may be integrated together to provide, in our case, the framework for an engineering optimisation and design search system. In particular we have demonstrated how the Condor system for exploiting idle compute cycles can be offered as a web service and how automated databasing techniques fit naturally into the web service architecture.
