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DRIFT ANALYSIS OF GATE SHIP SURFACE MEASUREMENT SYSTEMS
CHAPTER I 
INTRODUCTION
The need for determining the relative accuracy of atmo­
spheric measurement systems has been made more apparent in 
recent years by large-scale meteorological experiments [e.g., 
BOMEX (Barbados Oceanographic and Meteorological Experiment) , 
NHRE (National Hail Research Experiment) , and GATE (GARP 
Atlantic Tropical Experiment) 3 in which many measurement 
platforms have been used. In such projects physical phenom­
ena are sampled simultaneously by many diverse as well as 
spatially separated measurement systems. If the input to two 
such measurement systems is unknown but identical and the re­
sulting output of both systems is the same, then the relative 
accuracy of these two systems is perfect. If this input is 
known and the resulting output of both systems is exactly the 
known input, then the absolute accuracy of the two systems 
is perfect. The evaluation of data collected from these sys­
tems without proper identification of error content could 
lead to incorrect physical interpretations. For example, in 
a comparison of various measurement systems aboard the same
1
ship during the 1968 Barbados Experiment, Seguin and Garstang 
(1971) found that considerable variation occurred from system 
to system measuring the same variable. Specifically, dif­
ferences as large as 0.5*C, 1.0*C, and 2.0*C were found be­
tween systems simultaneously measuring sea-surface, dry-bulb, 
and wet-bulb temperatures, respectively. Furthermore, they 
demonstrated that such differences could result in 100% to 
1000% errors in estimates of sensible and latent heat flux 
computed using bulk aerodynamic techniques. Thus, the need 
for determining the relative accuracy of such systems is 
quite apparent. In order to accomplish this a technique such 
as field intercomparison of measurement systems must be em­
ployed during the experiment itself,
A field intercomparison may be thought of as any period 
of time during an experiment when two or more measurement 
systems sample data in the same physical location. It might 
consist of three instrumented aircraft flying in tight for­
mation for five minutes or eight instrumented ships anchored 
in the same location for three days. In either case the ob­
ject of the field intercomparison is to try to subject each 
system to the same unknown input and then compare the output 
of the various systems in order to estimate their relative 
accuracies.
In order to determine the quality of data collected by 
airborne measurement systems, an intercomparison in which two 
NCAR aircraft flew in close formation across the upper Texas
coast was conducted in June 1967 (Duchon, 1968) . Intercom­
parison flights were conducted in a similar fashion during 
1969 by aircraft participating in BOMEX (Holland and Acheson,
1973) . By 1971 intercomparison flights were an integral part 
of aircraft operations in NHRE (Duchon, 1972). As mentioned 
previously Seguin and Garstang (1971) found during the 1968 
Barbados Experiment that considerable variation occurred from 
system to system measuring the same variable aboard the same 
ship. This result suggested that even more variation from 
system to system could be expected in an experiment like GATE 
in which many ships from several nations were to collect data 
off the African coast in 1974. Therefore, intercomparison 
schemes were planned for both the GATE Aircraft (Aanensen,
1974) and ship operations (Tarbeev and Petersen, 1974).
The purpose of field intercomparisons is to determine the 
error content of the various measurement systems involved in 
an e:q>eriment. An observation at a given time can be modeled 
simply as the sum of the actual value of the measured vari­
able, a noise term, and a constant bias. The bias is the ex­
pected value of the differences between the observations and 
reality. In practice one never knows the actual value of the 
meteorological variable being measured and must be content 
with estimating relative biases among systems.
Detailed analyses of measurement system noise have been 
conducted for both aircraft (Duchon and Goerss, 1976a;
Goerss, 1975; Goerss, 1977) and ship systems (Duchon and
Goerss, 1976b). Due to the fact that aircraft intercomparisons 
are normally conducted over short periods of time (on the 
order of minutes), these analyses primarily reveal information 
about the high frequency noise content of such systems. The 
fact that estimates of the relative biases among various air­
craft systems have been found to change from flight to flight 
(Duchon, 1972) indicate that very low frequency noise or drift 
is also present. Henceforth, the term drift will be used to 
denote measurement system noise whose period is on the order of 
days. Shannon (1973) presented techniques to determine whether 
relative biases estimated among systems in an aircraft inter­
comparison are significant and whether they are functions of 
aircraft heading or altitude. However, the nature of aircraft 
intercomparisons makes the determination of very low frequency 
noise quite difficult.
On the other hand the ship intercomparisons in GATE were 
conducted over periods of two to three days so that the noise 
analysis techniques of Duchon and Goerss (1976b) were capable 
of detecting measurement system drifts. Noise spectra com­
puted for Rosemount pressure measurement systems were found to 
possess much more low frequency power than those computed for 
Kollsman pressure measurement systems aboard the GATE ships 
during Intercomparison Period 2. in their analysis of the 
GATE ship intercomparison data Godshall, Seguin, and Sabol 
(1976) found that in general the Rosemount systems showed 
considerable drift from intercomparison to intercomparison
while the Kollsman systems did not. The data they analyzed 
consisted of differences between the outputs of each system 
and a pre»-specified benchmark system. For certain Rosemount 
systems the mean of these differences changed more than 0.5 nib 
from one intercomparison to the next.
While the results of Godshall, ^  (1976) can indicate
that a measurement system must have drifted from one inter­
comparison to the next, they do not permit one to model this 
drift. The GATE ship surface data which is of paramount 
importance for meteorological analysis was that collected 
during the observation phases. These observation phases were 
conducted between the intercomparisons. Thus, it is vital 
that the nature of such drifts between the intercomparisons 
be determined. The purpose of this research is to develop 
techniques for estimating the drift in GATE ship surface 
measurement systems during the observation phases themselves.
In the next chapter the format of the GATE ship operations 
is described in detail, intercomparison results are discussed 
which point out the need for this research, and the objectives 
of this research are spelled out. The drift analysis pro­
cedure is developed in Chapter III and evaluated in Appendix 
A using simulated input data. The analysis procedure is then 
applied to the output of ship systems measuring six different 
atmospheric variables (pressure, wet-bulb temperature, sea- 
surface temperature, diry-bulb temperature, wind speed, and 
wind direction) and the results are discussed in Chapter IV.
In Chapter V the results of this research are summarized and 
recommendations designed to optimize the relationship between 
intercomparisons and observation phases are made based on 
these results.
CHAPTER II
FORMULATION OF THE PROBLEM
Format of the GATE Ship Operations 
Before the problem to be solved in this study can be 
properly defined the format of the GATE ship operations 
must be described. The Experiment was conducted from June 
17 through September 23, 1974 and included three formal ship 
intercomparisons (IC's) and three observation phases. Table 
1 summarizes the chronological order of events.
Table 1. Dates of GATE observation and intercomparison
. Periods Date
Intercomparison Period 1 June 17-19
Phase I June 26 - July 16
Phase II July 28 - August 16
Intercomparison Period 2 August 16-18
Phase III August 30 - September 19
Intercomparison Period 3 September 21-23
A total of nineteen ships and one meteorological 
buoy from various nations took part in the experiment at
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one time or another. The positions of the various ships 
during the three observation phases are displayed in Pigs,
1-3 (Seguin, et al., 1977). As one can see in these figures 
during all three phases the GATE ship array enclosed an area 
of approximately 175,000 square nautical miles (roughly the 
size of New Mexico and Colorado) . Only during Phase III 
did all nineteen ships participate at the same time. How­
ever, fifteen of the ships took part in all three phases.
All of the ships measured the six meteorological vari­
ables to be investigated in this study (pressure, wet-bulb 
temperature, sea-surface temperature, dry-bulb temperature, 
wind speed, and wind direction) . Measurements of each vari­
able fall into two categories: the Type 1 measurements which
consist of continuous and automatically recorded observations; 
and the Type 2 measurements which consist of observations 
hand-recorded at 15 or 30 minute intervals. All ships made 
Type 2 measurements while five ships and the meteorological 
buoy recorded Type 1 measurements as well.
The ship operations of GATE were conducted over a 
period of almost 100 days. During that period approximately 
60 days were devoted to on-station observations and 9 days to 
intercomparisons. Only during the second intercomparison 
period (IC2) did all available ships (eleven) assemble in 
the same position. During the first intercomparison period 
eleven ships intercompared at one location (ICl) and three 
at another (ICAIA) while during the third intercomparison
period eight ships intercompared at one location (IC3A) and 
eight at another (IC3B). Two of the ships did not partici­
pate in any intercomparison at all. From Table 1 it can be 
seen that two observation phases were conducted between the 
first and second intercomparison periods. Only the third 
observation phase was both preceded and followed by inter­
comparison periods. Thus, given the size of the area over 
which measurements were made, the many different ships and 
measurement systems which participated at various times, 
and the time and space scheduling of the intercomparison 
periods, it can be seen that assessing the relative accuracy 
of the ship surface data collected during the GATE observa­
tion phases is far from a trivial problem.
Need for Research 
Prior to GATE, the Convection Subprogram specified 
that sea-level atmospheric pressure should be measured to 
the nearest 0.1 mb, dry-bulb temperature to the nearest 
0.2°C, and wet bulb temperature to the nearest 0.2*C (Ro- 
denhuis and Betts, 1974). In their analysis of the GATE 
ship intercomparison data Godshall, et a^. (1976) aver­
aged the differences between the output of each measurement 
system and a pre-spec if ied benchmark system for each inter­
comparison. They found that the mean of these differences 
for the Dallas Kollsman pressure (a Type 1 measurement) 
ranged from -0.25 mb to -0.91 mb between ICl and IC2. All 
of the Type 1 Rosemount pressures were found to possess 
significant drifts between intercomparisons. The mean of
10
these differences changed 0,22 C and 0,29 C between the first 
and third inter comparisons for the Quadra Type 1 dry-bulb 
system and the Gilliss Type 1 wet-bulb system, respectively. 
Due to the fact that Godshall, et (1976) will be fre­
quently used in the rest of this paper, it will henceforth 
be simply denoted by EDS 17.
The means of the aforementioned differences for the 
Oceanographer Type 2 pressure were -0.44 mb, -0.60 mb, and 
-0.84 mb for ICl, IC2, and IC3A, respectively. Changes 
between intercomparisons greater than 0.2*C were found for 
the Gilliss, Dallas, Quadra, and Meteor Type 2 dry-bulb 
measurement systems as well as for the Researcher and Oceano­
grapher Type 2 wet-bulb systems. The analysis of the inter­
comparison data clearly indicates that for some measurement 
systems the drift from intercomparison to intercomparison is 
greater than the aforementioned maximum allowable error of 
measurement specified by the Convection Subprogram.
It is clear from the intercomparison studies of Duchon 
and Goerss (1976b) and those in EDS 17 that some of the ship 
measurement systems drifted. What is not clear is the 
nature of these drifts during the observation phases them­
selves. Furthermore, there is no guarantee that systems 
which appear to be drift-free from the intercomparison 
studies actually possess that desirable property. Thus, be­
fore the output of the various ship measurement systems can 
be confidently used for meteorological or oceanographic
IX
cuialysis it is necessary that the drift in each system during 
the GATE observation phases be estimated.
Objective of Research
As has been pointed out in the preceding section of
this chapter some of the GATE ship measurement systems dis­
played drifts. The detection of the presence of drift in a
measurement system is a relatively sinple task during inter- 
comparisons when many ships are assembled in one location and 
are essentially sartipling the same atmospheric signal. The 
estimation of these drifts, however, becomes a complicated 
problem during the observation phases when each ship takes 
its station in the vast ocean area covered by the ship array 
and begins sampling an atmosphere quite different from that 
sampled by its nearest neighbor. The objective of this re­
search is to develop an analysis scheme capable of estimating 
the drift in each ship surface measurement system during the 
three observation phases of GATE. An integral part of this 
development will be an assessment of how well the scheme 
works for the six atmospheric variables whose measurements 
are investigated.
CHAPTER III 
DRIFT ANALYSIS PROCEDURE 
Data Model
The first step in the analysis is to model the output 
of a ship measurement system. The model chosen for measure­
ment system i is given by
X^(t) = Z^(t) + N^(t) + (1)
where; X^(t) output signal (observed data)
Zĵ (t) input signal (atmospheric data)
N\(t) noise in output signal 
bias in output signal 
t time.
Henceforth, following the usual convention, the bias is de­
fined to be a constant, K^, while the drift will be regarded 
as very low frequency noise whose period is on the order of 
days and is embedded in the noise term, N̂ (̂t) , whose ex­
pected value is zero. Given the observation X^(t) one would 
like to obtain the best possible estimate of the actual value 
of the atmospheric variable being measured, Z^(t) . In 
order to do this the sum of the bias and noise at time t 
must be estimated. Since the actual value of the atmospheric
12
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signal is never known, one must be content with estimating the 
relative bias between measurement systems rather than the 
absolute bias of a particular system itself. Thus, as has 
been done in the various intercomparison studies discussed 
previously, it is convenient to select a measurement system 
as a benchmark and then estimate the relative accuracy of 
the other systems with respect to it.
Using the data model described by (1) , it will be shown 
mathematically how the analysis procedure employed in EDS 17 
can detect drift in a measurement system from one intercom­
parison period to the next. The benchmark system is assumed 
to be unbiased and noise-free. If one assumes that during an 
intercomparison each system samples the same atmospheric data, 
then the output of the benchmark system is simply denoted by 
Z^(t) . Using an overbar to denote an arithmetic time average 
over the intercomparison, then the mean of the differences 
between system i and the benchmark system would be;
Xi(t) - Z^(t) = X^(t) - Z^(t) = N^(t) + K^. (2)
The effect of the averaging process on the noise term is to 
act as a low-pass filter. Since each intercomparison is 
typically about three days long, this filter would only ef­
fectively pass waves with periods greater than three days 
(this is because the frequency response function is 
Csin(iT f T) ]/n f T where f is frequency and T is averaging
time) . Thus, the term N^(t) would represent the value of the
14
very low frequency noise or drift at the center of the inter­
comparison period for the i-th measurement system. Suppose 
this process is repeated for system i for the next intercom­
parison period. If the average difference so obtained is not 
the same as that found for the previous intercomparison, then
the system must have drifted (i.e., the value of N^(t) has 
changed) since is a constant. Of course, this type of 
analysis yields no information about the behavior of (t) 
between the intercomparisons. It can point out systems which 
must have drifted but it cannot describe the nature of this 
drift or even guarantee that systems which showed no apparent 
drift actually .possessed that property. Thus, a method must 
be developed to estimate the system drift during the obser­
vation phases.
Analysis Scheme 
Suppose that each of the L ships participating in a 
particular observation phase have reached station in the 
GATE ship array (see Pigs. 1-3) . For each variable to be 
analyzed an M-day average is computed and the following L 
values are obtained:
X^(t) = zf(t) + N^(t) + K^, i = 1, ..., L, (3)
where the superscript denotes the first such M-day average 
for the observation phase. It is anticipated that the 
length of the averaging period will be a function of the
15
variable being analyzed. An important part of this research 
will be the determination of the appropriate value for M.
If, for the ships which participated in an intercom­
parison immediately before the observation phase, sample
estimates of B\(t) + have been obtained, then N^(t) + 
Céin be subtracted from (3) and denoting N^(t) - N^(t) by 
Aüjl, one obtains
xf* = xj(t)- (N^(t)+ K^) = Z^{t) + AD^, i = 1, L.
(4)
1*The t e m  X^ represents the average of a meteorological vari­
able for the first M-days of the phase, z f ( t ) ,  plus the change 
in the drift from the center of the intercomparison period to 
the center of the M-day period, ADu, for the i-th ship. On 
the other hand some of the ships may not have participated in 
the intercomparison or the observation phase may not have been 
immediately preceded by an inter comparison. For such cases
the N^(t) + in (4) would be set to zero and AD^ would
simply become N^(t) + K^, the sum of the drift and bias at
the center of the M-day period for the i-th ship.
At this point the problem would be solved if the input
to each measurement system including the benchmark were the
same. Since Ad  ̂is assumed to be zero for the benchmark
1 *system, one would merely subtract X for the benchmark from
1* 1 the remaining to obtain AD^ for each i. Unfortunately,
such a simplifying assumption is hardly realistic since each
16
system will not possess the same input, and another approach 
must he taken to account for the differences among the (t) .
In order to model the Z^(t) a parabolic surface will 
X*be fitted to the using linear regression techniques 
(Lindgren, 1976, p. 549; Draper and Smith, 1966, p. 59) .
A parabolic surface has the form
S(x^,y^) = A]̂ x? + AgY^ + A^x^Yj^ + A^x^ + A^y^ + A^, (5)
where x^ and y^ represent the longitude and latitude of the 
i-th ship position, respectively. All of the ship positions 
lie between 5*N and 12*N where the length of a degree of 
latitude is never more than 1.5 percent greater than the 
length of a degree of longitude (List, 1971) . Therefore, 
for the sake of simplicity but with little loss in accuracy, 
degrees of latitude and longitude will be treated as units 
of equal length.
From (4) it can be seen that the difference between
1 1* 1S Xĵ  will be the sum of AD^ and an error term
made up of two parts: one due to the inability of the sur­
face to perfectly model the average meteorology, Z^(t) , and 
the other due to the influence of the change in drift or the 
sum of drift and bias, AD^, upon the surface. In order to 
accurately estimate the AD^, these error terms must be small 
with respect to AD^. The choice of the 6-parameter parabolic 
surface as the model was made in order to minimize the size
of these error terms, A model with fewer parameters (e.g..
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3-parameter linear) would be less capable of fitting the 
Z^(t) cuid would thus increase the size of the error terms. 
On the other hand a model with more parameters (e.g., 10- 
parameter cubic) would be greatly influenced by the 
(especially in consideration that for Phases I and II there 
were only 13 different ship positions) and would again in­
crease the size of the error terms.
In order to extend the analysis procedure for succes­
sive M-day averages within an observation phase, denote 
N^(t) + in (4) by AD?. Then (4) can be generalized to
xj* = X?(t) - AD?"! = Z?(t) + AD?, i=l, ..., L, (6)
where AD? represents the change in drift from the center of 
the (j-l)th averaging period to the center of the jth aver- , 
aging period and j ranges from one to the maximum number of 
consecutive M-day averages possible within the observation 
phase. By modeling the Z?(t) using a different parabolic 
surface S^(x\,y^) for each averaging period estimates of the 
AD? are obtained for each time step. Thus, beginning with 
AD^ and plotting successive AD?*s the drift in measurement 
system i can be estimated for the observation phase. A flow 
chart outlining this analysis procedure is displayed in Fig.
4.
If the observation phase is immediately preceded and 
followed by an intercomparison, the estimated drift at the 
end of the phase can be compared with its counterpart deter-
18
mined from the next intercomparison. This would serve as a 
useful check on the analysis procedure. Unfortunately, as 
the schedule of observation phases and intercomparisons 
listed in chapter II points out, only Phase III was preceded 
and then immediately followed by intercomparisons. Further­
more, since the third intercomparison period consisted of two 
distinct intercomparisons (IC3A and IC3B) each with its own 
benchmark system, the relative drift between these two systems 
must be estimated before the results of IC2, IC3A, and IC3B 
can be fully utilized. Fortunately, the same benchmark sys­
tem was used for IC2 and IC3A so that, if the drift analysis 
scheme is successful, it can be used to relate the two bench­
marks to each other during Phase III and thus permit the re­
sults of IC3A and IC3B to be combined.
Before applying this analysis scheme to actual data, 
its capabilities were tested in a simulation study whose de­
tails are contained in Appendix A. The meteorological field 
to be sampled by the GATE ship array was a moving two-dimen­
sional wave. Linear drifts were then added to certain ship 
positions and the analysis scheme was implemented. It was 
found that the analysis procedure was quite powerful at deter­
mining these drifts for interior ship positions (see Figs.
1-3). Drifts at the outer positions were less easily dis­
cerned and the results at those positions were suspect since 
they appeared to be prone to anomalous drifts. In any case 
it was concluded from this simulation study that the drift
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analysis scheme is capable of providing information about the 




Preliminary Data Analysis 
Before the drift analysis scheme described in Chapter 
III can be applied, a preliminary analysis of the data from 
each observation phase must be performed. One can see from 
Figs. 1-3 that certain ships occupied different positions 
in the ship array from one phase to the next. For each ob­
servation phase Seguin, et (1978) determined the average 
and standard deviation of the latitude and longitude posi­
tions held by the GATE ships as well as the time periods in 
which they were on station. These standard deviations for 
virtually all of the ships were less than 10 nm during the 
on-station times. Therefore, for all three phases these 
average positions were used to provide the x^'s and y\'s 
necessary for fitting (5) to the observed data. Since this 
reference will be frequently used in the rest of this paper, 
it will henceforth be simply called EDS 25.
During the course of the observation phases certain 
ships left station for various reasons. The off-station 
times were also given in EDS 25. Before the drift analysis
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scheme could be implemented these off-station times had to 
be determined and the missing data interpolated using the 
autoregressive scheme described in Appendix B.
The data used in this study consisted of hourly ob­
servations of various Type 1 and Type 2 measurement systems. 
These data were processed by the Center for Esqperimental De­
sign and Data Analysis (GEDDA) and recorded on magnetic 
tape (Sequin, et al., 1977) along with quality flags for 
each observation denoting missing or erroneous data. All 
data used were first scanned in order to locate consecutive 
strings of missing or erroneous data. If such a string oc­
curred in the middle of a data set, interpolated values were 
determined using the methods described in Appendix B. How­
ever, if these strings occurred at the beginning or end of 
the data set for a phase, extrapolation was not performed. 
Thus, although each observation phase was about 20 days long, 
the number of consecutive days within each phase during which 
all ships were on station and collecting data that could be 
used in applying the drift analysis scheme was limited by 
the data quality itself.
Pressure
Hourly observations of both Type 1 and Type 2 pressure 
measurement systems were used in this analysis. While an 
hourly observation for a Type 2 system is just that, those 
for the Type 1 systems which recorded data continuously 
consist of ten-minute averages centered on the hour.
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Although according to the GATE International Data Management 
Plan (WMO, 1974) , all pressure data were to have been ad­
justed to sea level, the large biases in certain systems 
detected in this study as well as in EDS 25 indicate that 
this adjustment may not have been properly done.
The Type 1 observations aboard the U.S. ships Re­
searcher, Gilliss, and Dallas were made by Kollsman baro­
meters. Those made by the West German ships Meteor and 
Planet were acquired by Digibar barometers. The Canadian 
ship Quadra and the U.S. ship Oceanographer used a microbaro­
graph and a Rosemount barometer, respectively, to obtain 
their Type 1 pressures. With the exception of the Meteor 
and the Planet, all Type 2 pressures were measured with 
standard precision aneroids. Both the Meteor and the Planet ' 
used Digibar sensors. Details about the various measurement 
systems are contained in EDS 17.
The Researcher Kollsman pressure measurement system 
served as the benchmark for ICl, IC2, and IC3B. The Musson 
Type 2 measurements were used as the benchmark for IC3A. The 
results of ICl and IC2 where the Musson intercompared with 
the Researcher Kollsman indicate less than a 0.1 mb differ­
ence between these sensors. Therefore, in order to relate 
the results of the drift analysis to the intercomparisons, 
the Researcher Kollsman is used as the benchmark in this 
analysis. What this means in terms of the analysis scheme 
presented in the previous chapter is that at each time step
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the estimated drift for the benchmark system is subtracted 
from the estimated drifts for the other systems. Thus, the 
relative drift between each of the other ships and the bench­
mark will be estimated. This subtraction is performed in­
dependent of the analysis itself and has no effect upon it. 
The choice of the benchmark system is totally arbitrary and, 
as mentioned before, is done only for convenience.
The first step in the application of the drift analy­
sis procedure described in Chapter III is the determination 
of the appropriate averaging interval. The purpose of this 
averaging is to low-pass filter the observed data so that 
high frequency meteorology and system noise are removed. The 
filtered or averaged data contain only low frequency mete­
orology and system noise. Since the drifts that we are in­
terested in estimating have periods as great if not greater 
than the lengths of the observation phases themselves, there 
is no chance that they will be filtered out by the averaging 
process. However, due to the nature of the analysis pro­
cedure, one would like to choose as short an averaging period 
as possible since the filter length places a limitation on 
the number of points at which drifts can be estimated within 
a phase. For example, suppose good data were collected from 
all ships for 16 consecutive days during a phase. If a 
7-day averaging period is used and drift estimates are com­
puted one day apart, only 10 estimates can be made since 
three days on each end of the period are lost by averaging.
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Note also that only drift estimates separated by 7 days in 
this example will be independent. In practice, when actual 
data are used the choice of the averaging period length is 
quite subjective. For the pressure data it was found that 
the drift estimates were quite erratic from one day to the 
next when this length was less than 7 days. The simulation 
study described in Appendix A suggests that this can be 
attributed to the inability of the surface to fit the mete­
orology passed by the filter. Thus, for the pressure data 
a 7-day averaging period was chosen since it was the shortest 
one for which reasonably smooth drift estimates were produced, 
The analysis procedure using a 7-day averaging period 
was applied to the pressure data collected during the three 
observation phases of GATE. The estimates of drift plus bias 
(relative to the Researcher Kollsman) so obtained are dis­
played for the interior ships in Figs. 5-7 along with esti­
mates obtained from the intercomparisons (EDS 17). The rea­
sons why estimates were not obtained for the outer ships will 
be explained later in this section. Henceforth in this study 
estimates of relative drift plus bias will simply be referred 
to as drift. It is important to note that the values plotted 
in these figures as well as those to follow are actually esti­
mated drift corrections and are simply the additive inverses 
of the drift estimates themselves. This was done so that the 
results presented here would be consistent with those pre­
sented in EDS 17 and EDS 25.
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The number of estimates obtained for a particular ship 
is contingent upon the quality and availability of data from 
that ship. For example, one can see from Fig. 5 that only 
two drift estimates were made for the Gilliss systems during 
Phase II, This was due to the fact that the ship was only 
on station for the last half of the phase. These figures 
display all of the drift estimates that it was possible to 
make.
In order to facilitate the evaluation of the drift anal­
ysis scheme, lines were drawn connecting intercomparison esti­
mates wherever possible, in Fig. 5 it can be seen that the 
drift estimates for the observation phases seldom deviate 
more than 0,2 mb from these lines. The worst offender is the 
Researcher Type 2 during Phase I, However, this deviation 
cannot be blamed on the analysis procedure since the estimated 
drifts for that system were determined directly and are simply 
the actual differences between 7-day averages of the Type 2 
and Type 1 measurements taken aboard the Researcher. This 
result points out that one must not place absolute faith in 
linear interpolation between the intercomparison results even 
though it does provide the only real check upon the estimates 
obtained during the phases from the drift analysis scheme. 
Essentially all of the results displayed in Fig. 5 seem to 
indicate that a hypothesis of linear drifts based on inter­
comparison results is a good one. For these ship systems 
the drift analysis verifies that no radical changes occur
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between the intercomparisons.
On the other hand, in Fig. 6, we can see the potential 
power of the drift analysis scheme. The Dallas Type 1 sys­
tem was known to have drifted during Phase ll (EDS 17) . This 
drift is depicted nicely by the analysis scheme. Further­
more, one can see from Fig. 6 that a linear drift correc­
tion based on ICl and IC2 would have caused errors of almost 
0.5 mb. Unfortunately, the Dallas did not participate in 
the third intercomparison but the drift estimates for Phase 
III are quite consistent with the estimate for IC2. For 
the Quadra Type 1 system only the results for Phase II and 
IC2 appear to agree. However, the quality of the drift 
estimates for this system from ICl and IC3A is quite ques­
tionable. For those two intercomparisons the standard 
deviation of the differences between that system and the 
benchmark exceeded 0.50 mb. A typical value of this stan­
dard deviation for other Type 1 pressure systems was about 
0.10 mb. In fact, for IC2 the standard deviation for the 
Quadra Type 1 was 0.14 mb. In EDS 25 Seguin estimated the 
bias plus drift at the center of each observation phase 
using a subjective analysis scheme. Averages for each sys­
tem were computed over the entire phase, corrections were 
made based on the intercomparison results, and an average 
meteorology was hand analyzed from these corrected values.
The difference between this hand analysis and the average of 
a ship's observations represented his estimate of bias plus 
drift at the center of the phase. Using this approach Seguin
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obtained estimates of -1.2 mb, -1.9 mb, and -1.7 mb for 
Phases I, II, and III, respectively. It can be seen in Fig.
6 that these values agree quite well with the estimates made 
using the drift analysis scheme at the center of each phase. 
What cannot be depicted by Seguin's method is the linear 
drift displayed during Phase I. The fact that his estimate 
for Phase II is 0.7 mb lower than that for Phase I helps sub­
stantiate the presence of this drift.
The estimated drifts and intercomparison results for 
the Vize agree quite well for the first two phases and inter­
comparisons, but those for Phase III do not at all agree with 
the results of IC3A. Since the Vize and Meteor were posi­
tioned in virtually the same location during Phase III (See 
Fig. 3) and the drift estimates for both Meteor systems ap­
pear to be reliable, a comparison of the actual measurements 
made aboard the two ships should indicate whether the phase 
III drift estimates for the Vize are believable. A check of 
the observed data shows that the Meteor Type 1 system con­
sistently measured pressures about 1.0 mb less than the Vize 
system. This agrees almost exactly with the differences be­
tween their estimated drifts. Thus, it would appear in this 
case that a correction for the Vize Phase III pressures 
based on linear interpolation between IC2 and IC3A would 
have led to an error of almost 0.5 mb.
As shown in Fig. 7 the estimated drifts during Phases 
I and II for the Oceanographer Type 1 system agree very well
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with the linear interpolation between ICl and IC2. This was 
a Rosemount pressure sensor which the intercomparison studies 
indicated possessed drift. The estimated drifts for Phase 
III, however, do not correspond to a linear drift between 
IC2 and IC3A. In EDS 25 Seguin obtained drift estimates of 
-0.1 mb, 0.4 mb, and 0.5 mb for Phases I, II, and III, re­
spectively. These are all within 0.1 mb of the drift esti­
mates at the center of each phase displayed in Fig. 7. 
Furthermore, the results shown for the Oceanographer Type 2 
system compare quite favorably for all three phases with the 
intercomparison results, and the actual differences between 
the two systems aboard the Oceanographer are almost identical 
to the estimated differences deduced from the analysis scheme. 
Therefore, it would again appear that the results of the drift 
analysis scheme are valid and that the Oceanographer Type 1 
system did not display a linear drift between IC2 and IC3A.
The estimated drifts for the Dallas Type 2 appear to be 
quite reasonable with respect to the intercomparison results 
as do those for the Quadra Type 2, except for ICl, As was 
seen for the Quadra Type 1 system the results of I d  for 
that particular ship appear to be questionable. In EDS 25 
a drift estimate of 0.1 mb was obtained for Phase I for the 
Quadra Type 2 system, a result which agrees with those shown 
in Fig. 7. The Vanguard did not participate in any inter­
comparisons, but the drift analysis results displayed in 
Fig. 7 are consistent with those obtained in EDS 25. This
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a Rosemount pressure sensor which the intercomparison studies 
indicated possessed drift. The estimated drifts for Phase 
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the two systems aboard the Oceanographer are almost identical 
to the estimated differences deduced from the analysis scheme. 
Therefore, it would again appear that the results of the drift 
analysis scheme are valid and that the Oceanographer Type 1 
system did not display a linear drift between IC2 and IC3A.
The estimated drifts for the Dallas Type 2 appear to be 
quite reasonable with respect to the intercomparison results 
as do those for the Quadra Type 2, except for ICl. As was 
seen for the Quadra Type 1 system the results of ICI for 
that particular ship appear to be questionable. In EDS 25 
a drift estimate of 0.1 mb was obtained for Phase I for the 
Quadra Type 2 system, a result which agrees with those shown 
in Fig. 7. The vanguard did not participate in any inter­
comparisons, but the drift analysis results displayed in 
Fig. 7 are consistent with those obtained in EDS 25. This
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ship used a sensor during Phase III which was different from 
the one used during the first two phases. Since it did not 
take part in an intercomparison, one can especially see the 
need for this drift analysis procedure in estimating the 
drift for this ship.
The results displayed in Figs. 5-7 strongly support the 
hypothesis that the drift analysis scheme can successfully 
and accurately estimate the drift in the pressure systems 
during the observation phases. In most cases the drift esti­
mates during the phases were consistent with the intercompari­
son estimates. In those cases where they disagreed, other 
evidence was presented which supported the results of the 
drift analysis. It was seen in several cases that corrections 
based solely on the intercomparison estimates could cause 
errors of up to 1.0 mb in the pressure data. Thus, one can 
conclude from this comparison of phase and intercomparison 
drift estimates that the drift analysis procedure is quite 
effective when applied to the output of pressure measurement 
systems.
In order to provide further proof that the analysis 
scheme is effective, the drift estimates for Type 1 and Type 
2 systems aboard the same ship were compared with the actual 
differences between the measurements made by the two systems. 
For each observation phase two separate drift analyses were 
performed with the Researcher Kollsman serving as the bench­
mark. The first used the Type 1 systems for the ships that 
possessed them (about one third of the ships) and the Type 2
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systems for the remaining ships while the second employed 
Type 2 systems for all ships except the Researcher. Since 
the drifts found for most of the Type 1 and Type 2 systems a- 
board the same ship were quite different, if the value of the 
parabolic surface fit to the data changes from one analysis to 
the next one can conclude that the surface is being influenced 
by the drift. This is one of the possible errors discussed in 
the previous chapter which would reduce the effectiveness of 
the analysis scheme in accurately estimating the drift. In 
Table 2 the actual differences between 7-day averages of Type 1 
and Type 2 pressure measurements made aboard the same ship dur­
ing Phase III are compared with the model differences implied 
by two separate applications of the drift analysis scheme. It 
can be seen that even though the actual average measurements 
made by some of these systems differed by as much as 1.73 mb 
(Quadra), the model differences were virtually identical to 
the actual differences. Similar results were found for both 
Phases I and II. Thus, one can conclude that for the pressure 
data, the relative shape of the parabolic surface fitted to the 
averaged data is not influenced by the drifts themselves. The 
effect that drifts might have on the mean level of the surface 
is explored in Appendix D. Whether the surface actually rep­
resents the average meteorology can only be subjectively deter­
mined by examining phase and intercomparison drift estimates as 
was done for Pigs. 5-7.
A final check upon the performance of the analysis 
scheme was made in the following way. Three interior ships
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and one outer ship were given artificial drifts for Phase 
III and then drift analysis was performed. If the analysis
Table 2. A comparison of the actual differences (mb) between 
7-day averages of Type 1 and Type 2 pressure mea­
surements made during Phase III with those differences 
__________ implied by the drift analysis. _______________________
A-actual M-model (from drift analysis)
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scheme were perfect one would expect to obtain for these ships 
new drift estimates which are the sum of the old estimates 
and the artificial drift. Pig. 8 displays the results of 
this experiment. The solid lines represent the result ex­
pected from a perfect analysis while the symbols denote the 
drift estimates produced by the analysis scheme when applied 
to the artificial data. For the three inner ships (Oceano­
grapher Type 1, vize, and Gilliss Type 1) the estimated drifts
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agree quite closely with the expected result. For the outer 
ship (Porw) the artificial drift was not detected at all.
The Dallas Type 1 system did not have an artificial drift 
given to it and is typical of the other systems which were 
left unchanged. The new drift analysis produced negligibly 
different drift estimates for the unchanged systems. There­
fore, as was implied by the simulation study described in Ap­
pendix A and explained by the regression analysis discussion 
in Appendix D, one cannot hope to estimate drifts in the 
outer ships. For this reason the drift analyses in this 
study were conducted only for the inner ships.
Thus, we can conclude from the subjective analysis of 
results displayed in Figs. 5-7 and the two verification 
schemes (Table 2 and Fig. 8), that the drift analysis scheme 
is quite effective when applied to pressure data collected 
by the inner ships. For many systems the estimated drifts 
during the observation phases could reasonably be represented 
by linear interpolation between intercomparison estimates. 
However, several ships were found to display totally differ­
ent behavior during the phases themselves. In any case the 
relative accuracy of the pressure data collected during.the 
GATE observation phases can be greatly improved due to the 
results of this analysis.
Wet-bulb Temperature
Just as was done for the pressure measurement systems, 
hourly observations of both Type 1 and Type 2 wet-bulb
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temperature measurement systems were used in this analysis. 
For the wet-bulb temperature and the remaining four vari­
eties to be investigated an hourly observation for a Type 1 
system consists of a 10-minute average ending on the hour.
On every ship except the Quadra wet-bulb temperatures were 
measured directly. The Type 1 sensors were either thermis­
tors or platinum resistance wires covered with a muslin wick. 
On the Quadra the Type 1 data were acquired using a dew-point 
hygrometer which measured the dew point directly. These dew 
points were then converted to wet-bulb temperatures. The 
Type 2 sensors on every ship were mercury-in-glass thermo­
meters covered by a muslin wick. The Meteor buoy Type 1 
moisture data were in the form of specific humidity and also 
were converted to wet-bulb temperatures. Further details 
about the various measurement systems are contained in EDS 17 
and Seguin, et al. (1977).
The Meteor buoy Type 1 measurement system was used as 
the benchmark for ICl, IC2, and IC3B. The Oceanographer 
Type 1 system served this purpose for IC3A. The results of 
ICl and IC2, in which the Oceanographer inter compared with 
the Meteor buoy, indicate less than a O.l^C difference be­
tween these sensors. Thus, as was done for the pressure data, 
a particular system, namely the Meteor Type 1, will be used 
as the benchmark in order to relate the results of the drift 
analysis to the intercomparisons.
The drift analysis procedure was applied to the wet-
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bulb data using averaging periods of various lengths. After 
subjectively examining the resulting analyses, a 7-day aver­
aging period was chosen. This length was the shortest one 
which produced reasonably smooth drift estimates from one 
day to the next. Wherever possible, subject to the limita­
tions of data availability or data quality, drift estimates 
for the inner ship positions were determined for the three 
observation phases. The results of this analysis are com­
pared with the intercomparison results in Figs. 9-11. Before 
discussing these figures in detail some general comments 
about the wet-bulb intercomparison results in EDS 17 are in 
order. First, none of the Type 1 or Type 2 measurement sys­
tems were found to drift significantly from intercomparison 
to intercomparison. All of the wet-bulb temperatures mea­
sured by the ships were found to be higher than those mea­
sured by the buoy with the Type 2 measurements being higher 
than the Type 1. However, during IC3B the Gilliss Type 1 
observations were abnormally high due to a problem with the 
wick drying out. This must be considered when the drift and 
intercomparison estimates are compared.
In general one can see in Figs. 9-11 that the estimated 
drifts during the observation phases agree fairly well with 
linear interpolation between the intercomparisons. In fact 
as seen in Fig. 11 during Phase II the Meteor Type 2 drifts, 
which are simply the actual average differences between its 
measurements and those of the benchmark, deviate about as
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much as any from the intercomparison results.
In Pig. 9 the problem mentioned previously about the 
Gilliss Type 1 measurements can be seen. During Phase III 
the drift estimates are approximately -0.2°C which agrees 
with ICl but not IC3B where problems were encountered with 
the wick drying out. It is interesting to note that the 
difference between the drift estimates for the Gilliss Type
1 and Type 2 systems during ICl is almost the same as those 
displayed in Phase III while during Phase I the difference 
is much smaller as it was for IC3B. This suggests that
the Gilliss Type 1 may have also experienced wick problems 
during Phase I.
The drift estimates for some of the ship systems 
changed appreciably within a particular phase. For example, 
as shown in Fig, 9 the estimates for the Oceanographer Type
2 decreased about 0.4*0 from the beginning of Phase I to the 
end while those for the Vize shown in Fig. 10 decreased 
nearly 0.5°C during the same period. Unfortunately, in 
situations like this it is hard to verify whether these 
changes are real or are due to the inability of the para-r 
bolic surface to fit the average meteorology. Since these 
ships were not located in the same position, it is not likely 
that these drifts were caused by the aforementioned model 
fitting problem. Furthermore, the difference between the 
drift estimates for the Oceanographer Type 1 and Type 2 
systems changed from about 0.3*0 to about 0.5*0 during Phase
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I, a change which was substantiated by an examination of the 
actual differences of the two measurements made aboard this 
ship. This problem points out the need for having intercom­
parisons immediately before and after an observation phase
since the results of such intercomparisons would permit one
1
to assess the reliability of the drift estimates.
In Fig. 10 the phase estimates for the Vanguard are 
displayed. This ship did not take part in an intercomparison 
but the results shown here compare quite well with those ob­
tained by Seguin in EDS 25. In Fig. 11 it can be seen that 
the Bidassoa drifted nearly 1.0°C during Phase III but that 
the estimated drifts do not agree at all with IC3B. However, 
this intercomparison result is suspect since the standard 
deviation of the differences during IC3B between the Bidassoa' 
and Meteor Type 1 measurements was 0.64**C. This was more 
than twice the value of typical standard deviations found 
during the intercomparisons. Furthermore, for Phase III 
Seguin estimated the drift for the Bidassoa to be -1.3°C, a 
value which roughly agrees with the drifts estimated at the 
center of the phase using the analysis scheme. The Type 1 
dew-point sensor aboard the Quadra, from which the wet-bulb 
temperatures were derived, dried out between July 9 and July 
13 (EDS 25). The result of this can be seen in Fig. 11 where 
the Phase I drift estimates show the marked decrease one 
would expect due to this problem.
On the whole a comparison of phase and intercomparison
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estimates of the drift in wet-bulb measurement systems indi­
cates that the drift analysis scheme is successful. A 
question was raised about estimated drifts during Phase I 
which really can't be answered given the intercomparison 
schedule of GATE. This points out the need in the future for 
intercomparisons to be held both immediately before and after 
the observation phases. In almost every case the results 
shown in Figs. 9-11 are in agreement with those contained in 
EDS 25. Apart from a few exceptions one can conclude that 
for the wet-bulb systems the drifts during the observation 
phases correspond fairly well with those found from the inter­
comparisons .
Just as was done for the pressure measurement systems, 
the drift estimates for Type 1 and Type 2 systems aboard the 
same ship were compared with the actual difference between 
the measurements made by the two systems. The analysis was 
conducted exactly as it was for the pressure data and the re­
sults for Phase I are displayed in Table 3. These results are 
typical of those found in the other two phases. The agree­
ment between the actual and model differences shown in Table 
3 is not as good as those shown in Table 2 for the pressure 
data but is still quite good. The reason for this is dis­
cussed in Appendix D. Typical disagreement in Table 3 is 
about 0.03*C while the largest is 0.07*C. Again, what this 
means is that, the relative shape of the surface fitted to 
the averaged data is not greatly influenced by the 
themselves.
Table 3. A comparison of the actual differences ( C) between 7-day averages of 
Type 1 and Type 2 wet-bulb measurements during Phase I with those 
differences implied by the drift analysis.
A - actual M - model (from drift analysis)
July
Ship 3 4 5 6 7 8 9 10 11 12
Quadra A 0.13 0.12 0.12 0.09 0.06 0.04 —0.01 0.00 -0.01 -0.01M 0.19 0.18 0.19 0.16 0.13 0.10 0.06 0.02 0.02 0.02
Oceanographer A 0.32 0.31 0.32 0.36 0.41 0.43 0.48 0.51 0.54 0.57M 0.29 0.27 0.29 0.32 0.37 0.39 0.44 0.47 0.50 0.52
Researcher A 0.36 0.37 0.39 0.41 0.44 0.47 0.45 0.44 0.46 0.45M 0.34 0.35 0.36 0.38 0.41 0.44 0.42 0.41 0.43 0.42
Gilliss A 0.19 0.15 0.10 0.08 0.13 0.11 0.12 0.13 0.15 0.17M 0.18 0.15 0.10 0.08 0.12 0.11 0.11 0.12 0.14 0.16
Dallas A 0.44 0.45 0.48 0.55 0.54 0.53 0.50 0.48 0.46 0.41M 0.41 0.42 0.45 0.51 0.50 0.49 0.45 0.44 0.41 0.37
%
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Finally, three inner ship systems and one outer ship 
system were selected at random for each phase and artificial 
linear drifts were added to their output. The slopes of 
these drifts were also selected at random although they were 
limited in size so that the maximum change over a phase was 
about +0.5‘*C. Results similar to those displayed in Fig. 8 
for the pressure data were obtained. In every case the drift 
analysis procedure was capable of detecting the "drifts for 
the inner systems but was incapable of detecting the drift 
for the outer system. The drift estimates for the systems 
with no artificial drift were virtually unchanged.
Summarizing the results for the wet-bulb temperature 
measurement systems, we have seen that the analysis procedure 
is consistent when Type 1 and Type 2 measurement systems are ■ 
analyzed separately. When artificial drifts are added to 
inner ship systems they can be accurately detected by the 
drift analysis scheme. A subjective comparison of the phase 
and intercomparison results shown in Pigs. 9-11 indicate that 
although it does not appear as effective as it did for pres­
sure systems, the drift analysis procedure is still quite 




The hourly observations of Type 1 and Type 2 sea-sur- 
face temperature measurement systems used in this analysis 
were taken in the same manner as those for the wet-bulb
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systems. All Type 1 data were acquired by thermistors except 
for the Quadra which used a radiometer. The Type 1 measure­
ments by the Meteor buoy were made at a depth of 16 cm while
all other Type 1 measurements were made at 10 cm. For the
ships the thermistors were attached to a float secured to the
bow. All Type 2 measurements were bucket temperatures taken
off the fantails of the ships and measured with mercury-in- 
glass thermometers.
There were two problems encountered in making measure­
ments that were peculiar to the sea-surface temperature sys­
tems. Normally, the superstructure of the ship acted as a 
sail moving the ship more rapidly than the current. However, 
in light wind conditions the ships were prone to become im­
bedded in pools of their own engine cooling water. This water 
was quite warm relative to the actual sea temperature and 
caused anomalously warm temperatures to be measured. The 
other source of error occurred whenever the sensor was pitched 
out of the water because of ship motion. This problem only 
affected the Type 1 systems and the resulting wet-bulb cooling 
effect caused erroneously cool temperatures to be recorded.
The Meteor buoy Type 1 system was used as the primary 
benchmark for the intercomparison analyses. However, the 
drift analysis indicated that it had significant drifts during 
Phases I and II because, when it was used as the benchmark, 
all other systems showed a mirrored image of those drifts.
As a consequence, the use of the Meteor Type 1 as the bench-
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mark was scrapped and an aggregate benchmark was used for 
both the phase and intercomparison estimates of the drift. 
The aggregate benchmark is a mythical system whose drift 
estimate at a given time is simply the average of the drift 
estimates for that time of all other systems. All of the 
sea-surface temperature drift estimates are relative to this 
"system".
As was done for the two variables discussed previously, 
a proper length averaging period was chosen. For the sea- 
surface temperature systems a 5-day averaging period was 
found to provide acceptable results. Using this averaging 
period the drift analysis procedure was employed and its re­
sults are shown in Figs. 12-14. One can see in Fig. 12 that 
the drift estimates for both Meteor systems during Phase III 
agree quite well with the lines connecting those for IC2 and 
IC3B. Those for the beginning of Phase I and the end of 
Phase II correspond closely to the results for ICI and IC2, 
respectively. However, the fact that during the first two 
phases the drift pattern is the same for the Meteor buoy 
(Type 1) as well as the ship (Type 2) is suspicious and may 
indicate that this apparent drift is actually meteorology 
that could not be modeled by the parabolic surface. Again, 
this is a question which could only be answered if inter­
comparisons had been held immediately after Phase I and be­
fore Phase II.
The phase and intercomparison results shown in Fig. 12
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for both Oceanoqraphèr systems are in good agreement while 
those for the Quadra systems warrant special discussion. 
During Phase II the drift estimates for both Quadra systems 
show marked changes and yet by the end of the phase both cor­
respond closely to the estimates for IC2, At the start of 
Phase II the drift for the Type 2 system was about 0.2*C 
greater than that for the Type 1 system. At the end of Phase 
II the opposite was true. The estimated differences between 
the output of these systems corresponds almost exactly to the 
actual differences. Thus, the drift analysis procedure pro­
vides the correct relative drift between these systems. Cer­
tainly, for these systems a linear correction based on inter­
polation of intercomparison results would not be appropriate 
for Phase II.
It can be seen in Fig. 13 that during Phase I the drift 
estimates for both Researcher systems display a marked de­
crease followed by an increase. The fact that both systems 
show such a pattern leads one to believe that the parabolic 
surface is not accurately modeling the meteorology. A check 
of the actual ship data itself confirms this. During the 
middle stages of Phase I both sensors aboard the Researcher 
recorded higher sea-surface temperatures than did any of the 
surrounding ships. Since this pattern was not present in 
any other ship, it was not reflected in the parabolic surface 
fit to the ship data. Thus, it was treated as drift rather 
than actual meteorology. It is not known whether these higher
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sea-surface temperatures are an indication of a relatively 
small area of warm sea water or the result of the Researcher 
engine cooling water. In any case this type of occurrence, 
wherein one ship senses a peculiar signal, is identified by 
the drift analysis scheme so that one might take a closer 
look at the data for that time in order to ascertain the rea­
son for the anomaly.
Other than the aforementioned period during Phase I and 
the last part of Phase III, the drift estimates for both 
Researcher systems are consistent from phase to intercompari­
son. One can also see in Fig. 13 that during Phases II and 
III the estimated drifts for the Vize closely follow the 
interpolated intercomparison results. Whether the Phase I 
drifts for that ship are real or the result of model inade­
quacy cannot be determined. In this case the results of drift 
analysis do not agree with those obtained in EDS 25. There 
Seguin‘s hand analysis of the average sea-surface temperature 
field for Phase I indicates a very strong gradient in the 
vicinity of the Vize. Such a gradient could not be modeled 
by a parabolic surface, thus accounting for the difference 
between the two analyses. In order to determine which drift 
estimate, if any, is accurate, an intercomparison immediately 
after Phase I would have been necessary.
The Vanguard did not participate in any intercomparison, 
but its drift estimates in Fig. 13 are consistent with those 
found in EDS 25. The drift estimates for both Dallas systems
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at the end of Phase II and for all of Phase III agree quite 
well with those for IC2. The actual differences between the 
two systems aboard the Dallas during Phase II are almost ex­
actly the same as those implied by the drift analysis. The 
results of ICI for the Dallas Type 1 system are considered 
questionable since the temperatures measured showed no vari­
ability (EDS 17) . For the Type 2 system the drift estimates 
for Phase I are in reasonable agreement with the line con­
necting the estimates for ICI and IC2.
The estimated drifts shown in Fig. 14 for the Gilliss 
Type 1 system during Phases I and III agree almost exactly 
with the intercomparison estimates. Those for the Type 2 
system do not agree nearly as well but the actual differences 
between these two systems are accurately depicted by the esti­
mated drifts. The results for the Fay agree well with those 
for IC3A while the downward trend in drift for the Bidassoa 
tends toward the intercomparison result. The Phase III and 
IC3A drift estimates for the Planet Type 2 do not agree well 
at all. However, it was indicated in EDS 17 that during the 
third intercomparison period when the winds were quite calm, 
ships were more likely to remain in warm pools of water pro­
duced by engine cooling. This might account for the difference 
in this case.
A subjective comparison of the phase and intercomparison 
drift estimates for the sea-surface temperature measurement 
systems does not support the effectiveness of the drift
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analysis procedure as strongly as those made for the pressure 
and wet-bulb systems. In some cases the phase and intercom­
parison results were consistent and in certain others, where 
they disagreed, evidence was presented to support the results 
of drift analysis. However, in too many cases it became pain­
fully obvious that one could not truly determine whether the 
drift estimates were right or wrong given the intercomparison 
schedule of GATE.
The drift estimates for Type 1 and Type 2 systems 
aboard the same ship were compared with the actual differences 
between the measurements made by the two systems. The results 
for Phase II, which are typical of those found for Phases I 
and III, are shown in Table 4^ For the sea-surface temperature 
systems the agreement between the actual and model differences 
is better than for the wet-bulb systems but not quite as good 
as the pressure systems. One can see in this table the rel­
ative change in the drift between the two Quadra systems that 
was described in the previous discussion of Fig. 12. From 
Table 4 one can also conclude for the sea-surface temperature 
data that the surface-fitting portion of the drift analysis 
procedure is not adversely influenced by the drifts themselves.
Using the random procedure described in the last sec­
tion for the wet-bulb systems, an artificial drift analysis 
was conducted for the sea-surface temperature systems. The 
results so obtained were similar to those found for the pres­
sure and wet-bulb systems. The random artificial drifts
Table 4. A comparison of the actual differences ( *C) between 5-day averages of Type 1 
and Type 2 sea-surface temperature measurements made during Phase II with 
those differences implied by the drift analysis.
A - actual M - model (from drift analysis)
August
Ship 2 3 4 5 6 7 8 9 10 11 12












































































could be recovered when they were added to an inner ship but 
not when they were added to an outer one, and the drift anal­
ysis remained virtually the same for ships which had no arti­
ficial drift added to their output.
In conclusion, it was shown that the drift analysis 
procedure was subject only to errors caused by the inability 
of the parabolic surface to accurately model the meteorology. 
Artificial drifts could be detected and accurately determined 
when added to inner ship positions without degrading the drift 
estimates for other ships. A subjective comparison of phase 
and intercomparison drift estimates still supported in many 
cases the hypothesis that the drift analysis scheme was suc­
cessful but pointed out more than ever the need for proper 
intercomparison scheduling in order to validate such results. 
Finally, the drift analysis scheme was found to be useful in 
pointing out anomalous situations where only one measurement 
system records a phenomenon. Such instances can then be more 
fully investigated to determine their probable cause.
Dry-bulb Temperatures
In spite of the ease with which dry-bulb temperature 
measurements can be made, good accuracy is difficult to 
achieve. Roll (1965) examined many of the difficulties of 
making precise measurements of meteorological variables at 
sea aboard large research vessels and found that an important 
problem is the effect of ship heating upon temperature
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measurements. Seguin and Garstang (1971) showed that instru­
mentation mounted on bow booms suffers least from this effect. 
This finding is supported by examining Type 1 and Type 2 
measurements of dry-bulb temperature made aboard the GATE 
ships. Table 5 summarizes the results of computing day and 
night averages for the various systems aboard the GATE ships 
during Phase III. It can be seen in this table that except 
for the Researcher, none of the Type 1 dry-bulb measurement 
systems showed the effects of daytime heating while all of the 
Type 2 systems did (some much more than others) . Except for 
the Meteor buoy all Type 1 dry-bulb measurements were made 
from a boom on the ship's bow. Aboard the Quadra these mea­
surements were made with a thermistor, which was part of a 
dew-point hygrometer. Aspirated and radiation shielded plat­
inum resistance wires were used aboard the Planet and on the 
Meteor buoy. The other four Type 1 systems employed aspirated 
and shielded thermistors. On the other hand all Type 2 dry- 
bulb temperatures were measured with mercury-in-glass ther­
mometers on the bridge of the ships. The Soviet ships em­
ployed 2.5 ra booms designed to hold the sensors away from the 
windward side of the bridge in order to minimize the ship 
heating effect. As one can see in Table 5 this probably 
helped since the Soviet ships typically display less differ­
ence between day and night averages than the other Type 2 
systems do. The effects of ship heating are graphically illu­
strated in Fig. 15 where observations for the Oceanographer
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Table 5. Phase III day (08Z-19Z) and night (20Z-07Z) 
average dry-bulb temperatures ( C) for both 
___________Type 1 (*) and Type 2 systems._______________
Ship No. of Obs. Day No. of Obs. Night
Korolov 240 26.44 228 26.02
Poryv 240 26.17 228 26.03
Krenkel 240 25.87 228 25.50
Zubov 240 25.93 228 25.61
Musson 240 25.91 228 25.73Okean 204 25.70 192 25.61
Priboy 204 26.40 192 25.92
Meteor 228 25.84 216 25.72
Meteor* 192 25.77 180 25.80Vize 240 25.94 228 25.65Vanguard 240 26.88 228 26.07Quadra 216 26.11 204 25.83Quadra* 192 25.67 180 25.77
Oceanographer 240 26.44 228 25.81Oceanographer* 228 25.73 216 25.63
Researcher 240 26.25 228 25.43
Researcher* 240 25.87 228 25.52Bidassoa 240 26.15 228 25.90
Gilliss 240 26.17 228 25.77Gilliss* 228 25.97 216 25.95Planet 240 26.10 228 25.98Planet* 156 25.50 144 25.76
Dallas 240 26.40 228 25.89
Dallas* 228 25.61 216 25.53
Fay 216 25.70 204 25.59Hecla 240 25.62 228 25.39
Type 1 and Type 2 systems can be seen to differ by more than 
2*C. This phenomenon is most noticeable on sunny days but 
its intensity is a function of wind speed as well as cloud 
cover. Since cloud cover and wind speed vary from day to 
day, this phenomenon is non-stationary. Furthermore it 
will contaminate drift estimates produced by the analysis 
scheme since it will be falsely treated as instrument error. 
In order to combat this problem only night (20Z - 07Z)
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averages will be employed in the drift analysis scheme.
To further complicate the analysis of the dry-bulb sys­
tems, the passage of tropical disturbances with their associ­
ated squall lines and thunderstorms had the mopt drastic effect 
upon the measurements made by those systems. The effect upon 
the measurement of dry-bulb temperature aboard the Oceanogra­
pher of the passing of two such disturbances is shown in Fig. 
16. Between 18Z and 21Z on September 11 the temperature 
dropped almost 6**C then slowly recovered until 12Z September 
12 when it began a second rapid drop of over 4°C. The changes 
recorded by the wet-bulb and sea-surface temperature systems 
were not nearly as pronounced. The large disturbances may 
be detected by a number of ships, but at different times and 
with different intensities. At other times a disturbance may 
only be observed by one or two of the ships. In the latter 
case the effect upon the drift analysis is similar to that 
illustrated in Fig. 13 for the Researcher sea-surface tempera­
ture systems where that particular ship was the only one to 
measure a warm pool of water. That is, the drift analysis 
procedure will regard the disturbance as drift due to the 
inability of the parabolic surface to fit such strong, local 
differences in the meteorology. Since the occurrence of 
disturbances was quite frequent during the observation phases 
of GATE, their effects must be removed before accurate drift 
estimates for the dry-bulb systems can be determined.
In order to make feasible the removal of the disturbance
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effects from over twenty measurement systems, each of which 
obtained nearly 1500 hourly observations over the course of 
the GATE, an automatic screening procedure was developed. 
First, the distribution of the dry-bulb measurements for each 
system was investigated. For each system and observation 
phase the mean of the night (20Z - 07Z) measurements was com­
puted. Only the night measurements, were used so that the 
ship-heating effects present in the Type 2 systems would not 
distort the analysis. For each system the number of observa­
tions within 0.4*0 intervals on both sides of the mean were 
determined. The distribution of the 5561 night observations 
made during Phase III is shown in Table 6. The interval IR 
has the mean of each system as its lower bound and a value 
0.4*0 greater than the mean as its upper bound while the in­
terval IL has the mean as its upper bound and a value 0.4*0 
less than the mean as its lower bound. The interval 2R has 
a value 0.4*0 greater than the mean as its lower bound and a 
value 0.8*0 greater than the mean as its upper bound and so 
on. One can see in Table 6 that the peak in the distribution
Table 6. The distribution of Phase III dry-bulb observations
Interval <4L 4L 3L 2L IL IR 2R 3R 4R >4R
Number.of Ob­
servations 302 232 393 530 855 1279 1096 713 164 7
function occurs at a point greater than the mean of the obser­
vations. The distribution function decreases in value quite
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rapidly to the right of this peak but very slowly to the left. 
This is caused by the occurrence of disturbances which only 
cause unusually cool temperatures to be measured. The modi­
fying effect of the ocean environment prevents abnormally 
warm temperatures from being recorded. The right tail of the 
distribution function suggests that the undisturbed dry-bulb 
measurements may be normally distributed. The problem then 
becomes that of extracting the disturbed values which produce 
the non-normal left tail described by Table 6.
After examining the distribution function, mean, and 
standard deviation for each ship system for each phase, an 
objective criterion was decided upon. All dry-bulb tempera­
tures more than 1.5 standard deviations less than the mean 
are assumed to be disturbed. When this criterion was applied 
to several of the dry-bulb data sets, it was found to work 
quite well whether a ship experienced many or few disturbances. 
Of course, some disturbed values were treated as undisturbed but 
the number was not excessive. However, all observations that 
are treated as disturbed actually are. Thus, an easily pro­
grammable method has been established which can be used to 
satisfactorily separate the large amounts of dry-bulb data 
collected into disturbed and undisturbed portions.
The drift analysis procedure was then applied to the dry- 
bulb data using 11-night averages of undisturbed values. Since 
an 11-night averaging period was required to produce reasonably 
smooth drift estimates, fewer estimates were made for each phase.
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To further compound the problem of comparing the resulting phase 
and intercomparison drift estimates in Pigs. 17-19 is the fact 
that only the Type 1 system intercomparison results are uncon­
taminated by the ship-heating effect. These are the only inter­
comparison values plotted in the figures.
The Meteor buoy Type 1 system served as the benchmark for 
ICI, IC2, and IC3B and serves the same purpose in this study.
In Fig. 18 it can be seen that the drift estimates for the first 
two phases and intercomparisons agree veiry well for the Oceano­
grapher Type 1 system, the benchmark for IC3A. However, during
Phase III the drift estimates for this system are a little over 
. '0.2 C greater than those made previously. Both the Quadra and 
the Planet took part in IC3A. It can be seen in Figs. 17 and 
19 that the agreement between the Phase ill and IC3A drift 
estimates for both of these systems is improved if the IC3A 
drift estimates are adjusted upward by that amount.
For the Researcher Type 1 system the drift estimates for 
Phases I and II can be seen in Fig. 17 to agree very well with 
the estimates for ICl and IC2 while those for Phase III do not 
agree with those for IC2 and IC3B. It should be pointed out, 
however, that the third intercomparison period was plagued by 
sunny skies and light winds, conditions which amplify the ship- 
heating effect. Since Table 5 shows that the Researcher Type 1 
system appeared to be the only Type 1 system during Phase III 
which suffered from this effect, the IC3B drift estimates for 
this system are probably too low. On the other hand the results
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for the Gilliss Type 1 show agreement between the Phase III 
and IC3B drift estimates and disagreement between those for 
Phase I and ICl. What is pointed out by these two compari­
sons is that for the dry-bulb systems it is not only necessary 
that intercomparisons be conducted both immediately before 
and after an observation phase, but that intercomparison re­
sults themselves be subdivided into night and day averages so 
that information can be gained for systems with ship-heating 
problems.
In Figs. 18 and 19 it can be seen that, like the Re­
searcher, the phase and intercomparison drift estimates for 
the Dallas, Oceanographer, and Quadra Type 1 systems compare 
quite well for the first two phases and intercomparisons and 
not as well for Phase ill. The fact that for all of these 
systems the Phase III drift estimates are too high leads one 
to believe that a problem might lie in the benchmark system.
In Fig. 18 it can be seen that the actual differences between 
the 11-night averages for the Meteor ship Type 2 system and 
the Meteor buoy Type 1 system do not change appreciably from 
phase to phase. However, in Fig. 19 one can see that the 
drift estimates for the Vize, a ship which during Phase III 
was located in almost the same position as the Meteor, are 
also markedly higher for Phase III than the first two phases. 
Thus, it may be possible that a systematic error was made in 
the archiving of the output of the two Meteor systems during 
Phase III.
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Unfortunately, little more can be said about the results 
shown in Figs. 17-19 due to the lack of intercomparison esti­
mates and the fact that the drift analysis performed in EDS 25 
was contaminated by the effects of ship heating, in order to 
accentuate the dangers inherent in drift estimation without 
regarding the ship-heating effect the analysis procedure used 
in this study was applied to 13-day (08Z - 19Z) and 13-night 
(20Z - 07Z) averages of undisturbed Phase III dry-bulb data. 
The 13-day period was the longest one for which all ships had 
good data and was used so that the results could be compared 
with those obtained in EDS 25. The results of this analysis 
are listed in Table 7. As before the Meteor Type 1 system 
was used as the benchmark. From Table 7 one can see that the 
drift estimates subjectively determined using a hand analysis 
of the dry-bulb data averaged over Phase III without regard 
to ship heating or the effects of disturbances are in every 
case within 0.2°C of the average of the day and night drift 
analyses, what is important is that for certain ships, mis­
leading drift estimates are obtained due to the ship-heating 
effect. For example. Seguin estimated drifts of -0.3*^C, 
-0.4“c, and -0.6°C for the Oceanographer, Dallas, and Vanguard 
Type 2 systems. These estimates are 0.3°C to 0.4°C different 
from those obtained using the night averages due to the strong 
ship-heating problem aboard those ships. Since this effect 
is not drift but a non-stationary phenomenon, these drift 
correction estimates are in error and, if used to correct
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the data from these systems, would in turn result in erroneous 
data.
Table 7. A comparison of Phase III dry-bulb system drift esti­
mates (’ c) using 13-day and 13-night averaging periods 
with those obtained by SegUin, ^  (1978).
Ship Day Night Seguin, et al.
Researcher 1 —0 • 2 0.1 0.1
Researcher 2 -0.6 0.2 -0.1
Oceanographer 1 0.1 0.1 0.2
Oceanographer 2 -0.6 0.0 -0.3
Quadra 1 0.1 0.0 0.0
Quadra 2 -0.2 0.0 -0.2
Dallas 1 0.3 0.2 0.2
Dallas 2 -0.5 -0.1 -0.4
Planet 2 —0 « 3 -0.1 -0.1
Gilliss 1 0.0 -0.1 0.0
Gilliss 2 -0.3 0.0 -0.1
Vize -0.1 0.1 0.2
Vanguard -0.8 —0 . 2 -0.6
Bidassoa -0.5 —0 . 2 —0.2
Fay 0.2 0.2 0.2
For the dry-bulb systems the actual differences between 11- 
night averages of undisturbed Type 1 and Type 2 measurements 
made aboard the same ship were compared with the differences 
implied by the drift analysis. The results for Phase I are 
typical of those for the other two phases and are listed in 
Table 8. The agreement between the actual and model differ­
ences in this table are comparable to that for the pressure
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systems shown in Table 2. Thus, the surface-fitting portion of 
the drift analysis scheme is influenced very little by the mea­
surement system drift at a particular ship position.
Table 8. A comparison of actual differences (*C) between 11-
night averages of undisturbed Type 1 and Type 2 dry-
bulb measurements during Phase I with those differences 
implied by the drift analysis.
A - actual M - model (from drift analysis)
July
Ship 6 7 8 9 10























Gilliss A -0.09 -0.12 -0.14 -0.15 -OilOM —0.10 -0.13 -0.14 -0.16 -0.11
Dallas A 0.46 0.45 0.45 0.47 0.45M 0.44 0.43 0.43 0.44 0.43
As was done for the previously discussed systems, an 
artificial drift analysis was conducted for the dry-bulb temper­
ature measurement systems with similar results. The random arti­
ficial drifts were recovered when they were added to an inner 
ship while the drift analysis remained virtually unchanged for 
ships which had no artificial drift added. Drifts could not be 
detected when they were added to an outer ship.
In summary, the dry-bulb temperature systems presented
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special problems which had to be solved in order to perforin the 
drift analysis. The Type 2 measurement systems were found to 
be greatly influenced by the ship-heating effect. In order to 
counter this problem the drift analysis was performed using 
night averages. Unfortunately the intercomparison results pre­
sented in EDS 17 were not separated into day and night averages 
so that the estimates for the Type 2 systems were contaminated 
by this effect. Thus, only a subjective comparison of phase 
and intercomparison drift estimates for Type 1 systems could be 
made in Figs. 17-19. Of all the variables measured, the passage 
of weather disturbances had the most drastic effect upon the 
dry-bulb temperatures. In order to prevent these disturbances 
from producing anomalous drift estimates, only measurements un­
disturbed by weather were used in the averaging process. It was 
found necessary to use an 11-night averaging period, and, thus, 
fewer drift estimates were available for each phase. For most 
of the Type 1 systems the phase and intercomparison drift esti­
mates agreed quite well until the final phase. During Phase III 
most of the drift estimates appeared too high, possibly pointing 
out a problem with the benchmark system. For future experiments 
it was discovered by this analysis that for the dry-bulb systems 
it is not only important that intercomparisons be scheduled im­
mediately before and after each phase but also that day and 
night intercomparison averages be computed due to the ship- 
heating problem. Furthermore, it was seen in a comparison with 
drift estimates made by Seguin in EDS 25 that when no provision
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is made for this effect, erroneous estimates of the drift are 
obtained.
Wind Speed and Direction 
The problems involved in measuring wind speed and direc­
tion from a ship at sea are complex and interrelated. The 
measurements of these variables taken aboard ship are relative 
to the ship heading and speed. The absolute wind speed and 
direction can only be determined when the ship heading, speed, 
and direction of motion are known. For a drifting ship this 
direction of motion is not necessarily the direction of the 
ship heading. The heading data were derived from the main 
gyros of each ship and only the Dallas data presented any 
problems which required special treatment before the archived 
wind data could be computed (Seguin, et , 1977). Ship 
velocities were derived from the navigation data since the 
ship speeds as measured by underwater sensors were of poor-to- 
useless quality. Although the quality of the relative wind 
speed and direction data measured aboard the ships was gen­
erally good, a study by Kidwell and Seguin (1978) upon the 
ship obstacle effect in which a comparison of boom and mast 
wind measurements aboard the U.S. ships was made points out 
still another problem area. The speed and direction differ­
ences between mast and boom wind measurements made aboard 
the same ship were found to show fluctuations which were 
dependent not only upon the relative wind speed and direc­
tion but also the atmospheric stability. Furthermore, these
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fluctuations varied from one ship to the next. Thus, errors 
related to the relative wind direction and speed as well as 
the atmospheric-stability are imbedded in the archived wind 
data for each ship measurement system.
The Type 1 wind speed and directions were measured by 
cup anemometers and vanes mounted on the booms of the ships 
or on the Meteor buoy. All Type 2 wind measurements were 
taken from instruments mounted on ship masts. Cup anemometers 
and vanes were again used except for the Researcher, Gilliss, 
Dallas, Oceanographer, and Vanguard which used the Aerovane 
sensor. This sensor measures wind speeds by a propeller on 
the leading edge of the vane. Although these sensors were 
located at various heights, no height correction was made to 
the archived wind speed data. Further details about the sen­
sors are available in Seguin, et al., (1977).
An 11-day averaging period was selected and the drift 
analysis procedure was applied to both the wind speed and wind 
direction data. Due to the 360* period of wind directions, a 
special averaging scheme was developed for that parameter.
The details of this scheme are contained in Appendix C. The 
phase and intercomparison drift estimates for the wind speeds 
are compared in Figs. 20-22 while those for the wind direc­
tions are compared in Figs. 23-25. The Meteor Type 1 system 
was used as the benchmark for the wind speeds while the Oceano­
grapher Type 1 system served the same purpose for wind direc­
tions.
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One can see in Fig. 20 that for the first two phases 
the drift estimates for both Researcher wind speed measure­
ment systems are in fairly close agreement with the lines 
connecting the estimates for ICl and IC2. The same cannot 
be said for Phase ill although the relative differences be­
tween the two systems implied by the drift analysis are al­
most exactly the same as the actual relative differences. The 
drift estimates for both Gilliss systems for Phase III are in 
good agreement with linear interpolation between the inter­
comparison results while those for Phase I are not.
The phase and intercomparison results do not correspond 
well at all for the Planet systems. However# this ship par­
ticipated in IC3A in which the Oceanographer Type 1 system 
was used as the benchmark. One can see in Fig. 21 that dur­
ing Phase III the drift estimate for that Oceanographer sys­
tem is nearly 1.0 m/sec. If the results of IC3A for the 
Planet are adjusted upward by that amount, the Planet Type 1 
system will show close agreement between Phase III and the 
intercomparison. The estimated differences between the two 
Planet systems shown here are substantiated by the actual 
differences, thus, pointing out the danger in automatically 
accepting intercomparison drift estimates as a good reflec­
tion of phase drift estimates.
In Fig. 21 only the Phase li drift estimates for the 
Dallas Type 1 system agree very well with linear interpolation 
between the intercomparison estimates. However, the actual
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differences between the two types of measurements made aboard 
that ship are accurately depicted for all three phases by the 
drift estimates. This again questions the reliability of the 
intercomparison drift estimates. Furthermore, it is known 
that for the Dallas Type 1 system nearly half of the archived 
wind speed data collected between 06Z September 8 and OlZ 
September 18 were questionably low (Seguin, et , 1977).
As successive averaging periods incorporate more and more of 
these data, one would expect the drift estimates determined 
for that system to increase. As one can see in pig. 21 for 
Phase III, this was indeed the case. The phase and intercom­
parison results for the Oceanographer do not agree well at 
all. The apparent agreement between the results of Phase III 
and IC3A for the Type 2 system is misleading. Since the Oce­
anographer Type 1 system served as the benchmark for IC3a, 
what is really shown in this figure is that the difference 
between the two systems changed from almost 1.0 m/sec to al­
most zero between the phase and intercomparison. This result 
can be substantiated by the actual differences themselves. 
Finally, in this figure it can be seen that for the Bidassoa 
the drift estimates at the end of Phase III correspond closely 
to the result for IC3B.
The Quadra, Fay, and Vize all intercompared with the 
Oceanographer during IC3A. One can see in Fig. 22 that if 
the results of IC3A are adjusted upward as mentioned previ­
ously, the agreement between the drift estimates at the end
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of Phase III and those for IC3A will be greatly improved for 
each of the ships. For the Quadra Type 1 system the drift 
estimates for Phase II closely agree with the line between 
those for ICl and IC2, but the differences between the two 
Quadra systems during the first two phases are much greater 
than those found for the first two intercomparisons. Again, 
these estimated differences are verified by the actual dif­
ferences between the two systems. The reliability of the 
intercomparison results is further questioned by examination 
of the drift estimates for the Meteor Type 2 system. Since 
the Meteor buoy served as the benchmark in the drift analysis, 
the phase estimates displayed here are in reality the actual 
average differences between the two Meteor systems. One can 
see that the drift estimates for Phase I and ICl are quite 
different. The phase drift estimates for the vize during 
Phases I and II are consistently above the respective inter­
comparison estimates. Since the Vanguard did not take part 
in an intercomparison, little can be said about the results 
presented here.
The two verification schemes performed for the previ­
ously analyzed systems were also performed for the wind speed 
systems with similar results. For all three phases the esti­
mated differences between 11-day averages of measurements 
made aboard the same ship are almost identical to the actual 
differences, and artificial drifts can be recovered only when 
they are added to inner ships with little change caused in the
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estimated drifts of the unmodified systems.
In conclusion, it can be stated that of the systems ex­
amined so far in this study the intercomparison estimates of 
drift for the wind speed systems are the least reliable. Time 
and again in the discussion of Figs. 20-22 it was shown that 
the differences between Type 1 and Type 2 measurements made 
aboard the same ship implied by an intercomparison were quite 
different from those which were found during the observation 
phases. A possible explanation for this could be that the 
fluctuations in the differences between boom and mast wind 
speeds caused by changes in the relative wind speed, wind direc­
tion, and atmospheric stability (Kidwell and Seguin, 1978) are 
smoothed out by the 11-day averaging period used in the phase 
analysis. Since each intercomparison was only about three 
days long, the intercomparison averages may have included 
some of these fluctuations. In any case the unreliability 
of the intercomparison estimates makes it difficult to assess 
the ability of the analysis procedure in estimating the mea­
surement system drifts. Certainly the relative drifts be­
tween Type 1 and Type 2 systems were preserved and a known 
drift during Phase III in the Dallas Type 1 system (see Fig.
21) was indicated. As the study by Kidwell and Seguin (1978) 
indicates, the errors in the wind speed measurement systems 
are quite complex suggesting that in the future more sophis­
ticated intercomparisons with relative differences between 
systems categorized by both wind speed and direction along
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with comparable phase observations are needed in order to ob-
I
tain more satisfactory drift estimates than those found here.
Before discussing the drift estimates produced by the 
analysis procedure for the wind direction measurement systems, 
some comments must be made about the intercomparison estimates. 
First, the Meteor buoy Type 1 system which was used as the 
benchmark for ICI, IC2, and XC3b had possible changes in its 
calibration from one intercomparison to the next (EDS 17) .
Thus, the Oceanographer Type 1 system, which served as the 
benchmark for IC3A, was used for the same purpose in the drift 
analysis. Second, the intercomparison analysis also indicated 
that the quality of the estimated drifts steadily degraded 
from the first to the third intercomparison. For ICl the stan­
dard deviation of the differences between each system and the 
benchmark was typically 20“. Typical values for the second 
and third intercomparisons were 40* and 60*, respectively. 
During IC2 a disturbance passed through the intercomparison 
array while the third intercomparison was conducted in light- 
wind conditions. Both factors contributed to the larger stan­
dard deviations found for those periods. Thus, the intercom­
parison results for the wind direction measurement systems 
are probably the least reliable of those utilized in this 
study.
In Fig. 23 the actual differences of 11-day averages 
between the Oceanographer Type 2 system and the benchmark 
system are plotted. One can see that at the beginning of
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Phase I and for all of Phase III these differences agree with 
the lines connecting intercomparison estimates. From the re­
sults for Phase XI and the end of Phase I it can he seen that 
large and rapid drift changes actually can occur for a system, 
and that large disagreements with the lines connecting inter­
comparisons results are possible. The rapid changes in the 
Quadra drift estimates during the first part of Phase I are 
due to a problem with the analysis procedure; similar changes 
for other systems can be seen in Figs. 24 and 25. During the 
first part of Phase I the 11-day averaged wind directions 
changed so much from one inner ship position to another that 
the parabolic surface was unable to provide an adequate model 
of the average meteorological field. By the end of the phase 
this problem was alleviated. For example, as shown in Fig. 1 
the Quadra was positioned about 90 nm north of the Meteor.
The first 11-day average wind direction used in this analysis 
for the Quadra Type 1 system was 346° while that for the Meteor 
Type 1 system was 246°. The last averages used for these sys­
tems were 271° and 242°, respectively. Thus, the difference 
in average wind direction between the two systems dropped from 
100° to 29° over the analysis period. Due to this surface- 
fitting problem the drift estimates at the beginning of Phase I 
are considered to be anomalous.
For the Quadra Type 2 system the drift estimates at the 
end of Phase l and for Phases II and III loosely correspond 
to the lines connecting the intercomparison estimates. It
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should be pointed out that Type 2 wind directions were only 
measured to the nearest 10° so that differences in these fig­
ures are blown up more than those shown in the previous figures. 
For example, pressure was measured at least to the nearest 
0.1 mb and the labeling interval for the pressure figures was 
0.5 mb. In these figures the labeling interval is only twice 
as large as the increment of measurement. The differences be­
tween the Quadra systems implied by the drift analysis during 
the phases (including the large difference for the first esti­
mate of Phase I) are all substantiated by the actual average 
differences. The unreliability of the intercomparison esti­
mates is pointed out by the large difference between the two 
systems during IC2, although, as was seen in Phase I large 
changes between the two systems can occur very rapidly. The 
results for the last two phases and intercomparisons are in 
remarkable agreement for the vize. Unfortunately, the same 
cannot be said for ICl and Phase I. The Fay occupied roughly 
the same position as the Dallas did during Phase III and its 
drift estimates are consistent with the actual differences 
between its measurements and those made by the Dallas.
In Fig. 24 it can be seen that the drift estimates for 
both Dallas systems for Phases II and III are in reasonable 
agreement with that for IC2 while those at the end of Phase I 
appear to be too low when compared with the lines connecting 
the intercomparison estimates. The estimated drifts for both 
Meteor systems at the end of Phase I and during Phase II
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correspond fairly well with linear interpolation between ICl 
and IC2 while those for the Type 2 system during Phase III 
are in good agreement with the intercomparison results. Lit­
tle can be said about the Vanguard or Bidassoa since no inter­
comparison information was available and a drift analysis for 
the wind direction measurement systems was not performed in 
EDS 25.
The drift estimates for the Researcher Type 1 system 
system during Phase il and for the Type 2 system during Phase 
III agree fairly well with the lines connecting intercompari­
son estimates shown in Fig. 25. For both Gilliss systems only 
the results of the third phase and intercomparison are in agree­
ment. The Planet systems had no reliable intercomparison re­
sults upon which to base a comparison.
As was done for all other measurement systems, the two 
previously described verification schemes were applied to the 
wind direction systems with similar results. For all three 
phases the differences between Type 1 and Type 2 measurements 
made aboard the same ship estimated by drift analysis are 
virtually identical to the actual differences. Artificial 
drifts can be recovered when added to inner ships without de­
grading the drift estimates for unchanged ships. When added 
to an outer ship these artificial, drifts cannot be recovered 
by the analysis procedure.
In summary it can be seen from these figures that there is 
little rhyme or reason to the intercomparison estimates. In
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one intercomparison the drift in a Type 1 system aboard a ship 
may be much greater than that for the same ship's Type 2 sys­
tem. The opposite may be true for the next in ter comparison 
while the phase estimates in between may show a totally dif­
ferent relationship. Although in the discussion of these 
figures it was found in some cases that phase and intercom­
parison drift estimates were in good correspondence, the 
nature of the intercomparison estimates makes it difficult 
to place much confidence in such results. It was seen in the 
early part of Phase I that the wind direction data were the 
first in which serious problems were encountered in fitting 
a parabolic surface to the average meteorology. This combined 
with the previously mentioned unreliability of intercomparison 
results makes it virtually impossible to assess the capabili­
ties of the drift analysis procedure. The same problems that 
Kidwell and Seguin (1978) found for the wind speeds also ex­
isted for the wind directions. Thus, it is likely that in 
order to make satisfactory drift estimates for the wind di­
rection systems in the future both phase and intercomparison 
observations must be categorized according to wind speed and 
direction relative to the ships themselves. The drift anal­
ysis scheme presented in this study can not be shown to pro­
vide accurate estimates of wind direction measurement system 
drift although it does preserve the relative drifts between 
Type 1 and Type 2 systems aboard the same ship.
CHAPTER V 
SUMMARY AND CONCLUSIONS
During the late 60's and early 70's the use of field 
intercoinparisons as a technique to determine the error con­
tent of data collected by meteorological measurement systems 
had developed to the extent that such comparisons became an in­
tegral part of both the ship and aircraft operations in GATE. 
From an intercomparison one can gain information about the 
noise content and can estimate the relative biases among the 
various systems. During GATE the estimated relative biases 
for many of the ship measurement systems were found to show 
changes from intercomparison to intercomparison greater than 
the desired accuracy specified by the Convection Subprogram 
prior to the experiment. This indicated that certain systems 
possessed very low frequency noise or drift which must be 
determined before their output can be useful for later mete­
orological studies.
In order to determine the nature of the drift in ship 
measurement systems between the intercomparisons, an analysis 
scheme was developed and tested on simulated data. The output 
of each ship system is filtered to pass only very low frequency
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noise and meteorological signal. A parabolic surface is then 
fitted to the filtered values for the various ships as they 
maintain their stations in the GATE array, and the differences 
between the surface and the filtered values are taken as esti­
mates of the drift. The procedure was tested upon simulated 
data sets in which known drifts were assigned to certain ships 
and was found to be quite successful at estimating these drifts 
for systems aboard ships occupying interior positions in the 
GATE array.
Before the drift analysis scheme could be applied to the 
ship surface data collected during GATE, the problem of missing 
or erroneous data had to be dealt with. An interpolation 
scheme based on autoregressive modeling was developed in order 
to fill data gaps due either to poor data quality or the tem­
porary absence of a ship from its station. This scheme was 
employed prior to the application of the drift analysis pro­
cedure in order to provide as extensive a data base as possible.
The analysis scheme was employed to estimate the drifts 
in ship systems measuring pressure, wet-bulb temperature, sea- 
surface temperature, dry-bulb temperature, wind speed and wind 
direction. There were two types of possible error inherent in 
the analysis scheme; the first due to the inability of a 
parabolic surface to accurately model the average meteorology; 
the second due to the influence of the drift in each measure­
ment system upon the surface to be modelled. The presence of 
the first type of error could only be revealed by a subjective
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comparison of phase and intercomparison drift estimates. Al­
though such errors occasionally were noted for the first five 
variablesf the only serious occurrence was found for the wind 
direction systems during the first part of Phase i. For all 
the variables measured the second type of error was found to 
be virtually nonexistent when actual and model differences of 
measurements made aboard the same ship were compared.
For the pressure measurement systems the drift estimates 
were found to be excellent. Furthermore, it was seen that if 
only intercomparison estimates of drift were available, pres­
sure corrections in error by as much as 1.0 mb would have been 
determined during the observation phases. The analysis scheme 
was also found to be quite successful in estimating the drifts 
for the various temperature measurement systems. Again, numer­
ous cases were found where significant errors would have been 
caused by making corrections based only on intercomparison re­
sults. Due to the nature of the data and the unreliability of 
the intercomparison estimates, it was impossible to accurately 
assess the ability of the analysis scheme to estimate drifts 
in the wind speed and direction measurement systems.
In the course of performing these analyses much insight was 
gained about how an experiment should be designed in order to 
best estimate measurement system drifts. Many times trends were 
indicated in the drift in a certain system within an observation 
phase that could not be verified because the phase did not begin
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and end with an intercomparison. In order to determine the reli­
ability of drift estimates obtained using this analysis scheme, 
it is important that each observation phase be immediately pre­
ceded and followed by an intercomparison period. Furthermore, 
due to the pronounced ship-heating effect found in many dry- 
bulb measurement systems, it is not only important that this 
effect be considered when drift analysis is performed but also 
that dry-bulb intercomparison results be subdivided into day 
and night categories. Finally, it is suggested that the inter­
comparison and phase wind observations be categorized by speeds 
and directions relative to the ship speed and heading so that 
the relationship between these categories and measurement sys­
tem drift can be determined.
In conclusion, it was seen in this study that the drift 
analysis procedure provided much information about the error 
content of systems measuring pressure and the various tempera­
ture variables that is otherwise unavailable. Little success 
was found in the analysis of the wind data. It was seen that 
during GATE the intercomparison drift estimates provided the 
most effective way of determining the reliability of the phase 
drift estimates. Clearly, the intercomparison results could 
be used to much better advantage in the future if they are 
routinely conducted as an integral part of each observation 
phase.
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Fig. 12. Phase and intercomparison drift estimates for sea-surface temperature
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Fig. 13. Phase and intercomparison drift estimates for sea-surface temperature
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Fig. 14. Phase and intercomparison drift estimates for sea-surface temperature
measurement systems (aggregate benchmark).
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Fig. 17. Phase and intercomparison drift estimates for dry-bulb temperature
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Fig. 20. Phase and intercomparison drift estimates for wind speed measurement
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APPENDIX A
SIMULATED DRIFT ANALYSIS
In order to test the capabilities of the drift analysis 
procedure, a simulation experiment was developed to be applied 
to the GATE ship array in which a simple moving two-dimen­
sional wave is used to represent a meteorological field.
Using an M-day averaging period the errors in fitting a para­
bolic surface to the average field as a function of wavelength 
or period and phase angle for a given wave speed are examined. 
Then linear drifts are prescribed at selected ship positions 
and the estimated drift at each ship position is observed as 
a function of successive time steps.
Parabolic Surface Fitting Without Drift 
Let Z?(t) be the instantaneous value of a meteorological 
variable during the j-th M-day averaging time for the i-th 
ship with coordinates [x^(deg), y\(deg)]. Then let
zj(t) = (y. - 8,5)/3,5 + acos[^(x, - 23.5)
(A.l)
- + cp] + 25,0,
where \ is the wavelength in degrees of the atmospheric wave,
102
103
c is the wave speed (deg/day) and cp is the phase angle. Eg. 
(A.l) is plotted in Fig. A.l with y\ = 8.5*, a = 0.575, cp = 0, 
t = 0, and X = 28*. The form of Eg. (A.l) and the values 
used are intended to provide a measure of realism to the 
simulation.
If one lets t = 0 correspond to the mid-point of the 
M-day averaging time, then the formula for the M-day average 
is
zj = (y^ - 8.5)/3.5 + pcos[^(x^ - 23.5) + cp] + 25.0. (A.2)
Furthermore, if X = 28*, M = 2 days, and c = 4*/day, then p 
is about 87% of a (i.e., p = 0.5). With these conditions Eg. 
(A.2) is plotted in Fig. A.2, which represents a spatial plot 
of the two-day average of the wave shown in Fig. A.l moving 
westward with a period T = 7 days (cT = X). Calculations 
were made also for various values of cp.
Using M =  2 days additional simulations were, carried out 
for X = 21* (thus p = 0,78 a and T = 3.5 days). Values of 
ZY were determined for each ship position and, using linear 
regression technigues, a parabolic surface was fitted to each 
case. The differences between the surface and the Z? at each 
ship position were computed and were found to be greatest 
when cp = 180*n + 90*, n = 0 ,  +1, ... . Table A.l summarizes 
the results of the computations.
Now suppose Z represents ambient temperature. In order 
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then since there would be 10 independent two-day averaging 
times one would have to measure a drift change Ao? of 0.05°C 
with reasonable accuracy. It can be seen in Table A.l that 
this would not be possible for a wavelength of 14* and a 
period of 3.5 days since at certain ship positions the part of 
the error term caused by the inability of the model to fit the 
atmospheric wave is greater than the difference in drift. The 
ability of the procedure to usefully measure AD? for X = 21* and 
T = 5.25 days is marginal while for X = 28* and T = 7 days the 
error becomes sufficiently small so that one should be able to 
determine AD?. If, in practice, the errors of fit are random 
across the time span of a phase then a low order polynomial may 
be fitted to the computed fluctuating drift and thereby an im­
proved estimate of the drift with time can be obtained.
Table A.l. Differences between^ the parabolic surface and modeled atmospheric waves ( C) ._________________________________
nrX = 14° T = 3.5 days X = 21 T = 5.25 days X = 28° T = 7 days
Position cp = 0* cp = 90* cp = 0* cp = 90* cp = 0* cp = 90*
1 0.007 0.000 0.002 0.000 0.001 0.000
2 .006 .000 .002 .000 .001 .000
3 -.005 .051 -.002 .023 -.001 .012
4 -.005 .051 -.002 .024 -.001 .012
5 .006 . 000 .002 .000 .001 .000
6 -.005 -.051 -.002 -.023 -.001 -.012
7 -.005 -.051 -.002 -.023 -.001 -.012
8 -.001 .000 .000 .000 .000 .000
9 .001 -.022 .000 -.010 .000 -.005
10 .001 -.022 .000 -.010 .000 -.005
11 -.001 .000 .000 .000 .000 .000
12 .001 .022 .000 .010 .000 .005
13 .001 .022 .000 .010 .000 .005
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The purpose of the averaging process is to pass only 
meteorology which can be fitted with a parabolic surface.
In this experiment it is implicitly assumed that the mete­
orological variance passed by the filter (two-day averaging) 
is contained in the modeled atmospheric waves. This type of 
ideal situation is not likely to be encountered in practice. 
What the results displayed in Table A.l imply is that longer 
averaging periods (at least 5 days) will probably have to be 
used to filter out meteorological waves that cannot be ade­
quately fitted by the surface.
Parabolic Surface Fitting With Drift
In this experiment the average meteorology is again 
modeled by Eq. (A.2) . Values of X = 28°, M = 2 days, and 
T = 7 days were chosen, and cp was varied from time step to 
time step in order to simulate a wave propogating from east 
to west at a speed of 4°/day. Each time step was taken to be 
two days. In Fig. A.2 the first arrow indicates the part of 
the averaged atmospheric wave that will be located at 23.5°W 
for time step 1 while the second arrow indicates the same 
thing for time step 2. it was assumed that there are ten 
independent time steps between intercomparisons and that no 
ship system possessed a bias upon completion of the first 
intercomparison.
In the first example the ships in positions 3, 5, and 7 
(See Fig. A.2) were given linear drifts so that after ten time 
steps they possessed accumulated drifts of -0.6, 0.4, and 0.3,
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respectively. In Fig, A.3 the actual drift for each position 
can be compared with the model drift produced by the analysis 
procedure. In each case the model drift quite accurately de­
picts the actual drift. The model drifts for three other 
ship positions are also shown in Fig. A.3. The worst devi­
ation from zero was seen at position 9 where an accumulated 
drift of 0.17 was produced. The model drift at position 4 
was typical of the interior ship positions while that at 
position 12 was typical of the outer positions. As it is ex­
pected to be more difficult to accurately fit a surface at 
the outer positions, it is not surprising to see the largest 
deviations from the actual drift occur there.
In the second example the ship systems in positions 3,
5, and 9 were given linear drifts so that after ten time steps 
they possessed accumulated drifts of -0.6, 0.5, and 0.4, re­
spectively. In Fig. A.4 one can see that the model drift al­
most perfectly depicts the actual drift for the interior 
positions 3 and 5. A drift of 0.24 instead of 0.40 is deter­
mined for the outer position 9. As in the first example the 
worst deviation from zero was seen at an outer position, a 
drift of -0.14 at position 12. The model drifts at positions 
4 and 11 were typical of the rest of the inner and outer 
positions, respectively.
The results of these examples are quite encouraging. 
Although one can never perfectly simulate the actual atmo­
sphere, these studies have provided insight into problems
I.Or















Fig. A.3 Plots of modeled and actual drifts where the only non-zero actual drifts are
at positions 3, 5, and 7. Vertical axis is drift magnitude, horizontal axis is time step.
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Pig. A4. Plots of modeled and actual drift where the only non-zero actual 
drifts are at positions 3, 5, and 9. Vertical axis is drift magnitude, horizontal axis is time step.
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that may be encountered in practice. The analysis procedure 
appears to be quite powerful at determining drifts for the 
interior positions. Drifts at the outer positions are less 
easily discerned and may even be suspect since those positions 
appear to be prone to anomalous drifts. In any case one can 
conclude that this analysis procedure is capable of providing 
useful information about the drifts in ship measurement sys­
tems that is otherwise unavailable.
APPENDIX B
DATA INTERPOLATION USING AUTOREGRESSIVE METHODS
The surface meteorological data from the GATE were pro­
cessed by the Center for Experimental Design and Data Anal­
ysis (GEDDA) and recorded on magnetic tape (Seguin, ^  al., 
1977) . Among the data recorded were hourly observations of 
the Type 1 and Type 2 measurement systems investigated in 
this study along with quality flags which denote missing or 
erroneous data. Since the analysis scheme used in this study 
requires that averages of such hourly observations be computed 
over periods of many hours, interpolated values must be in­
serted for missing or erroneous data. Furthermore, as in­
dicated in EDS 25, during Phases II and III several ships 
left station for periods as long as three days. For the pur­
pose of this analysis such periods must be treated as missing 
data and interpolated values must be supplied. In order to 
fill such data gaps, an autoregressive (AR) interpolation 
scheme was developed and implemented. Its performance will 
be compared with that of two simpler methods.
Before describing the autoregressive interpolation 
scheme, a discussion of AR modeling of time series is in order. 
The time series to be modeled, x^, is assumed to be a realiza­
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tion of a stationary stochastic process» The model to be 
fitted to this time series is
+ °^p(^t -  p "1"̂ ) + (B 'l)
where p is the order of the discrete AR process and is
2white noise with zero mean and variance . This process
can be completely described by the AR parameters (&^, ag, ...»
2ttp) and CT̂ . Given that one wishes to fit a p-th order AR 
process to series x^, there are two methods for estimating the 
process parameters. The first method is described in detail 
by Jones (1964). It requires that one determine estimates for 
the autocovariance function of the process using the time 
series itself. Using the estimated values of the autocovari­
ance function the Yule-Walker equations are solved using a re­
cursive procedure developed by Durbin (1960) to produce esti-
2mates (â » a^» ...» a^; s ) of the AR parameters and the white 
noise variance. One drawback to this approach is that in the 
estimation of the autocovariance function an unrealistic as­
sumption about the process being sampled must be made. All 
values of the process are assumed to be |j except for those in 
the observed series itself.
The second method for estimating the process parameters 
was proposed by Burg (1967, 1968) and is described in con­
siderable detail by Ulrych and Bishop (1975). This method 
does not require that any unrealistic assumptions be made about 
the process outside the sampling interval as it uses only the
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observed data to produce estimates of the process parameters. 
For this reason the Burg method is employed in this study.
The procedures for estimating the AR process parameters 
are well-documented and present no problem to the AR 
modeler. The major stumbling block has been the selection 
of the proper order model to be fit to the observed data.
A reasonable choice for the proper order model would be the 
one whose one-step prediction error variance is smallest.
In words the problem can be described in the following way.
If the model order selected is too small, the residual terms, 
z^, in (B.l) will not be white noise and the prediction 
error variance will not be minimized because there still 
exists predictability in the time series that has not been 
modeled. On the other hand, if the model order selected is 
too large, the residuals will be uncorrelated but the model 
itself will be so dependent upon the particular realization 
of the stochastic process observed that its prediction error 
variance will be large. In order to solve this problem 
Akaike (1969) developed the final prediction error (FPE) 
criterion whereby one can objectively determine the order 
process for which the one-step prediction error variance is 
a minimum. It was this development which removed the sub­
jectivity from AR modeling and made it the practical proce­
dure it is today.
Suppose now that one has a data gap which must be fil­
led. The time series of data preceding the gap is modeled
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by (B.l) where the process parameters are estimated using the 
Burg method and the order process is chosen using the Akaike 
FPE criterion. Employing the estimated AR coefficients (B.l) 
is used to predict the missing data values where successive 
predictions are made by incorporating previously predicted 
values. The entire process is then repeated for the time 
series of data following the gap with the predictions being 
made backward in time (the nature of the univariate backward 
autoregression is such that this is accomplished by simply 
reversing the order of the time series and treating the "back- 
cast" as a forecast). Suppose that n interpolated values are 
needed to fill the gap. Estimates of the i-step prediction 
error variances can be determined (Jones, 1964, p. 286) for 
both the forecast and back-cast values (i = 1, 2, n).
Each forecast and back-cast is then inversely weighted by its 
prediction error variance and the weighted sum is taken to 
represent the interpolated value. Of course, the two weights 
are normalized so that they sum to one. For example, the 
first interpolated value would be determined by
^fl ^ ^bn (B.2)
where f^ is the one-step forecast, b^ is the n-step back-cast 
and and are estimates of their respective prediction 
error variances.
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In order to assess the performance of the AR interpolation 
scheme it is compared with two simpler methods. The first is 
simply the assignation of the last good value to the missing 
values. The second is linear interpolation between the last 
good datum and the next good one. The three interpolation 
schemes are compared for short (order of hours) and long (order 
of days) data gaps. Due to the fact that some ships were re­
quired to leave station for as long as three days, a scheme 
capable of filling such long gaps is necessary.
Table B.l summarizes the results of an interpolation ex­
periment in which twelve hourly Type 2 wet-bulb observations 
taken aboard the Researcher during Phase III were assumed to 
be missing. The root mean square error (RMSE) for the first 
interpolation scheme where the last good value is assigned to 
each of the twelve missing hours is 0.40°C. The RMSE's for the 
linear and AR schemes are 0.30°C and 0.19°C, respectively. As 
can be seen in Table B.l the wet-bulb temperatures do not vary 
much over the period and their change is reasonably linear. 
However, the AR scheme still produces the smallest RMSE of the 
three methods.
A second interpolation experiment is summarized in Table 
B.2. One can see that for this case, where eight hourly Type 2 
pressure observations from the Researcher were assumed to be 
missing, that the missing data are decidedly non-linear. Values 
for the RMSE of 1.89 mb, 0.82 mb, and 0.46 mb are found for the
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Table B.l. A comparison of AR and linear interpolations for
twelve missing hourly observations between 17 GMT, 
8 September 1974, and 06 GMT, 9 September 1974,
Hour
(GMT) Actual AR Error Linear Error
17 24.0 - — - -
18 23.5 23.9 0.4 24.0 0.5
19 23.8 23.9 0.1 24.0 0.2
20 23.8 23.8 0.0 23.9 0.1
21 23.5 23.7 0.2 23.9 0.4
22 23.5 23.7 0.2 23.9 0.4
23 23.5 23.7 0.2 23.9 0.4
00 23.9 23.7 —0 . 2 23.8 -0.1
01 23.3 23.6 0.3 23.8 0.5
02 23.7 23.6 -0.1 23.8 0.1
03 23.7 23.7 0.0 23.8 0.1
04 23.8 23.7 -0.1 23.7 -0.1
05 23.7 23.6 -0.1 23.7 0.0
06 23.7 — — — —
first, linear, and AR interpolation schemes, respectively.
This is a case where the AR method is clearly superior to the 
other two.
The Dallas Type 2 pressure and wet-bulb measurement sys­
tems collected data during all of Phase II. In order to com­
pare the various interpolation schemes a data gap will be assum­
ed between 17Z August 7 and IIZ August 10 for both systems. This 
corresponds to the actual time period for which the Researcher 
was off-station during this phase. The three different inter­
polation schemes were employed to fill this gap and the RMSE for
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Table B.2. A comparison of AR and linear interpolations for 
eight missing hourly observations between 11 GMT 
and 20 GMT, 11 September 1974, for the Researcher 
Type 2 pressures (mb).
Hour
(GMT) Actual AR Error Linear Error
11 1016.0 - - - -
. 12 1015.9 1015.8 -0.1 1015.8 -0.1
13 1015.6 1015.1 -0.5 1015.6 0.0
14 1014.7 1014.4 —0.3 1015.3 0.6
15 1013.9 1013.5 -0.4 1015.1 1.2
16 1013.8 1013.0 -0.8 1014.9 1.1
17 1013.6 1012.9 -0.7 1014.7 0.9
18 1013.4 1013.3 -0.1 1014.4 1.0
19 1013.8 1013.7 -0.1 1014.2 0.4
20 1014.0 — - - —
each was computed for both systems. For the wet-bulb measure-
ment system RMSE's of 0.53°C, 0.53*C, and 0.41°C were determined
for ■the first, linear. and AR schemes, respectively. For this
particular data gap the linear method was identical to1 the " last
good value" one. The RMSE's for the pressure measurement sys-
tern were 1.44 mb. 0.87' mb, and 0.71 mb, respectively. Thus,
for both long and short data gaps the AR interpolation scheme
is found to be superior to the other two.
APPENDIX C 
A WIND DIRECTION AVERAGING SCHEME
During GATE the various ships measured the wind direction 
directly. In order to implement the drift analysis procedure 
these wind directions must be averaged over a period of many 
days. Due to the nature of wind direction data, computing the 
mean by simply taking an arithmetic average can produce mis­
leading results. For example, suppose two winds from 340* and 
40° have been measured. The average of these two numbers is 
190*. This would indicate that the average wind direction was 
just west of south when the actual winds were essentially nor­
therly! However, the 340* wind direction can also be repre­
sented as -20* and a new mean of 10* would be computed. This 
is certainly a much better representation of the average wind 
direction.
When faced with the problem of determining the average 
wind direction for a large volume of data, the first temptation 
is to convert the wind observations into u- and v- components, 
compute the average of each component, and then let the average 
wind direction be determined by those average wind components. 
In fact this method was used to produce the 4-second to 1-hour 
average wind direction archived by CEDDA (Seguin, ^  , 1977,
p. 27) . The following example points out a serious problem
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with this approach. Suppose the following three wind direc­
tions and speeds have been measured; 170* at 20 kts, 260* at 
5 kts, and 350* at 10 kts. It can be easily seen that the 
average wind direction is 260*. However, the average u- and 
V- components are 3.2 kts and 10.7 kts, respectively, indicat­
ing an average wind direction of 197*. One can see that this 
approach will tend to force the average wind direction towards 
the direction where the wind speeds are greatest. It should be 
pointed out that this method can be effective if normalized 
wind components are determined and the average of these nor­
malized components is used to compute the average wind direc­
tion.
Since drifts in the wind direction measurement systems 
were sought in this study, it was decided that an averaging 
scheme based on the directly measured quantity, wind direction, 
rather than derived quantities, u- and v- components, would be 
desirable. Suppose N observations of wind direction have been 
taken. Each observation, can be expressed in three ways :
x^ - 360 , x^, or Xĵ  + 360*. Given some c in the half-open 
interval (0 , 360*] (the set of all c's such that 0* is less 
than c and c is less than or equal to 360*) each wind direc­
tion observation can be expressed in one of those three ways 
and denoted by x^^, an element of the half-open interval 
(c - 180*, c + 180* ] o  The key to the averaging scheme is to 
find the c for which the sample variance
2 1 N _  2
= N (%ci - (C.l)
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1 Nwhere = -  | .
is minimized. For such a c, x^ would represent the best avail­
able estimate of the mean wind direction since any other choice 
would result in an increase in the wind direction variance.
In order to gain a better understanding of this averaging 
scheme consider the set of 100 observations given in Table C.l. 
Using these values and (C.l), Table C.2 was constructed for
Table C.l. Hypothetical set of 100 wind direction observations,
Wind Direction 45* 90* 135* 180* 225* 270° 315* 360*
No. of Obs. 36 6 3 0 2 4 29 20
four different values of c. Note that for c = 180* , the ob-
served data remain unchanged. It can be seen that for c = 360
Table C.2. Sample means and standard deviations in degrees 






the standard deviation is minimized (at least for the values of 
c in Table C.2) and the mean is estimated to be 6.3* (366.3*). 
When normalized wind components were determined and averaged 
for the data in Table C.l, the average wind direction was found
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o •to be 7 o It is interesting to note that if one uses c = 360 
and substitutes 7° (367*) for in (C.l), the value of s^ so 
obtained is slightly larger than when 6.3* (366.3*) is used for 
x^. Thus, from the standpoint of minimizing s^ the estimated 
mean derived from this analysis scheme is better than that ob­
tained using normalized wind components.
In order to successfully implement this averaging scheme 
for large amounts of data, some method must be found for quickly 
determining the proper value of c. To do this for a given data 
set the number of observations in 180* half-open intervals, each 
separated by 5°, is computed. There are 72 such sectors begin­
ning with (360*, 180*] and ending with (355*, 175*]. Next, the 
sector with the maximum number of observations is found and c 
is set equal to the midpoint of that sector. For example, in 
Table C.l the interval (270*, 90*] contained 91 of the 100 obser­
vations and would indicate that the proper choice for c is 360*. 
It should be noted that all intervals from that one up to and 
including (310*, 130*] contain the same number of points indi­
cating c could range from 360* to 40* . However, for each such 
choice of c the value of x^ remains the same, namely 6.3*.
In conclusion, it can be seen that the averaging of wind 
directions is not a trivial problem due to the periodic nature 
of the parameter itself. Erroneous estimates of the average wind 
direction can be obtained if one simply averages wind components 
and then derives an average direction. The use of average 
normalized wind components provides much better estimates but
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does not guarantee that the sample variance of the given obser­
vations is minimized. The scheme presented here and used in 
this study is designed to produce an estimated mean wind direc­
tion for which the sample variance of the observations is a 
minimum.
APPENDIX D
SOME ASPECTS OF PARABOLIC SURFACE FITTING
In the simulated drift analyses performed in Appendix A 
it was seen that accurate drift estimates could be made for 
the interior ship positions but not for the outer positions.
A similar result was found in Chapter IV when, for each vari­
able, artificial drifts were added to randomly selected ships. 
The reason for this becomes evident when 95% confidence sur­
faces are estimated for the parabolic surfaces used in the 
various drift analyses. These estimates were obtained for 
each variable using standard regression techniques described 
by Draper and Smith (1966, p. 61) . In every case it was found 
that the distance between the upper and lower 95% confidence 
surfaces was about three times greater at the outer ship po­
sitions than it was at the interior positions. What this 
means in words is that given that the average meteorology
can be modeled by a parabolic surface, better estimates of
that surface can be made at the interior positions. Thus, 
when the drift analysis procedure is applied, better drift
estimates will in turn be made at those positions.
Suppose two separate drift analyses are performed for
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a particular variable using the same benchmark system. In 
the first analysis. Type 1 and Type 2 systems are used while 
in the second only Type 2 systems are employed (with the ex­
ception of the benchmark). If the relative shape of the para­
bolic surface fit in each analysis is preserved, the actual 
average differences between the output of two systems aboard 
the same ship will agree with those differences inferred from 
the drift analysis. This will be true even though the level 
of the surfaces could be quite different. The actual sur­
faces themselves must be examined in order to determine the 
difference in levels.
This type of analysis was performed for each variable 
investigated in Chapter IV and suggested in every case that 
the relative shape of the parabolic surface was preserved for 
the interior positions. In order to determine the effect of 
such an analysis on the level of the surfaces the parabolic 
surfaces fitted to seven-day averages of pressure centered 
on September 5 are plotted in Fig. D.l for the two separate 
analyses. For the Type 2 analysis the values of the surface 
are uniformly about .05 mb greater than those for the Types 1 
and 2 analysis at the interior ship positions. For the outer 
ship positions there is virtually no difference between the 
values of the two surfaces. The grand mean of the observa­
tions used in the Type 2 analysis was about .05 mb greater 
than that for the other analysis. Thus, for the interior 
positions the shape of the parabolic surface is preserved 
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Fig . D.i"
Parabolic surfaces (mb) fitted to seven- 
day averages of pressure centered on
5 September 1974.
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their levels is roughly the same as the difference between 
the grand means.
The plots in Pig. D.2 show the same information for 
seven-day averages of pressure centered on September 12. In 
this case the values of the surface for the Type 2 analysis 
at the interior positions are from .01 mb to .04 inb greater 
than those for the other analysis. For the outer positions 
the values for the Type 2 analysis are from .03 mb to .08 mb 
less than those for the other analysis. The net result is a 
change in the overall shape of the surface from one analysis 
to the next but small change in the region of the interior 
positions. For this case the grand mean of the observations 
used in the Type 2 analysis was about .03 mb greater than that 
for the other. Thus, for the interior positions the differ­
ences between the two parabolic surfaces were all within about 
.01 mb of the difference between the two grand means.
In general the results shown in Figs. D.l and D.2 are 
typical of those found for the other variables. When the two 
separate analyses are performed the resulting parabolic sur­
faces in the area of the interior positions agree quite closely 
in shape while the difference in their levels agrees with the 
difference in the grand means. Representative values for the 
grand mean differences are .05 mb, .02°C, .05°C, .05 m sec~^, 
and 2“ for the pressure, sea-surface temperature, dry-bulb 
temperature, wind speed, and wind direction measurement sys­
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Fig. D.2. Parabolic surfaces (mb) fitted to 
seven-day averages of pressure 
centered on 12 September 1974.
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actual average differences between Type 1 and Type 2 measure­
ments made aboard the same ship for each of these variables 
agreed very closely with those differences implied by the 
separate drift analyses. The worst agreement was found for 
the wet-bulb temperature measurement systems whose grand mean 
differences are typically about .15*C. The reason for this 
relatively large difference becomes apparent when one exa­
mines Figs. 9-11 where it can be seen that Type 2 wet-bulb 
measurements made aboard a ship were typically about 0.5°C 
greater than their Type 1 counterparts. Thus, when Type 1 
systems are substituted for Type 2 the grand mean is signifi­
cantly reduced. Furthermore, since this difference is quite 
consistent in size from ship to ship and all ships with Type 1 
systems occupied interior positions, the net result is that 
the shape of the parabolic surface substantially changes be­
tween the two separate analyses. Thus, the results shown in 
Table 3 were the poorest of those for the variables examined 
in Chapter IV.
The drift estimates relative to the Researcher Kollsman 
obtained using the parabolic surfaces shown in Figs. D.l and 
D.2 are plotted in Fig. D.3. Only the interior positions are 
shown in these plots. Ships which possessed both types of 
measurement systems are denoted by a shaded circle. For both 
type systems one can see that the drift pattern is consistent 
with time even though the average meteorology showed an ap­
preciable change (see Figs. D.l and D.2). The distribution of
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Fig. D.3. Estimated drifts (mb) for pressure measurement 
systems relative to the Researcher Kollsman.
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the drifts in space shows little organization indicating that 
the drift estimates are not dependent upon the meteorology.
One can see the disastrous effect upon physical interpreta­
tion that would result if no drift corrections were made. A 
fictitious pressure difference of almost 3 nib would be found 
between the Meteor and the Quadra if Type 1 pressures were 
used. In Pigs. D.l and D.2 the parabolic surfaces would in­
dicate that the actual difference is about 0.1 mb.
At this point two questions can be asked about the para­
bolic surfaces displayed in Figs. D.l and D.2. First, could 
a lower order surface be used to model the average meteorology? 
In order to answer this question the regression techniques 
described by Draper and Smith (1966) were used to determine 
95% confidence intervals for the coefficients of the four sur­
faces shown in the figures. For September 5 (Fig. D.l) only 
the coefficients for the first-order terms were found to be 
significantly different from zero. This result is not sur­
prising as the surfaces shown in that figure appear to be 
quite close to plane surfaces. However, for September 12 
(Fig. D.2) the coefficients of second-order terms were found 
to be significantly different from zero. Thus, the parabolic 
shapes shown in this figure are statistically significant.
This brings up the second question. Are the surfaces, 
especially those shown in Fig. D.2, a good estimate of the 
average meteorology? In order to answer the second question.
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let us examine Fig. D.2. Both surfaces shown here indicate 
that a ridge of high pressure extends from the south into the 
interior array of ships. Seven-day averages of the observed 
pressures centered on 12 September 1974 were corrected using 
the intercomparison estimates of bias and drift in EDS 17 and 
plotted in Fig. D.4. A hand analysis of these pressures, 
which have now been corrected independently of the drift 
analysis scheme, was performed and is also shown in this 
figure. One can see that even in this rough analysis a ridge 
of high pressure is seen extending from the south into the 
inner ship array. Thus, it appears that the parabolic sur­
faces of Fig. D.2 are reasonable models of the average mete­
orology. Similar results were obtained for variables other 
than pressure.
Finally, in order to facilitate the use of the drift 
corrections computed in this study, some type of confidence 
interval about these estimates must be determined. As men­
tioned previously 95% confidence surfaces can be found for 
the parabolic surfaces used in the drift analysis scheme. 
Since the drift estimates are found by subtracting the value 
of such a surface from the averaged observations at a parti­
cular location, the distance between the upper and lower 
confidence surface is simply the width of the 95% confidence 
interval about the drift (i.e., drift plus bias) estimate. 













Pig. D.4. Hand analysis of 7-day averages of Type 2 pressure 
(mb) centered on 12 September 1974 and corrected 
using the intercomparison drift estimates con­
tained in EDS 17.
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and +0.1 C were found for the pressure and various tempera­
ture measurement systems which occupied interior positions. 
Values of approximately +0.3 m sec”^ and 4̂ 4“ were found for 
the interior wind speed and wind direction measurement sys­
tems. These intervals can be used to determine whether a 
drift estimate is significantly different from zero or whe­
ther successive independent drift estimates differ from each 
other. Due to the averaging periods used in the drift analy­
sis scheme, drift estimates must be separated by at least the 
length of the averaging period in order to be independent.
In conclusion, it was seen that the empirical results 
obtained in Appendix A and Chapter IV which suggested that 
reliable drift estimates can only be computed for interior 
ship positions can be substantiated by the theory of linear 
regression analysis. Comparisons were made between parabolic 
surfaces fitted using only Type 2 systems and those determined 
using Type 1 and Type 2 systems. It was found that for the 
interior ship positions these surfaces varied little in shape 
while the difference between their levels was roughly equal 
to the difference between the two grand means (Type 2 vs.
Types 1 and 2). For all of the variables except the wet-bulb 
temperature these grand mean differences were found to be 
quite small. Space and time plots of the drift estimates for 
the pressure measurement systems show that these estimates are 
independent of changes in the average meteorology. Furthermore,
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these plots illustrate that the use of uncorrected data would 
result in incorrect physical interpretations, it was seen 
that the use of parabolic surfaces to model the average mete­
orology made sense both from a statistical as well as meteoro­
logical viewpoint. Finally, confidence intervals were deter­
mined for the drift estimates contained in this study so that 
future users might be better able to apply drift corrections 
in solving their particular problem.
