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Abstract— In this paper, a model is presented to extract
statistical summaries to characterize the repetition of a cyclic
body action, for instance a gym exercise, for the purpose of
checking the compliance of the observed action to a template
one and highlighting the parts of the action that are not
correctly executed (if any). The proposed system relies on a
Riemannian metric to compute the distance between two poses
in such a way that the geometry of the manifold where the pose
descriptors lie is preserved; a model to detect the begin and end
of each cycle; a model to temporally align the poses of different
cycles so as to accurately estimate the cross-sectional mean and
variance of poses across different cycles. The proposed model
is demonstrated using gym videos taken from the Internet.
I. INTRODUCTION
In the last decades, automatic analysis of human motion has
been an active research topic, with applications that have been
exploited in a number of different contexts, including video
surveillance, semantic annotation of videos, entertainment,
human computer interaction and home care rehabilitation,
to say a few. Differences in body proportion (size, height,
corpulence), body stiffness and training, influence the way
different people perform an action. Even one same person is
not able to perform the same action twice, exactly replicating
the same sequence of body poses in space and time. This
variability makes the task of human motion analysis very
challenging [1], [2], [3], [4].
Recent CNN architectures have demonstrated real-time
and reliable extraction of the coordinates of body joints from
RGB streams. These advances make it possible to use a
skeleton based body representation in a much broader range
of operative contexts than before, not limited by the short
operative range of RGB-D sensors, typically indoor and in
the range of a few meters.
Many real situations do exist where computing a statistical
description is of interest to characterize the execution of
a particular action by a person or group of persons. For
instance, extraction of such descriptors from physical activity
training of athletes can be used to confirm or not the effects
of some particular training exercise on the overall physical
preparation of the athlete. In a different domain, the extraction
of statistical descriptors from body motion can provide
useful data to check the effectiveness and progress of smart
rehabilitation programs. Imagine a patient that is undergoing a
rehabilitation exercise at home. A smart assistant is capable of
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recognizing the patient’s actions, analyzing the correctness of
the exercise, providing the patient with adequate feedback to
improve the execution of the exercise, and sending statistical
summaries of the rehabilitation activity to a remote server
for inspection by a human therapist.
Analysis of body motion can address several different
tasks, such as action recognition, motion prediction, and
statistical characterization of body dynamics [5]. One of the
first approaches to analyze the trajectories of tracked body
joints was presented in Matikainen et al. [6] to address the
task of action recognition. Their method used trajectories
of tracked feature points in a bag of words paradigm. More
recently, using the human skeleton as extracted from RGB-D
images, Devanne et al. [7] proposed to formulate the action
recognition task as the problem of computing a distance
between trajectories generated by the joints moving during
the action. An action is then interpreted as a normalized
and parameterized curve in RN . In the same direction, Su
et al. [8] proposed a metric that considers time-warping
on a Riemannian manifold, thus allowing the registration of
trajectories and the computation of statistics on the trajectories.
Similar ideas have been developed by Ben Amor et al. [9]
on the Kendall’s shape space with application to action
recognition using rate-invariant analysis of skeletal shape
trajectories. Anirudh et al. [10] started from the framework
of Transported Square-Root Velocity Fields (TSRVF). Based
on this framework, they proposed to learn an embedding such
that each action trajectory is mapped to a single point in a
low-dimensional Euclidean space, and the trajectories that
differ only in the temporal rate map to the same point. In [11],
[12], Vemulapalli et al. proposed a Lie group trajectory
representation of the skeletal data on a product space of
special Euclidean (SE) groups. More recently, Kacem
et al. [13] proposed a geometric approach for modeling
and classifying dynamic 2D and 3D landmark sequences
based on Gramian matrices derived from the static landmarks.
This results in an affine-invariant representation of the data.
Since Gramian matrices are positive-semidefinite, the authors
rely on the geometry of the manifold of fixed-rank positive-
semidefinite matrices, and more specifically, to the metric
investigated in [14]. All the approaches described above rely
on hand-crafted features enabling representation of the action
as a trajectory or point in some suitable manifold. Differently
from these approaches, many neural network models have
been proposed that rely on training for the extraction of
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deeply learned features [15], [16], [17], [18], [19]. Although
these approaches result in state-of-the-art performance [19]
on public action recognition benchmarks, it is not possible to
define a formal mathematical framework to compute a valid
metric on the internal, learned feature representation so as to
perform a statistical analysis of the learned actions.
In this paper, a system is presented to extract statistical
summaries to characterize the repetition of a cyclic body
action for the purpose of checking the compliance of the
observed action to a template one and highlighting the parts of
the action that are not correctly performed (if any). Compared
to previous work that focus on the task of action recognition
and classification, the proposed solution aims to define a
model for measuring the compliance of a user performed
movement to a template movement and identify those parts of
the movement that are not correctly executed. The proposed
system relies on a Riemannian metric to compute the distance
between two poses in such a way that the geometry of
the manifold where the pose descriptors lie is preserved;
a model to detect the begin and end of each cycle; a model
to temporally align the poses of different cycles so as to
accurately estimate the cross-sectional mean and variance of
poses across different cycles.
II. BODY MOTION REPRESENTATION
We assume that the observed activity corresponds to the
repetition of a cyclic action and our main goal is to extract
a statistics, primarily in terms of mean and deviation from
this mean, to describe how the action is performed across
different cycles. The availability of these statistics makes it
possible to compare the execution of a same training exercise
by two different persons, aiming to identify the presence of
parts of the exercise that are systematically performed in a
different way by the two persons.
Adopting a skeleton based representation, the motion of
a human body is represented by a sequence of body poses.
Therefore, within each cycle c the action is represented by
a trajectory Γc : [0, 1] 7→ Rn in the space of skeleton poses,
Γc(0) and Γc(1) corresponding to the poses at the beginning
and end of the cycle, respectively, n the dimensionality
of the skeleton pose representation. To model this process,
descriptors and similarity measures are defined that account
for i) how to represent a generic skeleton pose so as to
guarantee invariance to a number of transforms; ii) how to
measure the dissimilarity between two poses according to
the adopted skeleton pose representation; iii) how to measure
the dissimilarity between sequences of skeleton poses, so as
to account for the different speed of execution of the same
exercise across different cycles and across different persons.
A. Skeleton Pose Representation and Distance Measure
The most elementary representation of a body pose
corresponds to the output of the skeleton body fitting module
and is in the form of a n × d matrix Γ of coordinates of
skeleton joints (where n is the number of joints, and d is
3 if the x, y, z coordinate of each joint is considered). This
representation, that is provided by operating on RGB-D data
(like with the Microsoft Kinect) or on RGB data (e.g., the
OpenPose library [20]) may prove inadequate for the task of
comparing two poses, especially if we want this comparison
to be invariant to some major transforms such as rotation
and translation of the skeleton. In this case, it results much
more convenient to represent a body pose through the Gram
matrix of joint coordinates:
G = Γ ΓT ∈ Rn×n . (1)
In fact, there is not a one-to-one correspondence between
Gram matrices and skeleton joints matrices. Rather, any two
sets of mean centered joint configurations that are the same
up to an arbitrary rotation yield the same Gram matrix. Thus,
the Gram matrix is representative of the equivalence class
of mean centered skeleton joint matrices with respect to the
rotation transform. By adopting a metric defined in the space
of Gram matrices, it is possible to compute a rotation invariant
dissimilarity measure between two skeleton poses.
Gram matrices as expressed in (1) do not form a linear
vector space, rather they span the manifold of Positive-Semi-
Definite (PSD) matrices of rank d, the PSD cone S+(d, n). As
a consequence, using the Frobenius norm for computing the
distance between two Gram matrices may prove inadequate,
because it would not conform to the geometry of the manifold.
The Riemannian geometry of S+(d, n) was studied in [14],
[21], [22], [23], [24], [25], [26]. Accordingly, a measure of
the geodesic distance between two Gram matrices Gi and
Gj is expressed as:
δ(Gi, Gj) =
[
tr(Gi) + tr(Gj)− 2tr
((
G
1
2
i GjG
1
2
i
) 1
2
)] 1
2
.
(2)
B. Similarity between Sequences of Skeleton Poses
Since it cannot be expected that the action is performed
exactly at the same speed in different cycles the poses at the
same normalized time t for two different cycles c1 and c2 of
the same action may not correspond to each other. Thus, the
computation of the cross-sectional mean and variance of poses
at the same normalized time t, {Γ1(t),Γ2(t), . . . ,ΓC(t)}
would provide a fair statistical summary, with an artificially
inflated variance. Actually, to provide a more accurate
measure of the cross-sectional mean and variance, the different
trajectories should be first aligned, that is, registered in time.
In our approach, Dynamic Time Warping [27] is used to
compute the re-parametrization function γ : [0, 1] 7→ [0, 1]
that best aligns the poses Γi(t) and Γj(t) of two generic
cycles. Actaully, this poses some limitation being DTW not
commutative and thus not a true metric.
III. THE VIRTUAL TRAINING COACH
The formal models defined above for computing the
distance between poses and between sequences of poses
have been used to design a Virtual Training Coach applica-
tion that helps practitioners, athletes and people following
some physical rehabilitation therapy, to execute a gymnastic
exercise with better technique. In fact, many people train
themselves at home by using training coach videos on the
Internet. As in the gym, the best way to achieve results and
avoid pain is to match a good form of the exercise. However,
at home, without a trainer or an expert that monitors the
movements, it can be difficult to know if the body movement
is correct. The Virtual Training Coach aims to help users to
improve their technique by comparing their activity with the
same activity performed by a trainer so as to highlight those
parts of the exercise (if any) that are not correctly executed.
The application relies on the following main steps:
- The user performs the exercise in front of a camera. The
OpenPose library [20] is used to extract, frame-by-frame,
the coordinates of the body skeleton joints. Eventually,
the sequence of all body skeleton data is stored. The
same step is operated to process the video of the same
exercise performed by a training coach.
- The sequence of body skeleton data represents the
repetition of an elementary action several times. Thus,
it is necessary to detect this elementary action so as to
extract a statistics for each pose in it. This statistics is
expressed in terms of mean and variance.
- The statistics extracted from the elementary actions
performed by the user is compared to the statistics of
the training coach to highlight those parts of the exercise
performed by the user that are not correctly executed.
More details about these steps are provided in the following.
A. Extraction of Body Skeleton
OpenPose [20] performs pose estimation using part affinity
fields, which are vectors that encode the position and
orientation of limbs. For the experiments described in
Section IV, the BODY_25 model was used. The output
consists of lists containing the ordered x- and y-coordinates
of model keypoints for each video frame. For each (x, y)
coordinate a confidence value is also provided.
To make the skeleton representation invariant with respect
to the frame resolution, the scale of the person in the video as
well as the specific biometry of the person, the coordinates of
skeleton joints are normalized. In particular, joint coordinates
are subject to rigid translation so as to center the hip joint
to the origin of the (X,Y ) coordinate system. Afterwards,
joint coordinates are subject to uniform scaling so as to have
unitary torso length (this is the distance between the neck,
the 1-st joint, and the mid-hip, the 8-th joint).
B. Detection of Action Cycles
The proposed model targets the extraction of a statistical
summary from the observation of an activity corresponding
to the cyclic repetition, multiple times, of a base elementary
action. Hence, the sequence of skeleton poses extracted from
a video is processed in order to detect this elementary action,
whose repetition corresponds to the observed activity. For
this purpose, the sub-sequence of the first T skeleton poses is
used as template and it is compared, using a sliding window
approach, to all the sub-sequences of length T of the activity.
The following cycle profile function is computed:
CPT (t) = D
(
ST−10 , S
t+T−1
t
)
, (3)
being Sji the sequence of skeleton poses extracted from the
i-th to the j-th frames and D(·, ·) the distance function
between two skeleton sequences. In order to detect the
period P of the elementary action, local minima of the cycle
profile function are detected and clustered, by minimum
value, using a hierarchical clustering approach. The length
P of the elementary action, that is the period of the activity,
is computed based on the mean gap between consecutive
minima of the selected cluster.
C. Alignment and Statistical Summaries
In order to extract statistical summaries to characterize the
execution of the elementary action, different cycles have to
be aligned with each other. This is accomplished by using
Dynamic Time Warping to register in time the sequence of
poses of the generic i-th cycle to those of the (i+1)-th cycle,
as described in Section II-B. Eventually, each pose in the
first cycle is associated with its pose-set that groups all the
corresponding poses in the next cycles. By using DTW for
the alignment, differences in terms of speed of execution of
the elementary action across different cycles are coped with,
enabling proper computation of the cross-sectional mean and
variance of corresponding poses.
For each pose-set the mean pose and the average deviation
from this pose, using (2), are computed. Mean and deviation
extracted from the pose sets are used to compare the execution
of an exercise by a user against the execution of the same
exercise by the training coach. Again, to perform this
comparison the user pose sets to the training coach pose
set have to be aligned. This is accomplished by using DTW
to match the sequence of mean poses extracted from the user
and training coach pose sets. In this way, given a generic pose
extracted from the user activity it is possible to identify the
corresponding user pose set, its mean pose µu and average
deviation σu. Value of this deviation provides a quantitative
index of the ability of the user to replicate the same pose
in that part of the exercise, across different cycles. Given
a generic user pose set it is also possible to identify the
corresponding trainer pose set, its mean pose µt and average
deviation σt. Value of this deviation provides a quantitative
index of the ability of the trainer to replicate the same pose
in that part of the exercise, across different cycles.
To measure the accuracy of execution of the user poses
across different cycles both the distances between user vs
trainer mean poses as well as the deviations from these mean
poses can be considered. In particular, an index of precision,
inversely proportional to the average deviation, is associated
with each pose set. Given two corresponding pose sets, for the
user and the training coach, the ratio between their indexes of
precision is an indicator of the relative accuracy of execution
of the poses and can be used to highlight those parts of
the exercise the user should focus on in order to improve
the technique. For this purpose, an index of fit is computed
for each user mean pose as fi = pti/p
u
i , being p
t
i and p
u
i
the values of the index of precision for the i-th pose set of
the training coach and the user, respectively. The parts of
the exercise that are performed by the user with the same
pose:0 - fit:1.9 pose:24 - fit:4.9 pose:50 - fit:2.4 pose:72 - fit:1.4 pose:83 - fit:2.9 pose:92 - fit:2.2 pose:102 - fit:3.0
Fig. 1. Representative poses of one action performed by a training coach (top-row) and a user (bottom-row). The user poses characterized by the best and
worst index of fit are highlighted with green and red colored frames, respectively.
precision as the training coach are associated with fi values
close to 1. Differently, the higher the fi value the lower the
user precision in the execution of the i-th pose.
IV. EXPERIMENTAL RESULTS
To demonstrate the potential and effectiveness of the
proposed modeling framework, we downloaded some videos
of fitness exercises from YouTube and used these videos as
examples of exercises performed by a training coach. Then,
for each one of these videos, we asked some users to replicate
the exercise in the video.
Figure 1 shows (top-row) some representative poses of one
action performed by a training coach and the corresponding
poses (bottom-row), after alignment, of the same action
replicated by a user. The corresponding values of the indexes
of precision and the index of fit are shown in Figure 2.
Fig. 2. Indexes of precision measuring the accuracy of execution for the
trainer and the user shown in Figure 1. The index of fit is also shown.
The user poses characterized by the best and worst index
of fit are highlighted with a colored frame, green for the best
and red for the worst one. By the analysis of the index of
fit across the action, the user can identify the parts of the
exercise to focus on in order to improve the execution. For
instance, a peak of the index of fit occurs in correspondence
to the normalized time step 25. This corresponds to the pose
set with the worst index of fit: the training coach is able to
replicate quite precisely the same pose across different cycles,
whereas the user is not able to replicate these poses with
the same precision. Figure 3 also compares these poses for
the user and the training coach: The poses of the training
coach are highly similar with each other; in contrast, a higher
deviation is observed among the user poses.
Fig. 3. User (bottom-row) and trainer (top-row) poses corresponding to a
bad index of fit.
V. CONCLUSION AND FUTURE WORK
In this paper, a model is described to extract statistical
summaries for representing the accuracy of repetition of cyclic
human activities. Computation of the statistical summaries
is accomplished by modeling actions as trajectories in a
Riemannian manifold and using a measure of the geodesic
distance on this manifold to temporally align two trajectories.
The proposed modeling framework is used to design a
Virtual Training Coach application conceived to help users
to improve their technique in the execution of a physical
exercise. Future work will target a thorough experimental
evaluation of the proposed model aiming to demonstrate its
effectiveness and accuracy on a representative collection of
gym videos, investigating the possible gap of accuracy that
is observed comparing statistics extracted from 3D and 2D
skeleton data.
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