The analog front of the direct conversion transmitter suffers from the effects of various unavoidable nonlinearities, such as local oscillator (LO) leakage, power amplifier (PA) nonlinearities, and in-phase and quadrature (I/Q) branch amplitude and phase imbalance, etc. To overcome these nonlinear effects, an accurate three-input nonlinear model is proposed for joint compensation of frequency-dependent I/Q imbalance and PA nonlinear distortion in this paper. The proposed nonlinear model is an augmented version of the modulator I/Q imbalance compensation model, where the magnitudes of the input signal are included as the model input, and a three-input nonlinear compensation model with linear parameters is developed. The advantage of the proposed model is that the augmented envelope-dependent terms can produce the basis function sets for compensating the PA nonlinear distortions in the transmitter. Furthermore, the computational complexity of the proposed model is analyzed in detail for practical digital implementation. To verify the validity of the proposed model, the imperfect transmitters based on singledevice gallium nitride (GaN) PA and GaN Doherty PA, which are driven by different communication signals, are used for experimental verification and analysis. The experimental results show that the proposed model is able to give improved modeling and distortion mitigation capability than the other reported I/Q imbalance compensation methods when the effects of I/Q imbalance and nonlinear characteristics of PA are considered together.
nonlinearity mainly includes the following aspects [9] . First, the extra intermodulation distortion (IMD) products at the output of the PA will be generated by the I/Q imbalance and LO leakage, which means that the spectral regrowth of the PA output will not be fully mitigated even using the ideal digital predistorter (DPD) model. On the other hand, the linearization performance of the PA will be seriously degraded by the I/Q imbalance and LO leakage. That is to say, if the I/Q imbalance and LO leakage are not taken into account in the process of the DPD training, the resulting DPD coefficients will be biased, and thus the linearization performance of the PA will be degraded obviously. Third, the PA nonlinearity will interfere with the estimation of the I/Q imbalance and LO leakage, which makes it difficult to compensate for I/Q imbalance and LO leakage prior to PA PD estimation.
Recently, various methods have been proposed to compensate for the interplay between PA nonlinearity and I/Q imbalance. In [10] , a detailed analysis for the interplay between PA nonlinearity and IQ imbalance was proposed, where the effects of both I/Q modulator and I/Q demodulator impairments on the estimation of an adaptive DPD was analyzed in the context of a general memoryless PA. Meanwhile, some techniques were proposed to estimate these impairments individually with the help of extra RF hardware even though the effects of PA and I/Q imbalance are nonlinearly coupled. In [4] and [5] , several channel models were developed firstly to represent the effects of these impairments, and the I /Q compensators are constructed and subsequently used with the DPD, which can improve the DPD linearization performance significantly. All these methods are two-step processes, in which I/Q imbalance and LO leakage are compensated firstly, and followed by the DPD linearization. Furthermore, the joint compensation methods for amplifier nonlinearity and quadrature modulator errors are proposed in [8] and [11] , where any additional feedback loop are not required for I/Q imbalance and dc-offset compensation. However, only frequency-independent I/Q imbalance and dc-offset are considered in these approaches, which limit their applicability in future broadband wireless communication systems. In addition, a dual-input nonlinear model based on a real-valued Volterra series, which can include the nonlinear frequencydependent cross terms between the I and Q branches, has been proposed to model and compensate for nonlinear frequencydependent I/Q imbalance in RF modulators [12] . But the PA nonlinear characteristics are not included in the proposed compensator.
To resolve the aforementioned issues, the first techniques for estimating and compensating frequency-dependent PA and I/Q imbalance jointly are proposed in [13] . This method can consider all the major analog impairments of a wideband direct-conversion radio transmitter in a joint manner, and establish one-step estimation of the DPD parameters without any extra RF hardware. Based on this joint compensation technique, the conjugate polynomial based model are studied extensively for compensate the frequency-dependent I/Q imbalance impairments [14] [15] [16] [17] [18] . For example, a rational function based conjugate model for the joint alleviation of PA nonlinearity effects and I/Q imbalance has been proposed in [19] . However, these conjugate polynomial based methods have their shortcomings. First, due to the large number of coefficients generated by the conjugate terms of the polynomial, the joint compensation model bears very high complexity. Second, the derivation of conjugate terms for compensating I/Q imbalance and dc-offset in the transmitter is based that the PA DPD is a parallel Hammerstein model and the I/Q modulator predistorter is the general two-filter type model [13] . However, the assumption of the filter model for I/Q modulator is not sufficient for compensating the frequency-dependent nonlinear distortion of the transmitter because the interactive relationship between the I and Q branches are not considered, which will decrease the joint compensation performance for I/Q imbalance. Subsequently, some other published papers are also based on this conjugate treatment [20] , which compromised the compensation performance to some extent. In addition, P. Zhan declared that a new joint compensation model for memory PA and frequency-dependent nonlinear IQ impairments is proposed for the first time [15] , but this proposed model only is the simplified form of [12] and the PA nonlinear characteristics can not included indeed.
To overcome the joint compensation issues for nonlinear memory PA and frequency-dependent nonlinear IQ impairments, an accurate three-input model approach for DPD of nonlinear transmitter was proposed in this paper. Compared to the pure PA predistortion model, the nonlinear frequency-dependent cross terms between the I and Q branches as well as the magnitude of the input signal are all included as the model input. Correspondingly, the I/Q modulator subpart and PA subpart can be modeled dividually by the proposed three-input model structure. That is to say, the nonlinear I/Q imbalance of the modulator can be modeled by the nonlinear frequency-dependent I/Q cross terms of the model. Meanwhile, the increased time delay magnitude cross terms of the input signal can be used for modeling the PA nonlinear memory effects, because the dynamic AM/AM and AM/PM characteristics of the PA are determined completely by the amplitudes of the input signal. Furthermore, the proposed joint crossover model can be written in linear weighted form, and the advantage of this strategy is that the model parameters can be solved using the simple least squares (LS) solution. Experimental results show that the proposed method can achieve excellent linearization performance compared with the other traditional approaches.
This paper is organized as follows. In Section II, after a briefly review of the basic theory of the I/Q imbalance and dcoffset, the proposed three-input model for joint compensation and its structure are presented. Its computational complexity requirements are also discussed in detail. In Section III, the joint compensator based on the proposed model is given and the corresponding parameter extraction technique for the joint compensator is proposed. Then, the simulation and experimental results for the proposed joint compensator are provided in Section IV. The performance of the proposed model is evaluated by the normalize mean square error (NMSE) and adjacent channel power ratio (ACPR) metrics. The results reveal that the proposed joint compensator has achieved an improved compensation performance than the conventional conjugate polynomial based methods. Finally, Section V concludes this paper.
II. THEORETICAL DERIVATION OF THE THREE-INPUT MODEL A. FREQUENCY-DEPENDENT I/Q IMBALANCE IN THE DIRECT UP-CONVERSION ARCHITECTURE
As is well known, the important functionalities of the radio transmitter is to up-convert the low-frequency message signals to radio frequencies (RF) range. Though simple in theory, there are a number of problems and technical challenges for the the circuit implementation of direct-conversion low-IF transmitter. A simplified block diagram using quadrature or I/Q mixing transmitter is given in Fig. 1 . Generally, two local oscillator (LO) signals with exactly 90 • phase difference and equal amplitudes are required for this I/Q mixing approach. Meanwhile, two independent but identical signal paths are also required for I/Q branch balance in the transmitter circuits. However, in practice, the accurate 90 • phase shift and the equal amplitudes of the I and Q signal paths can not be ensured even using the most advanced RF integrated circuit (IC) technology for the quadrature modulator. In addition, the frequency responses of the low-pass filters (LPFs) and band-pass filters (BPFs) in the I and Q branch, and data converters ,.etc, also contribute to the effective amplitude and phase mismatches. Normally, the effective 1%-5% amplitude imbalances and 1 • -5 • phase imbalances are the typical case even with careful design [9] . As a result, these I/Q imbalances can cause interference between mirror-frequency bands and raise bit error rate (BER) for the up-converted signal waveform. Furthermore, these I/Q imbalance impairments will couple with the PA nonlinearities, which can seriously degrade the total system performance.
In the traditional wideband RF transmitter, the frequencydependent I/Q imbalances can be treated as a function of frequency response within the system operation band, which are generated by the frequency response differences between the I and Q branch filtering, data conversion and amplification stages. The I/Q imbalance model of such quadrature modulator can be given in Fig .2 . As can be seen in Fig.2 , the corresponding complex LO signals can be given as
where ω LO =2π f LO denotes the LO angular frequency, the parameters g TX and φ TX denote the I/Q mixer gain and phase mismatches. For the purpose of convenient analysis, the equivalent imbalance parameters α = g TX cos(φ TX ) and β = g TX sin(φ TX ) are defined, then the corresponding imbalance parameters can be given using the following form
and α = 1 and β = 0 or equivalently K 1,TX = 1 and K 2,TX = 0 mean a perfect matching of the analog I/Q mixer. Based on these definitions, the complex LO signals in (1) can be rewritten as
In addition, the time-domain impulse responses c TX (t) in Fig.2 denote the normal response of the transmitter I and Q branch, and the branch mismatch filter b TX (t) denotes the frequency response difference between I and Q branch on the transmitter side. Then considering the frequency response of the branch mismatch filter b TX (t), the corresponding imbalance parameters can be redefined as
where δ(t) denotes a Dirac impulse function. For the purpose of visual analysis, let z (t) = x (t) e jω IF (t) denotes the ideal intermediate frequency (IF) modulated signals instead of the ideal complex baseband equivalent signal, and with the above definitions, the overall RF I/Q imbalance signals in transmitter side can be given as
As can be seen in (1), the normal response c TX (t) do not contribute to effects for the overall RF I/Q imbalance signals, and can be deleted in (7) . Hence the final RF signal consists of the desired transmit signal with the carrier angular frequency ω LO + ω IF , plus the unwanted image signal with the carrier angular frequency ω LO -ω IF . Each signal component of (7) is weighted by the I/Q imbalance parameters K 1,TX (t) and K 2,TX (t), respectively. Then taking the Fourier transform (FT) for (7) , the following expression can be obtained
As can be seen in (8) , the distortion due to frequencydependent I/Q imbalance generated by the conjugate signal term corresponds to the mirror-frequency interference, where the signal intensity is varied with the signal frequency. Let P x denotes the power of the baseband signal x(t), then the power of the desired signal at RF output is P s = |K 1,TX (f)| 2 * P x , and the power of the image signal is P i = |K 2,TX (f)| 2 * P x . Thus, the corresponding radio mirror frequency attenuation or signal-to-image power radio (SIPR) are now the frequencydependent function, and given by
As can be seen in (9) , the SIPR parameter independent from the transmit baseband signal power P x , and is determined by the I/Q imbalance parameters only. This mirror-frequency attenuation SIPR parameter are typically in the range of 25-40 dB and vary as a function of frequency, when 1%-5% amplitude imbalances and 1 • -5 • phase imbalances are presented in practical wideband (in the order of several MHz) RF front-end circuit. Therefore, to eliminate the frequency-dependent I/Q imbalance, the employ of the frequency-dependent I/Q compensator is necessary. Furthermore, in addition to the obvious effects of the I/Q imbalance and LO leakage, the frequency-dependent I/Q imbalance output signal after the I/Q modulator will interrelate with the PA nonlinearities. To obtain the PA output signals in the presence of I/Q imbalance and LO leakage, the detailed analysis process has been carried out to obtain the effects of I/Q imbalance and LO leakage impairments on PA intermodulation products and predistorter parameter estimation [9] . The analysis results show that the PA output will contain extra intermodulation products if I/Q imbalance and LO leakage are both considered simultaneously, which will create additional in-band and adjacent channel interference and decrease the DPD performance.
B. THE THREE-INPUT JOINT COMPENSATION MODEL
To compensate for the nonlinear frequency-dependent I/Q imbalance, a dual-input nonlinear I/Q imbalance model based on Volterra modeling has been proposed in [12] , as shown in Fig.3 . As can be seen in Fig. 3 , this structure can only compensate for the impairments by the I/Q imbalance, and is used as the starting point here. In this proposed model structure, the Volterra series model is used for describe the nonlinear frequency-dependent I/Q imbalance. As is well known, the Volterra series is a very general approach to describe the nonlinear relation of a nonlinear system with memory. For baseband Volterra modeling system, attention has been paid only to the odd-order nonlinear terms in some published papers [21] [22] [23] [24] . Some very interesting results have been revealed the necessity of including evenorder nonlinear terms in I/Q modulator modeling and in enhancing the predistortion performance [25] . Therefore, the even-order nonlinear terms are also included in the presented model for both the modulator I/Q imbalance modeling and PA modeling. For the generality, the discrete time-domain finite-memory Volterra series model can be written as
where x(n) and y(n) are the respective complex baseband signals of the input and output of the PA, M is the memory depth, P is the nonlinearity order. The model in (10) can be called the classic Volterra series model, but its computational complexity is very high, which leads to exponential increase with the nonlinearity order and memory length of the model. Therefore, the classic Volterra series model should be simplified and then extended to the two-input model. On the other hand, considering the weak nonlinearity of the I/Q modulator, the cross memory terms in (10) can be dropped, and the real part and image part output of the I/Q modulator can be expressed as
where a p,m and b p,m are real number, M q is the memory depth, x(n-m) is the signal vector consisted of real part and image part of the complex input signal x(n), which is defined as
And ⊗ denote the Kronecker product, which is defined as
The multiplication expression (11) and (12) denotes p times Kronecker product of the x(n-m). As can be seen in (11) and (12), the memory polynomial (MP) type I/Q modulator model can greatly reduce the computational complexity of the classic Volterra series model. Then substituting (13) and (14) into (11) and (12) respectively, and dropping the redundant terms, (11) and (12) can be rewritten as
Then the I/Q modulator output becomes
Merging (15) and (16) into (17), the following expression can be obtained
where c p,l,m = a p,l,m + j · b p,l,m is the complex number. From (18) one can see that the I/Q modulator imbalance model can be expressed as a complex memory polynomial about I and Q parts of the input signal. Compared with the original dual-input I/Q imbalance model [12] , the improved I/Q modulator model (18) only is the product about p-power of I and Q parts of the input signal, which avoids the multi-dimensional Kronecker product of the original I/Q imbalance model, and the computational complexity can be decreased dramatically. Meanwhile, the pruning of the cross terms of the I/Q model can only give slightly decreasing of the model performance, which can be verified by the simulation results presented in the following Section. However, the improved dual-input model (18) only is the linear weighting relation with the I and Q parts of the input signal. And the important odd-order model basis set I (n)|x(n)| 2 and Q(n)|x(n)| 2 , as well as the even-order model basis set I (n)|x(n)| and Q(n)|x(n)| can not be generated directly by the linear mapping of the I and Q signals of the dual-input I/Q model. As described in [28] , these basis function sets are important for constructing the dynamic AM/AM and AM/PM characteristics of the PA.
Therefore, an additional PA nonlinear DPD branch should be added serially to the output of the improved dual-input nonlinear I/Q compensation model. However, the serial joint DPD structure is conceptually feasible but in practice problematic from the parameter estimation point of view. With the serial structure, the I/Q imbalance DPD model and PA nonlinear DPD model should be obtained step by step, which requires additional RF hardware for obtaining the I/Q modulator feedback signals. That is to say, the serial compensation methods are two-step processes, in which I/Q imbalance and LO leakage are compensated firstly, and followed by the DPD linearization. In [13] , the serial joint compensation model has been modified to parallel structure, which enable one-step estimation of all DPD parameters using linear LS solution and without any extra hardware. Based on the idea of parallel implementation for joint compensator, an additional branch is needed to add in Fig. 3 for compensating the PA nonlinearities. In this additional branch, the magnitude of the PA input signal is added as the model input, because the nonlinear characteristics of PA is mainly manifested as AM/AM and AM/PM distortion.
To illustrate the principle of the three-input joint model more clearly, a block diagram is shown in Fig. 4 . As can be seen in Fig.4 , the pth power of the input signal magnitude is used to do the Kronecker product with the signal vector x (n − m), which can represent the real part and image part nonlinear characteristics of the PA subpart. Correspondingly, after dropping the cross memory terms in (10) , the real part and image part output of the PA model can be expressed as
where γ p,m and ς p,m are real number, K is the nonlinearity order, M n is the memory depth, x M (n-m) denotes the magnitude of the input signal. Then the entire PA model output becomes
Merging (19) and (20) into (21), the following expression can be obtained
where υ p,m = γ p,m +j·ς p,m is the complex number. From (22) one can see that the PA part nonlinear model can be expressed as a complex polynomial about magnitude, real and image parts of the input signal.
Finally, the proposed three-input model can be written as follows
This model, which is based on memory polynomial type, can be used to jointly model the frequency-dependent nonlinear I/Q imbalance and PA nonlinear characteristics. Compared with the conjugate polynomial based joint model [13] , the proposed three-input model can provide a simple and straightforward solution for transmitter joint compensation. Firstly, the product about p-power of I and Q parts of the input signals in the improved I/Q modulator submodel can provide the direct frequency-dependent cross-coupled gain and phase adjustment, which can give the improved model performance and explicit physical meanings than the general two-filter model presumed in the conjugate polynomial based joint model. Secondly, the augmented model basis sets generated by the magnitude of the PA input signals can be used for representing the dynamic AM/AM and AM/PM characteristics of the PA subpart, and thus the total nonlinear characteristics of the transmitter can be mimicked accurately by the proposed three-input model. Therefore, the improved model performance can be explained by using this analysis. Meanwhile, the parallel model structure can have different nonlinear polynomial orders P and K, as well as different memory depth M q and M n for the I/Q modulator subpart and PA subpart, which can be selected according to the different nonlinear characteristics of the I/Q modulator and PA. In addition, the most important feature of the proposed three-input model is that it has the linear weighting relationship, where the model parameters can be extracted by one-step approach.
C. COMPLEXITY ANALYSIS OF THE PROPOSED MODEL
In this section, the computational complexity of the proposed joint compensation model is analyzed. In some reported literatures, the computational complexity of behavioral model can be measured by different measuring factors. In the area of behavioral modeling and DPD of PA, the number of parameters and floating point operations (FLOPs) are commonly used to compare the model complexity [26] . Though these quantification factors may not be an appropriate measure for neural network type or other nonlinear mapping type model as the main source of computational complexity comes from the real sample operations. However, for the linear weighted type Volterra-based model, these quantification factors are enough sufficient for measuring the computational complexity.
As can be seen in (18) , the number of coefficients in this model is [ P p=1 (p + 1)](M q + 1), and the number of coefficients in model (22) is 2 · K · (M n + 1), then the total number of coefficients for the proposed three-input model can be written as
Meanwhile, the coefficients in model (23) are all complex number, and for the complex filtering multiplication, each coefficients requires six FLOPs for the complex multiplication, and two FLOPs for the complex summation. Then the total number of FLOPs for the filtering multiplication can be given as
It is obvious from (24) and (25) 
III. I/Q IMBALANCE AND PA NONLINEARITY JOINT COMPENSATION
The proposed I/Q transmitter structure including the joint DPD compensator for PA and I/Q modulator impairments is given in Fig. 5 . As can be seen in Fig. 5 . an indirect learning architecture is employed to identify the predistortion function [23] . In the indirect learning approach, the postinverse model of the transmitter is firstly estimated using input and output baseband data of the transmitter. Once the parameters defining the postdistortion function are estimated, they are copied to the identical model that can be used as the predistorter for jointly compensating the I/Q imbalance and the PA nonlinearities. The main advantage of this identification approach consists of the fact that the indirect learning architecture can estimate the predistorter coefficients directly without the need for PA model assumptions. In the indirect learning approach, the algorithm uses two identical models for the predistorter and training module, respectively. Once the DPD model training is completed, the error signal e(n) between the predistorter output and the training module output will approaches zero, then the overall output of the transmitter system will approach the G times of the system input x(n), i.e., the linear amplification relationship of overall transmitter is satisfied.
As shown in Fig. 5, u(n) andũ(n) denote the predistorter and postdistorter output signals, respectively. With the indirect learning architecture, the model error between the predistorter and postdistorter output can be written as
Meanwhile, the proposed three-input model (23) is linear in terms of model parameters θ (n), and θ (n) = [C Q (n), γ M (n)] can be estimated by the least squares (LS) estimation method directly, where C Q (n) and γ M (n) are the model parameter vectors defined in (18) and (22), respectively. Assuming the postdistorter input signal denoted byz(n), then postdistorter output signal can be written in vector-matrix form as
Connecting a block of N samples of the observed signalũ(n), then Z Q (n) represents the output signal matrix of the I/Q modulator branch, and Z M (n) represents the output signal matrix of the PA branch. Then for i = 0, . . . , n, Z Q (n)
..,z M (1)] T is the n×2K (M n +1) input data matrix. Then combining the I/Q modulator branch and the PA branch polynomial basis matrices into a single block matrix, which can be written as
Here, the single [ P p=1 (p + 1)](M q + 1) + 2K (M n + 1) × 1 parameter vector θ (n) is formed by collecting all of the model coefficients. Each component of the coefficient vector θ (n) is associated with the given signal terms z(n) appearing in the model (28) for time samples n. Then the complete postdistorter output vector can be written as u (n) = Z(n)θ(n)
By minimizing the following cost function u (n) −ũ (n) 2 , and the reference signal vector can be denoted by u(n). Then the LS estimation problem can be constructed, and the LS solution can be given as
Once these model coefficients are estimated, they can be applied to the DPD block for the joint compensation of the I/Q modulator and PA linearization. In addition, the measurement noise in the feedback loop maybe slightly affects the solution in the indirect learning architecture. To overcome the solution deviation problem induced by the equivalent inverse system identification, the adaptive parameter extraction or multiple iterations can be used in the model training process.
IV. SIMULATION AND EXPERIMENTAL RESULTS
In order to verify the compensation performance of the proposed three-input model, two different transmitters excited by two different communication signals are used for model verification. In these tests, the multiple quadrature amplitude modulation (MQAM) and long term evolution (LTE) signals are used as the excitation of the transmitters for the model identification and system compensation. To finish the system test, the experiment platform can be constituted by the host computer, the vector signal generator (VCG), the vector signal analyzer (VSA) and the RF PAs. The input MQAM and LTE communication signals can be designed in ADS2015 and downloaded into the VSG through the LAN bus. Then for the different RF PAs, the input communication signals are firstly modulated to the RF frequency through the VSG, where the different I/Q imbalance value can be set in the VSG to mimic the real modulator. Subsequently, the output signals of the VSG with I/Q imbalance are exported to the preamplifie, which can drive the communication signals to the given power level for final stage PA. On the feedback receiving channel, the output signals of the PA are firstly attenuated and fed into the VSA. The VSA can down-convert the received RF signals to baseband signals for further processing. Meanwhile, the down-converted signals are analyzed in the signal processing software of the VSA and copied to the Matlab software. The Matlab software is used to construct the three-input behavioral model and evaluate its performance, as well as identify the joint compensation predistortion function and synthesize the predistorted signals for the transmitter.
A. SINGLE-DEVICE (GAN) CLASS-F PA WITH MQAM SIGNALS
In this section, a wideband high-efficiency GaN PA over 2.5-2.8 GHz with CGHV27100F transistor from Cree is designed for verifying the performance of the proposed three-input model. The Class-F PA with average output power 43 dBm is worked at 2.6 GHz, and biased with VGS = −2.6 V. The input test signals are the high-order spectrally-efficient 16 quadrature amplitude modulation (16QAM) signals, which are adopted widely in Digital Video Broadcasting for Satellite Second Generation (DVB-S2) standard. The input 16QAM signal can be synthesized in ADS2015 using the complex modulation module. This signal with 50 MHz bandwidth is sampled at 400 MHz and the sample size N=20000. The measurement system is set up for evaluating the performance of the proposed approach.
In order to evaluate the compensation performance with the proposed technique, two cases are explored for system modeling and joint compensation using only the captured input/output data of the transmitter. The two cases of transmitter imbalance and the conditions undertaken for joint compensation can be summarized as follows.
Case I) Only the nonlinear distortion of the PA is existed in the transmission chain, where the PA nonlinearity possesses 2 dB gain compression.
Case II) Both the I/Q imbalance and PA nonlinear distortions are presented in the transmitter. In this case, the PA nonlinearity is same with Case I, and the amplitude imbalance is 2 dB, as well as the I /Q phase imbalance is 3 o .
To assess the model performance, the normalized mean square error (NMSE) and adjacent channel error power radio (ACEPR) are used to validate the in-band and out-ofband modeling accuracy, respectively, and the lower values of these metrics show better agreement between the model and experimental measurement results. In the modeling process, about 10000 sample data captured in the experiment setup is used for extracting the parameters of the three-input model. And another 10000 sample data captured at another period of time is used for the model performance validation.
Meanwhile, the popular approaches for the joint compensation of I/Q imbalance and PA nonlinearity are used for the model performance comparison. These approaches used for comparison are: 1) The parallel Hammerstein (PH) model [13] ; 2) The rational function based model [19] ;
3) The conjugate GMP model. The GMP model structure can be constructed with the different P,M,G parameters proposed in [27] ; 4) The improved dual-input nonlinear I/Q model proposed in (18) . These established modes used for the comparison can be set to different memory depths and nonlinear orders. To illustrate the slight effects of the cross terms of the I/Q model on the model performance, the improved dualinput I/Q model (18) can also be set up by adding the cross memory terms. Under the cross memory terms conditions, the memory depth for the I and Q branch can be set by using the different value, which are set to 3. And the memory depth for the dual-input I/Q model (18) without cross memory terms is also set to 3. The established PH model used for the comparison has the same ninth-order nonlinearity for the nonconjugate and conjugate terms, as well as three delay taps for the filter branch. For the nonconjugate and conjugate signals of the rational function based model, the same ninth-order nonlinearity is set for the forward and feedback branch, and the memory depth of the forward branch is set to 3. The nonconjugate and conjugate GMP model used for the comparison can be constructed using the different P,M,G parameters [27] , which are set to P=9, M=3, and G=3, respectively. The model dimension of the proposed three-input model can be chosen according to the different P, M q , K, M n parameters, which are given in Table 1 . As a sub-model of the three-input model, the parameters of the dual-input I/Q model can be set only by the P, M q , parameters, which are also given in Table 1 . The comparison results are shown in Table 1 for the two transmitter cases. As can be seen in the Table 1 , the worst −44.05 dB NMSE value for case I is obtained by the dual-input I/Q model without cross terms. Even the cross memory terms are included in the dual-input I/Q model, the NMSE value for case I only achieve slightly increasing and −44.58 dB of NMSE is obtained in this condition, this is because the additional cross memory terms of the dual-input I/Q model have less influence on the I/Q modulator with weak nonlinearity. And the NMSE results of the other models for case I are very similar, where both of these NMSE results are approximately -49dB. Compared with other models, the GMP model has a slight improvement effect and can provide more accurate prediction. The best NMSE value can be obtained using the conjugate GMP model, where the NMSE is approximately −50.38dB. However, the model accuracy is very different when the I/Q imbalance is considered in case II. Compared with the other popular joint compensation model, the proposed three-input model has a larger improvement effect and can provide more accurate prediction for case II. The best NMSE value can be obtained when the different nonlinear order P=7 and K=9 are set, as well as the memory depth of the two branch equals to 3, where the NMSE value is approximately -48.01 dB. The accuracy of the proposed three-input model can be validated by clearly improving the NMSE value over 5 dB than the other popular joint model approach. Meanwhile, the improved dual-input IQ model with and without cross terms can achieve the similar model performance compared with the conjugate polynomial based joint model, this is because the I/Q imbalance plays a important role in the transmitter nonlinear characteristics.
With the sampled input and output I/Q samples, Fig. 6 shows the power spectrum density (PSD) of the measurement outputs, the three-input model prediction outputs and error signals between the two outputs for the 16QAM signals. It can be seen that the proposed three-input model can predict the measured output signals extremely well, even when the I/Q imbalance and PA nonlinearity are considered simultaneously.
To compensate the I/Q imbalance and PA nonlinearity jointly, the proposed three-input model structure can also be utilized as a digital predistorter. In this scheme, the indirect learning architecture proposed in Fig. 5 is employed to identify the predistortion model [23] . For comparison, the popular PH model and the conjugate GMP model are also implemented for DPD application. The popular PH model and the conjugate GMP model used for DPD performance comparison have the same model structure with Table 1 . And the three-input model presented in Table 1 is used for the DPD performance comparison. The measured PSD at the output of the PA after employing the different DPD models is given for compensation performance comparison. Fig.7 shows the output power spectrum of a linearized transmitter with PA nonlinearity and I/Q imbalance obtained using the different DPD model. Meanwhile, the original power spectrum of PA input and output signals are also given in Fig. 7 for comparison. As can be seen in Fig.7 , the nonlinear distortion at the output of the transmitter can be suppressed variously using these different joint compensation models. And the proposed 3-input DPD model can achieve best compensation performance than other DPD models. Fig. 8 shows the different constellation diagrams of 16QAM modulation signals with and without the joint compensation. As indicated in the Figure, the 16QAM constellation diagrams of Fig. 8(b) with PA nonlinearity and I/Q imbalance is worsened further than the constellation diagrams of Fig. 8(a) only with PA nonlinearity. When the proposed 3-input DPD model is used, the distortions in the 16QAM constellation seen in the distorted transmitter output can be significantly compensated, and the constellation diagrams using the proposed DPD model are clear enough for digital demodulation.
Meanwhile, the ACPR of the linearized transmitter outputs using different DPD models at the adjacent channel intervals was given in Table 2 for quantitative comparison. The channel intervals are spaced 75 MHz apart from the corresponding channel signals. As can be seen from Table 2 , the proposed 3-input model predistorter can suppress 23.32 dB (26.90 dB) ACPR at -75 MHz (+ 75 MHz) for the 16QAM signals, which have obvious improvement than other popular joint model DPD. From these results, one can be seen that the better ACPR performance can be obtained when the proposed 3-input joint DPD model is used.
B. GaN DOHERTY PA WITH TWO-CARRIER LTE SIGNALS
In this experimental setup, the transmitter with GaN-based wideband Doherty PA (DPA) working at 2.1 GHz with average output power 37 dBm was used to verify the proposed three-input model. Generally, the AM/AM and AM/PM characteristics of the DPA will take on ''S'' curve shape because of the internal interactions between multiple active devices in The different AM/AM and AM/PM characteristics of the transmitter for different cases are given in Fig. 9 , respectively. As can be seen in Figure 9 , the effects of I/Q imbalance and dc-offset will obviously spread the nonlinear AM/AM and AM/PM characteristics of the transmitter, which will increase the compensation difficulty of the traditional DPD model. After finishing the test bench and signal time synchronization, 10000 samples are used for model parameter extraction, and the other 10000 samples in the rest of the data are used for model validation.
Firstly, the prediction performance of the proposed 3-input model using the test data set is verified. A part of the timedomain baseband data for Case III are modeled and the corresponding PSD are plotted. Then the comparison between the measured spectrum and that obtained using the 3-input model for Case III is given in Fig.10 . As can be seen in Fig.10 , the good matching is obtained both in the in-band channel and in the alternate channel. It demonstrates that the proposed 3-input model can predict the measured data extremely well, even that the more complicated nonlinear characteristics of Meanwhile, the popular joint compensation models proposed in last Section are also used for model performance comparison. These proposed models have the same model structure with Table 1 . The results of the NMSE metrics and the model parameters for these different models are given in Table 3 . According to the results calculated in Table 3 , the proposed three-input model can provide best model performance for Case II and Case III. For example, the best NMSE value in Case III can be obtained by the proposed three-input model when the nonlinear order P=7 and K=9 are set, as well as the memory depth of the two branch equals to 3, and the corresponding NMSE value is approximately −32.17 dB, which have about 4 dB improvement than the popular joint model approach. On the other hand, the best model performance for Case I is obtained by the CGMP model, where maybe the cross terms are included in the model structure.
The NMSE values of GMP and CGMP model for Case I are similar when the memory depth M equals to 3 and the nonlinear order P equals to 9, which is approximately −38dB. Similarly, the dual-input I/Q model with the additional cross memory terms can also give slightly model performance improvement than the dual-input I/Q model without cross memory terms for Case I, II and III, which demonstrates clearly that the memory polynomial type is enough for modeling the I/Q imbalance subpart of the transmitter.
Furthermore, the proposed three-input model along with PH and CGMP model structure were implemented as a DPD for the joint compensation of the DPA transmitter. When the LO leakage is also included in the transmitter, the proposed three-input model should be appended with a vector of all 1's FIGURE 11. Measured PSD comparison of the two-carrier LTE signals for transmitter Case III using the different DPD models. to account for the dc-offset compensator. Then the input date matrix of (28) can be rewritten as
The corresponding parameter vector can be rewritten as θ (n) = [C Q (n), γ M (n), µ], which can be estimated by the same LS solution. To compare the joint compensation ability of the different model, the hardware measurements were performed to compare the linearization capability for Case III. The linearized PSD at the output of the DPA transmitter after employing the different model DPDs are given in Fig. 11 for the performance comparison. As can be seen in Fig. 11 , the nonlinear distortions at the output of the DPA transmitter can be suppressed in various degree by these different joint DPD models. And the proposed three-input model has achieved the best compensation performance than other popular DPD models. Meanwhile, the dynamic AM/AM and AM/PM curves of the DPA transmitter before and after pre-distortion using the proposed three-input model are shown in Fig.12 , respectively. It can be clearly seen from the figure that the more spreading dynamic curves of the transmitter are close to the clear straight lines after the pre-distortion, which indicates that the nonlinear distortion and imperfect effects of the DPA transmitter have been successfully compensated by using the proposed threeinput model method.
Furthermore, to compare the linearization performance of these different DPD models quantitatively, a summary of the calculated ACPR value at the output of the linearized transmitter for Case III using these different DPD models is given in Table 4 . The comparison results show that the proposed three-input model can achieve the best ACPR performance. It is also shown from the Table that the three-input DPD model can suppress about 21.7 dB for the −30MHz lower ACPR and about 18 dB for the +30MHz higher ACPR. It demonstrates that the proposed joint compensation method can achieve the improving linearization performance than other popular joint compensation model, which is very effective for compensating nonlinear transmitter with I/Q imbalance and dc-offset.
V. CONCLUSION
In this paper, an accurate three-input behavioral model based on the real value Volterra series theory is proposed for the joint compensation of RF transmitter with imperfect effects. In the proposed three-input model, the nonlinear frequency-dependent cross terms between the I and Q branches as well as the magnitude of the input signal are all included as the model input. Therefore, the proposed model is linear in parameters and allowing easy estimation of DPD parameters using simple LS solution. Furthermore, the computational complexity of the proposed models is analyzed in detail for practical digital implementation. To verify the accuracy of the proposed model, the imperfect transmitter based on single-device GaN PA and multi-device GaN Doherty PA are provided, and a comparative comparison of the proposed three-input model and other popular models was carried out for the linearization of the two type transmitters. The experimental results reveal that the proposed three-input joint compensation model can provide very efficient and extremely accurate linearization performance for the direct conversion transmitter in the presence of extreme I/Q imbalance and LO leakage, as well as PA nonlinearities.
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