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ABSTRAKT 
Tato práce řeší návrh, realizaci a testování systému pro rozpoznávání obličeje ve video 
sekvencích pořízených z kamerových systémů. Po studiu metod pro rozpoznávání 
obličeje bylo navrženo využití Local Binary Pattern Histograms (LBPH) příznaků 
a video klasifikátoru Nearest Neighbor (NN). Byla zkoumána diskriminační síla LBPH 
příznaků a na základě Fisherova diskriminačního poměru a vzájemné korelace byly 
hledány informativní příznaky. Tvorba vzorů byla realizována metodou těžiště clusteru, 
která měla z několika navržených metod nejlepší vliv na rozpoznávací schopnost 
algoritmu. Za účelem testování byl vytvořen softwarový nástroj, který obsahuje všechny 
dílčí algoritmy a umožňuje efektivní provádění testů celého systému. Pro trénování 
a testování systému byla sestavena video databáze, IFaViD na které byly vlastnosti 
systému ověřeny. 
KLÍČOVÁ SLOVA 
rozpoznávání obličeje, video sekvence, reálné podmínky, scénář, video databáze, 
váhování příznaků 
ABSTRACT 
This thesis deals with design, implementation and testing of face recognition system 
processing video sequences captured by CCTV systems. The use of Local Binary 
Pattern Histograms (LPBH) and Nearest Neighbor (NN) classifier was suggested 
according to the survey of face recognition methods. Discrimination power of LBPH 
features was examined and individual informative features were searched based on 
Fisher discrimination ratio and mutual correlation. Cluster’s centorid method was 
utilized for pattern creation because of its best effect on system’s face recognition 
capability comparing several proposed methods. Software tool for effective face 
recognition system algorithms performance testing was developed. Video database 
IFaViD was assembled for training and performance testing of implemented face 
recognition system.  
KEYWORDS 
face recognition, video sequences, real conditions, scenario, video database, feature 
weighting 
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ÚVOD 
Identifikace osob podle biometrických rysů je v současnosti intenzivně se 
rozvíjející obor. Biometrická data mohou charakterizovat různé části lidského těla, 
například dlaň, prst, obličej nebo oko. Biometrická data jsou pořizována a zpracovávána 
biometrickými systémy. V současné době jsou nejrozšířenější kontaktní metody 
identifikace například otisk prstu nebo geometrie ruky. V praxi se však začínají 
uplatňovat bezkontaktní identifikační systémy, mezi které patří systémy zpracovávající 
obraz lidského obličeje z video sekvencí získaných z dohledových kamerových 
systémů. Výhodou takových systémů je, že pořízení snímku obličeje nemusí být 
podmíněno přímou spoluprácí snímané osoby se systémem a nevyžaduje přímý kontakt 
osoby se zařízením. Tato skutečnost nabízí široké využití systému v rozmanitých 
aplikacích, zároveň ale klade velké nároky jak na snímací ˗ kamerový systém a scénu, 
tak i na následné zpracování obrazu. Obličeje lidí pohybujících se ve snímané scéně 
jsou ovlivněny jejich emočním stavem, různé aktivity při snímání se projevují různou 
polohou hlavy vůči snímací kameře, což negativně ovlivňuje možnosti využití obličeje 
pro identifikaci. Z těchto i dalších důvodů je vývoj biometrického systému 
rozpoznávajícího lidský obličej ve video sekvencích pořízených v dohledových 
kamerových systémech stále nedořešenou úlohou.  
Tato práce se zabývá návrhem, realizací a testováním systému pro rozpoznávání 
obličeje ve video sekvencích. Navrhovaný systém rozpoznávající obličeje je určen pro 
použití v systémech pro kontrolu vstupů (Access Control Systems - ACS) do objektů 
kritické infrastruktury a v dohledových kamerových systémech pro sledování pohybu 
osob. Video sekvence jsou snímány běžnými prostředky, které jsou v současnosti v 
kamerových systémech používány. Při snímání video sekvencí se nepředpokládá aktivní 
spolupráce osob ve scénách, které jsou snímány v přirozeném prostředí v rámci 
vymezených provozních podmínek. 
Systém pro rozpoznávání osob podle obličeje sestává z mnoha dílčích částí, které 
musí být vyřešeny, aby bylo dosaženo uspokojivých výsledků. Systém musí zajistit 
pořizování video sekvencí z kamer, jejich předzpracování, detekci obličeje a jeho 
zarovnání, výpočet příznaků, jejich klasifikaci a tvorbu vzorů. Návrh, realizace a 
testování takového systému je velmi komplexní úlohou. Tato práce je zaměřena na 
problematiku vlastního rozpoznání obličeje a tvorbu vzorů, proto bude těmto tématům 
věnována hlavní pozornost. 
V první kapitole práce je popsán obecný postup při rozpoznávání obličeje a dále 
jsou shrnuty používané metody pro rozpoznávání obličeje. Jsou stručně popsány 
dosažené výsledky jednotlivých metod a také jejich klady a nedostatky. 
Druhá kapitola specifikuje funkční požadavky na navrhovaný systém pro 
rozpoznávání obličejů. Požadavky vyplývají z analýzy potřeb systému a zohledňují 
současné možnosti metod rozpoznávajících obličeje. V kapitole jsou vymezeny 
provozní podmínky systému. Mezi základní provozní podmínky patří požadavky na 
vlastnosti kamerového systému, podmínky, za kterých jsou scény snímány, aktivity a 
chování lidí ve snímaných scénách a další. Vymezení provozních podmínek umožní 
realizaci systému s požadovanými identifikačními schopnostmi, které jsou za obecných 
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podmínek těžko dosažitelné. 
Třetí kapitola se zabývá tvorbou video databáze IFaViD, která byla sestavena za 
účelem trénování a testování algoritmů systému. Dostupné databáze video sekvencí 
s obličeji osob nejsou dostatečně komplexní na to, aby bylo možné vyvinout a testovat 
algoritmy systému, které by vyhovovaly zamýšlené aplikaci. Z toho důvodu byla nová 
video databáze IFaViD vytvořena. V kapitole je dále popsán návrh a realizace 
pracoviště pro snímání video sekvencí, způsob zpracování video sekvencí a také jsou 
popsány databáze snímků pro vývoj a testování dílčích algoritmů.  
Čtvrtá kapitola popisuje vlastní návrh a implementaci modulů systému pro 
rozpoznávání obličejů. V kapitole jsou popsány základní algoritmy systému. Byly 
zkoumány vlastnosti LBPH (Local Binary Pattern Histograms) příznaků, v kapitole jsou 
uvedeny výsledky analýzy diskriminační síly příznaků. Je popsán algoritmus pro výběr 
informativních příznaků podle Fisherova diskriminačního poměru a vzájemné korelace 
příznaků. Pozornost je věnována způsobu tvorby vzorů obličejů, bylo implementováno 
několik algoritmů a ty byly porovnány z hlediska vlivu na správnost identifikace. 
Detailněji je popsána implementace video klasifikátoru NN (Nearest Neighbor). 
Pátá kapitola se zabývá vyhodnocením vlastností realizovaného systému. Stručně 
je popsána testovací metodika, jsou popsány metriky, podle kterých budou vlastnosti 
systému hodnoceny. Dále je popsán navržený a implementovaný softwarový nástroj, 
který umožňuje provádění vyhodnocení vlastností systému s rozsáhlými databázemi 
snímků a video sekvencí. V kapitole jsou uvedeny výsledky navrženého a 
implementovaného systému, které jsou porovnány s výsledky dosaženými na jiných 
pracovištích. 
Tato práce je zpracovávána jako dílčí část řešení vědecko-výzkumného úkolu 
EBIS, spol. s r.o. podporovaného MPO, program TIP ev. č. FR-TI3/170. 
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1 PŘEHLED POUŽÍVANÝCH METOD 
ROZPOZNÁVÁNÍ OBLIČEJE 
1.1 Obecný princip rozpoznávání obličeje 
Rozpoznávání neboli identifikace je úloha, při níž je osobě přiřazen jednoznačný 
identifikátor, například jméno. Člověk je schopný vizuálně rozpoznat osobu v mnoha 
pozicích, z dálky podle tvaru těla a hrubých struktur, zblízka podle obličeje nebo jiných 
rysů. Pro strojové vidění se zatím jeví jako nejvhodnější rozpoznávat osoby podle 
obličeje. Při strojovém rozpoznávání obličeje z obrazu je potřeba provést mnoho úkonů 
před vlastním rozpoznáváním, které člověk provádí zcela automaticky a ani si je 
neuvědomuje, například předzpracování obrazu, detekci obličeje aj. Tyto a mnohé další 
dílčí úkoly musí být vyřešeny, aby rozpoznání obličeje z obrazu bylo úspěšné.  
Celý proces rozpoznávání obličeje je obecně blokově popsán na Obr. 1.1 a sestává 
ze dvou fází: 
 Trénování algoritmu; stejně jako se člověk seznámí s jiným člověkem, tak se 
stroj musí „natrénovat“ pro danou osobu (viz trénování algoritmu na Obr. 
1.1). Až po natrénování algoritmu je možné danou osobu rozpoznat. 
Trénování algoritmu je proces, při kterém jsou systému předloženy snímky 
obličejů osob, které mají být rozpoznány. Snímky obličejů jsou popsány 
příznaky, které obličej charakterizují. Příznaky jsou dále zpracovány a každá 
osoba je reprezentována vzorem. 
 Rozpoznávání obličeje; řetězec úkonů při rozpoznávání obličeje sestává z 
předzpracování obrazu, detekce obličeje a jeho zarovnání a extrakci 
příznaků1, které popisují obličej. Příznaky jsou následně klasifikovány, tzn., 
jsou porovnány příznaky zatím neidentifikovaného obličeje se vzory 
vytvořenými při trénování. Na základě míry podobnosti mezi vzory a 
příznaky obličeje neznámé osoby je rozhodnuto o identitě osoby.  
Tato práce je zaměřena pouze na několik částí výše popsané rozsáhlé problematiky, 
hlavní řešené části, dle Obr. 1.1, jsou: 
 výběr vhodných příznaků, 
 zpracování příznaků (váhování), 
 klasifikace (klasifikace snímků a video sekvencí), 
 způsob tvorby vzorů obličejů.  
Ostatní části systému pro rozpoznávání obličeje jsou také součástí této práce, ale 
jsou řešeny pouze v omezené míře nezbytné pro realizaci úplného systému.  
                                                 
1
 Používá se také termín markanty nebo deskriptory. 
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Obr. 1.1 Blokové schéma rozpoznávání obličeje. 
V této kapitole budou popsány metody pro rozpoznávání obličeje. Některé metody 
řeší pouze vlastní rozpoznávání obličeje, to znamená, že vstupem do rozpoznávacího 
algoritmu jsou například již detekované, případně i zarovnané obličeje. Značná část 
publikovaných prací byla testována na databázi FERET [12], jejíž snímky jsou 
zachyceny za umělých - kontrolovaných podmínek. Problémy spojené s rozpoznáváním 
obličejů v nekontrolovaných podmínkách jsou v dostupné literatuře popsány zřídka, 
proto je tato práce, která tuto úlohu řeší specifická a zahrnuje řadu v praxi nedořešených 
úkolů. 
Dále jsou popsány metody pro rozpoznávání obličeje. U jednotlivých metod jsou 
popsány jejich vlastnosti, přednosti a nevýhody. 
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1.2 Metoda Eigenfaces  
Metodu Eigenfaces prezentovali Turk a Pentland [10] v roce 1991, následně byla 
prezentována řada metod s podobným přístupem. Metoda Eigenfaces využívá pro 
nalezení vhodného projekčního prostoru PCA (Principal Component Analysis); 
příznaky jsou klasifikovány klasifikátorem NN (Nearest Neighbor). 
Metoda sestává ze dvou fází. Ve fázi trénování je nalezen vhodný projekční 
příznakový prostor a jsou vytvořeny vzory. Ve fázi vlastního rozpoznávání je provedena 
projekce snímku do tohoto prostoru a jeho klasifikace. 
Doporučená trénovací množina by měla obsahovat přibližně čtyři snímky každé 
osoby s různými výrazy obličeje [10]. Celková velikost trénovací množiny by měla být 
tedy:  
 4N p  , 
(1.1) 
kde p je počet osob v databázi a N je celkový počet obrazů databáze. Každý obraz je v 
procesu trénování i v procesu rozpoznávání předzpracován. Předzpracování spočívá v 
eliminaci pozadí a odečtení střední hodnoty jasu z obrazu (vyplývá z principu PCA).  
Metoda Eigenfaces využívá PCA, jejímž vstupem jsou obrazy trénovací množiny. 
Výstupem PCA je N ortogonálních komponent, které jsou nazývány Eigenface a N 
vlastních čísel. Tyto komponenty jsou bázovými vektory projekčního prostoru [2], [10]. 
Komponenty vyjadřují rozdíly od průměrného obrazu z trénovací množiny. Každé 
komponentě odpovídá vlastní číslo, které je úměrné varianci ve směru dané 
komponenty. 
Každý snímek obličeje z trénovací množiny může být vyjádřen jako lineární 
kombinace N komponent. Klíčovou myšlenkou tohoto přístupu je výběr jen relativně 
malého množství M nejvýznamnějších komponent, které vyjadřují nejvýraznější rozdíly 
mezi obličeji. Vybraný počet nejvýznamnějších komponent určuje výsledný projekční 
prostor.  
Každý obraz trénovací množiny je promítnut do projekčního prostoru podle 
rovnice:  
 
k kw u I  , 
(1.2) 
kde I popisuje obraz obličeje, uk je komponenta, wk jeden projekční koeficient ve 
směru komponenty uk, přičemž (1... )k M . Projekcí obrazu do všech M komponent je 
získán vektor projekčních koeficientů - příznaků Ω = [w1,w2,…wM]. Pro všechny obrazy 
z trénovací množiny jsou vypočteny vektory příznaků - vzory osob, se kterými jsou ve 
fázi rozpoznávání porovnávány neznámé obličeje. Vytvořením vzorů je trénovací fáze 
ukončena. 
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Obr. 1.2 Eigenfaces - komponenty určující projekční prostor. Převzato z [10]. 
Rozpoznávání spočívá ve výpočtu příznaků (projekčních koeficientů) a klasifikace. 
Pro klasifikaci je použit algoritmus NN. Podstata algoritmu NN spočívá ve výpočtu 
euklidovské vzdálenosti mezi novým, příznaky popsaným obrazem a vzory. Pokud je 
vzdálenost obrazu od nějakého vzoru menší než definovaný práh, je vstupní obraz 
klasifikován do třídy, kterou vzor reprezentuje.  
Zhodnocení metody Eigenfaces 
Metoda byla testována pouze na databázi 16-ti obrazů [10]. Takové testování má 
malou vypovídající hodnotu. Závěry testování ukazují, že největší vliv na správnou 
identifikaci má rozměr obličeje ve vstupním obraze. Není-li správně odhadnuta velikost 
obličeje, algoritmus vykazuje velmi špatné výsledky. 
Metoda Eigenfaces již není z perspektivy dnešní doby aktuální. Nicméně její 
přístup založený na využití PCA k redukci dimenze příznakového prostoru je stále 
používán v dalších metodách pro rozpoznávání obličeje. Nevýhodami metody 
Eigenfaces jsou přílišná citlivost na špatné zarovnání obličeje v obraze a velká citlivost 
na polohu hlavy. Dalším problémem je, že přidání další osoby, která má být 
rozpoznána, vyžaduje přepočet projekčního prostoru.  
1.3 Metoda pro rozpoznávání obličeje pomocí ICA 
V roce 2002 byla prezentována metoda využívající projekci obrazů do prostoru 
nezávislých komponent [8]. Využití prostoru, který je určen nezávislými 
komponentami, je motivováno Barlowovým teorémem (Barlow's theorem). Tento 
teorém říká, že vnímání (zvuku i obrazu) je založeno na takové reprezentaci vjemu, kdy 
je vjem rozložen do nezávislých komponent, a jsou zpracovávány jen rozkladové 
koeficienty. Nezávislé rozkladové koeficienty jsou vhodné pro kódování komplexních 
objektů, charakterizovaných statistickými veličinami vyšších řádů, kterými jsou 
například lidské obličeje. Metoda navržená v [8] používá ICA (Independent Component 
Analysis), která zohledňuje statistické veličiny vyšších řádů a produkuje maximálně 
možně nezávislé komponenty, které mohou vystihovat vztahy mezi vstupními daty lépe, 
než komponenty určené PCA.  
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Metoda obsahuje dva nezávislé postupy, jejichž výsledky se musejí shodovat, aby 
byl obličej identifikován. Takové opatření zajistilo výrazné snížení chybné identifikace.  
Zmíněné postupy se liší způsobem hledání statistických vztahů mezi pixely, které 
se sledují buď mezi pixely jednotlivých obrazů, nebo mezi stejnými pixely (ve smyslu 
pozice pixelu v obraze) v různých obrazech. Pomocí ICA jsou nalezeny nezávislé 
komponenty pro každý postup zvlášť, vstupní data jsou promítnuta do prostoru 
určeného nezávislými komponentami a jsou vypočteny projekční koeficienty – 
příznaky. Vektor koeficientů je poté klasifikován algoritmem NN, který využívá 
kosinovou "vzdálenost".  
Nezávislé komponenty jsou pro jednotlivé postupy odlišné, což je způsobeno jiným 
zpracováním trénovací množiny. První z postupů (postup I) považuje jednotlivé obrazy 
za náhodné proměnné a pixely na stejných pozicích v obrazech za nezávislé pokusy 
neboli realizace náhodného procesu, což je znázorněno na Obr. 1.3. Při tomto postupu 
jsou hledány statistické závislosti mezi odpovídajícími si pixely, resp. jsou hledány 
vztahy mezi náhodnými proměnnými (obrazy). 
Obr. 1.3 Schematické uspořádání trénovacích dat, vlevo pro postup I, vpravo pro postup II. 
V prvním postupu ICA nalezne nezávislé komponenty un, které graficky 
reprezentují obrazy un na Obr. 1.4. Projekcí snímků do prostoru určeného nezávislými 
komponentami u, jsou vypočteny koeficienty - příznaky bn.  
Obr. 1.4 Rekonstrukce původního obrazu z nezávislých komponent un, první postup. Obrázek 
byl převzat z [8]. 
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Snímky jsou reprezentovány lineární kombinací maximálně nezávislých bázových 
obrazů un. Příznaky - projekční koeficienty bn vykazují pro různé vstupní obrazy 
statistickou závislost, proto byl využit druhý postup, který pracuje se vstupními daty 
odlišným způsobem.  
Druhý postup (postup II) považuje jednotlivé pixely vstupních snímků za náhodné 
proměnné a obrazy za realizace náhodného procesu (viz Obr. 1.3). Ve druhém postupu 
jsou hledány statistické závislosti mezi jednotlivými pixely v rámci jednoho obrazu. 
Pomocí ICA jsou vypočteny komponenty an, reprezentované obrazy an na Obr. 1.5. 
Projekcí snímků do prostoru určeného komponentami an jsou vypočteny maximálně 
nezávislé koeficienty un. 
Obr. 1.5 Rekonstrukce původního obrazu jako lineární kombinace nezávislých koeficientů a 
bázových obrazů an, druhý postup. Obrázek byl převzat z [8]. 
Vzory jsou vytvořeny postupem, který je popsán v kapitole 1.2. Klasifikace 
příznaků získaných oběma postupy je nezávislá a využívá klasifikátor NN.  
V metodě využívající ICA byla využita kosinová "vzdálenost" určená vztahem: 
 
cos
A B
A B




, (1.3) 
kde A∙B je skalární součin vektorů A a B, |A|∙|B| je součin absolutních hodnot vektorů. 
Vztah je odvozen z definice skalárního součinu.  
Výsledky testování metody s ICA 
Vzory pro oba postupy byly vytvořeny z obrazů 425 osob s rozlišením 50 × 60 
pixelů. Obrazy byly vybrány z databáze FERET [12], obličeje vyskytující se v databázi 
měly různé výrazy. Oba postupy používaly 200 nezávislých komponent2. Testovací a 
trénovací databáze je popsána v Tab. 1.1. 
                                                 
2
 Trénovací databáze obsahovala 425 snímků, ICA by měla vyprodukovat stejný počet nezávislých 
komponent. Výpočetní náročnost při rozpoznávání by byla příliš vysoká, proto bylo před trénováním 
použito redukce dimenze dat pomocí PCA, ze které bylo vybráno 200 hlavních komponent [8]. 
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Databáze Vlastnost Počet snímků 
Trénovací sada 50% neutrální výraz 50% odlišný výraz 425 
Testovací sada 1 stejný den, různé výraz v obličeji 421 
Testovací sada 2 odlišný den, stejný výraz 45 
Testovací sada 3 odlišný den, odlišný výraz 43 
Tab. 1.1 Popis trénovací a testovacích databází použitých v [8]. Obsah tabulky byl převzat z 
[8] a přeložen. 
Výsledky testů metody jsou zobrazeny na Obr. 1.6. Výsledky označené jako ICA 
combined byly získány pro klasifikátor využívající oba postupy ICA1 a ICA2. 
Výsledky označené jako PCA byly získány metodou Eigenfaces s 200 hlavními 
komponentami. 
Obr. 1.6 Výsledky testů a porovnání různých přístupů ICA a PCA. Obrázek byl převzat z [8] 
a přeložen. 
Výsledky testů prokázaly, že kombinace obou postupů zvýší schopnost metody 
rozpoznávat obličeje. Hlavním přínosem kombinovaného algoritmu je výrazné snížení 
počtu chybně klasifikovaných obličejů [8]. Metoda využívající PCA vykázala špatnou 
rozpoznávací schopnost za změněných podmínek (den, výraz obličeje). 
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Zhodnocení metody využívající ICA 
Metoda využívající ICA navazuje na metodu Eigenfaces. Metoda využívající ICA 
vykázala sice lepší výsledky než metoda Eigenfaces, nicméně problém této metody je 
stejný jako v případě metody Eigenfaces, tedy metoda je citlivá na chyby v zarovnání 
obličeje. Hlavním přínosem metody využívající ICA je prokázání přínosu využití 
statistických charakteristik vyšších řádů při rozpoznávání obličejů. 
1.4 Metoda pro rozpoznávání obličeje pomocí LDA 
Etemad a Chellappa v roce 1997 prezentovali metodu pro rozpoznávání obličeje 
využívající LDA (Linear Discriminant Analysis) [1], [13]. LDA byla použita k 
maximalizaci mezitřídních rozdílů (vzdálenosti mezi clustery různých osob) a k 
minimalizaci rozdílů v rámci jednotlivých tříd (minimalizace rozptylu clusterů). Využití 
LDA bylo motivováno předpokladem, že ke správné klasifikaci je nutné maximálně 
separovat jednotlivé třídy. LDA je využit pro nalezení projekčního prostoru, jehož 
mezitřídní rozlišovací schopnost je nejvyšší. 
Podstatou metody je projekce vstupního obrazu do prostoru určeného pomocí 
LDA. Projekční koeficienty obrazu jsou příznaky, které jsou využity pro rozpoznávání. 
Ke klasifikaci byl použit klasifikátor NN, který využívá váhovanou (L1 norm, city block 
distance) vzdálenost. 
Z podstaty LDA vyplývá potřeba rozdělit při trénování snímky obličejů do tříd 
tvořených snímky jednotlivých osob. Snímky z trénovací množiny jsou zpracovávány 
podle toho, do jaké třídy patří. Snímky jsou v rámci jedné třídy a mezi třídami popsány 
rozptylovými maticemi ST a mezitřídními rozptylovými maticemi SM, které jsou 
sloučeny do separační matice S: 
 1
T MS S S
 . 
(1.4) 
Informace o třídní příslušnosti jednotlivých snímků je využita tak, že je nalezen 
takový prostor, ve kterém jsou jednotlivé třídy maximálně separované (vzdálené) mezi 
sebou a rozptyl uvnitř tříd je co nejmenší. Tím se zajistí zvýšení pravděpodobnosti 
správné klasifikace. V [1] a [13] je matematicky dokázáno, že tento prostor je určen 
vlastními vektory separační matice S. Vlastní čísla určují rozlišovací "sílu" 
(discrimination power) ve směru daného vektoru [1]. 
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Obr. 1.7 Separace shluků vzorů v rovině určené vektory s nejvyššími vlastními čísly. Nahoře 
rovina určená LDA, dole rovina určená PCA. Obrázek byl převzat z [13]. 
Normovaná diskriminační síla i-tého vektoru   se vypočte podle vztahu: 
 
1
1
M











, 
(1.5) 
kde   je vlastní číslo i-tého vektoru a M je počet tříd.  
Podobnost objektů a vzorů bývá vyjádřena euklidovskou vzdáleností (např. 
Eigenfaces). Využití euklidovské vzdálenosti je vhodné v případech, kdy objekty mají 
podobné statistické charakteristiky a srovnatelné pravděpodobnosti výskytu [13]. To v 
prostoru určeném pomocí LDA neplatí, proto je použita vzdálenost (L1 norm, city block 
distance) váhovaná diskriminační silou vypočtenou dle vztahu (1.5). Vzdálenost di 
projekce vstupního obrazu od S-tého vzoru ve směru i-tého vektoru je dána: 
 S S
i i id    , (1.6) 
kde ϕi je projekční koeficient vstupního obrazu ϕ podle i-tého vektoru a 
S
i je projekční 
koeficient vzoru S-té třídy podle i-tého vektoru. Na Obr. 1.8 je naznačen výpočet 
vzdálenosti vstupního obrazu od jednotlivých vzorů ve směru jednoho vektoru. 
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Obr. 1.8 Ukázka výpočtu vzdálenosti d, obrazu   ve směru vektoru u1 od clusterů C1-C4 
tříd S1-S4. Obrázek byl převzat z [13]. 
Celková vzdálenost projekce obrazu  od vzoru S-té třídy přes všechny vlastní 
vektory se vypočte takto: 
 
1
1
( , )
SM
i
M
Si
i
S
d
D S
d
 


 

. 
(1.7) 
Nejlepší přiřazení vstupního obrazu do třídy , (1,2... )iS i M  je takové, pro které je 
D(ϕ,S1) minimální. Věrohodnost správné klasifikace C je možné vyjádřit jako: 
 
1
2
( , )
1
( , )
D S
C
D S


  , (1.8) 
kde D(ϕ,S1) je vzdálenost od nejbližšího vzoru a D(ϕ,S2) je vzdálenost od druhého 
nejbližšího vzoru.  
Metoda prezentovaná v [13] byla trénována na množině obsahující 60 osob, rozsah 
trénovací množiny nebyl uveden. Rozlišení obrazů z trénovací množiny bylo 25 × 30 
pixelů. Testovací databáze obsahovala 60 osob a 1500 obrazů. Úspěšnost správné 
identifikace (TAR) byla 99,2 %. Po přidání vzorů deseti nových osob (bez přetrénování) 
klesla úspěšnost identifikace na 90 %. 
Zhodnocení metody využívající LDA 
Metoda využívající LDA dosáhla lepších výsledků než metoda Eigenfaces [2]. 
LDA stejně jako PCA využívá statistické veličiny druhého řádu. Metoda využívající 
LDA dosahuje vyšší úspěšnosti rozpoznávání než metoda Eigenfaces, protože při 
výpočtu výsledného projekčního prostoru používá navíc informaci o třídní příslušnosti 
jednotlivých snímků obličejů. Metoda využívající LDA dosahuje dobrých výsledků při 
relativně malém počtu osob v trénovací množině a relativně velkém počtu trénovacích 
snímků. Při rostoucím počtu osob v trénovací množině se začne počet správně 
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identifikovaných obličejů snižovat tak, že metody založené na PCA začnou dosahovat 
lepších výsledků. 
Důležitou součástí metody využívající LDA je váhování příznaků (vzdáleností od 
vzoru) podle diskriminační síly. Myšlenka váhování příznaků byla využita v této práci 
při návrhu algoritmu pro rozpoznávání obličeje. 
1.5 Rozpoznávání obličeje podle lokálních modelů vzhledu 
Johannes Stallkamp prezentoval metodu [18] pro rozpoznávání obličejů, kterou 
testoval na video sekvencích pořízených v reálném prostředí. Metoda využívá k detekci 
obličeje detektor založený na Haarových filtrech a predikuje polohu očí pomocí 
Kalmanova filtru. Jako příznaky jsou použity koeficienty diskrétní kosinové 
transformace DCT. Metoda byla testována s klasifikátory KNN (K-Nearest Neighbor) a 
GMM (Gaussian Mixture Model, viz příloha A). Vývojový diagram algoritmu je na 
Obr. 1.10. Tato metoda dosahuje v porovnání s jinými (obvykle testovanými na uměle 
vytvořených databázích obličejů) dobrých výsledků, zejména pokud uvážíme 
nekontrolované snímání video sekvencí a do jisté míry obecnou polohu hlavy. 
Vstupní obraz je převeden do normalizovaného rg barevného prostoru. Tento 
barevný prostor a prostor TSL jsou vhodné pro rozlišení barvy kůže [18]. 
Normalizovaný rg prostor je definován takto: 
 R
r
R G B

 
, (1.9) 
 G
g
R G B

 
. (1.10) 
Výhodou normalizovaného rg prostoru je, že jsou zpracovávány pouze dvě barevné 
složky, což snižuje výpočetní nároky.  
U snímků obličeje je metodou zpětné projekce histogramu provedena segmentace 
obrazu podle barvy kůže. Výsledkem zpětné projekce histogramu je pravděpodobnostní 
mapa (Obr. 1.9 (b)) barvy kůže (každému pixelu je přiřazena pravděpodobnost toho, že 
má barvu kůže).  
Po dalším zpracování pravděpodobnostní mapy jsou oblasti s barvou kůže 
prohledány detektorem očí. Detektor očí je založen na Haarových filtrech (viz 
příloha C). Detektor očí má při adekvátním počtu správných detekcí TA značně vysoký 
počet falešných detekcí FA [18]. Falešné detekce je nutné proto eliminovat, k čemuž je 
použito Kalmanova filtru a pravidel pro výskyt očí, které vymezují možné pozice očí 
v po sobě jdoucích snímcích.  
Po spolehlivé detekci očí je oblast, ve které se očí vyskytují rotována tak, aby oči 
ležely na horizontální přímce. Otočená oblast očí je prohledána detektorem obličejů, 
který je také založen Haarových filtrech. Detekce obličeje je důležitá ze dvou důvodů: 
prvním z nich je potvrzení existence nalezených očí, druhým je vymezení oblasti celého 
obličeje. Nalezený obraz obličeje je nakonec převzorkován na rozměr 64 × 64 pixelů, ze 
kterého jsou vypočteny příznaky.  
  14 
 
Obr. 1.9 Proces segmentace obrazu podle barvy kůže, a) vstupní obraz, b) obraz po zpětné 
projekci, c) obraz po zpětné projekci, zaprahování a vyhlazení, d) výsledná mapa 
dále zpracovávaných oblastí. Obrázek byl převzat z [18]. 
Obraz obličeje je rozdělen na nepřekrývající se oblasti o rozměru 8 × 8 pixelů. V 
těchto oblastech jsou vypočítány koeficienty DCT. Stejnosměrný koeficient (DC) je 
vypuštěn. Prvních pět AC koeficientů nese největší množství informace (informativní 
příznaky) [18] a zároveň je jejich počet přijatelný z hlediska výpočetního výkonu. 
Celkový počet informativních příznaků v obraze obličeje je 8 8 5 320   . 
Pro klasifikaci bylo použito dvou klasifikátorů, prvním je KNN a druhým je GMM 
(viz příloha A). Oba klasifikační algoritmy jsou ještě dále děleny podle toho, jakým 
způsobem využívají toho, že obličej jedné osoby se vyskytuje ve více po sobě jdoucích 
snímcích – časové posloupnosti snímků.  
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Obr. 1.10 Blokové schéma metody, kterou prezentoval J. Stallkamp. 
KNN klasifikátor 
KNN klasifikátor porovná příznakový vektor x s K nejbližšími vzory, vypočtenými 
při trénování. Pro trénování byl použit algoritmus K-means. V případě [18] byl 
příznakový vektor x porovnán s K=10 nejbližšími sousedy Si, kde i=1,2,…10. 
Vzdálenost od vzorů Si byla určena podle vztahu 
 
1
( , ) ( )
D
i j j
j
d x S x y

  , (1.11) 
kde y je souřadnice vzoru a Dje dimenze příznakového prostoru. Takto jsou vypočteny 
vzdálenosti od všech vzorů v jednom snímku. Při zpracování více snímků se vzdálenosti 
výrazně mění, proto jsou vzdálenosti normalizovány, tak aby: 
 
min
max min
( , ) ( , )
'( , )
( , ) ( , )
i i
i
i i
d x S d x S
d x S
d x S d x S



, (1.12) 
kde min ( , )id x S je minimální vzdálenost od určitého vzoru a max ( , )id x S je maximální 
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vzdálenost téhož vzoru. Tak jsou vzdálenosti příznakového vektoru a vzorů 
normalizovány do intervalu <0;1>. Vzdálenosti jsou dále normalizovány tak, aby mezi 
příznakovým vektorem x  a K sousedy byl součet vzdáleností '( , )id x S :  
 10
1
'( , ) 1i
i
d x S

 . (1.13) 
Byly implementovány tři varianty KNN klasifikátoru podle využití časové 
posloupnosti snímků:  
 Bez časové vazby - snímkový klasifikátor viz Obr. 1.10, klasifikuje každý 
snímek zvlášť. 
 Video klasifikátor - součet vzdáleností, viz Obr. 1.10, sčítá jednotlivé 
vzdálenosti a klasifikuje celou video sekvenci. 
 Váhovaný klasifikátor - váhovaný součet vzdáleností, viz Obr. 1.10, snímky, 
které jsou vzdálenější od vzorů, jsou "penalizovány" nízkou váhou a proto 
málo ovlivní celkovou klasifikaci a naopak. 
GMM klasifikátor 
Tento klasifikátor přiřadí objekty do té třídy, pro kterou je logaritmická 
pravděpodobnost, že objekt náleží dané třídě (GMM modelu), maximální. Pro výpočet 
pravděpodobnosti využívá klasifikátor natrénovaný GMM. Počet komponent modelu M 
jedné třídy, resp. osoby, závisí na počtu trénovacích snímků. Snímek popsaný příznaky 
x je klasifikován do jedné z N tříd podle maximální logaritmické pravděpodobnosti 
(maximum log-likelihood): 
 
,
1,2,.... 1,2,.... 1
arg max log ( | ) arg max log ( | )
M
i m i
i N i N m
P x i p x m P
  
  . (1.14) 
Podle výše uvedené rovnice je určena pravděpodobnost P(x|i), že vektor x náleží 
modelu, který reprezentuje třídu i. Operátor 
1,2,....
arg max
i N
značí argument maxima, pro 
všechny i, tedy třídy, resp. osoby. 
Byly implementovány tři varianty tohoto klasifikátoru podle využití časové 
posloupnosti snímků: 
 Bez časové vazby - snímkový klasifikátor viz Obr. 1.10, každý snímek je 
klasifikován zvlášť.  
 Video klasifikátor, viz Obr. 1.10, využívá vypočtených pravděpodobností 
z jednoho předchozího snímku jako předpokladu pro aktuální snímek. 
Pravděpodobnost v aktuálním snímku je váhována koeficientem, který je 
úměrný dříve vypočteným pravděpodobnostem.  
 Váhovaný klasifikátor (Smooth GMM), viz Obr. 1.10, je rozšířením video 
klasifikátoru v tom směru, že při klasifikaci snímku je uváženo několik 
předchozích pravděpodobností, které čím jsou starší, tím mají menší váhu.  
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Testování algoritmů 
Databáze použitá pro trénování a testování metody obsahovala 41 osob. Pro každou 
osobu bylo zaznamenáno od 5 do 250 video sekvencí. Video sekvence byly 
zaznamenávány po dobu sedmi měsíců, celkový počet video sekvencí je 2292. Pro 
trénování byly použity dvě třetiny dat, nejvýše 35 video sekvencí na osobu, což 
odpovídá 80 až 1500 snímkům (po vytřídění nekvalitních a nezarovnaných snímků) na 
osobu. Přesné počty trénovacích snímků jsou uvedeny v [18]. 
Výsledky testů 
Výsledky video klasifikátorů a váhovaných klasifikátorů jsou výrazně lepší, než 
výsledky snímkových, viz Tab. 1.2 (test na uzavřené databázi).  
 Snímkový Video Váhovaný Vyhlazený - Smooth 
KNN 68,4% 90,9% 92,5% - 
GMM 62,7% 86,7% - 87,8% 
Tab. 1.2 Porovnání výsledků snímkových, video a váhovaných klasifikátorů. Smooth GMM 
značí váhovaný GMM klasifikátor. Tabulka byla převzata z [18] a přeložena. 
Dále byl ověřován vliv rozšíření trénovací databáze o snímky s odlišným 
zarovnáním obrazu obličeje o 2  pixely v horizontálním i vertikálním směru vzhledem 
původní pozici obličeje. U snímků trénovací databáze s rozlišením 64 × 64 pixelů to 
představuje jí posun o asi 3%. Vliv rozšíření databáze popisuje Tab. 1.3. 
 Snímkový KNN Video KNN Váhovaný KNN 
Původní trénovací 
databáze 
56,6% 87,6% 88,2% 
Rozšířená trénovací 
databáze 
68,4% 90,9% 92,5% 
Významné zlepšení    
Tab. 1.3 Vliv rozšíření trénovací databáze. Tabulka byla převzata z [18] a přeložena. 
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Test na otevřené testovací databázi byl proveden pro všechny klasifikátory a byla 
sestavena ROC křivka.  
Obr. 1.11 ROC křivka pro všechny klasifikátory. Obrázek byl převzat z [18] a přeložen. 
V oblasti "nízkých", ale prakticky použitelných hodnot FAR, vykazuje nejvyšší 
CCR (Correct Classification Ratio) vyhlazený (smooth) GMM klasifikátor. Z výše 
uvedených výsledků vyplývá, že snímkové klasifikátory dosahují nejhorších výsledků, 
lepší jsou video klasifikátory a váhované klasifikátory. Váhovaný GMM klasifikátor je 
optimální i z hlediska minimální chyby EER3. Další výsledky testů jsou uvedeny v [18]. 
Zhodnocení algoritmu 
Dle popisu algoritmu a způsobu testování je možné usoudit, že algoritmus je 
použitelný v reálném prostředí. Není ověřené, zda takovýto systém je možné použít i při 
jiném umístění kamery vůči snímaným obličejům, případně jiném scénáři. Některé 
závěry jsou obecně použitelné pro návrh klasifikátorů i realizaci trénovacích databází. 
Prakticky velmi užitečné jsou analýzy vlivu rozšíření trénovací databáze o snímky s 
odlišným zarovnáním obličeje a prokázání pozitivního vlivu na CCR při využití video 
sekvencí (video klasifikátorů) při rozpoznávání oproti statickým snímkům (snímkovým 
klasifikátorům).  
                                                 
3
 EER (Equal Error Rate) je metrika vyjadřující minimální chybu. Minimální chyby je dosaženo, 
když FAR = FRR + FCR. 
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1.6 Rozpoznávání obličeje pomocí LBPH příznaků 
Ahonen, Hadid a Pietikäinen v [25] a [27] pro rozpoznávání obličeje úspěšně 
použili LBPH (Local Binary Patterns Histograms) příznaky. Výpočet LBPH příznaků 
spočívá ve výpočtu odezvy na LBP operátor (viz příloha B) a výpočtu lokálních 
histogramů. Ty jsou následně zřetězeny do prostorového histogramu, který je využit 
jako příznakový vektor. Pro klasifikaci byl použit klasifikátor NN využívající metriku 
Chí kvadrát (Chi-square distance). 
Ze vstupního obrazu je vypočtena odezva na LBP (Local Binary Patterns, viz Obr. 
1.12) operátor. V [27] byla použita kruhová maska LBP operátoru s osmi body na 
kružnici o poloměru 2 pixely (viz Obr. A.6.5, vlevo). Obraz s odezvou na LBP je 
rozdělen rovnoměrnou mřížkou na 7 × 7 částí (Obr. 1.13 (a)). Odezva obrazu na LBP 
operátor je invariantní vůči střední hodnotě jasu a postupným změnám jasu v původním 
obrazu, což je výhodné při extrakci příznaků.  
Obr. 1.12 Odezvy na LBP, převzato z [24]. 
Obraz s odezvou na LBP je rozdělen na několik stejných částí. Velikost jedné části 
byla v [27] zvolena 18 × 21 pixelů jako kompromis mezi délkou příznakového vektoru 
a mezi ztrátou informace, která je způsobena podvzorkováním obrazu obličeje na daný 
rozměr 4. 
Obr. 1.13 (a) Obraz tváře rozdělený na 7 × 7 částí, (b) váhovací koeficienty jednotlivých částí, 
čím světlejší, tím je váha vyšší a naopak. Obrázek byl převzat z [27]. 
                                                 
4
 Tento přístup uvažuje jako míru množství dat jako počet pixelů v jedné části, ne počet pixelů 
celého obrazu obličeje jak tomu bývá obvykle. 
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V každé oblasti je vypočten tzv. lokální histogram (je vypočten z jedné části 
obrazu, proto je nazýván lokální histogram). Tyto lokální histogramy jsou zřetězeny za 
sebe a tvoří prostorový histogram (prostorový proto, že je známa informace o tom, ke 
které části obrazu lokální histogramy náleží). Prostorový histogram představuje 
příznaky (LPBH - Local Binary Patterns Histograms), které jsou použity pro 
rozpoznávání.  
Protože různé oblasti obličeje mají různou strukturu (např. oči jsou výraznějším 
rysem osoby než čelo), mají i různé lokální histogramy rozdílnou diskriminační sílu. 
Různá diskriminační síla lokálních histogramů je zohledněna při výpočtu váhované 
vzdálenosti. Velikost váhovacího koeficientu jednotlivých lokálních histogramů je 
znázorněna na Obr. 1.13 (b), světlejší barva značí větší váhu a tmavší barva menší váhu. 
Váhovaná vzdálenost chí kvadrát je vypočtena: 
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kde T je prostorový histogram rozpoznávaného snímku, M je prostorový histogram 
vzoru, ωj  je váha j-té části obrazu a i je prvek lokálního histogramu j-té oblasti. Takto 
je vypočtena vzdálenost od všech vzorů, které byly natrénovány. Klasifikace je 
realizována algoritmem NN.  
Výsledky testování algoritmu s LBPH příznaky 
Pro trénování byla využita databáze FERET fa (část databáze FERET určená pro 
trénování). Z databáze FERET byly použity pouze snímky s frontálním pohledem na 
obličeje.  
Metoda 
Subdatabáze FERET 
Fb Fc Dup I DupII 
LBP váhovaný 0,97 0,79 0,66 0,64 
LBP neváhovaný 0,93 0,51 0,61 0,50 
PCA, MahCosine 0,85 0,65 0,44 0,22 
Bayesian, MAP 0,82 0,37 0,52 0,32 
EBGM_Optimal 0,90 0,42 0,46 0,24 
Tab. 1.4 Výsledky testování algoritmu využívající LBPH a výsledky jiných metod. Tabulka 
byla převzata z [25] a přeložena. 
Dle popisu jednotlivých subdatabází FERET bylo konstatováno [27], že popsaná 
metoda je odolná proti změnám osvětlení a změnám obličejů způsobeným stárnutím. 
Nepřesná detekce obličeje, pokud je dostatečně "malá", může mít jen malý vliv na 
chybovost algoritmu [27]. 
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Zhodnocení algoritmu využívajícího LBPH příznaky  
Způsob extrakce LBPH příznaků je poměrně jednoduchý a jejich diskriminační síla 
je poměrně vysoká. Bohužel z [25] a [27] není zřejmé, jak byl algoritmus přesně 
trénován a jaké snímky z databáze FERET byly vlastně použity („byly použity jen 
snímky s frontálním pohledem“ citace). Výhodou použití LBP je, že při výpočtu odezvy 
na LBP je již provedena základní jasová normalizace, což u jiných metod musí být 
řešeno ve fázi předzpracování. LBPH příznaky jsou relativně málo citlivé na chybu 
zarovnání obličeje, což je výhoda oproti některým výše popsaným metodám. LBPH 
příznaky se jeví jako dobrý kompromis mezi výpočetní náročností, diskriminační silou a 
délkou příznakového vektoru. LBPH příznaky byly použity při realizaci algoritmu 
v této práci, viz kapitola 4. 
1.7 Rozpoznávání obličejů s POEM deskriptorem 
Vu a Caplier prezentovali v [29], [30] POEM deskriptor (Patterns of Oriented Edge 
Magnitudes) popisující obrazy obličejů, který využili pro jejich rozpoznávání. POEM 
deskriptor je vypočten zřetězením lokálních histogramů směrových gradientů jasu v 
obraze [29].  
POEM deskriptor a jeho výpočet 
Při výpočtu POEM deskriptoru je ze vstupního šedotónového obrazu obličeje 
vypočten gradientní obraz (Obr. 1.15 - gradient jasu). Každému obrazovému bodu 
vstupního obrazu přísluší vektor, který určuje velikost a směr nejstrmějšího poklesu 
jasu. Směry gradientu jsou diskretizovány do d směrů (Obr. 1.14 (1) modrá spojitá 
šipka vycházející z pixelu p, ostatní šipky jsou gradienty okolních pixelů a Obr. 1.15 
Směrové gradienty). Pro každý pixel je vypočten histogram četností směrů gradientů 
jasu z jistého okolí - buňky s rozměřem w  × w  pixelů (Obr. 1.14 (2) Akumulace 
gradientů v buňce a Obr. 1.15 Akumulace). Na každý obrazový bod tak připadá jeden 
histogram s d  buňkami (Obr. 1.15 Akumulované směrové gradienty). Následně je 
aplikován LBP operátor (viz příloha B) a to tím způsobem, že jsou zpracovány 
jednotlivé buňky histogramů nezávisle na sobě (na Obr. 1.15 znázorněno jako nezávislé 
zpracování čtyř obrazů a na Obr. 1.14 znázorněno jako tři binární, resp. decimální 
čísla). Dále je obraz rozdělen na nepřekrývající se bloky o rozměru L × L (POEM 
snímky na Obr. 1.15) v nichž jsou vypočteny histogramy. Tyto histogramy jsou 
zřetězeny, čímž je dokončen výpočet POEM deskriptoru. 
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Obr. 1.14 Výpočet POEM deskriptoru z hlediska jednoho pixelu p. Šedé oblasti značí buňku a 
pixely cj jsou pixely, které se podílejí na výpočtu LBP. Obrázek převzat z [30] a 
přeložen. 
Obr. 1.15 Výpočet POEM deskriptoru. Obrázek převzat z [29] a přeložen. 
Parametry, které určují výsledný POEM deskriptor (velikost buňky w, počet směrů 
gradientu d, velikost bloků L aj.) jsou stanoveny na základě analýzy, která je podrobně 
popsána v [29].  
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Výsledky testů metody s POEM deskriptorem 
Metoda využívající výše popsaný POEM deskriptor pro rozpoznávání dosáhla 
nejlepších výsledků při konfiguraci: velikost bloku L = 10 pixelů, velikost buňky w  = 7 
pixelů, a počet pixelů pro výpočet odezvy na LBP operátor n  = 8 a počet směrů 
orientace gradientu d  = 3 (3 směry na 180°). Metoda byla testována na databázi 
FERET. 
Metoda 
Subdatabáze FERET 
Fb Fc Dup1 Dup2 
LBP 93,0 51,0 51,0 50,0 
LGBPHS 94,0 97,0 68,0 53,0 
HGPP 97,6 98,9 77,7 76,1 
HOG 90,0 74,0 54,0 46,6 
POEM 97,6 96,0 77,8 76,5 
POEM+retina filtr 98,1 99,0 79,6 79,1 
Tab. 1.5 Výsledky testů metody s POEM deskriptorem. Tabulka byla převzata z [29] a 
přeložena. 
Metoda využívající prostorový histogram POEM deskriptorů patří mezi nejnovější 
a autoři ji dále rozvíjejí, viz [30], [31]. Metoda byla rozšířena o nový typ deskriptoru 
zvaný PDO (Patterns of Dominant Orientations).  
Zhodnocení metody využívající POEM deskriptor 
Výše popsaná metoda využívající POEM příznaky dosáhla na databázi FERET 
lepších výsledků než metoda využívající LBPH příznaky. Počet příznaků, který byl 
použit při testování metody s POEM příznaky [29] je třikrát vyšší než v případě metody 
využívající LBPH. Autoři metody, která využívá POEM deskriptor, neuvádějí, jaký 
použili klasifikátor, proto není možné objektivní porovnání diskriminační síly LBPH a 
POEM příznaků. Výpočet POEM příznaků je tak nenáročný, že metoda je schopná běhu 
v reálném čase [29]. Metoda s POEM příznaky je odolná proti změnám osvětlení, 
poloze obličeje a v podobné míře, jako metoda s LBPH příznaky, i na chybu zarovnání 
obličeje. 
Na základě rozboru výsledků, dosažených různými algoritmy a s uvážením 
implementačních možností bude v další části práce zaměřena pozornost na LBPH a 
POEM deskriptory. 
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2 SPECIFIKACE VLASTNOSTÍ 
NAVRHOVANÉHO SYSTÉMU 
V této kapitole budou specifikovány požadavky na systém rozpoznávající obličeje, 
který bude v další části této práce navržen a realizován. 
Z uživatelského hlediska je žádoucí, aby systém rozpoznávající obličeje dobře plnil 
požadované funkce za všech provozních podmínek, což je technicky těžko dosažitelné. 
Požadavky na systém musí být zvoleny s ohledem na technickou realizovatelnost. 
Obecně lze zvýšení identifikačních schopností systému dosáhnout zlepšováním 
technických prostředků a vývojem dokonalejších algoritmů zpracování obrazu, což je 
po všech stránkách náročné. Druhým možným přístupem ke zvýšení identifikačních 
schopností je vytvoření systému, který bude pracovat za definovaných provozních 
podmínek. Takovýto přístup by měl umožnit vytvoření systému s vysokou schopností 
identifikace osob při využití stávajících algoritmů. Tento přístup bude využit v této 
práci při návrhu a realizaci systému pro rozpoznávání obličejů. 
Na základě známých funkčních požadavků lze stanovit provozní podmínky 
systému tak, aby v rámci nich systém plnil požadované funkce. Provozními 
podmínkami rozumíme zejména soubor požadavků na zařízení snímající scénu 
(kamerový systém, rozlišení obrazu, velikost snímaného obličeje ve scéně), podmínky, 
při kterých je možné snímat scénu (osvětlení, pozadí) aktivity a chování snímaných 
osob (charakter a rychlost pohybu, spolupráce osob, úmyslná nespolupráce, nošení brýlí 
apod.) Systém by měl splňovat funkční požadavky, pokud pracuje v rámci vymezených 
provozních podmínek. 
Základní funkční požadavky a provozní podmínky byly stanoveny na základě 
analýzy potřeb systému a analýzy možností současných algoritmů (viz kapitola 1). 
Základními funkčními požadavky na systém rozpoznávající obličeje jsou [32]: 
 Detekce obličeje ve snímané scéně a provedení potřebného předzpracování 
snímku obličeje. 
 Výpočet příznaků charakterizujících obličej. 
 Identifikace osoby podle obličeje na základě databáze vzorů. 
 Vytvoření databáze vzorů. 
Pro provoz systému se stanovují níže uvedené provozní podmínky: 
 Identifikace bude prováděna na základě scén nasnímaných běžným 
kamerovým systémem. 
 Snímané scény budou osvětleny bílým nebo infračerveným světlem. 
 Scény budou snímány při určených aktivitách osob - scénářích. 
 Nepředpokládá se úmyslná nespolupráce identifikovaných osob. 
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 Aktivity osob ve snímané scéně - scénáři. Scénář je časová posloupnost 
lidských úkonů, které se odehrají během snímání video sekvence [33]. Byly 
definovány následující scénáře: 
 Scénář A - osoba prochází volným dveřním otvorem nebo chodbou 
s šířkou blízkou dveřnímu otvoru. 
 Scénář B - osoba žádá o průchod uzavřeným dveřním otvorem 
prostřednictvím jiného identifikačního média umístěného u dveří. 
 Scénář C - osoba stojí/sedí v předpokládaném prostoru před pracovním 
strojem (PC/výrobní stroj) nebo překážkou (recepční pult, kontrolní 
stanoviště). 
 Poloha hlavy snímané osoby: 
 Detekce obličeje a výpočet příznaků bude prováděn pro otočení hlavy 
kolem vertikální osy (otočení), horizontální ušní osy (kývání, sklon) a 
horizontální oční osy (náklon) do ± 15 stupňů, viz Obr. 2.1. Maximální 
velikost náklonu hlavy vychází z citlivostní analýzy detektoru obličeje, 
která byla již provedena v [17]. 
Obr. 2.1 Definice os pro popis polohy hlavy. 
 Kvalita snímaného obrazu: 
 minimální rozlišení snímku 640 × 480 pix, doporučeno 800 × 600 pix, 
 minimální vzdálenost středů očí osoby 50 pix, doporučeno 75 pix. 
Minimální vzdálenost středů očí zaručí, že při procesu rozpoznávání 
bude k dispozici dostatečné množství informace o obličeji. V jiných 
pracích o rozpoznávání obličeje ([8], [10]) bylo ukázáno, že pro 
rozpoznávání obličeje postačí i menší vzdálenost středů očí. Vzhledem k 
současnému stavu výpočetní techniky je ale možné zpracovat větší 
množství dat. Dále je možné předpokládat, že větší množství informace o 
obličeji pozitivně ovlivní klasifikační schopnost rozpoznávacího 
algoritmu, proto byl zvolen větší rozměr obličeje (v pixelech). Hodnota 
50 pixelů je kompromis mezi minimálními požadavky komerčních 
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systémů pro rozpoznávání obličeje a mezi normou  
ČSN ISO/IEC 19794-5:2007, která specifikuje mimo jiné i snímání 
biometrických dat. 
 Výraz osoby: 
 výraz osoby by měl být neutrální (přirozený, bez mračení nebo úsměvu s 
otevřenými ústy), 
 otevřené oči (bez přivírání očí), 
 zavřená ústa, 
 oči se dívají do kamery, 
 vlasy nezakrývají oči a významné části obličeje. 
 Změna tváře: 
 Vousy, knír a další změny v obličeji, které mohou ovlivnit výsledky 
rozpoznávání, proto se předpokládá možnost ukládání více vzorů. 
 Osvětlení: 
 Předpokládá se rovnoměrné osvětlení obličeje z obou stran a shora dolů, 
bez výrazných stínů a přesvětlených míst. 
 Brýle, kontaktní čočky: 
 obroučky brýlí nezakrývají oči, 
 osvětlení nesmí způsobovat odrazy na sklech brýlí, 
 skla musí být čirá nebo jen mírně zabarvená tak, aby bylo vidět oči a 
duhovku, 
 pokud osoby mění čočky a brýle, nebo někdy chodí bez brýlí, je třeba 
uchovat samostatné vzory v databázi vzorů.  
V této kapitole byly specifikovány základní funkční požadavky na systém 
rozpoznávající obličeje a byly vymezeny podmínky pro jeho provoz. 
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3 VIDEO DATABÁZE 
Při testování a trénování algoritmů rozpoznávajících obličeje jsou využívány 
obrazové databáze. Trénování neboli také učení algoritmu (viz kapitola 1.1) má zcela 
zásadní vliv na identifikační schopnosti algoritmu, jeho odolnosti vůči vnějším vlivům 
(měnícím se provozním podmínkám) atp. Z toho důvodu musí být trénovací databáze 
vhodně zvolena.  
Vyhodnocení identifikačních vlastností algoritmů se provádí jejich testováním. 
Vlastnosti testovací databáze mohou výrazně ovlivnit výsledky testů. Bude-li testovací 
databáze vycházet z provozních podmínek blízkých reálným provozním podmínkám, 
pak mohou být výsledky testů považovány za věrohodné [33].  
V současnosti existuje velké množství obrazových databází obličejů. Na základě 
analýzy vhodnosti využití těchto databází ([33], [37]) pro trénování nebo testování 
systému s výše popsanými vlastnostmi bylo zjištěno, že databáze, která by komplexně 
ověřila identifikační vlastnosti navrhovaného systému, není dostupná nebo neexistuje. 
Proto byla vytvořena video databáze IFaViD (IVECS Face Video Database), která 
obsahuje video sekvence nasnímané v provozních podmínkách blízkých zamýšlené 
implementaci identifikačního systému.  
Na tvorbě video databáze se podílel Ing. Petr Bambuch. Jeho příspěvek spočíval 
v pomoci s instalací snímacích kamerových bodů, jejich nastavením a s tříděním video 
sekvencí.  
3.1 Tvorba video databáze IFaViD 
Databáze jsou vytvářeny pro určité předpokládané použití, a proto není možné 
jejich obecné využití. Databázi je možné popsat pomocí kvalitativních i kvantitativních 
vlastností jako jsou například velikost obličeje, scénář, osvětlení, rozsah polohy hlavy, 
množství video sekvencí nebo snímků a dalších vlastností. Na základě těchto vlastností 
je možné určit vhodnost využití dané databáze pro vyhodnocení charakteristik 
navrhovaného algoritmu či celého systému pro rozpoznávání obličejů.  
S uvážením požadavků na funkce navrhovaného identifikačního systému a 
předpokládané provozní podmínky bylo při hledání vhodné databáze pro trénování a 
testování konstatováno, že je nezbytné vhodnou video databázi vytvořit. Návrh databáze 
IFaViD zohledňuje základní pravidla pro statistické zpracování výsledků (zejména 
rozsah databáze a jejích dílčích částí) a zohledňuje také zamýšlené použití systému.  
Tvorba databáze se skládá z návrhu vlastností samotné databáze, návrhu a realizace 
pracoviště pro snímání video sekvencí, vlastního snímání sekvencí a jejich následného 
zpracování. 
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3.2 Pracoviště pro snímání video sekvencí 
Snímání video sekvencí bylo realizováno kamerovým systémem, který sestává z 
několika kamerových snímacích bodů, přenosových tras a video serveru - NVR 
(Network Video Recorder), viz Obr. 3.1. Přenos dat z kamer do NVR zajišťovala 
fyzicky oddělená síť LAN. Oddělená síť byla vybudována proto, aby nedocházelo k 
přetěžování provozní sítě a aby datový tok z kamer nemusel být omezován kvůli 
potřebám jiných uživatelů ve stejné síti. 
Obr. 3.1 Blokové schéma kamerového systému pro snímání video sekvencí. 
3.3 Kamerový snímací bod  
Kamerový snímací bod představuje umístění a nastavení konkrétní kamery na 
konkrétním místě. Každý kamerový snímací bod byl před realizací pečlivě navržen tak, 
aby na pořízených video sekvencích byly zachyceny obličeje osob ve vhodné pozici a 
velikosti. Pro každý ze scénářů uvedených v kapitole 2 byl navržen a sestaven alespoň 
jeden kamerový snímací bod. Níže je uveden příklad návrhu kamerového snímacího 
bodu s označením K.A1. Celé pracoviště pro snímání video sekvencí je popsáno v [15]. 
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3.3.1 Návrh kamerového bodu K.A1 
Umístění kamery v prostoru je zachyceno na Obr. 3.2. Vzdálenost osoby a kamery 
musí být taková, aby pořízený snímek nezachycoval osobu příliš shora, tj. úhel sevřený 
mezi horizontální přímkou a spojnicí kamery a obličeje byl co nejmenší a měnil se 
v průběhu snímání video sekvence co nejméně. Kamera musí přitom být dostatečně 
vysoko, aby nebránila v průchodu a nebylo možné její poškození, což odpovídá výšce 
asi 3 m nad podlahou. Další požadavky na umístění kamerového bodu jsou uvedeny 
v [15]. 
Obr. 3.2 Návrh kamerového bodu K.A1. 
Při rychlosti chůze 1,1 m/s, člověk překoná za 2 sekundy vzdálenost 2,2 m. 
V případě kamerového bodu K.A1 je nezbytná hloubka ostrosti 4 ± 1 m, z čehož je 
možné určit parametry objektivu: 
 ohnisková vzdálenost f = 15 - 23 mm, 
 světelnost objektivu přibližně F = 1,5. 
Pro následnou kontrolu rozměru obličeje v obraze (počtu pixelů mezi očima) byl 
proveden následující výpočet:  
 4000
3,2 853 mm
15
D
W w
f
     , (3.1) 
kde W  je šířka zorného pole kamery ve vzdálenosti D  a 3,2w   mm je velikost 
snímacího čipu kamery.  
  30 
Dále se předpokládá, že šířka průměrného obličeje je 18 cm. Obličej bude zabírat 
x pixelů ve snímku s rozlišením 800 × 600 pixelů: 
 180 180
800 168 pix
853 800 853
x
x     . (3.2) 
Obličeje v obraze s rozlišením 800 × 600 pixelů budou na navrženém kamerovém 
snímacím bodě K.A1 zabírat asi 168 pixelů na šířku, což splňuje provozní podmínky 
systému. Situace je znázorněna na Obr. 3.3. 
Obr. 3.3 Velikost obličeje v pořízené video sekvenci. 
Výše uvedeným parametrům kamery a objektivu vyhovuje kamera Axis M1114, 
proto bude použita pro snímání video sekvencí na kamerovém bodě K.A1. 
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3.4 Záznam a zpracování video sekvencí 
Zpracování dat z jednotlivých kamer, vytváření samostatných souborů s video 
sekvencemi a jejich ukládání v případě detekce pohybu (a 3 s po jeho ukončení) 
zajišťovalo NVR s součinnosti s VMS (Video Management System) Complete View 
(webová stránka výrobce [45]).  
Obr. 3.4 Schéma snímání video sekvencí. 
Z uložených video sekvencí byly odstraněny video sekvence nepoužitelné pro 
identifikaci (např. záznamy bez obličeje, osoba zády ke kameře, opožděné spuštění 
zaznamenávání nebo naopak předčasné ukončení záznamu) a použitelné sekvence byly 
roztříděny podle charakteristických vlastností (ID osoby, typ osvětlení apod.). 
Z použitelných a popsaných video sekvencí byla sestavena video databáze IFaViD. 
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3.5 Databáze IFaViD 
Na základě funkčních požadavků kladených na identifikační systém byly stanoveny 
vlastnosti video databáze. Video databáze bude obsahovat video sekvence definovaných 
scénářů snímaných kamerovým systémem v provozních podmínkách blízkých 
předpokládanému použití systému. Z kvantitativního hlediska má realizovaná databáze 
tyto základní vlastnosti: 
 celkový počet osob: 312, 
 celkový počet video sekvencí: 5357, 
 pohlaví: ženy, muži, 
 věkový rozsah: od 18-ti let, 
 vousy: ano, 
 brýle: ano, 
 osvětlení: denní přirozené rozptýlené světlo, umělé rozptýlené světlo 
(zářivka, žárovka), bodové infračervené světlo. 
Rozlišení kamerových bodů bylo nastaveno na 800 × 600, 1024 × 768 a 
1280 × 960 pixelů se zachováním poměru 4:3. Jedním důvodem pro rozdílné rozlišení 
jednotlivých kamer je snaha o simulaci reálného kamerového systému, kde se vyskytují 
kamery s různým rozlišením a druhým důvodem bylo to, že některé kamerové body by 
při nízkém rozlišení zachycovaly obličeje příliš malé, což by neodpovídalo stanoveným 
provozním podmínkám. 
Tab. 3.1 Popis video databáze IFaViD. 
Scénář A B C 
Kamerový bod K.A1 K.A2 K.A3  K.A1 IR  K.B1 K.C1 K.C1 IR 
Rozlišení (pix) 1024×768 800×600 800×600 1280×960 1024×768 640×480 1280×960 
Počet osob 
vlastních/cizích 
27/72 20/1 0/183 26/13 26/16 23/0 24/0 
Celkový počet 
osob 
vlastních/cizích 
29/283 
Počet video 
sekvencí osob 
vlastních/cizích 
752/223 253/4 0/1389 175/38 1212/41 900/0 370/0 
Celkový počet 
video sekvencí, 
vlastních/cizích 
3662/1695 
Celkový počet 
video sekvencí 
5357 
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Výsledná databáze video sekvencí IFaViD je podrobněji popsána v Tab. 3.1. Obr. 
3.5 ukazuje vybrané snímky z video sekvencí, ze kterých je zřejmý rozsah některých 
provozních podmínek, například velikosti a polohy obličeje, úroveň osvětlení, barevné 
nebo černobílé snímání za použití infračerveného osvětlení integrovaného v kameře. Je 
pozorovatelné, že například poloha hlavy osob na některých snímcích je mimo rozsah 
stanovených provozních podmínek nebo osvětlení není příznivé pro rozpoznání 
obličeje. To vyplývá z přirozeného chování osob a ani pečlivým návrhem kamerových 
bodů není možné provozní podmínky vždy dodržet.  
Testovací metodika, blíže popsaná v kapitole 5.1, vyžaduje ověření vlastností 
algoritmu z hlediska chyby prvního druhu FRR (False Rejection Rate) a z hlediska 
chyby druhého druhu FAR (False Acceptance Rate). Databáze byla proto rozčleněna na 
dvě množiny - osoby vlastní a osoby cizí. Osoby vlastní jsou osoby5, které mají 
vytvořené vzory v databázi vzorů. Osoby cizí jsou osoby, které nemají vytvořené vzory 
(nejsou evidovány v systému) a měly by být systémem označeny jako neznámé.  
Obr. 3.5 Příklad snímků z různých kamerových bodů z databáze IFaViD. 
                                                 
5
 Jako osoby vlastní byly zvoleny ty osoby, které se pravidelně vyskytují na záznamech z kamer. 
Tím pádem počet video sekvencí, na kterých se osoba vyskytuje, je dostatečně vysoký na to, aby byly 
vyčleněny video sekvence pro trénování – vytvoření vzorů a pro testování. 
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3.5.1 Databáze snímků obličejů  
Při vývoji a testování algoritmu je z praktického hlediska výhodnější pracovat 
se statickými snímky obličejů než s video sekvencemi. Proto byly video sekvence 
databáze IFaViD rozloženy na jednotlivé snímky, ve kterých byly detekovány obličeje, 
a dále byly použity snímky těchto obličejů. Rozklad na snímky, detekce obličeje a jeho 
zarovnání bylo provedeno nástrojem, který vyvinul Ing. Jiří Přinosil, Ph.D. K detekci 
obličeje a jeho zarovnání byl použit algoritmus z SDK Verilook Surveillance 
společnosti Neurotechnology [42], který patří k nejlepším. 
Z výsledného souboru snímků obličejů byly za účelem dílčího testování vytvořeny 
tyto databáze snímků obličejů: 
 INTER1, která byla použita pro analýzu diskriminační síly příznaků a tvorbu 
vzorů, viz kapitoly 4.3.1 a 4.4.5. 
 INTER2, která byla použita pro analýzu diskriminační síly.  
 INTER3, která byla použita pro vyhodnocení metod tvorby vzorů, viz 
kapitola 4.4. 
 EXTERN1, která byla použita pro analýzu diskriminační síly příznaků, viz 
kapitola 4.3.1. 
 WEIGHT, která byla použita pro výpočet vah příznaků, viz kapitola 4.3.5. 
Databáze WEIGHT byla sestavena s ohledem na co největší počet snímků a 
osob, proto byla vybraná část snímků z databáze IFaViD rozšířena o další 
snímky (EXTERN1) z PubFig [43], [44], kterou poskytnul Ing. Jiří 
Přinosil, Ph.D.  
Vztah mezi databázemi snímků zobrazuje bez ohledu na jejich velikost Obr. 3.6. 
V Tab. 3.2 je pak podrobnější popis jednotlivých databází snímků. Podrobnější důvody 
vytvoření těchto databází jsou uvedeny v dalších kapitolách. 
Databáze video sekvencí IFaViD byla použita pro celkové ověření vlastností 
algoritmu, viz kapitola 5. 
Tab. 3.2 Popis databází snímků obličejů. 
Databáze 
Počet 
snímků 
Počet osob v databázi 
Celkový počet 
osob 
Stejný počet 
snímků všech 
osob 
INTER1 188 IFaViD os. vlastní 12, IFaVid os. cizí 8 12 + 8 = 20 Ne 
INTER2 800 IFaViD os. vlastní 12, IFaVid os. cizí 8 12 + 8 = 20 Ano 
INTER3 1000 IFaViD os. vlastní 12, IFaVid os. cizí 8 12 + 8 = 20 Ano 
WEIGHT 23927 IFaVid os. cizí 135, Pubig 194 135 + 194 = 329 Ne 
EXTERN1 1255 PubFig 40 40 Ne 
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Obr. 3.6 Vztah mezi databázemi obličejů. 
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4 NÁVRH A REALIZACE SYSTÉMU 
V této kapitole bude navržen systém pro rozpoznávání obličeje a bude popsána 
jeho realizace. Návrh vychází z informací a údajů uvedených v předchozích kapitolách. 
Navržený systém byl implementován v jazyce C++ s využitím knihovny OpenCV. 
V jednotlivých podkapitolách jsou diskutovány klíčové moduly systému.  
4.1 Návrh systému 
Pro přehlednost bude systém rozčleněn do několika modulů. Blokový návrh 
odpovídá standardní koncepci podobných systémů (viz kapitola 1.1). Moduly plnící 
základní funkce jsou: 
 modul zpracování vstupních dat,  
 modul detekce obličeje, 
 modul výpočtu a zpracování příznaků, 
 modul klasifikace snímků a video sekvencí,  
 modul tvorby vzorů. 
Modul zpracování vstupních dat  
V případě, že vstupem do tohoto modulu je video sekvence, je potřeba ji dekódovat 
a rozložit na jednotlivé snímky. Statické snímky jsou pouze dekódovány. Poté jsou 
snímky převedeny do odstínů šedi. Šedotónové snímky mají osmibitovou hloubku. Tyto 
funkce jsou řešeny moduly knihovny OpenCV. 
Modul detekce obličeje  
Detekce obličeje sestává z následujících dílčích úkonů: vlastní detekce obličeje ve 
vstupních snímcích, zarovnání obličeje a následného převzorkování snímků 
obsahujících obličeje na definovaný rozměr. Úlohu detekce obličeje zajišťuje objektový 
detektor s Haarovými filtry [16], [17]. Využití toho detektoru se předpokládá i pro 
detekci částí obličeje (oči, nos, ústa), které jsou využity k zarovnání obličeje. Modul 
detekce obličeje včetně funkce zarovnání je detailně popsán v kapitole 4.2.  
Modul výpočtu a zpracování příznaků  
Tento modul zajišťuje výpočet příznaků, které reprezentují obličej. Výběr 
vhodných příznaků je jedním z klíčových úkolů a má významný vliv na schopnost 
systému rozpoznat obličej. Při výběru příznaků bude využito informací nabytých 
v kapitole 1, kde jsou popsány metody rozpoznávání. Při jejich porovnání je možné 
dospět k závěru, že algoritmy založené na příznacích POEM (viz kapitola 1.7) a LBPH 
(viz kapitola 1.6) jsou dobrým kompromisem mezi TAR, FAR, výpočetním časem a 
náročností implementace. Použití příznaků POEM nebo LBPH při vývoji 
rozpoznávacího algoritmu se proto zdá být slibnou cestou. Vzhledem k tomu, že bude 
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využit programovací jazyk C++ a knihovna OpenCV, která obsahuje funkce pro výpočet 
LBPH příznaků, budou v této práci použity LBPH příznaky. 
Zlepšení klasifikačních schopností rozpoznávacího algoritmu je možné očekávat 
při provedení analýzy diskriminační síly jednotlivých příznaků a její následné 
zohlednění při procesu klasifikace váhováním příznaků. Váhování bylo založeno na 
výsledcích analýzy diskriminační síly příznaků, která byla provedena na rozsáhlé 
množině snímků obličejů osob. Bylo navrženo váhování příznaků vahami úměrnými 
velikosti Fisherova diskriminačního poměru (FDR) a proveden výběr příznaků podle 
míry vzájemné korelace. Očekávaným výsledkem váhování je zlepšení klasifikačních 
schopností a výsledkem hodnocení vzájemné korelace redukce počtu příznaků. 
Popis LBPH příznaků, analýza jejich diskriminační síly, váhování příznaků a 
výsledky provedených experimentů jsou uvedeny v kapitole 4.3. 
Modul klasifikace snímků a video sekvencí 
Tento modul zajišťuje klasifikaci příznaků reprezentujících obličej. Za účelem 
klasifikace obličeje ve video sekvenci se předpokládá rozšíření algoritmu snímkového 
klasifikátoru tak, aby klasifikoval více snímků z video sekvence. Je možné 
předpokládat, že takovýto klasifikátor, označovaný dále jako video klasifikátor, bude 
mít vyšší schopnost správné identifikace než snímkový klasifikátor. 
Metoda popsaná v kapitole 1.6 využívající LBPH příznaky byla v [25], [27] 
implementována s poměrně jednoduchým klasifikátorem, proto je možné předpokládat, 
že použitím některého sofistikovanějšího klasifikátoru bude TAR zvýšen za 
minimálního zvýšení FAR.  
Klasifikátory využívají určitou metriku, která reprezentuje vztah mezi vzory a 
příznaky reprezentujícími obličeje. Výběr metriky může ovlivnit výsledek klasifikace i 
výpočetní nároky, proto se předpokládá otestování několika metrik. Jsou to: 
χ2 vzdálenost, křížová korelace, EMD (Earth Movers Distance) a difuzní vzdálenost 
[35]. Na základě ověření vlivu různých metrik bude vybrána ta, která nejpříznivěji 
ovlivňuje výsledky rozpoznávání. 
Modul tvorby vzorů 
Vzory jsou jedním ze vstupů klasifikačního algoritmu, který je porovnává s 
neznámými snímky obličejů. Význam vzorů je v úloze rozpoznávání zásadní, z toho 
důvodu se předpokládá testování několika metod pro tvorbu vzorů a jejich následné 
porovnání. Mezi uvažované metody, které budou testovány, byly vybrány metoda 
nejpodobnějšího vzoru, metoda těžiště clusteru, algoritmus K-Means, EM algoritmus a 
algoritmus využívající metody hierarchického clusterování. Vzory, které budou 
poskytovat nejlepší výsledky, budou vybrány pro další práci.  
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4.2 Modul detekce obličeje 
V této kapitole bude popsán postup, jakým je řešena detekce a zarovnání obličeje 
v navrhnutém systému.  
Detekce obličeje a jeho zarovnání jsou nezbytné součásti systému rozpoznávajícího 
lidské obličeje. Při vývoji rozpoznávacího systému byl použit detektor založený na 
Haarových filtrech (viz příloha C) za účelem detekce obličeje, levého a pravého oka a 
nosu. Pro detekci obličeje a jeho částí byly využity moduly z knihovny OpenCV.  
Pro zarovnávání detekovaného obličeje byl navržen a implementován algoritmus, 
jehož blokové schéma je zobrazeno na Obr. 4.1. Po úspěšné detekci obličeje jsou v 
oblasti obličeje hledány oči detektorem očí. V případě, že je detekce očí úspěšná, je 
obraz otočen tak, aby středy očí byly horizontálně zarovnané. Následně jsou oči 
detekovány znovu, protože jejich detekce v otočeném obraze bude přesnější. Oči jsou 
následně považovány jako referenční body, které určují výsledný výřez obličeje. Výřez 
obličeje je proveden tak, aby střed očí ležel v ¾ jeho výšky, pravé oko leželo v ¼ šířky 
výřezu a levé oko leželo ve ¾ šířky výřezu. Takhle zarovnaný obličej je považován jako 
optimální pro výpočet příznaků. 
Obr. 4.1 Blokové schéma modulu detekce obličeje a jeho zarovnání. 
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Pokud některá z předchozích detekcí selže, je proveden pokus o detekci nosu. 
V případě, že je detekce úspěšná, pak je obraz zarovnán podle středu nosu tak, aby se 
oči nacházely přibližně na výše zmíněných pozicích. Dále je obraz oříznut o násobek 
šířky detekovaného obličeje. Oříznutí je nutné pro zachování přibližně stejného výřezu 
obličeje jako při zarovnání podle očí. Takto pořízený výřez obličeje s horším 
zarovnáním než v předchozím případě, může přispět k rozpoznání osoby v sekvenci 
snímků.  
Pokud je úspěšná pouze detekce obličeje, pak je obraz pouze oříznut. Tyto snímky 
mají nejmenší naději na správné rozpoznání, nicméně i ty mohou přispět k výsledku 
klasifikace celé video sekvence. 
Popsaný algoritmus zarovnání obličeje byl navržen a implementován z důvodu 
potřeb dalších modulů, na něž je tato práce zaměřena a nebyl optimalizován.  
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4.3 Modul výpočtu a zpracování LBPH příznaků 
Jako příznaky pro rozpoznávání byly použity lokální histogramy odezvy LBP 
(Local Binary Patterns) operátoru – LBPH (Local Binary Pattern Histograms), viz 
kapitola 1.6 a příloha B. LBPH příznaky mají několik parametrů, které určují jejich 
vlastnosti a jsou to: 
 poloměr LBP; určuje vzdálenost okolních hodnot, ze kterých je počítána 
odezva LBP operátoru pro centrální pixel, 
 počet pixelů LBP; určuje kolik okolních hodnot je použito pro výpočet LBP 
odezvy, 
 mřížka; obraz s odezvou na LBP je rozdělen podle mřížky na určitý počet 
částí ve směru vertikálním a horizontálním a v těchto částech jsou následně 
počítány lokální histogramy. 
Tyto parametry budou definitivně stanoveny na základě optimalizace algoritmu v další 
části práce. Parametry LBPH nastaveny tak jako v pracích [25], [27], tj. poloměr 2, 
počet pixelů LBP 7 a mřížka 8 × 8. Toto nastavení podle [25], [27] dosáhlo nejlepších 
výsledků. 
4.3.1 Analýza diskriminační síly LBPH příznaků  
Po výběru LBPH příznaků by měla být ověřena velikost jejich diskriminační síly 
(schopnosti rozlišit jednotlivé třídy). Velikost diskriminační síly je důkazem toho, že 
tyto příznaky mohou být úspěšně použity pro rozpoznávání6 a tedy, že další vývoj 
algoritmu je smysluplný. Pro potřeby této analýzy byla vytvořena malá obrazová 
databáze a implementován jednoduchý algoritmus pro vyhodnocení diskriminační síly, 
který je popsán níže. V této analýze bude vyhodnocena schopnost příznaků rozlišit třídy 
(osoby) s vytvořenými vzory (osoby vlastní) a zároveň schopnost rozlišit třídy (osoby), 
které vzor nemají (osoby cizí, neznámé).  
Osoby vlastní mají vytvořené vzory. Podle určité metriky, kterou používá 
klasifikátor, je možné vyjádřit míru podobnosti, resp. vzdálenost, snímků obličeje od 
těchto vzorů. Vzdálenost snímků obličeje dané osoby od vlastního vzoru by měla být co 
nejmenší, vzdálenost snímků všech ostatních osob by měla být od tohoto vzoru co 
největší. Vypočtou-li se vzdálenosti snímků obličeje jedné osoby od vlastního vzoru a 
vzdálenosti snímků obličeje všech ostatních osob od téhož vzoru, vzniknou tím dvě 
rozložení vzdáleností (viz Obr. 4.2). Jedno rozložení pro osobu, které vzor náleží a 
druhé rozložení pro snímky všech ostatních osob. Míra překrytí těchto rozložení, resp. 
míra separace těchto rozložení je nepřímo úměrná, resp. přímo úměrná, diskriminační 
síle použitých příznaků. 
                                                 
6
 Ačkoliv dosud publikované práce ukazují, že diskriminační síla LBPH příznaků je dostatečná, je 
vhodné tento fakt znovu ověřit. Nebyly nalezeny práce, které by dokumentovaly analýzu diskriminační 
síly, proto byla tato analýza provedena. 
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4.3.2 Databáze INTER1 a EXTERN1 
Analýza diskriminační síly LBPH příznaků byla provedena na databázi snímků 
INTER1 a EXTERN1. Databáze INTER1 obsahuje 187 snímků obličejů 20 osob, 
ze kterých jsou vypočteny vzory podle níže uvedeného algoritmu. Databáze EXTERN1 
obsahuje 1255 snímků obličejů 40 osob.  
4.3.3 Algoritmus výpočtu diskriminační síly příznaků  
Diskriminační sílu je možné vyjádřit pomocí míry separace rozložení vzdáleností 
mezi snímky jedné osoby od jejího vzoru (intratřídní vzdálenosti) a rozložení 
vzdálenosti mezi snímky jiných osob a tímto vzorem (intertřídní vzdálenosti). Výpočet 
míry separace byl následující: 
 výpočet vzorů pro jednotlivé třídy (osoby) z databáze INTER1 - těžiště 
clusterů tříd (viz kapitola 4.4.1), 
 výpočet vzdálenosti    všech obrazů z databáze INTER1 a EXTERN1 od 
všech vzorů, 
 výpočet rozložení vzdáleností obrazů od vzorů pro: 
 intratřídní,  
 intertřídní, 
 vypočet Fisherova diskriminačního poměru (FDR) mezi intratřídními a 
intertřídními rozloženími vzdáleností, který je definován jako: 
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, (4.1) 
kde μi, μe jsou střední hodnoty vzdáleností pro intratřídní, resp. extratřídní, obrazy, 
σi, σe jsou rozptyly vzdáleností intratřídních, resp. intertřídních, obrazů.  
Vztah mezi intratřídními a intertřídními rozloženími pro všechny třídy je 
charakterizován FDR. Střední hodnotou FDR (značeno µ FDR) je možné kvantifikovat 
míru separace intratřídních a intertřídních osob. Byl vytvořen nástroj na vyjádření míry 
separace clusterů intratřídních a intertřídních osob, který používá výše popsaný 
algoritmus.  
Nastavení při analýze bylo následující: 
 poloměr LBP = 2, 
 počet pixelů LBP = 7, 
 mřížka 8 × 8. 
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4.3.4 Výsledky analýzy diskriminační síly příznaků 
Tato analýza ukazuje, jak jsou separované množiny obrazů intratřídních (mají 
vytvořený vzor) a obrazů intertřídních (vzor nemají nebo patří do jiné třídy). Výsledky 
analýzy detailně vystihují grafy na Obr. 4.2. 
Obr. 4.2 Rozložení intratřídních a intertřídních vzdáleností. 
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V ideálním případě by měly být obrazy intertřídní od jakéhokoliv vzoru 
"vzdálenější" než obrazy intratřídní (FDR > 12)7. Z grafů na Obr. 4.2 vyplývá, že 
intertřídní obrazy jsou od vzorů vzdálenější než intratřídní obrazy. Tím jsou potvrzeny 
oba předpoklady pro úspěšné rozpoznávání obličeje, tedy že třídy, které mají vzory, 
jsou mezi sebou separovatelné, a že obrazy, které žádnému vzoru nenáleží, jsou 
separovatelné od všech tříd, které vzor mají. Střední hodnota Fisherova diskriminačního 
poměru je µ FDR = 20,54. V některých případech nejsou intratřídní a intertřídní 
rozložení podle FDR absolutně separované (FDR < 12), což ale nevadí, neboť vzory 
mohou být značně optimalizovány a separace tříd může být vyšší. Z této analýzy 
vyplývá, že LBPH příznaky mají dostatečně velkou diskriminační sílu pro danou úlohu 
rozpoznávání obličejů. 
 
4.3.5 Váhování příznaků 
Podstatou výběru příznaků je zajistit dostatečné množství relevantních informací, 
podle kterých klasifikátor rozhodne, do které třídy daný objekt popsaný příznaky náleží. 
Výběr relevantních - informativních příznaků - je pro proces klasifikace stěžejní. 
V některých pracích byly použity metody, které vybírají příznaky podle schopnosti 
rozlišit jednotlivé třídy - diskriminační síly. Příkladem může být metoda založená na 
LDA [13] (viz kapitola 1.4). Takový přístup je někdy označován jako optimální výběr 
příznaků [1]. V mnoha algoritmech byla zapracována myšlenka, že ne všechny příznaky 
mají stejnou diskriminační sílu, a tedy jejich význam při klasifikaci není stejný. 
Zohlednění diskriminační síly příznaků je možné realizovat například deformací 
příznakového prostoru (například LDA) nebo váhováním příspěvků příznaků, ev. skupin 
příznaků [25], [36]. Algoritmy, které zohlednily diskriminační sílu příznaků, vykázaly 
lepší klasifikační schopnosti. Z toho důvodu byl navržen algoritmus, který provedl 
analýzu diskriminační síly jednotlivých LBPH příznaků8 a určil velikost příspěvků - vah 
jednotlivých příznaků ke správné klasifikaci. Cílem váhování příznaků je zvýšení míry 
separace tříd, a tak i zvýšení pravděpodobnosti správné klasifikace. 
                                                 
7
 Představu, jak vypadá vztah dvou rozložení při určité hodnotě FDR, je možné získat v příloze C, 
kde jsou vyobrazena dvě Gaussova rozložení pro několik hodnot FDR.  
8
 Jedním příznakem je myšlen jeden prvek lokálních histogramů. 
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4.3.6 Výpočet vah LBPH příznaků 
V této kapitole bude navržen algoritmus pro nalezení váhovacích koeficientů 
jednotlivých příznaků (jednotlivých prvků lokálních histogramů) LBPH, viz Obr. 4.4. 
Informativní příznaky budou vybrány podle dvou kriterií - velikosti FDR a vzájemné 
korelace příznaků. Na vhodně zvolené množině obrazů obličejů budou vypočteny 
LBPH příznaky. Pro každý příznak bude vypočtena matice Fisherových 
diskriminačních poměrů (FDR) mezi všemi třídami. Diskriminační síla příznaku je 
reprezentovaná střední hodnotou matice Fisherových diskriminačních poměrů. Tak je 
možné určit příznak, který má obecně největší diskriminační sílu mezi všemi třídami. 
Další příznaky budou vybírány tak, že bude vypočtena korelace mezi hodnotami již 
vybraného, resp. vybraných příznaků se všemi ostatními hodnotami příznaků. Z 
příznaků, které budou mít korelaci hodnot menší než práh Corrtresh, bude vybrán ten, 
který má nejvyšší FDR. Tak budou postupně vybírány příznaky, které mají velkou 
diskriminační sílu (zajištěno FDR), a přitom nejsou vzájemné korelované. V případě 
velké korelace mezi příznaky je jejich společná diskriminační síla jen nepatrně vyšší 
než diskriminační síla jednotlivých příznaků, a proto je vysoká korelace mezi příznaky 
nežádoucí. Algoritmus takto vybere všechny příznaky, které splňují podmínku nízké 
korelace a přitom mají FDR vyšší než definovaný práh. Pro takto vybrané příznaky 
budou stanoveny váhovací koeficienty. 
 
4.3.7 Databáze pro výpočet váhovacích koeficientů WEIGHT 
Výpočet váhovacích koeficientů (vah) byl realizován na databázi obličejů 
WEIGHT, která byla sestavena z části snímků databáze IFaViD (osoby cizí) a ze 
snímků z databáze Pubfig [43], [44]. V databázi WEIGHT byly zarovnané obličeje 
osob, viz Obr. 4.3, rozlišení snímků bylo 100 × 100 pixelů. Databáze obsahovala 329 
osob a celkem 23 927 snímků.  
Obr. 4.3 Příklad snímků z databáze WEIGHT. 
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Obr. 4.4 Blokové schéma algoritmu pro váhování příznaků. 
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4.3.8 Výsledky váhování příznaků 
Předpokládaným přínosem váhování příznaků je zvětšení míry separace tříd. Vliv 
váhování na správnost klasifikace byl ověřen na databázi INTER1. Vyhodnocení bylo 
realizováno algoritmem pro výpočet diskriminační síly, který je popsán v kapitole 4.3.3. 
Parametry algoritmu byly nastaveny následujícím způsobem: 
 poloměr LBP = 2, 
 počet pixelů LBP = 7, 
 mřížka 8 × 8, 
 váhovaná vzdálenost χ2 podle rovnice: 
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kde H1 a H2 jsou vektory příznaků (histogramy) a w je vektor váhovacích koeficientů. 
Prvky vektoru w obsahují hodnoty FDR, FDR jsou tedy přímo váhovacími koeficienty. 
Další parametry byly v rámci experimentu měněny a jsou spolu s výsledky uvedeny 
v tabulce 8. 
Tab. 4.1 dokumentuje vliv váhovacího vektoru na střední hodnotu Fisherova 
diskriminačního poměru (µ FDR), která reprezentuje diskriminační sílu váhovaných 
příznaků. Weight1-6 je označení váhovacích vektorů, FDR značí váhovací vektor, který 
vznikl pouhým výpočtem Fisherových diskriminačních poměrů pro každý příznak, 
přičemž korelace mezi příznaky nebyla brána v úvahu. Parametr počet informativních 
příznaků vyjadřuje, kolik příznaků splnilo nastavená kriteria (FDR a vzájemná korelace) 
a hodnota jejich váhy je vyšší než nula. Příznaky s hodnotou váhy nula nepřispívají do 
výpočtu vzdálenosti podle rovnice (4.2). Dále Σ Corrtresh a avg Corrtresh jsou dva různé 
parametry, které podmiňují výběr příznaku z hlediska korelace. Parametr Σ Corrtresh byl 
použit v implementaci, kdy korelace od jednotlivých příznaků jsou sečteny a Σ Corrtresh 
je absolutní hodnota prahu pro výběr dalšího příznaku. Parametr avg Corrtresh byl použit 
v mírně odlišné implementaci, která sečtené korelace navíc normuje již vybraným 
počtem příznaků. 
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Tab. 4.1 Výsledky váhování příznaků. 
Z výsledků váhování je zřejmé, že váhování příznakových vektorů nepřineslo 
očekávané zlepšení separace tříd. Rozdíly mezi střední hodnotu Fisherova 
diskriminačního poměru (µ FDR) pro váhové vektory Weight1-6 jsou prakticky 
zanedbatelné. Ani podstatné zvýšení počtu informativních příznaků u Weight5 nemělo 
významný vliv na µ FDR. Váhovacím vektorem FDR bylo dosaženo mírně vyšší 
hodnoty (µ FDR) než v případech Weight1-6, tato hodnota je ale nižší, než v případě 
neváhování příznaků. Váhování jednotlivých příznaků vektorem vah vypočtených na 
základě Fisherova diskriminačního poměru a vzájemné korelaci nevedlo ke zvýšení 
diskriminační síly příznaků tříd.  
V další práci byly zkoumány příčiny poklesu střední hodnoty Fisherova 
diskriminačního poměru (µ FDR) mezi vzdálenostmi snímků intratřídních a 
intertřídních osob od vzorů. Při detailnějším zkoumání příznaků různých osob bylo 
zjištěno, že rozložení hodnot jednoho příznaku (prvku lokálního histogramu) jedné 
osoby není obecně možné považovat za Gaussovské. Popis pomocí střední hodnoty a 
rozptylu pak neodpovídá vlastnostem rozložení (viz Obr. 4.5) a tím vzniká chyba, která 
mohla zapříčinit selhání algoritmu pro výpočet vah a tím pádem i pokles střední 
hodnoty Fisherova diskriminačního poměru (µ FDR) mezi vzdálenostmi intratřidních a 
intertřídních osob od vzorů.  
Váhovací vektor µ FDR 
Počet informativních 
příznaků 
Σ Corrtresh avg Corrtresh 
neváhovaný 14,08 8192 - - 
FDR 10,89 8912 - - 
Weight1 10,29 2286 neznámý - 
Weight2 10,31 2352 < 1 - 
Weight3 10,26 2209 < 0,85 - 
Weight4 10,23 2251 < 1 - 
Weight5 10,54 3842 < 10 - 
Weight6 10,04 1858 - < 1 
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Obr. 4.5 Rozložení hodnot čtyř různých příznaků (prvků LBPH) jedné osoby určených 
z 322 snímků, pro představu byla vypočtena střední hodnota reprezentovaná červeně 
a střední hodnota ± rozptyl reprezentovaná zeleně.  
 
4.4 Modul tvorby vzorů obličejů 
V procesu rozpoznávání je klíčovou fází klasifikace neznámého objektu popsaného 
příznaky do jedné z N tříd. Objekty jsou reprezentovány bodem v multidimenzionálním 
příznakovém prostoru. Více objektů z jedné třídy tvoří shluk bodů v příznakovém 
prostoru - cluster. Clustery musí být deterministicky popsány, aby mohl klasifikátor 
nový neznámý objekt jednoznačně přiřadit do jedné ze tříd. Cílem tvorby vzorů je 
nalezení vhodné reprezentace clusterů, která bude minimalizovat chybu klasifikátoru. 
Deterministickým popisem clusteru v příznakovém prostoru je jeden nebo více vzorů 
pro jednu třídu - osobu. 
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V této kapitole budou popsány různé clusterovací metody, které byly použity pro 
výpočet vzorů. Pomocí vybraných metod byly vypočteny vzory, které se jevily jako 
vhodné pro reprezentaci clusterů. Tyto vzory byly dále zkoumány a byl ověřen jejich 
vliv na klasifikační vlastnosti algoritmu rozpoznávajícího obličeje. 
4.4.1 Těžiště clusterů 
Jedním z nejjednodušších způsobů, jak reprezentovat cluster, je nalezení jeho 
těžiště, které je použito jako vzor. Těžiště clusteru může být vypočteno jako průměr 
příznaků v jednotlivých dimenzích pro každou třídu: 
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kde V je vzor jedné třídy, j je dimenze, N je počet objektů dané třídy, ze kterých je vzor 
počítán, a pj,i je příznak v j-té dimenzi i-tého objektu třídy. Pro každou třídu je takto 
vypočten jeden vzor. Vzory vypočtené touto metodou budou označovány jako Centroid. 
4.4.2 Těžiště clusterů s odstraněním extrémů  
Při výpočtu těžiště clusteru, který byl popsán v předchozím odstavci, může dojít 
k tomu, že některé objekty určené pro výpočet vzoru dané třídě sice náleží, ale jsou od 
shluku třídy velmi „vzdálené“. To může být způsobeno tím, jak byl daný vzorek – 
snímek obličeje - pořízen, zpracován, polohou hlavy v původním snímku ze kterého je 
vzorek vypočten atd. Použití těchto vzorků není vhodné pro výpočet těžiště clusteru, 
proto byl implementován algoritmus (outlier detection), který nalezne vzorky, které 
clusteru nepřísluší. Vzorky, které clusteru nepřísluší, jsou v aj. literatuře označovány 
jako odlehlé hodnoty (outliers). Odlehlá hodnota je definována jako bod, který leží 
velmi daleko od střední hodnoty náhodné proměnné [1]. Ve smyslu shlukové analýzy je 
to bod, který leží daleko od těžiště clusteru.  
K nalezení odlehlých hodnot byla implementována metoda Thompson-Tau [39]. 
Při implementaci byly pro výpočet použity kvantily rozložení se statistickou 
významností 0,9, resp. 90%.  
Metoda Thompson-Tau byla využita k detekci odlehlých hodnot v jednotlivých 
třídách na úrovni celých příznakových vektorů (ve všech dimenzích najednou) a 
nezávisle také na úrovni jednotlivých příznaků (odlehlé hodnoty hledány v jednotlivých 
dimenzích). Po detekci a odstranění odlehlých hodnot byly vypočteny vzory stejným 
způsobem, jako je popsáno v kapitole 4.4.1. Tak vznikly dvě metody jak vypočíst 
vzory, které budou dále označované jako Thompson1 (odlehlé hodnoty hledány ve 
všech dimenzích jedné třídy najednou) a Thompson6272 (odlehlé hodnoty hledány 
v každé z 6272 dimenzích zvlášť).  
Vzory vypočtené pomocí metod Thompson1 a Thompson6272 budou dále 
analyzovány.  
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4.4.3 Hierarchické clusterování 
Předchozí dva přístupy k tvorbě vzorů mají společnou nevýhodu, cluster je 
reprezentován pouze jedním bodem (vzorem) v příznakovém prostoru. Nabízí se 
hypotéza, že při použití většího množství vzorů pro třídu bude cluster reprezentován 
lépe. Pro ověření této hypotézy byl použit algoritmus hierarchického clusterování pro 
výpočet většího množství vzorů reprezentujících cluster jedné třídy. Hierarchické 
clusterování spočívá v sestavení stromové struktury podle vzájemných vzdáleností 
jednotlivých objektů třídy. Uzly stromové struktury jsou vypočteny algoritmem  
K-means [1], [18]. Po sestavení struktury je vypočten řez strukturou, který minimalizuje 
rozptyl clusteru. Výsledkem řezu jsou body v příznakovém prostoru, které jsou použity 
jako vzory. Detailní popis algoritmu hierarchického clusterování je uveden ve [40].  
Algoritmus hierarchického clusterování byl spuštěn s různým nastavením 
parametrů, které ovlivnily konstrukci stromové struktury, a výsledkem byl jiný počet 
vzorů N pro jednu třídu. Byly sestaveny další sady vzorů - Hierarch2, Hierarch3 a 
Hierarch4 se dvěma, resp. třema, resp. čtyřmi vzory.  
4.4.4 Aproximace clusterů pomocí Expectation-Maximization  
Další zkoumanou možností nalezení optimálního počtu vzorů byla implementace 
algoritmu EM, který je popsán v příloze A.1. Tento algoritmus by při vhodném 
nastavení mohl aproximovat cluster třídy pomocí několika vzorů. Tento algoritmus byl 
spuštěn s takovými parametry, aby aproximoval cluster třemi vzory. Při dimenzi 
vstupních dat 6272 se ukázalo, že počet dimenzí je příliš vysoký a výpočetní doba příliš 
dlouhá na to, aby mohl být tento algoritmus použit. Pro výpočetní náročnost nebyla tato 
metoda tvorby vzorů dále zkoumána.  
4.4.5 Vyhodnocení vlivu vzorů na rozpoznávání 
Výše uvedené způsoby tvorby vzorů byly porovnány z hlediska správné 
klasifikace. 
Bylo vypočteno celkem šest sad vzorů pro 20 osob z databáze INTER1 nazvaných 
Centroid (těžiště vzorů viz kapitola 4.4.1), Thompson1 a Thomspon6272 (těžiště 
clusteru včetně odstranění odlehlých hodnot viz kapitola 4.4.2), Hierarch2, Hierarch3 a 
Hierarch4 (vypočet vzorů hierarchickým clusterováním viz kapitola 4.4.3).  
Byl proveden experiment, který zkoumal vliv vzorů vypočtených různými 
metodami na vzdálenost snímků osob jedné třídy od příslušného vzoru (vzorů). Vzory 
byly vypočteny z databáze INTER1 a pro ověření byly použity snímky z databáze 
INTER3. Část výsledků tohoto experimentu je na Obr. 4.6. Všechny výsledky jsou 
uvedeny v příloze E. 
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Obr. 4.6 Výsledky experimentu určujícího vliv vzorů vytvořených různými metodami na 
vzdálenosti snímků od vzorů, C. značí Centroid, T1 značí Thompson1, T6272 značí 
Thomspson6272, H2 značí Hierarch2, H3 Hierarch3 a H4 Hierarch4.  
Z výsledků je patrné, že vzory Thompson6272 mají snímky téže osoby nejvíce 
vzdálené od těžiště a navíc s velkým rozptylem vzdáleností od vzoru, proto je tato 
metoda výpočtu vzorů hodnocena jako nejhorší. Vzory Thompson1 mají stejné 
rozložení vzdáleností snímků téže osoby jako vzory Centroid v případě, že nebyl 
nalezen extrémní snímek v dané třídě. V případě vyjmutí extrémního vzorku jsou 
testovací snímky téže osoby od vzorů Thompson1 více vzdálené než od vzorů Centroid. 
Vzory Hierarch 4, Hierarch3 a Hierarch2 mají postupně více vzdálené testovací snímky. 
Vzdálenost testovacích snímků od vzorů Hierarch2 je menší oproti vzorům Centorid.  
Nejmenší vzdálenosti snímků od vzorů je docíleno vzory Hierarch4, proto budou 
dále zkoumány. Vzory Centroid budou dále zkoumány také, pro jejich jednoduchý 
výpočet při střední vzdálenosti snímků od vzoru.  
Další fází ve zkoumání vlivu vzorů je výpočet ROC (operačních křivek). Byl použit 
klasifikátor NN (Nearest Neighbor) s globálním prahem (viz kapitola 4.5.1) pro každý 
vzor. Je-li vzdálenost vzorku větší než práh, snímek je klasifikován jako neznámý. 
Tento práh byl rozmítán a je parametrem operačních křivek. Databáze INTER3 a 
EXTERN1 byly použity pro výpočet ROC.  
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Obr. 4.7 ROC křivka pro vzory Centroid a Hierarch4. 
Dále byla zpracována závislost špatně klasifikovaných vzorků, které měly 
vytvořené vzory, viz Obr. 4.8. 
Obr. 4.8 Závislost CCR na FCR (False Classification Rate).  
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Z výše uvedených výsledků je zřejmé, že lepších vlastností při klasifikaci 
klasifikátorem NN bude dosaženo se vzory, které budou vypočteny jako těžiště clusteru.  
4.5 Modul klasifikátoru 
V této části je popsána realizace klasifikátoru video sekvencí. „Klasifikátor pro 
předměty popsané příznaky je stroj s několika vstupy a jedním výstupem, jehož činnost 
spočívá v tom, že na každý vstup je přiváděn signál nesoucí informaci o jedné z 
fyzikálních veličin měřených na klasifikovaných objektech a na jeho výstupu se 
generuje jeden signál, který se interpretuje jako rozhodnutí klasifikátoru o třídě, ke které 
náleží právě klasifikovaný předmět. Množina výstupních signálů je konečná a je 
stanovena tak, aby každé třídě odpovídal jiný signál“ [5].  
Ke klasifikaci byl vybrán a implementován klasifikátor NN (nearest neighbor). 
Důvodem pro jeho výběr je jeho jednoduchost. To je výhodné při implementaci, ale 
také je možné klasifikátor jednoduše zdokonalovat, např. podle statistických vlastností 
tříd nebo využitím vztahu mezi snímky ve video sekvenci aj. Další výhodou 
klasifikátoru NN je, že porovnání vlastností algoritmů ev. měření diskriminační síly 
příznaků se provádí právě NN klasifikátorem.  
Princip klasifikátoru NN spočívá v porovnání aktuálního snímku (resp. jeho 
příznakového vektoru) se všemi dostupnými vzory. Aktuální snímek je klasifikován do 
třídy, jejíž vzor je "nejbližší" podle kriteria d (x,p), kde x je příznakový vektor a p jsou 
postupně příznakové vektory všech vzorů. Kriterium d (x,p) může být různé, v této práci 
byla použita metrika χ2, neboť v [25], [28] a [29] byla úspěšně použita s tím, že se jeví 
jako nejvhodnější. 
 
4.5.1 Nastavení prahových vzdáleností  
Projekce příznakových vektorů jedné třídy vytváří v příznakovém prostoru cluster. 
Velikost clusteru je určena prahem, který může být pro každou třídu různý (různě velká 
variabilita příznakových vektorů) nebo může být pro všechny třídy stejný, tzv. globální 
práh. Nastavení prahu ovlivňuje chyby FR (chyba 1. druhu) a FA (chyba 2. druhu) 
V této práci byl použit pro všechny třídy společný, globální práh. 
Nastavení globálního prahu bylo provedeno experimentálně, na základě vývoje 
celkové normované chyby ERRR (viz kapitola 5.1.2). K výpočtu FR byla použita 
databáze INTER3 a k výpočtu FA databáze EXTERN1. Vzory pro osoby z databáze 
INTER3 byly vytvořeny metodou těžiště clusteru. Výsledky analýzy jsou na Obr. 4.9.  
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Obr. 4.9 Rozmítání globálního prahu klasifikátoru a jeho vliv na celkovou chybovost. 
Rozmítáním globálního prahu bylo zjištěno, že při jeho nastavení na hodnotu 
15000 bude celková chyba minimální. Toto nastavení globálního prahu bude dále 
použito.  
4.5.2 Klasifikátor video sekvencí 
Rozpoznávání obličeje bude realizováno ve video sekvencích, ve kterých se může 
obličej vyskytnout v několika snímcích za sebou. Bude-li k rozpoznávání použito více 
snímků, zvyšuje se pravděpodobnost detekce obličeje i pravděpodobnost správného 
rozpoznání. Zpracování jednotlivých snímků v rámci video sekvence vyžaduje rozšíření 
snímkového klasifikátoru.  
Video klasifikátor nejprve klasifikuje jednotlivé snímky video sekvence samostatně 
(jako snímkový klasifikátor) a výsledky klasifikátoru jednotlivých snímků poté 
zaznamenává. Výstupem klasifikátoru snímků je číslo třídy (ID osoby), které leží 
v intervalu 1…N, kde N je celkový počet tříd (osob), které mají vytvořený vzor. 
Výstupem klasifikátoru může být i číslo -1, které značí, že osoba na snímku nebyla 
rozpoznána jako vlastní. Při experimentech bylo zjištěno, že v každé video sekvenci je 
asi 50 % snímků, na kterých osoba nemohla být rozpoznána (špatná kvalita snímku, 
chyba zarovnání obličeje, natočení hlavy atd.), takže výsledek klasifikace snímku je -1. 
To vede k nutnosti rozhodnout, je-li ve video sekvenci zachycena osoba, která nemá 
vytvořený vzor, nebo se jedná o video sekvenci zaznamenanou mimo provozní 
podmínky. 
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Tento problém řeší následující algoritmus vycházející z výsledků experimentů: 
 zjisti které ID (1…N, -1 se neuvažuje) se vyskytlo s největší četností a jaká je 
jeho četnost, 
 zjisti které ID (1…N, -1 se neuvažuje) se vyskytlo s druhou největší četností 
a jaká je jeho četnost, 
 pokud je rozdíl největší četnosti a druhé největší četnosti větší než 3 nebo 
pokud je druhá četnost rovna 0, pak výsledek video klasifikátoru je ID 
s nejvyšší četností, pokud ne, je výsledkem -1. 
Pokud není možné provést krok 1 a 2, protože jediným výsledkem klasifikátoru snímků 
je -1, pak je celá video sekvence rovnou klasifikována jako -1, tj. osoba cizí. Krok 3 
zajišťuje, že výsledné ID má dostatečnou pravděpodobnost správné identifikace.  
Takto sestavený klasifikátor byl použit při rozpoznávání video sekvencí.  
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5 DOSAŽENÉ VÝSLEDKY 
REALIZOVANÉHO SYSTÉMU 
V této kapitole je popsán způsob testování realizovaného identifikačního systému a 
jsou diskutovány dosažené výsledky. Ty jsou porovnány s publikovanými výsledky 
obdobných systémů.  
5.1 Metodika testování biometrických systémů  
Testování a vyhodnocení vlastností biometrických systémů by mělo být provedeno 
tak, aby výsledky testů reprezentovaly skutečné vlastnosti algoritmů a aby byly 
k vyhodnocení použity metriky, které umožní výsledky porovnat s výsledky jiných 
systémů.  
Biometrické systémy mohou pracovat ve třech základních režimech [4]: 
 obecná identifikace, při které je porovnáván obecný vstupní vzorek s celou 
databází vzorů, porovnávání 1:N, (otevřená databáze), 
 verifikace, při které je prezentována identita vstupního vzorku a tato identita 
má být ověřena, porovnání 1:1, 
 uzavřená identifikace, při které je porovnáván vstupní vzorek, který má 
vytvořený vzor, s celou databází vzorů, porovnávání 1:N, (uzavřená 
databáze). 
Některé algoritmy systému mohou být pro výše uvedené režimy společné, například 
popis vstupního vzorku příznaky, jiné, například klasifikační, algoritmy se mohou lišit. 
Vyhodnocení se provádí pro jednotlivé režimy systému zvlášť. Tato práce se zabývá 
režimem obecné identifikace. 
5.1.1 Databáze pro vyhodnocení vlastností algoritmů 
Databáze vytvořené za účelem vyhodnocování vlastností algoritmů pro 
rozpoznávání obličejů jsou vždy rozděleny na několik částí [2], trénovací databáze T  
(Training set), databáze pro sestavení vzorů G  (Gallery set) a testovací databáze P  
(Probe set). Trénovací databáze T  slouží pro nastavení parametrů algoritmu. Je možné, 
že trénovací databáze T  a databáze pro tvorbu vzorů G  jsou identické nebo se 
překrývají, jako např. databáze FERET [12]. Testovací metodika povoluje výpočet 
parametrů algoritmu na databázi T  i G  [2]. Není přípustné použít testovací databázi P  
pro nalezení parametrů nebo tvorbu vzorů. 
Vyhodnocení vlastností systému je možné provést na dvou různých testovacích 
databázích [2], [18]: 
 test na uzavřené databázi (Closed set), 
 test na otevřené databázi (Open set). 
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Uzavřená databáze obsahuje pouze osoby, které jsou zastoupeny v databázi pro 
tvorbu vzorů G . Test na uzavřené databázi se používá pro ověření funkčnosti a 
základních vlastností systému [18]. 
Otevřená databáze oproti uzavřené databázi obsahuje navíc osoby, které jsou pro 
algoritmus cizí - neznámé a nemají vytvořené vzory. Test na otevřené databázi je 
komplexní a slouží pro ověření celkových vlastností systému.  
Databáze IFaViD byla sestavena jako otevřená databáze, viz kapitola 3. Osoby, 
které mají velké množství video sekvencí, byly při tvorbě databáze vybrány jako osoby 
vlastní a osoby, které mají menší množství video sekvencí, byly vybrány jako cizí. 
V případě osob vlastních je snaha, aby byly vždy správně klasifikované (což je nutné 
ověřit na větším množství video sekvencí vlastních osob), přičemž osoby cizí by měly 
být správně rozpoznány jako cizí (což je nutné ověřit na velkém množství cizích osob 
při relativně nízkém počtu video sekvencí).  
5.1.2 Metriky charakterizující systém 
Během testování je zaznamenáváno, jak byl každý vstupní vzorek, snímek nebo 
video sekvence, klasifikován a po klasifikaci všech vzorků jsou vypočteny metriky, 
které kvantifikují výsledky testu. Při testu na otevřené databázi, kdy se v testovací 
databázi nacházejí i osoby bez vytvořených vzorů, je zaznamenáván výsledek 
klasifikace s výstupy osoba vlastní/osoba cizí a dále výsledek klasifikace na úrovni tříd 
(osob), tj. ověřuje se, že osoba vlastní byla klasifikována do správné třídy. Pro 
kvantifikaci výsledků s výstupy osoba vlastní/osoba cizí jsou použity čtyři metriky: TA, 
TR, FA, FR, které jsou popsány v Tab. 5.1. 
Z popisu metrik je zřejmé, že: 
 TA TR FA FR N    , (5.1) 
kde N je celkový počet vstupních vzorků. Metriky CC a FC vyjadřují, je-li osoba, která 
byla klasifikována jako vlastní, přiřazena (klasifikována) do správné třídy (správná 
identifikace osob vlastních). Platí: 
 CC FC TA  . (5.2) 
Při vyhodnocování vlastností systémů je vhodné popsat závislost správných 
identifikací CC na celkovém počtu chyb, proto byla zavedena další metrika ERR 
vyjadřující celkovou chybu systému, která je součtem dílčích chyb: 
 ERR FA FR  . 
(5.3) 
Pro jednodušší interpretaci výsledků je obvyklé, že výše uvedené metriky 
charakterizující vlastnosti systému bývají normovány celkovým počtem vstupních 
vzorků N. Normované hodnoty jsou od metrik uvedených v Tab. 5.1 odlišeny třetím 
znakem „R“ – ratio (poměr), např. TAR, CCR, FCR a metrika ERR čtvrtým znakem R. 
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Tab. 5.1 Metriky pro hodnocení vlastností systému. 
Výše popsané metriky charakterizují vlastnosti systému při jeho konkrétním 
nastavení. Přehledným způsobem popisu vlastností systému je použití ROC (Receive 
Operating Characteristic) křivky. ROC křivka je závislostí CCR (Correct Classification 
Rate) na FAR (False Acceptance Rate) [1], [18]. ROC křivka je vhodná pro porovnání 
dvou a více systémů nebo jednoho systému s různě nastavenými parametry, protože 
přehledně graficky znázorňuje závislost mezi výše uvedenými metrikami.  
5.2 Vývoj a realizace nástroje pro testování systému  
Ověřování funkce algoritmů systému, jejich optimalizace a testování vyžaduje při 
rozsahu databáze v tisících video sekvencích a desetitisících snímků provedení milionů 
dílčích klasifikací, což je bez specializovaného podpůrného nástroje těžko 
realizovatelné. Proto byly specifikovány níže uvedené požadavky na tento nástroj, který 
musí být schopen řízeného a kontrolovatelného provádění testování. 
Na softwarové realizaci testovacího nástroje se podílel Ing. Petr Bambuch, návrh 
nástroje a realizace modulů pro rozpoznávání (viz kapitola 4) je dílem autora práce. 
Požadavky na nástroj pro testování identifikačního systému: 
 vstupy do systému: 
 načtení snímku nebo celého adresáře se snímky, 
 načtení video sekvence nebo celého adresáře s video sekvencemi, 
 import a export vypočtených vzorů (xml soubor), 
 
Zkratka 
veličiny 
Název veličiny Popis Poznámka 
O
so
b
y
 c
iz
í 
×
 O
so
b
y
 v
la
st
n
í 
TA true acceptance 
počet osob vlastních, které byly 
správně klasifikovány jako vlastní 
  
TR true rejections 
počet osob cizích, které byly 
správně klasifikovány jako cizí 
  
FA false acceptance 
počet osob cizích, které byly 
chybně klasifikovány jako vlastní 
chyba 2. druhu 
FR false rejections 
počet osob vlastních, které byly 
chybně klasifikovány jako cizí 
chyba 1. druhu 
O
so
b
y
 v
la
st
n
í 
CC correct classification 
počet osob vlastních, které byly 
správně identifikovány (do správné 
třídy) 
  
FC false classification 
počet osob vlastních, které byly 
chybně identifikovány (do špatné 
třídy) 
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 funkce nástroje: 
 zobrazení zpracovávaných video sekvencí a snímků, 
 nastavení převzorkování snímků na určitý rozměr, 
 nastavení všech parametrů algoritmů (pro tvorbu vzorů i rozpoznávání),  
 spouštění algoritmů (pro tvorbu vzorů i rozpoznávání), 
 modulární koncepce umožňující výměnu modulů realizujících algoritmy, 
 výstupy systému: 
 číselné zobrazení výsledků,  
 grafické zobrazení výsledků (prostřednictvím aplikace MATLAB),  
 zobrazení chybně klasifikovaných snímků a video sekvencí, 
 export detailních výsledků do prostředí MATLAB pro hloubkovou 
analýzu. 
Nástroj je vybaven přehledným uživatelským rozhraním (GUI), které umožní 
rychlé a přehledné ovládání a zobrazení výstupů. Byl proveden blokový návrh aplikace, 
která by splňovala výše zmíněné požadavky. Aplikace byla implementována v jazyce 
C++. Blokové schéma aplikace je v příloze F, detailní popis nástroje je v [41]. Na 
obrázcích níže jsou snímky obrazovky testovacího nástroje. 
Obr. 5.1 Úvodní obrazovka aplikace pro testování, zobrazení vstupních dat. 
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Obr. 5.2 Nastavení parametrů algoritmů v aplikaci pro testování. 
5.3 Návrh testů 
Pro testování vlastností systému a vytvoření vzorů byla použita databáze IFaViD. 
Databáze IFaViD byla rozdělena na dvě části, testovací množinu a trénovací množinu. 
Trénovací množina slouží k vytvoření vzorů a testovací množina k výpočtu metrik 
popsaných v kapitole 5.1.2, které charakterizují identifikační systém. 
5.3.1 Trénovací množina 
Trénovací množina byla vytvořena z pěti video sekvencí pro každou osobu vlastní. 
Ve video sekvencích byly detekovány obličeje, z nichž vhodné byly vybrány pro tvorbu 
vzorů. Vzory byly vytvořeny pro každý ze tří scénářů zvlášť, což umožnilo sledování 
vlivu scénáře na správnost identifikace. 
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Pět video sekvencí bylo zvoleno proto, aby variabilita snímků obličejů, ze kterých 
budou vzory počítány, byla dostatečně reprezentativní a zároveň, aby v testovací 
množině zůstal dostatečný počet video sekvencí pro osoby, které byly zachyceny na 
malém počtu video sekvencí (testovací a trénovací množina jsou disjunktní množiny). 
5.4 Výsledky testů 
K testování systému byly použity video sekvence osob cizích i osob vlastních (s 
vytvořenými vzory) pro každý scénář zvlášť.  
Výsledkem testů systému jsou ROC křivky pro všechny scénáře. Parametrem ROC 
křivek je globální práh klasifikátoru, který byl rozmítán v intervalu (0;25000) s krokem 
500.  
Sledován byl i průběh chyb FRR (chyba 1. druhu), FAR (chyba 2. druhu) a celková 
chyba ERRR, viz Obr. 5.4. Parametrem křivek je globální práh klasifikátoru. 
Dále byl proveden test s hodnotou globálního prahu 15000, která byla určena na 
základě analýzy celkové chyby systému v kapitole 4.5.1. Výsledky testu jsou uvedeny v 
Tab. 5.2. 
5.5 Zhodnocení dosažených výsledků 
Z ROC křivek na Obr. 5.3 je zřejmé, že nejlepších výsledků rozpoznávání bylo 
dosaženo ve scénáři A. Mírně horších výsledků bylo dosaženo ve scénáři B, a to 
přibližně o 5 %. Vzhledem ke kvalitě pořízených video sekvencí, relativně příznivé 
poloze hlavy a poměrně velkému rozměru obličeje ve scénáři B, bylo možné očekávat 
lepší výsledky identifikace ve scénáři B než ve scénáři A. Nalezení příčiny horších 
výsledků ve scénáři B než ve scénáři A je námětem další práce. 
Ve scénáři C byla schopnost systému rozpoznat obličeje ve video sekvencích 
výrazně nižší oproti scénářům A i B. Relativně nízká hodnota CCR ve scénáři C je 
pravděpodobně způsobena nedodržením provozních podmínek systému při snímání 
video sekvencí. Schopnost systému správně identifikovat osoby ve video sekvencích ve 
scénáři C nepřesáhla 45%, jediným způsobem jak zvýšit CCR ve scénáři C je 
přepracování kamerového snímacího bodu tak, aby splňoval provozní podmínky 
systému v plném rozsahu. 
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Obr. 5.3 ROC křivka realizovaného systému pro tři scénáře. 
ROC křivky z Obr. 5.3 jsou v některých místech ostré, skokově se mění CCR, které 
dokonce při vzrůstajícím FAR klesá. To je pravděpodobně způsobeno rozhodovacím 
algoritmem video klasifikátoru a nastavením jeho parametrů. Parametry video 
klasifikátoru byly nastaveny empiricky při hodnotě globálního prahu klasifikátoru 
15000. Video klasifikátor zřejmě nefunguje optimálně při vyšších hodnotách globálního 
prahu (nad 20 000).  
Na Obr. 5.4 jsou grafy závislosti normovaných chyb systému na hodnotě 
globálního prahu. Ve všech scénářích je celková chyba ERRR minimální v intervalu 
hodnot globálního prahu od 13000 do 17000. Původní navržená hodnota globálního 
prahu 15000 leží v tomto intervalu, proto je možné prohlásit postup návrhu hodnoty 
globálního prahu, který byl proveden v kapitole 4.5.1, za správný.  
Výsledky testování systému při nastavení parametrů klasifikátoru podle 
experimentů z kapitoly 4.5, tj. hodnotě globálního prahu 15000 jsou uvedeny v Tab. 5.2.  
Z Tab. 5.2 a ROC křivek na Obr. 5.3 je zřejmé, že v různých scénářích by mohlo 
být dosaženo lepších výsledků, pokud by byly parametry video klasifikátoru nastaveny 
pro každý scénář zvlášť. Například ve scénáři B by mohl být práh klasifikátoru vyšší, 
neboť hodnoty FAR a FCR jsou velmi nízké, naopak ve scénáři A by mohl být práh 
klasifikátoru snížen, což by způsobilo snížení FAR při téměř zanedbatelném snížení 
správné identifikace CCR. 
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Obr. 5.4 Průběh chyb FAR, FRR a ERRR v závislosti na globálním prahu klasifikátoru 
pro scénáře A, B a C. 
 
  64 
Tab. 5.2 Výsledky testování algoritmu při nastavení globálního prahu na hodnotu 15000. 
Výsledky systému realizovaného v této práci je možné srovnat se systémem 
popsaným v kapitole 1.5, který prezentoval J. Stallkamp [18]. Srovnání výsledků je 
možné z toho důvodu, že oba systémy byly navrženy pro provoz v reálných 
podmínkách a oba byly testované na databázi video sekvencí z reálného prostředí. 
Testovacím video sekvencím z práce J. Stallkampa nejvíce odpovídají video sekvence 
ze scénáře A, proto budou porovnány pouze výsledky z tohoto scénáře.  
Porovnáním ROC křivky scénáře A z této práce, viz Obr. 5.3, a ROC křivky 
klasifikátoru video KNN z práce J. Stallkampa, viz Obr. 1.11, je možné dojít k závěru, 
že do hodnoty FAR 10% jsou výsledky obou systémů přibližně stejné. Z hlediska 
zamýšlené aplikace realizovaného systému nejsou hodnoty správné identifikace CCR 
při FAR vyšším než 10% relevantní, protože FAR vyšší než 10% je pro praktické 
nasazení systému nepoužitelné.  
Při porovnání je nutné přihlédnout k provozním podmínkám obou systémů. 
Ze snímků video sekvencí uvedených v práci J. Stallkampa se jeví, že poloha hlavy 
osob ve video sekvencích použitých k testování jeho systému je příznivější pro 
identifikaci než v případě scénáře A. Dalším faktorem ovlivňujícím výsledky je rozsah 
testovací databáze. Databáze, která byla použita J. Stallkampem obsahuje 41 osob. 
Vyhodnocení metriky FA (vliv osob cizích) pak bylo realizováno tak, že systém byl 
natrénován pouze na 40 osob a jedna osoba byla v roli osoby cizí. V roli osoby cizí se 
postupně vystřídalo všech 41 osob a dílčí výsledky byly sečteny. Tento přístup testování 
je zřejmě méně náchylný na chybu typu FA kvůli malému počtu osob cizích než přístup 
použitý v této práci, kde množina osob cizích obsahovala 283 osob bez vazby na 
množinu osob vlastních.  
Na základě analýzy provedených testů a jejich výsledků se jeví, že systém 
realizovaný v této práci by při testech na stejné databázi pravděpodobně dosáhl lepších 
výsledků. 
Porovnání výsledků s jinými pracemi, které byly v rámci rešerše v kapitole 1 
diskutovány, nemá smysl, protože systémy byly navrženy za jiným účelem, například 
dosažení dobrých výsledků testů na databázi FERET [12], tzn., že tyto systémy 
předpokládají velmi malý rozsah provozních podmínek, který je nesrovnatelný 
s rozsahem provozních podmínek vymezených v této práci. Výsledky systémů 
testovaných na databázích vytvořených v laboratorních podmínkách nelze přímo 
srovnávat s výsledky systémů testovaných na databázích pořízených za reálných 
provozních podmínek.  
 
Scénář TAR (-) TRR (-) FAR (-) FRR (-) CCR (-) FCR (-) 
A 0,71 0,7 0,3 2,29 0,64 0,07 
B 0,58 0,98 0,02 0,41 0,55 0,03 
C 0,63 0,47 0,53 0,37 0,46 0,17 
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6 ZÁVĚR 
Tato práce se zabývá návrhem, realizací a testováním systému rozpoznávajícího 
obličeje ve video sekvencích pořízených z dohledových kamerových systémů. V první 
kapitole je uveden přehled používaných metod pro rozpoznávání obličeje. Byl proveden 
jejich rozbor a byly zhodnoceny jejich vlastnosti.  
V druhé kapitole jsou uvedeny požadavky na funkce a provozní podmínky 
systému. Je požadováno, aby systém byl schopen identifikovat osoby ve video 
sekvencích pořízených dohledovým kamerovým systémem. Provozní podmínky 
definují tři scénáře, které vymezují činnosti osob v zachycených video sekvencích, 
vymezují rozsah polohy hlavy osob ve video sekvencích, specifikují osvětlení 
snímaných scén a další požadavky. 
Třetí kapitola popisuje tvorbu video databáze IFaViD a její výsledné vlastnosti. 
Databáze IFaViD byla vytvořena, protože není dostupná jiná databáze, která by 
komplexně ověřila vlastnosti systému rozpoznávajícího obličeje. Pro pořízení databáze 
byl navržen a realizován kamerový systém tak, aby nasnímané video sekvence v co 
největší míře splňovaly provozní podmínky - scénáře, osvětlení, kvalitu snímků aj. 
Databáze IFaViD obsahuje 5357 video sekvencí, na kterých je 312 různých osob. 
Databáze je svým rozsahem srovnatelná s dostupnými světově uznávanými databázemi. 
Databáze IFaViD umožní efektivní trénování rozpoznávacího algoritmu a věrohodné 
testování vlastností systému s ohledem na použití v systémech kontroly vstupů.  
Čtvrtá kapitola řeší návrh systému rozpoznávajícího obličeje a jeho implementaci. 
Za účelem detekce obličeje a jeho částí byl použit detektor založený na Haarových 
filtrech. Pro popis obličeje byly na základě provedeného zhodnocení metod pro 
rozpoznávání obličeje použity Local Binary Pattern Histograms (LBPH) příznaky. 
Pro klasifikaci příznaků byl implementován video klasifikátor založený na algoritmu 
Nearest Neighbor (NN). V rámci tvorby modulu pro výpočet a zpracování příznaků byla 
provedena analýza diskriminační síly LBPH příznaků a na základě jejích výsledků bylo 
potvrzeno, že LBPH příznaky je možné použít pro rozpoznávání obličeje za 
stanovených provozních podmínek. Dále byl proveden experiment s váhováním 
jednotlivých LBPH příznaků s cílem zvýšení diskriminační síly příznakového vektoru a 
výběr informativních příznaků s cílem redukce dimenze příznakového vektoru. Proto 
byl implementován algoritmus, který vybíral informativní příznaky podle míry 
vzájemné korelace, a váhoval je hodnotami Fisherova diskriminačního poměru. 
Váhování jednotlivých LBPH příznaků hodnotami Fisherova diskriminačního poměru 
nevedlo ke zlepšení klasifikačních schopností algoritmu.  
Za účelem tvorby vzorů obličejů bylo implementováno několik metod a byl 
zkoumán jejich vliv na separaci tříd v příznakovém prostoru a vliv na klasifikační 
schopnosti systému. Na základě dosažených výsledků byly vybrány dvě metody pro 
tvorbu vzorů, které se jevily jako optimální, metoda těžiště clusteru a metoda založená 
na hierarchickém clusterování. Následně byl zkoumán vliv těchto dvou metod na 
klasifikační vlastnosti systému. Z tohoto experimentu vyplynulo, že 
z implementovaných metod lze lepších klasifikačních schopností dosáhnout při tvorbě 
vzorů metodou těžiště clusteru. Tento způsob tvorby vzorů byl použit při hodnocení 
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celkových vlastností systému.  
V páté kapitole je popsána testovací metodika a byly definovány metriky pro 
vyhodnocení vlastností systému. Pro testování systému byl navržen a implementován 
softwarový nástroj, který obsahoval moduly popsané ve čtvrté kapitole a umožnil 
provedení testů systému na rozsáhlé databázi IFaViD. Testování systému bylo 
provedeno pro tři různé scénáře obsažené v databázi IFaViD. Realizovaný systém 
dosáhl ve scénářích A, B a C těchto hodnot správné identifikace: CCRA = 62 %, 
CCRB = 58 % a CCRC = 41 % při hodnotě FAR menší než 10%. S přihlédnutím na 
provozní podmínky, za kterých byla snímána video databáze IFaViD, dosáhl systém ve 
scénářích A a B velmi dobrých výsledků Dosažené výsledky realizovaného systému 
jsou srovnatelné s výsledky systémů, které byly publikovány (práce J. Stallkampa). 
Tato diplomová práce naplnila zadání v požadovaném rozsahu. Nad rámec zadání 
byla provedena řada experimentů, například vliv váhování jednotlivých LBPH příznaků 
na diskriminační sílu příznakového vektoru nebo vliv různých metod pro tvorbu vzorů 
obličejů na klasifikační vlastnosti systému. Vytvořená databáze IFaViD patří svým 
rozsahem a uspořádáním k nejkomplexnějším databázím, na kterých jsou 
v publikovaných pracích systémy testovány. Navíc byl realizován i efektivní testovací 
nástroj pro provádění testů systémů rozpoznávajících obličeje na rozsáhlých testovacích 
množinách. Databáze IFaViD a testovací nástroj budou použity v další práci při 
optimalizaci systému pro rozpoznávání obličeje.  
Další práce by měla být zaměřena na následující úkoly, které byly v rámci práce 
implementovány bez optimalizace: zarovnávání detekovaného obličeje ve snímcích se 
zhoršenou kvalitou a optimalizace mřížky LBPH příznaků tak, aby významné 
obličejové části neležely na rozhraních mřížky, což by mělo zvýšit diskriminační sílu 
LBPH příznaků. Dále by měla být věnována pozornost těm metodám tvorby vzorů, 
které reprezentují třídu více než jedním vzorem, a s tím související změny 
v rozhodovacím schématu klasifikátoru. 
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SEZNAM VELIČIN, ZKRATEK A GLOSÁŘ 
 
ACS Access Control System - systém kontroly vstupu  
DCT Discrete Cosine Transform - diskrétní kosinová transformace 
LBPH Local Binary Patterns Histograms 
LBP Local Binary Patterns  
POEM Patterns of Oriented Edge Magnitudes 
PCA  Principal Component Analysis 
ICA  Independent Component Analysis 
LDA  Linear Discriminant Analysis 
TA True Acceptance - počet vlastních objektů, které byly správně 
klasifikovány jako vlastní. 
FA False Acceptance - počet cizích objektů, které byly špatně 
klasifikovány jako vlastní. 
FAR False Acceptance Rate - počet cizích objektů, které byly špatně 
klasifikovány jako vlastní ku celkovému počtu objektů. 
TAR True Acceptance Rate - počet vlastních objektů, které byly správně 
klasifikovány jako vlastní ku celkovému počtu objektů. 
FRR False Rejection Rate - počet vlastních objektů, které byly chybně 
klasifikovány jako cizí ku celkovému počtu objektů. 
ERRR Error rate, chyba klasifikace, ERRR=(FR+FA)/N, kde N je celkový 
počet snímků. 
CCR Correct Classification Rate, počet správně rozpoznaných obličejů 
ku celkovému počtu obličejů, které mají vytvořené vzory. 
fps Frames Per Second - počet snímků za sekundu. 
VMS Video Management System 
příznak Příznakem může být cokoliv, co charakterizuje objekt a/nebo jeho 
vlastnosti.  
informativní příznak Příznak, který poskytne informaci, např. je pomocí něj 
možné odlišit dvě třídy objektů.  
perceptron Typ binárního klasifikátoru, který mapuje vstupní vektor na 
výstupní binární hodnoty podle určitého kriteria. 
NN Nearest Neighbor - nejbližší soused (typ klasifikátoru). 
K-NN K-Nearest Neighbor - K nejbližších sousedů (typ klasifikátoru). 
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náklon hlavy  Rotace okolo horizontální, oční osy hlavy, viz obr. níže. 
 
poloha hlavy Popisuje vzájemnou polohu obličeje a kamery obličej snímající. 
Poloha hlavy má tři parametry: náklon hlavy, otočení hlavy a 
kývaní hlavy. 
TSL Tint Saturation Value, barevný prostor. 
ROC Receive operation characteristic, pro potřeby této práce je to 
závislost správně identifikovaných obličejů na FAR. 
cluster Shluk objektů, které mají stejné nebo podobné vlastnosti. 
robustnost Odolnost algoritmu proti působení vnějších vlivů, např. osvětlení, 
výraz v obličeji, poloha hlavy aj. 
NVR Network Video Recorder 
VMS  Video Management System 
OpenCV  Open Computer Vision, knihovna funkcí pro zpracování obrazu, 
viz http://opencv.org/. 
FDR Fisher Discriminant Ratio, Fisherův diskriminační poměr, někdy 
také označování jako FK - Fisherovo kriterium. Tato veličina 
popisuje míru vzájemného překrytí dvou normálních rozložení.  
CPU Central Processing Unit, procesor 
GPU Graphical Processing Unit, grafický procesor 
IFaViD IVECS Face Video Database 
PoE Power Over Ethernet, způsob napájení zařízení komunikujících po 
ethernetu, viz standard IEEE 802.3af.  
SDK Software Development Kit  
pdf Probability Density Function, funkce hustoty pravděpodobnosti 
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Příloha A GMM  
Gaussian Mixture Model někdy také nazývaný Mixture of Gaussians. Jedná se o 
metodu pro clusterování a pro vytváření pravděpodobnostních modelů. Základní ideou 
metody je fakt, že libovolné multidimenzionální rozložení hustoty pravděpodobnosti je 
možné aproximovat lineární kombinací multidimenzionálních Gaussovských funkcí.  
Multidimenzionální Gaussovo rozložení pravděpodobnosti je dáno funkcí: 
 2( )
2
1
( )
(2 )
x
p x e




 

, (A.6.1) 
kde 1 2[ ]D       je vektor středních hodnot,   je kovarianční matice 
popisující rozptyly v jednotlivých směrech a D je dimenze rozložení.  
Nechť p(x) je obecné multidimenzionální rozložení hustoty pravděpodobnosti. Toto 
rozložení je možné aproximovat lineární kombinací Gaussových rozložení. Původní 
rozložení ( )p x  je mnohdy neznámé, protože obvykle jsou známy pouze jednotlivé body 
(prvky nějaké omezené trénovací množiny) rozložení ( )p x  (viz Obr. A.6.1 vpravo). 
Obr. A.6.1 Vlevo prvky tří 2D gaussovských rozložení, pro názornost barevně, vpravo stejné 
prvky reprezentující trénovací data tak jak vstupují do procesu vytváření GMM. 
Jednobarevné zobrazení vystihuje fakt, že před vytvořením GMM není známa 
příslušnost jednotlivých bodů ke clusterům.  
Neznámé rozložení p(x) je možné modelovat pomocí GMM s M komponentami 
(Gaussovými rozloženími) následujícím způsobem: 
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přičemž platí: 
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1
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m
m
P

 . (A.6.3) 
Rovnici (A.6.2) je možné vyložit následujícím způsobem [1]: M rozložení hustoty 
pravděpodobnosti přispívá k vytvoření neznámého rozložení ( )p x . Z toho vyplývá, že 
každý bod D-dimenzionálního prostoru popsaný vektorem x  může být přisouzen 
jednomu z M rozložení hustoty pravděpodobnosti s pravděpodobností Pm. Počet 
komponent modelu M musí být zadán před vytvořením modelu.  
Úkolem je nyní nalézt parametry 1 2[ ]D       a   každé z M komponent 
modelu a pravděpodobnosti výskytu prvků z dané komponenty Pm, m = 1,2,…M. Jak již 
bylo naznačeno výše, příslušnost jednotlivých prvků x  k určité komponentě není 
známa, z toho důvodu je taková trénovací množina nazývána nekompletní (incomplete 
data set, viz Obr. A.6.1 vpravo). Jinými slovy není známa informace, který z M 
generátorů vytvořil daný prvek x . Pokud by byla známa informace o tom, který 
generátor vytvořil daný bod, pak by bylo možné parametry modelu přímo vypočíst. 
Problém nekompletní trénovací množiny je možné vyřešit využitím EM algoritmu, viz 
kapitola A.1 (Expectation-Maximization). Pomocí EM algoritmu se sestaví GMM, viz 
Obr. A.6.2. 
Obr. A.6.2 Vytvořený GMM se třemi komponentami, vlevo vrstevnicový graf, vpravo 3D graf.  
Praktickým výsledkem použití GMM je, že při výskytu nového vektoru xn je možné 
tento vektor přiřadit s určitou pravděpodobností každé z komponent modelu, viz Obr. 
A.6.3. 
Takovýmto způsobem je možné data klasifikovat s určitou pravděpodobností. 
Znalost pravděpodobnosti je výhodná zvláště při zpracovávání sekvencí dat, kdy je 
možné dle pravděpodobnosti přiřadit danému výsledku klasifikace určitou váhu. 
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Obr. A.6.3 Pravděpodobnosti, že daný vektor náleží určité komponentě. Vlevo nahoře jsou 
původní data generovaná třemi gaussovskými generátory. 
A.1 EM algoritmus 
EM algoritmus sestává ze dvou kroků, které se opakují, dokud se GMM mění. 
V prvním kroku, který se nazývá E krok (expectation), je vypočten odhad logaritmické 
pravděpodobnostní funkce (log-likelihood pdf), která je závislá na pozorovaných 
vzorcích xk a na předchozích parametrech modelu μm,t, Σm,,t, Pm,,t. V dalším kroku je 
provedena aktualizace parametrů modelu tak, aby logaritmická pravděpodobnostní 
funkce byla maximalizována - M krok (maximization). Matematický popis algoritmu je 
uveden v [1] a [18]. Výsledkem je odhad parametrů GMM.  
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Příloha B LBP 
Local Binary Patterns je bodový operátor (2D filtr), jehož odezva se používá pro 
texturní analýzu obrazů. Pomocí LBP je možné matematicky popsat strukturu obličejů 
[25], [26], [27]. Výhodou reprezentace obrazu pomocí odezvy na LBP je invariance 
proti postupným změnám jasu a nezávislost na střední hodnotě jasu v obrazu [27], 
přičemž výpočet takové reprezentace obrazu není náročný. 
Výpočet odezvy na LBP (viz Obr. A.6.4) začíná výběrem centrálního pixelu a 
pokračuje výběrem jistého okolí. Jasová hodnota centrálního pixelu představuje 
prahovou hodnotu, se kterou jsou pixely z okolí porovnávány. Pixelu je přiřazena 
hodnota 0, pokud je jeho hodnota menší než prahová hodnota. Pixelu je přiřazena 
hodnota 1, pokud je hodnota pixelu okolí větší než prahová hodnota. Binární výsledky 
porovnání jsou v definovaném pořadí vyčteny a jsou považovány jako odezva na LBP 
pro centrální pixel v binární podobě. Obvykle je odezva převedena na dekadické 
vyjádření.  
Obr. A.6.4 Princip výpočtu odezvy na LBP. Obrázek převzat z [27]. 
Na Obr. A.6.4 je zobrazena pouze základní forma LBP. Okolí, které určuje 
výslednou binární odezvu může mít různé tvary a velikosti např. jako na Obr. A.6.5.  
Obr. A.6.5 Různé tvary a velikosti LPB operátoru, levý obr. převzat z [25], tří pravé obrázky 
převzaty z [28]. 
Na Obr. A.6.5 jsou body okolí, které zjevně nenáleží přímo konkrétnímu pixelu, ale 
jsou umístěny "mezi" pixely. Pro výpočet hodnoty jasu v těchto bodech je využito 
interpolace z okolních pixelů.  
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Obr. A.6.6 Odezvy na LBP, převzato z [24]. 
Na Obr. A.6.6 je zobrazena reprezentace obrazů obličeje pomocí LBP. Je zde 
zřejmá invariance na střední hodnotu jasu.  
  78 
Příloha C OBJEKTOVÝ DETEKTOR 
ZALOŽENÝ NA HAAROVÝCH FILTRECH 
Obecný objektový detektor9 využívající Haarovy filtry byl představen 
Violou a Jonesem v roce 2001. Detektor byl úspěšně použit pro detekci obličeje a 
obličejových částí, proto bude popsán jeho princip. Detailní rozbor je uveden v [17] a 
[16]. 
Algoritmus je založený na jednoduchých 2D obrazových filtrech, jejichž odezva je 
příznakem, který je použit pro klasifikaci. 
Obr. A.6.7 Základní sada Haarových filtrů. Prakticky je používáno větší množství různých 
dalších filtrů. Obrázek je převzat z [16]. 
Algoritmus sekvenčně prochází celý obraz a v oknech různé velikosti (výřezech 
původního obrazu) vypočte odezvy na 2D Haarovy filtry různých velikostí na různých 
pozicích. Tak jsou vypočteny příznaky.  
Při trénování algoritmu jsou vypočteny příznaky pro dvě třídy obrazů, jednu třídu 
tvoří obrazy objektů, které mají být detekovány (pozitivní trénovací množina), a druhou 
třídou jsou obrazy všech ostatních objektů a pozadí (negativní trénovací množina). 
Algoritmem Adaboost jsou porovnávány příznaky z obou tříd, nakonec jsou nalezeny 
(natrénovány, učící fáze) takové filtry, které produkují informativní příznaky. 
Informativní příznaky jsou vhodné pro rozlišení objektů z pozitivní trénovací množiny 
od objektů z negativní trénovací množiny.  
Při detekci objektů jsou vypočteny informativní příznaky, které jsou následně 
klasifikovány jednoduchými perceptrony - slabými klasifikátory, viz Obr. A.6.8. 
Odezva slabých klasifikátorů je binární. Pokud je odezva dostatečného množství 
slabých klasifikátorů pozitivní (je rovna 1), je rozhodnuto o přítomnosti hledaného 
objektu v daném okně, ve kterém jsou příznaky vypočteny. Přesný vývojový diagram 
algoritmu je uveden v [17]. 
                                                 
9
 Někdy označovaný jako Viola-Jones detektor 
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Pro urychlení algoritmu je použito kaskádního klasifikátoru. Myšlenka kaskádního 
klasifikátoru je založena na faktu, že většina oken neobsahuje hledaný objekt (obraz 
objektu z trénovací množiny), je možné o jeho neexistenci často rozhodnout pomocí 
malého množství příznaků. Princip kaskádního klasifikátoru spočívá ve výpočtu malého 
množství informativních příznaků (podmnožina všech nalezených informativních 
příznaků), které jsou klasifikovány způsobem, který je naznačen na Obr. A.6.8. 
Na tomto obrázku je popsán jeden stupeň kaskádního klasifikátoru. Pokud je výstup 
silného klasifikátoru pozitivní, je vypočítána další část příznaků, které jsou opět 
klasifikovány. Takto se opakuje několik stupňů kaskády. Pokud je dosaženo nejvyššího 
stupně kaskády, je rozhodnuto o existenci objektu v daném okně. Urychlení spočívá v 
úspoře výpočtu příznaků.  
Obr. A.6.8 Schéma algoritmu založeného na Haarových filtrech. 
Dle volby pozitivní a negativní trénovací množiny je možné "natrénovat" detektor 
pro detekci obličejů, očí, úst aj. Detektor pracuje s šedotónovými obrazy. V praxi je 
velmi používaný pro jeho relativně malé výpočetní nároky vzhledem k poměrně dobrým 
detekčním schopnostem 
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Příloha D INTERPRETACE HODNOT 
FISHEROVA DISKRIMINAČNÍHO POMĚRU 
Tato příloha graficky reprezentuje hodnoty FDR mezi dvěma normálními rozloženími. 
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Příloha E VÝSLEDKY TESTU CHYBY REPREZENTACE CLUSTERŮ RŮZNÝMI SADAMI VZORŮ 
V této příloze jsou uvedeny výsledky testu pro odhad chyby aproximace clusterů způsobený různými sadami vzorů. Na vodorovných osách grafů C. značí centroid, T1 značí Thompson1, T6272 značí 
Thomspson6272, H2 značí Hierarchical2, H3 Hierarchical3 a H4 Hierarchical4, specifikace viz kapitola 4.4. 
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Příloha F BLOKOVÉ SCHÉMA TESTOVACÍHO NÁSTROJE
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