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中文摘要
众所周知，当给参数指定为非正常先验分布时，使用贝叶斯因子(BF)作假
设检验并不合适，且在潜在变量模型中，使用贝叶斯因子(BF)的另一问题是
它难于计算。Bernardo和Rueda(2002)(BR)建议使用Kullback-Leibler(KL)距离作
为连续损失函数并得到了一种检验方法，虽然此方法在非正常先验分布下好
用且有若干优点，但也会遇到一些实际问题。Li和Yu(2012)(LY)基于EM算法中
的Q函数提出了一种贝叶斯检验统计量，此检验统计量具有BR所提出方法的一
些优点，但糟糕的是BR与LY的方法都会遇到门限值的选择与数据和候选模型都
无关的问题。
基于上面所提到方法的一些缺陷，Li, Zeng和Yu(2013)(LZY)在决策理论的
框架下，根据贝叶斯离差提出了一种新的检验统计量，它可视为贝叶斯版本的
似然比检验，具有以下三方面的性质：第一，当给参数指定为非正常先验分布
时，它可避免Jeffreys问题；第二，它也不会遇到Jeffreys-Lindley悖论；第三，
它易于计算且门限值易于得到，因此这就方便了它在实际中的应用。遗憾的
是LZY(2013)只对实际数据做了实证研究，未做相关的模拟研究，基于此，本文
将引入并利用LZY(2013)所提出的方法，针对经济金融中的三类经典模型，即简
单线性回归模型，线性资产定价模型以及随机波动率模型，在贝叶斯框架下对
单点双边假设检验问题进行模拟研究。模拟结果表明，使用本文引入的贝叶斯
检验统计量对这三类经典模型作相关假设检验与我们的预期目标是一致的。
关键词：贝叶斯因子；潜在变量模型；决策理论；马尔科夫链蒙特卡罗
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Abstract
As well as we known, hypothesis testing using Bayes factors(BF)is not to be well
defined when the parameters are assigned improper priors. In the context of latent
variable models, an additional problem with BFs is that they are difficult to compute.
Bernardo and Rueda(2002)(BR) suggest using the Kullback-Leibler(KL) divergence to
formulate the continuous loss function and get a way of testing. Although the statistic
of BR is well defined and has several advantages under improper priors, it has certain
practical difficulties. Li and Yu(2012) develop a Bayesian test statistic based on the Q
function used in the EM algorithm which has some desirable properties as BR, but it
is awkward that these threshold values are independent of the data and the candidate
models.
Because of the shortcomings of above mentioned methods, Li, Zeng and
Yu(2013)(LZY)propose a new test statistic based on Bayesian deviances in decision-
theoretical framework. The new test statistic may be regarded as the Bayesian version
of the likelihood ratio test and appeals in practical applications with three desirable
properties: First, it is immune to Jeffreys’ concern about the use of improper priors.
Second, it avoids Jeffreys-Lindley’s paradox. Third, it is easy to compute and its thresh-
old value is easily derived, facilitating the implementation in practice. It is a pity that
LZY(2013) do some empirical studies and don’t any simulations. In this paper, the test
statistic that LZY(2013) propose will be introduced and applied to execute simulation
studies about simple point null hypothesis in Bayesian framework with three classical
models in economics and finance–simple linear regression model, linear asset pricing
model and stochastic volatility model. The simulation results are shown that they are
consistent with our expectation when using the test statistic carries out hypothesis test-
ing for above three classical models.
Key Words: Bayes factor；Latent variable models；Decision theory；Markov
Chain Monte Carlo
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第一章 引言
1.1 问题背景
潜在变量模型在经济、金融乃至其它学科中均有广泛应用。无论从实际还
是理论的角度来看，它都有许多吸引人的地方。现已证实，随机波动率(SV)模
型是比自回归条件异方差(ARCH)类模型更为有效的选择(Shephard, 2005)，它
是一类更为一般的状态空间(SS)模型。尽管在Kalman滤波方法的帮助下线性高
斯SS模型的统计分析获得了快速发展，但非线性或非高斯SS模型的统计分析极
具挑战性。
对于许多潜在变量模型，一般较难使用传统的统计推断方法。其主要原因
有：第一，对于许多潜在变量模型，例如非线性或非高斯SS模型，观测数据的
似然函数通常涉及不易处理的积分问题，而且当积分维数较高时，经典的数值
方法也会失效，因此，观测数据似然函数就较难准确计算，从而基于似然函数
的极大似然方法与检验方法就难以使用。第二，对于动态潜在变量模型，经典
的推断方法几乎都是依赖于渐近理论。经典的渐近理论的有效性需要一系列对
于经济数据来说过于严格的正则条件，例如，经常使用的平稳性条件，这一条
件对于宏观经济与金融时间序列数据可能过于严格了。第三，渐近理论需要大
样本，然而，通常涉及的时间序列数据在样本量较大时，数据可能会发生结构
改变。因此，根据经典方法得出的渐近分布就可能不是有限样本分布的较好近
似，从而基于经典渐近理论的推断方法就可能会产生误导。
基于上面所提到的使用经典方法的种种困难，用贝叶斯方法来处理潜在变
量模型变得越来越具吸引力。随着马尔科夫链蒙特卡罗(MCMC)方法的快速发
展，潜在变量模型的统计推断变得越来越容易了。统计推断的重要内容之一是
假设检验，而假设检验在模型的统计推断中扮演了重要角色。当模型参数被估
计之后，实证研究通常需要进一步作相关的假设检验，看其是否有证据支持某
一推断。一类重要的假设检验是单点双边假设检验问题，它相当于重要理论的
预测问题。
在本文中，我们关心的是贝叶斯框架下的单点双边假设检验问
题。到目前为止，贝叶斯因子(BF)在贝叶斯假设检验中仍处于主导地
位(Kass, Raftery, 1995; Geweke, 2007)。贝叶斯因子的广泛应用是毋庸置疑的，
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1.2潜在变量模型与贝叶斯估计
其计算的是在零假设与备择假设成立下后验概率比与先验概率比之间的比值，
因此，它给出了一种普遍且较直观的方法来获得证据支持或者反对零假设。
但不幸的是，贝叶斯因子也会遇到一些理论与应用困难。首先，当使用
非正常先验分布时，贝叶斯因子中包含有不确定的常数(Kass, Raftery, 1995)，
因此它可取任意值，这就是著名的Jeffrey问题(Kass, Raftery, 1995)。其次，当
使用正常但方差较大的先验分布来表示对参数的先验无知时，贝叶斯因子倾
向于支持零假设。即使当样本容量较大时，这一问题仍可存在，这就是著名
的Jeffreys-Lindley悖论(Kass, Raftery, 1995; Poirier, 1995)。最后，贝叶斯因子的
计算通常需要知道数据的边缘似然函数，但在许多模型中，边缘似然函数可能
难于计算。
在已有的文献中(O’Hagan, 1995; Berger, 1985)已经提出了一些方法来解
决Jeffrey问题与Jeffreys-Lindley悖论。其中一种简单的方法是将数据分成两部
分，一部分当作训练样本，而剩下的用于做统计分析。通过训练样本来更新先
验分布，即可得到一个新的正常先验分布，据此来计算贝叶斯因子。但不幸的
是，在许多实际模拟研究中，我们并不知道如何将样本数据分开，而且，将样
本数据分开做不同用途可能会对统计推断产生重要影响。
本文中，我们将引入并利用Li, Zeng和Yu(2013)(LZY)所提出的方法，针对
经济金融中的三类经典模型，即简单线性回归模型、线性资产定价模型以及随
机波动率(SV)模型，在贝叶斯框架下对单点双边假设检验问题进行模拟研究。
1.2 潜在变量模型与贝叶斯估计
不失一般性，设y = (y1; y2; :::; yn)0表示观测数据向量，z = (z1; z2; :::; zn)0表
示潜在变量向量，且设x = (y0; z0)0 表示完全数据。p(yj#)表示观测数据的似然
函数，p(y; zj;  )为完全数据似然函数，而(#)表示参数的先验分布，p(#jy)表
示参数的后验分布，这里# = (;  )， 2 ，维数是p，是感兴趣的参数， 2
	，维数是q，是讨厌参数。完全数据似然函数与观测数据似然函数的关系为
p(yj#) =
Z
p(xj#)dz =
Z
p(y; zj#)dz: (1.1)
在许多情形下，积分等式(1:1)是得不到解析表达式的。因此，基于观测数据似
然函数的统计推断，如参数估计与假设检验就难以使用。
最近几年，潜在变量模型的参数在贝叶斯框架下能够应用MCMC方法得
– 2 –
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第一章引言
到有效估计。设p(;  )是未知参数， 的先验分布，由于潜在变量的存在，
观测数据似然函数p(yj;  )是不易得到的，从而也就难以计算与参数后验分
布p(;  jy)有关的期望。为了克服这一困难，统计学者将Tanner和Wong(1987)所
使用的数据放大方法用于潜在变量模型，即用潜在变量z来放大数据。然后，
根据MCMC抽样方法得到来自后验分布p(;  ; zjy)的样本，通过舍去一段较长
时间的预热样本，即可得到来自联合后验分布的有效随机样本，并可进一步
作统计推断。例如，参数与潜在变量z的估计可通过相应有效随机样本的后
验均值得到。有关潜在变量通过MCMC方法的贝叶斯估计的进一步内容可参
看Geweke等(2011)。
1.3 决策理论下的贝叶斯假设检验
1.3.1 假设检验作为一个决策问题
当模型参数被估计之后，研究者进一步感兴趣的问题通常是作相关的假设
检验。假设观测数据y 2 Y的概率行为可用概率模型M = fp(yj;  )g来描述。
考虑下面的单点双边假设检验：(
H0 :  = 0
H1 :  6= 0:
通常，从决策理论的观点来看，假设检验可看作决策问题，其行动空间只有
两个元素，即接受H0(用d0表示)或者拒绝H0(用d1表示)。当我们接受H0或者拒
绝H0时，对参数(;  )的真实值而言，都会产生相应的损失，这里假设损失函数
用L[di; (;  )]; i = 0; 1表示。很自然地，当接受H0造成的后验损失比拒绝H0造
成的后验损失大时，我们应该选择拒绝H0，即Z

Z
	
L[d0; (;  )]p(;  jy)dd  
Z

Z
	
L[d1; (;  )]p(;  jy)dd 
=
Z

Z
	
fL[d0; (;  )]  L[d1; (;  )]g p(;  jy)dd > 0: (1.2)
很明显，在实际应用中，根据上面的(1:2)式知只有下面的净损失函数是需要被
指定的：
L[H0; (;  )] = L[d0; (;  )]  L[d1; (;  )]:
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1.3决策理论下的贝叶斯假设检验
根据Berger(1985)的结论，任何决策问题的贝叶斯可容许解必须满足
拒绝 H0 , T (y; 0) =
Z

Z
	
L[H0; (;  jy)]p(;  jy)dd > 0; (1.3)
这里L[H0; (;  )]是一个预先指定的净损失函数。
1.3.2 贝叶斯因子与离散损失函数
如果使用0-1损失函数，即
L[d0; (;  )] =
(
0 若  = 0
1 若  6= 0;
L[d1; (;  )] =
(
1 若  = 0
0 若  6= 0;
那么相应的净损失函数L[H0; (;  )]为
L[H0; (;  )] =
(
 1 若  = 0
1 若  6= 0:
进一步，根据(1:3)式，相应的决策规则为
拒绝 H0 ,
Z
	
( 1)p(0;  jy)d +
Z

Z
	
1p(;  jy)dd > 0:
而贝叶斯因子(BF)利用的正是0-1损失函数，于是我们可得到
T (y; 0) =
Z
	
( 1)p(yj0;  )p( j0)p(0)
p(y)
d +
Z

Z
	
1
p(yj;  )p( j)p()
p(y)
dd ;
这里的p(y) = R p(y; #)d#是观测数据边缘似然函数。通常，为了表示先验无
知，一般在H0与H1上分别指定某一概率。对参数的先验分布而言，合理的做
法是在0处指定概率0:5，我们可用p() = 0:5;  = 0表示，而p() = 0:5();  6=
0，这里()是一个先验分布，于是，相应的决策规则为
拒绝 H0 ,  
Z
	
p(yj0;  )p( j0)d +
Z

Z
	
p(yj;  )p( j)()dd > 0;
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其等价形式为
拒绝 H0 , BF01 =
R
	
p(yj0;  )p( j0)d R

R
	
p(yj;  )p( j)()dd < 1;
这里BF01即是众所周知的贝叶斯因子(BF)(Kass, Raftery, 1995)。
当不能获得主观先验分布时，此时需要使用客观先验分布。通
常，()取为无信息先验分布，比如说按Jeffreys准则或者参考先验分
布(Jeffreys, 1961; Bernardo, Rueda, 2002)。这些无信息先验分布通常是非正常
先验分布，一般可表示为() = C0f()，这里f()是一个不可积函数(即积分值
为无穷大)，而C0是一个任意正的常数，在这种情况下，BF为
BF01 =
R
	
p(yj0;  )p( j0)d 
C0
R

R
	
p(yj;  )p( j)f()dd :
很明显，此时BF不好用，因为它依赖于任意常数C0，这就是所谓的Jeffeys问
题。另外，如果使用的是常见的先验分布，但是具有较大的方差，那么在备择
假设之下似然函数可能会取较小的值。其结果是，BF倾向于支持H0，这就是所
谓的Jeffreys-Lindley悖论(Poirier, 1995; Robert, 2001)。
在BF的表达式中，我们可看见通常需要在 = 0处赋予一定概率，当具有
连续型分布时，尤其如此。
1.3.3 BR与KL连续损失函数
Bernardo和Rueda(2002)(BR)注意到更一般的是使用与0的连续函数来表示
净损失函数，特别的，他们建议使用Kullback-Leibler(KL)距离作为连续损失函
数。对于任何正则概率函数p(x)与q(x)，两者之间的KL距离定义为
KL[p(x); q(x)] =
Z
p(x) ln
p(x)
q(x)
dx:
众所周知，对于任意的p(x)与q(x)都有KL[p(x); q(x)]  0，且等号成立当且仅
当p(x) = q(x)。在这种情形下，相应的检验统计量为
TBR(y; 0) =
Z

Z
	
L[H0; (;  )]p(;  jy)dd 
=
Z

Z
	
Z
ln
p(yj;  )
p(yj0;  )p(yj;  )dy

p(;  jy)dd :
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1.3决策理论下的贝叶斯假设检验
为了确保对称性，BR也建议使用下面的净损失函数
L[H0; (;  )] = min fKL[p(yj;  ); p(yj0;  )]; KL[p(yj0;  ); p(yj;  )]g :
很明显，在零假设之下TBR(y; 0) = 0，但在备择假设之下TBR(y; 0)取正值。虽
然BR建立的检验统计量在非正常先验分布之下比较好用且有一些优良性质，但
它却会遇到一些实际困难。例如，当KL损失函数没有解析表达式时，BR所建
立的检验统计量是难以使用的。
1.3.4 LY和Q损失函数
在潜在变量模型中，观测数据似然函数以及KL损失函数是没有解
析表达式的，因此BR所得到的检验统计量难以使用。为了解决这一难
题，Li和Yu(2012)(LY)基于EM算法中的Q函数提出了一种贝叶斯检验统计量。
对于潜在变量模型，完全数据对数似然函数Lc(xj#) = ln p(xj#)与观测数据
对数似然函数Lo(yj#) = ln p(yj#)是密切相关的。而Lc(xj#)通常是简单的，
但Lo(yj#) = ln p(yj#)一般比较复杂，因为上面的积分等式(1:1)得不到解析表达
式。EM算法是一种获得极大似然估计的方法(Dempster, 1977)。标准的EM算法
由两步构成：取期望(E)步以及最大化(M)步。E步是计算下面定义的Q函数：
Q(#j#(r)) = Ez

Lc(xj#)jy; #(r)
	
; (1.4)
这里的期望是在给定观测数据y与#(r)下，对潜在变量的条件分布p(zjy; #(r))取
的。而M步是确定一个#(r+1)使得(1:4)式中的Q(#j#(r))取最大值。
设#0 = (0;  )，LY提出了一种新的连续净损失函数：
L[H0; (;  )] = fQ(#; #) Q(#0; #)g+ fQ(#0; #0) Q(#; #0)g ;
这里Q(#; #) = Q ((;  )j(;  )) = Ez fLc(xj#)jy; #g，此时相应的贝叶斯检验
统计量为
TLY (y; 0) = E#jy
h
L[H0; (;  )]
i
:
与BR给出的检验统计量一样，检验统计量TLY (y; 0)在非正常先验分布下
也是比较好用的，且它可避免Jeffreys问题。并且，如果可得到MCMC抽样结果
的话，它是容易计算的。然而，跟BR提出的检验统计量一样，它需要预先指定
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一个门限值C。根据McCulloch(1989)的方法，LY采用了基于两个Bernoulli分布
来确定门限值的方法。虽然门限值的使用在贝叶斯文献(Jeffreys, 1961)中比较常
见，但糟糕的是这些门限值的选择与数据和候选模型都无关。
1.4 本文结构
本文第二章引入了LZY(2013)提出的贝叶斯框架下假设检验的一种新方法
及若干结论；第三章简单回顾了基于贝叶斯估计方法的MCMC算法，重点介绍
了Gibbs抽样和MH算法；第四章是模拟研究，用经济金融中的三类经典模型，
即简单线性回归模型，线性资产定价模型以及随机波动率模型来模拟研究了第
二章引入的检验统计量的若干性质；最后在第五章，对本文所做内容进行总
结。
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