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The dynamics of a wide range of technologically important quantum systems are dominated by
their interaction with just a few environmental modes. Such highly structured environments give rise
to long-lived bath correlations that induce complex dynamics which are very difficult to simulate.
These difficulties are further aggravated when spatial correlations between different parts of the
system are important. By modeling the dynamics of a pair of two-level quantum systems in a
common, structured, environment we show that a recently developed numerical approach, the time-
evolving matrix product operator, is capable of accurate simulation under exactly these conditions.
We find that tuning the separation to match the wavelength of the dominant environmental modes
can drastically modify the system dynamics. To further explore this behavior, we show that the
full dynamics of the bath can be calculated directly from those of the system, thus allowing us to
develop intuition for the complex system dynamics observed.
When a quantum system interacts with a structured
environment in which a narrow band of modes domi-
nate, the resulting dynamics can be very complex and
difficult to simulate accurately. Such environments can
retain a memory of their interactions with the system
on a timescale comparable to that on which the state
of the system changes, and in the face of such memory
effects standard open system techniques can fail. How-
ever, reliable simulation of such environments is vital in
order to understand the behavior of an ever-increasing
number of experimental platforms and quantum devices.
For example, in photosynthetic systems the observation
of quantum coherence comes from strong electronic and
vibrational coupling in biomolecules [1], where the inter-
play of these degrees of freedom has been shown to en-
hance energy transport [2–5]. Similar physics can also be
found in e.g. trapped ions [6] and molecular junctions [7].
Further, bath memory plays a key role in the function of
micromechanical resonators, where adjustment of the en-
vironmental noise spectrum is possible [8] and photonic
crystals, where band gaps in the spectral density give rise
to localized modes and dissipationless oscillations [9–11].
The effect of structured environments has also been ex-
plored with superconducting qubits subject to different
kinds of noise [12].
Memory effects can be even more pronounced when
the system coupled to the structured environment de-
scribed above is extended. For example if it consists of
several spatially separated sites. The dynamics then be-
come sensitive to groups of environmental modes with
a narrower bandwidth, and so a longer correlation time.
This sensitivity was recently observed in an experiment
on a ‘giant’ superconducting atom [13]. Spatial correla-
tion effects have also been studied in the context of quan-
tum transport [14–18], and spatially correlated noise in
quantum registers has been shown to affect quantum er-
ror propagation [19].
In order to model environmental memory effects, we
must go beyond the standard Born-Markov approxima-
tions [20] which lead to a simple time-local master equa-
tion for the system density matrix. The development
of techniques to simulate these non-Markovian dynam-
ics has therefore been the subject of much relatively re-
cent theoretical effort [21]. These techniques broadly fall
into two categories: First, there are approximate meth-
ods which change the boundary between the system and
environment such that the Born-Markov approximations
are valid for the new system [22–27]; second, there are
numerically exact methods which utilize some particular
structure of the bath Hamiltonian to provide exact dy-
namics [28–33]. These approaches usually work best for
models where the system Hilbert space is quite small, or
has a specific form of spectral density. However, it can
often be difficult to know a priori the range of validity of
some of these approaches, and so accurate and efficient
benchmarking procedures are essential.
In this Letter, we demonstrate that a recently devel-
oped exact approach, the Time-Evolving Matrix Prod-
uct Operator (TEMPO) [32] can be used to efficiently
find non-local system dynamics for highly structured en-
vironments. To do this, we study a model consisting of
a pair of spatially separated two-level subsystems inter-
acting with a common environment, in which a narrow
band of modes dominate the interaction. The complex
environmental structure and spatial correlations give rise
to highly non-Markovian dynamics, which we are able to
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2explore using TEMPO. In addition, we find that by tun-
ing the separation between the subsystems, it is possible
to control their interaction with the environment.
An advantage of techniques that include some envi-
ronmental modes in the system description is that they
enable the extraction of some of the bath’s dynamics,
which can in turn lead to insight into the system’s be-
havior through understanding system-environment cor-
relations [3, 25]. However, we will show here that exact
environmental dynamics can be easily and efficiently ex-
tracted from TEMPO, leading us to a full picture of the
complex quantum dynamics of this model.
The Hamiltonian for our model is given by:
H =
∑
i
i |Xi〉〈Xi|+ Ω
2
(|X1〉〈X2|+ |X2〉〈X1|)
+
∑
i
σz,i
∑
k
(gi,kak + g
∗
i,ka
†
k) +
∑
k
ωka
†
kak. (1)
The two-level system (TLS) at site i and position ri has
energy splitting i and an excited (ground) state denoted
|Xi〉 (|0i〉). The pair of TLSs form a dimer with a coher-
ent coupling of strength Ω, and the environment consists
of bosons confined to one dimension: a†k creates an ex-
citation in the mode with wave vector k. We also intro-
duce the Pauli operators σz,i = |Xi〉〈Xi| − |0i〉〈0i|. The
coupling gi,k = gk exp(−ikri) consists of a position inde-
pendent part gk and a phase that depends on the site i.
This kind of model could underpin a wide range of phys-
ical systems, for example biological or molecular systems
undergoing energy transport and interacting with vibra-
tional modes [4], superconducting qubits in microwave
resonators [34], or quantum dots interacting with a mi-
cromechanical resonator [35].
The bath can be completely characterized by its spec-
tral density
J(ω) =
∑
k
|gk|2δ(ω − ωk), (2)
from which we can calculate its autocorrelation function
in thermal equilibrium at temperature T :
C(t) =
∫ ∞
0
dωJ(ω)
(
coth
( ω
2T
)
cos(ωt)− i sin(ωt)
)
.
(3)
If this function decays slowly compared to the system
timescales then the bath memory is important.
We now consider a bath in which a narrow band of
modes dominate the interaction with the system, giving
rise to the spectral density [36]
J0(ω) =
αΓω20ω
(ω20 − ω2)2 + Γ2ω2
. (4)
Here α gives the coupling strength, ω0 is the frequency
characterizing the dominant mode and Γ provides a mea-
sure of the width of the dominant band.
FIG. 1. (a) Cartoon of the dimer system we consider accom-
panied with schematic plots of (b) the under-damped spectral
density J(ω) and (c) the corresponding bath auto-correlation
function C(t).
The Hamiltonian, Eq. (1), does not couple states with
a different total number of system excitations and so
we restrict ourselves to the single excitation subspace,
the only one where non-trivial dynamics are observed.
Within this subspace it is possible to map the problem
onto that of a single spin coupled to a bosonic environ-
ment [37]. The mapped Hamiltonian is then a spin-boson
Hamiltonian
H =
Ω
2
σx +

2
σz + σz
∑
k
(g˜kak + g˜
∗
ka
†
k) +
∑
k
ωka
†
kak,
(5)
where  = 2 − 1 and g˜k = 2igk sin(k(r1 − r2)/2). We
also define new Pauli operators: σz = (σz,2−σz,1)/2 and
σx = |X2〉〈X1|+ |X1〉〈X2|. This modification to the cou-
pling constants results in a renormalization of the spec-
tral density
J(ω) = 2J0(ω)(1− cos(ωR)) (6)
where R = |r1 − r2| is the dimer separation and we have
assumed a linear dispersion ω(k) = c|k| with c = 1. The
cosine term arises from the phase factors in the original
coupling terms.
We begin by studying a simplified case of a single spin
described by Eq. (5) interacting with a bath with the
unmodified spectral density, Eq. (4). It is straightfor-
ward to simulate this case with the reaction-coordinate
(RC) mapping, which has been rigorously benchmarked
for similar problems [25–27], allowing us to verify that
TEMPO is able to accurately simulate dynamics in struc-
tured environments. This mapping takes a single collec-
tive mode of the environment (the RC) into the system
definition; then the rest of the bath, which is assumed
to be Markovian, couples to the now-augmented system.
More details can be found in Ref. [38]. The RC mapping
can be performed analytically for the spectral density in
Eq. (4) [25], and is expected to give accurate results in
the cases we present here. To simulate more complex
3environments would require more RCs in the augmented
system Hilbert space, whose dimension grows exponen-
tially with the number of included RCs.
An alternative, numerically exact way of simulating
the system dynamics arising from Eq. (5) is to use a
Feynman sum-over-histories approach, using an influence
functional to capture environmental memory effects. By
writing this path integral representation as a sum over
discrete time steps, we can calculate the system quantum
dynamics by contracting a tensor network: this is the
TEMPO approach [32]. The memory effects are then en-
coded in a matrix product state which contains informa-
tion about the history of the system. This is propagated
forward in time by successive contraction with a ma-
trix product operator. By performing singular value de-
compositions and truncation after each timestep [39, 40]
we can capture bath memory times orders-of-magnitude
beyond those possible with previous path integral ap-
proaches [29, 30]. The similarities between TEMPO and
the process tensor [41] have recently been explored [42],
and TEMPO has also been used to model dynamics in
optomechanical systems [43]. Further details on TEMPO
can be found in Ref. [38].
In Fig. 2 we compare dynamics generated by these
two approaches for the simplified model of the single
spin interacting with the structured spectral density, for
three different values of ω0. We find excellent agree-
ment between the two algorithms for all sets of parame-
ters. The RC approach is accurate for these parameters
and this form of spectral density, and so able to capture
the complex dimer dynamics. In this simple case RC
requires significantly reduced numerical resources com-
pared to TEMPO, though we find that both techniques
take longer to converge at lower mode frequencies and
higher temperatures. For the RC algorithm the reason
for this is clear: the occupation of the mode included
in the system increases in these regimes and so a larger
system Hilbert space is needed for convergence. For
TEMPO we find that the number of singular values that
need to be retained for convergence increases – i.e. more
system paths gain a significant amplitude, as expected
when the environment becomes more occupied. These
results show both that the RC approach is able to ac-
curately simulate dynamics for this model [27] and that
TEMPO is able to deal with such structured spectral
densities.
We now turn to analyzing the full model including the
spatial modifications to the spectral density (i.e. using
Eq. 6). Previous studies have shown that spatial correla-
tions in the bath can have a significant effect on popula-
tion transfer between localized systems [14–16, 32]. How-
ever, these studies focused on the case where the original
spectral density J0(ω) is much broader than that given
in Eq. (2) – i.e. they do not focus on systems where just
a narrow band of modes dominate the system interaction
– and so the modification due to the spatial structure of
FIG. 2. (a) Underdamped spectral density, given by Eq. (4),
with the different frequencies used. (b) Corresponding corre-
lation functions. (c)-(e) Dynamics calculated using TEMPO
(dots) and RC (solid lines) for ω0 = Ω/4,Ω/2,Ω. The other
parameters are piα = 0.05Ω, Γ = 0.05Ω, T = Ω,  = 0.5Ω.
FIG. 3. Effect of the mapping, Eq. (6), on the spectral
density. (a) The unmapped spectral density (grey shaded)
and an example of the mapped case (solid black). (b)-(d)
Mapped spectral densities for the three cases considered in
the main text from top to bottom: R = 2pi/ω0, 2pi/1.1ω0
and 2pi/0.9ω0. The dashed black lines depict the frequencies
described in the main text.
the system is not as pronounced.
Since we are now using the general mapped spectral
density in Eq. (6), treating the dynamics using the RC
formalism becomes much more difficult: to accurately
capture the dynamics it would be necessary to include
more modes in the system than is computationally feasi-
ble. This means that for the remainder of this Letter all
results are obtained using TEMPO.
In this model there are now three possible resonance
conditions which can be met by matching two of: the
bare system frequency Ω, the characteristic frequency of
the environment ω0, or the frequency corresponding to
the separation between the TLSs ωR = 2pi/R. In Fig. 3
we show how choosing ωR = ω0 leads to a complete sup-
pression of the main peak of the bare spectral density,
and choosing ωR = (1± 0.1)ω0 leads to a very asymmet-
ric lineshape. In the single line plots of Fig. 4 we show
how these differences in spectral density manifest them-
selves in the system dynamics. We show results for the
three TLS spacings ωR = ω0, (1 ± 0.1)ω0 and for bare
system frequencies Ω tuned to the same three possible
values, resulting in nine sets of results.
The system dynamics are complex and difficult to in-
terpret, with multiple oscillation frequencies appearing
4in the dynamics. These are not only due to the peaked
structure of the original spectral density (as occurred
for the simplified single spin model) but also because of
the spatial correlations. However, we next show that
TEMPO can be used not only to extract system dynam-
ics, as discussed in Ref. [32], but also to find evolution
of bath degrees of freedom. This will enable us to gain
more insight into how the interplay between the bath and
system leads to the complex dynamics shown in Fig. 4.
To do this we formally solve the Heisenberg equations
of motion [44, 45] for the expectation value of e.g. the
annihilation operator for a particular bath mode, and
obtain an expression entirely in terms of the expectation
of the system operator which couples to the bath. For
our model, Eq. (5), we have
〈ak(t)〉 = −igke−iωkt
∫ t
0
dt′eiωkt
′〈σz(t′)〉. (7)
We thus have access to the dynamics of all the bath
modes and can construct the real-space displacement of
the bath by creating an appropriately weighted sum of
the individual mode displacements. The quantity we con-
sider is the displacement of a one-dimensional field [46]
given by:
Φ(x, t) =
∑
k
1√
ωk
(〈ak(t)〉eikx + 〈a†k(t)〉e−ikx). (8)
In the continuum limit this takes the following form:
Φ(x, t) = 8
∫ ∞
0
dω
[√
J0(ω)
ω
sin
(
ωR
2
)
sin(ωx)
×
∫ t
0
dt′ sin(ω(t− t′))〈σz(t′)〉
]
(9)
where we have used ω = |k|. See Ref. [38] for a derivation
of this expression.
We show the real-space displacement of the bath as a
function of time and position as a color map beneath the
corresponding system dynamics in Fig. 4. The black dot-
ted lines indicate the positions of the two TLSs. In the
fully resonant case (the centre plot) we see that most of
the bath excitation gets trapped between the two TLSs
which simply show oscillations which decay away at a
very slow rate. We also see slow decay in the other two
plots where Ω = ωR; this is because J(Ω) = 0 in these
cases and hence a simple Markovian treatment would pre-
dict no decay at all.
When at least one of the frequencies is detuned from
this condition we see a more pronounced propagation of
bath excitations away from the system as the trapping ef-
fect is reduced. In these cases the overall decay rate of the
TLS is gradually enhanced as the detuning is increased,
since now the value of J(Ω) is larger. The detuning can
also introduce a beat frequency into the bath dynamics,
FIG. 4. Spin dynamics (single line plots) and corresponding
environment displacement (main panels) at position x over
time as calculated with Eq. (9) for various separations and
dimer frequencies. Displacements are normalized to the max-
imum displacement across all plots. The dashed black lines
correspond to the positions of the TLSs. For all of the dynam-
ics we have set T = 0 and  = 0, Γ = 0.05ω0 and piα = 0.1ω0
for the unmapped spectral density.
most clearly seen in the bath population trapped between
the two TLSs, and most pronounced in the most detuned
cases, i.e. in the bottom right and top left panels of Fig. 4.
This beating gives rise to distinctive revivals in the TLS
dynamics.
At very short times all of the dynamics are very simi-
lar. On timescales t < ω−1R each TLS only senses its own
local environment and hence behaves as if it were inter-
acting with bosons described by the unmapped spectral
density. However as soon as the influence of the other
TLS is felt the dynamics become radically different to
those predicted by an independent environment model.
These dynamics are highly sensitive to the relative detun-
ings of the three frequencies described above, becoming
significantly different even for the very small detunings
studied here.
In conclusion, we have shown that TEMPO can pro-
vide accurate simulations of quantum systems in struc-
tured environments. We first validated the technique by
simulating the quantum dynamics of a simple model that
can be solved accurately using the RC approach, and
comparing the results. We then presented TEMPO sim-
ulations of the more complex dynamics that result from
the interplay between a highly structured spectral func-
tion and spatial correlations between different parts of
the system. TEMPO is not limited to specific forms for
the spectral density and so provides a versatile method
for simulating systems coupled to an environment with
arbitrary structure. In addition, we have shown that it
5is possible to find the full dynamics of the environment
directly from the system dynamics. This enabled us to
explore how it is possible to tune the separation between
the spins such that one can effectively remove the cou-
pling to the dominant environmental mode and how the
resultant dynamics are highly sensitive to slight varia-
tions in parameters around this point. Such exact envi-
ronmental tracking can help to explain the behavior of
open quantum systems in general, and so aid in the de-
sign of future quantum devices. This greater insight into
the dynamics of open quantum systems could also lead
to the development of new approximation schemes and
to the self-consistent verification of others.
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1Supplementary Material for: Exact Quantum Dynamics in Structured Environments
REACTION COORDINATE MAPPING
In this section we outline how the Reaction Coordinate (RC) mapping is implemented to obtain a time-local master
equation for the two-level system-RC (TLS-RC) reduced density matrix. The RC is the coordinate corresponding
to the direction the bath equilibrium position is displaced when the system transitions between σz eigenstates. It
corresponds to a superposition of normal modes of the bath, and is defined by the following mapping:
HI = σz
∑
k
gk(a
†
k + ak)→ λσz(c† + c). (S1)
Here, c† (c) create (destroy) an excitation in the reaction coordinate mode. The form of the transformation results in
coupling between the RC and the residual modes, bk. The spin-boson Hamiltonian is then mapped to the following
form:
HRC = HS +HI +HB +HC (S2)
HS = Ωσx + σz + λσz(c
† + c) + ΩRCc†c (S3)
HI = (c
† + c)
∑
k
dk(b
†
k + bk) (S4)
HB =
∑
k
νkb
†
kbk (S5)
HC = (c
† + c)2
∑
k
c2k
ωk
(S6)
where the last term exists to counter a renormalization of the RC’s potential that arises from the interaction term.
Here the TLS-RC coupling is given by λ2 =
∑
k g
2
k and this form ensures that the canonical bosonic commutation
relation is satisfied. This coupling leads to an RC frequency of ΩRC = λ
−2∑
k ωkg
2
k. The residual environment is
characterised by a new spectral density JRC(ω) =
∑
k |dk|2δ(ω − ωk) which can be found by replacing the TLS in
both the mapped and un-mapped Hamiltonians with a classical coordinate [S1]. The spectral density does not contain
any information about the system itself and therefore can be found, in both cases, through the classical equations of
motion of this coordinate [S2, S3]. The under-damped spectral density considered in the main text leads to ΩRC = ω0,
λ =
√
piαUDω0/2 and JRC = γω where γ = Γ/2piω0.
Once this mapping has been performed we follow the procedure outlined in Ref. [S3] applying both Born and Markov
approximations to arrive at the Schro¨dinger picture master equation for the reduced TLS-RC density operator, ρ(t):
∂ρ
∂t
= −i[HS , ρ(t)]− γ
∫ ∞
0
dτ
∫ ∞
0
dωω cos(ωτ) coth
( ω
2T
)
[Cˆ, [Cˆ(−τ), ρ(t)]]
− γ
∫ ∞
0
dτ
∫ ∞
0
dωω cos(ωτ)[Cˆ, {[Cˆ(−τ), HS ], ρ(t)}] (S7)
where we have defined Cˆ = c† + c and Cˆ(t) is the same operator in the interaction picture at time t. Truncating
the Hilbert space of the RC down to n basis states, i.e. permitting a maximum of only n excitations, allows us to
numerically diagonalize HS . This gives us a set of basis states |φj〉 which satisfy HS |φj〉 = φj |φj〉 allowing us to
express the interaction picture operators as:
Cˆ(t) =
2n∑
j,k=1
Cjke
iωjkt |φj〉〈φk| (S8)
where Cjk = 〈φj | Cˆ |φk〉 and ωjk = φj − φk. We can then re-write Eq. (S7) as:
∂ρ
∂t
= −i[HS , ρ(t)]− [Cˆ, [χˆ, ρ(t)]] + [Cˆ, {Ξˆ, ρ(t)}] (S9)
2with rate operators:
χˆ =
pi
2
∑
jk
JRC(ξjk) coth
(
ξjk
2T
)
Cjk |φj〉〈φk| (S10)
Ξˆ =
pi
2
∑
jk
JRC(ξjk)Cjk |φj〉〈φk| . (S11)
The resulting master equation can then be solved using standard open systems approaches for Markovian systems [S4].
TIME-EVOLVING MATRIX PRODUCT OPERATORS
In this section we outline the implementation of the Time-Evolving Matrix Product Operators (TEMPO) algorithm.
For full details see [S5].
The quasi-adiabatic path integral (QUAPI) method [S6] is used to calculate the non-Markovian evolution of the
system up to time tN = N∆t by summing over all possible paths the system has taken to that point from initial time
t0. In practice this can be done through an iterative tensor propagation routine where the object propagated is the
augmented density tensor (ADT). The ADT is grown up to time tN from an initial physical density matrix ρi1(t1)
through iterative application of tensors:
AjN ...j1(tN ) =
N∏
n=2
B
jn,jn−1,...,j1
in−1,...,i1 ρi1(t1). (S12)
The reduced system density matrix at time tN is then given by ρjN (tN ) =
∑
j1...jN−1 A
jN ...j1(tN ). For a harmonic
bath linearly coupled to the system, the B tensor is composed of influences across all pairs of time points from t1 to tN ,
as well as time-local components due to the coherent Hamiltonian evolution. The discretisation time-step ∆t needs
to both resolve the features of the correlation function and ensure the Trotter errors are negligible. Without further
considerations the exponential growth of the ADT only allows memory lengths of order ∼ 20∆t to be simulated. This
restricts QUAPI to baths with relatively short-lived and/or slowly varying auto-correlation functions.
In TEMPO the ADT is built in the form of a matrix product state (MPS) [S7, S8] and a singular value decomposition
(SVD) sweep is carried out at each time-step. The B tensors are composed of a product of time-local operators and
keeping these components separate leads to the natural formation of an MPS representation for the A tensor given
by:
AjN ...j1(tN ) =
∑
α1...αN
[ajN ]αN [a
jN−1 ]αN ,αN−1 . . . [a
j1 ]α1 . (S13)
where the tensors at the two ends of the chain are rank two, and those in between are rank three. In this notation
the superscripts are the ‘physical’ index which connects to the propagation tensor while the subscripts link adjoining
a tensors. At each step of the propagation an SVD is performed on each a and singular values below a fixed
precision χ (relative to the largest) are discarded. This leads to a reduced dimension of the internal indices α and
a significant improvement on the exponential scaling present in QUAPI. The truncation acts to remove the least
important internal degrees of freedom that are not needed for achieving converged dynamics. This proceedure has
been shown to reduce the scaling of the required computational resources to polynomial with memory length for
smooth spectral densities [S5].
Result Time-step, ∆t Precision, χ
Fig. 2 0.2/Ω 10−8
Fig. 4 0.1/ω0 10
−7
TABLE I. Convergence parameters used for figures in the main text.
In practice there are two convergence parameters associated with TEMPO which must be adjusted to produce the
exact results in the main text:
• The size of the discretization time-step ∆t, decreased until convergence.
3• The singular value precision χ, increased until convergence.
Further to these, with TEMPO a memory cut-off is also possible such that the growth of the ADT is stopped
once it covers enough of the system’s history to capture all relevant memory effects. For the results presented in
the main text, however, the long correlation times associated with the structured environments make this kind of
memory cut-off impossible and as such none were used for generating any of the results. Table I gives the convergence
parameters used for each of the results.
BATH DYNAMICS
In this section we show that it is possible to calculate bath operator expectation values in terms of system dynamics
and specifically present the derivation of Eq. (9) in the main text.
Consider general interaction and bath Hamiltonians given by:
HI(t) +HB = Aˆ(t)
∑
k
(gka
†
k + g
∗
kak) +
∑
k
ωka
†
kak (S14)
for a general system operator ˆA(t) in the system interaction picture. The time evolution of the ladder operator ak(t)
can be found from the Heisenberg equation of motion:
d
dt
ak(t) = i[HI(t) +HB , ak(t)] (S15)
= −igkAˆ(t)− iωkak(t) (S16)
eiωkt
d
dt
ak(t) + iωke
iωktak(t) = −igkeiωktAˆ(t) (S17)
d
dt
[
eiωktak(t)
]
= −igkeiωktAˆ(t). (S18)
Formally integrating this and taking the expectation with respect to the total density matrix ρ = ρS ⊗ ρB gives:
〈ak(t)〉 = −igke−iωkt
∫ t
0
dt′eiωkt
′〈Aˆ(t′)〉, (S19)
〈a†k(t)〉 = ig∗keiωkt
∫ t
0
dt′e−iωkt
′〈Aˆ(t′)〉. (S20)
Thus the dynamics of any bath mode can be found from knowing the exact system dynamics up to the time t.
Calculations of higher order moments are much more involved requiring multiple numerical integrals to be performed
and so for now we only consider quantities that can be constructed from the expressions above. The quantity analysed
in the main text is given by:
Φ(x, t) =
∑
k
1√
ωk
[
〈ak(t)〉+ 〈a†−k(t)〉
]
eikx. (S21)
Now for the Aˆ = σz coupling from Eq. (5) in the main text we have g˜
∗
−k = g˜k and ωk = |k| = ω−k such that:
Φ(x, t) =
∑
k
ig˜k√
ωk
[
−e−iωkt
∫ t
0
dt′eiωkt
′〈σz(t′)〉+ eiωkt
∫ t
0
dt′e−iωkt
′〈σz(t′)〉
]
eikx (S22)
= −
∑
k
2g˜k√
ωk
eikx
∫ t
0
dt′ sin[ωk(t− t′)]〈σz(t′)〉 (S23)
= −4i
∫ ∞
−∞
dk
gk√
ωk
sin
(
kR
2
)
[cos(kx) + i sin(kx)]
∫ t
0
dt′ sin[ωk(t− t′)]〈σz(t′)〉 (S24)
= 8
∫ ∞
0
dω
√
J0(ω)
ω
sin
(
ωR
2
)
sin(ωx)
∫ t
0
dt′ sin[ω(t− t′)]〈σz(t′)〉 (S25)
4where between the last two lines we have discarded the odd component of the integrand and since everything remaining
is even we can then halve the integration domain.
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