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A b s t r a c t  
K-means clustering algorithms are widely used for many practical applications. Original k-mean 
algorithm select initial centroids and medoids randomly that affect the quality of the resulting clusters 
and sometimes it generates unstable and empty clusters which are meaningless. The original k-
means algorithm is computationally expensive and requires time proportional to the product of the 
number of data items, number of clusters and the number of iterations. 
The new approach for the k-mean algorithm eliminates the deficiency of exiting k mean. It first 
calculates the initial centroids k as per requirements of users and then gives better, effective and 
good cluster without scarifying Accuracy. It generates stable clusters to improve accuracy. It also 
reduces the mean square error and improves the quality of clustering. We also applied our algorithm 
for the evaluation of studentÊs academic performance for the purpose of making effective decision by 
the student councilors.  
Keywords: Cluster analysis, Centroids, K-mean, k-mediod  
Introduction 
Unsupervised learning is the part of machine learning whose 
purpose is to give the ability to machine to find some hidden 
structure within data. Typical task in unsupervised learning include 
the discovery of „natural‰ clusters present in the data, finding a 
meaningful low dimensional representation of the data or learning 
explicitly a probability function that represents the true distribution 
of the data. The clustering problem is classical problem of 
database, knowledge discovery, artificial intelligence and 
theoretical literature is use to find similar groups of record from 
very large datasets [6]. Given a training data set, the goal of a 
clustering algorithm is to group similar data points in the same 
cluster while putting dissimilar data  
points in different clusters. Clustering is used in a wide variety of 
fields: biology, statistics, pattern recognition, information retrieval, 
machine learning, psychology, and data mining. For example, it is 
used to group related documents for browsing, to find genes and 
proteins that have similar functionality, to find the similarity in 
medical image database, or as a means of data compression. 
Clustering is an important branch of pattern recognition, and it aims 
at modeling fuzzy (i.e., ambiguous) unlabeled pattern efficiently [1]. 
There are a number of clustering methods which can be classified 
into following categories: Partitioning methods, Hierarchical 
methods, Density-based methods, Grid-based methods, Model-
based methods [10]. Each of these methods handles some issues 
related to clustering but, there is not a single universal clustering 
algorithm that can handle all the issues related to it [9]. With regard 
to the problem of partitioning N objects into k classes, to get the 
best clustering is a NP-hard problem. It is a well-known fact that 
the standard k-means algorithm gets easily trapped in a local 
minimum 
Procedure of Cluster Analysis 
Cluster analysis is mainly divided into four basic steps as shown in 
Figure:1[3]. 
 
 
Figure 1: Clustering procedure steps 
 
Feature Selection or Extraction 
Feature selection is the process of discovering the most relevant 
attribute of a dataset to the data mining task. It is commonly used 
and powerful technique for reduction the dimensionality of a 
problem to more manageable task. Feature extraction utilizes 
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as compared to k-means because it minimizes a sum of pair wise 
dissimilarities instead of a sum of squared Euclidean distances. 
A medoid can be defined as the object of a cluster, whose average 
dissimilarity to all the objects in the cluster is minimal i.e. it is a 
most centrally located point in the cluster.The most common 
realisation of k-medoid clustering is the Partitioning Around 
Medoids (PAM) algorithm . 
 
 
Conclusion 
A New k-mean and k mediod algorithm which In new Approach of 
classical partition based clustering algorithm to be analysis improve 
both in the execution time of k-means and k mediod algorithm, with 
no miss of clustering quality in most cases. From our result we 
conclude that, the second proposed implementation of the k-means 
and k medio algorithm is the best one. From experiment we 
observe that proposed algorithm give more accuracy for dense 
dataset. 
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