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Abstract
We consider a financial market where time and uncertainty are modeled by a finite event-tree. The
event-tree has a length of N , a unique initial node at the initial date, and a continuum of branches at
each node of the tree. Prices and returns of J assets are modeled, respectively, by a R2J ×R2J -valued
stochastic process {(qn,Vn+1)}N−1n=0 . In this framework we prove a version of the Fundamental Theo-
rem of Asset Pricing which applies to defaultable securities backed by exogenous collateral suffering
a contingent linear depreciation.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The Fundamental Theorem of Asset Pricing (FTAP), as it was termed by Dybvig and
Ross (see [4]), states that the existence of an equivalent martingale measure for the asset
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426 B. Alvarez-Samaniego, J. Orrillo / J. Math. Anal. Appl. 320 (2006) 425–438price process is essentially equivalent to the absence of arbitrage opportunities. More pre-
cisely, the discounted asset price processes in arbitrage-free markets are martingales. An
immediate and fundamental consequence of this fact is that the problem of fair pricing
of contingent claims is reduced to taking values with respect to an equivalent martingale
measure. The importance of martingales in finance is as fundamental as the conservation
laws in Physics. Martingales are the stochastic analog of conservation laws: expectation is
“conserved.”
There is a lot that has been written about FTAP both in the context of with and without
friction markets. In the case of frictionless markets, since the capital market is perfect,
some different proofs for FTAP already exist (see, e.g., Dalang et al. [2], Rogers [12], and
Schachermayer [13]). For the case of markets with frictions, specifically under transaction
costs, there is a vast amount of literature (see, e.g., Garman and Ohlson [5], Prisman [11],
Jouini and Kallal [7], Schachermayer [14], etc.) that states that asset prices are no longer
martingales as is asserted in the classical FTAP. For the case considering cone restrictions
we refer the reader to Napp’s work [10].
In this paper we consider another important fact which is present in modern economies:
the phenomenon of default. Specifically we concentrate ourselves in defaultable securities
backed by exogenous collateral. The collateral is assumed to be bundles of durable goods
which are subjected to suffer a certain degree of depreciation. Contracts of this kind may
include, for instance, mortgage, contract leasing, etc.; where in case of defaulting the col-
lateral (the housing for the former) is surrendered by the borrowers. This kind of contract
was analyzed for the first time, in the general equilibrium context, by Dubey et al. [3] (see
also Geanakoplos and Zame [6]).
Our main objective in this paper is to provide a general framework so that we can deal
with the problem of pricing defaultable securities backed by exogenous collateral where
the uncertainty is modelled by a finite event-tree. This event-tree is assumed to have one
unique initial node and a continuum of branches in each node of the tree. For the case
in which the number of states of nature is finite, this problem has been solved recently
by Araújo et al. [1]. In order to characterize the arbitrage-free prices these authors used
a separation theorem version applied to cones. However, as we pass from a finite discrete
set of states of nature to a continuum of states this passage is not trivial, even in markets
without frictions, as stated by Kabanov and Stricker [9].
This passage becomes even more complicated when the contingent claims are assumed
to belong to the space of real-valued random variables on a probability space which is a
complete topological vector space if equipped with the topology of convergence in proba-
bility. This space lacks many properties that most contingent claim spaces used in finance
have. For this reason our methodology is closer to that of Schachermayer [13], with re-
spective adaptations, due to the event tree (instead of filtration) used.
It is useful to point out that our model has a different feature in comparison with others
of the literature on friction markets (specifically, cost transactions). Our financial market is
modeled by a bi-dimensional stochastic process. The Jouini and Kallal model [7], which is
an exception, considers two processes for the prices. We, however, consider a process for
prices and another for returns (deliveries and receipts) which depend on the value of the
depreciated collateral put to secured short sales.
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tains the contingent claims which are super-replicated by trading defaultable assets. The
methodology we used to solve the problem mentioned above employs arguments which are
different from those which are usually found in the literature. More precisely, we consider
a convergent sequence of contingent claims in the cone and we show that the contingent-
claim limit also belongs to the cone. For that, we find a nonnegative measurable strategy
that superreplicates the contingent-claim limit. The main problem is that the sequence of
strategies associated to the sequence of contingent claims may explode in norm on a set B
of nodes of positive measure. To overcome this issue we consider a suitable defined dis-
joint decomposition of a bigger set containing B such that on each subset of this disjoint
decomposition we can define a suitable strategy associated to the contingent-claim limit
(for more details see item (iii) in the proof of Theorem 3.1).
The sequence of the paper is as follows. In Section 2 we provide a general framework
where our main results are stated. Section 3 contains the proofs of our results. In Section 4
we use our framework to analyze financial markets with default, exogenous collateral and
continuum of states. Finally, in Section 5 we present our conclusion and then offer an
Appendix A where some results used without proof in the paper are stated.
2. The model
2.1. Time and uncertainty
Time and uncertainty are represented by a finite event-tree, whose length N, with a
unique initial node at date n = 0, and a continuum of branches at each node of the tree.
We assume that the set of states branching at every node is modelled by a Lebesgue
measure space (S = [0,1],B,μ), being μ the common probability measure at date n,
given the history (s1, . . . , sn−1). Let us denote by μn the Lebesgue measure on Sn. We
will adopt the following notation throughout the paper. Any element of Sn will be denoted
by s˜n, and its unique predecessor belonging to Sn−1 as s˜−n .
For each n = 0, . . . ,N and m positive integer, let us denote by Lo+(Sn,Fn,μn;Rm) the
non-negative cone of Lo(Sn,Fn,μn;Rm) which is the space of all equivalence classes of
RL-valued,Fn-measurable random variables, which is a complete topological vector space
if equipped with the topology of convergence in measure.
2.2. The financial market
Our financial market is defined by a two-dimensional stochastic process {(qn,Vn+1)}N−1n=0
where qn−1 = (q1n−1, q2n−1) :Sn−1 → R2J are prices of both J underlying assets and J
derivatives written on such underlying assets; and Vn = (V 1n ,V 2n ): Sn → R2J+ are the pay-
offs of derivatives purchased and sold, respectively.
Let us denote by {zn = (θn,ϕn)}N−1n=0 ⊂
∏N−1
n=0 Lo+(Sn−1,Fn−1,μn−1;R2J ) the se-
quence of portfolios where the first and second components represent the purchase and
sale of assets, respectively.
Lastly, we define the functions Vnzn−1 :Sn → R and qn−1zn−1 :Sn−1 → R by
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(
s˜n
)= Vn(s˜n)zn−1(s˜−n )= V 1n (s˜n)θn−1(s˜−n )+ V 2n (s˜n)ϕn−1(s˜−n ), and
qn−1zn−1
(
s˜−n
)= q1n−1(s˜−n )θn−1(s˜−n )+ q2n−1(s˜−n )ϕn−1(s˜−n ).
2.3. Non-arbitrage opportunity
Next we formalize the concept of no arbitrage which intuitively says that it is impossible
to make money out of nothing.
Definition 2.1. We say that the process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage (NA) con-
dition if there is no strategy {zn−1 = (θn−1, ϕn−1)}Nn=1 ⊂ Nn=1Lo+(Sn−1,Fn−1,μn−1;R2J )
such that
(−qn−1zn−1,Vnzn−1) ∈ Lo+
(
Sn−1,Fn−1,μn−1;R
)× Lo+(Sn,Fn,μn;R) and
(−qn−1zn−1,Vnzn−1) = (0,0),
for some n = 1, . . . ,N .
In other words, the NA condition is satisfied, if for any strategy {zn−1}Nn=1 ⊂∏N
n=1 Lo+(Sn−1,Fn−1,μn−1;R2J ), there is a date n such that if
(−qn−1zn−1,Vnzn−1) ∈ Lo+
(
Sn−1,Fn−1,μn−1;R
)× Lo+(Sn,Fn,μn;R)
is held, then we should have (−qn−1(s˜−n )zn−1(s˜−n ),Vn(s˜n)zn−1(s˜−n )) = (0,0),μn-a.e.,
s˜n ∈ Sn.
The following definition will be useful.
Definition 2.2. We say that the two-dimensional stochastic process {(yn−1,Xn)}Nn=1 is a
martingale with respect to the measures {Pn}Nn=1 if for each n = 1, . . . ,N , the following
condition is satisfied:
EPn(Xn/Fn−1) = yn−1, μn−1-a.e., s˜−n ∈ Sn−1. (2.1)
Remark 2.1. If (2.1) holds with  (respectively with ), we say that the process above
is a supermartingale (respectively a submartingale). If (2.1) holds with < (respectively
with >), we say that the process above is strictly a supermartingale (respectively strictly a
submartingale).
2.4. A rather obvious sufficient condition
It is not difficult to see that the existence of an equivalent probability measure Pn on
Sn such that both processes {(q1n−1,V 1n )}Nn=1 and {(q2n−1,V 2n )}Nn=1 are supermartingales
implies that the stochastic process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition. In
fact, by Remark 2.1 above we have
EPn
(
V 1n /Fn−1
)
 q1 and EPn
(
V 2n /Fn−1
)
 q2 .n−1 n−1
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follows that
EPn
(
V 1n θn−1/Fn−1
)
 q1n−1θn−1 and EPn
(
V 2n ϕn−1/Fn−1
)
 q2n−1ϕn−1.
By adding the previous inequalities, one has
EPn
(
V 1n θn−1 + V 2n ϕn−1/Fn−1
)
 q1n−1θn−1 + q2n−1ϕn−1.
Therefore, from the definition of the process {(qn−1,Vn)}Nn=1, it follows that
EPn(Vnzn−1/Fn−1) qn−1zn−1.
On the other hand, if
(−qn−1zn−1,Vnzn−1) ∈ Lo+
(
Sn−1,Fn−1,μn−1;R
)×Lo+(Sn,Fn,μn;R),
then the following holds:
0EPn(Vnzn−1/Fn−1) qn−1zn−1  0.
Hence (−qn−1(s˜−n )zn−1(s˜−n ),Vn(s˜n)zn−1(s˜−n )) = (0,0),μn-a.e., s˜n ∈ Sn. Therefore the
process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition. We formally state the above
result in the following proposition.
Proposition 2.1. If for every n = 1, . . . ,N there is a probability measure Pn on Sn (equiv-
alent to μn) under which both processes {(q1n−1,V 1n )}Nn=1 and {(q2n−1,V 2n )}Nn=1 are super-
martingales , then the process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition.
2.5. The main result
Now our goal is the converse of the previous proposition.
Theorem 2.1 (The fundamental theorem of asset pricing). If the process {(qn−1,Vn)}Nn=1
satisfies the no arbitrage condition, then there exist γn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R), and
an equivalent measure Qn on Sn such that∫
Sn
V
j
n
(
s˜n
)
dQn
(
s˜n
)
 γn−1
(
s˜−n
)
q
j
n−1
(
s˜−n
)
, ∀j = 1,2, . . . ,2J.
Proof. This theorem follows immediately from Theorem 2.2. In fact, it is enough to take
zn−1(s˜−n ) = ej (the j th element of the canonical base of R2J for j = 1, . . . ,2J ) in Theo-
rem 2.2. 
Theorem 2.2. If the process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition, then there
exist γn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R), and an equivalent measure Qn on Sn such that∫
Sn
Vn
(
s˜n
)
zn−1
(
s˜−n
)
dQn
(
s˜n
)
 γn−1
(
s˜−n
)
qn−1
(
s˜−n
)
zn−1
(
s˜−n
)
,
for every strategy {zn}N−1n=0 ⊂
∏N−1
n=0 Lo+(Sn−1,Fn−1,μn−1;R2J ).
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Now we give a characterization in more mathematical terms of the no arbitrage con-
dition. For that, let us fix the stochastic process {(qn−1,Vn)}Nn=1 ⊂
∏N
n=1 Lo(Sn−1,Fn−1,
μn−1;R2J )×Lo+(Sn,Fn,μn;R2J ), and define the following convex cone:
Kn =
{
(−qn−1zn−1,Vnzn−1) ∈ Lo
(
Sn−1,Fn−1,μn−1;R
)×Lo(Sn,Fn,μn;R):
zn−1 ∈ Lo+
(
Sn−1,Fn−1,μn−1;R2J
)}
.
Lemma 3.1. The stochastic process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition if
and only if for each n = 1, . . . ,N ,
Kn ∩
(
Lo+
(
Sn−1,Fn−1,μn−1;R
)×Lo+(Sn,Fn,μn;R))= {(0,0)}. (3.1)
Proof. (⇒) Suppose that the no arbitrage condition is satisfied by the process {(qn−1,
Vn)}Nn=1 and that (3.1) is not held for some date n. Then there exists an element in Kn ∩
(Lo+(Sn−1,Fn−1,μn−1;R)×Lo+(Sn,Fn,μn;R)) different from zero. But this contradicts
the fact that {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condition.
(⇐) If {(qn−1,Vn)}Nn=1 does not satisfy the no arbitrage condition, then by definition,
there exists a strategy {zn−1 = (θn−1, ϕn−1)}Nn=1 such that for each n = 1, . . . ,N,
(−qn−1zn−1,Vnzn−1) ∈ Lo+
(
Sn−1,Fn−1,μn−1;R
)× Lo+(Sn,Fn,μn;R) and
(−qn−1zn−1,Vnzn−1) = (0,0).
Thus, (3.1) is not true since (−qn−1zn−1,Vnzn−1) ∈ Kn. This completes the proof. 
In what follows Theorem 2.2 is reduced to the subsequent theorem which may be re-
garded as its “abstract” version. But before that we establish the non-negativity of asset
prices due to the NA condition.
Proposition 3.1. If the stochastic process {(qn−1,Vn)}Nn=1 satisfies the no arbitrage condi-
tion, then qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ).
Proof. Suppose by contradiction that there exist j ∈ {1, . . . ,2J } and C ⊂ Sn−1 such that
μn−1(C) > 0 and qjn−1(s˜−n ) < 0 on C. Now, consider the function
zn−1 := (0, . . . ,0, χC,0, . . . ,0) ∈ Lo+
(
Sn−1,Fn−1,μn−1;R2J
)
,
whose j th coordinate is the characteristic function of the set C. Then −qn−1zn−1 =
−qjn−1χC , which is strictly positive on C. Now, by using the NA condition, we obtain that
(−qn−1zn−1,Vnzn−1) = (0,0). But this is a contradiction since −qn−1(s˜−n )zn−1(s˜−n ) > 0
for s˜−n ∈ C and μn−1(C) > 0. This proves that qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ). 
The following theorem, which is the heart of this paper, is proven first for the case in
which there is only one asset (J = 1). Secondly, we assume that either qj > 0, μn−1-a.e.n−1
B. Alvarez-Samaniego, J. Orrillo / J. Math. Anal. Appl. 320 (2006) 425–438 431for j = 1, . . . ,2J , where qn−1 = (q1n−1, . . . , q2Jn−1) or V jn > 0, μn-a.e. for j = 1, . . . ,2J ,
where Vn = (V 1n , . . . , V 2Jn ). Lastly, the general case, qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ),
is proved. It is useful to point out that the proofs of the first two cases have been written,
although they are particular cases, because they show different techniques than those used
in the general case.
Theorem 3.1. If for each n = 1, . . . ,N , Kn∩(Lo+(Sn−1,Fn−1,μn−1;R)×Lo+(Sn,Fn,μn;
R)) = {(0,0)}, then K˜n := Kn−Lo+(Sn−1,Fn−1,μn−1;R)×Lo+(Sn,Fn,μn;R) is closed
in Lo(Sn−1,Fn−1,μn−1;R) × Lo(Sn,Fn,μn;R) with respect to the topology of conver-
gence in measure.
Proof. Any element (αn−1, fn) belonging to K˜n satisfies:
(−qn−1zn−1,Vnzn−1) (αn−1, fn),
for some zn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ). More precisely,{−qn−1(s˜−n )zn−1(s˜−n ) αn−1(s˜−n ),
Vn(s˜n)zn−1(s˜−n ) fn(s˜n)
for s˜n ∈ Sn-a.e. Take any sequence ((αmn−1, f mn ))∞m=0 ∈ K˜n converging to (α¯n−1, f¯n) in
measure. Passing to a subsequence if necessary one has that the sequence above converges
to (α¯n−1, f¯n) almost surely.
Since the sequence (αmn−1, f mn ) belongs to K˜n, it follows that
−qn−1
(
s˜−n
)
zmn−1
(
s˜−n
)
 αmn−1
(
s˜−n
)
, (3.2)
Vn
(
s˜n
)
zmn−1
(
s˜−n
)
 fmn
(
s˜n
)
, (3.3)
for some sequence (zmn−1)m ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ). We recall that, by Proposi-
tion 3.1, qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ).
(i) First, we consider the case J = 1. Taking lim inf on both sides of inequalities (3.2)
and (3.3), it follows that{
−qn−1(s˜−n ) · (lim inf zm,1n−1(s˜−n ), lim sup zm,2n−1(s˜−n )) α¯n−1(s˜−n ),
Vn(s˜n) · (lim inf zm,1n−1(s˜−n ), lim sup zm,2n−1(s˜−n )) f¯n(s˜n),
where zmn−1 = (zm,1n−1, zm,2n−1). To obtain the last two inequalities we have used the fact that
lim inf(xn + yn)  lim infxn + lim supyn, where (xn)n and (yn)n are sequences. Since
zn−1 := (lim inf zm,1n−1, lim sup zm,2n−1) ∈ Lo+(Sn−1,Fn−1,μn−1;R2), the result follows.
(ii) Second, we consider the case in which prices and returns are strictly positive.
Suppose now that either qjn−1 > 0, μn−1-a.e. for j = 1, . . . ,2J , or V jn > 0, μn-a.e. for
j = 1, . . . ,2J . We consider the following sets:
A = {s˜−n : lim inf∥∥zm (s˜−n )∥∥< +∞}, B = {s˜−n : lim inf∥∥zm (s˜−n )∥∥= +∞},n−1 n−1
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z˜mn−1
(
s˜−n
) :=
⎧⎨
⎩
0, s˜−n ∈ A,
zmn−1(s˜−n )
‖zmn−1(s˜−n )‖
, s˜−n ∈ B.
According to Lemma A.2 in Appendix A there exists a subsequence(
z˜
mk
n−1
)
k
∈ Lo+
(
Sn−1,Fn−1,μn−1;R2J
)
such that (z˜mkn−1(s˜−n ))k is a convergent subsequence of (z˜
m
n−1(s˜−n ))m for s˜−n ∈ Sn−1-a.e. Let
z˜n−1(s˜−n ) := limk→∞ z˜mkn−1(s˜−n ). Then z˜n−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ). Now, it fol-
lows from (3.2) that
−qn−1
(
s˜−n
) zmkn−1(s˜−n )
‖zmkn−1(s˜−n )‖

α
mk
n−1(s˜−n )
‖zmkn−1(s˜−n )‖
.
By taking the limit when k tends to infinity in the last inequality and by the definition of
z˜n−1 we have that
−qn−1
(
s˜−n
)
z˜n−1
(
s˜−n
)
 0, s˜−n ∈ Sn−1-a.e.
Since qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ), it follows from the last inequality that
qn−1(s˜−n )z˜n−1(s˜−n ) = 0, μn−1-a.e. Now using qjn−1 > 0, μn−1-a.e., for j = 1, . . . ,2J , we
get z˜n−1(s˜−n ) = 0, μn−1-a.e., s˜−n ∈ Sn−1. But this contradicts the fact that ‖z˜n−1(s˜−n )‖ = 1
for s˜−n ∈ B unless μn−1(B) = 0.
Suppose now that V jn > 0, μn-a.e., for j = 1, . . . ,2J . Since(−qn−1z˜n−1,Vnz˜n−1) ∈ Kn ∩ (Lo+(Sn−1,Fn−1,μn−1;R)× Lo+(Sn,Fn,μn;R)),
it follows from the NA condition that
Vn
(
s˜n
)
z˜n−1
(
s˜−n
)= 0.
Then z˜n−1(s˜−n ) = 0, μn−1-a.e., s˜−n ∈ Sn−1. But this again contradicts the fact that
‖z˜n−1(s˜−n )‖ = 1 for s˜−n ∈ B unless μn−1(B) = 0.
Since, μn−1(B) = 0, it follows from Lemma A.2 that there is a subsequence (zmkn−1)k ∈
Lo+(Sn−1,Fn−1,μn−1;R2J ) such that (zmkn−1(s˜−n ))k is a convergent subsequence of
(zmn−1(s˜−n ))m for s˜−n ∈ Sn−1-a.e. Let zn−1(s˜−n ) := limk→∞ zmkn−1(s˜−n ). It follows from (3.2)
and (3.3) that{−qn−1(s˜−n )zn−1(s˜−n ) α¯n−1(s˜−n ),
Vn(s˜n)zn−1(s˜−n ) f¯n(s˜n),
where zn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ).
(iii) Finally, we consider the general case qn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ). Let A
and B be the sets defined in item (ii). Let us define the following sequence:
z˜mn−1
(
s˜−n
) := { zmn−1(s˜−n ), s˜−n ∈ A,0, s˜− ∈ B.n
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μn−1;R2J ) such that (z˜mkn−1(s˜−n ))k is a convergent subsequence of (z˜mn−1(s˜−n ))m for s˜−n ∈
Sn−1-a.e. Let z˜n−1(s˜−n ) := limk→∞ z˜mkn−1(s˜−n ). Then z˜n−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ).
Let us remark, by using (3.2), that (−qn−1(s˜−n )zmn−1(s˜−n ))m is a bounded nonpositive
sequence for s˜−n ∈ Sn−1-a.e. We note that
B ⊂ C := {s˜−n : ∃j ∈ {1, . . . ,2J }, (zm,jn−1(s˜−n ))m is unbounded}.
Let
Is˜−n :=
{
j ∈ {1, . . . ,2J }: (zm,jn−1(s˜−n )) is unbounded}.
Since (−qn−1(s˜−n )zmn−1(s˜−n ))m is a bounded sequence for s˜−n ∈ Sn−1-a.e., it follows easily
that qjn−1(s˜−n ) = 0 for j ∈ Is˜−n , and s˜−n ∈ C, μn−1-a.e. Moreover, it is not difficult to see
that
C =
2J⊎
k=1
(2Jk )⊎
l=1
Ck,Akl
,
where Akl ∈P2Jk for l = 1, . . . ,
(2J
k
)
, P2Jk is used to denote the set of subsets of {1, . . . ,2J }
of size k and
Ck,Akl
:= {s˜−n ∈ C: (zm,jn−1(s˜−n ))m is unbounded if j ∈ Akl ,
and
(
z
m,j
n−1
(
s˜−n
))
m
is bounded if j /∈ Akl
}
.
We want to show that there exists a non-negative measurable function zn−1 ∈ Lo+(Sn−1,
Fn−1,μn−1;R2J ) such that{−qn−1(s˜−n )zn−1(s˜−n ) α¯n−1(s˜−n ),
Vn(s˜n)zn−1(s˜−n ) f¯n(s˜n),
(3.4)
for s˜n ∈ Sn-a.e. To define the function zn−1 on the set C, it is enough to define it on each
subset Ck,Akl for k = 1, . . . ,2J , and l = 1, . . . ,
(2J
k
)
. Let k ∈ {1, . . . ,2J }. We consider
the set Ck,Akl , where Akl = {j1 < · · · < jk} is the set of the coordinates jr such that the
sequence (zm,jrn−1 (s˜−n ))m is unbounded for r ∈ {1, . . . , k} and s˜−n ∈ Ck,Akl . We remark that
s˜−n ∈ Ck,Akl ⇒ Is˜−n = Akl ⇒ q
j1
n−1
(
s˜−n
)= · · · = qjkn−1(s˜−n )= 0.
Since (zm,jn−1(s˜−n ))m is a bounded sequence for j /∈ Akl , and s˜−n ∈ Ck,Akl , it follows, by using
Lemma A.2, that there exists a subsequence (zmkn−1)k such that (z
mk,j
n−1 (s˜−n ))k is a convergent
subsequence for j /∈ Akl , and s˜−n ∈ Ck,Akl , μn−1-a.e. Let zˆ
j
n−1(s˜−n ) = limk→∞ zmk,jn−1 (s˜−n ),
for j /∈ Akl , and s˜−n ∈ Ck,Ak−l , μn−1-a.e. Now, we need to define a suitable zˆjn−1(s˜−n ), for
j ∈ Akl , and s˜−n ∈ Ck,Akl . Let s˜−n ∈ Ck,Akl , and j ∈ Akl :⎧⎨
⎩
if V jn (s˜n) = 0, then we define zˆjn−1(s˜−n ) := 0,
if V jn (s˜n) > 0, then zˆjn−1(s˜−n ) := f¯n(s˜n)j .Vn (s˜n)
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zn−1
(
s˜−n
) := { z˜n−1(s˜−n ), s˜−n ∈ A,
zˆn−1(s˜−n ), s˜−n ∈ B,
it follows that zn−1 ∈ Lo+(Sn−1,Fn−1,μn−1;R2J ) satisfies (3.4) for s˜n ∈ Sn-a.e. This com-
pletes the proof of the theorem. 
Remark 3.1. The fact that Theorem 3.1 implies theorem 2.2 follows from Yan’s theorem
(see the proof of Theorem 2.2).
To shorten the notation, we set
Ln−1,no = Lo
(
Sn−1,Fn−1,μn−1;R
)×Lo(Sn,Fn,μn;R),
L
n−1,n
1 = L1
(
Sn−1,Fn−1,μn−1;R
)×L1(Sn,Fn,μn;R),
Ln−1,n∞ = L∞
(
Sn−1,Fn−1,μn−1;R
)×L∞(Sn,Fn,μn;R),
and we write Ln−1,no,+ ,L
n−1,n
1,+ ,L
n−1,n
∞,+ to denote the positive cones of the respective spaces
just defined.
Before proving Theorem 2.2, notice that there is no loss of generality in the definition
of set Kn, in assuming qn−1 and Vn to be bounded. Otherwise, following Schachermayer
[13] define
h1
(
s˜−n
)= min{∥∥qn−1(s˜−n )∥∥−1,1} and h2(s˜n)= min{∥∥Vn(s˜n)∥∥−1,1}.
The multiplication operator
M(h1,h2) :L
n−1,n
o → Ln−1,no
defined by
M(h1,h2)(g1, g2)
(
s˜−n , s˜n
)= (h1(s˜−n )g1(s˜−n ), h2(s˜n)g2(s˜n)), ∀(g1, g2) ∈ Ln−1,no
is an order-preserving isomorphism on the topological vector space Ln−1,no . Hence
M(h1,h2)(Kn)∩ Ln−1,no =
{
(0,0)
} ⇔ Kn ∩Ln−1,no,+ = {(0,0)}
and Kn −Ln−1,no,+ is closed if and only if M(h1,h2)(Kn)−Ln−1,no,+ is closed. But
M(h1,h2)(Kn) =
{
(−h1qn−1zn−1, h2Vnzn−1) ∈ Ln−1,no :
zn−1 ∈ Lo+
(
Sn−1,Fn−1,μn−1;R2J
)}
and the function (yn−1,Xn) = (h1qn−1, h2Vn) is in Ln−1,n∞ .
3.1. Proof of Theorem 2.2
Assume that the process {(qn−1,Vn)}Nn=1 satisfies the non-arbitrage condition, then by
Lemma 3.1 (3.1) holds. Therefore from Theorem 3.1 it follows that K˜n is closed in Ln−1,no
with respect to topology of convergence in measure.
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K˜n ∩ Ln−1,n1 is closed in the space Ln−1,n1 with respect to the L1-norm. Moreover, by
Lemma 3.1, Cn is disjoint from Ln−1,n1,+ \ {0,0}. Thus Cn has the following properties:
Cn is a closed convex cone in Ln−1,n1 ; L
n−1,n
1,− ⊂ Cn and Cn ∩Ln−1,n1 = {(0,0)}. Hence the
hypotheses of Yan’s theorem (see Appendix A) are satisfied, then there is(
kn−1, gn
) ∈ (L1(Sn−1,Fn−1,μn−1,R)×L1(Sn,Fn,μn,R))′
= L∞(Sn−1,Fn−1,μn−1,R)×L∞(Sn,Fn,μn,R)
such that (kn−1, gn), regarded as a functional on Ln−1,n1 , is strictly positive almost surely
and less than or equal to 0 on the convex cone Cn.
Define
ω1,n−1
(
s˜−n
)= max{∥∥q1n−1(s˜−n )∥∥J ,∥∥q2n−1(s˜−n )∥∥J ,1}
and
ω2,n
(
s˜n
)= max{∥∥V 1n (s˜n)∣∣J ,∥∥V 2n (s˜n)∥∥J ,1}.
In particular, for each n = 1, . . . ,N and zn−1 ∈ L∞(Sn−1,Fn−1,μn−1;R) one has
(−yn−1zn−1,Xnzn−1) ∈ K˜n ∩ Ln−1,n1 since (yn−1,Xn) = ( qn−1ω1,n−1 , Vnω2,n ) is bounded and
therefore integrable.
We then have,∫
Sn
(
−qn−1(s˜
−
n )zn−1(s˜−n )
ω1,n−1(s˜−n )
,
Vn(s˜n)zn−1(s˜−n )
w2,n(s˜n)
)
· (kn−1(s˜−n ), gn(s˜n))dμn(s˜n) 0
⇔
∫
Sn
Vn
(
s˜n
)
zn−1
(
s˜−n
)
dQn
(
s˜n
)
 γn−1
(
s˜−n
)
qn−1
(
s˜−n
)
zn−1
(
s˜−n
)
,
where γn−1(s˜−n ) = ckn−1(s˜
−
n )
ω1,n−1(s˜−n )
and Qn is the measure on Fn with density function cgn(s˜n)w2,n(s˜n)
where the normalizing factor c > 0 is chosen such that Qn(Sn) = 1. Thus Qn is an equiv-
alent probability measure to μn.
4. Application to financial markets with default, exogenous collateral and
continuum of states
In this short section we apply our framework developed in the previous section in order
to price asset which may default and are backed by exogenous collateral. For complete-
ness and above all, to put it into our framework (continuum of states), we describe such a
market. For more details we refer the reader to Geanakoplos and Zame [6] and Araújo et
al. [1]. In both models the uncertainty is finite. In this case the closedness of the cone K˜n
is trivially satisfied and a suitable separation theorem in Euclidean spaces serves to reach
the objectives.
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This model consists of J defaultable securities backed by physical collateral. The time
and uncertainty is the same as our framework above. Each one of J assets available,
say j , is a one-period defaultable security which is characterized by its real promise
A
j
n+1 :Sn+1 → RL+ and by its collateral Cjn :Sn → RL+ that backed it. Thus the financial
structure is represented by the sequence
{
(An+1,Cn)
}N−1
n=0 ⊂
N−1∏
n=0
Lo+
(
Sn+1,Fn,μn;RL×J
)× Lo+(Sn,Fn,μn;RL)
representing the promises made by all assets in each period of time, and the collateral
bundles that back them.
For each asset j sold at period n, the investor must purchase a bundle of collat-
eral Cjn which suffers a linear depreciation measured by Yn+1 :Sn+1 → RL×L. Thus
Yn+1(s˜)Cjn(s˜−) is the depreciated collateral at node s˜ ∈ Sn+1. Let us denote by {Yn} ⊂∏N
n=1 L∞+ (Sn,Fn,μn;RL×L) the sequence which represents the depreciation structure of
the collateral. Prices of commodity bundles serving as collateral are denoted by the se-
quence {pn}Nn=0 ⊂
∏N
n=1 Lo+(Sn,Fn,μn;RL).
Since the only consequence of default is the seizure of the collateral, the delivery of
each defaultable security at node s˜ ∈ Sn is defined to be
D
j
n
(
s˜
)= min{pn(s˜)Aj (s˜),pn(s˜)Yn(s˜)Cjn−1(s˜−)}
which is the minimum between the claim and the depreciated collateral value. We also
define Rjn, to be the net return of each unit of assets sold, for each j ∈ J and for each node
s˜n ∈ Sn by Rjn(s˜n) = pn(s˜n)Yn(s˜n)Cjn−1(s˜−n ) − Djn(s˜n). We can then define, coordinate by
coordinate, two RJ -valued random variables
Dn :S
n → RJ and Rn :Sn → RJ
as D
j
n(s˜n) and Rjn(s˜n), respectively.
Finally we define ρn :Sn → RJ as
ρ
j
n
(
s˜n
)=∑
j∈J
pn
(
s˜n
)
C
j
n
(
s˜n
)− πjn (s˜n), ∀j ∈ J,
being {πn}N−1n=0 ⊂
∏N−1
n=0 Lo+(Sn,Fn,μn;RJ ) the sequence of the prices of assets which
are available at the beginning of each period.
For each n 1, we define
Vn = (Dn,Rn) :Sn → R2J+ and qn−1 = (πn−1, ρn−1) :Sn−1 → R2J .
Therefore, if there is no arbitrage opportunity in the financial markets, it follows from
Theorem 2.1 that∫
n
D
j
n
(
s˜n
)
dQn
(
s˜n
)
 γn−1
(
s˜−n
)
π
j
n−1
(
s˜−n
)
, ∀j = 1, . . . , J,S
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Sn
R
j
n
(
s˜n
)
dQn
(
s˜n
)
 γn−1
(
s˜−n
)
ρ
j
n−1
(
s˜−n
)
, ∀j = 1, . . . , J.
By abusing of the language since both purchasing and selling price are multiplied by
γn−1 > 0 we can conclude by saying that: The former inequality implies that purchas-
ing prices of each asset are super-martingales, and the later one implies that the net selling
prices πjn−1(s˜−n )−
∑
j∈J pn−1(s˜−n )C
j
n−1(s˜−n ) are sub-martingales.
5. Conclusions
In this work we have provided a general framework which is applied to financial markets
with default, exogenous collateral and continuum of states. The methodology used in this
paper, as mentioned in the introduction, follows Schachermayer [13] due to the space used
to model the space of contingent claims. Despite the similarity with that work, our proof
of Lemma 3.1 (crucial) does not use the technique of convex combinations that was used
by Schachermayer [13]. We remark that an interesting problem for a future research is to
determine whether or not Theorem 2.1 is true in the case of infinite horizon.
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Appendix A
The two following lemmas are stated and proven in Kabanov and Stricker [8].
Lemma A.1 (Yan’s theorem [15]). Let C be a closed convex cone in L1(Ω,F ,P ) contain-
ing L1−(Ω,F ,P ) and such that C ∩ L1+ = {0}. Then there is g ∈ L∞ with g > 0 almost
surely and g(c) 0 for all c ∈ C.
Lemma A.2 (Kabanov and Stricker, 2000). Let zn ∈ Lo(Sn,Fn,μn;R2J ) be such that
z = lim inf‖zn‖ < ∞. Then there are zm ∈ Lo(Sn,Fn,μn;R2J ) such that for all s˜n the
sequence of zm(s˜n) is a convergent subsequence of the sequence of zn(s˜n).
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