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We study the prototypical SN2 reaction Cl– + CH3Cl−−→ CH3Cl + Cl– in water using quantum mechanics / molecular
mechanics (QM/MM) computer simulations with transition path sampling and inertial likelihood maximization. We
have identified a new solvent coordinate to complement the original atom-exchange coordinate used in the classic
analysis by Chandrasekhar, Smith, and Jorgensen.1 The new solvent coordinate quantifies instantaneous solvent induced
polarization relative to the equilibrium average charge density at each point along the reaction pathway. On the basis
of likelihood scores and committor distributions, the new solvent coordinate improves upon the description of solvent
dynamical effects relative to previously proposed solvent coordinates. However, it does not increase the transmission
coefficient or the accuracy of a transition state theory rate calculation.
I. INTRODUCTION
The rates of many chemical reactions are dramatically al-
tered by the presence of a polar solvent. The strongest solvent
effects are typically observed for reactions that involve charge
transfer and / or ion migration steps.2,3 These reactions can be
broadly classified into three categories: (i) electron transfer
reactions where charges move between atoms with essentially
fixed positions,4–7 (ii) ion association / dissociation reactions
where atoms migrate while carrying their fixed charges,8–12
and (iii) intermediate cases with concerted changes in the
atom positions and atom charges.3,13–17 The discovery of ver-
tical energy gap (solvent) reaction coordinates transformed
our understanding of electron transfer processes,4,18 lead-
ing to many applications and generalizations.19–23 New in-
terionic solvent density coordinates for ion association /
dissociation24 have led to applications and generalizations in
that domain.25–28 In contrast to the widely applicable solvent
coordinates for category (i) and (ii) reactions, solvent coordi-
nates remain elusive for essentially all reactions in category
(iii), including the SN2, SN1, E1, and E2 reactions.
The prototypical category (iii) reaction is the symmetric
SN2 “Finkelstein” reaction:
Cl−+CH3Cl−−→ CH3Cl+Cl−. (1)
In a pioneering quantum mechanics / molecular mechanics
(QM/MM) study of the Finkelstein reaction, Chandrasekhar,
Smith, and Jorgensen1 calculated the free energy profile along
a difference of bond lengths,
rJ = rCCl(1)− rCCl(2). (2)
where rCCl(1) and rCCl(2) are the two carbon–clorine bond dis-
tances. Free energy profiles computed with and without an
a)Author to whom correspondence should be addressed. Electronic mail:
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aqueous solvent both show a barrier at rJ = 0, correspond-
ing to the symmetric [Cl – CH3 – Cl]– transition state.29 How-
ever, the aqueous solvent significantly increases the barrier, an
equilibrium solvation effect that can be understood from ba-
sic electrostatics.30 The solvent stabilizes the chloride ions in
the reactant and product states more strongly than it stabilizes
the delocalized charges in the transition state. Bash et al.31
quantified these effects in combined semi-empirical + molec-
ular mechanics simulations. Specifically, they optimized the
Cl– ···CH3Cl configurations in the gas phase with different
values of the Cl– ···C distance. Then free energy perturba-
tions at the fixed gas phase geometries with a molecular me-
chanics solvent showed how the solvent environment modified
the activation energy and enhanced the equilibrium charges on
the Cl– ···CH3Cl atoms.
The free energy profile along a geometric solute coordinate
like rJ provides only limited information about the equilib-
rium solvation effects. To study the non-equilibrium dynami-
cal effects, Bergsma et al.32 constructed an all-atom Hamilto-
nian from the QM/MM results of Chandrasekhar, Smith, and
Jorgensen. Their Hamiltonian incorporated the potential of
mean force along rJ as well as Coulomb interactions between
the solvent and solute atoms. In their Hamiltonian, the chlo-
rine and carbon partial charges change as a prescribed func-
tion of rJ , with the charges at each rJ taken from the solvent-
averaged QM/MM results of Chandrasekhar, Smith, and Jor-
gensen. Thus their all-atom solute can polarize the solvent
configurations, but the solvent configurations cannot induce
polarization in the solute charge distribution. Gertner et al.33
used the model show that the transmission coefficient for this
system is near 0.5.
A small transmission coefficient for coordinate rJ may
result from inescapable friction in the dynamics,24,34–36 or
from a sub-optimal definition of the reaction coordinate.37,38
As noted by earlier investigators,32,38–41 an optimized reac-
tion coordinate that includes solvent components may give a
smaller friction, a higher transmission coefficient, and better
predictions of the committor. While several solvent coordi-
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2nates have been investigated for the SN2 system,42 none have
demonstrated an improvement over rJ in terms of the trans-
mission coefficient or committor analysis.
In this work, we use transition path sampling43 and iner-
tial likelihood maximization44 to investigate one new solute
coordinate and several new solvent coordinates. Each new
solvent coordinate accounts in some manner for solvent polar-
ization. One of the new solvent coordinates monitors instanta-
neous solvent-induced solute polarization, information that is
not available from a prescribed charge-vs-rJ relationship like
that of Bergsma et al.32 Therefore, we use QM/MM trajecto-
ries with a classical SPC/Fw model45 for the water molecules,
Gaussian electrostatic coupling,46 and a Becke–Lee–Yang–
Parr (BLYP) functional47,48 for the methyl chloride and chlo-
ride ion. After testing our simulation methods, we calculate
the free energy as a function of the rJ coordinate and compare
rJ to the new trial reaction coordinates. The comparisons and
coordinate optimizations are based on inertial log likelihood
scores, transmission coefficients, and committor tests.
II. MODEL AND METHODS
The methyl chloride molecule and the extra chloride ion are
treated on the density functional theory (DFT) level using the
Gaussian and plane waves (GPW) method.46 We use a Gaus-
sian polarized triple-zeta split-valence (TZV2P) basis set to
expand the wave functions and the BLYP XC functional.47,48
The electronic density is represented using an auxiliary plane-
wave basis with an energy cutoff of 400 Ry. Furthermore, we
employ the pseudopotentials of Goedecker, Teter, and Hutter
(GTH)49,50 to account for core electrons in C and Cl. The sol-
vent, SPC/Fw water,45 is treated on the MM level. SPC/Fw is
a simple flexible three-site water model with parameters tuned
to reproduce the experimental values for the diffusivity and
dielectric constant. Note that this water model, while having
many positive attributes compared to other common choices,
lacks electronic polarization. While this is computationally
very efficient, a more accurate description of the solvent might
require a polarizable water model. OPLS-AA Lennard-Jones
parameters51 for methyl chloride are used to model the non-
electrostatic part of the QM/MM cross interactions,
ui j(r) = 4εi j
[(σi j
r
)12
−
(σi j
r
)6]
. (3)
Explicitly, the parameters are as follows, and we use Lorentz–
Berthelot rules to obtain cross-species parameters.
ε / kcal/mol σ / A˚
C 0.066 3.5
Cl 0.300 3.4
H 0.030 2.4
O 0.1554253 3.165492
It is worth mentioning here that the LJ parameters for oxy-
gen are the ones from the SPC/Fw water model, while there
is no LJ center on the hydrogen atoms in SPC/Fw. These pa-
rameters are only employed for the non-electrostatic part of
Figure 1. Rendering from our QM/MM simulation of the Finkelstein
reaction in aqueous solution. The reaction is treated on the DFT
level, while a classical model is employed for the solvent molecules.
the QM/MM cross interactions, for example when an oxygen
(present in the MM part only) interacts with a QM hydrogen.
In practice, the interaction will be dominated by the electro-
static part, however, the repulsion from the Lennard-Jones po-
tential is necessary to prevent unphysical overlaps between
QM and MM atoms. A rendering of a simulation snapshot is
shown in Fig. 1.
A. Simulation details
We perform QM/MM molecular dynamics simulations with
an integration time step of ∆t = 0.5fs implemented in CP2K.
The package PYCP2K52 is used to run CP2K from a python
interface. For both NVT and NpT simulations, we employ a
Nose´–Hoover thermostat with a chain length of three. For the
thermostat, the time constant is set to τT = 100fs, while for
the barostat we use τp = 1000fs. In all our simulations, the
system contains one methyl chloride molecule and a single
chloride ion treated on the QM level, as well as an additional
505 SPC/Fw water molecules. Periodic boundary conditions
are applied to the water molecules only, so we effectively sim-
ulate the reaction in the limit of infinite dilution. For the water
molecules, smooth particle-mesh Ewald (SPME)53 is used to
compute the long-range part of the Coulomb interaction. The
Ewald parameter is α = 0.44 and 64 grid points are used in
each direction of the Fourier grid. For all the short-ranged
classical interactions, the potential is cut off at a radius of
rcut = 9 A˚.
Our TPS simulations are carried out at a temperature of
300 K and a fixed volume of V = 15.74 nm3, which corre-
sponds to the average volume of our umbrella sampling sim-
ulations performed at the same temperature and a pressure
of 1 bar. We check if one of the stable states is reached ev-
ery 10 time steps, and we save the current snapshot along the
path every 20 time steps. The shooting point is selected with
equal probability from x(o)0+∆T and x
(o)
0−∆T , where x
(o)
0 denotes
the shooting point of the previous trajectory and ∆T = 60∆t.54
3B. Umbrella sampling
We perform a series of umbrella sampling simulations55
along Jorgensen’s reaction coordinate rJ in order to obtain the
free energy. In the n-th of the equally spaced windows, the
harmonic bias potential is given as
Unbias(rJ) = k (rJ−n∆rJ)2 . (4)
We use a spring constant of k = 20 kcal/mol/A˚2 and a window
spacing of ∆rJ = 0.2 A˚. The separate histograms were com-
bined with WHAM56 to obtain the probability density p(rJ)
and the free energy F(rJ) =−kBT ln p(rJ). Since we also save
the system configurations in regular intervals, we can later es-
timate the probability density as a function of alternative reac-
tion coordinates rnew by using conditional averages for a fixed
value of rJ , i. e.
p(rnew) =
∫
drJ p(rnew|rJ) p(rJ). (5)
Note that while exact in principle, in practice this will only
yield reasonable results if rnew is adequately and ergodically
sampled at each value of rJ . Similarly, a two-dimensional
probability density (and hence free energy) can be obtained
by simply not performing the integration,
p(rJ ,rnew) = p(rnew|rJ) p(rJ). (6)
C. Flexible path length transition path sampling with
aimless shooting
Transition path sampling (TPS) is a powerful technique for
obtaining reactive dynamical pathways.43,57–59 We use TPS
with aimless shooting60 and a flexible path length to sample
trajectories crossing the reaction’s barrier. Jorgensen’s coor-
dinate is used to distinguish between the two stable states, A
and B, and the transition region. A configuration is considered
to be in state A if rJ ≤ −2A˚ and in state B if rJ ≥ 2A˚. In the
flexible path length version of TPS, no restrictions are placed
on the length of the pathways. A path is simply accepted if it
is reactive, i. e., A→ B or B→ A, and rejected if it is not. As
shown in Sec. II D, we can later use information from both the
accepted and the rejected pathways to optimize our reaction
coordinate describing the transition.
D. Inertial likelihood maximization
The aim of this study is to find a generic solvent reaction
coordinate for chemical reactions in solution. In order to
quantify if a proposed new coordinate is actually able to pro-
vide any improvement over existing coordinates, we use the
method of inertial likelihood maximization.44 First, we start
by defining a purely configurational trial reaction coordinate
qT (x). For example, the trial reaction coordinate might be a
simple linear combination of Jorgensen’s solute coordinate rJ
and a new, yet to define solvent coordinate qp:
qT (x) = rJ(x)+αqp(x). (7)
In the next step, we introduce a committor-like model func-
tion, which is a function of the trial reaction coordinate and
the velocity along the coordinate:
p˜B(x, x˙)≈ 12 {1+ erf[aqT (x)+bq˙T (x, x˙)]} . (8)
Note that by setting b= 0 we can recover the original, inertia-
free formulation of the likelihood maximization method.61
The actual committor pB(x) does only depend on the con-
figuration, but not its velocity. Velocity contributions can be
included in the definition of the dividing surface,62 but such
definitions are inconvenient for constructing simple rate ex-
pressions. The next step is to write down the expression for
the likelihood of the observed simulation results based on the
hypothesized trial reaction coordinate:
lnL =
→A
∑
x(k)
ln
[
1− p˜B(x(k))
]
+
→B
∑
x(k)
ln p˜B(x(k)). (9)
Here the set of points x(k) are the shooting points from a TPS
simulation using aimless shooting. The first sum runs over all
trajectories ending in state A, while the second sum runs over
all trajectories ending in B. Note that by including the veloc-
ity information along the model reaction coordinate, we can
make use of both the forward and the backward segment of our
shooting trajectories, effectively doubling the number of data
points we get from each trajectory. Care must be taken to use
the reversed velocities in the case of the backward trajectories.
Finally, the (logarithmic) likelihood is optimized, in other
words, one finds the set of parameters (a,b,α1,α2, . . . ,αM)
such that lnL is maximal.
We performed additional committor tests for a number of
trial coordinates that had high likelihood scores.43 Estimates
for the true distribution of committor values have been ob-
tained by deconvoluting the discrete committor histograms.63
E. Transmission coefficients
Transition state theory (TST) assumes that a trajectory
crossing the dividing surface always continues on to the prod-
uct state, i. e. there are no recrossings.64–66 For real systems
trajectories can recross the dividing surface because of friction
with the solvent or because the dividing surface has not been
ideally positioned. These recrossing events always cause the
true rate to be smaller than the TST estimate. The transmis-
sion coefficient is the ratio of the true rate and the TST esti-
mate. For a reaction with a single barrier, an accurate reaction
coordinate should maximize the transmission coefficient.
An efficient way to calculate the transmission coefficient is
the method of effective positive flux or EPF.67 In EPF, one
first obtains a sample of initial points (x0, x˙0) from the top of
the free energy barrier. Then, a point is considered positive
(P) if it has a positive velocity along the reaction coordinate,
r˙(x0, x˙0) > 0. The point is considered first (F) if the back-
wards trajectory fragment, launched from (x0,−x˙0), reaches
state A without ever crossing back to the B-side of the bar-
rier. Finally, a point is considered effective (E) if the forwards
4trajectory fragment reaches state B, and the backwards trajec-
tory fragment reaches A. The transmission coefficient can be
calculated as
κ(r) =
〈r˙0χEPFAB (x0, x˙0)〉‡
1
2 〈|r˙|〉‡
, (10)
where χEPFAB is the indicator function for the three conditions
and 〈. . .〉‡ denotes an average over configurations on the top
of the barrier.
As noted by van Erp,67 one tests the conditions in the order
P, F, and E to maximize computational efficiency. We select
configurations within a very small interval around the barrier
value of the respective coordinate from our umbrella sampling
simulation. As these simulations are performed at constant
N pT , the simulation box size will slightly vary from configu-
ration to configuration. However, for each trajectory we keep
the box size fixed and integrate the system at constant NV T .
F. Committor analysis
For any configuration x, the committor pB(x) is the frac-
tion of dynamical pathways started with random momenta
from x that first reaches state B before reaching state A.43 In
a committor test of a reaction coordinate r, one computes the
distribution of estimated committor values for configurations
launched from the top of the barrier according to the coordi-
nate in question, r = r‡. A good reaction coordinate should be
sufficient to predict the committor, i. e. all configurations on
an isosurface of the coordinate should have similar commit-
tor values. A standard test for reaction coordinate accuracy
generates a histogram of pB estimates for configurations on
the trial coordinate isosurface r = r‡. Mathematically the his-
togram is a convolution of the binomial distribution and the
true committor distribution ρ(pB|r = r‡). The mean and stan-
dard deviation (µ,σ) of this distribution and the histogram are
related by63
µ = µH , (11)
σ =
√
σ2H −µH(1−µH)/N, (12)
where N is the number of trajectories used for each committor
estimation and (µH ,σH) are the mean and standard deviation
of the histogram of estimated committors. For the SN2 re-
action with its single barrier, a good reaction coordinate and
ideally placed dividing surface should give a mean of 1/2 and
a standard deviation as small as possible. This provides us
with a method for comparing the quality of different proposed
reaction coordinates.
III. TRIAL COORDINATES
A. Polarization-based solvent reaction coordinate
The primary contribution of this work is the introduction
of a new solvent reaction coordinate, which is applicable to a
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Figure 2. (Top) Average Mulliken charge on the chlorine atoms and
the central carbon atom as a function of Jorgensen’s coordinate. The
darker solid lines are fit functions to the actual data plotted below.
Note that with our convention for the definition of rJ , the incoming
atom is denoted as Cl(2). (Bottom) Construction of the new solvent
reaction coordinate qp. The blue line shows the average progress of
charges on the two chlorine atoms as the solute coordinate marches
from the reactant to the product state. Individual trajectories will not
necessarily follow the blue path exactly. The red circle shows the
charges for an instantaneous solvent configuration, which in general
will deviate from the averages indicated by the blue circle.
wide range of chemical reactions in solution. Specifically, we
monitor the solvent polarization by its influence on the instan-
taneous charges on the solute atoms. For each sampled con-
figuration, we use Mulliken population analysis68 to assign
charges to each QM atom, but our proposed solvent coordi-
nate is generic enough that the exact details of the charge as-
signment should not matter. For each fixed value of the solute
coordinate rs, these charges will have a well-defined average.
Conversely, a random instantaneous configuration at the same
value of rs will in general have charges that deviate from the
corresponding average. It is exactly this fluctuation from the
average which forms the basis of the new coordinate.
Let ~Q= (Q1,Q2, . . . ,QM) be the vector of charges on the M
solvent atoms. Then, in the space of charges,
∆~Q =
〈
~Q
〉
product
−
〈
~Q
〉
reactant
(13)
is the vector pointing along the general direction of the reac-
tion. Here, 〈~Q〉product (or 〈~Q〉reactant) is the equilibrium average
5charge at the fixed value of the solute coordinate which cor-
responds to the product (or reactant) state. Similarly, for any
configuration with a solute reaction coordinate of rs we can
define
δ ~Q = ~Q−
〈
~Q
〉
rs
, (14)
where 〈~Q〉rs is the equilibrium average charge at a fixed solute
coordinate value of rs. Hence, δ ~Q is the instantaneous devi-
ation from expected solute charge distribution due to instan-
taneous solvent configuration. Now, the question is whether
this deviation points forward or backward along the reaction
pathway. We can use a scalar product to quantify this ques-
tion:
qp = δ ~Q ·∆~Q. (15)
When the dot product is positive, the solvent has a product-
like polarization, and when the dot product is negative, the
solvent has a reactant-like polarization. The equation provides
a very generic way of constructing a polarization-based sol-
vent coordinate for reactions in solution. No particular details
of the reaction in question are required, as long as we have
an accurate solute coordinate and a way of assigning charges
to atoms. Also note that the general strategy for construc-
tion of the solvent coordinate in Eq. (15), naturally conforms
to the free energy models in Eq. 2.1 of work by Gertner et
al.39 Specifically, to compute the solute coordinate we sub-
tract as an instantaneous solvent characteristic (in this case
a solvent-affected solute characteristic) from its equilibrium
constrained average at the frozen solute coordinate position.
Accordingly, our free energy surfaces are expected to resem-
ble those sketched in the theoretical analysis of Gertner et al.
We show the construction of the solvent reaction coordinate
in Fig. 2.
B. Other trial coordinates
1. Variant of the polarization solvent coordinate
In a slight variation of the polarization coordinate, it is pos-
sible to use an alternative definition for the vector pointing
in the direction of the reaction. While ∆~Q is the straight-line
connection from reactant to product state in the charge space,
one can instead use the smoothly varying derivative of the av-
erage charge as a function of the primary coordinate which is
held fixed:
∆~Qs(rs) = Rs
d
drs
〈
~Q
〉
rs
, (16)
where Rs is a normalization constant to ensure that ∆~Qs has
the same dimension and magnitude as the original ∆~Q. Con-
versely, the alternative version of the solvent coordinate is cal-
culated as qps = δ ~Q ·∆~Qs. In this case, the results are very
similar to the results for qp. The construction is illustrated
in Fig. 3(a), further details are provided in the Supplementary
Material (SM).
Figure 3. (a) Alternative polarization coordinate. (b) Pinching co-
ordinate. The shaded red surrounding the molecule represents the
solvent, which is “pinched in” more on one side of the central carbon
than on the other. (c) Plane-inversion solute coordinate. The plane
depicted in red is defined by the three hydrogen atoms. The vector ~d
is perpendicular to the plane and points from the plane to the carbon
atom. The plane-inversion coordinate rp is the scalar product of this
vector with the vector pointing from the first to the second chlorine
atom, normalized by the length of the latter.
2. Pinching coordinate
While this coordinate is also probing the effect of the sol-
vent on the reacting molecule, it is purely based on coordi-
nation numbers and hence does not require any knowledge of
atomic charges. The idea is to quantify how much the solvent
cloud is “pinched in” on both sides of the central carbon, illus-
trated in a cartoon in Fig. 3(b). We start by defining two virtual
sites~v1 and~v2, which are located at the midpoints between the
central carbon and the first and second chlorine, respectively.
Then, a coordination number is defined for each virtual site:
ci,T =∑
j
1−
(
ri j
r0
)n
1−
(
ri j
r0
)2n , (17)
where the sum goes over all solvent particles j of type T in the
vicinity of virtual site i and ri j is the distance to the virtual site.
The parameters r0 and n determine the range and steepness of
6the cutoff function. In practice, we only use the coordination
number with respect to hydrogen atoms that are part of solvent
water molecules. Then, we can define the pinching coordinate
∆cH = c1,H − c2,H (18)
as the difference in the coordination numbers of the two vir-
tual sites. Values for the parameters r0 and n can be deter-
mined using some suitable optimization procedure.
3. Plane-inversion solute reaction coordinate
Jorgensen’s original reaction coordinate rJ is the difference
between the distances of two chlorine atoms from the central
carbon atom. It clearly separates the reactant and the product
state. However, rJ still leaves some room for improvement in
the immediate vicinity of the transition state. In particular, rJ
is not sensitive to a Walden inversion69 of the hydrogen atoms,
which happen on a shorter timescale than the typical changes
in rJ . In order to address this issue while still maintaining
the symmetry property, we introduce a new solute coordinate.
The coordinate is based on the directed distance of the cen-
tral carbon atom from the plane defined by the three hydrogen
atoms. We define the plane-inversion coordinate as
rp =
~d ·~r
|~r| , (19)
where~r =~rCl2 −~rCl1 and ~d is the vector normal to the plane
and pointing from the plane to the carbon atom. The geometry
is illustrated in Fig. 3(c), and the full functional expression for
~d is given in Appendix A.
IV. RESULTS AND DISCUSSION
A. Equilibrium solvation structure
As a first test of the validity of our QM/MM simulation, we
have investigated the equilibrium solvation structure of a sin-
gle QM chloride ion as well as a single QM methyl chloride
molecule in SPC/Fw water. The simulations were performed
at a temperature of 300 K and a pressure of 1 bar. The results
for the pair correlation function g(r) are shown in Fig. 4. The
location of the first peak in the chloride–oxygen pair correla-
tion is in good agreement with results from Sala, Gua`rdia, and
Masia.70
B. Charge distribution and free energy along rJ
In Fig. 2, we show how the average charges change along
the progress of the reaction. At the transition state, there is less
negative charge on the central carbon atom. The charges on
the hydrogen atoms, which are approximately constant along
the reaction (qH/e≈ 0.16), are not shown.
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Figure 4. QM/MM pair correlation functions for the single chloride
ion, as well as for the methyl chloride Cl, in SPC/Fw water.
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Figure 5. Distribution of the solvent coordinate qp for selected values
of rJ . The distribution gets narrower if one moves away from the
transition state.
The polarizability of the [Cl···CH3···Cl]– complex also in-
creases at the transitions state. In Fig. 5, we show the distribu-
tion of qp of different values of rJ . At the transition state, the
fluctuations in the charges, and hence in qp, are rather large.
By construction, the distribution of qp at each rJ is centered
around qp = 0.
The one-dimensional free energy along Jorgensen’s coor-
dinate rJ is shown in Fig. 6. The calculated barrier height of
15 kcal/mol is much smaller than the estimated experimental
barrier of 26 kcal/mol. The small error bars suggest that the
discrepancy is not due to the umbrella sampling procedure. In-
stead, from preliminary gas-phase calculations, we have rea-
son to believe that the choice of exchange-correlation func-
tional has a strong impact on the height of the barrier. Further
details on that are provided in the SM. Although the absolute
barrier height depends strongly on the chosen density func-
tional, the barrier crossing dynamics (the focus of this work)
may not. On the other hand, the imaginary frequency at the
barrier top will change as the barrier height changes, and the
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Figure 6. Free energy at T = 300 K and p= 1 bar from umbrella sam-
pling along rJ . Error bars are calculated using Monte Carlo bootstrap
error analysis implemented in WHAM.
imaginary frequency is known to influence transmission coef-
ficients from Grote–Hynes theory35 and from prior simulation
work.33 Unfortunately, we were unable to examine transmis-
sion coefficients for more accurate hybrid functionals because
of the QM/MM simulation cost. We have only performed cal-
culations with BLYP because the same analysis with hybrid
functionals or higher theory levels like CCSD(T) would have
required far more CPU cores than we had available.
C. Reaction coordinates
We seek a better understanding of the reaction dynamics,
particularly the non-equilibrium solvation dynamics. The trial
reaction coordinates examined in this section include solvent
coordinates like coordination numbers that have been used in
previous studies, solvent coordinates that we developed (of-
ten inspired by earlier discussions), and alternative solute co-
ordinates like a Walden inversion coordinate. This section
presents likelihood rankings for various trial coordinates. For
those which prove interesting in some way, we further inves-
tigate two-dimensional free energy surfaces, committor distri-
butions, and transmission coefficients.
In Table I we show the optimized inertial log likelihood
scores for a selected combination of reaction coordinates.
Two- and three-variable coordinates are linear combinations
analogous to Eq. (7). For comparing different coordinates, it
is useful to employ a Bayesian criterion.71 In particular, when
increasing the model complexity by adding an additional pa-
rameter, the increase in the likelihood, ∆lnL = lnL− lnLref,
should be at least
∆min =
1
2
lnn, (20)
where n is the number of observations, which is twice the
number of trajectories in the case of inertial likelihood maxi-
mization.
lnL ∆lnL/∆min κ
rp, rJ , and qp -1159.5 23.56 -
rJ and qp -1178.2 19.04 0.32±0.07
rp and rJ -1237.0 4.92 0.33±0.08
rJ only -1257.5 0.00 0.39±0.07
rp only -1269.2 -2.82 0.32±0.05
qp only -2743.2 -357.17 0
Table I. Optimized inertial log likelihood scores for the different
simple candidate reaction coordinates, and the corresponding
transmission coefficient κ of the coordinates for which we have
calculated it. ∆lnL is calculated with respect to using Jorgensen’s
coordinate rJ only.
Likelihood scores for additional variable combinations, in-
cluding one containing the pinching coordinate ∆cH , are
shown in the SM. Note that we have included two variants
of the solvent coordinate as defined in Eq. (15). Specifically,
qp is parametrized with respect to fixing the original solute
coordinate rJ , while q′p uses the new solute coordinate rp as
reference. In the latter case, we have restricted the charge av-
eraging as a function of rp to configurations in the vicinity of
the transition state. Similarly, for qps the charge parametriza-
tion is done with respect to rJ , while it is with respect to rp
for q′ps. For some of the coordinates, we have calculated the
transmission coefficient κ as well. Given that the transmission
coefficient for rJ is already quite high, we can at the most ex-
pect a slight improvement for alternative coordinates. Errors
in κ are estimated by simply performing a number of calcula-
tions for independent subsets of all transition states, and then
averaging the results.
Two important messages are to be taken from the likelihood
maximization results. First, presumably due to its high sen-
sitivity right at the transition state, the plane-inversion coor-
dinate performs comparable to Jorgensen’s coordinate in pre-
dicting the outcome of dynamical trajectories. Second, the ad-
dition of the solvent coordinate qp or its variants to the model
is able to further improve the log likelihood by about 20 times
the value of ∆min.
Before discussing further analyses of the solvent coordi-
nates, we present the two-dimensional free energy landscape
for two solute coordinates rJ and the Walden inversion coor-
dinate rp. The free energy surface F(rJ ,rp), shown in Fig. 7,
was obtained from umbrella sampling data and Eq. (6). Sim-
ilar to the one-dimensional projection, a clear saddle separat-
ing the two stable basins left and right can be seen, with a
barrier height of 14 kcal/mol, which is very similar to the one-
dimensional case. The free energy surface shows that rp is
important near the transition state, but rJ is a better coordinate
at early and late stages of the reaction pathway.
Even though the free energy surface F(rJ ,rp) shows a clear
saddle with unstable direction pointing largely along rp, the
transmission coefficient for coordinate rp is not better than
that for rJ . This may be related to the sharp bend in the re-
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Figure 7. Free energy as a function of Jorgensen’s coordinate rJ
and the new plane-inversion coordinate rp. The dividing surface pre-
dicted by the corresponding optimized coordinate is shown in blue.
action pathway: a transition path moving along rp only falls
a few kBT from the barrier top before it has to make a sharp
turn moving along the slower rJ coordinate toward the reac-
tant or product state. This may cause rp to be have dynamics
like the non-adiabatic frozen solvent regime, except that the
slow coordinate in this case is the solute coordinate rJ . The
transmission coefficient of the combined (rJ , rp) coordinate
does not show a statistically significant difference to that of
either single coordinate either.
The free energy barrier along rp was not computed. From
the joint free energy landscape for (rJ , rp) we can anticipate
that the free energy along rp will give only a small barrier
because the edge of the reactant and product basins in Fig. 7
overlap with the transition state location at rp = 0. In this
sense the joint free energy landscape confirms the inertial like-
lihood prediction that rJ is a better individual reaction coordi-
nate than rp.
Now we examine results for the new solvent coordinate. In
Fig. 8 we have plotted the outcome of the forward trajectory
parts used in the likelihood maximization as a function of so-
lute and solvent coordinate. When a trajectory started from
a specific point ends on the right-hand (B) side of the bar-
rier, we plot the corresponding data point in blue. Conversely,
for trajectories ending on the left-hand (A) side of the barrier,
the data point is colored in red. In the same figure, we show
the dividing surface predicted by the likelihood maximization
procedure for the linear combination of the two variables rJ
and qp. Note that most red points are to the left of the di-
viding surface, while most blue points are to the right of it.
Clearly, the solute coordinate is still the most important fac-
tor in determining where a trajectory ends: most trajectories
that start on the A-side of the barrier also end there, and the
same is true for the B-side of the barrier. However, exceptions
occur for trajectories with more extreme values of the solvent
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Figure 8. Outcome of forward trajectory parts used in likelihood
maximization as a function of rJ and the solvent coordinate qp. The
dividing surface predicted is shown in grey. The boundaries used to
define the states A and B coincide with the left and right limits of the
plot.
coordinate. In these cases, the solvent polarization has enough
influence to push the reaction over the barrier. For reference,
we have included the likelihood score for the solvent coordi-
nate qp alone in Table I as well.
The new solute coordinate qp is constructed with the gen-
eral structure suggested by Eq. 2.1 in Gertner et al.39 Specifi-
cally, qp is defined by deviation from an equilibrium average
over solvent degrees of freedom with the solute coordinate
fixed. By definition qp quantifies instantaneous fluctuations
from the average at a fixed solute coordinate value, so the sol-
vent coordinate alone cannot perform in a satisfactory manner.
Instead, qp should rather be understood as an augmentation to
the solute coordinate. This is also evident from the free en-
ergy landscape as a function of these two coordinates (Fig. 9):
while there is some structure related to qp in the free energy,
the overall landscape is still dominated by the solute coordi-
nate, especially far from the transition state. We also plot the
same dividing surface (blue line) predicted by the likelihood
maximization as shown in Fig. 8, as well as two randomly se-
lected trajectories from the TPS simulation. Note how the
non-reactive trajectory, plotted in green, never crosses this di-
viding surface, despite going from positive to negative rJ val-
ues and back again.
The free energy along qp alone was not computed. First, the
qp coordinate alone has a very low likelihood score. Second,
the joint free energy landscape for (rJ , qp) suggests that that
F(qp) will not even exhibit a barrier, because the reactant,
transition state, and product in Fig. 8 all have qp = 0. In this
sense, rJ is a better individual reaction coordinate than qp.
Results of committor tests are shown in Fig. 10. Means and
standard deviations (µ,σ) of the true committor distribution
estimated using Eqs. (11) and (12) are shown in the figure as
well. The solid red lines are β distributions with the corre-
sponding means and standard deviations, representing the best
estimate for the true continuous committor distribution.
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Figure 9. Free energy as a function of rJ and qp. The dividing sur-
face predicted by the corresponding optimized coordinate is shown
in blue. Also shown is a randomly selected reactive trajectory (grey)
and a nonreactive trajectory (green).
The committor histogram for the base coordinate rJ is
shown in the top panel of Fig. 10. It shows the approximate
committor values of 170 configurations within −0.01 A˚≤
rJ ≤ 0.01A˚. The histogram is rather flat, which is definitely
not ideal, but at the same time it is already much better than a
bimodal histogram sharply peaked around pB = 0 and pB = 1,
which one would expect for a particularly bad reaction co-
ordinate. While the rather flat histogram observed for rJ is
already a decent baseline, we can see a clear improvement for
the combination rJ–qp. The addition of plane-inversion solute
coordinate rp (bottom panel in Fig. 10) does not improve the
committor histogram, most likely due to the inclusion of many
states far from the actual barrier. This has to be contrasted
with the high log likelihood score for that very combination,
which at first glance seems to be a contradiction. However,
the configurations used for the likelihood maximization pro-
cedure are shooting points from a TPS simulation, that are on
average close to the transition barrier as defined by pB = 1/2.
In other words, rp is useful in predicting the outcome of a
trajectory only close to the barrier. Conversely, far from the
barrier, a configuration will have a committor value close to
0 or 1 (and a value of rJ that is very different from 0), but
(as indicated by the free energy landscape, Fig. 7) purely from
thermal fluctuations might still have a value of rp ≈ 0.
Many of the trial reaction coordinates tested in this work
yielded mixed results. For example, the combined (rJ , rp, and
qp) coordinate resulted in a significantly improved log like-
lihood score, but did not perform well in a committor test.
The combined (rJ , qp) coordinate gave a significantly im-
proved likelihood score and a better description of the tran-
sition state ensemble according to the committor test. How-
ever, the combined (rJ , qp) coordinate did not improve the
transmission coefficient. In fact, we find that rJ , rp, and com-
bined (rJ , qp) coordinates all have similar transmission coef-
ficients. The failure to improve transmission coefficients with
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Figure 10. Committor histogram test for the original coordinate rJ
and two combined coordinates with a high likelihood score. The ac-
tual observed histogram is shown in blue, while in red we have plot-
ted the corresponding β distribution with mean and standard variance
extracted from the observed discrete distribution.63
improved coordinates in this work may be ascribed to any of
several factors. First, it may be impossible to find a perfect
dividing surface for this system as found in work on NaCl dis-
sociation. Second, the Jorgensen coordinate already gives a
transmission coefficient of 0.39, leaving only marginal room
for improvement. Third, we conjecture that committor tests
are more sensitive indicators of reaction coordinate error than
rate calculations and transmission coefficients, but more work
is needed to quantify and test the last supposition.
V. CONCLUSIONS
Using a prototypical SN2 example reaction, we have in-
troduced a new solvent coordinate for chemical reactions in
solution. At each point along a solute coordinate, the new
solvent coordinate quantifies deviation of the instantaneous
charges on solute atoms from their averages at the same point
along the solute coordinate. An inner product is constructed
from the vectors of instantaneous charge deviations and the
net changes in charge between reactants and products. In this
way, the new coordinate quantifies whether instantaneous sol-
vent induced charge polarization is pulling along or against
the charge transfer direction. The new coordinate can be con-
structed with Mulliken or Bader charges and with any solute,
making it applicable in QM/MM studies of essentially any re-
action in solution.
10
In combination with a suitable solute coordinate, likelihood
and committor analyses show that the new solvent coordi-
nate provides an improved description of the reaction dynam-
ics. However, the new solvent coordinate did not improve the
transmission coefficient, suggesting that (for purposes of com-
puting a rate) the solute coordinate used in earlier studies was
already sufficient.
Nevertheless, our analysis has identified the new solvent co-
ordinate as the most significant contribution beyond rJ , more
important than coordination numbers and earlier polarization
coordinates based on prescribed charges. Even though it did
not improve the transmission coefficient in this system, the
new coordinate is worth reporting because: (1) such induced
polarization coordinates have not been discussed before, (2)
on the basis of likelihood scores and committor distributions,
it outperforms solvent coordinates that have been used, and
(3) it can be applied without modification to any reaction in
solution. Therefore the new solvent coordinate may be use-
ful for understanding solvent effects in other systems or for
additional studies of the Cl– + CH3Cl reaction with better
QM/MM models.
VI. SUPPLEMENTARY MATERIAL
In the Supplementary Material, we show how the chosen
exchange-correlation functional strongly influences the com-
puted barrier height in gas-phase calculations. Average hydro-
gen charges along rJ are shown as well. We also give a brief
explanation of the EPF procedure used to calculate transmis-
sion coefficients and show a few example trajectories from
such a calculation. Furthermore, we list log likelihood scores
for additional variable combinations not included in Tab. I.
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Appendix A: Calculation of the plane-inversion
coordinate
In order to define the plane-inversion coordinate rp, one
must first find the normal vector of the plane defined by the
three hydrogen atoms. This is done with a cross product of
two vectors in the plane, e. g.
~d1 =~rH2 −~rH1 , (A1)
~d2 =~rH3 −~rH1 , (A2)
~n = ~d1× ~d2. (A3)
Now, compute another vector pointing from a point in the
plane to the central carbon atom, and then calculate the pro-
jection along the plane’s normal:
~d′ =~rC−~rH1 , (A4)
~d =~n
(
~n ·~d′
)
. (A5)
Note that the projected vector does not depend on the orien-
tation of ~n, so the choice and order of reference points in the
plane does not matter. The reaction coordinate is finally cal-
culated as
rp =
~d ·~r
|~r| , (A6)
where~r =~rCl2 −~rCl1 is defining the “positive” and “negative”
direction.
Appendix B: Acceleration along Jorgensen’s coordinate
The acceleration along rJ is given as
r¨J =
~¨r10 ·~r10
r10
− ~¨r20 ·~r20
r20
+
2
∑
i=0
d
dt
∇irJ ·~˙ri. (B1)
Here, ∇i is the gradient with respect to the Cartesian coordi-
nates of particles C, Cl1, and Cl2, respectively. The relative
position vectors are~r10 =~rCl1 −~rC and~r20 =~rCl2 −~rC.
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