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On se propose, dans ce travail composé de cinq parties, d'étudier 
quelques familles de problèmes· aux valeurs propres elliptiques non linéaires 
de 1 a forme 
(1) Au = f(À,X,U,e) 
e 
avec une condition aux limites homogène, A étant un opérateur elliptique du 
second ordre. Dans la non-linéarité f, continue selon u, figurent deux 
paramètres réels : 
À qui joue le rôle de paramètre de bifurcation 
e: qui joue 1 e rôle de paramètre de perturba ti on au voisinage 
de 0+ pour fixer les idées ) . · 
On se place dans le cas forcé, i.e .. f(À,X,O,P) ~ 0; et on s'intéresse 
a la structure des branches de solutions de (1) et plus particulièrement a 
E 
l'existence de points de retournement À* ,u*: 
Hull Hull ft.. 
À 
-4--~~~----------~~----~~ 
Deux types de situations vont en fait être considérés : 
Le cas de perturbation régulière, où f(À,x,t,O) = lim f(À,X,t,e:) est 
e: -o 
une fonction régulière en t et où les solutions de (1) convergeJt vers les e: 
solutions de Au = f(À,x,u,o) lorsque e: --.0 . On s' intéressera a 
1 'aspect perturbation de points de retournement • 
Le cas singulier où f(\,x,t,O) présente une (des) discontinuité (s) 
selon t, ce qui nous conduira à étudier des problèmes aux valeurs propres 
associés a des problèmes a frontière libre (P.F.L.) caractérisés en général 
par des inéquations variationnelles (I.V.) . 
On trouvera, dans 1 'annexe ci-après, une liste des (classes de) problèmes 
traités dans chaque chapitre . 
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Passons rapidement en revue le contenu de chaque partie : 
Dans le Chapitre I, on étudie un système non linéaire d'ordre deux qui 
représente une extension de modèles stationnaires considérés dans [57]. 
Un peu â part en ce qui concerne le thème général, ce chapitre introduit 
toutefois le modèle de base qui, sous diverses hypothèses simplificatrices, 
conduira aux problèmes types traités dans les chapitres suivants sous leur 
aspect multiplicité de solutions, points de retournement,· convergences sin-
gulières. 
Dans cette partie, on s'intéresse au couplage température-concentration 
(d'un substrat) modélisant un phénomène de diffusion avec réaction du sub-
strat dans une membrane enzymatique, lorsque certains paramètres du modèle 
dépendent de la température. On établit l'existence de solutions au problème 
stationnaire, puis on examine quelques aspects numériques : méthodes de 
monotonie dans des cas particuliers et une méthode générale de contrôle 
optimal. Des essais sur un modèle physique permettent d'une part de juger de 
1 'intérêt d'introduire des coefficients variables avec la température. 
D'autre part, pour certaines valeurs des constantes on met en évidence des 
phénomènes intéressants: frontières libres, comportement asymptotique. 
Dans le chapitre II, on considère des problèmes de valeurs propres 
non linéaires de la forme 
dans n Bu = 0 sur an , 
À est un paramètre de bifurcation et f est une non-linéarité dépendant d'un 
paramètre de perturbation E, telle que, pour E = E0 , on soit assuré d'avoir 
des points de retournement (dans le cas modèle, A = -~ , f(À,x,t~c)= 
À exp(---t-) et, pour E = E
0 
= 0, exp(t) est une non-linéarité positive 
l+Et 
croissante, convexe). 
On s'intéresse â la variation locale autour de E, des points de retour-
------------------------ 0 
nement du problème paramétré parE. 
On montre que si on a un retournement associé â une valeur propre simple 
du problème linéarisé pour E
0 
, il en est de même pour E voisin de E0 . 
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On donne ensuite des formules exactes et quelques estimations pour la va-
riation première des points de retournement· À*(s) , u*(s) selon s. Ces 
estimations sont importantes car en pratique les points de retournement 
définissent des transitions entre deux régimes. c•est par exemple ce qui 
se passe pour le problème modèle : - ~ u = À exp (l~su) , rencontré en com-
bustion ou en cinétique enzymatique. 
Un problème voisin a été abordé dans [68] où le 11 paramètre 11 était le 
domaine géométrique n. 
On donne également une application des résultats au problème (inverse) 
de 1 •estimation de.s lorsque À*(s) est connu, et un algorithme d 1 identifi-
cation, testé sur quelques cas modèles~ 
Le Chapitre III est consacré à 1 •étude d•une équation de la forme 
Au= À f(x,u,s) où, cette fois, f(x,t,s) = exp(l:st) avec s > 0, singulière 
selon t, est une non-linéarité positive, croissante, convexe, sur 1 •ouvert 
0 < t <-l. L•étude de tels problèmes a été abordée dans. [12], [13], [67]. 
s 
On s•intéresse à 1 •allure du diagramme des solutions positives (À,u (À)), 
1•objectif étant de comparer les résultats avec l•étude analytique [52] du 
problème de Guelfand correspondant à s = 0, pour lequel il n•y a plus de 
singularité. 
Après avoir rappelé (avec quelques compléments) les résultats connus 
pour les problèmes Au = Àexp(u) et Au = Àexp(l~su), s > 0 , on étudie le pro~ème 
Au = Àexp(l-~u), s > 0, du point de vue des branches de solutions, et en 
le comparant avec les modèles ci-dessus. Des essai~ numériques (tir ou 
méthode de continuation) dans le cas où le domaine est la boule·unité de !Rn, 
complètent 1 •étude. 
Pour n = l, un calcul analytique assez complet décrivant la situation 
est.possible. En conclusion, on note que le problème étudié se comporte 
sensiblement comme le problème de Guelfand, bien que les branches n•aient 
pas d•extension infinie : on est en présence de points d•arrêt. 
Les conjectures issues de 1 •examen des résultats numériques sont expo-
sées à la fin du chapitre . 
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Dans le Chapitre IV, on s'intéresse également à une classe de problèmes 
elliptiques de la forme: Au= À f(x,u,e:), ·où f(x,t,e:) = <=+l~(~J~t! g(t) 
( g régulière) est, pour E > 0 , une non-linéarité continue en t qui con-
verge vers une fonction discontinue en t lorsque s tend vers O. 
On étudie le comportement limite du problème lorsque s tend vers 0, 
essentiellement du point de vue branches de solutions, multiplicité, retour-
nements. A 1 'inverse de la démarche adoptée dans le Chapttre III, c'est le 
problème perturbé qui va donner des informations sur le problème limite. 
Nous suivrons grosso-modo la méthode utilisée dans [15], [16] pour des 
problèmes à non-linéarités homographiques également issus de la cinétique 
enzymatique (mais ici g est typiquement une exponentielle dans le cas 
modèle). 
On étudie d'abord la structure des solutions du problème perturbé (s > 0), 
puis on montre qu'à la limite, lorsque s + 0, on obtient des solutions d'un 
prob 1 ème à frontière 1 i bre à deux Qhases gui est étudié ra pi dement. Que 1 ques, 
exemples montrent 1 'évolution des phases en fonction du paramètre de bifur-
cation. 
Lorsque A~ est ~ 0, le problème limite se réduit à une I.V. non-linéaire 
avec obstacle 
l <Au , v-u> ~ À(g(u) , v-u) V v € K ; u € K = {V € H~ (n)/v < ~ p.p. sur n } 
qui- est traitée plus en détail, ainsf que le problème perturbé associé 
existence de solutions maximale et minimale, convergence des branches lorsque 
s + 0, approximation numérique à l'aide du problème perturbé. 
En conclusion, on étudie numériquement le problème modèle qui a servi 
de motivation à l'étude, en symétrie radiale. On note ~pparition de points 
de retournement sur les branches inéquation et on compare la structure des 
branches de solutions des problèmes limite (1 'I.V.), et limite formelle 
(le problème de Guelfand), en fonction de la dimension net de l'obstacle~_ a. 
Pour n = 1, on résout le problème analytiquement et pour n = 2, on obtient 
des informations par un calcul semi-analytique. 
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L'étude, essentiellement numérique du problème modèle limite 
l<Au , v-u> ~ À(eu , v-u) V v € K; u € K = {v e H1 (n)/v <a sur n} 0 -
faite au Chapitre IV a mis en évidence 1 'existence de points de retournement 
lorsque la frontière libre est non triviale. On est ainsi conduit à s'intéres-
ser aux solutions multiples dans les I.V. et plus particulièrement aux 
points de retournement (ou de bifurcation), en essayant de les caractériser 
analytiquement: c'est en partie l'objet du Chapitre V. Ilestengënéral faciled'ét 
blir 1 'existence globale de solutions. Nous cherchons ici, connaissant 
1 'existence de branches de solutions, à définir les outils nécessaires à 
une étude locale, généralisant ce qui a été fait pour les équations (pro-
blème linéarisé de valeurs propres), et à les utiliser pour décrire le com-
portement local des branches, en particulier au voisinage d'un point 
11 Critique 11 (de retournement), étendant ainsi des résultats connus pour les 
équations [37]. L'intérêt pratique-réside dans la possibilité de construire 
un algorithme numérique capable de franchir'les points de retournement, 
c'est-à-dire de généraliser à certaines inéquations les méthodes maintenant 
standard de continuation [56]. 
On considère une classe d'inéquations de la forme : 
l <Au , v-u> > À ( F ( u) , v-u) V v € K; u € K = {v € H1 (n)/v < 7 p.p. sur n} 0 -
pour lesquelles on a existence globale de solutions~ 0 pour À~ 0, ainsi 
que des estimations concernant 1 'ensemble de coïncidence, avec 1 'assuranèe 
que, pour À assez grand on n'a plus de solutions de l'I.V. vérifiant 
l'équat~on Au= ÀF(u). 
On définit d'abord les outils locaux pour 1 'étude des branches I.V. : 
pour une solution (À*, u*) de 1 'I.V. on introduit, par un argument .. géomé-
trique .. , la notion d'I.V. conifiée homogène, ce qui conduit à la définition 
de point régulier ou singulier, puis, pour un point régulier, la notion de 
direction conique, solution d'une I.V. conifiée non homogène. On examine 
diverses situations et en particulier le cas d'un point situé à la transition 
entre une 11 branche équation .. et une 11 branche I.V .... Tout ceci s'interprète 
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CHAPITRE II Problème modèle (dans !Rn) 
On prend À (8), K (8), s,constants dans (1) on considère la deuxième 
rn ' 
E' t,. H V0 . équation : t.e + À (K + 8 ) e- Re = 0 (toutes les constantes sont > 0) 
rn o Re 
et on pose e = e [1 + e: u] e: = - 0 > 0 
o 1 E' 
u 




l+e:t La non-linéarité f(t,e:) = e est une perturbation régulière (ponc-
tuellement) de f ( t) = et 
CHAPITRE III Problème m:::xièle (dans tRn) 
On reprend le m:::xièle du chapitre II mais avec t.H et E' < 0 et on pose 
e = e (1 - e:u) 
0 
u 
(3) t;u + À e
1 
- e:u = 0 dans Q 
u = 0 au bord de Q 
t 
À >,. 0 
La non-linéarité f(t) = e 1 - e:t est non bornée lorsque t _,. 1 (t > 0). 
1 E: 
On cherche des solutions vérifiant 0 ~ u < ' s . 
CHAPITRE IV Problème modèle (dans ŒP) 




v (8) s 
m 




v (8) s 
- À t,8 - t,H Km + 1 s 1 = o 
m 
(conditions aux lirni tes) 
On peut découpler le système car DMIS + À8 = constante 
On élimine S dans la deuxième équation 
a. - e 
t,8 + 11 ~ + Id.. - e 1 
8 = 8 au bord 
0 
El 
e- R8 = 0 
On pose enfin : 8 = 8 [1 + ou] 
0 
u 
t, u + À a-u e I'+()'ü" = 0 dans n 
e: + 1 a-ul 
u = 0 au bord de n À >,. 0 
Ia 1 . ~ ·t~ f( ) a-t converge vers une fonction discon-non ~near~ e t,e: = e: + ja-t! 
tinue en t = a lorsque e: "A 0 
Problème modèle (fo:r:mel) 
On passe à la limite sur le modèle précédent lorsque e: ':i 0 et on obtient 
un problème d 1 obstacle qui s 1 écrit fonnellanent 
(5) u.:Sa dans n 
(a-u) (b.u + À eU) = 0 dans n 
u = 0 au bord de n 
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- ANNEXE 2 • 
•••••••• 
Quelques résultats utiles pour toute la suite 
Dans cette partie on a rassemblé des théorèmes généraux concernant 
la structure des solutions d'une large classe de problèmes aux valeurs 
propres non linéaires dans un espace de Banach abstrait. 
I. Un résultat d'existence globale 
+ 
Soit E un espace de Banach réel, E = R x E, E- = IRt x E. On considère 
des équàtions de la forme 
(I.l) u = T(À,u) 
où T : E-+E vérifie T(O,u) = 0 (de sorte que (0,0) est solution de (I.l)) 
mais T (À, 0) '1- 0 pour À assez petit, À '1- 0 (c'est le cas de non bifurcation 
par rapport à la branche (À,O), À e R, encore appelé cas forcé). Soit S 
+ l'ensemble des solutions de (I.l) • Un continuum de s- est une canposante 
connexe de cet ensemble. 
Thé.o)Lème. r. 1 ( [ 72]) : Si T est continu et cCJirg?act, S contient deux 
. + - + -continuaS , S de E , E respectivement, rencontrant chacun (0 ,0) et oo. 
(Si T(À,O) = 0 le résultat est vrai mais ca:nplèterœnt trivial). 
Co)Lo.u.aJ.Jc.e. 1.1 ( [72]) : Si les solutions de (I.l) sont bornées dansE 
indépenëla:mrnent de À, les projections sur IR de S+ et S- sont R+ et R_ 
respectivement. 
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II. Structure locale des branches de solutions 
X et Y étant deux espaces de Banach réels, on s'intéresse aux solutions 
(À,x) gR x X de l'équation 
(II.l) F(À,X) = 0 
où F : R x x + Y est régulière. Soit (~,x) une solution de (II.l). 
On cherche à décrire la structure de l'ensemble des solutions au voisinage 
de (~,X). 
Si F (~,X) est un_ isomorphisme de X sur Y la réponse est fournie par le 
x 
théorème des fonctions implicites : les solutions de (II .1) autour de (~,X ) 
fonnent un arc (À, X(À)) et x.(À) a la régularité de F. 
Lorsque ~(A,~) est ·singulier, la paramétrisation par À n'est plus 
possible mais, sous certaines hypothèses, oz:t a encore un arc régulier au 
voisinage de (A,X) : 
ThéaJtè.me. II. 1 ( [37 ') : soit (~,X) une solution de (II.l) et F continû-
ment différentiable d'un voisinage de (A,i) dans Y. On suppose que le noyau 
de F (A ,X:) est de d:i.Iœnsion 1, engendré par x , que 1' image de F (À ,x) est 
x 0 x 
de codimension 1 et que FÀ(~,x} ~ I (F (À,x)). Si z désigne un supplémentaire 
m x 
de Ker Fx(Àfx) .dansx, les solutions de (II.l). au voisinage de (~,x) fonnent 
une courbe (À (s), X(s) paramétrée par s g ( - E, E) : 
À(s) =À+ T(S) ; x(s) =x+ s x + s z(s) où 
0 
s + (T(s), z(s))g R x~ est une fonction de classe C1 au voisinage des= 0 
et T(O) =T' (0) = 0; z(O) = z' (0) = 0. 
Si F a la régularité ck, il en est de même des fonctions T et z. 
Une situation classique où le théorème (II .1) est susceptible d'être 
utilisé est la suivante : 
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Soit F : !R x X + Y de clas~e C 1 , F ( 0 , 0) = 0 , F ( 0 , 0) étant un isanorphisme 
x 
de X sur Y. Par le théorème des fonctions ~plicites il existe une courbe· de 
classe C1 , x(À), telle que (À, x(À)) représente les solutions de (II.l) au 
voisinage de (0,0). 
Soit X ~ + oo le nombre maximal vis à vis de l'existence d'une fonction 
continue x:: [o,);.'[ +X telle que (À, X:(À)) soit solution de (II.l) avec 
F (À, X (À)) régulier pour À < L 
x 
Faisons les hypothèses supplémentaires sui vantes 
À < + 00 
-1 les ensembles bornés de F (0) sont précampacts dans !R x X 
lim inf jjx(À)!j <oo 
À?'\ 
Alors il existe x_ e X tel que (À, x) vérifi: (II.:) , _x =. l.im x: Ün) 
pour une suite À ;« À et, vu la maximalité de À, F (À, x·) est singulier. 
n x 
Un exemple d'une telle situation où les hypothèses canplémentaires du 
théorème II.l sont vérifiées est le suivant : 
III. Application à une classe de problèmes aux limites elliptiques 
On considère le problème de Dirichlet suivant : 
(III.l) 
n 
lAu=- \' L (a .. (x) ~xu·) + c(x)u =À f(x,u(X)) si" xe n . 4 1 dx . J.] 0 J J., J= J. u (x) = o si x e an 
Q est un ouvert borné régulier de iRn, A un opérateur unifonnément elliptique 
de coefficients a .. (X) =a .. (x) e C2 (Q), c(x) > o c(X) e C1 (Q). 
J.] ]1 ;..-
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La non-linéarité f Q x R.,.. R est de classe C3 et vérifie 
f (x,O) > 0 
x e n ft(x.,O) > 0 
ftt(x,t) > 0 x e n, t > o 
On s'intéresse aux solutions (À, u) e IR x C2 (Q) , À. ~ 0 donc u ~ 0 • 
Le théorème. (I.l) s 1 applique et donne, dans !R+ x C2 {Q) .1 1 existence d 1 une 
composante non bornée contenant ( 0, 0) . 
En ce qui concerne l'aspect local, on a les résultats suivants 
Soit ~1 < + oo la valeur propre fondamentale du problème 
A v=~ ft(x,O) v
0 
dans SG 
v = o sur an 
ThéoJtème. III. 1 ( r 38)): 
(v > 0 sur SG) 
0 
(i) Si (À,u) est une solution de (III.l) alors À ~ ~l 
(ii) il existe À~ ~l maximal vis à vis de l'existence d'une branche 
(À,u(À.)), À.< À, de solutions positives de (III.l) vérifiant : 
À e [ 0, À) + u (À) e c2+a (S~) est continu v: a e (0 '1) 
l'opérateur v e c;+a (Q) + A v - À ft (X,u (À)) V: e Ca (Q) est 
inversible pour À < À. 
À + u (À) (x) est croissante pour tout x e Q et u (À.) est pour 
tout À fixé < ~,la solution minimale de (III.l). 
Le théorème (II.l) s'applique intégralement, avec les particularités 
suivantes : 
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Thé.M.è.me. III. 2 ( [ 38]): on suppose qu'il existe M > 0 tel que 
liu (À) ile (n) ~ M pour tout À < \. Alors u =· 1~ u (;\) existe dans 
2+ - - - À/' À c a(n) v a e (0,1), (À, u) est une solution de (III.l) et il existe 
E > 0 tel que les solutions de (III .1) au voisinage de G 1 u) fo:rment 
une courbe (À(s), u(s) se ( - E, E) vérifiant 
s e < - E, 
À(O) =À ; 
2+Œ - 2 
E) + À(s), u(s) eR xC (n) est de classe C 
0 
À'(O) = 0; u(O) = u; u'(O) =v où vfx) > 0 est la 
fonction propre principale de l'opérateur dérivé 
A v=\ ft (x, u(x))v 
v= o sur an 
À 11 (0) < 0 
dans n 
La dernière condition .implique que,pour À'< À, À voisin de À, (III.l) 
admet localement deux solutions distinctes, pour À = À une seule solution 
u = u, pour À > À, pas de solution (toujours localement) : ce sont les 
conditions qui définissent (À, u) ccmme un point de rètournanent de (III.l). 
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Ce chapitre est consacré à 1 •étude du couplage température-concentra-
tion modélisant un phénomène de diffusion avec réaction d•un substrat 
dans une membrane enzymatique, lorsque certains paramètres du modèle dé-
pendent de la température. Des résultats d•existence seront d'abord donnés 
pour un système généralisant le problème physique, avec plusieurs jeux 
d1 hypothèses sur les données. On reviendra ensuite au modèle physique 
pour le traitement numérique par une méthode de contrôle optimal bien adap-
té à la nature non linéaire du problème considéré. On fera dans ce cas la 
comparaison avec le modèle à coefficients constants, ainsi que 1 •étucle (nu-
mérique) asymptotique suivant certains coefficients, mettant en évidence 
des problèmes à frontière libre. 
Décrivons rapidement le modèle physique : 
Le cadreestplus général que celui considéré par J.P. Kernevez et D. 
Thomas ~58]) dans certains de leurs modèles les paramètres mis en jeu 
-.-1 (lJ 
"0 
....., ;:, 0 
s::: 0 s.. 
(lJ ....., 
E ....., u 
•.- ca (lJ 
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sont ici des fonctions de 1 a tempe-
ratur~. Rappelons -très brièvement 
1 •origine du problème : soit une 
membrane que nous supposerons_ plane, 
d 1 épaisseur e (si le compartiment 1 
représente électrode, la membrane 
peu~ être sphérique) dans laquelle 
on a greffé une enzyme; la membrane 
sépare deux compartiments contenant 
un substrat S (ou est accolée à une électrode plongée dans un substrat S) 
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qui diffuse dans la membrane et donne par réaction un produit P. 
Des hypothèses classiques ([74]) donnent, pour 1 •expression de la vitesse 
v s 
de 1 a réaction, 1 e terme m+S ( 1 ois de Mi chae 1 i s et Menten), où S est 1 a 
Km 
concentration du substrat, Vm la vitesse maximale de la réaction, fonction 
de la concentration en enzyme et Km un paramètre fonction des constantes 
cinétiques de la réaction. Les concentrations du substrat dans les compar-
timents sont supposés constantes au cours du temps. 
Si D, À désignent respectivement les coefficients de diffusion matière 
et thermique dans la membrane, la combinaison des lois de la diffusion avec 
un bilan (matière et thermique) conduit au modèle suivant : 
_ _:l_(o cts ] + vm s 
= 0 
dx dx ~+S 
O<X<e 
__ ct [o dP ] _ vm s 
--= 0 
dx dx ~+ s 
o<x<e 
( I -1) -~[À de }- LlH vm s 
dx dx K + S 
rn 
o<x<e 
S(o) = S(e) = s 0 
P(o) = P(e) = 0 
8(o) = 8(e) = 8 0 
Lorsque la membrane est accolée a 1 •électrode, on considère une condition 
de Neumann en x = o (ce qui revient a doubler 1 •épaisseur de la membrane 
dans le problème de Dirichlet et à considérer des solutions symétriques). 
On notera que S + P vérifie une équation de diffusion linéaire qui donne 
P une fois Set 8 connus, de sorte qu•il est inutile de prendre en compte 
1 •équation donnant P. 
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Dans les équations (I-1), âH désigne 1 'enthal~ie de la réaction. 
Ce modèle a été étudié tant du point de vue mathématique que numérique 
dans [9],[57],[58], lorsque tous les paramètres introduits dans le sys-
tème sont constants, ce qui est justifié dans un certain nombre de cas. 
Toutefois, si J'on considère par exemple, la décomposition de 1 'eau oxy-
génée concentrée en présence de catalase ([?]),il arrive que la tempéra-
ture au coeur de la membrane augmente de manière importante, de sorte que 
1 'hypothèse des coefficients constants est incorrecte. 
Le but de ce travail est d'étudier le modèle ci-dessus dans 1 'hypothèse 
de coefficients variables avec la température. Plus précisément : 
On suppose que D, t.., Vm, Km dépendent de la température, les autres coef-
ficients étant constants (c'est-à-dire en pratique à variation plus lente 
selon e). 








Vm = V0 e Re (loi d'Arrhénius) avec V0 , E'> o 
E" 
K = K e Re (loi de Vant'Hoff) avec K
0
>o, E" = âH 
rn o 
âH est > o ( resp < o) pour une réacti.on exothermique ( resp. endothermique) 
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domaine 11 Utile 11 
+ 
loo 0 c 
Dans la plage de variation effective de la température,. ~ est fonction 
croissante de e (l'approximation linéaire est en fait suffisante). 
On obtient ainsi, pour Sete, un système nouveau d'équations couplées, 
caractérisé par : 
a) une non-linéarité dans les termes d'ordre de différentiation les plus 
élevés 
b) une absence de monotonie dans le cas général. 
On va ~n fait étudier un modèle u~ .peu plus général présenté au paragraphe II. 
Remarque : on peut se poser a priori la question de 1 'effet de 1 'introduction 
de paramètres variables. Au niveau des termes d'ordre o, cet effet est bien 
connu par un calcul élémentaire de perturbations : la perturbation sur la 
solution est de l'ordre de la perturbation donnée. Si on introduit une per-
turbation au niveau du terme du deuxième ordre, on peut s'attendre a une 
modification quantitative au moins aussi importante. Considérons le pro-
blème modèle suivant, qui schématise assez bien la situation rencontrée 
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dans la suite, en ce qui concerne les termes d'ordre 2 
d [ de ] 
- -(l+sjel)-
dx dx 
- c = 0 (C > o) 
e(o) = e(l) = 1 
La solution es (x) > 0 est donnée par 1 'équation : 
s 
e
2(x) c 2 s s .es (x) + - = - (x - x ) + 1 + - = e (x) + 
2 s 2 2 0 2 
s 2 s2 3 3 e (x) = e (x) + - ( 1 - e0 (x)) +-- (e0 (x) - e0 (x)) + s .... s 0 2 2 
D'autre part, on conçoit qu'avec des modêles plus compliqués, 1 'introduc-
tion d'une perturbation dans le terme du deuxiême ordre pui-sse donner lieu 
a une perte d'unicité. 
II.- HYPOTHESES ET NOTATIONS. 
Dans toute 1 a sui te de 1 • étude, n désignera un ouvert borné de IRn , n ~ 1, 
de frontiêre an réguliêre. L: désigne une partie de !R 2 précisée dans la 
suite et qui représente 1 'ensemble des valeurs pouvant être prises a priori 
par le couple (S(x), e(x)), x e IT. On désigne par o .. ' lJ 
F, G des fonctions définies ~urnxL: a valeurs dans JR. 
fi. .• lJ ( i , j = J: , ••• , n ) , 
On s'intéresse au problême suivant trouver S(x), e(x) solution du pro-
blême stationnaire couplé : 
n d 
[ D;j(x,S,e) ~ ]+ F(x,S,e) - }:; = 0 
i ,j=l ()X· d x. 1 J 
n d lA .. (x,S,e) ~ ]+ G(x,S,e) - k = 0 
i,j=l a x. lJ d x. 1 J 
s(x) = s ; e(xJ = eo pour x e an . 0 
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On s'intéresse plus précisément aux solutions physiques, c'est-à-dire 
celles vérifiant S(x), 8(x)~ o, avec S0 , 80> o. Dans toute la suite, nous 
noterons (. ,. ) le produit scalaire usuel sur L 2(n) et 1 .1 la norme as-
sociée. Sur H1(n) ou H;(n) nous prendrons la norme habituelle 11.11 définie 
par fiuU 2 = !ui 2 + jVui 2 . 
III.- RESULTATS .D'EXISTENCE. 
III - 1 Le cas exothermique ( G .::_ o) 
ThêaJtème. III- 1 On prend~= [o, S0]x [ 80 , +co[ et on fait les b.ypo-
thèses suivantes 
(i) F(x,S,8)=SH(x,S,8) avec H>o surnxr;G<o surnxr 
(ii) Dij' Aij' H , G sont de Carathéodory sur n xl:; 
(iii) D .. , A .. , H, G sont bornées sur n x l:; (*) lJ lJ 
(iv) i 1 existe a. > o te 1 que '1;1' (x, S, 8) e n x r, '1;1' Ç, e JR n : 
Alors le problème (II-1) possède au moins une solution (S,8) vérifiant 
PJte.u.ve. : on adapte une méthode de point fixe par compacité à ce problème; 
on introduit une formulation faible du problème (II-1) : 
(*) On peut admettre une certaine croissance polynômiale à 1 'infini de 
H et G en 8 (S est borné) cf. [5l]par exemple. 
(III-1) 
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n as av 
~ (D;j(x,S,e) - ) + (F(x,S,e), v) = 0 
i ,j=l ax. ax. 
J 1 
n a e av 
~ (A;j(x,S,e) -) + (G(x,S,e), v) = 0 
i ,j=l ax· ax. J 1 
s - S0 , e- e 0 e H~(n); 'v'veH~(n). 
Soit K le convexe fermé de [ H1(n}1 2 : 
K = {(S,e)e (S0 ,e0 )@[H~(n)J 2 1 o.::_S(x).::_S0 ; e0 .::_e(x) p.p. sur n} 





problème suivant : 
as a v 
(D .. (x, s,e) -, -) + 
1 J ax. ax. 
J 1 
n a e a v 
(S H(x,s.,e), v) = o 
(III-2) ~ (A .. (x,s,e) -,-) + (G(x,s,e),v) = o 
i,j=l 1J ax. ax. 
J 1 
1 1 
s - S0 , e - e0 e H0 (n); 'v' v e H0 (n). 
Pour s, e fixé 1•existence et 1•unicité sont évidentes pour (III-2) qui est 
un problème 1 inéaire coercif. 
- + . En prenant v= S =max (-S,o) puis v= (S - S0 ) ·= max(S - S0 ,o) dans 
la première équation on obtient fac~lement: o.::_S(x).::_S0 p.p. et avec 
v= (9- e
0
( dans la deuxième équation, on obtient: 9(X)~ e
0 
p.p., donc 
T applique K dans lui-même. 
En cboisissant v = S - S0 ,(resp. v = 9- e0 ) on en déduit immédiatement 
les estimations (les C désignent des constantes diverses dans la suite) : 
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a.ll e- e0 IIH 1_:: C (en utilisant l'inégalité de Poincaré) la constante 
0 
étant indépendante de ·(s ,e) e K. 
Si Bp désigne la boule dans H1(n) 2 
{(S, e 1 Ils - S
0
11_:: .f. , lie- e
0
11_:: .f.} alors T applique Kp = KnBp 
a. a. 2 
dans lui-même, Kp étant un convexe fermé borné de H1(n) (en fait de 
1 2 [ (S0 ,e0 ) {9 H0 (n) ] ) . 
Nous allons montrer que Test continue et compacte sur Kp, puis appliquer 
un théorème de point fixe à T, ce qui donnera 1 'existence d'une solution 
au problème (III-1). 
+ Montrons que T(Kp) est relativement compact : 
soit (s ,e )e Kp , il existe (s,e)e H1(n) 2 tels qùe, après éventuel-v \) 
lement extraction d'une sous-suite, s -:>os, e -:> e dans H1(n) faible, 
\) \) 
L2(n) fort, et p.p. 
Puisque (Sv. ,Elv) = T(sv, 8 ) , (S ,9 ) e Kp , il existe aussi (S~E>) e 1:11 (n) 2 \) \) \) . 
tels que, après éventuellement une nouvelle extraction S--:> S, e -::.® 
\) \) 
dans H1(n) faible, L2(n) fort, et p.p. 
On prend v= S -Se H1(n) dans la première équation de (III-2) 
. \) 0 
n as a J k (D .. (x,s ,e ) __ v , - (S - S))+ s H(x,s: ,e )(S - S)dx = o 
. ·-1 1J V V "'X w. V ,...v V V V 
1 'J- 0 j (}A 1 "' 
L'intégra le tend vers 0 puisque S -> S dans L 2(n). 
\) 
On écrit le terme restant sous la forme 
n a sv- s 
k D .. (x,s.v,ev) as - s n s s s v ) .._, (D ( ) a a v- ) +.... ..x,s,e -, 
i,j=l lJ ax. 
J 




+ ~((o .. (x,s ,e )- o,.J.(x,s,e))-
.. 1 1J v v a 
as - s 
v 
= (1) + (2) + (3) 
, ,J= x. 
J 
a .x. , 
Le terme (2) tend vers o car S -->S dans H1(n) faible. 
v 
Le terme (3) est, en valèur absolue, majoré par : 
n [ 2 as 2 11/2 
c 11 s - s Il k Jr o . . (x , .s , e ) - o . . (x , s , e ) l (-) dx 
v i ,j=1 Q lJ v v 1J a.x. 
J 
qui tend vers o par application du théorème de Lebesgue. 
On obtient donc lim sup liS - SU = o 
v 
donc S --> S dans H1(Q) fort, 
v v-roo 
ce qui prouve bien que T est compacte. 
+ Montrons que T est continue sur Kp : 
Si s --> s, 
v 
e --> e 
v 
. 1 
dans H (n) fort, alors 
donc (après extraction.~.) S -> S e1t e --> 8 dans H1(n) fort et p.p. 
v v 
Le raisonnement fait pour la compacité prouve alors que les convergences 
ont lieu dans H1(n) fort. 
Ecrivons alors la première équation de (III-2) : 
n as av 
1: (D1.J.(x,s ,e)-, --) + (S H(x,s ,e ), v) · · 1 -v v v v v , ,J= a xj a .x; = 0 
a Sv as 
Puisque - -+ 
ax. 
dans L2(n) fort et que les o.J. sont bornées, on peut 
1 . 
J 
passer à la limite dans 1 •équation ci-dessus, en utilisant le théorème de 
Lebesgue, ce qui donne 
n 
~ ( D; J. (x , s , e ) 
i,j=1 
Grace i 1 ·~ncité 
as av 
- , -- ) + (S H(x,s,e) ,v) = o. 
a x. ax. J , 
dans le problème (III-2), on a donc 
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s, e = T(S,e) et toute la suites ,e converge vers s,e, ce qui prouve 
v \) 
queT est continue sur K muni de la topologie de H1(n). p . 
T étant continue et compacte sur K , convexe borné, admet un point fixe p 
d'après un théorème de point fixe de Schauder [6]• 
Re.maJtqUe.6: 
1°/ Pour obtenir lim Sup liS - Sll = o on peut au·ssi utiliser les proprié-
v 
tés des a pp 1 ica ti ons de type ( S+), cf [ 22] , [ 23] . 
2°/ Lorsque H par exemple est a croissance au plus linéaire en e, la 
convergence vers o d'un terme tel que 
f S H(x ,s ,e )(Sv- S)dx s'obtient en utilisant la continuité \) \) \) 
Q 
L~(Q) + L2(n) des opérateurs de Nemytskii associés aux fonctions à crois-
sance au plus linéaire à l'infini (avec:n < 4 pour que H1(n)cL4(n)). 
III - 2 Le cas endothermique ( G ~ o) 
On peut encore appliquer la méthode ci-dessus pour obtenir un ~ésultat 
analogue. Toutefois, pour G assez grand, on n'est pas assuré que e reste 
~ o, ce qui n'aurait alors pas de sens physique; on est conduit à intro-
duire une hypothèse sur·G(*) pour garantir la positivité des solutions. 
D'autre part, dans le cas G>o, on a e(x).::, e
0
• En fait, (o,o) et (S0,e0 ) 
sont, respectivement, sous - et sur - solutions en un sens généralisé, du 
problème (III - 1). 
(*) hypothèse qui sera vérifiée en pratique, cf. paragraphe III - 4 
ci -·après. 
T hé.o!tè.me. III-Z : Les bypoth.èses sont 1 es sui: vantes, avec 
1: = [o,S
0
] x [o,80 ] 
i) F(x,S,8) = SH(x,S,8); G(x,S,8) = 8K(x,S,8) avec H, K>o sur Qx~; 
o .. , A .. , H, K sont de Carathéodory sur Q x~; lJ lJ ii) 
iii) o .. , A.. vérifient la condition de coercivité du théorème III-1 sur lJ 1J 
Q x ~; 
Alors, le problème (II-1) 
o .2. ~(x) .:_S0 ; o .2. 8(x) .:_ 80 
possède au moins une solution (S,8) vérifiant 
1 2 p.p. sur n avec s- S0 , 8 - 80 e H0 {n) . 
Pltè..u..ve. : avec la formulation (III-1) de (II-1), on associe 1•opérateur 
T : (s ,8) + (S,e) où (S,e) est solution du système : 
n as av ~ (D;J·(x,s,8) ax., ax.-) + (S H.(x,s,8), v)= o 
i,j=l J 1 
(III-3) n ae av ~ (AiJ.(x,s,8) ax., ax.) + (eK(x,s,8), v)= o 
i,j=1 J 1 
Le découplage surF _et G e.st précisément réalisé pour avoir des solutions 
phys,iques, puis on opère comme dans 1 e cas exothermique, avec cette fois 
KP. = {(S,8) e (S0 , 80 ) + H~(n) 2 1 o.:_S<S0 , o.:_ 8 .2_ e0 p.p.; 
< p· Ile - 8 11 < p} 
-- ' 0 -
où p résulte des estimations a priori • 
III-3. Le cas dégénéré. 
Pour les modèles endothermiques.,8(.x) est ·seulement > o a priori (et non 
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pas > o) donc, pour le modèle physique ( cf.I) 0(8) ~o avec D(o) = o, 
la;coercivité peut tomber en défaut. Toutefois au moins dans un cas particu-
lier (contenant le modèle physique) on peut se ramener au cas coercif. 












a { as] 
- D(e)- + F(x,S,8) = o 
a x. ax. 
1 1 
a [ ·a8l 
- A(8)- + G(x,S,8) = o 
ax. ax. 
1 1 
avec des con di ti ons aux 1 imites S0 > o, 80 > o). 
On fait les hypothèses suivantes : 
(i) F(x,S,8) = SH(x,S,8); G(x,S,8) = 8K.(.x,S,8) avec H, K>o sur ~ x L: 
(ii) H, K · sont de Carathéodory sur n x ~ 
(iii) D, A sont continues sur R , H et K s.ont bornées sur ~ x ~ 
( i v ) D ( 8 ) > o si 8 > o ; A ( 8 ) ~ a > o pour 8 ~ o • 
- - 1 2 




) e H0 (~); pour ue lR+, 
on pose : 
S(u) = c A(t)dt(*) , 6 est un0 bijection strictement monotone 
sur R; on pose aussi 1JJ(x) = S(8(x)), 1JJ
0 
= 6(80 ), .alors 1JJ - 1jJ0 e H~(~) si 
o.:s_8.:s_e0 , et on obtient le système suivant pour (S,lJJ), équivalent à (III-4) 
(III-5) 
- ~ - 3-lo(s-1(1JJ)) ~] + s H(x,s,s-1(1JJ)) = o 
1 ax. ax. 1 1 
- ~lJJ +·s-1(1JJ)K[x,S,S-1(1JJ)] = o 
1 2 S - So, 1jJ- ljJoe Ho(~) 
(*) prolongée sur lR _ par A(o)u par exemple. 
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ThéoJtème III-3 : 
Sous les b.ypotb.èses (i:), (ii), (i.ii), (iv) ci-dess·us, le problème 
(III-4) possède au moins une solution (S,e) avec 
1 2 (S- s0,e- e0)eH0(n). 
o<S<S; o< e < e; 
- - 0 - - 0 
PJteu.ve : on raisonne s.ur le problème (III-5) et on considère 1 •application 
T : (Sl'l/.11) ->(S2,1/J2) où (S2,1/J2) est la solution du système suivant, avec 
o~s1 ~S0 ; e:_2 1/Jl~ 1/.10 e: étant pour le moment pris quelconque dans ]o,I/J0[ 
= 0 
n ( 'di/J2 av ) -1 -1 (III-6) k -,- .+ (S (I/J 2)K(x,sl's (1/.11 )),v) = o i=1 ax. ax. 
1 1 
La deuxième équation admet une solution unique 1/.12 puisqu•on est dans le cadre 
-1 -1 dlun opérateur, -â + K(x,s1,s (~ 1 ))8 (.) monotone, borné, hêmicontinu• 
Il en va de· même pour la première équation (*) pour laquelle les choix usuels 
v= Sz et v= (S0 - s2)- conduisent à 1 1 inégalité : 0_2S2(x)_2S0 p.p. 
En prenant v = ~2e H~(n) on m~ntre d 1abord que 1/.12 est~ o puisque 
tPz s1(1J!2) ~ o, ensuite que 1/.1 2 . ~ 1/Jo par le principe du maximum pour les 
solutions faibles ([47]). Il reste à voir que 1/.1 2 ~ e: p.p. si e: est choisi 
assez petit. 
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Or si M = 1 K{x,S,e)l oo et s_i 1/J dés_igne 1•unique solution du problème 
L (Q x k) 
-~1/J + Ms-1(1/J) = o,.1/J- 1jJ0 e H~(n) on montre, par le principe du maximum{[47]) 
que o ~ 1/J ~ w2 ~ 1jJ0 p.p. (on prend v= (w2 - 1/J)- dans la formulation fai-
b 1 e et on fait 1 a différence des deux équa tians donnant w2 et 1/J) . 
-1 . 
Grâce à 1 1 hypothèse A(o)·'f o, Sup{ (3 (t) , o<t<1/J }= N est> o fini. 
t - - 0 
~ ~ ~ 
Si 1/J désigne la solution du problème 1 -~~1/J + MN\jJ = o 
1/J - 1/J e Hl(Q) 
0 0 
~ ' ~ 
on vérifie que 1/J ~ 1/J ~ o p.p. Il suffit alors de choisir e: = inf{1jJ(x)/xen}> o et 
powconvexe K8 ;,{(S,1/J.-)e (S0 ,1/J0 )eH.0
1 (n) 2 1 o<S<S
0
; e: < 1/J < 1/J
0
; 
p(e:) ', -:- - - -
liS - S0 11 ~ p(e) ,111/J - w0 11 ~ p(e:)} où p(s) résulte des estimations a priori, 
pour avoir une application T : (Sl'1/Jl) -> dans lui-
même à laquelle on peut appliquer 1•argument de point fixe du III-1 ou III-2 • 
III - 4 Application au système physique. 
E 
: on pose D( e) = D e Re 
0 
A(e) =À( e) pour e ~ e0 
E• 
v e-. Re s 
F (x, s , e) = - 0---:E:-o .. :---- > o 
E• 




G(x,S,e) =- ~H F(x,S,e) ~ o (E 11 = ~H~o) 
> 0 
Les hypothèses du Théorème III-1 sont vérifiées puisque sur~, D, A, H et G 
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D ( e ) = D0 e Re ( e > o) D ( o) = o, 
A(e) = :\(e), e ~o F(x, s,e) = s H(x,S,e) avec 
E' 
v e- Re 




K e Re +ISI 
0 
> 0 
car E" <o. 
G(x,S,e) = eK(x,S,e) avec 
E' 





e Ke +!SI) e 
E' 
--
et majoré par 
est > o et majoré par 
lâHI V0 Su pl e eR 
8 
1 e _:: o f < oo. Comme À(O) est> o, on peut alors appliquer 
le théorème III - 3. 
IV. EXISTENCE PAR DES METHODES CONSTRUCTIVES DANS .DES CAS PARTICULIERS. 
Moyennant quelques hypothèses supplémentaires, on peut montrer 1 'exis-
tence de solutions par des procédés itératifs conduisant à- une convergence 
monotone et intéressants. numériquement. Certains résultats sont une généra-
lisation de ce qui a été fait dans [57]. 
- 16 -
Afin de justifier les bypotb.èses. de monotonie faites ci-après sur le terme 







= s H(x,S,8), 
G(x,S,8) = -tJIF(x,S,e) = eK(x,S,e) (dans le cas endotnermfque uniquement) 
avec .6.H = E" . E" 
Le signe de aF est celui de E 'S + K
0 
e Re (E' - E") 
ae 
d aK K E" Le signe est celui de E' - Re+ 0 e-
ae E" 
Re 
+lSl K0 e 
On a le tableau suivant, concernant les variations de F, G, H, K selon S, e: 
s E_ 1 
signe E'> E" E"> E'(l +~) E'-R 80 + E"e tro> o E' ,E .. 'il dérivées - Ko -
~ F > 0 !en s/ en e /en S \en e 
LIJ 8 
-:::> 
'b a CD 
\en S \en 8 \en S 1 en Xci G < 0 e 0::: • 
~ " tno -






-0 F > 0 /en s/en e 1 enS/en 
<X!. -
0 1 en S /en 1 LIJ ~ G > 0 e en S/en x :::> 0 -a ;: V) \en 0::: 0 0 H > 0 S/en 8 \ en Sien LIJ ~ 
::t: v "' -1-- ~
0- CD 0 LIJ • K > 0 1 en S /en 8 1 en S\en z V) LIJ ~ 
-






On va examiner d1 abord quelques modèles particuliers issus de (II-1) et 
compatibles avec le tableau ci-dessus. 
IV - 1. Problème quasi-linéaire avec hypothèses de monotonie : 
On se place dans le cadre simplifié du § III-3 eQ supposant de plus 
0(8) = D constant, c•est-à-dire qu•on considère le problème suivant : 
- D.t:.S + F(x,S,8) = o 
(IV-1) -.~ _a_IA(8) ~1 + G(x,S,8) = o 
1 =1 ax. ax. 
1 1 
s - so = 8 - 8 0 = 0 si xe an 
~ = [o, S0]x [80,oo[ , F(x,S,8) = SH(x,S,8), H~o ·' G.2_0 , G, H de 
Carathéodory sur n x ~'bornées, et A conti nue bornée sur [60 , oo [ 
On considère les schémas i.tératifs suivants, obtenus par découplage 
de (IV-1) en résolvant d 1abord 1 •équation en S (resp. en 8) 
(IV-2) 
(IV-3) 
On part de 8° donné et à 1•ordre K on résout 
- Dl:. SK + F(x,SK,8K-l) = o 
- ~ ~ lA(eK) ae K] + G(x,sK,8K) = o 
i =1 axi axi 
sK - s = eK - e = o sur an. 0 0 
On part de s0 donné et à l •ordre K on résout 
- .~ _a_. r A(eK) a8K1 + G{x,SK-1 ,eK) = o 
1=1 ax. l ax. 1 1 
DllSK + F(x,SK,eK) = o 
sK - s = eK - 8 = o sur an 0 0 
- .18 -
Remarque : l'équation en e s.e résout en posant 1JJ = S(e) ce qui donne 
un système quasi-linéaire. 
La proposition suivante montre comment on peut obtenir un encadrement par 
solutions minimales et maximales de (IV-1). 
PJtopo.6-Uion. IV - 1 : On suppose F croissante en S, décroissante 
en 8, G décroissante en S, croissante en e. 
(i) partant de 8° = e0 1 'algorithme (IV-2) fournit une suite (SK,eK),· 
croissante, et SK 1 ~ , 8K 1 .Q_ p.p. 
(ii) partant de S0 = s
0 
l'algorithme (IV-3) fournit une suite (SK,eK), · 
décroissante et sK\s, 8K\e. 
(iii) (~, .Q_) et (S, e) sont des solutions du problème (IV-1) 
(iv) toute solution (S,e) de (IV-1) vérifie 
e0 ~.Q_(x) ~ e(x) ~ e(x) p.p. sur n. 
o<S(x) < S(x) < S(x) <S. 
-- - - - 0 
Preuve pour e(x) donné, la première équation de (IV-1) fournit une 
solution S =Je(e) unique par monotonie. De plus, il est facile de voir que 
Je est monotone : 
et, grâce à la forme de F, 
o~S(x) ~ S0 • La deuxième équation fournit, à S fixé, une solution e =X(S) 
unique par monotonie selon e; X est croissante et e(x) ~ e
0 
puisque 
G est< o. Comme (IV-2) s'écrit sK =Je(8K-1),eK=X(SK) on a la croissance 
des suites SK,8K. 
problème suivant : 
Comme eK(.x) < e (x)e L00 (Q) où 8 est la solution du 
- 00 00 
- ~ _a_ [A ( 8 a) 3 e oo ] - 1 G 1 = o 
i = 1 ax . · 3 .x. Loo ( nx ~) 
1 1 
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on en déduit que SK /~(x), eK 1 !(x) p.p. et des estimations classiques 
dans H1(n) montrent alors qu•on peut passer! la limite en K dans (IV-2)(*) 
pour voir que(~,!) est solution du problème (IV-2). Enfin, si (S,8) est 
une so 1 ut ion de ( IV-1) on a en particulier : 8 ~ 80 donc S =JeK( 8) ~JeK( 80 ) = sK 
et lorsque K/oo S~~p.p. et aussï 8 > e. Pour 11 a'lgorithme (IV-3), 
on a 8 K =X( sK-l), sK =Je( 8K)• 
Remarque 1 : on ne peut pas 11 linéariser 11 complètement les schémas (IV-2) et 
(IV-3) en admettant un 11 retard 11 dans F et G car on perd la monotonie; toute-
fois si on considère les deux schémas suivants, obtenus en linéarisant corn-
plètement 1 •équation donnant S : 
$ 0 , 8° donnés dans~-
(IV- 5) - D b. S K + S K H (x , S K -l , e K) = o 
sK - s = eK - e = o 
0 0 
sur an so donné 
On peut démontrer la : 
P~opoh~on 1V-2 : on suppose que H est 
S et 8, G décroissante· en Set croissante en 8. 
> o, décroissante en 
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(i) Partant de (S 0 ,8°) = (o,e0 ), 1 'algorithme (IV-4) fournit une suite crois-
sante (SK ,eK) / (§_, ~). 
(ii) Partant de so = S
0
, 1 'algorithme (IV-5) fournit une suite décroissante 
(SK,eK) \ (s, 8). 
(iii) (~, ~), resp.(S, e) représententles solutions minimale, resp. maxi-
male,de (IV-1). 
Preuve : (i) s1 > $0 
pour (ii) s1 < $ 0 = s 
- 0 
= o, e1 > 8° = e puis on procède par récurrence; 
- 0 
et e2 < e1 et on procède également par récurrence; 
(iii) tient au fait que si (S,e) est solution de (IV-1) la suite issue de . 
(S, 8) pour (IV-4) ou (IV-5) est stationnaire • 
Remarque 2 : dans le cas physique, Fest proportionneHe à -G, ce qui impli-
que, lorsque D est constant, que S est fonction linéaire décroissante de 
6(8) d'où 1 'on déduit aisément 1 'unicité lorsque Fest croissante enS, 
décroissante en e . Il n'en va pl us de même 1 ors que F est croissante en S 
et e (ce cas est possible, cf. Tableau au début du§ IV). 
QLS~~-~!!~Q~h~r'!!i9!!~ : on reprend les hypothèses du § III-2 : 
, F{x,S,e) = S H(x,S,e),G(x,S,e) = 8K(x,S,e), H , 
K.> a bornées sur Qx~, de Carathéodory, A continue sur[o,e0 ] , et on consi-
dère d'abord le schéma (IV-2) obtenu par découplage, sans linéarisation com-
plète en partant de 8° = eo. 
P~opo~~n IV-3 : On suppose F et G croissantes en S et e . 
L'algorithme (IV-2) définit une suite sK,eK (unique) ~elle que 
(SK(x),eK(x)) e k. La suite sK est croissante sK /~, la suite eK est 
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décroissante, 8K\; et (~, e) est une solution du problème IV-1. Si 
(S,e) est une autre solution de (IV-1) alors o < S < S < S , o < 8 < 8 < 8 
--- - 0 - 0 
p. p. 
On peut dire que (~,8) est une solution 11minimale-maximale 11 du problème 
(IV-1). 
Comme dans le cas exothermique, on peut obtenir un encadrement en résolvant 
d'abord l'équation donnante, lorsque S est fixé: 
P.!topo.6W.on IV-4 : On s.uppose F et G croissantes en S et 8 
Partant de so = S
0
, l'algorithme (IV-3)- fournit deux suites SK\S ' 
eK 18 où (s, ~) est solution maximale-minimale du problème (IV-1) 
S(x) .::_ S(x), ~(x) .::_ e(x) pour toute solution. (S,e) de (IV-1}. 
Les démonstrations de ces deux résultats sont en tous points· analogues à-
ce qui a été fait pour le cas exothermique • 
On ne peut pas linéariser complètement (IV-2) ou (IV-3) en introduisant 
un retard sur 8 et S dans le terme de réaction car on perd à priori la posi-
tivité et la monotonie (en fait on obtient la monotonie pour (s2P, e2P) 
(s2P+l , e2P+1) en partant d'initialisations convenables, ce qui est ~nsuf­
fisant pour passer à la limite).Toutefois, on peut linéariser de la manière 
suivante : 
soit F(x, S, 8) = S H(x, S, 8) 
G(x, s, e) = eK(x, s, e) 
H > o, K > o de Carathéodory, bornées sur S1 x r. 
On considère le schéma suivant : 
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(IV-6) n 1 aeK J - .~ _a_ A (eK) - + eK K(.X, SK-1' 
1=1 a x. a x. 
1 1 
sK - s = eK - 8 = o 
0 0 s.ur an 
avec une initialisation (S 0~6°) donnée. 
K K 1 2 K-1 K-1 L 1 existence de S , e e (S0 ,80 ) e H0 (n) 1 ors que S , 8 sont donnés 
est évidente : on est dans le cadre d•opérateurs monotones (et linéaires!) 
et, toujours par la même technique, on montre la : 
Ptr.opo-6-U.Wn IV-5 : on suppose que H es.t décroissante en S, crois-
sante en e, K croissante en S, décroissante en 8. Partant de so = o, 8° = e 
on obtient par (IV-6) une suite sK,eK telle que sK/S , 8K\e. 
Partant de so = S
0
, 8° = o, on obtient une suite (SK,~K) telle que SK\~ , 
eK/8 . (~, 8) et (S, ~) sont les solutions minimale-maximale et maxi-
male-minimale du problême (IV-1). 
0 
Cet algorithme complêtement linéarisé permet donc un encadrement des solutions. 
IV-2 Problême quasi-linéaire sans hypohtêse de monotonie. 
On considère encore le systême (IV-1) : 
- Db.S + F(x, S, 8) = o 
(IV-1) -. ~ _a_ [ A( 8) ~] + G (x, s, 8) = o 
1=1 ax. ax. 
1 1 
s - s = 8 - e = o sur an 0 0 
sans hypothèses de monotonie cette fois., si ce n 1 est 1 a croissance de F 
selonS)mais on suppose F, G lipschitziennes en (S,8) e ~uniformément 
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pour xen, F(x, S, 8) = S H(x, S, 8), H~o bornée sur nx:Z, G < o 




,oo{, G(.x, S, 8) = 8K (x, S, 8), K >o bornée 
si 1: = [ o, S
0
] x [ o, 80 ] • 
On suppose aussi que A est continue et que o ~a-~ A(8)~ M, d'où il 
résulte que 
t 
S(t) = Jo A(u)du est lipschitzienne ainst que s-1 . 
Le problême (IV-1) est équivalent au suivant, oa on a posé ~=6(8), ~0 =6(80 ) 
- o~s + F(x,s,s- 1 (~)) 
- ~~ + G(x,S,B-l(~)) 
= 0 - ~s + F1 (x,S,~) = o 
= o < >(IV-lb)- ~~ + G1 (x,S,l/J) = o 
s - s = ~ - ~ = o sur an 0 0 s - s = ~ - ~ = o sur an 0 0 
On suppose qu'il est possible de modifier F et G convenablement lorsque 
(S,8) (.1: pour que les hypothêses de- départ soient vra.ies pour (S ,8) e 1R2• 
Pour résoudre (IV-lb) on va considérer 1 a méthode des pas. fractionnai res 
suivante ([76] ), qui consiste à décomposer le systême (IV-1) en un systême 
algébrique non linéaire (résolu.en pratique par prédiction- correction) 








S 2 - SK + ~K F 1 (x' s 2 
K+l 1 ~ 2 K K+-z-
- ~ + T K G1 (x, S 
K + 1 
sK+1 - s 2 - -rK ~sK+l = o 
sK+l - s = o sur an 
0 
K + 1 ~K+1 - ~ 2 - TK ~~K+l = 0 
~ K + 1 - ~ = o sur an 
0 
K+.!. 
' ~ 2 ) = 0 
K + 1 
' ~ 2) = 0 
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avec une initialisation (S ,e ) par exemple, TK>o 'étant un 0 0 
pas variable. 
On vérifie immédiatement que si TK est assez petit (-rKL < 1, L constante de 
de Lipscb.itz selon S, l.)J, commune à F1 et G1),(IV-7) possède une unique solution 
K+l K+1 
(S Z , 1.)J Z ) lorsque (SK, l.)JK) esi donné et (IV-8) a toujours une 
. . K+1 K+l 1 2 







On peut démontrer alors Te résultat de convergence suivant : 
PJtopo.6-i:üon TV-6 : On suppose que F1 (i.e. F) es:t croissante s·e-
lon S et que les constantes de Lipschitz de F1 selon 1.jJ et de G1 selon S, 
1.jJ sont suffisamment petites(*[:. \, 
Soit TK une suite de réels > o vérifiant les propriétés suivantes · 
(i) TK décroît verso 
(ii) 
(iii) 
KTK tend vers +· oo en croissant, KTK-(K-1)TK~ 1 tend vers + oo 
2 . T 1 
la série TK converge (exemple TK =-, - < a. < 1 ) . 
. . Ka. 2 
Alors 1 •algorithme à pas fractionnaires (IV-7){IV-8) fournit une suite 
K K K+ l K+ 1 
S , 1.)J convergeant, ainsi que S Z , 1.jJ 7 vers {S,l.)J) dans L2(n), 
où {S,l.)J) est 1•unique solution de (IV-1). (*) 
(*) on montre aisément que si les constantes de Lipschitz de F1 selon 1.jJ 
et G1 selon (S,l.jJ) sont assez petites, i.e. F et G ne dépendent pas trop 
de e et S, e, ce qui est vrai dans le modèle physique si E1 et E11 sont 
petits (F étant croissante en S) alors on a 1 •unicité de la solution au pro-
blème (IV-1). Si G est croissante en e, il suffit de considérer les constantes 
de Lipschitz selon S pour G et e pour F. 
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Preuve : S, ~ étant la solution de(IV-1 b) on pose 
K + i K + i 7 2 
u = s - s 
K+.:!_ K+.:!_ 
v 2 = ~ 2 - ~' i = 1, 2 
et on obtient le système suivant en (u,v) : 
1 1 . 1 K+- K K+- K+-




K+ 1 K+l 
Comme d'habitude, on multiplie les équations de (IV-9) par u 7 , v 2 
les équations de (IV-10) K+1 K+1 . ~ par u , v et on 1ntegre sur n: diu K + ~~ 2 2 K + -z . K 2 K+ - K+ - K+ -1 J 1 1 1 \uK\ +lu .-u \ +TKJ/1{x,S 2 .~ 2)u 2ctx=o 
(IV-11) 
t[l/+ iJ2-\ll2+ 1 K+ 1_ · 19 K+ 1 K+ 1_ K+ 1_ v 2 - v K j+T K 1 G 1 (x , S 2, ~ 2 ) v 2 dx = o 
n 
~[luK+ll 2 -\/+ ~~ 2 + l+l- /+ W]+ TK \vuK+l\2-
(IV-12) - TK /nFl(x,S,~)u K+l dx = o 
\/+ ~~ 2 +ll+l- /+ ~ 21 + TK \vvK+l\ 2-
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On aditionne les premières équations de IV (11) et (12) : 




( K+ _! K+ _!.) ( K+ 1).1 K+ _!. 
+ TK Jtl x,S 2,$ 2 - Fl·x,S,$ 2~u 2 eix+ 
( 
K+ _!.x K+ _! K+1) f. K+ 1 
+ 1' K f F 1 x , S , ~ 2 u 2 - u dx + 1' K/ f l (x , S , l/J 2)-
Q 
- F1(x,S,l/J)] uK+
1 dx = o 
Tenant compte de la monotonie de F1 selon Set appliquant 1 •inégalité de Young 
a 1 •avant dernière intégrale on obtient 
~~~ K+lj2 1 Kj2 ~· K+ i Kl2] 1 K+ll2 2 u - u + u - u + 1' K V'U 
. . 1 -
2 1 12 mes(n) JI K+ 2!1 K+lj 2. TK F1Ll0 2 + TK F1(x,S,l/J) - F1(x,S,l/J · ) u dx 
1 
< C 1' ~ +T K L /1 u K + 111 v K + 21 dx 
< CT~ +TK L [~l+l[[/[eix + TK [G1 [00 j~l+l[ eix 1 
où Ldésigne une constante de Lipschitz de F1 selon w et G1 selon S,l/J. 
En opérant de même avec les équations en l/J, sans hypothèse de monotonie cette 
fois, on obtient : 
ilf/+1[2 - i/l2+[vK+ i- /12] + TK[wK+1[2 ~ 
~ T~ IGllme~(n) +TKJ( L l/+ i 1 + L 1/+ i[j[P1[ eix 
+ 
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En appliquant les inégalités d1 Young et de Poincaré on peut récrire 
les inégalités en u et v de la manière suivante : 
~ [1uK+li2 - luKI2 + j/+ i -uKi2} + 'K c luK+ll2 < 
2 TK L luKI2_+ 1'K L 1 K+112 2 c jvK+112 < C TK + --v + TK 
2 2 
1' K L !vKI2 + TK 
2 
1 VK+112 + L !vK+11 + 1'~ c 
2 2 
Donc si la constante. L est assez petite, ainsi que 1'K 
. 2 
C4 1 K+1j 2 2 TKL ,. KI 
- v < c2 1'K + -- u + 2 - 2 
On pose 1 Kl2 1 Kj2 1 Kl2 1 K 1 w = u +lv ; w vérifie la récurrence suivante, 
avec C=2max(C1 , c2), c• = min(C3,c4), cu = 2L; 
- 2 
(1 + 1'K c•) lwK+lj < (1+1' cn)jwKl2+CT2K 
- K 
On suppose L assez petite pour que C11 < C • et on prend 
une suite TK décroissante; de 1 •inégalité ci-dessus on déduit que 
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1 WK+ 1/2 < l K/2 2 w + CT K 
1 + TK en 
en multipliant par 
( 
1 + TK e' )K 
et en notant que 
1 + TK e" 
a K = > 
1 + TK en 
pour une suite décroissante puis en faisant la somme de ces inégalités pour 
o, •... , K- 1 on obtient 











2 j T. (e • - e") 
T. e J 





T· J qui tend vers o, d'après (ti) et (iii) 
d'où le résultat. 






K+ _!.. K 2 
1 u · 2 - u 1 . . . . et d' en faire 1 a somme • 
IV-3 Le problème physique en dimension 1. 
il suffit de conserver les termes 
Les méthodes des §IV-1 ou IV-2 ne s'appliquent pas car D dépend de e. 
On va mettre en oeuvre une méthode de suites alternées; On considère 
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le système suivant avec n> o ou < o selon que la réaction est exo-ou endothermique 
{IV-13) 
- (O(e)Sx) + F(x,S,e) = o 
x 
- (A(e)e ) - nF(x,S,e) = o 
x x 
S(o) = S(e) = s ;· e(o) = e(e) = e 
. 0 0 
o < x < e 
avec O(e) ..:_a. > o, A(e) ..:_a. > o, 0 et A conttnues, F et G de earathéodory, 
bornées, F(x,S,e) = SH(x,S,e) avec H>o sur !:= [o,S
0
] x [ e0 , co[ ou 
[o, S
0
] x [o, e
0
] selon que Tl est> o ou< o. 
Une combinaison des équations (IV-13) permet alors d•éliminer la fonction S, 
en effet : 
nO(e)S + A(e)e = ete~> s + A(e) e = 




L 1 intégration de cette relation, compte tenu du fait que S(e) = S(o) , 
dx 
e(e) = e(o), donc alors 
ete te 
= 0 > e = o. 
O(e(x)) 






le système (IV-13) est équivalent au suivant 
S(x) = S0 + ~[e(x)] 
(IV-14) - (A(e) ex) - nF(x,S,e) = o 
x 
e(o) = e(e) = e0 
dt 
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(IV-15) - {B(e))xx - nF{x,S,e) = o 
e(o) = e(e) = e0 
qui peut aussi se mettre sous la forme 
- exx -n::;(x,e) = o 
(IV-16) 




(on a posé 9(x) = s(e(x)). 
Observons maintenant 1 e comportement de :J se 1 on e : 
a) cas exothermique (n>o) avec F fenS et \ en e {cf. tableau donné 
antérieurement) : 1jJ est \ en e et donc .7 est\ en e et -n.7 est 1 en e. 
b) cas endothermique ( n < o ), F est toujours / en S et e 
1); est f en e donc .7 est 1 en e et - n .Test 1 en e 
D'autre part :J étant bornée est continue de L 2(n)-+ L 2(n) (*)l'équation 
(IV-16) est donc associée à un opérateur coercif monotone, borné, hémicontinu 
de H~(n) '-+H-\n) d'où par application directe d'un théorème classique de 
monotonie ([63] ) (**) 
{*) en tant qu'opérateur de Nemytskii. 
(**) s.ans hypothèse de monotonie on obtient un résultat d'exi.stence pour 
(IV-16) par compacité. 
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Thé.OJl.è.me. TV-1 : sous l'une des. bypotb.ès.es a) ou b) ci-dessus le 
problème (IV-16) admet une unique solution. Il en est donc de même du pro-
blème initial équivalent (IV-13). 
Pour l'approximation numérique (et pourl 'eiistencaij on peut consi-
dérer l'algorithme itératif simple suivant 
-eK+l -rff(x,eK)=o 
xx 
(IV-17) aK+l 1:11( ) 
'0 e ·a n 
.a-0 ~ = 0 
Le système ( IV-17) possède une unique s.ol uti'on e K+ 1 e H~(n) nw2 ,P (n). 
0 1 0 De plus ~(x,e ) = F(x, S , e0) > o, donc 9 > 8 = o dans le 0 -
cas exothermique et e1 _::e 0 dans le cas. endothermique. On se limite au 
cas a) pour le moment . -
2 1 0 1 
- exx = n~(x, e ) < n~(x,e ) = - exx 
ce qui implique e 2 < e 1 et e 2 > o . 
Plus généralement, l'application e -+ Se définie par 
- ( S e )xx - n ~ (x , e ) = o 
Se e H1(n) 
0 
est décroissante(ponctuellement) e 1 < e 2 >Se 1 > se 2 . 
De la relation:e 0 =a< e 2 on déduit que la suite e 2P est 1 
la suite e 2P+l est \ , puis de la relation 9° < e 1 , on déduit que 
d • où en fait deux s.u i tes : 
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Dans le cas b) on obtient e 1 ~ e 0 = o 
e 
et n .1"(x,8 1) ~ n.:T(x,8°) = nf(x, 5°,8°) < 0 donc e 2 < eo et on a la 
configuration ci-dessous 
Dans ces cas, il est facile de montrer la convergence des suites 
Par exemple dans 1 e cadre exothermique : e 2P / e , e 2P+l \ e ~ e et 
en fait toute solution e du problème donné vérifie e < e < e; 
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en effet, d'après la monotoni.e de - qj:"(x,.), on a o ~ e ~ e1 
ce qui, par application répétée de l'opérateur S donne e2P < e < e 2p+l, 
puisonpassealalimite. D'autrepart, ~ (resp. 9) estunesous-
(resp. sur-) solution du problème : en effet, puisque E>K est oornée.dans 
H~(n) on peut, par extraction et passage à la limite, en déduire comme 
d' n.abitude que E> , E> e H1(n) vériftent : 
- 0 
- ÂE>- nj\x, e) = o 
- ÂE>- nj{x,e) = o 
- 1 ~ , E> e H0 (n) 
ce qu;,, vu 1 a croissance de - n.7, donne 1 es i néga 1 i tés 
- Â~- nj:"(x, 9) ~ o 
-ÂE> -n,1"(x,E>) ~o 
Mais a priori 9 et E> ne sont pas égaux! Toutefois lorsque n est 
assez petit et j:"Lipschitzienne (ce qui est confo,rme au modële"physique") 
Sest une contraction, donc e = e et on a une convergence alternée vers 
la solution. Si on revient aux variables (S,a), on peut formuler les résul-
tats de la manière suivante : 
PJr.opo.6Ltion IV-8 :on se place dans. l'hypothèse· a_) (resp. b)) et on 
considère la méthode itérative suivante (K~o) 
8° = 0 
e K+l(o) 
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e~+l) - n F(x, SK, eK) = o 
x 
K+l 
= e ( e) = eo · 
On a les convergences suivantes 
_ 2P+l 
s2 p \ S, e \ e , s2P+l 1 ~· Pour n assez petit, 
{~, !) = (S, e) est 1 'unique solution (S,e) de (IV-13). On a toujours 
o ~~~ s ~ s < s0 et ~~ e ~ e et de plus (S,e) et(~, e), resp. 
(~, !) (et S, !} sont sur-resp.sous- solution de 1 'équation (IV-13) en e 
et (S, !) resp. (~, ë)sont sur- resp. sous-solution de 1 'équation {IV-13) 
en S. 
On a un énoncé analogue dans le cas endothennique en échangeant les sym-
bo 1 es 1 et \ . 
V. - ETUDE NUMERIQUE DU PROBLEME PHYSIQUE. 
Pour des problèmes quasi-linéaires du type Lu+ f(x,u) = o avec 
L opérateur linéaire du second ordre (ou pour des systèmes de ce type) la 
méthode de 1 inéarisation propos.ée par Céa et Geymonat ([ 28]) est bien adap-
tée. Rappelons en 1~ principe : soit a résoudre 1 'équation 
(V-1) A(u) = f avec A opérateur non linéaire continu d'un Hilbert V dans son 
dual V', f donné dans V'. On suppose que A admet le découpage "additif" s-uivant. : 
Au = Cu - B(u) avec C linéaire continu de V dans v•. 
On associe à (V-1) le problème de type contrôle optimal 
(V-2) 
1 
CuÀ = B(À) 
!nf J(À) 
À€ v 
+ f (équation d'état) 
avec J(À) (J est la fonction coat) 
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qu • on résout par des méthodes. i.térattves d •optimi sation. Sous des bypo-
thèses raisonnables ([28]) on montre que (V-I) équivaut à (V-2) et qu'un 
algorithme de type gradient converge. 
Dans notre cas, la non-linéarité affecte le tenue de dérivation d•ordre 
deux, de sorte qu•il n•y a pas de décomposition additive naturelle du 
type C- B. L1 idée consiste à linéariser 1 •opérateur : 
n 
-1: _a_[a .. (x,u) ~1 + g(x,u), par exemple, en introduisant 
i ,j=l aXj lJ axi 
1• opérateur : 
- ~ _a_ [a .. (x ,À)] ~ + g(.x ,À), À étant supposé connu. 
i ,j=l axj lJ axi 
On va formaliser ce procédé qui apparaft bi.en comme une extension de [ 28] , 
puis l'appliquer au problème physique unidimensionnel (tl est bien entendu 
possible de 1 •appliquer au problème général du§ III). 
V-1. Une méthode générale de contrôle optimal. 
On reprend les notations de [28]: V,espace de Hilbert, est muni du produit 
scalaire ( ( ' ) ) ' de la norme Il "v ' v· son dual normé par Il llv, ' la 
dualité entre V et v• est représentée par le crochet< , > • 
Soit à résoudre (V-1) A(u) = f avec A : V~ v• non linéaire continu, 
f e V • donné. 
On suppose que A peut se mettre sous la forme : 
A(u) = C(u,u) - B(u), oa C(u,À) est, l À e y fixé, linéaire de V dans v·~ 
a) Q~fiQi~iQQ_g~_ErQ~l~~~-Q~-~Q~~rQl~ 
on fait les hypothèses. suivantes, : 
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(i) (u,À) e V x V~ C(u,À) e v• est continue 
(ii) À eV-> B(À) eV' est continue 
2 
(iii) 3a. > o tel que: <C(u-v,À), u-v> > a.llu-vll v 
Lemme V-1 : quels que soient À€ V, fe v•, 1 1 équation C(u,À) - B(À) = f 
admet une unique solution uÀ e V dépendant continûment de À et f. 
Preuve : 1 •équation s•~crit C(U,À) = f + &(À) € v· pour un opérateur 
linéaire, continu, coercif, d 1 où 1 •existence et 1 •unicité. Pour la continuité 
on considère les deux équations 
C(u,À) = f + B(À) 
C(v,~) = g + B(~) 
et par différence, on obtient 
C(u-V,À) = f-g + R(À) - R(~) + C(v,~) - C(V,À) 
on applique ces formes à u - ve V et on utilise (iii) 
• 
On peut alors considérer le problème de contrôle optimal 
(coût) 
{V-2) uÀ étant la solution de 1 •équation d•état : 
C(u,À) - B(À) = f 
La fonction coût est continue grâce au lemme V-1. 
Toute solution u de (V-1) est solution de (V-2) avec u = À et toute 
A A A 
solution À de (V-2) telle que J(À) = o est une solution À= u de (V-1). 
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Pour un contrôle ~ e V et 1 'état u~ assQcfé, on définit 1 'état 
adjoint Pe V comme la solution de 
(V-3) <C{~P,~), P > = ((u~- ~,<P)) '<::IIP eV 
La forme (<P,P) --> <C{'P,~),P > étant bilinéaire continue coercfve sur 
V, (V-3) admet bien une solution unique. 
On fa tt 1 es hypothèses suppl érnentai res s.ui.vantes 
{iv) (u,~) -> C(u,~) est différentiable de VxV ----;. V' (il n'y a 
rien & vérifier en ce qui concerne u!). 
{v) ~ -:> B(~) est différentiable de V ----;.V' 
(vi )36 > o tq '<::I~Pe V : <C(~P,~), ~P> + <C~ {U,À)'P - BÂ(À) 'P '· ~P> ~ [311~PIIg. 
PJtopo.6Lti.o n V-1 sous 1 es hypothèses. ( i) - {vi) , ~ e V es:t so 1 utf on 
de (V-1) si et seulement si il existe ue V, p eV, tels que les conditions 
suivantes soient satisfaites 
(V-2) C(u,~) = B(~) + f 
(V-3) <C(~P,~), p > = ((u- ~,~P)) '<::/'P eV 
(V-4) ((u-~,~P)) =- <C~(u,~)'P- B~(~)'P, p,>'\/~P eV 
Preuve : -si ~ est solution de (V-1), les relations (V-2-3-4) sont satis-
faites avec u = ~' p = o. Réciproquement, en additionnant (V-3) et (V-4) 
et en prenant 'P = p on obtient : 
< C(P,~), P> + <C~ (u,~) P- B~ (~)p,p> = o ce qui par (vi) donne P = o 
donc u = ~ par (V-3),et (V-2) donne alors: C(u,À) - B(u) = A(.u) = f • 
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c) 1!!~!~2~~-~~IE~rig~~ : elle va cons.i.ster à minimiser J(.\) en utilisant 
le gradient à chaque étape d'itêration. On calcule d'abord ce ~radient, 
VJ(À)eV. 
Soient À , À+ oÀ e V; u, u + c:u 1 es états correspondants. 
On a C(u,À) - B(l) = f 
C(u+ou,l+ol) ·- B.(À+ol) = f = <P(u+ou, À +ol) 
Puisque u ~ C(u,À) est un isomorphisme de V~ V' on peut ·appliquer 
le théorème des fonctions implicites à. {P : V xV~V' au point (U,À) ce 
qui donne : 
ou = b(ol) + o(UoÀUV) 
est dêfini de la façon suivante 
où h e C (V, V) 
-1 h.= -~u (u,À) <PÀ(U,À) i.e.V'weV, 
Z = h(w) vérifie = 
C(Z,À) =- (CÀ(u,À) - BÀ(À)).w dans V' ===9 
(V-5) <C(Z,À),'P> = <- (CÀ(U,À)- BÀ(À)) w, ~P>'V~Pe V. 
On peut calculer alors VJ(À) 
1 2 1 2 
J(À+oÀ) - J(À) = 2 11u + ou - (À +oÀ)II v - 2llu -À li v 
. 1 2 
= ((u-À,ou)) - ((u-À,oÀ)) + 2 11ou- o~lv 
(V-3 avec 'P = ou) 
(on utilise (V-5) avec w = oÀ, 'P = p) 
On introduit KÀ e V par la relation 
(V -6) (( KÀ, 'P )) = < (CÀ ( u, À) - BÀ (À)) 'P , P > 
ce qui donne : VJ(À) = - KÀ - (u- À) 
On peut alors utiliser un algorithme itêratif d'optimisation. 
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PJr..oYJMLüon V-2 : On suppose que (i) - (viii) sont vérifiées. 
Alors pour p assez petit, 1 •algorithme du gradient converge : 
un______;;. u, Àn___;;.À dans V où u est 1•unique solution de (V-1). 
Preuve : pour 1 'unicité, on suppose qu'on a deux solutions u et v de (V-1) 
et on fait la différence des deux équations donnant u et v 
C(u,u) - B(u) - [C(v,v) - B(v)] = o i.e. 
C(u-v ,À) + (CA.(À,À) - BÀ{À)) u-v= o avec À= eu+ (1-e)v. 
En appliquant cette relation à u-v et en utilisant (vi) on obtient : 
Il u-v!l v = o i.e. u = v. 
Pour 1 a convergence, on peut supposer Gn 'F o . V n e N, 
sans quoi le résultat est établi d'après la remarque 1. 
+ Supposons que VJ : V ~V soit L ipscflitzienne de rapport C 
- p ( (VJ ( Àn --pan Gn) - VJ ( Àn) , Gn)) 
.::_ J(Àn) - PIIG0 11·~ + CP2 IIG11 Il~<· J(Àn) 
avec en e (o,l) 
dès que p < .!. ; 
c 
la suite J(Àn) sera donc décroissante et J(Àn) ~ o donc J(Àn)~l~ o. 
Avec p = 2~ on aura a 1 ors Il Gnll ~ .::_ 4C[ J (A.n) - J (À11+1 )] donc Gn -~ o. 
+ On montre ensui te que P
11
-:>o. Par défi nit ion, 
( ( Gn ,IP) ) = - ( ( Kn ,IP)) - ( ( u11 - Àn ,IP·) ) et pour IP = -p n 
-((Gn,pn)) = <(CÀ(un,Àn) -BÀ(Àn))pn,pn>+<C(pn,Àn)'pn > 
d'après (vii)) ~13 11 Pn Il~~ IIPnllv < .!. IIG11 Il ___;;.o donc Pn ______;;. o 8 
+ On montre que un - Àn ______;;. o ; on prend (V -3) avec IP = un - Àn : 
llu>Àn11 2V.::_II C(un- Àn,Àn.)ll. IIP11il .::_IIIC(.,Àn)lll llu 11 -À 11 11 .!lp 11 llv; V V C.(V,V') V 
- 39 -
Par exemple, 1 'algorithme du gradient à pas constant s'écrit 
n = o, ~0 donné 
(1) ~ésoud/e: C{u,Àn) = B(Àn) + f (équation d'état) ~un 
(2) Résoudre: <C(<;,Àn),p>= ((un- Àn,<P))V<P eV~ Pn (état adjoint). 
(3) Résoudre: ((Kn ,<;)) = <(CÀ(un,Àn)- BÀ(Àn))<P, pn> ,VIP eV-> Kn 
(4) VJn = Gn = .-Kn - (un - Àn) 
Si Gn = o arrêt; sinon : 
(p>o à choisir) 
poser n = n+l et retourner en (1). 
Remarque 1 Si Gn = o, alors ((un - Àn' <P)) =- ((Kn'<P)) 
= -<(Cx(un,Àn)- B.À(Àn))<P,Pn> •. 
D'après la proposition V-1, un = Àn est alors. solution de (V-1). 
Remarque 2 : On peut remplacer (5) par n'importe quelle méthode en 
utilisant le gradient", par exemple gradient conjugué. C'est ce que nous 
ferons en pratique. 
On fait 1 es deu.x hypothèses SllPP 1 émenta ires. sui vantes 
(vii) IIIC(.,À)III <Cte; IIIICÀ(u,À)- BÀ(À)III < Cte 
C (V, V' ) - C( V, V' ) 
(vii.i)IIIC(.,À)- C(.,Jl)IIIC(v,v•)2 Y Il À- llll v 
IIICÀ(u,À)- CÀ(v,Jl) + BÀ(À)- BÀ(ll)IIIC( V,V')2 Y Cllu -v llv+ IIÀ-llllvl 
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Ge ci implique que un - Àn ----r- o ou encore J (Àn) - > o. 
+ soit u la solution de (V-1) qui existe car u -~C(u,u) - B{u) es·t 
monotone (vi), continu ((i),{ii)) coercif({vi)) borné (vii) ([63]) 
Des égalités : 
C{u,u) = B(u) + f 
C(un,Àn) = B(Àn) + f 
on déduit que : (avec À = en u + (1 - e~)Àn , ene (o,l)) 
C(u- un,À) + (CÀ(un,À) - BÀ(À)) (u- Àn) = o 
C(u- un,À) +(CÀ(uh,À)- BÀ(À))(u- un) =-(CÀ(un,À)- BX.(À))(un- Àn) 
on applique les formes figurant aux deux membres: sur u - un et on utilise 
(vi) et (vii) : 
Sllu- uni~ 2. IIICÀ(un,À) - BÀ(À)IIIc(v,v• )llun- Ànlly liu.- uni! V 
===9 u -un~ o. Le théorème sera définitivement établi s:i on prouve le 
Lemme V-2 : sous les hypothèses de la proposition (V-2) 1 •applica-
tion 'VJ: V-~V est Lipschitzienne. 
Preuve : on a 'VJ(À) = - KÀ - (u -À), il suffit de montrer que X ~ u et 
À-> KÀ sont Lipschitziennes 
• On a C(u,À) - C(v,p) = B(À) - B(~) si u et v sont les états associés 
aux contrôles À et p ='i'> C(u-v ,À) = C(v ,p) - B (p) - [ C(v ,À) - B (À)] 
A A 
= (CÀ(V,À)- BÀ(À)){p-À) ==9 
!lu - vil 
1 A A . 
2.-a IIICÀ(v,À)- BÀ(>,)IIIc(v,v·)IIP-ÀIIv 
< C tell p - À Il par (viii ) . 
- v 
• L'état adjoint est fonction-Lipschitzienne du contrôle 
<C(<P,À),p > .= ((u- À, <P)) 
<C(<P,p), q> =((v- p, <P)) 
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<C(~,À), p-q > = <C(~,~) - C(~,À), q >+<u-v+ ~-À ,~> 
on prend~ = p-q et on utilise (iii) et viii) 
llp-qll <ete 11~-ÀII Il q Il + cteii-~-ÀII 
- v v v 
et comme < C(q,À)q>= ((uÀ- À, q)),on a llqlj~Cte J(À) _<ete J(À
0
) 
donc q est bornê dans V ce qui suffit : v 
• À - KÀ est 1 ipsch.i tzienne : on a 
((KÀ- K~,~)) = <(CÀ(U,À)- BÀ(À)- C~(v,~) +Bi-/~))~, p> + 
+ <(C1/v,~) - B)l(~))~, p-q > 
et on applique encore (vii), (viii) en prenant~= K"- K et en utili-
1\ ~ . 
sant le caractêre Lipschitzien du contrôle ce ·qui donne le résultat • 
Remarque: les hypothêses (vii)et(viii) sont à vérifier uniquement sur 
un ensemb 1 e convexe de V x V contenant {{u,À) 1 J(À) ~ J(À0 )} 
V.-2. Mise en oeuvre sur le s,ys.têmecouplé. 
On récrit le systême (II-1) en posant S = S0 + u, e = e + v 0 ' 
~ ~ 
D;j(x,S,e) = o1j{x,u,v), Aij{x,S,~ = Aij(x,u,v), ~ ~ 
F(x,S,e) = F(x,u,v), G(x,S,e) = G(x,u,v) 
- ~ _a_ ~~·j(x,u,v) ~]+ ~{x,u,v) =·o 
i,j=l ax. 1 ax. 
1 J 
- ~ _a_ ~~; j (x , u , v ) 2Y_ J + ~ (x , u , v) = o 
i ,j=l ax. · ax. 
1 J 
\/u,v e H~(n) ((H~(s-2)) 1 = H-1(n)J 








--e ax. 1 
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-1 2 H (SG), 9; e L ( SG) 
on pose 
Les étapes de la méthode de contrôle optimal s•écrivent de la façon suivante, 
avec V = H~(SG) x H~(SG), sous forme faible : 
Equation d 1 état : 
Soit (~,~) un contrôle; (u,v) est solution de 
n ("' i.: D .• (x,~,~) 
. . 1 1J 1 ,J= 
n ("' 1: A .. (x,~,~) 






dt{)) "' . 
- +(G(.x,~,~) ,tp) = o 
a x 
i 
Etat adjoint : (p,q) est solution de 
~ (o .. (x,À,Jl) dt{) ~) = ~ (-8-(u _ J.:), 
1. ·-1 1J . 
. ,J- axJ ax; 1=1 ax; 
n ("" Cl<P !: A .. (x,~,~)-
i ,j=l 1J ax. 
J 
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1 2 1 2 
Calcul du gradient du coat : J(~,p) - - Du - pU +- Uv - pH 
2 2 
On détermine K1 /lz sa 1 ution de 
n (aK1 a"") n (a 
:E -,-=~-
i=1 a xi a\ i ,j=l n 
ap ) 
- + 
a x. 1 
n ( a "' av aq ) 
+ .}:; - A··(X,À,ll)'P -
i,j=1 aÀ. 1J axj ' ax; 
"' p) +( :: (X,À,)l)\0, q) 
a"")= ~ (-8- D. j .... on rem pl ace - 8- par __:_). 
dX; i ,j =1 dp 1 dÀ. dll 
On peut évidemment écrire ces systèmes sous forme opérationnelle, mais étant 
donné que l'approximation se. fera par éléments finis, l 1 écriture ci-dessus 
est bien adaptée. 
- 45 -
V - 3 Résultats numériques sur 1 e problème ph.ys·ique 
- ( D( ~) Sx) x + e2 Vm(e)S = 0 
Km(e) + s 
(V-7} o<x<.l 
- (A{e) ex )x -ilHe2 
Vm{e) s 
= 0 
~(e) + s 
S(o) = S(l) = S ; 
0 e(o) = e(l) = a 0 
Nous avons appliqué la méthode exposée en V - 2 à ceci près que pour respec-
ter la positivité enS, la première équation a été linéarisée en introduisant 
Vm(e) s 
1 e contrôle dans 1 e terme uniquement au dénominateur, avec, com-~(e) + s 
me d'h-abitude des variables. \érifiant des conditions homogènes au bord. 
L'approximation numérique a été faite au moyen d 1 éléments finis P1, avec 
un maillage régu.lier de '[o,l] en utilisant 180 points. 
La méthode d'optimisation utilisée est celle du gradient conjugué, version 
Polak-Ri.bière, avec calcul 110ptimal 11 du pas, comme par exemple dans [60] 
oa elle a été mise en oeuvre dans le cadre d•une méthode de contrôle classi-
que. 
Rappelons 1•expression des fonctions intervenant dans (V-7) E . 
D(e) = D
0 
Re A(e) A0 ( 1 + be) . e = 
E• ilH 
Vm(e) = V0 e Re ~(e)= K0~mf. 




vo = 448 










= 2.344 104 
e = o.oo4; R = 2; e0 = 273 + 21 = 294; Sa peut varier de 1 à 10. 
Rappelons que, puisque E·~ 0 etôH > 0, on a unicité de la solution 
(Théorème IV-7 cas a)). 
Pour e = e0 l'es valeurs des coefficients D(e0), Vm(e0 ).... s:ont celles 
qui sont utilisées. dans. le modèle standard à coefficients constants! 
(V-8) 





- A e - b.He2 _rn __ 
xx ~ + s 
= 0 
= 0 
S(o) = S(l) = S0 ; e(o) = e(l) = e0 
0 < x < 1 
0 <x< 1 
Nous avons fait des essais numériques, d'abord avec les données ci-des:s·us 
en faisant vari.er S0 , puis en considérant ilH comme un paramètre de llifur-
cation{la valeur indiquée sur les figures est le coefficient multiplicatif) 
Les résultats et conclusions sont les suivants : 
Pour les: données physiques, le modèle à coefficients· constants donne 
les mêmes résultats que le modèle à, coefficients: variables (dit 11 Couplé 11 ); 
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il faut que 6H soit nettement plus grand pour que les différences soient 
sensibles. 
b) ~Y2l~~i2~-2~-l~-~~œQ~r~~~r~-~~-f2~~~i2~-9~-~-~ (fig. 2 - 3 ) 
on observe une montée en température brutale autour d•un certain seuil. 
Pour âH plus grand (>5) on obtient un comportement qui nè dépend plus de s0 
(fig. 6) . 
On observe trois zones 
• pour 6.H petit une zone oa s ~. 50 
• un pass.age b.rutal à une zone frontière libre numérique (Smin "' o) 
à peu près i ndépendànt de s0 
• enfin une convergence 1 orsque 6.H ->co vers une so 1 uti on > o, cette 
convergence et aussi la transition entre la zône frontière libre et la 
zône de remontée se faisant ct•autant plus vite que S
0 




O. --------~------~--------~~ O. 4. 1Z. 
Figure 1 · Température au centre de la membrane en fonction de àH pour 
les modèles à coefficients variables (couplé) et constants (découplé) . 
• s0 = 1 
,TMAX 
• s =-s. 






Figure 2 Evolution de la température en fonction de ~H 




Figure 3 : Evolution de la température en fonction de ~H 
pour s0 = 5 ,avec AH grand • Pour s0 = 1 ou 10 , on a 
exactement la même courbe • 
., 
+ sa= 1 
• sa= s 
c sa = 10 
4 : Evolution de la concentration en fonction de AH __ ..._ ......... 
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Figure 6 : Profils de température lorsque s0 devient grand . 
( pour s0 ~ 1 ou 5 les courbes sont les mêmes ) • 
+ INlTIA~ 
, sa ;: 1 
2.0 rs o sa :;: 5 
A Sa • la 









o. l . . ~~ . . ,_a_ • . ..1. • 
.. ~·· . • ..i. . • _L • . ._........ . • __ L • ... LI.. x 





• ·AH ,. 22 
o ·AH ""o. 
4 4H ;; 52 
t 4H ;; 82 
t 4H ,. 102 
o. 4H ,. 602 
Ol x 
o. 0.1 o.z Q.) 0.~ o., 
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figure 9 : Evolution de la concentration au centre de la membrane lors9ue ~H tend vers t pq 
pour diverses valeurs de s0 . 
CHAPITRE II 
POINTS DE RETOURNEMENT DE PROBLEMES ELLIPTIQUES 
DEPENDANT D'UN PARAMETRE DE PERTURBATION 
APPLICATION A L'IDENTIFICATION 
'.'.'.: 
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THE LOCAL BEHAVIOUR OF TURNING POINTS 
IN NONLINEAR EIGENVALUE PROBLEMS . APPLICATION TO 
PARAMETER IDENTIFICATION 
ABSTRACT 
This paper is concerned with a class of nonlinea~ s~cond arder 
elliptiC equatiOnS inVOlVing tWO real parameters À and E , À being 
considered as a bifurcation parameter . We assume existence of turning 
points for sorne fixed E , set up the existence of such points when E 
is slightly perturbed , and estimate their local dependence under the 
perturbation . We apply the results ta the inverse problem of identifying 
E wh en sorne turni ng value i\* ( E) i s known, for instance, from a practi cal 
point of view, by observing hysteresis. We give an algorithm based on 
our estimation technique coupled with the Newton method and test the 
efficiency of the procedure on sorne classical models in combustion and 
enzyme kinetics theory . 
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-1- INTRODUCTION 
We consider the following second order nonlinear 
eigenvalue problem (NLEP) : 
Lu = f (À , x , u, e:} in n 
(1-1) 
E 
Bu = o on an 
that is, a diffusion and reaction rnodel, where Q is a re-
gular bounded open domain of JR n, n '1- 1, L a second oràer linear 
operator corresponding to the diffusion phenomenon. The 
nonlinearity f represents the kinetics of the reaction 
and B is sorne boundary operator. 
Typical situations are for instance L = - 11 and : 
u 
f(À } Àe l+e:u ' x, u, e: = 
in the combustion model [43] or 
f().., x, u, e:) = À (l-u} rn( e: + 1 
e: +l-u j
m+k 
in the Langmuir-Hinshelwood rnodel [ 4] [16] or else : 
1 - u 
f ·( À , x , u 1 e: ) = 
2 2 2 e: +e:À(l-u}+kÀ (l-u} 
in enzyme kinetics when the reaction is inhibited by excess of 
substrate [11] 
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The real À > o is considered in the sequel as a bifurca-
tion pararreter whereas E plays the role of a perturbation 
parameter, around sorne reference value E0 • 
We investigate the following type of· situation : assume 
* À ( E0 ) , 
for (1-1) · , 
€0 
lution for 
* u (E0 ) is,say, an isolated left turning point 
which means that, locally (1-1) has no so-
' € 
* * 0 ~ À > À (E0 ) ,one for À= À(E:o) ,and two solutions for À< À(s0 ) 
We are interested in the perturbed probl~m (1-1)s' and more 
specifically look for : 
1.- Local existence of a turni~point À*(E), u*(E) for 
(1-1) . 
€ 
2.- A quantitative estimation of * À ( E) - * À ( E0 ) and seme nonn of 
* * u ( E) - u ( E0 ) for E near E0 ,at least asymt.otically , as 
E + E . The dependance of the turning points upon ~ is of 
0 
practical importance since these points c0rrespond usuàl-
ly to the limits of extinction or ignition regimes [43] [78] 
. -
* so the knowledge of the function À (E) ,at least locally, · 
may be useful to realize optimal design of a reactor for 
instance.This idea is mentioned in [68] where a similar study 
was developped for the dependance of critical points upon 
the domain n. 
A typical situation is represented Fig.1 hereafter; the 





= o; u(o)= u(l) = o 
Generally1 we have multiple solutions for À in sorne interval 
** * (À ( E) 1 À ( s)) · (see Fig. 2) 1 in the most usual case we have at 
least three solutions, thus giving sarre S-shaped curve for the 
bifurcation diagram (fig. 3) • Classical resul ts [11] [37] [50] 
show tha t the rrax:i.ma.l and :rninirral solutions are stable, t.."le 
intermediate one(s) being unstable 1 therefore, increasing À, 
then decreasing i t, we observe a hysteresis phenomenon when 
the solutions are considered as stationnary points of the associated 
evolution problem (l-2)E ut+ Lu~ f(À,x,u,e) =0 (Fig. 3) . 
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Thus '* ('"") or '** ( '"") h · 11 · bl Our · d whi h 1\ c:. 1\ c:. are p ys~ca y access~ e. ~ ea, c 
is allready mentioned in [so ] , but has not yet been 
much worked out, is that s can be estimated if À*(s) for 
instance is known. We give an algorithm for estimating s 
based on ·a simple Newton procedure for the equation : 
* "' À (s) = À 
'V 
where À is a * measured value of À (s). 
This identification algorithm is available since by our 
dÀ* general results, ds can be calculated .we test it 
on the problems mentioned before. 
Qualitative results of perturbation concerning turning 
points are well known ([3~D8]). Our contribution consists 
in gi ving first order quantitative estimations and applying 
the results to an inverse problem. 
À** 
Fig . 2 : A :typic.al. 








' ' ... 
Î 
Fig • 3 : H y~.>..te.~ e.J.> if.> j um pl.> c.a ~~ e.J.)-
pand~ng ..ta in~.>..tabili..ty a6 ..the. 
in..te.~me.dia..te. ~.>alu..tian in ..the. 
c.aJ.>e. a6 an S-J.>hape.d diag~am. 
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- 2 - MATHEUATICAL BACKGROUND 
Let an be of class c 2+a. for sorne a E: (0' 1) . 
We suppose . . 
n a du ] Lu = }.; [a .. (x) -- + a(x)u 
i, j=1 a xi ~J ax. J 
is uniformly elliptic, with coefficients 
l+a. a .. € e (n) ' a € ca. (n) 
~J a(x) > o on n. 
The boundary operator is assumed to be of the form : 
au n au 
B (u) = S0 u + o }.; Si (x ) ai j (x ) 
i, j=1 ax. 
J 
= S0 (x) u + o as 
si ' so € cl+a. (am where s is an outward normal 
pointing vector. 
The following subsidiary conditions, assumed in the sequel, 
garantee a strong maximum principle for the boundary value 
problem (L, B) : 
ei th er o (x ) = o and th en S 
0 
(x ) > o , or o (x ) = 1 and 
th en S (x) > o with a(x) > o when 0 S0 {x) = o. 
We recall the following classical result ( [75 ] ) 
THEOREM 2-1 : 
Fa~ eve~y v e Ca. {n) the bounda~y value p~obtem 
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(L,B} 
Lu ~ v ~n g ; Bu ~ o on an p044e44e4 ~ unique 
4 o.tu.t-io n u ~ Kv e C 2+a ( Q) a. nd K l.o a. .t-inea.Jt c.o n.tl-
nuou.o ope11.a..to11. fill.om Ca<m into e2+aW>. 
Considered as an operator from C(Q)into itself, K. is compact 
and strongly positive ([2]). 
We now list the assumptions satisfied by the nonlinearity 
f (À, x, t, e:) which is defined on JR+ x g x JR x I, I dena-
ting sorne open interval containing e:0 • 
For simplici ty, we :take f of class C 3 in À, t , e:, .all 
the derivatives being continuous on JR+ x n x. JR x I and 
Helder continuous wi th exponent a in x. 
We denote by F, Fu' F •••.• the Nemytskii operators 
ue: 
associated with f, and the partial derivatives f , ft .••• 
t E 
h e a-T en, if u e (Q), F( À, u, e:) , Fu( À, u, e:) •••• are also in 
ea (g} and it is well known ([ 21) . that the NLEP 
(l-1) E for U € C 2+CX. {g) 1 iS equivalent tO the fixed point fo:rrnulation 
(2-1} u = KF(À,u,e:) foruee (n). 
E 
Moreover, a sirrple calcula tian shCMS that KF ( À , u , c: ) , considered as an 
op=rator from IR+ x C (Q} x I 
adroits Fréchet derivatives up ta the second arder and : 
[KF( À, u, e:)1D ~ K[F0 ( 'A, u, e:).] 
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where D is sorne derivation symbol of order less than two 1 
involving À 1 U1 e: 




satisfying the t"1t10 conditions (B1) et (B2) gi ven here-
after 
(B1) the operator * * -I - K[ Fu. ( À 1 u 1 e:) ] e L ( C ( Q) ) 
has a onedimensional kernel J( generated ,say, by <P e e W) 1 a 
vector perfecly defined by the conditions : 
and 
(<PI<P) = J <P 2 (X)dx = 1 
n 
<P(X) >o 
0 for sorne x 0 e Q such that <P (x 0 ) ~ o 
Note that 1 by the regularity assumptions, 
J( 2+a. - * * = {W e C W) ; LW = Fu (À 1 u 1 e:) w; Bw· = o} 
Since * * w --+ K[ F ( À 1 u , e:) w ] u is a compact opera-
tor on C(n), an immediate consequence of the Fredholm alter-
native ([42]) is that the transpose of I- K Fu(À*~ u*,e:) 
- ,_ 
in the sense of the duality <,>on C(Q)xC(Q) has a onedimen-
sional kernel t J( 
of C{n).We assume: 
generated, say, by tl{) é: c'(n) 1 the dual space 
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t t * * (B2) < K r.p 1 F À (À 1 u 1 E) > -:j: 0 , t (' e' -where K e 1.. ( W) ) 
is the transposed operator of K. 
The following result, a simple adaptation of a_clas.sical 
one of Crandall and Rabinowitz <D~>, characterizes the 
spec·ial turning points we consider in the remainder of that 
paper, roughly speaking
1
the regular turning points associa-
ted with a simple eigenvalue. 
THEOREM 2-2 : 
Unde~ the ~egula~ity a.6.6umptiUn4 on L, B, f 
and ( B 1) , ( B2) , (À*, u*> i4 a ~egula.~ t11~ning point 
Otl (2-l)e: :, )-ln .ôome neighbo~hood otl (À*, u*>, eve~y 
4 olutio n (À, u) o tl (2-1) e: admit-ô the tl ollowing pa.~a.me-
t~ic. ~ep~e-6 enta.tio n in se IR 
* À -= À (S ) = À + T (S ) 
u = u(s) = u* + s~ + Z(s) 
4Utl tlic.iently 4ma.ll; Z (s) belong..o to a. .ôupple-
menta.~y otl the k.e~nel X in ·C(n). The tlunc.tion-6 -r a.ndz 
. 
. 
-r(o) = o; -r'(o) = o; Z(o) = o; Z'(o) =o. 




- <t'{), K[ F uu (À*, u *, E) '{) .'{)] > 
t * * < '{) 1 K FÀ (À , u , E) > 
A consequence of 'Iheorem 1 * * is that near ( À, u ) , the set of solutions of ( 2-1) 
in IR+ x C (n) is a regular arc pararœtrized by s. 
* * We say that (À , u ) is a non degenerate regular turning 
point if T"(o) ~ o and we consider only such points. 
Therefore, we are lead to assume subsequently the following 
supplementary non degeneracy condition : 
(B3) <tl{)", K{Fuu<À*, * u 1 
The situation resulting from Theorem 2-2 is illustrated by Fig.4 
* u T"(o)<o * u 
li pli 
-----
T" (0) > 0 
------~---------------------------~ À ~~--------------------------· À 




Define G : JR xC{Q) -> C(Q} by : G 0. , u} = u-KF O. , u, e: } 
(since e: is fixed here, we anit it in G } . The problem is to 
solve G(À,u} = o. We have the followinq list of properties ; 
2°1 By (B1) Gu (À*, u*} has a kernel J( of dimension one and 
by a canpactness argurœnt , also a closed range of codimension 
one ( [42 ,Iemrna 9. 7 .2]). 
3°/ (B2} implies that is not in the range of 
( * u*) Gu À , 
( '* u*) GÀ Il. ' = 
suppose the contrary, then 
* u )W for sorne w e C (Q) ~ th at 
- K F À ( À* , u *, e: ) = W - K[ Fu ( À*, u * , e:) w"] 
and applying the form t~: 
is: 
t * * t * * 
-< ~ , K FÀ (À 1 u 1 e:)> = < ~ 1 w- K(Fu(À 1 u 1 e:}W]> = 
* * t K[ F ( À , u , e: ) • ] } ~ , w > = o 
u 
br the definition of t~, and this is inconsistent with (B2). 
Conditions 1°/, 2°/, 3°/ imply the first part of the result 
by a direct application of Theorem 3. 2 of [37] . 
However 1 by the regularity assumptions, T has the regularity 
of G, and T" ( o) is obtained by a formal differentiation in s up to 




G(À* + T(s), u* + s~+ Z(s)) = o 
GÀ(À*, u*)T"(o) + G (À* 
uu 1 
+ G (À~, u*> Z"(o) = o 
u 
* u )~-~ + 
* * * * T" ( o) K F À ( À , U 1 E) + K( FU u (À , U , E) ~ • ~] = 
= Z " ( o) - K( Fu ( À* 1 u * , E ) Z n ( 0) ] • 
Applying the form t~ on this equality eliminates the 
right hand side and achieves the proof• 
We summarize the results of this section by the following 
characterization of turning points. 
DEFINITION 2-1 : · 
We say (À~, u*) is a regular non degenerate turning 
point of (2-1) if one can find (À* 1 u* ,~) ê lR xecm x e (Q) 
€ 
satisfying the following conditions 
(2-1-1) * u * * KF(À , u ,s) = o 
(2-1-3) (~ 1 ~) = I and ~(x 
0
) > o for some x 
0 
such that ~(x 0 ) :1- o 
(2-1-4) :1- 0 
(2-1-6) 
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I - K[ F ( À* , u * , e: ) • ] 
u 
has a kernel of dimension 1. 
In this definition t~ is a generator of the kernel of 
t[I- K F (À.* u , * u ,e:).]. 
- 3 - THE MAIN PERTURBATION RESULT 
In this section, we assume is a regu-
lar nondegenerate turning point of (2-1) • We show that for 
e:o 
e: near e: , (2-1) also adroits a turning point. A similar 
0 e: 
result can be found in D~ but the proof is slightly dif-
ferent. However that may be, our technique allows the esti-
mation of the derivatives of * * À (e:), u (e:) wi th respect to e: ·• 
THEOREM 3-1 : 
* * A~~ume À. (e:0 ), u (e:0 ) ~~ a tu~n~ng po~nt on (2-1) e:o 
.<.n the ~en~e on Definition 2-1. Then no~ j·e:- e:
0
j ~mall 
enough,(2-l) adm~t~ a tu~n~ng po~nt À.*(e:), u*(e:), cont~­
e: 
nuou~ ~n e: and 
e: 0 • Mo~eovelt, the concav~ty o6 the aJte ~olu-
* * u)af (2-lJ near À. (e: ) , u (e:0 ) ~~ p!te~eJtve.d e:o o t~o n (À., 
n Olt (2-1) 
e: 
at À.*(e:), u*(e:). 
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Proof of Theorem 3-1 : 
We apply the implicit function theorem with. parameter 
e to a suitable equation characterising turning points. 
For simplicity the upper index o means that any expression 
is calculated for E0 , A*(E0 ), u*(E 0 }; ~0 de~otes the gene-
rater of the kernel as fixed by Definition 3-1 for NLEP 
(2-1) and Eo t~o is a generator of the adjoint problem. 
Let 0 be the fqllowing open set : 
We define the mapping 
by . . 
Clearly, 
.1t: 0 xI + C(r2) x C (Q) x JR 
u - K F(À, u, E) 
jt(À,u,~,E) = ~- K[Fu(À., u, E)~] 
(~ 1 ~) - 1 
.o o = .o ( ' • ( Eo) , * ( ) ) J\. J\. 1\ u s0 , ~ 0 , s 0 = o and 
.1t is continuous on 0 x :r. Moreover .1t admi ts a continuous 
partial derivative on 0 x I wi th respect to ( À, u, ~ ) 
given by : 
..... 
- À K FÀ(À, u,E) + u- ~[Fu(À, u,s)u] 
"' ,.. 
+ ~- K[ Fu( À, u, E)~] 
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We cla.im that .1t 0 is an isomorphism from À. 1 U 1 ip 
m. x c ( Q) x c (?i) onto c ( m x c ( Q) x m. : 
we prove that, given (g1 , g2 ,v) e C (Q) xC(Q')x m., 
the system: .1t~, u,'P(À., 11 1 '1?) = (g1 , g2 ,v) has a unique so-
lit.ion À., u ,'P which depends continously on the second rœmber 
(g1 , g2 ., 'V) ;this is a sufficient candi ti on for isomorphism by 
the open mapping theorem. 
Consider the first equation 
-À.K F0 + u - K(F0 u] = g À. u 1 since the· operator 
. 0 I -. K( F • ] 
u 
is completely continuous,we apply Fredholm's alternative : 
the equation is solvable in u iff <t'Po' g1 +. \K F~>= o 
By (B2) the unique solution is 
" À. 
and À. is continuous in g 1 . 
The general solution of the first equation is then 
u = u
0 
+ t 'f 0 , t e m.-, where u0 belongs to a supplementary 
space z of the kernel Jï0 of I - K(F~.] • It is known 
that the first equation restricted to z has a unique solu-
tian for given À. and that the solution depends continous-
ly on the data. 
Therefore it remains only to prove that te m. is unique 
and depends continuously on g1 , g2 • For this purpose consider 
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the second equation : 
~ - K(F0 tP]= g2 + ÀK[F~,<P ] + K[F0 <P ~] u \.LI\. 0 uu 0 
Again by Fredholm's alternative, we have a solution iff 
which gi ves, when u is replaced by u0 + t <P 0 and thanks 
to the nondegeneracy condition (B3) : 
t 0 
<,00.<,00] > -< <,0 K[Fuu 
1 O' 
t = ÀK[F~À -t g2 + <,0 0] + K[F0 <,0 .u J> < <,0 1 0 uu 0 0 
Hence À, u are unique and depend continuously on g1 , g2 • 
-· By a similar argument · for '{), we wri te the general solution 
<P of the second equation under the form : 
... 
<,0 = <,0 + t <,0 
0 0 
where <,0 0 e z is unique and depends continuously upon g 1 , 92 






which is continuous in v, <,0
0
, that is in v, g 1 , g 2 and 
therefore .1t 0 , 1\,u,r.p 
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is an isomorphism. 
By the standard implicit function theorem, we get the exis-
tence of À*(s), u*(s), r.pE in a neighbourhood of 
such that 
which are the turning conditions (2-1-1) (2-1-2) (2-1-3) of definition 2-1. 
Note that r.p (x ) > o 
E 0 
is true by continuity. 
The remaining conditions (2-1-4) (2-1-5) (2-1-6) are consequence of 
general results concerning perturbation of Fredholm operators 
Consider * T ( E) = I - K[ F ( À ( E ) , 
u * 
U (e;),E) .] , a Fredholm 
opera tor ( [ 42, 'Iheorem 10-.1 ] ) 
Consequently for ls- s 0 l small, dim Ker T(E) 2_ dim Ker T(E 0 ) =1 
([53 ,Teorerns 2.14 and 5.17 ] ) • But, by the definition of r.p E , 
we have also dim Ker T (E) .::_ 1 ,and (2-1-6) is established. 
The transpose of T(E) has also a onedimensional kernel 
generated by t r.pE whose normalized and signed representati-
ve is unique and -continuous in E near E 0 (~7 ,I.ennla 1. 3 J ) • 
Therefore (2-1-5) and (2-1-6) are true by continuity for ~:: near 
E0 and the sign of the left hand terms are kept unchanged. 
By the expression of 1' 11 (o) given in 'Iheorem 2-2, this implies 
that the concavity is preserved and achieves 
'Iheorern 3-1 a . 
the proof of 
We have of course more regulari ty for the functions À* ( E) , u * ( E) : 
by the regularity assumptions and the implicit function 
* * theorem; À (e;), u (e;), r.pE are differentiable at E0 and their 
- 18 -
derivatives 
dÀ* (E ) . A = dE ·0 








.itÀ;u,IP (A,U,i[J) = E 
or else 
- K F0 A + U- K(F0 U] = K F0 À u E 
- K[ F~À ~ A - K[ F~u '~'oU]+ \[J- K[ F~· \[J ] ~ K[ F~E'P 0 ] 
(~Poli/J) = o 
This is the system appearing in the proof of Theorem 3-1 with 
special g1 ,g2 ,v. The same technique gives the expressions 
of A, U, ljJ and in particular 
A = = 
_ < tiP. . ,KFo > 
0 E 
dE t Fo> 
< 'Po' K À 
We rewrite the above system as 
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(3-1) U - K[ F~ U] = K F~ A+ K F~ 
(3-2) '" - K[ F0 '''] = K[ F0 À r.p] A+ K( F0 r.p U] + K[ F0 ~. r.p ] 
'l' U 'l' U 0 UU 0 U.;. 0 
(3-3) (r.p0 1 l/1) = o 
THEOREM 3-2 : 
* * The. fiu.nc.;tion.-6 À (e:) ,u (e:), r.pe: defined by Theorem 3-1 
a.Jte. di fin e.Jte.n.;tia.ble. at e: = e:o a.n.d .the;iJt de.Jtiva.-
;tiv e.-6 A, U, l/1 a.Jte. ;the. u.niqu.e. .6 olu.:tio n. an (3-1) (3-2) (3-3) • 
In. pa.Jt:tic.u.la.Jt : 
A = 
de: 
- 4 -THE CASE OF A SELF-ADJOINT PROBLEM 
In the particular case of a formally self-adjoint pro-
. 2 blem (L,B) W.R.T. the L (r2) scalar product ( 1 ) 1 the previous 
results can be expressed in a straightforward manner. For 
simplicity, we suppose the coefficients a .. of the second 
~J 
order operator L symœtric . a .. (x) = a .. (x) on r2, . ~J J~ 
and take the Dirichlet boundary condition Bu 
-
u = 0 on 
ar2 • It is possible to adapt th~ previous method since 
L is a bounded linear operator from H2 (Q) nH1 (Q) into L2 (Q) 
0 
whose inverse, again denoted by K1 is compact from L
2 (r2) into 
itself. Therefore one can replace CCQ) by L 2 (r2) and 
- 20 -




u = K F{>..,u,e:) 2 u € L (n) 
and use the self-adjointness to express t <P in tems of <,0 which 
gives ,when L 2 (n) is identified with its dual: 0 = t (I 
= t(K L- K Fu(>..,u,e:))i{p = (tL- tpu(>..,u,e:)) tKt<P. = 
= 0 that is , we have to replace ~tep by <P 
- K F (>..,u,e:), ~ = 
u 
(L - F (À u e: ))tKt<P 
u ' ' 
However, i t is qui te as simple to take the "equation" 
form (1-1) : 
e: 
Lu - F(À,u,s) = G(À,u,s) = o 
where L is an unbounded opera tor from L 2 (n) into itself with demain 
and apply standard results concerning Fredholm operators • 
We note that 
Gu(À,u,s)w =Lw- Fu(À,u,s)w 
is Fredholm with domain D(L), and self-adjoint, provided G is 
differentiable from D(L) into 
with respect to À, u, s, up to the second order. A simple 
calculation shows that we only need the fact 
3 that applications like h~ F0 (À,u,s)h are continuous 
from D(L) into L 2 (Q) , where D is some at most second order dif-
ferential expression in À,u,s. 
Such a condition is certainly true for n = 1,2,3 since 
in that case H2 (n) CL00 (n} o Assuming n < 3, it is easy to 
develop the L 2 theory as we did previously for C (n) o We do 
not detail the method since this was done for a similar 
problem in [68] , but give the main result. 
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DEFINITION 4-1 : 
We say (À*, u*) is a regular nondegenerate turning point 
* * of (1-1) e: if there exists a triplet (À ,u ,'{)) e JR x D(L) x D(L) 
satisfying the following conditions 
(4-1-1) Lu* * * = FO. ,u ,E) 
(4-1-2) LI{) * * L·2 (") = Fu(À ,u ,E)'{) 1 the kernel of L- Fu in oG 
being onedimensional. 
(4-1-3) 
* * 1 (FÀ(À ,u ,E) '{)) = 1 
(4-1-4) * * 2. (Fuu (À ,u ,E)'{) 1 '{)) :F o 
This is consistent wi th Definition 2-1 ·if r.ve replace C (Q) 
by L2 (r2) and identify the duality with the L2 scalar pro-
duct, provided tK tl{) can be replaced by '{), since (4-1-3) 
is an equivalent n,ormalization to (2-1-3) and (2-1-4) • 
By application of the implicit function theorem to the map-
ping defined by Equations (4-1-1) (4-1-2) (4-1-3) , one 
obtains : 
THEOREM 4-1 : 
* * A-6 .6 u.m e À ( E 0 ) , u ( E 0 ) i-6 a. Jt eg u..ta.Jt no nd eg en eJta.;t e ;tu.Jt-
ning poin;t o 6 (1-1) .i..n ;the .6 en-6 e o 6 Definition 4-1. 
e:o 
Then 60ft lE-E 1 .6ma..t.t enou.gh (1-1} a.dmi;t-6 a..t.6o a. non-
o e: 











- 5 - A FIRST APPLICATION CRITICITY BOUNDS 
Forrrn.lla (4-l-5) gives information on the evolution of a 
critical point when sorne physical parameter is changed, wi-
thout calculation of the whole bifurcation diagrams. 
Consider the special case of ~ 
Lu= Àf(~,u,s) in r2 
(5-1) 
u = 0 on an 
where, besides the regularity assumed before f is positive 
and increasing in u. Generally ,we have a rnini.ma.l branch of so-
lutions starting from (o,o), À+u(À,s). We consider the ex-
tension in À as far as is invertible1 
which defines a maximal value I < + co • When I is finite, 
it is often possible to prove that u = lim u(À) 
À+ I-o exists 
in C(n) (see [38]), that <I,ü> is a solution of (5-l) and 
in fact a turning point associated with a simple eigenvalue· 
Moreover, if for sorne s
0 
f is convex with respect to u, all 
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the conditions of Definition 4-1 are satisfied and it is pos-
sible to apply the perturbation result of T.heorem 4-1 wl'..ich 




at e: = e:
0 
À(e:) being the first bendingpoint of the minimal branch 
of {5-1) (Theorem 4-1 only gives the existence of a turning point 
* À (s) but, for a small perturbation, this point is the first 
one provided turning points areisolated). Therefore we de-
duce a bound. for À(e:) without having to compute anything 
concerning the perturbated problem. Let us take the example 




u" + ~e · = o J.·n 
u(-1) = u(1) = o 
(-1,1) 
For e: = o we have the so-called Guelfarrl problem with a positive 
convexnonlinearity. The bifurcation diagrams are represented 





E: > 0 
À 
b..i.6 uJtc.a-t..i.o n d..i.ag Jtam.6 6 oJt p!to bl e.m (5-2) 
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(À*,u*) is a regular nondegenerate bending point and Theo-
rem 4-1 applies : 
u 
t 1+EU 2 dÀ* e u IPdx We have ( E) = À.*(E) - (5-3) 
dE u 
t e1+EUIP dx 
Therefore À*(E) > À*(o) = À*, À*(E) is increasing in E 
dÀ* 
and {o) < À* max (u*2 (x)) = À*u*2 {o) (5-4) 
dE [-1,1] 
W h t d th t 1 f À*(E) ·tor small E e ave compu e e exac va ue o 
by a shooting method which furnishes the whole bifurcation 
diagram, and compared it with the asymptotic bound given 
by (5-4) . The re sul ts appear on Fig· 6 • 
$ince À*(E) is the ex~inction limit of the combustion pheno-
rren.on,estimations like (5-3) give info:r:roation about the working conditions 
of a reactor for instance,and are therefore quite interesting. 
.. , .. 
À*(E) ,"' 





-- - - - - - - - - - - : _,-.... ..,. ..... - - -
---
----- -bo~d given in (77] 
0.5~----------------~---------- E 0 a.t 
F~g.6 compaft~~on on the exact À*(E) 
and a~ymptot~c bound~ g~ven by (5-4). 
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_ 6 _ A SECOND APPLICATION PARAMETER ESTI~4ATION 
PRINCIPLE OF AN IDENTIFICATION TECHNIQUE. 
As mentioned in the introduction of the paper, a criti-
cal value, for-instance the first turning point,may carres-
"' pond to a hysteresis value À, which is experimentaly acces-
sible. Thus if À.*(E) denotes the turning point of~ nonli-
near self-adjoint problem of the form (1-1) where E is an 
€ 
unknown parameter, an identification_method consists in 
* "' solving the single equation À (E) = À.. 
Since dÀ*(E) is known, we can apply Newton's procedure 
dE 
to that equation. 
THE DERIVED ALGORIT,HM. 
1.- Set k = o and start with sorne estimation E0 of E. 
2.- Compute the (first) turning point À* ( Ek ) , u* ( Ek) , IP e:k 
"' 3.- If 1 À - À* ( Ek) 1 is negligible, set E = Ek • Otherwise 
* dÀ. ( e:k) by formula (4-1-5) · 
dE 
4.- Compute 
5.- Set e:k+1 "' * [ dÀ * ] -1 = E +( À - À (e:k)J - ( ~) k dE 
Set k =k+1 and return to step 2. 
Let us give sorne necessary explanation concerning the 
algorithm, mainly for step 2. To determine À*(E), u*(E),IPE 
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wework out a standard continuation procedure, starting 
from 0.0,u0) as described in [56], which gives the bifurca-
tion diagram O., u ( .\)) for .\ < .\ * ( E) (in fact also for .\ > .\ * ( E)) 
In the neighborhood of .\ *(e },u* (E) we apply an efficient and 
convergent Newton technique described in [69 ] which gi ves 
* * .\ ( E ) , u ( E ) , I{J • The integrals in ( 4-1-5) are calculated by E 
the trapezoidal formula. 
The whole procedure in described in [32]. Let us now give 
a few numerical examples showing that the method is effi-
cient, since, as we are going to see, the number of itera-
tive loops is small. 
NUMERICAL RESULTS. 
We have tested among ethers the following typical cases, 
for which we have first carputed the whole bifurcation diagrams for 
gi ven e:; this step gave us a ~ used for the inverse problem of estima ting e: • 
1 . - THERMAL COMBUSTION. 
We recall the madel equation : 
u 
b.u + .\el+Eu = 0 in Q (unit hall of JR n, 
u = 0 on an 
n = 1 or 2) 
(here E is connected with an activation energy,a parameter 
hardly accessible by direct measurement) • 
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The values of E: for which we have turning points are known 
at least nurnerically for n ~ 1 or 2, 
À ... ( E:k) 
-. 
k E:k 
0 0 8.7844625.10-1 
1 3 • 4 9 4 0 1 6 .• 1 0-1 no bending 
2 1.7470080.10-1 1.1075095 
3 2.2185610.10-1 1.2196885 
4 2.1521777.10-1 1.2007514 
5 2.1494427.10-1 1.2000012 
6 2.1494386.10-1 1.2000000 
n = 1 
'V 
À = 1. 20 
- 28 ...; 
* k ~ ;.,··(ek) 
0 0 1.99992223 
1 1.0388076.10-1 2.2735560 
2 1.1027051.10-1 2.2944099 
3 1.1158505.10-1 2.2987770 
4 1.1193392.10-1 2.2999406 
5 1.1194780.10-1 2.2999868 
6 1.1195086.10-1 2.2999971 
7 1.1195154.10-1 2.2999994 
2.- ENZYME KINETICS. 
Under weak assurnptions the coupling between diffu-
sion and reaction in an enzyme membrane leads to the fol-
lowing model 
a - u u. 
----e =o 
e: + a-u 
u = 0 on an 
in n (unit ball of JRn ) 
The limit problem as e:+o is in fact an obstacle problem, 
but, as we consider only the minimal branch, we have no 
n = 2 · 
'V 
À = 2.30 
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singularity even for s = o provided a is not too small 
and our theory applies. The bifurcation diagrams again 
look like S-Shaped curves for E > o ( s is related to 
sorne kinetic parameter Kffi) 
k ~ À* ( Ek) 
0 0 1·9999222 
n = 2 
1 s. 7~·58949 .10-1 2·2884432 X' = 2.3 
2 S-93S1197.10-1 2-299SS24 
3 s .. 9 4 3 61 0 3 • 1 0-1 2-2999827 
4 S.9439391.10-1 2-2999993 
* k Ek À ( Ek) 
0 0 3·3218182 
-- n = 3 
'V 
1 1·.2787327 4-4014007 À = 4.S 
2 1·38S9S94 4.492S913 
3 1. 3940184 4-499448S 
4 1· 3946183 4·4999S89 
s 1· 3946629 4·4999969 
6 1. 3946662 4·4999998 
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3.- ENZYME KINETICS. 
When inhibition by excess of substrate oc~s, the concentration of 
substrate in an enzyrre rrembrane is, under sone hypotheses, gi ven by the 
following rrodel,which has been studied in [11] : 
s 
+ r;f ----- =0 
1 + s + ks2 
= a. 
1 
Under the transfonrations s (x) =a.u (x) , e= - , 








- ,b.U + ------ = 0 
e
2 + eÀU + kÀ2u2 
1 1 













Again we have a singular behaviour when e + 0 ,this tiree only for the 
m:i.ninal branch (see Fig. 7) : 
u (o) .4 











' € = 0 
' 
À 
We have therefore adapted the method to work with the i.n-
formation given by the last turning point (that is, with 
the branch starting from À= + oo1 u = 1) and of course chan-
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ged the function to have homogenous boundary conditions. 
The interesting feature here is that the dependency in X 
is nonlinear. 
k * E;k À. (e:k) 
1 10-4 2.0787876 
n = 1 
2 4.0958506 10-2 1.5848741 'V 
À. = 1.78 
2.2019230 -2 1.8268412 3 10 
.. 
4 2.6344860 10-2 1.7786390 
5 2.6235503 10-
2 1.7805270 
6 2.6277739 10-2 1.7797965 
2.6261413 . -2 1.7800787 7 10 
8 2.6267721 10-2 1.7799696 
' 
9 2.-6265283 10-2 1.7800118 
·. 
10 2 •. 6266226 10.=2 1.7799955 
11 2.6265861 10-
2 1.7800018 
12 2.6266002 10-2 1.7799993 
: 
Other models, especially Langmuir-Hinshelwood models 
have been tested. All the results show that in a few 
Newton steps, a correct estimation of À.* ( €) or e: is obtained ( [32]) · 
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APPENDIX DESCRIPTION OF THE IDENTIFICATION AiroRITHM 
We resall the procedure used in section 6 to solve the equation 





start with an estimation e: of e:. 
0 
find À*(E) 1 u*(E) 1 ~(E) 0 0 0 
dÀ* 
calculate ·dE (e: 
0





+ [ ~~* (e:
0
) ]-l (~ - À.* (e:
0
)) and return to step 2 
until an output condition is fullfilled. 
The algori thm seans qui te ele:nentary. However in order to obtain an ef-
ficient method, we nrust be able to execute step 2 econanically. For this 
purpose, we give sane canplementary explanation concerning the numerical 
procedure. 
We consider here the fini te d.imensional case. We shall keep the notation 
u e lRn for the discretized solution and give the sarne names to the operators 
and their discretized analogues. 
The dependency on e: will not be mentionned. 
0 
Explanations concerning step 2. 
For s.implici ty of notation we shall ravri te the boundary value problem 
! Lu + f (À. ,x, u) = 0 u = o on an in Q 
or rather its discretized analogue, under the more general fonn 
(1) G(À,u) = 0 u e ~n 
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We use a continuation method [56] to get a first estimation of the 
turning point. Then we obtain the ~ point (). .. * ,u*) and the eigen-
vector <P of the operator G 0,* ,u*) by implementation of a special ite-
u 
rative method [69]. 
Continuation method. 
We follow a solution branch À. (s), u{s) of {1) fran a known point 
À.(s ) , u(s ) until it passes throt.XJ'h the turning point. In practice, 
0 0 
we follow, when they exist, ei ther the highest or the lowest solution 
branches. 
Since the methods used to estimate the turning point on the highest 
or on the lowest solution branch are quite similar (the only differences 
are the choice of the initial step s , the sign of the current step 6.S 
0 
and the stopping test), we exhibit the one that concerns the lowest branch •. 
Let us start fran s = 0, À. = 0 and u = u (0) • We calculate each new 
0 0 0 
point by sol ving 
(2) 
near sK. The second equation defines s as seme arc-length parameter approxi-
mation; ùk is the transposed vector of ~;ÀK and~ are obtained _by an ap-
proximation from the left. 
We iterate this until À.K+l < À.K (stopping test) which means that the 
turning point has been crossed. 
We set x = (À.,u) and rewrite (2) as 
{3) P(x,s) = 0 
Since Px is nonsingular at the turning point l.S6] we canuse any standard 
method to solve ( 3) . 
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OUr choice is the following predictor-corrector method : prediction by 
the midpoint rule (Nystrëm 1 s rnethod for q = 0), correction by the Newton 1 s 
rnethod. 
We now explicit Newton's iteration to show how we take advantage of the 
special structure of G ; this technique concerns the predictor too : 
u 
Set m+l rn A rn ~+1 = ~+1 + ux 
'Where b,xrn is solution of 
(4) 
(4) will be solved by : 
I. 
II. 
N- N T 
II A, rn __ _ u ( 1 1 ed th . (,rn rn ) ) r. u/\ N,Nu,NA are ca cu a'b at e po1.nt /\K+l'~+l'sK+l • 
Nu Z + NA 
IV. b,urn = 6AIDz + T 
We do invert the matrix Gu (~+l); there is no difficulty since we are never 
too close fran the turning point. 
Calculation of the turning point and eigenvector : A* , u*, <P • 
We want to solve the system of three aquations (4-1-1) (4-1-2) (4-1-3) 
refor.mulated as : 
(5) . 
G(u*, A*) = 0 
G (u*, A*)<P = 0 
u 
1 j GA ( u *, A* ) = 1 
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( 
We recall t:1at J GÀ (u*, \*)<!> is the result of a numerical integration. 
We take as first estimation of \*, u*, <P the last ÀK' ~' 6.um which 
have been calculated above. 
If we know that a canponent.of <P is non zero, say the first <Pl' we 
replace (5) by 
(6) 
- <P 
<P = <P,"" 
1 
G(u*, À*) = 0 
G (u*, \*)(ji = 0 
u 
q>l = 1 
and we have <P - · <P 
- J GÀ ( u *, À* ) (ji 
As (6) is nonsingular at the turning point [69], we use classical 
Neilton' s method : 
um+l = um + 6.um 
Àm+l = Àm + /:J.Àm 
(jim+l = ~ + 6.~ 
where Ç6.um,6.Àm, tJ.;r) is solution of 
~ 6.um + ~ /:J.À m = - cf1 
(7) cf1 6.-ç-n + cfl ~ /:J.À rn + cf1 ;rn 6.um = - cfl<fU 
U ÀU UU U 
(tJ.ifU) 1 = 0 
the upper index m for operators means that they are calculated at the point 
(Àm, u~. 
In contrast with what we did in the continuation procedure, we do not 
invert the opera tor cf1, but we shall keep advantage of i ts special structure 
u 
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we use the matrix Am obtained by replacing the first column in ~ by ~. 
Am= (df 1 remaining columns of ~) 
Then we solve a systan equivalent to (7) 
(8) 
as follows 
I. Ama. = - cfl 
AmB = - cfl fU 
u 
II. 
III. rn rn get ~A. and ~u1 fran the systan 
IV. for i = 2, ••• , n 
~ rn ~<fi. =y. +~uln· l. l. l. 
rn rn -m ~u. =a.. + ~ul (B. +<fi.) 
l. l. _1. l. 
... ' 
rn m:nn ~u - ~u1 ljJ __ ) n n 
••• 1 s + r) 
n n 
At least, 'GÀ (u*, A.*)~ will be integrated by trapezoïdal rule, a method 
dA.* 
also used to calcula te de: in step 3. 
A remark concerning step 4. 
It may happen, after step 4, that for the new value of e: , no turning 
0 
point occurs. This fact may be controlled by adding in the continuation 
method a test which fails when À steps out of a certain danain where the 
turning points are localized. In this case, we change e:0 by successive 
bissections of the &-increment until a turning point occurs . 
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I. INTRODUCTION ET MOTIVATION 
La modélisation de phénomènes de diffusion-réaction en cinétique 
enzymatique hétérogène ou en combustion thermique, conduit, sous cer-
taines hypothèses (cinétique d'Arrhénius, concentrations de certains 
constituants peu variables) à s'intéresser à 1 'équation suivante, où 




~T + il e- RT = 0 dans n 
( I. 0) 
T = T sur le bord de n · 
0 
Pour une réaction exothermique élémentaire À est positif ainsi que 
1 'énergie d'activation E. En posant, dans ce cas s = R~o et T = T (1 + sw) 
1/s 0 
w est solution qu problème suivant (À = ~es ~ 0) 
w 0 
( I. 2) { 
~w + À e 1 +sw = 0 dans n 
w = o sur an 
Le problème (I.2) apparaît, pour les grandes énergies d'activation, 
comme une perturbation du problème de Frank-Kamenetskii (ou de Guelfand), 
limite formelle de (I.2) lorsque s tend vers 0 : 
{ 
~w + À ew = 0 dans n 
( I.l) 
w = o sur an 
Ce dernier problème a été étudié par maints auteurs, soit dans le cadre 
général,-~ pouvant être remplacé par un opérateur elliptique linéaire du 
second ordre plus général (1381[44][67]), soit en géométrie hypersphérique 
où 1 'analyse est complète ([46][52]). 
Le modèle (I.1) rentre dans la catégorie des problèmes à non-linéarité 
positive, croissante, convexe, alors que (I.2) est relatif à une non-linéa-
rité positive, croissante, non convexe, mais bornée. 
- 2 -
' L'allure des diagrammes de bifurcation, c'est à dire des graphes des 
multi-applications À+ u(J.., .) est bien connue pour (I.1) et (I.2) (cf. 
[37] [77] et références de [77] ainsi que les figures à la fin de ce tr.avail). 
En fait, si une réaction se décompose en mécanismes élémentaires, le 
paramètre E, qui est alors une énergie d'activation apparente, peut être 
négatif (cf. [8]_ [7.1] pour le cas de composés azotés). Si de plus, la 
réaction est globalement endothermique, ce qui est compatible avec les 
autres hypothèses (*)(**) on est conduit à s'intéresser au problème suivant 
E 
{ 
- AT + 11 e RT = 0 a v ec À > 0 et E > 0 
(I .4) 
T = T au bord 
0 
qui, avec la transformation 
1/E: 
(À=~ ~0) T e: 
0 w 
T = T (1 -e: w), e: - RTo s'écrit sous la forme o . - E 
fl. w + À e = 
{ 
1-e:w 0 dans n (avec e: > 0) 
(I .3) 
w = o sur an 
et rentre dans la catégorie des problèmes à non-linéarité positive, 
croissante, convexe sur un intervalle, ] - oo, 1 [ deR dont 1 'étude 
e: 
a été abordée dans[12] [67]. 
On se propose dans ce qui suit, après avoir rappelé les résultats 
connus concernant (I.1) et (I.2) (en donnant toutefois quelques compléments 
pour (I.2)},d'étudier le problème (I.3) du point de vue des branches de 
solutions, selon la dimension n de 1 'espace en faisant la comparaison 
avec (I.l) et (I.2). 
(*) cela est, qualitativement, le cas lorsque la réaction limitante 
(i.e le mécanisme le plus lent) est fortement endothermique alors 
que les autres réactions sont globalement assez fortement exothermiques. 
(**) Je remercie Michel Cournil, du Laboratoire de Chimie Physique de 
1 'Ecole Des Mines de Saint-Etienne qui m'a montré 1 'intérêt d'étudier 
des modèles à énergie d'activation négative. 
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Des essais numériques en géométrie hypersphérique complètent 1 'étude. 
Pour n = 1 on peut faire un calcul analytique élémentaire pour décrire la 
situation. 
En conclusion, on notera que (!.3) se comporte à peu près comme (I.l), 
à ceci près que les branches n'ont pas d'extension infinie relativement 
à u dans C(Q) ; en fait, on met en évidence T'existence de points d'arrêt 
Ü3] pour (I.3), rejetés à 1 'infini pour (I.l). Les conjectures issues de 
1 'examen des résultats numériques sont également exposées. 
II. RAPPELS- QUELQUES RESULTATS NOUVEAUX 
II.l. Hypothèses et notations 
On considère un ouvert borné n de Rn de frontière an régulière et 1 'opé-
rateur du second ordre 
n 
Au = - I 
i ,j=l 
[ a .. (x) ~u ] + c (x) u 
1J xj 
avec a .. e C2 (Q), ce C1 (Q), a .. (x) = aJ.
1
.(x), c(x) ~0 V xe n 
1 J 1 J 
On pose a(u,v) = Ï J a ~ ~v dx + J. cu v dx pour u,v € H1 (n) 
i ,j=l n ij axi oXj n 
et on suppose la forme a coercive sur· H~(n) : il existe~> 0 tel que 
a(u,u) ~~ llull 2 Vue H~(n) 
où Il Il désigne la norme sur H~(n) définie par : 
llwll 2 = I'Vwl 2 = (~w,'Vw), (.,.)·étant le produit scalaire usuel sur L 2 (n) 
et< , >représentant la dualité entre H~(n) et H- 1 (n). 
Avec ces notations, on définit les problèmes suivants, extensions respec-
tives de (I.l), (I.2), (I.3) écrits sous une forme faible 
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{ a(u,v) =À <eu, v> V. v e HI (Q) (II.1) 0 u e H1 (n) 
0 
u 
{ a(u,v) =À ( 1 +su v) v. v e H1 (n) (II.2) e ' 0 
u e H1 (n) E: > 0 
0 
u 
(!1.3) . { 
( ) 1-E:U v. v e H1 (n) a u,v =À <e , V> 0 
u e H1 (n) E: > 0 
0 
On appelle solution de (II.1) (resp. II.3) toute fonction u e H1 (Q) 
r:fu u 0 
telle que eue H-1(n), (resp. e u e H-1(n)). Pour (II.2) el+su e L2(n) 
V. u G H~(n), u ~O. 
On s•intéresse aux solutions u ~ 0 sur n,donc nécessairement À ~ 0 
par le principe du maximum, et pour (II.3) on se limite aux solutions u 
telles que 0 ~ u{x) <! . 




a ( u , v) = À < e , v> 
v. v e H1 {n) ; u e H1 (n) 
0 0 
a.) Jr.a.ppd de )tê.6u.Ua..t.6. po~ ~:~:n ou.y.~ n qu.deonqu.e. de. Rn 
suivants ont été clémontrés ([38J[67J) : 
1 es points· 
Il existe un nombre À*€ J 0,À1[ critique au sens suivant, Àl étant la 
valeur propre fondamentale de A avec condition de Dirichlet : 
1] pour À< À*, (II.l) admet au moins une solution dans H~{n)n el{Q) 
donc régulière et, en fait, une solution minimum~' 1 •application À+ u (À,.) 
étant croissante sur [O,À* [ 
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2] Pour À> À*, (II.1) n'a pas de solution dans H~(~) n L00 (~) 
3] en À= À*, u* = lim u(À) (dans H 1 (~) faible et presque partout), 
u À 1' À* - 0 
e * e L1 (~) () W1 (~) et (À* ,u*) est solution de (II .1). 
4] ~(À) converge vers u* dans W ~ (~) fort, 1 ~ p < 5, e!!.(À) converge vers 
u p u• co 
e * dans L , 1 ~ p < 5 et, si n ~ 9 u'", e € L (~). 
Dans ce cas, on a l'unicité en À= À* et (À*,u•) est un point de re-
tournement régulier ( (37][38])de (II.1). 
5] Toute solution autre que la solution minimale ~est instable (pour le 
problème d'évolution associé), le domaine de stabilité de!!. contient 
1 'ensemble des conditions initiales u0 · telles que u0 (x) < u(x) où u est 
une solution quelconque de (II.l). Si u (x)~ u(x) > u(x), u ~ u, la 
0 - 0 
solution du problème d'évolution associé explose au bout d'un temps fini 
ou infini ([44]). 
6] SiS désigne 1 'ensemble des solutions de (II.l) dans R+ xC(~), on 
montre que S possède une composante conne~e maximale contenant (0,0) et 
non bornée en u, qui, en fait, prolonge 1 'arc (À, !!_(À)) défini en 1] 
pour À E: [0 ,À· [. 
En effet 1 'équation (II.l) pouru e H 1 (~) n Loo(~) est équivalente à l'é-
o 
quation u = À G [eu]~ u e C(~) où G désigne 1 'opérateur de Green associé à A 
avec condition de Dirichlet. Il suffit ensuite d'appliquer le théorème 3.2 
de [72] puisque 1 'application T(À,u) =À G [eu] est continue compacte sur 
IR x C(~). 
b! io~que ~ e6Z ta boute unité de Rn, A = - ~ : comme les solutions, pour 
À < À* sont de classe C2 et que f(t) = et est de classe C1 , elles ont néces-
sairement la symétrie radiale ([45]), et le problème (II.l) se met sous la 
forme : 
{ 
~u + À eu = u" + n~l u' + À eu = 0 
u' (0) = u(l) = 0 
0 < r < 1 
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On peut préciser les résultats ci-dessus en considérant le diagramme de 
bifurcation À+ u(II.,O) =max u(ll.,x) puisque 1a donnée de u(O) détermine de· 
n 
manière unique Il. et la solution u de (II .1) (cf.§ IV .2). Une étude par plan 
de phase donne une description complète du comportement du diagramme ( [4.5] 
[52 ] ) • 
1] pour n = 1 ou 2, on a respectivement 2,1 ou 0 solutions selon que 
À < Il.* ' À = À* ' À > Il.* 
2] pour 3 ~ n ~ 9, on n'a pas de solution pour À>~, une infinité de 
solutions pour À = À.c = 2(n-2) < ~ , un nombre fini de solutions pour 
11. ~ x· , 11. t: ll.c 
3] enfin, pour n > 9, on a une solution unique si À< ~ =À = 2(n-2), et 
c 
pas de solution si À ~ Il.* . 




Lorsgue n = 1 ou 2 on a des expressions analytiques des solutions en 
fonction du paramètre a= u(O), qui est lié .à\ par une relat~on implicite 
([4]) ayant 1 'allure suivante : 
a* 
Pour n = 1, u(r) est déterminé par 1 'égalité 
a 
1 + /1 
-
eu -a -2 L = 123 e r ou~ og u-a Il. 
1-11-e 
\ étant donné par 
a 
v'2À = e - 2 Log 1 + /l - e- a avec a = u(O) € [0, oo[ 
1-/1-e-a 
Si ub(resp. uh) désigne la solution minimale (resp. maximale) on a 
immédiatement, avec a= ub(À,O) e [O,a*](resp. a= uh(À,O) e [a*,+ oo[) 
ub ( r) 
• lim ub = 0 sur [0,1]~lim (O) = 1 - r 2 sur [0,1] À\&0 À~O ub 
et À ... 2a(a"l.O) 
= + oo sur 1 - r 
Pour n = 2, u(r) est déterminé par 1 'égalité 
e
u _ ( B + 1) 2 8B 
- (Brz + 1p, avec À = (B+1)2 ~ 2 
où B = eaf2 - 1 avec a = u(O) e [O,oo[ 
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Avec les notations ci-dessus on a alors immédiatement : 
uh(r) 
• uh(r) ~ - 4 Log r sur [0,1[, lim (O) = 0 sur ]0,1] À\0 uh 
-CL/2 ( et À - 8 e CLtoo) . 
En dimension 1, on peut établir un résultat de convergence plus général 
pour la solution normalisée, et qui va se révéler utile pour les problèmes 
(II.2) et (II.3). 
On considère le problème suivant : 
{ 
u" + À f(u) = 0 
u•(o) = o ; u(1) = o 
0 < r < 1 
avec f : R + R+ croissante, continue, vérifiant f(O) >O. On sait qu•il 
existe une branche (À,u(À)) de solutions positives dans~+ x C([0,1]), non 
bornée dans C([0,1]), éventuellement bornée en À (par exemple si fest 
strictement convexe). 
Comme on l'a déjà remarqué, la donnée de u(O) =CL .e [O,oo[ définit p.ar-
faitement la solution de u" +À f(u) = 0, u•(o) = 0, u(1) = 0, et le para-
mètre À. On peut donc paramétrer 1 •arc (À, u(À)) par CL et on posera 
u(À,r) = u(À(CL),r) = u(CL,r) avec CL= u(À,O). 
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On cherche la limite de la solution normalisée 
u(a~r) lorsque a= u(a,O) =max u(a,r) cor~verge (vers 0 ou + oo en général 
[0,1] 
ou vers! dans le cas du problême (11.3), cf. remarque 2 ci-aprês). 
lim 
a-+0 
PJtopo.ou.Lon. II. 1 
F(at) = (t) F""{a) g . 
: On pose F(z) = Jz f(t) dt; on suppose que 
0 . 
Alors _1_E Ll(O,l) et u(a,r) converge dans C(0,1) 
/1-g a 
vers v0 solution de G(v0(r)) = G(1)(1-r) où G(z) -= Jz_ dt , 0 ~ z ~ 1 
- 0 1 1-g(t) 
PJteuve: On multiplie 1 'équation de départ par u'(x) et on 1 'intègre 
de 0 à x, x € ] 0,1 [ : 
u' 2 (x) + 2 À[F(u(x)) - F(a)] = o 
Comme u' (x)~ 0 ceci équivaut à : 
u 1 ( x ) r--;v;-
-;:::::;::::;::::::::::;:::;=;:::;:- = - v 2À qu'on intègre entre 0 et r 
1 F(a) - F(u(x)) 
a 
r-::::-:;-2' "' -- f . dt . f' - d-t . v êA , qu1, pour a 1xe, e erm1ne une 
u(r) 1 F(a) - F(t) 
unique solution u(r), À étant donné par la condition 
u(l) = 0~ l2r = f
a dt 
o / F(a) - F(t) 
Si on pose u(r) =a v(r) et t =az dans les intégrales ci-dessus, 
on obtient : 
1 
12X"= a f 
IF"[ci) 0 
dz 
1 F(az) 1 
- F(a) 
~ r = a dz J
I 
· IF"[ci) v(r) 1 1 F(az) 
- F(a) 




= r J ~ 1 d z F (a z ) 
1 - ---;-~ 
F(a) 
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F(az) Comme Fest convexe et F(O) = O,on a F(a) < z 
1 . 1 1( ) et -1"F""""'=~F,..ta=z"'~')=-~ eL O,l,on peut passer à la limite dans la 1- -) rr:z F a 
relation intégrale ci-dessus ce qui donne, en supposant que v(r) + v0 (r) 
t dz 
v ( r) 1 1 - g (z ) 
0 
= r Jl dz 
o /1 - g(z) 
G(l) - G(v0 (r)) = r G(l) 
i.e. 
Or v = va converge dans C(O,l) ; en effet, écrivant 1 1 équation qui donne v 
V11 + ~ f(av) = 0, multipliant par v• et intégrant entre 0 et r, on 
obtient 
2t.. Jr · 4À 0 = V 12 (r) + a2 f(av(x))a v•(x) dx ~ 0 ~ V 12 (r) ~ az F(a) ~ 
0 
~ 2 J1 dz < + oo; v étant est dans un borné de C1 (0,1), 
0 ;-r:z 
va converger dans co(O,l) après éventuellement une extraction et comme 
le problème limite a une solution unique, toute la suite converge. 
RemaJtque. 1 : La proposition (I'I .1) redonne les résultats de convergence 
uh(;..,,r) ( ) ub(t..,r) (~ __ O) · ( ) de a - oo et - ...... pour 1 e problème II .1 en dimension 1 : 
uh(t..,O) · - ub(t..,O) 
f( t) t F( t) t 1 d ~ + 0 · · ~ +z s ,. ,.. + 0 et . = e , = e - one s1 a + oo, ...... 
G(z) = z si a0 = oo, G(z) = 1 - 1 1 - z si a0 = O. 
RemaJtque. 2 Le résultat est valable lorsque f est définie et continue 
seulement sur un ouvert]- oo,n [, n > 0 avecae ]O,n[, a
0 
e [O,n],et 
s•appliquera au problème (II.3). On peut aussi 1 •appliquer au problème traité 
dans 112] avec f(t) = l:t . 
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II.3. Rappels et compléments concernant le problème (!1.2.) 
(II.2) l 
u 
a(u,v) = (À el+su, v) 
On fixe s > 0 et on étudie les solutions en fonction de À > O. 
Soit U0 la solution du problème suivant : 
AU0 = 1 dans n U0 = 0 sur an 
Il est clair que toute solution u de (II.2.) vérifie 
O<ÀU < u<Àe1hu 
0- - 0 
Comme 0 (resp. Àel/s U
0
) est sous-(resp. sur-) solution pour (II.2.), 
on a existence d'une solution ([55] [75]) pour tout À et en fait existence 
d'une solution minimale ~(À) et d'une solution maximale~ (À). D'après les 
résultats généraux de [37] [38],il existe un nombre critique À*(d.::;. +co, 
maximal vis à vis de la propriété d'inversibilité de 1 ~opérateur 
u(À) 
1 +su ( A.) 
w + Aw- À e - 2 w , l'application À+ u (À) est croissante ( 1 +EU (À)) 
et conti nue à gauche de IR+ dans C2 (Q"). 
Remarque : On démontre aisément, par exemp 1 e en reprenant 1 e schéma 
itératif monotone définissant ~(À), que l'application s + u(À,s,x) est 
décroissante 'V À ~ 0, x € n fixés. 
Proposition II.2. Si À* = À*(O) <co désigne le nombre critique relatif 
au prob 1 ème ( II . 1 • ) , on a À* ( s) > À* 
Preuve : Soit À < À*, ~(À) la solution minimale du problème (II.l.) 
~ 
U 1 +EU 
A~= À e-o > À e -o donc~ est sur-solution du problème (II.2.) ce 
qui implique u(À) < u (À). Soit v(À,s,u) la valeur propre fondamentale du 
- --o 
problème suivant : 
Aw - À _e ___ ___,... 
(l+e:U(À)) 2 
w =v w 
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w € W(n) 
0 
On pose V = { w e H~ ( n) 1 1 w 1 = n 
u 
l+e: u 0 
w t 0 
= i nf { a ( w, w) - À ( e · w, w) 1 w E: V } 
(l+e:u) 2 
u u ~ inf { a(w,w) - À (e- w,w) 1 w eV} > inf {a(w,w) - À (e-=-<>w,w) 1 w E: V} 
U(À) 
1 +e:u P) 
=v (À, 0,~) > 0 car À< À* donc 1•opérateur w + Aw- À e 2 w (l+e:U(À)) 
est inversible sur [O,À*[ ce qui impliqu~ À*(e:) > À* o 
Proposition II.3. : Soit e: > 0 fixé et Àl la valeur propre fondamentale 
de 1•opérateur A avec condition de Dirichlet homogène. OSi À < À,e-l/e: 
le problème (II.2.) admet une solution unique. 
Preuve : w = u(À) - u(À) vérifie : 





0 w = 0 
(l+e:z(x)) 2 




À (e w,w) = o .. Supposons w 1=. 0 
(l+e:z) 2 
L•expression ci-dessus est minorée par : 
a ( w, w) - À e 1 1 e: ( w, w) ~ i nf { a ( w, w) - À e 1 1 e: ( w, w) 1 w E V } 1 w 12 > 0 
d ~ l je: t 0 f~ . ~ 1 f d t 1 d 1• ~ t A es que Àe es 1n er1eur a À1,va eur propre on amen a e e opera eur 
avec conditions de Dirichlet, donc w = 0 o 
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Remarque Pour e: \ < l/4on a 1•unicité pour 0 <À < O 2 y ce qui 4 2 - € e: e: e 
améliore quelque peu 1 •estimation donnée dans la preuve de la proposition 
II.3. Ce résultat provient du fait que f•(t) < f•(~) = 4e;le(l-2e:)/e: lorsque 
- 2e:" 
e: < 1/4. 
Proposition II. 4. : Pour e: > 114, 1 e prob 1 ème (II. 2.) admet toujours 
une solution unique quel que soit À· 
Preuve : On adapte une idée de Cohen-Laetsch ( [31 ] ) soit u(À) la solu-
ti on minimale et u(À) une autre solution u > u, u i u . 
-
u 
Lu À l+e:u = e 
u 
-
Lu = l+e:u À e -
donc L( u - u) > 0 et L(u-u) ~ 0 
- -
on conclut, par le principe du maximum fort que u > u sur n 
On multiplie ensuite les équations ci-dessus par, respectivement, ~et 
u, et on fait la différence ; (on peut supposer À >0 donc u et u > 0 sur n 
u u 
l+e:u l+e:u [e _ e -] dx = 0 
u u 
t/l+e:t 
= e a pour dérivée 
t 
La fonction g(t) 
t 
l+e:t 
g• (t) = - _e __ _ 
t2 ( 1 +e:t) 2 
pour e:> 1/4; 11 égalité intégrale est alors une contradiction si u i u o 
Remarques : 
1] Pour e: > 1/2 la non-linéarité f(t) = et/l+e:t est concave (en particulier 
f(t)/t est décroissante) et, dans ce cas, on peut utiliser le résultat 
d•unicité de [55]. 
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2] On n'a donc jamais de point de retournement pour e > 1/4 et ceci 
quel que soit le domaine. 
3] Les résultats numériques connus (cf. aussi ceux figurant dans ce travail) 
semblent indiquer que la valeur e = 1/4 est optimale pour 1 'unicité, 
lorsque on choisit L = -& , n = 1 , n = ]-1,1[. 
Proposition II.5 : Pour À assez grand, le problème (II.2) admet tou-
jours une solution unique u(À) = u(À) = U(À) et en fait v(À,e,u) > 0 pour 
À assez grand. 
Preuve Le résultat est valable si on remplace et/l+et par une fanc-
tian f(x,t,e) régulière, vérifiant les conditions : 
(i) f(x,t,e) > m(d > 0 
( i i ) avec a ~ 0, a ~ 0 
(iii) fcroissante ent, f(x,t,e) < M(E) 
(ici m(d = 1. , M(d = e1/e , a(e) = 
1 < s < 2 
' s = 2) 
Nous faisons la preuve dans ce cadre général où toutes les solutions 
de (II.2) tendent vers + oop .. p.lorsque À t + oo.Soit v(À,e~U) la valeur 
propre fondamentale du problème 
l Aw - À ft (x, u, d w = v w w e H~ (n) 
Rappelons que si U0 désigne la solution de 
l AU0 = 1 dans n U0 = 0 sur ôn 
On a u ~ Àm(E) U
0 
pour toute solution (u,À) de (II.2). 
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Il s'agit de montrer q~e v(À,e:,u) = 
inf {a(w,w) - À (f+ (x,u,~w,w) 1 w e H1 (n) ,, lwl = 1} ~ n > 0 
v 0 
pour À assez grand, ou ce qui revient au même : 
Il suffit évidemment de montrer que a(w,w) - À(ft(x,u,dw,w) 
'tf w eH= W2 +E'tn) qui est dense dans H1 (n) , i.e que v (À,e:,u) 0 0 . 
= inf {a(w,w) - À (ft(x,u,e:lw,w) 1 llwiiH = 1} > 
> i nf { a ( w, w) - a. ( e:) 
I 




> a.(e:) sup { f >W' dx 1 llwiiH 1 } a. - = 
-
nS(e:)Hsm(e:)SU~ 
-> n I~IIH 
> 
-
On commence par montrer que 1 'intrégrale ~À (z) tend vers 0 lorsque 
z e H~(n) est fixé. 
Comme U
0 
est > 0 p.p sur n, l'intégrand tend ver.s 0 p.p. sur n 





s rn ( e:) 
z < z 
car, d'après le principe du maximum de Hopf, la dérivée normale de U
0 
sur le bord an est > 0 donc U0 (x) se comporte comme d(x,anl au voisinage 
du bord. 
On peut donc appliquer le théorème de Lebesgue qui prouve que 
lim ~À(z) = 0 pour tout z fixé dans H~(n). 
Àtoo 
La forme linéaire z e H~(n) + ~À(z) est continue pour tout À et 
lim ~À(z) =0. 
Àtoo 
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Or si Il w Il H= 1 , w reste dans un compact de t~~ •"{ Q) et z = w2 reste dans 
un compact de H~(Q). 
En vertu du théorème de Banach-Steinhaus, ~À (z) tend vers 0 lorsque 
À t oo uniformément lorsque z reste dans un compact de H~(Q). Donc 




dx 1 Il w IIH = 1 } ~ 0 1 orsque À t oo 
ce qui prouve bien que v (À,e:,u) > 0 pour À assez grand. 
Pour 1 •unicité, on pose w = u(À) - u(À) : 
Aw = À ft(x,s,E)wavec~(x) ~ t,;(x) < u(x) 
a(w,w) = À (ft(x,t,;,e:)w,w) donc 
0 ~ v(À,e:,t,;) lwl 2 
Comme s ~ ~~ Àm(e:)U0 la démonstration ci-dessus s•applique en rempla-
çant u par s , on a v(À,e:,t,;) > 0 pour À assez grand et par conséquent 
w = 0 pp. 0 
Remarques: 
1] Le résultat concernant v(t.,e:,u) imp.lique 1•existence d•une branche 
continue À € ]À**(e:), + oo( ~ u(À), croissante, telle que lim lïï(À) 1 
Àt 00 00 
= +"", À**(e:) € [Q,ao) étant maximal vis à vis de 
l•inversibilité de 1 •opérateur 
u/l+e:u 
w ~ Aw - À e w 
( 1 +e:u) 2 
avec conditions de Dirichlet au bord. 
2] Qualitativement, en utilisant les résultats de perturbation du cha-
pitre ·II su·r la variation des points de retournement, on aura, pour e: 
assez petit, un point de retournement au moins pour n ~ 9 donc auto-
matiquement un deuxième point de retournement. Dans ce cas À*(e:) 
défini au début du paragraphe II.3. est fini. 
-17-
3] En fait, si À*(E) < + ~ , c•est un point de retournement et le premier 
en partant de (0,0) sur la branche minimale par définition de À*( E) : 
en effet, u*(E) = lim t u(E,À) existe dans C(Q) car u(E,À) est borné ÀH*( E) -
dans C 1 Cn) puisque L~(E,À) = À~/l+E~ 1•est dans wuP(n) et il suffit 
d•appliquer les résultats généraux de [37] [38] pour voir que 
(À*(E) , u*(E)) est un point de retournement. Ce point est non dégénéré 
si, w désignant une solution non triviale du problème 
u*(d 
Aw = À*(E) el+Eu*(E) 
(l+EU*(E} )2 w 
qu•on peut choisir> O,on a la condition 
t 
( l+Et)u e t=u J w3 
n 
est sûrement réalisé si et/l+Et 
dx ~ 0 
ce qui 
l-2E donc si lu*(E} 1 < 
00 
est convexe pour t < lu*(E)I 
00 
On donne, pour terminer les compléments relatifs au problème (II.2), 
deux résultats d•estimation de À*(E). 
Proposition II.6 : Soit E
0 
.:S E < 1/4. On suppose que À *(E
0
) < oo 
et que llu*(E
0
) lloo ·.:s.. l-2E Alors À*(E
0
) .:s.. À*(E) .:s_ + co 
2 E 2 
Preuve : Soit À< À*(E ). On voit immédiatement que u(E0 ,À,.) est 0 -
une sursolution pour (II;2) avec E,don~ ~(E0 ,À,x) ~ ~(E,À,x). 
Par définition de la maximalité de À*(E 0 ) nous avons : À < ~(À,E 0 ) = 
inf { a(w,w) } 
w eV (f~(~(À,E0 ,.), E0 )w,w) 
où V = { w e H1 (rl) 1 J w2 dx = 1} 
o n 
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< inf { a(w,w) · } 
- v (ft(~ (e::,À,.), e:: 0 )w,w) 
à cause de la convexité de f sur [0, l-2e:: ] ) 
2e::2 
< inf { a(w,w) } 
-
v (ft(~(e::,À,.),e::)w,w} 
( €: + f(t,e::) est décroissante) qui est, par définition ll (À, e::) donc 
Sofent n ouvert borné régulier et BR 1 a boule ouverte de rayon R centrée 
en 0 (par exemple ! ) . Les quantités relatives au problème (II.2) pour n 
(resp. BR) seront considérées comme fonctions de n (resp. R) et notées en 
conséquence. 
Proposition II.?: Soit n c BR. On suppose que À*(e::,R} <®et que 
llu*{e::,R}IIoo < l-2e::/2e:: 2. Alors À*(e::,n) _.:: À*(e::, R). 
Preuve: Soit À< À*(e::, R). Puisque ~(À,e::, R)lnest une sur-solution 
de (II.2)n, la fonction v, égale à u(À,e::, n) dans n, nulle sur ~"\n 
vérifie v~ ~(À,e::, R) sur BR et ll(À,e::,n) = 
_ i nf { ___ a_;(_w...:..., w_,:_) __ _ } 
V (ft(~(À,e::,n),e::)w,w} 
> i nf { a ( w, w) } 
V _ (ft(v,e::)w,w) 
> inf { a(w,w) } 
V (ft(~(À,e::,R),e::)W,W} 
Ce résultat tient au fait que les solu~ions minimales sont fonction 
croissante du domaine (pour les restrictions à un domaine commun, cf [ 5] ); 
il est vrai si BR est remplacé par un domaine n'=> n. 
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Remarques : 
1] Il serait intéressant de définir une valeur limite E0 en dessous de 
laquelle on soit assuré d'avoir un retournement. Cette question est 
examinée dans [43] moyennant une hypothèse traduisant 1 'absence de 
variations brusques de u selon x, mais, malheureusement, on n'obtient 
pas une estimation quantitative du Eo (à cause de la constante inconnue 
intervenant dans 1 'hypothèse); ce problème reste donc ouvert, semble-t-
il. 
2] Pour n = 1 , n = ]-1, l[ et A=- t::, on montre, en utilisant la pro-
position (II.l) que lim u(À,X) = l-x 2 . comme pour le problème (II.l) 
À+o uh,o) 
avec f(t) =et. Mais lim u(À,X) = l-x 2 et non plus l-x comme pour 
À+CO U(À,O) 
( II . 1 ) et À 'ù 2 a e-l k avec a = u ( o) . 
-( ** ) En fait, c'est vraissemblablement la solution normalisée u À ,x qui 
ü (À**' 0) 
converge singulièrement, À** étant le deuxième (.et dernier) poi-nt de 
retournement de la branche en partant de (0,0). 
III. ETUDE QUALITATIVE DU PROBLEME (II.3) 
On considère maintenant le problème suivant 
u 
(II.3) 
~ a(u,v) = À 
( V v € Hb ( n) 
< e 1- EU , v > 
avec À ~ 0 , E > O. On posera f(t) 
solutions (À,u) de (II.3) vérifiant 
0 2. u(x) < l 
E 
V x e n 
= f(t,d 
t 
= el-Et . On cherche des 
III.l Etude de la branche de solutions minimales 




f 1 ( t) e est > = 0 et, en fait f est strictement convexe sur [0, l[ e: ( 1- e:t) 2 





[ 12] et [67], par application du théorème des fonctions 
u 
implicites à l'équation Au= Àel-e:u sur l'ouvert 
{ À > o · u € w2' P ( Q) n H 1 ( Q) 1 1 u 1 < l } 
- ' 0 co e: 
avec p > 2 tel que w2•P(Q) c L00 (Q), on obtient les résultats suivants 
Il existe À*(e:) e ]0, Àl] où Àl est la valeur propre fondamentale 
de 1 'opérateur A avec conditions de Dirichlet, vérifiant les propriétés 
suivantes 
1] Pour À e [0, À*(e:) [ (II.3) admet au moins une solution positive 
u € H1 (a) n w2•P(a) V p > 2, telle que lulco < 1/e: et, en fait une 0 . 
solution minimale ~(À,e:) satisfaisant aux mêmes co.nditions. L'appli-
cation À + u(À,e:) est croissante et régulière sur [0, À*(e:)[ et 
À < À*(e:) ~ ~(À,e:) où ~(À,e:) est la valeur propre fondamentale de 
l'opérateur A - ~ ft(~(À,e:), e:) : 
~(À, e:) = i nf 
w € v 
{ a(w,w) } 
(ft(~(À,e:)",e:)w,w) 
(rappelons que V= H~(Q) \ {Q} ou . {w € H~(Q) 1 lwl = 1} 
La relation À ~ ~(>.,e:) signifie que la branche minimale À+ u(À,e:) 
est stable au sens de la stabilité linéarisée. 
2] Pour À > À*(e:), (II.3) n'admet pas de solution u € H~(Q) telle que 
lui < 1/e: 
CIO 
3] u(À,e:) est 1 'unique solution de (II.3) vérifiant les conditions de 
1] , c'est-à-dire 1 'unique solution stable régulière 
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4] Lorsque À t À*(e:), ~(À,e:) t u*(e:) pp.et dans H~(g) faible, 
f (u(À,e:),e:) t f(u*(e:),e:) dans L1 (g) e~ dans H .. 1 (g) faible et 
{t..*(e:),u*(e:)) vérifie 
a(u*(e:),w) = À*(e:) < f(u*(e:),e:), w >V w e H~(g) (*). 
u* 
Comme el-su* € L1 (&1), on a u*(e:) € LP(Q) V p > 2 (mais pas L00 (&1)!). 
On va démontrer un résultat plus précis pour la convergence de 
~ (À, e:) vers u*( e:) qui impliquera que, 1 orsque 1 a di men si on de 1 1 espace 
n1 est pas trop grande, (À*(e:),u*(e:)) est une solution régulière de 
(II.3), et, en fait, un point de retournement régulier pour le pro-
b 1 ème ( I I. 3 ) . 
Proposition III.l : La convergence de ~(À,e:) vers u*(e:) lorsque 
À t À*(e:) a lieu dans W~(Q), p < 5 donc dans·Loo(Q) pour n ~ 9. Dans ce 
dernier cas, (À*(e:), u*(e:)) est un point de retournement régulier pour 
1 1 équation (II.3) pour À < À*(e:) , (II.3) admet loca~ement deux solutions 
u1 = ~ et u2 ~~, u2 i u, régulières. De plus À*(e:) = ~(À*(e:),e:). 
Preuve: Supposons que 11 on ait établi que 
f(u*(e:),e:) € LP(g) , V p € [1, 5[ 
Puisque f(~(À,e:),e:) t f(u*(e:),e:) si À t À*(e:) on aura, par le théorème 
de Lebesgue, la convergence dans LP(g) de f(~(À,e:),e:), donc par les esti-
mations de régularité classiques ~(À,e:) + u*(e:) dans w2•P(g), On utilise 
ensuite le résultat d1 inclusion (compacte) classique 
w2' P ( Q) c:: L 00 ( Q) si l - ~ < o i.e • n < 2p p n 
ce qui donne la borne sur la dimension (on a aussi, pour la régularité, 
u*(e:) € cj(n) avec 0 < j < 2 -.!!. pour n < 2p). p 
(*) et on peut dire, en un sens à préciser (cf [67]théorème 2) que 
À*(e:) < ~(À*(e:),e:). 
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On a enfin lu*(E) 1 < 1/E donc, par la proposition 3 de [67] 
00 
À*(E) = ~(À*(E),E). 
Soit <!! une solution non nulle du problème 
l A <li = À*(E) ft(u*(E),E) <!! <li € H~(n) 
alors <!! peut être chofsi > 0 sur n , par conséquent 
f f(u*(E),E) <!! dx > 0 et J ftt(u*(E),E) <!1 3 dx > 0 Q Q 
et par des résultats standard [37] [38] on aura un point de retournement 
régulier : au voisinage de (À*(E),u*(E)) les solutions de (II.3) pour 
À < À*(E) peuvent être paramétrées de la façon suivante 
À(S) = À*(E) + 1:(5) 
u(s) = u*( E) + s <li + z(s) In f tt ( u*( E) 'E) <l/3 dx 
avec ,(0) = ,•(o) = 0, , 11 (0) = - À*(e) < 
Jn f(u*(E},d <li dx 
z(s) dans un supplémentaire du noyau R <li z ( 0·) = z•(o) =o. 
0 
· Pour À= À(S) < À*(E), 1•équation ,(s) =- À*(E) +À aura deux 
solutions, 1 •une s1 < 0 correspondant à u(s 1) =~(À) et 1 •autre s2 donnant 
une solution de (II.3) u(s 2) = u2(À) >~(À), instable d•après ([67] théo-
rème 7). o•après ([67] proposition 3) u*(E) est 1 •unique solution de (!!.3) 
pour À = · À*( E) . 
Il reste à établir 1 •estimation LP(n) convenable sur f(u*(E),E). On 
adapte un procédé non linéaire d•estimation de f(u(À,E),E) sur la branche 
minimale pour À< À*(E) dû à Crandall et Rabinowitz [38]: 
si <P et tlJ : R + IR sont deux fonctions régulières vérifiant : 
<P(O) = tlJ (0) = 0, tlJ•(t) ~ <1> 12 (t) V t € IR, on a la relation suivante 
( III. 1 ) J À f ( u) tlJ ( u) dx ~ r À fu ( u ) <P 2 ( u) dx - J c( x) [ q, 2 ( u) - u tlJ ( u ) ] dx 
Q Q Q 
(on omet l•indice E pour simplifier et u est noté ici u). La formule (III.l) 
se démontre en écrivant que : 
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a(u,v) = À(f(u),v) avec v = 1jJ(u) 
a(w,w) > À(f(u)w,w) avec w = ~ (u) 
- u 
pour À < À* 
et en faisant la différence. 
Dans le cas présent on choisit ~(u) 




= (l-eu) [e -1] avec p > 1 
= f(u) 2p+l - 2 f(u)P+1 + f(u) 
pu 
l-Eu <V•(u)=-e[e -1] 




~·(u)z ..::.. p2 e = 





+ -- e l-EU 
v E > 0 ' p > 0 
2pu 
p_ e l-eu - 1 
2 
' 
U < 1/E , donc 
] 
et on choisit 1jJ(u) = p_ 
2 
[el- EU _ 1 ] 
On vérifie ensuite aisément qu•avec ces choix ulji(u) - ~ 2 (u) ~ 0, 
de sorte que 1 •estimation (III. 1) se simplifie et s•écrit 
u 2pu 
p_ J e ..,.-:EU [ e T=Eii - l ] 
2 n 
dx ~ J [ f (u) 2P+ 1 - 2 f ( u) p+ 1 + f ( u ) ] dx i . e 
n 
P. J f ( u) 2P+ 1 dx - P. J f ( u) dx ~ 
2 n 2 n f [f(u)





2 mes (n) '2p+T 
J f(u) 2p+l. dx ..::_ J 2 f(u)p+l dx < 
n n 
p+1 
J f(u) 2p+l dx] ~ (inégalité de Helder) 
n 
ce qui, pour p < 2 ie q = 2p+l < 5 donne une estimation de f(u) dans 
Lq, uniforme sur la branche (À,U(À)), À < À*. o 
dx 
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Remarque 1 : La prec1s1on des résultats numériques présentés à la 
fin de ce travail pour L = - 11 en géométrie. hypersphéri que, n étant 1 a 
boule unité de Rn, ne permet pas d'affirmer avec certitude que n = 9 est 
réellement une dimension critique, comme cela était le cas pour le pro-
b 1 ème (II. 1 ) (cf [ 52] ) . 
Remarque 2 : La branche minimale est croissante selon E , cela ré-
sulte du fait que u(À,E) = lim + un oQ un est la solution du problème : 
. ntoo 
n-1 u 
un = 0 sur a n 
dans n 
avec U0 = 0 
et E +un est croissante ou encore, pour El > E2 ~(À,El) est une sur-
solution de (II.3)E
2 
lorsque À< min (À*(E1), À*{E2)) ce qui suffit. On 
peut en déduire facilement la 
Proposition III. 2 : On suppose que. À*( d, u*( E) est un point de 
retournement régulier V E > 0 (ie n ~ 9 par exemple). Alors 1 'application 
E + À*(E) est décroissante. 
Preuve : Soient > 
u 
( E 1 ) 
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Pour A = A*(e:l) ' ~(A,e:2) > ~(A,e:l) = u*(e: 1); A< ll(A,e:2) -
= inf {a(w,w) 1 (ft(~(A,e: 2 ),e: 2 )w,w) } ' w € v 
< inf {a(w,w) 1 (ft(~(A,e: 1 ),e: 2 )w,w) } - v 
< inf {a(w,w) 1 ft(~(A,e: 1 ),e: 1 )w,w) } v 
Proposition III.3 Dans tous les cas, lim A*(e:) = 0 
e:too 
Preuve : A*(e:) . A ( ( ) ) > A(~) , = 2 pu1sque. ~A e: ,E ~ 
u(A(d,E) _?:. A(E) ~, où ~, e H~(n) , A ~ 1 = 1 ; comme I~(A(E),e:) loo< liE 
le résultat est évident. 0 
III.2 Prolongement maximal de la branche 
Dans le cas où n ~ 9 par exemple, A*(e:), u*(e:) est une solution régu-
lière de (!!.3) vérifiant lu*(e:) loo < 1/e: et la proposition III.l (voir 
aussi (67] théorème 7) montre que 1•arc (A,~(A,e:) ) peut-être prolongé au 
delà du point (A*(e:), u*(E)). La question qui se pose est de savoir jus-
qu•où on peut faire ce prolongement. En fait, en adaptant un argument de 
Rabinowitz [72] on va montrer que ce prolongement est possible tant que 
lu(A,E) loo< 1/E où (A,u(A,E)) est un arc de solutions. du problème (!!.3), 
au sens défini dans la 
Proposition III. 4 : Soit s c= IR+ x e Cn) 11 adhéren.ce de 11 ensemb 1 e 
des solutions (A,u) , A_?:. 0, 0 ~ u < 1/E de (!!.3). Alors S possède· 
une composante connexe maximale e contenant la branche de solutions mini-
males A = {A ,U(A,e:). 1 À < A*(e:)} et, le long de e, max U(A,E,X) tend 
vers 1/e:. X€Q 
Il se peut que e = A ou que e pro 1 on ge strictement A ( 1 orsque 










Démonstration : SoH é)n 1• ouvert de IR+ x e nn suivant : 
À 
é)n = {À,U 1 0 _::.À< À*(e) + 1 lui"'< 1/e - 1/n pour n~ne' ne étant 
un entier vérifiant 1/e - 1/n > O. Admettons pour un instant le résultat 
e 
suivant : 
Lemme : Soit Sn 1 •adhérence dans é)n de 1 •ensemble des solutions 
(À?U) eOn de (II.3). Alors Sn contient une composante· connexe maximale 
en contenant (0,0) et rencontrant la frontière de é)n en. un point F (0,0). 
Dans ce cas, on sait que si ()., u) e en' alors À _::. À*( e). o•autre part, 
t n-e 
d [el-et] < 7 n2 pour 0 < t < 1 l donc pour e ---
- n dt e2 - e 
e-n 
À e2 7 
0 ..:_À < - 1- e , on a une solution unique à (II.3) qui est forcément 
n2 
u(À,e). Le point où en rencontre aé)n, autre que (0,0) vérifie donc néces-
sai rement 1 u 1 = 1 1 e - 1 /n , 
00 
{À,U(À,e) /À < À*(e)} n é)n. 
la question. o 
et, par la maximalité de e , e Contient n n · 




Démonstration du Lemme : 
On met 1•équation sous la forme. équivalente suivante 
(III.3) 
l 
U = À g F(u,E) = T(À,u) 
(À,u) € é)n 
où g est 1• opérateur de Green associé à A et F 1 • opérateur de Nemytskii 
associé à f(u,E) : 
F(u,E)(x) = f(u(x),E) 
Par les estimations classiques de Schauder (A et n sont réguliers) 
T est continu et compact sur~ , V n < oo , T(O,u) = 0 , T(À,O) F 0 n . 
pour À F O. 






Comme dans le lemme 1.2 de [?2] on obtient 1•existence d•un ouvert 
wc:: é)n ' contenant en ' tel que sn na w = 0 ie sn"" en est à ,.exté-
rieur de w, w étant borné. Puisque aucune solution de (111.3) ne se trouve 
sur a~, on peut considérer le degré topologique [61] de u - T(À,u) au 
point 0 dans w = {U 1 (À, u) € w } : 
À 
deg ( u - T C\,u) , rn À , 0) est constant 
par homotopie, donc éga 1 à 1 (pour À = 0 ), ce qui est absurde. 0 
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IV ETUDE DE (II.3) EN GEOMETRIE HYPERSPHERIQUE 
Nous illustrons et précisons les résultats présentés ci-dessus pour le 
problème (II.3) particulier correspondant à A=- D. , ~ =boule unité de 




un + n-1 u' + -,-::EU 0 0 < r 1 À e = < (IV.l) r 
u 1 ( 0) = 0 u ( 1 ) = 0 
Les résultats sont essentiellement numériques,· sauf pour n = 1 où 
1 'on a quelques précisions supplémentaires. Le but ici est de mettre en 
évidence les analogies et les différences avec le problème (II. 1) du point 
de vue de la multiplicité ~t d'examiner ce qui se passe lorsque 
1 u (À, • ) 1 oo tend vers 1 1 e • 
IV.l Résultats analytiques élémentaires en dimension 1 
On s'intéresse au problème suivant : 
(IV.2) 
u 
l-EU U11 + À e = 0 u'(O)=u(l)=O · 
on pose rn = u(o) et e(z) = J~ et/l-et dt. 
Si on multiplie 1 'équation (IV.2) par u'{r) et qu'on 1 'intègre de 
0 à r on obtient : 
I u( r) u '2 ( r) + 2 À u(o) 
t 
el-et dt = 0 
Comme U 11 est< 0, u'(r) est< 0 donc 
u' ( r) 
= 
/e(m)-e(u(r)) 
et u est donnée par la relation implicite suivante 
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dz 
= /2À r .sous réserve 
toutefois que 1 'on puisse trouver rn vérifiant 
dz 
= /2;" (pour avoir u(l) = 0) 
La fonction • (rn) = fm 
0 
dz est définie pour tout rn < 1/E 
puisque, au voisinage de z =rn < liE 
~(rn) - ~ (z) - (m-z) rn/l-Em e -+ (~ (rn) - ~(z)f~ € L1 (o,m) 
Donc pour tout rn = u(O) < liE il existe une solution unique u(r) 
associée à À = ~(m) 2/2, ce qui prouve dans ce cas 1 'existence d'une branche 
(À,u) partant de (0,0) et le long de laquelle lui® tend vers· 1/E . 
Lorsque rn t liE ' ~(rn) tend vers O. 
En effet si on pose z rn n t ® --=v l-Em = l-EZ 
n n 
~(rn) e ( n) dv dv = = = 
(l+Ev) 2 Jt et/1-.tdt ( l+<v)' /f" eu du 0 0 ( 1 +EU )2 z v 
e(n) < 
r: 
dv < (l+En) f: 
dv 
- ~~ n e" -du /en- ev 
v ( 1 +En) z 
n 
--z 
= e (l+e:n) r 0 
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dv 
/1 - -v e 
n(l+e:n) + 0 
(poser v= nu et appliquer le théorème de Lebesque : 1 - e-nu ~ 1 - e-u) 
donc 1 orsque u ( 0) = 1 u 1 tend vers 11 e: , À tend vers 0 ; 
00 
l(J(m) atteint ainsi un maximum sur [ 0' 1.[ e: 1fJ(m*) et À* = l(J(m*)z 2 
·Les calculs numériques montrent que la fonction À(m) = 1fJ(m)2 /2 est 
unimodale. Pour tout À < À* on a deux solutions ub(À,x) < uh(À,x) avec 




Proposition IV.l : Lorsque 
uh(x) 
1 - lxi dans L2(0,1) et + 
uh(O) 





On peut voir qu•en fait on a un 
point d•arrêt (13] sur la branche 
haute en ce sens que uh(À,X) tend 
vers une fonetion qui est seule-
ment co (0, 1) ·: 
ub(x) 
+ 1 - xz 
ub(O) 
pp. ( i . e. uh (x) + u (x) 1 =-(l-I xl) 
c e: 
Preuve Pour À< À*, uÀ = ub(À,.) désigne la solution basse 
Soit y € 
c'est-à-dire 







]0' 1 [ . il existe xÀ tel que 
' 
uÀ(xÀ) 
OÙ u~(À,O) = y rn À = 
rn À 





dz (on fait tendre mÀ = rn vers 0 











rn Il 0~ 
~(rn) 
zm r tz t e 1-~t dt 
0 
e1-e:tz dt 
=· z = ( r t t el-e:t dt el-e:t dt 0 
z et [ 1 - ~ (zm) (i < 1 € < ;-;-:;-- ~(rn) .- Lt(O,l) 
et de plus lim ~(zm) = donc on peut appliquer le théorème de 
m+o ~(rn) 
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Lebesgue et r dz !1-Z 
XÀ + y = jï:y 
r dz r,::z 
0 
u (. ) 
Soit vÀ = À moyennant une extraction, vÀ + v dans L2 (0,1) 
rn À 
et pp; on montre alors facilement que v(x) =y (pp en x) donc 
v(x) = 1 - x2 
uh h,x) 
Pour la solution haute, en posant vÀ(x) = 
avec vÀ(xÀ) =Y: uh(À,O) 
;2; ~ r dz XÀ = rn 11 ~(zm) y 
~(rn) 




on obtient de même, 
À étant défini par 
avec rn 1 t-
e: 
du 
rezm f .,.:.t dt 
et ~czm) 0 0 (l+e:u) 2 = = 
~(rn) 
r JT:ëm t el-e:t dt eu du 0 0 ( 1 +e:U) 2 
zm 






pour z € [ 0, 1[, donc [ 1 
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~ ( zm) 
~(rn) 
.... 1 pp et est majorée par 
_l mz 1 ( 1-z) 2 • D • après 1 e théorème de Lebesgue, x, .... 1-y (et 1.. "' 1 orsque rn .... -) 
A 2~(m) E 
donc, comme avant, v~.. .... v pp et dans L2(0,1) (l•unicité de la limite implique 
la convergence de toute la suite) et v(x) =y ie v(x) = 1-x (x> 0) o 
Remarques: 
1 ] Rappelons que pour le problème (II.l) on avait les mêmes résultats 
1 im 
ub(x) 
1 - x2 1 im 
uh(x) 
1 1 xl = = -
À+O ub(O) uh(O) 
mais que, pour le problème (II.2), si 1 im u(l..,x) 1 - x2 , en -· 
1..+0 u(!..,O) 
revanche 1 im U(!..,X) = 1 - x2 aussi, on n•avait pas de perte de régu-
/..+a> u(I..,O) 
larité dans ce cas. 
u(O)f.\ 
ub(!..,x) 
lim = 1 - x2 
ub(!..,O) 
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2] Si on ne s'intéresse pas aux estimations liant À et rn, on peut appli-
quer directement la proposition (II.l) à· 
q;(zm) 
q; (rn) 
lors que rn .... 0 ou rn t 
e: 
mais ici il faut quand même faire un calcul pour trouver la limite de 
q;(zm) 
q;(m) 
lorsque rn t .l 
e: 
on obtient les résultats de convergence dans eo(O,l~. 
IV.2 Etude numérique en dimension n 
On considêre le problème aux limites 
u 
(IV.3) 
n-1 u, + À e 1- e:U = 0 
r l u11 + u'(O) = u(l) = 0 (e: > 0) 
L • étude du di a gramme de bifurcation b, u (À, 0) ) peut se faire de .la 
manière suivante 
On considère le problème de Cauchy: 
w 
lw" + 
n-1 w• + 1-e:w = 0 r > 0 e (IV.4) r 
w(O) = Cl w• ( 0} = 0 
qui admet, pour tout a € [0,1/e:[ une solution-unique wa décroissante 
strictement (*). Soit r
0 
l'unique point de IR+ tel que wa(r0 ) = 0 et soit 
u(r) = wa(r r
0
) pour r € (0, 1). Alors u vérifie l'équation 
u 
(IV.5) r 0 lu .. (r)+n-l u'(r)+r 2 el-e:u u'(O) = w' (0) = 0 ; u(l) = w (r ) =0 
Cl 0 
donc u est une solution de (IV.3) pour À = r~ et dans ce cas u(O) =a . 
(*) (IV.4) implique que fr [rn-l ~] < 0 pour r > 0 donc rn-l ~ + et 
en particulier~ est .s. O. Pour n = l, on est assuré que west concave. 
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Réciproquement, si u est une solution de (IV.3) alors 
w( P) = u (1) 0 < P < r;: vérifie 
. /À w 
wn ( P ) + n- 1 w • ( P ) + e 1- e::w = 0 
(IV.6) lw(O) = u(;) 
w•(o) = o 
Autrement dit, on obtient toutes les solutions de (IV.3) à partir· du 
problème (IV.4) en faisant varier a dans [0, 1/e::[. 
Le diagramme de bifurcation est 1•ensemble (À,U(À,O)) paramétré par 
a e [0,1/e::] , c•est-à-dire (r~(a),a) où, pour a donné, r
0 
s•obtient par 
la résolution de (IV.4). 
Le raisonnement ci-dessus est en fait valable également pour le problème 
( II.l) (e:: = 0 , a e [O,oo [ ) et pour le problème (II.2) avec eu/l+e::u 
( e:: > 0 a e [ O,oo [ ) et c • est ce qui a été uti ·1 i sé numériquement pour tracer 
les diagrammes figurant en annexe, où 1 •étude est faite, pour (II. 1.2.3) 
en fonction de la dimension n. 
IV.3 Conjectures et conclusion 
Au vu de ce qui a été dit en IV.l et des résultats numériques figurant 
ci-après , on peut faire l•analyse suivante (c•est, essentiellement un 
recueil de conjectures sauf pour n = 1 !) : 
1] Pour 0 < n < n1{e::) on a un seul point de retournement et À+ 0 
lorsque lu la> + 1/e:: (figures 1, 2 et 3 de 1 •annexe) 
2] 
3] 
Pour n 1 ( e::) 
et lorsque 
(figures 1 
< n < n2(e::) 
luloo + lie: 
à 5, et 7) 
on a plusieurs (une infinité de ?) retournements 
À semble converger vers une valeur À 
c 
Pour n > n2(e::), on a, semble-t-il unicité sur [0, À*(e::)[ = 
-36- . 
4] La dépendance de n1 , n2 selon E n'est pas très claire à nos yeux. 
En revanche _(cf fig 8) la dépendance de 'Àc selon n est, numériquement 
parfaitement linéaire (au moins pour n > 4 par exemple) 
avec a{E) > 0 , b(E) > 0 
5] (examen de la figure 9) Pour n = 1 on vérifie que la solution normalisée 
varie de - X2 à 1 -x lorsque umax varie de 0 à 1/E (E = 0.2). 
et si 
Pour n > 1 on devrait converger vers une solution convexe au 
plus aussi régulière que 1 - lxi (éventuellement la fonction nulle 
pour x > 0). 
Remarque : Estimation du coefficient a(E) 
Il est démontré dans [52] le résultat suivant 
si on considère les deux problèmes 
) u" 
n-1 u' + f(u) = 0 ; u(O) u 1 ( 0) u ( 1 ) 0 +- À = a = = r 
v' + Jlr f(v) = 0 v( 0) = a ; v( 1 ) = 0 
f est ~ 0, 1 i pschi t.zi en ne, alors pour n assez grand 
llu(a,.)- v(a,.)ll < 
00 -
n 




Nous appliquons ce résultat à f(u) 
faisant tendre a vers 1/E 
1-;ü 
= e (non lipschitzienne !) en 
. si ll(a) +Il 
c 
Or 1 a 1 imite Ile 
L'équation en v 




- Il r = e v 
e l-EV a 
calcule très 
t 
- l-Et dt 




JJ r 2 
--2-
-37-
Donc v(a,.) est donné par la relation implicite 
Iv ( r) t e- l-et dt = - ~rz a 2 
r t avec - l-et dt ~ (pour avoir v( 1) 0) e = = 2 0 
r· t Lorsque 2 - 1-et dt a + ' ~ + ~c = e e 
0 
soit ~c = 2 . Le calcul numérique de cette intégrale 
donAe une valeur ~c(e) en bon accord avec les estimations a(e) déduites 
de la figure 8 : 
E 0 0.2 0.4 0.6 0.8 1 2 5 
~ (e) 
c 
2.00 1.48 1. 21 1.03 0.90 0.81 0.53 0.26 
a( E) 2.00 1.46 1.19 1.02 o. 90 0.81 0.53 0.29 

ANNEXE 
RESULTATS NUMERIQUES CONCERNANT LE PROBLEME 
u .. + n -1 u • + t.. exp ( -1 u ) = 0 
r -EU 
u•(O)=O 
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Figure 1 : Diagramme de 
Bifurcation pour n = 1 
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Figure 2 : Diagramme de 
















Figure 3 : Diagramme de 








Figure 4 Diagramme de bifurcation 
pour n = 4 
E = 0 
EE: = 0.2 








Figure 5 Diagramme de bifurcation pour n = 9 
E = 0.2 
E = 0.4 
E = 0.6 
5 10 
E = 0 E = - 0.1 








Figure 6 Diagramme de bifurcation pour n = 10 
e: = 0.2 













n = 3 
Figure 7 : Etude du diagramme de 
bifurcation selon n pour E = 2 . 
1.5 
n = 4 
À 
Figure 8 : Etude de À en fonction 
- c 















n = 1 
2// 
Figure 9 : Evolution des profils normalisés lorsque u(O) 
(convergence vers le point d•arrêt- les indices sur les 








x = 1 
n = 3 
1 






n = 4 
x = 1 x = 1 
CHAPITRE IV 
SUR UNE CLASSE DE PROBLEMES ELLIPTIQUES 
NON LINEAIRES CONVERGEANT 
VERS UN PROBLEME A FRONTI ERE Ll BRE 
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I. INTRODUCTION ET MOTIVATION. 
Le travail qui va être exposé dans cette partie a été motivé par 
1 'étude du problème modèle suivant 
L•évolution de la concentration de. s:uos:trat Set de la température e 
-. 
dans· une membrane enzymatique. plane d'épaisseur 2e est, sous des hypothè-
ses· classiques ([ 401) décrite pa-r 1 e système d • équations suivant 
(I-l) 
as a
2s vm s 
.... Ds 
-
+ = 0 
at ax2 ~ + !SI 
a2e ae v s 
- D - Lii:L m = 0 
at e ~ ~ + !SI 
S(-e,t) = S(e,t) = S ; S(x,o) = o 
0 
e(-e,t) = e(e,t) = e ; e(x,o) = e 0 0 
pour -e < x < e 
On s•intéresse au régime stationnaire. Dans ce cas, 1 •élimination de S 
grâce à la relation : 
Ds Lll:l 
--- S(x) + e(x) = constante 
conduit à 1 •équation en e 
d2e LlH 
dx2 + De vm 
(I-2) 
6(-e) = e(e) = 80 
as + e - e 0 0 
avec Ct. = 
= 0 
D LiH s 
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Dans ce modèle, Ds, De , t.H, Km s:ont cons:i dérés comme variant 
peu avec 1 a température, tandi:s: que Vm, vi:tesse mrudma 1 e de 1 a réaction, 
en dépend par la loi d'ArrElénias~: 
V rn = 1J 0 exp [ -· E 1 R e] 
e E 
En posant v = y= et x = ey on ofltient 
d2v AH Voe2 a.So + e0 - e0v 
_y 
dy2 
+ e v 
De eo a.Km + 1 a.So + eo - eovl 
v(-1) :::; v(l) = 1 
w 
Enfin, en considérant la transformation v = 1 + 
y 
problème avec conditi.ons de Dirich-let homogènes au 5ord : 
(I-3) 
où on a posé 





e: + 1 a - w·l 
w(-1) = w(l) = o 
a = 
11 = 
2 -y AH V
0
.e ye 









on est conduit au 
Lorsque a =o(1), Km restant petit devant S
0
, e: joue le rôle d'un para-
mètre de perturbation, J1 étant considéré comme un paramètre de bifurcation. 
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On se trouve a 1 ors dans 1 a s.ituati.on suiyante : 
* 1 e pro li 1 ème ( I-3) admet, pour tout s > o, ·À > o, une ou p 1 usi'eurs so 1 u-
tfons, positiVes, majorées· par a, mais· · 
* les s.olutions limites, e.n un s.ens. à préciser ne peuvent, du moins 
pour À assez grand, vérifier le problème rédui't 
2 
d W 1 + ôW 




w(-l) = w(l) = o 
pour 1•une des raisons s.uivantes;; 
a) si ô> o, (I-4) admet des. solutüms pour tout ::\ > o qui' :tendent toutes en 
norme. uniforme vers + oo 1 orsque. À tend ve:rs. + oo. 
li) si ô.= o, (I-4) n•admet pas .de. s_olution au-delà d•une certaine valeur 
cri:ti:que À c ([52] ) . 
Ces diverses· s.i.tuations sont représe.ntées sur 1 a fi· gu re 1. 
On s.·e propos.e ici de trouver 1 e prolll ème 1 imï:te correct et d • étudier sa struc-
ture (en parti.culier lorsque À est assez grand, ce qui. correspond aux bran-
cfœs. limites singulières. de la figure 1) 
- 4 -
( ~0 ) (limite fonnelle de I-3 : problème I-4) 
(a) 
a---------






Figure 1 (a) cas où ( ~ 0 ) n'a pas de solutton pour À assez grand. 
(b) cas où ( ~ 
0
) a toutes ses solutions > a pour À grand. 
- 5 -
Nous sui.vrons la méthode uti.li.s.ée. p&r Brauner et Ni.colaenko, qui ont 
cons:idéré des proolèmes: également ts:s:as: de la cinétique enzymatique ou 
de la catalyse clii'mique, mais· ave.c des· non--linéarités 11 flomographi'quesn 
du type suivant ([ 15] [ 16] [ 171) 
(1 - w)m 
~:,. w + À = o dans S4 ouvert 5orné 
s + (1 .... w)m+K. 
(l-5) 
w = o sur 1 a fronttère 3S1; m >1; o < K < 1 
On va étudier en fait une classe plus générale de problèmes aux 
1 imites e 11 ipti ques non 1 inéa ires du second ordre de 1 a forme : 
<j;(x) - u 
Au = À g (x , u , s) = À f ( u ) 
s+ I</J(x)-ul 
où, 1 ors que s tend vers o, g (.x, t ,s) converge vers une fonction di sconti-
nue selon t. 
Après avoir étudié rapidement ce problème 11 perturbé 11 , on montre qu•à la 
limite, on obtient des solutions d•un problème à frontière libre qui 
s•interprète comme un problème à deux phases. Sous certaines conditions 
ce problème à deux phases dégénère en un problème d•obstacle. Ce cas est 
traité en détail, en particulier en ce qui concerne la convergence des 
branches de solutions du problème perturbé vers le problème limite, ainsi 
que 1 •approximation numérique du problème limite. Enfin, 1 •étude théorique 
est illustrée par des essais numériques portant sur le problème modèle : 
a - u 
/S.u +À----
s + la-u! 
unité de. Rn ) . 
en géométrie hypersphéri que (" S4 est 1 a boule 
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On met ains:i en évidence le fait que. le problème. d•onstacle limite peut 
avoir des potnts· de retournement s:ur la hrandi.e inéquation (i.e. la 5randîe 
de so 1 ut ions à- fronttère. 1 tlire non trtvia 1 e). 
II. FORMULATION DU PROBLEME GENERAL. 
Dans toute la s-ufte, nous; cons·idérerons le proolème 11 perturb.é 11 
suivant : 
J/J(X) - U 
Au = l · f(u) dans n 
e: + hH.x ) ... u 1 
(ri-1) 
u :::; o sur an 
avec les notations suivantes 
+ n est un ouvert borné de Rn de fronttère an régul; ère 
• 
n au a Au = - ~ (a ... (x) -) + c(.x)u avec lJ i ,j=l d x. 1 
c ' a .. 1J ee 2(n)' 
n 
l:. a .. (x)ç:.ç:. 1J . 1 J f ,j=l 
ax. 
J 
a ... (.x) 1J = a .. (.x) ' Jl 
> 
Pour u, v e li~ ( n) on posera 
n 
a(u,v) = ~ 
i ,j=l 
= a0 (u,v) + ~ c.u.v dx 
c(x) .:_ 0 et 
'ï:lf, e R n ' 'ï:/ .x e n a > o 
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+ 1 es deux paramètres. À. et s ont chacun un rôle spéctfique : 
À> o est considéré comme un paramètre de é.i"furcation, alors que 
e: > o joue le rôle de paramètre de perturéatfon : e: \ 0+ • 
+ 1 a foncti.on 1/J > o, qui jouera ultérieurement 1 e rôle d •un oostacl e, est 
. 1 00 
supposée dans H (n) nL (n) 
+ 1 a non-1 inéari:té f véri fi:e 1 e.s: b.ypotllèse.s suivantes 
(i) f e C 2( R) 
( i5) f est > o sur R , f ( o) > o 
( iîi) f est croi·s.sante (au sens: 1 arge.). 
t 
Dans le cas particulier 1/J .=a, f(t) = · e1 + ôt , s·> o 
on trouve 1 e problème modèle de 1• i·ntroduction. 
et A = - t.., 
On prend les notations usuelles pour les produ,~ts scalaires et les normes 
sur L 2(n) et H~(n) : 
lui = 
liu Il = 
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III. STRUCTURE DU PROBLEME PERTURBE. PROBLEME LIMITE. 
III~1 Le problème perturbé. 
On dira que ue H;(n) est une solution de (II-1) si f(u)e L2(n) et si 
(II-1) est vérifié p.p. (donc ue H2(n)). On utilisera la forme variation-
ne 11 e de ( II -1) 
(III-1) 
\jJ - u ) 
a(u,v) = /.J. f(u), v 
\E+II/J-ul 
'If v e H~ ( n) ; u e 1:1; ( n) 
P!topo.o.i.tion III-1 : soient À> o, E > o fixés : 
+ Toute solution u de (III-1) vérifie : o 2 u(x) 2 II/Jiœ p.p. sur n 
+ Le problème (III-1) possède au moins une solution u e H1(n) ri w2 'P (n) 
. 0 
telle que o 2 u(x) 2 II/Jiro et, en fait, une solution maximale et une solu-
tion minimale. 
Preuve : - pour la première partie il suffit de prendre v= u- = max(-u,o) 
+ ou v= (u -II/JI
00
) = max(u - II/JL:lo,o) dans (III-1) pour obtenir les inégalités 
- pour la deuxième partie, on note que u = o est une sous-solution 
de (III-1), u = II/Jioo est une sur-solution de (III-1); il suffit ensuite 
d•adapteruneméthode de monotonie classique (cf. Amann [2]) pour conclure. 
Finalement, la régularité W2'P(n) s•obtient par le fait que 
--- f(u) < f( li/JI ) e LP(n) 1 
ljJ-U 1 
E +11/J - U 1 - . oo 
et en appliquant les estimations de Agmon-Douglis-Nirenberg ([ 1]) • 
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III-2 Convergence du problème perturbé. 
P~opo~~on rrr-z Soit (us) s > 0 une famille de sa 1 uttons de 
(III-1), pour À fixé. Il existe au moins une valeur d'adhérence dans la 
topologie w2 'P(~) faible Vp.::_2, lorsque E \o. Toute valeur d'adbéren-
ce u vérifie 1 • i néqua ti on : 
a(u,v-u) + À(f(u), v-u)+ 2À(f(u),(v-~)-) > 2À{f(u), (u-~) 
(III-2) 
· (on peut prendre en parti cu 1 i er 1 es fami 11 es u ( resp. ü ) de sa 1 uti ons . 
. -€: E 
minimales (resp. maxima.les)). 
Preuve : soit u une solution de (III-1); on a 
E 
a < u < lwl 
- E- co 0 < f ( u ) < f(l tV 1 ) - E - co et 
1 Au (x) 1 = 
E 
lw - u 1 . À s f(us) < Àf( lwl ) 
s + lw- u 1 - co 
E 
donc Aus est dans un borné de LP(~) Vp ==9 us est borné dans w2 'P(~) 




Z = a{u , v-u ) + À(f(u ), v-u ) 
E E E E E 
+ 2À(f(u), (v-~)-- (u - w)-) 
E 
u dans H01 (~), on a lim a(u v-u ) -E ' E -
E \ 0 
+ 
= a(u, v-u) VveH;(~). 
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Le deuxième terme tend vers À(f(u) ~ v-u) par le théorème de Lebesgue 
car lf(ue:).(v- ue:)l~ f(ll/JI 00,)(1vl +11/Jioo). 
Enfin, étant donné que v ~v 
dernier terme tend vers 
est continue de 
donc 
lim Ze: = a(u, v-u) + À(f(u), v-u) 
+ 2À(f(u), (v- 1/J)-- (u- 1/J)-). 
Il suffit, pour conclure, de montrer que 1 im Z > o 
e:-
e: \ 0+ 
dans 1 ui -même, 1 e 
En utilisant 1•équation (III-1) pour exprimer a(u , v - u ) 
e: . e: 
Z = À(f(u )( 1/J - ue: + 1) , v - u ) + 
e: e: . e: 
e:+ll/J- Ue:l 
+ 2À ( f ( u ) ' (v - 1jJ f - ( u - 1jJ) - ) e: e: 
1jJ - u 
= À((1- e: )f(u ), (v- 1/J)-) 
e: + 11/J -- u 1 e: e: 
1jJ - u 
+ À(( e: - 1) f(u ), (u - 1/J)-) 
e: +11/J - u 1 e: e: 
+ À((1 + 
- À{(l + 
e: 
1jJ - u 
__ ..;;.e:_ ) f(ue:), 
e:+jljJ-uj 
e: 
1jJ - u e: ) 
+ (v - 1/J) ) 
> 
- 11 -
t/J - u 
> À( ( ___ E_- 1)f(uE:), (uE: - t/J)-) 
E:+lt/J - u 1 E: 
- À (( 1 + 
t/J - u 
__ __..;;E:~ ) f ( U'E: ) , ( U E: - t/J) +) 
E: + 1 t/J - u 1 E: 
(les deux autres termes sont~ o). 
Or chacun de ces termes tend vers o pour le premier,. 
__ E_ - 1 f ( u ) ( t/J - u ) dx = - E: E: f ( u ) dx J ( tj;-U ) J tj;-U E:+ 1 tj;-U 1 E: E: . E:+ 1 tj;-U 1 E: t/J>U E: . t/J>li E: E: E: 
est borné par E:f{lt/JI
00
) mes (n) 
Pour le deuxième 
= 
f t/J - u = - E:f ( u ) E: dx U > t/J . E: E:+ 1 tj;-U 1 est borné de la même façon • E: E: 
Remarque : On a prouvé en particulier que 1 'I.V. (III-2) admettait au 
moins une solution u e w2'P(n); on va voir ci-après que toute solution de 
(III-2) a cette régularité. 
III-3. Interprétation et formulation forte de (III-2) 
En écrivant, dans (III-2) que 
+ - + -v - u = v - t/J - (u - t/J) = (v - t/J) - (v - t/J) - (u - t/J) + (u - t/J) 
on voit immédiatement que (III-2) est équivalente à la formulation : 
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a ( u, v-u) + À ( f ( u) , 1 v - lJ! 1 ) - À ( f ( u) , 1 u - lJ! 1 ) ~ o 
( I II-2)' 
1 1 VveH (Q); ueH (Q) 0 0 
et, en particulier si f = 1, on a une I.V. de 2ème esp~ce: 
a(u, v-u) + Àj(v- lJ!) - Àj(u - lJ!) ~ o 
j(w) = ( .lwldx JQ . 
Vve H~(n) 
avec 
Pour ue w2,P(n), (III-2') conduit alors à une formulation forte 
on remarque d'abord que (III-2'), qui s'écrit aussi 
(Au, v-u)+ À(f(u), lv -1/JI)- À(f(u), lu -lPI)~ o 
es.t valable alors, sous cette forme, pour toute fonction v e L 2(n), par 
densité. 
• on choisit d'abord v =1/J+ ]lW, J.l~O, w> o 
dans cette formulation, ce qui donne, '\/J.l ~ o : 
J.l(Au,w) + J.lÀ(f{u),w) ~ (Au,u- lJ!) + À(f(u), lu -ljij) 
d'où l'on tire les deux relations 
Au + Àf(u) ~ o p.p. 
(Au, u - l/1) + À{f(u), lu --lPI) < o 
• on choisit ensuite v = 1/J- ].lW, J.l ~ o, w > o, ce qui donne la relation 
supplémentaire : 
- Au + Àf(u) > o p.p. 
Donc (III-2') implique les relations suivantes 
- ~3 -
- Àf(u) 2 Au < Àf(u) p.p. sur n 
(Au , u - 1jJ) + À ( f ( u ) , 1 u -1)J 1 ) ~ o 
• en multipliant les relations Au+ Àf(u) > o et - Au + Àf(u) ~ o 
p.p. par, respectiveme~t, (u - 1)J)+ et (u - 1)J) et eh faisant la somme 
on obtient : 
Au ( u - 1jJ) + À f ( u ) 1 u - 1jJ 1 ~ o p . p . 
• Si on int~gre cette relation sur n, on obtient 
(Au , u - 1jJ) + À ( f ( u) , 1 u - 1jJ 1 } ~ o 
Mais d'après la relation complémentaire, on a aussi 
(Au, u - 1jJ) + À(f(u),lu -1)JI) 2 o , 
d'oO 1 'on déduit que en fait, 
Au(u - 1)J) + Àf(u) lu - 1JJI = o p.p. Donc (III-2) implique 
la formulation forte : 
- À f ( U ) 2 Au 2 À f ( U ) · p . p . S.U r Q 
(III-2 11 ) Au(u - 1)J) + Àf(u) lu - 1JJI= o p.p. sur n 
u = o sur an 
Réciproquement, en multipliant les relations Au + Àf(u) ~ o, 
-Au+ Àf(u) ~ o par, respectivement (v - 1)J)+ et (v - 1)J)-
et en faisant la somme on obtient : 
(Au, v - 1jJ) + À(f(u), lv -1JJI) ~ o qui redonne exactement 
(III-2') si·on retranche la relation complémentaire. 
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Interprétation en termes de problème à frontière libre. 
(III-2 11 ) équivaut à (III-2 11') 
Au e [ - À f( u) , Àf ( u)] p. p. 
(u - 1/J)+[Au + Àf(u)] = (u - 1/Jf[Au - Àf(u)] 
u = .o sur n , u e r..J.2'P(n) 
donc Au + Àf(u) = o sur n+ = {x 1 u(~) > 1/J(x)} , Au - Àf(u) = o 
Sur n_ = {x 1 u(x) < 1/J(X)} et Aue f- Àf(u), Àf{u)] 
sur n0 = {x 1 u(x) = 1/J(x)} avec les conditions de transmission usuelles 
sur an+ et an_\ an pour u et a u 
a n 
III -4. Le prob 1 ème 1 imite à deux phases. 
: on a un problème à deux phases. 
P~opo~~on III-3 : toute solution u de (III-2) a la rêgularité 
W2'P(n) Vp>2 donc cl+a.(n),a.e(o,l). 
Preuve : on pose g(x) = f(u(x)). Alors u est la solution unique de 
1 'inêquation : 
{
a(u, v-u) + À(g, v - u) + 2À(g, (v - 1/Jr) ~ 2À(g, (u - 1/Jf) 
ue H~(n); Vve H~(n) 
(la fonctionnelle j (v) = À l g • v + 2À 
sur H~(n) et 1 'I.V. 
a(u, v-u)+ j(v) - j(u) ~ o). 
est convexe s.c.i. s'écrit : 
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t~ais cette solution u s'obtient comme limite dans w2 'P(D) des u 
s 
solution de : 
Au 
E 
1jJ - u 
= À s g(x) 
s+lw-usl 
'rf p > 2 • 
PJtopo.o.ition. III-4 : on pose K = {ve H;(D) 1 v..:_ 1jJ p.p. sur r2 } 
Si u, solution de (III-2) est dans K, alors u est une solution du problème 
d'obstacle 
l a(u, v - u) .:_ À(f(u), v - u) (III-3) '\/v e K; u e K. 
En particulier, si Al)J est une mesure 2:0, l'LV. (III-2) se réduit au problème 
d'obstacle (III-3). Si Al)J + À0f(1)J) ~ 0, le résultat est vrai pour À~ ÀO 
Preuve : Si u e K, v e K, on a ( u - 1jJ)- = 1jJ - u, (v - 1jJ) = '-/1 - v 
et (III-2) s'écrit pour ve K : 
a(u, v-u)+ À(f(u), v-u)+ 2À(f(u),1)J- v- (w-u)) > o i.e. 
a(u, v-u).:_ À(f(u), v-u). 
Soit ensuite u une solution quelconque de (III-2) et supposons 
a(l)J , Z) +).(f(w) , Z) ~ 0 \J Z E: H6(r4) , Z ~ 0 
+ 1 On choisit v = u -(u - 1jJ) e H
0
(D) dans (III-2) 
- a(u, (u- 1)J)+)_ À(f(u), (u- 1jJ)+) + 2À(f(u), (-(u- 1jJ )-)-) 
.:. 2À(f(u)' (u - wf) i.e. 
- a(u, (u- w)+) - À(f(u), (u- w)+) > o < > 
+ + + + 
- a((u- 1jJ) ' (u- w) ) > À(f(u), (u- 1jJ) ) + a(1jJ, (u- w) ) .2:. 0 
+ 
--'> ( u - 1jJ) = 0 > u < 1jJ p.p. et il suffit d'appliquer la première 
partie de la proposition • 
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P~opo~~on III-5 : On suppose que A 1/J est une mesure > o et soit u 
- Ë 
une solution de (III-1). Alors us e K et si s \ o+ , on a convergence 
de u (après extraction .... ) vers une solution de 1 •r.v. : 
s 
a ( u, v-u) :_ À ( f( u) , v-u) 
(III-3) 
u e K; "ive K 
Preuve : la convergence vers (III-3) résulte des propositions (III-2) 
et (III-4). Il reste a montrer que u e K. 
s 
On reprend le problème perturbé (III-1) sous la forme 
a(u - 1/J,v) 
s (
1/J - u ) 
=À s f(u ),v - a(1jJ,v) 
e:+ll/J-U 1 E: 
E: 
et on prend v = (u - 1/J)+ 
s + 
+ . + ( ( u - 1jJ) +) . + 
a((u -1jJ), (u -1/J)) =-À s f(u ),(u -1jJ) -a(1jJ,(u -1/J)) 
s s s +11/J - u 1 s s s 
s 
+ + + 
a( (us - 1/J) , (us - 1/J) ) ~ 0 ~ (us - 1/J) = 0 i.e. us ~ 1/J • 
Remarque : si A\jJ + Àf(l/J) .2. 0 a À fixé seulement, on ne sait pas si us=:: K . 
Conclusion 
* dans le cas général on a convergence du problème perturbé (III-1) vers 
le problème a deux phases (III-2). 
* si AljJ :_ o le problème a deux phases se réduit au problème ~'obstacle) 
a une phase {u < 1/J} (III-3) 
* dans ce cas, le problème perturbé (III-1) est une approximation de 
(III-3), intérieure au convexe. 
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Pour terminer, voici que 1 que s. exemp 1 es: montrant que, 1 ors·que AtJJ n'est 
pas ~ o on peut avoir plusieurs si.tuations (en parti"culier en ce qui con-
cerne la zone de coïncidence {u = tJJ}). 
Exemple III-1 : 
A=- â, Q = J-1, 1[ , f(t) ~ 1, "l/J(X) = 2 1 + ~ 2 . 
. Si f est constante, on a toujours 1 'unicité dans (III~2) car 
j(v) = Àl v dx + 2À L (v- 1/J )-dx est convexe. 
La solution de (III-2) est la suivante : 
À 2 À< 2 = ÀC : u(x) = - (1 -.x ) (solution équation). 
2 
À > 2 : u (x) = "l/J (x) : o < .x < p 
- ~ .x2 + (À+1) px + ~ - (À+1)p p < x < 1 
avec À = 
À < 2 u(x) 
-1 
Phase {u < "l/J} 
2 [ 1 + p- t2] 







'À > 2 
Pbase {u < tJJ}+ nuage {u = "l/J} 
Jamais de phase {u > "l/J} 
x 
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Exemple III-2 : 
A = - !J., Q = ] -1,1[ , f(t) = 1, o/(X) = 1 + 2x2 
(ici J..c = 2 < !J.o/ ce qui change tout). 
La solution (unique) de (III-2) est la suivante 
À < ÀC = 2 u (x) 
On doit avoir tJ.u e [-À,À]. Or sur {u = o/} on a &u = &o/ = 4 
donc pour 2 < À < 4 on n • a pas de nuage {u = o/} de mesure > o. 
2<À<4: 
u(x) = À 2 À 
- - X + 2ÀpX + - - 2Àp 
2 2 
avec À = 2(1 + 2p2) 
2 3p - 4p + 1 
O< X< p 
p <X < 1 
= 2(1 + 2p2) 
( 1-p )( 1 - 3p) 
y'3" 1 Pour À = 4, la solution u > o/ colle à l'obstacle o/ (et p = 1 -- <-). 
2 3 
À> 4 u(x) 
1 •(x) o < x < p 
= l- ~x2 t (À+4)p.x+~- (À+ 4)p 
2 2 
avec À= 2 (1 + 4 P- 2P2) 
(1 - P) 2 
u4 u~ u 
{U<o/} À>4 
2 phases présentes 
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Exemple III-3 (obstacle irrégulier) 
A = - !:::. , 1/J (x) = 1 + Lx 1 
2 < À < À* 
c 
u(x) = 
: u (x ) = ~ ( 1 - .x 2) 
2 
À 2 r 2 x +1+r-À- o < x < r 
2 2 
À 2 Àr2 2'\r2 
(tant que u • (r) < 1) 
-- .x + 2Àr.x + 1 + r + - - 1\ 2 2 r <x < 1 
2(1 + r) 
avec À = 
3r2 - 4r + 1 
À~ est obtenu pour r = 3 - 21Z 
( À = 3 + 2/2 ) 
c 




1 <lxi < 1- ~ et u tend vers 1jJ lorsque À tend vers+ co 
À -~ 
* <À<À. c 
2 phases présentes 2 Phases présentes 
+ un nuage { u = 1jJ } 
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IV. ETUDE DETAILLEE DU PROBiEME PERTURBE LORSQUE A~ ~ o. 
On vient de voir que si a(l/J, Z) ~ o, 'd Z eH~(n), Z ~ o les solu-
tions du problème perturbé vérifiaient u ~ ~ et convergeaient vers les 
solutions du problème d'obstacle associé à Au - Àf(u) et~ . On peut 
obtenir des résultats de convergence plus précis et, en particulier de 
la monotonie en considérant des schémas itératifs classiques définissant 
les solutions maximale et minimale, tant po.ur le problème perturbé que 
pour le problème limite. On va reprendre complètement 1 'étude dans ce 
cas, d'abord pour le problème perturbé 
l/J - u 
a ( u , v ) = À( f ( u ) , v ) 
e:+ ~~- uj 
(III-2) 
1 1 V v e H ( s-2) ; u e H ( s-2) 0 . 0 
On va utiliser le fait que l/J est sur-solution de (III-1}. 
Ptr.opo-6-U.i.on IV-1 : pour tous e: > o, À~ o , (III-1) admet au moins 
une solution u e w2'P(n), Vp > 1. Une telle solution vérifie toujours : 
o < u (x) <~(x). 
- E: -
Preuve : soit u e W2'P(n) une solution de (III-1). On prend 
E: 
v = (~ - ue:) = - inf (~ - ue:' o) e H~(s-2) dans (III-1) 
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u < ljJ p.p. 
e:-
ljJ - u 
Dans ce cas, on a alors . Aue:= À e: f(ue:) > o 
e: +r ljJ - ue:., 
et on en déduit que u > o sur ~. Si ljle H2 (~) et si AljJ i o ou si 
e:-
1/J i o sur an, on a même u < lJJ p.p. sur n par le principe du maximum 
e: 
appliqué à ljJ - u . 
e: 
Pour 1 'existence on peut simplement noter que u = o est une sous-solution 
de (III-1), que u = ljJ est une sur-solution, puis d'adapter à ce cas fai-
ble (l/l e H1(n)) les résultats classiques de Amann ( [ 2] ) . Comme nous 
aurons besoin dans la suite du procédé de construction des solutions mini-
male et maximale, nous allons détailler la méthode, adaptée de [12] • 
On notera ~(Il, e:, .), resp. Ü(À, e:, .) les solutions minimale, resp. 
maximale de (III-1). 
Soit T 1 'application qui, à toute fonction v e L00 (n) associe 1 'unique 
fonction w =Tv e H1(n) nW2'P(n) solution du problème linéaire : 
0 
ljJ - w 
Aw =À---- f(v) 
e: + ll/J. - VI 
(IV-I) 
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La régularité est assurée par le fait que weH~(n) vérifie 
1jJ - w 
'VP > 1. o .:_ w (x) .:_ 1jJ(x), donc 
e:+I1JJ-vl 
Proposition IV-2 on pose !:!.n p .. ,c;, .) = Tn(o) et Ün(/,,c;, .) = Tn(l/J). 
Alors ~n (l,,c;, .) / ~(l,,c;, .) et Ü n (t..,c;, .) \ u(t..,c;, .) presque 
partout et dans H1 (n) n W2 ,p (Q) pour tout p > 1 donc aussi dans el+a.(n) , 
0 
o<a.<l. 
Preuve : comme pour la proposition (IV-1) on montre que o.:_ Tv(.x) .:_ 1jJ(x) 
'Vve L00(Q),et en parti"culier : o.:_ T(o) et. T(lJJ) .:_'l' 
Il suffit pour 1 a monotonie d • étab 1 ir par conséquent que T est croissante. 
Soit w1 = T(v1) w2 = T(v2) avec v1 ~ v2 p.p. 
f(t) 
On pose g(x,t) = . o•après (iii), g(x,.) est croissante 
E +11/J(X)-tj 
sur [o, 1/J(x)] Vx e n(et g 2:. o) . 
Des équations vérifiées par w1 et w2 
Aw1 = /..(1/J- w1) g(x,v1) 
Aw2 = /..(1/J - W-z) g(x,v2) 
on déduit, avec w = w 2 - w1 que 
soit w. > o p. p. par le principe du maximum ce qui assure la croissance 
de T. 
Donc o < u = 1 im 1 u < 1 i.m \ un = u* < 1/J 
- * -n 
les limites étant prises 
ponctuellement. 
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En choisissant v= ~n (resp. un) dans la fonnulation faible de (IV-1) 
(resp .... ) 
À i . 2 
on a l'estimation : a(~n, ~n) .::. - wf<~n-l) !!.n ~.::. À f( lw L) 1 wl 2 r::: n r::: 
donc, après éventue 11 ement une extraction on a convergence dans H~ (n) fa i b 1 e 
(et p.p.) vers u* (resp.u*) et un passage à la.limite facile (*) ·montre 
que les limites sont bien des solutions de 1 'équation (III-1). 
Si u est une solution quelconque de (III-1) dans L00(n), alors o.::_ u .::_ 1/J 
en appliquant 1 'opérateur T : 
~n = Tn(o) .::_ Tn(u) = u .::_ Tn(1/J) =un et en passant à la 
limite, on montre que u < u < u* c'est-à-dire que u = u 
*- - - * 
- * et u = u • 
Il reste à établir la convergence forte dans W2'P(n) de ~n (resp. un) 
vers u (resp. u). On a, avec un= ~n (ou un) et u = ~ ( ou u) : 
Aun = /..(1/J - un) g(x, un_1) 
Au = À(1/l - u) g(x,u) 
Or (1/l - un) g(un_1) converge presque partout vers (~ - u) g(u) et est 
borné par \jJg( lwlco) e LP (n) Vp > 1 donc on a la convergence des seconds 
membres dans LP(n) et, par les estimations classiques de Agmon -Douglis-
Nire·nberg ([1]) u -'Ji. u dans W2'P(n) V'p > 1 • 
n 
Remarque si 1/J n'est pas solution du problème (III-2) on a Tw < 1/J p.p. 
donc u < u < 1/J pour toute solution u,.,. de (J.II-1), ce qu'on avait déjà 
E: - E: c.. 
(*) possible car toute la suite converge p.p. donc dans Lq(n) Vq > 1. 
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noté dans la proposition IV-1. 
Proposition IV-3 : 
fonctions de L00 {Q) 
on considère la relation d'ordre usuelle sur les 
·a) l'application À€ lR+ ~ ~(À,e:, . ) (resp. Ü{À,e:,.)) est crois-
sante ( e: , tjJ fixés) 
b) l'application e: eR:~ ~(À ,e:' . ) (resp.u(À,e:, . ) ) est déc roi s.-
sante (À ,tjJ fixés) 
c) l'application tjJ e L':(~ ~(À,e:, . ) (resp. u(À,e:,.)) est crois-
sante (À ,e: fixés). 
Preuve il suffit de vérifier les relations d'ordre ad hoc sur les 
suites construites à partir de T, ou, puisque v~ Tv est monotone, 
de vérifier ces relations d'ordre sur T considéré comme fonction de À, 
e: ou tjJ. 
~~~~r~i2~--~) : Si À < À2 et si v e L QO-(n), montrons que 1-
et avec w = w2 - w1 
Aw2 = À2(tjJ - w2) g(x,v) 
Aw + À1g(x,v)'w = (À2 - À1) g(x,v)(tjJ - w2) 2:_ o 
ce qui imp 1 i que 
~~~~r~i2~-~) 
et w =W 2 - w 1 
w2:_ o par le principe du maximum. 
soit e:1 < e: 2 et w1 = T (v), w2 = T (v), v e L(n) 
- e:l e:2 
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Aw1 = À(lJJ - w1) f(v) 1 El + I1JJ - vi 
Aw2 = À(lJJ - w2) f(v) 1 E2 + I1JJ - vi 
f(v) l 1 Aw + À w = À( 1JJ- w2)f(v) ---El +I1JJ- vi E2+11JJ- vi 
qui est ~ o donc w < o. 
~~~~r:~i2~_S) : pour la solution mini:male on raisonne comme en a) et 
1JJ - w 
b) en notant que 1JJ -+ ----
E +I1JJ - VI 
est croissante pour w ~ 1JJ, v ~ 1JJ 
fixés donc T1JJ
1 
(v)~ T1JJ 2 (v) si 1JJ1 ~ 1JJ2 et v~ 1JJ1 , en particulier 
n n-1 ) n , TlJJ (o) .2_ TlJJ (TlJJ (o) .... .2_ TlJJ (o); pour la solution maximale, on note 
1 2 1 2 
que si 1JJ2 ~ 1JJ1 alors ~2 est une sur-solution pour le.problème (III-1) re-





et opérer comme avec les soluti,ons minimalesl 
Pour des obstacles " pas trop grands", on a 1 •unicité globale pour le 
problème (III-1). 
PJt.opo.t>LUon IV-4 : Si Sup{tf• (t) - f(t) 1 o ~ t ~ 1 1JJ 1 
00
} < o 
le problème (III-1) admet une solution unique quels que soientE > O,À ~o. 
Preuve : On suit 1 a méthode de Cob.en-Laetsch ( [31]) . Soit, pour À> o, E > o 
fixés,u une solution de (III-1} et u la solution maximale. On va montrer 
que u = u. On écrit les équations vérifiées par u et u : 
1JJ - u 
Au = À f(u) = Àh(.x,u) 
E+ I1JJ- u1 
Au= À 1JJ - ü f(u) = Àh(x,u) 
E+ 11/J - ul 
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qu•on multiplie, respectivement,par u et u et qu•on intègre 
a(u ,iî) - a(iî,u) = o = À ffl [ h(x,u)iî - b(x,iï)ul dx 
-. 
donc u u dx = o 
où u et u sont > o par le principe du maximum. 
h (.x' t) w(x) - t f(t) 
On aura u = u p.p. si = est strie-
t E +1 ip(x) - tj t 
tement décroissante. Or, si 0 < t < 1/J(X) : 
- - . 
d - E f(t) W(X)- t t f 1 (t)- f(t) 
- h(x,t) .= 2 + ----at (E + W(X)-t) t E + W(X)-t t2 
- E f(t) 
< inf { -- / o < t < 1 w 1 eo- } < o • 
- ( E + 1 W 1 
00
) 2 t 
Pour E et w fixés, on examine maintenant ce qui se passe lorsque À + o+ 
et À + + oo. 
On a d • abord le résultat suivant : 
PJr.opo.o.<;üon 1 V- 5 (cas E > o fixé, À + o) : Pour À assez petit, 1 a 
solution de (III-l) est unique et lim u{À,s, .) = o dans w2'P(n). À+O+ 
. * On a en fait 1 •existence d•une branche (À, ~(À)) pour o <À< À 
* À < oo étant maximal vis-à-vis de 1 •inversibilité de 1 •opérateur 
w -;:. Aw - Àh • (~(À) )w où 1•on a posé 
w - t 
h(t) = ---f(t) 
s+lw -tl 
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Preuve: Soit u(À) une solution de (III-1), o 2 U(À) ~ ~. 
~ - U(À) 
Lorsque . À -+ o , f(u(À)) étant borné, Au(À) tend vers o 
s+l~-u(À)I 
dans LP(n), donc u(À) ~ o dans w2 'P(n). Pour 1·~micité, soit 
U(À) une solution de (III-1) et w = u(À) -!(À). Si U(À) ~!(À) 
al ors w· > o sur n par 1 e principe du maximum et 
h(u(À)) - h(!(À)) 
U(À) - !(À) 
Puisque u(À) et _!!(À) tendent vers o dans w2'P(n) p > 1, donc dans 
e (st) lorsque À\ 0+ et que h est e1 ' H(X,À) reste borné, ce qui 
donne w = o pour À assez petit et conduit a une contradiction. La 
deuxième partie de la proposition, existence du À* et d•une branche, 
résulte du théorème des fonctions implicites ([38]) • 
PJi.opo.6ilJ..on IV-6 (cas E > o fixé, À -+ oo) : On a 1 im !(À) = ~ À/+ 00 
dans L2(n) et p.p., toute solution de (III-1) tend vers ~avec appari-
tion d •une couche 1 imite au bord de n si ~ f/ H;(n). 
Preuve : Soit u1(À) = TÀ(o). Comme u1(À) 2_!(À) ~~ il suffit, 
2 pour la convergence, de voir que u1(À)---> ~ (p.p. et L (st)). Or u1 
est solution de 1 •équation 
À 
E + 1jJ 
sur an 
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ou encore : 
À f(o) 
--- ul = 




Soit lfJ e ~ (n) et Z = ( u 1 -1/J) lfJ e l:l~ (n). Un ca 1 cul élémentaire montre 
-1 que, dans H (n) : 
n 
AZ = lfJA(u1 - 1/J) - ~ i ,j=1 
a .. (x) 1J 
a 
- (u1- 1/J) 
a x. 
J 
n a ( ~) 
- ~ - a .. (x) (u 1 - 1/J). i,j=1 ax. lJ ax. 
1 J 




Z = - ~ a .. (x) 
i ,j=l lJ 
dl{) a 
- (u - 1/J) -
. 1 
s + 1/J a x. a x. l J 
n 
~ 
i ,j=1 a x. , 
a I{J 
(aij(x)(u1 - 1/J);;,) -~PAl/1 
J 
On prend le produit de dualité de cette équation par Ze H~(n) 
À f(o) 2 ( Z ~ IIZII 2 + IZI .2 a(Z,Z) + :\f(o) -
s+ 1 1/J loo S + 1/J 
, z) 
n 





J. a .. (x) 31{J _a_ (ul.- 1/J).IfJ.(Ul- 1/l) dx n 1J ax; a xj 
J a .. (x) (u1 - 1/J) alfJ _a_ ((u1 - 1/J)IfJ) dx n lJ ax. x. J , 
'V 
où I{Je~(n) est égale à 1 sur le support de I{J. 
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En remplaçant dans la première intégrale 
a az al{) 
1{) - (u 1 - 1JJ) par (u1 - 1JJ) ax. ax. ax. 
J J J 
on obtient la majoration suivante 
À f(o) 2 
iZ 1 ~ e + c IIZII 
les constantes C dépendant de wet 1{) (et 1{)) et après application de 
1 'inégalité de Young : 
a À f(o) 
-IIZ11 2 + 1ZI 2 < c 
2 e:+ 1 1JJ 1 CXl -
(indép. de À ) 
,C 
d'oa 1 'on déduit, f(o) étant > o, que IZI <- tend verso si À 1 CXl 
-;fi 
Donc à 1{) e~(n) fixé, 1 im Z = o dans L 2(n). En prenant . 1{) e ~(n), 1{) = 1 
sur un compact que 1 conque de n, o ~ 1{) ~ 1 sur n on en déduit que 
u1(n) + 1JJ dans L
2(n) lorsque À + CXl' donc. ~(À) + 1JJ dans L2(n) puisque 
o.::_ u1(À) .::_ ~ (À).2_1lJ.Par extraction, on a : lim ~(À') = 1JJ p.p. lorsque 
À' + CXl; comme ~(À) est croissante en À, on a le résultat : ~(À) + 1JJ 
dans L 2(n) et p. p. Comme IIZII est borné pour 1{) fixé, on a aussi, modulo 
une extraction : Z +O dans. H~(n) faible( 1{) étant fiJCé!). 
Il en résulte que toute solution de (III-1) tend vers 1JJ dans L2(n) et 
p.p. et en fait, dans Lq(n) 'v'q > 1. • 
Remarque 1. 
. 2 
Le fait que ~(À) converge vers 1JJ dans L (n) est une con-
séquence directe du Théorème 1 de [30] au moins si L =- ~ 
• 
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On a dans ce cas un résultat plus précis puisque, non seulement 
mais également ~ u~ JV~{À) - V$ 1 dx --..;>0 
lorsque ~ + ~ oa u
0 
est la fonction propre positive principale de l •opé-
rateur -li , norma 1 i sée par l u0 1 ca. = 1. 
Ce résultat donne des indications sur 1 a structure de 1 a couche li:mite 
près du bord lorsque 1jJ q H~ (n). 
Remarque 2 : Si 1jJ e H~(Q) nw2' 00.(Q) on démontre, en utilisant le 
principe du maximum, que pour toute s:olution u de (III-1) on a , pour. À 
assez grand, indépendamment de € 
ll/J - u 1- ~ C ce qui i mp l i que 
€ + ll/J - u '~ À 
[1/J- u! c € ~­
À 
où C est une constante indépendante de .€ • 
Ce résultat implique l •unicité pour le problème pertur9é lorsque À est assez 
grand, uniformément par rapport à € (borné). 
En effet, posant w = u (~) - ~{À) on a 
f(ç;) 1jJ-ç; 
Aw = - ~e: ---2 w + À f • ( ç )w (e:+1jJ-ç;) e:+1jJ-ç; 
avec ~(x) ~ ç;(x) 2 u(x) 
0 = a ( w, w) + ~e: ( f ( ç;) 2 w, w) - À ( P - ç f • ( ç;) w, w) (e:+1jJ-e:) e:+1jJ-ç; 
- C{sup f'{t)/tdo,JwiJlllwJ 2 > o 
dès que ~ ~ A(e:0 ) pour tout e: 2 e:0 
ce qui donne w = o. 
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L'unicité pour ~ assez grand étant prouvée, on peut considérer la bran-
che de solutions (~, u(~))' ~>À** issue de ~ = +oo' u(oo) = tjJ et maximale 
vis à vis de l'inversibilité de l'opérateur'(*) 
w -----;> Aw- ~ h'(u(~))w, ce qui peut être illustré, pour le problème 
(III-1) à E fixé de la façon suivante : 
u 
tjJ -----------------------
Eln conjecture que l'uni ci té po.ur ~ assez grand est vra te pour 
t/1 e H1(n) n L00 (n) (mais plus uniforme·selon E o+). 
(*) 1 'inver~ibilité résulte de la démonstration de 1 'unicité en remplaçant 
ç; par u. 
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V. COMPORTEMENT DU PROBLEME PERTURB-E LORSQUE e: TEND VERS . o (cas Atf; .:_ o) 
Nous a 11 ons, dans 1 e cas Al]J .:_ o , précis·er 1 e ré su 1 ta t de convergence 
du problème perturbé vers un problème d'obstacle et, dans un premier temps, 
examiner le comportement des solutions du problème perturbé : 
1jJ - u 
(III-1) l Au = À -e: -+-ll]J---u-1 f ( u) u = o sur an dans 
vis a vis du problème réduit ( e: = o) 
(III-a) 
~Au = Àf(u) 
? u = o sur 
dans n 
1 orsque e: tend vers. o, à À fi.xé. 
En fait, si les solutions (positives) de (III-a) sont majorées par 1 'obs-
tacle 1]J, on a convergence des branches minimale et maximale de (III-1) 
vers les branches correspondantes de (III-a) si celles-ci existent. 
Si, au contraire, au moins. une solution de (III-a) n'est pas majorée par 
1jJ pour une valeur À fixée, ou s'il n'y apas de solution, le comportement 
limite sera singulier, on aura, pour 1jJ- lim 
e:+ 0 
u (:\,x), une frontière 
e: 
libre : on montrera que u (et aussi u ) converge vers une solution 
-e: e: 
d'une inéquation variationnelle. 
Rappe 1 ons (cf. Chapitre o) que 1 • ensemb 1 e des :\ > o te 1 s que (III -o) 
ait une solution est une intervalle [o, :\*), o<:\*:_ +oo·, qu'il existe 
une solution minimale ~(:\) pour À<:\*, croissante en À et que : 
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+ Si fe L00 (lR) alors À*= +oo et j~(À) loo. -++oo (f(o) > o, f vérifi.ant les 
hypothèses (i), (ii), (iii) du§ II). 
Si fest positive croissante convexe, au contraire À* < + oo , on n•a 
pas de solution pour À> À* et la branche À-+ ~(À), est stable pour 
À < À* . Des exemples typiques de telles. situations sont donnés par, res-
u 
pectivement e1 + ou , o >o et eu; lorsque À est assez grand, on a 
dans les deux cas un comportement singulier pour (III-1) lorsque e: tend 
verso (cf. introduction, fig.l). 
Ptc.opo.oi.tian. V-1 : on suppose que, pour À fixé, (III-a) admet 
une solution minimale u e W2 'P(o) \;fp > 1, vérifiant _u < 1/J• Si u 
-e: 
désigne la solution minimale de (III-1), alors u 1 u lorsque e: ~o, 
-e: -
-p. p. et dans H~(o) n w2 'P(o), ';fp > 1. 
Preuve : on a vu que si e: décroit, ~e: croit, et comme o _:: ~e: < 1/J 
on a, 1 orsque e: \ o, ~ e: 1 u* _:: 1/J. 
Montrons d • abord que u* _:: ~ < 1/J Il suffit de voir que ~ e: _:: ~· 
1/J - u 
Or A!! = Àf(u) > À- -
- - e: +11/J - ~' 
f(l;!) donc u est une sur-solution 
positive de (III-1), la solution minimale ~e: de (III-1) est 
< u~u <u. 
- - * --
Montrons maintenant que u* est solution de (III-a) : 
En prenant v = u dans la formulation faible (III-1) 
-e: 
on obtient 1 •estimation : 
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~ À ll/JI 00 lf(l/J)I 00. mes(Q) 
donc u reste borné dans H10 (n) et u ~ u~ dans H10 (n) faible -e: -e: ~ 
(et p.p.) 
Considérons alors la formulation faible (III-l) : 
a(.!!e: ,v)= À ( 1/J - ~e: f(~) ,v) "dv e H~(Q) 
e:+ll/J- u 1 
Puisque .!! e: j u* < 1jJ: 
1jJ - u 
-e: 
-e: 
e: +11/J - u 1 
. -e: 
et on peut passer à la limite sur le terme de droite par le théorème de 
Lebesgue, ce qui prouve que a(u*,v) = À(f(u*),v), donc u* est une 
solution de (III-o). Comme u* ~~'solution minimale,on a en fait u* = ~· 
Il reste à établir 1 a convergence dans w2 ,p (Q) : 
On écrit les équations donnant u et u = u : 
-e: * -
Au* = Àf(u*) 
1jJ - u 
-e: 
Au = À f(u ) 
- e: e: + 11/J - ~e: 1 -e: 
Puisque u* < 1/J 
1jJ - u 
on a convergence p.p. de -e: f(_l:!e:) vers f(u*) 
e:+ll/J- ~e:l 
et en fait 
1jJ - u 
-e: 
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D'après le théorème de Lebesgue, 
1jJ - u 
on a 1 a convergence de - e: f (y ) 
e:+llJJ-U 1 e: 
-E 
vers f(u*) dans LP(n), d'oQ, par les estimations de [1], convergence 
de u vers u* dans w2'P(n) n H1 (n) • 
-e: 0 
Remarque on peut préciser la convergence de u vers u. = ~ . 
-e: "" 
En faisant la différence des équations donnant u* et u : 
-e: 
[ 
e:f(u ) ] 




= À -e: 
E +llJJ U 1 
-e: 
+À 0(! u 
-e: 
2 
- u 1 ) 
* 
d'oQ en multipliant par u* - ~ et en intégrant par parties 
a(u* - u u~ - ~e: ) -À (f • (u*)(u* - ~ e:), u* - u ) < 
-E' 
-e: 
À ·l f (u ) (u* - ~e: )dx + c2À lu* - ~e:l 3 < -E < E + llJJ - ~E 1 
On considère la branche de (III-o) issue de (À= o, u = o) et maximale 
vis à vis de l'inversibilité de l'opérateur A- Àf'(~)., définie pour 
o~ À< ÀN~ + oo. Pour tout À< ÀM·' tel que ~(À)< 1jJ la majoration ci-
dessus montre que 
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ll.!!(À) - .!!e: (À) Il _::. C(À)IE (et, en fait C(À)e: si on sait que 
ll/J - .!!(À) 1-l e L 2(n)). 
On a une convergence analogue de la branche maximale de (III-1) vers. la 
branche maximale de (III-a) issue de À= +oo, si elle existe, et si les 
solutions de (III-a) sont majorées par 1 •obstacle. 
Donnons maintenant une conséquence de la proposition V-1 
Co~oll~e V-1 : on suppose que, pour un À fixé 
(i) ou bien (III-a) n•a pas de solution 
(ii) ou bien aucune solution de (III-0) n•est majcirée sur totit n par 1/J . 
Soit u la limite croissante de u ·, solution minimale de (III-1). 
- -e: 
Alors 1•ensemble {x en 1 .!;!(x) = 1/J} est de mesure non nul le. Le l"ésultat 
est a fortiori vrai si on remplace .!:! par Ü, limite croissante de la 
solution maximale Ü de (III-1). e: 
Preuve: on raisonne comme dans la Proposition V-1; on a ~ = lim ~e: ~ 1/J dans 
H6(n) faible et p.p. (après extraction). Supposant~< 1/J p.p. on passe à la 
limite dans (III-1) pour voir que ~ ~ 1/J est solution de (III-0) ce qui 
contredit ( i) et (ii) a 
Dans ce cas, les limites.!:!' ü des solutions minimale et maximale consti-
tuent, relativement à 1/J-.!:! etlJ;- Ü, un problème à frontière libre. 
On a en fait le résultat fondamental suivant : 
P~opo~~on V-2 : soit ue: une solution quelconque de (III-1). Il 
existe au moins une valeur d1 adhérence dans la topologie H~(n) faible lors-
"' 
que e: \o. Toute valeur d 1 adhérence u vérifie l •inéquation variationnelle : 
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a(u, w-u)~ À(f(u), w-u) 
(V-1) K = { we H~(Q) / w 2_W p.p.} 
avec ue K 
'\lw e K 
En particulier, u et ü convergent vers _u, r~. sp. u , sol uti:on 
-E E 
de (V-1) (sans extraction). 
Les convergences.ci-dessus ont lieu également dans H~(n) fort. 
Preuve : Considérons la formulation faible (III-l) 
w ~ u 
a(u ,v) = ( e: f(u ) , v) 
E E +lw - U 1 E 




et en utilisant le fait que 




donc ·(u ) 0 est dans un borné de H
1 (n) et, après éventuellement extrac-
e: E > 0 
tian (d•une suite), ue: -> u dans H~(n) faib.leet presque partout. 
Mais si ue:(x) -?w(x) on ne peut pas passer à la limite dans (III-l)! 
Soit we H1(n), w > o p. p. sur.n et. w = w sur an . On choisit 
v = w - (w - u ) dans (III-1) : 
. E 
a ( u , w - w) + a.( u , u ) = À (f ( u ) 
E E E \ E 
e: f(u ), w-(w- u )\ 
E + lw- U 1 E E ') 
E 
< À ( f ( U ) , W - ( W - U ) ) + ÀE ( W - U E , f ( U E )) 
- E E e:+lw- U 1 
E 
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Examinons 1 e membre de droite 1 ors.que e: tend vers o 
le premier terme tend vers À{f(u), w- (ï/J- u)) par le théorème de 
convergence dominée·; le deuxième est majoré en valeur absolue par 
Àe:jf(ifJ) 1 mes (n), il tend vers o. 
co 
En ce qui concerne le membre de gauche : 
a(ue:' w- 1/J) a(u, w-ljJ) 
et lim inf 
u --> u 
a(u , u ) > a(u,u) · 
e: e: -
e: 
puisque u + a{u, u) est faiblement s.c.i. 
D 1 où en prenant 1 a 1 imite inférieure de l 1 fnéga lité ci -dessus 
a(u, w- 1/J.) + lim inf a(u , u ) < À(f(u), w- (1/J- u)) 
e: e: -
a(u, w- 1/J) - a(u,u) ~ À{f(u), w- (1/J- u)) 
a(u, w- ljJ+u) ~ À(f(u), w- ljJ+u) 
pour tout w. e H1 , w ~ o, w = 1/J sur an 
d 1 où en posant v =ljJ- w, v e H~(n) v .:_1/J 
a(u, u - v) .:_ À(f(u), u - v) Vve K ou encore 
a ( u, v - u) ~ À ( f ( u) , v - u) Vve K 
et ue K puisque u = lim p.p. u 
e: 
o < u (x) < lJJ(x)~ 
- e: - -
1 Pour la convergence forte dans H0 (n), on écrit les formulations faibles 
(III-1) et (V-1) : 
( 
ljJ - u ) 
a(u , v)= À · · e: f(u ),v 
e: e:+jljJ-uj e: 
e: 
a(u, w-u) > À(f(u), w-u) Vw eK 
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on choisit v = u - us , w = use K et on somme 
1/J - u E: 
a(u - us' us -u) ..:::_ À(f(u) - f(uE:), us - u) 
E: +11/J - u 1 E: 
ali u - tL 11 2 < a ( u - u , u - u ) < 2À 1 f ( 1/J) 1 1 u - u 1 · E: - E: E: - 00 E: ., 
d'où le résultat puisque u ~ u dans L2(n) fort • E: 
~emarque 1 la convergence de u vers usa lieu dans w2 'P(n) faible, 
donc dans e 1+a(n),a < 1 (mais pase 2) : 
i 1 suffit de remarquer que Au e borné de L P ( n) 'v'p > 1. E: 
Remarque 2 : l'inéquation (-V-1) s'interprète de la manière suivante, 
puisque u € w2 'P(n) 
AU 2 Àf(u) p.p. dans n 
. p. p.. dans n 
(V-2) 
(1/J- u) (Au - Àf(u)) = o p.p. dans n 
u = o sur an 
ou encore si I désigne 1 'ensemble de coïncidence, qu'on définit de la 
façon suivante ([59]) 
On pose n \!= {xe n 1 u(x) < 1/J(x) 1 au sens de H
0 
(n)} . Rappel ons ([59] ) 
que u(x0 ) < 1/J(x0 ) au sens de H~(n) s.si. il existe une boule B(x0 ,p) en et 
si il existe ;oe~+(B(x0 ,p)), ;o(x0 ) > o tels que 1/J- u -;o>o sur 
B(x0 ,p) au sens de H~(n). 
Avec ces notations, si u est solution de (V-1) on a 
Au = Àf{u) sur n"-. I, - Au + Àf(u) est en fait une mesure> o 
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à support dans I et u = ~ sur I. Comme 
fait donner une interprétation analogue en définissant l •ensemole {u = ~} 
au sens ordinaire, si ~est régulière, en remplaçant u par son représen-
tant continu. 
Remarque 3 : interprétation en termes d • équation à- non-1 inéarité dis·-
continue lorsque ~ e W2'P(n) Vp >1. 
Soit uE une solution de (III-1). On a 
~(x) - u (x) 
Au (x) = À E f(uE (.x) p. p. 
E E+l~(x)-u(x)j 
E 
u e w2 'P(n) n H1 (n) E 0 
uE (x) _::. ~(x). 
Soit u(x) = lim uE(x) lorsque E\o 
Si u(x) < ~(x) alors, formellement 
Au(x) = Àf(u(x)) 
Si u(x) >~(.x) alors Au (.x) < Àf(u (.x)) 
E - E 
Au (x) < À f ( u (x ) ) . 
Mais pour ueW2 'P(n) on a, sur l'ensemble {u{x) = ~(x)} , 
Au(x) = A~(x) p.p. ([ 29]). 
Donc u(x) vérifie : 
Àf(u(x)) si u(x) <~(x) 
Au (x) = 
min {Àf(u(x)), A~(x)} si u(x) ~~(x) 
qui est une formulation équivalente au problème d'obstacle (V-1) en termes 
d'équation à non-linéarité discontinue ([29 , théorème 5-l] ). 
Remarque 4 
fonne : 
on a donné une méthode d'approximation d'une I.V. de la 
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a(u, v~u) ~ À(f(u), v-u) 
(V-1) 
'r;fv € K; u € K 
avec K = {w € H~(s'~) 1 w _2 1/J p.p. sur n } 
par une suite d'équations 
1/J - u 
a(u , v) =À( f(u), v) 
e:n +11/J - ul 
(II I-l) 
U€ H~(n); 't:/V€ H~(n) 
lorsque AlfJ ~ o. Les exemples traités au § III (en particulier avec 
1/J(x) = 1 + lxi) ont montré que, si AlfJ n'est pas~ o, 1 'I.V. (V-1) qui a 
toujours un sens n'est plus nécessairement le problème limite . 
VI. ETUDE DE L'I.V. (V-1). APPPROXIMATION DES BRANCHES. APPROXIMATION NUMERIQUE. 
On va d'abord étudier, du point de vue des branches de solutions, 1 'I.V. 
générale 
a(u, w-u) ~ À(f(u), w-u) 
(VI-l) 
u € K ;Vw € K = {w € H~ ( n) 1 w. .::_ 1/J p . p • } __ 
avec sur a, f, 1/J 1 es bypothèse·s données au § II. On ne suppose pas au départ 
que AlfJ est une mesure ~o. On démontre immédiatement que toute solution 
u de (VI-l) est~ o (on choisit w = U+€ K dans (VI-l)). 
VI-l. Existence par méthode de monotonie. 
On ne suppose pas ici que fest croissante, mais simplement qu'il existe 
M > o tel que f'(t)+M>o Vt € [o, 11/JI 1 
00 
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(on prendra ensuite M = o dans les problèmes considérés). 
Le problème (VI-l) admet la formulation équivalente 
~ a ( u, w-u) + )..M ( u, w-u) .::_À( f ( u) + Mu, w-u) 
('v'weK; ueK 
1 Soit K+ = {w e H0 (n) /O _: .w(x) _: 1/J(.x) p.p. sur Q} et S 1•opérateur 
qui à v e K+. associe u = Sv solution du problème 
·l a(u, w-u) + )..M(u, w-u) >À(f(v) + Mv, w-u) 
'v'.we K; ue K 
L•application (u,v)e H~(n) 2 -+ a(u,v) +ÀM(u,v) définit un opératèl}r 
monotone de H~ (n) dans H-l (n), borné et b.émi conti nu, donc pseudomono-
tone ([63]) et en fait, aussi coercif : 
1 
lim - [a(v,v) + ÀM(v,v)]> ct. lim !lvii= +co. 
llvll-+oo !lvii - llvll-++oo 
o•après un résultat de Lions ([63]) u = Sv existe et est unique. 
Comme f(v) + Mv .::_ o si v e K+, on montre comme d • ha bi tude que u > o 
donc u e K+. 
Lemme: L•application S : K+ --~ K+ est croissante i.e. v1 ~v2 p.p. 
=;==:=9 sv1 _: sv2 p.p. 
Preuve: soient v1 et v2 e K+ v1 (x) _: v2 (.x) p.p. 
On considère les inéquations donnant u1 et u2 : 
a(u1 , w-u1) + ÀM(u1 , W-u1) .::_ À(f(v1) + Mv1,w-u1 ) 
a(u2, w-u2) + )..M(u 2, w-u2) .::_ À(f(v2) + Mv2 ,w-u2) 
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+ on chois.it w = u1 - (u1 - u2) dans la première inéquation, 
+ w = u2 + (u1 - u2) dans la deuxième et on fait la s:omme (on vérifie 
que les w choisis sont dans K!) : 
-. 
p.p. grâce au choix de M. 
Comme d•habitude, on en déduit que 
P~opo~~on VI-1 : soit un= sn(o), o ~un~~ p.p. La suite un 
est croissante et converge vers u , solution minimale de (VI-1). La 
~ ~ 
suite vn = Sn(lJI) est décroissante et converge vers u, solution maxi-
male de (VI-1). Les convergences ont lieu dans H~(Q). 
Preuve : pour la suite un, on sait que u1(x) ~ o =·u0 (x) don~ par 
récurrence un est croissante et bien entendu majorée par ~e L00 (Q). Soit 
u = lim 1 un. Si on choisit w = o dans 1 •équation donnant un+1 on 
~ n 1 oo 
obtient : 
( n+l a u , un+1) + ÀM(un+l, un+1) ~ À(f(un) +Mun, un+l) < 
< À[ f ( 1 ~ 1 ) + M llJI 1 ] lu n+ 1 1 
- 00 00 
donc un+1 est dans un borné de H~(n) et u" ~-u dans H~(Q) faible, 
L2(Q) forte~ p.p. ce qui est suffisant pour passer a la limite dans 
1 •équation en utilisant le fait que lim inf a(un+l, un+l) > a(u , u) 
- ~ ~ 
a(un+l, w-un+l) + ÀM(un+l, w-un+1) ~ À(f(un) +Mun, w-un+l) 
Donc u est solution de (VI-1). 
"' 
Soit u une autre solution de (VI-l) : u > 0 n n n donc S (u) = u ~ S (o) = u 
et a la limite u > u ce qui montre que u est la solution minimale. 
-~ 'Y 
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Pour avoir la convergence dans H;(n) on écrit les équations donnant 
un+l et u 
'V 
a(u"+1, w-un+l) + ÀM(u"+1 , w-u"+1 ) ~ À(f(u") +Mu", w•u"+1) 
a(u, w-u)+ ÀM(u, w-u)> À(f(u) + r~u, w-u) 
'V 'V "' "' - 'V "' 'V 





u ' u - un+ 
1) + ÀM 1 u - u "*1 12 < À( ( f ( u ) + Mu - f (un+ 1) -
'V 'V - 'V 'V 
M n+1 n+1)] 
- u ' u - u 
'V 
le terme de droite tend verso par le théorème de Lebesgue, ce qui, joint 
1 
n+1 1 à, 1 a coercivi té de a, donne 1 a convergence de, u vers~ dans H
0 
(Q). 
Pour la suite v", la démonstration est la même, puisque v1 .::,l/1 = v0 p.p. •• 
Remarque 1 : 1 • a 1 go ri thme de convergence monotone donné ci -dessus es.t 
particulièrement simple si f'(t) ~ o, auquel cas M =o. 
Remarque 2 on a en fatt de la régularité sur les solutions de (VI-1) 
lorsque Aljl est une mesure > o : toute ·solution u de (VI-1) est dans 
W2'P(n) Vp~2 donc dans el+a(n) 'rJae (o,l). 
Preuve : le problème (VI-1) s'écrit de façon équivalente 
1 
a(v, z-v) > (g, z-v) 
'rJZ e{ZeH~(Q) 1 Z ~ -ljl} veH~(Q), v ~ - ljJ 
où on a posé : u = -v , w = -z, g(.x) = - Àf(u(x)) e LP(n) pour tout p ~ 2 
puisque a< 1.:1 .::_ ljl€ L00(Q); donc ge LP{n) nH'1(n) et par hypothèse, - ljJ.::, o, 
A(-l/1) est une mesure .:_o. On peut alors. appliquer le résultat standard 
de régula ri té [63 pp. 261 ] qui donne u = - v e H; (Q) n w2 ,p (Q). 
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La condition A( -ljJ) est une mesure et [A( -ljJ) ] + e LP (n), évidemment véri-
fiée dans notre cas, est d•ailleurs s:uffisante pour avoir la régularité 
w2 ,p (n) ( [ 20 1 ) • 
Remarque 3 : de la même façon on démontre que si Aw-:.:_ o les suites 
u n, v n sont bornées dans w2 ,p (n) d • où 1 a convergence de un vers ~, v n 
vers Î1 dans w2 'P(n) faible V'p ~ 2 et el'a.(n), a.e (o,l). 
VI-2 Convergence des branches de (III-1) vers les branches de (VI-l) 
On considère les sol.uti.ons minimale u et maximale u du problème per-
-e: e: 









ljJ - u 
a(u,v) =À 
e:+I1JJ-ul 
sont obtenues comme 1 imites, respectivement de 
( n+l a ~e: ' 
0 
u = 0 
-e: 
,,. n+l 
't' - u 
v) =À -e: n f(unJ, v) 
e:+lw-u 1 -
-e: 







On a vu ( proposition V-1) que u Cu) convergent p. p. en croissant et 
-e: f! 
dans H~(n) fort vers u (resp. u) solution de 1• I. V. : 
a ( u , v-u ) ~ À ( f ( u ) , v-u ) ; u e K 
(VI-l) 
V'veK={veH~(n)/v..:_w p.p. surn} 
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D'autre part, on vient de voir (proposition VI-l) que (VI-l) admettait une 
'V 
solution minimale u et une solution maximale u, obtenues comme limites, res-
rv 
pecti·vement, des sui tes 1 (p.p. et dans H0 (n)) définies par le 
processus suivant (M = o avec la formulation adoptée au. § VI-l) 
(VI-2) 
(resp. même équation pour ti'" mais avec tJ'O = 1./J) 
La question est la suivante : quel es.t le lien entre (~,u) et (Jt,lr) ? 
.'V 
Pnopo.oilion VI-2 on a u = u et u .:S u ; en particulier, on a la 
'V 
convergence _(monotone et dans H~(n)) de la branche de solutions minimales de 
(III-1) vers la branche de solutions minimales de 1 •r.v. (VI-l). 
La situation est schématisee sur la figure 3 ci-après. 
Preuve si on montre que un <un on aura, en passant à- 1 a 1 imite sur n 
-E-rv 
u < u donc u > lim / u = u . Comme u est solution de (VI-l) et que u est 
-E- 'V 'V -e:+ 0 -e: 'V 
la solution minimale, on aura u = u. 
- 'V 
Pour démontrer que un < un on procède par récurrence 
-e:- 'V 





= o • 
-E ' 
'V 





( n+l a u , 
-e: 
,,, n+l 
'f' - u 
v) =À( -e: n 




a(un+l n+l) {f( n) n+l) , w-u > À u , w - u 
'V 'V - 'V 'V 
"dv e K 
On choisit n+l v= u - w, w e K dans la première équation et on fait la 
'V 
- 47 -
somme des deux re 1 a ti ons: 
a ( Un+ 1 n+ 1 n+ 1 ) ( ( ) n+ 1 ) \-1 K 
'V - ~ e: , W - )t ~ À p X , W - Jt v W€ 
f(un) 
1}J _ un+1 
avec p(x) = .;.;.e; n f(~nJ 
'V 
e: + j1}J 
- u 1 
-e: 
n 
un un+1 p (x) > f{un) - 1}J - ue: f{~ne:) Comme < on a 
-e: -e: 
- 'V 
e:+ I1P- ~ne:1 
par récurrence. 
Il suffit alors de choisir w = un+1 + 
'V 
(un+1 - un+l )- e K pour montrer 
'V -e: 'V -
comme d'habitude que un+1 > un+1 , La relation.]< u est êvidente: u est 
'V - -e: 



















Figure 3 schéma ti sa ti on des convergences 1 orsque e: \ o et n j oo. 
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Remarque: on ne sait rien a priori des positions relatives des branches 
minimales de (III-1) et (VI-2). D'autre part, les Figures 11-12-13 a la 
fin de ce chapitre montrent qu'on peut avoir Ü < u (au premier point de 
retournement sur la branche inéquation en partant de À=+~. 
VI-3. Un schéma numérique d'approximation (AtjJ ~ o) 
En ce qui concerne l'approximation numérique de l' r. V. (VI-l), on 
peut adapter la méthode proposée en [19] . Elle consiste a linéariser le 
problème perturbé(III-1) en introduisant un 11 retard" et a prendre s = o 
P~opo~~on VT-3 : Partant de u0 = o < 1/J p.p. 
truits u1, ... ,uK tels que o < u1 
uK+l e H~(n) sol ut~ on de 
sur n, supposons cons-
1 
ui e H0 (n). On défi nit 
1/J - uk+l 
a(uK+l ,w) = À ( f(uK) ,w) 't:fw e H~(n) 
. 1/J - uK 
Preuve on raisonne d'abord pour K = o; on introduit, pour n>o la solu-
tian ui du problème (*) : 
1/J n 
a(ui,w) =À( - ul f(o) ,w) '\lw e H~(n) 
n + 1/J 
De 1 a relation : 
a(ui - 1/J, w) f(o),w) = a(- 1/J, w) 
on déduit par un principe de maximum fort pour les fonctions de H1(n), que 
ui < 1/J , puis que ui > o p. p. 
(*) L'introduction du nombre n permet de donner un sens aux équations 
définissant uK+1 , pour tout K >0 . 
- 49 -
n 
Comme 0 < 
1/J - ul 
< 1 la famille un est bornée dans w2,p(n) 
tl+ 1/J 
.1 
V'P ~ 2 et lorsque n \ o un 1 converge vers u1; on vérifie aisément, en 
appliquant le théorème de Lebesgue au terme 
est 1 'unique solution du problème 
( 1/J - ui f(o) ,w) que u1 
n + 1/J 
a(ul'w) =À($ : "1 f(o) ,w) 
Un calcul élémentaire (avec principe du maximum) montre que si n <n' 
alors donc u0 = o < ui < u1_:1/J et par une nouvelle applica-
tion du principe du maximum fort, u1<1/J p.p. ce qui termine la preuve 
pour K = o. 
Supposons le résultat vrai pour K et introduisons uR+l solution de 
n 
Il _ ( 1/J - uK+l ) 1 
a(uK+l'w) - 1.. f(uK), w 't/we H0 (n) 
n + 1/J .- uK 
Comme ci-dessus, on montre que o < uk+l < 1/J et que ui+l 1 uK+l solution 
de a(uK+1 ,w) = t..(~uK+l f(uK) ,w\ lorsque n\ o. On a o < uK+l _:: 1/J 1/J - UK Ï 
et par le principe du maximum fort uK+l < w • 
Le seul point restant à prouver est la croissance de la suite uK. On montre 
1 n n .Pour ce a que uK+ 1 ~ uK 
Url • K . 
f(t) 
en faisant la différence des équations donnant 
car t + est croissante.· Donc p.p. • 
J:l.+11J-t 
- 50 -
PJr.opo.ôd<.cm VT-4 : On a lim 1 uK = ~ p.p. et dans H~(n) faible 
K/oo 
et~ est la solution minimale de 1 'I.V. (V-1). 
Preuve : la suite uK étant croissante et majorée par ~ , soit u sa 
1 imite ponctue 11 e croissante. 
Puisque ~ - UK+l o < < 1, l • équation donnant uK+ 1 montre que uK es-t ~ - UK 
borné dans H;(n) et même dans w2 'P(n) donc uK -> u dans H;(n) fort 
par exemple. 
Ecrivant alors 1 'équation donnant uK+l avec w =v - uK+l , ve K 
On a également 
car uK est croissante et comme uK+l - uK. ~ o p. p., on peut appliquer 
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le théorème de Lebesgue à (uK - uK+l) f(uK) pour en déduire que 
( 
uK - UK+l ) f(uK), \ji- uK+l tend vers o. Le passage à la limite dans les 
\ji - UK 
deux termes restants ne pose pas de problème et on obtient 
a(~, v - u) > 1.. ( f (~) , v - .!:!_) 'rf v e K 
et .!:!..:S.tiJ i.e. ueK. 
Montrons pour terminer que u est bien la solution minimale de 1 •r.V. (V-1) . 
. Soit uK (avec u0 = o) la suite définie par le schéma de monotonie du§ (V-1): 
a(uK+l, v- uK+l)~l..(f(uK), v- uK+l) 
et uK la suite définie par la proposition VI-3 
\ji - UK+l 
----, w) 
\ji - UK 
'rJ V€ K 
'rlwe K 
on prend K+l + ( K+1 ) v = u u - UK+l K+l · -e K et w = (u - uK+l) 
et on fait la différence des deux inéquations : 
\ji - UK+l K+ 1 - ( K+ 1 ) -) K K+ 1 -
-a((u - uK+l) , U - UK+1 ~ À(f(u)- f(uK),(u - UK+l) ) \ji - u K 
> 0 
K car u ~ uK par hypothèse de récurrence et 
0 ~1 K = o u = o ~ u0 = o) donc u ~ uK+l. 
0 < 
\ji- u 
__ K_+_l 2_1 (pour 
\ji - UK 
K+l· Comme u converge vers la solution minimale, on a le résultat par passage 
à la limite : u est la soluti6n minimale • 
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YI I. EXE~1PLE EN GEOMETRIE HYPERSPHERIQUE. 
VII-1. Rappel des résultats. 
Reprenons le problème modèle en dimension quelconque, avec 
t 
f(t) = e 1 + at . On est dans la situation intéressante mentionnée dans 1 'in-
troduction: le problème limite formelle ne possède pas de solution pour tout 
À> o ( o= o) ou en possède au moins une non majorée par t4J( o > o) pour À assez 
grand. 
On se 1 imite ici au cas où le domaine n est la boule unité de Rn, avec 
l •opérateur Laplacien, c'est-à-dire que le problème réduit s'écrit 
u 
!lu +À el + ou = 0 dans n 
(VII-1) 
u = o sur 3n (o est~ o) 
ou encore, vu que les solutions~ o sont nécessairement à symétrie radi.ale ([45]) 
_ ~ [rn-1 du] = Àrn-1 
dr dr 
(VII-1) 
u'(o)=o u(1) = o 
u 
1 + au 
e o < r < 1 
Pour o = o le problème a été complètement résolu par JOSEPH et LUNDGREN ([52]) 
et d'autres auteurs plus anciens en se ramenant à un problème de Cauchy étu-
dié dans le plan de phase. 
L'allure des diagrammes de bifurcation est donnée dans la figure 4 a); la 
valeur· u(o) détermine complètement u. Pour le problème (VII-l) avec o > o , 
on a une solution au moins pour tout À> o, on a uni ci té pour À > o assez 
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petit et assez grand (cf. chapitre I.Il), la branche minimale et les b.ranches 
intermédiaires convergent régulièrement lorsque 8 + o, la branche maximale 
non bornée en u , exp 1 ose. L • a 1 1 ure es.t donnée sur 1 a fi gu re 4 a) éga 1 erne nt 




n = 1,2 




ô = 0 
u(o) 
li\ 
n > 10 
0 = 0 
Figure 4 a) : Diagrammes de bifurcation pour le problème (YII-1) selon la 
dimension n de 1 'espace. 
( \ = 2(n-2) et avec À = \: , 3 .::_ n .::_ 9 , on a une infinité de 
solutions pour (VII-1) lorsque à= o). 
ô>O 
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Nous considérons maintenant une perturbation parE:> o du problème (VII-1) 
correspondant à 8 = o, avec un obstacle $ ~ a > o 
Au + , a - u u 
u 1\ e =o dans n 
E:+la- ul 
(VII-2) 
u = 0 sur an 
ou encore, les solutions étant toujours à symétrie radiale ( [4S]) 
(VII-2) 
d [ n-1 
- r 
dr 
du] n-l a-u 
- +À r eu = o 
dr E: + 1 a - u 1 
u•(o) = u(l) = o 
o < r < 1 
Grâce aux résultats du § IV on peut tracer qualitativement les diagrammes 
de bifurcation, ce qui est fait sur la figure 4 b) ci-après. 
On a aussi représenté le problème limite de (VII-2) lorsque E: \ o c•est-à-
dire l 1 inéquation : 
(Vu, V(w-u)) ~ À(eu, w - u) u e K 
(VII-3) 
'\/we K = {u e H1(n)· 1 u < a sur Q} 
0 -
c•est-à-dire, en interprétant (u est W2'P(n) '\/p > 1) 
(VII-3) u < a 
~:,u + Àeu = o . sur { u < a } 
ou, puisqu'on s•intéresse aux solutions obtenues par passage à la limite de 
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solutions symétriques 
n - 1 
+ }..eu > o un + u' o < r < 1 
r 
u < a 
(VII-3) n - 1 
u .. + u' + }..eu = 0 si u < a 
r 
u 1 ( 0) = u(1) = 0 
Lorsque {u = a} est de mesure non nulle la représentation (À, u(o)) est 
insuffisante pour décrire le comportement des branches de solutions. Nous · 
















' ' .. 





















n = 1,2 
' (VII-3) 
' ' ' --------~~======~-----
u(o) 









u ( 0 ), 
(VII-1) 
n > 10 
(VII-3) 
Figure 4 b) : Quelques configurations typiques du problème perturbé lors-
que e: \ o et de l' I. V. 1 imite (-correspond à un ·retournement de 1 a 
branche I.V. pure, éventuellement - cf. fig. 9 - 10 - 12 - 13 ) 
VII-2. Méthodes numériques pour le problème perturbé. 
Pour déterminer les diagrammes de bifurcation du problème perturbé (VII-2) 
nous avons utilisé deux méthodes 
1°/ une méthode dite de 11 tir 11 où l'on remplace le problème aux limites (VII-2) 
par un problème à conditions initiales équivalent, résolu numériquement par 
un algorithme de RUNGE-KUTTA (a priori valable uniquement en symétrie sphé-
rique) . Principe 
Considérons le problème de Cauchy s.uivant 
(VII-2)* 
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n - 1 a - u u 
----e = o u" + u' + 
r E+la - ul 
u ( o) = a. ; u • ( o) = o a. e [ o , a[ 
n-1 du qui adrœt une uni que so 1 uti on u ,. décroissante en r puisque r 
dr 
pour r > o, et en fait du _<-6<0 
dr-
pour r ~p0 >o. 
est < o 
Soit x0 1•unique point tel que u(.x0 ) = o; alors w(y) = u(y x0 ), ye [o,l] 
est solution du problème : 
n - 1 
-- w· (y) + x2 0 
a - w 
y E +1 a - w 
Autrement dit, ! partir de la solution de (VII-2)* vétifiant u(o) = a. , 
on construit une solution de (VII-2) correspondant à À = x0 et 
1 w 1 oo = w( o) = a. • 
Réciproquement, si w est une soluti.on de (VI-2) 
n - 1 a - w w 
e = o w" + --w' +À---
(VII:...2) Y E+la -wl 
w•(o) = o w(1) = o 
on sait que w(o) =a.< a et, si on pose 
tian à [a, 15:]. d'une fonction v(-x) 
n - 1 a - v 
v"(x) + v•(.x) +----
x E +la - v 1 
v(o) = w(o) =a.; v'(o) = o 
x 
u(.x) = w('A), u est la restric-
vérifiant 
On obtient par conséquent toutes les solutions de (VII-2) en résolvant le 
problème de Cauchy (VII-2)* avec a. variant dans[o,a[ , ce qui donne la 
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représentation paramétrique (À, u(o)) 
de bifurcation. 
pour le diagramme 
2°/ une méthode de continuation, valable en géométrie quelconque dont le 
principe repose sur la méthode de H.B. KELLER ([56]) et qui a été entre 
autres mise au point dans ([4m) pour les problèmes elliptiques avec 
points de retournement : nous avons utilisé l'algorithme propos:é en [48]. 
11 se trouve que cette méthode, même en géométrie bypersphéri'que, est pl us 
efficace que la méthode de tir; de plus, elle rend mieux compte de certains 
comportements singuliers; nous reviendrons sur ce point lors de 1 'exposé 
des résultats numériques. 
VII-3. Méthode numérique pour l' I. V. 1 imite : 
10/ En ce qui concerne la branche équation 
1 
n - 1 
un + u' + Àeu = a 
r 
u'(o) = u(1) = o u < a 
On opère comme pour le problème perturbé (VII-2) (*) en considérant le 
problème de Cauchy : 
n - 1 
W11 + w' + ew =a; w(o) =ct; w'(o) =a, et en traçant le 
p 
diagramme (x~(ct) ,ct), cte[ o,a] , où .x0 est l'unique point tel que w(x0 ) =a 
(*) La méthode de tir marche pour toute nonlinéarité, en particulier 
et 
a - t 
-----et 
s + fa - tl 
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2°/ En ce qui concerne la branche i.néquation, rappelons les formulations 
équiva 1 entes. : 
(VII-3) u < a; u e H1 (n) 
- 0 
si u < a 
u'(o) = u(l) = o 
ce qui donne une fonction u(r) décroissante de r donc {u = a} est un 
intervalle [o, re] , rce [o,l) (cf. fig. ci-dessous) et on a la formu-
lation équivalente (VII-4) ci-après 
- 1 -r 
c 
n - 1 
u" + u' + Àeu = o 
r 
(VII-4) u(rc) =a 







r < r < 1 
c 




où re est une inconnue du problème. Dans: ce problème nous appellerons 
diagramme de bifurcation l'ensemble des. (.À, re) tels que (VII-4) ait une 
solution. Ce diagramme peut s'obtenir par une modification de la méthode 
de tir exposée antérieurement. 
On considère le problèJ}le de Cauchy suivant 
n - 1 
W" + w• + ew = 0 o<r <p< + GlO 
-0-p 
(VII-5) 
w(r0 ) = a ; w• (r0 ) = 0 
Soit Po 1 'unique point tel que w(po) = o, on pose alors 
u(x) = 
a pour o < x < r 
- - c 
w(xp0 ) pour re 2x 21 
pour r0 2 p 2 p0 ) 
La fonction u vérifie, avec À = p2 
0 
u(x) = a sur [ o, r c[ 
n - 1 
un + u' +À eu = o 
x 
u{rc) = a; u'(r.c) = 0; 
(i.e. w(P) 
u( 1) = w(po) 
P. 








c'est-à-dire exactement (VII-4). Réciproquement, on montre que toute solu-
tion de (VII-4) donne par la transformation inverse une solution du pro-
blème de Cauchy (VII-5). Ainsi, le diagramme de bifurcation (À,rc) de la 




est le zéro de la 
fonction w(r0 ,p), solution de (VII-5). 
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Numériquement, on a résolu (YII-5) par une méthode de RUNGE-KUTTA en 
faisant varier r
0
e [o,l[. Toutefois en dimension 1, on a une solution 
analytique complète, grâce & 1 'invariance par translation du Laplacien 
n - 1 ( = o). Pour une approche analytique en dimension 2, on se reportera 
r 
à l'annexe II située à la fin de ce travail. 
VII-4. Etude analytique en dimension 1. 
On considère le problème de Cauchy suivant 
(VII-6) ) 
y" + ,)! = 0 
y(o) =a; y'(o) = o 
et, modulo une translation de longueur r0 , on fabrique-une ~olution du 

















Soit p0 l'un~que point tel que y(p0 ) =o. On pose, pour r0 E R+ 
r = c et pour o 2 x 2 1 
u(x) = a pour o < x < r 
- c 
u(x) =y [(x - rc)(p0 + r0 )] pour re< x< 1 
Alors, avec À = (p0 + r0 )
2 
on vérifie que u est solution du problème 




r < x < 1 
. c- -
on écrit que y vérifie (VII-6)). 
pour 0 < p < p 
- - 0 
, et 
Réciproquement, soit (u,À, re) une s.olution de (VII-7). En posant 
p 
r0 = 15: re, p0 = ( 1 - re)!); , y( p) = u (re + - ) , o < p < p 
on vérifie que y est solution de 
0 2 P 2 Pa 
) 
y" + eY = o 
y(o) =a; y'(o) = o y(p0 ) = o 
15: - - 0 ' 
Donc toutes les solutions u de 1 'I.V. (VII-3) telles que {u =a}~ ~ 
s'obtiennent par le procédé suivant {*) : 
o résoudre (VII-6) jusqu'à trouver p0 tel que y(p0 ) = o ~ on a Po =vfîa 
où Àa s'obtient en résolvant le problème réduit : 
z À e 
a = 0 
1 
z" + 
z(O) =a; z'(O) = 0; z(1) = 0 




c r +p 0 0 
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2 
>.. = (r + p ) 0 0 




)) ce qui permet de tracer le diagramme 
de bifurcation complet pour la dimension 1, paramétré par r0 e R+ 




) , _;;.,.._ __ ) ou, en éliminant r0 , ce qui est 
ra + Pa 
possible ici car on n'a pas de points de retournement sur la branche 
inéquation : 




























"' :l cr 
I(U 
s... s:: 
* ...c .,.... a > u (o) 
* u (o) 
1 









"' :l s... cr 
...Q I(U 
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notera que ( dr c) = 1 1 On --= > 0 
dÀ À = À 2p2 2 ).a 
a 0 
et tend vers + oo lorsque a + + 00 et, en fait, 1 ors que a++ oo,le dia-
gramme (À, r c) tend, à une translation près vers la fonction de Heaviside 
r (À) = 1 
c 
si À>O (cf. annexe 1 pour le calcul des solutions limites) 
Comme on va le voir, la situation devient plus intéressante en dimension> 1. 
5.- RESULTATS NUMERIQUES ET COMMENTAIRES POUR n > 1: 
Etude de l'I.V. en·fonction de la dimension n 
(obstacle a fixé, assez grand) : fig. 5-6-7 
pour n > 1 on observe un retournement au moins sur la branche inéquation, 
parfois deux pour n assez grand. 
Etude de l'I.V. en fonction de l'obstacle (n fixé) 
fig. 8-9-10 : pour a petit, on n'a pas de retournement sur la branche 
inéquation, puis (pour n > 1), à partir d • un certain seuil , 1 à branche i né-
qua ti on se retourne au. moins une fois. Lorsque a 1 + oo , on note une conver-
ua(À) 
gence de .1 a branche ( I. V.) des sol ut ions normalisées vers des 
a 
solutions v(À) telles que v(À)=: 1 VÀ > o et v(À) = vc pour À < Àc 
où vc 
1 ors que 
est la limite de la solution normalisée u(À,x) del 'équation 
U(À,O) 
u(À, o)/oo (et À +Àc, À c > o pour n = 3, ... ,9 ,Àc = o 
pour n = 2). 
Convergence du problème perturbé vers 1 'inéquation fig.ll-14 (*) : 
On observe 1 a convergence des branches de sol ut ions du problème perturbé 
vers les branches de l'(I.V.). Le dernier point de retournement de l'équa-
(*) La méthode de KELLER (continuation) se révèle très utile ici . 
\ 
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ti on converge vers 1 e dernier retournement de l' I. V. ( 1 es. branches pertur-
bées "traversent" la branche équation limite au voisinage de 1 usloo= a) 
ce qui semble indiquer que la branche maximale de l'LV. est stable et 
qu'au premier point de retournement (partant de À = + oo i 1 y a échange 
de stabilité. 
Un examen précis du comportement de 1 a branche perturbée au voisinage de 
a et pour e petit montre qu'on a des oscillations pour certaines di-
mensions ( n = 3,4, ... ), peut être un nombre arbitrairement grand; on 
peut donc conjecturer que la branche I.V., allant vers 1 'équation, 
oscille (une infinité de fois?) pour certaines dimensions. 
CONCLUSION ces résultats numer1ques sont a mettre en parallèle avec 
l'étude du problème de GUELFAND : !lu+ À eu= o, u e H1 (n), faite dans 
. 0 
[52] en géométrie sphérique. et incitent à investir dans 1 'étude locale des 
branchês de solutions aë 1 'I.V. Le travail fait en [52] suggère aussi 
de confirmer les résultats numériques ci-dessus par une étude par plan de 


































LI ) n=2 
Figure 5 : Diagramme de bifurcation pour le 
problème: .t,u+ Àeu ~0; u ~a; (t.u+Àeu)(u-a}=O; 
n =boule unité de Rn. Etude selon n . 
ln=3 /n=4 
1 À~ 




















a = 4 





















Figure 6 : Diagramme de bifurcation pour le 
problème: ~u+ Àe~O; u ~a; (au+Àeu)(u-a)=O; 










































a = 4 
10 20 
Fi gu re 7 : Di a gramme de bifurcation pour 1 e 
problème : ~u+ Àeu~ 0; u ~a; (a-u)(Au+ Àeu )=0; 








branche inéquation a = 7 
Figure 8 : Diagramme de bifurcation pour le problème 
d•obstacle: 4U+ Àeu~ 0; u~à; (a-u)( 4U+ Àeu) = 0; 
~ = (-1,1). Etude en fonction de 1 •obstacle . 
branche inéquation a = 5 
inéquation a = 3 
inéquation a = 1 -
branche équation 







branche inéquation a = 7 
inéquation a = 5 
Figure 9 : Diagramme de bifurcation pour le problème 
d'obstacle: Au+ À. eu~ 0; u ~a; ( a-u)(Au+;\,eu) = 0; 
Q =boule unité de R2. Etude en fonction del 'obstacle. 
branche inéquation a = 3 





Figure 10 : Diagramme de bifurcation pour le problème d'obstacle: 
Au+ À eu~ 0; u ~a; (a-u)( AU+ À eu)= 0; 
Q = boule unité de ~3 . Etude en fonction de 1 'obstacle . 
branche inéquàtion a = 11 
20 
branche inéquation a = 9 
branche inéquation a = 7 
15 
branche inéquation a = 5 
10 branche équation 
a = 3 
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Figure 11: Essais numériques pour - ll.u = >.. a-u ett;~( .. -1) = u(l) = o. Convergence lorsque E t o pour 
E + a-u .. · 
a= o.69 (trait plein). et a= 2.19 (pdtnti'Îlé). ( n = 1) 
E = 1 
x 
E = 1 



































Figure 12 : Diagramme de bifurcation pour le 
a - u u problème : AU +À + 1 1 e = 0 e a - u 
a = 5; n = boule unité de ~2 . 
Etude lorsque e tend vers 0 . 
problème limite 
p rob 1 ème 1 i mi te 
e = 10-1 
À 











- a - u u prob 1 erne : À u + À + 1 1 e = 0 e a - u 
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3 
( a ) 
u(x) ( b ) e:=O 
3• u( 0) 3 . u( x) 
( c ) 
À=o.5 
2 .. 2 2 
1 






1 1 À=o.3 1 À=O. 2 - 1 
: C r;;x-a. 
X= -1 x=o x=1 1 À x=-1 x=o x=1 
- ôu =À a-u 
e: +(a-u) Figure 14: 
Essais numériques pour eu ; u(-1) = u(1) = o avec a = 3 ( n = 1 ) 
a) profil de la solution minimale (e:= 10-4) b) étude selon e: c) profil de la solution maximale (e: = 10- 4] 

( 1) l 
-1-
-ANNEXE I- . 
CONVERGENCE DE LA BRANCHE INEQUATION DE LA SOLUTION 
NORMALISEE LORSQUE~: at® (EN DIMENSION 1) 
On reprend le problème de 1 'obstacle du § VIII en dimension 1 
u" + À eu = 0 r c < x < 1 
u(rc) =a; u'(rc) = 0 
u(l) = 0 
Rappelons que la branche inéquation (À,rc) défin4e par re = 1 -
(Àa correspond .à la solution de (1) pour r = 0) converge, lorsque a 
et modul~ une translation vers le graphe suivant : 
r 
1 
Pour À >. 0, ceci correspond aux so 1 ut ions 1 imites 





On va voir à quoi correspond 1 'arc (À= 0, re € [0,1) 1 en calculant 
explicitement les solutions limites normalisées v(x) = lim u(~,x) pour re 
atco 
fixé ( et À = 
À 
__ a_). 
( 1-r ) 2 
c 
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Calcul des solutions de (1) 
On multiplie (1) par u•(x) et on intègre entre re et x : 
u• 2 (x) + 2À [eu(x) - ea] = 0 et comme u• (x) est< 0 






= ;:;; (y-r ) 
c 
L•intégrale se calcule en posant z 
fea-eu(y) 
dz 
a e -z 2 




1 u-a Log _l_+_-;.1==-=e====:-- = ;-:;; 
1 - /1 u-a - e 
(y-re) 
(y-re) 
(pour r c = 0 , y = 1 , u = o, on obtient À a , pour y = 1 , u = 0 on retrouve 
la relation liant re et À) 
u (y) Posant v(y) =-a-avec v(rc) = 1, v(y) < 1 si y> re on a 
Log 
-a( l-v) 
- e = .("2;: e a 12 
1 - /1 -a( l-v) - e 
-3-
Fixons re e [0,1) et faisons tendre a vers + 00 
+ /1 -a( l-v) A ea/2 (y-re) Log - e = = 
- /1 -a( l-v) 1 ( 1 - r ) - e c 
+ /1 -a y-r Log - e c 
1 - /1 -a 1-r - e c 
On sait que (modulo extraction) v converge p.p. et donc en prenant 
des équivalents pour a t oo : 
Log 4 ea(l-v) Log 4 ea y -
r. y - re c 1 v = ~ - = 00 
1 - re 1 - re 
i.e v (y) 1 - y = 
00 1 - r c. 
ConcLÙsion : Lorsque a t oo on obtient une branche inéquation pour 
la solution normalisée par a composée de 
.v:a, À>O 
0 V = 1-y re e 
1-r c 
À= 0 r c. > 0 
-1 
( r = 1 ) 
c 
[0,1) (À= 0) 
V(y) À > 0 
À = 0 re = 0 
0 
-4-
Remarque : Pour re = 0 , À = 0 , v(y) = 1 -y est la limite bien 
00 
connue de la solution normalisée de la branche équation (sans obstacle). 
Donc, lorsgue 1 •obstacle tend vers + oo il s•introduit des solutions supplé-
mentaires vis à vis du problème sans obstacle. 
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-ANNEXE II-
ETUDE ANALYTIQUE DE LA BRANCHE INEQUATION 
DU PROBLEME MODELE EN DIMENSION 2 
On considère l'inéquation variationnelle du § VII écrite sous la 
forme forte 
!lu + À eu ~0 
( l ) u ~ a dans n 
(a - u) (Il u + À eu) = 0 
u = 0 sur an 
où n est la boule unité de IRn et on s'intéresse aux solutions à symétrie 
radiale u(r), re [0,1]. Toute solution étant dans w.2•P(n), il s'ensuit 
que 
.d (rn-1 du) ~ 0 donc du < 0 , 1 'ensemble de coïncidence 
dr dr dr 
{U 1 u(x) = a} est vide ou égal à { x 1 1 x 1 .5. r c} et ( 1 ) ~ 
u .. + n-1 u• + À eu 0 r re re € ] 0' 1 [ = > r 
-
u (re) = a ( 2) 
u'(rc)=O 
u(l) = 0 
dans le cas où {X 1 u(x) = a} F 0 , c'est à dire qu'on a équivalence 
de (1) et (2) pour la branche inéquation (re> 0). Nous allons tirer de 
( 2) 1 a relation 1 i ant À et r et en déduire dans 1 e cas n = 2 
-----------c . 
*l'allure de la branche inéquation (À,rc), en particulier 1 •accu-
renee de retournements 
*le comportement 11 limite 11 de la branche lorsque a t oo , toutes 
choses déjà observées sur le plan numérique. 
Rappelons quen dimension 1 la question est résolue et sans grand intérêt 
il n'y a pas de retournement sur la branche inéquation. 
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Rappelons aussi que si re est donné dans (2) , À est parfaitement 
déterminé : on résout (2) avec À= 1 , sans la'condition u(l) = 0; soit 
x0 tel que u(x0 ) = 1 , alors À =x~ est tel que (À,rc) est un point de la 
branche inéquation. 
Méthode uti~isée : On fait un changement de variables et de fonction 
rendant 1 •équation autonome sans dérivée première, et on intègre 11 à la main .. 
ce qui donne la relation entre À et re. 
1. TRANSFORMATION DE L1 EQUATION 
On pose r = re ex x 2:. 0 
u( r) = u(rc ex) = v(x) ( 2) <~ 
V11 + (n-2) v• + À r 2 v+2x 0 e = 
( 3) lv(O) =a; v'(O) = ~ 
v(-Log re) = 0 
puis w = v + 2x (3) <-? 
l w" + ( n- 2 ) ( w' -2 ) + À rz ew = 0 c 
( 4) w(O) =a; w•(o) = 2 
w(- Log r ) = - 2 Log re c 
soit avec l.l = À rz c et "[ = - Log r c 
( 5) 
w.. + J.1. 
w--
0 e = l w(O) = a ; w• ( 0) = 2 
w(') = 2T 
( pour n = 2 ) 
On va travailler sur (5) : on 11 tire .. avec J.1. > 0 i.e , on résout le 
problème de Cauchy (5) avec J.1. qui admet une unique solution strictement 
convexe w(x) ce qui donne une unique intersection de la courbe w avec 
la droite de pente 2, dont 1•abcisse est ' = ' (J.1.) > 0 et on a un .. bon .. 
"[ ( ]J.) 




2. INTEGRATION DE L1 EQUATION (5) 
On multiplie (5) par w• et on intêgre de o·a x 
Soit x0 tel que w(x0 ) =max w(x) w•(x0 ) = 0 ~ 
wmax = Log [ea + ~] 
pour x € [O,x0 ] w• est ~ 0 donc (6) <~ 
w• 1 qui s•intêgre entre 0 et xo = /4 + 2J.l [ew-ea] 
r·x /4+ dt 1 xo = = Log 
/4 + 2J.l (et-ea] /4 + 2J.l ea /4+ 
a 
2J.l e a + 2 
2J.l ea 
- 2 
On va maintenant intégrer (6) de la même façon entre 0 et ' en distin-
guant les cas ' ~ x0 (w• est~ 0) et ' ~ x0 (w• change de signe en x0 ) 
puis écrire que ' vérifie : w(') = 2 ' . 
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Remarquons que "( < x <-.P 
- 0 
2 x0 ~ w(x0 ) = Wmax <-Y 
Log ~< L ~+2\lea + 2 og J.! 
/4+2J.!ea /4+2J.!ea - 2 
la discussion des cas porte uniquement 
sur J.! 
En particulier, en faisant tendre J.! 
vers 0 (resp oo ) on montre que 
pour J.! "' 00 on est toujours dans le 
2ème cas "( ~ xo 
pour J.! "' 0 on est toujours dans le 2ème 
cas "( > x 
- 0 si a > 2 Log 2 et dans le ler cas si a < 2 Log 2. 
La valeur a = 2 Log 2 correspond à la valeur u*(O) du point de retour-
nement de 1 a branche équation du prob 1 ème tJ. u + À eu = 0 pour n = 2 (cf. 
[ 4] où tous ces calculs sont effectués). On va supposer que la branche 
équation de notre problème admet un retournement, i.e a~ 2 Log 2; on est 
donc dans 1 e 2ème cas, pour J.! "' 0. 
Intégration dans ~e premier cas : "( < x0 w• est > 0 et (6) s'écrit 
w• (x) 
= qu'on intègre de 0 à "( 
(') dt = "( 
/4+ 2J.! [ea - et] 
a 
puis on écrit que w(T) = 2T 
ce qui donne la relation implicite 
(7) = Log 
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Dans 1 e deuxième cas,' 2_ x
0 
on intègre 1 a re 1 a ti on 
/4 + 2 Il [ea - e~ = - 1 de x0 à ' ce qui donne 
(8) 
/w("~4 + 2:t[e•- et] 
w max 








/4 + 2ll[ea- et] 
w(-r) 
Log 
3. COMPORTEMENT LORSQUE Il + ~ : 
et en écrivant que w(,) = 2, 
On est dans le cas (8) qui s•écrit, avec A 
en négligeant ce qui tend vers 0 : 
= ~ e a+ ~ et r 2 = R (" = L 
rz 
(9) - Log R = Log /1 + RA + /1 + RA -A e -a x 
/1 +AR /1 + RA - /1 + RA - A e-a 
R = r 2 ne peut pas tendre vers e-a sinon on aurait a = 0 ce qu•on 
exclut ! Donc A [R- e-a] +a A, a ~ 0 et il est alors facile de voir sur 
la formule ci-dessus lorsque A+ +~que lim R > e-a et en fait 
Log R + 0 i~ e. R + 1 
On peut d•ailleurs tout aussi bien considérer la relation (8) écrite 
en ·A , R 
( 10) -/1 +AR Log R 
-6-
= Log ( / l+AR + 1) ( /l+AR + /l+AR-Ae -a) 
( ~- 1) (~ - /l+AR-Ae-a) 
faire tendre R vers 1 et vérifier que A = A (R) + ~ ( si A + A
0 
on a une 
absurdité : A = 0 !). 
0 
4. COMPORTEMENT LORSQUE ~ + 0 
Si a> 2 Log 2 on est dans le cas (8) et on utilise (10) 
l1 = À r 2 = 2 e -a A R donc AR + 0 et 
+ AR - A e -a > 0 donc A est borné et R = r 2 + 0 
La relation (10) s•écrit, au premier ordre : 
+ /1 -A e -a 
- Log R = 2 Log 2 - Log R - Log A + Log -:----;=:===-
- /, -A e -a 
si A ~ 0 ce qui est vrai (Sinon Log A= 2 Log 2 : absurde!)~ 
+ /, -a 
-A e 
A = 4 ~ 
1 ;, - A -a - e 
À = 
8 
ea _j 1 À a 2 
À 
2 (11) 
ce qui donne À = À = 2 [ 1 ( 2 e- 2 - 1 ) 2 ] qui est très précisément 
a 
la valeur correspondant au problème de 1 •équation pour Umax= a cf. [4] 
Ce résultat s•obtient aussi en faisant tendre R vers 0-
(i .e ~ + 0 est ~ R +. 0 et·~ + ~ ~ R +. 1). 
5i a < 2 Log 2 (pas de retournement sur la branche équation) on trouve 
que R + 0 et À + À 8 1 -
;, 
-À /2 (en· prenant la forme ( 7)) ce qui --a 
ea ;, - À /2 1 + a 
donne encore la même valeur À = 2 [ 1 - ( 2 e- 7 - 1 ).Z ]. a 
Revenons au premier cas et essayons de prec1ser 1•a11ure de la courbe 
À = À( r) au voisinage de 0 en calculant (dÀ) dr r=O 
-7-
On écrit (10) avec A = À ea et R rz = 2 
/l+Ar 2 /l+Ar 2 /l+Ar 2 -a ( 10) -2 /1 +Ar 2 Log r Log + 1 + A e = 
/l+Ar 2 - 1 /l+Ar 2 /l+Ar 2 -
et on dérive par rapport à r pour r "' 0 : 
(11) 2 /l+Ar 2 
- 2 Log r A
1 ~+2Ar A'r 2 + 2 Ar 
-- = 
r 2 /l+Ar 2 2 /l+Ar 2 (/ l+Ar 2 + 1) 
A'r 2 + 2Ar A'rz + 2Ar - A' -a + e 
A'r 2 + 2Ar + 2 /l+Ar 2 2 /1 +Ar 2 - A -a e 
2 /l+Ar 2 /l+Ar 2 - 1 ) /l+Ar 2 + /l+Ar 2 - Ae -a 
t.'rz + 2Ar A'r 2 + 2Ar- A'e-a 
2 / l+Ar 2 2 /l+Ar 2 -a - Ae 
/l+Ar 2 /l+Ar 2 -a 
- Ae 
En négligeant les termes qui tendent vers 0 et en supposant r K(r) 












A' e -a 
2 ;Ça (1 
1 ] = 0 i.e 
A e -a 
1 À' di, 1 = -;:- = 0 c • est-à-d: re que 1 a branche inéquation dans le plan (À,r) 
démarre avec une tangente v.erticale. 
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Si on suppose qu'on est dans le cas a< 2 Log 2 on trouve, pour À1 , 




+ 1 ] = 0 
À 1 + 
ce qui donne aussi À1 = 0 dans tous les cas. 
Pour avoir la variation première de À autour de Àa' on calcule 
l À'(r) pour r ~ 0 : l ~ = 2 ~ on a donc intérét à prendre la 
r r ur uR 
relation (10) en (A,R) puisque dÀ = 2 e-a dA 
dR dR 
( 10) - ;;::;- Log R Log /l+AR + 1 ll+AR + /l+AR-Ae-a = 
/l+AR 
- 1 /l+AR - /l+AR-Ae-a 
qu'on dérive en posant A' =dA /dR : 
A'R+A 
~ - Log R A'R+A 
R 2 /l+AR 
2 1 l+AR 
= 
A'R+A A'R+A 
2~ 2~ + 2 fl+AR-Ae -a 
+ 






2 1 l+AR-Ae -a 
/l+AR-Ae -a 
+ /l+AR-Ae -a 
ce qui donne, en négligeant les termes qui tendent vers 0 
A Log R 
2 
A' 





+ /1-Ae -a 
A A-A'e-a 
2 2 / 1-Ae -a 






On a par 
A Log R = 
2 








r + 0 
1 -
+ 
conséquent un comportement très singulier 
lorsque·r + o. 
5. COMPORTEMENT GLOBAL DE LA BRANCHE LORSQUE a + + CIO 
On voit facilement que, lorsque a+ CIO on a toujours 
Log /ea + ~ 
].l 
> 
1 Log + 2 
- 2 
A • -a 
-e A 
de la branche 
'rJ J.l < CIO fixé 
"' donc c'est encore l'équation (8) qui va nous servir. Cependant, on va plutot 
fixer, (i.e. r) et calculer J.l = J.l(,,a) donc on n'est pas assuré d'être 
dans le deuxième cas et il faut effectuer les calculs à là fois sur (7) 
et sur (8). Faisons le pour (8) 
on fixer € ]0,1[ i.e 'e ]O,CIO[ 
Supposons que J.l(r,a) + J.l(r,CIO) = J.l* > 0 lorsque a t CIO : 
~ /,+~a + 1 + /l+~a ].l 2·T -;..e 
(8) 1 Log 2 2 2 T = 
/4+2J.lea /l+~a - 1 /l+~a - /l+~a - J;,eZT 2 
et . 1 Log 4ea i.e 0 ce qui est exclu. T 'ù T = 
/2J.l*ea ez' 
Le cas J.l + +CIO étant exclu par le même argument, il s'ensuit que (en 
fait modulo extraction) J.l + 0 lorsque a++ CIO , r fixé € ]0, 1[ c'est-à-dire 
qu'on a convergence de la branche inéquation (À,r) vers·la fonction de 
Heaviside. 
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6. EXISTENCE 01 UN RETOURNEMENT SUR LA BRANCHE INEQUATION POUR a GRAND 
Soit Àa la valeur de À correspondant au passage équation-inéquation 
a 
Soit À *(a)la valeur du paramètre correspondant à r = -2 On va e . 
montrer que pour a assez grand À*(a) < Àa ce qui suffit p_our assurer 1• ex:.. 
istence d•un retournement, puisque si r + 1 À + + 00 on a 
Il ea r2ea À Ïe 21" Àr 2 À . 2 = À -z- = 2 ...;> = = 2 2r 2 
et (7) s•écrit alors 
a 1 k - 1 
T Log 2 a 0 si À ~ 0 = 2 = ..., = 
/4+2\lea /1 + À - 1 2 
ce qui est absurde 1 
On est donc toujours dans le deuxième cas pour calculer À = À*{a) 
on doit résoudre (8) qui s•écrit 
1 Log [ /1+À/2 + 1 ]2 ~ a 1 Log /1+À/2 a = - = 
;;+À/2 /,+À/2 - 1 2 /l+À/2 /1+À/2 
g( À) a avec g(À) 1 Log /l+À/2 + 1 ~ = 2 = 
/ltÀ/2 /1 H/2 - 1 
On sait que la solution À est unique. o•autre part lim g(À) = oo >% . À+Q+ 
Si donc on montre que g(Àa) <%on aura à coup sûr À*(a) < Àa ce qui suffit; 
a 
_a -~ 
[1 + 4e 2 - 4e-a ] 
(1 + 4e-z ~ 4e-a)~ + 1 
Log 
a 





o•où en ne gardant que les termes les plus grands 
a 
g ( À ) "' ( 1 - 2e -2 ) Log 
a 
a 
2 + 2e -2 
a 
= a + 
2 
2e -2 - 4e -a 
a 










a = 7 
a = 5 
Branche inéquation (À,r) obtenue à partir 
de la relation implicite liant À et r (n=2) 
a = 3 
À 
' > 




Branche inéquation (À,r) obtenue à partir de la relation implicite 
liant À et r (n = 2 ). Comportement au voisinage der= 0 ( À= 2 
correspond au retournement sur la branche associée à 1 'équation ) 
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ETUDE LOCALE DES BRAN OIES DE SOLUTIONS 
DANS UN PROBLEME D 1 OBSTACLE 
PREMIERE PARTIE 
POINTS SINGULIERS, POINTS REGULIERS, DIRECTIONS CONIQUES, EXEMPLES 
R~umé On s'intéresse à une classe d'inéquations variationnelles 
associées à un problème d'obstacle. On se place dans.des hypothèses 
assurant 1' existence d'une branche non bornée de solutions et on cherche 
le ccmportement local de la branche, plus précis~t la "direction" de 
la branche. Ceci introduit des QQints s~liers, caractérisés par une 
in~tion "conifiée" de 1 'I.V de départ, opération qui généralise la 
linéarisation qu'on effectue traditionnellement sur les équations. Aux 
points non singuliers, on trouve les directions "coniquement" tangentes 
ccmne solution d'une I. V. Ce travail est à considérer ccmne un premier 
pas vers la généralisation aux I.V de l'étude des points critiques d'une 
équation (points de retournement en particulier) ainsi qu'une étape 
nécessaire si on veut ~évelopper dans le ·cadre des I. V des méthodes 
numériques pennettant de suivre des branches de solutions par continuation. 
L'utilisation des outils introduits dans cette partie pour décrire localerœnt 
les branches de solutions sera développée dans la deuxième et la troisième 
partie qui constituent également une justification a posteriori de la 
méthode utilisée ici . 
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I. HYPOTHESES ET NOI'ATIONS 
On considère la for.me a bilinéaire, symétrique, (pour simplifier) 
continue coercive sur H1 (n) suivante : 
0 
a(u,v) = I J a .. (x) au av dx, 
. . 1 ,.., ~J ax. ax. ~,]= ~· :l. J 
les a .. (x) 
~J 
étant des coefficients réguliers, et Q un ouvert bo:çné régulier de Rn. 
On appelle A 1 'opérateur du second ordre sous for.me divergentielle associé 
à a : 
n [ ] A = - L ô a ô 
. . 1 ax. ij axJ. • ~,J= ~ 
Soit 1jJ (1 'obstacle) une fonction ~ 0, 1jJ El L: (n) f'\ 'Hl (n) qu'on supposera 
ultérieurement quasi-continue (i.e. on remplace au besoin 1jJ par son 
unique représentant q. c. dans H 1 ( n) ) pour pouvoir expliciter les cônes 
de déplacements admissibles qui vont intervenir dans la suite. 
Enfin, on se donne une fonction f : n x R + R+ non décroissante, telle 
que t + f (x, t) soit dérivable deux fois en t, f, ft, ftt étant de carathéo-
dory sur n x R et on notera F, F , . • . les opérateurs de Nariytskii associés à 
u 
f, ft •• , lorsqu'on substitue une fonction u : n + R à t. 
On suppose que f, ft, ftt sont bornées sur les ensembles n x (- a> 1 S], 
S El R, ce qui implique que F et Fu sont continus de L co (n) dans Lp (~) Vp> 1 et--que 
(F(u+h)lw)- (F(u)lw) = (Fu(u)hlw) + "'Cilhll 2)llwll 
où ( ·1·) désigne le produit scalaire dans L2 (n) et 11-11 la nonne usuelle 
dans H1 (n). La relation ci-dessus, largement utilisée dans la suite est 
0 
valable si u, h El Hl (n), u(x), u(x) + h(x) ~ S pour un S El R, et si 
0 
f h 2 (x) lw(x) 1 dx ~ lhl 2 lwl ~ C llhll 2 llwll ce qui est vrai si n q q 
~' 1 et H1C....Lq,donc pour n ' 6. q 
Le problème d'obstacle associé à A- ÀF et 1jJ que nous considérons est 
le suivant, sous fonne variationnelle : 
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l a(u,w-u) ~ À(F(u) !w-u) (I.l) u e K; V-w e K = {w e Hl(n) 1 w' w pp sur n} 
0 
Le paramètre À est ~ 0 • On dira que u est une solution équation si, 
de plus, u vérifie : 
l a(u,w) = À(F(u) lw) (I.2) u e H1 (n) ; v w e Hl (n) 0 0 
(c'est à dire que u vérifie Au = ÀF(u) et u ~ $) 
·Enfin, nous adopterons la notation suivante 
Si u e K, K désigne le cône des déplacements admissibles dans K à partir 
u 
de u : 
K = { w e H1 (Q) 1 3 1..1 > 0 : u +1..1 w e K} = U 1..1 {K-u} 
u 0 . 1..1 > 0 
et K désigne l'adhérence de K dans Hl(n) fort. 
u u 0 
Re.maJLqu.u : 
1. l' I.V (I.l) s'écrit de manière équivalente 
l a(u,z) ? À(F(u) !z) . -ueK;VzeK u 
2. Puisque K est un convexe fenné, héréditaire vers le bas et sup-stable, 
il existe ([8]) ~ quasi-semi continue inférieurement (q. s.c.i) telle que 
K = { w e Hl (n) 1 w , ~ q.p} • Mais si $ est quasi-continue et si on prend 
0 
les représentants quasi-continus dans H~ {Q) 
{u ~ $ p.p} ~ {u ~ $ q.p} ([1]) 
donc$=$, K = {w e Hl(n) 1 w ~ $ q.p} et 
0 
Ku = {w e H~ (n) 1 w ~ 0 q.p sur {u = $}} ( [66]) étant entendu que pour 
u,~ quasi-continus, {u ~ ~} est défini à un ensemble de capacité nulle près. 
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II. EXISTENCE D'UNE BRANCHE DE SOLUTIONS 
II.l. Existence d'un continuum de solutions 
Soit Pk le a-projecteur sur le cône convexe fer-mé K de H;(n) 
v: x e H6 (Q), Pk (x) est caractérisé par ( [49]) : 
l a(x - Pk (x), x - Pk (x)) ~ a(x - y, x - y) v y e K ; Pk (x) e K 
Si G désigne 1 'opérateur de Green de L2 (n) +Hl (Q) associé à A avec 
0 
conditions de Dirichlet, 1' I.V (I.l) est équivalente à la formulation 
point fixe suivante : 
(II.l) u = Pk [À G F(u)] = T(À,u) 
L'application T : R+ x Hl (Q) +Hl (Q) est' continue et canpa.cte, ce qui 
0 0 
pennet d'appliquer un résultat standard de Rabinowitz ( [72]) : 
on a dans R+ x H6 (Q) existence' d'un continuum de solutions (À,u) contenant 
(0 ,0). En considérant T ca:rme agissant de R+ x L~ (Q) dans lui-même, on voit 
que la projection de ce continuum sur R+ est R+ tout entier (d'où en parti-
culier existence pour tout À ) 0). 
On vérifie que toute solution u de (I.l) est '?; 0 et par des résultats 
standard ( [20] [62]) si A 1)J est une mesure telle que (AI)J)- e Lp (Q) V:p > 1 
alors u 8 ~'p(Q) V:p > 1 (car F(u) 6 LP(n), Vp > 1). 
Pour la démonstration des propriétés de T, il suffit de remarquer que 
si u est une suite bornée ou convergente dans Hl (Q) alors (après éventuel-
n o 
lement une extraction) un + u dans L2 (Q) • Puisque 1 f (x, t) 1 < c1 + c2 t 
(quitte à modifier f lorsque t ~ [O,!I)JI~J), Fest continue de L2 (n) dans 




Remevtque. : en considérant le schéma itératif {monotone) suivant 
( k+l k+l)· ( ( k 1 k+l)· ; a u , w-u ~ À. F u ) w-u 
v w e K ; uk+l e K 
u = 0 
0 (resp u0 = 1/J) 
on dérrontre 1' existence d'une solution miniroale u (À.) (resp. max.iroale Ü (À.) ) 
à l' I.V (I.l) et l'application À.+ u(À.,x) (resp. À.+ Ü(À,x) est crois-
sante pour presque tout x e n. 
II.2. Branche équation -.Branche inéquation 
Si 1/J > 0 est continue sur n, toute solution u de (I.l) est, pour À. 
assez petit, une solution équation. Si au contraire, f ? rn > 0 sur n x R 
on a, u et 1/J étant assez réguliers, mes {u = 1/J} > 0 pour À. assez grand 
et il n'y a plus de solution équation au !OClins lorsque AI/J + À.F(I/J) ~ 0 p.p. 
On peut d'ailleurs, en étendant un résultat de [39], donner une estimation 
de 1·' ensemble de coïncidence {u = 1/J} avec u, 1/J réguliers de sorte que la 
définition de cet ensa:nble ne pose pas de problème. On se limite à un opé-
rateur A à coefficients constants pour ne pas alourdir les calculs. 
PJtopo~.>Wan. II .1 : on suppose que 1)1 e ~'P(n). Soit u e Cl Œ) la solution 
de l'I.V (I.l) pour À. fixé et n ={xe n 1 u(x) = 1/J(x)} où on a au besoin 
0 
remplacé 1/J par son représentant continu. On suppose aussi que 
y(À.) = inf {- Aw(x) +À. f(x,t) 1 xe n, teR} > o et
112 
on pose 
y(À.) 1 II/JILco(an) ( 




e n 1 d (x
0
, an) > 112 , L a. . a. ) 
1 ~J 
CaJtoUa..i.Jte. II . 2 ! avec les mânes hypothèses, si 
y (À). R(n) 2 ~ I aij lw IL co (an) où B(x,R) C n pour un ~ e n alors n
0 
est 
non vide, _ce gui aura toujours lieu pour À. assez grand lorsque f(x,t) ~rn > O, 
. 1/2 
.., - lwiLco(an) 
preuve du corollaire : comne B(x,R) c n , on a d(x,an) ~ R ~ 112 a. 





preuve de la proposition II.l : 
on pose u (x) = l/J (x) - S 1 x - x 1 2 , S > 0 (norme euclidienne dans Rn) 
0 2 
et on va :rrontrer que, pour S, x bien choisis, Ù(x) ~ u(x) sur Q. Corrme 
0 
Ü (x ) = l/J (x ) , on aura x 6 Q ! Ecrivons l' equa~ tion vérifiée par u : 0 0 0 0 
Au = Al/J + S I a. . donc ~ vérifie : 
. . ~J 
~,] 
(II.2) a(u,z) = (A Ü,z) = J [Al/J + sI a .. ] z dx v. z S H6(Q) 
Q ~J 
Quant à u, il vérifie (II.l) ou (I.l) 
(II .1) a (u, v-u) ). À(F (u) 1 v-u) V. v e K. 
Soit z = (u-Ü) . On a z e Hl (Q) pourvu que Ù(x) ~ 0 sur 
- 0 
lieu si lx - x 1 2 > l/J ~x) sur an ,donc sOrement si d (x , an) 
0 2 p 0 
-
an, ce qui a 
ll/J ltLoo( âQ) 
> l/2 s . 
On choisit z = (u-u) dans (II.2). bans (II.l) on prend 
v= u + (u-u)_ qui est dans K puisque Ù(x) ~ lfJ(x) p.p et on fait la dif-
férence entre (II.l) et (II.2) : 
a(u-u, (u-~) _) ~ J Q [À F(u) - Al/J - S I aij] (u-;;) dx 
qui donne bien (u-u} = 0 i.e u(x) ~ Ù(x} p.p pourvu que 
ÀF(u) - Al/J - S Ia .. > 0 (noter que I a .. est > 0 par l'ellipticité) donc 
~J ~J 
si S ~ inf {À F (u) (x) - Al/J (x), x e Q }/ L a .. et a fJoJt:UaJU.. si 
~J 
S ~ ~ = inf {À f(x,t) - AlfJ(x}; xe Q, teR} 1 I a .. avec la conditions> 0 
~J 
0 
Il existe par conséquent en général des points (À*' u*) réalisant une 
transition entre une branche équation et une branche inéquation du problème 
(I.l). Cette situation est représentée sur la fig. 1 : 
On s 1 intéresse d 1 une part à ces points de transition. D'autre part, 
une étude numérique du problème d 1 obstacle avec A = - t:,., f (x, t) = et, 
1/J = a > 0 en gécmétrie sphérique dans Rn a :rrontré (Chapitre IV} qu 1 on 
obtenait, sous certaines conditions, des retournerœn.ts sur la branche 




Fig. 1 Diagramne de bifurcation usuel pour 1' I. V (I.l) 
III. POINTS SINGULIERS DE L'I.V, 
III .1. Aspect inéquation 
J. 
Soit (À*' u*) une solution de (I.l),Qn note {u* - À*G F(u*)} le 
a-orthogonal de u* - À* GF(u*) c'est à dire l'ensemble : 
{w e H1 {n) 1 a(u*, w) =À (F(u*) !w)}.Lorsque cet orthogonal est H1 {n) 0 . 0 
tout entier, u est une solution équation. 
- r.. .L On pose enfin S = K 1 1 {u*- À*G F(u*)} , 
u* u* 
SiS =.K = Hl(n) 1 le travail généralise l'étude classique des points ~ ~ 0 -
singuliers dans les équations. Si S = K a. pJc)_oJc)_ distinct de H1 (n)1 -u* u* . o 
on retanbe sur le cas particulier des points de transition èntre les 
branches équation et I. V. 
VéninLtLon III.1 soit (À~, u*) une solution de (I.l). L'inéquation 





s'appelle conifiée de l' I.V (I.l) en (u ,À ) selon u. 
* * 
On remarque que z = 0 est toujours solution de (III .1) et que l'ensemble 
des solutions fonne un cône fenné dans Hl (Q). D'autre part z est solution· 
0 
de (III.l) si et seulement si -z est solution de (III.l)b. (même pro-
~s 
blème que (III.l) mais S est remplacé par - S ) . 
u* u* 
Vê.6irû;üon. III.2: Si (III.l) admet auJ.IDins une solution z ~ 0, 
on dira que (À*' u *) est un point singulier. 
Rem~qu~ on pose v(:\) = inf {a(z,z) - :\(F' (u*)ziz)/z eS 
u* 
lzl 2 = 1} ; on a v(:\} ? u(:\) où u(:\) est la valeur propre fondamentale 
du linéarisé de l'équation en u*, v(:\} est décroissante en :\ et on appelle 
valeur conique fondamentale la plus petite valeur "l'si elle existe, telle _ 
que v(:\1) =O. Si~= :\ 1 , (:\,..,u*) est singulier.Si F' (u*) > o , À = 
---- ---· 1 
· { a ( z' z) 1 z - s 1 1 - } - inf { -~~ z) 1 e .s , z -:;t o } 
mf tF' (u;t) z 1 z) ..... u* ' z '2- 1 - (F'(utt) ZT z) z u* 
Dans ce cas "* < :\1 lllplique que (:\*,u*) est régulier. 
III.2. ~ ~rateur non linéaire 
L'inéquation (III.!) peut encore s'écrire 
l a(z,h-z) } À a{GF' (u ) z, h-z) * * vhes ; zes 
u* u* 
l a (:\* GF' (u*) z - z, h-z) Vhes ; zes 
u* u* 
~ 0 
(III. 2) z = :\ P [G F' (u . .J z] 
* s "" 
u* 
.. > 
où P représente la a-projection sur le cône convexe fenné S 
su* u* 
Rem~qu~ l'inéquation (I.l) de départ s'écrit aussi, on 1 'a vu, 
sous la forme : u = PK [:\ G F(u)] (II.l) où~ est la a-projection sur 
le convexe fe:rmé K et (III.2) s'obtient formellement à partir de (ILl) 
par dérivation conique au sens des projecteurs en u*= Pk[:\* Gp(u*)]dans 
la direction À* GF' (u*) z ( [66]) ou encore (III.2) représeni;:.è la dérivation 
(composée) en t = 0 de l'équation (II.l) écrite pouru.,+ tz,À* ( [49]) . 
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Sous la fonne (III.2) on: est ramené au problèire spectral suivant 
trouver (;\ .. , z) e R x H6 (n) \ {0} tels que : 
z = À P [G F' (u ) z] = À T(z), les À s'appelant les valeurs caracté-
s * u 
ristiques*coniques de T. Si À* est une telle valeur, (À*' u*) est un 
point singulier. 
Rerrerquons que T : H1 (n) + S est, avec les hypothèses de régularité 
0 u 
sur a et F, continu, canpà.ct, mai~ non linéaire. Cependant : 
Lemme. III. 1 T est un opérateur positivement hanogène et p::>sitif. 
preuve : .seule la p::>sitivité est non triviale. Soit y e H6 {n)·, y 3- 0 p.p 1 
z = T vérifie y 
l a (z,w-z) ? À* ( F' (u*)y!w-z) (III. 3) vwes ;zes 
u* u* 
Soit w e s c K = {w e H1 (n) 1 w ' 0 q.p sur {u* = 1jJ}} qui est 
u* u* o 
stable pour l'opération sup (cf. [66]) donc w+ e K i.e w+ { 0 q.p sur 
u* {u* = 1jJ}. 
D'autre part, puisque w+ est ~ 0 pp sur n donc q.p sur n, on a aussi 
w+ 3- 0 q.p sur {u* = 1jJ} fenné c n ([3]) i.e w+ e -Ku*· 
Si on fait h = :!: w+ dans 1' I.V (I.l) écrite sous la fonne équivalente 
a(u*,h) ~ À* (F (u*) !h) V h ë K , on obtient : 
u* 
a(u*,w+) = À*(F(u*) !w+)::::>w+ e {u*- À*G F(u*) }l.. 
Donc w+ e Su et on peut choisir w = z+ dans (III.3), 
* 
- a(z_,_ z_) ~À* (F' (u*)y!z_) 3- O~z- = 0 
donc y 3- 0 pp :::;> T 3- 0 pp sur n 
y q 
z = T y 
On est ramené ainsi à 1 'étude spectrale p::>ur un opérateur 
T : Hl (n) + H1 (n) continu canpact, ~ 0, ~ 0 hanogène mais on ignore si 
0 0 
une théorie à la Perron-Frobenius existe dans ce cadre. 
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III.3. Interprétation géométrique 
Soit (À , u ) une solution de (I .1) • On suppose gu 1 il existe ( :>. , u ) 
* * ·n n 
solution de (I .1} avec ~ + À, un + u, llun - u Il =? 0 (ceci est vrai J;Dur 
les solutions maximales par exemple, continues à droite cf. deuxièrœ partie . 
u 












La figure 2 ci-dessus schématise des cas où {'À*' u*) sera sûrement singu-
lier., ce gu' on peut formaliser : 
Thê.M.è.me. III. 1 : On suppose gu 1 il existe (modulo· extraction) une 
suite (Àn' un) telle cw.e 1 Àn - À*l= o( llun- u*ll). Alors (À*' u*) est 
un J;Dint singulier de 1' I. V (I .1) au sens de la définition III. 2. 
PJr..e.uve. 
u - u 
étape 1 : • On J;X)Se z = n * qui est bomé dans H1 (n) • 
n l.lun- u*11· 0 
Après éventuellement une extraction, z + z dans H1 (Q) faible, L2 (Q} fort 
n o 
et p.p. 
carme u = u. + 1 1 u - u. Il z e K, zn e Ku. et z e Ku. puisque tout 
n n n 
convexe fe:rmé est faiblement fe:rmé • 
• On écrit ensuite (I.l) : a(u*, w-u*) ~ À* (F(u*)l w-u*) 
avec w = u et on divise par [[u - u*ll: n n 
a(u*, zn) ~À* (F(u*)lw- zn) et on passe à la limite en utilisant 




• On écrit enfin (I.l) en O..n' un) : 
a(un' w- un) ? Àn (F(un) 1 (w- un),on fait w = u*, et on 
passe à la limite 
a(u , z) ~ À (F (u*) 1 z) ~ 
* * 
a(u*, z) = À (F (u*) 1 z) '> 
* 
.L 
z e {u"~ - À* G F (u*)} 
On a montré que le z ainsi défini est dans s 
u* 
étape 2 : On montre que z est f: 0 et vérifie 1' I. V (III.l) . 
On considère les inéquations donnant u et u 
* n 
a(u*, w-u) ;r À* (F(u*)l w - u*) 
a (u , w - u ) ~ À (F (u ) 1 w - u ) 
n n n n n 
vweK;u 6K u eK 
* n 
• On prend w = un (resp. w = u*) et on fait la scmne 
a(u - u , u - u) ~ À (F(u) - F(u*)l u - u) 
n * n. * * n n * 
+ (À - À ) (F (u )1 u - u ) 
n * n n * 
On développe F (u ) par Tay lor autour de u , on di vise par Il u - u 11 2 
n ilo n * 
et on passe à la limite en utilisant la s.c.i faible de a(.,.) 
a ( z, z) ~ lim a ( z , z ) ~ À (F' ( u ) z 1 z) 
-- n n * * 
Ccmne a ( z , z ) ? a Il z 11 2 = a > 0 on a en particulier 
n n n 
(F' (u *) z 1 z) f: 0 donc z f: 0. 
J. 
On prend w = u + e:h, h e K (\ { u - À G F (u*)} , e: > 0 
* u * * dans les deux inéquations donnant u* et u: et on fait la différence 
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*' * * l a (u , t:h) = À (F (u ) 1 t:h) a (u , u - u ) + a (u 1 t:h) ~ À (F (u ) 1 n * n n n n u- u) +À (F(u) !t:h) * n n n 
> a (u - u 1 t:h) + a (u 1 u - u ) ~ À (F (u >1 u - u ) 
n * n *' n n n *' n 
+ (À - À ) (F (u ) 1 t:h) + À (F (u ) - F (u ) 1 t:h) 
n * n * n * 
On divise par liu - u Il et on passe à la limite 
n * 
a(z, t:h) + a(u 1 z) ~ À (F(u*) 1 z) +À (F' (u*) zj t:h) 
* * * ..L 
et puisque z e { u*- À,., G F(u*) } 
1 
a(z, t:h) ~ À* (F' (u*) zlt:h) ~ a(z,h) :r À* (F' (u*) zl h) 
Y. h e K (1 {u* - À* G F (u*) } .L 
u* 
Mais ( [66]) ce dernier ensemble est dense dans S = 
..L u* K n { u* - À* G F (u*) } . Conclusion : z vérifie 
u* 
a(z,z) ' À* (F' (u*) z lz) 
a(z,h) ~ À (F' (u ) z !h) 
* . * 
Y.hes ;z~O;zes 
u* u* 
ce qui équivaut à (III.l) avec z ~ 0 
0 
IV. POINTS REGULIERS. CAlCUL DES DERIVEES CCNIQUES 
Tant qu'on évolue $ur la branche équation, on peut calculer les 
solutions par une méthode de continuation, aux points réguliers en 
considérant le linéarisé de (I. 2) et même aux points singuliers ( [sQ] ) • 
On aimerait faire la même chose pour l' I. V (I.l): calcul de la branche 
inéquation, en partant par exanple du point de transition, ou, peut-
être mieux de À = + oo (on est à peu près assuré de partir d'une solu-
tion stable •.• en un sens qui reste à définir). Pour cela, il faut 
connaître " ~~ " là où c'est possible (en tous les points réguliers serait 
l'idéal!) ) et se "débrouiller" pour passer les points singuliers les 
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plus courants en essayant ci' adapter les techniques des équations ( [37] ) , 
ce qui sera pour l'essentiel aborde dans les parties deux et trois . 
IV .1. Définition du tangentiel coniqu,e 
Soit (;\.*, u*) une solution de (I.l), non singulière. On peut supposer 
pour simplifier qu'on a dans R+ x H; (n) une branche de solutions (;\. ,u (>,)) 
passant par (À ,ü ) , localement continue au moins d 'nn côté (À > À ou 
* * * À < \,..) et telle que llu(À) - u(À*) Il t- 0 pour À t- À*' lÀ - À*l petit cf. 2e 
partie , branche maximale ou minimale). Plus généralement, pour toute 
séquence (Àn' un) de solutions de (I.l) telle que Àn + Àtt ,un·+ ~ (*) 
on pose z = ~n -~*ce qui est possible modulo élimination d'un nanbre 
n - .Jt 
fini de À puiRque À - À_,_f. 0 (sinon d'après le théorème (III.l) (À*,u ) 
n n .... * 
serait singulier). 
On peut supposer, après une extraction eventuelle, que Àn > À-. ou Àn < À* 
pour tout n. 
Après extraction éventuelle d'une nouvelle sui te, on peut poser 
z+ = lim zn dans H; (n') faible (et L2 (n) fort et p.p) si Àn > \,et 
z = lim z ( ••. ) si À < À~ • 
- n n 
Vé6~~on IV.1 : L'enSemble T+ (resp. T_) des z+ (resp z_) lorsqu'il 
n'est pas vide s'appelle ensemble des dérivées coniques de u selon À 
en (u*,À*) à droite (resp. à gauche). 
Remarquons que (À , u ) étant non singulier, toute suite (À , u ) 
* * n n 
solution de (I.l) est telle que, pour n assez grand, ~n = ~* est nécessai-
rement borné (par l'absurde, sinon cf. théorème (III.l)l) , *donc il existe 
au moins une suite z + z dans Hl (n) faible,L2 (n) fort et p.p : T+ ou T 
n o -
au moins est non vide. 
(*) Pour l'existence d'une telle suite, cf. les résultats obtenus par le 
degré topologique dans la troisième partie . 
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IV. 2. Détennination des directions coniquement tangentes 
Thé.oJtè.me. IV. 1 : Soit 0.. ,u ) un point non singulier. 
* * 
Tout élément z+ g T+ est solution de l' I.V 
Tout élément z g T est solution de l' I.V 
la (z , h-z ) ;::. À (F' (u ) z (IV.2) - * * v:hg-s z g-s 1 h - z ) + ( F ( u*) 1 h - z ) 
u u 
* * 
preuve (pour z+ g T+ par exemple) 
. On montre que z+ g S : de la relation. u = u + (À - À ) zn 
-u;. . n * n * _ 
on déduit que z g K donc z =lim faible z g adh .. faible (K ) = K 
n u* + n . u* u* 
puisque K est convexe. 
u* 
On écrit e."rlsuite que a(u , w - u ) ;::. À (F(u >1 w - u ) avec 
* * * * * 
w = u g K,on divise par ).1\-À > 0 et on passe à la limite : 
n - * 
a (u , z+) ;::. À (F (u*) 1 z+) • Enfin on écrit que a (u , w - u ) > À (F (u ) 1 w-u ) 
* * n n .... n n n 
avec w = u g K, on divise par À - À > 0 et on passe à la limite : 
* n * J. 
a (u ,z+) ~À (F(u*) lz+) ~a (u ,z+) =À (F(u) lz+)=P z+ g {u- ÀGF(u )} 
* * * * * * * * 
• On oontre que z + vérifie 1' inéquation (IV .1) ; en écrivant que 
(À ,u ) et (À ,u ) sont solution de (I.l) : 
n n * * 
a (u ,w - u} ~ À (F(u >1 w - u ) 
* * * * * 
a (u , w - u ) ~ À (F (u >1 w - u ) 
n n n n n 
avec w = u , resp. w = u + e:h, e: > 0 assez petit, 
n * J. 
h g K t1 {u - À G F (u*) } 
u * * 
* et on fait la·samme : 
a(u , e:h) + a(u - u , u - u) ~À (F(u) le:h) - (À -À) (F(u >1 u - u) 
n * n n * n n n * * n * 
- À (F(u ) - F(u >1 u - u ) 
n n * n * 
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a) avec t: = 0, en di visant par O. - À ) 2 et en passant à la l.llni te 
n * 
b) avec t: > 0 en divisant par À - À et en utilisant la relation 
n * 
a (u*, t:h) = À* (F (u*) 1 t:h) : 
(
u - u 
n * 
a À - À 
n * 
) 
1 (À F(u) - À*F(u*) J~;:h) -
, t:h + a(u - u , z ) ~ , n n 
* n n À-/\ 
n * 
- (F(u) Ju - u) -À (F(u) - F(u) Jz) et en passant à la limite 
* n· * n n * n 
a(z+, h) ;or. (F(u*) Jh) + À*(F' (u*)z+Jh) 
ce qui, avec la relation obtenue pour h = z + donne : 
a(z+, h-z+) ~ À*(F'(u*) z+Jh- z+) + (F(u*) Jh- z+) 
J. 
V. h e K 1"1 {u - À G F(u ) } et par densité V. he Su , ce qui donne 
u * * * * 
exactenel'it 1' I.V (IV.l). 
Pour établir la validité de (IV.2),on part de u = u - (À -À )z 
n * * n n 
avec À - À > 0 donc .;.. z e K ~ - z e K et - z e s . Ensui te, 
* n nu - u - u 
le reste de la preuve est inc~é dans a), ~is dans b) la*division 
par À - À change le sens de 1' inégalité • . • qu'on rétablit en _posant 
n * 
h = - k avec k e - s 
u*o 
IV. 3. Existence - unicité des dérivés coniques 
En un point régulier, le théorème IV .1 prouve que ( IV .1) et (IV. 2) 
admettent au moins une solution z+ (z_) f:- 0 si (F(u*) Jh) f:- 0 pour un h 
au moins dans Su , mais on a utilisé une hypothèse de nature géanétrique_ 
à savoir l'exis~ce d'une suite (À , u) + (-À , u). Or on aimerait 
n n * * justement utiliser les notions de dérivées coniques pour m:::mtrer 1 'exis-
tence locale de branches régulières passant par (À , u ) ! (*) • Il faut donc 
* * savoir traiter (IV.l) (IV.2) sous des hypothèses purement analytiques et 
(*) Travail qui, répétons le, sera réalisé dans les parties deux et trois . 
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ce qu'on voudrait avoir, ci est l'existence et l'uni ci té des solutions 
de (IV.l), (IV.2) aux points non singuliers. 
On a pour le rrorœnt les résultats très partiels suivants, visiblerœnt 
non optimaux. On suppose que F' (u*) est > 0 • 
P~opo~~on IV.Z : . inf { a(w ,w) 1 e .../. 0 } s~ ('~<', ( )· f ) w Su , w r 
.... u*ww * 
(resp •.. w e - Su ... ) est > À alors À est régulier et (IV.l) 
* * * . (resp. IV.2) possède au rroins une solution z+(resp. z_). 
Preuve : si À était singulier, il existerait z e Su , z f: 0 tel que 
* . * (III.l) soit vrai, d'où en particulier a(z,z) = À (F' (u) z!z) ce qui 
* * contredit l'hypothèse faite. 
Pour l'existence, l'I.V (IV.l) par exemple s'écrit 
l b (z+,h - z+) = a(z+, h-z+) - À* (F' (u*) z+lh-z+) ~ (F(u*) !h-z+) z + e su* ; ~ h e su* 
{ a(w,w) } Soit v = inf (F' (u )wjw) 1 w e Su*, w f: 0 > X* 
* 
b(w,w) ? (1 - ~*) a(w,w) ~a. !lw!!2 V w e Su* avec a. > 0 
On pose J(z) = i b(z,z) - (F(u*) lz> 
et rn= Inf J(z). Avec l'inégalité d'Young on a 
zesu* 
J(z) ) ~ llzl!2- (F(u*) lz) 
? ~ !!z!!2- ~ !!zll2- C(a.) !F(u*)'2 =- C(a.)IF(u*) !2 
donc rn > - "'" ; soit z une suite minimisante. 
n 
Puisque lim J(z) = + oo, z est bornée, soit z une limite d'une suite 
n 
extraite, dans H1 (n) faible et L2(n) fort (et p.p). Puisque la forme est 
0 
faiblement s.c.i. on a : 
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J(z) ~ lim inf J(zn) = rn donc zminimise J i.e. (J' (z) !v-z) ~ 0 
V v e Su ce qui est exacterrent l'inéquation (IV .1) 
* 0 
RemM.qu.e..o : 
1. L'hypothèse de la proposition IV.2 est aussi celle qui garantit 
l'unicité locale pour l'I.V (I.l) à A = À* fixé. 
2. Si on fait 1 'hypothèse plus restrictive suivante -: 
inf { (F' ~~w):~w/w e Su* - Su*,~o}> À* le résultat_ est consé-
quence inm§diate dJ la monotonie de 1' opérateur B : Su + H 1 ( n) associé 
* à la fonœ b (cf. aussi le th. 2.1 de Kinderlehrer-Stampacchia ([59]) 
qui s'adapte : la suite· z de Cauchy conve:rge toute entière vers z 
n 
unique solution de (IV.l)}. 
La condition ci-dessus est actuellerrent celle qui penœt d'avoir un 
résultat d'unicité pour les dérivées coniques (*) • 
PJtopo.oi.;Uon. IV.3_ : si inf { (F' ~~w):1w)w e Su* - Su*, W ~ 0 } 
est> À* alors À* est régulier et (IV~l) (IV.2) adrœttent au plus une 
solution. D'après la proposition IV. 2 on a existence et unicité pour 
(IV.l)1 (IV.2) dans ce cas. 
Preuve : À est évidennent régulier d'après la proposition IV. 2. Pour 
* vérifier l'unicité dans (IV.l) par exemple, on suppose qu'il y a deux 
solutions z1 et z2 , z 1 ~ z2 : 
a(z1 , h- z1) ~ À*(F' (u*)z1 !h-z1) + (F(u*) lh-z1) 
a(z2 , h - z2) ~ À* (F' (u*) z2 1 h-z2) + · (F(u*) 1 h-z2) 
on prend h = z2 dans la première équation, h = z1 dans la deuxièrœ 
et on fait la sorn:œ : 
a(z,z) ~ À* (F' (u*) zl z) avec z = z1 - z2_ e Su*- Su* z ~ 0, 
ce qui contredit 1 'hypothèse. 
0 
(*) C'est aussi la condition qui permettra de faire l'étude locale . 
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1. .La proposition (IV. 3) est vraie en particulier sous 1 'hypothèse 
plus restrictive : À*< inf .{ (F~~~:~~Iw>/ w f: 0, w € H~ (r.l) } • Lorsque 
u *est une solution équation, cette condition signifie gJto.6.60-modo que 
<\, u*) est situé avant le premier point de retournementde la branche 
(rrdnirnale) équation, dans des cas classiques . 
2. Si Su = Ku (point de transition équation - inéquation) 1 
* * Su - Su = H1 (r.l) car u e H1 (r.l) s'écrit u = u+ - u avec u + € H1 (Q}, 
* * 0 0 - -
u :!:: ~ 0 p. p sur r.l donc aussi q. p sur r.l (cf. [62 J, annexe aux chapitres 
I et II par exenple) donc u+, u e-su en particulier. L'interprétation 
- * de la condition d'unicité est la même que ci-dessus • 
V. CCMPLEHE:NTS. CAS PARI'ICULIERS 
V.l. Problèrœs sans obstacles (ou étude de branches équations 
dans les I. V). 
Dans le cadre des branches équations 1 on retrouve des résultats 
standard. si u < 1JJ quasi-partout, Ku = H1 (r.l) ( [66]) et 
* * 0 Su = H1 (r.l) ( [62]) les inéquations (IV.l) et (IV.2) sont identiques et 
* 0 
en un point régulier (À 1 u ) , i.e. quand À n'est pas dans le spectre 
* * * de 1' opérateur A avec "poids" F' (1\), z + = z _·est 1 'unique solution .du problème 
) A z+ = À*F' (u*) z+ + F(uif") 
l z e H1 (r.l) n H2 (r.l) 
+ 0 
il s' ag~ t de la dérivée : bi -latérale ordinaire donnée par le théorèrœ 
des fonctions implicites. 
V. 2. Transition entre équation et inésUa:tion dans une I. V. 
c'est la situation où (À , u ) ·vérifie l'équation, i.e. 
* * 
.L 
{ u - À*G F(u)} = H1 {r.l) mais l'ensemble {u = lJJ} 
* * 0 * (u,$ q. c., cf. aussi [62]) n'est pas forcément vide. 
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Dans ce cas Su = Ku est en général plus petit que Hl (Q). 
* * 0 
Vê6~nition V.J :soit (À ,u) une solution équation de l' I.V 
* * (I.l). On dira que c'est un point de transition (équation-inéquation) 
si dans tout voisinage de (À*, u ) dans R x H1 {Q) il existe (À, u) 
* 0 
solution de (I.l) avec Il u - u Il f:. 0, cap { u = 1jJ} > 0. 
* 
La capacité est prise ici au sens de la fo:rme a(.,.) (cf [3] , [66]). 
On peut avoir cap {u* = lj!} > 0 ou nul selon les cas (et la dimension). 
Pour avoir une véritable transition à partir d'une branche équation, 
on est arœné à canpléter la définition V.l en supposant l'existence, 
dans tout voisinage de (À*' u*) d'une solution (].!,V) de (I.2) avec 
cap {v= lj!} = O. 
La justification de la prise en coq>te des capacités, et non des 
rœsures, dans la définition V.l, peut être illustrée par 1 'exercple 
siq>le suivant (fig. 3) : 
A=- 6, Q =] - 1,1[, lj!{x) = 1 + lxi, 
f(x,t) : 1 : l'cbstacle est atteint pour À =.2 qui est la transition 
au sens des capacités et 1' inéquation devient effective à ce :rroœnt là, 
alors que la transition au sens des rœsures correspondrait à À = 4. 
O<À<2 À>4 
- 1 1 - 1 1 - 1 
Fig.3 Profil des solutions pour l' I.V (6u + 1) (lj!-u) = 0 
1 
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Donnons maintenant la formulation particulière de la notion de point 
singulier ou régulier au ni veau d'une tr~i ti on équation-inéquation. 
Considérons d'abord l'I.V conifiée selon u : 
1
a(z,w-z) ~ "· (F'(u*)zjw-z·) 
(III.l) _ * _ 
v w e Ku ; z e Ku 
* * 
avec Ku = { w e H1 (n) 1 w ~ 0 q.p sur {u* = 1/J}}= { w e Hl(n)/w ~ 0 
* 0 0 
sur {u = 1/J} au sens de Hl (n)} (cf. [3]) en prenant p6ur u* et 1/J des 
* 0 
représentants quasi-continus, de sorte que {u = 1/J} est défini à un 
* 
enserrble de capacité nulle près. En posant E = { u = 1/J}, fenné c Q, 
* (III.l) s'écrit .: 
l a(z,w-:) ~ À*(F' (u*) zjw-z) v w e Ku = { w e H 1 ( Q) /w ~ 0 sur E au sens de H 1 ( Q) } 
* 0 0 
ce qu'on va pouvoir interpréter en adoptant les notations et la termi-
nologie de [62 J 
Pour z solution de (III.l) on définit d'abord Q'I(z) = 
{xe Q 1 z(x) < 0 surE au sens de H6(Q)} (cf. [62] avec K =Ku). 
Fonœllerœnt, I (z), nécessairerœnt inclus dans E, est l'ensemble { x e E 1 z (x) = O} 
lorsque z e C(n) I_(z) = { x e E 1 z(x) = 0 au sens usuel}. Avec ces 
notations et [62] l' I. V (III.l) s 'interprète de la manière sui vante : 
avec z e H~ (Q), z ~ 0 sur E au sens de Hb (Q) et ~ est une mesure ~ 0 
à support dans J; (z) C E 
Considérons alors le cas standard où, en entrant dans 1 'inéquation ( *) 1 
l'ensemble de coincidence est réduit à un point : on a E = {x
0
} et, 
dans ce cas si z est solution de (III.l) on a trois possibilités : 
( *) En dimension > 1, 1 • ensemble de coincidence peut toutefois être 
beaucoup plus complexe • 
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1. n > 1 alors au sens des capacités E = {x
0
} = fJ donc I (z) = fJ 
et z est solution du problèrœ : 
A z =À F' (u )z dans Hl (Q) 
* * 0 
Il s' agit du problèrœ spectral ordinaire FOur les équations. 
2. n = 1 mais z(x ) (qui a un sens pour n=l) est < 0: E = {x } 
0 0 
au sens des capacités , mais I ( z) = . fJ et, en ce qui concerne la recherche 
des valeurs propres coniques, il s' agit enrore d'étudier le linéarisé 
usuel pour les équations. De même si n > 1 ou si n = 1 avec z+ (x
0
) < 0 
ou z (x) > 0, (IV.l) ou (IV.2) se ramènent à l'équation donnant, dans 
-
0 du le cas régulier, les dé ri vées usuelles d5: 
l A z + = À,. F' (u*~ z+ + F (u*) z+eH;(Q) 
3. n = 1 et z(x
0
) = 0 ; alors. I(z) = {x
0
}, .J.l, rœsure à support dans 
I (Z) est rolinéaire à un Dirac en x et, FOur 1' I. V (III.l) on a en 
0 
fait 
l A z = À F' ( u ·) z sur Q = Q\ {x } * * * 0 z e Hl(Q) ; z(x) = 0 0 0 
c'est à dire qu'il s'agit du prc:blèrœ de P..irichlet pour l'équation 
linéarisée dans Q ; dans ce cas, 
* 
z 
la solution z n'est pas a pJtioJti dans 
w
2
'P(Q) sinon- Az + ÀF' (u ) z serait une 
* * 
rœsure concentrée en x et assimilable à 
. 0 
une fonction de r..P (Q) ,· donc nulle! 
RemaJtque. 1 : il peut effectiverœnt arriver, dans le cas 3 que la 
rœsure u soit non nulle, de sorte que toute solution z de (III.l) n'est 
pas nécessairerœnt une fonction propre de 1' équation linéarisée, ce qui 
prouve, s'il en était besoin, que 1 'enserrible des valeurs singulières 
coniques ne s'identifie pas au spectre usuel du linéarisé : 
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Exemple : ~ = ]0;1[, A=- ~, f(x,t) = t : pour l'équation, les valeurs 
propres sont À = ~2k2 avec les fonctions propres associées sin k~x. k 
On peut toujours construire, étant 
donné x ~ ~' un obstacle 1J; adapté 
0 2k2 ~ . pour que, avec À = À* = :;;z-- on aJ. t 
xo 
{u* = 1J;} = {x
0
} (1J; est construit a. 
po~~~o~). Dans ce cas, si on prend 
0~..--_______ x..:.._ ___ ~l w = 0 sur ] x0 , 1[ et ,W (x) = sin ~:x 
o sur ] 0, x
0
[ , w ~ 0 est un vecteur propre 
du linéarisé sur ~* = J 0, 1[ ........_{Xc} i.e de (III.l) , mais la valeur conique 
. l', À ~2k2 . t - ~ 1 , À k a ,.., < . . k e .., 
sJ.ngu J.ere * = ne peu etre ega e a Ufol k car Xo P dl rna.J.s SJ. Xo m 
on a une valeur propre pour l'équation linéarisée donnant dans (III.l) 
une mesure ll non nulle ! ) 
0 
Rema.JtQu.e 2 : Lors d'une transition équation-inéquation, il se peut 
très bien que, pour 1' équation linéarisée dans ~ on ait une valeur singu .... 
li ère, alors que pour 1' équation linéarisée dans ~ -....... {Xc}, on n'en ait 
janais. 
Exemple (en dimension 1, évidemnent ! ) 
Prenons le problème de Guelfand 
{ 
u" + À eU = 0 
u( - 1) = u(l) = 0 
(cela marche avec une non-linéarité positive, 
croissante, convexe, telle que la branche se 
retourne une seule fois • 
u(O) 
À.. 
Soit lll ( u) la valeur propre fondamentale du problème linéarisé : 
{ 
w" + 1.1 eu w = 0 
w( - 1) = w(l) = 0 
ul' u2 désignent respectivement la solution basse et haute du problème ; 
on sait que pour À < À*' À< lll(u1) ; au point de retournement À*·= 1.11(u*) 
et, puisqu'on a un seul retournement : lll(u2) < À < ll2(u2) où ll2 est la 
deuxième valeur propre du linéarisé. 
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Considérons maintenant un obstacle ~ = a,a > 0 quelconque et calculons 
la valeur propre fondamentale v 1 au point qe transition dans n '\.. { x0} 
puisque {u = ~} = {0} on doit résoudre un problème de Dirichlet linéarisé 
qans S1*= ] - 1, 1 ['\.. { 0 } ; on suppose que la transition a lieu sur la 
branche haute uz : 
~ 1 
-1 0~
et, si on se limite à des solutions 
symétriques selon 1 'origine, on peut 
prendre w symétrique. Si <1>1 désigne 
la fonction propre fondamentale asse-
siée à ~1 (uz), <1>1 est paire et 
v = inf {(V'wl 'VW') 1 w e H1 (S1 ) w n.:~ire} 
1 (F' (u2)wjw) o * ' ~ 
=inf ~~--:.....---..---.- 1 w e H; ( S1) , w impaire} 
w:FO 
1 ~~ H;(S1), (wj<J>1) = o} = ~2 (u2 ) > À 
Donc on a toujours À < v1 = v1 (u2) et le spectre conique est vide quel 
que soit a. Pour la brançhe basse u1 on a évidenment 
À~ ~l (u1) < ~2 (u1 ) ~ v1 (u1), c'est encore plus vrai 
a 
C'est ce qui explique qu'en dimension 1, par des essais numériques1 on 
n'observe jamais de retournement sur la branche inéquation (on peut le 
démontrer d'ailleurs de manière simple) alors que pour n > 1 la situation 
est différente. 
Toutefois il faut noter 1 dans l'exemple ci-dessus, que 




~ À < vl i.e les points de transition peuvent être singuliers vis à vis 
de l'LV. (III.l) (en particulier au point de retournement (u* À*) de l'équa-
tion). 
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En résumé, en ce qui concerne les points de transition lorsque 1 'en-
semble de contact est réduit à un p~int 1 o;n peut dire que, pour le calcul 
des directions coniques : 
pour n > 1, on a le comportement de l'équation dans Q et on calcule les 
dérivées au sens usuel en dehors des singularités de 1 'équation (exe:nple : 
des retournements}. 
pour n = 1 1 étant donné que u est en général croissànte ponctuellanent 
au passage équation-inéquation (cas des solutions maximales ou minimales} 
on cherche Z+ ? 0 (Z_ .:s 0} sur {u* = 1/JLles inéquations (IV.l} 1 (IV.2) se 
ramènent à résoudre le problème de Dirichlet usuel sur le canplémentaire 
de 1 'ensemble de coincid~ce pour les équations : 
A Z = À F' (u) Z + F (u} • 
lorsque 1' ensemble de contact E = { u = 1JJ} non nécessairement réduit à 
un point, admet une frontière aE régulière(*) , la solution~ 0 du problèrre de 
Dirichlet homogène (si elle existe) : 
A Z = À F' (u) Z + F (u) dans n '\. E 
prolongée par 0 sur E 1 fournit une direction conique z+ à droite au. point 
de. transition (À, u ) • En effet : 
a(Z+' w- Z+} - À (F' (u} z+lw - Z+) - (F(u) lw- Z+) =- J ~~ (w-z+)do-
an A 
-JE F(u} (w- Z+) dx =- r F(u)w dx- J ~z w do- ~0 
JE an VA 
- az 
si w e S car F (u} ~ 0 et V ~ 0. 
u VA 
Mais en général, z n'est pas une direction conique à gauche. 
cf. [24] 1 [27] .. 
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Cette situation est illustrée dans 1 'annexe jointe où on a calculé 
"à la main" les directions coniques sur quelques exerrples s.irrq;:>les, 
selon la d.inension n, y corrpris en dehors des points de transition 
d'ailleurs. 
V.3. Interprétation partielle du cas général 
On suppose que (À ,u ) est un point régulier et on se place dans la 
* * situation courante où une branche (À , u (À) ) croissante' en À, passe par 
ce point (ce qui est vrai au moins pour la branche minimale ou maximale). 
Soient Z + (resp z _) une direction conique de T + ( resp. T _) . 
On a Z+ ~ 0 pp dans Q donc q.p dans Q donc Z+ e- Su*. Dans les (I.V) 
(IV.l) et ~IV.2) donnant z+ et z_ : 
a(Z+, 
~(Z_, 
h-Z+) ~ À*(F' (u*)Z+jh-Z+) + (F(u*) jh- Z+) V he Su* 
h-Z_);::. À (F' (u )Z jh- Z) + (F(u) jh- Z) V he- Su 
* *- - * - * 
an prend h = z+ + h (resp. h = z_ - h), h e s~ et on fait la sorrme : 
v he su 
* 
0n suppose maintenant de plus que z_ E: su* n -su* • 
Dans ce cas 1' inégalité ci -dessus est valable pour h = Z + - z 
et h = Z - z + e Su* et s'écrit de manière équivalente : 
{ 
a(Z+- Z_, h- (Z+- Z_)) 
v h e su , z+ - z e su 
* - * 
donc z+ = Z puisque (À , u ) est régulier. 
- * * 
e su 
* 
Plus généralerœnt,en tout point régulier où z+E:T+ , z_E: T_sant dans 
s = s n -s , on a z = z et leur valeur cormn.me z que nous appellerons 
u* u* + -
naturellement dérivée en À de la solution u(À) vérifie l'équation : 
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1 
a(Z 1W) =À (F'(u )Zjw) + (F(u )jw) 
(V.l) * * * 
Vwes; Z€S=Su n -su 
* . * 
1 
w-u Remarquons que si h € Ku*, a(u*,h) ~ À*(F(u*) h) car h = -E:-* 
avec w € K, vu que u *est solution de (I.l). Cette inégalité se conserve 
. à la limite r;our h € Ku • Donc si h € Kü () -Kü* on a 
* * ~ 
a(u ,h) = À*(F(u*) jh) i.e h € {u -À G F(u )} , donc 
* * * * 
S = Su 11 - Su = Ku f\ - Ku = {h € Hl Ü1) 1 h = 0 quasi-
* * * * 0 partout sur {u * = 1jJ} }1 u et 1jJ étant choisis quasi-continus. * . 
On peut alors inte:rpréter la fo:rme faible (V .1) : 
Soit Q = Q \ { u = 1jJ} où 1 1 enserrble de coïncidence est défini à un 
* * ensemble de capacité nulle près. 
En prenant <P € V (Q*) c S dans (V. 1) • on voit que toute solution Z 
de (V .1) vérifie : 
(V.2) A Z = À F ' ( u ) Z + F ( u . .J 
* * ... 
au sens des distributions sur Q , Z = 0 sur a Q et vu que Z = 0 q. p 
* sur { u * = 1jJ} on aura Z = 0 sur as-2 si la frontière de { u * = 1jJ} est assez 
régulière (*) • Autrerœnt dit, la dérivée est solution du problèrœ 
de Dirichlet linéarisé de ( I. 2) selon À àans le conplérœntaire de 
1 'enserrble de coïncidence • 
RemaJtqu.e. 1 Corrme pour les équations , on dém:Jntre que la branche 
maximale de l'I.V. (I-1) est continue à droite , ce qui donne 1 en tout 
point régulier de la branche 1 1 'existence d'une direction conique à droite . 
RemaJtqu.e. 2 : Le cas simple à traiter pour 1' existence de branches est 
celui où S~est un espace vectoriel (cf. Q.euxi~ partie. ) • Dans ce cas, 
Su.= su (\-Su = S = {w € Hl(Q) 1 w = 0 q.p sur {u = ljl}}. Mais ceci 
* * * 0 * 
n'est pas toujours réalisé, cf. par exemple les points de transition. 




Pnopo~~on V.1 Si$ e H2 (n) et si- A~+ À* F(~) > o pp 
(ou < 0 p.p) alors Su = {w e H1 (Q} 1 w ~ 0 q.p sur E ; w = 0 p.p sur E} 
* 0 ' 
où E = {u = ljJ}. 
* 
Preuve : si w e Ku = {w e H1 (Q) 1 w ~ 0 q.p sur E} on va montrer que 
* ..1. 0 
w e {u -À G F(u )}~ w = 0 p.p surE. 
* * * 
Puisque u* a la régularité H2 ( S"2 ) les a .. , Q étant réguliers,on 
~J 
peut appliquer la fonnule de Green : 
f Au w dx = À f F(u ) w dx * * * Q Q 
f Au* w + f Au* w =À* J F(u"")w +À* f F{u*)w E Q\E E Q\E 
On sait ( [62]) que - Au* + À*F(u*) est une mesure ~ 0 à support dans E 
fenné mais ici, :r;oint essentiel, c'est même une fonction de L 2 (Q) , donc 
f (- Au w + ÀF(u*)w dx = 0 (ceci est faux en général :r;our une Q\ * . 
rœsure, à ~ause du bord) D 'où finalement : 
w e {u ·- À G F{u ) }.J.~J [ -Au +>. F(u*) ]w dx = 0 (V.4) 
* * * ~E * *' 
Mais surE = {u = ~} on au = ljJ p.p évidemrœnt mais aussi, puisque 
* * 
u e H2(n), Au =A~ p.p ([29]) et (V.4) s'écrit : 
* * 
J [- A1jJ + À*'F(ljJ)] wdx = O. Conme - A1jJ + ÀF(ljJ) > 0 p.p et que 
E . 
w est ~ 0 p.p sur E cette intégrale est nulle si et seulement si 





CALCUL DES DIREcriONS CCNIQUES 
DANS DEUX EXEMPLES DE PROBI.E.."'1ES D'OBSTACLE 
I. PROBLEME AVEC DE LA REŒJLARITE 
Dans ~ boule mri. té de tt, on cherche les solutions à syrrétrie 
radiale de : 
t,u + À >.,. 0 
u~a 
(1) 
(a-u) (t,u + À) = 0 
u = o sur a~ 
#- (2) 
u" + n-l u' + À = 0 
r 
u•(p) = 0 u(p) =a 
u(l) = 0 0 ~ p < 1 
r > P 
On a existence et mri.cité de la solution et À + u(À,.) est croissante. 
+ . 
On va déte:rminer ~~ au point de transition équation-inéquation, 
puis ailleurs en fonction de n (pour illustrer 1' aspect "capacité" mis 
en évidence avant) directement, mais aussi par 1' intermédiaire des 
cônes Su • 
* 
I.l. Solutions explicites et dérivées en À 
( 1/2 solution) 
À ~ 2 a : u (À, x) À = - (l-x2) 2 
a 0 ~ x ~ p 
À > 2a : U(À 1 X) = l ~ (l-x2) + Àp(lxl-1) p ~x~ 1 
. 2 2a avec (p-1) = À 
D'où l'on déduit que (À = 2a est le point de transition) : 
p 
À < 2a 
À= 2a 
À > 2a 
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0 ~x~ 1 
~ ( l-x2 ) + ~ ( 1 x l-1) 0 ~ x~ 1 
l ~ (1 - x 2) + c1;P) ( lxl-1) 0 sinon 
u(À+oÀ) - u(À) 1 (il faut faire un passage à la limite sur cH dans H
0 
(n) :pour 
trouver ce résultat, mais c'est aussi la dérivée forrœlle des expressions 
ci-dessus, ce qui peut se justifier par le théorème de Lebesgue) • 
a 
- 1 p + 1 
Diagramme À + u(À) Profils des solutions u(À,X) 
1 
À = 2a 
+ 1 - 1 
du+ 
Profils des solutions dérivées en À: ( dÀ} 
+ 1 - 1 p + 1 
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+ 
Dans tous les cas, on voit que c~) est la solution du problèrœ 
linéarisé selon À : !::.w + 1 = 0 posé avec condi tians de Dirichlet, dans. 
le complémentaire de 1' ensemble de coïncidence défini au sens des capacités. 
(en particulier pour À = 2a, { u * = 1jJ} = { 0} au sens des capacités pour 
n = 1). 
À ~ 4a 
À > 4a 
' À < 4a 
À = 4a 
+ 
c:). = 




u(À,X) = 4 (1- ~) 
avec 4a =À (1 - p2 + 2p2 IDg P) 
1 (1 - ~) 0 ~ X-' 4 
1 (1 - ~) 0 ~ x~ 4 
0 pour 0 ~ x~ p 
. - 1 x?-- P2 + E..2 IDg ~ + À 
2 2 2 p 
a· (avec PP' Iog p = - I2) 
1 p2 






À pp' IDg x 
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+ 
1 · 1. - 1 (·du) t lti" Les oonc us~ons sont es rœrœs que pour n = , dÀ. es so u on 
du problème de Dirichlet linéarisé sur le canpléJ:œntai:œ de l'ensemble 
de ooincidence. Pour À = 4a,{u* = 1/J} = ÇJ au sens des capacités pour 
n = 2 , donc, oontrairement au cas n = 1, on résout encore le linéarisé 
dans n tout entier. 
À > 2 n a 
+ l~) = 
u(À ,x) 
p ~x.::: 1 
avec a=~ [ 1 - ~- Pn + .e..:_J 
n 2 2 2-n 2-n 
À<2na: 
À= 2 na 
À > 2 n a 
~n (1 - x2) 
1 2n (l - :x2) 
0 ~ x ~ 1 
0 ~ x~ 1 
0 si 0 ~ x ~ p 
1 x2 p2 pnx2-n 
- n [ 2 - 2- 2-n p2 +-] 2-n 
n-1 2-n n 2p 
- P - P x 2-n + 2=Ii 
+ ~------·--~----~~-----À n-1 n + 2p 
- P - P 2-n 2-n 
+ 
Profils de (dU\ {x) selon la valeur de À dÀ:J 
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. + 
Co n.ci..u.oio n. : dans ce cas régulier, la détermination de ( ~~ ) 
consiste à résoudre 1 1 équation linéarisée dans le cornplérœntaire de 
1 1 ensemble de roïncidence défini au sens 'des capacités, avec condi ti.ons 
de Dirichlet au bord. 
+ 
I. 2. calcul a:>nique pour déterminer \ ~~ ) 
1 n = 1 \ Pour À < 2 a, Su = H6 ( n) et on cherche w solution de 
JQ W 1 (x}v' (x}dx ~ 1 JQ v(x} dx vve Hb + 
1 ·du) (x) i.e w" + 1 = 0 w € Hl ~ w(x} = -2 (l - x2) = (-i 0 ~ 
Pour À~ 2 a Su = {w € Hi; 1 w(O) ~ O}tl{ W € H6 / 
J u' w' = À Lw:+= {w € H~ 1 w(O} ~ 0} en prenant les représentants 
continus • ( dÀ ) est 1 'tmique solution du ·problème : 
J w' (v'- w'}dx~ f (v - w} àx 
V v € Hl 1 v(O) ~ 0 0 
w(O) , 0 
~ui n'est autre que la solution de w" + 1 = 0 w' (0) = w(l) = 0 
c'est à dire Dirichlet - linéarisé. On retrouve la dérivée calculée 
antérieurement. 
Pour À > 2 a 
(w est continue) 
Su = {W € H6/W ~ 0 sur [ - f:lfp]} (l T 
1 





Jl u' w' = J-p u' W 1 + J
1 
u' w' - f - u" w = J1 À.W 
-1 -1 p - ( -p ,P f . -1 
donc T = {W € Hb 1 À fP w = 0} 
J -p 
- 33 -
et Su = { w 1 w~ 0 sur (- p,p) et fp w = 0} = {w 1 w = 0 sur[-- p,p] 
-p 
ici Su est un s.e. v~ et on cherche w solution de 
fl w' (v' - w') = 
-1 
1 
J v- w 
-1 
vve su 
w e su 
ce qui donne la solution du prablèrœ de Dirichlet 
linéarisé w" + 1 = 0 dans [ - p,p]c. 
n peut aussi vérifier, grâce à · 1' uni ci té dans ces I ~V que les solutions (:t calèulés explicitement au § I.l marchent ! 
À § 2 n a : {u = lJJ} = ~ au sens des capacités (on a un point dedans 
au pire) et a:mrœ 1 'équation est vérifiée jusqu'au point de transition 
.d + 
inclus, Su = H; et \.:} est la solution du linéarisé ordinaire dans Q. 
À ,. 2 n a : en tant que fonctions de r seulement, les représentants 
quasi-rontinus sont les fonctions continues (sinan, si g (r) est disron-
tinue, la fonction rorrespondante g de n variables est discontinue sur 
une hypersphère de rf qui est de capacité. > 0 et g ~e serait pas quasi-
rontinue ! ) . La régulàrité H2 perrœt, d'après le résultat général, de 
dire que Su = {W € H~ (Q) 1 w .:: 0 sur [ 0, p]} et (~~ r s' d:>tient enrore 
par Dirichlet linéarisé dans [ 0 , p] c. 
@en dehors du point de transition, Su = {w e Hl 1 w = 0 sur {u = ljJ}} 
1 calcul de ( du)+ f . ... o . . est un s.e.v et e dr se mt par une equation qw.. est en 
fait Dirichlet linéarisé dans Q '\. {u = lJJ} 
0 au point de transition, Su = { w e Hl 1 w ~ 0 q.p sur {u = 1/J}} 
t ""' · l'· ... · 'f ·... d 
0 
t (du)+ 1 1 es un cone, tnaJ.S 1.nequat~on rom ~ee onnan dÀ a pour seu e so u-
tion une fonction nulle sur { u = lJ!} 1 on peut donc aussi chercher ( : J en 
résolvant l'équation associée à S = { w e H1 1 w = 0 q.p sur {u = ljJ}} 
0 
c'est à dire enrore Dirichlet linéarisé dans Q "- { u = ljJ} • 
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II. CAS D'UNE SOLUTION NON REGULIERE 
On se place en dirœnsion 1, n = J - 1~1[ et on cherche la solution de 
u" +À ?;.. 0 
avec l)J{x) = 1 + lxi 
( 1jJ - u) ( u" + À) = 0 
u( - 1) = u(l) = 0 
On a {AljJ)- = ( -l)J")- = 2c ~ LP(n), on n'aura pas a. p.JUoiU la régularité 
C1 sur l'ensenble n tout entier (irrégularité sur l'enserrble de contact 
ou sa frontière) • 
II .1. Solutions explicites et dérivées en À. 
À ~ 2 
À = 2 
2 < À< 4: 
À = 4 : 
u(x) = 
À > 4 
~ ( 1 - x2 ) solution , régulière, pas de contact 
À 2 (1 - x2 ) . solution régulière, contact en 0 seulement 
- ~ x2 + (~ - 1) lxi + 1 solution non C1 en o, contact 
en 0 seulement 
- ,~ x2 + (~ - 1) lxi + 1 solution non C1 en 0 contact 2 
en 0 seulement,la solution 
"colle" à 1jJ en 0 
~ 1 + lxi si lxi ~ P 
? - ~ x2 + (1 + À - 2 
2 
avec p = 1 - ?'A 
contact sur [ - ~ ,p] 
en ± p) sauf en o. 
u(x) 
2p 
IX>Ixl-1-~+2/t, P~ lxi ~1 
solution C1 partout (y compris 
À = 4 
< À < 4 
Profils des solutions 
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+ 
Cal.c.u.l e.x.plic.i.te. de.o druvé.e.o c.onique.o (~~) (dans H; (Q)) 
On note que le :pJint de transition au sens des capacités est À = 2 
et non pas À = 4. 
du·+ 1 À < 2 : ( dÀ ) = 2 ( 1 - x2) 
À = 2 
"d + 1 ( d~) = 2 ( 1 x 1 - x2 ] 
+ 
2 < À < 4 : (~~) = ~ [ jxj - x2] 




À > 4 
À: < 2 
- 1 1 - 1 1 
Profils des dérivées a:miques 
+ 
Dans tous les cas c:) est la solution de 1 1 équation linéarisée dans 
le complémentaire de 1 1 enSerrble de coïncidence avec conditions de Dirichlet 
au bord. 
RemaJtque. : en dimension n ~ 2, on passe, en À = 2 (:pJint de transi-
tion) d 1 un contact ponctuel ( u = 1 - ~~ , À = 2n) ~ un contact de mesure 
> 0 directement, sans qu 1 il y ait me zone À e (À i , À 2 ] à contact ponc-
/du)+ 1 c c 
tuel (et \dJ... = 2n (1 - x2 ) en Àc). 
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+ 
I 2 . (~d:u) I. . Calcul conique pour déterrruner riA 
..l.. du·+ À < 2 : { u = ljJ} = ~ / { u - À G (1)} = H6 : Su = H~ et (d).,_) 
est la solution de 1' équation linéarisée ordinaire ~ ( 1 - x2) 
..l. 
À= 2 {u = ljJ} = {0} au sens des capacités, {u- ÀG(l)} = H6(Q) 
et su . = { w e H 1 1 w ( 0) ~ o } 
0 
+ 
La solution de l'inéquation conifiée donnant (~~~ = w vérifie : 
J w' (v' - w') 'l J v - w V. v e Su ; w e Su ; elle est unique 
et c'est w(x) = 1~1 - ·~2 : en effet J w' (v' - w') - J v- w 
= [ w' (O_) - w' (0+) ][v(O) - w{O)] = - v(O) >,- 0 v. v e Su 
On voit que c'est la solution de l'équation linéarisée dans Q" {0} (w e Su i.e. w(O) ~ 0 mais en fait la solution vérifie 
w{O) = 0). 
2 < À~ 4 : {u = ljJ} = {0} mais l'équation n'est plus vérifiée 
..l.. . 1 fl 
T = { u - ÀG(l)}:;z= H6 (Q). Détenninons T : w e T #J u' (x)w' (x) = À w(x)dx 
1 0 -1 1 -1 
J u ' (x) w' (x) = J ( - À x + ~ - 1) w' (x) + J ( - À x - ~ + 1) w' (x) dx 
-1 -1 0 
1 
= (2À-l) w(O) + À J w(x) dx et ccmne À >. 2 on a w e T~w(O) = 0 
-1 
su = { w e Hl 1 w(O) = 0} 
Le calcul de (~~ r consiste à résoudre l'équation linéarisée dans 
( - 1,1)' {0}, ~ton trouve w = ~ [lxi - x2]. 
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..L 
À. > 4 {u = 1)!} = [ - p 1 p] w e T = {u -À. G (1)} ~ 
Il u'w' =À. J w = J-p +JO + JP'+ Jl u'w' 
-1 -1 -p 0 p 
Il u'w' = J-p (-À. x- 1- À.+ 2/X)w' - J0w• + Jpw' + J1 (-À.X+l+À.-2iÀ)w' 
-1 -1 -p 0 p 
= À. ( w dx + w(p) + w(-p) - 2w(O) + (À.p-l-À.+2/X)w(-p) -
JE-P' P Je 
- (-À.p+l+À.-2/X)w(p) 
= À. ( c w dx + w(p) + w(-p) - 2w(O) - w(-p) - w(p) 
Jf-p 1 p] 
= À. f c w dx. - 2w(O). Donc T = {w e H; Ir w dx = - 2w(O)} 
E-plp] . -p 
Si w continue est ~ 0 sur ( -p 1 p) cette relation implique w = 0 sur 
[ -p 1 p] donc pour les représentants continus Su = { w e H 1 1 w = 0 sur 0 
[ -p 1 p]} et la recherche des directions coriiques consiste encore à 
résoudre Dirichlet linéarisé sur (-l,l),[-p 1 p]. 
Con.cl.Mion..: dans ce cas irrégulier Su est H1 , un s.e.v ou un cône. 
0 . 
Dans tous les cas 1 la solution de 1' I. V conifiée peut en fait se trouver 
en résolvant le problème de Dirichlet linéarisé dans le complémentaire 
de l'ensemble de coïncidence. 
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ETUDE LOCALE DES BRANCHES DE SOLUTIONS 
DANS UN PROBLEME D'OBSTACLE 
DEUXI EME PARTIE 
DEVELOPPEMENTS LOCAUX , PO 1 NTS DE RETOURNEMENT 
( AVEC F, ISSARD - ROCH ) 
Ré.o umé. On poursuit 1 'étude, arrorcée dans la première partie, 
pour une inéquation variationnelle (I. V. ) associée à un problèrœ 
d'obstacle, en donnant des résultats concernant le comportement local 
des branches de solutions. Dans la première partie ont été introduites 
les notions de point singulier ou régulier, de directions coniques en un 
point régulier, et 1 'interprétation géométrique de ces concepts avait 
été donnée. Ces définitions étendent à certaines I. V. les notions 
utilisées pour 1 'étude locale de branches de solutions dans des problèrœs 
de valeurs propres non linéaires associés à une équation elliptique. 
On montre ici que ces notions permettent d'amorcer l'étude locale 
des branches dans les I. v. Les résultats essentiels obtenus pour le 
:rraœnt sont les suivants : 
Sous une hypothèse assur~t en particulier qu'on est en un point régulier, 
on dénontre 1 'existence d '.un dévelop~ent local autour de ce point, le tenne 
d'ordre un étant la direction coniqt.!e, le terme ccmplémentaire d'ordre supé-
rieur étant une multi-application. En pratique, on a affaire essentiellement 
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à deux types de points réguliers : les points de transition , pour 
lesquels on précise, sous l'hypothèse de d~t, les développements à 
droite et à gauche, et les points si tués "après" la transition pour les-
quels cette hypothèse peut être relaxée : on obtient alors un ~évelopP§:­
ment local en tout point rég!,!lier. Dans ce deuxième cas, on sait aussi 
trouver un dévelo~t autour d'un ~int s~lier, sous des hypothèses 
et avec des résultats qui sont à rapprocher de [37] . 
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I. HYPOI'HESES ET NOI'ATIONS 
I.l. Données du problème 
On considère la forme bilinéaire, continue, coerci ve, symétrique (pour 
simplifier) suivante sur H1 (Q) : 
0 . 
a(u,v) = Ï r a .. (x) ~u (x) ~v (x) dx 
i,j=l JQ ~J xi oXj 
les a. . étant des coefficients réguliers sur fi, Q ouvert borné régulier de Rn. 
~J 
On appelle A l'opérateur du second ordre sous forme divergentielle 
associé à a : 
n 
AU = _ , ~ ( au ) !... "' a .. ;:;--
.. l oX. ~J oX. ~,J= ~ J 
Soit f : Q x lR +IR+ une fonction telle que t + f (x,t) soit croissante, 
deux fois dérivable, f (x,O) ~ O__.les fonctions f, ft, ftt étant de carathéodory 
sur Q x iR, et bornées· sur les bornés de Q x IR. On noteJ:;a F, F' les opérateurs 
de Nanytskiï associés à f, ft, ••• 
On désigne par 1jJ (l'obstacle) une fonction positive sur Q, 1jJ 6 H1 {Q} () L00 (Q}, 
supposée quasi-continue (quitte à la m:xlifier sur un ensanble de a-capacité 
nulle, cf. [66]) et on r;:ose K = { v 6 H~ (Q} 1 v~ 1jJ pp} = { v 6 H~ (n)/v ~ 1jJ q~p}. 
On notera de la mê:ne façon les éléments de H1 (n) et leurs -uniques - représen-
tants quasi -continus. 
I. 2. Le problème 
Avec ces notations, on définit le problème de valeurs propres non linéaires 
suivant, r;:our À 6 R+ : 
l a(u,v-u) ~À (F(u) ,v-u) (I.l) V:v6K;u6K 
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où (. , • ) désigne le produit scalaire usuel sur L 2 (Q) • Les nonnes Lp (51) 
seront notées l .1 et la nonne usuelle sur f!1 (Q) : ( (.,.) + (IJ., .\/. )·) 1/2 p 0 
sera notée l 1 • Il • 
On note PK le a-projecteur sur le convexe fermé K C H~ Cm, i.e 
V x 6 H~(Q), PK(x) est caractérisé par : 
p (x) 6 K 
K . . 
SiG désigne l'opérateur de Green de L2 (51) dans H1 (51) associé à A 
0 
avec conditions de Dirichlet, l'I.V (I.l) admet la formulation équivalente 
(I.l') u = PK [À G F (u)] 
Rappelons que, toutes les données étant régulières, G . est cc:mpact de 
L2 (Q) dans H1 (51). 
0 
Etant donné que les solutions u de (I.l) sont positives et majorées ·par 
1JJ, on a rrodifié au besoin f convenablement pour t ~ [0, [J/J LlOJ pour que F soit 
continue de L2 (51) dans if Cm V p ? 2, de sorte que (I.l') a toujours un 
sens. 
I. 3 . "Linéarisation" conique 
Si u 6 K, C (K, u) = 
11
y0 11 {K-u} est le cône des déplacements admissibles 
dans K à partir de u. Canrne dans [ 66] , on pose : 
{u = lJJ} = {x 6 n 1 u(x) = ljJ(x) q.p}, qui est défini à un ensemble de capacité 
nulle près et on a ((66]) : 
C(K,u) = { v 6 H1 (n) 1 v~ 0 q.p sur { u = ljJ}} 
0 
Si (À*, u *) est une solution de (I .1) , on note { u * - À* GF (u *) }.l. le 
a - orthogonal de u"' - À* G F (u *) c'est à dire l'ensemble 
{v 6 H1 (51) 1 a(u*, v) =À* (F(u*), v)} et on pose 
0 
S * = C (K, u * ) (\ { u * - À * G F ( u * ) }.J. 
u 
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Les notions sui vantes ont été introduites dans la première partie 
Soit (1..*, u*) une solution de (I.l). L'I.y. suivante : 
l a(w,h-w) ~ t..* (F' (u*) w,h-w) (I.2) Vh6S,..;w6S,.. 
u u 
s'appelle conifiée (homogène) de (I.l) en (t..*, u*) selon u. Si (I.2) 
n'admet que la solution w = 0, on dit que (t..*, u*) est régulier, sinon 
on dit que (1.. *, u*) est singulier. 
On notera que (I.2.) admet la formulation équivalente 
(I.2') w = P [t..*G F' (u*)w] = T(w) 
su* 
où PSu est l;e a - projecteur sur le cône convexe fenné s *. T est une 
* . u 
application positivement homogène qui n'est linéaire que si Su* est un 
espace vectoriel. 
On définit ensuite les directions coniques à droite (resp. à gauche) 
en une solution (À* , u *) de (I.l) carme les solutions· Z + (resp Z _) de 
l' I. V. conifiée (non h~ne) : 
(resp. (I.3)_ : mê:ne inéquation pour z_, mais avec h, z 6 - S *) 
- u 
ou, de façon équivalente, carme les solutions de 
(I.3'~ Z+ =PSu* [ t..* G F' (u*) Z+ + G F(u*)] 
(resp. (I o3') _ o o. !'5u. o •• ) 
I.4. Rappels concernant la dérivation conique 
Dans la suite nous utiliserons intensivement la notion de dérivation 
conique des projecteurs ( [49] [66] ) . 
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Rappelons que, avec des convexes du type K = 
{v 6 H1 (n) 1 v~ 1/J q.p, 1/J q.c.} on peut é~ire la fo.rmule suivante, avec 
0 1 
v6H~{n),weH~(n), t~O,y=PK(v) etSY=C(K,Y)n{v-y} ([66]): 
avec lim 0 (t,w) = 0 unifonnément par rapport à w appartenant à un 
t + 0 t 
+ 
canpact de H1 (Q). 
0 
Soit (À, u) une solution de (I.l) • On suppose que n ~ 4 ce qui implique 
que H1 (n) C L !f. {Q) • La fo.rmule ci-dessous pour t > 0 a alors un sens, car 
0 
h 6 H1 (n) vérifie h 2 6 L2 (n) : 
0 
PK [ À G F(u+ th)] =PK [ À G F(u) + À tG F' {u)h + Àr G F" (ç:) h 2 ] 
On applique la fonrule de dérivation conique avec 
Àt 2 
v = À G F (u) , y = PK. (v) = u, w = À G F' {u) h + 2 G F" (ç:) h :: 
PK [À G F(u +th)]= PK [À G F(u)] + t PS [À G F'.(u)h +À~ G F"(ç:) h 2 ] 
u 
+ t e:1 (t,h) avec l:i.m e:1 (t,h) = 0 unifonné:ment lorsque h est dans bO+ Àt 
un borné de H~ (Q) (car À G F' {u) h + 2 G F" (ç:) h
2 reste dans un canpact 
de H1 en}). 
0 
Puisque tout projecteur est une application lipschitzienne on a 
·p8 [ À G F' (u) h + À~ G F" (ç:) h 2 ] = PS [ À G F' (u) h] + e:2 (t,h) 
u u 
avec lim e:2 (t,h) = 0 unifonnément lorsque h reste dans un borné de H~ (n) 
(car h 2 reste borné dans L2 (n)). 
En résumé, on a la fo.rmule suivante, lorsque (À,u) est une solution 




PK [ÀGF(u+th)] =PK [À GF(u)] + t Ps [À GF'(u)h] + t E:(t,h) 
u 
l:i.m E: (t,h) = 0 unifonnément lorsque h reste borné dans H1 (Q) 
~ 0 
+ 
Sous les mêmes hypothèses, on démontre aussi la fonnule : 
(I.S) 
PK[(À+t)GF(u+th)] =PK [ÀGF(u)] + t PS [À GF'(u)h + GF(u)] + ts(t,h) 
u 
l:i.m s (t,h) = 0 uniforritérnent lorsque h reste borné ~ H1 (Q) 
. 0 
~+ 
L'hypothèse n~ 4 est nécessaire chaque fois que l'on utilise les 
formules (I.4) et (I.5) 1 donc dans les Théorèmes II.l et III.l ci-après. 
II. EXISTENCE r...c:::cALE ET UNILAT.ERALE r DANS LE CAS GENE:RAL, 
D'UN DEVEIDPPEMENT AU'l'CUR DE CERI'AINS POINI'S REGULIERS 
Soit (À*, u*) une solution de (I.l). 
II.l Lemme d'inversion 
Lemme. 11. 1 
Si inf {a(w,w)- (À*F'(u*)w,w)/wS Su*- Su*' !!wlj = 1} > 0 
Alors 1) V k 8 H1 (Q) l'application : 
0 
w--+ w- Ps [·À• GF' (u*)w.+k]est bijective de H1 (Q) 
u* o 
dans H1 (Q) et 
0 
son inverse R est lipschitzienne de H1 (Q) dans H1 (Q) 
-k 0 0 
de rapport L indéperrlant de k 
2) On obtient les mêmes résultats pour 1' application 
w ____.; w - P [À* GF' (u*)w. +k]. 
-su* 
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CoJr..oUa.bt..e. 11. 1 
Sous 1 'hypothèse du Larme II.l, il existe une unique direction conique 
à droite (respectivement à gauche) en C\*, u*) notée Z+ (respectivement Z_). 
On a z + ~ 0 p. p. sur Q, et en particulier Z + = 0 q. p. sur { u * = 1jJ}. 
Rema.Jtque. II. 1 
Si F' (u*) > 0 les propriétés suivantes sont équivalentes 
(i) inf { a (w,w) - >..* (F' (u*) w,w) 1 w 6 s * u - s *' u llwll = 1} > 0 
(ii) inf { a(w,w) - !..* (F'(u*) w,w) 1 w 6 s- * 
- s *' lwl2 = 1} > 0 u u 
(iii) >..* < inf { a(w,w) } (F' ( *} ) 1 w 6 S * - S .• , w 1- 0 u w,w u u 
et elles impliquent que (/..*, u*) est régulier ( cf. première partie ) . 
Vê.mono.tJta..üon du Lemme. II. 1 
On fait la preuve pour le 1) soit k 6 H~(Q) fixé, g 6 H~(Q) 
a) considérons 1' I. V. sui vante 
l a(v,h-v) - >..* (F' (u*)v,h-v) ~ !..* (F' (u*) g,h-v} + a(k,h-v) (II.l) . Vh6s·. ;v6s •. 
u u 
elle admet une unique solution v notée Tk (g) 
en effet ; 
et 
soit b la fonne bilinéaire continue symétrique sur H1 (Q) 
0 
b(v W) - a(v w) - "* (-r."l_ '(u*) v,w) et 1 - 1 1\ " 
1 J(v) = 2 b(v,v) - a(k,v) - !..* (F' (u*) g,v) 
L'hypothèse implique 
d'où lim J(v) = + oo 
llvll-++oo 
v g su* 
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• inf { b (v, v) /v g S *, Il v Il = 1} > 0 
u 
•V (v,w) g (S .>~ b(v-"N, v-"N) >O. 
u 
d'où J; s * -+ IR est une fonctionnelle strictement convexe, s. c. i. 
u 
donc V g g H1 (Q)1 l'I.V. (II.l) admet une unique solution 0 
Tk(g) donnée par J(Tk(g)) = inf {J(v)/v g su*}. 
b) Montrons SJ!:e Tk est lipschitzienne de H~ (Q) dans H~. 
On prend. h = w2 dans la première inéquation, h = .w1 dans la deuxièiœ 
et on fait la sœme : 
Mais w1 - w2 g su* -Su* donc d'après l'hypothèse, il existe L.l > 0 
tel que a. llw1 - w2 ll
2 ~ Lr Il g1 - g2 ll -1 h11 - w2 11 ==> 
IITk(gl) - Tk(g2) Il ~ ~ llgl- g211 
On remarque que L2 = ~ ne dépend pas de k. 
c) Conclusion 
w - PSu• [ "A*GF' (u*Jw+k.J-= g 
~v= P [ "A*GF' (u*) (v+g)+k] avec v= w-g 
su* 
<==::;- v es·t solution de (II .1) avec v = w-g 
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or (II .1) admet une unique solution Tk (g) 
donc :3: ! w El H~ (Q) tq w - PSu* [:\* GF' (u*)w+k] = g : w = Tk (g) + g 
= ~(g) et~ est lipschitzienne selon g de rapport L = L2+1 
indépendant de k. 
0 
Remevtque II • Z 
Si on suppose seulement inf {a (w ,w) - :\* (F' (u*)W1 W) ;WEl S * 1 llwll = 1} > 0 u 
J n'est plus une fonctionnelle convexe sur S * mais on peut rrontrer au 
u 
rroyen d'une suite minimisante pour J, que V g El H~ (S6) 1 {II.l) admet au rroins 
une solution. 
Appliquons le lemme II.l avec k = GF(u*) : il existe donc une unique 
direction conique à droite z + (c'est à dire solution de (I. 3 ' ) +) et une 
unique direction conique à gauche z (solution de (I. 3 ' ) _) ; 
z+ étant dans s *, on a z++ El s *f\- s * 1 où, si z El H1 (n), z+ El H1 (n) u u u 0 0 
+ désigne sa partie positive (cf. première partie). On prend h = Z+ dans (I.3) + 
D'après l'hypothèse du larme (II.l) on a, puisque Z~ = z: - Z+ El Su* - Su* 
a llz:ll 2 ~ a(Z~, z~) - :\* (F' (u*) Z~ 1 z~) { o ~z~ = o 
donc z+ ~ o p. p. sur n. 
0 
RemMque Il3 : Sous 1 'hypothèse du lerrme II.l, si de plus (Al/J)- El Lp (Q) 
p ~ 2 et aE est régulière où E = {u* = 1/J} ( [24] [27]) 1 on rrontre que 
z_ ? z+ p.p. sur n et en particulier z_ ? o p$p. sur n. 
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PJteuve On écrit les I.V. (I.3)+ et (I.3)_ sous la forme particulière 
a(Z+' - h) - À* (F' (u*) z+, - h) ~ (F(u*), - h) ; ~he - su* 
a(Z_, h) - À* (F' (u*) Z , h) ~ (F(u*), h) ; ~ h e - S * 
- u 
et on fait la scmne : 
a (Z - Z , h) - À* (F' (u *) (Z - Z+) , h) ~ 0 ~ h e - S * 
- + - u 
La fonction k = (Z _ - Z+) est ~ 0 sur Q donc ~ 0 q.p. sur E 
donc k e - C(K,u*). D'autre part, a(u* ,k) -À* CF (u*) ,k.) = 
=JE (Au*- À* F(u*)) k dx = 0 ([62]) . 
donc . k e - su* et on peut choisir h = k dans 1' inégalité précédente 
ce qui donne : 
a(k,k.) -À* (F' (u*) k,k.) .::; 0=::)k = o i.e. z_ ~ z+ p.p. 
0 
Soit (À*, u*) un pèint de transition équation - inéquation tel que 
inf {a(w,w) -À* (F' (u*)w,w) 1 w e H1 (Q), llwll = 1} soit > 0 
0 
Alors 1) il existe une unique direction conique à droite (resp. à gauche) 
en (À* , u * ) notée z + (resp Z _) 
2) z+ est positive p.p. sur Q donc z+ = 0 q.p. sur {u* = l/.1} = E 
3) z_ ~ z+ p.p. sur Q donc z ~ 0 p.p. dans Q et on a mêne 
z_ > 0 p.p. sur n 
4) si E = {x }, Z est solution de l'équation linéarisée en (À* ,u*) 
0 -
c'est à dire:AZ - À• F' (u*) z_ = F(u*) au sens des distribu-
tions et p.p. dans Q (Z_ est donc la solution du linéarisé de 
l'équation au sens classique). 
RemaJLQu.e I1.4 : en un point de transition su* = C(K,u*) et 
S * - S * = H 1 (Q). u u 0 
RemaJtqu.e II. 5 : si f est convexe, 1 'hypothèse implique· qu'on est avant 
le premier point de retournerrent de la branche equation, s'il existe ( [38]). 
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Vê.maYL6..tJtct:Uon. du. c.aJtollcUJte. II. 2 : on peut appliquer le corollaire 
II .1, àd.nc seuls les points 3 ) et 4) restent à prouver. 
a) Soit E = {u* = 1/J} défini carme dans [66] : 
(Z_ - Z+) est positive p.p. sur S6 donc q.p. sur E, où w- désigne la 
partie négative de w pour w g H1 (Q). 
0 
Donc (Z_ - Z+) g - C(K, u*) 
b) 
Les I.V. (I.3) et (I.3)+ impliquent 
a(Z_, h) - \* (F' (u*) z_, h) ~ (F(u .. ), h) v. he - C(K, u*) 
a(Z+' - h) - \* (F' (u*) ·z+, - h) ~ (F(u*), - h) V. hg - C(K, u*) 
Faisons la samne et prenons h = (Z _ - Z +)-
-> (Z - Z ) = 0 pp donc Z ~ Z+ pp dans S6. 
- + 
Soit k e H1 (Q) , k ~ 0 sur S6 alors k + z ~ 0 sur n donc qp sur E • 
0 
On prend h = k + z_ e - C(K,u*) dans (I.3) _; 
a(z_, k) ~ \* (F' (u*) z_, k) + (F(u*), k) ~ o v. k e H~(Q), k ~ Oava:: 
Z g H1 (Q) et Z ~ 0 puisque F{u*) t 0 implique qu'il existe k ~ 0 tq 
- 0 -
(F (u *) , k) > 0. On peut en déduire que Z _ > 0 pp sur Q ; en effet 
sinon puisque z _ ~ 0 sur Q il existerait une boule B C n telle que 
es:s • inf z = ess inf z = 0 • Le principe du maximum fort poui les 
B - Q -
solutions généralisées ( [4 7 J Théorème 8 .19) implique que z _ est constante 
sur S6 et Z g H1 (Q) donc z = 0 ce qui est impossible. 
- 0 - . 
On peut définir [62 ]) I (Z ) par ci (Z _) = {_x g S6 tq Z _{x) > 0 au sens 
de H1 (Q)} 
0 
I(Z_) cE et AZ_- \* F' (u*)Z_- F(u*) =11 est une mesure positive à 
support dans I (Z_) car Z est solution de (I.3) ( [62]) . 
c) supposons E = {x } 
0 
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si n > 1 on a cap E = 0 et cap I (Z _) = 0 ; 
or ]1. est une mesure qui s'annule sur les ensembles de capacité nulle, 
donc A.Z_- À*F' (u) z_- F(u*) = 0 au sens des distributions. 
si n = 1 on a z g c0 (n) donc I (Z ) = {x g n tq z (x) = o} = ~ et 
- ' - -
on a aussi A.Z -À* F' (u ) z - F(u*) = 0 au sens des distributions 
et pp par régularité·. 
D 
II. 2 Existence d'un développement 
ThéoJtè.me II. 1 
si inf {a(w,w) -À* (F' (u )w,w) 1 w g Su* -Su*' llwll = 1} > 0 alors 
1)' il existe une unique direction conique à droite (respectivement 
à gauche) en (À*, u*), notée z+ (resp Z_) solQtion de (I.3)+ (resp. 
de (I.3) _) 
2) il existe n > 0 et une rnulti-application e+: (0 1n) -+ H~ (n) 
1 ( resp. a_ : (-n 1 o ) -+ H0 (n) ) 
telle que u* + t z+ + t e+ (t) soit solution de (I.l) pour À = À* + t 
(resp u* + t z_ + t e _ (t) soit solution de (I.l) pour À = À* + t) ; 
de plus li e < t> Il -+ o quand t -+ o · <resp Il e < t> Il -+ o quand t -+ o > 
+ . + - ":"' 
Rema?tque II. 4 
Si S * est un espace vectoriel 1 'hypothèse du Théorème II.l qui s'écrit 
u 
alors : inf {a(W1W) - À• (F' (u•)w,w) 1 w g S •' llwll = 1} > 0 peut être u 
affaiblie. On rrontrera que dans le cas vectoriel 1 la régularité de (À • , u •) 
est suffisante pour assurer 1 'existence d'un développement à droite et à 
gauche. 
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Vé.moYL6bi.a.;Uon. du. Thé.oJtè.me I1. 1 
Seul le 2) reste à prouver. On raisonne pour t > 0. : 
a) Fonnulation du problème en tex:mes de r::oint fixe 
Soient t > 0, 8 e H1 {n) ; on a, d'après la fonnule de dérivation conique 
0 
(I.S) : 
+ t P S [ À* GF' (u* ){Z + + 8 ) + GF (u*)] + t e: (t ,8 ) = 
u* 
= u* + t Ps [À* GF' (u*) (Z + 8) + GF (u*)] + t e: Ct,8>' 
* + u 
avec lim 
t+O+ 
e:(t,8) = 0 unifonnément par rapport à 8, 8 borné dans H1 (rG) 
0 
d'où (À* + t,u'" + tZ+ + t 8) est solution de (I.l) 
<::::::.'> (I.l') u* + tZft e =PK [(À* + t) GF (u* + tZ+ + t 8)] 
~ (I.S) z+ + e = Ps [À* GF' (u*) (Z+ + 8) + GF(u*)] + e:(t,e) 
u* 
~ 8 = R(e:(t,e)) - z+ où R = ~ , k = GF(u*) 
avec les notations du larme II.l ; remarquons aussi que z+ = R(O) ; 
on est donc ramené à chercher un point fixe de e + R(e:(t, 8)) - R(O) 
b) Existence de la multiapplication t + e+ (t) 
on a, par (I.S), e:(.t, 8) =~PK [(À* + t) GF(u .. + tz + te )] -
u* 
-- - P [À* GF' (u .. ) (z+e) + GF(u*)] 
t su* 
donc V t > 0 fixé, 
8 + e:(t,8) est compacte de H1 (rG) dans lui~e. 
0 
CClrirœ R est lipschitzienne de H1 (rG) dans lui~e, 8 + R(e:(t,e)) - R(O) 
0 
est aussi campacte de H1 (rG) dans lui-même. 
0 
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D'autre part, 3. n > 0 tq v te (O,n) on ait : 
11 s < t, e > 11 ~ ~ v e e H; <n > , 11 e 1 1 ~ 1 d'où 
Il R(s (t,e)) - R(O) Il ~ l 
Donc V t e (0 ,n) , l'application 8 + R(s (t,8)) - R (O) 
envoie la boule unité du H1 (Q) dans elle~ême. 
0 
On peut donc appliquer un Théorème de point fixe 'de Schauder 
ainsi si 0 < t < n on définit une ImJ.ltiapplication 
u * + t z + + t e + ( t) = PK [ (À"' + t) GF (u * + t z + + t e + < t) ) ] 
c) Propriété de 8 + (t) 
On a 8 + (t) = R(s (t, 8 + (t))) - R(O) ~ 
1 1 e + ( t) Il ~ +.. Il s ( t, e + ( t)) Il qui tend vers o lorsque t ~ o + 
unifonnément pour Il e + < t> Il ~ 1. 
, III. ElUDE I..OC.ALE IDRSÇUE Su* est un espace vectoriel 
III.l Etude plus précise de Su* 
P~opoh~on II1.1 
Soit (À*, u*) une solution de (I.l) 
0 
Soit E t- jf 1' ensemble de coïncidence {u* = 1/J} défini cœme dans [66]. 
Si Ê = E, siaE est régulière et si 1/J e C2 (Q) est telle que l'ap-
plication x + A 1/J (x) - À* F (1/J) (x) ne s'annule pas sur E, 
Alors Su* est un espace vectoriel : 
su~ = { w e H~(Q) 1 w = o q.p. surE} 
- 16 -
De plus si yw désigne la trace sur a E de w 1 on a 
RemMque. 11 1 • 1 
l 0 ) Ce résultat reste vrai si l'on affaiblit l'hypothèse sur tjJ : 
tjJ e w21 P(Q) 1 p ~ 2 et : soit A tjJ·(x) - /..* F(tjJ) (x) > 0 pp sur E 1 
soit A tjJ (x) - /..* F('tjJ) (x) < 0 pp sur E; 
2°) Si (/..* 1 u*) est un point de transition équation - inéquation 
tel que E = {x } et n = l alors S * = { w 6 H1 (Q) 1 w (x ) ~ O} 
o u o o_ 
n'est pas un espace vectoriel mais on est dans le cas où Ë ~ E 
Vémo~tnation de. la p~opo~~on 111.1 
1°) Montrons que su* c { w e H~ (Q) 1 w = 0 pp sur E} 
Par hypothèse · (At/J}- e L 2 (n) 1 on a par les théorèmes de régularité , 
u * e H2 <m ( [20] ) . 
Soit w e s * : 
u 
a(u* ,w) = L~ Au* (x)w(x) dx en appliquant la formule de Green ; 
mais a(u* 1w) = /..* (F(u*) 1W) car w eS* u 
donc In (Au* (x) w(x) - /..* F(u*) (x)w(x)) dx = 0 
Soit I (u*) défini canme dans [62] par ci (u*) = { u* < tjJ au sens de H1 (Q)} ; 
0 
alors I (u *) et E diffèrent d'un ensanble de mesure nulle ainsi que leurs 
canpl€mentaires. 
De plus Au* - /..* F (u*) est une mesure à support dans I (u*) d'après [62] 
d J (Au*(x) - ~F(u*} (x)}w(x) dx = 0 
one n-E 
canme Au* = Alj) pp surE d'après le lemme de Stampacchia, 
on a : JE (AtjJ(x) - /..* F(tjJ) (x)) w(x) dx =O. 
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Or w ~ 0 qp sur E et par hypothèse x + A"I/J (x) - À* F ("1/J) (x) garde 
un signe constant sur E, donc w = 0 pp sur 'E. 
2 o) Montrons gue si w e H~ (n) est tel que w = 0 pp sur E alors yw = 0 
0 0 
Par hypothèse E = E donc ()E = ()E 
0 
On suppose aussi que aE = ()E est régulière (c'est à dire ()E de classe 
1 0 
C et E est localement d'un seul côté de ()E); 
0 
ainsi v w e H 1 (n) on peut définir yw = trace de w sur aE. 
0 
P . 1(0) u~sque w € H E , on a 1/2 ° yw é: H (aE) et 
0 
+ Jo Vw2 dx 
E 
= 
Mais sur E , w = 0 p. p. et par le lermre de Starrpacchia , 
0 
Vw = 0 p. p. sur E ===+ yw = 0 
3°) Montrons que si w e S * alors w = 0 qp sur E. 
____ .....__ ___ u-------==----
w sur n-E 
soit w e s * ; posons v = 
u 0 sur E 
puisque yw,-trace de w sur ()E = aÉ est nul, en a:v e H1 (n) et !lv - wl\ = 0 
0 
don<; v et w admettent des représentants quasicontinus égaux qp. 
~ w = 0 qp sur E ( [62] , Appendice) • 
4 °) Réciproque : 
soit w e H1 (n) tel que w = o qp sur E ; on a w e C(K, u*) 
et a(u*, w) -
0
À* (F(u*), w) =JE (Au* (x) - À*F(u*) (x)) w(x) dx = 0 




III. 2 Développement autour d 1 un point régulier, dans le cas 
vectoriel 
On se place dans le cas où S * est un espace vectoriel ce qui 
u 
correspond, en pratique, à au noins deux cas : 
1) E ~ ~' Ê = E, âE régulier où E = {u* = ~} (cf III.l) 
2) aux points de transition tels que si E = { u * == -~},cap E = 0 
(cas classique=E ={x} et n > 1}. 
0 
Soit (À* , u *) ._un point régulier de (I .1) tel que s * soit un espace 
u 
vectoriel, alors 1 1 application w + w - P S [À* GF 1 (u *) w] est linéaire 
u* 
continue bijective de H1 (S&) dans H1 (r&). On notera Q son inverse. De 
0 0 
plus, il existe une unique direction conique z (à droite et à gauche) 
en (À*, u*). (Obtenue par Z = Q [PS *[GF(u•)J]). 
u 
Thé.M.ème. III. 1 
Soit (:\*, u*) un point régulier de (I.l) tel que s * soit un espace 
u 
vectoriel. Alors :. 
1) il existe une unique direction conique Z (à droite et à 
gauche) en (À*, u*). 
2) il existe n > 0 et une multiapplication e 
J- n, n[ 
t 
+ Hl (n) 
0 
+ e (t) 
tels gue (:\* + t, u* + t Z + t 8(t)) soit solution de (I.l). 
De plus on a : lim 1 ! e ( t) ! 1 = 0 
t+O 
t~O 
Remcvr.que. 111. 2 
On a donc obtenu, camne avec le Théorème II .1, un développe:nent à 
droite et à gauche autour de (À*, u*) mais sans supposer que 
inf {a(w,w) -À* (F 1 (u*)w,w) 1 w eS*, llwll = 1} soit> O. Parcontre 
u 
cette hypothèse semble nécessaire pour montrer que z ~ 0 pp sur n. 
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Vémon6tnation du Théo~ème 111.1 
Seul le 2) reste à prouver. 
On raisonne ccmne pour dérrontrer le Théorème II.l : 
soient t > 0 et e e H1 (r6) ; d.' après la fonrule de dérivation conique 
0 
(I.5) on a 
+ t Ps P..*GF' (u*) (z+e) + GF(u*)] + t s(t,e) 
u* 
avec l.im s (t,e} = 0 uniformément ·par rapport à e, e borné dans H1 (Q). 
~ 0 
De plus P s est dans ce cas un onl!>rateur linéaire et Z est solution u* J:'~ 
de (I.3) ~ !. 
d'où PK[(À* + t)GF(u* + tz +te)]= u* + tz + t Ps [À*GF' (u*)e] + t s(t,e) 
u* 
et ((À* + t), u* + tz + te) est solution de (I.l) 
Ç::> (I.l)' u* + tz + te =PK [ ( À*+ t)GF(u* + tz + te)] 
~ e = Q (s(t,e)) d'après (I.S) et en appliquant l'inverse Q. 
On est donc ramené à un problème de poiilt fixe ; e -+ s (t,e) vérifiant 
les mêmes propriétés que dans la dérronstration du Théorème II.l ; on peut 
encore appliquer le Théorème du point fixe de Schauder à e -+ Q(s (t,e)), 
t > O., et prouver l'existence d'une multiapplication t-+ e (t) telle que 
(À"'+ t, u"' + tz + te (t)) soit solution de (I.l), puis refaire le nêne 
travail pour t < 0 • 
0 
III.3 Développement autour d'un point singulier, dans le cas vectoriel 
Soit (À*, u"') un point singulier de (I.l) et s * un espace vectoriel. 
u 
L'application H 
dans lui -même. 
w-+ w- P [À* GF' (u*)w] est linéaire continue de H1 (Q) 
SU* 0 
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On suppose que Ker H est un sous-espace vectoriel de dimension 1 ; 
on choisit un générateur cp de Ker H et~ supplémentaire Z de ce noyau. 
On suppose dans cette partie que n ~ 3 et qu'on a m:::difié au besoin 
f (x, t) lorsque t ~ [0, lw loo] pour que 1 'opérateur F" : L2 <m + L00 <m 
vérifie : 3 K > o tq. ii (v,w) e L2 <m , ii xe n 
IF" (v) (x) - F" (w) (x) 1 ~ Klv(x) - w(x) 1 
Lemme. III. 1 
Sous les hypothèses précédentes , on a 
rm H est fenné de codimension 1 dans H1 (n) 
. 0 
Im H =(IR GF'(u*)cp ).J. 
et H admet un pseudoinverse Q: Im H + Z linéaire continu 
pour la topologie de H~(Q). 
Thê.aJtème. III. 2 
Sous les hypothèses précédentes et si de plus (F (u • ) , cp) ~ 0 
il existe n > 0 et une multiapplicatian 
l ~6~n)+ IR x H1 (r6) S + (T(S)~ z(s}) Z(S) 9 Z 
telle que (À* + ST (s) 1 u* + s cp + sz(s)) soit solution de (I.l) 
de plus T (s} "":)" 0 quand s + a+ et Il z (s) Il + 0 quand s+o+ ; 
on a un résultat analogue pour -n < s < 0 
RemaJtQu.e. In . 3 
Puisque cp e s • on a 
u 
a(P5 [GF(u*)], cp) = a(GF(u*), cp) = (F(u*) 1 cp). u• 
Vê.maYL6na.ti..an du. lemme. III. 1 
- L'application w + P5 [À* GF' (u*)w] est compacte linéaire de H~ (Q) 
dans lui-même ; u• 
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On a donc les résultats de l'al tema ti ve de FredhoJin :pour H : 
Im H est fermé, cod:i.m Im H = d:i.m Ker ,H = 1 et si Z est un supplé- · 
mentaire de IR<!> : 
Ti f e Im H 3! u e z tq H (u) = f ; on pose Q (f) = u 
On définit ainsi un pseudoinverse Q :Jin H + z linéaire continu. 
~2 -
- Montrons que ~ H = (IR F' (u* )<j>)) = (IR GF' (u*)<J>):, ou .L2 et .1. 
désignent l' ort.hogonali té pour ( • , • ) et a ( • , • ) • 
soit w e Im H , :1 y g H 1 <n) tq w = y - Ps [ >..* GF ' ( u * ) y ] 
o u* 
d'où Ti h 9 S *,a(J..*GF'(u*) y- y+ W1 h) = 0 u 
en particulier si h = <1> on obtient : 
a(y - w,<j>) =a(>..* GF' (u*) y,<j>) 
mais y - w e su* et <1> = Ps [ >..* GF' (u*)<l>l 
u* 
-~ a (y - w ,<!>) = (>..* F' (u*) <1> , w) 
==> (F' (u*) y,<!>) = (F' (u*) <!>,y) - (F' (u") <!>, w) 
par conséquent (F' (u*) <1>, w) = 0 
conclusion : Im H C (!RF' (u ) <1> )..L. 2 et lui est égal car ils ont mane 
codimension. 
0 
Véman6tnatian da théa~ème 111.2 
On utilise la mane démarche que pour dérrontrer le Théorème II .1 et 
le théorème III.l. 
Considérons s > 0 1 z 9 H1 (n) et T 8 IR 
0 
1°) Fo:rnulation du problème en tennes de }X?int fixe_ 
D'après le paragraphe I. 4 , par dérivation conique on a 
Ti h e H~-Em 1 PK[>..* GF(u*) + h] = u* + Psu* [h] + llhll e: ( llhll, ll~ll 
avec l:i.m e: (t 1k) = 0 unifo:rmément par rapport à k 1 k restant dans· un 
t+O 
carpact de H1 (Q) 
0 
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Lorsqu'on fait pour Fun développement de Taylor avec reste intégral 
au voisinage de u on a : 
PK[(À*+ s T) GF(u* + s(<t> + z))] = u* 
+ llh(T ,s,z) IIR(h(T ,s,z)) 
+ P8 [ h(T ,s,z)] + 
U* 
h 
avec R (h) = e: ( Il h Il , Il h 1 1 ) , 
r(s,z) = J1 F"(u* + ts(<t> + z)) {<f> + z, <t> + z) dt étant le reste inté-
gral du dé~loppement de Taylor de F. 
h(T ,s,z) = s [ T~GF (u"') + s GF' (u"') (</> + z) + s 2 Gr(s,z)} + 
+À* GF' (u•) (<f> + z) +À* s G r(s,z)] = s k (-r,s,z}. 
donc h(-r,s,z} + 0 quand s + 0 uniformément par rapport à (-r,z) tq 
1 T 1 ~ l, Il z Il ~ l 
de plus h (T ,s,z) dans d Hl (t"'} 
llh( ) 1 
,reste un ccmpact e ~& 
-r,s,z 1 o 
lorsque 1 s 1 ~ 1, IL- 1 ~ 1, et Il z Il ~ 1 
donc R(h(T,s,z}) + 0 quand s + 0 uniformément par rapport à 
(T, z) tq 1 T 1 ~ l et Il z Il ~ l. 
Le fait que (À* + s T, u* + s <t> + s z) soit solution de (I.l) 
s'exprime, de façon équivalente, sous la fonne : 
H(z) = T P8 [ GF{u*) + s GF' (u*) (<f>+z) + s
2 Gr (s,z)] 
u• 
+ P [À* s G r (s,z}] + ..!. R( h(-r ,s,z)) lih(-r ,s,z) Il s s 
u* 
En utilisant le pseudoinverse Q de H, il est i;>ossible d'écrire 
cette équation en tennes de point fixe ; pour cela il faut que le 
membre de droite appartienne à Im H, condition que l'on peut exprimer 
plus simplement grâce à la propriété suivante : 
car <t> 
v k e L2 (n}, À* (P8 [Gk], F' {u*)<f>) = (k,<f>) 
u* 
= P [À* GF' (u*)<f>] 
su* 
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On cherche donc à résoudre le problème sous la forme suivante : 
( Il k ( 1' , s, z) Il R (h ( 1' , s, z) ) , F ' ( u •) <1>) + s À* ( r( s, z) 1 <1>) 
1' = A(s,T 1 Z) =- ~~~----~----~._~-----------------------
(F(u*) + s F' (u*) (<f> + z) + s 2 r(s,z), <f>) 
z = B(s 1 T,z) = Q [A(s,T,z) P8 [GF(u*) + s GF' (u*) (<f>+z) + s
2 Gr(s,z)] + 
u* 
+ PSu• [il.* s Gr(s 1 z) + R(h(T,s 1 z)) jjk(T 1 s,z) IIJJ 
Remarques : . On -aura z 8 Z 
• L'hypothèse de transversalité (F(u*) 1 <1>) F 0 per.met 
d' affi:oner que Pc>ur s voisin de 0 1 le dénaninateur de A est non nul. 
2°) Propriétés des applications A et B 
Considérons l'espace IR x H1 {f;G) muni de la norme Il ('t' 1 z) Il = max (j't' 1 ,Il z Il ) 
0 
On montre que : 
a) L'application (T,Z) + (A(s,T,z), B(s,T,z)) est canpacte de 
~x H1 (n) dans lui-même et ceci pour touts> 0 0 . 
b) A(s,T ,z) + 0 uniformément par rapport à (1' ,z) t.q. Il ('t' ,z) Il ~ 1 
s + o+ 
c) 3 n' > 0 t.q. si 0 < s <n' V(T,z) t.q. Il (T,z) Il ~ 1 on ait 
jA(s,T ,z)] ~ 1 et jjB(s,T ,z) Il ~ 1; 
On peut alors conclure à l'existence du développement en appliquant 
le Théorème du point fixe de Schauder. 
3°) Dénontrons le résultat a) 
Soit (1' , z ) une suite de lR x H1 {n) telle que Il (T 1 z ) Il ~ 1 v p e IN. p p 0 p p 
Puisque n ~ 3, on sait que H1 (n) ~ L 6 {n) injection continue 
0 
y L 4 (n) injection canpa.cte 
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donc on peut extraire une sous-sui te de (r 1 z ) encore notée ( 'T 1 z Y p p p p 
telle que : il existe 'T e tR tq 'Tp + ,'T 
il existe M > 0 tq Vp 1 2p 16 ~ M 
et il existe z e H1 (Q) tq z + z éians L 4 (Q) • 
0 p 
On veut montrer que (A(s,~,~), B(s,'Tp 1 Zp)) converge vers 
(A(s,T,z), B(s,T,z)) dans R x H1 (Q) lorsque p + + oo. 
0 
Montrons la partie la plus délicate, la convergence de r (s ,z ) p 
vers r(s,z) dans L 2 (Q) : 
C désignant au cours de la dénonstration des constantes di verses, 
on a : 
rl r 
lr(s,:rp) - r(s,z) 1 2 ~ C J (1-tfdt J [F"(u"'+ stct> + s"tz.o) (<f>+z....) 2 -
2 0 Q - .!:' 
- F" (u"'+ stcj> +. stz) (cj>+z) 2 ] 2 dx 
~ c J1 (1-t) 2 dt Jr [F" (u~ + stct>+ st z ) -Q p 0 
- F" (u*+ stct> + stz) ] 2 (cj> + 1? >' 4 dx 
. + C J~ (1-t) 2 dt L, F" (u•+ st4> +stz) 2 [ ($ + zJ 4 
- Cet> + z) 4) ]dx 
Soit e: > 0 
J n [F" (u*+ st<f> + st;;,) - F" (u"' + stct> + stz)] 2 (cl> + zp> 4 dx 
~ c e:1 + f c \<t> + zp> 4 dx ~ c t + c cf 1 > 113 
. 1;;, - zl ~ e: lzp - zl ~ e: 
4 
or zp + z dans L (Q) donc en mesure 
p++oo r . 
d'où 3 p tq V p. ~p , \lt tq 0 ~ t ~ l:j [F" (u*+ stct> + stz...) -0 0 Q -~ 
. - F"(u"'+ stct> + stz)] 2 (<f> + ~) 4 dx~ c e: 1 
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00 
d'autre part F" (u* + st<P + stz) e L (n) et z + z dans L ~+ (n) p 
donc J F" (u* + st<P + stz) 2 [ (<P+ z ) 2 .... (<P + z) 2 ] + 0 unifo:rmément par 
n P 
rapport à t 
ceci permet donc de prouver que r (s ,Zp) + r (s, z) dans L 2 (n) lorsque p++oo 
La convergence des autres tennes intervenant dans A(s.,-r , z ) et p p 
B (S, -cp' Zp) est plus simple· à dénontrer. 
Pour dérrontrer les points b) etc) on utilise le fait que 
R (h~,s,z)) + 0 quand s + 0 unifor.mément par rapport à ~ ,z), 







VALIDITE ET INTERPRETATION DE LA CONDITION (S) 
inf {a(w,w) - À(F' (u)w,w) 1 w € Su-Su , lw! = 1} > 0 
Soit (À,u) une solution de 1 'I.V. 
l 
a(u ,v-u) ~ À(F(u) , v-u) 
'1 v € K ; u € K 
les notations et hypothèses sont celles utilisées dans tout le chapitre. 
On a vu que la condition (S) permettait de démontrer l'existence d'un déve-
loppement local dans le ca~ général. Il est intéressant d'analyser cette 
conditon (S) : 
v1 = inf {a(w,w) - À(F' (u)w,w) 1 w € Su-Su , lw! = 1} > 0 
et de voir où elle est vérifiée. 
Rappelons que pour une équation (ou une branche équation d'une I.V.), 
v1 est la valeur propre fondamentale du problème linéar-isé : 
( 2) ~ Aw -
? w = 0 
vw dans n 
sur an 
Dans le cas d'une inéquation, on peut estimer facilement v1 au moins 
dans deux cas : 
. au point de transition car Su-Su = H~(n) , v1 est encore la valeur 
propre fondamentale du linéarisé (2) 
. en un point de la branche inéquation, avec des hypothèses pour que 
Su = {w € H~ 1 w = 0 q.p sur {u = Y}} (en particulier avec de. la régu-
larité sur a{u =Y}) : v1 est alors la valeur propre fondamentale 
du linéarisé dans le complémentaire de 1 'ensemble de coïncidence. 
On va estimer v1 dans ce dernier cas, analytiquement en dimension 1, 
numériquement en dimension> 1, pour certaines classes de problèmes. 
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I. Etude analytique en dimension l 
On prend A=-~' r~ = ]-1,1[ 1JI:: a> 0, f R .... R croissante, 
f(O) > 0 et f"(t) >rn > 0 pour t > O. 




r j 1 F(at) 0 
ÀX = ju(x) dt 
j F(a) - F(t) 
0 
F(a) 
si on pose u(O) = a 
on a la représentation 
paramétrique suivante, 
avec a € [0,~[ et 
z 
F(z) = Jo f(t)dt : 
(en particulier À + 0 
lorsque a t ~) 
Le fait que À soit borné et lui~ non borné est conséquence de résultats 
généraux pour des non-1 i né a ri tés po si ti v es, croissantes, convexes ( [ 37j, 
[ 38] ' [ 72 J) . 
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Considérons maintenant le problème d'obstacle, dont les solutions 








u .. + Àf(u) = 0 re< x < 1 
u(l) = 0 
-1 ·-r 
:Ç 
Le diagramme de bifurcation a 1 •allure suivante 
u(O) 
En posant x = 
solution de 
v(O) = a 
v'(O)=O 







V11 + À(l-r )2 c f(v) 
À 
+ r c 
y € (0,1) et u(x) = 
= 0 




donc v est la solution de l'équation pour À = 
sion explicite de re; 
et on a l 'expres-
( 1 - r c )2 
Pour tout re > 0, Su s'identifie à l'espace 
v= H~ ( (-1, 1)~(-rc,rc) ) et 
v = inf {(w' ,w') - À(f' (u)w,w) 1 w e V lwl 2 = l } 
et il est clair que cet infimum est atteint pour une fonction paire (ou 
impaire, au choix)-> 
et en posant ~(y) = w(r + (1-r )y) = w(x) c c 
v = inf 
l l {j ~ ~· 2 (y)dy - ÀJ f'' (v) 
0 l c 0 
= inf {~ (~·.~·)- .;-;:;_;- (f'(v)~.~) 1 ~ e H~(O,l) 
À 
a 
À a l On pose 1jJ(y) = (-) 
" 
~ (y) À 
v À inf { ( 1jJ 1 1jJ 1 ) - À (f'(v)1J!,1J!) 1 1J! € H~(O,l) = -
. ' a À 
a 
Si on appelle ~ la fonction 1J! complétée par imparité, v est aussi 
l'inf sur les ~ e H~(-1,1) vérifiant~ (0) = 0, 1~1 = 1, espace plus 
petit que l'ensemble des~ où la condition~ (0) = 0 est remplacée (~,~,) = 0 
où ~, est la valeur propre fondamentale du problème linéarisé de (4), donc 
( - ) - À 1jJ,~, = O,I1J!I = 1 }=- J.l2 
À a 
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où ~ 2 est la deuxième valeur propre du problème 
\ w" 
~ w( -1 ) 
\ f 1 ( v ) w = ~\"/ 
= w( l ) = 0 
Supposons que la branche de l •équation assoc1ee à (1) se retourne au plus une 
fois; on sait alors ( [38] [67]) que 11 2 est> 0 (argument déja utilisé dans la 
premièrepartie de ce chapitre)~ donc la condition (S) est vérifiée sur 
toute la branche inéquation~ sauf au point de transition où v = ~ 1 (avec 
1 es ·notations ci -dessus ~ Su-Su = H~ ( -1,1)) et ~ 1 est <; 0 si 1 e point de 
transitibn se trouve après le retournement. On notera que la branche iné-
quation ne se retourne jamais (cf. 1 •expression de re). 
II. Etude numérique dans un cas particulier en dimension n (n = 1~2,3) 
On prend A = - à,n la boule unité de Rn ~ y ~ a > 0 , f(t) = et 
les solutions symétriques du problème d•obstacle vérifient : 
(5) 
u" + n-1 u • + Àe u = 0 
r 
u•(r )= 0 
c 
u(rc)= a 
u(l) = 0 
re< r < 1 
qui a été résolu par une méthode de "tir" (cf. Chapitre IV, étude numérique 
du § VII , il s•agit du même problème). 
Pour chaque (À,rc,u) , 're> 0 , on a calculé numériquement la valeur 
propre fondamentale du linéarisé : 
(6) l. w" + n~ 1 w. + w(rc) = w(l) = 0 
Les résultats apparaissent sur les figures jointes. 
On vérifie que pour n = 1 , v 1 est toujours > 0 et 1 i né ai re se 1 on À 
1 a branche inéquation ne se retourne jamais • 
. Pour n > 1 , v1 est > 0 si 1 •obstacle est situé en-dessous du 
premier point de retournement, la branche inéquation ne se retourne 
pas. 
Dans le cas contraire, cette branche se retourne au moins une fois, 
-6-
v1 n'est > 0 qu'après le dernier reto~rnement . 
. Pour n > 1 , v1 est > 0 dans tous les cas pour À assez grand et 
sembleasymptotiquement linéaire en À· 
On peut schématiser ces résultats de la manière suivante 
u u (\ 
n = 1 
u* u* 
À 
n = 2,3 n = 2,3 
u**-----
< 0 
vl < 0 
--- - - - - - - 1-- - - - - - - - -
1 
À* À** 
On voit que v1 change de signe au passage de certains points de re-
tournement dans cet exemple. (S) peut donc être interprétée ;ci comme une 
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ETUDE LOCALE DES BRANCHES DE SOLUTIONS 
DANS UN PROBLEME D'OBSTACLE 
TROISIEME PARTIE 
UNE APPROCHE PAR LE DEGRE TOPOLOGIQUE 
( AVEC B, NI COLAENKO ) ( *) 
Résumé : On reprend le problème de valeurs propres non linéaires, 
relatif à une inéquation variationnelle (I.v.'), associée à un problème 
d•obstacle. Après avoir introduit dans la première partie les outils pour 
une étude locale des branches et donné dans la deuxième· partie des résultats 
locaux par point fixe, on attaque ici ce problème au moyen de la théorie 
du degré topologique. Par application de résultats abstraits de [73], on 
démontre 1 •existence de composantesconnexes de· solutions, qu•on précise un 
peu. Les hypothèses sont essentiellement les mêmes que dans la deuxième 
partie et on examinera successivement le cas de (certains) points réguliers, 
en particulier de certains points de transition, puis le cas de points 
singuliers, dans le cadre 11 linéaire 11 (cf. deuxième partie). 
(*) Travail réalisé lors d1 un seJour au Los Alamos National Laboratory, 
Los Alamos, New-Mexico, 87545 • 
I. INTRODUCTION 
Les notations sont celles de la deuxième 'partie. 
On considère le problème d•obstacle suivant, avec À > 0 
(I.l) ~a(u,v-u) ~ ;\(F(u), v-u) 
(ueK;\fveK 
avec K = { w € H~(n) 1 w ~ ~ p.p. sur n} 
~ ~ L""(n) n H1 (n) est> 0 sur n, quasi-continue, [3]; 
a est la forme bilinéaire continue, coercive,symétrique sur H~(n) 
n 
fg 
a(u,v) =I a .. (x) au av dx 1J a xi ~ 
i 'j= 1 J 
les a .. étant 1J réguliers et a;j (x) = a .. (x). J1 
F :IR+ IR(*) est positive, croissante, régulière et F(O) ~O. 
On désigne par G l •opérateur de Green associé à a : 
a(Gu,v) = (u,v) \f u,v e H~(n) , et par Pk la a-p:ojection sur le 
convexe fermé K [66]. Avec ces notations le problème (I. l} équivaut à: 





) est une solution de (I.l) on pose 
Ku = { w € Hd(n) 1 w ~ 0 q.p. sur {u0 = ~}} pour des représentants 
u0 , w, ch8isis quasi~continus ; Ku0 est 1 •adhérence dans H~(n) fort du 














on pose : S = K n {u - À GF(u )}1 • 
u0 u0 o o o 
(*) pour simplifier ; on peut évidemment prendre pour F un opérateur de 
Nemytski i associé à une fonction f : n x lR + IR, vérifiant 1 es hypothèses 
introduites dans la deuxième partie. 
On supposera aussi que Fa été modifiée hors de [0,1~1 ] pour que 
00 
F,F• ,F .. soient bornées sur IR. 
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II. EXISTENCE DE BRANCHES EN CERTAINS POINTS REGULIERS 
On suppose dans toute la suite que n ~ 4. 
Soit (u0 ,À0 ) une solution, pour le moment quelconque, de (I. 1). 
On pose u = u0 + sz , À = Ào + s avec s eR , z e H~(n) et 
A(s,z) = u- PK [ÀGF(u)] = u
0 





On veut résoudre : 
(II.l) A(s,z) = 0 sachant queA(O,z) 
Donc (II. 1) équivaut, pour s f 0 à 
(II. 2) -} [A( s, z) - A ( 0, z) ] = 0 
Lemme II.l : se JR..;. A(s,z-) e H~(n) est dérivable à droite ens= 0 et 
+ . ~ [ A(s,z)J 
ds s=O 
Preuve: Pour n ~ 4, l'applications e IR+ F(u + sz) e L2 (n) est 
0 
dérivable. Il suffit alors d'appliquer le résultat de dérivation composée 
de [49]. Sous une forme similaire, ce résultat est donné aussi dans 
1 'introduction de la deuxième partie~ Rappelons aussi [66] que cette dif-
férentiation à droite est uniforme lorsque z reste dans un borné de H~(n), 
et qu'on a bi en évidemment un résultat ana 1 ogue à gauche. o 
Avec les notations du lemme,(II.l) <~ (II.2) ~ (pour s f 0) 
s 




Rappelons le résultat suivant, démontré dans la deuxième partie : 





de (I.l) la condition suivante est satisfaite ( avec F'(u0) > 0): 




w ~ 0 } > À 
0 




)z + h] de H~(n) dans 
uo 
lui-même est inversible pour tout h € H~(n) et son inverse est lipschitzien. 
Notons a 1 ors T l'inverse de l'opérateur z + z - P s· [ Ào G F' ( u0 ) z+ G FÜJ0 ) J 
uo . 
en appliquant Taux deux membres de (II.3) on obtient la formulation 
équivalente 
-- r[PK (II.4) z 
Pour s = 0, le terme de droite de (II.4) vaut, d'après 1~ lemme (II.l)~ 
T(O) = z+ qui est par définition la solution unique (cf. deuxième partie) 
de : 
z = P [À GF' (u ) 
+ s 0 0 
ao 
à droite en (u ,À ) 
0 0 
c'est la direction conique 
On va poser par conséquent z = z+ + ~ avec ~ € H~(n) et (II.4) pour 
s ~ 0 est équivalent à 




PK [ (À 0 +s) GF ( u0 +sz + +s<P) -PK [À 0 GF ( u0 )} -Ps [À 0 GF 1 (u0 ) ( z + +<P) +GF ( u0 )]] (II.S) <P = T s · U0 - T(O) 
On définit enfin : 
<ll(S,$) = ~ 
0
second membre de (II.5) pour s > 0 
~ pour s = 0 
donc pour u = u0 + sz+ + S<P 
<P = <ll(S,<t>) 
À = À + s 
0 
(I.l) équi--vaut à (II.S) 
Lemme II.3: Sous 1 •hypothèse (S) du lemme (II.2), 1•opérateur non 
1 i né ai re <11 : IR x H 1 ( g) + H 1 ( g) est compact. 
+ 0 0 
Preuve: soit une famille (s,<j>) dans un borné deR+ x H~(g). 
Après éventuellement une extraction on a sn + s dans IR+ , <Pn + <P dans 
L2 (rl) fort d•oa en particulier snz+ + sn <t>n.+ sz+ + s<P dans L2 (rl) fort et 
F(u +s z + s <P ) + F(u + sz + S<P) car t + F(t) étant régulière et bornée 
o n + n n o +· 
définit un opérateur de Nemyts~i continu de L2 (Q) fort dans lui-même. 
De même F• (u
0
) <Pn ... F• (u
0
) <P dans L2 (g) car F• (u
0
) e L""(g). 
En composant avec 1•opérateur a, les convergences ont lieu dans H1 (rl) et 
0 
comme PK' Ps et T sont continus,on obtient, pour s ~ 0, la convergence 
ua 
de <l!(Sn'<Pn) vers <l!(S,<j>) dans H~(g). 
Lorsque sn + s = 0, on utilise le fait, déjà not~ dans la preuve du 
lemme (II.l), que la différentiation conique du projecteur PK est uniforme 






)<t>n +GF(u 0 ) lorsque <Pn reste 
dans un borné de H~(g) Oa direction restant, grâce à la régularité dea, 
dans un compact de H~(rl)). On obtient dans ce cas <ll(sn,<t>n) + 0 = <ll(O,<P) 
ce qui prouve que <l!(s,<j>) est relativement compact pour (s,<P) dans un borné. 
Pour la continuité, on part directement d•une suite (sn,<Pn) conver-
gente dans R+ x H~(rl), donc dans L2 (rl) et on raisonne exactement de la 
même manière. o 
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Lemme II.4 : Ou bien on a localement à droite (s > 0) une branche 
affine de solutions de (I. 1) passant par (u~, À
0
), ou bien, dans tout 
intervalle [0, s*] il existe s > 0 tel que ~(s, 0) t O. 
Preuve : Supposons qu'il existe s* > 0 tel que 
~(s, 0) = 0 V s e [ 0, s*] 
Alors, pour s t 0, d'après (II.5) : 
- Ps [(À0GF'(u0 )z+ + GF(u0 )]] 
uo 
d'où en appliquant T- 1 et la définition de z+ 
0 = 
PK [(À0 +s) GF(u0 +sz+)]- u0 _ z 
+ 
s 
u0 + sz+ = PK [(À0 +s) GF(u0 +sz+)] 
branche de solutions de la forme : 
donc on a, pour 0 < s < s* une 
À = À + s 
0 0 
Remarque : On peut effectivement se trouver en présence d'une branche 
affine comme le montre l'exemple suivant : 
~ = ] -1, 1 [ , A = - 6. F(t) : 1 lji{x) = 1 + lxi 
Pour À < 2 la solution est u(x) = Î (l-x 2 ). 
Tout point (u0 ,À 0 ) de la branche équation (À < 2) vérifie la condition 
de stabilité et est le point de départ d'une branche affine, à savoir 
+ s (1 - x2 ) Ào + s < 2 u = u avec uo = 2 ( 1 - xz) À 0 2 0 
On peut donner un exemple moins trivial en prenant le point de transi-
tion Ào = 2 u0 (x) = 1 - x2 pour 2 <À< 4 la solution del 'I.V. 
est : 
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u(x) = À 2. À 2 x + (2 - 1) x+ 1 , pour 0 < x < 1 
+ s(x- x 2 ) = u + sz 
0 + avec À = 2 + s ..::_ 4 




À < 4 
4 
Pour 2 < À < 4 11 ensemb1e de coïncidence est {O}èt on a une branche 
localement affine en toute solution (u,À) avec 2< t..<4. 
Revenons à l 1 équation $= ~(s,$). On a ~(0,$) _ 0 et en particulier 
(0,0) est solution de (II.5). 
Lemme II.5 : On se place dans le cas où il n1 y a pas de branche loca-





A 1 ors 'V e: > 0 , 'V n > 0 il existe ( s, <1>) ~ ( I e: x Bn) n :F où 
I e: x Bn = { ( s, $) € IR+ x H~ ( n) 1 0 ..::_ s ..::_ e:; Il <1> Il ..::_ ·n} et 
:F = { ( s, <1>) € IR+ x H~ ( n) 1 $ = ~ ( s, <1>) , s -f 0 , <1> -f 0 } 
~euve : On raisonne par 1 1 absurde. Si la proposition était fausse, 
3 e: 0 > 0 , n 0 > 0 tels que ~ (s,<j>) e Ie: x B x :F . En particulier, o no 
toute solution (S,$) € I 
e: 
(s ~ 0, · <1> = 0). 0 
x B avec s # 0 est nécessairement de la forme 
no 
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Donc sis € ]0, ~],il n'existe pas de <P sur la sphère aB.11 , o/2 
tel que <P- ~(s,<t>) =O. Le degré, deg (I- ~(s,.) , B , 0) est ainsi 
E0 
11o/2 parfaitement défini pour tout s € [0, zl et est invariant par homotopie. 
Soit S 1 € 
Alors <P -
]0, ~] tel que ~ ( s l' 0) 1 0 (cf. 1 emme I I. 4) 
~ (S 1 ,<P) 10 V <P s B , d'après 1 'hypothèse d'absurdité. 11o/2 
Donc deg (I - ~(s,.), 
deg (I - ~(s 1 ,.) 
Mais on a aussi deg (I 
deg ( I - ~ ( 0, . ) 
B11o/2 ' 0) = 
, B11 , 0) = 0 o/2 
...; ~ (s,.) , 811 , 0) = o/2 
811 , 0) = deg (I, B11 o/2 o/2 
d'où une contradiction. o 
0) = 1 
Remarque : Le lemme II.5 implique, dans le cas non localement affine, 
que (0,0) est point d'accumulation d'une suite (si,<t>i) telle que 
si > 0, <Pi 1 0, et <Pi = ~ (si' <Pi ) . 
P1•oposition II.l :·Si la condition (S) est satisfaite, il existe une compo-
sante connexe c+ de solutions (u,À) de (I.l) contenant (u0 ,À 0 ) , pour À~ À0 , 
non bornée dans R+ x H~(n) telle que : 
si (À. , u. ) € c+ vérifie À. + À , a 1 ors 
1 1 1 0 
+ z+ où z+ est 1 'unique solution dè 
Ce résultat justifie entre autres 1 'introduction des points réguliers 
et des directions coniques qui avait été faite dans la première partie. 
On notera que z+ est obtenu ici comme limite forte de ~~ : ~~ dans H~(n) 
et non pas seulement faible comme dans la premiere partié. 
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Preuve de La proposition II.l : D'après le lemme II.S la composante 
de solutions de (!!.5) contenant (0,0) est non yide. On sait alors, ~ 
étant compact continu, qu'elle est automatiquement non bornée dans 
IR+ x H~(n) [73]. Si si+ 0+, on a <Pi+ 0 donc~~= ~o =<t>.i+ z+ ... z+ 
1 0 
Remarque 1 Sous la condition (S) on a évidemment aussi existence 
d'une composante c- de solutions (u,À) de (!. 1) contenant (u
0
,À0 ), pour À < À , non bornée dans IR x W ( n) te 11 e que : 
- 0 - 0 u. - u 
1 0 
+ Z OÙ 
À. - À 
1 0 
z est 1 'unique solution de 
{ 






) , h-z_) 
~ h e - S z e - Su 
uo 0 
Remarque 2: Lorsque Su est un espace vectoriel, la condition (S) 
0 
peut être relaxée. Il suffit 0 que (u ,À ) soit un point régulier. On obtient 
- + 0 0 dans ce cas deux composantes c, c se rencontrant en (u ,À ),et z = z+. 
0 0 
III. COMPORTEMENT EN CERTAINS POINTS SINGULIERS 
Soit (À0 ,u0 ) une solution de (I.l), singulière (cf. première .partie). 
On suppose que S est un espace vectoriel (cf. deuxième partie pour des 
uo 
conditions assurant la linéarité de S ·) et que le noyau Jf de 
uo 
est de dimension 1. 




).]j est fermé, de cadi-
ua 
mension 1 et en fait, avec Jf = IR zN , zN fixé dans Jf : 
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Preuve cf. deuxième partie 0 
On suppose en outre vérifiée la condition de transversalité 
('b) Ps [GF(u0 )] ~.1t 
uo 
ce qui se traduit de la façon suivante: 
a( GF' (u
0
)zN , P s [GF(u
0
)]) = (F' (u
0
)zN , P s [G F(u0 )] ) = 
uo uo 
(cf. preuve du lemme III.l dans la deuxième partie). 
Soitto un supplémentaire(orthogonal pour le produit scalaire a(.,.) 
pour fixer 1 es idées) de Jf dans H~ ( Q) • 
On pose : 
) u = uo + s(zN + w) ZN € Jf' w s to À = À + s ô 
' 
ô €IR,s~O 0 
Avec ces notations on veut résoudre (I. 1) sous la forme 
ou encore 




=ô Ps [GF(u0 )] + Ào Ps [GF'(u0 )(zN+w)] et 
uo uo 
d+ 




Preuve : Pour la prem1ere formule, on utilise encore la composition 
des dérivées [-49] comme dans le lemme II. L ou bien les préliminaires 
de la deuxième partie avec, en plus, dans ce cas, la linéarité de Ps 
La deuxième formule S 1 en déduit immédiatement o uo 
Pour s >0, (III.l) est alors équivalent à 
(III.2) 1 d+ d+ - -s .i{(s,ôw) + -::r::-s [.it(s,ô,w)] = + -::r::-s [.tt(s,ô,w)] _..., 
u~ s=o u~ s=o 
z + w -N 
= s 
À o p s [ G F 1 ( u o ) ( zN +w ) ] 
u 
0 
et en utilisant le fait que zN ê uV', (III.2) ~ 
(III.3) 




[GF 1 (u )w] 
0 
Lemme III.3: L1 opérateur (ô,W) € R x 'ill+· 




)] € H~(n) 
continu. 




admet un inverse 
= f ; 
-l2-
on doit avoir oP [GF(u
0
)] + f € Jt donc 
su 
0 
( F • ( uo) ZN ' ePs 
uo 
[ GF ( u
0







)zN , f) 0 0 À 
(F• (u
0
)zN , f) 
= -9 = - 0 (F(u
0
)" , zN) 
qui est défini grâce à la condition de transversalité (1b). On a projeté 
·en fait 1 •équation sur F•(u
0
) zN i.e 1•orthogonal de jt . 
Ensuite, en projetant 1•équation surJton obtient: 
= f + ePs [GF(u0 )] . 
uo 
Il existe, par le pseudo-inverse Jt + 'UJ une uni que so 1 uti on w à cette 
équation, dépendant continûment du second membre . . o 
Soit T 1•inverse défini par le lemme III.3. En appliquant Taux deux 
membres de (III.3) on a la formolation équivalente à (III. 1) 
(IIL4) (o,w) = T [~ (PK[(À0 +so) GF(u0 +szN+sw)] - PK.[À 0 GF(u0 )J) 
- À P [cF•(u0 )(zN+w)] 0 su ePs [GF(u0 )]] 
0 uo 
. (III.4) (o,w) = ~(s,o,w) 
où on a posé 
~(s,o,w) = ~ second membre de (III.4) si s > 0 ( 0 pour s = 0 (lim ~(s,o,w) = T(O) = 0) 
S+O+ 
On est donc ramené à chercher les solutions deI- ~(s,.,.) ouI 
est 11 identité deR x H~(Q) dans lui-même. 
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Lemme III.4 : ~ IR x IR x H1 (n) +IR x H1 (n) est une application 
+ 0 0 
non linéaire compacte. 
Preuve Exactement semblable à celle du lemme (II.3) en prenant 
(sn, on,wn) + (s, o,w) avec s ~ 0 ou s = 0 o 
Lemme III.5: Ou bien (I.l) admet une branche de solutions localement 
* verticale pour s e [O,s ] (i.e À = À
0
) ou bien, dans tout _intervalle [ O,s*] 
i 1 existe s > 0 te 1 que ~ ( s, 0, 0) ~ 0. 
Preuve : si ~ (s,O,O) =0 sur [ O,s*] , alors 
( 0, 0) = ~ ( s, 0, 0) ~ â • après (III. 4) : 
zN= : [PK [À0 GF(u0 +szN)] - u0 J 
u0 + szN = PK [ Ào GF(u0 +szN) ] 
donc on a une branche de solutions de la forme 
À = À 
0 u = u0 + szN avec 0 .:::_ s .:::_ s* 0 
Remarque : On ne sait pas si la situation de branche verticale -est 
effectivement possible. 
Revenons à 1 •équation (III.4) (o,w) = ~(s,o,w). 
Par construction, ~(O,o,w) = 0 et en particulier (0,0,0) est une 
solution de (III.4). 
Lemme III.6: On se place dans le cas où il n•y a pas de branche 
localement verticale passant par (u0 ,À0 ). Alors V e > 0, V y> 0, V n > 0 
il existe (s,o,w) e I+ x J x B n g où 
e y n 
r+ x J x B = { s,o,w 1 0.:::. s < E ; - y .s. 0 .:::. y ; llwll .s. n } 
e y n 
et g = { s, o, w 1 ( o, w) = ~ ( s, o, w) avec s ~ 0 et ( o, w) ~ ( 0, 0)} 
Preuve : Supposant la proposition fausse, on aurait : 
3 E > 0 
0 
3 y > 0 
' 0 
+ 
, 3 n > 0 tels que A (s,o,w) e; Ie x J x B n g_ Y n 0 0 
+ En particulier, toute solution (s,o,w) € I x J x Bn , s > 0 est 
eo Y 
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nécessairement de la forme (s ~ 0 , o = 0 , w = 0). Alors, pour tout 
se ]0, E0/2] il n•existe pas de (o,w) e a(·Jy 12 x Bn 12 ) tel que 0 0 
(o,w) = ~(s,o,w) car sinon on aurait o = 0 w = 0 
Do~c le degré deg(I- ~(s,.,.) , B 12 x J 12 , 0) est défini no Yo 
V s € ]0, E0/2] et est invariant par homotopie. 
Soit S 1 tel que~ (s 1 ,0,0) ~ 0 (cf. lemme III.5). 
Alors (o,w) - ~(s 1 ,o,w) # 0 V (o,w) € J 12 x B 12 sinon on aurait Yo no 
de nouveau une solution du type s 1 ~ 0 (o,w) ~ (0,0) avec 
+ . ( s 10 o, w) € I 12 x J 12 x B 12 Eo Yo no 
d•où 
Donc deg(I- ~ (s, .. ) , JY012 x Bn0
/ 2 
deg(I- <P (s 1 , .. ), JY 12 x Bn 12 0 0 
Mais on a aussi deg(I ~(s, .. ) Jy /2 0 
= deg( I - ~(0, .. ) J Y/2 
1 a contradiction . 0 
0) = 
0) = 0 
x S.n /2 0 
x B 
n /2 0 -
0) 
0) = 
Remarque 1 : On a évidemment un résultat analogue en remplaçant 
r+ par I- = {S 1 -E < s < 0 } 
E E 
Remarque 2 : Le lemme III.6 implique alors que (0,0,0) est point 
d•accumulation d•une suite 
(s.,o.,w.) telle que si > 0 (o.,w.) # (0,0) et (o., w.) = ~(s.,o.,w.) , , , , , 1 1 1 1 , 
(avec un résultat analogue pour s. 1 < 0). 
Prooosition III.l : Soit (u0,À0) une solution de (I.l) telle que · 
(u0,À0) soit singulier, Su0 
un espace vectoriel et 
dimtN'[I- Ào Ps G F•(u0)] = 1, 
uo 
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avec la condition de transversalité (t>). Alors il existe deux composantes 
connexes de solutions de (I.l) issues de (u0,À0 ), c+ et c-, non bornées 




), de la forme : 
À = À + so 
0 
s > 0 sur c+ , s < 0 sur c 
et 
Preuve : 
(o.,w.) + (0,0) 
1 1 
lorsque s. + 0 
1 
Identique à la proposition II. 1 0 
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