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Abstract
In this paper we study a family of nonlinear σ-models in which the target space is the super
manifold H2|2N . These models generalize Zirnbauer’s H2|2 nonlinear σ-model [Zir91]. The latter
model has a number of special features which aid in its analysis: by supersymmetric localization,
the partition function of the H2|2 model is one independent of the coupling constants (!). Our main
technical observation is to generalize this fact to H2|2N models as follows: the partition function is
a multivariate polynomial of degree n = N−1, increasing in each variable. As an application, these
facts provide estimates on the Fourier and Laplace transforms of the ’t-field’ when we specialize to
Z2. From the bounds, we conclude the t-field exhibits polynomial decay of correlations and also
has fluctuations which are at least those of a massless free field.
1 Introduction
We begin by introducing one of the main objects of study in this paper. The formulation chosen here
sacrifices context for brevity, see Section 3 for an extended discussion. Let Λ be a finite subset in Zd
and for each j ∈ Λ, tj is a real variable. The Λ-tuple of numbers t := (tj)j∈Λ will be referred to as
a (spin)-configuration and the collection of all such tuples RΛ will be referred to as the sample (or
configuration) space. For any two points j1, j2 ∈ Λ, |j1 − j2| will denote the Euclidian distance on the
lattice.
On RΛ, we define two functions F and M defined by the parameters Jjj′ , εj ≥ 0:
FΛ,J(∇t) =
∑
(jj′)∈Λ
Jjj′(cosh(tj − tj′)− 1),
M εΛ(t) =
∑
j∈Λ
εj(cosh tj − 1), (1.1)
where we denoted by (jj′) the nearest neighbor pairs |j − j′|= 1. Next we define the operator DεΛ(t)
by
(DεΛ)jj′ = 0 |j′ − j|> 1
(DεΛ)jj′ = −Jij |j′ − j|= 1
(DεΛ)jj = +[
∑
j′∼j Jjj′ + Vj] + εje
−tj j′ = j ,
(1.2)
where
Vj =
∑
j′,(jj′)
Jjj′
[
etj′−tj − 1] . (1.3)
It is worth noting that one can rewrite this operator as e−t ◦∆J,ε(t) ◦ e−t where e−t is the diagonal
operator in the position basis (e−t)ij = δije
−tj and where ∆J,ε(t) is the sum of the weighted graph
Laplacian with conductances Jjj′e
tj+tj′ and mass term (killing rates) εje
tj We will mostly consider the
case ε0 = 1 and εj = 0 otherwise, but the general setup is also of interest.
∗supported by Israel Science Foundation grant number 1692/17
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Given these objects, we study the following Gibbs measures:
dµΛ,a,J,ε(t) = Z
−1
Λ,a,J,ε
∏
j∈Λ
dtj
[2π]1/2
e−FΛ(∇t)e−M
ε
Λ(t) × [detDεΛ(t)]a , (1.4)
where dtj is the Lebesgue measure on R and a ∈ R is a fixed parameter . The partition function
ZΛ,a,J,ε is defined to normalize the integral to be a probability measure. Note that if εj ≡ 0 then the
model is not defined since a) detDεΛ(t) vanishes identically and b) there is the non-compact symmetry
tj 7→ tj+x. Thus taking εj 6= 0 for some j seems necessary for this measure to be normalizable. Later,
we will see that, nevertheless, one can consider the ε→ 0 limit of the normalized measures (even before
the thermodynamic limit). For future convenience 〈·〉Λ,a,J,ε = 〈·〉J,ǫ denotes the corresponding Gibbs
state (with a,Λ fixed). Our main interest is in the asymptotic behavior (with respect to |k− ℓ|) of the
correlation functions 〈
ez[tk−tℓ]
〉
Λ,a,J,ε
z ∈ C, (1.5)
〈Gℓk〉Λ,a,J,ε where G = D−1, (1.6)
as the volume Λ ↑ Zd .
This model is (the t-marginal distribution of) the titular Hyperbolic σ-model. The reason for this
name is that when a ∈ Z ∪ Z+ 1/2, the measure dµΛ,a,J,ε(t) is a marginal distribution of the natural
Gibbs measure on the space of maps from Λ into some Hyperbolic space/superspace (see Section 3. Of
most interest to us is the case when the coupling constants Jjj′ = βIjj′, where I is the incidence matrix
for Λ, but we have good reasons to keep the formulation general. In this case β > 0 is a parameter
that can be interpreted as an inverse temperature or, in the specific case a = 1/2 as a measure of the
amount of disorder in a system [DSZ10].
1.1. Overview and Motivation. Let us now discuss what is known and expected regarding the
behavior of these models. One may view them as (non-local, possibly non-convex) ∇φ models. From
this point of view, if a = 0 the Gibbs weight reduces to the more familiar form e−FΛ(∇t)e−M
ε
Λ(t). In
this case the Gibbs measure is local and log-concave and one expects that on large length scales the
t-field behaves as a massless free field.
If a 6= 0 the detD term brings an interesting nonlocal modification into the definition of the Gibbs
measure. When a < 0 the function t 7→ e−FΛ(∇t)e−MεΛ(t) × [detDεΛ(t)]a is log-concave and we expect
massless free field behavior to persist. In particular off-the-shelf techniques, principally the Brascamp-
Lieb inequality and its relatives, give upper bounds on fluctuations of the t field of this type. This is
not the end of the story however, since given a choice of pinning εj , it is important to understand the
behavior of mean values 〈tk − tℓ〉Λ,a,J,ε and to provide lower bounds on fluctuations, especially when
the points k, ℓ are far from the vertices being pinned. To our knowledge this has been carried out fully
only in the case a = 0 by R. Bauerschmidt (personal communication, September 2018), however the
techniques of [SZ04] may also be useful.
When a > 0, the factor [detDεΛ(t)]
a is log-convex and competes with the more conventional term
e−FΛ(∇t)e−M
ε
Λ(t). This raises the possibility of a phase transition as e.g. β varies (in the case Jjj′ =
βIjj′). Indeed, in the specific case a = 1/2 this does indeed occur when d ≥ 3, [DSZ10,DS10], but this
is the only case which has been looked at in detail.
Let us highlight some of their results. In [DS10], the authors show that on any (infinite) graph
with uniformly bounded degree, there is β0 depending only on the degree of the graph so that 〈Gℓk〉J,ǫ
decays exponentially fast provided Jjj′ ≤ β0 and under mild conditions on the ε′js. On the other hand,
in [DSZ10], the authors show that on the graph Z3 and provided Jjj′ = βIjj′, there is β0 such that for
all β > β0, and if εj = h independent of j, then for all x, y ∈ Λ
〈cosh(tx − ty)〉J,ǫ , 〈cosh(tx)〉J,ǫ ≤ 3
independent of Λ, h (technically, here the proof requires periodic boundary conditions). This statement
does not quite address, but does support the conjecture that if β is large, the asymptotic behavior of
the walk induce by the (random) operator ∆J,ε(t) is that of Brownian motion, (whereas the previous
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exponential decay result implies positive recurrence). Thus the two results combine to show that on
Z
3, the model has a phase transition as β varies.
Besides being a beautiful result in its own right, the case a = 1/2 connects to Edge Reinforced
Random Walk (ERRW) and to the Vertex Reinforced Jump Process (VRJP), probabilistic models
introduced and studied in a different context [CD86,DV01]. Indeed, a remarkable paper by Sabot and
Tarrés [ST15] shows that the Gibbs measures introduced above are mixing measures for VRJPs. They
then used this connection, along with the ideas in [DS10] to prove positive recurrence under strong
reinforcement. We gave a less direct and computation proof of positive recurrence was simultaneously
given in [ACK14]. We also note the excellent earlier work [MR09], which proves recurrence on dilute
versions of Z2 (which also makes use of harmonic deformation techniques).
Since [ST15,ACK14], a number of related papers appeared, in particular [STZ17,SZ19,Sab19,BHS]
which demonstrate recurrence/recurrent-like signatures for ERRW and VRJP on Z2. In particular, the
present work was inspired by the insightful paper [BHS]. The main observation of that paper can be
loosely summarized as saying that the generator of the VRJP coincides with the adjoint, with respect
to the Gibbs measure, of the differential operator generating global hyperbolic symmetry. In principle
their work suggests that the VRJP is relevant for all Hyperbolicσ-models, not just when a = 1/2.
While this turns out to be true for a ≤ 0 (in this case dµΛ,a,J,ε(t) provides a nontrivial stationary
mixing measure for the VRJP), the caveat for a ∈ N+ 1/2 is that the coefficients of the generator for
the VRJP become Grassmann-valued (R. Bauerschmidt, personal communication, December 2018). It
remains to be seen whether probabilistic sense can be made of this last remark.
A major open problem remaining after [DS10,DSZ10]is the following: Conventional wisdom, based
on physical reasoning due to Polyakov (see Part 4 of the lecture notes [Ton] for a nice account of this)
suggests that on Z2, 〈Gℓk〉J,ǫ, with, say, Jjj′ = βIjj′ and ε0 = 1, εj = 0 otherwise, decays exponentially
in |ℓ − k|. While the rate of decay should depend rather nontrivially on β, the fact that there is
exponential decay should not. This is a special case of the longstanding open problem to demonstrate
mass generation for two dimensional nonlinear σ-models (whose β functions grow in the infrared).
Thus our initial interest: proving this result for a = 1/2 seemed out of reach, but wehoped that, by
considering other values of a, in particular a = 3/2, 5/2, 7/2, . . . and an alternative description to be
explained below, one might make progress (the physics calculations get ’better’ as a increases. These
hopes now seem naive. Nevertheless we compile evidence below that the study of the model at odd
half integers is, in itself, an incredibly interesting enterprise.
1.2. Summary of Results and Discussion. Let us now detail our findings. Our modest initial
goal was to investigate whether, with a > 0, one could apply harmonic deformation techniques (e.g.
the Mermin-Wagner theorem or McBryan-Spencer method) to say anything about the behavior of
e[tk−tℓ] in large volumes Λ and for k, ℓ far apart from one another. There are a few reasons to start
with this question. For one, as already mentioned, the problem of mass generation in d = 2 remains a
goal. While harmonic deformation techniques have no hope of addressing the question directly, they
allow us to familiarize ourselves with the objects of study while also providing a good chance that new
results may be derived.
A second reason is that, in case a = 1/2, these techniques were recently applied independently
by G. Kozma and R. Peled [KP19] and [Sab19] to obtain a crucial a priori estimate for recurrence of
the VRJP in 2d. Kozma and Peled apply the harmonic deformation technique configuration-wise. In
order for this approach to succeed, they require an a priori statement to the effect that the locations
where cosh(tj − t′j) is large, for nearest neighbors (jj′), are very sparse. To show this latter fact, they
use the dual description of dµΛ,a=1/2,J,ε(t) as the mixing measure for the VRJP. On the other hand,
Sabot avoids working with the VRJP by relying instead on SUSY through the fact that the partition
function ZΛ,a=1/2,J,ε ≡ 1 for all Jjj′ (the reason this is important will become clear below).
Let us now state our first result.
Theorem 1.1 (Bounds of Fourier Transforms). Fix a ∈ N + 1/2. Let Jjj′ = βIjj′ and choose ε0 =
3
1, εj = 0 otherwise. For all Λ sufficiently large, we have the bounds∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ exp
(
− k
2
β + 2a
[
log(1 + ‖m− ℓ‖2)− log
(
1 +
4|k|
(β + 2a)
)])
,∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ exp
(
− [|k|−β − a]
2
[log(1 + ‖m− ℓ‖2)]
)
.
This gives non-concentration of the t-field analogous to a massless Gaussian free field.
Next by combining an inequality appearing in [Sab19] with the main ingredient in our proof of
Theorem 1.1 (which we will broadly outline in the subsequent two paragraphs) we can bound Laplace
transforms for models with a ∈ N+ 1/2 (in case a = 3/2 this bound appears in [BCHS19] as well).
Theorem 1.2 (Bounds on Laplace Transforms). Let a ∈ N + 1/2, and 0 < p < 2a be fixed. On Z2
with βij = β1i∼j there is c(β, p) > 0 such that〈
ep(tv−t0)
〉
Λ,a,J,ε0
≤ |dist(v, 0)|−c(β,p). (1.7)
The reason for the restriction a ∈ N + 1/2 should be viewed through an analogy between Potts
and random cluster models. While the Random Cluster Models make sense for any value of q > 0,
it is only for integer values of q that is one able to rewrite the model as a spin system. Having both
descriptions allows powerful tools to be applied in the integer case which are otherwise unavailable,
e.g. Reflection Positivity. So too, as we (partially) explain in Appendix A and use from Section 3
onwards, when a ∈ Z∪ [Z+ 1/2] the measure dµΛ,a,J,ε(t) maybe realized as the marginal distribution,
in horospherical coordinates, of a spin model over Λ in which the spins take values in, respectively, a
hyperbolic space H−2a if a ≤ 0 or in a hyperbolic superspace if a > 0 (either H1|2N if 2a is an even
integer or H2|2a+1 if 2a is an odd integer).
There are two ingredients that we make use of in proving each these theorems. In each case, the
first is an a priori estimate. In the case of the Fourier transform, we use a technique with roots in the
classic paper of McBryan and Spencer [MS77]. It amounts to bounding the Fourier transform of the
distribution for the variable tk − tℓ by shifting contours. For hyperbolic σ-models, more so than their
compact counterparts (the subject of the original paper [MS77]), this step is essentially the method
used to compute the characteristic function of a Gaussian variable. This technique and an associated
bound on the Fourier transform of the distribution for tk − tℓ is presented in the following section
Section 2.
In the case of the Laplace transform, for this first step we instead apply a slight generalization of
a recent bound of C. Sabot [Sab19]. We state this estimate at the beginning of Section 6 and refer the
reader to [Sab19] for the original poof when a = 1/2, or to [BCHS19] for the general case. In both
cases, the upshot will be that to derive both Theorems 1.1 and 1.2, we need to show that if we consider
the partition function ZΛ,a,J,ε as a function of the single coupling Jjj′ for some fixed j, j
′ holding the
remaining variables fixed, F (Jjj′) := ZΛ,a,J,ε, then F is necessarily increasing in Jjj′ .
Thus, the heart of our paper is the following remarkable collection of facts. We state them in the
general context of hyperbolic SUSY σ-models on a finite weighted graph (G, J). The notation should
be self-evident.
Theorem 1.3. Fix a ∈ N + 1/2, let G = (V,E) be a finite graph and choose ε, J to be non-negative
masses and couplings. Let us fix a nearest neighbor pair j, j′ ∈ E and view
Jjj′ 7→ ZG,a,J,ε
as a function from R+ to R+. Then
• ZG,a,J,ε is a polynomial of degree n = a− 1/2 in Jjj′.
• For all k ≤ ⌈n/2⌉ and for k = n, ∂kJjj′ZG,a,J,ε > 0.
• Specializing ε to be supported at one vertex v and 0 ≤ εv ≤ 1 then ∂kJjj′ZΛ,a,J,εv ≥ 0 for all k ≤ n.
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In particular ZΛ,a,J,ε is increasing in each Jjj′.
We strongly suspect that, in the third conclusion, the restriction to sufficiently small one point
pinning is an artifact of our proof, and we would very much like to remove this hypothesis.
Recall that ∂kJjj′
ZΛ,a,J,ε are proportional to the moments of the interaction between spins at j, j
′.
We will prove non-negativity of polynomial coefficients by bounding these moments. In particular,
ZΛ,a,J,ε is increasing if the first moment of the interaction is positive for any positive choice of J ’s.
Positivity of this first moment turns out to be substantially easier to demonstrate than positivity in the
general case. We have opted to go the extra mile and prove positivity of all moments (up to a− 1/2)
for reasons to be discussed after Theorem 1.4.
Let discuss the context of this result with respect to the previously mentioned special case, when
a = 1/2. In that case the model has the fundamental property that ZJ,ε = 1 for any choice of
non-negative J, ε. This and other basic identities play a crucial role in [DS10, DSZ10, Sab19]. As
explained in an appendix of [DSZ10], this fundamental identity follows from what physicists refer to
as ’Supersymmetric Localization’. The same technique goes by the name the Duistermaat-Heckman
Theorem [DH82] in the mathematics community. For us, the consequence of this technology is that,
after disintegrating dµΛ,a,J,ε(t) into the full H
2|2N spin model, we may rewrite the system as the ’Gibbs
state’ of a 2(N − 1) component pure Grassmann field if a ∈ N + 1/2. That ZΛ,a,J,ε is a polynomial
in Jjj′ is then manifest. Where we have to work is to show the second statement, positivity of the
polynomial’s coefficients.
There are a few hints that such a positivity might be true. For one it is possible to compute by
hand what is going on when a = 3/2, 5/2. In these cases we initially managed to show the positivity
provided the Jjj’s are uniformly large. However, what truly convinced us that it must be true is
the following theorem, which combines the observation that localization reduces the H2|2N model
to a purely Grassmann variable field theory, along with a beautiful algebraic paper [CSS07] which
coincidentally connects the latter field theory with unrooted spanning forests (the reader may also
consult the forthcoming [BCHS19] for an abbreviated account of this development). To state the
result, we need to introduce this last object. Given a finite graph G, let F(G) denote the collection of
unrooted spanning forest on G and, for F ∈ F(G), let
W (F ) =
(∏
ij∈F
Jij
) ∏
T∈F
[1 +
∑
i∈T
εi]
Theorem 1.4. Let a = 3/2 and let G be fixed and finite. For any εi, Jij ∈ R,
ZG,a,J,ε = 2
∑
F∈F(G)
W (F ) (1.8)
where
∏
T∈f denotes the product over components (trees) of F .
As the reader may anticipate, this correspondence extends also to many types of correlation func-
tions, for example 〈Gℓk〉G,a,J,ε is equal to the probability ℓ and k are connected in the probability
measure determined by the weights W (F ). Thus, our hyperbolic nonlinear σ-model with a set to
3/2 provides a continuous representation of a natural class of probability measures on unrooted span-
ning forests. Together with Bauerschmidt, Helmuth and Swan, we explore this connection in some
detail [BCHS19], proving in particular that in two dimensions, there are no infinite trees in a thermo-
dynamic limit for any β (the thermodynamic limit should be unique, but we do not have the technology
to prove that).
Theorem 1.4 raises the question as to whether, given that the models with a = 1/2 and a = 3/2
have ’dual representations’ in the discrete probability world, there are such representations for all
a ∈ N + 1/2. This question is wide open. We regard the positivity expressed in Theorem 1.3 as an
important contribution above and beyond the fact that the partition functions increase coordinate-wise
as it provides a consistency check: If such a correspondence did exist, Theorem 1.3 would follow for
free.
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The plan of the remainder of the paper is as follows. Postponing the introduction of Grassmann
variables as long as possible, in the next section we present a bound on the characteristic function of
the random variable tk − tℓ. This computation holds for any a ∈ R and brings us to the fundamental
problem of controlling partition function ratios
ZJ′
ZJ
when coordinate-wise we have J ′jj′ ≤ Jjj′. In
Section 3 we finally reveal the Grassmann variable representation of the hyperbolic σ-models of interest,
summarizing just what we need to continue on to prove Theorem 1.3. For convenience we provide a
more detailed exposition in Appendix A and we also refer the reader to the Appendices of [DSZ10] on
which our discussion is based. In Section 4.2.1 we develop some important identities available in the
Grassmann representation. For a bit of background on the origin of these identities, the reader may
consult Appendix A.3 and Section 7 of [CSS07] These identities form the basis for the computations
which follow in Section 4 that demonstrate positivity of the polynomial coefficients. In Sections 5 and
6 we then complete the proofs of Theorems 1.1 and 1.2.
Acknowledgements. I thank Roland Bauerschmidt for explaining to me the results in [BHS], which
motivated the present work. I also thank Bauerschmidt, Tyler Helmuth and Andrew Swan for numerous
discussions on related topics throughout the preparation of this manuscript.
2 Upper Bounds by Partition Function Ratios
In this section d = 2 and Λ ⊂ Z2. Abusing notation slightly, we let ε0 denote the pinning vector ε0 = 1
and εi = 0 in subscripts where a pinning vector may appear, e.g. ZΛ,aJ,ε0 . Let a ∈ R and Jjj′ > 0 be
fixed. Following McBryan and Spencer, we consider the effect of translating the integration variables
tx into the complex plane, tx 7→ tx+ iρx. Given ρ : Λ→ R, and a collection of coupling constants Jjj′ ,
let Jjj′(ρ) = Jjj′ cos(ρj − ρ′j). Also, let
A := {ρ : ρ0 = 0 and cos(ρj − ρj′) > 0 for all (jj′)}.
We begin with a general estimate:
Lemma 2.1. If ρ ∈ A,∣∣∣∣〈eik[tm−tℓ]〉Λ,a,J,ε0
∣∣∣∣ ≤ ZΛ,a,J(ρ),ε0ZΛ,a,J,ε0
∏
(jj′)
cos(ρj − ρ′j)−max(a,0)e
∑
(jj′)∈Λ Jjj′ [1−cos(ρj−ρ
′
j)]e−k[ρm−ρℓ].
We prove this estimate below. Before launching into the proof, however, let us record, for convenient
comparison, an analogue of Lemma 2.1 for Laplace transforms. The proof of this latter bound appears
in [Sab19] in the special case a = 1/2, but holds mutatis mutandis for general a, see [BCHS19] for
the derivation modulo an a priori moment bound which is of independent interest which we state and
prove later Lemma 6.1. Except for this moment bound, the proof of Lemma 2.2 is omitted from the
present note.
Lemma 2.2. Fix 0 < s < 1. Let ρ : Λ→ R be given so that ρ0 = 0 and ρv = 1. Choose q > 1 so that
s+ 1/q = 1 and choose γ > 0 so that q2γ‖∇ρ‖∞≤ 1/2. Then
〈es2atv 〉Λ,β,a,ε0 ≤ e−2asγeβ
∑
(jj′) q
2γ2(ρj−ρj′)
2 Zβ˜
Zβ
∏
(jj′)∈E
(
β
β˜jj′
)a∨0
where
β˜jj′ = β(1− 2q3γ2(ρj − ρ′j)2). (2.1)
Proof of Lemma 2.1. Let us consider the integral
I(ρ) :=
∫ ∏
j∈Λ
dtj√
2π
eik[tm−tℓ]−k[ρm−ρℓ] e−
∑
(jj′)∈Λ Jjj′ [cosh(tj−tj′+i[ρj−ρj′ ])−1]e−M
ε
Λ(t)[detDε0Λ,J(t+ iρ)]
a.
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We begin by arguing that the integrand is in L1 if ρ0 = 0 and cos(ρj − ρj′) > 0 for all (jj′), that is if
ρ ∈ A. Under this assumption, let α = min(jj′) cos(ρj − ρj′) > 0.
For general complex-valued t, let us denote its real and imaginary parts by ℜ(t),ℑ(t) respectively.
Then we may denote Jjj′(ℑ(t)) = Jjj′ cos(ℑ(tj − tj′)) and we observe that∣∣∣e−FΛ,J (t)∣∣∣ ≤ C(Λ)e−FΛ,J(ℑ(t))(ℜ(t)).
By the assumption on ρ, Jjj′(ℑ(t)) ≥ Jjj′α > 0, allows us to control the RHS. Also, the Matrix Tree
Theorem implies the immediate point-wise bound
|detDεΛ,J(t)|≤
[
detDεΛ,J(ℜ(t))
]
Combining these estimates implies that for ρ ∈ A, the integrand appearing in the definition of I(ρ) is
in L1 and that
|I(ρ)|≤ C(Λ)ek[ρm−ρℓ]
∫ ∏
j∈Λ
dtj√
2π
e−
∑
(jj′)∈Λ Jjj′α[cosh(tj−tj′ )−1]e−M
ε
Λ(t)[detDε0Λ,J(t)]
a <∞.
Next we wish to argue that I(ρ) is locally constant as a function on A, and hence constant over all
of A by connectedness. With α = min(jj′) cos(ρj − ρj′) > 0, we claim that there is ǫ = ǫ(α) > 0 such
that if ψ is chosen with ψ0 = 0 and ‖ψ‖∞≤ ǫ then I(ρ) = I(ρ+ψ). To see this, consider the collection
of contours (in C)
ΓK(j) = [−K + iρj ,K + iρj] ◦ [K + iρj,K + i(ρj + ψj)]
◦ [−K + i(ρj + ψj),K + i(ρj + ψj)] ◦ [−K + iρj,−K + i(ρj + ψj)]. (2.2)
By Green’s theorem,∮
×j∈ΛΓK(j)
∏
dtje
ik[tm−tℓ]e−FΛ,J (∇t)e−M
ε
Λ(t) × [detDεΛ,J(t)]a = 0, (2.3)
where we used that a > 0 so that no contribution is picked up from 0’s of detDεΛ,J(t).
We next show that the contribution to this multivariate contour integral from {t : |ℜ(ty)|=
K for some y}, i.e. from the second and fourth contours in (2.2), is negligible for K large. First,∣∣∣∣∣
∮
×j 6=yΓK(j)
∏
dtj e
ik[tm−tℓ]e−FΛ,J (∇t)e−M
ε
Λ(t) × [detDεΛ,J(t)]a
∣∣∣∣∣
≤ C(Λ)
∫
×j 6=yΓK(j)
∏
|dtj| e−FΛ,Jα(ℜ(∇t))−MεΛ(ℜ(t)) ×
[
detDεΛ,J(ℜ(t))
]a
. (2.4)
If y is fixed with |ℜ(ty)|= K then by either |ty − t0|≥ K/2 or |t0|≥ K/2. In the first case the must be
some edge (jj′) in Λ such that |tj − t′j |≥ K/2|Λ|. Therefore
e
−FΛ,J/
√
2(ℜ(∇t))−M
ε
Λ(ℜ(t)) ≤ e−minjj′ Jjj′ ·α·[cosh(K/2|Λ|)−1]∧ε0[cosh(K/2)−1]
due to the pinning at 0. Via the matrix tree theorem again
|[detDεΛ,J(ℜ(t))] |≤ C(Λ)e|Λ|K ,
so that the RHS of (2.4) is further bounded by
C1(Λ)e
|Λ|K [K‖ρ‖∞]2|Λ|e−minjj′ Jjj′ ·α·[cosh(K/2|Λ|)−1]∧ε0[cosh(K/2)−1].
Thus the contributions to the contour integral from {t : |ℜ(ty)|= K for some y} tend to 0 as K tends
to ∞.
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Thus applying the dominated convergence theorem to the remaining contour of the identity (2.3),
we see that we can shift each tj integral from R+ iρj to R+ i(ρj +ψj), provided ‖ψ‖∞≤ ǫ and ρ ∈ A.
We obtain
I(ρ) = I(ρ+ ψ)
in this case. Finally, connectedness then imnplies that I(ρ) = I(0) throughout A.
To finish the lemma we need to estimate I(ρ) more precisely. We have∣∣∣∣〈eik[tm−tℓ]〉Λ,a,J,ε0
∣∣∣∣ = |I(ρ)|ZΛ,a,J,ε0 ≤ e−k[ρm−ρℓ]−
∑
(jj′)∈Λ Jjj′ [cos(ρj−ρj′ )−1]
× 1
ZΛ,a,J,ε0
∫ ∏
j∈Λ
dtj√
2π
e−
∑
(jj′)∈Λ[Jjj′ (ρ)[cosh(tj−tj′ )−1]e−M
ε
Λ(t)[detDε0Λ,J(t)]
a
︸ ︷︷ ︸
I
. (2.5)
We observe that we can rewrite the integral on the RHS as
I =
ZJ(ρ),ε0
ZJ,ε0
〈(
detDε0Λ,J(t)
detDε0Λ,J(ρ)(t)
)a〉
Λ,a,J(ρ),ε0
(2.6)
Using the Matrix Tree Theorem again we have the point-wise bound (valid for any a)(
detDεΛ,J(t)
detDεΛ,J(ρ)(t)
)a
≤
∏
(jj′)∈Λ
cos(ρj − ρ′j)−max(a,0)
and this finishes the proof.
3 A Brief Introduction to the Dual Grassmann Representation for
a ∈ N+ 1/2.
In the next four sections, we work on a general finite connected weighted graph G = (V,E, J) where
the edge-weights Jjj′ > 0 for (j, j
′) ∈ E. In defining the pinning vector ε0, choose some distinguished
vertex 0 ∈ V to be viewed as the origin. We extend the definition of dµG,a,J,ε(t) and the associated
Gibbs state in the obvious way. As remarked in Lemma 2.1 for the Fourier Transform, or from an
analogous estimate for the Laplace transform in Section 6, beyond the classical harmonic deformation
technique, we need to control
ZG,a,J′,ε0
ZG,a,J,ε0
assuming component-wise domination J ′jj′ ≤ Jjj′ . That this is
possible is the main special feature of the models of interest which we observe in this paper.
In this section our goal is to provide the reader with a minimum of necessary notation and identities
to proceed with the proof Theorem 1.3. More details may be found in Appendix A or in Appendix C
of [DSZ10]. The result being quoted relies on supersymmetric localization. Given n, let (ψℓi , ψ¯
ℓ
i )
n
ℓ=1,i∈Λ
be a system of generators of the Grassmann algebra GV with 2n variables per site. Let
ψ¯i · ψi =
n∑
ℓ=1
ψ¯ℓiψ
ℓ
i , σi =
√
1 + 2ψ¯i · ψi, Dµ0(ψ¯i, ψi) =
∏
ℓ
∂ψ¯ℓi
∂ψℓi
◦ σ−1i ,
D0(ψ¯, ψ) =
∏
i∈V,ℓ
∂ψ¯ℓi
∂ψℓi
, D(ψ¯, ψ) =∏i∈V Dµ0(ψ¯i, ψi),
and define the Grassmann action
SJ,ǫ =
∑
(jj′)
Jjj′
{
σjσj′ − ψ¯j · ψj′ − ψ¯j′ · ψj − 1
}
+
∑
i
εi[σi − 1].
Superintegral sign convention: Note that our sign convention was chosen so that∫
Dµ0(ψ¯i, ψi) · σi exp(λψ¯i · ψi) = (1− λ)n
8
so as to conform with the convention chosen in [DSZ10]. This convention clashes with the choice in
another key paper [CSS07].
Notation: We now introduce the partition function and Gibbs state for the Grassmann field. We
have
ZfG,a,J,ε :=
∫
D(ψ¯, ψ)e−SJ,ε , (3.1)
〈·〉fG,a,J,ε :=
∫ D(ψ¯, ψ) · e−SJ,ε
ZfG,a,J,ε
. (3.2)
In the rest of this paper, we refer to this model as that H0|2n σ-model.
Note that, to distinguish the present model from the Gibbs states for the t-field or the full H2|2a+1-
valued spins (discussed in Appendix A), for expressions involving the purely Grassmann field we use
the superscript f . This convention will remain enforced throughout the rest of the paper. We are now
ready to state the main reason for introducing the Grassman model above.
Lemma 3.1. Let ε be a nonzero pinning vector (pinning at one or multiple points). Let a ∈ N∪{0}+1/2
and 2n = 2a− 1. Then we have a ’duality’ between the (ti)i∈Λ variables and the (ψℓi , ψ¯ℓi )nℓ=1,i∈Λ. At the
level of partition functions, this duality takes the form
ZG,a,J,ε=Z
f
G,n,J,ε. (3.3)
When n = 0, a = 1/2 the identity reads
ZG,a,J,ε = 1. (3.4)
It is worth remarking that it is not obvious from its definition that ZfG,a,Jε > 0. The previous lemma
confirms this, and therefore demonstrates how the connection between the two sets of variables can be
used in both directions.
If a > 1/2 one obtains further identities for correlation functions. We now state the most general
one we will need in this paper. Its proof is a straightforward exercise using Lemma A.3 and is omitted.
We introduce some shorthand notations to be used here and in the remainder of the text. Let
τ ℓij = −[ψ¯ℓi − ψ¯ℓj ][ψℓi − ψℓj ], ηℓij = −[ψ¯ℓi − ψ¯ℓj]ψℓ0, (3.5)
πℓi = −ψ¯ℓiψℓi so that σi =
√√√√1− 2 n∑
ℓ=1
πℓi . (3.6)
Observe that
[ψ¯mi − ψ¯mj ]2 = [ψmi − ψmj ]2 = [πmi ]2 = 0. (3.7)
Furthermore, recall the (t-dependent) Green kernel Gij defined at Equation 1.6 and let
G
(1)
ij := [Gii +Gjj − 2Gij ], G(2)ij := G(1)ij G00 − [Gi0 −Gj0]2 G(3)ij = [Gi0 −Gj0]. (3.8)
Note that G
(1)
ij , G
(2)
ij ≥ 0 point-wise with respect to the t-field.
Lemma 3.2. Fix a, n so that 2a − 1 = 2n and so that n ∈ N. Suppose J,M ∈ N satisfy J +M ≤ n.
For any A ⊂ [J +M ] and denoting |A ∩ [J ]|= a, |A|= b,
〈
J∏
ℓ=1
τ ℓij ×
∏
j∈A
πj0 ×
n∏
M+J+1
ηmij
〉f
G,n,J,ε0
=
〈
G
(1)
ij
J−a
G
(2)
ij
a
G00
b−aG
(3)
ij
n−(M+J)
〉
G,a,J,ε0
, (3.9)
where on the LHS spins reside in H(0|2n) while on the RHS spins reside in H(2|2(n + 1)).
Note in particular that if n− (M +J) is even then this expression is non-negative. This will always
be the case below.
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4 Proof of Theorem 1.3
From now on, we fix a graph G and n ∈ N and suppress them from the notation. To prove Theorem 1.3,
we pass back and forth between the two descriptions of the partition function/Gibbs state - in terms
of the t field on one hand and in terms of the pure Grassmann field on the other. We first encounter
this idea in arguing that ZG,a,J,ε must be a multivariate polynomial in Lemma 4.1 below.
4.1. Upper Triangulating the Grassmann variables. We want to find a coordinate system of
2n-component Grassmann variables in which
−1
2
(ni − nj ,ni − nj) = 1− σiσj + ψ¯i · ψj + ψ¯j · ψi
can be expressed in terms of expressions like [(ψ¯ℓj − ψ¯ℓj′)(ψℓj − ψℓj′)] and [ψ¯ℓjψℓjψ¯ℓj′ψℓj′ ]. If we have such
a coordinate system then due to the fact that, for any single component ℓ,
[(ψ¯ℓj − ψ¯ℓj′)(ψℓj − ψℓj′)]2 = [ψ¯ℓjψℓjψ¯ℓj′ψℓj′ ]2 = 0,
we can conclude
[
1
2
(ni − nj ,ni − nj)]n+1 = 0.
Applied to e−SJ,ε , we then see that ZG,a,J,ε must be a multivariate polynomial of degree at most n in
each Jjj′ .
Let us introduce the notation
σi(J) =
√
1− 2
∑
ℓ≤J
π¯Ji .
We have
1− σiσj = 1− σi(n− 1)σj(n − 1) + πni
σj(n− 1)
σi(n− 1) + π
n
j
σi(n− 1)
σj(n− 1) −
πni π
n
j
σi(n− 1)σj(n− 1) .
We can now change variables, setting
σi(n− 1)φ¯ni := ψ¯ni σi(n− 1)φni := ψni , (4.1)
φ¯ℓi = ψ¯
ℓ
i , φ
ℓ
i = ψ
ℓ
i for ℓ < n. (4.2)
Let νni = −φ¯ni φni . Then −12(ni − nj ,ni − nj) transforms into
(4.3)−σi(n− 1)σj(n− 1)
{
[φ¯ni − φ¯nj ][φni − φnj ] + νni νnj
}︸ ︷︷ ︸
I
+1− σi(n− 1)σj(n− 1) +
n−1∑
ℓ=1
φ¯ℓi · φℓj︸ ︷︷ ︸
II
and the apriori integration form Dµ0 transforms to∏
i
∏
ℓ
∂
φ¯ℓi
∂φℓi
◦ σi(n− 1)−3[1− 2νni ]−1/2 .
The point here is that Term I above is, (ignoring the fact that the coefficient σi(n− 1)σj(n− 1) is not
a positive real number), algebraically of exactly the same form as the coupling in an H0|2 model, while
Term II is of the same form as that for an H0|2(n−1) model. The caveats are that these models are
coupled through the interaction Jijσi(n − 1)σj(n− 1) and that there a change in form of the a priori
measure due to the Jacobian σi(n− 1)−3. By analogy with the language of probability theory, in the
new variables the last component of spin is, ‘conditional’ on the first n− 1 components, generating a
uniform spanning forest with ‘edge weights’ Jijσi(n− 1)σj(n− 1).
By induction, we can choose a system of generators α¯, α for GΛ so that if we set µki = −α¯ki αki the
action SJ,ǫ transforms into
SJ,ε 7→ S˜J,ε =
∑
(jj′)
∑
ℓ
ΓℓiΓ
ℓ
j
{
[α¯ℓi − α¯ℓj ][αℓi − αℓj ] + µℓi µ¯ℓj
}
+
∑
i
εiΓ
N
i
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where
Γℓi =
∏
k<ℓ
[1− µki ].
Meanwhile, the integration form Dµ0 transforms to∏
i
∏
ℓ
∂α¯ℓi
∂αℓi
◦ 1∏n
ℓ=1[1− 2µℓi ]2(n−ℓ)+1
Lemma 4.1. For any n ≥ 1 the partition function ZfJ,ε is a multivariate polynomial of degree n in the
coupling constants Jij . Since Z
f
J,ε = ZJ,ε, the same holds for ZJ,ε.
Proof. In the new variables α¯, α, for any component ℓ,{
[α¯ℓi − α¯ℓj ][αℓi − αℓj ] + µℓi µ¯ℓj
}2
= 0
The lemma follows immediately from the pigeon hole principle.
4.2. Proof of Theorem 1.3, Positivity of the coefficients. Now we turn to the positivity of
∂kJjj′
ZJ,ε. Though in the introduction part of the theorem is stated for general pinning fields ε, for
simplicity of exposition we will restrict attention to the case when this field is supported at one vertex,
which we denote by 0 and denote the field by ε0. At the appropriate place, Lemma 4.5, we indicate
the changes that must be made to the statements for general pinnings. Since
0 < ZJ,ε = Z
f
J,ε and
∂kJjj′
ZfJ,ε
ZfJ,ε
=
〈
[−(ni − nj)2]k
〉f
J,ε
,
we shall rather estimate
〈
[−(ni − nj)2]k
〉f
J,ε0
from below. Before proceeding to the main line of proof,
we are going to introduce a few calculational tools.
4.2.1. Ward Identities for H0|2n models. Recall ni = (σi, ψ¯
1
i , ψ
1
i , . . . , ψ¯
n
i , ψ
n
i ). Until now, we have in-
troduced σi as a shorthand for
√
1 + 2
∑n
ℓ=1 ψ¯
ℓ
iψ
ℓ
i . In Appendix A.3, we discuss how the ni’s arise as
vectors on (super)-hyperboloids in the superspace R1|2n equipped with the Lorentz inner product
vi · vj := −σiσj + (ψ¯iψj − ψiψ¯j) . (4.4)
In particular, this linear form gives n2i = −1 and leads naturally to the objects we now introduce. Let
Qℓ+ =
∑
i∈V
σi∂
ℓ
i ,
Qℓ− =
∑
i∈V
σi∂¯i,
where ∂ℓi = ∂ψℓi
and ∂¯ℓi = ∂ψ¯ℓi
. We note the identities
Qℓ+ψ
ℓ
i = Q
ℓ
−ψ¯
ℓ
i = σi, Q
ℓ
±[ni · nj] = 0. (4.5)
(4.6)
For calculation purposes, we work with the unnormalized, unpinned state
J·KfJ,0 := ∫ D(ψ¯, ψ) · e−SJ,0 .
Since
{
σiσj − ψ¯i · ψj − ψ¯j · ψi
}
= −ni · nj and the bare state is
D(ψ¯, ψ) =
∏
i,ℓ
∂ψ¯ℓi
∂ψℓi
σ−1i ,
the state J·KfJ,0 is invariant with respect to the infinitesimal symmetries Qℓ± (see the discussion around
(A.26)). This fact implies a number of useful relations. The basic one is an integration-by-parts
formula:
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Lemma 4.2. Expressing σi = Q
ℓ
−ψ¯
ℓ
i = Q
ℓ
+ψ
ℓ
i , for any F ∈ GΛq
σiF (ψ¯, ψ)
yf
J,0
=
r
ψ¯ℓi ∂¯
ℓ
iF (ψ¯, ψ)
zf
J,0
=
r
ψℓi∂
ℓ
iF (ψ¯, ψ)
zf
J,0
. (4.7)
Further discussion of (4.7) appears in Appendix A.3. The next lemma records a special case of this
identity which will be useful below.
Lemma 4.3 (Expansion Identity). Fix L ≤ n−1 and suppose F is an even element of the Grassmann
algebra GV depending on the components (ψ¯ℓi , ψℓi )ℓ≤L,
i∈Λ
. Then
q
Fσm0 e
−ε0σ0
yf
J,0
= ε0
r
FπL+10 σ
m−1
0 e
−ε0σ0
zf
J,0
− (m− 1)
r
FπL+10 σ
m−2
0 e
−ε0σ0
zf
J,0
. (4.8)
Proof. Since F depends only on (ψ¯ℓi , ψ
ℓ
i )ℓ≤L,
i∈Λ
Equation (4.7) implies
q
Fσ0e
−ε0σ0
yf
J,0
= ε0
r
FπL+10 e
−ε0σ0
zf
J,0
(4.9)
We are now ready to begin the main line of proof. For the readers convenience, we restate, in the
Grassmann language, what we are aiming to prove.
Theorem 4.4 (Restatement of Theorem 1.3 for ε0 ≥ 0 in Grassmann variables). Fix ε0 > 0. For all
J, k such that either k ≤ ⌈n/2⌉ or k = n〈
[−(ni − nj)2]k
〉f
J,ε0
≥ 0.
In addition, if ε0 ≤ 1 then 〈
[−(ni − nj)2]k
〉f
J,ε0
≥ 0.
for all k.
Proof. Let us consider first the case k = n, which we prove indirectly: By Lemma 4.1, as a function
of Jij alone ZJ,ε0 is a polynomial of degree n, we can express this via the formula
ZJ,ε0
ZJ,Jij=0,ε0
=
n∑
j=0
Jkij
k!
〈[−(ni − nj)2]k〉fJ,Jij=0,ε0
(provided ZJ,Jij=0,ε0 6= 0, a fact which is true whenever the weighted graph with Jij = 0 is connected
and is then deduced through a limiting procedure otherwise). Since the left hand side is non-negative
for all Jij ≥ 0 we conclude that
〈[−(ni − nj)2]n〉fJ,Jij=0,ε0 ≥ 0.
By Section 4.1 [−(ni − nj)2]n+1 = 0,
〈[−(ni − nj)2]n〉fJ,Jij=0,ε0 =
ZJ,ε0
ZJ,Jij=0,ε0
〈[−(ni − nj)2]n〉fJ,ε0
so the claim holds for k = n and all Jij ≥ 0.
For k < n we need to get our hands dirty. It will turn out that, for k ≤ n/2, we can provide a proof
which is relatively clean and easy to check. In particular it applies in the main practical application of
interest since ∂Jij logZJ,ε0 =
〈
[−(ni − nj)2]
〉f
J,ε0
. For n/2 < k < n we currently have no better method
than to express
〈
[−(ni − nj)2]k
〉f
J,ε0
as the expectation of a polynomial in G00, G
(1)
ij , G
(2)
ij , G
(3)
ij
2
and to
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argue the the coefficients of the polynomial are positive. This requires a fair amount of computational
endurance.
Recall the definition of τ ℓij from Equation (3.5). Using the symmetry of the state with respect to
the Grassmann components and then (4.7) with σi − σj = Q1−[ψ¯1i − ψ¯1j ],r
[−(ni − nj)2]ke−ε0σ0
zf
J,0
=
r
2nτ1ij + (σi − σj)2[−(ni − nj)2]k−1e−ε0σ0
zf
J,0
.
=
r
(2n − 1)τ1ij − ε0η1ij(σi − σj))[−(ni − nj)2]k−1e−ε0σ0
zf
J,0
. (4.10)
At this point let us indulge in a non-rigorous aside: If the pinning ε0 = 0 the second term in the
second equality vanishes. We can then iterate this identity using (4.7) with σi − σj = Qℓ−[ψ¯ℓi − ψ¯ℓj ] for
2 ≤ ℓ ≤ k successively in the analogous place where we had σi − σj = Q1−[ψ¯1i − ψ¯1j ]. We obtain, if
ε0 = 0, r
[−(ni − nj)2]k
zf
J,0
= [2(n − 1) + 1] · · · [2(n − k) + 1]
t
k∏
ℓ=1
τ ℓij
|f
J,0
.
valid for all k ≤ n. It is then tempting to use the duality (3.1) to conclude
〈
k∏
ℓ=1
τ ℓij
〉f
J,0
“ = ”
〈
[G
(1)
ij ]
k
〉
J,0
≥ 0,
but unfortunately the RHS is not well defined due to the lack of pinning for the t-field. Still, it provides
motivation to push further.
Returning to (4.10), we use σi − σj = Q2−[ψ¯2i − ψ¯2j ] to obtain two summandsr
[−(ni − nj)2]ke−ε0σ0
zf
J,0
=(2n− 1)
r
[−(ni − nj)2]k−1τ1ije−ε0σ0
zf
J,0
+ε20
r
[−(ni − nj)2]k−1[ψ¯1i − ψ¯1j ]ψ10 [ψ¯2i − ψ¯2j ]ψ20e−ε0σ0
zf
J,0
. (4.11)
We want to continue iteratively, using that [ψ¯mi − ψ¯mj ]2 = [ψmi − ψmj ]2 = 0 and expanding σi − σj
using Qℓ− until we generate n distinct components between the τ
ℓ
ij’s and the [ψ¯
ℓ
i − ψ¯ℓj ]ψℓ0’s. To handle
the combinatorics of this expansion let, for p, t ∈ N
In(p, t) = {(i1, . . . , ip) : t ≤ is ≤ n, is > is+1, is − is+1 = 1 is odd, n− i1 is even}, (4.12)
An(p, t) =
∑
I∈I(p,t)
[2i1 − 1] · · · [2ip − 1], (4.13)
Cn(0) = 1 and Cn(p) = An(p, 1) otherwise. In particular, if p > nCn(p) = 0 (4.14)
(4.15)
When n and there is no danger of confusion we will suppress the subscript n.
With these notations, and since the components of the Grassmann field are exchangeable, after
iterating the previous computation using the available components ℓ = 3, 4, · · · , n we have
r
[−(ni − nj)2]ke−ε0σ0
zf
J,0
=
k∑
p=2k−n
A(p, n + p− 2k)ε2(k−p)0
uv p∏
ℓ=1
τ ℓij
2(k−p)∏
m=1
ηm+pij e
−ε0σ0
}~f
J,0
(4.16)
+
2k−n−1∑
p=0
C(p)εn−p0
t
p∏
ℓ=1
τ ℓij
n−p∏
m=1
ηm+pij [σi − σj ]2k−n−pe−ε0σ0
|f
J,0
.
If 2k−n−1 < 0, the second sum should be interpreted as 0. We pause now to observe an intermediate
result. In case k ≤ ⌈n/2⌉ the second term in Equation (4.16) vanishes. We claim the first term is
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manifestly positive. To see this observe that if we absorb e−ε0σ0 into the action and pass back to
horospherical coordinates, then we may express fermionic expectations for polynomials in the τ ’s, η’s
and π0’s in terms of polynomials in the G
(1)
ij , G
(2)
ij , G00, and G
(3)
ij , see Lemma 3.2. We therefore obtain
the following statement:
Lemma 4.5. For any k, all summands in the first term on the RHS of Equation (4.16) are positive.
In particular if k ≤ ⌈n/2⌉,
〈
[−(ni − nj)2]k
〉f
J,ε0
=
∑
0≤p,q:
2p+2q=2k,
p+2q≤n
A(p, n+ p− 2k)ε2(k−p)0
〈
G
(1)
ij
p
G
(3)
ij
2q
〉
J,ε0
≥ 0.
In particular this shows that ZfJ,ε0 = ZJ,ε0 is increasing in the coupling constants.
Remark 4.6. To modify these formulas if the pinning field is supported at more than one point, replace
ε0ηij by
κij(ε) := −[ψ¯ℓi − ψ¯ℓj][
∑
j′
εj′ψ
ℓ
j′ ].
This leads to a replacement of ε0G
(3)
ij by
G
(3)
ij (ε) :=
∑
j′
εj′ [Gij′ −Gjj′].
From now on, we may assume ⌈n/2⌉ < k < n. Combining this range with the positivity argument
given for the n’th moment, we may also assume n ≥ 4. From this point forward, the proof becomes more
computational (i.e. less intrinsic). For summands in the second term on the RHS of Equation (4.16),
we continue by using σi − σj = Qℓ+[ψℓi − ψℓj ] for ℓ = p+ 1. Letting φ(j) = σ0(j)− ε0πj0,t
p∏
ℓ=1
τ ℓij
n−p∏
m=1
ηm+pij [σi − σj]2k−p−ne−ε0σ0
|f
J,0
=
t
p+1∏
ℓ=1
τ ℓij
n−p∏
m=2
ηm+pij [σi − σj]2k−p−n−1φ(p + 1)e−ε0σ0
|f
J,0
(4.17)
where we used nilpotency of the ψ¯ℓ0’s and ψ
ℓ
0’s to reduce σ0 to σ0(p + 1). Continuing in this way, for
ℓ ∈ [p + 2, 2k − n− p] we arrive at
t
p∏
ℓ=1
τ ℓij
n−p∏
m=1
ηm+pij [σi − σj ]2k−p−ne−ε0σ0
|f
J,0
=
uv2k−n∏
ℓ=1
τ ℓij
n∏
m=2k−n+1
ηmij
2k−n∏
j=p+1
φ(j)e−ε0σ0
}~f
J,0
. (4.18)
Plugging this expression into (4.16) and reorganizing terms
r
[−(ni − nj)2]ke−ε0σ0
zf
J,0
=
∑
0≤p,q:
2p+2q=2k,
p+2q≤n
A(p, n − p− 2q)ε2q0
t
p∏
ℓ=1
τ ℓij
2q∏
m=1
ηm+pij e
−ε0σ0
|f
J,0
︸ ︷︷ ︸
III
(4.19)
+ 1{2k ≥ n}
uv2k−n∏
ℓ=1
τ ℓij ×
n∏
m=2k−n+1
ηmij ×


2k−n−1∑
p=0
C(p)εn−p0
2k−n∏
s=p+1
φ(s)

 e−ε0σ0
}~f
J,0︸ ︷︷ ︸
IV
.
Using an integration by parts in horospherical coordinates, we may estimate Term III from below
by the expectation of a polynomial (with positive coefficients) in G00, G
(1)
ij , G
(2)
ij :
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Lemma 4.7. We have, for k ≤ n− 1,
III
ZJ,ε0
≥ ε0A(k, n − k) ·
k∑
ℓ=0
Dn(ℓ; k)
〈
Gn−k00 G
(1)
ij
x
G
(2)
ij
k−x
〉
J,ε0
, (4.20)
where
Dn(ℓ; k) ≥
{
(n−k−1)!·k!2n−ℓ−2
ℓ!
(n−ℓ−2
k−ℓ
)
. if k ≤ n− 2,
2n−ℓ−2Γ(n−ℓ−1/2)(n−2)!
Γ(n−ℓ)Γ(1/2)ℓ! if k = n− 1
To evaluate Term II in a compact, implicit manner let
D1 = − b
v
∂v + a D2 = ε0
[
av − b
v
− ε0b− b∂v
]
(4.21)
PL,m(v; a, b) = DL1 ·Dm2 · 1. (4.22)
Note that PL,m is a rational function in v and polynomial in a, b of degree L+m.
Lemma 4.8. We have
IV
ZJ,ε0
= ε
2(n−k)
0
2k−n−1∑
p=0
C(p)〈[G(3)ij ]2(n−k)Pp,2k−n−p(1;G(1)ij , G(2)ij )〉β,ε0 (4.23)
and if 0 ≤ ε0 ≤ 1
∣∣∣∣ IVZJ,ε0
∣∣∣∣ ≤ IIIZJ,ε0 (4.24)
The proofs of Lemmas 4.7 and 4.8 are presented in the next two subsections. However, let us
remark that for n/2 < k ≤ n − 1, Lemma 4.7 and Equation (4.23) together show that under the
weaker assumption that ε0 is small as a function of n, Term IV can be bounded by Term III. To
get a quantitative estimate of the dependence of ε0 on n, the main difficulty is to carefully under-
stand Pp,2k−n−p(1; a, b). In particular, to emphasize the second statement
∣∣∣ IVZJ,ε0
∣∣∣ ≤ IIIZJ,ε0 for ε0 ≤ 1
independent of n. This latter conclusion is demonstrated in Section 4.4.1.
4.3. Proof of Lemma 4.7.
Proof. Using Equation (4.8) we have the following identities:
Identity 1: If F depends on at most the first n− 1 components (ψ¯ℓi , ψℓi ) i∈V,
ℓ≤n−1
then
〈F 〉fJ,ε0 = ε0 〈Fπn0 〉
f
J,ε0
+
n∑
j=1
〈
F
πj0
σ0(j − 1)
〉f
J,ε0
. (4.25)
This follows by applying Equation (4.8) to 〈Fσ0〉fJ,ε0 with σ0 = Qn−ψ¯n0 .
Identity 2: If F depends on, at most, the first n− 2 components (ψ¯ℓi , ψℓi )i∈V,ℓ≤n−2
〈F 〉fJ,ε0 = ε20
〈
Fπn−10 π
n
0
〉f
J,ε0
+ 〈Fπn0 〉fJ,ε0 + 2
n−1∑
j=1
〈
Fπj0
〉f
J,ε0
. (4.26)
This follows similarly by applying Equation (4.8) to
〈
Fσ20
〉f
J,ε0
with
σ20 + π
n
0 = Q
n
− · [ψ¯n0σ0] = Qn− ·
[
ψ¯n0 · [Qn−1− · ψ¯n−10 ]
]
.
To prove the lemma, we distinguish two cases: Either ⌈n/2⌉ ≤ k ≤ n − 2 or k = n − 1. In both
cases, we shall start by applying these identities with F =
∏k
ℓ=1 τ
ℓ
ij. Note that we may ignore the
remaining contributions to Term III since by Proposition 4.5 they are positive. A convenient identity
to use when working with these identities is
1
σ0(j)
= E[eX
2
∑
ℓ≤j π
ℓ
0 ]
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where X denotes a N(0, 1)) random variable and E refers to integration with respect to X. Then after
horospherical integration, each summand on the RHS of Equations (4.25) and (4.26) is non-negative
(if this is too brief, the reader may look to the case k = n− 1 below for more detail).
We take up the case k ≤ n− 2 first. Since
〈∏k
ℓ=1 τ
ℓ
ijπ
n−1
0 π
n
0
〉f
J,ε0
≥ 0, Equation (4.26) implies
〈
k∏
ℓ=1
τ ℓij
〉f
J,ε0
≥ 2
n−1∑
j=1
〈
k∏
ℓ=1
τ ℓijπ
j
0
〉f
J,ε0
We repeatedly apply Equation (4.26) to each term on the RHS until we reach an expression which
depends on n − k − 1 of the last n − k components. We obtain (using the exchangeability of the
components) 〈
k∏
ℓ=1
τ ℓij
〉f
J,ε0
≥
∑
J≤k
bJ(k)2
J+n−k−1〈
k∏
ℓ=1
τ ℓij
n−1∏
m=k−J+1
πm0 〉fJ,ε0 (4.27)
where
bJ(k) =
(
J + n− k − 2
J
)
(n − k − 1)! ·k!
2 · (k − J)!
represents the number of ways of producing a product
∏J+n−k−1
i=1 π
mi
0 such that exactly J of the mi’s
are less or equal to k and the index mJ+n−k−1 > k.
Once n− k − 1 of the last n− k components appear, we switch protocols and use Equation (4.25)
to each summand on the RHS. We obtain, since the remarks on positivity remain in force for
F :=
k∏
ℓ=1
τ ℓij
n−1∏
m=k−J+1
πm0
as well, 〈
k∏
ℓ=1
τ ℓij
n−1∏
m=k−J
πm0
〉f
J,ε0
≥
∑
k−J≥l
(k − J)!
l!
〈
k∏
ℓ=1
τ ℓij
n∏
m=l+1
πm0
〉f
J,ε0
.
Plugging this into the RHS of Equation (4.27), we have
〈
k∏
ℓ=1
τ ℓij
〉f
J,ε0
≥
∑
l≤k
Dn(l; k)
〈
k∏
ℓ=1
τ ℓij
n∏
m=l+1
πm0
〉f
J,ε0
where
Dn(l; k) =
(n− k − 1)! ·k!
l!
∑
J≤k−l
(
J + n− k − 2
J
)
2J+n−k−2.
Using Lemma 3.2, we have
〈
k∏
ℓ=1
τ ℓij
n∏
m=k−l
πm0
〉f
J,ε0
=
〈
[G00]
n−kG
(1)
ij
l
G(2)
k−l
ij
〉
J,ε0
Finally we have an appropriate lower bound on Dn(l; k) simply by taking the term with largest index
in the sum over J ,
Dn(l; k) ≥ (n− k − 1)! ·k! 2
n−l−2
l!
(
n− l − 2
k − l
)
.
Turning to the case k = n− 1, we insert the identity
1
σ0(j)
= E[eX
2
∑
ℓ≤j π
ℓ
0 ] (X
d
= N(0, 1)),
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to obtain 〈
n−1∏
ℓ=1
τ ℓij
〉f
J,ε0
=
〈
πn0 ·
n−1∏
ℓ=1
τ ℓij
〉f
J,ε0
+
n−1∑
j=1
E

〈n−1∏
ℓ=1
τ ℓij · πj0 · eX
2[
∑
ℓ≤j−1 π
ℓ
0]
〉f
J,ε0

 .
By nilpotency of the πℓ0’s,
eX
2[
∑
ℓ≤j π
ℓ
0] =
∑
J≤j
X2J
J !

∑
ℓ≤j
πℓ0

J .
Collecting terms according to the number of πℓ0’s appearing,〈
n−1∏
ℓ=1
τ ℓij
〉f
J,ε0
=
〈
πn0
n−1∏
ℓ=1
τ ℓij
〉f
J,ε0
+
n−1∑
m=0
am
〈
n−1∏
ℓ=1
τ ℓij
m∏
ℓ′=1
πℓ
′
0
〉f
J,ε0
where an empty product is treated as 1 and
am =
[2(m− 1)]! !
(m− 1)!
∑
m≤j≤n−1
(j − 1)!
(j −m)! .
This identity can be recursed for each summand such that πn0 does not appear. We obtain〈
n−1∏
ℓ=1
τ ℓij
〉f
J,ε0
=
n−1∑
m=0
Dn(n−m− 1;n − 1)
〈
πn0
n−1∏
ℓ=1
τ ℓij
m∏
ℓ′=1
πℓ
′
0
〉f
J,ε0
.
Here, with j0 := 0 and, for a given i-tuple of positive integers j1 . . . ji denoting Ji =
∑i
t=0 jt,
Dn(n−m− 1;n − 1) =
∑
s≥0
∑
j1...js≥1,∑s
i=1 ji=m
s−1∏
i=0
aji+1,n−Ji−1.
We wish to estimate Dn(n−m− 1;n− 1) from below. The simplest option is to take the term am,n−1
to obtain
Dn(n−m− 1;n − 1) ≥ 2
m−1Γ(m+ 1/2)(n − 2)!
Γ(m+ 1)Γ(1/2)(n −m)!
4.4. Proof of Lemma 4.8. The starting point is the formula for Term IV of Equation (4.19), which
we recall here for the readers convenience:
IV
ZJε0
=
〈
2k−n∏
ℓ=1
τ ℓij ×
n∏
m=2k−n+1
ηmij ×


2k−n−1∑
p=0
C(p)εn−p0
2k−n∏
m′=p+1
φ(m′)


〉f
J,ε0
. (4.28)
To derive identity (4.23), on the RHS of (4.28) we pass back to the horospherical representation and
perform a fermionic Gaussian integration. In each summand, we first integrate out the components
ℓ ∈ {2k−n+1, · · · , n}. This yields a factor [G(3)ij ]2(n−k). Next we integrate the remaining components
starting with ℓ = 2k−n first and then proceeding backwards to ℓ = 1. As a result of the component by
component integration we have, after integrating out the components 2k − n, · · · , s + 1, a recursively
defined expression depending on the components ℓ = 1, . . . , s. The expression factors as a product of
two terms: an explicit factor Ts :=
∏s−1
m=p+1 φ(m) independent of the s
th component and another factor
Qs which collects the dependence on the s’th component explicitly and through σ(s). To describe Qs,
recall D1,D2 from Equation (4.21). With them evaluated at a = G
(1)
ij , b = G
(2)
ij we compute that
Qs =
{
[G
(3)
ij ]
2(n−k)
∏s
m=p+1 φ(m)× [D2k−n−s2 · 1|v=σ(s)] if s ≥ p+ 1,
[G
(3)
ij ]
2(n−k)D˜p−s1 D˜
2k−n−p
2 · 1|v=σ(s)] if s ≤ p.
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This is to be integrated with respect to the t-field and the remaining Gaussian components - there is
1 real component and s + 1 fermionic components. The additional Gaussian components, 1 bosonic
and 2 fermionic, are due to the inversion of SUSY localization. Note that the additional Gaussian
components do not appear in the delocalized versions of Ts, Qs since we may delocalize without The
first part of Lemma 4.8 thus follows.
4.4.1. Computing the P’s. For the second part of Lemma 4.8, let us consider
Q(v, a, b) :=
2k−n−1∑
p=0
C(p)Pp,2k−n−p(v; a, b).
as remarked before, this is a polynomial in a, b. Let r = a/b. Then setting u =
√
rv, we have
D1 =
br
u
[u− ∂u],
D2 =
ε0b
√
r
u
[u− ∂u − ε0√
r
] · u.
This leads to
Dm2 · 1 = [ε0b
√
r]m
{
Hm+1(u− ε0√
r
) +
ε0√
r
Hm(u− ε0√
r
)
}
,
where Hr are the Hermite polynomials. Therefore
Q(v; a, b) =
2k−n−1∑
p=0
C(p)[ε0b
√
r]2k−n−p[br]pDp1 ·
1
u
{
H2k−n−p+1(u− ε0√
r
) +
ε0√
r
H2k−n−p(u− ε0√
r
)
}
Recall that
Hm(z + y) =
m∑
j=0
(
m
j
)
zjHm−j(y)
so
Q(1; a, b) =
b2k−n
2k−n−1∑
p=0
2k−n−p+1∑
j=0
C(p)ε2k−n−p0
√
r
2k−n−p+j−1
(
2k − n− p+ 1
j
)
2p
(
j − 1
2
)
p
H2k−n−p+1−j(− ε0√
r
)
− b2k−n
2k−n−1∑
p=0
2k−n−p∑
j=0
C(p)ε2k−n−p+10
√
r
2k−n−p+j−2
(
2k − n− p
j
)
2p
(
j − 1
2
)
p
H2k−n−p−j(− ε0√
r
)
where (x)j = x(x− 1) · · · (x− j + 1) is the descending factorial and if j = 0, we set (x)j = 1. Now we
collect terms according to powers in r. Expanding the Hermite polynomials using the variable m, and
denoting tp = 2k − n− p,
Q(1; a, b) =b2k−n
2k−n−1∑
p=0
tp+1∑
j=0
tp+1−j∑
m=0
(−1)mcm;tp+1−jCn(p)εtp+m0
√
r
tp+j−1−m
(
tp + 1
j
)
2p
(
j − 1
2
)
p
− b2k−n
2k−n−1∑
p=0
tp∑
j=0
tp−j∑
m=0
(−1)mcm;tp−jCn(p)εtp+m+10
√
r
tp+j−2−m
(
tp
j
)
2p
(
j − 1
2
)
p
where
cw;r =
{
0 if r −w is odd or w < 0,
r!
w!2(r−w)/2 r−w
2
!
else.
18
Recalling that Q(1; a, b) must be a polynomial of homogenous degree 2k−n, the only terms which
ultimately contribute satisfy the conditions
0 ≤ tp + j − 1−m ≤ 2k − n, tp + j − 1−m ∈ 2Z from the first sum,
0 ≤ tp + j − 2−m ≤ 2k − n, tp + j − 2−m ∈ 2Z from the second sum.
So
Q(1; a, b) =
2k−n−1∑
ℓ=0
dn(ℓ; k)a
ℓb2k−n−ℓ
where
dn(ℓ; k) = Cn(2k − n− ℓ)εℓ022k−n−ℓ
(
ℓ
2
)
2k−n−ℓ
+ (4.29)
2k−n−1∑
p=0
tp∑
j=0
(−1)tp+j−1Cn(p)ε2tp+j−1−2ℓ0 2p
(
j − 1
2
)
p
{
ctp+j−2−2ℓ;tp−j
(
tp
j
)
+ ctp+j−1−2ℓ;tp+1−j
(
tp + 1
j
)}
.
The proof of Lemma 4.8 is then concluded by verifying the following estimates.
Lemma 4.9. For all n ≥ 4 and all ⌈n/2⌉ ≤ k ≤ n− 1, 0 ≤ ℓ ≤ 2k − n− 1 and all |ε0|≤ 1
A(k, n − k)Dn−k+ℓ(k) ≥ |dn(ℓ; k)| (4.30)
To prove this lemma, we first estimate the growth of the Cn(p)’s.
Lemma 4.10. Let n ≥ 4 be fixed. We have
Cn(p) ≥ [2(n − p)− 1]Cn(p− 1) for all 0 ≤ p ≤ n− 3, (4.31)
Cn(n) = Cn(n− 1) ≥ 2Cn(n − 2),
Cn(n− 2) ≥ 15
7
Cn(n − 3).
Proof. The conditions on the p-tuples in In(p, 1) imply that
Cn(p) = (2n − 1)Cn−1(p − 1) + Cn−2(p)
By induction, we see immediately that Cn(p) increases in p. To prove the lemma we induct on
hypothesis that the stated bound holds for n′ < n and all p and also for n and p′ < p. Recall that
Cn(0) = 1, Cn(1) ≥ 2n− 1, so the bound clearly holds with p = 1.
Before proceeding to verify the induction step, we need to make some observations: First, by
definition of the sets In(p),
Cn(n) = Cn(n− 1) = An(1) = An(3)
Cn(n− 2) = Cn(n)
n∑
j=2
[2j − 1]−1[2j − 3]−1 ≤ 1
2
Cn(n) (4.32)
since we have the classical identity
n∑
j=2
[2j − 1]−1[2j − 3]−1 = 1
2
− 1
2(2n − 1) .
Second, by a simple induction Cn(p) ≥ 2Cn(p−1) for all n ≥ 2 and p ≤ n−3. To verify this, we check
by hand that
C2(2) = C2(1) = 3, C3(3) = C3(2) = 15, C3(1) = 6.
Also, by definition of In(p),
Cn(n− 2)− Cn(n− 3) = 4Cn(n)
3 · 5 (4.33)
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so that we have
Cn(n− 2) =
1− 12n−1
1− 12n−1 − 815
Cn(n − 3).
This implies Cn(n− 2) ≥ 157 Cn(n− 3) for all n ≥ 4 (and this bound also holds for n = 3).
We are now ready to verify the induction step in the proof of the main lemma. We induct on
hypothesis that the stated bound holds for n′ < n and all p and also for n and p′ < p. Then we have
Cn(p) =(2n − 1)Cn−1(p − 1) + Cn−2(p)
≥(2n − 1)[2(n − p)− 1]Cn−1(p− 2) + [2(n − p− 2)− 1]Cn−2(p− 1)
=[2(n − p)− 1]Cn(p− 1) + [2(n − p)− 1][Cn−2(p)− Cn−2(p − 1)]− 2Cn−2(p) (4.34)
where the inequality follows from the induction hypothesis. Now since p ≤ n − 3, n − p ≥ 3 so that
2(n − p)− 1 ≥ 5. Also, by the a priori estimate Cn−2(p) ≥ 2Cn−2(p− 1). It follows that the last two
terms on the RHS of (4.34) sum to something non-negative. Thus the induction step is proved.
Proof of Lemma 4.9. Let
bn(ℓ, k) = Cn(2k − n− ℓ)εℓ022k−n−ℓ
(
ℓ
2
)
2k−n−ℓ
.
Recall the formula for the Hermite coefficients cr;s which provide also constraints on the summands of
dℓ(k) to be non-zero. By the triangle inequality, the assumption |ε0|≤ 1 and Lemma 4.10
|dn(ℓ; k)−bn(ℓ, k)|≤
2k−n−ℓ−1∑
p=0
ℓ+1∑
j=[2ℓ+1−tp]∨0
22p−n+4
Cn(n− 3)Γ(52 )|((j − 1)/2)p|(tp + 1)!
([tp + j − 2− 2ℓ] ∨ 0)! (ℓ + 1− j)! j! Γ(n − p− 1/2) .
With foresight on what our final comparison will be, we also bound
1
(ℓ+ 1− j)! j! ≤ 2
ℓ+1 1
(ℓ+ 1)!
.
to obtain
|dn(ℓ; k) − bn(ℓ, k)|≤
2k−n−ℓ−1∑
p=0
ℓ+1∑
j=[2ℓ+1−tp]∨0
22p+ℓ−n+5
Cn(n− 3)Γ(52 )|((j − 1)/2)p|(tp + 1)!
(tp + j − 1− 2ℓ)! (ℓ+ 1)! Γ(n − p− 1/2) .
To estimate the RHS of this inequality, observe that for j fixed
1
(tp + j − 2− 2ℓ)! ,
(tp + 1)!
Γ(n− p− 1/2)
are both increasing in p. Denoting Mℓ = |(ℓ/2)2k−n−ℓ|∨|((ℓ+ 1)/2)2k−n−ℓ| we also have
|((j − 1)/2)p|≤ 4Mℓ
for j ≤ ℓ+ 1 and p ≤ 2k − n+ j − 1− 2ℓ. Exchanging the sums over j and p, these bounds imply
|dn(ℓ; k) − bn(ℓ, k)|≤
ℓ+1∑
j=0
24k−3n+2j−3ℓ+7
Cn(n− 3)Γ(52 )Mℓ(2ℓ+ 1− j)!
(ℓ+ 1)! Γ(2(n − k) + 2ℓ− j + 1/2) .
Since
(2ℓ+ 1− j)!
Γ(2(n− k) + 2ℓ− j + 1/2)
is increasing in j, the RHS of (4.4.1) can be bounded by
|dn(ℓ; k)− bn(ℓ, k)|≤ 24k−3n−ℓ+7
Cn(n− 3)Γ(52 )Mℓ
(ℓ+ 1)Γ(2(n − k) + ℓ− 1/2)
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Finally, by Lemma 4.10,
|bn(ℓ, k)|≤ 2−2(n−k)+3−ℓ
Cn(n− 3)MℓΓ(52)
Γ(2(n − k) + ℓ− 1/2) .
Let us now check the statement of the Lemma. For k ≤ n− 2 we can write
Dn(ℓ; k)A(k, n − k) ≥ (n− k − 1)! ·k! 2
k+n−ℓ−2
ℓ!
(
n− ℓ− 2
k − ℓ
)
Γ(n+ 1/2)
Γ(n− k − 1/2)
where we used Lemma 4.7 and
A(k, n − k) = 2
kΓ(n+ 1/2)
Γ(n− k − 1/2) .
We thus have
|bn(ℓ; k)|
Dn(ℓ; k)A(k, n − k) ≤ 2
k−3n+5 Γ(
5
2 )Cn(n− 3)Γ(n − k − 1/2)
Γ(n− k) · k! ·(n−ℓ−2k−ℓ )Γ(n+ 1/2)
ℓ!Mℓ
Γ(2(n − k) + ℓ− 1/2)
and
|dn(ℓ; k)− bn(ℓ, k)|
Dn(ℓ; k)A(k, n − k) ≤ 2
3(k−n)−n+9 · Γ(
5
2 )Cn(n− 3)Γ(n − k − 1/2)
Γ(n− k)k! (n−ℓ−2k−ℓ )Γ(n+ 1/2)
ℓ!Mℓ
(ℓ+ 1)Γ(2(n − k) + ℓ− 1/2) .
We combine the two previous estimates with the fact that
23−nCn(n− 3) ≤ Γ(n+ 1/2)
Γ(1/2)
to obtain
|dn(ℓ; k)|
Dn(ℓ; k)A(k, n − k) ≤
Γ(52)
Γ(n− k) · k! ·(n−ℓ−2k−ℓ )
ℓ!Mℓ
Γ(2(n − k) + ℓ− 1/2)
{
2k−2n+2 +
23(k−n)+6
ℓ+ 1
}
.
Continuing with the RHS, we have
Γ(52)
Γ(n− k) · k! ·(n−ℓ−2k−ℓ )
ℓ!Mℓ
Γ(2(n − k) + ℓ− 1/2)
{
2k−2n+2 +
23(k−n)+6
ℓ+ 1
}
≤ Γ(
5
2 )
Γ(n− k) · k!
(2k − n)!
Γ(2(n − k)− 1/2)
{
2k−2n+2 +
23(k−n)+6
ℓ+ 1
}
≤ (2k − n)!
5 · k!
{
2−n + 1
} ≤ 1 (4.35)
where in the last inequality we used the fact that n ≥ 4 and ⌈n/2⌉ ≤ k ≤ n − 2. This verifies the
Lemma in case k ≤ n− 2.
If k = n − 1, the estimate proceeds in the same way except that we replace the lower bound on
Dn(ℓ; k) by
Dn(ℓ, n − 1) ≥ 2
n−ℓ−2Γ(n− ℓ− 1/2)(n − 2)!
Γ(n− ℓ)Γ(1/2)ℓ! .
The estimate gets slightly tighter. We find
|dn(ℓ, n − 1)− bn(ℓ, n− 1)|≤ 2n−ℓ+1
Cn(n)Γ(
5
2 )Mℓ
(ℓ+ 1)Γ(2 + ℓ− 1/2)
and
|bn(ℓ, n− 1)|≤ 21−ℓ
Cn(n)MℓΓ(
5
2)
Γ(2 + ℓ− 1/2) .
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We end up with
|dn(ℓ;n− 1)|
Dn(ℓ, n− 1)A(n, 1) ≤
3
2
√
n− ℓMℓ
(n− 2)!√ℓ+ 1/2
{
22−n +
23
ℓ+ 1
}
≤3
8
√
2n
(n− 2)(n − 3)
{
22−n + 23
}
For n ≥ 6 the last expression is bounded by 1. For n ∈ {4, 5} and k = n− 1, one must unfortunately
return to (4.29) and compute explicitly. We find
|d4(0; 3)|≤ 5/2 + 26; |d4(1; 3)|= 0;
A(4, 1) = 7 · 5 · 3;
|d5(0; 4)|≤ 33 + 52 · 4; |d5(1; 4)|≤ 25; |d5(2; 4)|= 0;
A(5, 1) = 33 · 7 · 5.
Since dn(ℓ;n − 1) > 1 in the nonzero cases, these estimates complete the Lemma in the final two
cases.
5 Bounds on Fourier Transforms: Proof of Theorem 1.1
In the setting of Theorem 1.1, Jjj′ = βIjj′ , ρj is any function which is j = 0 at 0 and min(jj′) cos(ρj −
ρj′) > 0. We will shortly specify a particular choice by optimizing an upper bound on the Fourier
transform of tm − tℓ. By Lemma 2.1 and Theorem 1.3, we have∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ ∏
(jj′)
cos(ρj − ρ′j)−ae
∑
(jj′)∈Λ Jjj′ [1−cos(ρj−ρ
′
j)]e−k[ρm−ρℓ].
Using the bound 1− x2/2 ≤ cos(x),∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ ∏
(jj′)
cos(ρj − ρ′j)−ae
∑
(jj′)∈Λ β(ρj−ρ
′
j)
2/2e−k[ρm−ρℓ].
Since cos(x) ≥ 1− x2/2 and using the bound 11−u ≤ ebu if b > 1 and 0 ≤ u < b−1b , we have∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ e∑(jj′)∈Λ[β+ba](ρj−ρ′j)2/2e−k[ρm−ρℓ].
if we restriction attention to ρ’s so that ‖∇ρ‖∞<
√
b−1
b .
We would like to optimize over ρ, except that for k large one of these optimizers - approximately
a solution to
−∆Λ · ρ = k
β + a
[δm − δℓ]
- may not satisfy cos(∇ρ) > 0 or ‖∇ρ‖∞<
√
b−1
b .
To get around this issue, we cut the expected optimizer off. Let c = 12
√
b−1
b and let
Bx = {j : |k|
(β + ba)
< c‖x− j‖2}.
Given k, define
φj(k;x) = − k
β + ba
log(1 + ‖x− j‖2), (5.1)
ψj(k;x) =
{
φj(k;x) if j /∈ Bx,
− kβ+ba log(1 + |k|c(β+ba)) otherwise,
(5.2)
ρj(k) = (ψj(k;m)− ψ0(k;m)) − (ψj(k; ℓ)− ψ0(k; ℓ)). (5.3)
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Then
‖∇ρ‖∞≤
√
b− 1
b
and, for this choice of ρ we have
k[ρm − ρℓ] = 2k
2
β + ba
[
log(1 + ‖m− ℓ‖2)− log
(
1 +
2|k|
√
b√
b− 1(β + ba)
)]
, (5.4)
∑
(jj′)∈Λ
[β + ba](ρj − ρ′j)2/2 ≤
1
2
k[ρm − ρℓ], (5.5)
so that∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ exp
(
− k
2
β + ba
[
log(1 + ‖m− ℓ‖2)− log
(
1 +
2|k|√b√
b− 1(β + ba)
)])
for any b > 1. We take b = 2 to obtain one of the bounds claimed in the statement of the theorem.
To obtain the second bound, we simply scale the approximate optimizer, setting
ρj = − k
4|k| log(1 + ‖m− j‖2)/(1 + ‖ℓ− j‖2) +
k
4|k| log(1 + ‖m‖2)/(1 + ‖ℓ‖2).
Then ‖∇ρ‖∞≤ 12 and, reasoning as above to deal with the cosine terms, we have∣∣∣∣〈eik(tm−tℓ)〉Λ,a,J,ε0
∣∣∣∣ ≤ exp
(
− [|k|−β − a]
2
[log(1 + ‖m− ℓ‖2)] .
)
6 Bound on Laplace Transforms: Proof of Theorem 1.3
Recall now Lemma 2.2. Properly speaking, the proof of this lemma requires an a priori identity to
the effect that the 2ath moment of etv is 1. The latter identity was already proved for the equivalent
of one point pinning in [Sab19,BCHS19]. However, we feel it is worth pointing out that if a ∈ N+1/2
then the identity is algebraic and therefore applies to any choice of pinning:
Lemma 6.1. For any finite weighted graph (G, J) and any pinning ε,
〈e2atv 〉G,J,a,ε = 1.
Proof. Since zv + xv = e
tv ,
〈e2atv 〉J,ε =
2a∑
j=0
(
2a
j
)
〈zjvx2a−jv 〉J,ε =
2a∑
j=0,j odd
(
2a
j
)
〈zjvx2a−jv 〉J,ε.
The restriction to j odd on the RHS is due to the fact that 〈zjvx2a−jv 〉J,ε = 0 if 2a − j is odd. Using
a− j/2 distinct supersymmetry transformations,
〈zjvx2a−jv 〉J,ε =
Γ(2a− j + 1)
2a−j/2Γ(a− j/2 + 1)
〈
zjv
a−j/2∏
ℓ=1
[−ξℓvηℓv]
〉
J,ε
=
Γ(2a− j + 1)
2a−j/2Γ(a− j/2 + 1)
〈
σjv
a−j/2∏
ℓ=1
[−ψ¯ℓ+(j−1)/2v ψℓv]
〉f
J,ε
. (6.1)
Now we note that if we define
σ˜v(j)
2 = 1 + 2
a−1/2∑
ℓ=a−j/2
ψ¯ℓvψ
ℓ
v =: 1− 2αj
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the nilpotency of the Grassmann variables implies
σjv
a−j/2∏
ℓ=1
[−ψ¯ℓvψℓv] = σ˜v(j)j
a−j/2∏
ℓ=1
[−ψ¯ℓ+(j−1)/2v ψℓ+(j−1)/2v ].
Expanding σv(j)
j , we have
σv(j)
j =
(j−1)/2∑
k=0
(j/2) · · · (j/2 − k)(−2)kαkj
k!
By exchangeability, after we insert this expression,
〈e2atv 〉J,ε =
∑
L
dL
〈
L∏
ℓ=1
[−ψ¯ℓvψℓv]
〉f
J,ε
,
where
dL =2
−L
∑
k,j:
j odd,j≤2a,
k≤(j−1)/2,
a−j/2+k=L
(2a)!
j! (a − j/2)!
(j/2) · · · (j/2 − k)(−1)k22k
k!
(j − 1)/2 · · · [(j − 1)/2 − k]
=2−L
L∑
k=0
(2a)! (−1)k
4(L− k)! k! (2a0 − L)!
=0.
The claim now follows.
Proof of Theorem 1.2. Given ρ as in Lemma 2.2, as long as β˜jj′ ≥ 1/2, Theorem 1.3 implies
〈es2a[tv−t0]〉Λ,β,a,ε0 ≤ e−2asγ+(β+1)q
2γ2E(ρ)
where
E(ρ) =
∑
(jj′)
(ρj − ρj′)2
is the Dirichlet energy of ρ.
Now choose ρj to be the function which is 0 at 0, 1 at v and discrete harmonic on Λ\{0, v}. As is
well know, if Λ is large enough (for y fixed but large), we can find c0 so that
‖∇ρ‖∞≤ c0
log|v|
E(ρ) ≤ c0
log|v|
and The constants c0 and c1 are independent of Λ as Λ ↑ Z2, provided the surface-to-volume ratio |∂Λ||Λ|
tends to 0. To finish, given s, we optimize over γ subject to the hypothesis of Lemma 2.2 is satisfied.
Thus we set
γ :=
as log|v|
c1(β + 1)q2
where c1 = max(
2asc0
(β+1) , 1). With this choice q
2γ‖∇ρ‖∞≤ 1/2 and
−2asγ + (β + 1)q2γ2E(ρ) ≤ −asγ = −c2 log|v|.
where c2
(as)2
c1(β+1)q2
. The theorem thus holds.
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A SUSY for a ∈ N+ 1/2
In this appendix we sketch the development of the H2|2N nonlinear σ-model from which the measure
dµG,a,J,ε(t), defined at (1.4) is derived. Let us first introduce the H
2|2N σ-models. We consider the
general case where the model is defined over a finite graph G = (V,E).
For each j ∈ V we introduce a supervector uj ∈ R3|2N ,
uj = (zj , xj , yj , ξj, ηj). (A.1)
The variables ξj , ηj are N -tuples of odd generators for a Grassmann algebra over j. Subscript indices
denote locations in G whereas supercript indices will denote internal components of the Grassmann
vectors: ξ
(ℓ)
i is the ℓ’th component of ξi. We then define a Minkowski signature bilinear form on R
3|2N
by
(u, u′) = −zz′ + xx′ + yy′ + ξ · η′ − η · ξ′ (A.2)
where
ξ · η′ =
N∑
ℓ=1
ξℓη′
ℓ
. (A.3)
To define the H2|2N σ-model, the uj ’s are constrained to satisfy the quadratic equation
(uj , uj) = −1. (A.4)
Note that the solutions to this equation form a two-sheeted hyperboloid in R3|2N . If, for each j, we
restrict attention to spins lying in the sheet with positive square root, we arrive at H2|2N . This is a
super manifold. Geometrically, it is an infinitesimal extension by Grassmann variables of the d = 2
hyperbolic plane, parametrized by 2 real variables xj, yj and 2N Grassmman variables ξj, ηj .
On the product space (H2|2N )|Λ| we introduce a ‘measure’ (more accurately, a Berezin superinte-
gration form)
DµΛ =
∏
j∈V
dxdy
∏
j∈V,ℓ
∂ξℓj
∂ηℓj
◦ (zj)−1/2 . (A.5)
Note that z2j = 1 + x
2
j + y
2
j + 2ξj · ηj - it is an element of the Grassmann algebra, not a real variable.
The Gibbs state is then proportional to the Grassmann integration form DµΛ e
−AJ,ε with
AJ,ε =
1
2
∑
(jj′)∈E
Jjj′ (uj − u′j , uj − u′j) +
∑
i∈V
εi(zi − 1) (A.6)
The coupling constants Jjj′ > 0 if jj
′ are nearest neighbors in G and Jjj′ = 0 otherwise.
A.1. Horospherical Coordinates and dµG,a,J,ε(t). To connect theH
2|2N model to dµG,a,J,ε(t) with
a = N − 1/2 we need to introduce a change of variables called horospherical (or Iwasawa) coordinates.
The next coordinates are (t, s, θ¯, θ) defined by
x = sinh t− et
(
1
2s · s+
N∑
i=1
θ¯ℓθℓ
)
, y = ets for i ≥ 2 , ξℓ = etθ¯ℓ , ηℓ = etθℓ , (A.7)
where t ∈ R and s ∈ R range over the real numbers. In the Poincaré disc and given a point p, t
represents the signed distance of the horocycle tangent to 1 from 0 and containing p whereas s is
represents the (normalized) location of p on the horocycle). In these coordinates, the expression for
the action becomes
AJ,ε =
∑
(ij)
Jij(Sij − 1) +
∑
k∈Λ
εk(zk − 1) , (A.8)
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where (jj′) are NN pairs and
Sjj′ = Bjj′ + (θ¯j − θ¯j′) · (θj − θj′) etj+tj′ , (A.9)
Bjj′ = cosh(tj − tj′) + 12(sj − s′j) · (sj − sj′) etj+tj′ , (A.10)
zj = cosh tj +
(
1
2sj · sj + θ¯j · θj
)
etj . (A.11)
By applying Berezin’s transformation formula [BKNK87] for changing variables in a (super-)integral,
one finds that
DµV =
∏
j∈Λ
e−tj [2N−1]dtjdsj
∏
ℓ
∂θ¯ℓj
∂θℓj
(A.12)
For any function f of the field variables {tj , sj , θ¯j , θj}j∈Λ we now define its expectation as
〈f〉G,J,ε =
∫
DµΛ e
−AJ,εf∫
DµV e−AJ,ε
, (A.13)
whenever the numerator integral exists.
There is no notational conflict with earlier definitions due to the following. Observe the beautiful
feature that all coordinates, besides the t coordinate, are Gaussian in this representation. Thus if f
depends on the tj ’s alone, we may easily integrate the other variables out. We find (a = N − 1/2)∫
DµΛ e
−AJ,ε = ZG,a,J,ε 〈f〉G,J,ε =
∫
fdµJ,εΛ (t)
ZG,a,J,ε
= 〈f〉G,a,J,ε .
A.2. SUSY Localization. Section 2 highlighted the importance of controlling partition function
ratios
RJ ′,J :=
ZG,a,J ′,ε
ZG,a,J,ε
for two choices of coupling constants J, J ′. For the σ-models taking values in H2|2, this ratio is 1 by
SUSY localization [DSZ10]. On H2|2N this is not true, but the localization argument is still extremely
useful.
We now sketch the localization computation from [DSZ10] as it applies to the H2|2N models (the
reader may consult that paper for the missing details). The computation is most easily explained by
first considering the special case that G is just a single vertex. Let H be the quadratic polynomial
H = x2 + y2 + 2ξ · η.
Let us isolate one pair of Grassmann components (ξ1, η1). With respect to this pair, let q be the
distinguished first-order differential operator defined by
q = x∂η(1) − y∂ξ(1) + ξ1∂x + η1∂y . (A.14)
Note that q annihilates H,
In this notation, the a priori superintegration form is
Dµ = dxdy
∏
ℓ
∂ξℓ∂ηℓ ◦ (1 +H)−1/2 .
Lemma A.1. The Berezin superintegration form Dµ is q-invariant, i.e.,∫
Dµ q · f = 0
for any compactly supported smooth superfunction f .
Corollary A.2. Suppose q · f = 0. Then for any τ > 0,∫
Dµ f =
∫
Dµ e−τHf.
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Every superfunction f can be expanded over the Grassmann variables (ξℓ, ηℓ)ℓ≥2 as
f =
∑
I,J⊆{2,...,N}
fI,J(x, y, ξ
1, η1)ξIηJ
where ξI =
∏
ℓ∈I x
ℓ and simialrly for η. Let f0 be the superfunction obtained by setting x = y =
ξ(1) = η(1) = 0,
f0 =
∑
I,J⊆{2,...,N}
fI,J(o)ξ
IηJ ,
so that the coefficient functions are evaluated as fI,J(o). Thus superfunction is a constant coefficient
polynomial in (ξℓ, ηℓ)ℓ≥2. Let n = N − 1 and let ψ¯, ψ denote the n-tuples defined by the last n
components of ξ, η, so ψ¯ℓ = ξℓ+1, ψℓ = ηℓ+1 for ℓ ∈ {1, . . . , n} and let σ = (1+2ψ¯ ·ψ)1/2. The variables
σ, ψ¯, ψ live in a degenerate hyperboloid H0|2n ⊂ R1|2n.
Dµ0 =
∏
ℓ
∂ψ¯ℓ∂ψℓ ◦ σ−1 .
Lemma A.3 (Localization from H2|2N to H0|2(N−1)). Let f be a smooth superfunction which satisfies
the invariance condition Qf = 0 and decreases sufficiently fast at infinity in order for the integral∫
Dµf to exist. Then ∫
Dµf =
∫
Dµ0f0.
We now generalize this last lemma to H2|2N
V
for general finite graphs. Let nj = (σj, ψ¯j , ψj′) and
set
SJ,ε =
1
2
∑
(jj′)∈E
Jjj′ (nj − nj′ ,nj − nj′) +
∑
i∈Λ
εi(σi − 1) (A.15)
where the bilinear form is
(n,n′) = −σσ′ + ψ¯ · ψ′ + ψ¯′ · ψ.
Let 〈·〉fG,n,J,ǫ denote the corresponding Gibbs state, in particular
ZfG,n,J,ε :=
∫ ∏
j∈V
Dµ0(ψ¯j , ψj)e
−SG,n,J,ǫ
Let qV =
∑
j∈V qj
Lemma A.4. Let N ∈ N, a = N + 1/2, n = N − 1. Then the H2|2N σ-model is equivalent to a
purely fermionic H0|2n σ-model in the sense that for any function F (z, (ξℓ)Nℓ=2, (η
ℓ)Nℓ=2) which decays
sufficiently fast and such that qV · F = 0〈
F (z, (ξℓ)Nℓ=2, (η
ℓ)Nℓ=2)
〉
G,N,J,ǫ
=
〈
F (σ, 0, ψ¯, ψ)
〉f
G,n,J,ǫ
. (A.16)
In particular
ZG,a,J,ǫ = Z
f
G,n,J,ε
A.3. Residual SUSY After Localization; Connection with [CSS07]. The action SJ,ε can be
interpreted as a nonlinear σ-model with respect to the target space R1|2n, with even coordinate σ and
odd generators (ψ¯ℓ, ψℓ)nℓ=1. There are two natural quadratic forms we can put on this space:
−σ2 + 2ψ¯ · ψ Lorentizian, (A.17)
σ2 + 2ψ¯ · ψ Euclidean. (A.18)
Constraining spins to be one when evaluated by the quadratic form Appendix A.3 gives a nonlinear
σ-model with target space one sheet of the degenerate hyperboloid σ2 − 2ψ¯ · ψ = 1 whereas if we use
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the quadratic form Appendix A.3, the spins are interpreted as taking values in the ’upper hemisphere’
of the degenerate sphere σ2 + 2ψ¯ · ψ = 1. The latter situation was discussed in [CSS07]. However,
these two superspaces are the same via a change of fermionic coordinates. As such, the discussion of
Section 7 in [CSS07] provides useful insight here. Let us adapt and generalize that discussion for the
sake of completeness.
We begin by introducing, at each vertex i ∈ V , a superfield vi := (σi, ψi, ψ¯i) consisting of a single
bosonic variable σi and 2n Grassmann variables (ψ
ℓ
i , ψ¯
ℓ
i )
n
ℓ=1. We equip R
1|2n with the Lorentzian scalar
product
(vi, vj) := −σiσj + (ψ¯i · ψj − ψi · ψ¯j) , (A.19)
There are two types of symmetries which preserve this bilinear form. The first type is a sym-
plectic linear transformation mapping the Grassmann variables into themselves and fixing the bosonic
component. That is, if M is an invertible 2n-by-2n matrix preserving the blilinear form induced by
J :=
(
0 In
−In 0
)
and if ui = (σi,M · [ψi, ψ¯i]), then (ui, uj) = (vi, vj).
The second type of transformation is supersymmetric, mixing σ with the ψ, ψ¯’s. There are, in
the general case, n noncommuting SUSY transformations transformations, parametrized by fermionic
(Grassmann-odd) global parameters (ǫℓ, ǫ¯ℓ)nℓ=1:
δσi = (ǫ¯
ℓψℓi + ψ¯
ℓ
i ǫ
ℓ) (A.20)
δψℓi = ǫ
ℓ σi (A.21)
δψ¯ℓi = ǫ¯
ℓ σi (A.22)
To check that these transformations leave eq. (A.19) invariant, we compute
δ(vi · vj) = (δσi)σj + σi(δσj) + [(δψ¯i) · ψj + ψ¯i · (δψj)− (δψi) · ψ¯j − ψi · (δψ¯j)]
(A.23)
= −(ǫ¯ℓψi + ψ¯iǫℓ)σj − (ǫ¯ℓψj + ψ¯jǫℓ)σi
+ [ǫ¯ℓψℓjσi + ψ¯
ℓ
i ǫ
ℓσj − ǫℓψ¯ℓjσi − ψℓi ǫ¯ℓσj ] (A.24)
= 0 . (A.25)
Now let us consider a σ-model in which the superfields vi are constrained to lie on the upper sheet
of the hyperboloid R1|2n, σ2i − 2ψ¯i · ψi = 1 This constraint is solved by writing
σi = ±(1 + 2ψ¯i · ψi)1/2,
so that σi is an even invertible element of the Grassmann algebra. We take only the + sign in (A.3)
and denote the corresponding unit vector by ni.
The sp(2n) transformations continue to act as above while the SUSY transformations act via
δψℓi = ǫ
ℓσi
δψ¯ℓi = ǫ¯
ℓσi
These transformations leave invariant the scalar product ni · nj . and the corresponding generators Qℓ±
are defined as
Qℓ+ =
∑
i∈V
σi∂
ℓ
i
Qℓ− =
∑
i∈V
σi∂¯i
where ∂ℓi = ∂ψℓi
and ∂¯ℓi = ∂ψ¯ℓi
Qℓ+ψ
ℓ
i = Q
ℓ
−ψ¯
ℓ
i = σi, Q
ℓ
±[ni · nj] = 0. (A.26)
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From this identity, Qℓ±SJ,ε = Q
ℓ
±e
−SJ,ε = 0. Note also that a priori integration form D0(ψ¯, ψ) is
invariant with respect to the Qℓ±’s: ∫
D0(ψ¯, ψ)Qℓ±F (ψ, ψ¯) = 0.
From these facts, (4.7) follows immediately.
References
[ACK14] O. Angel, N. Crawford, and G. Kozma. Localization for linearly edge reinforced random
walks. Duke Mathematical Journal, 163(5):889–921, 2014.
[BCHS19] R. Bauerschmidt, N. Crawford, T. Helmuth, and A. Swan. Random spanning forests and
hyperbolic symmetry. In preparation, 2019.
[BHS] R. Bauerschmidt, T. Helmuth, and A. Swan. Dynkin isomorphism and Mermin–Wagner
theorems for hyperbolic sigma models and recurrence of the two-dimensional vertex-
reinforced jump process. Preprint, arXiv:1802.02077, to appear in Ann. Probab.
[BKNK87] F.A. Berezin, A.A. Kirillov, J. Niederle, and R. Kotecky`. Introduction to Superanalysis.
Mathematical Physics and Applied Mathematics. Springer, 1987.
[CD86] D. Coppersmith and P. Diaconis. Random walks with reinforcement. Unpublished
manuscript, 1986.
[CSS07] S. Caracciolo, A.D. Sokal, and A. Sportiello. Grassmann integral representation for span-
ning hyperforests. J. Phys. A, 40(46):13799–13835, 2007.
[DH82] J. J. Duistermaat and G. J. Heckman. On the variation in the cohomology of the symplectic
form of the reduced phase space. Inventiones mathematicae, 69(2):259–268, Jun 1982.
[DS10] M. Disertori and T. Spencer. Anderson localization for a supersymmetric sigma model.
Communications in Mathematical Physics, 300(3):659–671, Dec 2010.
[DSZ10] M. Disertori, T. Spencer, and M.R. Zirnbauer. Quasi-diffusion in a 3D supersymmetric
hyperbolic sigma model. Comm. Math. Phys., 300(2):435–486, 2010.
[DV01] Burgess Davis and S.E. Volkov. Continuous time vertex-reinforced jump processes. Report
Eurandom. Technische Universiteit Eindhoven, 2001.
[KP19] Gady Kozma and Ron Peled. Power-law decay of weights and recurrence of the two-
dimensional vrjp, 2019.
[MR09] Franz Merkl and Silke W. W. Rolles. Recurrence of edge-reinforced random walk on a
two-dimensional graph. Ann. Probab., 37(5):1679–1714, 09 2009.
[MS77] Oliver A. McBryan and Thomas Spencer. On the decay of correlations in so(n)-symmetric
ferromagnets. Comm. Math. Phys., 53(3):299–302, 1977.
[Sab19] Christophe Sabot. Polynomial localization of the 2D-vertex reinforced jump rocess. arXiv
e-prints, page arXiv:1907.07949, Jul 2019.
[ST15] C. Sabot and P. Tarrès. Edge-reinforced random walk, vertex-reinforced jump process and
the supersymmetric hyperbolic sigma model. Journal of the European Mathematical Society
(JEMS), 17(9):2353–2378, 2015.
[STZ17] C. Sabot, P. Tarrès, and X. Zeng. The vertex reinforced jump process and a random
Schrödinger operator on finite graphs. Ann. Probab., 45(6A):3967–3986, 2017.
29
[SZ04] T. Spencer and M.R. Zirnbauer. Spontaneous symmetry breaking of a hyperbolic sigma
model in three dimensions. Communications in Mathematical Physics, 252:167–187, 01
2004.
[SZ19] Christophe Sabot and Xiaolin Zeng. A random Schrödinger operator associated with the
Vertex Reinforced Jump Process on infinite graphs. J. Am. Math. Soc., 32(2):311–349,
2019.
[Ton] David Tong. Lecture notes on statistical field theory. Available at
http://www.damtp.cam.ac.uk/user/tong/sft.html; Accessed 01-09-19.
[Zir91] M.R. Zirnbauer. Fourier analysis on a hyperbolic supermanifold with constant curvature.
Comm. Math. Phys., 141(3):503–522, 1991.
Department of Mathematics,
The Technion; Haifa, Israel.
E-mail: nickc@technion.ac.il
30
