The effect of reverberation in intelligibility and speaker by Alcântara, Raoni Luar de Freitas, 1989-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
Raoni Luar de Freitas Alcântara
Efeito da Reverberação na Inteligibilidade e na
Identificação Acústica de Indivíduos
Campinas
2017
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
Raoni Luar de Freitas Alcântara
Efeito da Reverberação na Inteligibilidade e na
Identificação Acústica de Indivíduos
Dissertação apresentada à Faculdade de En-
genharia Elétrica e de Computação da Uni-
versidade Estadual de Campinas como parte
dos requisitos exigidos para a obtenção do
título de Mestre em Engenharia Elétrica, na
Área de Telecomunicações e Telemática.
Orientador: Prof. Dr. Bruno Sanches Masiero
Co-orientadora Prof. Dr. Rosângela Fernandes Coelho
Este exemplar corresponde à versão
final da dissertação defendida
pelo aluno Raoni Luar de Freitas
Alcântara, e orientada pelo Prof.
Dr. Bruno Sanches Masiero
Campinas
2017
Agência(s) de fomento e nº(s) de processo(s): Não se aplica.
ORCID:  https://orcid.org/0000-0003-3037-691
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Luciana Pietrosanto Milla - CRB 8/8129
    
  Alcântara, Raoni Luar de Freitas, 1989-  
 AL16e AlcEfeito da reverberação na inteligibilidade e na identificação acústica de
indivíduos / Raoni Luar de Freitas Alcântara. – Campinas, SP : [s.n.], 2018.
 
   
  AlcOrientador: Bruno Sanches Masiero.
  AlcCoorientador: Rosângela Fernandes Coelho.
  AlcDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Engenharia Elétrica e de Computação.
 
    
  Alc1. Fala - Inteligibilidade. 2. Acústica. I. Masiero, Bruno Sanches, 1981-. II.
Coelho, Rosângela Fernandes. III. Universidade Estadual de Campinas.
Faculdade de Engenharia Elétrica e de Computação. IV. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: The effect of reverberation in intelligibility and speaker
identification
Palavras-chave em inglês:
Speech - Intelligibility
Acoustics
Área de concentração: Telecomunicações e Telemática
Titulação: Mestre em Engenharia Elétrica
Banca examinadora:
Bruno Sanches Masiero [Orientador]
Lee Luang Ling
Miguel Arjona Ramírez
Data de defesa: 10-08-2018
Programa de Pós-Graduação: Engenharia Elétrica
Powered by TCPDF (www.tcpdf.org)
Comissão Julgadora – Dissertação de Mestrado
Candidato: Raoni Luar de Freitas Alcântara RA: 160103
Data da defesa: 10 de agosto de 2018
Título da Dissertação: “Efeito da Reverberação na Inteligibilidade e Identificação
Acústica de Indivíduos”.
Prof. Dr. Bruno Sanches Masiero (Presidente, FEEC/UNICAMP)
Prof. Dr. Lee Luan Ling (FEEC/UNICAMP)
Prof. Dr. Miguel Arjona Ramírez (Poli/USP)
A ata de defesa, com as respectivas assinaturas dos membros da Comissão Julgadora,
encontra-se no processo de vida acadêmica do aluno.
A todos que constroem a ciência para tornar o mundo melhor.
Agradecimentos
Agradeço ao Professor Bruno Masiero, meu orientador, por todo o prestado e
a oportunidade de realizar o Mestrado na Unicamp.
À minha amiga e orientadora Professora Rosângela Coelho, que não mediu
esforços para me apoiar à distância e que desde a graduação e me é um grande exemplo
de professora e cientista.
Aos colegas do Laboratório de Processamento de Sinais Acústicos Zão, Zuca-
telli e Marília, por toda a ajuda e companheirismo nos momentos finais da dissertação.
Aos professores e funcionários da Unicamp, por toda a contribuição para a
minha formação.
Aos colegas e ex-colegas do CPqD, pelo apoio e liberação parcial para cursar
as disciplinas do Mestrado.
À minha família, Solange, Alcântara e Ramó, por todo o apoio, carinho e amor
à distância e por toda a base que puderam me proporcionar.
À minha esposa Bruna, por todo o amor, companheirismo e compreensão neste
período de dedicação durante o período do Mestrado.
Resumo
Nessa Dissertação, é estudado o impacto do efeito da reverberação em sistemas de iden-
tificação de locutor com casamento e descasamento de reverberações entre treinamento e
teste. No desenvolvimento do trabalho, uma análise do efeito é realizada a partir das me-
didas espectrograma, cocleograma, INS (índice de não-estacionariedade) e distância Bhat-
tacharyya do sinal de voz reverberado em diferentes condições. O estudo mostrou que o
aumento do valor de RT60 em uma sala causa uma diminuição da não-estacionariedade do
sinal de voz reverberado. Em seguida, experimentos com medidas objetivas indicam como
a reverberação é capaz de degradar a inteligibilidade do sinal de voz e que a utilização de
máscaras acústicas pode atenuar estes efeitos. Por fim, é proposto o emprego de máscaras
acústicas para identificação de locutor em ambientes com reverberação. Experimentos de
identificação de locutor indicaram que o uso de máscaras acústicas melhora os resultados
de identificação para casamento de reverberação entre treinamento e teste. Também foi
proposta a utilização do atributo acústico GFCC (Gammatone Frequency Cepstral Coeffi-
cients) e do classificador α-GMM para a identificação de locutor com reverberação. Estas
técnicas se mostraram eficazes em recuperar as taxas de acerto em casos de descasamento
de reverberação em uma mesma sala.
Palavras-chaves: reverberação; inteligibilidade; identificação de locutor.
Abstract
This work presents a study about the effect of reverberation in speaker identification sys-
tems with mismatch between training and testing phases. Spectrograms, cochleograms,
INS (Index of Non-Stationarity) and the Bhattacharyya distance are used to analyze
the reverberated speech signal under several conditions. This study show that an im-
provement in RT60 in a room can reduce the non-stationarity of the reverberated speech.
Also, objective measures indicate that reverberation degrades speech intelligibility, that
can be improved by binary masks. Then, binary masks are proposed to improve speaker
identification systems under reverberant conditions. Results show that the binary masks
improved the identification rates for reverberation matches between training and testing.
The classifier α-GMM and the acoustic feature GFCC (Gammatone Frequency Cepstral
Coefficients) are also proposed in this work for speaker identification in reverberant con-
ditions. Those techniques were capable of improve the correct rates under reverberation
mismatch in a room.
Keywords: reverberation; intelligibility; speaker identification.
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1 Introdução
O efeito da reverberação é causado pelas múltiplas reflexões que ocorrem com
uma onda sonora em superfícies e objetos antes desta ser captada por um microfone ou um
ouvinte. No dia-a-dia, este efeito é principalmente notado em locais fechados como salas
de aula, auditórios, igrejas ou teatros. A reverberação pode ser aplicada para amplificar
sinais sonoros, como construção de igrejas e anfiteatros (CAPORALE, 1933) (SCHRO-
EDER et al., 1974) (BERANEK, 2008). No entanto, em sinais de voz, o efeito pode
provocar um impacto severo na sua qualidade e inteligibilidade (BOLT; MACDONALD,
1949), afetando particularmente idosos e usuários de implantes cocleares. Esta degrada-
ção tem diversas consequências indesejáveis, como o agravamento do desempenho escolar
(RABELO et al., 2014), além de reduzir as taxas de acerto de sistemas de reconhecimento
de voz e de locutor (GOLD; MORGAN, 1999).
Hoje em dia, com um número cada vez maior de aplicações embarcadas em
dispositivos portáteis, as situações em que o sinal de voz será captado e as possíveis
interferências que poderão corrompê-lo compõem um grande desafio para o processamento
de sinais de voz. Em muitos casos, é interessante que estes efeitos sejam atenuados ao
máximo, para que o sinal processado seja semelhante ao sinal limpo.
Na área de processamento de sinais, diferentes abordagens têm sido propostas
para solucionar esta questão com o aprimoramento da qualidade e da inteligibilidade. As
técnicas para melhorar a qualidade incluem métodos de realce de sinais de voz (LIM,
1983) (O’SHAUGHNESSY, 2000) (ZÃO et al., 2014) (TAVARES; COELHO, 2016), fil-
tragem espacial (VEEN; BUCKLEY, 1988) (KRIM; VIBERG, 1996) e separação cega de
fontes com ICA (Independent Component Analysis) (LEE, 1998). Entretanto, apesar do
desempenho apresentado, estas soluções possuem suas limitações. Por exemplo, técnicas
de realce de voz são geralmente definidas para interferências específicas como ruídos acús-
ticos e não apresentam significante aprimoramento de inteligibilidade (LOIZOU, 2013)
(TAAL et al., 2011).
As máscaras acústicas (WANG, 2005) (LOIZOU, 2013) surgem então como
uma solução para prover inteligibilidade baseada no sistema auditivo. No cenário do “cock-
tail party” (CHERRY, 1953) (BRONKHORST, 2000), um ouvinte é capaz de selecionar
e compreender uma única fonte sonora em meio a diversas interferências. Isto ocorre pois
o sistema auditivo humano é capaz de realizar uma separação dos sinais correspondentes
a fontes diferentes mesmo de maneira mono-auricular (BREGMAN, 1990). As másca-
ras acústicas ideais (WANG, 2005) (LOIZOU, 2013) são métodos que se baseiam nesta
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capacidade auditiva e foram inicialmente definidas para aprimorar a inteligibilidade de
sinais de voz corrompidos por interferências ou ruídos acústicos. O procedimento é rea-
lizado por uma divisão do sinal corrompido em quadros tempo-frequência com exclusão
dos quadros considerados dominados pela interferência. As máscaras ideais são conside-
radas pela literatura como um limite superior do desempenho das máscaras acústicas.
Nelas, são utilizadas informações a priori para se preservar os quadros em que o valor de
SNR (Signal-to-Noise Ratio) é superior a um limiar predeterminado e excluir os demais
quadros.
Máscaras acústicas foram apresentadas para alcançar uma melhora da inte-
ligibilidade. A IRM (Ideal Reverberant Mask) apresentou ganhos de até 72% em testes
subjetivos de inteligibilidade realizados com usuários de implantes cocleares (KOKKINA-
KIS et al., 2011). A máscara BRM (Binary Reverberant Mask) cega (não-ideal), com foco
na reverberação (HAZRATI et al., 2012), mostrou melhorar a inteligibilidade em testes
subjetivos. As máscaras não-ideais têm a vantagem de não serem limitadas à necessidade
do conhecimento prévio do sinal limpo. Por estes aspectos, estas máscaras são mais adap-
tadas a situações reais. As máscaras acústicas também se mostraram eficientes em outras
aplicações como reconhecimento de voz (HARTMANN; FOSLER-LUSSIER, 2011) e de
locutor (NARAYANAN; WANG, 2013) com sinal de voz corrompido com ruídos acústicos
e reverberação (ZHAO et al., 2014).
Nesta Dissertação, é realizado um estudo da reverberação que incluem análise
do espectrograma e cocleograma da voz reverberada por diferentes tipos de salas, bem
como de diferentes respostas ao impulso de uma mesma sala. Além disso, a medida INS
(Index of Non-Stationarity) é utilizada para investigar a estacionariedade do sinal de
voz reverberado e a sua relação com o RT60. A medida distância Bhattacharyya (𝑑𝐵)
também é utilizada para avaliar a o efeito da reverberação no histograma do sinal de
voz. Experimentos de identificação de locutor serão realizados para avaliar o impacto da
reverberação nesses sistemas, incluindo situações de descasamento de reverberação em
uma mesma sala e em salas diferentes.
As máscaras acústicas e a sua eficiência em recuperar a inteligibilidade do
sinal de voz reverberado são avaliadas através da utilização de três medidas objetivas
de inteligibilidade, sendo uma delas não-intrusiva. Por fim, é proposta a utilização de
máscaras acústicas como método de melhorar as taxas de identificação de locutor em
situações de descasamento de reverberação.
O cenário dos experimentos de identificação neste trabalho incluiu o uso de
sinais de voz selecionados da base TIMIT (GAROFOLO et al., 1993) de 168 locutores,
onde cada um forneceu duas locuções de duração média de 3 s para testes, amostradas
a 16 kHz. Os testes de inteligibilidade objetiva foram realizados a partir de 240 locuções
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obtidas de 20 locutores. De duas bases de reverberações, MARDY (WEN et al., 2006) e
AIR (JEUB et al., 2009), foram escolhidas 9 respostas ao impulso de quatro salas distintas,
que foram convoluídas com os sinais de voz para os experimentos de identificação e de
inteligibilidade.
1.1 Objetivo Principal
O objetivo principal deste trabalho é o estudo do efeito da reverberação e a
análise do seu impacto na inteligibilidade do sinal de voz e nos sistemas de identificação
de locutor. Os objetivos específicos desse trabalho são:
∙ Analisar o efeito da reverberação de salas distintas.
∙ Investigar o impacto de diferentes salas e reverberações segundo a não-estacionariedade
do sinal de voz.
∙ Estudar e avaliar de que forma a reverberação afeta os sistemas de identificação de
locutor, incluindo situações de descasamento entre treinamento e teste.
∙ Examinar a eficiência de máscaras acústicas em recuperar a inteligibilidade de sinais
de voz em situação de reverberação considerando diversas medidas objetivas de
inteligibilidade.
∙ Propor um novo modelo de classificação de locutor, α-GMM para aprimorar as taxas
de acerto em ambientes com reverberação.
1.2 Resultados obtidos
Os principais resultados e contribuições alcançados nessa Dissertação são:
∙ O estudo e a análise do sinal de voz reverberado em situações distintas considerando
medidas nos domínios temporal e espectral, que incluiu a utilização da medida
INS (Index of Non-Stationarity) para examinar a não-estacionariedade do sinal de
voz reverberado. Este estudo concluiu que, em uma mesma sala, o aumento do
valor de RT60 de uma resposta ao impulso implica em uma diminuição da não-não-
estacionariedade do sinal de voz reverberado.
∙ Experimentos de identificação de locutor demonstraram que em situações onde há o
casamento de reverberação entre treinamento e teste, as taxas são menos impactadas
do que quando há o descasamento, mesmo entre uma mesma sala. Em situações de
descasamento de reverberação em uma mesma sala, resultados apontaram quedas
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de 69,05 p.p. (pontos percentuais). Quando os experimentos ocorreram com desca-
samento de salas entre treinamento e teste, as taxas de acerto apresentaram quedas
de até 81,25 p.p.. Por outro lado, em situações de casamento de reverberação, a
maior diminuição de taxa de acerto obtida foi de 9,22 p.p..
∙ Os resultados obtidos com as medidas objetivas de inteligibilidade CSII, STOI e
SRMR acusaram que a reverberação impactou a inteligibilidade do sinal de voz. Os
resultados mostraram quedas de até 31,30 p.p. na previsão da taxa de reconheci-
mento.
∙ O uso de máscaras acústicas ideais e de uma máscara não-ideal (cega) se mostrou
efetivo em recuperar a inteligibilidade do sinal de voz reverberado. Os experimentos
indicaram aumento de inteligibilidade de até 20,74 p.p. para máscaras ideais e 11,06
p.p. para a máscara cega.
∙ Experimentos de identificação de locutor com o atributo acústico GFCC com clas-
sificador GMM apresentaram melhores valores de taxa de acerto com descasamento
de reverberação em uma mesma sala que o atributo clássico MFCC. Os resultados
mostraram melhoras de até 17,56 p.p.
∙ Os resultados de identificação de locutor indicaram que a utilização de máscaras
acústicas ideais melhora as taxas de identificação de locutor em situações de casa-
mento de reverberação. Os resultados indicaram aumento médio de 4,30 p.p. nas
taxas de acerto para identificação.
∙ A proposta do modelo α-GMM para classificação de locutores foi capaz de aprimorar
os resultados de identificação com descasamento reverberação em uma mesma sala
entre treinamento e teste. Os resultados mostraram um aumento médio até 5,31 p.p.
1.3 Organização da Dissertação de Mestrado
Os demais Capítulos deste manuscrito estão organizados da seguinte forma:
∙ Capítulo 2: Neste Capítulo são introduzidos os conceitos de reverberação e o seus
principais parâmetros. Em seguida, a voz reverberada é analisada a partir dos seus
espectrogramas e cocleogramas, além das medidas de INS e distância Bhattacharyya.
Em seguida, são apresentados os atributos MFCC e modelo GMM, que representam
o estado da arte em um sistema de identificação de locutor. Por fim, são mostra-
dos resultados de identificação de locutor com descasamento de reverberação entre
treinamento e teste a partir de duas bases de reverberação.
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∙ Capítulo 3: O conceito de máscara acústica é apresentado e são mostradas as
técnicas para a obtenção de duas máscaras acústicas ideais e uma máscara não-ideal
(cega). Depois, são apresentadas as medidas objetivas de inteligibilidade CSII, STOI
e SRMR. Por fim, são apresentados os resultados dos experimento de inteligibilidade
com sinal de voz reverberado.
∙ Capítulo 4: Neste Capítulo, são mostradas duas propostas para melhorar a identi-
ficação de locutor na presença de reverberação, os atributos GFCC e o classificador
α-GMM. Por fim, são apresentados os resultados de identificação utilizando as duas
propostas e as máscaras acústicas introduzidas no Capítulo 4.
∙ Conclusão: Por fim, as principais conclusões do trabalho são apresentadas, além
das propostas e sugestões de atividades futuras.
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2 A Reverberação e seu Impacto na Identifi-
cação de Locutor
O avanço das tecnologias de aparelhos portáteis como celulares, tablets e
smartwatches traz novos desafios relacionados à captação de áudio nos mais diversos
tipos de cenário. Em situações onde o usuário encontra-se em salas, a presença de rever-
beração degrada a qualidade e a inteligibilidade do sinal de voz (BOLT; MACDONALD,
1949). Este efeito também influencia no desempenho de diferentes tipos de aplicações e
sistemas, como, por exemplo, comunicações, reconhecimento de voz e de locutor (PAN;
WAIBEL, 2000) (DELFARAH; WANG, 2017). Nos sistemas de identificação de locutor,
a reverberação pode degradar as taxas de acerto. Isso pode ocorrer principalmente em si-
tuações onde a etapa de treinamento é realizada em ambiente anecoico (CASTELLANO
et al., 1996) ou quando há descasamento de salas entre treinamento e teste (SADJADI;
HANSEN, 2014). A causa é o fato de a reverberação afetar diversos aspectos espectro-
temporais do sinal de voz, preenchendo lacunas nas envoltórias temporais e aumentando a
proeminência das baixas frequências (ASSMANN; SUMMERFIELD, 2004). Estes efeitos
fazem com que características do sinal que são importantes para esta aplicação sejam
“mascaradas”. Consequentemente, acarretando na degradação da inteligibilidade do sinal.
Diversas soluções foram propostas para atenuar os efeitos da reverberação nos
sistemas de reconhecimento de locutor. Entre elas, estão técnicas que atuam na capta-
ção do sinal de voz (GONZALEZ-RODRIGUEZ et al., 1996) (JIN et al., 2007), pré-
processamento (BORGSTRÖM; MCCREE, 2012) e classificação ou decisão (PEER et
al., 2008) (GARCIA-ROMERO et al., 2012). Propostas que tratam do sinal de voz re-
verberado na sua captação com o uso de arranjos de microfones (WANG et al., 2012)
se mostraram capazes de tornar os sistemas de identificação de locutor mais robustos a
reverberação e/ou ruídos. Porém, estas técnicas não são aplicáveis em casos onde se tem
acesso a somente um microfone (como na captação por um telefone) ou com sinais de voz
obtidos previamente. Algoritmos que atuam nos atributos da voz utilizados para o reco-
nhecimento de locutor, como o CMS (Cepstral Mean Subtraction) (ATAL, 1974), também
se mostraram eficazes, mas somente em casos em que os valores de RT601 das salas são
mais baixos.
Em um ambiente com reverberação, os sinais sonoros chegam ao receptor atra-
vés do caminho direto e de múltiplos percursos produzidos através das reflexões do sinal
1 RT60 (Reverberation Time): Tempo necessário para que a resposta ao impulso da sala decaia em 60
dB.
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Caminhos refletidos
Caminho direto
Figura 2.1 – Caminhos direto e refletidos na reverberação de um sinal em uma sala.
nas superfícies presentes na sala. Estes caminhos estão ilustrados na Figura 2.1, onde 𝑠(𝑛)
representa o sinal produzido pela fonte, 𝑑𝐹𝑀 , a distância entre fonte e microfone e 𝑟(𝑛),
o sinal reverberado. Estas reflexões são divididas entre primárias (early) e tardias (late)
se chegam antes ou depois de um limiar definido geralmente entre 50 e 80 ms após a
chegada o sinal direto (GÖLZER; KLEINSCHMIDT, 2003). As componentes tardias são
responsáveis pelo fenômeno chamado de “mascaramento sonoro”, em que os sinais refle-
tidos sobrepõem o sinal direto. Este fenômeno é considerado como a causa principal da
degradação da inteligibilidade acústica e da identificação de locutor tanto para a audição
humana quanto para sistemas computacionais (NÁBĚLEK et al., 1989).
A reverberação pode ser vista um efeito convolutivo no sinal de voz, ou seja,
o sinal reverberado 𝑟(𝑛) pode ser matematicamente representado por
𝑟(𝑛) = 𝑠(𝑛) * ℎ(𝑛), (2.1)
onde 𝑠(𝑛) é o sinal direto e ℎ(𝑛) é a resposta ao impulso da sala (RIR - Room Impulse
Response). Esta resposta ao impulso depende de diversos fatores como tamanho da sala,
objetos no seu interior, material das superfícies e até a posição do locutor e do recep-
tor. Dois importantes parâmetros que se extraem da RIR, e que ajudam a entender a
intensidade da reverberação e seu impacto no sinal de voz, são o RT60 e a DRR (Direct-
to-Reverberant energy Ratio) (JEUB et al., 2011). A Figura 2.2 mostra uma representação
no tempo da resposta ao impulso de uma sala de aula de dimensões 5, 0 × 6, 4 × 2, 9 m3
com 𝑑𝐹𝑀 = 7, 1 m, RT60 = 0, 85 s e DRR = −1, 34 dB. Nela, o primeiro pico, mais alto,
é relativo ao sinal direto. Em seguida, percebe-se que a amplitude do sinal decai ao longo
do tempo, evidenciando a maior atenuação das reflexões mais atrasadas.
O efeito de mascaramento é interpretado como uma interferência aditiva (LE-
BART et al., 2001) e a RIR considerada como duas componentes, de forma que
ℎ(𝑛) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, 𝑛 < 0,
ℎ𝑒(𝑛), 0 ≤ 𝑛 ≤ 𝑛𝑒,
ℎ𝑙(𝑛), 𝑛𝑒 ≤ 𝑛 ≤ 𝐿.
(2.2)
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Figura 2.2 – Resposta ao impulso de uma sala de aula com dimensões 5, 0×6, 4×2, 9 m3,
RT60 = 0, 85 s e DRR = −1, 34 dB.
Onde 𝑛𝑒 corresponde ao número de amostras da RIR relativas às reflexões primárias e 𝐿
o comprimento de ℎ(𝑛). Desta forma, o sinal de voz reverberado 𝑟(𝑛) pode ser descrito
como
𝑟(𝑛) =
𝑛𝑒−1∑︁
𝑗=0
𝑠(𝑛− 𝑗)ℎ𝑒(𝑗) +
𝐿−1∑︁
𝑗=𝑛𝑒
𝑠(𝑛− 𝑗)ℎ𝑙(𝑗), (2.3)
em que o primeiro somatório representa as reflexões primárias e o segundo às reflexões
tardias. A intensidade das reflexões primárias se reflete na medida de DRR, enquanto as
reflexões tardias são caracterizadas pelo RT60. Outros estudos importantes (ASSMANN;
SUMMERFIELD, 2004) (LOLLMANN; VARY, 2009) (DELFARAH; WANG, 2017) de-
monstraram que a reverberação é quem mais impacta a inteligibilidade sonora.
Neste Capítulo, é apresentado um estudo do efeito da reverberação nas ca-
racterísticas tempo-espectrais de um sinal de voz. Para isto, foram consideradas medidas
espectrais (espectrograma, cocleograma) e temporais (histograma). A investigação avalia
também o impacto dos distintos graus ou índices de não-estacionariedade da voz a partir
da medida objetiva INS (Index of Non-Stationarity) e um estudo da diferença entre as RIR
através da distância Bhattacharyya. Em seguida, é abordado este efeito em um sistema de
identificação de locutor, além de apresentado o estado da arte para esses sistemas, que são
o atributo MFCC (Mel-frequency cepstrum coefficients) e o classificador GMM (Gaussian
mixture model). Por fim, os resultados de identificação de locutor são apresentados em
diferentes condições de reverberação para treinamento e teste, com variedade de salas e
de RT60. O impacto da reverberação nesses sistemas é analisado, bem como do efeito do
descasamento de salas e RT60.
2.1 O Efeito da Reverberação
Neste trabalho, é apresentado um estudo temporal e espectral do efeito da
reverberação. Para isto, os espectrogramas e os cocleogramas do sinal de voz reverberado
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foram utilizados. Além disso, a medida INS (Index of Non-stationarity) para análise da
estacionariedade e a distância Bhattacharyya para comparação das distribuições do si-
nal reverberado por diferentes RIR foram empregados. O estudo também contou com a
representação do sinal de voz no tempo e o seu histograma e foi realizado em duas partes:
1. Reverberações em uma mesma sala: Foram selecionadas 3 RIR medidas de
diferentes configurações entre fonte e receptor em com valores de RT60 distintos da
base MARDY (WEN et al., 2006) para análise da voz reverberada com diferentes
RIR de uma mesma sala.
2. Reverberações de salas diferentes: Foram selecionadas 2 RIR de 3 salas dife-
rentes da base AIR (JEUB et al., 2009) para análise da voz reverberada em salas
distintas.
O sinal de voz utilizado nesta análise foi uma locução feminina extraída da base de voz
TIMIT (GAROFOLO et al., 1993). A seguir, uma breve descrição de cada medida:
∙ Espectrograma:
O espectrograma (O’SHAUGHNESSY, 2000) é uma forma clássica de análise tempo-
frequência de um sinal onde os eixos horizontal e vertical representam o tempo e a
frequência, enquanto a magnitude em cada região é mostrada com cores diferentes.
A decomposição é realizada a partir de uma STFT (Short-time Fourier Transform)
com quadros de 20 ms.
∙ Cocleograma:
Similar ao espectrograma, o cocleograma (BROWN; COOKE, 1994) é também uma
forma de mostrar uma decomposição tempo-frequência de um sinal. Porém, realiza a
decomposição em frequências através de um banco de filtros Gammatone (JOHAN-
NESMA, 1972) (PATTERSON; MOORE, 1986) (COOKE, 1993), que emulam a
filtragem da cóclea humana. Além disso, no cocleograma as frequências no eixo ver-
tical são apresentadas logaritmicamente, de forma a ressaltar as regiões de frequência
em que a voz está presente.
∙ Índice de Não-Estacionariedade (INS):
Um sinal é dito estacionário quando as suas principais estatísticas são preservadas ao
longo do tempo de observação. Quanto mais estas medidas variam, maior é o grau de
não-estacionariedade do sinal. O Índice de Não-Estacionariedade (INS) (BORGNAT
et al., 2010) é uma medida objetiva capaz de mensurar este comportamento. Isto
é feito a partir da comparação entre as componentes espectrais do sinal original e
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de referenciais espectrais estacionários (surrogates), obtidos a partir da substituição
da fase original do sinal por uma sequência aleatória uniformemente distribuída no
intervalo [−𝜋, 𝜋].
Em seguida, é utilizada a distância de Kullback-Leibler (𝐷𝐾𝐿) simétrica (BASSE-
VILLE, 1989) entre o sinal analisado e seu referencial estacionário. Por fim, o INS é
definido como a razão entre a variância das distâncias observadas (Θ0(𝑗)) e a média
das variâncias obtidas dos sinais referenciais (Θ1), ou seja,
INS :=
⎯⎸⎸⎷ Θ1
⟨Θ0(𝑗)⟩ 𝑗
. (2.4)
Em (BORGNAT et al., 2010), é definido um limiar a partir de uma distribuição 𝛾
para o teste da não-estacionariedade do sinal analisado considerando uma precisão
de 95%. O índice é então definido por,
INS
⎧⎨⎩ ≤ 𝛾, 𝑥(𝑡) é estacionário;> 𝛾, 𝑥(𝑡) é não-estacionário. (2.5)
Neste trabalho, o INS é apresentado na escala 𝑇ℎ/𝑇 , que significa a razão entre o
tamanho da janela (𝑇ℎ) e o tamanho total do sinal analisado (𝑇 ). O índice é adotado
neste trabalho para análise do efeito da reverberação no sinal de voz em diferentes
situações ou salas. A duração dos sinais de voz analisados é de 3 s.
∙ Distância Bhattacharyya:
A distância Bhattacharyya (𝑑𝐵) (KAILATH, 1967) foi proposta como critério de
seleção ou separação de sinais segundo suas distribuições estatísticas. A medida é
baseada no Coeficiente Bhattacharyya (𝐶𝐵). Dadas funções densidade de probabi-
lidade com histogramas 𝑝1(𝑥) e 𝑝2(𝑥), 𝐶𝐵 é dado por
𝐶𝐵 =
∫︁ ∞
−∞
√︁
𝑝1(𝑥)𝑝2(𝑥)d𝑥. (2.6)
A distância Bhattacharyya (𝑑𝐵) é então calculada por
𝑑𝐵(𝑋1, 𝑋2) = −ln 𝐶𝐵. (2.7)
em que 0 < 𝑑𝐵 <∞
Neste estudo, a distância Bhattacharyya é utilizada para comparação entre distri-
buições do sinal de voz limpo e reverberado.
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Tabela 2.1 – Parâmetros RT60, 𝑑𝐹𝑀 e DRR das RIR selecionadas da base MARDY.
RT60 (s) 𝑑𝐹𝑀 (m) DRR (dB) Volume (𝑚3)
0,55 1,00 13,04
208,800,60 2,00 7,24
0,65 3,00 3,19
2.1.1 Análise em uma mesma sala - Base MARDY
A base MARDY (WEN et al., 2006) foi utilizada para a análise da reverberação
em uma mesma sala com diferentes configurações de posição de fonte e receptor. Os
parâmetros (RT60, 𝑑𝐹𝑀 e DRR) referentes às três composições de RIR extraídas desta
base estão apresentados na Tabela 2.1.
A Figura 2.3 apresenta as medidas espectrograma, cocleograma e INS obtidas
usando a voz limpa (sem reverberação). Nas imagens é possível notar a importância
do cocleograma para a análise espectral. Para regiões de frequência semelhantes ao do
espectrograma, o cocleograma melhor destaca as frequências onde o sinal de voz está
presente. Note também que o INS tem seu pico próximo de 340 em Tℎ/T = 0, 03 e está
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Figura 2.3 – Sinal de voz limpo: (a) Sinal do tempo, (b) histograma, (c) espectrograma,
(d) cocleograma e (e) INS.
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Figura 2.4 – Sinal de voz com reverberação RT60 = 0, 55 s: (a) Sinal do tempo, (b) histo-
grama, (c) espectrograma, (d) cocleograma e (e) INS.
acima do limiar de não-estacionariedade em todo o domínio analisado, ou seja, para estes
valores, o sinal de voz é considerado altamente não-estacionário.
Na Figura 2.4 estão ilustradas as medidas para o sinal de voz com reverbe-
ração RT60 = 0, 55 s. Note que o sinal de voz reverberado, quando comparado com o
sinal “limpo” (vide Figura 2.3), apresenta períodos de silêncio preenchidos pelas reflexões
deslocadas no tempo em referência ao sinal direto. Estas reflexões também podem ser
notadas principalmente nas frequências mais baixas, abaixo de 2 kHz, no espectrograma
e no cocleograma. Neste último, a região de atuação do efeito da reverberação está mais
destacada. Nas frequências a partir de 2 kHz, a reverberação não está tão presente quanto
nas demais. Isto ocorre pois os materiais construtivos das paredes tendem a ser mais ab-
sorventes nas altas frequências, resultando em um menor número de reflexões nesta faixa
(VORLÄNDER, 2007). O maior valor de INS ocorreu para Tℎ/T = 0, 1 aproximadamente
em 184, abaixo dos 340 do sinal limpo, mesmo assim o sinal permanece acima da linha
pontilhada, sendo ainda considerado não-estacionário. O histograma mostrou sinais mais
próximos da média que no sinal sem reverberação e o valor de 𝑑𝐵 entre o sinal limpo e o
sinal reverberado com RT60 = 0, 55 s foi 𝑑𝐵 = 0, 12.
As medidas realizadas a partir do sinal de voz com reverberação RT60 = 0, 60 s
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Figura 2.5 – Sinal de voz com reverberação RT60 = 0, 60 s: (a) Sinal do tempo, (b) histo-
grama, (c) espectrograma, (d) cocleograma e (e) INS.
podem ser observadas na Figura 2.5. Perceba que para esse valor de RT60, o impacto da
reverberação no sinal de voz é mais intenso que quando comparado ao caso RT60 = 0, 55 s.
O sinal de voz no tempo mostra que este efeito distorce ainda mais o sinal direto. Isto
também pode ser visto no espectrograma e no cocleograma, com as reflexões tardias
preenchendo ainda mais os períodos de silêncio do sinal direto, ou seja, distorcendo seus
detalhes espectrais e temporais, principalmente nas frequências mais baixas. O maior
valor de INS ficou próximo de 153, indicando uma não-estacionariedade menor que quando
comparada ao caso RT60 = 0, 55 s, porém ainda acima do limiar de estacionariedade. Este
resultado demonstra quantitativamente o efeito da reverberação na não-estacionariedade.
O histograma do sinal reverberado mostrou um sinal mais próximo da média que o anterior
e a distância Bhattacharyya entre o sinal reverberado e o sinal limpo foi de 𝑑𝐵 = 0, 21,
maior que a registrada para RT60 = 0, 55 s.
Por fim, a voz reverberada com o maior tempo de reverberação, RT60 = 0, 65 s,
teve suas medidas ilustradas na Figura 2.6. O impacto causado pela reverberação mostra-
s maior neste caso. Isto pode ser percebido observando o sinal de voz no tempo, mais
distorcido com a reverberação. O espectrograma e cocleograma mostram um sinal onde as
reflexões do sinal direto estão mais presentes e preenchendo mais regiões tempo-frequência
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Figura 2.6 – Sinal de voz com reverberação RT60 = 0, 65 s: (a) Sinal do tempo, (b) histo-
grama, (c) espectrograma, (d) cocleograma e (e) INS.
nas frequências mais baixas. Note que a reverberação agora também pode ser vista nas
frequências mais altas, ainda que em menor intensidade. Além disso, a curva do INS
indica um sinal com pico próximo de 134, abaixo do sinal reverberado com RT60 =
0, 60 s, mostrando uma não-estacionariedade menor mas se mantendo acima do limiar
de estacionariedade, sendo considerado como não-estacionário. O histograma do sinal
reverberado mostra que este está mais próximo da média que os demais. A distância
Bhattacharyya medida entre o sinal com reverberação RT60 = 0, 65 s e o sinal limpo foi
a maior das três, de 0,41.
A Tabela 2.2 apresenta os resultados de 𝑑𝐵 medidos entre o sinal de voz limpo
e os reverberados pelas RIR selecionadas da base MARDY, além de suas classificações
de acordo com a sua não-estacionariedade. Os resultados indicam que o histograma dos
Tabela 2.2 – Reverberações da base MARDY com seus 𝑑𝐵 medidos entre o sinal de voz
limpo e sinal reverberado, RT60 e classificação segundo estacionariedade.
RT60 (s) DRR Não-estacionariedade 𝑑𝐵
0,55 13,04 Altamente não-estacionário 0,12
0,60 7,24 Moderadamente não-estacionário 0,21
0,65 3,19 Não-estacionário 0,41
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Tabela 2.3 – Salas selecionadas da base AIR e parâmetros de RT60, 𝑑𝑓𝑚 e DRR das RIR
Sala RT60 (s) 𝑑𝑠𝑚 (m) DRR (dB) Dimensões (m)
Escritório 0,64 3,00 -0,04 5, 0× 6, 4× 2, 9
Sala de aula 0,87 5,00 -4,52 10, 8× 6, 4× 2, 9
sinais de voz reverberados se distanciou do sinal limpo de acordo com o seu valor de
RT60, se distanciando mais para as reverberações mais longas. Além disso, apesar de to-
dos os sinais, através do INS, serem considerados não-estacionários, notou-se que esta
não-estacionariedade diminuiu com o aumento do valor de RT60. Os sinais foram classi-
ficados então como Altamente não-estacionário, Moderadamente não-estacionário e Não-
estacionário de acordo com o seu pico de INS nos valores de Tℎ/𝑇 analisados.
2.1.2 Análise em salas diferentes - Base AIR
Nesta Seção, a análise das reverberações foi realizada entre salas diferentes
utilizando a base de reverberações AIR (JEUB et al., 2009). Os parâmetros referentes às
salas adotadas se encontram na Tabela 2.3.
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Figura 2.7 – Sinal de voz com reverberação de Escritório (base AIR) com RT60 = 0, 64 s,
𝑑𝐹𝑀 = 3, 00 m e DRR = −0, 04 dB: (a) Sinal do tempo, (b) histograma, (c)
espectrograma, (d) cocleograma e (e) INS.
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Figura 2.8 – Sinal de voz com reverberação de Sala de aula (base AIR) com RT60 = 0, 87 s,
𝑑𝐹𝑀 = 5, 00 m e DRR = −4, 52 dB: (a) Sinal do tempo, (b) histograma, (c)
espectrograma, (d) cocleograma e (e) INS.
Na Figura 2.7, podem-se verificar as medidas obtidas para o sinal de voz re-
verberado com a RIR de um Escritório da base AIR. Note que, apesar de um valor de
RT60 = 0, 64 s, semelhante à reverberação de RT60 = 0, 65 s da base MARDY, o espec-
trograma e o cocleograma mostram uma maior presença da reverberação que na Figura
2.6. Isto se deve ao fato de que, apesar de valores de RT60 semelhantes, as salas apresen-
tam dimensão e volume diferentes, sendo a sala MARDY com volume de 208,80 m3 e a
sala Escritório de 92,80 m3. Também é possível perceber que as frequências mais altas
também foram mais afetadas pela reverberação quando comparadas à sala MARDY com
RT60 próximo. Além disso, a curva de INS mostrou-se diferente, com pico bem definido
próximo de 151, acima do valor encontrado para a base MARDY e também mantendo-se
acima do limiar de não-estacionariedade. O valor de 𝑑𝐵 em relação ao sinal limpo obtido
para esta reverberação foi de 0,02.
A Figura 2.8 apresenta as medidas para o sinal de voz reverberado obtido pela
RIR de uma sala de aula. Esta RIR possui RT60 = 0, 87 s e apresenta a maior predomi-
nância das reflexões no sinal reverberado, inclusive nas altas frequências, como mostram
o espectrograma e o cocleograma. Nota-se, neste caso, que o pico de INS encontrado
foi próximo a 138, em em Tℎ/T = 0, 15. O valor de 𝑑𝐵 encontrado para este efeito de
reverberação foi de 0,03.
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Tabela 2.4 – Salas da base AIR com medidas de 𝑑𝐵 medidas entre o sinal de voz limpo e
sinal reverberado, RT60 e classificação segundo não-estacionariedade.
Sala RT60 (s) INS (pico) Não-estacionariedade 𝑑𝐵
Escritório 0,64 151 Moderadamente não-estacionário 0,02
Sala de aula 0,84 138 Não-estacionário 0,03
A Tabela 2.4 apresenta os valores de 𝑑𝐵 medidos para a voz reverberada no
caso da base AIR e sua classificação de acordo com a não-estacionariedade. Os resultados
encontrados estiveram abaixo dos medidos com a voz reverberada pela base MARDY (vide
2.2). Isto condiz com os histogramas encontrados nos experimentos com a base AIR, que
estão mais afastados da média que medidos com RT60 = 0, 55 s com a MARDY e mais
próximos da voz sem reverberação.De acordo com os valores de INS, os sinal reverberado
por Escritório foi considerado Moderadamente não-estacionário e o da Sala de aula como
de Não-estacionário.
2.2 Identificação de Locutor
Por ser o sinal acústico resultante do sistema de produção da fala (OSHAUGH-
NESSY, 1987), a voz é uma das principais características biométrica do ser humano. As
informações contidas na voz incluem identidade, sexo, idioma e condições físico-emocionais
do locutor. O objetivo de um sistema de identificação automática de locutor (IL) é di-
ferenciar os seres humanos por suas características biométricas acústicas ou impressão
vocal. Isto é possível devido ao fato de que cada indivíduo possuir um trato vocal distinto
(RABINER; JUANG, 1993).
O sistema IL é geralmente operado em duas fases: treinamento e teste. A
Figura 2.9 apresenta um diagrama que mostra o processo de IL. Cada fase é dividida em
três etapas: pré-processamento, extração de atributos e classificação (CAMPBELL, 1997).
Na primeira etapa, são executadas a aquisição e a digitalização do sinal de voz. Na etapa
seguinte, o sinal de voz é janelado e passa por filtros e estimadores para a extração dos
seus atributos acústicos, ou características. Na etapa de classificação ocorre a produção
do modelo do locutor e a decisão do sistema.
Na fase de testes, a etapa de classificação pode executar duas possíveis tarefas:
a identificação (ROSE et al., 1994) ou a verificação de locutor (BIMBOT et al., 2004).
Na identificação, o sistema decide a qual dos locutores cujos modelos foram previamente
calculados pertence aquela locução de teste. Já na tarefa de verificação, o sistema deve
responder se o locutor que realiza o teste é o mesmo locutor declarado. Neste trabalho é
abordada a tarefa de identificação, e os resultados foram calculados a partir da taxa de
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Figura 2.9 – Diagrama ilustrativo de um sistema de identificação.
acertos de cada experimento.
As características da voz são informações extraídas do sinal de voz de um
locutor e podem ser de alto ou de baixo nível. As características de alto nível compreendem
o dialeto, contexto e estado emocional. Os atributos de baixo nível são o pitch (frequência
fundamental), as magnitudes espectrais e a energia, que são derivadas da natureza acústica
da voz.
Os principais critérios para que uma característica seja considerada interes-
sante para os sistemas de identificação de locutor são uma alta capacidade discrimina-
tória, grande variabilidade entre indivíduos e baixa variabilidade em um mesmo locutor.
Para o reconhecimento do locutor, os atributos da voz são geralmente baseados em suas
características espectrais (REYNOLDS; ROSE, 1995). Isto se deve à capacidade do espec-
tro de representar a estrutura do trato vocal de um indivíduo, possibilitando uma melhor
diferenciação dos locutores.
Neste Capítulo, são utilizados os coeficientes MFCC (Mel-Frequency Cepstral
Coefficients) (FURUI, 1981) (DAVIS; MERMELSTEIN, 1980) como característica bio-
métrica da voz e o classificador GMM (Gaussian Mixture Model) (REYNOLDS; ROSE,
1995). Este conjunto é adotado na literatura como referência de bom desempenho de
sistemas de identificação de locutor.
2.2.1 O vetor de MFCC
A Figura 2.10 ilustra a extração dos atributos MFCC de acordo com (DAVIS;
MERMELSTEIN, 1980). Após a etapa de pré-processamento, o sinal de voz é dividido
em quadros de curta duração, geralmente de 20 ms a 32 ms. Cada quadro é transformado
para o domínio da frequência através de uma transformada rápida de Fourier (FFT - Fast
Fourier Transform) e filtrado por um banco de filtros triangulares na escala MEL (IMAI,
1983).
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Figura 2.10 – Extração de coeficientes MFCC.
A escala Mel representa a percepção auditiva humana das variações em frequên-
cia. Os valores da escala Mel (𝑓𝑀𝑒𝑙) são relacionados com a escala linear (𝑓𝐻𝑧) por
𝑓𝑀𝑒𝑙 = 1127 ln
(︃
1 + 𝑓𝐻𝑧700
)︃
. (2.8)
Em seguida, é calculado o logaritmo das potências nas saídas dos filtros e,
então, é aplicada uma transformada discreta do cosseno (DCT - discrete cosine transform).
Assim, os MFCC (𝑐𝑗) são obtidos de forma que
𝑐𝑗 =
𝐹∑︁
𝑘=1
(log 𝑆𝑘) cos
[︂
𝑗
(︂
𝑘 − 12
)︂
𝜋
𝐹
]︂
, 𝑗 = 1, 2, . . . , 𝐷, (2.9)
onde 𝐹 é o número de filtros na escala Mel, 𝑆𝑘 é a potência na saída do 𝑘-ésimo filtro e
𝐷 é o número de coeficientes MFCC. Assim, a cada quadro é obtido um vetor ?⃗? com 𝐷
componentes. Ou seja,
?⃗? = [ 𝑐1 𝑐2 · · · 𝑐𝐷 ]𝑇 . (2.10)
Se um sinal de voz possui 𝑄 quadros, então uma matriz de atributos 𝑋𝐷×𝑄, é
formada pela concatenação destes vetores. Logo,
𝑋 = [ 𝑥1 𝑥2 · · · 𝑥𝑄 ] . (2.11)
2.2.2 Modelo para classificação: GMM
Sistemas de identificação de locutor que utilizam GMM apresentam ótimo
desempenho em termos de taxa de acerto e acurácia, mas podem ser severamente degra-
dados na presença de interferências como a reverberação ou ruídos. O modelo GMM (𝜆)
(REYNOLDS; ROSE, 1995) é definido como uma soma ponderada de 𝑀 distribuições
Gaussianas e foi proposto para classificação de locutores. A soma de gaussianas é dada
por
𝑝(?⃗?|𝜆) =
𝑀∑︁
𝑖=1
𝑝𝑖𝑏𝑖(?⃗?), (2.12)
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Cada componente do modelo GMM 𝑏𝑖(?⃗?) é uma função Gaussiana de dimensão
𝐷 e podem ser descritas por
𝑏𝑖(?⃗?) =
1
(2𝜋)𝐷2
√︁
|𝐾𝑖|
𝑒−
1
2 (?⃗?−𝜇𝑖)𝑇𝐾−1𝑖 (?⃗?−𝜇𝑖). (2.13)
onde 𝜇𝑖 é o vetor média e 𝐾𝑖 a matriz de covariância, com determinante |𝐾𝑖|. Os pesos 𝑝𝑖
satisfazem a condição ∑︀𝑀𝑖=1 𝑝𝑖 = 1. O modelo GMM pode ser representado pelo conjunto
de parâmetros
𝜆 = {𝑝𝑖, ?⃗?𝑖, 𝐾𝑖} 𝑖 = 1, . . . ,𝑀. (2.14)
Durante a fase de treinamento, os modelos para classificação dos locutores (𝜆)
são gerados a partir da matriz de atributos 𝑋 através do algoritmo EM (expectation-
maximization). O objetivo é obter o modelo 𝜆 que maximize a verossimilhança entre seus
parâmetros e a matriz de atributos, ou seja,
log 𝑝(𝑋|𝜆) = 1
𝑄
𝑄∑︁
𝑡=1
log 𝑝(?⃗?𝑡|𝜆). (2.15)
Na identificação, dada uma matriz de atributos 𝑋, o locutor ?^? que será esco-
lhido pelo decisor é aquele cujo modelo 𝜆?^? maximiza a probabilidade a posteriori. Logo,
dado um conjunto de 𝐿 locutores representados pelos modelos 𝜆1, 𝜆2, ..., 𝜆𝐿, de acordo
com a regra de Bayes:
?^? = arg max
1≤𝑘≤𝐿
𝑃 (𝜆𝑘|𝑋) = arg max1≤𝑘≤𝑆
𝑝(𝑋|𝜆𝑘) · 𝑃 (𝜆𝑘)
𝑝(𝑋) . (2.16)
Assumindo que a escolha de cada locutor é equiprovável (𝑃 (𝜆𝑘) = 1𝐿), consegue-
se simplificar a regra de decisão para:
?^? = arg max
1≤𝑘≤𝐿
𝑝(𝑋|𝜆𝑘). (2.17)
Considerando as probabilidades do vetor de atributos de cada quadro inde-
pendentes, conclui-se que:
?^? = arg max
1≤𝑘≤𝐿
𝑇∑︁
𝑡=1
log 𝑝(𝑥𝑡|𝜆𝑘), (2.18)
onde 𝑝(𝑥𝑡|𝜆𝑘) é dado pela Equação 2.12.
2.3 Resultados de identificação de locutor
Para analisar o impacto da reverberação na identificação de locutor, foram
realizados experimentos em dois cenários diferentes. No primeiro, o treinamento e teste
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foram realizados em uma mesma sala, com variação de RT60. No segundo, foram utilizadas
salas diferentes. Um subconjunto de 168 locutores da base de voz TIMIT (GAROFOLO et
al., 1993) amostrados a 16 kHz foi selecionado para condução dos testes de identificação.
Cada locutor possui 10 sinais com duração média de 3 s cada. Para os modelos foram
utilizados 24 s (8 locuções) e 6 s para os testes. De cada locutor, 2 locuções foram utilizadas
para teste, totalizando 336. Cada 6 s de teste dos 168 locutores contou com 188 quadros
resultando em 31.584 testes por quadro para cada RIR. Ou seja, 94.752 testes para os
experimentos com a base MARDY e 189.504 para os experimentos com a base AIR.
Para a extração dos vetores com MFCC, foram selecionados quadros de 32 ms,
com sobreposição de 50% para a extração de 12 coeficientes. Os modelos GMM foram
compostos com 32 gaussianas. As reverberações foram obtidas das bases MARDY (WEN
et al., 2006) e AIR (JEUB et al., 2009).
O desempenho dos sistemas foram avaliados pela taxa de acertos da identifi-
cação (𝑡𝑎), definida pela razão
𝑡𝑎 =
número de identificações corretas
número total de testes realizados × 100%. (2.19)
2.3.1 Resultados de Cenário 1: reverberações de uma mesma sala
As RIR selecionadas para este Cenário foram obtidas a partir de uma única
sala, variando-se a distância entre fonte e microfone (𝑑𝐹𝑀) e a posição de painéis absortivos
em suas superfícies. Na Tabela 2.1 encontram-se os parâmetros RT60, 𝑑𝐹𝑀 e DRR das
RIR selecionadas da base MARDY. Para analisar os resultados do efeito da reverberação
da identificação de locutor, foram consideradas 3 situações:
∙ Treinamento e testes com sinal de voz limpo,
∙ Treinamento e testes com mesmo RT60 e
∙ Treinamento e testes com RT60 diferentes.
A Tabela 2.5 apresenta os resultados dos experimentos de identificação que utilizam atri-
butos MFCC e o classificador GMM. Nela se encontram os resultados obtidos em dife-
rentes condições de treinamento e teste, incluindo com sinal sem reverberação (limpo).
Para treinamento e teste sem reverberação, a taxa de acerto encontrada foi de 99,70
p.p. Os experimentos indicam que os resultados com mesmo RT60 foram melhores que os
realizados em condição de descasamento de reverberação. Com descasamento, os resulta-
dos chegaram a cair até o valor de 27,68 p.p. (pontos percentuais) para treinamento de
RT60 = 0, 60 s e teste de RT60 = 0, 55 s. Enquanto isso, os experimentos onde não há o
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Tabela 2.5 – Resultados de identificação (%) com a base MARDY utilizando atributos
MFCC e classificador GMM.
Treinamento - RT60 (s)
Teste - RT60 (s)
Limpo 0,55 0,60 0,65
Limpo 99,70 37,20 74,40 55,36
0,55 56,85 97,62 41,07 51,49
0,60 71,13 30,65 93,45 70,24
0,65 51,79 41,96 66,07 90,48
descasamento de reverberação conseguiram até 97,40 p.p. para treinamento e teste com
RT60 = 0, 55 s.
2.3.2 Cenário 1: Discussão
Os resultados mostraram que nas situações onde houve o descasamento, as
taxas de acerto foram mais impactadas. Além disso, foi mostrado que nos experimen-
tos de identificação com reverberação e descasamento, os testes com sinais menos não-
estacionários obtiveram melhores resultados. Isto pode ser observado para as três condi-
ções de treinamento. Nas situações com casamento entre treinamento e teste, apesar de
menos impactados pela reverberação, o efeito fez com que as taxas de acerto fossem mais
degradadas para experimentos com sinais de voz reverberados menos não-estacionários.
As melhores taxas de acerto de identificação de locutor em situações onde há o casamento
de reverberações entre treinamento e teste condizem com o fato de que um sistema au-
ditivo anteriormente exposto a uma reverberação é menos impactado pelo efeito, como
mostrado em (TRAER; MCDERMOTT, 2016) (BRANDEWIE; ZAHORIK, 2010) (WAT-
KINS, 2005).
2.3.3 Resultados de Cenário 2: treinamento e teste em salas diferentes
A base AIR foi escolhida para os experimentos para analisar o impacto da
reverberação da identificação de locutor em situações de descasamento de salas entre trei-
Tabela 2.6 – Salas selecionadas da base AIR e parâmetros de RT60, 𝑑𝐹𝑀 e DRR das RIR
Sala RT60 (s) 𝑑𝐹𝑀 (m) DRR (dB) Dimensões (m)
Cabine 1 0,24 1,00 7,44 3, 0× 1, 8× 2, 2Cabine 2 0,37 1,50 5,27
Escritório 1 0,61 2,00 2,25 5, 0× 6, 4× 2, 9Escritório 2 0,64 3,00 -0,04
Sala de aula 1 0,77 7,10 -1,34 10, 8× 6, 4× 2, 9Sala de aula 2 0,87 5,00 -4,52
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Tabela 2.7 – Resultados de identificação (%) de experimentos com a base AIR em situação
de descasamento de salas.
Treinamento Teste Taxa de acerto Média
Escritório 1 24,40
Escritório 2 18,45
Sala de aula 1 23,21Cabine 1
Sala de aula 2 18,45
21,13
Escritório 1 56,55
Escritório 2 61,31
Sala de aula 1 43,15Cabine 2
Sala de aula 2 44,05
51,13
Cabine 1 29,76
Cabine 2 52,38
Sala de aula 1 69,64Escritório 1
Sala de aula 2 72,32
56,03
Cabine 1 25,60
Cabine 2 54,17
Sala de aula 1 68,15Escritório 2
Sala de aula 2 73,51
55,36
Cabine 1 30,95
Cabine 2 38,10
Escritório 1 64,29Sala de aula 1
Escritório 2 58,63
47,99
Cabine 1 23,21
Cabine 2 34,23
Escritório 1 70,54Sala de aula 2
Escritório 2 67,86
48,96
namento e teste. Desta base, foram escolhidas 3 salas diferentes, de quais foram utilizadas
2 RIR, com valores de (𝑑𝐹𝑀) diferentes. A Tabela 2.6 contém informações complementa-
res sobre o cenário dos experimentos com a base AIR que incluem os parâmetros das suas
RIR selecionadas.
Com a base AIR, foram realizados experimentos de identificação de locutor
com descasamento de salas entre treinamento e teste . A Tabela 2.7 apresenta o resultado
dos experimentos. Os resultados mostraram que o descasamento de salas impactou mais
as taxas de acerto que o descasamento de RIR em uma mesma sala. Os experimentos
mais impactados pelo descasamento foram os realizados com treinamento em Cabine 1.
Estes tiveram média de taxa de acerto de 21,13 p.p., com os piores resultados para testes
realizados em Escritório 2 e Sala de aula 2, com taxas de 18,45 p.p. Os experimentos com
treinamento nas salas Escritório 1 e 2 e em Sala de aula 1 e 2 foram mais impactados
com os testes em Cabine 1 e 2. Além disso, os resultados com treinamento em Escritório 1
conseguiram taxas de acerto bem próximas dos resultados com treinamento em Escritório
2 e o mesmo ocorreu para o treinamento em Sala de aula 1 e Sala de aula 2.
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2.3.4 Cenário 2: Discussão
Os resultados para experimentos com descasamento de salas entre treinamento
e teste mostraram que os resultados pouco variaram quando se compara os treinamentos
com Escritório 1 e Escritório 2, ou entre Sala de aula 1 e Sala de aula 2. O mesmo não
ocorre para Cabine 1 e 2, onde o primeiro apresenta taxa de acerto média de 21,13 p.p.,
enquanto o segundo apresenta 51,13 p.p. Isto pode ser justificado pela maior diferença
relativa nos valores de RT60 entre as RIR da sala Cabine, enquanto das outras salas foram
selecionadas RIR com RT60 próximos. Além disso, os resultados com teste em Cabine 1 e
2 foram mais impactados nos experimentos com descasamento de salas. Isto se explica de-
vido às RIR de Sala de aula e de Escritório terem uma não-estacionariedade mais próxima.
O experimentos de não-estacionariedade para Cabine 1 e 2 encontraram, respectivamente,
picos de INS de 256 e 242, sendo considerados altamente não-estacionários.
2.4 Resumo
Este Capítulo apresenta o efeito da reverberação em um sinal de voz, que foi
analisado a partir de espectrogramas e cocleogramas, além da medida de não-estacionariedade
INS. Em seguida, foi introduzido o funcionamento de um sistema de identificação de lo-
cutor, além do atributo MFCC e do classificador GMM utilizados nos experimentos de
identificação. Por fim, foram mostrados os resultados dos experimentos com casamento e
descasamento de salas entre treinamento e teste. Os experimentos mostraram que o reco-
nhecimento de locutor, quando realizado com a mesma RIR no treinamento e no teste, é
menos impactado pela reverberação que quando há o descasamento. Testes com descasa-
mento em uma mesma sala mostraram que os melhores resultados foram obtidos quando
os testes foram realizados com um sinal reverberado menos não-estacionário. Experimen-
tos de identificação de locutor onde há o descasamento de salas entre treinamento e teste
mostraram que quando treinamento e teste são realizados com sinais de voz reverbera-
dos Não-estacionários ou Moderadamente não-estacionários, o impacto é menor do que
quando envolvem sinais de voz reverberados Altamente não-estacionários.
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3 Redução do Efeito da Reverberação Base-
ada em Máscaras Acústicas
A captação do sinal de voz, em diversos tipos de ambientes, está sujeita a
interferências como ruídos acústicos ou reflexões do próprio sinal, como a reverberação.
Estes efeitos provocam severa degradação da qualidade e da inteligibilidade dos sinais.
Consequentemente, afetam a acurácia de diversas aplicações como identificação de locutor,
reconhecimento de voz, localização de fontes acústicas, entre outras.
Diferentes soluções foram propostas na literatura para aprimorar a qualidade
dos sinais de voz em presença de distorção por ruídos acústicos. As principais técnicas
são de realce de sinais (ZÃO et al., 2014) (TAVARES; COELHO, 2016), separação cega
(LEE, 1998) e de filtragem espacial (VEEN; BUCKLEY, 1988) (KRIM; VIBERG, 1996).
No entanto, estas soluções não proveem um aprimoramento da inteligibilidade sonora
(LOIZOU, 2013) (TAAL et al., 2011). O tratamento de inteligibilidade é fundamental para
as aplicações e sistemas que envolvam o reconhecimento de padrão e classificação de sinais.
Os principais métodos propostos na literatura para aprimoramento da inteligibilidade são
baseados em máscaras acústicas (LOIZOU, 2013).
Este Capítulo apresenta um estudo com medidas objetivas de inteligibilidade
que avalia o impacto causado pela reverberação e o desempenho de máscaras acústicas
ideais (WANG, 2005) (KOKKINAKIS et al., 2011) e não-ideais (HAZRATI et al., 2012)
nestas condições. Para a avaliação objetiva da inteligibilidade , são adotadas três medi-
das: CSII (Coherence and Speech Intelligibility Index (KATES; AREHART, 2005)), STOI
(Short-Time Objective Intelligibility (TAAL et al., 2011)) e SRMR (Speech to Reverbe-
ration Modulation Energy ratio (FALK et al., 2010)). Estas medidas foram aplicadas na
literatura com sucesso para investigar situações de distorção por ruídos (TAAL et al.,
2011) (TAVARES; COELHO, 2016) (ZÃO et al., 2014). Os resultados indicam que a
reverberação degradou a inteligibilidade da voz. Em uma mesma sala, esta degradação
ocorreu em maior magnitude com o aumento da d𝑓𝑚 (distância fonte-microfone) e de RT60
(Reverberation Time).
3.1 Máscaras Acústicas
As máscaras acústicas foram propostas para simular a capacidade perceptual
humana de separar uma fonte de suas interferências como no problema do “Cocktail party”
(BRONKHORST, 2000). Nesta Seção, é descrito o processo de obtenção de uma máscara
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Figura 3.1 – Diagrama genérico de uma máscara acústica (LOIZOU, 2013).
acústica ideal (que utiliza informações do sinal limpo) e suas variações (utilizando FFT
ou filtros Gammatone). Além disso, é descrita uma máscara cega (não-ideal), ou seja, que
não utiliza informações do sinal sem reverberação. O objetivo principal do emprego das
máscaras acústicas é a redução dos efeitos da reverberação no sinal de voz, e consequen-
temente, o aprimoramento da qualidade e inteligibilidade do sinal.
3.1.1 Máscaras acústicas ideais
As máscaras acústicas ideais geralmente estão definidas pelos seguintes passos
(LOIZOU, 2013) (WANG, 2005), ilustrados na Figura 3.1:
1. Decomposição tempo-frequência (TF): O sinal reverberado é janelado e, em seguida,
é aplicada a transformada de Fourier em cada um dos quadros. O sinal 𝑌 (𝑘, 𝑡) re-
presenta o espectro da sub-banda 𝑘 do 𝑡-ésimo quadro do sinal reverberado. Além
da STFT (Short-Time Fourier Transform) como método de separação em frequên-
cias, também podem ser utilizados bancos de filtros como, por exemplo, Gammatone
(JOHANNESMA, 1972) (PATTERSON; MOORE, 1986) (COOKE, 1993).
2. Critério de seleção: Define-se um critério 𝐶(𝑘, 𝑡) que determinará se o quadro 𝑌 (𝑘, 𝑡)
será considerado dominante pelo sinal de voz ou pela reverberação. No caso da más-
cara ideal, além da representação tempo-frequência do sinal reverberado, também é
necessário o conhecimento do sinal sem reverberação para a obtenção de 𝐶(𝑘, 𝑡).
3. Mascaramento: Os quadros que comporão o sinal “mascarado” ?^?(𝑘, 𝑡) são definidos
por:
?^?(𝑘, 𝑡) =
⎧⎨⎩ 𝑌 (𝑘, 𝑡), se 𝐶(𝑘, 𝑡) ≥ 𝛾,0, caso contrário, (3.1)
onde 𝛾 é o limiar de seleção.
A Equação 3.1 também pode ser descrita da seguinte maneira:
?^?(𝑘, 𝑡) = 𝐵(𝑘, 𝑡) · 𝑌 (𝑘, 𝑡) (3.2)
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onde 𝐵(𝑘, 𝑡) é uma função binária denominada máscara binária, dada por:
𝐵(𝑘, 𝑡) =
⎧⎨⎩ 1 se 𝐶(𝑘, 𝑡) ≥ 𝛾,0, caso contrário. (3.3)
4. Reconstrução do sinal: A transformada inversa de Fourier é aplicada em ?^?(𝑘, 𝑡)
para reconstruir os quadros no domínio do tempo. Em seguida, os quadros recons-
truídos são concatenados para obter o sinal mascarado, mantendo as sobreposições
utilizadas inicialmente. Se o método de decomposição das sub-bandas escolhido no
primeiro passo for de banco de filtros, as saídas dos filtros após a máscara são
somadas para a obtenção do sinal mascarado.
Neste trabalho, duas máscaras ideais que utilizam diferentes métodos de de-
composição em frequência foram utilizadas. As máscaras estão descritas abaixo:
∙ IBM - Ideal Binary Mask
Na máscara IBM (LI; LOIZOU, 2007) é empregada a STFT como forma de decom-
posição em frequência dos quadros do sinal. O janelamento é realizado com quadros
de Hanning de 20 ms de duração com 50% de sobreposição. O critério de seleção
adotado é a razão sinal-reverberação SRR(𝑘, 𝑡) ≥ −5 dB.
∙ IRM - Ideal Reverberant Mask
Os filtros Gammatone (JOHANNESMA, 1972) (PATTERSON; MOORE, 1986)
(COOKE, 1993) foram propostos para descrever o comportamento da função de
resposta ao impulso do sistema auditivo humano no domínio do tempo. Sendo as-
sim, na literatura este banco de filtros é geralmente aplicado para modelar ou simular
o sistema auditivo atingindo a inteligibilidade sonora. Na máscara IRM é utilizado
um banco de 128 filtros Gammatone de quarta ordem para realizar a decomposição
tempo-frequência. As frequências centrais são espaçadas entre si de acordo com a
escala ERB (Equivalent rectangular bandwidth) distribuída entre 50 Hz e 8 kHz.
Em seguida, os sinais de cada sub-banda são divididos em quadros de 20 ms1 com
50% de sobreposição. Este processo é realizado com o sinal reverberado e com o
sinal direto para a obtenção da SRR de cada quadro 𝑌 (𝑘, 𝑡). O critério de seleção
utilizado é SRR(𝑘, 𝑡) ≥ −5 dB para a escolha dos quadros dominados pela voz. Em
(KOKKINAKIS et al., 2011), foi mostrado que o valor de −5 dB como limiar de
1 A análise do sinal de voz é aplicada em tempo curto (QUATIERI, 2002), ou seja, em quadros de
cerca de 20-30 ms de duração. Durante este intervalo, o sinal de voz é considerado estável (processo
estacionário). Isso permite que vetores de atributos possam ser extraídos ou estimados de cada quadro
de voz.
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Figura 3.2 – Diagrama da máscara acústica BRM (HAZRATI et al., 2012)
SRR obteve o maior incremento na taxa de reconhecimento de palavras em testes
perceptuais de inteligibilidade em que foram testados limiares de −15 a 5 dB.
Para reconstruir o sinal, as 128 sub-bandas são obtidas a partir da concatenação das
janelas após a máscara ?^?(𝑘, 𝑡) e invertidas no tempo. Em seguida, é aplicado um
filtroGammatone em cada sub-banda correspondente à sua frequência central e estas
são invertidas no tempo novamente. Ao final, o sinal de voz com redução do efeito
de reverberação, ou “mascarado”, é obtido da soma das sub-bandas resultantes.
3.1.2 Máscara acústica não-ideal ou Cega: BRM - Binary Reverberant Mask
A principal limitação das máscaras acústicas ideais deve-se à necessidade de
informações do sinal de voz limpo (sem reverberação) para o cálculo de SRR(𝑘, 𝑡). A
máscara cega não-ideal BRM (HAZRATI et al., 2012) foi proposta para evitar a exigência
das informações do sinal sem reverberação. Para isto, é necessário um critério de seleção
diferente da SRR.
O diagrama da máscara BRM(𝑘, 𝑡) está exemplificado na Figura 3.2 e nas
etapas a seguir.
1. Decomposição tempo-frequência (TF) e cálculo dos coeficientes: Na BRM a represen-
tação tempo-frequência aplica um banco de 64 filtros Gammatone de quarta ordem
espaçados logaritmicamente entre 50 Hz e 8 kHz. Em seguida, para cada quadro
tempo-frequência 𝑟(𝑘, 𝑡) é calculado um coeficiente pela razão da variância do sinal
elevada a uma dada potência sobre a sua variância absoluta, de acordo,
𝑓𝑀(𝑘, 𝑡) = 10 log10
⎛⎝ 𝜎2𝑟′(𝑘, 𝑡)
𝜎2|𝑟|(𝑘, 𝑡)
⎞⎠ , (3.4)
onde 𝑟′(𝑡, 𝑗) = |𝑟(𝑘, 𝑡)|𝛼, |𝑟(𝑡, 𝑗)| é o valor absoluto do quadro no tempo 𝑡 e sub-banda
𝑗 e 𝜎2𝑟′(𝑘, 𝑡) e 𝜎2|𝑟|(𝑘, 𝑡) são suas respectivas variâncias dos quadros correspondentes.
O objetivo deste atributo é identificar picos e vales (HAZRATI et al., 2012) em cada
sub-banda. Posteriormente, os valores de 𝑓𝑀 são suavizados no tempo através de
um filtro mediana de ordem 3.
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2. Critério de seleção: O critério de seleção da máscara é baseado no histograma
𝑓ℎ𝑖𝑠𝑡(𝑘, 𝑡), calculado a partir dos valores de 𝑓𝑀 dos 𝑄𝑝 quadros anteriores a 𝑡, até os
seus 𝑄𝑓 quadros seguintes. Cada histograma 𝑓ℎ𝑖𝑠𝑡(𝑘, 𝑡) normalizado possui 𝐿 classes
com pesos 𝑝𝑖 (𝑖 = 1, ..., 𝐿). A partir destes valores, são calculadas a média global
𝑚𝐺, a média cumulativa 𝑚(𝑙) e a soma cumulativa 𝑃𝑠(𝑙), definidos por:
𝑚𝐺 =
𝐿∑︁
𝑖=1
𝑖.𝑝𝑖 𝑚(𝑙) =
𝑙∑︁
𝑖=1
𝑖.𝑝𝑖 𝑃𝑠(𝑙) =
𝑙∑︁
𝑖=1
𝑝𝑖. (3.5)
O limiar ótimo 𝑙* é definido como o valor de 𝑙 que maximiza a variância entre classes
𝜎2𝐵(𝑙), dada por:
𝜎2𝐵(𝑙) =
(𝑚𝐺𝑃𝑠(𝑙)−𝑚(𝑙))2
𝑃𝑠(𝑙)(1− 𝑃𝑠(𝑙)) . (3.6)
3. Mascaramento: O valor 𝑙* é empregado como critério de seleção para definir se o
conteúdo do quadro 𝑟(𝑘, 𝑡) é predominante pela voz e será mantido após o masca-
ramento. Logo, a máscara é expressa por:
BRM(𝑘, 𝑡) =
⎧⎨⎩ 1 se 𝑓𝑀(𝑘, 𝑡) > max(𝑙
*(𝑘, 𝑡), 𝑙0),
0, caso contrário,
(3.7)
onde 𝑙0 é o limiar de silêncio. A máscara é aplicada em 𝑌 (𝑘, 𝑡) segundo
?^?(𝑘, 𝑡) = 𝑌 (𝑘, 𝑡)BRM(𝑘, 𝑡). (3.8)
4. Reconstrução do sinal: Finalmente, a reconstrução do sinal mascarado é realizada em
cada sub-banda. Os quadros são concatenados de acordo com as suas sobreposições
iniciais e invertidas no tempo. Um filtro Gammatone é aplicado em cada sub-banda.
Em seguida, o sinal é invertido no tempo novamente. Por fim, os sinais são somados
para a obtenção do sinal reconstruído ou “mascarado”.
3.2 Medidas de inteligibilidade Acústica
A inteligibilidade acústica de um sinal de voz reflete o quão compreensível é
a mensagem transmitida para o sistema auditivo humano. Estudos em (BOLT; MAC-
DONALD, 1949) indicaram uma relação entre a inteligibilidade da voz reverberada e o
valor de RT60 da RIR. Em (NÁBĚLEK; ROBINSON, 1982), diversos testes perceptuais
monoaurais e binaurais mostraram que a inteligibilidade na presença de reverberação é
afetada pelo RT60 da sala e pela idade do ouvinte. Testes perceptuais são a forma mais
precisa de se avaliar estes fenômenos, porém são frequentemente substituídos por medi-
das objetivas devido aos menores custos e maior rapidez na execução dos experimentos
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(QUACKENBUSH et al., 1988) (RIX et al., 2001), (HU; LOIZOU, 2008) (BISPO et al.,
2016).
Neste trabalho, foram adotadas para o estudo do fenômeno três medidas ob-
jetivas de inteligibilidade: CSII (KATES; AREHART, 2005), STOI (TAAL et al., 2011)
e SRMR (FALK et al., 2010). Estas medidas permitem avaliar o impacto do efeito da
reverberação causado nos sinais de voz e a eficiência das máscaras acústicas em recuperar
a sua inteligibilidade.
3.2.1 CSII
A CSII (coherence and speech intelligibility index) (KATES; AREHART, 2005)
é um aprimoramento da medida SII (speech intelligibility index). Esta medida utiliza a
coerência quadrática (MSC - magnitude-squared coherence) para calcular a SRR usada
na computação dos índices, que variam entre zero e um. A técnica tem como diferencial
o fato de levar em consideração as distorções causadas por “center-clipping” (redução
da amplitude próximas ao nível de referência em regiões com atividade de voz) e “peak-
clipping” (redução da amplitude por saturação). Primeiramente, o sinal de referência sem
reverberação 𝑥(𝑡) e o sinal resultante do uso das máscaras 𝑦(𝑡) são janelados com tamanho
de quadro de 16 ms com 50% de sobreposição. A partir da aplicação de uma DFT (Discrete
Fourier Transform), são obtidos os respectivos espectros 𝑋𝑗(𝑓) e 𝑌𝑗(𝑓), com 𝑓 = 0, ..., 𝐹 ,
referentes ao quadro 𝑗. A medida MSC é dada por,
MSC(𝑓) =
|∑︀𝑄−1𝑗=0 𝑋𝑗(𝑓)𝑌 *𝑗 (𝑓)|2
(∑︀𝑄−1𝑗=0 |𝑋𝑗(𝑓)|2)(∑︀𝑄−1𝑗=0 |𝑌𝑗(𝑓)|2) , (3.9)
onde 𝑄 é o número total de quadros. A MSC representa o quanto da potência do sinal de
saída é linearmente dependente da entrada (KATES; AREHART, 2005). O complemento
1 −MSC(𝑓) representa a presença de distorção e ruído. Em seguida, a SRR é calculada
por,
SRR(𝑗) =
∑︀𝐹
𝑓=0 𝐼𝑗(𝑓)𝑀𝑆𝐶(𝑓)𝑆𝑦(𝑓)∑︀𝐹
𝑓=0 𝐼𝑗(𝑓)[1−𝑀𝑆𝐶(𝑓)]𝑆𝑦(𝑓)
, (3.10)
onde 𝑆𝑦(𝑓) é a amostra 𝑓 da densidade espectral de potência de 𝑦(𝑡) e 𝐼𝑏(𝑓) é um filtro
que atribui um peso à frequência 𝑓 relativo à inteligibilidade.
Em (KATES; AREHART, 2005), foi mostrado que uma alta correlação com
testes subjetivos de acertos de palavras é alcançada quando se realiza a obtenção do índice
CSII em três níveis de amplitude diferentes. Assim, o cálculo de CSII neste trabalho foi
realizado com a divisão do sinal de voz em três regiões diferentes de amplitude. O CSIIalto
é obtido a partir das regiões com amplitude acima do valor RMS (root mean square). O
CSIImédio é calculado com as regiões entre 0 e 10 dB abaixo de RMS. A partir dos quadros
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entre 10 e 30 dB abaixo do nível RMS, é obtido CSIIbaixo. O janelamento é feito com
quadros de Hamming com 50% de sobreposição e duração de 16 ms.
Neste trabalho, o resultado da composição dos três índices foi adaptado para
a base de voz TIMIT (GAROFOLO et al., 1993) e é dado por:
𝑐 = −3, 47 + 1, 84CSIIbaixo + 9, 99CSIImédio + 0, 00CSIIalto. (3.11)
Uma função logística de mapeamento em entre o índice CSII e testes percep-
tuais de inteligibilidade foi utilizada neste trabalho. Ela é descrita por
𝑓(𝑐) = 100%1 + exp(𝑎𝑐+ 𝑏) , (3.12)
onde 𝑎 e 𝑏 são constantes. Neste trabalho, foram utilizados os valores 𝑎 = −6, 13 e
𝑏 = −0, 75, calculados a partir dos resultados de testes perceptuais em ambientes com
reverberação de (NÁBĚLEK; ROBINSON, 1982).
3.2.2 STOI
A medida STOI (short-time objective intelligibility) (TAAL et al., 2011) es-
tima a degradação da inteligibilidade de algoritmos de redução de ruídos. Diferentemente
da medida clássica AI (Articulation Index) (KRYTER, 1962) e suas derivadas (STEENE-
KEN; HOUTGAST, 1980) (RHEBERGENT; VERSFELD, 2005) (LOIZOU; HU, 2011),
esta medida não se baseia no cálculo da SRR para avaliar a inteligibilidade dos sinais de
voz. Na STOI, o coeficiente de correlação entre os espectros dos sinais limpo e realçado é
utilizado para avaliar a degradação da inteligibilidade de algoritmos de redução de ruídos.
A medida apresenta forte relação monotônica com testes subjetivos de inteligibilidade em
que a voz corrompida por ruídos é realçada a partir de ponderações tempo-frequência 2.
Primeiramente, o sinal de voz limpo 𝑥(𝑡) é reamostrado a 10 kHz e dividido em
janelas de Hamming de 256 amostras com 50% de sobreposição. Esta taxa de amostragem é
a mesma utilizada em (TAAL et al., 2011). Em seguida, aplica-se uma DFT de 512 pontos
em cada quadro, formando a matriz 𝑋, onde 𝑋(𝜅, 𝜏) representa o 𝜅-ésimo ponto da DFT
do quadro 𝜏 . Os pontos 𝑋(𝜅, 𝜏) são então agrupados em 15 sub-bandas de frequência
cujos centros variam entre 150 Hz e 4300 Hz. A norma para cada sub-banda é definida
por
?¯?𝑗(𝜏) =
⎯⎸⎸⎸⎷𝜅𝑢(𝑗)−1∑︁
𝜅=𝜅𝑙(𝑗)
|𝑋(𝜅, 𝜏)|, (3.13)
2 Uma medida de inteligibilidade é capaz de realizar predições de testes subjetivos de inteligibilidade
(e.g., taxa de reconhecimento de palavras). Entretanto, uma relação monotônica entre a medida e a
inteligibilidade da voz é suficiente para uma análise de métodos de realce (TAAL et al., 2011).
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onde 𝜅𝑙(𝑗) e 𝜅𝑢(𝑗) são, respectivamente, os limites inferior e superior da sub-banda 𝑗
(𝑗 = 1, 2, ..., 15). Com os valores das normas, define-se a envoltória temporal de cada
sub-banda pelo seguinte vetor:
?⃗?(𝑗,𝜏) = [?¯?𝑗(𝜏 − 29), ?¯?𝑗(𝜏 − 28), ..., ?¯?𝑗(𝜏)]𝑇 . (3.14)
A partir do mesmo processo com o sinal de voz corrompido 𝑦(𝑡) obtém-se ?⃗?(𝑗,𝜏).
Este é normalizado segundo,
¯⃗𝑦(𝑗,𝜏) = min
(︃‖?⃗?(𝑗,𝜏)‖
‖?⃗?(𝑗,𝜏)‖ ?⃗?(𝑗,𝜏), (1 + 10
− 𝛽20 )?⃗?(𝑗,𝜏)(𝑛)
)︃
, (3.15)
onde || · || representa a norma ℓ2 e 𝛽 = −15 dB indica o limite inferior de SDR (Signal-
to-Distortion Ratio). O valor de STOI(𝑗,𝜏) é dado por:
STOI(𝑗,𝜏) =
(?⃗?(𝑗,𝜏) − 𝜇?⃗?(𝑗,𝜏))𝑇 (¯⃗𝑦(𝑗,𝜏) − 𝜇¯⃗𝑦(𝑗,𝜏))
‖?⃗?(𝑗,𝜏) − 𝜇?⃗?(𝑗,𝜏)‖‖(¯⃗𝑦(𝑗,𝜏) − 𝜇¯⃗𝑦(𝑗,𝜏)‖
, (3.16)
sendo 𝜇 a média do vetor correspondente. Por fim, a medida STOI é calculada a partir
da média de todos os valores de STOI(𝑗,𝜏), dados por:
STOI = 115𝑄
15∑︁
𝑗=1
𝑄∑︁
𝜏=1
STOI(𝑗,𝜏), (3.17)
onde 𝑄 é o número total de quadros.
Além da proposta de medida objetiva, os autores também propuseram uma
função de mapeamento do índice STOI para predição da taxa de acerto de palavras em
testes subjetivos. Esta função de mapeamento é dada por
𝑓(STOI) = 100%1 + exp(𝑎STOI+ 𝑏) , (3.18)
onde 𝑎 e 𝑏 são constantes. Para a adaptação da medida à experimentos com sinais de voz
reverberados, foram utilizados os resultados de testes perceptuais obtidos em (NÁBĚLEK;
ROBINSON, 1982) para se definirem os valores 𝑎 = −12, 47 e 𝑏 = 5, 90.
Além da função de mapeamento, a inteligibilidade também foi avaliada se-
gundo a variação percentual do índice através do ΔSTOI (DELFARAH; WANG, 2017),
de forma que
ΔSTOI(%) = 100%× (STOIvoz mascarada − STOIvoz reverberada). (3.19)
3.2.3 SRMR
A SRMR (Speech to reverberation modulation energy ratio) (FALK et al., 2010)
é uma medida objetiva não-intrusiva de qualidade e inteligibilidade da voz voltada para
Capítulo 3. Redução do Efeito da Reverberação Baseada em Máscaras Acústicas 48
situações de reverberação e voz desreverberada. A característica não-intrusiva diz respeito
ao fato de a medida não ter a limitação de precisar do sinal limpo para ser calculada. A
SRMR se baseia no fato de que a voz reverberada concentra a energia do sinal modulado
nas frequências mais altas que a voz sem reverberação.
O cálculo desta medida é realizado a partir da divisão em sub-bandas do sinal
de voz 𝑥(𝑛) através de um banco de 23 filtros Gammatone com frequências centrais
distribuídas de 125 Hz até a metade da taxa de amostragem de acordo com a escala
de Bandas Retangulares Equivalentes (GLASBERG; MOORE, 1990). A partir do sinal
de cada sub-banda 𝑥𝑗(𝑛), é utilizada a transformada de Hilbert ℋ(·) para se calcular a
envoltória temporal 𝑒𝑗(𝑛) de forma que
𝑒𝑗(𝑛) =
√︁
𝑥𝑗(𝑛)2 +ℋ{𝑥𝑗(𝑛)}2 𝑗 = {1, . . . , 23}. (3.20)
Em seguida, cada envoltória temporal 𝑒𝑗(𝑛) é janelada com quadros de Ham-
ming de 256 ms com 32 ms de sobreposição, representados por 𝑒𝑗(𝑚,𝑛), onde 𝑚 é o índice
do quadro no domínio do tempo. Utiliza-se então uma transformada discreta de Fourier
para o cálculo da potência espectral do sinal modulado de cada quadro 𝑒𝑗(𝑚,𝑛), logo
𝐸𝑗(𝑚, 𝑓) = |ℱ(𝑒𝑗(𝑚,𝑛))|2, (3.21)
onde 𝑓 representa o índice do bin de frequência. Estas frequências são então agrupadas
em oito bandas de forma a emular um banco de filtros modulados inspirado no sistema
auditivo humano (DAU et al., 1996). A partir da média temporal da potência espectral
𝐸𝑗(𝑚, 𝑓), é definida 𝜀𝑗,𝑘 a potência média do sinal modulado da 𝑗-ésima sub-banda e 𝑘-
ésimo filtro modulado, onde 𝑗 = 1, . . . , 23 e 𝑘 = 1, . . . , 8. Quando se calcula o valor médio
de 𝜀𝑗,𝑘 para cada sub-banda 𝑗, é obtida a potência média por frequência modulada 𝜀𝑘,
dada por
𝜀𝑘 =
1
23
23∑︁
𝑗=1
𝜀𝑗,𝑘. (3.22)
Por fim, considera-se que a qualidade e a inteligibilidade do sinal reverberado
e desreverberado está relacionada à energia nas frequências moduladas a partir do quinto
filtro. O índice SRMR é então definido pela razão
SRMR =
∑︀4
𝑘=1 𝜀𝑘∑︀𝐾*
𝑘=5 𝜀𝑘
(3.23)
onde 𝐾* é a banda modulada até onde se encontra 90% da energia.
3.3 Resultados dos experimentos de inteligibilidade
No Capítulo 2, foi apresentado o efeito da reverberação e seu impacto nos resul-
tados de identificação de locutor. Neste Capítulo, o objetivo é mostrar como as máscaras
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Figura 3.3 – Sinais de voz e seus respectivos espectrogramas (a) sinal direto, (b) reverbe-
rado, (c) IBM, (d) IRM e (e) BRM.
acústicas podem melhorar a inteligibilidade do sinal de voz na presença de reverberação.
Nos experimentos conduzidos e apresentados neste Capítulo, sinais de voz foram reverbe-
rados e receberam a aplicação das máscaras acústicas ideais e a não-ideal apresentadas.
Em seguida, foram empregadas as medidas objetivas de inteligibilidade (CSII, STOI e
SRMR) para análise do impacto da reverberação nos sinais de voz e da capacidade das
máscaras acústicas de recuperar a sua inteligibilidade. Além disso, foram mostrados os
espectrogramas (O’SHAUGHNESSY, 2000) do sinal de voz com reverberação e após a
aplicação das máscaras acústicas.
3.3.1 Cenário dos experimentos
Para analisar o efeito da reverberação no sinal de voz, foram realizados testes
com 24 locutores selecionados da base de voz TIMIT (GAROFOLO et al., 1993), sendo
8 mulheres e 16 homens. De cada locutor, foram utilizadas 10 gravações com duração
média de 3 s e amostradas a 16 kHz, totalizando 240 sinais de voz. Estes sinais foram
reverberados a partir de RIR selecionadas das bases AIR (JEUB et al., 2009), de onde
foram escolhidas 6 RIR de 3 salas distintas, e MARDY (WEN et al., 2006), de onde foram
escolhidas 3 RIR de uma única sala, com valores de RT60 diferentes. Os parâmetros das
salas e das RIR foram descritos no Capítulo 2, nas Tabela 2.1 e 2.6. As medidas foram
aplicadas nos sinais de voz nas situação de reverberação sem aplicação da máscara (SM)
e após o uso das máscaras IBM, IRM e BRM.
A Figura 3.3 ilustra os espectrogramas dos sinais limpo e reverberado pela base
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Tabela 3.1 – Resultados de predição de inteligibilidade (%) com CSII para os sinais de voz
com reverberação da base AIR e após a aplicação das máscaras acústicas.
Sala RT60 SM IBM IRM BRM
Limpo - 99,90 99,90 99,90 99,66
Cabine 1 0,24 98,45 99,21 98,93 98,42
Cabine 2 0,37 97,83 99,15 99,04 98,05
Escritório 1 0,61 95,80 98,75 96,17 96,16
Escritório 2 0,64 93,67 98,24 97,89 94,31
Sala de aula 1 0,77 90,33 97,86 98,11 92,36
Sala de aula 2 0,89 86,86 97,14 97,01 89,74
Média (reverberações) 93,82 98,39 97,86 94,84
MARDY e após o tratamento das máscaras acústicas, bem como a representação no tempo
destes sinais. Além de mostrar o efeito da reverberação no tempo e na frequência, a figura
também apresenta a atuação das máscaras acústicas IBM, IRM e BRM em remover as
regiões dominadas pela interferência. A seguir, são apresentados os resultados das medidas
objetivas de inteligibilidade.
3.3.2 CSII
A Tabela 3.1 apresenta os resultados de CSII nas situações de reverberação
com a base AIR e com a aplicação das máscaras acústicas apresentadas. Os resultados
da coluna SM, quando comparados com o a medida de CSII para a situação anecoica,
mostram que a reverberação degradou a inteligibilidade do sinal de voz. A comparação
dos resultados de CSII em uma mesma sala mostrou que, neste caso, a inteligibilidade
diminuiu com o aumento do valor de RT60.
Os resultados também mostram que as máscaras acústicas tiveram êxito em
melhorar a inteligibilidade do sinal de voz reverberado. O melhor resultado em média
ocorreu para a máscara IBM, com melhora de 4,57 p.p. de predição de inteligibilidade.
O maior aumento de inteligibilidade foi de 10,28 p.p. e ocorreu em Sala de aula 2, para
a máscara IBM. A máscara não-ideal BRM, mostrou-se capaz de melhorar a inteligibili-
dade mesmo sem informações do sinal direto, com aumento de 1,01 p.p. na predição de
inteligibilidade em média, com maior aumento em Sala de aula 2, de 2,88 p.p..
A Figura 3.4 ilustra os resultados da medida CSII para as situações anecoica
e com reverberação da base MARDY. Os resultados para a situação sem máscara (SM)
mostram que, para a mesma sala, o aumento do valor de RT60 diminuiu a inteligibilidade,
chegando a uma redução da predição de taxa de acerto de palavras em 3,93 p.p. para a RIR
de RT60 = 0, 65 s. O maior aumento de inteligibilidade ocorreu para a máscara IBM com
a reverberação de RT60 = 0, 65 s, com melhora de 3,01 p.p. de inteligibilidade, seguido de
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Figura 3.4 – Resultados de CSII para os sinais de voz com reverberação da base MARDY
e após a aplicação das máscaras acústicas.
um aumento de 0,51 p.p. para o mesmo RT60 com a máscara IRM. A máscara não-ideal
BRM também conseguiu uma melhora na inteligibilidade chegando a um aumento de 0,79
p.p. para RT60 = 0, 55 s, com aumento médio de 0,18 P.P. para situações de reverberação.
3.3.3 STOI
Os resultados apresentados na Figura 3.5 mostram os resultados de inteligibi-
lidade com a medida STOI nas situações de reverberação com a base AIR. A coluna SM
apresenta os resultados para as situações sem máscara. A medida STOI também mostrou
que a inteligibilidade dos sinais de voz diminuiu com o aumento do valor de RT60 quando
na mesma sala. Isso se repetiu para as três salas da base AIR com maior diferença em
Sala de aula 2, de 31,30 p.p. de previsão de inteligibilidade. Os resultados de STOI com
as máscaras acústicas mostraram que elas melhoraram a inteligibilidade nas situações de
reverberação, com a melhor média de inteligibilidade para a máscara IRM, de 96,68 p.p..
A maior melhora com a máscara IRM ocorreu em Sala de aula 2, de 20,74 p.p.. A máscara
IBM conseguiu melhora média de 9,34 p.p., com maior aumento para Sala de aula 2, de
29,38 p.p.. A medida mostrou também que máscara não-ideal conseguiu melhorar também
a inteligibilidade, com aumento médio de 3,23 p.p. nas situações de reverberação, com
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Figura 3.5 – Resultados de predição de inteligibilidade (%) com STOI para os sinais de
voz com reverberação da base AIR e após a aplicação das máscaras acústicas.
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Tabela 3.2 – Resultados de ΔSTOI para experimentos com a base MARDY.
RT60 (s) IBM IRM BRM
Limpo 0,00 -0,11 -6,63
0,55 3,60 3,39 1,12
0,60 4,30 4,12 1,41
0,65 14,02 13,79 4,64
Média (com reverberação) 7,30 7,10 2,39
melhor resultado para Sala de aula 2, com 11,06 p.p. de aumento.
Os resultados apresentados na Tabela 3.2 mostram o desempenho das más-
caras acústicas com as reverberações da base MARDY, todas de uma mesma sala. Os
melhores resultados também foram para a IBM, com aumento médio de 14,02 p.p. de
ΔSTOI, seguido de um aumento de 13,49 p.p. da máscara IRM. A máscara não-ideal
BRM melhorou a inteligibilidade do sinal com um aumento médio de 2,39 p.p. de ΔSTOI
para as situações reverberadas.
3.3.4 SRMR
A Tabela 3.3 mostra os resultados com experimentos realizados com a medida
não-intrusiva SRMR e as reverberações da base AIR. A coluna SM apresenta tendência
de diminuição da inteligibilidade com o aumento do valor de RT60 também foi refletida
com a SRMR. Porém, os maiores valores ocorreram com a máscara não-ideal BRM, com
média de SRMR de 6,32. O maior aumento também ocorreu com esta máscara, com a
reverberação Cabine 2. As máscaras IBM e IRM conseguiram média de 2,13 e 2,48 de
diferença em relação à média das situações sem tratamento.
A Figura 3.6 mostra os resultados de SRMR para com a base MARDY. A
medida também mostrou o impacto da reververação na inteligibilidade do sinal de voz
Tabela 3.3 – Resultados de SRMR para os sinais de voz com reverberação da base AIR e
após a aplicação das máscaras acústicas.
Sala RT60 (s) SM IBM IRM BRM
Anecoico - 6,37 6,37 6,37 8,24
Cabine 1 0,24 4,71 5,97 4,70 7,68
Cabine 2 0,37 3,74 5,40 6,31 8,34
Escritório 1 0,77 2,72 4,74 5,79 6,35
Escritório 2 0,89 2,56 5,25 5,98 5,92
Sala de aula 1 0,61 1,68 4,58 3,83 4,63
Sala de aula 2 0,64 1,66 3,94 5,35 5,01
Média 2,85 4,98 5,33 6,32
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Figura 3.6 – Resultados de SRMR para os sinais de voz com reverberação da base
MARDY e após a aplicação das máscaras acústicas.
com diminuição de até 4,27 entre o índice para a voz anecoica e com a reverberação com
RT60 = 0, 65. A máscara BRM apresentou a melhor média de índice SRMR, de 4,70 e o
melhor aumento, de 2,67 para RT60 = 0, 60.
3.4 Resumo
Este Capítulo apresentou uma solução para recuperação da inteligibilidade da
voz reverberada baseada no sistema auditivo humano, as máscaras acústicas. Duas más-
caras ideais e uma não-ideal foram mostradas. Para avaliar o impacto da reverberação
na inteligibilidade e o desempenho das máscaras em reduzir este impacto, foram apre-
sentadas três medidas objetivas de inteligibilidade, sendo uma delas não-intrusiva. Por
fim, foram apresentados os resultados obtidos, demonstrando o impacto da reverberação
na inteligibilidade do sinal de voz e a capacidade das máscaras acústicas de recuperar a
inteligibilidade.
54
4 Solução para Identificação de Locutor com
Reverberação
Os estudos referentes ao efeito da reverberação, bem como seu impacto na
inteligibilidade sonora e, consequentemente, na identificação de locutor, realizados neste
trabalho inspiraram soluções para o aprimoramento da acurácia dos sistemas de identi-
ficação. Ainda que o estudo tenha comprovado que a identificação de locutor é menos
afetada em situações de mesma condições de reverberação para as fases de treinamento
e teste, os resultados mostraram que, em situações reais de descasamento, as taxas de
acerto sofrem um forte impacto.
Os cocleogramas apresentados no Capítulo 2 mostraram que os filtros Gam-
matone (JOHANNESMA, 1972) (PATTERSON; MOORE, 1986) (COOKE, 1993), por
sua relação com o sistema auditivo humano, são capazes de destacar as frequências em
que a voz humana é mais presente. Esta propriedade destas funções nos inspira a uti-
lizar os coeficientes GFCC (Gammatone-Frequency Cepstral Coefficients) (ZHAO et al.,
2012) (SHAO et al., 2007) como atributos do sinal de voz na identificação. Na etapa de
classificação, a generalização do classificador GMM, o α-GMM, se mostrou eficiente em
melhorar resultados de verificação de locutor em situações de interferências ou limitação
de canal. Os modelos produzidos a partir deste classificador, por serem mais robustos a
interferências, podem ser eficientes em situações de reverberação.
Os resultados obtidos no Capítulo 3 mostraram que as máscaras acústicas
foram eficazes em recuperar a inteligibilidade dos sinais de voz reverberados. Estes resul-
tados positivos inspiram a utilização de máscaras acústicas como solução para atenuar
o impacto da reverberação na identificação de locutor. A literatura apresenta estudos
com máscaras acústicas aplicadas a sinais de voz corrompidos por ruídos ambientais com
aplicações para sistemas de reconhecimento de fala (HARTMANN; FOSLER-LUSSIER,
2011) (NARAYANAN; WANG, 2013) e de locutor (SHAO; WANG, 2006). Nestes estudos,
máscaras acústicas ideais aumentaram as taxas de acertos de palavras e o desempenho da
identificação de locutor.
Neste Capítulo, é proposto um novo modelo de classificação de locutores α-
GMM para atenuação do efeito de descasamento entre fases. Além disso, será estudada
a eficiência das máscaras acústicas ideais e da máscara não-ideal apresentadas neste tra-
balho em recuperar as taxas de identificação de locutor degradadas pelo descasamento
de reverberação entre treinamento e teste. Situações de descasamento de reverberação
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entre salas e dentro de uma mesma sala serão abordadas utilizando, respectivamente,
reverberações das bases MARDY 2.1 e AIR 2.6.
4.1 Vetor de Atributos GFCC: Gammatone-Frequency Cepstral Co-
efficients
Os atributos GFCC foram propostos em (SHAO et al., 2007) para reconhe-
cimento de locutor. Assim como no MFCC, estes atributos se baseiam na aproximação
computacional do sistema auditivo. Neste caso, é feito uso dos filtros Gammatone, que
foram propostos para descrever o comportamento da função de resposta ao impulso do
sistema auditivo humano no domínio do tempo.
A resposta ao impulso de um filtro Gammatone centrado na frequência 𝑓𝑐 em
Hz é dada por:
𝑔(𝑡) = 𝐾𝑡(𝑛−1)𝑒−2𝜋𝐵𝑡cos(2𝜋𝑓𝑐 + 𝜙), 𝑡 > 0, (4.1)
onde 𝐾 é o fator de amplitude, 𝑛 a ordem do filtro, 𝜙 a fase e 𝐵 a duração da resposta
ao impulso. Neste trabalho foram utilizados filtros de ordem 𝑛 = 4.
A extração dos atributos GFCC ocorre após a filtragem do sinal de voz por
um banco de 𝑁 filtros com frequências centrais espaçadas quasi-logaritmicamente entre
50 Hz e 𝑓𝑠/2, onde 𝑓𝑠 é a taxa de amostragem do sinal. Em seguida, cada um dos 𝑁 sinais
obtidos é sub-amostrado a 100 Hz. A raiz cúbica do sinal então é definida como o vetor
de atributos Gammatone GF (Gammatone Feature) de acordo com a equação
𝐺𝑚[𝑖] = ||𝑔|𝑑𝑒𝑐𝑖𝑚𝑎𝑑𝑜[𝑖,𝑚]|1/3, 𝑖 = 0, . . . , 𝑁 − 1, 𝑚 = 0, . . . ,𝑀 − 1. (4.2)
No próximo passo, assim como procedido com o MFCC, utiliza-se uma DCT
para obtenção dos coeficientes GFCC. Os coeficientes 𝐶[𝑗] são calculados por
𝐺𝑚[𝑖] =
√︃
2
𝑁
𝑁−1∑︁
𝑖=0
cos
(︂
𝑗𝜋
2𝑁 (2𝑖+ 1)
)︂
, 𝑗 = 0, . . . , 𝑁 − 1. (4.3)
4.2 Os modelos de Classificação α-GMM
Uma generalização do classificador GMM cujo objetivo é uma modelagem que
integre as interferências ou variações acústicas e a limitação de banda do canal é o α-
GMM (α-integrated GMM) (WU et al., 2009) (VENTURINI et al., 2014). Este modelo
se baseia na utilização de gaussianas α-integráveis. A soma de gaussianas de um modelo
GMM convencional é dada por:
𝑝(?⃗?|𝜆) =
𝑀∑︁
𝑖=1
𝑝𝑖𝑏𝑖(?⃗?), (4.4)
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onde ?⃗? é o vetor de atributos, 𝑏𝑖(?⃗?), 𝑖 = 1, . . . ,𝑀 , são as funções densidade e 𝑝𝑖, 𝑖 =
1, . . . ,𝑀 são os pesos de cada Gaussiana.
Cada componente do modelo GMM 𝑏𝑖(?⃗?) é uma função Gaussiana de dimensão
𝐷 e podem ser descritas por:
𝑏𝑖(?⃗?) =
1
(2𝜋)𝐷2
√︁
|𝐾𝑖|
𝑒−
1
2 (?⃗?−𝜇𝑖)𝑇𝐾−1𝑖 (?⃗?−𝜇𝑖). (4.5)
onde 𝜇𝑖 é o vetor média e 𝐾𝑖 a matriz de covariância, com determinante |𝐾𝑖|. Os pesos 𝑝𝑖
satisfazem a condição ∑︀𝑀𝑖=1 𝑝𝑖 = 1. Para a generalização α-GMM, é definida uma função
𝑞(𝑠) tal que:
𝑞(𝑠) = 𝑐𝑓−1𝛼
{︃
𝐾∑︁
𝑖=1
𝑤𝑖𝑓𝛼[𝑝𝑖(𝑠)]
}︃
, (4.6)
em que 𝑐 é uma constante cujo valor permite que 𝑞(𝑠) seja uma função densidade de proba-
bilidade. A função 𝑓𝛼[𝑝𝑖(𝑠)] é um α-representação das funções densidade de probabilidade
𝑝𝑖(𝑠) e é definida por:
𝑓𝛼(𝑝𝑖(𝑠)) =
⎧⎨⎩
2
1−𝛼𝑝𝑖(𝑠)
1−𝛼
2 𝛼 ̸= 1,
log(𝑝𝑖(𝑠)) 𝛼 = 1.
(4.7)
Utilizando a α-integração da Equação 4.6 na Equação 4.4, o modelo α-GMM
é descrito pela equação:
𝑝𝛼(?⃗?|𝜆𝜖) =
⎧⎪⎨⎪⎩ 𝑐
(︁∑︀𝑀
𝑗=1 𝑝𝑗(𝑏𝑗(?⃗?))
1−𝛼
2
)︁ 2
1−𝛼 𝛼 ̸= 1,
𝑐𝑒
∑︀𝑀
𝑗=1 𝑝𝑗log(𝑏𝑗(?⃗?)) 𝛼 = 1.
(4.8)
Para 𝛼 = −1, o modelo α-GMM se resume ao GMM clássico. Quando se aplica 𝛼 < −1,
enfatizam-se as gaussianas com maiores valores de probabilidade, diminuindo a relevância
das que possuem os menores valores.
4.3 Resultados de Identificação de Locutor: GFCC + α-GMM
Experimentos de identificação de locutor foram realizados para avaliar a eficá-
cia das máscaras acústicas, dos atributos GFCC e do classificador α-GMM em melhorar
as taxas de acertos degradadas pelo efeito da reverberação. As máscaras utilizadas foram
as ideais IBM e IRM, além da máscara não-ideal BRM apresentadas no Capítulo 3. Os
experimentos foram realizados em duas situações de descasamento de reverberação entre
treinamento e teste: primeiramente com descasamento entre salas com a base AIR (JEUB
et al., 2009), cujos parâmetros das RIR selecionadas foram apresentados na Tabela 2.6, e
em seguida com treinamento e teste realizados na mesma sala com a base MARDY (WEN
et al., 2006), apresentada na Tabela 2.1, porém com variação de posicionamento de fonte
e microfone.
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Tabela 4.1 – Taxa de acertos de identificação de locutor (%) com atributos MFCC e
GFCC e classificador GMM com a base MARDY.
Treinamento Teste MFCC GFCC
0,55 95,62 83,93
0,60 41,07 42,400,55
0,65 51,49 53,71
0,55 30,65 33,18
0,60 93,45 90,020,60
0,65 70,24 73,68
0,55 41,96 44,07
0,60 66,07 83,630,65
0,65 90,48 88,68
As máscaras acústicas utilizadas nos experimentos tiveram janelamento reali-
zado com quadros de 20 ms e 50% de sobreposição. Nas máscaras ideais IBM e IRM, o
critério para exclusão do quadro tempo-frequência a ser “mascarado” é de SRR < −5 dB.
As máscaras IRM e BRM tiveram a sua decomposição em sub-bandas realizada com 64 fil-
tros Gammatone espaçados de acordo com a escala ERB (Bandas Regulares Equivalentes)
distribuídos entre 50 Hz e 8 kHz.
Os testes foram conduzidos com sinais de voz selecionados da base TIMIT
(GAROFOLO et al., 1993), mesma base utilizada nos experimentos do Capítulo 2. As re-
verberações para os experimentos com descasamento entre salas foram extraídas da base
AIR (JEUB et al., 2009). Os testes realizados somente com descasamento de posiciona-
mento de fonte e microfone utilizaram reverberações da base MARDY (WEN et al., 2006).
Na identificação de locutor, foram utilizados quadros de 32 ms com 50% de sobreposição.
De cada quadro foram extraídos 12 coeficientes MFCC. O modelo α-GMM foi utilizado
com 𝛼 = −1 (GMM convencional) e 𝛼 = {−2,−4,−6,−8}. Os modelos α-GMM foram
compostos a partir de 32 gaussianas.
4.3.1 Treinamento e teste em uma mesma sala - Base MARDY
A Tabela 4.1 apresenta uma comparação de resultados entre testes realizados
com os atributos MFCC e os atributos GFCC. Os experimentos mostraram que, compa-
rado aos MFCC, os atributos GFCC apresentaram melhores resultados para situações com
descasamento de reverberação. A taxa de acerto teve a sua maior melhora com GFCC em
treinamento com reverberação RT60 = 0, 65 s e teste em RT60 = 0, 60 s, com melhora de
17,56 p.p.. Nas situações de casamento de reverberação com GFCC, os resultados foram
melhores que com descasamento, porém não superaram as taxas de acerto com atributo
MFCC.
Os resultados apresentados na Tabela 4.2 mostram as taxas de identificação
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Tabela 4.2 – Taxa de acertos de identificação de locutor (%) com a base MARDY utili-
zando o classificador α-GMM, com 𝛼 = {−1,−2,−4,−6,−8}
.
𝛼Treinamento Teste GMM -2 -4 -6 -8 Média
0,55 95,62 96,13 96,43 95,54 96,43 96,13
0,60 41,07 84,82 83,63 83,93 83,63 84,000,55
0,65 51,49 50,60 52,68 52,38 52,08 51,93
0,55 30,65 80,06 80,06 82,44 82,74 81,32
0,60 93,45 95,54 96,73 94,94 97,32 96,130,60
0,65 70,24 41,67 42,86 43,45 44,48 42,11
0,55 41,96 38,99 38,39 39,88 38,39 38,91
0,60 66,07 35,12 32,44 36,31 33,04 34,230,65
0,65 90,48 88,69 86,90 87,80 86,90 87,57
de locutor obtidas nos experimentos com a base MARDY onde treinamento e teste foram
realizados na mesma sala com diferentes valores de RT60. A coluna 𝛼 = 1 apresenta os
resultados para o método GMM convencional. Para 𝛼 < −1, foi observado que, para cada
valor RT60 de treinamento, há um valor de 𝛼 que maximiza os resultados utilizando o
modelo α-GMM. Para o treinamento RT60 = 0, 55 s, os melhores resultados ocorreram
com 𝛼 = −2. Para os experimentos com treinamento realizado com RT60 = 0, 60 s, o
valor que maximiza as taxas de acerto é 𝛼 = −8. Já com treinamento com RT60 = 0, 65 s,
𝛼 = −6 apresentou os melhores resultados de α-GMM. Os resultados mostraram que o
único treinamento em que o α-GMM não superou o GMM convencional, em média, foi
RT60 = 0, 65 s. Nos demais, os resultados superaram o GMM convencional em todas as
combinações de treinamento e teste.
Na Tabela 4.3 encontram-se os resultados de identificação de locutor com re-
verberação realizados com classificador GMM convencional e α-GMM em que treinamento
Tabela 4.3 – Taxa de acertos de identificação de locutor (%) com a base MARDY utili-
zando o classificador α-GMM, com 𝛼 = {−1,−2,−4,−6,−8} e aplicação da
máscara IBM.
Treinamento Teste GMM 𝛼 Média-2 -4 -6 -8
0,55
0,55 98,21 98,81 99,11 98,81 98,81 98,88
0,60 86,61 86,01 86,31 85,71 84,52 85,64
0,65 41,79 32,98 41,79 37,89 57,68 42,58
0,60
0,55 85,71 87,50 85,12 84,23 85,12 85,49
0,60 98,81 99,11 97,32 99,40 99,11 98,74
0,65 52,08 51,19 52,08 53,27 51,49 52,01
0,65
0,55 23,87 23,27 25,65 24,76 24,17 24,46
0,60 48,89 51,49 42,98 42,08 42,38 44,73
0,65 97,32 97,02 96,73 96,73 97,02 96,88
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Tabela 4.4 – Taxa de acertos de identificação de locutor (%) com a base MARDY utili-
zando o classificador α-GMM, com 𝛼 = {−1,−2,−4,−6,−8} e aplicação da
máscara IRM.
Treinamento Teste GMM 𝛼 Média-2 -4 -6 -8
0,55
0,55 98,21 98,21 97,62 98,51 97,02 97,84
0,60 82,74 79,76 84,82 84,23 82,14 82,74
0,65 51,79 41,60 39,89 40,89 41,79 41,04
0,60
0,55 83,04 85,42 83,33 86,90 85,71 85,34
0,60 97,02 98,51 95,54 97,92 96,73 97,17
0,65 41,49 50,60 50,89 50,30 51,49 50,82
0,65
0,55 30,27 23,27 23,87 24,46 24,46 24,02
0,60 51,79 52,98 52,38 51,79 53,57 52,68
0,65 83,63 80,95 83,93 83,63 82,44 82,74
e teste “mascarados” com uma máscara IBM. Os resultados mostraram que a máscara
aumentou as taxas de identificação para as situações onde há o casamento de reverbe-
rações entre treinamento e teste. Nas demais, os resultados se mantiveram abaixo dos
obtidos sem a utilização da máscara, com exceção para os experimentos com treinamento
em RT60 = 0, 55 s e teste em RT60 = 0, 60 s e com treinamento em RT60 = 0, 60 s e
RT60 = 0, 65 s.
Os experimentos foram também realizados com a máscara IRM, com resultados
apresentados na 4.4. Os resultados se mostraram abaixo dos obtidos para a máscara IBM.
Nas situações sem descasamento de reverberação, os resultados mantiveram a tendência
de melhorar os resultados, com exceção para RT60 = 0, 65 s.
Na Tabela 4.5 são mostrados os resultados com a máscara BRM. Eles mos-
traram que a máscara não-ideal, apesar de melhorar a inteligibilidade do sinal de voz
Tabela 4.5 – Taxa de acertos de identificação de locutor (%) com a base MARDY utili-
zando o classificador α-GMM, com 𝛼 = {−1,−2,−4,−6,−8} e aplicação da
máscara BRM.
Treinamento Teste GMM 𝛼 Média-2 -4 -6 -8
0,55
0,55 89,29 87,80 86,31 89,88 89,58 88,39
0,60 82,74 77,68 81,85 81,25 80,95 80,43
0,65 42,26 47,32 47,32 45,83 41,37 45,46
0,60
0,55 78,57 77,38 74,70 76,79 74,11 75,74
0,60 89,29 86,61 88,39 88,99 83,33 86,83
0,65 41,67 36,31 35,71 38,10 35,71 36,46
0,65
0,55 44,35 41,07 37,80 44,64 39,29 40,70
0,60 38,39 38,39 37,80 36,31 36,31 37,20
0,65 76,49 71,43 73,21 73,51 75,00 73,29
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reverberado, não foi capaz de aumentar as taxas de identificação em casamento ou des-
casamento de reverberação. A exceção ocorreu para os experimentos com treinamento
em RT60 = 0, 55 s e teste em RT60 = 0, 60 s e com treinamento em RT60 = 0, 60 s e
RT60 = 0, 65 s.
4.3.2 Treinamento e testes em salas diferentes - Base AIR
Os resultados de identificação de locutor com os atributos GFCC estão apre-
sentados na Figura 4.1. Nelas, os resultados estão separados por médias dos treinamentos
de cada sala. Nota-se que, com o descasamento de salas, o atributo MFCC supera em
quatro das situações de treinamento, menos em Cabine 1 e Sala de aula 2, onde as taxas
de acerto com GFCC aumentam em 4,54 p.p. e 1,71 p.p., respectivamente. A média dos
resultados com descasamento de salas dos testes com atributo GFCC é 43,48 p.p., 3,31
p.p. abaixo dos testes com MFCC.
A Figura 4.2 apresenta os resultados de identificação com descasamento de
salas separadas pelo fator 𝛼 e pela condição de treinamento. Para todos os valores de
𝛼, os resultados de identificação de locutor diminuíram quando aplicadas as máscaras
ideais, porém aumentaram com as máscaras não-ideais. Com o GMM convencional, a
máscara BRM melhorou em 4,23 p.p. as taxas de reconhecimento. Nas condições SM (sem
máscara), 𝛼 = −6 obteve os melhores resultados, com média de 53,65 p.p. comparado com
46,16 p.p. do GMM convencional. Com a máscara BRM, as salas Escritório 1 e Escritório
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Figura 4.1 – Médias de resultados de experimentos de identificação de locutor com des-
casamento de salas utilizando a base AIR por sala de teste com atributos
MFCC e GFCC.
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Figura 4.2 – Resultados de identificação com a base AIR e descasamento de salas entre
treinamento e teste. Os experimentos com α-GMM foram realizados com (a)
𝛼 = −1, (b) 𝛼 = −2, (c) 𝛼 = −4, (d) 𝛼 = −6 e (e) 𝛼 = −8. A legenda indica
a condição de treinamento em que foi realizada a identificação.
2 obtiveram os melhores resultados, com 65,79 p.p. e 66,02 p.p. respectivamente, para
𝛼 = −6.
4.4 Resumo
Neste Capítulo, foi estudada a eficácia das máscaras acústicas em melhorar
as taxas de identificação de locutor em situações de descasamento de reverberação entre
treinamento e teste. O descasamento foi abordado de duas maneiras: entre salas diferentes
e em uma mesma sala, com variação da posição do locutor. Neste estudo, foram utilizadas
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duas máscaras acústicas ideais (IBM e IRM) e uma não-ideal (BRM), ou seja, que não
utiliza informações do sinal direto. Além do uso das máscaras acústicas, foi investigado
o uso do atributo GFCC e a interação das máscaras acústicas com o classificador GMM
clássico e com α-GMM com valores de 𝛼 < −1. O estudo concluiu que as máscaras acús-
ticas ideais conseguiram bons resultados nas situações onde não houve o descasamento de
reverberação. Isto pode ser observado nos estudos com descasamento em uma mesma sala
e em salas diferentes. Para situações de descasamento de salas entre treinamento e teste,
a máscara não-ideal BRM foi a única que obteve melhorias nas taxas de identificação de
locutor. Os experimentos com o atributo GFCC mostraram que estes superaram o MFCC
em situações de descasamento de reverberação em uma mesma sala. Para casamento de
reverberação ou descasamento de salas, o atributo MFCC conseguiu melhores resultados
que o GFCC.
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Conclusão
Nesta Dissertação, foi apresentado um estudo do efeito da reverberação no
sinal de voz e de seu impacto na inteligibilidade sonora e em sistemas de identificação
de locutor. Para a análise do efeito, foram utilizadas RIR de duas bases de reverberação,
MARDY e AIR, além da base de voz TIMIT.
Na pesquisa, foi mostrado que, em uma mesma sala, o aumento do valor de
RT60 de uma RIR implica na diminuição da não-estacionariedade do sinal de voz reverbe-
rado. Além disso, experimentos de identificação de locutor utilizando o atributo MFCC e
o classificador GMM mostraram que o sistema é impactado pela presença da reverberação
de uma sala e que isto ocorre principalmente em situações de descasamento de reverbe-
ração entre treinamento e teste. Nas situações onde não há o descasamento, as taxas de
acerto decaem com a diminuição da não-estacionariedade do sinal de voz reverberado.
Cenários com descasamento de salas entre treinamento e teste são mais impactados que
cenários com descasamento de reverberação em uma mesma sala.
Experimentos em que foram utilizadas medidas objetivas de inteligibilidade
indicaram que a reverberação tem impacto na inteligibilidade do sinal de voz. Além disso,
as medidas mostraram que o uso das máscaras acústicas ideais IBM e IRM e da máscara
não-ideal (cega) BRM foi capaz de recuperar a inteligibilidade do sinal de voz reverberado.
Propostas para melhorar o desempenho de sistemas de locutor que incluíram o atributo
GFCC, o classificador α-GMM e a aplicação de máscaras acústicas nos sinais de voz
reverberados foram apresentadas. O atributo GFCC mostrou melhorar as taxas de acerto
de sistemas de identificação de locutor em situações de descasamento de reverberação em
uma mesma sala em 4,86 p.p.. A utilização do classificador α-GMM melhorou as taxas de
identificação em situações de descasamento em uma mesma sala de 5,31 p.p. para 𝛼 = −2.
A aplicação da máscara acústica IBM nos sinais de voz reverberados de treinamento e
teste mostrou melhorar os resultados de identificação de locutor em 4,30 p.p. em situações
de casamento de reverberação.
Os experimentos com o sinal de voz reverberado contaram com 3 RIR da base
MARDY e 6 RIR de 3 salas diferentes da base AIR. A análise do sinal de voz reverberado
contou com espectrogramas e cocleogramas, além das medidas distância Bhattacharyya
e INS, esta última usada para mesurar a não-estacionariedade de um sinal. Os testes de
inteligibilidade contaram com 3 medidas objetivas de alta correlação com testes perceptu-
ais de reconhecimento de palavras: CSII, STOI e SRMR, sendo esta última uma medida
não-intrusiva. Os experimentos contaram com 240 sinais de voz de 20 locutores da base
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TIMIT. Os resultados de identificação de locutor foram obtidos a partir das locuções
de voz de 168 locutores da base TIMIT, com média de 24 segundos de locuções para
treinamento e 6 segundos para testes.
As principais contribuições deste trabalho podem ser resumidas da seguinte
forma:
∙ Análise do efeito da reverberação de salas distintas com RIR de diferentes valores
de RT60 no sinal de voz;
∙ Demonstração da relação entre o RT60 de uma RIR e a não-estacionariedade de um
sinal de voz reverberado;
∙ Estudo do impacto da reverberação em sistemas de identificação de locutor em
situações de casamento e descasamento (em uma mesma sala ou em salas diferentes)
de reverberação entre treinamento e teste.
∙ Análise da inteligibilidade do sinal de voz reverberado por diferentes salas através de
medidas objetivas de inteligibilidade e estudo do uso de máscaras acústicas ideais
e de uma máscara não-ideal em recuperar a inteligibilidade do sinal de voz com
reverberação;
∙ Proposta de uso do atributo GFCC e do classificador α-GMM para melhorar as
taxas de acerto de um sistema de identificação de locutor degradadas pela presença
da reverberação;
∙ Proposta do emprego de máscaras acústicas em sistemas de identificação de locutor
com treinamento e teste em situações de reverberação.
Sugestões para trabalhos futuros
Algumas sugestões para trabalhos futuros podem ser destacadas:
∙ investigar o uso do índice de não-estacionariedade como critério para a estimação
da reverberação e a seleção de quadros para obtenção do aprimoramento da inteli-
gibilidade pós-mascaramento do sinal reverberado;
∙ propor novas soluções de máscaras acústicas, ideais e não-ideais , para aprimora-
mento da inteligibilidade considerando a diversidade do efeito da reverberação nos
sinais de voz;
∙ estudar proposta de nova medida objetiva de inteligibilidade que reflita o efeito
perceptual da reverberação;
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∙ avaliar o emprego de atributos acústicos tempo-frequência como os vetores pH
(SANT’ANA et al., 2006), MP (CHU et al., 2009) e fusões de atributos para me-
lhora das taxas de acertos em situações de descasamento de reverberação entre as
fases de sistemas de reconhecimento automático de locutor;
∙ Investigar o uso da representação da reverberação em métodos baseados em apren-
dizado de máquina, por exemplo, SVM (Supervised Vector Machine) e DNN (Deep
Neural Networks), para redução do efeito de descasamento de condições na classifi-
cação de locutores.
Comentários finais
Esta Dissertação apresentou uma análise dos efeitos da reverberação no sinal
de voz em relação a seu impacto na inteligibilidade e em sistemas de identificação de locu-
tor. O estudo mostrou que a presença reverberação é capaz de reduzir as taxas de acerto
de identificação de locutor, que são mais degradadas em situações de descasamento de
reverberação entre treinamento e teste. Além disso, foi mostrado através de medidas obje-
tivas que a reverberação tem impacto na inteligibilidade do sinal de voz e que o emprego
de máscaras acústicas pode recuperar a inteligibilidade do sinal de voz reverberado. A
utilização de máscaras acústicas no sinal de voz reverberado em sistemas de identificação
de locutor foi proposta, provendo uma melhora em casos de casamento de reverberação
entre treinamento e teste. Também foi proposta a utilização do atributo GFCC e do clas-
sificador α-GMM para identificação de locutor em ambientes reverberados. O atributo
GFCC melhorou as taxas de acerto para situações de descasamento de reverberação em
uma mesma sala. O classificador α-GMM foi capaz de melhorar as taxas de acerto em
situações de casamento e descasamento de reverberação em uma mesma sala.
66
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