Abstract: Recently, Jiménez-Melado et al. [Jiménez-Melado A., Llorens-Fuster E., Mazcuñán-Navarro E.M., The DunklWilliams constant, convexity, smoothness and normal structure, J. Math. Anal. Appl., 2008, 342(1), 298-310] defined the Dunkl-Williams constant DW(X ) of a normed linear space X . In this paper we present some characterizations of this constant. As an application, we calculate DW( 2 -∞ ) in the Day-James space 2 -∞ .
Introduction
In 1964, Dunkl and Williams [8] showed that for any nonzero elements in a normed linear space X ,
This inequality is called the Dunkl-Williams inequality and was studied in many papers, e.g. [3, 5, 6, 13, 16, 18, 19] . In [8] , it has been proved that the constant 4 can be replaced by 2 if X is an inner product space, and also that the value 4 is the best possible choice in the space (R 2 · 1 ). A bit later, Kirk and Smiley [14] showed that a normed linear space X is an inner product space if the inequality − ≤ 2 − + holds for any nonzero elements in X .
In [12] , the Dunkl-Williams constant was introduced as DW(X ) = sup + − − : ∈ X = 0 = Some of the basic properties of this constant are:
(i) For any normed linear space X , 2 ≤ DW(X ) ≤ 4 [8] .
(ii) DW(X ) = 2 ⇔ X is an inner product space [14] .
(iii) DW(X ) < 4 ⇔ X is uniformly non-square, that is, there exits δ > 0 such that + > 2(1 − δ) and = = 1 implies − < 2(1 − δ) [12] .
From (iii), we have that DW(X ) = 4 if and only if X is not uniformly non-square. However, to calculate the DunklWilliams constant is very difficult and, except for inner product spaces, there exists no uniformly non-square normed linear space in which the Dunkl-Williams constant was calculated.
For ∈ X , is said to be Birkhoff-James orthogonal to and denoted by ⊥ B if ≤ + λ for any λ ∈ R.
Birkhoff-James orthogonality coincides with the usual orthogonality in inner product spaces. It is always homogeneous, that is, ⊥ B implies α ⊥ B β for every α β ∈ R. However it is not symmetric, that is, ⊥ B does not necessarily imply ⊥ B . In a normed linear space of dimension three or more, Birkhoff-James orthogonality is symmetric if and only if the norm is induced by an inner product. More results about this orthogonality can be found in [1, 2, 4, 7, 9] .
The Day-James space -is defined for 1 ≤ ≤ ∞ as the space R 2 with the norm
James [10] considered the space -with 1/ + 1/ = 1 as an example of a two-dimensional normed space where Birkhoff-James orthogonality is symmetric. Day [7] considered even more general spaces.
In this paper, we shall characterize the Dunkl-Williams constant and calculate DW( 2 -∞ ). In Section 2, we first recall a characterization of the Dunkl-Williams constant and introduce some notations related to the Birkhoff-James orthogonality. Next we present a subsequent characterization of the Dunkl-Williams constant and several results about convergent sequences. In Section 3 we define the "frame" of the unit ball of a normed linear space which is related to the norming functionals for elements of the unit sphere. Then we improve the characterization from Section 2. We also consider the case of dim X = 2 and prove that the frame of the unit ball of a two-dimensional normed linear space X coincides with the set of all extreme points of the unit ball. In Section 4, as an application, we calculate the DunklWilliams constant in the Day-James space 2 -∞ . First, we notice that DW (R 2 · 2 ) = 2 and DW (R 2 · ∞ ) = 4. Furthermore, we show that DW( 2 -∞ ) = 2 √ 2.
A characterization by Birkhoff-James orthogonality
Let X be a real normed linear space with dim X ≥ 2. We denote the unit sphere and the unit ball of a normed linear space X by S X and B X , respectively.
Proposition 2.1.
Let X be a real normed linear space with dim X ≥ 2. Then DW(X ) = sup
Lemma 2.2.
Suppose that X is a real normed linear space with dim X ≥ 2. Let ∈ S X with + = 0. For 0 ∈ [0 1], the following are equivalent:
It easily follows from the fact that if λ ∈ R, then (
Proposition 2.3.
Let X be a real normed linear space with dim X ≥ 2 and ∈ S X . Then the following holds:
(iv) ( α ) = ( ) for each ∈ V ( ) and each α = 0.
Proof. The properties (i), (ii) and (iii) are straightforward.
(iv) For each ∈ V ( ) and each α = 0, take an arbitrary element γ ∈ Γ( α ). Then there exist λ µ with λ ≤ 0 ≤ µ such that γ = (λ + µ)/2 and + λ(α ) = + µ(α ) . From the fact that
By the preceding paragraph, we also have (
Lemma 2.4.
Suppose that X is a real normed linear space with dim X ≥ 2. Let ∈ S X and ∈ V ( ) \ {0}. (
Now we obtain the following characterization of the Dunkl-Williams constant.
Theorem 2.6.
Let X be a real normed linear space with dim X ≥ 2. Then DW(X ) = 2 sup {M( ) : ∈ S X }.
Proof. Take arbitrary elements
∈ S X with + = 0. Assume that min
2. Since Birkhoff-James orthogonality is homogeneous, we also have that
Thus we have 1 2
By Proposition 2.1, we obtain DW(X ) ≤ 2 sup {M( ) : ∈ S X }.
For each ∈ S X , take any ∈ V ( ). Let λ µ with λ ≤ 0 ≤ µ be such that + λ = + µ . If λ = 0 or µ = 0, then we have + λ = + µ = 1 and hence
We assume that λ < 0 < µ. 
Lemma 2.7.
Let X be a real normed linear space with dim X ≥ 2. Then Γ( ) is a bounded subset of R for any ∈ S X and ∈ V ( ) \ {0}.
Proof. Let ∈ S X and ∈ V ( ) \ {0}. By Theorem 2.6 and the fact that DW(X ) ≤ 4, we have ( ) ≤ 2. Hence
Proposition 2.8.
Let X be a real normed linear space with
dim X ≥ 2. For each ∈ S X and ∈ V ( ) \ {0}, ( ) = max { + α + β }, where α = inf Γ( ) and β = sup Γ( ).
Proof. Let ∈ S X and ∈ V ( ) \ {0}. Take an arbitrary element γ ∈ Γ( ). Then there exists
On the other hand, there exists {α } in Γ( ) such that α → α. Then
The inequality + β ≤ ( ) follows similarly.
To calculate the Dunkl-Williams constant, we need the following result.
Theorem 2.9.
Let X be a real normed linear space with dim X ≥ 2, ∈ S X and ∈ V ( ). Suppose that { } in S X converges to . If there exists { }, with ∈ V ( ), ∈ N, that converges to , then
, it is clear if ( ) = 1, and so we may assume that ( ) > 1. For any ε ∈ 0 2( ( ) − 1) , there exist real numbers λ ε µ ε with λ ε < 0 < µ ε such that + λ ε = + µ ε and
For arbitrary ∈ N, there exists a nonnegative number µ such that
we also have + µ → + µ ε . Thus, by Lemma 2.4 and the fact that + µ ε > 1, we obtain µ → µ ε . It follows from Proof. For any 0 ∈ C , there exists a sequence { } in D converging to 0 . Thus
Corollary 2.11.
Suppose that X is a real normed linear space with dim X ≥ 2. Let ∈ S X and { } in S X converge to . Assume that, for any ∈ V ( ), there exists { } with ∈ V ( ) \ {0} for all ∈ N, converging to . Then
Proof. Take an arbitrary element ∈ V ( ). By the assumption, there exists { } such that ∈ V ( ) \ {0} for all ∈ N and → . By Theorem 2.9,
A characterization by the frame of the unit ball
In [11] , James proved the following result on Birkhoff-James orthogonality. Suppose that X is a real normed linear space with dim X ≥ 2. Let 0 ∈ S X and ∈ ν( 0 ). Then ker ⊆ V ( ) for any ∈ F ( 0 ).
Proof. Let ∈ F ( 0 ). Take an arbitrary element ∈ ker . Then we have = 1 = ( ) = ( + λ ) ≤ + λ for all λ ∈ R. Thus ∈ V ( ). This means that ker ⊆ V ( ). 
Remark 3.4.
A normed linear space X is said to be strictly convex if ∈ S X and = imply + < 2. In a strictly convex normed linear space X , F ( 0 ) = E( 0 ) = { 0 } holds for each 0 ∈ S X and each ∈ ν( 0 ) [15] , and hence fr(B X ) = S X .
An element ∈ S X is called an extreme point of B X if ∈ S X and = ( + )/2 implies = = . The set of all extreme points of B X is denoted by ext(B X ).
Proposition 3.5.
Let X be a real normed linear space with dim X ≥ 2. Then ext(B X ) ⊆ fr(B X ).
Proof. Let ∈ S X \ fr(B X ) and ∈ ν( ). Since ∈ fr(B X ), we have ∈ F ( ) \ E( 
Thus ( ) = 0. Therefore we obtain V ( 0 ) = ker .
Theorem 3.7.
Let X be a real normed linear space with dim X ≥ 2. Then 2 < µ. Then we have λ − 2 < 0 < µ − 2 . From the fact that + 2 + (λ
Proof. Let ∈ S X \ fr(B X ) and ∈ ν( ). Since
Thus sup {M( ) : ∈ S X } ≤ sup {M( ) : ∈ fr(B X )} and hence sup {M( ) : ∈ S X } = sup {M( ) : ∈ fr(B X )}. Therefore, by Theorem 2.6, we obtain (1).
Now we shall consider the case of dim X = 2.
Lemma 3.8. and so we obtain / ∈ E( ). Therefore, / ∈ fr(B X ).
Let X be a two-dimensional real normed linear space. Then ext(B X ) = fr(B X ).

Proof. Let ∈ S X \ ext(B X
By Theorem 3.7 and Lemma 3.8, we have the following result.
Theorem 3.9.
Let X be a two-dimensional real normed linear space. Then DW(X ) = 2 sup {M( ) : ∈ ext(B X )}.
Calculation
In this section, as an application of the results in above sections, we calculate the Dunkl-Williams constant in the Day-James space 2 -∞ . We first notice that DW (R 2 · 2 ) = 2 and DW((R 2 · ∞ ) = 4.
Example 4.1 ([8, 14]).
Proof. The Day-James space 2 -∞ is defined as the space R 2 with the norm
In the rest of this paper, we shall consider the space 2 
Lemma 4.4.
For any
Proof. It is clear that ( )⊥ B ( − ) and hence {α ( − ) : α ∈ R} ⊆ V (( )) by Proposition 2.3 (ii).
Conversely, take any = ( By the Cauchy-Schwarz inequality, we have
and hence ( ) = ( ). From the fact that ( Lemma 4.5.
Proof. Take any = ( 1) ) and hence {( ) : ≥ 0} ⊆ V ((1 −1) ).
Lemma 4.6.
Let A = {(
Proof. By the definition of the norm · 2 ∞ , we clearly have
Take an arbitrary element (
Since the mapping ( ) → ( ) is an isometric isomorphism from 2 -∞ onto itself, by Proposition 2.5 (i), we have ( 
Lemma 4.7.
The following holds:
Proof. We define a function from R into R by ( ) = + 2 ∞ . Then we have min ∈R ( ) = 1 attained only at = 0. Hence, by Lemma 2.4, ( ) is strictly increasing on [0 ∞) and strictly decreasing on (−∞ 0]. Thus we obtain (i). The proof of (ii) is similar and so we omit it.
Lemma 4.8.
Proof. Γ(
) is defined by
Hence, by Lemma 4.7 (i), for each µ ≥ 0, it is enough to find λ ≤ 0 such that + λ 2 ∞ = + µ 2 ∞ and calculate (λ + µ)/2. For λ ≤ 0 and µ ≥ 0,
In connection with − we have to consider two cases.
and we obtain that / ≤ (1 − )/ 2 ≤ ( + )/( − ) and
Thus we consider the following four subcases. 
We define a function on R + by (µ) = µ − 2 µ + (µ 2 − 1) 2 . Then it is easy to check that (µ) is increasing in the interval
and we obtain that (1 + 2 )/ ≥ ( + )/( − ) and 
