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We analyze the probability distribution for entropy production rates of trajectories evolving on a
class of out-of-equilibrium kinetic networks. These networks can serve as simple models for driven
dynamical systems, where energy fluxes typically result in non-equilibrium dynamics. By analyzing
the fluctuations in the entropy production, we demonstrate the emergence, in a large system size
limit, of a dynamic phase transition between two distinct dynamical regimes.
The study of fluctuation phenomena is one of the
central endeavors of non-equilibrium statistical mechan-
ics. Analysis of fluctuations in non-equilibrium processes
have, for example, led to the discovery of the fluctua-
tion theorems, which have helped elucidate how macro-
scopic notions of irreversibility emerge from microscopic
laws [1–3]. More recently, theoretical and numerical anal-
ysis of the statistics of rare fluctuations in driven lattice
gas models [4, 5], exclusion processes [6], zero-range pro-
cesses [7], 1D models of transport [8], and models of glass
formers [9, 10] have revealed the presence of coexisting
ensembles of trajectories and so-called dynamic phase
transitions between them [4, 5, 8, 11]. In this paper,
we analyze the statistics of rare fluctuations in entropy
production rates for certain model non-equilibrium, or
driven, kinetic networks (see Fig. 1). While this Marko-
vian system, with effectively one-particle dynamics, lacks
much of the complexity of previously studied driven sys-
tems [4–8], we show — numerically and analytically —
the presence of two dynamical phases, each with a char-
acteristic entropy production rate. This demonstration
shows that singularities in trajectory space can in fact
arise even in very simple driven kinetic networks with
a single degree of freedom. Driven kinetic networks of
this general flavor are used to model a variety of phys-
ical, chemical, and biological systems including molec-
ular motor dynamics [12, 13]; cellular feedback, con-
trol, and regulation [14]; and kinetic proofreading mech-
anisms [15, 16]. Physically, the dynamic phase transi-
tion serves to enhance the probability of observing large
fluctuations in the dynamical behavior of these hopping
processes.
We study dynamical fluctuations of a system evolving
on cyclical or periodic driven kinetic networks with some
heterogeneity in the transition rates. We consider two
types of cyclic networks, which we hereafter refer to as
the ring network and the triangle network. The ring net-
work connects N states in a circle with transition rates
x in the clockwise direction and 1 in the reverse direc-
tion. The network has translational symmetry, but we
also construct a variation of the ring network with that
symmetry broken by a link we call the heterogeneous link,
or h-link. As shown in Fig. 1(a), this link connects states
1 and N with rate h in each direction. The triangle net-
works are similar in structure but consist of triangular
1
xx
1 1
x21 3 N
h
h
HaL
1
x
1
b
b
y 1
b
1
x
b
y
1
x
1
b
b
y
h
h
1 2 N
HbL
FIG. 1. Diagrams of simple driven kinetic networks studied
here. Arrows connecting a pair of vertices indicate Poisson-
distributed transitions from one state to the other, labeled by
the corresponding rate constants.
motifs as depicted in Fig. 1(b). Each triangular motif
has one asymmetric link with rates x 6= y resulting in cy-
cling currents on average. Triangular subunits offer both
driven and undriven paths between sites on their horizon-
tal edge [17]. The important motivation for considering
this decoration is to establish a generality that includes
cases in which detailed balance is violated locally as well
as globally.
To demonstrate the presence of multiple dynamical
phases, we focus on fluctuations in the entropy produc-
tion rate, σ, in the large N limit. This rate is of partic-
ular physical interest since it is a measure of the power
provided by external sources to drive the system through
the network in a manner that violates detailed balance.
A trajectory on our network corresponds to a series of
Poissonian transitions, or “hops,” along links with for-
ward and reverse rate constants kf and kr, respectively.
The total entropy, in units of kB, produced as the system
evolves along a particular trajectory is given by [18]
ω =
∑
hops
ln
kf
kr
. (1)
We first describe numerically sampled steady state tra-
jectories, of length τ , and the resulting probability distri-
bution P (σ) of the entropy production rate σ ≡ ω/τ . In
Fig. 2, we plot lnP (σ) for both the translationally sym-
metric triangle network and the triangle network with the
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FIG. 2. Entropy production distribution for the translation-
ally symmetric triangle networks (red) and triangle networks
with the heterogeneous link (see Fig. 1(b)) (blue). For each
network, 107 independent trajectories of length τ = 250 were
generated with x = 20, y = 1, b = 0.1, h = 0.025, and
N = 400. The inset shows a trajectory illustrating the two
dynamical regimes. Sites are numbered clockwise in a zig-zag
fashion with the h-link connecting sites 1 and 800.
heterogeneous link, as measured by kinetic Monte Carlo
simulations [19]. For entropy production rates above a
critical value, σ∗h ≈ 2.3, the probability density P (σ)
of the translationally symmetric and heterogeneous net-
works are almost identical. In fact, the most probable
entropy production rate is largely unaffected by the bro-
ken symmetry. However, for entropy production rates
lower than σ∗h, P (σ) of the heterogeneous network dif-
fers from its translationally symmetric counterpart by a
“fat tail” which indicates the presence of a second dis-
tinct dynamical phase, whose entropy production rate is
centered around σ∗l ≈ 0.2.
To clarify the nature of these dynamical phases, we
harvested a long trajectory on the heterogeneous net-
work with a value of σ between σ∗l and σ
∗
h. This trajec-
tory, shown as an inset in Fig. 2 illustrates a switching
between two types of behaviors. Initially the trajectory
is localized and generates entropy at a rate of roughly
σ∗l as it cycles around triangular motifs near the h-link.
Eventually the trajectory escapes through the h-link and
rapidly cycles around the entire network while generat-
ing entropy at a rate of approximately σ∗h. For very small
values of h, the behavior is explained simply: a bottle-
neck that hinders repeated cycling through the network
should clearly produce some degree of transient stalling.
In Fig. 4, however, we illustrate that the fat tail in the en-
tropy production distribution persists even when h is not
small relative to the other rates. Futhermore, the simple
bottleneck explanation does not transparently reveal the
emergence of a true phase transition in trajectory space.
To understand the dynamical fluctuations more gen-
erally it is productive to view the h-link as an impurity
among otherwise translationally symmetric units. This
impurity breaks symmetry and enables trajectories to be
split into two distinct classes. One class looks like the or-
dinary random walkers on the translationally symmetric
network with the typical trajectory not stalling around
the heterogeneity, but the second class localizes around
the impurity even when h > x.
In order to gain analytical insight into the nature of
the dynamic phase transition, we consider the scaled cu-
mulant generating function [20, 21] of the entropy pro-
duction,
ψω(λ) = lim
τ→∞
1
τ
ln
〈
e−λω
〉
, (2)
where the expectation value is taken over trajectories ini-
tialized in the steady state distribution. In the limit of
large τ , the probability of observing a particular value of
entropy production obeys a large deviation principle [21],
P (σ) ≈ e−τI(σ) (3)
where I(σ) is the large deviation rate function. For finite
τ , P (σ) can in principle be determined by sampling tra-
jectories as described above. Deviations from σ = 〈σ〉
become extremely rare, however, as τ grows, so that
the limiting form of I(σ) is impractical to determine by
straightforward simulation. Alternatively the convex en-
velope of I(σ) can be computed as the Legendre-Frenchel
(LF) transform of ψω(λ) [20, 21]. Following the gen-
eral framework laid out by Lebowitz and Spohn [21], we
calculate ψω(λ) as the maximum eigenvalue of a matrix
operator, Wω(λ), which is simply related to W, the tran-
sition matrix for the kinetic network [21]. Specifically the
matrix elements of the so-called tilted operator are given
by
Wω(λ)ij = (1− δij)W1−λij Wλji + δijWij . (4)
By solving for the eigenspectrum of Wω(λ) we obtain
ψω(λ) and therefore the envelope of I(σ) via the LF
transform. Furthermore, the form of the maximal eigen-
vector reflects the character of the dominant trajectories,
as will be addressed in subsequent work.
Consistent with the two-phase behavior suggested by
our simulation results, numerical eigenvalue calculations
for the heterogeneous networks indicate that ψω(λ) devel-
ops a cusp at some critical value λ∗ in the large N limit.
A second cusp at 1−λ∗ is necessitated by the symmetry
of ψω(λ) about λ = 1/2 [21]. The emergence of the cusps
as N is increased is demonstrated by plots of ψω(λ) as a
function of λ for the triangle network at multiple values of
N in Fig 3(a). Plots of 〈σ〉λ ≡ −∂ψω(λ)/∂λ in Fig. 3(b)
highlight the sharp decrease in the first derivative of the
cumulant generating function near λ = λ∗, which trends
towards a discontinuous jump as N increases. The dis-
continuous change in 〈σ〉λ signals a dynamic phase tran-
sition, wherein trajectories switch between the character-
istic entropy production rates, σ∗h and σ
∗
l , for the two co-
existing dynamical phases, in response to a small change
in λ. We also evaluated ψω(λ) and 〈σ〉λ at multiple values
of h with fixed N . These results, collected in Figs. 3(c)
and (d), show that the general features described above
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FIG. 3. Scaled cumulant generating functions and average
entropy production rates for the triangle networks, depicted
in Fig. 1(b). All results are shown for rates x = 20, y = 1,
and b = 0.1. Black solid curves show the exact behavior
of the symmetric variant for comparison. Plots (a) and (b)
show results for a variety of network sizes with h = 0.1 for
the symmetry-breaking link, suggesting a singularity in the
large N limit. Plots (c) and (d) show results for N = 200 and
several values of h.
are present for all the values of h considered, and that
h serves to tune the critical value of λ. While it is not
straightforward to physically bias the λ-field (it couples
to a time-nonlocal order parameter), the singularity in
ψω(λ) provides significant information about the large
fluctuations in the natural dynamics.
Indeed, the cusp in ψω(λ) when N → ∞ implies that
the region of the large deviation function between the
entropy rates σ∗h and σ
∗
l is connected by a Maxwell con-
struction (or a tie-line) with a slope λ∗. The LF trans-
form of ψω(λ) only provides the convex envelope of I(σ),
but in the limit of large τ , I(σ) must converge to that
envelope [22]. Further, as illustrated in Fig. 3, ψω(λ) con-
verges to the value of its translationally symmetric vari-
ant as N → ∞ for λ < λ∗. Hence, we expect the large
deviation rate function to equal that of the translation-
ally symmetric network for σ > σ∗h, which is illustrated
in Fig. 4. In particular, the inset shows that results from
kinetic Monte Carlo simulations are consistent with the
convex envelope.
These observations can be further clarified and made
more rigorous by an analytical treatment of the ring and
triangle networks. We first focus on the ring networks.
The simplicity of these networks allows us to transpar-
ently trace the origin of the cusp and the physical na-
ture of the second dynamical phase back to the broken
translational symmetry. Without loss of generality we
take x > 1 and λ < 0.5. In the translationally symmet-
ric variant of the ring network, the matrix Wω(λ) can
Symmetric
h=0.025
h=0.1
h=0.25
h=0.5
h=1
h=2
-2 -1 0 1 2 3
-1.5
-1.0
-0.5
0.0
Σ
-
IHΣ
L
æ
æ
æææææ
æææ
æææ
æææ
æææ
æææ
æææ
æææ
æ
æ
æ
æ
æ
æ
æ
æ
æ Simulation
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
Σ
-
IHΣ
L
FIG. 4. Large deviation function I(σ) for entropy produc-
tion rate of the network in Fig. 1(b) with x = 20, y = 1,
b = 0.1, and several different values of h. The rate function
envelope was determined by the LF transform of ψω(λ), whose
two singularities require the construction of tie lines (dashed).
Kinetic Monte Carlo simulation results (107 trajectories with
h = 0.025, N = 400, and τ = 250) are shown as red circles in
the inset.
be diagonalized by a discrete Fourier transform to give
eigenvalues of the form
φts(λ, q) = e−2piiq/Nx1−λ + e2piiq/Nxλ − 1− x, (5)
where 0 < q < N − 1. The superscript “ts” serves to em-
phasize the fact that Eq. 5 applies only to the translation-
ally symmetric network. We note that the largest eigen-
value is given when q = 0, such that ψtsω (λ) = φ
ts(λ, 0).
Thus, for the translationally symmetric network, the
scaled cumulant generating function is smooth and the
rate function resulting from the LF transform of ψω(λ) is
a simple convex function peaked around the average en-
tropy production rate. With no broken symmetry there
is only one dynamical state.
The second phase emerges in networks with the h
link. We write the right eigenvector corresponding to the
largest eigenvalue of Wω(λ) as (f1, f2, . . . fN ). Because
the matrix is tridiagonal, we can recast the eigenvalue
problem as (
f1
f2
)
= BN−2A2A1
(
f1
f2
)
, (6)
where
B =
(
ψω(λ)+1+x
x1−λ
−x2λ−1
1 0
)
, (7)
and
A1 =
(
ψω(λ)+h+x
h
−
xλ
h
1 0
)
A2 =
(
ψω(λ)+1+h
x1−λ
−hxλ−1
1 0
)
.
(8)
The eigenvalues ofWω(λ), in particular the largest eigen-
value ψω(λ), can be obtained using Eq. 6, which requires
that the matrix BN−2A2A1 have an eigenvalue 1. The
corresponding eigenvector gives (f1, f2). The other ele-
ments of the maximal eigenvector can be obtained using
4the transfer matrices B, A1, and A2. Specifically, for
nodes n−1, n, and n+1 not touching the h-link, the ma-
trix B maps the eigenvector magnitudes (fn, fn+1) onto
(fn−1, fn). The matrices A1 and A2 handle similar map-
pings on either side of the heterogeneous link.
In the large N limit, the system with the h-link can
be solved using a perturbative expansion around the so-
lution of the translationally symmetric network. Specifi-
cally, we Taylor expand in powers of 1/N ,
ψω(λ) = ψ
ts
ω (λ) +
γ(xλ − x1−λ)
N
+O
(
1
N2
)
, (9)
where we have chosen to express the first-order coefficient
in this particular form to simplify subsequent algebra.
Writing ψω(λ) in the form of Eq. (9) allows us to express
B as
B = B[ψtsω (λ)] +
(
γ(xλ−x1−λ)
Nx1−λ
0
0 0
)
+O
(
1
N2
)
(10)
The eigenvalues of B are handled perturbatively. To first
order in 1/N , the eigenvalues of B can be expressed as
k1 = 1− γ
N
+O
(
1
N2
)
= e−γ/N +O
(
1
N2
)
k2 = x
2λ−1 +
x2λ−1γ
N
+O
(
1
N2
)
= x2λ−1eγ/N +O
(
1
N2
)
(11)
For x > 1 and λ < 1/2 and provided γ is finite, k1 > 1
and k2 < 1. Hence when B is raised to a very large
power, only the larger eigenvalue, k1, survives.
lim
N→∞
BN−2 = lim
N→∞
e−γ +O(1/N)
1− x2λ−1
(
1 −x2λ−1
1 −x2λ−1
)
=
e−γ
1− x2λ−1
(
1 −x2λ−1
1 −x2λ−1
)
(12)
To obtain the value of the cumulant generating func- tion we use the condition that BN−2A2A1 has an eigen-
value equal to 1. From Eq. 12,
lim
N→∞
BN−2A2A1 =
e−γ
1− x2λ−1
(
1 −x2λ−1
1 −x2λ−1
)(
x1−λ+xλ+h−x
x1−λ −hxλ−1
1 0
)(
x1−λ+xλ+h−1
h −x
λ
h
1 0
)
=
e−γ
1− x1−2λ
(
h2+(x1−λ+(h−1)+xλ)(x−x1−λ−h)
hxλ
h+x1−λ−x
h
h2+(x1−λ+(h−1)+xλ)(x−x1−λ−h)
hxλ
h+x1−λ−x
h
)
. (13)
Eq. 13 allows us to solve for γ which works out to
γ = ln
[
x2(1−λ) − x1−λ(1− 2h+ x)− h+ x− hx
h(x1−λ − xλ)
]
.
(14)
Eq. 9 and Eq. 14 provide a perturbative solution to the
heterogeneous system. However, the value of γ diverges
as λ approaches λ∗, where λ∗ is given by
λ∗ = 1−
ln
[
1+x−2h+
√
(x−1)2+4h2
2
]
lnx
(15)
For λ ≥ λ∗, the perturbative approach is not valid. Thus,
in the large N limit, the heterogeneous network behaves
exactly like the translationally symmetric network up to
that value λ∗, at which point it deviates markedly. The
value λ∗ marks the location of the singularity in ψω(λ)
(see Fig. 5), which is also the slope of the tie line in the
rate function.
The transition is accompanied by a cross-over in the
behavior of the eigenvectors. In particular when the het-
erogenous network behaves like the translationally sym-
metric network, the largest eigenvector of Wω(λ) has an
unbound or delocalized nature. In contrast, for λ > λ∗
the maximal eigenvector exhibits exponential localiza-
tion around the heterogeneity in agreement with kinetic
Monte Carlo simulations. The study of the triangle net-
work, while mathematically more complicated, retains
the same phenomenology of a dynamic phase transition
between delocalized and localized phases (see Fig. 5)
and the critical value of λ∗ can be determined similarly.
Given the robustness to decorations of the ring, we expect
similar localization transitions in more general pseudo-
one-dimensional cyclical networks in the limit of a large
number of states. An analytic proof of these assertions
is beyond the scope of this paper and will be provided
in a subsequent publication. We note that the transfer
matrix analysis is also amenable to a study of random
disorder, where tuning of the disorder is known to in-
5duce a localization transition [23].
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FIG. 5. (a) Scaled cumulant generating function for the ring
network with varying h. The value of λ∗ predicted by our
theory is plotted as a large blue point in plot, which coin-
cides with the large N limit of the numerical calculations.
(b)Singularity in the scaled cumulant generating function for
the triangle network with rate constants x = 20, y = 1, b =
0.1, and h = 0.1.
In conclusion, we have demonstrated that singularities
in trajectory space can in fact arise even in very sim-
ple driven cyclical kinetic networks. Previous demonstra-
tions of such singularities have invariably involved many
particle systems which are not particularly amenable to
exact analytical treatment. Dynamic phase transitions
in these simple driven kinetic network systems can hence
serve as toy models to elucidate the various features asso-
ciated with phase transitions in trajectory space. Finally,
we note that cyclical or periodic driven kinetic networks
find uses in many biophysical contexts. Dynamic phase
transitions in such Markov state models and possible bio-
physical implications of the consequent large deviation
statistics is a subject of ongoing work and will be dis-
cussed in a subsequent publication.
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