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where s(z), which characterizes the 'polydispersity', is to be estimated. In addition to actual size polydispersity, the distribution s(z) may describe additional processes, such as non-translational motions. At most, the covariance matrix of the noise components, ej1 is approximately known. The kernel, K(1; t), is assumed to be known and typically contains a scattering form factor, a weighting factor for the particular type of distribution function in the variable z, and an exponentially decaying factor, e.g. exp( -zt), as in quasi-elastic light scattering, where the 3 are measurements of the electric-field autocorrelation function magnitude at delay times $. However, the methods described here can handle other K(z, t). This is now widely recognized as an ill-posed problem, where there is an infinite set, &, of possible solutions, all of which fit the data to within experimental error. Even worse, the errors are unbounded. Thus, for most physically reasonable K(2; t) and true s(z), and an arbitrarily large error amplitude (A), there always exists a large enough o such that [3] :
for arbitrarily small, but non-zero I E~ I.
Over the past 12 years (non-negatively) constrained regularization methods, such as those implemented in the program package CONTIN [ 1-41 and recently in maximum-entropy routines [S, 61, have been the most successful in avoiding the bias of fixed-form parameterized models and still providing reliable information on s(z). Here a more model-independent bias toward parsimony is purposely introduced to select the member of 52 that has the maximum entropy or 'smoothness' as defined in CONTIN. Parsimony tends to protect against artefacts; the selected member of & may very well not have all the detail of the true solution, but the detail that it does have should be 'demanded by the data' [4, 51 and therefore less likely to be an artefact. This is not always true, however. When the true s(z) strongly disagrees with the bias imposed by the regularizor of either of these methods, then it can disastrously backfire and cause artefact peaks [7, 81 in the estimated s(z). The problem is that we should have taken the term 'ill-posed problem' literally. We are asking for too much when we attempt to estimate s(z) on the microscopic scale (i.e. at each grid point). Regularization methods are optimal for this type of problem, but the uncertainties in the estimates at the individual grid points are still so great that their isolated values are not of use to us. CONTIN and most other methods immediately take this microscopic solution and compute macroscopic statistics of the peaks in the solution, such as their amplitudes, means, standard deviations, and skewnesses. These are the useful quantities because they can be accurately and reproducibly estimated, although they are biased by the regularizors. However, if we are only interested in well-determined macroscopic statistics, we do not need regularization. This paper proposes two methods that avoid these regularizors and their biases completely.
The occurrence of an artefact peak can be disastrous because peaks are usually the most important features of a distribution function. They are often interpreted as evidence for a separate species, size class, or type of process. Peaks together with their cumulants or other macroscopic statistics are in fact the main information obtained from an experiment, since the inverse problems occurring in light scattering are generally so illposed that shoulders or higher-order critical points cannot be reliably determined.
One very direct way of avoiding artefact peaks is to simply select from 8 the non-negative member with the fewest peaks and best fit to the data. A limited regularized version of this has already been crudely implemented [l, 31 in CONTIN as 'peak-constrained solutions'. The first method (MinPeak) uses an improved unregularized version, where some operations in CONTIN can be eliminated or performed exactly, and the inequality constraints can be converted to simple non-negativity constraints [ 11. This simplifies, stabilizes and speeds up the computations. Large gradients of the objective function at the binding constraints can provide useful indications of where to shift the peak or valley positions to get faster to the optimum, somewhat analogous to gradient methods for nonlinear optimization. Macroscopic statistics such as cumulants are computed for each peak. Strictly speaking, MinPeak is still slightly biased because it will select a member of B that replaces several unresolvable peaks in the true solution by a single peak.
The other method, MinClass, does not have this bias. It works with more general classes, which are not constrained to be single peaks. A class is simply the density of CONTINs (unregularized non-negative) reference solution on a closed interval of the z-grid. All possible partitions of the z-grid are exhaustively searched for the partition with the minimum mean-square predicted relative error in the total densities in the classes. Reliable error estimates are obtained from Monte Carlo simulations, which directly account for the non-negativity. The macroscopic peak statistics can be remarkably accurate. MinClass has always yielded results similar to MinPeak, but it has the advantages of simplicity and speed, of a guaranteed global optimum through the exhaustive search, and of the complete lack of bias (except that inherent in the non-negativity constraint, which is usually based on prior knowledge).
At the present early stage of development, the two methods are probably best used in combination, since MinPeak provides a good stopping criterion with the minimum number of peaks necessary to fit the data [l, 31, and MinClass provides nearly unbiased estimates of the corresponding peak statistics. They yield an automatic hierarchical analysis with a series of possible solutions, starting with the best one-peak or one-class solution and increasing in complexity to the best n-peak solution, where n is the smallest number of peaks in Q. The resolution can be extended to larger n, if prior knowledge dictates. This can be useful, for example, for systems known to have two or three closely spaced peaks. In addition to avoiding artefacts, MinPeak and MinClass can yield significantly higher resolution, particularly of sharp or overlapping peaks that are broadened by the biases of CONTIN and maximum entropy. Automation, use, and interpretation of MinPeak and MinClass are greatly simplified, because there are no regularizors or regularization parameters to be chosen.
