Abstract. Expanding upon an observation of Hou [Math. Comp., submitted], exact desingularizations are presented of the Euler equations in two and three dimensions for which the singularity within the Biot-Savart integrand is reduced by one order. The reformulated equations are then solved numerically using either the point vortex method or the vortex blob method. The increased smoothness of the Biot-Savart integrand allows us to prove convergence of these methods in the maximum norm. Our numerical experiments show that discretization of the reformulated equations display increased stability relative to discretizations of the original equations. The improvement in stability is manifested as a more slowly growing error in time.
1. Introduction. Expanding upon an observation of Hou [16] , we present exact reformulations of the Euler equations in two and three dimensions for which the singularity within the Biot-Savart integrand is reduced by one order. The reformulated equations are then solved numerically using either the point vortex method or the vortex blob method. The increased smoothness of the Biot-Savart integrand allows us to prove convergence of these methods in the maximum norm. Our numerical experiments show that discretization of the reformulated equations display increased stability relative to discretizations of the original equations. The improvement in stability is manifested as a more slowly growing error in time.
In two dimensions, our reformulation of the Euler equations is based on the following simple observation: the velocity at the center of a radially symmetric distribution of vorticity is exactly zero. At each point in the fluid we modify the Biot-Savart integral. We subtract a specified vorticity distribution which is radially symmetric about the fluid point. This vorticity distribution is smooth, compactly supported, and its value at the center is equal to the fluid vorticity at that point. We then discretize the resulting equations using a point or blob vortex method. The discretized integrand will be one order less singular than the original point vortex discretization [25] , provided that the vorticity is at least Lipschitz continuous. We refer to such a reformulation as an exact desingularization of the Biot-Savart integral. We also make similar observations and operations in three dimensions.
It is crucial to our results that the subtracted vorticity distribution be smooth and of compact support. In [16] , Hou advocated subtracting and adding at each point in the fluid a constant vorticity distribution, with value equal to the fluid vorticity at that point. This constant vorticity was supported on a set that contains the fluid vorticity.
vorticity handled through other means [7] . Again, the order of the singularity in the integrand was reduced. However, because the subtracted vorticity in Hou's original method does not vanish smoothly at the boundary of the computational support, the trapezoidal rule for a bounded domain gives, at best, second-order accuracy. This is in contrast to the higher-order accuracy that would be obtained if the vorticity vanished smoothly [11] . Actually, it is more appropriate to divide the computational domain into boxes and use a composite midpoint rule. Careless use of a trapezoidal rule may result in only first-order accuracy. In the method presented here, this disadvantage is circumvented because the subtracted vorticity is smooth and of compact support. Thus, the standard trapezoidal rule will provide second-order approximation for the point vortex method and high-order approximation for the vortex blob method.
The fact that our method is stable in maximum norm allows us to prove the convergence of a particular local regridding scheme. The local regridding method is given in [18] and we do not present it here. We simply remark that the existence of its proof of convergence now gives a theoretical basis for other similar regridding algorithms.
Although it may be tempting to make the subtracted vortex local, we show that the error constants grow as the support of the vortex diminishes. This is not surprising, because the method becomes the original point vortex method as the support of the subtracted vortex vanishes. This is also reflected in our numerical experiments: the larger the support of the subtracted vortex, the more slowly growing the error is in time. Thus, the size of the subtracted vortex should not be coupled to the mesh size. By our choice of reformulation, the discretized sums remain of convolution type, and the existence of fast summation algorithms for such sums is known [5] . Our numerical calculations were performed using direct summation on a Stardent GS2000 computer where the code was both vectorized and run in parallel on four processors.
Our computational domain must now include some marker particles that lie outside the support of the vorticity. This is due to the fact that we must accurately represent the subtracted vortices centered on the boundary of the support of the vorticity.
In addition, as our subtracted vortices are smooth, we are able to obtain an asymptotic error expansion for the point vortex approximation. In principle, the existence of such an expansion allows us to extrapolate to get higher-order accurate methods, and the increased stability of the basic new scheme enables these higher-order accurate methods to be more stable as well.
2. The equations of motion and vortex methods. The Euler equations of twodimensional, incompressible fluid flow in the vorticity-stream formulation are given by (1) and wt+u" Vw=O (2) u(x, t) Ja2 K (x y)w(y, t) dy, where u(x, t)= (Ul(X, t), u2(x, t)), x (xl, x2) is the fluid velocity, w(x, t) is the scalar vorticity, and 1
K(x)-2r'x'21 (-x2, xl) is the Biot-Savart kernel. Equation (1) demonstrates that the vorticity in two dimensions is conserved along particle paths, while (2) (the Biot-Savart integral) gives the relation between the velocity and the vorticity due to the incompressibility constraint, and the definition of the vorticity.
We introduce the vortex or particle method by rewriting (1) and (2) in Lagrangian coordinates. X(a, t) is defined so that X(a, t) gives the position at time of a particle that started at position a. That is, (4) dX(a, t) =u(X(a,t),t), X(a, 0) a.
dt
Now by (1) we have (5) to(X(ct, t), t): to(a, 0)= tOo(a), since vorticity is conserved along particle paths. This yields the Lagrangian formulation"
The vortex method is concerned with the solution of this infinite-dimensional set of ordinary differential equations. Note that K(x) is singular at the origin with the integrable singularity 1/Ixl.
The simplest and oldest vortex method consists of approximating the integral in (6) by the trapezoidal rule, omitting the singular self-interaction term, and solving the differential equations (7) dX,
where toj tOo(aj). This is the point vortex method (PVM) [25] . It has the following difficulty: as two point vortices approach one another, the velocity each induces on the other becomes unbounded. That is, there can be strong grid-scale interactions that lead to a rapid loss of accuracy in numerical calculations.
Nonetheless, this method has been proved convergent by Goodman, Hou, and Lowengrub [13] . A necessary condition for the stability of this scheme is that the method be accurate enough over a given time interval. The accuracy, however, depends on the grid size, the gradients of the solution, and the properties of the kernel K. In typical calculations though, this required accuracy can be lost in time rather quickly due to the development of large velocity gradients (which result in large Lagrangian grid distortions) and the singular nature of the kernel K (see [3] , [13] , and [23] , for example).
To alleviate these difficulties, Chorin [8] introduced the idea of using a mollified kernel, Ks, or equivalently, vortex blobs with a fixed shape, instead of point vortices to approximate the flow (8) d2 t _ _ _ _ _ ) , K This gives a computationally more stable method than the point vortex method if the smoothing size 6 is larger than the grid size h. Convergence of the vortex blob method (VBM) has been well established. See [1] [2] [3] [4] , [9] , [12] , [15] , and [24] as well as the review articles [6] , [19] , and [20] for a bibliography.
The grid distortion exhibited in the PVM is still present for the VBM, although its effects are not as catastrophic due to the mollification of K by Ks. Consequently, both the VBM and the PVM produce relatively large errors for large time calculations [3] , [13] , [23] . The purpose of this paper is to introduce a new desingularization to maintain the overall accuracy for longer times with the same initial grid sizes.
3. Our method. We now present our method. It is based on the desingularization idea of Hou [16] and our observation that the velocity at the center of a radially symmetric vortex is zero.
Let g(x) be a smooth function of compact support satisfying
We see that (10)
as X(a) is an area-preserving transformation and K(x)g(x) is an odd function in x.
Again, this is just the statement that the velocity at the center of a radially symmetric vorticity distribution is zero. We refer to (10) as an exact desingularization of the Biot-Savart integral. The point vortex and vortex blob quadratures of (10) will be referred to as the desingularized point vortex and desingularized vortex blob methods (DPVM and DVBM).
In [16] , Hou used g(x)-1, where the integrals in (10) and (11) are taken over the support of the vorticity (or some set containing it), assumed to be finite, and denoted by 12. He considered the reformulated equations dXi-
The second integral is the velocity induced at Xi by a patch of constant vorticity of strength toi and filling 12. This integral is no longer zero, but can be computed explicitly over triangulations of the underlying mesh, or as a boundary integral [7] . However, note that the subtracted vorticity distribution does not vanish smoothly at 012. Therefore, discretizations of the first integral must be based upon quadrature rules that take careful account of the boundary; misrepresentation of the boundary can lead to O(h) errors. This problem is completely circumvented by using a subtracted vorticity distribution that is smooth and decaying (compact support). In addition, our method is simpler, as there is no correction term to calculate (the second integral above).
Here, we consider the point vortex and blob discretizations of (10), or dt ji (12) h To ensure the consistency of our scheme, our discretization must cover a set , which contains , with the propey that (13) min dist (0, Off) R2.
This condition is necessary to ensure that the discretization of (11) is zero to O(h2) for those points X(a, t) such that dist (X(a, t), ) R2. That is, we carry marker panicles in the region -fl. These panicles carry no voicity but will effect the velocity calculation at points X fl such that dist (X, Off) R2.
We now present our convergence theorems. THEOREM 1 convergence of the DPVM). Assume that o, g C(R2) and that g satisfies (9) and fl satisfies (13 (ii) We will prove only Theorem 1. Theorem 2 is proved using the bounds of Theorem 1 and follows directly from the standard analyses of vortex methods (see [1] [2] [3] [4] , [9] , [12] , [15] , and [24] , for example).
Proofof Theorem 1. As usual, we divide the proof into two parts: consistency and stability. We begin with consistency.
CONSISTENCY LEMMA. Suppose that g, tOo6 C(R2), and satisfies (13) with Ah as its Lagrangian discretization. Then there exists ho( T, g, too) such that for all 0 < h <-_ ho
for any N. The constants C2, (Xi, t, g) (n >-1) are smooth functions ofXi. Furthermore, if g, tOo C(R C(T)h2.
Proof of consistency. We rewrite pi as follows:
since the velocity at the center of a radially symmetric vortex patch is zero.
Using assumption (13) and the fact that g is smooth with compact support, we can apply the consistency argument of Goodman, Hou, and Lowengrub 13] . We need only to replace their Lemma 2 by the following lemma. 
d--e I1'--< E(T) IIe I1, / C( T)h2.
Gronwall's inequality then implies that (25) Ilell,o<-_H(T)h 2 for t_-< T*.
But H(T) is independent of T*. Thus, for h small enough, we have Ilelll(R)<--hl+S/2.
Hence we conclude that T*= T, which completes the proof of Theorem 1.
Remark 2. (i) Our parameters R1, R2 allow for the fine tuning of the error. Clearly, as the difference R2-R1 increases, our stability constants will decrease. Increasing R1 and fixing the distance R:-R1 will also result in a decrease of the stability constants.
(ii) Decreasing R2 or R2-R will increase the stability constant because V g becomes larger; see (21) .
(iii) As a result of our asymptotic error expansion, we can extrapolate, using different grid sizes, to obtain higher-order accurate methods. In this way, we do not need to use explicit values of the vorticity gradients, we simply need to know that they are smooth.
4. Numerical results. In this section, we present some results of numerical experiments in which both the DPVM and the DVBM are implemented to simulate the two-dimensional Euler equations. These results are only intended to be illustrative of the advantages of the increased stability for vortex methods based on exact desingularization. It is clear that there are many ways in which the method could be further improved and fine tuned.
On a simple test problem, the convergence rates predicted by the convergence theorems are demonstrated. It is shown that increased stability accompanies wider support of the cutoff function g(Ixl), as indicated in Remark 2(i). Furthermore, these methods are compared with both the classical point vortex and vortex blob methods. The results indicate that the DPVM and the DVBM show increased stability relative to these methods, and consequently remain more accurate over longer times.
As our test case, we consider the motion of a smooth, radially symmetric distribu- The vorticity itself lies in C6(R2). This particular test case has been used by many others; see [23] , for example. It is a nontrivial test case for a Lagrangian method, as there is a good deal of grid distortion and stretching. As an illustration, consider the motion of a material curve that at 0 is the line segment connecting (0, 0) and (1, 0). By 20 this material curve has increased its length eightfold. This particular material curve is also a coordinate line in our calculations.
For our methods, many choices must be made. First, a cutoff function g(r) must be chosen, which may itself involve further parameters (say R and R in (9) ).
Furthermore, a discretization of the exactly desingularized Biot-Savart integral (10) must be specified. We have discussed the point vortex and vortex blob approximations, though perhaps there are others worth entertaining. For definiteness, we consider here the cutoff function ifr=<Rl' g(r)= 1-s(r)8) 7 ifRl<r< if r>-R2, where s(r) 2= (r -R)/(R-R). Note that g also lies in C6(R), and generally should be chosen to be at least in the same continuity class as the vorticity. Figure 1 shows gwith Rl=1/2and Re=l.
Using the DPVM, with the above choices of R] and Re, Fig. 2 shows the maximum error in velocity, Ile<t>ll , for h =0.2 (medium dash), 0.1 (short dash), and 0.05 (solid), on 0 _-< _-< 20. The time integration method is a fourth-order, Adams-Moulton predictorcorrector [11] . The timestep was chosen small enough to remove time discretization errors from Fig. 2 . Initially, the computational points were placed on a square grid over the vorticity. Here the set covering the vorticity was taken large enough to satisfy condition (13) . That the error is of second-order is evident in Fig. 3 For h =0.1, Fig. 4 shows the error as a is varied as a 1 (solid), 1 / 2 (short dash), 1 / 4 (medium dash), and 0 (long dash, the classical point vortex approximation). We note that the initial error in velocity (the discretization error) for all four cases is approximately 2.0. 10-3. As indicated by our convergence theorems, a is chosen for stability (long dash), and h =.1.
considerations, rather than for accuracy. Note from Fig. 4 that as a becomes larger and the support of the cutoff function grows, the growth of error decreases in time.
It is informative to decompose this error into that part associated with consistency and that with stability. As is usual, the error associated with consistency is given by
', g(xi-xj)(toj-toig(Xi-Xj))h2, dajhA ji and that for stability by
where Xi(t) and Xi are the exact and approximate solutions, respectively. Figure 5 shows these two errors (in maximum norm) for the classical PVM (dash) and for the desingularized PVM (solid). It is clear that the dominant error in both methods is that associated with stability, and that the stability control associated with the use of exact desingularization leads to much decreased error growth in time. An additional benefit from using exact desingularization here is a slower growth of the consistency error as the mesh becomes distorted and stretched.
We reach similar conclusions when comparing the DVBM with the classical VBM. Figure 6 shows the maximum error in velocity, with h =0.1, for the DVBM (solid) VBM with h-.1, 6--h "9s, and a fourth-order cutofffunction (Beale and Majda [3] ). and the classical VBM (dashed). Here we have used a fourth-order kernel (Beale and Majda [3] ), with small blob size 3 h'95. Note that the vertical scale in Fig. 6 is one-half that in Figs. 4 and 5. For this choice of 3, Theorem 2 gives an order of accuracy of O(h22), which is only slightly higher than that of the PVM. However, we expect to have a further improvement in the stability of the scheme. This expectation is justified by Fig. 6 . Also note that while the VBM was initially more accurate than the DPVM (Fig. 4) by 20 this situation has reversed, and the DPVM has become more accurate. upon exact desingularization shows both decreased stability and consistency error relative to the standard methods.
Finally, we present some preliminary calculations of the interaction of two likesigned vortices. Again, these calculations illustrate the computational advantages of exact desingularization, but they also demonstrate that our methods offer no panacea to a fundamental source of error in Lagrangian methods, which is grid distortion and stretching. We consider the initial vorticity distribution oo(x, y)= (max (0, (.25-(Ixl-.5)2-y2)))7/.257.
Contours of this vorticity distribution are shown in Fig. 8 . Evolution from this initial condition was calculated by Nordmark [22] , who showed that the accuracy of vortex methods could be much improved through periodic rezoning of the particle positions. We do not present a comparison with his work here, but only seek a more interesting example with which to study our methods.
The initial particle positions are on a square grid covering the vorticity distribution. To visualize the motion of the vortices, we have placed marker particles on the four contours of the vorticity shown in We close this section with several remarks. (i) The existence of fast summation techniques for a particle method is an important consideration. The first part of the sum (12) [14] ). Because of the nature of our cutoff function, the second part of the sum, h2wi K(,-2)g(,/ .), ji remains of convolution type. That is, / Kg is convolved with 1. General fast summation techniques have also been developed for such sums (see Brandt [5] ).
(ii) We do not present results for three-dimensional calculations using the exact desingularization for the three-dimensional Euler equations to be discussed in 5. We are currently implementing this method. (iii) Merriman [21] has pointed out that further subtractions, which account for yet higher-order information of the vorticity, may not only increase stability, but also improve accuracy.
(iv) Evolving the marker particles in the region -12 is costly. While the use of fast summation techniques will considerably ameliorate this cost, much can be done in optimizing the cutoff function g to reflect the vorticity distribution.
We now turn to the three-dimensional extension of our desingularization. 
f w(X(ce, t), t)" | 7K(X(ce, t)-X(a', t))" w(X(ce', t), t)
The reformulation idea presented in 3 applies to the three-dimensional method as well.
As in 3, we define a radial scalar function g, satisfying g(Ix[)= 0 for Ix] >-R2, g(Ixl) 1 for Ixl-<-R, and smoothly varying in between. Then, it is clear that K(X(a, t)-X(a', t))w(X(ce, t), t)g(X(ce, t)-X(a', t)) ace'=0, (30) since K is odd. Therefore, K(X()-X(')lw(X(')) d' (31) fa K(X(oe)-X(a'))(w(X(ce'))-w(X(ce))g(X(ce)-X(ce'))) da', which reduces the singularity of K by one order.
The particle equations (28), (29) can be desingularized as follows. Consider the integral VK(X(a)-X(ce'))w(X(ce))g(X(a)-X(a')) ace' R (32) 3VK(x-x')w(x)g(x-x ') dx'.
and
The particle formation is, using incompressibility, (28) -(a, t)=u(X(c, t), t)= K(X(a, t)-X(a', t))w(X(a t, t), t) da The integral of the second term vanishes due to exact cancellation of integrals.
Therefore, the reformulation of (28), (29) We remark that this method is less physical than the corresponding twodimensional method. The reason for this is that our requirement of compact support for g is tantamount to assuming that vortex lines end. However, we hope that the reduction of the singularity of the summands in (37) and particularly (38) makes three-dimensional computations more feasible.
The convergence of the desingularized method (37), (38) can be obtained by either following Beale's proof for the VBM [2] or by following the proof of Cottet, Goodman, and Hou [10] for the PVM. In either case, the stability is easier, and in the case of the PVM, the factor log (1/h) [10] can be eliminated.
