As shown in one of the proofs, ρ( R r=1 B(r)) can be reduced so that it gives a better estimation of ρ( R r=1 C(r)).
Proof. First we consider the case where C is nonnegative and irreducible, and each C ij is a square matrix of order N. By the Perron-Frobenius Theorem [3] , ρ(C) is an eigenvalue corresponding to a positive vector x in R Nm , i.e.,
Since B is nonnegative and z > 0 [2] ,
ρ(C) ρ(B).
Secondly, we show that the inequality (2.1) holds for all nonnegative matrices C where C ij 's are square.
and
Since C ij ( )'s are positive, they are irreducible for all i, j, and therefore
ρ(C( )) ρ(B( )).
By the continuity of ρ, we have
Finally, we show that the inequality (2.1) holds for all nonnegative matrices C where
block m × m matrix where each C ij is a square matrix of order N and
Clearly, C ij = C ij for all i, j . Since there exists a permutation matrix P such that
Since C is a nonnegative square block matrix, we have
Therefore, ρ(C) ρ(B).
The inequality (2.1) also holds for a product of block matrices C(r) as defined in (1.2). For simplicity, a product of two matrices is considered in the following theorem. 
ρ(C(2)C(1)) ρ(B(2)B(1)).
(2.2)
Proof. It suffices to show that the norm of the (i, j ) block of C(2)C(1) is less than or equal to the (i, j ) element of B(2)B(1). Observe that the
By Theorem 2.1, the proof of (2.2) is completed.
Theorem 2.1 with induced matrix norms was first presented in [4] . We extend the result to any consistent matrix norm and give a completely different proof. In addition, we generalize the result to a product of block matrices. In practice, Frobenius norm · F , 1-norm · 1 and ∞-norm · ∞ are commonly used. For many applications, the estimate ρ(B) using · F , which is not an induced matrix norm, is better than the ones using · 1 and · ∞ . For example, consider
where (r) ). In this section, we give an alternative proof for the inequality (2.1) with · 1 or · ∞ .
The proof describes how much ρ(C) is enlarged and suggests a way to reduce ρ(B).
It is known [2] that if row sums of a nonnegative square matrix P = [p ij ] of order Nare constant, i.e., If (λ, v) is an eigenpair of B, i.e., Bv = λv, then
Since B is nonnegative and irreducible, by the Perron-Frobenius Theorem [3] there exists v > 0 such that
It follows from (3.2) that

A(v ⊗ e N ) = ρ(B)(v ⊗ e N ).
It is also known [2] that if a nonnegative and irreducible matrix has a positive eigenvector then the corresponding eigenvalue of this positive eigenvector is the spectral radius of the matrix. The vector v > 0 implies v ⊗ e N > 0 and therefore ρ(B) is ρ(A). It completes the proof.
The equality (3.1) also holds for a product of block matrices. For simplicity, a product of two matrices is considered in the following lemma. (2) A kj (1) . Since 
ρ(A(2)A(1)) = ρ(B(2)B(1)).
Proof. It suffices to show the row sums of the (i, j ) block of A(2)A(1) are equal to the (i, j ) element of B(2)B(1) for all
i, j = 1, . . . , m. Observe that the (i, j ) block of A(2)A(1) is m k=1 A ik
ρ(C) ρ(B).
The proof for the case where · = · 1 is the same with using the transposes of A, B and C based on the facts that for any square matrix M,
The inequality (3.3) also holds for a product of block matrices. The proof is directly from Lemma 3.2 and Theorem 3.1. We state below the result with a product of two matrices without giving a proof. 2)C(1)) ρ(B(2)B(1) ).
The proof of Theorem 3.1 describes how the matrix C is enlarged to the matrix A. Notice the following:
• A ij = C ij for i, j = 1, . . . , m, where the same matrix norm · is used in defining A. 
One of the ways to form P is to switch rows of C(R) or switch columns of C (1) so that
kt (1) is reduced. We further explain this possible reduction through the following two examples. 
