Volume I consists of a study of the theory and applications of a class of integrals defined by where a,, ß, denote the roots denned by Ai(-a,) = 0, Ai'i-ß,) = 0, and Ai'i-a,), Aii -ß.) are the turning values of the Airy integral. This representation is useful only for £ > 0. Alternative representations useful for £ -> 0 are developed for the case At" and B0". For m = 1 the functions are entire functions of £, and tables are given for the coefficients of the Taylor series of Ai" and Bx". These coefficients are evaluated by using the Euler summation scheme to sum the divergent series obtained by setting £ = 0, m = 1 in the above representations. When m = 2 it is necessary to extract some terms which are singular at £ = 0. The remaining parts of ,4j" and B2" are shown to be entire functions. Tables for the coefficients in the Taylor series for these non-singular parts are found by using the Euler-Maclaurin summation formula to sum the divergent series which are obtained by setting £ = 0, m = 2 in the above representations. For £-»-», asymptotic expansions are obtained for the cases m = 1 and m = 2. Tables are given for the coefficients in these expansions.
matrix printer and is readable, but certainly not elegant. In compensation, the tables are very easy to use, since the spiral binding allows the pages to He flat.
The tables also give Nip), the number of positive non-residues <|p. In the introduction it is pointed out that for primes of the form Am + 3 we have [Kp-1)]! ={-l)-»""(modp).
It is also indicated that for all such primes (but we must add >3) the class number, hi -p), is given by M pt=x \p/ The much more easily computed formula [1], M P) 4 -2(2/'p) '
is not mentioned. The introduction also states that it can be "found" in the table that Nip) = m for all primes of the form im + 1. But surely one does not need the table to be convinced of this simple theorem. The quantity which is really useful for those primes is 2^2â^x (a/p), and not the redundant Nip).
D.S. The first chapter of this book forms a clear and well-written introduction to the elementary parts of linear algebra. The second chapter deals with numerical methods for the solution of systems of linear equations and the inversion of matrices, and the third with methods for computing characteristic roots and vectors of a matrix. Most of the important material in these domains is to be found here, and many numerical examples which illustrate the algorithms and point out their merits and deficiencies are given.
The discussion is directed principally to the hand computer, and machine computation in the modern sense is hardly present, but the book must be regarded as a valuable guide for the worker in the general area of linear computation. The theme of this pamphlet is sets of operations which are complete in the sense that "conjunction" and "negation" (or "exclusive or," "conjunction" and "1," or reviews and descriptions of tables and books the "Sheffer stroke") are complete. By an operation w-e mean a (single-valued) function whose domain is S" for some set S and positive integer ». A set F of operations on <S is complete if any operation / on S (of any number of arguments) can be constructed from F by composition (substitution) and identification of variables.
The first three chapters, which are introductory, include, among other things, a discussion of how constructing/from F corresponds to constructing a network "realizing" / from elements (primitive networks) which realize the elements of F. Chapter IV is preparatory to Chapter V, where the first significant theorem appears. This is to the effect that sum modulo p (p a prime), product modulo p, and the constant functions are complete. Alternatively, every n-ary operation on 0, 1, 2, • • • , p -1 is representable by a polynomial in n variables over the field of integers, modulo p. The author fails to note, however, that for any finite field, any operation on the p" field elements is representable by a polynomial over the field. As a matter of fact, essentially the same argument the author gives for p elements is applicable to the more general situation.
Chapter VI deals with a theorem of Webb to the effect that the binary operation This is a translation of the Russian edition (1952) which is a revised and extended version of an earlier book (1936) . It is mainly concerned with problems in the complex domain, and some material, traditional in courses on Finite Differences, is omitted. The techniques used are those of classical analysis. There are occasional sets of problems, and some very interesting worked examples.
The book is divided into three large chapters (1, 2, 5) and two smaller ones (3, 4). Chapter One deals with the problem of interpolation ("construct an (ap-proximate) expression for a function, given its values at a discrete set of points"), and includes an account of the Chebyshev theory.
Chapter Two deals with the Newton Series, first for equally spaced nodes, then for more general cases. The chapter concludes with applications of interpolationtheoretic methods to number-theoretic problems, in particular, to a proof of the theorem that a and ß -e" cannot both be algebraic, except for a = 0.
The early part of Chapter Five is concerned with conventional material, including, for example, Ostrowski's proof of Holder's result that T(z) does not satisfy an algebraic differential equation; the latter part is concerned with work of the author (1951) on linear differential equations of infinite order, with constant coefficients.
Chapter Three is concerned with earlier (1937) research of the author on the construction of (entire) functions given their values at a series of points a" , an -► <*, and with related problems, e.g., the uniqueness of such functions.
Chapter Four contains standard material on the Summation Problem and the theory of Bernoulli numbers and polynomials; it includes, e.g., a proper account of the Euler-MacLaurin Summation Formula.
The book is clearly and precisely written. It can be recommended as an excellent source for many of the basic theorems in numerical analysis, and is a very suitable complement to such books as Natanson [1], which is largely concerned with the real domain.
John Todd The author (who is a professor of applied mathematics of the Faculty of Sciences at Grenoble) admits his concern over the lack of a suitable textbook in numerical mathematics written in French. Rather than translate a foreign (to him) work, he decides to write a new book.
For various reasons he decides to limit his book almost exclusively to interpolation. The usual interpolation formulas (Newton-Gregory, Stirling, Gauss, Bessel, Everett, and Lagrange) are included for equally-spaced abscissas and also for divided differences as appropriate.
For the most part, approximation by the standard sets of polynomials (Legendre, Chebyshev, etc.) is avoided, but Bernoulli polynomials and Bernoulli numbers are discussed.
More general formulas for which the given data might be either values of the function or values of certain derivatives are discussed. Numerical integration is avoided, but interpolation for functions of two or more variables as well as of a complex variable is included. The last two chapters deal with the theory of interpolation for linear sums of special functions (exponentials, trigonometric sums, etc.)
Since the book was written to fulfill a need in France, and since there is no co. This is a sequel to NBS Applied Mathematics Series, No. 48 [1] which contains plans for fractional factorial designs for factors at two levels. The present compilation lists fractional factorial designs for factors at three levels as follows: for 1/3 replications, 2 for 4 factors and 3 each for 5, 6, and 7 factors; for 1/9 replications, 3 each for 6, 7, and 8 factors; for 1/27 replications, 3 each for 7, 8, and 9 factors; for 1/81 replications, 3 each for 8 and 9 factors; and for 1/243 replications, 3 each for 9 and 10 factors. For the same replication and number of factors the designs differ by the size of the blocks into which the treatment combinations are arranged. No main effects are confounded with other main effects or with two-factor interactions. Measurable two-factor interactions when the design is used as completely randomized or when treatments are grouped into blocks are listed. In addition, interactions confounded with blocks are given. Text material discusses the plan of the designs, loss of information, and the analysis of this type of designs.
C. C. Craig
The University of Michigan Ann Arbor, Michigan These tables consist of the actual tables that appeared in the original 1953 publication in Japanese An introduction to design principles and an explanation of the mathematical principles, parts 1 and 2 of the first publication, have been omitted. Readers are now referred to Kitagawa's Lectures on the Design of Experiments for this information and presumably for some help in the use of these tables.
The American publisher's jacket states that "this book contains tables for the design of factorial experiments and covers Latin squares and cubes, factorial design, fractional replication in factorial design, factorial designs with split-plot confounding, factorial designs confounded in quasi-Latin squares, lattice designs, balanced incomplete block designs, and Youden's squares." The table of contents gives more detail under each of the eight main headings just listed, except for the last two. For example, orthogonal squares and cubes are listed, the 2" series of factorial arrangements goes up through 29, mixtures of factorials such as anbm mostly for m = 1 are listed, and the factorial replicates cover the 2" for §, J, |, and tV replicates plus the | replicate for 3". Perhaps it should be noted that tables such as these are not really "for the design of experiments"; the function of the tables is to help select a layout or make easy the randomization of the layout after the design has been selected.
An examination of these tablés shows that four Japanese pages have been cut out with scissors, and four English pages pasted in their place. The jacket further describes these tables as a "New revised edition. These tables are excellently and clearly printed. After one becomes acquainted with their structure and arrangement the tables should prove useful on many occasions to those persons engaged in the design of experimenta in any field. One unique feature of these tables deserves notice. A complete fisting of all 576 configurations of the 4x4 Latin square is given. Continuation of this procedure for larger squares would have produced a bulky volume. One wonders about the special utility of 4x4 Latin squares which merited this complete listing.
There are two comments that must be made about these tables. The first comment is a criticism on the failure to include a table of random numbers within the volume. This reviewer's first act in using these tables will be to insert a small table of random numbers in both the front and rear of the volume. A table of experimental designs cannot be used without a random number table. As a consultant, when I pick up 'my tables,' I want to be sure that both items are with me.
The second comment follows from the first. A preliminary section on randomization procedures and choice of specific layout for each design should have been included. This volume contains a collection of forty-two essays on probability and mathematical statistics in honor of Professor Harold Hotelling on his sixty-fifth birthday. The list of contributors, limited to those who have been closely associated with Professor Hotelling, looks nevertheless like an up-to-date "Who's Who" in the subject field. This fact alone pays an appropriate tribute to his influence and leadership.
The first two essays, fitting to the occasion, deal with Hotelling the man, and as a leader and teacher in the field of mathematical statistics. The third one is a reprint of Hotelling's own excellent paper on "Teaching of Statistics," and the fourth one is a bibliography of his work. A total of ninety papers, not including reviews, were credited to him between 1925 and 1959-a truly impressive record of accomplishment.
The remaining thirty-eight research papers cover a wide spectrum of topics. There are seven papers on design and analysis of experiments, and about the same number in non-parametric statistics and also multivariate problems. Investigations into power, optimality, consistency, and robustness of tests, distribution theorems, and stochastic processes make up the bulk of the remaining papers. There is one paper on the inversion of partitioned matrices (Greenberg and Sarhan) and one on the numerical convergence of iterative processes (Moriguti).
Since a listing of titles and authors takes about two pages, a detailed review of this diversified volume is an impossible task within the space allotted. If one paper has to be singled out as truly outstanding among the thirty-eight, I believe most people would agree to the choice of John Tukey's "A Survey of Sampling from Contaminated Distributions," which investigates the robustness of efficiency of competitive estimators. In the paper the author considers two normal populations which have the same mean but whose standard deviations are in the ratio 3:1. One of the questions asked was: "What fraction of the wider normal population must be added to the narrower one in order for the mean deviation to be as good a large sample measure of scale as the standard deviation?" The answer, given two pages kv^er, turns out to be a shockingly low .008. Tukey then suggests that "Problems of robustness of efficiency are probably as important as problems of robustness of validity, and, because of their relatively undeveloped stage, deserve even more attention from statisticians." No doubt this suggestion will be heeded.
A list of titles and authors follows. Texts which are accompanied by tables are marked with an asterisk. The tables in paper No. 20 are separately described in the review immediately following. All the other tables are of illustrative nature, with limited selections of entries, and will not be discussed here. Given k binomial populations with unknown probabilities of success px, p?, ■ ■ ■ pk:, a procedure R is studied by the authors which self its a subset that guarantees with preassigned probability P* that, regardless of the true unknown parameter values, it will include the best population; i.e., the one with the highest parameter value. Procedure R for equal sample sizes is given as follows. Retain in the selected subset only those populations for which xt 3: Zm»x -d, where d = d(n, fc, P*) is a non-negative integer, and Xi denotes number of successes based on n observations from the ¿th population. Table 2 Quenouille offers a random sample of 1000 each from the normal distribution and seven specified non-normal distributions. While a sample of 1000 is too small for much serious Monte Carlo work, the method of construction of the present tables, where the normal sample uniquely and monotonely determines the 7 nonnormal samples, makes it suitable for pilot studies of the sensitivity of statistical procedures to departures from normality.
Specifically, let iibea unit normal deviate from the tables of Wold Then, for i = 1(1)8, E(x{) -0, E(z*) = The abstract of the booklet reads as follows: "Tables of factors for use in computing two-sided tolerance limits for the normal distribution are presented. In contrast to previous tabulations of the tolerance-limit factor A", we tabulate the factors r(A7, P) and u(f, 7), whose product is equal to K. This results in greatly increased compactness and flexibility. The mathematical development is discussed, including methods used to compute the tabulated values and a study of the accuracy of the basic approximation. A number of possible applications are discussed and examples given."
Since the mean p. and the standard deviation <r are frequently unknown, the toler-reviews and descriptions of tables and books anee limits must be computed on the basis of a sample estimate x of the mean and an estimate s of the standard deviation. The tolerance limits treated in the booklet have the form x ± Ks, where the factor K (the product of the tabulated entries r(N, P) and u(f, y)) accounts for sampling errors in x and s as w-ell as for the population fraction P.
Six levels of probability for P and y are used (.50 This useful volume is a monograph devoted to the exposition of the practical aspects of "regression analysis." These so-called regression analysis techniques are based on the method of least squares and are equivalent to analysis of variance procedures. The author discusses many different techniques, some containing much novelty. All are accompanied by illustrations using actual data drawn mainly from the biological sciences. The book contains a great deal of interesting discussion and advice on the proper and practical applications of the methods.
No attention is devoted to the planning of experiments; the book is only concerned with the analysis of data. Although nearly all the techniques involve the solution of simultaneous equations, there is little discussion of numerical techniques, except to recommend the "Crout" method.
The author makes much use of statements about parameters which are termed fiducial statements. This reviewer feels these are confidence statements. In explaining the meaning of fiducial statements the author writes (p. 91), "... a fiducial statement about a parameter is, broadly speaking, a statement that the parameter lies in a certain range or takes a certain set of values. The statement is either true or false in any particular instance, but it is made according to a rule which ensures that such statements, when applied in repeated sampling, have a given probability (say 0.95 or 0.99) of being correct."
The various techniques are presented without theory, as "to have done so would have made the book unnecessarily long." Without the accompanying theoretical material, this book is simply a handbook of regression methods. It is for this reason that the reviewer feels the book will be more useful to applied statisticians than to the author's intended audience, i.e., research workers in the experimental sciences. It is stated that the total error in an unrounded interpolated value of Fn(x) derived from the present tables need never exceed lh units in the eighth decimal place if the tabulated differences are used. Furthermore, the values of Fnix) here tabulated are guaranteed to be accurate to within 0.6 unit in the last place.
M. Zelen
The tables are preceded by an Introduction containing a brief account of pertinent literature, followed by a section devoted to a description of the tables and a justification for the tabulation of Fn(x) in preference to En(x). The properties of the generalized exponential integral, many of them reproduced from Placzek [1], are enumerated in a third section. The fourth section of the text is devoted to a careful description of the several procedures followed in the preparation of the tables. An excellent set of references is appended to this introductory textual material.
The typography is uniformly excellent, and the format of the tables is conducive to their easy use. The only defect observed was a systematic error in the heading of Table 2 on pages 24 through 37, where this heading erroneously appears as The section "Description of the Tables, Their Use and Preparation" is by the editor. A short description of the tables follows. Table I gives zeros jn,, of J"(x), 2/n.« of Y nix), and the values of Jn'ijn.,), Yn'iyn,,). Table II gives zeros j'n., of Jn'ix), y'n.. of Fn'(x), and the values of «/»(/",,), Y"iy'n,.). Table III gives All entries are to eight decimals, and in no case should the end-figure error exceed 0.55 of a unit in the eighth decimal.
The coefficients in the uniform asymptotic expansions (previously mentioned) which are used to evaluate items in Tables I-III Table V. Further description of the contents of Tables IV-V requires much more space and so is omitted here. Suffice it to say that with the aid of these tables, the entries in Tables I-III can There are two tables in this collection. Table I is a four-place table giving the temperature, the specific volume, the specific enthalpy, and the specific entropy as functions of the absolute pressure p. The last three dependent variables are given both for the fluid state and the gaseous state. The variable p ranges from 0.010 to 225,650 atmospheres, and the interval varies from 0.001 to 2000. Table II gives the specific volume, specific enthalpy and specific entropy as functions of temperature for constant pressure. Here p has the values 1,5, 10 (10) to 400 atmospheres, and t varies from 0 (10) to 330 degrees centigrade.
The tables were calculated by expressing each of the dependent variables as polynomials in the pressure with coefficients as functions of the temperature or in some cases functions of the temperature and pressure. As the author states in his preface, the primary objective of this book is to present to nuclear engineers and scientists an introduction to high speed reactor calculations. Since the appearance of the basic reference, The Elements of Nuclear Reactor Theory by Glasstone and Edlund, Van Nostrand, 1952 , the entire complexion of actual reactor design calculations has changed as a result of the growth in speed and size of computing machines, and reactor design calculations represent today a significant part of scientific computing time on modern computers.
The outline of the book by chapters is Chapter 1. Introduction Chapter 2. Digital Computers Reactor Calculations In Chapter 1, the author reviews the tremendous parallel growth of high speed computing machines and nuclear reactors, and their present interplay. In Chapter 2, an introduction and description of present day computers is given. In Chapter 3, programming for computers is introduced. After some preliminary remarks (no proofs) about interpolation, numerical integration, matrices, etc., items which can be found in many well-known texts on elementary numerical analysis, the author treats in Chapter 4 the more relevant problem of the numerical approximation of partial differential equations by difference equations, and their solution by means of iterative methods. Also, the treatment of interface conditions, which arise naturally in heterogeneous reactors, is given.
In Chapter 5, a simple code for fission-product poisoning is followed from the physical and mathematical definitions through to the construction of a program in the Bell (Wolontis) system. In Chapter 6, the longest chapter, the author describes diffusion calculations, extending from steady-state criticality problems for reactors to the solution of twoand three-dimensional multigroup diffusion equations. In Chapter 7, the Sn method of Carlson is described, along with the use of Monte Carlo methods for solving problems such as those encountered in shielding calculations.
In his primary aim, the author does succeed. Nevertheless, the reviewer, being quite familiar with this area, was most critical with respect to the age of the references, as most of the technical papers referred to had appeared prior to 1957. As no serious attempt was made to fill the gap between these earlier developments and the developments which have taken place in the reactor field in the last few years, many statements in the book are either somewhat obsolete or misleading. For example, the numerical inversion of tridiagonal matrix equations on page 74 by an algorithm is not stated to be simply Gauss elimination applied to the matrix problem, and in fact the author states that this "method" has not appeared in textbooks as yet. The iterative methods of Young-Frankel, and Peaceman-Rachford are each discussed twice, (p. 84 and p. 144) and not one of the four definitions is completely accurate. The book is, however, the only existing bridge between The Elements of Nuclear Reactor Theory and present computational technique in the reactor field.
R. S. V. For a variety of reasons, it is sometimes preferable to renounce a deterministic description and to introduce stochastic variables. If we take x(<) to be a vector whose i-th component is now the probability that the system is in state * at time t, and allow only discrete values of time, we can in many cases describe the behavior of the system over time quite simply by means of the equation x(< 4-1) = Ax(t). Here A = (a<>), i, j = 1, 2, • • • , N, is a transition matrix whose element a" is the probability that a system in state j at time t will be found in state i at time t + 1. Processes of this type are called Markov processes and are fundamental in modern mathematical physics.
So far we have assumed that the observer plays no role in the process. Let us now assume that in some fashion or other the observer has the power to choose the transition matrix A at each stage of the process. We call a process of this type a Markovian decision process. It is a special, and quite important, type of dynamic programming process; cf. Chapter XI of R. Bellman, Dynamic Programming, Princeton University Press, 1957.
Let us suppose that at any stage of the process, we have a choice of one of a set of matrices, Aiq) = (a,j(g) ). Associated with each choice of q and initial state i is an expected single-stage return &,(?)• We wish to determine a sequence of choices which will maximize the expected return from n stages of the process. Denoting the maximum expected return from an n-stage process by /,(n), the principle of optimality yields the functional equation As in the case of the ordinary Markov process, a question of great significance is that of determining the asymptotic behavior as n -*• ». It is reasonable to suspect, from the nature of the underlying decision process, that a certain steady-state behavior exists asn-> ». This can be established in a number of cases. The author does not discuss these matters at all. This is unfortunate, since there is little value to steady-state analysis unless one shows that the dynamic process asymptotically approaches the steady-state process as the length of the processes increases. Furthermore, it is essential to indicate the rate of approach.
The author sets himself the task of determining steady-state policies under the assumption of their existence. Granted the existence of a "steady state," the functions/¡(n) have the asymptotic form nc + 6, + o(l) as n -> <*>, where c is independent of i. The recurrence relations then yield a system of equations for c and the bi. The solution of this equation leads to an eigenvalue problem with the eigenvalue v. The present report tabulates the functions/ and g together with their derivatives and some other related functions. In Table 1 appear 6D values of /(f) and dff dÇ for f = -7.5(.l) -3(.02)1; in Table 2 similar information appears for g(Ç) and dg/dÇ. These tabular data are given for several values of the eigenvalue v.
A rather complete discussion of the mathematical problems involved is given in the introduction. The eigenvalues are found using a contour integration technique. It is stated that the numerical calculations are performed on an ERA 1103, with considerable pains taken to insure accuracy. The entries are stated to be correct to within one unit in the last place.
The tables should be quite useful to anyone interested in the study of special cases of transonic flow.
Richard C. Roberts A player makes a maximum of (2r -1) plays. On odd-numbered plays he scores 1 with probability pi and 0 with probability 1 -pt ; on even-numbered plays he is eliminated from subsequent play with probability jfc . The probability that he will score exactly n is Sn = (¡).pi"a -Pi)r~nd -p,)'-1 4 g (*)V(i -pi)*>0 -p*)k~*-reviews and descriptions of tables AND BOOKS The probability, Ut, that m independent players score a total of exactly t is the coefficient of x' in (S(SnxB)m.
The This book introduces the basic mathematical ideas of linear programming and game theory (mostly matrix games) in a form suitable for anyone who has had a little analytic geometiy (and is not frightened by subscripts and double subscripts).
Part I, on linear programming, begins with two examples, the second of which is a transportation problem, and then describes the simplex method of solving the transportation problem. Then comes the graphical representation of the general linear programming problem, followed by the general simplex method and a discussion of such complications as finding a first feasible solution, multiple solutions, and degeneracy. The chapter closes with the duality theorem.
Part II, on games, begins with two examples of matrix games, the second of which admits no saddle point, and introduces the concepts of mixed strategy and value. This is followed by a discussion of games in extensive form, and their normalization. A section on graphical representation is followed by the description of the equivalent linear program, and the Shapley-Snow "algorithm" is offered as an alternative method of calculating equilibrium strategies and value. Next the concept of equilibrium point in non-zero sum games is discussed, followed by three examples of infinite games. The book closes with an appendix proving the main theorem of matrix games along Ville's lines.
This book, compiled from lecture notes of short courses offered by the author, is suitable as a text for a short course for students with slight mathematical preparation.
Alan Advances in Computers is a useful addition to the rapidly growing literature on modern high-speed computers and their application. It is intended by the editor to be the first volume in a series which will contain monographs by specialists in vari-ous areas of work in this field. These are to be written in non-technical language, so as to be easily understood by specialists in areas other than those of the writerT he present volume contains six articles by well-qualified author» in six significant and interesting areas of work related to computers. Four summarize progress to date in the application of computers to weather prediction, translation of languages, playing games, and recognition of spoken words. Two are related to techniques used in computer programming and design. The titles and authors are* Since most of the areas of work covered by the papers in this volume are in a rapid state of flux, the assignment to write survey papers in these areas, undertaken by the authors, is a most difficult one. Each author has proceeded to carry out this assignment in his own characteristic manner. Thus, Gotlieb attempts to present a factual summary of some of the programming procedures used at present in processing data for business applications; whereas, Yehoshua Bar-Hillel presents a critical evaluation of the various efforts conducted in the field of automatic translation of languages-at times, highly critical. A large part of the material covered is admittedly subjective, and bears the imprint of the writers' points of view and contributions. Nevertheless, the six papers in this volume constitute authoritative surveys of the areas of work discussed. Together with the bibliographies given at the end of each paper, these articles will l>e valuable to the now researcher in the fields covered, as well as to the interested layman wito wishes to familiarize himself with the exciting advances in computer technology.
H. P. This book is intended mainly for the educated layman. In it the author attempts "to bridge the gap l)etween the superficial accoiuits of electronic computers and automation .. . and the specialists' monographs...."
He has given an admirably written and lucid account of digital and analogue computers. His three chapters on the logical design of digital computers, the physical basis of this design, and programming for digital computers are very clear and informative, though concise.
The three chapters on automation in clerical work, contri)! of continuous processes, and automatic machine tools and assembly processes are not as well done as the first three. The well-educated layman will have to expend a great deal of effort in order to follow the discussion in these chapters.
The last two chapters entitled "Strategic and Economic Planning" and "Nonnumerical Applications of Computing Machines" are very brief. The former is much too short to give the reader more than a glimmer of what is involved in game theory. The last chapter furnishes a well-written introduction to methods for non-numerical applications of computers, but, because it is so short, leaves the reader wishing the author had devoted more space to this subject. This reader would have preferred to have the author do this and omit some of his pronouncements on government (for example, the discussion on page 20 beginning with "Democratic government, too, is an example of Man in decay,...").
There are a few typographical errors in the book. The most disturbing one appears on page 36 where the binary addition table has the entry 14-1 = 1 (carry 1).
A. H. T. Price $11.65.
This introductory book on automatic data-processing systems (ADPS) is a revision of a text which was used in management development courses sponsored by the Army Ordnance Corps. The affirmative objective is to instruct, enlighten, and inform management on the developments, techniques and applications of methods in management science, mathematics, and large-scale computing for the solution of today's complex business problems.
The book is divided into seven parts and three appendices.-In Part One, "Orientation," the principles of basic computer programming are elucidated by means of a hypothetical computer which embodies an instruction repertoire of several existing machines. Various numerical and alphanumerical coding systems for storing data on punched cards, punched paper tapes, and magnetic tapes are also discussed here.
Part Two, "Automatic Equipment," deals with input-output hardware, storage devices, arithmetic and control units. The section concludes with a synopsis of the salient characteristics of approximately twenty computing systems: speed, storage, instruction repertoires, tapes, and peripheral equipment.
Advanced programming techniques and systems provide the subject matter of Part Three, "Programming and Processing Procedures." In this section the authors present a synthesis of the pros and cons of automatic programming and integrated data processing, two important and topical subjects.
The role of the data-processing unit in "management information systems" is the theme of Part Four, "Principles of Processing Systems." Several methods are suggested for selecting from a welter of available facts the pertinent information for effective executive decision-making. The reporting-by-exception principle is described in detail. Since the efficacy of the final system design is inextricably related to economic considerations, the authors analyze the major factors for determining the cost of obtaining and processing data, and explore the concept of the "value" of information in relation to its cost. The last chapter in Part Four outlines the broad principles underlying systems analysis and design.
Factors that affect the organizational structure of data processing are subject to examination in Part Five, "Systems Design." In particular, considerable attention is devoted to problems associated with centralized data processing and decentralized management control. General tools for systems analysis and specific data-processing techniques are also described here.
Part Six, "Equipment Acquisition and Utilization," presents in a nontechnical manner a methodical approach for evaluating, selecting, installing, and implementing automatic data-processing systems for business problems. Considerable space is devoted to the preparation of feasibility studies, application studies, and equipment acquisition proposals. This is followed by a detailed discussion of the problems entailed in the installation of new equipment.
The concluding portion, Part Seven, "System Re-examination and Prospective Developments," touches on a variety of mathematical techniques for the solution of management problems and concludes with a discussion on anticipated future developments in automatic data processing.
Three appendices are : I. History of Computation and Data-Processing Devices II. Questions and Problems III. Glossary of Automatic Data-Processing Terminology Although the treatment of the basic principles of computer programming illuminates many of the complex and important aspects of business data processing, the authors give little heed to the practical requirements for large-scale production system runs. Such concepts and techniques as rerun procedures, interior tape labels, alternation of servos, and programming methods for effective utilization of buffering are not even mentioned, while the subjects of editing, flow charting of instruction routines, and sorting techniques for large tape files are glossed over. But on the whole, the informative and lucid presentation of the general principles of automatic data processing from the standpoint of business systems will provide management personnel with a short, intensive, and enlightened education on electronic computers and their impact on business data processing.
Milton Siegel
