Rare events, and more general risk-sensitive quantities-of-interest (QoIs), are significantly impacted by uncertainty in the tail behavior of a distribution. Uncertainty in the tail can take many different forms, each of which leads to a particular ambiguity set of alternative models. Distributional robustness bounds over such an ambiguity set constitute a stress-test of the model. In this paper we develop a method, utilizing Rényi-divergences, of constructing the ambiguity set that captures a user-specified form of tail-perturbation. We then obtain distributional robustness bounds (performance guarantees) for risk-sensitive QoIs over these ambiguity sets, using the known connection between Rényi-divergences and robustness for risk-sensitive QoIs. We also expand on this connection in several ways, including a generalization of the Donsker-Varadhan variational formula to Rényi divergences, and various tightness results. These ideas are illustrated through applications to uncertainty quantification in a model of lithium-ion battery failure, robustness of large deviations rate functions, and risksensitive distributionally robust optimization for option pricing.
Introduction
Risk-sensitive quantities-of-interest (QoI), such as rare-events, partition functions, moment generating functions, and exit times, are of great interest in many applications from engineering, biology, chemistry, and finance. Significant model uncertainty stemming from uncertain parameter values, uncertain model form, or some approximation procedure (variational inference, dimension reduction, neglecting memory terms, linearization, asymptotic approximation, etc.), is inherent in many such systems. Therefore, it is important to study the dependence of risk-sensitive QoIs on model perturbations.
In [1, 2] , it was shown how robustness bounds for risk-sensitive QoIs can be obtained from variational principles involving information-divergences (specifically, Rényi-divergences) . Such bounds can be viewed as performance guarantees or stress tests over a collection of alternative models, called an ambiguity set. In this work, we characterize the structure of Rényi-divergence-based ambiguity sets by utilizing the connection between Rényi-divergences and the moment-generatingfunction (MGF) of the log-likelihood. More specifically, we show how to construct ambiguity sets that correspond to vari-ous tail-behavior (stress-test) scenarios. We also extend some of the foundational theory connecting risk-sensitive QoIs to information divergences and robust optimization, including a generalization of the Donsker-Varadhan variational formula to Rényi divergences (see Theorem 5.4) . We show how these tools can be combined to obtain explicit uncertainty quantification (UQ) bounds, and illustrate this through several applications: robustness of a data-driven model of lithium-ion battery failure, large deviations rate functions, and robust option pricing. Figure 1 : Histogram of the battery failure data from [3] . The small number of samples in the tails of the distribution highlights the need for robust UQ when dealing with rare-events and other risk-sensitive QoIs.
As motivation for the notion of ambiguity set and the problem of distributionally robust UQ, consider the data set of 124 lithium-ion-battery failure times from [3] . A typical workflow for analyzing QoIs (expectations of random variables) might consist of:
i.e., the baseline model P (a probability measure) is constructed from the data, and properties of QoIs are computed from P (E P denotes the expectation under P ).
A histogram of the data from [3] , shown in Figure 1 , illustrates a pervasive, unsurprising, but crucial problem with the process (1) when τ is sensitive to the tail(s) of the distribution, i.e., when τ is risk-sensitive: there is very little data regarding the tails of the distribution! This paucity of data calls into question the computed quantity E P [τ ] for risk-sensitive τ , e.g., early failure probabilities or the failure rate.
This motivates our consideration of the following distributionally robust UQ problem:
The robust UQ problem (2) involves bounding the QoI over an ambiguity set, U, of alternative models Q (probability measures) that are 'near' to P in some sense.
Remark 1.1 One could equivalently formulate (2) without the logarithm, but in our approach it is generally convenient to include it. This is further motivated by the following: if τ = 1 A for some (rare) event A, then the QoI becomes log(P (A)).
In this form, the connection with tail-behavior is apparent, as log(P (A)) is of central importance in large deviations theory.
Our new results, and those of [1, 2] , have many connections to large deviations (see also Section 7.2 below), though we are largely interested in obtaining non-asymptotic robustness bounds.
The choice of U in (2) is a modeling choice, and each such ambiguity set can be viewed as a stress-test of E P [τ ]
under tail-perturbations of P of a particular type. This motivates the stress-test design problem: how does one construct a U that realizes the desired stress test? A solution to this problem is given in Section 3, where we derive a general method for constructing ambiguity sets that correspond to stress-testing E P [τ ] under a prescribed type of tail-perturbation (i.e., prescribing P (dQ/dP ≥ r)). For example, U could consist of Q's whose tails with respect to P have power-law decay under P . A given modeling scenario might motivate a particularly appropriate choice of U; we will discuss this in the examples in Section 7. The neighborhoods we construct will be defined in terms of Rényi-divergences, and are thus capable of capturing non-parametric model perturbations. We also describe several methods of constructing new members of a given ambiguity set, either out of P or of other known members; these further highlight the non-parametric nature of the results.
Remark 1. 2 The ambiguity set U could be chosen to be a subset of some finite-dimensional parametric family that includes P (i.e., perturbing the parameters that define P ), and our methods can be applied to such cases. However, our goal here is the development of methods that apply equally well to non-parametric (infinite dimensional) model neighborhoods.
Once an ambiguity set is chosen, the distributional robustness problem of Eq. (2) can be addressed using tools from information theory. Specifically, the following risk-sensitive robustness bounds were proven in [1] (where a similar lower bound can also be found):
Proposition 1.3 Let P, Q be probability measures on (Ω, M) and g : Ω → R be measurable. Then
If dQ = e αg dP/E P [e αg ] with α > 0 and E P [e αg ] < ∞ then equality holds in Eq. (3) and the minimum is at c = 1 + α.
Here the QoI is τ = e g and R α (Q P ) denotes the Rényi divergences [4] , which are obtained from the MGF of the log-likelihood (when Q ≪ P and α > 1):
log e (α−1) log(dQ/dP ) dQ .
Proposition 1.3 is one of the key mathematical tools that we use and build upon in this paper, and when combined with Eq. (4), it illustrates a central message of this work: bounding risk-sensitive QoIs requires control on the MGF of the log-likelihood (i.e., control of all moments). This contrasts with methods for non-risk-sensitive quantities, which can be expressed in terms of the relative entropy (i.e., the mean of the log-likelihood):
(see [5, 6, 7, 8, 9] and Proposition 5.8 below). As we will show, combining Eq. (3) with the methods for constructing and characterizing ambiguity sets are developed in Section 3 results in a powerful toolset for addressing the robustness problem (2) .
The general definition of Réyi-divergence ambiguity sets is found in Section 2 (see Definition 2.3); that section begins with relevant background on Rényi divergences. Section 3 develops our general method for constructing the ambiguity set that captures a specified form of tail-behavior; see Definition 3.5. Lemmas 3.6 and 3.11 and Theorems 3.8 and 3.12 then provide further properties of these ambiguity sets and their members, including an algorithm for constructing a representative member. Examples that illustrate these constructions and theorems can be found in Section 4.
2. Secondly, we prove several new theorems regarding the connection between Rényi divergences and robustness bounds for risk-sensitive QoIs. Our primary UQ bound, generalizing Proposition 1.3, is found in Theorem 5.9.
We also prove a generalization of the Donsker-Varadhan variational formula to Rényi divergences (Theorem 5.4), as well as several new divergence (Theorem 6.1) and tightness properties (Theorems 6.3 and 6.5).
A number of examples and applications are treated in Section 7, illustrating how one can employ our results:
1. First, we consider robustness of a data-driven model of lithium-ion battery failure, obtained from the data in [3] .
Specifically, we use the method of constructing ambiguity sets from Section 3 together with our primary UQ bound, Theorem 5.9, to study robustness of the failure-rate (see Section 7.1).
2. The connection between our results and large deviations theory was motivated in Remark 1.1. In the second example, we study distributional robustness for large deviations rate functions. Specifically, we study the effect of adding some 'roughness' to a model P , i.e., we consider alternative models of the form dQ = Z −1 (1 + φ(x))P (dx) for an appropriate class of φ's. Our methods provides a bound on the rate function for IID averages from Q in terms of that of P . We also use this example to illustrate the Bennett-ambiguity-sets, an instance of the classical MGF bounds found at the end of Section 2.2 (see Section 7.2).
3. As a final example, we show how the tightness result, Theorem 6.3, can be used to solve certain distributionally robust optimization problems. Specifically, we consider a distributionally robust optimal stopping problem for option pricing (see Section 7.3).
Ambiguity Sets Based on Rényi Divergences
Given a baseline model P , thought of as an approximate but tractable model, an ambiguity set for P is simply a collection of alternative models U(P ) containing P ; we think of U(P ) as a 'neighborhood' of models that contains the 'true' model of the system. As discussed above, different ambiguity sets capture different types of (possibly non-parametric) model uncertainty; i.e., different types of perturbations of P . As we will see, ambiguity sets defined in terms of Rényi divergences are appropriate for capturing uncertainty in the tail behavior of a distribution, thus making them useful tools for deriving distributional robustness bounds on rare events (and other risk-sensitive QoIs); the discussion of UQ will begin in Section 5.
In Section 2.1 we first provide some standard background on the Rényi family of divergences. Then, in Section 2.2, we develop the connection between Rényi divergences and the MGF of the log-likelihood, and use that to define a general notion of Rényi-divergence ambiguity set. We give several examples stemming from classical MGF bounds in Section 2.3, but also indicate their severe limitations. This will serve to motivate the general method of constructing Rényi-divergence ambiguity sets that we develop in Section 3.
Background on Rényi Divergences
The family of Rényi divergences was firstly introduced in [4] by Rényi and provide a means of quantifying the discrepancy between two probability measures. They can be defined in terms of a related family of f -divergences as follows [10] :
where D f denotes an f -divergence and
These satisfy the divergence property:
and also α → αR α (Q P ) is non-decreasing.
More explicitly, R α (Q P ) can be computed as follows: If ν is a sigma-finite positive measure with dP = pdν and dQ = qdν then
One also has the property
and we use this relation is used to extend the definition of R α (Q P ) to α < 0.
For certain values of α, the Rényi divergence is related to other commonly used divergences: 
Here, R(· ·) denotes the relative entropy (i.e., Kullback-Leibler divergence) and D ∞ (· ·) is called the worst case regret.
The above limiting results motivate the definitions R 1 (Q P ) = R(Q P ) and R 0 (Q P ) = R(P Q).
For proofs of the properties listed in this section, as well as many more, see [11] . Note, however, that our definition of the Rényi divergences is related to theirs by D α (· ·) = αR α (· ·). Explicit formulas for the Rényi divergence between members of many common parametric families can be found in [12] .
Rényi-Divergence Ambiguity Sets and MGF Bounds
The robustness bounds in Proposition 1.3 constrain risk-sensitive QoIs under Q in terms of risk-sensitive QoIs under the baseline model, P , along with the Rényi divergence between Q and P . Each possible choice of model neighborhood (i.e., ambiguity set), Q ∈ U(P ), encapsulates a certain level and form of uncertainty regarding the baseline model; specifically, we will see that ambiguity sets are closely related to the tail behavior of the log-likelihood, log(dQ/dP ). As a first step, the main goals of this subsection are the general definitions, Eq. (12) and Eq. (16), of Rényi-ambiguity sets, along with the intuition behind them.
The alternative model, Q, appears in the UQ upper bound Eq. (3) only through R α (Q P ); this suggests that the natural notion of Rényi-divergence ambiguity set is
for some choice of function h ≥ 0 and some range of α ∈ I. This is in contrast to the non-risk-sensitive UQ bound, Eq. (84), for which the natural ambiguity sets has a much simpler form, fixed by a choice of constant η ≥ 0: Also, from Eq. (9) we see that even if R α (Q P ) is only explicitly constrained at only a single point (i.e., I = {α 0 } in Eq. (12) ), this will generally imply a constraint on the Rényi divergences over some range of α's.
The crucial observation is that, by Eq. (10), for α > 1 and Q ≪ P the Rényi divergence is related to the cumulant generating function of the log-likelihood:
where we use the notation
for the cumulant generating function of f : Ω → R. Intuitively, Eq. (14) implies that to control risk-sensitive QoIs, one needs control on all Q-moments of the log-likelihood. This is in contrast to non-risk-sensitive QoIs (see Eq. (84)), where one only needs control on the first Q-moment: E Q [log(dQ/dP )] = R(Q P ).
Based on this observation, we are motivated to study the bounds on Rényi-divergences that arise from (one-sided) MGF bounds (which are commonly used in deriving concentration inequalities [7] ):
satisfy Λ(0) = 0 (a property held by any CGF) and be finite on a neighborhood of 0. We define the corresponding Rényi-divergence ambiguity set by
If Λ is only defined on some subset I with [0, β) ⊂ I ⊂ [0, ∞) then we simply extend Λ to be +∞ on [β, ∞).
The following lemma shows that the U Λ (P ) represent more refined stress tests than the non-risk-sensitive (i.e., relative entropy) ambiguity sets, Eq. (13):
satisfy Λ(0) = 0, be finite on a neighborhood of 0, and be differentiable from the right at 0 with derivative η. Then
Proof. For Q ∈ U Λ (P ) we have
To obtain the first equality, use the second line of Table 1 . 
However, a general CGF will not vanish at 1 and so the upper bound will generally diverge as α ց 1, making Eq. (19) a poor way to define Rényi-divergence ambiguity sets in general. This is also why we require Λ(0) = 0 in Definition 2.3, a property that is satisfied by every CGF.
Examples of Ambiguity sets for Bounded Perturbations
Several classical MGF bounds, which are commonly used in the derivation of concentration inequalities (again, see [7] ), can be used to define ambiguity sets via Eq. (16):
This follows from Lemma 2.4.1 in [13] .
Bennett bound:
This follows from Corollary 2.4.5 in [13] .
Hoeffding bound: If
where σ 2 = (b − a) 2 /4 (the maximum possible variance of a random-variable bounded between a and b). This follows from Hoeffding's inequality (see Theorem 2.8 in [7] ).
Remark 2.6 This is a special case of a sub-Gaussian bound, hence the superscript SG; see Corollary E2 below.
Appendix D contains further information on the relationships between these classical cases.
To use any the Bennett or Hoeffding bounds one must, at minimum, have an upper bound: log(dQ/dP ) ≤ b, i.e., if p(x) and q(x) are densities for P and Q respectively, then one must have q(x) ≤ e b p(x). This is an untenable restriction in many cases, as it implies that q decays at least as fast as p. For example, in analyzing the battery-failure model introduced in Section 1.1, the baseline model that we fit to the data (see Section 7.1) will have power-law decay of the form Tβ at 0.
One would like to stress test P under both faster (β >β) and slower (β <β) decay at 0; the latter is not possible via the above classical bounds.
Based on this, we are motivated to develop a significantly more general method of constructing Λ's that can be used to define ambiguity sets. This construction can be viewed as a stress-test design problem; one designs a Λ so that U Λ captures all Q's that are tail-perturbations of P of a desired form. This construction has the added benefit of being more intuitively meaningful than either h in Eq. (12) or Λ in Eq. (16).
Ambiguity Sets and Tail Behavior: A Stress-Test Design Problem
The goal of this section is to construct the Λ that captures tail perturbations of a desired type, i.e., that characterizes a desired stress-test scenario. The corresponding ambiguity set can then be defined via Eq. (16). First we not that the reverse problem has a straightforward solution; each choice of Λ in Eq. (16) implies a particular relationship between the tail behavior of Q ∈ U Λ (P ), as compared to P . This can be made concrete via a Chernoff bound:
Proof. For λ > 0, a Chernoff bound gives
Bounding Λ log(dQ/dP ) Q (λ) ≤ Λ(λ) and then taking the infimum over λ > 0 gives the result.
The above lemma yields a bound on the tail behavior, given a specified Λ. The starting point for the reverse process, that of constructing a Λ that captures a desired tail behavior, is the following expression for the CGF of the log-likelihood:
G also has the following properties:
Moreover, one can write G(r) = µ([r, ∞)) where µ is the distribution of dQ/dP under P ; µ is a probability measure on [0, ∞) with mean equal to 1.
Remark 3.3 Many of the above properties are satisfied by P (Y ≥ r) for any random variable Y . What is special here is that Y ≡ dQ/dP is non-negative and integrates to 1 under P , i.e. Y dP is a probability measure. These lead to the key properties we will need going forward, namely ∞ 0 G(z)dz = 1 and µ has mean 1.
Proof. Using Fubini's theorem, we have
Now change variables to z = s 1/(λ+1) . This proves Eq. (25) . Fubini's theorem similarly gives
The remaining properties are straightforward to verify.
Remark 3.4 Lemma 3.2 combined with Eq. (4) shows that Rényi divergences only have access to information on P and Q through P (dQ/dP ≥ r), r ≥ 0. If, for instance, dQ = qdx and dP = pdx on R n then
As r increases, the decay of this quantity describes how the large relative-perturbations of q compared to p become concentrated into the tail of P (i.e., where p(x) is small). Intuitively, this is why control on P (dQ/dP ≥ r) provides one with control on rare-events, and other risk-sensitive QoIs.
Lemma 3.2 suggests that one construct Rényi-divergence ambiguity sets by specifying P (dQ/dP ≥ r), thus motivating the following definition: 
Note that G µ satisfies the properties in Eq. (26) and Λ µ (0) = 0. Moreover, letting ν(dz) = zµ(dz) we have
If Λ µ is also finite in a neighborhood of 0 then for any P we can define the corresponding ambiguity set, as in Eq. (16):
The following lemma shows that U µ (P ) at least captures our stated motivation: it contains all alternative models for which P (dQ/dP ≥ r) = G µ (r), r ≥ 0. This lemma also shows that the ambiguity sets (32) also imply a bound on the relative entropy:
Lemma 3.6 Let µ be as in Definition 3.5 (in particular, we assume Λ µ is finite on a neighborhood of 0). Then U µ (P ) contains all Q for which Q ≪ P and dQ/dP is distributed as µ under P . Note that such Q's will satisfy
Any alternative model Q satisfying Eq. (33) will be said to saturate the MGF bound that defines U µ (P ).
More generally,
Proof. From Lemma 3.2, we see that dQ/dP
Eq. (32)).
The dominated convergence theorem implies that λ → ∞ 0 G µ (z)z λ dz is C 1 on a neighborhood of 0 and can be differentiated under the integral (here we use the assumption that Λ µ is finite on a neighborhood of 0). The bound on the relative entropy then follows from Lemma 2.4, including the case of equality (3.6).
Remark 3.7 Attempting to generalize Eq. (30) to
where G(r) ≥ µ([r, ∞)), and then replacing Λ µ with Λ G in Eq. (32) does not produce any useful new ambiguity sets. As
Weakening the equality to a.e. equality does not modify the definition of Λ µ or of U µ (P ), and is therefore irrelevant.
The following theorem shows how to construct an element of U µ (P ) that achieves the defining bound in Eq. (32), i.e., 
Define
and φ :
Then Q(dx) ≡ φ(p(x))P (dx) is a probability measure, dQ/dP P ∼ µ, and Q ∈ U µ (P ).
Proof. Note that G µ (0) = 1, G µ is left continuous, and non-increasing, and G µ (r) → 0 as r → ∞.
In particular, we see that
Next, we need to show that P (ψ(p) = 0) = 0:
where p * P is the distribution of p under P . Let y 0 = sup{y : ψ(y) = 0}. ψ is non-decreasing so {ψ = 0} = [0, y 0 ) or
In the latter case, we have
In the former case, we have y 0 > 0 and
Therefore we have proven that P (ψ(p) = 0) = 0.
We now show that dQ/dP P ∼ µ: For r ≤ r 0 we have
(here we used Eq. (39)).
For r > r 0 , we write
G µ and H µ are not inverses, but they still satisfy the following key property:
The follows from the fact that H µ equals the negative of the quantile function of µ, where µ is the distribution of the function r → −r under µ. Eq. (45) then follows from the related property of quantile functions.
Using Eq. (45), we obtain
Similarly to the above, either
We know that G µ (r) ∈ range(ψ), hence one of the following two cases must hold: . Therefore, we can compute
Therefore we have proven that P (dQ/dP ≥ r) = G µ (r) for all r ≥ 0, and hence dQ/dP P ∼ µ. Since µ has mean 1, this also implies that Q is a probability measure. Property (1) of Theorem 3.12 then gives Q ∈ U µ (P ).
The following corollary gives a simpler expression for φ, under stronger assumptions:
Corollary 3.9 As in the above proof, let
cases, we simply write G −1 µ for short).
Suppose that we also have (0, 1) ⊂ range(ψ) (for example, if ψ is continuous) and define φ :
Remark 3.10 The likelihood ratio dQ/dP constructed via Theorem 3.8 or Corollary 3.9 perturbs all regions with same density, p, equally; it does not preferentially perturb one tail versus another. As such, the construction is most relevant when one is concerned with risk-sensitive quantities that depend on both (all of the) tail regions, or when one first conditions on only looking at a single tail of interest.
In the remainder of this subsection, we prove several results that give further information on what models are contained in U µ (P ). First, we have several inclusions between these ambiguity sets:
Then U µ1 (P ) ⊂ U µ2 (P ).
Let
Proof.
The first claim follows if we can show
is non-decreasing. To see this, write
Eq. (50) implies that both integrands are non-negative and (z/r 0 ) λ is increasing in λ for z > r 0 and decreasing in λ for z ∈ (0, r 0 ). Eq. (53) then follows from these facts.
We need to show that
Integrating by parts and using Eq. (51) and Eq. (52) gives
Eq. (51) together with Eq. (52) implies lim R→∞ R λ ∞ R G µ1 (z)dz = 0 and so we are done.
Next, we have several useful criteria for determining if a particular Q is a member of U µ (P ). These conditions are significantly more intuitive than either of Eq. (12) or Eq. (16), which is one reason why we view Definition 3.5 as a preferred way to construct Rényi-divergence ambiguity sets.
Theorem 3.12 Let µ, G µ , and Λ µ be as in Definition 3.5:
1. If Q ≪ P and we have r 0 > 0 such that
then Q ∈ U µ (P ).
2. Suppose Q 0 ∈ U µ (P ) and Q ≪ P . If we have r 0 > 0 such that
3. Suppose Q 0 ∈ U µ (P ) and ν is a sigma-finite positive measure with dQ 0 = q 0 dν, dP = pdν, dQ = qdν. If we have r 0 > 0 such that q is between q 0 and r 0 p pointwise ν-a.s. then Q ∈ U µ (P ).
Remark 3.13 Intuitively, property (1) states that any Q whose likelihood decays faster than G µ is in U µ (P ). The intuitive meaning of property (3) is immediate; see Figure 2 .
1. Let µ be the distribution of dQ/dP under P . The second bound in Eq. (56) implies that Λμ is finite in a neighborhood of 0. From part (1) of Lemma 3.11 we see that U µ (P ) ⊂ U µ (P ), and from Lemma 3.6 we see that Q ∈ U µ (P ).
2. By set inclusions, it is straightforward to see that the assumptions imply P (dQ/dP ≥ r) ≥ P (dQ 0 /dP ≥ r) for all r ∈ [0, r 0 ] and P (dQ/dP ≥ r) ≤ P (dQ 0 /dP ≥ r) for all r > r 0 . Similarly to the proof of Lemma 3.11, the formula Eq. (25) then implies Λ
(λ) for all λ > 0. This proves the claim.
3. The assumptions imply that Q ≪ P and dQ/dP = q p 1 p>0 and dQ 0 /dP = q0 p 1 p>0 . The result then follows from part (2) . : Given a baseline model P , with density shown given by the black solid curve, and an alternative model Q 0 ∈ U µ (P ), with density given by the blue dashed curve, then any other probability measure Q whose densities lies in either of the gray regions (for example, either of the red dashed curves) is also in U µ (P ).
Since Q 0 (perhaps being constructed via Theorem 3.8) can has a different (slower) decay than P , so also can Q. This is in stark contrast to the classical examples from Section 2.3. Figure 2 : If Q 0 ∈ U µ (P ) and P and Q 0 have densities p (black solid curve) and q 0 (blue dashed curve) respectively, then, for any r 0 > 0, any probability measure whose density lies between r 0 p (black dashed curve) and q 0 (red dashed curve) is also in U µ (P ). The left plot is for r 0 = 1 and the right for r 0 = 1.1. Note that the Rényi-divergences only depend on the decay (in probability) of the likelihood-ratio: P (dQ/dP ≥ r). In particular, they cannot tell which tail of P is perturbed; reflecting either plot around the y axis doesn't change any of the Rényi divergences.
Note that Rényi divergences can only access information on P (dQ/dP ≥ r) (see Lemma 3.2); in particular, they cannot distinguish which tail is perturbed. For instance, reflecting either plot from Figure 2 about the y-axis doesn't change the corresponding Rényi divergences.
Finally, it is also possible to construct ambiguity sets from two-sided bounds on the deviation of the log-likelihood from its mean. This method appears both less fundamental and less useful, so we relegate discussion of it to Appendix E.
Examples
Here we provide several examples that illustrate the ambiguity-set definition (32) as well as the method of constructing a member of U µ (P ) that was developed in Theorem 3.8. More substantial applications of our methods can be found in Section 7.
Constructing Ambiguity Sets from Tail Behavior
Each choice of µ in Theorem 3.12 represents a different type of perturbation of P ; intuitively, a slower decay in r implies a more extreme perturbation to tail-probabilities and hence to risk-sensitive quantities. We provide several classes of probability measures, µ, on [0, ∞) with mean 1 that can be used in Definition 3.5 to capture various important forms of decay behavior. Each of these families contain a parameter that can be fixed by specifying a relative-entropy bound via Lemma 3.6.
As motivation, we note that the first of the families introduced below will have the following effect when applied to the battery example discussed in Section 1.1 (see Section 7.1 below for details): the resulting ambiguity sets will contain perturbations of the base model, P , with power-law decay at 0 of a slower decay rate than P . UQ bounds over one of these ambiguity sets will then constitute a stress-test of the model under this form of decay-rate perturbation; again, a particular member of the family will be singled out via a relative-entropy bound.
1. Power-law decay: Let 0 < r 0 < 1 and consider the family of Pareto distributions
(recall that G −1 r0 denotes the inverse on [r 0 , ∞); see Corollary 3.9). We also have
We denote the resulting ambiguity sets by U P L r0 (P ). Finally, we can relate r 0 to the relative entropy bound by computing the derivative at 0:
2. Sub/Super-exponential decay: Define U Exp r0 (P ) using
For a given value of κ, r 0 can be fixed by specifying a desired relative-entropy bound. Note that Eq. (63) is a family of shifted Weibull distributions. We will refer to the case κ = 1 as exponential decay.
3. Perturbation of a Gaussian: Let P 2 = N (µ, σ 2 2 ), P 1 = N (µ, σ 2 1 ) be two normal distributions on R with σ 2 > σ 1 > 0. Define r 0 = σ 1 /σ 2 and let µ r0 be the distribution of dP 2 /dP 1 under P 1 . Denote the resulting ambiguity set by U G r0 (P ). We have:
As our notation suggests, the ambiguity set is determined by the value of the single parameter r 0 = σ 1 /σ 2 ∈ (0, 1), which can again be fixed by specifying a relative-entropy bound. We will refer to ambiguity sets constructed in this manner as Gaussian ambiguity sets. 
In practice, we find the densities constructed via Theorem 3.8 using a Gaussian ambiguity set to be smoother than those constructed via a power-law ambiguity set (59), and so the Gaussian case can be viewed as a reasonable replacement for (59) when this smoothness is desired. 
Constructing a Member of U µ (P )
We now give several examples where the construction from Theorem 3.8 of an alternative measure Q that saturates the defining MGF bound of U µ (P ) can be carried out explicitly; we use the ambiguity sets from Section 4.1. Recall that each of these involves a parameter, r 0 , that can be set by imposing a desired relative-entropy bound; see Eq. (62), Eq. (67), and Eq. (71).
1. Let λ > 0 and P (dt) = λe −λt dt on [0, ∞). Then, letting p(t) = λe −λt be the density with respect to Lebesgue measure, we have
Imposing power-law decay of the likelihood-ratio, with some choice of 0 < r 0 < 1 (see example 1 in Section 4.1), results in
i.e., Q is exponentially distributed with the slower rate r 0 λ.
2. Again, let P (dt) = λe −λt dt. This time we impose sub/super-exponential decay of the likelihood ratio for some choice of r 0 ∈ [0, 1) and κ > 0 (see example 2 in Section 4.1), and find
i.e., the tail of dQ/dt is a power-law perturbation of dP/dt.
3.
Let P = N (µ, σ 2 ) be a normal distribution on R with σ > 0. Then, letting p be the density with respect to Lebesgue measure, we have
Imposing the sub/super exponential decay Eq. (64) for some r 0 ∈ [0, 1) and κ > 0 we have
Several different Q's obtained in this manner are shown in Figure 3 .
Again, we emphasize that once one has a single member of U µ (P ), other members can be obtained by using Theorem 3.12 (see Figure 2 for illustrative examples). For any particular instance of one of these constructions, the tail behavior with respect to (for example) Lebesgue measure (dQ/dx as compared to dP/dx) will be highly dependent on the tail behavior of the chosen baseline model P ; it will often be quite different from the decay behavior of P (dQ/dP ≥ r) (as was illustrated by the above examples) and must be investigated on a case-by-case basis.
Uncertainty Quantification for Risk-Sensitive QoIs
Having explored the structure of Rényi-divergence ambiguity sets, we now move towards the application of these ideas to uncertainty quantification for risk-sensitive QoIs. The techniques we develop here will apply to non-negative random variables, τ , and from this point on we will formally call any quantity of the form log(E P [τ ]) (or simply τ by itself) a risk-sensitive QoI (E P denotes the expectation under P ), though our results are most relevant for those τ 's that are risksensitive in the intuitive sense (i.e., sensitive to the tail(s) of P ), e.g., rare-events, partition functions, moment generating functions, exit times, or random variables whose MGF is not finite on any neighborhood of 0 (i.e., heavy tailed).
In this section we discuss the general theory of Rényi-divergence-based UQ, both summarizing the relevant established Applications and examples will be given in Section 7.
Variational Principles and Rényi Divergences
UQ bounds for non-risk-sensitive QoIs can be derived from variational formulas involving relative entropy [5, 8, 9, 14, 15, 16, 6, 17, 18, 19] . For motivation, we recall the relevant variational formulas:
1. The Donsker-Varadhan variational formula: 
where B(Ω) denotes the set of bounded measurable real-valued functions on (Ω, M).
Its dual relation, the Gibbs variational principle:
Proposition 5.2 Let P be a probability measure on (Ω, M) and g ∈ B(Ω). Then log e g dP = sup Q∈P(Ω)
where P(Ω) denotes the set of probability measures on (Ω, M). 
and 1 γ log e γg dP = sup 
Non-Perturbative Robustness Bounds for Risk-Sensitive QoIs
The Gibbs variational principle (78) leads to the UQ bounds for non-risk-sensitive QoIs that were quoted in the introduction; see Proposition 5.8. This result, and the corresponding linearized theory (i.e., sensitivity analysis), were generalized to risk-sensitive QoIs in [1, 2] ; specifically, Proposition 5.3 leads to the UQ bounds from Proposition 1.3. Combining this with our discussion of Rényi-ambiguity-sets in Section 2.2, we will obtain useful tool for risk-sensitive UQ. Before moving on to applications, we first extend the results of [1, 2] to apply to a more general class of QoIs, as well as prove some additional tightness and divergence properties. 
where we define −∞ + ∞ ≡ ∞.
2.
log
where we define ∞ − ∞ ≡ −∞.
Here and in the following, powers of non-negative extended reals are defined by τ c = exp(c log(τ )), along with the use of the continuous extensions of exp and log to the extended reals.
Remark 5.7 The above generalization is necessary if one wishes to treat event probabilities (i.e., τ = 1 A ) within the same unified framework as positive QoIs, τ = e g . Event probabilities were studied in [1] by a specialized limiting argument, but we find it convenient to have a single result that encompasses the previously studied cases.
To understand the utility of Lemma 5.6 for risk-sensitive robustness, we first contrast it with the following robustness bounds for non-risk-sensitive QoIs, derived in [5, 6, 7, 8, 9] . These bound the Q-expectation of f for all Q in a relative entropy (i.e., KL-divergence) neighborhood of P :
Then
where R denotes the extended reals and Λ f P 
while UQ for risk-sensitive QoIs requires control of the MGF of the log-likelihood (i.e., control of all moments), which is equivalent to having control on the Rényi-divergences (see Eq. (14)). This is why the method of constructing ambiguity sets in terms of Rényi-divergences ambiguity sets from Section 2.1 is appropriate for deriving UQ bounds on risk-sensitive QoIs.
Combining these ideas results in a powerful tool for addressing the distributional robustness problem (2): 
UQ for Rare Events
To gain some intuition on the bound Eq. (86), we specialize to (rare) events,
For comparison, the non-risk-sensitive bound from Proposition 5.8 yields
We illustrate these bounds using ambiguity sets constructed from classical MGF-bounds; see Section 2.2 and Appendix D.
In particular, Figure 4 demonstrates the ambiguity set inclusions from Lemmas D4 -D7, and also compares the risksensitive and non-risk-sensitive bounds. In the non-risk-sensitive bound (88) we use the bound on R(Q P ) that is implied by Q ∈ U Λ (P ), as discussed in Lemma 2.4. The Bennett-bound, which utilizes an upper bound on log(dQ/dP ) as well as its mean and variance under Q, is the tightest among the risk-sensitive bounds; this is a consequence of the Lemmas in Appendix D. For each risk-sensitive bound there is a crossover level of rarity, below which it becomes tighter than the non-risk-sensitive bound. This is a commonly observed occurrence when comparing the methods: the Rényi-divergence based methods generally perform better for sufficiently rare events, but for more typical events, the relative-entropy-based method from Proposition 5.8 is preferable. In practice, it is of little additional cost to compute both bounds (87) and (88) and use the minimum of the two.
Properties of the Risk-Sensitive UQ Bounds
This section contains several properties new properties, of both theoretical and computational interest, regarding to the UQ bounds in Lemma 5.6. First, we state the divergence property and then we give various tightness results; proofs can be found in the appendices.
Divergence Property
The UQ bound from Lemma 5.6 can alternatively be formulated in terms of what we call the goal-oriented Rényi divergences. For simplicity, in this subsection we focus on the case τ = e g with g ∈ B(Ω). 
Ξ γ ± have the following properties:
2. Divergence property:
and if g is not P -a.s. constant then equality holds in Eq. (92) iff Q = P . (Note that only one of Ξ γ ± (Q P, g) must be zero to guarantee that Q = P .) Remark 6.2 We call Ξ γ ± the goal-oriented Rényi divergences. The term goal-oriented refers to the fact that the divergences incorporate information about the QoI, g.
Tightness Properties
Next, we show that the bounds in Lemma 5.6 satisfy a pair of tightness properties. First, we show that for a given τ , we have tightness over a particular range of Q's. The proof follows by combining the UQ bound from Lemma 5.6 with explicit calculations using Eq. (10); see Appendix C for a detailed proof. 
and, for any β ∈ R, I ⊂ R, define the ambiguity sets
i.e., ambiguity sets of the form Eq. (12) with h(α) = R α (Q γ P ), either just for α = β or for all α ∈ I.
Then Q γ ∈ U γ I (P ) ⊂ U γ β (P ) for any β ∈ I (95) and:
and the infimum is achieved at c = γ + 1.
If
and the supremum is achieved at c = γ + 1.
If γ <
and the supremum is achieved at c = γ + 1. We also obtain a tightness result over a range of QoIs, for fixed P and Q. The method of proof is very similar to the proof of Theorem 6.3; see Appendix C for details. 
the infimum is achieved at c = 1 + ν −1 , and
the supremum is achieved at c = 1 − ν −1 , and
the supremum is achieved at c = 1 − ν −1 , and Eq. (103) holds.
Remark 6.6 One can prove a related tightness property for the KL-divergences: If R(Q P ) < ∞, R(P Q) < ∞, and
7. Applications
Battery Failure Probability
As our first application of the methods developed above, we illustrate the steps one might take in analyzing risksensitivity for a model obtained by fitting to a data-set. Specifically, we will analyze the life-time, T , of lithium-ion batteries using the data set of N = 124 battery failure times from [3] (T is the number of charge-discharge cycles over the battery's lifetime); see the left pane of Figure 5 for a histogram.
The steps suggested by the framework developed above are as follows:
1. Pick a QoI: If one is interested in risk-sensitive QoIs then the Rényi-based methodology developed in this paper is appropriate (see the discussion in Section 5.3). Here we will study the battery failure rate: τ = 1/T , which is very sensitive to the tail of the distribution near T = 0.
Construct the Baseline Model from the Data:
The chosen QoI is most sensitive to the tail near zero (the 'early' failure probability), and is relatively insensitive to the large T tail. We choose to fit to a gamma distribution, with probability density
as it provides a dedicated parameter, a, to fit the decay at 0 (unlike, for example, the Weibull family, where the decay as T → 0 and T → ∞ are linked). The maximum likelihood estimators (MLE) obtained from the data in [3] are used to define the baseline model:
(107)
Build Ambiguity Set(s):
As is apparent form the frequency histogram, Figure 1 , the data set contains very little information about the tails of the distribution. 1, and so is applicable in this case. This is an extreme form of the phenomenon seen in Figure 4 , where the risksensitive UQ bounds were seen to be tighter than the non-risk-sensitive bounds when the degree of risk-sensitivity (rarity) became sufficiently high.
For illustrative purposes, we characterize the system under three tail-decay scenarios, using the framework of Section 3: power-law decay (59), super-exponential decay (Eq. (64) with κ = 2), and the Gaussian ambiguity set (Eq. (68)). UQ bounds are shown in the right pane of Figure 5 as a function of r 0 . Each of the corresponding ambiguity sets are fixed once one specifies an upper bound on the relative entropy, as that fixes r 0 in Eq. (62), Eq. (67), or Eq. (71). There is a large body of literature on estimating relative entropy, and other density functionals [20, 21, 22, 23, 24, 25, 26] , though none of these works appear to rigorously apply to the task of estimating R(Q P ) in this situation (continuous distributions of unbounded support). Here, we use a bootstrap method, where we take N samples (with replacement) from the data set, use the sample to form a kernel density estimator and use that as a surrogate for Q to compute R(Q P ). Averaging the result over many different samples results in R(Q P ) ≈ 0.074.
Selecting which ambiguity set to use, out of the three types shown in Figure 5 (or out of the infinitely many other possibilities), is a modeling choice; each such choice represents a different type of stress-test of the model. Given that we have little data regarding the tail at 0, it is reasonable to stress-test the model via alternative models that decay polynomially at 0 with a slower rate β, than the MLE fit, i.e., β < a. Thinking of the tail near zero, such alternative models with have log-likelihood decay of the form:
for r large enough (C, D are some constants). This is of the power-law type (59).
Remark 7.2 Note that here, power-law decay of the likelihood under P does correspond to power-law perturbation of the density near 0. This is because P also has a power-law form near 0.
Therefore, we are motivated to stress-test the model under the power-law family of ambiguity sets (59). This, together with the estimate R(Q P ) ≈ 0.074, fixes r 0 ≈ 0.70. The resulting UQ bound obtained from Theorem 5.9 (see Figure   5 ) is E Q [1/T ] ≤ 0.00194 for all Q ∈ U P L r0 (P ), as compared to the base-model expectation E P [1/T ] = 0.00153. We emphasize that we do not simply compute the QoI under the gamma distribution Eq. (106) with perturbed values of a; our goal with these methods is to obtain robust UQ bounds over non-parametric model neighborhoods. 68)). Based on the discussion in Remark 4.1, this is unsurprising.
Distributional Robustness for Large Deviations Rate Functions
Next, we show how our results can yield UQ bounds on large deviations rate functions. Specifically, we let X n , n ∈ Z + be IID R d -valued random variables with distribution P and finite MGF everywhere, i.e.,
Let P n be the distribution of X n ≡ 1 n n i=1 X i . Cramer's Theorem (see, for example, Section 2.2 in [13] ) implies that the P n satisfy a large deviations principle with rate function, I P , given by
In the following result, we obtain UQ bounds on this type of rate function: 
Proof. Lemma 5.6 with τ (x) = e v·x gives
Therefore, for c > 1,
Taking the supremum over c > 1 gives the lower bound.
The derivation of the upper bound proceeds similarly:
(Note that we must restrict the supremum to c > 0 so that we can pull the 1/c factor out of the supremum.) Taking the infimum over c ∈ (0, 1) gives the upper bound.
As a concrete example, let P be a normal distribution on R d with mean 0 and invertible covariance matrix Σ; the associated rate function is I P (x) = 1 2 xΣ −1 x. Suppose we are considering a specific alternative model
e.g., a 'rough' non-Gaussian perturbation φ, where Z is the normalization factor and we assume known bounds 0 < m ≤
Here we illustrate the use of the classical MGF bounds (in particular, the Bennett bound) that were discussed at the end of Section 2.2: The assumed bounds on 1 + φ imply
(note that a = −b) and so the Bennett bound Eq. (21) combined with Eq. (14) gives
where η ≤ b is an upper bound on R(Q P ) and σ 2 is an upper bound on Var Q [log(dQ/dP )]. Eq. (118) can be used in conjunction with Eq. (111) to obtain a lower bound on the rate function. Results are shown in Figure 6 for several values of η and σ 2 . For comparison, we also show the naive bound (black dashed curve) I Q (x) ≥ max{I P (x) − log(M/m), 0}, obtained from using the upper bound (117) on dQ/dP in the definition Eq. (110), together with the fact that rate functions are non-negative. Var Q [log(dQ/dP )]. Note that if one can also more accurately estimate Z, then a further improvement is be obtained by using b = log(M/Z).
Risk-Sensitive Distributionally Robust Optimization with an Application to Option Pricing
Finally, as an application of the tightness results from Section 6.2, we study a distributionally robust optimization (DRO) problem. DRO is an area with much recent work [27, 28, 29, 30, 31, 32, 33, 34, 35] , wherein both information-theoretic and optimal-transport (Wasserstein-metric) based methods are widely used. In this section, we develop a DRO result applicable to risk-sensitive QoIs, using Rényi divergences.
The general setting is as follows: Fix a probability measure P , a collection of QoIs τ y : Ω → [0, ∞], y ∈ Y (the parameter-space to be optimized over), and ambiguity sets U y ⊂ P(Ω), y ∈ Y . The goal in risk-sensitive distributionally robust optimization (DRO) is to compute one of the following:
In the former, τ y is often thought of as a cost, and the latter as a profit; in either case, y is a design or control variable. The problem Eq. (120) then corresponds to finding the value of the control variable that minimizes (resp. maximizes) the worst case cost (resp. profit) over the ambiguity sets U y .
Remark 7.5 The inclusion of the log in Eq. (120) doesn't impact the minimizer/maximizer, but formulating the problem this way better connects with the results developed above. We need to treat the min-max and max-min problems separately, as our risk-sensitive UQ results only apply to non-negative QoIs, and hence we cannot use the standard technique of converting between the problem types simply by changing the sign of the QoI. Theorem 6.3 gives conditions under which one can explicitly evaluate the inner maximization or minimization in Eq. (120), for specific classes of ambiguity sets. As a simple, concrete example, we consider the pricing of perpetual American put options. For background see Chapter 8 of [36] or Chapter 8 of [37] . Under the baseline model, the asset price evolves according to geometric Brownian motion in an interest rate-r environment and with volatility σ,
where r, σ > 0 are constants. This has the explicit solution
The baseline measure, P , is then the distribution of X on path space, C([0, ∞), R).
The quantity of interest we consider is defined as follows: Let K > 0 be the option strike price. The payout if the option is exercised at time t ≥ 0 is K − x t , where x t is the asset price at time t. The relevant QoI is then the value, discounted to the present time:
We assume that the option-holder's strategy is to exercise the option when the stock price hits some level L, assumed to satisfy 0 < L < K < X 0 , i.e., we consider the stopping times τ L [x] = inf{t ≥ 0 : x t ≤ L}. The option holder's goal is to choose L so as to maximize the expected option value at the stopping time, i.e., maximize E P [V τL ]. However, due to lack of confidence in the model, one might desire to build in a safety margin by first maximizing over some ambiguity set of alternative models. With this as motivation, our goal here is to compute the following:
for an appropriate ambiguity set U (to be discussed below).
From Eq. (122), one can see that τ L is the level a L hitting time of a Brownian motion with constant drift µ, where
From Eq. (97), we see that if we choose γ < 0, γ = −1 and
(V γ L denotes the γ'th power) then the inner minimization is computable, and we obtain
To make the above calculation valid, we must restrict to parameter values where µ < 0, so that τ L < ∞ P -a.s. (see Chapter 8 of [36] and page 196 in [38] ), otherwise we will have E P [V γ L ] = ∞. The expectation can be evaluated using the formula for the MGF of τ L under P (again, see Chapter 8 of [36] ):
Using this we find for 0 > γ > −µ 2 /(2r), γ = −1:
One can calculate R 1+γ −1 (Q γ P ) explictly, and thereby write the ambiguity set as
Note that this ambiguity set only constrains R α (Q P ) at the single (but γ-dependent) value of α = 1+γ −1 ; in the language of Definition 12, the right-hand-side of Eq. (133) defines h(1 + γ −1 ), with h being undefined otherwise.
For a simple example of a class of alternative models that are contained in U γ 1+γ −1 (P ), one can take Q to be the distribution of Y in path space, where Y t solves an SDE of the form
and the process ∆r is bounded on [0, T ] and equals 0 for t > T . A straightforward application Girsanov's theorem can then be used to show that
Combining this with the right-hand-side of Eq. (133), we see that
Remark 7.6 More general alternative models that (131) are possible, including ones where ∆r has unbounded support, but bounding the Rényi divergences in such cases is a more involved task; we do not enter into the techniques for doing so here, as they are tangential to our primary goal in this paper.
It should also be noted that in more realistic option-pricing models, the option itself has a finite expiration date, T , and so the problem is naturally posed on a compact time interval. However, analyzing such models is more complex and we do not discuss them further here; see [36] for details.
From Eq. (129), one can compute the maximizer in Eq. (127):
It is important to note that d γ is decreasing and
which equals the optimal L in the non-risk-sensitive formulation of the problem (see 8.3.12 in [36] ). Therefore we can interpret γ < 0 as the degree of risk-aversion; when γ decreases below 0, L * γ increases, meaning that a more conservative choice of stopping level is considered optimal when one has uncertainty about one's model. 
Proof. If one can show Eq. (A.1) for all α > 1 and all P, Q, then, using the relation Eq. (11) and reindexing g → −g in the supremum, one find that Eq. (A.1) also holds for all α < 0. So we only need to consider the cases α ∈ (0, 1) and α > 1.
Using Eq. (80) with β = α − 1, γ = α, for all g ∈ B(Ω) we find
and hence
To show the reverse inequality, we separate into three cases:
1. α > 1 and Q ≪ P : We will show H(Q P ) = ∞, which will prove the desired inequality. To do this, take a measurable set A with P (A) = 0 but Q(A) = 0. Let g = N 1 A . Then
2. α > 1 and Q ≪ P : In this case we have 
Define f n (x) = x1 x<n + n1 x≥n . Using the dominated convergence theorem to take m → ∞, we find
log f n (dQ/dP ) α dP.
We have 0 ≤ f n (dQ/dP ) ր dQ/dP , and so the monotone convergence theorem gives
This proves the result in this case.
3. α ∈ (0, 1): Here, we have
where ν is any sigma-finite positive measure for which dQ = qdν and dP = pdν. Define f n,m (x) as in the previous case and let g n,m = log(f n,m (q/p)), where q/p is defined to be 0 if q = 0 and +∞ if p = 0 and q = 0.
g n,m are bounded and measurable, hence
We can take n → ∞ using the dominated convergence theorem (here it is critical that α ∈ (0, 1)) to get
(Note that the second term is always finite.)
We can use the dominated convergence theorem on the second term to obtain
This completes the proof.
Appendix B. Proof of UQ Bounds for Risk-Sensitive QoIs
Here we prove the UQ bound for risk-sensitive QoIs, Lemma 5.6, extending Proposition 1.3 to g that are valued in the extended reals:
Proof. First suppose τ : Ω → [0, ∞). If τ c dP = ∞ or R c/(c−1) (Q P ) = ∞ then Eq. (86) is trivial, so suppose not.
Define τ n = 1/n1 τ <1/n + τ 1 τ ≥1/n . These are positive and decrease pointwise to τ . Therefore, Proposition 1.3 with g = log(τ n ) gives
By Fatou's Lemma we have τ dQ ≤ lim n τ n dQ, therefore
We are in the case where R c/(c−1) (Q P ) < ∞ and τ c ∈ L 1 (P ). Therefore τ c n = 1/n c 1 τ <1/n + τ c 1 τ ≥1/n ≤ 1 + τ c ∈ L 1 (P ). The dominated convergence theorem then implies τ c n dP → τ c dP and hence
This proves Eq. (86) when τ : Ω → [0, ∞).
To prove Eq. (83) for τ valued in [0, ∞) we need to show that
for all c < 1, c = 0. If R 1/(1−c) (P Q) = ∞ or τ dQ = ∞ this is trivial, so suppose they are both finite.
Define τ n as above. First let c ∈ (0, 1): Similarly, for c < 0 we have
where we used τ c n ≤ τ c . Now consider the general case τ : Ω → [0, ∞]. Applying the above calculations to τ m = τ 1 τ ≤m + m1 τ >m (which are valued in [0, ∞)) gives
where we interpret −∞ + ∞ = ∞, and
Taking m → ∞ via the monotone convergence theorem gives
for c > 1 and
For c < 0, the monotone convergence theorem gives
where we use the convention ∞ − ∞ ≡ −∞. We have τ c m ց τ c , hence if τ c dP < ∞ then τ c m ≤ 1 + τ c ∈ L 1 (P ) and so the dominated convergence theorem implies
If τ c dP = ∞ then the above bound trivially holds. This completes the proof.
Appendix C. Proofs of the Divergence and Tightness Properties
The following is a proof of the divergence property, Theorem 6.1:
Proof. Eq. (89) and Eq. (90) follow directly from Proposition 5.3 and Eq. (91) follows from reindexing β → −β in the infimum.
To prove non-negativity of Ξ γ + , note that the cumulant generating function Λ(c) ≡ log e cg dP is smooth and convex (strictly convex if g is not P -a.s. constant), hence its derivative is non-decreasing. Therefore
is non-decreasing (strictly increasing if g is not P -a.s. constant) in c. This, together with non-negativity of the Rényi divergences, implies Ξ γ + (Q P, g) ≥ 0. If Q = P then R α (Q P ) = 0 for all α, and so taking β ց γ gives Ξ γ + (Q P, g) = 0. To complete the proof of the divergence property for Ξ γ + , suppose g is not P -a.s. constant and Ξ γ + (Q P, g) = 0. By the definition of Ξ γ + , there must exist β n > γ, β n = 0 with
The fact that c → 1 c Λ(c) is strictly increasing implies that, after taking a subsequence, we have β n ց γ. Therefore
By Eq. (9) we see that, if γ > 0, the sequence βn βn−γ R βn/(βn−γ) (Q P ) is nondecreasing. Combined with Eq. (C.3) and non-negativity, we find R β1/(β1−γ) (Q P ) = 0. The divergence property for Rényi, Eq. (8), then gives Q = P .
If γ < 0, first use Eq. (11) to rewrite Eq. (C.3) as
Taking n large enough that β n < 0 we see that n → 1 1−βn/γ R 1/(1−βn/γ) (P Q) is nondecreasing, and so
Hence R 1/(1−βn 1 /γ) (P Q) = 0 and therefore P = Q. Finally, the divergence property for Ξ γ − follows from Eq. (91).
We now prove the tightness results. These calculations are similar to proving the equality case from Proposition 1.3. First we give a proof of Theorem 6.3:
1. Let γ > 0. Using Eq. (86) from Lemma 5.6, bounding the infimum by the value at c = 1 + γ, and then using the 
We assumed E P [τ γ ] < ∞ so P (τ = 0) = 0. We also assumed P (τ = ∞) = 0. Therefore P ≪ Q γ and we can use Lemma 5.6 and the Rényi entropy formula 10 to compute
Here, it was critical that we assumed τ γ+1 dP < ∞, so as to avoid the ∞ − ∞ ≡ −∞ case.
Combining Eq. (C.9) with Eq. (C.10) and Eq. (95) yields the claimed result, Eq. (97).
3. The proof of Eq. (98) is very similar to the above proof of Eq. (97); we omit the details.
Finally, we give a proof of Theorem 6.5:
1. Let ν > 0. Applying Eq. (86) from Lemma 5.6 and bounding the infimum above by the value at c = 1 + ν −1 > 1
gives
Note that this holds even if (dQ/dP ) ν dQ = ∞.
1. Sub-Gaussian: Define the ambiguity set U SG η,σ (P ) via:
Remark D1 Note that Λ SG η,σ is the CGF of a normal distribution with mean η and variance σ 2 . Remark D3 Λ B b,η,σ is the CGF the following probability measure, which has mean η, variance σ 2 , and is supported on (−∞, b]:
Sub
For further background on these CGF bounds and their applications, see [7, 13, 39] .
We have the following inclusions between these ambiguity sets:
Lemma D4 U SG η,σ (P ) ⊂ U Bern η,σ,M (P ). Proof. This follows from the fact that the following function is non-decreasing:
(D.11)
Remark D8 The bound σ 2 ≤ (b − η)(η − a) is motivated by the fact that the maximum variance of a random variable which is bounded between a and b and has mean η is (b − η)(η − a).
Appendix E. Ambiguity Sets from Two-Sided Tail Bound
An alternative to defining ambiguity sets via Definition 3.5 is to specify a two-sided bound on the deviation of the loglikelihood from the mean. This leads leads to bounds on the moments and hence on the MGF; the proof of the following is similar to that of Lemma 3.2: in [39] as well as [40] .
We end this section with several examples that illustrate the sub-Gamma and sub-Gaussian cases:
1. Sub-gamma (i.e., Bernstein) bounds:
(a) Let P = N (µ 1 , σ 1 ), Q = N (µ 2 , σ 2 ) be Gaussian distributions on R with means µ i and variances σ 2 i , i = 1, 2, with σ 2 > σ 1 . The Rényi divergence (see [12] ) is R α (Q P ) = 1 α log(σ 1 /σ 2 ) + 1 2 1 α(α − 1) log(σ 2 1 /σ 2 α ) + (µ 1 − µ 2 ) 2 2σ 2 α , σ 2 α = σ 2 1 − (α − 1)(σ 2 2 − σ 2 1 ) (E.9) for all α > 1 that satisfy σ 2 α > 0.
