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Abstract
We consider stochastic dynamic programming problems with high-dimensional, discrete state-spaces and finite, discrete-time
horizons that prohibit direct computation of the value function from a given Bellman equation for all states and time steps
due to the “curse of dimensionality”. For the case where the value function of the dynamic program is concave extensible and
submodular in its state-space, we present a new algorithm that computes deterministic upper and stochastic lower bounds of
the value function in the realm of dual dynamic programming. We show that the proposed algorithm terminates after a finite
number of iterations. Furthermore, we derive probabilistic guarantees on the value accumulated under the associated policy
for a single realisation of the dynamic program and for the expectation of this value. Finally, we demonstrate the efficacy of
our approach on a high-dimensional numerical example from delivery slot pricing in attended home delivery.
Key words: Dual dynamic programming; Function approximation; Real-time operations in transportation.
1 Introduction
Dynamic programming (DP) is an established tool to
solve many optimal control problems. Since the exact DP
approach typically scales poorly with problem dimen-
sion, various approximation schemes have been devel-
oped. For linear multistage stochastic systems, for exam-
ple, stochastic dual DP provides a remedy to the “curse
of dimensionality” by constructing successively tighter
upper and lower bounds to the exact value function of
the DP [15]. However, current developments are mainly
concerned with linear systems with piecewise-affine and
piecewise-quadratic dynamics [17,19]. To the best of our
knowledge, research on problems with discrete states has
attracted only limited interest to date [23].
In this paper, we extend the stochastic dual DP ap-
proach to value functions that are both submodular
and concave extensible over a discrete domain. For any
? Research is supported by SIA Food Union Management.
A preliminary version of the results presented in this paper
can be found in [10]. These results have been extended in
multiple directions: We provide a novel validation procedure,
a probabilistic analysis and a more detailed case study.
1 Corresponding author.
DP whose value function possesses these properties, we
present a new algorithm that computes deterministic
upper bounds and stochastic lower bounds to the exact
value function in the spirit of stochastic dual dynamic
programming theory. Furthermore, we derive proba-
bilistic guarantees on the value accumulated under the
associated policy for a single realisation of the dynamic
program and for the expectation of this value.
Value functions with the required properties for our ap-
proximation algorithm arise, for example, in network
revenue management problems in a variety of applica-
tions like transportation, hospitality and appointment
scheduling [22,13,16]. One particular example is the rev-
enue management problem in attended home delivery,
i.e. the problem of finding the optimal pricing policy for
a finite number of capacity-constrained delivery options.
For this problem, [9, Theorem 2] showed that the value
function is concave extensible and submodular under
certain conditions. We provide a numerical example with
problem parameters that stem from this application to
show the effectiveness of our proposed algorithm. Our
approach extends the approximate DP approach of [20],
whose value function is approximated by an affine func-
tion, however without being accompanied by guarantees
to generate a certain fraction of the optimal profit.
Preprint submitted to Automatica 5 June 2020
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The paper is structured as follows: Section 2 formulates
our problem of interest and the assumptions that our
work builds upon. In Section 3, we present a novel al-
gorithm to compute approximately optimal policies for
value functions over discrete state-spaces under assump-
tions on submodularity and concave extensibility. Sec-
tion 4 derives deterministic upper bounds and stochas-
tic lower bounds to the exact value function and shows
convergence of the algorithm in a finite number of iter-
ations. In Section 5, we present an algorithm that val-
idates the policy obtained in Section 3 by computing
sample profits, their empirical mean and their standard
deviation. Section 6 details our theoretical results on tail
and expectation bounds of the sample profits obtained
in Section 5. In Section 7, we present a numerical ex-
ample on a high-dimensional problem that is unsolvable
by direct computation. Finally, we conclude in Section
8 and provide directions for future research.
Notation: For any s ∈ N, let 1s be a column vector of
all zeros apart from the s-th entry, which equals 1. Fur-
thermore, we define the convention that 10 is a vector of
zeros. Let 1 denote a vector of ones. Let 〈·, ·〉 denote the
standard inner product of its arguments. letE denote the
expectation operator, let Pr(·) denote the probability of
its argument and let 1(·) denote the indicator function.
2 Problem statement
We consider a discrete-space, discrete-time, finite hori-
zon DP. Define discrete states x ∈ X ⊂ Zn and continu-
ous and/or discrete decision variables d ∈ D ⊂ Za × Rb.
Define the set S := {1, 2, ..., n}. Let the transition
probability between two states x and y under deci-
sion d be Px,y(d), where we require Px,y(d) ≥ 0 for all
(x, y, d) ∈ X × X × D. For all x ∈ X, we impose that∑
y∈Y+(x) Px,y(d) = 1, where Y+(x) := {x+ 1s}s∈S∪{0}.
This requirement implies that transitions in x are only
possible in the positive direction and by at most a unit
step along one dimension. Such models are typical for
order-taking processes [20,21]. Furthermore, we define
a finite time horizon T := {1, 2, . . . , t¯}, a stage revenue
function g : Zn × Zn × (Za × Rb) → R and a terminal
cost function C : Zn → R to construct the following DP:
Vt(x) := max
d∈D
 ∑
y∈Y+(x)
Px,y(d) (g(x, y, d) + Vt+1(y))

∀(x, t) ∈ X × T, where
Vt¯+1(x) := − C(x) ∀x ∈ X. (1)
It is not strictly necessary for g to be independent of t
as long as the assumptions stated below can be satisfied.
However, as our interest lies in time-independent prob-
lems and to ease notation, we ignore time-dependency of
g in this paper. To represent the DP more compactly, we
define the Bellman operator T through the relationship
Vt = T Vt+1, for all t ∈ T. (2)
We next introduce several definitions needed to state the
assumptions that we impose on the DP in (1).
Definition 1 A function f : Zn → R is submodular if
it satisfies
f(max(y, z)) + f(min(y, z)) ≤ f(y) + f(z) (3)
for all (y, z) ∈ Zn × Zn, where the maximum and mini-
mum are taken elementwise.
The following two definitions are commonly used in dis-
crete convex analysis:
Definition 2 Let a ∈ Rn and b ∈ R. Then the
concave closure f˜ : Rn → R ∪ −∞ of a function
f : Zn → R ∪ −∞ is defined as [14, equation (2.1)]
f˜(x) := inf
a,b
{〈a, x〉+ b | 〈a, y〉+ b ≥ f(y) ∀y ∈ Zn } .
Definition 3 A function f : Zn → R ∪ −∞ is concave
extensible if and only if the evaluations of f coincide with
the evaluations of its concave closure f˜ [14, Lemma 2.3],
i.e. f(x) = f˜(x), for all x ∈ dom(f˜ ).
These definitions allow us to state the assumptions that
we impose on the DP in (1):
Assumption 1 The function C is submodular and con-
cave extensible in x.
Assumption 2 The Bellman operator preserves con-
cave extensibility and submodularity of any concave ex-
tensible and submodular value function, i.e. if Vt+1 is
submodular and concave extensible, then Vt = T Vt+1 also
has these properties for all t ∈ T .
In [9, Theorem 2], it is shown that, under mild technical
assumptions on the customer arrival rate, these assump-
tions are satisfied for the revenue management problem
considered in Section 7.
3 Value function approximation algorithm
We first state our proposed approximation procedure in
Algorithm 1 below and subsequently detail the individ-
ual algorithm steps. Inspired by stochastic dual DP tech-
niques [17], the main idea of our algorithm is to alternate
between generating sample paths in “forward sweeps”
and refining the value function in “backward sweeps”.
The following sections describe this procedure in detail.
2
Algorithm 1 Proposed approximation algorithm
1: Initialise parameters: X,D,Px,y, T, g, C and imax
2: Initialise Q0t (x)←∞, for all (x, t) ∈ X × T
3: Initialise Q0t¯+1(x)← −C(x), for all x ∈ X
4: for i ∈ {1, 2, . . . , imax} do
5: xi1 ← 0
6: for t ∈ T do . “Forward sweep”
7: dit ← d∗ ∈ argmax
d∈D
{∑
xi
t+1
∈Y+(xit) Pxit,xit+1(d)
× (g(xit, xit+1, d) +Qi−1t+1(xit+1))}
8: xit+1 ← xit + sample
xi
t+1
{
Pxit,xit+1
(
dit
)}
9: end for
10: l(i)←∑t¯t=1 g(xit, xit+1, dit)− C(xt¯+1)
11: while t > 1 do . “Backward sweep”
12: Z(xit+1)← {xit+1 + 1s + 1′s}s∈S∪{0},
s′∈S∪{0}
13: if Qi−1t+1 is submodular on Z(x
i
t+1) then
14: H∗ ← unique hyperplane through{(
y, (T Qi−1t+1)(y)
)}
y∈Y+(xit+1)
15: else
16: j∗ ∈ argmin
j∈Ji−1
t+1
{(
T Hj−1t+1
) (
xit+1
)}
17: H∗ ← T Hj∗−1t+1
18: end if
19: Qit ← min
{
H∗, Qi−1t
}
20: t← t− 1
21: end while
22: u(i)← Qi1(0)
23: end for
3.1 Initialisation
We first initialise all parameters of the DP in (1) (step
1). Denote the maximum number of iterations by imax ∈
N and let I := {0, 1, . . . , imax}. Let the value function
approximation Qit for all (i, t) ∈ I × T be the pointwise
minimum of a finite number of affine functions, i.e.
Qit(x) := min
j∈{0,1,...,i}
Hjt (x), for all x ∈ X, (4)
where Hjt : X 7→ R describes a hyperplane, i.e.
Hjt (x) := 〈ajt , x〉+ bjt , for all x ∈ X, (5)
with ajt ∈ Rn, bjt ∈ R for all (t, j) ∈ T × I. We charac-
terise the set of supporting hyperplanes at x as
J it (x) := argmin
j∈{0,1,...,i}
{
〈ajt , x〉+ bjt
}
(6)
for all (x, i, t) ∈ X × I × T . We construct Qit as a suc-
cessively tighter upper bound of Vt (as i increases), i.e.
Vt(x) ≤ Qit(x) ≤ Qi−1t (x) for all (x, i, t) ∈ X×(I\{0})×
T . In the i-th ”backward sweep“, Hit is added to Q
i−1
t
for all t ∈ T to form Qit. To initialise Q0t , one could sim-
ply set Q0t to be a single affine function with a
0
t = 0 and
b0t = ∞, such that Q0t is indeed an upper bound to Vt
for all t ∈ T (step 2). We discuss the possibility of closer
initialisations in the context of our example in Section
7. We also initialise Qit¯+1(x) := Vt¯+1(x) = −C(x) for
all (x, i) ∈ X × I, which is a tight upper bound by the
construction of the DP in (1) (step 3).
3.2 “Forward sweep”
Fix any iteration i ∈ I \ {0}. In each “forward sweep”,
we solve an approximate version of the Bellman equa-
tion in (1) forward in time, i.e. by replacing Vt with its
approximation Qi−1t (step 7). Hence, we compute sub-
optimal dit for all t ∈ T and simulate state transitions
by sampling from the transition probability distribution
given the approximately optimal decisions (step 8). This
defines a sample path xit for all t ∈ T ∪ {t¯ + 1}. At the
end of each “forward sweep”, we compute a stochastic
lower bound on the total expected profit V1(0), which
we denote by l(i) for all i ∈ I \ {0} (step 10). We show
that this is indeed a stochastic lower bound in Section 6.
3.3 “Backward sweep”
Fix any iteration i ∈ I. In each “backward sweep”, we
first check if Qi−1t+1 is submodular on Z(x
i
t+1) by com-
puting the sign of (3) for all possible pairs of points
(y, y′) ∈ Z(xit+1)× Z(xit+1), such that y 6= y′ (step 12).
If the inequality in (3) holds for all these points, we lo-
cally compute the exact DP stage problem on the set
Y+(x
i
t+1), i.e. {T Qi−1t+1(y)}y∈Y+(xit+1), to construct the
hyperplane through
{(
y, (T Qi−1t+1)(y)
)}
y∈Y+(xit+1)
(step
14). Then, the resulting added hyperplane is an upper
bound to Vt(x) for all x ∈ X, as shown in Section 4.
In the opposite case, we need to compute a submodu-
lar upper bound on Qi−1t+1, which is readily given by the
hyperplanes from which Qi−1t+1 is constructed. Therefore,
we select the hyperplaneHj
∗−1
t+1 that minimises the value
at the evaluation point xit, which therefore locally cre-
ates the tightest upper bound (step 16). It may be pos-
sible to construct other submodular upper bounds to
non-submodular Qi−1t+1, however, steps 16 and 17 of Al-
gorithm 1 offer a simple implementation. Finally, we up-
date the value function approximation as the pointwise
minimum of the approximation from the previous iter-
ation and the newly constructed hyperplane (step 19).
We also compute an upper bound, u(i) for all i ∈ I \{0},
on the total expected profit V1(0) (step 22). We show
that this is indeed an upper bound in Section 4.
3
4 Approximation algorithm properties
In this section, we show our main theoretical results
on bounds on the exact value function and convergence
properties of Algorithm 1. Proofs not included in this
section can be found in the Appendix.
Proposition 1 Under Assumptions 1 and 2, the approx-
imate value function is an upper bound to the exact fi-
nite horizon value function, i.e. Qit(x) ≥ Vt(x) for all
(x, i, t) ∈ X × I × T .
Corollary 2 Under Assumptions 1 and 2, the value of
u(i) is an upper bound to the exact total expected profit,
i.e. u(i) ≥ V1(0) for all i ∈ I \ {0}.
PROOF. This result follows immediately from Propo-
sition 1 and by observing that u(i) = Qi1(0) for all
i ∈ I \ {0} from step 22 of Algorithm 1.
Proposition 3 The value of l(i) is a stochastic lower
bound to the expected total profit, i.e. E[l(i)] ≤ V1(0) for
all i ∈ I \ {0}.
PROOF. For any i ∈ I \ {0}, the value of l(i) is ob-
tained from suboptimal decisions dit for all t ∈ T , due
to the use of Qi−1t+1 instead of the exact (yet unavailable)
Vt+1 in step 7 of Algorithm 1. It follows that d
i
t is not a
maximiser of the exact DP in (1) which, by the principle
of optimality, implies that the expected value accumu-
lated under this suboptimal policy will not be greater
than the value obtained under the optimal policy. Hence,
E[l(i)] ≤ V1(0) for all i ∈ I \ {0}.
The stochastic dual DP algorithm converges asymp-
totically in i to the exact value function [17]. We can
strengthen this result for our algorithm by exploiting
the fact that the set of states X is finite. Hence, the pro-
posed algorithm converges in a finite number of steps
under the following additional assumption.
Assumption 3 Step 8 of Algorithm 1 is repeated
if the exact value function at the state-time pair
(x, t) ∈ X × T has already been computed, i.e. if
Qi−1t (x
i
t+1) = Vt(x
i
t+1). If this is the case, a state for
which the exact value function has not yet been reached
is selected at random, with positive probability for all
states for which the value function has not been computed
exactly yet.
Proposition 4 Under Assumptions 1, 2 and 3, the gap
u(i)−E[l(i)] for all i ∈ I \ {0} converges to 0 in at most
t¯|X| training iterations of Algorithm 1.
Note that it is likely to take an unacceptably large num-
ber of iterations for the algorithm to converge to the ex-
act value function due to the large number of states |X|.
Since the value function is computationally expensive
to calculate for all states, we seek to generate closer ap-
proximations at points that are likely to be visited, i.e.
points on the sample path, and to use this information to
save on approximation accuracy for less likely samples.
Our ultimate objective is to solve problems with large
state spaces (|X| ≈ 1020) and long time horizons (|T | ≈
104). In such scenarios, the need to resample the state
as detailed in Assumption 3 becomes negligible, because
the required number of iterations to reach convergence
is much larger than the maximum acceptable number of
iterations. Therefore, from a practical point of view, we
do not resample to satisfy Assumption 3. In this case,
the proposed algorithm only converges asymptotically
to the exact value function instead of in a finite number
of steps, just as in stochastic dual DP [17].
5 Proposed validation algorithm
As noted in the previous section, absolute convergence of
the approximate value function to the exact value func-
tion cannot be achieved for industry-sized problems due
to the “curse of dimensionality”. The performance of
the algorithm, i.e. how close the stochastic lower bound
l(i) is to the deterministic upper bound u(i) for any
i ∈ I \ {0}, can only be validated statistically to a cer-
tain level of probabilistic confidence. To this end, we will
generate a set of validation samples as described in Al-
gorithm 2 and detailed further below.
Algorithm 2 Proposed validation algorithm
1: Compute approximation: Qimaxt , for all t ∈ T \ {0}∪{t¯+ 1}
2: Initialise number of validation samples kmax
3: for k ∈ K := {1, 2, . . . , kmax} do
4: xk1 ← 0
5: for t ∈ T do . “Forward validation sweep”
6: dkt ← d∗ ∈ argmax
d∈D
{∑
xk
t+1
∈X Pxkt ,xkt+1(d)
× (g(xkt , xkt+1, d) +Qimaxt+1 (xkt+1))}
7: xkt+1 ← xkt + sample
xk
t+1
{
Pxkt ,xkt+1
(
dkt
)}
8: end for
9: lv(k)←
∑T
t=1 g(x
k
t , x
k
t+1, d
k
t )− C(xt¯+1)
10: end for
11: l¯v ← k−1max
∑kmax
k=1 lv(k)
12: σv ←
√
(kmax − 1)−1
∑kmax
k=1
(
lv(k)− l¯v
)2
We first compute the approximation obtained in Al-
gorithm 1 (step 1). We denote the maximum num-
ber of validation samples by kmax ∈ N and let
4
K := {1, 2, . . . , kmax} (step 2). We then compute kmax
“forward validation sweeps”, where in each of them we
use our most refined estimate, Qimaxt+1 as our approximate
value function (steps 5–8). After each sweep k ∈ K, we
compute the stochastic lower bound lv(k) on the total
expected profit, similarly to l(i) for all i ∈ I \ {0} in Al-
gorithm 1 (step 9). We then compute the sample mean
profit l¯v and unbiased empirical standard deviation σv
of the set of sampled lower bounds {lv(k)}k∈K (steps
11–12). As detailed in the next section, these quantities
will be used to generate one-sided confidence inter-
vals, quantifying the performance of the decision policy
associated with the approximate value function Qimaxt+1 .
6 Validation algorithm properties
In this section we state the main theoretical properties of
our validation procedure. The proofs can be found in the
Appendix. We use {lv(k)}k∈K , l¯v and σv from Algorithm
2 to derive two different measures for the performance
guarantee. The first is a probabilistic bound on the tail
of the distribution of a single lower bound sample, i.e. a
value for l(kmax+1) that is reached or exceeded with 1−α
confidence for a user-defined α ∈ (0, 1). As we will see
later in Section 7, this bound is not necessarily indicative
of the expectation of l¯v, since even under the profit-
maximising decision policy, some variance will persist in
l(kmax +1) from the randomness of the state transitions.
Therefore, we also derive a bound on the expectation of
the empirical sample mean l¯v that holds with confidence
1− αE, where αE ∈ (0, 1) can be chosen by the user.
6.1 Tail bounds
In this section, we present two tail bounds of the
distribution of lv(kmax + 1). Let [l−, l+] denote the
(finite) support of the distribution of lv(k) for any
k ∈ K ∪ {kmax + 1} and let FK denote the empiri-
cal cumulative distribution function of {lv(k)}k∈K , i.e.
FK(l) := k
−1
max
∑
k∈K 1(lv(k) ≥ l). We derive two tail
bounds of the distribution of lv(kmax + 1) with a given
confidence level (1 − α) ∈ (0, 1), which is mildly re-
stricted for the first bound due to the next assumption.
Assumption 4 Assume that α > θC := Pr(σv = 0).
The value of θC will often be negligibly small, since lv(k)
for all k ∈ K is highly unlikely to take identical values
due to the typically high-dimensional state space and
long time horizon. We show this later in Section 7.2.
Proposition 5 For any significance level α ∈ (0, 1),
Pr(lv(kmax +1) ≥ l∗) ≥ 1−α for all l∗ ∈ {lC, lD}, where:
(i) under Assumption 4, lC is the empirical Cantelli
bound given by
lC := l¯v − σv
√
(1− α)(kmax − 1)
(α− θC)kmax and (7)
(ii) lD is the Dvoretzky-Kiefer-Wolfowitz bound given by
lD := sup
l ∈ [l−, l+]
∣∣∣∣∣∣ FK(l) ≤ α− θD −
√
ln( 1θD )
2kmax
 ,
(8)
where θD ∈ (0, α) is a user-defined parameter.
For lD, we find the θD, which maximises the value of the
bound, from the so-called Lambert W function.
Definition 4 Let the Lambert W function be implicitly
defined as Wi : R→ R, such that Wi(x) exp(Wi(x)) = x
for i ∈ {0,−1}, where W0(x) > −1 is called the principal
branch and W−1(x) ≤ −1 is called the lower branch.
Lemma 6 For any α ∈ (0, 1), the value of lD is max-
imised at
θD = min
{
α,
√
exp
(
W−1
( −1
4kmax
))}
. (9)
The bounds lC and lD, are termed after Cantelli’s in-
equality [3] and the Dvoretzky-Kiefer-Wolfowitz [11] in-
equality, respectively. These inequalities are critical for
showing that the bounds are indeed reached or exceeded
with probability 1−α. By Proposition 5, we can always
choose the tighter, i.e. greater, of the two bounds and
we will see later in Section 7 that the selection of α and
kmax influences which bound is preferred.
6.2 Expectation bounds
Similarly to the tail bounds, we now state our theoretical
results on two bounds on the expectation of l¯v, denoted
by El¯v. To this end, we need to state two more technical
assumptions.
Assumption 5 Fix any k ∈ N. The minimum value
that lv(k) can take is l− ≥ 0.
Assumption 5 is weak, since it can always be satisfied by
a linear transformation of lv(k), such that l− ≥ 0.
Proposition 7 Fix any significance level αE ∈ (0, 1).
Then Pr(El¯v ≥ l∗) ≥ 1−αE, for all l∗ ∈ {lEB, lED}, where:
(i) lEB is the empirical Bernstein bound given by
lEB := l¯v −
√
2σv ln(
2
αE )
kmax
− 7(l+ − l−) ln(
2
αE )
3(kmax − 1) and (10)
5
(ii) under Assumption 5, lED is the Dvoretzky-Kiefer-
Wolfowitz expectation bound given by
lED :=
∫ ∞
l=0
1−min
1, FK(l) +
√
ln( 1
αE )
2kmax
dl. (11)
The bounds lEB and l
E
D are termed after the empirical
Bernstein [12] and Dvoretzky-Kiefer-Wolfowitz [11] in-
equalities, respectively. The proof of Proposition 7(i) is
given in [12]. It can be shown that lED is at least as tight
as Hoeffding’s concentration bound [7], given by
lEH := l¯v − (l+ − l−)
√
ln(1/αE)
2kmax
. (12)
In fact, under an additional technical assumption, we
show that the expectation Dvoretzky-Kiefer-Wolfowitz
bound is stricly better than Hoeffding’s bound.
Assumption 6 We assume that α and kmax are chosen
to satisfy
√
ln(1/αE)/(2kmax) > k−1max.
Assumption 6 is very mild, since even for only a single
observation kmax = 1, the critical value of α
E would be
e−2 ≈ 13.5%, which is much larger than typical signifi-
cance levels, e.g. 5% or 1%. Taking any smaller value of
αE than the critical value will ensure that Assumption 6
is always satisfied. Furthermore, for kmax > 1, the con-
straint on αE is even less restrictive.
Proposition 8 Under Assumptions 5 and 6, the
Dvoretzky-Kiefer-Wolfowitz expectation bound is strictly
tighter than Hoeffding’s concentration bound, i.e. lED > l
E
H
for all αE ∈ (0, 1).
Finally, we note that other bounds have also been pro-
posed in the literature, e.g. [17] assumes that the distri-
bution of l¯v is Gaussian and determines confidence in-
tervals based on the corresponding standard score, i.e. a
Gaussian lower bound on the expectation of l¯v would be
lEG := l¯v − z(αE)
σv√
kmax
, (13)
where z(αE) is the standard score of the Gaussian dis-
tribution (in fact, Student’s t-distribution, especially for
small sample sizes kmax, since the true variance of the
underlying distribution of l¯v is approximated by σ
2
v). We
compare this with our proposed bounds in Section 7.
7 Numerical example
We demonstrate our algorithm on an example of the so-
called revenue management problem in attended home
delivery. The objective is to price delivery time windows,
called “slots”, dynamically over a finite time horizon to
control the customer purchasing process to maximise
profits while ensuring that all orders can still be fulfilled.
In this problem, S is the set of delivery slots and the
components of x are the number of orders placed in
every delivery slot. The feasible set of states X is
defined by the maximum state vector x¯, i.e. X :=
{x ∈ Zn | 0 ≤ x ≤ x¯}. The set of delivery slot price
vectors is D :=
{
d ∈ Rn ∣∣ ds ∈ [d, d¯], s = 1, 2, . . . , n}.
Customer choice follows a multinomial logit model [4]:
Px,x(d) := (1− λ) + λ∑
k∈S exp(βc + βk + βddk) + 1
,
Px,x+1s(d) :=
λ exp(βc + βs + βdds)∑
k∈S exp(βc + βk + βddk) + 1
(14)
for all (x, d, s) ∈ X×D×S, where λ ∈ (0, 1) is the prob-
ability that a customer arrives on the booking website,
βc ∈ R denotes a constant offset, βs ∈ R represents a
measure of the popularity for all delivery slots s ∈ S and
βd < 0 is a parameter for the price sensitivity. More de-
tails on the estimation of these parameters can be found
in [21]. The average revenue of an order is r and the
length of the time horizon, representing the booking pe-
riod, is t¯. The cost function C represents the delivery
cost for all lists of orders x ∈ X accumulated at the end
of the booking period. The challenge is to price the slots
dynamically to maximise profits, which corresponds to
solving a DP of the form of (1), where g(x, y, d) := r+ds
if y = x+ 1s for all s ∈ S and otherwise, g(x, y, d) := 0,
i.e. the stage revenue is the average revenue plus deliv-
ery price for slot s if slot s is chosen and otherwise, it
is zero. The DP in our numerical example takes the pa-
rameters in Table 1 below, adapted from a real-world,
multi-subarea case study by [20] to a single delivery sub-
area scenario. Furthermore, we also adopt the customer
choice parameters (βc, βd, {βs}s∈S) from that paper.
Table 1
Numerical example parameters.
S {1, 2, . . . , 17}
x¯ [6, 6, . . . , 6]
λ 0.008[
d, d¯
]
[£0,£10]
r £34.53
t¯ 6990
C(x) £0.083× 〈1, x〉 if x ∈ X and∞ otherwise
We have chosen C(0) = 0, i.e. we ignore fixed costs,
which have no effect on the pricing policy. Notice that
for direct value function computation we would have
to evaluate the Bellman equation in (1) for all (x, t) ∈
X × T , i.e. (6 + 1)17 × 6990 ≈ 1.6× 1018 evaluations in
our example. This is prohibitively large for any available
computer. Hence, we use an approximate algorithm.
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For this type of DP, [9, Theorem 2] showed that the
Bellman operator preserves strict submodularity, i.e. the
condition in (3) holds with strict inequality, if a small
enough λ > 0 is chosen. However, in this problem the
terminal condition C is only weakly submodular in x. In
fact, it is an affine function of x and hence modular. We
assume that λ = 0.008 from Table 1 is small enough to
satisfy Assumption 2 in this problem. We note however,
that in the absence of strict submodularity, we compro-
mise on the theoretical guarantee that u(i) (Corollary
2) is an upper bound to the exact value function.
To speed up computation, we initialise Q0t for all t ∈ T
using the fixed point of DP, V ∗, which is a known upper
bound to the exact value function at any (x, t) ∈ X×T ,
i.e. V ∗(x) ≥ Vt(x). This is always the case when T in (2)
is a monotone operator [1, Chapter 3]. In [8], it is shown
that the fixed point is given analytically as
V ∗(x) := (d¯+ r)〈1, x¯− x〉 −C(x¯), for all x ∈ X. (15)
Hence, we use this result to set Q0t (x) = V
∗(x) instead
of ∞ for all (x, t) ∈ X × T . Note that the fixed point
in (15) is an affine function, so the initialiser has low
complexity, i.e. only one affine function describes Q0t .
7.1 Computation of approximate value function
We implement Algorithm 1 in Julia [2] and run imax =
100 iterations on an i7-8565U CPU at 1.80 GHz pro-
cessor base frequency and with 16GB RAM. The run
time on our machine is 25 mins, 48 sec. In each itera-
tion i ∈ {1, 2, . . . imax}, we compute the upper bound on
the expected profit u(i) (Corollary 2) and the stochas-
tic lower bound l(i) (Proposition 3), corresponding to
the sample profit obtained in a single “forward sweep”
of Algorithm 1, as discussed in Section 3. We also com-
pute the cumulative moving average of the sample prof-
its, i.e. i−1
∑i
j=1 l(j), which tends to the expected value
of the stochastic lower bound l(i) (Proposition 3) as i
increases. Fig. 1 shows how these bounds develop over
100 iterations. We make the following observations:
(1) The upper bound converges within 10 iterations.
(2) The cumulative moving average of the sample profits
converges after about 100 iterations. We conjecture that
this is due to the fact that Algorithm 1 refines the value
function approximation iteratively for all time steps.
However, not all refinements propagate through all time
steps of the DP. Therefore, each iteration step has a di-
rect influence on the stochastic lower bound, which de-
pends on the value function approximation at all time
steps, while the upper bound might be unchanged as it
only depends on the approximation at the first time step.
(3) The sample profits have high variance at all itera-
tions since the customer choice process is random.
Fig. 1. Plots of sample profits (grey dots), upper bound u(i)
(blue solid line, Corollary 2) and stochastic lower bound l(i)
(red dashed line, Proposition 3) on expected profit.
We investigate the influence of additional iterations, by
comparing the performance of the pricing policies ob-
tained after 1 and after 100 iterations of Algorithm 1. In
particular, for both iteration counts, we simulate 1,000
booking periods (by using the “forward sweep” of Algo-
rithm 1) and we compute the sample profits obtained in
each period. The resulting histogram of sample profits is
shown in Fig. 2 below, where we observe the following:
(a) After 1 iteration.
(b) After 100 iterations.
Fig. 2. Histograms of 1,000 sample profits after 1 (a) and
100 (b) iterations of Algorithm 1.
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(1) The mean sample profit increases from £1,044 after
1 iteration by 13.5% to £1,185 after 100 iterations.
(2) The gap between upper bound on expected profit,
u(i), and the empirical mean of 1,000 samples of l(i),
decreases from £200 to approximately £0.
(3) The histograms show that the sample profits are
more concentrated around their empirical mean after
100 iterations than after 1 iteration. This indicates that
the variance of the sample profits can be decreased by
increasing the number of algorithm iterations.
We now validate our results by obtaining probabilistic
performance guarantees for the approximate policy ob-
tained after 100 iterations of Algorithm 1. In particular,
we compute confidence intervals on the stochastic lower
bound using validation samples {lv(k)} for all k ∈ K
and the two pairs of bounds defined in Algorithm 2.
7.2 Computation of bounds
We first compute the tail bounds on the value of profit
obtained by a single sample under the approximate pol-
icy after 100 iterations of Algorithm 1. To this end, we
compute the empirical Cantelli bound lC from (7) and
the Dvoretzky-Kiefer-Wolfowitz tail bound lD from (8).
Due to the 17-dimensional state-space and long time
horizon of 6990 steps, θC ≈ 0. To see this, upper bound
the probability of the most likely event at every stage,
namely no order being placed by Px,x(d) ≤ Px,x(1d) ≈
0.9951. Due to time-independence of the transition prob-
abilities, we can exponentiate this number by the num-
ber of time steps in the DP to obtain the probability of
0 orders at the end of the booking period. This needs to
happen for all kmax (independent) validation samples,
hence we again exponentiate this number by kmax. This
gives us the probability of all validation samples having 0
orders. This is the most likely, but only one of |X| states,
so we multiply this number by |X| to obtain Pr(σv =
0) ≤ |X|Px,x(1d)t¯kmax ≈ 1117 × 1.748× 10−14000 ≈ 0.
As we see in Fig. 3, the tail bounds do not converge
to the sample average, since there is an inherent vari-
ance in the customer choice model. This can be seen
by inspecting the high variation of the sample profits
in Fig. 1 for all iteration steps. In Fig. 3, notice that
both bounds create similar guarantees for different sam-
ple sizes: For kmax = 10 iterations and with probabil-
ity 90% the empirical Cantelli bound yields approxi-
mately £800. A similar profit is obtained for kmax =
1, 000 iterations and with probability 90% using the
Dvoretzky-Kiefer-Wolfowitz tail bound with optimal pa-
rameter θD ≈ min{α, 4.8× 10−3} from Lemma 6.
To get more meaningful measures of the convergence of
Algorithm 1, we now compute the bounds on the expec-
tation of the profit obtained after 100 iterations of Al-
gorithm 1. To this end, we compute the empirical Bern-
stein bound lEB from (10) and the expectation Dvoretzky-
Kiefer-Wolfowitz bound lED from (11). We also compute
the Gaussian bound lEG from (13), following [17]. This fi-
nal bound relies on the additional assumption that the
exact distribution of the mean sample profit l¯v is Gaus-
sian. This is only asymptotically true by a Central Limit
Theorem (see [6, Proposition 2.16]). As seen in Fig. 4,
the Gaussian bound is always the most optimistic, how-
ever not accompanied by theoretical guarantees. More-
over, for large validation samples sizes kmax, the gap with
the empirical Bernstein bound and with the expectation
Dvoretzky-Kiefer-Wolfowitz bound is small.
Therefore, we suggest to sacrifice a small percentage of
the profit gained by the Gaussian bound in return for
the probabilistic guarantees of the other two bounds.
Out of the empirical Bernstein bound and the expecta-
tion Dvoretzky-Kiefer-Wolfowitz bound, the earlier only
tends to perform better for large sample sizes (kmax =
1000) and at the same time not overly restrictive signif-
icance levels (αE > 10−2). In all other cases, the expec-
tation Dvoretzky-Kiefer-Wolfowitz bound is preferred.
Since one typically wants to tighten significance levels
as sample sizes increase, we anticipate that the expec-
tation Dvoretzky-Kiefer-Wolfowitz bound will dominate
the empirical Bernstein bound in many practical situa-
tions. Note that we omit the empirical Bernstein bound
in Fig. 4(a) since its negative values are not meaningful.
8 Conclusions and future work
We presented a new algorithm to compute approximate
solutions to dynamic programs with submodular, con-
cave extensible value functions. We derived determinis-
tic upper and stochastic lower bounds to the exact value
function. We showed that our algorithm converged in a
finite number of iterations and we derived tail and expec-
tation bounds for the stochastic lower bound. Finally, we
demonstrated our results in an example of the revenue
management problem in attended home delivery.
To the best of our knowledge, the proposed algorithm
is the first to provide an upper bound on the expected
profit for this class of problems. Comparing upper with
stochastic lower bound, we can quantify the profit gen-
eration efficiency of our algorithm. This is a benchmark
for other algorithms, possibly with weaker theoretical
guarantees, but better practical performance.
Finally, the gap between upper and stochastic lower
bound will allow to quantify and optimise the trade-
off between quality of approximation and computational
cost dynamically as an application runs. For example,
in the revenue management problem in attended home
delivery, the terminal condition of the dynamic program
is an approximation to the intractable capacitated vehi-
cle routing problem with time windows [18]. As time in
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(a) 10 samples. (b) 100 samples. (c) 1000 samples.
Fig. 3. Probabilistic bounds – Empirical Cantelli bound (green dashed line, Proposition 5(i)) and Dvoretzky-Kiefer-Wolfowitz
tail bound (blue dotted line, Proposition 5(ii)) – on the profit obtained from a single validation sample as functions of various
significance levels for 10 (a), 100 (b) and 1000 (c) validation samples.
(a) 10 samples. (b) 100 samples. (c) 1000 samples.
Fig. 4. Probabilistic bounds – Gaussian bound (green dashed line, (13)), Expectation Dvoretzky-Kiefer-Wolfowitz bound (blue
dotted line, Proposition 7(ii)) and Empirical Bernstein bound (orange dash-dotted line, Proposition 7(i)) – on the expectation
of the profit obtained as functions of various significance levels and for 10 (a), 100 (b) and 1000 (c) validation samples.
the booking horizon progresses, orders come in and re-
veal the location of customers. This information could
be used to update the terminal condition of the DP and
hence, the pricing policy by re-running our algorithm.
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A Appendix
A.1 Proof of Proposition 1
We show this result by induction on t. In the base case
(the terminal condition), Qit¯+1(x) := Vt¯+1(x) = −C(x)
for all (x, i) ∈ X×I, which satisfies the proposition triv-
ially by Assumption 1. Assume for an induction hypoth-
esis that Qi−1t+1(x) ≥ Vt+1(x) for some (i, t) ∈ I \ {0}×T
and for all x ∈ X. Fix any x in X and distinguish the
two cases of the if-statement in step 12 of Algorithm 1.
Case I: Suppose that Qi−1t+1 is submodular on Z(x
i
t+1).
Then H∗ is the unique hyperplane through the set
{(y, (T Qit+1)(y))}y∈Y+(xit+1). By (4), Qit+1 is concave
extensible since it is the pointwise minimum of a finite
number of hyperplanes. Hence, we invoke Assump-
tion 2 to conclude that T Qi−1t+1 is concave extensible
and submodular. As shown by [9, Appendix B.4],
this implies that H∗ is a separating hyperplane, i.e.
H∗(x) ≥ T Qi−1t+1(x) for all x ∈ X. Define dV to be the
maximiser of (1) and define dQ to be the maximiser of
(1) with Vt+1(y) replaced by Q
i−1
t+1(y). We now show
that the Bellman operator of the DP preserves the in-
equality Qi−1t+1(x) ≥ Vt+1(x), i.e. T Qi−1t+1(x) ≥ T Vt+1(x).
To this end, fix x ∈ X and consider
(T Qi−1t+1)(x) = g(x, dQ) +
∑
y∈Y+(x)
Px,y(d
Q)Qi−1t+1(y)
≥ g(x, dV ) +
∑
y∈Y+(x)
Px,y(d
V )Qi−1t+1(y)
≥ g(x, dV ) +
∑
y∈Y+(x)
Px,y(d
V )Vt+1(y)
= (T Vt+1)(x), (A.1)
where the first inequality follows from the supoptimality
of dV for (T Qi−1t+1)(x) and the second inequality follows
from the induction hypothesis.
Case II: Now consider the case when Qi−1t+1 is not sub-
modular on Z(xit+1). Then H
∗ ∈
{
T Hj−1t+1
∣∣ j ∈ J i−1t+1 }.
Furthermore, by (4) and the induction hypothesis,
Hj−1t+1 (x) ≥ Qi−1t+1(x) ≥ Vt+1(x), for all (x, j) ∈ X×J i−1t+1 .
(A.2)
We now show that all possible realisations of H∗ con-
stitute upper bounds on T Vt+1. To this end, fix any
(x, j) ∈ X × J i−1t+1 . Define dH to be the maximiser of (1)
with Vt+1(y) replaced by H
j−1
t+1 (y). We can show that
the Bellman operator of the DP preserves the inequality
Qi−1t+1(x) ≥ Vt+1(x) using a similar argument as before:
(T Hj−1t+1 )(x) ≥ (T Vt+1)(x), (A.3)
which follows from the suboptimality of dV (see Case I)
for (T Hj−1t+1 )(x) and the fact that Hj−1t+1 (x) ≥ Vt+1(x)
(see (A.2)). Therefore, we conclude that H∗(x) ≥
T Vt(x) for all x ∈ X in the second case as well.
Since both cases lead to an upper bound, i.e. H∗(x) ≥
T Vt+1(x) for all x ∈ X, we infer that
Qit(x) = min
{
H∗(x), Qi−1t+1(x)
} ≥ T Vt+1(x) (A.4)
for all x ∈ X. This concludes our induction argument
and shows thatQit(x) ≥ Vt(x) for all (x, i, t) ∈ X×I×T .
A.2 Proof of Proposition 4
We will show the proposition by induction on t. Consider
the base case, when Q0t¯+1(x) = Vt¯+1(x) for all x ∈ X.
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Then notice that in the “backward sweep”, the proposed
algorithm computes the Bellman equation from t¯+1→ t¯
exactly for every x ∈ X. This is because Q0t¯+1 is sub-
modular by Assumption 1 and hence, the if-statement
in step 12 of Algorithm 1 is true. By Assumption 3, xit¯+1
is resampled if for the time step transition t¯+ 1→ t¯, the
algorithm has not converged to the exact value function
at t¯ yet. Therefore, the value function is computed ex-
actly at all x ∈ X for the time step transition t¯+ 1→ t¯
after at most |X| iterations of the proposed algorithm,
i.e. Qiˆt¯(x) = Vt¯(x) for all x ∈ X, where iˆ ≤ |X|.
Now suppose by means of an induction hypothesis that
for some (t, i) ∈ T × I, Qit+1(x) = Vt+1(x) for all x ∈ X.
Then by Assumptions 1 and 2, Vt+1 is submodular and
hence, Qit+1 is also submodular. By a similar argument
to the base case, the proposed algorithm computes the
exact value function for the time step transition t+1→ t
in another iˆ ≤ |X| iterations.
Hence, we conclude that for every time step transition,
the proposed algorithm needs at most |X| iterations to
compute the exact value function for any one time step
t ∈ T , which gives at most t¯|X| iterations for the to-
tal time horizon. Hence, after any i ≥ t¯|X| iterations,
Qit(x) = Vt(x) for all (x, t) ∈ X × T . Therefore, both
E[l(i)] = V1(0) and u(i) = Qi1(0) = V1(0), which finally
implies that E[l(i)] = u(i) for all i ≥ t¯|X| iterations.
A.3 Proof of Proposition 5(i)
The proof is a finite sample adaptation of the one-sided
Chebyshev’s inequality, i.e. Cantelli’s inequality [5, The-
orem 1]. We distinguish the following two cases:
Case I: Suppose that σv 6= 0. Fix any k ∈ K and consider
the conditional probability that lC := lv(kmax + 1) is no
greater than l¯v −mσˆ for some m > 0:
Pr(lC ≤ l¯v −mσv|σv 6= 0)
= Pr(mσv ≤ l¯v − lC|σv 6= 0)
=
1
kmax
∑
k∈K
Pr(mσv ≤ l¯v − lv(k)|σv 6= 0)
=
1
kmax
E
(∑
k∈K
1(mσv ≤ l¯v − lv(k))
∣∣∣∣∣σv 6= 0
)
,
(A.5)
where the second last equality follows from the observa-
tion that lv(k) for all k ∈ K ∪ {kmax + 1} are indepen-
dently and identically distributed. Next, we want to up-
per bound the indicator function in (A.5) by a quadratic
function. A suitable expression is given for any c > 0 by
Pr(lC ≤ l¯v −mσv|σv 6= 0)
≤ 1
kmax
E
(∑
k∈K
(l¯v − lv(k) + cσv)2
(mσv + cσv)2
∣∣∣∣∣σv 6= 0
)
.
(A.6)
Note that each element in the summation is always non-
negative and no smaller than one if mσv ≤ l¯ − lv(k)
and hence is an upper bound to (A.5). We simplify this
expression using the definitions of l¯v and σv from Algo-
rithm 2 in Section 5 as
1
kmax
E
(∑
k∈K
(l¯v − lv(k) + cσv)2
(mσv + cσv)2
∣∣∣∣∣σv 6= 0
)
=
1
kmax
E
(
(kmax − 1)σ2v + kmaxc2σ2v
(m+ c)2σ2v
∣∣∣∣σv 6= 0)
=
1
kmax
E
(
kmax − 1 + kmaxc2
(m+ c)2
)
=
kmax − 1 + kmaxc2
kmax(m+ c)2
,
(A.7)
where σv cancels, since σv 6= 0, and the expectation op-
erator drops, since its argument is a constant. We min-
imise (A.7) by considering its first order condition, i.e.
0 =
∂
∂c
kmax − 1 + kmaxc2
kmax(m+ c)2
= (kmax(m+ c)
2)−2
{
2k2maxc(m+ c)
2
−(kmax − 1 + kmaxc2)2kmax(m+ c)
}
⇒ c = kmax − 1
kmaxm
. (A.8)
The second-order condition shows that c minimises
(A.7). Substituting c into (A.7) and simplifying gives:
Pr(lC ≤ l¯v −mσv|σv 6= 0) ≤ kmax − 1
kmaxm2 + kmax − 1 .
(A.9)
Case II: Suppose that σv = 0. We repeat the derivation
of Case I with Pr(lC ≤ l¯v − mσv|σv 6= 0) replaced by
Pr(lC ≤ l¯v − mσv|σv = 0) until (A.5), where we note
that due to σv = 0, we have lv(k) = lv(k
′) for all (k, k′) ∈
K ×K and hence, Pr(lC ≤ l¯v −mσv|σv = 0) = 1.
Recalling that θC := Pr(σv = 0) and taking both cases
together, we obtain by the total probability theorem that
Pr(lC ≤ l¯v−mσv) ≤ (1− θC)(kmax − 1)
kmaxm2 + kmax − 1 +θC. (A.10)
We want this probability to be at most the significance
level α. Hence, we solve this expression for m, yielding
α ≥ (1− θC) kmax − 1
kmaxm2 + kmax − 1 + θC
⇐⇒ m ≥
√
(1− α)(kmax − 1)
(α− θC)kmax ,
(A.11)
which is real-valued, since α > θC by Assumption 4.
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Substituting for m in (A.9) gives the desired property:
Pr
(
lC ≤ l¯ − σv
√
(1− α)(kmax − 1)
(α− θC)kmax
)
≤ α. (A.12)
A.4 Proof of Proposition 5(ii)
Fix any α ∈ (0, 1). By the Dvoretzky-Kiefer-Wolfowitz
inequality [11], we can write with (user-defined) proba-
bility at most θD ∈ (0, α) that
F (lD) ≥ FK(lD) +
√
ln(1/θD)
2kmax
, (A.13)
where F is the exact yet unknown cumulative distribu-
tion function of lv(kmax + 1), i.e. Pr(lv(kmax + 1) ≤ lD).
Denote the random event in (A.13) by E. Then, we can
write
α = Pr(E ∪ Pr(lv(kmax + 1) ≤ lD)
≤ Pr(E) + Pr(lv(kmax + 1) ≤ lD)
≤ θD + F (lD), (A.14)
where the first inequality is due to subadditivity of Pr
(see [6, Chapter 1.1]). Hence, F (lD) ≥ α− θD, which we
substitute in (A.13) to arrive at the required result
FK(lD) ≤ α− θD −
√
ln( 1θD )
2kmax
and hence,
lD = sup
l ∈ [l−, l+]
∣∣∣∣∣FK(l) ≤ α− θD −
√
ln( 1θD )
2kmax
 .
(A.15)
A.5 Proof of Lemma 6
Consider the first-order optimality condition, i.e.
0 =
∂
∂θD
α− θD −
√
ln( 1θD )
2kmax

⇒ 0 = −1 + 1
2θD
√−2kmax ln(θD) . (A.16)
Since θD > 0, we can simplify to arrive at
θ2D ln(θ
2
D) =
−1
4kmax
⇒ θ2D = exp
(
Wi
( −1
4kmax
))
, (A.17)
where i ∈ {0,−1} andWi is the LambertW function (see
Definition 4). The second-order conditions show that i =
−1 gives a local maximum. Hence, we take the square
root and note that θD is bounded from above by α to
arrive at the desired result.
A.6 Proof of Proposition 7(ii)
By the Dvoretzky-Kiefer-Wolfowitz inequality [11], we
can write with confidence 1− αE that
F (l) ≤ min
1, FK(l) +
√
ln(1/αE)
2kmax
 , (A.18)
where F is defined as in Appendix A.4. Under Assump-
tion 5, l is non-negative. Hence, we find El from F as the
following integral (see [6, Chapter 1.5]):
1− F (l) ≥1−min
1, FK(l) +
√
ln(1/αE)
2kmax

⇒ El ≥
∫ ∞
l=0
1−min
1, FK(l) +
√
ln(1/αE)
2kmax
dl.
(A.19)
Finally, El¯v = El, since E is a linear operator and lv(k)
for all k ∈ K are independent, thus concluding the proof.
A.7 Proof of Proposition 8
Under Assumption 5, we can express the empirical mean
in Hoeffding’s bound [7] as an integral over the empirical
cumulative distribution function:
lEH := l¯v − (l+ − l−)
√
ln(1/αE)
2kmax
=
∫ ∞
l=0
1− FK(l)dl − (l+ − l−)
√
ln(1/αE)
2kmax
≤
∫ l+
l=l−
1−
FK(l) +
√
ln(1/αE)
2kmax
dl
<
∫ l+
l=l−
1−min
1, FK(l) +
√
ln(1/αE)
2kmax
dl
= lED, (A.20)
where the last inequality is strict by Assumption
6, since FK is a stair function with step height
1/kmax and
√
ln(1/αE)/(2kmax) > 1/kmax implies that
FK(l
∗) +
√
ln(1/αE)/(2kmax) > 1 for some l∗ < l+.
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