ABSTRACT Conventional classifiers treat hyperspectral image (HSI) as a list of spectral measurements without considering the spatial relationship between pixels. Therefore, these methods discard the information associated with spatial correlations among distinct pixels in the image, and they are sensitive to the noise pixels in HSI. To address these drawbacks, a spatial-spectral combined classification method termed weighted mean reconstruction-based support vector machine with composite kernels (WMR-SVMCK) is proposed for HSI classification. At first, WMR-SVMCK tries to reconstruct pixels by means of spatial neighbor pixels with reconstruction weights to fuse spatial and spectral information. The reconstructed pixels include the spatial-spectral combined features that enhance the separability of the samples from different classes and reduce the influence of noise pixels in HSI. Then, the proposed method utilizes SVMCK classifier to classify the reconstructed pixels. WMR-SVMCK effectively extracts the discriminating spatialspectral features and enhances the robustness by reconstructing each pixel with spatial neighbor pixels, which significantly improves the classification performance. Experiments on two real hyperspectral data sets (Indian Pines and PaviaU) are performed to demonstrate the effectiveness of the proposed WMR-SVMCK method.
I. INTRODUCTION
Hyperspectral remote sensing is becoming one promising technology in the field of modern remote sensing, and it is widely used in many applications, such as resource exploration, environmental monitoring, precision agriculture, and military target detection [1] - [3] . The structure of hyperspectral image (HSI) consists of two spatial dimensions and one spectral dimension [4] , [5] , as depicted in Fig. 1 . The most prominent characteristic of HSI is image-spectrum merging, for the reason that it not only includes spatial information but also contains dozens to several hundred contiguous and narrow spectral bands of earth surface, which brings the opportunity for precise classification of ground objects [6] - [8] .
Owing to rich spectral information in HSI, different ground objects can be classified by distinguishing the spectral difference between them, and many methods have been proposed for HSI classification [9] , [10] . Among these methods, KNN and SAM predict the class labels of test samples according to their labeled nearest neighbors that selected by using Euclidean Distance (ED) and Spectral Angle Distance (SAD) respectively [11] , [12] . While Support Vector Machine (SVM) makes use of kernel function and structure risk-minimizing principle to classify the test samples, and it is well suited to deal with high dimensional data [13] , [14] . To achieve a better classification performance in HSI classification, these above methods need a large amount of labeled training samples to learn a better classifier model [15] .
However, in the practical application of HSI, it is difficult and time-consuming to obtain labeled samples. In addition, the aforementioned algorithms process the spectral information of each pixel independently, while ignore the spatial relationship between pixels [16] . For HSI data set, the spectral values of pixels are not independent but spatially related, and rich spatial features can be extracted from the spatial relationship between pixels [17] - [19] . In general, the pixels within a small neighborhood usually have the same class label, which demonstrates the spatial distribution consistency of ground objects [20] . Therefore, the spatial neighbor pixels can be utilized to classify the unknown pixels and reduce the demand of labeled training samples, and the spatial and spectral features are expected to be combined to improve the classification performance of HSI [21] - [23] .
Recently, many spatial-spectral combined methods have been proposed for HSI classification. Mohan et al (2007) put forward Spatially Coherence Distance (SCD) [24] , which introduces spatial coherence into pairwise similarities between two observed patches center. Pu et al (2014) proposed Image Patch Distance (IPD) that makes use of the observed pixels and spatial neighbors to measure the pixel patch-wise similarity [25] . These two methods are both effective for classification when the spatial window size is large enough, but the problem of computational complexity becomes serious simultaneously [20] . Support Vector Machine based on Composite Kernels (SVMCK) was proposed to promote the classification performance of HSI [26] . SVMCK exploits spatial window to extract spatial features and uses composite kernels to combine spatial and spectral features, so it can achieve better classification accuracy with less training samples [27] , [28] . However, SVMCK just employs the means of the neighbor pixels as spatial features, which makes classifier suffers from the distributions of ground objects. If there are many kinds of ground objects in a small spatial neighborhood, the mean of neighbor pixels cannot represent the inherent property of center pixel, which will weaken classification performance [29] .
To overcome above drawbacks, we propose a new classification method termed weighted mean reconstruction-based SVMCK (WMR-SVMCK) that utilizes the spatial-spectral combined information for HSI classification. WMR-SVMCK uses a proper spatial window to select spatial neighbors of each pixel, and then restructures pixels with their spatial neighbors and reconstruction weights. After the process of reconstruction, the spatial-spectral combined features are employed for classification. Furthermore, WMR-SVMCK possesses stronger robustness because the weighted mean reconstruction weakens the influence of the noise pixels in HSI data. Experimental results on Indian Pines and PaviaU HSI data sets show that the proposed method outperforms other state-of-the-art classification methods in the aspects of classification accuracy and robustness.
The remainder of this paper is organized as follows: In Section II, we briefly review two related methods. The proposed WMR-SVMCK method is introduced in Section III. Section IV presents the experimental results to demonstrate the effectiveness of WMR-SVMCK. Finally, we provide some concluding remarks and suggestions for future work in Section V.
II. RELATED WORKS
For convenience, we first give some notations used in this paper. Let us suppose a D-dimensional data set X = [x 1 , x 2 , x 3 , . . . x N ] ∈ D×N (e.g., for the hyperspectral data set with D bands and N pixels), and l(x i ) ∈ {1, 2, 3, . . . , c} denotes the class label of x i . Assuming that (x i ) represents the spatial neighborhood of x i , and it consists of the neighbor pixels around the center pixel x i .
A. IPD
The Image Patch Distance (IPD) exploits the observed pixels and corresponding spatial neighbors to measure pixel patch-wise similarity [20] , and it incorporates both spectral and spatial information into the similarity measure between two observed pixels. For pixels x i and x j , let a l and b l be the elements of the w × w spatial neighborhood (x i ) and (x j ), respectively, i.e., (
, and the undirected distance measure between two pixels a l and b l can be defined as:
where d(a, b) is a spectral similarity function, such as the Euclidean Distance (ED) and spectral angle distance (SAD).
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Then, we give the definition of new similarity measure between the observed pixels x i and x j as follows:
This spatial-spectral similarity measure combines the spatial and spectral features into distance, which improves the classification accuracy in a certain degree. However, IPD method needs a large size spatial window to discover the spatial information in HSI, while the time-consuming steps in iteration process limit its real applications.
B. SVMCK
Based on SVM, SVMCK method is proposed for HSI classification [26] . It exploits varied composite kernels functions to incorporate different sorts of features into a fusion feature which can better reveal the characteristics of HSI data. SVMCK solves the following optimization problem:
where w and b define a linear classifier in the feature space, and ϕ(x) is a nonlinear mapping. The regularization parameter C controls the generalization capability of classifier and ε i is a positive slack variable dealing with the permitted errors. Due to the high dimensionality of vector variable w, primal function (3) is solved through the Lagrangian dual problem as follows:
where all mappings ϕ(x) used in the SVM occur in the form of inner product. A kernel function K can be defined as:
By the direct sum of Hilbert Spaces [30] , SVMCK can sum spectral and spatial kernel matrices (K s and K s , respectively) as a composite kernel K which incorporates both spectral and spatial features [31] , [32] . The composite kernel K c is defined as following:
where µ is a positive real-valued free parameter (0 < µ < 1). The spatial feature x s i is the average of neighbor pixels in spatial window (x i ), and the spectral feature is actual spectral signature
Then, by introducing (6) into (4), the dual problem is
, and the decision function implemented by the SVMCK classifier for any test pixel is given by
where b can be easily computed from α i that is neither 0 nor C.
III. PROPOSED CLASSIFIER
In this section, we introduce a new classification method termed WMR-SVMCK. It tries to enhance the aggregation of homogeneous data and the separability of heterogeneous data by extracting spatial and spectral features from the spatial domain in HSI, which effectively improves the classification performance. Furthermore, WMR-SVMCK classifier smooths the hyperspectral images and filters noise pixels by reconstructing pixels with their spatial neighbors, which is beneficial to HSI classification. The procedure of the proposed method is given in Fig. 2 . The pixels in HSI data set are high dimension vectors which reflect the spectrums of ground objects, and the same kind of ground objects are more likely to have similar spectrums. Furthermore, pixels within a small neighborhood usually represent the same ground object and possess the same class label. Based on this assumption, the weighted mean reconstruction exploits the spatial neighborhood to extract the spatial-spectral information.
Assuming that the D-dimensional vector x i (p, q) represents the pixel at the p row and q column in HSI. At first, we establish a ω × ω spatial window with central pixel x i . The parameter ω is the size of spatial window, which is an odd positive integer. The spatial neighborhood of x i can be defined as
where
is the s-th pixel of neighborhood space (x i ), and 1 ≤ s ≤ ω 2 . When (x i ) is located on the edge or corner of image, we will fill the vacancies in spatial window with the center pixel x i (p, q). Three examples of the spatial neighborhood with the size of 3 × 3 are illustrated in Fig. 3 , in which each block indicates a pixel and the orange grids indicate the filled pixels. By means of the spatial neighborhood (x i ), the center pixel x i can be reconstructed as ∧ x i as follows:
where w is is the reconstruction weight between neighbor pixel x is and center pixel x i , and it can be defined as The trade-off parameter t ≥ 0 controls the proportion of spatial information and affects the value of reconstruction weight w. According to formula (10), the reconstruction weights are determined by t and spectral distance between neighbor pixels and center pixel. The reconstruction weight has a negative exponent relation with spectral distance when t is fixed.
If the neighbor pixel is much similar with the center pixel, the value of w is larger, and then this neighbor pixel will play a more important role in weighted mean reconstruction. On the contrary, if the neighbor pixel is much different from center pixel, the value of w will be small and this neighbor pixel has a smaller impact on reconstruction. Therefore, this reconstruction method makes full use of the spatial and VOLUME 6, 2018 spectral information to reduce the negative influence of neighbor pixels from different classes. The reconstructed pixels possess the spatial-spectral combined features that enhance the separability of the intraclass samples, which will significantly improve the classification accuracy. The influence of noise in HSI can been weakened due to each pixel is reconstructed by their neighbor pixels, which is more beneficial to HSI classification. The procedure of WMR is shown in Fig. 4 .
After the process of weighted mean reconstruction, SVMCK is employed for classification which utilizes the properties of composite kernels to combine spatial and spectral information for enhancing the classification performance. The proposed method incorporates weighted mean reconstruction with SVMCK, and its procedure is illustrated in Algorithm 1.
Algorithm 1 WMR-SVMCK
∈ D×n , corresponding class labels {l 1 , l 2 , · · · , l n }, new sample x * ∈ R D , parameter ω > 0 and t > 0, and composite kernel parameterµ > 0. 
for s = 1 to ω 2 do 6: Compute the weights of neighbor pixels 7: w is = e −t||x i −x is || 8: end for 9 : 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we perform a set of experiments to evaluate the effectiveness of the proposed WMR-SVMCK method for HSI classification.
A. EXPERIMENTAL DATA SET
The Indian Pines data set was collected by Airborne Visible Infrared Imaging Spectrometer (AVIRIS) over the Indian Pines region of Northwestern Indiana in 1992. It consists of 145 × 145 pixels and 220 spectral reflectance bands that range from 400-2450 nm. We removed 20 noisy bands covering the region of water absorption, and finally worked with 200 spectral bands. This HSI data set is available at https://engineering.purdue.edu/biehl. Fig. 5 (a) shows the false color composite image of Indian Pines, and Fig. 5 (b) shows the ground-truth map, displayed in the form of a class assignment for each labeled pixel, with 16 mutually exclusive ground-truth classes.
The PaviaU data set is a scene taken over the urban area of Pavia University by the Reflective Optics System Imaging Spectrometer (ROSIS) in 2002. Its size is 610 × 340 after some of the samples without information are discarded. Exactly 103 channels are remained after removing noisy and water absorption bands. The spectral bands rang from 430 to 860 nm, and the spatial resolution of image is up to 1.3 m. This HSI data set is available at http://tlclab.unipv.it. Nine classes of ground objects are considered in the data set, i.e. asphalt, meadows, gravel, trees, metal sheets, soil, bitumen, bricks and shadows. The false color image of PaviaU data set and its real object information are shown in Fig. 6 (a) and (b) respectively.
B. EXPERIMENTAL SETUP
In each experiment, HSI data set was randomly divided into training and test samples, and each sample was normalized on a scale of zero to one. For very small classes, we took a minimum of 10 training samples. After that, all training samples were used to train classification model, and then the test samples were classified by the trained classifier. WMR-SVMCK method was compared with several representative classification method including KNN [11] , SAM [12] , SVM [13] , SVMCK [26] , IPD-KNN [25] and SCD-KNN [20] . To achieve better classification performance of each method, the parameters of different methods were obtained by cross-validation. The nearest neighbor numbers of KNN and SAM are 1, the parameters of SVM are determined by 10 cross-validations, and the spatial window sizes of SCD-KNN, IPD-KNN and SVMCK are set as 13 × 13.
The overall classification accuracy (OA), average classification accuracy (AA), kappa coefficient (Kappa) and classification accuracy of each class were employed to evaluate the classification performance. Furthermore, we also evaluated the robustness and anti-noise performance of each algorithm by preforming experiments on noisy HSI data sets. Experiments were repeated 10 times in each condition, and the averages with standard deviations were given as classification results. All experiments were performed on a personal computer with i7-4790 central processing unit, 8-G memory, and 64-bit Windows 10 using MATLAB 2013b.
In order to explore the influence of the parameters ω and t of WMR-SVMCK, we randomly selected 2% samples from Indian Pines HSI data set for training, and the remaining samples were used for testing. The value of parameters ω and t were turned with a set of {3, 5, 7, 9, 11, 13, 15, 17, 19} and a set of {0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}, respectively. When testing parameter ω or t, we set t to 2 and ω to 11, respectively. Fig. 7 (a) shows the relationship between mean OA and ω of WMR-SVMCK, and Fig. 7 (b) gives the mean OA changing with parameters t.
According to Fig. 7 (a) , the OAs, AAs and Kappa were first improved with the increase of ω, and then slight descend when ω exceeds 13. The reason is that the bigger spatial window can include more spatial information which can improve the classification accuracy. However, if the spatial window is too big, more pixels from different classes will exist in spatial neighborhood. Then the pixels reconstructed by spatial neighbors will be distorted and cannot represent the intrinsic information. As shown in Fig. 7 (b) , classification accuracies raise quickly as parameter t increasing, and then declines when t more than 1. Because a larger t will increase the influence of spectral similarity relationship between spatial neighbor pixels, which lead to the reconstructed pixels possess more effective spatial-spectral information and improve the classification performance. If the value of t is too larger, the reconstructed pixels will include too much useless spatial information from neighbor pixels, which is not beneficial to enhance the separability of data from different classes. Due to parameters ω and t are related to the distribution of ground objects, the values of ω and t on different HSI data sets should be obtained by parameters experiment. According to above experimental results, the value of parameters ω and t on Indian Pines data set were set to 13 and 2, respectively. For the PaviaU data set, ω and t were set to 15 and 1 according to corresponding experiments.
C. EVALUATION ON THE INDIAN PINES DATA SET
In this section, the classification experiments were conducted on Indian Pines data set to evaluate the performance of WMR-SVMCK. In the experiments, we randomly chose p (p = {1%, 2%, 3%, 4%, 5%, 6%, 7%, 8%, 9%, 10%}) of samples from each class for training, and the remaining samples were used for testing. Table 1 shows the OAs (in percent) with standard deviations of different classifiers under different training conditions. For tables in this paper, the best results of a row are marked in bold for easy to see.
As can be seen from Table 1 , for all methods, the OAs are improved with the increase of training set. The standard deviations decrease with the increase of the number of samples, which indicates that the classification accuracy will possess a stable value with sufficient training samples. Clearly, the spatial-spectral combined classifiers such as SVMCK, IPD-KNN, SCD-KNN and WMR-SVMCK outperform the spectral-based classifiers including KNN, SAM and SVM. These results show that the spatial-spectral combined methods can make use of the spatial neighborhood to reveal the intrinsic spatial relation between pixels, which is beneficial to utilize discriminating spatial-spectral information for HSI classification. While SVMCK achieves better classification performance compared to IPD-KNN and SCD-KNN, for the reason that the composite kernels effectively fuse the spatial and spectral features. The proposed WMR-SVMCK method obtains best classification performance in all methods. Because the weighted mean reconstruction enhances the aggregation of homogeneous data and separability of data from different classes, which improves the discriminating power for classification.
To explore the individual classification performance of WMR-SVMCK, we evaluated the classification accuracy of each class with a training set containing about 5% of samples per class. The classification accuracy of each class, OAs, AAs, Kappa coefficients and runtime of different classifiers are shown in Table 2 . As can be observed, the spatial-spectral combined classifiers give better classification accuracy comparison with other spectral-based classifiers, which indicates that the spatial-spectral features effectively improve the discrimi-VOLUME 6, 2018 nating power. Furthermore, the classification accuracy of WMR-SVMCK is superior to other classifiers in most classes. For the reason that the weighted mean reconstruction effectively removes the spectral redundancy and enhances the aggregation between homogeneous data. Moreover, the runtime of WMR-SVMCK is much less than SCD-KNN and IPD-KNN.
To visualize the classification results, the classification maps of different methods are given in Fig. 8 , in which WMR-SVMCK produces more homogenous areas and better classification map. Furthermore, the proposed method is superior to other classifiers especially in the strong correlative classes, such as Corn-notill (class2), Corn-min (class3), Soybeansnotill (class10) and Soybeans-clean (class12).The reason is that WMR-SVMCK utilizes the spatial relationship between pixels by spatial-spectral weighted mean reconstruction to distinguish the pixels from similar classes.
In order to evaluate the robustness of WMR-SVMCK, we randomly replaced np (in percent) of samples with the maximum or maximum noisy sample, and np turned from 0 to 50% with the step length 10%. The spectral vector of the maximum (maximum) noise pixel consists of the max (min) values of each spectral bands in HSI data set. 2% of samples were randomly selected for training, and the remaining samples were employed as test samples. The experimental results are shown in Table 3 .
As shown in Table 3 , the OA of each method decreases with the increase of noise pixels, since the false information in HSI data set will lead to a decline in the classification ability. The spatial-spectral combined classifiers, including SVMCK, WMR-SVMCK and IPD-KNN, show better classification performance compared with the spectral-based classifiers including KNN, SAM and SVM. This indicates that the spatial-spectral features effectively enhance the robustness of classifiers. The proposed method achieves best classification results in all conditions, for the reason that weighted mean reconstruction weaken noise pixels by utilizing spatial neighbor pixels. This demonstrates that WMR-SVMCK possesses stronger robustness to deal with the noise in HSI data set. samples, and the remaining samples were used for testing. The experimental results are shown in Table 4 . As the experimental results on PaviaU data set, the spatial-spectral combined classifiers outperform the classifiers that only employ spectral information, since the spatial-spectral features possess more useful information for HSI classification. WMR-SVMCK shows better classification performance compared to other methods in most case, which demonstrates that the weighted mean reconstruction fusing spatial information effectively enhances the separability of samples from different classes.
Furthermore, 20 samples of per class were randomly chosen for training and the remaining samples for testing. The classification results of each class are shown in Table 5 , and corresponding classification maps are given in Fig. 9 . As can been seen from Table 5 , the OA, AA, and Kappa of WMR-SVMCK are better than other methods in most classes, and its runtime is much less than other spatial-spectral combined methods. These indicate that the proposed method effectively exploits the discriminating spatial-spectral features with less computational complexity. In Fig. 9 , WMR-SVMCK produces a more smooth classification map than other methods,especially in the areas with red circles.
To explore the robustness of WMR-SVMCK on the PaviaU data set, we replaced np (np = 10%, 20%, 30%, 40%, 50%) of pixels in original PaviaU data set with noise pixels. Experiment randomly selected 20 pixels form each class as the training samples, and the remaining samples were used for testing. The experimental results shown in Table 6 demonstrate that the OA of WMR-SVMCK slowly decreases with the increase of noise pixels in comparison with other methods, and it is higher than 85% even the noise pixels up to 50% of total pixels. Therefore, the robustness of WMR-SVMCK is much better than other classifiers.
E. DISCUSSION
The following interesting points are revealed in the experiments on the Indian Pines and PaviaU HSI data sets.
• Spatial-spectral combined methods can obtain good classification performance for hyperspectral image. Such characteristics can be explained by the fact that they utilize some useful information from spatial neighborhood to effectively represent the intrinsic properties of HSI data, while spectral-based classification methods just perform with spectral information of training samples. That is, spatial-spectral combined methods can make full use of spatial and spectral information to enhance their discriminating power.
• The proposed WMR-SVMCK method consistently outperforms KNN, SAM, SVM SVMCK, IPD-KNN and SCD-KNN in most experiments on two HSI data sets. Compared to SVMCK using the average of neighbor pixels as spatial-spectral combined features, WMR-SVMCK not only makes use of spatial and spectral information but also reconstructs pixels by means of spatial neighbor pixels with different weights which relate to the spectral difference between neighbor pixels and the center pixel. The joint spatial-spectral reconstruction effectively reveals spatial relationship between pixels and reduces the negative influence of spatial neighbor pixels from different classes. Therefore, the discriminating spatial-spectral features enhance the aggregation of intraclass data and the separability of data from different classes, which effectively improves the classification performance of WMR-SVMCK.
• WMR-SVMCK noticeably produces a smoother classification map and achieves better classification accuracy compared with the other methods in most classes. WMR-SVMCK reconstructs pixels by means of spatial neighbors with the reconstruction weights to incorporate the spatial and spectral information. Thus, this method obtains the discriminating spatial-spectral features of data and improves the classification performance of HSI.
• As shown in Table 3 and Table 6 , WMR-SVMCK method obtains better results in terms of classification accuracies under different noise condition, VOLUME 6, 2018 particularly in the extreme noise cases. The reason is that the noise pixels usually with a small reconstruction weights, which reduces the noise pixels in the process of weighted mean reconstruction. Therefore, the proposed WMR-SVMCK possesses strong robustness, which is beneficial for HSI classification.
V. CONCLUSIONS
The application of spatial information to classification in the area of HSI is rapidly gaining interest in the community. It is a challenging issue of urgent importance to improve the classification accuracy by combing spatial and spectral features.
In this paper, a new classifier termed WMR-SVMCK is proposed by fusion of weighted mean reconstruction and SVMCK for HSI classification. It reconstructs pixels by means of spatial neighbor pixels with reconstruction weights to fuse spatial and spectral information, which is more effective to utilize the discriminating spatial-spectral features. Therefore, it overcomes the defects of traditional spectralbased classifiers that lack considering the intrinsic spatial relationship of pixels, and the discriminating power of classifier is further improved. Furthermore, the proposed method utilizes the weighted mean reconstruction to smooth hyperspectral image, and more important, it reduces the influence of noise pixels in HSI. As a result, the robustness of WMR-SVMCK is also improved. Experiments on Indian Pines and PaviaU data sets demonstrate that WMR-SVMCK not only achieves better classification performance but also possesses stronger robustness compared with other methods under different conditions. In real application, there are strict requirements for the computation complexity of classification algorithm, and we aim to reduce computational complexity of the proposed method in the future.
