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Referat
Die komplexen Strukturen von MEMS-Drehratensensoren fu¨hren immer wieder zu Heraus-
forderungen bei der Systembeschreibung. Die zunehmende Miniaturisierung der Bauteile
steigert den Einfluss von mechanischen Nichtlinearita¨ten und AVT-Einflu¨ssen. Daher
sind ein tiefer gehendes Versta¨ndnis dieser Effekte und verbesserte Simulationsmethoden
zur effizienten Entwicklung neuer Sensoren von großer Bedeutung.
In dieser Arbeit wird die TPWL-Methode, ein Ansatz fu¨r ein transientes nichtlineares
ROM, vorgestellt und erfolgreich auf MEMS-Drehratensensoren angewendet. Im Fokus
der Untersuchungen stehen die Implementierung der Methode und die Zeitersparnis
gegenu¨ber FE-Simulationen – diese betra¨gt bis zu 3 Gro¨ßenordnungen. Weiterhin finden
sich Untersuchungen der ROM-Daten, mit einem Schwerpunkt auf deren Interpretati-
on, in den Ausfu¨hrungen. Hierdurch werden Limitierungen, Rahmenbedingungen und
Aussagekraft der Methodik aufgezeigt. Diese Erkenntnisse ermo¨glichen es, zuku¨nftige
Simulationen durch geeignet gewa¨hlte Parameter und Trainingsdaten effektiv aufzusetzen.
Es werden TPWL-Ansa¨tze auf Basis von POD und modaler Superposition verglichen,
um systematische Vorteile der POD zu erkla¨ren. Die Validierung der Modelle erfolgt
qualitativ sowie mit Messungen, analytischen und FE-Rechnungen.
Bestehende Ansa¨tze zur Simulation von AVT-Einflu¨ssen, mit einem Schwerpunkt auf
mechanischen Stresswirkpfaden, auf MEMS-Drehratensensoren werden untersucht und
erweitert. Als Basis fu¨r Package- und statische Struktursimulationen dienen FE-Modelle
und fu¨r die transiente Systemsimulation ein ROM. Es stehen Versta¨ndnis und Analyse
der Wirkpfade im Vordergrund. Die resultierenden Erkenntnisse werden erfolgreich in die
Modelle eingebracht. Ein einfacher, dennoch aussagekra¨ftiger Ansatz zur Abscha¨tzung des
Drehraten-Offsets gestresster Sensoren wird vorgestellt. Zudem wird ein vielversprechendes
neuartiges FE-Modell zur Simulation von Die-attach- und Lo¨tsimulationen hergeleitet.
Oberfla¨chen- und Signalmessungen von durch eine Leiterplattenbiegung gestressten
Sensoren dienen zur Validierung.
Die vorgestellten Modelle werden erfolgreich validiert und ko¨nnen zuku¨nftig zur Opti-
mierung des Entwicklungsprozesses von MEMS-Drehratensensoren verwendet werden.
Schlagworte: MEMS, Drehratensensor, Nichtlinearita¨t, nichtlineares ROM, TPWL, AVT-
Einfluss, AVT-Stress, Systemsimulation, Die-attach-Simulation
ii
Abstract
The complex structures of MEMS yaw-rate sensors continuously lead to challenges in
their system description. The continuing miniaturization of the components increases
the effects of mechanical nonlinearities and packaging influences. Therefore, a deeper
understanding of these effects and improved simulation methods are of great importance
for the efficient development of new sensors.
In this work the TPWL-method, an approach for a transient nonlinear ROM, is
introduced and successfully applied to MEMS yaw-rate sensors. The focal points of the
study, are the implementation of the method, and the time savings compared to FE-
simulations; which are up to 3 magnitudes. Furthermore, the analysis of the ROM-data
with a focus on its interpretation is included. This highlights limits, boundary conditions
and the informative value of the method. These insights enable the future set up of
simulations effectively with appropriately chosen parameters and training data. TPWL-
approaches with POD and modal superposition are compared to highlight systematic
advantages of the POD. The validation of the models is realized qualitatively as well as
with measurements, analytical and FE-calculations.
Existing approaches for the simulation of packaging influences with a focal point on
mechanical stress root causes are studied and extended. As a baseline for package and
static structure simulations FE-models are used, and for transient system simulations a
ROM is used. Understanding and analysis of the root causes stand in the foreground. The
resulting insights are successfully implemented into the models. A simple but significant
approach for an estimation of the yaw-rate offset of stressed sensors is introduced.
Additionally, a promising and new FE-model for the simulation of die attach and solder
simulations is derived. Surface and signal measurements of sensors, stressed by the
bending of a printed circuit board, serve for validation.
The introduced models were validated successfully and can be used in the future to
optimize the development process of MEMS yaw-rate sensors.
Keywords: MEMS, yaw-rate sensor, nonlinearity, nonlinear ROM, TPWL, packaging
influence, packaging stress, system simulation, die attach simulation
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Griechische und lateinische Buchstaben werden in dieser Arbeit als mathematische
Symbole verwendet. Hierbei wird die kursive Schreibweise fu¨r alle Konstanten und
Variablen genutzt. Matrizen und Vektoren werden kursiv und fett gedruckt dargestellt.
Symbole werden zur Erweiterung der Alphabete mit hoch- und tiefgestellten Indizes
versehen. Diese sind normal gedruckt, wenn sie sich auf ein abgeku¨rztes Wort und kursiv,
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1.1. Hintergrund und aktuelle Entwicklung
Die Mikrosystemtechnik ist die kombinierte Anwendung einer Mikromechanik mit ei-
ner mikroelektronischen Auswerteschaltung. Ha¨ufig wird in der Literatur der englische
Begriff Microelectromechanical Systems (Abk. MEMS) verwendet. Es gibt heutzutage
eine Vielzahl von Anwendungen fu¨r MEMS – der zugeho¨rige Markt ist sehr groß und
stetig wachsend. Insbesondere das Umsatzwachstum im Bereich der Inertialsensorik von
mehreren 100 % Anfang der 2000er Jahre [Hil06, S.3] ist hierbei hervorzuheben. Der
Konkurrenzdruck ist folglich stark, dies fu¨hrt zu immer ausgeklu¨gelteren und komplexeren
Systemen. Der Forschungsbedarf in der Industrie um Kosten zu senken und die Leistung
der Systeme zu verbessern steigt entsprechend, daher ist diese Arbeit in Zusammenarbeit
mit der Robert Bosch GmbH entstanden. Diese ist momentan der gro¨ßte Produzent fu¨r
MEMS-Sensoren [Kem11, S.7].
Mit der Entwicklung des reaktiven Ionentiefena¨tzens bzw. des Deep Reactive Ion
Etching (Abk. DRIE) Anfang der 1990er Jahre durch Franz La¨rmer und Andrea Schilp
[LS94] entstand eine Vielzahl neuer Mo¨glichkeiten fu¨r die Oberfla¨chenstrukturierung von
Silizium in der Mikromechanik. Ein großer Vorteil von Silizium basierter Mikromechanik
ist die A¨hnlichkeit der Herstellungsprozesse zu denen in der Mikroelektronik [Hil06,
S.1] – dies vereinfacht die kombinierte Herstellung der Komponenten fu¨r Mikrosysteme.
Aufgrund der Anstellung der Erfinder des DRIE in der Robert Bosch GmbH wird dieses
Herstellungsverfahren auch Bosch-Prozess genannt.
MEMS werden in einer sta¨ndig steigenden Anzahl von Systemen eingesetzt. Zu den
heutigen Anwendungen geho¨ren Tintendruckko¨pfe, Lese- und Schreibko¨pfe von Festplat-
ten, Fahrzeugmotoren (z. B. Druck- und Flussmessungen), Fahrzeugsicherheitssysteme
(z. B. Airbags, Stabilita¨tskontrolle), Mikropumpen in der Biologie, Mikroaktoren zur
Synthese in der Chemie [Hil06, S.2f], Alarmsysteme, Vibrationsmessungen, die Robotik,
Navigationssysteme, Controller fu¨r Computerspiele und Spielekonsolen [Kem11, S.1],
Festplattenschutzsysteme in Laptops, die Stabilisierung von Kameraobjektiven, Smart-
phones, Segways, Schrittza¨hler, generell Human Machine Interfaces (Abk. HMIs) [Kem11,
S.8] und vieles mehr. In diesen Systemen werden unter anderem Drehratensensoren
(Gyroskope), Beschleunigungssensoren, Drucksensoren, Mikropumpen und Mikrofone
verwendet. In ju¨ngerer Vergangenheit sind zudem medizinische Anwendungen der Mikro-
systemtechnik hinzugekommen, welche ebenfalls sehr kleine Systeme erfordern (z. B. zur
U¨berwachung von Herzkathetern [Hil06, S.2]). Eine mo¨gliche Verwendung mikromechani-
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scher Drucksensoren zur U¨berwachung eines medizinischen Kathetersystems wurde im
Rahmen dieser Arbeit zum Patent angemeldet [HD14].
Aufgrund des hohen Umsatzwachstums am Markt wird unter dem Begriff MEMS-
Sensoren oft allein der Bereich der Inertialsensorik verstanden [Kem11, S.XIII]. Hierauf,
genauer auf den Drehratensensoren, liegt der Fokus dieser Arbeit. Diese Systeme sind
besonders anspruchsvoll aufgrund ihrer hoch komplexen Strukturen und daher a¨ußerst
interessant fu¨r die Forschung – eine Darstellung der mikromechanischen Struktur eines
Gyroskops ist in Abbildung 1.1 zu finden. Obwohl die ersten mikromechanischen Gy-
roskope bereits vor mehr als 20 Jahren entwickelt wurden [BG88; Gre+91], ist es auch
heute noch eine große Herausforderung diese Systeme vollsta¨ndig zu verstehen und zu
beschreiben.
(a) (b)
Abbildung 1.1.: Rasterelektronenmikroskopie (Abk. REM) eines mikromechanischen
Drehratensensors. Bildquelle: [Mar10].
Der erste Drehratensensor, der 1995 im Elektronischen Stabilita¨tsprogramm (Abk. ESP)
der Mercedes S-Klasse als
”
Luxusextra“ zum Einsatz kam, wurde mit feinmechanischen
Methoden hergestellt [Neu+07]. Spa¨testens seit dem Elchtest der Mercedes A-Klasse
1997 [Kem11, S.7] war klar, dass das ESP eine sicherheitskritische Funktion erfu¨llt und
der Bedarf an einer kostengu¨nstigen Produktion fu¨r den Massenmarkt gedeckt werden
musste. So wurde bereits drei Jahre spa¨ter ein mikromechanisch gefertigter Sensor im
ESP-Gera¨t verwendet – Stromverbrauch und Platzbedarf konnten so enorm verringert
werden (siehe Abbildungen 1.2, 1.3). Insbesondere die Einfu¨hrung neuer gesetzlicher
Vorschriften zur Verwendung des ESPs im Automobilsektor seit 2011 [Esp] und die
steigenden Anforderungen an MEMS-Sensoren fu¨r Smartphones haben die Forschung
und Entwicklung im Bereich der Inertialsensorik weiter vorangetrieben.
Neuere MEMS-Gyroskope sind zunehmend kleiner und beno¨tigen weitaus weniger
Strom. So ko¨nnen Rohstoffkosten gesenkt und strengere Gro¨ßenanforderungen bei ande-
ren Anwendungen (z. B. bei Sensorsystemen in Smartphones) erfu¨llt werden. Generell
4
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unterscheidet man heute zwischen Produkten fu¨r den Consumer- und fu¨r den Automotive-
Markt, da die Anforderungen an die Systeme unterschiedlich sind (Kosten, Ausfallsicher-
heit, Genauigkeit etc.). Dennoch ergab sich in den letzten Jahren der Trend, Consumer-
MEMS-Inertialsensoren auch in nicht sicherheitsrelevanten Automotive-Anwendungen
einzusetzen [Rup+16].
Abbildung 1.2.: Erster ESP-Drehratensensor Bosch DRS 50/100 aus dem Jahr 1995.
Bildquelle: [Neu+07].
Abbildung 1.3.: ESP-Gera¨t mit MEMS-Gyroskop Bosch MM1 aus dem Jahr 1998. Bild-
quelle: [Neu+07].
Um Platzbedarf und Kosten noch weiter zu senken, werden zunehmend Sensoren zur
Messung verschiedener Freiheitsgrade in einem Bauteilpaket, einem Package, kombi-
niert. Dieses entha¨lt u¨blicherweise ein oder mehrere Sensoren, Auswerteschaltungen bzw.
Application-specific Integrated Circuits (Abk. ASICs), Leiterplatten und Verdrahtun-
gen. Ein Beispiel fu¨r eine Kombination aus neun Messgro¨ßen bzw. Freiheitsgraden ist
der Bosch BNO055 [Fin13]. In Anlehnung an das Englische Degrees of Freedom (Abk.
DOF) spricht man auch von einem 9-DOF-Sensor. Trotz einer Gesamtgro¨ße von nur
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(5,0 × 4,5) mm2 entha¨lt dieser Sensor neben drei Corioliskraftmessungen eine triaxia-
le Beschleunigungsdetektion und eine triaxiale Magnetfeldmessung. Ein 6-DOF-Sensor
(triaxiale Beschleunigungsmessung, triaxiale Magnetfeldmessung) ist der BMC050 aus
Grafik 1.4. Es ist also zu erwarten, dass zuku¨nftige Sensorpakete mehr Freiheitsgrade
abdecken und noch kleiner werden. Dieser Trend begu¨nstigt auch die zunehmende Ver-
wendung monolithisch integrierter Systeme, einer platzsparenden Fertigung mehrerer
Sensoren auf einem gemeinsamen Siliziumsubstrat.
Abbildung 1.4.: 6-DOF Sensorpaket Bosch BMC050. Bildquelle: [Fin13].
Ein weiterer Trend, der im Markt zu beobachten ist, ist die zunehmende Anforderung
an die Genauigkeit der Sensoren. Dies ergibt sich durch immer neue Anwendungen fu¨r
Drehratensensoren, bei denen nicht nur die Lagevera¨nderung, sondern auch die Absolut-
position gemessen werden muss (z. B. Robotik, Indoor-Navigation). Zur Bestimmung der
absoluten Lage werden Sensorsignale u¨ber der Zeit integriert und Messfehler kumulieren
sich [Kem11, S.1].
1.2. Motivation und Zielsetzung der Arbeit
Die hochkomplexen Strukturen mikromechanischer Drehratensensoren fu¨hren immer
wieder zu neuen Herausforderungen bei der Systembeschreibung. Der Trend hin zu immer
kleineren Systemen fu¨hrt zu einem Systemverhalten mit sogar noch weiter steigender Kom-
plexita¨t, da viele Effekte intuitiv nicht mehr vorhergesagt werden ko¨nnen. Dies erkla¨rt sich
durch die zunehmende Bedeutung mechanischer Nichtlinearita¨ten aufgrund des abnehmen-
den Verha¨ltnisses von Strukturgro¨ßen u¨ber Auslenkungsamplituden. Weitere Relevanz
erhalten die Nichtlinearita¨ten durch den Entfall von Quadraturkompensationselektroden
und Lageru¨ckregelung aufgrund von Platz- und Kosteneinsparungen bei Mikromechanik
und ASIC, da diese Konzepte zur Verminderung mechanischer Auslenkungen und damit
verbundener nichtlinearer Effekte dienen.
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Des Weiteren steigt durch die Miniaturisierung die Relevanz von Package-Einflu¨ssen,
da sich durch die du¨nneren, deshalb sto¨ranfa¨lligeren Substratschichten, die kleineren
und damit weniger entkoppelten Packages und die gegenseitige Wechselwirkung der
gro¨ßeren Anzahl verpackter Bauteile [Hil06, S.11] deren Auswirkung vergro¨ßert. Die
wechselseitigen Sto¨rungen der Bauteile in einem Package werden durch die Verwendung
monolithisch integrierter Systeme, aufgrund der direkten mechanischen Kopplung und
dicht nebeneinanderliegender Leiterbahnen, zusa¨tzlich versta¨rkt. Man spricht hierbei
verallgemeinert vom Einfluss der Aufbau- und Verbindungstechnik (Abk. AVT) auf die
Sensorstruktur.
Aufgrund dieser steigenden Systemkomplexita¨t und der einhergehenden Anforderung
an ho¨here Genauigkeiten kann gesagt werden, dass ein
”
Trial-and-Error-Optimierungs-
verfahren“ – verschiedene Produktmuster anzufertigen, zu testen und anschließend neue
Muster anzufertigen – nicht ausreichend ist fu¨r eine erfolgreiche Produktentwicklung.
Dies ist auch dadurch bedingt, dass Kosten und Zeitaufwand fu¨r die Mustererstellung
sehr hoch sind [Hil06, S.11]. Die Herausforderung an die Forschung besteht daher darin,
die Systeme, Einflussgro¨ßen und nichtlinearen Effekte fundamental zu verstehen und
durch pra¨diktive Simulationsmethoden eine Optimierung der Entwicklungsprozesse neuer
Sensoren und Sensorkonzepte zu ermo¨glichen. Die Zielsetzung der vorliegenden Arbeit ist
somit das Finden neuer Simulationsmethoden, welche Ru¨ckschlu¨sse auf das Design von
Sensorstrukturen geben ko¨nnen, und bestehende weiterzuentwickeln.
Kernthema Mechanische Nichtlinearita¨ten
Ein Schwerpunkt dieser Arbeit wird auf die Simulation mechanischer nichtlinearer Effekte,
wie der Spannungsversteifung, gelegt, welche in der Literatur ha¨ufig als Stress-Stiffening
bezeichnet wird.
• Die korrekte Abbildung des nichtlinearen Verhaltens im Signalflussmodell wird
mithilfe nichtlinearen Reduced-Order Modelings (Abk. ROM) angestrebt – hierbei
wird als Grundlage die Methodik aus [RW01] verwendet, welche erstmals auf die
Bedarfe von MEMS-Drehratensensoren angepasst und angewendet wird.
• Zur Initialisierung notwendige Finite-Elemente-Modelle (Abk. FE-Modelle) werden
erarbeitet und vorgestellt.
• Es werden nichtlinearen Moden und Frequenzga¨nge untersucht, um ein besseres Ver-
sta¨ndnis fu¨r die nichtlinearen Effekte und die Arbeitsweise der Simulationsmethode
zu gewinnen.
• Die Modelle werden u¨berwiegend qualitativ und zudem mithilfe von FE- und
analytischen Rechnungen sowie mit einigen Messungen validiert.
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Kernthema Einfluss von mechanischem Stress durch die Aufbau- und
Verbindungstechnik
Der zweite Schwerpunkt dieser Dissertation wird auf die Simulation des mechanischen
Stresseinflusses auf MEMS-Gyroskope gelegt.
• FE-Modelle zur Generierung von Eingangsparametern fu¨r (lineare) ROM-Simula-
tionen werden erstellt.
• Es wird ein neuartiges Verfahren zur Simulation von Klebe- und Lo¨tprozessen
hergeleitet.
• Es wird angestrebt, die zugrunde liegenden Wirkpfade des mechanischen Stresses
auf die Sensorsignale mithilfe theoretischer U¨berlegungen besser zu verstehen.
• Die heuristischen Erkenntnisse werden zur Erweiterung bestehendender ROM-
Modelle verwendet.
• Es wird eine Abscha¨tzung zur Indikation der Auswirkung von mechanischem Stress
auf das Drehraten-Offset ausgefu¨hrt.
• Die Validierung der Modelle erfolgt anhand von Messungen, hierfu¨r werden ein
4-Linien-Stressmessstand zur reproduzierbaren Verbiegung von, zur Signalaufzeich-
nung konnektierten, Leiterplatten, und ein Weißlichtinterferometer zur Vermessung
von Sensoroberfla¨chen verwendet.
1.3. Struktur der Arbeit
Die vorliegende Dissertation ist in fu¨nf u¨bergeordnete Abschnitte aufgeteilt. Die Gliede-
rung ist so gewa¨hlt, dass die beiden Kernthemen auf die Abschnitte II und III verteilt
sind und unabha¨ngig voneinander gelesen werden ko¨nnen.
Eine Einfu¨hrung in das Themengebiet sowie in alle erforderlichen Grundlagen er-
folgt im ersten Teil der Arbeit. Dies umfasst eine Einleitung in die Grundlagen der
MEMS-Prozessierung und eine Erkla¨rung der relevanten physikalischen Effekte. Auch
ein U¨berblick u¨ber bekannte Architekturen von Drehratensensoren und deren Funktions-
prinzipien wird gegeben. Zudem werden die fu¨r die folgenden Abschnitte relevanten Re-
chenmodelle vorgestellt. Diese sind gegliedert in analytische Balkenmodelle, FE-Modelle,
Ordnungsreduktionsverfahren und Signalflusssimulationen.
Teil II befasst sich mit mechanischen Nichtlinearita¨ten in MEMS-Gyroskopen. Es
werden nichtlineare Effekte in Drehratensensoren erla¨utert und Strategien zu deren Ver-
meidung diskutiert. Die Simulation mechanischer Nichtlinearita¨ten in der FE-Rechnung
wird vertieft, zudem wird eine nichtlineare Ordnungsreduktionsmethodik im Detail vor-
gestellt, weiterentwickelt und an die Bedu¨rfnisse mikromechanischer Systemsimulationen
angepasst. Abschließend wird die nichtlineare ROM-Methodik zuna¨chst an einfachen
Beispielen getestet (U¨berpru¨fung des Einflusses der Simulationsparameter), bevor an-
schließend eine vollsta¨ndige, besonders nichtlineare ausgelegte, Sensorgeometrie simuliert
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wird. Erga¨nzend folgt eine ausfu¨hrliche Diskussion zu nichtlinearen Modenformen und
Frequenzverschiebungen.
Die Diskussion zur Simulation von mechanischem AVT-Stresseinfluss auf MEMS-
Gyroskope ist in Teil III der Arbeit zu finden. Auf eine allgemeine Einfu¨hrung in die
Thematik folgen die Vorstellungen des grundlegenden Ablaufs einer Stresssimulation,
des experimentellen Set-ups und der zugeho¨rigen Testmuster. Anschließend werden die
Package-Stresssimulationen im FE-Makromodell hergeleitet - die Validierung erfolgt mit
Weißlichtinterferometermessungen. In diesem Rahmen werden Methoden zur Berechnung
von Lo¨t- und Klebevorga¨ngen in der FE-Simulation verglichen und weiterentwickelt.
Es folgt die FE-Simulation der Sensorstruktur unter Beru¨cksichtigung der berechneten
Verformung des Packages. Der Einfluss des AVT-Stresses auf die Eigenfrequenzen und die
Einflu¨sse durch Prozessschwankungen werden an dieser Stelle diskutiert. Anschließend
wird der Fokus auf Wirkpfadanalysen von Stresseinflu¨ssen auf Drehraten- und Quadra-
tursignale gelegt. Die ROM-Methode wird erweitert und gleichzeitig zur qualitativen
Validierung der theoretischen U¨berlegungen verwendet. Abschließend erfolgt die Bewer-
tung und Validierung des gesamten Simulationspfades anhand von Referenzmessungen.
Im vierten Teil der Arbeit werden die Ausfu¨hrungen der Kernabschnitte zusammenge-
fasst, diskutiert und bewertet. Außerdem wird ein Ausblick auf zuku¨nftige Entwicklungen
und mo¨gliche Forschungsfelder gegeben.
Abschließend folgt der Anhang in Abschnitt V der Dissertation. Hier werden Themen
diskutiert, welche im Kernteil der Arbeit den Lesefluss sto¨ren wu¨rden, aber dennoch
nu¨tzliche Informationen zu den sonstigen Ausfu¨hrungen bieten, wie einige Ergebnisgrafiken
und Details zu la¨ngeren Formeln. Daru¨ber hinaus sind besonders zu erwa¨hnen in den
Anha¨ngen D und F Rechnungen, welche die Ausfu¨hrungen in Kapitel 6 um weitere
Anwendungsbeispiele der nichtlinearen Systemsimulation erga¨nzen1, in Anhang G ein
Modellbeispiel zum Einfluss der Quadraturkompensationskraft auf die Schwingungsform
eines Einmassenschwingers, welches hilfreich fu¨r das Versta¨ndnis der Ausfu¨hrungen
in Kapitel 10 ist sowie in Anhang H ein mathematischer Ansatz zur Erga¨nzung der
heuristischen Herleitungen in Kapitel 10.
1Letzteres Beispiel zeigt einen Vergleich zweier nichtlinearer Verfahren.
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Im folgenden Kapitel soll dem Leser die Mo¨glichkeit gegeben werden, einen Einblick
in die Welt der MEMS zu gewinnen. Hierzu geho¨ren Erla¨uterungen der wichtigsten
Begrifflichkeiten, eine Einfu¨hrung in die Fertigungsverfahren und der prinzipielle Aufbau
von MEMS, wie auch von Packages. Im letzten Teil des Kapitels folgen dann Erkla¨rungen
zur Funktionsweise von Drehratensensoren und zu den zugeho¨rigen physikalischen Effekten.
Der Detailgrad in diesem Kapitel ist so gewa¨hlt, dass die notwendigen Grundlagen fu¨r
die folgenden Abschnitte aufgebaut werden ko¨nnen. Fu¨r eine daru¨ber hinausgehende
Behandlung der einzelnen Themen ist in den jeweiligen Unterkapiteln auf weiterfu¨hrende
Literatur verwiesen. Leser mit entsprechenden Vorkenntnissen ko¨nnen dieses Kapitel
u¨berspringen.
2.1. Definition der Mikrosystemtechnik
Die ersten mikromechanischen Bauteile wurden etwa im Jahr 1980 entwickelt [Hil06, S.1].
In Bezug auf die Strukturgro¨ße ko¨nnte man diese auch als eine Weiterentwicklung der
Feinmechanik bezeichnen. Bevor jedoch die ersten vollsta¨ndigen Mikrosysteme produ-
ziert wurden, versuchte man zuna¨chst feinmechanische Systeme mit mikromechanischen
Komponenten zu kombinieren [Kem11, S.5]. Ein Beispiel hierfu¨r ist ein Gyroskop aus
dem Hause Systron Donner, welches durch Piezoaktoren angetrieben wurde [S9¨0]. Um
Mikrosysteme von diesen Mischsystemen und der Feinmechanik klar abzugrenzen, bietet
es sich an eine Definition festzulegen, die auch im folgenden Kontext gilt.
Ein Mikrosystem ist eine Verbindung von mindestens zwei Bereichen der
Mikrotechniken, also aus Mikroelektronik, der Mikromechanik, der Mikro-
optik oder der Mikrofluidik. Die Abmessungen der Komponenten liegen im
Mikrometermaßstab, d. h. zwischen 1µm und 1000µm. [Hil06, S.3].
Diese Definition fu¨r Mikrosysteme ist ga¨ngig, allerdings etwas einschra¨nkend da z. B. rein
elektrische Temperatursensoren ausgenommen sind [Hil06, S.4]. Dennoch umfasst sie alle
Inertialsensorsysteme, die im Folgenden diskutiert werden. Im Rahmen dieser Arbeit ist
es zudem ausreichend den Begriff MEMS zu verwenden, dieser schließt alle Systeme ein,
die aus mindestens einer mikroelektronischen und mindestens einer mikromechanischen
Komponente bestehen.
Auch wenn die Funktionsweise der unterschiedlichen MEMS-Bausteine stark variiert,
kann sie doch sehr ha¨ufig wie in Abbildung 2.1 schematisch dargestellt werden. Ein
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mechanisches System wird durch einen zu messenden Umwelteinfluss ausgelenkt und
erzeugt hierdurch z. B. eine kapazitive A¨nderung oder einen piezoelektrischen Strom. Diese
Signale werden anschließend in einem ASIC verarbeitet. Im Falle von Gyroskopen steuert
der ASIC zudem die Antriebsbewegung des Drehratensensors, welche beno¨tigt wird um
eine Corioliskraft im Sensorsystem zu erzeugen. Auch eine elektrische Ru¨ckstellkraft zur
Lageru¨ckregelung der Systemmechanik und elektrische Testsignale sind u¨blich [Kem11,
S.10].
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Abbildung 2.1.: Schematische Darstellung der Arbeitsweise eines MEMS-Sensors. Gestri-
chelt dargestellt ist der aktive Regelpfad, welcher in manchen MEMS
(z. B. Drehratensensoren) auftritt.
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2.2.1. Silizium
Die Verfahren, die zur Herstellung von mikroelektronischen Silizium Halbleiterelementen
verwendet werden (Fotolithografie, A¨tztechnik, Dotierung, Schichtabscheidung), sind
bereits ausreichend erprobt, als die ersten mikromechanischen Bauteile entwickelt werden
– Strukturierungen im Nanometerbereich sind mo¨glich [Hil06, S.1]. Die U¨bertragung dieser
bzw. a¨hnlicher Prozesse auf die Oberfla¨chenstrukturierung in der Mikromechanik und die
Verwendung von Silizium als Substratmaterial liegen also nahe. Durch die Entwicklung des
reaktiven Ionentiefena¨tzens (Bosch-Prozess) ist auch die herausfordernde dreidimensionale
Strukturierung zu meistern, welche so nicht in der Mikroelektronik zu finden ist [Hil06,





Dichte ρ 2300 kgm3
Thermischer Ausdehnungskoeffizient CT 2,3× 10−6 1K
Thermische Leitfa¨higkeit λT 1,57
W
cmK
Spezifischer Widerstand (abh. v. Dotierung) ρR (10−4...104) Ωcm
Elastizita¨tsmodul (Hauptkristallrichtungen) E (130, 170, 189) GPa
Tabelle 2.1.: Physikalische Eigenschaften von Silizium [Kem11, S.13]; [Kov98; Bin99].
Silizium bringt aber noch viele weitere Vorteile mit sich: Es hat herausragende mecha-
nische und elektrische Eigenschaften [Kem11, S.13]; [Hak01; Fra04], ist ideal elastisch
(d. h., es tritt keine plastische Verformung vor Erreichen der Bruchspannung auf) und
gleichzeitig sehr bruchfest [SDA09, S.12]. Außerdem ist es einfach zu dotieren – der
spezifische Widerstand kann so um bis zu 8 Gro¨ßenordnungen von 10−4 Ωcm bis 104 Ωcm
variiert werden [Kem11, S.13]; [Kov98]. Ein U¨berblick u¨ber die Eigenschaften ist in Ta-
belle 2.1 aufgefu¨hrt. Zur Elastizita¨t von Silizium ist anzumerken, dass diese abha¨ngig ist
von der Orientierung im Kristallgitter – entsprechend sind die Werte bei polykristallinem
Silizium, sogenanntem Polysilizium, statistisch schwankend. Ein sehr genauer Wert fu¨r
das E-Modul von Polysilizium, welcher an Strukturen gemessen wurde, die analog zu den
in dieser Arbeit untersuchten Drehratensensoren hergestellt wurden, ist 164,1±0,5 GPa
[Keh+14].
2.2.2. Schichtaufbau und Herstellung des mikromechanischen
Drehratensensors
Die Vielfalt der Herstellungsprozesse in der Mikrosystemtechnik ist groß. Oft werden die
mikromechanischen Strukturen nicht direkt aus einem Substratsilizium, sondern aus einer
zuvor aufgetragenen Schicht von Polysilizium herausgea¨tzt, welche wiederum auf eine
Opferschicht aufgebracht wurde. Diese kann im Anschluss an die Strukturierung des Poly-
siliziums durch A¨tzgase entfernt werden, um frei schwebende Strukturen zu schaffen. Um
dieses Verfahren begrifflich von Anwendungen abzugrenzen, bei denen u¨ber A¨tzprozesse
direkt das Siliziumsubstrat strukturiert wird, spricht man auch von der Oberfla¨chenmikro-
mechanik bzw. von Surface-Micromachining (Abk. SMM). Verfahren zur Strukturierung
des Siliziumsubstrates bezeichnet man dagegen als Bulk-Micromachining (Abk. BMM).
Wa¨hrend heutzutage fast ausschließlich SMM-Prozesse zum Einsatz kommen, wurde der
Bosch MM1 noch in einem aus SMM- und BMM-Prozessen kombinierten Verfahren gefer-
tigt [Cla+07]. Die folgenden Ausfu¨hrungen beziehen sich vorwiegend auf SMM-basierte
Sensoren – weitere Details zu den unterschiedlichen Herstellungsvarianten findet der
interessierte Leser in [Kem11, Kap.4]; [Hil06, Kap.2]. Die folgenden Ausfu¨hrungen sind,
soweit nicht gesondert kenntlich gemacht, aus diesen Quellen zusammengefasst.
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Schichtaufbau
Die mikromechanische Komponente des MEMS-Drehratensensors besteht aus dem Sili-
ziumsubstrat, auf welchem sich Mikromechanik und Leiterbahnen befinden, und einer
Kappe, die zum Versiegeln der Struktur verwendet wird. Die Schicht, in welcher die
Mikromechanik liegt, bezeichnet man auch als Aktive Sensorschicht (Abk. ASS). Durch
die Verwendung einer Kappe ko¨nnen Gasgemisch und Druck im Sensor reguliert werden.
Um Druck und Gu¨tefaktoren zusa¨tzlich anzupassen, ist es mo¨glich, eine Kavernenstruktur
in die Kappe hineinzua¨tzen. Eine weitere Funktion dieser Kappenkavernen ist es Freiraum
zu schaffen, sodass die mikromechanische Struktur Bewegungen aus der Ebene heraus
ausfu¨hren kann. Prinzipiell ko¨nnen auch mithilfe eines geeigneten Packages Druck und
Gaszusammensetzung konstant gehalten werden – die Verwendung einer Siliziumkappe
ist allerdings in der Regel einfacher zu realisieren und kostengu¨nstiger [Kem11, Kap.4.2].
Eine dritte Mo¨glichkeit besteht darin, den ASIC als Sensorkappe zu verwenden (siehe
zum Thema Packaging auch Kapitel 2.2.4).
Unterhalb der ASS verlaufen Leiterbahnschichten, Isolationsschichten und gegebenen-
falls weitere. Auch das Einbringen einer A¨tzstoppschicht ist unter Umsta¨nden notwendig
fu¨r die Prozessierung. Die Leiterbahnen dienen zum Transport der elektrischen Steuer-
und Auswertesignale, die Isolationsschichten verhindern, dass der Strom in die restli-
chen Siliziumschichten fließt und die A¨tzstoppschicht reguliert die Eindringtiefe von
A¨tzprozessen. Um die elektrische Konnektierung zum ASIC zu ermo¨glichen, werden
zudem am Substrat, außerhalb des verkappten Bereiches, Bond-Pads zur Befestigung der
Verdrahtungen angebracht. Eine schematische Abbildung einer u¨blichen Schichtstruktur
ist in Grafik 2.2 zu finden.
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MEMS-Bauteile werden in der Serienfertigung auf Wafern aus monokristallinem Silizium
hergestellt. Silizium-Wafer sind runde,
”
waffelfo¨rmige“ Siliziumscheiben, die in unter-
schiedlichen Durchmessern und Dicken erha¨ltlich sind. Diese Form der Wafer ergibt sich
aufgrund des Herstellungsverfahrens – dem Ingotziehen.
Alle Schichten der Mikromechanik mu¨ssen nacheinander auf den Substrat-Wafer aufge-
bracht werden. Exemplarisch auf die Struktur in Abbildung 2.2 bezogen, wird zuna¨chst
ein Oxid (z. B. SiO2) als Isolationsschicht thermisch aufgetragen. Daru¨ber folgt eine Po-
lysiliziumschicht fu¨r die Leiterbahnen – dieses wird z. B. aus der Gasphase abgeschieden
und anschließend dotiert. Zur Strukturierung der Leiterbahnebene wird ein Fotolack auf-
getragen – dies geschieht in der Regel u¨ber ein Rotationsbeschichtungsverfahren. Hierbei
wird der Fotolack in der Mitte des Wafers aufgegeben und u¨ber eine Rotationsbewegung
desselbigen u¨ber die gesamte Fla¨che verteilt. Anschließend werden mithilfe einer Maske die
freizustellenden Fla¨chen belichtet und der Lack entwickelt. Nun kann das darunterliegende
Silizium u¨ber verschiedene A¨tzprozesse entfernt werden (z. B. Plasmaa¨tzen). Der Lack
wird wieder entfernt und eine weitere Isolationsschicht wird z. B. u¨ber TEOS-Abscheidung
aufgetragen. Auch diese Schicht wird analog zur Leiterbahnebene strukturiert. Die letzte
Schicht bildet wieder Polysilizium, welches ebenfalls aus der Gasphase abgeschieden wird.
Da diese Schicht deutlich dicker ist als die darunterliegenden, ist eine Strukturierung
nur u¨ber das reaktive Ionentiefena¨tzen, das DRIE, mo¨glich. Aufgrund der Relevanz
dieses Prozesses wird er separat und ausfu¨hrlich im Abschnitt 2.2.3 behandelt. Um frei
schwingende Strukturen zu erhalten, ist nach der Strukturierung eine Untera¨tzung der
Polysiliziumschicht notwendig. Dies geschieht z. B. u¨ber Flusssa¨ure (HF) in Gasphase –
das Polysilizium wird hierdurch nicht angegriffen, nur das SiO2. Ist u¨ber die genannten
Schritte hinaus eine Ru¨ckdu¨nnung des Wafers auf eine bestimmte Dicke gewu¨nscht, erfolgt
diese vor der Strukturierung der obersten Schicht durch Abschleifen.
Ha¨ufig werden Substrat und Kappe auf unterschiedlichen Wafern produziert und
dann mithilfe einer Bond-Schicht, einem Bindemittel, verbunden [Dor+13; Dor+12]. Das
gesamte Konstrukt aus Kappe, Substrat und Bond-Schicht bezeichnet man als Die bzw.
als Bare-Die um zu unterstreichen, dass der Chip (noch) nicht verpackt ist.
U¨ber die genannten Prozesse hinaus ist es in vielen Anwendungen u¨blich, Silizium nicht
abzuscheiden, sondern mithilfe epitaktischer Methoden aufzuwachsen. Ein weiterer mo¨gli-
cher Verfahrensschritt ist die Rekristallisation von Polysilizium in einen monokristallinen
Zustand mithilfe von Temperprozessen.
2.2.3. Bosch-Prozess
Das reaktive Silizium-Ionentiefena¨tzen (DRIE) wurde Anfang der 1990er Jahre durch
Franz La¨rmer und Andrea Schilp auf Basis des reaktiven Ionena¨tzens entwickelt [LS94].
Beide Prozesse sind Trockena¨tz- und damit Plasmaa¨tzprozesse. In der Mikromechanik
wird das DRIE verwendet, um die Oberfla¨che von Siliziumschichten zu strukturieren.
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Ab einer gewissen Schichtdicke gibt es keinen anderen Prozess, der hierfu¨r verwendet
werden kann – er bildet damit die Grundlage der Oberfla¨chenmikromechanik. Detaillierte
Beschreibungen des DRIE und weiterer Plasmaa¨tzprozesse sind in [Kem11, Kap.4] und
[Hil06, Kap.2] zu finden. Im Folgenden werden die wichtigsten Prozessschritte anhand der
Ausfu¨hrungen aus den Literaturangaben in einem kurzen U¨berblick zusammengefasst.
Alle Plasmaa¨tzprozesse haben gemeinsam, dass ein Gas oder ein Gasgemisch mithilfe
eines hochfrequenten elektrischen Wechselfeldes in einer Reaktionskammer ionisiert wird
– aufgrund der unterschiedlichen Tra¨gheit werden Ionen und Elektronen voneinander
getrennt und ein Plasma entsteht. Die Ionen werden anschließend durch eine parallel zum
Wechselfeld angelegten Gleichspannung beschleunigt und auf den Wafer geschossen. Dies
ist ein physikalischer A¨tzvorgang, da die Zielatome durch die beschleunigten Ionen heraus-
geschlagen werden. Zusa¨tzlich hat der Prozess aber auch eine chemische A¨tzkomponente,
welche in Abha¨ngigkeit von den verwendeten Gasen mehr oder weniger stark ausgepra¨gt
ist. Der physikalische A¨tzprozess ist hierbei nahezu anisotrop, da die Ionen senkrecht auf
den Wafer auftreffen, der chemische Prozess dagegen verla¨uft vollsta¨ndig isotrop. Das
Verha¨ltnis von physikalischem und chemischem A¨tzen la¨sst sich innerhalb eines gewissen
Rahmens durch Druck, Art der A¨tzgase und Temperatur in der Reaktionskammer steuern.
Im Falle des DRIE wird zuna¨chst eine resistive Schicht (eine Maske), welche die A¨tzgase
stoppt, auf den Wafer aufgebracht und strukturiert. Dies kann z. B. ein Fotolack sein,
der durch eine weitere Maske partiell belichtet wird. Anschließend wird SF6 mithilfe
eines Tra¨gergases in den Reaktor eingeleitet und dort wie beschrieben in ein Plasma
u¨berfu¨hrt. Die Ionen werden durch die Gleichspannung beschleunigt und treffen an den
unmaskierten Stellen des Wafers auf das Silizium. Da man eine mo¨glichst anisotrope
Struktur a¨tzen mo¨chte (einen senkrechten Graben), muss der Ionenbeschuss nach einer
gewissen A¨tztiefe wieder gestoppt werden. Nach dem Stoppen wird C4F8 auf den Wafer
aufgetragen. Der Polymerfilm aus C4F8 unterdru¨ckt den chemischen A¨tzprozess. Zwar wird
die Polymerschicht auf den gesamten Wafer aufgetragen, also auch auf die horizontalen
Fla¨chen, welche weiter durcha¨tzt werden sollen, und nicht nur auf die Seitenwa¨nde
des entstehenden A¨tzgrabens, jedoch wird durch den senkrechten Ionenbeschuss die
horizontale Schicht deutlich schneller abgetragen als die Schicht an den Seitenwa¨nden.
Der Beschuss wird daher nach dem Auftragen wieder eingeleitet und es wird nahezu
anisotrop weiter in die Tiefe gea¨tzt. Ab einer gewissen Tiefe nimmt der isotrope Anteil
erneut zu und der Prozess muss wieder unterbrochen werden. Nun werden die U¨berreste
der Passivierung entfernt und eine neue Schicht wird aufgetragen. Das A¨tzen beginnt
erneut. Dieser Vorgang wird zyklisch fortgesetzt, bis die gewu¨nschte Grabentiefe erreicht
ist. Die Prozessfolge des DRIE ist auch in Grafik 2.3 dargestellt, das Resultat eines
Tiefena¨tzens ist in Abbildung 2.4 zu finden.
2.2.4. Packaging
In der Mikrosystemtechnik wird zwischen hybriden und monolithischen Mikrosystemen
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Abbildung 2.3.: Schematische Darstellung des DRIE.
Abbildung 2.4.: REM-Aufnahme eines mithilfe des DRIE erstellten A¨tzgrabens in Silizium.
Bildquelle: [LU03].
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nenten (z. B. ASIC und Sensor(en)) auf einem gemeinsamen Tra¨ger in einem Package
untergebracht. Der monolithische Aufbau geht noch einen Schritt weiter und fasst verschie-
dene Funktionen des Sensors auf einzelnen Bare-Dies zusammen. Dies ko¨nnen mehrere
unterschiedliche Mikromechaniken, aber auch komplette Systeme aus Sensor(en) und
ASIC(s) sein. Man bezeichnet ein monolithisches System als System-on-Chip (Abk. SoC)
und ein hybrides als System-in-Package (Abk. SiP).
Der Vorteil von monolithischen Systemen ist der geringere Platzbedarf, dafu¨r sind die
einzelnen Prozessschritte aufwendiger und teurer – zudem sinkt die Ausbeute (funktio-
niert eine einzelne Systemkomponente nicht, ist das komplette System Ausschuss). Ein
langfristiges Ziel ist es daher ein monolithisches Gesamtsystem mit hoher Ausbeute und
kostengu¨nstigen Prozessschritten zu generieren [Hil06, S.5ff].
Der Packaging-Prozess ist aufgeteilt in Zero-Level-Packaging (Abk. ZLP), First-Level-
Packaging (Abk. FLP) und Second-Level-Packaging (Abk. SLP). Wenn der Begriff
Packaging alleine steht, ist meistens das FLP gemeint. Unter dem Begriff Package
versteht man somit in der Regel das monolithische oder hybride Mikrosystem inklusive
aller Dies, Tra¨ger, Bond-Dra¨hte und dem Verpackungsmaterial.
Alle Prozessschritte des Packagings ko¨nnen Einfluss auf die Sensorstruktur bzw. auf
die Sensorsignale haben und mu¨ssen daher bei der Sensorentwicklung genau betrachtet
werden. Auf diese Problematik wird in Teil III der Arbeit noch ausfu¨hrlicher eingegangen.
Zero-Level-Packaging
Unter dem ZLP versteht man die Herstellung eines verkappten Bare-Dies wie in Ab-
schnitt 2.2.2 ausgefu¨hrt [Kem11, Kap.4.2]. Insbesondere der Verkappungsprozess, also das
Bonden des Kappen-Wafers auf den Substrat-Wafer, und das Aufbringen der Bond-Pads
sind hiermit gemeint. Auch wenn der ASIC als Kappe fu¨r die Mikromechanik verwen-
det wird, geho¨rt dessen Anbringung zum ZLP. Das Ergebnis des ZLP entspricht z. B.
Abbildung 2.2.
First-Level-Packaging
Das FLP des MEMS ist ein sehr vielfa¨ltiger Produktionsschritt. Man versteht hierunter,
das Zersa¨gen des verkappten Wafers in die einzelnen Bare-Dies (Dicing), das Aufbringen
der Dies auf einen Tra¨ger bzw. auf ein gemeinsames Substrat (Die-attach-Prozess), das
Verdrahten der Mikromechanik und des ASICs (Draht-Bonden), die Konnektierung nach
außen und das Verpacken zum gemeinsamen Package [Kem11, Kap.5]. Der interessierte
Leser findet ausfu¨hrliche Details zu den FLP-Prozessschritten in [Kem11, Kap.5].
Ein MEMS-Package besteht nach dem FLP ha¨ufig aus einem Tra¨ger, einem ASIC, ein
oder mehreren Sensorelementen, diversen Konnektierungsdra¨hten, mehreren Klebeschich-
ten, einer alles umfassenden Verpackung und einer Lo¨tschicht, die das verpackte MEMS
mit dem zugrunde liegenden System verbindet. Zwei Beispiele fu¨r einen solchen Aufbau
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Abbildung 2.5.: Zwei Beispiele fu¨r MEMS-Packages: (a) Mold-Verpackung und (b) Packa-
ge mit Kavita¨t.
Die ufgabe der Verpackung ist die bschirmung des MEMS-Bauteils gege sto¨ ende
Umwelteinflu¨sse. Dies ko¨nnen Stresseinwirkungen von außen durch Temperaturschwan-
kungen [Fen+06] und mechanische Einwirkungen (Vibrationen, Sto¨ße etc.) sein, aber auch
Wechselwirkungen mit elektrischen Feldern [Meh+09] und chemische Sto¨rungen durch
Gase oder Flu¨ssigkeiten geho¨ren dazu. Da die genauen Anforderungen an das Package
stark vom zugrunde liegenden Sensorsystem abha¨ngen [Kem11, Kap.5], ist es individuell
auf das MEMS-Bauteil abgestimmt. Bei chemischen Sensoren z. B. ist eine vollsta¨ndige
Abschirmung vor Gasen nicht sinnvoll.
Aufgrund der großen Vielfalt an Packages wird an dieser Stelle zuna¨chst nur zwischen
zwei grundsa¨tzlich unterschiedlichen Arten unterschieden: Mold-Packages und Packages
mit Kavita¨t. Ein Mold-Package ist eine im Spritzgussverfahren erstelle Verpackung aus
einer Mold-Masse (z. B. Plastik). Diese Verpackung umschließt die Chips vollsta¨ndig,
sodass kein freier Raum zuru¨ckbleibt. Haben die mikromechanischen Elemente eine
bewegliche Struktur, ist es zwingend notwendig diese durch eine Kappe vor dem Mold-
Prozess zu schu¨tzen. Packages mit Kavita¨t bestehen in der Regel aus einem Tra¨ger, auf
dem die Chips aufgebracht sind, und einer Kappe, welche mithilfe eines Haftmittels
Tra¨ger und Kavita¨t verschließt. Fu¨r die Kappe ko¨nnen z. B. Keramiken, Metalle, Gla¨ser,
Epoxidharze oder Plastiken (Pre-Mold-Geha¨use) verwendet werden [Kem11, S.208].
Die verwendeten Tra¨ger sind ha¨ufig einfache Leiterplatten, in vielen Anwendungen
werden aber auch Lead-Frames, lo¨tbare metallische Leitungstra¨ger, verwendet. Daru¨ber
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hinaus kommen z. B. bei ESPi-Sensoren, das heißt bei ESP-Sensoren, die innerhalb des
Motorraumes eingesetzt werden, geda¨mpft gelagerte Tra¨ger zum Einsatz. Letzteres ist
z. B. u¨ber verschiedene gummiartige Materialien mo¨glich.
Der Vorteil von gemoldeten Packages ist, dass sie gu¨nstig herzustellen sind. Daru¨ber
hinaus ist das Spritzgussverfahren ein sehr stressintensiver Prozess, welcher die Sen-
sorstruktur stark deformieren kann. High-Performance-MEMS in Mold-Verpackungen
zu realisieren ist daher sehr aufwendig [Kem11, Kap.5]. Der erste ESP-Sensor in Mold-
Verpackung war der Bosch SMI540. In Abbildung 1.4 ist mit dem Bosch BMC050 ein
gemoldetes First-Level-Package abgebildet. In diesem speziellen Fall spricht man von
einem Land-Grid-Array (Abk. LGA), da die Lo¨tmasse auf die flachen, metallischen Kon-
nektierungsfla¨chen aufgebracht werden muss. Analog ist bei einem Ball-Grid-Array (Abk.
BGA) die Lo¨tmasse in Form von Ba¨llen (Lo¨t-Balls) bereits an den Konnektierungsfla¨chen
angebracht. Daru¨ber hinaus gibt es noch eine Vielzahl von Mo¨glichkeiten zur Anbindung.
Wird ein Bare-Die ohne Kappe hergestellt und nur mithilfe des Packages abgedeckt, so
fallen ZLP und FLP in diesem Prozessschritt zusammen.
Second-Level-Packaging
Unter dem SLP versteht man alle Prozessschritte, die auf das FLP folgen. Hierzu geho¨ren
das Anbringen des fertigen Bausteins auf eine Leiterplatte (z. B. durch Lo¨ten) und
deren Einbau in die Endanwendung (z. B. ein Steuergera¨t). Daru¨ber hinaus ko¨nnen auch
Coating-Prozesse zum SLP geza¨hlt werden. Hierunter versteht man das Beschichten des
Sensorsystems und ggf. der gesamten Leiterplatte mit einer Schutzschicht. Ein Beispiel
fu¨r ein fertiges Second-Level-Package ist der Bosch MM1 in Abbildung 1.3.
2.3. Funktionsprinzipien und physikalischen Grundlagen
von MEMS-Gyroskopen
Im Folgenden wird die prinzipielle Funktionsweise von MEMS-Gyroskopen erla¨utert,
wobei einfu¨hrend zum Versta¨ndnis notwendige physikalische Grundlagen ausgefu¨hrt
werden. Vertiefende Literatur zu diesem Abschnitt ist z. B. [Kem11, Kap.8].
2.3.1. Corioliskraft
Wird ein Bezugssystem (z. B. ein Auto oder ein Smartphone) a¨ußeren Kra¨ften F a ausge-
setzt, so erfa¨hrt es eine Beschleunigung. Als Konsequenz treten innerhalb des Bezugssys-
tems sogenannte Tra¨gheits- oder Scheinkra¨fte auf [Kuy10, Kap.1]. Diese Kra¨fte lassen








i(t) = ω × eˆ′i(t) , (2.2)
mit der Zeit t, den Einheits-Richtungsvektoren des beschleunigten Bezugssystems eˆ′i,
der Winkelgeschwindigkeit um den Koordinatenursprung des beschleunigten Systems
ω, der Punktmasse m, dem zeitabha¨ngigen Ortsvektor eines Bezugspunktes r(t) im
ruhenden bzw. r′(t) = ∑3i=1 ri(t)eˆ′i(t) im beschleunigten System und dem Ortsvektor
R(t) des beschleunigten Koordinatenursprungs im ruhenden System findet man nach
kurzer Rechnung [Kuy10, Kap.1]
mr¨′ = F a −mR¨︸ ︷︷ ︸
1
−mω × [ω × r′]︸ ︷︷ ︸
2
− 2mω × r˙′︸ ︷︷ ︸
3
−mω˙ × r′︸ ︷︷ ︸
4
. (2.3)
Man erha¨lt so die Formeln fu¨r die vier Scheinkra¨fte. Es sind 1 die Tra¨gheitskraft
des Massenschwerpunkts, 2 die Zentrifugalkraft, 3 die Corioliskraft und 4 die
Drehbeschleunigungskraft. Im Folgenden wird fu¨r die Corioliskraft die Schreibweise
F C = −2m (ω × vt) , (2.4)
mit der Translationsgeschwindigkeit vt verwendet. Eine Veranschaulichung der Coriolis-
kraft ist in Abbildung 2.6 zu finden.
2.3.2. Funktionsprinzip, Antrieb und Detektion des
Drehratensensors
In einem Drehratensensor soll die Drehrate ω bestimmt werden, hierzu ist es notwendig,
die Corioliskraft zu messen. Gema¨ß Gleichung (2.4) mu¨ssen zur Berechnung der Drehrate
zudem die Masse und deren Geschwindigkeit bekannt sein. Die Masse ist hierbei per
Design gegeben – ihre Geschwindigkeit ergibt sich im System mithilfe eines Antriebsregel-
kreises. Eine kontinuierliche Linearbewegung der Masse ist im Sensor nicht praktikabel
umzusetzen, daher werden periodische Schwinger verwendet. Entsprechend sind auch
Corioliskraft und die hierdurch erzeugte Detektionsbewegung periodisch. Die Auslen-
kung der mikromechanischen Detektionsmasse kann nun entweder kapazitiv mithilfe von
Kondensatoren oder auch piezoelektrisch bzw. piezoresistiv gemessen werden.
Antrieb
Der Antrieb des Sensors erfolgt resonant mit der Eigenfrequenz ωact einer geeigneten
Eigenmode der Sensormasse in Antriebsrichtung – der Antriebsmode. Die Vorteile eines re-
sonanten Antriebs sind ein geringerer Energiebedarf und ein schnelleres Aufschwingen des
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Abbildung 2.6.: Rollt auf einer sich drehenden Scheibe eine Kugel (rot) von innen nach
außen, so sieht ein Beobachter im drehenden Bezugssystem, wie die
Kugel auf eine gekru¨mmte Bahn gelenkt wird. Diese Ablenkung kann
mithilfe einer Scheinkraft, der Corioliskraft, beschreiben werden. Ein au-
ßenstehender Beobachter sieht keine Ablenkung, sondern eine geradlinig
rollende Kugel (gestrichelte Linie).
Sensors. Die Antriebskraft wird hierbei z. B. elektrostatisch u¨ber die Antriebselektroden
aufgegeben. Technisch werden die Resonanz der Antriebskraft u¨ber eine Phasenregel-
schleife, eine Phase-locked Loop (Abk. PLL) und die Amplitude der Antriebsmasse u¨ber
eine Automatische Versta¨rkungsregelung, eine Automatic Gain-Control (Abk. AGC) im
ASIC kontrolliert. Die Erzeugung der periodischen Signale erfolgt hierbei u¨ber einen
spannungsgesteuerten Oszillator, einen Voltage-controlled Oscillator (Abk. VCO). Um
den beschriebenen Regelkreis zu schließen, sind neben den Antriebselektroden zusa¨tzliche
Elektroden zur Detektion der Antriebsbewegung notwendig. Fu¨r Details zur Funktionswei-
se der angesprochenen Schaltungstechniken (PLL, AGC, VCO) sei auf die Standardwerke
der Elektrotechnik verwiesen [z. B. TSG12].
Die Antriebskraft wirkt auf die Antriebsmasse. Diese ist didaktisch von der Detekti-
onsmasse zu unterscheiden, da die beiden Massen in einigen Sensorkonzepten entkoppelt
sind. Hierauf wird in Abschnitt 2.3.7 noch na¨her eingegangen. Eine mathematische
Formulierung der Antriebskraft ist wie folgt mo¨glich:
F act = eˆactA sinωactt , (2.5)
mit der Kraftamplitude A, dem Einheits-Richtungsvektor der Antriebsmode eˆact und
der Antriebskreisfrequenz ωact, welche mit der Antriebsfrequenz fact u¨ber die allgemeine
Formel
ω = 2pif (2.6)
verknu¨pft ist. Zu bemerken ist, dass dies ein idealisierter Ansatz ist, da die Antriebskraft
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nie ausschließlich auf die Antriebsmode wirkt.
Die Antriebsfrequenz wird hierbei u¨blicherweise so ausgelegt, dass sie hoch genug ist,
um nicht von Sto¨rfrequenzen angeregt zu werden. Die Frequenzho¨he der zu erwartenden
Sto¨rungen kann oft aufgrund der Anwendung des Sensors abgescha¨tzt werden (Schritte,
Motordrehzahl etc.). Da auf der anderen Seite die Messempfindlichkeit mit steigender
Frequenz abnimmt, ist die genaue Wahl der Frequenz ein Kompromiss. Typische Werte
fu¨r die Antriebsfrequenz liegen zwischen 15 kHz und 25 kHz – beispielsweise wird der
Bosch MM3 mit einer Frequenz von 15 kHz resonant angetrieben [Neu+07].
Detektion
Die Detektionsbewegung steht aufgrund von Gleichung (2.4) senkrecht auf der Antriebs-
bewegung. Je nach Sensorkonzept und zu detektierender Drehachse kann diese Bewegung
in der Ebene liegen oder aus der Ebene heraus zeigen. Man spricht auch von In-Plane-
Detektion (Abk. IP-Detetion) und Out-of-Plane-Detektion (Abk. OOP-Detektion).
Um zu verhindern, dass die periodischen Detektionssignale z. B. durch Vibrationen
gesto¨rt werden, ko¨nnen zwei antiparallel schwingende Antriebs- und Detektionsmassen
verwendet und ein Differenzsignal ausgewertet werden. Da Sto¨rungen meistens auf beide
Massen gleichgerichtet wirken, werden sie bei der Differenzbildung herausgerechnet.
Dieses Prinzip kann mithilfe einer doppelt differenziellen Auswertung weiter verbessert
werden. Hierbei werden auf beiden Seiten einer Elektrode Gegenelektroden angebracht.
Bei einer IP-Detektion ist dies mithilfe von im Wechsel angeordneten Elektroden leicht zu
realisieren. Bei einer OOP-Detektion muss neben der Substratelektrode eine zusa¨tzliche
Gegenelektrode in die Kappe des Sensors eingebracht werden – dies ist mit erho¨htem
Aufwand in der Prozessierung verbunden. Stattdessen bietet es sich an, bei OOP-Detektion
mit vier Detektionsmassen zu arbeiten.
Zur Verdeutlichung des Auswerteaufwands bei der Corioliskraftdetektion sei angemerkt,
dass sich die Antriebsamplitude mit einigen Mikrometern um mehrere Gro¨ßenordnungen
von der Detektionsbewegung im Pikometerbereich unterscheidet.
2.3.3. Prozesseinflu¨sse, Prozessschwankungen & Quadratur
In Abschnitt 2.2 wurde bereits auf die verschiedenen Schritte in der Fertigung von
MEMS-Drehratensensoren eingegangen. All diese Schritte unterliegen Fertigungs- bzw.
Prozesstoleranzen, welche in der Sensorentwicklung beru¨cksichtigt werden mu¨ssen. Es
variieren unter anderem Strukturbreiten und Schichtdicken, sowohl von Bauteil zu Bauteil,
als auch innerhalb eines Bauteils von Balken zu Balken.
Eine Ursache fu¨r Schwankungen von Bauteil zu Bauteil sind die unterschiedlichen
Positionen der einzelnen Sensoren auf dem Wafer. Insbesondere nasschemische Prozesse
greifen nicht auf dem ganzen Wafer gleichma¨ßig an, da die Flu¨ssigkeiten an einer Stelle
aufgetragen werden und sich erst dann u¨ber die restliche Fla¨che verteilen (Rotationsbe-
schichtung). Auch intrinsische Verspannungen der mechanischen Struktur, welche z. B.
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durch Abscheideprozesse entstehen [SJ+01], variieren mit der Position auf dem Wafer.
A¨hnliche Verspannungen ko¨nnen auch durch das aufeinanderbonden zweier Wafer entste-
hen. Wenn sich hierdurch der ganze Wafer verwo¨lbt, spricht man auch vom Wafer-Bow.
Um die Verteilung der Prozessschwankungen auf dem Wafer kenntlich zu machen, verwen-
det man sogenannte Wafer-Maps – hier werden z. B. die unterschiedlichen A¨tzergebnisse
farbig gekennzeichnet.
Die unterschiedlichen Balkenbreiten innerhalb eines Bauteils sind durch verschieden
breite A¨tzgra¨ben zu erkla¨ren. In einem breiten Graben ist der Einfluss des A¨tzprozesses
auf den Grabenrand anders als in einem schmalen Graben. Generell ist es so, dass die
Kantenstrukturen der Balken aufgrund isotroper A¨tzprozesse (siehe auch Abschnitt 2.2.3)
immer etwas weiter abgetragen werden, als durch die Maske vorgegeben. Diesen Effekt
bezeichnet man als Kantenverlust (Abk. KV) – unterschiedliche Verluste in Abha¨ngigkeit
vom Abstand zur na¨chsten Struktur werden hierbei durch Kantenverlustfunktionen
beschrieben. Diese Verluste ko¨nnen die IP-Eigenfrequenzen der Sensorstruktur empfindlich
beeinflussen und sind daher im Entwicklungsprozess besonders zu beachten. Anhand von
Grafik 2.7 ist der Kantenverlust als bMaske − bBalken definiert. So wird auch beru¨cksichtigt,
dass der A¨tzprozess auf den beiden Seiten des Balkens unterschiedlich ablaufen kann.
Wird eine Balkenbreite angegeben, so ist dies immer die durchschnittliche Breite bBalken.
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Abbildung 2.7.: Balkenquerschnitts mit Kantenverlust und Flankenfehlwinkel.
Die Schwankungen der Schichtdicke haben nur Einfluss auf die Frequenzen der OOP-
Moden, nicht jedoch auf IP-Frequenzen. Diese Abha¨ngigkeit ist mithilfe der linearen
Balkentheorie erkla¨rbar (siehe zur Balkentheorie auch Abschnitt 3.1 bzw. [Dub14]). Diese
beschreibt das Verhalten eines idealen Balkens in guter Na¨herung und kann eingeschra¨nkt
auf die Balkenstrukturen im Drehratensensor angewendet verwenden. Es gilt hiernach






mit ∗ = y,z, den axialen Fla¨chentra¨gheitsmomenten Iy ∝ hb3, Iz ∝ bh3 und der Masse
m ∝ hb. Somit ku¨rzen sich die Balkenho¨he fu¨r OOP-Frequenzen und die Balkenbreite fu¨r
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IP-Frequenzen heraus. Natu¨rlich erfasst diese lineare Na¨herung insbesondere bei großen
Antriebsamplituden nicht mehr alle mechanischen Effekte. Hierauf wird in der Diskussion
zu mechanischen Nichtlinearita¨ten in Teil II der Arbeit noch genauer eingegangen.
Ein weiterer Effekt, welcher durch die Fertigungsprozesse verursacht wird, ist der
Flankenfehlwinkel (Abk. FFW). Hiermit ist der trapezfo¨rmige Balkenquerschnitt mit
unterschiedlichen Winkeln zwischen der Trapezbasis und den Schenkeln gemeint, der
durch ungleichma¨ßig angreifende DRIE-Prozesse entsteht [Mer+07]. Dies geschieht unter
anderem aufgrund von unterschiedlichen Absta¨nden zu benachbarten Strukturen rechts
und links des Balkens. Die Hauptursache aber ist, dass die Trajektorien der wa¨hrend des
DRIE einschlagenden Ionen aufgrund von Sto¨rfeldern nicht vollsta¨ndig parallel verlaufen.
In Grafik 2.7 ist der Flankenfehlwinkel u¨ber α1−α2 festgelegt. Aufgrund der Trapezform
liegt nun ho¨chstens eine Haupttra¨gheitsachse des Balkens in der Ebene. Dies fu¨hrt bei
Sensoren mit OOP-Detektion zu einer Kopplung von Antriebs- und Detektionsbewegung
und somit zu einem Sto¨rsignal [Mer+07; WK06]. Da die Kopplung mechanisch ist, ist
sie proportional zur Auslenkung der Antriebsmode [z. B. Keh+13]. Hierdurch entsteht
eine resonant angreifende Ru¨ckstellkraft, welche eine Auslenkung in Detektionsrichtung
erzeugt. Diese ist um eine Phase von 90◦ gegenu¨ber der geschwindigkeitsproportionalen
Coriolisbewegung verschoben. Daher bezeichnet man diesen Effekt als Quadratur [AS09].
Bei Sensoren mit IP-Detektion tritt Quadratur ebenfalls auf, allerdings ist hier nicht
der FFW, sondern hauptsa¨chlich die Kantenverluststreuung an den Federn verantwortlich
[Shi+06]. Gemeint ist, dass die Massenaufha¨ngungen der Detektionsmasse (u¨blicherweise
vier Federn) nie vollkommen symmetrisch sind. Typische Werte fu¨r die Schwankung beim
Kantenverlust sind 3 nm bis 6 nm [Keh14a; Wal+13]. Selbst bei einer Balkenbreite von
5µm ist dies nur eine Abweichung im Promillebereich – dennoch entstehen hierdurch
Auslenkungen, die einer Drehrate von mehreren 100◦/s entsprechen. Im Vergleich hierzu:
Der FFW kann eine Quadratur im Bereich von mehreren 1000◦/s erzeugen [Keh14a;
Wal+13].
Neben KV und FFW gibt es noch diverse andere Ursachen fu¨r Quadratursignale.
Nennenswert sind lokale Strukturschwankungen in der Kristallstruktur des Polysiliziums
[Keh14a] und Versteifungen durch mechanischen Stress.
In Abschnitt 2.2.4 wurde ausgefu¨hrt, dass das Package den Sensor vor a¨ußeren Einflu¨s-
sen wie Temperaturschwankungen [Fen+06] und Sto¨rfeldern [Meh+09] schu¨tzt. Dennoch
ko¨nnen sich diese Effekte auf den Sensor auswirken und dessen Struktur deformieren. Hin-
zu kommt, dass auch die Prozessschritte der Aufbau- und Verbindungstechnik selbst, wie
z. B. das FLP, einen starken Einfluss auf den Sensor haben [Dor+13; Dor+12]. Hierzu za¨hlt
insbesondere der Mold-Prozess, aber auch das Lo¨ten des Sensors und sogar der Einbau
der Leiterplatte ko¨nnen relevante Verspannungen der Sensorstruktur verursachen. Selbst
die Abscheideprozesse sind zu beru¨cksichtigen [SJ+01]. A¨hnlich wie der Flankenfehlwinkel
ko¨nnen diese Effekte zu Kopplungen zwischen Antriebs- und Detektionsmode fu¨hren,
aber auch andere Effekte, wie eine Verschiebung der Elektroden und der Sensormassen,
treten aufgrund des mechanischen Stresses auf. Diese Deformationen fu¨hren zu einer
Vera¨nderung der Kapazita¨ten und haben daher Einfluss auf die Ansteuerung des Sensors.
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Andere Signale, Empfindlichkeiten und falsch gerichtete elektrostatische Kra¨fte sind die
Folge. Dieses Thema wird ausfu¨hrlicher in Teil III der Arbeit behandelt.
Eine ausfu¨hrlichere Diskussion zu den Ursachen und zur Kompensation von Quadratur-
signal und Offset des Drehratensignals, auch als Rate-Offset bezeichnet, sind in [SAH07]
zu finden. Modelle zur mathematischen Beschreibung von Quadratureffekten werden in
[Keh+13] diskutiert.
2.3.4. Hochgu¨tesystem Drehratensensor
In den vorherigen Abschnitt wurde bereits ausgefu¨hrt, dass Resonanzfrequenz und Pha-
senlage der einzelnen Bewegungen im Drehratensensor einen entscheidenden Einfluss
auf den Antrieb, das Detektionsverhalten und das Zusammenspiel von Quadratur- und
Drehratensignal haben. Eine Abweichung der 90◦ Phasenlage zwischen Corioliskraft und
Detektionsbewegung beispielsweise wu¨rde zu einer Vermischung von Quadratur- und
Drehratensignal fu¨hren. Daru¨ber hinaus ist der Stromverbrauch bei diesem aktiven Sen-
sorprinzip deutlich ho¨her als bei passiven Sensoren, wie z. B. einem Beschleunigungssensor.
Konsequenterweise ist es daher sinnvoll, die Da¨mpfung innerhalb eines Drehratensensors





mit der Eigenfrequenz ω und der Masse m des Schwingers sowie der zugeho¨rigen Da¨mpfung
d. In einem gekoppelten Schwinger kann jeder Eigenmode eine effektive Gu¨te zugeordnet
werden.
Ein Hochgu¨tesystem sei im folgenden Kontext fu¨r Q > 1000 gegeben. Die Regulierung
der Gu¨te ist unter anderem mithilfe der Kavita¨ten in der Sensorkappe mo¨glich.
2.3.5. Mitkopplung und Quadraturkompensation
Mitkopplung
Wu¨nschenswert fu¨r eine hohe Detektionsempfindlichkeit ist eine resonante Anregung
der Detektionsmode. Da die Anregungsfrequenzen von Detektions- und Antriebsmode
beide durch die Antriebskraft vorgegeben sind, mu¨ssten Detektionsfrequenz und Antriebs-
frequenz hierfu¨r identisch sein. Gyroskope sind nun aber Hochgu¨tesysteme und damit
ist der Peak der Resonanzu¨berho¨hung sehr schmal und ein Frequenzmatching entspre-
chend schwierig. Hinzu kommen Prozessschwankungen, die in jedem Bauteil zu einer
individuellen Verschiebung der Eigenfrequenzen fu¨hren. Somit sind identische Detektions-
und Antriebsfrequenzen per Design nicht zu realisieren. In einigen Sensorkonzepten wird
daher bewusst auf eine resonante Detektionsanregung verzichtet, ha¨ufig verwendet man
allerdings sogenannte Mitkoppelelektroden, um die Frequenz der Detektionsmode anzu-
gleichen oder zumindest auf einen definierten Wert anzuna¨heren. An diesen Elektroden
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liegt eine Spannung an, welche eine, in erster Na¨herung lineare, auslenkungsabha¨ngige
Kraft Fmk in Detektionsrichtung erzeugt. Die Mitkoppelkraft la¨sst sich in folgender Form
aufschreiben:
Fmk = ±eˆdet∆mkqdet . (2.9)
Hierbei ist eˆdet der Einheits-Richtungsvektor der Detektionsmode, qdet := eˆᵀdetu ist die
Auslenkung in Richtung der Detektionsmode und ∆mk ist ein konstanter Faktor, der
von angelegter Spannung und Geometrie der Elektroden abha¨ngt. Betrachtet man die
zugrunde liegende, idealisiert lineare, Differenzialgleichung des Systems
Mu¨+Du˙+Ku = F ges , (2.10)
mit der Massenmatrix M , der Da¨mpfungsmatrix D, der Steifigkeitsmatrix K, der
Summe der angelegten Kra¨fte F ges und den Ortsvektoren infinitesimaler Massenpunkte
u, so lassen sich die mechanische Steifigkeit und die Mitkoppelkraft zu einer effektiven
Steifigkeit zusammenfassen:
K¯eff = K ∓∆mkeˆdeteˆᵀdet . (2.11)
Wird eine resonante Detektion verwendet, ist in der Signaldemodulation zu beachten,
dass eine vollresonante Anregung zu einer Phasenverschiebung von 90◦ zwischen anregen-
der Corioliskraft und Auslenkung fu¨hrt – bei einer nicht- oder teilresonanten Anregung
dagegen verla¨uft die Auslenkung in Phase.
Der Unterschied in der Empfindlichkeit zwischen resonanter und nichtresonanter De-






mit den jeweiligen Empfindlichkeiten sres, snon−res, der Bandbreite der Detektionsmoden-
resonanz δωdet und dem Kreisfrequenz-Splitting ∆ωsplit = ωdet − ωact. In [Kem11, Kap.8]
werden als typische Werte 300 Hz bis 500 Hz fu¨r das Splitting und 30 Hz bis 100 Hz fu¨r
die Bandbreite genannt.
Ein entscheidender Punkt ist, dass eine vollsta¨ndige Mitkopplung nur in einem qua-
draturfreien System mo¨glich ist (mathematische Herleitung siehe Kapitel 10.2.1). Dies
ist anschaulich dadurch erkla¨rbar, dass die Quadratur aufgrund einer Kopplung von
Detektions- und Antriebsmode auftritt.
Als Nachteil bringt eine Mitkopplung eine erho¨hte Stromaufnahme mit sich. Zudem ist
der Platzbedarf fu¨r die zusa¨tzlichen Elektroden im Sensorkonzept zu beru¨cksichtigen.
Quadraturkompensation
Das Detektionssignal la¨sst sich prinzipiell mithilfe einer Phasendemodulation in Quadra-
tur- und Drehratensignal zerlegen. Dennoch ist es sinnvoll, den Quadraturanteil auf ein
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Minimum zu reduzieren. Dies ist leicht nachvollziehbar, wenn man z. B. einen Sensor mit
einer Grundquadratur von mehreren 100 ◦/s dazu verwenden mo¨chte ein Drehratensignal
von 0,1 ◦/s zu messen. Hierbei muss die Phasendemodulation eine entsprechend hohe
Genauigkeit mit geringem Grundrauschen umsetzen ko¨nnen, wa¨hrend der ASIC gleich-
zeitig solch hohe Eingangssignale verarbeiten ko¨nnen muss. Fu¨r die Verwendung einer
Quadraturkompensation spricht ebenfalls, dass, wie oben angemerkt, eine vollsta¨ndige
Mitkopplung nur in einem quadraturfreien System mo¨glich ist. Ein Sensorkonzept mit
(vollsta¨ndiger) Mitkopplung, ohne Quadraturkompensation existiert also nicht.
Um die Quadratursignale zu reduzieren, verwendet man spezielle Elektroden, die
eine Kraft in Detektionsrichtung (mo¨glichst linear) abha¨ngig von der Auslenkung in
Antriebsrichtung erzeugen. Fu¨r einen reinen IP-Sensor la¨sst sich dies z. B. u¨ber s-fo¨rmige
Elektroden wie in Abbildung 2.8, mit einer konstanten angelegten Spannung, realisieren.
Eine OOP-Quadraturkompensation erfolgt u¨ber Fla¨chenelektroden im Sensorsubstrat
(und ggf. der Sensorkappe). Fu¨r mehr Details zu Schaltungen, die sich fu¨r eine Quadra-
turkompensation eignen, sei auf [SAH07] verwiesen.
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Abbildung 2.8.: Quadraturkompensationselektroden fu¨r Sensoren mit IP-Detektion sche-
matisch: In (a) und (b) sind zwei um eine Phase von 180◦ verschobene
Auslenkungszusta¨nde mit resultierendem F qk dargestellt. Schraffiert:
U¨berlappung der Elektroden.
Analog zur Mitkoppelkraft kann die Quadraturkompensationskraft mathematisch
dargestellt werden:
F qk = ±eˆdet∆qkqact . (2.13)
Hierbei ist ∆qk ein konstanter Faktor, der von der angelegten Spannung an den Quadra-
turkompensationselektroden und deren Geometrie abha¨ngt, qact := eˆᵀactu die Auslenkung
in Richtung der Antriebsmode und eˆact der zugeho¨rige Einheits-Richtungsvektor der




K¯eff = K ∓∆mkeˆdeteˆᵀdet ∓∆qkeˆdeteˆᵀact . (2.14)
Wie bei der Mikopplung ist zu beachten, dass die Verwendung einer Quadraturkompen-
sation zu einer erho¨hten Stromaufnahme fu¨hrt und der Platzbedarf fu¨r die zusa¨tzlichen
Elektroden beru¨cksichtigt werden muss.
2.3.6. Betriebskonzepte
Man unterscheidet bei Drehratensensoren zwischen Closed-Loop- und Open-Loop-Betrieb
(Abk. CL- und OL-Betrieb), also zwischen Konzepten mit offenen und geschlossenen
Regelkreisen. Genau genommen sind diese Formulierungen nicht vollsta¨ndig, da der An-
triebsregelkreis im Drehratensensor immer geschlossen betrieben wird – AGC sowie PLL
sorgen unabha¨ngig von der Betriebsart fu¨r eine resonant angeregte Antriebsbewegung mit
konstanter Amplitude. Die Begriffe beziehen sich stattdessen auf den Detektionsregelkreis.
In einem CL-System erzeugen Feedback-Elektroden eine Kraft F fb, welche das Differenzsi-
gnal an den Detektionselektroden auf null zuru¨ck regelt. Sowohl CL- als auch OL-Systeme
ko¨nnen mit und ohne Quadraturkompensation bzw. Mitkopplung betrieben werden,
allerdings entstehen bei Systemen ohne Quadraturkompensation Nachteile aufgrund
der großen Quadraturauslenkungen und der damit einhergehenden stark ansteigenden
Feedback-Kra¨fte.
Der gro¨ßte Vorteil eines CL-Systems ist, dass Nichtlinearita¨ten einen geringeren Ein-
fluss haben: Durch Auslenkungen der Sensormechanik kann es zu einer Verschiebung der
Eigenfrequenzen kommen und somit zu einer nichtlinearen sowie oftmals nicht vorher-
sagbaren Abha¨ngigkeit von Detektionssignal und Drehrate. Durch die Unterdru¨ckung
der Bewegungen in Detektionsrichtung wird dieser Effekt vermindert – hierauf wird auch
in Teil II der Arbeit noch eingegangen. Der Einfluss auf die Qualita¨t des Sensorsignals
durch den CL-Betrieb macht sich insbesondere in Bezug auf dessen Vibrationsrobust-
heit bemerkbar, da die Auslenkungen aufgrund der Corioliskraft im Pikometerbereich
vergleichsweise gering sind (der Unterschied ist abha¨ngig von der Anregung, kann aber
mehrere Gro¨ßenordnungen betragen).
Auf der anderen Seite fu¨hrt die Verwendung eines zusa¨tzlichen Feedback-Signals zu einer
gro¨ßeren Stromaufnahme des Sensors und zu weiteren Rauschquellen. Eine entscheidende
Konsequenz ist außerdem, dass die ASIC-Fla¨che aufgrund der zusa¨tzlichen Regelschleife
ansteigt. Werden separate Feedback-Elektroden und Leiterbahnen verwendet, erho¨ht sich
ebenfalls die Sensorfla¨che. Letzteres kann durch Zusammenlegung von Feedback- und
Detektionselektroden kompensiert werden.
2.3.7. Sensorarchitekturen
Es gibt viele Mo¨glichkeiten Drehratensensoren mithilfe der Mikrosystemtechnik zu rea-
lisieren. Die am ha¨ufigsten produzierten Architekturen sind sicher rotatorische und
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lineare Schwinger wie in [Neu+07] beschrieben, aber auch andere Ansa¨tze sind denkbar.
In [SGA12] z. B. wird ein mikromechanischer Drehratensensor vorgestellt, der mithilfe
des Weinglasprinzips arbeitet. Im Rahmen dieser Arbeit ist hierauf basierend auch ein
kombinierter Ansatz patentiert worden [DHS14]. Die meisten anderen Varianten sind
Variationen oder Kombinationen aus den im Folgenden vorgestellten rotatorischen und
linearen Architekturen [z. B. Pra+11]. In [Kem11, Kap.8] ist ein ausfu¨hrlicher U¨berblick
u¨ber die verschiedenen Ansa¨tze gegeben. Dort sind auch detailliertere Ausfu¨hrungen zu
den hier vorgestellten rotatorischen und linearen Architekturen zu finden.
Bezieht man sich nur auf die DRIE-basierten Gyroskope, so haben die meisten Archi-
tekturen einige Gemeinsamkeiten:
• Es werden Antriebs-, Antriebsdetektions-, Detektions- sowie optional Feedback-,
Quadraturkompensations- und Mitkoppelelektroden verwendet.
• Die bewegte Masse und die Federn mu¨ssen in Form und Gro¨ße so gewa¨hlt sein, dass
Antriebs- und Detektionsfrequenz mo¨glichst weit entfernt von anderen Eigenfre-
quenzen liegen, welche Sto¨rsignale erzeugen ko¨nnten. Eine große Schichtdicke z. B.
reduziert OOP-Sto¨rungen. Eine lange und breite Masse hilft bei der Justierung der
IP-Frequenzen1.
• Das Detektionssignal wird differenziell oder doppelt differenziell ausgewertet.
• Es werden bevorzugt Kammelektroden [Ber+93] fu¨r IP-Kra¨fte und Messungen
verwendet. Hierdurch kann die Elektrodenoberfla¨che und somit die Kapazita¨t
vergro¨ßert werden – zudem sind die elektrostatischen Kra¨fte unabha¨ngig von der
lateralen Auslenkung. Alternativ sind auch elektromagnetische, piezoresistive oder
piezoelektrische Ansa¨tze denkbar.
Linearer Schwinger
Im linear schwingenden Sensorprinzip (Grafik 2.9) werden zwei Teilschwinger antiparal-
lel u¨ber Kammelektroden am Antriebsrahmen angetrieben. Die Koppelfeder zwischen
den beiden Massen stellt sicher, dass diese eine gemeinsame Antriebsmode haben. Der
Antriebsrahmen ist u¨ber U-Federn am Substrat aufgeha¨ngt und in x-Richtung bzw.
Antriebsrichtung an den Coriolisrahmen gekoppelt. Aufgrund der u-fo¨rmigen Federn
kann sich der Antriebsrahmen nur eingeschra¨nkt in Detektionsrichtung bewegen. Mithilfe
des gleichen Prinzips ist der Coriolisrahmen nur in Detektionsrichtung an den Detek-
tionsrahmen gekoppelt. Das heißt, die Antriebskraft beschleunigt nur Antriebs- und
Coriolisrahmen – entsprechend wird zwischen Detektions-, Antriebs- und Coriolismasse
unterschieden.
1Die La¨nge und Breite der Masse ist dadurch limitiert, dass A¨tzgase nicht beliebig weit unter das Silizium




Abbildung 2.9.: Linear schwingender Drehratensensor Bosch MM3. Bildquelle: [Neu+07].
Tritt eine Corioliskraft auf, so wirkt diese auf die beiden bewegten Rahmen. Aufgrund
der Entkopplung wird hierdurch nur der Coriolisrahmen in Detektionsrichtung ausge-
lenkt, dieser u¨bertra¨gt die Detektionsbewegung auf den Detektionsrahmen. Die Messung
erfolgt kapazitiv u¨ber parallel angeordnete Plattenkondensatoren (auch Kammelektrode).
Nach (2.4) wird so eine Drehrate um die z-Achse detektiert. Man spricht auch von einem
Ωz-Sensor.
Aus der Coriolisgleichung wird ebenfalls ersichtlich, dass Antriebs- und Detektions-
richtung austauschbar sind. Entsprechende Sensoren sind ebenfalls auf dem MEMS-
Markt vertreten (z. B. der Bosch MM1 [Cla+07]). Allerdings ist bei einer IP-Detektion in
y-Richtung zu beachten, dass die Detektionsmode durch die Drehbeschleunigungskraft
gema¨ß Gleichung (2.3) angeregt werden kann.
Ganz a¨hnlich zum linearen Ωz-Sensor la¨sst sich ein OOP-Sensor zur Detektion von
Drehraten um die y-Achse realisieren. Bei einem Antrieb in x-Richtung fu¨hrt eine y-
Drehrate zu einer Kraft in z-Richtung – diese bewirkt, bei entsprechender Aufha¨ngung,
eine Auslenkung des Sensors aus der Ebene (Abbildung 2.10). Bringt man nun Fla¨che-
nelektroden unterhalb der Funktionsschicht an, so kann diese Auslenkung detektiert
werden. Aufgrund der zwei Massen erha¨lt man wieder ein Differenzsignal, eine doppelt
differenzielle Auswertung ist hier allerdings nur durch zusa¨tzliche Fla¨chenelektroden in
der Sensorkappe mo¨glich. Ein alternativer Ansatz besteht darin, zwei zusa¨tzliche Massen
zu verwenden.
In [Kem11, Kap.8] werden weitere Umsetzungen linearer Drehratensensoren diskutiert,
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Abbildung 2.10.: Schematisch: OOP-Detektion eines Drehratensensors.
so ist auch ein OOP-angetriebener linearer Schwinger mo¨glich, wenn eine Elektrode zur
Antriebsdetektion in die Sensorkappe integriert wird. Im Rahmen dieser Arbeit werden
nur Bauteile verwendet, die einen IP-Antrieb nutzen.
Rotatorischer Schwinger
Der Aufbau eines rotatorischen Schwingers ist in Grafik 2.11 dargestellt. Die kreisrun-
de Masse wird hier nicht linear, sondern in Form einer Rotationsbewegung angeregt.
Stu¨ckweise la¨sst sich diese Kreisbewegung als Linearbewegung entlang der Kreistangente
auffassen. Dies fu¨hrt bei einer Drehrate um die y-Achse zu einer aus der Ebene zeigenden
Corioliskraft. Aufgrund der gegenla¨ufig gerichteten Bewegung der beiden Ha¨lften der
Kreisscheibe wird eine Scheibe ha¨lfte in die Ebene und die andere aus der Ebene heraus
gedru¨ckt. So ko¨nnen die beiden Ha¨lften als zwei gekoppelte Massen aufgefasst werden,
deren Auslenkung mithilfe von Fla¨chenelektroden unterhalb der Scheibe detektiert werden
kann. Es ko¨nnen so Ωx,y-Sensoren realisiert werden.
(a) 0◦ Phase (b) 90◦ Phase
Abbildung 2.11.: Abbildung des rotatorischen Drehratensensors Bosch MM2 in zwei
unterschiedlichen Phasenlagen gegenu¨ber der Antriebskraft. Bildquelle:
Robert Bosch GmbH.
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Im Folgenden werden die Modelle und Konzepte vorgestellt, die in den weiteren Abschnit-
ten der Arbeit zur Berechnung verwendet werden. Hierzu geho¨ren analytische Ansa¨tze,
die Finite-Elemente-Methode, Modelle zur Ordnungsreduktion von Systemen sowie Si-
gnalflusssimulationen. In den Betrachtungen wird auf tief greifende Details verzichtet.
Fu¨r weiterfu¨hrende Informationen sowie fu¨r das Studium a¨hnlicher Methodiken wird in
den jeweiligen Abschnitten auf weiterfu¨hrende Literatur verwiesen.
3.1. Analytische Rechnungen mithilfe der Balkentheorie
3.1.1. Die Balkentheorie
Die Balkentheorie ist ein Teilgebiet der technischen Mechanik – sie liefert Na¨herungsfor-
meln zur Beschreibung der Verformung von stabfo¨rmigen Traggliedern (Balken) unter
Querlast. Auch wenn es sich hierbei nur um eine Na¨herung fu¨r ideale Balken handelt, kann
die Theorie in vielen Fa¨llen verwendet werden, um das Verhalten komplexer mechanischer
Strukturen nachzuvollziehen. In Gleichung (2.7) wurde bereits auf die Balkentheorie zu-
ru¨ckgegriffen, außerdem wird in Teil II die analytische Formel des beidseitig eingespannten
Biegebalkens verwendet.
Fu¨r die Gu¨ltigkeit der Na¨herungsformeln wird vorausgesetzt, dass Belastungen auf
den Balken nur in eine Richtung wirken, außerdem gilt die Annahme, dass der Balken
im unbelasteten Fall ideal gerade ist. Eine weitere wichtige Einschra¨nkung ist, dass der
Balken ideal elastisch sein muss. Im Fall eines Euler-Bernoulli-Balkens wird zudem ange-
nommen, dass Querschnitte rechtwinklig zur Nulllinie (ohne Last) auch unter Verformung
eben bleiben. Eine Scherung des Balkens wird nur in erweiterten Ansa¨tzen wie beim
Timoshenko-Balken beru¨cksichtigt [z. B. WJTY90]. Eine breite U¨bersicht u¨ber verschie-
dene Formeln und Herleitungen, die aus der Balkentheorie resultieren sowie eine tiefere
Einfu¨hrung in die Thematik findet sich in der Literatur [Dub14; YB02]. Die folgenden
Herleitungen sind Zusammenfassungen aus den genannten Quellen.
Die Grundgleichung der Balkentheorie ist die Euler’sche Elastika – sie beschreibt
die Biegelinie w(x) des Balkens, also die senkrecht zur axialen Koordinate x erfolgte
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Hierbei ist E das E-Modul, M das Biegemoment und I das axiale Fla¨chentra¨gheitsmoment.
Die Biegelinien in z- und y-Richtung liefern zwei unterschiedliche Differenzialgleichun-
gen, da bei einem nicht quadratischen oder ideal runden Balkenquerschnitt Iy und Iz
unterschieden werden mu¨ssen. Siehe zur Veranschaulichung auch Grafik 3.1.
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Abbildung 3.1.: Funktion der Biegelinie w(x) anhand der Punkte x1 und, x2.
Fu¨r hinreichend kleine Durchbiegungen gilt die Na¨herung w′2  1 und Gleichung (3.1)




Aus den Ableitungen von 3.2 ergeben sich erweiterte Differenzialgleichungen fu¨r die
Querkraft FQ(x) = dM(x)/ dx und fu¨r die Streckenlast q(x) = − dFQ(x)/ dx :
d
dx [EI(x)w
′′(x)] = −FQ(x) , (3.3)
d2
dx2 [EI(x)w
′′(x)] = q(x) . (3.4)
Das axiale Fla¨chentra¨gheitsmoment Iy(x) ergibt sich fu¨r einen einfachen Balken mit












mit der Balkenbreite b und der Balkenho¨he h. Analog findet man auch Iz = hb
3
12 , im
Folgenden gilt immer I := Iy.
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3.1.2. Beidseitig eingespannter Biegebalken
Die Balkentheorie wird am Beispiel des beidseitig eingespannten Biegebalkens na¨her
betrachtet (siehe Grafik 3.2). Im Folgenden wird eine mittig zentrierte Punktlast auf
den Balken aufgegeben, so ergibt sich nach [Dub14] aus Gleichung (3.2) anhand der









mit der Balkenla¨nge L und der Durchbiegung f˜m. In diesem Fall entspricht f˜m dem
Maximum von |w(x)|. Mit der Einfu¨hrung einer effektiven Steifigkeit klin kann der
Balken als simples Feder-Masse-System betrachtet werden. Es ist zu beachten, dass
Gleichung (3.6) eine lineare Na¨herung der Biegelinie des Balkens voraussetzt – dies ist
nur fu¨r kleine Durchbiegungen gu¨ltig.
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Abbildung 3.2.: Beidseitig eingespannter Biegebalken.
Eine genauere Version von Gleichung (3.6) basiert auf einer trigonometrischen Be-









In beiden genannten Na¨herungen der Ru¨ckstellkraft wird vernachla¨ssigt, dass die
Verkru¨mmung des Balkens dessen axiale La¨nge, also die horizontale Projektion des
Balkens auf die x-Achse, verku¨rzt. Diese Verku¨rzung wird durch die beidseitige Fixierung
unterdru¨ckt, daher wirken axiale Zwangskra¨fte auf den Balken. Diese Kra¨fte ko¨nnen
nur fu¨r kleine Durchbiegungen, also fu¨r kleine Streckungen des Balkens vernachla¨ssigt
werden.
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3.1. Analytische Rechnungen mithilfe der Balkentheorie
Die Beru¨cksichtigung axialer Kra¨fte in Gleichung (3.2) fu¨hrt zu zusa¨tzlichen Rand-
bedingungen und einer aufwendigen Berechnung. Es ergibt sich bei ansonsten gleich
bleibenden Randbedingungen folgende Formel fu¨r die korrigierte Durchbiegung [YB02]:
fm =
f˜m
1± αf (F ax)2/EI , (3.8)
mit der axialen Kraft F ax und einer Gro¨ße αf , die von der Last und den Randbedingungen
abha¨ngig ist. U¨blicherweise werden in der Literatur keine Werte fu¨r αf , sondern fu¨r den
gesamten Koeffizienten von f˜m angegeben – dieser ist fu¨r kleine Lasten ungefa¨hr 1.
Hierbei ist im Falle des beidseitig eingespannten Biegebalkens eine kleine Last etwa fu¨r
|F axL2/EI| < 1 gegeben [YB02, Tabelle 8.7(d)].
Um F ax zu berechnen, sind La¨ngena¨nderung durch Kru¨mmung ∆Lx,k mit La¨ngena¨n-















mit AF der Querschnittsfla¨che des Balkens (Herleitungen siehe [YB02]).
Gleichsetzen von (3.9), (3.10) (∆Lx,k != −∆Lx,f) ergibt nun Fax. Na¨hert man auch in
diesem Fall die Durchbiegung u¨ber trigonometrische Funktionen, so folgt nach [YB02]
















f 3m . (3.11)
Neben einer neuen effektiven Federsteifigkeit k1 wird k2 als Vorfaktor der dritten Ordnung
eingefu¨hrt. Betrachtet man den Term dritter Ordnung in Gleichung (3.11), erkennt man,
dass diese fu¨r bhf 3m/L
3  1 in die lineare Form u¨bergeht. Diese Bedingung entspricht
einem langen, du¨nnen Balken mit einer geringen Durchbiegung. Die hieraus resultierende
zeitabha¨ngige Differenzialgleichung
mf¨m(t) + df˙m(t) + k1fm(t) + k2f 3m(t) = F a(t) (3.12)
ist die Duffing-Gleichung [Duf18]. Hierbei ist m die effektive Masse des Balkens, d die
Da¨mpfung und F a sind die (zentriert) angelegten a¨ußeren Kra¨fte.
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Die effektive Balkenmasse m ist kleiner als die Gesamtmasse mg des Balkens, da
aufgrund der Fixierungen nicht der ganze Balken ausgelenkt wird. Die Gesamtmasse
und die effektive Masse berechnen sich bei einem Balken mit rechteckigem Querschnitt
anhand von
mg =Lhbρ , (3.13a)
m =cmg , (3.13b)
mit der Dichte ρ. Der effektiven Masse geht ein Faktor c < 1 voran, welcher fu¨r die
trigonometrische Na¨herung c ≈ 0,375 ist [AWS13].
Die Beschreibung der Biegelinie des Balkens mithilfe von trigonometrischen Funktionen
wird ungu¨ltig, wenn der Balken lang, du¨nn und stark belastet ist [YB02]. Fu¨r die meisten
Probleme ist dieser Ansatz dennoch ausreichend, nur wenn die exakte Modenform und
die Schwingungsfrequenz des Balkens von Bedeutung sind, so verliert die Na¨herung ihre
Gu¨ltigkeit [Kaa+04]. Eine exakte Lo¨sung des Problems ist aufwendig und nur mithilfe
von hyperbolischen Funktionen mo¨glich – diese Rechnung ist z. B. in [WJTY90] zu finden.
Mithilfe eines hyperbolischen Ansatzes kann auch eine effektive Masse bestimmt werden.
Hierbei ergibt sich fu¨r den Korrekturfaktor c ≈ 0,396 [Kaa+04].
3.2. Finite-Elemente-Methode
Die FE-Methode ist ein Verfahren zur Berechnung sowohl statischer als auch dynami-
scher Probleme in der Mechanik, Elektrodynamik, Thermodynamik und Stro¨mungslehre.
Insbesondere statische FE-Rechnungen sind sehr pra¨zise [PS01], daher ist die Methodik
weit verbreitet in der Entwicklung von Sensorlayouts [z. B. BMD03] und wird auch in
der vorliegenden Arbeit anhand einiger Beispiele eingesetzt. Daru¨ber hinaus ist das
Versta¨ndnis der Methodik relevant fu¨r die Diskussion der Ordnungsreduktionsverfahren,
welche im na¨chsten Kapitel (Kapitel 3.3) besprochen und hergeleitet werden, und der
theoretischen Abschnitte in Teil II der Arbeit. Im Folgenden liegt der Fokus auf mechani-
schen FE-Ansa¨tzen, die Grundidee ist allerdings fu¨r alle Anwendungen a¨hnlich und wird
in ga¨ngigen FE-Tools wie Abaqus, Comsol oder ANSYS eingesetzt [PS01].
3.2.1. Vernetzung im mechanischen FE-Modell
Bei der Behandlung mechanischer Probleme werden in der FE-Methodik alle betrachteten
Ko¨rper in eine endliche Anzahl von Massenpunkten zerlegt. Physikalisch gesehen ist
der Grenzfall dieses Ansatzes die atomare Ebene, allerdings ist der Rechenaufwand
fu¨r eine Betrachtung auf diesem Level viel zu groß um ihn mit heutigen Methoden zu
bewa¨ltigen. Daher ist die Zerlegung der Ko¨rper ein Kompromiss aus Rechenaufwand
sowie Genauigkeit und fu¨r jedes Problem individuell zu wa¨hlen. Eine Mo¨glichkeit dieses
Verha¨ltnis zu optimieren ist es, stark belastete und stark verformte Bereiche mit einer
gro¨ßeren Anzahl an Massenpunkten zu versehen als andere. Bei der Unterteilung des
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Ko¨rpers ist zu beru¨cksichtigen, dass von der FE-Methode nur Effekte erfasst werden
ko¨nnen, welche auf der Gro¨ßenskala der gewa¨hlten Diskretisierung liegen. Viele FE-Tools
bieten bereits gute Automatiken, welche den Anwender bei der Wahl der Zerlegung
unterstu¨tzen. Wird hierauf verzichtet, ist es oftmals auch der Grad an perso¨nlicher
Erfahrung der beeinflusst, ob eine gute Unterteilung gefunden werden kann.
Die nfe Massenpunkte mu¨ssen vor einer Berechnung des Problems miteinander gekoppelt
werden. Dies geschieht mithilfe von sogenannten Elementen, den Namensgebern der Me-
thodik. Im einfachsten Fall entspricht diese Kopplung einem großen Feder-Masse-System
– hierfu¨r werden zwischen benachbarten Punkten Feder- und Da¨mpfungskonstanten be-
stimmt, welche aus den Materialeigenschaften (Elastizita¨tsmodul, Dichte,...) des Ko¨rpers
resultieren. Die genauen Berechnungsmethoden der Kopplungskonstanten basieren auf
den Gleichungen der Kontinuumsmechanik – fu¨r weiterfu¨hrende Details hierzu sei auf
die Literatur verwiesen [z. B. Wri08, Kap.3-4]. Zeichnet man nun Massenpunkte und
Verknu¨pfungslinien auf die Oberfla¨che des Ko¨rpers, so entsteht eine Netzstruktur – man
spricht daher auch von dessen Vernetzung. Die Massenpunkte werden folglich auch
als Knoten bezeichnet. Es ergibt sich bei einer Kopplung in drei Raumrichtungen die
3nfe-dimensionale Differenzialgleichung
Mu¨(t) +Du˙(t) +K(t,u(t))u(t) = F a(t,u(t),u˙(t),u¨(t)) . (3.14)
Hierbei bezeichnet man die Kopplungsmatrizen K(t,u(t)) als (nichtlineare) Steifigkeits-
matrix, M als Massenmatrix und D als Da¨mpfungsmatrix. Der Vektor F a(. . . ) ist
die Summe aller a¨ußeren Kra¨fte und u(t) der 3nfe-dimensionale Koordinatenvektor des
Systems. Ist die Steifigkeitsmatrix explizit zeitabha¨ngig, so spricht man in mechanischen
Analysen von einem viskoelastischen Problem – hierauf wird in Abschnitt 7.5 der Arbeit
noch na¨her eingegangen. Bei kleiner Auslenkung sowie mit vernachla¨ssigbarer Visko-
elastizita¨t ist die Steifigkeitsmatrix konstant und man schreibt K(t,u(t)) ≈K(0) =: K.
Ob die Viskoelastizita¨t fu¨r die Berechnung vernachla¨ssigbar ist, ha¨ngt auch mit der
betrachteten Zeitskala zusammen. Das heißt, wenn diese mit einer deutlich geringeren
Geschwindigkeit voranschreitet als die betrachtete Systemdynamik, so ist es u¨blich die
Steifigkeit zu einem festgesetzten Zeitpunkt t0 quasistatisch, d. h. nicht explizit zeitabha¨n-
gig, zu behandeln. In diesem Fall verwendet man die Schreibweise K(u(t)) := K(t0,u(t))
bzw. fu¨r kleine Auslenkungen wieder K := K(t0,0). Es ist daru¨ber hinaus zu beach-
ten, dass die Beschreibung des Da¨mpfungsverhaltens in der Form Du˙(t) ebenfalls eine
Na¨herung ist. Es wird angenommen, dass die Geschwindigkeiten u˙(t) klein sind, dass
D zeitlich konstant ist und dass weder die Position der Knoten noch die relative Lage
der Knoten zueinander einen Einfluss auf die Da¨mpfung haben. Letztere Annahme ist
insbesondere bei ausreichend feiner Vernetzung gu¨ltig.
Erga¨nzend sei an dieser Stelle angemerkt, dass nichtkonstante Steifigkeitsmatrizen in
der mechanischen FE-Rechnung nicht explizit bestimmt werden, stattdessen werden die
resultierenden mechanischen Kra¨fte direkt berechnet. Fu¨r mehr Details hierzu sei wieder
auf die Literatur [Wri08, z. B.] verwiesen. Einige Hintergru¨nde zur Lo¨sung nichtlinearer
Gleichungen werden in Kapitel 5.1 dieser Arbeit diskutiert.
37
3. Rechenmodelle fu¨r mechanische Systeme
3.2.2. Da¨mpfungsmatrizen
Konstante Massen- und Steifigkeitsmatrizen ko¨nnen mithilfe der materialspezifischen
Parameter (Dichte, Elastizita¨tsmodul usw.) berechnet werden [z. B. Wri08]. Die Da¨mp-
fungsmatrix besteht nun aus einem materialabha¨ngigen Anteil und aus einem Anteil,
der sich durch die unmittelbaren Umgebungsbedingungen sowie die Geschwindigkeiten
und Beschleunigungen der einzelnen Massenpunkte ergibt [z. B. Kuy10]. Die Matrix ist
somit nur na¨herungsweise konstant und eine Bestimmung im FE-Modell ist nur mo¨glich,
wenn das umgebende Gas bzw. die Flu¨ssigkeit z. B. mit speziellen fluidischen Elementen1
vernetzt sind, welche diese Einflu¨sse anhand aufwendiger Rechnungen beru¨cksichtigen.
Stattdessen behilft man sich ha¨ufig mit der Rayleigh-Da¨mpfung, hierbei ist
D = αrM + βrK , (3.15)
mit den Rayleigh-Konstanten αr, βr. Dieser Ansatz basiert auf der Annahme, dass die
Verteilungen von Massen und Steifigkeiten ein Maß fu¨r die Da¨mpfung sind – der zweite
Term beschreibt hierbei die Materialda¨mpfung. Lokale Dichten und Kompressibilita¨ten
umliegender Gase und Flu¨ssigkeiten werden hierbei vernachla¨ssigt.
Alternativ kann der Einfluss durch das da¨mpfende Medium in der FE-Rechnung auch
u¨ber modale Da¨mpfungen beru¨cksichtigt werden. Hierbei kann jeder Eigenmode eine
spezifische Da¨mpfung zugeordnet werden, welche zuvor z. B. empirisch ermittelt oder
separat berechnet wurde [z. B. ANS13]. Die modale Da¨mpfung kann auch erga¨nzend zur
Rayleigh-Da¨mpfung verwendet werden.
Unabha¨ngig davon, fu¨r welchen der drei Ansa¨tze man sich entscheidet, ist bei Dreh-
ratensensoren zu beachten, dass die materialabha¨ngige Gu¨te von Siliziumstrukturen
bei Q > 600.000 liegt [Bus89] – sie ist damit vernachla¨ssigbar [Dra06]. Auch in Hoch-
gu¨tesystemen dominiert daher die Da¨mpfung der Schwingung durch das umliegende
Medium, welche aufgrund der kleinen Strukturen und des geringen Drucks maßgeblich
durch die Geometrie des Sensors und dessen Bewegungsform beeinflusst wird. Auch des-
halb ist die Hochgu¨temodellierung von Siliziumsystemen immer wieder Thema aktueller
Forschungsarbeiten [siehe z. B. Die+12].
Prima¨r sind bei Drehratensensoren zwei Effekte zu beru¨cksichtigen: die Slide-Film- und
die Squeeze-Film-Da¨mpfung. Bei IP-Schwingungen tritt die Slide-Film-Da¨mpfung durch
die parallele Bewegung von Aktorka¨mmen entlang der Statoren auf. Hierbei entsteht
durch das Medium eine geringe Kopplung der gegenu¨berliegenden Strukturen, welche
die Reibungskraft vergro¨ßert. Bei OOP-Schwingungen, in denen sich die Sensorpaddel
auf das Substrat zubewegen, entsteht eine Squeeze-Film-Da¨mpfung, deren Wirkung
vergleichsweise noch einmal gro¨ßer ist, da das Medium zwischen Paddel und Substrat
verdra¨ngt oder komprimiert werden muss. Dieser Effekt ist auch bei manchen IP-Moden
zu beobachten, wenn sich z. B. Aktoren und Statoren aufeinander zu bewegen.
1Dies sind z. B. FE-Elemente mit den Freiheitsgraden Stro¨mungsgeschwindigkeit und Druck, siehe fu¨r na¨-




Ob mithilfe einer klassischen FE-Stro¨mungssimulation eine Berechnung der Da¨mp-
fungsterme auf Basis einer Vernetzung des Da¨mpfungsmediums z. B. mit fluidischen
Elementen, mo¨glich ist, kann mithilfe eines Indikators, der Knudsenzahl Kn, entschieden







mit der Schallgeschwindigkeit im betrachteten Medium cM, der Dimension der Geometrie
dg, der dynamischen Viskosita¨t des Mediums η und der mittleren freien Wegla¨nge der
stro¨menden Moleku¨le λm. Das heißt, in mikromechanischen Hochgu¨tesystemen giltKn  1
und eine Evaluierung der Da¨mpfungsparameter mithilfe einfacher Stro¨mungssimulationen
wird ungu¨ltig. Stattdessen mu¨ssen molekulare oder empirische Modelle verwendet werden
[Dra06]. Oft bietet es sich daher an, die modalen Da¨mpfungsterme zu bestimmen und
in die Simulation zu u¨bernehmen. Es ist hierbei wichtig zu beachten, dass konstante
Da¨mpfungsmatrizen, unabha¨ngig von der Berechnungsmethode, immer nur lokal sowie
fu¨r gewisse Bewegungsformen und Amplituden Gu¨ltigkeit haben.
3.2.3. Elementtypen in der mechanischen FE-Simulation
Die Vielzahl der verfu¨gbaren FE-Elementtypen ist selbst bei einer Einschra¨nkung auf
mechanische Systeme sehr groß und ha¨ngt auch von der verwendeten Software ab. Entspre-
chende Ausfu¨hrungen sind in der Literatur [z. B. Wri08] oder in den Dokumentationen der
Softwarehersteller zu finden [z. B. ANS13]. Der folgende Abschnitt gibt einen kurzen U¨ber-
blick u¨ber wenige ausgewa¨hlte Elemente und grenzt die verschiedenen Problemstellungen
voneinander ab. Ziel ist es, dass die Begrifflichkeiten in den folgenden Ausfu¨hrungen fu¨r
den Leser besser versta¨ndlich sind.
Balkenelemente
In Abschnitt 3.2.1 ist die FE-Methode in ihrer einfachsten Form fu¨r mechanische Sys-
teme beschrieben worden. Der dort vorgestellte Ansatz kann verwendet werden, um
3-dimensionale Volumenko¨rper zu vernetzen und zu simulieren. Allerdings ist es fu¨r einige
Strukturen ebenso mo¨glich, diese mithilfe einer 2-dimensionalen Beschreibung anzuna¨hern.
Dieses Vorgehen wird insbesondere dann angewendet, wenn die Geometrie durch zusam-
menha¨ngenden Einzelbalken abgebildet werden kann. Eine Voraussetzung hierfu¨r ist, dass
mindestens eine Dimension der Struktur deutlich gro¨ßer ist als die Verbleibende(n). Es
ist leicht ersichtlich, dass die ASS eines mikromechanischen Drehratensensors mit einer
Schichtdicke, welche um einen Faktor 10 bis 100 geringer ist als deren La¨nge und Breite,
eine mo¨gliche Anwendung hierfu¨r ist (siehe z. B. Abbildung 1.1).
Diese 2-dimensionalen mechanischen Elemente bezeichnet man als Balkenelemente, da
fu¨r jedes Element mindestens zwei Knoten einem gedachten Balken zugeordnet werden.
Die Kopplungsgro¨ßen werden anhand von Formeln aus der Balkentheorie berechnet.
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Der Vorteil bei diesem Ansatz gegenu¨ber einem einfachen Feder-Masse-System ist, dass
neben den kartesischen Freiheitsgraden zusa¨tzlich Rotationsfreiheitsgrade die Torsion bzw.
Verbiegung des Balkens beschreiben und somit ein komplexer Spannungsverlauf zwischen
den Knoten evaluiert werden kann. Die Schichtdicke der Struktur geht in die Berechnung
u¨ber die Balkendicke und somit u¨ber dessen Biege- und Torsionssteifigkeit ein. Eine
weitere Verbesserung des Balkenansatzes ist mo¨glich, indem man die Verkru¨mmung der
Querschnittsfla¨chen als zusa¨tzlichen Parameter einbezieht. Man spricht hierbei von den
Warp-Freiheitsgraden und erha¨lt zusammen mit den Rotationen und den kartesischen
Verschiebungen insgesamt sieben Freiheitsgrade pro Knoten.
Die Formeln zur Berechnung der Rotations- und Warp-Freiheitsgrade folgen aus der
Timoshenko-Balkentheorie [siehe z. B. Wri08; Dub14; WJTY90] und lassen sich im
dynamischen Fall auf ein Differenzialgleichungssystem zweiter Ordnung in der Zeit u¨ber-
fu¨hren. Die Evaluierung der Vorfaktoren dieser Differenzialgleichung in der FE-Simulation
findet sich in Integraldarstellung unter anderem in [Wri08]. Fu¨r eine einfache System-
betrachtung ist es sinnvoll, die Vorfaktoren der Differenzialgleichungen in Analogie zu
Gleichung (3.14) als effektive Masse, effektive Steifigkeit und effektive Da¨mpfung aufzu-
fassen. So kann ein Differenzialgleichungssystem der Form (3.14) mit 7nfe gekoppelten
Gleichungen gewonnen werden. Die Matrizen M , D, K sollen daher im Folgenden als
die ndofnfe × ndofnfe-Matrizen der effektiven Gro¨ßen verstanden werden, wobei ndof die
Anzahl der Freiheitsgrade pro Knoten ist.
Es ist zu beachten, dass mithilfe einer 3-dimensionalen Vernetzung prinzipiell eine
ho¨here Genauigkeit erzielt werden kann als u¨ber eine Balkenmodellierung. Diese erfordert
allerdings eine ho¨here Anzahl an Knoten und geht somit mit einer entsprechend ho¨heren
Rechenzeit einher. Die genaue Relation ha¨ngt vom betrachteten System ab, Werte von
100:1 sind ha¨ufig. Welche Methode zu bevorzugen ist, muss daher im Einzelfall abgewogen
werden.
Verbindung zweier mechanischer Ko¨per
Eine ha¨ufige Problemstellung besteht darin, Massenpunkte zweier benachbarter me-
chanischer Ko¨rper miteinander zu verbinden. In Abschnitt 3.2.2 wurde bereits von
Fluidelementen gesprochen, die in einer multiphysikalischen Simulation dazu verwen-
det werden ko¨nnen, ein da¨mpfendes Medium (z. B. Gase, Flu¨ssigkeiten) zwischen zwei
mechanischen Ko¨rpern zu vernetzen. Diese Elemente ko¨nnen z. B. Stro¨mungsgeschwin-
digkeiten und Druck als Freiheitsgrade haben und sind somit anders als mechanische
Elemente miteinander gekoppelt. Daru¨ber hinaus finden Fluidelemente auch in reinen FE-
Stro¨mungssimulationen Anwendung. Da diese Elementtypen fu¨r die folgenden Kapitel von
geringer Relevanz sind, sei der interessierte Leser auf die zugeho¨rige Software-Literatur
verwiesen [z. B. ANS13].
Eine etwas andere Situation entsteht, wenn eine Kollision zwischen zwei Ko¨rpern
zu erwarten ist und in der Rechnung betrachtet werden soll – in diesem Fall spricht
man von einem Kontaktproblem. Fu¨r eine derartige Simulation werden in FE-Softwares
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spezielle Kontaktelemente bereitgestellt, die eine Beru¨hrung von Ko¨rpern und einen
Energieu¨bertrag in Form von Verspannung und Verformung beru¨cksichtigen. Beispiele fu¨r
die Berechnung derartiger Elemente finden sich z. B. in [Wri08, Kap.11]. Zur Simulation
von hochenergetischen Zusammensto¨ßen gibt es daru¨ber hinaus speziell ausgelegte Kon-
taktelemente, welche große Deformationsenergien und eine nicht elastische Verformung
des Ko¨rpers beru¨cksichtigen (Anwendung in Crash-Simulationen).
3.2.4. Analysetypen
In den vorherigen Abschnitten wurde auf die Theorie der FE-Rechnung, auf unter-
schiedliche Elementtypen und auf die Aufstellung des Differenzialgleichungssystems der
betrachteten Mechanik eingegangen. Um die in den Teilen II und III dieser Dissertation
verwendeten und entwickelten Simulationsmethodiken zu verstehen, ist daru¨ber hinaus
ein gewisses Versta¨ndnis der verschiedenen Analyseverfahren der FE-Simulation hilfreich.
Im Folgenden wird daher auf drei fu¨r diese Arbeit besonders relevante Simulationstypen
na¨her eingegangen. Weitere Ausfu¨hrungen zu den Lo¨sungsmethoden unterschiedlicher
Analysen sind z. B. in [ANS13] zu finden.
Statische FE-Simulationen
Eine statische FE-Rechnung kann unter anderem dazu verwendet werden, den Einfluss
a¨ußerer Sto¨rgro¨ßen auf die Mikromechanik zu berechnen. Die quasistatische Betrachtung
von Einflu¨ssen durch Lo¨tstress oder die mechanische Deformation der (ggf. viskoelas-
tischen) Leiterplatte ist mo¨glich, da Schwingungsfrequenzen des MEMS-Gyroskops im
Bereich von u¨ber 10 kHz liegen – die Zeitskalen der Vorga¨nge unterscheiden sich damit
um mehrere Gro¨ßenordnungen. Auf Grundlage der gleichen Argumentation kann die
explizite Zeitabha¨ngigkeit der Steifigkeitsmatrix bei der Beschreibung von viskoelasti-
schen Materialien beibehalten werden. Fu¨r eine statische Betrachtung von n Knoten geht
Gleichung (3.14) daher in die einfachere Form
K(t0,u)u = F a(t0,u) (3.17)
u¨ber. Hierbei ist t0 die Zeit der quasistatischen Momentaufnahme. Die Formulierung der
expliziten Zeitabha¨ngigkeit wird aus Gru¨nden der U¨bersicht wieder vernachla¨ssigt, zudem
werden kleine Auslenkungen vorausgesetzt. Sind auch die a¨ußeren Kra¨fte unabha¨ngig
von der Auslenkung, findet man die Form
Ku = F a . (3.18)
Nachdem die FE-Software auf Basis der Materialeigenschaften und Elemente die Eintra¨ge
der Steifigkeitsmatrix berechnet hat, folgt in diesem Fall die Lo¨sungen fu¨r u trivial aus
dem Gleichungssystem u = K−1F a.
Da eine analytische Invertierung der Steifigkeitsmatrix nur fu¨r eine quadratische
Matrix mo¨glich ist, wird im Folgenden die Schreibweise u = K\F a (analog fu¨r andere
41
3. Rechenmodelle fu¨r mechanische Systeme
Gleichungssysteme) verwendet. Der Backslash-Operator sei analog zur Definition in der
Software MATLAB die LU-Faktorisierung mit Spaltenpivotierung, in welcher anschließend
das Gleichungssystem durch Vorwa¨rts- und Ru¨ckwa¨rtseinsetzen gelo¨st wird. Das heißt,
falls das ggf. nicht quadratische Gleichungssystem eine eindeutige Lo¨sung besitzt, kann sie
mithilfe des Backslash-Operators gefunden werden. Im Spezialfall quadratischer Matrizen
ist das Resultat der Operation a¨quivalent zu einer Invertierung und anschließenden
Multiplikation der Steifigkeitsmatrix. Fu¨r Details zur Definition des Operators sei auf
die Software-Dokumentation [MAT11] verweisen. Nicht quadratische Steifigkeitsmatrizen
treten beim Vorhandensein von Zwangsbedingungen auf – die zugeho¨rigen Zeilen des
Gleichungssystems ko¨nnen zur Reduktion der Rechenzeit vernachla¨ssigt werden.
Im Fall großer Auslenkungen oder wenn die a¨ußeren Kra¨fte von u abha¨ngen, kann die
Lo¨sung nicht mehr u¨ber ein lineares Gleichungssystem bestimmt werden. Man spricht
dann von einem nichtlinearen Problem. Diese Situation wird separat in Abschnitt 5.1
na¨her betrachtet. Im Sonderfall F a(u) ∝ u mit konstanter Steifigkeit wa¨re prinzipiell
auch eine lineare Lo¨sung des Problems mo¨glich, hierzu kann der Ansatz u = K¯eff\F¯ a
verwendet werden. Dabei ist K¯eff := K+KF die effektive Steifigkeitsmatrix2, welche alle
linearen Kra¨fte in Matrixdarstellung entha¨lt, und F¯ a sind die auslenkungsunabha¨ngigen
Kra¨fte. Voraussetzung fu¨r dieses Vorgehen ist, dass das Gleichungssystem eine eindeutige
Lo¨sung hat bzw. die effektive Steifigkeitsmatrix nicht singula¨r ist.
Transiente FE-Simulationen
In einer transienten FE-Simulation wird die vollsta¨ndige zeitabha¨ngige Differenzialglei-
chung des Systems (3.14) betrachtet, welche numerisch mithilfe einer Diskretisierung in
der Zeit ∆tj, mit dem Zeitschrittindex j ≥ 1, gelo¨st wird. Im linearen Fall findet man
die physikalischen Bewegungsgleichungen
u¨ (tj+1) = M\ [F a (tj+1)−Du˙(tj)−Ku(tj)] , (3.19a)
u˙ (tj+1) = u˙ (tj) + u¨ (tj+1) ∆tj , (3.19b)




Diese sind in der Literatur zur klassischen Mechanik na¨her beschrieben [z. B. Kuy10]. Im
Folgenden gelte zur besseren Lesbarkeit Xj := X(tj).
Um Diskretisierungsfehler zu reduzieren und die Stabilita¨t von Integrationsverfahren zu
erho¨hen, werden ha¨ufig Gla¨ttungsterme in die Gleichungen implementiert. Diese wirken
effektiv a¨hnlich wie eine numerische Da¨mpfung auf die Systemtrajektorie [ANS13]. Ein
Ansatz mit solchen Gla¨ttungstermen ist die Newmark-Integrationsmethode, welche in
[ANS13, Kap. 17] detailliert ausgefu¨hrt ist. Die Zeitintegration wird hierbei anhand des




(a0M + a1D +K)uj+1 =F aj+1 +M (a0uj + a2u˙j + a3u¨j) +
+D (a1uj + a4u˙j + a5u¨j)
:=Fˆ aj+1 , (3.20a)
u˙j+1 =a1 (uj+1 − uj)− a4u˙j − a5u¨j , (3.20b)
u¨j+1 =a0 (uj+1 − uj)− a2u˙j − a3u¨j . (3.20c)
Dabei sind Fˆ aj+1 die effektiven a¨ußeren Kra¨fte. Die Newmark-Koeffizienten ak sind fu¨r
den interessierten Leser in Anhang A beschrieben.
Der nichtlineare Fall großer Auslenkungen in der transienten Simulation wird gemeinsam
mit dem statischen Problem in Abschnitt 5.1 diskutiert.
Modalanalysen
In einer FE-Modalanalyse werden die mechanischen Eigenmoden des Systems und die
zugeho¨rigen Eigenfrequenzen bestimmt. Hierzu wird der stationa¨re Lo¨sungsansatz fu¨r
periodische Schwingungen
u = v e iωt , (3.21)
mit dem Skalar ω und dem Vektor v, in Gleichung (3.14) eingesetzt. Vernachla¨ssigt man
zuna¨chst den Einfluss der Da¨mpfung, so findet man(
−ω2M +K
)
v = 0 . (3.22)
Hieraus folgt das verallgemeinerte Eigenwertproblem
Kvi = λiMvi , (3.23)
mit λi := ω2i , i = 1 . . . ndofnfe. Somit sind vi die Eigenvektoren in Richtung der Eigenmo-
den des Systems – die Skalare ωi entsprechen den zugeho¨rigen modalen Eigenkreisfrequen-
zen3. Die Eigenfrequenzen fi folgen dann anhand Gleichung (2.6). Fu¨r nicht singula¨re
M kann das verallgemeinerte Eigenwertproblem auf ein regula¨res Eigenwertproblem
u¨berfu¨hrt werden. Allerdings gibt es bei der Verwendung von Warp-Freiheitsgraden Fa¨lle
in denen M singula¨r ist. In diesem Fall muss das verallgemeinerte Eigenwertproblem
direkt mithilfe (numerischer) Lo¨sungsverfahren bestimmt werden (z. B. QR-Algorithmus,
Lanczos-Algorithmus) [Ste08].
Eine Variante der Modalanalyse ist die Vorgespannte Modalanalyse. Hier gilt fu¨r die
Steifigkeitsmatrix K := K(u0) mit u0 6= 0. Der Vektor u0 wird dabei entweder manuell
vorgegeben oder in einer separaten Analyse bestimmt. Dies kann z. B. eine statische
Analyse oder ein beliebiger Zeitschritt einer transienten Analyse sein.
3Im Folgenden wird fu¨r die bessere Lesbarkeit in der Didaktik nicht zwischen Eigenkreis- und Eigenfre-
quenz unterschieden.
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Beru¨cksichtigt man zusa¨tzlich die Da¨mpfung, so wird dem System durch Reibungsver-
luste u¨ber die Zeit kontinuierlich Energie entzogen und der stationa¨re Lo¨sungsansatz (3.21)
ist nicht mehr ausreichend. Qualitativ fu¨hrt dies zu einer Verschiebung von Eigenfrequen-
zen und -vektoren. Man erga¨nzt daher den reellen Anteil der Eigenfrequenz ω um einen
Imagina¨rteil σi, welcher den Amplitudenverlust der Schwingung durch Da¨mpfungsver-
luste beschreibt. Eine komplexe Betrachtung des Vektors v ist nicht notwendig, da der
Imagina¨rteil von v nur zu einer Phasenverschiebung der Lo¨sung fu¨hrt. Der Ansatz (3.21)
geht in folgende Form u¨ber:
u = v e i(ω+ iσi)t = v e iωt e−σit . (3.24)
Das Eigenwertproblem (3.23) wird zu
Dλ¯ivi +Kvi = −λ¯2iMvi , (3.25)
mit λ¯i = i (ωi + iσii). Diese Gleichung la¨sst sich u¨ber einen Substitutionsansatz in
das verallgemeinerte Eigenwertproblem u¨berfu¨hren und anschließend mithilfe des QR-
Algorithmus komplexwertig lo¨sen [siehe ANS13, Kap. 15.16] – der Lanczos-Algorithmus
ist nur fu¨r rein reelle Eigenwertprobleme geeignet.
3.3. Ordnungsreduktionsverfahren
3.3.1. Grundlagen und U¨bersicht
Eine FE-Simulation kann mit entsprechender Vernetzung sehr genau sein [PS01], ins-
besondere transiente Analysen haben aber den Nachteil, dass diese mit einem hohen
Rechenaufwand verbunden sind. Somit lassen sich zunehmend komplexe Systeme mit-
hilfe von FE-Tools mit heutigen Rechenkapazita¨ten kaum mehr dynamisch untersuchen
[FA11]. Stattdessen bietet es sich in vielen Situationen an, ein ordnungsreduziertes Modell,
ein ROM, anzuwenden [Gug+06]. Man spricht auch von der Modellordnungsreduktion
(Abk. MOR). Im ROM wird die hohe Anzahl der Freiheitsgrade eines FE-Modells auf
einige wenige, geschickt gewa¨hlte, reduziert. Der Unterschied kann im Idealfall mehrere
Gro¨ßenordnungen betragen (z. B. 106 DOF im FE-Modell gegenu¨ber 10-102 DOF im
ROM). Der Nachteil einer Ordnungsreduktion ist, dass hierdurch Systeminformationen
verloren gehen. Die Wahl des Reduktionsverfahrens sowie Anzahl und Auswahl der
ROM-Freiheitsgrade haben daher entscheidenden Einfluss auf die Genauigkeit des redu-
zierten Modells und sind fu¨r jeden Einzelfall individuell zu bestimmen. In den meisten
Fa¨llen ist fu¨r dynamische Systemsimulationen das ROM die geeignetere Wahl gegenu¨ber
einer transienten FE-Rechnung [XWC05]. In der genannten Quelle sowie in [FA11] sind
ausfu¨hrliche Gegenu¨berstellungen von ROM- und FE-Rechnungen zu finden.
Die Ordnungsreduktionsmethoden sind vielfa¨ltig, eine U¨bersicht u¨ber solche, die in
der Mikrosystemtechnik Anwendung finden, ist z. B. in [Ben04] zu finden. Zwei fu¨r diese




Die Modale Superposition (Abk. MSP), ist ein etabliertes Ordnungsreduktionsverfahren in
der Mikrosystemtechnik [z. B. Gug+06; KNM11; Ben04], wobei die ersten Anwendungen
in diesem Feld auf [GS98; Gab98] zuru¨ck gehen. Eine ausfu¨hrliche Behandlung der MSP
im Rahmen der Drehratensensorik findet sich bereits in [Gug08], daher wird in den
folgenden Herleitungen die dort verwendete Notation weitestgehend u¨bernommen.
In der MSP wird die Systemdynamik anhand der Eigenmoden und -frequenzen der
Mechanik beschrieben. Ein einfaches und anschauliches Beispiel hierfu¨r ist das Federpendel,
wie es in der grundlegenden Physikliteratur behandelt wird [siehe z. B. Kuy10]. Dabei wird
die Bewegung des Federpendels mithilfe einer zeitabha¨ngigen Sinusfunktion beschrieben,
welche die Auslenkung des Massenschwerpunktes aus der Ruhelage in vertikaler Richtung
beschreibt. Die Freiheitsgrade aller Massenpunkte des Pendels werden somit auf eine
einzelne, zeitabha¨ngige Gro¨ße reduziert. In einer genaueren Formulierung beschreibt
die Sinusfunktion hierbei die Auslenkung des Pendels entlang des ersten mechanischen
Eigenvektors, welcher die Bewegung aller Massenpunkte miteinander verknu¨pft. Dieser
la¨sst sich beispielsweise mithilfe einer FE-Modalanalyse bestimmen.
Im Folgenden werden nun Gleichungen zur Transformation von FE-Koordinaten u,
mit typischerweise vielen Freiheitsgraden, in reduzierte modale Koordinaten q hergeleitet.
Hierzu fu¨hrt man die Matrix ψ = χAχ mit ψψᵀ = 1 ein. Dabei ist χ = (v1, . . . ,vndofnfe)
die Matrix aus den modalen FE-Eigenvektoren des betrachteten Systems und Aχ eine
Normierungsmatrix. Es folgt
χᵀχ = χᵀψψᵀχ = χᵀχAχAᵀχχᵀχ ,
⇒AχAᵀχ = (χᵀχ)−1 ,
⇒ψψᵀ = χ (χᵀχ)−1χᵀ . (3.26)
Somit ist χ+ := (χᵀχ)−1χᵀ die Pseudoinverse (Rechtsinverse) von χ. Analog ist die
Pseudoinverse (Linksinverse) von χᵀ gegeben durch (χᵀ)+ := χ (χᵀχ)−1. Diese gehen
fu¨r quadratische Matrizen in die regula¨ren Inversen χ−1 und (χᵀ)−1 u¨ber. Es ergibt sich
folgende Transformation fu¨r das Differenzialgleichungssystem in FE-Koordinaten (3.14):





= χᵀF a . (3.27)
Mit der modalen Massenmatrix M˜ := χᵀMχ, der modalen Da¨mpfung D˜ := χᵀDχ,
der modalen Steifigkeit K˜ := χᵀKχ, den modalen Kra¨ften F˜ := χᵀF und den modalen
Koordinaten q := χ+u finden sich die modalen Bewegungsgleichungen
M˜q¨ + D˜q˙ + K˜q = F˜ a . (3.28)
Die Normierungsmatrix Aχ ist hierbei ha¨ufig so gewa¨hlt, dass M˜ = 1 gilt – dies
beschleunigt die Zeitintegration in transienten Rechnungen.
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Eine Ru¨cktransformation, um ein gegebenes q in FE-Koordinaten auszudru¨cken, ergibt
sich wie folgt:
χq = χχ+u = u . (3.29)
Man findet analog fu¨r die a¨ußeren Kra¨fte
F a = (χᵀ)+ F˜ a , (3.30)
sowie fu¨r die Systemmatrizen
M = (χᵀ)+ M˜χ+ , (3.31)
D = (χᵀ)+ D˜χ+ , (3.32)
K = (χᵀ)+ K˜χ+ . (3.33)
Da die MSP Auslenkungen des Systems mithilfe von Eigenmoden beschreibt, eignet sich
dieser Ansatz insbesondere um periodische Schwingungen abzubilden. Daru¨ber hinaus
ko¨nnen aber auch viele statische Verformungen beschrieben werden. In beiden Fa¨llen
ist die MSP auf lineare Systemgleichungen restriktiert, da oben beschriebene Ansa¨tze
andernfalls nicht zu einer Koordinatentransformation fu¨hren. Mo¨glichkeiten mit dieser
Einschra¨nkung umzugehen, werden in Teil II der Arbeit ausfu¨hrlich diskutiert.
3.3.3. Proper Orthogonal Decomposition
Die Singula¨rwertzerlegung (Abk. SWZ) bzw. Singular Value Decomposition (Abk. SVD)
ist ein Zerlegungsverfahren fu¨r Matrizen. A¨hnlich wie die Eigenwerte charakterisieren die
hieraus resultierenden Singula¨rwerte die Matrix. Das Verfahren entspricht einer Haupt-
achsentransformation des Systems. Detailliert wird diese Methode in der Literatur zur
Matrizenrechnung beschrieben [z. B. ZS97]. Die Anwendung der SWZ als Systemord-
nungsreduktion findet ha¨ufig die Bezeichnung Proper Orthogonal Decomposition (Abk.
POD) [z. B. Jol02] – dieser Ausdruck wird auch im weiteren Verlauf der Arbeit verwendet.
Erga¨nzend sei angemerkt, dass das gleiche Verfahren in der Statistik unter dem Begriff
Hauptkomponentenanalyse bzw. Principal Component Analysis (Abk. PCA) bekannt ist.
Die Singula¨rwertzerlegung einer beliebigen, nicht unbedingt quadratischen, komplex-
wertigen Matrix A ist ein Produkt der Form
A = UΣV ∗ , (3.34)
hierbei sind U , V unita¨re, quadratische Matrizen und Σ ist die reelle, in der Regel
nichtquadratische Diagonalmatrix mit Rang r der Singula¨rwerte σi > 0 mit i = 1, . . . ,r.
Ist V reell, so gilt V ∗ = V ᵀ. Es ist V die Matrix der Rechts-Singula¨rvektoren und U
die Matrix der Links-Singula¨rvektoren.
Zur Vergleichbarkeit sei an dieser Stelle kurz angemerkt, dass auch die Eigenwertglei-
chung des Systems in a¨hnlicher Weise geschrieben werden kann. Mit ψ der Matrix aus
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(normierten) Eigenvektoren zur quadratischen, linear unabha¨ngigen Matrix A mit Rang
r, ist folgende Schreibweise mo¨glich:
A = ψλψᵀ . (3.35)
Hierbei ist λ die Diagonalmatrix der Eigenwerte λi mit i = 1, . . . ,ndofnfe.
Um eine SWZ zur Ordnungsreduktion eines mechanischen Systems zu verwenden, ist
es schon im Vorfeld notwendig, eine repra¨sentative Systemtrajektorie in nichtreduzierten
Koordinaten aus einem FE-Modell zu kennen. Diese muss in a¨quidistanten Zeitschritten
diskretisiert sein. Die FE-Ortsvektoren uj der zugeho¨rigen Zeitschritte tj bilden dann die
Spalten der Matrix A = (u1, . . .) und die Links-Singula¨rvektoren ergeben die ordnungs-
reduzierte Basis des Systems. Anschaulich la¨sst sich die POD als ein Geraden-Fit durch
die Diskretisierungspunkte der bekannten Systemtrajektorie verstehen. Daher ist die
Genauigkeit dieses Verfahrens durch die gewa¨hlte Systemtrajektorie stark eingeschra¨nkt.
Nach dem Ermitteln der Links-Singula¨rvektoren U , erfolgt die lineare Ordnungsre-
duktion analog zur MSP – die Transformationsgleichungen aus Abschnitt 3.3.2 ko¨nnen
u¨bertragen werden. Fu¨r die Reduktionsmatrix wird im Folgenden die Notation χ mit
U = χAχ und der Normierungsmatrix Aχ verwendet. Zur Unterscheidung zwischen der
Reduktionsmatrix aus der MSP werden im Bedarfsfall Indizes verwendet.
Mithilfe der Singula¨rwerte ist eine Relevanzbewertung der Singula¨rvektoren mo¨glich.
Je gro¨ßer der Singula¨rwert, desto bedeutender ist der zugeho¨rige Singula¨rvektor fu¨r die
Systembeschreibung. Verwendet man in einer Rechnung nicht alle verfu¨gbaren Singula¨r-
vektoren, kann hierauf basierend abgescha¨tzt werden, wie nahe ROM-Simulationen dem
FE-Modell bestenfalls kommen ko¨nnen. Hierzu liefert z. B. die Gro¨ße 0 ≤ R ≤ 1 eine






dabei ist k die Anzahl betrachteter Singula¨rvektoren. Limitiert ist diese Gleichung auf
Systembeschreibungen nahe der vorgegebenen Systemtrajektorie, da sowohl Singula¨rwert-
als auch Singula¨rvektorberechnung hierauf basieren.
Die Ermittlung der repra¨sentativen Systemtrajektorie, z. B. mithilfe einer FE-Software,
bezeichnet man in der POD als Systemtraining – die Diskretisierungspunkte werden
Snapshots oder Trainingspunkte genannt [RW01].
3.4. Ordnungsreduzierte Systemmodelle in der
Signalflusssimulation
Im letzten Abschnitt dieses Kapitels wird auf die Grundlagen der Systemsimulation und
den hiermit verbundenen Herausforderungen eingegangen. Die kombinierte Simulation der
unterschiedlichen Bauteile eines Mikrosystems bildet die Grundlage fu¨r die Entwicklung
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neuer Strukturen und der Erweiterung des Systemversta¨ndnisses. Auf die im Folgenden
ausgefu¨hrte Simulationsmethodik wird daher im weiteren Verlauf der Arbeit an vielen
Stellen zuru¨ckgegriffen.
3.4.1. Systemmodelle in der Signalflusssimulation
Die Komponenten eines MEMS-Systemmodells ko¨nnen in drei Kategorien gegliedert
werden: mikromechanisches Bauteil, ASIC und Abbildung der a¨ußeren Einflu¨sse in
Form von Kra¨ften. Die Abbildung hiervon kann prinzipiell in einem FE-Modell erfolgen,
allerdings ist der Aufwand fu¨r die Implementation des ASICs groß. Die kombinierte
transiente Berechnung von elektrostatischen Kra¨ften, a¨ußeren Kra¨ften und der Mechanik
erho¨ht die Rechenzeit zudem drastisch. Daher ist mit heutigen FE-Kalkulationsmethoden
nur schwer ein gutes Ergebnis innerhalb sinnvoller Zeitskalen zu generieren – dennoch ist
eine Systemsimulation erforderlich um die Wechselwirkungen zwischen den Komponenten
zu betrachten und zu verstehen. Anstatt einer aufwendigen FE-Rechnung bietet sich
daher eine Signalflusssimulation in ordnungsreduzierten Koordinaten zur Abbildung
des Systemverhaltens an. Bei einem Fokus auf die mechanischen Komponenten eignen
sich hierzu Tools wie MATLAB Simulink [FA11], in welche vereinfachte ASIC-Modelle
implementiert werden ko¨nnen [KNM11]. Auf Basis der MSP gibt es bereits diverse
Anwendungsbeispiele im Bereich der Mikrosystemtechnik [Gug+06; KNM11]. Daru¨ber
hinaus ist zu dieser Thematik ausfu¨hrliche Einfu¨hrungsliteratur vorhanden [z. B. FBK13].
Die Verwendung eines POD-Ansatzes funktioniert a¨quivalent hierzu und unterscheidet
sich nur in der Generierung von reduzierten Koordinaten und Systemgro¨ßen.
In vorliegender Arbeit werden Systemmodelle in der Signalflusssimulation, den Ausfu¨h-
rungen in [KNM11] folgend, in Sensor und Auswerteschaltung unterteilt. Der Sensorblock
wird hierbei zusa¨tzlich in Blo¨cke fu¨r die unterschiedlichen a¨ußeren Kra¨fte untergliedert
(z. B. elektrische Kra¨fte der Elektroden, Corioliskra¨fte und weitere mechanische Beschleu-
nigungen). In Anwendungen, in welchen auch fluidische Komponenten betrachtet werden,
bietet sich die Erga¨nzung eines weiteren Blocks an, in welchem die Stro¨mungseffekte
zusammengefasst berechnet werden. Die Lo¨sung des ordnungsreduzierten Differenzialglei-
chungssystems (3.28) erfolgt in separaten Zeitintegrationsblo¨cken.
Der Ablauf des Lo¨sungsflusses la¨sst sich wie folgt zusammenfassen: Anhand der me-
chanischen Auslenkungen werden die Kapazita¨ten an den unterschiedlichen Elektroden
und die daraus resultierenden Kra¨fte bestimmt. Diese wiederum liefern nach einer Zeitin-
tegration neue Auslenkungen, wa¨hrend die Kapazita¨ten an das ASIC-Modell u¨bergeben
werden. In diesem werden auf Basis der Kapazita¨ten neue Spannungen bestimmt und an
das Sensormodell zuru¨ckgegeben. Dieser Vorgang ist schematisch in Grafik 3.3 abgebildet.
Detailliert betrachtet ist der Sensorblock, so wie er in dieser Arbeit umgesetzt wird, in
die Bereiche Elektrostatik, Mechanik und Zeitintegration unterteilt – a¨ußere Einflu¨sse
auf den ASIC werden vernachla¨ssigt. Die Implementation von elektrostatischen Kra¨ften
in der Signalflusssimulation wird im Rahmen der Diskussion nichtlinearer Effekte in
Abschnitt 4.2 genauer besprochen.
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Abbildung 3.3.: Die Signalflusssimulation ist in die Komponenten ASIC und Sensor auf-
geteilt. In den jeweiligen Blo¨cken werden Spannungen bzw. Kapazita¨ten
berechnet und ausgetauscht. Der Sensorblock kann in Elektrostatik,
Mechanik und Zeitintegration unterteilt werden.
Bei der gemischten Simulation von ASIC-Schaltkreisen und mechanischen Elementen
in der Signalflusssimulation ist zu beachten, dass die meisten kommerziellen Tools fu¨r
die Modellierung von einer der beiden Komponenten optimiert sind. Die Beru¨cksichti-
gung von Kirchhoffschen Regeln und parasita¨ren elektrischen Effekten ist in MATLAB
Simulink z. B. nicht vorgesehen und muss manuell implementiert werden. Dies ist ha¨u-
fig mit einem großen Aufwand verbunden und wird daher in vielen Fa¨llen, so auch in
vorliegender Arbeit, weitestgehend vernachla¨ssigt. Hierdurch entstehen im ASIC-Modell
Ungenauigkeiten, welche z. B. u¨ber Korrekturfaktoren beru¨cksichtigt werden mu¨ssen.
Daher ist fu¨r die Simulation reiner ASIC-Modelle spezielle Electronic Design Automation-
Software (Abk. EDA-Software) zu bevorzugen [MS09]. Hierzu za¨hlen PSPICE Circuit
Simulators oder VHDL-AMS bzw. VERILOG-A basierte Programme [KNM11]. Trotz
dieser Einschra¨nkungen bilden Signalflusssimulationen auf Basis von ordnungsreduzierten
Koordinaten vielfa¨ltige Mo¨glichkeiten fu¨r die Systembetrachtung und sind daher ein
wichtiges Werkzeug in der Entwicklung neuer mikromechanischer Bauteile.
3.4.2. Implementierung der Ordnungsreduktion
In Abschnitt 3.3 wurden Gleichungen eingefu¨hrt, welche zur Berechnung ordnungsre-
duzierter Systemmatrizen und Kra¨fte aus vorhandenen FE-Gro¨ßen verwendet werden
ko¨nnen. Es gibt allerdings Fa¨lle, in denen diese nicht angewendet werden sollten. Hierzu
za¨hlen Situationen, in welchen die Da¨mpfungsmatrix nur eine empirische oder heuris-
tische Na¨herung ist (siehe auch Abschnitt 3.2.2). Die Ordnungsreduktion einer solchen
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Da¨mpfungsmatrix kann zu einer geschwindigkeitsproportionalen Kopplung zwischen den
ordnungsreduzierten Koordinaten fu¨hren, welche im realen System nicht auftritt. Im
Rahmen der MSP wird die ordnungsreduzierte Da¨mpfungsmatrix daher anhand modaler
Da¨mpfungsterme bestimmt, welche z. B. empirisch oder in separaten Simulationen gefun-
den werden. Das heißt, eine Da¨mpfung in Richtung der modalen Eigenvektoren wird direkt
bestimmt. Analog kann in der POD fu¨r Da¨mpfungswerte entlang der Singula¨rvektoren
verfahren werden. Auf diese Thematik wird auch in Teil III der Arbeit eingegangen.
In Erga¨nzung zu Abschnitt 3.3.2 ist anzumerken, dass die Steifigkeitsmatrix bei
Anwendung der MSP direkt aus den ωi, i = 1, . . . ,ndofnfe des Systems berechnet werden
kann. Dies ergibt sich trivial fu¨r die Normierung M˜ = 1. Man findet fu¨r die Eintra¨ge
K˜ij der modalen Steifigkeitsmatrix aus Gleichung (3.28)
K˜ij , = ω2i i = j , (3.37a)
K˜ij , = 0 i 6= j . (3.37b)








Dieses Kapitel bildet die Einleitung zu Nichtlinearita¨ten in MEMS-Gyroskopen. Nach
einer Einfu¨hrung in die Thematik und einer Ausfu¨hrung der hiermit verbundenen Her-
ausforderungen, werden die unterschiedlichen Formen von Nichtlinearita¨ten diskutiert
und der Fokus auf rein mechanische Effekte motiviert. Elektrostatische Pha¨nomene
spielen in dieser Arbeit eine untergeordnete Rolle und sind ausfu¨hrlicher in [Gug08;
Mau02] beschrieben. Zudem wird ein kurzer U¨berblick u¨ber den Stand der Technik zur
Behandlung von nichtlinearen Einflu¨ssen in der Systemsimulation gegeben. Dies dient
zur Motivation fu¨r die weiteren Untersuchungen in den folgenden Kapiteln, in welchen
eine nichtlineare Methode zur Ordnungsreduktion vorgestellt, erstmalig an die Bedarfe
von MEMS-Gyroskopen angepasst, getestet und diskutiert wird.
4.1. Einleitung und Motivation
Nichtlineare Effekte treten sowohl in der Mechanik als auch in der Elektrostatik von
MEMS-Gyroskopen auf. Sind die hierdurch verursachten Einflu¨sse nicht vollsta¨ndig be-
kannt und in der digitalen Auswertung sowie in den Regelkreisen beru¨cksichtigt, ergeben
sich Fehlsignale. Hierzu za¨hlt z. B. eine nichtkonstante Empfindlichkeit in Abha¨ngig-
keit von der angelegten Drehrate. Auch die Verschiebung der Antriebsresonanz u¨ber
der Antriebsamplitude ist ein nichtlinearer Effekt, welcher zu einer Vera¨nderung der
Phasenlage zwischen Quadratur- und Drehratensignal und zu einer U¨berlagerung von
Vielfachen der Antriebsfrequenz mit ho¨heren Eigenfrequenzen fu¨hren kann. Umgekehrt
ko¨nnen ho¨here Moden durch a¨ußere Anregung eine Amplitude erreichen, die zu einer
Verschiebung der Modenfrequenz auf ein Vielfaches der Antriebsfrequenz fu¨hrt. Alle
genannten Effekte ko¨nnen einen starken Einfluss auf Quadratur- und Drehratensignal
haben. In einer rein linearen Systemsimulation ko¨nnen diese Pha¨nomene nicht bzw. nur
eingeschra¨nkt vorhergesagt werden. Aktuelle Relevanz erha¨lt diese Thematik aufgrund der
steigenden Bedeutung nichtlinearer Effekte durch immer kleiner werdende Sensor-Designs
und dem hierdurch abnehmenden Verha¨ltnis von Strukturgro¨ße u¨ber Antriebsamplitu-
de. Quadraturkompensation und Lageru¨ckregelung tragen zur Reduktion mechanischer
Auslenkungen bei und vermindern daher auch die damit einhergehenden nichtlinearen
Effekte. Daher begu¨nstigt auch der Entfall dieser Konzepte, um zusa¨tzlich Platz und
Kosten bei Mikromechanik und ASIC einzusparen, den Einfluss von Nichtlinearita¨ten.
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Die Simulation und Beru¨cksichtigung dieser Effekte und ihrer Wechselwirkungen spielt
daher eine entscheidende Rolle in Entwicklung und Auslegung neuer Drehratensensorkon-
zepte.
In dieser Arbeit wird der Schwerpunkt auf die Anwendung einer Methode gelegt, welche
die Erweiterung linearer Ordnungsreduktionsmethoden auf eine nichtlineare Systembe-
schreibung erlaubt. Da diese Methode, soweit zum Zeitpunkt der Erstellung dieser Arbeit
bekannt, bisher noch nicht auf mechanische Hochgu¨tesysteme angewendet wurde, befasst
sich ein großer Teil der folgenden Ausfu¨hrungen mit der Auswahl geeigneter Simulations-
und Eingangsparameter sowie weiterer notwendiger Werkzeuge.
4.2. Gegenu¨berstellung nichtlinearer Effekte und deren
Einflu¨sse auf MEMS-Gyroskope
Eine vollsta¨ndige nichtlineare Systemgleichung in FE-Koordinaten ist durch (3.14) gege-
ben. Fu¨r a¨ußere Kra¨fte im FE-System gilt der ggf. nichtlineare Ausdruck
F a = F a (t,u(t),u˙(t),u¨(t)) . (4.1)
Hierunter fallen elektrostatische Kra¨fte, welche z. B. durch Elektroden und Leiterbahnen
verursacht werden, und a¨ußere mechanische Krafteinwirkungen. Mechanische Kra¨fte, die
von außerhalb des Systems wirken, sind z. B. AVT-Einflu¨sse, welche in Teil III na¨her
betrachtet werden. Diese sind in ausreichend genauer Na¨herung linear und werden in
diesem Abschnitt nicht weiter diskutiert. Nichtlineare mechanische Kra¨fte, welche durch
intrinsische Verspannungen und Ru¨ckstellkra¨fte verursacht werden, werden im Folgenden
durch eine auslenkungsabha¨ngige Steifigkeitsmatrix K(u) beschrieben.
4.2.1. Elektrostatische Nichtlinearita¨ten
Elektrostatische Nichtlinearita¨ten treten an allen Elektroden des Systems auf1. Die
exakten Formeln sind oft sehr komplex und lassen sich nicht in einfacher Form explizit
darstellen. Wie in [JW95; Lor99; LND99; Bru+04; Mau02] gezeigt, kann zur analytischen
Beschreibung stattdessen die Methode der konformen Abbildungen verwendet werden.
In erster Na¨herung und fu¨r Abscha¨tzungen ist oft eine Plattenkondensatorna¨herung







F el = −∇W = −12U
2∇C , (4.4)
1Siehe zur Beschreibung der Elektrodenformen Abschnitt 2.3.
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mit der angelegten Spannung U , der Kondensatoroberfla¨che A, der Arbeit W , dem
Plattenabstand g und der elektrischen Feldkonstante 0.
Fu¨r Kammelektroden analog zu Grafik 4.1 finden sich dann mit der Fingerho¨he h, der
U¨berlappung der Finger o, der Fingerzahl n und den Auslenkungen aus der Ruhelage x,
y, z die Gleichungen
Fx = U20nSx
(h− |z|)g
g2 − y2 , (4.5a)
Fy = 2U20nSy
(o− x)(h− |z|)g
(g2 − y2)2 y , (4.5b)
Fz = U20nSz
(o− x)g
g2 − y2 . (4.5c)
Fu¨r kleine Auslenkungen lassen sich diese Gleichungen linear gut anna¨hern. Optional
ko¨nnen mithilfe der Streufeldfaktoren Sx, Sy, Sz Korrekturen durch die Streufelder an
den Plattenra¨ndern beru¨cksichtigt werden. Das Koordinatensystem aus Grafik 4.1 wird
im weiteren Verlauf dieser Arbeit als das Kammkoordinatensystem bezeichnet.
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Abbildung 4.1.: Kammelektrodenfinger von oben (links) und von der Seite (rechts).
Alternativ zu einem analytischen Lo¨sungsansatz ist es mo¨glich, in einem separaten
FE-Modell einen Fit der Kapazita¨tsfunktion in Ortstraumkoordinaten zu generieren.
Je nach Fit kann eine komplizierte Formel so entweder in ein Polynom oder in eine
Look-up-Table (Abk. LUT) u¨berfu¨hrt werden.
I allen beschriebenen Ansa¨tzen mu¨ssen im Vorfe d die FE-Knoten id ntifiziert wer-
den, welche zu den jeweiligen Elektroden geho¨ren. Es wa¨re aufwendig elektrostatische
Gleichungen fu¨r sa¨mtliche Knoten des FE-Modells aufzustellen und daru¨ber hinaus ist es
auch nicht notwendig, da die elektrostatischen Kra¨fte in guter Na¨herung lokal auf die
Elektrodenfla¨chen begrenzt sind.
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Um nichtlineare elektrostatische Kra¨fte in einer ordnungsreduzierten Simulation zu
beru¨cksichtigen, gibt es zwei Mo¨glichkeiten:
1. Die elektrostatischen Gleichungen werden mithilfe eines Polynom-Fits in ordnungsre-
duzierten Koordinaten u¨berfu¨hrt. Der Nachteil hiervon ist der hohe Initialaufwand,
da bei nfendof Freiheitsgraden mindestens 3nfendof Stu¨tzstellen beno¨tigt werden
[Gug08]. U¨ber eine Relevanzbewertung kann die Anzahl der zu beru¨cksichtigenden
Koordinaten gegebenenfalls zwar reduziert werden, allerdings ist diese Abscha¨tzung
selbst auch mit Arbeitszeit verbunden und der Unterschied in der Rechenlast oft
zu gering um dies aufzuwiegen [Ben04].
2. In jedem Zeitschritt werden die reduzierten Koordinaten in den Ortsraum trans-
formiert, dort ko¨nnen bekannte analytische oder gefittete Gleichungen (ggf. LUT)
gelo¨st werden. Anschließend werden die Resultate in den ordnungsreduzierten Raum
zuru¨ck transformiert. Dieser Ansatz ist mit einem geringen Initialaufwand, dafu¨r
aber mit einer hohen Rechenzeit der dynamischen Simulation verbunden.
Die Wahl der Variante ist fallabha¨ngig und ha¨ngt prima¨r von der Anzahl betrachteter
Koordinaten ab. Da die Anzahl Freiheitsgrade in aller Regel sehr groß ist (typisch ist
z. B. nfendof = 106), wird ha¨ufig Ansatz 2 verwendet.
4.2.2. Mechanische Nichtlinearita¨ten
Die mechanischen Nichtlinearita¨ten lassen sich in geometrische, Material- und Kontakt-
nichtlinearita¨ten unterteilen.
Geometrische Nichtlinearita¨ten
Zu den geometrischen Nichtlinearita¨ten za¨hlt insbesondere das Stress-Stiffening. Dies ist
eine Spannungsversteifung, welche durch kombinierte Zug- und Druckspannungen (d. h.
Streckbiegungen) auftritt [siehe z. B. Dub14]. Ein bekanntes Beispiel fu¨r Stress-Stiffening
in der Balkentheorie ist der beidseitig eingespannte Biegebalken. Wird er in der Mitte
belastet, so a¨ndert sich die Balkenla¨nge aufgrund der fixierten Enden in Abha¨ngigkeit
von der Durchbiegung und es ergibt sich eine Versteifung (siehe auch Abschnitt 3.1.2).
Eine Konsequenz des Stress-Stiffenings ist die Verschiebung der Schwingungsfrequenzen
des Systems, dies wurde bereits ausfu¨hrlich in der Literatur beschrieben [z. B. Kaa+04;
AWS13; TEF92; SWP08; Gre05].
Ein entscheidender Unterschied zwischen geometrischen mechanischen und elektrosta-
tischen nichtlinearen Kra¨ften ist, dass Letztere von außerhalb des Systems verursacht
werden, wohingegen Erstere durch intrinsische Versteifungen entstehen. Zwar ko¨nnen inne-
re Ru¨ckstellkra¨fte durch einen Krafteinsatz von außen ausgelo¨st werden (z. B. Auslenkung
aus der Ruhelage des beidseitig eingespannten Biegebalkens), die Ursache jedoch ist die
direkte Kopplung infinitesimaler mechanischer Elemente. Die Beschreibung geometrischer
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mechanischer Nichtlinearita¨ten erfolgt daher mithilfe der Steifigkeitsmatrix K(u) des
Systems.
Analytische Ausdru¨cke fu¨r die Steifigkeitsmatrix in komplexeren FE-Systemen sind
schwer herzuleiten, da viele Knoten nichtlinear miteinander gekoppelt sind. Na¨herungs-
weise kann die Steifigkeitsmatrix u¨ber einen Duffing-Ansatz analog Gleichung (3.12)
bestimmt werden [Duf18], allerdings ist die Ermittlung der Duffing-Koeffizienten in
einem System wie dem Drehratensensor sehr aufwendig. Gleiches gilt auch fu¨r eine
Ordnungsreduktion der Duffing-Gleichung. Dennoch liefert der Ansatz eine gute Beschrei-
bung von mechanischen Nichtlinearita¨ten – dies wurde fu¨r MEMS-Bauteile verifiziert
[Lee+10]. Der Duffing-Ansatz wurde unter anderem in [AWS13] zur Berechnung der
Frequenzverschiebungen durch Stress-Stiffening verwendet.
Kontakt- und Materialnichtlinearita¨ten
Kontaktnichtlinearita¨ten treten dann auf, wenn sich Bauteilkomponenten beru¨hren, wel-
che u¨blicherweise voneinander getrennt sind – hierzu za¨hlen auch Reibungsprobleme
(z. B. bei Zahnra¨dern). Von Materialnichtlinearita¨ten spricht man bei Abha¨ngigkeiten
des Spannungs- und Dehnungsverlauf von der Last (Plastizita¨tsproblem), von der Belas-
tungsdauer (Kriechverhalten) und der Temperatur (Thermoplastitzita¨t) [Sol]. Ebenfalls
wird dieser Begriff bei richtungsabha¨ngigem Elastizita¨tsverhalten, wie z. B. bei mono-
kristallinem Silizium, verwendet [Kaa+05]. Da in dieser Arbeit keine Kontaktprobleme
thematisiert werden und Materialnichtlinearita¨ten fu¨r Polysilizium von untergeordneter
Bedeutung sind [SDA09], werden im weiteren Verlauf ausschließlich die geometrischen
Nichtlinearita¨ten betrachtet.
Bekannte Ansa¨tze zur Implementierung nichtlinearer mechanischer Effekte in der
Systemsimulation
Um nichtlineare mechanische Effekte in der ordnungsreduzierten Systemsimulation zu
beru¨cksichtigen, wurde in [BMD01; Ben04] vorgeschlagen den nichtlinearen Anteil der
Steifigkeitsmatrix in eine Kraftdarstellung zu u¨berfu¨hren und diesen analog zu den
a¨ußeren Kra¨ften zu behandeln – der Ansatz erfolgt hierbei auf Basis der MSP. Ist eine
analytische Formel der Kra¨fte nicht bekannt, so mu¨ssen hierzu die Ru¨ckstellkra¨fte des
Systems fu¨r verschiedene Zusta¨nde bereits im Vorfeld ermittelt werden. Um dies zu
erreichen, werden in einer FE-Simulation mehrere Auslenkungen des Sensors simuliert
und die Funktionswerte der mechanischen Systemenergie Wmech in Abha¨ngigkeit von










ko¨nnen die nichtlinearen Kra¨fte F˜ nlj und nichtlinearen Steifigkeiten K˜
nl
i,j nun aus den
Ableitungen der Energiefla¨chen berechnet werden.
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Da die analytische Formel der Energiefla¨chen mithilfe dieses Verfahrens nicht bestimmt
wird, ist dessen Genauigkeit abha¨ngig von der Anzahl im Vorfeld simulierter Zusta¨nde.
Eine Eigenschaft des beschriebenen Vorgehens ist, dass die modalen Eigenvektoren nicht
angepasst werden – nichtlineare Drehungen und Streckungen dieser in Abha¨ngigkeit
von der mechanischen Auslenkung werden somit vernachla¨ssigt. Daru¨ber hinaus ko¨nnen
Kopplungen zwischen den Moden nur dann beru¨cksichtigt werden, wenn die jeweiligen
Modalkoordinaten bei der Identifizierung der Energiefla¨che beru¨cksichtigt wurden.
4.3. Konzepte zur Vermeidung von Stress-Stiffening und
deren Grenzen
Lageru¨ckregelung
Da das Stress-Stiffening bei mechanischen Auslenkungen des Systems auftritt, besteht
ein trivialer Pra¨ventionsansatz darin, Bewegungen der Mikromechanik auf ein Minimum
zu reduzieren. In Abschnitt 2.3.6 wurde bereits das CL-Detektionsprinzip bei Drehra-
tensensoren vorgestellt, welches Bewegungen der Detektionsmasse in Detektionsrichtung
mithilfe von Feedback-Kra¨ften zuru¨ck regelt.
Da die Antriebsbewegung eines Gyroskops aufgrund des Sensorprinzips nicht entfallen
darf, ko¨nnen nicht alle Auslenkungen der Mechanik unterdru¨ckt werden. Die Antriebs-
mode ist sowohl an die Detektionsmode selbst als auch an andere Moden des Systems
gekoppelt. Daher ko¨nnen sich aufgrund der Antriebsschwingung eine Vielzahl von Ei-
genfrequenzen und Modenformen, inklusive der Antriebsmode selbst, vera¨ndern. Bei
Beschleunigungssensoren z. B. ist dies anders: Hier liegt ein passives Detektionsprinzip
vor und die Ru¨ckregelung der Detektionsauslenkung ha¨lt den Sensor weitestgehend in
Ruhe.
Durch externe Sto¨rungen ko¨nnen daru¨ber hinaus sowohl bei Drehratensensoren als
auch bei Beschleunigungssensoren willku¨rliche Auslenkungen der Sensormassen erfolgen,
welche weder der Antriebs- noch der Detektionsbewegung entsprechen und z. B. quer dazu
stehen. Diese ko¨nnen durch das Feedback-Konzept unter Umsta¨nden nicht unterdru¨ckt
werden und ko¨nnen daher durch mechanische Kopplungen ebenfalls zu Vera¨nderungen
von Eigenfrequenzen und Modenformen fu¨hren. Im Gegensatz zur Antriebsbewegung
beim Drehratensensor ist der genaue Verlauf dieser Anregungen willku¨rlich und daher ist
deren Beru¨cksichtigung in der Entwicklung herausfordernd.
Sensor-Design
Neben der Unterdru¨ckung von Auslenkungen der Sensormechanik bietet es sich an,
alle beweglichen Elemente so auszulegen, dass sie in mo¨glichst geringem Maße anfa¨llig
fu¨r Spannungsversteifungen sind. Das heißt unter anderem, alle Aufha¨ngungen, die im
ausgelenkten Zustand zu einer Streckbiegung der Struktur fu¨hren, werden vermieden. Die
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Relevanz linearer Sensor-Designs steigt, wenn auf Feedback-Elektroden aus Platzgru¨nden
verzichtet werden muss.
Ein ha¨ufig anzutreffendes Design-Merkmal in den Drehratensensorkonzepten aus Bal-
kenstrukturen, wie in Abschnitt 2.3.7 vorgestellt, sind Aufha¨ngungen der Sensormassen in
Form von U-Federn, welche anstatt gerader Balken verwendet werden (siehe Grafik 4.2)
[MGS00]. U-Federn verhalten sich wesentlich linearer entlang der Antriebsauslenkung als
die geraden Balken. Letztere weisen starke A¨hnlichkeiten zum beidseitig eingespannten
Biegebalken auf, wa¨hrend bei den U-Federn nur wenig Streckbiegungen auftreten. Beide
Konzepte lassen nur eine Bewegungsrichtung in der Ebene zu und ermo¨glichen zudem
eine OOP-Auslenkung.
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Abbildung 4.2.: Sensoren mit U-Feder- (links) und Balkenanbindung (rechts).
Insbesondere aufgrund der Vielzahl Einfluss nehmender Moden im Gyroskop, ist es
dennoch anspruchsvoll ein nahezu lineares System zu generieren. Ein Hauptproblem
sind Moden, deren Eigenfrequenzen sich durch Verformungen oder Auslenkungen der
Mechanik auf Vielfache von Antriebs- oder Detektionsfrequenz schieben und so unter
Umsta¨nden durch Antriebs- oder Corioliskra¨fte angeregt werden ko¨nnen.
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5. Methoden zur Simulation
mechanischer Nichtlinearita¨ten
In Kapitel 4 wurden bereits einige Einblicke in aktuelle Methoden zur Beschreibung von
mechanischen und elektrostatischen Nichtlinearita¨ten in der Systemsimulation gegeben.
Im Folgenden werden zuna¨chst die FE-Methoden aus Abschnitt 3.2 auf nichtlineare mecha-
nische Simulationen erweitert und die zugeho¨rigen Lo¨sungsalgorithmen diskutiert. Diese
Grundlagen dienen zum besseren Versta¨ndnis des zweiten Abschnitts dieses Kapitels. In
diesem wird eine alternative Simulationsmethodik zur Beru¨cksichtigung von mechanischen
Nichtlinearita¨ten vorgestellt, welche auch in der ordnungsreduzierten Systemsimulation
eingesetzt werden kann. Im dritten Teil des Kapitels werden einige Werkzeuge vorgestellt,
die zur Implementierung der Methode aus dem zweiten Abschnitt in eine Systemsi-
mulation beno¨tigt werden. Wa¨hrend im zweiten und dritten Abschnitt der Fokus auf
dem mathematischen Geru¨st und den grundlegenden Eigenschaften der Simulationsme-
thodik liegt, wird im letzten Unterkapitel die praktische Einbindung des Verfahrens in
Systemmodelle und Signalflusssimulationen mit gro¨ßerer Detailtiefe beschrieben.
5.1. Nichtlineare Effekte in der FE-Rechnung
In Abschnitt 3.2 wurden Lo¨sungsverfahren fu¨r transiente und statische FE-Probleme
mit der Einschra¨nkung auf kleine mechanische Auslenkungen vorgestellt. Ist die An-
nahme kleiner Auslenkungen nicht mehr gu¨ltig, so ist die nichtlineare Steifigkeitsmatrix
K(u) 6= konst. zur Systembeschreibung notwendig. Eine Lo¨sung des Problems mithilfe
linearer Gleichungssysteme, wie sie in Abschnitt 3.2 verwendet wurden, ist im nichtlinea-
ren Fall nicht mo¨glich. Stattdessen muss ein iteratives Verfahren zur Nullstellensuche
eingesetzt werden. Fu¨r mehr Hintergrundwissen u¨ber nichtlineare Lo¨sungsverfahren ist
unter anderem [ANS13] zu empfehlen.
Kontakt- und Materialnichtlinearita¨ten werden auf anderen Wegen in der FE-Rechnung
beru¨cksichtigt. Da diese Effekte fu¨r die vorliegende Arbeit von untergeordneter Bedeutung
sind, wird hierauf an dieser Stelle nicht weiter eingegangen. Interessierte Leser finden
weitere Informationen hierzu in [Wri08; ANS13].
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Newton-Raphson-Verfahren und nichtlineare FE-Rechnung
Ein bekanntes numerisches Verfahren zur Nullstellensuche ist das iterative Newton-
Raphson-Verfahren. Es findet unter anderem in nichtlinearen FE-Rechnungen Anwendung
[ANS13]. Weiterfu¨hrende Literatur zum Newton-Raphson-Verfahren ist z. B. [OR87].
Mo¨chte man sich einer Nullstelle der Funktion f(x) na¨hern, so wird folgender Ausdruck
iterativ wiederholt:
xk+1 = xk − f(xk)
f ′(xk)
, (5.1)
mit dem Iterationsschritt k. Bei Matrixfunktionen f(x) ist der Ausdruck
f ′(xk)∆xk+1 = −f(xk) (5.2)
gebra¨uchlich, da dieser auch fu¨r nicht invertierbare Matrizen Gu¨ltigkeit hat. Hierbei ist
∆xk+1 := xk+1 − xk.
Das Newton-Raphson-Verfahren ist nur lokal konvergent. Das heißt, in einigen Situa-
tionen fu¨hrt die Iteration zu keinem eindeutigen Grenzwert. Dies ist auch in manchen
FE-Simulationen zu beobachten – dort ist die Konvergenz des Modells oftmals abha¨ngig
von der Vernetzungsstruktur des Bauteils.
In der nichtlinearen statischen Analyse, mit den Formeln aus aus Abschnitt 3.2.4, fu¨hrt
der Newton-Raphson-Ansatz nach [ANS13] auf die Iterationsgleichung
KTk ∆uk+1 = F a − F ik . (5.3)
Hierbei istKTk := ∇ (K(u)u) |u=uk die Tangentialmatrix und F ik := K(uk)uk bezeichnet
man als die inneren Kra¨fte. Die in den inneren Kra¨ften enthaltene Matrix K(uk) ist
hierbei eine Sekantenmatrix und darf nicht mit der Tangentialmatrix verwechselt werden.
Nur fu¨r uk = 0 gehen beide Matrizen in die lineare Steifigkeitsmatrix u¨ber und sind
somit in diesem Fall identisch.
Im Rahmen der Newmark-Integration ergibt sich zusammen mit der Newton-Raphson-
Iteration eine Doppelindizierung aufgrund des Zeitindexes j. Man findet(
a0M + a1D +KT,kj+1
)
∆uk+1j+1 = Fˆ aj+1 − F i,kj+1 − (a0M + a1D)ukj+1 , (5.4a)
⇔
(
a0M + a1D +KT,kj+1
)
uk+1j+1 = Fˆ aj+1 − F i,kj+1 +KT,kj+1ukj+1 , (5.4b)
in der Notation aus Abschnitt 3.2.4.
In der FE-Methodik wird K(u) nicht explizit berechnet. Stattdessen werden in jedem
Iterationsschritt direkt Tangentialmatrix und interne Kra¨fte aus den Elementen bestimmt
[Wri08].
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5.2. Konzept der Trajectory Piecewise Linearization
5.2.1. Grenzen der Modalen Superposition, Vorteile der POD und
erweiterte Konzepte
In Unterkapitel 3.3.2 wurde das lineare Ordnungsreduktionsverfahren der Modalen Su-
perposition vorgestellt, welches in der Literatur ha¨ufig und erfolgreich Anwendung findet
[z. B. Gug+06; KNM11; Ben04]. In Abschnitt 4.2 wurde gezeigt, wie mithilfe einer Energie-
fla¨chenfunktion Kra¨fte berechnet werden ko¨nnen, die zur Beru¨cksichtigung nichtlinearer
mechanischer Effekte in einer Systemsimulation auf Basis der MSP genutzt werden ko¨n-
nen. Die nichtlinearen Abha¨ngigkeiten der Eigenfrequenzen ko¨nnen hiermit zwar erfasst
werden, nachteilig ist aber, dass die modalen Eigenvektoren aus der linearen Systembe-
schreibung u¨bernommen werden. Es wird vernachla¨ssigt, dass sich die Modenformen (ggf.
stark) unter Auslenkung vera¨ndern ko¨nnen. Hierdurch ergeben sich Einschra¨nkungen in
der Simulationsgenauigkeit. Theoretisch ko¨nnen zwar mithilfe einer ausreichend großen
Superposition der linearen Eigenmoden alle Bewegungsformen dargestellt werden, in
der Praxis mo¨chte man aber, aus Gru¨nden der Rechenzeitoptimierung, nur eine geringe
Anzahl Eigenvektoren beru¨cksichtigen. Daru¨ber hinaus ko¨nnen mithilfe dieser Methodik
Kopplungen zwischen den Moden nur dann erfasst werden, wenn diese bei der Ermittlung
der Energiefla¨chenfunktion sowie der Ordnungsreduktion beru¨cksichtigt wurden. Die
Relevanz der einzelnen Moden ist unter Umsta¨nden nicht trivial vorher zu sagen, da
Verspannungen, Auslenkungen und resonante Anregungen einzelner Moden hierauf einen
Einfluss haben.
Die Beru¨cksichtigung einer nichtkonstanten Steifigkeitsmatrix, zur Bestimmung auslen-
kungsabha¨ngiger Modenformen, ist im Rahmen einer regula¨ren MSP nicht mo¨glich. Ein
alternativer Ansatz ist es, eine Ordnungsreduktion auf Koordinatenvektoren durchzufu¨h-
ren, welche die nichtlinearen Modenformen im zeitlichen Mittel abbilden. Diese Vektoren
sind abha¨ngig von der Bewegungsform des Sensors. Um diese Vektoren zu bestimmen, ist
es daher notwendig, bereits vor der Ordnungsreduktion ein Versta¨ndnis fu¨r die Bewe-
gungsformen des Sensors zu haben. Hierfu¨r eignet sich eine POD (siehe Abschnitt 3.3.3),
in welcher eine Transformation anhand einer bekannten Systemtrajektorie bestimmt
wird. In der Praxis geht der Ordnungsreduktion daher eine repra¨sentativ gewa¨hlte FE-
Simulation voraus. Auf diese Weise ko¨nnen Informationen zu typischen nichtlinearen
Bewegungsformen der Geometrie bereits in den Moden hinterlegt werden und der effektive
Einfluss nichtlinearer Systemmatrizen wird so mithilfe der Singula¨rvektoren abgebildet.
Die POD ko¨nnte analog zur MSP, mithilfe einer vorher ermittelten Energiefla¨chenfunktion
um nichtlineare Kra¨fte erweitert werden.
Zur Erweiterung der linearen MSP- und POD-Rechnungen wird im Folgenden das
Konzept der Trajectory Piecewise Linearization (Abk. TPWL) eingefu¨hrt. Dieser Ansatz
dient als Alternative zur Methode aus Abschnitt 4.2 und basiert auf Tangentialmatrizen
sowie internen Kra¨ften ausgewa¨hlter Punkte einer repra¨sentativen Systemtrajektorie.
Erstmals vorgestellt wurde die TPWL-Methodik bereits 2001 [RW01] und wird seit-
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dem in einigen Anwendungsbereichen verwendet (z. B. Elektromagnetismus [Alb+08],
Schaltkreis- [Ver+07] und Stro¨mungssimulationen [HD15]). Eine erweiterte Fehlerabscha¨t-
zung der Methodik wurde erga¨nzend in [RW06] beschrieben. Eine Anwendung der TPWL
fu¨r mechanische Hochgu¨tesysteme wurde im Rahmen dieser Arbeit publiziert [Dor+14b]
und eine Erweiterung dieses Artikels zur Vero¨ffentlichung eingereicht [Dor+18].
Das Verfahren der TPWL kann prinzipiell mit vielen Ordnungsreduktionsansa¨tzen
kombiniert werden. In der Literatur findet man die Anwendung auf das Krylow-Unter-
raumverfahren [RW01; RW06], auf die TBR-Methode [VRW03] und auch auf die POD
[Bec+08; HD15]. Auch eine Anwendung auf die MSP ist mo¨glich und wird im Folgenden
na¨her untersucht.
5.2.2. Mathematische Grundlagen der TPWL
Es wird Gleichung (3.14) fu¨r den Fall großer Auslenkungen, das heißt mit nichtlinearer
Steifigkeitsmatrix, betrachtet. Fu¨r die a¨ußeren Kra¨fte wird angenommen, dass sie nur
von der Zeit abha¨ngen. Man findet
Mu¨(t) +Du˙(t) +K(u(t))u(t) = F a(t) . (5.5)
Verwendet man die Systemeigenvektoren der linearisierten Gleichung, so la¨sst sich die
Reduktionsmatrix aus Abschnitt 3.3 auch auf Gleichung (5.5) anwenden, allerdings ist
die reduzierte Steifigkeitsmatrix dann weiterhin abha¨ngig von den Ortsvektoren u – die
gleiche Argumentation gilt fu¨r die Reduktionsmatrix der POD. Eine Ordnungsreduk-
tion ist somit in beiden Fa¨llen nicht gegeben. Ist eine explizite Darstellung von K(u)
bekannt, so la¨sst sich diese gegebenenfalls auf eine Funktion in Abha¨ngigkeit von den
ordnungsreduzierten Koordinaten q u¨berfu¨hren. U¨blicherweise ist dies aber nicht der
Fall, da die FE-Lo¨sungsverfahren, wie in Abschnitt 5.1 ausgefu¨hrt, keine analytischen
Matrizenfunktionen generieren, sondern numerische Tangentialmatrizen und innere Kra¨fte
fu¨r die unterschiedlichen Auslenkungszusta¨nde berechnen.
Ein einfacher Ansatz Gleichung (5.5) in eine Form zu u¨berfu¨hren, in welcher eine
Ordnungsreduktion mithilfe der Transformationsformeln aus Unterkapitel 3.3 mo¨glich
ist, ist es, eine Taylorentwicklung erster Ordnung des Produktes K(u)u um einen Ent-
wicklungspunkt u0 durchzufu¨hren. Entspricht der Entwicklungspunkt der Ruhelage des
Systems, so erha¨lt man wieder die lineare Gleichung – fu¨r beliebige Entwicklungspunkte
geht (5.5) u¨ber in:
Mu¨(t) +Du˙(t) + F i(u0) +KT (u0) (u(t)− u0) = F a(t) , (5.6)
mit der Tangentialmatrix KT(u0) am Entwicklungspunkt und dem konstanten Term
nullter Ordnung F i(u0). Dieser hat die physikalische Bedeutung einer konstanten inneren
Kraft, welche in der Ruhelage verschwindet. Die Gleichung ist vollsta¨ndig linear und
die Ordnungsreduktionsverfahren aus Abschnitt 3.3 ko¨nnen verwendet werden. Da die
Tangentialmatrix fu¨r u0 = 0 in die Steifigkeitsmatrix des linearen Systems u¨bergeht
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und die inneren Kra¨fte verschwinden (siehe Abschnitt 5.1), wird in diesem Fall aus
Gleichung 5.6 die regula¨re lineare Systemgleichung.
Der offensichtliche Nachteil von Gleichung (5.6) ist, dass sie auf einen Gu¨ltigkeitsbereich
in der Na¨he des Entwicklungspunkts u0 limitiert ist. Im TPWL-Ansatz wird dieser Bereich
erweitert, indem nas aktive Systeme, das heißt Taylorentwicklungen erster Ordnung
verschiedener Entwicklungspunkte ui mit i = 1 . . . nas, gewichtet summiert werden. Es






F i(ui) +KT (ui) (u(t)− ui)
]
= F a(t) . (5.7)
Fu¨r genu¨gend große nas konvergiert (5.7) gegen die vollsta¨ndige Systemgleichung. Die
Nichtlinearita¨ten der Steifigkeitsmatrix werden in dieser Darstellung durch die skalaren
Gewichtungsfunktionen wi abgebildet. Auch dieser Ausdruck kann nur dann vollsta¨ndig
auf ordnungsreduzierte Koordinaten transferiert werden, wenn alle wi analytisch bekannt
sind. Dies ist ha¨ufig nicht der Fall, allerdings sind verschiedene Interpolationsverfahren
bekannt, in welchen die Gewichtungsfunktionen numerisch angena¨hert werden. Dies ist
in Ortsraumkoordinaten und oft auch in ordnungsreduzierten Koordinaten mo¨glich. In
letzterem Fall gilt fu¨r die von q(t) abha¨ngigen Gewichtungsfunktionen die Annahme
w˜i(q(u(t))) ≈ wi(u(t)). Alternativ ko¨nnen die q(t) in jedem Berechnungsschritt auf
Ortsraumkoordinaten u(t) transformiert und die wi bestimmt werden – dieses Vorgehen
erho¨ht allerdings die Rechenzeit und ist a¨hnlich zur Behandlung von elektrostatischen
Nichtlinearita¨ten, wie sie in Abschnitt 4.2.1 beschrieben wurde. Auf einige Interpolati-
onsverfahren wird in Abschnitt 5.3.1 noch na¨her eingegangen. In ROM-Koordinaten q(t)
geht (5.7) u¨ber in die Form





F˜ i(qi) + K˜T(qi)(q(t)− qi)
]
= F˜ a(t) , (5.8)
wobei die ordnungsreduzierten Gro¨ßen mit einer Tilde versehen sind.
Eine Veranschaulichung der Methodik ist in Grafik 5.1 zu finden. Dargestellt sind
die Entwicklungspunkte entlang einer Systemtrajektorie und die Gu¨ltigkeitsbereiche der
jeweiligen Linearisierung sowie deren ordnungsreduzierte Pendants. Die Vereinigung aller
Gu¨ltigkeitsbereiche entspricht dem minimalen Gu¨ltigkeitsbereich von Gleichung (5.7),
welcher sich durch geeignet gewa¨hlte Interpolationsmethoden erweitert.
5.2.3. Voraussetzungen zur Anwendung der TPWL
Bei Anwendung des TPWL-Verfahrens in der Praxis ergeben sich durch die mathe-
matischen Herleitungen aus dem letzten Abschnitt in erster Linie zwei grundlegenden
Voraussetzungen: Eine geeignete Wahl der Entwicklungspunkte und der Gewichtungs-
funktion. Hierbei ist anzumerken, dass die Wahl der Entwicklungspunkte einhergeht mit
der Wahl einer geeigneten Trainingstrajektorie, so wie es fu¨r die Anwendung der POD
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Abbildung 5.1.: Die schwarze Kurve entspricht einer realen Trajektorie des Systems,
welche durch alle Entwicklungspunkte (schwarz) geht. Die hellblauen
Kreise illustrieren die Gu¨ltigkeitsbereiche der Linearisierungen, wa¨hrend
die lilafarbenen Ellipsen fu¨r deren ordnungsreduziertes Pendant stehen.
Die rote Kurve ist die Trajektorie einer mo¨glichen ROM-Simulation.
Bildquelle: [Dor+14b].
Voraussetzung ist (siehe Abschnitt 3.3.3). Analog zur POD spricht man daher auch bei
der Bestimmung der TPWL-Taylorentwicklungen von einem Systemtraining, welches
der eigentlichen TPWL-Rechnung vorausgeht. Die Entwicklungspunkte selbst bezeichnet
man wieder als Trainingspunkte oder Snapshots. Als
”
Generierung der nichtlinearen
Trainingsdaten“ bezeichnet man entsprechend die Bestimmung aller KT(ui) und F i(ui).
Daru¨ber hinaus werden die Massenmatrix M und gegebenenfalls die Da¨mpfungsmatrix
D beno¨tigt. Das Systemtraining erfolgt im FE-Modell, daher muss eine FE-Software
verwendet werden, welche den Export der nichtlinearen Trainingsdaten zu jedem Snapshot
unterstu¨tzt.
Eine gut gewa¨hlte Gewichtungsfunktion basiert auf einem Interpolationsverfahren, wel-
ches beliebige u aus den gegebenen Ortsvektoren ui der Entwicklungspunkte ausreichend
genau abbilden kann. Eine Trainingssimulation bezeichnet man dann als geeignet, wenn
die Trajektorie der folgenden TPWL-Simulation innerhalb des Gu¨ltigkeitsbereichs der
Taylorentwicklungen liegt.
Fu¨r die Ordnungsreduktion ko¨nnen mathematisch gesehen sowohl MSP als auch
POD verwendet werden, allerdings ist zu beachten, dass die MSP-Vektoren mithilfe der
linearen Steifigkeitsmatrix ermittelt werden, wa¨hrend die POD-Moden bereits nichtlineare
Richtungsinformationen aus dem Training enthalten.
Anzumerken ist an dieser Stelle außerdem, dass der TPWL-Ansatz als solcher, das
heißt Gleichung (5.8), auch ohne Ordnungsreduktionsverfahren zur Systemsimulation
65
5. Methoden zur Simulation mechanischer Nichtlinearita¨ten
verwendet werden kann. Da eine Software fu¨r eine beliebige Auslenkung u nur die
Gewichtungsfunktionen und nicht Steifigkeitsmatrix und innere Kra¨fte neu berechnen
muss, ist auch so eine Reduktion der Rechenzeit gegenu¨ber FE-Modellen zu erwarten.
5.3. Werkzeuge zur Implementierung eines
TPWL-Verfahrens in die Systemsimulation
In diesem Unterkapitel werden Werkzeuge vorgestellt, welche zur Implementierung des
TPWL-Verfahrens in die Signalflusssimulation beno¨tigt werden. Es wird hierzu auf die
Berechnung der Gewichtungsfunktionen im Rahmen zweier Interpolationsverfahren und
auf ein vereinfachtes Verfahren zur Nullstellenbestimmung, welches zur Zeitintegration
verwendet werden kann, eingegangen.
5.3.1. Methoden zur Berechnung der
TPWL-Gewichtungsfunktionen
Den Ausfu¨hrungen in [Alb+08] folgend, ko¨nnen die Gewichtungsfunktionen aus Glei-
chung (5.7) mithilfe der Entfernung von Interpolationspunkt zu Trainingspunkten ange-
na¨hert werden: Sei qI der Interpolationspunkt in ordnungsreduzierten Koordinaten, an











w˜i (qI) . (5.10)
Es werden hierbei die nas Snapshots gewa¨hlt, welche qI am na¨chsten sind. Bei genu¨gend
dichtem Sampling bzw. bei kleinem nichtlinearen Verhalten ist nas = 1 ausreichend.
Alternativ la¨sst sich ein linearer Vektoransatz zur Interpolation verwenden, hierbei
wird zwischen den Trainingspunkten linear interpoliert. Ein vektorieller Ansatz mithilfe
dreier Trainingspunkte kann wie folgt aussehen:
qI ≈a1q1 + a2(q2 − q1) + a3(q3 − q1) , a1 = 1 . (5.11)
Die Snapshots q1, q2, q3 sind hierbei das zum Interpolationspunkt qI na¨chstgelegene
linear unabha¨ngige Triplett und die ai skalare Faktoren. In diesem Ansatz kann die
Gewichtungsfunktion auch negative Werte annehmen. Hierdurch kann im Vergleich zum
Verfahren in (5.9) ein Vorteil entstehen, wenn das Training die ROM-Trajektorie nur
unzureichend abdeckt.
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Wird (5.11) ausmultipliziert und auf nas Interpolationspunkte erweitert, so erha¨lt man




w˜i (qI) = ai , i 6= 1 . (5.12b)
Die Normierungsbedingung (5.10) ist hierbei trivial erfu¨llt. Die ai ko¨nnen mithilfe der




ai(qi − q1) , (5.13)
bestimmt werden.
5.3.2. Verwendung eines Predictor-Verfahrens zur Zeitintegration
Das Newton-Raphson-Verfahren ist ein sehr genaues Verfahren zur Berechnung von
Nullstellen nichtlinearer Funktionen. U¨ber die Wahl von Konvergenzkriterien kann die
Anzahl der Iterationen individuell angepasst werden. Der Nachteil des Verfahrens ist
der damit verbundene hohe Rechenzeitaufwand. Weniger aufwendig, in vielen Fa¨llen
aber ausreichend genau, ist der Einsatz eines Predictor-Verfahrens [siehe z. B. Dor+14b].
Das hierfu¨r notwendige Prozedere wird im Folgenden anhand der Zeitintegration in der
transienten Systemsimulation vorgestellt.
Das Predictor-Verfahren ist eine vereinfachte Iteration, durchgefu¨hrt in zwei Schritten
(siehe zur Verdeutlichung Grafik 5.2). Zuna¨chst wird eine regula¨re Zeitintegration vom
Zeitschritt j ausgehend berechnet. Hierzu werden die Gewichtungsfunktionen w˜i(qj)
bestimmt, mit deren Hilfe man neue Koordinaten qtemp erha¨lt. Anschließend berechnet
man die Gewichtungsfunktionen w˜i(qtemp) und die Zeitintegration wird von qj aus erneut
durchgefu¨hrt – diesmal mit w˜i(qtemp). Man findet einen weiteren Satz Koordinaten qtemp2.
Der Zielwert qj+1 ergibt sich schließlich als Mittelwert der tempora¨ren Koordinaten
qj+1 = 1/2 (qtemp + qtemp2). Das gleiche Vorgehen ist auch in Ortsraumkoordinaten u
mo¨glich.
Anschaulich la¨sst sich dieser Ansatz mithilfe von Grafik 5.2 erkla¨ren. Die Steifigkeit zur
Auslenkung qj ist zu klein (die berechnete Amplitude ist zu groß), wa¨hrend sie in qtemp
zu groß ist (die berechnete Amplitude ist zu klein). Der Mittelwert beider Auslenkungen
liefert eine bessere Na¨herung an die ideale Systemtrajektorie.
In der Berechnung kann man die tempora¨ren Steifigkeiten nicht direkt mitteln, sondern
nur die tempora¨ren Lo¨sungen qtemp und qtemp2. Andernfalls ko¨nnen die Eigenwerte der
Steifigkeitsmatrix negativ werden, dies fu¨hrt zu einem instabilen und physikalisch falschen
Systemverhalten.
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Abbildung 5.2.: Anschauliche Darstellung eines Predictor-Verfahrens in der transienten
Simulation. Bildquelle: [Dor+14b].
5.4. Generierung einer ordnungsreduzierten
TPWL-Simulation von Drehratensensoren
Zum Abschluss dieses Kapitels wird das praktische Vorgehen zur Generierung eines
ordnungsreduzierten TPWL-Modells zur dynamischen Systemsimulation mit dem Fokus
auf Drehratensensorsysteme beschrieben.
Der allgemeine TPWL-Workflow, inklusive der Zeitintegration mithilfe des Predictor-
Verfahrens, ist auch in Grafik 5.3 dargestellt. Um insbesondere dem mit der MSP
vertrauten Leser ein besseres Versta¨ndnis fu¨r die notwendigen Schritte der in dieser
Arbeit verwendeten Systemsimulationen zu geben, sei zudem auf Grafik 5.4 verwiesen.
Dort findet sich ein schematischer Vergleich von TPWL-POD-Workflow und MSP-ROM.
Systemtraining in der FE-Simulation
Der erste Schritt bei der Erzeugung eines ordnungsreduzierten TPWL-Modells zur dyna-
mischen Systemsimulation ist das Training im FE-Modell. Dieses besteht aus Modellierung
der Sensorgeometrie und eigentlicher Trainingsrechnung. Um die relative Lage von Kno-
ten, beeinflusst von Tra¨gheits- und Kopplungseffekten, korrekt zu erfassen, sollte eine
transiente Rechnung durchgefu¨hrt werden – die Trainingspunkte entsprechen hierbei den
Zeitschritten. Im Idealfall liegen die Snapshots mo¨glichst nahe der Trajektorie, welche
spa¨ter in der ordnungsreduzierten Simulation abgebildet wird. Da diese nicht bekannt
ist, muss, z. B. auf Basis von Erfahrungswerten und Beobachtungen des Realsystems,
gut gescha¨tzt werden. Die vollsta¨ndige Implementierung elektrostatischer Kra¨fte und
Regelkreise des Mikrosystems in die Trainingsrechnung wa¨re hierbei hilfreich, ist aber
zu aufwendig fu¨r die Praxis. Fu¨r einen Drehratensensor bietet sich stattdessen z. B. eine
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FE-Trainingsrechnung mit Datenexport
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Abbildung 5.3.: TPWL-Workflow inklusive Zeitintegration mithilfe eines Predictor-Ver-
fahrens. Bildquelle: [Dor+14b].
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Abbildung 5.4.: In Gegenu¨berstellung: Die Workflows von einem linearen MSP-ROM
und einem TPWL-POD-ROM.
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resonante Anregung von Antriebs- und Detektionsbewegung an.
Es muss im Systemtraining auf eine aussagekra¨ftige Verteilung der Snapshots geach-
tet werden. Bei sinusfo¨rmiger Anregung im Drehratensensor kann hierfu¨r die zeitliche
Schrittweite zwischen den Trainingspunkten a¨quidistant gehalten werden. Dies fu¨hrt zu
einer erho¨hten Sample-Dichte bei großen Auslenkungen, also in den Bereichen, in denen
sich die nichtlinearen Steifigkeiten besonders stark vera¨ndern. Bei Verwendung der POD
als Ordnungsreduktionsverfahren ist die zeitliche A¨quidistanz der Ortsvektoren in der
Singula¨rmatrix grundsa¨tzlich notwendig (siehe Abschnitt 3.3.3).
In dieser Arbeit werden die Trainingsrechnungen in ANSYS so konfiguriert, dass die
Newmark-Zeitintegration gemeinsam mit dem Newton-Raphson-Verfahren verwendet
wird. Es wird also Gleichung (5.4a) gelo¨st.
Datenexport und -aufbereitung
Zu jedem Snapshot j (d. h. Zeitschritt) des Systemtrainings mu¨ssen die Gro¨ßen KTj , F
i
j
und uj bestimmt werden.
In ANSYS ist ein Export der Matrixkoeffizienten Ajkoef der linken Seiten in Glei-
chung (5.4a) sowie der Vektoren vjrhs der rechten Seiten mo¨glich. Die A
j
koef sind Sparse-
Matrizen1. Sie ko¨nnen wa¨hrend des Lo¨sungsprozesses, d. h. in der /SOLU-Umgebung, mit-
hilfe des Befehls *SMAT bei jedem Zeitschritt komprimiert aus der FULL-Datei2 gelesen
und anschließend mit *EXPORT im Harwell-Boeing-Format3 (Abk. HB-Format) in beliebi-
ge ASCII-Dateien geschrieben werden. Die vjrhs exportiert man unkomprimiert analog
mit *DMAT und *EXPORT. Die uj ko¨nnen im /POST1-Prozess mithilfe der Befehle UX, UY
und UZ in eine Variable und anschließend mit *VWRITE in eine ASCII-Datei geschrieben
werden – die Zeitschrittselektion erfolgt hierbei mit SET.
Gleichung (5.4a) kann dann wie folgt nach den Zielgro¨ßen aufgelo¨st werden:
uk+1j+1 = A
k,j
koef\vk,jrhs + ukj+1 , (5.14a)
KT,kj+1 = A
k,j
koef − a0M − a1D , (5.14b)
F i,kj+1 = Fˆ aj+1 − (a0M + a1D)ukj+1 − vk,jrhs . (5.14c)
Hierbei ko¨nnen die Newmark-Koeffizienten (siehe Anhang A) mithilfe der Zeitschrittgro¨ße
und den weiteren gewa¨hlten ANSYS-Parametern berechnet werden. Die Massenmatrix
M erha¨lt man z. B. im HB-Format mit dem Befehl HBMAT in der /AUX2-Umgebung im
Anschluss an eine Modalanalyse (d. h. unabha¨ngig von der transienten Trainingsrechnung)
und D folgt bei Rayleigh-Da¨mpfung4 aus αrM . Aufgrund der hohen Gu¨te ist auch der
Ansatz αr = 0 eine gerechtfertigte Na¨herung.
1Sparse-Matrizen sind du¨nnbesetzte Matrizen, d. h. Matrizen mit vielen Eintra¨gen gleich null.
2Die FULL-Datei wird im ANSYS-Lo¨sungsprozess als tempora¨rer Datencontainer angelegt. Das Datei-
format ist ANSYS spezifisch.
3Das Harwell-Boeing-Format ist ein komprimiertes Datenformat zur Speicherung von Sparse-Matrizen.
4Nach Abschnitt 3.2.2 ist βr vernachla¨ssigbar bei Silizium.
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Um die Zielgro¨ßen berechnen zu ko¨nnen, wird zudem ukj+1 = uj +
∑k
l=1 ∆ulj+1 beno¨tigt.
Zur Bestimmung der ∆ulj+1 = A
l,j
koef\vl,jrhs mu¨ssen Al,jkoef und vl,jrhs nicht nur zu jedem
Zeit-, sondern auch zu jedem Iterationsschritt des Newton-Raphson-Verfahrens exportiert
werden. Hierfu¨r bietet die ANSYS-Routine UITFIN Lo¨sungen (aufrufbar mit dem USRCAL-
Befehl).
Fu¨r obige Berechnungen muss zudem einmalig eine
”
Mapping-Matrix“ Amap exportiert
werden. Diese ordnet die Zeilen des Differenzialgleichungssystems im ANSYS-Solver den
Knotennummern zu. Hierzu eignet sich z. B. der Befehl HBMAT in der /AUX2-Umgebung
fu¨r einen Export im HB-Format.
Die Gleichungen (5.14) werden fu¨r jeden Snapshot j in MATLAB gelo¨st. Zum Import
der HB-Matrizen gibt es online verfu¨gbare Lo¨sungen.
Generierung der ordnungsreduzierten Gro¨ßen
Die ordnungsreduzierten Varianten der Trainingsdaten KTj , F
i
j und uj werden fu¨r alle
Snapshots j mithilfe der Gleichungen aus Abschnitt 3.3.2 bestimmt.
Die fu¨r eine MSP beno¨tigten Eigenvektoren mu¨ssen zusa¨tzlich im Rahmen einer
Modalanalyse des Systems exportiert werden. Moden ko¨nnen im /POST1-Prozess mit SET
ausgewa¨hlt und anschließend wie Auslenkungen behandelt und exportiert werden. Die
Eigenvektoren werden in MATLAB eingelesen und bilden nach Normierung (z. B. auf
M˜ = 1) direkt die Spalten der Reduktionsmatrix χmsp.
Zum Ermitteln der Reduktionsmatrix der POD χpod muss eine Singula¨rwertzerlegung
der Matrix aus den Ortsvektoren der Snapshots A = (u1, . . .) durchgefu¨hrt werden.
Hierzu kann in MATLAB der Befehl [U ,Σ,V ] = SVD (A) verwendet werden. Die Notation
entspricht hierbei der aus Abschnitt 3.3.3. Nach Normierung erha¨lt man χpod aus U . Die
Reduktionsgleichungen aus Abschnitt 3.3.2 sind auch fu¨r die POD gu¨ltig.
Aufgrund des Fehlens nichtlinearer Informationen in den MSP-Moden ist es zu erwarten,
dass eine gro¨ßere Anzahl an linearen Eigenmoden als an nichtlinearen Singula¨rmoden zur
Systembeschreibung beno¨tigt wird.
Implementierung der TPWL in die Signalflusssimulation
Das Schema der linearen ordnungsreduzierten Signalflusssimulation aus Abschnitt 3.4
dient im Folgenden als Ausgangsbasis. Zur besseren Vergleichbarkeit mit den Ergeb-
nissen der FE-Rechnung, wird das Newmark-Integrationsschema (Gleichung 3.20) im
Zeitintegrationsblock des Signalflussmodells (siehe Abbildung 3.3) implementiert.
Um vom Konzept einer konstanten Steifigkeitsmatrix (lineare Signalflusssimulation) zu
einer auslenkungsabha¨ngig gewichteten U¨berlagerung der K˜Tj und der F˜
i
j u¨berzugehen,
muss der Zeitintegrationsblock um Iterations- sowie Interpolationsmethodik erweitert
werden. Das gesamte Set ordnungsreduzierter K˜Tj und F˜
i
j mit zugeho¨rigen ordnungsre-
duzierten Snapshot-Koordinaten qj wird hierfu¨r beno¨tigt.
71
5. Methoden zur Simulation mechanischer Nichtlinearita¨ten
Die Verwendung einer Newton-Raphson-Iteration ist mo¨glich, in dieser Arbeit wird
stattdessen der schnellere Predictor-Ansatz verwendet. Das heißt, in jedem Zeitschritt
sind zwei aufeinanderfolgende Zeitintegrationen sowie eine Mittelwertbildung notwendig.
Dies kann mit Simulink-Standardelementen umgesetzt werden.
Fu¨r beide im Abschnitt 5.3.1 beschriebenen Interpolationsverfahren zur Bestimmung
der gewichteten U¨berlagerung der K˜Tj und der F˜
i
j in jedem Zeitschritt, werden separate
Simulink-Modelle erstellt. Zur Umsetzung der Interpolation sind die Standardelemen-
te in Simulink nicht geeignet. Stattdessen werden eingebettete MATLAB-Funktionen
verwendet.
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Das folgende Kapitel dient zur Validierung der TPWL-Methodik bei Anwendung auf
mikromechanische Hochgu¨tesysteme sowie der zugeho¨rigen Werkzeuge, welche im voran-
gehenden Kapitel vorgestellt und diskutiert wurden. Ziel des Kapitels ist es, die praktische
Anwendbarkeit des Modells auf komplexe Drehratensensorsysteme zu untersuchen und
die Qualita¨t der Ergebnisse mit anderen Ansa¨tzen zu vergleichen.
Im Folgenden wird zuna¨chst die grundsa¨tzliche Funktionalita¨t der TPWL-Methode mit-
hilfe eines einzelnen Biegebalkens untersucht und anhand einer analytischen Formel sowie
durch FE-Rechnungen validiert. Die Simulationsparameter werden in diesem Abschnitt
variiert und deren Einfluss wird untersucht. Eine Anwendung auf einen komplexeren
Einmassenschwinger folgt hierauf. In letzterem Modell erfolgt auch ein Vergleich von
MSP und POD, angewendet in einer TPWL-Rechnung. Jeder dieser Schritte wird im
Rahmen eines Fazits bewertet und diskutiert – die gewonnen Erkenntnisse fließen in die
jeweils folgenden Modelle ein.
Es folgt die Anwendung des TPWL-Verfahrens auf einen speziell nichtlinear ausgelegten
Drehratensensor, der in [Keh14a] vorgestellt wurde. Der Fokus der Untersuchungen wird
hierbei auf das Verhalten der TPWL sowie der POD bei komplexen, stark nichtlinearen
Systemen gelegt. Daru¨ber hinaus werden die POD-Moden des nichtlinearen Drehraten-
sensors, d. h. die Form der Singula¨rvektoren aus dem Systemtraining, mit den linearen
Eigenmoden des mechanischen Systems verglichen. Hierauf aufbauend folgt eine qualita-
tive Diskussion zur POD als Ordnungsreduktionsverfahren. Ein weiterer Fokus wird auf
die Analyse der Abha¨ngigkeit der Simulationsergebnisse von den Trainingstrajektorien
gelegt.
Sofern nicht anders ausgefu¨hrt, erfolgt die Umsetzung der folgenden Simulationen analog
zur praktischen Beschreibung aus Abschnitt 5.4. Um die Resultate besser vergleichen
zu ko¨nnen, werden sowohl fu¨r die TPWL- als auch fu¨r die FE-Simulationen Newmark-
Zeitintegrationen verwendet. In die TPWL-Simulationen wird hierbei der Predictor-
Ansatz implementiert, wa¨hrend die FE-Software eine genauere Newton-Raphson-Iteration
einsetzt – dies ist bei der Bewertung der Resultate zu beachten. Auf einen Transfer des
Newton-Raphson-Verfahrens in die TPWL-ROMs wird im Folgenden verzichtet, da eine
Konvergenz aufgrund der quantisierten Trainingsdaten nicht zuverla¨ssig eintritt. Dies
gilt insbesondere, aber nicht ausschließlich, fu¨r nas = 1. Genauere Untersuchungen und
Ausfu¨hrungen zur Konvergenz erfolgen anhand der Testsysteme.
Erga¨nzend ist eine Untersuchung zum Einfluss der Samplingrate in transienten Si-
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mulationen in Anhang B zu finden. Die Erkenntnisse dienen im weiteren Verlauf als
Orientierung fu¨r eine geeignete Wahl von Sampling und Anzahl simulierter Perioden
unter Beru¨cksichtigung der Zielsetzung.
6.1. Beidseitig eingespannter Biegebalken in der TPWL
mit POD
Um die Simulationsmethodik zu validieren, ist es hilfreich, zuna¨chst mit einem mo¨glichst
einfachen Testsystem zu beginnen. Hier kann das physikalische Verhalten der Modelle
leichter nachvollzogen und somit die grundlegende Funktionalita¨t der Methode besser
u¨berpru¨ft werden. Das System, ein beidseitig eingespannter Biegebalken analog zu
Grafik 6.1, ist fu¨r die Bewertung eines nichtlinearen Rechenmodells gut geeignet, da sich
die Balkenla¨nge, aufgrund der fixierten Enden, unter Durchbiegung vera¨ndert und ein
starker Stress-Stiffening-Effekt durch die Streckbiegung einsetzt. In Abschnitt 3.1.2 wurde
eine analytische Formel fu¨r die Durchbiegung dieses Biegebalkens hergeleitet, welche,
neben FE-Rechnungen, zum Vergleich herangezogen wird.
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Abbildung 6.1.: Einfaches Testsystem zur Validierung der TPWL-Methodik: beidseitig
eingespannter Biegebalken mit senkrecht aufgebrachter Kraft.
6.1.1. Geometrie im FE-Modell
Es wird ein einzelner Balken mit La¨nge L = 1µm, Breite b = 0,1µm und Ho¨he h = 0,1µm
in der FE-Simulation modelliert. Um das Modell einfach zu halten, werden anstatt
einer dreidimensionalen Vernetzung, von der Software vordefinierte Balkenelemente
aus je 3 Knoten mit 7 DOF pro Knoten verwendet (siehe Abschnitt 3.2.3 fu¨r eine
Beschreibung der Elementtypen). Die a¨ußeren Enden des Balkens werden mithilfe von
Zwangsbedingungen fixiert. Die Materialeigenschaften von Polysilizium werden in die
Balkenelemente u¨bernommen.
Um Fehler aufgrund einer zu groben Vernetzung auszuschließen, wird die Konvergenz
der niedrigsten Eigenfrequenz (1. lineare Eigenfrequenz) mithilfe einer Modalanalyse
u¨berpru¨ft. Diese ist in Abha¨ngigkeit von der Anzahl verwendeter Balkenelemente in
Grafik 6.2 aufgetragen. Es zeigt sich, dass fu¨r eine hinreichende Konvergenz, d. h. eine
Konvergenz bis zur 3. Nachkommastelle, ca. 10 Balkenelemente notwendig sind – dies
entspricht 21 FE-Knoten. Der Grenzwert der Eigenfrequenz ist hierbei 8,04× 108 Hz.
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Abbildung 6.2.: Konvergenzverhalten der ersten linearen Eigenfrequenz eines beidseitig
eingespannten Balkens in Abha¨ngigkeit von der Elementanzahl im FE-
Modell. Fu¨r ein einzelnes Balkenelement liegt die Eigenfrequenz außerhalb
der Grafik bei 2,45099× 109 Hz.
6.1.2. Systemtraining
Da Drehratensensoren resonant entlang ihrer Eigenmoden angetrieben werden, wird auch
fu¨r das Training des Einzelbalkens eine mo¨glichst resonante Anregung gewa¨hlt. Hierzu
wird eine sinusfo¨rmige Punktlast senkrecht zum Balken am Mittelknoten aufgebracht
(Knoten 12 in Grafik 6.1). Als Antriebsfrequenz wird die Eigenfrequenz der ersten
mechanischen Eigenmode gewa¨hlt – diese Mode entspricht in ihrer Form der Durchbiegung
des Balkens, bei einer zentrierten Kraftaufgabe analog zu Grafik 6.1. Aufgrund der
Frequenzverschiebung durch die nichtlinearen Mechanik ist zu erwarten, dass die Anregung
nur teilresonant erfolgt – dies ist in den Resultaten zu beru¨cksichtigen.
Im Training werden 10 a¨quidistante Zeitschritte in einer transienten Analyse berechnet.
Die Gro¨ße der Zeitschritte wird dabei so gewa¨hlt, dass ein Sampling von 10 Schritten pro
Periode der Antriebskraft entsteht. Hierdurch wird mit mo¨glichst wenigen Snapshots eine
vollsta¨ndige Antriebsperiode abgebildet; wenige Snapshots optimieren Speicherbedarf
und Rechenzeit. Durch das geringe Sampling sind im Training Ungenauigkeiten in Phase
und Schwingungsfrequenz mo¨glich.
Die Amplitude der Antriebskraft von A = 15µN ist hierbei so gewa¨hlt, dass die
Auslenkung des Balkens etwas gro¨ßer als seine Ho¨he von 0,1 µm ist. In diesem Bereich
sind deutliche nichtlineare Effekte zu erwarten. Der Export der Linearisierungsdaten und
Knotenpositionen erfolgt zu jedem der 10 Zeitschritte sowie zum Initialwert. Insgesamt
ergeben sich somit 11 Trainingspunkte.
Es sei zum Vergleich der folgenden Ergebnisse die Abscha¨tzung aus Gleichung (3.36)
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herangezogen. Diese liefert einen Wert von 6 Freiheitsgraden fu¨r 99,9 % U¨bereinstimmung
mit der Trainingstrajektorie bei einer Nachsimulation des Systemtrainings.
6.1.3. Referenzrechnungen
Um die TPWL-Methodik zu u¨berpru¨fen, mu¨ssen Referenzdaten generiert werden, hierzu
wird eine FE-Simulation mit der Geometrie und den Randbedingungen aus dem System-
training aufgesetzt. Daru¨ber hinaus wird anhand der analytischen Gleichung (3.12) ein
Signalflussmodell in MATLAB Simulink erzeugt.
Um das Resonanzverhalten von analytischem Modell und FE-Modell anzugleichen,
wird der Faktor der effektiven Masse aus Gleichung (3.13a) bestimmt und in die Signal-







mit dem Ergebnis der Modalanalyse aus der FE-Rechnung (flin = 8,04× 108 Hz) gleichge-
setzt. Fu¨r klin und die Gesamtmasse mg des Balkens werden die Parameter aus dem FE-
Modell u¨bernommen – man findet c = 0,439. Dieser Wert weicht aufgrund der Na¨herun-
gen im FE-Modell geringfu¨gig von den Literaturwerten eines idealen Balkens c = 0,375
[AWS13] bzw. c = 0,396 [Kaa+04] ab.
6.1.4. Systemsimulation 1
Es werden die FE-Referenzsimulation, der analytische Ansatz und die TPWL-Rechnung
mit den gleichen Eingangsparametern ausgefu¨hrt: Fu¨r die Amplitude der Antriebskraft
wird A = 1µN gewa¨hlt, die Antriebsfrequenz entspricht der linearen Eigenfrequenz
flin = 8,04× 108 Hz und die Samplingrate ist mit 250 Zeitschritten pro Periode deutlich
ho¨her als im Systemtraining. Der Punkt der Kraftaufgabe und deren Richtung sind
identisch zur Trainingssimulation. Die Endzeit der Simulation wird so gesetzt, dass 10 000
Zeitschritte, also 40 Schwingungsperioden, berechnet werden. Die Berechnung erfolgt,
abgesehen von dem geringen numerischen Da¨mpfungseffekt der Gla¨ttungsterme in der
Newmark-Integration, ohne Da¨mpfung.
Die im Vergleich zum Systemtraining deutlich geringere Antriebskraft wird durch das
Funktionsprinzip des Predictor-Ansatzes erforderlich, welcher in der TPWL-Rechnung
dieses Abschnitts zur Zeitintegration verwendet wird. Betrachtet man Grafik 5.2 wird
deutlich, dass auch bei niedriger Konvergenzamplitude, Trainingsdaten von gro¨ßeren
Amplituden fu¨r die Bestimmung der tempora¨ren Lo¨sungen vorhanden sein mu¨ssen.
In der TPWL-Simulation erfolgt die Ordnungsreduktion mithilfe der POD. Eine
Interpolation wird in diesem Ansatz zuna¨chst noch nicht ausgefu¨hrt, es wird stattdessen
immer der na¨chstgelegene Trainingspunkt bestimmt und fu¨r die Simulation verwendet.
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Da die Auslenkung aus Grafik 6.1 der Bewegung entlang einer einzelnen Mode entspricht,
ist zu erwarten, dass ein Freiheitsgrad in der Ordnungsreduktion bereits gute Resultate
liefert.
Die Ergebnisse sind anhand der Auslenkung des Zentralknotens u¨ber der Zeit in
Abbildung 6.3 aufgetragen. Man erkennt, dass alle drei Trajektorien dicht nebeneinander-
liegen. Dies gilt zum einen fu¨r das globale qualitative Verhalten, welches eine einhu¨llende
Sinusschwingung aufzeigt (Abbildung 6.3a), sowie fu¨r die Betrachtung eines ku¨rzeren
Zeitintervalls (Abbildung 6.3b), in welchem sich a¨hnliche Periodendauern fu¨r alle Ansa¨tze
zeigen. Die Ursache fu¨r Letzteres ist die Antriebskraft, welche in den Systemen die
Schwingungsfrequenz vorgibt. Die Resultate ko¨nnen daher besser anhand von Amplitude
und Phasenverschiebung gegenu¨ber dem Antrieb verglichen werden. Man erkennt, dass
die Reduktion der Antriebskraftamplitude um einen Faktor 15 gegenu¨ber dem System-
training die Auslenkungsamplitude nicht einmal halbiert. Hierdurch wird die nichtlineare
Versteifung deutlich.
Es ist in den beiden Grafiken gut erkennbar, dass die Simulationsansa¨tze zu unter-
schiedlichen Maximalamplituden fu¨hren. Man findet fu¨r die FE-Rechnung 0,0655µm,
fu¨r die analytische Rechnung 0,0635µm und fu¨r die TPWL-Simulation 0,0657µm. Das
heißt, TPWL- und FE-Ansatz liegen na¨her beieinander (Abweichung kleiner 1 %) als
an der analytischen Berechnung (Abweichung je ca. 3,5 %). In Bezug auf die Phasen-
verschiebungen1, welche mithilfe der Nulldurchga¨nge der Auslenkungen bestimmt wird,
a¨ndert sich dies allerdings, hier liegen TPWL-Rechnung und analytischer Ansatz mit
(6,2± 1,6)◦ deutlich na¨her zusammen als FE- und TPWL-Trajektorie (21,7± 1,6)◦. Die
Phasenverschiebung zwischen FE-Kalkulation und analytischer Rechnung betra¨gt sogar
(27,8± 1,6)◦.
Die Einhu¨llende, welche in allen drei Ansa¨tze deutlich erkennbar ist, ist eine Folge
des nichtlinearen Verhaltens der Trajektorie: Die Anregung erfolgt zuna¨chst resonant,
wa¨hrend sich die Eigenfrequenz des Balkens mit zunehmender Auslenkung verschiebt.
Dies fu¨hrt zu einem Abklingen der Resonanzu¨berho¨hung und zu einer Vera¨nderung der
Phasenverschiebung2 zwischen aufgegebener Kraft und Auslenkung; die Amplitude der
Schwingung reduziert sich und die Eigenfrequenz des Balkens na¨hert sich wieder der
Antriebsfrequenz. Hierdurch entsteht das in Grafik 6.3a deutlich erkennbare Verhalten.
Um diese Interpretation zu validieren, werden lineare Vergleichsrechnungen mit allen
drei Ansa¨tzen durchgefu¨hrt. Es ist hierbei keine Einhu¨llende erkennbar, stattdessen
nimmt die Schwingungsamplitude aufgrund der fehlenden Da¨mpfung kontinuierlich zu3.
Die Verschiebung der Eigenfrequenz eines beidseitig eingespannten Biegebalkens unter
1Da sich die Phasenverschiebung u¨ber die Zeit einpendelt, wird sie anhand der Periode im letzten
Maximum der Einhu¨llenden ermittelt.
2Siehe zum Thema Phasenlage im getriebenen Oszillator auch Kapitel 2.3 oder die ga¨ngige Literatur
zur theoretischen Mechanik [z. B. Kuy10].
3Aufgrund der numerischen Da¨mpfungseigenschaft der Gla¨ttungsterme in der Newmark-Integration
stabilisiert sich die Amplitude nach ausreichend langer Simulationszeit bei einem konstanten Wert –
dieser Effekt ist allerdings nicht physikalisch.
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(a) 40 Schwingungsperioden im U¨berblick.






















(b) 4 Schwingungsperioden nahe dem Ende des Simulationszeitraums.
Abbildung 6.3.: Die Signalflusssimulation des beidseitig eingespannten Biegebalkens mit
periodischer Punktlast am Zentralknoten.
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Auslenkung ist in der Literatur bereits ausfu¨hrlich und mithilfe verschiedener Ansa¨tze
behandelt [z. B. Kaa+04; AWS13; TEF92; SWP08; Gre05].
Aus der Beschreibung im vorhergehenden Absatz wird deutlich, dass die Phasenver-
schiebungen der unterschiedlichen Ansa¨tze zur antreibenden Kraft mit der Einhu¨llenden-
amplitude variieren. Daher ist ein erga¨nzender quantitativer Vergleich der Periodendauern
T aller drei Ansa¨tze, trotz global vorgegebener Schwingungsfrequenz, interessant. Man fin-
det fu¨r die Periode im Maximum der letzten Einhu¨llenden Tfe = (1,154± 0,005)× 10−9 s,
Ttpwl = (1,174± 0,005)× 10−9 s und Tanalyt. = (1,159± 0,005)× 10−9 s. Hier liegen nun
FE-Rechnung und analytischer Ansatz deutlich dichter beieinander.
Zusammenfassend ist zu sagen, dass in den drei quantitativen Vergleichen (Maximalam-
plitude, Phasenlage und Periodendauer) jeweils zwei andere Simulationsansa¨tze besser
zusammenpassen. Das globale qualitative Verhalten ist fu¨r alle drei Ansa¨tze a¨hnlich. Es
folgen weitere Untersuchungen im na¨chsten Abschnitt.
6.1.5. Systemsimulation 2
Da eine periodische Antriebskraft die Oszillationsfrequenz des Systems vorgibt und dar-
u¨ber hinaus potenziell auch andere Freiheitsgrade des Systems limitiert, wird in einer
zweiten Systemsimulation das Verhalten eines ungetriebenen Oszillators untersucht. In
diesem Ansatz wird keine externe Kraft auf den beidseitig eingespannten Biegebalken
aufgegeben, stattdessen wird dieser mittig um 0,08µm vorausgelenkt und schwingen
gelassen – diese Auslenkung entspricht, aus Gru¨nden der Vergleichbarkeit, na¨herungsweise
der maximalen Schwingungsamplitude in der ersten erfolgreichen Systemsimulation. Die
weiteren Simulationsparameter, d. h. Gro¨ße und Anzahl der Zeitschritte, Ordnungsre-
duktions- und Integrationsparameter sowie Materialeigenschaften, werden unvera¨ndert
aus Abschnitt 6.1.4 u¨bernommen. Die Trainingsdaten bleiben ebenfalls unvera¨ndert. In
Grafik 6.4 sind FE-Referenzsimulation, analytischer Ansatz und TPWL-ROM fu¨r die
ersten zwei und die letzten vier Schwingungsperioden der Simulation aufgetragen.
Die Erwartung an die Rechnungen ist, dass die Amplituden aufgrund der Energieerhal-
tung konstant auf 0,08µm bleiben. Fu¨r den analytischen Ansatz ist dies, abgesehen von
numerischen Fehlern kleiner als 0,1 %, gegeben. In der TPWL-Simulation fa¨llt die Ampli-
tude dagegen monoton mit jeder Periode ab, dies geht aus der Analyse der Ergebnisdaten
und grafisch aus Abbildung 6.4b hervor. Die Ursache hierfu¨r sind die Gla¨ttungsterme in
der Newmark-Integration, welche einen geringen Da¨mpfungseffekt haben – die Abwei-
chung von der Ausgangsamplitude betra¨gt in der letzten Periode, also nach nahezu 10 000
Integrationen, ca. 7,5 %. Dieser Effekt ist auch in der FE-Simulation zu beobachten, in
welcher ebenfalls die Newmark-Integration verwendet wird. Im Unterschied zur TPWL-
Rechnung ist der Abfall der Amplitude hier nicht monoton. Die Ursache hierfu¨r ist aus
Abbildung 6.4a zu folgern: Die periodische Auslenkung in der FE-Rechnung ist mit
Oberschwingungen u¨berlagert, welche sich aufgrund der Newmark-Systematik u¨ber die
Zeit teilweise herausgla¨tten – hierdurch variiert das Maximum der Amplitude mit jeder
Oszillation. Ein weiterer Vergleich der Simulationen auf Grundlage der Amplituden ist
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(a) Die ersten 2 Schwingungen im Simulationsfenster.























(b) Die letzten 4 Schwingungen im Simulationsfenster.
Abbildung 6.4.: Die Signalflusssimulation des beidseitig eingespannten Biegebalkens mit
Vorauslenkung ohne aufgegebene Kraft anhand der Trajektorie des
Zentralknotens.
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daher nicht aussagekra¨ftig.
Eine zusa¨tzliche Beobachtung ist fu¨r die TPWL-Trajektorie mo¨glich: Hier u¨bersteigt
der Betrag der negativen Auslenkung den Startwert um ca. 7 % (0,0869µm) in der
ersten Schwingungsperiode (Grafik 6.4a). Dieser Effekt ist nicht physikalisch und kann
darauf zuru¨ckgefu¨hrt werden, dass der dem ersten Interpolationspunkt na¨chstgelegene
Trainingspunkt eine zu geringe Steifigkeit aufweist.
Es ist daru¨ber hinaus ersichtlich, dass die Schwingungsfrequenz fu¨r alle drei Simula-
tionsansa¨tze unterschiedlich ist. Dies wird bereits in der zweiten Schwingungsperiode
sichtbar (siehe Grafik 6.4a). Die Frequenz der TPWL-Trajektorie weicht deutlich von
den Schwingungsfrequenzen des FE-Modells und des analytischen Ansatzes ab, wa¨hrend
die Letztgenannten vergleichsweise nahe beieinanderliegen. Da die Simulationen frei von
Rauschen sind, ko¨nnen die Frequenzen mithilfe der Nulldurchga¨nge der Auslenkungen
bestimmt werden. Aufgrund der hohen Samplingrate und des kleinen Simulationszeit-
raums ist dieser Ansatz genauer als eine Fast Fourier Transformation (Abk. FFT). Da
die Schwingungsamplitude und somit auch die nichtlineare Oszillationsfrequenz aufgrund
der numerischen Da¨mpfung in FE- und TPWL-Rechnung u¨ber die Zeit abnehmen, wa¨re
eine FFT hierdurch zusa¨tzlich fehlerbehaftet.
Man findet mithilfe der Nulldurchga¨nge
• (9,39± 0,02)× 108 Hz bis (9,18± 0,02)× 108 Hz in der FE-Simulation,
• (9,76± 0,02)× 108 Hz bis (9,46± 0,02)× 108 Hz im TPWL-Ansatz,
• (9,37± 0,02)× 108 Hz im analytischen Ansatz.
Die Genauigkeit ergibt sich aus der Unscha¨rfe bedingt durch die Zeitschrittgro¨ße ∆t =
4,98× 10−12 s. Fu¨r FE- und TPWL-Ansatz ist jeweils die Frequenz zu Beginn und Ende
des Simulationsszeitraums angegeben.
Bezieht man sich bei der Interpretation der Resultate auf die erste Schwingungsperiode,
so stimmen FE-Simulation und analytischer Ansatz im Rahmen der Frequenzauflo¨sung
u¨berein. Die Abweichung von der TPWL-Rechnung betra¨gt etwa 4 %. Da sowohl TPWL-
als auch FE-Simulation u¨ber die Simulationszeit an Amplitude verlieren, nimmt die
Abweichung zwischen den beiden Frequenzen auf etwa 3 % ab. Da die Schwingungsfrequenz
der analytischen Simulation konstant bleibt, betra¨gt die Abweichung zur Frequenz der
FE-Simulation in der letzten simulierten Periode etwa 2 %. Eine deutliche Abweichung
von der linearen Eigenfrequenz flin = 8,04× 108 Hz ist fu¨r alle drei Simulationsansa¨tzen
gegeben.
Variation der Freiheitsgrade
Im na¨chsten Schritt wird untersucht, welchen Einfluss die Modifikation der TPWL-Para-
meter auf das Simulationsergebnis hat. Zuna¨chst wird hierzu die Anzahl der Freiheitsgrade
der POD-Ordnungsreduktion erho¨ht. In Grafik 6.5a sind die TPWL-Ergebnisse fu¨r 2, 5
und 8 DOF sowie zur Referenz das bereits diskutierte Ergebnis mit einem Freiheitsgrad
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und die FE-Trajektorie fu¨r die ersten beiden Oszillationsperioden aufgetragen. Zudem ist
in Abbildung 6.5b der Anfang der zweiten Perioden vergro¨ßert dargestellt, um qualitative
Effekte besser sichtbar zu machen – die erste Periode eignet sich hierfu¨r aufgrund von
Einschwingvorga¨ngen weniger gut.

























(a) Die ersten 2 Schwingungen im Simulationsfenster.





























(b) Beginn der zweiten Schwingung in Vergro¨ßerung.
Abbildung 6.5.: Die Trajektorie des Zentralknotens mit Vorauslenkung ohne aufgegebene
Kraft – Variation der POD-Freiheitsgrade.
Die theoretische Ho¨chstzahl an Freiheitsgraden ist gleich der Anzahl an Trainingspunk-
ten – in diesem Ansatz also 11. Es zeigt sich aber, dass die Simulation bereits bei der
Verwendung von 8 DOF (gru¨n) stark instabil wird und die FE-Trajektorie (schwarz) nicht
gut abbilden kann. Mathematisch kann dies mit einem Energieu¨bertrag in die ho¨heren
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Moden aufgrund einer starken Kopplung erkla¨rt werden. Ein Fazit hieraus ist, dass hohe
POD-Moden in der TPWL vernachla¨ssigt werden mu¨ssen, da deren Form zu spezifisch
ist und nur auf Trajektorien sehr nahe am Trainigsverlauf passt. Die Kopplungen an
diese Moden fu¨hren bei abweichenden Trajektorien daher zu dem physikalisch falschen
Energietransfer. Das heißt, die Anzahl der Freiheitsgrade, welche noch eine stabile Simu-
lation zulassen, kann durch komplexere Trainingstrajektorien und eine gro¨ßere Anzahl
an Snapshots gesteigert werden.
Bei der Rechnung mit 2 DOF (blau) zeigt sich, anders als im Ansatz mit einem
Freiheitsgrad, eine Abweichung von der Sinusschwingung aufgrund einer U¨berlagerung
durch die zweite Mode; die Schwingungsfrequenz bleibt nahezu unvera¨ndert (f2dof =
(9,69 ± 0,02) × 108 Hz). Die beste Anna¨herung an die FE-Trajektorie ergibt sich mit
5 DOF (rot). Dies zeigt sich zum einen in der Zunahme an Oberschwingungen, die dem
Verhalten der FE-Trajektorie a¨hneln, als auch bei der Bestimmung der Eigenfrequenz
f5dof = (9,14±0,02)×108 Hz, welche na¨her an der FE-Frequenz ffe = (9,39±0,02)×108 Hz
liegt als bei den anderen Parameterkombinationen.
Wie in den vorhergehenden Simulationen mit Newmark-Integration findet man fu¨r
alle Ansa¨tze in Abbildung 6.5 ein Abfallen der Amplitude u¨ber die Zeit und somit
auch ein Abfallen der Eigenfrequenz. Eine quantitative Auflistung hiervon und von den
Eigenfrequenzen der folgenden Rechnungen dieses Abschnitts ist in Anhang C in den
Ergebnistabellen C.1 und C.2 zu finden. Wie auch schon im obigen Abschnitt wird
daru¨ber hinaus aufgrund der großen qualitativen Unterschiede durch unterschiedliche
Oberschwingungen auf einen Vergleich der Amplituden verzichtet.
Variation der Interpolation mit einem POD-Freiheitsgrad
In den bisherigen Rechnungen wurden in der TPWL-Zeitintegration die Systemdaten des
na¨chstgelegenen Trainingspunktes verwendet. In den Graphen 6.6a und 6.6b sind nun
gewichtete und vektorielle Interpolation (siehe Abschnitt 5.3.1) einander gegenu¨berge-
stellt. Fu¨r beide Methoden wird die Anzahl aktiver Systeme nas auf Basis eines POD-
Freiheitsgrads variiert. Zur besseren qualitativen Analyse ist hier wieder eine vergro¨ßerte
Darstellung des Anfangs der zweiten Periode gewa¨hlt.
Es zeigt sich fu¨r beide Interpolationsmethoden, dass die Anzahl aktiver Systeme einen,
im Vergleich zur Anzahl Freiheitsgrade, geringen Einfluss auf das Simulationsergebnis
hat. Es ist daru¨ber hinaus keine klare Konvergenz der Trajektorie erkennbar – die
Eigenfrequenzen nehmen mit steigendem nas zuna¨chst ab und dann wieder zu (siehe
Ergebnistabellen in Anhang C). Der quantitative Einfluss von nas auf die Rechnung mit
vektorieller Interpolation ist insgesamt etwas gro¨ßer – eine qualitative Beeinflussung der
Trajektorie ist in beiden Interpolationsansa¨tzen nicht zu beobachten.
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TPWL (1 DOF, 1 AS)
TPWL (1 DOF, 2 AS)
TPWL (1 DOF, 3 AS)
TPWL (1 DOF, 5 AS)
TPWL (1 DOF, 11 AS)
(a) Gewichtete Interpolation.























TPWL (1 DOF, 1 AS)
TPWL (1 DOF, 2 AS)
TPWL (1 DOF, 3 AS)
TPWL (1 DOF, 5 AS)
TPWL (1 DOF, 11 AS)
(b) Vektorielle Interpolation.
Abbildung 6.6.: Die Trajektorie des Zentralknotens mit Vorauslenkung ohne aufgegebene
Kraft – Variation der Anzahl aktiver Systeme mit 1 DOF. Beginn der
zweiten Schwingung. AS steht fu¨r Aktive Systeme.
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Variation der Interpolation mit fu¨nf POD-Freiheitsgraden und Bewertung der
Parameterkonstellationen
Die Berechnungen aus dem vorhergehenden Absatz werden mit 5 POD-Freiheitsgraden
wiederholt. Die Resultate sind in Abbildung 6.7 und in den Ergebnistabellen in Anhang C
dargestellt. Im Gegensatz zu den obigen Rechnungen ist nun ein Einfluss von nas auf
die qualitative Ausbildung der Trajektorie zu erkennen – dies gilt insbesondere fu¨r den
vektoriellen Interpolationsansatz.






















TPWL (5 DOF, 1 AS)
TPWL (5 DOF, 2 AS)
TPWL (5 DOF, 3 AS)
TPWL (5 DOF, 5 AS)
TPWL (5 DOF, 11 AS)
(a) Gewichtete Interpolation.






















TPWL (5 DOF, 1 AS)
TPWL (5 DOF, 2 AS)
TPWL (5 DOF, 3 AS)
(b) Vektorielle Interpolation.
Abbildung 6.7.: Die Trajektorie des Zentralknotens mit Vorauslenkung ohne aufgegebene
Kraft – Variation der Anzahl aktiver Systeme mit 5 DOF. Beginn der
zweiten Schwingung.
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Bei der gewichteten Interpolation ist bis zu nas = 5 eine monotone Verschiebung
der Trajektorie erkennbar, das Resultat mit nas = 11 dagegen ist nahezu identisch zur
Simulation mit nas = 1 – eine Konvergenz tritt also nicht auf. In Bezug auf Grafik 6.7b
passen die Resultate mit vektorieller Interpolation qualitativ besser zur FE-Rechnung.
Hier ist auch der Einfluss von nas gro¨ßer als im gewichteten Interpolationsansatz. Die
Ansa¨tze mit nas = 2, 3 unterscheiden sich qualitativ vergleichsweise stark vom Ansatz mit
nas = 1 und stimmen auch besser mit der FE-Trajektorie u¨berein, allerdings ist zwischen
nas = 2 und nas = 3 nur schwer ein Favorit zu benennen.
Das Ausbleiben einer Konvergenz mit steigender Anzahl aktiver Systeme in der ge-
wichteten Interpolation ist darauf zuru¨ckzufu¨hren, dass die zusa¨tzlich herangezogenen
Systeme zunehmend weit vom Interpolationspunkt entfernt sind und das Ergebnis je nach
Lage potenziell sogar verschlechtern. Es gibt hier folglich ein Optimum fu¨r nas, welches
abha¨ngig von den Trainingspunkten ist. In Systemen mit sehr vielen, geeignet gewa¨hlten
Snapshots ist zu erwarten, dass das Ergebnis der TPWL-Simulation durch steigendes nas
verbessert werden kann.
Da die vektorielle Interpolation mit nas > 3 instabil wird, sind in Abbildung 6.7b
nur die Resultate fu¨r 1, 2 und 3 aktive Systeme aufgetragen. Allerdings tritt auch bei
der Simulation mit 3 aktiven Systemen nach ausreichend vielen Integrationszyklen eine
Systeminstabilita¨t auf, dies geht aus Grafik 6.8 hervor. Die Ursache fu¨r die instabile Simu-
lation ist numerisch und bedingt durch zu viele linear abha¨ngige Vektoren q˜i := (qi − q1),
i = 2, . . . ,nas in der Vektormatrix (q˜2, . . . q˜nas), welche zur Bestimmung der Vorfaktoren
aus Gleichung (5.13) invertiert wird. Dieses Problem kann zwar auch bei einem einzelnen
POD-Freiheitsgrad auftreten, allerdings ergeben sich in Rechnungen mit 5 POD-DOF
zusa¨tzliche (ggf. numerische) Nullzeilen in der Abstandsbestimmung, da in Training und
TPWL-Simulation in erster Linie eine einzelne Richtung angeregt wurde.
Betrachtet man die Herleitungen in Abschnitt 5.3.1, so wird deutlich, dass die vek-
torielle Interpolation ihr Optimum bei nas = ndof + 1 erreichen sollte, da neben dem
Aufpunktsvektor q1 aus Gleichung (5.13) genau ndof linear unabha¨ngige Vektoren zur
Abbildung von qI beno¨tigt werden. Durch die na¨chstgelegenen Trainingspunkte kann
allerdings nicht garantiert werden, dass die Vektoren (qi − q1), i = 2, . . . ,nas linear unab-
ha¨ngig sind, daher muss ein Algorithmus zur Sicherstellung der linearen Unabha¨ngigkeit
in die Simulation implementiert werden. Denkbar wa¨re die Bestimmung der linearen
Abha¨ngigkeiten zwischen den Trainingspunkten im Vorfeld der Simulation. Die Imple-
mentierung eines Algorithmus ist nicht aufwendig, allerdings zeigt sich hierdurch eine
deutliche Erho¨hung der Rechenzeit, deshalb wurde hierauf im weiteren Verlauf der Arbeit
verzichtet – fu¨r eine Optimierung an dieser Stelle sei auf zuku¨nftige Arbeiten verwiesen.
In einer quantitativen Bewertung wird zuna¨chst die Schwingungsfrequenz des Balkens
betrachtet. Die beste U¨bereinstimmung mit der FE-Rechnung ffe = (9,39±0,02)×108 Hz
ergibt sich fu¨r die vektorielle Interpolation mit 5 Freiheitsgraden und 2 aktiven Systemen
mit f5dof,2as = (9,24± 0,02)× 108 Hz. Diese Aussage ist allerdings nur fu¨r den Beginn des
Simulationszeitraums gu¨ltig, denn die Frequenz in der FE-Rechnung fa¨llt u¨ber die Zeit
auf ffe = (9,18± 0,02)× 108 Hz ab, wa¨hrend die Frequenz in der TPWL-Rechnung sogar
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TPWL (5 DOF, 1 AS)
TPWL (5 DOF, 2 AS)
TPWL (5 DOF, 3 AS)
Abbildung 6.8.: Die Trajektorie des Zentralknotens mit Vorauslenkung ohne aufgegebene
Kraft – Variation von nas fu¨r die vektorielle Interpolation mit 5 DOF.
Darstellung der letzten 4 Schwingungen im Simulationsfenster.
etwas ansteigt – hier findet man f5dof,2as = (9,44± 0,02)× 108 Hz. Die Ursache ist, dass
sich die Oberschwingungen in der TPWL-Simulation nicht so stark herausgla¨tten wie in
der FE-Simulation und die Amplitude weniger abnimmt. Die Zunahme der Frequenz ist
unphysikalisch. Weitere Werte sind in den Tabellen C.1 und C.2 aufgefu¨hrt.
Aus dem vorhergehenden Absatz wird gefolgert, dass ein Vergleich der Schwingungsfre-
quenz fu¨r eine quantitative Bewertung der Parameterkonstellationen nicht ausreichend
ist und zusa¨tzlich deren A¨nderung u¨ber die Zeit ∆f genauer betrachtet werden muss.
Diese betra¨gt in der FE-Rechnung (21± 4)× 106 Hz. In der gewichteten Interpolation
nimmt ∆f mit steigendem nas zu. Anhand der Tabellen C.3 und C.4 zeigt sich, dass alle
Rechnungen mit einem aktiven System und in der vektoriellen Interpolation zusa¨tzlich
die Systeme mit nas = 2, 5 bei ndof = 2 eine gute U¨bereinstimmung liefern (Ansa¨tze mit
nas = 11 werden aufgrund der bisherigen Diskussion nicht weiter betrachtet).
Das dritte quantitative Bewertungskriterium, welches verwendet wird, ist die Schwin-
gungsamplitude. Es zeigt sich, dass die TPWL-Trajektorien in der ersten Schwingung
den Wert der Vorauslenkung von 0,08µm u¨bersteigen – dies ist unphysikalisch und wurde
bereits weiter oben in der Diskussion mit einem POD-DOF erkannt. Fu¨r ndof > 1 ist
dieses Verhalten allerdings nicht mehr so signifikant (siehe Tabellen C.5 und C.6). Man
erkennt, dass die Anfangsamplitude, mit Ausnahme der instabilen Simulationen, mit
zunehmendem nas steigt. In der gewichteten Interpolation ergibt sich durch eine Erho¨hung
von ndof eine Anna¨herung an die FE-Simulation, auch wenn der Wert nicht ganz erreicht
wird. In der vektoriellen Interpolation ist das Verhalten nicht eindeutig, hier wirken
sich die Instabilita¨ten zu stark aus. Insgesamt zeigt sich, dass ∆f mit sinkender Aus-
gangsamplitude ebenfalls abnimmt. Dies entspricht den Erwartungen an die nichtlineare
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Mechanik. Es sei an dieser Stelle noch einmal darauf hingewiesen, dass die Amplituden
aufgrund der Oberschwingungen schwanken und sich daher nur mit eingeschra¨nkter
Genauigkeit bestimmen lassen. Zum Vergleich: In der FE-Simulation betragen erste und
letzte Auslenkung 0,0796µm bzw. 0,0759µm.
6.1.6. Erkenntnisse aus den ersten Machbarkeitstests und
Folgerungen
Die grundlegende Funktionalita¨t der TPWL-Methode auf Basis einer POD in dynami-
schen Systemrechnungen konnte anhand von zwei unterschiedlichen Simulationsansa¨tzen
(getriebener und ungetriebener Oszillator) auf Basis eines gemeinsamen Systemtrainings
mit nur 11 Trainingspunkten erfolgreich gezeigt werden. Qualitativ konnte durch beide
Ansa¨tzen das nichtlineare Verhalten abgebildet werden; fu¨r einige Parameterkombinatio-
nen traten Instabilita¨ten auf. Ein vollsta¨ndiger U¨berblick u¨ber die Resultate ist in den
Tabellen in Anhang C zu finden.
Getriebener Oszillator: Rechnungen wurden mit ndof = 1, nas = 1 und unter Ver-
wendung des na¨chstgelegenen Trainingspunkts ohne Interpolation durchgefu¨hrt. Die
Maximalamplituden der Einhu¨llenden wichen in der Simulation um weniger als 1% von
den Maximalamplituden der FE-Rechnung ab – die Abweichung von der analytischen
Rechnung betrug etwa 3,5%. In Bezug auf die Phasenverschiebung zwischen den Schwin-
gungen lagen TPWL-Rechnung und analytischer Ansatz mit (6,2±1,6)◦deutlich na¨her
zusammen als FE- und TPWL-Trajektorie mit (21,7±1,6)◦. Die Phasenverschiebung
zwischen FE-Kalkulation und analytischer Rechnung betrug (27,8±1,6)◦.
Ungetriebener Oszillator: Mit diesem System wurden die bestmo¨glichen Parameter-
kombinationen (Anzahl aktiver Systeme in der Interpolation, Anzahl Freiheitsgrade der
Ordnungsreduktion, Interpolationsverfahren) in Simulationsreihen identifiziert. Die besten
Resultate konnten fu¨r 2 bis 5 Freiheitsgrade (ndof) erzielt werden. Der Ansatz mit einem
Freiheitsgrad konnte Oberschwingungen, welche in der FE-Rechnung zu erkennen waren,
nicht abbilden; ndof > 5 fu¨hrte zu Systeminstabilita¨ten. Fu¨r die Anzahl aktiver Systeme
nas konnte in der gewichteten Interpolation kein bevorzugter Wert ermittelt werden –
hier ergaben 1-3 aktive Systeme qualitativ und quantitativ die besten Ergebnisse. Ein
signifikanter qualitativer Einfluss von nas wurde nur fu¨r die vektorielle Interpolation
beobachtet, hier war bei nas gro¨ßer 2 ein instabiles Systemverhalten zu beobachten. Die
insgesamt qualitativ beste Parameterkombination ergab sich fu¨r ndof = 5, nas = 2 bei
vektorieller Interpolation. Das quantitativ beste Resultat in Bezug auf die Schwingungs-
frequenz in der ersten Schwingung konnte fu¨r die gleichen Parameter erzielt werden.
Es ergab sich f5dof,2as = (9,24 ± 0,02) × 108 Hz gegenu¨ber ffe = (9,39 ± 0,02) × 108 Hz
in der FE-Rechnung. Zum Ende des Simulationszeitraums nahm die Abweichung zu.
Zum Vergleich: Mithilfe von Gleichung (3.36) wurden 6 DOF fu¨r eine Nachbildung der
Trainingstrajektorie mit 99,9 % U¨bereinstimmung abgescha¨tzt. Der Grenzwert von 99,9 %
eignet sich daher gut zur Abscha¨tzung von ndof in weiteren Rechnungen.
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Die Ursache fu¨r die Instabilita¨ten bei der vektoriellen Interpolation konnte durch
linear abha¨ngige aktive Systeme begru¨ndet werden. Bei der Wahl von nas muss folglich
beru¨cksichtigt werden, wie viele Singula¨rmoden in der TPWL-Simulation voraussichtlich
angeregt werden.
Durch das geringe Sampling war unphysikalisches Verhalten zu beobachten; z. B.
ein U¨berschreiten der Vorauslenkung und somit eine Energieproduktion in der ersten
Schwingung, da die Interpolation zu geringe Werte fu¨r die Balkensteifigkeit ergab. Dies
galt fu¨r alle Parameterkombinationen. Daher ist eine quantitative Hierarchie bzgl. der
Parameterkombinationen nur eingeschra¨nkt mo¨glich; dies gilt aufgrund des beobachteten
Verhaltens insbesondere fu¨r einen Vergleich der Amplituden.
Die grundlegenden Schlussfolgerungen dieses Abschnitts in Bezug auf die Parameter-
auswahl, welche in den na¨chsten Abschnitten beru¨cksichtigt werden, sind:
• Oberschwingungen verschwinden bei zu wenigen Freiheitsgraden in der Ordnungs-
reduktion.
• Die vektorielle Interpolation sollte nur bei ausreichend vielen Freiheitsgraden ver-
wendet werden.
• Die gewichtete Interpolation sollte nur bei ausreichend vielen Snapshots verwendet
werden.
• Die Gesamtzahl mo¨glicher Freiheitsgrade ist deutlich geringer als die Anzahl Snaps-
hots und abha¨ngig von der Komplexita¨t der Trainingssimulation.
• Die Anzahl aktiver Systeme sollte gering gehalten werden. Es muss gelten: nas 
ndof .
• Durch Erho¨hung der Anzahl aktiver Systeme ist nur bei ausreichend vielen Snapshots
um die Interpolationspunkte mit einer Verbesserung der Resultate zu rechnen.
• Die vektorielle Interpolation ist anfa¨lliger fu¨r Instabilita¨ten als die gewichtete
Interpolation.
• In der vektoriellen Interpolation sollte nas ≤ 1+“Anzahl angeregter Moden“ gelten.
• Liegt die Simulation außerhalb des durch das Training abgedeckten Bereiches, kann
dies zu unphysikalischen Effekten und instabilem Verhalten fu¨hren.
• Zur Abscha¨tzung von ndof fu¨r eine repra¨sentative TPWL-ROM-Rechnung, sollte
Gleichung (3.36) etwa 99,9 % ergeben.
Der interessierte Leser findet in Anhang D erga¨nzend eine TPWL-Rechnung des
einseitig eingespannten Biegebalkens. In diesem System tritt kein Stress-Stiffening auf,
solange nur eine Kraft senkrecht zum Balken aufgegeben wird. Erst durch eine zusa¨tzliche
La¨ngskraft entsteht eine Streckbiegung. Dieses ebenfalls sehr einfach gehaltene System
erga¨nzt die grundlegenden Untersuchungen zur TPWL-Methodik aus diesem Abschnitt.
Es wurde gezeigt, dass eine statische TPWL-Simulation im Vergleich zu einer transienten
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TPWL-Simulation ein umfangreicheres Systemtraining erfordert. Dies konnte dadurch
erkla¨rt werden, dass sich der Einfluss durch die Quantisierung der Trainingsdaten in der
transienten Simulation u¨ber die Zeit herausmittelt – in einer statischen Simulation ist
dies nicht der Fall. Es wurde zudem auf [Mar13] verwiesen. Dort wurde gezeigt, dass
Tra¨gheitseffekte in transienten Trainingsdaten ggf. zu Abweichungen im Ergebnis fu¨hren,
wenn diese in einer statischen Simulation verwendet werden.
6.2. Die TPWL anhand eines perforierten
Einmassenschwingers
Fu¨r einen Schritt hin zu komplexeren Systemen, wird die TPWL-Methodik anhand eines
Einmassenschwingers getestet. Hierbei wird eine Masse verwendet, welche analog zu
MEMS-Drehratensensoren mit einer perforierten Struktur versehen ist.
Sowohl in Abschnitt 6.1, als auch in Anhang D wurde die Systemsimulation gegenu¨ber
dem Systemtraining modifiziert, indem die Antriebsamplitude der anregenden Kraft ver-
ringert bzw. anstatt der Anregung eine Vorspannung aufgegeben wurde. In diesem Kapitel
wird nun gepru¨ft, wie gut eine Referenzsimulation mit der TPWL-POD abgebildet werden
kann, wenn sich die Anregung auch qualitativ vera¨ndert. Daru¨ber hinaus wird die TPWL
auf Basis einer MSP durchgefu¨hrt und das Resultat mit den TPWL-POD-Rechnungen
verglichen. Weiterhin wird wird die Rechenzeitersparnis in der Systemsimulation durch
den TPWL-Ansatz diskutiert.
Die hier aufgefu¨hrten Resultate wurden bereits in [Dor+14b] vero¨ffentlicht.
6.2.1. Modellgeometrie und Systemtraining
Die Geometrie in Grafik 6.9a wird im FE-Tool modelliert. Die Aufha¨ngung der perfo-
rierten Masse erfolgt an einfachen Balken anstatt an U-Federn. Dies fu¨hrt, gema¨ß den
Ausfu¨hrungen in Kapitel 4.3, zu einem stark nichtlinearen Systemverhalten bei Auslen-
kungen in der Ebene. Die Abmessungen der Masse sind 400µm×400µm, sie wird mit
Balkenelementen, d. h. mit 7 Freiheitsgraden je Knoten, bei insgesamt ca. 1 700 Knoten
vernetzt. Eine Systemgu¨te von Q > 1 000 sowie die Materialparameter von Polysilizium
werden verwendet, um das Hochgu¨teverhalten handelsu¨blicher Drehratensensoren an-
zuna¨hern. Das Modell wird daru¨ber hinaus so aufgebaut, dass die erste Eigenfrequenz
2,51× 104 Hz a¨hnlich zur Antriebsfrequenz aktueller MEMS-Gyroskope ist. Die Frequenz
der zweiten Mode betra¨gt 6,63× 104 Hz.
Im Systemtraining werden zwei Sinuskra¨fte mit je 10µN Amplitude entlang der ersten
beiden Eigenmoden (siehe Grafiken 6.9b und 6.9c) aufgegeben – als Kraftangriffspunkt
dient der Massenmittelpunkt. Die Antriebsfrequenzen sind hierbei die linearen Eigen-
frequenzen der beiden Moden. Es werden 5 Antriebsperioden der ersten Anregung mit
je 40 Zeitschritten pro Periode simuliert. Zu jedem Zeitschritt werden Trainingsdaten
exportiert – es ergeben sich insgesamt 200 Snapshots.
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y
x
(a) Die Geometrie mit (rot) Kraftangriffspunkt und
(blau) Substratanbindungen.
(b) Erste lineare Eigenmode, die Eigenfre-
quenz betra¨gt 2,51× 104 Hz.
(c) Zweite lineare Eigenmode, die Eigenfre-
quenz betra¨gt 6,63× 104 Hz.
Abbildung 6.9.: Testsystem zur Validierung der TPWL-Methodik: perforierter
Einmassenschwinger.
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6.2.2. TPWL-POD-Systemsimulation und Auswertung
Als Systemsimulation wird eine Rechnung mit 10 000 Zeitschritten gewa¨hlt. Hierbei wird,
um einen qualitativen Unterschied zum Systemtraining zu erhalten, nur noch die erste
Eigenmode periodisch mit ihrer linearen Eigenfrequenz und 5µN Amplitude angetrieben.
Zeitschrittgro¨ße und alle weiteren Parameter werden aus dem Systemtraining u¨bernommen.
Das Sampling ist somit geringer als in den Systemsimulationen aus Abschnitt 6.1 – fu¨r
einen Vergleich von FE-Simulation und TPWL ist diese Genauigkeit ausreichend.
Im ROM-Ansatz wird das System auf 5 POD-Freiheitsgrade reduziert. Die Interpolation
erfolgt mit nas = 2, sowohl fu¨r den gewichteten als auch fu¨r den vektoriellen Ansatz.
In Abbildung 6.10a sind die ersten 25 Schwingungsperioden fu¨r die drei Modelle (FE-
Simulation, TPWL mit gewichteter und vektorieller Interpolation) gegenu¨bergestellt – das
nichtlineare Schwingungsverhalten ist qualitativ wieder klar erkennbar. In Grafik 6.10b
ist zudem eine Schwingungsperiode vom Ende des Simulationsfensters aufgetragen. Hier
ist deutlich zu sehen, dass vektorielle und gewichtete Interpolation sehr nahe beieinan-
derliegen.
Betrachtet man die TPWL-Resultate und vergleicht diese mit der FE-Referenzrechnung,
so findet man eine Abweichung zwischen den Maximalamplituden4 von ≤6,89 % mit
gewichteter und ≤6,33 % mit vektorieller Interpolation. Das Resultat des vektoriellen
Ansatzes liegt, mit einem Unterschied von ca. 0,56 Prozentpunkten, geringfu¨gig na¨her an
der FE-Referenz. Die Phasenverschiebung zwischen den TPWL-Rechnungen und der FE-
Referenz betra¨gt weniger als 9◦ und ist damit geringer als die Phasenauflo¨sung, welche
durch die Samplingrate gegeben ist. Die Berechnungszeit konnte von mehreren Stunden
in der FE-Simulation auf ca. 15 Sekunden im TPWL-ROM reduziert werden – dies
entspricht einem Faktor > 103.
In einer zweiten Simulation wird die Rechnung mit 10 POD-DOF wiederholt – man
findet eine Abweichung zu den Maximalamplituden der FE-Rechnung von ≤6,57 %
mit gewichteter und ≤6,05 % mit vektorieller Interpolation. Dies ist eine geringfu¨gige
Verbesserung zum oben beschriebenen Resultat. Aufgrund der doppelten Anzahl an
Freiheitsgraden ist die Rechenzeit ca. um den Faktor 2,5 gro¨ßer.
In einem weiteren Ansatz zeigt sich, dass Rechnungen mit ndof = 2 instabil sind,
wa¨hrend dies fu¨r alle weiteren ndof ≤ 10 nicht der Fall ist – dies ist auffa¨llig und wird im
na¨chsten Abschnitt genauer betrachtet.
Wie in Kapitel 5.2.2 ausgefu¨hrt, kann die TPWL-Methodik auch mit den vollsta¨ndigen,
nicht ordnungsreduzierten, Systemmatrizen durchgefu¨hrt werden. Das Resultat hiervon
kann als ideale Obergrenze der ordnungsreduzierten Rechnung interpretiert werden. Man
findet hierbei, ebenfalls mit nas = 2, bei einem Vergleich der Maximalamplituden eine
Abweichung zur FE-Rechnung von 5,00 % bzw. 4,99 % fu¨r gewichtete und vektorielle
Interpolation. Dieses Resultat ist nur geringfu¨gig besser als die ordnungsreduzierte
Rechnung. Die Rechenzeit ist hierbei um einen Faktor > 10 gegenu¨ber der FE-Rechnung
reduziert.
4Die Maximalamplitude ist hierbei die Amplitude im Maximum der Einhu¨llenden.
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(a) Die ersten 25 Schwingungsperioden.

















(b) Eine Schwingungsperiode am Ende des Simulationsfensters.
Abbildung 6.10.: Die Signalflusssimulation des perforierten Einmassenschwingers mit
periodischer Punktlast am Zentralknoten.
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Dem aufmerksamen Leser kann eine Abweichung zu den Resultaten in [Dor+14b]
aufgefallen sein. Hintergrund ist, dass in der genannten Quelle nur positive Auslenkungen
bei der Auswertung betrachtet wurden – im vorliegenden Abschnitt wurden die Betra¨ge
der Amplituden untersucht.
6.2.3. TPWL-MSP-Systemsimulation und Auswertung
Erga¨nzend zu den TPWL-POD-Rechnungen werden TPWL-Simulationen in Kombination
mit der MSP untersucht. Die Trainingsdaten hierfu¨r werden aus dem vorhergehenden
Abschnitt u¨bernommen – auch die Eingangsparameter der Systemsimulation bleiben
unvera¨ndert.
Zuna¨chst ein kurzer Vergleich der Eigenmoden: Die ersten beiden linearen Eigenvek-
toren sind nahezu identisch zu den ersten beiden Singula¨rvektoren – dies ist durch die
entsprechende Anregung im Systemtraining bedingt. Quantitativ gilt fu¨r die Norm des
Differenzvektors (Einheitsvektoren) ‖vpod,i − vmsp,i‖ < 0,0075 fu¨r i = 1, 2 – die Vektoren
weichen also um weniger als 1 % voneinander ab. Fu¨r ho¨here Moden ist die Abweichung
bedeutend gro¨ßer – ein quantitativer Vergleich von Eigenvektoren und Singula¨rvektoren
ist nicht mehr aussagekra¨ftig.
Es zeigt sich, dass die MSP-ROM-Rechnungen fu¨r alle gepru¨ften Kombinationen von
nas und ndof fu¨r ndof > 1 instabil sind. Fu¨r ndof = 2 ist dies nicht u¨berraschend, da auch
das POD-ROM mit ndof = 2 instabil ist (siehe Abschnitt 6.2.2) und vpod,i ≈ vmsp,i fu¨r
i = 1, 2 gilt.
Das instabile Systemverhalten ist entscheidend dadurch begru¨ndet, dass die Schwingung
in der Simulation nahezu ausschließlich entlang der ersten (linearen) Eigenmode des
Einmassenschwingers erfolgt – die Snapshots beinhalten aber Auslenkungen, welche
sich nur als Superposition mehrerer Eigenvektoren darstellen lassen. Bei der Auswahl
der Trainingsdaten im Interpolationsalgorithmus werden fu¨r ndof > 1 mehrere modale
Richtungen beru¨cksichtigt um die na¨chstgelegenen Snapshots zu bestimmen. Dies kann
zu einer ungu¨nstigen Selektion fu¨hren, da die na¨chstgelegenen Trainingspunkte auch in
weitere modale Richtungen ausgelenkt sind und Oszillationen in diese Richtungen dann
durch Kopplungen zwischen den Moden angeregt werden. Allgemeiner gesprochen gilt,
dass Snapshots außerhalb der Bewegungsebene liegen ko¨nnen. Die Anteile außerhalb der
Ebene werden bei der Interpolation nicht unbedingt herausgemittelt – ein umfangreicheres
Systemtraining ist in einem solchen Fall erforderlich.
Entscheidend sind nun zwei Dinge: Erstens wird in den TPWL-POD-Rechnungen der
Einfluss dieses Effekts fu¨r ausreichend großes ndof besser kompensiert, da die Singula¨rmo-
den aus der Trainingstrajektorie heraus ermittelt werden und somit Informationen u¨ber
nichtlineare Auslenkungen beinhalten. Zweitens fu¨hrt die Reduktion der nichtlinearen
Matrizen mithilfe von MSP-Vektoren, welche aus der linearen Steifigkeitsmatrix bestimmt
werden, zu zusa¨tzlichen unphysikalischen Kopplungen zwischen den linearen Moden. Diese
ko¨nnen die Simulation destabilisieren – die Kopplungen zwischen den Singula¨rmoden
entstammen dagegen einer physikalischen, nichtlinearen Trajektorie.
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Zur Validierung dieser Thesen werden in einem zweiten heuristischen Ansatz die Trai-
ningspunkte in der Interpolation nur mithilfe der ersten modalen Koordinate ausgewa¨hlt,
es ist nas = 2 fu¨r verschiedene ndof . Der gewichtete Interpolationsansatz bleibt in diesem
Ansatz weiterhin instabil, fu¨r das vektorielle Schema findet man dagegen sehr gute
Ergebnisse in Bezug auf die Maximalamplitude (siehe Tabelle 6.1). Insgesamt stellt
sich allerdings eine gro¨ßere Phasenverschiebung zur FE-Referenzsimulation ein als im
POD-ROM – dies gilt auch fu¨r die Einhu¨llendenfunktion (siehe fu¨r ndof = 5 Grafik 6.11).
Gewichtete Interpolation (instabil)
1 DOF 2 DOF 5 DOF 10 DOF
18,74 % 23,55 % 25,46 % 32,54 %
Vektorielle Interpolation
1 DOF 2 DOF 5 DOF 10 DOF
2,07 % 5,92 % 1,57 % 1,41 %
Tabelle 6.1.: Abweichung zwischen den Maximalamplituden von TPWL-Rechnung und
FE-Referenzsimulation. Abstandsbestimmung in den Interpolationsschemas
mit nas = 2 heuristisch modifiziert.




















Abbildung 6.11.: Signalflusssimulation des Einmassenschwingers – TPWL-ROM mit MSP,
ndof = 5, nas = 2, heuristisch modifizierte vektorielle Interpolation.
Darstellung der Phasenverschiebung zur FE-Rechnung.
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6.2.4. Folgerungen aus der Untersuchung des Einmassenschwingers
In diesem Kapitel wurde ein perforierter Einmassenschwinger mithilfe der TPWL-Metho-
dik simuliert. Dieses System ist komplexer als der beidseitig eingespannten Biegebalken
und ist als Zwischenschritt auf dem Weg zur Simulation vollsta¨ndiger MEMS-Gyroskope
zu verstehen. Im Fokus stand eine qualitative A¨nderung der Bewegungsform gegenu¨ber der
Trainingssimulation und ein Vergleich von POD und MSP in der TPWL. Die Erkenntnisse
bzgl. der Methodik aus Abschnitt 6.1 konnten hierbei besta¨tigt werden.
Ein eindeutiger Favorit in Bezug auf die Interpolationsmethodik war in diesem Test-
system, trotz geringfu¨gig besserer Resultate auf Basis der vektoriellen Interpolation,
nicht identifizierbar. Die FE-Referenzsimulation konnte im TPWL-ROM mithilfe der
vektoriellen Interpolationsmethodik und 5 POD-DOF mit einer maximalen Abweichung
von 6,33 % (in Bezug auf die Maximalamplituden) abgebildet werden – die gewichtete
Interpolation erzielte eine maximale Abweichung von 6,89 %. Die Wahl von nas = 2 zeigte
sich auch in diesem Testsystem als ausreichend. Die beobachtete Phasenabweichung
lag mit <9◦ innerhalb der durch das Sampling bedingten Auflo¨sung. Die Rechenzeit
konnte hierbei um einen Faktor > 103 gegenu¨ber der FE-Rechnung reduziert werden.
Mithilfe der TPWL-Methodik ohne Ordnungsreduktion ließ sich die Abweichung der
Maximalamplituden auf ≤ 4,99 % verbessern – die Rechenzeit wurde hierbei gegenu¨ber
der FE-Rechnung um einen Faktor > 10 reduziert.
Instabiles Verhalten konnte fu¨r ndof = 2 beobachtet werden. Dieses konnte durch
die qualitative A¨nderung der Last gegenu¨ber dem Systemtraining und die Systematik
der Interpolationsmethodik erkla¨rt werden: Die nicht aktiv angeregten Auslenkungen
der Snapshots und die damit vera¨nderten Steifigkeiten in die senkrecht zum Antrieb
gelegenen Richtungen fu¨hrten zu einem ungewu¨nschten Aufschwingen aufgrund von
Kopplungen zwischen den Moden. Dieser Effekt mittelte sich in der TPWL-POD fu¨r
ndof > 2 heraus. In der Anwendung der TPWL-Methodik zusammen mit einer MSP-
basierten Ordnungsreduktion trat fu¨r ndof > 2 keine Kompensation auf, da Eigenvek-
toren, anders als Singula¨rvektoren, keine Information u¨ber nichtlineare Auslenkungen
beinhalten und das nichtlineare Verhalten daher nicht ausreichend beschreiben ko¨nnen.
Zudem gibt es in der TPWL-MSP zusa¨tzliche unphysikalische Kopplungen zwischen
den Moden durch die gemeinsame Verwendung linearer Eigenvektoren und nichtlinearer
Steifigkeiten – die Kopplungen der Singula¨rvektoren entstammen physikalischen, nicht-
linearen Trajektorien. Auch bei Verwendung eines intelligenten Auswahlschemas der
Snapshots in der Integration bei der TPWL-MSP-Rechnung, in welchem Auslenkungen
außerhalb der Bewegungsebene ignoriert wurden, waren die Ergebnisse schlechter als im
TPWL-POD-Ansatz. Als Fazit folgt daher, dass die MSP, zumindest in vergleichbaren
Systemen, kein geeignetes Ordnungsreduktionsverfahren fu¨r die TPWL-Methodik ist.
Weitere mo¨gliche Strategien zur Vermeidung von instabilem Verhalten sind ein um-
fangreicheres Systemtraining und eine angepasste Trainingstrajektorie. Es gilt als Fazit:
Die Trainingstrajektorie ist entscheidend fu¨r eine erfolgreiche TPWL-Simulation.
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6.3. Untersuchung einer stark nichtlinearen
Sensorgeometrie
Auf die Testsysteme in den Abschnitten 6.1 und 6.2 aufbauend, wird die TPWL-Methodik
an einem vollsta¨ndigen Drehratensensor getestet – die bisherigen Erkenntnisse werden
beru¨cksichtigt. Es bietet sich wieder an eine nichtlinear ausgelegte Sensormechanik zu
verwenden, um die Mo¨glichkeiten des nichtlinearen Simulationsverfahrens zu u¨berpru¨fen.
Hierzu wird auf die Geometrie aus [Keh14a] zuru¨ckgegriffen, welche zur Detektion von
Ωx-Drehraten im Rahmen der Untersuchung von Nichtidealita¨ten vorgestellt wurde.
Neben einem Vergleich von transienter TPWL-Simulation und FE-Referenzrechnung
werden in diesem Abschnitt auch Singula¨rmoden und Eigenfrequenzen na¨her analysiert
und sowohl mit Messwerten als auch mit FE-Rechnungen und MSP-Moden verglichen.
Ein Fokus ist hierbei die Konvergenz der Eigenfrequenzen in Abha¨ngigkeit von der
Anzahl an POD-Freiheitsgraden. In den vorhergehenden Kapiteln wurden diese Themen
nicht im Detail betrachtet, da kein reales Vergleichssystem fu¨r Messungen zur Verfu¨gung
stand und die Anzahl der verfu¨gbaren Freiheitsgrade in den einfachen Testsystemen
deutlich geringer war. Ein weiterer Aspekt, welcher, aus den bisherigen Resultaten heraus
motiviert, im Folgenden weiter untersucht wird, ist der Einfluss der Trainingstrajektorie
auf das Simulationsergebnis. Hierzu werden unterschiedliche Trainingsla¨ufe generiert.
Ziel des Abschnitts ist insbesondere eine erste Bewertung der Anwendbarkeit von
TPWL-ROM-Simulationen auf komplexe mechanische Systeme in der Sensorentwicklung.
Hierzu wird insbesondere die Koppelfederanregung des Sensors, deren Abha¨ngigkeit von
der Antriebsamplitude und der Mo¨glichkeit dieses Verhalten mit einem TPWL-Ansatz
abzubilden, untersucht. Zur Validierung dienen auch Messungen und Simulationen ohne
Ordnungsreduktion aus [Keh14a].
Einige der folgenden Resultate wurden zur Vero¨ffentlichung eingereicht [Dor+18].
6.3.1. Die Modellgeometrie und ihre Eigenmoden
Die Sensorgeometrie aus [Keh14a] ist in Grafik 6.12 abgebildet. Es handelt sich hierbei um
einen Ωx-Drehratensensor mit IP-Antrieb und OOP-Detektion. Der Antrieb des Sensors
erfolgt u¨ber die inneren, die Antriebsdetektion u¨ber die a¨ußeren Kammelektroden. Fu¨r die
OOP-Corioliskraftdetektion werden Fla¨chenelektroden verwendet. Um nichtlineare Effekte
zu versta¨rken, wurde eine Antriebsauslenkung von bis zu 15µm gewa¨hlt. Dies ist ein Faktor
1,5 bis 3 mehr als in den meisten auf dem Markt erha¨ltlichen MEMS-Drehratensensoren.
Hierdurch werden per Design auch ho¨here Eigenmoden sta¨rker und somit z. B. auf
Vielfache der Antriebsfrequenz geschoben. Dies provoziert zusa¨tzliche nichtlineare Effekte.
Es werden wieder eine Systemgu¨te von Q > 1 000 und die Materialparameter von
Polysilizium verwendet.
Fu¨r weitere Details zum Geometrieaufbau und zum Antriebs- wie Auswertekonzept sei
auf die Ausfu¨hrungen in [Keh14a] verwiesen.
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Abbildung 6.12.: Lichtmikroskopische Aufnahme der verwendeten nichtlinearen Ωx-Sen-
sorgeometrie. Bildquelle: [Keh14a].
In Anhang E sind die mechanischen Eigenmoden 1-4 und 7 des Sensors in Abbildung E.1
dargestellt. Hierbei ist Mode 3 die Antriebsmode und Mode 4 die Detektionsmode. Mode 75
entspricht der Koppelfederauslenkung, welche in [Keh14a] detailliert untersucht wurde.
6.3.2. Trainingssimulation
Die Anregung der Koppelfedermode (Mode 7 in Grafik E.1e) ist Schwerpunkt der folgenden
Untersuchungen – hierfu¨r ist zuna¨chst wieder ein geeignetes Systemtraining zu wa¨hlen.
Um den Einfluss der Trainingstrajektorie auf die Simulationsergebnisse zu betrachten,
werden drei verschiedene Ansa¨tze aufgesetzt:
1. Es wird eine Kraft in Antriebsrichtung mit der linearen Eigenfrequenz der Antriebs-
mode aufgegeben, sodass die Antriebsamplitude auf ca. 20µm aufschwingt. D. h. es
wird eine einzelne Mode im Training angeregt.
2. Die Parameter der ersten Trainingsrechnung werden u¨bernommen, zusa¨tzlich wird
eine Kraft in Detektionsrichtung mit der linearen Eigenfrequenz der Detektionsmode
aufgegeben, sodass die Detektionsamplitude auf ca. 2µm aufschwingt6. D. h. es
werden zwei Moden im Training angeregt.
3. Die Parameter der ersten Trainingsrechnung werden u¨bernommen, zusa¨tzlich wird
die Koppelfeder in Richtung von Mode 7 mit der zugeho¨rigen linearen Eigenfrequenz
angeregt, sodass die Amplitude auf ca. 4,5µm aufschwingt7. D. h. es werden zwei
Moden im Training angeregt.
5In [Keh14a] wurde mit einem FE-3D-Modell gearbeitet, daher vertauschen die Moden teilweise. Mode 7
aus dem hier verwendeten Balkenmodell entspricht Mode 6 aus der Quellenangabe.
6Die Detektionsbewegung ist deutlich kleiner als die Antriebsbewegung ausgelegt.
7Diese Amplitude wird aufgrund der Rechnungen und Messungen in [Keh14a] gewa¨hlt.
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Die zweite Trajektorie entspricht der Bewegung im idealen Gyroskop und ist daher die
naheliegendste Trainingsanregung. Ziel ist es zu pru¨fen, in wieweit Effekte durch ho¨here
Eigenmoden in der TPWL-Methodik auch mit einfachen Anregungsformen erfasst werden
ko¨nnen.
Es werden jeweils 70 a¨quidistante Zeitschritte pro Periode der Antriebsanregung u¨ber
7 Perioden simuliert, d. h. insgesamt 490 Trainingspunkte. Hierbei wird die Antriebskraft
auf die Antriebska¨mme, die Kraft in Detektionsrichtung auf die Detektionselektroden
und die Kraft auf die Koppelfeder gleichma¨ßig verteilt auf alle Knoten der Koppelfeder
aufgegeben.
Mithilfe von Gleichung (3.36) wird wieder abgescha¨tzt, wie viele Singula¨rvektoren
fu¨r eine Nachbildung der Trainingssimulationen beno¨tigt werden – man erha¨lt die in
Tabelle 6.2 aufgefu¨hrten Werte.
Scha¨tzwert Training 1 Training 2 Training 3
99,9% 11 Singula¨rvektoren 17 Singula¨rvektoren 18 Singula¨rvektoren
99,99% 19 Singula¨rvektoren 34 Singula¨rvektoren 33 Singula¨rvektoren
99,999% 33 Singula¨rvektoren 61 Singula¨rvektoren 58 Singula¨rvektoren
Tabelle 6.2.: Abscha¨tzung der Genauigkeit einer TPWL-Nachsimulation der Systemtrai-
nings fu¨r die nichtlineare Sensorgeometrie.
In den Trainings 2 und 3, bei welchen mehr als eine Mode angeregt wird, sind,
aufgrund der erho¨hten Komplexita¨t, mehr Singula¨rvektoren fu¨r eine Nachbildung der
Trainingssimulation notwendig. Wie schon in den vorhergehenden Anwendungen dient
diese Abscha¨tzung als Hinweis auf die tatsa¨chlich notwendige Anzahl an Freiheitsgraden
in der Systemsimulation.
6.3.3. Auswertung der Trainingsdaten
Im vorliegenden Abschnitt werden zuna¨chst die nichtreduzierten Trainingsdaten ana-
lysiert, bevor im Anschluss weitere Untersuchungen auf Basis der ordnungsreduzierten
Daten folgen. Hierbei wird im ersten Unterabschnitt zuna¨chst gepru¨ft, ob auf Basis der
nichtreduzierten Daten das Verhalten der ho¨heren Eigenfrequenzen u¨ber Antriebsauslen-
kung vorhergesagt werden kann. Anschließend folgt eine Analyse der Eigenfrequenzen,
die sich aus den ordnungsreduzierten Systemmatrizen ergeben, und der Singula¨rvektoren.
Dieses Vorgehen hilft dabei zu verstehen, welche Informationen u¨ber das System bereits
ohne die aufwendige transiente Systemsimulation gewonnen werden ko¨nnen. Insbesondere
die Analyse der nichtreduzierten Daten zeigt zudem auf, welche Informationen nach einer
Ordnungsreduktion bestenfalls noch enthalten sein ko¨nnen und welche Schlussfolgerungen
auch ohne eine Ordnungsreduktion mo¨glich sind. Daru¨ber hinaus wird ein besseres Ver-
sta¨ndnis fu¨r mo¨gliche Erwartungen an die TPWL-Methodik aufgebaut – eine fundiertere
Interpretation der folgenden Simulationsergebnisse ist das Ziel.
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Abha¨ngigkeit der mechanischen Eigenfrequenzen von der Antriebsauslenkung
Die Daten aus Training 1 werden verwendet, um die Abha¨ngigkeit der Sensoreigenfrequen-
zen von der Antriebsauslenkung zu untersuchen. Es werden hierfu¨r 6 Trainingspunkte
zwischen 0µm und 15µm Auslenkung herangezogen und mit Messwerten sowie FE-
Simulationen aus [Keh14b] verglichen. Die mechanischen Eigenfrequenzen werden hierbei,
analog zum linearen Fall, aus den nichtreduzierten Tangentialmatrizen der Linearisie-
rungspunkte und der Massenmatrix bestimmt. Hierzu wird Gleichung 3.23 mit K →KTi ,
i = 1 . . . 6 verwendet. Der Einfluss der Da¨mpfung auf die Eigenfrequenzen wird wegen
Q > 1 000 vernachla¨ssigt. Durch ebenfalls vernachla¨ssigte Squeeze-Film- und Slide-Film-
Effekte ko¨nnen hierbei quantitative Ungenauigkeiten entstehen – ein qualitativer Einfluss
der Da¨mpfung auf die Abha¨ngigkeit der Eigenfrequenzen von der Antriebsauslenkung
wird nicht erwartet.
In [Keh14b] wurden die Messwerte mithilfe fest eingestellter Antriebsamplituden im
ASIC und a¨ußeren Anregungen mit fixer Frequenz generiert. Die Anregungen erfolgten
hierbei durch einen piezoelektrischen Aktuator [siehe Keh+12]. Es wurden Moden aus-
gewa¨hlt, welche sich mithilfe der Messtechnik gut erfassen und identifizieren ließen8. In
den FE-Simulationen wurde der Sensor im 3D-Balkenmodell zuna¨chst in Richtung der
Antriebsmode (Mode 3 aus Grafik E.1) um 1µm ausgelenkt. Anschließend wurde eine
vorgespannte Modalanalyse durchgefu¨hrt, der vera¨nderte Eigenvektor der Antriebsmode
bestimmt und der Sensor um einen weiteren µm ausgelenkt. Dieser Vorgang wurde so
lange wiederholt, bis insgesamt 15µm Antriebsauslenkung erreicht wurden.
Die Resultate sind einander in Abbildung 6.13 gegenu¨bergestellt. Aufgrund der Prozess-
streuungen ist in erster Linie der Verlauf der Eigenfrequenzen u¨ber Antriebsauslenkung
von Interesse. Daher werden die Offsets bei 0µ Auslenkung in der Darstellung abgezogen.
Man kann in den Grafiken 6.13a bis 6.13l erkennen, dass keines der beiden Verfahren
eindeutig als das vorteilhaftere zu identifizieren ist. Je nach Mode zeigt der eine oder
der andere Ansatz eine qualitativ bzw. quantitativ bessere U¨bereinstimmung mit den
Messwerten. Allerdings gibt es auch auch Moden, in denen beide Verfahren neben den
Messergebnissen liegen.
Die Unterschiede zwischen den beiden Simulationsansa¨tzen sind durch die verschiedenen
Elementtypen (3D-Elemente, Balkenelemente) und durch den Einfluss von Tra¨gheitsef-
fekten im transienten Training zu erkla¨ren.
Die starken Abweichungen von Simulationen und Messung ko¨nnen mo¨glicherweise durch
den, potenziell unterscha¨tzten, Einfluss von Prozesstoleranzen erkla¨rt werden. Es ist auch
mo¨glich, dass dicht beieinanderliegende Moden Schwebungen hervorrufen und so neue
Bewegungsformen entstehen lassen. Eine triviale Erkla¨rung wa¨re auch, dass die Moden
in der Messung fehlerhaft identifiziert und zugeordnet wurden, da die mechanischen
Auslenkungen nicht immer absolut eindeutig erfasst werden ko¨nnen. Dieses Ergebnis
besta¨tigt auch die Aussagen aus Abschnitt 6.1: Tra¨gheitseffekte in den Trainingsdaten
8Aufgrund von Prozesstoleranzen vera¨ndert sich die Reihenfolge der Moden gegenu¨ber der Simulation
teilweise.
100
6.3. Untersuchung einer stark nichtlinearen Sensorgeometrie




























































































































































Abbildung 6.13.: Eigenfrequenzen der nichtlinearen Sensorgeometrie in Abha¨ngigkeit von
der Antriebsauslenkung. Simulierte Werte aus [Keh14a] (blau) und dem
Systemtraining (rot). Messwerte aus [Keh14a] (schwarz) sind einzeln
aufgetragen.
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beeinflussen statische Resultate und Quantisierungseffekte ko¨nnen sich in einer statischen
Analyse u¨ber die Zeit nicht herausmitteln.
Eine Interpretation weiterer Simulationsergebnisse muss aufgrund dieser Resultate
gru¨ndlich durchdacht sein.
Untersuchung der Eigenfrequenzen des reduzierten Systems auf Basis der
Trainings 1 und 2
Im Folgenden werden die Eigenfrequenzen des reduzierten Systems anhand der Trainings 1
(Anregung der Antriebsschwingung) und 2 (Anregung von Antriebs- und Detektions-
schwingung) untersucht.
In Grafik 6.14 sind die ersten beiden Eigenfrequenzen der POD-reduzierten Systemma-
trizen aus Training 1 u¨ber der Antriebsauslenkung fu¨r verschiedene Grade der Ordnungs-
reduktion aufgetragen. Die Konvergenz bei zunehmender Anzahl POD-Freiheitsgrade ist
deutlich erkennbar. Fu¨r fu¨nf Freiheitsgrade ist die Abha¨ngigkeit der Eigenfrequenzen von
der Antriebsauslenkung noch nahezu willku¨rlich und u¨ber einen sehr großen Frequenzbe-
reich verteilt – dies gilt insbesondere fu¨r die zweite Eigenfrequenz. Eine Identifikation
mit den ersten beiden linearen Eigenfrequenzen 21 976 Hz bzw. 22 173 Hz ist auch fu¨r
mehr Freiheitsgrade nicht mo¨glich. Mit steigender Anzahl an POD-DOF konvergiert die
erste Eigenfrequenz stattdessen gegen die Antriebsfrequenz des nichtreduzierten Systems
(24 398 Hz, Mode 3 in Grafik E.1). Bei 0µm wird diese auf mindestens 90 Hz genau
getroffen – aufgrund von Tra¨gheitseffekten schwankt der Wert von Periode zu Periode
und ist nur fu¨r den ersten Snapshot identisch zum linearen System. U¨ber Antriebsaus-
lenkung variiert die Eigenfrequenz um ca. 500 Hz. Die zweite Eigenfrequenz kann auch
fu¨r 50 POD-DOF nicht eindeutig einer linearen Mode zugeordnet werden. Sie ist bei
0µm Auslenkung a¨hnlich gut konvergiert wie die erste Frequenz (Schwankung u¨ber die
Perioden ca. 120 Hz) – die Schwankung u¨ber Antriebsauslenkung betra¨gt ca. 10 000 Hz.
In Abbildung 6.15 sind fu¨r Systemtraining 2 die gleichen Graphen wie oben zu finden –
die Interpretation ist a¨hnlich. Erga¨nzend ist hier festzustellen, dass, wie aufgrund der
Werte in Tabelle 6.2 prognostiziert, die Konvergenz fu¨r zunehmende Anzahl POD-DOF
langsamer voranschreitet als auf Basis der Daten aus Training 1. Die erste Eigenfrequenz
trifft die Antriebsfrequenz bei 0µm Auslenkung auf ca. 100 Hz. Die Schwankung u¨ber
Antriebsauslenkung betra¨gt ca. 900 Hz und ist damit gro¨ßer als in Training 1 – hier macht
sich der Einfluss der Detektionsbewegung bemerkbar. Die zweite Eigenfrequenz kann
nun der Detektionsfrequenz (Mode 4 in Grafik E.1) zugeordnet werden – der Wert von
27 415 Hz wird fu¨r 0µm Auslenkung, je nach Periode, mit einer Genauigkeit von 42 Hz
bis ca. 1100 Hz erreicht. Eine ideale U¨bereinstimmung mit der linearen Frequenz tritt
hier, anders als bei der ersten Eigenfrequenz, auch beim ersten Snapshot nicht auf. U¨ber
Auslenkung schwanken die Werte um ca. 2200 Hz.
Zur weiteren Untersuchung der Daten sind in Abbildung 6.16 die ersten 10 Eigen-
frequenzen des ordnungsreduzierten Systems fu¨r 50 POD-Freiheitsgrade anhand der
Trainings 1 und 2 aufgetragen. Es zeigt sich, dass Verlauf und Ursprung (0µm Auslen-
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Abbildung 6.14.: Konvergenzverhalten der ersten beiden Eigenfrequenzen des POD-redu-
zierten Systems u¨ber Antriebsauslenkung fu¨r Trainingsrechnung 1. Die
unterschiedlich skalierten y-Achsen sind zu beachten.
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Abbildung 6.15.: Konvergenzverhalten der ersten beiden Eigenfrequenzen des POD-redu-
zierten Systems u¨ber Antriebsauslenkung fu¨r Trainingsrechnung 2. Die
unterschiedlich skalierten y-Achsen sind zu beachten.
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kung) der Eigenfrequenzen u¨ber Antriebsauslenkung stark abha¨ngig von der Art des
Systemtrainings sind. Weiterhin ist ersichtlich, dass die Frequenzverla¨ufe ho¨herer Moden
langsamer konvergieren. Einige ho¨here Moden in Training 2 (Grafik 6.16b) zeigen zudem
unsymmetrische Abha¨ngigkeiten von der Antriebsauslenkung. Dieses Verhalten wird
durch die Anregung der zweiten Mode im Systemtraining erkla¨rt – es verschwindet (ana-
log Abbildung 6.15) fu¨r ausreichend viele POD-Freiheitsgrade. Eine genaue Beschreibung
von Effekten in denen ho¨here, nicht konvergierte Moden relevant sind, ist nur fu¨r gro¨ßeres
ndof zu erwarten.










































Abbildung 6.16.: Konvergenzverhalten der ersten 10 Eigenfrequenzen des POD-reduzier-
ten Systems u¨ber Antriebsauslenkung (50 POD-DOF).
Abschließend wird gefolgert, dass die Eigenfrequenzen des reduzierten Systems stark
von der Art der Trainingssimulation abha¨ngen. Sie ko¨nnen nur dann mit linearen Eigen-
frequenzen identifiziert werden, wenn diese im Systemtraining angeregt werden. Fu¨r beide
Trainings sind parabelfo¨rmige Abha¨ngigkeiten der Frequenzen u¨ber Antriebsauslenkung
zu erkennen. Zur Vermeidung asymmetrischer und stark gestreuter Steifigkeiten sind,
insbesondere bei Trainings mit mehreren Anregungsrichtungen, ausreichend viele POD-
Freiheitsgrade erforderlich. Mit Bezug auf Tabelle 6.2 sollte der Scha¨tzwert gro¨ßer als
99,99 % sein.
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Untersuchung der Singula¨rvektoren des reduzierten Systems auf Basis der
Trainings 1 und 2
Im Folgenden werden die ersten 4 Singula¨rmoden der beiden ersten Systemtrainings
gegenu¨bergestellt – siehe fu¨r die Grafiken Anhang E Abbildung E.2.
Qualitativ kann anhand der Abbildung die obige Identifizierung von Singula¨rmode 1 mit
der linearen Antriebsmode (Mode 3 in Grafik E.1) besta¨tigt werden. Ebenso die Zuordnung
von Singula¨rmode 2 des zweiten Trainings zur linearen Detektionsmode (Mode 4 in
Grafik E.1). Quantitativ findet man mit Einheitsvektoren ‖vpod,T1,1 − vmsp,3‖ = 0,84 %
(Training 1) bzw. ‖vpod,T2,1 − vmsp,3‖ = 3,19 % (Training 2) sowie ‖vpod,T2,2 − vmsp,4‖ =
6,00 %. Die Ursache fu¨r die geringen Abweichungen sind nichtlineare Anteile und ggf.
Anteile ho¨herer Moden, welche aufgrund der an den Elektroden angelegten Kra¨fte mit den
im Training angelegten Frequenzen mitschwingen und daher die Form der Singula¨rmoden
beeinflussen.
Im Training indirekt angeregte Schwingungen mit ho¨heren Frequenzen pra¨gen die
Formen der ho¨heren Singula¨rmoden.
Es folgt, dass auch die Singula¨rvektoren des reduzierten Systems stark von der Art
der Trainingssimulation abha¨ngen. Es ist zu erwarten, dass Bewegungen, welche stark
von der Trainingsanregung abweichen, nicht in einer TPWL-POD-Simulation abgebildet
werden ko¨nnen.
6.3.4. Signalflusssimulation – Einfluss der Trainingssimulationen
Zum Abschluss des Kapitels wird eine TPWL-POD-ROM-Simulation des nichtlinearen
Sensormodells anhand von Messungen und FE-Rechnungen validiert. Der Fokus liegt auf
dem Einfluss der Trainingstrajektorie auf die Systemsimulation. Auf die Implementierung
eines vollsta¨ndigen ASIC-Modells wird verzichtet.
Signalflusssimulation auf Basis der Trainingsrechnungen 2 und 3
Zur Validierung der TPWL-Methodik werden aus [Keh14a] Simulationen und Messungen
der Koppelfederanregung herangezogen und auf Basis der Trainings 2 und 3 im TPWL-
ROM nachgebildet. Die Referenzdaten umfassen eine Anregung der Koppelfeder aus der
Ebene heraus (Mode 7); in den Simulationen ausgelo¨st durch einen Deltastoß auf alle
Knoten der Feder nach 2,25 Perioden der Antriebsschwingung. Dieser Stoß wird in drei
separaten Ansa¨tzen mit 0µm, 6,8µm und 13,5µm Antriebsamplitude aufgegeben, welche
jeweils durch eine Vorauslenkung erzeugt wird. Die Rechnung bei 0µm Amplitude dient
zur Bestimmung der Frequenzverschiebung als Referenz. In den Messungen wurde die
gewu¨nschte Antriebsamplitude im ASIC eingestellt; die Anregungen der Moden erfolgten
durch einen piezoelektrischen Aktuator [Keh+12].
Alle TPWL-Rechnungen werden mit 50 POD-Freiheitsgraden durchgefu¨hrt. Auf eine
Interpolationsmethodik wird verzichtet (nas = 1), da der Fokus in diesem Abschnitt auf
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dem Einfluss der Trainingssimulation liegt. Die Samplingrate betra¨gt 200 Zeitschritte
pro Periode der Antriebsschwingung, dabei werden insgesamt 22 Perioden simuliert.
Die Ergebnisse fu¨r 13,5µm Antriebsamplitude sind in Grafik 6.17 zu finden. Dort ist
die Auslenkung der Koppelfedermode u¨ber der Zeit aufgetragen – der Zeitpunkt des
Deltastoßes ist markiert. Man erkennt, dass in der Rechnung auf Grundlage von Training 2
keinerlei Anregung der Koppelfeder durch den Stoß erfolgt. In der Simulation auf Basis
von Training 3 ist die Mode aufgrund einer Kopplung mit der Antriebsbewegung u¨ber den
gesamten Zeitraum angeregt – durch den Deltastoß wird die Amplitude der Schwingung
vergro¨ßert. Anschließend ist die Schwingung von einer unregelma¨ßigen Einhu¨llenden
u¨berlagert.
































Abbildung 6.17.: TPWL-Signalflusssimulation der nichtlinearen Sensorgeometrie auf Ba-
sis der Trainings 2 und 3 fu¨r eine Antriebsamplitude von 13,5µm.
Aufgetragen ist die Auslenkung der Koppelfedermode – der Zeitpunkt
des Deltastoßes ist markiert.
Das erste Resultat kann durch die fehlende Auslenkung der Koppelfeder im 2. Sys-
temtraining erkla¨rt werden und entspricht den Erwartungen: Eine Trajektorie, welche
im Training nicht zumindest na¨herungsweise abgefahren wird, kann nicht abgebildet
werden. In Training 2 ist nur aufgrund der Detektionsanregung eine OOP-Bewegung der
Koppelfeder enthalten, hierbei sind die Knoten spiegelsymmetrisch zur Mittelachse der
Geometrie ausgelenkt (siehe Grafik E.2d) – der Deltastoß erfolgt dagegen fu¨r alle Knoten
der Kopplung in die gleiche Richtung.
Das Resultat der zweiten Simulation kann a¨hnlich wie das instabile Verhalten bei
der TPWL-MSP-Rechnung in Abschnitt 6.2 erkla¨rt werden: Die meisten Snapshots der
Trainingsrechnung beinhalten eine Auslenkung der Koppelfeder. Es sind, trotz ihrer großen
Anzahl, nicht genu¨gend Trainingspunkte mit ausreichend geringer Koppelfederauslenkung
vorhanden, um Bewegungen ausschließlich entlang der Antriebsrichtung zu beschreiben.
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Vor dem Deltastoß wird die Koppelfedermode daher aufgrund von Kopplungen zwischen
den Singula¨rmoden angeregt. Diese Schwingungen u¨berlagern sich anschließend mit der
Anregung durch den Deltastoß.
Optimieren der Trainingsrechnung
Mit der Intention die Resultate qualitativ zu optimieren, wird ein 4. Systemtraining
aufgesetzt: Es werden wieder Antriebs- und Koppelfederschwingung mit der zugeho¨rigen
linearen Eigenfrequenz angeregt. Die Anregung der Koppelfeder erfolgt nun aber erst
nachdem die Antriebsmode auf ca. 19µm aufgeschwungen ist – gleichzeitig entfa¨llt die
Antriebsanregung. Das Sampling betra¨gt 70 Zeitschritte pro Periode der Antriebsanregung
u¨ber insgesamt 7 Perioden (490 Trainingspunkte). Fu¨r ein schnelleres Aufschwingen des
Sensors werden die Antriebskra¨fte um ca. 30 % erho¨ht. Die Koppelfederanregung erfolgt
somit ca. innerhalb des letzten Drittels der Simulation. Ziel dieses Ansatzes ist es, eine
genu¨gend große Anzahl Trainingspunkte ohne Auslenkung der Koppelfeder zu generieren.
Die Koppelfeder schwingt in diesem Training auf bis zu ca. 7,5µm auf.
Die ersten vier Singula¨rmoden des neuen Trainings sind denen aus Training 3 in
Anhang E in Abbildung E.3 gegenu¨bergestellt. Man erkennt, dass sich die Moden 2
und 3 vom 3. Training gegenu¨ber dem neuen Ansatz vera¨ndert haben. Die zweite Mode
aus Training 3 entspricht nahezu der 7. linearen Eigenmode (Koppelfedermode, siehe
Grafik E.1) – die Differenz betra¨gt fu¨r Einheitsvektoren ‖vpod,2 − vmsp,7‖ = 12,12 %.
Im 4. Training kann die zweite Mode nicht mehr mit der linearen Mode 7 identifiziert
werden. Stattdessen beschreiben nun die Moden 2 und 3 gemeinsam die Auslenkung der
Koppelfeder9. Man findet hier
∥∥∥12 (vpod,2 + vpod,3)− vmsp,7∥∥∥ = 17,83 %.
In der TPWL-ROM-Rechnung verschwindet die Anregung in Richtung der Koppel-
federmode vor dem Deltastoß nicht vollsta¨ndig, dennoch verbessert sich das Resultat
der Signalflusssimulation qualitativ deutlich mithilfe von Training 4 (siehe Grafik 6.18).
Nach dem Deltastoß ist die Schwingung der Koppelfeder nun stabiler – die Amplitude
ist aufgrund von Kopplungen mit anderen Moden von einer regelma¨ßigen Einhu¨llenden
u¨berlagert.
Vergleich der Resultate mit den Referenzrechnungen und -messungen
Aus [Keh14a] werden nun die Ergebnisse der transienten FE-Simulation sowie der Mes-
sungen zum Vergleich mit den oben diskutierten Resultaten herangezogen. In der Quel-
lenangabe wurde zur Bestimmung der Frequenzverschiebung u¨ber Antriebsauslenkung
die Schwingungsfrequenz nach dem Deltastoß ermittelt und die Differenz zur Eigenfre-
quenz der Koppelfedermode fu¨r 0µm Antriebsamplitude gebildet. Fu¨r den Vergleich mit
den TPWL-POD-Rechnungen werden die Schwingungsfrequenzen nach dem Deltastoß
9Erga¨nzend: Die Differenz von erster Singula¨rmode aus Training 3 zur linearen Antriebsmode betra¨gt
‖vpod,T3,1 − vmsp,3‖ = 0,87%. Die Differenz von erster Singula¨rmode aus Training 4 zur linearen
Antriebsmode betra¨gt ‖vpod,T4,1 − vmsp,3‖ = 1,08%.
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Abbildung 6.18.: TPWL-Signalflusssimulation der nichtlinearen Sensorgeometrie auf Ba-
sis von Training 4 fu¨r eine Antriebsamplitude von 13,5µm. Aufgetragen
ist die Auslenkung der Koppelfedermode – der Zeitpunkt des Deltastoßes
ist markiert.
Methode Frequenza¨nderung bei Frequenza¨nderung bei
Aact = 6,8µm Aact = 13,5µm
Messung +1160 Hz +3981 Hz
Transiente FE-Simulation +1089 Hz +3684 Hz
TPWL-Rechnung (Training 3) +3033 Hz +5249 Hz
TPWL-Rechnung (Training 4) +533 Hz +3138 Hz
Tabelle 6.3.: Frequenzverschiebung der Koppelfedermode des nichtlinearen Sensormodells
u¨ber Antriebsamplitude Aact. Im Vergleich: Messung und transiente FE-
Simulation aus [Keh14a] sowie TPWL-POD-Signalflusssimulation.
mithilfe der Nulldurchga¨nge berechnet. Da die Samplingrate nur eine Frequenzauflo¨sung
von 600 Hz zula¨sst, werden diese mithilfe einer linearen Interpolation bestimmt10.
Da die erste Schwingungsperiode nach dem Deltastoß systematische Fehler durch die
Kraftaufgabe im ersten Zeitschritt, Auslenkungen aus der Nulllage vor dem Stoß und
Oberschwingungen direkt danach aufweist, wird zur Frequenzbestimmung die zweite
Schwingungsperiode verwendet. Die Oberschwingungen verschwinden hier zwar nicht
vollsta¨ndig, gla¨tten sich aber etwas heraus – die anderen Fehlerquellen treten hier gar
nicht auf. Die Ergebnisse sind in Tabelle 6.3 aufgefu¨hrt.
Es zeigt sich, dass die mithilfe von Training 4 ermittelte Frequenzverschiebung quanti-
10In [Dor+18] wurde zur Frequenzbestimmung eine FFT verwendet; aufgrund des kurzen Beobachtungs-
fensters ist die Genauigkeit der Analyse mithilfe der interpolierten Nulldurchga¨nge gro¨ßer.
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tativ besser zu den Messwerten passt als die Berechnung auf Grundlage von Training 3.
Fu¨r die kleinere Antriebsamplitude entspricht die Abweichung ca. einem Faktor 2 – sie
reduziert sich bei der gro¨ßeren Amplitude auf ca. 25 %. Der Fehler in der Frequenzberech-
nung mithilfe von Training 3 ist fu¨r beide Szenarien gro¨ßer (ca. Faktor 3 fu¨r die kleine
und ca. 30 % fu¨r die große Amplitude).
Bedenkt man bei der Interpretation der Ergebnisse, dass die Schwingungsfrequenzen
im Bereich zwischen 50 kHz und 60 kHz liegen, sind beide Resultate relativ gesehen sehr
gut. Die aufwendigere FE-Rechnung reproduziert die Messergebnisse dennoch besser.
Erga¨nzend sei auf die Graphen in Abbildung 6.19 verwiesen: Hier sind die Simulationen
mit 0µm Antriebsamplitude fu¨r die Trainings 3 und 4 aufgetragen. Die absoluten Schwin-
gungsfrequenzen betragen 51 430 Hz (Training 3) und 54 837 Hz (Training 4). Qualitativ
sind die Resultate in den Grafiken fu¨r beide Trainings gut.























(a) Training 3, 51 430 Hz.























(b) Training 4, 54 837 Hz.
Abbildung 6.19.: TPWL-Signalflusssimulationen der nichtlinearen Sensorgeometrie auf
Basis der Trainings 3 und 4 fu¨r eine Antriebsamplitude von 0µm.
Aufgetragen ist die Auslenkung der Koppelfedermode – der Zeitpunkt
des Deltastoßes ist markiert.
6.3.5. Folgerungen aus der Untersuchung der nichtlinearen
Sensorgeometrie
Der Fokus in diesem Abschnitt lag auf der Untersuchung der Trainingsdaten und des
Einflusses von Trainingstrajektorien auf POD-Daten sowie auf TPWL-ROM-Rechnungen.
Hierzu wurde eine nichtlineare Sensorgeometrie, welche in [Keh14a] vorgestellt wurde,
verwendet.
Mithilfe der nichtreduzierten Trainingsdaten wurde zuna¨chst gezeigt, dass sich diese
nicht dazu eignen in einer statischen Rechnung die Frequenzverschiebungen des Sensors,
abha¨ngig von der Antriebsamplitude zu bestimmen. Dieses Resultat ist a¨hnlich zur
Folgerung aus Abschnitt 6.1: Tra¨gheitseffekte in den Trainingsdaten beeinflussen statische
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Resultate und Quantisierungseffekte ko¨nnen sich in einer statischen Analyse u¨ber die
Zeit nicht herausmitteln.
Bei der Untersuchung der Eigenfrequenzen im reduzierten System in Abha¨ngigkeit von
der Antriebsauslenkung zeigte sich, dass diese Abha¨ngigkeit erst bei ausreichend vielen
Freiheitsgraden eindeutig wird. Die Konvergenzgeschwindigkeit war hierbei abha¨ngig
von der Komplexita¨t des Systemtrainings. Bei qualitativ ausreichender Konvergenz
der Eigenfrequenzen ergab Gleichung (3.36) 99,99 %. Im Vergleich dazu das Resultat
aus Abschnitt 6.1.6: Hier war ein Wert von 99,9 % ausreichend fu¨r eine repra¨sentative
TPWL-ROM-Rechnung.
Bei einem Vergleich mit den linearen Eigenfrequenzen war eine Zuordnung von linearen
Frequenzen und Eigenfrequenzen im POD-reduzierten System nur mo¨glich, wenn eine
lineare Mode direkt im Systemtraining angeregt wurde. Analog war das Resultat beim
Vergleich der Singula¨rmoden mit den linearen Eigenmoden – ho¨here Moden spiegel-
ten nichtlineare Korrekturen der im Systemtraining angeregten Schwingungen wieder.
Quantitativ lag die Abweichung der zuzuordnenden Singula¨rvektoren von den linearen
Eigenvektoren im einstelligen Prozentbereich oder knapp darunter – die einzige Ausnahme
(Koppelfedermode in Training 3) lag mit 12,12 % im niedrigen zweistelligen Prozent-
bereich. Durch diese Ergebnisse wurde prognostiziert, dass Bewegungen, die nicht im
Systemtraining angeregt wurden, auch nicht in der Systemsimulation abgebildet werden
ko¨nnen.
In TPWL-POD-ROM-Rechnungen mit Deltasto¨ßen auf die Koppelfeder im Sensor
wurde ein optimiertes Systemtraining gesucht. Eine Simulation auf Basis eines Trainings
ohne Anregung der Koppelfedermode zeigte durch den Deltastoß keine gleichgerichtete
Schwingung der Koppelfeder. Damit wurde die Prognose aus dem vorhergehenden Ab-
schnitt besta¨tigt: Eine zu simulierende Bewegungsform muss zumindest na¨herungsweise
im Systemtraining enthalten sein. Mithilfe eines Trainings, das eine dauerhafte Anregung
der Koppelfedermode beinhaltet, traten dagegen nennenswerte Auslenkungen der Kop-
pelfeder bereits vor dem Stoß auf – die Bewegung danach war von einer unregelma¨ßigen
Einhu¨llenden u¨berlagert. Erst ein Training mit isolierter Anregung von Koppelfeder-
und Antriebsmode fu¨hrte zu einem qualitativ guten Resultat. Interessanterweise war
in diesem Training eine Superposition zweier Singula¨rmoden notwendig um die lineare
Koppelfedermode abzubilden.
Gemessene und simulierte Schwingungsfrequenzen der Koppelfeder nach dem Deltastoß
lagen zwischen 50 kHz und 60 kHz. Bei Antriebsamplituden von 6,8µm/13,5µm verscho-
ben sich diese um 533 Hz/3138 Hz (Simulation) und 1160 Hz/3981 Hz (Messung). Hiermit
konnten die Resultate der FE-Rechnung (1089 Hz/3684 Hz) in gleicher Gro¨ßenordnung
reproduziert werden. In Bezug auf die relative Frequenza¨nderung im Promille- bis zum
einstelligen Prozentbereich sind die Resultate sehr gut. Da das Ziel dieser Rechnungen
die qualitative Evaluierung eines geeigneten Systemtrainings war, wurde nas = 1 gewa¨hlt.
Es ist zu erwarten, dass die Resultate bei Verwendung einer Interpolationsmethode und
nas > 1 quantitativ noch besser werden.
Als Fazit der Untersuchungen wird gefolgert, dass der Einfluss des Systemtrainings auf
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die ordnungsreduzierte Signalflusssimulation gro¨ßer ist, als der durch die Simulationspa-
rameter (Anzahl Freiheitsgrade ndof , Anzahl aktiver Systeme in der Interpolation nas)
und die Interpolationsmethodik.
Erga¨nzend zu den Ausfu¨hrungen dieses Kapitels sei auf Anhang F verwiesen. Dort
wird ein Auszug aus [Mau14] wiedergegeben, in welchem das hier vorgestellte TPWL-
POD-ROM auf ein Drehratensensorsystem angewendet wurde, um eine nichtlineare
Modenaufspaltung zu simulieren. Die gleiche Berechnung wurde dort mithilfe des nichtli-
near erga¨nzten MSP-Ansatzes aus [BMD01; Ben04], wie in Abschnitt 4.2.2 beschrieben,
durchgefu¨hrt und mit den Resultaten des TPWL-POD-ROM verglichen. Dort zeigte
sich, dass die TPWL-Methode, im Vergleich zum alternativen Ansatz, den Effekt der
Modenaufspaltung qualitativ besser erfassen kann. Dies ist gleichzeitig ein Hinweis auf
einen mo¨glichen systematischen Vorteil der TPWL, da die Singula¨rmoden nichtlineare
Informationen aus dem Systemtraining beinhalten.
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Teil III.
Einfluss von mechanischem Stress
durch die Aufbau- und




7. Messungen und Simulationen in der
AVT
Dieses Kapitel bildet die Einleitung in die Diskussion zum Einfluss der AVT auf MEMS-
Drehratensensoren. Nach einer allgemeinen Einfu¨hrung in die Thematik wird der me-
chanische Einfluss von Stress auf den Sensor anhand der Sensorgeometrie diskutiert.
Anschließend werden das grundlegende Schema einer Stresssimulation mikromechani-
scher Drehratensensoren, experimentelles Set-up zur Aufbringung von Biegestress auf
Leiterplatten sowie verwendete Sensormuster vorgestellt. Hierzu za¨hlt auch ein Exkurs in
viskoelastische Materialeigenschaften und die Beru¨cksichtigung dieser in Experiment und
Simulation.
7.1. Einleitung und Motivation
Unter der AVT eines MEMS-Drehratensensors versteht man im Allgemeinen die Techniken
des FL- und SL-Packagings, welche bereits in Abschnitt 2.2.4 vorgestellt wurden. Die
AVT beeinflusst die Sensorgeometrie und die elektrischen Signale durch das Package
selbst sowie durch dessen Umgebung. Hierzu za¨hlen Deformationen durch den Mold-
und Die-attach-Prozess, elektrische Sto¨rsignale durch Bond-Dra¨hte und andere Dies im
selben Package [Meh+09], Einflu¨sse durch Temperaturschwankungen [Fen+06; Gug08] und
Verspannungen durch das Aufbringen des fertigen MEMS-Packages auf die Leiterplatte
(z. B. durch Lo¨t- oder Klebeprozesse) [Meh+09]. Da durch die Einflu¨sse des ZL-Packagings
ebenfalls mechanischer Stress auf den Sensor u¨bertragen wird, also z. B. Verspannungen
durch Abscheideprozesse, mu¨ssen diese ebenfalls beru¨cksichtigt werden [SJ+01].
Alle diese Einflussgro¨ßen sind bereits bekannt und werden beim Packaging beachtet, der
Einfluss durch Temperaturschwankungen kann zudem durch Temperatursensoren im ASIC
u¨berwacht und digital korrigiert werden [Neu+07]. Zur Reduktion anderer Sto¨rquellen
werden von Herstellern zur Einbauposition und der zu verwendenden Leiterplatte ha¨ufig
Vorgaben gemacht – auch Lo¨tprofile werden definiert. Dennoch sind insbesondere Lo¨tstress,
Verspannungen der Leiterplatte und Verformungen durch das Molden nicht beliebig
pra¨zise kontrollier- und kompensierbar. Zunehmende Relevanz erha¨lt die Thematik
durch die fortlaufende Miniaturisierung der Bauteile aufgrund der du¨nneren und damit
sto¨ranfa¨lligeren Substratschichten, der kleineren und damit weniger entkoppelten Sensor-
Packages, der zunehmenden Anzahl, sich gegenseitig sto¨render, Komponenten in einem
gemeinsamen Geha¨use [Hil06, S.11] und dem Aufkommen monolithischer Systeme –
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mechanische Kopplung und dicht nebeneinander liegender Leiterbahnen sind hierbei
entscheidend.
Fu¨r die zuku¨nftige Sensorentwicklung sind daher Simulationsmodelle essenziell, welche
den Einfluss von Umgebungsstress auf die Sensorstruktur zuverla¨ssig vorhersagen. Daru¨ber
hinaus ist es ein erkla¨rtes Ziel, alle Wirkpfade von AVT-Stress auf die Sensorsignale
vollsta¨ndig zu verstehen. Nur so ist es mo¨glich, das Sensor-Design bereits in einem fru¨hen
Entwicklungsschritt robust gegenu¨ber a¨ußeren Sto¨rungen auszulegen.
In dieser Arbeit wird der Schwerpunkt auf die Untersuchung der Wirkpfade des
mechanischen Stresses auf die Sensorsignale gelegt. Dieser kann mithilfe geeigneter
Messaufbauten pra¨zise und reproduzierbar auf die Sensoren aufgebracht sowie gezielt in
der Simulation abgebildet werden. Es wird eine Stresssimulation des Sensor-Packages
und der hierbei relevanten Klebe- bzw. Lo¨tvorga¨nge im FE-Modell vorgestellt. Weitere
Simulationen von Leiterplattenbiegung, gestresster Sensorstruktur im FE-Tool sowie von
Sensorsignalen in einer ordnungsreduzierten Signalflusssimulation mechanisch gestresster
Sensoren werden eingehend untersucht und anhand von Messungen validiert. Hiermit
werden zuvor heuristisch hergeleitete Wirkpfadthesen validiert.
7.2. Einfluss von mechanischem Stress auf die
Sensorgeometrie
Der Einfluss von mechanischem Umgebungsstress auf die Sensormechanik hat mehrere Ef-
fekte. Ein wichtiger Punkt ist die Verschiebung von Elektrodenka¨mmen1, welche schon im
Nanometerbereich zu merklichen Kapazita¨ts- und somit auch zu Signala¨nderungen fu¨hren
kann [Dor+12; Dor+13]. Daru¨ber hinaus a¨ndert sich aufgrund intrinsischer Verspannungen
die Vorzugsrichtung der Eigenmoden und somit auch die Phasenlage zwischen Antriebs-
und Detektionsauslenkung. Zudem ist bei einer OOP-Detektion, ohne eine zusa¨tzliche
Gegenelektrode in der Sensorkappe, der Grundabstand zwischen Substratelektrode und
Sensormasse entscheidend fu¨r die Detektionsempfindlichkeit.
7.3. Schema einer Stresssimulation
Ordnungsreduzierte Systemsimulationen mikromechanischer Systeme, insbesondere auf
Basis der MSP, sind Stand der Technik [z. B. Gug+06; Gug08; KNM11] und dienen als
Ausgangsbasis fu¨r eine erweiterte Simulationsmethode, welche mechanische Stresseinflu¨sse
beru¨cksichtigt. Große Teile auf dem Weg zur Entwicklung einer solchen Methodik ko¨nnen
aus Vorarbeiten [Sch11; Gug08] u¨bernommen werden2. Eine U¨bersicht u¨ber verschiedene
etablierte Ansa¨tze zur Simulation von Stress bei MEMS ist in [HSM08; Meh+09] gegeben.
1Siehe Abschnitt 2.3.7 fu¨r die Beschreibung unterschiedlicher Sensorarchitekturen.




Eine wichtige Erkenntnis fu¨r die Entwicklung einer Simulationsmethodik ist, dass
Sensorstruktur und Versuchsaufbau mit Package aufgrund des Gro¨ßenunterschiedes nicht
in der gleichen Simulation abgedeckt werden ko¨nnen. Entsprechend ist das Modell, auf
[Sch11; Gug08] aufbauend und dem Vorschlag von [Li+05] folgend, in mehrere Schritte
aufgeteilt (siehe Grafik 7.1). In den folgenden Kapiteln werden die einzelnen Schritte im
Detail diskutiert, an dieser Stelle sei eine kurze schematische U¨bersicht gegeben:
• Im ersten Schritt werden in einer Makro-FE-Simulation der Musteraufbauten,
ggf. inklusive Package, die Deformationsparameter, welche auf die ASS wirken,
bestimmt. Da die Zeitskalen der meisten Umgebungseinflu¨sse deutlich gro¨ßer sind
als die der Sensordynamik, ko¨nnen sie als zeitunabha¨ngig betrachtet werden – d. h.
eine statische Rechnung ist an dieser Stelle ausreichend. Dieser Schritt wird im
Folgenden als Package-Simulation bezeichnet.
• Als Zweites werden die Parameter der Package-Simulation an ein detailliertes
FE-Modell der Sensorstruktur u¨bergeben. So ko¨nnen die Verschiebungen der Sen-
sorstruktur und die neuen Eigenvektoren bestimmt werden. Auch diese Rechnung
kann mithilfe eines statischen Ansatzes erfolgen.
• Zum Schluss werden gestresste Eigenvektoren und verschobene Koordinaten in
einer transienten Signalflusssimulation mit einem ASIC-Modell, dem AVT-ROM,
weiterverarbeitet.
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Abbildung 7.1.: Schematischer Ablauf der AVT-Simulation eines Drehratensensors.
7.4. Experimentelles Setup
7.4.1. Messaufbau
Ein mikromechanischer Drehratensensor-Die hat eine Oberfla¨che von weniger als 10 mm2.
Diese Bauteile mit exakt definiertem mechanischen Stress reproduzierbar zu belasten,
sodass Strukturverformungen im Nanometerbereich erwirkt werden, ist entsprechend
aufwendig. Lasten mit solch hohen Anforderungen direkt auf den Sensor aufzubrin-
gen ist schwierig, daher wird der Stress indirekt mithilfe einer Leiterplattenverbiegung
u¨bertragen. Hierzu wird der in [Dor+12; Dor+13] vorgestellte 4-Linien-Stressmessaufbau
(Abbildung 7.2) verwendet. Dieser Messstand ermo¨glicht die Verbiegung achteckiger Lei-
terplatten entlang von vier Richtungen, wa¨hrend gleichzeitig die Sensorsignale ausgewertet
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werden ko¨nnen. Der Aufbau ist so ausgelegt, dass auch ein Einbau in eine Drehkammer
mo¨glich ist. Zudem sind die oberen und unteren Schneiden jeweils so konstruiert, dass sich
zwischen ihnen ein Sichtfenster ergibt. Dieses ermo¨glicht die Vermessung von Leiterplatte
und Oberfla¨che der Chips mithilfe eines Weißlichtinterferometers [BT98] auf 0,1 nm genau.
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Abbildung 7.2.: Die Leiterplatte (1) wird mithilfe von vier Klingen (2) verbogen. Diese
haben je ein Sichtfenster, um Weißlichtinterferometermessungen zu er-
mo¨glichen. Die Relativposition der Klingen wird u¨ber eine Stellschraube
(3) eingestellt und u¨ber eine Messuhr (4) aufgezeichnet. Die Lagerung
(5) erfolgt u¨ber Kugel- oder Gleitlager. Bildquelle: [Dor+12; Dor+13].
Die relative Position der unteren und oberen Klingen zueinander wird mikrometergenau
mithilfe einer Zugpru¨fmaschine oder manuell mit einer Stellschraube eingestellt. Nur
letztere Variante ermo¨glicht die Installation des Aufbaus im Weißlichtinterferometer und
in der Drehkammer. In beiden Fa¨llen muss eine mo¨glichst parallele Ausrichtung der
oberen Klingen garantiert sein, da Versuche gezeigt haben, dass sich schon durch eine
geringe Verkippung ein vera¨ndertes Signal-Offset ergeben kann. Der Verfahrweg wird u¨ber
die Zugpru¨fmaschine selbst und, um freies Spiel innerhalb von Maschine sowie Aufbau
zu bestimmen, zusa¨tzlich mithilfe einer auf 4µm geeichten Messuhr, welche zwischen die
Klingen gespannt wird, aufgezeichnet. Es wird in den folgenden Abschnitten genau dann
von
”
0µm“ Verfahrweg gesprochen, wenn die Klingen die Leiterplatte gerade beru¨hren.
Das Weißlichtinterferometer ermo¨glicht eine indirekte Validierung der Simulationen
durch die Bestimmung der Sensorkappenverkru¨mmung. Eine direkte Untersuchung der
Sensorstruktur ist nur u¨ber Ro¨ntgenbeugung mo¨glich, diese liefert allerdings keine gute
Auflo¨sung der Strukturen [SJ+01; Ana+93]. Eine weitere Mo¨glichkeit zur Stressmessung
an optisch zuga¨nglichen Mikrosystemen bietet die Ramanspektroskopie. Ihre große Sta¨rke
liegt allerdings in der Vermessung von intrinsischen Spannungen, also Dichteverschiebun-
gen der atomaren Elektronen im Silizium [Ana+93; Qia+02] – dies ist nicht der Fokus
der vorliegenden Arbeit.
Verwendet man zum Einstellen der Relativposition die Zugpru¨fmaschine, so la¨sst sich
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neben dem Verfahrweg zusa¨tzlich die aufgebrachte Kraft u¨ber eine Kraftmessdose, welche
zwischen Maschine und Klingen geschraubt wird, aufnehmen. Man erha¨lt so einen weiteren
Messwert, der Aufschluss u¨ber die viskoelastischen Eigenschaften der Leiterplatte, sowie
u¨ber die Haft-, Roll-, und Gleitreibung der Lager gibt.
Aus dem Gro¨ßenverha¨ltnis von Leiterplatte zu Sensorgeha¨use von ca. 100:1 la¨sst sich
abscha¨tzen, dass einige Mikrometer Durchbiegung der Leiterplatte einer Verformung der
Sensorstruktur im Nanometerbereich entspricht.
7.4.2. Sensormuster und Probenpra¨paration
Die verwendeten Drehratensensoren sind analog zu den Ausfu¨hrungen in 2.2.2 aufgebaut.
Da der Mold-Prozess die Sensorstruktur stark verformt ist es hilfreich, zuna¨chst Bare-
Dies zu untersuchen und so in einem ersten Schritt die Anzahl der Einflussgro¨ßen zu
reduzieren. Erst anschließend wird die Simulationsmethodik mithilfe eines vollsta¨ndigen
Sensor-Packages validiert.
Bei den Bare-Die-Proben handelt es sich um Ωz-Sensoren mit IP-Antrieb sowie IP-
Detektion. Diese werden jeweils zusammen mit einem ASIC side-by-side auf eine Leiter-
platte geklebt und anschließend mit Draht-Bonds kontaktiert (siehe Abbildung 7.3). So
ko¨nnen Sensorsignale direkt u¨ber Anschlu¨sse an den Seiten der Leiterplatten abgegriffen
werden. Die Gyroskope werden dabei mittig auf den achteckigen Leiterplatten befestigt,
damit sie gezielt entlang der Orthogonalen und Diagonalen verbogen werden ko¨nnen.
Dies ermo¨glicht eine Verschiebung der Kammelektroden in unterschiedliche Richtungen
und eine detaillierte Wirkpfadanalyse von Fehlsignalen. Zur Untersuchung wurden gezielt
Sensortypen ausgewa¨hlt, bei denen eine starke Stressabha¨ngigkeit des Offset-Signals
bekannt ist. Die Biegerichtungen sind anhand von Grafik 7.4 definiert.
Eine einzelne Probe kann aufgrund des komplexen und teilweise willku¨rlichen Kleb-
stoffprofils sowie der im Vergleich zum Silizium rauen Oberfla¨che der Leiterplatte nicht
exakt in der Simulation abgebildet werden. Daher werden aus statistischen Gru¨nden
insgesamt 7 Proben angefertigt3 und die gemittelten Abmessungen als Eingangspara-
meter fu¨r die Simulation verwendet. Um mo¨glichst definierte Aufbauten mit minimalen
statistischen Varianzen zu erhalten, werden die Leiterplatten maschinell bestu¨ckt. Die
Chips werden dabei mit maximalem Anpressdruck aufgebracht, damit die Partikel im
Klebstoff wie Abstandshalter wirken und die Streuung der Kleberschichtdicken minimiert
wird. Hierbei wird auf einen mo¨glichst gleichma¨ßigen Meniskus (Kleberwulst an den
Ra¨ndern) geachtet. Zusa¨tzlich werden die Kontaktdra¨hte maschinell gebondet, um die
Varianz der elektrischen Einflu¨sse gering zu halten.
Erga¨nzend werden zwei Proben angefertigt, bei denen der ASIC nicht angeklebt ist.
Dieser ist nur u¨ber die Bond-Dra¨hte an den Bond-Pads des mikromechanischen Elements
befestigt. Diese Proben werden genutzt, um zu validieren, dass die Biegung des ASICs
keine Signala¨nderung hervorruft.
3Zum Zeitpunkt der Messungen waren nicht mehr Muster verfu¨gbar.
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Abbildung 7.3.: Bare-Die-Proben: ASIC und Chip side-by-side mit Draht-Bonds. Bild-
quelle: [Dor+12; Dor+13].
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Abbildung 7.4.: Biegerichtungen des AVT-Stressmessstandes schematisch.
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Neben den Bare-Die-Aufbauten werden auch Leiterplatten mit gemoldeten Drehraten-
sensoren (LGAs) vorbereitet – der ASIC befindet sich im selben Package. Die Systeme
dieser Muster sind deutlich komplexer, da ein dreiachsiges Gyroskop4 verwendet wird.
Außerdem ist die Architektur der Mechanik deutlich kleiner: Alle drei Kana¨le sind etwa
auf der Fla¨che des einzelnen Ωz-Kanals der Bare-Die-Proben untergebracht. Die Detektion
von Ωx- und Ωy-Drehrate erfolgt OOP, die Ωz-Detektion IP. Fu¨r diese Muster ist eine
erho¨hte Stressanfa¨lligkeit des Ωz-Offset-Signals bekannt, welches im Folgenden untersucht
wird. Die LGAs werden mittig auf die Leiterplatten gelo¨tet. Aus statistischen Gru¨nden
werden 12 Testmuster angefertigt.
Daru¨ber hinaus liegt beim dreiachsigen Sensor eine gesteigerte Abha¨ngigkeit der OOP-
Empfindlichkeiten von mechanischem Stress durch den Lo¨tprozess vor. Zur Analyse
werden daher zusa¨tzlich ungelo¨tete Muster dreier unterschiedlicher Package-Varianten des
Sensors aus dem Entwicklungsprojekt entnommen. Diese ko¨nnen mithilfe eines Sockels
vermessen und anschließend gelo¨tet werden.
7.5. Viskoelastische Eigenschaften in Experiment und
Simulation
Sowohl in Simulation als auch in Messung ist zu beachten, dass das Material der Lei-
terplatte, die Mold-Masse sowie der Klebstoff viskoelastische Eigenschaften haben. Die
zeitliche Vera¨nderung der Durchbiegung ist in Sensorsignal, Kraftmessung mithilfe der
Kraftmessdose und Simulationsansa¨tzen mit viskoelastischen Materialeigenschaften sicht-
bar. Eine genauere Untersuchung der viskoelastischen Eigenschaften ist daher fu¨r eine
Weiterarbeit notwendig.
Im einfachsten Fall kann eine viskoelastische Relaxation der Gro¨ße f(t) u¨ber folgende
Formel beschreiben werden [z. B. Sch05]:
f(t) = f∞ + (f0 − f∞) e−t/τ , (7.1)
mit der Relaxationszeitkonstante τ , dem Anfangswert f0 und dem Endwert f∞. Es ist zu
beachten, dass sowohl die Koeffizienten, als auch die Relaxationszeitkonstante abha¨ngig
sind von weiteren Eigenschaften wie Verspannungszustand und Temperatur. In Bezug auf
Leiterplatte, Mold-Masse und Klebstoff entspricht die Gro¨ße f(t) z. B. dem Schubmodul
G oder dem Kompressionsmodul K.
Um eine Abscha¨tzung u¨ber das Relaxationsverhalten zu machen, ist Gleichung (7.1)
ausreichend. Fu¨r eine genaue Berechnung, z. B. im Rahmen einer Simulation, ist es
notwendig, diese Formel auf einen Reihenansatz zu erweitern. So verwendet auch ANSYS
sogenannte Prony-Reihen mit m Gliedern [Ima08]. Gleichung (7.1) geht dann u¨ber in
f(t) = f∞ +
m∑
i=1
fi e−t/τi . (7.2)
4Die drei Detektionsmassen sind u¨ber einen gemeinsamen Antriebsrahmen verbunden.
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Quantitative Untersuchung des Relaxationsverhaltens
In Grafik 7.5 sind Mittelwerte zweier Signalmessungen des Drehraten-Offsets (zwei Bare-
Die-Proben) direkt nach der Verbiegung und 5 Minuten spa¨ter anhand des Mittelwerts
einander gegenu¨bergestellt. Eine relative Abweichung von bis zu 15 % tritt auf. Weitere
Untersuchungen sind daher notwendig.























Abbildung 7.5.: Drehraten-Offset in Abha¨ngigkeit von der Wartezeit nach der Verbiegung
(Diagonalbiegung 2) – Mittelwert zweier Bare-Die-Proben. Bildquelle:
[Dor+14a].
In einer weiteren quantitativen Untersuchung wird die Leiterplatte um 200µm und
500µm mithilfe des Stressmessstandes durchgebogen. U¨ber jeweils 1000 s wird der fu¨r
die Durchbiegung erforderliche Kraftaufwand mithilfe der Kraftmessdose aufgezeichnet.
Es werden die Kugellager verwendet, da sie eine geringere Haftreibung als die Gleitlager
aufweisen und somit genauere Ergebnisse bei der Kraftmessung zu erwarten sind.
Der Verlauf des Kraftaufwands wird mithilfe von Gleichung (7.1) gefittet5. Es ergibt
sich fu¨r τ eine Gro¨ßenordnung von 102 s. Nach 3τ s ist die Relaxation zu etwa 95 %
abgeschlossen. Dies macht eine lange Wartezeit nach dem Einstellen jedes Verspannungs-
zustandes bis zum Erreichen eines Gleichgewichts erforderlich. Fu¨r die Differenz von
Anfangs- und Endwert findet sich f∞ − f0 ≤ 1,5 N.
Nutzt man die Stellschraube um die Klingenposition manuell einzustellen, so ist zu
erwarten, dass die Leiterplatte insbesondere im Rahmen des Gewindespiels relaxiert.
Weitere Messungen mit Zugpru¨fmaschine, Kraftmessdose und Gleitlageraufbau zeigen
5Ein Fit anhand von Gleichung (7.2) ist schwierig, da die Relaxation eine U¨berlagerung der viskoelasti-
schen Effekte der verschiedenen Materialien ist und daher zu viele Faktoren unbekannt sind. Ein
zusa¨tzlicher Erkenntnisgewinn ist hierdurch auch nicht zu erwarten, da fu¨r die Beru¨cksichtigung in
der Messung eine Abscha¨tzung von τ ausreichend ist.
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aber, dass die Gleitlager eine Haftreibung von ca. 10 N besitzen. Dies ist ausreichend um die
Klingen trotz Relaxation und Spiel in Position zu halten. Verwendet man zum Einstellen
des Verfahrwegs am Stressmessstand die Zugpru¨fmaschine, so wird die Relaxation der
Leiterplatte mithilfe der automatisierten Lageregelung durch Kraftanpassung kompensiert.
Daru¨ber hinaus verbleibt bei beiden Ansa¨tzen ein geringes Verkippungsspiel der Klingen,
welches im Versuchsaufbau durch einen angepassten Durchmesser der Lager minimiert
ist. In der Simulation ist es daher nicht notwendig, die viskoelastischen Eigenschaften
des Leiterplattenmaterials zu beru¨cksichtigen.
Die Relaxation von Klebstoff, LGA-Substrat und Mold-Masse kann u¨ber die Lagefi-
xierung der Leiterplatte nur teilweise unterbunden werden. Daher ist hier eine genauere
Analyse notwendig. In einem internen Bericht der Robert Bosch GmbH wurden die
vollsta¨ndigen Prony-Daten dieser Materialien bestimmt und freundlicherweise fu¨r diese
Arbeit zur Verfu¨gung gestellt.
Betrachtet man den Relaxationsverlauf des Klebstoffs in relativen Einheiten anhand von
Grafik 7.6, so sieht man, dass ein Großteil der Relaxation bereits nach wenigen Sekunden
abgeschlossen ist. Die Vera¨nderung bei Raumtemperatur betra¨gt 0,89 % zwischen 30 s
und 300 s nach Beginn der Relaxation – 95,14 % sind bereits nach den ersten 30 Sekunden
abgeschlossen. Fu¨r die Mold-Masse erha¨lt man fu¨r den gleichen Zeitraum eine Vera¨nderung
von 1,21 % und fu¨r das LGA-Substrat 1,44 % – auch hier ist ein Großteil der Relaxation
bereits nach 30 s abgeschlossen. Die Justierung des Weißlichtinterferometers erfolgt
manuell – Oberfla¨chenmessungen ko¨nnen daher bequem zwischen 30 s und 300 s nach der
Verbiegung gestartet werden. Die automatisierten Signalmessungen werden nach einer
Wartezeit von 30 s durchgefu¨hrt.












Abbildung 7.6.: Relaxationsverlauf des verwendeten Klebstoffs. f entspricht z. B. K dem
Kompressions- oder G dem Schubmodul. Bildquelle: [Dor+12; Dor+13].
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Im folgenden Kapitel wird die FE-Package-Simulation, d. h. die FE-Implementierung des
Makromodells der Muster, dem ersten der drei in Abschnitt 7.3 ausgefu¨hrten Schritte
einer Stresssimulation, vorgestellt und anhand von Weißlichtinterferometermessungen
validiert. Die Package-Simulation ist in Prozesssimulation, inklusive Mold- und Die-attach-
bzw. Lo¨tsimulation, sowie Biegesimulation unterteilt.
Die ausgefu¨hrten Abla¨ufe wurden bereits im Rahmen dieser Arbeit vero¨ffentlicht
[Dor+12; Dor+13; Dor+14a].
8.1. Annahmen
Ein Bare-Die weist aufgrund des Bondens von Kappen- auf Substrat-Wafer, Abscheidest-
ress [SJ+01] und dem reduzierten Innendruck eine Vorverwo¨lbung auf. Fu¨r diese ist unter
anderem der Wafer-Bow ein nennenswerter Indikator, welcher bei den fu¨r die Proben
verwendeten Wafern sehr gering ist und daher vernachla¨ssigt wird.
Zusa¨tzlich wird die maximale Durchbiegung dp von Substrat und Kappe durch den





abgescha¨tzt werden kann. Hierbei sind p die Druckdifferenz, h die Kappen- bzw. Substrat-
dicke, E das Elastizita¨tsmodul, b die halbe Fla¨chenbreite und cg ein Geometriefaktor,
abha¨ngig vom Verha¨ltnis von Fla¨chenbreite und Fla¨chenla¨nge. Bei der Abscha¨tzung
ergibt sich fu¨r beide verwendeten Sensortypen eine maximale Durchbiegung der Kappe
von weniger als 5 nm und des Substrats von etwa 1 nm. Der Unterschied ist auf die Kaver-
nenstruktur in der Kappe und den insgesamt du¨nneren Kappen-Wafer zuru¨ckzufu¨hren.
Da die ASS auf dem Substrat liegt, ist insbesondere diese Durchbiegung relevant fu¨r die
weiteren Berechnungen. Der Einfluss des Innendrucks erscheint hier ausreichend gering
und wird daher im Weiteren vernachla¨ssigt.
8.2. Struktur und Inhalt einer FE-Package-Simulation
Die FE-Package-Simulation wird mithilfe von ANSYS Workbench durchgefu¨hrt und
ist in drei Abschnitte unterteilt. Zuna¨chst wird das Modell in einer CAD-Anwendung
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erzeugt – hierzu bieten kommerzielle FE-Softwares wie ANSYS, Comsol oder Abaqus
integrierte Tools. Anschließend erfolgt die Simulation der Prozessierung des Bauteils.
Diese beinhaltet Lo¨t-, Mold-, Bond- und Klebeprozesse unter Beru¨cksichtigung der
viskoelastischen Eigenschaften. Abschließend erfolgt die Berechnung der eigentlichen
Durchbiegung.
8.3. CAD-Modellierung und Vernetzung
In [Meh+09; Li+05] wird vorgeschlagen, einen Siliziumblock als Dummy fu¨r den Chip
zu modellieren. Dieser Ansatz wird erweitert, um den Einfluss der unterschiedlichen
Schichten und Hohlra¨ume im Sensorelement zu beru¨cksichtigen. Der Die wird in Kappe
mit Kavernenstruktur, Substrat und Bond-Schicht unterteilt. ASS im Substrat und Kap-
penoberfla¨che werden feiner vernetzt, damit die Deformationsfla¨che genauer beschrieben
wird. Daru¨ber hinaus ist auch eine feinere Vernetzung der Bond-Schicht aufgrund ihrer
geringen Dicke notwendig.
Das Bare-Die Modell wird um einen ASIC in Form eines Siliziumblocks erga¨nzt. Das
Modell des verpackten Sensors basiert zu großen Teilen auf einer Bosch internen Arbeit
[Cse14]. Es entha¨lt zusa¨tzlich eine Substratleiterplatte, Lo¨tpads, eine Mold-Ummantelung,
einen ASIC und einen Beschleunigungssensor. Letzterer wird ebenfalls in 3 Schichten
modelliert, allerdings mit reduzierter Vernetzung.
Unterhalb der Dies bzw. des Packages werden Leiterplatte sowie Klebstoffschicht bzw.
Lo¨tpaste modelliert. Fu¨r den Klebstoff werden die vollsta¨ndigen Prony-Daten hinterlegt,
wohingegen die viskoelastischen Eigenschaften der Leiterplatte, auf Basis der Diskussion
in Abschnitt 7.5, vernachla¨ssigt werden.
Die Abmessungen von Kleberschichtdicke und Meniskus werden aus Laser- und Mikro-
skopmessungen u¨ber alle verwendeten Proben gemittelt. Die Form des Meniskus wird
hierbei vereinfacht abgebildet. Die Maße der Drehratenchips werden, um Abweichungen
vom Layout durch den Sa¨geprozess und Prozesstoleranzen beru¨cksichtigen zu ko¨nnen,
ebenfalls u¨ber alle Proben vermessen und gemittelt. Vernachla¨ssigt wird an dieser Stelle
der Tilt, also die Verkippung des Sensors im Klebstoff, da dieser aufgrund der rauen
Leiterplattenoberfla¨che, welche in der Gro¨ßenordnung des Tilts liegt, nicht gut bestimmt
werden kann.
Zur Berechnung von Biegungen entlang der Symmetrieachse1 (Orthogonalbiegung 1)
und senkrecht dazu (Orthogonalbiegung 2) ist die Modellierung des halben Sensormo-
dells ausreichend – eine deutliche Verku¨rzung der Rechenzeit wird durch diesen Ansatz
erwartet2.
1Diese entspricht im verwendeten Koordinatensystem der y-Achse.




8.4.1. Schema einer Prozesssimulation
Die Simulation der Prozessierung dient zur Berechnung der Vorverwo¨lbung und der
intrinsischen Spannungen, welche bereits vor der Verbiegung auftreten. Prinzipiell sind die
Simulationen von Klebevorgang (Die-attach-Prozess) und Lo¨ten a¨hnlich. Das Kleben setzt
sich zusammen aus einer Erhitzung des Modells mit flu¨ssigem Klebstoff, der Ausha¨rtung
und der anschließenden Abku¨hlung. Die Lotpaste ist bei der Erhitzung fest, verflu¨ssigt
sich bei einer gewissen Temperatur und ha¨rtet beim Abku¨hlen wieder aus.
Im Anschluss an den Klebe- oder Lo¨tprozess muss aufgrund der Viskoelastizita¨t von
Klebstoff und Mold-Masse eine ausreichend lange Relaxationszeit in der Simulation
beru¨cksichtigt werden. In Abbildung 8.1 ist das Ergebnis einer FE-Prozesssimulation mit
Bare-Dies stark skaliert dargestellt. Interessant ist insbesondere, dass der ASIC nach
dem Klebeprozess aufgrund seiner großen Grundfla¨che die Lage des Sensors um mehrere
100 nm verschiebt.
Abbildung 8.1.: Simulierte Vorverwo¨lbung der Chips, die durch das Aufkleben auf die
Leiterplatte entsteht (stark skalierte Darstellung). Rechts befindet sich
der ASIC. Bildquelle: [Dor+12; Dor+13].
Zur Simulation des Mold-Prozesses wird das Schema der Die-attach-Simulation ange-
passt. Der hohe Druck, der wa¨hrend des Mold-Vorganges herrscht, wird wa¨hrend des
Ausha¨rtevorganges beru¨cksichtigt. Bei der Erstellung des Simulationsansatzes dienten
auch fru¨here Mold-Simulationen als Ausgangsmaterial [Cse14].
8.4.2. Simulation eines Klebevorgangs
Die Simulation eines Klebevorgangs wird im Folgenden genauer betrachtet. Die Ausfu¨h-
rungen wurden bereits in [Dor+14a] vero¨ffentlicht. Das Vorgehen kann leicht auf Lo¨t- und




Wie oben bereits ausgefu¨hrt ist der grundlegende Vorgang wie folgt: Der Klebstoff
ist flu¨ssig bei Raumtemperatur, ha¨rtet ab einer gewissen Referenztemperatur aus und
bleibt nach anschließender Abku¨hlung fest. In dieser Arbeit wird fu¨r den Klebstoff eine
Referenztemperatur von 100◦C angenommen. Dieser Wert beruht auf der Herstellerangabe,
ist allerdings nicht allgemeingu¨ltig und ha¨ngt in erster Linie vom genauen Temperaturprofil
des Ofens ab, da die Ausha¨rtung nicht instantan ist und somit auch oberhalb der
Referenztemperatur abschließen kann. Es wird angenommen, dass das E-Modul des
Klebstoffs im flu¨ssigen Zustand null ist. Die thermische Ausdehnung des Klebstoffs ist
dagegen auch im flu¨ssigen Zustand ungleich null. Daru¨ber hinaus wird der Kleber im
flu¨ssigen wie auch im festen Zustand an der Oberfla¨che der angrenzenden Ko¨rper haften.
Eine einfache Mo¨glichkeit den Klebevorgang zu simulieren, wird von vielen kommer-
ziellen FE-Tools indirekt ermo¨glicht und wurde auch schon Bosch intern verwendet
[LF09]: Der modellierte Klebstoffko¨rper wird hierbei deaktiviert, anschließend wird eine
thermische Last aufgegeben, der Klebstoffko¨rper wieder aktiviert und die thermische Last
wieder entfernt. Durch die Deaktivierung des Ko¨rpers werden allerdings auch alle Materi-
aleigenschaften deaktiviert. Folglich wird nicht nur das E-Modul auf null gesetzt, sondern
auch die thermische Ausdehnung – hierdurch entsteht offensichtlich eine qualitativ falsche
Beschreibung.
Ein weiterer Ansatz ist es, den Simulationsvorgang bei der Referenztemperatur des
Klebstoffs zu beginnen [Cse14]. Hierbei wird angenommen, dass der Klebstoff zu Beginn
der Simulation bereits ausgeha¨rtet ist. Es wird allerdings vernachla¨ssigt, dass Klebstoff,
Leiterplatte, Silizium und Bond-Schicht im Chip unterschiedliche thermische Ausdeh-
nungskoeffizienten haben. Der Chip wu¨rde sich beim Aufheizen also eigentlich wie ein
Bimetall verbiegen und der Klebstoff wu¨rde in eine andere Form gezerrt werden. Dieser
Effekt wird im beschriebenen Ansatz vernachla¨ssigt und fu¨hrt entsprechend zu einer
falschen qualitativen Form des Aufbaus.
Stattdessen wird an dieser Stelle ein neuer dritter Weg vorgeschlagen, der alle be-
schriebenen qualitativen Ungenauigkeiten beru¨cksichtigt und zudem die Mo¨glichkeit
einra¨umt, auch dem flu¨ssigen Klebstoff ein E-Modul zuzuweisen. Ziel ist es also, die
Materialeigenschaften der Klebstoffschicht wa¨hrend des Ausha¨rtens zu a¨ndern. Das in
dieser Arbeit verwendete FE-Tool ANSYS ermo¨glicht diesen Vorgang nicht direkt, da
der interne Stress eines Ko¨rpers abha¨ngig ist von der Gro¨ße des E-Moduls. Wird dieses
gea¨ndert, fu¨hrt dies zu einer Neuberechnung des intrinsischen Stresses und man erha¨lt
einen Bimetalleffekt, der ebenfalls qualitativ falsch ist.
Der vorgeschlagene Ansatz basiert auf der Idee eines Dummy-Ko¨rpers. Zur Erzeugung
des Dummys werden alle Knoten der Klebstoffschicht auf sich selbst kopiert. Anschließend
werden die Dummy-Knoten mit dem zugeho¨rigen Original gekoppelt. Nun werden dem
Originalko¨rper die Materialparameter des festen Klebstoffs zugewiesen, der Dummy-
Ko¨rper dagegen erha¨lt die Eigenschaften des flu¨ssigen Zustands. Die Mo¨glichkeit der
Zuweisung eines zweiten Satzes beliebiger Materialparameter ermo¨glicht die Adaption
des Verfahrens auf die Simulation von Lo¨tprozessen oder Alterungsvorga¨ngen.
Wa¨hrend der Simulation des Aufheizvorganges wird die Klebstoffschicht deaktiviert –
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thermische Ausdehnung und E-Modul werden null. Der Dummy auf der anderen Seite
bleibt aktiviert und dehnt sich entsprechend seiner thermischen Materialeigenschaften
aus. Aufgrund der Knotenkopplungen wird diese Ausdehnung auf den deaktivierten Ori-
ginalko¨rper u¨bertragen. Nach dem Erreichen der Referenztemperatur wird der Klebstoff
reaktiviert und der Dummy deaktiviert (bzw. gelo¨scht). Nun kann der Abku¨hlvorgang
berechnet werden. Zum besseren Versta¨ndnis fu¨r den modifizierten Workflow sei auf Ab-
bildung 8.2 verwiesen – hier ist der gesamte dreigliedrige Workflow einer AVT-Simulation,
wie in Abschnitt 7.3 ausgefu¨hrt, inklusive dem Ablauf eines Klebevorgangs mit Dummy-
Ko¨rper dargestellt. Das beschriebene Verfahren entstand in Zusammenarbeit und wurde



















Dummy erstellen und koppeln
Aufwärmen bis zur Aushärte-
temp. des Klebstoffs simulieren
Abbildung 8.2.: Workflow einer AVT-Simulation (links) und Workflow des Klebeprozesses
mit Dummy-Ko¨rper (rechts). Bildquelle: [Dor+14a].
In Grafik 8.3 sind die relativen Unterschiede der simulierten Verbiegungen der ASS
(Bare-Die-Modell) anhand von drei Achsenschnitten gegenu¨bergestellt. Verglichen werden
hierbei der zuerst beschriebene Ansatz mit einer De- und Reaktivierung der Klebstoff-
schicht und der neu vorgeschlagene Simulationsansatz mit einem Dummy-Ko¨per. Die
relativen A¨nderungen liegen im einstelligen Prozentbereich und sind sowohl qualitativ als
auch quantitativ deutlich zu erkennen.
8.5. Biegesimulation
Die Verbiegung wird in einer separaten Simulation betrachtet, in welcher Vorverwo¨lbung
und intrinsischer Stress durch die Prozesssimulation als Initialbedingungen eingebracht
werden. So ist es mo¨glich verschiedene Verfahrwege des Stressmessstandes abzubilden,
ohne jedes Mal die zeitaufwendige Prozesssimulation berechnen zu mu¨ssen. Da ANSYS































































(c) xy-Achsenschnitt entlang der Diagonalen.
Abbildung 8.3.: Verha¨ltnis einer Klebesimulation mithilfe einer De- und Reaktivierung
der Klebstoffschicht u¨ber einer Dummy-Ko¨rper Klebesimulation anhand
von Achsenschnitten der ASS beim Bare-Die-Modell. Die Achsenschnitte
gehen durch den Mittelpunkt der ASS. Beide diagonale Achsenschnitte
sind aufgrund der Symmetrie des Modells identisch.
129
8. FE-Package Simulationen
der Vorverwo¨lbung notwendig, a¨hnlich wie beim Submodeling vorzugehen – siehe hierzu
[Loo07]. Das Resultat einer Biegesimulation ist in Grafik 8.4 abgebildet.
Abbildung 8.4.: Simulierte Verbiegung der Leiterplatte (Orthogonalbiegung 1) im Halb-
modell (skalierte Auslenkung). Bildquelle: [Dor+13; Dor+12].
Zur Simulation der Verbiegung wird das Leiterplattenmodell an der Auflagefla¨che der
unteren Klingen u¨ber Randbedingungen in z-Richtung fixiert. Der Anpressdruck durch
die oberen Klingen kann u¨ber eine Kraft entlang zweier Linien an der Oberseite der
Platte aufgegeben werden. Da die Durchbiegung mithilfe der Zugpru¨fmaschine genau
bestimmt ist, ist es jedoch geschickter den Verfahrweg in Form von Randbedingungen
auf die beiden Auflagelinien der Schneiden vorzugeben – so kann die Durchbiegung auch
in der Simulation exakt vorgegeben werden. Nach Abschluss der Berechnung werden die
Verkru¨mmungen von Sensorkappe und ASS zur Weiterarbeit exportiert. Die Verformung
der Sensorkappe dient hierbei zur Validierung der Simulationsmethodik mithilfe des
Weißlichtinterferometers.
8.6. Validierung durch Weißlichtinterferometrie
Zur Validierung der FE-Simulationsmethodik wird der Stressmessstand zusammen mit
den Bare-Die-Proben in ein Weißlichtinterferometer3 montiert. Anschließend werden die
Klingen manuell um 500µm verfahren und die Verbiegung der Sensorkappe vermessen.
Eine Referenzmessung erfolgt bei 0µm Verfahrweg.
Fu¨r die Referenzmessung zeigt sich eine relativ große Abweichung von einer Gro¨ßen-
ordnung zwischen Simulation und Messung – auch qualitativ ist keine U¨bereinstimmung
erkennbar. Die Ursache hierfu¨r ist wahrscheinlich der Einfluss von Abscheideprozessen,
welcher durch den Wafer-Bow nicht ausreichend indiziert wurde. Um die Verbiegungssi-
mulation weiter bewerten zu ko¨nnen, werden gemessene bzw. simulierte Vorverwo¨lbung
von den Stressmessungen und Simulationen als Offset abgezogen.
3Das Weißlichtinterferometer und seine Funktionsweise sind in der Literatur, z. B. in [BT98], ausfu¨hrlich
beschrieben.
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In den Abbildungen 8.5 und 8.6 sind Oberfla¨chenmessung bei Orthogonalbiegung 2
und zugeho¨rige Simulation gegenu¨bergestellt, dabei wurden die Messwerte mithilfe eines
laufenden Mittelwerts gegla¨ttet und u¨ber die Proben gemittelt. Aufgrund der Symmetrie-
eigenschaften des Aufbaus ist die simulierte Verwo¨lbung der Sensorkappe entlang der
beiden diagonalen Achsenschnitte identisch. Bei der Messung ist dies aufgrund des Tilts
anders, deshalb wurden die beiden Werte in Abbildung 8.6 gemittelt. Auf Fehlerbalken
wird aufgrund des verwendeten gleitenden Mittelwertes verzichtet – lokale Schwankungen











































Abbildung 8.5.: Oberfla¨chenverwo¨lbung der Bare-Die-Sensorkappe bei Orthogonalbie-
gung 2 – Verfahrweg 500µm. Im Vergleich (a) Simulation und (b) Mes-
sung. Messwerte sind gleitende Mittelwerte und u¨ber alle Proben gemit-
telt. Bildquelle: [Dor+13; Dor+12].
Die qualitative U¨bereinstimmung von Messung und Simulation ist sehr gut. Quantitativ
ergibt sich die maximale relative Abweichung beim x-Achsenschnitt zu 17,34 %. Auch
dieser Wert ist immer noch sehr gut, insbesondere in Anbetracht der Gro¨ßenordnung der
Verwo¨lbung von wenigen Nanometern. Die Fehlerquellen sind prima¨r die abweichende
Vorverwo¨lbung und der damit einhergehende intrinsische Stress sowie der vernachla¨ssigte
Tilt. Weitere Gru¨nde fu¨r Ungenauigkeiten sind kleine, in die Sensorkappe hinein gea¨tzte
Strukturen, die mikromechanische Struktur selbst und die unterschiedlichen Material-
schichten der ASS, welche im Modell nicht beru¨cksichtigt wurden. Es zeigen sich bei
anderen Verfahrwegen und Biegerichtungen a¨hnliche relative Abweichungen, wobei die
simulierte Verkru¨mmung betraglich systematisch geringer ist als die vermessene. Ein empi-
rischer Korrekturfaktor von ca. 1,1 passt dies fu¨r alle Biegungen sehr gut an – es verbleibt
eine durchschnittliche relative Abweichung im niedrigen einstelligen Prozentbereich.
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(c) xy-Achsenschnitt entlang der Diagonalen.
Abbildung 8.6.: Oberfla¨chenverwo¨lbung der Bare-Die-Sensorkappe bei Orthogonalbie-
gung 2 anhand von Achsenschnitten - Verfahrweg 500µm. Im Vergleich
Simulation (rot) und Messung (blau). Die Achsenschnitte gehen durch
den Mittelpunkt der ASS. Beide diagonale Achsenschnitte sind aufgrund
der Symmetrie des Modells identisch. Messwerte sind gleitende Mittel-
werte und u¨ber alle Proben gemittelt. Bildquelle: [Dor+13; Dor+12].
132
9. FE-Modelle von MEMS Strukturen
In diesem Kapitel wird die exportierte Deformation der ASS aus dem vorhergehenden
Abschnitt in eine weitere FE-Simulation u¨bertragen, um den Stresseinfluss auf die
Sensorstruktur zu ermitteln. Es werden die gestressten mechanischen Eigenmoden und -
frequenzen des Gyroskops unter Beru¨cksichtigung der Prozessparameter bestimmt. Dieser
Schritt entspricht dem zweiten der drei in Abschnitt 7.3 ausgefu¨hrten Schritte einer
Stresssimulation.
Einige der folgenden Abla¨ufe wurden bereits im Rahmen dieser Arbeit vero¨ffentlicht
[Dor+14a], die beschriebene Methodik basiert zu großen Teilen auf Vorarbeiten1 [Sch11;
Gug08].
9.1. Transfer des AVT Stresses aus den Package
Simulationen
Zuna¨chst wird ein Modell der Sensorgeometrie erstellt. Gema¨ß Abschnitt 3.2.3 gibt es
hierfu¨r zwei Mo¨glichkeiten: die Balkenmodellierung und die 3D-Modellierung. Erstere
fu¨hrt aufgrund der geringeren Knotenzahl zu einer reduzierten Rechenzeit (auch in der
spa¨ter folgenden Signalflusssimulation), wohingegen die 3D-Modellierung genauer ist.
Erfahrungswerte aus der Bosch Sensorentwicklung zeigen, dass die Balkenmodellierung,
insbesondere bei der Berechnung von IP-Eigenmoden, bereits sehr gute Ergebnisse liefert
– fu¨r die Bewertung der Simulationsmethodik wird dieser Ansatz daher als ausreichend
betrachtet.
Mithilfe der exportierten Deformationsfla¨che werden die Verschiebungen der Substra-
tanbindungen der Sensorgeometrie berechnet. Diese werden als Randbedingungen in einer
statischen Simulation der Struktur aufgegeben. Mithilfe einer vorgestressten Modalanalyse
erha¨lt man anschließend die neuen Eigenvektoren und -frequenzen.
Im na¨chsten Schritt wird die relative Lage von Stator- und Aktorelektroden zueinander
berechnet. Durch die geometrischen Verschiebungen der Kondensatorfla¨chen ergeben sich
A¨nderungen der Kapazita¨ten und der damit verknu¨pften elektrostatischen Kra¨fte – in
Bezug auf Betrag sowie Richtung.
Um die Offset-Positionen der Fla¨chenelektroden zu berechnen, werden die OOP-Aus-
lenkungen der Knoten jeder Aktorelektrode aus der Struktursimulation heraus bestimmt
1Fu¨r diese Arbeit relevante, nicht vero¨ffentlichte Inhalte der internen Quellenangabe werden im
Folgenden beschrieben.
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und je Elektrode gemittelt. Zudem wird die gemittelte Verschiebung jeder Substratelek-
trodenfla¨che mithilfe der exportierten Deformationsfla¨che berechnet. Zuna¨chst wird mit
diesen Werten die reduzierte effektive Kondensatorfla¨che (U¨berlappungsfla¨che) bestimmt.
Anschließend ergibt sich je Elektrode der OOP-Offset aus dem gemittelten Abstand der
beiden (verkru¨mmten) Elektrodenebenen innerhalb der neuen U¨berlappung.
Fu¨r die Bestimmung der Offsets gegenu¨ber dem Grundabstand g der IP-Elektroden
(siehe Grafik 9.1) wird eine Methode basierend auf einem in [Sch11] vorgeschlagenen
Ansatz verwendet. In der Quellenangabe wird auf Basis der exportierten Substratver-
wo¨lbung die Verdrehung und Verschiebung der Substratelektroden berechnet. Hierzu
wird die Substratanbindung der Statoren senkrecht zur verwo¨lbten Substratoberfla¨che
angenommen. Aus der starr angesetzten Geometrie der Statoren folgen dann direkt
die Offsets. Mit der Intention die Genauigkeit dieses Vorgehens zu verbessern, werden
FE-Strukturmodelle mit Substratelektroden modelliert (siehe Grafik 9.2). Da die Ver-
drehung der Substratka¨mme zu einer Varianz des Offsets innerhalb der (vera¨nderten)
Elektrodenu¨berlappung o fu¨hrt, welche in der Gro¨ßenordnung des Offsets selbst liegt,
wird darauf geachtet, dass der Offset in der Mitte von o bestimmt wird – hierzu ist ein
Fit u¨ber die neuen Knotenpositionen notwendig. Der FE-Ansatz ist im Vergleich zur
Methode aus [Sch11] aufwendiger in der Modellierung, es wird aber erwartet, dass dieser,
insbesondere bei teilweise frei schwebenden Statorkammstrukturen, deutlich genauer ist.
Eine Bewertung sowie ein Vergleich der beiden Methoden erfolgt im na¨chsten Kapitel.
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Abbildung 9.1.: Darstellung des Offsets von verschobenen Kammelektroden im Kamm-
koordinatensystem. Der zentrale Punkt der U¨berlappung ist rot
markiert.
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Abbildung 9.2.: Statorka¨mme und Aktorka¨mme im FE-Balkenmodell. Die Pfeile markie-
ren die Substratanbindungen.
Prozessschwankungen im Strukturmodell
Zur Berechnung der Eigenvektoren und -frequenzen sind, wie in Abschnitt 2.3.3 ausge-
fu¨hrt, KV und Dicke der ASS relevant. Fu¨r die Schichtdicke wird ein Mittelwert aus der
Fertigung verwendet. Der Kantenverlust der gemoldeten Proben entstammt ebenfalls
Fertigungsdaten. Fu¨r die Bare-Die-Proben wird der KV aus deren Antriebsfrequenz abge-
scha¨tzt und gemittelt. In der Struktursimulation werden diese Gro¨ßen u¨ber Modifikationen
von Balkenbreite bzw. Balkenquerschnitt und Balkenho¨he beru¨cksichtigt.
Die dritte Prozessgro¨ße, die beschrieben wurde, ist der FFW, welcher zu einer Verdre-
hung von IP-Moden in OOP-Richtung fu¨hrt – z. B. ergibt dies bei OOP-Detektion eine
Antriebsmode mit einem Anteil in Detektionsrichtung. Im FE-Balkenmodell kann diese
Gro¨ße nicht beru¨cksichtigt werden, daher geschieht dies (bei den gemoldeten Proben
mit OOP-Detektion) spa¨ter in der Initialisierung des Signalflussmodells mithilfe einer
Rotationsmatrix auf Basis von Erfahrungswerten aus Produktion und Entwicklung [siehe
auch Keh+13].
9.2. Stresseinfluss auf Eigenfrequenzen
Der Einfluss des Umgebungsstresses auf die ersten 50 Eigenfrequenzen der Muster wird
anhand der Ergebnisse der vorgestressten Modalanalyse u¨berpru¨ft. Die Auswertung
erfolgt fu¨r Verbiegungen entlang aller 4 Biegerichtungen bis zu einem Verfahrweg von
±500µm.
Es zeigt sich bei den Bare-Dies, dass die ersten 5 Moden, d.h. auch alle Nutzmoden, um
weniger als 5 Hz variieren. Die gro¨ßte Vera¨nderung ergibt sich bei der 23. Eigenmode. Hier
findet man ein maximales Delta von 54 Hz. Durchschnittlich betra¨gt die maximale Diffe-
renz 9 Hz. In Bezug auf die Gro¨ßenordnung der Eigenfrequenzen von 104 Hz bis 105 Hz,
sind diese Verschiebungen gering. Eine zufa¨llige Kreuzung von Vielfachen der Nutzmo-
den mit ho¨heren Moden ist aufgrund von Prozessstreuungen aber nicht auszuschließen.
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Durch eine solche Kreuzung sind unerwu¨nschte Nebeneffekte durch Modenkopplungen
mo¨glich – hierzu za¨hlen z. B. Signalverschiebungen durch eine Aufweichung der effektiven
Federkonstanten von Nutzmoden.
Beim Dreikanalsensor findet sich ein gro¨ßerer Einfluss der Verbiegung auf die Eigenfre-
quenzen. Die maximale Differenz bei den ersten 5 Moden ist 39 Hz. Das maximale Delta
u¨ber alle betrachteten Moden betra¨gt 382 Hz bei Mode 24. Durchschnittlich betra¨gt die
A¨nderung 29 Hz. Mode 24 sticht also hervor, allerdings betra¨gt die Gro¨ßenordnung von
Mode 24 105 Hz und die A¨nderung liegt somit nur im Promillebereich.
Die Ursache fu¨r die sta¨rkere Stressanfa¨lligkeit des verpackten Sensormusters ist die
komplexere und auch kleinere Architektur. Da hier drei Kana¨le auf einer a¨hnlich großen
Fla¨che wie der des einzelnen Kanals im Bare-Die-Muster untergebracht sind, ist die





Dieses Kapitel befasst sich mit der AVT-Signalflusssimulation, dem dritten der in Ab-
schnitt 7.3 vorgestellten Schritte einer Stresssimulation. Es werden Deformationsfla¨che,
deformierte Eigenvektoren, verschobene Eigenfrequenzen sowie die neuen Knotenpositio-
nen der Sensorstruktur aus den vorhergehenden Kapiteln in eine Signalflusssimulation
auf Basis der MSP zur Bestimmung der gestressten Sensorsignale integriert.
Der Fokus der Ausfu¨hrungen liegt auf dem grundlegenden Zusammenhang von me-
chanischem Stress, Phasenlage und Interpretation der Signale sowie elektrostatischen
Kra¨ften im System. Diese Diskussion dient insbesondere zur (teilweise heuristischen)
Herleitung von Anforderungen an die Da¨mpfungsmatrix im Signalflussmodell gestresster
Drehratensensoren. Die Validierung der Modelle erfolgt mithilfe von Signalmessungen an
den vorbereiteten Proben aus Abschnitt 7.4.2 auf dem Stressmessstand (Abschnitt 7.4.1).
Eine erste Version der Signalflusssimulationen wurde in [Dor+14a], noch ohne vollsta¨ndige
Beru¨cksichtigung der folgenden Ausfu¨hrungen, verwendet. Die Arbeiten in diesem Kapitel
basieren auf Vorarbeiten1 [Sch11; Gug08].
Zusa¨tzlich wird im letzten Abschnitt dieses Kapitels die Adaption der Die-attach-
Simulation auf einen Lo¨tprozess anhand von Empfindlichkeitsa¨nderungen der OOP-Kana¨le
des gemoldeten Dreikanalsensors validiert.
10.1. Signalflussmodelle mit AVT-Einfluss
In Abschnitt 3.4 wurde das Konzept einer Systemsimulation von Drehratensensoren auf
Basis eines Signalfluss-Tools vorgestellt. Eine Diskussion zu den Berechnungsmethoden
der elektrostatischen Kra¨fte im ungestressten Signalflussmodell ist in Abschnitt 4.2 zu
finden. Der Einfluss des AVT-Stresses auf die Mechanik kann in diesem Modell mithilfe
der durch Stress verformten Eigenvektoren, der Elektroden-Offsets und der aus den neuen
Eigenfrequenzen resultierenden Steifigkeiten beru¨cksichtigt werden.
Die bereits berechneten Offset-Positionen der Elektroden und die neuen Elektroden-
u¨berlappungen gehen in die Berechnung der Streufeldfaktoren bzw. in die Kapazita¨ts-
1Fu¨r diese Arbeit relevante, nicht vero¨ffentlichte Inhalte der internen Quellenangabe werden im
Folgenden beschrieben.
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berechnung mithilfe der Plattenkondensatorna¨herung in den Gleichungen (4.5) ein. Die
Auslenkungen aus der Ruhelage x, y, z werden im Signalflussblock auf die Offsets addiert.
Das ASIC-Modell und die Berechnungsmodelle der a¨ußeren Kra¨fte (z. B. Corioliskraft)
sind nicht von den AVT-Effekten betroffen. In Bezug auf das ASIC-Modell wird dies durch
Biegemessungen mit den beiden Proben ohne angeklebten ASIC (siehe Abschnitt 7.4.2)
validiert.
Mechanische Nichtlinearita¨ten werden im Rahmen der Stresssimulation vernachla¨ssigt,
da die Verschiebungen der Elektroden durch den Stress im Nanometerbereich liegen und
somit deutlich geringer sind als die dynamischen Auslenkungen.
10.2. Sensormoden und Da¨mpfungsmatrix
Die folgende Diskussion dient zur (teilweise heuristischen) Herleitung von Anforderungen
an die Signalflusssimulation von gestressten Sensormodellen – zuna¨chst wird hierfu¨r der
Fokus auf die Da¨mpfungsmatrix motiviert.
Neben dem AVT-Stress, dem FFW und anderen Prozessschwankungen beeinflussen
zudem die elektrostatischen Kra¨fte im System Moden und Eigenfrequenzen. Es ist daher
zwischen den rein mechanischen Eigenmoden und den elektrostatisch verschobenen Moden
des Gesamtsystems zu unterscheiden.
Aus mathematischer Sicht sind sowohl die mechanischen als auch die Eigenvektoren
des Gesamtsystems eine mo¨gliche Basis, sofern ausreichend viele Moden beru¨cksichtigt
werden. Eine Simulation sollte daher mit beiden Basen mo¨glich sein. Wie aber in den
Abschnitten 3.2.2 und 3.4.2 beschrieben, wird die Da¨mpfungsmatrix in Modellen mit MSP
oft rein empirisch mithilfe der modalen Gu¨ten bestimmt. Diese werden entweder gemessen
oder in einer separaten FE-Simulation berechnet. Schwingt nun z. B. die Antriebsmode
nicht entlang einer Hauptachse der Da¨mpfungsmatrix, so entstehen durch die geschwin-
digkeitsproportionale Kopplung (siehe Gleichung (3.28)) Kra¨fte in Detektionsrichtung,
welche in der Realita¨t nicht auftreten. Da diese Kra¨fte in Phase mit der Corioliskraft
sind, vera¨ndert sich das simulierte Drehratensignal unerwu¨nscht. Die Hauptachsen der
empirischen Da¨mpfungsmatrix mu¨ssen daher entlang der Moden des (ggf. gestressten)
Gesamtsystems liegen.
Zur Bestimmung der Modenrichtungen in einem System mit elektrostatischen Kra¨ften
und AVT-Stress dienen die folgenden Ausfu¨hrungen, welche hierfu¨r zuna¨chst auf den
grundlegenden Zusammenhang der Gro¨ßen im Drehratensensor eingehen.
Der Sonderfall zur Bestimmung der Moden in einem quadraturbehafteten System ohne
AVT-Stress mit Quadraturkompensationselektroden wurde bereits betrachtet [Gug08;
Keh+13]. Dort werden Massen- und Steifigkeitsmatrix des Systems mithilfe von Korrela-
tionsmatrizen gedreht, welche sich aus den Steifigkeitsmatrizen von quadraturbehaftetem
und quadraturfreiem System ergeben – dieser Ansatz wird anders begru¨ndet, ist aber
a¨quivalent zu obiger Argumentation.
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10.2.1. Der Zusammenhang von Drehrate, Phase, Quadratur und
Mitkopplung
Die zusammenha¨ngenden Auswirkungen von Drehrate, Phase, Quadratur und Mitkopp-
lung auf das Systemverhalten sind komplex, allerdings ist in der ordnungsreduzierten
Betrachtung eine vereinfachte Diskussion anhand von Antriebs- und Detektionsmode mo¨g-
lich – ho¨here Moden werden in den folgenden Erkla¨rungen vernachla¨ssigt. Um sprachlich
zwischen den mechanischen Eigenmoden und den Moden des Gesamtsystems, inklusive
der elektrostatischen Einflu¨sse, zu unterscheiden, wird zwischen (mechanischer) Detek-
tionsmode und -richtung sowie zwischen (mechanischer) Antriebsmode und -richtung
differenziert. Die Detektionsrichtung ist hierbei u¨ber das kapazitive Detektionssignal defi-
niert, wa¨hrend die Antriebsrichtung die erzwungene Antriebsschwingung der Sensormasse
ist. In guter Na¨herung ko¨nnen Vektoren in Detektionsrichtung und Antriebsrichtung als
U¨berlagerung von Antriebs- und Detektionsmode abgebildet werden.
Mitkopplung und Quadraturkompensation
In Abschnitt 2.3.5 wurden bereits die Konzepte der Mitkopplung und der Quadratur-
kompensation vorgestellt. Es ist leicht zu zeigen, dass ein vollsta¨ndiger Abgleich von
Antriebs- und Detektionsfrequenz in einem System mit Quadratur nicht alleine mithilfe
der Mitkoppelelektroden mo¨glich ist. Die Elektroden erzeugen eine auslenkungsabha¨ngige
Kraft in Detektionsrichtung. Diese Kraft verschiebt zum einen die Detektionsfrequenz, in
einem System mit Quadratur aber auch die Antriebsfrequenz, da die Antriebsmode einen
Anteil in Detektionsrichtung hat.
Es gelte die Annahme, dass im System ohne AVT-Einfluss und Quadratur die Moden-
richtungen den Antriebs- und Detektionsrichtungen entsprechen (im Folgenden Idealsys-
tem). Hier kann der Effekt der Mitkopplung in modalen Koordinaten, mit der Notation
















mit den modalen Massen mi, den modalen Steifigkeiten ki und qi den modalen Auslen-
kungen (der Gesamtsystemmoden) in i = 1 Antriebs- und i = 2 Detektionsrichtung. Es
ist leicht ersichtlich, dass die Steifigkeitsmatrix zusammen mit der Mitkoppelkraft auf
eine effektive Form analog Gleichung (2.14) u¨berfu¨hrt werden kann, in welcher k2 in
k2 −∆mk u¨bergeht. Eine Mitkopplung ist also fu¨r ∆mk = k2 − k1 mo¨glich.
In einem System mit Quadratur a¨ndern sich Modenform und somit auch Richtung der
modalen Eigenvektoren. Man findet mit der Basis des quadraturfreien Systems analog
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mit den symmetrischen Außerdiagonaleintra¨gen k12 und m12. Der Einfluss der Quadra-
turterme kann als eine Drehung der Eigenmoden aus dem Idealsystem heraus verstanden
werden. Wirkt die Antriebskraft senkrecht zur Detektionsrichtung, so fu¨hren die mecha-
nischen Kopplungsterme zu einer Kraft in Detektionsrichtung, 90◦ phasenverschoben zur
Corioliskraft. Man findet folgenden Zusammenhang zwischen den quadraturbehafteten
eᵀact,q, e
ᵀ




eᵀact,q = cos(αq)eᵀact − sin(αq)eᵀdet , (10.3a)
eᵀdet,q = sin(αq)e
ᵀ
act + cos(αq)eᵀdet , (10.3b)
mit dem Quadraturdrehwinkel αq
2 (Notation aus 2.3.5).





k12 −∆qk k2 −∆mk
)
. (10.4)
Anmerkung: In einer ho¨herdimensionalen Betrachtung sind aufgrund der Quadratur
auch Drehungen weiterer Moden mo¨glich. Hier kann zur Beschreibung der Korrelation
zwischen χ den quadraturfreien und χq den quadraturbehafteten Eigenvektoren, in der
Darstellung aus Kapitel 3.3.2, die Korrelationsmatrix Akorr verwendet werden, welche
aus zwei separaten Modalanalysen folgt [siehe Keh+13; Gug08]:
χq = χAkorr . (10.5)
Die Gu¨ltigkeit dieses Ansatzes basiert auf der Annahme, dass sa¨mtliche Quadraturbeitra¨ge
der Eigenvektoren durch die Quadraturkompensationskraft unterdru¨ckt werden.
Eine Modifikation der Mitkoppelkraft ∆mk in Gleichung (10.2) fu¨hrt zu keinem Abgleich
der Eigenfrequenzen – dies wird erst durch die zusa¨tzliche Quadraturkompensationskraft
mo¨glich. In Grafik 10.1 ist dies fu¨r f1 = 25000 Hz, f2 = 27500 Hz (im quadraturfreien
System) und αq = 0,1◦ anhand mehrerer ∆qk dargestellt. Die modale Masse ku¨rzt
sich im Eigenwertproblem heraus. Fu¨r hohe Quadraturkompensationskra¨fte werden die
Eigenwerte der Rechnung komplexwertig (∆qk = 5 in Grafik 10.1). Der Realteil ist hierbei
fu¨r mehrere Mitkoppelwerte identisch, der Imagina¨rteil fu¨hrt in der mathematischen
Beschreibung, je nach Vorzeichen, zu einem Abklingen bzw. Aufschwingen der Amplitude
u¨ber Zeit (Da¨mpfung).
AVT-Stress
Erga¨nzt man in obiger Beschreibung den AVT-Stress, so a¨ndern sich durch Drehung der
Eigenvektoren Quadratur (αq → α¯q) und somit Richtung von mechanischer Detektions-
2Fu¨r alle in dieser Arbeit beschriebenen mechanischen FE-Typen sind Massen- und Steifigkeitsma-
trix ohne asymmetrische Randbedingungen immer symmetrisch, daher mu¨ssen die Eigenvektoren
orthogonal bleiben. Der Drehwinkel ist somit fu¨r beide Eigenvektoren identisch.
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Abbildung 10.1.: Frequenzaufspaltung von (gestrichelt) Antriebs- und (durchgezogen)
Detektionsmode in Abha¨ngigkeit von Quadraturkompensations- und
Mitkoppelkraft.
und Antriebsmode sowie, aufgrund einer Verschiebung der Elektroden, Richtung der
Antriebskraft (Drehwinkel βact) und Detektionsrichtung (Drehwinkel γdet) [Sch11]. Es
ist anzumerken, dass die neue Richtung der Antriebskraft nicht identisch zur Antriebs-








Drehung von Mitkoppelrichtung durch einen Offset der Mitkoppelektroden sowie
Offset der Quadraturelektroden haben einen geringen Einfluss und sind fu¨r die folgenden
Ausfu¨hrungen von untergeordneter Bedeutung – sie werden daher vernachla¨ssigt.
Durch die Drehung der Antriebskraft wirkt diese auch in Detektionsrichtung. Dies
fu¨hrt zu einer Auslenkung der Detektionsmode in Phase mit der Coriolisauslenkung – es
entsteht ein Drehraten-Offset.
Die Drehung der Detektionsrichtung fu¨hrt dazu, dass ein Teil der Antriebsbewegung
zu einem Detektionssignal fu¨hrt. In einem vollresonanten System liegt dieses Signal in
Phase mit der Drehrate, in einem teilresonanten System dagegen in Phase mit der Qua-
dratur [Sch11]. Dadurch, dass sich die Detektionsrichtung gegenu¨ber der Detektionsmode
verdreht, ist zudem mit einem geringen Amplitudenverlust von eigentlichem Quadratur-
und Drehratensignal zu rechnen. Da der Drehwinkel allerdings sehr klein ist, kann dieser
Effekt wegen cos(γdet) ≈ 1 vernachla¨ssigt werden.
Es ist mo¨glich, dass sich durch AVT-Stress weitere Moden, die einen Korrekturbeitrag
zu den Detektionssignalen liefern, gegeneinander und gegen die Nutzmoden verdrehen.
Dieser Effekt ist ho¨herer Ordnung und wird analog zu Gleichung (10.5) beschrieben.
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10.2.2. Heuristische Betrachtung der Schwingungsrichtungen im
Sensor mit Elektrostatikeinfluss
Die Gleichungen und Ausfu¨hrungen aus Abschnitt 10.2.1 werden nun dazu verwendet,
heuristisch eine Beschreibung der Schwingungsform im Drehratensensor herzuleiten. Ist
die Bewegungsform bekannt, ko¨nnen daraus die Hauptachsen der empirischen Da¨mp-
fungsmatrix abgeleitet werden.
Neben den bereits diskutierten Kra¨ften wird auch der Einfluss einer Feedback-Regelung
der Detektionsauslenkung in quadraturfreien und quadraturkompensierten Systemen
betrachtet3.
Die in diesem Abschnitt heuristisch hergeleiteten Bewegungsformen im Gyroskop sind in
Abbildung 10.2 fu¨r einige Parameterkombinationen in Gegenu¨berstellung veranschaulicht.
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Abbildung 10.2.: Bewegungsform n im Gyroskop fu¨r verschiedene Parameterkombinatio-
nen in Gegenu¨berstellung.
3Eine Feedback-Regelung wird in quadraturbehafteten Systemen ohne Quadraturkompensation u¨bli-
cherweise nicht ver ndet, d die Quadraturbewegu g um mehrere Zehnerpotenzen gro¨ßer ist als die
Coriolisbewegung und eine Drehratendetektion u¨ber Messung der Feedbackkraft, welche sehr groß
sein mu¨sste, ein schlechtes Signal-Rausch-Verha¨ltnis ha¨tte.
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Quadraturfreie Systeme ohne AVT-Stress
Zuna¨chst wird der Sonderfall des quadraturfreien Systems ohne AVT-Stress (Idealsystem)
betrachtet:
• System ohne Mitkopplung: Antriebsauslenkung und Coriolisauslenkung sind in
der Phase um 90◦ verschoben. Die Sensormasse schwingt ohne Drehrate geradlinig
parallel zur Antriebskraftrichtung – mit endlicher Drehrate wird die Bewegung zu
einer Ellipse, deren Hauptachse parallel zur Antriebskraftrichtung liegt.
• System mit Mitkopplung (vollresonant): Hierbei sind Antriebsauslenkung und
Coriolisauslenkung in Phase. Die Bewegung der Sensormasse verla¨uft geradlinig
parallel zur Richtung der Antriebskraft F act und wird um einen Winkel αc,kipp (ω)
gekippt, sobald eine Drehrate anliegt.
Erga¨nzt man eine Feedback-Regelung, wird in beiden Fa¨llen der Einfluss der Coriolis-
kraft kompensiert.
Quadraturbehaftete Systeme ohne AVT-Stress
Im System mit quadraturbehafteten Eigenvektoren ohne AVT-Stress sind drei Fa¨lle zu
unterscheiden:
• System ohne Quadraturkompensation ohne Mitkopplung: Hier ist die mechani-
sche Quadraturkraft nichtresonant. Da diese phasenverschoben zur Antriebskraft
wirkt, sind Antriebsauslenkung und Quadraturauslenkung in Phase. Die Bewegung
der Sensormasse ist somit geradlinig, aber verkippt gegenu¨ber der Richtung der
Antriebskraft F act um αq,kipp = αq,kipp (αq), mit αq aus Gleichung (10.2)4. Dieser
Drehwinkel gegenu¨ber dem Idealsystem gibt die Hauptachsen der Da¨mpfungsma-
trix vor. Eine Corioliskraft fu¨hrt die Bewegungsform u¨ber in eine Ellipse, deren
Hauptachse weiterhin gegenu¨ber der Antriebsrichtung um αq,kipp verdreht ist.
• System mit Quadraturkompensation ohne Mitkopplung (d. h. quadraturfrei): Hier
werden die Moden durch die elektrostatischen Kra¨fte auf die Idealmoden gedreht –
die Schwingungsform entspricht der des nichtresonanten idealen Systems.
• System mit Quadraturkompensation mit Mitkopplung (d. h. vollresonant, quadratur-
frei): Hier werden die Moden durch die elektrostatischen Kra¨fte auf die Idealmoden
gedreht – die Schwingungsform entspricht der des resonanten idealen Systems.
Erga¨nzt man eine Feedback-Regelung, wird in allen drei Fa¨llen der Einfluss der
Corioliskraft kompensiert.
4Eine Berechnung des Winkels ist unter Beru¨cksichtigung der Resonanzu¨berho¨hung der Antriebsmode
mo¨glich.
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Fu¨r das System mit Quadraturkompensation mit Mitkopplung kann Gleichung (10.2)

























mit den modalen Da¨mpfungen d1, d2 in der Basis des idealen Systems. Fu¨r ∆qk = 0 muss
die Da¨mpfungsmatrix entsprechend in das quadraturbehaftete System gedreht werden.





















Diese Gleichung ist a¨quivalent zur Darstellung in [Keh+13].
Systeme mit AVT-Stress
Der Einfluss des AVT-Stresses auf die Eigenmoden ist analog zum Einfluss der Quadratur
zu interpretieren. Daru¨ber hinaus fu¨hrt, wie in Abschnitt 10.2.1 beschrieben, die Verdre-
hung der Antriebskraftrichtung βact zu einer Kraft in Detektionsrichtung in Phase mit
der Corioliskraft. Die resultierenden Bewegungsformen entsprechen also den drei Fa¨llen
des quadraturbehafteten Systems mit angelegter Drehrate, mit einer Verkippung αavt,kipp
der Ellipsenhauptachsen bzw. Schwingungsgeraden. Es sind drei Fa¨lle zu unterscheiden:
• System ohne Quadraturkompensation ohne Mitkopplung: Elliptische Schwingung
mit αavt,kipp = α¯q,kipp. Eine Corioliskraft vera¨ndert die kleine Halbachse der Ellipse.
• System mit Quadraturkompensation ohne Mitkopplung (d. h. quadraturfrei): Ellipti-
sche Schwingung mit αavt,kipp = 0. Eine Corioliskraft vera¨ndert die kleine Halbachse
der Ellipse.
• System mit Quadraturkompensation mit Mitkopplung (d. h. vollresonant, quadra-
turfrei): Geradlinige Schwingung mit αavt,kipp = βact. Eine Corioliskraft a¨ndert den
Kippwinkel auf αavt,kipp = βact + αc,kipp.
Die Gleichsetzung von αavt,kipp mit βact folgt im vollresonanten System durch die
Entartung der Eigenvektoren und der damit beliebigen Superposition von Antriebs-
und Detektionsmode zur Bildung neuer Lo¨sungen des Gleichungssystems – das heißt,
jede Richtung in der aufgespannten Ebene wird mit der Antriebsfrequenz vollresonant
angeregt.
Gleichungen (10.7) und (10.8) sind auch in diesem Fall gu¨ltig, sofern die Kippwinkel
angepasst werden.
Die Drehung γdet der Detektionsrichtung ist relevant in der Signalauswertung, fu¨hrt
aber zu keiner Vera¨nderung der Schwingungsform.
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Systeme mit AVT-Stress und Feedback-Regelung
Erga¨nzt man in den drei beschriebenen Systemen mit AVT-Stress eine Feedback-Rege-
lung, so wirkt diese nicht nur der Coriolisauslenkung, sondern auch den phasengleichen
Antriebskra¨ften in Detektionsrichtung entgegen. Es ist nun zwischen γdet = 0 und γdet 6= 0
zu unterscheiden.
• Ist γdet = 0, so gehen die Bewegungsformen in die der quadraturbehafteten Systeme
ohne AVT-Stress aus dem letzten Absatz u¨ber.
• Ist γdet 6= 0, so dreht die Feedback-Kraft die Moden in jenes System, in welchem
die Antriebsbewegung kein Detektionssignal erzeugt. Dieses System wird als detek-
tionssignalfreies System bezeichnet, es ist gegenu¨ber dem Idealsystem um αd,kipp
verkippt. Dieser heuristische Ansatz wurde Bosch intern vorgeschlagen [Gec13].
10.2.3. Erkenntnisse
Es folgt aus obigen Ausfu¨hrungen, dass sich die mechanische Quadratur-Information in
den Eigenvektoren befindet, wohingegen die Information u¨ber das Drehraten-Offset in
den Relativpositionen von Statoren und Aktoren enthalten ist. Diese These wird in den
folgenden Abschnitten mithilfe von Simulationen und Messungen validiert.
Diese Erkenntnis weist zudem auf einen fundamentalen Unterschied zwischen Sensoren
mit OOP- und IP-Detektion hin: Da die Antriebska¨mme, aufgrund ihrer Geometrie, auch
nach Verschiebung nur eine sehr geringe OOP-Kraft erzeugen, findet die Drehung der
Antriebskraft durch AVT-Stress vorwiegend in der Ebene statt. Somit sind Sensoren
mit OOP-Detektion per Design unempfindlicher gegen AVT-Stress in Bezug auf das
Drehraten-Offset.
Sensoren mit OOP-Detektion haben dagegen den Nachteil, dass ein vera¨nderter Grun-
dabstand (durch AVT-Stress) direkt in die Empfindlichkeit eingeht, wenn keine Kappen-
elektrode zur differenziellen Auswertung verwendet wird. Bei IP-detektierenden Sensoren
kann eine wechselseitige Anordnung von Detektionska¨mmen direkt fu¨r eine differenzielle
Messung verwendet werden. Dieser Unterschied zwischen OOP- und IP-Sensoren ist aus
fru¨heren Messungen und U¨berlegungen heraus bereits bekannt [Sch11].
An dieser Stelle sei auf Anhang G verwiesen, dort wird die Bewegungsform eines
einfachen Einmassesystems mit Quadraturkompensation ohne Mitkopplung im FE-Modell
untersucht. Die Resultate stu¨tzen die heuristischen Ausfu¨hrungen.
Erga¨nzend zur heuristischen Herleitung sei außerdem auf einen mathematischen Ansatz
zur Bestimmung der Modenrichtungen in Anhang H verwiesen.
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10.3. Validierung der Modelle anhand des Closed-Loop
Systems
10.3.1. U¨berpru¨fung der Simulationsmethodik
Eine AVT-Signalflusssimulation wird im Folgenden gema¨ß den Ausfu¨hrungen in den
Kapiteln 3.4 und 10.1 erzeugt und mithilfe von Messwerten validiert. Die Umsetzung
basiert hierbei auf Bosch internen Vorarbeiten [Sch11]. Die in Abschnitt 10.2 vorgestellten
Ansa¨tze zur Bestimmung der Da¨mpfungsmatrix sowie die in den Kapiteln 8 und 9
vorgestellten Methoden zur Erzeugung der Eingangsparameter werden beru¨cksichtigt.
Die ausgefu¨hrten Herleitungen und Hypothesen werden u¨berpru¨ft.
Mittelwerte aus Messungen an allen Bare-Die-Proben (siehe Abschnitt 7.4.2) dienen
zur Pru¨fung. Gema¨ß den Ausfu¨hrungen in Abschnitt 7.4.2, eignen sich diese gut fu¨r
eine erste Validierung der Simulationsmethodik, da zusa¨tzliche Deformationen durch
das Molden entfallen. Entsprechend erfolgt in diesem Unterkapitel die Anwendung der
Simulationsmodelle auf das CL-Sensormodell (IP-Detektion). Es werden je 21 Messwerte
zwischen -500µm und 500µm Verfahrweg in 50µm Schritten aufgenommen. Zur Bestim-
mung der Empfindlichkeit wird die durchgebogene Leiterplatte, inklusive Aufnahme, in
eine Drehkammer gegeben.
Alle im Folgenden gezeigten Simulationsergebnisse beru¨cksichtigen in der Auswertung
die Einschwingzeit des Sensors, zudem wird nach der Ha¨lfte der Simulationszeit je eine
Drehrate aufgegeben, um die Empfindlichkeit zu bestimmen. Alle Rechnungen werden
mit 10 modalen Koordinaten durchgefu¨hrt. Die referenzierten Biegerichtungen sind in
Grafik 7.4 definiert.
Bestimmung der Da¨mpfungsmatrix
Die Da¨mpfungsmatrix ist fu¨r alle Rechnungen, analog der Ausfu¨hrungen in Abschnitt
10.2.2, diagonal entlang der Antriebsrichtung zu wa¨hlen. In einem System mit Feedback-
Kraft ist diese, laut der Argumentation in 10.2.2, anhand des detektionssignalfreien
Systems festgelegt. Der Winkel, um den Antriebs- und Detektionsmode gedreht werden
mu¨ssen, damit das Detektionssignal bei Antriebsauslenkung verschwindet, ergibt die
Korrelationsmatrix. In einer ersten Simulation werden diese Hypothesen u¨berpru¨ft.
Sind die Hauptachsen der Da¨mpfungsmatrix falsch bestimmt, so entsteht eine geschwin-
digkeitsproportionale Kraft in Detektionsrichtung in Phase mit der Corioliskraft. Die
korrekte Diagonalisierung der Da¨mpfungsmatrix minimiert daher diese unerwu¨nschte
Kopplung von Detektions- und Antriebsmode. Es ist somit zu erwarten, dass eine Variati-
on der Detektionsgu¨te, bei richtig gewa¨hlter Da¨mpfungsmatrix, einen geringen Einfluss auf
das Drehraten-Offset hat, vice versa – die Wahl der Hauptachsen der Da¨mpfungsmatrix
kann validiert werden.
Es werden zwei Sa¨tze von Hauptachsen verglichen. Im ersten Fall liegen die Hauptachsen
parallel zu den mechanischen Eigenvektoren, im zweiten Fall erfolgt die Diagonalisierung
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der Da¨mpfungsmatrix wie oben beschrieben.
Fu¨r die diagonalen Biegerichtungen werden 5 Werte zwischen -500µm und 500µm
Verfahrweg fu¨r zwei Detektionsgu¨ten, die sich ca. um den Faktor 3 unterscheiden, simuliert
– anschließend wird zwischen den Punkten interpoliert. Die kleinere Gu¨te ist hierbei aus
Referenzmessungen am verwendeten Drehratensensor entnommen. Die Resultate sind
in Grafik 10.3 aufgetragen. Zur besseren Darstellung ist fu¨r die Biegungen der jeweilige
















































(b) Hauptachsen entlang der prognostizierten
Schwingungsrichtung.
Abbildung 10.3.: Drehraten-Offsets in Abha¨ngigkeit von zwei Detektionsgu¨ten zur Va-
lidierung der Hauptachsen der Da¨mpfungsmatrix. Gu¨te aus Referenz-
messung (durchgezogen) und eine ca. um den Faktor 3 gro¨ßere Gu¨te
(gestrichelt).
Es zeigt sich, dass das Drehraten-Offset fu¨r eine Da¨mpfungsmatrix mit Hauptachsen
parallel zu den mechanischen Eigenvektoren eine starke Abha¨ngigkeit von der Gu¨te
aufweist. Die Matrix mit dem hergeleiteten Satz an Hauptachsen reduziert diese Abha¨n-
gigkeit dagegen auf nahezu null. Es ist anzunehmen, dass die verbleibende Abha¨ngigkeit
von der Gu¨te im zweiten Fall auf Einflu¨sse ho¨herer Ordnung oder anderer Wirkpfade,
welche in der heuristischen Herleitung vernachla¨ssigt wurden, zuru¨ckzufu¨hren ist.
Fu¨r die weiteren Rechnungen ist zu folgern, dass die heuristische Argumentation aus
Kapitel 10.2.2 fu¨r dieses Sensormodell gu¨ltig ist. Die Bestimmung der Matrix wird im
Folgenden automatisiert fu¨r jeden simulierten Verbiegungszustand durchgefu¨hrt.
5Dies gilt fu¨r alle Simulationen und Messungen und wird daher auch in den weiteren Grafiken dieses
Kapitels so gehandhabt.
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FE-Statorkammmodell und Vergleich mit Messwerten
In diesem Abschnitt werden die beiden in Kapitel 9 vorgestellten Methoden zur Be-
rechnung der relativen Lage der Kammelektroden als Eingangsparameter in separaten
Rechnungen verwendet und verglichen. Beru¨cksichtigt werden die Verschiebungen von
Antriebs-, Antriebsdetektions- und Detektionselektroden sowie die Verdrehung aller
Kammelektroden aufgrund des Stresseinflusses. Fu¨r jede Biegerichtung werden 5 Werte
zwischen -500µm und 500µm Verfahrweg simuliert; anschließend wird zwischen den
Punkten interpoliert.
Die Resultate fu¨r Quadratur und Drehrate sind in Abbildung 10.4 aufgetragen. Die

















































































(d) Quadratur durch Orthogonalbiegungen.
Abbildung 10.4.: Drehraten-Offset und Quadratur – Messungen (+) und Simulationen in
Gegenu¨berstellung. Berechnung der Kammelektrodenverschiebungen oh-
ne (gestrichelt) und mit modellierten FE-Statorka¨mmen (durchgezogen).
schiebungen der Kammelektroden allein anhand der Substratverwo¨lbung berechnet, liegen
die Simulationsergebnisse zum Drehraten-Offset nur teilweise innerhalb der Standardab-
weichung. Fu¨r modellierte FE-Statorka¨mme dagegen sind sie vollsta¨ndig innerhalb der
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Fehlerbalken. Die simulierte Quadratur ist fu¨r beide Ansa¨tze a¨hnlich (relative Abweichung
zwischen den Simulationsmethoden bis 7,1%) und liegt bei gro¨ßeren Durchbiegungen in
beiden Graphen außerhalb der Fehlerbalken – fu¨r Durchbiegungen unter ±300µm ist
das Resultat in beiden Fa¨llen gut und innerhalb der Standardabweichung. Die Streuung
der gemessenen Drehraten-Offsets ist fu¨r alle Werte, trotz der sorgfa¨ltigen Pra¨parati-
on, relativ groß. Die Schwankungsbreite der Quadratur ist geringer. Dies wird durch
den starken Einfluss des Kantenverlusts, bereits bei Variierung im ±σ-Bereich, auf das
Drehraten-Offset erkla¨rt – siehe hierzu Anhang I.
Somit ist die Berechnung der Drehraten-Offsets mithilfe modellierter FE-Statorka¨mme
genauer – es wird erwartet, dass die Abweichung zwischen beiden Ansa¨tzen bei teilweise
frei schwebenden Statorkammstrukturen noch deutlicher wird.
Auf die Quadratur hat die Wahl des Modells einen geringen Einfluss. Diese Erkenntnis
ist konsistent mit der Hypothese aus Abschnitt 10.2.3. Gema¨ß dieser ergibt sich der
Drehraten-Offset maßgeblich aus der Richtung der Antriebskraft, abha¨ngig von der
relativen Elektrodenposition, wohingegen die Quadraturinformation in den Eigenvektoren
enthalten ist, welche in beiden Simulationsansa¨tzen identisch sind.
In Bezug auf die Detektionsempfindlichkeit zeigen sowohl Messung als auch Simulation
eine Beeinflussung von weniger als 0,1 % u¨ber die Durchbiegungen – dies stu¨tzt fru¨here
Erkenntnisse und die Erkla¨rung aus Abschnitt 10.2.3: Die Empfindlichkeit von Sensoren
mit IP-Detektion wird durch AVT-Stress nur geringfu¨gig beeinflusst.
Als Fazit ist zu folgern, dass der Mehraufwand fu¨r die Modellierung der FE-Stator-
ka¨mme lohnend ist. Die Resultate aus [Dor+14a] konnten aufgrund der verschiedenen
Korrekturen in der Signalflusssimulation noch einmal verbessert werden.
Weitere Interpretation der Ergebnisse
Es ist in Abbildung 10.4 zu erkennen, dass orthogonale Biegungen einen deutlich geringeren
Einfluss auf das Drehraten-Offset und die Quadratur haben als die diagonalen Biegungen.
Dieses Verhalten wurde bereits fru¨her an a¨hnlich aufgebauten Sensoren beobachtet
[Sch11].
Es folgt die Interpretation, dass die durch orthogonale Biegungen erzeugten Ver-
schiebungen der Elektrodenkammfinger und Verformung der Sensormasse gerade so
symmetrisch sind, dass sich die Effekte kompensieren. Diese Relevanz der Symmetrie
erkla¨rt sich durch den doppelt spiegelsymmetrischen Aufbau der Sensorstruktur (siehe
z. B. Grafik 2.9). Die symmetrische Verschiebung der Kammelektroden fu¨hrt zu einer
u¨ber Durchbiegung gleichbleibenden Antriebskraft. Eine spiegelsymmetrisch gestresste
Sensormasse vera¨ndert gleichermaßen gefolgert zwar die Eigenvektoren, nicht aber deren
resultierende Vorzugsrichtung. Als Konsequenz bleiben Antriebskraft und Quadratur
(nahezu) unvera¨ndert.
In Bezug auf die Kammelektroden kann dies anschaulich bei Orthogonalbiegung 1
so verstanden werden, dass sich diese ineinander verschieben und die U¨berlappung o
in x-Richtung (Kammkoordinatensystem und Notation gema¨ß Kapitel 9.1) zunimmt,
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wohingegen der Grundabstand g der Kondensatorplatten in y-Richtung unvera¨ndert
bleiben.
Orthogonalbiegung 2 zieht die Kammfinger in y-Richtung auseinander und beeinflusst
somit den Grundabstand g der Kondensatorplatten. Aufgrund der Symmetrie der Mi-
kromechanik (siehe z. B. Grafik 2.9) und dem doppelt differenziellen Auswerteprinzip,
kompensiert sich dieser Einfluss u¨ber die beiden Sensormassen weitestgehend. Eine ge-
ringe Asymmetrie ist in der Simulation aufgrund der S-Form der Quadraturelektroden
vorhanden. Diese ist in der Messung als Tendenz zu sehen, in der Simulation mit FE-
Statorka¨mmen ebenfalls, aber nur in sehr geringem Maße (in Grafik 10.4b kaum sichtbar).
In der Simulation ohne modellierte FE-Statorka¨mme wird dieser Effekt nicht beobachtet.
Trotz der doppelt spiegelsymmetrischen Struktur sind Antriebs- und Antriebsdetekti-
onselektroden hiervon ausgenommen. Diese befinden sich je nur auf einer Seite des Sensors.
Entsprechend ist der Einfluss der Diagonalbiegungen auf die Sensorsignale deutlich zu
erkennen.
Als Fazit folgt, dass eine mo¨glichst symmetrische Systemauslegung im Design von Dreh-
ratensensoren den Stresseinfluss auf die Sensorsignale reduzieren kann. Eine Erweiterung
der doppelt spiegelsymmetrischen Auslegung auf die Antriebs- und Antriebsdetektions-
elektroden, wie sie bereits in einigen neueren Sensoren zu finden ist, ist zu empfehlen.
Da der Einfluss der Orthogonalbiegungen auf die Signale vergleichsweise gering ist,
werden diese in den folgenden Diskussionen nicht weiter betrachtet.
10.3.2. Wirkpfade von Drehraten-Offset und Quadratur
Die Wirkpfade von Drehraten-Offset und Quadratur wurden zu Beginn dieses Kapitels
heuristisch hergeleitet: Die Ursache fu¨r das Drehraten-Offset sind Querkra¨fte der An-
triebselektroden, die Information u¨ber die Quadratur ist in den Eigenvektoren enthalten.
Durch die Ergebnisse des letzten Abschnitts wird diese Hypothese bereits bekra¨ftigt, im
Folgenden wird sie explizit mithilfe von Simulationen validiert.
Die Plattenkondensatorna¨herung fu¨r die Kammfinger in Gleichung (4.5) zeigt, dass
Querkra¨fte prima¨r von der Verschiebung in y-Richtung (Kammkoordinatensystem aus
Grafik 9.1) abha¨ngen. Ein einfacher Test, um diesen Wirkpfad als dominierend zu va-
lidieren, ist es daher, die Offsets der y-Auslenkung in einem vorgestressten Modell auf
null zu setzen, wa¨hrend die anderen Offsets unvera¨ndert bleiben. Um zu zeigen, dass der
Hauptwirkpfad der Quadratur auf die durch Stress verdrehten Eigenvektoren zuru¨ckzu-
fu¨hren ist, werden diese in einem weiteren Ansatz fu¨r alle Durchbiegungen durch die des
ungestressten Systems ersetzt, wa¨hrend die Verschiebungs-Offsets aus der Stresssimu-
lation u¨bernommen werden. Die Simulationen mit dem Statorkammmansatz aus dem
vorhergehenden Abschnitt werden mit entsprechend modifizierten Eingangsparametern
wiederholt.
Die Resultate der beiden neuen Simulationsreihen sind einander in Abbildung 10.5
gegenu¨bergestellt. Es ist deutlich erkennbar, dass das Drehraten-Offset mit den ersten
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Modifikationen nahezu verschwindet, wa¨hrend das Quadratursignal unvera¨ndert bleibt.















































Abbildung 10.5.: Wirkpfadanalyse von Quadratur und Drehraten-Offset. In der ersten
Simulation (gestrichelt) sind die Offsets der y-Verschiebungen der An-
triebska¨mme null gesetzt. In der zweiten Simulation (durchgezogen)
werden die Eigenvektoren des unverformten Systems verwendet.
Die Wirkpfadhypothese ist durch diese Resultate bekra¨ftigt.
10.3.3. Abscha¨tzungen der Simulationsergebnisse
Die Simulationen zur Bestimmung von Drehraten- und Quadratur-Offset sind in vollem
Umfang sehr aufwendig, daher ist es wu¨nschenswert, Abscha¨tzungen der Signale auch ohne
zeitaufwendige Die-attach-Simulation und transiente Signalflusssimulation zu erhalten.
Ein gutes Verfahren zur Abscha¨tzung der Quadratur anhand der Systemmatrizen wurde
in [Keh14a; Keh+13] bereits vorgestellt.
Die-attach-Simulation
Anhand der Resultate aus Abschnitt 10.3.1 wird deutlich, dass sich Drehraten-Offset
und Quadratur etwa linear mit der Verbiegung vera¨ndern. Es wird hinterfragt, ob
eine Verbiegungsrechnung, ohne zeitaufwendige Die-attach-Simulation, zu einer linearen
Abha¨ngigkeit mit a¨hnlicher Steigung fu¨hrt und vergleichbare Resultate erzeugt.
Man findet bei Wiederholung der obigen Simulationsreihen, mit einer vorher durch-
gefu¨hrten FE-Verbiegungssimulation zur Erzeugung der Eingangsparameter, ohne FE-
Prozesssimulation und nach Abzug des Offsets in Nulllage, eine relative A¨nderung des
Drehraten-Offsets von 1,9% und des Quadratursignals von 2,0%.
Die Signala¨nderungen sind geringer als die, welche durch eine Variation der Prozess-
parameter um ±σ entstehen (siehe Anhang I). Im weiteren Verlauf wird daher auf eine
vorgelagerte Die-attach-Simulation verzichtet.
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10. Beru¨cksichtigung von AVT-Einflu¨ssen in Signalflusssimulationen
Plattenkondensatorna¨herung
In diesem Abschnitt wird ein weiterer Ansatz vorgestellt, der einfach umzusetzen ist und
das Potenzial hat viel Rechenaufwand einzusparen: Der Wirkpfad des Drehraten-Offsets
wurde auf die ungleiche Verschiebung von Stator- und Aktorka¨mmen der Antriebselek-
troden in y-Richtung (Koordinatensystem aus Grafik 9.1) zuru¨ckgefu¨hrt. Es bietet sich
an, die Antriebskraft in Detektionsrichtung mithilfe dieser Verschiebung und der Platten-
kondensatorna¨herung (4.5) abzuscha¨tzen und den damit korrelierten Drehraten-Offset zu
berechnen.
Der Abgleich von Antriebskraft und Drehraten-Offset erfolgt mithilfe einer Corioliskraft,
die in der Signalflusssimulation aufgegeben wird. Hierbei ist zu beachten, dass die
Antriebskraft in Form eines Rechtecksignals verla¨uft, wa¨hrend die Corioliskraft eine
Sinusform hat. Der Korrekturfaktor, um die Amplituden miteinander vergleichen zu
ko¨nnen, ist 4/pi – dieser Faktor ergibt sich aus dem Energieu¨bertrag W =
∫ pi
0 Fv dt
der beiden Kra¨fte bei einer sinusfo¨rmigen Geschwindigkeit. Der Streufeldfaktor aus





















Abbildung 10.6.: Abscha¨tzung (durchgezogen) des Drehraten-Offsets mithilfe der Plat-
tenkondensatorna¨herung im Vergleich zu den Messungen (+) und der
vollsta¨ndigen Systemsimulation (gestrichelt).
Im Vergleich zur vollsta¨ndigen Systemsimulation liegen mehr Simulationsergebnisse
außerhalb der Fehlerbalken, dennoch ist die Abscha¨tzung weitestgehend innerhalb der
Standardabweichung. Der Faktor zwischen vollsta¨ndiger Systemsimulation und Abscha¨t-
zung betra¨gt im Durchschnitt 0,7 – die Abweichung ist damit durchschnittlich etwa 30%.
Die Abscha¨tzung ist somit ein guter Indikator, welcher zur schnellen Validierung von
MEMS-Designs in der Entwicklung herangezogen werden kann.
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10.4. Simulation des Dreikanalsensors
Im Folgenden wird der Drehraten-Offset der gemoldeten Proben des Dreikanalsensors
simuliert. Hierzu wird die in Abschnitt 10.3.3 validierte Plattenkondensatorna¨herung
verwendet – die Ergebnisse werden mithilfe von Messungen an den gemoldeten Proben
u¨berpru¨ft.
Die Messungen an den Dreikanalsensoren zeigen, dass ausschließlich der Kanal mit
IP-Detektion (z-Kanal) eine zur Validierung von Simulationsergebnissen ausreichende
Vera¨nderung des Drehraten-Offsets u¨ber mechanische Verbiegung aufweist. Diese Be-
obachtung stu¨tzt fru¨here Erkenntnisse, dass der Drehraten-Offset von OOP-Sensoren
unempfindlich gegenu¨ber AVT-Stress ist (siehe auch Erkla¨rung in Abschnitt 10.2.3) –
daher wird nur dieser Kanal in der Offset-Abscha¨tzung betrachtet.
Fu¨r die x- und y-Kana¨le des Sensors mit OOP-Detektion wird erga¨nzend im zweiten Teil
dieses Abschnitts die Vera¨nderung der Detektionsempfindlichkeiten durch einen Lo¨tprozess
simuliert. Diese Resultate ermo¨glichen eine quantitative Bewertung der Adaption der
Die-attach-Simulation an einen Lo¨tprozess. Diese Rechnung wird im Rahmen eines
Entwicklungsprojektes in Zusammenarbeit durchgefu¨hrt [DHC14].
10.4.1. Bestimmung des Drehraten-Offsets
Die Berechnung der mechanischen Verbiegungen vernachla¨ssigt, Abschnitt 10.3.2 folgend,
den Lo¨tvorgang und den Mold-Prozess. Die Statorka¨mme werden fu¨r die Struktursimula-
tion modelliert und in der weiteren Berechnung beru¨cksichtigt.
Zur Validierung werden je Biegung 11 Messwerte zwischen -500µm und 500µm Ver-
fahrweg fu¨r alle Proben des Dreikanalsensors aufgenommen und gemittelt.
Die Plattenkondensatorna¨herung wird analog Abschnitt 10.3.3 mithilfe der Kamm-
verschiebungen aus der FE-Struktursimulation aufgesetzt. Man findet nach Abzug der
Offsets in Nulllage die Resultate in Abbildung 10.7.
Die U¨bereinstimmung der Resultate ist fu¨r die Diagonalbiegungen sogar noch besser als
beim Einkanalsensor. Die meisten Werte liegen innerhalb der Standardabweichung. Auch
Orthogonalbiegung 1 konnte gut abgebildet werden – anders ist es bei Orthogonalbiegung 2.
Eine mo¨gliche Ursache fu¨r die Abweichungen bei letztgenannter Biegerichtung sind weitere,
nicht beru¨cksichtigte, Wirkpfade des Drehraten-Offsets. Insgesamt ist dieses Resultat
sehr gut fu¨r diesen einfach gehaltenen Ansatz.
10.4.2. Bestimmung der OOP-Detektionsempfindlichkeit
Zur Untersuchung des Lo¨teinflusses auf die gemoldeten Proben und gleichzeitig zur
Bewertung verschiedener Package-Typen werden diese im FE-Modell modelliert. An-
schließend folgt eine Struktursimulation – die Detektionsempfindlichkeit wird auf Basis
der Substratabsta¨nde der Fla¨chenelektroden (Detektionselektroden) abgescha¨tzt. Hierzu
wird die Elektrode in mehrere Sektionen unterteilt – die verschiedenen Absta¨nde werden
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Abbildung 10.7.: z-Kanal des Dreikanalsensors: Abscha¨tzung (—) des Drehraten-Offsets
mithilfe der Plattenkondensatorna¨herung im Vergleich zu den Messun-
gen (+).
Package 1 Package 1 Package 2 Package 2
x-Kanal y-Kanal x-Kanal y-Kanal
Messung 1,026± 0,008 0,982± 0,004 1,041± 0,012 0,981± 0,005
Simulation 1,032 0,976 1,058 0,970
Tabelle 10.1.: Messung und Simulation der Empfindlichkeitsa¨nderung durch Lo¨ten beim





Empfindlichkeit vor dem Lo¨ten“.
gewichtet gemittelt. Der gleiche Vorgang wird um eine auf den Lo¨tvorgang angepasste
Die-attach-Simulation erga¨nzt und wiederholt. Fu¨r die Messungen werden neue Proben,
mit den verschiedenen Package-Variaten, aus dem Entwicklungsprojekt heraus verwendet.
Die Resultate sind in Tabelle 10.1 aufgefu¨hrt.
Die Resultate in der Tabelle zeigen, dass die Simulation eine gute Indikation ergibt,
auch wenn nicht alle Ergebnisse innerhalb der Fehlertoleranzen liegen. Fu¨r eine dritte,
in der Tabelle nicht aufgefu¨hrte, Package-Variante sind die Abweichungen, vermutlich
aufgrund von Vernetzungsschwierigkeiten in der FE-Simulation, deutlich gro¨ßer. Hier
sind Verformungen der Dies zu erkennen, die physikalisch nicht nachvollziehbar sind. Als









In Teil II der Arbeit wurden mechanische Nichtlinearita¨ten in MEMS-Gyroskopen dis-
kutiert. Einleitend wurden bekannte nichtlineare Effekte in MEMS-Gyroskopen sowie
etablierte Vermeidungskonzepte und Simulationsansa¨tze vorgestellt. Im Weiteren wurde
die TPWL, ein Verfahren zur nichtlinearen Ordnungsreduktion, eingefu¨hrt und erstmals
erfolgreich in der Systemsimulation von MEMS-Gyroskopen angewendet.
Die theoretischen Grundlagen zur TPWL sowie die notwendigen Anpassungen fu¨r eine
Applikation auf MEMS-Gyroskope wurden ausgefu¨hrt. Hierbei wurden zwei Konzepte zur
U¨berlagerung der linear reduzierten Daten vorgestellt – die vektorielle und die gewichtete
Interpolation. Als mo¨gliche lineare Ordnungsreduktionsmethoden wurden die MSP und
die POD genannt.
Die TPWL kann in der Anwendung u¨ber verschiedene Parameter optimiert werden.
Hierzu geho¨ren, neben der Wahl von Interpolationsmethode und Ordnungsreduktions-
verfahren, Verlauf der Trainingstrajektorien, die DOF der Ordnungsreduktion und die
Anzahl aktiver Systeme (Anzahl Trainingspunkte die in der Interpolation beitragen). Zur
Evaluierung geeigneter Parameterkombinationen bei einer Applikation auf mikromecha-
nische Strukturen wurde zuna¨chst ein einfacher beidseitig eingespannter Biegebalken
betrachtet. Anschließend erfolgte der Schritt zu einem komplexeren Einmassenschwinger.
Die erfolgreiche Validierung dieser Testrechnungen erfolgte mit analytischen Modellen
und FE-Rechnungen.
Die TPWL-Testrechnungen erzielten nach der Parameteroptimierung gute Resultate
mit Abweichungen im einstelligen Prozentbereich gegenu¨ber den Referenzsimulationen.
Es wurden hierbei Maximalamplitude, Phasenverschiebung und Schwingungsfrequenz
bewertet. Die Einsparung der Rechenzeit gegenu¨ber einer FE-Rechnung lag bei 3 Gro¨-
ßenordnungen. Bei geringem Trainingsumfang konnten unphysikalische Effekte auftreten.
Es zeigte sich zudem, dass die Rechnungen mit der MSP fu¨r steigende Anzahl Frei-
heitsgrade nicht besser, sondern instabiler wurden. Dies wurde damit begru¨ndet, dass die
linearen Eigenvektoren, anders als die aus der Trainingstrajektorie abgeleiteten Singula¨r-
vektoren, keine Informationen u¨ber den nichtlinearen Verlauf der Schwingung enthielten.
Die Bewegung wurde falsch abgebildet und das System wurde instabil.
Es ergaben sich einige hilfreiche Grundregeln fu¨r die weitere Anwendung der TPWL:




• Die vektorielle Interpolation sollte nur bei ausreichend vielen Freiheitsgraden ver-
wendet werden.
• Die gewichtete Interpolation sollte nur bei ausreichend vielen Snapshots verwendet
werden.
• Die Gesamtzahl mo¨glicher Freiheitsgrade ist deutlich geringer als die Anzahl Snaps-
hots und abha¨ngig von der Komplexita¨t der Trainingssimulation.
• Die Anzahl aktiver Systeme sollte gering gehalten werden. Es muss gelten: nas 
ndof .
• Durch Erho¨hung der Anzahl aktiver Systeme ist nur bei ausreichend vielen Snapshots
um die Interpolationspunkte mit einer Verbesserung der Resultate zu rechnen.
• Die vektorielle Interpolation ist anfa¨lliger fu¨r Instabilita¨ten als die gewichtete
Interpolation.
• In der vektoriellen Interpolation sollte nas ≤ 1+“Anzahl angeregter Moden“ gelten.
• Liegt die Simulation außerhalb des durch das Training abgedeckten Bereiches, kann
dies zu unphysikalischen Effekten und instabilem Verhalten fu¨hren.
• Zur Abscha¨tzung von ndof fu¨r eine repra¨sentative TPWL-ROM-Rechnung, sollte
Gleichung (3.36) etwa 99,9 % ergeben.
• Die TPWL zusammen mit der MSP ist anfa¨lliger fu¨r instabiles Verhalten als mit
der POD und liefert auch quantitativ keine Vorteile.
Anschließend folgte die Applikation der parameteroptimierten TPWL auf ein MEMS-
Gyroskop mit nichtlinear ausgelegter Sensorgeometrie. Zuna¨chst wurden Trainingsdaten
und der Einfluss von Trainingstrajektorien auf die Simulation anhand unterschiedlicher
Trainingstrajektorien untersucht.
Zuna¨chst wurden Eigenfrequenzen aus nichtreduzierten Trainingsdaten extrahiert. Ein
Vergleich der Frequenzverla¨ufe u¨ber Antriebsauslenkung mit FE-3D-Rechnungen und
Messungen zeigte starke Abweichungen zwischen allen drei Datensa¨tzen. Aufgrund der
dennoch erfolgreichen Anwendung der TPWL im ROM wurde gefolgert, dass sich die
physikalischen Systemfrequenzen erst aus der U¨berlagerung der Trainingsdaten in der
transienten Simulation mithilfe der vorgestellten Interpolationsmethoden ergeben – eine
zeitunabha¨ngige Bestimmung dieser Gro¨ßen ist nicht mo¨glich. A¨hnliche Resultate wurden
auch in einer statischen Simulation eines einfachen Biegebalkens mithilfe transienter
Trainingsdaten gefunden. Die Quantisierung der Trainingsdaten hat sich in der statischen
Simulation, anders als in vergleichbaren transienten Rechnungen, nicht herausgemittelt –
außerdem fu¨hrten die Tra¨gheitsbeitra¨ge in den Trainingsdaten zu Abweichungen.
Anschließend wurden die Systemfrequenzen des ordnungsreduzierten Systems ebenfalls
u¨ber der Antriebsauslenkung aufgetragen. Mit ausreichend hoher Anzahl DOF in der
Ordnungsreduktion war eine Konvergenz dieser Abha¨ngigkeit zu erkennen. Bei qualitativ
ausreichender Konvergenz ergab Gleichung (3.36) 99,99 %. Eine Identifizierung der POD-
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Frequenzen und -Moden mit linearen Eigenmoden war nur fu¨r die Moden mo¨glich,
welche auch direkt im Training angeregt wurden. Es wurde daher gefolgert, dass zu
simulierende Bewegungsformen nur dann abgebildet werden ko¨nnen, wenn diese zumindest
na¨herungsweise im Systemtraining enthalten sind. Mithilfe transienter Rechnungen wurde
dies validiert. Umgekehrt traten Oszillationen aus dem Training auch dann in der
Simulation auf, wenn sie dort nicht angeregt wurden. Letzterer Einfluss konnte qualitativ
wie quantitativ durch zeitlich isolierte Anregungen im Trainingsverlauf optimiert werden.
Abschließend wurden transiente Deltastoßsimulationen verwendet, um die Frequenz-
verschiebungen des Systems in Abha¨ngigkeit von der Antriebsamplitude zu bestimmen.
Der Vergleich mit Messungen zeigte hierbei: Die Resultate einer FE-Rechnung konnten
in gleicher Gro¨ßenordnung reproduziert werden.
Es ergaben sich folgende Erweiterungen zu obigen Grundregeln:
• Die Anwendung der TPWL auf statische mechanische Simulationen mit transienten
Trainingsdaten ist nicht erfolgreich.
• Der Einfluss des Systemtrainings auf die transiente Simulation ist gro¨ßer, als der
durch die Simulationsparameter.
• Der Bedarf an Trainingspunkten und Freiheitsgraden in der Ordnungsreduktion
steigt erheblich mit zunehmender Systemkomplexita¨t.
• Der Bedarf an Freiheitsgraden steigt mit zunehmender Komplexita¨t des System-
trainings.
• Zum Erreichen einer qualitativen ausreichenden Konvergenz der Auslenkungsab-
ha¨ngigkeit der ersten Grundmoden, sollte Gleichung (3.36) mindestens 99,99 %
ergeben.
• Isoliert in der Systemsimulation auftretende Anregungen mu¨ssen auch im System-
training isoliert angeregt werden.
• Der Arbeitsspeicherbedarf fu¨r die POD-Ordnungsreduktion steigt mit der Anzahl
an Trainingspunkten rasch an.
Erga¨nzend wurde auf eine Arbeit verwiesen, in welcher das hier vorgestellte TPWL-
POD-ROM mit einem etablierten nichtlinearen ROM-Ansatz anhand einer in einem
MEMS-Gyroskop gemessenen Modenaufspaltung verglichen wurde. Nur die TPWL-
Simulation konnte dieses Verhalten qualitativ korrekt abbilden. Die verglichene Methode
ist eine um nichtlineare Kra¨fte erweiterte MSP – verwendet also die linearen Eigenvektoren
als Basis. Dies ist ein Hinweis auf einen mo¨glichen systematischen Vorteil der TPWL, da
die Singula¨rmoden nichtlineare Informationen aus dem Systemtraining beinhalten.
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In Teil III der Arbeit wurden die Einflu¨sse von AVT-Stress auf MEMS-Gyroskope
mithilfe von Simulationen und Messungen untersucht. Im Fokus standen Die-attach-
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und Biegesimulationen im FE-3D-Modell, die U¨bertragung des AVT-Stresses auf die
Sensorstrukturen im FE-Balkenmodell und die Implementierung dieser Eingangsparameter
in eine transiente ROM-Signalflusssimulation. Es standen hierbei Wirkpfadanalysen und
die korrekte Einbringung der Einflussgro¨ßen in die Simulationsmethodik im Vordergrund.
Nach einer Einfu¨hrung in die Thematik wurden das grundsa¨tzliche Schema einer
Stresssimulation sowie der Proben- und Messstandsaufbau, ein 4-Linien-Stressmessstand,
vorgestellt. Letzterer ermo¨glicht die reproduzierbare Verbiegung von Sensoren und die
Validierung der Rechnungen durch Oberfla¨chenmessungen mithilfe eines Weißlichtinterfe-
rometers sowie die Aufzeichnung der gestressten Sensorsignale.
Die besondere Behandlung von viskoelastischen Materialien in Simulation und Mes-
sung wurde erga¨nzt. Durch viskoelastische Relaxation ergaben sich Vera¨nderungen im
Drehraten-Offset von bis zu 15 %. Dieser Effekt konnte erfolgreich durch Prony-Reihen
in der Simulation sowie durch entsprechend lange Haltezeiten in der Messung erfasst
werden.
Anschließend wurden Stresssimulationen im FE-Modell vorgestellt. Besonders hervor-
zuheben ist das hergeleitete Modell zur Simulation eines Klebe- bzw. Lo¨tprozesses. Dieses
konnte qualitativ im Vergleich mit anderen Simulationsansa¨tzen sowie quantitativ bei
der Berechnung der Empfindlichkeiten von OOP-Sensoren erfolgreich validiert werden.
Relative Korrekturen bzgl. der Oberfla¨chendurchbiegung der aktiven Sensorfla¨che befan-
den sich im einstelligen Prozentbereich. Das vorgestellte Verfahren kann zur Simulation
weiterer Prozesse, in welchen sich Materialeigenschaften a¨ndern, adaptiert werden.
Weiter ergaben sich fu¨r FE-Biegesimulationen, im Vergleich zu weißlichtinterferometri-
schen Oberfla¨chenmessungen, qualitativ wie quantitativ sehr gute Ergebnisse. Die relative
Abweichung zwischen Messung und Simulation wurde anhand von orthogonalen Achsen-
schnitten zu maximal 17,34 % bestimmt. Mithilfe eines empirischen Korrekturfaktors von
ca. 1,1 konnte die durchschnittliche relative Abweichung auf den niedrigen einstelligen
Prozentbereich reduziert werden.
Schwingungsformen im Drehratensensor wurden heuristisch hergeleitet. Hieraus konnten
Diagonalisierungsvorschriften fu¨r eine empirisch aufgestellte Da¨mpfungsmatrix im ROM
abgeleitet werden – diese zeigten sich als essenziell bei der Unterdru¨ckung von physikalisch
falschen, geschwindigkeitsproportionalen Sto¨rkra¨ften.
Die Erweiterung etablierter FE-Struktursimulationen um Statorka¨mme konnte zu einer
Verbesserung der Ergebnisse des hierauf basierenden ROMs beitragen. Erst so konnte
das Drehraten-Offset weitestgehend innerhalb der Standardabweichung der Messungen
abgebildet werden.
Im Rahmen theoretischer U¨berlegungen wurde vorhergesagt, dass der Wirkpfad des
Drehraten-Offsets auf die relative Verschiebung von Aktor- und Statorka¨mmen der
Antriebselektrode und der Wirkpfad der Quadratur auf die Deformation von Eigenvek-
toren zuru¨ckzufu¨hren sind. Mithilfe der modifizierten Simulationsmethodik konnte dies
erfolgreich validiert werden.
Mit diesem Wirkpfadversta¨ndnis und dem Vergleich von Orthogonal- und Diagonalbie-
gungen des Sensors in Experiment und Simulation konnte eine Empfehlung zur mo¨glichst
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symmetrischen Systemauslegung beim Design von Drehratensensoren abgeleitet werden.
Diese kann den Einfluss von Stress auf die Sensorsignale reduzieren und ist im ersten
Schritt z. B. durch eine Erweiterung der doppelt spiegelsymmetrischen Auslegung auf die
Antriebs- und Antriebsdetektionselektroden, wie sie bereits in einigen neueren Sensoren
zu finden ist, mo¨glich.
Erga¨nzend wurde die bereits bekannte theoretische U¨berlegung fu¨r die unterschiedliche
Auswirkung von mechanischem Stress auf OOP-Sensoren (Empfindlichkeitsa¨nderung)
und IP-Sensoren (A¨nderung Drehraten-Offset) mithilfe der heuristisch hergeleiteten
Schwingungsformen und mithilfe von Messungen an einem Dreikanalsensor mit OOP-
und IP-Detektion bekra¨ftigt.
Zur einfachen Abscha¨tzung der Stressanfa¨lligkeit von Drehratensensoren wurde zudem
ein Verfahren auf Basis einer Plattenkondensatorna¨herung vorgestellt. Mit diesem An-
satz ergab sich eine Abweichung von durchschnittlich ca. 30% von den Resultaten der
vollsta¨ndigen Systemsimulation. Es zeigte sich bei der weiteren Anwendung auf einen
Dreikanalsensor, dass diese Abscha¨tzung sehr gut fu¨r eine schnelle Indikation geeignet ist.
Es wurde auch gezeigt, dass die Vorspannung durch den Die-attach-Prozess nur einen
geringen Einfluss auf den Verlauf der Signala¨nderungen durch Leiterplattenverbiegung hat
(relative Vera¨nderung Drehraten-Offset 1,9 %, Quadratur 2,0 %) – dieser kann als Offset
abgezogen werden. Die Resultate der Plattenkondensatorna¨herung des Dreikanalsensors
legen nahe, dass dies auch fu¨r Vorspannungen durch Lo¨ten und Molden gilt.
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Die vorgestellten Ansa¨tze zur nichtlinearen Systemsimulation von MEMS-Gyroskopen
mithilfe der TPWL-Methode konnten erfolgreich validiert werden – grundlegende Regeln
fu¨r die Wahl der Parameter bei einer Anwendung der TPWL auf MEMS-Gyroskope
wurden gefunden. Diese Arbeit stellt dennoch nur eine erste Grundlage dar. Aufgrund der
komplexen Strukturen von Drehratensensoren sollte in weiteren Arbeiten der Schwerpunkt
auf die Wahl der Trainingstrajektorien gelegt werden. Die Erkenntnisse dieser Arbeit
sprechen hierbei fu¨r isolierte Anregungen der Bewegungsformen.
Weiterhin wird die Interpolation zwischen den Trainingsdaten in der transienten Simu-
lation mit zunehmender Komplexita¨t sehr zeitaufwendig, daher ist die Optimierung der
TPWL in Bezug auf die Auswahl der Daten, z. B. mithilfe von LuTs anstatt eingebetteter
MATLAB-Funktionen in Simulink, einer der wichtigsten na¨chsten Schritte. Ansa¨tze
hierzu werden bereits verfolgt [Put+17].
Die FE-Simulationen zu Die-attach- bzw. Lo¨tprozessen, die FE-Biegesimulation und die
AVT-Signalflusssimulation konnten in dieser Arbeit ebenfalls erfolgreich validiert werden.
Ein besseres Versta¨ndnis, insbesondere der letztgenannten Methodik, ist mithilfe der vor-
liegenden Ausfu¨hrungen mo¨glich. Auch die Abscha¨tzungen des Drehraten-Offsets mithilfe
der Plattenkondensatorna¨herung ergeben eine aussagekra¨ftige Indikation. Mo¨glicherweise
kann diese zeitsparende Art der Abscha¨tzung mithilfe geeigneter Streufeldfaktoren noch
weiter verbessert werden.
In weiteren Arbeiten ko¨nnte u¨ber die mechanischen Wirkpfade hinaus ein Fokus auf
elektrostatische AVT-Einflu¨sse gelegt werden (z. B. parasita¨re Effekte durch Bond-Dra¨hte
und andere a¨ußere elektrische Felder). Erste Ausfu¨hrungen hierzu sind bereits in [Gug08]
zu finden.
Es hat sich gezeigt, dass sowohl nichtlineare als auch AVT-Systemsimulationen es-
senzielle Simulationswerkzeuge fu¨r die Weiterentwicklung von Drehratensensoren sind.
Nichtlineare Effekte und Stresswirkpfade ko¨nnen mithilfe dieser Methoden bereits fru¨h







A. Faktoren der Newmark-Integration
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mit dem Amplitudenzerfallsfaktor γ ≥ 0.
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B. Einfluss der Samplingrate auf die
Schwingungsfrequenz in einer
transienten FE-Simulation
In diesem Abschnitt wird untersucht, wie stark die Samplingrate, das heißt die Anzahl
der berechneten Zeitschritte pro Periode, Einfluss auf das Ergebnis in der FE-Simulation
hat.
Es wird ein primitives Modell mit zwei Knoten im ANSYS-FE-Modell erstellt. Die
beiden Knoten werden mit dem 2D-Federelement COMBIN14 gekoppelt. Ein Knoten
wird fixiert, der andere erha¨lt zusa¨tzlich das 2D-Massenelement MASS21. Die Steifigkeit
k des Federelements und die Masse m werden hierbei so gewa¨hlt, dass die Eigenfrequenz,
a¨hnlich zur Antriebsfrequenz in Drehratensensoren, 20 kHz betra¨gt – die Validierung
erfolgt analytisch und mithilfe einer Modalanalyse. In einer linearen transienten Simulation
wird der Massenknoten vorausgelenkt und u¨ber einen Zeitraum von 0,01 s schwingen
gelassen – dies entspricht 200 Schwingungsperioden.
Die Ergebnisse sind in Tabelle B.1 aufgefu¨hrt. Die Berechnung der Frequenzen erfolgt
mithilfe einer Fourieranalyse. Man erkennt, dass bei 100 Zeitschritten pro Periode die
Eigenfrequenz um ca. 20 Hz von dem Ergebnis der Modalanalyse abweicht und eine
vollsta¨ndige Konvergenz auch fu¨r 500 Zeitschritte pro Periode nicht auftritt. Es ist
allerdings zu erga¨nzen, dass die Fourieranalyse eine maximale Frequenzauflo¨sung ∆f
aufweist, welche anhand des Beobachtungsfensters ∆T berechnet werden kann. Es gilt
hier ∆f = 1/∆T = 100 Hz und somit kann ab ca. 100 Zeitschritten von einer Konvergenz
im Rahmen des Auflo¨sungsvermo¨gens gesprochen werden.
Um den Fehler in der Bewertung durch die Frequenzauflo¨sung zu reduzieren und auch
um den Einfluss des Beobachtungsfensters darzustellen, wird die Simulation mit einer
Samplingrate von 50 Zeitschritten pro Periode fu¨r unterschiedliche Simulationszeiten
wiederholt. Die Endzeit der Simulation wird hierbei schrittweise um einen Faktor 10
vergro¨ßert. Fu¨r ein Beobachtungsfenster von 1 s betra¨gt die maximale Frequenzauflo¨sung
Zeitschr./Per. 10 25 50 100 250 500
Eigenfrequenz 19 336 Hz 19 897 Hz 19 958 Hz 20 020 Hz 19 989 Hz 19 989 Hz
Tabelle B.1.: Eigenfrequenz des einfachen Federpendels anhand einer Fourieranalyse der
FE-Simulation in Abha¨ngigkeit von der Samplingrate.
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Endzeit 10−4s 10−3s 10−2s 10−1s 10−0s
Anz. berechneter Perioden 2× 101 2× 102 2× 103 2× 104 2× 105
Eigenfrequenz 23 438 Hz 19 531 Hz 19 958 Hz 19 974 Hz 19 974 Hz
Tabelle B.2.: Eigenfrequenz eines einfachen Federpendels anhand einer Fourieranalyse
der FE-Simulation in Abha¨ngigkeit vom Beobachtungszeitraum fu¨r 50 Zeit-
schritte pro Periode.
∆f = 1 Hz. Die Resultate sind in Tabelle B.2 aufgetragen.
Eine Samplingrate von 50 Zeitschritten pro Periode fu¨hrt somit zu einer Abweichung
von ca. 26 Hz vom Ergebnis der Modalanalyse. Dieses Verhalten transienter Simulationen
muss beim Aufsetzen von Rechnungen sowie bei Interpretation und Auswertung der
Daten beru¨cksichtigt werden.
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C. Ergebnisstabellen zu Kapitel 6.1
Im Folgenden sind die Ergebnisse der TPWL-ROM-Rechnungen aus Abschnitt 6.1 in
Ergebnistabellen aufgefu¨hrt.
Zuna¨chst sind die Schwingungsfrequenzen des Balkens in Abha¨ngigkeit von den Simula-
tionsparametern dargestellt. Die Tabellen sind aufgeteilt in gewichtete (Tabelle C.1) und
vektorielle Interpolation (Tabelle C.2) sowie jeweils in Frequenz der ersten und der letzten
simulierten Schwingung. Die kursiv dargestellten Werte stammen aus Berechnungen,
welche u¨ber die Simulationszeit hinweg stark von Instabilita¨ten, d. h. vielen Oberschwin-
gungen, u¨berlagert werden und sind daher nur eingeschra¨nkt aussagekra¨ftig, da die
Nulldurchga¨nge nicht mehr gut interpoliert werden ko¨nnen (siehe auch Grafik 6.8). Soweit
nicht anders angegeben betra¨gt die Genauigkeit der Werte in den Tabellen ±0,02×108 Hz.
Zur Referenz: Die Schwingungsfrequenz in der FE-Rechnung betra¨gt (9,39±0,02)×108 Hz
in der ersten Schwingung und (9,18± 0,02)× 108 Hz in der letzten Schwingung des Si-
mulationszeitraums. Im analytischen Ansatz liegt die Schwingungsfrequenz konstant bei
(9,37± 0,02)× 108 Hz.
Erste Schwingung im Simulationszeitraum (108 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS 11 AS
1 DOF 9,76 9,73 9,71 9,69 9,69 9,73
2 DOF 9,69 9,64 9,60 9,57 9,55 9,62
5 DOF 9,14 9,12 9,08 9,05 9,03 9,12
Letzte Schwingung im Simulationszeitraum (108 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS 11 AS
1 DOF 9,46 9,22 9,14 8,99 8,87 9,01
2 DOF 9,37 9,16 9,01 8,72 8,66 8,89
5 DOF 8,80 8,63 8,41 8,36 8,01 8,48
Tabelle C.1.: Gewichtete Interpolation; Schwingungsfrequenz des Balkens. Genauigkeit
±0,02× 108 Hz.
Es finden sich in den folgenden Tabellen C.3 und C.4 die Frequenzverschiebungen u¨ber
den Simulationszeitraum fu¨r die relevanten Parameterkombinationen. Berechnungen mit
nas = 11 werden nicht weiter aufgefu¨hrt, da in der Diskussion in Abschnitt 6.1 Ansa¨tze
mit vielen aktiven Systemen verworfen wurden. Der Fehler betra¨gt, sofern nicht anders
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Erste Schwingung im Simulationszeitraum (108 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS 11 AS
1 DOF 9,76 9,93 9,85 9,71 9,73 9,83
2 DOF 9,69 9,85 10,00 9,53 9,48 -
5 DOF 9,14 9,24 9,24 - - -
Letzte Schwingung im Simulationszeitraum (108 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS 11 AS
1 DOF 9,46 10,18±0,03 9,88 8,84 8,95 9,53
2 DOF 9,35 9,73 10,13±0,03 9,35 8,17 -
5 DOF 8,80 9,44 8,80 - - -
Tabelle C.2.: Vektorielle Interpolation; Schwingungsfrequenz des Balkens. Genauigkeit
±0,02× 108 Hz, sofern nicht anders ausgewiesen.
angegeben, 4 × 106 Hz. Ergebnisse, in welchen die Frequenz tendenziell u¨ber die Zeit
ansteigt anstatt abzufallen, sind unterstrichen. Zur Referenz: In der FE-Rechnung betra¨gt
die A¨nderung der Schwingungsfrequenz (21± 4)× 106 Hz, in der analytischen Rechnung
ist die Frequenz konstant.
A¨nderung der Schwingungsfrequenz (106 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 30 51 57 70 82
2 DOF 32 48 59 85 89
5 DOF 34 49 67 69 102
Tabelle C.3.: Gewichtete Interpolation; A¨nderung der Schwingungsfrequenz des Balkens
im Simulationszeitraum. Genauigkeit ±4× 106 Hz.
Fu¨r die gleichen Parameterkombinationen sind in den Tabellen C.5 und C.6 die Ampli-
tuden, sowohl fu¨r den Beginn als auch das Ende des Simulationszeitraums, aufgelistet.
Die Werte sind vorsichtig zu interpretieren, da die Amplituden aufgrund von Oberschwin-
gungen Schwankungen unterliegen. Zum Vergleich: In der FE-Simulation betragen erste
und letzte Auslenkung 7,96 × 102 µm bzw. 7,59 × 102 µm. Ergebnisse, in welchen die
Amplitude zunimmt anstatt abzufallen, sind unterstrichen.
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A¨nderung der Schwingungsfrequenz (106 Hz)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 30 -25±5 3 87 78
2 DOF 34 12 -13±5 18 131
5 DOF 34 -20 44 - -
Tabelle C.4.: Vektorielle Interpolation; A¨nderung der Schwingungsfrequenz des Balkens
im Simulationszeitraum. Genauigkeit ±4×106 Hz, sofern nicht anders ausge-
wiesen. Unterstrichen: unphysikalische Frequenzzunahme. Kursiv: instabile
Schwingung.
Erste Schwingung im Simulationszeitraum (10−2µm)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 8,69 8,76 8,80 8,88 8,90
2 DOF 8,17 8,31 8,39 8,48 8,52
5 DOF 8,18 8,25 8,31 8,38 8,40
Letzte Schwingung im Simulationszeitraum (10−2µm)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 7,96 7,64 7,58 7,50 7,39
2 DOF 7,60 7,43 7,26 7,23 6,96
5 DOF 7,23 7,05 6,64 6,76 6,28
Tabelle C.5.: Gewichtete Interpolation; Auslenkung des Balkens.
Erste Schwingung im Simulationszeitraum (10−2µm)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 8,69 8,37 8,62 8,94 8,99
2 DOF 8,17 8,61 8,88 8,91 8,69
5 DOF 8,18 8,42 8,00 - -
Letzte Schwingung im Simulationszeitraum (10−2µm)
1 AS 2 AS 3 AS 5 AS 6 AS
1 DOF 7,96 9,24 8,69 7,18 7,42
2 DOF 7,60 9,26 8,81 8,15 6,29
5 DOF 7,23 8,67 8,26 - -
Tabelle C.6.: Vektorielle Interpolation; Auslenkung des Balkens. Unterstrichen: unphysi-
kalische Amplitudenzunahme. Kursiv: instabile Schwingung.
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D. Einseitig eingespannter Biegebalken
mit Streckbiegung
D.1. Aufbau des Systems
Im Folgenden wird die TPWL, erga¨nzend zu den Ausfu¨hrungen in 6.1, anhand eines
zweiten trivialen Testsystems, nun im Rahmen einer statischen TPWL-Simulation, unter-
sucht (siehe Abbildung D.1). Die Ausgangsbasis bildet das Modell aus Abschnitt 6.1.4,
wobei der Balken hier nur an einem Ende fixiert wird. Am zweiten Ende wird er durch
eine senkrechte Kraft F a1 sowie durch eine la¨ngs gerichtete Kraft F
a
2 ausgelenkt. In einer
nichtlinearen Rechnung ist zu erwarten, dass F a2 eine Streckung und somit eine Verstei-
fung des Balkens erzeugt. Dieser Effekt wirkt der ersten Kraft entgegen und fu¨hrt zu
einer Reduzierung der durch F a1 erzeugten senkrechten Auslenkung. Im Unterschied zum
beidseitig eingespannten Balken erfolgt die Auslenkung nun entlang einer U¨berlagerung
von 2 (linearen) Eigenvektoren. Die Erweiterung der transienten Simulation auf ein
System mit mehreren angeregten Moden erfolgt in Abschnitt 6.2.
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Abbildung D.1.: Einfaches Testsystem zur Validierung der TPWL-Methodik: einseitig
fixierter Biegebalken mit einer axial sowie einer senkrecht aufgebrachten
Kraft.
D.2. Systemtraining
Analog zu Abschnitt 6.1.4 wird ein transientes Training durchgefu¨hrt. Der Balken wird
hierbei periodisch u¨ber zwei Kra¨fte, parallel zu F a1 und F
a
2 , angeregt. Als Antriebsfre-
quenzen werden die beiden Eigenfrequenzen der ausgelenkten linearen Moden gewa¨hlt.
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Hierbei ist f1 = 1,33× 108 Hz die Eigenfrequenz der senkrechten und f2 = 2,07× 109 Hz
die Frequenz der axialen Mode. Da f1 und f2 um eine Gro¨ßenordnung auseinanderliegen,
ist fu¨r diesen Ansatz ein umfangreicheres Training als in Abschnitt 6.1.4 notwendig –
jede Kombination der beiden Auslenkungen ist relevant. Insgesamt werden daher 600
Snapshots u¨ber 3 Perioden der niedrigeren Eigenfrequenz aufgenommen. So erha¨lt man
etwa 10 Trainingspunkte pro Periode der hohen Eigenfrequenz – diese Samplingdichte hat
sich in 6.1.4 bewa¨hrt. Es werden im Training die Amplituden A1 = 0,5µN und A2 = 5µN
fu¨r die Antriebskraft verwendet. Die Auslenkung des losen Endes entspricht hiermit etwa
der Balkenho¨he (0,1 µm). Die um eine 10er-Potenz gro¨ßere Kraftamplitude axial zum
Balken beru¨cksichtigt die deutlich gro¨ßere Steifigkeit der axialen Mode.
Die, im Vergleich zum beidseitig eingespannten Biegebalken, gesteigerte Komplexita¨t
der Trainingstrajektorie wird auch durch Gleichung (3.36) prognostiziert. Diese ergibt
einen Wert von 27 Freiheitsgraden fu¨r eine Genauigkeit von 99,9 % bei einer Nachsimula-
tion des Trainings.
D.3. Systemsimulation und Auswertung
Da eine statische TPWL-Rechnung verwendet wird, wird anstelle einer Signalflussrechnung
ein einfaches MATLAB-Skript verwendet. Eine statische FE-Analyse dient als Referenz.
In der Rechnung werden F a1 = 0,2µN senkrecht und F a2 = 2µN axial zum Balken
aufgegeben – diese Gro¨ßen beru¨cksichtigen die Anforderungen des Predictor-Ansatzes
und die Auslenkungen der Trainingsdaten. Aufgrund der Diskussion in 6.1 wird nas = 1
gesetzt. Der Wert ndof = 27 entstammt Gleichung (3.36) (siehe oben).
Mithilfe der TPWL-Rechnung findet man eine senkrechte Auslenkung von 0,426µm
des freien Balkenendes nach dem Aufgeben von F a1 . Erga¨nzt man F
a
2 axial, reduziert sich
diese auf 0,378µm. In der FE-Simulation ergibt sich ein Wert von 0,412µm vor Anlegen
der zweiten Kraft und ein Wert von 0,291µm anschließend. Quantitativ unterscheiden
sich die ersten Auslenkungen also um ca. 3 %. Nach dem Aufgeben von F a2 steigt die
Abweichung auf ca. 30 %.
Bei einer Variation der POD-Freiheitsgrade zeigt sich, dass Simulationen mit ndof < 5
das nichtlineare Verhalten qualitativ nicht mehr abbilden ko¨nnen. Daru¨ber hinaus findet
sich fu¨r ndof > 27 keine Konvergenz gegen die Werte aus der FE-Simulation. Das TPWL-
Resultat ist ab ndof = 50 etwa konstant.
D.4. Fazit
Qualitativ wird das nichtlineare Verhalten in diesem Anwendungsbeispiel durch die
TPWL-Rechnung gut abgebildet: Die senkrechte Auslenkung geht durch eine Streckung




Zwei mo¨gliche Ursachen sind zu benennen: Erstens mittelt sich der Einfluss durch
die Quantisierung der Trainingsdaten in einer transienten Simulation u¨ber die Zeit
heraus – dies ist in einer statischen Simulation nicht mo¨glich. Deshalb ist fu¨r statische
TPWL-Ansa¨tze generell ein etwas schlechteres Ergebnis plausibel. Zweitens beinhalten
die Trainingsdaten Tra¨gheitseffekte, welche in einer statischen Rechnung zu falschen
Werten fu¨hren ko¨nnen – dies wurde in [Mar13] an einem Einmassenschwinger genauer
untersucht und validiert.
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E. Modenabbildungen zu Kapitel 6.2
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
×104
(a) Mode 1: 21 976 Hz.
0 2000 4000 6000 8000 10000 12000 14000 16000
(b) Mode 2: 22 173 Hz.
0 2000 4000 6000 8000 10000 12000 14000 16000
(c) Mode 3: 24 398 Hz.
-1.5 -1 -0.5 0 0.5 1 1.5
×104
(d) Mode 4: 27 415 Hz.
0 2 4 6 8 10 12 14 16 18
×104
(e) Mode 7: 52 285 Hz.
Abbildung E.1.: Die linearen Eigenmoden 1-4 und 7 des nichtlinearen Sensormodells.




0 2000 4000 6000 8000 10000 12000 14000 16000
(a) Mode 1, Training 1: 24 398 Hz.
 
 
2000 4000 6000 8000 10000 12000 14000 16000
(b) Mode 1, Training 2: 24 398 Hz.
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
x 104
(c) Mode 2, Training 1: 66 052 Hz.
 
 
−1.5 −1 −0.5 0 0.5 1 1.5
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(d) Mode 2, Training 2: 27 457 Hz.
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4
x 104
(e) Mode 3, Training 1: 68 860 Hz.
 
 
−1 −0.5 0 0.5 1
x 104
(f) Mode 3, Training 2: 54 195 Hz.
 
 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 105
(g) Mode 4, Training 1: 98 918 Hz.
 
 
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
x 104
(h) Mode 4, Training 1: 67 207 Hz.
Abbildung E.2.: Singula¨rmoden 1-4, aus den Trainings 1 und 2 resultierend. Frequenzen
beziehen sich je auf den ersten Trainingspunkt (50 POD-DOF).
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(a) Mode 1, Training 3: 24 398 Hz.
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(b) Mode 1, Training 4: 24 398 Hz.
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(c) Mode 2, Training 3: 44 195 Hz.
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(d) Mode 2, Training 4: 48 090 Hz.
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(e) Mode 3, Training 3: 46 391 Hz.
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(f) Mode 3, Training 4: 55 148 Hz.
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(g) Mode 4, Training 3: 52306 Hz.
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x 104
(h) Mode 4, Training 4: 66 124 Hz.
Abbildung E.3.: Singula¨rmoden 1-4, aus den Trainings 3 und 4 resultierend. Frequenzen
beziehen sich je auf den ersten Trainingspunkt (50 POD-DOF).
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F. Vergleich von TPWL und linearer
Ordnungsreduktion mit
nichtlinearen Kra¨ften
Im Rahmen eines Bosch internen Entwicklungsprojektes wurde die in Teil II dieser Arbeit
eingefu¨hrte TPWL-Methodik angewendet, um einen direkten qualitativen Vergleich zur
linearen Ordnungsreduktion in Kombination mit nichtlinearen Kra¨ften, berechnet aus
Energiefla¨chenfunktionen (analog Abschnitt 4.2.2), zu gewinnen [Mau14]. Der folgende
Abschnitt ist eine qualitative Zusammenfassung.
Zur Untersuchung wurden zwei gemoldete Mustervarianten, mit unterschiedlichen Ωx-
Detektionsmassenaufha¨ngungen, aus einer fru¨hen Entwicklungsphase des dreikanaligen
Drehratensensors verwendet, welcher in Teil III der Arbeit zur Validierung der AVT-
Simulationen genutzt wird1.
Bei Sensormuster 1 wurde im Experiment eine Aufspaltung der Ωx-Detektionsmo-
de (OOP) fu¨r große Antriebsamplituden beobachtet (siehe Grafik F.1) – dies ist ein
nichtlinearer Effekt. Die Messung ergab bei maximaler Antriebsamplitude2 eine Frequen-
zaufspaltung von ca. 1,5 kHz. Bei Sensormuster 2 konnte diese Modenaufspaltung nicht
beobachtet werden.
Das ROM mit MSP wurde um den Einfluss nichtlinearer Kra¨fte anhand von Glei-
chung (4.6) erweitert. Die Modenaufspaltung von Sensormuster 1 konnte hiermit repro-
duziert werden, allerdings ergab sich auch fu¨r Sensormuster 2 eine Modenaufspaltung –
ein Widerspruch zur Messung.
Das Training fu¨r die TPWL-Simulationen beider Muster bestand jeweils aus 200 Trai-
ningspunkten. Es wurden Antriebs- und Ωx-Detektionsschwingung mithilfe von Kra¨ften
auf die Antriebskamm- bzw. Ωx-Detektionsfla¨chenelektroden angeregt. Fu¨r das TPWL-
POD-ROM wurden 50 Freiheitsgrade mithilfe von Gleichung (3.36) abgescha¨tzt. In
der Signalflusssimulation wurde eine Antriebsamplitude von ca. 15µm eingeschwun-
gen, anschließend wurde ein Deltastoß in Detektionsrichtung aufgegeben. Mithilfe des
TPWL-POD-ROM konnte analog zur Messung eine Aufspaltung der Detektionsmode
fu¨r Sensormuster 1 reproduziert werden. Fu¨r Sensormuster 2 war, ebenfalls analog zur
Messung, keine Aufspaltung der Detektionsmode erkennbar. Das Messergebnis konnte
1Siehe zur Beschreibung des Sensors auch Kapitel 7.4.2.
2In diesem Experiment nicht exakt bestimmt, aufgrund der Geometrie liegt die maximale Amplitude
bei etwas mehr als 10µm.
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(a) Ohne Antriebsanregung. (b) Antrieb mit Maximalamplitude.
Abbildung F.1.: Messung des nichtlinearen Sensormusters mit Aufspaltung der Detekti-
onsmode. Fourieranalyse des Detektionssignals. Die Pfeile markieren die
Detektionsfrequenzen. Bildquelle: [Mau14].
somit qualitativ erfolgreich abgebildet werden – eine quantitative Bewertung der Resultate
wurde nicht durchgefu¨hrt, da die Maximalamplitude in der Messung nicht exakt bekannt
war. Die Ergebnisse der TPWL-Rechnung sind in Grafik F.2 aufgetragen – zu sehen ist
eine Fourieranalyse des Detektionssignals.
(a) Sensormuster 1, Antriebsamplitude 15µm –
mit Aufspaltung.
(b) Sensormuster 2, Antriebsamplitude 15µm –
ohne Aufspaltung.
Abbildung F.2.: TPWL-Simulation der Sensormuster anhand einer Fourieranalyse der
Detektionssignale. Die Pfeile markieren die Detektionsfrequenzen. Bild-
quelle: [Mau14].
In dieser Anwendung lieferte die TPWL-Methode qualitativ bessere Resultate als der
um nichtlineare Kra¨fte erweiterte MSP-Ansatz. In Abschnitt 5.2.1 wurde bereits auf die
systematische Einschra¨nkung des erweiterten MSP-Ansatzes hingewiesen – es fehlen die
in den Singula¨rvektoren enthaltenen nichtlinearen Informationen aus dem Systemtraining.
Das vorliegende Resultat ist ein Hinweis auf mo¨gliche Auswirkungen hiervon.
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G. Modellbeispiel Schwingungsform
Einige der heuristischen U¨berlegungen zu Schwingungsformen im Drehratensensor aus
Abschnitt 10.2.2 werden in diesem Kapitel anhand eines einfachen FE-Modells validiert.
Modell und Simulation
Es wird ein Einmassenschwinger aus Balkenelementen im FE-Tool konstruiert, welcher
symmetrisch an vier Phi-Federn aufgeha¨ngt ist (siehe Grafik G.1). Das Modell besteht
aus 473 Knoten und verwendet die Materialparameter von Polysilizium. Bei identischen
Phi-Federn sind die ersten beiden Eigenmoden des Systems, abgesehen von geringen
numerischen Abweichungen, mit einer Eigenfrequenz von 6969 Hz entartet. Somit ist jede
mo¨gliche Linearkombination der beiden Moden eine gu¨ltige Lo¨sung des Eigenwertpro-
blems. Um Einschwingvorga¨nge herauszuda¨mpfen, wird eine Gu¨te Q = 5 (β-Da¨mpfung)
verwendet – hierbei muss beachtet werden, dass die Phasenlagen gegenu¨ber dem Hochgu¨-
tesystem beeinflusst werden. Ohne Beschra¨nkung der Allgemeinheit sei die Antriebsmode
in x- und die Detektionsmode in y-Richtung zeigend.
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Abbildung G.1.: Einmassenschwinger im FE-Modell zur Untersuchung der Schwingungs-
formen im Drehratensensor. Substratanbindungen sind blau, der Kraft-
angriffspunkt ist der rot markierte Mittelknoten.
Um eine Asymmetrie in das System einzubringen, werden die Substrataufha¨ngun-
gen gegeneinander verdreht – die auf der x-Achse gelegenen jeweils um 0,01◦, die auf
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der y-Achse um 0,02◦ (bezogen auf das Koordinatensystem, mit gleichbleibendem Ab-
stand zum Sensormittelpunkt). Durch diese Asymmetrie wird die Entartung der beiden
Grundmoden aufgehoben – gema¨ß der U¨berlegungen in Abschnitt 10.2.2, wird nun eine
elliptische Oszillation erwartet.
Die elektrostatischen Kra¨fte werden am Zentralknoten aufgegeben. Die Antriebskraft
wirkt hierbei sinusfo¨rmig in x-Richtung mit der Frequenz der ersten Grundmode. Zu-
sa¨tzlich wird eine Kompensationskraft Fkk,y(x) = ∆kkx in y-Richtung, proportional zur
Auslenkung in x-Richtung, angelegt. Zur Analyse des Einflusses der zusa¨tzlichen Kraft
auf die Schwingungsform wird diese in insgesamt 50 nichtlinearen Einzelsimulationen
variiert. Jede Simulation la¨uft u¨ber 25 Perioden der Antriebskraft mit 500 Zeitschritten
pro Periode.
Aufgrund des nichtlinearen Simulationsansatzes verschieben sich die Eigenfrequenzen
mit der Auslenkung und daher erhalten Antriebsanregung und Kompensationsanregung
einen teilresonanten Anteil. Somit sind sowohl Quadratur (90◦ Phasenverschiebung zur
Antriebsbewegung) als auch Drehraten-Offset (in Phase mit der Antriebsbewegung)
bei einer Demodulation des Detektionssignals zu finden. Die Kompensationskraft wirkt
beiden Effekten in unterschiedlicher Sta¨rke entgegen.1
Quadratur und Drehraten-Offset werden mithilfe einer Demodulation der Bewegung in
Detektionsrichtung bestimmt und u¨ber der Antriebskraft in Abbildung G.2 aufgetragen.




















(a) Kompensationspunkt des Drehraten-Off-
sets




















(b) Kompensationspunkt des Quadratursignals
Abbildung G.2.: Detektionssignale des asymmetrischen Einmassenschwingers in Abha¨n-
gigkeit von der Kompensationskraft.
1Anmerkung: Um einen resonanten Antrieb im FE-Modell zu erzeugen, wa¨re die aufwendige Imple-




Man erkennt in Abbildung G.2, dass die Kompensationskraft, wie erwartet, sowohl
Drehraten-Offset, als auch Quadratur beeinflusst – die Kompensationspunkte beider
Signale liegen bei unterschiedlichen Regelwerten.
Die Schwingungen sind in den Grafiken G.3a und G.3b fu¨r verschiedene ∆kk aufgetragen
– jeweils u¨ber eine volle Periode. Man erkennt, dass die elliptische Form fu¨r zunehmende
Drehratenkompensation zu einer Geraden wird (Grafik G.3a). Diese liegt nicht parallel
zur Richtung der Antriebskraft (x-Richtung), sondern hat Anteile in x- und y-Richtung.
Somit bleibt eine Quadratur vorhanden. Das Quadratursignal hingegen verschwindet
wenn die Hauptachse der elliptischen Schwingungsform parallel zur Antriebsrichtung,
d. h. zur x-Achse, liegt (Grafik G.3b).























∆kk = 0 µN/µm
∆kk = 0.0005 µN/µm
∆kk = 0.0008 µN/µm
∆kk  = 0.0012 µN/µm
(a) Kompensationspunkt des Drehratensignals
(rot)


















∆kk = 0 µN/µm
∆kk = 0.0005 µN/µm
∆kk = 0.0012 µN/µm
∆kk = 0.002 µN/µm
(b) Kompensationspunkt des Quadratursignals
(rot)
Abbildung G.3.: Schwingungstrajektorien des Einmassenschwingers mit vorgegebener
Asymmetrie am Beispiel von 4 verschiedenen ∆kk. Die Kompensations-
punkte sind in rot dargestellt, die Referenzwerte ohne Kompensations-
kraft sind gru¨n.




Neben einer heuristischen Betrachtung erfolgt in diesem Abschnitt erga¨nzend die Darle-
gung eines mathematischen Weges zur Bestimmung der durch die Elektrostatik verdrehten
Moden des Drehratensensors.
In Kapitel 3.2.4 wurde die effektive Steifigkeitsmatrix bereits kurz vorgestellt:
K¯eff = K +KF , (H.1)
mit der linearen Steifigkeitsmatrix K¯eff und der Matrixdarstellung der linearen Kra¨fte
KF . Fu¨r na¨herungsweise lineare elektrostatische Kra¨fte kann diese Form zur Beschreibung
des Systems verwendet werden. Sonderformen dieser Matrix sind die Darstellungen in
den Gleichungen (2.11) und (2.14).
Um effektive Eigenvektoren zu bestimmen, welche in die Schwingungsrichtung der
Sensormasse zeigen, kann das zugeho¨rige Eigenwertproblem gelo¨st werden. Die Da¨mp-
fungsmatrix ist dann entlang der Eigenvektoren zu diagonalisieren.
Es zeigt sich in der Praxis, dass die effektiven Steifigkeitsmatrizen, wenn man sie aus
FE-Modellen exportiert, oft singula¨r sind. Statt eines regula¨ren Lo¨sungsverfahrens wird
daher eine Na¨herung u¨ber einen Perturbationsansatz vorgeschlagen. Hierbei wird in erster
Na¨herung angenommen, dass sich die Eigenfrequenzen fi nur geringfu¨gig a¨ndern – diese
Annahme ist nicht belegt, allerdings weisen obige Ausfu¨hrungen darauf hin, dass der
Einfluss der Elektrostatik auf die Moden von gro¨ßerer Relevanz fu¨r die Beschreibung des
Gesamtsystems ist als die Verschiebung der Eigenfrequenzen. Man findet fu¨r den Ansatz






mit der Notation aus Abschnitt 3.3.2.
In Systemen mit Mitkopplung ist die Annahme f¯i ≈ fi nicht mehr gerechtfertigt, da
eine Kraft gezielt eingesetzt wird, um eine Eigenfrequenz zu manipulieren. Hier gilt aber
f¯act ≈ f¯det ≈ fact und fu¨r alle anderen Frequenzen weiterhin f¯i ≈ fi.
Das Problem singula¨rer Matrizen entfa¨llt mit dem Perturbationsansatz in den meisten
Fa¨llen, dennoch kann die Aufstellung der Gleichung herausfordernd sein, da die genauen
Kraftangriffspunkte nicht immer offensichtlich sind. Hinzu kommt, dass Informationen
durch die lineare Na¨herung der elektrostatischen Kra¨fte verloren gehen und das Verfahren
als solches, aufgrund der in aller Regel großen Systemmatrizen, rechenzeitintensiv ist.
Daher wird das heuristische Verfahren im Weiteren bevorzugt.
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I. Einfluss von Prozessparametern
Die in den Simulationen verwendeten Prozessparameter der Bare-Die-Proben sind statis-
tische Mittelwerte und entstammen Fertigungsdaten (Dicke der ASS) bzw. Messungen an
den Proben (KV) – siehe auch Abschnitte 2.3.3 und 9.1. Im Folgenden wird untersucht,
wie stark die Simulationsergebnisse von diesen Gro¨ßen abha¨ngen. Da der FFW fu¨r die
Quadratur der Bare-Die-Proben (IP-Detektion) nicht relevant ist, wird an dieser Stelle
nicht auf diesen Prozessparameter eingegangen.
Dicke der ASS und KV werden um ±σ variiert; weitere Simulationsparameter sind
analog Abschnitt 10.3.1. Tabelle I.1 zeigt die maximale, hierdurch auftretende, relative
A¨nderung von Drehraten-Offset und Quadratur gegenu¨ber dem Nominalwert.
Man erkennt, dass die A¨nderung der Dicke der ASS einen geringen Einfluss hat. In
Abschnitt 2.3.3 wurde gezeigt, dass die IP-Frequenzen unabha¨ngig von der Schichtdicke
sein sollten - dieses Resultat entspricht somit den Erwartungen. Der Kantenverluste
beeinflusst insbesondere das Drehratensignal, wa¨hrend der Einfluss auf die Quadratur
vergleichsweise gering ist. Auch dies entspricht den Erwartungen, da der KV direkt in
die Kapazita¨t der Kammelektroden eingeht (siehe z. B. Plattenkondensatorna¨herung
in den Gleichungen (4.5)), wa¨hrend die Quadraturinformation in den (weitestgehend
unvera¨nderten) Eigenvektoren von Antriebs- und Detektionsmode enthalten ist.
Bei der Interpretation der Simulationsergebnisse in dieser Arbeit ist somit insbesondere
der Einfluss des Kantenverlustes auf das Drehraten-Offset zu beru¨cksichtigen. Da der KV
aus den gemittelten Antriebsfrequenzen der verwendeten Proben bestimmt wurde, ist zu
erwarten, dass, bei einer korrekt ausgelegten Simulationsmethodik, auch die Mittelwerte
von Simulation und Messung gut u¨bereinstimmen. Da dies in Abschnitt 10.3.1 gegeben
ist, folgt der Schluss, dass die Struktur der Simulationsmethodik gut gewa¨hlt wurde.
Weiterhin kann durch den großen Einfluss des Kantenverlusts auf das Drehraten-Offset
die gro¨ßere Schwankungsbreite des Offsets gegenu¨ber der Quadratur bei den Messungen
erkla¨rt werden.
Variation Dicke der ASS Variation Kantenverlust
Drehraten-Offset 2,1% 10,2%
Quadratur 3,0% 2,1%
Tabelle I.1.: Relative Signala¨nderungen gegenu¨ber dem Nominalwert bei einer Variation
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1. Der Trend hin zu immer kleineren mikromechanischen Strukturen erfordert
zunehmend die Beru¨cksichtigung nichtlinearer Effekte in der Systemsimulation, da
das Verha¨ltnis von Strukturbreiten zu mechanischen Auslenkungen abnimmt und
qualitative sowie quantitative Abweichungen gegenu¨ber empirischen Ergebnissen
groß werden. Die lineare ordnungsreduzierte Systemsimulation ist nicht mehr
ausreichend um das Systemverhalten genu¨gend genau zu beschreiben. Die
vorgestellte nichtlineare Methode eignet sich stattdessen gut und zeigt gegenu¨ber
FE-Simulationen zeitliche Einsparungen von bis zu 3 Gro¨ßenordnungen.
2. Nichtlineare Effekte a¨ußern sich in auslenkungsabha¨ngigen Eigenvektoren und
Eigenfrequenzen. Eine Ordnungsreduktionsmethode auf Grundlage von
Richtungsvektoren, welche die resultierenden Vera¨nderungen der
Vorzugsschwingungsrichtungen beru¨cksichtigen, ist notwendig um dies erfolgreich
abzubilden. Hierzu eignen sich z. B. Singula¨rvektoren, welche aus einer
repra¨sentativen Systemtrajektorie gebildet werden.
3. Eigenvektoren und Eigenfrequenzen a¨ndern sich bei großen Vorauslenkungen
zunehmend stark. Daher ist die Genauigkeit einer nichtlinearen
ordnungsreduzierten Systemsimulation insbesondere bei großer Dynamik
u¨berwiegend von den verwendeten Trainingsdaten abha¨ngig. Nur eine ausreichende
Abdeckung des Simulationsraumes durch die Trainingstrajektorien, mit
zunehmend vielen Snapshots fu¨r große Auslenkungen, verhindert unphysikalische
Effekte in der Systemsimulation.
4. Die starke Abha¨ngigkeit der Eigenvektoren und Eigenfrequenzen von der
Gesamtdynamik des Systems la¨sst keine statische Bestimmung nichtlinearer
Eigenfrequenzen und Auslenkungen mithilfe der TPWL-Methode und transienter
Trainingsdaten zu. Erst in einer transienten Signalflusssimulation werden die
nichtlinearen Bewegungsformen durch U¨berlagerung der Trainingsdaten abgebildet.
5. Die fortlaufend kleiner werdenden mikromechanischen Strukturen fu¨hren auch zu
einem zunehmend relevanten Einfluss kleinster AVT-Einflu¨sse. Eine genaue
Bestimmung der stressbedingten relativen Strukturverschiebungen ist zur
Berechnung der Signala¨nderungen notwendig. Hierzu ist auch eine Modellierung
der Statorelektroden (Statorka¨mme) notwendig.
6. Der mechanische AVT-Stress vera¨ndert Quadratur, Drehraten-Offset und
Empfindlichkeit. In resonant angetriebenen Drehratensensoren befindet sich die
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Information zur hierdurch verursachten Quadratura¨nderung nahezu vollsta¨ndig in
den mechanischen Eigenvektoren, die Information u¨ber die A¨nderung des
Drehraten-Offsets ist dagegen nahezu vollsta¨ndig den Relativpositionen von
Statoren und Aktoren der Antriebselektroden zu entnehmen und betrifft
insbesondere Sensoren mit IP-Detektion. Eine vera¨nderte Empfindlichkeit tritt
vorwiegend bei Sensoren mit OOP-Detektion aufgrund eines vera¨nderten
Grundabstandes der Fla¨chenelektroden auf.
7. In der Systemsimulation von Drehratensensoren wird oft eine heuristisch
aufgestellte Da¨mpfungsmatrix verwendet. Ist dies der Fall, ist es essenziell hierbei
zu beru¨cksichtigen, diese entlang der Antriebsbewegung zu diagonalisieren,
andernfalls treten unphysikalische geschwindigkeitsproportionale Kopplungen
zwischen den Basisvektoren des Systems auf. Entsprechend muss in einem System,
das durch einen AVT-Einfluss verformt ist, die Diagonalisierungsbasis der Matrix
angepasst werden.
8. Klassische mikromechanische Drehratensensoren sind oft doppelt
spiegelsymmetrisch aufgebaut, das heißt je zwei Quadranten sind deckungsgleich.
Allerdings sind Antriebs- und Antriebsdetektionselektroden je nur auf einer Seite
der Struktur zu finden (einfach spiegelsymmetrisch). Durch diesen Aufbau ko¨nnen
orthogonale Stresseinflu¨sse minimiert werden, nicht aber diagonale. Eine Erho¨hung
der Symmetrie durch doppelt spiegelsymmetrische Anordnung aller Elektroden in
allen vier Quadranten, wie in einigen neueren Drehratensensoren bereits zu finden,
kann zu einer Reduktion der AVT-Einflu¨sse beitragen.
9. Die Unempfindlichkeit von MEMS-Gyroskopen gegenu¨ber Leiterplattenstress,
welcher in der Applikation der Sensoren auftritt, ist von hoher Relevanz fu¨r die
Anwendung mikromechanischer Drehratensensoren. Die relativen Vera¨nderungen
der Sensorsignale bei Leiterplattenbiegung sind hierbei weitestgehend unabha¨ngig
von vorher auftretenden Stresswirkpfaden, wie Lo¨ten und Herstellung. Diese
ko¨nnen als Offset abgezogen werden.
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