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Abstract
Objectives: The statistical prediction models are useful to establishing diagnostic and treatment rule 
in clinical area. So, there is an increasing interest in building a precise model to predict the probability 
of diseases for individual patient. In doing that, it is important to reflect the patient's changeable character-
istics for improvement of predictive power. In this paper, we studied the methods for the updating 
of prediction model that add the information of new patients to the existing model.
Methods: To update the prediction model, we used an established model including 7 risk factors such 
as diagnostic type, hepatitic virus type, age, sex,  -FP, ALT, and drinking history and did the re-calibra-
tion and shrinkage of intercept and slope of existing one.
Results: we considered 4 updating methods, that is, the first one is to use existing model as it is and 
the second one is to re-calibrate the overall intercept. Also the third one is to re-calibrate overall intercept 
and slope and the last one is to re-calibrate and shrink overall intercept, and individual slope.
Conclusions: Updating methods contain old and new informations. And the model updating method 
by using many data can be improved predictive power. Especially, the last updating method was found 
to be the most accurate and useful one. 
Key Word: prediction model, update method, re-calibration, shrinkage, intercept, slope
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1. 서  론
1.1 연구 배경 및 목적
사망률이 가장 많이 증가한 사인은 암이며, 암
사망률은 인구 10만명당 사망자수로 점차 증가하
고 있다. 그리고 인구의 급격한 고령화에 따라 암
환자 발생 및 사망이 더욱 증가될 것으로 예상된
다(통계청, 2008). [Table 1]은 암 사망률 현황으
로 2008년 암에 의한 사망률(인구 10만명당)은 폐
암(29.9%), 간암(22.9%), 위암(20.9%), 대장암
(13.9%) 순으로 높은 것을 알 수 있다.
Table 1. Cancer mortality
　 2003 2004 2005 2006 2007 2008
Stomach cancer no. of deaths 11,701 11,190 10,935 10,716 10,563 10,312
mortality rates 24.2 23.1 22.5 21.9 21.5 20.9
Lung cancer no. of deaths 12,673 13,246 13,733 14,027 14,278 14,791
mortality rates 26.2 27.3 28.2 28.7 29.1 29.9
Liver cancer no. of deaths 10,916 10,861 10,877 10,884 11,144 11,292
mortality rates 22.6 22.4 22.3 22.3 22.7 22.9
Colon cancer no. of deaths 5,484 5,859 6,043 6,244 6,650 6,855
mortality rates 11.4 12.1 12.4 12.8 13.5 13.9
Breast cancer no. of deaths 1,404 1,484 1,573 1,598 1,670 1,731
mortality rates 2.9 3.1 3.3 3.3 3.4 3.5
Uterine cancer no. of deaths 1,397 1,325 1,345 1,240 1,241 1,261
motarlity rates 2.9 2.7 2.8 2.5 2.5 2.5
All others no. of deaths 19,757 20,334 20,595 20,793 22,007 22,670
mortality rates 40.9 41.9 42.3 42.5 44.8 45.9
이 중 두 번째로 사망률이 높은 간암은 한국에
서 흔한 암 중 하나로 진행된 상태에서 발견된 경
우는 효과적인 치료가 어려우며 대부분이 6개월
이내에 사망하기 때문에 현재로서는 조기 진단이
간암의 생존률을 높일 수 있는 효과적인 방법이
다[1]. 정기적인 초음파검사 및 -fetoprotein(이
하 -FP) 등의 선별 검사를 이용한 조기 진단의
중요성이 강조되고 있다. 간암 고위험군에서 간암
의 조기 진단을 위한 선별 검사는 간암의 효과적
인 치료와 생존기간의 향상을 위하여 매우 중요
하므로 간암의 조기 진단을 위한 예측모형의 구
축은 중요한 이슈로 나타나고 있다.
의학 분야에서 예측모형은 환자의 위험 요인을
토대로 환자의 질병을 예측함으로써 진단과 치료
의 의사결정에 도움을 줄 수 있다[2][3]. 예측모형
은 예측모형 구축 시 사용된 환자 자료 외에 유사
한 형태의 다른 자료를 예측하는 것 역시 가능하
다. 예측 모형은 미래 환자들에 대한 예측력을 향
상시키기 위해 변화하는 환자의 양상을 반영하여
개선시킬 필요성이 있다.
새로운 모형을 다시 만들지 않고, 기존 환자 정
보를 반영한 예측모형에 새로운 환자 정보를 추
가함으로써 모형을 개선시켜 예측력을 향상시키
고자 한다. 본 연구에서는 모형을 개선시키는 방
법으로 Steyerberg(2004)에 의해서 제안된 4가지
방법을 비교 평가하고 이 중 가장 좋은 방법을 제
시하여 향후 미래 환자를 보다 정확히 예측함으
로써 환자의 진단과 치료의 의사결정에 도움을
주고자 한다.
1.2 연구 내용 및 방법
본 연구는 최근 환자 자료 분석 시 기존 자료의
연구 결과 간암 발생 위험인자라고 알려진 간경
변, 만성 간염, C형 간염, B형 간염, 연령, 성별, 
-FP, ALT, 상습적 음주자, 미확인 음주력을 포함
한 10개의 변수들을 적용하여 기존에 만들어진
예측모형의 절편과 기울기를 재보정과 축소 방법
구축된 간암 발생 예측 모형의 개선방안에 관한 연구 141
한국보건정보통계학회지 제34권 제2호•
을 이용하여 기존 예측모형을 개선시킨다.
Steyerberg(2004)에 의해서 4가지 방법이 제안되
었는데, 첫째로 기존 식을 개선하지 않고 기존 식
의 절편과 기울기 사용하는 방법이 있다. 둘째로
절편만을 재보정, 셋째로 절편과 전체적인 기울기
를 재보정 하는 방법이 있다. 넷째로 절충 모형으
로 절편과 전체적인 기울기와 개별 위험인자의
기울기를 재보정하고 축소시키는 방법이 있다. 본
연구에서는 위의 4가지 방법으로 예측모형을 개
선시키고 예측력을 비교 평가하여 최종적으로 가
장 예측력이 뛰어난 모형을 구축하고자 한다.
2. 이론적 배경
2.1 로지스틱 회귀분석
로지스틱 회귀분석은 선형 회귀분석과는 다르
게 종속변수가 두 개의 범주로 이루어진 경우에
독립변수와의 관계를 살펴보기 위해 사용된다. 일
반적으로 종속변수가 취할 수 있는 값은 어떤 사
건이 발생된 경우를 1로 하고, 발생되지 않는 경
우를 0으로 하여 독립변수가 주어졌을 때 사건발
생의 조건부 확률을 로짓 변환하여 사용한다.
종속변수는 위와 같은 이분형 변수이고, 독립변수
는 연속형 변수와 범주형 변수를 합쳐 개가 있
다고 가정하자. 이 때 개의 독립변수에 대한 종속
변수가 1을 가질 확률을   ⋯ 
라고 하고, 로짓 변환 하면,
ln

  ⋯ 
   ⋯  


   ⋯
이다. 이를 로지스틱 회귀모형이라 하며, 특히 독
립변수가 둘 이상인 경우를 다중 로지스틱 회귀
모형이라 한다. 이 식을   ⋯ 
에 관하여 정리하면,
  ⋯  
 exp   ⋯ 
exp   ⋯ 
이고, 로지스틱 반응함수라고 한다.
로지스틱 회귀모형에서 회귀계수를 추정하기
위해 최대우도법을 이용한다. 이 때 우도는 관찰
된 자료가 발생될 확률을 알려지지 않은 모수들
의 함수로 표현한 것이며, 이 우도를 최대로 하는
회귀계수를 추정하는 방법이 최대우도법이다. 이
렇게 얻어진 모수들의 추정량을 최대우도추정량
이라 한다.
우도함수의 최대값은 미분을 통해 얻게 되는데,
회귀계수의 최대 우도 추정값은 비선형이므로 피
셔의 스코어링방법이나 뉴튼-랩슨 방법 등과 같
은 반복적인 추정방법에 의하여 근사값을 구한다.
반복적인 추정 절차는 특정한 수렴기준을 만족할
때까지 계속하게 된다.
이 중 모수 를 반복적으로 추정하는 절차를 이






 ln   ln  
를 구한다. 여기서
 exp  






   , 
  

   
이고, 뉴튼-랩슨 방법을 이용하여 최대우도추정
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량을 구할 수 있다. 뉴튼-랩슨은 식은
        ′   ln  
    ln  
이다. 반복절차에서  -번째에서 구한 모수
벡터   과 -번째에서 구한 모수벡터  
사이의 차이가 설정한 기준보다 작다면 반복절차
를 중단하고 마지막 단계에서 구한 값이 최대우
도 추정값 이 된다.
회귀계수를 추정한 후에 로지스틱 회귀모형에
대한 검정은 우도비 검정, 왈드 검정, 스코어 검
정 등을 이용한다.
독립변수가 많은 경우에는 변수선택법을 이용
하여 로지스틱 회귀모형의 독립변수를 선택 할
수 있다. 변수를 선택하는 방법에는 설명변수의
각각의 기여도에 따라 단계별로 하나씩 추가하면
서 변수를 선택하는 전진선택법과 모든 독립변수
를 포함한 완전모형에서 불필요한 변수를 단계별
로 하나씩 제거해 나가는 후진 제거법, 각 단계에
서 변수의 선택과 제거를 반복하면서 독립변수를
결정하는 단계적 선택법이 있다.
구축된 로지스틱 회귀모형의 적합도를 보기 위
한 방법으로 잔차에 기초한  통계량과 호즈머-
렘쇼(Hosmer-Lemeshow)의 합도 검정이 있다.
이 중 잔차에 기초한  통계량은 피어슨  통
계량, 데비언스  통계량이 있다[4,5,6,7].
2.2 로지스틱 회귀모형의 재보정(re-calibration)
기존 자료로부터 에 대한 예측 모형은
      ⋯ 
이다. 이 모형을 하나의 선형 예측인자로 가정하
며 라 하고,
     ⋯ 
로 정의된다. 위의 를 사용하여 회귀모형에 적
합 시켜 새로운 회귀계수를 추정하는 것을 재보
정(re-calibration)이라 한다. 재보정식은 새로운
회귀계수    ,   을 추정하는 식으로
 은
        
이다. 여기서     ,     인 경우
기존 자료로부터 구축된 예측모형이 새로운 자료
를 잘 예측하는 것으로 타당성이 높은 모형을 의
미한다.
추정된 모수들은 왈드 검정통계량
   ∼ ,     
를 통해 검정될 수 있다. 만약    ,   
이 유의하게 얻어진다면, 이는 재보정이 필요한
모형을 의미하며, 이는
     
로 추정된다. 재보정된 모형의 회귀계수는 기존
모형으로 얻어진 회귀계수의 상대적인 효과를 의
미한다.
재보정된 회귀모형의 타당도는 F-검정을 이용
하여 재보정 모형과 새로운 자료만을 적용한 모
형을 비교할 수 있다. 새로운 자료만을 적용한 회
귀모형은
             ⋯     
이며, F-통계량은
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       
       ∼
          
이다. 는 독립변수의 수이며 은 자료의 전체
의 수를 의미하며, F-검정결과 유의하다면 새로
운 자료만을 적용한 모형이 더 낫다고 통계적 의
사결정을 할 수 있으며, 유의하지 않다면 재보정
모형이 더 낫다고 할 수 있다.
2.3 로지스틱 회귀모형의 축소(shrinkage)
축소(shrinkage)란 자료에서 공변량의 수가 적
어도 3이상으로 존재할 때, 미래 관측치의 평균
제곱 오차(Mean Square Error: MSE)를 감소시
키는데 유용한 기법이다[8,9,10].
전체 평균을 줄이는 일반적인 축소모형은
 ⋯
이다.
축소의 양을 추정하기 위해서 두 가지 방법을
고려할 수 있다. 첫째로, 붓스트랩이나 교차타당
성을 이용한다[11,12]. 둘째로, 발견적 방법으로
축소요인(Heuristic shrinkage Factor: )을 이용
하며,
    
이다. 여기서  통계량은 최소제곱추정법에 의해
계산된다. 의 구간을 [0,1]로 제안하고, 를 0에
서 절단시킨다.
2.4 로지스틱 회귀모형의 절충 모형
위 2.2∼2.3절에서 제안한 재보정과 축소모형을
이용해 절충 모형을 고려할 수 있다. 절충 모형은
기존 자료를 이용해서 새로운 자료에 적용시켜
만든 재보정 모형  과, 새로운 자료만을 이용
해서 만든 모형   의 가중 모형으로 식은,
     
   m od ⋯ 
        
이다. 여기서  은 축소요인으로
      
이다.
축소는 E(MSE)를 줄이는 것으로 기대될 수 있
으며, 일반화된 축소(generalized shrinkage)는
몇 개의 중요한 공변량과 나머지의 중요하지 않
은 공변량으로 나눌 때 유용하다.
위의 식으로부터 재보정과 축소모형의 조합인 절
충 모형의 회귀계수는 아래와 같이 추정할 수 있
다.
            
여기서, 절충모형은 기존자료와 새로운 자료를 동
시에 반영하며 공변량의 유용성을 다시 한 번 평
가할 수 있으므로, 개선방안에 유용하게 적용될
수 있다.
3. 연구방법
3.1 예측 모형 개선방안
본 연구에서는 이전에 제안되었던 예측모형을
개선시키기 위하여 [Table 2]의 4가지 개선방안
을 고려한다. 이 방법들은 기존 모형을 개선시키
기 위해 추정된 예측인자의 수를 유지하였다.
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No. Updating method Predictors considered Parameters estimated
1 No adjustment 10 0
2 Intercept  10 1
3 + calibration slope   10 2
4 + +⋯ ≤  10 2～12
Table 2. Updating methods
(1) 개선방안 1
개선방안 1은 기존 예측 모형에 고정된 절편을
포함한 모든 회귀계수를 유지하는 것으로
    
∈⋯
  (기존 식 유지)
이다. 여기서, 는 절편이고,  는 이전 연
구에서 개발된 회귀계수이고, 는 새로운 연구에
서 표본으로 얻어진 독립변수이다. 이 방법을 통
해 얻은 식은 기존 식의 타당성을 F-검정으로 평
가하며, 다른 개선방안의 참고 식으로 활용된다.
(2) 개선방안 2
재보정 방법을 이용하여 절편을 개선한 개선방
안 2는
  
이다. 여기서 는 모수이고, 절편 와 상쇄변수
(offset variable) 을 기반으로 새로운 자료를
이용하여 로지스틱 회귀모형에 적합 시킨다.
절편의 개선은 많은 개체의 계산을 올바르게 하
며, 평균 예측 확률(average predicted probability)
을 관찰된 전반적인 사건의 비율과 같게 만드는 경
향이 있다.
(3) 개선방안 3
개선방안 3은 개선방안 2와 같이 재보정하는
방법이나, 개선방안 2는 절편만을 재보정하고 개
선방안 3은 절편과 회귀계수를 동시에 재보정한
다. 개선방안 3은
    
이다. 여기서 절편 와 기울기  을 구하고,
공변량인 을 기반으로 새로운 자료를 이용하
여 로지스틱 회귀모형에 적합 시킨다.
(4) 개선방안 4
개선방안 4는
      
∈ 

(      )
이다. 여기서 는 선택된 공변량을 가리키며, 공
변량  ⋯  중 최대 10개까지 선택할 수 있다.
그리고 는 재보정된 계수의 값으로부터 도출된
값으로
       
이다.
개선방안 4는 구조적으로 모형을 변화시키는
것으로 모형 수정이라고 한다.
3.2 모형 비교
개선방안들을 통해 얻은 모형의 비교 평가를
위해 보정그림과, ROC 곡선, 5가지 평가 척도를
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이용한다.
첫째, 보정그림은 가로축이 예측확률, 세로축이
실제확률로 예측확률과 실제확률이 일치하는 그
림일수록 예측력이 좋은 모형이라 할 수 있다.
둘째, ROC 곡선은 민감도와 특이도의 개념을
이용한 것으로 민감도는 실제   인 자료 중에
서 로지스틱 모형에 의해 옳게 예측된 비율, 특이
도는 실제   인 자료 중에서 로지스틱 모형에
의해 옳게 예측된 비율을 말한다. 민감도와 특이
도가 동시에 높아야 로지스틱 모형의 예측 정도
가 높다고 할 수 있다. ROC 곡선은 1-특이도에
대한 민감도의 그래프로 곡선 아래의 면적에 의
해 예측정도가 평가된다. 아래 면적은 0.5와 1 사
이의 값을 갖는데 면적 크기가 0.5 정도면 로지스
틱 모형이 종속변수를 분별하는데 적절하지 못함
을 의미하고, 0.5보다 클수록 예측 정도가 증가한
다고 판단할 수 있다.
셋째, 5가지 평가 척도인 추정된 모수의 수, 보
정평가 지수 U 통계량(miscalibration), c 통계량,
브라이어 점수(Brier score), 상관계수 을 이용
한다. 추정된 모수의 수는 적을수록 모형 구축 시
접근이 용이함을 나타낸다. 보정 평가 지수 U 통
계량은 보정이 잘 이루어졌는지는 나타내는 척도
로 잘 보정된 모형들은 0에 가까운 와 1에 가까
운 를 갖는다. 이 통계량은    ,   인 모
형과 개선방안에 의해 개선된 식의  , 에 해당
하는 모형의 -2log likelihood의 차이를 n수로 나
누어 비교한다. c 통계량은 ROC 곡선의 면적
(AUC)으로 1에 가까울수록 예측력이 높은 모형
을 나타낸다. 브라이어 점수(Brier score)는 전반
적인 수행을 평가하는 척도로 평균 예측 오차에
관한 개념으로  에서 는 관측된
결과, 는 각 해당 개체의 예측치를 나타낸다. 브
라이어 점수는 완벽한 모형에서 0이 나타나는 척
도로 이 값을 구하여 비교한다. 상관계수 은 예
측확률과 실제확률의 상관관계를 나타내는 값으
로 1에 가까울수록 좋은 모형이라 할 수 있다.
4. 결  과
4.1 자료에 대한 개요
자료에 대한 개요는 [Table 3]에 제시하였다.
1990년부터 2000년까지 연세의료원에 내원하여
간암 발생 위험군으로 판단되어 2회 이상 정기적
으로 복부 초음파검사를 포함한 검진을 받아온
4,339명에 대해 임상 자료를 포함한 상세 자료가
있다. 그 중 간암 발생여부를 확인할 수 있는 환
자 1,827명을 연구 대상으로 하였다. 이 때 1990
년 1월부터 1998년 12월까지 기존 환자 994명의
자료는 기존 예측모형 구축 시 이용되었고, 1999
년 1월부터 2000년 12월까지 최근 환자 833명의
자료는 기존 예측모형을 개선시키는데 이용하였
다.
이 때 기존 예측모형 구축 시 이용된 994명의
환자 자료에서 9.05%인 90명이 간암 진단을 받았
고, 예측모형 개선에 이용된 최근 환자 833명의
환자 자료에서는 5.28%인 44명이 간암 진단을 받
았다[13,14].
Table 3. Summary of data
Old data New data
Entering period 1990. 1~1998. 12 1999. 1~2000. 12
No. of total patients 994 883
No. of lung cancer patients 90(9.05%) 44(5.28%)
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(1) 분석에 쓰인 자료 설명
분석을 위해 기존 예측모형 구축 시 선별된 변
수인 간경변, 만성 간염, C형 간염, B형 간염, 연
령, 성별, -FP, ALT, 상습적 음주자, 미확인 음
주력을 포함한 10개의 변수들을 사용하고, 이러한
변수에 대해 [Table 4]에서 정리하였다. 연속형
변수들은 이분형 변수로 바꾸어 분석에 사용하였
다.
Variable Description Positive
LC Liver cirrhosis -
CH Chronic hepatitis -
HCV Hepatitis C virus -
HBV Hepatitis B virus -
AGE - ≥40
SEX - Male
 -FP Alpha-fetoprotein ≥20(IU/㎖)
ALT Alanine aminotransferase ≥40(IU/ℓ)
Heavy alcohol - 5년 이상동안 매일 알코올 80g 
이상을 섭취한 자
Unknown alcohol - -
Table 4. Description of risk factor
분석에 사용한 기존 자료와 새로운 자료에 대한
간암 발생여부에 관한 위험요인들의 빈도표를
[Table 5]에서 제시하였다.









AGE ≥40 798(80.28%) 635(76.23%)<40 196(19.72%) 198(23.77%)
SEX Male 683(68.71%) 568(68.19%)Female 311(31.29%) 265(31.81%)
 -FP ≥20(IU/㎖) 191(19.22%) 120(14.41%)<20(IU/㎖) 803(80.78%) 713(85.59%)
ALT ≥40(IU/ℓ) 552(55.53%) 521(62.55%)<40(IU/ℓ) 442(44.47%) 312(37.45%)
Drinking
Heavy alcohol 149(14.99%) 110(13.21%)
Non/Social alcohol 543(54.63%) 628(75.39%)
Unknown alcohol 302(30.38%) 95(11.4%)
Table 5. Frequency table of risk factor 
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4.2 개선방안에 따른 예측 모형
(1) 4가지 개선방안의 적용
1990년 1월부터 1998년 12월까지 기존 환자
994명의 자료를 통해 얻은 기존 예측 모형 식은
다음과 같다.
기존 예측 모형 식의 타당성을 확인하기 위해
1999년 1월부터 2000년까지 최근 환자 833명의
자료와 비교하고, 개선방안을 적용하였다.





Probability for HCC= /(1+ )
Variable Old data(n=994) New data(n=833)
Intercept -6.254(1.053) -7.697(1.383)
LC  1.722(0.409)  2.324(1.038)
CH  0.734(0.265)  0.454(1.082)
HCV  1.263(0.499)  1.005(0.799)
HBV  0.775(0.396)  1.433(0.621)
AGE(≥40)  1.315(0.003)  0.816(0.564)
SEX(male)  0.300(0.328)  1.617(0.574)
 -FP(≥20IU/㎖)  0.826(0.464)  0.928(0.396)
ALT(≥40IU/ℓ)  0.283(0.150) -0.800(0.359)
Heavy alcohol  0.584(0.393)  0.175(0.432)
Unknown alcohol  0.222(0.400)  1.327(0.448)
Table 6. Logistic regression coefficient(standard deviance) of old data and new data
기존 자료와 새로운 자료를 토대로 로지스틱 회
귀분석을 수행한 결과는 [Table 6]과 같이 나타
났다. 기존자료와 새로운 자료의 회귀계수를 비교
해 보면 차이가 있는 것을 확인할 수 있었다. LC
(간경변), HBV(B형 간염), SEX(남성), -FP(≥
20IU/㎖), Unknown alcohol(미확인 음주력)은 기
존 자료보다 새로운 자료에서 회귀계수가 상대적
으로 크게 추정되었고, CH(만성 간염), HCV(C형
간염), AGE(연령(≥40세)), ALT(≥40IU/ℓ),
Heavy alcohol(상습적 음주자)은 새로운 자료보
다 기존 자료의 회귀계수가 상대적으로 크게 추
정되었다. ALT(≥40IU/ℓ)같은 경우는 기존 자
료에 비해 새로운 자료가 반대의 경향을 보이고
있었다. 위의 결과로 보아 기존 자료를 이용한 예
측 모형의 개선이 필요함을 알 수 있었다.
기존 자료를 통해서 얻은 예측 모형에 4가지의
개선방안을 적용시켜 모수를 추정한 결과는 다음
과 같다. 개선방안 1은 기존의 예측 모형식을 유
지한 방법이고, 개선방안 2는 의 재보정, 개선방
안 3은  , 의 재보정, 개선방안 4는 모형 축소
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를 통한 와 유의한 들을 재보정한다. 아래의
[Table 7]은 실제로 개선을 위해 추정된 모수를
나타낸 표이다.
Table 7. Apparent parameter of updated versions
Updating method Parameters estimated Regression coefficient
Updating method 2   : intercept -1.477±0.159
Updating method 3   : intercept -1.549±0.241
   : calibration slope  0.931±0.173
Updating method 4   : intercept -1.962±0.277
   : calibration slope  1.434±0.352
  : LC  1.613±0.417
  : CH -1.438±0.414
  : HCV -0.134±0.588
  : HBV  0.719±0.566
  : AGE(≥40) -0.230±0.465
  : SEX(male)  0.069±0.562
  :  -FP(≥20IU/㎖) -1.818±0.385
  : ALT(≥40IU/ℓ)  0.656±0.360
  : Heavy alcohol  0.896±0.346
  : Unknown alcohol  1.434±0.352
개선방안 1은 기존 모형을 그대로 사용하여 추
가적인 모수 추정이 없었고, 개선방안 2는  , 개
선방안 3은   , 개선방안 4는  ,   ,
⋯ 에 대해 추정하여 나타내었다. 전반적
으로 기존 모형의 절편을 줄이는 효과를 보이고
있음을 확인 할 수 있었고, 개선방안 3은 전반적
인 계수들의 기울기를 감소시키고, 개선방안 4는
일부 공변량들의 기울기가 증가 및 감소되는 경
향을 보이고 있음을 확인할 수 있었다.
[Table 7]에서 추정된 모수를 기반으로 4가지
의 개선방안을 적용시켜 얻은 각 독립변수별 회
귀계수의 결과는 [Table 8]과 같이 나타난다.










 Intercept -6.254 -7.731 -7.803 -8.216
 LC  1.722  1.722  1.603  1.351
 CH  0.734  0.734  0.683  0.576
 HCV  1.263  1.263  1.176  0.991
 HBV  0.775  0.775  0.722  0.609
 AGE(≥40)  1.315  1.315  1.224  1.032
 SEX(male)  0.300  0.300  0.279  0.235
  -FP(≥20IU/㎖)  0.826  0.826  0.769  0.648
 ALT(≥40IU/ℓ)  0.283  0.283  0.263  0.221
 Heavy alcohol  0.584  0.584  0.544  0.459
 Unknown alcohol  0.222  0.222  0.207  0.175
구축된 간암 발생 예측 모형의 개선방안에 관한 연구 149
한국보건정보통계학회지 제34권 제2호•
회귀계수의 추정치는 개선방안 1의 경우는 기
존 예측 모형식의 절편과 기울기를 바꾸지 않은
것으로 기존 모형식의 회귀계수와 같다. 개선방안
2는 전반적인 절편을 수정한 것으로 개선방안 1
에 비해 절편이 바뀐 것을 확인 할 수 있었다. 새
로운 자료를 반영하여 절편이 기존 식에 비해
1.477 더 줄어든 것을 확인 할 수 있었다. 개선방
안 3은 전반적으로 절편과 독립변수들의 기울기
가 모두 조금씩 바뀐 것을 확인할 수 있었고, 개
선방안 1에 비해 줄어든 수치임을 확인 할 수 있
었다. 절편이 개선방안 1에 비해 1.549 줄어들고,
독립변수들의 기울기가 개선방안 1의 0.931배로
감소한 것을 확인 할 수 있었다. 개선방안 4는 전
체적으로 절편, 기울기 모두 개선방안 1에 비해
가장 많이 줄어 든 것을 확인 할 수 있었다. 절편
이 개선방안 1에 비해 1.962 줄고, 각 독립변수들
의 기울기가 LC(간경변)는 0.371, CH(만성 간염)
는 0.158, HCV(C형 간염)는 0.272, HBV(B형 간
염)는 0.166, AGE(≥40세)는 0.283, SEX(남성)
는 0.065, -FP(≥20IU/㎖)는 0.178, ALT(≥
40IU/ℓ)는 0.062, Heavy alcohol(상습적 음주자)
은 0.125, Unknown alcohol(미확인 음주력)은
0.047 줄어들었다. 전반적인 절편과 기울기를 재
보정하고 축소한 방법으로 절편을 포함한 회귀계
수가 가장 많이 감소하는 형태를 보였다.
(2) 예측 모형 비교평가
① calibration plot
4.2절에서 구축한 예측모형의 비교 평가를 위해
실제 관측치의 확률값과 개선 모형을 적용시킨
확률값과의 관계를 나타낸 calibration plot을
[Figure 1]에 제시하였다[15,16,17].
Updating method 1 Updating method 2
Updating method 3 Updating method 4
  Figure 1. Calibration plot of updated versions
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개선방안 1은 기존 모형으로 점선과 실선이 볼
록한 형태로 예측 확률과 실제 관측 확률 간의 차
이가 크게 나타나고 있고, 개선방안 2는 절편 
만을 재보정 해 줌으로써 차이를 현저하게 줄이
고 있다. 그리고 개선방안 3은 거의 점선과 실선
이 일치하는 형태를 보이고 있으며, 4의 경우는
점선과 실선이 일치하는 형태를 보이고 있다. 개
선방안 중에는 calibration plot으로 비교해 본 결
과 개선방안 4가 가장 좋은 방법임을 확인할 수
있었고, 개선방안 2의 경우 예측확률과 실제 관측
확률의 차이를 눈에 띄게 감소시켜 전반적인 확
률을 조정해 주는 효과가 있음을 확인할 수 있었
다. 그리고 완벽한 일치는 아니지만 개선방안 3도
2개의 모수만을 재보정함으로써 점선과 실선을
거의 일치 시켜 효율적인 모형 구축으로의 예측
임을 확인할 수 있었다.
② ROC 곡선
모형의 예측력을 나타내는  통계량의 비교를
위해 [Figure 2]에서 ROC 곡선을 그려 면적
(AUC)를 확인하여 보았다.
Updating method 1 Updating method 2
Updating method 3 Updating method 4
Figure 2. ROC curve of updated versions
개선방안 1, 개선방안 2, 개선방안 3은 ROC 곡
선이 똑같이  통계량이 0.741로 차이가 없음을
확인 할 수 있었다. 반면에 개선방안 4는  통계
량이 0.760으로 예측력을 증가시킴을 확인 할 수
있었다. 개선방안 4가 가장 좋은 방법임을 다시
한 번 확인 할 수 있었다.
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③ 평가 척도
4가지 개선방안 중 가장 좋은 방안을 선택하기
위하여 [Table 9]에서 평가 척도를 비교하였다.









Parameters estimated 0 1 2 12
U statistic 0.150 0.000 0.000 0.000
c statistic 0.741 0.741 0.741 0.760
Brier score 0.071 0.048 0.048 0.045
 0.930 0.930 0.999 1.000
[Table 9]는 모형비교를 위해 나타낸 표로 추정
된 모수의 수, 모형이 잘 구축되었는지 여부를 확
인하기 위한 보정 평가지수의 척도인 U 통계량,
모형의 예측력을 나타내는 c 통계량, 전반적으로
수행이 잘 되었는지를 확인하기 위한 브라이어
점수, 예측확률과 실제확률의 상관계수 을 개선
방안별로 나타내고 있다. 이 때 U 통계량은 0에
가까울수록, c 통계량은 1에 가까울수록, 브라이
어 점수는 0에 가까울수록, 은 1에 가까울수록
잘 개선된 모형으로 위의 표에서는 개선방안 4가
모든 평가 지표에서 가장 좋은 모형임을 확인 할
수 있었다. 반면에 추정된 모수의 수가 많아 다소
복잡한 계산이 따름을 알 수 있었다. 그 밖에 개
선방안 2, 개선방안 3도 기존의 식을 개선시킴으
로써 개선방안 1에 비해 더 좋은 모형임을 확인
할 수 있었다.
5. 고  찰
지금까지 4가지 개선방안들을 제시하고 비교하
였다. 개선방안 1은 기존 자료를 통해 얻어진 예
측모형의 절편과 기울기를 바꾸지 않고, 새로운
자료에 적용시킨 방법이다. 4가지 방안 중 가장
접근이 용이한 방법이나, 새로운 자료에 대한 예
측력이 상대적으로 떨어지는 것을 확인할 수 있
었다. 개선방안 2는 절편을, 개선방안 3은 절편과
기울기를 재보정하여 개선시킴으로써 새로운 자
료에 적합한 예측 모형을 구축할 수 있었다. 또한
calibration plot에서 기울기가 거의 1에 가까운
값으로 나타난 것을 확인 할 수 있었다. 개선방안
4는 개별 회귀계수를 재보정과 축소를 이용해 수
정함으로써 기존의 자료와 새로운 자료의 특성을
적절히 반영한 예측 모형을 구축할 수 있으며, 상
대적으로 영향력이 작은 변수를 제거해주는 특징
을 가지고 있었다. 본 연구의 결과 개선방안 4가
가장 좋은 방법으로 나타나고 있었다.
개선방안들은 기존 자료와 새로운 자료의 정보
를 모두 반영하고, 많은 자료를 활용하여 예측 모
형을 개선함으로써 예측력을 높일 수 있었다.
중요한 점은 기존 모형을 개선하는 방법이므로,
기존 자료에 비해 새로운 자료의 수가 많을 때,
좀 더 유용한 방법이며, 기존에 인자들을 잘 선별
할 필요가 있다. 또한 절편 와 기울기 를 재보
정하는 과정에서 회귀계수의 추정이 정확해야 한
다는 것이다. 만약 이 회귀계수가 정확하지 않다
면, 잘못된 예측 모형을 유도할 수도 있다.
본 연구에서는 기존 모형에 포함되었던 예측인
자만을 이용해서 예측모형을 개선시켰지만, 향후
더 많은 자료를 이용해 분석을 할 경우 기존 모형
에 없었던 새로운 위험인자들을 추가하여 예측모
형을 개선시키는 방법에 관한 연구가 필요할 것
으로 판단된다.
또한 본 연구에서는 로지스틱 회귀모형에서의
개선방법을 다루고 있으나, 일반 회귀분석에서도
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적용이 가능한지에 관한 연구를 추후 고려할 수
있을 것이다.
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