Measuring global economic interdependence: A hierarchical network approach by Matesanz Gomez, David et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Gomez, David Matesanz, Torgler, Benno, & Ortega, Guillermo J.
(2013)
Measuring global economic interdependence : a hierarchical network ap-
proach.
The World Economy, 36(12), pp. 1632-1648.
This file was downloaded from: http://eprints.qut.edu.au/65628/
c© Copyright 2013 John Wiley & Sons Ltd
The definitive version is available at www3.interscience.wiley.com
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://doi.org/10.1111/twec.12080
1 
 
Measuring global economic interdependence: A hierarchical network 
approach∗ 
DAVID MATESANZ GOMEZa 
BENNO TORGLERb 
GUILLERMO J. ORTEGAc 
 
 
Abstract 
This paper investigates the business cycle co-movement across countries and regions since 1950 as a 
measure for quantifying the economic interdependence in the ongoing globalization process. Our 
methodological approach is based on analysis of a correlation matrix and the networks it contains. 
Such an approach summarizes the interaction and interdependence of all elements and it represents a 
more accurate measure of the global interdependence involved in an economic system. Our results 
show: (1) the dynamics of interdependence has been driven more by synchronization in regional 
growth patterns than by the synchronization of the world economy and (2) world crisis periods 
dramatically increase the global co-movement in the world economy. 
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1. INTRODUCTION 
Globalization, generally understood as the diffusion of goods, services, capital, technology, 
and people (workers) across national borders, is a multifaceted process that not only significantly 
influences human well-being but increases the integration and interdependence of all countries and 
regions involved in the world economy. Although consubstantial with human social interaction since 
ancient times, the process has undergone major acceleration during the last decades (e.g., Dreher 
2006; Dreher, Gaston and Martens 2008). One instance is visible on the economic front, where the 
global integration of capital markets accelerated so rapidly that by 2003, external assets and liabilities 
were (relative to output) triple the 1990 levels in developed countries. The trend for developing 
countries was similar, although on a smaller scale than in industrial nations (IMF 2005). Likewise, 
international trade in merchandise is 30 times and volume output around 8 times larger than the 1950 
level, following World Trade Organization data. 
Several factors – including religion (Cleary 2008), democracy (Li and Reuveny 2003), 
transnational terrorism (Li and Schaub 2004), values (Whalley 2008) and industrialization (Brady and 
Denniston 2006) – offer potential avenues for analyzing this process; however, much of the research 
into the advance, effects, and consequences of globalization has focused on its economic or 
distributional aspects ( e.g., Dreher 2006; Dreher, Gaston and Martens 2008; Goldberg and Pavcnik 
2007). Such research frequently employs the terms “globality” and “globalization” to capture the 
ongoing large-scale growth of transplanetary – and often supraterritorial – connectivity (Scholte 
2008). One of the key issues regarding the advance of the globalization process is whether or not the 
implied increasing economic interdependence among countries is fostering synchronization in the 
world economic cycle (Bordo and Helbling 2003, 2011; Kose, Prasad and Terrones 2003; Miskiewicz 
and Ausloos 2010).     
This study analyzes the topology and evolution in the similarities of global patterns of 
economic growth in the world economy to widely investigate this key issue. Therefore, the principal 
aim of this study is to analyze growth clusters and cross-country liaisons arising from the evolution of 
interdependence over the last decades. We analyze the evolution and dynamics of these clusters 
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without looking at why clusters form. In line with Mantegna (1999), Ortega and Matesanz (2006), and 
Miskiewicz and Ausloos (2010), Brida, London, Punzo and Risso (2011), among others, our 
methodological approach is based on the analysis of a correlation matrix and the networks it contains. 
Moreover it centers on the connectivity and interaction in the economic performance produced by 
interdependence in the world economy and allows for a better description of the existing 
heterogeneity in the degrees and evolution of the international economic integration1. 
Specifically, by constructing a cross-country hierarchical structure, we first identify groups of 
countries that exhibit similar economic growth patterns within the world economy and other countries 
that seem more isolated in terms of dynamic integration with other nations. Next, because this 
topological hierarchical structure reveals country clusters related to regional integration arrangements 
like the European Union or the Association of Southeast Asian Nations (ASEAN), we examine the 
globalization process of interdependence in the world economy through a regional lens. We conclude 
that the dynamics of globalization in the last decades have been more driven by synchronization in 
regional growth patterns than by the synchronization of the world economy as a whole. Contrary to 
Kose, Otrok and Whiteman (2003), we find evidence for regional specific fluctuations rather than the 
existence of a world business cycle. Within a longer sample analysis, 1880-2009, Artis, Chouliarakis 
and Harischandra (2011) support this idea of regionalism in world co-movements and 
interdependence.    
The rest of the paper is organized as follows. Section 2 presents an overview of the relevant 
literature on globalization and economic integration. Section 3 describes the database and 
methodology, and Section 4 reports our results at both a global and regional level. Finally, Section 5 
interprets our findings in light of previous research and discusses their statistical and economic 
implications. 
                                                          
1 A similar approach also based on complex networks has been used to properly describe the architecture and 
evolution of the globalization using trade data (e.g., Kali and Reyes 2007; Fagiolo, Reyes and Schiavo 2010; 
Reyes, Schiavo and Fagiolo 2010), where weighted links between countries were determined by its international 
import/export data. 
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2. ECONOMIC INTEGRATION AND GLOBALIZATION 
Although the economic aspects of globalization have attracted much attention over the past 20 
years ( e.g., Arribas, Pérez and Tortosa-Ausina 2007; Baldwin and Martin 1999; Goldberg and 
Pavcnik 2007; Rodrik 1998;Williamson 1996), one particularly important strand of this vast literature 
examines interdependence and integration in the globalization process by analyzing business cycle 
synchronization in the economy (Lee 2012a and 2012b; Antonakakis 2012; Antonakakis and Scharler 
2012; Artis et al., 2011; Artis and Okubo 2009; Aruoba, Diebold, Kose and Terrones 2011; Crucini, 
Kose and Otrok 2011; Doyle and Faust 2005; Helbling and Bayoumi 2003; Kose, Otrok, and 
Whiteman 2008;  Kose et al., 2003; Kose, Prasad and Terrones 2003; Miskiewicz and Ausloos 
2010)2. However, although such research typically measures synchronization as the correlation 
coefficient between the business cycles of two countries or groups of countries, the methodologies 
and results are diverse and controversial. For instance, Kose, Prasad and Terrones’s (2003) analysis of 
co-movements in 76 developed and developing countries between 1960 to 1999, which is based on 
the growth rate of the composite measure of world output, provides at best limited support for the 
conventional wisdom that globalization leads to an increase in the degree of business cycle 
synchronization worldwide. Antonakakis and Scharler (2012), on the other hand, use conditional 
correlation analysis and identify unusually high synchronized output growth dynamics in G7 countries 
during the recent international recession (2007–2009) compared with an earlier period beginning in 
1960. Antonakakis (2012) extends this analysis from 1870 confirming the previous result. Research 
along the same lines by Aruoba et al. (2011) uses dynamic factor models and reports that the 2009 
recession is the deepest and most synchronized recession within the G7 countries in the post war era. 
Artis et al. (2011) analysis of 25 advanced and emerging market economies from 1880 to 2009 
suggests that one only observes a secular increase in international business cycle synchronization 
                                                          
2 Another strand of this literature has dealt with business cycle synchronization at a regional level (e.g., Carlino 
and Sill 2001; Owyang, Rapach and Howard 2009). In the present study we instead uncover tight local and 
regional economic liaisons among countries. 
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within a group of European and English-speaking countries. Therefore, their results show a limited 
and more regional world picture of increasing synchronization and globalization. 
Nonetheless, Miskiewicz and Ausloos (2010) use different distance measures generated from 
cluster network and entropy analysis to measure the increased similarities in 1950−2007 growth 
patterns in 20 countries, suggesting that globalization reached a maximum during the 1970–2000 
period, and was then followed by a subsequent process of deglobalization.  
In this paper, therefore, rather than measuring dynamic interdependence in the international 
arena based on a correlation coefficient between the business cycles of two countries or groups of 
countries, we employ a more general approximation based on the organization of the correlation 
matrix according to the closeness relation among its constituents (or elements), and the construction 
of a network derived from it (e.g., Mantegna 1999; Ortega and Matesanz 2006; Miskiewicz and 
Ausloos 2010). Because such an approach summarizes the interaction and interdependence of all 
elements, it represents a more accurate measure of the global interdependence involved in the 
economic system. In this study, we are not directly concerned about the analysis of the common and 
specific factors affecting synchronization in the business cycles. Our clustering approach offers 
information regarding regional and country-specific cycles. In this sense, we expect that countries’ 
clusters are more affected by common factors in their growth path in comparison to isolated countries 
in the network. The vast literature dealing with this issue has not arrived at a consensus on the 
determinants driving common business cycle co-movement. Some studies have pointed to trade as an 
important determinant (e.g., Frankel and Rose 1998; Baxter and Kouparitsas 2005). However, Imbs 
(2004) has pointed out that as countries become more integrated, they are able to specialize to a 
higher degree. This produces de-synchronization among countries as countries may be affected by 
sector-specific shocks. Other studies have emphasized the role of other key factors affecting the 
evolution of synchronization, such as financial linkages, fiscal policies, institutional settings or market 
regulations (e.g., Baxter and Kouparitsas 2005; De Grauve 2006; Jansen and Stokman 2011). As 
already mentioned this paper studies the structure and evolution of growth clusters but does not aim to 
explain factors driving the formation of these growth clusters. 
6 
 
To measure integration in the world economic system, we construct correlation and distance 
matrices for the GDP per capita in a group of 103 developed and developing countries over the 1950–
2009 period. Based on these matrices, we build nested hierarchical structures of interactions that 
enable analysis of the system topology and hierarchy affecting overall dynamics (Tumminello, Lillo 
and Mantegna 2010). Clustering countries in such a way permits the identification of common 
regional dynamics in world output linkages. The results of this topological approach suggest that, as 
the notion of convergence clubs implies, business cycle synchronization could be occurring within 
different regions rather than at a global level in the world economy (Baumol 1986; Brida, London, 
Punzo and Risso 2011; Quah 1993, 1997). Finally, to examine the evolution of the globalization 
process along our time sample, we carry out a dynamic analysis by constructing moving windows 
associated with the correlation matrix and its nested networks. 
The contributions of the paper are twofold. First, we show that clustering hierarchical 
structures not only differentiates countries with relatively common cycle dynamics from nations that 
are more isolated in their economic growth path but reveals that the two groups of countries exhibit 
different dynamics in their co-movement growth paths. It should also be noted that our regional 
clusters, rather than being exogenously obtained as in most other papers (e.g., Kose, Otrok and 
Whiteman 2003; Bordo and Helbling 2003, 2011) are endogenously generated from the output 
synchronization itself. Second, our observation of cycle synchronization through overlapping 
windows produces a more accurate picture of co-movement evolution over time. Finally, this 
approach uncovers the important diversity and heterogeneity in economic growth paths which is in 
favour of the view that a unique interpretative model is likely to fail to properly describe growth and 
development experiences (Brida, London, Punzo and Risso 2011)  
 
 
 
3. DATA AND METHODOLOGY 
3.a.  Data 
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This work analyzes the gross domestic product per capita (GDP) as reported by the 
Groningen Growth and Development Centre at the University of Groningen (data are available online 
in that institution’s Total Economy Database: http://www.ggdc.net/databases/ted.htm). GDP per 
capita is presented in 1990 U.S. dollars converted into Geary Khamis PPPs to permit international and 
time comparisons across the entire database. The time interval chosen, from 1950 to 2009, covers the 
world economy from the end of the Second World War until recent years. The 103 countries analyzed 
include all developed nations and a considerable number of developing countries from Asia, Latin 
America, the Middle East, and Africa (see Appendix A for a complete list of countries and their 
corresponding acronyms). 
We calculate GDP growth rates (gi) in country i, where i= 1,2,….., 103, as:  
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where GDPi(k) is the annual GDP value in country i at year k and gi(k) is the corresponding growth 
rate. Our dataset thus conforms to a matrix of 59 rows (annual growth rates) and 103 columns 
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3.b. Numerical methods 
3.b.(i) Hierarchical analysis 
Although several methods exist for quantifying the degree of interaction or synchronization 
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In our particular case, datii Nkkxx ,1),( == corresponds to each of the gi(k) time series so that 
1031 ≤≤ i  (number of countries) and datNk ≤≤1 (number of analyzed years). To transform 
correlations, ρi,j , into distances, we follow Gower (1966) and define the distance d(i,j) between the 
evolution3 of the two time series xi and xj as 
)1(22),( ,,,, jijijjiijid ρρρρ −=−+=        (3) 
 
where ρi,j is the Pearson correlation coefficient and ),( jid  fulfills the three axioms of a distance: 
• 0),( =jid  if and only if ji =  
• ),(),( ijdjid =           
• ),(),(),( jldlidjid +≤  (4) 
 
Armed with the nodes (103 countries) and the corresponding links (distances) among them, it is 
therefore straightforward to construct (e.g., using the Kruskal algorithm (Kruskal 1956)) the minimum 
spanning tree (MST) associated at the interactions network. The MST is a simple loop-free network 
that can comprehensively display the most important links and communities in a complex network. 
We can then calculate the "cost" of the MST by summing up all the links among all the MST nodes. 
MST cost sheds light on the degree of correlation (or synchronization) among the whole set of 
elements in the network: the lower the cost, the less distance between the MST members and thus the 
tighter the links among them.  
It is also possible to construct a hierarchical organization, a hierarchical tree (HT), of the data 
using the single-linkage clustering algorithm (Johnson 1967) in which "similar" objects (i.e., single 
                                                          
3 Both measures, Eq. (2) and Eq. (3), will be calculated either for the whole interval (1950 to 2009) or for 
shorter time windows. In the last case, superscripts will be used to identify ρi,j and d(i,j) with the corresponding 
windows (see section 3.b.(ii)). 
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countries or group of countries) are clustered in each step according to their characteristics. This 
classical agglomerative single-linkage algorithm enables construction of a hierarchical dendrogram to 
illustrate the clustering characteristics of the data organization. In fact, clustering data into groups of 
members with the tightest connections among them is a usual way to define communities (Wasserman 
and Faust, 1994) in a complex network of interactions, where each member of a particular community 
shares some characteristics with the other members of the same community. There exist several 
algorithms aimed at detecting communities in a network (Boccaletti, Latora, Moreno, Chavez and 
Hwang 2006). Among the several existing ways to construct a hierarchical tree, the single linkage 
method has much in common with the construction of the Minimum Spanning Tree, a graphical 
construction used to visualize the main connectivity characteristics of the network. Moreover, as 
recently demonstrated by Tola, Lillo, Gallegati and Mantegna (2008), the single linkage procedure 
seems to better detect the degree of heterogeneity presented in the distribution of wealth across 
countries4.  
The simplest one of these methods is based on the analysis of the dendrogram, because a 
simple horizontal cut of a hierarchical tree at a particular distance automatically yields 
clusters/communities of tightly connected members. In the rest of the paper we will use a more 
refined method (Langfelder, Zhang and Horvath 2008) to extract communities from a hierarchical 
tree, by analyzing adaptively the structure and shape of the hierarchical tree and extracting from it the 
relevant clusters/communities5.  
                                                          
4 The study by Tola Lillo, Gallegati and Mantegna (2008) uses clusters analysis for stock portfolio optimization 
and therefore the degree of heterogeneity (or homogeneity) is focused on the distribution of money invested in 
each stock. In this sense, use of the single linkage procedure better detects the uneven distribution of wealth 
across portfolios or, in our study, countries.  
5 To check for robustness of our results, we have additionally employed both a different quantifier for co-
movements, the Kendall correlation coefficient, and a different clustering method (“average” clustering 
algorithm).  Kendall non-linear coefficient summarizes the number of times every pair of data series move in the 
same direction from every point in time to the next one, regardless the intensity of the movement itself. The 
“average” clustering algorithm takes into account not only the most important connection but their average 
distance to every other ones (as does Kruskal’s algorithm). Results from this additional checking roughly yield 
the same communities: Western Europe, East Asia, East Europe and some country pairs such as North America 
and Canada, Uruguay and Argentina or United Arab Emirates and Saudi Arabia come up in all proofs 
supporting the robustness on the cluster we have obtained. These additional results can be directly obtained from 
the authors. 
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3.b.(ii) Time windows analysis 
To examine the temporal behavior of interdependence relations among elements of the 
business cycle, we also calculate distance correlation matrices for overlapping windows of 10 years6  
and move each temporal window forward in time over the entire sample period, in 1 year increments 
beginning with 1950. In this way, Equation (2) and (3) are calculated for each temporal window such 
that Ndat= 10 and ρi,j and d(i,j) take values for each window, ρi,j1960,ρi,j1961,ρi,j1962, …. and d(i,j)1960, 
d(i,j)1961, d(i,j)1962, etc. As an example, ρi,j1960 is calculated by using Equation (2) with Ndat=10, where 
k=1 corresponds to the year 1950 and k=10 to the year 1959, and xi and x j are respectively gi and gj, 
GDP growth rates of countries i and j, as calculated in Equation (1).  
To enable comparisons among different clusters comprising unequal numbers of countries, 
we sum the matrix coefficients for each window and normalize them to the number of countries. Each 
dataset thus represents the sum of the distances among all countries in the past time window. We also 
calculate the corresponding MSTs in each time window and sum up all the distances represented in 
each tree branch, normalizing them in the same way as previously to produce the measure we have 
termed MST cost.  
The sum of all the matrix coefficients can be interpreted as the interdependence among all 
countries, which we call the global correlation, while the MST cost represents the interdependence of 
the closest connections in the business cycle for each country. The higher the value of the normalized 
correlation coefficients, the tighter the coupling inferred among all countries. Conversely, the shorter 
the value of the sum of distances represented in the MST cost, the tighter the co-movement of the first 
distances among countries. 
We then extend this static hierarchical analysis by examining the evolution of the 
convergence clusters with a community analysis that measures this evolution using overlapping 
                                                          
6 To check for robustness, we have repeated these calculations in windows of 5 and 15 years. No substantial 
changes appear by using these other windows´ length. These results can be obtained from the authors. 
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windows of 10, 20, and 30 years forward in time. To test the robustness of the hierarchical clusters 
identified, we also calculate the community network of these clusters for the whole period.  
 
3.c.  Statistical validation 
All analysis conducted in the present work strongly depends upon Equation (1) and Equation 
(2). The first analysis provides the calculations of GDP growth rates (Equation (1)) and can be 
considered as a transformation of the raw data (GDP) by detrending the original time series and 
making them suitable for further analysis. The second critical step is the multivariate correlation 
analysis as stated in Equation (2).  
Due to the importance of these critical steps in the remaining work, two different procedures 
were performed in order to assess the statistical robustness of each equation, as explained in the next 
sub-sections. 
  
 3.c.(i) Hodrick-Prescott filter 
 The calculation of GDP growth rates as estimated by Equation (1) are one way of stabilizing 
or removing trends in the long-run growth path of the GDP. However, this is not the only method. In 
fact, removing linear or exponential trending is one of the simplest ways to accomplish this task. An 
alternative and popular way of detrending a macroeconomic time series is by using the so-called 
Hodrick-Prescott (Hodrick and Prescott 1997) filter (though originally proposed by Whittaker, 1923), 
which basically fits the time series with a sum of a linear trending plus a cyclic component. In order to 
detrend the macroeconomic time series, the fitted curve is subtracted from the original time series, 
GDP. We have implemented this procedure in order to compare and validate the use of growth rates 
to analyze GDP fluctuations.  
 
 3.c.(ii) Surrogate time series 
 As explained above, the construction of hierarchical trees and MST are performed by using 
the notion of distance (Equation 3) between GDP dynamics, which in turn, is defined by the 
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correlation between the corresponding GDP growth rate time series. One further issue to be 
considered is whether global correlations and MST cost in the country sample, as defined above, can 
be significantly differentiated from random data with no correlation structure. Surrogate data (a form 
of bootstrapping, see Theiler et al. 1992) has been used in order to address this issue.  Essentially, we 
have generated new samples of the GDP time series set by randomly shuffling each time series. In this 
process, the first order statistic (histogram) is preserved for each individual time series while 
simultaneously destroying the temporal auto-correlation structure. We use the term “surrogate 
sample” for the new 103 GDP time series generated this way.  The surrogate method is simply a 
hypothesis test in which a certain statistic, in this case the global correlation or the MST cost in the 
original sample, is compared against the surrogate samples. In order to do that, a (high) number of 
surrogates samples are generated and a Z-score is performed such that: 
S
SOZ
σ
µµ −
=
          (5) 
where µO is the global correlation or MST cost, µS and σs are respectively the mean value and 
standard deviation of global correlation or MST cost in the surrogates’ sample. In order to perform the 
test, H0, the null hypothesis would be that µO belongs to the distribution of surrogates. Hence, in 
order to reject the null hypothesis (i.e. global correlation and MST cost are not spurious correlations) 
at a 95% level of confidence, Z must be greater than 1.96.  
 
 
 
4. EMPIRICAL RESULTS 
4. a.  Cross-country hierarchical structure 
Fig. 1 is constructed using Pearson-correlation based metric distances, and shows the HT of 
the GDP per capita growth rates, g, in the 103 countries analyzed for the entire 1950 to 2009 sample. 
This construction provides a hierarchical structure according to proximity in the GDP per capita 
dynamics (the deeper the links in the HT, for instance USA and Canada, the closer its GDP per capita 
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movements in relation with other countries).  This figure immediately reveals that the growth patterns 
of a large number of countries are seemingly unlinked to those of other countries or groups of 
countries, suggesting that these nations have experienced major autonomous economic growth during 
recent decades. Moreover, the metric distance coefficients links in these countries are significantly 
higher than in country clusters, supporting the idea of more specific and self-output growth path. Most 
of these countries that belong to no cluster or “growth club” in the structure are located in Latin 
America, Africa, or Asia. For instance, Tunisia, Algeria, the Dominican Republic, and Cyprus are 
quite isolated in their growth paths. In contrast, Western European countries form clear clusters in 
their economic growth cycles, while Eastern European and South East Asian countries belong to two 
different well-defined clusters. Certain countries, such as Canada and the United States, Argentina 
and Uruguay, Ecuador and Venezuela, and Saudi Arabia and the United Arab Emirates, are paired off 
in their economic growth paths. The first two pairings and the final pairing make clear economic 
sense: Canada and the U.S. and Argentina and Uruguay are geographically nested and have strong 
economic liaisons, while the growth paths of Saudi Arabia and the United Arab Emirates are both 
linked to oil prices on international markets. Other connections, however, such as those between 
Vietnam and Oman or Malta and Yemen, are not so clearly economic7.  
In order to validate the above analysis, we have also constructed a hierarchical tree by using a 
Hodrick-Prescott filter over the real GDP growth, instead of using growth rates, as explained in 
section 3.c (i). The hierarchical tree we obtain presents a structure which is very alike in many 
aspects, most important being the main features highlighted in the above paragraph with respect to 
several groups of tightly linked countries (this figure is available online).  
 
 
 [Figure 1 around here] 
 
                                                          
7 One should remember that these clustering methods link every node to the network, even though some 
connections are very weak or, in economic terms, are not synchronized. 
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Fig. 2 (a) and (b) summarizes the community analysis of the previously obtained hierarchical 
clusters for the entire time sample. Here, the regional clusters are well defined and only Ireland 
exhibits an autonomous economic growth path (Fig. 2a). Inclusion in the analysis of the country 
pairings (Fig. 2b) also results in well-defined regional clusters; however, the inclusion of Anglo-
Saxon countries modifies the Western and East European clusters. In Europe, a northern group 
emerges to which Spain is linked, while Hungary and Bulgaria connect to Canada, the U.S., and other 
Eastern countries in a group to which Australia is linked (to better observed the regional clusters, a 
colorful version of figure 2 can be obtained online). 
 
[Figure 2 (a) and (b) around here] 
 
Because the time period is extensive in economic terms, we divide the sample into two 
subperiods (1950−1980 and 1980−2009) for which we also calculate the MST and HT, in order to test 
the robustness of the country groupings given in Fig. 1. Comparing (a) and (b) plots in Fig. 3 we can 
observe how the regional blocs seem to align along the time sample being analyzed. In Fig. 3 (a) the 
regional economic dynamics seem to be more disorganized than beforehand. For instance, Spain, 
Greece and even Germany are not in the Western European group; and South Asian countries are less 
integrated than in Fig.1. However, in the period 1980-2009, Fig. 3 (b), the clusters are aligned in a 
more regional arrangement suggesting that “clubs synchronization” is a dynamical process where time 
is fundamental in adjusting the economic rhythms among members. Moreover, the closeness of co-
movements measured in the vertical axis of both figures is higher in the second period, which 
supports the notion that time is important for deepening the connections of clusters. 
To characterize the evolution and formation of such regional blocs, we also expand the 
community analysis using 10-year overlapping windows that move forward in time. We find that the 
clear definition of the regional blocs shown in Fig. 2 has been created over time; that is, regional 
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communities have become more defined since the 1990s than during the 1950s and 1960s.8 This 
observation implies that such “regional clubs” must be related to the formation and advancement of 
the integration processes launched after the Second World War; most particularly, economic growth 
cycles tend to converge within the memberships of institutional economic arrangements such as the 
European Union, the Soviet bloc, and the ASEAN, suggesting that these coalitions foster economic 
“growth clubs.” We therefore anticipate that country clusters will exhibit a high and/or increasing 
integration in their business cycles, one that signals an advancing globalization process inside the 
group. We test this assumption in the next section. 
 
[Figure 3 (a) and (b) around here] 
 
4.b. Regional and dynamic analysis.  
Fig. 4 plots the normalized correlation coefficients and MST cost for 103 countries in the 10-
year overlapping windows. To assess the robustness of the method, we have again made these 
calculations for both GDP growth rates and Hodrick-Prescott filtered GDP time series, as explained in 
section 3.c.(i). Fig.4 displays global correlation (solid lines) and MST cost (dashed lines) by using 
GDP growth rates (blue) and Hodrick-Prescott filter (brown). Each data point in the figure represents 
the normalized sum of the correlation coefficients (global correlation) and distances (MST cost) over 
the past 10 years. As the figure clearly shows, global correlation exhibits two strong leaps during the 
time sample, the first during the early years of the 1970s (coinciding with the first world oil recession) 
and the second occurs at the end of the last century, especially since 2002. Interestingly, when the 
current world crisis period, 2008-2009, is included in the calculations, the correlation coefficients 
increase strongly, reaching the highest value in the period analyzed. This result is in line with recent 
findings by Antonakakis (2012), Antonakakis and Scharler (2012) and Aruoba et al. (2011). 
Moreover, Antonakakis (2012) claims that 2007–2009 recession, compared to any of the 30 recession 
                                                          
8 The community overlap figures are directly available from the authors. 
16 
 
episodes since the 1870s in the United States, increased business cycle synchronization across the G7 
countries to unprecedented levels. Our analysis confirms this result but including a significantly 
higher number of countries. In the interim period, between 1972/3 and 2002, the correlation 
coefficients remain flat or even show a slight decrease. These results suggest that although business 
cycle synchronization increases strongly during global economic crises, there is no post-crisis return 
to the previous synchronization condition. Hence, the trend towards a more integrated world 
economic output is seemingly driven by episodes of world economic tension and change. To further 
assess the statistical validity of the above results, surrogate mean values of GDP growth rates (black 
lines) have also been included in the figure (in line with section 3.c.(ii)). The solid black line displays 
the mean values of global correlations and the dashed back line displays the mean values of MST 
costs. In each temporal window of 10 years, 1000 surrogates are generated (in the manner described 
in section 3.c.(ii)) and the mean value and standard deviation of global correlation or MST cost are 
calculated. By using Equation (5), a Z score can be calculated and the statistical significance can thus 
be inferred. It must be noted that standard deviations are small, such that: 
Maximum standard deviation for surrogate global correlation = 0.0026 
Maximum standard deviation for surrogate MST cost = 0.011 
With this in mind, it is clear in Fig.4 that the Z-score will almost always attain values much 
greater than 1.96 or even 3 (> 99%). The exceptions are mostly around the year 1967 for both 
correlation (blue dashed line) and distance (blue solid line). In any case, the surrogate procedure 
clearly demonstrates the robustness of global correlation and MST distance calculations. 
 
[Figure 4 around here] 
 
To illustrate the dynamic of output co-movement in our regional “clubs” and other selected 
areas, Figures 5 and 6 depict the normalized correlation coefficients and MST cost, respectively 
(countries included in each region are listed in Appendix). The most interesting finding (see Fig. 5) − 
which involves Europe, East Asia, and to some extent Eastern Europe − appears with relation to the 
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increased cycle synchronization in developed countries and the rapid economic growth in transition 
countries in Eastern Europe. This is potentially driven by the EU enlargement and Europeanization 
process as the launch of the European common market in 1993 and the Monetary Union in 1999 
generated a faster integration of the economic cycle in the region (as suggested among others by Lee, 
2012a and 2012b). In contrast, Africa and Latin America, which are characterized by no regional 
clusters (see Fig. 1) not only show the lowest levels of correlation, but also no advance in output 
integration in either region. The fact that crisis periods tend to increase co-movements in regional 
cycles is particularly well illustrated in East Asia by the economic collapse and structural 
transformations that follow the 1997−1998 financial crisis and in Eastern Europe by those that 
following the fall of the Berlin Wall. 
 
[Figure 5 and 6 around here] 
 
Fig. 6 outlines the MST cost evolution over time in the same regions as in the previous figure. 
As long as the MST cost reflects the dynamic of the metric distances in the first link for each country 
inside the region (i.e., the sum of all MST branches over the number of countries), the information 
provided in Fig. 6 appears to be related to a more restrictive type of interdependence and 
synchronization. That is, developed regions show a higher degree of synchronization (less metric 
distance). Once again, this observation holds particularly true for United States and Canada9, the 
European countries and East Asia, while Africa and Latin America show the smallest degree of co-
movement. The similarity of the results in Figs. 5 and 6 strongly supports the conjecture generated by 
the cluster analysis in Section 4.1 that regional convergence clubs play a major role in globalization. 
Otherwise, the first distances for each country (i.e., the MST cost) would have to be deeper in terms 
of co-movement than in the global correlation (which includes bilateral correlations between all 
countries inside each cluster). 
                                                          
9 Of course, when only two countries are analyzed the correlation coefficient and the MST Cost give the same 
information. 
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5. CONCLUDING REMARKS 
The notion of globalization reflects the current ongoing large-scale growth of transplanetary 
connectivity and consequently the notion of growing world interdependence. This paper evaluates the 
synchronization manifest in business cycles in order to assess the connectivity and interaction in 
economic performance that arises from interdependence in the world economy. Our methodological 
approach based on the analysis of the correlation matrix and the networks they contain (e.g., 
Mantegna 1999; Miskiewicz and Ausloos 2010; Ortega and Matesanz 2006) produced several 
interesting results. 
Our most important finding is that economic globalization is a regional rather than a truly 
global process which is in line with recent research (Artis et al. 2011) and in contrast to other 
empirical results (Kose et al. 2003). That is, advances in world economic interdependence are driven 
by geographical, political, economic, and cultural regional clubs, which tend to exhibit a higher 
degree of and a more rapid increase in synchronization. Moreover, advances in synchronization of 
economic growth paths are related to regional integration arrangements like the European Union (Lee 
2012a and 2012b) and the ASEAN where output linkages are significantly higher than in other groups 
of countries. Importantly, the hierarchical clustering procedure is able to detect countries belonging to 
the same region without requiring any supervision of the clustering procedure. At the same time, the 
method is able to observe endogenously isolated single country economic dynamics. Therefore, as 
suggested by Dreher (2006), Ming-Chang (2007) and Bordo and Helbling (2011), a regional approach 
is central to understanding the globalization process and the economic interdependence in the world 
economy. This is in line also with Kali and Reyes (2007), Fagiolo et al. (2010) and Reyes et al. 
(2010).  In their results, most countries are connected by weak trade links; however regional clubs 
exist with very strong relations, creating therefore a core-periphery global structure.  
A second primary finding is that global crises, such as the 1970’s oil crisis and the recent 
financial crises, produce strong leaps in the degree of output integration in these regional clubs, 
whereas downturns in economic activity produce greater output synchronization. In line with 
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Antonakakis (2012) and Antonakakis and  Scharler (2012), the 2007-2009 recession has increased  
output synchronization to unprecedented levels, not only in developed countries but in world business 
cycle. Most particularly, even though a certain degree of desynchronization is observable after a crisis 
(as pointed out by Bordo and Helbling 2011), the tendency over time is towards increasing output 
integration and the production by output crises of anomalous behavior. In contrast to these authors, 
however, we find that this tendency does not hold for all regions and countries; rather, some exhibit 
autonomous dynamics within convergence clubs, which underscores the importance of this notion 
(Baumol 1986; Quah 1993, 1997). Moreover, the existence of these convergence clubs contradicts the 
inexorable output growth towards a steady state and therefore convergence to the same economic path 
that is predicted by traditional analyses of convergence. This point was made by Brida, London, 
Punzo and Risso (2011) in a recent methodologically similar paper.  
The use of networks dynamic methodology enables the uncovering of interesting findings, 
which are otherwise not observable through standard approaches based on correlation coefficients 
between pairs of countries or based on some measure of a global world output trend as a reference 
towards synchronization for single countries. This approximation suggests an interesting route for the 
study of global and regional interdependence by taking into account the fundamental role of different 
regions and more isolated economic growth paths. Additionally, this methodology allows the 
inclusion of other variables to test global synchronization such us exports/imports, consumption, 
investment and also institutional or social aspects of globalization.  
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APPENDIX 
List of countries (countries are order by regions as used in figure 5, the remaining countries have 
been included in Others independently of the region they are in) 
Africa 
Algeria ALG, Angola ANGO, Burkina Faso BUF, Cameroon CAM, Côte d'Ivoire CDI, DR Congo 
CONG, Egypt EGY, Ethiopia ETI, Ghana GHA, Kenya KEN, Madagascar MAD, Malawi MWI, Mali 
MLI, Morocco MOR, Mozambique MOZ, Niger NIG, Nigeria NGA, Senegal SEN, South Africa SOA, 
Sudan SUD, Tanzania TAN, Tunisia TUN, Uganda UGA, Zambia ZAM, Zimbabwe ZBW 
East Europe 
Albania ALB, Bulgaria BUL, Czechoslovakia CZR, Hungary HUN, Poland POL, Romania ROM. After 
1989 we continue using Czechoslovakia as an aggregate of Czech Republic and Slovakia. 
East Asia 
Hong Kong HKG, Indonesia INDO, Malaysia MLY, Singapore SIN, South Korea SOK, Thailand THA. 
Western Europe 
Austria AUS, Belgium BEL, Denmark DEN, Finland FIN, France FRA, Germany GER, Ireland IRE, 
Italy ITA, Netherlands HOL, Portugal POR, Spain SPA, Sweden SWE, Switzerland SWI 
Latin America 
Argentina ARG, Barbados BRB, Bolivia BOL, Brazil BRA, Chile CHI, Colombia COL, Costa Rica 
CRI, Dominican Republic DOM, Ecuador ECU, Guatemala GUA, Jamaica JAM, Mexico MEX, Peru 
PER, St. Lucia STL, Trinidad and Tobago TRI, Uruguay URU, Venezuela VEN, 
Others 
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Australia AUT, Bahrain BAH, Bangladesh BNG, Cambodia CAM, Canada CAN, China CHI, Cyprus 
CYP, Greece GRE, Iceland ICE, India INDI, Iran IRAN, Iraq IRAQ, Israel ISR, Japan JPN, Jordan 
JOR, Kuwait KWT, Luxembourg LUX, Malta MAL, Myanmar MYA, New Zealand NZE, Norway 
NOR, Oman OMN, Pakistan PAK, Philippines PHI, Qatar QAT Saudi Arabia ARS,, Sri Lanka SRL, 
Syria SYR, Taiwan TAW, Turkey TUR, United Arab Emirates EAU, United Kingdom UK, United 
States US, USSR USSR, Vietnam VIE, Yemen YEM. 
 
 
 
REFERENCES 
Adalet, M., and S. Öz. 2010. Business cycle dynamics in the CEE countries: A political economy 
approach. Tüsiad-Koç University Economic Research Forum Working Paper No. 1014, 
Istanbul, Turkey. 
Antonakakis, N. 2012. Business cycle synchronization during US recessions since the beginning of 
the 1870s. Economics Letters 117(2): 467-472. 
Antonakakis, N. and  Scharler, J.  2012. The synchronization of GDP growth in the G7 during U.S. 
recessions. Applied Economics Letters 19(1): 7-11. 
Aruoba, S. B., Diebold, F. X., Kose, M. A., and M. E. Terrones. 2011. Globalization, the business 
cycle, and macroeconomic monitoring, Washington DC, IMF Working Paper No. 11/25. 
Arribas Fernández, I., Pérez García, F., and E. Tortosa-Ausina. 2007. Measuring international 
economic integration: Theory and evidence of globalization. BBVA Working Paper No. 24, 
Bilbao, BBVA Foundation. 
Artis, M., Chouliarakis, G., and P. K. G., Harischandra. 2011. Business Cycle Synchronization Since 
1880. The Manchester School 79: 173–207. 
22 
 
Artis, M., and T. Okubo. 2009. Globalization and business cycle transmission. North American 
Journal of Economics and Finance 20: 91−99. 
Baldwin, R., and P. Martin. 1999. Two waves of globalisation: Superficial similarities, fundamental 
differences. Cambridge, MA, NBER Working Paper No. 6904. 
Baumol, W. J. 1986. Productivity growth, convergence, and welfare. American Economic Review 76: 
1072–1085. 
Baxter, M., and M. A. Kouparitsas. 2005. Determinants of business cycle comovement: a robust 
analysis. Journal of Monetary Economics 52(1): 113-157. 
Boccaletti, S., Latora, V., Moreno, Y., Chavez, M., and D. U. Hwang. 2006. Complex Networks: 
Structure and Dynamics. Physical Reports 424: 175-308. 
Bordo, M. D., and T. F. Helbling. 2003. Have national business cycles become more synchronized? 
Cambridge, MA, NBER Working Paper No. 10130. 
Bordo, M. D., and T. F. Helbling. 2011. International business cycle synchronization in historical 
perspective. The Manchester School 79(2): 208-238. 
Brady, D., and T. Denniston. 2006. Economic Globalization, Industrialization and Deindustrialization 
in Affluent Democracies. Social Forces 85: 297-329.  
Brida, J. G., London, S., Punzo, L., and W. A. Risso. 2011. An alternative view of the convergence 
issue of growth empirics. Growth and Change 42(3): 320-350. 
Carlino, G., and K. Sill. 2001. Regional income fluctuations: Common trends and common cycles. 
Review of Economics and Statistics 83: 446–456. 
Crucini, M. J., Kose, M. A., and C. Otrok. 2011. What are the driving forces of international business 
cycles?. Review of Economic Dynamics 14(1): 7-11. 
De Grauwe, P. 2006. Economics of Monetary Union. Oxford: Oxford University Press. 
Dreher, A. 2006. Does globalization affect growth? Evidence from a new index of globalization. 
Applied Economics 38: 1091−1110. 
Dreher, A., Gaston, N., and P. Martens. 2008. Measuring globalization: Gauging its consequences. 
New York: Springer. 
23 
 
Doyle, B. M., and J. Faust. 2005. Breaks in the variability and co-movement of G−7 economic 
growth. Review of Economics and Statistics 87: 721−740. 
Fagiolo, G., Reyes J., and S. Schiavo.  2010. The evolution of the world trade web: a weighted-
network analysis. Journal of Evolutionary Economics 20(4): 479-514. 
Frankel, J.A., and A. K. Rose. 1998. The Endogeneity of the Optimum Currency Area Criteria. 
Economic Journal 108(449): 1009-1025. 
Goldberg, P. K., and N. Pavcnik. 2007. Distributional effects of globalization in developing countries. 
Journal of Economic Literature 45: 39-82.  
Gower, J. C. 1966. Some distance properties of latent root and vector methods used in multivariate 
analysis. Biometrika 53: 325−338. 
Helbling, T., and T. Bayoumi. 2003. Are they all in the same boat? The 2000−2001 growth slowdown 
and the G−7 business cycle linkages. Washington, DC, IMF Working Paper 46. 
Hodrick, R., and  E. C. Prescott. 1997. Postwar U.S. Business Cycles: An Empirical Investigation. 
Journal of Money, Credit, and Banking 29 (1): 1–16. 
IMF, 2005. World economic outlook: Globalization and external imbalances. Washington, DC: 
International Monetary Fund. 
Jansen, J., and A. Stokman. 2011. International Business Cycle Comovement: Trade and Foreign 
Direct Investment. DNB Working Paper 319, September. 
Johnson, S. C. 1967. Hierarchical Clustering Schemes. Psychometrika 2: 241-254 
Kali, R., and J. Reyes. 2007. The architecture of globalization: a network approach to international 
economic integration. Journal of International Business Studies 38: 595-620. 
Kose, M. A., Otrok. C., and E. S. Prasad. 2008. Global business cycles: Convergence or decoupling? 
Washington, DC, IMF Working Paper No. 08/143. 
Kose, M. A., Otrok, C., and C. H. Whiteman. 2008. Understanding the evolution of world business 
cycles. Journal of International Economics 75: 110−130. 
Kose, M. A., Prasad, E. S., and M. E. Terrones. 2003. How does globalization affect the 
synchronization of business cycles? American Economic Review 93: 57−62. 
24 
 
Kose, M. A., Otrok, C., and C. H. Whiteman. 2003. International business cycles: World, region, and 
country-specific factors. American Economic Review 93: 1216-1239. 
Kruskal, J. B. 1956. On the Shortest Spanning Subtree of a Graph and the Traveling Salesman 
Problem. Proceedings of the American Mathematical Society 7: 48–50. 
Langfelder, P., Bin Zhang, B., and Horvath, S. 2008. Defining clusters from a hierarchical cluster 
tree: the dynamic tree cut package for R. Bioinformatics 24: 719–720. 
Lee, J. 2012a. Measuring business cycle comovements in Europe: Evidence from a dynamic factor 
model with time-varying parameters. Economics Letters 115: 438–440. 
Lee, J. 2012b. Business Cycle Synchronization in Europe: Evidence from a Dynamic Factor Model. 
International Economic Journal. Forthcoming, DOI:10.1080/10168737.2012.659278. 
Li, Q., and D. Schaub. 2004. Economic Globalization and Transnational Terrorism: A Pooled Time-
Series Analysis. Journal of Conflict Resolution 48: 230-258.  
Li, Q., and R. Reuveny. 2003. Economic Globalization and Democracy: An Empirical Analysis. 
British Journal of Political Science 33: 29-54.  
Mantegna, R. N. 1999. Hierarchical structure in financial markets. European Physical Journal B 11: 
193−197. 
McCleary, R. M. 2008. Religion and Economic Development. Policy Review 148: 45-57.  
Ming-Chang, T. 2007. Does Globalization Affect Human Well-being? Social Indicators Research 81: 
102-126. 
Miskiewicz, J., and M. Ausloos. 2010. Has the world economy reached its globalization limit? 
Physica A 389:797−806. 
Ortega, G. J., and D. Matesanz. 2006. Cross-country hierarchical structure and currency crises. 
International Journal of Modern Physics C 17: 333−341. 
Owyang, M., Rapach, D. E., and H. J. Howard. 2009. States and the business cycle. Journal of Urban 
Economics 65(2): 181-194. 
Quah, D. T. 1993. Empirical cross-section dynamics in economic growth. European Economic 
Review 37: 426–434. 
25 
 
Quah, D. T. 1997. Empirics for growth and distribution: Stratification, polarization, and convergence 
clubs. Journal of Economic Growth 2: 27–59. 
Reyes, J., Schiavo, S., and G. Fagiolo. 2010. Using complex networks analysis to assess the evolution 
of international economic integration: The cases of East Asia and Latin America. The Journal 
of International Trade and Economic Development 19(2): 215-239. 
Rodrik, D. 1998. Globalisation, social conflict and economic growth. World Economy 21: 143−158. 
Scholte, J. A. 2008. Defining globalisation. World Economy 31: 1471–1502. 
Theiler, J., Eubank, S., Longtin, A., Galdrikian, B., and J.D. Farmer. 1992. Testing for nonlinearity in 
time series: the method of surrogate data. Physica D 58: 77–94. 
Tola, V., Lillo, F., Gallegati, M., and R. N. Mantegna. 2008. Cluster analysis for portfolio 
optimization. Journal of Economics Dynamics and Control 32: 235-258. 
Tumminello, M., Lillo, F., and R. N. Mantegna. 2010. Correlation, hierarchies, and networks in 
financial markets. Journal of Economic Behavior and Organization 75: 40-58. 
Wasserman, S., and K. Faust. 1994. Social Networks Analysis. Cambridge, Cambridge University 
Press. 
Whalley, J. 2008. Globalisation and Values. World Economy 31: 1503-1524.   
Whittaker, E. T. 1923. On a new method of graduation. Proceedings of the Edinburgh Mathematical 
Association 78: 81-89. 
Williamson, J. G. 1996. Globalization, convergence, and history. Journal of Economic History 56: 
277−3. 
