In this paper, we introduce two iterative algorithms (one implicit algorithm and one explicit algorithm) for finding a common element of the solution set of a general system of variational inequalities for continuous monotone mappings and the fixed point set of a continuous pseudocontractive mapping in a Hilbert space. First, this system of variational inequalities is proven to be equivalent to a fixed point problem of nonexpansive mapping. Then we establish strong convergence of the sequence generated by the proposed iterative algorithms to a common element of the solution set and the fixed point set, which is the unique solution of a certain variational inequality. c 2017 All rights reserved.
Introduction
Let H be a real Hilbert space with inner product ·, · and induced norm · . Let C be a nonempty closed convex subset of H and let S : C → C be a self-mapping on C. We denote by Fix(S) the set of fixed points of S.
A mapping F : C → H is called monotone, if
and T is said to be k-strictly pseudocontractive, if there exists a constant k ∈ [0, 1) such that T x − T y 2 x − y 2 + k (I − T )x − (I − T )y 2 , ∀x, y ∈ C, where I is the identity mapping. Note that the class of k-strictly pseudocontractive mappings includes the class of nonexpansive mappings as a subclass. That is, T is nonexpansive (i.e., T x − T y x − y , for all x, y ∈ C) if and only if T is 0-strictly pseudocontractive. Clearly, the class of pseudocontractive mappings includes the class of strictly pseudocontractive mappings as a subclass.
Let F be a nonlinear mapping of C into H. The variational inequality problem (VIP) is to find a x * ∈ C such that Fx * , x − x * 0, ∀x ∈ C.
(1.1)
We denote the set of solutions of VIP (1.1) by VI(C, F). The variational inequality problem has been extensively studied in the literature; see [3, 5, 7, 9, 10, 13, 14, 16, 18] and the references therein. In 2008, Ceng et al. [2] considered the following general system of variational inequalities:
λF 1 y * + x * − y * , x − x * 0, ∀x ∈ C, νF 2 x * + y * − x * , x − y * 0, ∀x ∈ C, (1.2)
where F 1 and F 2 are an α-inverse-strongly monotone mapping and a β-inverse-strongly monotone mapping, respectively, and λ ∈ (0, 2α) and ν ∈ (0, 2β) are two constants. For finding an element Fix(S) ∩ Γ , where S : C → C is a nonexpansive mapping and Γ is the solution set of the problem (1.2), they introduced a relaxed extragradient method ( [8] ) and proved strong convergence to a common element of Fix(S) ∩ Γ . In 2016, Alofi et al. [1] also considered the problem (1.2) coupled with the fixed point problem, and introduced two composite iterative algorithms (one implicit algorithm and one explicit algorithm) based on Jung's composite iterative method [6] to find an element Fix(T ) ∩ Γ , where T : C → C is a k-strictly pseudocontractive mapping and Γ is the solution set of the problem (1.2), and showed strong convergence to a common element of Fix(T ) ∩ Γ . The following problems arise: Question 1. Can we extend the class of inverse-strongly monotone mappings in [1, 2] to the more general class of continuous monotone mappings?
Question 2. Can we extend the class of nonexpansive mappings in [2] or the class of strictly pseudocontractive mappings in [1] to the more general class of pseudocontractive mappings?
In this paper, in order to give the affirmative answers to the above two questions, we consider a general system of variational inequalities slightly different from the problem (1.2). More precisely, we introduce the following general system of variational inequalities (GSVI) for two continuous monotone mappings F 1 and F 2 of finding (x * , y * ) ∈ C × C such that
where λ > 0 and ν are two constants. The solution set of GSVI (1.3) is denoted by Ω. First, we prove that the problem (1.3) is equivalent to a fixed point problem of nonexpansive mapping. Second, by using Jung's composite iterative algorithms [6] , we introduce a composite implicit iterative algorithm and a composite explicit iterative algorithm for finding a common element of Ω ∩ Fix(T ), where T is a continuous pseudocontractive mapping. Then we establish strong convergence of these two composite iterative algorithms to a common element of Ω ∩ Fix(T ), which is the unique solution of a certain variational inequality related to a minimization problem. As a direct consequence, we obtain strong convergence to a common element of VI(C, F) ∩ Fix(T ), where F is a continuous monotone mapping.
Preliminaries and lemmas
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H. We write x n x to indicate that the sequence {x n } converges weakly to x. x n → x implies that {x n } converges strongly to x. For every point x ∈ H, there exists a unique nearest point in C, denoted by P C (x), such that
x − y , ∀y ∈ C.
P C is called the metric projection of H onto C. It is well-known that P C (x) is characterized by the property:
In a Hilbert space H, we have
We recall that:
(i) an operator A is said to be strongly positive on H, if there exists a constant γ > 0 such that
(ii) a mapping V : C → H is said to be l-Lipschitzian, if there exists a constant l 0 such that
(iii) a mapping G : C → H is said to be ρ-strongly monotone, if there exists a constant ρ > 0 such that
The following lemma is an immediate consequence of an inner product.
Lemma 2.1. In a real Hilbert space H, there holds the following inequality
We need the following lemmas for the proof of our main results.
Lemma 2.2 ([15]
). Let {s n } be a sequence of non-negative real numbers satisfying
where {ω n }, {δ n }, and {ν n } satisfy the following conditions:
Lemma 2.3 (Demiclosedness principle [4] ). Let C be a nonempty closed convex subset of a real Hilbert space H, and let S : C → C be a nonexpansive mapping. Then, the mapping I − S is demiclosed. That is, if {x n } is a sequence in C such that x n x * and (I − S)x n → y, then (I − S)x * = y.
Lemma 2.4 ([11])
. Let H be a real Hilbert space. Let A : H → H be a strongly positive bounded linear operator with a constant γ > 1. Then
That is, A − I is strongly monotone with a constant γ − 1.
Lemma 2.5 ([11]).
Assume that A is a strongly positive bounded linear operator on H with a coefficient γ > 0 and
The following lemma can be easily proven, and therefore, we omit the proof. (see [16] ).
Lemma 2.6. Let H be a real Hilbert space. Let G : H → H be a ρ-Lipschitzian and η-strongly monotone mapping with constants ρ, η > 0. Let 0 < µ < 2η ρ 2 and 0 < t < σ 1. Then S := σI − tµG : H → H is a contractive mapping with constant σ − tτ, where
The following lemmas are Lemma 2.3 and Lemma 2.4 of Zegeye [17] , respectively.
Lemma 2.7 ([17]
). Let C be a closed convex subset of a real Hilbert space H. Let F : C → H be a continuous monotone mapping. Then, for r > 0 and x ∈ H, there exists z ∈ C such that
For r > 0 and x ∈ H, define F r : H → C by
Then the following hold:
(ii) F r is firmly nonexpansive, that is,
Lemma 2.8 ([17]
). Let C be a closed convex subset of a real Hilbert space H. Let T : C → H be a continuous pseudocontractive mapping. Then, for r > 0 and x ∈ H, there exists z ∈ C such that
For r > 0 and x ∈ H, define T r : H → C by
(ii) T r is firmly nonexpansive, that is,
is a closed convex subset of C.
Main results
Throughout the rest of this paper, we always assume the following:
• H is a real Hilbert space;
• C is a nonempty closed subspace of H;
• A : C → C is a strongly positive linear bounded self-adjoint operator with a constant γ ∈ (1, 2);
• G : C → C is a ρ-Lipschitzian and η-strongly monotone mapping with constants ρ > 0 and η > 0;
• constants µ, l, τ, and γ satisfy 0 < µ < 2η ρ 2 and 0 γl < τ, where τ = 1 − 1 − µ(2η − µρ 2 ); • F 1 and F 2 : C → H are continuous monotone mappings;
• Ω is the solution set of GSVI (1.3) for F 1 and F 2 ; • F 1λ : H → C is a mapping defined by
• T : C → C is a continuous pseudocontractive mapping such that Fix(T ) = ∅; • T r t : H → C is a mapping defined by
, and lim inf t→0 r t > 0; • T r n : H → C is a mapping defined by
for r n ∈ (0, ∞) and lim inf n→∞ r n > 0;
By Lemma 2.7 and Lemma 2.8, we note that F 1λ , F 2ν , T r t , and T r n are nonexpansive and
First, we prove that the problem (1.3) is equivalent to a fixed point problem of nonexpansive mapping. Proposition 3.1. Let C be a closed convex subset of a real Hilbert space H. For given x * , y * ∈ C, (x * , y * ) is a solution of GSVI (1.3) for continuous monotone mappings F 1 and F 2 if and only if x * is a fixed point of the mapping
where y * = F 2ν x * .
Proof.
Remark 3.2. We note that since the mappings F 1λ and F 2ν are firmly nonexpansive by Lemma 2.7, the mapping R : H → C in Proposition 3.1 is nonexpansive. Now, we introduce the following composite algorithm that generates a net {x t } in an implicit way:
where t ∈ (0, min{1,
By the same argument as in [6] along with Lemma 2.5 and Lemma 2.6, it is easy to see that Q t is a contractive mapping with constant 1 − θ t (γ − 1 + t(τ − γl)). By the Banach Contraction Principle, Q t has a unique fixed point, denoted x t , which uniquely solves the fixed point equation (3.1).
We summarize the basic properties of {x t }, which can be proved by the same method as in [6] . We include only the proof of (iv).
is locally Lipschitzian, and r t : (0, min{1,
is continuous, and r t : (0, min{1,
Moreover, from (2.2), we deduce
and hence
Thus, from (3.2) and (3.3), we derive
This implies that
Since t → 0 and x t − y t → 0 by (iii), we get
In general, lim t→0 (
We prove the following theorem for strong convergence of the net {x t } as t → 0, which guarantees the existence of solutions of the variational inequality (3.4) below.
Theorem 3.4. Let the net {x t } be defined via (3.1). If lim t→0 θ t = 0, then x t converges strongly to x in Ω ∩ Fix(T ) as t → 0, which solves the variational inequality
Equivalently, we have
Proof. We first note that the uniqueness of a solution of the variational inequality (3.4) is a consequence of the strong monotonicity of A − I (by Lemma 2.4). See [1, 6] for this fact. Next, we prove that x t → x as t → 0. Let z t = Rx t . Observing Fix(T ) = Fix(T r t ) (by Lemma 2.8 (iii)) and Fix(R) = Ω (by Proposition 3.1), from (3.1), we write for given p ∈ Ω ∩ Fix(T ),
to derive that
Therefore,
Since {x t } is bounded as t → 0 (by Proposition 3.3 (i)), there exists a subsequence {t n } in (0, min{1, 2−γ τ−γl }) such that t n → 0 and x t n x * . First of all, we prove that x * ∈ Ω ∩ Fix(T ). To this end, we divide its proof into four steps.
Step 1. From Proposition 3.3 (iv), we know that lim n→∞ x t n − Rx t n = lim n→∞ x t n − z t n = 0.
Step 2. We show that lim n→∞ u t n − z t n = 0, where u t n = T r tn z t n . Indeed, from Proposition 3.3 (ii) and
Step 1, it follows that u t n − z t n u t n − x t n + x t n − z t n → 0 (as n → ∞).
Step 3. We show that x * ∈ Ω. In fact, since x n x * and x n − Rx n → 0 by Step 1, from Lemma 2.3 (Demiclosedness principle), we get x * = Rx * , that is, x * ∈ Fix(R). Thus, by Proposition 3.1, we have x * ∈ Ω.
Step 4. We have x * ∈ Fix(T ) by the same argument as in the proof of [18, Theorem 3.1]. We include its proof for the sake of completeness. In fact, from the definition of u t n = T r tn z t n , we have
Put w t = tv + (1 − t)x * for all t ∈ (0, 1] and v ∈ C. Then, w t ∈ C and from (3.6) and pseudocontractivity of T , it follows that u t n − w t , T w t u t n − w t , T w t + w t − u t n , T u t n − 1 r t n w t − u t n , (1 + r t n )u t n − z t n = − w t − u t n , T w t − T u t n − 1 r t n w t − u t n , u t n − z t n − w t − u t n , u t n − w t − u t n 2 − 1 r t n w t − u t n , u t n − z t n − w t − u t n , u t n = − w t − u t n , w t − w t − u t n , u t n − z t n r t n .
(3.7)
By
Step 2, we get u tn −z tn r tn → 0 as n → ∞. Moreover, since x t n x * , by Step 1 and Step 2, we have u t n x * as n → ∞. Therefore, from (3.7), as n → ∞, it follows that
Letting t → 0 and using the fact that T is continuous, we get
Now, let v = T x * . Then we obtain x * = T x * and hence x * ∈ Fix(T ). Therefore, x * ∈ Ω ∩ Fix(T ). Now, we substitute x * for p in (3.5) to obtain
Note that x t n x * and lim n→∞ t n = 0. This fact and the inequality (3.8) imply that x t n → x * strongly.
Finally, we prove that x * is a solution of the variational inequality (3.4). In fact, putting x t n in place of x t in (3.5) and taking the limit as t n → 0, we obtain
In particular, x * solves the following variational inequality
or the equivalent dual variational inequality (see [12] )
That is, x * ∈ Ω ∩ Fix(T ) is a solution of the variational inequality (3.4). Hence x * = x by uniqueness. In a summary, we have shown that each cluster point of {x t } (at t → 0) equals x. Therefore x t → x as t → 0. The variational inequality (3.4) can be written as
So, by (2.1), this is equivalent to the fixed point equation
This completes the proof.
Taking G ≡ I, the identity mapping, µ = 1 and γ = 1 in Theorem 3.4, we have the following corollary.
Corollary 3.5. Let {x t } be defined by
If lim t→0 θ t = 0, then {x t } converges strongly as t → 0 to x in Ω ∩ Fix(T ), which is the unique solution of the variational inequality (3.4).
Taking T ≡ I, G ≡ I, µ = 1 and γ = 1 in Theorem 3.4, we have the following corollary.
Corollary 3.6. Let {x t } be defined by
If lim t→0 θ t = 0, then {x t } converges strongly as t → 0 to x ∈ Ω, which is the unique solution of the variational inequality
Proof. If T ≡ I, then T r in Lemma 2.8 is the identity mapping. Thus the result follows from Theorem 3.4. Now, we propose the following composite algorithm which generates a sequence in an explicit way:
y n = α n γVx n + (I − α n µG)T r n Rx n , x n+1 = (I − β n A)T r n Rx n + β n y n , ∀n 0, (3.10) where {α n } ∈ [0, 1]; {β n } ⊂ (0, 1]; {r n } ⊂ (0, ∞); and x 0 ∈ C is an arbitrary initial guess, and establish strong convergence of this sequence to x ∈ Ω ∩ Fix(T ), which is the unique solution of the variational inequality (3.4).
Theorem 3.7.
Let {x n } be the sequence generated by the explicit algorithm (3.10). Let {α n }, {β n }, and {r n } satisfy the following conditions:
(C4) {r n } ⊂ (0, ∞), lim inf n→∞ r n > 0, and
Then {x n } converges strongly to x ∈ Ω ∩ Fix(T ), which is the unique solution of the variational inequality (3.4).
Proof. First, note that from the condition (C1), without loss of generality, we assume that α n τ < 1, β n γ < 1 and From now, we put z n = Rx n and y n = α n γVx n + (I − α n µG)T r n Rx n = α n γVx n + (I − α n µG)T n z n . Let p ∈ Ω ∩ Fix(T ). Then p = T r n p by Lemma 2.8 (iii) and p = Rp by Proposition 3.1. Moreover, from nonexpansivity of F, it follows that
We divide the proof into several steps as follows.
Step 1. We show that {x n } is bounded. First of all, by (3.10), we deduce
So, we have
By induction, we derive
This implies that {x n } is bounded and so are {Gx n }, {z n }, {T r n z n }, {GT r n z n }, {Vx n }, {AT r n z n } and {y n }. As a consequence with the control condition (C1), we get
Step 2. We show that lim n→∞ x n+1 − x n = 0. To this end, let z n = Rx n , z n−1 = Rx n−1 , u n = T r n z n and u n−1 = T r n−1 z n−1 . Then we derive
and
Putting y = u n in (3.12) and y = u n−1 in (3.13), we obtain
Adding up (3.14) and (3.15), we have
which implies that
Now, using the fact that T is pseudocontractive, we get
Without loss of generality, let us assume that there exists a real number r n > b > 0, for all n 0. Then, by (3.16), we have
and hence T r n z n − T r n−1 z n−1 17) where M 1 = sup{ u n − z n : n 0}. Now, simple calculations yield that y n − y n−1 = α n γVx n + (I − α n µG)T r n z n − α n−1 γVx n−1 − (I − α n−1 µG)T r n−1 z n−1 = (α n − α n−1 )(γVx n−1 − µGT r n−1 z n−1 ) + α n γ(Vx n − Vx n−1 ) + (I − α n µG)T r n z n − (I − α n µG)T r n−1 z n−1 .
By (3.17) and Lemma 2.6, we obtain 18) where M 2 = sup{γ Vx n + µ GT r n z n : n 0}. By (3.18) and Lemma 2.5, we derive
where M 3 = sup{ A T r n z n + y n : n 0}. By taking
Hence, by the conditions (C2), (C3), (C4), and Lemma 2.2, we obtain
Step 3. We show that lim n→∞ x n+1 − y n = 0. Indeed, from (3.11) and condition (C1), we derive x n+1 − y n x n+1 − T r n z n + T r n z n − y n = β n y n − AT r n z n + α n γVx n − µGT r n z n → 0 (as n → ∞).
Step 4. We show that lim n→∞ x n − y n = 0. In fact, by Step 2 and Step 3, we get
Step 5. We show that lim n→∞ x n − z n = 0. By taking x n and z n instead of x t and z t in the proof of Proposition 3.3 (iv), respectively, the result follows from the proof of Proposition 3.3 (iv) together with
Step 4.
Step 6. We show that lim n→∞ x n − u n = 0, where u n = T r n z n . In fact, from (3.11) and Step 2, we have
Step 7. We show that lim n→∞ u n − z n = 0, where u n = T r n z n . In fact, from
Step 5 and Step 6, we have
Step 8. We show that lim sup n→∞ (I − A) x, x n − x 0. To this end, take a subsequence {x n k } of {x n } such that lim sup
Without loss of generality, we may assume that x n k p. Take x n k and z n k in place of x t n and z t n in Step 3 and Step 4 of proof of Theorem 3.4. Then, from Step 3 and Step 4 in proof of Theorem 3.4 along with
Step 5 and Step 7, we derive p ∈ Ω ∩ Fix(T ). Hence, from (3.4), we conclude lim sup
Step 9. We show that lim n→∞ x n − x = 0. Note that x ∈ Ω ∩ Fix(T ). Let z n = Rx n . By (3.10), x = R x, and x = T r n x, we deduce
= (I − α n µG)T r n z n − (I − α n µG)T r n x + α n (γVx n − µG x),
Applying Lemma 2.1, Lemma 2.5 and Lemma 2.6, we obtain
It then follows from (3.20) that
where M 4 = sup{ γVx n − µG x y n − x : n 0} and M 5 = sup{ x n − x 2 : 0}. It can be easily seen from conditions (C1) and (C2), and Step 8 that ω n → 0, ∞ n=0 ω n = ∞ and lim sup n→∞ δ n 0. From Lemma 2.2 with ν n = 0, we conclude that lim n→∞ x n − x = 0. This completes the proof.
Taking G ≡ I, µ = 1, and γ = 1 in Theorem 3.7, we obtain the following corollary.
Corollary 3.8. Let {x n } be generated by the following iterative algorithm: y n = α n Vx n + (1 − α n )T r n Rx n , x n+1 = (I − β n A)T r n Rx n + β n y n , ∀n 0.
Assume that the sequences {α n }, {β n }, and {r n } satisfy the conditions (C1)-(C4) in Theorem 3.7. Then {x n } converges strongly to x ∈ Ω ∩ Fix(T ), which is the unique solution of the variational inequality (3.4).
Taking T ≡ I, G ≡ I, µ = 1 and γ = 1 in Theorem 3.7, we have the following corollary.
Corollary 3.9. Let {x n } be generated by the following iterative algorithm: y n = α n Vx n + (1 − α n )Rx n , x n+1 = (I − β n A)Rx n + β n y n , ∀n 0.
Assume that the sequences {α n } and {β n } satisfy the conditions (C1)-(C3) in Theorem 3.7. Then {x n } converges strongly to x ∈ Ω, which is the unique solution of the variational inequality (3.9).
Taking F 1 = F 2 = F, λ = ν and x * = y * in GSVI (1.3), we have the following result. Corollary 3.10. Let {x n } be generated by the following iterative algorithm: y n = α n γVx n + (I − α n µG)T r n F λ x n , x n+1 = (I − β n A)T r n F λ x n + β n y n , ∀n 0.
Assume that the sequences {α n }, {β n }, and {r n } satisfy the conditions (C1)-(C4) in Theorem 3.7. Then {x n } converges strongly to x ∈ VI(C, F) ∩ Fix(T ), which is the unique solution of the variational inequality (A − I) x, x − p 0, ∀p ∈ VI(C, F) ∩ Fix(T ).
Proof. If F 1 = F 2 = F, λ = ν and x * = y * in GSVI (1.3), then GSVI (1.3) reduces to the classical variational inequality problem VIP (1.1) for a continuous monotone mapping F and Rx = F λ x in Proposition 3.1. Thus the result follows from Theorem 3.7.
Remark 3.11.
1) The x ∈ Ω ∩ Fix(T ) in our results is the unique solution of minimization problem where the constraint set D is Ω ∩ Fix(T ). In fact, the variational inequality (3.4) is the optimality condition for the minimization problem (3.21). Thus, for finding an element of Ω ∩ Fix(T ), where T is a continuous pseudocontractive mapping, and F 1 and F 2 are continuous monotone mappings, Theorem 3.4, Corollary 3.5, Theorem 3.7 and Corollary 3.8 are new ones different from previous those introduced by some authors (for example, see [1, 2] ).
