Abstract: This paper considers the main algorithmic issues associated with developing parallel mesh adaptivity software for use with tetrahedral-based parallel nite element or nite volume solvers for transient computational mechanics problems in three space dimensions. Issues that are addressed include the use of di erent parallel data structures, the modi cation of these data structures when adaptivity occurs and the dynamic maintenance of load-balance in the parallel solver.
Introduction
Adaptive algorithms are an important feature of almost all state-of-the-art software for computational mechanics and scienti c computation. These algorithms can take many forms, the most common being h-re nement (e.g. 25, 33] ), pre nement (e.g. 2, 42]) or r-re nement (e.g. 26, 27] ), with various combinations of these also possible (e.g. 3, 10, 11] ). The overall aim of any adaptive algorithm is to allow a balance to be obtained between accuracy and computational e ciency. In those regions of the domain where the solution is found to be most active there should be the most degrees of freedom, whereas many fewer degrees of freedom are required in those regions where the solution is smoothest. Ideally, a prescribed global error should be obtained with the smallest number of degrees of freedom possible by locating these degrees of freedom in an optimal manner.
In this paper attention is restricted to those adaptive algorithms which are based upon mesh adaptivity: h-re nement, r-re nement and combinations of these. It will be assumed that the solution scheme being used is based upon either nite elements or nite volumes and is of a xed spatial order throughout. In addition to this, the paper will focus on the particular issues associated with the implementation of such adaptive algorithms on distributed memory parallel computers (or, at least, when programming under this paradigm). It will be shown that the combination of both parallelism and adaptivity introduces a number of important algorithmic problems which must be resolved; and these will be addressed here with reference to some particular implementations ( 13, 29, 32] ). These implementations also provide the main motivation for wishing to understand parallel adaptivity since many transient 3-d problems, for example, are simply too complex to solve without the use of both adaptivity and a powerful parallel computational platform.
A Review of Some adaptive Algorithms
Any adaptive algorithm requires some form of error information to guide the positioning of the degrees of freedom. This is not an issue which will be addressed in this paper however, other than to note that such information may take the form of a formal estimate of the error in a computed solution (as in 1, 4, 34] for example), or else may simply be some form of error indicator based upon derivatives of dependent variables for example (as in 9, 28] ). For steady problems we will assume that a local error estimate or indicator is available whenever a solution has been computed, and for transient problems (which are the main focus of this paper) it will be assumed that a local error estimate or indicator 1 is available at the end of each time-step.
Possibly the simplest adaptive strategy that can be used is to regenerate an entire mesh whenever a computational solution is not satisfactory (either locally or globally). This new mesh may have its local density controlled by the error estimates obtained from the previous solution so as to ensure that the degrees of freedom are located e ectively. For steady-state problems this strategy is often quite e ective (e.g. 35, chapter 5]), especially since it may easily be modi ed to only remesh certain regions within the domain rather than the entire domain when this is appropriate (as in 14] for example). Moreover, the parallel implementation of this approach relies only on the use of a robust parallel mesh generation tool such as that described in 16, 17, 31] for example. The cost of this approach can become prohibitive for transient problems however since the remeshes are often quite frequent and accurate interpolation is required from one mesh to the next.
An alternative strategy, which may be applied naturally to transient as well as steady problems, is based upon hierarchical re nement of an initial coarse mesh. In di erent regions of the spatial domain the depth of this re nement need not be the same, even if the coarse mesh is quite uniform. Moreover, by maintaining a hierarchical data structure, coarsening of an existing mesh may be achieved by the removal of one or more layers of re nement { either locally or globally. There are many examples of the application of this technique to transient problems in two dimensions, 6, 18, 25] being just a few. Furthermore, as in 6, 8, 21, 33] for example, local hierarchical re nement has also been applied to three-dimensional problems using tetrahedral elements. This is the approach that we concentrate on in the next section of the paper, where parallel implementations of such re nement strategies are considered (e.g. 13, 29, 32, 37] ).
Recently, a number of authors have considered the e ects of complementing h-re nement algorithms, such as those mentioned above, with the use of node movement (r-re nement). On their own, r-re nement algorithms, including those described and analyzed in 19, 26, 27] for example, have never really proved to be su ciently robust to be the basis of reliable and e cient adaptive software. Nevertheless, in combination with local h-re nement a number of practical advantages may be observed ( 3, 10] ). This is because the aspect ratio of the elements is permitted to alter substantially as a calculation progresses, thus allowing higher resolution in some directions than in others when this is appropriate. Moreover, r-re nement has a number of theoretical advantages when it comes to producing parallel software since distorting an existing partitioned mesh does not a ect its load-balance in any way (see Subsection 1.2 below).
Unfortunately, the concepts of local node relocation, r-re nement, and of hierarchical re nement for transient problems do not t together in a natural manner. The whole purpose of maintaining a mesh hierarchy (as well as allowing the use of e cient parallel multilevel solvers (e.g. 3, 6] )) is to allow simple mesh coarsening through de-re nement. However, this feature will not generally remain once relocation of vertices is permitted. The way in which di erent 3-d parallel adaptive algorithms (e.g. 13, 29, 32] ) cope with this con ict is discussed in some detail in Section 2.
The Load-Balancing Issue
In order for a parallel nite element or nite volume solver to perform e ciently when solving a large problem on a tetrahedral mesh it is necessary that the workload on each processor should be approximately equal (assuming that a homogeneous parallel system is being used). This is generally achieved by partitioning the mesh across the processors so that each processor owns about the same number of elements. All of the computational work associated with a given element is undertaken by the processor which owns it, with a certain amount of data communication being required when neighbouring elements are owned by di erent processors (see Section 2 for further details and some examples). This means that an additional constraint on a partition of the computational mesh is that, in order to minimize the amount of inter-processor communication, the number of elements with neighbours owned by di erent processors should be kept as low as possible. This load-balancing problem is well-known for the parallel solution of steady problems using nite element or nite volume schemes and there are many e cient heuristics for obtaining good partitions of meshes and their dual graphs ( 5, 15, 22, 30, 39, 41] being just a few examples).
When mesh adaptivity is used an extra dimension is added to this loadbalancing problem however. It is clear that the adaptivity must be carried out in parallel since serial adaptivity would require a copy of the entire mesh to be held on a single processor and would lead to a major serial bottleneck. However, once parallel adaptivity has occurred it is likely that, even if a mesh was wellpartitioned before, the quality of the partition will have deteriorated signi cantly afterwards. For the same reasons that it is undesirable to perform the adaptivity on a single processor it is also undesirable to re-partition the mesh using just one processor: it would carry a large communications overhead, become a serial bottleneck and would be constrained by the amount of memory available to a single processor. Hence a parallel load-balancing algorithm is required which is capable of modifying an existing partition in a distributed manner so as to improve the quality of the partition whilst keeping the amount of data relocation as small as possible. Whilst this particular dynamic load-balancing issue is not considered explicitly in this paper (see 20] or 36] for a detailed discussion of this) its importance is such that, as may be seen from the next section, any parallel adaptivity algorithm must pay signi cant attention to it.
Parallel Algorithms
This is the major section of the paper in which we discuss the algorithmic details behind a number of practical implementations of parallel adaptivity for transient problems in three space dimensions. In each of the cases considered in detail ( 13, 29, 32] ) the underlying parallel solver works on a partitioned mesh of tetrahedra and so the discussion of adaptivity will be restricted to the renement and coarsening of such meshes. The section is broken down into four related subsections, beginning with an introduction to some common distributed data structures. This subsection also discusses some of the advantages and disadvantages associated with maintaining a complete hierarchy of meshes. The following subsection continues with this theme by describing some of the techniques actually used for re ning and coarsening meshes and shows how these may di er when a hierarchy is or is not maintained. The nal two subsections concentrate almost entirely on parallel issues by considering the important problems of ensuring data consistency between processors and maintaining a good load-balance respectively.
Data Structures
Clearly the exact data structures that are used for a parallel (or sequential) implementation of a complex algorithm will vary from code to code. It is not the intention of this short review article to consider such technicalities in detail here, however it is necessary to discuss some data structure issues so that mesh partitioning and adaptivity may then be considered.
In general a mesh may be considered to be made up of a number of di erent entities. In three dimensions these are typically elements, faces, edges and vertices. Numerous data structures can then be de ned to relate these di erent entities to each other. For example, each element may contain a pointer to its four faces, each face to its three edges, each edge to its two vertices and each vertex to its three coordinates. Other data structures may also be de ned, such as each element pointing to its four vertices or to the four neighbouring elements with which it shares a common face. It is these data structures which (provided they are consistent) de ne an unstructured tetrahedral mesh. Hence, when we refer to a partition of a mesh this really means a partition of these data structures.
In order to distribute the data structures as e ciently as possible it is usual to partition the elements rst, then the faces and then the edges and vertices. This way it may be ensured that each vertex is owned by a processor which owns at least one of the edges connected to it, each edge is owned by a processor which owns at least one of the faces connected to it, etc. There are essentially two choices about how to deal with a data structure which points to an entity which is owned by a di erent processor. (For example, an element data structure may exist which maintains a pointer from each element to its four vertices. Whilst each vertex is guaranteed to be owned by a processor which owns at least one of the (many) elements around it, there is no guarantee that all (or any) of the four vertices of an element are owned by the processor which owns the element.) The rst option is to use the notion of halo data. This involves the processor which owns the data structure having its own copy of those entities that are pointed to by this structure which are owned by a di erent processor. The second is to make use of pointers from one processor to another in order to allow the data structure to be resolved. These two approaches are considered further in Subsection 2.3. In the remainder of this subsection however we discuss the issue of the leanness of a code's data structures against their generality, and the issue of whether or not to maintain a hierarchy in these data structures.
In 29] Oliker et al. tie their parallel adaptivity very closely with their edgebased parallel ow solver. The edge-based solver that they use has been selected because the number of edges in a tetrahedral mesh is much smaller than the number of faces and so an edge-based scheme is likely to be more e cient than an element-based nite volume one. The mesh data structures used in this work re ect this close coupling with their particular solution scheme by being very lean at the expense of allowing generality in the parallel solver. At a given level of re nement only the following structures are present.
A vertex list with each entry containing its coordinates and solution values and a list of those edges radiating from it. An edge list with each entry containing the pair of vertices at the ends of the edge, a list of elements around the edge, a colour (used to group edges with no common vertex) and a (possibly empty) list of boundary faces to which the edge belongs. An element list with each entry containing the six edges de ning the element and a subdivision type.
A list of boundary faces with each entry containing the three edges which make up the face, a boundary type, a colour and a pointer to the element to which the face belongs.
In addition to this data however, three parent-child hierarchies are also maintained for the edges, boundary faces and elements. This means that, in e ect, a number of di erent meshes are being stored simultaneously at di erent levels in the hierarchy. As we will see in the next subsection, this has a signi cant e ect on the way in which coarsening of the mesh may be achieved.
In
de ne a face entity to exist throughout the mesh and then de ne two-way data structures to link elements, faces, edges and vertices as illustrated:
Elements ! Faces ! Edges ! Vertices: Moreover, each of these entities are explicitly classi ed relative to a geometric model so as to allow an appropriate geometric representation of the spatial domain as the mesh is re ned. The use of face entities throughout the mesh means that the memory required for these structures will be greater than that required in 29], however the advantage is that a much wider variety of parallel solvers may now be used (both nite element and cell-centred nite volume for example). The lack of a mesh hierarchy means that parallel multilevel solvers are not practical however.
The third approach that we consider in detail here is that of Selwood et al. ( 32] ) which uses an even heavier data structure by e ectively combining the hierarchy of meshes used in 29] with the use of a face entity as in 13]. The motivation behind this approach is to build a mesh adaptivity module which can stand alone and which therefore needs to be able to support the data structures that may be required by a wide variety of parallel solvers (both edge-based and face-based for example, as well as multilevel solvers). The consequence however is that this algorithm requires the most memory of the three that we consider here; and when data needs to be migrated in order to improve load-balance this will be a greater task than with the other two algorithms.
As well as permitting the use of parallel multilevel solvers and the ability to coarsen a mesh through de-re nement (i.e. undoing previous re nement), there is another important consequence of maintaining hierarchies of meshes at di erent re nement levels as in 29, 32] . In addition to the extra memory overhead, there is also the problem of how the hierarchical data structures should be partitioned. Should all children always be owned by the same processor as their parent (socalled vertical partitioning), or should some horizontal partitioning be allowed, whereby not all entities have the same owner as their parents or siblings? In both 29] and 32] the former strategy is chosen, however there are sound arguments to suggest that this could become a signi cant constraint on the load-balancing problem when the coarsest mesh in the hierarchy is not su ciently ne. In this case some horizontal partitioning, as attempted in two dimensions in 6] for example, may be appropriate.
Mesh Re nement and Coarsening
All of the algorithms that we are considering here base their adaptivity on the bisection or removal of edges. In the case of 29] this is dependent upon speci c edge-based error estimates whereas 13] and 32] permit more general error estimates to be used as the basis for marking edges for re nement or removal.
Again we begin with a detailed look at the algorithm employed by Oliker et al . 29] . They permit three basic element subdivision types: an isotropic 1 ! 8 re nement where all of the edges are bisected, an isotropic 1 ! 4 re nement where just three edges are bisected, and an anisotropic 1 ! 2 re nement where just one edge is bisected. These latter two stencils are used both as bu ers between di erent levels of isotropic (1 ! 8) re nement and also to achieve a degree of anisotropic re nement when this is deemed appropriate. An edge may only be removed if it is the child of another edge (i.e. if it was created by bisecting a parent edge) and if its sibling is also marked for removal. In this case the pair of edges are replaced by their parent and then local reconnection is done to either replace all sibling elements by their parent (if all children of edges of the parent element have been removed) or to replace an isotropic re nement pattern with an anisotropic pattern (if only some of the edges have been coarsened). Because parent edges and elements are retained in the data structure when re nement occurs, coarsening requires no new edges or elements to be created from scratch.
A similar strategy is used by Selwood et al. in 32] . The main di erence is in the way that the 1 ! 4 and 1 ! 2 re nement stencils are implemented and used. Unlike 29], Selwood et al. do not permit the re nement of these green elements once they have been introduced: instead they should be removed and their parent re ned isotropically (1 ! 8) before continuing. In addition to this, there is also a small di erence in the stencils that are actually used for anisotropically re ned elements in 32], where a temporary interior node is introduced at the centroid of each element being re ned into 4 or 2 children. Otherwise the basic procedure is almost the same as for 29]. In each case the coarsening step consists of undoing previous re nements and is undertaken before the re nement step. In 32] coarsening is only usually undertaken when at least one edge in the mesh has been marked for re nement (i.e. when re nement is required as well).
The approach used for re ning and coarsening elements in 13] is somewhat di erent however. As well as not being able to coarsen through the use of dere nement (due to the lack of a hierarchy of meshes), the algorithm of Flaherty et al. also di ers in that it is explicitly coupled to a geometric model of the problem domain so as to improve the geometric accuracy when re ning or coarsening on the boundary. Moreover, their algorithm also incorporates a form of r-re nement through the use of a mesh smoothing procedure. As in 29, 32] mesh coarsening is completed rst, however in 13] this is achieved by simply collapsing marked edges down to one of their vertices. Following this all entities which contain the deleted vertex are removed and local reconnection is performed in the polyhedral cavity around the remaining vertex. This whole process is then followed by an application of the mesh smoothing algorithm. Such an approach is completely di erent from the coarsening algorithms of 29, 32] in that an entirely new mesh has been created at this point: it need not be related to any previous mesh and, in some regions, it may even be coarser than the initial mesh. The re nement algorithm used in 13] is much closer to those of 29, 32] however and also makes use of prede ned stencils. When all of the edges of an element are marked for re nement the same 1 ! 8 isotropic stencil is used for example, with similar anisotropic stencils to 29, 32] being used when only some of the edges of an element are marked for re nement. The use of mesh smoothing ensures that, unlike in 32], no distinction needs to be made between any of these stencils when it comes to further re nement.
Data Consistency
One of the main di culties associated with computing mesh re nements and coarsenings in parallel is that of maintaining consistent data at the partition boundary. It is very simple for each processor to adapt the interior of its mesh (i.e. those entities with no neighbours owned by another processor) in parallel provided these modi cations have no e ect on any entities which are not in the interior. In practice this situation is very unlikely to occur however, and so one of the major overheads in parallel adaptivity turns out to be that associated with communicating alterations to a data structure on one processor to any other processors which need to know about them.
The exact nature of this communications overhead is clearly highly dependent upon the data structures that are actually in use and on how they have been partitioned. As has already been mentioned in Section 1, an important concept in the partitioning of mesh data structures is that of the halo copy. For example, in 13] any bounding faces, edges or vertices of elements along the partition boundary are duplicated on each processor which needs to use that boundary entity. Only one processor is the owner of a given entity however, and so each of the processors with a halo copy need to have this copy updated by the owner whenever it is modi ed (due to adaptivity for example).
A similar situation holds for the vertically partitioned hierarchical meshes used in 29, 32]. In 32] for example, there is a knock-on e ect associated with re ning green elements which will often be passed across the partition boundary. Recall from Subsection 2.2 that when an edge of a green element in 32] is marked for re nement, the green elements must rst be removed so that their parent may then be isotropically re ned. This can then lead to the bisection of an edge that would otherwise not be marked for re nement, and if this edge is shared by an element owned by a di erent processor, then a message will need to be passed to that processor so as to allow green re nement to take place on that element. (Note that if this is already a green element then the knock-on e ect can go on for another level and so this search is best implemented recursively.) In practice, all of these local communications may be sent together at a small number of xed points in the parallel adaptive algorithm, however their total overhead is often quite signi cant.
Dynamic Load-Balancing
As well as the problem of maintaining consistency of the dynamic distributed data structures when parallel adaptivity occurs the other major overhead associated with parallel re nement and coarsening of meshes is that of maintaining a good load-balance for the parallel solver. This has already been introduced brie y in Subsection 1.2 where it is observed that a parallel dynamic load-balancing algorithm is required which is capable of modifying an existing partition of a mesh so that: the total load on each processor is about the same, the partition boundary is as short as possible, the amount of data which needs to be migrated is as small as possible. Such algorithms do exist (see 23, 36, 37, 38] for example) and so the purpose of this subsection is to discuss how they should be used in order to maximize the overall e ciency of a parallel adaptive solver. There is clearly a cost associated not only with applying such an algorithm in order to determine what a new partition of the mesh should be but also, and more signi cantly, with actually migrating data between processors in order to achieve this new partition. In order for re-partitioning to be worthwhile at any stage in the solution process it is necessary that this cost should be o set by the reduction in the solver time that will result from using the improved partition.
In the case of the hierarchical re nement algorithms of 29, 32] it is important to observe that the use of vertical partitioning implies that only elements (or edges) of the coarsest mesh may be migrated between processors. When such a migration occurs the entire hierarchy of elements (edges) beneath this coarse mesh entity must be transferred with it. This clearly means that obtaining a perfect load-balance is unlikely to be possible when some coarse mesh entities have been heavily re ned. Moreover, a signi cant amount of data communication will be associated with the migration of such entities. The algorithm of Flaherty et al. 13] has no such constraints on the load-balancing phase since no mesh hierarchy needs to be maintained. In this approach a di usive strategy known as iterative tree balancing (ITB) is employed (see 12, 24, 40] for details), which allows layers of elements on interprocessor boundaries to be migrated from heavily-loaded to lightly-loaded processors.
In all three algorithms considered in detail here ( 13, 29, 32] ) the parallel mesh adaptivity is based upon coarsening followed by re nement. Hence, in order to minimize data migration, the natural place for the re-partitioning step to come is between these two phases of the adaptivity algorithm { when the total number of mesh entities is at a minimum. This requires an accurate predictor for the size of the mesh on each processor after re nement has occurred, based upon knowledge of which edges have been marked for bisection. Such a predictor is proposed in 13].
These ideas have been developed further still however by Biswas and Oliker in 7] , and applied to the parallel adaptive algorithm of Oliker et al. 29] . The key to their approach is the use of two weighted dual graphs of the coarse level mesh (such a graph has a node for each coarse element and an edge connecting each pair of nodes which correspond to adjacent elements). In one of these duals each node has a weight equal to the total number of elements in the mesh hierarchy which are descendents of the corresponding coarse element, known as the remap weight, and in the other dual each node has a weight equal to the total number of leaf elements in the re nement tree beneath the corresponding coarse element { this is known as the computational weight. For the purposes of re-partitioning a mesh immediately prior to the re nement stage of the adaptive algorithm, estimates of the computational weights should be used which correspond to the total number of leaf elements that are predicted to be present after mesh re nement 2 . A dynamic load-balancing algorithm, such as 23, 36, 38] , may then be used to determine a new partition in parallel. Associated with this partition there will be a computational gain, which is proportional to the decrease in the load imbalance over the original partition, and a re-balancing overhead, which is proportional to the amount of data that must be migrated when using the optimal remapping strategy. For the calculation of the computational gain it is necessary to make use of the computational weights in the dual graph of the coarse mesh along with an appropriate cost model for the parallel solver that is being used. When estimating the communication overhead however, the remap weights should be used in a cost model which takes into account the current latency and bandwidth characteristics of the parallel architecture. Whenever mesh adaptivity occurs a modi ed partition should be calculated, however the data remapping required to actually obtain this new partition should only be undertaken when the computational gain associated with it clearly exceeds the cost of performing this remapping.
As suggested by the above, the dynamic load-balancing issues associated with the use of parallel adaptivity are extremely complex. Moreover, research in this area is still developing quite rapidly and it is likely that a signi cant amount of further work will be required before the production of truly scalable and portable software which makes optimal use of adaptivity on parallel architectures is possible.
Discussion
In this paper we have presented a brief overview and comparison of a number of state-of-the-art algorithms for applying adaptivity in parallel when solving transient problems in three space dimensions. The major issues that these algorithms have had to address centre on the modi cation and partitioning of the distributed data structures which represent the computational mesh that is used by a parallel solver. In all of the cases considered here the parallel solvers are built upon the use of a spatial discretization based upon a partitioned mesh of tetrahedra, either nite element or nite volume, along with an appropriate time-stepping scheme (which may be either implicit or explicit).
The modi cation of distributed data structures in parallel (when adaptivity occurs) presents a number of challenges. In particular, it is vital that the data structures are kept consistent across partition boundaries. This can require a signi cant amount of inter-processor communication. Further communication is required to both calculate and implement the data migration that is needed in order to maintain a balanced computational load after local re nement and/or coarsening has taken place. Due to the potentially high cost of re-partitioning, computation and communication cost models have recently been investigated which seek to assess the net value of mapping an existing partition to a modi ed one. This paper speci cally avoids discussion of di erent parallel solvers, techniques for parallel error estimation and algorithms for parallel dynamic loadbalancing { other than where this has a direct impact on the parallel adaptivity. In practice however, all of these issues are extremely closely related and no parallel adaptive software can be successfully implemented without due consideration of all of these aspects.
