Absfracf-Iterative learning control (ILC) is applied to a laboratory scale robot arm with joint flexibility. The ILC algorithm uses an estimate of tbe ann angle, where the estimate is formed usidg measurements of the motor angle and the a m angular acceleration. The design of the ILC algorithm is based on a model obtained from system identification. The ILC algorithm is evaluated experimentally on the robot arm with gwd results.
I. INTRODUCTION
Iterative Leaning Control (ILC) has proven to he a competitive control method in many applications, and the most well known is probably the robotics domain. Some examples are given in [I] , [7] , [9] . The standard situation in robot control using ILC is that it is assumed that the robot is rigid, such that all relevant signals can be calculated from the actuator signals (motor angles). In reality there are always mechanical flexihilities in both joints and links. The aim of this paper is to present some experiences from the use of accelerometers in ILC applied to flexible mechanical systems. Different iterative learning control ideas applied to flexible mechanical systems have been studied previously in e.g. [141, [I61 and [9] . In these papers it is assumed that the position (angle) of the object to he controlled can be measured. Here, instead, it is assumed that only the acceleration of the object to he controlled can he measured, in addition to the actuator angle. In [13] , which also deals with a flexible system, an acceleration signal is used in an ILC algorithm, but in.a completely different way.
The viewpoint in this paper is that ILC is used as a complement to an existing control system consisting of, possibly, both a feed-hack and feed-foward controller. The situation is depicted in Figure 1 , where G represents the system to be controlled and F and F, represent the feedback and feed-forward controllers. The signals r(t), yk(t) and uk(t) denote the, reference signal, the output signal and the ILC input signal respectively, and the subscript k denotes the iteration number. Finally, the signals d k ( t ) and n k ( t ) denote load and measurement disturbance respectively. When dealing with commercial industrial robots the control system can not be affected by the user and it has to be considered as given. The control system will have some performance properties and the idea is to use ILC to improve the performance by generating a correction signal that is added to the signals generated in the existing control system. The paper is organized as follows. Section I1 presents the process and the model that will he studied. Section III deals with the identification experiments that are carried out in order to obtain a mathematical model of the process. In Section IV the design of a stabilizing controller is briefly described. Section V discusses the arm angle estimation procedure, which is a key element in the proposed algorithm. In Section VI the ILC algorithm 1s described and in Section VI1 the ILC algorithm is applied in combination with the arm angle estimation algorithm. Finally Section VU1 contains some conclusions.
S Y S T E M DESCRIPTION
The process that is studied in this paper is a Flexible Joint process from Quanser [15], and it consists of a SRVOZ Rotary Servo Plant and a RmOFLEX Rotmy Flexible Joint. The process, which is depicted in Figure 2 , is equipped with a moderate cost accelerometer of the type ADXL202 from Analog Devices [2] . The accelerometer measures acceleration in two directions, hut in the experiments presented helow only the tangential acceleration is used. The process can, somewhat simplified, he described by Figure 3 , and from this figure the torque balances 0-7803-8633-7/04/$20.00 02004 IEEE
IDENTIFICATION
From an initial experiment estimating the resonance frequency of the ann the sampling interval was set to T = 0.016 sec. The Nyquist frequency is then ten times the resonance frequency of the ann. The input signal for identification was chosen as a PRBS signal where the change probability was selected in order to get a suitable frequency content. Since the process is designed for educational purposes it is well behaved in the sense that the level of non-linear effects and measurement disturbance is relatively small. Data were collected during 100 sec., and after subtraction of the mean values the data set is split into an estimation set and a validation set. This implies that each data set contains approximately N = 3000 measurements.
The identification is canied out using measurements of the motor angle 8, , but for the design of the ILC algorithm it is necessluy to have a model from input signal to ann angle 0,. Therefore it is logical to identify a physically parameterized state space model, from which the model from U to 0, easily can be obtained. The state space model contains seven physical parmeters. Two parameters, J , and r respectively, are specified in the data sheet of the Using the state variables z l ( t ) = 0 , ( t ) , z 2 ( t ) = O,(t),zn(t) = 0 , ( t ) and z 4 ( t ) = Q,(t) the equations (I) and ( 2 ) give
In these matrices J , and J , denote the moment of inertia of the arm and the motor respectively. The parameters k and d denote stiffness and damping respectively of the spring, and f is the viscous friction coefficient of the motor. The parameter r is the gear ratio, and k, denotes the torque constant and represent the relationship between input voltage and generated torque, i.e. T ( t ) = k,u(t).
This means that the dynamics of the electrical actuator have been neglected in the model. In industrial robots the normal situation is that the motor angle, 0,(t) can he measured, hut not the arm angle B,(t). In the laboratory process also the m m angle can be measured. but this signal will only be used for evaluation purposes and not in the control system.
where 1) is a vector containing the parameters to be estimated. The signal e ( t ) is a zero mean white disturbance and K(q) is the Kalman filter gain. The unknown parameters in the vector are estimated using the System Identification Toolbox, see [12], and the model structure given by the problem is specified as a Matlab m-file. The identification results in the parmeters presented in Table I . The model is validated by simulating the model using the validation data set, and Figure 4 shows the measured and simulated output resulting from the validation. As can be seen the agreement is high. The Bode diagram of the identified model is shown in Figure 5 .
IV. CONTROLLER DESIGN
Before ILC can be applied the system has to be stabilized by some appropriate feedback. Since the aim is that the The reference signal is chosen such that the reference acceleration is constant and positive during the first time interval and negative and constant during the second interval. This means that the reference velocity initially will grow linearly and then decrease linearly. The resulting reference angle is given by Figure 6 .
v. A R M ANGLE ESTIMATION
The main idea in the paper is to use an estimate of the m a n g l e in the ILC algorithm. The estimate is formed as a (9) where for simplicity the damping coefficient d has been put to zero. By c0nsiderin.g B,(t) and d,(t) as state variables, the m acceleration O,(t) as measured output signal, and the motor angle as input signal (9) can he expressed in state space form. Forming a Kalman filter for this system, the estimated arm angle can be expressed using transfer functions as (9). The m angle estimate is then obtained by feeding the motor angle through the nominal transfer function from motor angle to arm angle. In the nominal case this gives a good estimate of the arm angle but the estimate is very sensitive to model errors. On the other hand, choosing a low value of Rz means that the m acceleration plays a large role in the estimation of am angle. The gain of the filters Fv and Fg, for this frequency range is almost constant, see [5] . Considering equation (9) this behavior is logical since a slight reformulation of (9) gives J, ..
J,B,(t) = k(rO,(t) -O,(t))

B,(s) = F&)Y(s) +FS,(S)O",(S)
(
6%) = rOm(t) -TO&) (11)
With good measurements of & ( t ) available an approximation of the arm angle is given by
The parameters k and j, denote estimates of the spring constant and moment of inertia.
Since the actual ann angle 0,(t) can he measured on the laboratory process it is straightforward to evaluate the idea. The process is controlled by the stabilizing controller, described in Section IV, which uses the motor angle B,,(t)
as feedback signal, and the reference signal described in Section IV is applied. Figure 7 shows the measured and eatimated arm angle during the last p a t of this experiment.
The figure indicates that the simple estimation procedure gives a reasonably good estimate of the ann angle. One difference is the lower damping in the estimate, and this property can he explained by the neglected damping in the model used for estimation.
Fig. 7. Measured (solid) and estimated (dashed) m a o g l e in the nominal
Case.
An important question is how sensitive the estimation procedure is for errors in the estimate of the factor J,lk.
This problem is dealt with in [5] , and the main result is that the estimation procedure is rather insensitive to errors in this factor.
The proposed ann angle estimation method represents, although in a simplified case, a sensor fusion algorithm for arm angle estimation. Of greater practical importance is a more general formulation with movements in several dimensions and fusion of several sensor signals. One attempt in this direction is presented in 181 where information from an accelerometer measuring in three direction is combined with motor angle measurements using a model of the rohot.
VI. I L c ALGORITHM
The problem can he described as in Figure 1 (without feed-forward controller) where the actual measurement of the controlled output is replaced by an estimate. Since the main goal is to achieve good servo properties the influence of the disturbances is not taken into account. There exist several approaches to the design of ILC algorithms, and in this paper an ILC algorithm based on optimization will he used. This approach has previously been considered in e.g [4] , [lo] , [31, and [6] . Introduce the vectors where u k ( t ) and y k ( t ) denote the L C input signal and the output signal respectively. Furthermore r ( t ) denotes the desired output (reference) signal. The subscript k denotes iteration number. Using these notations the system can he described by the equation
where Tu is the lower triangular maaix formed by the impulse response coefficients of the transfer operator from ILC input signal U k ( t ) to output signal yk(t) and T, is defined analogously. Equation (17) non is minimized subject to the constraint (Uk+i -Ua)T(Ua+~ -Uk) 5 6
The optimal input vector is updated according to The updating matrices Q and L hence depend on the nominal model Tu which is considered to he given and the weight matrices W, and We. The Lagrange multiplier X is not computed explicitly but instead used as a design variable.
VII. EXPERJMENTS
Using the identified model and the feed-back controller it is straightforward to compute the discrete time transfer function from the ILC input to the ann angle, and hence also generate the matrix Tu. Choosing appropriate design variables X and p the matrices Q and L can he computed according to equations (21) and (22) . A suitable choice of design variables, i.e. that gives a good trade-off between convergence rate and robustness, results in the convergence properties shown in figure 8 . In the experiment shown here the design values X = and p = 10W3 respectively, have been used. The algorithm has converged after five iterations and the max error is reduced to approximately 4% of the error obtained without ILC.
r-,I Figure 9 shows the error signal eI;(t) after 20 iterations, and the figure shows that the resulting error is of mainly high frequency character, which is a typical behavior of an ILC algorithm.
VIII. CONCLUSIONS
An ILC algorithm for a flexible mechanical system has been developed and evaluated using a hhoratoly scale robot arm with joint flexibility. The ILC algorithm is designed using an optimization approach. This is a systeniatic and model based design method, where the trade-off between performance and robustness can he handled. The model of the process is obtained using system identification. The ILC algorithm is used in addition to the stabilizing controller, which in this case is of LQG type. The impoltant component of the ILC algorithm is an ann angle estimation procedure, where the measurements of motor angle and 31111 angular acceleration are merged together using a model of the movements of the arm. The algorithm performs well in experiments, and it shows rapid convergence and substantial reduction of the error.
