Moderate resolution data for 40 quasi-stellar objects (QSOs) at z ≈ 2 were combined with spectra of comparable resolution of 59 QSOs with redshifts greater than 1.7 found in the literature to form a large, homogeneous sample of moderate resolution (∼1Å) QSO spectra. These spectra were presented and the statistics of the Lyman α forest were discussed in Paper I. In this analysis, we demonstrate that a proximity effect is present in the data, ie. there exists a significant (5.5σ) deficit of lines at z abs ≈ z em . Within 1.5 h −1 Mpc of the QSO emission redshift, the significance does depend on QSO luminosity, in accordance with the theory that this effect is caused by enhanced ionization of hydrogen in the vicinity of the QSO from UV photons from the QSO itself. The photoionization model of Bajtlik, Duncan, & Ostriker permits an estimate of the mean intensity of the extragalactic background radiation at the Lyman limit. We compare the results of this standard analysis with those obtained using a maximum likelihood technique. If the spectrum of the background is assumed to be identical to that of each individual QSO, and if this background is assumed to be constant over the redshift range 1.7 < z < 3.8, then the best fit value for J(ν 0 ) is found to be 1.4
+1.1
−0.5 × 10 −21 ergs s −1 cm −2 Hz −1 sr −1 , using QSO redshifts based on the Lyα emission line. Systemic QSO redshifts based on the [OIII] λ5007 emission line for 19 objects in our sample show an average redshift of ∼400 km s −1 with respect to Lyα emission. Using redshifts based on [OIII] or Mg II for the 35 objects for which they are measured and adding 400 km s −1 to the remaining QSO Lyα redshifts gives a lower value of J(ν 0 ), 7.0
−4.4 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 . This value is in reasonable agreement with the predictions of various models of the ionizing background based on the integrated QSO luminosity function. Allowing for the fact that individual QSOs have different spectral indicies which may also be different from that of the background, we use the standard methods to solve for the HI photoionization rate, Γ, and the parameters describing its evolution with redshift. The best fit value for the HI ionization rate we derive is 1.9 +1.2 −1.0 × 10 −12 s −1 , in good agreement with models of the background which incorporate QSOs only. Finally, we use simulated Lyman α forest spectra including the proximity effect to investigate curve-of-growth effects in the photoionization model used in the analysis. We find that the presence of lines on the saturated part of the curve-of-growth could cause our estimates of the background intensity to be overestimated by a factor of two to three. This large absorption line sample and these techniques for measuring the background and understanding the systematics involved allow us to place what we believe are the firmest limits on the background at these redshifts. Subject headings: diffuse radiation -intergalactic medium -quasars: absorption lines
INTRODUCTION
The spectra of quasi-stellar objects (QSOs) blueward of Lyα emission show a prodigious number of absorption lines primarily due to Lyα absorption by intervening neutral hydrogen along the line of sight to the QSO (Lynds, 1971; Sargent et al. 1980; Weymann, Carswell, & Smith, 1981) . In models of these Lyα systems, they are in photoionization equilibrium with a background ultraviolet radiation field. This radiation field is modeled as the integrated emission from QSOs and young galaxies (Bechtold et al. 1987; Miralda-Escudé & Ostriker 1990; Madau 1992 , Meiksin & Madau 1993 , Madau & Shull 1996 , Haardt & Madau 1996 , Fardal et al. 1998 ).
The basic trend in the number density evolution of Lyα absorbers (12 ∼ < log(N HI ) ∼ < 16 cm −2 ) at high redshift in a given QSO spectrum is a steep power law increase with redshift (Sargent et al. 1980 ). However, a decrease in the number of lines near the emission redshift of an individual QSO relative to the number of lines expected from the power law distribution has been observed (Carswell et al. 1982 , Murdoch et al. 1986 Tytler 1987; Bajtlik, Duncan, & Ostriker 1988, hereafter BDO; Lu, Wolfe, & Turnshek 1991, hereafter LWT; Bechtold 1994, hereafter B94) . The simplest explanation for this "inverse" effect is enhanced ionization of HI in the vicinity of the QSO by ultraviolet photons from the QSO itself. Thus, the name "proximity effect" is also used. This interpretation, along with the assumptions about the spectrum of the background and the photoionization of the nearby intergalactic medium (IGM) by the QSOs, allows for a measurement of the mean intensity of the ionizing background at the Lyman limit of hydrogen (BDO), which can be compared to estimates of the integrated emission from QSOs.
BDO find that J(ν 0 ) is approximately constant over a redshift range 1.7 < z < 3.8. Expressing J(ν 0 ) as J −21 × 10 −21 ergs s −1 cm −2 Hz −1 sr −1 , these authors find J −21 ≈ 1. Their best fit form for the dependence of J(ν 0 ) on redshift rules out a luminosity dependent cutoff in the QSO luminosity function (BWLM; Schmidt, Schneider, & Gunn 1986) . Several other authors have carried out this analysis on other data sets (LWT, Kulkarni & Fall 1993 , hereafter KF93, B94, Williger et al. 1994 , Cristiani et al, 1995 , Giallongo et al. 1996 .) LWT found J −21 ≈ 1 for 1.7 < z < 3.8; and B94 found a value consistent with this, J −21 ≈ 3 for 1.6 < z < 4.1. Srianand & Khare (1996) compile a sample of 69 QSOs from the literature (54 from B94) and obtain J −21 ≈ 6 for 1.7 < z < 4.1. Williger et al. (1994) find a lower value, J −21 ≈ 0.1 − 0.3 for z ∼4.2 from a single z=4.5 QSO; and Giallongo et al. (1996) find J −21 ≈ 0.5 for 2.8 < z < 4.1, based on high resolution spectra of six QSOs. KF93 re-express the BDO formalism using maximum likelihood techniques and use this to derive J(ν 0 ) ≈ 6 × 10 −24 ergs s −1 cm −2 Hz −1 sr −1 for z ≈ 0.5 from the sample of Bahcall et al. (1993) .
In this paper, a homogeneous sample of QSO spectra is used to measure the mean intensity of the ionizing background via the standard proximity effect analysis and the maximum likelihood analysis of KF93. We have presented new Lyman α forest data for 39 objects with 1.9 < z em < 2.5 in Paper I; and supplemented this sample with 59 objects from the literature, and one QSO from the Hamburg/CfA Bright Quasar Survey (Dobrzycki, Engels, & Hagen 1999) . The spectra comprising our dataset are of moderate resolution, ∼1Å FWHM; but this is not a disadvantage, as this analysis requires good absorption line statistics and therefore many QSO sight lines. This is difficult to achieve at high resolution, the major reason for using a large set of moderate resolution spectra such as this one.
A major uncertainty in the proximity effect analysis is in the systemic redshifts of the QSOs. Redshifts measured from low ionization permitted lines (e.g. Balmer lines or Mg II) or forbidden lines (e.g. [OIII] λλ4959,5007) lines have been shown to be redshifted with respect to Lyα and C IV emission by up to ≈250 km s −1 (Boroson & Green 1992 , Laor et al. 1995 . B94 found that increasing the values of the QSO redshifts by 1000 km s −1 caused the best fit value of J −21 to be decreased by a factor of 3. We therefore obtained emission line spectra for several objects in our sample in order to examine redshift differences between Lyα and [OIII] λλ4959,5007, Mg II or Balmer emission. We investigate the effect of these shifts on the value of J(ν 0 ) derived.
In Section 2 the spectra used to measure Lyman limit fluxes for some of our sample objects and spectra used to perform systemic redshift measurements of several QSOs in our sample are presented. In Section 3 the techniques used to measure the mean intensity of the HI ionizing background at the Lyman limit are discussed, which includes discussions of the QSO systemic redshifts in Section 3.5 and the HI ionization rate measurements in Section 3.6. In Section 4 we present Lyman α forest simulations and investigate curve-of-growth effects in the proximity effect analysis. Section 5 is a summary and discussion of our results and the possible systematic effects entering into our analysis.
Throughout this paper, we assume values of 75 km s
Mpc −1 for H 0 and 0.5 for q 0 .
2. DATA
Spectrophotometry
Spectrophotometry of 12 sample objects in the spectral region between Lyα and C IV emission was obtained at the Steward Observatory (SO) Bok Telescope with the Boller and Chivens (B&C) Spectrograph and the 1200 × 800 CCD on the nights of September 22, 1992 , November 29, 1994 , and March 28, 1995 . Observations were made with a 400 l mm −1 grating with λ b =4889Å in the first order and a 4.5 ′′ slit. Spectrophotometry of the object 1422+231 was obtained at the SO B&C using a 600 l mm −1 grating with λ b =6681Å in the first order and a 1.5 ′′ slit on April 22, 1996; and the object 1603+383 was observed by A.D. as part of the Hamburg/CfA Bright Quasar Survey on July 4, 1995 with the Fred Lawrence Whipple Observatory 1.5-meter Tillinghast telescope and FAST spectrograph, using a 300 l mm −1 grating with λ b =4750 in the first order and a 3 ′′ slit. See Table 1 for a summary.
All observations except those of 1422+231 and 1603+383 were made with the slit set at the parallactic angle. This should not seriously effect the spectrophotometry of 1603+383 as it was observed at a small airmass. Additionally, however, the observation of 1422+231 was made with a slit width that is somewhat small for optimal spectrophotometry. In any case, as discussed further below, both 1422+231 and 1603+383 are excluded from the proximity effect analysis due to the fact that 1422+231 is a gravitational lens and the presence of associated absorption in the spectrum of 1603+383. Any small errors in the spectrophotometry of the 74 objects used in the proximity effect analysis should not significantly bias the results of this work.
Object spectra were bias corrected and extracted using standard IRAF packages using He-Ne-Ar and quartz calibration exposures taken at each telescope position to perform the wavelength calibration and to correct for pixelto-pixel variations, respectively. The data were then flux calibrated using standard star exposures. The column density of Galactic neutral hydrogen along the line of sight to each object was found using the program COLDEN, made available by J. M c Dowell; and the spectra were corrected for the Galactic reddening calculated from the relation N HI /E(B − V ) = 4.8 × 10 21 atoms cm −2 magnitude −1 (Bohlin et al. 1978) . The spectra and the power law continuum fits are shown in Figure 1 .
QSO Systemic Redshifts
For the present absorption line sample, the QSO narrow emission lines discussed above all lie redward of ∼7600Å, and into the near infrared. Spectra of four objects in this sample were obtained at the MMT with the infrared spec-trometer FSpec (Williams et al. 1993 ) on May 20, 1994 and April 1, 1996 (1408+009, and 1435+638) using a 75 l mm −1 grating and a 1.2 ′′ slit giving a resolution of ∼34Å in the K band. A series of exposures of each object was taken. Between each exposure, the object was moved along the slit. The total integration time is listed in Table 2 . One object, 0836+710, was observed on March 28, 1995 with the B&C, the 1200x800 CCD, a 300 l mm −1 grating with λ b =6693Å in the first order, and a 4.5 ′′ slit. Infrared spectra of eight objects in this sample, 0000-263, 0014+813, 0636+680, 0956+122, 1159+124, 1208+101, 2126-158, were obtained using FSpec, OSIRIS on the Cerro Tololo Inter-American Observatory 4 m telescope, and CRSP on the Kitt Peak National Observatory 4 m telescope (Kuhn 1996) . A summary of these observations is given in Table 2 and the spectra are displayed in Figure 2 .
Spectrophotometry
In order to perform the proximity effect analysis, the flux of each QSO at the Lyman limit is needed. The spectrophotometry data discussed above was used for this purpose. A power law of the form f ν ∼ ν −α was fit to the continua of these objects. The straight line fit to log(f ν ) vs. log(ν) was done using a robust estimation technique; and emission lines found by visually inspecting the spectrum were excluded from the points used in the fit. The measured flux at 1450Å and the value of α derived from this fit were used to determine the flux at 912Å. For the objects we did not observe, we proceed as follows. If a flux measurement at a rest UV wavelength other than 912Å exists along with a published spectral index, we use these to extrapolate to the Lyman limit. If no spectral index is available, we use the value of 0.46 (Francis 1996) . The object 2134+004 has a variable continuum (Perez et al. 1989 , Corbin 1992 . Therefore, although we have spectrophotometry from our own observations of this object, we take the flux measurement of these authors from their averaged spectrum produced from observations made over several months. We use this with the spectral index we derive to extrapolate to 912Å.
If no rest UV spectrophotometry of an object exists, we estimate f ν at 5500Å (observed) from the V magnitude given in Table 1 of Paper I with an extinction correction applied. The extinction correction was calculated using the column density of neutral hydrogen from COLDEN and the Seaton (1979) re-normalization of the composite UV-optical reddening curve of Nandy et al. (1975, and references therein) . A rest-frame composite QSO spectrum (Zheng et al. 1997 ) with an arbitrary flux scale was redshifted by the appropriate amount for each object. The flux in the V filter was calculated by convolving this spectrum with the V filter transmission as a function of wavelength. A scaling factor was calculated so that when the redshifted QSO composite spectrum was multiplied by this factor, the resulting magnitude matched the magnitude listed in Table 1 of Paper I. The flux at 1450Å was then taken from this scaled spectrum and this flux was extrapolated to the Lyman limit using the spectral index given in Table 3 . A zero point flux density for the V filter of 3.81 × 10 −20 ergs s −1 cm −2 Hz −1 ) was used.
The asterisks in Table 3 mark QSOs which are known lenses or which show associated absorption in their spectra. Associated absorption is defined to be any Lyman α absorption within ∼5000 km s −1 of the QSO redshift which also shows metal lines. (See Paper I for a description of the metal line systems identified in each QSO spectrum.) These objects were excluded from the proximity effect analysis on the grounds that gas associated with the QSO or QSO host galaxy is not part of the general intergalactic medium and bulk motions within this gas may skew the results. The spectrophotometric properties adopted for the 59 QSOs from the literature are listed in The first method we use to demonstrate the proximity effect is to compare the number of lines predicted if there was no effect from the equation
with the number of lines counted in the spectrum as a function of distance from the QSO,
The number of lines predicted is found by integrating Equ. 1,
The bins in luminosity distance from the QSO are defined according to the relation,
We use h = 0.75. Figure 3 plots the distribution in z and Lyman limit luminosity of the QSOs in our sample. The dataset was divided into low luminosity and high luminosity subsamples at log[L(ν 0 )]=31.1, such that there were equal numbers of objects in each subsample. The Lyman limit luminosity of each object was calculated according to the expression
where the luminosity distance to the QSO, d L is given by
for q 0 > 0. In this paper, we use a value of 0.5 for q 0 . Figure 4 plots the fractional deficit of lines, (N pred − N obs )/N pred , for the total sample and the high and low luminosity subsamples. For the total sample, a 5.5σ deficit of lines is found in the 0-1.5 h −1 Mpc bin. The low luminosity subsample shows a deficit of lower significance (3.6σ) than the high luminosity subsample (4.6σ). These deficits are expected for a proximity effect caused by enhanced ionization of HI from the QSO flux; and the marginally higher significance for high luminosity objects further suggests that this picture is legitimate.
Photoionization Model
We follow the formalism outlined in BDO to calculate a value of the mean intensity of the ionizing background in the redshift range 1.7 < z < 3.4. The column density of a Lyα absorber in the immediate vicinity of a QSO will be modified from the value that it would have if the QSO were not present. The amount by which the column density of HI will be reduced due to ionization by UV photons from the QSO is given by
where N is the observed column density of the absorber, and N 0 is the column density that the absorber would have if the QSO were absent. The column density distribution of the general Lyα absorber population was been shown to follow a power law over several orders of magnitude in column density,
which, for a fixed limiting column density, N thr , (corresponding to the limiting rest equivalent width) can be integrated to give the total number of lines with column densities equal to or larger than the limiting value,
Thus, a proximity effectcorrected redshift distribution for a fixed rest equivalent width threshold can be derived:
where ω represents a flux-scaled distance of each cloud from the QSO
Here, F Q (ν 0 ) is the Lyman limit flux density due to the QSO at the position of a given absorber,
where r L is the luminosity distance between the QSO and the absorber. We remove the dominant dependence of the line density on redshift by introducing a coevolving coordinate, X γ , given by
If no proximity effect existed, the number of lines per coevolving coordinate would be expressed as
In this analysis, we use a value for β of 1.46 from of Hu et al. (1995) based upon high S/N, high resolution spectra of four QSOs at z ≈ 3, consistent with the value of 1.4 found by Dobrzycki & Bechtold (1996) , hereafter DB96, from simulations of Lyα forest spectra in QSOs at z ≈ 3. The value of this parameter is an important factor in the ionization model. B94 found that changing the adopted value of β from 1.7 to 1.4 caused the derived value of J −21 to decrease by a factor of ∼3. Giallongo et al. (1996) find that a double power law provides a better fit to the observed column density distribution in their high resolution spectra than a single power law. The form of their double power law consists of a break at N HI = 10 14 cm −2 and values of β above and below this break of 1.8 and 1.4 respectively. For this analysis, however, we will use a single power law, as the data of Hu et al. (1995) do not require the double power law form.
The procedure consists of assuming a form for J(ν 0 ) as a function of z, dividing the lines into the appropriate ω bins, and finding the parameters of the assumed form of J(ν 0 ) that gives the lowest χ 2 between the binned data and the ionization model. Since no work to date has shown that J(ν 0 ) evolves significantly with redshift over the range of our sample objects, we will treat the case that J(ν 0 ) is constant over the redshift range of the data. Table 4 and are discussed in more detail in Section 5.
Maximum Likelihood Analysis
In addition to the standard BDO analysis, we also used a maximum likelihood method outlined by KF93 to measure the extragalactic ionizing background in a manner that avoids binning of the data. One constructs a likelihood function of the form
where the subscripts a and Q refer to absorbers and QSOs and where f (N, z) is the standard equation for the distribution of Lyman α absorbers in column density and redshift,
The parameter ω is defined as above, but here, the normalization in terms of A 0 in Equation 1 is given by
With the exception of the case in which a variable threshold is used, N min for each QSO is the column density which, according to the curve-ofgrowth adopted (see KF93), corresponds to an equivalent width of 0.32Å, 2.62 × 10 14 cm −2 . Instead of using the method outlined by KF93 whereby the parameters A,β,γ, and J(ν 0 ) are all found by minimizing -ln(L) where L is given by the likelihood function above, we chose to take the parameter γ from a separate maximum likelihood solution to Equation 1 (see Paper I.) Since our spectra are more highly blended than the low redshift data used by KF93, we choose not to determine β directly from our data using line equivalent widths and the curve-of-growth and instead adopt a value found from high resolution spectra. As described in the previous section, we take β to be 1.46 and solve for A by requiring f (N,z) to give the observed number of lines in the regions of the QSO spectra unaffected by the proximity effect.
We ran two tests on this set of algorithms. The first of these was to attempt to reproduce the results of KF93 with the dataset they used from Bahcall et al. (1993) . Next, we used a high redshift subsample of our complete dataset, the DB96 sample, to compare the results of the maximum likelihood analysis and the BDO analysis to each other and to independent checks on these values (B94, Giallongo et al. 1996) .
We were able to reproduce the results of KF93. Using their Sample 2, the Bahcall et al. (1993) The software we used for the maximum likelihood analysis uses all regions of the QSO spectra between z min , specified by the spectral coverage or by Lyβ emission, and z max , specified by Lyα emission. Though it does not count lines associated with identified metal line systems, it does not exclude the regions of the spectrum where these lines lie. To ensure that this does not have a significant effect on our resultant solution for the background, we tested a program that does exclude regions of the spectra in the same way that our BDO-style software does. The change in the result was indeed insignificant; but taking these excluded spectral regions into account and binning the data in the same way the BDO-style software does brings the maximum likelihood and the BDO method results into excellent agreement. Figure 7 plots the log of the ratio of the likelihood function to the maximum value versus log[J(ν 0 )]; and Figure 8 plots the coevolving number distribution of Lyα lines with respect to ω just as in Figure 6 . The results of this analysis are also summarized in Table 4 and discussed further in Section 5.
Systemic QSO Redshifts
One of the major uncertainties in the proximity effect analysis is in the systemic redshifts of the QSOs. If the true redshift of a QSO is higher than the value used in the analysis, any given cloud is further away from the QSO than assumed. Hence, the influence of the QSO at this cloud is less than inferred and the value of J(ν 0 ) in reality is lower than the one derived.
For the data presented in Figure 2 , an average of several cursor settings at the peak of the emission line was used to determine the line centers. More detailed fits were not done as our purpose lies mainly in determining if any gross shifts between Lyα and the Balmer lines/[OIII]/Mg II exist for our data; but we found no significant difference between this method and making Gaussian fits to the upper 50% of the emission line profiles.
Lyα redshifts were measured from the absorption line spectra when the entire Lyα profile was observed, in the same way as was done for the Balmer, [OIII] , and Mg II lines. Table 5 lists the adopted best redshift value for each emission line for each object supplementing our measurements with measurements from the literature. Laor et al. (1994) and Laor et al. (1995) found, from a sample of 13 QSO spectra from the Faint Object Spectrograph on Hubble Space Telescope between redshifts of z ∼ 0.16 and z ∼ 2.0, average velocity shifts between [OIII] λ5007 and Lyα, Mg II, and Hβ of 200 ± 150 km s −1 , −85 ± 130 km s −1 , and −75 ± 110 km s −1 , respectively. This agrees with the Corbin & Boroson (1996) et al. (1999b) with ours gives a Lyα blueshift of 418 ± 920 km s −1 with respect to [OIII] . As has been noted in previous work, the standard error in the mean velocity shifts is quite large, on the order of or exceeding the value of the shift itself. We estimate that the wavelength calibration errors in our data contribute a ∼10-30 km s −1 error in the derived redshifts; and the spread in different redshift measurements of the same species (e.g. Balmer lines or [OIII] λ4959 and λ5007) for the same object is typically 100-200 km s −1 . The observed spreads in the velocity differences of the Lyα, Mg II, and Balmer emission lines with respect to the QSO systemic redshifts are much larger than this, indicating that it is intrinsic to the QSO population. Figure 9 shows histograms of the emission line redshift differences between [OIII] and Lyα, [OIII] and Mg II, and [OIII] and Balmer lines. Our results are plotted with those of Laor et al. (1995) and of Nishihara et al. (1997) . Our sample shows no well-defined mean [OIII]-Balmer shift, just a large scatter in the measurements included. Our sample also shows a large range of [OIII]-Lyα and [OIII]-Mg II shifts with no well-defined mean value. Nonetheless, the mean trend is that the [OIII]-Lyα shift is different from zero by 1.4σ for our data, less than the 3.5σ significance found by Laor et al. (1995) . The [OIII]-Balmer line shifts for both our data set and for our data combined with that of Nishihara et al. (1997) are more significant, 2.7σ and 2.8σ respectively. The [OIII]-Mg II shift is consistent with zero in a mean sense, but with large scatter. Thus, though better statistics are desirable, it seems that for these high redshift and relatively high luminosity objects, Balmer lines are not good indicators of the QSO systemic redshift. For the purposes of this study therefore, we treat only the redshifts found from [OIII] λ5007 for 19 objects in our sample and Mg II for 16 objects in our sample as systemic QSO redshifts.
The HI Ionization Rate
The HI ionization rate due to a source of UV flux is formally given by the equation:
The calculations of the mean intensity of the ionizing background to date have made a critical assumption, namely that the spectrum of the background and the spectra of the individual QSOs are identical. This allows the expression ω = Γ Q /Γ bg to reduce to the ratio of the Lyman limit flux density of the QSO, J Q (ν 0 ), to that of the background, J bg (ν 0 ), for each line (BDO). Since the IGM reprocesses the radiation emitted from QSOs, this is not strictly true (Miralda-Escudé & Ostriker 1990 , Madau 1991 , Meiksin & Madau 1993 , Haardt & Madau 1996 , Fardal et al. 1998 . Furthermore, the value of Γ bg is of particular interest as it can be used to infer the value of Ω b by comparing the distribution of flux decrements in high resolution QSO spectra to Lyman α forest simulations (Rauch et al. 1997 ). Therefore, we repeat the standard BDO analysis without making this assumption, ie. using ω = Γ Q /Γ bg and solving for the HI ionization rate from the metagalactic background radiation. The ionization rate for each QSO was calculated using Equation 16, where σ HI (ν) = 6.3 × 10 −18 ( ν0 ν ) 3 cm 2 and where
is the same value used in the standard analysis used to solve for J bg (ν 0 ), and α is given in Table 3 . For some objects, no α listed in this table and a value of 0.46 was used, as described in Section 3.1. As before, the best value will be the one that gives the lowest χ 2 between the model with β=1.46 and the binned data. We use the narrow line redshifts for each QSO discussed above and add 400 km s −1 to each QSO redshift measured from the Lyman α emission line. Haardt & Madau (1996) present a Gaussian fit to their model for the evolution of Γ with redshift,
that agrees with their detailed model for the background to within 10% over the range 0 < z < 5. The best fit parameters they derive for q 0 =0.5 are A=6.7 × 10 −13 s −1 , B=0.43, z c =2.30, and S=1.95. Fardal et al. (1998) Pei (1995) respectively. Incorporating this expression for Γ(z) with these three different sets of parameters into the BDO style analysis allows us to determine which of these models fits our data best. The results are listed in Table 6 and are discussed in greater depth below in Section 5.
SIMULATIONS AND THE CURVE OF GROWTH
Simulated Lyman α forest spectra for the DB96 sample only were produced using the software described in that paper. The simulation input γ was changed slightly to reflect the maximum likelihood value found by the software used in the analysis described in Paper I. The normalization was chosen to give matching amounts of total absorption in the real and simulated spectra. The parameters used were γ = 2.069, A 0 = 4.835, β = 1.46, log(N HImin were input and the analyses described above were used to recover that J(ν 0 ). Two examples of the simulated spectra are shown in Figure 10 .
The analysis considers all lines above a fixed equivalent width threshold of 0.32Å. Thus, as the column densities of lines are modified by the QSO flux from their expected values in the absence of the proximity effect, the equivalent widths of the lines will change according to the curve-ofgrowth. If a line is saturated, changing its column density will have little effect on its equivalent width, since it lies on the flat part of the curve-of-growth where W ∝ log(N ). This will mean that for a given equivalent width cutoff in the data, this line will not drop out of the sample as the proximity effect is turned on in the simulations. Since the line deficit will be less than expected for a given input value of J(ν 0 ), the proximity effect will appear less pronounced and the true J(ν 0 ) will be overestimated. We found this to be the case from our simulations. As Figure 11 illustrates and Table 7 summarizes, though the values of J(ν 0 ) recovered from the simulated data were usually consistent with the input values within the 1σ confidence limits, they were systematically larger than the input values by up to a factor of 3. The largest input values of log[J(ν 0 )], -19.0 and -20.0, give the largest discrepancy between this input value and the log[J(ν 0 )] recovered from the BDO analysis performed on the simulated spectra. The smallest input value of log[J(ν 0 )], -23.0, gives the smallest discrepancy between the input and recovered values. However, the 1σ confidence limits on this fit are also relatively small, making it the only trial which does not recover the input log[J(ν 0 )] to within those limits.
To demonstrate the effect, Figure 12 compares the simulated line equivalent widths with and without the proximity effect included. The column density of each line from the simulated spectra line lists with no proximity effect were modified according to equations 7 and 10. Figures  12(a-e) plot the nonproximity effect rest equivalent width W no−P E versus the ratio of the proximity effect and nonproximity effect equivalent widths, W P E /W no−P E . The solid line delineates the detection threshold for the lines in the list for which the proximity effect is included, W P E = 0.32Å. Absorption lines that fall above this line were not removed from the sample when the proximity effect was turned on, while those below it disappeared. For a given set of QSOs with fixed Lyman limit lumosities, such as this one, the proximity effect signature in their spectra will become less pronounced as the ambient UV background increases. Therefore, as log[J(ν 0 )] increases from -23.0 to -19.0, the magnitude of the proximity effect decreases, and the proximity effect line list differs less and less from the nonproximity effect line list. Table 4 lists the best fit values of J(ν 0 ) found for various subsamples of this dataset using both the canonical BDO and the maximum likelihood methods. For the BDO method, the 1σ confidence limits are found from a ∆χ As the results in Table 4 demonstrate, using narrow line redshifts for 35 of the 74 QSOs for which they have been directly measured and Lyα redshifts for the rest does not change the result. However, when 400 km s −1 is added to the Lyα redshifts of the objects with no measured narrow line redshift, a value for log[J(ν 0 )] of -21.15 is found using the maximum likelihood method. Recall that the mean blueshift of Lyα with respect to [OIII] for the 19 objects in this paper with [OIII] λ5007 measurements was found to be ∼400 km s −1 . This decrease in the mean intensity of the background derived when larger QSO redshifts are used is to be expected. (cf. Section 3.5) Because this measurement of the background accounts for the systematic blueshift of the Lyα emission line with respect to the systemic redshift of each QSO, we consider it to be our best estimate for the mean intensity of the background at the Lyman limit.
RESULTS AND DISCUSSION
These measurements have been made, however, using a photoionization model with somewhat unrealistic assumptions, particularly that Lyα absorbers are isothermal and are composed of pure hydrogen. For clouds with a primordial He abundance and which are in thermal and ionization equilibrium, Using CLOUDY to model the ionization state of absorbers with a metal adundance of 10 −2 solar , Tytler & Fan 1994 as a function of ω, we find that the neutral fraction, χ, is proportional to (1+ω) −1.21 . This implies that
In this scenario, the optimal value found for log[J(ν 0 )] is -21.10
−0.28 . This value is marginally larger than the value discussed above, found under the assumption of absorbers composed of pure hydrogen; but it is not significantly different, so we conclude that the absence of metals in the BDO model has not drastically affected our measurement of the background.
It is worth noting that 16 objects in our sample of objects with no associated absorption show evidence for damped Lyα absorption: 0058+019, 0100+130, 0334-204, 0913+072, 0938+119, 0952+338, 0955+472, 1009+299, 1017+280, 1215+333, 1247+267, 1548+092, 1946+770, 2126-158, 2233+131, and 2320+079. The dust in these systems could cause the intrinsic QSO fluxes to be underestimated. This in turn can cause log[J(ν 0 )] to be underestimated by up to a factor of 3, in addition to the sources of error discussed above (Srianand & Khare 1996) . Only six of these objects, 0334-204, 0938+119, 0955+472, 1215+333, 2126-158, and 2233+131, appear in our low luminosity subsample, suggesting that this subsample is not preferentially heavily dust-obscured. Nevertheless, the BDO analysis was performed on all 16 objects exhibiting damped Lyα systems; and found the best fit value for log[J(ν 0 )] to be -21.45
+0.40
−0.53 , a factor of 1.9 +8.1 −1.6 lower than the value obtained for the sample as a whole. This does not allow us to say anything significant about the presence or absence of dust, so we will neglect its influence.
Dividing our line sample into subsamples of high (z > 2.5) and low (z < 2.5) redshift lines, we find marginal evidence for evolution in the intensity of the background, namely that the maximum likelihood background intensity is lower by a factor of about 1.9 +3.9 −1.4 at lower redshift. The BDO results corroborate this, but with larger uncertainties. The factor by which J(ν 0 ) is found to be lower at lower redshifts is 2.5 +27.7 −2.2 . Gravitational lensing could mimic a trend with redshift with about the same order of magnitude, if the high redshift subsample contains a significant number of unknown lenses. However, Figure 3 suggests little if any trend for high luminosity objects to exist at high redshifts in our sample; and the results of Section 3.2 indicate that the high luminosity objects do show a somewhat stronger proximity effect despite the fact that the measured background at high redshift appears to be higher. No other studies have found this evidence of redshift evolution in the background, so we regard it as tentative; and note that it will be interesting to see in future work if this trend can be shown to be real and if it extends smoothly to the low values of J(ν 0 ) found at redshifts less than 1.5.
Since we find high luminosity objects do not exist preferentially at high redshift in our sample, a simple test can be done to determine whether or not there is a significant number of lensed objects in our sample. If the high luminosity QSOs are indeed intrinsically more luminous, and the proximity effect is a purely photoionization-driven phenomenon, these objects should show a more prominent proximity effect. The results of Section 3.2 suggest this is the case. However, in the analysis, this larger line deficit is normalized to the higher Lyman limit luminosities of this subsample. Therefore, one expects these objects, when analyzed as a separate subsample, to yield a value of J(ν 0 ) that is consistent with that found for low luminosity objects if the values of the QSO fluxes are not in error due to lensing. If the high luminosity QSOs, or a subset of them, are lensed objects, then they are not necessarily intrinsically more luminous than the low luminosity QSOs. In this case, the influence of the lensed objects on the surrounding IGM will be overestimated and given the observed line deficit, the background will also be overestimated. Table 4 lists the results obtained for the high and low luminosity subsamples of our data set. The values obtained for these subsamples are equal within the uncertainties. This is consistent with there being no significant effects from gravitational lensing in our sample.
HI Ionization Rate
We tested a range of values for Γ, the HI ionization rate, using our data. The constant value found to fit the data the best is 1.9 +1.2 −1.0 × 10 −12 s −1 . This value is in reasonable agreement with that predicted by the QSOdominated model of Haardt & Madau (1996) at this redshift, 1.0 × 10 −12 s −1 (q 0 =0.5). Using Equation 16 and
−α , and assuming global QSO spectral indicies of 0, 1.5, and 2, the ionization rate found from our data corresponds to log[J(ν 0 )]= -21.34, -21.17, and -21.12, respectively.
The parameter set (A, B, z c , S) found to give the best fit to the data is that of Fardal et al. (1998) for the Q2 luminosity function (1.2 × 10 −12 s −1 , 0.58, 2.38, 2.77) which, for a redshift of 2.9 yields an ionization rate of 2.7 × 10 −12 s −1 , in good agreement with our solution, and within a factor of ∼3 of the Haardt & Madau result. Thus, we conclude that a significant contribution to the ionizing background from stellar UV emission is not required at this redshift.
Curve-of-Growth and Other Systematics
On the basis of a curve-of-growth argument, one might expect that weak lines would show a more prominent proximity effect than strong lines. We have compared the results obtained for a constant equivalent width threshold of 0.32Å with that obtained for lines with 0.16Å < W < 0.32Å. Instead of finding a more pronounced proximity effect for the weak lines, we find a less significant deficit of lines within 1.5 h −1 Mpc of the QSOs. This deficit is 4.0σ, versus 5.5σ for lines with W > 0.32Å. As Table 4 lists, the value of log[J(ν 0 )] recovered from these weak lines is correspondingly higher than that found using strong lines, -20.45 +0.37 −0.90 versus -21.15 +0.17 −0.43 . Cooke et al. (1997) point out that this could be the result of a higher degree of blending of weaker lines compared to strong ones in crowded spectral regions. The background flux measurement will be an overestimate because blending will cause fewer individual lines to be resolved further from the QSO. Because the reduction in line density near the QSO will work to reduce line blending, the overall effect of line blending will be to suppress the true magnitude of the proximity effect causing J(ν 0 ) to be overestimated, by a factor of 4.5 in this case. It is difficult to ascertain whether this effect is as strong for lines with W > 0.32Å or whether the curveof-growth effect discussed in Section 4 which also causes J(ν 0 ) to be overestimated, is more important. We expect that for lines with W > 0.32Å, the effects of blending are reduced somewhat, while the curve-of-growth effects will remain a factor.
We have addressed many of the systematics which could possibly have affected our analysis. A treatment of the QSO systemic redshifts was integrated directly into our analysis and was found to influence the J(ν 0 ) found by up to a factor of ∼2. Other effects, such as the influences of metals and dust, which can cause J(ν 0 ) to be underestimated, and the influences of lensing, line blending, and curve-of-growth effects, which can cause J(ν 0 ) to be overestimated, were treated after the fact in an attempt to understand the magnitude of their effects on the value of J(ν 0 ) derived. The CLOUDY simulations discussed above indicate that allowing for an absorber metal abundance of 10 −2 solar has little effect on the value of J(ν 0 ) found from the data. Dust in intervening absorption systems may have affected our result. Though we were unable to quantify this effect with high confidence, it could be on the order of a factor of 2. We assert that QSO flux amplification due to lensing has not significantly biassed our result; and we attempt to minimize the effect of blending discussed above by using only lines with W > 0.32Å. Our result may be susceptible to the curve-of-growth effect we addressed through the simulations in Section 4. In those simulations, we found that the discrepancy between in the input and recovered values of J(ν 0 ) depended upong the input value of J(ν 0 ) itself. The magnitude of the discrepancy corresponding to the J(ν 0 ) we found from the data was a factor of ∼2. We therefore suspect that if our result, log[J(ν 0 )]=-21.15
+0.17
−0.43 , is systematically biased in any way, it is an overestimate of the true background and could be in error by up to a factor of 2; though this could be balanced somewhat by systematic error due to dust, which works in the opposite direction.
Comparison with Previous Measurements
Our value for J(ν 0 ) agrees well with other measurements at similar redshift, with the exception of those of B94 and Fernández-Soto et al. (1995) who both derive values four times larger than our best value for J(ν 0 ), ∼3 × 10 −21 ergs s −1 cm −2 Hz −1 sr −1 . The measurement of B94 does not take into account QSO systemic redshifts, but she notes that if they are blueshifted with respect to Lyα by 1000 km s −1 , this would lower the derived value of J(ν 0 ) by a factor of 3, bringing it into reasonable agreement with our result. The Fernández-Soto et al. (1995) value is de-rived from 3 QSO spectra showing a proximity effect due to foreground QSOs. These authors are not able to place an upper limit on their measurement, but our value of 7.0 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 for J(ν 0 ) is consistent with their lower limit of 1.6 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 . In fact, when these authors examine the proximity effect in a single QSO spectrum due to the background z∼2 QSO itself, they derive a value for J(ν 0 ) of 7.9 +23.
−6.0 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 , which brings their estimate into better agreement with our values for our total sample and for our low redshift subsample within their large errors. Direct measurements of the background at redshifts ∼3-3.5 have been made using long-slit spectroscopy of fields containing optically thick Lyα absorbers in efforts to detect fluorescent emission the absorbers produce from the ionizing radiation field incident upon them (Lowenthal et al. 1990 , Martínez-González et al. 1995 . Recent Keck telescope observations by Bunker et al. (1998) at 2.5 < z < 4.1 have achieved a factor of 2-10 higher sensitivity and place a firmer direct limit on the background than previous work. Their null signal in a 90-minute integration with a 3 ′ slit sets an upper limit on J(ν 0 ) of 2 × 10 Cooke et al. (1997) claim that the value for the background at z∼4 is between their value of 8.0 Table 8 lists these various measurements of J(ν 0 ) in the literature as well as the Kulkarni & Fall (1993) measurement at z∼0.5. Figure 13 also summarizes the literature measurements of J(ν 0 ) from z∼0.5 to z=4.5.
The solid curves in Figure 13 delineate the evolution of the mean background intensity as a function of redshift for global background source spectral indicies between 0 and 2, derived from the Haardt & Madau (1996) model for the HI photoionization rate as a function of redshift discussed in Section 3.6. Over 90% of our sample QSO redshifts lie within the FWHM of the Gaussian in the Haardt & Madau (1996) expression using their best fit parameters. At these redshifts, the Haardt & Madau (1996) curves in Figure 13 are turning over. Nonetheless, for comparison with previous work (B94 and references therein), we investigate a power law redshift dependence of the background intensity:
Using the BDO method, we executed a crude grid search in an attempt to constrain the power law index and normalization of this power law. Figure 14 . Fitting parabolas to the regions near the χ 2 minima in both j and log[J(ν 0 , 0)] gives the error in each parameter for both of these solutions, (5.12 ± 1.96, -23.97 ± 1.07) and (-4.16 ± 2.36, -18.76 ± 1.31). B94 found a similarly large range of acceptable solutions: −7 < j < 4 and −16.5 < log[J(ν 0 , 0)] < −23.0. The large error bars on these fits indicate that the power law fit to the data is not well-constrained, due possibly to the fact that the mean intensity of the background is turning over at the redshifts of our sample objects, as the Haardt & Madau (1996) model predicts.
Comparison with Models for the Background
Recent models of the ionizing background include not only the integrated emission from QSOs but also a variety of other physical processes such as star formation in young, high redshift galaxies and attenuation of UV photons by Lyα absorbers and Lyman limit systems (Miralda-Escudé & Ostriker 1990 , Madau 1991 , Meiksin & Madau 1993 , Haardt & Madau 1996 ,Fardal et al. 1998 ). Madau & Shull (1996) find that the production of metals in Lyα absorbers may also be a significant contributor to the UV background at z ≈ 3. Their contribution may be up to 5 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 , assuming that the bulk of the metals in the Lyman α forest did not form at z >> 3, and assuming a Lyman continuum escape fraction, f esc , from a galaxy of ∼ >0.25. They note, however, that f esc is essentially unconstrained.
Past debate about how the space density of QSOs evolves at high redshift (Koo & Kron 1988; Boyle et al. 1991; Irwin et al. 1991; Schmidt et al. 1991; Warren et al. 1994; Kennefick et al. 1995) has been clarified by recent radio surveys (Hook et al. 1995 (Hook et al. , 1998 Shaver et al. 1996) . This work has demonstrated that the space density of radio-loud QSOs decreases rapidly with redshift beyond z∼3. Since these surveys are unaffected by any presence of dust in the intervening IGM; and since they confirm the behavior seen in optically selected surveys, they indicate that the QSO population is truly declining at high redshift. Nevertheless, the discovery of QSOs with redshifts greater than 4 has brought better agreement between the values of J(ν 0 ) found via the proximity effect and the values predicted by the models with QSOs primarily contributing to the background (Madau 1992 , Meiksin & Madau 1993 , Haardt & Madau 1996 . Madau (1992) and Meiksin & Madau (1993) estimate the QSO UV background by integrating the QSO luminosity function (Boyle 1991) and including the effects of attenuation by hydrogen in the IGM. Their estimates however, 1-3 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 , are still somewhat lower than the values derived in this paper. The analysis of Haardt & Madau (1996) takes into account the effects of various atomic processes leading to the production of hydrogen-ionizing photons within Lyα absorbers and Lyman limits systems themselves. They conclude that observed QSOs can account for number of ionizing photons required by the proximity effect at z ∼ <4. These authors find a value of log[J(ν 0 )] equal to ∼-21.4 at z=3, in good agreement with the value found in this paper at similar redshifts. The solid lines in Figure 13 show the results from the Haardt & Madau (1996) model for two different values of the global background source spectral index. The lower and upper curves show the evolution of the background for indicies of 0 and 2 respectively. The literature measurements at redshifts between 1.7 and 3.6 agree well with the model predictions. The z∼0.5 measurement of Kulkarni & Fall (1993) falls below both model curves and the z=4.5 measurement of Williger et al. (1994) falls above them. Madau, Haardt, & Rees (1999) revisit the issue of the contribution of high redshift, star-forming galaxies to the ionizing background in light of recent work identifying such objects at 2 < z < 4. (Steidel et al. 1996a,b; Madau et al. 1996; Lowenthal et al. 1997 ) They calculate the critical photoionization rate necessary to reionize a non-uniform intergalactic medium as a function of redshift. This is compared to the expected contributions from QSOs and young, star-forming galaxies. There are uncertainties in estimating both of these. The QSO luminosity function at z > 4 must be extrapolated from that at lower redshifts. There is also still some debate between theory and observations, eg. of the Hubble Deep Field, on the subject of a population of low-luminosity QSOs (see Madau et al. 1999 and references therein) which could cause the QSO luminosity function to steepen with lookback time, making up for the dearth of observed objects at z > 4. The estimation of the galaxy contribution of ionizing photons is limited by poor knowledge of luminosity function of Lyman-break galaxies at z > 4 as well as by the lack of constraints upon f esc . Nevertheless, the results are intriguing. Assuming that f esc =0.5, Madau et al. (1999) find that the contribution of hydrogen-ionizing photons from star-forming galaxies z ∼ 3 could exceed that from QSOs by a factor of more than 3. However, the QSO contribution at this redshift is sufficient, according to these estimates, to ionize the IGM at this redshift. Deharveng et al. (1997) estimate a much lower f esc at z=0, less than 1%, based on the local galaxy Hα luminosity density. Furthermore, Devriendt et al. (1998) make an independent estimation of the galaxy contribution to J(ν 0 ) assuming damped Lyα systems to be the progenitors of present day galaxies. Their semi-analytic models include a treatment of not only HI absorption of Lyman limit photons in the intervening IGM, but also of HI and dust absorption in the interstellar medium of the photon-producing galaxies. Their results show that constraining f esc in this way yields a much lower contribution to the UV background from galaxies at z > 2. At z ∼ 2.5, their estimated QSO contribution to J(ν 0 ) is 3 orders of magnitude greater than that expected from galaxies. Our measurement of J(ν 0 ) is consistent with the UV background being QSO dominated in the models of both these authors and Haardt & Madau (1996) .
In the models of Madau et al. (1999) , the scenario changes at z ∼ > 3.5. At this redshift, the QSO contribution of ionizing photons falls below the critical limit needed to photoionize the IGM; and by z=5, it will fall short of the critical value by a factor of ∼4. This implies that at high redshift, the contribution from young stars may become the dominant contributor to the background, with the caveat that the space density of star-forming galaxies would have to be maintained at the level observed at z ≈ 3, and that most of their UV photons would have to be free to escape into the IGM. The Devriendt et al. (1998) models lead to the conclusion, however, that the galaxy contribution to the UV background is negligible at high redshifts.
In conclusion, the proximity effect data at present reflect that the UV background at 2 < z < 4 is QSO dominated. The discrepancies between this model at low and high redshifts (Kulkarni & Fall 1993 , Williger et al. 1994 indicate that the contribution to the background from galaxies may be of larger relative importance. We plan to undertake an analysis of the proximity effect at low redshifts from a large sample of QSO spectra taken with the Faint Object Spectrograph on the Hubble Space Telescope to place better constraints on the background at 0.5 < z < 2. Further observations of objects at z > 4 are also of particular interest to this subject. Laor et al. (1995) , dashed lines-data of Nishihara et al. (1997) Table 7 ; solid lines-simulation, dotted lines-data, scaled by the relevant value of A 0 in Table 7 Table 8 . The upper limit set by Bunker et al. (1998) at z∼3 is included. Measurements over extended redshift ranges and the errors in those measurements are indicated by boxes. The solid curves are derived from the Haardt & Madau (1996) model for the HI photoionization rate as a function of redshift for QSO spectral indicies of 0 (lower curve) and 2 (upper curve). Overall, measurements at z=2-3 agree well with one another and with the predictions of the Haardt & Madau (1996) (-4.16,-18.76 ). The solid curves are the Haardt & Madau (1996) models as shown in Figure 13 . The Haardt & Madau (1996) models are turning over at the redshift of the data, precluding a strong constraint on the parameters j and J(ν 0 , 0); but the lowest χ 2 fit extends to low redshift to match the Kulkarni & Fall (1993) measurement shown by the box, while the next lowest χ 2 fit extends to high redshift to match the Williger et al. (1994) measurement, the point at z=4.5. a QSO name; an asterisk denotes a metal line system within 5000 km s −1 of the QSO emission redshift; in the case of 1422+231, the QSO is a known lens b Galactic N HI in units of 10 20 cm −2 from program COLDEN using Stark et al. (1992) c Observed flux in µJy at the Lyman limit from reference in (g) d Observed spectral index between Lyα and C IV emission lines or in the vicinity of the flux listed in (e) from reference in (g); in general, values are based upon spectra corrected for Galactic reddening if E(B-V) ∼ > 0.03 e Observed flux in µJy at the rest wavelength indicated in parentheses from reference in (g) f Extrapolated Lyman limit flux in µJy from measured flux in (e), when available, or V magnitude given in Table 1 of Paper I.; if no observed spectral index available, value of 0.46 used (Francis 1996) g REFERENCES: (1) a (1) DB96 sample; (2) all lines, Lyα QSO redshifts; (3) all lines, using narrow line redshifts where available, Lyα redshifts otherwise; (4) all lines, narrow line redshifts where available, Lyα redshifts + 400 km s −1 otherwise; (5) high z lines, QSO redshifts as in case (4) ; (6) low z lines, QSO redshifts as in case (4); (7) lines from QSOs with damped Lyα systems only, QSO redshifts as in case (4); (8) high luminosity QSOs, QSO redshifts as in case (4); (9) low luminosity QSOs, QSO redshifts as in case (4); (10) weak lines only: 0.16Å < W < 0.32Å, QSO redshifts as in case (4) b number of Lyα forest lines in sample c Equ. 1 parameters γ and A 0 from maximum likelihood fit to data; when the method listed is ML, the normalization listed is equal to A 0 (N lim /N 0 ) β−1 (β − 1) −1 (see text,Paper I) d BDO- Bajtlik, Duncan, & Ostriker (1988) , ML-maximum likelihood, see Kulkarni & Fall (1993) e Best fit value of log[(J(ν 0 )] in units of ergs s −1 cm −2 Hz −1 sr −1 f χ 2 of data vs. the ionization model used g number of points used to calculated χ 2 h χ 2 probability for the ionization model used Haardt & Madau (1996) ; (2) Fardal et al. (1998) b χ 2 of data vs. the BDO ionization model c χ 2 probability for the BDO ionization model Kulkarni & Fall 1993; (2) Fernández-Soto et al. 1995; (3) Giallongo et al. 1993; (4) Cristiani et al. 1995; (5) BDO: (6) LWT; (7) B94; (8) Giallongo et al. 1996; (9) this paper; (10) Cooke et al. 1997; (11) Williger et al. (1994) b measured from the proximity effect to due a foreground QSO; not able to set an upper limit
