Abstract: Some new bounds for the minimum eigenvalue of M -matrices are obtained. These inequalities improve existing results, and the estimating formulas are easier to calculate since they only depend on the entries of matrices. Finally, some examples are also given to show that the bounds are better than some previous results.
Introduction
Let C n n (R n n ) denote the set of all n n complex (real) matrices, A D .a ij / 2 C n n , N D f1; 2; : : : ; ng. We write A 0 if all a ij 0.i; j 2 N /. A is called nonnegative if A 0. Let Z n denote the class of all n n real matrices all of whose off-diagonal entries are nonpositive. A matrix A is called an M -matrix [1] if A 2 Z n and the inverse of A, denoted by A 1 , is nonnegative. M n will be used to denote the set of all n n M -matrices. .a ij b ij / 2 R n n .
An n n matrix A is said to be reducible if there exists a permutation matrix P such that
where A 11 , A 22 are square matrices of order at least one. We call A irreducible if it is not reducible. Note that any nonzero 1 1 matrix is irreducible. A matrix A D .a ij / 2 C n n is called a weakly chained diagonally dominant M -matrix [4] if A satisfies the following conditions: (i) For all i; j 2 N with i ¤ j , a ij Ä 0 and a i i > 0;
Estimating the bounds for the minimum eigenvalue .A/ of an M -matrix A is an interesting subject in matrix theory, and has important applications in many practical problems [4] [5] [6] 
where
Subsequently, Tian et al. [7] provided a lower bound for .A/ by using the spectral radius of the Jacobi iterative matrix
Recently, Li et al. [8] improved (2) and gave the following result:
In this paper, we continue to research the problems mentioned above. For M -matrix B, we establish some new inequalities on the bounds for .B/. Finally, some examples are given to illustrate our results. For convenience, we employ the following notation throughout. Let A D .a ij / be an n n matrix. For i; j; k 2 N , i ¤ j , denote
Main results
In this section, we present our main results. Firstly, we give some notation and lemmas.
). Let A 2 C n n , and let x 1 ; x 2 ; : : : ; x n be positive real numbers. Then all the eigenvalues of A lie in the region [
Let A 2 C n n , and let x 1 ; x 2 ; ; x n be positive real numbers. Then all the eigenvalues of A lie in the region
). Let A; B 2 R n n , and let X; Y 2 R n n be diagonal matrices. Then
Then there exists a positive diagonal matrix X such that X 1 AX is a strictly diagonally dominant M -matrix.
Lemma 2.5. Let A D .a ij / 2 R n n be a strictly diagonally dominant matrix and let
Proof. This proof is similar to the one of Lemma 2.2 in [10] .
Proof. It is evident that the result holds with equality for n D 1. We next assume that n 2.
.1/ First, we assume that A and B are irreducible matrices. Since B is an M -matrix, by Lemma 2.4, there exists a positive diagonal matrix X , such that X 1 BX is a strictly row diagonally dominant M -matrix, and
Hence, for convenience and without loss of generality, we assume that B is a strictly diagonally dominant matrix. On the other hand, since A is irreducible and so is J A T . Then there exists a positive vector 
From Lemma 2.3, we have
Thus, we obtain .
Therefore,
i.e.,
.2/ Now, assume that one of A and B is reducible. It is well known that a matrix in Z n is a nonsingular M -matrix if and only if all its leading principal minors are positive .see OE1/. If we denote by T D .t ij / the n n monomial matrix with t 12 D t 23 D : : : D t n 1;n D t n1 D 1, the remaining t ij zero, then both A "T and B C "T are irreducible matrices for any chosen positive real number ", sufficiently small such that all the leading principal minors of B C "T are positive. Now, we substitute A "T and B C "T for A and B, respectively, in the previous case, and then letting " ! 0, the result follows by continuity.
Proof. Let all entries of A in (4) be 1. Then a i i D 1.8i 2 N /, .J A / D n 1. Therefore, by (4), we have
The proof is completed.
Proof. It is evident that the result holds with equality for n D 1. We next assume that n 2. For convenience and without loss of generality, we assume that B is a strictly row diagonally dominant matrix.
(i) First, we assume that A and B are irreducible matrices. Since A is irreducible and so is J A T . Then there exists a positive vector y D . 
Note that
Hence, we obtain Ä 1 2 a i 0 i 0ˇi0 i 0 C a j 0 j 0ˇj0 j 0 C i 0 j 0 ;
(ii) Now, assume that one of A and B is reducible. We substitute A "T and B C "T for A and B, respectively, in the previous case (as in the proof of Theorem 2.6), and then letting " ! 0, the result follows by continuity.
where ij D OE.ˇi i ˇj j / 2 C 4.n 1/ 2 w i w jˇi iˇjj Proof. Let all entries of A in (6) be 1. Then
Therefore, by (6), we have
The proof is completed. Remark 2.10. We next give a simple comparison between .4/ and .6/, .5/ and .7/, respectively. For convenience and without loss of generality, we assume that for i; j 2 N , i ¤ j ,
i.e.
Hence,
Further, we obtain
by .6/,
So, the bound in .6/ is better than the bound in .4/. Similarly, we can prove that the bound in .7/ is better than the bound in .5/.
Numerical examples
In this section, we present numerical examples to illustrate the advantages of our derived results. 
