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I. INTRODUCTION 
Much insight into the mechanism of selection and mutation in 
genetic populations has been accomplished through the assumption that 
population size is infinite, particularly by assuming that the popu­
lation acts deterministically. With this type of model, there is no 
possibility of loss or fixation of a particular gene, so long as it is 
not completely lethal. Valuable work is still being done in this area. 
However, the process of evolution involves the replacement of genes, 
either through selection or random variation. For this reason, it is 
important to study models which incorporate finite population size in 
considering problems of evolutionary dynamics. 
Early theories about populations with finite population size 
(e.g., Wright, 1931) assume that adults in the population die immediately 
upon reproducing. This type of population is said to have discrete 
generations. Otherwise, the population has several age groups present 
in the population at any one time. A population of this type is said 
to have overlapping generations. 
Virtually all of the formal work on the effects of finite population 
size on genetic populations has been done with discrete generations. 
Early work on these problems was done by Fisher (1922, 1930) and 
Wright (1931, 19^ 5). 
However, many examples of the theory use populations that have 
overlapping generations (see, e.g.. Crow and Kimura, 1970), by applying 
the theory for discrete generations for a unit of time, say, year. 
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to populations with overlapping generations for a generation of time. 
In this thesis, we shall look at this type of procedure in greater 
detail. 
The present thesis is an attempt to extend the present theory of 
finite populations to populations with overlapping generations. 
In Chapter II, we introduce the two haploid models that we will 
consider. The first (model I) is due to Pelsenstein (1971), and the 
second (model II) is a modification of Felsenstein's model. 
In Chapter III, we introduce various other models of populations 
with overlapping generations. 
In Chapter IV, we exhibit some elementary properties of models 
I and II, in particular the probability of fixation of a neutral gene 
and the effective population size. 
If there is mutation, both from gene to gene and from 
gene Ag to gene A^ , then the gene frequencies in the population 
eventually reach a stable distribution. This stable distribution is 
described in Chapter V, and the first two moments are calculated. 
The diffusion approximation is applied to the models in Chapter 
VI. We approximate the stable distribution and compare the first two 
moments with the values obtained in Chapter V, 
In Chapter VII, we introduce selection to the models. The dif­
fusion approximation is calculated for the stable distribution and the 
mean is evaluated. 
Model I is extended to a particular type of diploid population in 
Chapter VIII. Other possible extensions axe also discussed. 
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We return to a comparison of our models with other current models 
in Chapter IX, and results and conclusions are discussed in Chapter X. 
It 
II. SPECIFICATION OF MODELS 
A. Introduction 
In this chapter we will introduce two models, I and II, for hap-
loid populations with overlapping generations. Model I has a fixed num­
ber of individuals in each age group. Model II has a fixed number of 
newborn individuals but allows for variation in the number of individuals 
in the other age groups. 
These models will be compared in Chapter IX to the models introduced 
by other researchers in Chapter III. 
B. General Framework 
We shall specify a general framework around which we shall build 
models for haploid genetic populations with overlapping generations. 
For simplicity, we consider only two genes, A^  and A^ , and assume 
the population has k age groups. Further, we assume that all individ­
uals within an age group have exactly the same age and that all births 
occur at the same time. Hence, we also assume that time is measured in 
discrete intervals, which we denote by t = 0, 1,... . In a later sec­
tion we will approximate the time intervals by a continuous time 
parameter, but for the moment we will take the intervals to be discrete. 
Denote the total number of individuals in age group i at time t 
by N(i,t) and the number of individuals with gene Aj(j-1,2) in age 
group i at time t by N^ (i,t). Let 
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Nj(t) = (Nj(l,t), • • • 9 Nj(k,t))', 
and (2.1) 
N(t) =(N(l,t), , N(k,t))' . 
Notice that N(i,t) = N^ (i,t) + Ng(i,t) . 
We assume that individuals in different age groups act independently 
other than for the purpose of reproduction. That is to say, the death 
of individuals in one age group is independent of the death of individ­
uals in other age groups. Also, we assume that the number of individ­
uals born in each time interval is constant. That is, N(l,t)=N(l). 
Upon consideration, it is obvious that given a population structure 
at time t, N^ (t), Ngtt), we can calculate the probability of the popu­
lation structure at time t + 1, N^ (t+1), K^ Ct+l), if we know the 
distributions of the following random variables: 
N^ d, t+l)|N^ (t), ^ (t) 
N^ fi, t+l)|N^ (i-l, t), Ngfi-l, t), i = 2, ..., k (2.2) 
Mgfi, t+l)|N^ (i-l, t), Mg/i-l, t) i = 2, ... , k. 
To help us visualize the process of birth and death, consider a 
population with Just two age groups, infants and adults. Then, 
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N(t) = (N(l,t), N(2,t))' = (N(l), N(2,t))', 
l^(t) = (N^ (l,t), N^ (2,t))', 
and 
= (Njd.t), H2(2,t))' = (W(l) - W^ (l,t), NgfZ.t))'. 
We need the conditional distributions 
(I) N^ (l,t+l)lN^ (t),N2(t) = N^ (l,t+l)|N^ a,t),N^ (2,t),N2(2,t) 
(II) N^ (2,t+l)|N^ (l,t) 
and 
(III) M2(2,t+l)|N2(l,t). (2.3) 
Figure 2.1 illustrates the dynamic structure under consideration.; 
where I, II, and III refer to the distribution above. 
Thus, both infants and adults contribute to the next generation by 
the process indicated by I; adults then die and infants either survive 
to the next unit of time or die, according to II or III. 
In the next section, we introduce particular models^  that is we 
introduce some particular conditional distributions for J^ j(t+l)| 
%l(t),%2(t), i = 1, . .,k, j = 1,2. 
To further simplify our notation, let 
X(i,t) = N^ (i,t)/N(i,t), (2.U) 
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Infants Adults 
Time 
t+1 
N^ tl.t) N2(l,t)=N(l)-N^ (l,t) N^ (2,t) 
N^ (l,t+1) Ngfl.t+l) 
NgfS.t) 
Certain / Certain 
Death / Death 
III 
N^ (2,t+1) N2(2,t+1) 
Figure 2.1. Dynamic structure for a simple case of Model I. See text 
for explanation 
the proportion of individuals in age group i at time t, and let 
X(t) = (X(l,t), ... , X(k,t))' . 
'V; 
We shall at some point in the discussion of this model allow for the 
possibility of mutation of one gene to the other. In this case, we shall 
let 
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= Prob [A^  in a parent in age group i mutates to 
Ag in the offspring], 
and 
= Prob [Ag in a parent in age group i mutates to 
in the offspring], 
with 
and 
% = (v^ , ..., Vj^ )'. 
Notice that mutation affects only the structure of the newborn group 
and not the parental groups. 
We will also consider selection in depth in a later chapter. There 
are two types of selection: fecundity selection and viability selection. 
In fecundity selection, individuals vith gene have a greater 
or lesser chance of reproducing than individuals with gene Ag. This 
differential fecundity may be dependent upon age, where, for example, 
A^  may be favored in young adults and Ag may be favored in older 
adults. Let the ratio of the probability of reproduction of an individual 
with gene A^  ^ in age group i to the probability of reproduction of an 
individual with gene Ag in age group i be 1+r^ , with 
 ^= (r^ , r^ )' 
In viability selection, individuals with gene A^  have a greater or 
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lesser probability of surviving to age group i than individuals 
with gene A^ . Let the ratio of the probability of survival to age i 
of individuals with gene to the survival to age i of individuals 
with gene Ag, Riven that both survive to age ^ roup i-1 be 1 + s^ , 
with 
-I " * • • ' ®k^ ' • 
For a particular age group i, if A^  is favored, then 
(or s^ ) > 0, and if A^  is favored, then r^ ( or s^ ) < 0. In general, 
we will only consider the case when {r^ } and {s^ } are small. 
C. Model I (Felsenstein's Model) 
First, consider a model introduced by Felsenstein (1971)> in which 
the number of individuals in each age group is completely determined, that 
is, for every i, 
N(i,t) = N(i) . 
For the present, we will assume that there is no selection. We may define 
= N(i)/N(l) , 
which is the proportion of individuals surviving from birth to age group 
i. The individuals in age group i+1 at time t+1 are chosen from age 
group i at time t, with all individuals equally likely to survive. 
That is, for i^ l^, N,(i+l,t+l)|N.(i,t) has a hypergeometric distribution 
V J 
10 
with N(i+l) individuals chosen at time t+1 from among N(i) indi­
viduals of which Nj(i,t) have gene Aj. We denote this as 
Nj(i+iyb+l) I Nj(i,t) Hypergeometric(N(i) ,Nj(i,t) ,N(i+l)). 
We may state this mathematically as 
fNj(i,t)| /N(i) - Nj(l,t)] 
Prob [Nj(i+l,t+i) = x|Nj(i,t)] = —r— — 
iN(i+l)/ 
X = 0,1,... , 
min[Nj(i,t),N(i+l)](2.5) 
where 
/a\ al a(a-l) ... (a-b+1 ) > 
lb) = (a-b)îb: b(b-l).. .(2){1) , for a - b 
= 0, for a < b 
For the newborn group, i = 1, we assume that each newborn individual 
at time t+1 is born independently of the other Nfl) -1 individuals 
and has probability of having its parent in ar,e group i at time t. 
That is, assume that N^ (l,t+l)|^ (^t) has a binomial distribution with 
parameters N(l) 
k N (i,t) N (i,t) 
p(t+i) = P.[(i-wi) -NTTT- + \ -WT ^ 
11 
k 
Z p.[(l-y.) X(i,t) + V (1 - X(i,t))] 
i=l  ^  ^
k 
l p.[v. + X(i,t)(l-y,-v )] (2.6) 
i=l  ^
= p'v + p'DX(t), 
% 'V W/ 
with 
P = (pu, Pjç)' and D = [d_j], where d_j = 0 if i # j 
and d^ j = l-ji^ -^v^  if i = j. 
We denote this as 
N (l,t+l)jN (t), N (t) 'b Binoinial(N(l), P(t+l)) . 
1 *>>1 2^ 
We may state it mathematically as 
(2.7) 
Prob[N^ (l,t+l)=x|N^ (t), Ng/t)] 
= v| p*(t+i)[i - p(t+i)] . 
Remember that Ngfl.t+l) = N(l) - N^ (l,t+1), so that 
N2(l,t+l)|N^ (t), N^ (t) ~ Binomial(N(l), 1 - P(t+l)) 
Felsenstein does not consider the effects of mutation, and limited his 
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study to deriving the effective size of the population, which we will do 
in a later section. 
This model has the advantage that the mathematics involved in analyz­
ing the model are workable. However, the assumptions are extremely re­
strictive. It is obvious, e.g. , that a constant number of individuals in 
each age group is not realistic. However, the insights obtained by con­
sidering this model may outweigh the limitations. 
A summary of the distributions used for Felsenstein's model 
(model I) is as follows: 
N^ (l,t+l)ljg^ (t), JggCt) ~ Binomial(N(l), P(t+l)) 
= Binomial (N(i), p'(v +PX(t))) (2.8) 
K^ (i^ l,t+l){îî^ (i,t) Hj^ pergeometric (N(t); W^ (i.t), 
N(i+1)), i = 1 k-1, 
N2(i+l,t+l) = N(i+1) - N^ (i+l,t+l), i = 1, 2, ..., k-1. 
If there is selection and mutation present, we assume that the 
distributions are : 
N^ (l,t+l)|N^ (t), N^ (t) "T, Binomial (N(1), P^ (t+l)) , 
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and 
where 
N^ (i+l,t+l)| N^ (i ,t) Noncentral Hypergeometrlc (N(i), 
N^ (i,t), N(i+1), i = 1, k-1, (2.9) 
Ngfi+l.t+l) = N(i+1) - N^ (i+l,t+l), 1 = 1, .... k-1, 
, , * (1+r ) N (i,t) 
* 
V = E p. V , 
i  ^
and with the noncentral hypergeometric distribution defined such that 
the probability of drawing gene on the first draw is 
(l+s^ ^^ )N^ (i,t)/[N(i,t) + s^ +^  N^ (i,t)], instead of N^ (i,t)/N(i,t) 
for the central hypergeometric distribution (see Wallenius, 1963, or 
Johnson and Kotz, 1969). We will discuss this distribution in greater 
detail in Chapter VII. 
D. Model II 
In this second model, we use the "basic framework of the first model 
but assume that deaths are independent. This is to say, each individual 
has a certain probability of surviving to a certain age group, given 
that the individual has survived to the previous age group, independent 
of other individuals in the population. As before, we assume no selec­
tion for the time being. If ig the probability that an individual 
survives from birth to age group i, then Nj(i+l,t+l)|Nj(i,t) is dis­
tributed as a binomial random variable with parameters Nj(i,t) and 
Therefore, Nj(i+l,t+l)| Nj(l,t-i+l) is distributed as a 
ik 
binomial random variable with parameters Nj(l,t-i+l) and 
Notice that = 1. 
As in model I, N^ (l,t+l)| Nj(t), j = 1,2 is distributed as a bi­
nomial random variable with parameters N(l) and P(t+l). 
This model allows for a random number of individuals, which is more 
realistic than model I, although complete independence of deaths of 
individuals may not be realistic. This also introduces the problem of 
what to do if an age group does not have any individuals, that is, if 
all individuals have died before reaching that age group. We will assume 
that this does not happen and our probabilities will be conditioned on 
all age groups having at least one individual, i.e., N(i,t) ^  0, 
1 1, ..., k# 
In summary, the distributions required are: 
N. (l.t+l)lN. (t). N_ft) -v. Binomial (N(l). P{t+l)) 
-  •  -  .  ,  '  •  .  . . .  .  
Nj^ (i+l,t+l)lN^ (i,t) ~ Binomial (N^ (i,t), 
i = 1, ..., k-1 (2.10) 
and 
N2(i+l,t+l)|Ng(i,t) 'Y, Binomial (Ngfi.t), 
i - 1, •••, k-1. 
If there are both selection and mutation present, we assume that the dis­
tributions are: 
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N^ (l,t+l)l^ (^t), ^ g(t) ^ Binomial (N(l), P^ (t+l)) 
'V 
N^ (i+l,t+l)| N^ (i,t) Binomial (N^ (i,t), 
i < k, (2.11) 
and 
£ 
Ngfi+l.t+lilNgfi.t) Binomial (Ngfi.t), , i- < 
where P (t+l) is defined as for model I, equation (2.9). ( 
E. Limitations and Features of the Models 
While the assumptions incorporated into these models are restrictive, 
they do allow a fairly complete analysis, as we will present in later 
chapters. 
In model I, the number of individuals is kept constant. No 
naturally occurring populations satisfy this restrictive assumption. 
However, many species who have filled their habitat, particularly 
territorial animals, come quite close to producing a constant number of 
offspring, while the actual age structure changes over time. 
Model II, which requires a constant number of newborn individuals 
per unit of time, allows for a variaLiori in Lhe number of individuals 
in all but the newborn group. However, this model requires that the 
probability of an offspring corainp; from a particular age group be constant 
over time. This has an undesirable feature which can be exemplified 
by the following example. In time t there are 30 individuals in 
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age group i, and they are expected to produce N(l)p^ , say U, 
offspring. In the next time interval, there is only 1 individual 
in age group i. This one individual is still expected to produce U 
offspring. 
With model II, there is a nonzero probability of an age group having 
no individuals in it. If this happens, the model breaks down—the 
probability of a newborn individual having gene A^ , contains a term 
of the form 0/0. In order for this not to happen, we will condition our 
probabilities on each age group containing at least one individual. 
For H(1) and large, this is not a very restrictive assumption. 
However, for N(l) and small, we could be conditioning on an event 
that is very likely to occur. It is easy to see that the probability of 
age group i containing no individuals is (l - In examples in 
later sections, we will use N(l) = 20. If = .1, then the proba­
bility of age group i having no individuals is 0.122; if = .2, 
then the probability of age group i having no individuals is 0.012, 
a much smaller probability. By the time = .3, the probability is 
less than 0.001. Fortunately, the age groups that have the small numbers 
of individuals are the older groups and do not participate heavily in the 
reproduction process. Of course, if we follow a population for a long 
time, the conditioning may make an effect, but it does not appear to be a 
great effect for reasonable values of N(l) and 
In later chapters, we will see that these assumptions reduce the 
difficulty of the mathematics involved. In Chapter VIII, we will 
discuss this problem further and offer some suggestion as to more 
realistic models. 
IT 
III. OTHER MODELS OF FINITE POPULATIONS 
WITH OVERLAPPING GENERATIONS 
A. Introduction 
To date, there have been few models for finite populations with 
overlapping generations. In this chapter, we will review models in­
troduced by Moran (1958, 1962), Kimura and Crow (1963, modified and 
corrected by Crow and Kimura, 19T2),Nei and Imaizumi (I966), and Hill 
(19T2). We have already introduced the model for finite populations 
with overlapping generations which Felsenstein (1971) uses. In this 
chapter, we will briefly introduce the other models and their assump­
tions. In a later chapter, we will compare the results of the various 
models. 
B. Moran's Model 
Moran (1958, I962) introduced a model for finite populations with 
overlapping generations which does not fit into the basic framework 
presented earlier. Instead, Moran considered haploid populations with 
N individuals present at time t. At time t' > t, a newborn indi­
vidual is formed from among the adults which have equal fertility. 
An adu3.t then dies, and the newborn individual becomes an adult. 
The population, therefore, remains at a fixed number, N. Also, 
there is no upper limit to the age of an individual, since there is 
a positive probability that a particular individual is not chosen to 
die after any finite number of reproduction/death cycles. 
The time for reproduction/death can be fixed, such as reproduction/ 
death at t = 1,2,... . Or the time for reproduction/death can follow 
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some distribution. For example, the time between reproduction/death 
can follow a Poisson distribution. Thus, denoting the number of 
genes in the population at time t by N^ (t), and the frequency of 
at time t by X(t), and letting t^  be the time for the i— 
reproduction/death, we can describe the model as follows: 
P[Ni(t.^ l)lNi(t.)] 
= X(t^ )[X(t^ ) u + (l-X(t^ ))(l-v)] if = N^ (t^ )-1 
= X(t.)[X(t^ )(l-y) +(1-X(t.))v] + [1 - X(t.)] 
• [X(t.) P +(l-X(t.))(l-v)],if Ni(t.+^ ) = N^ (t.) (3.1) 
[1 - X(t.)][X(t.)(l-ii) + (1-X(t.))vj, 
if = N^ (t.) + 1 
® , otherwise. 
and t^ ^^  - t^  has some specified distribution. 
Although there are several different ages present (in fact, there 
are as many different ages as there are individuals), Moran's model 
allows us to ignore the ages and only work with the total number of 
individuals with gene A.^  in the population. This model does not, 
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however, allow for differing fertility between age groups, nor for the 
process of aging, where different age groups have different probabilities 
of dying. 
If we define the generation time as the average age of parents, then 
the generation time for Moran's model can be found in the following 
manner. 
E[Age of parent] = {E[Number of cycles individual 
survives before dying] + 1} - t^ ] 
= - Hi > 
N 
since at each time interval, the probability of death is l/N. Hence, 
the number of cycles an individual survives before death is distributed 
as a geometric random variable with probability of death l/N. 
Therefore, 
T = Generation Time = N E[t^ ^^  - t^ l. (3.2) 
If the times for reproduction/death are fixed, say t = 1, 2, ... , 
then 
T = N. (3.3) 
If the times between reproduction/death follow a Poisson distribution with 
intensity A, then 
20 
T = N X. (3.U) 
We will discuss the results of Moran's model in detail in Chapter IX. 
Kimura and Crow (1963) include a short section on populations with 
overlapping generations in a paper discussing the effective popula­
tion size of various types of populations. (We will define effective 
population size in a later section.) 
Felsenstein (l97l) shows that the value for the effective population 
size that Kimura and Crow give is incorrect. Since that time, they 
have retracted the formula and given another formula (Crow and Kimura, 
1972). 
Unfortunately, Crow and Kimura do not specifically state their model. 
It appears, however, that they use the basic framework of Felsenstein's 
model. A major difference in the two models is that Crow and Kimura seem 
to have births from different age groups independent of each other. That 
is to say, in our notation. 
C. Kimura and Crow's Model 
N^ (l,t) = I Nj(l,t), 
i 
where wj (l ,t) = Number of individuals bom with gene with parent 
in a^ e group i, and 
N^ (i,t+l)|N^ (i,t) "b Binomial (N(l)p., X(i,t)) . (3.5) 
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Recall that for Felsenstein's model, 
N, (l,t+l) I N, (t) -v Binomial (N(1), Zp.X(i,t)). 
' i 
This model seems to be more restrictive than Felsenstein's model. 
For example, with Felsenstein's model, the probability of all offspring 
coming from parents in age group i is but this is clearly 
impossible with Crow and Kimura's model unless p^  = 1. 
This model will be discussed in further detail in Chapter IX. 
D. Nei and Imaizumi's Model 
A third model which incorporates overlapping generations is one 
given by Nei and Imaizumi in an appendix to a paper on genetic structure 
of human populations (Nei and Imaizumi, 1966, see also Nei, 1970). 
Unfortunately, they do not specify the population model. It would 
appear that they need only know N^  dy, the number of individuals born 
in time interval dy who reach the mean reproductive age, T, the genera­
tion time, and p, the frequency of A^ » bub Nei (19T0) further states 
that the family size must be Poisson. 
As pointed out by Felsenstein (1971), the value is ambiguous. 
There are several reasonable ways to interpret the definition: 
k 
N - Z ip. = Mean age of parent at reproduction: 
«n 1=1 1 
or 
k k 
N = % i<S(p. )/ E 6(p. ), 
™ 1=1 i=l 1 
where 
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6(p^ ) = 1 if pu > 0 , 
= 0 if pu = 0, 
are two such definitions. 
As with the other models, we will evaluate the results derived from 
this model in Chapter IX. 
E. Hill's Model 
The final model which we will consider was introduced by Hill (19T2). 
For this model, we assume that the mean gene frequency does not change 
as individuals move from one age group to the next. That is, there is 
no viability selection. Also, assume that there is no mutation or 
fecundity selection. 
Since there is no selection, we need only consider the gene fre­
quencies in the newborn groups in successive time intervals. Then, 
k 
X(l,t) = E p.X(l,t^ ) + d. , (3.6) 
i=l  ^  ^
in our notation, where d^  is a random deviation due to finite popula­
tion size, and E(d^ ) = 0, since there is no selection. 
We will formalize these assumptions and present the effective popu­
lation size for this population in Chapter IX. 
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IV. ELEMENTARY PROPERTIES OF THE MODELS 
A. The Probability of Fixation of a Neutral Gene 
1. Introduction 
In a genetic population with finite size and no mutation one of the 
genes A^  or Ag will eventually be lost from the population. The 
rate at which the gene is lost from the population is dependent on 
many things, including size of the population, selective advantage of 
the gene (or selective disadvantage), population model, and so on. In 
this section we will calculate the probability that a particular gene 
is ultimately fixed in the population, given that the gene is selec­
tively neutral. 
Before we can calculate this probability, we need to state and 
prove an elementary theorem: 
Theorem 1: If 
parameters n, 
and 
X and Y are independent binomial random variables with 
p and m, p, respectively, then 
E [5  ^I X + Y / o] 
Var X*Y * 0 U ^  
"Efi I Z f o] -1] 
m 
n^tmj n+m-1 [(n+m) 
i / n W 1 r n-Hn-2  ^
Vn+m!\n+m/ n+m-1 [ (n+m)p-p-l 
2h 
where Z is a binomial random variable with parameters n+m and p. 
Proof: 
P(X =x|x+Y = z) = 
|;| p'd-p)"-' 
'I p^ (l-p)' n+mI _\n+m-z 
z 
1" 1 m i 
Ix Iz-xl 
n+ml 
z 1 
which is the p.d.f. for the hypergeometric distribution with parameters 
n+m, n and z. 
Therefore, 
E[X|X+Y = Z] = ^  Z 
n+m 
Vax lxlx«= Z) =Z(;^)(^)^ 
so 
I X+Y ^  0] = Eg I X+Y = Z] | Z f •} 
1 „ r. 
= \ { - E^ IXJ X+Ï = Z.J I Z f 0 ) 
= Bz( Z  ^11^  I  ^^  
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n 
n+m 
Also, 
Var I X+Ï ^  0] = Eg {Var | X+Ï = Z] Zi 0} 
+ Var^  {Ejj I X+Ï = Z] \Z + 0) 
' h & iz (^ ) (;^ ) ) I z ji 0] 
= '®z ( T - 1 1 z î» o) 1 * 0 
l'""""' ®'z I 2 î" 0' - 1 1 
if n )/ m \ 1 r n+m-2 _ , •. 
\n+in ;ln+m / n+m-1 (n+m) p-p-1 ' 
from Mendenhall and Lehman (1960), provided (n+m)p > 5. This approxi­
mation appears to be reasonably good. However, if several of these ex­
pressions are combined, the cumulative error may be quite substantial. 
This approximation will be compared with the true values in a later sec­
tion. 
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We are now able to calculate the probability of fixation of a neu­
tral gene. For this, we assume that there is no mutation. If there is 
mutation in both directions, the gene cannot be fixed, and a stable dis­
tribution will be formed. This case will be considered in a later 
section. 
2. Model I 
Since there is no mutation or selection, 
N (l,t+l) I X(t) ~ Binomial (N(1), p'X(t)). 
Oi % '\i 
Hence 
E[X(l,t+l)|^ (t)] = E[N^ (l,t+l) I (^t)] 
= p'X(t) . (k.i) 
% t 
Also, for i ^  1, since N^ {i+l,t+l) \ H^ (i,t) Hypergeometric 
(ll(i),N^ (i,t),N(i+l)l 
N (i+l,t+l) 
E[x(i+l,t+l)ix(l,t)] = E[ iN^ (i,t)] 
1 N (i,t) 
N(i+1) nTT) 
= X(i,t) . (^ .2) 
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Hence, 
where 
E[X(tW) 1 X(t)l = PX(t), 
P = 
a. 
Pi 92 
1 0 
0 1 
0 0 
0 0 
Pk-1 \ 
0 0 
0 
0 
1 
0 
0 
0 
(k.3) 
The matrix P, is a special case of the type discussed by Leslie 
(19^ 5). The only positive real eigenvalue of this matrix is 1, and 
the other eigenvalues (complex and negative) have absolute values less 
than 1 as long as the process is not cyclic (see, e.g., Pollak and 
Kempthorne, 1970). 
Therefore, 
E[^ (t) I X(0)1 X(0) (U.ll) 
As t increases, (^t) j tends to ,a degenerate stable distri­
bution with all the probability mass on two points, and 
lim P X(0) = Jq' X(0), 
t-Ko 1/ "V VU 
(U.5) 
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where q is such that q' = q' P arid q* ^  = 1, where J' = (1,1,... ,l)'. 
i\, i\j <\j % <\, f\i «b 
Thus 
lim E[X(t) 1 X(0) ]=«Jq'X(0). 
t#o "V '\Ai "V/ A/ «v. 
Denote the elements of q' by , i = 1, k. Then the equation 
q' = q'P. may be written as 
% "b 'V 
l^^ i "^ i+l = ^ i ' i = 1, .... k-1 
and 
Vk ' "k • 
Let T = E ip. = average generation time; then we can easily verify that 
i  ^
(L = E P 
in>i ® 
as follows: Substituting into (b.6) we obtain 
V. ^ w = Vi ^ J,., 
p. + E p since E p = 1 
 ^ zn^ .i+l ® m ® 
Vk = = A \ 
and 
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Therefore, 
T~^ J: q, = Z T"^  I P = Zip. = 1 
i  ^ i ni>i ® i  ^
lira E[X(i,t) I X(0)] = x(0) 
1  ^
 ^Z q. X(i,0) . (k.7) 
1=1 1 
Since there is no mutation, if the population ever becomes entirely A^ , 
or entirely A^ , it will stay that way. Hence, the states 
X(t) = (0, 0, ..., 0)' (4.8) 
and 
^(t) = (1, 1, ..., D' (4.9) 
are absorbing states. It is not difficult to see that all states com­
municate with at least one of the two absorbing states. Therefore, 
eventually the population will become entirely or entirely Ag. 
Hence 
» 
lim E[X(i,t) I X(0)1 
t-x» 
= P[fixation of A^ ] • 1 
+ P[loss of A^ ] • 0 
= P[fixation] 
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Therefore, 
P[fixation | ^(O)] = x(0) 
1 k 
= - £ q X(i,0) . (4.10) 
 ^i=l  ^
q. 
The quantity for any i, is the expected fraction of repro­
duction which takes place on or after age i, and is related to Fisher's 
reproductive value (Fisher, 1958, see also Felsenstein, 1971)• 
3. Model II 
As before, there is no mutation, so 
N^ (l,t+1) I (^t) -v. Binomial (N(l), p'X(t)) . 
% % 
Hence, 
E[X(l;t+l) 1 .X(t)] = p'X(t), (4.11) 
as in Model I. 
For i > 1, 
E[X(i,t+l) I X(i-l,t), N(i,t+1) ^  0] 
N (i,t+l) 
' 8^ (l-l,t)H-llg(l-l.t) • from Theorem ^  
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= X(i-l,t) (k.l2) 
Hence, 
E[X(t+l) 1 ;Ç(t), All age groups have survivors] = ^  
as was the case in model I. 
Therefore, as in model I, the probability of fixation conditional 
on the initial population structure and each age group in each time period 
having at least one individual is 
x(0) = ^  E q X(i,0) . (It.l3) 
i=l 
We see that the probability of fixation of a gene is equal to the 
reproductive value of that gene. This quantity is very important, and 
we shall see later that a gene frequency in the population arts approxi­
mately in the same manner as would a gene with the same reproductive 
value in a population with discrete generations. 
We will return to the problem of the distribution of the gene frequen­
cies for large t, and in particular, the stable distribution. 
First, however, we will consider the size of the population and ways 
to meaningfully reduce the age structure to yield a single measure of 
population size. 
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B. Effective Population Size 
1. Introduction 
In a population with overlapping generations, to describe fully the 
population and to make predictions about future generations, we must keep 
track of the numbers of individuals and the genotypic frequencies in 
each age group. However, we can often say that with respect to some 
attribute of the population, say, the amount of inbreeding, the population 
acts in a similar way to a monoecious random mating population with 
individuals vfit,h discrete generations. In the case of haploid popula­
tions, the comparison is to a finite population of N individuals 
e 
with discrete generations, and with no selection or differential fer­
tility. We call Ng the effective population number of the popula­
tion with respect to that attribute. The concept of effective popula­
tion size was introduced and developed for some simple populations by 
Sewall Wright (e.g., 1931, 1938). 
Different attributes will result in different effective numbers 
for a population, and the researcher must decide what attribute is 
relevant for his purposes (Crow, 195^ ). This leads to inbreeding 
effective numbers, variance of gene frequency effective numbers, etc. We 
will derive the inbreeding effective number. 
In a random mating monoecious diploid population of size N, the 
inbreeding coefficient at time t+1, f^ +^ , can be expressed as a 
function of the inbreeding coefficient at time t as 
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In a haploid population, we cannot talk of inbreeding, but if we let 
f^ ^^  be the probability that two randomly selected individuals (with 
replacement) are identical by descent, i.e., came from the same ancestor 
at some time in the past, then 
t^+1 ~ N t^ " 
We therefore determine the probabilities of identity by descent for our 
two models, or, to ease the computational difficulties, the probability 
of nonidentity by descent. In this connection, let 
HLj(t) = 1 - Prob [two haploid individuals selected at random with 
replacement, one from age group i, the other 
from age group j, have genes which are identi­
cal by descent al Lime t]. (1;.15) 
2. Model I 
The recurrence relation for the H's for model I have been 
derived by Felsenstein (1971) and are given here for completeness. 
Consider H^ (^t+l). We draw two haploid individuals at random with 
replacement from age group 1, the newborn group. With probability 
1/N(i), we choose the same individual twice. Since we are considering 
a haploid population, the probability that the gene from an individual is 
not identical by (ierscenb i,n itself In zero, so this contributes nothing 
to II||^ (^t+l). WiLh probability (l - l/N(l)), we choose two different 
3k 
iadivîduals. In this case, the probability that the first had a parent 
from age group i is p^  and the probability that the second had a 
parent from age group J is py. For such two individuals, the proba­
bility of not being identical by descent is H^ j(t). Hence, 
H^ (^t+1) = (1 - 1/N(1)) Sj PiPjHij(t) • (k'l6) 
Next, consider H^ (^t+l), where i > 1. An individual in age group i 
at time t+1 would have been in age group i-1 at time t, so for 
i > 1 
H,-(t+l) = epA 1 ,(t) . (»+.17) 
J 'J 
Also, 
H^ (^t+1) = H^ (^t+1) . 
If i ^  j, i, j > 1, then 
H.-(t+1) = H (t) . (U.18) 
ij 1-1,J-1 
The probability that two individuals in age group i-1 at time t 
are not identical by descent, conditional on their not being the same 
individual is 
H. , . {t)/(l-1/N(i-1)) 
1-1,1-1 
35 
Hence, for i > 1, 
H^ i(t+l) = Prob [same individual is not chosen twice] 
•Prob [individuals are not identical by de­
scent 1 same individual is not chosen twice] 
= (1 - 1/N(i)) [Hi_i i_i(t)/(l - 1/N(i-1))] 
This last result can also be obtained in the following manner. 
We can divide any age group at time t into sets of genes where 
any gene within a set is identical by descent to any other gene within 
that set, but not to any gene In any other set. Let 
.r r r 
A(i), A(2), ' Afn^ ) 
denote the r set of genes in age group i-1 at time t which are 
identical by descent. The genes in age group i-1 at time t may be 
represented by 
1 m 
A(l)' •••• )' •••» A(i)' ) ' (U.20) 
m 
where E n = N(i-l) 
r=l 
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We then draw a random sample of N(i) genes without replacement. 
Let n^  be the number of genes chosen from group r. The genes in age 
group i at time t+1 can be represented as 
A(i), . , .)» •••> •••» . (U.21) 
1 m 
Then, 
Hii(t+l) = 1 - Prob [two genes drawn at random from age 
group i at time t+1 are identical 
by descent] 
1 - E ^ E[Prob (two genes drawn at random from 
age group i at time t+1 are identi­
cal by descent | Array (4.21))] | 
Array (It.20) ^ 
r * 1 - E E[ E 
L r=l 
f n' 
N(i) (4.20)] ) where 
n^ jn^ 'V' Hypergeoraetric (N(i-l), n^ , N(i)) 
r m /n' \2 1 
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Ef—i-r Z [E(n'(n'-1) 1(4.20)) + E(n'l(iu20) ) ] } U(i) r=l r r T j 
r 1 m 
E E [î?7T 
m n_(nj-l ) N(i) (N(i)-l) N(i)n^ 
ht/ 4 "l \ ] 
r r 
lN(i)^  r=l -1) N(i-l) 
1 -
E< EE 
1 - N(i-l) 
m 
I 
r=l 
n 
N(i-l) N(i) N(i-l) 
N(i) 
N(i-l)(N(i-l) - 1) 
m 
A " -
"L ""i 
'^ " N(i-l) 
m 
+ nfiMNa-i)'- 1)1' 
r=l 
jtn 
N(i-l) 
1 
1 
1 
N(i) 
N(i-l) 
N(i-l) - N(i) 
• N(i) (N(i-l) - 1) 
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H (,) 
1 - N(i-l) 
as we saw from equation (U.19). 
We would like to understand the rate of change in H^ j(t). We know 
that all the H's will approach zero; the question is: How fast? 
If the population is large, then the rate of decrease of H^ j(t) with 
respect to t will be small. If the population is small, the rate of 
decrease of H^ j(t) with respect to t will be large. 
For a population with discrete generations H^ (^t+l) = 
= (l - H^ (^t), where is the effective size of the popula-
e 
tion. One way to measure the decrease in the H's for a population 
with overlapping generations is to measure the decrease in a linear 
combination of the H's. In this manner w8 would like to find 
b , ..., b,, and such that 
11 kk ej 
H(t+1) = I b.j H.j(t+1) 
= (1 - 5^ ) H(t), (U.22) 
where T = E ip. = E q. is the generation time. We call N the 
i  ^ i  ^ ®I 
effective population size of a model I population. We restrict ourselves 
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to weights such that E b =1 and b. = b . 
ij ij 
H(t+1) = Z b H (t+1) 
ij 
' "n'l - itîT' "j "ij'"' V>iNi J 
i^j 
+ E 
i>l 
til-
'•thr 
1 - 1 
N(i-l) 
k-1 k-1 
" ,L "ij'"' * ill ' "i+i.i 'j "ij j=li 
k-1 , 
+ E  ^b,,, H. .(t) i+j ,j+l i. 
1 - N(i) 
Uo 
If we use the notation that = 0, and that 
1 -  ^  
1 -
4^ Vl,kW = ° '  
Nik) 
where 
H("l) = [Pi fj * tl.j+lPi " 
1- : 
' Vi.jn ' (—fiii' - 1) 6.^ )1 H j^(t) 
 ^- IHT 
(4.23) 
6 = 1  i f  i  =  j  
 ^J 
= 0 if i j . 
Hence, by equating terms. 
(1 - = p. Pj b^ (^X - P, 
1 -  ^
•*• i^+1, 1 * *i+l,j+l 1 1 ~ 
 ^• NfïT 
{ h . 2 k )  
Let us introduce some approximations on the form of b. in order 
kl 
to obtain an approximate solution. We try the form = a^ a^ , and 
ignore terms of the order of 1/N(i). Then we need 
= PiPj=l * * h^ i+lPj * *1+1*4+1 • (k'25) 
We can easily show that a^  a solves these equations as follows. 
Since 
and 
then 
%1 " ^ Pi " ^ 
i 
+^1 " "i ° ° Pj = Si ' 
SiSj = 'ii+i * hh'> 'Vi * 
= ?iPjî/ * Vj+i^ i * lA+iPj * 'k+iij+i 
which is compared with equation (L.25). 
The condition Z  b = 1 leads to the solution a. = q./T. 
ij ij 11 
Next, we must solve the equations for N . 
H(t+1) = Z (q./T)(q /T) H (t+l) 
ii  ^  ^
" T^  ij  ^  ^^ l^ j+l^ i 
h2 
* ii+iVj "  ^ ' 4 'ij' 
" nHT ' 
or, recalling that = 1, 
H(t^ l) a Ig ^  (PjPj + Sj+iP; + •îl.lPj + Sl+lSj+l' Bij(t) 
5IÎ) "ij'*'  ^ 4i_àLLwA 1 Bii't) 
ôTiT 
= V^l * Pi^ V^l i^j (t) 
- nTÏT ^  "ij'" ^  : Vi ij 1 1 - J 
' "i'j "ij'" - mr i, "i ''j "ij 
1 1 
. „ 2 nHT" N(l+1) 
. ^ 1+1 T 1 
 ^ - nOT 
Hi^ (t) } 
= ir f T'HC) - iik ^  PiPj Kij't) 
1' V. - ij 
. z skjsk M 
1 1 - ^  
11 
N(i) 
^3 
For large t, the set of inbreeding coefficients become more homogene­
ous and we may approximate HLj(t) by H(t). This can be intuitively 
justified by noticing that H^ (^t+l) is merely a constant times the 
weighted average of the H (t)'s. The constant is close to unity, and 
 ^J 
is, in fact, 1 - 1/N(1). That is, H^ (^t+l) is approximately that value 
which minimizes the quantity Z p.p.(H (t) - H)^  with respect to H. 
ij  ^^  
The H^ (^t+l)'s for i > 1 are the weighted average of the 
H. , ,(t)'s. We are, therefore, replacing values of the H which are 
i"*l g J i J 
"far" from the average of the H's with values which are "close" to 
the average. The variation in the H's, then, will decrease and the 
H's will become more homogeneous, although they will never be exactly 
the same. 
In a later chapter we will show that the correlations of gene fre­
quencies in the various age groups are very close to unity for large t. 
That is, the gene frequencies of thm age groups decrease together. 
This also lends support to the approximation H^ j(t) - H(t). 
Hence, 
1 H(t+1) = H(t) [1 -
N(1)I^  
(1 + N(l) I qf )] (4.26) 
'  ^" NÔT 
The multiplier of H(t) is then equated to 1 - l/N T from (4.22) 
and solved for N . Therefore, 
®I 
or 
N  ^
1 + N(l) Z  N(i+1) " Nill (4.27) 
i 1 - N(i) 
X X  
Now if we ignore terms of the order of 1/N(i)^ , then M(l) SZl 
1 — ._/ . \ N(i) 
• N(l) N(l) _ 1 _2 
" M(i+1} " N(i) " ' SL^  
UAnr»A 
K - "(l) T 
®I i * z  - f" ' • (k-28) 
i i+1 i 
This expression was obtained by Felsenstein (1971)» who only con­
sidered thA weights b.. = a.a , where a. = q./T. Felsenstein states 
ij i J 11 
(1971» page 585)1 "Any weighted average of the should asymptoti­
cally decline at the same rate as the individual This is not 
IJ 
strictly true, although the departure from this behavior is slight. This 
difference is illustrated in Table 4.1, which we now describe. 
Table 4.1.a. Examples of populations with overlapping generations 
Life Table 
Pop. Post-
No. Prereproductive Ages Reproductive Ages Repro. T 
1 1.0 1.0 1.0 1.0 .9 .8 .7 .6 .5 .5 6.71k 
2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 7.000 
3 1.0 .9 .8 .7 .6 .6 .6 .6 .6 .6 7.000 
I; 1.0 • 9 .8 .7 .6 .5 .h .3 .2 .1 6.500 
Age specific birth-rates proportional to 
0 0 0 0  1 1 1 1 1 0  
Table U.l.b. A comparison of the various estimates for effective popula­
tion size for populations in Table U.1.1. M(l) = 20. 
See text for definition of estimates 
Model I Model II 
Pop. Felsenstein Pop. Newborn Exact Felsenstein 
No. Estimate Rate Rate Exact Felsenstein Estimate 
1 106.129 106.%75 . 106.261 105.648 107.403 104.409 
2 140.000 140.046 140,023 140.000 140.000 140.000 
3 84.000 84.037 84.025 83.531 86.142 80.920 
65.000 65.267 65.266 65.280 67.514 60.639 
1+6 
In Table 4.1, we compare estimates for the inbreeding effective 
numbers for various populations. We denote the estimate obtained from 
equation (U.28) as Felsenstein's estimate. The "population rate" is 
obtained by considering the rate of decline of Z  (q./T)(q /T) H.,(t). 
ij  ^
The "newborn rate" is obtained by considering the rate of decline of 
Hii(t), which is the rate to which Felsenstein compares his estimates. 
The "exact value" is that obtained by solving for the b^ '^s. Finally, 
the "exact Felsenstein" estimate is the estimate using equation (k.27), 
which Felsenstein never used. 
It is found that the estimates from the newborn rate and population 
rate are somewhat different. Thus, the assumption that the H's decline 
at the same rate is not strictly valid, although the difference is not 
2 great (apparently of the order of 1/N{l) ). It is also interesting to 
notice that the Felsenstein estimate did quite well, but the exact 
Felsenstein estimate did not do as well, although it was still good. 
It would appear that the approximations used in obtaining Felsen­
stein' s estimate from the exact Felsenstein estimate make the estimate 
better, as well as simpler. Considering that the concept of effective 
numbers does not require exact numbers, the slight difference between 
the exact effective number and the Felsenstein estimates is not signif­
icant, and, in fact, riince thlrs latter estimate in easier to calculate, 
tho Koisenatolri value for effective' number ir, preferable. 
3» Model II 
The calculation of inbreeding effective number for our second model 
is very similar to the calculation of inbreeding effective number for 
model I. We shall, therefore, use the same notation, with, of course, 
N(i,t) replacing N(i). 
For H^ f^t+l), as in model I, we choose the same haploid individual 
with probability 1/N(l ), which contributes zero to H^ (^t+l). With 
probability (l - 1/N(l)), the individuals chosen will be separate 
individuals. In this case, the probability is p^ Pj that one is from 
age group i and the other is from age group j. Hence, as with model I, 
We can easily see that the other terms will be the same as in model 
H,,(t+1) = (1-1/N(1)) E p.p. H,,(t) (I1.29) 
I, except the term involving âge gi"-OUp i (i >  1) with itself. There 
fore 
= E (t) i > 1 (4.30) 
H^.(t+1) = (t+1) , i > 1, (4.31) 
and 
Hij(t.l) = (t) 1,J > 1, iîi J.(11.32) 
Consider, now, HL^ (t+l), for i > 1. Using notation similar to 
model I, let 
It8 
.1 fll .m .m 
A(l)' •*" (n^ )' " ' ^1)' (n^ ) (It.33) 
and 
1 1 .m m 
A(l)' •••* (n^ )' *(!)' (^n^ ) (4.3%) 
be the genes in age group i at time t-lH (as compared to age group 
i at time t for model I) and in age group i at time t, respective­
ly, where the genes are grouped according to identity by descent. 
Then, for i > 1, 
H^ (^t+l) = 1 - Prob [two genes chosen with replacement 
are identical by descent |N(i,t+l) ^  O] 
1 - E ^  E [Prob (two genes chosen with replace­
ment are identical by descent 
l(Jt.3Ml (4.33)] I N(i,t+1 / 0 } 
ni p 
1 - E (e [ s (n^ /N(i,t+l) 1 (4.33)] 
I N(i,t+1) ^  O )  
where n^  | n^  ~ Binomial(n^ ,&^ ). 
We, therefore, need to know 
E I f 0) 
h9 
where X 'v Binomial (n,p), Y 'v» Binomial(m,p), and X and Y are 
independent. 
As we saw in the proof of Theorem 1, X | X+Y = Z is hypergeometric 
with parameters ntm, n, and Z. Hence, 
E [(3^ )^  I X+Y 4 0] 
= Eg^ l_ E[X^  I X+Y =Z] I Z f oj 
= \ I % ^  °) 
= (n^ Hnl-1) + (n«Kn^ -l) 4 I  ^ "l" <''•35) 
Since n^  | n^  ~ Binomial(n^ ,&^ ) and N(i,t)-n^  | ^  Binomial 
(N(1) - n^ , £^ ), and they are independent, then for i?^ l, 
f ^ ~ 
H^ (^t+1) = 1 - N(1)(N(1) - 1) 
\(N(1) - rL ) 1 1 
* N(1)(N(1) - 1) ®^ N(i,t+l) I N(i,t+1) 0) 
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" ^  " ^«(1) - 1 _ Y 
«m% E [j,^  ^I N(i.t+l| ^  Ol] 
= 1 — 1^ — N(l) Hii(t-i+l)  ^
•(l - E [%(! t+1) I (^i)t+l) # 0] 
- 1 - E[l/N(i,t+1) I N(i.t+1) 4 0 1 
1 - 1/N(1) Hll^  
(4.36) 
This expression is true for all i > 1 and t, so 
We then combine these two expressions and 
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H..(t+1) = 
ZI  
1 - E [1/N(i,t+1) N(i,t+1) 0] 
1 - E [l/H(i-l,t) N(i-l,t) f 0] 
Unfortunately, there is no closed algebraic form for 
E [l/N(i,t+l) I N(i,t+l) f 0 ]. However, Mendenhall and Lehman (196O) 
give an approximation which appears to be reasonable if N(l) > 5. 
Their approximation is 
E I M(l.t+1) ^ 0)4 HU) - t. • 
(4.38) 
For N(1) much larger, we may approximate this by 
E [1/N(i,t+1) I N(i,t+1)5^ 0 ] = (1-2/N(1)) (l/N(l)A. 
4 (i4%.yN(i)2%.) 1/N(1)x,^  , (4.39) 
ignoring terms of the order of l/N(l)£^  or smaller. 
We therefore have two approximations for H^ (^t+l), i > 1, 
1 -
1 —m 
»(!)%. - 1 - ». 
1 . , . "(1) 
H { 1 ) H '  
1-1" ^ " 'i-l 
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ik.hl) 
It should be noted that approximation (b.bl) is the same as the 
exact value for model I. That is, with large populations, even if we 
allow for a random number of individuals in each class, the H's stay 
the hypergeoraetric distribution is approximately equal to the binomial 
distribution. 
Table k.2 presents a comparison of the exact values of 
with approximations (U.Uo) and (4.Ll) for various values of 
N(1) and The first line contains the exact values for (It.Us), 
the second, approximation (li.Ho) and the third, approximation (U.Ul). 
As can be seen from the tables, approximation (U.Uo) is very good 
for > 0.3, and the errors appear to be of the order of 
2 1/N(i) . Approximation (k.kl) is not as good, but still appears to 
approximately the same. This is not surprising since for large N(i), 
1 - E 1/N(i,t+1) Nfi.t+1) é 0] 
l/N(i-l,tj N(i-l,t) f 0] ik.kz) 1 - E 
be of the order l/(N(l)&^ )^ . 
It is easy to see that, as with model I, 
i^ ^  %i/T » 
Table 4.2. A comparison of the exact value for equation (4.42), first line, with approxima­
tions (4.4o), second line, and (4.4l), third line, for various values of N(1) and 
\ N(l) 
®'i--i\ 20 30 40 50 100 
.1 .3 
.531636 
0 
.600000 
.651459 
.578947 
.750000 
.742330 
.737931 
.818182 
.804012 
.810651 
.857143 
.919896 
.921348 
.931034 
.5 
.478869 
0 
.555556 
.614371 
.546559 
.714286 
.712800 
.708812 
.789474 
.779404 
.785953 
.833333 
.906796 
.908240 
.918367 
.7 
.461889 
0 
.538462 
.600938 
.534626 
.700000 
.701529 
.967613 
.777778 
.769752 
.776224 
.823529 
.901406 
.902842 
.913043 
.9 
.453455 
0 
.529412 
.593970 
.528421 
.692308 
.695569 
.691684 
.771429 
.764593 
.771020 
.818182 
.898468 
.899898 
.910112 
1.0 
.445356 
0 
.526316 
.591606 
.526316 
.689655 
.693531 
.689655 
.769231 
.762819 
.769231 
.816327 
.897447 
.898876 
.909091 
.3 .5 
.900746 
.904255 
.925926 
.943068 
.944056 
.952381 
.960219 
.960540 
.964912 
.969393 
.969533 
.972222 
.985759 
.985772 
.986395 
.3 .7 
.868806 
.872340 
.897436 
.922449 
.923445 
.933333 
.945037 
.945363 
.950617 
.957389 
.957532 
.960784 
.979901 
.979914 
.980676 
.852943 .911752 
-9 .856383 .912727 
.882353 .923077 
.847659 .908124 
1.0 .851064 .909091 
.877193 .919540 
.964540 .978135 
.7 .964706 .978168 
.969231 .980000 
.946929 .966793 
.9 .947059 .966815 
.952941 .969231 
.941063 .962946 
1.0 .941176 .962963 
.947368 .965517 
.981742 .988404 
.9 .981707 .988394 
.983193 .989011 
.975660 .984471 
1.0 .975610 .984456 
.977444 .985222 
.993805 .996021 
1.0 .993789 .996016 
.994152 .996169 
.937008 
•937328 
.9^ 2857 
.934263 
.934579 
.940171 
.984189 
.984200 
.985185 
.975828 
.975835 
.977143 
.972968 
.972973 
.974359 
.991504 
.991501 
.991837 
.988599 
.988593 
.989011 
.997070 
.997067 
.997151 
.950972 
.951112 
.954545 
.948766 
.948905 
.952381 
.987616 
.987621 
.988235 
.980997 
.981000 
,981818 
.978722 
.978723 
.979592 
.993298 
.993296 
.993506 
.990994 
.990991 
.991254 
.997681 
.997680 
.997732 
.976706 
.976718 
.977528 
.975597 
.975610 
.976431 
.994057 
.994057 
.994203 
.990816 
.990816 
.991011 
.989691 
.989691 
.989899 
.996740 
.996740 
.996790 
.995608 
.995608 
.995671 
.998865 
.998865 
.998878 
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or 
H(t+1) = E (q./T)(q./T) H (t+1) . (4.^ 3) 
ij 1 X ij 
For simplicity in notation, let 
= i , (ll.ltll) 
(this is not, of course, dependent on t), and 
,11, .  
This is, then, the same set of equations that we used in model I, but 
with N^ (^i) and i* replacing N(i) and respectively. 
11 2 
Therefore, by ignoring terms of the order l/N (i) , 
« -  ^5- • ('..>.6) 
" I + c Si+i (i?-: - 1% ' 
1 1+X 1 
, * 
We can estimate 1/%^ ^^  by 
H(l) - 2 
M(l)%. - 1 -
so 
N{1)T 
"II 1 + Ç 4i+l '«(1) 
o\ (. 1 __ 1 (H.U?) 
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Also, we may use the model I effective size to approximate the 
model II effective size, i.e., 
N - N (U 
®II ®I 
Table H.l presents a comparison of the effective size for the two 
models. 
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V. STABLE DISTRIBUTION WITH MUTATION 
A. Introduction 
To this point, we have assumed that there is no mutation or 
selection in the population. While this is useful in some senses, 
it does not help to explain the manner in which evolutionary forces 
operate within the population. We now consider the population to 
have mutation, "but no selection. If the mutation is in both di­
rections, i.e., from A^  to Ag as well as from Ag to A^ , then 
one gene cannot he fixed in the population. The distribution of the 
gene frequency of, say, tends toward a nontrivial stable distri­
bution. In this chapter, we shall calculate the means and variances 
of the frequency of gene A^  in the various age groups for the 
0 W V* Jl. 
B. Stable Distribution with Mutation in Both Directions 
We shall first consider how mutation will effect the distribution 
of gene frequencies. As in the specification of the models, let 
mutates to A^  if parent is in 
age group i]. 
= Prob [Ag mutates to A^  if parent is in age 
group 1]. 
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and 
X(i,t) = N^ (i,t)/N(i,t) 
1. Model I 
The mean of the stable distribution is found as follows. As 
was stated before, 
N^ (l,t+1) I X(t) 'u Binomial(N(l), P(t)) , 
where 
P(t) = E p. [(1- w.)X(i,t) + v.(l - X(i,t))] 
= E p. V. + I p.(l - Uj - V.) X(i,t), (5»l) 
 ^ X X  ^ 1 1 X 
* * 
Call V = E P^  Vj and y = Z pp. 
1-1 1 - -
Then 
E[X(l,t+l) I X(t)] = P(t) 
= V + E p.(l-Wi-v.) X(i,t). 
i 
Mutation does not effect the other age groups, so, from equa­
tions (5.1) and (H.3), we can write 
E [X(t+1) I X(t)l = V* + R^ (t), (5.2) 
where 
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* * 
 ^ » 0» 0» •••> o)' 
and 
Pi(1H1I-A>I) Pgfl-Wg -Vg) ••• Pk-i^ i-VrVi^  
1  0  . . .  0  
0  1  . . .  0  
R = 
T/ 
0  0  . . .  0  0  
0  0  . . .  1  0  
Hence, if = E then 
#t+i = % + 2 %!t' (5.3) 
For a stable distribution 
&+1 = -M- = 
'\,t 'b 
Hence, 
M = V* + R M : 
1» 'il "V Ai 
or 
M = (I - R)"^  V* . (5.b) 
'V 'X/ 'U Ol* 
6o 
* 
Since is a column with only one nonzero element, this being 
in the first position, is the first column of (l - Ç) ^ raulti-
* 
plied by v . Designate the first column of (I - ^ ) by with 
the elements of  ^denoted by f^ ,^ i=l, k, and the i— row 
of (I - R) by G . Then, 
% '\j i 
and 
f = 1 (5.5) 
#1 ^  = 0' i = 2, ..., k 
For i#l, = (0, ..., -1, 1, 0), with -1 in the (i-l)— 
position and 3 in the i— position, with the other elements zero. 
Therefore, for i?^ l. 
€i Ï ' -fi-i + 'i = 
or 
f^ = fi_i = f, i=2, ..., k . (5.6) 
The i— term of is p^ (l - - v^ )» so that 
 ^  ^Pi^ l - - ^ i) ^i f]. 
-f E p.(l - y. - V.) + f, from (5.6) 
i  ^  ^ 1 
f(w* + V*), (5.7) 
6l 
* * 
where M = E p. and v = Z p^  . 
i i 
Hence, 
and 
f. = l/(y*+v*), for all i (5.8) 
M = M J, where M = (5-9) 
That is, for every 1, 
lim E[X(i,t)] = —V— (5.10) 
t-Ko I'* + V* 
Notice that this is independent of the initial gene frequencies. 
Now, consider the variance-covariance matrix of the gene fre-
auencies. Let 
V(t+1) = E [(X(t+1) - Mt+i)(X(t+l) - (5.11) 
The (i )— element of V(t+l) is 
V.j(t+1) = E[(X(i,t+l) - M.^ ^^ )^(X(j,t+l) -
where M. , is the i— element of M. ... By first conditioning 1 ,t+l "Xit+l 
on X(t), we obtain. 
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V.j(t+1) = E^ (t)(E [X(i,t+1) - M.^ t+i)(X(j,t+l) -
= Ex(t) (Cov [X(i,t+l),X(j,t+l)|^ (t)]} 
+ Cov^ (t) (e [X(i,t+l)| ^ (t)], E[X(j,t+l)| ^ (t)]}. 
Let X'(l,t) = V* + Z p.(l-y.-v.) X(i,t), then E [X(l,t+l)|x(t)] 
il 11 
= X'(l,t). Also, if, for 1^ 1, X'(i,t) = X(i-l,t), then 
E [X(i,t+1) I (^t)] = X'(i,t) . 
Hence, 
V.j(t+1) = Ex(t) (Cov [X(i,t+1), X(j,t+1) I #(t)] ) 
+ Covj^ (t) LX'{i,t), X'(j,t)J. (5.12) 
If i=j=l, 
Var [x(l,t+l)|x(t)] = ' (5.13) 
so 
V^ (^t+1) = Var [X(l,t+l) | %(t)]}+ [X'(l.t)] 
= Gx(t) [ tX'(l.t)] 
= E ( (l-l/N(l))X'(l,t)2 } + E(X'(l,t)) - [E(X'(l,t))]2 
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= E ((1-1/N(1)) [v' 4 I p.(l - w.-v.)X(l.t)]2}+ +^1 
*2 » 
= (1-1/N(l))|v + 2v E P^ d-W^  
+ Î PlPjd-l-i E[x(i,t)x(j.t)]j+ arlT «i.t+l -M^.t+1 
r * *2 
= (1-1/N(1)) I2V + E p^Pj(l-V^-v^)(l-Uj-v.)(V^j(t) 
" "i,t"j,t') ^ SIïT "i.t+i -
f * *2 
= (1-1/N(1)) |2v -V + p^ pj(l-y^ -v^ )(l-y^ -v j)V^ j(t) 
j N(l) "^ l.t+l • "i,t+l 
= (1-1/N(1)) E P^ Pj(l-p^ -v^ )(l-pj -Vj)Vj^ j(t) 
2 2 
+ (l-l/N(l))(2v*Mi^ t+i - V* + - 2v"Mi^ t+i + / ) 
W(l) ^ l,t+l l^,t+l 
= (1-1/N(1)) % p p (1-w -V )(l-w -v,)V ,(t) 
 ^J 11 Jo lo 
•*• N(l) ^ l,t+l (5.1't) 
6k 
If 1=1, j#l 
Cov [X(l,t+1), X(j,t+1) I X(t)] = 0 (5.15) 
so 
V^ j(t+1) = (cov [X(l,t+1), X(j,t+1) I X(t)]) 
+ Cov^ (t) [X'(l,t),X'(j,t)l 
= (0) + Cov^ ^^  ^[\J* + E p^ (l-y^ -v^ )X(i,t), X(j-l,t)] 
= E p.(l-y.-v.) V. , ,(t). (5.16) 
a 1 1 1 Ï O 
If 1/j, 
Cov Lx(i,t+1), X(j,t+1) I %(t)] = 0 , (5.17) 
so 
V.j(t+1) = (cov [X(l,t+1), X(j,t+1) 1 ^(t)] ) 
+ Cov^ (t) [X'(l,t), X'(j,t)] 
= Ex(t) (0) + Cov^ (t) tX(i-l't), X(j-l,t)] 
i\, % 
 ^^ 1-1,J-1 • (5.18) 
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Finally, if i=Jî^ l, 
Var [X(i,t+l) |^ (t)] = X(i-l,t)[l-X(i-l,t)] ' 
(5.19) 
so 
V..(t+1) = (var [X(i,t+l) | #(t)]) + Var^ (^ ) [X'(i,t)] 
' E^ (t) [x(i-i.t)[i-x(i-i,t)] } 
+ [X(i-l,t)] 
'V/ 
" N(i)[N(i-l)-l] [^ i-l,t ' "i-l,t ~ Vl,i-1^ ^^ _ * \-l,i-l^ ^^  
" 1 1 ' 
, NnT"H(i-l) 
1_ -= (i-Mi_i,t) + Vi_i,i_i(t) 
1 -
"(i-1) (5.20) 
Consider the popu3.ation at equilibrium. Then V(t+l) = V(t) = V 
and = M, where we have previously shown that 
'bt+l 'V't "V 
* 
M = M J, with M = —5-7—5" • 
<V, t ' y* + V* 
First, replace with M in equations (5.lH) and (5.20). 
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Then, for large t, 
V^ l(t+1) = (1-1/N(1)) Z PiPj(l-Wi-Vi)(l-Wj-Vj)V.j(t) 
+ M(l-M) (5.21) 
and 
V..(t+1) = — V. . (t) + " N(i-l) 
1 J- 1-1,1-1 . 1 
N(i-l)  ^' N(i-l) (5.22) 
Now, consider equation (5.22). Replace i-l^ ^^  by its value 
in terms of V^ _2 i_2(t-l). 
1 -
Vjj(tn) "111. 
1 - N(i-l) 
1 - «T / • -« \ 
1 - N(i-2) 
+ *(1-1) , N(i-2) M(1_M) 
1 " N(i-2) 
+ M(l-M) 
 ^" N(i-l) 
1 -
V . (t-1) + (a-l/N(i)){l/N( 
1 1-2,1-2 1 W-, 1 1 I 1 J. a.—c.,x—t i \
N(i-2) N(i-l)'' K(i-2)' 
- l/N(i-2)3 + Îl-1/N(i-2)1 (1/N(i) - l/N(i-l)i  
( (3-t)K _ TwilZlM _ T\ 
(Z-T)K _ (T)Ni r (T-T)N _  ^ T T ' 
[ T I ^   ^ I ' (W-I)W 
(Z-T)N _ T 
(I-:^ )2 ^  S -A -
r(T-T)H(g-T)N (T-T)N(T)H (Z-T)N 
L T T " T 
(T-T)M(c fl(S-T)N . (S-Î)N(T)N _ (T-T)N _ (T)N . (2-T)N(T)W 
T I I I 
(l-T)fI(T)N (g-T)M (I-T)N 
I • I " I (W-I)W 
(g-T)M _ 
 ^ (T)N _  ^
19 
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1 - _L_ 1 _ 1 ^  
—V (t-1) + HILLSIHÏ M(I-M). (5.23) 
1 1 1-2,1-2 - 1 
 ^" N(i-2) " N(i-2) 
By repeating this process, we obtain 
1 - 1 _ 1 
V..(t+1) = V (t-i+2) + M(l-M). (5.2U) 
i-Nii) ^-Nïîy 
ii 
Also, for i < J, 
ij 
from equation (5.18), 
From equation (5.14) 
Vii(t+1) = (l-l/N(l))[Zp.(l-;.-v^ )ZPj(l-Wj-Vj)V^ j(t)] 
not 
k-1 
= (1-1/N(1)) I p.(l-w.-v.) V^ .^+^ (t+l) 
k—1 
(5.25) 
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+ M(l-M), from equations (5.16), (5*2^ ) and (5.25). 
For simplicity, we assume that p^  = 0. This will not exclude any 
type of age structure; we need only add another age group which does 
not participate in reproduction. For example, the case of nonover-
lapping generations would have p^  = 1 and p^  = 0. Also, let 
Vl.k+l'*) = The* 
+ «TÏT "(i-M)- (5.25; 
So 
Since the population is in equilibrium, V^ j(t+l) = V^ C^t) = ... = 
"ii = - iiri" h.i*i  * 5IÎ) - (5.27) 
''ij " '^ l,i.l-ii+l '  ^- (5.28) 
' 1. (5-29) 
TO 
and, for j > 1, 
'ij = Pi'i - "i - "i' \,j-i 
Z p.d -V. - V.) + E p.d - V. - V.) Vi_i.j+2 
KJ-l 1>J-1 
+ pj_i(l - - Vj_i) M(J-l) V 
i-NfïT 
p (1 - y - V ) ~ M(l-M) . (5.30) j-l d-l J-i 1 1 
^ • nûT 
It is obvious that we need only find = (V^ ,^ V^ g, ..., V^ )^' 
and we can use equations (5.28) and (5.29) to obtain the remaining 
elements of V. 
We may write equations (5.27)and (5.30) in matrix form as 
%1 = & %1 + S . <5-31) 
where 
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nïïT 
B = M(1 - M) 
'V 
'• ' ror 
«rwT " all) 
1 
 ^• N(l) 
1 
NUT 
p^ d - - v^ ) Pgfl-Ug-Vg) 
1 -
1 -
N(2) 
1 
N(l)' 
Pgfl - *2 - "'g) Pid-Ui-^ i) 
1 - N(i-l) 
1 - lUD 
Pi-2^ ~^^ i-2 ^ i-2^  
+ P^ d-Pi-Vj) 
1 -
1 
1 -
4^  ^Pk-i(i-h[-i-Vk-i) 
N(l) 
Pk-2<^ -\-2-\-2' 
Pk<^ -V\> 
Figure 5-1. The matrix A 
(]- - NTÎT^  Pk-l(l-*k-l-"k-l^ \^ 
0 
0 
73 
with the notation that = 0 for i < 0 or i > k. The solution 
is, of course, 
3Ï = % - I • (5-») 
We will consider this solution, and approximations to it, 
after we have derived the first two moments of the stable distri­
bution for model II. 
2. Model II 
The mean of the stable distribution for model II is found as 
follows. As in model I, 
N^ (l,t+1) 1 (^t) ~ Binomial (N(l),P(t)) , 
where 
P(t) = E P.[(l-M.)X(i,t) +v (l-X(i,t))] 
. 1 1  
= V* + E p,(l-y -V )X(i,t) . (5.33) 
1^ 
Hence 
E[X(l,t+l) I #(t)] = V* + E p.(l-ii^ -v^ )X(i,t). 
Mutation has no effect on the other age groups, so we may write 
E[%(t+1) I %(t)] = V* + g %(t) , (5.3k) 
% 
where % and Jg are defined as in equation (5.2). That is, the 
vector of means of the stable distribution is the same for model II 
as for model I, which we found to be 
lira E[%(t+1)] = M J , (5.35) 
t-x» 
* 
V 
where M = « * 
y +v 
For the variance-covariance matrix, 
V.j(t+1) = (Cov [X(i,t+l),X(j,t+l) I X(t)]) 
+ Cov^ (t) [X'(i,t),X'(j,t)], 
where X'(i,t) is as defined in model I. 
If i=J=l, 
Var !x(l,t+l) I %(t)] = (5.36) 
SO 
Vil(t+1) = E^ (t) (Var [X(l,t+1) | X(t)]} + Var^ t^) iX'(l,t)] 
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= E ( (l-l/K(l))X'(l.t)^ ) + iifjj - i.t+1 
= E ( (1-1/»(1)) [v* + I )+ gfiy Wi,t+1 • 4,t+l 
= (1-1/11(1)) E + âtïT "i.t+i'i-"i.t+i)' 
(5.37) 
by using the same steps which were used in deriving equation (5-1^ )• 
If i=l, j > 1, 
Gov [X(l,t+l),X(j,t+l) I X(t)] = 0 (5.38) 
so 
V.j(t+1) = E^ (t)(cov [X(i,t+l),X(j,t+l) I X(t)l } 
+ Covy,.. [X'(l,t),X'(j,t)] 
= E . . (o) + Gov [v + Z P.( l -y.-V.)X( i  , t) ,X(j - l , t ) ]  
#\ t /  i  ^  ^ 
= I P,(l-y,-v,) V (t) , (5.39) 
 ^ X 1 J- L 
which is the same as for model I, equation (5.I6). 
If J, i,J > 1, 
Gov [X(i,t+1), X(j,t+1) I X(t)] = 0 (5.ko) 
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V.j(t+1) = E^ ^^ j(cov[X(i,t+l),X(j,t+l) Ix(t)]) 
+ Cov^ (t) [X'(l,t),X'(j,t)] 
hit) [X(i-l,t),X(j-l,t)] 
V.  ^ , (t), (5.In) 
1-1,J-1 
which is the same as for model I, equation (5.18). 
Finally, for i=j >1, we shall condition on X(t-i+l) 
instead of X(t). This is necessary, since the X's for model II are 
% 
not a Markov Chain, although the N's are. As an illustration of 
this, assume that N(l) =» 20, and that X(2,t) = .5. It is possible 
for N^ (2,t) to be 1, 2, etc., and still have X(2,5) = .5. 
iîowever, if «e know that X(l,t-l) = .05, then this iseans that N^ (2,t) 
must be 1, i.e. , all but one of the individuals with allele 
died, and the lone A^  survived. This would change the probabilities 
for X(3,t+l). For the process to be a Markov Chain, it must satisfy 
the Markov property; 
Prob [X(t+1) = x(t+l) I X(t)] = Prob [X(t+1) = ;ç(t+l) | ^Xt),%(t-j)], 
which is not satisfied for this process. 
However, if we let X"(i,t) = X(l.,t-l+l), and X''(t) 
% 'X, 
=  ( X "  ( l , t ) ,  X "  ( k , t )  )  '  ,  t h e n  ( t )  i s  a  M a r k o v  C h a i n .  
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Hence, we condition on J^ (t-i+l), instead of ,^(t). 
From Theorem 1, we know that 
Var [X(i,t+1) | ^(t-i+l)] 
= X(l,t-i+l) [l-X(l.t-i+l)] _^ ^^ [l^ lN(i,t) ^ 0] - ij. 
(5.42) 
Therefore, 
= iirih (Mi.t-i+i'i-Wi.t-i+i'-Vii't-i+ii) 
78 
 ^" N(i) 
We can easily see that 
V (t+1). 
1 - s [ôTÎTi-E) I 
Vi.i-i'"' 
N(i,t)#0] - E[ 
N(i-l.t) N(i-l,t)^ 0] 
1 - G [iilzi-ET I  ^ (5.ltk) 
since "1,%+! = "i.t-i+l ' 
Note that although we have left the t in the expression in­
volving N(i,t) and N(i-l,t), the expectation does not involve 
the parameter t. N(i,t) and N(i-l,t) are distributed as "binomial 
random variables with parameters W(l) and and N(l) and 
£. , respectively. Since we are concerned only with their expecta-
i—1 
tioii here, and not their covarla-ncsj we need not use t-l when dis­
cussing age group i-1. 
We can easily see that the only differeaee between model I and 
model II is that we use 3 ;'t in model I and 
N(i ) 
' M(l'k) # 0] in mode] II. 
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Therefore, at equilibrium, V^ j(t+l) = V^ j(t) = ... = V^ j, 
and, assuming = 0 and = 0, 
= (1-1/N(1)) I p.dni.^ .) + F(lT M(i-M), (5.45) 
I^j = +1' > 1' (5.46) 
 ^  ^^ N(0T + E [^ 1 N(i,t)#0] - ^  
 ^" N(ïy  ^" N(ît 
(5.47) 
i > 1, 
and 
i^j ) \j_î + i>5_i Pi(l-W^ 'V^ ) \^ i_j+2 
 ^" N(l) 
+  I " ] - ! ( ' - - U _ 1 _ ! !  a l i i M f l - M ) ,  s > I, (5.1,0) 
^ - iïïT 
In summary, the covariances for the stable distribution for model II 
are the same as the covariunt;iii; Cor tho ntablc oi i ntr i butiori for a model 
I-type population with the number in a/ie clanr. i beinp; 
[NTïttT I N(i,t) ^  0] . 
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C. Approximate Covariances for Llie ['«bahle Ui r-t.ribution 
First, consider the special case of tvo age classes. Since 
we have assumed that p^  = 0, we get reproduction only from the first 
age group. Although there are two age groups present in the popula­
tion, the first age group is the only one which participates in re­
production. This situation is essentially the same as if there were 
no age structure, and we expect (see, e.g.. Evens, 1968, pages If3-^ 5) 
V. 
M(l-M) (5.1+9) 
11 1 + 2N(l)(y*+V*) • 
This expression is what we obtain as follows: 
1 
nTÏT 
 ^= M(1 - M) 
0 
and 
0 
* * 
1 - U - V 0 
* 
since p^  = 1, = y , and 
* 
\) . 
Hence 
1 -(1 - )(l - y - V ) 
(#) -1 
/  *  * \  
— (1 — y — V ) 1 
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1 , * * 2 
1 - (1 - îg(ïy)(l" VI - V ) 
'^ -nTÏT ' 
* * 
1-jj -V 
so, from equation (5.32), 
V = (I - A)"l B 
 ^  ^
M(1 - M) 
1 - (1 - r^ )(l-y*-v*)^  N(l) * * 
1—y —V 
r- 1 
N(l) 
0 J 
M(1 - M) 
1 - (1 - âtïy)(i-v"-v")= 
N(l) 
* * 
1-u -V 
N(l) 
M(1 - M) 
N(l)-(N(l)-l)(l-vi*-v*)^  
* * 
1—y —V 
* * If y and v are small and N(l) is large, then 
, * * o . * * 
(1-U -V ) = 1 - 2y - 2v , 
and 
(5.50) 
* « 
y + V 
N(l) 
= 0 . 
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Therefore, 
V i M(1 - M) w — * 
^ N(l)-N(l)(l-2u -2v ) + 1 
= M(1 - M) 
l+2N(l)(y* + V*) 
And, using equation (5.29), 
V 6 iuk —"<1 : . 4. Mlljk „(!.„) 
(5.52) 
It is interesting to notice that while the variances and co-
,  *  * .  
variances are not exactly equal, they are within an order of (u +u ). 
We will use this later to estimate the variances and covariances 
of the more general population. 
While it is possible to solve the equations (5.31) exactly for 
any particular choice of N(l), p^»n^> and , we can obtain approxi­
mate analytic solutions for populations in terms of the N's, p's, 
y's, v's, etc. 
* * 
1-y -V 
(5.51) 
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As we saw from equations (5.51) and (5.52), the covariance 
is approximately equal to the variances and Vgg. As a first 
approximation, we will assume that for all i, i', j, 
j*. Recalling that Z q. = T, consider the following weighted 
i ^ 
average of the V^j's. 
V(t+1) = -^ E q.q, V (t+l) . (5.53) 
T ij J J 
From equations (5.16), (5.17), (5.21), and (5.22), we can express 
V(t+l) in terms of the V^j(t) as follows. 
V(t+1) = ^  (qf V (t+l) + q Z q V (t+l) + q E q V. (t+l) 
T j>l i>l ^ 
+ q.q. V (t+l) + E q! V (t+l)} 
i,j>l ^ ^ i>l ^ 
" '^1 3I1'' Î 
^ ^1-1,J-l''* * .^,"^1 1-1/8(1-1) 
(t) 
+ 
i,j>l * •-' " i>l 
t i l ?  M ( l  _  M ) l  .  
Now, if we let terms involving q^^^ be zero and note that q = 1, 
8)t 
we have 
V(tn) = ^  (PjPj 4- + li^Pj + Si+i^j+i) 
+ [Pj(lTlj-Vj)Pj(l-u.-Vj) - p^pjl V.j(t) 
- strr ^ strr"'^ - "> 
- ^ ^ Pj'wj+'j) Vi,j"> 
Si+i 
1 - N(i+1) 
_1 
^ " N(i) 
Vii(t) 
2 H(i+1) N(i) 
*^+1 , 1 
NdT 
M(1 - M) 
1 j 
= {_:j (Pi + Si+i)'Pj + %j+i) Vij'tl 
+ E [p. (l-w,."V. ) P.(l-Vij-Vj) - p.p.] V (t) 
ij i "i "j' "y ij 
- mn "ij"' " STTF - M) 
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-2 Z q., % P. (m. + V ) V (t) 
i >1 i 
, , . m) -(m) 
i - i H T  
+ E ^ M(1 - M)] . 
i>l 1- ' N(i) ^ 
Recall that q. = E p., so q. + p, = q., and replace each 
J i>J 
Vij(t) by the approximated value V, then 
1 1 2  . ,  * * . 2  ,  1  ,  * * . 2  
V = — jr V + [(l-jj -V ) - l] V - (1-P -V ) V 
1 _1 
-  i t *  « m »  
+ nfïT M(l-M) - 2(T-l)(li +v ) V - V 
^ ^ " IÏÏÏT 
4. E K(l+ll " »(1) M(1 - M) I . 
' ^ - STÏT ^ 
Prom equation ('j.27) we know that 
^ _2 N(i+1) " N(i) _ T_ 1 (5.5%) 
t ^i+1 , _1 N N(l) • 
^ ^ - N(i) c 
Hence, solving for V, 
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V (i_y*_v*)2 + 2(T-I)(y*+V*) + ] 
6 
1 +T 
N(l) Ng N(l) M(1 - M) , 
or 
V 4 ^ (5.55) 
- (1-U -V )^) + 2(T-l)(p -K) )] + 1 
* 2  * 2  *  *  
By ignoring terms of order y , v , and (y +v )/N(l), we may 
approximate this by 
v; . . (5.56) 
1 + 2Ng(y +v ) 
For the special case of two age groups, vhich ve previously 
solved exactly, T = 1 and = N(l), so 
V = M(i - M) 
N(l) - (N(l) - l)(l-y*-v*)^ 
which is exactly what we found for and approximates 
(equation (5.50)). 
The approximation (5.55) appears to be quite good, and of the 
* *\ 
order of (y +v )» for a broad range of populations and mutation 
rates (see Table 5.1 for this comparison with the populations listed 
in Table U.l ). 
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Table 5.1. Comparison of true and approximated covariances for 
population 1, Table b.l. 
"i 'i 
V 
Exact 
Ij 
Approx 
^i "i 
V 
Exact 
Ij 
Approx 
1 - - .249384 .249384 - .246824 .246824 
2 - - .249347 .249352 - - .246787 .246792 
3 - - .249343 .249152 - - .246783 .246792 
h - - .249340 .249352 - - .246780 .246792 
5 10~^ 10~^ .249339 .249352 10"^ 10'^ .246779 .246792 
6 10~^ 10~5 .249357 .249358 10~^ 10"^ .246797 .246798 
7 10~^ 10"^ .249358 .249360 io"5 10"^ .246798 .246800 
8 10"^ 10"^ .249357 .249361 10"5 10~^ .246797 .246801 
9 10"^ 10~^ .249356 .249363 10"5 10"5 .246796 .246803 
10 - - .249365 - - .246794 .246804 
20 
0.5000 
.2493567 
65.00 
10"^/ i0~^ 
100 
0.5000 
.2467966 
325.00 
10"^/lo"^ 
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Table 5.1. (continued). 
V. 
Exact 
Ij 
Approx 
V. 
Exact 
IJ 
Approx 
.21+9716 .249716 
.2U9699 .249701 
.249697 .249701 
.249696 .249701 
.249696 .249701 
.249704 .249704 
.249704 .249705 
.249704 .249706 
10"^ 10"^ .249703 .249707 
-5 -5 10 ^ 10 
-6 -6 
10 10 
..-6 -6 10 10 
-6 -6 10 10 
_ 249702 
20 
0.5000 
.2497037 
65.00 
4.6xio"^/4.6xio'^ 
ohavnv 
» I I 
-5 -5 10 ^ 10 ^ 
-5 -5 10 ^  10 ^  
10-' 'ïo-5 
10-5 2*0-5 
10-5 2^,-5 
20 
0.3333 
.2213655 
65.00 
10"^/2X10"^ 
.221402 
.221352 
.221347 
.221343 
.221342 
.221366 
.221367 
.221366 
.221364 
.221402 
.221359 
.221359 
.221359 
.221359 
.221368 
.221370 
.221372 
.221374 
091 •5(^9 CJ07 97K 
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This approximation (5.55) can be improved somewhat by using equa­
tions (5.22)through (5.30) and iterating. The improved estimates are 
^11 = (1 - W(IT ) i " stïT "(I'M) 
= (1 - ^ )(l-w%*) V + ^  M(l-M), (5.57) 
= E p (l-y.-v.) V + E p (1-y -V.) V 
Ij i<j_l i 1 1 i>j_l i ^ ^ 
•" IHLlSir M(i - H) 
" " n(1) 
1 1 
= 2 j_) V + p,_^(l-u, J-V Hn5LZ-ZIU 
' " ^ - iîTïT 
1 1 
= (l-/-v") V 4. p (l-„ -V ) K('-l) [M(l - M) 
J-i J-i J-1 , 
^ " »nT 
- (1 - nITT )v-5^M(I-M)1 
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= (1-/-^'*) V - NfïT (wfi-M) - d-w )v]. 
and (5.58) 
Vu = pF 'u ^ 
N(l) ' N(l) 
— 1 ( 1  -  M T Î T l < l - w * - « " ) V  +  M ( l - M ) l  +  M ( l - M )  
1 - iîTïT ^ • snr 
,, 1 M-, • *. - M(1 - M) , 1 1 , 1 1 1 
= (1 - nTÎT' " ) V + 1 'lîTÏT " N(i)H(l) M(i) " N(l) ' 
^ • ror 
= (1 - NfîT -V ) V + atîT (1 - NTÎT) 
^ "i(TT 
= -y -V ) V + . 
In summary, 
Vu = (i-»ÏÏT"' -„V) V^5^M(1-M) 
and by (5.28) and (5.30), (5.59) 
Vlj = (1-p -V ) V + - ro' 
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. [M(l - M) - (l-y*-v*) V] , i?«j, 
where 
U i M(1 - M) . 
M 1 * * p * * 
—[(l - - (l-W -V ) ) + 2(T-l)(u ••v )] + 1 
We have, in a sense, only approximated ^, j=l, ..., k, with 
the other covariances and variances obtained by acting as if were 
exact. Therefore, we need only compare the approximations for V^j to 
see how good they are. Table 5-1 compares the estimates for these co-
variances for the populations given in Table U.l, for various mutation 
rates. 
We should note that the effective number, N , we use here is 
e 
not the exact effective number, as obtained by solving (b.2b), but 
rather the approximate effective number as obtained from equation (U.2T) 
or the approximation as obtained from equation ( h . 2 8 ) .  
It is interesting to notice that the approximation using equation 
(h.2j) is not as good as the approximation using equation (U.28), even 
though the value used in the approximation is exactly that from 
equation (4.28). This further supports our use of Felsenstein's 
effective number, equation 
In the next chapter we will assume that = V for all i,j. 
We now investigate how accurate that approximation is. As stated be­
fore, we need only investigate how closely V approximates V . for all 
J 
J. 
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Consider 
* * 
M(l-M) - (1-y -w ) V 
V [ ^ [(1 - ^ ^)(1 - (l-p*-vV) + 2(T-l)(y*-»v*)] + 1 
*  * ,  ,  
- (1- y-v ) V from equation (5.55) 
1  * *  *  *  *  *  I
^ [(1 - ^ )(1 - (l-2p -2v )) + 2(T-l)(p -»v ) + y + v J 
* * I M 1 1 * * Ng 
V(y +v ){2 ^ (1 - jj^) + 2T - 1 f = 0((m 4v ) ^ ) (5.60) 
Therefore, from equations (5-57) and (5.58), if we assume the variances 
are equal and iterate, we obtain 
Vu ' '1 - " ÎIÏT 
= (1 .W*-v*) V + [M(l-M) - (l-U*-v*) V ] = V + Ofu*+v*) (5.61) 
* * 
= V + ()(y +v ) (5.62) 
^ * 
The variances, therefore, are equal within the order of (y +v ). 
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VI. THE DIFFUSION APPROXIMATION 
A. Introduction 
In the previous chapter, we attempted to analyze the models through 
the use of exact transition probabilities in the Markov chain which 
describes the population. In this section, we will approximate this 
discrete process by a continuous time process. 
For continuous time Markov chains, the Fokker-Planck equation 
(also called the diffusion equation) plays a central role. Kimura 
(1.96b) reviews the use of diffusion In population genetics models. 
Assume that the gene frequencies of gene A^ in the population 
at time t in the various age groups are ^ = (x^, x^, ..., x^ )'. 
In the next time period, the gene frequencies will be ^ + 6x, where 
6^ = (6x^, ôXg, ..., 6x^)' is a random variable, dependent on the 
vector of frequencies x. 
B. The Moments of the Changes in Gene Frequencies 
1. Model I 
To apply the diffusion approximations, we need the first several 
moments of the changes in gene frequency, 6x, conditional on the 
vector of frequencies, x. From equation (5.2), we know that 
E[6x^ = E[X^ + fix^jx^] - x^ 
(6.1)  
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where 
and 
xj = V* + I , 
XÎ = X. , for i > 1. 
1 1-1 
From equations (5.13), (5-15), (5.17), and (5.19), 
Gov (6x.,ôx ) = Cov(x + 6x , x + gx ) | x , x ) 
i J ^ ^ J J ^ J 
x^(l-x^) 
N(l) 
, for i = j = 1, 
= xld-x!) " N(i-l) ^ for i = j > 1, (6.2) 
^ - îRl^ïT 
= 0 for i # j. 
For N(i) all large, this is 
x'(l - x') 
Gov (6x^, 6Xj) = N(l) for i = j = 1, 
N(l) for i = j > 1, (6.3) 
i-1 
= 0 for i ^  j. 
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It can be seen that the general expectation 
E[n(ôx. + X. - xl )*j] 
j J 
is zero if any of the a 's is equal to 1, since 6x. and 6x 
0 1 J 
are independent if i^ j. Hence, for the third central moments, the 
only nonzero terms are 
E[(6x^+x^-x^)3] = I^N(l) [v* + Z (l-w.-v.) X.] 
^ # I 
•[l-v - E(l-y.-V.)x.][l-2v -2 E (l-p.-v.)x.] ) 
i  1 1 1  ^  i i i j  
= 0( ^ J , (6.U) 
M(l)2 
from properties of the binomial distributions, and 
E[( 6x^+x^-x|)^] = ( |N(i)x^_^(l-x^_^)(2x^_^-l)[N(i-l)-N(i)] 
•[N(i-l)-2N(i)]/ ( [N(i-l)-lHN(i-l)-2]) | 
=  0 ( — ,  ( 6 . U b )  
N(i)^ 
from in*o|K;ri;lc?!i of the hypergeometric distribution. Similarly, for 
the fourth central moments, the only nonzero terms are 
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E [(6x^+x^-xp^(6xj+xj-xj)^] = Var (6X_) Var (6*^)= 0^n(iju(j » 
E^fgxi+Xl-X^)^] = ^3[N(l)pq]^ + N(l)pq(l-6pq)^ 
H(l)^ 
(6.5a) 
from properties of the binomial distribution where 
P = V + Z p^(l-u^-v,)x^ and q=l-p, 
and 
E[(6x^+x^-x1 ^N(i)x^_^(l-x^J[N(i-l)-N(i)] N(i-l)(N(i-l)+l) 
-6w(i)(N(i-l)-N(i)) + 3x. Jl-x. J[N(i-l)^(N(i)-2) 
1-1 1-1 
-N(i-l)N(i) + 6N(i)(N(i-l)-N(i))] /[(N(i-l)-l)(N(i-l)-2)(N(i-i)-3)] 
= 0(—, 
N(i)2 
(6.5b) 
from properties of the hypergeometric distribution. 
2. Model II 
For model II, the first two moments of the change in gene fre­
quencies are 
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EfAx^] = xj - x^, (6.6) 
from equation (5.3H), where x| is the same as for model I, 
For i = j > 1, from the derivation of Theorem 1, 
Var (6x_) = Var [x^ + 6x^ | Population does not die out] 
= E |var[x. + gx. | N^(i-l,t), N(i-l,t)]|x. = N^(i-l,t)/N(i-l,t), 
Population does not die out^ 
+ Var |^E[x.+6x^ | N^(i-l,t),N(i-l,t)] | x.=N^(i ,t)/N(i,t), 
Population does not die out J 
xl(l-xp ®|îi(i_i^t)-l N(i-1,tI N(i-l,t),M(i,t+l)fO]-l |x^ 
^ ^ I 1 - T N(i-l,t) 
[^ 'sïbr '' 
since for large N(l) Jl^, and N(i-l,t) are approximately 
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independent. That is, for large N(l), we have that 
x!(l-x!) 
Var (6x^) = [ 4" - "T" ] , (6.7) 
*i *i-l 
where 
'I = 1/" 'nfr!!} I f °I • 
Therefore, by combining equations (5.36), (5.38), (5.bO), and 
(6.7), we obtain 
x:(i-x:) 1 1 
= M(1)— t~-"i—]» for i=J>l, (6.8) 
•^i *1-1 
=0 , for i^j. 
Notice that equations (6.6) and (6.8) are the same as for model I equa-
* 
tions (6.1) and (6.3), with replacing This is not surprising, 
since N(i), the hypergeometric distribution is approximately equal to 
the binomial distribution. That is, for large N(i), model I and model 
II are approximately the same. Therefore, we can say that, as with 
model I, the third and fourth central moments are of the order ' 
1/(N(1)A*)2. 
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C. The Diffusion Approximation 
We will now use these first several moments to approximate the 
discrete time process by a continuous time process. 
In previous sections, x^ = X(i,t) could take on the values 
0, l/N(i), 2/N(i), 1 for model I. For model II, the possible 
values are all the rational numbers between 0 and 1 which use only 
the integers 0, 1, 2, ..., N(l). For N(i) large, we may approximate 
x^ by a continuous random variable which can take on any value between 
0 and 1. Also, we may rescale the time parameter by dividing by 
N T, where N is the effective population number and T = E q. is 
the generation time. That is, in the rescaled time, the smallest dif­
ference is 6t = . Hence, if the vector of gene frequencies at time 
t is then at time t + 6t, the vector of gene frequencies 
is % + 6;ij, where ô;|c is a random variable with the following moments; 
e e i 1 
e 
E(6x^) = ni^(x) 6t + 0(6t)^, (6.9) 
and 
Gov (6x\, 6Xj) = v^j(x) 5t + o(6t)^. (6.10) 
2 
with higher moments 0(6t) , where, for model I, 
m.(x) = (x! - X,) N T 
1 1 1 G 
I 
and 
X'(1-x•) 
(6.11) 
I 
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= x!(l-x!) 
1 1 
m N(i-l) T, i=J>l, 
1 - N(i-l) 
= 0, i ^  j. 
from equations (6.1) and (6.2), and for model II; 
m. (x) = (xî - X.) N • T 
1 1 eii 
and 
x'(l-x') 
' tlT V ''''' 
^ x ; ( i - x ; ) ( — ^  .  )  r i ,  T ,  
N(l)&. N(l)&. 1 II 
1 1—X 
= 0, i f j, 
from equations (6.6) and (6.8). Notice that the m^(x)'s and v^j(x)'s 
are functions of x, but not t. Therefore, the process is time 
A/ 
homogeneous. 
Let f(x;t) be the probability density function of the vector of 
gene frequencies at time t and g(5x; x-6x) be the probability 
density of a change in the value of the random variable x from 
- 6x to X in the time interval (t, t+ 6t). Then, we know that 
2 t. 
f(x; t+ 6t) = /f(x - (Sx;t) g{fix;x - ôx) d (6x). (6.13) 
'V/ '\i 'u «Xj 'b 'b 'V* 
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Expanding f(^ - g(5x;x - <Sx) in a Taylor series gives 
f(x - 6x;t) g(6x;x - 6x) 
'X/ 'v 'V/ 'V/ 'u 
3g((Sx;x) 
f(xit) 8(«xix) - Î («X.) f(x;t) — 
, 3^K(5X;X) 
9f(x;t) 
- Z (6x. ) g(6x;x) ~ 
^ i ^ 3x^ 
,2. 
i _ w. ^ 
+ % Z (6x, )(5x, ) g(5x;x) 
3f(«Xit) ag(5x;x) 
+ Ï (jx.Hsx,) — 3 
I j  " J -  d  
+ o(6x)^, (û.lk) 
where o(6x)^/(6x, 6x,)-v 0 as 6x. , 6x.+ 0 for all 1, j. 
% 1 ,) i J 
Assume that differentiation and integration can be interchanged. 
Substituting equation (6.1b) into equation (6.13), we obtain 
f (x;t + 6t) 
'\i 
f(x;t) / [g,(Gx;x) - j; (gx ) 
% ^ 1 1 
3g(gx;x) 
n,. 'V 
8x1 
103 
3^ g (6x;x) 
+ S! (3xi)(3Xj) ] a(a%) 
3"(x;t) 3gfgx;x) 
- E —; /[(6x. )g(6x;x) - (6x ) E (6x ) ] dXgx) 
^ o Xj^ J- '\i 'V» j u 3 X j ^ 
8^f(x;t) 
+ % E —/[(ôx )(6x ) g (ôx;x)]d(6x) +6(t) 
ij i j ~ 
= f(x;t) [1- E -—f (ôx. ) g (ôx;x) d (gx) 
'V ^ 1, 1; "X, 
1 
+ g E r—TT- / (ôx )(6x ) g (6x;x) d (fix)] 
ij i J ~ 
3f(x;t) 
E ——7— [/(6x. )g(6x;x)d(6x) - E /(ôx. )(ôx )g(5x;x)d(5x)] 
^ dX^ 1 0» j j ~ 
1 3'"f(x;t) 2 
+ g E % ; (ôx.)(ôx ) g (ôx;x) d (ôx) + o(ôt) , 
ij i j J ^ 
= f(x;t) + (6t) [ -E (m, (x) f (x;t)^ 
4= 
• {V (x) f (x;t) > ] + o(ôt)^ (6.15) 
j ^ ~ J ij 3x^ 3x 
We then subtract f(x;t) from both sides of equation (6.15)» divide by 
61 and let g t -> 0. The left hand side becomes 
f(x;t + Ô t) - f(x;t) 3f(x;t) 
, . O, A, 
2 
The terms involving 0(0t) become zero, and the differential equation 
bocomos 
lOH 
(6.16) 
Equation (6.16) is known as the Kolmogorov forward equation, or 
the Fokker-Planck equation. 
The univariate Fokker-Planck equation is (k=l) 
l^m(x) f (x;t) j + ^  |v(x) f (x;t)^ . (6.17) 
For model I, the Fokker-Planck equation is 
8f(x;t) r 
—tr ^  ' I ^  
1 3^ r 1 
2 ^ 1 1 ^ 
+ Z ^ N Tx!(l-x:) ^ M(i-T) f(x;t) 1 ]. (6.18) 
i>l 3^ I " ^ 1 - ^ 
where 
* 
= V + î; P;(i-p.-V;)x. 
and 
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For model II, the Fokker-Planck equation is 
3f(x;t) f 1 
—IT" ^ V 
i 1 ^ 
2 r x'd-x!) ^ 
+ 2 [v "W" 
+ E (n T x'(l-x:)( ^ ^—) 1 ] , (6.19) 
i>l 3x. L N(l)&. N(l)&. J 1 1 1—i. 
where xj is as defined above. 
It is not at all obvious what the solution to this differential 
equation is. It is possible, of course, to obtain particular solu­
tions for this differential equation for particular values of the parame­
ters by the use of a computer, but it is not clear how useful this 
would be. 
In deriving equation (5.55)> the covariances of the stable distri­
bution, we assumed that the covariances between age groups were 
approximately the same. The approximations obtained in this manner were 
extremely good, and we found that the error was of the order of 
* * 
( p  +  V  ), (See Table 5.1 and equations (5.6l) and (5.62)). 
fji.nce we are ignoring moments greater than the second, we may approxi­
mate by a univariate random variable x. 
Let 
x(t) = I ? q^X(i,t) , (6.20) 
106 
Then, for large t, 
E [x(t+l) |x(t)] = q. E[X(i,t+l) | X(t)] 
= i I V* + E p (1-M -v.)X(i,t) + Z q.X(i-l,t) 
^ L i ^ ^ ^ i>l 
è I V + E p. (l-y.-v.) x(t) + E q.x(t) 
^ I i ^ ^ ^ i>l 1 
I I V* + (l-p*-v*) x(t) + (T-1) x(t) 
1 I * * * , . 
= ^ { V + (T-y -V ) x(t)) . 
That is, 
E[6x I x] = E[x(t+6t) - x(t) I x(t) = x] 
1 * * * , 
= ^  \ V - (p +V ) x } . (6.21) 
Also, for model I, 
Var [x(t+l) I X(t)] = ^  E q q Gov [X(i,t+l), X(j,t+l) | X(t)] 
T ij 
= ^  { [v*+E P.(l-|i.-\>. )X(i,t)][l-y*-Ep.(l-,j.-v.)X(i,t)]/n(l) 
T  I  i  ^  ^ 1 1 1  
+ E qj X(i-l,t) [l-X(i-l,t)] N(i-l) 1 
^ - NTÏZÏT ^ 
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= ^  I [v + Zp. (l-y .-V . )x(t)][l-v - Zp (l-p -V, )x(t)]/N(1) 
T I i ^ 
+ Z x(t) [l-x(t)] (6.22) 
i ^ - N(ÏT ^ 
Now, for model I, 
N(1)T 
1 + K(1) 2 K(i+1) " W(i) 
^i+l 
1 -
N(i) 
from equation (4.27). Therefore, 
4.1 - ièr • 
w(i) ®I 
Substituting equation (6.23) into equation (6.22), we obtain 
Var [x(t+l) |X(t)] = +(1-^ -v )x(t)][l-v (l-y -v )x(t)]/K(l) 
I T 1 V 
+ x(t) [l-x(t)] N N(l) j ' 
* * 
which, if we ignore terms of order , is 
Var 
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Wt+i) I x(t)i i ïiiliialiiL r.^ + «r- - «TÏr] 
= x(t)[l-x(t)] _ (6.24) 
TN 
Therefore, we have for model I 
m(x) = V (1-x) - u X Hg 
and 
v(x) = x(l-x) . (6.25) 
We can easily do this same analysis for model II and obtain 
m(x) i I V (1-x) - y X } N 
L ^ ®II 
and 
v(x) = x(l-x) . (6.26) 
The univariate Fokker-Planck equation is 
° - fe [% (v'd-x) - /x] f(x;t) 
+ fx(l-x) f (x;t)| (6.27) 
9x ^ ' 
for model I and 
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+ ^  rx(l-x) f (x;tn (6.28) 
ax L / 
for model II. 
These differential equations are the same as for the case of 
genetic populations without overlapping generations, with equal 
to the corresponding effective population size. It should be kept in 
mind that the unit of time is > that is, time is measured in 
e 
generations, as well as depending on the population size. For the non-
overlapping generations case (T=l) the rate of change is faster (in 
"real time") than in the case of overlapping generations (T>l). That 
is, the longer the generation time (greater T), the slower the rate of 
change in "real time" (time that has not been rescaled to population 
size and generation time). 
Before we consider the solution to equations (6.27) and (6.28), it 
should be mentioned that in assuming that can be approximately 
described by a single random variable x, we have assumed that t is 
large, i.e., the population has been reproducing for a long time. This 
would then seem to say that this diffusion equation cannot be used to 
answer, for example, the question of how long a single mutant gene 
will stay in the population, given that it is eventually lost. On the 
other hand, it can help to answer the question of how much longer a gene 
will remain in a population if it has been observed after the gene has 
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been in the population for some time. This may be the case in field 
experiments, where a population is studied that has been untouched 
before. It was found that the populations given in Table U.l had 
settled down completely in 10 to 17 generations, with wild fluctuations 
only in the first 3 or 4 generations. 
D. The Drift Equation 
If we formally integrate equation (6.17) with respect to x, we 
obtain 
= - m(x) f(x;t) + ^  ^  ^v(x) f(x;t)"j , (6.29) 
where F(x;t) is the cumulative distribution function of x at time 
t. When the population has reached a stable distribution, 
Mali . 0 
3t ' 
so equation (6.29) becomes 
0 = -m(x) f (x) + I" l^v(x) f (x)^ (6.30) 
where the probability density does not depend on t. This equation is 
called the drift equation, and the right hand side is called the proba­
bility flux of the population. At equilibrium, the probability flux of 
a population is zero. This equation was solved by Wright (1937» 19^5) as 
Ill 
f(x) a [v(x)] ^  exp 2 ay . (6.31) 
v(y) 
=0 
which can be verified by simply substituting this value into equation 
(6.30). The number is some positive number, often taken to be 
. The value of the number does not matter as it is taken into 
e 
account in the proportionality sign, and is often eliminated. 
For the remainder of the discussion of the diffusion equations, we 
will not make any distinction between models I and II. We will use 
N to me em either N or N , depending upon whether model I 
e ej e^j 
or model II is considered. 
Let us now find the stable distribution for a genetic population 
with age structure. The integral in (6.31) is evaluated to be 
/ dy = /Ng " y(l-yT ^  equation (6.25) 
* * 1  
=  N f v  f  —  d y  -  W  f  - —  d y  ]  
e •' y 1-y 
Hence, 
= [v ln(x) + p In(l-x)]. 
f(x) a exp ( 2N^ [v ln(x) + p In(l-x)] 
x(l-x) 
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= .  (6 .32 )  
That is. 
X'v, 3(2N^ V*-1, 2N^ y*-l) . (6-33) 
where g(a,.g) denotes the beta distribution. The mean and variance 
of this distribution are 
M + 1 
Mean = 
Variance = 
a + 8 + 2 
(g  +  1) (6  + 1)  
(a + 0 + 2) (a + 6 +3) 
Therefore, for the stable distribution. 
(2N V* - 1) + 1 
M = E(X) = 
* * 
(2N V - 1) + (2N u - 1) + 2 
- * * 
p + V 
and 
Var (x) = [(?n/ - 1) + l][(PN^ v* - D + l] 
(6.34) 
[(?N^ v* - 1) + (2N^ u* - 1) + 2]^ [(2N^ v*-l) + (2NgU*-l)+3] 
* * 
JSL_JL 
- * * 2r , * *. (y + V ) [2N^ (p + V ) + l] 
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(6.35) 
/ * 1 + 2N (w + V ) 
The mean and variance of the stable distribution should be compared 
with the mean and variance that we obtained directly from the transi­
tion probabilities of the original discrete Markov chain (equations 
(5.10) and (5.56)). They compare quite favorably. This, again, lends 
support to our approximations of the multivariate Fokker-Planck 
equation by a univariate equation. 
The approximate drift equation is dependent only on the effective 
« * 
population size and the overall mutation rates, p and v . Thus, 
for the stable distribution with mutation in both directions, a popu­
lation with overlapping generations will have approximately the same 
distribution as a population with nonoverlapping generations, but with 
the same effective number. It should be mentioned in this context that 
a population with nonoverlapping generations will have a larger effec­
tive size than a population with overlapping generations with the same 
census count. 
E. The KolmoRorov Backward Equation 
When we derived the Kolmogorov Forward li],,nation, we considered the 
times 0, t, t + gt. The equation looks forward from time t to time 
t + dt. V/e cannot consider the times 0, gt, t+6t.. From this we will 
develop the Kolmogorov backward equation. 
In a similar way to our definitions in finding the forward equation, 
let f(x;x(0),t) be the probability density of the vector of gene 
llU 
frequencies at time t given that it was x(n) at time 0, and let 
g('^ (^0 ) ;^ (0) ) be the probability density of a change in the value of 
the random variable x(0) from x(o) to x(o) + 6x(o) in the time 
V 'X; 'X/ 
interval (O, 6t). 
Then, 
f(x;x(0),t + 6t) = / g(6x(0);x(0)) f(x;x(0) + 6x(0) ,t)d(6x(o) 
(6.36) 
We can expand f(^ ;^ (0) + 6x(0), t) in a Taylor series as 
f(x;x(0) + 6x(0),t) = f(x;x(0),t) + E 6x.(0) f(x;x(0),t) 
1 3^  
+ 2 3x.(o) aXj(o) 
o(6^ (0))^  (6.37) 
Now substitute (6.37) into (6.36) and interchange integration with 
differentiation, as we did to obtain the forward equation. 
f(^,^(0),t + 6t) - / g(6x(0);x(0)) ( f(x;x(o),t) 
+ E 6x^(0) f(^w, %(0), t) 
1 9^  
«x^ (o) axjlo) (o) 
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+ o(6x(0))^/d(6x(o)) 
% 1 <\) 
= fCxyç(0),t) + s [/6X.(0) g(ôx(0);x(0)) d(fix(0))] f(x;x(0) ,t) 
3^  
+ I" E [/6x^(0)6xj(0)g(6^(0) ;^(0)) d(.Sx(o))] ^  (o) 
ij i j 
+ o(5t^) (6.38) 
Now, subtract f(^;^(0),t) from each side, divide by <St and let 
6t 0. The left hand side becomes 
f(x;x(0)t+6t)- f (x;x(0) ,t) 3f(x;x(0),t) 
 ^^  '\i 'b A/ 'V 
::o °^ —— 
and the right hand side becomes 
af(x;x(0),t) 
+ i V. (x(o)) ? "IJIXI*'' 9X.(0) AXJ(O) 
The differential equation, called the Kolmogorov backward equation, 
is written as 
3f(x;x(0),t) 3f(x;x(0),t) 
= E m.(x(n)) 
It - ^ 3x.(0) 
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1 
+ Z !, 3x.(o) 3x (o) (*-39) 
i J J 
where and are given by equation (6.11) for model I or 
equation (6.12) for model II. 
The univariate backward equation is (k=l) 
3f(x|x(Q),t) , „(5j(o)) 
+ i v(«x(o)) affizizlgJLt.) . (6.1,0) 
 ^ 3x(0)^  
As with the forward equations, this equation can be numerically solved 
but not analytically solved at the present time. We can approximate 
this equation by considering 
[(t) = è S q X(i.t) . 
i 
Then, for large t, the mean and variance of the change in x is given 
by equation (6.25) for model I and equation (6.26) for model II. 
The backward equation then becomes 
af(x,x^ o),t)  ^jj [y*(i_x).jj*x] 
ot e dXlO) 
HT 
1 32 
+ - x(l-x) g f(x;x(0),t) , (6.kl) 
2 3x(0)2 
where N takes on the value N or N , depending upon the model 
e e^  e^ j 
used. 
Of special interest is the calculation of the probability of fixa­
tion of a gene with no mutations (see Kimura, 195T» 1962). We may 
formally integrate equation (6.U0) with respect to x and obtain 
3F(x-,x(0),t)  ^Bi(x(0)) 3F(x}x(0),t) 
+1 (x(0)) 3^F(x:x(0),t) ^ (6.42) 
2 3x(0)2 
If x = 1 is an absorbing state, then by letting x = 1- and if 
u(x(0),t) 1:5 the probability that gene has become fixed in the 
population (x = l) by time t, we can see from equation (6.42) that 
=m(x(0)) 
+ v(x(0)) • (6.43) 
The probubilily oT ultlmalp Fixation of is the solution to the 
equation 
( 6 . W )  
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which satisfies the boundary condition u(o) = 0, u(l) = 1. The solution, 
given by Kintura (1962), is 
x(o ) 
U(x(0))= % . {6.1,5) 
0 G(x) dx 
where 
G(X) = exp [ - 2  f  dy]. (6.U6) 
If there is no mutation, then we are assured of either fixation or 
loss of A^ . For this case, m(x) = 0, and it is easy to see that 
u(x(0 ) ) = x(0 ). (6.1tT) 
This is what we found in Chapter IV, equation (4.10). 
We can also calculate the mean time to absorption using the backward 
equations. Feller (1954) derives an expression for the mean time to 
absorption (at either x = 0 or x = l). Here we will be concerned 
rfith the mean time to fixation of A^ , given that it is fixed, (see 
Kimura and Ohta, 1969). 
Let 
T (x(n ) )  = / t au(x(n),t) (6.48) 
0 
Then 
T,(x(o)) 
is the mean time to fixation of A^ , given that A^  is eventually fixed. 
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If we differentiate equation (6.U3) with respect to t, multiply 
by t,, integrate with rer.poct to t and exchange differentiation with 
i ntP,":ration, up obbai.n, using equation (6.48), 
; t - at = m(x(0)) T^ (x(o)) 
+ |v(x(0)) p T (x(o)) 
 ^ dx(0)^  1 
(6 .50 )  
Now assume that t ->0 as t ->• », Then, the left hand 
side of equation (6.50) becomes 
/ t  ^ at = 
at 
3u(x(0) ,t) 
at 
. ; au(x'0),t' a,  
0 
= -u(x(n),t) 
= -u(x(o)), 
since u(x(o),0) = 0. 
Therefore, equation (6.50) becomes 
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0 = u(x(o)) + m(x(o)) T^ (xfo)) 
.2 
+ % v(x(0)) --2_ T (x(0)). (6.51) 
 ^ dx(or 1 
and 
Consider the boundary conditions 
lim T,(x(n)) = finite 
x( n)-»o 
^^ (l) — 0 
The latter boundary condition is quite reasonable—it merely states that 
fixation is an absorbing state. The first condition is not obvious, 
or necessarily realistic, but must be assumed to give a unique solution. 
The solution to equation (6.51) vith three boundary conditions is 
1 
T,(x(())) = u(x(0)) / i|/(f,) u(ç) [l-u(ç)| dS 
x(0) 
1 x(o ) 2 
+ ll-u(x(0))3 / f ( C) u (Ç) dÇ (6.52) 
n 
where 1 
2 / G(s) dS 
" v(xl G(x) ' 
and G(x) is obtained from equation (6.H6) (see Kimura and Ohta, 
1969, 1971)' It should be noted that T^ (x(o)) is measured in units of l/N^ T. 
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For the case of no mutation or selection. 
G(x) = 1, v(x) = x(l-x), and u(x(oU = x(0), so 
T^(x(0)) = -2(l-x(0)) ln(l-x(0)). (6.53) 
The mean time until fixation, given fixation, is (from 6.h9 and 6.53) 
We will use this latter expression almost entirely. A final comment 
should be made about the use of the univariate backward equation to 
approximate the mean time to fixation given fixation. In order for 
us to use the univariate backward equation to approximate the multi­
variate backward equation, we had to assume that t was large, so that 
we could use Ihe approximation X(i,t) ? x(t). From equations (6.5k) 
and (6.55) we can see l.hat if x(o) is large, t^ (x(o)) is small. 
'I'hus, if the initial gene frequency is large, equation (6.55) is not 
valid unless we know that X(i,0) = x(0). On the other hand, if x(0) 
is small, then t^ (x(n)) is large, so that we may use this approximation. 
Of special interest is the time to fixation given fixation of a 
t^ (x(0)) = (l-x(O)) In(l-xîO)) (6.5k) 
or in terras of generations 
2N 
t^ (x(0)) = - (l-x(O)) ln(l-x(0)). (6.55) 
122 
single mutant gene. Then x(()) = » 
and =1, so 
l^^ N(l)^  " -2N(l)TN^  (1 - N(1)T^  " N(1)T^  " (6.56) 
•f-'or large N ( 1 ). 
To obtain the expected time to loss of given eventual loss, we 
only need to replace x(o ) by 1 - x(o) in equations (6.5^ ) and 6.55). 
Thus, the mean time to loss of in terms of generations given eventual 
loss is 
For this, our use of the diffusion approximation is valid if x(o) is 
large. 
Of special interest is the mean time to loss of a single mutant 
gene, given that it is eventually lost. This loss will be quick so 
that our assumption of large t will not be valid. On the other hand 
x(0) = , which is small, so that approximating X(i,0) by x(o ) 
may not be unreasonable for N(l) large. 
If N(I) is large, then the mean time to loss of a single mutant 
gene given that it is eventually lost may be approximated by 
t (x(0)) = - 2N ln(x(o)). 
o e 1-xUU 
(6.57) 
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N 
~ ^  N(1)T-1 (N(l)T) ( 6 . 5 8 )  
N 
= 2N(ITT (M(l)T) . 
In this respect, Kimura and Ohta (1969) calculate t^ (x(0)) for a 
single mutant in a human population. They use an estimate of 
where N is the total population size. Humans are diploid. Hence, 
each individual has 2 chromosomes, so that the multiplier of 2 in 
the logarithm is correct. They use a value for N^ /M of 0.8 
(Crow, 195b), but Crow uses N to be the number of offspring (pre­
sumably per generation), which is consistent with Felsenstein (1971)-
Hence, the equations (6.58) and (6.59) are the same with N = N(l)T 
and a correction for diploid populations (see Chapter IX). 
N 
tQ(x(0)) = 2 (jp) ln(2N) . (6.59) 
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VII. SELECTION 
A. Introduction 
To this point, we have assumed that genes and A^  have 
the same fertility and the same life table. In this chapter we in­
troduce viability and fecundity selection to our models. 
In order to make certain approximations, we will assume that 
selection is slight. More formally, we assume that r^  ^ and Ts^  
1 2 
are 0(  ^ so that we may ignore terms involving r^ r^ , T ELSy, 
Tr^ Sj, r\/N(j), or Ts^ /N(j), for all i and j, where r^  and 
are the selection coefficients for fecundity and viability, 
respectively (see Chapter II). 
The introduction of selection produces a nonlinear!ty in the 
system. Hence, we are not able to find the exact probability of 
fixation of a gene with small advantage or disadvantage in the manner 
used in Chapter IV. Moran (1959, I960) found that for populations 
with discrete generations^  E [exp(-28M^ (l,t+l))] = exp(-2eN^ {l,t)), 
in our notation, where  ^8 ^  r. Unfortunately, we are not able 
to use this same type of analysis for a population with overlapping 
generations. 
In tills chapter we introduce the diffusion approximation for 
selection in populations with overlapping generations. 
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B. The Diffusion Approximation 
In order to apply the diffusion approximation to the population 
with selection, we must first calculate the first two moments of 
6^ , the change in gene frequencies in a time interval if the population 
initially has gene frequencies x. 
% 
1. Model I 
We will assume that r. , Ts., u., and v. all are OC-r—r). 
1 1 1 1 Nil; 
From equation (2.9), we obtain 
E [X(l,t+1) I N.(t)] = P (t+1) 
* (l+r.)N (i,t) 
= ^   ^ N(i)^ + r.N (i,t) 
i ' ' i 1 
* N.(l,t) N.(i,t) 
— .r-.. /t.. , . \ / 1 L-w. \ r 1 J- 1 A. r\f \ 
- V -r - N(i) '"-'i N(i) ' • 
= V +£ P .(l-u.-v.)(l+r.)X(i,t) [l-r.x(i,t)] + 0(— 
i '  ^  ^  ^  ^ N(l)^  
= V* + E T\(l-H.-V.)^ &+r.)X(i,t) - r.X^ (i,t)] + 0(— 
i  ^  ^  ^  ^  ^ N(l) 
= V + L p. (l-u .-V . )X(i ,t) + Zp .r.X(i ,t) [l-X(i,t)] + 0(— 
i  ^  ^  ^ i  ^^  N(l) 
(7.1) 
For N(l) large and small, the mean of the noncentral hyper-
geometric distribution for age group i given age group i-1 can be 
approximnLod by 
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(1 + s )W (i-l,t) 
E [X(i,t+1) I N^ (i-l,t)] = [N(i) u(i-l) + s' N (i-l,t)^  
1—1 1 
= (1 + s. J X(i-l,t) [1-s. , X(i-l,t)] + 0(-^ )^ 
N(l)2 
= (1 + s. J X(i-l,t) - s. , X^ (i-l,t) + o(-^ ) (7.2) 
1-1 1-1 N(l)^  
The variance of the change in gene frequency for the newborn age 
group is 
P_(t+1) [1-P (t+1)] 
Var [X(l,t+1) !N^ (t)] = (7-3) 
and, for age group 1, the variance for the noncentral hypergeometric 
2 distribution will not be different (to order 1/N(1Ï ) from the 
variance of the central hypergeometric. Therefore, 
Var [X(l,t+1) 1 N^ (i-l,t)] = 
i i-1 
+ o(-^ ) (7.4) 
N(l)^  
The vector of mean gene changes and the matrix of covariances 
of gene changes for model I is calculated to be 
mi(x) = (x.' - X.) (7.5%) 
and 
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X '(1 - X ' ) 
5(1) "e,'' • ' = J = ' 
X (1 - X ) 
H(l) % - V ' ° ^ 
= 0 , i j 
where 
X ' = V + E p.(l-w.-v ) X + E p' r X (1 - x ) 
_ L  I I X ^ I I X  1  
and 
x ' = X. + s x (1 - X ), for i > 1. 
1 1-1 1-1 1-1 1-1 
2 .  Model II 
The method of reproduction in model II is the same as the method 
of reproduction in model I. Hence, 
E [X(l,t+1) I X(t)] = P (t+1) 
= V* + E P.(l-p.-v.) X(i,t) + Z  p.r.X(i,t)[l - X(i,t)] +0(-^ ) 
i '  ^  ^ i  ^^  N(l)2 
(7.6) 
P^ (t+l)[l - P^ (t+1)] 
Var [X(l,t+i) lx(t)] = — + (7-7) 
With the other age groups, we must know the mean and variance 
of the noncentral hypergeometric distribution to be able to calculate 
bho mean and variance of the change in gene frequencies. However, 
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for large N(l), we found the central hypergeometric distribution could 
be approximated by the binomial distribution with 
Z* = N^(l) E I N(i,t) # O] j replacing If we assume 
that this also holds for the noncentral hypergeometric distribution, then 
for model II, 
m.(x) = (x.' - X.) N T 
X eji  
and 
X ' (1 - X ' ) 
v_. Jx) =  — — - , , —  N  T  ,  i = j = 1 
ij N(l) e^ j 
*i-l(l " *i-l) 
N{1) 
'k i-1 ®II 
i = j >1 
- n 
.1. (7.8) 
3. The KolmoRorov forward equation 
From Chapter VI, the Kolmogorov forward equation for any given 
m(x) and y(x) is given by equation (6.l6), which we again present. 
^ ^ "u 'u 
^ 5: ["i<«"•<«•»>] * F 
(7.9) 
If we let x(t) = à E q.X(i,t), then we have (equation 6.17) 
 ^ 1  ^
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-1^ - [v(x) f(x;t)j (T-IO) 
3x 
For model I with t large 
E[x(t+1) 1 X(t)] = I Z q.E [X(i,t-1) 1 X(t)] 
= I ( v*+ Z p.(l-y.-v.)X(i,t) + Ep.r X(i,t) [l-X(i,t)] 
 ^ L il 11 i 1 1 
+ I q [(1+s ) X(i-l,t) - s. , X^ (i-l,t)] 
i>l -/ 
= ^  ( V* + E + Z p^ r^ xCt) [l-x(t)] 
< i i 
+ Z [(1 + Si_^) x(t) - x^(t) 
= |- I V + (l-u -V )x(t) + r x(t) [l-x(t)] 
** 
+ (T-l)x(t) + Ts x(t) [l-x(t)] 
1 j 4f # # I 
= - |v + (T-y -V )x(t) + (r +Ts )x(t) [l-x(t)]j (7.11) 
where 
* 
' "Vi 
r = Zp^ r^  
i 
and 
. - - i A ' .  -
Also, for model I, 
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Var [x(t+l) I X(t)] = ^  % q.q, Gov [X(i,t+l), X(j,t+l) 1 X(t)] 
T ij ' 
jP (t+l)[l-p (t+1)] 
 ^ + y q 2 X(i-l,t)[l-X(i-l,t)] rl 1_] 
tH "(1' I'l 1 Mil) «1 %-l 
= \[v + E p .  (l-u.-v. )x(t) + E p.r.x(t)(l-x(t))]fl-v* 
T L i  ^ i  ^  ^
- E P (^l-y^-v^)x(t) -E P^r^x(t)(l-x(t))]/N(l) 
i i 
+ 'Nôtr' B(IU. ' "(t-"!-"'* )' 
•> >1 1 1 —1 
= ^ p|[v +(l-P )x(t)+r x{t)(l-x(t))l[l-v -(1-y -v )x(t) 
T  ^
- r x(t)(l-x(t))]/N(l) + x(t)(l-x(t) )[j;p 
from equation (6.23). 
* * * 
Ignoring terms of order , we obtain 
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Var [x(tn) U(t)] = ^ _î_ . 
 ^ ®I 
= "(tMl-'it)) , (7.12) 
"l 
We can use this same argument for model II with N replacing 
®II 
N . We have, therefore, 
®II 
 ^ ## I 
V (1-x) -y X + (r + Ts )x(l-x) JN^  (7.13) 
and 
v(x) = x(l - x) . 
In OUI- diâcusâiou ùî the drift equation in Chapter VI, ve stated 
that at equilibrium, the probability density of the stable distribution 
is given by equation (6.31), 
f(x) a [v(x)] ^  exp I 2 / dy j . (T.lk) 
The integral in solved for a population with overlapping generations 
mid selection as 
X ,  ,  X * * * ** 
f nM dy = N ; V (1--.Y) - ti y + (r + Ts ) y(l-y) 
v(y) f y(l-y) 
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r * ,. * * ** , 
= Ng [v ln(x) + y In(l-x) + (r + Ts ) x]. 
Hence, 
c r *  *  .  .  *  **v ,  
f(x) = exp ( 2N^  [v ln(x) + y In(l-x) + (r + Ts )x] 
* ** 
2NeV -1 (i_x)2Nnw -1  ^+ (/ + TS**)X] . (7 
where c is a constant to be found. 
This distribution is closely related to the Beta distribution, 
which will allow us to evaluate the first two moments of the stable 
distribution. 
If Z % P(a,g), then 
and 
r(a+m) r(a+B 
r(a) r(a+6+m 
Then, for x, we find that 
c"^=/QX u-x; [l+2N^(r*Ts**)x] dx 
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* * 
r (2N V ) r (2N p ) 2N u 
r(2W^ (y*-»v*)) * 2Np(r +Ts**) # ] 
2N (y -fw ) 
r(2N V*) r(2N y*) 
e e 
« « 
* 
. * **, V T [1 + 2N (r + Ts ) * * J, 
r(2N^ (M +\> )) u +v (T.i6) 
__ * -l/r(2N v*+m) r(2N (y*+v );• , 
K[x», = [1 .3N,  ^TS ) ^  r(=M„V)..) 
* ** r(2N V +m+l) r(2N (y +v )) 
+ ?N (r + Ts ) S__ ^
r(?N^ v ) r(2N^ ()j +v)+m + l ) J  (7*17) 
The first two moments of the stable distribution are then found 
to be 
* »w * -if 2N V* 
M = E[x] = [l + 2N (r + Ts )  ^ ® 
r S •• p \ * * 
' (J +v* 1 2IÎ (y +v ) 
. .. (2*e *+1) 2BeV* 
+ 21 (r + Ts ) r~* , * 
 ^ (2N (n +v ) + 1) 2N (y +v ) 
+ (r +TS ) IT-*] \ 
II +v u +" 
* **. 
* 
* ?N u + 1 
V e 
+ PN (r +Ts ) -g—ST —n 
y V 2N ( y +v ) + 1 
13'» 
« « M +V t* , * **. 2N V +1 L + 2N^ (r +Ts ) [ Ê * * 2N^(y +v ) — ^ . 1  + 1 y +v J 
, * **, * 
* 2N^ (r + Ts ) y 
*" * [1 + * * * ]» 
y +v (2N^(y +v ) + l)(y +v ) 
(7.18) 
* *, 
E[x^ ] = [l+2N^ (r +Ts )-^  ] 
y +V 
* -1 I (2N V + 1) 2N V 
e e 
*  *  /  *  * .  
(2Ng(y +v )+l) 2Ng(y +v ) 
, , „ * 2)(2N V* + 1) 2N y* 
+ 2N (r +Ts ) — / * * . « / * *. . , * *. (2Nç(y +v ) + 2)(2N^ (y +v ) + l) 2Ng(y +v ) 
* 2N V + 1 * ** V* -1 
V e [1 + 2N (r +Ts ) 1 
- * * * * 
y +v 211 (y +v ) + 1 
* « 
y +v 
* ** 25 V + 2 
1 + 2N (r +Ts ) * 
® 2N (y +v ) + 2 
* 2N^ v + 1 r * m 
 ^ c _ a + 2N^ (r +Ts ) 
* * , * 
y +v 2N (y +v )+l 
r2N V + 2 * 
e _ y 
, * *\ * * 
_2N (y +v )+2 y +v 
-r? *, \ { 1 + gN^ (r%Ts") V, -
p •f\> 2N V p +\> )+i - (M (y +v )+!)(% +v ) 
(7.19) 
We can see how reasonable the mean is by substituting equation 
(7.18) into the right hand nide of equation (7.11). 
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-|v* + (T-u*^ *) M + 2N (r +Ts )m (l - M ) 
r,s e r,s r,s % '\j % rx, rxj^rx, 
, * **, * 
if** 2N (r +Ts ) p 
s m ( V -V [1 + "K 7~1{ * 1 
V (2N^ (ii +v ) + l)(p +v ) 
, * **, v" + 2N (r +Ts )
e ' * * * * 
y +v p +v 
at 
1 , * **, „ ,, 
Mr 3 + f +Ts ) -jJL-
p +v y +v 
Thus, our calculated value for the mean of the stable distribution is 
within order l/N(l) of the true mean. 
C. The Kolmogorov Backward Equation 
We shall now apply the Kolmogorov backward equation to a popula­
tion with selection. We first calculate the probability of fixation of 
a gene with no mutation. From equations (6.lt5) and (6.^ 6), the 
probability of ultimate fixation of A^ , given that initially 
x(0) = ^  E q^ X(i,0), is 
i 
where 
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x(0) 
f G(x) dx 
u(x(0)) = —^  
G(x) dx 
G(x) = exp f -2 / dy 
Hence, using the values for m(y) and v(y) from equation (T.13) 
* * 
with y = V =0, 
. * ** 
R X N (r + Ts ) x(l-x)  ^
G(x) = exp -2 / -5 dx 
J / * **t t 
= exp < -2N^ (r + Ts ) x ) , 
so 
/ * T **x /_ exp{-2N (r + ss ) x)dx 
u ( x ( 0 ) )  =  — ° 2  
, , * **.  ^
/Q exp -^2N^ (r + Ts ) x ) dx 
/ / * **v , 1 - exp y -2N^ (r + Ts ) x(0)y 
/ * ** -v 
1 - exp {-2N^ (r + Ts )  
(7.21) 
This can be compared with the discrete generation value of 
1 - exp f -?N rx(0)^  
= 1 - exp ( -2N% ) 
We can expand equation (7.21) as follows 
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u(x(0)) = E -
i=l 
00 *.(x(0)) (-1)1-1 
/ * ** 1-1 [2N^ (r + Ts )] 
i! 
, « ** 
= x(0) + Ng(r + Ts ) x(0) [l - x(0)] 
2 ,  *  **,2 
x(0) [1 - x(0)] [2x(0) - 1] + + 
3 
where the ^^ (x(0))'s are Bernoulli polynomials. Thus, for small 
Ng(r + Ts ), u(x(0)) - x(0) is approximately 
it 
Ng(r + Ts ) x(0) [1 - x(0)] . 
From the backward equation, we can also calculate the mean time to 
fixation of a gene given that it is eventually fixed. We use equation 
(6.52) and find that 
1 
_ 2 /q G<() d; 
" v(x) G(x) 
r + Ts 
* ** 
1 [1 - exp 
so 
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where u(x(0)) is from equation (7.21), 
* **., y , * **. \ y-i 
= [(r + Ts )(l - exp ^  -2(r + Ts ) } ) ] 
1  r  / , *  -  ,  (  , *  * * \  f  .  *  * * . Y  [exp\2(r+TB )  } - 1 }  fexpV-2(r+Ts )f ./-exp V-2(r +Ts ) 71 
• x(0) (C - f ' 
and 
r ,  *  * * . ,  r . * \ 
Jp = [(r +Ts )(l-exp { -2(r +Ts ) ) )] 
. [exp(2(r*-i-Ts**)) -l] [l-exp (-2(r*+Ts**) g) ] ag . 
0 
It should be noted that the role of viability selection appears to 
be larger t.hari the role of fecundity selection. This can be seen because 
the average viability selection is multiplied by T, whereas the 
average fecundity selection is not. We shall come back to this point 
in a later chaptor. 
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VIII. POSSIBLE EXTENSIONS OF THE MODELS 
A. Diploid Populations 
So far, we have assumed that the population is haploid and that 
newborn individuals are formed by divisions of adult individuals. 
However, there is thought to be sexual reproduction in every type of 
living organism on earth, with the possible exception of viruses. 
Some organisms rarely reproduce sexually, such as some mosses and 
fungi, while others always reproduce sexually, such as the higher 
plants and animals. We would like to modify our models to take 
into account this diploidy. 
Consider a random mating monoecious diploid population with 
discrete generations. A newborn individual's genotype is formed by 
choosing two genes at random from the population of adult genes. 
Since the genotypic frequencies do not directly enter into the repro­
duction process, except through the gene frequencies, we only need con­
sider the change in the gene frequencies in the population and do not 
need to consider the change in the genotypic frequencies. This 
holds true even if there is selection if we consider genes chosen 
at random from among the selected genes. For this, we need to assume 
a particular type of selection, which we shall define later. We 
can then replace N(i) with 2N(i) in the theories already de­
veloped to take into account diploidy in a random mating monoecious 
population. 
I'ho 
If the population has separate sexes, then a newborn individual 
is formed by choosing one gene from each of the two populations of 
sexes. We will not consider this type of population in this thesis. 
For populations with discrete generations, the reader is referred 
to such books as Li (1955), Kempthorne (1957)j or Crow and Kimura (1970). 
Consider a diploid monoecious population with overlapping 
generations. Assume that mating is at random among selected individuals. 
Then each newborn individual's genotypes are produced by choosing two 
genes from this pool, with probability of selection of a gene whose 
parent came from age group i equal to p^ . 
As with a monoecious diploid population with discrete generations, 
we only need keep track of the dynamics of the gene frequencies in 
order to describe the population. For model I, age group i con­
tains 2N(i) genes, so we may use the same theory for diploid popu­
lations as we did for haploid populations, with 2K(i) tuid 2K 
e 
replacing N(i) and N^ , respectively. 
If there is selection, then in order for this to be valid, the 
selective advantage (or disadvantage) of the genes must be multi­
plicative. That is, the selection for A^ A^ , A^ A^ , and A^ A^  in 
p 
age group i is in l,he ratio (l + r\) ':l + r\:l for fecundity se-
2 
lection and (l+r>.) :l+s^ :] for viability selection. 
We cannot extend model II in this way to allow for diploid popu­
lations. We cannot simply multiply all the quantities by two, as it is 
possible to have an odci number of A^  genes if there is also an odd 
number of A^  genes. This would violate our assumption of independent 
lin 
deaths. Therefore, only model I is applicable to diploid popula­
tions. 
In animal populations, mating is often dependent upon the ages 
of the individuals. For example, in human populations, mates have 
similar ages. Model I does not allow for this type of mating. The 
problem arises in that there is an association of genes within an 
individual. When an individual dies, two associated genes are lost 
from the population. This violates our assumption of random death, 
either through the hypergeometric distribution or through the non-
central hypergeometric distribution. 
B. Other Extensions 
The assumptions introduced in our models have allowed us a 
fairly complete analysis of a haploid population with overlapping 
generations. We have seen that we can extend model I to include 
diploid populations if the mating is not dependent on ages of the 
mates. We now consider these assumptions, their effects on the models, 
and the possibility of relaxing them. 
In model I, the size of each age group is completely determined. 
In model II, we have relaxed this somewhat by allowing variation 
in the size of all age groups except the newborn age group. Un-
fortunateJy, the assumption of constant size of newborn age group 
cannot be relaxed easily. In calculating the effective number for 
model II, we were able to condition the number of individuals in 
age piroup i at time t on the number of individuals in age group 1 
at time l,-i + 1. 
Ill 2 
We have already discussed the undesirable feature in model II that 
each age group has a specified probability of being the parent of an off­
spring, regardless of the number of individuals in that age group. 
The fertility of the age group should depend upon the number of indi­
viduals in that age group. A possible modification of this model is 
to assume that the probability an individual in age group 1 has 
an offspring is p^. Then the expected number of offspring would be 
E [N(l,t+l)|N(t)] = I p^N(i,t). This would allow the number of 
newborn individuals to vary. Another possibility is to correct the 
probability of producing an offspring by the population size. That 
is, let 
N^(l,t+1) I N_^(t), Ng(t) 'V Binomial (N(l), P(t)) , 
Wusrc 
N(i,t)p, 
J 
However, this involves the quantity 1/Z P.N(.i,t), which does not 
j ^ 
have easy distributional properties. 
The differences in the analysis between models I and II are so 
uLight that it is hoped that model I produces results which are not 
too much different from results from models which have these assump­
tions relaxed. This area is presently under study. 
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IX. COMPARISON WITH OTHER MODELS 
A. Introduction 
In Chapter III we introduced some models for overlapping genera­
tions of other researchers. In this chapter, we will compare the 
results of these models to our model. Very little has been done with 
these models, other than the evaluation of effective population size. 
Therefore, we shall limit ourselves to the comparison of effective 
population size. Also, we will only consider our population without 
mutation or selection as do most of the other models. 
We have previously defined the inbreeding effective number. Many 
of the present models use the variance effective number. For this 
reason, we now define the variance effective population size for our 
models. 
B. Variance Effective Size 
Assume we have a haploid population with discrete generations and 
size N. Then 
Var [X{t+1) I X(t)] = X(t) [1 - X(t)] ^ 
[f a population is different from this idealized population, then 
we define the effective size of that population to be 
N - X(t) [1 - X(t,)] , 
By Var [X(t+1) I X(t)] • (9.1) 
lit It 
For a population with overlapping generations, there is no 
single value for X(t). However, we can use x(t) = E q^X(i,t), the 
i 
reproductive value of A^. Since we must correct for generation 
time (one time interval is l/T of a generation), the variance 
effective number is defined to be 
„ _ x(t) [l - x(t)] . (9-2) 
e^ T Var [x(t+l) | x(t)] 
From equation (6.24), we know that for t large, 
Vax [x(t+l) I x(t)) = , 
e 
hence 
N = N . (9.3) 
That is, the variance effective number and the inbreeding effective 
number are the same. This is not unreasonable, since the covariances 
between age groups arise through the inbreeding process. 
We now consider other models for finite populations with over­
lapping generations. 
C. Moran's Model 
Moran (1962) calculates the probability that two randomly 
chosen individuals are not identical by descent declines at the rate 
2 
of 2/N per unit of time. Since a generation is N units of time. 
the probability of nonidentity by descent decreases at the rate of 
2/N per generation. The Inbreeding effective number, therefore, is 
N/2. Consider the variance effective number. The probability that 
X(t+l) = X(t) + l/N is X(t) fl - X(t)]. This is the same probability 
as the probability that X(t+l) = X(t) - l/N. Hence, the variance is 
^ X(t) [1 - X(t)] + ^  X(t) [1 - X(t)] = % X(t) [1 - X(t)]. 
H N N 
From equation (9.2), 
^ = X(t) [1 - X(t)] 
% N X(t) [1 - X(t)]) 
N 
= N/2. (9.L) 
Therefore, the inbreeding and variance effective numbers are the same. 
Unfortunately, it is impossible to compare this effective number 
with the effective numbers from our models. In model I, the numbers 
in each age group are completely specified, while for Moran's model 
the numbers in each of the age groups fluctuate between 0 and 1. 
Felsenstein defines model I parameters to approximate Moran's model. 
In particular, ho lets N(i) = E [number of individuals in age group 
i] = Prob [surviving to age group i], since there are either 0 or 1 
Individuals in an age group. Hence, the age groups consist of frac­
tions of individuals. He obtains an effective number of N/(2 - l/N), 
as compared to Moran's value of N/2. However, this type of approach 
is not justified. The two models cannot be adequately compared. 
lli6 
For model II, we have conditioned all our probabilities on there 
being individuals in every age group. For Moran's model, many of the 
age groups will not have any individuals. Therefore, we are con­
dition i Mf: on an event of high probability and our model II will not 
be ufipful. 
Chia and Watterson (I969) have modified Moran's model in the 
following manner. At time t there are N adults. A random number 
of offspring are then produced, say M^, where the probabilities 
are independent of the genetic constitution of the population. By 
time t+1, only N of the total N+M^ individuals still survive. 
The possibility exists of differential selection between adults and 
offspring, but not between other ages or between genotypes. 
Just as we cannot adequately compare our models with Moran's 
model, we are not able to adequately compare our models with Chia 
and Watterson's model. Therefore, we will not examine their model 
in detail. 
D. Kimura and Crow's Model 
Felsenstein (1971) shows that the value for the effective popu­
lation size that Kimura and Crow (I963) find is incorrect. Since 
Lhat time, hhry have rotractod the formula and have presented another 
(Crow and Kimura, 1972; also scr Kimura and Ohta, 1971). 
Ansianie thai time mid ages are continuous. Let N^dy be the 
number of individuals in the age interval (y,y+dy). Let be 
the probability of surviving from birth to age y, b^ the expected 
number of births to an individual in the age interval (y,y+dy), and 
1^7 
Vy the reproductive value at age y. 
The expected number of offspring that individuals in age group y 
produce in the remainder of their lives is 
W m 
/ & b dx = N V (9.5) 
2 y X X y y 
Let 
ï = I I e"™^ b dy// e~™^ H b dy (9.6) 
0 y y 0 y ^ 
= Probability of surviving into mean reproductive 
period. 
Then the expected number of offspring that individuals in age group 
y produce in the remainder of their lives who survive to the mean 
reproductive period is 
(9.T) 
The sampling variance of the number of genes which survive 
to the mean reproductive period from parents of age y at time t 
is ? I N w p (1 - p ), where p is the frequency of allele A.^  
y y y y y 
in parents of uro y. îf we assume that offspring produced by parents 
of different agen aro independent, then the variance of the number of 
/Vj^ Kenem t.hat nurvlvr to the mean reproductive age is 
V = y I / N w p (1 - p ) dy. (9.8) 
0 y y y y 
]A8 
We have assiimed here that if in the frequency of in age 
group y at time t, then is also the frequency of in age 
group y + dy at time t + dy. That is, the gene frequencies in 
a cohort of individuals does not change over time. This corresponds 
to our models if there is no death during the reproductive ages. 
In Chapter III, we discussed the assumption of independence of the 
age groups in producing offspring. This changes the model somewhat 
from our models, but not significantly. 
Crow and Kimura then assume that for large t, we may replace 
Py by p. This corresponds to our replacing X(i,t) with x(t). 
Then 
V = 2 p(l - p) & / N w dy. (9.9) 
0 y y 
We define 
"e = —  -
V 2p(l - p) 
so 
N = I / N w dy (9.10) 
0 ^ ^  
for Kimura and Crow'r. model. If the population has a stable age 
distribution, N = p , so 
.y 0 y 
00 00 
N = H % / dxdy 
*V ° 0 y 
1^9 
N â / % b dy 
0 J 
NqIt, (9.11) 
where t  is the mean age of reproduction of the population. 
Let us now compare this result with Felsenstein's value of 
(equation It.28) 
N. = M(1)T 
We can directly compare 
N % N(l) 
0 
and 
T % T. 
_  2  1 1  
However, we cannot directly relate 1 and K = E q.., (- ~). 
i ^ ^i+1 \ 
However, 1T r 1, then K = 0 and £ = 1, and the two models 
pivo similar minwers. As was mentioned above, this is the only case 
in which the assumptions used in deriving Kimura and Crow's model hold 
true. If dy. <1, for reproductive QRes, then the p^ will not 
remain the same. Since the p's will vary, the true variance will 
be larger than V, which leads to an underestimate for the value of 
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N , which is illustrated by examples given by Crow and Kimura 
®V 
(1972, p. 7). 
It should also be pointed out that Kimura and Crow have approxi­
mated a discrete process by a continuous process. This may also 
lead to differences in the results of the models. We did such an 
approximation for our models in order to develop the diffusion 
approximat ion. 
This model does not appear to be as accurate as our models, 
except when death does not occur during the reproduction ages, 
and then leads to the same results as our models. There does not 
appear to be any reason to choose this model over the models we 
introduced. 
E. NPI and Imaizumi's Model 
Nei and Imaizumi's model (Nei and Imaizumi, 1966 and Nei, 1970) 
is very similar to Kimura and Crow's model. As we stated in Chapter 
III, Nei and Imaizumi did not specify their model, but we can infer 
the model from their calculations. 
Let N dy be the number of individuals who are born during the 
m 
time interval (O, dy) and able to reach the mean reproductive 
age. If we assume that the gone frequency does not change during a 
{generation, thon the variance of the change in gene frequency in 
(0, ily) La approximately 
p(.l - p) PN dy 
, (9.12) 
i 4 ( tN ) 
m 
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where x is the generation time. As a fraction of the generation 
time, this is 
If we let N = then equation (9.13) is the same as 
m 0 
Kimura and Crow's effective number, equation (9.11). Our comments 
about Kimura and Crow's model also apply to Nei and Imaizumi's 
model, although we are unsure what Nei and Imaizumi formally define 
as N . As with Kimura and Crow's model, we see no reason to use 
m 
this model rather than model I. 
We now consider a model and analysis by Hill (1972). Assume 
that the haploid population has a constant size and age distri­
bution with k ape groups, as we assumed for model I. Let 
Hence 
N = t  N . 
ey ra 
(9.13) 
F. Hill's Model 
d^ = Sampling error of gene frequencies associated 
with individuals born in year t. 
Then, since there is no mutation or selection. 
k 
X(l,() = ^ p.X(l,(,-i) + d 
1=1 
t 
(9.11+) 
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where includes not only fertility at age i, but also survival 
to age i and E[d^] = 0. Notice that for this analysis, we need to 
consider only the newborn classes, but we then must consider several 
different times. That is, rather than a Markov chain, the probabili­
ties of transition depend on k times. 
Let (l,t ) = Frequency of allele A in individual H born 
1 
* 
in year t , 
and let it have n,„ progency in year t* + i- Notice 
f+l, t*,& 
that (l,t*) is either 0 or 1, and 
1 N(l) 
X(l,t*) = ^  X*" (l,t*) 
with E E n,„ „ = N(l). Prom equations (9.1^) and (9.15), 
''t " N(l) J J (9.16) 
Consider equation if we repeat the process step-by-
atep, we obtain 
k— I. 
x(l,t) = j: (p^p. + P.^^) X(l,t-i-l) + p^p^ X(l,t-k-l) + p^d^_^ + d^ 
1 — 1 
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k t* 
=  E X . *  . X(l,t-t* - i . )  + ^ y d (9.17) 
i=l j=0 J 
where the x's and y's satisfy the following recurrence formula 
*t*+l,i ~ ^ i\*,l \*,i+l' 1 = ••••. k-1. 
V+l,k W*,V (9.18) 
yt*+i = \M. 
The recurrence equations for the x's are the same as equation (k.6), 
Therefore, we know that 
lim X . = q./T, 
t.hP reproductive value. Therefore, 
11m y = 1/T, 
since - 1. IT Wd Wi"i Lh  
^1 X*(i,0) = E X(l,l-k), 
i=l 
Lhen equation (9.17) become;^ 
rA 
t* t* 
x(i,t*) = x*(i,o) + ^  E d, + z (y.* . - m) d.. (9.19) 
.1=1 j-i "J J 
If we substitute equation (9.16) into equation (9-19) and ignore 
the first few years and the last few years, we have 
Xd.t) = X'(l.O) + £ J - Pj) 
(9 .20)  
where the R terra includes the first few years and the last few years. 
v = ra7 ^v,.. • 
t-k 
X(l,t) - X*(1,0) = rjT^ Z [E (n - n )(X*'(l,t) - X(l,t)) 
t*=k+l Ji ' 
+ M(l)(n^*-1) X(l,t)] + R (9.21) 
Hill makes the following assumptions: 
Gov [(n^* n^*)(X®' (l,t*) - X(l,t*)] = 0, 
Gov [X^(l,t*) - X(l,t*))(X®''(l,t*') - X(l,t*'))] = 0, 
I,* ^ t*' 
Gov - "t*')] " # t*'. 
i:?5 
and that n „ = 1. The three covariance assumptions follow from our 
t* 
assumption of no selection. The assumption that n^^ = 1 follows 
from our assumption that the lifetable is fixed. This states that the 
total number of progeny in the lifetime of any group of individuals 
is constant. The assumption by Kimura and Crow that an age group pro­
duces a specified number of newborn individuals in a unit of time 
satisfies this assumption. Our models do not satisty this assumption, 
although the effect may be slight. 
Define 
2  _  /  \ 2  
V* " N(i) 
and note that 
V[xt(l,t*) - X(l,t*)] = X(l,t*)[l - X(l,t*)] 
Then, we have 
V[X(l,t*)] = I X(l,t) [1 - X(l,t*)] 
(N(1)-1)T t*=k+l 
+ V(R) + Gov [zYYTr : ^ , - n *)(X%(l,t*) - X(l,t*)), R]. 
t=k+l £ ^ 
(9.22) 
2 . 9 
For larr.c t. Hill assumes that n = o • The effective 
nt* n 
number is easily found to be 
. (Md) - 1) T 
"e - 2 
0„ 
(9.23) 
rj6 
With random sampling of family sizes, which corresponds as closely as 
possible to our models, 
of = 1 - 1/N(1), 
n 
so 
N = N(l) T (9.2U) 
e 
This is close to the effective size that we have calculated in 
equation (U.28) for model I and equation (b.k6) for model II. The 
difference is probably that Hill ignores any effect on the population 
by age groups that are still reproducing (age groups born in the times 
t - k + 1, t), while these groups are considered in our models. 
However, the difference, an overestimate, does not appear to be very 
large, particularly if there is very little death within the repro­
ducing ages. 
Hill also calculates the effective size for monoecious diploid 
populations, but we will not consider this problem. 
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X. DISCUSSION 
The present thesis is concerned with the extension of theories 
of finite populations with discrete generations to finite populations 
with overlapping generations. In order to accomplish this, we de­
fined two models in Chapter II. The first model, model I, is used 
by Felsenstein (1971) and assumes that constant numbers of individuals 
are in each age group at any time. That is, the number of individuals 
in age group i at time t is N(i,t) = N(i). The second model, 
model II, allows for a random number of individuals in every age group 
but the newborn age group. These models are natural extensions of 
the typical models for discrete generations. In model I, the total 
k 
population size is fixed at N = % N(i), while in model II, the 
i=l 
total population size is random although bounded by N(l) + k - 1 
from below and kR(l) from above. 
In much the same manner as Felsenstein (19T1) we define the inbreed­
ing effective number as 
N = — (k.28) 
Tor population 1, where |>^ = frequency of reproduction at 
age i or oldm-, T = >: i [k  = average age of reproducing adultn and 
~ ~ fraction of newborn individuals surviving to age i. For 
population II, 
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II 1 ^ 5 Vi 
N(1)T 
*1+1 
2^ 
'I 
{ h M )  
* N(I) 
where | N(i,t) 4 O] 
The effective population size is approximately N(l)T, with a 
correction due to fertility, q^, and death, This inbreeding 
effective number is equal to the variance effective number as we saw 
in Chapter IX, and compares favorably to the effective numbers derived 
by Kimura and Crow (1963, modified and corrected by Crow and Kimura, 
1972), Nei and Imaiztimi (1966) and Hill (19T2) for slightly different 
models. 
With reversible mutations, the distributions of gene frequencies 
will eventually become stable. In Chapter V, we calculated the first 
two moments of the stable distribution and found them to be 
* 
M = E [X(i,*)] = —*, for all i, (5-9) 
p + V 
and 
V = Gov [X(i,o<.),X(,l,'»)] = MLIzMI —^ (5.55) 
1 + 2N^(y + V ) 
* » ® 
when.' y = L P. v. n-nd |i = % p. p., the average of the mutation 
i ^ ^ 1 .1 
ratp«. 
We approximate the process by a diffusion process in Chapters 
VI and VII. The Kolmogorov forward equation is given by 
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9 f(x.t) 
-v • 
at 
-  T. 
i 
3 
9x. 
(x) ^ (x;t)] 
* ? izir, 
1J ^ J 
where t is measured in generation^ (6.16,7.9) m(x) and v(x) 6 1# 'V % 'u 
are given by equations (6.11) for selectively neutral genes and (7.7) 
for genes with selection present, and f(x;t) is the probability density 
function of the gene frequencies at time t. Instead of solving this 
equation, we consider a linear combination of the frequencies of 
% 
A,, x(t) = E ^X(i,t), which is the relative reproductive value 
i 
of gene at time t. While x(t) is not a Markov random variable, 
it may be considered as approximately Markov for large t. The dif­
fusion equations for this random variable is written as 
^"(x^) _ _ (1-x) - y x] f(x;t)^ 
2 
+ ^  ^  {x(l - x) f(x;tj) 
9X ^ (6.27, 6.28) 
for nelectively neutral and 
^ ^ a t " " a x  ( 1 - x )  -  y X + (r + Ts ) x(l-x)]f( x;t j) 
l6o 
2 
+ I -V (x(l-x) f(x;t)) (7.13) 
« 
for genes with selection where r is the mean fertility selection 
** 
coefficient and s is the mean viability selection coefficient 
weighted by relative reproductive values. Equations (6.27, 6.28) and 
(7.13) are the same as the forward equation for a population with dis­
crete generations, with the time modified for generation time. 
That is, the dynamics of change in a population with discrete genera­
tions and effective size N is over one time interval approximately 
e 
the same as the dynamics of change in a population with overlapping 
generations and effective size over a generation. 
We note that these equations are valid if t is large, or if 
the X(i,t)'s are close to x(t). If we describe the dynamics of 
change of a single mutant gene, the t is not large, but is 
close to 0, so the approximations may still be valid. 
From the forward equation, we calculate that the stable distribu­
tion of gene frequencies with mutation in both directions is approxi­
mated by a beta distribution with mean and variance as in equations 
(5.9) and (5-55) for selectively neutral genes and by 
- E [A(l,n')] - [J 
* ** * 
(r +Ts )u 
[?N^^(y +v ) + l](ji +v ) 
-] (7.18) 
and 
l6l 
V = Gov Xf.),")] = 
2 N  V  + 1  
e 
*  *  ,  *  * .  
W +v 2N (M +V ) + 1 
1 + 
* ** * 
(r +Ts ) u 
ir>- ^ (7.19) 
[W^(y +v ) + l] (+v )f 
for genes with selection present. These values are the same as for 
a population with discrete generations and effective size N^, 
* ** 
with selection coefficient (r + Ts ). Note that the viability se-
** 
lection appears to be more important, since we consider Ts as 
* 
opposed to r for fecundity selection. 
We also present the backward equation, which by letting 
x(t) = I — X(i,t), as before can be written as 
i 
. »^[v"(l-x)-.V(rW)x(l-x)] 
1 3^ l"(x;x(0) ,t,) 
(6.1+0, 7.13) 
+ - x(l-x) p 
2 3x(0)2 
for t large or X(i,t) approximately x(t) for every i. 
Of particular interest is the probability of fixation and the mean 
time to fixation, given fixation of gene A^. 
For neutral genes with no mutation, the probability of fixation of 
is 
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p(x(0) = x(0) (6.^7) 
and the mean time to fixation, given fixation, is, in generations, 
2N 
t^ (x(0)) = - - x(0)) ln(l - x(0)) , (6.55) 
111 
where x(0) = Z — X(i,0), the initial reproductive value. 
i 
With selection with no mutation, the probability of fixation 
of is 
1 - exp^-2N (r +Ts ) x(0)^ 
u(x(0)) = ^ S (7.21) 
1 - exp {-2Ng(r +Ts ) x(0) / 
and the mean time to fixation, given fixation, is given by equation 
( 7 . 2 2 ) .  
The use of Felsensteln's effective population size 
equation (1^.28), allows us to use the discrete generation theory for 
populations with overlapping generations, with time measured in 
generations. The diffusion equations for the reproductive value of gene 
in a populaLion with overlapping generations, mean mutation rates 
* * * ** 
H and V , selection rates r and s , generation time T, 
effective population size are the same as a population with dis-
* * 
crete generations, mutation rates p and v , selection rate 
* ** 
r + Ts and population size , with time measured in generations. 
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Of particular interest is that viability selection appears to be 
more important than fecundity selection, and that viability selection 
la the first several ago groups is more important than viability 
selection in the later age groups. This can be seen in the selection 
* ** 
term r +Ts . The average viability selection is multiplied by 
** 
generation time, and s is the average viability selection weighted 
by reproductive value. 
It is also significant that Fisher's reproductive value plays a 
central role in describing populations with overlapping generations. 
We are able to describe the dynamics of a population to a very high 
degree by using the reproductive value, although a short-term descrip­
tion will not be as good. 
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