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Abstract: The prediction of sediment levels in combined sewer system (CSS) would result in enor-
mous savings in resources for their maintenance as a reduced number of inspections would be
needed. In this paper, we benchmark different machine learning (ML) methodologies to improve
the maintenance schedules of the sewerage and reduce the number of cleanings using historical
sediment level and inspection data of the combined sewer system in the city of Barcelona. Two
ML methodologies involve the use of spatial features for sediment prediction at critical sections
of the sewer, where the cost of maintenance is high because of the dangerous access; one uses a
regression model to predict the sediment level of a section, and the other one a binary classification
model to identify whether or not a section needs cleaning. The last ML methodology is a short-term
forecast of the possible sediment level in future days to improve the ability of operators to react and
solve an imminent sediment level increase. Our study concludes with three different models. The
spatial and short-term regression methodologies accomplished the best results with Artificial Neural
Networks (ANN) with 0.76 and 0.61 R2 scores, respectively. The classification methodology resulted
in a Gradient Boosting (GB) model with an accuracy score of 0.88 and an area under the curve (AUC)
of 0.909.
Keywords: predictive maintenance; sewer blockages; wastewater; machine learning
1. Introduction
A combined sewer system (CSS) collects domestic sewage, industrial wastewater, and
rainwater runoff in the same pipe. Normally, these systems will convey the total volume
of sewage to a wastewater treatment plant (WWTP) for treatment. However, during
transport, some of the particulate compounds suffer sediment processes and accumulate in
the sewers. Solids accumulated in sewer systems together with fat, oil, and grease (FOG)
deposits and flash flooding constitute major problems in terms of blockages, reduction
of sewer capacity [1,2] and in terms of pollutant discharge to receiving water bodies
during wet weather periods through combined sewer overflow structures [3]. Corrective
interventions to remove sediments and FOG deposits are costly. As a reference value, in
the United Kingdom, over 25,000 flooding events per year are due to sewer blockages,
and the estimated annual control cost of clearing these blockages was 50 m£ [4]. Instead,
water utilities could better invest resources by taking a proactive maintenance approach,
which involves periodic inspections in multiple points of the CSS and jetting whenever
sediment levels are high to prevent blockages to happen. The prediction of sediment
levels in CSS would result in enormous savings in resources for their maintenance as a
reduced number of inspections would be needed. Several mechanistic models based on the
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better conceptual understanding of physical and biological processes have been presented
in the literature [1]. Nonetheless, most reported in-sewer studies produce results that
relate only to the site or immediate vicinity within which the work has been carried out.
Data-driven models have been applied to the enhancement of the operation of urban water
infrastructure [5–9]. Data-driven models have been applied as well for the prediction of
blockages (caused or not by sediments). Simple statistical approaches have been applied
in [10] to understand the readily available catchment, hydraulic, and network parameters
that appear to influence the likelihood of blockage occurrence.
A model that describes sediment level allows identifying critical points in the sewer,
not only in terms of potential blockages but also in terms of bad odors as a result of
biochemical processes occurring in the sediments layer. Having the capacity of predicting
sediments levels allows wastewater utilities better plan for the maintenance activities and
optimize human resources. Increasing prediction capabilities of sediment level models
results in more accurate decisions with less uncertainty.
Machine learning techniques have been applied for CSS condition prediction (e.g.,
blockages or collapses) to model pipe condition and provide insight on inspections done
by the Water and Sewerage Companies [11–13]. Focusing on blockage prediction, some
studies focused on the prediction of failure having into account pipe, choke, climate, soil,
tree, and specifical data regarding the geographical position and social environment [14].
Furthermore, Bailey et al. [15] predicted the blockage likelihood without social, soil type,
and vegetation data, achieving remarkable results with the available data.
The methods previously studied for blockage prediction include a wide range of
solutions. Chughtai and Zayed [16] applied a multiple regression algorithm to predict the
degradation of the sewer structural and operational conditions, while [17] had success
with a Multinomial Logistic Regression to develop probabilistic deterioration models.
The authors of [18] used an Evolutionary Polynomial Regression to predict the blockage
likelihood in a time period and study the importance of the different properties related
to the sewer. Syachrani et al. [19] compared the predictions of a Decision Tree with
conventional regression algorithms and Neural Networks, with better performance by
the Decision Tree when predicting the deterioration of sewer pipes, and Harvey and
McBean [20] compared decision trees with Support Vector Machines (SVM) to select the
better algorithm when classifying the state of a sanitary sewer pipe, where the Decision Tree
outperformed the SVMs, but [21] get good performance using SVM to predict a condition
grade to sewer assets. Furthermore, Harvey and McBean [22] also studied the use of
Random Forests to predict the condition of sanitary sewer pipes achieving excellent results.
Bailey et al. [13] studied different Decision Tree models to predict blockage likelihood in
sewers obtaining beneficial results.
The different studies report different models with a performance that varies greatly
depending on the number of features used, register length, and machine learning algo-
rithms used. In classification models, Harvey and McBean [20] accomplished the best
performance with an accuracy of 0.76, and Chughtai et al. [16] had the best performance
when predicting the deterioration curve with an 0.88 R2 score. A gap in the field is the
comparison of machine learning algorithms.
The goal of this paper is to benchmark machine learning algorithms for the prediction
of sediment levels in CSS. It involves not only algorithms studied in the past, but also
introduces innovative data modelling methodologies that can increase the performance of
the predictions in comparison to the previous methods used. The benchmarking exercise is
conducted with real data obtained from the historical records of the public water authority
BCASA managing the CSS of Barcelona. The explored methods are the modelling of spatial
features to predict the currently occupied percentage of the section by the sediment level,
the prediction of the occupied percentage in ten days, and finally, a prediction of the
cleaning condition in a section using spatial features.
The paper sections are organized as follows. Section 2 introduces the data used in
the research, the idea behind each methodology and the process of algorithm selection
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and evaluation. Section 3 shows the results of the trained models in each methodology,
compares them using the explained metrics and selects the best one. Section 4 discusses the
results of the methodologies and introduces some discussion regarding the overall solution.
Finally, Section 5 gives a global conclusion and provides the next steps of the research.
2. Materials and Methods
2.1. Data Sets
The studied system includes data from the CSS of three neighborhoods in the city
of Barcelona which serve around 34,000 residents. Table 1 presents the features analyzed
from the data. The pipe properties show a high variability within the data set, where the
difference between height or width can be large. One example would be the smallest section
with a width of 0.15 m and the biggest section with 4.5 m. Some registers indicate sections
with a channel bed width and depth of 0 m because not all the sections contain a bed
within. Another important factor is the length of the pipe. The sections with a longer length
indicate main waterways, while the smaller ones make the connection between smaller
nodes and the main sections. In the data set appear 23 different types of materials, on
each register appearing the main material being part of the section. The mean velocity and
flow are not a changing value on each register, but the mean value calculated during dry
seasons. These are useful when trying to get a general behaviour of the section, unaffected
by seasonal factors.
Table 1. Studied data set.




2 1.7 dm2 806 dm2 Numerical
Height 1 m 0.15 m 2.5 m Numerical
Width 0.91 m 0.15 m 4.5 m Numerical
Channel bed width 0.76 m 0 m 1 3.65 m Numerical
Channel bed depth 0.05 m 0 m 1 1.25 m Numerical
Length 17 m 0.8 m 72.6 m Numerical
Material - - - Categorical
Wastewater
properties
Mean velocity 0.055 m/s 0.005 m/s 0.32 m/s Numerical
Mean flow 0.003 m3/s 0.001 m3/s 0.033 m3/s Numerical
Maintenance
Sediment level 4.11 cm 0 cm 60 cm Numerical
Maintenance date - - - Date
Cleaning applied - - - Boolean
1 If there is no channel bed, the depth is 0.
Rainy seasons have a direct impact on pipe sedimentation, causing an increase in the
wastewater flow and the risk of blockage. The dataset used in this research does not have
data during rainy seasons, since there are not water quality sensors deployed to gather it
in real-time. However, the recorded sediment levels indicate accumulation before and after
rain events.
Maintenance routines are a crucial part of sediment control in the sewer and the
main activity to reduce the risk of failure. The data set indicates that each section has an
inspection every 90 to 300 days, each maintenance being decided and planned, taking
into account different factors, for example, the possible state of the sewer section or the
available human resources to carry out the inspection.
The sediment level is the main feature of the study. Sediments are made up of different
elements, such as the ones described in Figure 1. A major part of the sediments in the data
are soil and natural waste (first three columns on Figure 1), which comprise 97% of the total
amount of the sediments encountered. These are followed by sediments formed of oils and
fats with 1.5% of appearance, and 1% of sediments formed of wipes or other non-recycled
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objects. Other sediments are made up of non-frequent actions that cause the appearance of
retentions and gaseous elements.
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Figure 1. Bar plot of different identified elements in a sedimented section (x axis) and the number of
appearances (y axis).
2.2. Data Modeling
The received data set was transformed into a data model containing 250 registers
used in the proposed scenarios to make the corresponding predictions. The data model
presented in Table 2 contains pipe, wastewater, and maintenance properties of the pipe
section, but it also contains properties of four near pipe sections related to the target. The
selection proces of near sections consists of thre stages: First, using the section to predict
as a reference, the closest sections are grouped based on their locations. Second, a sim larity
score is assigned comparing the histor c sediment b haviour from the referenc section and
the one evaluated. Finally, the sections with the best score are select d an ad ed to the
data model.
Table 2. Final data model.
Feature Description Type
Height Height of the section Float
Width Width of the section Float
Channel bed width Width of the channel bed Float
Channel bed depth Depth of the channel bed Float
Mean Velocity Mean velocity of the residual water during the dry season Float
Mean flow Mean flow of the residual water during the dry season Float
Material The material of the section walls Categ rical
Sediment level lags 0 to 3 Sedimentation level in 4 different timestamps Integer
Days between maintenances Days between the sedimentation level gathering Integer
Cleaning applied Indicates if cleaning was applied during the maintenance session Boolean
Pipe properties of nearer sections 1
The size features (perimeter, channel bed width, width, height) of the
4 nearer sections. Float
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Table 2. Cont.
Feature Description Type
Mean velocity of nearer sections 1
Mean velocity of the residual water during the dry season on each of
the near sections. Float
Sediment level of nearer sections 1 Sediment level in 4 different timestamps, for each of the sections Float
Days between maintenances of nearer
sections 1 Days between sediment gathering, for each of the sections Integer
Cleaning applied in nearer sections 1
Indicates if cleaning was applied during the maintenance session, for
each of the sections Boolean
1 A feature for each near section.
2.3. Predictive Methods
The strategy behind our study is based on the following hypothesis: The monitoring of
the sediment level in a specific section is gathered every 90–300 days, which makes difficult
(only based on this metric) to accurately predict the present level of sedimentation, because
the interval from the last measurement may be too high to provide precise information,
but the calculus can be improved by taking into account the presence of sediment in near
sections, which have been recently inspected and offer enough quality information to
achieve truthful results. Methods number one and number three will use this strategy
to make the predictions, while the second method will focus on a short-term prediction
without the use of the actual level of the near sections.
2.3.1. Algorithm Selection Strategy
In the different methodologies used, a selection procedure has been followed that
has allowed to choose the models with better behavior. We work from a first selection of
different algorithms with different properties to the identification of the best algorithm.
This procedure is repeated in the different methods since the results of one case does not
affect the others. There is no learning algorithm that works best on all machine learning
problems (defined as No free lunch theorem [23]).
The steps carried out are:
1. Train the batch of models from different algorithms using standard hyperparameters.
2. Compare their performance.
3. Change the hyperparameters and perform different feature selection from the data model.
4. Compare their performance and discard the algorithms with poor scoring.
5. Optimize the rest of the models.
6. Evaluate and compare the optimized models.
To make the first selection of algorithms, different strengths, and weaknesses like
regularization imposition (Ridge), heterogeneous data handling (ensembled trees algo-
rithms like Extra Trees), and non-linearities understanding (Neural Networks) have been
considered. The most important rule is the algorithms need to learn with small amount of
data since we have 2500 registers. Therefore, complex architectures need to be avoided.
During the first training, the hyperparameters are selected taking into account the
recommendations in the literature of each algorithm. The objective of this step is to get a
first view of how the models behave with the data model.
In the second step the models are compared using the metrics explained in Section 2.4.
To train and test the models in the first two steps, the dataset was split 70% to train and
30% to test and validate the models.
The third and fourth steps consist of manually tunning the hyperparameters and
perform different feature selection to compare the models with different subsets and select
which models deserve further optimization.
Finally, the best models were improved by using the hyperparameter optimization
techniques Grid Search and Random Search. In this last step, the fitting of the models was
also considered. To evaluate the models had no underfitting or overfitting problems, the
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final train and test scores were compared. If the train and test errors are high, we might
have underfitting and if the train error is low, but the test is high we might have overfitting.
The objective is to have a good train error and a slight lower test error.
2.3.2. Sediment Level Regression Models Based on Spatial Features
The first methodology consists of the prediction of the occupied percentage of a section
by the sediment level using spatial features. When inspecting the sediment levels within the
data set, the mean value is 4.11 cm, and the percentile 75 is 5 cm, while the maximum is 60
cm. This difference between levels would harm the machine learning model, finding it hard
to predict high sediment levels. The prediction of percentage is much more homogeneous,
offering better predictions independently of the size of the section and the sediment levels.





• Elastic net Regression
• K-nearest neighbors (KNN)
• Gradient boosting
• Artificial Neural Networks (ANN).
To compare, optimize and evaluate the different models, a set of metrics was used,
defined in Section 2.4.1.
2.3.3. Short-Term Regression Models
The second methodology consists of predicting the occupied percentage of a section
in ten days. This methodology predicts the same objective variable and uses almost the
same data model, but with slight changes.
The first change in the data model is the addition of a new feature representing the ap-
proximate sediment level ten days before the last inspection, calculated using interpolation
of sediment levels based on the values available at previous times. When evaluating the
problem, this feature addition must be considered and kept in mind in a real case scenario
where there is no function calculating the value, being more difficult to solve. Second, the
present sediment level of near sections needs to be removed from the data model, as for
this model we want to consider only past sediment level observations.
The model training and comparison strategy for this second part has been the same as
in the first part, using the same number of algorithms and the same evaluation metrics.
2.3.4. Binary Classification Models
The third methodology is based on the use of spatial features to implement a classifier
model and identify those sections that need cleaning, the target variable being the Boolean
“Cleaning applied” in Table 2. To predict this objective variable, the present sediment
level in a section was not used, so the objective of this third methodology resembles the
first methodology but using a Boolean variable as an estimation of a possibly dangerous
condition created by the sediment level.







• Support Vector Machine
• Artificial Neural Network.
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To compare the trained classification models, the scoring metrics explained in
Section 2.4.2 were used.
2.4. Predictive Models Evaluation
To create and evaluate the different machine learning models, different metrics have
been selected considering three aspects: need to compare between trained models, under-
standability of the overall error, and evaluating the fitting of the algorithm.
2.4.1. Regression Evaluation Metrics
To create and evaluate the different machine learning models, three scoring metrics
were used to measure the performance of each model:
• Coefficient of determination or R2: The proportion of variation between the predictions
(ŷ) and the real value (y). It measures the replicability of the model and it ranges from
0 to 1, 1 being the best case. This metric was selected over others that could also give a
normalized error because of its explanation on the variability of errors. Other options
like the MAPE were not selected because for its inability to take zero values [24].












• Mean Absolute Error (MAE): Given a set of paired observations (a prediction paired
with the real value), we calculate the arithmetic average of the absolute errors (et). The








• Mean Squared Error (MSE): It follows the same strategy as the Mean Absolute Error,
but instead of calculating the absolute errors, it calculates the squared errors (e2t ). The








2.4.2. Classification Evaluation Metrics
The scoring metrics to compare the classification algorithms come from the confusion
matrix, structured in Table 3, which divides the predictions into false negatives, false
positives, true negatives, and true positives.
Table 3. Confusion matrix structure.
Predicted Class Negative PositiveActual Class
Negative True Negative (TN) False Positive (FP)
Positive False Negative (FN) True Positive (TP)
From this matrix, we compute:
• Accuracy: The proportion of correct predictions among the total number of observations.
Accuracy =
TP + TN
TP + TN + FP + FN
(4)
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• Receiver operating characteristic (ROC) curve [25]: A graphical plot to visually eval-
uate the prediction ability of a binary classifier by using different discrimination
thresholds. The y-axis identifies the true positive rate (TPR, sensitivity, or recall) and
the x-axis the false positive rate (FPR or specificity). A perfect curve goes through
the top left corner, indicating a TPR of one and a FPR of zero. To finally select which
model performs better, the team used the receiver operating characteristic curve (ROC
curve) and the area under the curve (AUC).
• Area Under the Curve [26]: Ranges from 0 to 1. It evaluates the overall capability of
the model to distinguish between positives and negatives. The higher the AUC, the
better is the model at predicting the cleanings.
3. Results
3.1. Sediment Level Regression
The batch of models trained in the first methodology has been evaluated, with different
results presented in Table 4. The models with the worst performance are Linear Regression,
Ridge, and KNN. Their R2 is too low, and their MAE and MSE are higher than the other
models. The Lasso, Elastic Net, and Gradient Boosting models have similar scoring. The
R2 score is the same for the three of them, while the Gradient Boosting model has a better
MAE, and the Lasso model has a better MSE. Finally, the Artificial Neural Network has the
best scores with a 0.76 R2, 1.56 MAE, and 10.31 MSE.
Table 4. Evaluation of the algorithms used in the first methodology.
Algorithm R2 Score MAE MSE
Linear Regression 0.68 1.83 14.23
Ridge 0.68 1.83 14.23
Lasso 0.72 1.71 12.58
Elastic Net 0.72 1.71 12.7
KNN 0.69 1.72 13.87
Gradient Boosting 0.72 1.66 12.63
ANN 0.76 1.56 10.31
The ANN model is the best in the batch. Figure 2 shows the predictions of the model
and compares them to the real value in the test set. The first thing to notice is that many
sediment levels with high value are predicted with lower values, with errors of at least
10%, and in some cases reaching 20% of error. On low values, the behaviour is the opposite,
and the model predicts higher values on observations with a low sediment level.
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Case 1 30-30-30 Relu Adam 0.76 1.56 10.31
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Case 3 50-30 Relu Adam 0.74 1.6 11.37
3.2. Sediment Level Short-Term Regression
Table 6 presents the models’ scores in the second methodology. Similar to the first
methodology, the Linear Regression and Ridge models have a bad performance, but in
this case, the Gradient Boosting model is the worst among all. The model with the best
R2 is the ANN model, the best MAE is obtained by the KNN model, and the ANN scores
the best MSE. While the KNN has a smaller MAE, the ANN has higher R2 indicating less
variation in the predictions and lower MSE, producing better results on observations with
higher values.
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Table 6. Evaluation of the algorithms used in the second methodology.
Algorithm R2 Score MAE MSE
Linear Regression 0.48 2.27 18.85
Ridge 0.48 2.27 18.82
Lasso 0.55 2.25 16.29
Elastic Net 0.53 2.25 16.93
KNN 0.53 2.04 16.83
Gradient Boosting 0.46 2.34 19.47
ANN 0.61 2.07 13.89
The ANN model is the best of the batch, but the scoring metrics indicate the model
does not perform well enough. Figure 3 plots the predictions made by the ANN model
using a test set, where most predictions are far lower than the real value. In the previous
methodology, lower predicted values trended to be higher than the true values, but in this
case, there is no visible pattern.
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The ANN model has also been decided after testing different architectures. Table 7
shows three architectures, which have also been shown in Table 5. In this case, the second
architecture has been the one with better results, but the other two architectures also have
better scoring than the models shown in Table 6.




2 score MAE MSE
Case 1 30-30-30 Relu Adam 0.60 2.10 14.39
Case 2 30-50-30 Relu Adam 0.61 2.07 13.89
Case 3 50-30 Relu Adam 0.59 2.18 14.90
3.3. Cleaning Need Classification
The final methodology has a different batch of models and scoring metrics. Out of all
the models scored and presented in Table 8, the Logistic Regression and the Linear SVM
performed badly, being the worst in the batch. The Adaboost and ANN models had regular
scores, with good accuracy but low precision. While the Gradient Boosting and Extra Trees
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models had the best accuracy, the Gradient Boosting model had the best recall, and the
Extra Trees model had a perfect precision. The Random Forest model has better recall
than the Extra Trees and better precision than the Gradient Boosting, but worse accuracy
than both. All models have a low recall, meaning some of the needed cleanings are not
being predicted.
Table 8. Evaluation of the algorithms used in the third methodology.
Algorithm Accuracy Recall Precision
Logistic Regression 0.78 0.1 0.39
Adaboost 0.84 0.5 0.66
Random Forest 0.87 0.46 0.85
Gradient Boosting 0.88 0.53 0.83
Extra Trees 0.88 0.43 1
Linear Support Vector
Machine 0.75 0.23 0.35
ANN 0.80 0.51 0.53
The high recall of the Gradient Boosting model and the perfect precision of the Extra
Trees makes them suitable models to be used. The ROC curve was calculated to analyze the
models’ performance regarding true and false positive rates. Figure 4 shows two similar
curves and the AUC is only 0.09 lower in the case of the Gradient Boosting model.
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false positives while the Extra Trees had 0, but the amount f correct cleaning
predicted is 14 more by the Gradient Boosting model.
Table 9 shows the hyperparameters used by these two models. Both models contain
the same number of trees, but the splitting process differs. The Extra Trees model does not
consider a max depth. Instead, it creates a tree using the minimum number of samples
required to be at a leaf node and the minimum number of samples to split an internal node.
The Gradient Boosting model uses the maximum depth of the individual tree to limit the
number of nodes in the tree.
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4. Discussion
The three methodologies show different results and, despite they cannot be fully
compared, the score of the models indicate which one can be considered more reliable for
the final goal, the monitoring of the sewer network state. Out of the three methodologies,
the second methodology is the only one which did not work well; in that case, the R2
score produced by the ANN model is 0.61, meaning there is a large deviation between the
predictions and the real observations. This second methodology used a time interpolation
to creat a featur indicating the sediment lev l 10 d ys before the objective variab e.
Although it is a lin ar transf rmation which makes the trained model not trust l , it
s ould not harm the model score; quite the opposite, benefiting the pr dictions thank
to the creation of an interpolated feature that grows linearly in the face of the goal. For
a further study of the short-term prediction of sediment level, short-term gathered data
should be available. Furthermore, a short-term prediction of 10 days is the bare minimum
to start assisting the water utility, since most of the cleaning services generally have a
planned schedule, and ten days can be problematic when opti izing maintenances. A goal
should be to increase the time horizon and add more days in the prediction, giving more
maneuver to act.
The models following the first and third methodologies offer the best results. The first
methodology is of high importance in the study, as it allows to know an approximate level
of sediments in any section, including those where access is almost impossible and requires
many resources to carry out an inspection. While the third methodology can also be used
on critical sections, a binary prediction outputs less information than a continuous variable,
so the maintenance services cannot profit as much as in the first methodology. Nevertheless,
this prediction can assist in situations where resources are limited and cleaning services
are difficult to dispatch optimally, giving insight on which sections are in critical status.
The ANN was the model which best worked for the first methodology, with an R2
score of 0.76 being good enough [27] to recognize it as a model to use in this predicting
methodology, a 1.5 MAE and an MSE value of 10.31. The scoring and the analyzed errors
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from Figure 2 indicate a good result that should be further improved in the future, adding
more data in the training step, and optimizing the process of feature and hyperparame-
ter selection.
Two models worked well for the third methodology, showing good scoring. The
Gradient Boosting model classified better the cleaning cases, while the Extra Trees model
perfectly classified the non-cleaning cases. Observe that it is more desirable to not miss any
real cleaning needed, so it is better to have false positives than false negatives. Therefore,
the Gradient Boosting model is the most suited to predict cleanings if the objective is to
miss less critical situations in the sewer network.
The Gradient Boosting model performs better than other models reported in similar
studies. The AUC of the model is good, with a value of 0.909, while in [15] the maximum
tested model approaches an AUC of 0.71 using predictions of geographical aggregations.
In the case of the condition of sanitary sewer pipes, Harvey and McBean [20,22] predicted
an AUC of 0.77 and 0.85, respectively. The accuracy of the model was 88%, while in other
studies involving the prediction of the condition in sanitary sewers [11,20,22] the accuracy
was 0.62, 0.76, and 0.76, respectively. The recall has a lower scoring than in other studies,
being 0.53 in this study, and 0.78 and 0.89 when predicting sewer condition [20,22].
It is also important to consider the imbalance of the datasets in the different studies
to further compare the models. The test set used in this study contains 20% of positive
registers (cleaning applied), while in other studies the imbalance is different. For example,
in [17], different conditions are being predicted using a multiple-output classification
and the imbalance variates on each condition, achieving the best prediction on the first
condition, classifying 201 registers correctly out of 223, but unable to predict the fifth with
three registers wrongly predicted. The imbalance in the data for this classification task
could explain partly why the recall is so low, but this needs future analysis.
In the past, numerous studies modelled each section individually, and maintenance
routines were not considered [14]. This study shows methodologies that use spatial features
from near sections and information about the maintenance routines in the data model,
providing a positive impact on the predictions.
The study can be used in the implementation of aid tools in Water and Sewerage
companies. Predictions can provide important help in making decisions about section
inspections. The predictions focused on the sediment level percentage offer an informative
output that, although it does contain some error, it can provide enough data to make
flexible decisions not only focused on cleaning routines. The binary classification predicts if
the section pipe needs a cleaning looking at its past states, but the model does not consider
other factors such as raining seasons or social events in the city. The output of the model
should be considered as an indicator when managing the CSS.
5. Conclusions
Machine learning methods are suitable to predict sediment levels in CSS. From the
studied methodologies, the predictions of the present situation in a section have proven
to be more effective than the short-term predictions and the go-to. Furthermore, a model
trained to predict the occupied percentage (or even the sediment level) in a short-term
period requires the use of data in a small-time interval, meaning the increase of the number
of inspections to do in a section, having to invest more money and resources. Moreover,
this type of predictions needs to estimate the evolution of the sediment level taking into
account rainy days and possible flash floods during the period. The addition of this data
would increase the model scoring.
The Artificial Neural Network model is a clear winner when predicting the occupied
percentage in a section, resulting in a focus point to study in the near future. With the
addition of external features like pluviometry data, the expected results should improve.
Regarding the usefulness of our model in different scenarios, we should be careful
with situations that show a different pattern of activity in cities. For example, the COVID-19
pandemic has affected society’s routine [28–30], and therefore models trained with past
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data will not be able to make such good predictions during this period. The impact of the
pandemic on sewer systems is an important topic to study in the future, as is the creation
of models that can adapt to this change.
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