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La forma clásica de detección de patologías en voz humana se realizaba usando 
métodos invasivos. El desarrollo de herramientas computacionales dio pie a la 
implementación de software que permite la detección de problemas en la 
producción del habla utilizando conjuntos de características de alta 
dimensionalidad. El problema con la alta dimensionalidad se ve reflejado en el 
tiempo de cálculo y en los recursos usados. Existen métodos para reducir la 
cantidad de características manteniendo las tasas de acierto e incluso 
mejorándolas. En el presente trabajo se presenta una metodología para 
desarrollar, implementar y evaluar una plataforma computacional para la 
estimación de parámetros acústicos y de ruido en voz humana basado en 
selección discriminante de características para pacientes con alteraciones de la 
voz. No solamente se enfoca en una selección discriminante de características 
sino que permite al personal médico tener una retroalimentación de la patología y 




Palabras claves (Dimensionalidad, tasas de acierto, parámetros acústicos, 







Existen muchos tipos de desórdenes en la producción de la voz relacionados con 
diferentes patologías del aparato fonatorio, estos desórdenes provocan en los 
pacientes poca inteligibilidad en el lenguaje afectando su capacidad de 
comunicación. Tradicionalmente las técnicas de diagnóstico de estas 
enfermedades comprenden métodos invasivos, por lo anterior es preciso 
desarrollar estrategias de tipo no invasivo para la detección e identificación de este 
tipo de enfermedades. 
  
  
Los desórdenes generados por estas enfermedades provocan variaciones físicas 
en la voz, que pueden ser medidos a partir de métodos computacionales con el 
propósito de diferenciar una voz normal de una voz patológica. 
  
  
El diagnóstico asistido de enfermedades de la voz ha sido abordado con diferentes 
estrategias, donde las principales analizan medidas de perturbación, ruido y 
energía, con otros parámetros como la relación señal ruido (SNR), la relación 
entre armónicos y ruido (HNR) y la energía normalizada del ruido (NNE), y otras 
utilizan características de perturbación y de ruido como el jitter, el shimmer, el 
HNR, el NNE, entre otras. 
  
  
Los investigadores del área utilizan conjuntos de características de alta 
dimensionalidad y algunos casos involucran parámetros que presentan mayor 
complejidad en la interpretabilidad de su origen físico. Por lo tanto, existe la 
necesidad de una plataforma que permita hacer análisis acústico y de ruido de la 
voz y que permita hacer una selección discriminante de ellas, particularmente para 





PLANTEMIENTO DEL PROBLEMA 
 
 
Los métodos para el diagnóstico de patologías del aparato fonatorio que generan 
desordenes en la producción de la voz, son tradicionalmente invasivos, los cuales 
hacen uso de diferentes métodos como laringoscopia indirecta, 
nasofaringolaringofribroscopia, telelaringoscopia, Laringoscopia directa, 
estronoscopia, electroglotografia, los cuales provocan hinchazón de las vías 
respiratorias y de ser realizados por personal inexperto o de presentarse una 
complicación durante el procedimiento se pueden generar perforaciones en las 
paredes de la laringe.  
 
 
Debido a esto es necesario desarrollar estrategias que permitan realizar una 
detección de dichas patologías de forma no invasiva. Adicionalmente los métodos 
basados en computación científica que se han usado para la identificación de 
patologías en el aparato fonatorio utilizan conjuntos de características de una alta 
dimensionalidad y no se interpreta claramente el origen físico de algunos 
parámetros. Por estas razones es necesario desarrollar, implementar y evaluar 
una plataforma computacional para la estimación de parámetros acústicos y de 
ruido en voz humana basado en selección discriminante de características, para el 






1.1. OBJETIVO GENERAL 
  
  
Desarrollar, implementar y evaluar una plataforma computacional para la 
estimación de parámetros acústicos y de ruido en voz humana basado en 




1.2. OBJETIVOS ESPECÍFICOS 
  
 
 Seleccionar los parámetros acústicos y de ruido apropiados para detección 
de voz, alteraciones de voz y/o trastornos de voz de pacientes debido a problemas 
fisiológicos del tracto vocal. 
 
 
 Implementar una metodología de selección efectiva de características 




 Desarrollar una herramienta de software basada en Matlab®, con interfaces 
de adquisición y reproducción de audio, tal que  estime parámetros acústicos y de 
ruido en voz humana basado en selección discriminante de características para 
pacientes con alteraciones de la voz. 
 
 
 Validar las características en la clasificación o estimación de grado de 
desorden de voz en pacientes con alteraciones de la voz mediante la evaluación 








El desarrollo de herramientas en el apoyo diagnóstico y de rehabilitación, ha sido 
siempre la premisa del ingeniero biomédico en el sector salud. Particularmente, el 
procesado de señales en plataformas computacionales ha llevado al 
aprovechamiento de interfaces hardware ya existentes, de bajo costo y de amplia 
versatilidad, para enfocarse en el desarrollo de interfaces de software que 
permitan un fácil uso, una alta confiabilidad, y una fácil y no costosa actualización 
y/o modificación según las necesidades. 
 
 
Por ello, desde el grupo de investigación GBio, se tiene en sus líneas de desarrollo 
potencializar el área de procesado de señal aprovechando plataformas actuales, 
para obtener productos que suplan necesidades del sector salud. Particularmente, 
una de ellas, ha sido el procesado de señales de voz patológicas, requeridas por 
el Instituto para niños ciegos y sordos de la ciudad de Cali, así como por el 
Departamento de Fonoaudiología y Terapia Oral de HUV, el cual tiene como 




Por ello, y como proyecto inicial, se propone el desarrollo de esta herramienta 
como primer producto de procesado de señal del grupo GBio, basado en los 
antecedentes y estado del arte en el que se encuentra actualmente la detección 





3. MARCO TEÓRICO 
 
 
3.1. VOZ HUMANA 
 
 
La voz es producida mediante la interacción de la vibración de las cuerdas vocales 
y el tipo de articulación que se presente en las cavidades superiores de la laringe. 
El sonido es producido cuando el aire espirado provoca dicha vibración y el sonido 
es amplificado al pasar por el tracto vocal, dándole un timbre y sonoridad 
específica para cada persona. 
 
 
Se pueden diferenciar tres procesos básicos en la producción de la voz: 
  
  
 El aire pasa de los pulmones hacia la laringe, luego a través de la tráquea y glotis. 
Durante la respiración la glotis permite el paso de aire a los pulmones permitiendo 
la oxigenación, sin embargo la glotis se va estrechando de forma intermitente 
mientras cierra el paso de aire de tal forma que los pulmones junto con las 
cuerdas vocales se encargan de la generación del sonido. 
 
 
Las cavidades oral y nasal son las encargadas de modular, dando forma a los 
sonidos y definiendo la capacidad de entonación. 
 
 
Las partes finales de las cavidades mencionadas anteriormente son las 
encargadas de emitir la voz en forma de ondas sonoras. 
  
  
La entonación que se da al habla se asocia a los movimientos de alejamiento, 
acercamiento y tensión que se presentan en la glotis; partiendo de este hecho se 
puede introducir el término frecuencia fundamental de la voz, la cual es 
determinada por la velocidad con la que vibran las cuerdas vocales. Luego que el 
aire supera la glotis, este se acerca al tracto vocal donde se varía su resonancia a 





Figura 1 Aparato fonador humano. 
 
Fuente  [OROZCO, JUAN RAFAEL. Voice pathology detection by means of acoustic 






3.2. CARACTERÍSTICAS DE LA VOZ HUMANA 
 
 
En personas con alteraciones en la producción de la voz, se encuentran 
variaciones en las características acústicas y de ruido, las cuales pueden ser 
medidas. Algunas de estas características son la frecuencia fundamental o pitch, 
jitter, shimmer, relación armónico ruido (HNR), relación de excitación glótica 
(GNE), relación señal ruido (SNR), energía normalizada del ruido (NNE), entre 
otras características. Sin embargo, en el presente documento solo se usaran las 
siguientes características debido que desde el punto de vista biomédico, son las 
que aportan mayor retroalimentación al personal clínico respecto a la relación de 
estas con el aparato fonador, la cuales son Pitch, Jitter, Shimmer y GNE.  
 
 
 Pitch.  Es también conocido como la frecuencia fundamental a la cual 3.2.1.
vibran las cuerdas vocales, y su inverso a la vez, se conoce como el periodo 
fundamental. Para la estimación debe tenerse en cuenta que el cálculo observado 
en las figuras 2 y 3, se realiza sobre segmentos finitos de la señal. Luego de 
17 
 
realizar los cálculos de los contornos de pitch, el comportamiento esperado es el 
observado en en las figuras 2 y 3. 
 
 
Figura 2 Contorno de pitch, 




Figura 3 Contorno de pitch, 





Debido a que la señal de voz no es estacionaria, necesita además  de la 
frecuencia fundamental en el segmento sonoro, la evolución de esta frecuencia en 
la modulación. Por ello, para encontrar el contorno de pitch, se utilizan 
frecuentemente herramientas de tipo temporo-frecuencial como la transformada de 
tiempo corto de Fourier (STFT) para observar la evolución de ella. 
 
 
 Jitter.  Es la perturbación en la frecuencia fundamental de la voz, es por 3.2.2.
esta razón que para el cálculo del jitter es necesario haber calculado previamente 
el contorno de pitch. 
 
 
 En el caso de las voces patológicas, la envolvente de la frecuencia fundamental 
presenta variaciones que en voces sanas no se evidencian; teniendo en cuenta 
dicho comportamiento, se hace necesario cuantificar dicho comportamiento y para 
su cálculo se mide la variación de la frecuencia fundamental de una ventana con 
respecto al pitch de la ventana anterior de manera relativa [17]. 
 
 
Los resultados esperados para esta característica se muestran en las figuras 4 y 
5, donde se puede observar la diferencia que presenta la amplitud de esta 










Figura 4 Jitter correspondiente al 




Figura 5 Jitter correspondiente al 





 Shimmer.  Representa una medida de perturbación de la amplitud del pico 3.2.3.
máximo de la señal pico a pico. Con esta característica es posible medir los 
pequeños lapsos de inestabilidad vocal. 
 
 
Para su estimación, se mide la amplitud pico a pico en una ventana y se calcula la 
variación con la amplitud pico a pico de la ventana anterior de manera porcentual 
[17] como se observa en las figuras 6 y 7; se observa en dichas figuras la 
variación en la amplitud que presenta esta característica al comparar una voz sana 





Figura 6 Shimmer correspondiente 




Figura 7 Shimmer correspondiente 






 Relación de excitación glótica (GNE).  Esta característica se basa en la 3.2.4.
correlación entre los contornos de Hilbert de diferentes canales de frecuencia, 
distribuidos uniformemente en el espectro. Todas las bandas son excitadas al 
mismo tiempo razón por la cual se esperan formas similares en los contornos. En 
voces sanas, se presenta una alta correlación entre los contornos de diferentes 
frecuencias, sin embargo, en señales con presencia de patologías, dicha 
correlación es más baja [8], [9], [12]. 
 
 
En estudios realizados en [9] se muestra la efectividad de esta característica en la 
diferenciación entre voces patológicas y voces sanas. 
 
 
Figura 8 GNE, sana (línea continua) vs hipernasal (línea punteada) 
 
Fuente  [OROZCO, JUAN RAFAEL. Voice pathology detection by means of acoustic analysis and 







3.3. MÉTODOS DE SELECCIÓN DE CARACTERÍSTICAS 
 
 
La reducción de la dimensionalidad genera subconjuntos con aquellas 
características que permiten una mayor separabilidad entre las clases. Algunos 
métodos realizan ponderaciones de estas, con el fin de disminuir redundancias y 
los recursos usados por la máquina como se observa en [5]. Los métodos 
propuestos son búsqueda secuencial flotante (SFFS) [6], [10], y el análisis lineal 
discriminante (WLDA) [14], [15]. 
 
 
 Análisis lineal discriminante ponderado (WLDA).  WLDA se basa en el 3.3.1.
criterio de Fisher ponderado “por parejas” (Weighted Pairwise Fisher Criteria), con 
el cual se trata de resolver las limitaciones que presenta el análisis lineal 
discriminante en la reducción de la dimensionalidad debido a que no se conserva 
la distancia entre las clases del espacio proyectado [16].  
 
 
Para la implementación del algoritmo LDA se aplica la siguiente metodología [14]: 
 
 
 Se generan conjuntos de datos y el conjunto de prueba, los cuales son 
clasificados en el espacio original. 
 
 Se calcula el valor promedio para cada conjunto de datos y el valor 
promedio para el conjunto de datos completo. En el caso de poseer un problema 
de clasificación con 2 clases, se debe calcular µ1 y µ2 los cuales son los valores 
promedio para los conjuntos de datos 1 y conjunto de datos 2. Posteriormente se 
calcula µ3 basados en Ecuación 1.1 
 
 
               Ecuación 1.1 
 
 
donde p1 y p2 son las probabilidades a priori de las clases; para el caso de solo 
dos clases, p1 y p2 son asumidos como 0.5. 
 
 
 En LDA, las dispersiones intra-clase y entre-clase son usados para formular 
criterios para la separabilidad de las clases. La dispersión intra-clase es la 
covarianza esperada de cada una de las clases. En un problema de dos clases, la 





    ∑        Ecuación 1.2 
 




   (     )         
  Ecuación 1.3 
 
 
La dispersión entre-clase es calculada usando la ecuación 
 
 
   ∑ (     )         
 Ecuación 1.4 
 
 
Para calcular el factor de optimización, si las clases son de tipo dependiente 
 
 
             (  )     Ecuación 1.5 
 
 
Si las clases de tipo independiente, el criterio de optimización se calcula 
 
 
                     Ecuación 1.6 
 
 
 Por definición, un auto-vector de una transformación representa un sub-
espacio invariante de una dimensión del vector del espacio en el cual la 
transformación fue aplicada. Las matrices de auto-vectores son calculadas por los 
diferentes criterios según Ecuacion 1.5 y Ecuación 1.6 
 
 
 Para cualquier problema con L clases, deben calcularse L-1 auto-valores 
diferentes de cero. Posteriormente se realiza la transformación de los conjuntos de 
datos usando la transformada LDA. La transformada brinda  limites definidos, los 
cuales son usados para el proceso de clasificación. Igualmente el conjunto de 
evaluación es transformado y clasificado usando la distancia euclidea de los 





 Los vectores de evaluación serán asignados dependiendo del valor mas 




Para resolver las limitaciones presentadas por LDA, el criterio de Fisher es ahora 
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    Ecuación 1.9 
 
 
son las matrices de dispersión entre-clases y la matriz combinada de dispersión 
intra-clase respectivamente. L es el numero de clases, µi es la media de la clase i, 
µ es la media de todas las clases, pi es la probabilidad a priori de la clase i y Si es 
la matriz de covarianza intra-clase de la clase i. Este criterio es modificado a: 
 
 
      ∑ ∑                   
          
         
   
    Ecuación 1.10 
 
 
donde      
    
  es una función de ponderación que depende de la distancia 
Mahalanobis entre las clases i y j del modelo original: 
 
 
    √(     )
 
    (     ) Ecuación 1.11 
 
 
Este es conocido como el criterio de Fisher ponderado “por parejas”, y en este, el 
error de Bayes entre dos clases depende de la distancia Mahalanobis. De esta 
manera es posible considerar las distancias entre clases una a una, permitiendo 





 Algoritmo de búsqueda secuencial flotante hacia adelante (SFFS).  El 3.3.2.
algoritmo SFFS básicamente es un procedimiento en el cual se incluyen y 
excluyen características de un grupo base. Se trata de excluir la característica que 
aporta menos al conjunto, y se agrega una nueva de tal forma que el rendimiento 
del grupo actualizado es mayor que el rendimiento del conjunto anterior.  
 
 
El funcionamiento de este método de selección de características puede ser 
dividido en los siguientes pasos [10],[12]: 
 
 
 Se tienen L características listas para ser seleccionadas y formar un 
subgrupo XL escogidas por el criterio de una función J(XL). 
 
 
 Inclusión: Usando la metodología de búsqueda secuencial flotante, se 
selecciona una característica XL+1; si el subgrupo actualizado es mas 




 Exclusión condicional: encuentra la característica menos significativa en el 
subgrupo actualizado. Si el subgrupo sin esta característica es más 
significativo, esta característica será excluida del subgrupo de 
características seleccionadas formando un nuevo subgrupo donde esta ya 
no está presente.  
 
 
 Continuación de la exclusión condicional: se continúa buscando la 
característica menos significativa del subgrupo; si el subgrupo sin esta 
característica es más significativo, la característica es retirada del subgrupo 
y se genera uno nuevo sin ella. Cuando el subgrupo es menos significativo 
sin la característica menos significativa, se devuelve al paso 1. 
 
 
3.4. CLASIFICACIÓN  
 
 
El reconocimiento de patrones es una disciplina científica que tiene por objetivo la 
clasificación de elementos en unas determinadas clases o categorías 
establecidas. Los elementos a clasificar pueden ser imágenes, señales de onda o 
24 
 
cualquier tipo de medida que necesite ser clasificada; en este caso, se clasificaran 
las señales de voz.  
 
 
 Generalidades.  Para la clasificación de elementos se hace necesaria la 3.4.1.
extracción de características las cuales no estén correlacionadas entre si o que no 
aporten información redundante al sistema de clasificación [11].  
 
 
La cantidad de características a usar para la clasificación varia dependiendo la 
aplicación, y su complejidad. Sin embargo hay que tener en cuenta que un número 
elevado de características puede elevar la carga computacional sin 
necesariamente mejor en gran medida el rendimiento del clasificador [11]. 
 
 
Además de lo anteriormente mencionado, hay que tener en cuenta que el 
clasificador debe tener una capacidad de generalización adecuada, debido a que 
de no ser así, el rendimiento de este será elevado para los datos que estén muy 








• Adquisición: donde con el uso de sensores se digitaliza la señal u objeto 
de interés a clasificar [11]. 
 
 
• Segmentación y agrupamiento: en esta etapa se realiza una selección de 
la información relevante para la extracción de las características y se excluye 
aquellos segmentos que se consideran como ruido y dificultan 
computacionalmente la clasificación [11]. 
 
 
• Extracción de características: esta etapa debe hacerse cuidadosamente 
dado que las características seleccionadas deben ser discriminantes, fáciles de 
extraer e invariantes. Deben ser similares para elementos de la misma clase y 
diferentes para las demás categorías [11]. 
 
 
• Clasificación: para realizar este paso, es necesario usar un vector de 
características que permita asignar el objeto a una categoría. Dado que realizar 
una clasificación perfecta es imposible, se determina la probabilidad de que un 
25 
 
elemento pertenezca a una clase o categoría. La dificultad con la que se realiza la 
clasificación dependerá de la cantidad de características usadas, y la información 
que estas sean capaces de entregar al clasificador [11]. 
 
 
• Post-proceso: este es el momento en el cual se corrigen errores cometidos 








Figura 9 Modelo para reconocimiento de patrones estadísticos 
 
Fuente  [JAIN, ANIL K.; DUIN, ROBERT; MAO, JIANCHANG. Statistical Pattern Recognition: 
A Review. IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, 
VOL. 22, NO. 1, JANUARY 2000] 
 
 
 Aprendizaje.  Se refiere al tipo de algoritmo empleado para reducir el error 3.4.2.
en un conjunto de entrenamiento. Según la forma como sean presentados los 
datos al clasificador al momento de entrenarlo podemos diferenciar los siguientes 
tipos de aprendizaje [11]: 
 
 
• Aprendizaje supervisado: en este tipo de aprendizaje, al clasificador se le 
presentan un conjunto de características de entrada o patrones de entrenamiento 




• Aprendizaje no supervisado: en este método de aprendizaje solo se le 
suministra los patrones de entrenamiento y la cantidad de clases en que se 
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pueden clasificar. El algoritmo a través de un proceso de agrupamiento, forma 
conjuntos naturales de los patrones de entrada [11]. 
  
 
 Clasificador lineal o Bayes.  En este tipo de clasificador se trabajan las 3.4.3.
diferentes clases o categorías como los estados de la naturaleza denotados por la 
letra W, donde la clase 1 se denota por w1, la clase 2 por w2 y de esta forma 
hasta la clase n por wn; dado que los anteriores estados de la naturaleza son 




Además de esto se debe considerar las probabilidades a priori de cada una de las 
clases las cuales están dadas por el conocimiento previo que se tiene sobre el 
problema y se define por las letras P(w1), P(w2),…, P(wn), para cada una de las 
clases anteriormente establecidas; es claro que las probabilidades a priori de 
todas las clases al final deben sumar 1. Por ejemplo, dadas las probabilidades a 
priori, y dos estados de la naturaleza, w1 y w2, la regla de decisión se define como 
se muestra en la Figura 10 [11]. 
 
 
Figura 10 Funciones de probabilidad para w1, w2. X variable aleatoria 
continua 
 




Si P(w1) > P(w2), entonces escoja w1, de lo contrario, escoja w2. 
 
 





Ahora suponiendo que se conocen las probabilidades a priori y p(x/wi), es posible 
aplicar la formula de Bayes que esta dada por [11]: 
 
 
        
             
    
 Ecuación 1.12 
 
 
donde P(wi/x) es la probabilidad del estado de la naturaleza wi dado que la 
característica x ha sido medida [11]. 
 
 
Figura 11 Probabilidades posteriori 
 




Teniendo estas probabilidades, la regla decisión ahora estará dada por: 
 
 
           {
                       
                       
 Ecuación 1.13 
 
 
Se decide w1 si P(w1/x) > P(w2/x), en caso contrario, se decide w2. 
 
 
En el caso de tener más de dos características, es más simple calcular la 
probabilidad de estar en lo correcto; de esta forma, el clasificador de Bayes 
selecciona las regiones con mayor probabilidad de tal forma, que ninguna otra 





3.4.3.1. Reglas de decisión. El efecto de estas reglas es dividir el espacio 
de características en c regiones de decisión, denotadas por R1, R2, …, Rc. De tal 
forma que si se tiene gi(X) > gj(x), para todo j ≠ i, entonces X se encuentra en la 
región Ri y será asignado a Wi. Las regiones están separadas entre si por los 




Figura 12 Regiones de clasificación para dos categorías. 
 
Fuente  [DUDA, R. O., HART, P. E., STORK, D. G. Pattern classification. Segunda edición. 1997.] 
 
 
3.4.3.2. Matriz de covarianza.  Como característica posee que es siempre 
simétrica y semidefinida positiva. Esta matriz permite calcular la dispersión de los 




    
        
  
        
 
    







       
 
   
 
       
   
] Ecuación 1.14 
 
 
Los elementos en la diagonal de la matriz son las varianzas de los xi, y los 
elementos fuera de la diagonal son las covarianzas que existen entre los 
elementos xi y xj. 
 
 
 Caso 1. Los elementos xi y xj son estadísticamente independientes, por lo 
tanto sus valores de covarianza son iguales a cero. Se usa la distancia euclidea 
para asignar el vector X a la clase más cercana, y las superficies de decisión son 
partes de hiperplanos perpendiculares a la línea que separa las medias. Este caso 





Figura 13 Ejemplo de las superficies de decisión para dos clases, en 1 
dimensión. 
 
Fuente  [DUDA, R. O., HART, P. E., STORK, D. G. Pattern classification. Segunda edición. 1997.] 
 
 
Figura 14 Ejemplo de las superficies de decisión para dos clases, en 2 
dimensiones. 
 




Figura 15 Ejemplo de las superficies de decisión para dos clases, en 3 
dimensiones. 
 
Fuente  [DUDA, R. O., HART, P. E., STORK, D. G. Pattern classification. Segunda edición. 1997.] 
 
 
 Caso 2. Los valores de covarianza son muy cercanos a cero; las superficies 
de decisión son hiperplanos pero esta vez no son perpendiculares a la línea media 
que las separa. Se usa la distancia mahalanobis para medir la distancia y así 
asignarlo a la clase mas cercana. 
 
 
Figura 16 Ejemplo para densidades de probabilidad y regiones de decisión 
iguales y diferentes, donde el hiperplano no debe ser perpendicular a la línea 
que conecta las medias. 
 




 Caso 3. Los valores de covarianza son diferentes de cero, y las matrices de 
covarianza son diferentes para cada categoría. En general pueden asumirse que 
las superficies de decisión serán hiperplanos, pares de hiperplanos, hiperesferas, 
hiperelipsoides, hiperparaboloides e hiperparaboloides de diferentes tipos. 
 
 
Figura 17 Ejemplos donde los valores de covarianza son diferentes de cero. 
 
Fuente  [DUDA, R. O., HART, P. E., STORK, D. G. Pattern classification. Segunda edición. 1997.] 
 
 
3.5. EVALUACIÓN DEL CLASIFICADOR 
 
 
Es necesario evaluar la utilidad de los clasificadores midiendo el porcentaje de 
observaciones que fueron clasificadas correctamente. Para llevar a cabo este 
proceso se plantean dos métodos: prueba de muestras independientes y 
validación cruzada [18], [19]. 
 
 
1.5.1 Prueba de muestras independientes.  Este método es usado cuando el 
conjunto de muestras que se posee es grande, ya que posteriormente es dividirlo 
en un conjunto de entrenamiento y un conjunto de clasificación. Para construir el 
clasificador se usa el conjunto de entrenamiento y son clasificadas las muestras 
del conjunto de validación usando la regla de clasificación. Los pasos para evaluar 
el clasificador usando este método son: 
 
 
 Separar aleatoriamente la muestra en dos conjuntos de tamaños 
nEntrenamiento y nValidación, donde nEntrenamiento + nValidación= nMuestras, 






 Construir el clasificador usando el conjunto de entrenamiento. 
 
 
 Presentar cada patrón del conjunto de validación al clasificador y obtener la 
etiqueta de clase asignada a este. Dado que se conocen las clases a las que 
realmente pertenecen los datos de validación, es posible obtener el número de 
patrones correctamente clasificados Pcc. 
 
 
 El porcentaje de observaciones clasificadas correctamente esta dado por  
 
 
       
   
              
      Ecuación 1.15 
 
 
Este método tiene como ventaja el bajo tiempo empleado en su proceso, sin 
embargo los porcentajes de error en la clasificación pueden presentar una alta 
varianza debido a que estos dependen de los conjuntos seleccionados 
inicialmente tanto para entrenamiento como para validación. 
 
 
1.5.2 Validación cruzada.  Consiste en dividir el conjunto de muestras en k 
particiones de tamaño Kp=nMuestras/k,donde nMuestras es el número total de 
patrones. Una partición es usada como conjunto de validación, mientras k-1 
particiones son usadas como conjunto de entrenamiento. Los pasos para evaluar 
el clasificador usando este método son: 
 
 
 Dividir aleatoriamente el conjunto de muestras en k particiones. 
 
 
 Seleccionar una de las k particiones para usar como conjunto de validación. 
 
 
 Usar las restante k-1 particiones para entrenar el clasificador. 
 
 
 Presentar el conjunto de validación al clasificador y obtener las etiquetas 
asignadas a estas muestras. 
 
 





 Repetir los pasos mencionados anteriormente hasta que las k particiones 
hallan sido usadas como conjunto de validación. 
 
 
 Calcular el valor promedio de los k errores. 
 
 
Este método posee como ventaja que es poco sensible a la partición de los datos, 
ya que cada uno de ellos logra estar en el conjunto de validación al menos una 
vez, y k-1 veces en el conjunto de entrenamiento. La varianza estimada se reduce 
a medida que k es seleccionado más grande. Como desventaja, este método debe 




4. DESARROLLO DEL SISTEMA 
 
 
4.1. BASES DE DATOS 
 
 
La base de datos consta de un conjunto de 90 señales de voz tomadas de una 
población infantil de la ciudad de Manizales y facilitada por el grupo de 
procesamiento y reconocimiento de señales (GPRS) de la Universidad Nacional 
de Colombia Sede Manizales. La población consta de niños de ambos sexos, y se 
encuentran 40 señales con voces normales, y 50 señales con voces que 
presentan algún grado de desorden. Las clases de voz que se establecerán para 
su identificación son: voz normal y voz patológica. 
 
 
Las grabaciones se realizaron con una frecuencia de muestreo de 22050 Hz, 1 
canal, con una resolución de 16 bits por muestra. El segmento de la vocal /a/ 
sostenido ya se encuentra separado de los segmentos no sonoros, los cuales no 
son objeto de estudio para esta investigación. 
 
 
4.2. FILTRO PRE-ÉNFASIS 
 
 
La etapa de filtrado pre-énfasis permite acentuar las altas frecuencias de la señal 




                      Ecuación 2.1 
 
 
donde apre es el factor de pre-énfasis el cual según la literatura debe estar en un 
rango de (0.9 a 0.95) [21] para acentuar las componentes espectrales superiores a 















En las figuras 15 y 16 se puede observar como en la señal luego de pasar por el 
filtro de pre-énfasis, las altas frecuencias son acentuadas y se evidencian 
frecuencias que anteriormente no eran visibles. 
 
 
4.3. EXTRACCIÓN DE CARACTERÍSTICAS 
 
 
Para la etapa de extracción de características se genera un algoritmo el cual carga 
una a una las señales de las bases de datos; a cada una de estas señales se le 
aplican los algoritmos de extracción tanto de pitch, jitter, shimmer y gne. Luego de 
realizar el cálculo de las características, estas son almacenadas en un vector, 
donde cada fila contiene los valores extraídos para cada grabación; este arreglo 
será el vector de características inicial para cada clase: normal y patológica. 
 
 
 Pitch.  Para calcular esta característica se realiza una segmentación de la 4.3.1.
señal donde los segmentos a seleccionar deben estar en un rango de 2 ms a 20 
ms para cubrir las voces infantiles[9]; con base a esto, se selecciona un tamaño de 
ventana de 9.0 ms y un traslape de 2.0 ms, aplicando una ventana tipo hamming. 
Tras calcular el valor promedio de esta característica para las muestras normales 
y patológicas, y graficarlas junto su desviación estándar, se obtienen los contornos 
vistos en las figuras 20 y 21. 
 
 
Figura 20 Promedio (línea 
continua) y banda (línea punteada) 
de desviación estándar de 
contorno de pitch, voces normales. 
 
 
Figura 21 Promedio (línea 
continua) y banda (línea punteada) 
de desviación estándar de 







Según la fundamentación teórica expuesta en la sección 1.2.1, el contorno de 
pitch es una característica que podría tener una discriminación entre clases 
importante; sin embargo al analizar el contorno de pitch en conjunto para la 
población normal y patológica, se observa que el comportamiento de la frecuencia 
fundamental para ambas poblaciones no evidencia una diferencia marcada; 
además se observa similitud en el rango presentado por la banda de desviación 
estándar en ambas poblaciones, permitiendo observar que la variabilidad de la 
frecuencia fundamental en voces sanas y patológicas, se mueven en similares 
anchos de banda. 
 
 
 Jitter.  Esta característica depende directamente de la variación de la 4.3.2.
frecuencia fundamental. Los resultados obtenidos para voces normales y 
patológicas pueden observarse en las figuras 22 y 23 respectivamente.  
 
 
Figura 22 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 
jitter, voces sanas. 
 
 
Figura 23 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 




 Shimmer.  Al estimar el promedio y la banda de desviación estándar de la 4.3.3.
medida de perturbación pico a pico máximo de las señales de voz tanto normales 
como patológicas, se obtuvo que en voces normales se presentan valores más 
elevados de esta característica que en voces patológicas; igualmente al observar 
la banda de desviación estándar se hace evidente que en voces normales hay una 
mayor variación del shimmer con respecto a la variación que presenta este 
parámetro en señales de voces patológicas, como puede observarse en las figuras 





Figura 24 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 




Figura 25 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 
Shimmer, voces patológicas. 
 
 
 Relación de excitación glótica (GNE).  Los valores obtenidos para esta 4.3.4.
característica presentan el comportamiento esperado según la fundamentación 
teórica presentada en la sección 1.2.4; se calculó el promedio de este parámetro 
como también su banda de desviación estándar tanto para el conjunto de voces 
normales como para las voces patológicas, con lo que se puede corroborar que en 
voces sanas se presentan valores de GNE superiores a los que presenta esta 
característica en voces patológicas; también se evidencia que el ancho de banda 
de la desviación estándar para el GNE de voces normales es superior al que se 
presenta en voces patológicas, como se ve en las figuras 26 y 27.  
 
 
Figura 26 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 
GNE, voces normales. 
 
 
Figura 27 Promedio (línea 
continua) y banda (línea punteada) 
desviación estándar de contorno 






Al observar los contornos de GNE en una misma grafica, figura 28, y teniendo en 
cuenta la información de las bandas de desviación estándar mostradas 
anteriormente, figuras 26 y 27, se logra vislumbrar la discriminación entre voces 
normales y patológicas debido a los rangos dinámicos que esta característica 
presenta en ambas poblaciones. 
 
 
Figura 28 Promedio contorno de GNE voces normales (línea continua) y 




4.4. SELECCIÓN DE CARACTERÍSTICAS 
 
 
Para llevar a cabo esta etapa de selección de características, se construye un 
vector con los parámetros estimadas tanto para las voces normales como para las 
voces patológicas; en dicho vector se organizan para cada grabación, todas sus 
características estimadas en una fila de 168 columnas. En las primeras 47 
columnas de cada fila se ubican los valores correspondientes al contorno de pitch, 
en las siguientes 47 columnas los valores correspondientes al contorno de jitter, 
las siguientes 47 columnas almacenarán el contorno de shimmer y en las últimas 
27 columnas se ubica el contorno de GNE. Teniendo en cuenta que la base de 
datos utilizada consta de 90 grabaciones, la matriz de datos que será usado como 




5. RESULTADOS  
 
 
5.1. BÚSQUEDA SECUENCIAL FLOTANTE HACIA ADELANTE (SFFS).  
 
 
Además del conjunto de características generado en la sección 2.4, es necesario 
agregar a dicho vector, una columna adicional donde se indica la categoría a la 
que pertenece cada fila de características. Luego de aplicar el algoritmo SFFS, se 
obtiene un grupo de características de menor dimensión, las cuales contienen la 
información que permite una mayor separabilidad entre las clases establecidas 
[10], [12].  
 
 
En la tabla 1 pueden observarse los valores con los que el subconjunto de 
características fue seleccionado.  
 
 




















1 0.768 151 0.760 0.776 0.768 
2 0.788 1 0.780 0.796 0.779 
3 0.831 144 0.823 0.839 0.798 
4 0.868 32 0.860 0.876 0.772 
 
 
Las características seleccionadas son aquellas cuyo límite inferior de clasificación 
de Mahalanobis se encuentren dentro de los límites inferior y superior para 
clasificación o estén más cercanos a estos valores y además posean las mas altas 
tasas de clasificación correcta. 
 
 
Se observa que las características seleccionadas por el algoritmo SFFS, 
corresponde a los valores del contorno de pitch en las ventanas de tiempo 1 y 32, 
y a los valores del contorno de GNE en las ventanas de tiempo 144 y 151; la 
característica pitch en la sección 1.2.1 se había vislumbrado como un parámetro 
que permitiría un buen desempeño al momento de realizar una clasificación entre 
las clases, sin embargo al observar su comportamiento promedio para las 
poblaciones sanas y patológicas en la sección 2.3.1 se fue mas escéptico con 
respecto a la separabilidad que brinda esta característica; a pesar de esto, el 
algoritmo SFFS arroja que la frecuencia fundamental en las ventanas de tiempo 
mencionadas anteriormente aporta información importante para la etapa de 
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clasificación. Por otro lado, la característica GNE tanto en la sección 1.2.4 como 
en la sección 2.3.4 daba indicios de aportar información importante para la etapa 
de clasificación, lo que es corroborado al observar los resultados del algoritmo de 
búsqueda secuencial flotante hacia adelante. 
 
 
5.2. ANÁLISIS LINEAL DISCRIMINANTE PONDERADO (WLDA).   
 
 
Para llevar a cabo WLDA, se debe poseer una matriz con las características y un 
vector con las clases a las que pertenecen el conjunto de características de cada 
paciente. Adicionalmente debe definirse la dimensión que tendrá el vector de 
características luego de aplicar el análisis lineal discriminante ponderado. Debido 
a que WLDA se basa también en análisis de componentes principales (PCA)[11], 
[13], [20], para el cual se realiza un análisis mas detallado en la sección 3.3, la 
reducción de la dimensionalidad del conjunto de características será de doce 
parámetros por muestra, de este modo la matriz de entrada para la etapa de 
clasificación será de noventa filas por doce columnas. 
 
 
A pesar que WLDA realiza una modificación en el criterio de Fisher para resolver 
las limitaciones que presenta PCA como se explica en la sección 1.3.1, el vector 
resultado de aplicar esta metodología no permite identificar cuales de las 
características abordadas en 1.2 son las que aportan la información mas 
importante respecto a separabilidad entre clase voz normal y clase voz patológica. 
 
 
Los resultados en la selección de características por parte de WLDA no son 
explícitos, como se mencionó anteriormente no dando una realimentación sobre 
las características relevantes de pitch, jitter, shimmer y GNE. Su importancia y 




5.3. CLASIFICADOR BAYES  
 
 
Con base en la sección 1.5, para la estimación de la utilidad del clasificador, se 
decide realizar validación cruzada [18], [19] debido al número de muestras que se 






En la implementación del clasificador se usa una función discriminante de tipo 
lineal; para analizar los conjuntos de características obtenidos en la sección 3.1 y 
3.2 se realizan tres experimentos.  
 
 
  Experimento 1.  Se entrena el clasificador con el subconjunto de 5.3.1.
características 1, 32, 144, 151 arrojadas como aquellas que permiten la mas alta 
separabilidad entre clases para las voces normales y patológicas; para el 
entrenamiento de este clasificador, las voces normales son etiquetadas con el 
número 1 y las voces patológicas con el número 2, con la finalidad de calcular el 
porcentaje de error en la etapa de clasificación de una forma práctica; se obtiene 
con este subconjunto los siguientes resultados: 
 
 
Tabla 2 Resultados de validación cruzada para un clasificador lineal 




Promedio de error 
de validación 
Desviación 
estándar de error 
de validación 
1, 32, 144, 151 18.88 % 9.14 
 
 
  Experimento 2.  Se entrena el clasificador con el subconjunto de 5.3.2.
características obtenidas al usar el algoritmo de análisis lineal discriminante 
ponderado (WLDA); las muestras son etiquetadas con el número uno para 
pacientes con voz normal y con el numero 2 para pacientes con voz patológica, 
esto con el fin de calcular de forma practica el promedio y la desviación estándar 
del error de validación; tras realizar este procedimiento se obtuvo el resultado 
presentado en la Tabla 3. 
 
 
Tabla 3 Resultados de validación cruzada para un clasificador lineal 
entrenado con 12 componentes entregados por WLDA. 
Número de 
características 
Promedio de error 
de validación 
Desviación 
estándar de error 
de validación 
12 28.14 % 14.05 
 
 
3.3.3. Experimento 3.  Se entrena el clasificador con las 167 características 
extraídas en la sección 2.3, con la finalidad de observar la diferencia que presenta 
en los porcentajes de error de validación al realizar reducción de dimensionalidad 





Al realizar la implementación del clasificador anteriormente descrito, se observa 
que la matriz de covarianza para el entrenamiento no es definida positiva, razón 
por la cual no es posible implementar este clasificador a menos que se realice una 
etapa de regularización. Se opta por realizar una reducción de dimensionalidad 
haciendo uso del análisis de componentes principales (PCA), disminuyendo el 
vector de 167 a 12 características con base en los datos de la tabla 5 y el 
comportamiento observado en la figura 29.  
 
 
























Los primeros componentes agrupan los coeficientes de las variables con mayor 
variabilidad, organizados en orden descendente de mayor a menor varianza. De 
acuerdo al análisis del intervalo de confianza del 95% [20], este criterio se cumple 
entre los doce primeros componentes. 
 
 
Se procede a entrenar el clasificador usando 12 componentes principales, y se 




Tabla 5 Resultados de validación cruzada para un clasificador lineal 




Promedio de error 
de validación 
Desviación 
estándar de error 
de validación 
12 41.11 % 17.41 
 
 
Luego de realizar los experimentos 1, 2 y 3, se evidencia que una selección 
efectiva de características permite entrenar un clasificador de Bayes con un 
conjunto de datos de baja dimensionalidad conservando la capacidad de 
generalización, como es el caso del experimento 1, donde se extraen solamente 4 
características del conjunto de datos inicial (ver sección 2.4) usando la búsqueda 
secuencial flotante hacia adelante, y obteniendo un desempeño superior a los 
arrojados por los clasificadores en los experimentos 2 y 3, donde se realizan 
transformaciones basadas en PCA para extraer los doce componentes que mas 
información aportan.  
 
 
5.4. INTERFACE BASADA EN MATLAB 
 
 
Esta interface tiene como objetivo principal permitir al usuario calcular los 
parámetros acústicos y de ruido en voz humana. A continuación, se describen las 









Tabla 6 Ficha técnica 
Sistema operativo  Windows XP, Windows Visa, Windows 
Server, Windows 7 
Procesador: Intel Pentium 4 (2.4 – 3.0) GHz o AMD 
Atholon 64 o Sempron a 2.4 
Memoria RAM: RAM mínima de 2048 MB 
Personal Encargado  Médicos 
Restricciones Adquisición de datos usando micrófono 
dinámico, un solo canal. 
Matlab 7.0 o superior para ejecutar el 
programa. 
Descripción general La aplicación permite la adquisición o 
selección de señales de audio. 
Permite realizar una etapa de pre-
procesamiento. 
Extrae características acústicas y de 
ruido (Pitch, Jitter, Shimmer y GNE). 
Control de seguridad  El análisis de las características debe 
ser confirmado por el criterio de un 
especialista.  
Deben tenerse en cuenta los factores 




3.4.2. Funciones del sistema.  El programa se inicia tras escribir el comando 
Voz1.fig en la ventana de comandos de MATLAB; desde la pantalla principal 
puede accederse a señales que se encuentren almacenadas en el disco duro; 
además puede realizarse adquisición de datos si se posee un micrófono que 
cumpla las restricciones establecidas en la tabla 7. El sistema permite reproducir 
la señal cargada antes de realizar el análisis. Se cuenta además con una etapa de 




Una vez cargada la señal a analizar, se habilitan las acciones para calcular el 
contorno de Pitch, posteriormente se habilitan acciones para calcular los contornos 
de Jitter, Shimmer y GNE; la interface es mostrada en la figura 32.  
 
 
Dentro de los contornos de Pitch y GNE son marcadas las características que 
mostraron un mejor desempeño en las pruebas de clasificación realizadas. En las 
figuras 30 y 31 se muestran ejemplos donde son resaltadas estas características 
en contornos de una señal de voz. 
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En la selección de parámetros acústicos es necesario asegurarse de escoger 
aquellos que no estén relacionados entre si; ya que pudo observarse que aquellos 
parámetros que aportan mas información son pitch, shimmer y GNE, debido a que 
en las características seleccionadas en los subconjuntos finales del algoritmo 
SFFS, aparecen constantemente elementos que forman parte de los contornos de 
estas características. Sin embargo en ninguna de las pruebas realizadas se 
seleccionó por parte de SFFS las características que componen el contorno de 
jitter, el cual mide la variación del pitch.  
 
 
A pesar que se encontró que el shimmer aporta información importante que 
permite una separabilidad entre voz normal y voz patológica, los resultados en las 
pruebas de clasificación mostraron que hay una capacidad de generalización más 
elevada cuando se trabaja solamente con los componentes de los contornos de 
pitch y GNE. 
 
 
En la implementación de SFFS, las etapas de inclusión y exclusión de 
características hacen posible realizar una selección adecuada de características, 
dado que busca realizar la máxima reducción del conjunto de características 
inicial, conservando una tasa de clasificación correcta elevada.  
 
 
Al aplicar WLDA, se observa que no hace una selección de características, sino 
que presenta una reducción de dimensionalidad conservando la máxima 
separabilidad entre clases gracias a un análisis discriminante lineal (LDA) seguido 
de PCA. Esta transformación es la razón por la cual no es posible identificar 
cuales características son las que aportan individualmente la información mas 
importante en la etapa de clasificación.  
 
 
En el proceso de clasificación, un aspecto importante de observar siempre debe 
ser la matriz de covarianza del conjunto de datos, sea el original o los 
seleccionados por alguno de los métodos. Esta matriz debe ser definida positiva, 
esto indicando que el problema sea bien condicionado (los valores singulares mas 
altos no son muy lejanos a los valores singulares mas bajos). Sin embargo, en la 
matriz particularmente arrojada después de WLDA, muchas veces no se cumple 
dicha condición, lo cual lleva a un pobre desempeño de clasificación. Por ello se 
recomienda siempre para los parámetros acústicos y de ruido desarrollados en 
este trabajo, tener una etapa previa de regularización de la matriz de datos 





Debido al número de muestras que se poseen en la base de datos, para la tarea 
de clasificación fue necesario realizar una validación cruzada para k particiones. 
Pudo observarse una generalización aceptable por parte del clasificador lineal tras 
usar las características seleccionadas con SFFS y WLDA. SFFS producen errores 
de clasificación con una variabilidad mas baja que en los métodos donde se 
realizaron transformaciones para reducir la dimensionalidad. Esto indica un buen 
camino en el sentido de siempre tener métodos que nos permitan seleccionar 





7. RECOMENDACIONES Y TRABAJO FUTURO 
 
 
Debido a que tanto en la reducción de la dimensionalidad en al usar WLDA como 
PCA se encontró que sus matrices de covarianza no estaban definidas positivas, 
se recomienda agregar una etapa de regularización que mejore esta limitación. En 
el caso del análisis lineal discriminante ponderado ya se han realizado estudios 
donde se realiza esta recomendación y es conocido como análisis discriminante 
regularizado ponderado (WRDA). 
 
 
Como trabajo futuro se plantea implementar esta metodología para su 
funcionamiento en tiempo real, como también explorar otro tipo de características 
que permitan un mejor rendimiento en la diferenciación de voces normales y 
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Anexo A. Regularización 
 
 
Los métodos de regularización para el cómputo de soluciones estables de 
problemas mal condicionados ocurren con suficiente frecuencia en la ciencia en 
ingeniería [22], [23], [24], debido a  que presentan una estructura generalizada en 
su tratamiento numérico. La manera más fácil de ilustrar las principales 
dificultades asociadas con tales problemas, es considerado por ejemplo el 
problema de mínimos cuadrados: 
 
 
    ‖    ‖  (1) 
 
 
La dificultad en la solución de (1) se presenta si la matriz A esta mal condicionada, 
esto es, si el calculo de la solución es altamente sensitivo a las perturbaciones de 
los datos. Si se calcula la solución ordinaria por mínimos cuadrados XLSQ mediante 
la factorización QR de A, la solución es inútil debido a que presenta problemas de 
inconsistencia, aun en el caso en que hay una solución única ya que allí el mínimo 
es cero y todo parece funcionar. 
 
 
Este gran numero de condiciones, implica que las columnas de A son linealmente 
dependientes. Así, en el caso (1), las tres principales dificultades asociadas son: 
 
 
1. El numero de condición de la matriz A es grande. 
 
 
2. Remplazar A por una matriz correctamente condicionada derivada de A, no 
necesariamente conlleva a una solución útil. 
 
 




El propósito de la teoría de regularización numérica es proveer métodos 
numéricos eficientes y estables para incluir restricciones adecuadas que conlleven 
a soluciones correctas, y que provean métodos robustos para seleccionar el peso 
optimo dado a estas restricciones, tales que la solución regularizada sea una 





Problemas discretos mal condicionados: se define como problema mal 
condicionado, aquel cuya solución no es única o no es función continua de los 
datos, i.e., si una pequeña perturbación de los datos puede causar grandes 
perturbaciones en la solución [25]. 
 
 
El siguiente sistema lineal de ecuaciones: 
 
 
                  (2) 
 
 
Se puede afirmar que es un problema discreto mal condicionado si se satisfacen 
los siguientes criterios: 
 
 
1. Los valores singulares de A decaen a cero. 
 
 
2. La proporción entre el valor singular no cero más grande y el más pequeño 
es significativamente grande. 
 
 
El criterio 2 implica que matriz A está mal condicionada, i.e., que la solución es 
potencialmente sensitiva a las perturbaciones. El criterio 1 implica que no existe 




Un aspecto importante de los problemas discretos mal condicionados es que 
pueda lograrse una solución aproximadamente significativa. En cambio, el mal 
condicionamiento implica que los métodos estándar de algebra lineal [26] para 
resolver (2) y (1), tales como LU, Cholesky o factorización QR, no puedan ser 
utilizados de una manera directa para calcular alguna solución, por lo que se 




Métodos de regularización: La primera dificultad con los problemas discretos mal 
condicionados (2) y (1), consiste en que son esencialmente indeterminados debido 
al grupo de pequeños valores singulares de A. Por lo tanto, es necesario 
incorporar más información acerca de la solución deseada a fin de estabilizar  el 





Aunque muchos tipos de información complementaria sobre la solución x son 
posibles en principio, la aproximación dominante de la regularización de 
problemas discretos mal condicionados requiere que la norma2 (o una seminorma 
apropiada) de la solución sea pequeña [27]. Una estimación inicial ẋ de la solución 
puede ser incluida en una  restricción complementaria. Por lo tanto, la restricción 
complementaria involucra minimización de la cantidad Ω  
 
 
     ‖      ‖   (3) 
 
 
Donde, la matriz L es típicamente la matriz de identidad I o una aproximación 
discreta p x n del (n-p)-ésimo operador derivador, siendo L una matriz agrupada 
con rango de filas completo. 
 
 
 l introducir la restricción Ω(x), no se de e tener en cuenta el requerimiento, 
donde Ax=b en el sistema lineal (2) y, en cambio  buscar la  solución  que provea 
un balance apropiado entre la minimización de Ω(x) y la minimización de la norma 
residual ‖    ‖ . Así la solución  regularizada con pequeñas (semi)normas  y 
normas residuales no estará tan alejada de la solución deseada, la solución del 
problema sin perturbar. La misma idea se aplica, desde luego, al problema de 
mínimos cuadrados (1). 
 
 
Sin duda, la más común y bien conocida forma de regularización es la conocida 
como regularización de Tikhonov, que define la solución regularizada    como la 




        ‖    ‖ 
    ‖     ‖ 
     (4) 
 
 
donde el parámetro de regularización   controla el peso dado por la restricción 
complementaria relativa a la minimización de la norma residual. Claramente, un   
grande (equivalente a una gran cantidad de regularización) favorece a una 
pequeña seminorma solución, mientras que un pequeño valor de   tiene el efecto 
contrario. El parámetro   también controla la sensibilidad de la solución 
regularizada    a las perturbaciones en A y b, y el límite de perturbación es 





Así, el parámetro de regularización es la cantidad que controla las propiedades de 




Métodos de selección de parámetro: En los métodos de regularización es 
necesario escoger el valor adecuado de   para que la solución responda al 
balanceo de los errores involucrados en la estimación. 
 
 




1. Los basados en el conocimiento de ‖ ‖ o de un estimado suyo. 
 
 
2. Los que trabajan sin información sobre ‖ ‖. 
 
 
Cuando se carece de información sobre ‖ ‖, es necesario obtener la mayor 
información posible de los únicos datos disponibles, la aproximación por el lado 
derecho de b. Este es el esquema de funcionamiento de métodos como Validación 
Cruzada Generalizada (GCV) y L-curva, los cuales se implementan sobre 
estimadores lineales. 
 
 
