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Povzetek
Cilj diplomske naloge se je naucˇiti postavljanja vejic s strojnim ucˇenjem. Nasˇ
pristop temelji na generiranju novih atributov na podlagi slovnicˇnih pravil
za slovenski jezik, ki z dodatno informacijo omogocˇijo boljˇse ucˇenje, tj. viˇsjo
natancˇnost in priklic. Osredotocˇili smo se na postavljanje vseh vejic v bese-
dilu. Izhajali smo iz zˇe obstojecˇe raziskave za postavljanje vejic v slovensˇcˇini,
ki smo jo dopolnili z drugacˇnimi metodami ucˇenja, drugacˇnimi parametri,
vzorcˇenjem neuravnotezˇenih mnozˇic ter z dodatnimi informativnimi atributi.
Za analizo smo uporabili korpus Sˇolar in izboljˇsano verzijo tega korpusa. Za
modeliranje smo uporabili sistem za strojno ucˇenje WEKA. Najboljˇse re-
zultate smo dosegli z algoritmi nakljucˇna drevesa, alternirajocˇe odlocˇitveno
drevo ter odlocˇitvena tabela.
Kljucˇne besede: procesiranje naravnega jezika, obdelava jezika, slovenski
jezik, vejica, locˇila, jezikovne tehnologije, nakljucˇni gozdovi, SVM, precˇno
preverjanje, podvzorcˇenje, strojno ucˇenje.

Abstract
We aim to learn comma placing using machine learning. Our approach is
based on adding new attributes created from grammatical rules for the Slove-
nian language, which provides more information and thus enable better learn-
ing, i.e., higher precision and recall. We focus on placing all the commas in
the text. We modify an existing research with additional learning methods,
different parameters, undersampling and knowledge based attributes. We
use corpus Sˇolar and improved corpus Sˇolar for testing and machine learning
toolkit WEKA. Best results were achieved with random forests, alternating
decision tree and decision table models.
Keywords: natural language processing, language manipulation, Slovenian
language, comma, punctuation mark, language technologies, random forest,




Kmalu po nastanku prvih elektronskih racˇunalnikov se je pojavila potreba
po racˇunalniˇski simulaciji cˇlovekovega obnasˇanja, tj. oponasˇanja cˇlovekovega
nacˇina resˇevanja problemov. V poplavi velikih kolicˇin podatkov, s katerimi se
srecˇujemo na vsakem koraku, si je danes nemogocˇe zamisliti svet brez stroj-
nega ucˇenja, ki omogocˇa, da racˇunalniki inteligentno resˇujejo kompleksne
probleme, saj zahteve in kolicˇina podatkov nemalokrat presegajo cˇlovekove
kognitivne sposobnosti. Z razmahom sˇtevila podrocˇij, ki so zˇe in sˇe bodo
odvisna od podpore racˇunalnikov, pa se vecˇa tudi potreba po obdelavi na-
ravnega jezika, saj zˇelimo, da bi se cˇlovek in racˇunalnik naucˇila cˇimbolj na-
ravnega komuniciranja.
Digitalna revolucija korenito spreminja komunikacijske navade in druzˇbo
nasploh, z njo pa se vecˇajo tudi potrebe po zahtevnejˇsih jezikovnih tehnolo-
gijah, npr. pomenski interpretaciji besedila, povzemanju razprav, avtomat-
skem odgovarjanju na vprasˇanja, detekciji mnenjskih trendov, zaznavanju
cˇustvenih odzivov itd. Eden izmed pomembnejˇsih ciljev jezikovnih tehnolo-
gij je vzdrzˇevanje politike vecˇjezicˇnosti s prevajanjem besedil in tolmacˇenjem
pri govorni komunikaciji in s tem rusˇenje jezikovnih meja in povezovanje ne
samo Evrope, pacˇ pa celega sveta. Kakor je Gutenbergov izum tiskarskega
stroja omogocˇil razmah kolicˇine izmenjanih informacij preko tiskane besede,
vendar pa je pahnil v pozabo in izumrtje nekatere manjˇsinske jezike, ki so bili
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omejeni le na prenasˇanje z govorjeno besedo, moramo v izogib temu, da se v
digitalni revoluciji in ob razmahu interneta isto zgodi s slovenskim jezikom,
ki ga po svetu govori ali razume samo 2,5 milijona ljudi, veliko pozornosti in
razvoja namenjati jezikovnim tehnologijam za slovensˇcˇino.
Ker ima slovensˇcˇina zahtevno oblikoslovno podobo (oblikoskladenjske oz-
nake vsebujejo kar 2000 slovnicˇnih oznak), veliko dvoumnosti, kar je zˇe samo
po sebi velik izziv, prosti besedni red, mnozˇico razlicˇnih besednih oblik ipd.,
zahteva njena obdelava veliko napora. Pri tem so pomembni oznacˇevanje,
razcˇlenjevanje ter lematizacija in hkrati dostopnost obsezˇnih korpusov, ki so
temeljna infrastruktura za raziskovanje in procesiranje naravnega jezika.
Pravilno postavljene vejice v besedilu ne pusˇcˇajo samo dobrega vtisa
pri bralcih ter odsevajo verodostojnost in strokovnost besedila, pacˇ pa tudi
omogocˇajo lazˇje razumevanje vsebine besedila in nakazujejo premor v govoru.
Za uspesˇno postavljanje vejic mora pisec podrobno poznati nemalo pravil, ki
so zaradi notranje organiziranosti pravil in kategorij v pravilih zahtevna za
razumevanje zˇe maternim govorcem. Zaradi tega programi, ki uspesˇno po-
stavljajo vejice v besedilo, niso uporabni le za pisce, ki naletijo na zadrego
pri pisanju, pacˇ pa so pomembni tudi pri racˇunalniˇski razpoznavi in obdelavi
govora. Cˇloveka oz. pisca besedil lahko ucˇimo pisanja vejic z raznimi inte-
raktivnimi prirocˇniki, kakrsˇen je npr. Slogovni prirocˇnik v okviru projekta
Sporazumevanje v slovenskem jeziku [4]. Na ta nacˇin se naucˇimo, da si pri
pravilnem postavljanju vejic pomagamo glede na tipicˇne besedilne polozˇaje
ter izraze, ki so za njih znacˇilni. Za strojno ucˇenje je ta problem zato zelo
zahteven.
Za postavljanje vejic v slovensko besedilo obstajata dva programa (Be-
sana [5] in LanguageTool [16]), oba delujeta na podlagi rocˇno napisanih pra-
vil. Peter Holozan se je lotil preizkusˇanja postavljanja vejic s pomocˇjo stroj-
nega ucˇenja na seznamu primerov iz korpusa Sˇolar [8] [9]. Strojno ucˇenje
je uporabil za problem iskanja vseh vejic ter za problem popravljanja real-
nih napak v besedilu, torej za iskanje odvecˇnih vejic. V tem diplomskem
delu zˇelimo izboljˇsati rezultate strojnega ucˇenja na isti mnozˇici primerov
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tako, da generiramo nove atribute na podlagi slovnicˇnih pravil. Razvili smo
orodje za generiranje atributov z implementacijo pravil, ki jih za postavljanje
manjkajocˇih vejic v tekstu uporablja LanguageTool [16] in dodali sˇe dodatna
pravila, ki jih narekuje Slovenski pravopis [6]. Rezultate zˇelimo izboljˇsati
tudi s spremembo atributov obstojecˇe mnozˇice tako, da odstranimo nekatere
neinformativne atribute, nekatere druge pa modificiramo. Rezultate smo
primerjali z dosedanjimi raziskavami. Preizkusili smo tudi izboljˇsan korpus
Sˇolar, ki vsebuje priblizˇno trikrat vecˇ primerov z vejicami. Veliko primerov
je bilo rocˇno pregledanih in popravljenih.
1.1 Pregled vsebine
Diplomsko delo smo razdelili na devet poglavij. Problem vejic v slovensˇcˇini
smo podrobneje opisali v drugem poglavju. V tretjem poglavju smo si ogle-
dali jezikovne tehnologije, ki jih uporabljamo za pripravo podatkov za nadalj-
njo procesiranje. Algoritme strojnega ucˇenja smo opisali v cˇetrtem poglavju.
Obstojecˇo mnozˇico podatkov, spremembe mnozˇice in pravila, s katerimi smo
generirali nove atribute kot pomocˇ pri strojnem ucˇenju, smo opisali v petem
poglavju. V sˇestem poglavju prikazˇemo, kako mera za ocenjevanje atribu-
tov ReliefF oceni atribute originalne in spremenjene podatkovne mnozˇice.
V sedmem poglavju opravimo testiranje, tako opiˇsemo precˇno preverjanje
in podvzorcˇenje. V osmem poglavju analiziramo rezultate. Diplomsko delo
sklenemo z devetim poglavjem, kjer pregledamo narejeno, naredimo zakljucˇke
in predlagamo nekaj mozˇnosti izboljˇsav in idej za nadaljnje delo.
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Poglavje 2
Problem vejic v slovensˇcˇini
Locˇila so enodelna ali dvodelna necˇrkovna pisna (graficˇna) znamenja [12].
Podrobneje si bomo ogledali vejico, ki zaradi veliko kompleksnih pravil, ki
zahtevajo podrobno poznavanje hierarhije in razdelitve jezikovnih enot, pi-
scem povzrocˇa najvecˇ tezˇav. Prikazali bomo njeno skladenjsko in neskla-
denjsko rabo ter ju za lazˇje razumevanje podkrepili s primeri. Ogledali si
bomo najpogostejˇse tezˇave pri pisanju vejic. Opisali bomo nekatera pravila
in posebnosti pri pisanju vejic.
2.1 Na kratko o vejici
Vejica je enodelno levosticˇno nekoncˇno locˇilo, ki spada pod skladenjsko rabo
locˇil, kar pomeni, da zaznamuje tonski potek, premore, vrste stavkov, povedi
ipd. Rabi se bodisi na koncu povedi bodisi na koncu dela povedi. Vejico
nekoliko redkeje rabimo tudi neskladenjsko. Locˇila, ki spadajo v neskladenj-
sko rabo, nam zaznamujejo okrajˇsave besed in besedila, vrstilnost sˇtevnikov,
kratnost prislovov zapisanih s sˇtevkami ipd. Vejica se neskladenjsko rabi v
primerih, ko jo pri zapisu sˇtevil uporabljamo kot decimalno vejico ali name-
sto presledka pri oznacˇevanju milijonic, prav tako se neskladenjsko rabi pri
zapisu imen in vecˇbesednih poimenovanj, kadar nakazuje njihov spremenjen
vrstni red [6]. Podrobneje si bomo skladenjsko in neskladenjsko rabo vejice
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pogledali v nadaljevanju.
2.1.1 Skladenjska raba vejice
Skladenjska raba vejice se pojavlja:
• med enakovrednimi deli proste ali zlozˇene povedi
Teh delov je vecˇ vrst: nestavcˇni enakovredni deli, pristavcˇni, stavcˇni
enakovredni ter nestavcˇno-stavcˇni enakovredni deli.
Nestavcˇne enakovredne dele delimo na vezalne (to je nasˇtevanje, npr.
Vecˇja slovenska mesta so Ljubljana, Maribor, Celje, Kranj, Nova Go-
rica, Koper.), stopnjevalne (npr. Ne le ti, tudi tvoj brat naj pride.),
locˇne (npr. Bi mleko, sladkor?), protivne (npr. Staro, vendar zani-
mivo knjigo je nasˇel.), vzrocˇne in posledicˇne (npr. Neizkusˇena, kajti
mlada, je odsˇla v svet.) ter pojasnjevalne dele (Popoldanski delavnik
je dvakrat na teden, in sicer v torek in petek.). Zanimivejˇsa posebnost
pri nestavcˇnih enakovrednih delih je ta, da za levim pridevnikom ne
piˇsemo vejice, kadar le-ta dolocˇa celo preostalo besedno zvezo (npr.
dolgi kodrasti lasje).
Pri pristavcˇnih delih velja pravilo, da je vejica na obeh straneh (npr.
Slovensko narodno gledaliˇscˇe, Opera in balet, ima na sporedu tri nove
predstave.)
Podobno kot nestavcˇne enakovredne dele locˇimo tudi stavcˇne enako-
vredne dele na vezalne (npr. Na nebu zvezde sevajo, na vasi fantje
pevajo.), stopnjevalne (npr. Ni niti upocˇasnil, kaj sˇele da bi ustavil.),
locˇne (npr. Zdaj je jokal, zdaj se je smejal.), protivne (npr. Vse ima,
vendar mu ni dovolj.), vzrocˇne (npr. Ne hodi po progi, je smrtno ne-
varno.), posledicˇne (npr. Vecˇerilo se je, zato so gnali cˇrede domov.)
ter pojasnjevalne (npr. Iz samostana je zvon zavabil, to molijo nune.).
Pojavljajo pa se tudi v bibliografskih zapisih pri nasˇtevanju enot (npr.
Milko Kos, Srednjevesˇka Ljubljana, Topografski opis, 1955, 79 strani).
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Nestavcˇno stavcˇni enakovredni deli (npr. Previdno, toda ne da bi se
obotavljal, smo sˇli za njimi.) imajo nekaj posebnosti. Naletimo na pra-
vila, ki zapovedujejo, kdaj vejice ne piˇsemo. Kadar imamo skladenjsko
enakovredne dele, vejice ne piˇsemo pred nekaterimi prirednimi vezniki,
to so vezalni in, pa, ter, prav tako locˇni ali, oziroma, bodi(si) in pred
drugim delom dvodelnih vezniˇskih zvez ne - ne, niti - niti, tako - ka-
kor. Vendar pa pred vsemi temi vezniki piˇsemo vejico, kadar to zahteva
vrinjeni ali vmesni stavek oz. dostavek. V nasprotju z locˇnimi ali in
stopnjevalnima ne oz. niti pa se vejica lahko piˇse pri nasˇtevalnih ali,
ne oz. niti [12].
• med nadrednim in odvisnim stavkom piˇsemo vejico, cˇe je nadredni sta-
vek pred odvisnim in prav tako v obratnem primeru, cˇe je odvisni
stavek pred nadrednim (npr. Najvecˇja srecˇa za cˇloveka je, cˇe je zdrav.
- Novica, da bomo kmalu resˇeni, nam je vlila novih mocˇi.). Tudi tu
naletimo na posebosti. Ena izmed nih je, da kadar beseda da nastopa
kot cˇlenek, pred njim ne piˇsemo vejice. Prav tako vejico opusˇcˇamo,
kadar skupaj nastopata dve podredni besedi (npr. Le piˇsi materi, da
cˇe ne bo denarja, ne bosˇ vecˇ stanoval pri nas.) Prav tako vejice ne
piˇsemo med deli vecˇbesednega veznika, taki vezniˇski izrazi so: tako da,
toliko da, potem ko, vtem ko, sˇe ko, brzˇ ko, sˇele ko, s tem da, posebno
ko, zlasti cˇe, namesto da, zˇe ko, zato ker, medtem ko, zato da ipd. [12].
• med polstavkom in drugim delom povedi, kjer je jedro polstavka lahko
delezˇje, delezˇnik, pridevnik ali samostalnik (npr. Zˇelecˇ jim lahko nocˇ,
so se poslovili. - Ne mislecˇ na posledice, je vse povedal. - Iz moje
mladosti, polne poniˇzanja, se svetijo tiho tvoje ocˇi.). Posebno pozornost
zahtevajo samostalniˇske zveze, nastale iz odvisnika, saj jih ne locˇimo od
okolja z vejico (npr. Ob slovesni podelitvi bralnih znacˇk osnovnosˇolcem
je govoril tudi sˇolski ravnatelj.). Vejico smemo napisati ali izpustiti, kar
nam je ljubsˇe, v primeru, ko lahko nedolocˇniˇski polstavek razvijemo v
osebno glagolsko obliko (npr. Postati zdravnik je njegova zˇelja. in prav
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tako Postati zdravnik, je njegova zˇelja.) [12].
• med izpostavkom in preostalim delom povedi (npr. Sin, ta ti bo sˇele
zagodel! - Vprasˇaj ga, vsevednezˇa!) ter med dostavkom (npr. Prinesi
nam tudi kruha, cˇrnega. - Pridi jutri, sam, tocˇno.) in preostalim delom
povedi [12].
• med pastavki in drugim besedilom, in sicer pri zvalnikih in ogovorih
(npr. Gospa, kar po domacˇe.), pri samostojno rabljenih medmetih in
medmetnih zvezah (npr. Dober dan, kako ste kaj?) ter pri samostojnih
cˇlenkih (npr. Da, vse je cˇisto. - Pacˇ, sˇe ena resˇitev je. - No, pa
vstopite!) [12].
2.1.2 Neskladenjska raba vejice
Neskladenjsko se vejica rabi pri navajanju literature (npr. Bajt, D. 1994:
Piˇsem, torej sem. Maribor: Obzorja), pri pisanju sˇtevil kot znamenje med
celim sˇtevilom in decimalkami (npr. 2,1456 ) in pri pisanju datumov, kjer
kraj in datum locˇimo z vejico (npr. Ljubljana, 16.4.2014 ). Prav tako ve-
jico neskladenjsko rabimo pri pisanju voznih redov (npr. Litija 9:06, Zidani
Most 9:40 ), pozdravov (npr. Sposˇtovana gospa Marjeta,...) in podpisov (npr.
Lepo vas pozdravljam,...) ter pri alinejnem nasˇtevanju, kadar nasˇtevanje za-
kljucˇimo s piko. Med neskladenjsko rabo spada tudi pisanje vejic, kadar z
njimi nakazujemo, da smo spremenili pravilno zaporedje sestavin, npr. pri
abecednem seznamu (npr. kruh, cˇrni) ter pri pisanju imen in vecˇbesednih
poimenovanj v seznamih ali stvarnih kazalih, kjer jim iz tehnicˇnih (ali bibli-
ografskih ipd.) spremenimo vrstni red (npr. Molan, Ivan) [12] [17].
2.2 Tezˇave pri pisanju vejic
Pod okriljem projekta Sporazumevanje v slovenskem jeziku [4] je bila izve-
dena raziskava, kjer se je znotraj aktivnosti Slogovni prirocˇnik [15] poskusˇalo
zaznati najbolj pogoste zadrege uporabnikov pri pisanju besedil.
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Izkazalo se je, da imajo uporabniki spleta tezˇave pri postavljanju t.i.
polstavcˇnih vejic (vejica v premem govoru, decimalna vejica, povezava vejice
z drugimi locˇili, tehnicˇna raba vejice, vejica pri polstavkih in nedolocˇniˇskih
polstavkih) in pri pristavcˇnih vejicah, npr. pri pisanju dneva in datuma in
ob nazivih ter imenih z okrajˇsavami.
Tezˇave se pojavljajo pri vrinjenih stavkih, prav tako pri nasˇtevanju razli-
cˇnih besednih enot (npr. vejica pri ponavljanju iste besede in vejica pred
okrajˇsavami in izrazi, ki koncˇujejo nasˇtevanje) in pri pisanju vejice ob izpusˇcˇeni
osebni glagolski obliki.
Zadrega se pogosto pojavi pri pisanju vejic v razlicˇnih stavcˇnih razmerjih
(povezovanje stavcˇnega cˇlena in istovrstnega odvisnika in pri povezovanju
enakovrednih stavkov, neenakovrednih stavkov) ter kadar uporabniki naletijo
na veznike ter besede v vezniˇski vlogi.
Veliko napak se pojavlja pri vejici med vecˇbesednimi vezniki in vezniˇskimi
izrazi (vejica med vecˇbesednimi vezniki in vezniˇskimi izrazi ter pomensko-
razlikovalna vejica med deli vecˇbesednega veznika) ter pri drugih posebnih
izrazih. Podrobna analiza zadreg uporabnikov presega temo te diplomske
naloge in je dosegljiva na spletni strani portala Slogovni prirocˇnik [15].
Znotraj zadreg pri vejici in veznikih ter besedah v vezniˇski vlogi so naj-
pogostejˇse zadrege pri vezniku a, podrednem in prav tako prirednem vezniku
ali, prav tako pri veznikih in ne, in sicer, in tako, in to, in tudi, (in) torej, in
zato, ki, kot/kakor, na primer (da), niti, od ... do, oziroma, pa tudi, razen,
tako ... kot (tudi), tako da, ter, toliko in zlasti.
Nekatere izmed teh veznikov oz. besed v vezniˇski vlogi bomo opisali (in
implementirali) v poglavju 5.2, saj jih za pravilno postavljanje vejic upora-
blja orodje LanguageTool, nekatere ostale pa v poglavju 5.3, kjer si bomo
podrobneje ogledali implementacijo nekaterih pravil iz Slovenskega pravo-
pisa.
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Poglavje 3
Jezikovne tehnologije
Obdelava naravnega jezika je interdisciplinarno podrocˇje, pri katerem je po-
trebno znanje racˇunalniˇskih strokovnjakov in jezikoslovcev, a tudi matema-
tikov, filozofov, psiholingvistov in nevrologov [14]. Pri obdelavi naravnega
jezika si zˇelimo, da bi racˇunalnik besedilo razumel podobno kot cˇlovek, zato
potrebujemo tehnologije, s katerimi pridobimo cˇim vecˇ podatkov. Zanimajo
nas besedne vrste, vloge besed v stavku itd. V tem poglavju bomo opisali
postopke oznacˇevanja, razcˇlenjevanja in lematizacije besed. Ogledali si bomo
besedilne korpuse, ki sluzˇijo kot temeljna infrastruktura pri raziskovanju in
obdelavi naravnih jezikov.
3.1 Oznacˇevanje
Oblikoslovno oznacˇevanje je postopek, s katerim besedam v besedilu dolocˇimo
njihove skladenjske oznake, npr. samostalnik, glagol, predmet, medmet itd.
Ker v slovenskem jeziku poleg dvojine in samostalnikov v sˇestih sklonih
in treh spolih poznamo tudi pridevnike, ki poleg sklona, spola in sˇtevila
lahko izrazˇajo tudi stopnjo ter dolocˇnost, je oblikoslovno oznacˇevanje slo-
vensˇcˇine zahteven postopek, saj se mora oznacˇevalnik odlocˇati med skoraj
2000 slovnicˇnimi oznakami. Poleg nasˇtetega je v slovenskem jeziku veliko
dvoumnih besed (npr. klo`p - majhen zajedalec, klo´p - lesena, kamnita pri-
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prava za sedenje, klop - klopcˇicˇ), prostega besednega vrstnega reda (stavcˇne
cˇlene je mogocˇe najti takorekocˇ na vseh mestih v stavku, z njimi pa poudar-
jamo razlicˇne elemente [14]) in mnozˇica razlicˇnih besednih oblik.
Projekt JOS je z namenom spodbujanja razvoja jezikovnih tehnologij za
slovenski jezik razvil oznacˇene korpuse slovenskega jezika (jos100k in jos1M),
priporocˇila za oblikoslovno oznacˇevanje (oblikoskladenjske specifikacije), dva
oznacˇena korpusa in dva spletna servisa [3]. Naloga priporocˇil za oblikoslovno
oznacˇevanje je za vsako besedno vrsto definirati kategorijo z njenimi atributi
in vrednostmi. Tako vsako besedo razvrsti v eno izmed opcij: samostalnik,
glagol, pridevnik, prislov, zaimek, sˇtevnik, predlog, veznik, cˇlenek, medmet,
okrajˇsava, neuvrsˇcˇeno.
S pomocˇjo oznacˇevalnika smo za vsako besedo iz uporabljenega korpusa
dobili njeno MSD kodo oz. oblikoskladenjsko oznako. Oznako uporabimo
kot atribut oz. vecˇ atributov za strojno ucˇenje (podrobneje bomo atribute
predstavili v 5.1.1). Atributi oznacˇujejo tudi besede pred in za trenutno
besedo. Uporabljamo privzeto velikost okna, to je pet besed pred trenutno
in pet besed za trenutno, zato smo s pomocˇjo oznacˇevalnika dobili vrednosti
enajstih MSD kod (za trenutno besedo ter za vse besede znotraj okoliˇskega
okna).
Kot bomo opisali v nadaljevanju, prva cˇrka MSD kode dolocˇa besedno
vrsto trenutne besede, vse morebitne nadaljnje cˇrke pa njene lastnosti. Naj-
krajˇsi je zapis cˇlenkov, medmetov in okrajˇsav, saj so opisani le z eno cˇrko.
Videli bomo, da V dolocˇa veznik, D predlog in L cˇlenek. Ostale cˇrke, ki
dolocˇajo besedne vrste, so sˇe S za samostalnik, G za glagol, P za pridevnik,
R za prislov, Z za zaimek, K za sˇtevnik, M za medmet, O za okrajˇsavo ter
N za neuvrsˇcˇeno.
Ogledali si bomo kategorije za predlog, veznik in cˇlenek, ki jih potrebu-
jemo pri implementaciji pravil v poglavju 5.2 in 5.3, opisi ostalih kategorij
pa so dosegljivi na [3].
3.1. OZNACˇEVANJE 13
3.1.1 Veznik
Kadar oblikoskladenjski oznacˇevalnik za slovensˇcˇino naleti na veznik, ga
oznacˇi s cˇrko V, doda pa mu sˇe oznako v, cˇe je veznik priredni in d, cˇe
je veznik podredni. Tako je npr. za veznik in, kadar je uporabljen prire-
dno, njegova oblikoslovna oznaka enaka Vp, za podredni veznik cˇeprav pa se
uporabi oznaka Vd.
oznaka besedna vrsta lastnosti primeri
Vp veznik priredni in, pa, ali, saj, ter, zato, ven-
dar, a, namrecˇ, oziroma
Vd veznik podredni da, ki, kot, ko, cˇe, ker, kjer,
cˇeprav, kakor, naj
Tabela 3.1: Oznake za veznik po priporocˇilih za oblikoslovno oznacˇevanje
JOS [2].
3.1.2 Cˇlenek
Oblikoskladenjski oznacˇevalnik dodeli zaznanemu cˇlenku kodo L.
oznaka besedna vrsta lastnosti primeri
L cˇlenek / tudi, ne, sˇe, zˇe, le, naj, samo,
prav, seveda, predvsem
Tabela 3.2: Oznake za cˇlenek po priporocˇilih za oblikoslovno oznacˇevanje
JOS [2].
3.1.3 Predlog
Oblikoskladenjski oznacˇevalnik predlog oznacˇi z dvema cˇrkama. Prva je D,
druga pa ena izmed cˇrk i ,r, d, t, m ali o, odvisno od tega, kateri sklon dolocˇa
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samostalniˇski in/ali pridevniˇski besedi, s katero nastopa v povedi. Cˇe dolocˇa
imenovalnik, je druga cˇrka kode i, za rodilnik r, dajalnik d, tozˇilnik t, mestnik
m in orodnik o. Nekateri predlogi imajo skupno lemo s prislovi, to so: cˇez,
blizu, glede, kriˇzem, mimo, nasproti, okoli, okrog, poleg, povrh, povrhu, proti,
skozi, sˇirom, tostran, vsˇtric, za, znotraj, zraven in zunaj [3]. V teh primerih




Di predlog imenovalnik po
Dr predlog rodilnik iz, od, do, zaradi, brez, s/z, po-
leg, glede, prek
Dd predlog dajalnik k, proti, kljub, h/k, navkljub,
blizu, navzlic, nasproti
Dt predlog tozˇilnik za, na, v, cˇez, po, skozi, med,
pod, zoper, ob
Dm predlog mestnik v, na, po, pri, o, ob, nad, pod
Do predlog orodnik s/z, med, pred, pod, za, nad
Tabela 3.3: Oznake za predlog po priporocˇilih za oblikoslovno oznacˇevanje
JOS [3].
3.2 Razcˇlenjevanje
Skladenjsko razcˇlenjevanje je eden izmed temeljnih postopkov analize be-
sedil, ki omogocˇa razvoj kompleksnejˇsih jezikovnih tehnologij, npr. prepo-
znavo govora, strojno prevajanje, avtomatsko povzemanje razprav itd. Z
njim besedam pripiˇsemo skladenjska razmerja glede na druge besede v po-
vedi. Korpus, ki smo ga uporabili, je bil skladenjsko razcˇlenjen s skladenjskim
razcˇlenjevalnikom Obeliks, ki je prosto dostopen na [2]. To je racˇunalniˇski
program, ki za avtomatizirano skladenjsko razcˇlenjevanje uporablja sistem
odvisnostnih drevesnic, razvit v okviru projekta JOS [2]. Ta skladenjske
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odnose v povedi predstavi z drevesno strukturo, kjer lahko vsaka povezava
zavzame enega izmed desetih tipov povezav, razdeljenih v tri skupine pove-
zav. Prva skupina so povezave prvega nivoja in oznacˇujejo razmerja znotraj
besednih zvez. V to skupino spadajo tipi, ki povezujejo jedro in dolocˇilo be-
sednih zvez, dele zlozˇenega povedka, jedra v prirednih zvezah znotraj stavka,
besede ali locˇila v vezniˇski vlogi in nepolnopomenske besede, ki imajo mocˇno
tendenco po sopojavljanju. Druga skupina povezav so povezave drugega
nivoja in oznacˇujejo stavcˇne cˇlene. Tu naletimo na sˇtiri tipe povezav: ose-
bek stavka, predmet stavka, prislovno dolocˇilo lastnosti ter ostala prislovna
dolocˇila. Tretja skupina povezav se uporablja za povezovanje vseh ostalih
struktur. To so hierarhicˇno najviˇsje pojavnice, skladenjsko manj predvidljive
in oddaljene strukture, vrinki ter locˇila [2]. Povezavam drugega nivoja bomo
rekli tudi rdecˇe povezave, povezavam tretjega pa modre povezave.
S pomocˇjo skladenjskega razcˇlenjevalnika za vsako besedo dobimo vre-
dnosti treh atributov za povezave trenutne besede in po tri atribute za vsako
besedo znotraj okoliˇskega okna. Z nasˇim okoliˇskim oknom tako dobimo vre-
dnosti za 33 atributov. Vsak trojcˇek atributov nam pove, ali obstaja povezava
prvega, drugega in tretjega nivoja (atribut dobi vrednost 1) ali ne (atribut
dobi vrednost 0). Atribute podrobneje opiˇsemo v poglavju 5.1.1.
3.3 Lematizacija
Lematizacija (tudi geslenje) je proces, s katerim besede, zapisane v razlicˇnih
sklonih, oblikah in spolih nadomestimo z njihovimi osnovnimi (slovarskimi)
oblikami. Osnovna oblika besede se imenuje lema. Vsem razlicˇnim skladenj-
skim oblikam neke besede pripada ista lema. Npr. besedam hodim, hodiˇs,
hodi, hodiva itd. pripada lema hoditi.
V jezikih, ki niso tako morfolosˇko bogati kot slovensˇcˇina, se namesto
lematizacije pogosto uporablja krnjenje besed. To je postopek, s katerim
besedi, ki ni v osnovni obliki, odrezˇemo koncˇnico, da ostane le krn besede.
Pri obdelavi slovensˇcˇine se priporocˇa lematizacija, saj jezik vsebuje veliko
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besed, kjer krn besede ne poda dovolj informacije o besedi in s tem otezˇuje
nadaljnjo obdelavo.
Kot bomo videli v poglavju 5.1.1, s pomocˇjo lematizacije dobimo vredno-
sti enajstih atributov, ki jih uporabimo kot pomocˇ pri strojnem ucˇenju. Prvi
atribut nam pove lemo trenutne besede, s privzetim okoliˇskim oknom pa do-
bimo sˇe vrednosti desetih atributov, ki nam povedo leme petih predhodnjih




Opiˇsemo algoritme, ki jih uporabljamo za iskanje cˇimbolj ustrezne hipoteze
za dano predznanje in vhodne podatke. Na izboljˇsani podatkovni mnozˇici
uporabimo algoritme, ki so zˇe bili uporabljeni na osnovni podatkovni mnozˇici
v predhodni raziskavi ter uporabimo dva nova algoritma, to sta algoritem na-
kljucˇni gozdovi ter metoda podpornih vektorjev. Opiˇsemo metodo nakljucˇnih
gozdov (Random Forest), ki je ansambel odlocˇitvenih dreves, in metodo
podpornih vektorjev (SVM). Opiˇsemo algoritme naivni Bayesov klasifikator,
RBF mrezˇa, alternirajocˇe odlocˇitveno drevo, AdaBoostM1 ter odlocˇitvena
tabela.
4.1 Nakljucˇni gozdovi
Metodo nakljucˇnih gozdov je razvil Leo Breiman [18] in se uporablja za iz-
boljˇsanje napovedne tocˇnosti drevesnih modelov. Ta je primerljiva z naj-
boljˇsimi algoritmi kot sta boosting in SVM. Slaba stran nakljucˇnih gozdov
je, da je zaradi mnozˇice sto in vecˇ dreves razlaga odlocˇitev otezˇena, zato so
potrebne posebne vizualizacijske tehnike.
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4.1.1 Osnovni princip metode nakljucˇnih gozdov
Posamezen gozd sestoji iz mnozˇice navadnih odlocˇitvenih dreves. Ta v osnovi
v vozliˇscˇih izbirajo najboljˇsi atribut iz mnozˇice atributov. Ko gradimo na-
kljucˇna drevesa, obicˇajna odlocˇitvena drevesa nadgradimo tako, da jim do-
dajamo vecˇ nakljucˇnosti. To implementiramo tako, da v vozliˇscˇih izbiramo
najboljˇsi atribut iz nakljucˇno izbrane podmnozˇice vseh atributov [13]. Ucˇne
primere za posamezna drevesa izbiramo nakljucˇno s strmenskim vzorcˇenjem.
S tem iz navadnih odlocˇitvenih dreves ustvarimo razlicˇna (nakljucˇna) dre-
vesa in zato dobimo robusten in zanesljiv klasifikator. Klasificiranje novih
primerov poteka tako, da ima vsako izmed dreves za vsak primer na voljo en
glas. Nameni ga razredu, kamor bi klasificiralo trenutni primer. Iz mnozˇice
vseh glasov dobimo verjetnostno distribucijo po vseh razredih [11].
4.2 Metoda podpornih vektorjev
Lastnost metode podpornih vektorjev (SVM) je, da za razliko od vecˇine algo-
ritmov, ki tezˇijo k cˇim manjˇsemu naboru pomembnih atributov, pri tej me-
todi vkljucˇimo vse razpolozˇljive atribute in jih uporabimo za napovedovanje
odvisne spremenljivke. Pomemben je predvsem nacˇin kombiniranja atributov
in ne izbira atributov. Za metodo podpornih vektorjev se odlocˇimo, ker do-
sega visoko tocˇnost napovedi in je primerna za ucˇenje na velikih mnozˇicah pri-
merov z velikim sˇtevilom atributov, prav tako pa so namenjene razlocˇevanju
dveh razredov (v nasˇem primeru je-vejica, ni-vejica). Slabi strani metode
podpornih vektorjev sta tezˇavna interpretacija naucˇenega in razlaga posa-
mezne odlocˇitve [11].
4.2.1 Osnovni princip metode podpornih vektorjev
V danem prostoru atributov iˇscˇemo optimalno hiperravnino, ki bo med seboj
locˇila oba razreda (je-vejica, ni-vejica). Optimalna hiperravnina je taksˇna
hiperravnina, ki je od najblizˇjih primerov vsakega razreda oddaljena z enako
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in maksimalno razdaljo. Prav tako mora uposˇtevati omejitve, ki jih vsak
ucˇni primer zahteva za svojo pravilno klasifikacijo. Tistim primerom, ki so
najblizˇji optimalni hiperravnini, pravimo podporni vektorji, njihovo sˇtevilo
pa dolocˇa kompleksnost resˇitve. V praksi se izkazˇe, da je teh vektorjev od




Naivni Bayesov klasifikator je enostaven verjetnostni klasifikator, ki predpo-
stavlja, da so si atributi med seboj pogojno neodvisni.
RBF mrezˇa
RBF mrezˇa (ang. Radial Basis function network, okrajˇsava RBFNetwork) je
nevronska mrezˇa, ki klasificira glede na razdaljo primerov do srediˇscˇ Gaus-
sovskih jeder, ki jih vsebujejo nevroni.
Alternirajocˇe odlocˇitveno drevo
Alternirajocˇe odlocˇitveno drevo (ang. Alternating decision tree, okrajˇsava
ADTree) je posebne vrste odlocˇitveno drevo, ki implementira boosting.
AdaBoostM1
AdaBoostM1 je za klasifikacijo zasnovana metoda, ki uporablja idejo boo-
sting. Primerkom dolocˇi utezˇi, s katerimi jim dolocˇi pomembnost. Primeri z
vecˇjimi utezˇmi postanejo pomembnejˇsi in s tem prioritetni za pravilno klasi-
fikacijo [10].
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Odlocˇitvena tabela
Odlocˇitvena tabela (ang. Decision Table) primerja podniz primera za kla-




Ogledamo si mnozˇico podatkov, iz katere smo izhajali pri nasˇi analizi. Opiˇse-
mo korake, ki so bili potrebni, da smo iz korpusa dobili format, ki je bil
ustrezen za nadaljnje analize. Podrobno opiˇsemo sestavo formata, v katerem
so informacije o besedah in njenih atributih. Navedemo atribute, ki smo jih
imeli na voljo, ter informacijo, ki jo vsebujejo. Opiˇsemo postopek dodajanja
novih atributov na podlagi slovnicˇnih pravil. Podrobneje si ogledamo pravila,
ki jih uporablja orodje LanguageTool za postavljanje vejic, in kako smo iz njih
generirali atribute v pomocˇ strojnemu ucˇenju. Opiˇsemo sˇe nekaj dodatnih
implementacij pravil za vejice, ki piscem besedil pogosto povzrocˇajo tezˇave.
Opiˇsemo pomanjkljivosti obstojecˇe mnozˇice podatkov in nasˇe popravke.
5.1 Obstojecˇa mnozˇica podatkov
Izhajali smo iz mnozˇice podatkov, ki je posodobljena verzija korpusa upo-
rabljenega v [8], in sicer podkorpus z napacˇno postavljenimi vejicami. Veli-
kost korpusa je 209.156 besed, v njem je 11.892 pravilno postavljenih ve-
jic ter 11.399 manjkajocˇih. Korpus je bil predelan v korpus s pravilno
postavljenimi vejicami [8]. Korpus je bil oblikosladenjsko oznacˇen, lema-
tiziran in skladenjsko razcˇlenjen. Korpus je bil oznacˇen z oblikoslovnim
oznacˇevalnikom in lematizatorjem Obeliks [17] ter skladenjsko razcˇlenjen s
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skladenjskim razcˇlenjevalnikom [1], oba sta bila razvita pod okriljem projekta
Sporazumevanje v slovenskem jeziku [4]. Vsaka beseda z okoliˇskim oknom,
ki se pojavi v korpusu, je pretvorjena v seznam atributov, dodan pa je bil
tudi atribut, ali tej besedi sledi vejica [9]. Rezultat oznacˇevanja je v formatu
ARFF, ki je sestavljen iz glave ter podatkovnega dela in je namenjen orodju
WEKA [7]. V glavi so opisani atributi tako, da je za vsak atribut podano
ime atributa in vrednosti, ki jih lahko atribut zavzame, v podatkovnem delu
pa je v vsaki vrstici atributno opisana beseda.
5.1.1 Atributi
Poskuse smo opravili na treh razlicˇno generiranih datotekah, v vseh pa so
besede zapisane z enakim sˇtevilom atributov. Vse so vsebovale celoten MSD
(opisano v poglavju 3.1) ter atribute s podatki o skladnji. Prva datoteka
je bila oblikoslovno oznacˇena ter skladenjsko razcˇlenjena z uporabo besedila
s pravilno postavljenimi vejicami. Ker to ni realna situacija, saj v realnih
primerih vnaprej ne vemo, kje morajo stati vejice, je bila druga datoteka
generirana z uporabo besedila, ki je bilo oznacˇeno brez vejic. Tretja datoteka
je bila ustvarjena z uporabo ucˇnega korpusa brez vejic, iz katerega so bili
naucˇeni lematizator, oblikoslovni oznacˇevalnik in skladenjski razcˇlenjevalnik
[9]. Kako je oznacˇevanje in razcˇlenjevanje z vejicami oz. brez njih vplivalo
na uspesˇnost testiranja, smo preizkusili v poglavju 7.3. V nadaljevanju bomo
opisali atribute, ki smo jih definirali za vsako besedo.
Prvi atribut je beseda, na kakrsˇno naletimo v besedilu, ne da bi jo ka-
korkoli spreminjali. Ta atribut lahko zavzame toliko vrednosti, kolikor je
razlicˇnih besed in njenih oblik v besedilu, npr. cˇlovek in cˇloveka zasedeta
dve mesti v zalogi vrednosti tega atributa. Naslednji atribut je lema trenu-
tne besede (glej poglavje 3.3). Tudi zaloga teh vrednosti je lahko zelo velika,
sestavljajo pa jo vse leme nastopajocˇih besed v besedilu. Tukaj cˇlovek in
cˇloveka zasedeta eno vrednost in sicer z osnovno obliko besede, cˇlovek. Sledi
zapis MSD kode besede, zaloga vrednosti pa zavzame vse mozˇne oblikoskla-
denjske oznake po oblikoskladenjskih specifikacijah JOS [3], s katero besedi
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dolocˇimo besedno vrsto, sklon, spol, sˇtevilo itd [9]. Naslednji trije atributi
so binarni (lahko zasedejo eno izmed vrednosti 0 ali 1) ter nam sporocˇajo,
ali trenutna beseda kazˇe na del povedi (obstaja povezava med trenutno be-
sedo in neko drugo besedo v povedi), ali obstaja povezava bodisi na osebke,
predmete ali prislovna dolocˇila (t.i. modra povezava) in ali trenutna beseda
kazˇe na veznike (t.i. rdecˇa povezava). Vseh sˇest atributov ponovimo za vse
besede znotraj okoliˇskega okna. Za analizo uporabljamo privzeto okoliˇsko
okno, tj. pet besed pred in pet besed za trenutno besedo. To pomeni, da
sledi petkrat po sˇest zgoraj opisanih atributov za pet besed pred trenutno
besedo in petkrat po sˇest istih atributov za pet naslednjih besed od trenutne.
Tako imamo za vsako besedo 66 atributov, sledi pa jim sˇe razred, ki pove, ali
besedi sledi vejica. Zavzema lahko dve vrednosti [je-vejica, ni-vejica]. Opi-
sanim 67 atributom, ki so bili uporabljeni v [8], smo dodali sˇe 45 novih, od
tega 41 z implementacijo pravil, ki jih za postavljanje vejic uporablja orodje
LanguageTool ter 4 dodatna pravila, ki jih narekuje Slovenski pravopis in ki
piscem pogosto povzrocˇajo tezˇave.
Podrobneje si atribute ogledamo v tabeli 5.1. V njej imamo podane
atribute za besedo vidno iz stavka Tu je zˇe vidno, kako odlocˇno je prepricˇana
v svoje dejanje. Prvi stolpec nam pove zaporedno sˇtevilko atributa. Ker
pri programiranju naslavljamo od 0, do posameznega atributa dostopamo
s klicem atributa na polozˇaju zap.ˇst-1. Drugi stolpec poda opis atributa in
tretji stolpec vrednost atributa za zgoraj navedeno besedo z njenim okoliˇskim
oknom. Znak * pomeni, da beseda ne obstaja in z njo tudi ne vrednosti
atributov za to besedo.
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Zap. sˇt. Opis atributa Primer
1 trenutna beseda vidno
2 lema trenutne besede vidno
3 MSD koda trenutne besede Rsn
4 obstaja povezava na trenutno besedo 1
5 obstaja modra povezava na trenutno besedo 0
6 obstaja rdecˇa povezava na trenutno besedo 0
7 prejˇsnja beseda zˇe
8 lema prejˇsnje besede zˇe
9 MSD koda prejˇsnje besede L
10 obstaja povezava na prejˇsnjo besedo 1
11 obstaja modra povezava na prejˇsnjo besedo 0
12 obstaja rdecˇa povezava na prejˇsnjo besedo 0
13 predprejˇsnja beseda je
14 lema predprejˇsnje besede biti
15 MSD koda predprejˇsnje besede Gp-ste-n
16 obstaja povezava na predprejˇsnjo besedo 0
17 obstaja modra povezava na predprejˇsnjo besedo 0
18 obstaja rdecˇa povezava na predprejˇsnjo besedo 0
19 beseda tri mesta pred trenutno Tu
20 lema besede tri mesta pred trenutno tu
21 MSD koda besede na polozˇaju tri mesta pred trenutno Rsn
22 obstaja povezava na besedo tri mesta pred trenutno 1
23 obstaja modra povezava na besedo tri mesta pred tre-
nutno
0
24 obstaja rdecˇa povezava na besedo tri mesta pred trenu-
tno
0
25 beseda sˇtiri mesta pred trenutno *
26 lema besede sˇtiri mesta pred trenutno *
27 MSD koda besede sˇtiri mesta pred trenutno *
28 obstaja povezava na besedo sˇtiri mesta pred trenutno *
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29 obstaja modra povezava na besedo sˇtiri mesta pred tre-
nutno
*
30 obstaja rdecˇa povezava na besedo sˇtiri mesta pred tre-
nutno
*
31 beseda pet mest pred trenutno *
32 lema besede pet mest pred trenutno *
33 MSD koda besede pet mest pred trenutno *
34 obstaja povezava na besedo pet mest pred trenutno *
35 obstaja modra povezava na besedo pet mest pred trenu-
tno
*
36 obstaja rdecˇa povezava na besedo pet mest pred trenu-
tno
*
37 beseda eno mesto za trenutno kako
38 lema besede eno mesto za trenutno kako
39 MSD koda besede eno mesto za trenutno Rsn
40 obstaja povezava na besedo eno mesto za trenutno 1
41 obstaja modra povezava na besedo eno mesto za trenu-
tno
1
42 obstaja rdecˇa povezava na besedo eno mesto za trenutno 0
43 beseda dve mesti za trenutno odlocˇno
44 lema besede dve mesti za trenutno odlocˇno
45 MSD koda besede dve mesti za trenutno Rsn
46 obstaja povezava na besedo dve mesti za trenutno 0
47 obstaja modra povezava na besedo dve mesti za trenutno 0
48 obstaja rdecˇa povezava na besedo dve mesti za trenutno 0
49 beseda tri mesta za trenutno je
50 lema besede tri mesta za trenutno biti
51 MSD koda besede tri mesta za trenutno Gp-ste-n
52 obstaja povezava na besedo tri mesta za trenutno 0
53 obstaja modra povezava na besedo tri mesta za trenutno 0
54 obstaja rdecˇa povezava na besedo tri mesta za trenutno 0
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55 beseda sˇtiri mesta za trenutno prepricˇana
56 lema besede sˇtiri mesta za trenutno prepricˇan
57 MSD koda besede sˇtiri mesta za trenutno Pdnzei
58 obstaja povezava na besedo sˇtiri mesta za trenutno 0
59 obstaja modra povezava na besedo sˇtiri mesta za trenu-
tno
0
60 obstaja rdecˇa povezava na besedo sˇtiri mesta za trenutno 0
61 beseda pet mest za trenutno v
62 lema besede pet mest za trenutno v
63 MSD koda besede pet mest za trenutno Dt
64 obstaja povezava na besedo pet mest za trenutno 0
65 obstaja modra povezava na besedo pet mest za trenutno 1
66 obstaja rdecˇa povezava na besedo pet mest za trenutno 0
67 razredni atribut, ki pove ali trenutni besedi sledi vejica je-vejica
Tabela 5.1: Vrednosti atributov za besedo vidno iz stavka Tu je zˇe vidno,
kako odlocˇno je prepricˇana v svoje dejanje.
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5.2 Implementacija pravil iz orodja Langua-
geTool
LanguageTool je odprtokodni program, ki zna poleg preverjanja sloga in
slovnice besedila tudi postavljati vejice s pomocˇjo rocˇno napisanih pravil.
Napacˇno postavljenih vejic zaenkrat ne popravlja. Podpira mnozˇico jezikov,
med njimi slovensˇcˇino, anglesˇcˇino, nemsˇcˇino, francosˇcˇino, poljˇscˇino itd. Za
problem postavljanja vejic v slovensˇcˇini ima implementiranih 41 pravil, ki so
zapisana v formatu XML [8]. Vseh 41 pravil smo uporabili v nasˇem programu
in z njimi generirali nove atribute v pomocˇ strojnemu ucˇenju tako, da smo
dodali 41 atributov (za vsako pravilo en atribut), ki lahko zasedejo vrednosti
0 ali 1. Vrednost smo atributu nastavili na podlagi pravil. V nadaljevanju
opiˇsemo pravila in njihovo implementacijo.
5.2.1 Ampak, saj, kajne, kajti, kot, toda, ampak tudi
Pravilo za veznike oz. vezniˇske besede1 ampak, saj, kajne, kajti, kot in toda je
v programu LanguageTool implementirano sledecˇe: cˇe v besedilu pred ome-
njenim veznikom oz. vezniˇsko besedo ni locˇil ,(;–:, potem pred tem veznikom
verjetno manjka vejica. To pravilo smo realizirali v program tako, da kadar
smo naleteli na omenjeni veznik in je bil ta veznik neprva beseda v stavku,
smo v primeru, da prejˇsnja beseda ni bila locˇilo, prejˇsnji besedi dodali atribut,
ki lahko zavzame vrednosti [0,1], in ga nastavili na 1.
Za ampak tudi velja enak postopek kot za ampak, le da med locˇili uposˇteva-
mo sˇe -, trenutna beseda mora biti enaka ampak, naslednja beseda od tre-
nutne pa tudi. Preveriti moramo tudi, da trenutna beseda ni prva ali zadnja
v stavku, kajti kot prva na besedi pred njo ne more biti vejice. Tudi kot
zadnja ne sme biti, saj ji mora slediti sˇe vsaj tudi, v realnosti pa sˇe najmanj
ena beseda (ki ni pika).
1vezniˇska beseda - beseda, ki kazˇe na razmerje med dvema deloma sporocˇila[19]
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5.2.2 Temvecˇ tudi, tj.
Pri vezniˇskih izrazih temvecˇ tudi ter tj. velja enako pravilo kot zgoraj (pred
vezniˇskim izrazom ne sme stati katero izmed locˇil ,(;-:), le da smo ga tu
realizirali nekoliko drugacˇe. Pozorni smo bili na besedo pred prejˇsnjo, ta
ni smela biti enaka zgoraj nasˇtetim locˇilom, prejˇsnja beseda pa je morala
zadostovati pogoju, da je enaka temvecˇ oz. tj, trenutna pa besedi tudi oz.
.(piki). Kot smo opisali v poglavju 5.1.1, je vejica atribut na besedi pred
vejico, ostala locˇila pa obravnavamo enako kot besede.
Velja poudariti, da kadarkoli govorimo o besedi, imamo v mislih njeno
lemo, torej podatek o osnovni slovarski obliki besede, ki se nahaja v datoteki
s koncˇnico ARFF na drugem mestu vrstice, cˇe je ena vrstica podatek za eno
besedo in to tudi uposˇtevamo pri generiranju atributov. Podrobno sestavo
datoteke opisujemo v razdelku 5.1.1.
5.2.3 Kam, kdaj, kjer, vse dokler, zaradi
Podobno kot zgoraj realiziramo tudi pravila za vezniˇske besede kam, kdaj,
kjer, vse dokler in zaradi. Pri dvobesedni vezniˇski besedi vse dokler smo
zopet pozorni na besedo pred prejˇsnjo, pravilo za vse nasˇtete vezniˇske izraze
pa pravi: cˇe v besedilu najdemo eno izmed zgoraj nasˇtetih vezniˇskih besed,
pred katero ni locˇil ,(;–: in tudi ne besed in, ali in ter, potem je velika
verjetnost, da mora biti na besedi pred to vezniˇsko besedo (oz. na besedi
pred prejˇsnjo, cˇe imamo vezniˇsko besedo, ki je dolga dve besedi) atribut
nastavljen na 1 (je vejica).
5.2.4 Predlog in kaj, predlog in kar, predlog in kateri
Pred vezniˇskimi izrazi predlog+kaj, predlog+kar ter predlog+kateri ne smejo
stati locˇila ,(;-:, pri prvih dveh tudi ne besede in, ali, ter, pri zadnjem pa
poleg tega preverjamo sˇe, da pred njim ne stoji mnozˇica besed: brez, v, na,
pred, nad, pri, ob, s, za, po, iz, o, skozi, pod, izza, okoli, vzdolˇz, do, proti, med,
brez, od in zaradi.
5.2. IMPLEMENTACIJA PRAVIL IZ ORODJA LANGUAGETOOL 29
Vse nasˇtete dvodelne vezniˇske izraze, ki kot drugo besedo vsebujejo pre-
dlog, obravnavamo podobno kot zgoraj. Predlog pri prvem delu vezniˇskih
izrazov predlog+kaj, predlog+kar in tudi predlog+kateri lahko zavzema vre-
dnosti v, na, pred, nad, ob, za, skozi, pod... Da nam ni potrebno preverjati
vseh mozˇnosti, ki se lahko pojavijo kot drugi del teh dvodelnih vezniˇskih izra-
zov, smo uporabili naslednji pogoj: pri vezniˇski besedi, kjer imamo opravka
s predlogom na prvem mestu, pogledamo drugi podatek v vrstici za prejˇsnjo
besedo, ki nam sporocˇa MSD kodo in cˇe je ta enaka Di, Dr, Dd, Dt, Dm ali
Do (oblikoslovne oznake za predloge v razlicˇnih sklonih, opisano v poglavju
3.1) za to besedo, potem prejˇsnja beseda spada med predloge in nasˇ pogoj je,
seveda v kombinaciji z zgoraj omenjenimi pogoji, izpolnjen. V taksˇnem pri-
meru verjetno manjka vejica, zato atribut za ta veznik nastavimo na vrednost
1.
5.2.5 To je, zatorej, ko, kolikor
Podobno dodajamo atribute tudi za vezniˇska izraza to je in zatorej. Pri to
je smo pozorni na predprejˇsnjo besedo in tudi na to, ali je izpolnjen pogoj,
da je trenutna beseda je in prejˇsnja enaka to, pri zatorej pa smo pozorni na
prejˇsnjo besedo. Pri obeh velja, da predprejˇsnja (pri to je) oz. prejˇsnja (pri
zatorej) ne sme biti enaka locˇilom ,(;-: ali vezniku in. Cˇe je pogoj izpolnjen,
storimo tako kot doslej: atributoma, ki ustrezata pogoju za vezniˇska izraz to
je in zatorej nastavimo na 1, v nasprotnem primeru pa na 0.
Tudi kadar naletimo na izraza ko ter kolikor, ravnamo podobno, le da
smo tu pozorni na nekoliko vecˇ besed, ki ne smejo stati pred njima. Za oba
velja, da beseda pred njima ne sme biti enaka locˇilom ,(;-:, pri ko dodatno
ne sme biti ujemanja med prejˇsnjo besedo in besedami in, ali, ter, le, samo,
tudi, potem, zlasti, celo, medtem, ampak, a, vendar, toda, vsakicˇ in takoj, pri
vezniˇski besedi kolikor pa prejˇsnja beseda ne sme biti enaka besedam in, ali,
ter, le, samo, tudi, potem, zlasti, celo, razen, v in na.
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5.2.6 Ki, ne da bi, kakor, kamor, kaksˇen, kakrsˇen
Vezniˇska izraza ki in ne da bi si v programu LanguageTool delita pravilo.
Beseda pred trenutnim veznikom ne sme biti enaka besedam in, ali, ter in
pred veznikom ne sme biti locˇil ,(;–:. Dodatno pred ne da bi ne sme stati
spodnji ali zgornji narekovaj, pred ki pa pravilo pravi, da ne sme biti tropicˇja.
Ne da bi ima tri besede, zato moramo biti pozorni, da ne preverjamo prejˇsnje
besede, ampak dve pred njo. Cˇe je trenutna beseda bi, mora biti prejˇsnja
enaka da in predprejˇsnja enaka ne. Ena beseda pred to pa mora ustrezati
pravilu. Cˇe je to izpolnjeno, ima ta atribut vrednost 1, v nasprotnem primeru
pa je njegova vrednost 0.
Tudi pred kakor in kamor ne sme biti locˇil ,(;–:, prav tako ne besed in, ali,
ter, le, samo, tudi, potem, zlasti, celo in razen. Cˇe so pogoji izpolnjeni, lahko
sklepamo, da pred njima verjetno stoji vejica, zato atribut dobi vrednost 1.
Za kaksˇen in kakrsˇen obstaja podoben pogoj. Da je pogoj je-vejica (atri-
but nastavljen na 1) na besedi pred veznikom izpolnjen, ta beseda ne sme
biti locˇilo ali enaka besedam in, ali, ter, za, po, ob, na, pred, nad, pri, s, v in
iz. Tako kadar naletimo na besedo kaksˇen in prejˇsnja beseda ustreza napisa-
nemu pogoju, atribut za ta pogoj dobi vrednost 1, v nasprotnem primeru 0
in prav tako pravilo velja tudi, kadar naletimo na besedo kakrsˇen. Cˇe beseda
ni enaka besedi kakrsˇen, trenutni besedi atribut za ta veznik nastavimo vre-
dnost 0. Prav tako ta atribut nastavimo na 0, cˇe je trenutna beseda enaka
besedi kakrsˇen, vendar pa ne zadostuje pogoju.
5.2.7 Kadar, kaj, kar, ker, kje, dokler, kako, preden
Pri vezniˇskih izrazih kadar, kaj in kar smo zopet pozorni na prejˇsnjo besedo,
ki ne sme biti katero izmed locˇil ,(;–:. Dodatno pri kadar prejˇsnja beseda
ne sme biti enaka besedam in, ali, ter, le, samo, tudi, potem, zlasti, celo in
razen, pri vezniˇskem izrazu kaj besedam zˇe, sˇe, v, na, pred, nad, ob, za, skozi,
pod, in, ali, nicˇ in ter, pri vezniˇskem izrazu kar pa besedam zˇe, sˇe, v, na,
pred, nad, ob, za, skozi, pod, in, a, ali in ter.
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Kadar se beseda ujema s katerim izmed veznikom ker, kje, dokler, kako in
preden, se prejˇsnja beseda ne sme ujemati z locˇili ,(;-: ter besedami in, ali, ter.
Dodatno pri ker prejˇsnja beseda ne sme biti enaka a, temvecˇ, ampak, vendar
in toda. Pri kje ne sme biti ujemanja z besedo iz, pri dokler z besedo vse, pri
kako z besedama sˇe in a ter pri preden z besedami tik, sˇe in a. Cˇe beseda ni
veznik, ki ga iˇscˇemo, ali pa je veznik, ki ga iˇscˇemo in ne ustreza podanemu
pogoju, potem atribut za ta veznik pri tej besedi zavzame vrednost 0.
5.2.8 Torej, v kolikor, zato, cˇe, kateri, da
Pri vezniˇskih izrazih torej, v kolikor, zato, cˇe, kateri in da ni novih posebnosti.
Zopet smo pri dvodelnih vezniˇskih izrazih pozorni na besedo pred prejˇsnjo,
pri enodelnih pa na prejˇsnjo besedo (besedo pred trenutno). Da je atribut
za iskani veznik lahko enak 1, pred vezniˇskimi izrazi ne sme stati katero
izmed locˇil ,(;-:, dodatno pri vezniku da ne sme biti spodnjega in zgornjega
narekovaja. Nadalje pred torej ne sme biti besed in, nam, jim, ji, mu, nama,
vama, njima, jima, vam, meni, mi, tebi, ti, pred v kolikor ne besed in, ali,
ter, le, samo, tudi, potem, zlasti, celo in razen. Pred vezniˇskimi besedami
zato, cˇe, kateri in da poleg nasˇtetih locˇil pred seboj ne smejo imeti besed in,
ali in ter, dodatno veznik zato ne sme imeti besed samo, le, zgolj, predvsem,
lahko, ampak, glavnem, morda. Cˇe pa ne sme imeti besed le, samo, tudi, da,
zlasti, razen, ampak, a in kot. Pred kateri ne sme stati v, na, pred, nad, pri,
ob, s, za, po, iz, o, skozi, pod, izza, okoli, vzdolˇz, do, od, proti, med, zaradi, h
(ob predpostavki, da zna uporabnik pravilno uporabljati predloga k/h) ter
pred da ne sme stati katera izmed besed tako, le, samo, kot, kakor, cˇesˇ, ko,
lahko, temvecˇ, ne, ampak, nam, jim, vam, mu, mi, ji, jima, vama, namesto in
a.
V tabeli 5.2 imamo kot primer podane atribute, ki smo jih generirali s
pomocˇjo pravil, ki jih za postavljanje vejic uporablja orodje LanguageTool.
Uporabili smo isti stavek kot pri tabeli 5.1, cˇe bi atribute dodajali v originalno
mnozˇico. V prvem stolpcu imamo podano zaporedno sˇtevilko atributa. V
drugem stolpcu imamo zapisane vezniˇske izraze. Cˇe trenutna beseda ustreza
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pravilom za vezniˇski izraz, v tretjem stolpcu v isti vrstici najdemo vrednost
1, v nasprotnem primeru pa vrednost 0.
Zap. sˇt. Opis atributa Primer
68 trenutna beseda ustreza pravilom za vezniˇsko besedo
ampak
0
69 trenutna beseda ustreza pravilom za vezniˇsko besedo
ampak tudi
0
70 trenutna beseda ustreza pravilom za vezniˇsko besedo da 0
71 trenutna beseda ustreza pravilom za vezniˇsko besedo do-
kler
0
72 trenutna beseda ustreza pravilom za vezniˇsko besedo ka-
dar
0
73 trenutna beseda ustreza pravilom za vezniˇsko besedo kaj 0
74 trenutna beseda ustreza pravilom za vezniˇsko besedo
kajne
0
75 trenutna beseda ustreza pravilom za vezniˇsko besedo
kajti
0
76 trenutna beseda ustreza pravilom za vezniˇsko besedo
kako
1
77 trenutna beseda ustreza pravilom za vezniˇsko besedo ka-
kor
0
78 trenutna beseda ustreza pravilom za vezniˇsko besedo
kakrsˇen
0
79 trenutna beseda ustreza pravilom za vezniˇsko besedo
kaksˇen
0
80 trenutna beseda ustreza pravilom za vezniˇsko besedo
kam
0
81 trenutna beseda ustreza pravilom za vezniˇsko besedo ka-
mor
0
82 trenutna beseda ustreza pravilom za vezniˇsko besedo kar 0
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83 trenutna beseda ustreza pravilom za vezniˇsko besedo ka-
teri
0
84 trenutna beseda ustreza pravilom za vezniˇsko besedo
kdaj
0
85 trenutna beseda ustreza pravilom za vezniˇsko besedo ker 0
86 trenutna beseda ustreza pravilom za vezniˇsko besedo ki 0
87 trenutna beseda ustreza pravilom za vezniˇsko besedo kje 0
88 trenutna beseda ustreza pravilom za vezniˇsko besedo
kjer
0
89 trenutna beseda ustreza pravilom za vezniˇsko besedo ko 0
90 trenutna beseda ustreza pravilom za vezniˇsko besedo ko-
likor
0
91 trenutna beseda ustreza pravilom za vezniˇsko besedo kot 0
92 trenutna beseda ustreza pravilom za vezniˇsko besedo ne
da bi
0
93 trenutna beseda ustreza pravilom za vezniˇsko besedo
preden
0
94 trenutna beseda ustreza pravilom za vezniˇsko besedo
predlog+kaj
0
95 trenutna beseda ustreza pravilom za vezniˇsko besedo
predlog+kar
0
96 trenutna beseda ustreza pravilom za vezniˇsko besedo
predlog+kateri
0
97 trenutna beseda ustreza pravilom za vezniˇsko besedo saj 0
98 trenutna beseda ustreza pravilom za vezniˇsko besedo
temvecˇ tudi
0
99 trenutna beseda ustreza pravilom za vezniˇsko besedo tj. 0
100 trenutna beseda ustreza pravilom za vezniˇsko besedo to
je
0
101 trenutna beseda ustreza pravilom za vezniˇsko besedo
toda
0
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102 trenutna beseda ustreza pravilom za vezniˇsko besedo to-
rej
0
103 trenutna beseda ustreza pravilom za vezniˇsko besedo v
kolikor
0
104 trenutna beseda ustreza pravilom za vezniˇsko besedo vse
dokler
0
105 trenutna beseda ustreza pravilom za vezniˇsko besedo za-
radi
0
106 trenutna beseda ustreza pravilom za vezniˇsko besedo
zato
0
107 trenutna beseda ustreza pravilom za vezniˇsko besedo za-
torej
0
108 trenutna beseda ustreza pravilom za vezniˇsko besedo cˇe 0
Tabela 5.2: Pregled dodanih atributov (od zaporedne sˇt. 68 do 108) za
besedo vidno iz stavka Tu je zˇe vidno, kako odlocˇno je prepricˇana v svoje
dejanje.
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5.3 Dodatna pravila, ki povzrocˇajo zadrege
Implementirali smo sˇe nekaj dodatnih pravil, ki bodisi uporabnikom pov-
zrocˇajo najvecˇ tezˇav (opisali smo jih v poglavju 2.2) bodisi zahtevajo doda-
tno pozornost pri pisanju (opisano v poglavju 2.1). Nekatera pravila smo
implementirali tako, da smo dodali pogoj pri implementaciji obstojecˇih pra-
vil, ki so opisana v poglavju 5.2, ostala pa smo ustvarili kot nove samostojne
atribute.
5.3.1 Cˇlenek da
V poglavju 5.2.8 smo opisali pravilo za postavljanje vejice, kadar naletimo
na podredni veznik da. Primeri uporabe: Zeblo ga je tako, da se je ves tresel.
- Daj mu nageljcˇek, da bo tudi on vedel, da je prvi maj. - Bral je knjige, da
bi spoznal svet. Posebnost nastopi, kadar se da v stavku rabi kot cˇlenek. V
taksˇnem primeru pred njim ne piˇsemo vejice. Primeri uporabe: Ti da tega
ne vesˇ? - Baje da pije. - Iz Blatnega Dola da ste? [6]
Obstojecˇemu atributu, generiranemu za veznik da, ki smo ga opisali v
5.2.8, smo dodali nov pogoj, kjer smo preverili, ali je MSD koda trenutne
besede enaka L (oznacˇevanje cˇlenkov smo opisali v poglavju 3.1.3). Cˇe je
bil pogoj izpolnjen, je atribut brez nadaljnjih preverjanj dobil vrednost 0.
Sˇele ob neizpolnjevanju pogoja (oz. izpolnjevanje negiranega pogoja) so se
izvrsˇila preverjanja ostalih pravil za postavitev vejice, ki ustrezajo besedi da,
kadar se rabi kot podredni veznik. Tako program, kadar naleti na besedo da,
preveri ali je MSD koda besede enaka L, kar pomeni, da je beseda cˇlenek.
Cˇe je pogoj izpolnjen, atributu za ta veznik vrednost nastavi na 0. Cˇe pogoj
ni izpolnjen, kar pomeni, da beseda ni cˇlenek, se izvrsˇijo pogoji za ta veznik
in vrednost atributa nastavi v skladu z njimi. Za pogoj, ki preverja, ali
je beseda cˇlenek, ne pa za pogoj, ki preverja, ali je beseda veznik, smo se
odlocˇili, ker lahko beseda da nastopa tudi v vlogi drugih besednih zvez, npr.
glagol v sedanjiku in tretji osebi ednine. Primer: Nikoli ga ne da iz rok.
36 POGLAVJE 5. OPIS PODATKOV
5.3.2 Vecˇbesedni vezniki
Na nekaj vecˇbesednih veznikov smo naleteli zˇe v poglavju 5.2, npr. ampak
tudi, temvecˇ tudi, vse dokler itd. Slovenski pravopis zapoveduje, da vejic
med deli vecˇbesednega veznika ne piˇsemo. Primeri uporabe: Namesto da bi
se ucˇil, je lenaril. - Lenaril je, namesto da bi se ucˇil. Zˇe ko sem ga prvicˇ
videl, sem ga spregledal. - Kljub temu da je bil bolan, je sˇel na delo. - Rad
ga imam, zato ker je tako miren. Taki vezniˇski izrazi so sˇe: tako da, toliko
da, potem ko, vtem ko, sˇe ko, brzˇ ko, sˇele ko, s tem da, posebno ko, zlasti cˇe
itd. [6]
To smo implementirali tako, da smo vsem do sedaj generiranim atributom
(opisali smo jih v 5.2) dodali dodaten pogoj, ki pravi: cˇe je trenutna beseda
veznik, ki ustreza vsem pravilom za postavljanje vejice za ta vezniˇski izraz in
pred njo ne stoji beseda z MSD kodo Vp ali Vd (ali pa prva cˇrka MSD kode
ni V), potem atribut za ta veznik prejˇsnji besedo nastavi na 1. V nasprotnem
primeru se pogoj ne izpolne in atribut dobi vrednost 0.
S to implementacijo smo vplivali na vse veznike iz poglavja 5.2 in pre-
precˇili, da se postavi vejica med vezniki, ki so del enega vecˇbesednega ve-
zniˇskega izraza.
5.3.3 In sicer, in to, in cˇe, in ko
V prejˇsnjem podpoglavju smo poskusˇali cˇim bolj natancˇno najti vecˇbesedne
veznike v besedilu z uporabo MSD kod ob predpostavki, da oznacˇevalnik
povsem natancˇno dolocˇa besedne vrste. To smo storili, ker bi bilo iskanje
vseh vecˇbesednih veznikov in implementacija vsakega posebej cˇasovno po-
tratna. Ker to ni realna situacija (Obeliks besedne vrste pripisuje z 98,30%
natancˇnostjo [1]), morda z zgoraj opisanim postopkom v oblikoslovni oznacˇe-
valnik polagamo preveliko zaupanje. Zato v tem razdelku opiˇsemo izvedbo
pravila brez uporabe MSD kod in brez zanasˇanja na oznacˇevalnik.
V primerih, ko veznik in nastopa v kombinaciji z besedami sicer, to,
cˇe in ko, tvori vezniˇski izraz, pred katerim verjetno stoji vejica. To smo
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implementirali tako, da smo za trenutno besedo preverili, ali je enaka besedi
in, nato preverili ali je naslednja beseda enaka eni izmed zgoraj nasˇtetih
besed in cˇe sta pogoja izpolnjena, prejˇsnji besedi (besedi na polozˇaju trenutna
beseda-1 ) atribut za ta veznik nastavimo na 1, v nasprotnem primeru pa na
0.
Zap. sˇt. Opis atributa Primer
109 trenutna beseda ustreza pravilom za vezniˇsko besedo
in sicer
0
110 trenutna beseda ustreza pravilom za vezniˇsko besedo
in to
0
111 trenutna beseda ustreza pravilom za vezniˇsko besedo
in cˇe
0
112 trenutna beseda ustreza pravilom za vezniˇsko besedo
in ko
0
Tabela 5.3: Pregled dodatnih atributov (od zaporedne sˇt. 109 do 112) za
besedo vidno v stavku Tu je zˇe vidno, kako odlocˇno je prepricˇana v svoje
dejanje.
38 POGLAVJE 5. OPIS PODATKOV
5.4 Izboljˇsava obstojecˇe mnozˇice podatkov
V razdelku 5.1.1 smo opisali obstojecˇe atribute. Tukaj se sprasˇujemo o smisel-
nosti taksˇne implementacije. Za nekatere atribute predlagamo spremembe, ki
bodo dale strojnemu ucˇenju vecˇ informacije. Nekatere atribute, ki otezˇujejo
strojno ucˇenje, izlocˇimo iz podatkovne mnozˇice.
5.4.1 Beseda kot atribut
Omenili smo, da so nekateri atributi besede z zalogo vrednosti vseh besed,
ki se pojavijo v besedilu. Iz tega sledi, da sta dve besedi, ki imata isto obli-
koskladenjsko oznako, obravnavani kot dve razlicˇni vrednosti atributa. To ni
smiselno, saj v slovensˇcˇini (ne)obstoj vejice ni odvisen od same besede kot
oznake pojma, pacˇ pa od njene besedne vrste (ponekod tudi od nekaterih
oblikoskladenjskih lastnosti besede) in povezav z drugimi besedami v povedi.
Zato je bolj smiselno, da posameznih besed ne podajamo kot atribute. S tem
se izognemo drugacˇni obravnavi besed z isto besedno vrsto (ali celo obliko-
skladenjsko oznako), ki dolocˇajo enako vez z drugimi besedami in v stavku
nosijo isti pomen. Npr. cˇe bi naleteli na primer, kjer bi s strojnim ucˇenjem
ugotovili, da pred besedo ekran stoji vejica, cˇe pred njo stoji beseda tipkov-
nica (npr. pri nasˇtevanju komponent racˇunalnika), bi s predlagano izbiro
atributov racˇunalnik pri strojnem ucˇenju lazˇje ugotovil, da isto pravilo velja
tudi za besedi tiskalnik in miˇska. Z obstojecˇimi atributi bi ti dve povezavi
obravnavali kot popolnoma razlicˇni. S tem premislekom atribute za vseh
enajst vrednosti (trenutna beseda in pet besed pred njo ter pet besed za njo)
spremenimo v oznake. V tabeli 5.1 so to atributi na mestih 1, 7, 13, 19, 25,
31, 37, 43, 49, 55 in 61.
5.4.2 Lema kot atribut
Enako kot je nesmiselno definirati atribut glede na samo besedo, saj za strojno
ucˇenje ne pomeni drugega kot nek skupek cˇrk, ki se lahko pojavi vecˇkrat v
besedilu ali pa tudi ne, je enak premislek tudi pri definiranju osnovne oblike
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besede (leme). Tudi ta atribut prestrukturiramo v oznako. Spremenili smo
dodatnih 11 atributov. Te atribute v tabeli 5.1 najdemo na mestih 2, 8, 14,
20, 26, 32, 38, 44, 50, 56 in 62.
5.4.3 Oblikoskladenjska oznaka kot atribut
Tudi tretji atribut, definiran v obstojecˇi mnozˇici podatkov, ima svoje po-
manjkljivosti. S trenutno definirano mnozˇico podatkov lahko vsako besedo
v nasˇem besedilu razvrstimo v 930 oblikoskladenjskih oznak. Samostalnik
lahko zavzame eno izmed 78 vrednosti, zaimek pa kar eno izmed 451 vredno-
sti. Pridevnik lahko razvrstimo v 168 oznak in glagol v 127. Z bogatejˇsim
in vecˇjim korpusom bi bile te sˇtevilke sˇe vecˇje. Pri tem se pojavi vprasˇanje,
ali je to smiselno. V slovensˇcˇini vejice postavljamo glede na besedne vrste
in povezave med besedami v povedi, ne pa glede na vse mozˇne kombinacije
lastnosti, vidov in oblik teh besednih vrst. Npr. glagoli bosta, nista in bova
zavzemajo tri razlicˇne oblikoskladenjske oznake, strojnemu ucˇenju pa zˇelimo
povedati, da naj ukrepa pri vseh enako. Pri postavljanju vejic nas zanima,
ali je beseda samostalnik, ne pa tudi njegova vrsta, spol, sˇtevilo, sklon in
zˇivost. Npr. stavek ”Rad imam brata, sestro, bratranca in sestricˇno.” bi
moral strojnemu ucˇenju povedati, da obstaja povezava s stavkom ”Na obisk
grem k bratu, sestri, bratrancu in sestricˇni.” Vendar je povezave in pravila za
postavljanje vejic tezˇko razbrati, cˇe za stvari, ki bi nam morale podati isto
informacijo, uporabljamo vecˇ deset razlicˇnih oznak.
Po tem premisleku bomo neinformativni atribut, ki opisuje MSD kodo
in lahko sedaj zavzame eno izmed 930 vrednosti, spremenili na dva nacˇina.
Tako dobimo dve podatkovni mnozˇici, ki se razlikujeta v sˇtevilu in vrednosti
tistih atributov, ki nam povedo oblikoskladenjske lastnosti trenutne besede
in besed znotraj okna. Ostalih atributov ne bomo vecˇ spreminjali.
Opis MSD kode z enim atributom
Prva implementacija sprememb bo vplivala na enajst atributov. To so vsi
atributi s podatkom o MSD kodi za trenutno besedo in za besede znotraj
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okna. V tabeli 5.1 so to atributi z zaporednimi sˇtevilkami 3, 9, 15, 21, 27,
33, 39, 45, 51, 57 ter 63.
Vse razlicˇne oznake samostalnika, ki so kombinacije vrste, spola, sˇtevila,
sklona in zˇivosti, ki pri samostalniku tvorijo mnogo razlicˇnih oblikoskladenj-
skih oznak, nadomestimo z eno, ki bo strojnemu ucˇenju povedala najpo-
membneje - naleteli smo na samostalnik. Vse mozˇne oznake, ki dolocˇajo sa-
mostalnik, npr. Somei (besedna vrsta samostalnik, vrste obcˇno ime, mosˇkega
spola, v ednini in sklonu imenovalnik), Somer (samostalnik vrste obcˇno ime,
mosˇkega spola, v ednini in sklonu rodilnik), Somed (samostalnik vrste obcˇno
ime, mosˇkega spola, v ednini in sklonu dajalnik), Sometn (samostalnik vrste
obcˇno ime, mosˇkega spola v ednini in sklonu tozˇilnik ter brez zˇivosti), So-
metd (samostalnik vrste obcˇno ime, mosˇkega spola, v ednini, sklon tozˇilnik
in z zˇivostjo) in vse ostale, nadomestimo z oznako S (samostalnik). S tem se
izognemo situacijam, kjer algoritem strojnega ucˇenja ne bi vedel kaj storiti
z oznako, ki se redko pojavi (ali pa se npr. pojavi samo v testni mnozˇici),
naucˇen pa bi bil ukrepanja pri isti besedni vrsti v drugem spolu (in/ali sˇtevilu,
sklonu,...) in s tem z drugacˇno oznako.
Enako storimo z ostalimi besednimi vrstami. Pri glagolu nas ne zanima
vrsta, vid, oblika, oseba, sˇtevilo, spol in nikalnost, zanima nas le to, ali
je beseda glagol. Zato vse oznake, ki dolocˇajo glagol (glagol dolocˇa kar
156 razlicˇnih oznak po oblikoskladenjskih oznakah JOS), zamenjamo z novo
oznako, s cˇrko G.
Tudi pri pridevniku vse oznake, ki dolocˇajo, da je beseda pridevnik in
hkrati njegovo vrsto, stopnjo, spol, sˇtevilo, sklon in dolocˇnost (po oblikoskla-
denjskih oznakah JOS jih je 279, v nasˇem korpusu pa 168), zamenjamo z
novo, unikatno oznako za vse pridevnike, cˇrko S.
Prislov lahko po Priporocˇilih za oblikoslovno oznacˇevanje JOS razvrstimo
v razmeroma malo oznak, teh je 4. Kljub temu bomo tudi tu vse oznake
zamenjali s cˇrko R, ker tudi prislov na obstoj vejice ne vpliva s svojo vrsto
ali stopnjo, pacˇ pa s svojo besedno vrsto in vplivom (povezavami) na druge
besede v povedi. Besedno vrsto, kadar naletimo na prislov, sporocˇimo s cˇrko
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R.
Enako storimo za zaimek, sˇtevnik in predlog. Vse oznake, ki dolocˇajo zai-
mek ter njegovo vrsto, osebo, spol, sˇtevilo, sklon, sˇtevilo svojine, spol svojine
ter naslonskost, zamenjamo z oznako Z. Pri sˇtevniku vse oznake, s katerimi
oznacˇimo sˇtevnik z njegovim zapisom, vrsto, spolom, sˇtevilom, sklonom in
dolocˇnostjo, zamenjamo z oznako K. Predlog razlicˇne oznake opiˇsejo s kom-
binacijo cˇrke D in dodatne cˇrke, ki dolocˇa njegov sklon. Tudi te oznake na-
domestimo s cˇrko D. Enako bomo storili sˇe za kategorijo Neuvrsˇcˇeno, kamor
spadajo razne neznane besede, tipkarske napake in besede, ki jih je program
napacˇno tokeniziral. Vse besede, ki spadajo pod to kategorijo, nadomestimo
z N.
Obdrzˇali bomo oznake za veznik. Kot smo opisali v poglavju 3.1.1, veznik
oznacˇimo s cˇrko V ter dodatno cˇrko, ki dolocˇa, ali je veznik podredni ali
priredni. Tako besedo, kadar ugotovimo, da je veznik, oznacˇimo z oznako
Vd ali Vp. Ker je stavljenje vejic velikokrat odvisno od vrste veznika, bomo
obdrzˇali obe oznaki. Prav tako obdrzˇimo oznake za medmet, okrajˇsavo in
cˇlenek. Prvega, tako kot prej, oznacˇimo s cˇrko M, drugo s cˇrko O in tretjega
z L.
Z nasˇtetimi popravki smo za atribute, opisane v tabeli 5.1, dobili novo
mnozˇico vrednosti, ki jo lahko zavzame beseda, ki se pojavi v uporabljenem
korpusu. Spremenili smo mnozˇico vrednosti atributom na mestih 3, 9, 15,
21, 27, 33, 39, 45, 51, 57 in 63. Sedaj vsaka beseda v korpusu ne zavzame vecˇ
ene izmed 930 razlicˇnih oznak, pacˇ pa eno izmed 13 oznak. Z zmanjˇsanim
sˇtevilom oznak zˇelimo izboljˇsati strojno ucˇenje. Manjˇse sˇtevilo oznak za
strojno ucˇenje pomeni lazˇje iskanje povezav pri istih besednih vrstah (sedaj
vse iste besedne vrste oznacˇujemo z isto oznako) in s tem tudi povezav z
drugimi besednimi vrstami ter zato boljˇse posplosˇevanje.
V tabeli 5.1 vidimo, kako s popravljeno mnozˇico atributov opiˇsemo besedo
vidno iz stavka Tu je zˇe vidno, kako odlocˇno je prepricˇana v svoje dejanje.
Opazimo, da se je sˇtevilo atributov zmanjˇsalo, prav tako vidimo, da so obli-
koskladenjske oznake zamenjane z novimi oznakami. To dodatno definiranim
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atributom (poglavji 5.2 in 5.3) spremeni zaporedne sˇtevilke atributov. Zapo-
redna sˇtevilka vsakega atributa se zmanjˇsa za 22 mest. To je toliko, kolikor
atributov smo odstranili iz obstojecˇe mnozˇice podatkov.
Zap. sˇt. Opis atributa Primer
1 MSD koda trenutne besede R
2 obstaja povezava na trenutno besedo 1
3 obstaja modra povezava na trenutno besedo 0
4 obstaja rdecˇa povezava na trenutno besedo 0
5 MSD koda prejˇsnje besede L
6 obstaja povezava na prejˇsnjo besedo 1
7 obstaja modra povezava na prejˇsnjo besedo 0
8 obstaja rdecˇa povezava na prejˇsnjo besedo 0
9 MSD koda predprejˇsnje besede G
10 obstaja povezava na predprejˇsnjo besedo 0
11 obstaja modra povezava na predprejˇsnjo besedo 0
12 obstaja rdecˇa povezava na predprejˇsnjo besedo 0
13 MSD koda besede na polozˇaju tri mesta pred trenutno R
14 obstaja povezava na besedo tri mesta pred trenutno 1
15 obstaja modra povezava na besedo tri mesta pred tre-
nutno
0
16 obstaja rdecˇa povezava na besedo tri mesta pred trenu-
tno
0
17 MSD koda besede sˇtiri mesta pred trenutno *
18 obstaja povezava na besedo sˇtiri mesta pred trenutno *
19 obstaja modra povezava na besedo sˇtiri mesta pred tre-
nutno
*
20 obstaja rdecˇa povezava na besedo sˇtiri mesta pred tre-
nutno
*
21 MSD koda besede pet mest pred trenutno *
22 obstaja povezava na besedo pet mest pred trenutno *
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23 obstaja modra povezava na besedo pet mest pred trenu-
tno
*
24 obstaja rdecˇa povezava na besedo pet mest pred trenu-
tno
*
25 MSD koda besede eno mesto za trenutno R
26 obstaja povezava na besedo eno mesto za trenutno 1
27 obstaja modra povezava na besedo eno mesto za trenu-
tno
1
28 obstaja rdecˇa povezava na besedo eno mesto za trenutno 0
29 MSD koda besede dve mesti za trenutno R
30 obstaja povezava na besedo dve mesti za trenutno 0
31 obstaja modra povezava na besedo dve mesti za trenutno 0
32 obstaja rdecˇa povezava na besedo dve mesti za trenutno 0
33 MSD koda besede tri mesta za trenutno G
34 obstaja povezava na besedo tri mesta za trenutno 0
35 obstaja modra povezava na besedo tri mesta za trenutno 0
36 obstaja rdecˇa povezava na besedo tri mesta za trenutno 0
37 MSD koda besede sˇtiri mesta za trenutno P
38 obstaja povezava na besedo sˇtiri mesta za trenutno 0
39 obstaja modra povezava na besedo sˇtiri mesta za trenu-
tno
0
40 obstaja rdecˇa povezava na besedo sˇtiri mesta za trenutno 0
41 MSD koda besede pet mest za trenutno D
42 obstaja povezava na besedo pet mest za trenutno 0
43 obstaja modra povezava na besedo pet mest za trenutno 1
44 obstaja rdecˇa povezava na besedo pet mest za trenutno 0
45 razredni atribut, ki pove ali trenutni besedi sledi vejica je-vejica
Tabela 5.4: Opis redefiniranih atributov za besedo vidno iz stavka Tu je zˇe
vidno, kako odlocˇno je prepricˇana v svoje dejanje.
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Opis MSD kode z devetimi atributi
S prvim nacˇinom izboljˇsanja MSD oznak smo atribute, ki opisujejo obliko-
skladenjske oznake, zamenjali s prvo cˇrko oznake, razen pri veznikih, kjer
smo obdrzˇali prvi dve cˇrki. S tem smo pravzaprav obdrzˇali samo podatke
o besedni vrsti. Z drugim nacˇinom bomo vkljucˇili vse podatke, ki jih nosi
posamezna MSD koda. S tem zˇelimo zagotoviti vecˇ informacije za strojno
ucˇenje. Najdaljˇso oblikoskladenjsko oznako ima zaimek, kjer je MSD koda
sestavljena iz 9 znakov. MSD koda glagola in sˇtevnika je dolga 8 znakov,
pridevnika 7, samostalnika 6 itd. Ker je najdaljˇsa oznaka dolga 9 znakov,
bomo iz osnovne MSD kode generirali devet atributov. V osnovni podatkovni
mnozˇici MSD koda dolocˇi en atribut za vsako besedo, to je 11 atributov za vse
besede znotraj okna, posamezna vrednost vsakega izmed atributov je dolga
najvecˇ 9 znakov, vseh vrednosti pa je 930. Oglejmo si atribut z zaporedno
sˇtevilko 15 v tabeli 5.1. Vrednost MSD kode je Gp-ste-n in to je vrednost
enega atributa. Z novo implementacijo ta atribut spremenimo v devet novih
tako, da vsak izmed novih atributov dobi vrednost enega od znakov MSD
kode. Tako za konkretni primer dobimo devet novih atributov z vrednostmi:
G,p,-,s,t,e,-,n,*. Kadar je dolzˇina MSD kode manjˇsa od 9 znakov, atribu-
tom, ki dolocˇajo preostale znake, nastavimo vrednost *. Ker spreminjamo
11 atributov, torej po en atribut za vsako besedo znotraj okna, to pomeni,
da enajst osnovnih atributov nadomestimo z 99 novimi. Nasˇa podatkovna
mnozˇica se tako povecˇa iz 90 na 178 atributov za opis trenutne besede.
V tabeli 5.5 vidimo, kako se atribut z zaporedno sˇtevilko 13 iz tabele 5.4
preslika v novih devet atributov. Ker je oblikoskladenjska oznaka krajˇsa od
devetih znakov, skladno z dosedanjim oznacˇevanjem manjkajocˇih podatkov
preostali znak nadomestimo z znakom *.
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Zap. sˇt. Opis atributa Primer
13 prvi atribut dolocˇa besedno vrsto G
14 drugi atribut pri samostalniku, glagolu, pridevniku, prislovu,
zaimku, vezniku in besedam, ki spadajo pod neuvrsˇcˇeno,
dolocˇa vrsto, pri sˇtevniku zapis ter pri predlogu pa sklon
p
15 tretji atribut pri samostalniku dolocˇa spol, pri glagolu vid,
pri pridevniku in prislovu stopnjo, pri zaimku osebo in pri
sˇtevniku vrsto
-
16 cˇetrti atribut pri samostalniku dolocˇa sˇtevilo, pri glagolu
obliko, pri pridevniku, zaimku in sˇtevniku pa spol
s
17 peti atribut pri samostalniku dolocˇa sklon, pri glagolu osebo,
pri pridevniku, zaimku in sˇtevniku sˇtevilo
t
18 sˇesti atribut pri samostalniku dolocˇa zˇivost, pri glagolu
sˇtevilo, pri pridevniku, zaimku in sˇtevniku sklon
e
19 sedmi atribut pri glagolu dolocˇa spol, pri pridevniku
dolocˇnost, pri zaimku sˇtevilo svojine, pri sˇtevniku dolocˇnost
-
20 osmi atribut pri glagolu dolocˇa nikalnost, pri zaimku pa spol
svojine
n
21 deveti atribut pri zaimku dolocˇa naslonskost *
Tabela 5.5: Nove vrednosti atributa z zaporedno sˇtevilko 13 iz tabele 5.4
za besedo vidno iz stavka Tu je zˇe vidno, kako odlocˇno je prepricˇana v svoje
dejanje. MSD kodo opisujemo s po devetimi atributi za vsako besedo znotraj
okna. Ta atribut se nanasˇa na predprejˇsnjo besedo.
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Opis MSD kode z osemintridesetimi atributi
Implementirali smo dva razlicˇna postopka opisa MSD oznak z atributi. S pr-
vim nacˇinom smo uporabili le prvo cˇrko MSD oznake, ki nam pove besedno
vrsto, le pri veznikih smo uporabili dve cˇrki, da smo obdrzˇali tudi podatek
o vrsti veznika. Z drugim nacˇinom smo obdrzˇali vse podatke, ki jih nosi
posamezna MSD oznaka tako, da smo za vsako MSD oznako definirali devet
atributov, kjer je vsak nosil po eno cˇrko oznake. MSD oznake bi lahko opisali
sˇe na tretji nacˇin, ki bi strojnemu ucˇenju morebiti podal nekaj vecˇ informacije
o povezavah med deli MSD kode za posamezno besedno vrsto. Kot prvi atri-
but bi obdrzˇali prvo cˇrko MSD oznake, ki nam pove besedno vrsto. To bi bil
edini atribut, ki bi nosil podatek o posamezni besedni vrsti in bi bil skupen
vsem besednim vrstam ne glede na samo besedno vrsto, oz. njegova vrednost
ne bi bila nikoli enaka *. Zasedal bi lahko eno izmed dvanajstih vrednosti;
S za samostalnik, G za glagol, P za pridevnik, R za prislov, Z za zaimek,
K za sˇtevnik, D za predlog, V za veznik, L za cˇlenek, M za medmet, O za
okrajˇsavo ter N za neuvrsˇcˇeno. Atributu o besedni vrsti bi sledili vsi atributi
znotraj izbrane besedne vrste, to so vsi znaki MSD oznake razen prvega. Cˇe
bi zacˇeli s samostalnikom, pri katerem lahko njegova MSD oznaka zasede sˇest
mest, od tega prvi znak dolocˇa besedno vrsto in smo njegovo vrednost zˇe za-
pisali v prvi atribut, bi to pomenilo, da bi bili atributi na mestih od drugega
do sˇestega rezervirani za podatke o samostalniku. Pri vseh ostalih besednih
vrstah bi bili atributi na teh mestih nastavljeni na vrednost *. Cˇe bi nato sle-
dilo definiranje glagola, kjer lahko njegova MSD oznaka zasede najvecˇ sedem
mest brez podatka o besedni vrsti (tega smo zapisali v prvi atribut), bi to
pomenilo, da so mesta od sedmega pa do vkljucˇno trinajstega rezervirana za
vrednosti atributov, cˇe je trenutna beseda samostalnik. Cˇe trenutna beseda
ne bi bila samostalnik, bi imeli atributi na teh mestih vrednost *. Sledilo bi
sˇest atributov, ki bi bili razlicˇni od *, kadar bi bila trenutna beseda pridevnik,
nato dve mesti za vrednosti prislova, sledilo bi osem mest za zaimek, sˇest za
sˇtevnik, po eno za predlog, veznik in neuvrsˇcˇeno. MSD oznake medmetov in
okrajˇsav so dolge po en znak, ki nam pove besedno vrsto, to pa zˇe uporabimo
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pri dolocˇanju vrednosti prvega atributa, zato za ti dve besedni vrsti dodatnih
atributov ne bi definirali. To bi pomenilo, da bi atribute o MSD oznakah, ki
smo jih uporabljali doslej, zamenjali z 38 novimi atributi. Pri vseh bi prvi
atribut dolocˇal besedno vrsto, ostali pa bi bili enaki *, razen cˇe bi trenutna
beseda ustrezala besedni vrsti, ki dolocˇa atribute na tistih mestih. Znotraj
okoliˇskega okna smo s prvim nacˇinom opisa MSD oznake imeli 9 atributov za
opis oblikoskladenjskih oznak, z drugim smo imeli 99 atributov za (bolj infor-
mativen) opis oblikoskladenjskih oznak, s tretjim nacˇinom pa bi to pomenilo
418 atributov, ki bi nosili informacije o MSD oznakah.
Tretjega nacˇina nismo implementirali, saj bi bila potrebna sˇe vecˇja racˇun-
ska mocˇ, kot jo imamo na voljo, idejo pa pusˇcˇamo za nadaljnje delo.
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Poglavje 6
Izbira podmnozˇice atributov
Zanima nas pomembnost atributov, tj. koliko informacije posamezen atribut
vsebuje pri klasifikaciji za dani ucˇni problem. Kvaliteto atributov ocenjujemo
z mero za ocenjevanje atributov ReliefF. Ogledali si bomo kvaliteto najpo-
membnejˇsih atributov dveh korpusov, pri vsakem znotraj dveh podatkovnih
mnozˇic, kjer je razlika le pri atributih, ki podajajo informacijo o oblikoskla-
denjski oznaki. To podajamo bodisi z 11 bodisi z 99 atributi.
6.1 ReliefF
Iz obstojecˇe podatkovne mnozˇice s 67 atributi smo v razdelku 5.4 nekaj atri-
butov izlocˇili. V razdelkih 5.2 in 5.3 smo dodali 45 novih atributov, ki smo
jih generirali na podlagi pravil. Posodobljeni podatkovni mnozˇici smo na dva
nacˇina modificirali atribute, ki opisujejo oblikoskladenjske oznake. Tako smo
dobili dve novi podatkovni mnozˇici. Prva, ki vsebuje 90 atributov, ima vsako
oblikoskladenjsko oznako opisano z najvecˇ enim atributom, znotraj okna je
to 11 atibutov, ki opisujejo oblikoskladenjske oznake. Druga mnozˇica vse-
buje 178 atributov in ima vsako oblikoskladenjsko oznako opisano z devetimi
atributi, to za vsako besedo z njenim okoliˇskim oknom nanese 99 atributov.
Zanima nas, kako pomembni so atributi, predvsem pa nas zanima, koliko
informacije nosijo oblikoskladenjske oznake, cˇe jih opiˇsemo bodisi z enim bo-
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disi z devetimi atributi. Ocenili smo kvaliteto atributov za obe podatkovni
mnozˇici z mero za ocenjevanje atributov ReliefF.
Na voljo imamo dva korpusa, kjer je drugi izboljˇsana in nadgrajena verzija
prvega. Kadar se bomo sklicevali na podatkovne mnozˇice prvega korpusa,
uporabimo oznako Sˇolar1, kadar bomo govorili o izboljˇsani verziji tega kor-
pusa pa Sˇolar2. Algoritem za ocenjevanje atributov najprej pozˇenemo na
prvem korpusu. Ker nam mera za ocenjevanje atributov poda tudi vpogled
v kvaliteto samega korpusa, ne le njegovih atributov, z mero za ocenjeva-
nje atributov ocenimo tudi atribute originalne podatkovne mnozˇice. Ocenili
bomo tudi atribute obeh podatkovnih mnozˇic drugega korpusa, kjer se raz-
likuje sˇtevilo atributov za opis MSD kode.
V poglavju 7 bomo vsa testiranja opravili na dveh podatkovnih mnozˇicah,
kjer so atributi generirani glede na besedilo prvega korpusa. Testiranja opra-
vimo tudi na podatkovnih mnozˇicah, ki so rezultat obdelave drugega korpusa.
Zaradi velike cˇasovne zahtevnosti bomo nekatera izmed testiranj opravili na
zmanjˇsanih mnozˇicah podatkov.
6.2 Kakovost atributov
Pri vsaki izmed podatkovnih mnozˇic si bomo ogledali prvo tretjino najbolje
ocenjenih atributov. V tabeli 6.1 vidimo ocenjene atribute originalne podat-
kovne mnozˇice. To je podatkovna mnozˇica, ki za opis besede uporablja 67
atributov. To so vsi atributi, preden smo mnozˇici odstranili tiste s podatki o
oblikah in lemah, prav tako preden smo dodali atribute, ki smo jih generirali
s pomocˇjo slovnicˇnih pravil ter pravil, ki jih za postavljanje vejic uporablja
orodje LanguageTool in preden smo spremenili vrednosti tistih atributov, ki
nosijo informacije o MSD kodi. Med najbolje ocenjenimi atributi so samo
sˇtirje atributi taksˇni, za katere smo pricˇakovali, da nosijo najvecˇ informacije
za pravilno postavljanje vejic. Opazimo, da je najbolje ocenjen atribut z
MSD kodo, nato atributa z oblikami in lemami. Atribut msd0, ki nosi po-
datek o MSD kodi, lahko zasede eno izmed 930 vrednosti, atribut obl0, ki
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nosi podatek o obliki besede, lahko zavzame kar 23082 razlicˇnih vrednosti,
atribut lem0 pa 10951. Ti atributi so zelo verjetno dobro ocenjeni le za to
specificˇno ucˇno mnozˇico oz. korpus. Najboljˇsa mesta zasedajo po nasˇem mne-
nju neinformativni atributi. To nam pove, da je uporabljeni korpus morda
neprimeren za strojno ucˇenje. Zaradi tega lahko pricˇakujemo, da se bodo











1 0.278 msd0 12 0.093 msd-2
2 0.273 lem0 13 0.091 msd2
3 0.251 je vez1 14 0.082 lem-2
4 0.243 obl0 15 0.077 obl-2
5 0.213 lem1 16 0.076 je vez0
6 0.197 obl1 17 0.072 msd-3
7 0.177 msd1 18 0.072 zac modrega0
8 0.134 msd-1 19 0.066 obl2
9 0.109 lem-1 20 0.066 lem2
10 0.103 zac modrega1 21 0.064 lem-3
11 0.102 obl-1 22 0.0604 obl-3
Tabela 6.1: Rezultat ocenjevanja atributov z mero ReliefF originalne podat-
kovne mnozˇice.
V tabelah 6.2 in 6.3 prikazˇemo rezultate ocenjevanja atributov z mero
ReliefF spremenjene podatkovne mnozˇice, na kateri smo napravili vse spre-
membe, opisane v poglavju 5. V prvi tabeli imamo podan rezultat ocenje-
vanja atributov, ko smo atribute o oblikoskladenjski oznaki opisali na prvi
nacˇin (opisano v razdelku 5.4.3): originalen atribut s podatkom o MSD kodi
smo spremenili tako, da smo obdrzˇali le prvo cˇrko oznake, razen pri veznikih,
kjer smo obdrzˇali dve cˇrki. S tem smo obdrzˇali enako sˇtevilo atributov za
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opis MSD kode kot v originalni podatkovni mnozˇici. Ta podatkovna mnozˇica
sestoji iz 90 atributov, od tega jih enajst uporabi za opis MSD kode, zato jo
bomo oznacˇili z imenom Sˇolar1-11. V tabeli 6.3 imamo rezultate ocenjevanja
atributov druge podatkovne mnozˇice, oznacˇili jo bomo z imenom Sˇolar1-99,
saj imamo 99 atributov za opis MSD kod trenutne besede in besed znotraj











1 0.301 msd0 16 0.057 je vez-1
2 0.249 msd1 17 0.055 zac rdecega-1
3 0.196 msd-1 18 0.052 msd4
4 0.134 msd-2 19 0.048 je vez2
5 0.132 je vez1 20 0.047 zac rdecega-2
6 0.125 msd2 21 0.041 msd5
7 0.111 msd-3 22 0.040 zac modrega-1
8 0.103 msd-4 23 0.039 zac rdecega-3
9 0.090 zac modrega1 24 0.038 je vez-2
10 0.083 msd-5 25 0.038 zac rdecega2
11 0.078 zac modrega0 26 0.037 je vez-4
12 0.0741 msd3 27 0.036 je da
13 0.071 je vez0 28 0.036 zac rdecega-4
14 0.065 zac rdecega1 29 0.033 je vez-3
15 0.057 zac rdecega0 30 0.032 zac modrega2
Tabela 6.2: Rezultat ocenjevanja atributov z mero ReliefF spremenjene po-
datkovne mnozˇice Sˇolar1-11.
Cˇe primerjamo obe tabeli, vidimo, da so v obeh podatkovnih mnozˇicah
najpomembnejˇsi atributi z MSD kodo, pri obeh sta MSD kodi trenutne besede
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in prejˇsnje besede v samem vrhu pomembnih atributov. V tabeli 6.3 vidimo,
da je pri uposˇtevanju MSD kode trenutne besede najbolj informativen tretji
znak te kode, nato pa prvi znak (to je podatek o besedni vrsti). Pri MSD kodi
prejˇsnje besede je najpomembnejˇsi prvi znak MSD kode, sledi pa mu drugi
znak in nato cˇetrti. Npr. za besedo pojdi iz stavka ”Le pojdi, zdaj.”, kjer
ima trenutna beseda MSD oznako Ggvvde, prejˇsnja L in naslednja Rsn, bi to
pomenilo, da strojnemu ucˇenju pri postavljanju vejic najbolj pomaga tretji
znak MSD oznake trenutne besede, ki nam v nasˇem primeru pove glagolski
vid (ta je lahko dovrsˇni, nedovrsˇni in dvovidski [3]), nato prva cˇrka MSD
kode trenutne besede, ki nam pove besedno vrsto in zatem prva cˇrka MSD
kode prejˇsnje besede, ki nam pove besedno vrsto prejˇsnje besede. Sledi peta
cˇrka MSD kode trenutne besede. V nasˇem primeru nam pove, v katerem
sˇtevilu (ednina, mnozˇina, dvojina) se nahaja trenutna beseda, ki je glagol
itd. Med prvo tretjino najpomembnejˇsih atributov se znajde tudi atribut, ki
smo ga opisali v razdelku 5.2.8 in nam pove, ali besede ustreza pogojem za
besedo da.
To, da najvecˇ informacije za strojno ucˇenje nosi atribut, ki je tretji znak
MSD kode in v nasˇem primeru sporocˇa glagolski vid ter da je cˇetrti najpo-
membnejˇsi tisti, ki dolocˇa peti znak MSD kode in nam pove sˇtevilo, za nasˇe
razumevanje postavljanja vejic v slovensˇcˇini ni logicˇno in iz tega skledamo,
da korpus ne odrazˇa dejanskih zakonitosti vejice v slovensˇcˇini. Tretji znak
MSD kode pri samostalniku dolocˇa spol, pri glagolu vid, pri pridevniku in
prislovu stopnjo, pri zaimku osebo, pri sˇtevniku vrsto, pri predlogu, vezniku,
cˇlenku, medmetu in okrajˇsavi pa manjkajocˇi znak. Tezˇko si predstavljamo,
da bi bil obstoj vejice odvisen od nasˇtetih lastnosti besednih vrst.
Kvaliteta atributov pri uporabi izboljˇsanega korpusa
V tabelah 6.4 in 6.5 si ogledamo rezultate ocenjevanja atributov z mero Reli-
efF podatkovnih mnozˇic, ki smo jih zgradili z uporabo izboljˇsanega korpusa.
Predstavimo tretjino najpomembnejˇsih atributov. Mero za ocenjevanje atri-
butov smo pri mnozˇici Sˇolar2-11 pognali na vseh 728927 primerih. Zaradi
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velike cˇasovne zahtevnosti (ocenjevanje atributov mnozˇice Sˇolar2-11 je tra-
jalo teden dni) smo pri mnozˇici Sˇolar2-99 za ocenjevanje atributov uporabili
desetino primerov velikosti mnozˇice, to je 72892 primerov.
Cˇe primerjamo na enak nacˇin definirane atribute za opis oblikoskladenj-
skih oznak pri uporabi dveh razlicˇnih korpusov, vidimo, da so v tabeli 6.4
ocene atributov podobne ocenam istih atributov na slabsˇem korpusu, ki smo
jih navedli v tabeli 6.2. Mnozˇici najbolje ocenjenih atributov se ne razliku-
jeta dosti. Razen manjˇsih sprememb v vrstnem redu atributov, vidimo, da
so se med najboljˇsimi atributi pojavili trije novi, dva pa sta bila odstranjena.
Novi atributi so zac rdecega-5, zac modrega-5 in zac modrega-2. Atributa, ki
ju ne najdemo vecˇ v tretjini najpomembnejˇsih sta je vez3 ter zac modrega2.
Vidimo, da so z uporabo novega korpusa pomembnejˇse povezave med bolj
odmaknjenimi besedami. Kar deset atributov v obeh podatkovnih mnozˇicah
zaseda ista mesta med prvo tretjino najpomembnejˇsih, to so msd0, msd1,
msd-1, msd-2, msd3, je vez-1, zac rdecega-1, zac rdecega-2, zac rdecega2 ter
je da. Atributi je vez1, zac modrega1, zac rdecega0, zac modrega-1 ter je vez-
2 so se na lestvici pomaknili za nekaj mest nizˇje (so manj pomembni), atri-
buta msd4 in zac rdecega-4 pa viˇsje (so ocenjeni kot pomembnejˇsi). Vsa
mesta atributov v prvi tretjini najpomembnejˇsih so pri uporabi izboljˇsanega
korpusa dobila nekoliko boljˇso oceno, npr msd0 s starim korpusom dobi oceno
0,301, z novim korpusom pa 0,346.
Ob primerjavi tabele 6.5 s tabelo 6.3 vidimo, da pri vecˇini atributov
ni veliko sprememb. Vecˇina atrbutov ostane na podobnih mestih kot prej,
atributi msd-1-2, msd0-2, je vez1, msd-1-4, msd-1-5, zac modrega1, msd2-
3, msd3-3 obdrzˇijo svoje mesto na lestvici najboljˇsih. Atributa msd-2-3 in
msd0-7 se pomakneta nekaj mest nizˇje. Sˇtirje atributi zapustijo seznam,
to so msd0-8, msd-1-8, zac rdecega0 in je vez0, nadomestijo jih msd-3-5,
msd5-2, msd-3-4, msd-3-2. Z novim korpusom je nekoliko vecˇ poudarka na
MSD oznakah besed znotraj okoliˇskega okna na racˇun povezav med besedami.
Zanimivo je tudi, da so sˇe vedno pomembni atributi, ki dolocˇajo neprve znake
MSD kode.











1 0.348 msd0-3 31 0.085 msd2-3
2 0.319 msd0-1 32 0.085 msd2-5
3 0.310 msd-1-1 33 0.084 msd-1-7
4 0.310 msd0-5 34 0.082 msd-2-6
5 0.305 msd0-4 35 0.080 msd3-1
6 0.272 msd-1-2 36 0.078 msd0-8
7 0.270 msd0-2 37 0.077 je vez2
8 0.243 je vez1 38 0.076 zac rdecega2
9 0.207 msd-1-4 39 0.075 msd3-2
10 0.184 msd-1-5 40 0.073 je da
11 0.1832 msd1-1 41 0.071 msd4-1
12 0.180 msd-1-3 42 0.068 zac modrega2
13 0.171 zac modrega1 43 0.066 msd-3-1
14 0.157 msd1-2 44 0.065 msd-1-8
15 0.154 msd-2-1 45 0.065 msd4-2
16 0.1518 msd0-6 46 0.065 msd3-5
17 0.122 msd0-7 47 0.065 msd3-4
18 0.122 msd1-4 48 0.064 msd2-6
19 0.119 msd1-3 49 0.063 msd-2-7
20 0.115 msd-1-6 50 0.063 msd-2-8
21 0.114 msd-2-4 51 0.061 zac modrega0
22 0.112 msd1-5 52 0.061 msd5-1
23 0.109 msd2-1 53 0.061 msd3-3
24 0.107 msd-2-2 54 0.060 zac rdecega0
25 0.103 msd-2-5 55 0.060 je vez0
26 0.102 zac rdecega1 56 0.057 msd4-4
27 0.099 msd2-2 57 0.056 msd3-6
28 0.091 msd1-6 58 0.054 msd4-5
29 0.089 msd-2-3 59 0.054 msd4-3
30 0.087 msd2-4 60 0.054 msd1-7
Tabela 6.3: Rezultat ocenjevanja atributov z mero ReliefF spremenjene po-
datkovne mnozˇice Sˇolar1-99.











1 0.357 msd0-5 31 0.103 msd2-3
2 0.353 msd0-3 32 0.100 msd3-1
3 0.340 msd0-4 33 0.097 zac rdecega2
4 0.337 msd-1-1 34 0.096 zac modrega2
5 0.320 msd0-1 35 0.095 msd-2-3
6 0.292 msd-1-2 36 0.094 msd4-1
7 0.261 msd0-2 37 0.093 msd3-5
8 0.257 je vez1 38 0.092 msd3-4
9 0.233 msd-1-4 39 0.089 msd3-2
10 0.215 msd-1-5 40 0.088 msd3-3
11 0.214 msd-1-3 41 0.083 msd0-7
12 0.195 msd1-1 42 0.079 msd-1-7
13 0.189 zac modrega1 43 0.079 msd4-2
14 0.187 msd-2-1 44 0.078 msd-3-1
15 0.165 msd1-2 45 0.078 zac modrega0
16 0.145 msd1-4 46 0.077 msd-2-6
17 0.143 msd1-5 47 0.076 je da
18 0.139 msd0-6 48 0.075 msd4-4
19 0.133 msd1-3 49 0.074 msd5-1
20 0.129 msd2-1 50 0.073 msd2-6
21 0.121 zac rdecega1 51 0.072 msd4-3
22 0.116 msd-2-4 52 0.071 msd4-5
23 0.113 msd2-2 53 0.070 msd3-6
24 0.109 msd2-5 54 0.065 msd-3-5
25 0.109 msd1-6 55 0.062 msd1-7
26 0.109 msd-1-6 56 0.061 msd-2-8
27 0.108 msd-2-5 57 0.061 msd5-2
28 0.107 msd-2-2 58 0.060 msd-2-7
29 0.105 msd2-4 59 0.060 msd-3-4
30 0.103 je vez2 60 0.059 msd-3-2
Tabela 6.4: Rezultat ocenjevanja atributov z mero ReliefF desetine spreme-
njene podatkovne mnozˇice Sˇolar2-99 na izboljˇsanem korpusu.











1 0.355 msd0 16 0.055 je vez-1
2 0.271 msd1 17 0.054 zac rdecega-1
3 0.237 msd-1 18 0.054 zac rdecega0
4 0.161 msd-2 19 0.051 msd5
5 0.132 msd2 20 0.045 zac rdecega-2
6 0.132 msd-3 21 0.039 zac rdecega-3
7 0.120 msd-4 22 0.035 zac rdecega-4
8 0.106 msd-5 23 0.035 je vez2
9 0.099 zac modrega0 24 0.035 zac rdecega-5
10 0.099 je vez1 25 0.035 zac rdecega2
11 0.082 zac modrega1 26 0.034 zac modrega-1
12 0.082 msd3 27 0.034 je da
13 0.063 zac rdecega1 28 0.033 je vez-2
14 0.061 je vez0 29 0.033 zac modrega-5
15 0.060 msd4 30 0.032 zac modrega-2
Tabela 6.5: Rezultat ocenjevanja atributov z mero ReliefF spremenjene po-
datkovne mnozˇice Sˇolar2-11 na izboljˇsanem korpusu.
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Poglavje 7
Klasifikacija vejic
V tem poglavju opiˇsemo testiranje klasifikacijskih modelov. Opiˇsemo posto-
pek, ki smo ga uporabili, da smo iz novih podatkovnih mnozˇic dobili urav-
notezˇene podmnozˇice. Z njim uravnotezˇimo po dve spremenjeni podatkovni
mnozˇici za vsak korpus, to sta podatkovni mnozˇici z novo zalogo vrednosti
oblikoskladenjskih oznak ter brez neinformativnih atributov, da dobimo urav-
notezˇene podmnozˇice. Testiranje opravimo z razlicˇnimi algoritmi na osnovni
podatkovni mnozˇici obeh korpusov in za vsak korpus na dveh spremenjenih
podatkovnih mnozˇicah ter na njunih uravnotezˇenih podmnozˇicah.
7.1 Precˇno preverjanje
Testiramo po tri podatkovne mnozˇice za vsak korpus: osnovno, na kateri te-
meljijo predhodne raziskave [9], ter dve spremenjeni, ki smo jima odstranili
neinformativne atribute ter spremenili zalogo vrednosti oblikoskladenjskih
oznak. Prvi spremenjeni podatkovni mnozˇici smo atribute s podatki o MSD
kodah spremenili tako, da sestojijo le iz prve cˇrke oblikoskladenjske oznake, ta
nam pove besedno vrsto (razen pri vezniku, kjer smo obdrzˇali tudi podatek o
tem, ali je veznik priredni ali podredni), da bi se s tem izognili veliki mnozˇici
neinformativnih atributov. Drugi podatkovni mnozˇici smo oblikoskladenjske
oznake spremenili v 9 atributov. Pri vseh teh podatkovnih mnozˇicah upora-
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bimo desetkratno precˇno preverjanje, ki je del programskega paketa Weka.
7.2 Implementacija precˇnega preverjanja in
podvzorcˇenja
Da bi cˇimbolj uravnotezˇili podatkovno mnozˇico, smo implementirati ucˇenje,
s katerim smo zˇeleli zdruzˇiti prednosti precˇnega preverjanja in podvzorcˇenja
(ang. undersampling). Podatkovno mnozˇico smo razdelili na deset priblizˇno
enako mocˇnih podmnozˇic, ki smo jim nakljucˇno dodali enako velik vzorec
primerov brez vejic.
Podatkovno mnozˇico smo razdelili na pozitivne in negativne primere. Po-
zitivni primeri so tisti, ki imajo razred pozitiven (je-vejica), negativni pa ra-
zred ni-vejice. Zatem smo pozitivne primere nakljucˇno razbili na 10 enakih
delov. Za vsakega izmed desetih delov smo vzeli vse vse preostale pozitivne
primere (razen trenutnega dela), ter jim dodali enako sˇtevilo nakljucˇno iz-
branih negativnih primerov. Rezultat je deset ucˇnih mnozˇic. Generirali smo
sˇe deset pripadajocˇih testnih mnozˇic, ki smo jih ustvarili tako, da smo vzeli
trenutni del (desetino) pozitivnih primerov (del, ki smo ga izkljucˇili iz ucˇne
mnozˇice) in mu dodali vse negativne primere, ki jih nismo uporabili v pripa-
dajocˇi ucˇni mnozˇici. Ucˇni algoritem poklicˇemo na vsaki ucˇni mnozˇici ter nato
testiramo na pripadajocˇi testni mnozˇici. Rezultate povprecˇimo in primerjamo
z rezultati testiranj neuravnotezˇenih podatkovnih mnozˇic (tako z originalno
kot spremenjenimi) pri uporabi razlicˇnih klasifikacijskih algoritmov.
Programersko resˇitev prikazuje algoritem 1, kjer smo postopek realizirali
tako, da smo najprej v dve podatkovni strukturi (seznama) locˇili primere, ki
imajo zadnji atribut pri besedi nastavljen na je-vejica od primerov, ki imajo
zadnji atribut nastavljen na ni-vejice. Iz podatkovne strukture s pozitivnimi
primeri smo ustvarili deset novih podatkovnih struktur enake velikosti, ki jih
bomo uporabili za ucˇenje (ucˇna[i], pri cˇemer je i=1,2,3...10) in deset struk-
tur, ki jih bomo uporabili za testiranje (testna[i], pri cˇemer je i=1,2,3...10).
V vsako testno podatkovno strukturo smo zapisali po desetino vseh primerov
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iz podatkovne mnozˇice s pozitivnimi primeri. Prva tako dobi prvo desetino
pozitivnih primerov, druga drugo desetino itd. Za vsak primer iz seznama
pozitivnih primerov velja, da ga zapiˇsemo v i-to testno mnozˇico, cˇe zadosti
pogoju, da je zaporedna sˇtevilka primera (oz. besede) vecˇja ali enaka i, po-
mnozˇenem z desetino velikosti podatkovne strukture s pozitivnimi primeri
in hkrati manjˇsa od vsote zmnozˇka i*desetina sˇtevila pozitivnih primerov in
desetine sˇtevila pozitivnih primerov. S tem zagotovimo, da gre primer iz prve
desetine v prvo testno mnozˇico, iz druge desetine v drugo itd. Cˇe ne zado-
sti pogoju, primer zapiˇsemo v pripadajocˇo ucˇno mnozˇico (ucˇna[i]). Nato z
metodo random.shuﬄe nakljucˇno premesˇamo mnozˇico negativnih primerov.
V ucˇno mnozˇico zapisujemo negativne primere dokler jih je manj ali enako
sˇtevilu pozitivnih primerov, ki se zˇe nahajajo v tej ucˇni mnozˇici. To sˇtevilo
smo deklarirali ob branju vsake vrstice, nato pa ob vsakem pisanju pozi-
tivnega primera v ucˇno mnozˇico povecˇevali njegovo vrednost za 1. Ko smo
koncˇali s pisanjem pozitivnih primerov, smo to sˇtevilo uporabili kot sˇtevec
negativnih primerov, ki jih moramo zapisati v pripadajocˇo ucˇno mnozˇico.
Vse ostale negativne primere zapiˇsemo v pripadajocˇo testno mnozˇico. S tem
smo zagotovili, da je vsaka ucˇna mnozˇica dobila natanko toliko negativnih
primerov kot pozitivnih, vsaka testna pa je dobila vse preostale negativne.
Pri tem so pozitivni primeri izbrani uravnotezˇeno, negativni pa nakljucˇno.
Konkretno to za nasˇe podatkovne mnozˇice, zgrajene iz korpusa Sˇolar1,
pomeni, da smo 209157 primerov (oz. besed s pripadajocˇimi atributi) raz-
delili na 23282 pozitivnih primerov in 185875 negativnih, nato pa z zgoraj
opisano implementacijo ucˇenja dobili deset ucˇnih mnozˇic s po 20954 pozitiv-
nih primerov (to so vsi pozitivni, razen desetina, ki smo jo zapisali v testno
mnozˇico) in prav toliko negativnih. Dobili pa smo tudi deset testnih mnozˇic
s po 2328 pozitivnih in 164921 negativnih primerov. S tem smo iz razmerja
cca 1:8 med pozitivnimi in negativnimi primeri dobili ucˇne mnozˇice z enakim
sˇtevilom pozitivnih in negativnih primerov ter testne mnozˇice z razmerjem
cca 1:70 med pozitivnimi in negativnimi primeri.
Za podatkovne mnozˇice iz korpusa Sˇolar2 smo iz 728927 primerov, od tega
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65356 pozitivnih in 663571 negativnih primerov, z implementacijo ucˇenja do-
bili deset ucˇnih mnozˇic s po 58821 pozitivnih in enakim sˇtevilom negativnih
primerov ter deset testnih mnozˇic s po 6535 pozitivnih in 604750 negativnih
primerov. S tem smo iz razmerja cca 1:10 dobili razmerje med pozitivnimi in
negativnimi cca 1:92. Ker se lahko zaradi tega priklic zelo poslabsˇa, bomo te-
stiranje opravili tudi na testnih mnozˇicah, pri katerih bomo obdrzˇali osnovno
razmerje med pozitivnimi in negativnimi primeri. To storimo tako, da v te-
stni mnozˇici s 6535 pozitivnimi in 604750 negativnimi primeri odstranimo
toliko negativnih primerov, da obdrzˇimo osnovno razmerje. To pomeni, da
vsem testnim mnozˇicam odstranimo 538399 negativnih primerov, da nam
ostane 66351 negativnih primerov. Razmerje tako ostane cca 1:10.
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Algorithm 1 Uravnotezˇenje ucˇne mnozˇice
desetina← vseh pozitivnih primerov/10
for id=0 to 9 do
stevec dodanih pozitivnih← 0
for all elements in seznam pozitivnih do
if (position of element >= id*desetina) and (position of element <
id*desetina+desetina) then
add element to testna mnozica
else
add element to ucna mnozica
stevec dodanih pozitivnih← +1
end if
end for
shuﬄe elements in seznam negativnih
for all elements in seznam negativnih do
if position of element <= stevec dodanih pozitivnih then
add element to ucna mnozica
else
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Poglavje 8
Rezultati
Testiranje smo najprej opravili na korpusu Sˇolar1, ki je vseboval 209157
besed. Od tega je bilo 23282 pozitivnih in 185875 negativnih primerov. Re-
zultati testiranj so nam potrdili, da je korpus neprimeren za strojno ucˇenje,
zato smo testiranje ponovili na izboljˇsanem korpusu Sˇolar2, ki je vseboval
728927 primerov, od tega 65356 pozitivnih in 663571 negativnih.
8.1 Rezultati korpusa Sˇolar1
V tabeli 8.1 vidimo rezultate testiranj. Vidimo, da se je v primeru, ko
ni vejice, najbolje odrezal algoritem odlocˇitvena tabela in sicer na origi-
nalni podatkovni mnozˇici z mero F1=0,971. Skoraj enako dober rezultat
(F1=0,97) smo dosegli z istim algoritmom na podatkovnih mnozˇicah Sˇolar1-
MSD11 in Sˇolar1-MSD99. Vidimo, da tu ni nobene razlike pri rezultatu
med podatkovnima mnozˇicama, ki razlicˇno definirata atribute za opis MSD
oznak. Naslednji najboljˇsi rezultat smo dosegli z algoritmom nakljucˇni goz-
dovi na podatkovni mnozˇici Sˇolar1-MSD11 z mero F1=0,968. Isti algoritem
na podatkovni mnozˇici s podrobneje definirano MSD oznako (Sˇolar1-MSD99)
ima mero F1=0,966. Vidimo, da tudi v tem primeru ni veliko razlike med
mnozˇicama. Najboljˇso natancˇnost (0,9986) smo dosegli z algoritmom na-
kljucˇni gozdovi na uravnotezˇeni podatkovni mnozˇici Sˇolar1-MSD99, najboljˇsi
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priklic (0,995) pa z metodo podpornih vektorjev na neuravnotezˇeni podat-
kovni mnozˇici Sˇolar1-MSD11.
V primeru, ko je vejica, se je prav tako najbolje odrezal algoritem odlocˇitvena
tabela in prav tako na originalni podatkovni mnozˇici (F1=0,723). Sledi
rezultat istega algoritma na podatkovnih mnozˇicah Sˇolar1-MSD11 z mero
F1=0,715 in Sˇolar1-MSD99 z mero F1=0,709. Najboljˇso natancˇnost (0,92)
smo dosegli z nakljucˇnimi gozdovi na Sˇolar1-MSD11, sledi metoda podpornih
vektorjev (0,918) na isti mnozˇici in nato zopet metoda podpornih vektorjev,
tokrat na SˇOLAR1-MSD99. Najboljˇsi priklic (0,9112) smo dosegli z na-
ivnim Bayesovim klasifikatorjem na uravnotezˇenem Sˇolar1-MSD11. Sledijo
nakljucˇni gozdovi (0,908) na uravnotezˇeni Sˇolar1-MSD99 in nato RBF mrezˇa
(0,9034) na uravnotezˇeni Sˇolar1-MSD11.
Najboljˇso klasifikacijsko tocˇnost (Accuracy) smo zopet dosegli pri odlo-
cˇitveni tabeli (94,7408%) na osnovni podatkovni mnozˇici Sˇolar1-osnovni. Sle-
dita rezultata istega algoritma na spremenjeni podatkovni mnozˇici Sˇolar1-
MSD11 (94,6337%) in na podatkovni mnozˇici Sˇolar1-MSD99 (94,5123%),
nato pa algoritem nakljucˇni gozdovi (94,0772%) na podatkovni mnozˇici Sˇolar1-
MSD11. Najboljˇsi AUC je dosegel algoritem nakljucˇni gozdovi (0,963) na
podatkovni mnozˇici Sˇolar1-MSD99, sledi rezultat istega algoritma (0,955) na
podatkovni mnozˇici z manj atributi za opis MSD kode, to je Sˇolar1-MSD11,
tretji najboljˇsi rezultat za AUC pa je dosegla metoda odlocˇitvena tabela na
Sˇolar1-MSD99 z AUC=0,942.
Dejstvo, da je odvzem neinformativnih atributov poslabsˇal rezultate in
tudi to, da se od vseh algoritmov, ki smo jih uporabili, najbolje odrezˇe
odlocˇitvena tabela, nam potrdi, da je korpus slab in neprimeren za strojno
ucˇenje. Po natancˇnejˇsem pregledu korpusa ugotovimo, da je poleg veliko
stavkov, ki ne vsebujejo nobene vejice, korpus vsebuje tudi veliko napacˇno
postavljenih vejic. Sestavlja ga veliko podobnih besedil. Prav tako je poln
nepravilno tvorjenih stavkov z veliko pogovornih in iz tujine prevzetih besed.
Uravnotezˇenje mnozˇic ni uspelo, rezultati so se poslabsˇali pri vseh algo-
ritmih in pri obeh podatkovnih mnozˇicah. Razlog za poslabsˇanje je morda
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to, da smo z generiranjem novih testnih mnozˇic spremenili razmerje med po-
zitivnimi in negativnimi primeri. V originalni mnozˇici je bilo to razmerje cca
1:8, v novih ucˇnih 1:1, v novih testnih pa cca 1:71. Ker je korpus neprime-
ren za strojno ucˇenje, testiranja z ohranjenim razmerjem med pozitivnimi in
negativnimi primeri nismo preizkusili. Smo pa to preizkusili na izboljˇsanem
korpusu v nadaljevanju.
Zanimivo je, da razlicˇna izbira opisa MSD kod le malo spremeni rezul-
tate. Za primer, kadar ni vejice, se odlocˇitvena tabela in SMO nekoliko
bolje odrezˇeta z vecˇjim sˇtevilom atributov za opis MSD kode, vsi ostali
pa z manjˇsim. V primeru, kadar je vejica, se naivni Bayesov klasifikator,
RBF mrezˇa, odlocˇitvena tabela in nakljucˇni gozdovi bolje odrezˇejo z manjˇsim
sˇtevilom atributov o MSD kodi, ADTree, AdaBoostM1 in SMO pa z vecˇjim.
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Ni vejice Je vejica
Natancˇnost Priklic F1 Natancˇnost Priklic F1
Accuracy [%] AUC
Sˇolar1 - osnovni NaiveBayes 0,971 0,917 0,943 0,542 0,785 0,641 90,2117 0,931
RBFNetwork 0,954 0,947 0,951 0,601 0,639 0,619 91,2616 0,868
ADTree 0,947 0,982 0,964 0,794 0,563 0,659 93,5097 0,904
AdaBoostM1 0,947 0,976 0,961 0,745 0,566 0,643 93,0153 0,826
DecisionTable 0,954 0,989 0,971 0,873 0,617 0,723 94,7408 0,89
Sˇolar1 - MSD11 NaiveBayes 0,975 0,851 0,909 0,41 0,825 0,548 84,8511 0,906
RBFNetwork 0,923 0,976 0,949 0,646 0,347 0,452 90,6128 0,881
ADTree 0,942 0,985 0,963 0,812 0,519 0,633 93,3103 0,907
AdaBoostM1 0,948 0,946 0,947 0,576 0,582 0,579 90,5679 0,856
DecisionTable 0,952 0,989 0,97 0,874 0,605 0,715 94,6337 0,943
RandomForest 0,942 0,994 0,968 0,92 0,512 0,658 94,0772 0,955
SMO 0,939 0,995 0,966 0,918 0,484 0,634 93,7731 0,739
Sˇolar1 - MSD11 NaiveBayes 0,998 0,6603 0,7947 0,0365 0,9112 0,0702 66,38827 0,9055
- uravnotezˇeno RBFNetwork 0,998 0,6375 0,888 0,0346 0,9034 0,0665 64,12426 0,8721
ADTree 0,9977 0,811 0,9036 0,0605 0,8606 0,1131 81,16486 0,9085
AdaBoostM1 0,9963 0,8528 0,9189 0,0722 0,777 0,1314 85,17402 0,8947
DecisionTable 0,9979 0,8662 0,9271 0,0833 0,858 0,1517 86,59347 0,9377
RandomForest 0,9977 0,869 0,9289 0,0841 0,8488 0,1525 86,88069 0,9315
SMO 0,9972 0,8914 0,9353 0,0901 0,8396 0,1631 87,99306 0,86
Sˇolar1 - MSD99 NaiveBayes 0,972 0,85 0,907 0,403 0,805 0,537 84,5365 0,908
RBFNetwork 0,903 0,986 0,943 0,584 0,158 0,249 89,374 0,864
ADTree 0,942 0,986 0,964 0,823 0,52 0,637 93,4069 0,924
AdaBoostM1 0,945 0,958 0,951 0,622 0,555 0,587 91,2884 0,875
DecisionTable 0,952 0,988 0,97 0,866 0,6 0,709 94,5123 0,942
RandomForest 0,942 0,992 0,966 0,89 0,511 0,649 93,8491 0,963
SMO 0,94 0,994 0,966 0,914 0,496 0,643 93,8754 0,745
Sˇolar1 - MSD99 NaiveBayes 0,997 0,8091 0,8936 0,0588 0,8436 0,1098 81,95738 0,9078
-uravnotezˇeno RBFNetwork 0,9971 0,741 0,8492 0,0467 0,8635 0,0884 74,26707 0,8834
ADTree 0,997 0,8523 0,9183 0,0769 0,8153 0,1398 85,1671 0,922
AdaBoostM1 0,996 9,014 0,9463 0,1792 0,6685 0,2273 89,91653 0,9111
DecisionTable 0,989 0,8452 0,9155 0,0756 0,8924 0,1394 84,58838 0,9362
RandomForest 0,9986 0,8801 0,9356 0,0965 0,908 0,1746 88,04742 1,8581
SMO 0,998 0,8776 0,934 0,1695 0,7946 0,1644 87,76007 0,8849
Tabela 8.1: Rezultati testiranj podatkovnih mnozˇic, zgrajenih s korpusom
Sˇolar1.
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8.2 Rezultati korpusa Sˇolar2
Oglejmo si sˇe rezultate testiranj podatkovnih mnozˇic posodobljenega kor-
pusa, kjer je primerov z vejicami skoraj trikrat vecˇ. Veliko stavkov iz kor-
pusa Sˇolar1 je Peter Holozan [8] rocˇno pregledal in popravil. V tabeli 8.2
vidimo rezultate teh testiranj. Najboljˇsi rezultati so podcˇrtani. Zaradi ve-
like cˇasovne zahtevnosti algoritmov SMO in odlocˇitvena tabela smo morali
pri teh algoritmih uporabiti zmanjˇsane podatkovne mnozˇice. Uporabili smo
nakljucˇno izbrano desetino mnozˇice Sˇolar2, kar pomeni, da smo uporabili
72892 primerov. Pri vseh ostalih algoritmih smo uporabili Sˇolar2 originalne
velikosti, to je 728927 primerov. Pri SMO smo uporabili razlicˇne parametre.
Poizkusili smo, kaksˇen rezultat dobimo z izbiro linearnega jedra in kaksˇen
rezultat z izbiro kvadratnega jedra. Pri vseh ostalih algoritmih smo uporabili
privzete parametre.
V tabeli 8.2 vidimo, da za primer, kadar ni vejice, najboljˇsi rezultat
pri meri F1 (0,976) dobimo z nakljucˇnimi gozdovi na podatkovni mnozˇici,
kjer za opis MSD kode uporabljamo po 9 znakov za vsako besedo, to je
Sˇolar2-MSD99. Skoraj enako dober rezultat (0,975) dobimo z istim algorit-
mom na mnozˇici Sˇolar2-MSD11. Sledi metoda ADTree z mero F1=0,972 na
mnozˇici Sˇolar2-MSD99 in mero F1=0,971 na mnozˇici Sˇolar2-MSD11. Naj-
boljˇso natancˇnost (0,999) dobimo z nakljucˇnimi gozdovi pri uravnotezˇeni
mnozˇici Sˇolar2-MSD99, prav tako se tudi vsi ostali algoritmi pri vseh po-
datkovnih mnozˇicah odrezˇejo skoraj enako dobro. Najboljˇsi priklic dobimo
zopet z metodama nakljucˇni gozdovi (0,996) na mnozˇici Sˇolar2-MSD99 ter
ADTree (0,996) na Sˇolar2-MSD11. Sledita jima rezultata istih algoritmov,
ADtree (0,995) na mnozˇici Sˇolar2-MSD99 ter nakljucˇni gozdovi (0,995) na
Sˇolar2-MSD11. Vidimo, da so za primer, kadar ni vejice, minimalne razlike
v rezultatih pri mnozˇicah, ki razlicˇno definirajo atribute za opis MSD kod.
Za primer, kadar je vejica, se z mero F1=0,68 najbolje odrezˇe algoritem
nakljucˇni gozdovi na mnozˇici Sˇolar2-MSD11. Sledita mu rezultata algorit-
mov ADtree (0,638) in nakljucˇni gozdovi (0,579) na Sˇolar2-MSD99. Ostali
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algoritmi imajo obcˇutno slabsˇe rezultate za mero F1. Najboljˇso natancˇnost
dosezˇemo z nakljucˇnimi gozdovi (0,925) na Sˇolar2-MSD99, nato z ADTree
(0,916) na Sˇolar2-MSD11 in nakljucˇnimi gozdovi (0,913) na isti mnozˇici. Naj-
boljˇsi priklic dobimo z uporabo naivnega Bayesovega klasifikatorja (0,9042)
na uravnotezˇeni mnozˇici Sˇolar2-MSD11. Sledi mu rezultat nakljucˇnih gozdov
(0,8982) na uravnotezˇeni Sˇolar2-MSD99.
Najboljˇso klasifikacijsko tocˇnost (95,4554%) dosezˇemo z uporabo nakljucˇ-
nih gozdov na podatkovni mnozˇici Sˇolar2-MSD99. Sledi mu rezultat istega
algoritma (95,4281%) na mnozˇici Sˇolar2-MSD11. Nato sledita rezultata al-
goritma ADTree (94,8664% in 94,5016%) na obeh omenjenih mnozˇicah. Naj-
boljˇsi AUC (0,973) dobimo z nakljucˇnimi gozdovi na Sˇolar2-MSD99, nasle-
dnje tri najboljˇse rezultate (0,9573, 0,9467 in 0,943) dobimo z uporabo istega
algoritma na vseh preostalih mnozˇicah. Vidimo, da najboljˇse rezultate za
oba primera, kadar je vejica in kadar je ni, dobimo z uporabo algoritmov
nakljucˇni gozdovi in ADTree.
Znotraj uravnotezˇenih podatkovnih mnozˇic, kjer smo obdrzˇali prvotno
razmerje med pozitivnimi in negativnimi primeri, se je pri mnozˇici SˇOLAR2-
MSD99 za primer je-vejica najbolje odrezal algoritem nakljucˇni gozdovi z
mero F1=0,6198. Vidimo, da je ohranitev prvotnega razmerja med pozitiv-
nimi in negativnimi primeri bistveno izboljˇsala rezultate, saj smo dosegli viˇsjo
natancˇnost. Za primer ni-vejice se je na isti mnozˇici zopet najbolje odrezal al-
goritem nakljucˇni gozdovi z mero F1=0,9192. Na mnozˇici SˇOLAR2-MSD11,
po tem ko smo jo uravnotezˇili in obdrzˇali razmerje cca 1:10 med pozitivnimi
in negativnimi primeri, se je za primer, kadar je vejica in prav tako za pri-
mer, kadar ni vejice, najbolje odrezal algoritem odlocˇitvena tabela z mero
F1=0,5755 za prvi primer in z mero F1=0,9351 za drugi primer. Cˇe med
seboj primerjamo meri F1 pri istem postopku uravnotezˇevanja in prav tako
pri enakem razmerju, vendar pri razlicˇnem sˇtevilu atributov za opis obliko-
skladenjskih oznak, vidimo, da se je pri uravnotezˇenih mnozˇicah z obdrzˇanim
razmerjem najbolje odrezala mnozˇica, kjer smo uporabili 99 atributov za opis
MSD oznake za primer je-vejica in mnozˇica z 11 atributi za MSD oznake za
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primer ni-vejice.
Pri testiranju na mnozˇicah, ki smo jih zmanjˇsali na desetino originalne ve-
likosti, vidimo, da najboljˇsi rezultat dobimo z algoritmom odlocˇitvena tabela.
Za primer, kjer ni vejice, je to pri meri F1=0,977 na podatkovni mnozˇici,
kjer MSD oznako opisujemo z 11 atributi. Za primer, kadar je vejica, pa
najboljˇsi rezultat dobimo z mero F1=0,709 pri istem algoritmu in isti podat-
kovni mnozˇici, torej mnozˇici, kjer oblikoskladenjsko oznako opisujemo z 11
atributi. Cˇe primerjamo rezultata pri uporabi metode podpornih vektorjev z
razlicˇnimi algoritmi, vidimo, da se bolje odrezˇe izbira linearnega jedra. Naj-
boljˇsemu rezultatu, ki smo ga dobili pri testiranju na zmanjˇsanih mnozˇicah,
se najbolj priblizˇa algoritem, s katerim smo dobili najboljˇsi rezultat na ori-
ginalni velikosti mnozˇic, to je algoritem nakljucˇni gozdovi.
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Ni vejice Je vejica
Natancˇnost Priklic F1 Natancˇnost Priklic F1
Accuracy [%] AUC
Sˇolar2 - MSD99 NaiveBayes 0,979 0,84 0,904 0,333 0,813 0,473 83,7456 0,905
RBFNetwork 0,927 0,985 0,955 0,591 0,217 0,318 91,6339 0,868
ADTree 0,951 0,995 0,972 0,898 0,482 0,638 94,8664 0,925
AdaBoostM1 0,951 0,97 0,961 0,62 0,489 0,547 92,7351 0,882
RandomForest 0,956 0,996 0,976 0,925 0,536 0,579 95,4554 0,973
Sˇolar2 - MSD99 NaiveBayes 0,998 0,7944 0,8848 0,0429 0,85 0,0814 79,51062 0,905
- uravnotezˇeno RBFNetwork 0,9978 0,7597 0,8615 0,038 0,8441 0,0725 76,06046 0,8749
ADTree 0,998 0,829 0,906 0,0515 0,8584 0,0971 82,91366 0,9249
AdaBoostM1 0,9976 0,8351 0,9085 0,0529 0,8005 0,0985 83,490518 0,908
RandomForest 0,999 0,887 0,9397 0,0793 0,8982 0,1457 88,71698 0,9573
Sˇolar2 - MSD99 NaiveBayes 0,9817 0,7956 0,8791 0,2906 0,85 0,4332 80,05091 0,9054
- uravnotezˇeno z obdrzˇanim razmerjem RBFNetwork 0,9805 0,7603 0,8553 0,2634 0,8441 0,3994 76,78716 0,8752
ADTree 0,9483 0,8296 0,8817 0,3927 0,8584 0,5203 83,42836 0,9251
AdaBoostM1 0,924 0,8353 0,8651 0,3841 0,8005 0,4916 81,51685 0,9083
DecisionTable 0,9565 0,8785 0,9136 0,4726 0,879 0,6023 87,98982 0,9436
RandomForest 0,9589 0,8868 0,9192 0,4888 0,893 0,6198 88,70218 0,9552
Sˇolar2 - MSD11 NaiveBayes 0,983 0,769 0,863 0,269 0,861 0,41 77,754 0,903
RBFNetwork 0,922 0,992 0,956 0,654 0,147 0,24 91,6551 0,87
ADTree 0,946 0,996 0,971 0,916 0,426 0,581 94,5016 0,913
AdaBoostM1 0,952 0,97 0,961 0,621 0,499 0,553 92,7753 0,867
RandomForest 0,957 0,995 0,975 0,913 0,542 0,68 95,4281 0,943
Sˇolar2 - MSD11 NaiveBayes 0,9981 0,6368 0,7778 0,0261 0,9042 0,054 63,98065 0,9029
-uravnotezˇeno RBFNetwork 0,9978 0,7096 0,8254 0,0342 0,8546 0,0652 71,11784 0,8781
ADTree 0,998 0,8213 0,901 0,05 0,8654 0,1787 82,1834 0,9136
AdaBoostM1 0,9968 0,8704 0,92743 0,0674 0,7683 0,1218 86,91878 0,9009
RandomForest 0,998 0,8835 0,9375 0,0745 0,8683 0,1375 88,34154 0,9467
Sˇolar2 - MSD11 NaiveBayes 0,9774 0,6367 0,7734 0,1968 0,9042 0,3234 66,06097 0,9029
- uravnotezˇeno z obdrzˇanim razmerjem RBFNetwork 0,9791 0,7082 0,8171 0,2287 0,7986 0,3697 72,08435 0,8724
ADTree 0,9841 0,8209 0,895 0,3225 0,8654 0,4698 82,49184 0,9136
AdaBoostM1 0,9728 0,8798 0,9232 0,4052 0,7462 0,5136 86,78237 0,9004
DecisionTable 0,9845 0,8904 0,9351 0,436 0,8578 0,578 88,7534 0,9492
RandomForest 0,9867 0,8838 0,9326 0,4275 0,8802 0,5755 88,35771 0,9507
ZMANJSˇANE MNOZˇICE
1/10 Sˇolar2 - MSD99 DecisionTable 0,958 0,995 0,976 0,918 0,653 0,698 95,5893 0,939
SMO z linearnim jedrom 0,955 0,996 0,975 0,928 0,529 0,674 95,3657 0,762
SMO s kvadratnim jedrom 0,927 1 0,962 0,996 0,21 0,347 92,8482 0,605
1/10 Sˇolar2 - MSD11 DecisionTable 0,959 0,995 0,977 0,92 0,577 0,709 95,7197 0,94
SMO z linearnim jedrom 0,954 0,997 0,975 0,942 0,52 0,67 95,3671 0,758
SMO s kvadratnim jedrom 0,943 0,992 0,967 0,834 0,392 0,534 93,799 0,692




Zˇeleli smo se naucˇiti avtomatskega postavljanja vejic za slovenski jezik. Tre-
nutno za slovensˇcˇino obstajajo le programi, ki avtomatsko postavljajo vejice
v besedilo s pomocˇjo sprogramiranih pravil. Ker je slovensˇcˇina izjemno mor-
folosˇko bogat jezik in je potrebno za postavljanje vejic uposˇtevati nemalo
pravil, ki jih je tezˇko ali nemogocˇe programsko realizirati, smo zˇeleli po-
stavljanje vejic izboljˇsati s strojnim ucˇenjem. V pomocˇ strojnemu ucˇenju
smo dodali atribute, generirane s pomocˇjo pravil, ki jih za postavljanje vejic
uporablja eden od obstojecˇih programov.
Modificirali smo podatkovne mnozˇice, ki so bile uporabljene v preteklih
raziskavah, in uporabili nekatere nove algoritme strojnega ucˇenja. Originalne
podatkovne mnozˇice smo spremenili tako, da smo jim najprej odstranili ne-
informativne atribute, ki so otezˇevali strojno ucˇenje in povecˇevali njegovo
cˇasovno zahtevnost ter porabo virov. Nato smo dodali nove atribute, generi-
rane na podlagi pravil, ki jih za postavljanje vejic s pomocˇjo pravil uporablja
orodje LanguageTool. Prav tako smo dodali atribute, ki smo jih generirali
na podlagi pravopisnih pravil za slovenski jezik. Na dva nacˇina smo preo-
blikovali atribute za zapis oblikoskladenjskih oznak. Pri prvem nacˇinu smo
za zapis atributa uporabili samo prvo cˇrko oblikoskladenjske oznake in s tem
obdrzˇali le besedno vrsto besed znotraj okoliˇskega okna. Pri drugem nacˇinu
smo obdrzˇali celotno oblikoskladenjsko oznako tako, da smo jo razdelili na
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9 novih atributov, kjer je vsak atribut nosil po en znak oznake. Tako smo
neinformativno zalogo vrednosti z vecˇ kot 930 razlicˇnimi oblikoskladenjskimi
oznakami nadomestili z novo, bolj smiselno. Poskusili smo izboljˇsati rezultate
z lastno implementacijo ucˇenja, ki bi zagotovilo prednosti precˇnega prever-
janja in podvzorcˇenja.
Ugotovili smo, da je najbolj pomemben kakovosten korpus. Najbolj
uspesˇne metode strojnega ucˇenja so algoritmi nakljucˇna drevesa, alternirajocˇe
odlocˇitveno drevo ter odlocˇitvena tabela. Rezultati pri najboljˇsih algoritmih
so zelo podobni pri obeh podatkovnih mnozˇicah, kjer smo razlicˇno generirali
atribute o MSD oznakah. Za primer, kadar je vejica, se je najbolje odrezal al-
goritem nakljucˇni gozdovi na mnozˇici, kjer smo za opis MSD oznak uporabili
11 atributov. Za primer, kadar ni vejice, s je najbolje odrezal isti algoritem,
vendar na mnozˇici, kjer smo za opis atributov uporabili 99 atributov. Ven-
dar pa se rezultat ucˇenja z 11 atributi za opis MSD le minimalno razlikuje
od najboljˇsega rezultata (razlika je 0,001). To zelo verjetno pomeni, da ob
uporabi primernega korpusa zadostuje, cˇe za opis oblikoskladenjskih oznak
uporabimo le besedno vrsto (razen pri veznikih, kjer uporabimo dve cˇrki za
zapis atributa).
Zanimivo bi bilo videti, kako se strojno ucˇenje odrezˇe, cˇe podatkovnim
mnozˇicam dodamo atribute, generirane glede na vsa pravila za postavljanje
vejic v slovensˇcˇini. To bi bilo mogocˇe implementirati, cˇe bi bila pravila za
postavljanje vejic v slovensˇcˇini v osnovi podana jasno in nedvoumno, bolje
definirana glede na povezave besed znotraj stavkov ter glede na oblikoskla-
denjske oznake besed znotraj povedi. Zanimalo bi nas tudi, kako bi se obnesla
implementacija tretjega nacˇina definiranja MSD oznak, ki smo ga opisali v
razdelku 5.4.3 in zahteva vecˇ racˇunskih zmogljivosti.
Za obstoj jezika, ki ga govori ali razume samo 2,5 milijona ljudi, je iz-
jemno pomembno razvijanje ter konstantno nadgrajevanje jezikovnih tehno-
logij, ki bodo omogocˇale, da bo slovensˇcˇina tudi v prihodnosti enakovreden
jezik ostalim evropskim in drugim jezikom. Za kvalitetno procesiranje narav-
nega jezika so izjemno pomembne kompleksnejˇse jezikovne tehnologije, kot
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so lematizator, oznacˇevalnik in skladenjski razcˇlenjevalnik. Temelj vseh pa je
kvaliteten in po mozˇnosti homogen korpus, ki mora biti sestavljen iz dobrih
in (vecˇkrat) lektoriranih besedil s strani strokovnjakov za jezik.
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