ABSTRACT As identifying people's movements across zones can improve our understanding of transportation patterns and recommend strategies for urban planning such as precise locations for targeted advertisements, residential zoning, and transportation development. However, when the amount of data is large or the relationships between data are complex, traditional algorithms for movement patterns between zones become ineffective. We propose a new agglomeration algorithm, namely, the density-based movement patterns between zones (DBMPZ), to mine spatial clustering of movement patterns. To validate the proposed algorithm, we use a real-world dataset of subway commuters in Shanghai and some synthetic datasets to identify movement patterns between zones. The experiment results show that the proposed algorithm can effectively mine movement patterns between zones with high precision, effectiveness, and efficiency. In addition, the proposed algorithm can also play an important role in other regions or types of transportation dataset by modifying the clustering procedure.
I. INTRODUCTION
An efficient and convenient public transportation system is crucial because of the large population of a city and the considerable demand for transportation. At present, the evaluation of the convenience and patency of traffic is generally poor in first-tier urban areas [1] - [3] . Unreasonable distribution of traffic demand leads to problems, such as long-distance detours and passenger traffic congestion [4] - [6] . Therefore, the construction of a livable city should include the improvement of the construction of the urban public transport system and the promotion of green travel for residents [7] - [9] . Urban rail transit is one of the important measures for rationally using limited urban land resources and solving traffic jams in large cities. Studying the spatial and temporal distribution characteristics of urban subway passenger flow is conducive to screening public transport requirements of large cities and formulating a rational traffic
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demand management policy to promote the rapid development of urban smart transportation [7] - [12] .
State-of-the-art studies of movement pattern between zones include the following two main types: the MPZ (movement patterns between zones) and MPFZ (movement patterns between functional zones) algorithms [13] , [14] . These algorithms are similar in terms of detecting movement pattern between zones. As shown in Figure 1 (a), assuming that a set of subway stations {s 11 , s 12 , . . . ,s 27 , s 28 , . . .} exists, two stations with subsequent indexes are adjacent. The starting point of the arrow indicates the origin station, and the ending point indicates the destination station. The solid arrows indicate movement patterns with large traffic, and the dotted arrows indicate a movement pattern with a small flow of people. The results in Figure 1 (b) are obtained using the MPZ and MPFZ algorithms: {s 11 , s 12 , . . ., s 17 } → {s 21 , s 22 , . . . ,s 28 }. Here {s 11 , s 12 , . . ., s 17 } represents the origin zone of the movement pattern. Similarly, {s 21 , s 22 , . . . ,s 28 } represents the destination zone of the movement pattern. And the right arrow, ''→'', indicates the direction between these zones. Evidently, these algorithms have the following limitations: (1) The relationship between the origin zone and destination zone in a movement pattern is not close, which means that the interaction between them is not significant, because few people from zone {s 14 , s 15 } visit zone {s 24 , s 25 }; and (2) the time complexity of these two algorithms is high to reach O(n * n), where n is the number of OD (Origin-Destination) pairs. Time consumption becomes a major problem when the amount of data is large.
Our goal is to detect the density-based movement patterns between zones (DBMPZ) pattern with less time, where the origin and destination zones are strongly related to each other, as shown in Figure 1 (c). Reasons for the improvement of our algorithm is that, during the merging process of two OD pairs, two conditions are considered. Firstly, the origin station and destination station of two OD pairs must be adjacent; secondly, these two pairs should meet the specified density based requirements proposed in this paper. Therefore, the movement pattern recognized in our research shows a closer relationship between the origin zone and destination zone.
However, finding the DBMPZ pattern from the OD point to the area of the dataset poses challenges in the following aspects:
Strongly Coherent: The origin and destination stations in a DBMPZ pattern are strongly coherent.
This strong coherent is mainly reflected in three aspects: a. stations in the origin region are adjacent. b. stations in the destination region are also adjacent. c. most people from each station in the origin region flow to one or more stations in the target region.
Efficiency: High efficiency is vital to processing largescale data because a large number of OD pairs are generated in a second for real-world OD datasets (such as subway commuting data). When processing large amounts of data, if the time complexity of the algorithm is high, it may consume a lot of computing time or even can not complete the calculation.
Effectiveness: To discover finer-grained and more relevant DBMPZ patterns, we must avoid merging some low-traffic OD pairs, in which fewer people flow from the origin station to the destination station.
To address these challenges, we proposed the algorithm DBMPZ. The main contributions of this research are as follows:
1) A new clustering algorithm is proposed to identify high-quality DBMPZ patterns, in which the origin zone and the destination zone are more closely connected. 2) The computing time complexity of our approach are reduced from O(N 2 ) to O(N ) with the establishment a neighbor index for each OD pair.
3) The proposed algorithm are demonstrated on real-world (Subway commuting data) and synthetic OD pair datasets to proved that DBMPZ is superior to existing methods in precessionĄCeffectiveness and efficiency. The remainder of this paper is organized as follows: In the Related Works section, the literature review is divided into three parts, namely, identification of movement patterns, zones, and movement patterns between zones. In the Problem Description section, the related definition and systemic framework are described. In the Materials and Algorithm section, we present the pre-processing module, illustrate the DBMPZ algorithm, and introduce four evaluation indices to measure the validity of the result. In the Case Study and Analysis section, we introduce the study area and demonstrate the precision, effectiveness, and efficiency of our proposed algorithm. Finally, we conclude this paper, considering the potential of this work, and present our vision for future studies in the Discussion and Conclusion section.
II. RELATED WORKS A. IDENTIFICATION OF MOVEMENT PATTERNS BETWEEN STATIONS
The purpose of the identification of movement patterns is to grasp interesting common patterns or behavior from large single moving objects [13] - [18] . It can describe and analyze the spatio-temporal patterns and trends of mass mobility [19] , [20] . The original data for movement pattern analysis are mainly obtained from travel time [21] - [23] , trajectories, check-in data [8] , [9] , [24] , and commutes [7] . Previous studies identified different movement patterns in different ways, such as extracting transit trip chains through individual movement patterns [25] - [27] ; analyzing the movement characteristics of the group to identify the rules of the group's movement, the tendency of the group's movement, and the group events; and extracting and analyzing the patterns of movement between station to station [28] , [29] .
Although this process can characterize the patterns of movement sequences, it cannot identify regional features. For a given origin-destination (OD) dataset, as shown in Figure 2(a) , the algorithms can identify only the movement patterns between stations, {s7} → {s30}, {s31} → {s29}, {s31} → {s28}, {s8} → {30} and so on, as shown in Figure 2 (b). 
B. IDENTIFICATION OF ZONES
The algorithms for identification of zones focus on the movement within a specific region. Some studies identify the land use types through the distribution of the taxi trip OD dataset [25] - [27] , [30]-32] . Some studies examine the accessibility of household trip linking and pattern preference and their relationship to residential preference [33] - [35] .
However, these approaches only discover the mutually independent regions and cannot analyze the movement patterns of these regions in depth. Figure 2( 4 , s 5 , s 6 }, and so on.
C. IDENTIFICATION OF MOVEMENT PATTERN BETWEEN ZONES
Existing studies focus on the identification of movement patterns between stations or on the analysis of individual regions, but do not synchronously consider movement patterns between zones.
To detect movement patterns and zones, Kim et al. (2014) proposed algorithm MZP by combining a variety of existing algorithms using the historical movement behavior of people [14] . proposed the MPFZ algorithm on the basis of Kim et al.'s algorithm [13] . For these two algorithms, n distinct initial OD pairs are given. To construct the joint average frequency matrix of n by n dimensions, values of any two OD pairs should be calculated. Therefore, the computational complexity of these algorithms is O(n 2 ). Their algorithm considers not only the constraints of geographical adjacency but also the station features.
Figure 2(d) shows that the algorithm can identify both zones and the relations between them, such as Zone-O1 The distance between adjacent subway stations is relatively close. For instance, in the subway network considered in this research, the distances of 89% of adjacent stations less than 2 kilometers. And the geographical distances between two adjacent stations in urban areas are generally similar to each other [14] . Thus, this paper simplifies the distance between adjacent subway stations to one, which is a topological distance, not the actual physical distance. Moreover, this paper considers not only the adjacencies of stations on the same subway line but also the adjacencies of stations on different lines in the process of identifying DBMPZs. Therefore, in this study, the distance threshold ε is set to 1.
Definition 2: (Eps-neighborhood of an OD pair) The Eps-neighborhood of an OD pair, denoted by 
if r i and r j are adjacent 0, otherwise
The joint average frequency can be achieved only if two OD pairs are adjacent. Whether or not two OD pairs can be merged is determined by using the joint average frequency. Therefore, the joint average frequency can be utilized as the merging policy of OD pairs. θ is defined as the minimum joint average frequency, that is, when the ρ r i , r j < θ , r i cannot be merged with r j . Definition 5: (density-connected) OD pair p is densityconnected to OD pair q wrt. ε and θ if a chain of OD pairs exists r 1 , r 2 , . . . ,r m , r 1 = p, r m = q and ρ (r i , r i+1 ) > θ such that r i ∈ NR ε (r i+1 ).
Definition 6: (Cluster) Let R be an OD pair dataset. An OD pair cluster C wrt. ε and θ is a non-empty subset of R, satisfying the following conditions:
(1) ∀r i , r j : if r i ∈ C and r j are density-connected to r i wrt.
ε and θ , then r j ∈ C. (Maximality) (2) ∀r i , r j ∈ C : r i is density-connected to r j wrt. ε and θ.
(Connectivity)
The following lemmas are important for validating the accuracy of our clustering algorithm. Intuitively, they state the following: Given the parameters ε and θ, we can discover a cluster through a two-step approach. First, an arbitrary OD pair is selected from the database as a seed. Second, all adjacent OD pairs that are density-connected from the seed are retrieved. Lemma 1: Let r i be an OD pair in R and NR ε (r i ) = ∅. Then, the set O = {o|o ∈ R and o is density − connected to r i wrt.ε and θ } is a cluster wrt. ε and θ.
wrt. ε and θ of cluster C is uniquely determined by any of its OD pair. However, each OD pair in C is densityconnected to any of the OD pair of C. Therefore, cluster C contains exactly the OD pairs, which are density-connected to an arbitrary OD pair of C.
Lemma 2: Let C be a cluster wrt. ε and θ, and let r i be any OD pair in C with NS ε (r i ) = ∅. Then, C is equal to the set O = {o|o ∈ R and o is density − connected to r i wrt.ε and θ}.
Definition 7: (DBMPZ pattern) Given a cluster C = {r 1 , r 2 , . . . ,r t }, the origin stations 
where freq(O → D) represents the total number of movements from stations O to stations D, and | * | is the total passenger throughout the given stations. Figure 3 shows an example of 14 stations and 8 OD pairs. Each OD pair is described by the following values: origin station, destination station, and the total number of observed movements from the origin station to destination station. Such as, for an OD pair r 1 = {S 11 } → {S 22 }(50), S 11 and S 22 represent the origin station and the destination of the OD pair respectively, and the number 50 indicates the total number of observed movements from the origin station to destination station. Two stations with subsequent indexes are assumed to be adjacent, that is, s 12 is adjacent to s 11 and s 13 . r 2 and r 3 are adjacent because their two origin stations s 12 and s 13 and destination stations s 22 and s 23 are adjacent. However, r 8 does not have any adjacent OD pair because no OD pair has the adjacent origin and destination station with r 8 ; thus, it is defined as an independent pattern. The frequency of the r 2 can be achieved by ρ(r 2 ) = 50/(70 * 300) = 0.0024, according to Equation (1) . Here the number 70 and 300 indicate boarding passengers in origin station and drop off passengers in destination station respectively. Similarly, the joint average frequency of r 2 and r 3 can be achieved by ρ (r 2 , r 3 ) = (50 + 60)/[(70 + 90) * (300 + 200)] = 0.0013. The ρ (r 7 , r 8 ) = 0 because r 7 is not adjacent to r 8 .
Taking the OD pair r 1 as an example, its adjacent OD pair set S1 = {r 2 } is searched firstly, then the joint average frequency of r 1 and r 2 is calculated, marked as ρ (r 1 , r 2 ). If ρ (r 1 , r 2 ) is larger than the predefined minimum joint average frequency θ , r 1 and r 2 are regarded as density-connected. After that, this OD pair is extracted from S1, and continues to search new adjacent pair. At this moment, only r 2 is stored in S1 set, hence, those pairs adjacent to r 2 are searched, and then generates a new OD pair set S2 = {r 3 }. With the same approach, ρ (r 2 , r 3 ) is calculated. If ρ (r 2 , r 3 ) > θ , then r 2 and r 3 are density-connected. Due to the density connection between r 1 and r 2 , we can conclude that r 1 and r 3 are also density-connected. Likewise, for r 3 's adjacent OD pair set S3 = {r 4 }, its joint average frequency ρ (r 3 , r 4 ) < θ, so r 4 and r 3 are not density-connected, and the expansion 67798 VOLUME 7, 2019 of this pattern stopped. As a result, a new movement pattern is recognized as DBMPZ 1 = {S 11 , S 12 , S 13 } → {S 22 , S 23 }. Through this merging iteration, another new DBMPZ pattern can be achieved, which is DBMPZ 2 = {S 16 , S 17 } → {S 26 }.
B. PROCEDURE OF ALGORITHM DBMPZ
A research procedure is proposed and divided into four steps, as shown in Figure 4 . A brief description for each step is illustrated as follows:
• Data storing: Collect inbound and outbound information for passengers.
• Data processing: Data processing mainly involves filtering subway commuter data and identifying OD pairs and data noise reduction. Time is relaxed in this section. The output of this step is a collection of OD pairs.
• DBMPZ pattern identification: In this step, we collect adjacent OD pairs using an agglomerative clustering algorithm to identify DBMPZ patterns. The output of this step is a set of DBMPZ patterns.
• DBMPZ pattern evaluation: In this step, we evaluate each DBMPZ by using four indices, namely, v-value, avalue, c-value, and number of patterns.
IV. ALGORITHM DESCRIPTION
In Algorithm 1, the pseudocode of DBMPZ discovery is presented to identify density-based movement pattern between zones. Every OD pair (r) in the OD pair set (R) is marked as unvisited (Line 1). Then, the algorithm selects an arbitrary unvisited OD pair (r) and retrieves all density-connected OD pairs from the r wrt. ε and θ (Lines 2-4). If NeighborODpairs = ∅, then this procedure yields a cluster wrt. ε and θ (see Lemma 2) (Lines 5-7). If the NeighborODpairs = ∅, then no OD pairs are density-connected from r. Thus, r is marked as an independent OD pair, and the DBMPZ algorithm visits the next unvisited OD pair of the database (Lines 8-9). Finally, the DBMPZ pattern can be achieved by cluster C (Line 10). Algorithm 2 is used to expand clusters. First, OD pair r is added to cluster C (Line 1). Then, each unvisited r' in NeighborODpairs is marked as visited, and all density-connected OD pairs from the r wrt. ε and θ (Line 2-5) are retrieved. If the NeighborODpairs' = ∅, then the OD pairs in NeighborODpairs' are added to NeighborODpairs (Lines 6-7). Otherwise, no OD pairs are density-connected from r'; thus, r' is marked as an independent OD pair, and algorithm ExpandCluster visits the next unvisited OD pair of the NeighborODpairs (Lines 8-9 ). Finally, cluster C is output. Example: The following case is an example to enable readers to better understand the algorithm. In Figure 5 (a), {s 11 , s 12 , s 13 , . . . ,s 25 , s 26 } represents a station set. The top six stations in the figure represent origin stations, the bottom six stations in the figure represent destination stations, and any two stations with subsequent position are adjacent. Rectangles in the middle of the figure represent the movement patterns, and the length of each rectangle represents the frequency of a movement pattern. In the initial phase, as shown in Figure 5 (a), six OD pairs are marked as unvisited, and the process can start at any pair, taking r 1 as an example, and then r 1 is marked as visited. In the following figures, red dotted rectangles represent the currently selected OD pair, which is extended; black arrows mark the expansion direction; and purple dotted rectangles represent the neighbors of the currently selected OD pair. In Figure 5 (b), r 2 is the neighbor of r 1 . The new frequency ρ(r 1 , r 2 ), after a combination of r 2 and r 1 , is greater than the frequency threshold. Therefore, movement pattern r 2 and r 1 are density-connected and can be merged into a cluster {r 1 , r 2 }. Then, any OD pair in the cluster, which is marked as unvisited, can be expanded. As shown in Figure 5 (c), r 2 is selected as the next expanded OD pair. The neighbors of r 2 are r 1 and r 3 , but only r 3 is considered because r 1 has already been marked as visited. New frequency ρ(r 2 , r 3 ) is lower than the frequency threshold. As a result, r 2 and r 3 is not density-connected and cannot be merged into the cluster. DBMPZ pattern s 11, s 12 → s 21, s 22 is obtained because all movement patterns in the cluster have been marked as visited, as shown in Figure 5 (d) and marked in blue. Then, any unvisited OD pair is selected, such as r 3 . This process is repeated until all movement patterns are Figure 5 (h).
A. ALGORITHM EVALUATION
He et al. proposed some evaluating rules to estimate the relation between the two sets [36] . Kim et al. performed further improvements and proposed three evaluation indicators, namely, v-value, a-value, and c-value, based on the evaluating rules [14] . The first assessment indicator reflects the ratio of the number of objects in the pattern and the number of the entire dataset. The second assessment indicator (a-value) indicates the confidence level of the current regional mobility pattern, that is, the dependence between the source region and the destination region. The first two evaluation indicators always show an inverse relationship, that is, when one value becomes large, the other value becomes small correspondingly. The third indicator c-value is used to obtain a trade-off for the first two indicators. These three assessment indicators can effectively assess the relationship between the regions.
The evaluation indicator v-value of the ith DBMZP for a dataset is defined in Equation (4), where N is the total number of all movements in the dataset.
Then, the assessment indicator a-value of the ith DBMZP can be defined as follows:
where 
Previous v-and a-values are anti-correlated. Therefore, the cvalue can balance these two values to identify the closely related regions.
V. CASE STUDY A. DATASETS 1) SYNTHETIC DATASET
To express the superiority of the proposed algorithm intuitively, three artificial datasets are designed, as shown in Figure 6 . In dataset 1, the traffic from station s 11 stations is small. Our expected experimental result aims to form {s 11 , s 12 } → {s 21 , s 22 } area movement pattern.
2) REAL-WORLD DATA a: SUBWAY NETWORK
We use the subway network of Shanghai, China, which contains 303 stations, as obtained from Google Maps. The network mainly consists of 14 traffic routes with a total length of 537 km.
b: SMART CARD DATA
The source of smart card data has many redundant records and attributes. Therefore, data preprocessing needs to be performed before pattern mining. When people place a smart card on a card reader, the card reader stores the passenger's information, such as station name, transit time, cost, and other types of attributes, in the raw database. Preprocessing must be performed as the first step to remove incomplete or illegal commuter records, such as a record with a station name that does not exist in the subway network. An OD pair consists of an origin station, a destination station, and the number of people who move from the origin station to the destination station, as shown in Table 1 .
3) TRAJECTORY OF PASSENGERS
Each trajectory contains a passenger ID and a pair of origin/destination stations. The trajectory dataset was collected VOLUME 7, 2019 in one month from April 1 to 30, 2015 in Shanghai. The daily average traffic volume of the entire network is 7.74 million. The total count and size of the dataset is approximately 8,600,000 and 15 GB, respectively. Figure 7 provides an overview of the spatial distributions of subway stations in Shanghai.
4) TRIP DISTANCE DISTRIBUTION
The overall distribution of the movement distances from the subway commuter dataset is visualized, as shown in Figure 8 . Here, the distance is the number of stations. People are more inclined to travel relatively close distances. More than half of the people travel to fewer than 10 stations; approximately 90% of the movements occur within 30 stations. The highest frequency of the movements is between four and five stations. As the distance continues to increase, the number becomes small. In general, the subway activities are mainly short movements. However, under certain circumstances, people are willing to accomplish their trips through long movement distance.
The ratio of movement time slots is shown in Figure 9 . The figure shows the two peaks at 7-9. and 16-19; these periods are the rush hours for commuters. The ratio during the entire rush hours reaches 45.3%. During idle periods, people travel relatively less. In summary, in some specific time slots, people's movements are intensive.
B. EVALUATION OF DBMPZ
We conduct experiments to evaluate the effectiveness, precision, and efficiency of our algorithms based on real-world and synthetic datasets. In addition, it should be noted that for the real-world data set, in order to avoid the contingency of the experimental results, we divide the data set of Shanghai one month into four parts according to the basic unit of the week. Experiments were carried out for each sub-data set, and the patterns appearing in 4 weeks were analyzed and visualized, which effectively avoided the uncertainty of the pattern and increased the interpretability of the pattern.
1) PRECISION
We compare several DBMPZ patterns with corresponding MZP patterns by using two datasets. First, for the real-world subway commuter dataset, we set ε = 1 and θ = 0.00005. Figure 10 shows typical analysis results obtained by the MZP and DBMPZ algorithms based on the Shanghai Metro commute dataset. They are mainly distributed in the four areas, namely, A, B, C, D, E and F. In Region A, algorithm MZP identifies two regions, which are Zone 1 {281, 282, 283, 284, 285, 286} and Zone 2{285, 286, 64}, generating the zone movement patterns of Zone 1 → Zone 2 and Zone 2 → Zone 1, respectively. The DBMPZ algorithm obtains the result from the three regions, namely, Zone 1 {281,282}, Zone 2 {284, 285}, and Zone 3 {285, 286, 64}. Then, two zone movement patterns of Zone 1 → Zone 2 and Zone 3 → Zone 1 are generated. The main difference of these two zone movement patterns is that the number of stations in the zone identified by the former is large. Moreover, in one movement pattern between zones, a high overlap occurs among the stations in the origin area and the destination area. In Region D, the regional mobility patterns identified by the two algorithms are similar to those of Region A. In Region B, algorithm MZP obtains only an area of Zone 1{48, 49, 50, 51, 52, 53, 54, 55}, which generates the zone movement pattern of Zone 1 → Zone 1. The DBMPZ algorithm recognizes two regions, namely, Zone 1{49} and Zone 2{52, 53}. Then, the zone movement pattern of Zone 1 → Zone 2 is generated. In Region E, the two algorithms recognize the same region movement pattern, which indicates that in some cases the results of the two algorithms may be the same. In Region C, D and F, the regional mobility patterns identified by the two algorithms are similar to those of Region B.
The main difference is algorithm MZP is more inclined to merge more stations, and the traffic of these stations is lower in Figure 10 (a) , whereas algorithm DBMPZ identifies a more specific movement pattern between different regions, as shown in Figure 10 (b) . Figure 11 shows three cases of manual dataset design by using algorithm MZP and algorithm DBMPZ. For the original state 1, the analysis results obtained by algorithm MZP are shown in Figure 11(a1) , and the results obtained by the DBMPZ algorithm are shown in Figure 11 (b1). The main difference is that the number of stations in the area identified by the former algorithm is large and may include some stations with relatively small traffic. For original state 2, the analysis results obtained by algorithm MZP are shown in Figure 11(a2) , and the results obtained by the DBMPZ algorithm are shown in Figure 11 (b2). The main difference is that the former algorithm generates the zone movement pattern of one region to itself. For the original state 3, the analysis results obtained by algorithm MZP are shown in Figure 11(a3) , and the results obtained by the DBMPZ algorithm are shown in Figure 11 (b3). The main difference is that the former merges many stations with smaller traffic into the regional mobility pattern, contrary to that in the latter algorithm. This analysis identifies whether the artificial experimental data are used or the urban subway commuter data are extracted in real life. The main problem exposed by algorithm MZP is that in the same regional movement pattern, the merge granularity of the station is large, thereby merging some stations with smaller traffic. Thus, the recognition accuracy of the regional movement pattern is reduced. Figure 10 and 11 show the results of the two algorithms for the real-world and the synthetic datasets, respectively, where a1, a2, and a3 represent three DBMPZ patterns and b1, b2, b3 represent three corresponding MZP patterns. In these two algorithms, we set ε = 1 and θ = 0.00005. Here, ε is the distance threshold, and θ is the average frequency threshold.
The comparison shows the difference between algorithm DBMPZ and algorithm MZP. The results of DBMPZ are more explicit and precise than those of MZP because the former has finer granularity.
2) EFFECTIVENESS
In this subsection, we compare the DBMPZ pattern with a corresponding MZP pattern, which is detected from the same real-world data. We not only use the three indicators to assess the effectiveness of the discovered patterns but also consider the number of patterns. Figure 12 plots the four indicators that change with the joint average frequency θ. The default parameter used in the experiments is ε = 1. Figure 12 (a) and 12(b) show that with the increase in the joint average frequency θ, the average v-value tends to decrease, whereas the average a-value tends to decrease, in general because with the increasing joint average frequency, few OD pairs are covered by these new DBMPZ patterns. However, the relationship between origin stations and destination stations becomes increasingly strong. For the same threshold, the v-value of the MZP patterns is usually larger than that of the DBMPZ patterns, and conversely, the a-value of the MZP patterns is usually smaller than that of the DBMPZ patterns. The reason for this situation is because that DBMZP VOLUME 7, 2019 is based on density. During the merging process, records with lower frequency can't be merged, and may even terminate this process. While MPZ has a higher possibility to merge low frequency records. So, for the same threshold, DBMZP may contain fewer records, but with higher precision, while MPZ may have more records, but with lower accuracy.
The average c-value increased initially and then declined, as shown in Figure 12(c) . Evidently, the average c-value of the discovered DBMPZ patterns is better than the average frequency of initial OD pairs, thereby indicating that the DBMPZ algorithm can detect the hidden but closely related zones. Moreover, compared with v-value and a-value, c-value is relatively stable. The average c-value of the DBMPZ patterns is better than that of the MZP patterns due to the strict requirements of the merger of the DBMPZ algorithm, such as some OD pairs with few frequencies cannot be merged. Figure 12(d) shows that the number of DBMPZ patterns is greater than that of algorithm MZP because the latter tends to merge two MZPs into one. Users can control the threshold of the joint average frequency θ . However, the value of the threshold θ does not imply that the results meet the needs of users. The optimal threshold for different application requirements may be different. Thus, the users can adjust the threshold θ to obtain the desired result.
3) EFFICIENCY
We validate the efficiency of the proposed algorithm and analyze its performance under different parameter settings by using a real-world subway commuter dataset. The running time of the MZP and DBMPZ algorithms under different parameters is shown in Figure 13 . As shown in Figure 13(a) , the efficiency of the DBMPZ algorithm is evidently much higher than that of the algorithm MZP; the number of OD pairs increases, and the default parameter is ε = 1 and θ = 000005. As the number of OD pairs increases, the execution time of algorithm MZP increases rapidly, whereas the running time of the DBMPZ algorithm is nearly stable. Figure 13(b) shows that the running time of algorithm DBMPZ and algorithm MZP changes with joint average frequency θ by setting ε = 1 and the number of OD pairs to 1,000. Figure 13(b) shows that the DBMPZ algorithm is more efficient than the algorithm MZP. In addition, the performance of these two algorithms is less affected by the joint average frequency θ because the variations affect only the number of results. The running time of algorithm MZP is four times that of the DBMPZ algorithm when the number of OD pairs is 10,000, because in the algorithm MZP, matching each OD pair in the OD pair set R and calculating the corresponding joint average frequency are necessary. The process results in a large amount of time consumed, and the computational complexity is O(N*N). Here, the N is the number of OD pairs. However, the DBMPZ algorithm is much less affected by the number of OD pairs than the algorithm MZP. An OD pair in the DBMPZ algorithm only needs to calculate the joint average frequency with its neighboring OD pairs. Observation reveals that for an OD pair (r i ), only the records in the NS ε (r i ) and the joint average frequency are not 0. Thus, the index established for OD pairs can substantially reduce unnecessary computations. The total cost becomes O(N). This improvement greatly reduces the time consumption.
Therefore, experiments on a real-world subway commuter dataset and a synthetic dataset validate the better performance of the proposed algorithm in terms of precision, effectiveness, and efficiency. Compared with algorithm MZP, the DBMPZ algorithm can detect movement patterns between zones more effectively and rapidly, and the relationships between these zones are close.
VI. DISCUSSION AND CONCLUSION
A new clustering algorithm called DBMPZ, which can simultaneously identify zones and movement patterns between zones from an OD pair dataset, is proposed. This algorithm has two important advantages. First, the time complexity in the proposed algorithm is reduced from O(N 2 ) to O(N). It is significant when the amount of data becomes large [37] . Second, this algorithm can greatly identify high-quality DBMZP patterns, in which the origin zone and the destination zone are more closely connected. Verification of the real-world subway commuter data and synthetic data reveals that the proposed algorithm can obtain particularly satisfactory results. Results show that this algorithm is useful for analyzing urban movement behavior and can also be applied to other similar cities or other similar datasets. With our results, urban planners can analyze the spatial patterns of people's moving behavior in large cities, and transportation planners can predict traffic conditions.
The proposed algorithm considers two OD pairs to be adjacent if their two origin stations and destination stations are adjacent. This form of topological adjacency works appropriately and is helpful in areas where stations are relatively consistently spaced, such as a subway system. However, this approach cannot handle irregularly spaced stations with large distances between them. This study analyzed only subway commuter data and did not mention other types of data, such as those on shared bicycles or taxis. In future research, we will use more types of city transportation data to accurately analyze the movement patterns in urban areas and set the corresponding distance threshold for different types of data. Moreover, we will consider temporal attributes, that is, not only can we recognize the pattern of regional mobility, but we can also determine where and when this pattern occurs and its duration. 
