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Introduction
Le point de départ de cette thèse est un article de P. Constantin, J.M. Roquejoffre,
L. Ryzhik et N. Vladimirova [CRRV08] dans lequel est analysé, par un éventail de tech-
niques mathématiques, un modèle réduit de réaction-diffusion en présence d'effets hy-
drodynamiques. Dans cette thèse, nous précisons et améliorons certains de ces résultats.
Je rappelle dans un premier temps quelques travaux antérieurs réalisés sur ces modèles
réduits de réaction-diffusion, ainsi que des résultats sur des modèles réduits de Boussi-
nesq et dans des milieux poreux. Je présente ensuite les résultats que j'ai obtenus dans
chaque chapitre, et ce qu'ils apportent de nouveau.
1 Contexte et travaux connexes
1.1 Problématique
Le thème général est l'étude mathématique de la propagation et de l'extinction d'une
réaction, par exemple une flamme, en présence d'effets hydrodynamiques importants.
Si on considère un fluide dans un cylindre Σ = {(x, y) ∈ R× Ω} où Ω est un ou-
vert borné de R2, dans un champ de vitesse imposé u(x, y), sa température normalisée
T (t, x, y), dans le modèle le plus simple, est solution de l'équation de réaction-diffusion
∂tT (t, x, y) + u(x, y) · ∇T (t, x, y)−∆T (t, x, y) = f(T ) (x, y) ∈ Σ (1)
associée à une condition initiale T (0, x, y) = T0(x, y) et une condition de bord sur R ×
∂Ω exprimant l'absence d'échange de chaleur avec l'extérieur du cylindre (modèle non
thermo-diffusif) : ∂nT (t, x, y) = 0. Le terme source f est par exemple une non-linéarité
qui vérifie les conditions suivantes :
∃θ ∈]0, 1[, f ≡ 0 sur [0, θ] ∪ {1} et f(T ) > 0 sur ]θ, 1[. (2)
Le paramètre θ est appelé température d'ignition. En dessous de cette température, il
n'y a pas de réaction. Il existe d'autres types de non-linéarité, confer figure 1. On peut
citer :
(i) celles de type KPP (Kolmogorov-Petrovsky-Piskunov, [KPP37]) que l'on utilise
pour modéliser des problèmes chimiques et biologiques : f > 0 sur ]0, 1[, f ′(1) <
0 < f ′(0), f(T ) 6 f ′(0)T ∀T ∈ [0, 1]
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(ii) celles de type Arrhenius ou hautes énergies d'activation utilisées dans les modèles
de combustion : il existe k, ε > 0 et une application Φ : R− → R∗+ vérifiant certaines
hypothèses, rappelées p. xiv et telles que f s'écrit f(T ) = k
1− T
ε2
Φ
(
T − 1
ε
)
. On
approche souvent ce terme par la non-linéarité de type ignition.
(iii) celles de type bistable qui modélisent la propagation d'un signal le long de lignes de
transmission bistables, en particulier la propagation d'un influx nerveux ([NAY62]) :
∃θ > 0 tel que f(T ) < 0 pour T ∈]0, θ[ et f(T ) > 0 pour T ∈]θ, 1[, avec∫ 1
0
f(T )dT > 0.
Figure 1  Terme de réaction de type : ignition, kpp, hea
Les principaux résultats théoriques connus concernent le problème avec champ de
vitesse imposé. On peut citer d'une part H. Berestycki et ses collaborateurs [ABP00],
d'autre part l'équipe de Chicago dont le but est de modéliser des explosions nucléaires
(projet ASCI-FLASH avec P. Constantin, A. Kiselev, L. Ryzhik ; voir par exemple les
références [CKR01] [CKOR00] [VCK+03a]). Lorsque ce flot u(x, y) est imposé, le résultat
suivant est toujours vrai (Kanel [Kan62], Zlatos [Zla06], [KZ06]) :
(i) supposons que l'ensemble {(x, y) ∈ Σ;T (0, x, y) > θ} contient un sous-ensemble de
la forme [−L,L]×W où W est un compact de Σ. Alors, si L est assez grand, on a
lim
t→+∞
||T (t, ·, ·)||Σ = 1. En d'autres termes, une flamme se propage.
(ii) supposons que l'ensemble {(x, y) ∈ Σ;T (0, x, y) > θ} soit contenu dans un ensemble
de la forme [−L,L] × W , avec W compact de Σ, L assez petit. Alors il existe
t0(L) > 0 tel que pour tout t > t0(L), la température reste partout en dessous de la
température d'ignition : ||T (t, ·, ·)||Σ 6 θ. On appelle ce phénomène le phénomène
d'extinction : la flamme s'éteint.
Des critères extrêmement précis de propagation ou d'extinction ont été donnés. Parmi
les auteurs, on peut citer H. Berestycki, P. Constantin, A. Kiselev, L. Ryzhik ( [CKR01]).
Toutefois, imposer le champ de vitesse est insuffisant. De nouvelles études ont alors
été lancées, incorporant les équations de la mécanique des fluides ; voir par exemple
Berestycki-Constantin-Ryzhik [BCR06] pour certains aspects mathématiques. Une autre
direction a récemment été prise par P. Constantin, J.-M. Roquejoffre, L. Ryzhik, N.
Vladimirova, [CRRV08], consistant à coupler une équation de réaction-diffusion classique
à l'équation de Burgers via un terme de gravité. Ils ont découvert deux seuils critiques
dans la propagation et l'extinction de la flamme, celle-ci s'éteignant de façon universelle
lorsque le deuxième seuil critique est franchi. Plus précisément, le problème est ramené
à une dimension en espace, sur R, dans l'hypothèse où la température ne dépend pas de
1. Contexte et travaux connexes v
la variable transversale y. La température et la vitesse du fluide vérifient le système{
∂tT (t, x)− ∂xxT (t, x) + u(t, x)∂xT (t, x) =f(T ) ∀(t, x) ∈ R∗+ × R
∂tu(t, x)− ν∂xxu(t, x) + u(t, x)∂xu(t, x) =ρT (t, x).
(3)
Le paramètre ρ représente un terme de gravité, ν la viscosité cinématique et f une non-
linéarité de type ignition. Des simulations numériques réalisées pour le système (3), en
prenant ν = 1 et une vitesse initiale nulle, suggèrent qu'il existe deux valeurs critiques
ρ1 et ρ2 telles ques :
(i) pour ρ < ρ1, les solutions se décomposent en une onde de transport et une onde de
choc accéléré se déplaçant dans des directions opposées,
(ii) pour ρ1 < ρ < ρ2, les solutions se décomposent en trois blocs élémentaires : une
onde de détente pour des températures en dessous de la température d'ignition,
une onde de transport et un choc accéléré se déplaçant dans la même direction,
(iii) pour ρ > ρ2, l'onde de détente rattrape le choc et il y a extinction.
Dans [CRRV08], les auteurs étudient le système (3) pour une viscosité cinématique nulle.
Ils obtiennent l'existence de l'onde de détente et son unicité sous certaines conditions
sur les paramètres en présence, et l'existence de l'onde de transport. Ils construisent des
solutions complètes asymptotiques, en raccordant l'onde de choc à l'onde de transport.
Ces solutions vérifient le système avec une erreur de l'ordre de
1
t
. Pour un paramètre
assez grand, ρ > ρ∗, ils parviennent à estimer un temps t∗ à partir duquel la température
passe en dessous de la température d'ignition, d'où extinction.
Dans ma thèse, je montre l'existence et l'unicité d'une solution onde de détente, i.e.
d'une solution autosimilaire, pour le système de Burgers-Boussinesq non réactif (3),
pour une viscosité cinématique unité. Dans une deuxième partie, je m'intéresse au pro-
blème temporel sans terme de réaction, pour plusieurs données initiales T0, et j'étudie
le comportement asymptotique des solutions obtenues, quand t tend vers l'infini. Enfin,
je reprends le système (3) réactif avec pour second membre un terme de hautes énergies
d'activation, et j'étudie le comportement des solutions lorsque le paramètre ε tend vers
0.
1.2 Modèles réduits de Boussinesq et détonations en milieux po-
reux. Couplage réaction chimique et mécanique des fluides
1.2.1 Approximation de Boussinesq
Les équations qui régissent le mouvement des fluides sont
 l'équation de continuité ou équation de bilan de masse : ∂tρ+∇ · (ρv) = 0,
 l'équation du bilan de la quantité de mouvement : ∂t(ρv) + ∇(ρv ⊗ v) = −∇p +
∇ · τ + ρf
où ρ est la masse volumique du fluide, v la vitesse eulérienne d'une particule du fluide, p
la pression, τ le tenseur des contraintes et f la résultante des forces massiques s'exerçant
sur le fuide.
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Dans l'approximation de Boussinesq, on néglige les variations en temps et en espace
de ρ : ∂tρ = 0 et ∇ρ = 0. Les équations deviennent :
∇ · v = div(v) = 0
∂t(v) + (v · ∇)v = −1
ρ
∇p+ ν∇2v + f
avec ν la viscosité cinématique. Selon l'équilibre hydrostatique, le gradient de pression
dépend de la gravité : ∇p = −ρg. L'équation de l'énergie dans l'approximation de Bous-
sinesq est :
∂tT + v · ∇T − κ∆T = 0.
1.2.2 Travaux sur Boussinesq en plusieurs dimensions d'espace, non réactifs
Nous décrivons ici les résultats les plus proches de nos travaux, en particulier ceux du
chapitre 2. M.E. Schonbek [Sch81], ainsi que ses collaborateurs (Rajopadhye, Wiegner
[RSW99], [Sch92]) ont étudié les solutions du système de Boussinesq d'inconnues u, la
vitesse du fluide, et ρ sa densité :{
ρt + ux + (uρ)x = 0
ut + ρx + uux − uxxt = 0
(4)
avec dissipation et conditions initiales données. Sur l'équation de Navier-Stokes :
ut + ∆u+ (u · ∇u) +∇p = 0
divu = 0
u(0) = u0, x ∈ Rn, n > 4
(5)
sous certaines conditions sur la donnée initiale, principalement u0 ∈ H4∪L1 et |x|1/2u0 ∈
L2, M.E. Schonbek obtient une estimation assez précise de l'énergie :
c0 6 ||u(t, ·)||L2(t+ 1)α 6 c1 (6)
où α =
n
4
si
∫
u0(x)dx 6= 0, n+ 2
4
si
∫
u0(x)dx = 0, et c0, c1 des constantes positives.
Dans [SV99], Schonbek et Vallis se sont intéressés à des modèles de flux géophysiques
dans tout l'espace. Pour cela, ils ont étudié un système d'équations faisant intervenir
les équations de Boussinesq et l'approximation divu = 0, des équations géostrophiques
planétaires où la force de Coriolis intervient. Ils obtiennent des estimations d'énergie, en
particulier un taux algébrique de décroissance qui est dans la majorité des cas le même
que celui des solutions.
Brandolese, Jin et Bae [BBJ09] ont étudié un système de Navier-Stokes soumis à des
forces extérieures non nulles. Ils ont obtenu une décroissance assez lente de l'énergie,
malgré une décroissance rapide des forces extérieures.
Goubet et ses collaborateurs ([AAG07], [CG09], [CG07]) se sont intéressés au com-
portement asymptotique d'un système de Boussinesq dissipatif en dimension 1, puis en
dimension 2, d'inconnues u la vitesse horizontale adimensionnée et η la hauteur adimen-
sionnée de la surface libre :{
ηt + ux + auxxx − bηxxt = νηxx
ut + ηx + cηxxx − duxxt = uxx
(7)
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où a, b, c, d sont des constantes, et ν = 0 ou 1 un terme de dissipation. Ils obtiennent
une décroissance de ||(η, u)||L2×Hh en t−1/4, où h = a+ d− b− c.
1.2.3 Travaux sur Boussinesq en plusieurs dimensions d'espace, réactif
Dans leur article [BHKR05], les auteurs s'intéressent à une équation de réaction-
diffusion d'inconnues la température T et la concentration du réactant Y , avec une non-
linéarité de type KPP. Ils conservent les termes dus à une perte de chaleur. Ils obtiennent,
par constructions itératives de sur et sous solutions, que le comportement de la solution
T est complètement déterminé par le taux initial de décroissance de la température, par
le coefficient q de perte de chaleur, et par le flux v imposé.
Malham et Xin [MX98] se sont intéressés aux solutions globales d'un système de
Boussinesq réactif sur un domaine infini :
∂tu+ u · ∇u = ν∆u−∇p+ σTez ∇ · u = 0
∂tT + u · ∇T = l∆T + Y f(T )
∂tY + u · ∇Y = ∆Y − Y f(T )
où Y est la concentration du réactant, σ le nombre de Rayleigh, ν le nombre de Prandtl
soit la viscosité normalisée du fluide, l le nombre de Lewis, ez la direction verticale unité
opposée à la direction de propagation de la flamme. La non-linéarité f est prise du type
Arrhénius. Ce système modélise une réaction de combustion exothermique irréversible.
Les auteurs montrent que la croissance des quantités physique présentes, comme la vitesse
et la température du fluide, la vitesse du front de propagation, est au plus en O(ec t),
quand t tend vers l'infini.
Dans [VR03], Vladimirova et Rosner étudient, par une combinaison de méthodes
asymptotiques et numériques, le comportement non linéaire de flammes prémélangées
en présence de gravité, dans l'approximation de Boussinesq :
∂tv + (v · ∇)v = −1
ρ
∇p+ ν∆v + g
∂tT + v · ∇T = κ∆T +R(T )
∇ · v = 0
avec R(T ) de type KPP. Les auteurs étudient numériquement le taux de combustion,
l'évolution de l'onde de propagation pour déterminer les paramètres, comme le nombre
de Rayleigh, qui influencent le comportement des solutions, leur stabilité.
Dans [CKR03], les auteurs étudient un modèle de combustion simplifié dans lequel
la réaction influence le flux. Le modèle couple une équation de réaction diffusion advec-
tion pour la température avec un système de Navier-Stokes incompressible régi par les
différences de températures :
∂tv + (v · ∇)v +∇p− ν∆v = gATez
∂tT + v · ∇T − κ∆T = v
2
0
4κ
f(T )
∇ · v = 0
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pour (x, z) ∈ [0, L]×R. Pour des domaines étroits et des nombres de Rayleigh Re = gAL
3
κν
petits, les seules solutions ondes de transport sont planes et toutes les solutions tendent
à être planes. Ce phénomène s'explique par le fait que la diffusion agit rapidement à
travers des bandes étroites. Pour de grands nombres de Rayleigh, des instabilités, dites
de Rayleigh-Taylor, apparaissent. Enfin, dans le cas d'une non linéarité f(T ) de type
KPP, les auteurs montrent que le taux de combustion, la vitesse du front et les gradients
de températures sont bornés.
Dans [BCR06], les auteurs étudient un système de Boussinesq réactif dans une bande
D = R× [0, λ] : 
∂tu+ u · ∇u+∇p− σ∆u = ρTez
∂tT + u · ∇T −∆T = f(T )
∇ · u = 0
où ρ =
gκ
v30
représente le nombre de Rayleigh, v0 une vitesse proportionnelle à la vitesse
du front en l'absence de gravité, σ =
ν
κ
le nombre de Prandtl, κ la diffusivité thermique
et ν la viscosité du fluide. Pour ce système, les auteurs montrent qu'il existe des solutions
ondes de propagation (c, T, u) non planaires, avec c > 0, T ∈ C2,α(D), ∇T ∈ L2(D),
u ∈ H1(D) ∩ C2,α(D). L'unicité n'est pas étudiée. Les auteurs s'intéressent également
au problème de Cauchy associé et à ses solutions dans des domaines étroits ou pour des
nombres de Rayleigh petits.
Citons également les travaux de Texier-Picard et Volpert sur les problèmes de réaction-
diffusion-convection modélisés par un système de Burgers réactif dans des cylindres non
bornés ([TPV01], [TPV03]). Ils étudient les bifurcations de solutions, montrent l'exis-
tence d'ondes de convection et obtiennent des résultats sur leur stabilité.
1.2.4 Existence des solutions pour les équations de la détonique en milieux
poreux
Dans les phénomènes de détonation, le gaz est ralenti, sa pression et sa densité aug-
mentent. L'approximation p = cste n'est plus valide. Dans les phénomènes de déflagra-
tion, on a une flamme laminaire, le gaz accélère et s'étend, sa pression diminue. Dans
ce cas, l'approximation p = cste est acceptable. On modélise le processus de combustion
dans un milieu poreux inerte à l'aide du modèle de Sivashinsky [Wil83] faisant intervenir
des équations partiellement linéarisées pour la conservation de l'énergie et la conservation
du réactant, et une loi, dite loi de Darcy, reliant la température à la pression du fluide :
γ∂tT − (γ − 1)∂tP = Ω(Y, T ) + γε∂xxT
∂tY = −Ω(Y, T ) + ε
Le
∂xxY
∂tP − ∂tT = ∂xxP
(8)
où Ω(Y, T ) = Ω(T ) est une non linéarité de type Arrhénius, γ =
cp
cv
le taux de chaleur
spécifique, ε le rapport entre la diffusivité thermique et la diffusivité barométrique, Le
le nombre de Lewis représentant le rapport entre la diffusivité thermique et la diffusivité
moléculaire.
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Brezis, Kamin et Sivashinsky [BKS00] s'intéressent à la modélisation des ondes de
détonation provenant d'une forte résistance hydraulique. Ils étudient un système consti-
tué d'une équation sur l'énergie, une équation sur le réactant déficient, et l'équation de
continuité. Ils obtiennent le résultat suivant : selon les conditions initiales choisies, soit
une solution onde de transport existe, i.e. un phénomène de combustion apparaît, soit
on est en présence du phénomène d'extinction.
Dans [BGSZ05], les auteurs étudient le mécanisme de transition soudaine entre la
lente et la rapide combustion dans le cadre de déflagration à vitesse faible.
Gordon et ses collaborateurs ([GGJ07], [BGSZ05]) ont étudié les phénomènes de dé-
flagration et de détonation. Pour le système (8), pour une diffusivité thermique nulle,
i.e. quand ε vaut 0, il existe des solutions ondes de transport qui sont uniques. Dans
[GGJ07], les auteurs montrent qu'on peut étendre ce résultat dans le cas d'une diffusi-
vité thermique non nulle.
Nos travaux se situent dans le contexte des modèles réduits de réaction-diffusion cou-
plés avec une équation de fluide.
2 Présentation des résultats obtenus
2.1 Onde de détente pour le système de Burgers-Boussinesq non
réactif, avec viscosité cinématique unité
On s'intéresse au problème du Burgers-Boussinesq (3) avec une viscosité cinématique
unité. A la différence du cas sans viscosité, on obtient ici l'unicité de l'onde de détente
sans aucune condition, et un comportement asymptotique différent. Le système devient :{
∂tT − ∂xxT + u∂xT = 0
∂tu− ∂xxu+ u∂xu = ρT,
(9)
avec pour condition limite lim
x→−∞
T (t, x) = 0 pour tout t ∈ R+, et pour donnée initiale
sur la vitesse u(0, x) = u0(x) = 0 pour tout x ∈ R.
On effectue le changement en variables autosimilaires pour x ∈ R et t ∈ R+∗
T (t, x) =
1
ρt
√
t
Φ(
x√
t
)
u(t, x) =
1√
t
Ψ(
x√
t
)
En posant η =
x√
t
, le système (9) s'écrit :

− Φ′′(η) + (Ψ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0
−Ψ′′(η) + (Ψ(η)− η
2
)Ψ′(η)− 1
2
Ψ(η) = Φ(η)
(10)
La vitesse en variables autosimilaires, Ψ, ne s'exprime pas aisément en fonction de Φ.
On choisit donc de chercher des couples de solutions (T, u) de (9) sous la forme (T, ρtT ).
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Cela revient à chercher des solutions (Φ,Ψ) = (Φ,Φ) pour le système (10), c'est-à-dire à
chercher Φ solution de :
−Φ′′(η) + (Φ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0. (11)
En s'appuyant sur les résultats numériques présentés dans [CRRV08], nous imposons le
comportement de Φ en −∞ : Φ doit être à décroissance gaussienne, c'est-à-dire qu'il
existe λ > 0 et un polynôme P ∈ R[X] tel que eλη2Φ(η) = O
−∞
(P (η)).
Le résultat principal de ce chapitre est le théorème d'existence et d'unicité suivant :
Théorème 2.1. L'équation (11) admet une solution Φ : η ∈ R 7→ Φ(η) ∈ R+, à
décroissance gaussienne en −∞, de classe C2. Il existe c ∈ R tel que son comportement
en +∞ vérifie :
Φ(η) = 2η + c(1 + o
+∞
(1))η−
1
3 , Φ′(η) = 2 + O
+∞
(η−
4
3 ).
Sous ces conditions, on a unicité de la solution Φ.
Le comportement asymptotique de Φ pour une viscosité non nulle est différent de celui
obtenu pour une viscosité nulle [CRRV08] :
Φν=0(η) = 2η + c(1 + o
+∞
(1))η
1
3 , Φ′ν=0(η) = 2 + O
+∞
(η−
2
3 ).
De plus, ici, nous obtenons l'unicité d'une solution Φ positive à décroissance gaussienne
en −∞ sans aucune condition sur les paramètres présents.
Pour démontrer le résultat 2.1, nous commençons par montrer l'existence d'une solu-
tion positive à décroissance gaussienne en −∞ sur R, puis nous étudions son comporte-
ment asymptotique, enfin nous nous intéressons à l'unicité d'une telle solution.
Pour l'existence d'une solution, nous montrons qu'il existe une solution Φ positive à
décroissance gaussienne en −∞ pour le problème :
− Φ′′δ(η) + (Φδ(η)−
η
2
)Φ′δ(η)−
3
2
Φδ(η) = 0 ∀η ∈ I, Φδ(−η1) = δ, (12)
où I =] − ∞,−η1[, avec δ > 0 fixé et η1 choisi selon certains critères. Pour obtenir
cette existence sur I, nous utilisons un théorème de sur et sous-solutions adapté à des
problèmes non linéaires en le gradient de la solution (voir par exemple Boccardo-Murat-
Puel, [BMP84]) et des outils classiques comme le théorème d'Ascoli, les injections de
Sobolev. Pour δ > 0 fixé, on note Imax(δ) =]−∞, η∞(δ)[ l'intervalle maximal d'existence
de Φδ solution de (12). On pose X− et X+ deux ensembles sur R+∗ définis par
X− = {δ > 0; ∃η > −η1 tel que Φδ(η2) = 0}
X+ = {δ > 0; Φδ > 0 et lim sup
η→η∞(δ)
Φ′δ(η) = +∞}
et vérifiant les propriétés suivantes :
(i) si δ /∈ X− alors Φ′δ > 0,
(ii) si δ ∈ X+ alors η∞(δ) < +∞,
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(iii) il existe δ− > 0 tel que ]0, δ−[⊂ X−,
(iv) il existe δ+ > 0 tel que ]δ+,+∞[⊂ X+,
(v) X− et X+ sont deux ensembles ouverts de R+∗.
On utilise une méthode dite de tir ; voir par exemple [BNS85]. Comme X− et X+ sont
deux ouverts disjoints de R+∗, il existe δ ∈ R+∗ \ {X− ∪X+} pour lequel Φδ est définie
sur R, positive et strictement croissante. Dans la suite, on note Φ cette solution. Pour
obtenir le point (v), nous avons dû démontrer un résultat de continuité :
Théorème 2.2. Pour δ > 0, on note Φδ : η ∈ I 7→ Φδ(η) la solution de (12) construite
dans la première partie. Alors l'application G : δ ∈ R+∗ 7→ Φδ ∈ C2(I) est continue sur
R+∗.
La preuve de cette proposition repose sur la méthode de continuation et la présence
d'un opérateur de Fredholm.
Pour l'étude du comportement asymptotique de Φ, on montre tout d'abord que l'ap-
plication η 7→ Φ(η)
η
admet une limite quand η tend vers +∞ qui vaut 2. Pour le déve-
loppement à l'ordre 2, on prouve qu'il existe c > 0 et ηc > 0 tels que pour tout η > ηc
on a : |Φ(η)− 2η| 6 cη− 13 . On étudie pour cela l'application v qui à η associe Φ(η)− 2η.
Ces résultats nous permettent d'en déduire le comportement asymptotique de Φ′.
Enfin, pour montrer l'unicité de la solution de

− Φ′′(η) + (Φ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0, η ∈ R ,
Φ,Φ′ > 0, Φ à décroissance gaussienne en −∞ ,
Φ(η) = 2η + O
+∞
(η−
1
3 ) ,
(13)
on utilise la méthode de glissement présentée dans [Ryz04] et Berestycki-Nirenberg
[BN90], qui consiste à choisir deux solutions de (13) et à comparer leurs translatées.
Le comportement précis de la solution de (13) ainsi que des résultats classiques de la
théorie des équations elliptiques (principes du maximum fort et faible) nous permettent
de conclure.
Dans le chapitre suivant, nous revenons au système temporel (9) et étudions le com-
portement de ses solutions quant t→ +∞, pour différents choix de données initiales, en
se plaçant toujours dans le cas de couples de solutions vérifiant (T, u) = (T, ρtT ).
Apport du chapitre 1 : Dans ce chapitre, nous étudions un modèle réduit de
réaction-diffusion couplé à une équation de mécanique des fluides, le système de Burgers-
Boussinesq. Nous obtenons des précisions sur le comportement asymptotique de solutions
autosimilaires, ainsi que l'unicité de ces solutions à l'aide d'outils mathématiques, en
poussant les investigations déjà réalisées.
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2.2 Comportement asymptotiques des solutions du système de
Burgers-Boussinesq non réactif
On souhaite préciser le comportement en temps des solutions du système de Burgers-
Boussinesq non réactif : {
∂tT − ∂xxT + u∂xT = 0
∂tu− ∂xxu+ u∂xu = ρT
(14)
pour différentes données initiales. Nous prenons u(0, x) = 0 pour tout x ∈ R, et nous
cherchons (ce qui est légitime au vu du problème de Cauchy) des couples de solutions
du type (T, u) = (T, ρtT ). Ainsi le système (14) se réduit à une seule équation sur T :
∂tT − ∂xxT + ρtT∂xT = 0. (15)
Pour faciliter les calculs dans la suite, nous prenons la condition initiale de T au temps
t = 1 : T (1, x) = T0(x). De plus, l'équation (15) est invariante par le changement d'échelle
T˜ (t, x) =
1
ρ
T (t, x). On prend donc ρ = 1 dans (15).
Pour rapprocher l'équation (15) d'une perturbation d'un problème hyperbolique, on
définit la fonction v qui à (s, x) ∈ [1,+∞[×R associe T (√s, x). Elle vérifie :
∂sv +
1
2
v∂xv =
1
2
√
s
∂xxv, v(1, x) = T0(x), ∀x ∈ R. (16)
On utilise les variables autosimilaires τ = ln(t) et η =
x√
t
. On pose w l'application qui
à (τ, η) ∈ R+ × R associe e 32 τT (eτ , e 12 τη). Elle vérifie :
∂τw − ∂ηηw + (w − η
2
)∂ηw − 3
2
w = 0, w(0, η) = T0(η) ∀η ∈ R. (17)
La solution auto-similaire Φ obtenue au chapitre précédent est solution stationnaire de
(17). Les résultats principaux concernent le comportement des solutions dans la zone
diffusive, i.e. pour x ∼ √t. Dans le cas d'une donnée à support compact, nous faisons
de plus appel à des arguments venant de la théorie des équations hyperboliques. Ces
résultats sont rassemblés ci-dessous :
Théorème 2.3. Soit T0 : x ∈ R 7→ T0(x) ∈ R+ une fonction à support dans R+ et soit
T la solution de (15) associée à la donnée initiale T (1, ·) = T0(·). Alors
1. si lim
x→+∞
T0(x) = +∞ alors lim
t→+∞
||t√tT (t,√t·)− Φ(·)||L∞loc(R) = 0,
2. si T0 est bornée à support non compact alors lim
t→+∞
||t√tT (t,√t·)−Φ(·)||L∞loc(R) = 0,
3. si T0 est bornée et à support compact, alors lim
t→+∞
||T (t, ·)||L∞(R) = 0.
Ainsi, dès que la donnée initiale est à support non compact, la solution T est équiva-
lente, sur tout compact K de R, à la solution auto-similaire du chapitre 1 quand t tend
vers +∞ :
∀x ∈ K, t√tT (t,√tx) ∼
+∞
Φ(x).
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Si la donnée initiale est à support compact, T tend uniformément vers 0, à une vitesse
de l'ordre de
1
t1−ε
, pour tout ε > 0 petit.
On consacre une première partie à l'étude du comportement des solutions, quand s
tend vers +∞, du problème hyperbolique associé à (16) :
∂sv +
1
2
v∂xv = 0, v(1, x) = T0(x), ∀x ∈ R, s ∈ [1,+∞[. (18)
En effet, il serait intéressant de montrer que la solution v du problème parabolique (16)
vérifie lim
s→+∞
||v(s, ·)−vh(s, ·)||L∞ = 0 où vh est la solution du problème hyperbolique (18)
associée à la même condition initiale. On commence par étudier le cas d'une donnée à
support non compact et non bornée en prenant T0 à croissance linéaire puis sous-linéaire.
On travaille en variables autosimilaires et les outils utilisés sont des résultats classiques
de la théorie des équations paraboliques, comme l'utilisation des sur et sous-solutions.
La régularité des solutions est classiquement donnée par Ladyzenskaya [Lad58] : on a
ainsi des solutions de classe C1+
α
2
,2+α(R+×R). On montre le point 1 de l'énonce 2.3. On
procède de la même façon pour montrer le point 2.
Pour le point 3 du résultat 2.3, on étudie d'abord le cas d'une donnée initiale de
type marche descendante, c'est-à-dire une donnée initiale à support dans R+, bornée
et décroissante. On travaille dans l'espace des fonctions à variations bornées BV (R)
(cf. les définitions données au chapitre 2, aux références (II.64), (II.65), (II.66)). On
travaille sur le problème (16). On a une viscosité ε(s) =
1
2
√
s
non constante, mais
tendant vers 0 quand s tend vers +∞. On étudie d'abord le cas d'une viscosité fixe,
puis celui avec la viscosité dépendant de s. Le cas avec viscosité fixe est standard (O.
Oleinik [Ole63], Freistühler et Serre [FS98]). La solution tend vers une choc visqueux
Ψε(s, x) =
1
1 + e
1
4
(x− cs
ε
)
, où ε est la viscosité et c la vitesse de l'onde de choc. Pour une
viscosité non constante, on montre le résultat suivant :
Théorème 2.4. Soit v solution de (16) avec pour donnée initiale v0(x) = 1R−(x). Alors
il existe δ ∈ R tel que
lim
s→+∞
||v(s, ·)− 1]−∞, s
4
−δ[(·)||L∞loc(R) = 0.
On s'intéresse, pour terminer, au problème avec une donnée initiale à support compact.
On construit une sur-solution en prenant la borne inférieure de deux sur-solutions dont
les données initiales sont respectivement une marche croissante, du type M1R+ , et une
marche décroissante, classiquement M1]−∞,1[, où M est l'amplitude de la donnée initiale
v0. On utilise le résultat précédent et le point 2 du résultat 2.3 pour obtenir l'existence
d'une onde de choc et d'une onde de détente comme sur-solutions, l'onde de détente
rattrapant l'onde de choc, d'où extinction. Plus précisément, on a pour tout ε > 0 petit :
∃C > 0, ∀x ∈ R |v(s, x)| 6 C
(
1
s
) 1
2
− 3
8
ε+o(ε)
soit une convergence de l'ordre de
(
1
t
)1− 3
4
ε+o(ε)
pour T (t, x).
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Apport du chapitre 2 : Nous travaillons ici en une dimension en espace, mais en
plusieurs dimensions ce problème est à rapprocher du problème sur les équations de
Navier-Stokes dans l'approximation de Boussinesq, pour les fluides incompressibles, i.e.
div(u) = 0 ([SLL06]). Ici on n'est pas tout à fait dans le même cadre puisque, si on
suppose que la vitesse u est à divergence nulle, on obtient une vitesse constante. Mais les
résultats sous-jacents sont similaires. Nous analysons de plus le modèle réduit de Burgers-
Boussinesq dans une gamme assez complète de régime. Nous obtenons des résultats plus
précis que ceux existant déjà.
2.3 Onde stationnaire pour le problème de Burgers-Boussinesq
dans la limite des hautes énergies d'activation
Dans ce chapitre, on revient à la philosophie de l'article [CRRV08]. On recherche des
solutions ondes progressives pour le système de Burgers-Boussinesq avec un terme de
réaction non nul : {
∂tT − ∂xxT + u∂xT = f(T )
∂tu− ν∂xxu+ u∂xu = ρT
(19)
Ici nous prenons un terme de type "hautes énergies d'activation" très utilisé en physique
(Zeldovich [ZBLM85], Williams [Wil83], Sivashinsky [Siv85]). Le problème est formalisé
de la façon suivante (inspirée de Berestycki-Larroururou, [BL88]) :
fε : ϕ ∈ [0, 1] 7→ k1− ϕ
ε2
Φ(
ϕ− 1
ε
)
où Φ vérifie les quatre conditions suivantes :
(H1) Φ(u) = 0 si u 6 −1, Φ(u) > 0 pour u > −1,
(H2)
∫ 0
−∞
|u|Φ(u)du = m ∈ R∗+,
(H3) Φ ∈ C1(R−,R∗+),
(H4) lim
ε→0
∫ 1
0
1− s
ε2
Φ(
s− 1
ε
)ds = m.
En posant T (t, x) = ϕ(x+ ct), u(t, x) = Ψ(x+ ct), y = x+ ct, on est ramené à résoudre{
− ϕ′′ε + (Ψε + cε)ϕ′ε = fε(ϕε) ∀y ∈ R
− νΨ′′ε + (Ψε + cε)Ψ′ε = ρϕε
(20)
avec les conditions limites et de normalisation :{
ϕε(−∞) = 0, ϕε(+∞) = 1, Ψε(−∞) = 0, Ψε(+∞) = +∞
ϕε(0) = 1− ε.
(21)
Considérons la famille de problèmes suivante, indexée par k > 0 :{
− ϕ′′0 + (Ψ0 + c0)ϕ′0 = kδy=0 ∀y ∈ R
− νΨ′′0 + (Ψ0 + c0)Ψ′0 = ρϕ0
(22)
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En posant X = ρ
4
15y, c˜ = ρ−
4
15 c, T˜ (X) = ρ
1
5ϕ(ρ−
4
15X), u˜(X) = ρ−
4
15 Ψ(ρ−
4
15X), le
problème (22) devient : {
− T˜ ′′ + (u˜+ c˜)T˜ ′ = k˜δX=0 ∀y ∈ R
− ν˜u˜′′ + (u˜+ c˜)u˜′ = T˜
avec k˜ = kρ−
1
3 et ν˜ = ν. On peut ainsi prendre ρ = 1 dans (22). On montre les résultas
suivants à ν = 0 :
Théorème 2.5. On considère le système (22) associé aux conditions limites et de nor-
malisation (21) pour ε = 0. Pour une viscosité cinématique nulle, il existe k0 > 0 tel
que si k > k0ρ
1
3 alors il existe c0 > 0 tel que ce problème admet un couple de solutions
positives (ϕc0,0,Ψc0,0) sur R. De plus, ces solutions sont croissantes sur R.
Pour ε > 0 non nul, on obtient le théorème suivant :
Théorème 2.6. Soit k > k0ρ
1
3 , et soit (ϕc0,0,Ψc0,0) le couple solutions de (22) corres-
pondant. Alors il existe ε0 > 0 tel que pour tout ε < ε0, le problème (20)-(21) admet des
solutions (cε, ϕcε,ε,Ψcε,ε) de classe C1(R) et vérifiant
||ϕcε,ε − ϕc0,0||∞ < ε, ||Ψcε,ε −Ψc0,0||∞ < ε .
Pour le problème singulier à ν = 0, on introduit une fonction auxiliaire :
v(Y ) = T ′(Y ) où Y = T (x)
qui vérifie {
vv′v′′ = Y
v(0) = 0, v′(0) = c, v(1) = k
(23)
On résout le problème de Cauchy associé, et on cherche pour k > 0 fixé, c(k) tel que
vc(k)(1) = k. On montre que pour k < k0ρ
1
3 où k0 =
3
3
√
16
, il n'existe pas de solution
quelque soit c > 0 . Dans le cas contraire, via un argument d'analycité et de croissance
de l'application c 7→ vc(1), on obtient l'existence d'une solution vérifiant (23).
Pour le problème à ε 6= 0, on pose ϕε = 1 + εpε(y
ε
) où y > 0 et pε la nouvelle
inconnue à étudier. On peut exprimer directement la vitesse Ψε en fonction de ϕε. Par
l'utilisation d'un point fixe de Banach, on obtient une solution ϕε. Nous donnons enfin
quelques pistes de résolution du problème à ε > 0.
Apport du chapitre 3 : Dans ce chapitre, nous étudions l'existence de solutions
ondes progressives au modèle réduit de réaction-diffusion, le système de Burgers-Boussinesq,
dans la limite des hautes énergies d'activation. Nous obtenons l'existence de solutions
dans le cas sans viscosité cinématique et nous donnons des pistes pour le cas d'une
viscosité non nulle.
xvi Introduction
Chapitre I
Existence de solutions autosimilaires
pour le système de Burgers-Boussinesq
sans terme de réaction
1 Enoncé du résultat
On s'intéresse dans ce chapitre aux solutions du système de Burgers-Boussinesq non
réactif. On choisit une viscosité cinématique unitaire. Le système à résoudre est :{
∂tT − ∂xxT + u∂xT = 0
∂tu− ∂xxu+ u∂xu = ρT (I.1)
pour (t, x) ∈ R+∗ × R, T la température normalisée et u la vitesse. On associe à ce
système des conditions limites
lim
x→−∞
T (t, x) = 0 (I.2)
et des conditions initiales {
T (0, x) = T0(x)
u(0, x) = u0(x)
(I.3)
On cherche à étudier dans ce chapitre la rampe permettant de connecter la valeur 0 de
la température à toute valeur positive. On se place en variables autosimilaires. On pose :
T (t, x) =
1
ρt
√
t
Φ
(
x√
t
)
(I.4)
u(t, x) =
1√
t
Ψ
(
x√
t
)
(I.5)
L'expression de ces variables autosimilaires provient de la forme des solutions explicites
dans le cas où on a ni viscosité cinématique, ni viscosité thermique. En effet, sans visco-
sités le système s'écrit : {
∂tT + u∂xT = 0
∂tu+ u∂xu = ρT
(I.6)
admet pour solutions (T, u)(t, x) = (
2x
ρt2
,
2x
t
). On conserve la viscosité thermique pour
rendre compte des zones de combustion.
1
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Les solutions auto-similaires T et u définies en (I.4) et (I.5) vérifient le système (I.1)
si et seulement si Φ et Ψ vérifient :
−Φ′′(η) + (Ψ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0
−Ψ′′(η) + (Ψ(η)− η
2
)Ψ′(η)− 1
2
Ψ(η) = Φ(η)
(I.7)
où on a posé η =
x√
t
. Pour une vitesse initiale nulle, (T, ρtT ) est solution du système (I.1).
On choisit ainsi d'étudier les solutions de (I.7) qui sont sous la forme (Φ,Ψ) = (Φ,Φ).
On est ramené à résoudre le problème : − Φ
′′(η) + (Φ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0 ,
lim
−∞
Φ(η) = 0
(I.8)
où Φ est une application définie de R dans R, positive.
A la vue des simulations numériques effectuées par P. Constantin, J.-M. Roquejoffre, L.
Ryzhik et N. Vladimirova dans leur article ([CRRV08]) pour une viscosité cinématique
nulle, on souhaite obtenir une solution Φ de (I.8) ayant une décroissance gaussienne
en −∞ et une croissance linéaire en +∞. On rappelle la définition d'une fonction à
décroissance gaussienne :
Définition 1.1. On dit que la fonction Φ est à décroissance gaussienne en −∞,
avec exposant λ si η 7→ eλη2Φ(η) a au plus une décroissance polynomiale en −∞. On
note Ωλ l'ensemble des fonctions à décroissance gaussienne en −∞, d'exposant λ, c'est
à dire
Ωλ =
{
Φ : R→ R; ∃P ∈ R[X], eλη2Φ(η) = O
−∞
(P (η))
}
.
Pour résoudre (I.8), on doit imposer la façon dont la solution Φ tend vers 0 en −∞.
En effet, si on linéarise (I.8) autour de l'état stable Φ0 = 0, l'équation donnée par la
partie linéaire admet deux solutions de comportements différents en −∞. En posant
Φ = Φ0 + Φ˜ avec Φ˜ petit, la partie linéaire vérifie :
−Φ˜′′ − η
2
Φ˜′ − 3
2
Φ˜ = 0, (I.9)
équation qui admet pour base de solutions les fonctions :
h(η) =
(
η2
4
− 1
2
)
e
−
η2
4 (I.10)
k(η) = −1
5
d2
dη2
(
e−η
2/4
∫ η
0
eζ
2/4dζ
)
(I.11)
où h ∈ Ω 1
4
et k(η) ∼
−∞
− 1
η3
à décroissance non gaussienne en −∞. On complète donc
(I.8) par la condition :
∃λ > 0,Φ ∈ Ωλ. (I.12)
2. Construction de solutions sur I =]−∞,−η1] 3
La croissance linéaire en +∞ apparaîtra naturellement lors de la construction de la
solution.
Dans ce premier chapitre, on va montrer le résultat :
Théorème 1.1 (Existence et unicité). Le problème (I.8) admet une solution
Φ : η ∈ R → Φ(η) ∈ R+, à décroissance gaussienne en −∞, de classe C2. De plus,
pour une telle solution, il existe un nombre c ∈ R tel que, quand η → +∞, on a :
Φ(η) = 2η + c(1 + o(1))η−
1
3 , Φ′(η) = 2 + o(η−
4
3 ). (I.13)
Sous ces hypothèses, cette solution est unique.
On démontre ce résultat en plusieurs étapes. Tout d'abord, pour un η1 > 0 correcte-
ment choisi, on montre qu'il existe des solutions Φδ positives au problème : −Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0 η ∈ I =]−∞,−η1[
Φδ(−η1) = δ, Φδ ∈ Ω 1
4
, Φδ > 0
(I.14)
Ensuite, on cherche une solution Φδ définie sur tout R. Cette étape nous permet de fixer
δ. Les principaux outils utilisés sont la méthode de tir et un résultat de continuité de la
famille (Φδ)δ>0 par rapport au paramètre δ. On étudie plus précisément le comportement
de cette solution quand η tend vers +∞ . Enfin, on conclut ce chapitre par un résultat
d'unicité de la solution auto-similaire ainsi obtenue.
2 Construction de solutions sur I =]−∞,−η1]
On veut résoudre le problème (I.14) où Φδ : η ∈] − ∞,−η1[7→ Φδ(η) ∈ R+, δ > 0.
On fixe η1 ∈ [
√
6,+∞[ pour que la fonction h, donnée par (I.10) et représentée sur la
figure I.1, soit croissante et positive sur ] − ∞,−η1]. D'autres conditions sur η1, plus
restrictives, apparaîtront dans la partie prolongement dans ce chapitre.
Figure I.1  Graphe de la fonction h(η) =
(
η2
4
− 1
2
)
e
−
η2
4
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2.1 Enoncé du résultat d'existence
Dans cette partie on démontre le théorème suivant :
Théorème 2.1 (Existence sur I ). Soit δ > 0 et I =] −∞,−η1[ avec η1 ∈ [
√
6,+∞[.
Le problème (I.14) admet une solution Φ dans C2+1/2(I), positive, à décroissance gaus-
sienne.
On note Cn+α, où n ∈ N et α ∈]0, 1[, l'ensemble des fonctions de classe Cn dont la
dérivée n-ième est α-höldérienne.
2.2 Plan de la démonstration
Pour démontrer le résultat 2.1, on procède en plusieurs étapes. Tout d'abord, on
travaille sur des ouverts bornés de I. On pose Ip =] − p,−η1[ pour p entier. On se
ramène à la résolution de
−Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0 sur Ip (I.15)
Φδ(−p) = 0 Φδ(−η1) = δ
En utilisant un résultat de Boccardo-Murat-Puel [BMP84], on obtient l'existence d'une
solution Φδ de (I.15) dans W
1,2
0 (Ip), au sens des distributions. On construit une suite
de fonctions {Φp ∈ W 1,2(Ip)}p croissante majorée, solution de (I.15). Par injection de
Sobolev et régularité elliptique, on obtient l'existence d'une solution régulière de (I.15),
Φδ ∈ C2+1/2(Ip). Pour p fixé, par le théorème d'Ascoli, la suite de fonctions (Φn)n>p
admet une sous-suite qui converge dans C2(Ip) vers une fonction notée Φp. On conclut
par extraction diagonale. La fonction limite obtenue, Φ, est solution de (I.14).
2.3 Enoncé du théorème 2.1 de Boccardo-Murat-Puel [BMP84]
Pour résoudre (I.15), on utilise le théorème 2.1 de Boccardo-Murat-Puel [BMP84] qui
s'appuie sur la méthode des sur et sous solutions au sens des distributions, dans le cadre
des équations elliptiques quasi-linéaires. Je présente dans un premier temps le cadre
général d'application de ce résultat. Dans le paragraphe suivant, je me placerai dans le
cadre qui nous intéresse pour résoudre (I.15).
Soit Ω est un ouvert borné régulier de Rn de frontière notée Γ, et soit p ∈]1,+∞[. On
étudie le problème :
A(u) + f(x, u,∇u) = 0 dans D′(Ω) (I.16)
u ∈ W 1,p0 (Ω) ∩ L∞(Ω) (I.17)
où l'opérateur A est de type Leray-Lions de W 1,p0 (Ω) dans son dual, et où F (., ., .) est
une application non linéaire dont la croissance par rapport à ∇u est d'ordre au plus p.
On suppose plus précisément :
H1 A(u) = −∑ni=1 ∂∂xiAi(u,∇u) où u ∈ W 1,p(Ω),
H2 Ai(u,∇u)(x) = ai(x, u(x),∇u(x)) p.p. en x ∈ Ω,
H3 ∀(η, ξ) ∈ R× Rn, x→ ai(x, η, ξ) est mesurable,
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H4 p.p. en x ∈ Ω (η, ξ)→ ai(x, η, ξ) est continue,
H5 ∃α > 0, p.p. en x ∈ Ω, ∀η ∈ R, ∀ξ ∈ R, ∑ni=1 ai(x, η, ξ) · ξi > α|ξ|p,
H6 ∃β > 0 ∃k ∈ Lp′+ε1 où p′ vérifie 1
p
+ 1
p′ = 1 et ε1 > 0 tel que p.p. en x ∈ Ω, ∀η ∈ R
∀ξ ∈ Rn, |ai(x, η, ξ)| 6 β [|η|p−1 + |ξ|p−1 + k(x)],
H7 p.p. en x ∈ Ω, ∀η ∈ R, ∀ξ, ξˆ ∈ Rn, ξ 6= ξˆ, ∑ni=1[ai(x, η, ξ)− ai(x, η, ξˆ)](ξi − ξˆi) > 0,
H8 f : Ω× R× Rn → R vérifie les hypothèses H3 et H4,
H9 il existe une fonction croissante r 7→ C(r) de R+ dans R+ telle que pour presque
tout x ∈ Ω, |f(x, η, ξ)| 6 C(|η|)(1 + |ξ|p).
On définit les sur et sous solutions pour le problème (I.16, I.17) :
Définition 2.1 (Sous et sur-solution). Une fonction Φ ∈ W 1,p(Ω) ∪ L∞ est une sous
solution pour le problème (I.16, I.17) si{
A(Φ) + f(x,Φ,∇Φ) 6 0 (au sens de D′(Ω))
Φ|Γ 6 0 (I.18)
Une fonction Ψ ∈ W 1,p(Ω) ∪ L∞ est une sur solution pour le problème (I.16, I.17) si{
A(Ψ) + f(x,Ψ,∇Ψ) > 0 (au sens de D′(Ω))
Ψ|Γ > 0 (I.19)
On peut maintenant énoncer le théorème 2.1 [BMP84] :
Théorème 2.2 (Boccardo-Murat-Puel). Sous les hypothèse H1 à H9, s'il existe une sous
solution Φ et une sur solution Ψ du problème (I.16, I.17) avec Φ,Ψ ∈ W 1,∞(Ω) et Φ 6 Ψ
p.p. dans Ω, alors il existe une solution u du problème (I.16, I.17) avec Φ 6 u 6 Ψ p.p.
dans Ω. De plus il existe q > p tel que u ∈ W 1,qloc (Ω).
2.4 Existence d'une solution sur l'intervalle borné Ip
Pour appliquer le théorème 2.2 à (I.15), on doit se ramener à des conditions limites
nulles au bord du domaine Ip. On effectue le changement de variable suivant :
Φ0 = Φδ − Φa,p sur Ip, (I.20)
où Φa,p : η ∈ R→ R est l'application affine vérifiant Φa,p(−p) = 0 et Φa,p(−η1) = δ :
Φa,p =
δ
p− η1 (η + p) . (I.21)
Φ0 : Ip → R vérifie :{ −(Φ0)′′ + (Φ0 + Φa,p − η
2
)(Φ0)′ + ((Φa,p)′ − 3
2
)Φ0 = 3
2
Φa,p − (Φa,p − η
2
)(Φa,p)′
Φ0(−p) = Φ0(−η1) = 0 (I.22)
pour tout η ∈ Ip. Pour appliquer le théorème 2.2, on réécrit (I.22) sous la forme
A(Φ0) + f(η,Φ0, (Φ0)′) = 0
6
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où{
A(Φ0) = −(Φ0)′′
f(η,Φ0, (Φ0)′) = (Φ0 + Φa,p − η
2
)(Φ0)′ + ((Φa,p)′ − 3
2
)Φ0 − 3
2
Φa,p + (Φa,p − η
2
)(Φa,p)′
(I.23)
On pose :
a : (η, ξ, ζ) ∈ Ip × R× R 7→ ζ ∈ R.
Elle vérifie les hypothèse H3, H4, H7 de façon immédiate. L'hypothèse H5 est vérifiée
avec p = 2 et α = 1. Pour l'hypothèse H6, p = p′ = 2, k = 0, β = 1 conviennent. La
fonction f a pour expression :
f : (η, ξ, ζ) ∈ Ip × R× R→ (ξ + cη + d− η
2
)ζ + (c− 3
2
)ξ + cη(c− 2) + (c− 3
2
)d,
où on a posé Φa,p = cη + d, avec c, d ∈ R. f vérifie les hypothèse H3 et H4 de façon
immédiate.
L'hypothèse H9 est vérifiée avec C : r ∈ R+ → αr + β, où α et β sont des constantes
positives. En effet :
f(η, ξ, ζ) 6 |c− 3
2
|+
(
|ξ|+ |(c− 1
2
)η + d|
)
|ζ|+ |cη||c− 2|+ |d||c− 3
2
|.
Or (1 + |ζ|)2 > 0. Donc 1 + |ζ|2 > |ζ|. De plus η ∈ Ip donc |η| 6 p. Ainsi :
f(η, ξ, ζ) 6 (1 + |ζ|2)(α|ξ|+ β).
Les hypothèse étant vérifiées, on construit maintenant des sur et sous solutions au sens
de la définition 2.1.
2.4.1 Sous-solution
On pose Φ0 = −Φa,p où Φa,p est la fonction affine définie par (I.21). Montrons qu'elle
vérifie les inéquations (I.18). On a :{
A(−Φa,p) + f(η,−Φa,p, (−Φa,p)′) = 0 6 0,
− Φa,p(−p) = 0, −Φa,p(−η1) = −δ < 0.
De plus Φ0 ∈ C∞(Ip) ⊂ W 1,2(Ip). Donc Φ0 convient comme sous-solution de (I.22).
2.4.2 Sur-solution
On pose Φ0 = δ
h
h(−η1) − Φ
a,p où h est la fonction définie en (I.10) et Φa,p la droite
affine définie par (I.21). Montrons qu'elle vérifie les inéquations (I.19). On a :
A(Φ0) + f(η,Φ0, (Φ0)′) =
δ
h(−η1)
(
−h′′ − η
2
h′ − 3
2
h+
δ
h(−η1)hh
′
)
=
(
δ
h(−η1)
)2
hh′ > 0
Φ0(−p) = δ
h(−η1)h(−p) > 0, Φ
0(−η1) = δ − δ = 0.
De plus Φ0 ∈ C∞(Ip) ⊂ W 1,2(Ip). Donc Φ0 convient comme sur-solution de (I.22).
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2.4.3 Existence sur Ip
Comme Φ0 6 Φ0 presque partout dans Ip et Φ0, Φ0 ∈ W 1,∞(Ip), on peut appliquer le
théorème 2.2 [BMP84] au problème (I.22) : il existe une solution Φ0 ∈ W 1,20 (Ip)∩L∞(Ip)
solution de (I.22) au sens des distributions avec Φ0 6 Φ0 6 Φ0 presque partout dans Ip.
2.4.4 Construction d'une suite croissante de sous-solutions
Pour tout p, on note Φ0p ∈ W 1,20 (Ip) ∩ L∞(Ip) la solution au problème (I.22) sur Ip
ainsi obtenue. On peut construire par récurrence une suite {Φ0p ∈ W 1,20 (Ip) ∩ L∞(Ip)}p
croissante. En effet, pour p fixé, il existe une solution Φ0p de (I.22) dans D′(Ip), dual
topologique de D(Ip) = C∞c (Ip), l'ensemble des fonctions indéfiniment dérivables, à
support compact. Pour obtenir l'existence d'une solution dans D′(Ip+1) en utilisant le
théorème 2.2, on choisit comme sous solution l'application Φ0p : η ∈ Ip+1 → Φ0p(η) ∈ R :
Φ0p(η) =
{
Φ0p(η) si η ∈ Ip,
0 si η ∈]− (p+ 1),−p]. (I.24)
Il s'agit bien d'une sous solution de (I.22) dans D′(Ip+1) au sens de la définition 2.1. En
effet, pour tout fonction Ψ de classe C∞ à support compact dans Ip+1 et positive, on a :
< −Φ0p′′,Ψ >Ip+1= < Φ0p′,Ψ′ >Ip+1=< Φ0p′,Ψ′ >Ip + < Φ0p′,Ψ′ >]−(p+1),−p[
= < −Φ0p′′,Ψ >Ip + < −Φ0p′′,Ψ >Ip+1 +Ψ(p)
(
Φ0p
′
(−p−)− Φ0p′(−p+)
)
6 < −(Φ0p)′′,Ψ >Ip= −
∫
Ip
(
(Φ0p −
η
2
)(Φ0p)
′ − 3
2
Φ0p
)
Ψdη
c'est-à-dire
< −Φ0p′′ + (Φ0p −
η
2
)Φ0p
′ − 3
2
Φ0p,Ψ >Ip+16 0.
En appliquant le théorème 2.2, on obtient une solution Φ0p+1 dans D′(Ip+1) vérifiant
Φ0p 6 Φ0p+1 6 δ
h
h(−η1) − Φ
a,p presque partout sur Ip.
2.5 Solution régulière sur I
2.5.1 Régularité de la solution obtenue sur Ip
Montrons que Φ0p ∈ C2+
1
2 (Ip). Par les inégalités de Sobolev (théorème 6 de L.C. Evans
[Eva98], p.270), comme Φ0p ∈ W 1,2(Ip), on a Φ0p ∈ C0+
1
2 (Ip) et l'estimation suivante :
||Φ0p||C0+ 12 (Ip) 6 C||Φ
0
p||W 1,2(Ip) (I.25)
où la constante C ne dépend que de p. Vu que Φ0p 6
δh
h(−η1) − Φ
a,p presque partout, on
a ||Φ0p||C0+ 12 (Ip) 6 ||
δh
h(−η1) − Φ
a,p||C0, 12 (Ip). On obtient un majorant de (Φ
0
n)n>p dans Ip
indépendant de n.
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Φ0p est solution de (I.22) :
a(η)(Φ0p)
′′ + b(η)(Φ0p)
′ + c(η)Φ0p = g(η) sur Ip
Φ0p(−p) = Φ0p(−η1) = 0
où 
a(η) = −1 ∈ C0+ 12 (Ip),
b(η) = Φ0 + Φa,p − η
2
∈ C0+ 12 (Ip),
c(η) = (Φa,p)′ − 3
2
∈ C0+ 12 (Ip),
g(η) =
3
2
Φa,p − (Φa,p − η
2
)(Φa,p)′ ∈ C0+ 12 (Ip).
Par régularité elliptique et inégalité de Agmon-Douglis-Nirenberg (p.76 dans [Smo94]),
la solution Φ0p appartient à C2+
1
2 (Ip). De plus on a l'estimation suivante :
||Φ0p||C2+ 12 (Ip) 6 C||g||C0+ 12 (Ip) (I.26)
où C est une constante qui ne dépend que de Ip.
2.5.2 Compacité et théorème d'Ascoli
On va maintenant construire une solution régulière sur I. On fixe η0 > η1 fixé et
on se place sur Iη0 = [−η0,−η1]. On considère l'ensemble des fonctions {Φ0n}n>E(η0) de
C2+ 12 (Iη0), E(η0) partie entière de η0. Le caractère hölderien assure l'équicontinuité. Cette
suite de fonctions est uniformément bornée dans C2+ 12 (Iη0) car majorée par
δh
h(−η1)−Φ
a,p.
On peut donc appliquer le théorème d'Ascoli (p.635, [Eva98]). La suite {Φ0n, (Φ0n)′, (Φ0n)′′}n>E(η0)
est relativement compacte dans C0, 12 (Iη0). Ainsi, il existe Φ0, Φ1, Φ2 ∈ C0+
1
2 (Iη0) telles que
{Φ0n}n>E(η0) admet une sous-suite qui converge vers Φ0 dans C0+
1
2 (Iη0), {(Φ0n)′}n>E(η0) vers
Φ1 et {(Φ0n)′′}n>E(η0) vers Φ2. Comme il s'agit de convergence uniforme sur tout compact,
on a Φ0 ∈ C2+ 12 (Iη0) et (Φ0)′ = Φ1, (Φ0)′′ = Φ2.
2.5.3 Convergence et extraction diagonale
On a ainsi une solution Φδ,p de (I.15) dans C2+ 12 (Ip) :
Φδ,p = Φ
0
p + Φ
a,p.
Pour tout p, il existe une sous-suite de {Φδ,n}n>p, notée (Φpδ,n)n, qui converge dans
C2(Ip) vers une fonction notée Φpδ .
On va utiliser la méthode dite d'extraction diagonale. Pour p = p0 > η1, on obtient la
convergence de la sous-suite {Φp0δ,n}n vers Φp0δ ∈ C2(Ip0). Pour p > p0, on considère une
sous-suite de {Φpδ,n}n>p+1 qui converge dans C2(Ip+1) vers une fonction notée Φp+1δ .
On pose Ψδ,n : η ∈ In → Φnδ,n(η). On pose Φδ : η ∈ I → Φδ, où pour tout p Φδ = Φpδ
sur Ip. Alors Ψδ,n converge sur tout compact de I vers la fonction Φδ dans C2(I).
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2.5.4 Conclusion
Comme on a obtenu une convergence dans C2loc(Ip+1), la fonction Φδ est solution de
(I.14). Elle est bien à décroissance gaussienne puisqu'elle est majorée par la fonction
δh
h(−η1) .
3 Prolongement
3.1 Définition des espaces X− et X+
On a construit une solution Φδ ∈ C2(] −∞,−η1]) de (I.14). Ayant cette solution, on
souhaite savoir si on peut la prolonger au-delà de −η1. Selon le paramètre δ, elle va avoir
différents comportements. On montre le résultat suivant :
Théorème 3.1. Soit Φδ ∈ C2(]−∞,−η1]) une solution positive de (I.14) : − Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0, η ∈]−∞,−η1[= I
Φδ(−η1) = δ, Φδ ∈ Ω 1
4
.
Notons Imax l'intervalle maximal d'existence de Φδ. Alors :
∃δ−, ∀δ < δ−, ∃η2 > −η1 tel que Φδ(η2) < 0, (I.27)
∃δ+, ∀δ > δ+, ∃η∞ < +∞ tel que Imax =]−∞, η∞[. (I.28)
Une fois ce résultat montré, on pourra conclure par la méthode de tir qu'il existe un
δ0 pour lequel la fonction Φδ0 est définie sur R tout entier et reste positive. Elle sera alors
solution de notre problème initial (I.8).
On note Imax =]−∞, η∞(δ)[ l'intervalle maximal d'existence de Φδ. On travaille avec
les deux ensembles suivants :
X− = {δ > 0; il existe η2 > −η1 tel que Φδ(η2) = 0}, (I.29)
X+ = {δ > 0; Φδ > 0 et lim sup
η→η∞(δ)
Φ′δ(η) = +∞}. (I.30)
Pour δ ∈ X−, le comportement de la solution Φδ est présenté sur la figure I.2. Pour
δ ∈ X+, il correspond à celui présenté sur la figure I.3. Dans les paragraphes suivants, on
Figure I.2  Allure de Φδ pour δ ∈ X− Figure I.3  Allure de Φδ pour δ ∈ X+
montre plusieurs propriétés sur X− et X+. Pour conclure par la méthode de tir, il nous
restera à montrer la continuité de l'application δ 7→ Φδ de R+ dans C2(]−∞,−η1]).
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3.2 Propriétés des espaces X− et X+
3.2.1 Positivité de Φ′δ pour δ /∈ X−
On a la proposition suivante :
Proposition 3.2. Pour δ /∈ X−, Φ′δ > 0.
Démonstration. Soit δ /∈ X−. Donc ∀η > −η1, Φδ(η) 6= 0. Comme Φδ est continue et
positive sur ]−∞,−η1], elle reste strictement positive sur [−η1, η∞(δ)[. On va raisonner
par l'absurde et supposer qu'il existe un point η2 > −η1 où Φ′δ s'annule.
On sait que Φδ est solution sur ]−∞,−η1] de (I.14) :
−Φ′′δ + (Φδ −
η
2
)Φ′δ =
3
2
Φδ > 0, (I.31)
soit :
(exp(−
∫ η
a
(Φδ − ξ
2
)dξ)Φ′δ(η))
′ 6 0. (I.32)
On intègre entre η2 et η > η2 :
exp(−
∫ η
a
(Φδ − ξ
2
)dξ)Φ′δ(η) < exp(−
∫ η2
a
(Φδ − ξ
2
)dξ)Φ′δ(η2),
d'où
Φ′δ(η) < exp(
∫ η
η2
(Φδ − ξ
2
)dξ)Φ′δ(η2) 6 0 ∀η > η2.
Ainsi pour tout η > η2, Φ′δ(η) < 0.
On va montrer que nécessairement il existe η3 > η2 tel que Φδ(η3) = 0. Sinon, comme
Φ′δ est négative, Φδ décroît. Si Φδ reste strictement positive, alors elle est définie sur R
tout entier. On pose l = lim
+∞
Φδ. On a 0 6 l < Φδ(η2). On reprend l'équation vérifiée par
Φδ :
−Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0, (I.33)
(−Φ′δ +
1
2
Φ2δ −
η
2
Φδ)
′ − Φδ = 0. (I.34)
En intégrant entre η2 et η, on obtient :
−Φ′δ(η) +
1
2
Φ2δ(η)−
η
2
Φδ(η)− 1
2
Φ2δ(η2) +
η2
2
Φδ(η2) =
∫ η
η2
Φδ > 0. (I.35)
Φδ admet une limite quand η tend vers l'infini. Donc lim
+∞
Φ′δ = 0. On fait tendre η vers
l'infini dans (I.35). Le terme dominant étant −η
2
Φδ(η), négatif, l'inégalité est contredite.
Ainsi, si Φ′δ(η2) = 0, alors ∃η3 > η2 tel que Φδ(η3) = 0. Ce qui contredit le choix de δ.
On a obtenu que Φδ est croissante sur ]−∞,−η1].
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3.2.2 Domaine d'existence de Φδ pour δ ∈ X+
Proposition 3.3. Pour δ ∈ X+, η∞(δ) < +∞.
Démonstration. On raisonne par l'absurde en supposant que η∞(δ) = +∞, et on montre
que Φδ explose avant l'infini. Comme δ ∈ X+, on a en particulier δ /∈ X−. Donc d'après
la proposition 3.2, Φ′δ > 0.
On va montrer un résultat préliminaire :
Lemme 3.4. Si lim sup
η→+∞
Φ′δ = +∞ alors lim sup
η→+∞
Φδ(η)
η
= +∞.
Pour démontrer le lemme 3.4, on établit un résultat plus général sur Φδ :
Lemme 3.5. Si Φδ est solution de − Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0 sur R
Φδ(−η1) = δ, Φδ ∈ Ω 1
4
, Φδ > 0
alors pour η assez grand Φ(η) > 2η.
Démonstration. Φδ vérifie (I.34) sur R. On intègre entre −∞ et η > 0, et on pose
Ψ(η) =
∫ η
−∞Φδ(ξ)dξ. Comme Φδ ∈ Ω 14 , on a lim−∞ Φ
′
δ = 0. On obtient :
0 < Φ′δ(η) =
1
2
Φ2δ(η)−
η
2
Φδ(η)−
∫ η
−∞
Φδ(ξ)dξ,
soit
0 <
1
2
(Ψ′(η))2 − η
2
Ψ′(η)−Ψ(η).
On étudie les racines du polynôme en Ψ′(η) : Ψ′(η)2 − ηΨ′(η) − 2Ψ(η). Le calcul du
discriminant donne η2 + 8Ψ(η) > 0. Les racines sont donc :
r+(η) =
1
2
(η +
√
η2 + 8Ψ(η)),
r−(η) =
1
2
(η −
√
η2 + 8Ψ(η)).
Ces racines sont de signe opposé : r+(η) > 0 > r−(η). Comme Ψ′(η)2−ηΨ′(η)−2Ψ(η) > 0
pour η > 0, par continuité on a soit Ψ′(η) < r−(η) < 0 soit Ψ′(η) > r+(η) > 0. Or
Ψ′(η) = Φδ(η) > 0. Donc Ψ′(η) > r+(η). En particulier Ψ′(η) > η.
Le but est de montrer Ψ′(η) > 2η. On construit une suite (αn) telle que Ψ′(η) > αnη
pour tout η > 0 et on étudie sa limite. On a Ψ′(η) > η. Donc α0 = 1 convient. On
suppose maintenant Ψ′(η) > αnη et on va construire αn+1 > αn tel que Ψ′(η) > αn+1η.
On a Ψ′(η) > αnη. On intègre entre 0 et η : Ψ(η) > αn
η2
2
+ Ψ(0). Par le raisonnement
précédent, on obtient Ψ′(η) > r+(η) =
1
2
(η−
√
η2 + 4αnη + 8Ψ(0)) >
η
2
(1 +
√
1 + 4αn).
On pose αn+1 =
1
2
(1+
√
1 + 4αn) > 0. On a ainsi construit par récurrence une suite (αn),
croissante et majorée par 2. Elle converge donc vers sa limite possible 2. Ainsi Ψ′(η) > 2η
c'est à dire Φδ(η) > 2η.
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Preuve du lemme 3.4. On suppose lim sup
η→+∞
Φ′δ(η) = +∞ et on veut montrer :
lim sup
η→+∞
Φδ(η)
η
= +∞. (I.36)
On distingue le cas où Φ′δ admet une limite en +∞ et le cas où seule la limite sup existe.
Premier cas : on suppose :
lim sup
η→+∞
Φ′δ(η) = lim
η→+∞
Φ′δ(η) = +∞. (I.37)
Donc, pour A > 0 quelconque, il existe ηA > 0 tel que Φ′δ(η) > A pour tout η > ηA. On
intègre cette inégalité entre ηA et η et on obtient :
Φδ(η)− Φδ(ηA) > A(η − ηA),
soit
Φδ(η)
η
> A+ Φδ(ηA)− AηA
η
= A+ o(1).
D'où lim
η→+∞
Φδ(η)
η
= +∞.
Second cas : On suppose lim sup
η→+∞
Φ′δ(η) = +∞ mais Φ′δ n'a pas de limite en +∞.
Ainsi il existe B > 0 et une suite (ηn) qui tend vers l'infini tel que Φ′δ(ηn) 6 B, pour
tout n ∈ N. Supposons par l'absurde que lim sup
η→+∞
Φδ(η)
η
6= +∞, c'est-à-dire qu'il existe
C > 0 et η0 > 0 tel que pour tout η > η0 Φδ(η) 6 Cη. Par le lemme 3.5, on a donc
2η 6 Φδ(η) 6 Cη. La fonction Φδ vérifie :
−Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0,
soit
(Φ′δe
− ∫ ηa (Φδ(ξ)− ξ2 )dξ)′ = −3
2
Φδ(η)e
− ∫ ηa (Φδ(ξ)− ξ2 )dξ.
On intègre entre η et ηn :
Φ′δ(ηn)e
− ∫ ηna (Φδ(ξ)− ξ2 )dξ − Φ′δ(η)e− ∫ ηa (Φδ(ξ)− ξ2 )dξ = −32
∫ ηn
η
Φδ(u)e
− ∫ ua (Φδ(ξ)− ξ2 )dξdu,
soit encore
Φ′δ(η)− Φ′δ(ηn)e−
∫ ηn
η (Φδ(ξ)− ξ2 )dξ =
3
2
∫ ηn
η
Φδ(u)e
− ∫ uη (Φδ(ξ)− ξ2 )dξdu. (I.38)
On va passer à la limite dans I.38. On a Φ′δ(ηn) 6 B et Φδ(ξ) > 2ξ donc∫ ηn
η
(Φδ(ξ)− ξ
2
)dξ > 3
2
∫ ηn
η
ξdξ =
3
4
(η2n − η2),
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soit
e−
∫ ηn
η (Φδ(ξ)− ξ2 )dξ 6 e−34 (η2n−η2) 6 1.
On a :
0 6 e−
∫ u
η (Φδ(ξ)− ξ2 )dξ 6 e−34 (u2−η2) (I.39)
et Φδ est à croissance au plus linéaire, donc
∫ +∞
η
Φδ(u)e
− ∫ uη (Φδ(ξ)− ξ2 )dξdu est bien définie.
On obtient :
Φ′δ(η) 6 B +
3
2
∫ +∞
η
Cu exp(−3
4
(u2 − η2))du,
6 B + 3
2
C exp(
3
4
η2)
∫ +∞
η
u exp(−3
4
u2)du.
Or
∫ +∞
η
u exp(−3
4
u2)du =
2
3
exp(−3
4
η2). On a ainsi Φ′δ(η) 6 B + C, ce qui contredit
lim sup
η→+∞
Φ′δ(η) = +∞. D'où lim sup
η→+∞
Φδ(η)
η
= +∞.
On a maintenant tous les résultats pour montrer le lemme 3.3. On suppose donc
que η∞(δ) = +∞, c'est-à-dire lim sup
η→+∞
Φ′δ(η) = lim sup
η→+∞
Φδ(η)
η
= +∞. On montre que Φδ
explose avant l'infini. On intègre l'équation (I.14) entre −∞ et η > 0 :
−Φ′δ +
1
2
Φ2δ −
η
2
Φδ =
∫ η
−∞
Φδ(ξ)dξ =
∫ 0
−∞
Φδ(ξ)dξ +
∫ η
0
Φδ(ξ)dξ,
avec lim
−∞
Φδ = lim−∞
ηΦδ = lim−∞
Φ′δ = 0 puisque Φδ est à décroissance gaussienne. Comme Φδ
est croissante, on a : ∫ η
0
Φδ(ξ)dξ 6 Φδ(η)η.
D'où
Φ′δ(η) >
1
2
Φ2δ(η)−
3
2
ηΦδ(η)−
∫ 0
−∞
Φδ(ξ)dξ. (I.40)
On pose Φ˜δ(η) = Φδ(η)− αη et on va montrer que cette fonction n'est pas définie sur R
tout entier. Elle vérifie :
Φ˜′δ(η) >
1
2
Φ˜2δ(η) + (α−
3
2
)ηΦ˜δ(η) + (
1
2
α2 − 3
2
α)η2 − α−
∫ η
0
Φδ(ξ)dξ. (I.41)
On choisit α > 0 tel que
α− 3
2
> 10 et
1
2
α2 − 3
2
α > 0.
Alors Φ˜δ vérifie :
Φ˜′δ(η) >
1
2
Φ˜2δ(η) + 10ηΦ˜δ(η)− α0 (I.42)
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où α0 = α+
∫ η
0
Φδ(ξ)dξ. Le binôme
1
2
Φ˜2δ(η) + 10ηΦ˜δ(η)− α0, en Φ˜δ, admet deux racines
réelles :
r±(η) = −10η ±
√
100η2 + 2α0
Elles sont de signe opposé. La plus grande racine, r+(η), tend vers 0 quand η tend vers
+∞ :
r+(η) = 10η(−1 +
√
1 +
α0
50η2
) =
α0
10η
+ o(
1
η
).
Donc il existe η0 tel que pour η > η0 on a r+(η) ∈]0, 1[. Par hypothèse lim sup
η→+∞
Φδ(η)
η
=
+∞, donc il existe η˜0 > η0 > 0 tel que Φδ(η˜0)
η˜0
> α +
1
η0
. On obtient alors Φ˜δ(η˜0) > 1 >
r+(η˜0). Donc Φ˜′δ(η˜0) > 0, ce qui donne Φ˜δ croissante au voisinage de η˜0, et par suite Φ˜δ
croissante et supérieure à 1 pour tout η > η˜0. En choisissant
η > max(η˜0,
α0
10
),
on a Φ˜′δ(η) >
1
2
Φ˜2δ(η). Il existe alors η˜ tel que lim
η→η˜−
Φ˜δ(η) = +∞. D'où lim
η→η˜−
Φδ(η) = +∞,
ce qui contredit η∞(δ) = +∞.
3.2.3 Petites valeurs de δ
Proposition 3.6. Il existe δ− ∈ R+ tel que ]0, δ−[⊂ X−.
Démonstration. Il existe δ− > 0 tel que ]0, δ−[⊂ X−, c'est-à-dire que pour tout δ assez
petit, notre solution Φδ doit couper l'axe des abscisses, doit s'annuler au-delà de −η1.
On fixe δ > 0.
Mise en place du problème et plan de la démonstration.
1. L'application Φδ est solution du problème (I.14). La dépendance par rapport à δ
apparaît dans la condition limite. Pour faciliter les raisonnements, on fait un changement
d'inconnue afin que les conditions limites ne dépendent plus du paramètre δ. On pose :
Ψδ : η ∈ I 7→ Φδ(η)
δ
. (I.43)
La fonction Ψδ vérifie : {
L0Ψδ = −δΨδΨ′δ sur I
Ψδ(−η1) = 1, Ψδ ∈ Ω 1
4
(I.44)
où L0 est l'opérateur :
L0 = − d
2
dη2
− η
2
d
dη
− 3
2
. (I.45)
L'application
h¯ : η ∈ R 7→ h(η)
h(−η1) , (I.46)
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où la fonction h est définie en (I.10), est solution de (I.44) pour δ = 0.
2. On montre dans un premier temps le lemme suivant :
Lemme 3.7. Soit Ψδ solution de (I.44) et h¯ l'application définie en (I.46). Alors on a
le résultat suivant :
lim
δ→0
∣∣∣∣Ψδ − h¯∣∣∣∣C2(I) = 0. (I.47)
On démontre ce lemme dans la suite.
On travaille avec l'application Φδ :
Φδ : η ∈ I 7→ Ψδ(η)− h¯(η). (I.48)
On peut remarquer que, par construction de Φδ (partie 2), la fonction Φδ est négative
sur I. Elle vérifie : {
L0Φ
δ = −δ(h¯+ Φδ)(h¯+ Φδ)′ sur I
Φδ(−η1) = 0, Φδ ∈ Ω 1
4
(I.49)
3. Pour démontrer le lemme 3.7, on travaille dans des espaces à poids nous permettant
d'obtenir des opérateurs dont le terme d'ordre 0 est positif sur I, ce qui n'est pas le cas
de l'opérateur L0. Le principe du maximum pourra dans ces conditions être utilisé.
On va travailler avec l'application vδ = e
η2
8 Φδ (I.50) et l'opérateur M0 (I.52). On
définit des espaces Xµ1 (I.53), Yµ1 (I.69) et on montre que l'opérateur M0 est inversible,
d'inverse T0 (I.63) continue de C0,1/2(I)∩Xµ1 sur C2,1/2(I)∩Yµ1 .Afin de pouvoir appliquer
le théorème des fonctions implicites et obtenir un résultat de continuité par rapport
à δ petit, on vérifie que le second membre g, défini en (I.51), est bien dans l'espace
C0+1/2(I) ∩Xµ1 pour v ∈ C2+1/2(I) ∩ Yµ1 . Ceci conclura la preuve du lemme 3.7.
4. Enfin, pour obtenir le résultat énoncé dans la proposition 3.6, on appliquele théo-
rème de continuité par rapport à un paramètre (chapitre V dans [Har64], par exemple)
en écrivant le système (I.44) comme un problème de Cauchy d'ordre 1.
Espace à poids et opérateur M0. Comme le terme d'ordre 0 de l'opérateur L0 est
−3
2
, strictement négatif, on ne peut pas lui appliquer le principe du maximum faible.
On se ramène donc à un opérateur de terme d'ordre 0 positif. On effectue un nouveau
changement d'inconnue :
vδ : η ∈ I 7→ e η
2
8 Φδ(η). (I.50)
La fonction vδ ∈ C2,1/2(I) vérifie :M0vδ = −δe
η2
8 (h¯+ vδe−
η2
8 )(h¯+ vδe−
η2
8 )′ sur I
vδ(−η1) = 0, vδ ∈ Ω 1
8
(I.51)
où M0 est l'opérateur :
M0 = − d
2
dη2
+
(
η2
16
− 5
4
)
. (I.52)
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Son terme d'ordre 0, c(η) =
(
η2
16
− 5
4
)
s'annule en η = ±2√5. Dans le choix de η1, on
impose de plus que −η1 < −2
√
5. On définit l'espace Xµ1 dont on va avoir besoin dans
la suite :
Xµ1 =
{
v ∈ C0(I);
∣∣∣∣∣∣ve−µ12 η∣∣∣∣∣∣
∞
< +∞
}
, (I.53)
où
µ1 =
√
1
2
(
η21
16
− 5
4
)
. (I.54)
On pose également
v¯ : η ∈ R 7→ eµ12 η. (I.55)
On montre le résultat suivant :
Lemme 3.8 (Bijectivité de M0). Soit M0 l'opérateur défini en (I.52). Alors, pour tout
g ∈ C0,1/2(I) ∩Xµ1, il existe une unique solution v ∈ C2,1/2(I) ∩Xµ1 de :
M0v = g dans I, v(−η1) = 0, lim
η→−∞
v(η) = 0. (I.56)
Démonstration.
1ère étape : Existence.
Soit g ∈ C0,1/2(I) ∩Xµ1 .
Existence et unicité dans H10 (Ip). On montre tout d'abord l'existence d'une so-
lution de (I.56) dans H10 (Ip), où Ip =] − p,−η1[.On utilise le théorème de Lax-Milgram
(p.297 dans [Eva98]). On travaille dans l'espace H = H10 (Ip) avec la forme bilinéaire
suivante :
a : (v, u) ∈ H10 (Ip)×H10 (Ip) 7→
∫
Ip
v′(η)u′(η)dη +
∫
Ip
c(η)v(η)u(η)dη. (I.57)
Sur Ip, le terme c(η) est borné : 0 < c(−η1) 6 c(η) 6 c(−p). a est une forme bilinéaire
continue :
|a(v, u)| 6 ||v′||L2(Ip)||u′||L2(Ip) + c(−p)||v||L2(Ip)||u||L2(Ip) 6 (1 + c(−p))||v||H10 (Ip)||u||H10 (Ip),
et coercive :
a(v, v) > ||v′||2L2(Ip) + c(−η1)||v||2L2(Ip) > min(1, c(−η1))||v||2H10 (Ip).
On peut appliquer le théorème de Lax-Milgram : pour toute fonction g ∈ L2(Ip) il existe
une unique application vp ∈ H10 (Ip) telle que :
∀u ∈ H10 (Ip), < M0v, u >L2(Ip)=< g, u >L2(Ip) .
Régularité. On a vp ∈ H10 (Ip). Par injection de Sobolev, vp ∈ C0+1/2(Ip). La fonction
vp est solution de (I.56) sur Ip, avec g ∈ C0+1/2(Ip). Par régularité elliptique, on obtient
3. Prolongement 17
vp ∈ C2+1/2(Ip). C'est l'unique solution de (I.56) sur Ip (confer Théorème 8.10, p.75,
dans [Smo94]).
Convergence sur In. Sur In, on considère l'ensemble :
Hn =
{
vp ∈ C2+1/2(In); p > n
}
.
L'ensemble Hn est borné dans C2+1/2(In). En effet, comme g ∈ Xµ1 , une sur-solution de
(I.56) est :
v¯g : η ∈ I 7→ 4
7µ21
∣∣∣∣∣∣g
v¯
∣∣∣∣∣∣
∞
e
µ1
2
η, (I.58)
où µ1, v¯, Xµ1 sont définis en (I.54),(I.55), (I.53). Une sous-solution est −v¯g. On a donc,
pour tout p > n :
||vp||C0(In) 6 ||v¯g||C0(Ip). (I.59)
Par estimation intérieure pour les équations elliptiques (p.75 dans [Smo94]), pour Kn =
[−n,−η1 − 1
n
] compact de In on a :
||vp||C2+1/2(Kn) 6 Cn(||vp||C0(In) + ||g||C0(In)). (I.60)
Ainsi par (I.59) et (I.60), l'ensemble Hn est borné dans C2+1/2(Kn). Les fonctions vp ainsi
que leurs dérivées première et seconde étant höldériennes, l'ensemble Hn est équicontinue
par (I.60). On peut donc appliquer le théorème d'Ascoli dans C2+1/2(Kn) : il existe une
sous-suite de (vp)p>n qui converge dans C2+1/2(Kn) vers une fonction vn.
Convergence sur I. On met en place les éléments nécessaires pour conclure par la
méthode d'extraction diagonale.
Sur K5 = [−5,−η1− 1
5
], on note (v5p)p>5 une sous-suite de (vp)p>5 qui converge vers v
5
dans C2+1/2(K5). Ensuite, sur K6 = [−6,−η1− 1
6
], on a (v6p)p>6 une sous-suite de (v
5
p)p>6
qui converge vers v6 dans C2+1/2(K6). Par construction, sur K5, les fonctions v6 et v5
sont égales. De façon générale, sur Kn = [−n,−η1 − 1
n
], on pose (vnp )p>n une sous-suite
de (vn−1p )p>n qui converge vers v
n dans C2+1/2(Kn) et on a vn = vn−1 sur Kn−1.
On considère la suite (vnn)n. Par construction et extraction diagonale, elle converge
dans C2+1/2loc (I) vers une fonction v définie par :
∀n, v|Kn = vn. (I.61)
La fonction v ∈ C2+1/2(I) ∩Xµ1 est solution de (I.56) avec g ∈ C0+1/2(I) ∩Xµ1 .
2ème étape : Unicité sur I.
Soit g ∈ C0+1/2(I) ∩Xµ1 . Supposons qu'il existe deux solutions v et w distinctes de
(I.56). Posons z la fonction :
z : η ∈ I 7→ v(η)− w(η).
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Elle vérifie :
M0z = 0 dans I, z(−η1) = 0, lim
η→−∞
z(η) = 0. (I.62)
Comme v et w sont distinctes, il existe η2 ∈ I telle que v(η2) 6= w(η2). Pour fixer les idées,
supposons v(η2) > w(η2).La fonction z est solution régulière de (I.62), en particulier elle
est continue et sa limite est nulle en −∞. Donc il existe η3 < η2 tel que z(η3) = z(η2)
2
> 0.
On travaille dans le domaine D =]η3,−η1[. Par le principe du maximum fort, comme
M0z 6 0, la fonction z atteint son maximum aux bornes de D :
max
D¯
(z) = max
∂D
(z) = max(0, z(η3)) = z(η3),
et sur D, la fonction z reste inférieure strictement à son maximum, c'est-à-dire à z(η3).
Or z(η3) =
z(η2)
2
. Donc, un point η2 tel que z(η2) > 0 ne peut pas exister.
On montre de même qu'il ne peut y avoir de point η2 tel que z(η2) < 0. Comme
lim
η→−∞
z(η) = 0, il existe un point η3 < η2 tel que z(η3) =
z(η2)
2
. On applique le principe du
maximum fort sur D à M0z > 0. On doit avoir en particulier 0 > z(η2) > z(η3) =
z(η2)
2
,
ce qui est absurde.
Ainsi, la fonction z est nulle sur I. D'où l'unicité de la solution de (I.56).
Opérateur T0. On définit T0 l'application réciproque de M0 :
T0 : C
0+1/2(I) ∩Xµ1 → C2+1/2(I) ∩Xµ1 (I.63)
g 7→ v solution de (I.56)
T0 est continue. En effet, soit g ∈ C0+1/2(I) ∪Xµ1 . On pose :
w : η ∈ I 7→ v(η)
v¯(η)
, (I.64)
où la fonction v¯ est définie en (I.55). La fonction w vérifie :
−w′′ − µ1w′ + d(η)w = g
v¯
sur I, w = 0 sur ∂I (I.65)
avec d(η) =
(
η2
16
− 5
4
− µ
2
1
4
)
> 0. Le principe du maximum s'applique. En particulier
1
d(−η1) ||
g
v¯
||∞ est une sur solution et − 1
d(−η1) ||
g
v¯
||∞ une sous solution. Ainsi :
||w||C0 6 1
d(−η1) ||
g
v¯
||∞.
Par régularité elliptique, on obtient :
||T0g||C2+1/2∩Xµ1 = ||v||C2+1/2∩Xµ1 = ||w||C2+1/2 6 C||
g
v¯
||∞,
soit T0 continue.
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Second membre g. Dans (I.51), g vaut :
g = −δe η
2
8 (h¯+ vδe−
η2
8 )(h¯+ vδe−
η2
8 )′. (I.66)
Pour vδ ∈ C2+1/2 ∪Xµ1 , il faut vérifier qu'on a bien g ∈ C0+1/2 ∩Xµ1 . g s'écrit :
g = −δe η
2
8 h¯h¯′ − δvδh¯′ + δη
4
e−
η2
8 vδ
(
e
η2
8 h¯+ vδ
)
− δ(vδ)′e− η
2
8
(
vδ + e
η2
8 h¯
)
, (I.67)
= g1(η) + g2(η) + g3(η) + g4(η). (I.68)
Tous les termes sont dans C0+1/2. Il faut vérifier qu'ils appartiennent bien à Xµ1 .
On remarque que lim
η→−∞
v¯ = 0. Ainsi, si v ∈ Xµ1 , alors on a lim
η→−∞
v = 0.
Pour le terme g1 = −δe
η2
8 h¯h¯′, comme h¯ et h¯′ sont dans Ω 1
4
, on a en particulier :
lim
η→−∞
e
η2
8 h¯h¯′e−
µ1
2
η = 0,
d'où g1 ∈ Xµ1 .
Pour le terme g2 = −δvδh¯′, on sait que vδ ∈ Xµ1 et h¯ est bornée sur I. Donc :∣∣∣∣∣∣∣∣vδh¯v¯
∣∣∣∣∣∣∣∣
∞
6 C
∣∣∣∣h¯∣∣∣∣∞ ,
d'où g2 ∈ Xµ1 .
Pour le terme g3 = δ
η
4
e−
η2
8 vδ
(
e
η2
8 h¯+ vδ
)
, plusieurs arguments interviennent. L'ap-
plication η 7→ η
4
e−
η2
8 est bornée sur I par une constante notée M1. Comme h¯ ∈ Ω 1
4
et
vδ ∈ Xµ1 , l'application η 7→ e
η2
8 h¯ + vδ est bornée sur I par une constante notée M2.
Ainsi : ∣∣∣∣∣∣g3
v¯
∣∣∣∣∣∣
∞
6M1M2
∣∣∣∣vδ∣∣∣∣
Xµ1
,
donc g3 ∈ Xµ1 .
Il nous reste à déterminer si le terme g4 = −δ(vδ)′e−
η2
8
(
vδ + e
η2
8 h¯
)
appartient à
l'ensemble Xµ1 . Il nous faut un résultat supplémentaire nous permettant d'estimer (v
δ)′.
On note Yµ1 l'ensemble suivant :
Yµ1 = {f ∈ Xµ1 ; f est dérivable et f ′ ∈ Xµ1} . (I.69)
On va montrer le résultat suivant :
Lemme 3.9. Soit f ∈ C1+1/2(I)∩Yµ1 et f1 ∈ C0+1/2(I)∩Xµ1. Soit v ∈ C2+1/2(I)∩Xµ1
définie par v = T0(f1f
′). Alors v ∈ C2+1/2(I) ∩ Yµ1.
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Démonstration. On travaille avec la fonction w ∈ C2+1/2(I) définie en (I.64). Elle vérifie
l'équation (I.65) et est bornée sur I. On veut montrer qu'il existe une constante C telle
que ||v
′
v¯
||∞ 6 C. On a :
w′(η) =
v′(η)
v¯(η)
− µ1
2
w(η) η ∈ I. (I.70)
Si on montre que w′ est bornée dans I, on aura démontré le lemme 3.9. Calculons la
dérivée seconde de w :
w′′(η) = −µ1
2
w′(η) +
v′′(η)
v¯(η)
− µ1
2
v′(η)
v¯(η)
, η ∈ I. (I.71)
Par (I.56), on peut estimer le terme
v′′
v¯
qui apparait dans (I.71) :
|v
′′(η)
v¯(η)
| 6 |
(
η2
16
− 5
4
)
e
µ1
2
ηe−µ1ηv(η)|+ |f1f
′
v¯
|. (I.72)
Montrons dans un premier temps que v ∈ X2µ1 . Posons :
z = e−
µ1
2
ηw.
On veut montrer que z est bornée sur I. La fonction z est solution de :
−z′′ − 2µ1z′ +
(
η2
16
− 5
4
− µ21
)
z = f1f
′e−µ1η. (I.73)
Le terme d'ordre 0, cz(η) =
η2
16
− 5
4
− µ21, est strictement positif sur I :
cz(η) > 2µ21 − µ21 = µ21 > 0.
Le principe du maximum s'applique. On a donc l'estimation suivante :
||z||∞ 6 C||f1e−
µ1
2
η||∞||f
′
v¯
||∞ 6 C. (I.74)
Ainsi ||ve−µ1η||∞ 6 C, soit v ∈ X2µ1 .
On reprend (I.72). On obtient :
|v
′′(η)
v¯(η)
| 6 |
(
η2
16
− 5
4
)
e
µ1
2
η|||e−µ1ηv||∞ + ||f1||∞||f
′
v¯
||∞, (I.75)
c'est-à-dire v′′ ∈ Xµ1 .
Reprenons (I.71) et appliquons la norme infinie à cette expression :
||w′′||∞ 6 ||v
′′
v¯
||∞ + µ
2
1
4
||w||∞ + µ1||w′||∞, (I.76)
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avec ||w′||∞ finie ou infinie. Or, comme la fonction w est régulière, de classe C2, l'inégalité
suivante est vérifiée :
||w′||∞ 6 2
√
||w||∞||w′′||∞, (I.77)
et ||v
′′
v¯
||∞, ||w||∞ sont finies. On obtient ainsi par (I.76) et (I.77) :
||w′′||∞ 6 C
√
||w′′||∞. (I.78)
Par conséquent, la fonction w′′ est bornée sur I. De (I.77), on obtient directement que
w′ est bornée sur I. Enfin, par (I.70), on a v′ ∈ Xµ1 .
Revenons à l'estimation du terme g4 :
g4(η)
v¯(η)
= −δ (v
δ)′
v¯(η)
e−
η2
8
(
vδ + e
η2
8 h¯
)
. (I.79)
Comme h¯ ∈ Ω 1
4
, e
η2
8 h¯ est bornée sur I. Comme vδ ∈ Yµ1 , on a
(vδ)′
v¯(η)
et vδ bornées dans
I. D'où finalement g4(η)
v¯(η)
bornée, i.e. g4 ∈ Xµ1 .
Application du théorème des fonctions implicites On définit l'application F :
F : R+ ×
(
C
2,1/2
0 ∩ Yµ1
)
→ C2,1/2 ∩Xµ1 (I.80)
(δ, v) 7→ v − δT0(e
η2
8 (h¯+ ve−
η2
8 )(h¯+ ve−
η2
8 )′)
Comme T0 est linéaire continue, F est continue et différentiable sur son ensemble de
définition. La différentielle de F par rapport à sa deuxième variable v au point (0, 0) est
un automorphisme de C2+1/2 :
DvF(0,0) = IdC2+1/2 . (I.81)
De plus F (0, 0) = 0.
Par le théorème des fonctions implicites (p.170 [Smo94]), il existe un voisinage V0
de δ = 0 dans R+, un voisinage W0 de v = 0 dans C2+1/2 ∩ Yµ1 et une application
G : V0 → W0 continue tels que pour tout δ ∈ V0 et tout v ∈ W0 on a
G(δ) = v ⇔ F (δ, v) = 0. (I.82)
Comme la fonction vδ est solution de (I.51), si F (δ, v) = 0 alors v = vδ. Ainsi on a :
lim
δ→0
||vδ||C2(I) = 0.
En revenant à la fonction Ψδ on obtient :
lim
δ→0
||Ψδ − h¯||C2(I) = 0, (I.83)
le résultat du lemme 3.7.
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Application du théorème de continuité par rapport à un paramètre pour le
problème de Cauchy On réécrit l'équation vérifiée par Ψδ (I.44) sous forme d'un
système différentiel d'ordre 1. On pose :
Υδ =
(
Ψδ
Ψδ′
)
=
(
Υδ[1]
Υδ[2]
)
(I.84)
solution de :
Υ′δ = L(η)Υδ − δ
(
0
Υδ[1]Υδ[2]
)
(I.85)
où
L(η) =
(
0 1
−3
2
−η
2
)
(I.86)
On va compléter (I.85) par des conditions initiales. Soit η0 ∈ I, proche de la borne
supérieure −η1. Soit η2, η3 ∈]− η1, 0[ tel que h¯(η2) < 0, h¯(η3) < 0 et η3 ∈]− η1, η2[.
Plaçons-nous en η0 pour définir les conditions initiales. Soit ε > 0 fixé. Par (I.83), il
existe α > 0 tel que pour tout δ < α on a :
|Υδ(η0)−Υ0(η0)|2 6 ε, (I.87)
où on a pris pour norme sur R2 la norme 2 |·|2 définie par :
∀(a, b) ∈ R2, |(a, b)|2 =
√
a2 + b2.
En appliquant le théorème de continuité par rapport à un paramètre au problème de
Cauchy (I.85)-(I.87) sur [η0, η2], on obtient :
lim
δ→0
||Υδ −Υ0||2,[η0,η2] = 0. (I.88)
Conclusion Par (I.88), il existe δ− > 0 tel que pour tout δ ∈]0, δ−[, on a :
Ψδ(η3) 6 h¯(η3) < 0. (I.89)
Étant continue, la fonction Ψδ s'annule donc sur ] − η1, η3[. On obient ainsi δ ∈ X−, ce
qui termine la démonstration de la proposition 3.6.
3.2.4 Grandes valeurs de δ
Proposition 3.10. Il existe δ+ ∈ R+ tel que ]δ+,+∞[⊂ X+.
Démonstration. On veut montrer qu'il existe δ+ > 0 tel que pour tout δ > δ+, δ appar-
tient à X+, c'est-à-dire que la solution de (I.14) vérifie Φδ > 0 et lim sup
η→η∞(δ)
Φ′δ(η) = +∞.
Φδ est solution de (I.14) sur ]−∞,−η1], la fonction nulle en est une sous-solution et la
fonction δh¯ une sur-solution , où h¯(η) =
h(η)
h(−η1) avec h(η) = (
η2
4
− 1
2
) exp(−η
2
4
). Pour
prouver la proposition 3.10, on va procéder en deux étapes. On va tout d'abord montrer
3. Prolongement 23
que pour δ assez grand, Φδ est strictement positive, puis que sa dérivée n'est pas bornée
sur R, et plus précisément qu'elle explose avant η∗ = 1.
Première étape : pour δ assez grand, Φδ > 0.
Calculons Φ′δ(−η1). En intégrant entre −∞ et η 6 −η1 l'équation vérifiée par Φδ, on
obtient :
−Φ′δ(η) +
1
2
Φ2δ(η)−
η
2
Φδ(η)−
∫ η
−∞
Φδ(ξ)dξ = 0
et, en particulier :
Φ′δ(−η1) =
1
2
Φ2δ(−η1) +
η1
2
Φδ(−η1)−
∫ −η1
−∞
Φδ(ξ)dξ.
Comme Φδ 6 δh¯, on a 0 6
∫ −η1
−∞
Φδ(ξ)dξ 6 δ
∫ −η1
−∞
h¯(ξ)dξ = δCh¯ car h¯ intégrable. Ainsi :
Φ′δ(−η1) > δ2
(1
2
− 1
δ
(
−η1
2
+ Ch¯)
)︸ ︷︷ ︸
>0 pour δ assez grand
,
Φ′δ(−η1) > Cδ2 > 0.
Comme Φ′δ est continue, il existe un intervalle sur lequel Φ
′
δ(η) > 0 du type [−η1, η2[.
Donc sur [−η1, η2[, Φδ(η) > Φδ(−η1) = δ > 0. On reprend l'équation vérifiée par Φδ et
on intègre entre −∞ et η ∈]− η1, η2[ :
Φ′δ(η) =
1
2
Φ2δ(η)−
η
2
Φδ(η)−
∫ −η1
−∞
Φδ(ξ)dξ −
∫ η
−η1
Φδ(ξ)dξ,
soit
Φ′δ(−η) >
1
2
Φ2δ(η)−
η
2
Φδ(η)− δCh¯ − Φδ(η)(η + η1),
d'où
Φ′δ(−η) >
1
2
Φ2δ(η)− Φδ(η)(
3
2
η2 + η1)− δCh¯. (I.90)
On étudier les racines du binôme en Φδ(η) (I.90) pour déterminer son signe :
r± = (
3
2
η2 + η1)±
√
(
3
2
η2 + η1)2 + 2δCh¯.
r+ est de l'ordre de
√
δ et r− de −
√
δ. Sur ]− η1, η2[, Φδ(η) > δ >
√
δ, donc l'expression
I.90 est strictement positive, donc Φ′δ(η2) > 0. Par suite, on a Φ
′
δ > 0 sur ]−∞,−η∞(δ)[,
donc Φδ > 0.
Seconde étape : on va montrer que Φ′δ n'est pas bornée, et plus précisément qu'elle
explose avant η∗ = 1 pour δ assez grand. On va raisonner par l'absurde : on suppose
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donc que Φ′δ reste au moins bornée jusqu'à η = 1. On peut donc prendre η2 = 1 dans les
calculs précédents. Les racines du binôme en Φδ(η) (I.90) sont alors r1(δ) et r2(δ) avec :
r1(δ) ∼ −
√
δ r2(δ) ∼
√
δ,
r1 + r2 = 3 + 2η1 > 0,
r1r2 = −2Ch¯δ < 0.
On peut réécrire (I.90) sous la forme :
Φ′δ(η) >
1
2
(Φδ − r1)(Φδ − r2) > 0. (I.91)
On note Φ¯ la solution du problème de Cauchy :
Φ¯′(η) =
1
2
(Φ¯(η)− r1)(Φ¯(η)− r2), Φ¯(−η1) = δ. (I.92)
On résout (I.92) et on obtient :
Φ¯(η) = (r2 − r1)
(
δ − r1
(δ − r1)− (δ − r2) exp( r2−r12 (η + η1))
− 1
2
)
+
r1 + r2
2
. (I.93)
Φ¯ est définie sur [−η1, η∗[ où η∗ vérifie :
(δ − r1)− (δ − r2) exp(r2 − r1
2
(η∗ + η1)) = 0,
soit
η∗ = −η1 + 2
r2 − r1 ln(
δ − r1
δ − r2 ) > −η1.
Par (I.92), Φδ(η) > Φ¯(η). Donc Φδ explose en η∞(δ) 6 η∗. Donc par (I.91), Φ′δ n'est pas
bornée sur ]− η1, η∞(δ)[ : lim sup
η∞(δ)
Φ′δ = +∞.
Pour terminer la démonstration, on peut vérifier que pour δ assez grand, η∗(δ) < 1.
En effet, on a : 
2
r2 − r1 = O(
1√
δ
),
ln(
δ − r1
δ − r2 ) = ln(1 +
r2 − r1
δ − r2 ) = ln(1 +
C√
δ +O(1)
),
soit
η∗ = −η1 + C√
δ
(
C√
δ
+O(
1
δ
)) < 1. (I.94)
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3.3 Continuité par rapport à δ
Pour pouvoir conclure avec la méthode de tir présentée dans [BNS85], les ensembles
X− etX+ doivent être des ouverts de R+. Pour montrer ce point, un résultat de continuité
par rapport au paramètre δ est nécessaire.
Proposition 3.11. Pour δ ∈ R+, soit Φδ : η ∈] −∞,−η1[7→ Φδ(η) solution de (I.14).
Alors l'application
G : δ ∈ R+ 7→ Φδ ∈ C2(I) solution de (I.14) (I.95)
est continue.
3.3.1 Plan de la Démonstration de la proposition 3.11
1) On veut montrer que la fonction G définie par (I.95) est continue sur R+. Par la
proposition 3.6, G est continue au voisinage de 0. On note [0, δ0[ l'intervalle maximal
sur lequel G est continue. On raisonne par l'absurde en supposant que δ0 < +∞ et en
montrant qu'on peut trouver δ1 > δ0 tel que G est continue sur [0, δ1[. La démonstration
de ce résultat nécessite plusieurs arguments, mis en place dans la suite. Notons que
l'on pourrait procéder plus rapidement par un argument d'unicité. Toutefois, par la
méthode de continuation utilisée ici, nous montrons un résultat supplémentaire, à savoir
l'inversibilité d'un opérateur.
2) On reprend la fonction Ψδ ∈ C2+1/2(I) définie en (I.43) et vérifiant : (I.44) −Ψ′′δ −
η
2
Ψδ − 3
2
Ψδ = −δΨδΨ′δ sur I,
Ψδ(−η1) = 1, Ψδ ∈ Ω 1
4
.
Par construction (confer partie (2)), 0 6 Ψδ 6 h¯ sur I pour tout δ ∈ R+. On montre
que Ψ′δ0 > 0 sur I.
3) On linéarise autour de (δ0,Ψδ0). Soit δ ∈ R+. On pose :
µ = δ − δ0 Ψµ = Ψδ −Ψδ0 . (I.96)
La fonction Ψµ vérifie sur I :{
Lδ0Ψ
µ = −µ (Ψδ0 −Ψµ) (Ψδ0 −Ψµ)′ − δ0Ψµ(Ψµ)′
Ψµ ∈ Ω 1
4
, Ψµ ∈ C2+1/2(I), Ψµ(−η1) = 0
(I.97)
où Lδ0 est l'opérateur défini par :
Lδ0 = −
d2
dη2
+
(
δ0Ψδ0 −
η
2
) d
dη
+
(
δ0Ψ
′
δ0
− 3
2
)
. (I.98)
4) On se place dans l'espace à poids C2+1/2(I) ∩ Ω 1
8
. On définit la fonction
vµ ∈ C2+1/2(I) de la même manière que vδ en (I.50) :
vµ : η ∈ I 7→ e η
2
8 Ψµ(η). (I.99)
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Elle vérifie :Mδ0vµ = −µe
η2
8 (Ψδ0 + v
µe−
η2
8 )(Ψδ0 + v
µe−
η2
8 )′ − δ0vµ(vµe−
η2
8 )′ sur I,
vµ(−η1) = 0, vµ ∈ Ω 1
8
∩ C2,1/2(I),
(I.100)
où Mδ0 est l'opérateur :
Mδ0 = −
d2
dη2
+ δ0Ψδ0
d
dη
+
(
δ0Ψ
′
δ0
− η
4
Ψδ0 +
η2
16
− 5
4
)
. (I.101)
Le terme d'ordre 0, cδ0 = (δ0Ψ
′
δ0
+
η2
16
− 5
4
), est strictement positif sur I car Ψ′δ0 > 0. On
montre :
Proposition 3.12. Pour tout δ0 ∈ R+, l'opérateurMδ0 (I.101) est inversible de C2+1/2(I)∩
Xµ1 sur C
0+1/2(I) ∩Xµ1, d'inverse continu.
L'espaceXµ1 est défini en (I.53), et la constante µ1 en (I.54). Pour montrer que l'opérateur
Mδ0 est inversible, on commence par étudier son spectre. On obtient qu'il est contenu
dans un demi-plan ne contenant pas 0, d'où l'injectivité de l'opérateur.Pour obtenir la
bijectivité, on montre que Mδ0 est de Fredholm. On écrit Mδ0 sous la forme Mδ0 = U +S
où U est un opérateur inversible et SU−1 un opérateur compact. L'inversibilité de U
est obtenu en appliquant le théorème de Lax-Milgram sur des espaces bornés, et en
concluant, grâce aux propriétés de régularité des solutions d'équations elliptiques, par le
théorème d'Ascoli et l'extraction diagonale. Le raisonnement est le même que celui utilisé
dans la proposition 3.6 pour montrer que M0 est inversible. La compacité de l'opérateur
SU−1 est obtenu par des raisonnements d'injection compact entre espaces.
5) On termine par l'application du théorème des fonctions implicites.
3.3.2 Choix de δ0
On pose :
δ0 = sup
{
δ > 0;Mδ inversible, Ψ′δ > 0 et 0 6 Ψδ 6 h¯ sur I
}
= sup
δ>0
{Aδ} . (I.102)
Par la proposition 3.6, A0 est non vide. En effet, l'opérateur M0 est inversible. Par
construction, 0 6 Ψ0 = h¯ 6 h¯. De plus, sur I, Ψ′0 = h¯′ > 0. Ainsi la définition de δ0 a
bien un sens. Pour montrer que δ0 = +∞, on va raisonner par l'absurde et supposer que
δ0 < +∞.
On va tout d'abord montrer que Ψ′δ0 > 0. On montrera ensuite que l'opérateur Mδ0
est inversible sur son domaine de définition. La propriété 0 6 Ψδ 6 h¯ est vraie par
construction de Φδ = δΨδ.
3.3.3 Stricte positivité de Ψ′δ0
Par définition de δ0, il existe une suite (δn)n qui tend vers δ0 quand n tend vers +∞.
Pour tout n, la solution Ψδn ∈ C2+1/2(I) ∩ Ω 1
4
de (I.44) vérifie :{
L0Ψδn = gn sur I,
0 6 Ψδn 6 h¯ sur I, Ψδn(−η1) = 1,
(I.103)
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avec gn = −δnΨδnΨ′δn .
Si la suite de fonctions (Ψδn)n tend, quand n tend vers +∞, vers Ψδ0 dans C2+1/2(I),
alors (gn)n tend vers g0 dans C0+1/2(I). On suppose donc que la suite (gn)n tend vers une
fonction g0 ∈ C0+1/2(I) ∩ Ω 1
4
. On choisit n > n0 pour avoir ||gn − g0||C0(I) 6
||g0||C0(I)
2
.
Pour p ∈ N, considérons l'ensemble :
Hp =
{
Ψδn ∈ C0+1/2(Ip); Ψδn solution de (I.103), n > n0
}
.
Par construction 2, on a :
||Ψδn||C0(Ip) 6 ||h¯||C0(I). (I.104)
De plus, par hypothèse sur gn :
||gn||C0(Ip) 6 ||gn − g0||C0(I) + ||g0||C0(I) 6
3
2
||g0||C0(I). (I.105)
Par estimation elliptique, en utilisant (I.104)-(I.105), on a :
||Ψδn||C2+1/2(Kp) 6 CKp
(
||h¯||C0(I) + 3
2
||g0||C0(I)
)
. (I.106)
où Kp = [−p,−η1 − 1
p
].
Par le théorème d'Ascoli, l'ensemble Hn est relativement compact dans C2(Kp). Sur
K5, on note (Ψ5n)n une sous-suite de (Ψδn)n qui converge vers une fonction Ψ
5 dans
C2(K5). De façon générale, sur Kp, on note (Ψpn)n une sous-suite de (Ψ
p−1
n )n qui converge
vers une fonction Ψp dans C2(Kp). Sur Kp−1, Ψp et Ψp−1 sont identiques. Par la méthode
d'extraction diagonale, on obtient que la suite (Ψpp)p converge dans C
2
loc(I) vers une
fonction Ψ définie sur tout compact Kp par Ψp.
La limite Ψ est solution de :
L0Ψ = g0 sur I. (I.107)
La fonction g0 vaut :
g0(η) = − lim
n→+∞
(
δnΨδnΨ
′
δn
)
= −δ0ΨΨ′. (I.108)
Ainsi, la fonction Ψ ∈ C2(I) est solution de :{
L0Ψ = −δ0ΨΨ′ sur I,
Ψ(−η1) = 0, Ψ ∈ Ω 1
4
.
(I.109)
Par unicité de la solution de (I.109), Ψ = Ψδ0 .
La suite des dérivées (Ψ′δn)n converge ainsi, dans C
0
loc(I), vers Ψ′δ0 . Or, par choix des
δn, les dérivées Ψ′δn sont strictement positives sur I. Donc, Ψ′δ0(η) > 0 pour tout η ∈ I.
Il reste à montrer que Ψ′δ0 ne s'annule pas sur I. On pose :
ϕδ0 = e
η2
8 Ψ′δ0 . (I.110)
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Alors la fonction ϕδ0 est solution sur I de :
Mδ0ϕδ0 =
1
2
ϕδ0 > 0. (I.111)
Supposons qu'il existe η2 ∈ I tel que ϕ(η2) = 0. On se place sur un intervalle J =]η3,−η1[
contenant η2. Par principe du maximum fort, on a les deux résultats suivant :
min
J¯
ϕδ0 = min
∂J
ϕδ0 = 0,
ϕδ0 > 0 sur
◦
J.
Or η2 ∈
◦
J et ϕδ0(η2) = 0. Ceci contredit le principe du maximum. Ainsi, ϕ > 0, c'est-à-
dire Ψ′δ0 > 0 sur I.
3.3.4 Injectivité de l'opérateur Mδ0
Pour montrer l'injectivité de l'opérateur Mδ0 , on détermine où se situe son spectre.
On établit le résultat préliminaire suivant :
Lemme 3.13 (Spectre réel). Le spectre de l'opérateur Mδ0 est réel.
Démonstration. Pour démontrer ce lemme, on se place dans un certain espace et on
montre que dans cet espace l'opérateurMδ0 est un opérateur symétrique. Soit v ∈ Ω1/8∩
C2+1/2(I), v(−η1) = 0. On définit :
w : η ∈ I 7→ v(η)e− 12
∫ η
−∞ δ0Ψδ0 (ξ)dξ. (I.112)
Alors :
Mδ0v = e
1
2
∫ η
−∞ δ0Ψδ0 (ξ)dξPδ0w, (I.113)
où Pδ0 est l'opérateur défini par :
Pδ0 = −
d2
dη2
+ dδ0 , (I.114)
avec
dδ0(η) =
1
2
δ0Ψ
′
δ0
+
1
4
Ψδ0(δ
2
0Ψδ0 − η) +
η2
16
− 5
4
∀η ∈ I. (I.115)
L'opérateur Pδ0 est un opérateur symétrique. Donc son spectre est réel. D'où le résultat
énoncé par le lemme 3.13.
On montre maintenant la propriété suivante qui situe le spectre de l'opérateur Mδ0 :
Proposition 3.14. Le spectre de l'opérateur Mδ0 vérifie :
sp(Mδ0) ⊂ [
1
2
,+∞[. (I.116)
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Démonstration. On montre tout d'abord que
1
2
est bien dans le spectre de l'opérateur
Mδ0 . On vérifie facilement que la fonction Ψ
′
δ0
> 0 est fonction propre de l'opérateur Lδ0
pour la valeur propre
1
2
:
Lδ0Ψ
′
δ0
=
1
2
Ψ′δ0 .
En réutilisant la fonction ϕδ0 définie en (I.110), on obtient qu'elle est fonction propre de
l'opérateur Mδ0 pour la valeur propre
1
2
:
Mδ0ϕδ0 =
1
2
ϕδ0 .
De plus, elle vérifie ϕδ0 > 0.
Pour montrer que le reste du spectre de Mδ0 est situé dans ]
1
2
,+∞[, on travaille avec
le nouvel opérateur Nδ0 défini par :
Nδ0 = Mδ0 −
1
2
. (I.117)
D'après l'étape précédente, 0 est valeur propre de Nδ0 associée à la fonction propre
ϕδ0 > 0 définie sur I. On va montrer le résultat suivant sur l'opérateur Nδ0 :
Lemme 3.15 (Spectre de Nδ0). L'ensemble des valeurs propres non nulles de l'opérateur
Nδ0 (I.117) vérifie
sp(Nδ0)\ {0} ⊂]0,+∞[. (I.118)
Démonstration. Soit λ ∈ sp(Nδ0)\ {0} tel que λ < 0. On note v1 une fonction propre
associée : {
Nδ0v1 − λv1 = 0,
v1(−η1) = 0, v1 ∈ Ω1/8 ∩ C2,1/2(I).
(I.119)
Comme Nδ0ϕδ0 = 0 avec ϕδ0 > 0, et −λ > 0, on a en particulier :
Nδ0(ϕδ0 − v1)− λ(ϕδ0 − v1) > 0. (I.120)
Le coefficient d'ordre 0 de Nδ0 ,
nδ0 = cδ0 −
1
2
= δ0Ψ
′
δ0
+
η2
16
− 7
4
,
est positif pour η ∈]−∞, η2] où η2 < −η1. Ainsi, sur ]−∞, η2], le principe du maximum
s'applique. Sur [η2,−η1], comme ϕδ0 > 0, il existe une constante C1 > 0 telle que :
v1(η) < C1ϕδ0(η) ∀η ∈ [η2,−η1]. (I.121)
On a alors :
Nδ0(C1ϕδ0 − v1)− λ(C1ϕδ0 − v1) > 0 sur ]−∞, η2] (I.122)
C1ϕδ0(η2)− v1(η2) > 0, C1ϕδ0 − v1 ∈ Ω1/8. (I.123)
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Par principe du maximum faible, C1ϕδ0 − v1 > 0 sur ]−∞, η2], d'où
v1(η) 6 C1ϕδ0(η) ∀η ∈ I. (I.124)
De même, il existe une constante C2 < 0 telle que :
C2ϕδ0(η) 6 v1(η) ∀η ∈ I. (I.125)
On considère v : (t, η) ∈ R+ × I 7→ v(t, η) ∈ R solution du problème de Cauchy :{
vt +Nδ0v = 0 sur R+ × I,
v(0, η) = v1(η) pour η ∈ I.
(I.126)
Elle a pour expression v(t, η) = e−λtv1(η) pour tout (t, η) ∈ R+ × I. Par principe du
maximum [Smo94], et grâce aux estimations obtenues sur la donnée initiale (I.124)-
(I.125), on obtient :
C2ϕδ0(η) 6 v(t, η) 6 C1ϕδ0(η) ∀(t, η) ∈ R+ × I. (I.127)
Or, pour η ∈ I fixé,
lim
t→+∞
|v(t, η)| = lim
t→+∞
|v1(η)|e−λt = +∞,
ce qui contredit (I.127).
Ainsi sp(Nδ0) ⊂ [0,+∞[.
Du lemme 3.15, on obtient que le spectre de Mδ0 est contenu dans [
1
2
,+∞[. D'où Mδ0
injectif.
3.3.5 Surjectivité de l'opérateur Mδ0
On utilise dans cette partie la notion d'opérateur de Fredholm et les propriétés qui
y sont associées. En particulier, si LF est un opérateur de Fredholm sur un espace de
Hilbert H, il vérifie
N(LF ) = {0} si et seulement si R(LF ) = H, (I.128)
où N(LF ) est le noyau de LF et R(LF ) son image. On montre dans cette partie que
l'opérateur Mδ0 peut s'écrire comme un opérateur de Fredholm. Grâce à la propriété
(I.128), et au résultat précédent sur le spectre, on aura que Mδ0 est surjectif, et donc
inversible.
Lemme 3.16. L'opérateur Mδ0 défini en (I.101) est un opérateur de Fredholm. Il peut
s'écrire sous la forme suivante :
Mδ0 = Uδ0 + Sδ0 =
(
I + Sδ0U
−1
δ0
)
Uδ0 (I.129)
où
Uδ0 : C
2+1/2(I) ∩ Yµ1 → C0+1/2(I) ∩Xµ1 (I.130)
est inversible, et
Sδ0 : C
2+1/2(I) ∩ Yµ1 → C0+1/2(I) ∩Xµ1 (I.131)
est tel que Sδ0U
−1
δ0
est un opérateur compact.
3. Prolongement 31
Remarque 1 Ici, l'opérateur Mδ0 a un terme d'ordre 1 non nul. On ne peut pas
appliquer directement le théorème de Lax Milgram comme il avait été fait dans la dé-
monstration de la proposition 3.6. On a besoin ici d'une étape supplémentaire où on écrit
l'opérateur comme une somme de deux opérateurs Uδ0 + Sδ0 . On va choisir l'opérateur
Uδ0 de façon à ce que l'on puisse appliquer la même méthode que celle détaillée dans la
démonstration de la proposition 3.6.
Remarque 2 On se place dans les espaces Xµ1 et Yµ1 . L'opérateur Mδ0 ayant un
terme d'ordre 0 strictement positif sur I, on peut utiliser le principe du maximum. Pour
tout g ∈ C0+1/2(I) ∩Xµ1 , on a encore pour sur-solution l'application suivante
vg : η ∈ I 7→
∣∣∣∣∣∣g
v¯
∣∣∣∣∣∣
∞
4
7µ21
v¯
où µ1 est défini en (I.54), v¯ en (I.55).
Démonstration. On décompose l'opérateur Mδ0 défini en (I.101) sous la forme définie en
(I.129).
Choix de Uδ0
On travaille sur Ip, défini en (I.15).
Forme bilinéaire sur H10 ×H10 associée à Mδ0
On définit la forme bilinéaire associée à l'opérateur Mδ0 :
a : (u, v) ∈ H10 (Ip)×H10 (Ip) 7→
∫
Ip
u′(η)v′(η)dη +
∫
Ip
δ0Ψδ0(η)u
′(η)v(η)dη
+
∫
Ip
c(η)u(η)v(η)dη (I.132)
où c(η) = δ0Ψ
′
δ0
− η
4
Ψδ0 +
η2
16
− 5
4
. Sur Ip, c est minorée par c(−η1) > 0 et majorée par
c(−p). La forme bilinéaire a est continue :
|a(u, v)| 6 ||u′||L2||v′||L2 + δ0||Ψδ0||C0||u′||L2||v||L2 + c(−p)||u||L2||v||L2
d'où |a(u, v)| 6 C||u||H10 ||v||H10 . De plus on a le lemme suivant :
Lemme 3.17. Il existe γ > 0 telle que pour tout u, v ∈ H10 (Ip) on a
1
2
||u||2H10 (Ip) 6 a(u, u) + γ||u||
2
L2(Ip)
.
Démonstration. Par l'expression (I.132) de la forme bilinéaire a, on déduit
||u||2L2(Ip) = a(u, u)−
∫
Ip
δ0Ψδ0(η)u
′(η)u(η)dη −
∫
Ip
c(η)(u(η))2dη,
soit
||u′||2L2(Ip) 6 a(u, u) + δ0||Ψδ0||C0(Ip)
∫
Ip
|u′(η)||u(η)|dη − ||c||L∞(Ip)||u||2L2(Ip). (I.133)
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En utilisant les inégalités de Cauchy avec ε > 0 [Eva98], on a :∫
Ip
|u′(η)||u(η)|dη 6 ε||u′||2L2(Ip) +
1
4ε
||u||2L2(Ip).
On choisit ε pour que
εδ0||Ψδ0||C0(Ip) <
1
2
.
L'expression (I.133) devient :
1
2
||u′||2L2(Ip) 6 a(u, u) +
(
δ0||Ψδ0||C0(Ip)
4ε
+ ||c||L∞(Ip)
)
||u||2L2(Ip).
En posant
γ =
δ0||Ψδ0||C0(Ip)
4ε
+ ||c||L∞(Ip), (I.134)
on obtient bien ce qui a été annoncé dans le lemme :
1
2
||u||2H10 (Ip) 6 a(u, u) + γ||u||
2
L2(Ip)
Par suite, la forme bilinéaire suivante :
aγ : (v, u) ∈ H10 (Ip)×H10 (Ip) 7→ a(u, v) + γ < u, v >L2(Ip) (I.135)
vérifie les conditions du théorème de Lax-Milgram.
Choix de l'opérateur Uδ0
D'après l'étude précédente, on définit l'opérateur Uδ0 de la manière suivante :
Uδ0 = Mδ0 + γ, (I.136)
avec la constante γ définie dans le lemme 3.17. La forme bilinéaire associée est aγ définie
en (I.135). Les hypothèses du théorème de Lax-Milgram étant vérifiées, pour tout g ∈
L2(Ip), il existe une unique fonction vp ∈ H10 (Ip) vérifiant :{
Uδ0vp = g dans Ip,
vp = 0 sur ∂Ip.
(I.137)
Comme g ∈ C0+1/2(I)∩Xµ1 , par injection de Sobolev et régularité elliptique, on obtient
que vp ∈ C2,1/2(I) ∩ Xµ1 . Ensuite, on utilise le même raisonnement que celui utilisé
pour montrer que l'opérateur M0 est inversible d'inverse continue, dans la preuve de la
proposition 3.6. On obtient ainsi :
Uδ0 : C
0,1/2(I) ∩Xµ1 → C2,1/2(I) ∩Xµ1 , (I.138)
g 7→ v tel que v vérifie (I.137) sur I.
Choix de Sδ0
Expression de Sδ0 On choisit l'opérateur Sδ0 de telle sorte que Mδ0 = Uδ0 +Sδ0 . Ainsi :
Sδ0 = −γ. (I.139)
Compacité de l'opérateur Sδ0U
−1
δ0
On va montrer le lemme suivant :
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Lemme 3.18. L'opérateur γU−1δ0 est un opérateur compact de L
2(Ip) dans L
2(Ip).
Démonstration. Soit g ∈ L2(Ip). On pose v = U−1δ0 g, v ∈ H10 (Ip). On a :
1
2
||u||2H10 (Ip) 6 aγ(u, u) = (g, u) 6 ||g||L2(Ip)||u||L2(Ip),
soit
1
2
||u||H10 (Ip) 6 ||g||L2(Ip),
et par suite
||γU−1δ0 g||H10 (Ip) 6 2γ||g||L2(Ip).
Comme H10 (Ip) s'injecte de façon compact dans L
2(Ip), l'opérateur Sδ0U
−1
δ0
est compact
sur L2(Ip).
La compacité de l'opérateur Sδ0U
−1
δ0
, dans L2(Ip) uniquement, suffit pour obtenir la
proposition 3.12. On obtient ainsi la décomposition annoncée pour l'opérateur Mδ0 .
3.3.6 L'opérateur Mδ0 est inversible
Soit g ∈ C0+1/2(I) ∩ Xµ1 . En particulier g ∈ L2(Ip). On cherche une solution faible
vp ∈ H10 (Ip) de
Mδ0vp = g, v|∂Ip = 0. (I.140)
La fonction vp est solution faible de (I.140) si et seulement si
Uδ0vp = Mδ0vp + γvp = g + γvp, v|∂Ip = 0, (I.141)
ce qui revient à
vp = U
−1
δ0
(g) + γU−1δ0 (vp) = l −Kvp, v|∂Ip = 0 (I.142)
au sens des distributions. L'application K est compact de L2(Ip) dans L2(Ip). Par l'alter-
native de Fredholm (p.304 [Eva98]), comme 0 /∈ sp(Mδ0), pour tout l ∈ L2(Ip), il existe
une unique fonction vp ∈ L2(Ip) telle que vp +Kvp = l. Par (I.140)-(I.141)-(I.142), pour
tout g ∈ L2(Ip) il existe une unique fonction vp ∈ H10 (Ip) solution de (I.140).
On a g ∈ C0+1/2(I)∩Xµ1 . Par injection de Sobolev, la solution vp de (I.140) est dans
C0+1/2(Ip). La fonction v¯g définie en (I.58) est sursolution de (I.140) comme g ∈ Xµ1 .
Ainsi, les fonctions vp sont bornées par v¯g. On pose l'ensemble Hp =
{
vn ∈ C0+1/2(Ip)
}
.
Par régularté elliptique, on a
||vn||C2+1/2(Kp) 6 Cp
(||v¯g||C0(Ip) + ||g||C0(Ip))
Par le théorème d'Ascoli, il existe une sous-suite (vpn)n de (vn)n qui converge dans C
2(Kp)
vers la fonction notée vp. En utilisant la méthode d'extraction diagonale, on obtient la
convergence de la suite (vpp)p dans C
2
loc(I) vers la fonction v vérifiant
Mδ0v = g sur I, v(−η1) = 0, v ∈ Xµ1 (I.143)
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L'unicité de la solution v est obtenue en utilisant le principe du maximum à l'opéra-
teur Mδ0 . La démonstration est la même que celle utilisée avec l'opérateur M0 (proposi-
tion 3.6).
L'opérateur Mδ0 est défini de C
2+1/2(I) ∩ Yµ1 sur C0+1/2(I) ∩Xµ1 .
La continuité de l'opérateurM−1δ0 est une conséquence du théorème de Banach-Steinhaus
[Bre93]. Pour montrer que le second membre g
g = e
η2
8 (Ψδ0 + ve
− η2
8 )(Ψδ0 + ve
− η2
8 )′ − δ0v(ve−
η2
8 )′ (I.144)
est dans Xµ1 , on a besoin du lemme 3.9. Pour v ∈ Yµ1 , le résultat est vérifié.
3.3.7 Application du théorème des fonctions implicites
On définit l'application F :
F : R+ ×
(
C
2+1/2
0 ∩ Yµ1
)
→ C2+1/2 ∩Xµ1 (I.145)
(µ, v) 7→ v −M−1δ0
(
−µe η
2
8 (Ψδ0 + ve
− η2
8 )(Ψδ0 + ve
− η2
8 )′ − δ0v(ve−
η2
8 )′
)
Comme M−1δ0 est linéaire continue, F est continue et différentiable sur son domaine
de définition. La différentielle de F par rapport à sa deuxième variable v au point (0, 0)
est un automorphisme de C2+1/2 :
DvF(0,0) = IdC2+1/2 . (I.146)
De plus F (0, 0) = 0.
Par le théorème des fonctions implicites (p.170 [Smo94]), il existe un voisinage V0
de µ = 0 dans R+, un voisinage W0 de v = 0 dans C2+1/2 ∩ Yµ1 et une application
G : V0 → W0 continue tels que pour tout µ ∈ V0 et tout v ∈ W0 on a :
G(µ) = v ⇔ F (µ, v) = 0. (I.147)
Ainsi on a lim
δ→0
||vµ||C2(I) = 0. En se ramenant à la fonction Ψδ on obtient :
lim
δ→δ0
||Ψδ −Ψδ0||C2(I) = 0. (I.148)
3.3.8 Résumé de ce qui a été démontré
On a montré que l'ensemble Aδ0 , défini en (I.102), est non vide. On va montrer qu'il
existe δ1 > δ0 tel que Aδ1 est également non vide.
1) Tout d'abord, on vient de montrer que l'application G est continue en δ0 à valeurs
dans C2(I). En particulier
lim
δ→δ0
||Ψ′δ −Ψδ0||∞ = 0.
Or Ψ′δ0 > 0 sur I. Donc il existe δ1 > δ0, dans un voisinage de δ0, tel que Ψδ1 > 0 sur I.
La fonction ϕδ1 , définie en (I.110) par ϕδ1 = e
η2
8 Ψδ1 , est solution de
Mδ1ϕδ1 =
1
2
ϕδ1 .
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Par principe du maximum fort, on obtient, comme pour Ψ′δ0 , que Ψ
′
δ1
> 0 sur I.
2) Par construction (partie 2), on a 0 6 Ψδ1 6 h¯ sur I.
3) Il reste à vérifier que l'opérateur Mδ1 est inversible de C
2+1/2(I) ∩ Xµ1 sur
C0+1/2(I) ∩ Xµ1 . La preuve est la même que pour Mδ0 . En effet, le spectre est iden-
tique grâce à la stricte positivité de Ψ′δ1 . La décomposition de Fredholm se fait de la
même manière, où on a remplacé Φδ0 par Φδ1 dans le paramètre γ, défini en (I.134).
Ainsi Aδ1 6= ∅ et δ1 > δ0. Ce qui contredit la définition de δ0. Par suite, δ0 = +∞. La
proposition 3.11 est ainsi démontrée.
3.4 Mise en oeuvre de la méthode de tir
3.4.1 X− et X+ sous-espaces ouverts de R+
On utilise la proposition 3.11 pour montrer que les espaces X− et X+ sont des ouverts
de R+. On détaille la démonstration pour l'espace X−. Pour X+, le même raisonnement
s'applique.
Soit δ− dansX−. Par définition deX− (I.29) la solution de (I.14) associée, Φδ− , devient
strictement négative en un point η− > −η1. On choisit −η2 ∈ I et ε > 0 quelconque. Par
la proposition 3.11, il existe r > 0 tel que pour tout δ dans ]δ− − r, δ− + r[, la solution
Φδ associée vérifie :
||Φδ − Φδ−||C1(I) 6 ε. (I.149)
On travaille avec la fonction Ψδ définie en (I.43). Elle vérifie le système (I.44). On se
place sur l'intervalle [−η2, η−] et on travaille avec la fonction Υδ définie en (I.84). On
considère le problème de Cauchy associé pour δ ∈]δ− − r, δ− + r[, comme dans la preuve
de la proposition 3.6, avec les conditions initiales en −η2 :
Φδ(−η2) ∈]Φδ−(−η2)− ε,Φδ−(−η2) + ε[, (I.150)
Φ′δ(−η2) ∈]Φ′δ−(−η2)− ε,Φ′δ−(−η2) + ε[. (I.151)
Par le théorème de continuité par rapport à un paramètre [Har64], il existe une constante
C dépendant de [−η1, η−], ε, δ− tel que pour tout δ ∈]δ− − C, δ− + C[ on a :
||Φδ − Φδ−||C1([−η1,η−]) 6 ε. (I.152)
Comme Φδ−(η−) < 0, on a Φδ(η−) < 0, soit ]δ−−C, δ−+C[⊂ X−. D'où X− ouvert dans
R+.
Par la même méthode, on montre que X+ est un ouvert de R+.
3.4.2 Conclusion
Les ensembles X− et X+ sont deux ensemble ouverts disjoints de R+. Comme R+ est
connexe, l'ensemble R+\ (X− ∪X+) est non vide. On choisit δ ∈ R+\ (X− ∪X+).
Comme δ /∈ X+, par la proposition 3.3, l'application Φδ est définie sur R tout entier.
De plus, par la proposition 3.2, elle est positive. Elle est donc solution du problème initial
(I.8).
Dans la partie suivante, on détermine le comportement en +∞ de cette solution.
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4 Comportement asymptotique de la solution autosi-
milaire
Dans ce qui précède, nous avons obtenu l'existence d'une solution
Φ : η ∈ R → Φ(η) ∈ R+ au problème (I.8), à décroissance gaussienne en −∞ et de
classe C2. Nous nous intéressons maintenant au comportement de cette solution quand
η tend vers +∞. Nous montrons le résultat suivant :
Théorème 4.1. Soit Φ : η ∈ R → Φ(η) ∈ R+ solution du (I.8), de classe C2, à
décroissance gaussienne en −∞. Alors il existe c ∈ R telle que, quand η tend vers +∞,
on a :
Φ(η) = 2η + c(1 + o(1))η−
1
3 . (I.153)
4.1 Rappel de quelques résultats
La fonction Φ solution de (I.8) est définie sur R tout entier. Donc, d'après le lemme 3.5,
il existe η0 > 0 tel que :
∀η > η0 Φ(η) > 2η. (I.154)
Pour construire la solution de (I.8) sur R tout entier, on a choisi δ /∈ X− ∪ X+.
Par définition de ces deux ensembles I.29 et I.30, on a Φ strictement positive sur R et
lim sup
η→+∞
Φ′(η) < +∞. Donc il existe deux constantes η1 et C1 positives telles que pour
tout η > η2, la dérivée Φ′ vérifie Φ′(η) 6 C1. On en déduit que pour tout η > η2 on a
Φ(η) 6 C1η1 + (Φ(η1)− C1η1), i.e Φ(η) 6 (C1 + C)η, soit encore
∃C2 > 0, ∀η > η2 Φ(η) 6 C2η. (I.155)
4.2 Preuve du théorème 4.1
4.2.1 Un équivalent de la fonction Φ en +∞
Dans ce paragraphe, on va démontrer la proposition suivante :
Proposition 4.2 (Comportement à l'ordre 1). Soit Φ : η ∈ R 7→ Φ(η) ∈ R+ solution de
(I.8). Alors l'application η ∈ R+∗ 7→ Φ(η)
η
admet un limite quand η tend vers +∞. Cette
limite vaut 2.
Démonstration. La fonction Φ est solution sur R de :
−Φ′′ + (Φ− η
2
)Φ′ − 3
2
Φ = 0,
soit
d
dη
(
Φ′e−
∫ η
a (Φ(ξ)− ξ2 )dξ
)
= −3
2
Φ(η)e−
∫ η
a (Φ(ξ)− ξ2 )dξ. (I.156)
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On intègre (I.156) entre η et ηn > η :
e−
∫ ηn
η (Φ(ξ)− ξ2 )dξΦ′(ηn)− Φ′(η) = −3
2
∫ ηn
η
Φ(χ)e−
∫ χ
η (Φ(ξ)− ξ2 )dξdχ. (I.157)
On veut faire tendre ηn vers +∞. Sur [η, ηn], les fonctions Φ et Φ′ vérifient :
Φ(ξ)− ξ
2
> 3
2
ξ d'après (I.154),
Φ′(ηn) 6 C1 car lim sup
η→+∞
Φ′(η) < +∞.
D'où
0 6 e−
∫ ηn
η (Φ(ξ)− ξ2 )dξΦ′(ηn) 6 C1e−
3
2
(ηn−η).
Sur [η, ηn], par (I.155) on a :
Φ(χ)e−
∫ χ
η (Φ(ξ)− ξ2 )dξ 6 C2χe−
3
2
(ξ−η),
et l'application χ 7→ χe− 32 ξ est intégrable sur R. On peut donc passer à la limite dans
(I.157) et on obtient :
Φ′(η) =
3
2
∫ +∞
η
Φ(χ)e−
∫ χ
η (Φ(ξ)− ξ2 )dξdχ (I.158)
que l'on peut réécrire sous la forme :
Φ′(η) =
3
2
∫ +∞
η
Φ(χ)
Φ(χ)− χ
2
(
Φ(χ)− χ
2
)
e−
∫ χ
η (Φ(ξ)− ξ2 )dξdχ, (I.159)
soit encore :
Φ′(η) =− 3
2
[
Φ(χ)
Φ(χ)− χ
2
e−
∫ χ
η (Φ(ξ)− ξ2 )dξ
]+∞
η
(I.160)
+
3
2
∫ +∞
η
(
Φ(χ)
Φ(χ)− χ
2
)′
e−
∫ χ
η (Φ(ξ)− ξ2 )dξdχ. (I.161)
Calcul du terme (I.160). Par (I.154) et (I.155), on a 0 < Φ(χ) 6 C2η et Φ(χ) > 2χ pour
tout χ assez grand, soit
0 6 Φ(χ)
Φ(χ)− χ
2
6 2
3
C2.
Ainsi, l'expression de (I.160) est majorée par 2
3
C2e
− 3
4
χ2 qui tend vers 0 quand χ tend
vers +∞. On peut calculer (I.160) :[
Φ(χ)
Φ(χ)− χ
2
e−
∫ χ
η (Φ(ξ)− ξ2 )dξ
]+∞
η
= − Φ(η)
Φ(η)− η
2
. (I.162)
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Estimation du terme (I.161). Pour alléger les notations, on pose :
B(η) =
3
2
∫ +∞
η
(
Φ(χ)
Φ(χ)− χ
2
)′
e−
∫ χ
η (Φ(ξ)− ξ2 )dξdχ. (I.163)
On va chercher à majorer le terme
(
Φ(χ)
Φ(χ)− χ
2
)′
. On a :
(
Φ(χ)
Φ(χ)− χ
2
)′
=
1
2
Φ(χ)− χ
2
Φ′(χ)(
Φ(χ)− χ
2
)2 .
Comme Φ est solution de (I.8) sur R, pour η > max η0, η2, on a les estimations suivantes :
2χ 6 Φ(χ) 6 C2χ, (I.164)
0 < Φ′(χ) 6 C1. (I.165)
Ainsi : ∣∣∣∣( Φ(χ)Φ(χ)− χ
2
)′∣∣∣∣ 6 12C2χ+ C1χ9
4
χ2
=
2
9
C2 + C1
χ
. (I.166)
On peut maintenant majorer l'expression (I.163) :
|B(η)| 6 2
9
(C2 + C1)
∫ +∞
η
1
χ
e−
3
2
∫ χ
η ξdξdχ.
Par intégration par partie, on a :
|B(η)| 6 C
∫ +∞
η
χ
η2
e−
3
4
χ2+ 3
4
η2dχ =
C
η2
e
3
4
η2
[
−2
3
e−
3
4
χ2
]+∞
η
,
d'où pour tout η > max(η0, η2)
|B(η)| 6 C
η2
, (I.167)
avec η0 et η2 donnés par (I.154) et (I.155). On note
η3 = max(η0, η2) (I.168)
.
Etude d'une fonction auxiliaire. On étudie la fonction suivante, notée Ψ, qui va nous
permettre d'obtenir et de déterminer la limite de
Φ(η)
η
quand η tend vers +∞ :
Ψ : η ∈ R+∗ 7→ ln(Φ(η)
η
) +
C3
4η2
, (I.169)
où C3 est une constante positive, fixée ultérieurement. On dérive l'expression (I.169) :
Ψ′(η) =
Φ(η)
Φ′(η)
− 1
η
− C3
2η3
. (I.170)
On va maintenant montrer le lemme suivant :
4. Comportement asymptotique de la solution autosimilaire 39
Lemme 4.3. La fonction Ψ définie en (I.169) est continue, décroissante et minorée par
ln 2.
Démonstration. On montre que la fonction Ψ est bien décroissante. Par (I.160)-(I.161),
(I.162) et (I.167), on a pour η > η3 :
0 < Φ′(η) 6
3
2
Φ(η)
Φ(η)− η
2
+
C
η2
6
3
2
Φ(η)
3
2
η
+
C
η2
. (I.171)
Par (I.154), on a pour η > η0, Φ(η) > 2η. Ainsi
0 <
Φ(η)
Φ′(η)
6 1
η
+
C
η2Φ
6 1
η
+
C
2η3
.
On fixe la constante C3 de sorte que Ψ′(η) < 0 pour η > η3. Ainsi, la fonction Ψ est
décroissante pour η assez grand.
De plus, par (I.154), on a :
Ψ(η) > ln 2 ∀η > η0. (I.172)
La fonction Ψ est continue sur [η3,+∞[, décroissante et minorée. Donc elle admet
une limite quand η tend vers +∞. Par définition de Ψ donnée par (I.169), on obtient
directement que la fonction η 7→ ln(Φ(η)
η
) admet une limite finie quand η tend vers +∞,
et par suite l'application η 7→ Φ(η)
η
converge. On pose :
L = lim
η→+∞
Φ(η)
η
. (I.173)
Alors on a lim
η→+∞
Φ′(η) = L. Par (I.160)-(I.161) et (I.162) on a :
Φ′(η) =
3
2
Φ(η)
Φ(η)− η
2
+B(η). (I.174)
Par (I.167), on a lim
η→+∞
B(η) = 0. On fait tendre η vers +∞ dans (I.174). On obtient :
L =
3
2
L
L− 1
2
,
soit L = 2 ou L = 0. Or L > 2. D'où le résultat énoncé par la proposition 4.2.
4.2.2 Ordre 2 du développement asymptotique de la solution
Dans ce paragraphe on va montrer le résultat suivant :
Proposition 4.4 (Comportement à l'ordre 2). Soit Φ : η ∈ R 7→ Φ(η) solution de (I.8).
Alors il existe deux constantes c > 0 et ηc > 0 telles que pour tout η > ηc on a :
|Φ(η)− 2η| 6 cη− 13 . (I.175)
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Démonstration. On pose v la fonction :
v : η ∈ R+ 7→ Φ(η)− 2η. (I.176)
Elle est positive pour η assez grand d'après le lemme 3.5, et a pour limite 0 quand η tend
vers +∞ d'après la proposition 4.2. En partant de l'égalité (I.174) vérifiée par la dérivée
Φ′, on obtient que la fonction v est solution de :
v′(η) +
1
3η
1− 2B(η)
1 + 2
3
v(η)
η
v(η) =
B(η)
1 + 2
3
v(η)
η
sur [η3,+∞[, (I.177)
où B(η) est définie en (I.163). Pour simplifier l'écriture on pose :
a(η) =
1
3η
1− 2B(η)
1 + 2
3
v(η)
η
, (I.178)
b(η) =
B(η)
1 + 2
3
v(η)
η
. (I.179)
On intègre (I.177) entre η0 et η assez grands, supérieurs à η3 défini en (I.168), et on
obtient :
v(η) = v(η0)e
− ∫ η
η0
a(ξ)dξ
+
∫ η
η0
b(χ)e−
∫ η
χ a(ξ)dξdχ. (I.180)
On va estimer les différents termes qui apparaissent dans (I.180).
Estimation du terme exponentiel. Par (I.167), on a :
1− 2B(ξ) > 1− 2C
ξ2
.
Comme lim
ξ→+∞
v(ξ) = 0, pour ξ assez grand, la fonction v est bornée. On en déduit :
1 +
2
3
v(ξ)
ξ
6 1 + 2
3
C
ξ
.
Ainsi, l'expression donnée par (I.178) vérifie :
a(ξ) > 1
3ξ
ξ2 − 2C
ξ(ξ + 2
3
C)
> 1
3
1
ξ + 2
3
C
. (I.181)
On peut majorer le terme exponentiel. On obtient :
e
− ∫ η
η0
a(ξ)dξ 6
(
η0 + 2
3
C
η + 2
3
C
) 1
3
. (I.182)
Estimation de l'intégrale. Par (I.167), on peut majorer le terme (I.179) :
|b(η)| 6 C
η2 + 2
3
ηv(η)
.
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Par (I.182), on a :
∫ η
η0
|b(χ)|e−
∫ η
χ a(ξ)dξdχ 6
∫ η
η0
C
χ2 + 2
3
χv(χ)
(
χ+ 2
3
C
η + 2
3
C
) 1
3
dχ.
Or η +
2
3
C > η et χ2
(
1 +
2
3
v(χ)
χ
)
> χ2. Ainsi
∫ η
η0
|b(χ)|e−
∫ η
χ a(ξ)dξdχ 6 1
η
1
3
∫ η
η0
C
χ2
(
χ+
2
3
C
) 1
3
dχ.
Pour η0 assez grand, χ+ 2
3
C > 2χ. On obtient alors :∫ η
η0
|b(χ)|e−
∫ η
χ a(ξ)dξdχ 6 1
η
1
3
2C
∫ η
η0
1
χ
5
3
dχ,
soit ∫ η
η0
|b(χ)|e−
∫ η
χ a(ξ)dξdχ 6 C
(
−1
η
+
1
η
1
3 (η0)
2
3
)
. (I.183)
On peut maintenant estimer v en utilisant (I.182) et (I.183) :
|v(η)| 6 C
(
η0
η
) 1
3
v(η0) + C
(
−1
η
+
1
η
1
3 (η0)
2
3
)
,
soit encore |v(η)| 6 C 1
η
1
3
, d'où le résultat annoncé dans la proposition 4.4.
5 Unicité de la solution autosimilaire
Dans cette partie, on va montrer le résultat d'unicité suivant :
Proposition 5.1 (Unicité). Soit Φ ∈ C2(R) solution de : −Φ
′′ + (Φ− η
2
)Φ′ − 3
2
Φ = 0 sur R
Φ,Φ′ > 0, Φ ∈ Ω 1
4
, Φ(η) = 2η +O(η−
1
3 )
(I.184)
Alors elle est unique.
Pour démontrer ce résultat, on utilise la méthode de glissement présentée dans [Ryz04]
et Berestycki-Nirenberg (section 7 dans [BN90]). Elle consiste à choisir deux solutions et
à comparer l'une en fonction des translatées de l'autre. Les arguments nécessaires sont
le comportement précis à l'infini de ces solutions, le principe du maximum fort et faible.
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Démonstration. Soit Φ et Φ1 deux solutions de (I.184). Pour τ > 0, on pose Φ1τ l'appli-
cation :
Φ1τ : η ∈ R 7→ Φ1(η + τ). (I.185)
Pour τ > 0, on va comparer Φ1τ et Φ sur R. On définit la fonction Ψτ par :
Ψτ : η ∈ R 7→ Φ1τ (η)− Φ(η). (I.186)
Elle vérifie :
−Ψ′′τ +
(
Φ− η
2
)
Ψ′τ +
(
(Φ1τ )
′ − 3
2
)
Ψτ =
τ
2
(Φ1τ )
′ sur R, (I.187)
Ψτ ∈ Ω 1
4
, Ψτ (η) ∼
+∞
2τ.
On pose :
τ0 = inf {τ > 0; Ψτ (η) > 0 ∀η ∈ R} = inf
τ>0
Aτ . (I.188)
5.1 Existence de τ0
Montrons qu'il existe τ tel que l'ensemble Aτ est non vide. Soit τ1 > 0 fixé. La fonction
Ψτ1 vérifie Ψτ1(η) ∼
+∞
2τ1. Donc il existe ηA > 0 tel que :
pour tout η > ηA,Ψτ1(η) > τ1 > 0. (I.189)
On pose pour tout τ > 0 :
vτ : η ∈ R 7→ e
η2
8 Ψτ (η). (I.190)
La fonction vτ vérifie l'équation suivante sur R :
− v′′τ + Φv′τ +
(
η2
16
− 5
4
− η
4
Φ + (Φ1τ )
′
)
vτ =
τ
2
(Φ1τ )
′e
−η2
8 , (I.191)
avec vτ ∈ Ω 1
8
. Comme (Φ1τ )
′ > 0 et Φ > 0 par (I.184), le terme d'ordre 0 de (I.191),
c(η) =
η2
16
− 5
4
− η
4
Φ + (Φ1τ )
′, (I.192)
est positif pour tout η 6 −η3 où on a posé η3 = 2
√
5. Ainsi, sur ]−∞,−η3], le principe
du maximum faible s'applique. On se place sur [−η3, A]. La fonction Φ est continue, donc
bornée sur [−η3, A]. Notons M cette borne. Comme Φ1τ1 > 0, on peut trouver un τ2 > τ1
suffisamment grand pour avoir
Φ1τ2(η) >M > Φ(η) pour tout η ∈ [−η3, A].
On a ainsi, sur [−η3,+∞[, Ψτ2 > 0. Enfin, sur ]−∞,−η3], par définition (I.190) et par
(I.191), la fonction vτ2 vérifie :
− v′′τ2 + Φv′τ2 + c(η)vτ2 =
τ
2
Φ1
′
τ2
e
−η2
8 > 0 sur ]−∞,−η3], (I.193)
avec vτ2(−η3) > 0, vτ2 ∈ Ω 1
8
et c(η) > 0 définie en (I.192). Par le principe du maximum
faible, vτ2 > 0 sur ]−∞,−η3]. On en déduit que Ψτ2 > 0 sur R, i.e. l'ensemble Aτ2 n'est
pas vide et (I.188) a bien un sens.
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5.2 τ0 est nul
Supposons que τ0 > 0. On va montrer qu'il existe τ = τ0−ε > 0 pour lequel Ψτ > 0 sur
R, ce qui contredira la minimalité de τ0. Il existe η2 > 0 tel que sur [η2,+∞[, Ψτ0 > τ0 > 0
par le comportement asymptotique (I.187) de Ψτ0 en +∞. Sur [−η3, η2], on a :
−Ψ′′τ0 +
(
Φ− η
2
)
Ψ′τ0 +
(
(Φ1τ0)
′ − 3
2
)
Ψτ0 =
τ
2
(Φ1τ0)
′ > 0, (I.194)
Ψτ0(−η2) > 0 et Ψτ0(−η3) > 0. (I.195)
Par le principe du maximum fort, Ψτ0 > 0 sur [−η3, η2]. Ainsi, sur [−η3,+∞[, Ψτ0 > 0.
On peut donc choisir τ ∈]0, τ0[ tel que pour η ∈ [−η3,+∞[ on a Ψτ > 0. Enfin, sur
]−∞,−η3], on considère la fonction v définie en (I.190). Elle vérifie (I.193). Par le principe
du maximum faible, on en déduit que vτ > 0, et par suite Ψτ > 0, sur ]−∞,−η3]. Ainsi
on a :
Ψτ > 0 sur R et τ < τ0,
ce qui contredit la définition (I.188) de τ0. D'où τ0 = 0. On a donc Φ1(η) > Φ(η) pour tout
η ∈ R. En échangeant le rôle de Φ1 et Φ, on obtient de la même manière Φ(η) > Φ1(η)
pour tout η ∈ R.
D'où Φ = Φ1 sur R, et l'unicité de la solution au problème (I.184).
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Chapitre II
Comportement en grand temps des
solutions de Burgers-Boussinesq
1 Problème étudié et résultat principal
1.1 Présentation
On étudie le système de Burgers-Boussinesq :{
Tt + uTx − Txx = 0 x ∈ R t > 0
ut + uux − uxx = ρT (II.1)
où T : R+ × R → R et u : R+ × R → R. T représente la température du fluide et u
sa vitesse. On complète le système (II.1) par des conditions initiales T (0, x) = T0(x) et
u(0, x) = u0(x).
Pour résoudre (II.1), on décide de prendre pour u0 la fonction nulle et d'étudier les
solutions pour différentes données initiales T0. Dans ce cas, (T, ρtT ) est une solution
particulière du système (II.1) avec T (0, x) = T0(x) quelconque. On peut ainsi remplacer
l'étude du système (II.1) par le problème de Cauchy :{
Tt + ρtTTx − Txx = 0
T (1, x) = T0(x)
(II.2)
On prend la condition initiale au temps t = 1 pour faciliter, dans la suite du chapitre, le
passage des variables classiques en variables autosimilaires. Par le changement d'échelle
T˜ (t, x) =
1
ρ
T (t, x), on se ramène à une équation sur T˜ identique à (II.2) avec ρ = 1.
Pour ne pas alourdir l'écriture, on garde la notation T à la place de T˜ .
1.2 Changements de variables utilisés
Dans ce chapitre, on va effectuer deux changements de variables principaux. Le premier
correspond à :
Ψ1 : (t, x) ∈ [1,+∞[×R 7→ (t2, x) = (s, x). (II.3)
On note v la fonction définie par :
v : (s, x) ∈ [1,+∞[×R 7→ T (√s, x). (II.4)
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Elle vérifie :  vs +
1
2
vvx =
1
2
√
s
vxx,
v(1, x) = T0(x).
(II.5)
Le second changement correspond aux variables autosimilaires :
Ψ2 : (t, x) ∈ [1,+∞[×R 7→ (ln(t), x√
t
) = (τ, η). (II.6)
On pose :
w : (τ, η) ∈ [0,∞[×R 7→ e 32 τT (eτ , e 12 τη). (II.7)
Cette fonction vérifie : ∂τw − ∂ηηw + (w −
η
2
)∂ηw − 3
2
w = 0 pour (τ, η) ∈ [0,∞[×R,
w(0, η) = T0(η) pour η ∈ R.
(II.8)
Dans le chapitre 1, on a montré l'existence d'une solution stationnaire au problème
(II.8), notée Φ. Cette fonction est définie sur R, à décroissance gaussienne en −∞ (défi-
nition 1.1), positive, croissante. De plus, elle est l'unique solution de (I.8) à décroissance
gaussienne en −∞ (proposition 5.1). Elle admet le comportement suivant quand η tend
vers +∞ :
Φ(η) = 2η + cη−1/3 + o
+∞
(η−1/3). (II.9)
1.3 Énoncé du théorème
Le résultat principal de ce chapitre est le théorème suivant :
Théorème 1.1 (Comportement asymptotique des solutions). Soit
T0 : x ∈ R 7→ T0(x) ∈ R+ une fonction à support dans R+. Soit T la solution du
problème de Cauchy (II.2) associée à la donnée initiale T0. Alors :
1) si lim
x→+∞
T0(x) = +∞, alors lim
t→+∞
||t√tT (t,√t .)− Φ(.)||L∞loc(R) = 0,
2) si T0 est bornée, à support non compact, alors lim
t→+∞
||t√tT (t,√t .)−Φ(.)||L∞loc(R) = 0,
3) si T0 est à support compact, alors lim
t→+∞
||T (t, .)||L∞(R) = 0.
1.4 Remarques
(i) On souhaite étudier le comportement asymptotique de la solution T (t, x) de (II.2)
pour différentes données initiales T0. On choisit de prendre ces données initiales à dé-
croissance gaussienne en −∞ afin de sélectionner la solution autosimilaire Φ du chapitre
1 comme solution stationnaire unique du problème (II.8). En effet, il se peut que le pro-
blème (I.8) ait d'autres solutions autosimilaires tendant vers 0 quand η tend vers −∞ et
n'étant pas à décroissance gaussienne.
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(ii) Dans les deux premiers résultats énoncés dans le théorème 1, lorsqu'on prend des
données initiales à support non compact, qu'elles soient bornées ou non, la solution T du
problème de Cauchy (II.2) tend, quand t tend vers l'infini, vers la solution autosimilaire
obtenue dans le premier chapitre. On a pour tout compact K de R :
∀x ∈ K t√tT (t,√tx) ∼
t→+∞
Φ(x).
Pour une donnée initiale à support compact, la solution tend uniformément vers 0. Dans
la dernière partie de ce chapitre, on détermine sa vitesse d'extinction :
∀(t, x) ∈ R+∗ × R+, |T (t, x)| 6 1
t1−ε
où ε > 0 quelconque.
(iii) Utilisant les résultats de la section 4, on pourrait montrer que :
lim
t→+∞
||T (t, ·)− v(t, ·)||L∞(R) = 0,
où v(t, x) est la solution du problème hyperbolique associé :{
vt + tvvx = 0
v(0, x) = T0(x)
pourvu que T0 soit croissante en x.
1.5 Plan du chapitre
Dans un premier temps, on rappelle quelques résultats sur le problème hyperbolique
non-linéaire associé à (II.5) pour différents types de données initiales T0, ainsi que les
outils classiques de l'étude de ces équations. On étudie ensuite le problème parabolique
en variables autosimilaires, (II.8), pour des données initiales T0 à croissance linéaire ou
sous-linéaire, à support non compact. Enfin, on s'intéresse au problème de Cauchy (II.5)
pour des données initiales bornées et à support compact. Dans ce dernier cas, on verra
apparaître, comme dans le cas hyperbolique, une onde de détente rattrapant un choc.
2 Problème hyperbolique
Le problème hyperbolique que l'on étudie ici est un problème standard, dont voici
quelques références : Dafermos [Daf91], Serre [Ser00], Evans [Eva98], Smoller [Smo94],
Malek [MNRR96], Imbert et Droniou [DI04].
L'étude du cas hyperbolique est utile dans la mesure où elle va nous inspirer pour
déterminer le comportement asymptotique des solutions du problème parabolique.
2.1 Problème étudié
Considérons le problème de Cauchy vs +
1
2
vvx = 0,
v(1, x) = T0(x).
(II.10)
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En posant s˜ = s − 1 et v˜(s˜, x) = v(s˜ + 1, x) pour tout (s˜, x) ∈ R+ × R, on ramène
la condition initiale de (II.10) au temps s˜ = 0. Par commodité, on garde les notations
initiales, v(s, x). De plus, en écrivant (II.10) sous la forme
∂sv + ∂x (fc(v)) = 0, v(0, x) = T0(x), pour (s, x) ∈ R+ × R (II.11)
où on a noté fc la fonction définie par fc : v ∈ R 7→ 14v2, on se ramène à une formulation
de loi de conservation. On étudie dans cette section le comportement asymptotique des
solutions de (II.11) pour différentes données initiales v(0, x) :
 à support compact,
 à support non compact mais bornée sur R,
 non bornée, à support non compact et croissante.
On rappelle tout d'abord quelques propriétés des solutions du problème hyperbolique.
2.2 Rappel sur les problèmes hyperboliques non linéaires
On rappelle ici les différentes notions de solutions pour le problème hyperbolique dit
loi de conservation :
vs + f(v)x = 0 pour (s, x) ∈]0,+∞[×R (II.12)
v(0, x) = v0(x) ∀x ∈ R (II.13)
où f : R 7→ R, v0 : R 7→ R est une donnée initiale, et v : (s, x) ∈ R+ × R 7→ v(s, x) ∈ R
est l'inconnue.
2.2.1 Solutions régulières
On cherche une solution v ∈ C1(R+ × R) solution de (II.12)-(II.13). Soit x ∈ R. On
définit la courbe caractéristique associée à (II.12)-(II.13) passant par x au temps s = 0,
notée X(.;x, 0), comme étant la solution du problème de Cauchy :
dX
ds
(s;x, 0) = v(s,X(s;x, 0))
X(s0;x, 0) = x
(II.14)
Alors une solution régulière v de (II.12)-(II.13) est constante le long de ces courbes
caractéristiques :
dv
ds
(s,X(s;x, 0)) = 0
d'où
v(s,X(s;x, 0)) = v(0, x) = v0(x) ∀(s, x) ∈ R+ × R (II.15)
Si les courbes caractéristiques ne s'intersectent pas, la formule (II.15) définit bien une
solution régulière.
On a le résultat suivant (voir par exemple [Daf91]) :
Théorème 2.1. Soit v0 ∈ C1(R) et f ∈ C∞(R). On pose κ = inf
y∈R
(f ′′(v0(y))v′0(y)). Alors
il existe une solution classique v de (II.12)-(II.13) définie sur l'intervalle maximal [0, T∞[
où T∞ = +∞ quand κ > 0 et T∞ = κ−1 quand κ < 0.
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2.2.2 Solutions faibles
On rappelle la définition d'une solution faible :
Définition 1. v est solution faible de (II.12)-(II.13) si v ∈ L∞(R) et si pour toute
fonction φ ∈ C1c (R+ × R,R) on a∫ ∫
R+×R
(
v
∂φ
∂t
+ f(v)
∂φ
∂x
)
(s, x)dsdx+
∫
R
v0(x)φ(0, x)dx = 0.
Il est bien connu q'une équation hyperbolique non linéaire peut admettre plusieurs
solutions faibles (Cf. [Smo94]). Pour sélectionner celle qui correspond à la physique du
problème, on doit introduire une nouvelle notion de solutions.
2.2.3 Solutions entropiques
Définition 2. v est solution entropique de (II.12)-(II.13) si elle est solution faible de
(II.12)-(II.13) et qu'elle vérifie :∫ ∫
R+×R
(
E(v)
∂φ
∂t
+ F (v)
∂φ
∂x
)
(s, x)dsdx+
∫
R
E(v0(x))φ(0, x)dx > 0
pour tout φ ∈ C1c (R+ × R,R) et tout couple entropique (E,F ) défini par
E : R→ R, de classe C1, convexe
F ′(v) = E ′(v)f ′(v) ∀v ∈ R
La notion de solution entropique garantit l'existence et l'unicité d'une solution au
problème (II.12)-(II.13) (voir par exemple [Daf91]). De plus, ces solutions sont physique-
ment bien choisies. Elles peuvent être obtenues comme limite de solutions d'un problème
parabolique. En effet, pour ε > 0 fixé, on considère le problème parabolique :{
vs + f(v)x = εvxx ∀(s, x) ∈ R+ × R
v(0, x) = v0(x)
(II.16)
On note vε : R+ × R 7→ R la solution régulière associée. Alors on a le résultat suivant :
Théorème 2.2. [Daf91]Soit une suite (εn)n telle que lim
n→+∞
εn = 0. Supposons que la
famille de solution (vεn)n de (II.16) converge vers une fonction v presque partout sur
R+ × R. Alors v est solution entropique de (II.12)-(II.13).
Cette méthode, dite méthode de viscosité évanescente, permet de sélectionner la
"bonne" solution d'un problème hyperbolique, c'est-à-dire la solution entropique, à partir
des solutions du problème parabolique associé.
2.2.4 Problème de Riemann dans le cas d'un flux convexe
On s'intéresse au problème (II.12) avec pour donnée initiale :
v0(x) =
{
v− si x < 0
v+ si x > 0
(II.17)
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Ce problème (II.12)-(II.17) admet pour solution faible une solution vR de classe C1 par
morceaux, discontinue le long d'une courbe régulière Σ d'équation x = ξ(s). De plus il
admet une unique solution entropique. Pour que vR soit solution faible de (II.12)-(II.17),
elle doit vérifier la condition de Rankine-Hugoniot :
σ = ξ′(s) =
f(v+)− f(v−)
v+ − v− . (II.18)
Le résultat suivant (voir par exemple [Ser00]) donne l'expression de la solution vR de
(II.12)-(II.17). Selon le signe de v− − v+, il apparaît une onde de choc ou une onde de
détente.
Théorème 2.3. Soit f strictement convexe et de classe C1, soient v− et v+ deux réels.
On considère le problème de Cauchy (II.12)-(II.17). Alors ce problème admet une unique
solution entropique définie par :
1. si v− = v+ alors v(s, x) = v− = v+ pour tout (s, x) ∈ R+ × R,
2. si v− > v+ la solution est de classe C1 par morceaux, appelée onde de choc :
v(s, x) =
 v
− si
x
s
< σ(v−, v+)
v+ si
x
s
> σ(v−, v+)
(II.19)
où σ(v−, v+) =
f(v+)− f(v−)
v+ − v− ,
3. si v− < v+ alors la solution est régulière de classe C1, appelée onde de détente :
v(s, x) =

v− si
x
s
6 f ′(v−)
(f ′)−1(
x
s
) si f ′(v−) 6 x
s
6 f ′(v+)
v+ si
x
s
> f ′(v+)
(II.20)
Étudions maintenant le comportement de la solution entropique de (II.11) quand
s→ +∞ pour différentes données initiales T0.
2.3 Le cas où T0 est à support compact
2.3.1 Expression de la solution
On prend pour donnée initiale
T0 : x ∈ R 7→ 1[0,1](x), (II.21)
représentée sur la figure II.1.
On se ramène au problème de Riemann associé. En (s, x) = (0, 0), on a v− = 0 6
v+ = 1, donc la solution au voisinage de x = 0 est une onde de détente (II.20) :
vd(s, x) =

0 x 6 0
2x
s
0 6 x 6 1
2
s
1 x > 1
2
s
(II.22)
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Figure II.1  Donnée initiale à support compact : T0(x) = 1[0,1](x)
En (s, x) = (0, 1), on a v− = 1 > v+ = 0, donc la solution présente une discontinuité le
long de la courbe Σ =
{
(s, ξ(s)); s ∈ R+}. On obtient ξ(s) en appliquant la formule de
Rankine-Hugoniot (II.18) :
dξ(s)
ds
=
[fc(v)]
[v]
=
1
4
,
d'où ξ : s ∈ R+ 7→ 1
4
s+ 1. L'expression du choc est :
vc(s, x) =

1 x <
1
4
s+ 1
0 x >
1
4
s+ 1
L'onde de détente se déplace à la vitesse
1
2
et le choc
1
4
. La détente va rattraper le
choc en (s, ξ(s)) = (4, 2). En ce point, on a une nouvelle discontinuité paramétrée par
s 7→ (s,√s) puisque, par la relation de Rankine-Hugoniot (II.18), ξ vérifie :
ξ′(s) =
fc(0)− fc(2ξ(s)s )
0− 2ξ(s)
s
=
ξ(s)
2s
.
Le nouveau choc, pour s > 4, a pour expression :
vc(s, x) =

2x
s
x <
√
s
0 x >
√
s
(II.23)
Sur les graphes de la figure II.2, on a représenté la solution v à des instants s < 4 et
s > 4.
2.3.2 Résultat asymptotique
Pour tout s > 4, la solution entropique a pour expression (II.23), donc elle vérifie
∀x ∈ R |v(s, x)| 6 2√
s
. (II.24)
On peut énoncer le résultat suivant :
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Figure II.2  Comportement de la solution v de (II.10)-(II.21) pour s < 4 et s > 4
Proposition 2.4. La solution entropique de (II.11), avec pour donnée initiale une fonc-
tion à support compact (II.21), tend uniformément sur R vers la fonction nulle, quand
s tend vers l'infini : lim
s→+∞
||v(s, ·)||L∞(R) = 0.
Remarque. Comme pour tout x ∈ R on a :
v(s, x) = O
s→+∞
(
1√
s
)
, (II.25)
la vitesse d'extinction de la solution est de l'ordre de s−
1
2 . Si on se ramène aux va-
riables initiales en (t, x), on obtient que la fonction T (t, .) définie en (II.4) tend vers 0
uniformément sur R, quand t tend vers +∞, comme 1
t
.
2.4 Le cas où T0 est bornée, à support non compact
2.4.1 Expression de la solution entropique
On prend pour donnée initiale :
T0 : x ∈ R→ 1R+(x) (II.26)
représentée sur la figure II.3.
Figure II.3  Donnée initiale T0(x) = 1R+(x)
La donnée initiale présente une discontinuité en x = 0. On note Σ la courbe de
discontinuité paramétrée par s ∈ R+ 7→ (s, ξ(s)), vérifiant ξ(0) = 0. Comme v− < v+,
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par le résultat du théorème 2.3, la discontinuité initiale ne se propage pas. La solution
entropique (figure II.4) est une onde de détente ayant pour expression :
v(s, x) =

0 pour x 6 f ′c(v−) = 0
2x
s
pour 0 6 x 6 1
2
s
1 pour
1
2
s 6 x
(II.27)
Figure II.4  Graphes des solutions v(1, x), v(2, x)
2.4.2 Résultat asymptotique
De l'expression (II.27) de la solution v on déduit
∀s ∈ R+ sup
x∈[0, s
2
]
∣∣∣∣v(s, x)− 2xs
∣∣∣∣ = 0. (II.28)
On a donc le résultat suivant :
Proposition 2.5 (Convergence pour une donnée initiale de type marche). La solution
entropique v de (II.11) avec pour donnée initiale (II.26) converge sur R+ vers l'onde de
détente vd : (s, x) 7→ 2x
s
quand s→ +∞ :
∀x ∈ R+ lim
s→+∞
|v(s, x)− vd(s, x)| = 0. (II.29)
2.5 Le cas où T0 est non bornée, à support non compact
2.5.1 Expression de la solution entropique
Comme T0 > 0, on peut considérer qu'elle est croissante pour x > x¯ assez grand. Pour
simplifier et fixer les idées, on prend x¯ = 0. De plus, on suppose que son support est
dans R+. La donnée initiale, représentée sur la figure II.5, a alors pour expression :
T0(x) = βx
+, (II.30)
où x+ = max(0, x), β > 0 fixé.
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Figure II.5  Donnée initiale T0 à support non compact
En s = 0, il n'y a pas de discontinuité. On peut définir une solution classique de (II.11)
à l'aide de la méthode des caractéristiques. Comme l'application y 7→ f ′c(T0(y)) =
1
2
v0(y)
est croissante sur R, d'après le théorème 2.1 il existe une solution régulière définie pour
tout temps s ∈ R+. Les courbes caractéristiques vérifient le problème de Cauchy :
dX
ds
(s;x0, 0) =
1
2
T0(x0), X(0;x0, 0) = x0
Elles ont pour expression X(s;x0, 0) = x0 si x0 6 0,
β
2
x0s + x0 si x0 > 0, avec s ∈ R+.
Alors pour tout (s, x) ∈ R+ ×R, il existe un unique point x0 tel que X(s;x0, 0) = x. Le
point x0 a pour expression x0 = x si x 6 0, x0 =
x
1 + β
2
s
si x > 0. On peut alors définir
la solution régulière de (II.11)-(II.30) sur R+ × R, représentée sur la figure II.6 :
v(s, x) =

T0(x) = 0 si x 6 0
T0
(
x
1 + βs
)
=
βx
1 + β
2
s
si x > 0
(II.31)
Figure II.6  Graphes des solutions v de (II.10)-(II.30) aux temps s = 0, s = 1 et s = 2
2.5.2 Résultat asymptotique
De l'expression de la solution v donnée en (II.31), on a
∀(s, x) ∈ R+ × R+ v(s, x)− 2x
s
=
x
s
1
1 + β
2
s
,
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donc, pour tout x ∈ R+, on a v(s, x) ∼
s→+∞
x
s
. On peut énoncer le résultat suivant :
Proposition 2.6. La solution entropique v de (II.11) avec pour donnée initiale (II.30)
est équivalente, quand s tend vers +∞, à vd où vd est l'onde de détente définie par
vd : (s, x) 7→ 2x
s
quand s→ +∞.
3 Problème complet avec viscosité pour une donnée
initiale à croissance linéaire et sous-linéaire
3.1 Régularité des solutions
Pour des données initiales T0 dans L∞loc(R), la solution T de (II.2) est une solution
régulière. En effet, on a
T (·, ·) ∈ L∞loc(R+ × R),
donc l'application
(t, x) ∈ R+ × R 7→ tT (t, x)
est aussi dans L∞loc(R+ × R). Par une première estimation parabolique (Ladyzenskaya,
[Lad58]), on obtient :
T ∈ C α2 ,α(R+ × R).
Par une seconde estimation, on récupère une solution régulière de classe C1+
α
2
,2+α(R+×
R). On rappelle qu'une application f : x 7→ f(x) est dans Cn+α(R) si elle est n-fois
dérivable et si sa dérivée n-ième est α-höldérienne.
3.2 Propriétés des sur et sous solutions pour les équations para-
boliques
Dans cette partie, on travaille en variables auto-similaires (II.6). On souhaite déter-
miner le comportement asymptotique de la solution du problème de Cauchy ∂τw − ∂ηηw + (w −
η
2
)∂ηw − 3
2
w = 0 pour (τ, η) ∈ [0,∞[×R
w(0, η) = T (1, η) = w0(η) pour η ∈ R
(II.32)
On note Pη l'opérateur elliptique :
Pηw = −∂ηηw + (w − η
2
)∂ηw − 3
2
w (II.33)
et P l'opérateur parabolique :
Pw = ∂τw + Pηw. (II.34)
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On rappelle quelques propriétés des sur et sous solutions du problème elliptique :
Pηw(η) = 0 ∀η ∈ R, w ∈ Ω 1
4
, (II.35)
pour le problème parabolique (II.32), où Ω 1
4
est rappelé plus loin, (II.37).
Soient w0 et w0 des sous et sur solutions faibles sur R du problème elliptique (II.35),
vérifiant pour tout η ∈ R :
w0(η) 6 w0(η) 6 w0(η). (II.36)
Notons w, respectivement w, la solution du problème de Cauchy (II.32) ayant pour
donnée initiale la fonction w0, respectivement w0. Alors on a le résultat suivant :
Proposition 3.1. [Smo94] Soient w,w,w les solutions du problème de Cauchy (II.32)
pour les données initiales w0, w
0, w0. Les fonctions w0 et w0 sont sur et sous solutions
du problème elliptique associé (II.35) et vérifient (II.36). Alors on a
w(τ, η) 6 w(τ, η) 6 w(τ, η) ∀(τ, η) ∈ R+ × R.
On a de plus les propriétés suivantes :
Proposition 3.2. Soient w, w les solutions définies dans la proposition 3.1. Alors pour
tout (τ, η) ∈ R+ × R on a
∂w
∂τ
(τ, η) 6 0 et ∂w
∂τ
(τ, η) > 0.
De plus, pour tout η ∈ R :
lim
τ→+∞
w(τ, η) = lim
τ→+∞
w(τ, η) = Φ˜(η),
où Φ˜ est une solution stationnaire, i.e. solution du problème elliptique (II.35).
Tous ces résultats vont nous permettre de conclure quant au comportement asymp-
totique des solutions de (II.32). On procède de la façon suivante :
1) on cherche des sur et sous solutions de (II.35) vérifiant (II.36),
2) par la proposition 3.2, on obtient la convergence de la solution w de (II.32) vers une
solution Φ˜ de (II.35). L'application Φ˜ est à décroissance gaussienne en −∞ par choix
de w0. Par la proposition 5.1 du chapitre 1 sur l'unicité, Φ˜ est la solution autosimilaire
Φ obtenue précédemment.
L'étape principale est la première étape qui consiste à construire des sur et sous solutions
de (II.35) qui conviennent.
Remarque : dans la suite, toutes les sur et sous solutions que l'on considère sont
comprises au sens des distributions.
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3.3 Rappel de quelques résultats du chapitre 1
On rappelle ici quelques notations et résultats obtenus dans le chapitre 1 dont on va
se servir dans la suite.
L'ensemble noté Ωλ représente l'ensemble des fonctions à décroissance gaussienne en
−∞, d'exposant λ :
Ωλ =
{
Φ : R→ R;∃P ∈ R[X], eλη2Φ(η) = O
−∞
(P (η))
}
. (II.37)
Dans la première partie du chapitre 1, on a construit des solutions notées Φδ de − Φ′′δ + (Φδ −
η
2
)Φ′δ −
3
2
Φδ = 0 ∀η ∈]−∞,−η1]
Φδ(−η1) = δ
avec η1 fixé. On note Imax(δ) l'intervalle maximale d'existence de la solution Φδ :
Imax(δ) =]−∞, η∞(δ)[. (II.38)
On a montré, dans la proposition 5.1 du chapitre 1, qu'il existe un unique δ pour le-
quel Imax = R et Φδ positive. On a noté Φ cette solution. Elle a pour comportement
asymptotique quand η tend vers +∞ :
Φ(η) = 2η + c(1 + o(1))η−
1
3 . (II.39)
Le paramètre δ+ > 0 est défini par :
∀δ > δ+ η∞(δ) < +∞. (II.40)
On note Φ¯δ la fonction définie par :
Φ¯δ(η) = (r2 − r1)
(
δ − r1
(δ − r1)− (δ − r2) exp( r2−r12 (η + η1))
− 1
2
)
+
r1 + r2
2
(II.41)
où r1 et r2 sont solutions du binôme
1
2
x2−(3
2
+η1)x−δCh¯. La constante Ch¯ est l'intégrale
entre −∞ et −η1 de la fonction h¯ définie par :
h¯ : η ∈ R 7→ h(η)
h(−η1) (II.42)
où h(η) =
(
η2
4
− 1
2
)
e
−
η2
4 .
3.4 Donnée initiale à croissance linéaire
On souhaite déterminer le comportement asymptotique de la solution du problème de
Cauchy  ∂τw − ∂ηηw + (w −
η
2
)∂ηw − 3
2
w = 0 pour (τ, η) ∈ [0,∞[×R
w(0, η) = T (1, η) = aη+ pour η ∈ R
(II.43)
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Figure II.7  Donnée initiale w(0, η) = aη+
où a est une constante positive, et η+ = max(0, η). La donnée initiale est représentée sur
la figure II.7.
On démontre le résultat suivant :
Proposition 3.3. Soit w la solution du problème de Cauchy (II.43). Alors elle tend,
asymptotiquement en τ , vers la solution autosimilaire Φ de (II.35) du chapitre 1 :
∀η ∈ R lim
τ→+∞
|w(τ, η)− Φ(η)| = 0.
Comme annoncé plus haut, on cherche des sur et sous solutions de l'équation sta-
tionnaire (II.35), vérifiant la condition (II.36) pour w0(η) = aη+, η ∈ R. On va devoir
distinguer deux cas, selon que a 6 2 ou a > 2. L'expression des sur et sous solutions ne
sera pas la même selon la valeur de a par rapport à 2. Une fois construites ces sur et
sous solutions, on pourra conclure par la proposition 3.2.
3.4.1 Recherche de sur et sous-solutions de (II.43) pour a 6 2
On commence par construire la sur solution. Considérons la solution stationnaire
Φ : η ∈ R 7→ R+de (II.43) obtenue dans le chapitre précédent : − Φ
′′(η) + (Φ(η)− η
2
)Φ′(η)− 3
2
Φ(η) = 0 ∀η ∈ R
Φ ∈ Ω 1
4
, Φ(η) ∼
+∞
2η, Φ > 0
(II.44)
où Ω 1
4
est rappelé en (II.37). Par le lemme 3.5 du chapitre 1, il existe η0 > 0 tel que pour
tout η > η0 on a Φ(η) > 2η. On pose :
η0 = inf
η∗∈R+
{∀η > η∗, Φ(η) > 2η} . (II.45)
On définit l'application
Φη0 : η ∈ R 7→ Φ(η + η0). (II.46)
Elle vérifie l'équation :
PΦη0 =
η0
2
Φ′η0 > 0
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et la condition (II.36) :{
Φη0(η) > 0 > aη+ pour η ∈ R−
Φη0(η) > 2(η + η0) > aη+ pour η ∈ R+
Alors, la solution w de (II.43) avec pour donnée initiale Φη0 est une sur-solution pour w.
Passons à la construction de la sous-solution. On montre le lemme suivant :
Figure II.8  Sur et sous solutions de (II.35)-(II.36) pour la donnée initiale w0(η) = aη+
Lemme 3.4. L'application
w0 : η ∈ R→ aη+ (II.47)
est sous-solution du problème stationnaire (II.44) pour a 6 2.
Démonstration. Pour η < 0, la fonction w0 est de classe C2 et vérifie :
Pηw
0 = 0.
De même, sur R+, w0 est de classe C2 et vérifie :
Pηw
0 = aη(a− 2) 6 0.
Au point η = 0, w0 n'est pas dérivable. On vérifie qu'elle est sous solution de (II.44) au
sens faible. En effet, pour Ψ ∈ C2c (R) positive, on a :
< Pηw
0,Ψ >L2(R) =
(
w′0(0−)− w′0(0+)
)
Ψ(0)+ < Pηw
0,Ψ >L2(R−) + < Pηw
0,Ψ >L2(R+)
= −aΨ(0)+ < aη(a− 2),Ψ >L2(R+) 6 0
Donc w0 est bien sous solution de (II.44) pour a ∈ [0, 2].
Sur la figure II.8, on a tracé les graphes de la sur-solution Φη0 et de la sous-solution
w0 de w0. On peut maintenant conclure. Soient w et w les solutions de (II.43) avec
respectivement pour données initiales Φη0 définie en (II.46) et w
0 définie en (II.47). Par
la proposition 3.1, la solution w de (II.43) vérifie :
w(τ, η) 6 w(τ, η) 6 w(τ, η) ∀(τ, η) ∈ R+ × R.
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De plus, par la proposition 3.2, w et w tendent, quand τ tend vers +∞, vers Φ˜, solution
stationnaire de (II.35). Les fonctions w et w sont à décroissance gaussienne en −∞ par
construction des données initiales associées. Par suite, la fonction Φ˜ est aussi à décrois-
sance gaussienne. Par le résultat d'unicité obtenu dans le chapitre 1, proposition 5.1, on
obtient que Φ˜ est l'unique solution, notée Φ, de (II.35), à décroissance gaussienne. La
proposition 3.3 est bien vérifiée pour le cas a 6 2.
3.4.2 Recherche de sur et sous-solutions de (II.43) pour a > 2
Construction de la sous solution On construit tout d'abord la sous solution. On
commence par définir les constantes nécessaires pour construire la sous-solution, repré-
sentée sur la figure II.9. Tout d'abord, on sait que la solution stationnaire Φ de (II.44)
Figure II.9  Sous-solution de (II.35)-(II.36) pour la donnée initiale w0(η) = aη+
vérifie Φ(η) ∼
+∞
2η par (II.39). De plus, nous avons lim
η→+∞
Φ′(η) = 2. Donc il existe η∗ tel
que pour tout η > η∗ on a :
2η 6 Φ(η) 6 2η + 1 et 1 6 Φ′(η) 6 3. (II.48)
Soit α > 0 tel que :
η∗ + α = Φ−α(η∗ + α),
où Φ−α : η ∈ R 7→ Φ(η − α) est la translatée de Φ vers la droite, de la quantité α. La
constante α doit vérifier :
2η∗ 6 η∗ + α 6 2η∗ + 1,
soit
η∗ 6 α 6 η∗ + 1. (II.49)
Enfin, pour η > η∗ + α, on a
Φ−α(η) 6 2(η − α) + 1 < aη,
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en choisissant η∗ suffisamment grand pour que l'inégalité 1 < aη∗ < (a− 2)η∗ + 2α soit
vérifiée. On peut maintenant écrire la sous solution de (II.35) vérifiant (II.36) pour a > 2.
On pose :
w0(η) =

0 pour η 6 0
η pour 0 6 η 6 η∗ + α
Φ−α(η) pour η∗ + α 6 η
(II.50)
On note I1 =] −∞, 0[, I2 =]0, η∗ + α[, I3 =]η∗ + α,+∞[. L'application w0 est continue
et de classe C1 par morceaux. Sur chacun des intervalles (Ik)k=1..3 où elle est de classe
C1, w0 est une sous-solution de (II.35) vérifiant (II.36) :{
Pηw
0 6 0 ∀η ∈ Ik
w0(η) 6 aη+
Aux points où la dérivée de w0 est discontinue, le saut de la dérivée vérifie
w′0(η−k )− w′0(η+k ) 6 0
pour ηk ∈ {0, η∗ + α}. Donc w0 est une sous-solution de (II.35).
Pour construire la sur solution, on a tout d'abord besoin du résultat suivant :
Proposition 3.5. Soit δ ∈ X+ où X+ est définie en (I.30). On considère l'application
Φδ solution de (I.14), définie sur ]−∞,−η∞(δ)[. Alors
(i) lim
δ→+∞
| − η1 − η∞(δ)| = 0,
(ii) l'application δ ∈ [δ+,+∞[7→ Φ′δ(−η1) ∈ R+ est croissante et lim
δ→+∞
Φ′δ(−η1) = +∞
où δ+ est définie dans la proposition 3.10 du chapitre 1, et Φδ est définie en (I.93).
La constante ηδ∞ est rappelée en (II.38), δ
+ en (II.40), et la fonction Φδ en (II.41).
Démonstration. On reprend la démonstration de la proposition 3.10 du chapitre 1. On
a montré que pour δ ∈ [δ+,+∞[, η∞(δ) vérifie η∞(δ) < 1. Pour η ∈] − η1, ηδ∞[, on a
l'expression (I.90) :
Φ′δ(−η) >
1
2
Φ2δ(η)−
η
2
Φδ(η)− δCh¯ − Φδ(η)(η + η1)
où Ch¯ =
∫ −η1
−∞
h¯(ξ) dξ, avec h¯(ξ) =
h(ξ)
h(−η1) et h définie en (I.10).
En particulier, comme η < 1 et Φδ > 0, on a
Φ′δ(−η) >
1
2
Φ2δ(η)− Φδ(η)(
3
2
+ η1)− δCh¯.
On obtient alors −η1 < η∞(δ) 6 η∗, où η∗ = −η1 + C√
δ
(
C√
δ
+O(
1
δ
)
)
, d'où le résultat
(i).De plus, la dérivée Φ′δ vérifie Φ
′
δ(−η1) > Φδ
′
(−η1), où Φδ est rappelée en (II.41). On
a :
Φδ
′
(−η1) =
(
δ2 − (3 + 2η1)δ − 2Ch¯δ
)√
(
3
2
+ η1)2 + 2Ch¯δ
et
dΦδ
′
(−η1)
dδ
> 0, d'où la propriété (ii).
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On peut maintenant construire la sur-solution de (II.35) vérifiant la condition (II.36)
(confer figure II.10). Soit δ assez grand pour que soit vérifié
Figure II.10  Sur-solution de (II.35)-(II.36) pour la donnée initiale w0(η) = aη+
Φ′δ(−η1) = a.
Soit β > 0 tel que a(−η1 + β) = Φδ(−η1) = δ, c'est-à-dire β = δ
a
+ η1 > 0. On peut
maintenant donner l'expression de la sur-solution :
w0(η) =
{
Φδ(η) pour η 6 −η1
a(η + β) pour η > −η1
L'application w0 est continue, C1 par morceaux sur R. Sur chaque intervalle où elle est
de classe C1, w0 est sur-solution classique de (II.35) satisfaisant la condition (II.36) :{
Pηw
0 > 0 ∀η ∈ Ik
w0(η) > aη+
Au point de discontinuité de la dérivée, −η1, le saut de dérivée vérifie :
w′
0
(−η−1 )− w′0(−η+1 ) > 0.
En effet
w′
0
(−η−1 )− w′0(−η+1 ) = Φ′δ(−η1)− a = a− a = 0,
par choix de δ. Donc w0 est une sur solution au sens des distributions de (II.35).
Les fonctions w0 et w0 sont sous et sur-solutions de (II.35) vérifiant l'inégalité (II.36).
Par la proposition 3.1, on a :
w(τ, η) 6 w(τ, η) 6 w(τ, η) ∀(τ, η) ∈ R+ × R
où w et w sont les solutions de (II.32) pour les données initiales w0 et w0.
Par la proposition 3.2 et le résultat sur l'unicité de solution de (II.35) à décroissance
gaussienne (proposition 5.1 du chapitre 1), les fonctions w et w vérifient pour tout η ∈ R :
lim
τ→+∞
w(τ, η) = lim
τ→+∞
w(τ, η) = Φ(η)
où Φ est la solution de (II.44).
D'où le résultat annoncé dans la proposition 3.3 :
∀η ∈ R lim
τ→+∞
|w(τ, η)− Φ(η)| = 0.
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3.5 Donnée initiale à croissance sous-linéaire
On veut déterminer le comportement de la solution du problème de Cauchy ∂τw − ∂ηηw + (w −
η
2
)∂ηw − 3
2
w = 0 pour τ, η) ∈ [0,∞[×R
w(0, η) = (ηα)+ pour η ∈ R
(II.51)
quand τ → +∞. On choisit α ∈]0, 1[. La donnée initiale est représentée sur la figure
II.11.
Figure II.11  Donnée initiale w(0, η) = (ηα)+
On montre le résultat suivant :
Proposition 3.6. Soit w : (τ, η) ∈ R+ × R 7→ w(τ, η) ∈ R+ la solution de (II.51), et Φ
la solution stationnaire de (II.44) définie dans le chapitre 1. Alors on a :
∀η ∈ R lim
τ→+∞
|w(τ, η)− Φ(η)| = 0.
Comme dans le cas d'une donnée initiale à croissance linéaire, on utilise la méthode
des sur et sous-solutions pour montrer le théorème 3.6.
3.5.1 Construction d'une sur-solution
Soit η0 > 0 tel que pour tout η > η0 on a Φ(η) > 2η. Cette constante η0 existe d'après
le lemme 3.5 du chapitre 1. Notons :
η∗ = inf{l > 0; ∀η ∈ R Φ(η + l) > w(0, η)}. (II.52)
Alors l'application
w0 : η ∈ R 7→ Φ(η + η∗) (II.53)
est une sur-solution de (II.35) au sens classique puisqu'elle est de classe C1 sur R, et
satisfait (II.36). Elle est représentée sur la figure II.12. Elle vérifie :Pηw0 =
η∗
2
Φ′(η + η∗) > 0 ∀η ∈ R
w0(η) > w(0, η) par choix de η∗(II.52)
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Figure II.12  Sur-solution pour une donnée initiale w(0, η) = (ηα)+
Figure II.13  Sous-solution pour une donnée initiale w(0, η) = (ηα)+
3.5.2 Construction d'une sous-solution
On construit la fonction dont le graphe est représenté sur la figure II.13, et on montre
qu'il s'agit bien d'une sous-solution.
Choix des constantes a, θ, ηd On veut que le contact entre les courbes η 7→ aη et
η 7→ (η − θ)α en η = ηd soit de classe C1, ce qui nous impose : aηd = (ηd − θ)
α
a =
α
(ηd − θ)1−α
soit 
θ = (1− α)ηd
a =
αα
(ηd)1−α
(II.54)
On souhaite de plus que, pour η > ηd, l'application ϕ−θ : η 7→ (η− θ)α soit sous-solution
de (II.35). On calcule Pη(ϕ−θ) et on obtient :
Pη(ϕ−θ) =
A(η)
(η − θ)2−α (II.55)
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où A(η) = α(α− 1) + α(η − θ)α+1 − α + 3
2
(η − θ)2 − θα
2
(η − θ). On remarque que pour
η → +∞ on a A(η) < 0 et pour η → θ l'expression A(η) est positive. En η = ηd, en
utilisant (II.54), l'expression (II.55) devient
Pη(ϕ−θ)|η=ηd =
α2
(αηd)2−α
B(ηd, α) (II.56)
où B(ηd, α) =
1
α
−1+ααηα+1d −
α + 3
2
η2d−
1− α
2
η2d. B(ηd, α) est négatif si ηd et α vérifient
l'inégalité :
−η2d + ααηα+1d 6 1−
1
α
.
L'application η 7→ −η2 + ααηα+1 − (1 − 1
α
) s'annule en un point η∗ vérifiant pour tout
η > η∗ :
−η2 + ααηα+1 > 1− 1
α
.
On choisit ηd tel que ηd(α) > η∗. On a ainsi les relations suivantes entre les constantes a,
θ et ηd(α) : 
θηd(α) = (1− α)ηd(α)
aηd(α) =
αα
(ηd(α))1−α
< 2
(II.57)
pour ηd(α) assez grand.
Expression de la sous-solution On pose :
w0(η) =

0 pour η 6 0
aηd(α)η pour 0 6 η 6 ηd(α)
(η − θηd(α))α pour ηd(α) 6 η
(II.58)
L'application w0 est continue, de classe C1 par morceaux. Sur chaque intervalle Ik où
elle est de classe C1, w0 est une sous-solution classique de (II.35) :{
Pηw
0 = 0 pour η ∈ Ik
w0(η) 6 w(0, η)
Le seul point de discontinuité de la dérivée se trouve en η = 0. En ce point, le saut de la
dérivée vérifie :
w0(0−)− w0(0+) = 0− a < 0.
Donc w0 est une sous-solution de (II.35) au sens des distributions, vérifiant (II.36).
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3.5.3 Comportement asymptotique de la solution de (II.51)
Les fonctions w0 (II.58) et w0 (II.53) sont sous et sur solutions de (II.35) vérifiant
l'inégalité (II.36). Par la proposition 3.1, on a :
w(τ, η) 6 w(τ, η) 6 w(τ, η) ∀(τ, η) ∈ R+ × R,
où w et w sont les solutions de (II.32) pour les données initiales w0 et w0.
Par la proposition 3.2 et le résultat sur l'unicité de solution de (II.35) à décroissance
gaussienne (proposition 5.1 du chapitre 1), les fonctions w et w vérifient pour tout η ∈ R :
lim
τ→+∞
w(τ, η) = lim
τ→+∞
w(τ, η) = Φ(η)
où Φ est la solution de (II.44).
D'où le résultat annoncé dans la proposition 3.6 :
∀η ∈ R lim
τ→+∞
|w(τ, η)− Φ(η)| = 0.
4 Problème complet avec viscosité pour une donnée
initiale bornée
4.1 Résultat pour une donnée initiale de type marche
Pour donnée initiale, on choisit cette fois-ci une fonction bornée, à support dans R+.
Pour fixer les idées, on choisit :
T0 : x ∈ R 7→ 1R+(x). (II.59)
On travaille en variables autosimilaires (II.6). On veut déterminer le comportement
asymptotique de la solution w définie en (II.7) du problème de Cauchy suivant : ∂τw − ∂ηηw + (w −
η
2
)∂ηw − 3
2
w = 0 pour (τ, η) ∈ [0,∞[×R
w(0, η) = w0(η) = 1R+(η) pour η ∈ R
(II.60)
On montre le résultat :
Proposition 4.1. Soit w la solution du problème de Cauchy (II.60). Alors cette fonction
tend, quand τ tend vers +∞, vers l'unique solution positive et à décroissance gaussienne
du problème stationnaire (I.8), notée Φ, sur R :
∀η ∈ R lim
τ→+∞
|w(τ, η)− Φ(η)| = 0,
soit lim
τ→+∞
||w(τ, ·)− Φ(·)||L∞loc(R) = 0.
Pour montrer la propriété 4.1, on procède comme dans les cas précédents. On dé-
termine une sur et sous solution au problème stationnaire (II.35), vérifiant l'inégalité
(II.36), et on conclut en utilisant les propositions 3.1 et 3.2.
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4.1.1 Sur-solution du problème elliptique (II.35)
On considère :
w0 : η ∈ R 7→ Φ(η + η0) (II.61)
où Φ est la solution du problème elliptique (II.35), à décroissance gaussienne en −∞. On
choisit η0 > 0 tel que, pour tout η ∈ R+, Φ(η + η0) > 1. Alors w0 vérifie :Pηw
0(η) =
η0
2
Φ′(η + η0) > 0 ∀η ∈ R
w0(η) > 1R+(η) par choix de η0
4.1.2 Sous-solution du problème elliptique (II.35)
On considère l'application :
w0 : η ∈ R 7→

0 si η 6 0
eη − 1
eη + 1
si η > 0
(II.62)
On vérifie que w0 est bien sous solution du problème elliptique (II.35). Sur chaque inter-
valle où elle est de classe C2, w0 vérifie Pηw0 6 0. En effet, pour η < 0, on a Pηw0 = 0.
Pour η > 0, la fonction vérifie :
Pηw
0 =
1
(1 + eη)3
g(η)
où on note g la fonction
g : η ∈ R+ 7→ −3
2
e3η + (
5
2
− η)e2η − (5
2
+ η)eη +
3
2
.
L'application g est continue, strictement décroissante sur R+ et vérifie g(0) = 0 et
lim
η→+∞
g(η) = −3
2
. Ainsi, pour η > 0, la fonction w0 vérifie :
Pηw
0 6 0.
De plus, au point η = 0 où l'application w0 est discontinue, le saut de dérivée vérifie :
w0
′
(0−)− w0′(0+) 6 0.
Ainsi, w0 est solution faible du problème elliptique (II.35) et vérifie la condition (II.36) :
w0(η) 6 w0(η) ∀η ∈ R.
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4.1.3 Conclusion sur w, solution de (II.60)
Soit w et w les solutions de (II.60) avec pour donnée initiale w0 définie en (II.61), et
w0 donnée en (II.62). Alors, par la proposition 3.1, on a pour tout (τ, η) ∈ R+ × R :
w0(η) 6 w(τ, η) 6 w(τ, η) 6 w(τ, η) 6 w0(η).
De plus, les applications τ ∈ R+ 7→ w(τ, ·) et τ ∈ R+ 7→ w(τ, ·) sont respectivement
croissante et décroissante, pour tout η ∈ R. Elles tendent, presque partout, vers une
solution stationnaire du problème (II.60), à décroissance gaussienne en −∞, positive.
Par la proposition 5.1 du chapitre 1, Φ est l'unique solution stationnaire vérifiant ces
conditions. Ainsi, la proposition 4.1 est démontrée :
lim
τ→+∞
||w(τ, ·)− Φ(·)||L∞loc(R) = 0.
4.1.4 Retour aux variables (t, x)
Par les notations données en (II.6) et (II.7), la solution T de (II.2) pour la donnée
initiale
T0(x) = 1R+(x) pour x ∈ R
tend asymptotiquement en temps vers l'application appelée onde de détente et définie
par :
(t, x) ∈ [1,+∞[×R 7→ 1
t
√
t
Φ(
x√
t
).
On a ainsi
lim
t→+∞
∣∣∣∣∣∣t√t T (t,√t·)− Φ(·)∣∣∣∣∣∣
L∞loc(R)
= 0.
4.2 Résultat pour une donnée initiale de type marche descen-
dante et expression du choc visqueux
4.2.1 Mise en place du problème étudié
On travaille avec les variables (s, x) définies en (II.3). Soit v la fonction définie par
v : (s, x) ∈ R+ × R 7→ T (√s+ 1, x) = vε(s)(s, x),
où l'application vε(s)(s, ·) vérifie le problème :
vs +
1
2
vvx = ε(s)vxx
∀s ∈ R+ lim
x→−∞
v(s, x) = 1, lim
x→+∞
v(s, x) = 0
v(0, x) = v0(x) = 1R−(x) ∀x ∈ R
(II.63)
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où ε(s) =
1
2
√
s+ 1
. La fonction v est de classe C1+α en s et C2+α en x, sur R+∗×R. On
note que le résultat que l'on va montrer est valable plus généralement pour toute donnée
initiale vérifiant les conditions limites énoncées en (II.63) avec v0 ∈ L∞(R), v0 ∈ BV (R).
On note, classiquement, BV (R) l'ensemble de fonctions défini par
BV (R) =
{
f ∈ L1(R); TV (f) < +∞} (II.64)
où
TV (f) = sup
φ∈C∞c (R)
||φ||∞61
∫
R
f(x)φ′(x)dx. (II.65)
On note || · ||BV la norme sur BV (R) définie pour tout f ∈ BV (R) par
||f ||BV = ||f ||L1 + TV (f). (II.66)
Pour cette norme, l'espace BV est un espace complet.
Résolvons maintenant (II.63) pour une viscosité fixe. Notons vε la solution du problème
(II.63), pour un ε ∈ R fixé.
Définition de l'application ϕ On note ϕ : R 7→ R l'onde progressive de (II.63)
vérifiant : 
(
1
2
ϕ− 1
4
)
ϕ′ = ϕ′′
lim
z→−∞
ϕ(z) = 1, lim
z→+∞
ϕ(z) = 0
(II.67)
Le problème (II.67) admet la famille de solutions (ϕλ)λ>0 définies à une translation près
par :
ϕλ(z) : z ∈ R 7→ 1
1 + λe
z
4
. (II.68)
On note ϕ(·) l'onde progressive vérifiant ϕλ(0) = 1
2
, c'est-à-dire pour laquelle λ = 1.
Définition des fonctions ϕε et ψε De même, pour ε ∈ R fixé, on considère l'onde
progressive associée à (II.63) reliant l'état instable 1 à l'état stable 0. Avec c =
1
4
, on
pose
ψε : (s, x) ∈ R+ × R 7→ ϕε(x− cs) = ϕ(x− cs
ε
), (II.69)
ϕε(z) = ϕ(
z
ε
) ∀z ∈ R. (II.70)
L'application ψε vérifie
∂sψε +
1
2
ψε∂xψε = ε∂xxψε
lim
x→−∞
ψε(s, x) = 1, lim
x→+∞
ψε(s, x) = 0 ∀s ∈ R+
ψε(0, x) = ϕ(
x
ε
) =
1
1 + e
x
4ε
∀x ∈ R
(II.71)
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Remarques (i) On a v0 − ϕ ∈ L1(R). En effet,∫
R
|v0(z)− ϕ(z)|dz =
∫ +∞
0
ϕ(z)dz +
∫ 0
−∞
(1− ϕ(z)) dz
=
∫ +∞
0
1
1 + e
z
4
dz +
∫ 0
−∞
e
z
4
1 + e
z
4
dz
6
∫ +∞
0
e−
z
4dz +
∫ 0
−∞
e
z
4dz < +∞
(ii) Par un calcul simple, on obtient plus précisément :∫
R
|v0(z)− ϕ(z)|dz = 8 ln(2) < +∞ et
∫
R
v0(z)− ϕ(z)dz = 0. (II.72)
Dans cette partie, on montre le résultat suivant :
Proposition 4.2. Soit v solution du problème de Cauchy (II.63). Alors il existe une
constante δ ∈ R telle que
lim
s→+∞
∣∣∣∣∣∣v(s, ·)− 1]−∞, s
4
−δ[(·)
∣∣∣∣∣∣
L∞loc(R)
= 0.
4.2.2 Un résultat auxiliaire et convergence de l'onde progressive
Énoncé du théorème utilisé. On applique le théorème énoncé par exemple dans
l'article [FS98], et rappelé ci-dessous.
Théorème 4.3. Soit ϕ : R 7→ R l'onde progressive associée à
us + (f(u))x = uxx (II.73)
c'est-à-dire vérifiant 
ϕ′ = f(ϕ)− cϕ− q
lim
+∞
ϕ = w+, lim
−∞
ϕ = w−, w+ 6= w−
q = f(w−)− cw− = f(w+)− cw+
Alors, pour toute fonction a ∈ ϕ + L1(R), la solution u = Sa de (II.73) avec donnée a
vérifie
lim
s→+∞
||u(s, ·)− ϕ(· − cs+ δ)||L1 = 0
où
δ =
∫
R (a(x)− ϕ(x)) dx
w+ − w− .
Si de plus a ∈ L∞(R) alors :
lim
s→+∞
||u(s, ·)− ϕ(· − cs+ δ)||L∞ = 0. (II.74)
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Application du théorème 4.3. Soit ε > 0 fixé. Par le théorème 4.3, il existe δ tel
que
lim
s→+∞
||vε(s, ·)− ϕε(· − cs+ δ)||L1 = 0, (II.75)
où vε est solution de (II.63) pour ε fixé, et ϕε est l'onde de transport associée, dont
l'expression est donnée en (II.70). Le semi-groupe {S(s) : L∞(R)→ L∞(R)} pour (II.63)
vérifie la propriété dite de conservation :
Proposition 4.4 (Conservation L1). Si a − b ∈ L1(R) alors, pour tout s > 0, S(s)a −
S(s)b ∈ L1(R) et ∫ +∞
−∞
S(s)a− S(s)b dx =
∫ +∞
−∞
a− b dx. (II.76)
On utilise cette propriété pour déterminer la valeur de δ dans notre cas. On a :∫
R
vε(s, x)− ϕε(x− cs+ δ)dx =
∫
R
vε(s, x)− ϕε(x− cs)dx (II.77)
+
∫
R
ϕε(x− cs)− ϕε(x− cs+ δ)dx (II.78)
D'après la proposition 4.4 et en utilisant le résultat (II.72), on a :∫
R
vε(s, x)− ϕε(x− cs) dx =
∫
R
v0(x)− ϕε(x) dx = 0.
Calculons maintenant le terme (II.78) :∫
R
ϕε(x− cs)− ϕε(x− cs+ δ) dx =
∫
R
ϕε(z)− ϕε(z + δ) dz
En remplaçant ϕε par son expression (II.68), on obtient :∫
R
ϕε(x− cs)− ϕε(x− cs+ δ)dx = δ (ϕε(−∞)− ϕε(+∞)) = δ.
Ceci implique δ = 0. De plus, comme v0 ∈ L∞(R), on a par (II.74) :
lim
s→+∞
||vε(s, ·)− ϕε(· − cs)||L∞ = 0. (II.79)
Étudions maintenant l'onde progressive, appelée aussi choc visqueux, qui a pour ex-
pression ϕε(s)(z) =
1
1 + e
z
4ε(s)
, pour tout (s, z) ∈ R+ × R, avec ε(s) = 1
2
√
1 + s
. Alors :
lim
s→+∞
∣∣∣∣ϕε(s)(·)− 1]−∞,cs](·)∣∣∣∣L∞ = 0, lims→+∞ ∣∣∣∣ϕε(s)(·)− 1]−∞,cs](·)∣∣∣∣L1 = 0. (II.80)
En effet, on a pour tout x ∈ R et s ∈ R+,
1]−∞,cs](x)− ϕε(s)(x) = 1]−∞,0](x− cs)− ϕε(s)((x− cs) + cs).
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On pose y = x− cs :
1]−∞,0](y)− ϕε(s)(y + cs) =

ey
√
1+s
2
1 + ey
√
1+s
2
y < 0
− 1
1 + ey
√
1+s
2
y > 0
Ainsi pour tout y ∈ R∗, on obtient∣∣∣∣ϕε(s)(·+ cs)− 1]−∞,0[(·)∣∣∣∣L∞ −→s→+∞ 0.
De plus, par simple calcul, on a :
∣∣∣∣ϕε(s)(·+ cs)− 1]−∞,0[(·)∣∣∣∣L1 = ln(2)√1 + s,
d'où
lim
s→+∞
∣∣∣∣ϕε(s)(·+ cs)− 1]−∞,0[(·)∣∣∣∣L1 = 0.
Pour terminer cette section, on rappelle le résultat de compacité dans BV (R), énoncé
par exemple dans [Daf91] au théorème 1.7.2 :
Théorème 4.5. Soit (Un)n une suite de fonctions dans BVloc(R) vérifiant, pour tout
compact K de R,
a) il existe une constante CK1 tel que pour tout n ∈ N on a :
||Un||L1(K) 6 CK1 ,
b) il existe une constante CK2 tel que pour tout n ∈ N on a :
TVK(Un) 6 CK2 .
Alors il existe une sous-suite de (Un)n qui converge dans L
1
loc(R), et presque partout, vers
une fonction U ∈ BVloc(R) et vérifiant
TVK(U) 6 lim inf
n→+∞
TVK(Un).
La notation TV est rappelée en (II.65). Dans la suite on montre que les hypothèses
énoncées dans ce théorème sont vérifiées dans notre cas.
4.2.3 Estimations en normes L1 et BV , uniformément en temps
On souhaite majorer la norme L1 de l'application :
W : s ∈ R+ 7→ v(s, ·)− ϕε(s)(· − cs). (II.81)
On va montrer le résultat suivant :
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Proposition 4.6 (Norme L1). Il existe une constante C1 > 0 telle que pour tout s ∈ R+
on a
||W (s, ·)||L1(R) 6 C1.
Démonstration. On va montrer que la dérivée par rapport à s de ||W (s, ·)||L1(R) est
négative. Calculons cette dérivée :
d
ds
||W (s, ·)||L1(R) =
∫
R
∂
∂s
|W (s, x)| dx
=
∫
R
sign
(
v(s, x)− ϕε(s)(x− cs)
) (
v(s, x)− ϕε(s)(x− cs)
)
dx (II.82)
où on note sign l'application qui a z ∈ R∗ associe 1 si z > 0, −1 sinon. Pour obtenir
(II.82), on calcule plus généralement∫
R
sign
(
v(s, x)− ϕε(s)(x− cs)
) (Pv(s, x)− Pϕε(s)(x− cs)) dx (II.83)
de deux manières différentes : en faisant apparaître (II.82) dans (II.83), puis en détermi-
nant l'expression de (II.83) directement. L'opérateur P est défini par
Pv = vs + 1
2
vvx − 1
2
√
1 + s
vxx. (II.84)
1ère étape : Expression de (II.82) en fonction de (II.83)
On reprend la notation ε(s) =
1
2
√
1 + s
. v est solution de (II.63) donc Pv = 0. On calcule
Pϕε(s)(x− cs), où l'expression de ϕε(s) est donnée en (II.70), et c = 1
4
. On a, en posant
ξ = x− cs :
Pϕε(s)(ξ) =
(
1
2
ϕε(s)(ξ)− c
)
ϕ
′
ε(s)(ξ)− εϕ
′′
ε(s)(ξ) + ε
′(s)
∂
∂ε
ϕε(ξ)
= ε′(s)
∂
∂ε
ϕε(ξ)
Après calcul, on obtient :
Pϕε(s)(ξ) = −ξ
2
ε(s)2ϕ
′
ε(s)(ξ), (II.85)
où on note ϕ
′
ε(s)(z) la dérivée par rapport à z de l'application qui a (s, z) ∈ R+ × R
associe ϕε(s)(z). On obtient ainsi∫
R
Pv(s, ξ + cs)− Pϕε(s)(ξ)dξ =
∫
R
ξ
2
ε(s)2ϕ
′
ε(s)(ξ)
= 2ε(s)3
∫
R
F (z)dz
où F (z) =
zez
(1 + ez)2
. Au voisinage de +∞, la fonction F vérifie F (z) = ze
−z
(e−z + 1)2
6
ze−z, et l'application z 7→ ze−z y est intégrable. Au voisinage de −∞, on a F (z) =
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zez
(1 + ez)2
6 zez et l'application z 7→ zez est intégrable au voisinage de −∞. Ainsi, il
existe C1 ∈ R+ telle que
∫
R
F (z)dz = C1, d'où
∫
R
Pv(s, ξ + cs)− Pϕε(s)(ξ)dξ = Cε(s)3. (II.86)
2ème étape : Calcul l'expression (II.82)
Soit Ψ l'application définie par :
Ψ : (s, x) 7→ ϕε(s)(x− cs+ δ). (II.87)
On rappelle que δ est défini dans le théorème 4.3 par :
δ =
∫
R (a(x)− ϕε(x)) dx
w+ − w− ,
où w+ = 0, w− = 1 et a(x) = v0(x) = 1R−(x). On a ainsi :
sign(v −Ψ)(Pv − PΨ) = sign(v −Ψ)
[
∂s(v −Ψ) + 1
2
(v∂xv −Ψ∂xΨ)− ε(s)∂xx(v −Ψ)
]
.
Or v∂xv −Ψ∂xΨ = 1
2
∂x ((v −Ψ)(v + Ψ)), d'où
sign(v −Ψ)(Pv − PΨ) = sign(v −Ψ)∂s(v −Ψ)
+
1
4
sign(v −Ψ)∂x ((v −Ψ)(v + Ψ))
− sign(v −Ψ)ε(s)∂xx(v −Ψ)
On arrange l'expression des différents termes qui apparaissent. Tout d'abord, on a :
sign(v −Ψ)∂s(v −Ψ) = ∂s |v −Ψ| . (II.88)
De plus,
sign(v −Ψ)∂x ((v −Ψ)(v + Ψ)) = sign(v −Ψ) (v −Ψ)∂x (v + Ψ)
+ sign(v −Ψ)(v + Ψ)∂x (v −Ψ)
= |v −Ψ| ∂x (v + Ψ) + (v + Ψ) ∂x |v + Ψ|
d'où
sign(v −Ψ) ∂x ((v −Ψ)(v + Ψ)) = ∂x ((v + Ψ)|v −Ψ|) . (II.89)
Enfin, on a
∂xx (|v −Ψ|) = ∂x (sign(v −Ψ)∂x(v −Ψ))
= sign(v −Ψ) ∂xx(v −Ψ) + δ(v−Ψ)(s,x)=0(s, x) (∂x(v −Ψ))2
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d'où (c'est l'inégalité de Kato) :
−sign(v −Ψ) ∂xx(v −Ψ) > −∂xx (|v −Ψ|) . (II.90)
On obtient∫
R
sign(v −Ψ)(Pv − PΨ)(s, x)dx >
∫
R
∂s |v −Ψ|+ 1
4
∂x ((v + Ψ)|v −Ψ|)
− ε(s)∂xx (|v −Ψ|) dx,
soit encore∫
R
sign(v −Ψ)(Pv − PΨ)(s, x)dx > d
ds
(∫
R
|v −Ψ| (s, x)dx
)
+
1
4
[
(v + Ψ)|v −Ψ|
]+∞
−∞
− ε(s) [∂x|v −Ψ|]+∞−∞
Or, pour tout s ∈ R+, on a :
lim
x→−∞
v(s, x) = lim
x→−∞
Ψ(s, x) = 1, lim
x→+∞
v(s, x) = lim
x→+∞
Ψ(s, x) = 0
et
lim
x→−∞
∂xv(s, x) = lim
x→−∞
∂xΨ(s, x) = 0, lim
x→+∞
∂xv(s, x) = lim
x→+∞
∂xΨ(s, x) = 0,
d'où : ∫
R
sign(v −Ψ)(Pv − PΨ)(s, x)dx > d
ds
(∫
R
|v −Ψ| (s, x)dx
)
. (II.91)
Conclusion
On regroupe (II.86)-(II.91) :∣∣∣∣ dds
∫
R
|v −Ψ| (s, x)dx
∣∣∣∣ 6 ∫
R
|Pv − PΨ|(s, x)dx 6 ε(s)3Cl,
où Cl = 2λ
∫
R
|F (z)dz|. Ainsi :
−Clε(s)3 6 d
ds
∫
R
|v −Ψ| (s, x)dx 6 Clε(s)3.
On intègre entre 0 et s :
2Clε(s)− 2Clε(0) 6
∫
R
|v −Ψ| (s, x)dx−
∫
R
|v −Ψ| (0, x)dx 6 2Clε(0)− 2Clε(s),
d'où le résultat annoncé dans la proposition 4.6 :∣∣∣∣v(s, ·)− ϕε(s)(· − cs+ δ)∣∣∣∣L1(R) 6 Cl + ∣∣∣∣v0(·)− ϕε(0)(·+ δ)∣∣∣∣L1(R) . (II.92)
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On souhaite maintenant majorer la norme BV (R) de l'applicationW définie en (II.81).
Les définitions de l'espace BV (R) et de la norme associée sont rappelées en (II.64) et
(II.66). On montre la proposition suivante :
Proposition 4.7 (Norme BV). Il existe une constante C2 > 0 telle que pour tout s ∈ R+
on a
||W (s, ·)||BV (R) 6 C2. (II.93)
Démonstration. Par définition de la fonction W (II.81) et de la norme BV (II.66), on a
TVR(W (s, ·)) 6
∫
R
|∂xv(s, x)| dx+
∫
R
|∂xΨ(s, x)| dx, (II.94)
où l'application Ψ est définie en II.87. On va estimer les deux intégrales qui apparaissent
dans (II.94).
On commence par estimer
∫
R
|∂xΨ(s, x)| dx. On rappelle que la fonction Ψ a pour
expression : Ψ(s, x) =
1
1 + e
x− 14 s
4ε(s)
, avec λ > 0 et ε(s) =
1
2
√
1 + s
pour tout s ∈ R+. La
dérivée de Ψ par rapport à la variable x vaut :
|∂xΨ(s, x)| = −∂xΨ(s, x) = 1
2ε(s)
e
x− 14 s
4ε(s)(
1 + e
x− 14 s
4ε(s)
)2 .
On a alors : ∫
R
|∂xΨ(s, x)| dx = lim
x→−∞
Ψ(s, x)− lim
x→+∞
Ψ(s, x) = 1. (II.95)
Pour estimer
∫
R
|∂xv(s, x)| dx, on va calculer d
ds
∫
R
|∂xv(s, x)| dx. L'application
vx : (s, x) 7→ ∂xv(s, x) (II.96)
vérifie l'équation
∂x(vx) +
1
2
(vx)
2 +
1
2
v∂x(vx) =
1
2
√
1 + s
∂xx(vx). (II.97)
On multiplie (II.97) par sign(vx), et on intègre sur R :
d
ds
∫
R
sign(∂xv)∂xvdx =
1
2
√
1 + s
∫
R
sign(∂xv) ∂xx(vx)dx (II.98)
− 1
2
∫
R
sign(vx) (vx)
2dx− 1
2
∫
R
v sign(vx)∂x(vx)dx
Or on a :
∂xx(|vx|) = sign(vx)∂xx(vx) + δvx=0(vx)(∂xvx)2
et
∫
R
v∂x(|vx|)dx =
[
v|vx|
]+∞
−∞
−
∫
R
|vx|vxdx
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avec
[
v|vx|
]+∞
−∞ = 0, car limx→−∞
∂xv(s, x) = lim
x→+∞
∂xv(s, x) = 0. Ainsi :
d
ds
∫
R
sign(∂xv)∂xvdx =
1
2
√
1 + s
∫
R
∂xx(|vx|)dx
− 1
2
√
1 + s
∫
R
δvx=0(vx)(∂xvx)
2dx
soit encore
d
ds
∫
R
sign(∂xv)∂xvdx 6 0.
D'où ∫
R
|∂xv| (s, x)dx 6
∫
R
|∂xv| (0, x)dx.
Par hypothèse et choix de la donnée initiale, on a v0 ∈ BV (R).
On peut maintenant majorer (II.94) :
TVR(W (s, ·)) 6 TVR(v0) + 1,
d'où le résultat énoncé en (II.93).
Application. On applique le théorème 4.5 à la fonction W . Soit S = (sn)n une suite
vérifiant sn −→
n→+∞
+∞. On pose Wn = W (sn), où W est la fonction définie en (II.81).
D'après les proposition 4.6 et 4.7, la suite (Wn) vérifie les hypothèses du théorème 4.5.
Donc (Wn)n admet une sous-suite qui converge dans L
1
loc(R) vers une fonction notée
W S ∈ BV (R). Pour un choix de S fixé, on obtient :
lim
n→+∞
∣∣∣∣v(sn, ·)− ϕε(sn)(· − csn)−W S(·)∣∣∣∣L1loc(R) = 0 (II.99)
où on a gardé la notation (sn) pour une sous-suite de S.
Remarque. Pour chaque choix de S, il peut exister différentes fonctions limites W S
possibles. Pour obtenir un résultat ne dépendant pas du choix initial de la suite S, on
doit mettre en place un résultat de type compacité, continuité, en temps.
4.2.4 Continuité uniforme en temps
Pour une viscosité ε > 0 fixée, l'application
s 7→ vε(s, ·) ∈ C2(R)
est continue sur R+. En effet, c'est la solution régulière de l'équation parabolique (II.63).
Pour une viscosité variable, on va montrer la proposition suivante :
Proposition 4.8. L'application
v : s 7→ vε(s)(s, ·) ∈ L∞loc(R), (II.100)
solution de (II.63), avec ε(s) =
1
2
√
s+ 1
, est continue sur R+.
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Pour montrer ce résultat, on va utiliser la formule de Duhamel et les propriétés du
noyau de la chaleur.
Démonstration. La solution fondamentale de l'équation
vs − 1
2
√
1 + s
vxx = 0 (II.101)
est notée G0 et a pour expression :
G0(s, x) =
1
2
√
pi(1 + s)1/4
e
− x2
4
√
1+s . (II.102)
En utilisant la formule de Duhamel, on obtient une expression de la solution v de (II.63) :
v(s, x) = v0(·) ∗G0(s, ·) +
∫ s
0
∫
R
G0(s− τ, x− y)f˜(τ, y)dydτ, (II.103)
où f˜ est l'application qui à (τ, y) associe −1
2
v(τ, y)vx(τ, y), et ∗ représente le produit de
convolution classique. Comme la donnée initiale v0 est à valeur dans [0, 1], par le principe
du maximum pour les équations paraboliques, on a :
∀(s, x) ∈ R+ × R 0 6 v(s, x) 6 1. (II.104)
Ensuite, l'application ω = vx est solution de l'équation parabolique :
∂ω
∂s
+ a(s, x)ω + b(s, x)
∂ω
∂x
− 1
2
√
1 + s
∂2ω
∂x2
= 0,
où on a posé a(s, x) =
1
2
ω(s, x), b(s, x) =
1
2
v(s, x). Par estimation a priori, i.e. en
supposant que les coefficients a et b sont bornés et positifs pour tout (s, x) ∈ R+ ×
R , et comme ω(0, x) 6 0, on obtient par principe du maximum pour les équations
paraboliques :
∀(s, x) ∈ R+ × R vx(s, x) 6 0. (II.105)
Pour obtenir le résultat de la proposition 4.8, on doit montrer pour tout s0 > 0 et x ∈ R :
lim
s→s0
|v(s, x)− v(s0, x)| = 0.
Par (II.103), on a
|v(s, x)− v(s0, x)| 6 |v(s0, ·) ∗G0(s− s0, ·)− v(s0, x)|
+
∫ s
s0
∫
R
∣∣∣G0(s− τ, x− y)f˜(τ − s0, y)∣∣∣ dydτ.
Par les propriétés sur le noyau de la chaleur, on a
lim
s→s+0
||v(s0, ·) ∗G0(s− s0, ·)− v(s0, ·)||L∞loc(R) = 0. (II.106)
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De plus, on a∫ s
s0
∫
R
∣∣∣G0(s− τ, x− y)f˜(τ − s0, y)∣∣∣ dydτ 6 ∫ s
s0
∫
R
1
2
√
pi(s− τ)1/4
∣∣∣f˜(τ − s0, y)∣∣∣ dydτ
et, en utilisant les propriétés de positivité et négativité obtenues en (II.104) et (II.105),
on obtient ∣∣∣f˜(τ − s0, y)∣∣∣ = −1
4
∂
∂x
(v2)(τ − s0, y).
Ainsi ∫
R
∣∣∣f˜(τ − s0, y)∣∣∣ dy = 1
4
,
car lim
x→+∞
v(s, x) = 0 et lim
x→−∞
v(s, x) = 1, pour tout s ∈ R+. On a donc :∫ s
s0
∫
R
∣∣∣G0(s− τ, x− y)f˜(τ − s0, y)∣∣∣ dydτ 6 1
4
∫ s
s0
1
2
√
pi(s− τ)1/4dτ
dont on calcule le membre de droite pour obtenir finalement∫ s
s0
∫
R
∣∣∣G0(s− τ, x− y)f˜(τ − s0, y)∣∣∣ dydτ 6 1
6
√
pi
(s− s0) 34 . (II.107)
De (II.106) et (II.107), on déduit la continuité de l'application (II.100) sur tout com-
pact de R :
lim
s→s+0
||v(s, ·)− v(s0, ·)||L∞loc(R) = 0.
4.2.5 Convergence vers le choc
On a noté v la solution de (II.63). On rappelle ci-dessous les différents résultats déjà
démontrés et dont on va se servir ici. Tout d'abord, pour une viscosité ε fixe, on a noté
vε la solution de (II.63). L'expression de l'onde reliant l'état 1 à l'état 0 est notée Ψε et
a pour expression :
Ψε(s, x) =
1
1 + e
1
4(
x−cs
ε )
(II.108)
où c =
1
4
. Par le théorème 4.3 du paragraphe 4.2.2, on a
||vε(s, ·)−Ψε(s, ·)||L1(R) −→s→+∞ 0 et ||vε(s, ·)−Ψε(s, ·)||L∞(R) −→s→+∞ 0.
On revient à une viscosité variable. Pour alléger les notations, on note F la fonction
définie par :
F : (s, x) ∈ R+ × R 7→ Ψε(s)(s, x)
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où ε(s) =
1√
1 + s
. Dans le paragraphe 4.2.2, on a montré
∣∣∣∣F(s, x)− 1]−∞,cs](·)∣∣∣∣L∞ −→s→+∞ 0.
Par les paragraphes 4.2.3 et 4.2.3 on a les majorations suivantes :
∃C > 0, ∀s ∈ R+ ||v(s, ·)−F(s, ·)||L1 6 C et ||v(s, ·)−F(s, ·)||BV 6 C.
Soit S = (sn) une suite croissante tendant vers l'infini. On a notéW la fonction définie
par :
W : (s, x) ∈ R+ × R 7→ v(s, x)−F(s, x).
Alors il existe une sous-suite de (W (sn, ·))n qui converge dans L1 vers une fonction
W S(·) ∈ BV (R). A priori, on a vu que si on prend deux suites différentes (sn) et (tn),
on pourrait avoir deux fonctions limites différentes. On a le résultat suivant :
Proposition 4.9. Soit S = (sn)n et T = (tn)n deux suites croissantes dans R+, tendant
vers +∞ quand n tend vers +∞. On considère les suites (W (sn, ·))n et (W (tn, ·))n où W
est la fonction définie en (II.81). D'après le théorème 4.5, ces deux suites de fonctions
admettent des sous-suites qui convergent dans L1loc(R) vers les fonctions W S(·) et W T (·)
de BV (R), respectivement. Alors on a
W S(x) = W T (x) p.p. tout x ∈ R. (II.109)
Démonstration. On a :
lim
n→+∞
||W (sn, ·)−W S(·)||L1 = 0 (II.110)
lim
n→+∞
||W (tn, ·)−W T (·)||L1 = 0 (II.111)
Soit x ∈ R. Alors
|W S(x)−W T (x)| 6 |W S(x)−W (sn, x)|+ |W (sn, x)−W (tn, x)|
+ |W (tn, x)−W T (x)|
Par (II.110) et (II.111) on a pour presque tout x ∈ R :
lim
n→+∞
|W (sn, x)−W S(x)| = lim
n→+∞
|W (tn, x)−W T (x)| = 0.
De plus, on a montré que l'application s 7→ v(s, ·) ∈ L∞loc(R) est continue sur R+ pour
presque tout x ∈ R. Comme l'application F est également continue, on a :
lim
n→+∞
|W (sn, x)−W (tn, x)| = 0
d'où le résultat de la proposition 4.9.
Montrons maintenant que W (·) est la fonction nulle :
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Proposition 4.10. Soit (sn)n une suite croissante telle que (v(sn, ·)−F(sn, ·))n admet
une sous-suite qui converge dans L1(R). Alors
lim
n→+∞
||v(sn, ·)−F(sn, ·)||L1 = 0. (II.112)
Démonstration. Pour presque tout x ∈ R, on a :
|v(sn, x)−F(sn, x)| 6 |vε(sn)(sn, x)− vε(sp)(sn, x)|+ |vε(sp)(sn, x)−Ψε(sp)(sn, x)|
+ |Ψε(sp)(sn, x)−Ψε(sn)(sn, x)|.
Pour p ∈ N fixé, on a
lim
n→+∞
||vε(sp)(sn, ·)−Ψε(sp)(sn, ·)||L1(R) = 0.
Les applications s 7→ vε(s)(s, x), s 7→ vε(s, x), s 7→ vε(s)(s0, x) avec s0 ∈ R+, sont toutes
continues sur R+. Ainsi
lim
n,p→+∞
|vε(sn)(sn, x)− vε(sp)(sn, x)| = 0,
soit
lim
n,p→+∞
||vε(sn)(sn, ·)− vε(sp)(sn, ·)||L1(R) = 0.
On obtient les mêmes résultats pour la fonction Ψ. D'où le résultat énoncé dans la
proposition 4.10.
Remarque : Pour s0 > 0 fixé, la continuité de l'application s 7→ Ψε(s)(s0, x) se lit
directement sur son expression :
Ψε(s)(s0, x) =
1
1 + e
√
1+s
2
(x−cs0)
.
L'application s 7→ vε(s)(s0, x) est solution de l'équation différentielle :
1
2
vvx =
1
2
√
1 + s
vxx
que l'on peut réécrire sous la forme
1
2
v′ = λ(s)v′′, où λ(s) est considéré comme un para-
mètre. La solution est alors continue par rapport à ce paramètre, donc par rapport à s.
On obtient ainsi pour toute suite (sn)n tendant vers +∞, une sous-suite (snk)k telle que
lim
k→+∞
||v(snk , ·)− 1]−∞,csnk [(·)||L1(R) = 0. (II.113)
En effet, pour presque tout x ∈ R on a :
|v(snk , x)− 1]−∞,csnk [(x)| 6 |v(snk , x)−F(snk , x)|+ |F(snk , x)− 1]−∞,csnk [(x)|,
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avec
lim
k→+∞
||v(snk , ·)−F(snk , ·)||L1(R) = 0
et
lim
k→+∞
||F(snk , ·)− 1]−∞,csnk [(·)||L1(R) = 0.
Comme (II.113) est vraie pour toute suite (sn), le résultat suivant est vérifié :
lim
s→+∞
||v(s, ·)− 1]−∞,cs[(·)||L1(R) = 0.
De plus, comme pour presque tout x ∈ R on a
lim
k→+∞
|v(snk , x)− 1]−∞,csnk [(x)| = 0,
la convergence a aussi lieu dans L∞loc(R).
4.3 Résultat pour une donnée initiale à support compact
On s'intéresse au comportement en grand temps de la solution v : (s, x) ∈ R+ ×R 7→
v(s, x) ∈ R+ de  vs +
1
2
vvx =
1
2
√
1 + s
vxx
v(0, x) = T (1, x) = v0(x)
(II.114)
pour une donnée initiale à support compact (figure II.14). On suppose que la donnée
initiale v0 est à support dans [0, 1] et à valeurs dans [0, 1]. Comme le problème (II.114)
est invariant par changement d'échelle, ces hypothèses n'entrainent pas une perte de
généralité. En effet, si v est solution de (II.114), alors toute application v˜ définie par
v˜(s˜, x˜) =
1
M
v(
s˜
M2
,
x˜
M
),
avec M > 0, est aussi solution de l'équation (II.114).
Figure II.14  Donnée initiale à support compact dans [0, 1]
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4.3.1 Mise en place du problème.
On travaille en variables autosimilaires définies en (II.6)-(II.7). On note w la solution
de (II.8) avec pour donnée initiale :
w0(η) = v0(η). (II.115)
On construit une sur-solution pour cette fonction w. On considère l'application w01 à
croissance sous-linéaire et définie par
w01 : η ∈ R 7→ (ηα)+, (II.116)
comme dans la partie 3.5, en (II.51). On peut également choisir directement la sur-
solution suivante :
w01 : η ∈ R 7→ Φ(η + η∗) (II.117)
avec η∗ > 0, comme déjà vu en (II.53).
On va intersecter cette première sur-solution avec l'application w02 définie par :
w02 : η 7→ 1]−∞,1[(η). (II.118)
En considérant l'application w¯(τ, η) = inf(w1(τ, η), w2(τ, η)), on obtient une sur-solution
de w, d'après la proposition 3.1, avec :{
w1(τ, η) = Φ(η + η
∗)
w1(τ, η) est le choc visqueux défini à la proposition 4.2.
4.3.2 Début de l'itération : choix de s0
On utilise le résultat énoncé dans la proposition 4.2. Ainsi, il existe δ ∈ R tel que
lim
s→+∞
∣∣∣∣∣∣v2(s, ·)− 1]−∞, s
4
−δ[(·)
∣∣∣∣∣∣
L∞loc(R)
= 0. (II.119)
La constante δ vérifie :
δ = −
∫ +∞
−∞
v0(x)− ϕε(x)dx, (II.120)
où v0(x) = 1]−∞,1[(x) et ϕε(x) =
1
1 + e
x
4ε
. Ici la constante δ vaut −1.
Étudions la situation en un temps s = s0, avec s0  1. Soit ε > 0. Il existe sε > 0 tel
que pour tout s > sε, on a ∣∣∣v2(s, x)− 1]−∞, s
4
−δ[(x)
∣∣∣ < ε
presque partout, puisque la convergence (II.119) est dans L∞loc(R) , soit : pour x <
s
4
− δ, 1− ε < v2(s, x) < 1 + ε
pour x >
s
4
− δ, −ε < v2(s, x) < ε
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On choisit η∗0 tel que :
1
(1 + s0)
3
4
Φ
(
x
(1 + s0)
1
4
+ η∗0
)
> v(s0, x), ∀x ∈]0, 1[.
La solution v(s0, x) est située en dessous de sa sur-solution définie par :
x 7→ inf
(
1
(1 + s0)
3
4
Φ
(
x
(1 + s0)
1
4
+ η∗0
)
, v2(s0, x)
)
. (II.121)
Il reste à déterminer le point d'intersection entre v1 et v2 au temps s0 > sε  1.
Premier cas. Si on suppose que v1 et v2 s'intersectent en un point vérifiant x0 
s0
4
− δ, alors pour tout compact K de R on a :
1− ε < v2(s0, x0) < 1 + ε, x ∈ K,
soit
(1 + s0)
3
4 (1− ε) < Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
< (1 + s0)
3
4 (1 + ε), x ∈ K. (II.122)
Or, en choisissant η∗0 assez grand, on a :
Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
' 2 x0
(1 + s0)
1
4
ce qui contredit (II.122).
Second cas. Si on suppose maintenant que v1 et v2 s'intersectent en un point vérifiant
x0  s0
4
− δ, alors on a
Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
' 0,
ce qui contredit l'estimation Φ(η) ∼ 2η.
Conclusion. Les applications v1 et v2 s'intersectent en un point d'abscisse x0 ' s0
4
−δ.
Son ordonnée a pour expression :
y0 =
1
(1 + s0)
3
4
Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
avec l'estimation
1
(1 + s0)
3
4
Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
=
2x0
1 + s0
+
2η∗0
(1 + s0)
1
4
(1 + h0(s
3
4
0 )),
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où h0(s
3
4
0 ) = o
+∞
(s
−3
4
0 ). Au temps s = s0, la solution v est située en dessous de y0, pour
tout x.
Au temps s = s0, les coordonnées du point d'intersection entre les deux sur-solutions
sont : 
x0 ' s0
4
+ 1
y0 =
1
(1 + s0)
3
4
Φ
(
x0
(1 + s0)
1
4
+ η∗0
)
On pose : 
X0 =
s0
4
+ 1
Y0 =
2X0
1 + s0
+
1
s
3
4
0
(II.123)
Au temps s = s0, on considère
v2(s0, x) = Y01]−∞,X0[(x). (II.124)
On laisse évoluer le problème jusqu'au temps s1 = s0 k, avec k > 1. Alors la sur-solution
v2 tend vers le choc visqueux d'expression :
Y01]−∞,Y0
4
(s−s0)+X0[(x). (II.125)
On choisit η∗1 tel que :
1
(1 + s1)
3
4
Φ
(
x
(1 + s1)
1
4
+ η∗1
)
> v(s1, x). (II.126)
Alors, en s = s1, la solution v est située en dessous de
y1 =
1
(1 + s1)
3
4
Φ
(
x1
(1 + s1)
1
4
+ η∗1
)
avec
x1 ' Y0 s1 − s0
4
+X0 = Y0s0
k − 1
4
+X0.
4.3.3 Itération : choix d'une suite d'instants (sn) et estimation de v(sn, ·)
Supposons sn−1 défini. On considère le choc visqueux reliant l'état Yn−1 à l'état 0 et
situé en Xn−1. Il tend vers le choc qui a pour expression :
ξn−1(s, x) = Yn−11]−∞,Xn−1+Yn−14 (s−sn−1)[
(x). (II.127)
Pour η∗n on peut prendre η
∗
0. Comme on peut normaliser v à 1, l'uniformité en η est
assurée. Le résultat de convergence alors obtenu ne dépend pas de l'itération choisie. La
normalisation de v à 1 s'obtient en posant, comme p.82 :
w(s, x) = αv(α2s, αx).
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Ainsi, en s = sn, le vrai point d'intersection entre v1 et v2 a pour coordonnées :
xn ' Xn−1 + Yn−1
4
(sn − sn−1)
yn =
1
(1 + sn)
3
4
Φ(
xn
(1 + sn)
1
4
+ η∗0)
D'après les résultats du chapitre 1 concernant le comportement asymptotique de l'appli-
cation Φ, il existe η0 tel que pour tout η > η0 on a
2η 6 Φ(η) 6 2η + Cη− 13 6 3η.
On choisit s0 suffisamment grand pour que
x0
(1 + s0)
1
4
' s
3
4
0 > η0.
Dans ce cas, pour tout n > 0 on a :
xn
(1 + sn)
1
4
' s
3
4
n = (s0k
n)
3
4 > η0.
On obtient ainsi
yn 6
2xn
1 + sn
+
2η∗0
(1 + sn)
3
4
+ C
(1 + sn)
1
12
− 3
4
=−2
3
(xn + η∗0(1 + sn)
1
4 )
1
3
,
soit encore
yn 6
2xn
sn
+
2η∗0
(sn)
3
4
+
C
(xn(1 + sn)2 + η∗0(1 + sn)
9
4 )
1
3
.
Il existe ainsi une constante notée encore C > 0 telle que
yn 6
2xn
sn
+
C
(sn)
3
4
et pour tout x > 0 : v(sn, x) 6 yn. On pose les formules de récurrence suivantes :
Xn = Xn−1 +
Yn−1
4
(sn − sn−1)
Yn =
2Xn
sn
+
C
(sn)
3
4
(II.128)
Pour sn, on prend sn = s0kn.
Expression de Xn. On aXn = Xn−1+
Yn−1
4
(sn−sn−1), avec Yn−1 = 2Xn−1
sn−1
+
C
(sn−1)
3
4
.
Ainsi, Xn s'écrit : Xn = Xn−1
(
1
2
+
sn
2sn−1
)
+
C
4
sn − sn−1
(sn−1)
2
3
, soit encore
Xn =
1 + k
2︸ ︷︷ ︸
=a
Xn−1 +
C
4
(s0k
n−1)
1
3 (k − 1)︸ ︷︷ ︸
=bn
.
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On obtient l'expression suivante pour Xn :
Xn = a
nX0 +
n−1∑
q=0
aqbn−q︸ ︷︷ ︸
=Bn
(II.129)
Après calcul, on obtient l'expression suivante pour le terme Bn :
Bn =
C
4
(s0)
1
3 (k − 1)
(
1 + k
2
)n−1 1− (2k 13
1+k
)n
1− 2k
1
3
1+k
.
L'expression (II.129) devient
Xn =
(
1 + k
2
)n
X0 +
C
4
(s0)
1
3 (k − 1)
(
1 + k
2
)n−1 1− (2k 13
1+k
)n
1− 2k
1
3
1+k
. (II.130)
On en déduit l'expression de Yn =
2Xn
sn
+
C
(sn)
3
4
:
Yn =
2
s0
(
1 + k
2k
)n
X0 +
C
2
(s0)
1
3 (k − 1)
s0kn
(
1 + k
2
)n−1 1− (2k 13
1+k
)n
1− 2k
1
3
1+k
+
C
(sn)
3
4
. (II.131)
La solution v du problème (II.114) au temps s = sn reste en dessous de Yn pour tout
x ∈ R+ :
v(sn, x) 6
2x0
s0
(
1 + k
2k
)n
+
C
2
1
(s0)
2
3
(k − 1)
k
(
1 + k
2k
)n−1
1
1− 2k
1
3
1+k
+
C
(s0kn)
3
4
(II.132)
On va exprimer (II.132) en fonction de s, en ne faisant plus apparaître n, sachant que
s0k
n 6 s 6 s0kn+1. Ainsi on a :
n 6 ln
(
s
s0
)
1
ln(k)
6 n+ 1.
Tout d'abord, comme 1 + k < 2k pour k > 1, on a :(
1 + k
2k
)n
=
2k
1 + k
e−(n+1) ln(
2k
1+k
).
Or e−(n+1) ln(
2k
1+k
) 6 e− ln(
s
s0
)
ln(2k)−ln(1+k)
ln(k) , d'où(
1 + k
2k
)n
6 2k
1 + k
(
s0
s
) ln(2k)−ln(1+k)
ln(k)
.
De même, on a (
1 + k
2k
)n−1
6
(
2k
1 + k
)2(
s0
s
) ln(2k)−ln(1+k)
ln(k)
.
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Enfin, comme s0kn >
s
k
, on a
1
(s0kn)
3
4
6 k
3
4
s
3
4
. Ainsi, pour s ∈ [s0kn, s0kn+1], la solution
v vérifie :
v(s, x) 6 2X0
s0
2k
1 + k
(
s0
s
) ln(2k)−ln(1+k)
ln(k)
+
C
2
1
(s0)
2
3
(k − 1)
k
(
2k
1 + k
)2(
s0
s
) ln(2k)−ln(1+k)
ln(k) 1
1− 2k
1
3
1+k
+
Ck
3
4
s
3
4
(II.133)
Soit ε > 0 fixé petit. On pose k = k(ε) = 1 + ε et on étudie les différents termes et
exposants de l'expression de v (II.133). L'exposant de
s0
s
devient
ln(2k(ε))− ln(1 + k(ε))
ln(k(ε))
=
ln(2) + ln(1 + ε)− ln(2)− ln(1 + ε
2
)
ln(1 + ε)
.
En effectuant un développement limité de l'expression, on obtient :
ln(2k(ε))− ln(1 + k(ε))
ln(k(ε))
=
1
2
− 3
8
ε+ o(ε).
Le coefficient
(
1− 2k(ε)
1
3
1 + k(ε)
)−1
devient après développement limité en ε :
(
ε
6
+o(ε)
)−1
.
Comme le terme
k(ε)− 1
k(ε)
vaut ε+ o(ε), on obtient :
k(ε)− 1
k(ε)
(
1− 2k(ε)
1
3
1 + k(ε)
)−1
= 6 + o(1).
Enfin, k(ε)
3
4 = 1 +
3
4
ε+ o(ε).
Pour s ∈ [s0(1 + ε)n, s0(1 + ε)n+1], la solution v vérifie :
v(s, x) 62X0
s0
(
1 +
ε
2
+ o(ε)
)(
s0
s
) 1
2
− 3
8
ε+o(ε)
+
C
2(s0)
2
3
(
1 +
ε
2
+ o(ε)
)2(
6 + o(1)
)(
s0
s
) 1
2
− 3
8
ε+o(ε)
+
C(1 + 3
4
ε+ o(ε))
s
3
4
soit
v(s, x) 6
(
C(X0, s0) + o(1)
)(
1
s
) 1
2
− 3
8
ε+o(ε)
(II.134)
d'où une vitesse d'extinction de l'ordre de s−
1
2 , comme dans le cas non visqueux (II.25).
Chapitre III
Ondes progressives dans le cas d'un
terme de réaction à hautes énergies
d'activation
1 Mise en place du problème
Soit ε > 0. On étudie les solutions ondes progressives
(Tε, uε) : (t, x) ∈ R+ × R 7→ (Tε, uε)(t, x) ∈ [0, 1]× R
du problème {
∂tTε − ∂xxTε + uε∂xTε = fε(Tε)
∂tuε − ν∂xxuε + uε∂xuε = ρTε
(III.1)
On dira que (Tε, uε) sont des solutions ondes progressives du système (III.1) s'il existe
c > 0 tel que : {
ϕc,ε(y) = Tε(t, y − ct)
Ψc,ε(y) = uε(t, y − ct)
(III.2)
pour c > 0 fixé. Ce paramètre représente la vitesse de déplacement de l'onde. On se
propose ici de résoudre le problème pour tout paramètre ρ, dans le cadre d'un terme de
réaction de type hautes énergies d'activation. Dans l'article [CRRV08], les auteurs ont
déterminé des solutions ondes progressives pour résoudre (III.1) sans viscosité cinéma-
tique, avec un terme de réaction de type ignition et une condition limite en −∞ non
nulle pour la température. Ils ont obtenu l'existence de solutions pour des paramètres ρ
suffisamment petits, avec une vitesse c > 0. Les applications (ϕc,ε,Ψc,ε) définies en (III.2)
sont solutions du problème{
− ϕ′′c,ε + (Ψc,ε + c)ϕ′c,ε = fε(ϕc,ε)
− νΨ′′c,ε + (Ψc,ε + c)Ψ′c,ε = ρϕc,ε
(III.3)
On associe au système (III.3) les conditions limites suivantes :{
ϕc,ε(−∞) = 0, ϕc,ε(+∞) = 1
Ψc,ε(−∞) = 0, Ψc,ε(+∞) = +∞
(III.4)
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On a besoin d'une condition de normalisation sur ϕc,ε pour éliminer le problème d'inva-
riance par translation. On décide d'imposer
ϕc,ε(0) = 1− ε. (III.5)
On choisit pour second membre le terme de réaction correspondant aux hautes énergies
d'activation, c'est-à-dire
fε : ϕ ∈ [0, 1] 7→ k1− ϕ
ε2
Φ(
ϕ− 1
ε
) (III.6)
où k ∈ R+ et Φ est une fonction vérifiant les hypothèses :
(H1) Φ(u) = 0 si u 6 −1, Φ(u) > 0 pour u > −1
(H2)
∫ 0
−∞
|u|Φ(u)du = m ∈ R∗+
(H3) Φ ∈ C1(R−,R∗+)
(H4) lim
ε→0
∫ 1
0
1− s
ε2
Φ(
s− 1
ε
)ds = m
Un choix classique pour la fonction Φ est de prendre Φ(u) = eu sur ] − 1,+∞[, correc-
tement tronquée sur [−2,−1].
On souhaite déterminer le comportement de (ϕc,ε,Ψc,ε) solutions de (III.3) quand ε
devient nul. Pour ε tendant vers 0, on s'attend au problème limite{
− ϕ′′c,0 + (Ψc,0 + c)ϕ′c,0 = kδy=0
− νΨ′′c,0 + (Ψc,0 + c)Ψ′c,0 = ρϕc,0
(III.7)
avec les conditions limites et de normalisation suivantes :{
ϕc,0(−∞) = 0, ϕc,0(+∞) = 1, ϕc,0(0) = 1
Ψc,0(−∞) = 0, Ψc,0(+∞) = +∞
(III.8)
et k = ϕ′c,0(0
−). Pour y < 0, la solution (ϕc,0,Ψc,0) de (III.7) vérifie
− ϕ′′c,0 + (Ψc,0 + c)ϕ′c,0 = 0
− νΨ′′c,0 + (Ψc,0 + c)Ψ′c,0 = ρϕc,0
ϕc,0(−∞) = 0, ϕc,0(0) = 1, Ψc,0(−∞) = 0
(III.9)
Pour y > 0 on a {
ϕc,0(y) = 1
− νΨ′′c,0 + (Ψc,0 + c)Ψ′c,0 = ρ
(III.10)
On démontre dans ce chapitre les deux résultats suivants concernant le problème à
ν = 0. Le premier concerne l'existence de solutions pour le problème singulier (III.7),
le second le comportement des solutions du système aux hautes énergies d'activation
(III.3).
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Théorème 1.1 (Solutions pour le problème singulier). On considère le système (III.7)
associé aux conditions limites et de normalisation (III.8). Il existe k0 > 0 tel que si
k > k0ρ
1
3 alors il existe c0 > 0 tel que ce problème admet un couple de solutions positives
(ϕc0,0,Ψc0,0) sur R. De plus, ces solutions sont croissantes sur R.
Théorème 1.2 (Solutions pour le problème à ε > 0). Soit k > k0ρ
1
3 , et soit (ϕc0,0,Ψc0,0)
le couple solutions de (III.7) correspondant. Alors il existe ε0 > 0 tel que pour tout ε < ε0,
le problème (III.3)-(III.4) admet des solutions (cε, ϕcε,ε,Ψcε,ε) de classe C1(R) et vérifiant
||ϕcε,ε − ϕc0,0||∞ < ε, ||Ψcε,ε −Ψc0,0||∞ < ε
Pour alléger les notations, on note cε = c.
On s'intéresse tout d'abord au problème singulier (III.7), avec c 6= 0. L'expression
de la vitesse sur R s'obtient directement à l'aide de la température. Pour montrer qu'il
existe une solution sur R− pour la température vérifiant le saut de dérivées
ϕ′c,0(0
−)− ϕ′c,0(0+) = k (III.11)
on va d'abord montrer qu'il existe, pour tout c fixé, une solution au problème{
− ϕ′′c0,0 + (Ψc0,0 + c)ϕ′c0,0 = 0, y < 0
(Ψc0,0 + c)Ψ
′
c0,0
= ρϕc0,0
(III.12)
vérifiant les conditions limites ϕc0,0(0) = 1, ϕc0,0(−∞) = 0, Ψc0,0(−∞) = 0. Pour k fixé,
on étudie la question de l'existence d'un c0 telle que ϕ′c0(0
+) = k.
On s'intéresse ensuite au problème aux hautes énergies d'activation, avec ε > 0. On
commence par résoudre l'équation sur Ψc,ε en fonction de ϕc,ε. On détermine ϕc,ε sur R−
de la même façon que ϕc0,0. Pour obtenir l'expression de ϕc,ε sur R+, on pose
pε(ξ) =
1 + ϕc,ε(εξ)
ε
avec y = εξ
et on étudie la fonction qε = pε − p0. On montre que
lim
ε→0+
||qc,ε||Y = 0
où l'ensemble Y est donné dans la suite, en (III.60). On obtient alors une condition sur
c pour que le raccord sur la dérivée soit vérifié en y = 0 quand ε tend vers 0.
Montrons dès à présent que les solutions que l'on cherche sont croissantes. En effet,
soit l'application ϕ sur R vérifiant (III.3). Alors
−(e−
∫+∞
y Ψ(z)+c dzϕ′(y))′ = e−
∫+∞
y Ψ(z)+c dzf(y)
que l'on intègre entre y et +∞ :
e−
∫+∞
y Ψ(z)+c dzϕ′(y) =
∫ +∞
y
(e−
∫+∞
z Ψ(ζ)+c dζf(z)) dz > 0
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d'où ϕ′(y) > 0 pour tout y ∈ R. Pour ν = 0, la positivité de Ψ′ se lit directement sur
l'équation (III.3) vérifiée par Ψ. Pour ν 6= 0, comme lim
y→+∞
Ψ′(y) = 0, la positivité de Ψ′
s'obtient de la même façon que celle de ϕ′ :
e−
∫+∞
y
Ψ(z)+c
ν
dzΨ′(y) =
∫ +∞
y
(e−
∫+∞
z
Ψ(ζ)+c
ν
dζ)
ρ
ν
ϕ(z) dz > 0
Dans ce chapitre, on commence par étudier le problème singulier à ν = 0. On s'in-
téresse ensuite au problème pour ε > 0, avec viscosité nulle. On termine en donnant
quelques pistes concernant le problème à viscosité cinématique non nulle.
2 Problème singulier à ν = 0
2.1 Mise en place du problème
Sur R− le système (III.7) s'écrit{
− ϕ′′ + (Ψ + c)ϕ′ = 0
(Ψ + c)Ψ′ = ρϕ
(III.13)
avec les conditions limites :{
ϕ(0) = 1, ϕ(−∞) = 0, ϕ′(0−) = k
Ψ(−∞) = 0 (III.14)
Sur R+, le problème étudié est : {
ϕ = 1
(Ψ + c)Ψ′ = ρ
(III.15)
On va montrer le théorème suivant :
Théorème 2.1. Il existe k0 > 0 tel que si k > k0ρ
1
3 alors il existe c0 > 0 tel que le
système (III.7) admet des solutions (ϕ,Ψ) sur R.
On s'intéresse tout d'abord au problème sur R+, (III.15), puis on étudie le système
sur R−, (III.13). Sur R+, la température ϕ est constante égale à 1. L'application Ψ :
R+ → R+ doit vérifier :
(Ψ + c)Ψ′ = ρ, Ψ(0) = C0 > 0 (III.16)
avec c, C0 fixés. On obtient le polynôme suivant en Ψ d'ordre 2 :
(
1
2
Ψ + c)Ψ = ρy + (
1
2
C0 + c)C0
dont les racines r1(y) et r2(y) sont de signe opposé. La fonction Ψ étant positive sur R+,
elle a pour expression la racine positive, soit :
Ψ(y) = c
(√
1 +
2
c2
ρy +
C0
c2
(C0 + 2c)− 1
)
. (III.17)
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Sur R−, on cherche à résoudre le système (III.13) avec les conditions limites imposées en
(III.14).
Si on suppose que l'on a déterminé une solution ϕ, alors l'application Ψ s'exprime
explicitement en fonction de ϕ. En effet, on a :
(Ψ + c)Ψ′ = ρϕ
que l'on intègre entre −∞ et y < 0 : (1
2
Ψ + c)Ψ = ρ
∫ y
−∞
ϕ(z)dz, pour obtenir
Ψ(y) = −c+
√
c2 + 2ρ
∫ y
−∞
ϕ(z)dz (III.18)
avec
C0 = Ψ(0) = −c+
√
c2 + 2ρ
∫ 0
−∞
ϕ(z)dz. (III.19)
Pour déterminer la température, on utilise la propriété de positivité de ϕ′ qui autorise
le changement de variables suivant :{
Y = ϕ(y), y = S(Y )
v(Y ) = ϕ′(S(Y )), u˜(Y ) = Ψ(S(Y ))
(III.20)
avec y ∈ R−, Y ∈]0, 1], S(0) = −∞ et S(1) = 0. On obtient :{
v(Y ) = ϕ′(S(Y )), v′(Y )v(Y ) = ϕ′′(S(Y ))
u˜′(Y )v(Y ) = Ψ′(S(Y )), u˜′′(Y )v(Y )2 + u˜′(Y )v(Y )v′(Y ) = Ψ′′(S(Y ))
(III.21)
Les équations vérifiées par v et u˜ sont :{
v′(Y ) = u˜(Y ) + c
v′(Y )v(Y )u˜′(Y ) = ρY
(III.22)
avec les conditions limites
v(1) = k, v(0) = 0, u˜(0) = 0. (III.23)
En particulier, on a v′′(Y ) = u˜′(Y ). On obtient ainsi un problème sur l'inconnue v :
v′′(Y )v′(Y )v(Y ) = ρY, v(0) = 0, v(1) = k. (III.24)
2.2 Normalisation
En Y = 0, on a d'après (III.22) :
v′(0) = u˜(0) + c = c
donc v′(0) = c. En particulier, au voisinage de Y = 0, on a v(Y ) ' cY . Le paramètre
ρ n'intervient pas dans les résultats d'existence des solutions. En effet, en reprenant
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le système initial vérifié par ϕ et Ψ, et en notant kρ pour marquer la dépendance par
rapport à ρ, on obtient :{
− ϕ′′c,ε(y) + (Ψc,ε(y) + c)ϕ′c,ε(y) = kρδy=0
(Ψc,ε(y) + c)Ψ
′
c,ε(y) = ρϕc,ε(y)
(III.25)
où y = x + ct. On pose X = ρ
4
15y, c˜ = ρ−
4
15 c, et les nouvelles inconnues T˜ et u˜ pour la
température et la vitesse respectivement :
T˜ (X) = ρ
1
5ϕc,ε(ρ
−4
15 X), u˜(X) = ρ−
4
15 Ψc,ε(ρ
−4
15 X).
Alors les fonctions T˜ et u˜ vérifient le système d'équations{
− T˜ ′′(X) + (u˜(X) + c˜)T˜ ′(X) = ρ− 13 kρ δX=0
(u˜(X) + c˜)u˜′(X) = T˜ (X)
où on pose, pour terminer la normalisation :
k˜ = ρ−
1
3 kρ. (III.26)
Dans la suite, pour ne pas alourdir les notations, on garde les notations sans tilde. On
définit alors le problème suivant normalisé :{
v′′c (Y )v
′
c(Y )vc(Y ) = Y
vc(0) = 0, vc(1) = k, v
′
c(0) = c
(III.27)
où Y = ϕ(y). Il résultera entre autre du paragraphe suivant que cette application vc est
continue par rapport à c.
2.3 Existence locale pour le problème de Cauchy (III.27)
Pour c > 0 fixé, on veut montrer la proposition suivante :
Proposition 2.2. Le problème de Cauchy{
vc(Y )v
′
c(Y )v
′′
c (Y ) = Y
vc(0) = 0, v
′
c(0) = c
(III.28)
admet une solution vc positive.
On montre d'abord qu'il existe une solution au voisinage de Y = 0. Dans le paragraphe
suivant, on prouve que cette solution est en fait globale. Enfin, pour k > 0 fixé, on
s'intéresse à l'existence d'un paramètre c0 > 0 tel que la solution vc0 correspondante
vérifie la condition limite vc0(1) = k.
Démonstration. Toute solution de (III.28) a pour expression :
v(Y ) =
∫ Y
0
∫ z
0
ξ
v′(ξ)v(ξ)
dξdz.
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On définit une nouvelle fonction w sur R+ en posant :
w(Y ) = v(Y )− cY. (III.29)
On va chercher w solution du problème associé à celui de v, dans l'espace X défini par
X =
{
w ∈ C1(I); |w(Y )| 6 c
2
Y et |w′(Y )| 6 c
2
}
(III.30)
où I est fixé dans la suite. Sur l'espace X on définit une norme :
||w||X = sup
Y ∈I∗
∣∣∣∣w(Y )Y
∣∣∣∣+ sup
Y ∈I
|w′(Y )| (III.31)
On étudie l'appication
F : w ∈ X 7→
∣∣∣∣∣∣∣
F (w) :R+ → R
Y 7→
∫ Y
0
∫ z
0
ξ
(w′(ξ) + c)(w(ξ) + cξ)
dξdz
(III.32)
où F (w) ∈ C1(R).
Montrons tout d'abord que F vérifie F (X) ⊂ X. Pour w ∈ X, on a :
(w + cξ) >
c
2
ξ, w′ + c >
c
2
,
donc 0 <
ξ
(w′(ξ) + c)(w(ξ) + cξ)
<
ξ
c2ξ
4
=
4
c2
. Alors

|F (w)(Y )| 6 2
c2
Y 2 <
c
2
Y pour Y ∈ [0, c
3
4
]
|F (w)′(Y )| 6 4
c2
Y <
c
2
Y pour Y ∈ [0, c
3
8
]
Pour I = [0,
c3
8
[, l'application F vérifie F (X) ⊂ X.
On montre maintenant que F est contractante. En effet, soit w, w˜ ∈ X. On pose
f(w)(ξ) =
ξ
(w′(ξ) + c)(w(ξ) + cξ)
.
Alors (
f(w)− f(w˜)
)
(ξ) = ξ
(w˜ − w)w˜′ + (w˜′ − w′)w + cξ(w˜′ − w′) + c(w˜ − w)
(w′(ξ) + c)(w(ξ) + cξ)(w˜′(ξ) + c)(w˜(ξ) + cξ)
.
Le dénominateur D vérifie D(ξ) >
(
c
2
ξ
)2(
c
2
)2
=
c4
16
ξ2, d'où
∣∣∣∣f(w)− f(w˜)∣∣∣∣(ξ) 6 16c4ξ (ξ||w˜ − w||X c2 + ||w˜ − w||X c2ξ + cξ||w˜ − w||X + cξ||w˜ − w||X)
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soit encore |f(w)− f(w˜)(ξ)| 6 48
c3
||w˜ − w||X . Ainsi

|F (w)(Y )− F (w˜)(Y )| 6 24
c2
||w˜ − w||XY 2
|F (w)′(Y )− F (w˜)′(Y )| 6 48
c3
||w˜ − w||XY
Pour I = [0,
c3
2× 48[, on obtient
||F (w)− F (w˜)||X 6 1
2
||w˜ − w||X .
On applique le théorème du point fixe à la fonction F (III.32) définie sur l'ensemble
X (III.30). Ainsi pour Ic = [0,
c3
3× 25 [, il existe une fonction w ∈ X vérifiant F (w) = w,
c'est-à-dire une solution v du problème de Cauchy (III.28), définie sur Ic et vérifiant les
conditions initiales v(0) = 0, v′(0) = c.
2.4 Solution globale sur R+
On prolonge la solution obtenue en une solution maximale. L'application v est alors
définie sur un intervalle du type [0, ymax[. On va montrer que ymax = +∞, en obtenant
que sur tout compact de R+, la fonction v et ses dérivées première et seconde sont
bornées.
Lemme 2.3. La solution v de (III.28) et sa dérivée v′ sont strictement croissantes et
positives sur [0, ymax[.
Démonstration. L'application v est solution sur [0, δ[ du problème (III.28). Au voisinage
de 0, comme la dérivée v′(0) est strictement positive, la fonction v est croissante, i.e.
v(Y ) > 0. De plus v′′(0) =
1
c2
> 0, donc la fonction dérivée est croissante au voisinage
de 0, soit v′(Y ) > 0. D'après l'équation vérifiée par v, pour Y proche de 0, on obtient
v′′(Y ) > 0. Par suite, pour tout Y ∈ [0, ymax[, v′′(Y ) > 0 c'est-à-dire que la dérivée v′ est
strictement croissante, donc positive. Ainsi l'application v solution de (III.28) est bien
croissante et strictement positive.
Soit K un compact de R+∗. Notons M = max(K) et m = min(K). Alors pour tout
Y ∈ K, on a
|v′′(Y )| 6 M
v(m)v′(m)
< +∞.
Les applications v′′, v′ et v sont ainsi bornées sur K. Par conséquent, la fonction v est
définie sur tout R+.
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2.5 Ajustement de c pour vérifier la condition limite vc(1) = k
Premier résultat : existence de c pour k > k0. On démontre la proposition suivante
Proposition 2.4. Il existe k0 tel que pour tout k > k0 il existe c > 0 tel que la solution
associée vc vérifie la condition limite vc(1) = k.
Démonstration. Pour tout c > 0 on a{
vv′v′′ = Y
v(0) = 0, v′(0) = c
(III.33)
On note vc cette solution. On a vu que les applications vc et v′c sont croissantes (lemme 2.3).
Ainsi pour tout Y ∈ R+ on a :
Y v′c(Y ) > vc(Y ) =
∫ Y
0
v′c(z)dz > v′c(0)Y = cY. (III.34)
On obtient une première estimation de vc(1) :
vc(1) > c. (III.35)
De plus par (III.34) et par l'équation vérifiée par vc on a (v′c)
2v′′c > 1, soit, par intégration
entre 0 et Y :
v′c(Y ) > 3
√
3y + c3.
Ainsi la fonction vc vérifie : vc(Y ) >
1
4
(3y + c3)
4
3 . En particulier, en Y = 1 :
vc(1) >
1
4
(3 + c3)
4
3 (III.36)
pour tout c > 0. Par suite, si on choisit k tel que k 6 3
4/3
4
, il n'existe pas de solution vc
au problème (III.27) pour tout c > 0. On pose k0 le réel suivant :
k0 = inf
ε>0
vε(1). (III.37)
On choisit k > k0. On cherche c > 0 tel que la solution vc de (III.27) vérifie la condition
limite vc(1) = k. Tout d'abord, comme vc(1) > c par (III.35), on a :
v2k(1) > 2k > k.
On cherche maintenant un ε tel que vε(1) < k. On sait que k > k0, et par définition de
k0 il existe un tel ε vérifiant
k > kε = vε(1).
Ainsi, par continuité de l'application c 7→ vc(1) et le théorème des valeurs intermédiaires,
il existe c0 tel que vc0(1) = k.
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Second résultat : croissance de l'application c 7→ vc(1). On veut montrer la pro-
priété suivante :
Proposition 2.5. L'application c 7→ vc(1) est croissante sur R+.
Démonstration. Comportement pour c 1 et c 1.
On étudie d'abord le comportement de vc(1) pour c = 0 et c 1.
Pour c = 0, on reprend le problème (III.13). On obtient :{
− ϕ′′ + Ψϕ′ = 0
ΨΨ′ = ρϕ
(III.38)
avec pour conditions limites (III.14). Les solutions autosimilaires suivantes sont solutions
uniques du problème sur R− (voir [CRRV08]) :
ϕ(y) =
−16
ρ(y − y0)3 , Ψ(y) =
−4
y − y0 (III.39)
avec y0 = 3
√
16
ρ
pour que la condition limite ϕ(0) = 1 soit vérifiée. D'où la valeur du
paramètre k0 :
k0 = 3
3
√
ρ
16
. (III.40)
En normalisant, par (III.26), on obtient k˜0 =
3
3
√
16
.
Remarque 1 : Par un logiciel de calcul numérique du type Matlab, on obtient sur le
problème (III.28), en prenant pour données initiales v(0) = 10−20 et v′(0) = 10−20, la
valeur suivante pour k
k ≈ 1, 1905.
Remarque 2 : Dans le cas où c = 0, l'application v définie en (III.20) a pour expression
v(Y ) =
3
2 3
√
2
Y
4
3 . (III.41)
On retrouve bien v′(0) = 0 = c et v(1) =
3
2 3
√
2
≈ 1.1905 = k0.
Pour c 1, par calcul numérique, on obtient l'approximation vc(1) ≈ c. La dérivée
v′c croît très lentement. Elle est quasiment constante vue que v
′′(0) =
1
c2
≈ 0. Donc
vc(Y ) ≈ v′c(0)Y = cY .
Étude numérique.
On résout maintenant numériquement l'équation vérifiée par v, pour différentes valeurs
de c. On utilise pour cela le logiciel de calcul Matlab. On trace le graphe de l'application
c 7→ vc(1).
Voici le script de la fonction utilisé pour calculer vc(1) :
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function vc=Vc1(c)
n=size(c,2)
vc=zeros(n,1);
for i=1:n
X0=[10^(-20) c(i)];
v0=X0(1);
yspan=[0:0.1:2];
[y,X]=ode45(@PbSing,yspan,X0);
tailley=size(y,1);
vc(i)=X(ceil(tailley/2)); % pour avoir vc(1)
end;
et le script du programme permettant de tracer c 7→ vc(1) :
c=[0:0.1:10];
Vc=Vc1(c);
figure(1)
plot(c,Vc)
title('graphe de v_c(1) en fonction de c')
%,num2str(v0,'%0.1e'), ' et c=', num2str(c,'%0.1e')])
legend('v_c(1)')
xlabel('c')
On obtient alors le graphe de la figure III.1 montrant la croissance de l'application
c 7→ vc(1).
Figure III.1  Tracé de c 7→ vc(1)
Analycité de c 7→ vc(1).
Le résultat serait standard si on n'avait pas la condition initiale vc(0) = 0. On peut toute
fois donner une preuve rapide en remarquant que vc est limite uniforme, quand δ tend
vers 0, de la suite vc,δ donnée par{
vv′v′′ = Y, Y > 0
v(0) = δ, v′(0) = c
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Que la fonction vc soit limite uniforme de vc,δ sur [0, 1] est un peu lourd et est laissé
au lecteur. De plus, pour tout c0 > 0 et pour tout δ > 0, l'application c 7→ vc(1) est
analytique dans une bande de petite longueur autour de c0, par exemple [
c0
2
,
3c0
2
], de par
la dépendance analytique en la condition initiale. Donc, la limite uniforme d'une suite
de fonctions analytiques étant analytique, c 7→ vc(1) est analytique dans une bande du
plan complexe possiblement plus petite.
Par le principe des zéros isolés, on conclut que l'ensemble des zéros de c 7→ d vc
dc
(1)
est discret.
Le graphique III.1 suggère que l'ensemble des zéros de c 7→ d vc
dc
(1) est vide.
2.6 Conclusion
Sur R−, pour k > k0, on a obtenu une unique solution au problème (III.24) où Y =
ϕ(y) et v(ϕ(y)) = ϕ′(y). Par le changement de variable effectué en (III.20), pour un
k > k0 fixé, il existe ainsi c > 0 tel que l'application ϕ associée à ce changement de
variable est solution de (III.13), avec une dérivée vérifiant la condition de saut en 0. On
note c0 cette vitesse de l'onde permettant de satisfaire le saut de dérivées.
3 Problème aux hautes énergies d'activation sans vis-
cosité
3.1 Mise en place du problème
On étudie l'existence et le comportement quand ε tend vers 0 des solutions de : − ϕ′′ + (Ψ + c)ϕ′ = k
1− ϕ
ε2
Φ(
ϕ− 1
ε
)
(Ψ + c)Ψ′ = ρϕ
(III.42)
avec les conditions limites :{
ϕ(−∞) = 0, ϕ(0) = 1− ε, ϕ(+∞) = 1
Ψ(−∞) = 0 (III.43)
et cε, noté c dans la suite, est pris dans un premier temps quelconque dans un voisinage
de c0, par exemple tel que |cε − c0| 6 2ε. Ce paramètre sera fixé en dernière partie, afin
de satisfaire une condition de raccord en 0. La fonction Φ vérifie les conditions (H1) à
(H4) énoncées au début de ce chapitre. On intègre l'équation vérifiée par la vitesse :
(
1
2
Ψ + c)Ψ = ρ
∫ y
−∞
ϕ(z)dz
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soit Ψ2 + 2cΨ− 2ρ
∫ y
−∞
ϕ(z)dz = 0, pour tout y ∈ R, d'où l'expression suivante pour Ψ,
notée Ψc,ε :
Ψc,ε(y) = −c+
√
c2 + 2ρ
∫ y
−∞
ϕc,ε(z)dz. (III.44)
En ce qui concerne la température, l'application ϕ est solution de − ϕ
′′ +
√
c2 + 2ρ
∫ y
−∞
ϕc,ε(z)dzϕ
′ = k
1− ϕ
ε2
Φ(
ϕ− 1
ε
)
ϕ(−∞) = 0, ϕ(0) = 1− ε
(III.45)
La solution ϕ étant croissante, pour tout y ∈ R∗− on a ϕ(y) < 1− ε, donc Φ(
ϕ− 1
ε
) = 0.
On peut ainsi résoudre (III.45) en distinguant le cas y ∈ R− du cas y ∈ R+∗.
3.2 Expression de la température sur R−
Sur R−, le problème (III.42) s'écrit :{
− ϕ′′ + (Ψ + c)ϕ′ = 0
(Ψ + c)Ψ′ = ρϕ
(III.46)
avec les conditions limites ϕ(−∞) = 0, ϕ(0) = 1−ε, Ψ(−∞) = 0. On est ainsi ramené au
problème singulier mais avec comme condition limite ϕε(0) = 1− ε au lieu de ϕ0(0) = 1.
La vitesse Ψ en fonction de ϕ a pour expression sur R−
Ψ(y) = −c+
√
c2 + 2ρ
∫ y
−∞
ϕ(z)dz. (III.47)
Pour la température ϕ, on utilise le même changement de variable et d'inconnue que
celui utilisé en (III.20) :
Y = ϕ(y), vε(Y ) = ϕ
′(ϕ−1(Y ))
pour Y ∈]0, 1− ε[. Alors l'application vε est solution de :
vε(Y ) v
′
ε(Y ) v
′′
ε (Y ) = Y
vε(0) = 0, vε(1− ε) = ϕ′(0)
v′ε(0) = cε
(III.48)
Pour cε donné, on a une solution globale vε sur ]0, 1 − ε[, donc une solution ϕ sur R−
avec vε(1− ε) = ϕ′(0).
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3.3 Détermination de la température sur R+ et comportement
par rapport à ε
Pour y > 0, on étudie le système : − ϕ
′′ +
√
c2 + 2ρ
∫ y
−∞
ϕc,ε(z)dzϕ
′ = k
1− ϕ
ε2
Φ(
ϕ− 1
ε
)
ϕ(0) = 1− ε, ϕ(+∞) = 1
(III.49)
Nouvelle inconnue pε. On anticipe le fait que ϕ−1 est d'ordre ε, et que ses variations
se font sur une longueur caractéristique de l'ordre de ε (cf. [BL88]). On définit ainsi le
changement de variable :
ϕε(y) = 1 + εpε(
y
ε
). (III.50)
On pose ξ =
y
ε
. L'application pε vérifie :
 − p
′′
ε + ε
√
c2 + 2ρ
∫ −yε
−∞
ϕ0(z)dz + 2ρεξ + 2ρε2
∫ ξ
0
pε(η)dη p
′
ε = −kpεΦ(pε)
pε(0) = −1, pε(+∞) = 0
(III.51)
On cherche une solution au problème (III.51) pour ε > 0 fixé. Pour ne pas alourdir les
notations, on note p au lieu de pε dans la suite.
Quelques définitions.
Définition de la fonction p0.
On définit p0 comme solution sur R+ de :{
p′′0 = kp0Φ(p0)
p0(0) = −1, p0(+∞) = 0
(III.52)
En particulier, on a
p′0(0
+) =
√
2km (III.53)
par multiplication par p′0 puis intégration entre 0 et +∞ de (III.52), en utilisant l'hypo-
thèse (H2) vérifiée par la fonction Φ et rappelée au début de ce chapitre.
L'application p0 est solution du problème (III.52). Elle vérifie ainsi les propriétés bien
connues et rappelées ici :
Propriété 3.1 (Propriétés vérifiées par l'application p0). Soit µ > 0. L'application p0
solution de (III.52) vérifie les estimations suivantes pour ξ grand
p0(ξ) = O
+∞
(e−µξ), p′0(ξ) = p
′′
0(ξ) = O
+∞
(
1√
ξ
e−µξ)
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En particulier on a p0(ξ) = O
+∞
(e−µ
√
ξ). Dans la suite, on choisit µ tel que δ < µ où δ
vérifie
F (ξ) = O
+∞
(e−δ
√
ξ)
avec F le second membre défini ultérieurement, en (III.57).
Définition de la fonction inconnue q.
On pose q = p− p0. L'application q vérifie :
q′′ = A(ξ)(q′ + p′0) + k ((p0 + q)Φ(p0 + q)− p0Φ(p0))
où le terme A(ξ) représente
A(ξ) = ε
√
a(ξ)2
ε2
+ 2ρε2
∫ ξ
0
q(η)dη. (III.54)
On définit a(ξ) par :
a(ξ) = ε
√
2ρεξ + 2ρε2
∫ ξ
0
p0(η)dη + c2 + 2ρ
∫ 0
−∞
ϕ0(z − yε)dz . (III.55)
Le coefficient a(ξ) correspond à l'expression de A(ξ) où on n'a conservé que les termes
ne dépendant pas de l'inconnue q. Un développement limité de l'application u 7→ uΦ(u)
à l'ordre 2 en p0 donne :
(p0 + q)Φ(p0 + q) = p0Φ(p0) + q(p0Φ
′(p0) + Φ(p0)) + E(q2)
où E(q2) 6 Cq2 pour q petit. Ainsi on a :{
− q′′ + a(ξ)q′ + k(p0Φ′(p0) + Φ(p0))q = (a(ξ)− A(ξ))q′ − A(ξ)p′0 − kE(q2)
qε(0) = 0, qε(+∞) = 0
Définition de l'opérateur linéaire L agissant sur q.
On considère l'opérateur linéaire suivant :
L = − d
2
dξ2
+ a(ξ)
d
dξ
+ b(ξ) (III.56)
où b(ξ) = k(p0Φ′(p0) + Φ(p0)) et a(ξ) est défini en (III.55). Cet opérateur agit sur les
applications q vérifiant les conditions limites q(0) = 0 et q(+∞) = 0.
Définition du second membre associé à Lq = F .
Le second membre avec lequel on travaille a pour expression :
F (ξ, q) = ε
(
a(ξ)
ε
−
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
)
q′ − ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′0 − kE(q2).
(III.57)
Ainsi le problème complet sur q s'écrit : Lq = F (ξ, q).
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Définition des ensembles X et Y .
Dans la suite, on définit l'ensemble X :
X =
{
q ∈ C1(R+); ∃δ > 0, q(ξ) = O
+∞
(e−δ
√
1+ξ) et q′(ξ) = O
+∞
(e−δ
√
1+ξ)
}
(III.58)
muni de la norme || · ||X :
||q||X = sup
ξ∈R+
(|q(ξ)|eδ
√
1+ξ) + sup
ξ∈R+
(|q′(ξ)|eδ
√
1+ξ), (III.59)
et l'ensemble Y :
Y =
{
q ∈ C1(R+); q ∈ X avec δ comme paramètre, et q′′(ξ) = O
+∞
(
√
1 + ξe−δ
√
1+ξ)
}
(III.60)
muni de la norme || · ||Y :
||q||Y = ||q||X + sup
ξ∈R+
(
|q′′(ξ)|√
1 + ξ
eδ
√
1+ξ). (III.61)
Formulation équivalente du théorème 1.2. Le théorème 1.2 sera démontré dès
que nous aurons montré le
Théorème 3.2. Il existe une unique solution q dans Y solution de
Lq = F (q), q(0) = 0 (III.62)
où L et F sont définis en (III.56)-(III.57), telle que ||q||Y 6
√
ε.
Pour démontrer ce théorème, on montre tout d'abord que l'équation (III.62) admet
bien une solution dans Y par la méthode de sur et sous-solution. Puis, par le théorème
du point fixe, on montre qu'il existe une unique solution vérifiant de plus l'estimation
||q||Y 6
√
ε.
3.4 Etude du second membre F
On souhaite ici vérifier que, si q ∈ X, alors F (q) ∈ X. Les calculs ne sont pas difficiles,
mais techniques.
Expression de F (q). On rappelle que le second membre F a pour expression (III.57) :
F (ξ, q) = ε
a(ξ)
ε
−
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
 q′ − ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′0 − kE(q2)
(III.63)
où E est de l'ordre de q2 quand la norme de q est petite. L'application E apparaît lors
du développement limité effectué sur la fonction q. On peut arranger l'expression de F
en multipliant le coefficient de q′ par sa quantité conjuguée. On obtient :
F (ξ) = ε
−ε2 ∫ ξ
0
q(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′
︸ ︷︷ ︸
F1
−ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′0︸ ︷︷ ︸
F2
−kE(q2).
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Estimation de F (q). L'application F vérifie
F (ξ) = O
+∞
(e−δ
√
ξ). (III.64)
En effet, comme q′ est de l'ordre de e−δ
√
ξ, F1 est en O
+∞
(e−δ
√
ξ). Pour montrer que F2
est en O
+∞
(e−δ
√
ξ), on utilise le fait que la dérivée p′0 est de l'ordre de
1√
ξ
e−δ
√
ξ d'après
la proposition 3.1. Enfin, comme l'application q est de l'ordre de e−δ
√
ξ, le dernier terme
−kE(q2) est en O
+∞
(e−δ
√
ξ).
Expression de la dérivée F ′(q). La dérivée de F a pour expression
F ′(ξ) = ε
−ε2 ∫ ξ
0
q(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′′
︸ ︷︷ ︸
D
+ ε
−ε2q(ξ)
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′
︸ ︷︷ ︸
G
−ε
(
−ε2
∫ ξ
0
q(η)dη
)
q′
a′(ξ)
ε
+ 1
2
2a(ξ)a′(ξ)
ε2
+ε2q(ξ)√
a(ξ)2
ε2
+ε2
∫ ξ
0 q(η)dη(
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
)2
︸ ︷︷ ︸
H
−ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′′0︸ ︷︷ ︸
I
−ε
2
2
ε2
a(ξ)a′(ξ) + ε2q(ξ)√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
p′0︸ ︷︷ ︸
J
−2 kqq′E ′(q2).
Estimation de F ′(q). La dérivée F ′ vérifie
F ′(ξ) = O
+∞
(e−δ
√
ξ). (III.65)
Tout d'abord, comme F , q et q′ sont en O
+∞
(e−δ
√
ξ), la dérivée seconde q′′ est en O
+∞
(
√
ξe−δ
√
ξ)
au moins. On obtient ainsi l'estimation O
+∞
(e−δ
√
ξ) pour le terme D. Comme l'application
a vérifie
a(ξ) = O
+∞
(
√
ξ), a′(ξ) = O
+∞
(
1√
ξ
),
on obtient les estimations O
+∞
(
1√
ξ
e−δ
√
ξ) et O
+∞
(
1
ξ
√
ξ
e−δ
√
ξ) pour les termes G et H res-
pectivement, soit en O
+∞
(e−δ
√
ξ). Pour les termes I et J , on utilise les propriétés de
l'application p0 énoncées dans la proposition 3.1 pour obtenir l'estimation en O
+∞
(e−δ
√
ξ).
Enfin, comme le terme E ′(q2) est borné et que q, q′ sont de l'ordre de e−δ
√
ξ, on obtient
l'estimation en O
+∞
(e−δ
√
ξ) pour le terme −2 kqq′E ′(q2). D'où l'estimation (III.65) pour
la dérivée de F .
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3.5 Existence d'une solution q vérifiant q(ξ) = O(e−δ
√
(ξ))
On définit une sur-solution pour q :
q¯(ξ) =
{
q1(ξ) pour ξ 6 ξ∗
q2(ξ) pour ξ > ξ∗
(III.66)
où les applications q1 et q2 sont définies dans la suite, et ξ∗ > 0 correspond au premier
point d'intersection entre ces deux applications.
Expression de la sur-solution q2. On pose
q2(ξ) = Ke
−m√ξ (III.67)
avec K une constante quelconque, 0 < m < δ où δ est le paramètre vérifiant |F (ξ)| =
O
+∞
(e−δ
√
ξ). Alors q2 vérifie
Lq2 = Ke
−m√ξ
(
−m
2
4ξ
− m
4ξ
√
ξ
− a(ξ) m
2
√
ξ
+ b(ξ)
)
.
Pour ξ grand et K > 0 quelconque, comme le terme dominant dans b(ξ) est kΦ(p0) > 0
et que m < δ, on obtient :
Lq2 > F (ξ) = O
+∞
(e−δ
√
ξ). (III.68)
En effet, en prenant par exemple ξ2 = | ln(ε)| et en choisissant K tel que
K > 2||F ||X
min
ξ>ξ2
b(ξ)
pour ξ > ξ2, l'inégalité (III.68) est vérifiée. Ainsi l'application q2 est une sur-solution
pour q quand ξ > ξ2. On obtient en particulier l'estimation suivante sur q :
q(ξ) = O
+∞
(e−m
√
ξ). (III.69)
Expression de la sur-solution q1. On considère q1 la solution du problème linéaire
L˜q1 = |F (ξ)|+ ε b(ξ)
b(ξ1)
, q1(0) = 0 (III.70)
où L˜ est l'opérateur linéaire tronqué obtenu à partir de l'opérateur L :
L˜(q) =
{
− q′′ + a(ξ)q′ + b(ξ) si ξ 6 ξ1
− q′′ + a(ξ1)q′ + b(ξ) si ξ > ξ1
avec ξ1 =
1√
ε
. On peut remarquer que b(ξ) tend quand ξ → +∞ vers kΦ(0) > 0. On
note
L˜ = − d
2
dξ2
+ a˜(ξ)
d
dξ
+ b(ξ) (III.71)
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et on considère également l'opérateur sans terme d'ordre 1 associé à L :
L0 = − d
2
dξ2
+ b(ξ). (III.72)
Alors, l'application q1 est bien une sur-solution pour l'équation Lq = F . De plus, elle
tend vers ε en +∞.
On va estimer l'application q1 afin de préciser ξ∗, le premier point de contact entre q1
et q2. Pour cela on va tout d'abord s'intéresser à q˜ solution de
L˜q˜ = F, q˜(0) = 0, q˜(+∞) = 0.
On va montrer le lemme suivant :
Lemme 3.3. Soit F ∈ X de paramètre δ et q˜ la solution du problème
L˜q˜ = ||F ||Xe−δ
√
1+ξ, q˜(0) = 0.
Alors il existe une constante C > 0 telle que sur [0, ξ1], on a
||q˜||X 6 C||F ||X .
On notera C(L) cette constante.
On commence par estimer la solution du problème L0q0 = ||F ||Xe−δ
√
ξ avec q0(0) = 0.
La fonction p′0 est solution de :
L0p
′
0 = 0, p
′
0(0) =
√
2km.
Elle vérifie en particulier p′0 = O
+∞
(
1√
1 + ξ
e−µ
√
1+ξ).
On construit une solution q0 de
L0q0 = ||F ||Xe−δ
√
1+ξ, q0(0) = 0 (III.73)
en fonction de p′0 en posant
q0(ξ) = p
′
0(ξ)r(ξ). (III.74)
Lemme 3.4. Soit q0 solution de (III.73). Alors il existe une constante C > 0 telle que
||q0||X 6 C ||F ||X .
Démonstration. L'application r définie en (III.74) vérifie : r
′′(p′0)
2 + 2r′p′′0p
′
0 = −p′0||F ||Xe−δ
√
1+ξ
r(0) = 0, r(ξ) = O
+∞
(e−δ
√
1+ξ)
En intégrant, on obtient l'expression suivante pour la fonction r :
r(ξ) =
∫ ξ
0
1
(p′0)2(η)
[∫ +∞
η
p′0(χ)||F ||Xe−δ
√
1+χdχ
]
dη,
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d'où l'expression pour q0 :
q0(ξ) = p
′
0(ξ)
∫ ξ
0
1
(p′0)2(η)
[∫ +∞
η
p′0(χ)||F ||Xe−δ
√
1+χdχ
]
dη.
En utilisant le fait que |p′0(ξ)| 6
1√
1 + ξ
e−µ
√
1+ξ pour tout ξ > 0, on obtient :
q0(ξ) 6 ||F ||Xp′0(ξ)
∫ ξ
0
C
(p′0)2(η)
[∫ +∞
η
1
1 + χ
e−µ
√
1+χe−δ
√
1+χdχ
]
dη,
soit encore
q0(ξ) 6 ||F ||X 2C
2
µ+ δ
e−µ
√
1+ξ
√
1 + ξ
∫ ξ
0
1
(p′0)2(η)
e−(µ+δ)
√
1+ηdη.
L'application p′0 est décroissante, donc pour tout η ∈]0, ξ[, on a p′0(η) > p′0(ξ). On obtient
ainsi
q0(ξ) 6 ||F ||X 2C
2
µ+ δ
e−µ
√
1+ξ
√
1 + ξ
1
(p′0)2(ξ)
∫ ξ
0
e−(µ+δ)
√
1+ηdη
soit
q0(ξ) 6||F ||X 4C
2
(µ+ δ)2
e−µ
√
1+ξ
√
1 + ξ
1
(p′0)2(ξ1)
×
(
e−(δ+µ)(1 +
1
µ+ δ
)− e−(δ+µ)
√
1+ξ(
√
1 + ξ +
1
µ+ δ
)
)
.
D'où finalement
|q0(ξ)|eδ
√
ξ 6 C(ξ1, δ, µ)||F ||X
(
(1 +
1√
1 + ξ
)e−2µ
√
1+ξ +
C√
1 + ξ
e(δ−µ)
√
1+ξ
)
.
Comme on a choisi δ < µ assez petit en fonction de ε, on obtient pour ξ ∈ [0, ξ1[
l'estimation suivante :
|q0(ξ)|eδ
√
ξ 6 C||F ||X , (III.75)
où C est une constante indépendante de ξ.
On cherche maintenant à obtenir une estimation du même type que (III.75) pour la
dérivée de q0 qui a pour expression :
q′0(ξ) = p
′′
0(ξ)
∫ ξ
0
1
(p′0)2(η)
[∫ +∞
η
p′0(χ)||F ||Xe−δ
√
1+χdχ
]
dη (III.76)
+
1
p′0(ξ)
∫ +∞
ξ
p′0(χ)||F ||Xe−δ
√
1+χdχ (III.77)
On estime tout d'abord le terme (III.77), que l'on note q′02. En utilisant la décroissance
de l'application p′0 sur [0, ξ[ et l'estimation p
′
0(ξ) 6 C
1√
1 + ξ
e−µ
√
1+ξ, on obtient :
q′02 e
δ
√
1+ξ 6 C
p′0(ξ)
2
δ + µ
e−µ
√
1+ξ||F ||X .
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On choisit µ << 1 tel que
q′02 e
δ
√
1+ξ 6 C||F ||X , (III.78)
avec C indépendante de ξ, pour tout ξ ∈ [0, ξ1[.
Pour l'estimation du terme (III.76) noté q′01, on rappelle que p
′′
0(ξ) 6 C
1√
1 + ξ
e−µ
√
1+ξ.
On obtient
q′01 e
δ
√
1+ξ 6C(δ, µ, ξ)||F ||Xe(δ−µ)
√
1+ξ 2
δ + µ
×
[
−
(
1 +
1
(δ + µ)
√
1 + ξ
)
e−(δ+µ)
√
1+ξ +
C√
1 + ξ
]
.
On a choisi µ et δ suffisamment petits pour obtenir l'estimation finale suivante :
q′01 e
δ
√
1+ξ 6 C||F ||X . (III.79)
D'où finalement la majoration recherchée pour la dérivée de q0 :
|q′0(ξ)|eδ
√
1+ξ 6 C||F ||X (III.80)
avec ξ ∈ [0, ξ1[.
On peut maintenant estimer l'application q˜ solution de (III.70), c'est-à-dire vérifiant
L˜q˜ = G(ξ),
où G : ξ 7→ ||F ||Xe−δ
√
1+ξ appartient à l'ensemble X, et q˜(0) = 0. Or l'opérateur L˜ est
une ε−perturbation de l'opérateur L0. En effet, on a :
L˜ = L0 + a˜(ξ)
d
dξ
avec |a˜(ξ)| 6 q˜(ξ1) 6 Cε pour tout ξ ∈ R+. Ainsi l'opérateur L−1 est un opérateur
inversible sur X et on a
|||L˜−1||| 6 (1 + ε)|||L−10 |||.
On a montré précédemment, aux relations (III.75) et (III.80), que la norme de l'opérateur
L−10 est inférieure à C, d'où
||q˜||X 6 C(L)||G||X (III.81)
sur ]0, ξ1], avec C(L) = (1 + ε)C.
Comme q1 vérifie
L˜
(
q1(ξ)− ε
b(ξ)
)
= F,
on a ∣∣∣∣q1(ξ)− εb(ξ)
∣∣∣∣ 6 C(L)||F ||Xe−δ√1+ξ.
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En se plaçant en ξ = ξ∗ = ln(ε)2 par exemple, on a :
ε
2 b(ξ)
6 q1(ξ) 6
3 ε
2 b(ξ)
pour ε assez petit. On remarque en particulier que ξ∗ 6 ξ1. Sur la figure III.2 sont
représentées les applications q1 et q2.
On vérifie maintenant que l'application définie en (III.66) est bien une sur-solution
pour q. Le point ξ∗ est défini comme étant le premier point d'intersection entre les
applications q1 et q2. On a vérifié que ξ1 est tel que ξ1 > ξ∗. De plus, ξ∗ doit être tel que
ξ∗ > ξ2 et q2(ξ∗) ∈
[
ε
2 b(ξ)
,
3 ε
2 b(ξ)
]
, ce qui est bien le cas pour ε suffisamment petit, avec
ξ∗ de l'ordre de ln(ξ)2.
On a ainsi construit une sur-solution q¯ de q sur R+, par (III.66). Par conséquent, on
obtient l'existence de q solution du problème linéaire d'opérateur (III.56) avec un second
membre F ∈ X. De plus, on a une estimation de q à l'infini avec (III.69).
Figure III.2  Construction de la sur-solution q¯
Conclusion : estimation de q en fonction du second membre F . De la démons-
tration précédente, on obtient le résultat suivant :
Proposition 3.5. Soit F ∈ X et q la solution dans Y de Lq = F . Alors on a l'estimation
suivante
||q||Y 6 C(L)||F ||X (III.82)
où C(L) > 0.
En effet, sur [ξ1,+∞[, d'après le choix de la sur-solution q2 (III.67), on a
|q(ξ)|e−δ
√
1+ξ 6 C||F ||X . (III.83)
On peut démontrer, par un calcul similaire, que les dérivées premières et secondes véri-
fient également cette estimation au sens suivant, sur [ξ1,+∞[ :
|q′(ξ)|e−δ
√
1+ξ 6 C||F ||X , |q′′(ξ)| 1√
1 + ξ
e−δ
√
1+ξ 6 C||F ||X .
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Sur [0, ξ1[, d'après (III.81), on a
||q||X 6 C||F ||X . (III.84)
Par un simple calcul reposant sur l'équation vérifiée par q, on obtient que la dérivée
seconde vérifie également
|q′′(ξ)| 1√
1 + ξ
e−δ
√
1+ξ 6 C||F ||X .
On obtient finalement l'estimation voulue (III.82) :
||q||Y 6 C||F ||X .
3.6 Estimation de q′
On prend :
F (ξ) = O
+∞
(e−δ
√
ξ), q(ξ) = O
+∞
(e−δ
√
ξ), b(ξ) = O
+∞
(1).
On veut montrer ici que la dérivée q′ de la solution de
−q′′ + a(ξ)q′ = F (ξ)− b(ξ)q, q(0) = 0 (III.85)
où a(ξ) est donné en (III.55), vérifie :
q′(ξ) = O
+∞
(e−δ
√
ξ). (III.86)
En effet, par la formule de Duhamel appliquée à (III.85) et en intégrant de ξ à +∞,
l'application q′ a pour expression :
q′(ξ) =
∫ +∞
ξ
e−
∫ η
ξ a(χ)dχ (F (η)− b(η)q(η)) dη. (III.87)
Intéressons-nous au terme exponentiel et à une primitive de a. On rappelle l'expression
de a (III.55) :
a(χ) = ε
√
C1 + 2ρ ε2
∫ χ
0
p0(u)du+ 2ρεχ
où C1 est une constante positive. On intègre cette application entre ξ et η :
∫ η
ξ
a(χ)dχ =
2
3
(
C1 + 2ρ ε
2
∫ η
0
p0(u)du+ 2ρεη
) 3
2
2ρ ε2p0(η) + 2ρε
− 2
3
(
C1 + 2ρ ε
2
∫ ξ
0
p0(u)du+ 2ρεξ
) 3
2
2ρ ε2p0(ξ) + 2ρε
et ∫ +∞
ξ
e−(C+2ρεη)
3
2 dη =
C√
ξ
e−(C+2ρεξ)
3
2 + Ce−(C+2ρεξ)
1
2 .
On obtient ainsi pour ξ assez grand
|q′(ξ)| 6 Ce−α
√
ξ,
soit l'estimation (III.86).
112
Chap III. Ondes progressives dans le cas d'un terme de réaction à
hautes énergies d'activation
3.7 Existence et unicité de la solution q du problème non linéaire
vérifiant ||q||Y 6
√
ε
Dans le théorème 3.2, il reste à montrer qu'il existe une unique solution q vérifiant
||q||Y 6
√
ε. Pour prouver ce résultat, on applique le théorème du point fixe de Banach.
On vérifie les conditions nécessaires à son utilisation. On travaille sur l'espace Y défini
en (III.60), muni de sa norme || · ||Y (III.61). On définit une boule B de rayon
√
ε dans
cet espace :
B =
{
q ∈ Y ; ||q||Y 6
√
ε
}
(III.88)
On va appliquer le théorème du point fixe à la fonctionnelle :
F : q ∈ Y 7→ qs ∈ Y, (III.89)
où qs est la solution du problème
Lqs = F (q) (III.90)
avec F (q) ∈ X défini en (III.63).
Stabilité dans la boule. On doit tout d'abord vérifier que pour tout q ∈ B, on a
effectivement qs ∈ B.
Lemme 3.6. Pour q ∈ B, l'inégalité |F (q)(ξ)|eδ√1+ξ 6 ε 34 est vérifiée pour tout ξ ∈ R+.
Démonstration. L'application F a pour expression :
F (ξ) = F1(ξ) + F2(ξ)− k E(q2).
Étudions tout d'abord le terme F2(ξ) qui a pour expression
F2(ξ) = −ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′0. (III.91)
On a :
|F2(ξ)| 6ε
√
C + ε2(||p0||X + ||q||X)
∫ +∞
0
e−δ
√
1+ηdη + 2ρεξ × C 1√
1 + ξ
e−µ
√
1+ξ
d'où
|F2(ξ)| eδ
√
1+ξ 6 εCe−(µ−δ)
√
1+ξ.
Comme on a choisi δ < µ, on obtient finalement :
|F2(ξ)| eδ
√
1+ξ 6 ε 34 .
Étudions maintenant le terme F1(ξ) :
F1(ξ) = ε
−ε2 ∫ ξ
0
q(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′. (III.92)
3. Problème aux hautes énergies d'activation sans viscosité 113
On a :
|F1(ξ)| 6 ε3 C||q||X
2
√
C
||q||X e−δ
√
ξ
en utilisant les estimations connues sur q, q′ et p0. On obtient ainsi :
|F1(ξ)| eδ
√
1+ξ 6 Cε 6 ε 34 .
Enfin, étudions le dernier terme −k E(q2). Comme il est quadratique en q, on a :
k E(q2) 6 k C q2 6 k C ||q||2X e−2δ
√
1+ξ
d'où | − k E(q2)| eδ
√
1+ξ 6 ε 34 .
Finalement, pour q ∈ B, on a montré que
|F (q)(ξ)|eδ
√
1+ξ 6 ε 34 .
Il reste à montrer que ce résultat est également vérifié pour la dérivée de F . On va
montrer le lemme suivant :
Lemme 3.7. Soit q ∈ B. Alors on a |F ′(q)(ξ)| eδ√1+ξ 6 ε 34 , pour tout ξ ∈ R+.
Démonstration. La dérivée a pour expression
F ′(ξ) = F ′1(ξ) + F
′
2(ξ) + F
′
3(ξ) + F
′
4(ξ) + F
′
5(ξ)− k2qq′E ′(q2).
où
F ′1(ξ) = ε
−ε2 ∫ ξ
0
q(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′′
F ′2(ξ) = ε
−ε2q(ξ)
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
q′
F ′3(ξ) = −ε
(
−ε2
∫ ξ
0
q(η)dη
)
q′
a′(ξ)
ε
+ 1
2
2a(ξ)a′(ξ)
ε2
+ε2q(ξ)√
a(ξ)2
ε2
+ε2
∫ ξ
0 q(η)dη
(a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη )2
F ′4(ξ) = −ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη p′′0
F ′5(ξ) = −
ε
2
2
ε2
a(ξ)a′(ξ) + ε2q(ξ)√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q(η)dη
p′0
Tous ces termes vérifient
|F ′i (ξ)|eδ
√
ξ+1 6 ε 34 .
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Ces vérifications sont techniques mais non difficiles. Elles reposent sur les mêmes esti-
mations que celles réalisées pour F . De plus
| − k2qq′E ′(q2)|eδ
√
ξ+1 6 ε 34 .
Ainsi on obtient
|F ′(ξ)|eδ
√
ξ+1 6 ε 34 .
On obtient ainsi l'estimation suivante pour qs quand q ∈ B :
||qs||Y 6 C(L)||F (q)||X 6 C(L)ε 34 <
√
ε, (III.93)
soit qs ∈ B.
Remarque : l'estimation sur la dérivée seconde s'obtient directement en considérant
l'équation vérifiée par qs (III.90) ce qui justifie l'utilisation de la norme sur Y et non sur
X pour l'estimation (III.93).
Fonctionnelle contractante. Il reste à vérifier que la fonctionnelle (III.89) est bien
contractante. On montre le lemme suivant pour la fonction F :
Lemme 3.8. Soient q1 et q2 dans la boule B de Y . Alors l'application F vérifie pour
tout ξ ∈ R+ :
|F (q1)(ξ)− F (q2)(ξ)|eδ
√
1+ξ 6 1
2C(L)
||q1 − q2||Y (III.94)
où C(L) est définie dans la proposition 3.5.
Démonstration. L'expression de F (q1)− F (q2) est donnée par :
F (q1)(ξ)− F (q2)(ξ) = (F1(q1)(ξ)− F1(q2)(ξ)) + (F2(q1)(ξ)− F2(q2)(ξ))− k(E(q21)− E(q22)),
où F1 et F2 sont données en (III.92) et (III.91).
Étudions tout d'abord le deuxième terme F2(q1)(ξ)− F2(q2)(ξ). Il s'écrit :
F2(q1)(ξ)− F2(q2)(ξ) = −ε
ε2
∫ ξ
0
q1(η)dη − ε2
∫ ξ
0
q2(η)dη√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη +
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q2(η)dη
p′0,
(III.95)
d'où
|F2(q1)(ξ)− F2(q2)(ξ)| eδ
√
1+ξ 6 ε3C ||q1 − q2||Y
2
√
C
||p0||X√
1 + ξ
.
En choisissant ε assez petit, on obtient :
|F2(q1)(ξ)− F2(q2)(ξ)| eδ
√
1+ξ 6 1
6C(L)
||q1 − q2||Y .
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Dans −k(E(q21) − E(q22)), l'application E, représentant le reste intégral, est une ap-
plication linéaire. Ainsi on peut écrire :
k|E(q21)− E(q22)| 6 kC|q21 − q22| 6 C||q1 − q2||X ||q1 + q2||Xe−2δ
√
1+ξ
avec ||q1 + q2||X 6 2
√
ε car q1, q2 ∈ B, d'où en particulier :
k|E(q21)− E(q22)|eδ
√
1+ξ 6 1
6C(L)
||q1 − q2||Y .
Enfin, intéressons-nous au terme F1(q1)(ξ)− F1(q2)(ξ) d'expression :
ε
−ε2 ∫ ξ
0
q1(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη
q′1 − ε
−ε2 ∫ ξ
0
q2(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q2(η)dη
q′2. (III.96)
Pour alléger les notations on pose :
A(q1) =
∫ ξ
0
q1(η)dη, B(q1) =
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη .
L'application B(q1) peut se réécrire sous la forme suivante :
B(q1) =
√
C + 2ρεξ + ε2
∫ ξ
0
p0(η)dη +
√
C + 2ρεξ + ε2
∫ ξ
0
p0(η)dη + ε2
∫ ξ
0
q1(η)dη .
A l'aide de ces notations, on a :
F1(q1)(ξ)− F1(q2)(ξ) = −ε3
(
A(q1)
B(q1)
− A(q2)
B(q2)
)
= −ε3
(
A(q1)− A(q2)
B(q1)
q′1 + A(q2)
q′1 − q′2
B(q1)
+ A(q2)q
′
2
B(q2)−B(q1)
B(q2)B(q1)
)
On estime les différents termes qui apparaissent. Pour le premier terme on a :∣∣∣∣A(q1)− A(q2)B(q1) q′1
∣∣∣∣ 6 C||q1 − q2||Y2√C ||q1||Y e−δ√1+ξ.
Le deuxième terme se majore de la même façon :∣∣∣∣A(q2)q′1 − q′2B(q1)
∣∣∣∣ 6 C||q2||Y ||q1 − q2||Y e−δ
√
1+ξ
2
√
C
.
Pour le dernier terme, quelques calculs sont nécessaires. En effet, on a :∣∣∣∣A(q2)q′2B(q2)−B(q1)B(q2)B(q1)
∣∣∣∣ 6 C||q2||2Xe−δ√1+ξ |B(q2)2 −B(q1)2|B(q1)B(q2)(B(q1) +B(q2)) ,
et |B(q2)2 −B(q1)2| = ε2
∣∣∣∣∫ ξ
0
(q2(η)− q1(η))dη
∣∣∣∣. D'où∣∣∣∣A(q2)q′2B(q2)−B(q1)B(q2)B(q1)
∣∣∣∣ 6 C||q2||2X Cε2||q1 − q2||XC e−δ√1+ξ.
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En regroupant toutes ces estimations, on obtient en particulier :
|F1(q1)(ξ)− F1(q2)(ξ)|eδ
√
1+ξ 6 1
6C(L)
||q1 − q2||Y .
En revenant à l'expression de |F (q1) − F (q2)|, on obtient l'inégalité annoncée en
(III.94).
On montre maintenant le lemme suivant pour la dérivée de la fonction F :
Lemme 3.9. Soient q1 et q2 dans la boule B de Y . Alors l'application F vérifie pour
tout ξ ∈ R+ :
|F ′(q1)(ξ)− F ′(q2)(ξ)|eδ
√
1+ξ 6 1
2C(L)
||q1 − q2||Y (III.97)
où C(L) est définie dans la proposition 3.5.
Démonstration. On estime les différents termes apparaissant dans l'expression de F ′(q1)−
F ′(q2). On pose :
F ′(q1) = F ′1(q1) + F
′
2(q1) + F
′
3(q1) + F
′
4(q1) + F
′
5(q1) + F
′
6(q1) (III.98)
où les F ′i sont définis dans la suite.
F ′1(q1) = ε
−ε2 ∫ ξ
0
q1(η)dη
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη
q′′1 (III.99)
F ′2(q1) = ε
−ε2q1(ξ)
a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη
q′1 (III.100)
F ′3(q1) = −ε(−ε2
∫ ξ
0
q1(η)dη)q
′
1
a′(ξ)
ε
+ 1
2
2a(ξ)a′(ξ)
ε2
+ε2q1(ξ)√
a(ξ)2
ε2
+ε2
∫ ξ
0 q1(η)dη
(a(ξ)
ε
+
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη)2
(III.101)
F ′4(q1) = −ε
√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dηp
′′
0 (III.102)
F ′5(q1) = −
ε
2
2
ε2
a(ξ)a′(ξ) + ε2q1(ξ)√
a(ξ)2
ε2
+ ε2
∫ ξ
0
q1(η)dη
p′0 (III.103)
F ′6(q1) = −k2q1q′1E ′(q21) (III.104)
Par des calculs techniques mais non difficiles, les Fi, pour tout i = 1..6, vérifient
|F ′i (q1)− F ′i (q2)|eδ
√
1+ξ 6 1
12C(L)
||q1 − q2||Y .
En regroupant ces six estimations, on obtient le résultat annoncé en (III.97).
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Comme l'opérateur L est linéaire, on a :
L(qs,1 − qs,2) = F (q1)− F (q2).
On obtient ainsi une estimation de ||qs,1 − qs,2||X :
||qs,1 − qs,2||X 6 C(L) ||F (q1)− F (q2)||X 6 1
2
||q1 − q2||Y , (III.105)
d'après (III.94) et (III.97). En utilisant l'équation vérifiée par qs,1 − qs,2, on obtient une
majoration de q′′s,1 − q′′s,2 :
|q′′s,1(ξ)− q′′s,2(ξ)| 6
(√
1 + ξ||qs,1 − qs,2||X + C||qs,1 − qs,2||X + ||F (q1)− F (q2)||X
)
e−δ
√
1+ξ
6
(√
1 + ξεα + Cεα + 1
)
K||q1 − q2||Y e−δ
√
1+ξ
6
√
1 + ξK ′||q1 − q2||Y e−δ
√
1+ξ
avec K ′ =
1
2
par exemple. Ceci nous permet d'écrire une estimation en norme Y de
qs,1 − qs,2, soit
||qs,1 − qs,2||Y 6 C(L) ||F (q1)− F (q2)||X 6 1
2
||q1 − q2||Y . (III.106)
D'où le caractère contractant de la fonctionnelle F définie en (III.89).
Conclusion. On peut maintenant appliquer le théorème du point fixe. Il existe une
unique fonction q ∈ B vérifiant : {
Lq = F (q)
q(0) = 0
3.8 Raccord en 0
On a obtenu une solution q dans la boule de Y de rayon
√
ε. Or, on a q = p− p0. On
a ainsi une solution p unique vérifiant :
|p(ξ)− p0(ξ)| 6
√
ε e−δ
√
1+ξ
|p′(ξ)− p′0(ξ)| 6
√
ε e−δ
√
1+ξ
|p′′(ξ)− p′′0(ξ)| 6
√
εξ e−δ
√
1+ξ
On a donc
−√ε e−δ
√
1+ξ + p′0(ξ) 6 p′(ξ) 6
√
ε e−δ
√
1+ξ + p′0(ξ)
soit −√ε+
√
2km 6 p′(0) 6
√
ε+
√
2km, d'où l'encadrement suivant pour ϕ′(0+) :
−√ε+
√
2km 6 ϕ′(0+) 6
√
ε+
√
2km.
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Cette inégalité doit aussi être vérifiée dans le cas limite ε = 0, c'est-à-dire ϕ′0(0) =√
2km = k, soit k = 2m. Il existe ainsi λ(ε) ∈ [−1, 1] tel que ϕ′ε(0) = k + λ(ε)
√
ε. De
plus on a par (III.48) : ϕ′ε(0
−) = vε(1− ε). Comme ϕε est une fonction de classe C1 pour
ε > 0, on a
vε(1− ε) = k + λ(ε)
√
ε. (III.107)
Le développement limité de l'application cε 7→ vε(1− ε) à l'ordre 1 en c0 donne :
vε(1− ε) = v0(1− ε) + (cε − c0)dv0
d c
(1− ε) +O((cε − c0)2), (III.108)
et le développement limité de l'application v0 à l'ordre 1 en 1− ε donne :
v0(1− ε) = v0(1)− εv′0(1) +O(ε2), (III.109)
avec v0(1) = k. De (III.108) et (III.109) on obtient l'expression suivante pour vε(1− ε) :
vε(1− ε) = k − εv′0(1) + (cε − c0)
dv0
d c
(1− ε) +O((cε − c0)2) +O(ε2). (III.110)
On identifie les termes des deux expressions obtenues pour vε(1 − ε) en (III.107) et
(III.110). Les termes d'ordre 0 en ε sont égaux à k. L'égalité des termes d'ordre 1 en ε
donne :
λ(ε)
√
ε = −εv′0(1) + (cε − c0)
dv0
d c
(1− ε).
On a montré par méthode numérique que
dv0
d c
(1− ε) > 0 (confer p. 98). Ainsi on a :
cε = c0 +
λ(ε)
√
ε+ εv′0(1)
dv0
d c
(1− ε) . (III.111)
Conclusion : On a choisi k > 0 tel que ϕ′c0(0
−) = k. Pour qu'il existe des solutions
ϕc0 et ϕcε telles que
lim
ε→0
||ϕc0 − ϕcε||L∞ = 0,
on doit fixer les vitesses de déplacement de ces ondes, c0 et cε, en fonction de k. Quand
ε tend vers 0, cε doit tendre vers c0 ce qui nous donne les conditions du raccord données
en (III.111).
4 Considérations sur le cas ν 6= 0
Cette dernière section donne quelques heuristiques sur le cas ν 6= 0. Il ne s'agit pas
de preuves mais plutôt d'indices concordants.
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4.1 Estimation inférieure de la vitesse
Dans cette première partie, nous montrons pourquoi il semble ne pas exister de solu-
tions stationnaires pour une viscosité ν ∈]0, 2[. Un raisonnement par compacité montre-
rait l'existence d'une borne inférieure. La vitesse Ψ = u solution du problème singulier
(III.10) ne peut pas être prolongée sur R+ tout entier. On étudie le problème :{
− ϕ′′ + Ψ ϕ′ = k0δy=0
− νΨ′′ + Ψ Ψ′ = ρϕ (III.112)
avec pour conditions limites et de normalisation :{
ϕ(−∞) = 0, ϕ(+∞) = 1, ϕ(0) = 1
Ψ(−∞) = 0, Ψ(+∞) = +∞ (III.113)
Si ν ∈]0, 2[ et ρ > 0 fixés, une famille de solutions de (III.112) sur R− est donnée par
les solutions autosimilaires d'expression :
ϕ(x) =
16− 8ν
ρ(x0 − x)3
Ψ(x) =
4
x0 − x
(III.114)
avec x0 > 0 choisi tel que ϕ(0) = 1, soit
x0 =
3
√
16− 8ν
ρ
. (III.115)
Admettons que ce soit les seules (c'est vrai pour ν = 0, confer [CRRV08]). La constante
k0 qui apparaît dans (III.112) correspond au saut de la dérivée de ϕ en x = 0. Or on a
ϕ′(0−) =
3(16− 8ν)
ρx40
=
3
x0
et ϕ′(0+) = 0
avec (III.115), d'où
k0 = 3 3
√
ρ
16− 8ν . (III.116)
Sur R+, la température ϕ est constante égale à 1, et la vitesse Ψ est solution du
problème : 
− νΨ′′ + ΨΨ′ = ρ
Ψ(0) =
4
x0
, Ψ′(0) =
4
x20
(III.117)
On intègre l'équation (III.117) entre 0 et x. On obtient le problème de Cauchy pour la
fonction Ψ : 
− νΨ′ + 1
2
Ψ2 = ρx+
4
x20
(2− ν)
Ψ(0) =
4
x0
,Ψ(x) ∼
+∞
√
2ρx+
8
x20
(2− ν)
(III.118)
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Pour avoir un minimum de paramètres à considérer, on fait le changement de variable
et d'inconnue suivant :
v(y) =
x0
4
Ψ(x0y) (III.119)
Alors la fonction v est solution du problème de Cauchy suivant : v′(y)−
2
ν
v(y)2 = (1− 2
ν
)(2y + 1)
v(0) = 1
(III.120)
où seul le paramètre ν apparaît.
Cas d'une viscosité nulle. Pour ν = 0, le problème (III.120) revient à :
v2 = 2y + 1 (III.121)
soit v(y) =
√
2y + 1, c'est-à-dire l'expression suivante pour la solution Ψ :
Ψ(x) =
√
2ρx+
16
x20
, (III.122)
ce qui correspond à la branche supérieure, identifiée lors du choix du comportement
asymptotique de la solution en (III.118).
Cas d'une viscosité égale à 2. Pour ν = 2, le problème (III.120) devient :
v′(y)− v(y)2 = 0, v(0) = 1 (III.123)
dont la solution est définie sur [0, 1[ par
v(y) =
1
1− y . (III.124)
Dans ce cas, il n'existe donc pas de solution globale Ψ au problème (III.118). On peut de
plus remarquer que pour ν = 2, le paramètre x0 vaut 0. Par suite, la condition initiale
pour la fonction Ψ devient Ψ(0) = +∞. Il n'existe donc pas de solution sur R+ pour
ν = 2.
Cas général. Il nous reste à étudier le cas général où ν ∈]0, 2[. Si on note vb la
branche supérieure d'équation :
vb(y) =
√
(2− ν)
2
(2y + 1) (III.125)
alors, en y = 0, on a :
v(0) = 1 > vb(0) =
√
2− ν
2
et v′(0) = 1 > v′b(0) =
√
2− ν
2
.
Un calcul Maple suggère que la fonction v est positive et définie sur un intervalle du type
[0, y(ν)[ où y(ν) ∈]0, 1[ et lim
ν→2−
y(ν) = 1 et lim
ν→0+
y(ν) = 0. Sur ]y(ν),+∞[, la solution
de (III.120) tend vers la branche inférieure −vb. La solution stationnaire Ψ du problème
(III.112) n'est définie que sur un intervalle du type Imax =]−∞, xν [ où xν = x0 yν , avec
x0 donné en (III.115). On peut noter que l'application ν ∈]0, 2[7→ xν est discontinue en
ν = 0 vue que x(0) = 0 et lim
ν→0+
x(ν) = 0.
Sur les graphes suivants (figures III.3 à III.8), sont tracées les branches supérieures et
inférieures et la solution v obtenue pour différentes valeurs de la viscosité.
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Figure III.3  ν = 2 Figure III.4  ν = 1.5 Figure III.5  ν = 1
Figure III.6  ν = 0.5 Figure III.7  ν = 0.1
Figure III.8  ν = 0.01
4.2 Solution onde pour le problème singulier
Pour une viscosité ν non nulle, on peut rechercher des solutions onde de combustion
solutions du problème (III.7), c'est-à-dire non stationnaires, avec c 6= 0. Le système à
étudier est : {
− ϕ′′c,0 + (Ψc,0 + c)ϕ′c,0 = k0δy=0
− νΨ′′c,0 + (Ψc,0 + c)Ψ′c,0 = ρϕc,0
(III.126)
avec les conditions limites et de normalisation suivantes :{
ϕc,0(−∞) = 0, ϕc,0(+∞) = 1, ϕc,0(0) = 1
Ψc,0(−∞) = 0, Ψc,0(+∞) = +∞
(III.127)
et k0 = ϕ′c,0(0
−).
Comme dans la partie 2.1, on pose le changement de variable (III.20) :
Y = ϕc,0(y), v(Y ) = ϕ
′
c,0(S(Y ))
où y = S(Y ).
Après calculs, les nouvelles équations à résoudre sont{
Ψc,0(S(Y )) = v
′(Y )− c, ϕc,0(S(Y )) = Y
− νv2v′′′ + (1− ν)vv′v′′ = ρY (III.128)
avec les conditions limites
v(0) = ϕ′c,0(−∞) = 0, v(1) = ϕ′c,0(0−) = k0, v′(0) = Ψc,0(−∞) + c = c
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La seconde équation de (III.128) vérifiée par v fait intervenir sa dérivée troisième.
Il s'agit d'un système un peu plus délicat à étudier que celui vu dans la partie 2.1, en
(III.24).
4.3 Solutions stationnaires pour le problème aux hautes énergies
d'activation
On s'intéresse aux solutions stationnaires du problème aux hautes énergies d'activa-
tion : {
− ϕ′′ + Ψϕ′ = fε(ϕ)
− νΨ′′ + ΨΨ′ = ρϕ (III.129)
où ϕ(0) = 1− ε et fε(ϕ) = 0 pour ϕ < 1− ε. Plus précisément, pour terme de réaction,
on prend :
fε(ϕ) = k
1− ϕ
ε2
Φ(
ϕ− 1
ε
) (III.130)
où Φ est l'application vérifiant les conditions (H1) à (H4) énoncées au début de ce
chapitre.
4.3.1 Expressions sur R−
Sur R−, le système (III.129) devient :{
− ϕ′′ + Ψϕ′ = 0
− νΨ′′ + ΨΨ′ = ρϕ (III.131)
où ϕ(0) = 1− ε. Comme dans le cas singulier, on a les expressions de ϕ et Ψ :
ϕ(x) =
16− 8ν
ρ(x0 − x)3 , Ψ(x) =
4
x0 − x, (III.132)
avec x0 choisi pour que la condition limite en 0 soit vérifiée :
x0(ν, ε) =
3
√
16− 8ν
(1− ε)ρ. (III.133)
4.3.2 Expressions sur R+
Pour x > 0, la température ϕε varie de 1 − ε à 1. Comme dans le cas sans viscosité,
on pose l'inconnue pε pour la température, (III.50) :
pε(ξ) =
ϕ(εξ)− 1
ε
avec pε(0) = −1 et lim
ξ→+∞
pε(ξ) = 0. Cette application vérifie l'équation suivante :
−p′′ε + εΨεp′ε = −kΦ(pε)pε. (III.134)
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Pour Ψε, on peut poser par exemple
Ψε(εξ) = Ψ0(εξ) + εwε(ξ), (III.135)
où Ψ0 est la solution du problème singulier, défini sur Imax =]−∞, xν [.
Comme dans le cas non visqueux, on considère l'application p0, définie en (III.52), et
on considère qε = pε− p0. On obtient, comme dans le cas sans visosité, une équation sur
qε :
−q′′ε + εΨ˜0q′ε + k(p0Φ′(p0) + Φ(p0))qε = −ε2wε(p0 + qε)′ − εΨ˜0p′0 +O(q2ε) (III.136)
où Ψ˜0(ξ) = Ψ0(εξ), que l'on peut réécrire sous la forme d'un opérateur linéaire
Lq = F (p0, qε, wε,Ψ0) (III.137)
et l'application wε vérifie : − w
′
ε(ξ) + εΨ0(εξ)wε(ξ) = ρε
2
∫ ξ
0
(p0 + qε)(χ)dχ− 1
2
ε2w2ε(ξ)
wε(0) = 0
(III.138)
ce qui donne :
wε(ξ) = −
∫ +∞
ξ
e
∫ χ
ξ Ψ0(εη)dη(
1
2
ε2w2ε(χ)− ρε2
∫ χ
0
(p0 + qε)(η)dη)dχ. (III.139)
Contrairement au cas sans viscosité, on n'a pas une expression explicite de la vitesse en
fonction de la température. On doit travailler avec un couple d'inconnues (qε, wε).
Une première étape consiste à déterminer les espaces de fonctions auxquels appar-
tiennent qε et wε. Pour qε, on pourra essayer, comme dans le cas non visqueux, de choisir
l'espace X :
X =
{
q ∈ C1(R+); ∃δ > 0, q(ξ) = O
+∞
(e−δ
√
1+ξ) et q′(ξ) = O
+∞
(e−δ
√
1+ξ)
}
Pour wε, il faut vérifier si l'espace Y suivant est suffisant pour obtenir des résultats
d'existence :
Y =
{
w ∈ C1(R+); lim
ξ→+∞
w(ξ) = lim
ξ→+∞
w(ξ) = 0
}
On commence par résoudre l'équation sur wε, (III.139), avec qε variant dans une boule
de X de rayon 1 par exemple. Une méthode est d'appliquer le théorème du point fixe.
L'objectif est d'obtenir l'existence et l'unicité de wε en fonction de qε.
On s'intéresse ensuite à l'équation vérifiée par qε, (III.136). L'application wε n'ap-
paraît plus comme une inconnue mais comme une fonction de qε. Comme dans le cas
non visqueux, une méthode de résolution est d'appliquer le théorème du point fixe. On
commence par vérifier que le second membre F est dans X. L'opérateur linéaire L se
décompose en
L = L0 + εΨ˜0
d
dξ
. (III.140)
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Il est, comme dans le cas non visqueux, une ε−perturbation d'un opérateur sans terme
d'ordre 1, l'opérateur L0. On étudie l'opérateur L0 afin d'obtenir pour l'opérateur L et
la solution qε une estimation telle :
||q||X 6 ||F (q)||X ,
avec ||F (q)||X 6 ε pour ||q|| 6
√
ε par exemple. Alors, par le théorème du point fixe, on
obtient la convergence de pε vers p0 dans X et wε vers 0 dans Y , soit la convergence de
Ψε vers Ψ0 dans Y , pour x ∈ Imax.
Un raccord en 0 est obtenu en utilisant les mêmes idées que pour le cas sans viscosité
afin d'aboutir à une relation telle que :
kε = k0 + λε (III.141)
avec λ ∈ [−1, 1].
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Résumé :
Dans cette thèse, on étudie les solutions d'un système de type Burgers-Boussinesq en
une dimension d'espace. Ce modèle a été proposé par P. Constantin, J.-M. Roquejoffre, L.
Ryzhik et N. Vladimirova (CRRV) pour l'étude d'effets compressibles dans les modèles de
flammes. On précise dans cette thèse certains points de l'étude de (CRRV) qui n'avaient
été traités que sous l'angle asymptotique formel.
Une première partie étudie un cas particulier de solutions autosimilaires et démontre
en plus des asymptotiques précises et un résultat d'unicité.
Une deuxième partie étudie le modèle de Burgers-Boussinesq non réactif aux grands
temps et met en évidence une variété de comportements.
Une troisième partie démontre l'existence d'ondes progressives dans une gamme de
paramètres plus large que (CRRV).
Mots clefs : Burgers-Boussinesq, modèle de flamme, asymptotique, onde progressive.
Abstract :
In this thesis, we study the solutions of a Burgers-Boussinesq system in one dimension
in space. This model was proposed by P. Constantin, J.-M. Roquejoffre, L. Ryzhik et N.
Vladimirova (CRRV) to study compressible effects in flame models. We precise in this
thesis some points of the study of (CRRV) that have been studied only from a formal
asymptotic point of view.
A first part studies a special case of self-similar solutions. We prove precise asymptotic
results and the uniqueness of the solution.
In a second part, we investigate the non-reactive Burgers-Boussinesq model, in large
time. We highlight a large range of behaviours.
A third part proves the existence of travelling waves in a large range of parameters.
Key words : Burgers-Boussinesq, flame models, asymptotic behavior, travelling
wave.
