Abstract. Midway image equalization means any method giving to a pair of images the same histogram, while maintaining as much as possible their previous grey level dynamics. In this paper, we present an axiomatic analysis of image equalization which leads us to derive two possible methods. Both methods are then compared in theory and in practice for two reliability criteria, namely their effect on quantization noise and on the support of the Fourier spectrum. A mathematical analysis of the properties of the methods is performed. Their algorithms are described and they are tested on such typical pairs as satellite image stereo pairs and different photographs of a same painting.
Introduction
The comparison of two images, in order to extract a mutual information, is one of the main themes in computer vision. The pair of images can be obtained in many ways: they can be a stereo pair, two images of the same object (a painting for example), multi-channel images of the same region, images of a movie, etc. This comparison is perceptually greatly improved if both images have the same grey level dynamics. In addition, a lot of image comparison algorithms, based on grey level, take as basic assumption that intensities of corresponding points in both images are equal. It has, however, been often emphasized that the constant brightness hypothesis is nothing but a visual illusion [4] . As is well known by experts in stereo vision, this assumption is generally false for stereo pairs and deviations from this assumption cannot even be modelled by affine transforms [1] . Consequently, if we want to compare visually and numerically two images, it is useful to give them first the same dynamic range and luminance. We will limit the study to grey level images (the case of color images can be deduced via their intensity components).
We are led to the following problem.
• From two images I 1 and I 2 , construct by contrast changes two imagesĨ 1 andĨ 2 , which have the same histogram.
• This common histogram h should stand midway between the previous histograms of I 1 and I 2 , and as close as possible to each of them. This treatment must avoid to favor one histogram rather than the other.
With this intention, two additional aspects are taken into consideration:
• Digital images being quantized, the quantization noise must remain as uniform as possible.
• I 1 and I 2 must remain "well sampled" if they were, namely, the support of their Fourier spectrum should not expand too much by the applied contrast change.
Obviously, the involved contrast changes have to be increasing and continuous, for reasons of reversibility and coherence. We will call any method addressing the problem with the above mentioned requirements a midway image equalization.
As we shall see, the requirements yield naturally two methods. The first one is to choose the midway Delon histogram as an "inverse mean" of the previous ones. We will see how this method catches up with the work of Cox et al. [1] , who addressed the same problem and proposed a discrete algorithm. The second one we shall derive is inspired by histogram specification. It consists, if H 1 and H 2 are the cumulative histograms of I 1 and I 2 , to find a contrast change ψ such that ψ • ψ = H 1 −1 • H 2 and to replace I 2 by ψ(I 2 ) and I 1 by ψ −1 (I 1 ). This second method is more difficult to approach, because there exist several solutions to the "square root" problem, and their graphs can be, as we shall see, oscillatory. We will introduce and describe the two announced methods in the next section. The third part of the paper deals with the theoretical construction and mathematical properties of the square iterative root. We will see how to choose this square root optimally towards the quantization noise. The final section will be devoted to the numerical experiences, to the comparison of both methods with specification on several examples, and their effects on the spectrum of the images and quantization noise. • H 1 spreads out the grey levels of the image on the two regions centered at n 1 and n 2 , in order to make its histogram correspond as much as possible to h 3 . This "stretching" has at least one drawback: the grey levels of I 1 , which were uniformly distributed around n 1 , are separated in two distant regions, and this separation creates some structure in I 1 which didn't appear before. If we use H instead of H 3 , this phenomenon doesn't appear: the grey levels of I 1 and I 2 are just translated in order to be distributed around
How to Equalize Two Histograms?

Definitions and Properties
H (x) = x 0 h(t) dt Proposition 1. Let ϕ : [0, 1] → [0, 1n 1 +n 2 2 .
Axioms of Midway Equalization
We keep the notations of the previous section. We search for two contrast changes ϕ 1 and ϕ 2 such that ϕ 1 (I 1 ) and ϕ 2 (I 2 ) have the same histogram. Thus,
In order to select the right method, two axiomatic approaches are possible: a first one would enhance invariance and conservation principles for all images. Now, another more intuitive way to specify axiomatically a method is to state what the expected result should be for a short list of key examples. Here, we choose this second axiomatic specification method by considering two very simple particular cases: the case when I 1 and I 2 differ by a constant and the case where I 1 and I 2 indeed derive from the same image up to a contrast change, namely I 1 = f (I ) and I 2 = g(I ).
In the example presented in the previous section ( Fig. 1 
Thus, the general method following this case consists precisely in building an increasing function ψ such that ψ • ψ = H 1 −1 • H 2 and replacing I 2 by ψ(I 2 ) and I 1 by ψ −1 (I 1 ) (i.e. we assume ϕ 1 −1 = ϕ 2 ). In the next section, we will see how to construct such a function. We can argue that if such a square iterative root exists, it will be closer to the identity than the function
Delon
Consequently, the changes performed on both images by using ψ or ψ −1 will be smaller than the one which is performed on only one image by specification.
Analysis of Axioms 1 & 3: the Inverse Average Equalization. If the Axioms 1 and 3 are satisfied, the axiom 1 implies that:
Thus, we have: .
The intermediate cumulative histogram constructed in this way is
The general method deduced from the preceding proposition will be called Inverse Average Equalization (i.a.e.). The contrast changes involved are:
The Cox et al. Algorithm. We shall now prove that the Inverse Average Equalization is nothing but a continuous version of the discrete algorithm proposed by Cox et al. in [1] . The dynamic histogram warping (DHW) presented in [1] uses dynamic programming for matching directly histogram values. Only one-to-one, one-to-many or many-to-one mappings are allowed.
Suppose the range [n 1 ,ñ 1 ] in I 1 has been mapped with the intensity n 2 in I 2 . Cox et al. propose to simultaneously warp both histograms by replacing the previous grey levels in both images by 2 n 0 =
) H 2 (n 2 ), then:
In the same way, if n ∈ [n 1 ,ñ 1 ], we have
It follows that I 1 is actually composed by
• H 1 and I 2 by ψ 2 =
• H 2 . Thus, the intermediate histogram constructed this way is:
Their algorithm is a very efficient way to perform this transformation on discrete data.
Square Iterative Root: Theory
Let us see how the method deriving from Axioms 1 & 2 can be performed in practical terms. Any solution ψ of the functional equation
is called an iterative root of the given function ϕ. Iterative roots are studied in Iterative functional equations by Kuczma et al. [3] . Some of the results of this section (Propositions 3, 6 and 7) can be found in this book. We reformulate them here in the image processing numerical context, which is new. In our case, we are just interested in square iterative roots (N = 2) of functions from an interval into itself. We shall even limit ourselves to the case where
is an increasing homeomorphism. 3 Consequently, we call square iterative root (s.i.r.) of ϕ every increasing homeomorphism ψ :
2 . This definition leads to several questions, as the existence or uniqueness of such an iterative root. Let us start with some remarks.
• We already know that
Then, we can limit the search for a s.i.r. to the case Proof: Let (x 0 , y 0 ) be a point in the area described above. We want to build a square iterative root ψ of ϕ, such that ψ(x 0 ) = y 0 . We are already able to know the sequences of positive and negative iterates of x 0 by ψ. Indeed, we know ϕ and
Construction of a Square Iterative Root
Next, since we want ψ to be an increasing function, its graph must remain in the sequence of rectangles defined by those iterations (Fig. 2) In order to illustrate the process described above, we have used it to construct some square iterative roots of the function x → √ x in Fig. 3 . For each choice of the Proof: Assume that there exists a positive number ε such that
Since ψ 1 is continuous and ψ 1 (0) = 0, there exists a positive number δ such that
(the second inequality comes from the fact that ψ 2 is increasing). Now, the extremal terms must be equal to ϕ(x). Then, all the terms are equal, ψ 1 and ψ 2 take the same values on [0, inf(δ, ε)] and consequently ψ 1 and ψ 2 are equal everywhere (see the explicit construction).
Self-Similarity
Proof: Let ψ be a square iterative root of ϕ and x 0 be a point in [0, ε] . We define the sequences (x n ), (y n ) and (r n ) as (x n ) = ψ −n (x 0 ), (y n ) = ψ(x n ), and Then, the sequences r 2n and r 2n+1 remain constant: odd rectangles (resp. even) are similar (Fig. 4) . Moreover, the graph of ψ in two odd (resp. two even) rectangles is the same, up to a similarity. The points (x 2n , y 2n ) (resp. the points (x 2n+1 , y 2n+1 )) are all on a line going through (0, 0). Consequently, ψ is a C 1 function in a neighborhood of 0 if and only if both lines are the same for all x 0 in [0, ε], i.e. iff ψ(x) = √ ax on [0, ε]. We can also add, following the same argument, that this function is the only square root which is concave near 0.
C 1 Square Iterative Roots
We focus our attention on the case when ϕ is a C 
Let ψ be a C 1 s.i.r. of ϕ. Then, ψ must at least be linear on [0, 1 3 ] and [
, 1], with respective slopes . Hence, ψ(
. However, one iteration of the point (
) give ψ(
. It follows that there is no C 1 function ψ, which is a s.i.r. of ϕ. The previous proposition implies that it is useless to search for some C 1 square iterative root. In what follows, we will see that the concavity of ϕ doesn't imply the existence of a concave square root. However, it leads us to an interesting property, which will help us to determine what kind of reasonable criterion we can use, in order to choose among all these solutions.
Behavior Towards the Concavity of ϕ
The previous example is also suitable for showing that there isn't always a concave square root if ϕ is a concave function. Indeed, in the previous construction, we can ensure the concavity of ϕ. Next, if ψ is a concave s.i.r. of ϕ, ψ has to be linear on [0, 1 3 ] and [
, 1] (see the part about self-similarity). Now, we have: 
Indeed, the first term is the slope of the chord between (y 2k+2 , ϕ(y 2k+2 )) and (y 2k+2 , ϕ(y 2k+2 )), and the second one is the slope of the chord between (x 2k+2 , ϕ(x 2k+2 )) Delon and (0, 0). Now, 0 < x 2k+2 < y 2k+2 < y 2k+2 , thus the previous inequality follows from the concavity of ϕ. Consequently:
The sequence (
) is increasing, and then is always larger than its first term, which is positive. Now, if ψ 1 and ψ 2 are concave, they have right derivatives at 0, which must be equal to √ ϕ (0). It follows that the sequences y 2k x 2k and y 2k x 2k must have the same limit, and thus
which contradicts the previous property.
The Choice of the Square Root
How to Choose the "Best" Square Iterative Root?
Let I 1 and I 2 be the images, whose histograms have to be brought closer. According to the above considerations, we have to find a continuous function ψ, for which ψ Let us come back to the previous proposition (Proposition 8): if a function ϕ has a concave square root ψ, then this square root is the "right" one, the one we look for. Look at Fig. 3 : it shows a variety of bad solutions for ϕ(x) = √ x. We have seen that those solutions are oscillating around each other, whatever ϕ is (Proposition 4). In this case, each solution oscillates around the concave one ψ(x) = x 1 √ 2 , and changes its convexity an infinite amount of times near 0 (and near 1). Thus, the concave solution is the one which "oscillates" as little as possible. In the next section, we propose a variational criterion based on a non oscillation requirement.
Behavior Towards the Noise
Assume that we have a uniform quantization noise b added to I (−0.5 ≤ b ≤ 0.5). Then, after a composition by a function ψ : [0, 255] → [0, 255]:
The noise becomes ψ (I )b, which depends on the grey level of the point. It follows that the noise is not uniform any more. The more the variations of ψ are important, the less the noise is uniform. Now, the uniformity of noise requirement is the most relevant one in applications. Therefore, if we want to perform a histogram modification, we must try to choose ψ with the smallest variations around its mean. However, in our case, the contrast change used for the second image involves ψ −1 , we should consequently try to minimize:
2 . Now, we can write
In practice, we observed that this minimization gives almost the same results as the minimization of
2 (because ψ is close to 1). Therefore, we shall make the approximation:
Principle. The square root which alters the least the uniformity of the quantization noise must minimize 1 0 (ψ − 1) 2 .
Results on Examples
We have seen and explained why the best square root for our problem is the one which "oscillates" as little as possible. On the other hand, a "good" solution, from the quantization noise point of view, has to make ψ 2 as small as possible. In order to understand the link between both criteria, we have made the following experiment: let ϕ be a concave function, whose concave square root f we know. First, we compute the value y 0 in [ 1 2 , ϕ( Thus, for those functions, the value y 0 computed is quite close to the value at 1 2 of the solution we would like to construct.
S.I.R. Algorithm
Our algorithm is the following one (for the description,
. We choose ψ( , ϕ(
)) k∈Z oscillates as few as possible. Now, the values of ψ at all iterates (negative or positive) of 1 2 are fixed (see Fig. 2 ). We already know that, once ψ( 1 2 ) is chosen, the construction of ψ as a continuous and increasing function on [ 1 2 , ψ( )]. So, we suggest to construct ψ on a dichotomic subdivision of [ 1 2 , ψ ( 1 2 )]. The first step consists on the construction of ψ ( 1 2 ). This value must lie in ] 
We want to construct ψ(x 0 ). Now, the value chosen must remain coherent with the points previously constructed in the dichotomy. Consequently, let X 0 and X 1 be the points on both sides of x 0 which have already been dealt with in previous steps of the dichotomy: 
Comparison of the Methods: Experiences and Applications
Theoretical Comparison of the Methods
First, let us remark that if I 2 = λI 1 then the s.i.r. equalization builds as an intermediate image between I 2 and I 1 the image I = √ λI 1 , whereas the inverse average equalization builds I = , thus the results obtained with both methods are quite similar. By the same arguments, we can show in a more general way that when H 1 −1 • H 2 is close to Id, the results obtained with the two methods are almost identical.
However, the i.a.e. method is more conservative since it maintains the mean of the two images constant. Indeed, if we noteĪ i the mean of I i , we have:
Then the average of the two means is:
and remains the same before and after the inverse average equalization. This is not the case for the s.i.r method: if I 2 = λI 1 , then the average of their means before the transformation is λ+1 2Ī 1 and becomes √ λĪ 1 . This conservation principle leads us to assume that the use of the i.a.e. is certainly more relevant in iterative algorithms. . Same images after specification of their histograms on each other (left: the histogram of the first image has been specified on the second, and right: the histogram of the second image has been specified on the first). Figure 8 shows a pair of aerial images in the region of Toulouse. Although the angle variation between both views is small, and the photographs are taken at nearly the same time, we see that the lighting conditions vary significantly. Figure 9 shows the result of the specification of the histogram of each image on the other one. Figure 10 shows both images after equalization with the s.i.r. method (Fig. 11) , after inverse average equalization, and Fig. 12 represents the cumulative histograms of the images before and after the different transformations. We can see that the histograms of the images after both equalizations are close and really intermediate between the previous ones. All the comparisons which follow are made between specification and the s.i.r. equalization but qualitative results would be very similar and conclusions identical with the inverse average equalization.
Results on a Stereo Pair
If we scan some image details (Figs. 14 and 15), the damages caused by a direct specification become obvious. Let us specify the darker image on the brightest one. Then the information loss, due to the reduction of dynamic range, can be detected in the brightest areas. Look at the roof of the bright building in the top left corner of the image (Fig. 14) : the chimneys project horizontal shadows on the roof. In the specified image, these shadows have almost completely vanished, and we can't even discern the presence of a chimney anymore. In the same image after s.i.r. equalization, the shadows are still entirely recognizable, and their size reduction remains minimal. Figure 15 illustrates the same phenomenon, observed in the bottom center of the image. The structure present at the bottom of the image has completely disappeared after specification and remains visible after midway equalization. These examples show how visual information can be lost by specification and how midway algorithms reduce significantly this loss. of such images is to make their visual comparison easier and more relevant. Moreover, we observed that the results of correlation-based stereo algorihtms on multichannel pairs were never worse and often improved after this kind of equalization. Figure 19 shows two different shots of the same painting, Le Radeau de la méduse, 4 by Théodore Géricault, Figure 19 . Two shots of the Radeau de la Méduse, by Géricault.
Multi-Channel Images
Different Shots of the Same Picture
found on the internet. The second one is brighter and seems to be damaged at the bottom left. Figure 20 shows the same couple after s.i.r. equalization. The results of the inverse average equalization on this example are similar.
Effects on the Quantization Noise
Let us see the effects of midway equalization on the quantization noise. We observe that the effects of the I.a.e. and of the S.i.r. on the noise are far more symmetrical than those of specification. With these methods, the standard deviation of the noise is multiplied by a number smaller than 2.5, except in the case of the multichannel images. Indeed, those images are farther from each other and consequently subject to more drastic transformations. In this case, the ratio is smaller than 3.7.
The Shannon Point of View: Effects on the Spectrum
In general, the composition of an image by a function doesn't maintain the property "to be well sampled, according to Shannon-Whittaker sampling theorem". Now, we argue that when we use correlation technics on a stereo pair, in order to get the depth map of the area, the images must be well sampled if we want a good precision [5] . In theory, we understand that a modification of the histogram via the s.i.r. algorithm must be smoother for the spectrum than direct specification. Consequently, in order to check experimentaly the effects of the different transformations on the spectrum, we construct the following example: the left half of each image of the couple Fig. 8 is zoomed by FFT, which gives I 1 and I 2 . Next, we specify I 1 on I 2 (resultĪ 1 ), and we compute the modification of I 1 via the s.i.r. algorithm (resultĨ 1 ) or the i.a.e. (resultȊ 1 ). Finally, we compute the spectrums of I 1 ,Ī 1 ,Ĩ 1 andȊ 1 (Fig. 21) . We see that the spectrums ofĨ 1 andȊ 1 remain more in the central square than that ofĪ 1 . Actually, if we compute the rate of energy which goes out of the central square after different modifications, we get 0.0107 for specification, 0.0027 for s.i.r., and 0.0013 for i.a.e. The energy stays more condensed in the spectral support of I 1 after an s.i.r. or an i.a.e. modification. Consequently, I 1 andȊ 1 remain better sampled thanĪ 1 . 6 
Comparison Using the Kullback-Leibler Distance
Finally, we choose to compare experimentaly the results of both midway equalizations for a statistical distance. The following We can observe that the algorithm giving the best performances depends on the input pair. So, these results don't allow us to conclude experimentally on the choice of the method.
Conclusion
This paper presented two ways of giving to a pair of images the same histogram, while remaining coherent with their previous grey level dynamics. This intermediate histogram has been constructed following two pairs of general and elementary axioms, which have led to one method or the other. We have seen that they can be applied to a wide range of image pairs, giving in each case a better representation of the images for observation, comparison or ulterior manipulations. It has been shown that those transformations are smoother for the images than direct specification: they reduce the loss of visual information generated by this kind of alteration and are better towards the quantization noise. They are also more respectful of the property "to be well sampled". The theoretical and experimental comparison of these midway equalizations was not enough to conclude on the choice of the best method. Both methods being acceptable, only practice allows to decide. From the structural point of view, the result given by i.a.e. is simpler and unique, given by an explicit formula. The s.i.r. equalization has to be considered as an alternative, and gives experimentally similar results, but its construction is certainly needlessly complicated, and more sensible to robustness problems. Consequently, we consider that the i.a.e. should be recommended as a standard method, which can be applied efficiently by the algorithm proposed by Cox et al. An extension of this theory to movie equalization is being currently studied by the author.
Notes
1. This definition is not restrictive, the range of an image can be put on [0, 1] by an affine transformation. 2. This is not specified in their paper, but it can be deduced from their code. 5. The non-quantized images used to compute these results have been obtained in the following way: for the multi-channel images and the stereo pair, we had the original non-quantized images; for the painting, the images were already quantized, so we added a simulated noise, uniformly distributed on [−0.5, 0.5]. 6. Most natural images have a spectrum really concentrated in the center of its support. It follows that after a transform like a histogram modification, the spectrum sprawls but doesn't go much out of its support. The ratios of energy presented above illustrate this fact. However, we win a factor larger than 5 and this gain can be really useful in satellite imaging applications to depth map recovery. 7. The distance between two histograms was computed symmetrically as ). The histograms were previously lightly smoothed in order to avoid them to vanish at some point.
