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CUBIC AND QUARTIC TRANSFORMATIONS OF THE SIXTH
PAINLEVE´ EQUATION IN TERMS OF RIEMANN–HILBERT
CORRESPONDENCE
MARTA MAZZOCCO AND RAIMUNDAS VIDUNAS
Abstract. A starting point of this paper is a classification of quadratic poly-
nomial transformations of the monodromy manifold for the 2 × 2 isomon-
odromic Fuchsian systems associated to the Painleve´ VI equation. Up to
birational automorphisms of the monodromy manifold, we find three trans-
formations. Two of them are identified as the action of known quadratic or
quartic transformations of the Painleve´ VI equation. The third transformation
of the monodromy manifold gives a new transformation of degree 3 of Picard’s
solutions of Painleve´ VI.
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1. Introduction
In this paper we consider the sixth Painleve´ equation PVI [7, 25, 8]
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t
+
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t− 1 +
1
q − t
)
q˙ +
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q(q − 1)(q − t)
t2(t− 1)2
[
α+ β
t
q2
+ γ
t− 1
(q − 1)2 + δ
t(t− 1)
(q − t)2
]
,(1.1)
as the isomonodromic deformation equation of a general linear 2 × 2 Fuchsian
system with 4 singularities 0, t, 1,∞ (see Appendix 5). Locally, solutions of the
sixth Painleve´ equation (up to Okamoto birational transformations) are in one-to-
one correspondence, the so called Riemann–Hilbert correspondence, with points on
the monodromy manifold associated to such Fuchsian system.
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2 MARTA MAZZOCCO AND RAIMUNDAS VIDUNAS
Let us briefly recall this setting. Denote by M0,Mt,M1,M∞ ∈ SL(2,C) the
monodromy matrices around the singularities 0, t, 1,∞ with respect to the basis
of loops depicted in Figure 1. Their traces are determined by the parameters
(θ0, θt, θ1, θ∞) such that
(1.2) α =
(θ∞ − 1)2
2
, β = −θ
2
0
2
, γ =
θ21
2
, δ =
1− θ2t
2
.
Let a denote the vector (a0, at, a1, a∞, a0t, a01, at1) with
ai := Tr(Mi) = 2 cos(piθi), for i ∈ {0, t, 1,∞},(1.3)
a0t = Tr (M0Mt) , a01 = Tr (M0M1) , at1 = Tr (MtM1) .(1.4)
As described in Appendix A.1, the monodromy manifold [14] is represented by the
following affine cubic surface in C3:
(1.5)
Q := C[a0t, a01, at1]/〈a20t+a201+a2t1+a0ta01at1−ω0ta0t−ω01a01−ωt1at1+ω∞ = 0〉.
Here ω0t, ω01, ωt1 and ω∞ are given by
ωij := aiaj + aka∞, k 6= i, j, and i, j, k ∈ {0, 1, t},(1.6)
ω∞ = a20 + a
2
t + a
2
1 + a
2
∞ + a0ata1a∞ − 4.
The following birational automorphisms of the monodromy manifold are known:
• permutations of the coordinates a0t, a01, at1, and the same permutation of
the coefficients ω0t, ω01, ωt1;
• changes of two signs, say (ω0t, ω01, ωt1) 7→ (−ω0t,−ω01, ωt1) and
(a0t, a01, at1) 7→ (−a0t,−a01, at1);
• action of the braid group with these generators:
β1(a0t, a01, at1) = (a0t, at1, ω01 − a01 − a0tat1),
β2(a0t, a01, at1) = (a01, ω0t − a0t − a01at1, at1).
The first two correspond to Okamoto transformations, as recalled in the Appendix
A.1, while the braid group action describes analytic continuation of PVI solutions
around the critical points [4, 11].
There are also other transformations acting on the solutions of the sixth Painlee´
equation: quadratic and quartic transformations of the Painleve´ VI equation are
known [17, 19, 24, 27], though the corresponding action on the monodromy manifold
has not been presented yet in the literature. This paper shows that these actions
are given by quadratic polynomial transformations on the coordinates a0t, a01, at1
of the monodromy manifold.
More generally, we classify all quadratic polynomial transformations of the cubic
surface (1.5) and identify the corresponding transformations of the sixth Painleve´
equation. As a result, we find a new cubic transformation of the sixth Painleve´
equation. Our classification result is summarised in the following theorem:
Theorem 1.1. Up to the birational automorphisms of the monodromy manifold
(1.5), the only transformations of the form
a˜0t = X1(a0t, a01, at1), a˜01 = X2(a0t, a01, at1), a˜t1 = X3(a0t, a01, at1),
where X1, X2, X3 are polynomials of degree 2 in a0t, a01, at1, which transform the
cubic surface (1.5) with given parameters ω0t, ω01, ωt1 to a cubic surface of the same
form with parameters ω˜0t, ω˜01, ω˜t1 belong to the following list:
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• Transformation mapping the cubic surface (1.5) with parameters ω0t =
ω01 = 0 to the cubic surface (1.5) with parameters ω˜0t = 2ωt1, ω˜01 = ω∞+4,
ω˜t1 = 2ωt1, ω˜∞ = ω2t1 + 2ω∞ + 4:
(a0t, a01, at1) 7→ (ωt1 − a0ta01 − at1, 2− a201, at1)
• Transformation mapping the cubic surface (1.5) with parameters ω0t =
ω01 = ω1t = 0 to the cubic surface (1.5) with parameters ω˜0t = ω˜01 =
ω˜t1 = 2ω∞ + 8, ω˜∞ = ω2∞ + 12ω∞ + 8:
(a0t, a01, at1) 7→ (2− a20t, 2− a201, 2− a2t1).
• The transformation mapping the cubic surface with parameters ω0t = ω01 =
0, ω∞ = −4 to itself:
(a0t, a01, at1) 7→ (−a0t − a01at1,−a01 − a0tat1,−at1 − a01a0t).
The proof of this theorem is based on the properties of the Poisson brackets (2.2)
on the monodromy manifold, aided by some geometric insights and use of computer
algebra.
The next set of results of this paper concerns the interpretation of each element
in the list of Theorem 1.1 in terms of Painleve´ six transformations. We show that
the first item in the list corresponds to a quadratic transformation, the second
one corresponds to a quartic transformation, while the last item is a new cubic
transformation of the Picard case of the sixth Painleve´ equation.
Let us explain these results in more detail.
We start from the quadratic transformations. Recall that quadratic transforma-
tions apply to the sixth Painleve´ equation with restricted parameters. Here is the
list of quadratic transformations that appeared in the literature:
Kitaev [17]:
(
1
2 , θt, θ1,± 12
)→ (θ1, θt, θ1, θt) ,(1.7)
Manin [19]: (θ1, θt, θ1, θt + 1)→ (2θ1, 0, 0, 2θt + 1) ,(1.8)
R.G.T. [24]: (θ1, θt, θt, θ1 + 1)→ (0, 2θ1, 2θt, 1) ,(1.9)
T.O.S. [27]: (θ1, θt, θt, θ1 + 1)→ (0, 2θt, 0, 2θ1 + 1) ,(1.10)
where R.G.T. is the abbreviation of Ramani, Grammaticos and Tamizhami, while
T.O.S. is the abbreviation of Tsuda, Okamoto and Sakai. These transformations
are all related among each other by Okamoto’s birational transformations. (The
fact that the last three are related by Okamoto symmetries is very easy to prove,
the equivalence between the first one and the last three is a little more tricky and
was carried out explicitly in [12]). Here we recall the explicit formula of the simplest
(in our view), which is the T.O.S..:
(1.11)
(
q(t), t
) 7→ (q˜(t˜), t˜), q˜ = (q +√t)2
4q
√
t
, t˜ =
(
√
t+ 1)2
4
√
t
.
Note that the variable t changes under this transformation. We prove the following:
Theorem 1.2. The Tsuda-Okamoto-Sakai transformation (1.10) acts on the vector
a as follows:
a = (a0, at, at,−a0, a0t, a01, at1)→
→ a˜ = (2, a2t − 2, 2, 2− a20, at1, 2− a201, a2t − a20 − a0ta01 − at1).
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Let us now concentrate on the quartic transformations. All quartic transforma-
tions known so far are related by Okamoto’s birational canonical transformations
to the folding transformation ψ
[4]
V I due to Tsuda, Okamoto and Sakai [27]:
ψ
(4)
V I : PV I(ϑ, ϑ, ϑ, ϑ+ 1) → PV I(0, 0, 0, 4ϑ+ 1)
(q, t) → (q˜, t˜)
where t˜ = t and
q˜ =
(q2 − t)2
4q(q − 1)(q − t) .
We prove the following:
Theorem 1.3. The folding transformation ψ
[4]
V I acts on a as follows:
(1.12)
a = (a0, a0, a0,−a0, a0t, a01, at1)→ a˜ = (2, 2, 2, 4a20−2−a40, 2−a20t, 2−a201, 2−a2t1).
This theorem can be proved as a Corollary of Theorem 1.2 by choosing the
parameters θt and θ1in (1.10) in such a way that we can apply two quadratic
transformations - up to Okamoto’s birational canonical transformations. Here, we
present a more forthright proof following Kitaev’s [17] approach of constructing
a direct RS-pullback transformation on the isomonodromic Fuchsian system and
deducing the transformation on the monodromy matrices (see Section 4).
The reason for publishing this proof is that the transformation aij → 2−a2ij holds
true in a much more general setting and was used in [2] to show that the algebra
of geodesic–length–functions on a disk with n orbifold points coincides with the
Dubrovin–Ugaglia algebra [28] of the Stokes data appearing in Frobenius Manifold
theory. Another advantage of this proof is that it gives a direct RS-transformation
for the quartic Painleve´ VI transformation, simpler than a composition of two
Kitaev’s RS-transformations.
Picard’s case of the sixth Painleve´ equation is given by θ0 = θt = θ1 = 0,
θ∞ = 1, or equivalently, α = β = γ = 0, δ = 12 in (1.1). In this special case,
two quadratic transformations can be composed in an alternative way to produce
a degree 4 transformation.
Proposition 1.4. If q(t) is a solution of Picard’s case of the sixth Painleve´ equa-
tion, then q˜
(
t˜
)
with
q˜ = −
(
4
√
t+ 1
)4
q
(
q +
√
t
)2
(q − 1) (q − t) (q −√t)2 , t˜ =
(
4
√
t+ 1
)4(
4
√
t− 1)4
is a solution of the same Painleve´ equation as well.
As is known, Hitchin’s case θ0 = θt = θ1 = θ∞ = 12 of the sixth Painleve´
equation [9] is an Okamoto transformation of Picard’s case. But the corresponding
quadratic and quadric transformations are more complicated for Hitchin’s case; see
Proposition 3.1 to get an impression.
The last item in the list of Theorem 1.1 gives a new cubic transformation of the
same Picard case.
Theorem 1.5. Let us parameterise the independent variable t ∈ C in terms of a
new independent variable s ∈ C by imposing
t =
s3(s+ 2)
2s+ 1
.
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then the transformation (q, t) 7→ (q˜, t˜)
t˜ =
s(s+ 2)3
(2s+ 1)3
, q˜ =
q(q + s(s+ 2))2
((2s+ 1)q + s2)2
preserves the Picard case α = β = γ = 0, δ = 12 of the sixth Painleve´ equation.
Note that the t-variable changes under this transformation, similarly as in Ki-
taev’s (etc) quadratic transformation.
This theorem is proved using the explicit form of Picard’s solutions of PVI in
terms of the Weierstrass ℘-function (Section 5). In fact, we prove that the action
of the cubic transformation on the PVI solution q(t) coincides with an isogeny of
degree 3 of the underlying Legendre’s elliptic curves:
w2 = q(q − 1)(q − t).
More precisely, we recall that an elliptic curve is a smooth, projective algebraic
curve of genus one, on which there is a specified point O [26]. Points on the elliptic
curve have a structure of an abelian group (isomorphic to the Jacobian variety
of the genus 1 curve), and O is assigned to be the neutral element of the group.
An isogeny between elliptic curves is an morphism between the genus 1 curves
that identifies the identity elements, and is therefore a group homomorphism. The
cubic isogeny is a group homomorphism with the kernel isomorphic to Z/3Z. The
transformation between t and t˜ identifies the generic family of Legendre elliptic
curves connected by a cubic isogeny. Over C, the period lattices of the isogenous
curves are sublattices of each other (of index 3) up to homothety. The action on
the PVI solution of the cubic transformation coincides with the action of the cubic
isogeny on the q-coordinate of the Legendre curve.
It is clear that isogenies of any degree will act in the similar way. For example the
quadratic transformations applied to Picard’s case correspond to degree 2 isogenies,
and the quadric transformation ψ
[4]
V I corresponds to multiplication by 2 map on the
elliptic curves. The quartic transformation of Proposition 1.4 corresponds to degree
4 isogenies that are not multiplication by 2 maps.
More generally, an isogeny of degree n of Legendre’s elliptic curve will produce
a polynomial transformation of the monodromy data (a0t, a01, at1) on the Markov
cubic:
C[a0t, a01, at1]/〈a20t + a201 + a2t1 + a0ta01at1 − 4〉.
We conjecture that, apart from higher order isogenies, our list in Theorem 1.1
is complete, without restricting the order of the polynomials X1, X2, X3. This
conjecture is suggested by the fact that as we go down the list, the parameters for
which the transformations are defined become more and more specialised: for the
quadratic transformations on needs to fix two parameters, for the quartic one three,
for the cubic all four parameters need to be fixed.
This paper is organised as follows: in Section 2 we prove our classification the-
orem. In Section 3 we prove Theorem 1.2. In Section 4 we deal with the quartic
transformation. In Section 5 we discuss the Picard case of PVI and prove Theorem
1.5. In Appendix A we remind a few facts about the isomonodromic deformation
problem associated to the sixth Painleve´ equation and the monodromy manifold.
In Appendix B we recall Okamoto’s birational transformations and their action on
the monodromy manifold.
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2. Classification of quadratic transformations on the monodromy
manifold
In this section we prove theorem 1.1. The proof relies heavily on some properties
of the Poisson structure (2.2) on the monodromy manifold, which we recall in the
next subsection.
2.1. Poisson structure on the monodromy manifold. Given any polynomial
C ∈ C[a0t, a01, at1], the following formulae define a Poisson bracket on C[a0t, a01, at1]:
(2.1) {a0t, a01} = ∂C
∂at1
, {a01, at1} = ∂C
∂a0t
, {at1, a0t} = ∂C
∂a01
,
and C itself is a central element for this bracket, so that the quotient space
Q := C[a0t, a01, at1]/〈C=0〉
inherits the Poisson algebra structure [6]. In the case of the cubic Q defined by
(1.5), the natural Poisson brackets in the Painleve´ six monodromy manifold are
given by
{a0t, at1} = a0tat1 + 2a01 − ω01,
{at1, a01} = at1a01 + 2a0t − ω0t,(2.2)
{a01, a0t} = a0ta01 + 2at1 − ωt1.
Therefore, any polynomial transformation (1.5) of the form
a˜0t = X1(a0t, a01, at1), a˜01 = X2(a0t, a01, at1), a˜t1 = X3(a0t, a01, at1),
which preserves the monodromy manifold must also preserve the Poisson structure
(2.2) up to a constant factor. This fact plays a key role in the proof of Theorem
1.1.
2.2. Proof of Theorem 1.1. First of all, since we wish to classify all transforma-
tions up to birational automorphisms of the cubic (1.5), to simplify notations we call
the variables a01, a0t, a1t by x1, x2, x3, and analogously the constants ω01, ω0t, ω1t
are called u0, u1, u2, u3 while the new ω˜01, ω˜0t, ω˜1t are called v1, v2, v3. In these new
notations, the monodromy manifold (1.5) is defined by the polynomial
(2.3) C = x21 + x
2
2 + x
2
3 + x1x2x3 − u1x1 − u2x2 − u3x3 + u0.
We are looking for the quadratic transformations of the general form:
X1 =η1x
2
1 + η2x1x2 + η3x
2
2 + η4x1x3 + η5x2x3 + η6x
2
3
+ η7x1 + η8x2 + η9x3 + η0,
X2 =κ1x
2
1 + κ2x1x2 + κ3x
2
2 + κ4x1x3 + κ5x2x3 + κ6x
2
3+
+ κ7x1 + κ8x2 + κ9x3 + κ0,(2.4)
X3 =ξ1x
2
1 + ξ2x1x2 + ξ3x
2
2 + ξ4x1x3 + ξ5x2x3 + ξ6x
2
3
+ ξ7x1 + ξ8x2 + ξ9x3 + ξ0
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where η0, η1, . . . , η9, κ0, κ1, . . . , κ9 are constants, that transform the Poisson bracket
(2.2)
{x1, x2} = x1x2 + 2x3 − u3,
{x2, x3} = x2x3 + 2x1 − u1,(2.5)
{x3, x1} = x1x3 + 2x2 − u2
on the cubic surface C = 0, to the Poisson bracket:
{X1, X2} = K (X1X2 + 2X3 − v3),(2.6)
{X2, X3} = K (X2X3 + 2X1 − v1),(2.7)
{X3, X1} = K (X1X3 + 2X2 − v2)(2.8)
with K 6= 0.
Let us introduce the following polynomials of degree 4:
E1 :=
3∑
i,j=1
∂X1
∂xi
∂X2
∂xj
{xi, xj} −K (X1X2 + 2X3 − v3),
E2 :=
3∑
i,j=1
∂X2
∂xi
∂X3
∂xj
{xi, xj} −K (X2X3 + 2X1 − v1),
E3 :=
3∑
i,j=1
∂X3
∂xi
∂X1
∂xj
{xi, xj} −K (X1X3 + 2X2 − v2),
where X1, X2, X3 are given by (2.4). These three polynomials must be identically
zero functions on the cubic (2.3).
A polynomial in C[x1, x2, x3] is zero on the cubic (2.3) if and only if it is a
polynomial multiple of C. Alternatively, its normal form with respect to a Gro¨bner
basis (consisting only of the polynomial C) must have all its coefficients equal to
zero. To recognise zero functions we thus must divide in C[x1, x2, x3] by C with
respect to a term order. Division with respect to a total degree order (or most
generally, with xyz as the leading term) has the following geometric interpretation.
The cubic (2.3) intersects the infinity of P3 at the three lines:
(2.9) L1 : x1 = 0, L2 : x2 = 0, L3 : x3 = 0.
These lines intersect each other at the 3 infinite points:
(2.10) P1 : x2 = x3 = 0, P2 : x1 = x3 = 0, P3 : x1 = x2 = 0.
The highest degree terms of a polynomial f ∈ C[x1, x2, x3] that are not divisible
by xyz determine the restrictions of f onto the lines L1, L2, L3. Particularly, the
terms with xd1, x
d
2, x
d
3 with d = deg f give the values of f at P1, P2, P3.
Typically, we reduce polynomial functions f on C of degree 4. The first steps of
our division process are:
• Step P4: we require that the values of f at the points P1, P2, P3 to be zero;
• Step L4: we require that the restrictions of f to the lines L0, L1, L2 must
zero functions;
• Step D4: we reduce the degree of f by 1 with a single division as all highest
degree terms are divisible by xyz.
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After performing these three steps, the degree of f is reduced to (at most) 3. To
reduce f further to a quadratic or linear polynomial, we repeat the same three
steps as described, but refer to them as P3, L3, D3, respectively, to stress that the
highest degree is 3.
We want to produce a classification up to the following symmetries:
(S1) the cyclic permutations of (x1, x2, x3);
(S2) an odd permutation of (x1, x2, x3) combined with an odd permutation of
(X1, X2, X3);
(S3) an odd permutation of (x1, x2, x3) or an odd permutation of (X1, X2, X3),
(in this case the sign of K changes);
(S4) the sign change of two variables within {x1, x2, x3} or {X1, X2, X3}.
Here are the basic facts that help us to simplify our classification search.
Lemma 2.1. If two of the Xj’s are linear then (X1, X2, X3) is either a permutation
of (x1, x2, x3) or a braid group transformation.
Proof. Let us assume that X1, X2 are linear. We can express X3 using (2.6). Then
(2.7)–(2.8) become
{{X1, X2}, X2} = K2
(
X1X
2
2 − 4X1 − v3X2 + 2v1
)
,(2.11)
{X1, {X1, X2}} = K2
(
X21X2 − v3X1 − 4X2 + 2v2
)
.(2.12)
Since the left-hand sides here do not have the x31, x
3
2, x
3
3 terms, the coefficients
η7κ7 = η8κ8 = η9κ9 must be 0. We assume that two linear coefficients of X1 are
zero, say η8 = η9 = 0. Then η7 6= 0, κ7 = 0, and (2.12) has the terms
(K2 − 1)η27x21(κ8x2 + κ9x3) +K2η27κ0x21 + 2K2η0x1(κ8x2 + κ9x3) + . . . ,
and no xyz term. Since we do not want both κ8, κ9 to be zero, we have K = ±1
and η0 = κ0 = 0. We adjust the (2.11) with η7κ8κ9C to kill the xyz term, and
get the coefficient to x2 equal to (K2 + 2)η7κ8κ9. Hence κ8κ9 = 0, and X1, X2 are
symmetric. We use this symmetry to assume K = 1, and then κ8 = 0 leads to the
displayed braid group transformation with (v1, v2, v3) = (u1, u3, u2), while κ9 = 0
leads to the identity transformation. 
Lemma 2.2. Let us consider the matrix
(2.13) M1 =
 η1 η3 η6κ1 κ3 κ6
ξ1 ξ3 ξ6

• In any column of the matrix M1 there is at most one non-zero entry.
• In any row of the matrix M1 there is at most one non-zero entry.
Proof. Step P4 gives the following terms of degree 4 in each variable x1, x2, x3 of
E1, E2, E3:
E1 = Kη1κ1x
4
1 +Kη3κ3x
4
2 +Kη6κ6x
4
3 + . . . ,
E2 = Kκ1ξ1x
4
1 +Kκ3ξ3x
4
2 +Kκ6ξ6x
4
3 + . . . ,
E3 = Kη1ξ1x
4
1 +Kη3ξ3x
4
2 +Kη6ξ6x
4
3 + . . . .
The displayed coefficients must be zero, and the first claim follows.
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To show the last statement, let us assume by contradiction that two entries in
the first row are non-zero, η1 6= 0, η3 6= 0. Therefore κ1 = κ3 = ξ1 = ξ3 = 0 by the
first statement. Here are some relevant terms for Step L4:
E1 =(K + 2)η3κ2x1x
3
2 + (K + 2)η1κ4x
3
1x3 +
(
Kη4κ4 + (K + 4)η1κ6
)
x21x
2
3
+ (K − 2)η1κ2x31x2 + (p− 2)η3κ5x32x3 + . . . ,
E3 =(K + 2)η1ξ2x
3
1x2 + (K + 2)η3ξ5x
3
2x3 +
(
Kη5ξ5 + (K + 4)η3ξ6
)
x22x
2
3
+ (K − 2)η3ξ2x1x32 + (K − 2)η1ξ4x31x3 + . . . .
We still have the freedom of permuting X2, X3, so we assume <(K) ≥ 0. Then we
immediately have κ2 = κ4 = ξ2 = ξ5 = 0, and then κ6 = ξ6 = 0. If K 6= 2, then
κ5 = ξ4 = 0 and X2, X3 are linear in x1, x2, x3 thus leading to the contradiction that
η1, η3 = 0. Hence K = 2. Then E2 − κ5ξ4x3C is of degree 3, and the coefficient
to x33 is κ5ξ4. The variables κ5, ξ4 are still symmetric by (S2), so we assume
κ5 6= 0, ξ4 = 0. Now E3 is ready for Step P3: it has the terms 2κ5x2x23(η5x2+2η6x3),
giving η5 = η6 = 0. We now perform Step 1 on E3:
E3 = 2η1ξ7x
3
1 + 2η3ξ8x
3
2 + 4η3ξ9x
2
2x3 + . . . .
Hence ξ7 = ξ8 = ξ9 = 0, and X3 reduces to a trivial constant, which is not
allowed. 
Up to the symmetries, we can assume that all non-zero entries of M1 lie on the
main diagonal. Lemma 2.2 then sets η3 = η6 = κ1 = κ6 = ξ1 = ξ3 = 0, and the
polynomials E1, E2, E3 are ready for Step L4:
E1 =(K + 2)(η1κ4x
3
1x3 + η5κ3x
3
2x3) + (K − 2)(η1κ2x31x2 + η2κ3x1x32)
+K(η4κ4x
2
1x
2
3 + η5κ5x
2
2x
2
3) +
(
Kη2κ2 + (K − 4)η1κ3
)
x21x
2
2 + . . . ,
E2 =(K + 2)(κ3ξ2x1x
3
2 + κ4ξ6x1x
3
3) + (K − 2)(κ3ξ5x32x3 + κ5ξ6x2x33)
(2.14)
+K(κ2ξ2x
2
1x
2
2 + κ4ξ4x
2
1x
2
3) +
(
Kκ5ξ5 + (K − 4)κ3ξ6
)
x22x
2
3 + . . . ,
E3 =(K + 2)(η1ξ2x
3
1x2 + η5ξ6x2x
3
3) + (K − 2)(η1ξ4x31x3 + η4ξ6x1x33)
+K(η2ξ2x
2
1x
2
2 + η5ξ5x
2
2x
2
3) +
(
Kη4ξ4 + (K − 4)η1ξ6
)
x21x
2
3 + . . . .
We split the proof into a few cases, and indicate a computational path to the results
of Theorem 1.1.
2.2.1. At least two entries of M1 are non-zero. We assume here that η1κ3 6= 0, but
nothing immediately about ξ6. We distinguish the following cases:
• K = −2 =⇒ from E1 we have η2 = κ2 = 0.
But then (K − 4)η1κ3 = 0, a contradiction.
• K = 2 =⇒ η5 = κ4 = 0, η2κ2 = η1κ3 6= 0 by E1.
• K 6= ±2 =⇒ η2 = η5 = κ2 = κ4 = 0, K = 4 by E1,
and ξ2 = ξ4 = ξ5 = 0, η4ξ6 = κ5ξ6 = 0 by E2, E3.
In the second subcase, it is enough to work with E1 to reach a contradiction.
Particularly, Steps D4 and P3 give
η4κ5 = 0, 2η1(κ5 − κ7) = η4κ2, 2κ3(η4 − η8) = η2κ5.
The variables η4, κ5 are still symmetric by (S3), so we assume κ5 = 0. At Step P3
we consider E1 − η4(κ2x1 + 2κ3x2)C = −6η4κ3x2x23 + . . ., hence 0 = η4 = κ7 = η8.
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Still at Step P3, we conclude 0 = κ8 = η7, η9 = η2, κ9 = κ2. But Step D3 gives
E1 + 4η1κ3C = 6η1κ3x
2
3 + . . ., contradicting η1κ3 6= 0.
In the last subcase, Step D4 gives
E2 =4κ3ξ8x
3
2 + 4κ9ξ6x
3
3 + (5κ5ξ8 + 2κ3ξ9)x
2
2x3
+ (2κ8ξ6 + 3κ5ξ9)x2x
2
3 + 2ξ6(3κ7 − 2κ5)x1x23 + . . . ,
E3 =4η1ξ7x
3
1 + 4η9ξ6x
3
3 + (5η4ξ7 + 2η1ξ9)x
2
1x3
+ (2η7ξ6 + 3η4ξ9)x1x
2
3 + 2ξ6(3η8 − 2η4)x2x23 + . . . .
Step P3 gives ξ7 = ξ8 = 0, and then Step L3 sets ξ9 = 0. We have to assume ξ6 6= 0,
as otherwise X3 is a constant. Therefore η4 = κ5 = 0, and then 0 = κ9 = κ8 = κ7
and 0 = η9 = η7 = η8. There are no linear terms in the Xj(x1, x2, x3)’s thus. In
Step D3 we compute the expressions E1+8η1κ3C, E2+8κ3ξ6C E3+8η1ξ6C. Their
coefficients give the equations
u1 = u2 = u3 = 0, η0 = −2η1, κ0 = −2κ3, ξ0 = −2ξ6,
η1 + κ3ξ6 = 0, κ3 + η1ξ6 = 0, ξ6 + η1κ3 = 0,
etc. This already implies that η1, κ3, ξ6 ∈ {1,−1} and η1κ3ξ6 = −1. Up to the
symmetries, we have η1 = κ3 = ξ6 = −1, η0 = κ0 = ξ0 = 2 and eventually
v1 = v2 = v3 = 2u0 + 8. We get the second transformation of Theorem 1.1.
2.2.2. One non-zero entry of M1. Here we assume that η1 6= 0 and all the other
entries of M1 equal to zero.
If κ2 = κ4 = ξ2 = ξ4 = 0, then we assume κ5 6= 0 since we want X2 or X3
to have a quadratic term by Lemma 2.1. Then η5 = ξ5 = 0, and we can assume
Re K ≥ 0. Step D4 reduces E1 to
− (p− 3)η2κ5x32 − (p+ 3)η4κ5x33 + ((p+ 1)η4κ9 − (p+ 4)η1κ5)x2x23 + . . . .
With the assumption Re K ≥ 0, we have η4 = 0 and then η1κ5 = 0, contradictorily.
Therefore we assume that at least one of the variables κ2, κ4, ξ2, ξ4 is non-zero.
These variables are symmetric by (S3) and (S4), so we assume κ2 6= 0. Then from
(2.14) we have K = 2, κ4 = η2 = ξ2 = 0, η4ξ4 = 0, and at most one of the variables
η5, κ5, ξ5 can be non-zero. Step D4 reduces E1, E2 to
− 5η5κ2x2 − 5η4κ5x33 + (2η1κ7 − 2η1κ5 + η4κ2)x31 + κ2(η7 − η5)x21x2 + . . . ,
− 5κ2ξ4x31 + κ2ξ5x32 + κ5ξ4x33 + 3κ2(ξ7 − ξ5)x21x2 + κ2(ξ8 − ξ4)x1x22 + . . . .
Hence η5 = η7 = 0, ξ4 = ξ5 = ξ7 = ξ8 = 0. We still have cubic terms left in
E1 −
(
(2η1κ5 + η4κ2)x1 + 3η4κ5x3
)
C =
− 5η4κ5x33 + κ5(η8 − η4)x22x3 + 3η9κ5x2x23 + (2η1κ5 + 3(η8 − η4)κ2)x1x22 + . . .
and E2 = κ5ξ9x2x
2
3 + . . .. If κ5 6= 0, then η4 = η8 = η9 = ξ9 = 0, yet the coefficient
to x1x
2
2 contradicts η1κ5 = 0. Therefore κ5 = 0, η8 = η4. Step D3 gives
E2 − 2κ2ξ9C =4(η1 − κ2ξ9)x21 + 2ξ9(κ9 − κ2)x23 + 2κ2ξ0x1x2 + κ8ξ9x1x3
+ (4η4 + 3κ7ξ9)x1x3 + . . . .
Hence ξ9 6= 0, η1 = κ2ξ9, κ9 = κ2, ξ0 = κ8 = 0. Then
E3 = η4ξ9x1x
2
3 + 2η9ξ9x
2
3 − 4κ2(ξ29 − 1)x1x2 + . . . .
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This gives η4 = κ7 = η9 = 0, ξ9 = ±1. We may assume ξ9 = 1 by symmetry
(S5). Then we have only linear terms left from E2, E3, and conclude u1 = u2 = 0,
κ0 = −κ2u3, η0 = −2κ2. After this E1 = 4(1− κ22)x3 + 4κ22u3 − 2v3. We can take
κ2 = −1 still by symmetry (S5), and finalize v1 = u0 + 4, v2 = 2u3, v3 = 2u3. We
get the first transformation (x1, x2, x3) 7→ (2− x21, u3 − x3 − x1x2, x3) of Theorem
1.1, from the cubic x21 + x
2
2 + x
2
3 + x1x2x3 − u3x3 + u0 = 0 to the cubic
x21 + x
2
2 + x
2
3 + x1x2x3 − (u0 + 4)x1 − 2u3x2 − 2u3x3 + u23 + 2u0 + 4 = 0.
2.2.3. M1 is the zero matrix. Only the quartic terms of E1, E2, E3 with the factor
K in (2.14) are non-zero. We conclude the matrix
M2 =
 η2 η4 η5κ2 κ4 κ5
ξ2 ξ4 ξ5
 .
can have at most one non-zero entry in each column. We want at least two rows
of M2 to be non-zero. By symmetries, we assume that η5 6= 0, κ4 6= 0. Therefore
η4 = κ5 = ξ4 = ξ5 = 0. Step D4 reduces E1 to
−(K + 3)η2κ4x31 − (K + 3)η5κ2x32 + (3−K)η5κ4x33 + . . . .
From here, p = 3 and η2 = κ2 = 0. For Step L3 we have:
E1 − 2η5κ4x3C = 2η9κ4x1x23 + 2η5κ9x2x23 + 4κ4(η7 − η5)x21x3 + 4η5(κ8 − κ4)x22x3 + . . . ,
E2 − 2κ4ξ2x1C = 2κ7ξ2x21x2 + 2κ4ξ7x21x3 + 4ξ2(κ8 − κ4)x1x22 + 4κ4(ξ9 − ξ2)x1x23 + . . . ,
E3 − 2η5ξ2x2C = 2η8ξ2x1x22 + 2η5ξ8x22x3 + 4ξ2(η7 − η5)x21x2 + 4η5(ξ9 − ξ2)x2x23 + . . . .
This gives η9 = κ9 = ξ7 = ξ8 = 0, η7 = η5, κ8 = κ4, ξ9 = ξ2. Step D3 reduces E1
to the quadratic expression
−5η8κ4x21 − 5η5κ7x22 + (η5κ4u3 − η8κ4 − η5κ7)x23 + 2(3ξ2 + 3η5κ4 + 2η8κ7)x1x2 + . . . .
We conclude η8 = κ7 = u3 = 0, ξ2 = −η5κ4. Further we have
E1 − 2η5κ4x3C = 3κ4(η0 + η5u1)x1x3 + 3η5(κ0 + κ4u2)x2x3 + . . . ,
E2 − 2κ4ξ2x1C = −η5κ24u1x21 + 3κ4ξ0x1x3 − 6η5(κ24 − 1)x2x3 + . . . ,
E3 − 2η5ξ2x2C = −η25κ4u2x22 + 3η5ξ0x2x3 − 6κ4(η25 − 1)x1x3 + . . . .
Therefore u1 = u2 = η0 = κ0 = ξ0 = 0 and η5 = ±1, κ4 = ±1. By symmetry (S5)
we may assume η5 = κ4 = −1, then ξ2 = −1 as well. The remaining coefficients
give u0 = −4 and v1 = v2 = v3 = 0. We get the third transformation (x1, x2, x3) 7→
(−x1 − x2x3,−x2 − x1x3,−x3 − x1x2) of Theorem 1.1, on the cubic surface x21 +
x22 + x
2
3 + x1x2x3 = 4. This concludes the proof of Theorem 1.1.
3. Kitaev’s quadratic transformation on the monodromy manifold
In this section we prove Theorem 1.2. Actually, we prove that Kitaev’s quadratic
transformation (1.7) acts on a as follows:
a = (0, at, a1, 0, a0t, a01, at1)→ a˜ = (a1, at, a1, at, ata1 − a0ta01 − at1, 2− a201, at1).
This is equivalent to Theorem 1.2 thanks to Okamoto birational transformations
recalled in Appendix A.1. In fact
sρs0s1stsρstrt
(
1
2 , θt, θ1,
1
2
)
= (θ˜1, θ˜t, θ˜t, θ˜1 + 1),
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and
s2s4s3s2s1s0r1sρs∞(θ1, θt, θ1, θt) = (0, 2θ˜t, 0, 2θ˜1 + 1),
where
θ˜1 = 1− θt
2
− θ1
2
, θ˜t =
1
2
− θt
2
+
θ1
2
.
Observe that three of the quadratic transformations, namely Manin’s, R.G.T.
and T.O.S., act rather nicely on (q, t). However, explicit expression for Kitaev’s
transformation involves either the derivative of q(t) or the conjugate momentum
p(t). In [29], variations of Kitaev’s transformations are formulated in terms of an
Okamoto transformation of q(t). Here is a formulation in the same vein.
Proposition 3.1. Suppose that Y0(T ) is a solution of PV I(1/2, b, a, 1/2). Let us
denote Y1(T ) = sρs∞s1stY0(T ), which is a solution PV I
(
a+b+1
2 ,
a−b
2 ,
a−b
2 ,
a+b+3
2
)
.
Then y0(t) is a solution of PV I(a, b, a, b), where
y0 =
(Y1 +
√
T )
(
(a− b)Y0Y1 − (a+ b)
√
T Y0 + 2a
√
T Y1
)
4
√
T Y1 (aY1 − bY0)
, t =
(
√
T + 1)2
4
√
T
.
Proof. This is the inverse statement of [29, Theorem 2.3]. In the notation of that
theorem, Y1 = K[1/2,−a,−b,3/2]Y0. Note that the argument order PV I(θ0, θ1, θt, θ∞)
rather than PV I(θ0, θt, θ1, θ∞) is used in [29]. 
Despite the complicated nature of Kitaev’ quadratic transformation, its huge
merit is that it is realised on the Fuchsian system as the composition of a rational
transformation of the auxiliary variable λ and a gauge transformation [17]. Our
proof heavily relies on this construction which we resume here, omitting all the
details.
We start from the initial Fuchsian system in the variable λ with monodromy
matrices M0,Mt,M1 with respect to the basis of loops Γ0,Γt,Γ1,Γ∞ satisfying the
following ordering (see Figure 1):
(3.1) Γ1ΓtΓ0 = Γ
−1
∞ .
We then perform a rational transformation of the auxiliary variable λ:
(3.2) λ = µ2,
so that the one obtains a new Fuchsian system in the form:
(3.3)
dΦ
dµ
=
(
2A0
µ
+
At
µ− τ +
At
µ+ τ
+
A1
µ− 1 +
A1
µ+ 1
)
Φ,
where τ2 = t. Kitaev proves that now 0 and∞ are apparent singularities and elimi-
nates them by a rational gauge transformation leading to the intermediate Fuchsian
system with 4 poles, ±τ,±1. Then he performs a conformal transformation
ν =
(µ+ 1)(τ + 1)
2(µ+ τ)
,
mapping
−1→ 0, 1→ 1, −τ →∞, τ → T := (τ + 1)
2
4τ
,
and leading to the final Fuchsian system with 4 poles, 0, T, 1,∞:
(3.4)
dΦ˜
dν
=
(
A˜0
ν
+
A˜t
ν − T +
A˜1
ν − 1
)
Φ˜.
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0 1
t
Γ0
Γ1
Γt
P1ν
Figure 1. The basis of loops in Pλ.
Finally Kitaev proves that correspondingly the solutions q(t) of the sixth Painleve´
undergo a quadratic transformation (see formula (23) in [17]).
Our aim is to produce the corresponding transformation on the monodromy
matrices, i.e. to express the monodromy matrices of the final Fuchsian system in
terms of the initial ones.
Let us concentrate on the first step: the rational transformation of the auxiliary
parameter λ. Let us choose a basis of loops in Pµ, according to the following
ordering (see Figure 2):
γµ1 γ
µ
τ γ
µ
0 γ
µ
−1γ
µ
−τ = (γ
µ
∞)
−1
.
To draw the loops we use the fact that the preimage of the upper half-plane of
P1λ consists of the first and third quadrants in P1µ. Following the four basic µ-paths
through the quadrants allows us to draw their projections in P1λ easily. The images
γλi , i = ±1,±τ, 0,∞ in Pλ, of the basic loops γµi , i = ±1,±τ, 0,∞, in Pµ under the
double–covering (3.2) are:
γλ1 = Γ1, γ
λ
τ = Γ
,
t γ
λ
0 = Γ
2
0,(3.5)
γλ−1 = Γ
−1
0 Γ1Γ0, γ
λ
−τ = Γ
−1
0 ΓtΓ0, γ
λ
∞ = Γ
2
∞.
Note that the ordering of the two bases of loops are compatible, i.e. the images
satisfy the relation:
γλ1 γ
λ
τ γ
λ
0 γ
λ
−1γ
λ
−τ =
(
γλ∞
)−1
,
provided that the basic loops Γ0,Γt,Γ1,Γ∞ satisfy (3.1).
Observe that since the rational gauge transformations do not affect the mon-
odromy matrices, the second step of Kitaev procedure will not play act on the
monodromy matrices. The third step, i.e. the conformal transformation, only af-
fects the labelling of the loops, or equivalently of the monodromy matrices, so we
can now deduce the final transformation on the monodromy matrices:
(3.6) M˜0 = M0M1M
−1
0 , M˜T = Mt, M˜1 = M1, M˜∞ = M0MtM
−1
0 .
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0
−11
−√t
√
t
γµ0
γµ−1
γµ1
γµ−√t
γµ√
t
?
λ(µ) = µ2
P1µ
P1λ
0 1
t
γλ0
γλ−1
γλ1
γλ−√t
γλ√
t
Figure 2. Path transformation under the quadratic covering
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Note that M˜0M˜tM˜1M˜∞ = 1 since M20 = M
2
∞ = −11.
By using (3.6) it is straightforward to obtain the following transformation on the
monodromy manifold:
(3.7)
a˜0 = a1, a˜t = at, a˜1 = a1, a˜0t = ata1−a0ta01−at1, a˜01 = 2−a201, a˜t1 = at1.
By using Okamoto birational transformation, we conclude the proof of Theorem
1.2. 4
4. Quartic transformation on the monodromy manifold.
In this section we prove Theorem 1.3. To simplify the computations, we deal
with three different quartic transformations according to the following diagram:
PV I(ϑ, ϑ, ϑ, ϑ+ 1) PV I(0, 0, 0, 2θ∞)
PV I
(
1
2 ,
1
2 ,
1
2 , θ∞
)
PV I(θ∞, θ∞, θ∞, θ∞)
PV I(1−θ∞, 1−θ∞, 1−θ∞, 1−θ∞)
Ψ
[4]
V I
ζ˜
6
sρs∞
6
?
s∞sρs∞
6
?
sρ
-
-
PPPPPPPPPPq
ζ
where ϑ = θ∞2 − 14 .
As shown in the diagram, these three transformations are all related by Okamoto
birational transformations, each of them is ”simpler” for a specific task: ψ
[4]
V I is the
one which transforms the solutions of PVI most neatly, ζ is the one which is directly
obtained by composing two Kitaev’s transformations up to symmetries (we show in
the next page that ζ = σ1∞·Kitaev·σ0t·Kitaev), and ζ˜ will be the one which we build
by a single pull-back transformations of the associated Fuchsian system (see end of
this Section). Since according to [10] the transformations s∞ and sρ act as identity
on the monodromy manifold, we can deduce that these three transformations act
on the monodromy manifold in the same way.
Remark 4.1. Note that the most direct transformation obtained composing two
Kitaev’s quadratic transformations without the use of Okamoto symmetries is given
by PV I
(
1
2 , 1− θ∞, 12 , 12
) → PV I(1−θ∞, 1−θ∞, 1−θ∞, 1−θ∞). However, this trans-
formation requires a renormalization of the target Fuchsian system.
Let us recall the formulae for the transformation ψ
(4)
V I [27]:
ψ
(4)
V I(p, q, t) = (p˜, q˜, t) ,
with
q˜ =
(q2 − t)2
4q(q − 1)(q − t) ,
p˜ =
4q(q − 1)(q − t) [4q(q − 1)(q − t)p− (4θ∞+ 12 )(q(q − 1) + q(q − t) + (q − 1)(q − t))]
(q2 − t)(q2 − 2q + t)(q2 − 2qt+ t) .
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In order to keep track of these transformations, we use the following notation:
(q, p) − a solution of PV I (ϑ, ϑ, ϑ, ϑ) for ϑ = θ∞2 − 14 ,
(q˜, p˜) = ψ
(4)
V I(p, q, t) − a solution of PV I (0, 0, 0, 4ϑ− 1) for ϑ = θ∞2 − 14 ,
(y, p) = s∞sρ(q, p) − a solution of PV I
(
1
2 ,
1
2 ,
1
2 , θ∞
)
,
(y˜, p˜) = s∞sρ(q˜, p˜) − a solution of PV I (1− θ∞, 1− θ∞, 1− θ∞, 1− θ∞) ,
(yˆ, p˜) = s∞sρs∞(q˜, p˜) − a solution of PV I (θ∞, θ∞, θ∞, θ∞) .
Then we have
y = q +
(
3
4
− θ∞
2
)
1
p
, y˜ = q˜ +
1− θ∞
p˜
, yˆ = q˜ +
θ∞
p˜
.
Let us now see how to construct ζ(y, p) = (y˜, p˜). Let us fix the parameters
of the Painleve´ sixth equation in such a way that we can apply Kitaev’s quadratic
transformation twice (up to birational canonical transformations): θ0 = θt = θ1 =
1
2
and keep θ∞ arbitrary. This in particular means that
M20 = M
2
t = M
2
1 = −11, so that M∞ = −M1MtM0.
On the level of the monodromy matrices we proceed as follows:
(M0,Mt,M1,M∞)
σ1∞−−−−→ (M0,Mt,−M∞,−M−1∞ M1M∞)
Kitaev−−−−→ (−M0M∞M−10 ,Mt,−M∞,M0MtM−10 )
σ0t−−−−→ (Mt,−M−1t M0M∞M−10 Mt,−M∞,M0MtM−10 )
Kitaev−−−−→ (−MtM∞M−1t ,−M−1t M0M∞M−10 Mt,−M∞,−M0M∞M−10 )
= (−MtM∞M−1t ,MtM0M1,M1MtM0,M0M1Mt).
This corresponds to
(a0, at, a1, a∞, a0t, a01, at1) = (0, 0, 0, a∞, a0t, at1, a10)→
→ (−a∞,−a∞,−a∞,−a∞, 2− a2t1, 2− a201, 2− a20t),
which leads to (1.12) by Okamoto birational transformations.
To show that this is the desired transformation, we need to prove that ζ acts on
(p, q) as s∞sρs∞ψ
(4)
V Isρs∞, i.e. we need to prove the following formulae in terms of
(y, p):
y˜ =
L1 L2
4 pL5
, p˜ =
16pL3 L5
L1 L4
,(4.1)
where L1 =
(
py + 2θ∞−34
)2 − tp2, L2 = (py + 2θ∞−34 ) (py − 2θ∞−14 )− tp2,
L3 =
(
py + 2θ∞−34
) (
py − p+ 2θ∞−34
) (
py − tp+ 2θ∞−34
)
,
L4 =
((
py − p+ 2θ∞−34
)2
+ (t− 1)p2
)((
py − tp+ 2θ∞−34
)2 − t(t− 1)p2) ,
L5 =
(
py − θ∞4
)(
py + 2θ∞−34
)2− p (t+ 1)(py − 14)(py + 2θ∞−34 )+ tp2 (py + θ∞−24 ) .
In order to prove the same formulae from pullback transformation, we are go-
ing to build the quartic transformation ζ˜ on the PVI directly as a rational-pull-
back transformations of the corresponding Fuchsian system, i.e. by a unique RS-
transformation rather than the composition of two of them. The transformation
CUBIC AND QUARTIC TRANSFORMATIONS OF PVI 17
rule ζ˜(y, p) = (yˆ, p˜) is rather less pretty than (4.1):
yˆ =
L1 L6
4L3 L5
,
where
L6 = y
(
py + 2θ∞−34
)4− (t+ 1)(py + 2θ∞−14 )(pq + 2θ∞−34 )3+ 4θ∞−12 tp(py + 2θ∞−34 )2 +
+t(t+ 1)p2
(
py − 2θ∞+14
) (
py + 2θ∞−34
)− p3t2 (py − 12) .
The transformation ζ˜ is realised as the composition of a rational transformation R
of the auxiliary variable λ and a gauge transformation S.
The rational transformation is given by:
λ = R(µ) =
(µ2 − t)2
4µ(µ− 1)(µ− t) ,
note that R has the same form as the folding transformation ψ
[4]
V I on q. This maps
the initial Fuchsian system to a new Fuchsian system
dΦ
dµ
=
(
A∞
µ
+
A∞
µ− t +
A∞
µ− 1 +
2A0
µ− e1 +
2A0
µ− e2+(4.2)
+
2At
µ− e3 +
2At
µ− e4 +
2A1
µ− e5 +
2A1
µ− e6
)
Φ,
where e1, . . . , e6 are the roots of the following quadratic equations
e2i − t = 0, i = 1, 2,
e2i − 2si + t = 0, i = 3, 4,
e2i − 2tsi + t = 0 i = 5, 6.
It is worth observing that the above quadratic equations emerge as the numerators
of R, R− 1 and R− t respectively:
R(µ)− 1 = (µ
2 − 2µ+ t)2
4µ(µ− 1)(µ− t) , R(µ)− t =
(µ2 − 2tµ+ t)2
4µ(µ− 1)(µ− t) .
We now construct the gauge transformation by imposing that the apparent sin-
gularities e1, . . . , e6 have to be removed. This gauge transformation must have the
form
1√
(µ2 − t)(µ2 − 2µ+ t)(µ2 − 2tµ+ t)
(
G1,1 G1,2
G2,1 G2,2
)
,
with G1,1, G1,2, G2,1, G2,2 polynomials in µ of degree 3, 2, 2, 3, respectively, because:
• the local exponents 1/2 at the six apparent singularities must be shifted to
0, hence the denominator;
• the transformation matrix must be asymptotically the identity as µ→∞,
since we keep the local exponents at µ = ∞ the same as in λ = ∞; this
gives the degree bounds.
Besides, the local exponents −1/2 at the six singular points must be shifted to 0
as well.
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In order to carry out our computations it is better to parametrize the matrices
A0, At, A1 as follows:
(4.3) Ak(λ) =
1
2
 uk wk (θk − uk)θk + uk
wk
−uk
 for k ∈ {0, 1, t},
where
w0 =
k q
t (u0 − θ0) , w1 =
k (q − 1)
(1− t) (u1 − θ1) , wt =
k (q − t)
t (t− 1) (ut − θt) ,(4.4)
and
u0 =
1
2θ∞
(
s2 − 2θ∞ts− θ2∞tq(q − t− 1)
t (q − 1) (q − t) − θ
2
0 +
θ21(t− 1)q
t(q − 1) −
θ2t (t− 1)q
q − t
)
,
u1 =
1
2θ∞
(
s2 − 2θ∞qs+ θ2∞tq(q − t+ 1)
(1− t) q (q − t) − θ
2
1 +
θ20t(q − 1)
(t− 1)q +
θ2t t(q − 1)
q − t
)
,
ut =
1
2θ∞
(
s2 − 2θ∞tqs+ θ2∞tq(q + t− 1)
t (t− 1) q (q − 1) − θ
2
t +
θ20(q − t)
(t− 1)q +
θ21(q − t)
t(q − 1)
)
,
(4.5)
where
s = θ0(q − 1)(q − t) + θ1q(q − t) + (θt − θ∞)q(q − 1) + θ∞tq − 2q(q − 1)(q − t)p.
Here we have replaced p by the parameter s which gives an attractive parametriza-
tion of the particular traceless normalization of the 2× 2 Fuchsian system because
s = t(q − 1)u0 + (t− 1)qu1 + θ∞.
Note that in the above formulae for A0, At, A1, q denotes the generic solutions
of PV I(θ0, θt, θ1, θ∞), so that for the initial Fuchsian system we need to replace q
by y and (θ0, θt, θ1, θ∞) by
(
1
2 ,
1
2 ,
1
2 , θ∞
)
and for the final Fuchsian system we need
to replace q by yˆ and (θ0, θt, θ1, θ∞) by (θ∞, θ∞, θ∞, θ∞).
The local solutions of the initial system (after R transformation and before gauge
S) are:
1√
λ
((
w0
1
)
+O(λ)
)
at λ = 0,
1√
λ− 1
((
w1
1
)
+O(λ− 1)
)
at λ = 1,
1√
λ− t
((
wt
1
)
+O(λ− t)
)
at λ = t.
After a direct pull-back, the local solutions must be:
1√
µ2 − t
((
w0
1
)
+O(µ2 − t)
)
at µ = ±√t, etc.
To kill the local exponents −1/2, we must have(
G1,1 G1,2
G2,1 G2,2
)(
w0
1
)
divisible by µ2 − t,(
G1,1 G1,2
G2,1 G2,2
)(
w1
1
)
divisible by µ2 − 2µ+ t,
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G1,1 G1,2
G2,1 G2,2
)(
wt
1
)
divisible by µ2 − 2tµ+ t.
This gives exactly enough linear relations for the coefficients of G1,1, G1,2, G2,1,
G2,2 (as polynomials in µ) to determine the gauge matrix up to scalar multiples or
rows. We obtain:
G1,1 = (w0 − w1)(w0 − wt)(w1 − wt)µ3
+(wt(w0 − w1)(w0 + w1 − 2wt)t− w1(w0 − wt)(w0 + wt − 2w1))µ2
−(w20 + w0w1 + w0wt − 3w1wt)(w1 − wt)tµ
−(wt(w0 − w1)2t− w1(w0 − wt)2)t,
G1,2 = (wt(w0−w1)(w0wt+w1wt−2w0w1)t− w1(w0−wt)(w0w1+w1wt−2w0wt))µ2
+2tw0(w1 − wt)(w0wt + w0w1 − 2w1wt)µ
+(w2t (w0 − w1)2t− w21(w0 − wt)2)t,
G2,1 = ((w0 − w1)(w0 + w1 − 2wt)t− (w0 − wt)(w0 + wt − 2w1))µ2
−2t(w1 − wt)(2w0 − w1 − wt)µ− ((w0 − w1)2t− (w0 − wt)2)t,
G2,2 = (w0 − w1)(w0 − wt)(w1 − wt)µ3
+((w0−w1)(w0wt+w1wt−2w0w1)t− (w0−wt)(w0w1+w1wt−2w0wt))µ2
+t(w1 − wt)(3w20 − w0wt − w0w1 − w1wt)µ
+t(wt(w0 − w1)2t− w1(w0 − wt)2).
If we substitute in the formulae the expressions of w0, w1, wt, u0, u1, ut given by
formulae (4.4) and (4.5) the above expressions do not simplify. A check that this
transformation actually gives rise to the desired transformation law on (p, q) is a
straightforward but rather heavy computation. We have made a maple worksheet
available; see http://www.math.kobe-u.ac.jp/˜vidunas/PainleveQuartic.mw.
We are now going to prove that the corresponding transformation on the mon-
odromy manifold is given by formulae (1.12). Again, it is only the first transforma-
tion λ = R(µ) which carries all the information because the gauge transformation
does not affect the way monodromy matrices of the system (4.2) depend on the
initial ones which are computed with respect to the basis of loops Γ0,Γt,Γ1 shown
in Figure 1.
We use the same technique as in the proof of Theorem 1.2: we fix a basis of
loops γµ∞, γ
µ
0 , γ
µ
t , γ
µ
1 , γ
µ
e1 , . . . , γ
µ
e6 in Pµ such that (see Figure 3):
(4.6) γµ∞γ
µ
1 γ
µ
t γ
µ
0 γ
µ
e1 , . . . , γ
µ
e6 = 1.
We construct their images in the Pλ as in Figure 3 by marking a great circle (or a
line) through λ = 0, 1, t, and choosing z = ∞ to be inside the shaded half-plane.
We assume a base point to lie in the other half-plane. We mark the 6 branching
points e1, . . . , e6 in the µ–plane by 0
∗, 1∗ or t∗, depending on their images λ = 0,
λ = 1 or λ = t (Note that we do not draw the loops around e1, . . . , e6 because those
singularities are apparent).The pre-image of the circle segment in P1λ between 1 and
t must be a dessin d’enfant for the Belyi covering R(µ), which is (topologically) the
circle in µ-plane with the marked points 1∗, t∗. After adding the pre-images 0∗ we
obtain the pre images of the (shaded and white) half-planes of P1λ. Topologically,
the pre-image of the circle in P1λ is an octahedral graph. The pre-images µ = 0,
µ = 1, µ = t, µ = ∞ of λ = ∞ lie in the 4 different shaded regions on P1µ. The
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images of the basis paths γµ0 , γ
µ
t , γ
µ
1 , γ
µ
∞ are obtained by following which segments
between the 0∗, 1∗, t∗ points they cross.
We see that:
γλ0 = Γ
−1
t Γ∞Γt, γ
λ
t = Γ
−1
1 Γ∞Γ1, γ
λ
1 = Γ∞,
so that
M˜0 = M
−1
t M∞Mt, M˜t = M
−1
1 M∞M1, M˜1 = M∞,
from which we get (1.12). 4.
5. Picard case: proof of Theorem 1.5
Here we prove Theorem 1.5. We use the fact that the general solution of PVI in
Picard case is given by
q(t; ν1, ν2) = ℘
(
ν1ω1(t) + ν2ω2(t);ω1(t), ω2(t)
)
+
t+ 1
3
where (ν1, ν2) ∈ C2 are free parameters, and the half–periods ω1,2(t) are two linearly
independent solutions of the following hypergeometric equation:
t(1− t)ω′′(t) + (1− 2t)ω′(t)− 1
4
ω(t) = 0.
The free parameters ν1, ν2 are defined modulo 2 and are generically (i.e. for ν1, ν2 6=
0, 1) related to the monodromy data as follows [20]:
(5.1) a0t = −2 cos(piν2), a01 = −2 cos(pi(ν1 − ν2)), at1 = −2 cos(piν1).
Let us consider the third transformation of Theorem 1.1 on the monodromy mani-
fold:
(5.2) (a0t, a01, at1) 7→ (−a0t − a01at1,−a01 − a0tat1,−at1 − a01a0t).
The corresponding transformation on PVI must map Picard solutions to Picard
solutions:
℘(ν1ω1(t)+ν2ω2(t);ω1(t), ω2(t))+
t+ 1
3
→ ℘(ν˜1ω1(t˜)+ν˜2ω2(t˜);ω1(t˜), ω2(t˜))+ t˜+ 1
3
,
where, by using (5.1) and (5.2):(
ν˜1
ν˜2
)
=
(
1 −2
2 −1
)(
ν1
ν2
)
,
which leads to an isogeny of degree three on the elliptic curve
(5.3) w2 = q(q − 1)(q − t).
Producing generic isogenies of low degree is apparently a frequent routine for
those working on elliptic curves. We computed a general form of a cubic isogeny
between two elliptic curves in the Weiertstrass form using the Ve´lu Theorem (see
chapter 25 in [13]). Here are the elliptic curves and the isogeny.
E1 : w
2 = y3 + 3a(a+ 2b)y + a(3b2 − a2),
E2 : W
2 = Y 3 − 3a(19a+ 18b)Y − a(169a2 + 252ab+ 81b2),(5.4)
Y = y +
12a(a+ b)(y + b)
(y − a)2 , W = w −
12a(a+ b)(y + a+ 2b)w
(y − a)3 ,
The parameters a, b are to be considered as a homogeneous pair. The points with
y = a on E1 are rational points of order 3.
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0? t?
t?
1?
1?
0
1
t
∞
γµ0
γµ1
γµ∞
γµt
?
λ(µ) = (µ
2−t)
4µ(µ−1)(µ−t)
P1µ
P1λ
0
1
t
∞
γλ0
γλ1
γλ∞
γλt
Figure 3. Path transformation under the degree 4 covering
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To derive the transformation between solutions of the Painle´ve sixth equation,
we translate this isogeny to a transformation between the elliptic curves in the
Legendre form, i.e. between the elliptic curve (5.3) and
(5.5) w˜2 = q˜(q˜ − 1)(q˜ − t˜).
As a first step to achieve this, we have to parameterise y and b in such a way that
the cubic polynomial on the right end side of E1 has a rational root y0, then shift
this rational root to 0. We then repeat the procedure imposing a second rational
root and shifting it to 1.
The parameters a, b form a homogeneous pair, so we can put a = 1 without loss
of generality. To find the correct parameterisation, we impose that the discriminant
in b in equation
y3 + 3(1 + 2b)y + (3b2 − 1) = 0
is a perfect square when evaluated at y0. This leads to impose y0 = 1 − u2/3 and
therefore b = u3/9+u2/3−1. By shifting y 7→ y+1−u2/3 and Y 7→ Y +1+4u+4u2
the two elliptic curves and the isogeny between them become:
E′1 : w
2 = y
(
y2 + (3− u2)y + u
3(u+ 2)
3
)
,
E′2 : W
2 = Y
(
Y 2 + 3(1 + 4u+ u2)Y + 3u(u+ 2)3
)
,
Y =
y
(
y − 2u− u2)2
(y − 13u2)2
, W = w − 4u
2(1 + 13u)(y +
2
9u
3 + 13u
2)
(y − 13u2)3
w.
Now we need to factorize the quadratic polynomial in E′1, namely y
2 + (3− u2)y+
u3(u+2)
3 . The discriminant with respect to y is equal to − 13 (u − 1)(u + 3), and to
make it a perfect square we substitute u 7→ 3s/(s2 + s+ 1). After the scalings
y 7→ −3(2s+ 1)y/(s2 + s+ 1)2, Y 7→ −3(2s+ 1)3Y/(s2 + s+ 1)2
we get the new elliptic curves and the isogeny between them in the form:
E′′1 : w
2 = − 27(2s+ 1)
3
(s2 + s+ 1)6
y (y − 1)
(
y − s
3(s+ 2)
2s+ 1
)
,
E′′2 : W
2 = − 27(2s+ 1)
9
(s2 + s+ 1)6
Y (Y − 1)
(
Y − s(s+ 2)
3
(2s+ 1)3
)
,
Y =
y (y + s(s+ 2))
2
((2s+ 1)y + s2)2
, W = w − 4s
2(s+ 1)2((2s+ 1)(s2 + s+ 1)y − s2(s2 + 3s+ 1))w
((2s+ 1)y + s2)3
.
At the last step, we get rid of the front factors (in s) of the cubic polynomials by
rescaling w. Although the rescaling would require the square root
√−3(2s+ 1),
the square roots for w and W would cancel out, and we just have to divide w (in
both instances) by (2s+ 1)3 in the isogeny expression. The y-component does not
change at all.
And it is the y component that gives the transformation of Painleve´ solutions,
namely we identify y with q and Y with q˜ in the above formulae, thus proving
Theorem 1.5.
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Appendix A Isomonodromic deformations associated to the sixth
Painleve´ equation
Here we recall without proof some very well known facts about the Painleve´
sixth equation and its relation to the monodromy preserving deformations equations
[15, 16].
The sixth Painleve´ sixth equation (1.1) describes the monodromy preserving
deformations of a rank 2 meromorphic connection over P1 with four simple poles
0, t, 1 and ∞:
(A.1)
dΦ
dλ
=
(
A0(t)
λ
+
At(t)
λ− t +
A1(t)
λ− 1
)
Φ,
where
eigen(Ai) = ±θi
2
, for i = 0, t, 1, A∞ := −A0 −At −A1(A.2)
A∞ =
(
θ∞
2 0
0 − θ∞2
)
,(A.3)
and the parameters θi, i = 0, t, 1,∞ are related to the PVI parameters by (1.2). The
precise dependence of the matrices A0, At, A1 on the PVI solution q(t) and its first
derivative q˙(t) can be found in [16], we will use a slightly modified parametrisation
in Section 4 which simplifies our formulae. In this paper we assume θ∞ 6∈ Z.
The solution Φ(λ) of the system (A.1) is a multi-valued analytic function in the
punctured Riemann sphere P1 \ {0, t, 1,∞} and its multivaluedness is described
by the so-called monodromy matrices, i.e. the images of the generators of the
fundamental group under the anti-homomorphism
ρ : pi1
(
P1\{0, t, 1,∞}, λ0
)→ SL2(C).
In this paper we fix the base point λ0 at infinity and the generators of the funda-
mental group to be l0, lt, l1, where each li, i = 0, t, 1, encircles only the pole i once
and l0, lt, l1 are oriented in such a way that
(A.4) M0MtM1M∞ = 1 ,
where M∞ = exp(2piiA∞).
A.1. Riemann-Hilbert correspondence and monodromy manifold. Let us
denote by F(θ0, θt, θ1, θ∞) the moduli space of rank 2 meromorphic connection
over P1 with four simple poles 0, 1, t,∞ of the form (A.1). Let M(a0, at, a1, a∞)
denote the moduli of monodromy representations ρ up to Jordan equivalence, with
the local monodromy data of ai’s prescribed by (1.3). Then the Riemann-Hilbert
correspondence
F(θ1, θ2, θ3, θ∞)\G →M(θ1, θ2, θ3, θ∞)\GL2(C),
where G is the gauge group [1], is defined by associating to each Fuchsian system
its monodromy representation class. The representation space M(a0, at, a1, a∞) is
realised as an affine cubic surface (see [14, 11]). Let us briefly recall this construc-
tion.
With a0t, a01, at1 defined as in (1.4), Jimbo observed that the relation (A.4) gives
rise to the following relation:
a20t + a
2
01 + a
2
t1 + a0ta01at1 − ω0ta0t − ω01a01 − ωt1at1 + ω∞ = 0,
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with the ω-parameters defined as in (1.6). In [11], Iwasaki proved that the tuple
(a0, at, a1, a0t, a01, at1) satisfying the cubic relation (1.5) provides a set of coordi-
nates on a large open subset S ⊂ M. In this paper, we restrict to such open
set.
Appendix B Hamiltonian structure and Okamoto birational
transformations
The sixth Painleve´ equation admits Hamiltonian formulation [22], i.e. it is equiv-
alent to the following system of first order differential equations:
(B.1) q˙ =
∂H
∂p
, p˙ = −∂H
∂q
where q(t) is the solution of the PVI and the Hamiltonian H(p, q, t) is given by the
following:
H = 1t(t−1)
[
q(q − 1)(q − t)p2 − {θ0(q − 1)(q − t)+
+θ1q(q − t) + (θt − 1)q(q − 1)}p+ κ(q − t)
]
,
with
κ =
(θ0 + θt + θ1 − 1)2 − (θ∞ − 1)2
4
.
Okamoto studied the group GV I of birational canonical transformations of the
Hamiltonian system (p, q, t,H), involving different parameters. In [23] he showed
that GV I is isomorphic to the extended affine Weyl group of type F4. Following
[21], we list Okamoto birational transformations in the Table here below.
θ0 θt θ1 θ∞ p q t
s0 −θ0 θt θ1 θ∞ p− θ0q q t
st θ0 −θt θ1 θ∞ p− θtq−t q t
s1 θ0 θt −θ1 θ∞ p− θ1q−1 q t
s∞ θ0 θt θ1 2− θ∞ p q t
sρ θ0 + ρ θt + ρ θ1 + ρ θ∞ + ρ p q + ρp t
r0 θ∞ − 1 θ1 θt θ0 + 1 −q(pq+ρ)t t/q t
r1 θt θ0 θ∞ − 1 θ1 + 1 (q−1)((q−1)p+ρt−1 q−tq−1 t
rt θ1 θ∞ − 1 θ0 θt + 1 −(q−t)((q−t)p+ρ)t(t−1) t(q−1)q−t t
σ01 θ1 θt θ0 θ∞ −p 1− q 1− t
σ0∞ θ∞ − 1 θt θ1 θ0 + 1 −q(1 + ρ+ qp) 1/q 1/t
σ0t θt θ0 θ1 θ∞ −(t− 1)p t−qt−1 tt−1
Table: Bi-rational transformations for Painleve´ VI, ρ = 2−θ0−θt−θ1−θ∞2 .
The first five transformations s0, st, s1, s∞, sρ generate a group isomorphic to the
affine Weyl group W (D
(1)
4 ) of type D4. Inaba, Iwasaki and Saito [10] proved that
the action of this subgroup is the identity on the monodromy manifold.
The extended affine group of type D4 is obtained by adding the generators r0, rt
(we listed also r1 even though it is not needed as a generator). These act as
permutations on the monodromy matrices and on the monodromy manifold they
simply permute and change of two signs as eplained in Subsection 2.1 (see for
example [18]).
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To obtain the extended affine Weyl group of type F4 we need to add the sym-
metries σ01, σ0∞, σ0t in which the time variable is changed by fractional linear
transformations. The action on the monodromy matrices was obtained in [5]).
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