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EXISTENCE OF INVARIANT NORMS IN p-ADIC
REPRESENTATIONS OF GL2(F ) OF LARGE WEIGHTS
ERAN ASSAF
Abstract. In [BS07] Breuil and Schneider formulated a conjecture on the
equivalence of the existence of invariant norms on certain p-adically locally al-
gebraic representations of GLn(F ) and the existence of certain de-Rham repre-
sentations of Gal(F/F ), where F is a finite extension of Qp. In [Bre03b, DI13]
Breuil and de Ieso proved that in the case n = 2 and under some restrictions,
the existence of certain admissible filtrations on the φ-module associated to
the two-dimensional de-Rham representation of Gal(F/F ) implies the exis-
tence of invariant norms on the corresponding locally algebraic representation
of GL2(F ). In [Bre03b, DI13], there is a significant restriction on the weight -
it must be small enough. In [CEG+13] the conjecture is proved in greater gen-
erality, but the weights are still restricted to the extended Fontaine-Laffaille
range. In this paper we prove that in the case n = 2, even with larger weights,
under some restrictions, the existence of certain admissible filtrations implies
the existence of invariant norms.
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1. Introduction, Notation and Main Results
1.1. Introduction. Let p be a prime number. Let F be a finite extension of Qp,
and let C be a finite extension of Qp which is “large enough” in a precise way to be
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defined in Section 2. This paper lies in the framework of the p-adic local Langlands
programme, whose goal is to associate to certain n-dimensional continuous p -adic
representations of Gal(F/F ), certain representations of G = GLn(F ).
If F = Qp and n = 2, then this is essentially well understood - one has a corre-
spondence V 7→ Π(V ) ([Col10],[Pasˇ13],[CDP13]) associating to a 2-dimensional C-
representation V of Gal(Qp/Qp), a unitary admissible representation of GL2(Qp).
This correspondence is compatible with the classical local Langlands correspon-
dence and with completed tale cohomology ([Eme10]).
Other cases seem somewhat more delicate. In particular, Breuil and Schnei-
der have formulated in [BS07] a conjecture, generalizing a previous conjecture of
Schneider and Teitelbaum [STUS06], which reveals a deep connection between the
category of n-dimensional continuous de-Rham representations of Gal(F/F ), and
certain locally algebraic representations of GLn(F ).
By the theory of Colmez and Fontaine ([CF00]), one knows that a de-Rham
representation of Gal(F/F ), V , is equivalent to a vector space, D = DdR(V ),
equipped with an action of the Weil-Deligne group of F and a filtration, such that
the filtration and the action satisfy a certain relation called weak admissibility. To
this object, called the filtered (φ,N)-module attached to V , one can associate a
smooth representation π of GLn(F ) by a slight modification of the classical local
Langlands correspondence ([BS07], p. 16-17). On the other hand, the Hodge-
Tate weights of the filtration give rise to an irreducible algebraic representation of
GLn(F ), which we denote by ρ. The Breuil-Schneider conjecture essentially says
that the existence of a weakly admissible filtration on D must be equivalent to
the existence of a GLn(F )-invariant norm on the locally algebraic representation
ρ ⊗ π. We mention that partial results, in this generality, have been obtained by
Hu ([Hu09]), who proved that the existence of an invariant norm on ρ⊗ π implies
the existence of a weakly admissinble filtration on D, and Sorensen ([Sor13]), who
proved the equivalence when π is essentially discrete series.
In this paper we consider the particular case where n = 2, and the representation
of the Galois group is crystalline.
Let D be a φ-module of rank 2 over F ⊗Qp C, equipped with a weakly admissible
filtration. Imposing some additional technical restrictions on the weights of the
filtration and on the smooth part, we show in this paper that the locally algebraic
representation Π(D) associated to D according to the above process admits a G-
invariant norm. The methods we employ in order to prove this result are well-
known and were previously employed by Breuil ([Bre03b]) and de Ieso ([DI13]). The
novelty of this paper is the extension of these methods to larger weights, even though
this is accompanied by a substantial restriction on the smooth representation, π.
We remark that in [CEG+13], the authors have proved many cases of the con-
jecture formulated by Breuil and Schneider, using global methods. However, the
results we obtain in this paper are not included in their work, as they restrict the
weights to be in the extended Fontaine-Laffaille range, which, for n = 2, means
that the weight is small.
1.2. Notation. Let p be a prime number. Fix an algebraic closure Qp of Qp, and
a finite extension F of Qp, contained in Qp. Denote by OF the ring of integers of
F , by pF its maximal ideal, and by κF = OF /pF its residue field. We also fix a
uniformizer ̟ = ̟F ∈ pF .
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Denote by C a finite extension of Qp satisfying |S| = [F : Qp], where S :=
Homalg(F,C), and containing a square root of σ(̟) for every σ ∈ S.
Denote by OC the ring of integers of C, by pC its maximal ideal, and by κC =
OC/pC its residue field. We also fix a uniformizer ̟ = ̟C ∈ pC .
We denote f = [κF : Fp], q = p
f the size of the residue field, and by e we denote
the ramification index of F over Qp, so that [F : Qp] = ef and κF ≃ Fq. We
denote by F0 = Frac(W (κF )) the maximal unramified subfield of F , and by ϕ0
the absolute Frobenius of degree p in Gal(F0/Qp). We denote by Gal(F/F ) the
Galois group of F and by W (F/F ) its Weil group. Class field theory gives rise to a
homomorphism rec :W (F/F )ab → F× (Artin reciprocity map) which we normalize
by sending the coset of the arithmetic Frobenius to ̟−1O×F .
Denote by v = vF the p-adic valuation on Qp normalized by vF (̟) = 1. If x ∈ F ,
we let |x| = q−vF (x). If λ ∈ κF , we denote by [λ] the Teichmller representative of
λ in OF . If µ ∈ C×, we denote by nr(µ) : F× → C× the unramified character
sending ̟ to µ.
Denote by G the algebraic group GL2 defined over OF , and let G = G(F ) be
its F -points.
Let B be the Borel subgroup of G consisting of upper triangular matrices, and
let B = B(F ) be its F -points.
Let N be the unipotent radical of B, and let N = N(F ) be its F -points.
Let K be the group GL2(OF ), which is, up to conjugation, the unique maximal
compact subgroup of G. Let I be the Iwahori subgroup of K corresponding to B,
and let I(1) be its pro-p-Iwahori.
Recall that the reduction mod pF induces a surjective homomorphism
red : K → G(κF )
and that I = red−1(B(κF )) and I(1) = red
−1(N(κF )).
We denote by Z ≃ F× the center of G, and denote
α =
(
1 0
0 ̟
)
, w =
(
0 1
1 0
)
, β = αw =
(
0 1
̟ 0
)
.
If λ ∈ OF , we denote
wλ =
(
0 1
1 −λ
)
.
If n = (nσ)σ∈S ,m = (mσ)σ∈S are elements of Z
S
≥0, we write:
(i) n! =
∏
σ∈S nσ!
(ii) |n| =
∑
σ∈S nσ
(iii) n−m = (nσ −mσ)σ∈S
(iv) n ≤ m if nσ ≤ mσ for all σ ∈ S
(v)
(
n
m
)
= n!m!(n−m)!
(vi) If z ∈ OF , we write zn =
∏
σ∈S σ(z)
nσ .
1.3. Main Results. We fix (λ1, λ2) ∈ C× × C× such that λ1λ
−1
2 /∈ {q
2, 1} and
k ∈ ZS≥0. Denote
S+ = {σ ∈ S | kσ 6= 0} ⊆ S
We also fix some ι ∈ S, and partition S+ according to the action of σ ∈ S+ on the
residue field. More precisely, for each l ∈ {0, . . . , f − 1}, denote
Jl = {σ ∈ S
+ | σ([ζ]) = ι ◦ ϕl0([ζ]) ∀ζ ∈ κF }.
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For example, if F is unramified, then |Jl| ≤ 1 for all l.
If i ∈ Z, we denote by i the unique representative of i mod f in {0, . . . , f − 1}.
For σ ∈ Jl, we denote
vσ = inf
{
i | 1 ≤ i ≤ f, Jl+i 6= ∅
}
that is, the smallest power of Frobenius ϕ0 that is needed to pass from Jl to another,
nonempty Jk.
We denote by χ : GL2(F )→ F× the character defined by(
a b
c d
)
7→ ̟−vF (ad−bc)
For k ∈ Z≥0, we denote by ρk the irreducible algebraic representation of G of
highest weight diag(x1, x2) 7→ xk2 with respect to B, the Borel subgroup of upper
triangular matrices.
We regard it also as a representation of G = G(F ), and for any σ ∈ S, denote
by ρσk the base change of ρk to a representation of G⊗F,σ C.
Also, for any σ ∈ S, we fix a square root of σ(̟) and write ρσ
k
= ρσk ⊗C (σ ◦χ)
k
2 .
For k ∈ ZS≥0, we write
ρk =
⊗
σ∈S
ρσkσ , ρk =
⊗
σ∈S
ρσ
kσ
Let T be the standard maximal torus of B consisting of diagonal matrices, and
let T = T(F ).
Definition 1.1. Let θ : T → C× be a C-character of T inflated to B, via T ≃ B/N .
The smooth principal series representation corresponding to θ is
IndGB(θ) =
{
f : G→ C |
∃Uf open s.t. f(bgk) = θ(b)f(g)
∀g ∈ G, b ∈ B, k ∈ Uf
}
with the group G acting by right translations, namely (gf)(x) = f(xg) for all
x, g ∈ G and f ∈ IndGB(θ) .
Finally, we denote by
π = IndGB(nr(λ
−1
1 )⊗ nr(λ
−1
2 ))
the smooth unramified parabolic induction.
Note that the hypothesis on (λ1, λ2) assures us that π is irreducible.
We shall from now on consider the irreducible locally algebraic representations
of the form ρ
k
⊗ π.
Note that ρk is not the most general irreducible algebraic representation of G,
as it can be twisted by a power of the determinant.
However, for the purpose of existence of G-invariant norms, a twist by a power
of the determinant is equivalent to a twist by a power of χ, which can be then
absorbed by π into the values of λ1, λ2.
The Breuil-Schneider conjecture can be reformulated as follows (see [DI13])
Conjecture 1.1. The following two statements are equivalent:
(i) The representation ρk ⊗ π admits a G-invariant norm, i.e. a p-adic norm
such that ‖gv‖ = ‖v‖ for all g ∈ G and v ∈ ρk ⊗ π.
(ii) The following inequalities are satisfied:
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• vF (λ
−1
1 ) + vF (λ
−1
2 ) + |k| = 0
• vF (λ
−1
2 ) + |k| ≥ 0
• vF (qλ
−1
1 ) + |k| ≥ 0
The implication (i) ⇒ (ii) of Conjecture 1.1 follows from the work of Hu, which
shows it in full generality (for GLn(F )) in [Hu09], using a result of Emerton ([E
+05],
Lemma 1.6).
It remains to show (ii)⇒ (i).
The case λ1 ∈ O
×
C (resp. qλ2 ∈ O
×
C ) is treated in [DI13, Prop. 4.10] hence we
may assume that λ1, qλ2 /∈ O
×
C .
In [Bre03b, DI13] Breuil and de Ieso represent ρ
k
⊗π as a quotient of a compact
induction.
We briefly recall the definition of locally algebraic compact induction.
Definition 1.2. Let G be a topological group, and let H be a closed subgroup.
Let R be either OC or C. Let (π, V ) be an R-linear representation of H over a free
R-module of finite rank V . We denote by indGHπ or by ind
G
HV the locally algebraic
compact induction of (π, V ) from H to G. The space of the representation is
(1) indGHπ ={
f : G→ V |
f(hg) = π(h)f(g) ∀h ∈ H
f has compact support mod H, f is locally algebraic
}
and G acts on indGHπ by right translation, i.e. (gf)(x) = f(xg) for all g, x ∈ G.
Then
ρ
k
⊗ π ≃
indGKZρk
(T − a)indGKZρk
=: Πk,a
where a = λ1 + qλ2 ∈ pC , ρ0k is an OC-lattice in ρk, ind
G
KZ denotes the compact
induction, and T is the usual Hecke operator [BL+94].
We then have a natural map
θ :
indGKZρ
0
k
(T − a)(indGKZρ
0
k
)
→ Πk,a
whose image is denoted by Θk,a.
This is a sub-OC [K]-module of finite type which generates ρk ⊗ π over C.
Proving Conjecture 1.1 is then equivalent to proving that Θk,a is separated, i.e.
does not contain a C-line (see [E+05, Prop. 1.17]) . In this paper, we prove that
this is the case, for some additional values of k and a.
This generalizes the previous works of Breuil and de Ieso in [Bre03b, DI13], using
similar methods.
In fact, de Ieso proves the following theorem:
Theorem 1.2. We follow the preceding notations. The morphism θ is injective if
and only if the following two conditions are satisfied:
(i) For all l ∈ {0, . . . , f − 1}, |Jl| ≤ 1 .
(ii) For all σ ∈ Jl
kσ + 1 ≤ p
vσ .
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As a corollary, it follows that under these conditions Θk,a is separated.
In this paper, we prove that even in some cases where θ is not injective, the
lattice Θk,a is still separated. Namely, we prove the following theorem:
Theorem 1.3. We follow the preceding notations. Assume that |S+| = 1, denote
by σ the unique element in S+, and let k = kσ = d · q+ r, with 0 ≤ r < q. Assume
that one of the following three conditions is satisfied:
(i) k ≤ 12q
2 with r < q − d and vF (a) ∈ [0, 1].
(ii) k ≤ 12q
2 with 2vF (a)− 1 ≤ r < q − d and vF (a) ∈ [1, e].
(ii) k ≤ min
(
p · q − 1, 12q
2
)
, d− 1 ≤ r and vF (a) ≥ d.
Then Θk,a is separated.
Therefore, these conditions on k, a ensure the existence of a G-invariant norm
on ρ
k
⊗ π, establishing new cases of Conjecture 1.1.
Example 1.4. Here are a couple of explicit examples for the established new cases:
(1) Let p 6= 2, k = 12 (q
2 − 1) and vF (a) ∈ [0,min(e,
q+1
4 )]. Then, as k =
1
2 (q − 1)q +
1
2 (q − 1), we see that d = r =
1
2 (q − 1), hence
2vF (a)− 1 ≤ 2 ·
q + 1
4
− 1 =
1
2
(q − 1) = r < q − d =
1
2
(q + 1)
so either (i) or (ii) in Theorem 1.3 is satisfied, showing that the lattice Θk,a
is separated in this case.
(2) Let q = p 6= 2, k = 12 (p
2 − 1) and vF (a) ≥
1
2 (p − 1). As in the previous
example, d = r = 12 (p−1), hence d−1 ≤ r, and vF (a) ≥ d. This shows that
condition (iii) in Theorem 1.3 is satisfied, showing that the lattice Θk,a is
separated in this case.
2. Preliminaries
2.1. The Bruhat-Tits Tree. We refer to [Bre03a] and [Ser80] for further details
concerning the construction and properties of the Bruhat-Tits tree of G.
Let T be the Bruhat-Tits tree of G: its vertices are in equivariant bijection with
the left cosets G/KZ.
The tree T is equipped with a combinatorial distance, and G acts on it by
isometries.
We denote by s0 the standard vertex, corresponding to the trivial class KZ.
Equivalently, as the vertices are in equivariant bijection with homothety classes
of lattices in F 2, s0 corresponds to the homothety class of the lattice OF ⊕OF .
For n ≥ 0, we call the collection of vertices in T at distance n from the standard
vertex s0, the circle of radius n.
Recall that we have the Cartan decomposition
(2) G =
∐
n∈N
KZα−nKZ =
(∐
n∈N
IZα−nKZ
)∐(∐
n∈N
IZβα−nKZ
)
.
In particular, for any n ∈ N, the classes of KZα−nKZ/KZ correspond to vertices
si of T such that d(si, s0) = n. Denote I0 = {0}, and for any n ∈ N>0
In =
{
[µ0] +̟[µ1] + . . .+̟
n−1[µn−1] | (µ0, . . . , µn−1) ∈ κ
n
F
}
⊆ OF
is a set of representatives for OF /̟
nOF .
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For n ∈ N and µ ∈ In, we denote :
g0n,µ =
(
̟n µ
0 1
)
, g1n.µ =
(
1 0
̟µ ̟n+1
)
.
We note that g00,0 is the identity matrix, g
1
0,0 = α and that, for all n ∈ N and
any µ ∈ In , we have g1n,µ = βg
0
n,µw. Then, g
0
n,µ and g
1
n,µ define a system of
representatives for G/KZ:
(3) G =

 ∐
n∈N,µ∈In
g0n,µKZ

∐

 ∐
n∈N,µ∈In
g1n,µKZ

 .
For n ∈ N we denote
S0n = IZα
−nKZ =
∐
µ∈In
g0n,µKZ, S
1
n = IZβα
−nKZ =
∐
µ∈In
g1n,µKZ
and we let Sn = S
0
n
∐
S1n and Bn = B
0
n
∐
B1n, where B
0
n =
∐
m≤n S
0
m and B
1
n =∐
m≤n S
1
m.
In particular, we have S0 = KZ
∐
αKZ.
Remark 2.1. Recall, as in [Bre03a, DI13] that S0n
∐
S1n−1 (resp. B
0
n
∐
B1n−1) is
the collection of vertices in T at distance n (resp. at most n) from s0. Similarly,
S1n
∐
S0n−1 (resp. B
1
n
∐
B0n−1) is the collection of vertices in T at distance n (resp.
at most n) from αs0.
We denote byR either the field C or its ring of integersOC . Let σ be a continuous
R-linear representation of KZ on a free R-module of finite rank Vσ. We denote by
indGKZσ the R-module of functions f : G → Vσ compactly supported modulo Z,
such that
f(κg) = σ(κ)f(g) ∀κ ∈ KZ, g ∈ G
with G acting by right translations, i.e. (g · f)(g′) = f(g′g).
As in [BL+94], for g ∈ G, v ∈ Vσ, we denote by [g, v] the element of indGKZσ
supported on KZg−1 and such that [g, v](g−1) = v.
Then we have
∀g, g′ ∈ G, v ∈ Vσ g · [g
′, v] = [gg′, v]
∀g ∈ G, κ ∈ KZ, v ∈ Vσ [gκ, v] = [g, σ(κ)v]
(4)
We can think of indGKZσ as a vertex coefficient system on T , having σ as the mod-
ule on each vertex, identifying [g, v] with the vector v at the vertex corresponding
to g, i.e. identifying vertex g with KZg−1. Note that the choice of representative
for gKZ affects the choice of vector v ∈ σ.
Recall the following result ([BL+94, §2]), which gives a basis for the R[G]-module
indGKZσ.
Proposition 2.1. Let B be a basis for Vσ over R, and let G be a system of represen-
tatives for left cosets of G/KZ. Then the family of functions I := {[g, v] | g ∈ G, v ∈ B}
forms a basis for indGKZσ over R.
Remark 2.2. The representation indGKZσ is isomorphic to the representation of
G given by the R[G]-module R[G]⊗R[KZ] Vσ . More precisely, if g ∈ G and v ∈ Vσ
, then the element g ⊗ v corresponds to the function [g, v].
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From proposition 2.1 and the decomposition (3), any function f ∈ indGKZσ can
be written uniquely as a finite sum of the form
f =
n0∑
n=0
∑
µ∈In
(
[g0n,µ, v
0
n,µ] + [g
1
n,µ, v
1
n,µ]
)
with v0n.µ, v
1
n,µ ∈ Vσ, and where n0 is a non-negative integer, which depends on f .
We call the support of f the collection of gin,µ such that v
i
n,µ 6= 0. We write f ∈ Sn
(resp. Bn, S
0
n, etc. ) if the support of f is contained in Sn (resp. Bn, S
0
n, etc. ).
We write f ∈ B0 if the support of f is contained in B0n for some n, and f ∈ B
1 if
the support of f is contained in B1n for some n.
Let π be a continuous R-linear representation of G over an R-module. From
[BL+94], we have a canonical isomorphism of R-modules
HomR[G](ind
G
KZσ, π) ≃ HomR[KZ](σ, π |KZ)
which translates to the fact that the functor of compact induction indGKZ is left
adjoint to the restriction functor, and is called compact Frobenius reciprocity.
2.2. Hecke Algebras. Let σ be a continuous R-linear representation of KZ over
a free R-module Vσ of finite rank. The Hecke algebra H(KZ, σ) associated to KZ
and σ is the R-algebra defined by
H(KZ, σ) = EndR[G](ind
G
KZσ).
We can interpret H(KZ, σ) as a convolution algebra. In fact, denote by HKZ(σ)
the R-module of functions ϕ : G → EndR(Vσ) compactly supported modulo Z,
such that
∀κ1, κ2 ∈ KZ, ∀g ∈ G, ϕ(κ1gκ2) = σ(κ1) ◦ ϕ(g) ◦ σ(κ2).
This is a unitary R-algebra with the convolution product defined, for all ϕ1, ϕ2 ∈
HKZ(σ) and all g ∈ G, by the following formula:
ϕ1 ∗ ϕ2(g) =
∑
xKZ∈G/KZ
ϕ1(x) ◦ ϕ2(x
−1g).
It admits as a unit element the function ϕe = [1, id] defined by
ϕe(g) =
{
σ(g) g ∈ KZ
0 else
.
One may verify that the bilinear map
HKZ(σ)× ind
G
KZσ → ind
G
KZσ
(ϕ, f) 7→ Tϕ(f)(g) :=
∑
xKZ∈G/KZ
ϕ(x)
(
f(x−1g)
)
equips indGKZσ with the structure of a left HKZ(σ)-module, which commutes with
the action of G.
The following Lemma is well known, see e.g. [DI13, Lemma 2.4].
Lemma 2.2. The map
HKZ(σ) → H(KZ, σ)
ϕ 7→ Tϕ(f)
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is an isomorphism of R-algebras. In particular, if g ∈ G, and if v ∈ Vσ, the action
of Tϕ on [g, v] is given by
(5) Tϕ([g, v]) =
∑
xKZ∈G/KZ
[gx, ϕ(x−1)(v)].
We assume now that R = C. Denote by 1 the trivial representation of KZ and
assume that σ is the restriction to KZ of a locally analytic representation (in the
sense of [ST03, ST02]) of G on Vσ. By [STUS06], the map
ισ : HKZ(1) → HKZ(σ)
ϕ 7→ (ϕ · σ)(g) := ϕ(g)σ(g)
is then an injective homomorphism of C-algebras. Before we state a condition
assuring the bijectivity of ισ, we recall the existence of a Qp-linear action of the Lie
algebra g of G on the space Vσ defined by
∀x ∈ g, ∀v ∈ Vσ , xv =
d
dt
exp(tx)v |t=0
where exp : g 99K G denotes the exponential map defined locally in the neighbour-
hood of 0 ([ST02, §2]).
This action is extended to an action of the Lie algebra g ⊗Qp C, and allows de
Ieso to obtain the following result: (see [DI13, Lemma 4.2.5])
Lemma 2.3. If the g ⊗Qp C-module Vσ is absolutely irreducible, then the map ισ
is bijective.
3. Representations of GL2(F )
3.1. Qp-algebraic representations of GL2(F ). For k ∈ N, we denote by ρk the
irreducible algebraic representation of G of highest weight diag(x1, x2) 7→ x
k
2 with
respect to B, and we consider it also as a representation of G =G(F ).
For σ ∈ S, we denote by ρσk the base change of ρk to a representation of G⊗F,σC.
We denote by χ : GL2(F )→ F× the character defined by(
a b
c d
)
7→ ̟−vF (ad−bc).
Also, choose a square root of σ(π) in C, and let
ρσ
k
= ρσk ⊗C (σ ◦ χ)
k
2 .
For σ ∈ S and k ∈ N, we identify ρσ
k
with the representation of G given by the
C-vector space
k⊕
i=0
C · xk−iσ y
i
σ
of homogeneous polynomials of degree k in xσ , yσ with coefficients in C, on which
G acts by the following formula:(
a b
c d
)
(xk−iσ y
i
σ) =
=
(
σ ◦ χ
(
a b
c d
)) k
2
(σ(a)xσ + σ(c)yσ)
k−i(σ(b)xσ + σ(d)yσ)
i.
(6)
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If wσ ∈ ρσk and if g ∈ G, we denote simply gwσ for the vector obtained from
letting g act on wσ .
Remark 3.1. The formula (6) assures, in particular, that for every wσ ∈ ρσk(
̟ 0
0 ̟
)
wσ = wσ.
Fix k = (kσ)σ∈S ∈ NS , and let
Ik =
{
i = (iσ)σ∈S ∈ N
S , 0 ≤ iσ ≤ kσ ∀σ ∈ S
}
.
We denote by ρk (resp. ρk ) the representation of G on the following vector
space
Vρk :=
⊗
σ∈S
ρσkσ
(
resp. Vρ
k
:=
⊗
σ∈S
ρσ
kσ
)
on which an element
(
a b
c d
)
∈ G acts componentwise. In particular, for all⊗
σ∈S wσ ∈ Vρk we have:
ρ
k
(
a b
c d
)(⊗
σ∈S
wσ
)
=
⊗
σ∈S
((
a b
c d
)
wσ
)
.
These are two absolutely irreducible representations of G which remain abso-
lutely irreducible even when we restrict them to the action of an open subgroup of
G ([BS07, §2]).
For all i ∈ Ik, we let:
ek,i :=
⊗
σ∈S
ekσ,iσ
where, for any σ ∈ S, ekσ ,iσ denotes the monomial x
kσ−iσ
σ y
iσ
σ . We then denote by
Uk the endomorphism of Vρ
k
defined by
Uk :=
⊗
σ∈S
Uσkσ
where Uσk denotes, for all σ ∈ S and k ∈ N, the endomorphism of ρ
σ
k
given, with
respect to the basis (ek,i)
k
i=0 by the diagonal matrix
Uσk =


σ(̟)k 0 · · · 0
0 σ(̟)k−1
. . .
...
...
. . .
. . . 0
0 · · · 0 1

 .
In [DI13, Lemma 3.2], de Ieso proves the following Lemma.
Lemma 3.1. There exists a unique function ψ : G → EndC(Vρ
k
) supported in
KZα−1KZ such that:
(i) For any κ1, κ2 ∈ KZ we have ψ(κ1α−1κ2) = ρk(κ1) ◦ ψ(α
−1) ◦ ρ
k
(κ2).
(ii) ψ(α−1) = Uk.
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We remark that in fact, ψ = ρ
k
|KZα−1KZ , since
(7) Uk = ρk(α
−1)
By Lemma 2.2, we know that the Hecke algebra H(KZ, ρ
k
) is naturally iso-
morphic to the convolution algebra HKZ(ρk) of functions ϕ : G → EndC(Vρk)
compactly supported modulo Z, such that
∀κ1, κ2 ∈ KZ, g ∈ G, ϕ(κ1gκ2) = ρk(κ1) ◦ ϕ(g) ◦ ρk(κ2).
It follows that the map ψ from Lemma 3.1 corresponds to an operator T ∈
H(KZ, ρ
k
) whose action on the elements [g, v] for g ∈ G and v ∈ Vρ
k
is given by
the formula (5).
Moreover,
Remark 3.2. A simple argument using the Bruhat-Tits tree of G shows that T is
injective on indGKZρk.
3.2. Lattices. We keep the notations of Section 3.1 and denote by ρσ,0
k
, for σ ∈ S
and k ∈ N, the representation of the group KZ on the OC -module
k⊕
i=0
OC · x
k−i
σ y
i
σ
of homogeneous polynomials of degree k, on which an element
(
a b
c d
)
∈ K acts
by (
a b
c d
)(
xk−iσ y
i
σ
)
= (σ(a)xσ + σ(c)yσ)
k−i (σ(b)xσ + σ(d)yσ)
i
and the matrix
(
̟ 0
0 ̟
)
∈ Z acts as the identity. If wσ ∈ ρσ,0k and if g ∈ G, we
simply denote by gwσ the vector obtained from letting g act on wσ.
Definition 3.1. Let V be a C-vector space. A lattice L in V is a sub-OC -module
of V , such that, for any v ∈ V , there exists a nonzero element a ∈ C× such that
av ∈ L. A lattice L is called separated if
⋂
n∈N̟
nL = 0, which is equivalent to
demanding that it contains no C-line.
Example 3.2. The OC-module ρσ,0k is a separated lattice of ρ
σ
k
, which is moreover
stable under the action of KZ.
Remark 3.3. There are many choices of possible separated lattices in ρσ
k
, which
are stable under the action of KZ. Another natural choice (and in some sense even
more natural than ours), as pointed out by C. Breuil, is the lattice
k⊕
i=0
OC ·
xk−iσ y
i
σ
(k − i)! · i!
which, in the case q > p, is different from ρσ,0
k
. However, as using this lattice
facilitates some of the technical aspects, others become more difficult. In particular,
we strongly use the divisibilty by powers of p of certain binomial coefficients, which
is not possible when using this alternative lattice. Therefore, we have not been able
to use different lattices in order to prove more cases of the conjecture. We have
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further hypothesized the possibility of using different lattices for different values of
vF (a), but this as well did not yield any results.
Example 3.3. We denote by ρ0
k
the representation of KZ on the following space
Vρ0
k
=
⊗
σ∈S
ρσ,0
kσ
on which an element
(
a b
c d
)
∈ KZ acts via
(8) ρ0
k
(
a b
c d
)(⊗
σ∈S
wσ
)
=
⊗
σ∈S
((
a b
c d
)
wσ
)
The example 3.2 assures us that the OC-module Vρ0
k
is a separated lattice of the
space Vρ
k
constructed in Section 3.1. Therefore, the OC-module indGKZρ
0
k
is also a
separated lattice of indGKZρk and is, by construction, stable under the action of G.
By Remark 2.2, we can deduce the existence of an injective map H(KZ, ρ0
k
) →
H(KZ, ρ
k
). Moreover, one verifies that the operator T ∈ H(KZ, ρ
k
) defined in
Section 3.1, induces by restriction a G-equivariant endomorphism of indGKZρ
0
k
,
which we again denote by T .
The following Lemma is proved in [DI13, Lemma 3.3], but for sake of complete-
ness we include here a proof of both isomorphisms.
Lemma 3.4. There are isomorphisms of OC-algebras Hρ0
k
(KZ,G) ≃ OC [T ] and
Hρ
k
(KZ,G) ≃ C[T ].
Proof. The space Vρ
k
is an absolutely irreducible g⊗QpC-module, hence by Lemma
2.3, ιρ
k
is an isomorphism of C-algebras. Lemma 2.2 shows that there exists a
unique morphism of C-algebras uρ
k
: HC(KZ,G) → Hρ
k
(KZ,G) making the fol-
lowing diagram commute
(9) HKZ(C)
∼
//
ιρ
k

HC(KZ,G)
uρ
k

HKZ(ρk)
∼
// Hρ
k
(KZ,G)
By construction, this morphism is an isomorphism of C-algebras. Denote by
T1 ∈ HC(KZ,G) the element corresponding to 1KZα−1KZ ∈ HKZ(C) by Frobenius
reciprocity.
If ϕ ∈ HKZ(C), then as it has compact support, by the Cartan decomposition
(2), it is supported on
∐n
i=0KZα
−iKZ for some integer n. As ϕ is KZ-bi-invariant
(recall that C is the trivial representation), its restriction to each KZα−iKZ is
constant, hence we may write ϕ =
∑n
i=0 ϕi · 1KZα−iKZ . Let Ti ∈ HC(KZ,G) be
the operator corresponding to 1KZα−iKZ by Frobenius reciprocity. Then we see
that the Tn’s spanHC(KZ,G) overC. Geometrically, Tn is the operator associating
to a vertex s the sum of the vertices at distance n from s: this is because
1KZα−nKZ =
∑
KZx∈KZ\KZα−nKZ
1KZx =
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=
∑
KZx∈KZ\KZα−nKZ
[x−1, 1] =
∑
KZx∈KZ\KZα−nKZ
x−1 · [1, 1]
and then the x−1s0 are all distinct and give all vertices s
′ ∈ T0 such that s′ is
KZ-equivalent to sn = α
−ns0. This means that (s0, s
′) is equivalent to (s0, sn),
which is precisely our assertion. From the geometrical description of Tn, one gets
directly, since the tree T is (q + 1)-regular, that
T 21 = T2 + (q + 1)Id
T1Tn−1 = Tn + qTn−2 ∀n ≥ 3
It follows that for all n, Tn ∈ OC [T1] is monic of degree n. In particular,
HC(KZ,G) ≃ C[T1]. Since uρ
k
(T1) = T , it follows that Hρ
k
(KZ,G) ≃ C[T ].
Let us show that the restriction of this isomorphism to Hρ0
k
(KZ,G) has image
OC [T ].
As T ∈ Hρ0
k
(KZ,G), clearly OC [T ] is contained in the image. Let p(T ) ∈ C[T ]
be a polynomial corresponding to an element in Hρ0
k
(KZ,G).
Assume deg(p) = n, and let an be the leading coefficient, i.e. p(T ) = anT
n +
pn−1(T ), where deg(pn−1) = n − 1. It follows that p(T ) = anTn + qn−1(T ), for
some q with deg(qn−1) = n− 1.
We recall that Tn is the image under the natural isomorphisms of 1KZα−nKZ ∈
HKZ(C), which maps to 1KZα−nKZ · ρk ∈ HKZ(ρk), finally mapping to
Tn([g, v]) =
∑
xKZ∈G/KZ
[gx,1KZα−nKZ(x
−1)ρ
k
(x−1)(v)] =
=
∑
xKZ∈KZα−nKZ/KZ
[gx, ρ
k
(x−1)(v)]
Since αn ∈ KZα−nKZ, and polynomials of order less than n are supported on∐n−1
i=0 KZα
−iKZ, it follows that for any v ∈ ρ
k
, one has
(p(T )([1, v]))(αn) = (anTn([1, v])) (α
n) = anρk(α
−n)(v) = anU
n
k (v)
where the right most equality follows from (7).
In particular, taking v =
⊗
σ:F →֒C y
kσ
σ , we see that v ∈ ρ
0
k
, hence [1, v] ∈
indGKZρ
0
k
. As we assume p(T ) ∈ Hρ0
k
(KZ,G) = EndOC [G](ind
G
KZρ
0
k
), it follows
that p(T )([1, v]) ∈ indGKZρ
0
k
, hence anU
n
k (v) = (p(T )([1, v]))(α
n) ∈ ρ0
k
. But, by
definition of U , we see that Uk(v) = v, hence anv ∈ ρ
0
k
.
However, by definition of ρ0
k
, this is possible if and only if an ∈ OC . Therefore, we
see that anT
n ∈ OC [T ], and it suffices to prove the claim for p(T )−anT n = pn−1(T ),
which is a polynomial of degree less than n.
Proceeding by induction, where the induction basis consists of constant polyno-
mials, which can be integral if and only if they belong to OC , we conclude that
p(T ) ∈ OC [T ]. 
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3.3. Formulas. We keep the notations of Sections 3.1 and 3.2. For 0 ≤ m ≤ n, we
denote by [·]m : In → Im the “truncation” map, defined by:[
n−1∑
i=0
̟i[µi]
]
m
=
{∑m−1
i=0 ̟
i[µi] m ≥ 1
0 m = 0
For µ ∈ In, we denote
λµ =
µ− [µ]n−1
̟n−1
∈ I1
so that if µ =
∑n−1
i=0 ̟
i[µi], then λµ = [µn−1].
We then have the following two results (see [Bre03b, DI13]), where ψ denotes
the function defined in Lemma 3.1.
Lemma 3.5. Let n ∈ N, µ ∈ In, and let v ∈ Vρ0
k
. We have:
T
(
[g0n,µ, v]
)
= T+
(
[g0n,µ, v]
)
+ T−
(
[g0n,µ, v]
)
where
T+
(
[g0n,µ, v]
)
:=
∑
λ∈I1
[
g0n+1,µ+̟nλ,
(
ρ
k
(w) ◦ ψ(α−1) ◦ ρ
k
(wλ)
)
(v)
]
and
T−
(
[g0n,µ, v]
)
:=
{[
g0n−1,[µ]n−1 ,
(
ρ
k
(ww−λµ ) ◦ ψ(α
−1)
)
(v)
]
n ≥ 1
[α, ψ(α−1)(v)] n = 0
Lemma 3.6. Let n ∈ N, µ ∈ In, and let v ∈ Vρ0
k
. We have:
T
(
[g1n,µ, v]
)
= T+
(
[g1n,µ, v]
)
+ T−
(
[g1n,µ, v]
)
where
T+
(
[g1n,µ, v]
)
:=
∑
λ∈I1
[
g1n+1,µ+̟nλ,
(
ψ(α−1) ◦ ρ
k
(wλw)
)
(v)
]
and
T−
(
[g1n,µ, v]
)
:=


[
g1n−1,[µ]n−1,
(
ρ
k
(w−λµ ) ◦ ψ(α
−1) ◦ ρ
k
(w)
)
(v)
]
n ≥ 1[
Id,
(
ρ
k
(w) ◦ ψ(α−1) ◦ ρ
k
(w)
)
(v)
]
n = 0
By using the equality g1n,µ = βg
0
n,µw, these two Lemmata yield the following two
equalities:
T+([g1n,µ, v]) = βT
+([g0n,µ, ρk(w)(v)])
T−([g1n,µ, v]) = βT
−([g0n,µ, ρk(w)(v)])
and also the following result
Corollary 3.7. Let n ∈ N, µ, λ ∈ In, i, j ∈ {0, 1} and v1, v2 ∈ Vρ0
k
. If i 6= j or if
µ 6= λ, then T+([gin,µ, v1]) and T
+([gjn,λ, v2]) have disjoint supports.
The following Lemma is a simple generalization of [Bre03b], Lemma 2.2.2.
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Lemma 3.8. Let v =
∑
0≤i≤k ciek,i ∈ Vρ0k and λ ∈ OF . We have:
(10)
(
ρk(w) ◦ ψ(α
−1) ◦ ρk(wλ)
)
(v) =
∑
0≤j≤k

̟j ∑
j≤i≤k
ci
(
i
j
)
(−λ)i−j

 ek,j
(11)
(
ρk(wwλ) ◦ ψ(α
−1)
)
(v) =
∑
0≤j≤k

 ∑
j≤i≤k
̟k−i
(
i
j
)
ci(−λ)
i−j

 ek,j
(12) ψ(α−1)(v) =
∑
0≤j≤k
̟k−jcjek,j
Proof. Equation (10) is proved in [DI13] and equation (12) is immediate. For
equation (11), we note that by equation (6), we have for any σ ∈ S and any
0 ≤ iσ ≤ kσ:
(w ◦ wλ ◦ Ukσ ) (ekσ,iσ ) =
(
1 −λ
0 1
)(
σ(̟)kσ−iσekσ,iσ
)
=
= σ(̟)kσ−iσ · xkσ−iσ (y + σ(−λ)x)iσ =
= σ(̟)kσ−iσ ·
iσ∑
jσ=0
(
iσ
jσ
)
σ(−λ)iσ−jσxkσ−jσyjσ =
= σ(̟)kσ−iσ ·
iσ∑
jσ=0
(
iσ
jσ
)
σ(−λ)iσ−jσekσ,jσ
Using equation (8), we deduce that(
ρk(wwλ) ◦ ψ(α
−1)
)
(v) =
∑
0≤i≤k
ci ·
⊗
σ∈S
(w ◦ wλ ◦ Ukσ) (ekσ ,iσ ) =
=
∑
0≤i≤k
ci ·
⊗
σ∈S

σ(̟)kσ−iσ · iσ∑
jσ=0
(
iσ
jσ
)
σ(−λ)iσ−jσekσ ,jσ

 =
=
∑
0≤i≤k
ci ·
∏
σ∈S
σ(̟)kσ−iσ ·
∑
0≤j≤i
∏
σ∈S
(
iσ
jσ
)
·
∏
σ∈S
σ(−λ)iσ−jσek,j =
=
∑
0≤j≤k

 ∑
j≤i≤k
̟k−i ·
(
i
j
)
· ci · (−λ)
i−j

 ek,j

This leads to the following corollary, which is a simple generalization of [Bre03b],
Corollary 2.2.3.
Corollary 3.9. Let m ∈ Z>0, a ∈ C, and for any µ ∈ Im (resp. µ ∈ Im−1,
resp. µ ∈ Im+1), vmµ =
∑
0≤i≤k c
m
i,µ · ek,i (resp. v
m−1
µ =
∑
0≤i≤k c
m−1
i,µ · ek,i, resp.
vm+1µ =
∑
0≤i≤k c
m+1
i,µ · ek,i) an element of ρk. We denote
fm =
∑
µ∈Im
[g0m,µ, v
m
µ ]
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fm−1 =
∑
µ∈Im−1
[g0m−1,µ, v
m−1
µ ]
fm+1 =
∑
µ∈Im+1
[g0m+1,µ, v
m+1
µ ]
Then
T−(fm+1) + T
+(fm−1)− afm =
∑
µ∈Im

g0m,µ, ∑
0≤j≤k
Cmj,µ · ek,j


where
Cmj,µ =
∑
j≤i≤k
̟k−i
(
i
j
)
·
∑
λ∈kF
cm+1i,µ+̟m[λ] · [λ]
i−j+
+̟j ·
∑
j≤i≤k
cm−1i,[µ]m−1
(
i
j
)
(−λµ)
i−j − acmj,µ
(13)
4. A Criterion for Separability
4.1. The main result. We adhere to the notations of Sections 3.2 and 3.3 and fix
an embedding ι : F →֒ C. Denote
S+ = {σ ∈ S | kσ 6= 0} ⊆ S
We partition S+ with respect to the action of σ ∈ S+ on the residue field of F .
More precisely, for any l ∈ {0, . . . , f − 1}, we let
Jl =
{
σ ∈ S+ | σ(λ) = ι ◦ ϕl0(λ) ∀λ ∈ I1
}
where I1 = {[ζ] | ζ ∈ κF }. In particular, we remark that
f−1∐
l=0
Jl = S
+, ∀l ∈ {0, . . . , f − 1} |Jl| ≤ e.
For any integer i ∈ Z, we denote by i the unique representative of i mod f in
{0, . . . , f − 1}. We also let, for any σ ∈ Jl, γσ := l and
vσ = inf
{
i | 1 ≤ i ≤ f, Jl+i 6= ∅
}
that is the minimal power of Frobenius ϕ0 needed to pass from Jl to another
nonempty Jk.
Let a ∈ pC . We let
Πk,a =
indGKZρk
(T − a)(indGKZρk)
.
This is a locally algebraic representation of G, which can be realized as the ten-
sor product of an algebraic representation with a smooth representation. More
precisely, we have the following result, which is stated in [DI13].
Proposition 4.1. Let uσ =
kσ
2 for any σ ∈ S.
(i) If a /∈ {±((q + 1)̟u}, then Πk,a is algebraicly irreducible and
Πk,a ≃ ρk ⊗ Ind
G
B(nr(λ
−1
1 )⊗ nr(λ
−1
2 ))
where λ1, λ2 satisfy
λ1λ2 = ̟
k, λ1 + qλ2 = a
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(ii) If a ∈ {±((q + 1)̟u}, then we have a short exact sequence
0→ ρ
k
⊗ StG ⊗ (nr(δ) ◦ det)→ Πk,a → ρk ⊗ (nr(δ) ◦ det)→ 0
where StG = C
0(P1(F ), C)/{constants} denotes the Steinberg representation of G
and where δ = (q + 1)/a.
As in [DI13], we define
Θk,a = Im
(
indGKZρ
0
k
→ Πk,a
)
which is the same as
Θk,a =
indGKZρ
0
k
indGKZρ
0
k
∩ (T − a)(indGKZρk)
.
This is a lattice in Πk,a and, since ind
G
KZρ
0
k is a finitely generated OC [G]-module,
we see that Θk,a is also a finitely generated OC [G]-module.
Now, the Breuil Schneider conjecture 1.1 asserts that ρ
k
⊗π admits a G-invariant
norm.
By [E+05, Prop. 1.17], this is equivalent to the existence of a separated lattice,
and even to any finitely generated lattice being separated.
The following conjecture is then a restatement of the Breuil-Schneider conjecture.
Conjecture 4.2. The OC-module Θk,a does not contain any C-line (it is sepa-
rated).
We also recall that Breuil, in [Bre03b] proves the conjecture for F = Qp and
k < 2p−1, and that de Ieso, in [DI13], proves it when |Jl| ≤ 1 for all l ∈ {0, . . . , f−1}
and for any σ ∈ S+, kσ + 1 ≤ p
vσ .
The idea, as in [Bre03b], is to reduce the problem to a statement which we can
prove inductively, sphere by sphere.
As we shall use that idea repeatedly, we introduce a related definition. Abusing
notation, we denote by BN ⊆ indGKZρk the set of functions supported in BN =
B0N
∐
B1N−1, where B
0
N =
∐
M≤N S
0
M , B
1
N =
∐
M≤N S
1
M , and we have defined
S0M = Iα
−MKZ, S1M = Iβα
−MKZ
We also recall that B0, B1 denote the sets of functions supported on⋃
N B
0
N ,
⋃
N B
1
N , respectively.
Definition 4.1. Let k ∈ NS , and let a ∈ OC . We say that the pair (k, a) is
separated if for all N ∈ Z>0 large enough, there exists a constant ǫ ∈ Z≥0 depending
only on N, k, a such that for all n ∈ Z≥0, and all f ∈ B0
(14) (T − a)(f) ∈ BN +̟
nindGKZρ
0
k
⇒ f ∈ BN−1 +̟
n−ǫindGKZρ
0
k
Remark 4.1. We slightly abuse notation here, as ̟ /∈ C, but as vF (σ(̟)) =
vF (̟) = 1 for all σ ∈ S, one may choose any embedding σ : F →֒ C, and consider
σ(̟)n instead.
The upshot is that we have the following result.
Theorem 4.3. Let k ∈ NS , let a ∈ OC . If (k, a) is separated, then Θk,a is
separated.
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Proof. First, note that if (14) holds for all f ∈ indGKZρk, then the proof of [Bre03b],
Corollary 4.1.2 shows that Θk,a is separated.
Next, for an arbitary f ∈ indGKZρk, write f = f
0+f1 with f0 ∈ B0 and f1 ∈ B1.
Then by the formulas in Lemma 3.5 and Lemma 3.6, it follows that
supp
(
(T − a)(f0)
)
∩ supp
(
(T − a)(f1)
)
⊆ S0 = B0 ⊆ BN
If we assume that
(T − a)(f0) + (T − a)(f1) = (T − a)(f) ∈ BN +̟
nindGKZρ
0
k
it follows that both (T − a)(f0) ∈ BN + ̟nindGKZρ
0
k
and (T − a)(f1) ∈ BN +
̟nindGKZρ
0
k
.
Since f0 ∈ B0 and (k, a) is separated, it follows that f0 ∈ BN−1+̟n−ǫindGKZρ
0
k
.
Moreover, since T is G-equivariant, and ̟Z · Id acts trivially, we see that
β(T − a)(βf1) = (T − a)(f1) ∈ BN +̟
nindGKZρ
0
k
Since β acts by translation, it does not affect the values of the function, and since
βBN = BN , it follows that
(T − a)(βf1) ∈ BN +̟
nindGKZρ
0
k
with βf1 ∈ B0. Since (k, a) is separated, we get βf1 ∈ BN−1 + ̟n−ǫindGKZρ
0
k
,
hence f1 ∈ BN−1 +̟n−ǫindGKZρ
0
k
.
In conclusion
f = f0 + f1 ∈ BN−1 +̟
n−ǫindGKZρ
0
k
as claimed. 
It therefore remains to show that certain pairs (k, a) are separated.
In this section, we will prove the following theorem:
Theorem 4.4. Assume that |S+| = 1, denote by σ the unique element in S+, and
and let k = kσ = d · q + r, with 0 ≤ r < q. Assume that one of the following three
conditions is satisfied:
(i) k ≤ 12q
2 with r < q − d and vF (a) ∈ [0, 1].
(ii) k ≤ 12q
2 with 2vF (a)− 1 ≤ r < q − d and vF (a) ∈ [1, e].
(iii) k ≤ min
(
p · q − 1, 12q
2
)
, d− 1 ≤ r and vF (a) ≥ d.
Then (k, a) is separated.
Corollary 4.5. Under the above conditions, Θk,a is separated, hence Πk,a admits
an invariant norm.
Since our assumptions include the fact that |S+| = 1, we may proceed with the
following notational simplifications.
We assume that C contains F , and let σ = ι : F →֒ C be the natural inclusion.
We may further let k = kσ stand for the multi-index k corresponding to k, and
similarly for all multi-indices.
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4.2. Preparation. Before we prove the theorems, let us first prove the following
useful lemmata, which we will employ later on.
Lemma 4.6. Let κ be a finite field of characteristic p containing Fq. Consider a
polynomial h ∈ κ[x], such that
h(x+ λ) ∈ xj · κ[x] ∀λ ∈ Fq
Then
h(x) ∈ (xq − x)j · κ[x]
Proof. We will prove the Lemma by induction on j. For j = 1, h(x + λ) ∈ x · κ[x]
implies that h(λ) = 0 for all λ ∈ Fq, hence xq − x | h(x), as claimed.
In general, h(x+λ) ∈ xj ·κ[x] ⊆ x·κ[x] for all λ ∈ Fq, hence h(x) = (xq−x)·g(x)
for some g(x) ∈ κ[x], by the j = 1 case. But gcd(xq − x, xj) = x, hence we get
h(x+ λ) = (xq − x) · g(x+ λ) ∈ xj · κ[x]⇒ g(x+ λ) ∈ xj−1 · κ[x]
for all λ ∈ Fq.
By the induction hypothesis, it follows that g(x) ∈ (xq − x)j−1 · κ[x], hence
h(x) ∈ (xq − x)j · κ[x]. 
Lemma 4.7. Let k, d ∈ N. Let h(x) =
∑k
i=0 cix
i ∈ OC [x] be such that for all
0 ≤ j ≤ d, and all λ ∈ Fq, we have
k∑
i=j
(
i
j
)
ci[λ]
i−j ∈ ̟COC
where [λ] ∈ OF →֒ OC is the Teichmller representative of λ. Then h(x) ∈ (xq −
x)d+1 · OC [x] +̟C · OC [x].
Proof. By our assumption, since
h(x+ [λ]) =
k∑
i=0
ci(x+ [λ])
i =
k∑
i=0
ci
i∑
j=0
(
i
j
)
xj [λ]i−j =
(15) =
k∑
j=0

 k∑
i=j
(
i
j
)
ci[λ]
i−j

xj
we see that
h(x+ [λ]) ∈
(
xd+1, ̟C
)
∀λ ∈ Fq
Equivalently, considering the image in kC = OC/̟COC , we have h ∈ κC [x] of
degree at most k, satisfying
h(x+ λ) ∈ (xd+1) for all λ ∈ Fq.
By Lemma 4.6, we see that h(x) ∈ (xq − x)d+1 · κC [x], hence
h(x) ∈
(
(xq − x)d+1, ̟C
)
.
This establishes the Lemma. 
Lemma 4.8. Let n, k, d ∈ N. Let f(x) =
∑k
i=0 cix
i ∈ OC [x] be such that for all
0 ≤ j ≤ d and all λ ∈ Fq we have
k∑
i=j
(
i
j
)
ci[λ]
i−j ∈ ̟nCOC
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where [λ] ∈ OF →֒ OC is the Teichmller representative of λ. Then f(x) ∈ (xq −
x)d+1 · OC [x] +̟nC · OC [x].
Proof. By induction on n. For n = 1, this is Lemma 4.7. Assume it holds for n− 1,
and let us prove it for n.
Since̟nCOC ⊆ ̟
n−1
C OC , the induction hypothesis implies that f(x) ∈
(
(xq − x)d+1, ̟n−1C
)
,
so we may write
f(x) = (xq − x)d+1 · g(x) +̟n−1C · h(x)
By (15), our assumption implies that
f(x+ [λ]) ∈
(
xd+1, ̟nC
)
∀λ ∈ Fq
substituting in the above equation, we get
((x+ [λ])q − (x+ [λ]))d+1 · g(x+ [λ]) +̟n−1C · h(x+ [λ]) ∈ (x
d+1, ̟nC)
But
(x+ [λ])q − (x+ [λ]) =
q∑
i=0
(
q
i
)
[λ]q−ixi− x− [λ] =
q∑
i=1
(
q
i
)
[λ]q−ixi −x ∈ x · OC [x]
since [λ]q = [λ] for all λ ∈ Fq. This shows that ((x+ [λ])q − (x+ [λ]))
d+1 ∈
(xd+1) ⊆ (xd+1, ̟nC), hence
̟n−1C · h(x+ [λ]) ∈ (x
d+1, ̟nC) ∀λ ∈ Fq
which implies that
h(x+ [λ]) ∈ (xd+1, ̟C) ∀λ ∈ Fq
Considering the reduction modulo ̟C , by Lemma 4.6, it follows that h(x) ∈(
(xq − x)d+1, ̟C
)
, hence
f(x) ∈
(
(xq − x)d+1
)
+̟n−1C ·
(
(xq − x)d+1, ̟C
)
=
(
(xq − x)d+1, ̟nC
)
establishing the claim. 
Lemma 4.9. Let n ∈ Z, k, d ∈ N. Let f(x) =
∑k
i=0 cix
i ∈ C[x] be such that for
all 0 ≤ j ≤ d and all λ ∈ Fq we have
k∑
i=j
(
i
j
)
ci[λ]
i−j ∈ ̟nCOC
where [λ] ∈ OF →֒ OC is the Teichmller representative of λ. Then f(x) ∈ (xq −
x)d+1 · C[x] +̟nC · OC [x].
Proof. Let L = min0≤i≤k vC(ci). Consider g(x) = ̟
−L
C · f(x) ∈ OC [x]. If n ≤ L,
then as f(x) ∈ ̟LCOC [x] ⊆ ̟
n
COC [x], we are done.
Else, g(x) satisfies for all 0 ≤ j ≤ d and all λ ∈ Fq
k∑
i=j
(
i
j
)
̟−LC · ci[λ]
i−j ∈ ̟n−LC OC
with n− L ≥ 1, hence by Lemma 4.8, g(x) ∈ (xq − x)d+1 · OC [x] +̟
n−L
C · OC [x],
hence f(x) ∈ (xq − x)d+1 · C[x] +̟nC · OC [x] . 
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Lemma 4.10. Let n ∈ Z and let k ∈ N. Let d = ⌊k/q⌋. Let (ci)ki=0 be a sequence
in C such that for all 0 ≤ j ≤ d, and all λ ∈ Fq, we have
k∑
i=j
(
i
j
)
ci[λ]
i−j ∈ πnCOC
where [λ] ∈ OF →֒ OC is the Teichmller representative of λ. Then ci ∈ ̟nCOC for
all 0 ≤ i ≤ k.
Proof. By Lemma 4.9, we see that f(x) =
∑k
i=0 cix
i ∈ (xq−x)d+1 ·C[x]+̟nCOC [x],
but deg(f) ≤ k < q(d+1), hence f(x) ∈ ̟nCOC [x]. This establishes the Lemma. 
Lemma 4.11. Let k, d ∈ N. Let f(x) =
∑k
i=0 cix
i ∈ C[x] and let n ∈ Z. Assume
that for all 0 ≤ j ≤ d, and all λ ∈ Fq, we have
k∑
i=j
(
i
j
)
ci[λ]
i−j ∈ ̟nCOC
where [λ] ∈ OF →֒ OC is the Teichmller representative of λ. Then
ci ∈ ̟
n
COC ∀0 ≤ i ≤ d
(16)
⌊k−jq−1 ⌋∑
l=d
(
l
d
)
· cj+l(q−1) ∈ ̟
n
COC ∀d+ 1 ≤ j ≤ d+ q − 1
Proof. By Lemma 4.9, we see that f(x) ∈ (xq−x)d+1 ·C[x]+̟nCOC [x]. We proceed
by reducing f(x) modulo (xq − x)d+1.
In order to do so, we first have to understand the reduction of a general monomial
xt modulo (xq − x)d+1.
We prove, by induction on s, that for every 0 ≤ s ≤
⌊
t−d−1
q−1
⌋
− d− 1 and every
t ≥ q(d+ 1) we have
(17) xt ≡
d+1∑
l=1
(−1)l+1
(
d+ 1 + s
l + s
)
·
(
l + s− 1
s
)
xt−(l+s)(q−1) mod (xq − x)d+1
Indeed, for s = 0, this is simply a restatement of the binomial expansion, as
xt = xt−(d+1)·q · x(d+1)·q ≡ xt−(d+1)·q ·
(
x(d+1)q − (xq − x)d+1
)
=
= xt−(d+1)·q ·
(
x(d+1)q −
d+1∑
l=0
(−1)l
(
d+ 1
l
)
· (xq)(d+1)−l · xl
)
=
= xt−(d+1)·q ·
d+1∑
l=1
(−1)l+1
(
d+ 1
l
)
x(d+1)·q−l(q−1) =
=
d+1∑
l=1
(−1)l+1
(
d+ 1
l
)
xt−l(q−1) mod (xq − x)d+1
Assume it holds for s− 1, and let us prove it holds for s.
By the induction hypothesis
(18) xt ≡
d+1∑
l=1
(−1)l+1
(
d+ s
l + s− 1
)(
l + s− 2
s− 1
)
xt−(l+s−1)(q−1) mod (xq − x)d+1
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Since s ≤
⌊
t−d−1
q−1
⌋
− d− 1, we see that
(q − 1)(d+ 1 + s) ≤ t− (d+ 1)⇒ t− s(q − 1) ≥ q(d+ 1)
This implies, by the case s = 0, that
xt−s(q−1) ≡
d+1∑
l=1
(−1)l+1
(
d+ 1
l
)
· xt−(l+s)(q−1) mod (xq − x)d+1
Substituting in (18) we get
xt ≡
(
d+ s
s
)
·
d+1∑
l=1
(−1)l+1
(
d+ 1
l
)
· xt−(l+s)(q−1) +
+
d+1∑
l=2
(−1)l+1
(
d+ s
l + s− 1
)(
l + s− 2
s− 1
)
xt−(l+s−1)(q−1) =
=
d+1∑
l=1
(−1)l+1
((
d+ s
s
)(
d+ 1
l
)
−
(
d+ s
l+ s
)(
l + s− 1
s− 1
))
xt−(l+s)(q−1)
Calculation yields
(
d+ s
s
)(
d+ 1
l
)
−
(
d+ s
l+ s
)(
l + s− 1
s− 1
)
=
=
(d+ s)!(d+ 1)!
s!d!l!(d+ 1− l)!
−
(d+ s)!(l + s− 1)!
(l + s)!(d − l)!l!(s− 1)!
=
=
(d+ s)! · (d+ 1) · (l + s)
(l + s) · s!l!(d+ 1− l)!
−
(d+ s)! · s · (d+ 1− l)
(l + s) · (d+ 1− l)!l!s!
=
=
(d+ s)!
(l + s) · s!l!(d+ 1− l)!
· ((d+ 1)l + (d+ 1)s− (d+ 1)s+ sl) =
=
(d+ s+ 1)!
(l + s) · s!(l − 1)!(d+ 1− l)!
=
=
(d+ 1 + s)!
(l + s)!(d+ 1− l)!
·
(l + s− 1)!
s!(l − 1)!
=
(
d+ 1 + s
l + s
)(
l + s− 1
s
)
establishing the identity (17).
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It now follows from (17), by letting t = j + l(q − 1) and s = l − d− 1, that
f(x) =
k∑
i=0
cix
i =
d∑
i=0
cix
i +
d+q−1∑
j=d+1
⌊ k−jq−1 ⌋∑
l=0
cj+l(q−1)x
j+l(q−1) ≡
≡
d∑
i=0
cix
i+
+
d+q−1∑
j=d+1

 d∑
l=0
cj+l(q−1)x
j+l(q−1) +
⌊ k−jq−1 ⌋∑
l=d+1
cj+l(q−1)
d+1∑
r=1
γr,l,d · x
j−(r−d−1)(q−1)

 =
=
d∑
i=0
cix
i+
d+q−1∑
j=d+1
d∑
l=0

cj+l(q−1) +
⌊k−jq−1 ⌋∑
m=d+1
δm,l,d · cj+m(q−1)

xj+l(q−1) mod (xq − x)d+1
(19)
where
γr,l,d = (−1)
r+1
(
l
r + l − d− 1
)
·
(
r + l − d− 2
l− d− 1
)
and
δm,l,d = (−1)
d−l
(
m
l
)(
m− l − 1
d− l
)
.
As this is a polynomial of degree less than q(d + 1), and we know that f(x) ∈
(xq − x)d+1 · C[x] +̟nC · OC [x], it follows that it must lie in ̟
n
C · OC [x].
In particular, ci ∈ ̟nCOC for all 0 ≤ i ≤ d, and looking at the coefficient of
xj+d(q−1) yields (16), as claimed. 
Lemma 4.12. Let q be a power of a prime number p. Let k = d · q + r be such
that d < q and 0 ≤ r < q − d. Then for any 0 ≤ i ≤ r, any 0 ≤ j ≤ d and any
j + 1 ≤ l ≤ d, one has p |
(
k−i
k−j−l(q−1)
)
.
Proof. Since i ≤ r < q, we know that 0 ≤ r − i < q and d < q, so that k − i =
d · q + (r − i) is the base q representation of k − i.
Since j + 1 ≤ l ≤ d, one has 1 ≤ r + 1 ≤ r + l − j ≤ r + l ≤ r + d < q and it
follows that
k − j − l(q − 1) = d · q + r − l · q + l − j = (d− l) · q + (r + l− j)
is the base q representation of k − j − l(q − 1).
Finally, by Kummer’s Theorem on binomial coefficients, as for any l ≥ j+1 and
any i, j ≥ 0,
r + l − j ≥ r + 1 > r ≥ r − i
there is at least one digit in the base p representation of r + l − j, which is larger
than the corresponding one in the base p representation of r − i, hence
p |
(
k − i
k − j − l(q − 1)
)
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establishing the result. 
Lemma 4.13. Let a ∈ Z. The matrix A = Am(a) ∈ Z
m×m with entries (Ali)
m
l,i=1 =(
a+l
i−1
)
satisfies detA = 1.
Proof. We prove it by induction on m. For m = 1, this is the matrix (1), which is
nonsingular.
Note that for any 2 ≤ l ≤ m, and any 1 ≤ i ≤ m, one has(
a+ l
i− 1
)
−
(
a+ l − 1
i− 1
)
=
(
a+ l− 1
i− 2
)
where
(
k
−1
)
= 0.
Therefore, subtracting from each row its preceding row, we obtain the matrix B,
with B1i = A1i for all 1 ≤ i ≤ m, and Bli =
(
a+l−1
i−2
)
.
By the induction hypothesis, the matrix (Bli)
m
l,i=2 is in fact Am−1(a), and
det(Bli)
m
l,i=2 = 1. But, as Bl1 = 0 for all l ≥ 2 and B11 = 1, it follows that
detA = detB = 1. 
Corollary 4.14. Let a ∈ Z, m ∈ N. Let t ∈ {2, . . . ,m}. Consider the matrix
A ∈ Zm×m with entries
Ali =
{(
a+l
i−1
)
t ≤ i ≤ m(
a+l+1
i−1
)
1 ≤ i < t
∀l ∈ {1, 2, . . . ,m}
Then detA = 1.
Proof. This matrix is obtained from the one in Lemma 4.13 by adding each of the
first t− 2 columns to its subsequent column, since(
a+ l + 1
i− 1
)
=
(
a+ l
i− 1
)
+
(
a+ l
i− 2
)
As these operations do not affect the determinant, the result follows. 
Corollary 4.15. Let k ∈ N. Write k = d · q + r, with 1 ≤ d < p, 0 ≤ r < q and
assume that d − 1 ≤ r. Let 1 ≤ m ≤ d. Then the matrix A ∈ Fm×mp with entries
(Ail)
m
i,l=1 =
(
k−i+1
m+l(q−1)
)
, is nonsingular.
Proof. For any 1 ≤ l ≤ m, we note that m+ l(q− 1) = lq+(m− l), hence (as d < q
and r − i+ 1 ≥ r − d+ 1 ≥ 0) by Lucas’ Theorem(
k − i+ 1
m+ l(q − 1)
)
=
(
dq + r − i + 1
lq + (m− l)
)
≡
(
d
l
)
·
(
r − i+ 1
m− l
)
mod p
Since 1 ≤ l ≤ d < p, we get that the
(
d
l
)
are nonzero mod p, hence we can divide
the l-th column by the appropriate multiplier without affecting the singularity of
A, call the resulting matrix B.
Then Bil =
(
r−i+1
m−l
)
, which up to rearranging rows and columns, is the matrix
from Lemma 4.13, hence nonsingular. 
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4.3. The case vF (a) ≥
⌊
k
q
⌋
. In this section, we will prove the following theorem,
which will establish (iii) in Theorem 4.4.
Theorem 4.16. Let 0 ≤ k ≤ min
(
p · q − 1, q
2
2
)
. Assume further that k = dq + r
with d − 1 ≤ r < q. Let a ∈ OC be such that vF (a) ≥ d, and let N ∈ Z>0. There
exists a constant ǫ ∈ Z≥0 depending only on N, k, a such that for all n ∈ Z≥0, and
all f ∈ indGKZρk
(T − a)(f) ∈ BN +̟
nindGKZρ
0
k
⇒ f ∈ BN−1 +̟
n−ǫindGKZρ
0
k
Proof. As before, we may assume that f =
∑M
m=0 fm where fm ∈ S
0
N+m, and
denote fm = 0 for m > M . Looking at SN+m, we have the equations
T−(fm+1) + T
+(fm−1)− afm ∈ ̟
nindGKZρ
0
k
1 ≤ m ≤M + 1
We shall prove the theorem with ǫ = d.
Assume, by descending induction on m, that fm, fm+1 ∈ ̟n−dindGKZρ
0
k
. We
will show that fm−1 ∈ ̟n−dindGKZρ
0
k
.
By the above equations, we immediately obtain from (13) (note that afm ∈
̟nindGKZρ
0
k
, since vF (a) ≥ d)
(20)
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈ ̟n−d−jOC
for all µ ∈ Im−1, all λ ∈ Fq, and all 0 ≤ j ≤ d.
By Lemma 4.10, it follows that for all i, cm−1i,µ ∈ ̟
n−2dOC .
Next, for any 1 ≤ j ≤ d, consider the formulas for Cmj+l(q−1),µ for any 1 ≤ l ≤ d.
Note that j + l(q − 1) ≤ d+ d(q − 1) = dq ≤ k.
Since k ≤ q2/2, one has
d =
[
k
q
]
≤
k
q
≤
q
2
⇒ 2d ≤ q
so that n− 2d+ q ≥ n.
Therefore, we get that
̟j+l(q−1)
(
i
j + l(q − 1)
)
cm−1i,µ ∈ ̟
qcm−1i,µ OC ⊆ ̟
n−2d+qOC ⊆ ̟
nOC
for all j, l. Since for i ≤ k− d, ̟d | ̟k−i and cm+1i,µ+̟m[λ] ∈ ̟
n−dOC , it follows that
Cmj+l(q−1),µ ≡
≡
k∑
i=k−d+1
̟k−i
(
i
j + l(q − 1)
) ∑
λ∈κF
cm+1i,µ+̟m[λ][λ]
i−j−l(q−1) ≡
≡ 0 mod ̟nOC
(21)
Since k = d · q+ r, with r ≥ d, we see that k− d+1− d · q = r+1− d ≥ 1, showing
that for any 1 ≤ l ≤ d, any k − d + 1 ≤ i ≤ k, we get i − j − l(q − 1) ≥ 1, hence
for any λ ∈ κF , [λ]i−j−l(q−1) = [λ]i−j . (Had i− j − l(q− 1) been 0, this is violated
when λ = 0!).
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By the induction hypothesis, we know that cm+1k−i,µ ∈ ̟
n−dOC . Write, for 0 ≤ i ≤
d− 1 and 1 ≤ j ≤ d,
∑
λ∈Fq
cm+1k−i,µ+πm[λ][λ]
k−i−j = ̟n−d · xij for some xij ∈ OC .
Then the above equations for 1 ≤ l ≤ d yield
(22)
d−1∑
i=0
̟i
(
k − i
j + l(q − 1)
)
· xij ≡ 0 mod ̟
d
Let us prove that that xij ∈ ̟j−iOC for all 1 ≤ j ≤ d and all 0 ≤ i ≤ j. Note
that for i = j, it is trivial, so we will prove it for 0 ≤ i ≤ j − 1.
Indeed, fix j. Then, looking modulo ̟j , and setting yij = ̟
ixij , one obtains
the equations (for all 0 ≤ i ≤ j − 1 and all 1 ≤ l ≤ j)
j−1∑
i=0
(
k − i
j + l(q − 1)
)
· yij ≡ 0 mod ̟
j .
By Corollary 4.15, with m = j, we see that the matrix of coefficients here is
nonsingular modulo p, hence also invertible modulo ̟j , and it follows that yij ∈
̟jOC for all 0 ≤ i ≤ j − 1. But this precisely means that
xij = ̟
−iyij ∈ ̟
j−iOC
as claimed.
Therefore,
̟i ·
∑
λ∈Fq
cm+1k−i,µ+̟m[λ] · [λ]
k−i−j = ̟i ·̟n−dxij ∈ ̟
n−d+jOC
Considering now the formulas for Cmj,µ, with 1 ≤ j ≤ d, we get
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈ ̟n−dOC .
This also holds when j = 0 trivially as a conequence of (20).
Hence, applying once more Lemma 4.10,
cm−1i,µ ∈ ̟
n−dOC
as claimed. Therefore, in this case, taking ǫ = d suffices. 
4.4. The case 0 < vF (a) ≤ e. In this subsection, we will prove the following
theorem. Since the case vF (a) = 0 is covered by [DI13, Prop. 4.10], it establishes
(i) and (ii) in Theorem 4.4, for that case.
Theorem 4.17. Let 0 ≤ k ≤ q2/2. Assume further that k = dq + r with 0 ≤ r <
q − d. Let a ∈ OC be such that 0 < vF (a) ≤ e. Assume either that 0 < vF (a) ≤ 1
or that 2vF (a)− 1 ≤ r. Then (k, a) is separated.
We prove the theorem by considering two cases.
We shall first prove the case where max(2vF (a) − 1, 1) ≤ r, and then the case
r = 0, vF (a) ≤ 1.
Unfortunately, we have not been able to provide a proof for the case 0 ≤ r <
2vF (a)− 1.
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Proof. Let f ∈ indGKZρk be such that (T − a)f ∈ BN + ̟
nindGKZρ
0
k
. We may
assume that f =
∑M
m=0 fm where fm ∈ SN+m, and denote fm = 0 for m > M .
Looking at SN+m, we have the equations
(23) T−(fm+1) + T
+(fm−1)− afm ∈ ̟
nindGKZρ
0
k
1 ≤ m ≤M + 1
Our proof will be based on descending induction on m, showing that if fm, fm+1
are highly divisible, so must be fm−1.
We will initially obtain some bound for the valuation of fm−1 using fm and fm+1,
and then we will use that initial bound to bootstrap and obtain better bounds on
the valuation of fm,fm+1 and, in turn, fm−1.
Moreover, we may assume that fm ∈ S0N+m, using G-equivariance.
We refer the reader to the definition of the coefficients cmj,µ in Corollary 3.9, and
to formula (13).
As under our assumptions |S+| = 1, we will usually replace the multi-index
notation j by j = jσ.
The idea of this part of the proof is as follows - the contribution from the T+
part (the inner vertex) has high valuation when j is large, while the contribution
from the T− part (the outer vertices) has high valuation when j is small.
Let us introduce the statements Am,Bm,Cm,Dm for the rest of the proof.
The assumptions Am are made to ensure that for small values of j, the contri-
bution from T+ is of high enough valuation, hence we can infer something about
its preimage (by the previous Lemmata). These give us the initial bound for the
valuation of fm−1.
In the bootstrapping part, this bound shows that for large values of j, the main
contribution comes from T−, whence we must use Bm in order to obtain better
bounds on the valuation of fm. These bounds for large values of j can improve our
bounds for small values of j by using the assumption Cm, which is a linear relation
involving one small value of j, while all the others are large.
Finally, this is used to obtain a better bound on the valuation of fm−1, estab-
lishing the theorem.
Am : c
m
j,µ ∈
̟n−j
a
· OC ∀0 ≤ j ≤ d, c
m
i,µ ∈
̟n−d
a
· OC ∀0 ≤ i ≤ k ∀µ ∈ Im
Bm : c
m
k−j,µ ∈
̟n−j
a
· OC ∀0 ≤ j ≤ d, c
m
i,µ ∈
̟n−d
a
· OC ∀0 ≤ i ≤ k ∀µ ∈ Im
Cm :
⌊ k−iq−1⌋∑
s=j
(
s
j
)
· cmi+s(q−1),µ ∈
̟n−j
a
· OC ∀j + 1 ≤ i ≤ j + q − 1, ∀0 ≤ j ≤ d
Dm : c
m
i,µ ∈
̟n
a2
· OC ∀0 ≤ i ≤ k
Assume, by descending induction on m, that Am,Bm,Bm+1,Cm hold for all µ, λ.
Note that, as fM+1 = fM+2 = 0, they trivially hold for m = M + 1. We will
prove that Am−1,Bm−1,Bm,Cm−1 hold.
For this, we make use of the subsequent Lemma 4.18.
We assume Am,Bm,Bm+1,Cm, hence by Lemma 4.18, we know that
Am−1,Cm−1,Dm also hold.
It remains to show that Bm−1 holds. In fact, we need only to show that c
m−1
k−j,µ ∈
̟n−j
a OC for all 0 ≤ j ≤ d.
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Note that since Bm holds, by applying Lemma 4.18 to m − 1, we see that
Am−2,Cm−2 hold as well, and so does Dm−1.
Next, we see from Dm−1 that we have c
m−1
k−j,µ ∈
̟n
a2 OC ⊆
̟n−j
a OC for all vF (a) ≤
j ≤ d, which we get “for free”. Therefore, it remains to show that cm−1k−j,µ ∈
̟n−j
a ·OC
for all 0 ≤ j < min(vF (a), d).
Fix some 0 ≤ j < min(vF (a), d).
Now, since by Lemma 4.12, p |
(
i
k−j−l(q−1)
)
for all k − 2vF (a) < i ≤ k and all
j + 1 ≤ l ≤ d (here we use 2vF (a)− 1 ≤ r < q − d), and by Bm, cmi,µ ∈
̟n−k+i
a OC
for all k − 2vF (a) < i ≤ k, we get (as ̟e | p) that
(24) ̟k−i ·
(
i
k − j − l(q − 1)
)
·cmi,µ ∈ ̟
k−i+e ·
̟n−k+i
a
·OC =
̟n+e
a
·OC ⊆ ̟
nOC
where the last inclusion follows from vF (a) ≤ e.
Furthermore, since we have shownDm, we know that c
m
i,µ ∈
̟n
a2 OC = ̟
n−2vF (a)OC
for all 0 ≤ i ≤ k, hence for i ≤ k − 2vF (a), we get
(25) ̟k−i · cmi,µ ∈ ̟
2vF (a) ·̟n−2vF (a)OC = ̟
nOC .
At this point we make use of the hypothesis (23).
It then follows from equation (13) for Cm−1k−j−l(q−1) , and equations (24), (25) that
for all µ ∈ Im−1
̟k−j−l(q−1) ·
k∑
i=k−j−l(q−1)
(
i
k − j − l(q − 1)
)
· cm−2i,[µ]m−2 [−λµ]
i−k+j+l(q−1)−
−a · cm−1k−j−l(q−1),µ ∈ ̟
nOC .
But recall that l ≤ d, so that
k− j− l(q−1) = (d− l) · (q−1)+(r+d− j) ≥ r+d− j ≥ d+max(1, 2vF (a)−1)− j
where in the last inequality we use our assumption that r ≥ 1.
Since we have established Am−2, we know that c
m−2
i,µ ∈
̟n−d
a · OC , hence
̟k−j−l(q−1) · cm−2i,µ ∈
̟n+max(1,2vF (a)−1)−j
a · OC ⊆ ̟
n−jOC .
Therefore, we obtain that a · cm−1k−j−l(q−1),µ ∈ ̟
n−jOC , hence
(26) cm−1k−j−l(q−1),µ ∈
̟n−j
a
OC ∀j + 1 ≤ l ≤ d.
We shall now use Cm−1 to infer from the divisibility of these coefficients, the
divisibility of the coefficient cm−1k−j,µ by
̟n−j
a as desired. This shall be done as
follows.
Let i be the unique integer satisfying j + 1 ≤ i ≤ j + q − 1 such that i ≡ k − j
mod (q − 1), and let l0 =
⌊
k−i
q−1
⌋
, so that k − j = i + l0(q − 1). (Recall that
k − j + q − 1 ≥ k − d+ q − 1 > k).
If i < q, we let A ∈ Z(j+1)×(j+1) be the matrix with entries Atl =
(
l0−l
t
)j
t,l=0
.
If i ≥ q, we let A be the matrix with entries
Atl =
{(
l0−l
t
)
i− q < t ≤ j(
l0−l+1
t
)
0 ≤ t ≤ i− q
∀l ∈ {0, 1, 2, . . . , j}
In each of the cases, A ∈ GLj+1(Z), either by Lemma 4.13 or by Corollary 4.14.
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Therefore, there exists a non-trivial Z-linear combination of its rows, some αt ∈ Z
such that for all 0 ≤ l ≤ j
(27)
j∑
t=0
αtAtl = δl,0.
For t > i− q, substituting in Cm−1 the value t for j, we obtain for all µ ∈ Im−1
Ξt :=
l0∑
s=t
(
s
t
)
· cm−1i+s(q−1),µ ∈
̟n−t
a
· OC ⊆
̟n−j
a
· OC .
Note that indeed t+ 1 ≤ j + 1 ≤ i ≤ t+ q − 1, as required.
For 0 ≤ t ≤ i− q, substituting in Cm−1 the value t for j and the value i− (q− 1)
for i, we obtain for all µ ∈ Im−1
Ξt :=
l0∑
s=t−1
(
s+ 1
t
)
· cm−1i+s(q−1),µ =
=
l0∑
s=t
(
s
t
)
· cm−1i+(s−1)(q−1),µ ∈
̟n−t
a
· OC ⊆
̟n−j
a
· OC .
(28)
Note that indeed t+1 ≤ i− (q− 1) ≤ j ≤ d− 1 ≤ q− 1 ≤ t+ q− 1, as required.
Considering the linear combination
∑j
t=0 αtΞt, we see that
i−q∑
t=0
l0∑
s=t−1
αt
(
s+ 1
t
)
· cm−1i+s(q−1),µ +
j∑
t=i−q+1
l0∑
s=t
αt
(
s
t
)
· cm−1i+s(q−1),µ =
=
j∑
t=0
αtΞt ∈
̟n−j
a
· OC
which, reindexing, is the same as
l0+1∑
l=0
(
i−q∑
t=0
αt
(
l0 − l + 1
t
))
· cm−1k−j−l(q−1),µ+
+
l0∑
l=0

 j∑
t=i−q+1
αt
(
l0 − l
t
) · cm−1k−j−l(q−1),µ =
=
l0+1∑
l=0
(
i−q∑
t=0
αt
(
l0 − l + 1
t
))
· cm−1i+l0(q−1)−l(q−1),µ+
+
l0∑
l=0

 j∑
t=i−q+1
αt
(
l0 − l
t
) · cm−1i+l0(q−1)−l(q−1),µ
(29)
which lies in ̟
n−j
a · OC .
Since we assumed that r < q − d we have
k − j − (d+ 1)(q − 1) ≤ k − (d+ 1)(q − 1) = d · q + r − (dq + q − d− 1) =
= r − (q − d− 1) ≤ 0 < 1 ≤ j + 1 ≤ i = k − j − l0(q − 1)
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showing that l0 ≤ d, hence for every j+1 ≤ l ≤ l0, by (26) we have c
m−1
k−j−l(q−1),µ ∈
̟n−j
a OC , so that (29) yields
j∑
l=0
(
j∑
t=0
αtAtl
)
· cm−1k−j−l(q−1),µ =
=
j∑
l=0

i−q∑
t=0
αt
(
l0 − l + 1
t
)
+
j∑
t=i−q+1
αt
(
l0 − l
t
) · cm−1k−j−l(q−1),µ ∈ ̟n−ja · OC .
Now we apply (27) to see that this is no more than cm−1k−j,µ ∈
̟n−j
a · OC , as wanted.
This establishes Bm−1.
At this point, we have established Am−1,Bm−1,Bm,Cm−1 from
Am,Bm,Bm+1,Cm. By descending induction, this shows that
Am,Bm,Bm+1,Cm hold for all m.
In particular, considering for example Am, we see that for anym, c
m
i,µ ∈
̟n−d
a ·OC
for all 0 ≤ i ≤ k, showing that fm ∈ ̟n−(d+vF (a)) · OC for all m.
Thus, we have shown that if (T − a)f ∈ BN +̟nindGKZρ
0
k
, then f ∈ BN−1 +
̟n−(d+vF (a)) · OC .
Therefore, in the case max(2vF (a) − 1, 1) ≤ r, taking ǫ = d + vF (a) suffices in
order to show that (k, a) is separated. 
Lemma 4.18. Assume that for some m, Am,Bm+1,Cm hold.
Then Am−1,Cm−1,Dm hold as well.
Proof. From (23) and (13) we see that for any 0 ≤ j ≤ d
Cmj,µ =
k∑
i=j
̟k−i
(
i
j
) ∑
λ∈κF
cm+1i,µ+̟m[λ][λ]
i−j+
+̟j
k∑
i=j
cm−1i,[µ]m−1
(
i
j
)
(−λµ)
i−j − acmj,µ ∈ ̟
nOC
(30)
where λµ =
µ−[µ]m−1
̟m−1 .
By the hypothesis Bm+1, for any k − d < i ≤ k (and any µ), we have c
m+1
i,µ ∈
̟n−k+i
a · OC , hence ̟
k−i · cm+1i,µ ∈
̟n
a · OC .
Also, for any 0 ≤ i ≤ k − d, by Bm+1, we have c
m+1
i,µ ∈
̟n−d
a · OC , hence
̟k−i · cm+1i,µ ∈
̟d·̟n−d
a · OC =
̟n
a · OC .
We conclude that for any 0 ≤ i ≤ k, one has
(31) ̟k−i · cm+1i,µ ∈
̟n
a
· OC .
This implies that the first sum in (30) lies in ̟
n
a · OC , hence
(32) ̟j
k∑
i=j
cm−1i,[µ]m−1
(
i
j
)
(−λµ)
i−j − acmj,µ ∈
̟n
a
OC
Furthermore, for any 0 ≤ j ≤ d, by Am, we know that cmj,µ ∈
̟n−j
a · OC , hence
(33) acmj,µ ∈ ̟
n−jOC
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• If vF (a) ≤ j, we see that ̟n/a ∈ ̟n−jOC , so we get from (31), (33), and (30)
that
(34) ̟j
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈ ̟n−jOC ⇒
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈ ̟n−2jOC
for all vF (a) ≤ j ≤ d, for all µ ∈ Im−1 and for all λ ∈ κF .
• If j ≤ vF (a), we see that ̟n−j ∈
̟n
a · OC , so we get from (31), (33), and (30)
that
(35) ̟j
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈
̟n
a
· OC ⇒
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈
̟n−j
a
· OC .
In particular, by Lemma 4.10, we see that if vF (a) ≤ d, then c
m−1
i,µ ∈ ̟
n−2dOC
for all 0 ≤ i ≤ k, and if vF (a) ≥ d, then c
m−1
i,µ ∈
̟n−d
a · OC for all 0 ≤ i ≤ k.
Substituting λ = 0 in (35) we get cm−1j,µ ∈
̟n−j
a OC .
Therefore, if vF (a) ≥ d, we have already established Am−1. In this case, since
̟n−d
a ∈
̟n
a2 · OC , Dm trivially holds.
If vF (a) < d, we consider the coefficients C
m
2d,µ, C
m
2d+1,µ, . . . , C
m
k,µ. By (30) and
(31), using the fact that cm−1i,µ ∈ ̟
n−2dOC for all i, we get that acmj,µ ∈
̟n
a OC for
all j ≥ 2d.
In particular, since, by assumption, q ≥ 2k/q ≥ 2d, we get that for any 1 ≤ j ≤
2d− 1 and any 1 ≤ l,
j + l(q − 1) ≥ 1 + (q − 1) = q ≥ 2d
hence cmj+l(q−1),µ ∈
̟n
a2 OC .
By the assumption Cm (substituting j for i and 0 for j), it follows also that
cmj,µ ∈
̟n
a2 OC . Therefore ac
m
j,µ ∈
̟n
a OC for all 1 ≤ j ≤ 2d − 1, hence for all
0 ≤ j ≤ k, establishing Dm. Note that the case j = 0 is given by Am.
We may now consider once more the equations for Cm1,µ, . . . , C
m
d,µ, and get from
(31), (30) and Dm that ∀1 ≤ j ≤ d
̟j
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈
̟n
a
OC ⇒
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈
̟n−j
a
OC .
When j = 0, this holds by (35). By Lemma 4.10, it follows that cm−1i,µ ∈
̟n−d
a OC
for all i. Also, it shows that cm−1j,µ ∈
̟n−j
a OC for 1 ≤ j ≤ d, by substituting λ = 0.
Therefore, we have established Am−1 in this case as well.
Finally, for any 0 ≤ j ≤ d, and for any 0 ≤ t ≤ j
k∑
i=t
(
i
t
)
cm−1i,µ [λ]
i−t ∈
̟n−t
a
· OC ⊆
̟n−j
a
· OC
for all λ ∈ κF . Thus, by Lemma 4.11, substituting j for d and i for j, we get
Cm−1. 
We now consider the case 0 < vF (a) ≤ 1 and r = 0, using a different argument.
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Theorem 4.19. Let k = dq, and assume 1 ≤ d < q2 (note that this excludes q = 2)
. Let a ∈ OC be such that 0 < vF (a) ≤ 1, and let N ∈ Z>0. There exists a constant
ǫ ∈ Z≥0 depending only on N, k, a such that for all n ∈ Z≥0, and all f ∈ indGKZρ
0
k
:
(T − a)(f) ∈ BN +̟
nindGKZρ
0
k
⇒ f ∈ BN−1 +̟
n−ǫindGKZρ
0
k
Proof. We may assume that f =
∑M
m=0 fm where fm ∈ S
0
N+m, and denote fm = 0
for m > M . Looking at SN+m , we have the equations
T−(fm+1) + T
+(fm−1)− afm ∈ ̟
nindGKZρ
0
k
1 ≤ m ≤M + 1
Assume, by descending induction on m, that the following hold:
cm+1k,µ ∈
̟n
a2
OC , c
m+1
k−j,µ ∈
̟n
a
OC ∀0 < j ≤ d
cm+1i,µ ∈
̟n−d
a
OC ∀0 ≤ i ≤ k ∀µ ∈ Im+1
cm0,µ ∈
̟n
a
OC ,
⌊ k−jq−1 ⌋∑
l=0
cmj+l(q−1),µ ∈
̟n
a
OC ∀1 ≤ j ≤ d
cmi,µ ∈
̟n−d
a
OC ∀0 ≤ i ≤ k ∀µ ∈ Im∑
λ∈κF
cm+1k,µ+̟m[λ][λ]
l ∈
̟n
a
OC , ∀l ∈ {0, 1, 2, . . . , d, q − 1} ∀µ ∈ Im
(36)
We will show that the same formulas hold for m − 1, hence establish that they
hold for all 0 ≤ m ≤M + 1.
First, for µ ∈ Im−1 and λ ∈ κF , consider the formula for Cm0,µ+̟m−1[λ] , see (13).
By (36) with l = d, using the fact that [λ]q = [λ] for all λ ∈ κF , we know that∑
λ′∈κF
cm+1k,µ+̟m−1[λ]+̟m[λ′][λ
′]dq =
∑
λ′∈κF
cm+1k,µ+̟m−1[λ]+̟m[λ′][λ
′]d ∈
̟n
a
OC
which is the first summand in the first sum in (13) with j = 0.
For i ≤ k − d, since we assume cm+1i,µ+̟m−1[λ]+̟m[λ′] ∈
̟n−d
a OC , we see that
̟k−i ·
∑
λ′∈κF
cm+1i,µ+̟m−1[λ]+̟m[λ′][λ
′]i ∈ ̟d ·
̟n−d
a
· OC =
̟n
a
· OC
Also, for k − d < i < k, since we assume cm+1i,µ+̟m−1[λ]+̟m[λ′] ∈
̟n
a OC , we get
̟k−i ·
∑
λ′∈κF
cm+1i,µ+̟m−1[λ]+̟m[λ′][λ
′]i ∈
̟n
a
· OC
This shows that the entire first sum in (13) with j = 0 lies in ̟
n
a ·OC . In addition,
we have assumed that cm0,µ+̟m−1[λ] ∈
̟n
a · OC . Therefore
k∑
i=0
cm−1i,µ [λ]
i ∈
̟n
a
OC
Next, we consider the formulas for Cmj,µ+̟m−1[λ] with 1 ≤ j ≤ d. By (36) with
l = d − j for j 6= d and l = q − 1 for j = d, using the fact that [λ]q = [λ] for all
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λ ∈ κF , we know that(
k
j
) ∑
λ′∈κF
cm+1k,µ+̟m−1[λ]+̟m[λ′][λ
′]dq−j =
=
(
k
j
) ∑
λ′∈κF
cm+1k,µ+̟m−1[λ]+̟m[λ′][λ
′]l ∈
̟n
a
OC ⊆ ̟
n−dOC
which is the first summand in the first sum in (13).
Since for all i, we have cm+1i,µ+̟m−1[λ]+̟m[λ′] ∈
̟n−d
a OC , when considering i < k
we also have 1 ≤ k − i, hence
̟k−i
(
i
j
) ∑
λ′∈κF
cm+1i,µ+̟m−1[λ]+̟m[λ′][λ
′]i−j ∈ ̟ ·
̟n−d
a
OC ⊆ ̟
n−dOC
where the last inclusion holds as vF (a) ≤ 1. This shows that the entire first sum in
(13) lies in ̟n−dOC .
Since we also have cmj,µ+̟m−1[λ] ∈
̟n−d
a OC , by (13) we see that for all 1 ≤ j ≤ d
k∑
i=j
(
i
j
)
cm−1i,µ [λ]
i−j ∈ ̟n−d−jOC
Therefore, by lemma 4.10 we have cm−1i,µ ∈ ̟
n−2dOC for all i.
Let 0 < j ≤ d. Looking at the formula for Cmk−j,µ, using the fact that k − j ≥
dq − d = d(q − 1) ≥ 2d (recall q 6= 2), we see that the second sum satisfies
̟k−j
k∑
i=k−j
(
i
k − j
)
cm−1i,[µ]m−1 [λµ]
i−(k−j) ∈ ̟2d ·̟n−2dOC = ̟
nOC
Also, we deduce from the hypothesis (36) with l = j that(
k
k − j
) ∑
λ∈κF
cm+1k,µ+̟m[λ][λ]
k−(k−j) =
=
(
k
k − j
) ∑
λ∈κF
cm+1k,µ+̟m[λ][λ]
j ∈
(
k
k − j
)
·
̟n
a
OC ⊆ ̟
nOC
since p |
(
k
k−j
)
=
(
dq
(d−1)q+(q−j)
)
by Kummer’s theorem, and vF (a) ≤ 1.
For i < k − d, since we assume cm+1i,µ+̟m[λ] ∈
̟n−d
a OC , we see that
̟k−i
(
i
j
)
·
∑
λ∈κF
cm+1i,µ+̟m[λ][λ]
i−j ∈ ̟d+1 ·
̟n−d
a
· OC =
̟n+1
a
· OC ⊆ ̟
nOC
Also, for k− d ≤ i < k, since we assume cm+1i,µ+̟m[λ] ∈
̟n
a OC , and 1 ≤ k− i, we get
̟k−i
(
i
j
)
·
∑
λ∈κF
cm+1i,µ+̟m[λ][λ]
i−j ∈ ̟ ·
̟n
a
· OC = ̟
nOC
This shows that both sums in (13) lie in ̟nOC , hence also
a · cmk−j,µ ∈ ̟
nOC
Furthermore, for any 1 ≤ j ≤ d, looking at the formulas for
Cmj+(q−1),µ, . . . , C
m
j+l(q−1),µ, . . . ,
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as j + l(q − 1) ≥ j + q − 1 ≥ q > 2d, by the same reasoning, we deduce from the
hypothesis (36) with l = d− j that
a · cmj+l(q−1),µ ∈
̟n
a
OC
Since
∑⌊ k−jq−1 ⌋
l=0 c
m
j+l(q−1),µ ∈
̟n
a OC for 1 ≤ j ≤ d, this shows that a · c
m
j,µ ∈
̟n
a OC
for all 0 ≤ j ≤ k.
We also note that p |
(
dq
d+l(q−1)
)
for all 1 ≤ l < d, by Kummer’s theorem, therefore
showing that
a · cmd+l(q−1),µ ∈ ̟
nOC
Since
∑d
l=0 c
m
d+l(q−1),µ ∈
̟n
a OC , we deduce that
(37) cmd,µ + c
m
dq,µ ∈
̟n
a
OC
Therefore, we have established that
cmk,µ ∈
̟n
a2
OC , c
m
k−j,µ ∈
̟n
a
OC ∀0 < j ≤ d, , c
m
i,µ ∈
̟n−d
a
OC ∀0 ≤ i ≤ k
Returning to the formulas for Cm0,µ, C
m
1,µ, . . . , C
m
d,µ, we see that for all λ ∈ Fq one
has
k∑
i=0
cm−1i,µ [λ]
i ∈
̟n
a
OC ,
k∑
i=1
icm−1i,µ [λ]
i−1 ∈
̟n−1
a
OC ,
...
k∑
i=d
(
i
d
)
cm−1i,µ [λ]
i−d ∈
̟n−d
a
OC
(38)
Therefore, by Lemma 4.10 we have cm−1i,µ ∈
̟n−d
a OC for all i. Moreover, we see
that
cm−10,µ ∈
̟n
a
OC ,
⌊ k−jq−1 ⌋∑
l=0
cmj+l(q−1),µ ∈
̟n
a
OC ∀1 ≤ j ≤ d
cm−1i,µ ∈
̟n−d
a
OC ∀0 ≤ i ≤ k
(39)
It remains to establish (36) for m. Looking at the equation for Cmd,µ, we see that
for all µ we have
̟d ·
k∑
i=d
(
i
d
)
cm−1i,[µ]m−1 [λµ]
i−d − a · cmd,µ ∈ ̟
nOC
since p |
(
k
d
)
=
(
dq
d
)
. Fixing µ ∈ Im−1 and summing over all λ ∈ Fq, we get
a ·
∑
λ∈Fq
cmd,µ+̟m−1[λ][λ]
l −̟d ·
k∑
i=d
(
i
d
)
cm−1i,µ
∑
λ∈Fq
[λ]i+l−d ∈ ̟nOC
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for any l ∈ {0, 1, 2, . . . , d, q − 1}.
However, as
∑
λ∈Fq
[λ]i ≡
{
−1 q − 1 | i, i 6= 0
0 else
mod p
we obtain
a ·
∑
λ∈Fq
cmd,µ+̟m−1[λ][λ]
l −̟d ·
[ k−d+lq−1 ]∑
h=1
(
d− l + h(q − 1)
d
)
cm−1d−l+h(q−1),µ ∈ ̟
nOC
Fix some l ∈ {0, 1, . . . , d}. Note that for all h ≤ d− l, one has
p |
(
d− l+ h(q − 1)
d
)
=
(
h · q + (d− l − h)
d
)
This means we have
(40)
a ·
∑
λ∈Fq
cmd,µ+̟m−1[λ][λ]
l −̟d ·
d∑
h=d−l+1
(
d− l + h(q − 1)
d
)
cm−1d−l+h(q−1),µ ∈ ̟
nOC
For l = 0, this already implies∑
λ∈Fq
cmd,µ+̟m−1[λ] ∈
̟n
a
OC
hence by (37) ∑
λ∈Fq
cmdq,µ+̟m−1[λ] ∈
̟n
a
OC
For arbitary l, we proceed as follows.
Consider the formulas for Cm−10,µ , C
m−1
1,µ , . . . , C
m−1
d,µ . We obtain as before that
cm−2i,µ ∈ ̟
n−2dOC for all i.
We may now consider the formulas for Cm−1dq−l,µ, C
m−1
(d−1)q−l+1,µ, . . . , C
m−1
(d−l+1)q−1,µ.
Since
(d− l+ 1)q − 1 ≥ q − 1 ≥ 2d
we get(
dq
d− l + h(q − 1)
)
·
∑
λ∈Fq
cmdq,µ+̟m−1[λ][λ]
l + a · cm−1d−l+h(q−1),µ ∈ ̟
nOC
for all d− l + 1 ≤ h ≤ d. Substituing back in (40), we get
(41) A ·
∑
λ∈Fq
cmdq,µ+̟m[λ][λ]
l ∈ ̟nOC
where
(42) A =
(
a+
1
a
d∑
h=d−l+1
̟d ·
(
dq
d− l + h(q − 1)
)
·
(
d− l + h(q − 1)
d
))
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Note that p |
(
dq
d−l+h(q−1)
)
=
(
dq
(h−1)q+q+d−l−h
)
, hence
vF
(
̟d
a
·
(
dq
d− l + h(q − 1)
)
·
(
d− l + h(q − 1)
d
))
≥ d+ 1− vF (a)
But, as vF (a) ≤ 1 <
1+d
2 , it follows that vF (a) < d + 1 − vF (a), so that we must
have
a ·
∑
λ∈Fq
cmdq,µ+̟m[λ][λ]
l ∈ ̟nOC
as claimed.
Finally, looking at the formulas for Cm−1dq , . . . , C
m−1
d+q−1, we have(
dq
d+ h(q − 1)
)
·
∑
λ∈Fq
cmdq,µ+̟m−1[λ][λ]
q−1 + a · cm−1d+h(q−1),µ ∈ ̟
nOC
for all 1 ≤ h ≤ d− 1, and∑
λ∈Fq
cmdq,µ+̟m−1[λ] + a · c
m−1
dq,µ ∈ ̟
nOC
Substituting in (40), and recalling that
∑d
h=0 c
m−1
d+h(q−1) ∈
̟n
a OC , we obtain(
a+
1
a
·̟d
d−1∑
h=0
(
d+ h(q − 1)
d
)(
dq
d+ h(q − 1)
)) ∑
λ∈Fq
cmdq,µ+̟m−1[λ][λ]
l ∈ ̟nOC
since ̟2 | ̟d ·
(
dq
d
)
.
Since vF (a) ≤ 1 <
d+1
2 , this is only possible if
∑
λ∈Fq
cmdq,µ+̟m−1[λ][λ]
q−1 ∈
̟n
a OC . Therefore, we are done, and ǫ = d+ vF (a) suffices. 
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