In this research, we discuss fourth problem that the discriminant analysis is not the inferential statistics such as a regression analysis. Fisher never formulated two equations of SE of the discriminant coefficient and error rate. Until now, no statisticians are successful in formulating these SEs by traditional approach based on the normal distribution. Therefore, we propose the "k-fold cross-validation for small sample" method by the computer-intensive approach. This method is a combination of re-sampling technique and k-fold crossvalidations. By this new method, we can obtain the 95% confidence intervals (C.I.) of error rates and discriminant coefficients [16, 17] . Although Konishi and Honda [6] proposed the "bootstrap methods [1] for error rate estimation in discriminant analysis", a new method is more helpful for researchers who wish to discriminate their small sample. In addition to these results, we discuss the new model selection technique. There are many model selection techniques such as stepwise methods and all possible combination of independent variables and statistics such as AIC, BIC and Cp statistics in the regression analysis. On the other hand, a leave-one-out (LOO) method is used as model selection technique in the discriminant analysis [7] . Our approach may be helpful for model selection technique as follows. We select the best model that has the minimum mean of error rates (M2) in the validation samples and compare eight LDFs with this model. Some statisticians believe MNM is foolish criterion because it over fits the training sample and overestimates the validation sample. They say the generalization ability of Fisher's LDF is good because it assumes the Fisher's assumption without examination of real data. This claim has been proven to be a complete mistake by our method. We showed that the means of error rates (M1) in the training sample and M2 of Revised IP-OLDF were less than those of Fisher's LDF [21] . Revised IP-OLDF had resolved first and second problems [14] . In this research, it can resolve fourth problem of the discriminant analysis.
Method
In this research, we compare the mean of error rates "M1 & M2" and 95% C.I. of error rates and discriminant coefficients of eight LDFs. Eight LDFs are as follows: logistic regression, Fisher's LDF, Revised IP-OLDF, Revised IPLP-OLDF [19] , Revised LP-OLDF, H-SVM and two S-SVMs those are SVM4 (penalty c = 10 4 ) and SVM1 (penalty c = 1).
Original Data and Re-sampling Data
Until now, we find three kinds of original data that are linearly separable. Those are the Swiss bank note data, the data of the pass/fail determination by exam scores and the Japanese 44 cars data [18] . IP-OLDF found that the Swiss bank note data is linearly separable by 2-variables (X4, X6). Therefore, we consider 16 linear separable models including 2-variables (X4, X6). The 47 models that remain are not linearly separable. Our claim is that we focus on these 16 linear separable models because we need not select the best model among 47 models. In addition to this merit, to compare the results of eight LDFs by these 16 models is more straightforward and clear than to compare eight LDFs by 47 models.
After 2010, we teach the statistical preliminary course for approximately 130 freshmen, attended. Midterm and final exams consisted of 100 questions with ten choices. We consider two discriminations using 100 item scores and four testlet scores as independent variables. If the pass mark is 50 points, we can easily obtain a trivial LDF (f = T1 + T2 + T3 + T4 -50). If f ≥ 0 or f < 0, the students pass or fail the exam, respectively. In this example, students on the discriminant hyperplane pass the exam, because their score is exactly 50. This example indicates that there is no first problem because the discriminant rule is decided by independent variables. Table 1 shows the discrimination of four testlet scores for a 10% level of the midterm exams. 'p' denotes the number of independent variables selected by the forward stepwise method. In 2012, the 2-variables model (T4, T2) was linearly separable. There are 15 discriminant models by all combination of variables, only four LDFs of which are linearly separable. In this research, we focus on four linear separable models such as (T1,  T2, T3, T4), (T1, T2, T4), (T2, T3, T4), (T2, T4 ). Moreover, we compare of eight LDFs by these four models. Those comparisons are very clear because four models are linearly separable. On the other hand, when we compare eight LDFs by eleven models, we may not judge the results positively. Some statisticians claim that the purpose of discriminant analysis is to discriminate overlapping data, not linear separable data. Until now, we cannot define the overlapping status in the world of LDF. Users of Fisher's LDF and QDF misunderstand all 15 models are overlapping because NMs are not zero. Only MNMs show four models including (T2, T4) are not overlapping, and 11 models are overlapping. It is difficult for us to define the overlapping status of the world of non-linear discrimination. In this paper, we propose the "k-fold cross-validation for small sample" method as follows. Moreover, we consider the best model that has minimum M2 in the validation sample. In this research, we fix k=100 in order to obtain the 95% C.I. of error rates and discriminant coefficients. 1) We copy the original data 100 times. Moreover, we add one variable, the value of which is generated by the uniform random number. Now, we can obtain a large re-sampling sample. 2) We consider this data as pseudo-population. We are sorting the data in ascending order in each class.
Moreover, we add the sub-sample numbers from 1 to 100. This operation is the same effect by resampling from pseudo-population or original sample.
3) The sub-samples from 1 to 100 are the 100 training samples. Moreover, pseudo-population is the validation sample. This method has two merits. The relation of the validation sample and training samples equals to the relation of population and samples. The validation sample has the same character as the original data that prevents the mistakes. Therefore, we can control the quality of data sets. This method gives us much information, compared with the LOO methods. We can evaluate eight LDFs by "M1 & M2" and the 95% C.I. of error rates and discriminant coefficients. Until now, users of discriminant analysis cannot use this useful information.
Pass/Fail Determination by Exam Scores
In this research, we discuss the discrimination of linear separable data. We examine the pass/fail determination by midterm exam at the 10% level in 2012. Pass mark is 36 points. Therefore, a trivial LDF such as f=T1+T2+T3+T4-36 is a linear separable model. If f>=0 or f<0, student pass or fail the exam, respectively. There are 15 discriminant models made by 4-variables such as T1, T2, T3, and T4. Because MNM of (T2, T4) model is zero, four MNMs including (T2, T4) are zero. In addition, other eleven MNMs are not zero.
In section 3.1, we focus on four linear separable models. We compare the "M1s & M2s" of eight LDFs including H-SVM. In section 3.2, we discuss the ranges for error rates of four linear separable models and the ranges in four out of eleven models. In section 3.3, we discuss the 95% C.I. of discriminant coefficients of four linear separable models. Table 2 shows the results by 100-fold cross-validations. "M1 and M2" columns are the means of error rates in the training and validation samples. The first column shows eight LDFs. Those are RIP (Revised IP-OLDF), HSVM (H-SVM), SVM4, SVM1, IPLP (Revised IPLP-OLDF), LP (Revised LP-OLDF), Logistic (logistic regression) and Fisher's LDF. Only Fisher's LDF depends on the normal distribution. Four rows from 1 to 4 correspond to four linear separable models. Four models are (T1, T2, T3, T4), (T1, T2, T4), (T2, T3, T4), and (T2, T4) in this order. 'Model' column shows the suffix of a variable. We omit four 1-variable models from the table. Therefore, seven models from 5 to 11 are showed in the table.
The Mean of Error Rates
Revised IP-OLDF analyzes 1,500 training samples as follows. First, we discriminate the 100 training samples (n=124 cases) by 100 discriminant models of (T1, T2, T3, T4), and obtain 100 NMs. From these NMs, 100 error rates are calculated by dividing n=124 and the mean of error rate 'M1' is calculated by 100 error rates. In this manner, other fourteen M1s are computed. After optimization, these 1,500 Revised IPOLDFs are applied to the validation samples (N=12,400 cases). Moreover, we compute fifteen M2s and the percentiles such as 0%, 2.5%, 50%, 97.5% and 100% of error rates and discriminant coefficients. In this way, LINGO [9] analyzes six MP-based LDFs. JMP [8] CPU times of eight LDFs are shown in the first column. Until now, MP-solver was slower than statistical software. This slowness increased the research time, thereby reducing the feasibility of research using MPsolver. However, the MP-solver is a more powerful tool now. Therefore, we can study discriminant analysis by the computer-intensive approach instead of the traditional approach restricted by the theoretical distributions. In 2009, Revised IPLP-OLDF was faster than Revised IP-OLDF when tested on LINGO Ver.10 [9] . Reversal of CPU time occurred for Revised IP-OLDF and Revised IPLP-OLDF, when tested on LINGO Ver.14. We expect that Revised IPLP-OLDF may be faster than Revised IP-OLDF for a larger data set. On the other hand, CPU times of logistic regression and Fisher's LDF are about 12 minutes and 15 minutes as recorded by means of a wrist watch, respectively. Although both statistical LDFs output a large amount of information, they were nonetheless faster than Revised IP-OLDF until 2013. Table 3 shows the ranges of error rates instead of the 95% C.I. of error rates. Upper and lower rows in each LDF display the ranges of the training and validation samples, respectively. RIP, HSVM, SVM4, IPLP, and Logistic have the same results. These five LDFs and LP can recognize four linear separable models correctly. SVM1 cannot recognize three linear separable model and Fisher's LDF cannot recognize four linear separable models. The maximum value 3.23% of the fourth model of LP is smaller than other LDFs. We can conclude Fisher's LDF are worse in the training and validation samples. Other seven LDFs almost have the same results. Table 4 shows the ranges of four models among eleven models. Four models are (T1, T3, T4), (T1, T2, T3), (T1, T4), and (T3, T4). We can understand all minimum and maximum values of RIP are less than equal other six LDFs. From Table 2 and Table 3 , we do not permit the superiority of RIP. However, RIP may be superior to other LDFs for the overlapping data. We must examine by other data (Future Work 1). Table 5 shows the median and 95% C.I. of six MP-based LDFs. Fisher's LDF and logistic regression by JMP script do not output 100 discriminant coefficients. If the 95% C.I. include zero, we can judge the pseudo population coefficient is zero. If it contains the positive or negative value, we estimate the pseudo population coefficient a positive or negative value. Following this judgment, all coefficients of T2 and T4 are positive values and the constants of six LDFs are negative values. This result implies noteworthy results, because most results imply us the coefficients of two variables (T2, T4) are significant at the 5% level. Therefore, we can conclude the two variables model (T2, T4) is the best model. We must investigate this fact with other data (Future Work 2). 
The Ranges of Error Rates

Fisher's LDF and Logistic Regression
Fisher never formulated the SE of discriminant coefficient. If we use class identifier yi as the object variable in the regression analysis, we can obtain the SE of the regression coefficient. Table 6 shows the 95% C.I. of the regression coefficient calculated by the SE from the validation sample. First two rows show the "2.5% and 97.5%" of regression coefficients. In this research, the validation sample is considered as the pseudopopulation. Although the C.I. of pseudo-population may be no meaning, we count the number of 100 regression coefficients by the training samples out of the 95% C.I. The outliers show these figures. We expect these figures are about 5 cases. In sixteen intervals, the number of outliers is less than eight. In ten intervals, the number of outliers is less than five. Therefore, we can accept this 95% C.I., and judge four Fisher's LDFs are significant. We cannot decide the best model by the 95% C. I. of the Fisher's linear discriminant coefficient. [-12982, 12632] . Therefore, JMP outputs a warning message. However, if we find "NM=0" on the ROC by JMP and "MNM=0" by Revised IP-OLDF, we judge it is the linear separable model. In general, an exact logistic regression supported by SAS is recommended. It avoid above complex work. We have no idea to decide the best model for logistic regression by the 95% C.I. of the logistic regression coefficient. Logi1234 = -2.6(725)*T1 -21(2489)*T2 -6.6(1248)*T3-6.97(724)*T4 + 296 (26825). 
4.
Conclusion In this research, we have discussed the fourth problem of discriminant analysis. Fisher never formulated two SEs of error rate and discriminant coefficient. However, some statisticians believe the discriminant analysis is inferential statistics similar to regression analysis because Fisher's LDF assumes the Fisher's assumption based on the normal distribution. This claim is not logical. Statistical software reflects the common knowledge obtained by statistical research. Statistical users can infer that discriminant analysis is not the same as traditional inferential statistics because a commercial software never display the SE of error rate and discriminant coefficients. There is a research about the error rate by the bootstrap method [6] by the computerintensive approach. In this study, we propose the "k-fold cross-validation for small sample" method. This method can resolves the fourth problem and evaluates eight LDFs by the "M1 & M2". The procedure of this method is very straightforward. Moreover, there are several merits as follows: 1) It is easy to generate the re-sampling sample by statistical software.
2) It reflects the relation of pseudo-population and samples. The training samples should be a sub-set of pseudo-population. Moreover, we can control the quality of the training and validation samples very easy.
3) This method shows good results as explained in this paper.
At least this method is better than LOO method and displays the following outcomes: 1) Fisher's LDF is worst. SVM1 is second worst. HSVM, SVM4, IPLP, LP, and Logistic show good results for the linear separable models. On the contrary, Revised IP-OLDF is the best among eight LDFs for other eleven models that are not linear separable. This outcome may imply Revised IP-OLDF is superior to other LDFs for non-linear separable models. 2) We cannot decide the best model with minimum M2 in this data. However, the 95% C.I. of coefficients by six MP-based LDFs recommend 2-variables model of (T2, T4). We must examine this results with other data (Future Work 3). 3) In this research, we conclude that Fisher's LDF is the worst among the eight LDFs. We obtain the same conclusion from the CPD data and the student data [21] . We conclude that Fisher's LDF is fragile for discrimination such as the pass/fail determination and medical diagnosis of healthy and ill classes. These data have the same characteristic having many cases near the linear hyperplane. This feature does not satisfy the Fisher's assumption. In the near future, we shall examine other data that does not satisfy the Fisher's assumption (Future Work 4) . We plan to work on four future works using different data, to further understand the results obtained in this study.
