The extended Kalman filter, when employed in the GPS receiver as the navigation state estimator, provides optimal solutions if the noise statistics for the measurement and system are completely known. In practice, the noise varies with time, which results in performance degradation. The covariance matching method is a conventional adaptive approach for estimation of noise covariance matrices. The technique attempts to make the actual filter residuals consistent with their theoretical covariance. However, this innovation-based adaptive estimation shows very noisy results if the window size is small. To resolve the problem, a multilayered neural network is trained to identify the measurement noise covariance matrix, in which the back-propagation algorithm is employed to iteratively adjust the link weights using the steepest descent technique. Numerical simulations show that based on the proposed approach the adaptation performance is substantially enhanced and the positioning accuracy is substantially improved.
I N T R O D U C T I O N. The well-known Kalman filter
, which provides optimal (from the viewpoint of minimum mean square error) estimate of the system state vector, has been widely applied to the fields of navigation such as GPS receiver position/velocity determination, and the integrated navigation system design. As for the GPS navigation schemes, the least squares and Kalman filtering approaches have been commonly used to estimate the user position as well as the velocity. In general, results based on the Kalman filter, due to its characteristics that attempt to mitigate high frequency noise, shows better performance than those based on the least squares approach.
In practice, the Kalman filter will provide the optimal result if the complete a priori knowledge of process noise covariance matrix and measurement noise covariance matrix are available. Therefore, a lot of effort has been made to improve the estimation of the covariance matrices. Mehra (1972) classified the adaptive approaches into four categories : Bayesian, maximum likelihood, correlation and covariance matching. These methods can be applied to the Kalman filtering algorithm to realize adaptive Kalman filtering (Mehra, 1970 (Mehra, , 1971 (Mehra, , 1972 Mohamed and Schwarz, 1999 ;  The process model and measurement model are represented as Process model: _ x x=Fx+Gu (1a)
Measurement model: z=Hx+v (1b)
where the vectors u(t) and v(t) are both white noise sequences with zero means and mutually independent:
E [u(t)u T (t)]=Qd(txt) (2a)
where d(t) is the Dirac delta function, E[ . ] represents expectation, and superscript '' T '' denotes matrix transpose.
Expressing Equations (1a) and (1b) in discrete-time equivalent form leads to
where the state vector x k s< n , process noise vector w k s< n , measurement vector z k s< m , and measurement noise vector v k s< m . In Equation (3), both the vectors w k and v k are zero mean Gaussian white sequences having zero cross correlation with each other :
where Q k is the process noise covariance matrix, R k is the measurement noise covariance matrix, and W k =e FDt is the state transition matrix. The Kalman filter algorithm is summarized as follow :
Prediction steps/time update equations:
Correction steps/measurement update equations :
Equations (5-6) are the time update equations of the algorithm from k to step k+1, and Equations (7-9) are the measurement update equations. These equations
incorporate a measurement value into a priori estimation to obtain an improved a posteriori estimation. In the above equations, P k is the error covariance matrix defined by
, in which x k is an estimation of the system state vector x k , and the weighting matrix K k is generally referred to as the Kalman gain matrix. The Kalman filter algorithm starts with an initial condition value, x 0 x and P 0 x . When new measurement z k becomes available with the progression of time, the estimation of states and the corresponding error covariance would follow recursively ad infinitum.
The extended Kalman filtering is a nonlinear version of Kalman filtering, which deals with the case described by the nonlinear stochastic differential equations:
The algorithm for the extended Kalman filtering is essentially similar to that of Kalman filtering, except that some modifications are made. Firstly, the state update equation becomesx
wherex
andẑ
Secondly, the linear approximation equations for process and measurement are obtained through the relations
More detailed discussion can be referred to Gelb (1974) and Brown and Huang (1997) . The flow chart for the GPS navigation solutions using extended Kalman filter approach is shown inside the right-hand-side block of Figure 2 .
The implementation of Kalman filter requires the a priori statistical knowledge of the process noise and measurement noise. Poor knowledge of the noise statistics may seriously degrade the Kalman filter performance and even provoke the filter divergence. To fulfil the requirement, an adaptive Kalman filter can be utilized as the noise-adaptive filter to estimate the noise covariance matrices. Mehra (1972) classified the adaptive approaches into four categories : Bayesian, maximum likelihood, correlation and covariance matching. The innovation sequences have been utilized by the correlation and covariance-matching techniques to estimate the noise covariances. The basic idea behind the covariance-matching approach is to make the actual value of the covariance of the residual consistent with its theoretical value. From the incoming measurement z k and the optimal prediction x k x obtained in the previous step, the innovations sequence is defined as
The innovation represents the additional information available to the filter as a consequence of the new observation z k . The weighted innovation,
, acts as a correction to the predicted estimate x k x to form the estimation x k . Substituting the measurement model, Equation (3b), into Equation (16) yields
which is a zero-mean Gaussian white noise sequence. By taking variances on both sides of Equation (17), we have the theoretical covariance
This leads to an estimate of R k :R
whereĈ C k is the statistical sample variance estimate of C k . MatrixĈ C k can be computed through averaging inside a moving estimation window of size N (Mohamed and Schwarz, 1999)Ĉ
where j 0 =kxN+1 is the first sample inside the estimation window. If the window size is too small, the estimation of measurement covariance will be very noisy. On the other hand, if a large window size is utilized, the estimation of measurement covariance will be smoother, however, at the expense of long transient time. Usually, the window size N is chosen empirically to give some statistical smoothing. In some practical applications, there are instances in which the noise spectral amplitudes rapidly change ; in those cases the conventional approach will not suffice the adaptation requirement.
T H E P R O P O S E D N E U R A L N E T W O R K A I D E D AEKF S C H E M E.
Neural networks have been applied to a wide variety of problems. They have been studied for more than three decades since Rosenblatt first applied single-layer perceptrons to pattern classification learning in the late 1950s. NN is a network structure consisting of a number of nodes connected through directional links. Each node represents a process unit, and the links between nodes specify the casual relationship between the connected nodes. The learning rule specifies how these parameters should be updated to minimize a prescribed error measure, which is a mathematical expression that measures the discrepancy between the network's actual output and a desired output. The multi-layered neural network is a well-known neural model. The SD technique is employed to adjust the link weights so that the differences between the NN outputs
and the desired outputs are minimized. In the forward pass, the link weights are fixed and the response of the NN is computed by subjecting the network to a prescribed set of input patterns. In the backward pass, the adjustments to the link weights are computed for the purpose of minimizing a cost function defined as the sum of squared errors. 4.1. Back-propagation algorithm. The error signal at the output of neuron j at iteration n (i.e., presentation of the nth training example) is defined by e j =d j (n)xy j (n) where neuron j is an output node. The instantaneous value of the error energy for neuron j is defined as 1 2 e j 2 (n). The instantaneous value of total error energy value, E(n), is obtained by summing 1 2 e j 2 (n) over all neurons in the output layer :
where the set L includes all the neurons in the output layer of the network. Let P denote the total number of patterns contained in the training set, the average percentage error is defined as
The induced local field n j (n) with neuron j is
where m is the total number of inputs (including the bias) applied to neuron j. Hence the function signal y j (n) appearing at the output of neuron j at iteration n is
The correction Dw ji (n) applied to w ji (n) is defined by the delta rule :
where g is the learning rate ; a is a positive number called the momentum coefficient ; y i (n) is the output of the ( jx1)th layer and the local gradient d j (n) is defined as
When neuron j is a hidden node, we may redefine the local gradient d j (n) for hidden j as
As for the activation function, the sigmoidal (or logistic) function is selected. This form of sigmoidal nonlinearity in its general form is defined as
where a>0 and x'<n j (n)<'. Differentiating Equation (28) with respect to n j (n) gives
Sigmoid hidden and output units usually use a '' bias '' or ''threshold '' term in computing the net input to the unit. A bias term can be treated as a connection weight from a special unit with a constant activation value. The topology of a multi-layered neural network is shown in Figure 1 . 4.2. Input-output functional mapping. Off-line training of neural network is conducted using the SD technique to minimize the differences between the outputs of NN and the desired outputs. During the training phase, the innovation C k produced by the Kalman filter is employed as the input to the NN. Referring to Figure 1 , the inputs of neural network are the innovations from the present instant to time (txp). The neural network output vectors ideally describe the actual measurement noise strength.
The NN employed in the present work is made of five layers : one input layer, three hidden layers, and one output layer. Due to the complexity of the present problem, five layers are required to accomplish the mapping. The topology has 15 neurons in the input layer. Three hidden layers of sigmoid transfer function are composed of 30 neurons in the first hidden layer, 18 neurons in the second layer, and 9 neurons in the third hidden layer. The bias (or threshold), as one of the inputs, is added into both the hidden neurons and output neurons. More inputs for the NN may be used at the expense of large time consumption for convergence. In each layer of the NN, the actual outputs are calculated using the sigmoidal nonlinear function and used as inputs to the next layer. At the time of recall, when the AEKF receives the measurement z k , it provides the estimations of the state vector and the z k xẑ k to calculate the innovation. When the input nodes receive the innovation, the Figure 1 . The topology of a multilayered neural network.
N F I L T E R I N G A P P R O A C H F O R DGPS P O S I T I O N I N G
appropriate covariance R k is obtained. Thus, the extended Kalman filter is provided with the adaptive capability for estimation by combining the filter and the NN. A flow chart of the NN aided AEKF is presented as in Figure 2 , in which there are two main blocks. The right-hand side block represents the covariance identification loop using NN, while the left-hand side block is the standard navigation loop using EKF. 4.3. A simple example for algorithm validation. For simplicity, yet without loss of generality, a simple double-integrator model is employed to test the adaptive capability. This simple example can be applied to the state estimation of one-dimensional trajectory with a constant-velocity model such as in the radar target tracking. Consider the continuous-time double integrator model governed by Equations (1a) and (1b), it is seen that 
456
and these signals satisfy the following :
. Expressing the models in discrete-time equivalent form, the corresponding W k , Q k and H are found to be 
In this example, q value is assumed known and the measurement noise variance r is to be identified. The r values selected for testing adaptation capability covers four different values, which are 20, 80, 60, and 1 m 2 , respectively. The NN has a '15-30-18-9-1 ' structure (where the numbers represent the numbers of input layer neuron, three hidden layers, and output layer, respectively) and the following parameter values are used: bias=x1; learning rate g=0 . 3 ; momentum coefficient a=0 . 3. The convergence history of error average for the double integrator example is shown in Figure 3 . Comparison of the adaptation results between conventional and proposed approaches for the double integrator example is provided in Figure 4 . It is seen that substantial improvement on noise identification capability has been achieved by using the proposed approach as compared to the conventional covariance-matching method. Based on the discussion provided above, the neural network aided adaptive extended Kalman filter as a navigation state estimator can now be established. Figure 5 illustrates the system architecture for performing GPS navigation solutions using NN aided adaptive EKF. 
A P P L Y I N G NN A I D E D AEKF T O DGPS P O S I T I O
The scenario for simulation is as follow. The kinematics of the user is assumed to move at a constant velocity with mean value 10m/s to East and 10d3m/s to North (which results in a mean speed of 20m/s), starting from the position of North 25.15 degrees, East 121.78 degrees. In the case that differential GPS (DGPS) mode is used and most of the errors can be corrected, but the multipath and receiver thermal noise cannot be eliminated. The original measurement error standard deviations for all the pseudorange observables are assumed to be 3m. After a while, however, the standard deviations of measurement noises are then raised by ten times of the original ones. It is expected that the proposed NN aided AEKF to be employed for performing the position estimation. Again, the NN employed in the present case has a '15-30-18-9-1 ' structure and the parameter values used are same as those in the double integrator model. Based on the parameter values and scenario, the simulation for positioning accuracy is conducted. The convergence history of the error average for the DGPS positioning example is given in Figure 6 . Comparison of positioning errors using EKF and proposed NN aided AEKF is presented in Figure 7 . It is seen that substantial accuracy improvement is achieved by using the proposed adaptive technique.
6. C O N C L U S I O N. This paper has presented a neural network aided adaptive extended Kalman filtering approach for DGPS positioning. After being trained, the neural network was employed as a noise identification mechanism to implement the on-line identification of measurement noise covariance matrices. Based on the proposed approach, the noise adaptation capability has been tested on a double integrator model and shows significant improvement as compared to the conventional innovation-based algorithms such as the covariance matching method. The DGPS positioning solution using the proposed NN aided AEKF has been conducted and the result shows that substantial accuracy improvement has been obtained.
