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Abstract
In this paper we are concerned with the existence of periodic solutions for
semilinear Duffing equations with impulsive effects. Firstly for the au-
tonomous one, basing on Poincare´-Birkhoff twist theorem, we prove the
existence of infinitely many periodic solutions. Secondly, as for the nonau-
tonomous case, the impulse brings us great challenges for the study, and
there are only finitely many periodic solutions, which is quite different from
the corresponding equation without impulses. Here, taking the autonomous
one as an auxiliary equation, we find the relation between these two equa-
tions and then obtain the result also by Poincare´-Birkhoff twist theorem.
Keywords: Impulsive differential equations, Periodic solutions,
Poincare´-Birkhoff twist theorem
1. Introduction
We are concerned in this paper with the existence of periodic solutions
for the second order impulsive differential equation

x′′ + g(x) = p(t), t 6= tj;
∆x|t=tj = 0,
∆x′|t=tj = −2x′ (tj−) , j = ±1, ±2, · · · ,
(1.1)
where 0 ≤ t1 < 2pi, ∆x|t=tj = x (tj+) − x (tj−), ∆x′|t=tj = x′ (tj+) −
x′ (tj−), g(x), p(t) ∈ C(R,R) and p(t) is 2pi-periodic. In addition, we
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assume that the impulsive time is 2pi-periodic, that is, tj+1 = tj + 2pi for
j = ±1, ±2, · · · .
This problem comes from Duffing equation
x′′ + g(x) = p(t), (1.2)
and there is a wide literature dealing with the existence of periodic solutions
for the above Duffing equation, not only because of its physical significance,
but also the application of various mathematical techniques on it, such as
Poincare´-Birkhoff twist theorem in [11], [14], [15], the variational method in
[1], [18] and topological degree or index theories in [4], [5]. Under different
assumptions on the function g, for example being superlinear, sublinear,
semilinear and so on, there are many interesting results on the existence
and multiplicity of periodic solutions of (1.2), see [10], [24], [25], [28], [29]
and the references therein. Among these, the existence problem of periodic
solutions for semilinear Duffing equations challenges more attentions for its
special resonance phenomenon. At resonance, equation (1.2) may have no
bounded solutions, therefore the crucial point of solving this problem is to
exclude the resonance, and there are many studies on it, see [6], [8], [9] and
[30].
Recently, as impulsive equations widely arise in applied mathematics,
they attract a lot of attentions and many authors study the general proper-
ties of them in [2], [17], along with the existence of periodic solutions of im-
pulsive differential equations via fixed point theory in [20], [21], topological
degree theory in [13], [27], and the variational method in [22], [31]. How-
ever, different from the extensive study for second order differential equa-
tions without impulsive terms, there are only a few results on the existence
and multiplicity of periodic solutions for second order impulsive differential
equations.
In [26], Qian etc considered the superlinear impulsive differential equa-
tion 

x′′ + g(x) = p(t, x, x′), t 6= tj;
∆x|t=tj = Ij(x (tj−) , x′ (tj−)),
∆x′|t=tj = Jj(x (tj−) , x′ (tj−)), j = ±1, ±2, · · · ,
(1.3)
where 0 ≤ t1 < · · · < tk < 2pi, Ij, Jj : R × R → R are continuous maps,
tj+k = tj + 2pi for j = ±1, ±2, · · · , and g is a continuous function with the
superlinear growth condition
(g′0) : lim
|x|→+∞
g(x)
x
= +∞.
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The authors proved via Poincare´-Birkhoff twist theorem the existence of in-
finitely many periodic solutions of (1.3) with p = p(t), and also the existence
of periodic solutions for non-conservative case with degenerate impulsive
terms by developing a new twist fixed point theorem.
In [23], we discussed the existence of periodic solutions for the sublinear
impulsive differential equation

x′′ + g(x) = p(t, x, x′), t 6= tj ;
∆x|t=tj = ax (tj−) ,
∆x′|t=tj = ax′ (tj−) , j = ±1, ±2, · · · ,
(1.4)
where 0 ≤ t1 < · · · < tk < 2pi, a > 0 is a constant, tj+k = tj + 2pi for
j = ±1, ±2, · · · , and g is a continuous function with the sublinear growth
condition
(g0) : lim
|x|→+∞
g(x)
x
= 0.
Basing on the Poincare´-Bohl fixed point theorem and a new twist fixed point
theorem recently established by Qian etc in [26], we obtained the existence
of harmonic solutions and subharmonic solutions, respectively. The impul-
sive function is especially chosen to keeping the arguments of trajectories
unchanged under the polar coordinate, such that the obstacle causing by
the impulse can be solved.
In this article, we discuss semilinear Duffing equation (1.1) with the
impulse, which is different from the superlinear or sublinear case and there
is few papers studying on it up to now. As we all know, the existence
of impulses, even the simplest impulsive function, may cause complicated
dynamic phenomena and bring great difficulties to study. The behavior
of solutions with impulsive effects may have great changes compared with
solutions without impulses. Here we take the simplest linear equation as an
example and consider
x′′ + x = 0, (1.5)
with the impulsive condition
∆x|t=tj = 0, ∆x′|t=tj = −2x′ (tj−) , j = ±1, ±2, · · · , (1.6)
where 0 < t1 < 2pi, tj+1 = tj +2pi for j = ±1, ±2, · · · . It is easy to see that
without the impulse, all solutions of (1.5) are 2pi-periodic and has the form
x(t) = C1 cos t+ C2 sin t,
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where C1 and C2 are arbitrary constants. However, with t1 =
pi
2 in (1.6),
the solution starting from (x(0), x′(0)) = (x0, y0) has the form
x(t) =


x0 cos t+ y0 sin t, t ∈ [0, pi2 ),
y0 cos(t− pi2 ) + x0 sin(t− pi2 ), t ∈ [pi2 , 5pi2 ),
y0 cos(t− 5pi2 )− x0 sin(t− 5pi2 ), t ∈ [5pi2 , 4pi],
(1.7)
from which one has (x(2pi), x′(2pi)) = (−x0, y0) and (x(4pi), x′(4pi)) = (x0, y0).
Therefore for x0 6= 0, the solutions of (1.5) have the least period 4pi, which
implies that the impulse breaks the rule of periods of solutions. On the
other hand, if x0 = 0,
x(t) = y0 sin t, t ∈ R,
the period of which is 2pi. In this case, the impulse exists in name only and
has no any effects on solutions. More specific discussions about this linear
impulsive equation are in [2] Chapter II.
The construction of the impulsive function in (1.1) is also inspired by
the oscillator with obstacle, which has the form

x′′ + g(x) = f(t), x(t) > 0;
x(t) ≥ 0;
x(t0) = 0 ⇒ x′(t0+) = −x′(t0−),
(1.8)
where g and f are continuous functions. This equation has actual physical
backgrounds in classical billiard, in electric and magnetic fields, three body
problem and so on, see [3], [7], [16]. Equation (1.8) can be thought of the
model of the motion of a particle which is attached to a spring that pushes
the particle against a rigid wall situated at x = 0, and at this barrier the
particle bounces elastically. At the bouncing time t0 satisfying x(t0) = 0,
the velocity change x′(t0+) = −x′(t0−) is same as the impulsive function
in (1.1). In both cases, the motions are actually continuous and just the
velocity changes the sign at the impulsive/bouncing times. However, in
(1.1) the impulsive times are given in advance while in (1.8) the bouncing
times depend on the specific solutions, even any positive solutions never
meet the wall.
It is well known that the solutions of general autonomous Duffing equa-
tions are a family of closed curves in the phase plane. Due to the existence
of impulses, the closed curves may not be preserved and even be broken.
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For this point, the impulsive function in (1.1) guarantees the motion of tra-
jectories still on the closed curves, which reduces the difficulty causing by
impulses.
The rest is organized as follows. The main results about the existence of
periodic solutions of (1.1) and (2.5), together with some basic lemmas and
symbols, are given in Section 2. In Section 3, we consider the autonomous
equation with the same impulsive condition as (1.1), then obtain infinitely
many 2pi-periodic solutions by Poincare´-Birkhoff twist theorem. In the last
section, from the discussion about the autonomous equation, the relation
between arguments of the two equations under the polar coordinate is es-
tablished. Again it follows from Poincare´-Birkhoff twist theorem that there
are finitely many 2pi-periodic solutions of (1.1).
2. The main results
For convenience, we introduce some basic lemmas and symbols which
are used in the sequel. Firstly consider Duffing equation without impulses
and perturbation
x′′ + g(x) = 0, (2.1)
and its equivalent system
x′ = y, y′ = −g(x). (2.2)
This is a planar autonomous system whose orbits are curves determined by
the following equation
V (x, y) =
1
2
y2 +G(x) = c, (2.3)
where G(x) =
∫ x
0 g(u)du and c > 0 is a parameter. Then V
−1(c) is star-
shaped, the proof of which we omit and one can refer to [8].
Lemma 2.1. ([8]) If the condition (H2) below holds, then V
−1(c) is a closed
curve for c ≥ c0 which is star-shaped about the origin, where c0 is a positive
constant.
Denote the curve V −1(c) by Γc. It follows from Lemma 2.1 that each
curve Γc (c ≥ c0) intersects the x-axis at two points: (h(c), 0) and (−h1(c), 0),
where h(c) > 0 and h1(c) > 0 are uniquely determined by the formula
G(h(c)) = G(−h1(c)) = c. (2.4)
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Let (x(t), y(t)) be any solutions of (2.2) whose orbit is Γc (c ≥ c0). Obvi-
ously, this solution is periodic and denote by τ(c) the least positive period
of it. It can be induced from equation (2.3) that
τ(c) =
√
2
∫ h(c)
−h1(c)
du√
c−G(u) .
Generally speaking, Poincare´-Birkhoff twist theorem is a powerful tool
to obtain the existence of periodic solutions. Here we briefly restate a gen-
eralized form of it in [12].
Let D denote an annular region in the (x, y)-plane. The boundary of
D consists of two simple closed curves: the inner boundary curve C1 and
the outer boundary curve C2. Let D1 denote the simple connected open
set bounded by C1. Consider an area-preserving mapping T : R
2 → R2.
Suppose that T(D) ⊂ R2 − 0, where 0 is the origin. Suppose (γ, θ) be
the polar coordinate of (x, y), that is, x = γ cos θ, y = γ sin θ. Assume the
restriction T |D is given by
γ∗ = f(γ, θ), θ∗ = θ + g(γ, θ),
where f and g are continuous in (γ, θ) and 2pi-periodic in θ.
Lemma 2.2. ([12]) Besides the above mentioned assumptions, we assume
that
1. C1 is star-shaped about the origin;
2. 0 ∈ T(D1);
3. g(γ, θ) > 0(< 0), (γ cos θ, γ sin θ) ∈ C1;
g(γ, θ) < 0(> 0), (γ cos θ, γ sin θ) ∈ C2.
Then T has at least two fixed points in D.
Before stating the main results, we give the following hypotheses:
(H1) Let g(x) ∈ C1(R,R), and K be a positive constant, such that
|g′(x)| ≤ K, x ∈ R;
(H2) There exist two constants A0 > 0 and M0 > 0, such that
x−1g(x) ≥ A0, |x| ≥M0.
(H3) There exist a constant α > 0, an integer m > 0, and two sequences
ak and bk, such that ak →∞ and bk →∞ as k →∞; and moreover
τ(ak) <
2pi
m
− α, τ(bk) > 2pi
m
+ α.
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These assumptions are completely same as that in [8], and Ding in this
paper constructed a function g satisfying (H1)− (H3) very skillfully.
Our results on equation (1.1) are different for p(t) = 0 and p(t) 6= 0.
Then we will discuss the two cases respectively in the following parts. The
autonomous impulsive equation has the form

z′′ + g(z) = 0, t 6= tj;
∆z|t=tj = 0,
∆z′|t=tj = −2z′ (tj−) , j = ±1, ±2, · · · ,
(2.5)
where 0 ≤ t1 < 2pi, tj+1 = tj + 2pi for j = ±1, ±2, · · · .
Theorem 2.3. Assume that (H1) − (H3) hold. Then equation (2.5) has
infinitely many 2pi-periodic solutions.
As for (1.1), due to the existence of the impulse, we only guarantee that
the number of 2pi-periodic solutions is finite, which is not totally same as
the result on semilinear Duffing equation without the impulse in [8].
Theorem 2.4. Assume that (H1) − (H3) hold and p(t) is a 2pi-periodic
continuous function. Then equation (1.1) has finitely many 2pi-periodic so-
lutions.
3. Autonomous Duffing impulsive equation
We start with equation (2.5), which is a special case of (1.1) with p(t) =
0, and its equivalent system is

z′ = w, w′ = −g(z), t 6= tj;
∆z|t=tj = 0,
∆w|t=tj = −2w (tj−) , j = ±1, ±2, · · · .
(3.1)
Let (z(t, z, w), w(t, z, w)) be the solution of (3.1) with the initial point
(z(0), w(0)) = (z, w). It is not hard to show that every such solution exists
on the whole t-axis under the condition (H1) (see [2]). Then the Poincare´
map P1 : R
2 → R2 is well defined by
(z, w)→ (z(2pi, z, w), w(2pi, z, w)) .
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Next, we take the transform z(t) = ρ(t) cosϕ(t), w(t) = ρ(t) sinϕ(t) for
system (3.1). Then the resulting equations for ρ(t) and ϕ(t) are

ρ′ = ρ cosϕ · sinϕ− g(ρ cosϕ) sinϕ,
ϕ′ = − sin2 ϕ− 1
ρ
g(ρ cosϕ) cosϕ, t 6= tj ;
ρ(tj+) = ρ(tj−),
ϕ(tj+) = arctan(− tanϕ(tj−)), j = ±1, ±2, · · · .
(3.2)
Let (ρ(t, ρ, ϕ), ϕ(t, ρ, ϕ)) be the solution of (3.2) with the initial point (ρ(0), ϕ(0)) =
(ρ, ϕ). Now we estimate the variation of ϕ(t, ρ, ϕ) during the time interval
[0, 2pi].
Lemma 3.1. Let Φ(ρ, ϕ) = ϕ(2pi, ρ, ϕ) − ϕ. Then for k sufficiently large,
there exist two positive constants β1, β2, such that{
Φ(ρ, ϕ) ≤ −2mpi − β1, (ρ cosϕ, ρ sinϕ) ∈ Γak ;
Φ(ρ, ϕ) ≥ −2mpi + β2, (ρ cosϕ, ρ sinϕ) ∈ Γbk ,
(3.3)
where m, ak, bk are given in (H3).
Proof. Suppose (z, w) = (ρ cosϕ, ρ sinϕ) ∈ Γak . Consider the solution
(ρ(t, ρ, ϕ), ϕ(t, ρ, ϕ)) of (3.2). Without loss of generality, let the initial point
(ρ, ϕ) be on the positive x-axis, that is, (ρ, ϕ) = (ρ, 0). From (H2), there
exist two constants c0 > 0 and A1 > 0 such that if c ≥ c0, then
w2 + zg(z) ≥ A1(z2 + w2), (z, w) ∈ Γc. (3.4)
It follows from (3.4) and the second equation of (3.2) that for k large enough
satisfying ak ≥ c0,
ϕ′(t, ρ, ϕ) ≤ −A1. (3.5)
Since the solution of (2.2) lying in Γak has the least period τ(ak), we
know that the time in which ϕ(t) has a decrement 2pi without the impulse
is just τ(ak). Denote
Φ(ρ, ϕ) = ϕ(2pi, ρ, ϕ) − ϕ = ϕ(2pi)− ϕ(0) = −2lpi − σ,
where l ≥ 0 is an integer, and 0 ≤ σ < 2pi. Let tσ denote the time in which
ϕ(t) decreases from ϕ − 2lpi to ϕ − 2lpi − σ. Then there are three possible
cases according to different positions of ϕ(t) when the impulse occurs.
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Case i The impulsive time t1 occurs during the time interval in which
ϕ(t) travels the front l − 1 loops, that is, in the time interval [t1, 2pi] , ϕ(t)
can travel at least one loop. Then there exists 0 < τ∗ ≤ τ(ak) such that
(l − 1)τ(ak) + τ∗ + tσ = 2pi,
and the impulsive time t1 is out of the time interval in which ϕ(t) decreases
from ϕ − 2lpi to ϕ − 2lpi − σ. Assume the plane coordinate of the solution
at t1± be (z(t1±), w(t1±)), then τ∗ stands for the time of ϕ(t) traveling the
argument of 2pi under the impulsive effect and has the following form
τ∗ = τ(ak)−
√
2
∫ h(ak)
z(t1−)
du√
ak −G(u)
,
when (z(t1−), w(t1−)) is in the first or the second quadrant, and has the
form
τ∗ = τ(ak)−
√
2
∫ z(t1+)
−h1(ak)
du√
ak −G(u)
,
when (z(t1−), w(t1−)) is in the third or the forth quadrant, where h, h1 are
defined in (2.4).
In this case we infer l ≥ 1. Since 0 ≤ tσ < τ(ak), by the condition (H3)
it holds that
2pi = (l − 1)τ(ak) + τ∗ + tσ
< (l − 1)τ(ak) + τ(ak) + τ(ak)
= (l + 1)τ(ak)
≤ (l + 1) ( 2pi
m
− α) ,
which implies l ≥ m. If l ≥ m+ 1, we have
Φ(ρ, ϕ) = −2lpi − σ ≤ −2lpi ≤ −2(m+ 1)pi. (3.6)
Now, assume l = m. Then we have
tσ = 2pi − (m− 1)τ(ak)− τ∗
> 2pi − (m− 1)τ(ak)− τ(ak)
= 2pi −mτ(ak)
≥ 2pi −m (2pi
m
− α) = mα.
(3.7)
By (3.5) and (3.7), we obtain
−σ =
∫ (l−1)τ(ak)+τ∗+tσ
(l−1)τ(ak)+τ∗
ϕ′(t, ρ, ϕ)dt ≤ −A1tσ ≤ −mαA1.
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Thus
Φ(ρ, ϕ) = −2lpi − σ ≤ −2mpi −mαA1. (3.8)
Combining (3.6) and (3.8) yields the first inequality of (3.3), where β1 =
min{2pi,mαA1}.
Case ii The impulsive time t1 occurs at the lth loop and in the time
interval [t1, 2pi], ϕ(t) travels no more that one loop. Then there exists 0 <
τ∗ ≤ τ(ak) such that
(l − 1)τ(ak) + τ∗ + tσ = 2pi,
and the impulsive time t1 has impact on the time interval in which ϕ(t)
decreases from ϕ− 2lpi to ϕ− 2lpi − σ. More specifically, this case happens
when (z(t1−), w(t1−)) is in the first quadrant or the second quadrant, such
that τ∗ has the form
τ∗ = τ(ak)−
√
2
2
∫ h(ak)
z(t1−)
du√
ak −G(u)
.
Also we infer l ≥ 1 and similarly to the proof of case (i), we obtain
l ≥ m, together with (3.6) and (3.7). By (3.5) and (3.7), we have
−σ = 12 (ϕ′(t1+, ρ, ϕ)− ϕ′(t1+, ρ, ϕ)) +
∫ (l−1)τ(ak)+τ∗+tσ
(l−1)τ(ak)+τ∗
ϕ′(t, ρ, ϕ)dt
≤
∫ (l−1)τ(ak)+τ∗+tσ
(l−1)τ(ak)+τ∗
ϕ′(t, ρ, ϕ)dt
≤ −A1tσ
≤ −mαA1.
Thus (3.8) holds. Again combining (3.6) and (3.8) yields the first inequality
of (3.3), where β1 = min{2pi,mαA1}.
Case iii The movement of ϕ(t) during the front l loops is out of the
effect of the impulsive time t1. Then
lτ(ak) + tσ = 2pi
and the impulsive time t1 is in the time interval in which ϕ(t) decreases from
ϕ− 2lpi to ϕ− 2lpi − σ. In this case,
t1 ∈ (l · τ(ak), 2pi) .
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Since 0 ≤ tσ < τ(ak), by the condition (H3) it holds that
2pi = l · τ(ak) + tσ < (l + 1)τ(ak) ≤ (l + 1)
(
2pi
m
− α
)
,
which implies l ≥ m. If l ≥ m + 1, (3.6) holds. Assume l = m. Then we
have
tσ = 2pi −mτ(ak) ≥ 2pi −m
(
2pi
m
− α
)
= mα. (3.9)
By (3.5) and (3.9), we obtain
−σ =
∫ t1−
l·τ(ak)
ϕ′(t, ρ, ϕ)dt +
(
ϕ′(t1+, ρ, ϕ) − ϕ′(t1−, ρ, ϕ)
)
+
∫ 2pi
t1+
ϕ′(t, ρ, ϕ)dt
≤ −A1(t1 − l · τ(ak))−A1(2pi − t1)
= −A1tσ
≤ −mαA1.
Thus
Φ(ρ, ϕ) = −2lpi − σ ≤ −2mpi −mαA1.
Similarly, we obtain the first inequality of (3.3), where β1 = min{2pi,mαA1}.
We are now in a position to prove the second inequality of (3.3). Suppose
(z, w) = (ρ cosϕ, ρ sinϕ) ∈ Γbk , where k is sufficiently large such that bk ≥
c0. We see that the time in which ϕ(t) has a decrement 2pi without the
impulse is just τ(bk). Denote
Φ(ρ, ϕ) = ϕ(2pi, ρ, ϕ) − ϕ = ϕ(2pi) − ϕ(0) = −2qpi + ξ,
where q ≥ 1 is an integer, and 0 < ξ ≤ 2pi. Let tξ denote the time in
which ϕ(t) decreases from ϕ − 2qpi + ξ to ϕ − 2qpi. In the following proof,
we always assume that during the time interval from 2pi to 2pi + tξ, there
is under no influence of another impulsive time. In fact, if there is another
impulsive time t2 in (2pi, 2pi+tξ), the proof below is similar and we just need
to change some signs in (3.14). Under these assumptions, the three cases
discussed above on Γak can be simplified into one case: among the q loops,
only one loop is effected by the impulse. Then there exists τ∧ ∈ (0, τ(bk)]
such that
(q − 1)τ(bk) + τ∧ − tξ = 2pi,
where
τ∧ = τ(bk)−
√
2
∫ h(ak)
z(t1−)
du√
bk −G(u)
,
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when (z(t1−), w(t1−)) is in the first or the second quadrant, and
τ∧ = τ(bk)−
√
2
∫ z(t1+)
−h1(bk)
du√
bk −G(u)
,
when (z(t1−), w(t1−)) is in the third or the forth quadrant.
Since 0 < τ∧ ≤ τ(bk), let τ∧ = µτ(bk), then 0 < µ ≤ 1. By the condition
(H3) and 0 < tξ ≤ τ(bk), it holds that
2pi = (q−1)τ(bk)+τ∧−tξ ≥ (q−2+µ)τ(bk) > (q−2+µ)
(
2pi
m
+ α
)
, (3.10)
provided q > 1. Notice that if q = 1,
Φ(ρ, ϕ) = −2pi + ξ ≥ −2mpi + ξ,
then letting β2 = ξ, we obtain the result. We just consider the case q > 1.
It follows from (3.10) that q ≤ m. Notice that if m given in (H3) equals to
1, then q = 1. Similarly to the discussion above, we obtain the result. Next
assume m > 1. If q ≤ m− 1, we have
Φ(ρ, ϕ) = −2qpi + ξ > −2qpi = −2(m− 1)pi. (3.11)
Now if q = m, writing τ∧ = τ(bk)− η, we have
tξ = −2pi + (m− 1)τ(bk) + τ∧
= −2pi +mτ(bk)− η
≥ −2pi +m (2pi
m
+ α
)− η
= mα− η.
(3.12)
Since ξ > 0, tξ >
1
2tξ > 0, then there exists εξ > 0, such that
tξ ≥ max{εξ ,mα− η} ,Mξ > 0. (3.13)
By (3.5) and (3.13), we have
ξ =
∫ (q−1)τ(bk)+τ∧−tξ
(q−1)τ(bk)+τ∧
ϕ′(t, ρ, ϕ)dt
= −
∫ (q−1)τ(bk)+τ∧
(q−1)τ(bk)+τ∧−tξ
ϕ′(t, ρ, ϕ)dt
≥ −(−A1tξ)
≥ MξA1.
(3.14)
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Thus
Φ(ρ, ϕ) = −2qpi + ξ ≥ −2mpi +MξA1. (3.15)
Combining (3.11) and (3.15) yields the second inequality of (3.3), where
β2 = min{2pi,MξA1}.
The proof of Lemma 3.1 is then completed. 
Remark 3.2. β2 is related to k. Indeed, for each k sufficiently large, β2 =
min{2pi,MξA1} > 0, where Mξ , max{εξ,mα − η} > 0 may depend on k.
However, β1 = min{2pi,mαA1} is independent of k.
Under the polar coordinate, the Poincare´ map P1 ca be written in the
form
ρ∗ = ρ(2pi, ρ, ϕ), ϕ∗ = ϕ(2pi, ρ, ϕ) + 2kpi, (3.16)
where k is an arbitrary integer. It can be easily seen that if (ρ, ϕ) satisfies
ρ(t, ρ, ϕ) > 0, t ∈ [0, 2pi], (3.17)
then ϕ(2pi, ρ, ϕ) is well defined and continuous in (ρ, ϕ), moreover,
ϕ(2pi, ρ, ϕ + 2pi) = ϕ(2pi, ρ, ϕ) + 2pi.
Now, let Γak and Γbk be the curves given by Lemma 2.1, where the
specified parameters ak, bk ≥ c0 are given by (H3), for k ≥ n0. We can
rearrange ak and bk such that ak < bk < ak+1 for k ≥ n0. Then Γak and
Γbk bound an annular region Ak, and Γbk and Γak+1 bound another annular
region Bk, for k ≥ n0.
It is well known that each fixed point of P1 corresponds to a 2pi-periodic
solution of (2.5). In the sequel, we will apply Lemma 2.2 to show that P1
has at least two fixed points in each Ak and Bk for sufficiently large k. As
a consequence, (2.5) has an infinite class of 2pi-periodic solutions.
We turn to prove Theorem 2.3 by the twist theorem.
Proof of Theorem 2.3 Assume that ak, bk ≥ c0 for k ≥ n0, where n0
is large enough and c0 is given in Lemma 2.1. Denote by Ak the region
bounded by Γak and Γbk . Thus the restriction P1|Ak can be written in
(3.16), where we put the integer k = m. Then (3.16) can be rewritten in
the form of
ρ∗ = ρ(2pi, ρ, ϕ), ϕ∗ = ϕ+Φ1(ρ, ϕ),
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with Φ1(ρ, ϕ) = ϕ(2pi, ρ, ϕ)−ϕ+2mpi = Φ(ρ, ϕ)+2mpi. By Lemma 3.1, we
obtain {
Φ1(ρ, ϕ) ≤ −β1 < 0, (ρ cosϕ, ρ sinϕ) ∈ Γak ;
Φ1(ρ, ϕ) ≥ β2 > 0, (ρ cosϕ, ρ sinϕ) ∈ Γbk ,
for k ≥ n0.
This proves the validity of condition 3 of Lemma 2.2 for the restriction
P1|Ak (k ≥ n0). Since k can be chosen large enough such that ak, bk can
be sufficiently large, then condition 2 of Lemma 2.2 can be easily verified.
By Lemma 2.1, condition 1 of Lemma 2.2 also holds. In addition, we need
to clarify P1 is an area-preserving mapping. Indeed, the Poincare´ map
P1 : (z, w) → (z(2pi, z, w), w(2pi, z, w)) can be expressed by
P1 = P
1 ◦ I1 ◦ P 0,
where
P 0 : (z, w) 7→ (z(t1−, z, w), w(t1−, z, w)) ,
I1 : (z(t1−), w(t1−)) 7→ (z(t1−) + ∆z(t1), w(t1−) + ∆w(t1)) ,
P 1 : (z(t1+), w(t1+)) 7→ (z(2pi), z(2pi)) ,
and ∆z(t1),∆w(t1) are given in (3.1). Since P
j, j = 0, 1 are symplectic by
equation z′′ + g(z) = 0 being conservative and I1 is area-preserving with
det(I1) = 1, the Poincare´ map P1 is area-preserving.
Therefore, we can apply Lemma 2.2 to ensure the existence of at least
two fixed points of P1 in Ak (k ≥ n0). This means that (2.5) has at least two
2pi-periodic solutions with initial points in Ak. Similarly, we can prove that
P1 has at least two fixed points in Bk which correspond to two 2pi-periodic
solutions of (2.5). Since each periodic solutions of (2.5) is bounded by Γak
and Γbk , then the above specified 2pi-periodic solutions of (2.5) constitute
an infinite class.
The proof of Theorem 2.3 is thus completed.
4. Nonautonomous Duffing impulsive equation
We write (1.1) as an equivalent system of the form

x′ = y, y′ = −g(x) + p(t), t 6= tj;
∆x|t=tj = 0,
∆y|t=tj = −2y (tj−) , j = ±1, ±2, · · · .
(4.1)
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Let (x(t, x, y), y(t, x, y)) be the solution of (4.1) with the initial point (x(0), y(0)) =
(x, y). Also it follows from the condition (H1) that every such solution exists
on the whole t-axis (see [2]). Then the Poincare´ map P2 : R
2 → R2 is well
defined by
(x, y)→ (x(2pi, x, y), y(2pi, x, y)) .
By applying the transform x(t) = γ(t) cos θ(t), y(t) = γ(t) sin θ(t) to
(4.1), we get the equations for γ(t) and θ(t),

γ′ = γ cos θ · sin θ − g(γ cos θ) sin θ + p(t) sin θ,
θ′ = − sin2 θ − 1
γ
[g(γ cos θ) cos θ − p(t) cos θ] , t 6= tj;
γ(tj+) = γ(tj−),
θ(tj+) = arctan(− tan θ(tj−)), j = ±1, ±2, · · · .
(4.2)
Let
(
γ(t, γ, θ), θ(t, γ, θ)
)
be the solution of (4.2) through the initial point(
γ(0), θ(0)
)
= (γ, θ). Then the map P2 also can be written in the polar
coordinate form
γ∗ = γ(2pi, γ, θ), θ∗ = θ(2pi, γ, θ) + 2lpi, (4.3)
where l is an arbitrary integer. It can be easily seen that if (γ, θ) satisfies
γ(t, γ, θ) > 0, t ∈ [0, 2pi], (4.4)
then θ(2pi, γ, θ) is well defined and continuous in (γ, θ), moreover,
θ(2pi, γ, θ + 2pi) = θ(2pi, γ, θ) + 2pi.
Based on Lemma 3.1 in Section 3, we first will study the intimate relation
between equations (1.1) and (2.5), especially the motions of their arguments
under the polar coordinates. Let
Θ(γ, θ) = θ(2pi, γ, θ) − θ.
The following Lemma will estimate the difference between Θ(γ, θ) and Φ(γ, θ)
with the same initial point.
Lemma 4.1. For any ε > 0, there exists γ∗ > 0 such that, for γ ≥ γ∗,
|Θ(γ, θ)− Φ(γ, θ)| = |θ(2pi, γ, θ) − ϕ(2pi, γ, θ)| < ε.
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Proof. For 0 < ε < pi, let (z(t, x, y), w(t, x, y)) be the solution of (3.1) with
the initial point (z(0), w(0)) = (x, y). Denote{
u(t) = u(t, x, y) = x(t, x, y)− z(t, x, y),
v(t) = v(t, x, y) = y(t, x, y)− w(t, x, y).
Then we have
du
dt
= v,
dv
dt
= p(t)− g′(ϑ(t))u(t), t 6= tj, j = ±1, ±2, · · · ,
where ϑ(t) = x(t) + λ(t) (z(t)− x(t)), 0 ≤ λ(t) ≤ 1. Since the impulsive
functions in (3.1) and (4.1) are same and linear, then
u(tj+) = u(tj), v(tj+) = −v(tj), j = ±1, ±2, · · · . (4.5)
Let η(t) =
(
u2(t) + v2(t)
) 1
2 . Then for t 6= tj, we have
η
dη
dt
= uv + p(t)v − g′(ϑ(t))uv.
It follows from (H1) that ∣∣∣dη
dt
∣∣∣ ≤ 1
2
(1 +K)η +B, (4.6)
where B = sup
t∈[0,2pi]
|p(t)|.
First we consider the difference between the arguments on [0, t1]. The
differential inequality (4.6) together with η(0) = 0 yields
η(t) ≤ 2B
1 +K
[
e(1+K)pi − 1
]
≡ H0
for t ∈ [0, t1]. Denote
ψ(t) = ψ(t, γ, θ) = θ(t, γ, θ)− ϕ(t, γ, θ),
where (γ, θ) is the polar coordinate of (x, y), that is, (γ cos θ, γ sin θ) = (x, y).
It is clear that if | ψ(t) |< pi, then ψ(t) is just the angle between the vectors
(x(t), y(t)) and (z(t), w(t)). By the law of cosines, we have
cosψ(t) =
γ2(t) + ρ2(t)− η2(t)
2γ(t)ρ(t)
≥ 1− H
2
0
2γ(t)ρ(t)
, t ∈ [0, t1].
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On the other hand, γ(t) ≥ ρ(t)− η(t) ≥ ρ(t)−H0. Therefore, under the
assumption that |ψ(t)| < pi and ρ(t)−H0 > 0, we have
cosψ(t) ≥ 1− H
2
0
2ρ(t) (ρ(t)−H0) , t ∈ [0, t1]. (4.7)
Note that
F (γ, θ) = inf
t∈[0,2pi]
ρ(t) = inf
t∈[0,2pi]
ρ(t, γ, θ)
becomes arbitrarily large if γ is sufficiently large (see [26]). Then there is a
constant γ0 > 0 such that, for γ ≥ γ0 and t ∈ [0, t1],
ρ(t)−H0 > 0, H
2
0
2ρ(t) (ρ(t)−H0) < 1− cos δ, (4.8)
where δ = min{pi2 , ε2}. From (4.7) and (4.8), we conclude that if |ψ(t)| < pi
on [0, t1], then the inequality
cosψ(t) > cos δ
holds, which implies
|ψ(t)| < δ, t ∈ [0, t1].
Now we just need to verify
|ψ(t)| < pi, t ∈ [0, t1]. (4.9)
Since ψ(0) = 0 and ψ(t) is continuous on [0, t1], there exists a > 0 such that
|ψ(t)| < pi, t ∈ [0, a). (4.10)
To prove (4.9), we need to verify a > t1. If it is not true, then the a given
above belongs to (0, t1] such that (4.10) holds and |ψ(a)| = pi. Note that
inequality (4.7), together with (4.8) and (4.10) implies
|ψ(t)| < δ, t ∈ [0, a).
Thus we obtain |ψ(a)| ≤ δ ≤ pi2 < pi, which contradicts with |ψ(a)| = pi,
hence (4.9) holds and then for t ∈ [0, t1],
|ψ(t)| < δ ≤ ε
2
< ε. (4.11)
Next we turn to consider ψ(t) on (t1, 2pi]. By (4.5), it follows that
η(t1+) = η(t1) , η1.
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Integrating the inequality (4.6) on (t1, 2pi], we have
η(t) ≤
∣∣∣∣ 2B11 +K
[
e(1+K)pi − B
B1
] ∣∣∣∣ ≡ H1, t ∈ (t1, 2pi],
where B1 =
1+K
2 η1 + B. In the same way with the discussion on [0, t1], we
obtain that there is a constant γ1 > 0, such that for γ ≥ γ1 and t ∈ (t1, 2pi],
cosψ(t) ≥ 1− H
2
1
2ρ(t) (ρ(t)−H1) , (4.12)
and
ρ(t)−H1 > 0, H
2
1
2ρ(t) (ρ(t)−H1) < 1− cos δ, (4.13)
where δ is the same as before, provided |ψ(t)| < pi on (t1, 2pi]. It follows that
if |ψ(t)| < pi on (t1, 2pi], then the inequality
|ψ(t)| < δ
holds.
Similarly, we just need to prove
|ψ(t)| < pi, t ∈ (t1, 2pi]. (4.14)
By (4.11), ψ(t1) = ψ(t1−) < ε. Since the impulsive functions in (4.2) and
(3.2) are same and ψ(t) is continuous in t1, ψ(t1+) can be small enough.
Then there exists a > 0 such that
|ψ(t)| < pi, t ∈ (t1, a). (4.15)
We just need to verify a > 2pi. Otherwise, there is an a ∈ (t1, 2pi] such
that (4.15) holds and |ψ(a)| = pi. Note that inequality (4.15), together with
(4.12) and (4.13) implies
|ψ(t)| < δ, t ∈ (t1, a).
Thus we obtain |ψ(a)| ≤ δ ≤ pi2 < pi, which contradicts with |ψ(a)| = pi.
Then (4.14) holds and for t ∈ (t1, 2pi],
|ψ(t)| < δ ≤ ε
2
< ε.
In particular, |ψ(2pi)| < ε.
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Consequently, choosing γ∗ = max{γ0, γ1}, for γ ≥ γ∗, we have
|Θ(γ, θ)− Φ(γ, θ)| = |θ(2pi, γ, θ)− ϕ(2pi, γ, θ)| = |ψ(2pi)| < ε.
The proof of Lemma 4.1 is then completed. 
By Lemma 3.1, together with the small difference between θ(2pi) and
ϕ(2pi), we can obtain the existence of 2pi-periodic solutions. However, ac-
cording to Remark 3.2, we cannot guarantee the application of the twist
theorem for all sufficiently large k. Then the number of 2pi-periodic solu-
tions of (1.1) is limited instead of infinity.
Proof of Theorem 2.4 Let c1 ≥ c0 be sufficiently large, such that for
c ≥ c1, (γ, θ) ∈ Γc implies γ ≥ γ∗, where γ∗ is specified in Lemma 4.1.
There is no loss of generality to assume that ak, bk ≥ c1 for k ≥ n0, where
n0 is large enough. It follows that{
γ(t, γ, θ) ≥ ρ(t)−H0 > 0, t ∈ [0, t1],
γ(t, γ, θ) ≥ ρ(t)−H1 > 0, t ∈ (t1, 2pi],
(4.16)
provided that (γ, θ) ∈ Ak for k ≥ n0. Thus the restriction P2|Ak can be
written in (4.3), where we put the integer l = m. Rewritten (4.3) in the
following form
γ∗ = γ(2pi, γ, θ), θ∗ = θ +Θ1(γ, θ),
with Θ1(γ, θ) = Θ(γ, θ) + 2mpi.
From Remark 3.2, we first choose arbitrary finitely many integers k1, k2,
· · · , kn with ki ≥ n0, i = 1, 2, · · · n. Correspondingly, for each ki, denote
the curve by Γaki ,Γbki and the annulus by Aki ,Bki . To be precise, in Lemma
3.1, we denote β2 = β
i
2 for each ki. Let ε0 = min{β1, β12 , β22 · · · , βn2 }. Since
β1 > 0 and β
i
2 > 0, i = 1, 2, · · · n, then ε0 > 0. By Lemma 4.1, choosing
ε = ε0, we obtain
|Θ1(γ, θ)− Φ1(γ, θ)− 2mpi| < ε0,
which together with (3.3) yields{
Θ1(γ, θ) < 0, (ρ cosϕ, ρ sinϕ) ∈ Γaki ;
Θ1(γ, θ) > 0, (ρ cosϕ, ρ sinϕ) ∈ Γbki .
This proves the validity of condition 3 of Lemma 2.2 for the restriction
P2|Aki (ki ≥ n0, i = 1, 2, · · · n). Since (4.16) holds, then condition 2 of
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Lemma 2.2 can be easily verified. By Lemma 2.1, condition 1 of Lemma 2.2
also holds. Similar to the proof of Theorem 2.3, area-preserving property of
P2 is obtained.
Therefore, we can apply Lemma 2.2 to ensure the existence of at least
two fixed points of P2 in Aki (ki ≥ n0, i = 1, 2, · · · n). This means that (1.1)
has at least two 2pi-periodic solutions with initial points in Aki (ki ≥ n0, i =
1, 2, · · · n). Similarly, we can prove that P2 has at least two fixed points in
Bki (ki ≥ n0, i = 1, 2, · · · n) which correspond to two 2pi-periodic solutions
of (1.1). Since each period solutions of (1.1) is bounded by Γaki ,Γbki , then
the above specified 2pi-periodic solutions of (1.1) constitute a finite class of
solutions.
The proof of Theorem 2.4 is thus completed.
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