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A ct. A stronger version of the characterization theorem for context-free 
a context-free language is a context-free generator if and only if it contains 
generator under a biprefix encodement. 
t. Cette note est consue comme un additif B [I] et n’est pas destinCe 5 ctre lue de 
mani& autonome. EBe reprend tes definitions, la probh?matique, l s r&sultats et les notations de 
l’article rifkenci ci-dessus, auquel e iecteur est done invite B se reporter. Une version en an 
des rksultats qui suivent, sans leurs preuves, se trouve dans 131. 
1. Intlroduction 
Dans [l], est pri%ente un theor+m 
qui sont gin6rateurs de la famille des 
ou, de man&e Cquivalente B [4], en tant que &ne rationnel. 
un langage satisfaisant: !e plus 
langages alg6briques tout enti 
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un langage ratio~~el 
et un 
‘i&&t de ce thiorsme provient du fait 
thCor*me ci-dessus, a
question qui se pose alors et qui fait l’objet dune conjecture dans [l] est: cette 
unicite de la dicomposition Nvant e(Y) s”&end-elle ou non B tout X*? C’est ii 
cette question que nous r&ondons ici ue I’on peut choisir les Sments 
du th&r+me de telle sorte que {S(a), d)} constitue un code biprefixe 
de X’. ‘&on& du Thisr&ne de Caractkisation des g&Grateurs algebriques prend 
alors une forme plus compaae. 
.2. Ua langage a~g~~~~ue Lc X* est un gk&ateut algkbrique si et 
il existe un langage tionnel R de P et un homomorphisme 8 de 
Y* = (a, b, c, d, e, f )* dans X* tel e {$(a), B(b), 9(c), 8(d)) seit un code biptE#xe 
CX -‘(L)n R = E. 
Nous enonsons quatre lemmes prealables. Les deux premiers ont respectivement 
sition II.2 et le k-ma II.8 de [l] que nous redonnons en dehors de tout 
isi&me st une propriM qui apparait dans la preuve du Lemme 
fin, le quatrieme lemme est une propriM combinatoire simple du 
et k dCsignent les langages rationnels reconnus par 
sis (des mots peuvznt etiqueter les flkche:) represent& 
ue L de X* est un gth!rateur 
e 0 : Y* + X* et deux rationnels 






Lemme 2.2 (Beauquier [ 1)). Soit L un g&u?rateur algibrique t 
du Lemme 2.1. Si L’ dksigne le langage a 
G = (SO+ fiSgl; S-, f2ShSg3; S+ hJ, alors L 
me 2.3 (Beauquier [ 11). Dans les conditions du Lemme 2.1, les mots f2 et hlh ne 
sont pas puissances d’un mgme mot et lfil > (h,h(. 
Lemme 2.4. Soient u, u’ et f des mots de X* atlec lul> 0. Alors 1’6galite’ $= ufu’ 
entrake que u et f sont puissances d’un mgme mot. 
we. Supposons ff = ufu’. Puisque lul< If f, f = uv pour un mot v de X*. Done 
fl= ufu’ s’icrit utnw = uuvu’, d’oii uvu = uuv soit fu = uj D’aprh un rihltat 
classique [lo], u et f sont puissances d’un m6me mot. Cl 
Si &, Fz, F3 et F’ sont quatre mots sur un alphabet quelconque T, nous noterons 
r( FI, F2 9 I$, F4) le langage rationnel de T* reconnu par l’automate fini ghikalis6 
represent6 dans la Fig. 2. 
Fig. 2. 
120 J. Beauquier, E Gire 
La dimarche suivie dans cette partie est techniquement corn uee mais facile 
5 comprendre dans ses idies. I1 s’agit, a partir de la grammaire e la Section 2, 
de construire une grammaire G”‘. Plus precisiment, certaines dirivations dans G 
vont 2tre groupees pour former les rsgles de base de 5’“. Ainsi, par construction, 
endrera un langage qui est inclus dans celui wgendre par G; mais le 
groupement aura deux propri&& plus fortes: tout d’abord (Lemme 3.1) I’intersection 
du langage L par un rationnel bien choisi (K”) selectionnera, en quelque sorte, les 
mots produits par ces d&ivations groupCes; ensuite (Proposition 3.4), ie groupement 
aura produit des mots qui, par suite des iterations qui les auront fait naitre, auront 
la bonne propriCt6 de constituer un code prefixe. 
Nous construisons la grammaire G”’ comme suit. On pose: 
ou p est un entier tel que Im”‘h”l< Ig”l. G” est la grammaire dont les regles ont 
(&+f,Sgl; S+ f “‘Sh”‘g”‘; S-, m”‘). 
Nous notons K”’ le langage rationnel fi r(f”‘, h”, g”‘, m”‘)g,; K”’ est done reconnu 
par l’automate fini gt5neralisC qui est represent6 dans la Fig. 3. 
Fig. 3. 
“’ dksigne le langage algibrique engendre’ par la grammaire G”‘, on 
?‘, en faisant jouer A 
est bongue t technique. Cependant, 
u;t 5 celle du [ 1, Lemme LL8]. Nous 
sont quatre ots sur un alphabet 
ment a F2 le role de h, 5 F3 le role 
nstruction qui a don& f ‘I’, g”‘, h”’ 
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et m“’ a park de fi, h, g3 et h,, on obtient un quadruplet de mots correspondant B 
(f”, g”, h”‘, 111”‘) que nous noterons n( F, , Fz , F3, F4). 
Notons d’abord que l’inclusion E”c L n K” est immediate du fait que c” est 
une sous grammaire de G et du fait que les r5gles de 0” respectent les transitions 
du rationnel K”‘. 
Pour prouver l’inclusion inverse, on pro&de ainsi: soit w un m 
soit w = fir& l . . r,g, une dCcomposition de w selon K”’ et done telle que 
ri E (f “‘, m”‘, g”, h”} pour tout i de [ 1, n]. 
Si u, , vl , u2, w, v3, w2 dt%ignent les mots de 2,” d&inis en [ 11, on sait que l’on peut 
supposer (cf. [ 1, Lemme IIS]) que {u,, w, w2, v3} est un code prefixe. Notons 
(I”‘, g^““, /?“, ri;“‘) = n( u2, w, v3, w2) et d = u1 & E2 . . . Q.I~ . 
Chacun des mots ri se d&omposant sur { f2, h, g3, h2} et les transitions de K”’ 
respectant les transitions de K on en deduit (cf. [l]) que G appartient a Di*; de 
plus, 6 appartient clairement au rationnel k”’ = uI r( p”‘, h;“, p, h”)v,; 6 est done 
un mot de Di* n lb” et il suffit alors pour conclure d’utiliser le Lemme 3.2 suivant, 
analogue au [ 1, Lemme II.61 et le fait que { u2, w, w2, v3} et done {f”‘, p, k, 6”‘) 
est un code prefixe. q 
Lemme 3.2. Di* n 2”’ est le langage M” engendre’par la grammaire dont les regles sont 
(SO_, u&; S +~“‘Sj?“Sg”‘; S + 6”‘). 
La preuve du Lemme 3.2, ainsi que celle du Lemme 3.6 qui suit est bake sur le 
fait suivant. 
Fait 3.3. (a) Si n (a, b, c, d ) = ( (Y”‘, y”‘, p”‘, 8”) et r( ct ‘I’, p’“, y”, 8”‘) = R. et si E’” 
designe le langage engendre’ par la grammaire dont les regles sont (S + c~“‘SP”‘S~“‘; 
S + a”‘), alors E n R,, = eE”‘j 
(b) Soit A, B, C et D quatre mots de T* formant un code; posons Lf(A, B, C, D) = 
(A”‘, C”‘, B”‘, D”‘) et r( A”‘, B”‘, C”‘, D”‘) = R”’ et notons W (respectivement w”‘) ie 
langage engendre’ par la grammaire dont les regles sont (S + A S + W (rwec- 
tivement (S + A’YW’SC”‘; S + D”‘)), alors 
Preuve du mme 3.2. Pour obtenir le resultat du Lemme 3.2, il suffit alors de 
remarquer que 
Di*nR;“=(Di*nR)n 
Oil = ulr(u2, w, v3, w2)v1. Or, on sait (cf. [I]) 
engendri par la grammaire dont les r&gles sont: 
est le langage 
( + U2SWSV3; S+ W2). 
11 ne reste done plus qu’8 montrer Egalitk M n k” = “’ qui &de immkktte- 
ment du Fait 3.3 pr6cCdent. Cl 
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. {f I”, g”‘, h”‘, m”‘} est u ensemble pr@xe. 
Soit f et g deux mots de X.* ; nous notGus I”(jc g) la 
prefix; de g ou g est prcfixe de f’* On a clairement les implications suivantes: 
P(f”‘, m”‘) * P( f “) m”), P(g”, ml”) * P( f “, h”), 
(f”‘, g’“) 3 P( f “, h”), P(g”‘, k”) * P( f “, m”), 
(f I”, h”‘) --r, P( f “, h”), P( “I, h”‘) + P( f “, h”). 
Pour prouver la Twoosition 3.4, il suffit done de montrer que les deux propositions 
P( f “, m’) et P( f “, h”) sont fausses. 
(a): P(f”,m”) * P(f’, m’). 0rf’=f2fJz et m’=f2h2hfit avec tcX* et comme 
Ih,hl< If21, on a done 
P(f ‘9 m’) + fJ2 = h,hf,t avec t E X* 
et le Lemme 2.4 s’applique: f2 et h2h sont 
est contradictoire avec le Lemme 2.3. 
puissances d’un mot ce qui 
(b): P(f “, h”) + P( f ‘, h’). Or f ‘=fi&fi et h’ = hfif2t avec t E X*, done 
(f ‘, lo’) * frf2 = hfit avec t E X* (car lhl <If&. 
n utilisant 
mot u: 
le 2.4, on en deduit que fi et h sont puissances d’un 
j;=d, h=u” avec v < A. 
On peut hire h’ = hf2f2m’t2 = u 2A+vm’t2 aver t2E X* et f “= f ‘f ‘= ft = u6A soit 
encore f n= u*~+~uL 1uA-v = u*A+Vf ,,A-V, done P( f “, h’) _ P( f ‘, m’); mais nous 
avons d6j5 vu que P( m’) est faux, done (f “, h’) aussi. Cl 
Pour tout mot J; nous notons $ le miroir de f, et pour tout langage L, nous notons 
L={JlfE L}. Posons II(g”“, h;“,p, G?“)=(fO,go, ho, mo). 
. Co = { fo, go, ho, m,} est un ense 
C = {f”‘, h;“, $“, 6”‘) consituant un ensemble suffixe, on en deduit que Co 
nous permet d’assurer que si 
sances d’un mcme mot, alors Co 
“‘W”(, d’autre part, si j?” et 
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Soit GO la grammaire dont les regles sont 
soit LO le langage engendre par GO et soit le langage rationnel g, t( fo, 
reconnu par l’automate de la Fig. 4. 
ve. p est le langage engendre par la grammaire 
Puisque (fo, go, ho, m,) = I7(g’“, PJ”, 9”) et que C est un code, l’egalite a prouver 
est une consequence directe du Fait 3.3. Cl 
Corollaire 3.7. Soit tlo Ze morphisme de Y* dam X* d&ni par 
e,(e) =h, e,(f)=g19 e,w=io, 
e,(b) = 5, ~0(4=.ii, 8,(d) = 6,. 
On a e;‘(L) n k = E. 
Preuve. L’inclusion E c O;‘(L) n k est immediate. 
Soit UE &‘(L)nk; on a done Bo(u)c Lnko or K,c grN done koc 
Ln&=(Ln K”‘)nko= L”’ n i. = Lo (Lemme 3.6). 
i. est le langage engendre par la grammaire 
Oo(u) admet done une decomposition sur fi{&, Ko,lo, riio}*g, provenant de sa 
generation par les regles de Go. ais {go, ho, Jb, So} formant un code biprefixe, on 
en deduit que cette decomposition coincide avec celle formee des images par e. 
des lettres de U; done u E E. 0 
Fig. 4. 
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On a done prouve le t 
ge L de X* est g&&a alg&ique si et seu 
+ X”, un rationnel k de tels que 
code b~prkjbe; 
Ce the&me va nous permettre d%noncer un corollaire tout a fait suprenant, qui 
resoud une conjecture &on&e dans [9]. Dans toute cette partie finale, nous 
renvoyons a [9] pour les definitions des objets utili&, par ailleurs classiques. 
Le corollaire &once que, L &ant un g&&ateur algebrique, si l’on ajoute un 
marqueur # a II, de manike 5 obtenir L#, on dispose ainsi d’un langage qui peut 
s’envoyer sur n’importe quel langage algebrique, par une application sequentielle 
alphabetique et fiddle. (Sommairement, une ‘application &quentielle est un auto- 
mate fini deterministe avec sortie, tout &at 6tant terminal; ‘alphabbtique’ signifie 
que les sorties sont soit des lettres, soit le mot vide; ‘fiddle’ traduit le fait que le 
ncmbre de sorties uccessives gales au mot vide est borne.) 
La preuve du corollaire, outre le Th6orGme de CaractCrisation, utilise plusieurs 
lemmes; les premiers ont relatifs aux applications &quentielles, le demier est le 
resultat principal de [9]. Dans toute la suite # est un symbole n’appartenant pas a 
I’alphabet X. . 
. Soit f E X* et f-’ l’application (X v #)* + X* qui, ci tout mot w, associe 
w’ si w = fw’ et le vide sinon. Soit Lc X*#; il existe une application s6quentielle 
alphab&ique jidGle s telle que J-‘(L) = s(L). 
ve. Si f=x,+.. x, avec xi E X, l’application s est dCfinie par le graphe dans 
Fig. 5. 0 
Soit f E X* etc’ l’application (X v #)* + X* qui, ci tout mot w, associe 
w’# si w = w’f # et le vide sinon. Soit L c X*# ; il existe une application sequentielle 
alpkab&ique $d$le s telle que f * ( L) = s( L). 
L’application s est definie con rre suit: s = (X v #, X u #, Q, *, . , qO), oti 
est f’etat initial et * et . sont resrectivement la fonction de transition et la 
e sortie de s (application partielle de Q x (X v #) dans Q pour la premiere 
u # u {E} pour la deuxi5me) avec: si 1 f I= p, 
}u(t}, qo= E; 
t/t 
a*- .*. v tG xv 
Fig. 5. 
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g E 0 tel we lgl <P, 
vx=x: g*x=gx, g.x=&; 
Vg E 0 tel we It4 = P, 
VXEX: 8 * x = cgw-‘gx, g*x = g(l) 
(g( 1) designe la l&e let&e de g). Enfin, f * # = t et $# - #. 0 
Lemme 3.11. Soit h un homomorphisme de Z* darts *. Si V=h(Z) est un code 
pre$xe et LC X”, il existe une application sequentielle s alphabetique etfidele telle que 
s(L#)= h-‘(L)#. 
Lemme 3.12. Soit L c X” et K un rationnel de X*; il existe une application skquentielle 
alphabetique jidgle s telle que s( L#) = L n K. 
Preuve. L’application kquentielle s est obtenue a partir d’un automate fini deter- 
ministe % = (X, Q, 8, qo, F) reconnaissant K comme suit: chaque transition (q, x, q’) 
de S est transformee schkmatiquement comme represent6 dans la Fig. 6(a). Pour 
tout q E F on ajoute la transition dans la Fig. 6(b), ou t est un nouvel 6tat. q 
x/x # /& . 
I / 




Le Lemme 3.13 est un resultat dassique sur les applications kquentielles 
alphabetiques fiddles. 
Lemme 3.13. La composee de deux applications sequentielles alphabhiques$d$les est 
encore une application sequen tielle alphabitique jidele. 
(Latteux [9]). e langage E’ engendre’ par la grammaire S + aSbSc + d 
est un generateur sequentiel alphabbique fiddle des langages algebriques. 
Nous sommes maintenant p&s a prouver le corollaire suivant. 
Soit LC * un generateur alg 
Alors L# est uh gknerateur siquentiel alphabetique 
Soit L un g&Grateur algebrique. otons r le langage rationnel reconnu par 
l’automate fini diterministe suivant represent6 dans la Fig. 7; et notons go !a 
restriction de O. a {a, 6, c, d}*. 





La conclusion du corollaire qui p&&de le Theo&me de Caractkisation s’C 
gauche et ii droite par fi et gJ. 
applications sequentielles alg& 
encore de mani&re equivalente: 
(oh f 1’ et gr’ sont respectivement les quotients 5 
Or, d’aprss le Lemmes 3.9-3.12 il existe quatre 
briques fidtiles sl, s2, s3, s4 telles que: 
(1) Sl( L#) =$;I L#; 
(2) S2(f;lL#)=f;%g;1#; 
(3) s3[f ,‘Lg,‘#] = &'[f ,‘Lg,‘]# car &({a, b, c, d)) est un code prefixe; 
(4) s4[~~1(f~‘Lg~1)#]=~~1(f~‘Lg~1)nr= E’. 
Utilisant le Lemme 3.13 on en d&kit a!ors que s = s4 s s3 G s2 = sl est une application 
uentielle alphabetique fid8e telle que s( Lf ) = E’. 
Soit maintenant M un langage algkbrique quelwnque. D’apr& le Lemma 3.14, 
il existe une application skquentielle alphabetique fiddle s’ telle que s’( E’) = Ad. 
En posant 0 = s’ 0 s, on obtient une application sdquentielle alphabetique fid&le 
c telle que: a( L#) = Ad 0 
Remarquons pour terminer que l’on ne peut se passer du margueur #. Pour tout 
langage H, notons FG(H) l’ensemble des facteurs gauches de H. 
Si L est un g&rateur algebrique, L’ = FG( L#) l’est aussi. Or, pour toute applica- 
tion sequentielle alphabetique S, S( L’) = FG( St L’)). Done L’ ne peut pas dominer 
L# par une application sequentielle alphabetique. 
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