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Cosmic dust particle analysis offers insight into the history and behavior of our solar system.
In order to perform in situ compositional analysis of particles, a cosmic dust spectrometer requires
an effective area large enough, > 500 cm2, to capture dust with low flux and a mass resolution high
enough, m/∆m > 200, to detect the relative abundances of ions with similar masses. In this study,
a large area time-of-flight cosmic dust reflectron-type mass spectrometer, HyperDust, is optimized
using the ion optics software SIMION along with newly developed Monte Carlo routines and fine-
tuning optimization algorithms. The results are a spectrometer design with a mass resolution of
385 and a reproducible method for optimizing similar instruments. The instrument is being built
at the Laboratory for Atmospheric and Space Physics (LASP), and has been proposed to missions
for the study of asteroids and interstellar phenomena.
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Chapter 1
Introduction
Dust astronomy is the field of research which aims to gather information about processes in
the cosmos by analyzing cosmic dust particles. A dust telescope1 is an instrument that performs in
situ measurements of the trajectory, mass, charge and chemical composition of dust grains in our
solar system. HyperDust, a dust telescope being built at the Laboratory for Atmospheric and Space
Physics, will have the ability to analyze micron- and submicron-sized dust particles in the velocity
range of 1-70 km/s [40]. Simulating and optimizing the ion optics of the chemical composition
analyzer part of HyperDust has been the goal of my research.
The chemical composition analyzer part of HyperDust is a time-of-flight (TOF) spectrometer,
meaning that it measures the time it takes for ions to fly from a source/target through a series
of electric field regions to a detector, enabling us to determine the mass spectrum of the ions.
The ions are generated from an impact ionization event as a result of the dust particle colliding
with HyperDust’s target. Other TOF spectrometer instruments that have been developed for in
situ cosmic dust detection include the Cosmic Dust Analyzer (CDA) [13, 28], the Cometary and
Interstellar Dust Analyzer (CIDA) [18, 24], the Surface Dust Analyzer (SUDA) [16, 31] and the
Large Area Mass Analyzer (LAMA) [29, 30, 37, 39, 41]. HyperDust, in some ways, is considered to
be the next generation of LAMA. The instruments of this class require a ‘Large Area’ in order to
detect dust particle species with low fluxes. The requirement for HyperDust is an effective target
area > 500cm2. Even at this size, the frequency of dust encounters, particularly with interplanetary
1 Italicized terms are also defined in the glossary.
2and interstellar dust particles, can be less than one particle per day [12].
The data we receive from a spectrometer is displayed in the form of a mass spectrum, where
each peak in the spectrum represents a chemical species. It is possible for two chemical species
in a dust particle to have nearly the same mass but differ in relative abundance by many orders
of magnitude. It is therefore necessary that the spectrometer device that encounters a particle
composed of such species has a high dynamic range of detection. In terms of the resulting mass
spectrum this means that the line profile with the lower peak, representing the lesser abundant
species, must be detectable in the vicinity of the line profile with the higher peak, representing the
more abundant species. This in turn means that the line profiles be narrow enough that they do
not overlap. This narrowness is expressed numerically by a value called mass resolution, defined
as m/∆m, where m is the mass of the ion species, and ∆m is the full width at half the maximum
(FWHM) of the corresponding line profile.
For an ion accelerated by an electric field, the time it takes to travel some distance is inversely
proportional to the square root of its charge-to-mass ratio, t ∝ √m/q. In our experience, the
chemical species are singly ionized, so t ∝ √m. This is the key relation that enables us to convert
the signal from a detector into a mass spectrum. Also from this relation, it is shown (Ch. 4) that
the mass resolution for a TOF spectrometer is equivalently calculated as tpeak / 2∆t where tpeak is
the time at which the peak appears in the signal.
Mass lines have finite width because the ions resulting from the complex impact ionization
process are not born at the same place, nor are they born at the same time, nor do they have the
same initial velocities. The two former effects are difficult to control, but the latter effect can be
dealt with to some extent by the use of a reflectron. A reflectron [21] compensates for the spread in
initial velocities in one dimension by directing ions into a reflecting field (Fig. 2.4). This technique
achieves a first-order increase in mass resolution compared to a linear TOF spectrometer. The
HyperDust design includes a reflecting field akin to that of a reflectron but has a very different
construction specific to in situ space applications, namely its large target area and nonexistence of a
drift region between acceleration and reflection stages. As such, it is referred to as a reflectron-type
3instrument. HyperDust’s components and principle functions are introduced, in Chapter 3 with a
description of the approximately 10 to 100 µs long journey of the ions.
Whereas the one-dimensional reflectron optimization problem can be solved analytically [14],
the optimization problem for a three-dimensional reflectron-type spectrometer involves nonlinear-
ities that must be handled by computer simulation (Ch. 5). The software application SIMION
8.0/8.1 computes the electric potential at any point in space given an arbitrary arrangement of
electrodes. SIMION also simulates the trajectories of ions through the arrangement. The strategy
in optimizing the ion optics for HyperDust begins with the parameterization of the instrument ge-
ometry and electrode voltages. The Monte Carlo routines developed here randomize the parameter
values, generate an instrument configuration from those values, simulate/test the configuration,
and calculate values of important performance qualities such as mass resolution. This routine is
repeated for thousands of instrument configurations. Then we look at how performance is generally
affected (or unaffected) by individual parameters. This informs decisions on which parameters to
fix before running the routine again. By sequentially fixing parameter values, we narrow in on a
size and voltage scheme for the electrodes. A handful of the best geometries from the Monte Carlo
routines are then operated on with a fine-tuning algorithm that makes small perturbations to pa-
rameter values in search of better performing configurations, thereby gradually working towards a
local optimum.
The proposed requirement for HyperDust’s mass resolution was 200. In our experience sim-
ulations have sometimes reported mass resolutions greater than what is ultimately found in labo-
ratory testing, the simulation requirement was set to 300. Through the optimization routines and
algorithms developed here, an instrument configuration has been found with a mass resolution of
385 for ions with the assumed conditions explained in table 5.1. The device is soon to be fabricated,
so we await actual testing to provide the best measure of the reliability of the methods outlined
here.
Chapter 2
Motivation for a large area dust telescope
Micron- and submicron-sized cosmic dust particles carry troves of information about the
physical conditions of the environments from which they originated. By measuring the trajectory,
mass (on the order of 10−11 g for a particle with a radius of a micron [12]), charge and chemical
composition of the particles we stand to gain knowledge of processes ranging from distant super-
novae to cryovolcanic activity on icy moons. It is impossible to perform full analysis of the particles
with ground-based observations because many features of distant particles are not detectable with
optical telescopes. Also, any particles that encounter our atmosphere are significantly altered or
entirely vaporized. Dust sample collection has been one approach to overcoming this hurdle, but
returning even a small sample to Earth is a costly endeavor and such a mission’s scope is lim-
ited to a population of very few, nearby dust species [5]. This has motivated the development of
the dust telescope – an instrument which sits onboard a spacecraft and performs complete in situ
measurements of trajectory, mass, charge, and chemical composition of cosmic dust particles.
2.1 Dust astronomy research questions
Are there other worlds in our solar system that can support life? Do these worlds contain
amino acids and other organic molecules, the building blocks of life as we know it? Continual
micrometeoroid bombardment [19] and cryovolcanism [28] are two mechanisms by which particles
are ejected to orbital altitudes. A spacecraft equipped with a dust telescope can perform flybys
and orbits around planetary objects enabling the analysis of the ejecta from the object’s surface or
5interior.
From where did the organic molecules that compose life Earth originate? Some meteorites
have been found to be 2 to 5 wt.% carbon [33, 34]. Collisional events of asteroids generate dust
which may have led to a significant increase in the amount of organic matter on Earth. Little is
known about the dust generated by asteroids. Most of the knowledge gained on the topic is based
on meteorites which have undergone severe alteration in our atmosphere.
What were the conditions of the early solar system? Much of the dust in the solar nebula
collapsed into the familiar planets some 4.6 billion years ago, but some of the dust went to form
comets with highly eccentric orbits extending out to the Oort cloud. Cometary material has not
been altered in the way that planetary material has. As a comet passes near the sun, icy volatiles
undergo sublimation, thereby forming the coma and tail. A dust spectrometer which passes through
the tail of the comet can give us insight into the chemical composition of the very early solar system.
What processes are occurring in the lives of distant stars? Of all stellar events, supernovae
produce the heaviest elements, and thus much of the refractory material in the interstellar medium
is expected to be of this origin. With a dust telescope, we will be able to analyze interstellar
particles whose trajectories lie in our solar system.
HyperDust will have the ability to detect all of the types of particles mentioned above and
would therefore be suitable for a wide range of missions.
2.2 Heritage instruments
2.2.1 The Cosmic Dust Analyzer
One of the primary motivators for developing HyperDust and other dust telescopes has been
the great success of the Cosmic Dust Analyzer (CDA) [36] (Fig. 2.1) onboard the Cassini spacecraft,
launched in 1997 and orbiting Saturn since 2004. An incoming particle induces a charge on CDA’s
Entrance Grids (EGs) which directly corresponds to the charge of the particle. The EGs are slanted
at 9◦ such that the path length between the grids determines the angle of incidence. The particle
6Figure 2.1: Schematic of CDA’s dust analyzer [36].
Figure 2.2: Co-added CDA spectra of Na-rich water-ice particles [28]
Figure 2.3: a – Artist rendering of Enceladus’ rocky core, heated ocean layer and icy layer with
cryovolcanoes [26]; b – Photograph of backlit Enceladus with visible dusty ice plumes [6]
7then impacts either the Impact Ionization Detector (IID) or the Chemical Analyzer Target (CAT)
producing particle and target fragments, neutral atoms, ions and electrons. Incoming speed is
determined by the rise times of the impact ionization signals and is calibrated and verified by the
speed obtained by the EG system. If the particle impacts the CAT, then the resulting ions are
accelerated toward the ion collector and subsequent electron multiplier detector (MP). This part
of the system acts as a linear TOF spectrometer, and the signal from the MP is converted into a
mass spectrum.
Sodium and potassium salts were observed in the icy dust grains ejected by the plumes of
Enceladus (Fig. 2.2) [28]. The observed salts were proof that Enceladus’ rocky core has been,
and perhaps still is, in contact with an intermediary ocean layer which lies below the icy surface
(Fig. 2.3) [42]. Minerals containing the sodium and potassium in the rock layer dissolve into the
ocean layer, and heating due to tidal dissipation [35] forces jets of the salty water to high altitudes
(Fig. 2.3). CDA is the sole instrument to have detected the sodium content in the plumes, and
ground-based instruments have failed to do so [28,32]. This illuminates the unique value of in situ
chemical analyzers in space exploration.
CDA’s success is partly attributable to its large effective area, 160 cm2, through which par-
ticles must enter in order to be hit the CAT and have their composition analyzed. The flux of
interplanetary and interstellar dust particles is low, 8.3× 10−5 m−2s−1 for particles with a mass of
10−13 g [12,40]. HyperDust will have an effective area of 500 cm2.
It is also worth noting that CDA weighs 17 kg. The HyperDust design uses composite
materials and the estimated weight, based on the current CAD model, is 6.5 kg [40]. This is
important because a lesser mass means that less fuel is required in order to launch the instrument.
Although CDA has been massively successful, the mass resolution of CDA is low, typically
20-30, compared to the mass resolution, ≥ 200, required for analyzing amino acids which have
fragments with mass in the 100-200 u range [40]. A linear TOF spectrometer like CDA has limited
mass resolution partly due to the shortness of the target-detector distance and partly due to the
spread in initial kinetic energies of the ions upon impact ionization.
82.2.2 Reflectron-type analyzers for space applications
A reflectron TOF analyzer operates on the principle that sending ions into a reflecting elec-
tric field region compensates for their initial spread in kinetic energies thus improving the temporal
focusing (Fig. 2.4). The concept was first experimentally carried out for a laboratory spectrometer
by Mamyrin in 1973 [21]. The dimensions of a one-dimensional reflectron can be optimized analyt-
ically [14]. Modern laboratory reflectrons, which have fewer size and shape constraints than space
instruments, have mass resolutions on the order of 20,000 for m/z of 1000 [4, 14].
Figure 2.4: The classic laboratory mass-reflectron. The ion represented by the white dot has less
initial kinetic energy than the one represented by the black dot, but both ions reach the detector
at the same time [14].
In applying the reflectron concept to cosmic dust spectrometry, there is a complication that
arises in balancing the need for a sufficiently large target area against the need for proper ion
trajectories to obtain optimal resolution. So far, there have been two general approaches to the
problem. One is to simply build a classic reflectron at the cost of having a limited target area.
The other is to have a large target area but a nonlinear reflecting region with dimensions that are
not possibly analytically optimizable, thus requiring computer simulation. The latter distorts the
ion trajectories into a different form compared to those of a classic reflectron and is so dubbed a
reflectron-type instrument.
The Cometary Interstellar Dust Analyzer, CIDA, (Fig. 2.5) has made use of the former
approach [18]. CIDA allows a flux of dust in between the target and the drift tube. There is no
trajectory sensor. Once the dust collides with the target (details on impact ionization in Ch. 3),
9the stages of acceleration, reflection, and detection are similar to those used by Mamyrin et al. with
the exception that there is not a second drift region between the reflector and the detector. The
effective area is 86.6 cm2, the required mass resolution was 250, and a lab result showed a mass
resolution of 100 for a mass of 12 u [18].
Instruments to employ the latter, nonlinear, reflectron-type design include the Large Area
Mass Analyzer (LAMA) (Figs. 2.6 & 2.7) [29,30,37,39,41] and the Surface Dust Analyzer (SUDA)
[16, 31]. HyperDust is smaller than LAMA I but essentially the same size and shape (500 cm2
effective area) as LAMA II1 , and could be considered the next generation of LAMA. One of the
main differences between the various generations of LAMA is the shape of the ion mirrors. It
is necessary to have an electric field that has a negative radial component in order to focus ions
toward the detector which is located on the axis of cylindrical symmetry. LAMA I used a single
parabola-shaped grid electrode, much like an optical lens (Fig. 2.6) [29, 30, 37]. LAMA II used a
series of concentrically oriented annular electrodes with increasing voltage from the innermost to
the outermost (Fig. 2.7) [39, 41]. The annular electrodes are easier to fabricate than a parabolic
dome grid, but the support structures for them block off a significant portion of the target area.
We wish to maximize effective area as much as possible, so HyperDust will use a parabolic dome
grid as LAMA I did. Other differences between LAMAs and HyperDust include the following:
Figure 2.5: Schematic of CIDA [18].
1 The nomenclature for the different generations of LAMA varies between different sources. Here LAMA I refers
to the instruments built at Heidelberg, and LAMA II refers to the instrument built at LASP.
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Figure 2.6: LAMA I as simulated in SIMION (left) and pictured at the University of Heidelberg
(right). The dust particle enters through the parabolic reflecting grid [29].
• Older generations of LAMA have included a drift region between the acceleration region and
the reflection region. Simulations and experiments have shown that a high mass resolution
can be obtained without the drift region. It also does well in the interest of reducing
instrument size and mass to not have a drift region. HyperDust will not have a drift
region.
• Older generations LAMA have employed multiple parabolic ion grids. The instrument in
Figure 2.6 uses two, and some designs have used three [29]. Simulations have shown that
high performance can be obtained with only one parabolic grid. HyperDust will use only
one parabolic grid.
• The voltage scheme used for the ring electrodes which serve to define the boundary con-
ditions for the electric potential in the reflection region of the instrument. Each iteration
must re-optimize this voltage scheme to account for other design modifications.
It is also worth noting that the LAMA designs have all incorporated a dust trajectory sensor
that completely senses the incoming particles orientation. The method is described in Chapter 3.
SUDA is similar to LAMA in shape but smaller (220 cm2 effective area) and has some
application specific design differences. SUDA has recently been selected to fly on a mission to the
Jovian moon Europa in 2020 to perform compositional mapping of the dust clouds generated by
meteoroid impacts [16].
11
Figure 2.7: LAMA II schematic with no drift region and no parabolic electrodes. Annular electrodes
increase in voltage from innermost to outermost [41].
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The details of operation and design for the reflectron-type instrument are discussed at length
in the rest of the thesis. The optimization methods developed here for HyperDust are also being
used on SUDA to compare simulation results to experimental results and to explore the possibility
of further optimization.
2.3 Summary of requirements for HyperDust
Table 2.1 summarizes the requirements for HyperDust discussed above. Table 2.2 compares
the requirements for HyperDust with the measured performance of the heritage instruments.
Table 2.1: Summary of HyperDust design requirements [40]
Property Requirement Reason
Mass Resolution ≥ 200 To have the capability of analyzing amino acids,
mass 100 - 200 u
Trajectory measurement 3D To trace the ballistic paths of particles back to
their place of origin
Effective area ≥ 500 cm2 To capture interstellar and interplanetary dust
particles which have low fluxes, ∼ 8 × 10−5
m−2s−1
Mass 6.5 kg To reduce the amount of fuel required to mobi-
lize the spacecraft
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Table 2.2: Comparison of measured performances for CDA, CIDA and LAMA II with the require-
ments for HyperDust.
CDA [36] CIDA [18] LAMA II [41] HyperDust
Spectrometer type Linear Reflectron Reflectron-type Reflectron-type
Mass Resolution < 50 (20-30 typical) ∼ 100− 200 100 ≥ 200
Trajectory Meas. Yes, 2 axis No Yes, full 3D Yes, full 3D
Sensitive area (cm2) 160 (chem. analyzer) 86.6 500∗ 500
Mass (kg) 17 NA 11.3† 6.5
∗ Approximate, does not include blocking effects from grids.
†Mass estimate based on detailed mechanical design using conventional materials and practices.
Chapter 3
Components, operation and ion path
The principal functions of HyperDust can be illustrated with a step-by-step description of
the ions’ journey through the instrument. Figures 3.1 and 3.2 depict the instrument components
and the ions’ journey. Figure 3.3 at the end of this chapter depicts the electronics.
3.1 Dust Trajectory Sensor
When a cosmic dust particle is intercepted by HyperDust, it’s first interaction is with the Dust
Trajectory Sensor (DTS). The DTS is comprised of four planes of wire electrodes having alternating
orientations as depicted in Figure 3.2. Cosmic dust particles typically have some positive charge
due to the photoelectron emission caused by the sun’s UV radiation [1]. For a micron sized dust
grain, a typical charge is ∼3,500 e, giving it a surface potential of +5 V [40]. When a dust grain
passes through the DTS, it induces a small charge on the wire electrodes. This charge is amplified
by a charge sensitive amplifier (CSA), and the signal is converted by an analog to digital converter
(ADC) at a rate of 20× 106 samples per second (Fig. 3.3). By analyzing the charge on each wire
as a function of time we can effectively determine the particle’s location at two points in time and
thereby calculate its speed and direction [1].
3.2 Impact ionization
After the DTS, the dust particle whizzes through the parabolic reflection grid and acceleration
grid and then collides with the target, which is biased at 3000 V. A typical incoming particle speed
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Figure 3.1: CAD rendering of HyperDust with enumerated components: 1 – Dust trajectory Sensor;
2 – Parabolic reflection grid; 3 – Ring electrodes; 4 –Grounded acceleration grid ; 5 – Detector and
housing; 6 – Electronics. Image credit: AJ Gemer, Liam Burke.
Figure 3.2: Left – the composition analyzer as simulated in SIMION; right – Dust trajectory Sensor
schematic with Charge Sensitive Amplifiers. The red arrows represent a dust particle’s flight path.
The arching colored lines are simulated ion trajectories, sometimes called the ‘ion beam’.
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is in the range of 1 - 70 km/s [1]. Just to get a sense of the range of kinetic energies going into the
collision, consider a particle consisting of atoms or molecules with mass 100 u – near the middle of
the range of ion masses we aim to observe. We can calculate the total kinetic energy per molecule
Ek as a function of the incoming particle’s velocity:
Ek(v) =
1
2
mv2 (3.1)
Ek(v) =
1
2
(100 amu× 1.66× 10−27 kg/amu)× v2 × (6.242× 1018 eV/J) (3.2)
Ek(1 km/s) ≈ 0.5 eV per 100 u molecule (3.3)
Ek(70 km/s) ≈ 2500 eV per 100 u molecule (3.4)
Most of this energy goes to deforming the target material (cratering), breaking chemical
bonds and heating the target and particle material [25]. Some of the energy goes toward ionization.
Impact ionization has been one of the chief research topics in the field of dust astronomy as it relates
to micrometeoroid bombardment of planetary surfaces, spacecraft surfaces (e.g. causes interference
with antennae [7]) and dust analyzer targets [10,11,15,17,25].
In a general sense, the impact ionization process goes as follows [17]: A high velocity impact
transforms the particle at least partially into an electrically neutral, expanding plasma cloud. Once
the radius of the expanding cloud exceeds the Debye length, the electric field between the target
and acceleration grid outweighs the Debye shielding of the neutral plasma, and charge separation
begins. The plasma likely has some thermalized and some non-thermalized components. Kempf et
al. [17] show that the thermalization assumption can be verified for a particular event by comparing
the recorded line profile with an analytically derived, more or less symmetric, line profile for a
thermalized ion cloud. Collette et al. [7] reported that for a similar scenario, impacts of particles
at approximately 10 km/s resulted in an ion temperature of kBT ≈ 4 eV. In our experience, we do
not see doubly ionized atoms. All of the ions present in the dispersing ion cloud have a charge of 1
e. The impact produces a significant amount of charge on the target generating a signal which is
amplified and sent to an ADC. This marks the beginning of the ions’ flight through the instrument.
Ion optics simulations begin with the expanding ion cloud immediately after impact.
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3.3 Acceleration
Being that the target is kept at a high potential of 3000 V and the grounded acceleration grid
is 32 mm away, the expanding plasma cloud is subject to a strong electric field of approximately
105 V/m. The negatively charged ions and electrons adhere to the target while the positively
charged ions are accelerated away. The instrument will have the ability to reverse polarity if we
wish to observe negatively charged ions instead, but in this document, positive ions are treated as
the species of interest.
The electric field in the acceleration region is defined at the inner and outer boundaries by
sets of four smoothing electrodes whose electric potentials decrease linearly with their distance from
the target. There is an outer set of smoothing electrodes which encircle the acceleration region, and
an inner set of smoothing electrodes separating the acceleration region from the grounded detector
housing located on the cylindrical axis of the instrument.
3.4 Reflection
The ions pass through the acceleration grid and enter into the reflection region. The electric
field in the reflection region is generated by the grounded acceleration grid, the ring electrodes and
the 3342 V reflection grid. The reflection grid is held at a higher potential than the target electrode
so that the ions, with total energies in the range of roughly 3000 to 3025 eV, are reflected – their
axial component of velocity is reversed. The parabolic shape of the reflection grid focuses ions to
the detector, regardless of the location of initial impact.
Between the acceleration grid and the reflection grid is a series of ring electrodes whose
potentials increase from zero to the reflection grid potential in equal increments. Like the smoothing
electrodes, these are required for defining the electrostatic boundary conditions for the region.
Unlike the smoothing electrodes, the ring electrode potentials do not scale linearly as a function of
their distance from the acceleration grid. Nonlinear voltage functions are shown in this study to
positively affect the focusing capability and mass resolution.
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The voltage step from one ring electrode to the next is the same for any two consecutive
electrodes. This way all resistors in the voltage ladder will have the same resistance. This helps
increase the ease and precision with which the voltage ladder is fabricated because only one type
of resistor needs to be tested and implemented.
Being that the shape of the reflection grid is a parabola and the ring electrode voltages
scale nonlinearly, there exist no analytical means for determining the electric field in the reflection
region. Therefore we resort to numerical simulation in order to obtain the electric field and hence
ion trajectories in the spectrometer.
3.5 Detection
Having been focused toward the central axis by the reflection grid, the ions then cross the
acceleration grid one final time as they enter the detector housing. The detector housing is a field
free zone, thus allowing the ions to briefly drift along with constant velocity before colliding with
the electron multiplier detector. The multiplier is 40 mm in diameter and consists of a series of
dynodes and plates with ∼0.4 mm diameter holes as seen in Figure 3.4. When an ion hits the first
dynode, electrons are freed from the surface in a process called secondary emission. The subsequent
plates are biased such that there is an electric field accelerating the electrons toward the next plate.
When the electron collides with the next plate, it emits more electrons. So the ion’s initial impact
initiates a cascade of electrical charge that increases in magnitude from stage to stage. The cascade
of charge gives rise to a signal marking the end of the ion’s time-of-flight. This signal is monitored
at three of the plates at different potentials enabling high dynamic range of detection. That is, we
are able to detect events caused by a small number ions that require much amplification, and we
are able to detect events caused by a large number of ions which require less amplification.
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Figure 3.3: HyperDust electronics block diagram. Note the instrument in blue in the top left and
the amplifiers and Analog-to-Digital Converters (ADCs) in green. Image credit: Daren O’Connor.
Figure 3.4: Left: A cascade of charge is initiated by a single ion. Right: A close-up of a dynode in
the electron multiplier detector.
Chapter 4
Time-of-flight spectrometry
Before discussing the details of simulation, it is necessary to provide a more comprehensive
description of TOF spectrometry concepts.
4.1 Time-Of-Flight mass dependence
HyperDust is a TOF spectrometer in that it measures the charge-to-mass ratio (q/m) of the
impact-generated ions as a function of the time it takes for the ions to travel from the target to
the detector. We can show that for TOF spectrometers the q/m can be determined as a function
of the TOF with the following example.
Consider an ion of charge q and mass m initially at rest. The ion is accelerated over a very
short distance d1 by an electric field with magnitude E0. The ion’s kinetic energy upon exiting the
acceleration region is equal to the ion’s potential energy at the beginning of its acceleration
1
2
mv2 = q E0 d1 (4.1)
The ion’s speed upon exiting the acceleration region is
v =
√
2 q E0 d1
m
. (4.2)
The ion then drifts for a distance d2 where d2 >> d1 such that the time it spends in the acceleration
region is negligible compared to the time it spends in the drift region. The total TOF t for the ion
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then is
t =
d2
v
= d2
√
m
2 q E0 d1
. (4.3)
The important relation is
t ∝
√
m
q
. (4.4)
For a large area reflectron-type spectrometer such as HyperDust, the TOF depends on the
radial coordinate of the initial impact location ri. As mentioned in Chapter 3, ions are singly
ionized, so the relation in (4.4) is expressed for HyperDust as
t(ri,m) = b(ri)
√
m (4.5)
where b is a function of the instrument geometry and initial impact location [39]. Note that this
equation assumes ions start out with zero initial kinetic energy. A group of ions of various masses
will separate from each other in the reflection region and drift region in front of the detector as
depicted in Figure 4.1. The detector measures the amount of charge from ions impacting the
detector surface as described in Chapter 3. The data from this measurement can be converted
into a mass spectrum by using the relation in (4.5). The instrument can be calibrated, b can be
determined, by laboratory testing with particles of known composition.
4.2 Definition of mass resolution
Ideally, ions would be born at the same exact location and time, and they would all have zero
initial kinetic energy. If this were the case, then all ions would follow the same path, and ions of
the same mass would arrive at the detector at the exact same time. This would give the narrowest
possible line profile, limited only by the electronics of the detection system. That way we could
easily tell the difference between different ion species with very close to the same mass.
In reality, ions may not be born at exactly the same time. Due to Debye shielding, ions at
the edge of the expanding neutral plasma cloud will be subject to the electric force before ions
at the center. The plasma cloud could be very inhomogeneous due to random conditions of any
particular particle. This could also play a part in creating an uneven distribution of ion times of
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Figure 4.1: Composite image of a bundle of ions of 100 and 101 u at seven different instances
between impact (1) and detection (7). All ions have kinetic energies between 0 and 10 eV. The ions
separate from each other (4,5,6) in the reflection region according to their different charge-to-mass
ratios.
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birth. The ions undergo at least partial thermalization as described in Chapter 3, so there is a
kinetic energy distribution for the ions as well. As such, ions of equal mass will hit the detector
over some interval of time ∆t, giving the corresponding mass line in the spectrum some width ∆m.
Here arises the need to compare spectrometers based on the narrowness of the line profiles are in
their resultant mass spectra. This property is called mass resolution. Here’s one way to formulate
the conventional definition for mass resolution: Begin with the relation between time and mass
given by (4.4) and (4.5)
t ∝ √m, (4.6)
differentiate with respect to m and algebraically rearrange
dt
dm
∝ 1
2
√
m
(4.7)
1
2 dt
∝
√
m
dm
, (4.8)
multiply by (4.6), and the ratio of the two proportions is an equality:
t
2 dt
=
m
dm
. (4.9)
Now, consider a line profile on a mass spectrum with width ∆m corresponding to an ion of mass
m. If ∆m << m, then we can generalize equation (4.9) to the definition for mass resolution:
m
∆m
≡ tpeak
2 ∆t
(4.10)
where tpeak is the peak of the line profile from the detector signal. Conventionally, ∆t is measured
as the FWHM of the line profile. A higher mass resolution corresponds to a greater tpeak or a lesser
∆t, i.e. a narrower line profile.
Chapter 5
Simulation
Calculating and predicting aspects HyperDust’s performance is hindered by the combination
of two main problems.
(1) For complex three-dimensional electrode arrangements that cannot be described with smooth
linear functions, it is difficult to analytically solve for the electric field.
(2) The high-energy impact ionization event results with an isotropically expanding ion cloud.
In short, it is impossible to analytically calculate the trajectory of a significant number of
ions. This problem can be solved numerically, however, with the simulation software SIMION [23].
Simulations for this investigation have been performed in SIMION 8.0 and 8.1.
5.1 What SIMION does
The electrostatic potential for a charge-free region of space is uniquely defined by the region’s
boundary conditions. The user provides these boundary conditions by defining electrode locations
and voltages in a ‘geometry file’. The Laplace equation, ∇2 V = 0, is solved for the given geometry
numerically by using the finite difference method.
The user also supplies SIMION with a ‘fly file’ which defines how (charge, mass, location,
velocity) the ions are to be launched. The ion trajectories are then calculated step-by-step. SIMION
makes a linear approximation of the electric field for a small volume element dτ around the location
of the ion and computes the change in position and momentum from that approximation. For
25
locations where the electric field is more linear, SIMION uses a larger dτ to save computing time.
In HyperDust, the length of an ion path from target to detector is approximately 500 mm (Fig.
3.2), and an ion step is approximately 0.02 mm as seen in Figure 5.1 . This means that there are
approximately 0.5/(2× 10−5) = 25, 000 time steps for an ion along it’s simulated trajectory.
0.02 mm
Figure 5.1: Close-up screen shot of the ions at the start of their trajectories as they accelerate away
from the target, which is at the bottom of this picture.
5.2 Ion initial conditions and probability distributions
The partial thermalization of the expanding plasma cloud after impact has been discussed
in Chapter 3. In our simulations we assume that the ions are thermalized, and in accordance
with Boltzmann statistical mechanics, their individual kinetic energies can be described with the
Maxwell-Boltzmann distribution. For a system of particles at thermal equilibrium with temperature
T , the probability PMB of an ion i having kinetic energy Ei is given as
PMB(Ei) = 2
√
Ei
pi
(
1
kBT
)3/2
e−Ei/kBT (5.1)
where kB is Boltzmann’s constant.
The simulations have used a thermal energy of kBT = 4 eV in accordance with laboratory
findings that suggest this is the typical value [7]. The energy range is limited to 0−25 eV. Integration
of the Maxwell-Boltzmann distribution function from 0 to 25 eV, shows that this range includes
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99.4% of possible ion kinetic energies. The ion kinetic energies in the simulation are separated by
0.1 eV.
Figure 5.2: Maxwell-Boltzmann probability distribution for kBT = 4 eV
The ions are launched at these energies in directions that constitute a quarter-sphere as
depicted in Figure 5.3. The coordinates for the quarter-sphere are defined with an azimuthal angle
φ measured about the central arrow and a half angle θ measured from the central arrow toward the
plane of the target. Only a quarter-sphere is needed to account for all possible trajectories because
any ions that have pi/2 < θ < pi are immediately reflected by the high voltage target, and for any
ions that have pi < φ < 2pi there exists an exactly mirrored trajectory on the other side of the
xy-plane. In reference to Figure 5.3, ions with initial velocities with negative z-components need
not be launched because an ion trajectory beginning with a positive x-component already exists
and has the exactly symmetric flight path.
It is assumed that all ion launch orientations have equal probability. For a finite set of
trajectories, the probability for an ion to have any particular trajectory is proportional to the surface
area element ∆φ∆θ surrounding the corresponding launch arrow’s tip on the quarter-sphere as in
Figure 5.3. A set of ion trajectories is specified by the angular separations between trajectories. If
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the azimuthal increment of separation is ∆φ and the half angle increment of separation is ∆θ, then
the probability PΩ of the ion trajectory (φi, θi) is determined by integrating for the solid angle.
PΩ(φi, θi) = ∆φi ∆θi (5.2)
=
∫ φi+
φi−
dφ′
∫ θi+
θi−
sin θ′dθ′ (5.3)
= (φi+ − φi−)(cos θi− − cos θi+). (5.4)
Figure 5.3: The ion launch quarter-sphere – the arrows are depictions of the ions’ initial velocity
vectors with half angle θ and azimuthal angle φ. The central arrow is the one which has θ = 0 and
points directly away from the target. The arrow given by (φ = 0, θ = pi/2) or −yˆ points toward
HyperDust’s cylindrical axis. Surface area section ∆φ∆θ is representative of the probability of the
corresponding angular orientation.
There are special conditions that need to be taken into consideration for ion trajectories that
lie on an edge of the quarter-sphere. The formula above is defined as follows for φi and θi.
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φi+ =

pi, if φi = pi or if θi = 0
φi + ∆φ/2, if 0 ≤ φi < pi and θi 6= 0
(5.5)
φi− =

φi −∆φ/2, if 0 < φi ≤ pi and θi 6= 0
0, if φi = 0 or if θi = 0
(5.6)
θi+ =

pi/2, if θi = pi/2
θi + ∆θ/2, if 0 ≤ θi < pi/2
(5.7)
θi− =

θi −∆θ/2, if 0 < θi ≤ pi/2
0, if θi = 0
(5.8)
With the two probability factors defined in equations (5.1) and (5.4), an ion’s probabilistic
weight can be computed as a function of its kinetic energy and angular orientation:
PTot(Ei, φi, θi) = C PMB(Ei) PΩ(φi, θi) (5.9)
where C is a normalization constant such that the sum of the probabilities for all ions in the
quarter-sphere equals 1.
In the simulations for the optimization, the angles of separation were ∆φ = ∆θ = 15◦. At
this angular separation, there were enough ion trajectories to obtain statistically significant results
without requiring too much computer processing time.
The ion weights are used to count ion impact events at the detector. Two important calcu-
lations based on these counts are the collection efficiency and the mass resolution. The collection
efficiency is simply the sum of the probabilities of the ions whose trajectories end on the 40 mm
diameter detector. The mass resolution calculation is discussed below.
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5.3 Ion launch locations
It is assumed that all points on the HyperDust target are equally likely to receive an in-
coming dust particle. Due to the cylindrical symmetry of instrument, the impact/launch locations
effectively differ from each other only in their radial coordinates as expressed in equation (4.5). In
the simulations, ions are launched from locations with radial distances which are proportionately
spaced such that the locations are representative of equal-area washer-shaped sections of the target.
Each launch location is handled with equal importance in the optimization. If ions are launched
from N locations, then the radial coordinates rn are calculated with the following formula:
rn =
√√√√1
2
((
2n− 1
N
− 1
)
(R2out −R2in) +R2in +R2out
)
(5.10)
where n = 1 indicates the innermost launch location, and n = N indicates the outermost. Rin
and Rout are the inner and outer radial boundaries of the washer-shaped target. For HyperDust,
Rin = 45 mm and Rout = 200 mm. In the simulations, N = 6 launch locations are used, so the
radial coordinates, in mm, are 72, 107, 134, 155, 175, 192.
5.4 Detector signal convolution and mass resolution calculation
A single ion hitting the electron multiplier detector surface (Fig. 3.4) gives rise to a cascade
of electrons that results in an amplified signal. Ideally, the detector response time to ion impact
would be infinitesimally short. In practice however, it takes a finite amount of time for the electrons
to cascade through the multiplier. During this time, the electrons take various paths and travel
at various speeds from stage to stage. This has the effect of smearing out the signal. The finite
impulse response (FIR) due to a single ion hitting the detector surface then is a current pulse that
generates a signal with an approximately gaussian profile. The FWHM of the FIR profile is 14 ns,
as measured in the laboratory. For a distribution of ions hitting the detector over an interval of
time, the response is thus a larger smooth curve.
SIMION records an exact value for the TOF of each individual ion, but we wish to simulate
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the amplification process so that we may analyze the types of signals we expect to see from the
actual instrument. To do this, we first sort the time-of-flight information into bins of width ∆tbin
such that the TOF t corresponding to bin i is
ti = i×∆tbin. (5.11)
In the simulations, bin sizes ∆tbin in the range of 0.1 − 0.5 ns have been used. This bin width
provided sufficient resolution of the raw signal for getting a qualitative impression of the distribution
of ions as they hit the detector (Fig. 5.4). The raw signal amplitude at time ti is calculated as the
sum of the probabilities of the ions, given by equation (5.9), which terminate on the detector within
the range of time corresponding to that bin. In the calculation below, the raw signal is represented
by the function w(i). The expected signal y(i) is obtained by performing a discrete convolution of
the raw signal with a gaussian kernel. The gaussian kernel h(i) is calculated as follows:
h(i) =
1√
2pi σ
exp
[
− t
2
i
2σ2
]
. (5.12)
The value of σ for a FIR with a FWHM of 14 ns is calculated with the following formula:
σ =
FWHM
2
√
2 ln 2
≈ 14× 10
−9 s
2.355
= 5.9× 10−9 s. (5.13)
The convolution of w with h produces the expected signal y(i):
y(i) = w ∗ h (5.14)
=
∞∑
i=0
∞∑
j=0
w(j) · h(i− j). (5.15)
The mass resolution for the signal in Figure 5.4 is calculated as follows:
tpeak = 13.2860 µs (5.16)
∆t = 13.2948− 13.2778 = 0.017 µs (5.17)
tpeak
2 ∆t
= 390. (5.18)
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Figure 5.4: An example of a raw and corresponding convolved detector signal from a simulation
with ion masses of 100 u. The vertical arrow indicates tpeak and the horizontal arrow indicates the
FWHM. See the text for a discussion regarding the lack of a time delay between the two signals.
The convolution function (5.15) does not account for the time delay that we would expect to
see from the actual amplifier in practice. Hence, Figure 5.4 appears unphysical in that the convolved
signal extends out in front of the raw signal in time. However, accounting for the time delay would
not significantly affect the outcome of the optimization process, which involves comparing values of
mass resolution. Accounting for the time delay by shifting the profile would only increase tpeak in
the mass resolution calculation, whereas the FWHM would remain the same. This shift would be on
the order of 0.1 µs whereas tpeak is on the order of 10 µs. Thus the shift would only improve the mass
resolution calculation a small amount. Also, the shift would affect all mass resolution calculations
proportionately, so the ranking of the mass resolutions for different instrument geometries would
remain the same as without the time delay.
5.5 Summary of simulation conditions
A summary of the simulation conditions for the ions and the convolution is provided in table
5.1.
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Table 5.1: Summary of simulation conditions
Property Setting Description
Mass 100 u This is near the middle of the range of masses
we are interested in detecting, e.g. elements and
amino acids.
Charge +1 e Ions are singly ionized. See impact ionization in
Ch. 3.
Ion cloud temperature kBT = 4 eV We assume a thermalized ion cloud with this
temperature [7].
Maximum KE 25 eV Integration of the Maxwell-Boltzmann distribu-
tion shows that this includes 99.4% of possible
ion kinetic energies.
KE discretization 0.1 eV Ions are launched at kinetic energies from 0 to
25 eV separated by this amount.
Angular separation be-
tween launch directions
∆φ = ∆θ = 15◦ φ defines the azimuthal component, and θ de-
fines the half-angle measured from the direction
orthogonal to the plane of the target (Fig. 5.3).
Number of launch loca-
tions
6 To account for the equal likelihood of any point
on the target receiving a dust particle. The r
coordinates, measured in mm from the cylindri-
cal axis, as determined by equation (5.10) are
72, 107, 134, 155, 175, 192.
Detection time bin
width
∆tbin = 0.5 ns This is a sufficiently shorter time than the width
of a line profile in the resulting signal. As such,
the convolved signal is smooth.
Finite impulse response σ = 5.9× 10−9 s This corresponds to a line profile width for a
finite impulse response of 14 ns, which was mea-
sured in the laboratory.
Chapter 6
Optimization
The aspect of performance which we aim to optimize is the mass resolution. One of the pitfalls
in searching for well-performing configurations is that mass resolution may increase sheerly as a
result of fewer ions reaching the detector. Another pitfall is that for some instrument geometries,
mass resolution can vary widely as a function of the dust particle’s impact position on the target.
Thus, while maximizing mass resolution, it is important to maintain a high collection efficiency
(fraction of ions reaching the 40 mm diameter detector) and sample the same distribution of ions
regardless of the dust impact location.
6.1 Performance qualities
6.1.1 Collection efficiency and focusing ability
If the instrument does not focus the ions properly, then only a small percentage of the ions
arrive at the detector. If fewer ions reach the detector, it is possible that they do so over a shorter
interval of time, thereby decreasing the FWHM and increasing the apparent mass resolution. How-
ever, considering a real event with fewer ion reaching the detector, the data could less accurately
represent the composition of the dust particles. For example, for an ion cloud with an inhomoge-
neous distribution of ions, it is possible that some ion species will entirely miss the detector if the
collection efficiency is low.
A high collection efficiency also coincides with good focusing. In discussing an instrument
geometry’s focusing ability, it is convenient to define two new terms:
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• splat – a term in SIMION referring to an ion’s collision with a surface and subsequent
termination
• 0-KE ion – the ion that has an initial kinetic energy of 0 eV.
As discussed in Chapter 5, ions are launched from the dust impact location at all angles and
with a distribution of kinetic energies. The resulting ion beam is therefore centered about the ion
trajectory which has no angular displacement from the normal (θ = 0 in Fig. 5.3) and zero initial
kinetic energy. This is the trajectory of the 0-KE ion. The ion beam is well focused if the 0-KE
splat is at or close to the center of the detector. The ion beam is most dense at its center, so good
focusing coincides with high collection efficiency.
6.1.2 Independence of dust impact location
It is possible to have a configuration that performs well for some initial impact locations but
poorly for others. We require that HyperDust performs well regardless of initial impact site, such
that all impact events produce data of equal significance and validity. To account for this, each
configuration is tested for six equally probable initial impact sites as determined by equation (5.10).
Then the quantitative evaluation of a configuration is based on the lowest values. To clarify this
classification, consider a configuration that is tested for initial impact sites A,B, and C. Suppose
that the mass resolution, collection efficiency, and radial coordinate of the 0-KE splat are 200, 60%
and 6 mm respectively for site A, 215, 45% and 8 mm for site B, and 220, 50% and 9 mm for
site C. Then the configuration is considered to have the combination of the lowest values: a mass
resolution of 200, a collection efficiency of 45% and a radial coordinate of the 0-KE splat of 9 mm.
6.2 Optimization requirements
The requirement for mass resolution is ≥ 200; however, historically real spectrometers have
turned out to have lower mass resolutions than simulations predicted. The mass resolution require-
ment for the optimization was set to ≥ 300 for good measure.
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With mass resolution being inversely correlated with collection efficiency and focusing ability
to some extent, it was initially uncertain what the the performance requirements should be for
the latter two. After thousands of configurations had been tested and characterized, it seemed
reasonable to require a collection ≥ 50% and a radial coordinate of the 0-KE splat ≤ 6 mm.
Table 6.1: Summary of optimization requirements
Property Requirement
Mass resolution ≥ 300
Collection efficiency ≥ 50%
Radial coordinate of 0-KE splat ≤ 6 mm
6.3 Parameterization strategy
The geometrical arrangement and electrostatic potentials of electrodes govern the electric
field in HyperDust and thus govern ion trajectories. The routines and algorithms that follow
parameterize the electrodes in various ways, but they all adhere to the general strategy of generating
a configuration, testing the configuration, computing the results and repeating thousands of times.
Using n parameters means that there is an n-dimensional parameter space where a set of
coordinates in the parameter space defines an instrument configuration. An estimation of the size
of the parameter space is included in appendix B. There are many local optima in the parameter
space making it difficult to tell if a local optimum is the global optimum. When a parameter becomes
fixed, the domain of the corresponding dimension collapses to 1, thus dividing that dimension out of
the parameter space. The goal of the parameterization strategy has been to find how performance
depends on different parameters, and reduce parameter domains toward fixed values in a way that
closes in on optima.
The optimization process consists of two different modes of operation: Monte Carlo mode
and fine-tuning mode. The Monte Carlo mode is used in two routines, log function and ring
randomization, in order to broadly characterize how performance depends on structural parameters.
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The fine-tuning mode consists of an algorithm that gradually makes improvements to configurations
in search of a local optimum.
6.4 Monte Carlo I: log function routine
The log function routine is so named because in this routine the voltages of the ring electrodes
and reflection grid are set by the following logarithmic function:
V (x) = a log(x+ b) + c (6.1)
where x is the distance from the acceleration grid, and the variables a, b and c are determined
by two parameters: the reflection grid voltage and the ion turning distance. These and the other
parameters for this routine are enumerated in Figure 6.1 and described in the list below.
The use of the logarithmic function was inspired by the observance of a slight curve in the
ring electrode voltage function for LAMA II (Fig. 6.2) [41], which can roughly be modeled with a
logarithmic function. A detailed description for how the variables a, b and c are calculated follows
the list of parameter descriptions.
Figure 6.1: Parameters for the log function routine: 1 – reflection grid curvature; 2 – reflection grid
voltage; 3 – ion turning distance; 4 – reflection region length; 5 – detector depth
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(1) Reflection grid curvature – The curvature is defined with a focus factor f in the equation
for the parabolic reflection grid:
y =
x2
4f
. (6.2)
Importantly, a higher focus factor indicates a flatter parabolic reflection grid.
HyperDust has a 200 mm radius, so the depth yd of the parabola measured as the difference
between the x-coordinate at the edge and the x-coordinate at the apex is
yd =
2002
4f
=
10 000
f
(6.3)
(2) Reflection grid voltage – This is the electric potential of the reflection grid. Recall
from Figure 3.2 that the target potential is 3000 V. It is important to note that as the
reflection grid voltage varies, the ring electrode voltages vary in proportion. The reflection
grid must be held at a slightly higher potential in order to reflect the ions. The reflection
grid potential is one of the parameters that determines the constants a, b and c in equation
(6.1).
(3) Ion turning distance – This is the distance between the reflection grid and the point
of ion reflection, also called the ion turning point. If the reflection grid voltage is closer
to the target potential, then the ions will be reflected at a point closer to reflection grid.
Conversely, if we minimize the ion turning distance, then we minimize the reflection grid
voltage. A grounded grid that is part of the DTS system is positioned a few centimeters
away from the reflection grid as viewed in Figure 3.1. Having this grounded grid near the
high-voltage reflection grid perturbs the electric field in the vicinity of the reflection grid
due to the openings in the reflection grid. If ions fly too close to the reflection grid, their
trajectories are perturbed. The perturbing effects require separate simulations and are not
accounted for in the simulations performed for this body of work.
38
(4) Reflection region length – This is measured along the ring electrode wall as the distance
between the acceleration grid and the point of contact with the reflection grid. As this
length is increased, the path length of the ion trajectories is increased, thereby increasing
the TOF for the ions and potentially increasing the mass resolution. However, this allows
for more widening of the ion beam and hence a lower collection efficiency. Also, as the length
of the instrument increases, so does the mass thus requiring more fuel for the instrument
to be launched.
(5) Detector depth – This is the distance between the detector surface and the acceleration
grid. The range of values for this parameter is limited by the structural design (see CAD
rendering in Figure 3.2). At a depth greater than about 60 mm, the detector would be
sticking out of the bottom of the instrument, which is unacceptable.
The ring electrodes serve to define the boundary conditions of the electric field. Their voltages
scale roughly linearly, but upon reviewing the voltage schemes of previous configurations, primarily
LAMA II, it was noticed that a slight curve was present in the function V (x).
Figure 6.2: Ring electrode voltages of LAMA II vs. x with a logarithmic trend line. The horizontal
segments represent ring electrodes. The equation for the trend line is displayed on the right. The
acceleration grid is arbitrarily located at x = 155. LAMA II actually had a 5000 V target, so these
voltages are scaled down by a factor of 3/5 so that they are comparable to HyperDust’s 3000 V
target.
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The variables a, b and c in function (6.1) are derived from imposing three conditions on the
function at three x-coordinates. This derivation assumes a 1-dimensional ion trajectory in a field
where the potential is equal to the ring electrode voltages. The three conditions define the value
of the function at the following x-coordinates:
Plane of the acceleration grid: xa (6.4)
Ion turning pointon turning point: xtp = xa + l − TD (6.5)
Junction of ring electrodes and reflection grid: xR = xa + l (6.6)
where l is the length of the reflection region and TD is the ion turning distance marked by numbers
4 and 3 respectively in Figure 6.1. The conditions arise out of the following three definitions: (1)
the voltage of the acceleration grid is 0, (2) an ion with total energy UTot ≈ 3000 V has its velocity
reversed at the ion turning point, and (3) the voltage of the reflection grid is VR. The imposed
conditions then are
Voltage at acceleration grid: V (xa) = 0 (6.7)
Voltage at turning point: V (xtp) = UTot (6.8)
Voltage at reflection grid: V (xR) = VR. (6.9)
The variables a, b and c are related to the variables above in the following manner:
a =
UTot
log
(xtp+ b
xa + b
) (6.10)
c = −a log(xa + b) (6.11)
VR = a log(xR + b) + c. (6.12)
The system of equations would be solved easily if b were the independent parameter, but we want
to have VR as the independent parameter since it carries more physical relevance. Hence, a guess-
and-check computer algorithm has been developed to find b given VR.
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It is important to note that the log function routine uses about 50 or more ring electrodes,
each 2 mm in length and separated by 2 mm gaps. In the final design only about 10 ring electrodes
are to be used and V (x) must be broken up into a piece-wise function, but with the 100 ring
electrodes, the voltage function V (x) was essentially smooth and continuous.
6.4.1 Results of the log function routine
For run I, the bounds for each parameter were set as shown in table 6.2. 3,220 configurations
were simulated, only 219 of which had 0-KE splats all within 10 mm of the center of the detector.
Each one of these 219 configurations is represented by a dot in the run I plots (Fig. 6.2(a) & (b)).
Table 6.2: Parameter bounds for log function - run I
Parameter Minimum Maximum
Detector depth (mm) 33 65
Reflection region length (mm) 180 250
Ion turning distance (mm) 30 50
Reflection grid voltage (V) 3300 3700
Focus factor 200 500
Figure 6.3(a) plots mass resolution against length of the reflection region with the coloration
representing the collection efficiency. This shows that it is possible to have higher mass resolution
with a longer ion path. The cost of this however is that the longer instrument has worse collection
efficiency. This is what we expect to see because if the reflection region is longer, then the ion flight
path is longer but the ion beam also widens as can be seen with the ion beam in figure 6.1. This
increases tpeak in the mass resolution calculation, but also more ions miss the target. Figure 6.3(a)
was the principal plot influencing the decision to set 0.5 as the required minimum for collection
efficiency. The mass resolution requirement for the optimization was set at 300, so it was decided
that the reflection region would have a length of 230 mm.
Figure 6.3(b) plots mass resolution against detector depth with the coloration again repre-
senting the collection efficiency. There is no strong dependence, and well-performing configurations
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occur for all detector depths in the investigated range. This meant that the detector depth could
be set at our convenience and fixed the detector depth at 37 mm for reasons having to do with
the electronics arrangement. One can get a sense of the compact arrangement of the electronics
from the CAD rendering in figure 3.1.
As with detector depth, performance was found not to be dependent on the ion turning
distance either (fig. 6.3 (c)). This is to be expected for the following reason. One can think of
the effective length as the reflection region length minus the ion turning distance (i.e. xtp − xa
from equations (6.4) and (6.5)). A configuration with a reflection region length of 230 mm and an
ion turning distance of 30 mm could perform in a near identical manner as a configuration with
a reflection region length of 240 mm and an ion turning distance of 40 mm because both effective
lengths are the same, 200 mm. The configuration with a length of 240 mm would be larger and
would need a higher reflection grid voltage. So with respect to minimizing the mass, and power
consumption of the instrument, it would be in our conservative interest to have as short of an ion
turning distance as possible. Limitations on the ion turning distance are discussed in the parameter
list that follows figure 6.1. An ion turning distance of 35 mm should safely keep the ion beam
from being perturbed and defocusing, and we have fixed that parameter accordingly.
With the reflection region length, detector depth, and ion turning distance fixed, another log
function routine1 , run II, was executed with the two remaining parameter values given in table
6.3.
Table 6.3: Parameter bounds for log function - run II
Parameter Minimum Maximum
Reflection grid voltage (V) 3300 4700
Focus factor 200 600
In run II, 2398 configurations were tested, of which 182 had all 0-KE splats within 10 mm
1 Actually, many more optimization runs were executed to explore peripheral effects, but runs I-V give the most
direct account of how a final configuration was found.
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Figure 6.3: Results from Monte Carlo log function routine run I. Each dot represents an instrument
configuration.
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of the center of the detector. The goal of this particular run was to find the optimal configuration
attainable with the log function parameterization scheme. The results are the plots in figures
6.4(a) & (b). These plots differ significantly from the plots in figure 6.3 in that the horizontal
and vertical axes both represent parameter values, and the only dependent variable is represented
by the color. The banana-shaped grouping in these plots suggests an interdependence between
the focus factor and the reflection grid voltage. The optimal configuration should have high mass
resolution, indicated by the warmer colors in figure 6.4(a), and low value for the radial coordinate of
the 0-KE splat, indicated by the cooler colors in figure 6.4(b). Evidently, the optimal configuration
then should be in the center of the banana-shaped grouping scene in those plots. Out of the
configurations tested in this run, the best performing configuration had the following:
Table 6.4: Optimal configuration from log function routine
Parameter Value
Detector depth 37 mm
Reflection region length 230 mm
Ion turning distance 35 mm
Reflection grid voltage 3387 V
Focus factor 329∗
Number of ring electrodes 115
∗ Corresponding to a reflection grid depth of 30.40 mm. The parabola is defined, in mm, by
y = x2/1316.
With a length of 230 mm, the configuration in table 6.5 uses 115 ring electrodes, each 2 mm
in length and separated by 2 mm gaps. The purpose of doing this was to have a smooth electric
potential distribution as given by equation (6.1). The next step was to break this smooth function
into a handful of ring electrodes of varied lengths but with equal voltage divisions from one to the
next. This is done in a way such that if xc is the x-coordinate of the middle of the ring electrode,
then the voltage of that electrode, using equation (6.1), is V (xc). The routine was run again using
this definition and the requirement of having 4 to 25 ring electrodes. 25 electrodes would still be
more than is reasonable to use, but this range was explored to begin characterizing the dependence
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Table 6.5: Performance qualities of the optimal configuration from the log function routine
Property Value
Radial coordinate of 0-KE splat 3.55 mm
Collection efficiency 0.54
Mass resolution 352
on the number of ring electrodes. The imposed requirement for the number of ring electrodes did
not affect the interdependence of the focus factor and the reflection grid voltage seen in figures
6.4(a) & (b).
Note that at this stage, the optimization requirements have already been met.
6.5 Monte Carlo II: ring randomization routine
There is nothing to suggest that a logarithmic potential function (6.1) ought to provide the
best performance. It is possible that the optimal voltage function is a random piecewise function. In
order to explore this possibility and jointly characterize the effect that the number of ring electrodes
has on performance, the ring randomization routine was developed. This routine uses the same
parameters as the log function routine, but once a configuration is generated with those parameters,
this routine randomly perturbs the ring lengths, making some rings shorter and some longer but
preserving the overall length of the reflection region. The detector depth and ion turning distance
are not parameters here and are held at the fixed values previously mentioned. The parameter
ranges for run III are listed in table 6.6.
Table 6.6: Parameter bounds for ring randomization - run III
Parameter Minimum Maximum
Reflection grid voltage (V) 3300 3500
Focus factor 280 450
# of ring electrodes 4 10
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Figure 6.4: Results from Monte Carlo log function routine run II and ring randomization routine
run III – The color in plots (b) and (d) represents the radial coordinate of the splat location of the
0-KE ion. Each dot represents an instrument configuration.
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6.5.1 Results of the ring randomization routine
1,734 configurations were tested with this routine, and 193 had a radial coordinate of 0-KE
splat less than 10 mm. The results of this routine are displayed in figures 6.4(c), (d) & (e). Figures
6.4(c) & (d) are the same types of plots as 6.4(a) & (b). They show that with the randomized
perturbations added, the there is much less of an interdependence between the focus factor and the
reflection grid voltage.
One of the goals of using this routine was to explore how performance generally depends on
the number of ring electrodes used. Figure 6.4(e) plots the mass resolution against the number of
ring electrodes used. Clearly, for four ring electrodes, no configurations performed well, and for
five ring electrodes very few performed well. For six ring electrodes or more, good configurations
were plenty in number.
6.6 Fine-tuning algorithm
The two previous routines had been used to test thousands of configurations, a handful of
which met or exceeded the optimization requirements. The fine-tuning algorithm takes a good
configuration and explores the nearby parameter space in search of a local optimum.
In this parameterization scheme, the reflection grid voltage and focus factor are still vari-
able parameters. Whereas the ring electrode lengths were previously determined by a function
(log function) and a perturbation to that function (ring randomization), the fine-tuning algorithm
parameterizes the ring lengths by the locations of the gaps between successive ring electrodes. If
there are n rings, then there are n− 1 gaps. The x-coordinates of the centers, or ‘locations’, of the
gaps are x1, x2, x3, ..., xn−1. When the location of a gap is changed by an amount ∆x, the ring on
one side of the gap increases it’s length by ∆x and the ring on the other side of the gap decreases
it’s length by ∆x.
To start, we have a basis configuration that we know performs well. The configuration has
n−1 parameters representing the ring electrodes, and 2 parameters representing the reflection grid
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voltage and the focus factor, a total of n+ 1 parameters. The basis configuration CB is defined in
the following list:
CB = (x1, x2, x3, ..., xn−1, VR, F ) (6.13)
where xi is the ith gap which lies between ring electrodes i and i+ 1.
The immediate parameter space (IPS) is the set of configurations C ′ that are almost identical
to CB with the exception being that one parameter is shifted by one unit. This is the fine-tuning
adjustment made to CB. There are usually
2 twice as many configurations C ′ in the IPS as there
are parameters because each parameter may be shifted up or down.
C ′1 = (x1 + 1, x2, x3, ..., xn−1, VR, F ) (6.14)
C ′2 = (x1 − 1, x2, x3, ..., xn−1, VR, F ) (6.15)
C ′3 = (x1, x2 + 1, x3, ..., xn−1, VR, F ) (6.16)
C ′4 = (x1, x2 − 1, x3, ..., xn−1, VR, F ) (6.17)
... (6.18)
C ′2n−1 = (x1, x2, x3, ..., xn−1, VR + 1, F ) (6.19)
C ′2n = (x1, x2, x3, ..., xn−1, VR − 1, F ) (6.20)
C ′2n+1 = (x1, x2, x3, ..., xn−1, VR, F + 1) (6.21)
C ′2n+2 = (x1, x2, x3, ..., xn−1, VR, F − 1) (6.22)
The algorithm randomly picks the order in which the configurations are to be tested. The
algorithm tests these configurations until one performs better than CB. A better performance meets
the collection efficiency and 0-KE splat requirements in table 6.1 and has better mass resolution
than CB. If C
′
i performs better than CB, then C
′
i becomes the new basis configuration CB, and
then process is repeated.
2 The exception being that there are fewer configurations in the IPS if one or more parameters is/are at a bound
of a prescribed range.
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If none of the configurations in the IPS outperform CB, then the algorithm starts randomly
exploring a wider parameter space C ′′, allowing each parameter to randomly be shifted up or down
by vp units or stay unchanged. The variational parameter vp starts at 1 and is increased by 1 after
every hundred tries or so. Since there are n+1 parameters which may be tested at their basis value
±vp, the parameter space quickly grows as (n+ 1)2vp+1.
Typically, the fine-tuning algorithm drifts to a local optimum via twenty or so steps only
through IPSs, C ′. It is worth noting that the configuration tends to drift away from the logarithmic
function that was used for defining the ring electrode potentials in previous routines.
6.7 Final configuration
The fine-tuning algorithm was applied to a handful of the best performing configurations out
of the thousands tested with the Monte Carlo log function and ring randomization routines. For one
particular configuration the mass resolution was initially 340, but with the fine-tuning algorithm
this was increased to 385. This final configuration is given in tables 6.7 and 6.8.
6.7.1 Dependence on reflection grid curvature and voltage
The most difficult component to build will be the parabolic reflection grid, so it is important
to know how the behavior will be affected if the reflection grid is not manufactured to have a contour
exactly given by the specifications in table 6.7. Also, the only parameter that we will have control
over when it is time for laboratory testing is the reflection grid voltage. Therefore we wish to know
whether we can compensate for a reflection grid that is not exact by adjusting the reflection grid
voltage. An algorithm has been developed that steps through the various reflection grid curvature
depths and re-optimizes at each point by varying the reflection grid voltage. We also wish to know
how this compares with maintaining the fixed voltage. The result is shown as run IV in figures
6.5(a) & (b). The inner curve was generated by the re-optimizing algorithm, and the outer curve
was generated by keeping the reflection grid voltage fixed.
Since we will have control over the reflection grid voltage in laboratory testing, we wish to
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simulate how the configuration will perform with just the voltage being varied. In run V, the
configuration was tested for voltages between 3100 and 3600 V. Figures 6.5(c) & (d) display the
results of this simulation. The test shows that the final configuration has a good compromise
between high mass resolution and good collection efficiency and focusing ability.
Table 6.7: Final configuration - parameter values
Parameter Value
Detector depth 37 mm
Reflection region length 230 mm
ion turning distance 34 mm∗
Reflection grid voltage 3342 V
Focus factor 348 †
Number of ring electrodes 9
∗ This measured ion turning distance has decreased an iota from the requirement set from run I.
† Corresponding to a reflection grid depth of 28.74 mm. Parabola in mm defined by y = x2/1392.
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Table 6.8: Final configuration ring lengths∗ and voltages
Ring # x− x+ Length (mm) Voltage (V)
1 0 6 6 0
2 8 24 16 417.75
3 26 42 16 835.5
4 44 69 25 1253.25
5 71 98 27 1671
6 100 134 34 2088.75
7 136 170 34 2506.5
8 172 203 31 2924.25
9 205 232† 27 3342
∗ The first ring is in contact with the acceleration grid. x is the measured as the distance from
the acceleration grid in mm.
† The final electrode extends 2 mm beyond the point of contact with the reflection grid.
Table 6.9: Performance qualities of the final configuration
Property Value
Radial coordinate of 0-KE splat 5.997 mm
Collection efficiency 0.528
Mass resolution 385.37
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Figure 6.5: Final configuration dependence on reflection grid depth and voltage – The red asterisks
are located above black dots which represent the final configuration specified in tables 6.7 and 6.8.
The color in plots (a) and (c) represents the radial coordinate of the splat location of the 0-KE ion.
Chapter 7
Conclusion
7.1 Summary of research
The optimization process has revealed that many good HyperDust configurations exist. The
Monte Carlo log function routine has been shown to be a good basis for exploring the parameter
space. The Monte Carlo ring randomization routine showed that there exist good configurations
whose voltage distributions have a small degree of randomness. The fine-tuning algorithm, which
makes small modifications to already good configurations, has been shown to make further improve-
ments to the configuration. Through the use of these methods a robust locally optimal configuration
for HyperDust has been found with a mass resolution of 385. The final instrument configuration
meets the optimization requirements for good focusing – 0-KE ions splat within 6 mm of the de-
tector; high collection efficiency – more than 50% of ions are collected; and high mass resolution,
≥ 300. These requirements were held for all possible initial impact sites, and from the 6 sites that
were used in simulations, the lowest reported mass resolution was 385. So, the instrument performs
well independent of initial impact location. The configuration is provided in tables 6.7 and 6.8, and
it’s simulated performance is provided in table 6.9.
Any modification to the configuration will have some effect on the mass resolution, but
primarily the mass resolution and collection efficiency depend on the length of the reflection region.
A longer reflection region allows for a longer TOF, or greater tpeak, and thus a greater value for
the calculated mass resolution, tpeak / 2 ∆t. This comes at the cost of giving the ions more time
to diverge, i.e. the ion beam or packet widens over time. Thus fewer ions are collected on the
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detector.
When the instrument is manufactured, the parabolic grid may not have the exact shape
prescribed in table 6.7. Since there is an interdependence between grid curvature, voltage and
performance, we can compensate for imperfections to some extent by adjusting the reflection grid
voltage as informed by Figures 6.5(a) and (b).
It is important to recall that the locally optimal configuration was found using the simulation
conditions listed in table 5.1. The validity of the simulation is partly limited by how accurately
these conditions model for the real behavior dust events in the composition analyzer. In particular,
the ions are assumed to initially be in a state of thermal equilibrium with an ion cloud temperature
of 4 eV. It is possible that this simulation condition represents some dust impact events well and
some poorly. Recall that the impact ionization event is highly dependent on many factors such as
the speed, size, density and composition of the dust particle. It is an inherent limitation of the
simulation that it cannot account for all varieties of impact events likely to occur in space.
7.2 Ongoing simulations
Part of the value of the strategy and programs exposed in the preceding chapters is that with
minimal tailoring they can be applied to virtually any TOF spectrometer that can be simulated
in SIMION. The optimization routines and algorithms are currently being applied to the SUDA
instrument. SUDA has been built and tested before, and NASA has selected the instrument for
a mission to Europa in 2020. The optimization algorithms developed in this body of work are
being run on SUDA in order to test the simulation and optimization methods by comparison with
an already tested instrument and to see if the optimization algorithms can further improve the
performance of SUDA. So far the program has confirmed a mass resolution of 200 for SUDA as was
found in laboratory. Additionally, SUDA’s collection efficiency was previously highly dependent on
the initial impact location of the dust particle. The Monte Carlo log function routine has produced
configurations with good focusing, high collection efficiency and high mass resolution independent
of initial impact location. Optimization processes for SUDA are ongoing.
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There is also ongoing simulation research trying to find how short the ion turning distance
(parameter 2 in Fig. 6.1) can be without the ion trajectories being altered. If the ion turning
distance can be very short, then the reflection grid potential need not be much higher than the
target potential, thus requiring less energy to operate. As of now, it appears that trajectories with
an ion turning distance as short as 1 cm might be safe from the perturbing effects of the reflection
grid with the grounded grid nearby.
7.3 Project status and future
The true test of the simulation and optimization process will be testing of the actual instru-
ment once it is built. HyperDust is nearing completion of its design phase and should be fabricated
and tested within one year. If it performs as well as simulations have predicted then it will have a
mass resolution well above the design requirement of 200. With this mass resolution, HyperDust
would have the ability to detect elements, amino acids and other chemicals of similar mass found
in cosmic dust particles.
Bibliography
[1] Siegfried Auer. Instrumentation. In Professor Eberhard Gru¨n, Professor Bo A˚ S. Gustafson,
Professor Stan Dermott, and Professor Hugo Fechtig, editors, Interplanetary Dust, Astronomy
and Astrophysics Library, pages 385–444. Springer Berlin Heidelberg, 2001. DOI: 10.1007/978-
3-642-56428-4 9.
[2] Daniel E. Austin, Thomas J. Ahrens, and J. L. Beauchamp. Dustbuster: a compact impact-
ionization time-of-flight mass spectrometer for in situ analysis of cosmic dust. Review of
Scientific Instruments, 73(1):185, 2002.
[3] Daniel Ephraim Austin. Impact-ionization mass spectrometry of cosmic dust. phd, California
Institute of Technology, 2003.
[4] A. Bhowmick, S.C. Gadkari, J.V. Yakhmi, and V.C. Sahni. Development of a New High
Resolution Reflectron Time-of-Flight Mass Spectrometer. BARC Newsletter, pages 61 – 71,
2005.
[5] D. E. Brownlee, P. Tsou, J. D. Anderson, M. S. Hanner, R. L. Newburn, Z. Sekanina, B. C.
Clark, F. Ho¨rz, M. E. Zolensky, J. Kissel, J. a. M. McDonnell, S. A. Sandford, and A. J. Tuz-
zolino. Stardust: Comet and interstellar dust sample return mission. Journal of Geophysical
Research: Planets, 108(E10):8111, October 2003.
[6] Cassini Imaging Central Laboratory for Operations. Fountains Of Enceladus. Web, 2006.
[7] A. Collette, G. Meyer, D. Malaspina, and Z. Sternovsky. Laboratory investigation of antenna
signals from dust impacts on spacecraft. Journal of Geophysical Research: Space Physics,
120(7):2015JA021198, July 2015.
[8] D. Manura and D. Dahl. SIMION (R) 8.0 User Manual. Scientific Instrument Services, Inc.,
Ringoes, NJ 08551, January 2008.
[9] Vladimir M. Doroshenko and Robert J. Cotter. Ideal velocity focusing in a reflectron time-of-
flight mass spectrometer. Journal of the American Society for Mass Spectrometry, 10(10):992–
999, October 1999.
[10] S. Drapatz and K. W. Michel. Theory of shock-wave ionization upon high-velocity impact of
micrometeorites. Zeitschrift Naturforschung Teil A, 29:870–879, June 1974.
56
[11] D. E. Gault and E. D. Heitowit. The partition of energy for hypervelocity impact craters
formed in rock. In Proceedings of the Sixth Symposium on Hypervelocity Impact, volume II,
pages 419–456, Cleveland, Ohio, April 1963. Defense documentation center for scientific and
technical information.
[12] Eberhard Gru¨n, Ralf Srama, Harald Kru¨ger, Sascha Kempf, Valeri Dikarev, Stefan Helfert, and
Georg Moragas-Klostermeyer. 2002 Kuiper prize lecture: Dust Astronomy. Icarus, 174:1–14,
March 2005.
[13] Jon K. Hillier, N. McBride, S.F. Green, S. Kempf, and R. Srama. Modelling CDA mass spectra.
Planetary and Space Science, 54(9-10):1007–1013, August 2006.
[14] Edmond de Hoffmann and Vincent Stroobant. Mass Spectrometry: Principles and
Applications. John Wiley & Sons, 3 edition, October 2007.
[15] Klaus Hornung, Yuri G. Malama, and Khaim S. Kestenboim. Impact Vaporization and Ion-
ization of Cosmic Dust Particles. Astrophysics and Space Science, 274(1-2):355–363, October
2000.
[16] S. Kempf, N. Altobelli, C. Briois, E. Gru¨n, M. Horanyi, F. Postberg, J. Schmidt, R. Srama,
Z. Sternovsky, G. Tobie, and M. Zolotov. SUDA: A Dust Mass Spectrometer for Compositional
Surface Mapping for a Mission to Europa. European Planetary Science Congress 2014, EPSC
Abstracts, Vol. 9, id. EPSC2014-229, 9:EPSC2014, April 2014.
[17] Sascha Kempf, Ralf Srama, Eberhard Gru¨n, Anna Mocker, Frank Postberg, Jon K. Hillier,
Mihaly Hora´nyi, Zoltan Sternovsky, Bernd Abel, Alexander Beinsen, Roland Thissen, Ju¨rgen
Schmidt, Frank Spahn, and Nicolas Altobelli. Linear high resolution dust mass spectrometer
for a mission to the Galilean satellites. Planetary and Space Science, 65(1):10–20, May 2012.
[18] J. Kissel, A. Glasmachers, E. Gru¨n, H. Henkel, H. Ho¨fner, G. Haerendel, H. von Hoerner,
K. Hornung, E. K. Jessberger, F. R. Krueger, D. Mo¨hlmann, J. M. Greenberg, Y. Langevin,
J. Sile´n, D. Brownlee, B. C. Clark, M. S. Hanner, F. Hoerz, S. Sandford, Z. Sekanina, P. Tsou,
N. G. Utterback, M. E. Zolensky, and C. Heiss. Cometary and Interstellar Dust Analyzer for
comet Wild 2. Journal of Geophysical Research: Planets, 108(E10):8114, October 2003.
[19] Harald Kru¨ger, Alexander V. Krivov, Douglas P. Hamilton, and Eberhard Gru¨n. Detection of
an impact-generated dust cloud around Ganymede. Nature, 399(6736):558–560, June 1999.
[20] B. A. Mamyrin. Time-of-flight mass spectrometry (concepts, achievements, and prospects).
International Journal of Mass Spectrometry, 206(3):251–266, March 2001.
[21] B. A. Mamyrin, V. I. Karataev, D. V. Shmikk, and V. A. Zagulin. The mass-reflectron, a
new non-magnetic time-of-flight mass spectrometer with high resolution. Zh. Eksp. Teor. Fiz,
64:82–89, 1973.
[22] B.A. Mamyrin and D.V. Shmikk. A linear mass-reflectron. Zhurnal Eksperimental’noi i
Teoreticheskoi Fiziki, 76(6):1500–5, May 1979.
[23] D. Manura and D. Dahl. SIMION (R) 8.0 User Manual, January 2008.
57
[24] J. A. M. McDonnell, S. F. Green, E. Gru¨n, J. Kissel, S. Nappo, G. S. Pankiewicz, and C. H.
Perry. In situ exploration of the dusty coma of comet P/Halley at Giotto’s encounter: Flux
rates and time profiles from 1019kg To 105kg. Advances in Space Research, 9(3):277–280,
1989.
[25] Anna Mocker, Klaus Hornung, Eberhard Gru¨n, Sascha Kempf, Andrew Collette, Keith Drake,
Miha´ly Hora´nyi, Tobin Munsat, Leela O’Brien, Zolta´n Sternovsky, and Ralf Srama. On the
application of a linear time-of-flight mass spectrometer for the investigation of hypervelocity
impacts of micron and sub-micron sized dust particles. Planetary and Space Science, 89:47–57,
December 2013.
[26] NASA and Astrobiology Web. Ocean Within Enceladus May Harbor Hydrothermal Activity,
March 2015.
[27] David Nesvorny´, Peter Jenniskens, Harold F. Levison, William F. Bottke, David Vokrouh-
licky´, and Matthieu Gounelle. Cometary Origin of the Zodiacal Cloud and Carbonaceous
Micrometeorites. Implications for Hot Debris Disks. The Astrophysical Journal, 713(2):816,
2010.
[28] F. Postberg, S. Kempf, J. Schmidt, N. Brilliantov, A. Beinsen, B. Abel, U. Buck, and R. Srama.
Sodium salts in E-ring ice grains from an ocean below the surface of Enceladus. Nature,
459(7250):1098–1101, June 2009.
[29] Mikhail Rachev. A new Time-of-flight Spectrometer for Impact Generated Ions, 2005.
[30] Mikhail Rachev, Ralf Srama, Andre Srowig, and Eberhard Gru¨n. Large area mass analyzer.
Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment, 535(1–2):162–164, December 2004.
[31] Vanessa Schlemmer. Design and Fabrication of a mass spectrometer for space-related
applications. diploma, Technischen Universita¨t Carolo-Wilhelmina, Braunschweig, 2008.
[32] Nicholas M. Schneider, Matthew H. Burger, Emily L. Schaller, Michael E. Brown, Robert E.
Johnson, Jeffrey S. Kargel, Michele K. Dougherty, and Nicholas A. Achilleos. No sodium in
the vapour plumes of Enceladus. Nature, 459(7250):1102–1104, June 2009.
[33] Mark A. Sephton. Organic compounds in carbonaceous meteorites. Natural Product Reports,
19(3):292–311, June 2002.
[34] Mark A. Sephton and Oliver Botta. Extraterrestrial Organic Matter and the Detection of Life.
In Oliver Botta, Jeffrey L. Bada, Javier Gomez-Elvira, Emmanuelle Javaux, Franck Selsis, and
Roger Summons, editors, Strategies of Life Detection, number 25 in Space Sciences Series of
ISSI, pages 25–35. Springer US, 2008. DOI: 10.1007/978-0-387-77516-6 4.
[35] Steven W. Squyres, Ray T. Reynolds, Patrick M. Cassen, and Stanton J. Peale. The evolution
of Enceladus. Icarus, 53(2):319–331, February 1983.
[36] R. Srama, T. J. Ahrens, N. Altobelli, S. Auer, J. G. Bradley, M. Burton, V. V. Dikarev,
T. Economou, H. Fechtig, M. Go¨rlich, M. Grande, A. Graps, E. Gru¨n, O. Havnes, S. Helfert,
M. Horanyi, E. Igenbergs, E. K. Jessberger, T. V. Johnson, S. Kempf, A. V. Krivov, H. Kru¨ger,
A. Mocker-Ahlreep, G. Moragas-Klostermeyer, P. Lamy, M. Landgraf, D. Linkert, G. Linkert,
58
F. Lura, J. a. M. McDonnell, D. Mo¨hlmann, G. E. Morfill, M. Mu¨ller, M. Roy, G. Scha¨fer,
G. Schlotzhauer, G. H. Schwehm, F. Spahn, M. Stu¨big, J. Svestka, V. Tschernjawski, A. J.
Tuzzolino, R. Wa¨sch, and H. A. Zook. The Cassini Cosmic Dust Analyzer. Space Science
Reviews, 114(1-4):465–518, September 2004.
[37] R. Srama, A. Srowig, M. Rachev, E. Gru¨n, S. Kempf, G. Moragas-Klostermeyer, A. Srowig,
T. Conlon, D. Harris, E. Gru¨n, S. Auer, A. Glasmachers, S. Helfert, H. Linnemann, and
V. Tschernjawski. Development of an Advanced Dust Telescope. In Robert Hawkes, Ingrid
Mann, and Peter Brown, editors, Modern Meteor Science An Interdisciplinary View, pages
211–220. Springer Netherlands, January 2005.
[38] V. J. Sterken, N. Altobelli, S. Kempf, H. Kru¨ger, R. Srama, P. Strub, and E. Gru¨n. The
filtering of interstellar dust in the solar system. Astronomy & Astrophysics, 552:A130, April
2013.
[39] Z. Sternovsky, K. Amyx, G. Bano, M. Landgraf, M. Horanyi, S. Knappmiller, S. Robertson,
E. Gru¨n, R. Srama, and S. Auer. Large area mass analyzer instrument for the chemical analysis
of interstellar dust particles. The Review of Scientific Instruments, 78(1):014501, January 2007.
[40] Z. Sternovsky, A.J. Gemer, E. Grun, M. Horanyi, S. Kempf, K. Maute, F. Postberg, R. Srama,
and E. Williams. Hyperdust: An advanced in-situ detection and chemical analysis of micropar-
ticles in space. In 2015 IEEE Aerospace Conference, pages 1–10, March 2015.
[41] Z. Sternovsky, E. Gru¨n, K. Drake, Jianfeng Xie, M. Horanyi, R. Srama, S. Kempf, F. Postberg,
A. Mocker, S. Auer, and H. Kru¨ger. Novel instrument for Dust Astronomy: Dust Telescope.
In 2011 IEEE Aerospace Conference, pages 1–8, March 2011.
[42] Mikhail Y. Zolotov. An oceanic composition on early and today’s Enceladus. Geophysical
Research Letters, 34:L23203, December 2007.
Appendix A
Glossary
CDA - Cosmic Dust Analyzer - This instrument is currently performing flybys of Enceladus
on the Cassini mission.
collection efficiency - fraction of ions to reach the detector. This quantity is calculated as
the sum of probabilities of the ions whose trajectories end on the detector.
dust telescope - an instrument which measures dust particles similar to how a telescope
measures photons. A dust telescope measures a dust particle’s trajectory, mass, charge and chemical
composition in situ.
DTS - Dust Trajectory Sensor - In HyperDust, this is the series of arrays of wire electrodes
used to detect the trajectory of incoming particles.
effective (target) area - Sometimes referred to sensitive area. This is the area through
which a cosmic dust particle must fly in order to be detected/analyzed. This is the total area of
the target minus the area of obstructing objects, namely the wire electrodes composing the DTS
and the reflection grid.
FWHM - Full Width at Half the Maximum (of a line profile).
ion turning point - the point at which the ions’ axial component of velocity is reversed,
usually referring to x-coordinate of this point where thex-axis is the axis of cylindrical symmetry
IPS - Immediate Parameter Space. In the fine-tuning algorithm, the IPS is the set of
configurations,C ′, that differ from the basis configuration in that one parameter value differs from
its basis value by one unit.
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LAMA - Large Area Mass Analyzer - The series of reflectron-type analyzers in which Hy-
perDust is the next generation.
mass resolution - A number that represents the narrowness of a line profile in a spectrum.
Defined as m/∆m relating the mass m of the ion and the FWHM of the line profile, ∆m, as it
appears in the spectrum. It can be shown that m/∆m = t/2∆t. A higher mass resolution indicates
narrower line profiles and thus a greater ability to resolve differences between ion species of similar
mass in a spectrum.
parameter space - the n-dimensional space where each dimension is a parameter that
controls some geometrical or electrical aspect of the instrument’s design.
SIMION - Software program that finds the electric potential in space for an arbitrary
arrangement of electrodes and simulates ion trajectories. SIMION 8.0 and 8.1 have been used in
the research for this thesis.
splat - SIMION’s terminology to describe the event of an ion impacting on a surface.
SUDA - Surface Dust Analyzer - A reflectron-type instrument similar in shape and function
to LAMA or HyperDust but half the diameter and having some other application-specific differences
as well.
TOF - Time-Of-Flight - A TOF spectrometer is an instrument that measures the time it
takes for ions to travel from a source to a detector via a special arrangement of electric fields. The
time-of-flight is proportional to the square root ions’ mass to charge ratios. t ∝√m/q.
Appendix B
Parameter space size estimation
Here is a quick estimation of the size of HyperDust’s parameter space based on the domain
of each dimension. There are nine ring electrodes, each of which can vary in size by an amount
approximately equal to three quarters their length (from 75% to 150% roughly). The detector can
sit anywhere over a domain of 20 mm (1 grid unit = 1 mm). The reflectron voltage can vary over
a domain of 400 volts. The focus factor, f in (6.4), can vary over a domain of about 100. So, the
‘volume’ of the parameter space, i.e. number of configurations, is approximately
(
3
4
)9 × (6× 16× 16× 25× 28× 34× 34× 31× 27)× 20× 400× 100 ≈ 62× 1015. (B.1)
Evidently, there are quadrillions of possible configurations.
Appendix C
Final .gem file
The code on the following two pages is the .gem file for the final configuration.
   1    ; HyperDust final geometry ready to be used by SIMION 8.0
   2    
   3    ; Note: for SIMION 8.1, the voltages must be fast adjusted
   4    ;       to the amounts specified as e("V")
   5    
   6    pa_define(685, 214, 1, cyl_symmetry, y_mirror, Electrostatic)
   7    
   8    e(0)
   9             { 
  10             edge_fill{
  11                     within{locate(,,,,,90)
{parabola(0,-155,100000)}}} ; acceleration grid
  12             }
  13    locate(123){
  14             e(3000)
  15                     {
  16                     fill{within{box(-1,44,2,201)}} ; target
  17                     }
  18             e(2400)
  19                     {
  20                     fill{within{box(4,200,9,201)}} ; smoothing electrodes
  21                     fill{within{box(4,44,9,45)}}
  22                     }
  23             e(1800)
  24                     {
  25                     fill{within{box(11,200,16,201)}}
  26                     fill{within{box(11,44,16,45)}}
  27                     }
  28             e(1200)
  29                     {
  30                     fill{within{box(18,200,23,201)}}
  31                     fill{within{box(18,44,23,45)}}
  32                     }
  33             e(600)
  34                     {
  35                     fill{within{box(25,200,30,201)}}
  36                     fill{within{box(25,44,30,45)}}
  37                     }
  38             }
  39    e(0)
  40             {
  41             edge_fill{within{box(70,-1,570,206)}}  ; surrounding grounded housing
  42             }
  43    e(0)
  44            {
  45             fill{within{box(108,0,118,40)}} ; detector
  46             
  47            }
  48    e(0)
  49            {
  50             fill{within{box(75,40,155,42)}} ; detector housing
  51            }
  52    
  53                     e(0)
  54                             {
  55                             fill{within{box(155,200,161,203)}} ; ring electrodes
  56                             }
  57                             
  58                                     e(417.75)
  59                             {
  60                             fill{within{box(163,200,179,203)}}
  61                             }
  62                             
  63                                     e(835.5)
  64                             {
  65                             fill{within{box(181,200,197,203)}}
  66                             }
  67                             
  68                                     e(1253.25)
  69                             {
  70                             fill{within{box(199,200,224,203)}}
  71                             }
  72                             
  73                                     e(1671)
  74                             {
  75                             fill{within{box(226,200,253,203)}}
  76                             }
  77                             
  78                                     e(2088.75)
  79                             {
  80                             fill{within{box(255,200,289,203)}}
  81                             }
  82                             
  83                                     e(2506.5)
  84                             {
  85                             fill{within{box(291,200,325,203)}}
  86                             }
  87                             
  88                                     e(2924.25)
  89                             {
  90                             fill{within{box(327,200,358,203)}}
  91                             }
  92                             
  93                       e(3342)
  94             { 
  95             edge_fill{within{locate(,,,,,90)
{parabola(0,-413.73563218391,348)}}} ; reflection g
        rid
  96             fill{within{box(360,200,387,203)}}
  97             }
  98      
