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1. INTRODUCTION 
This dissertation is concerned with nonlinear control systems described by ordi­
nary differential equations of the following type 
m 
X = Xo(a:) + X) 
z=l  
where a: is a state variable on a manifold M, and u is the control variable. Before we 
will discuss in some depth the general definitions and assumptions on the systems, 
we review some of the past research results in nonliner control theory. 
Feedback control and stabilization of nonlinear systems has attracted a great 
deal of interest during the last few years. This is largely due to the realization that 
some modern nonlinear mechanical or electrical systems cannot be analyzed by linear 
techniques alone. Such a fact has lead to successful generalization of well known lin­
ear theories, such as linear theory to nonlinear settings [5, 29, 43] . On the other 
hand, it has been pointed out that there are interesting classes of highly nonlinear, 
nongeneric systems which arise as low dimensional subsystems after various types 
of dimension reduction techniques such as center manifold reduction [3, 4], modifi­
cation of zero dynamics by redefining the output function [4], and partial feedback 
linearization [4]. Analysis of the stabilization problem for these latter classed of sys­
tems require innovative techniques which have no counterparts in the theory of linear 
systems. Meanwhile, it has been recognized for quite some time now that there is 
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a strong relationship between the stabilizability and various notion of controllability 
[22, 29, 31, 41]. Indeed, local asymptotic stabilizability clearly implies that the sys­
tem is locally asymptotically controllable to the origin. Kawski showed [31] that for a 
two dimensional real analytic system, small time local controllability implies stabiliz­
ability by using a Holder continuous feedback function. It was then conjectured that 
even for higher dimensional systems small time local controllability (STLC) implies 
the existence of continuous feedback control that stabilizes the origin. However, it 
was Brockett who dispelled the myth. In [8,10] they showed that in dimension three, 
there are examples of STLC systems having no continuous feedback to stabilize the 
origin. This indicates that the asymptotic stabilization problem for highly nonlinear 
systems is much more complex that it was anticipated. This has lead to a renewed 
effort to understand the stabilization problem, and in particular focus shifted to 
low dimensional cases for which there is a variety of topological and analytical tools 
available. We will show that under a diflferent notion of stability, STLC is actually 
equivalent to existence of stabilizing feedback law for two dimensional systems. Even 
though much interesting work has been done on singular sytems, such as bilinear 
systems, we will discuss this class of systems only briefly here. Interested readers 
are refered to [4, 16, 12, 21, 30] for a recent account on the stabilization problem for 
bilinear systems. 
Even though differential geometry methods and operator theory have been sucess-
fully applied to studies of nonlinear systems, most efforts are still now on analysis or 
synthesis of nonlinear systems locally around a point. Until recently, little attention 
has been paid to global qualitative studies of nonlinear control systems [6, 17, 18, 38]. 
In this dissertation we consider global feedback control problems of nonlinear systems. 
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More precisely, consider an affine control system 
m 
X  =  Xo(a;) + U i X i i x )  (1.1) 
i=l 
on a paracompact, connected, real analytic manifold M with dimension n. The 
vector fields XQ and i = l...m are assumed to be real analytic throughout 
the paper. Assume admissible controls — 'uisinU which is defined as 
ZY = {u : M —> t/, locally integrable} and U C is compact. 
The first task will be to characterize a point that can be reached from its entire 
neighborhood by a well defined feedback control subject to the same constraint as for 
open loop controls. Depending on smoothness of the feedback controls, there are a 
great variety of approaches and consequences. For existence of at least feedback 
controls, see the recent survey papers [22, 39]. For existence of Holder continuous 
feedback controls, [31] showed that small time local controllability is necessary and 
sufficient in the plane. A counterexample for such a consequence to hold in higher 
dimensions was given in [32]. In fact, as far as existence of a global feedback control 
is concerned, it is impossible in general to have a continuous feedback that can steer 
every controllable points of a given point to the point itself [14, 41]. This motivates 
the study in this paper. Namely, 
(1) to characterize the set of points that can be reached from an entire neighborhood 
by a piecewise analytic feedback control, 
(2) for each point in the set given in (1), to find a feedback control such that domain 
of attraction of the point of the resulting dynamical system is maximized with 
respect to all possible feedbacks satisfying (1). 
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(3) under what conditions can a point be stabilized in some suitable sense by a 
piecewise analytic feedback control? 
[20, 35] gave complete answers to the above questions for the one dimensional 
case. For higher dimensions, [14] gave an explicit construction of a feedback controller 
for a chemical reactor model using the limit structure of the control system. Under 
assumption of complete controllability and unbounded control range, the paper [41] 
showed that for every point of state space M, there exists a piecewise analytic feed­
back controller to steer all of M into a fixed point. However there was no similar 
results for more general control systems yet. This dissertation attempts to fill this 
gap. 
This dissertation is organized as follows. The class of control systems and their 
properties are analyzed in Chapter 2. This chapter also includes a thorough intro­
duction to control sets which are used heavily in our work. Chapter 3 is devoted 
to finding necessary and sufficient conditions for the existence of piecewise analytic 
feedback controllers. When considering stabilization problems, we will concentrate 
on the systems with dimension two or one. These are treated respectively in Chapter 
4 and Chapter 5, where the explicite construction is given with the illustration of 
some concrete examples. Finally, some open question and further reserch are pointed 
out in Chapter 6. The following standard notations will be used throughout: 
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p Riemannian metric on the manifold M. 
the vector field Xq + some u £ U .  
T the set of all vector fields for u G U. 
C the Lie algebra of vector fields generated by J-. 
X, ti(-)) the integral curve with initial value x and control u eU. 
TxM the tangent space at x of the manifold M. 
Uq the set of piecewise constant controls in U. 
< 6 M} the local one-parameter group associated with the vector field Y. 
I I  •  l ib  II  •  l loo  the  /^-norm and /°°-norm in  f in i te  d imensional  Eucl idean space .  
int{D) the interior of a subset D of the manifold M. 
dD the boundary of a subset D of the manifold M. 
B^{x) the open ball in M with center x and radius r. 
If a = and b = (62, . . . ,6^)  are  two f in i te  sequences ,  def ine  the  
concatenation a * 6 to be the sequence (aj,...fey). We then have the 
equalities S'lid 
ip{t, X ,  u), u') = ip{t' * i, X, v! * u) 
where F, F' € .F, i, € K, and u, u' € U. Also define —a = (—ctj , . . . ,  Then 
—a * 6 is well defined. 
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2. CONTROL SYSTEMS ON THE MANIFOLD 
Our concern in this chapter is with questions of controllability. When considering 
the dynamics of the control sytems in the entire state space M, most researchers only 
concentrate on or simply assume global complete controllability. In general, however, 
this is not the case, as evidenced in a series of papers by Colonius and Kliemann 
[17, 18, 13, 34]. We will discuss this in great detail in Section 2.2. Section 2.1 is the 
prelude to the discussion of controllability. Some of the properties proved there are 
very interesting and hence worth mentioning. Others will be needed in the following 
chapters. 
2.1 Topological Properties of Control Systems 
We will first analyze the set ZY, equipped with the weak*-topology. Uniform 
convergence of solutions of (1.1) is obtained as a by-product. 
Proposition 2.1.1 For U equipped with the weak*-topology U C = 
we have 
(i) U is a compact, complete, separable metric space, 
(ii) Uq is dense in U, 
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(iii) if C U and Un u E U in weak*-topology, then for any 0 < T < 
+00 and any compact set K C M, (p{t,x,un{t)) —> (p{t,x,u{t)) uniformly for 
0 <t <T and x G K. 
PROOF, (i) Define a metric on U to be 
u  N _ V ^ I ^ ~ > ^^1 
2^^ 1 + I /k < u{t) - v{t),xn{t) > dt\ 
where {xn(t), n € N} is a countable, dense subset of l}- (M, Then the conclusions 
were shown in [17, Lemma 2.1]. 
(ii) Given any u  £ U  and any e > 0, we will find v  € H q  such that d{u, v) < e. Let 
be Lebesgue measure on IR. Without loss of generality, suppose the compact set (/ is 
bounded by a unit ball in Pick iV(e) G N such that iV(e) > — 
For each n < N{e), since Xn{t) G there exists in(e) > 0 such that 
Let T{e) = max{fn(e)5 1 < « < ^ {^)} S'lid E = {t GM.] [i] < r(e)}. Denote 
Let B{e) = max{Bn(e), 1 < n < N{e)}. 
Since any finite subset of is uniformly integrable, there is a 5(e) > 0 
such that //I lla:n(i)lli < e whenever n{A) < 6(e) and n < N{e). By Lusin's 
theorem, there exist a piecewise constant function {t) defined on E and a measur­
able set A C E with (j,{E\A) < 6{e), such that |lw(i) — ui(i)||oo < ^lB{e) almost 
everywhere on A. Define 
^l (^)  for | f |<r(e) ,  
v{t) = 
0 for |<| > T'(e). 
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For n < N{e), we have 
[ <u{t)-v{t),xn{t)> dt < f \<u{t)-vi{t),xnit)>\dt 
Ju J A 
+ 1 < w(0 - n(^)' > I 
< ' 
Therefore, 
%,u)  =  
oo 
+ J^c\\^n{t)\\idt 
< 4e. 
1 I /e < "(^) - vji), xnjt) > dt\ 
2" 1 + 14 < u{t) - v{t), xn{t) > dt\ 
1 y. oo 1 
^ J1 ^\j dt\+ — 
n=l  ® A' ' (e)+1 
me) 1 1 
^  4 e E  W  +  
„tl2" 2^(^) 
< 4e + e = 5€. 
(iii) For any e > 0 and any x G K, from [25, page 99, Proposition 8], there are 
6{e,x) > 0 and N{e,x) E N such that for any y E B^^^'>^\x) and n > iV"(e, a;), we 
have 
\(p{t,y,un)-(pit,x,u)\ < e 
for all t € [0,r]. Now {5'^(^'^)(x),x € K} is an open cover of K. Since K is 
compact, there is a finite sub-cover 1 < z < /} of K. Pick N{e) = 
max{N{e,xi),l < i < I}. Then for any x E K there exists I < j < I such that 
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X  E Therefore for any t G [0,1*] and n > N{e), 
\(p{t,x,un) - < \ip{t,x,un) - <p{t,xj,u)\ + \ i p{t , X j ,u) - ip{t,x,u)\ 
^ e -j- 6 = 26. 
Hence ip{t,x,un{t)) ip{t,x,u{t)) uniformly for 0 < i < T and x E K. U 
In order not to consider the degenerate situations that our control system (1.1) may 
encounter [16, 21, 27, 30], we impose a local accessibility condition below. Assume 
that the distribution Ajr, generated by the Lie algebra is nonsingular, i.e., 
dim A£(x) = n for all x € M. (H) 
A control system (1.1) satisfying hypothesis (H) is called regular. Note that it is 
possible to give a more general condition. Since C satisfies the maximal integral 
manifolds property as the Lie algebra of analytic vector fields, then the control system 
(1.1) can be restricted to one of these maximal integral majiifolds and what is shown 
below is still valid. 
A positive reachable set from a point a; in M up to time T > 0 is defined as 
C^j.(a;) = {y E M, there exists &u EU such that y = ip{t,x,u) for some 
0 < i < r} 
and the reachable set from x E M using controls in U is 
o+W= u o+ (x). 
T>0 -
Similarly one can define 0 '^rp{ x )  and 0~(x). Under assumption (H), local accessi­
bility follows directly [29], i.e. int(!?^j.(x) ^ 0 and mtO^ji(x) ^  0 for any T E 
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For any subset K of M, define 
o t r iK)^  u  0<rW-
xeK ~ 
A control system (1.1) is locally controllable at x if a; € int{0'^{x)) and small time 
locally controllable at a: if a; G int{0'^jy{x)) for any T > 0. The system (1.1) is locally 
controllable (or small time locally controllable) if it is locally controllable (or small 
time locally controllable) at any point in M. 
Using the notions defined above, we obtain: 
Lemma 2.1.2 For T £ is compact if K is compact. 
PROOF. Let {yn}^i c 0'^rp{K) be an arbitrary sequence with yn = v(^n, «n) 
for some un xn £ K, tn € [0, T], and ra G N. Since [0, T] and K are compact 
and U is compact in the weak*-topology by Proposition 2.1.1(i), there exists an 
i n c r e a s i n g  s u b s e q u e n c e  C  N  s u c h  t h a t  t n j ^  — »  ^  G  [ 0 ,  T ] ,  x n ^  — ^ x £ K ,  
and unj, u EH as k ^ oo. Let y = (p{i,x,u). 
By Proposition 2.1.1(iii), we know that for any e > 0 there is ^^(e) G N such 
that for k > fci(e), s G [0, T], and z G K, 
\p{s,z,unj^) - (p{s,z,u)\ < e. 
Because ip depends continuously on (s,^) G M X M, there is k2{e,t,x) G N such that 
for k > k2{t,t,x), 
\<fi{tnj^,xni,,u) - 99(i,s,ii)| < e. 
Let k{e,t,x) = max(A:2(e), A:2(^'^5®))- Then for k > k{e,t,x), 
\ y n i ^ - y \  = \ < f i { t n j ^ , x n j ^ , u n j ^ ) - i p { t , x , u ) \  
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< \^{tny.,xnj^,unj.) -  ^{tn}^,xni.,u)\ + \<p{tnj^,xnj^,u) - ip{ t ,x,u)\ 
< e + e = 2e 
This proves that has a subsequence which converges in 0'^rp{I{). Therefore 
0'^ji{K) is compact. • 
Let £ be the collection of all compact subsets of M. Then one can define the 
so called Hausdorff metric H on d so that ((£, H) becomes a metric space. For the 
purpose of convenient use of H later, we restate the definition of H as follows. For 
A, B let 
p{A,B) = sup M p{a,b), 
aeAbeB 
Then H is defined to be H{A,B) = max{/5(j4, j5), p{B,A)}. 
Theorem 2.1.3 Given T G M"*". The map ^ £ defined by ^(A') = 0'^j,{K) 
is continuous. 
PROOF. The map is well defined by Lemma 2.1.2. Suppose the consequence is 
C 
false, then there is a jfi!' G (£ and e > 0 such that for any 6 > 0 there exists G £ 
with H{B^,K) < 6, H{^{B^),%K)) > e. 
Let ^ for n G N. Since 
H{^{B^^),^{K)) = max{^(^(B^"),t(/i:)),^($(/^),^(B^"))} > e, 
either $(/<")) > e for infinitely many n or ^(^(A'), > e for in­
finitely many n. Without loss of generality, by picking a subsequence, we assume 
p{^{B^''^),^{K)) > e for n G N. This implies that there exists bn G such 
that for any c G ^(A"), 
p{bn ,c)>e. (2.1) 
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^ C 
Let hn = f i tn^bn^un)  for some tn  G [0,r], hn G B"'"' ,  and un G U. 
On the other hand, since < 1/n for n 6 N, there is a sequence 
pi^riiCn) < !/"• Let cn = fitniCriiUn)- Because of the 
compactness of U, K and [0, T], there exists an increasing subsequence C N 
such that un^ u eU,  Cn^ ce  K,  and t  E [0,r]. Since p{bnf^,Cnf^)  <  
1/nj , ,  bnj ,  —> c as & —> GO. Let c  = 9?(i,c,u). From Proposition 2.1.1(iii), 
p(bn^,c) = p{'p{tnj^,bnf,,unf,),(p{t,c,u)) 
< P{v{ inj^^bnj^,unj^) ,  bn^.u))  +  pi<p{tn]^,bnj^,  u) ,  (p{ t ,  c, it)) 
^ 0 
as k ^ oo. This contradicts (2.1) as shown above. Therefore ^ is continuous. • 
Corollary 2.1.4 Given T 6 M"'", (!?^j.(p) depends continuously on p E M in the 
Hausdorff metric. 
We prove another version of Corollary 2.1.4, which will be used later. 
Corollary 2.1.5 Assume (H) and let p £ M, T E Let K C intO'^j,{p) be 
a set with nonvoid interior. Then there exists S > 0 such that for any x E B^{p), 
0 ' ^ j , { x )  n K ^ $ .  
PROOF. Since in t {K)  ^ 0, pick z  E int{K) .  Then there exists r- > 0 such that 
B^{z) C int{K). Let 
C  =  { X E M ] 0'^J,{X) nK = 0}. 
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If C is empty, then the conclusion is trivial. Suppose C 7^ 0. For any x EC and any 
y e p{y,z) > r. Since 2: e 
H{0:^j,{x),0-^j,{p))>r (2.2) 
for any x E. C. 
On the other hand, p ^ C. If p 6 C, then there exists C C such 
that p{xn,p) —»• 0 as n —^ 00. This implies that H{0'^j<{xn)iO'^j,{p)) —> 0 from 
Corollary 2.1.4. This contradicts (2.2). Therefore p ^ C. 
Pick ^ > 0 such that B^{p) D C = 0. By the definition of C, we know for any 
X  e  B ^ { p ) ,  0 + ^ { x )  r i K ^ D . U  
2.2 Control Sets and Controllability 
Control sets were originally defined in [1, 34] to describe the support of invari­
ant measures for degenerate stochastic diffusions. They made a strong connection 
between stochastic and deterministic settings. Furthermore, when the lifted control 
flow is considered, the limit set under the flow is contained in the interior of a lifted 
control set [17, 18]. Thus control sets contribute much to the studies of qualitative 
limit behavior of control systems. Moreover, control sets will be shown in next section 
to play a key role in feedback control. To lead to such a topic, we first define 
Definition 2.2.1 A set D of M is called a control set of (1.1) if (i) D C 0''^{x) for 
all x E D, (a) for every x £ D there is u Eli such that the corresponding trajectory 
of (1.1) satisfies (p{t,x,u) E D for all f 6 M, and (Hi) D is maximal (w.r.t. set 
inclusion) with properties (i) and (ii). An invariant control set C is a control set 
that satisfies C = 0'^{x) for all x € C. 
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Remark 2.2.2 The second condition in the definition of control sets implies that 
control sets must be viable in the sense of J.P.Aubin. If assumption (H) holds, every 
maximal set satisfying (i) and having nonvoid interior also satisfies (ii). This follows 
from the properties indicated in the following proposition. 
Proposition 2.2.3 Under hypothesis (H) about control system (1.1), we have 
(i) for any invariant control set C, int{C) ^  0, 
(ii) if M is compact, there are at least one closed control set with nonvoid interior 
and one open control set, 
(iii) for any control set D with int{D) ^ 0, int[D) — D and int{D) C 0~'"(x) for 
all X E D, 
(iv) a control set D with int{D) ^  0 is invariant if and only if it is closed, 
(v) for any control set D with nonvoid interior, if p E dD D D, then for any x G 
int{D), X  cannot reach p  infinite time. 
PROOF, (i) See [34, Lemma 2.1]. 
(ii) It was shown in [34, Lemma 2.2] that for M compact there exists at lea^t one 
invariant control set. Hence at least one closed control set with nonvoid interior 
exists [34, Lemma 2.1]. To show that there is an open control set, we can run the 
system (1.1) backward in time. Since the Lie algebra generated by —!F has the same 
dimension as £, the Lie algebra generated by .F, the hypothesis (H) still holds for 
the time reverse system. Therefore there is an invariant control set, denoted as D, 
for the time reverse system. In other words, int{D) is an open control set for the 
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time forward system (1.1) by Definition 2.2.1. 
(iii) The second claim, int{D) C for ail x e D was shown in [11, Lemma 2.1]. 
To show int{D) = D, we only need to show int{D) D D because the other direction 
is trivial. Since D = int{D) U {dD D £>), it suffices to show that dD (iD C int{D). 
For any x € dD D D and any y € int{D), by the definition of control set, 
either x = ip{T,y,u{T)) or x = lim^_^.oQ(^(f,y,«(<)) for some u E U and some 
T > 0. Suppose X = 9?(r, y, u{T)). Pick B^^{y) C D. Since continuously 
d e p e n d s  o n  i n i t i a l  v a l u e s ,  i p { T ^ B ^ ^ { y ) ^ u { T ) )  i s  a  n e i g h b o r h o o d  o f  x .  S i n c e  y  =  
(p{T',x,u '{T ')) for some u' E U and some > 0, there is a neighborhood of x, 
in (/?(r, jB^l(?/),7z(r)) such that ip{T', B^^{x),u'{T^)) is a neighborhood of 
y. Hence B^2(x) C int{D) which contradicts the assumption on x. 
Now suppose X = limi_^oo ip{t, ?/, u) for some u  EU. Using the same analysis 
above, we have (p{t,y,u{t)) E int{D) for any t E K"'". Hence there exists a sequence 
{^"}^1 in —>• oo as n —»• GO such that yn = f{tn,y,u) x. Therefore 
X E int{D). So int{D) D D. This completes the proof. 
(iv) Suppose D is closed and int{D) ^ 0. For any x E int{D), any u E U and 
t E K"'", we know ip{t,x^u) E int{D) from the proof of (iii). Therefore int{D) is 
invariant under any controls and any finite time. This implies that D = D = int{D) 
is invariant from [1, Corollary 3.1]. This completes the proof of one direction. The 
other direction was proven in [34, Lemma 2.1]. 
(v)  Suppose  there  i s  x  G int{D) such that there exists ui E U with the property 
that p — ip(ti,x,ui) for some E M"'". Then by continuous dependence of (p on 
initial values, there exists a neighborhood J^i{x) such that Ei = ^p{tl,^^l{x),Ul) is 
a neighborhood of p. 
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On the other hand, from (iii) there exists U2 E U such that x = 'p{t2iP-,U2) 
for some ^2 ^ I®"'"- Again there is a neighborhood J^2iP) C Ei of p such that 
(^(i2,^2(P)'"2) ^ int{D) is a neighborhood of x. Hence jV2(p) C D which contra­
dicts the fact that p E dD. Therefore for any x G int{D), x cannot reach p in finite 
time. • 
Remark 2.2.4 Although we proved some topological properties about control sets, 
only those control sets with nonvoid interior play an important role in characterizing 
the existence of feedback controllers as it will be shown later. However, to know that 
variant control sets may have empty interior helps us understand the complexity of 
control set structures. 
Consider a single input control system x = f{x)+ug{x) defined on a real analytic 
manifold M = [0,27r) x M, i.e. the surface of a cylinder. The state x = {9,y) with 
6 E [0,27r) = M/27r and y E M.. u is any time measurable function with values in 
C K. Consider the vector fields 
f{e,y) = 
9 { & , y )  =  
which are assumed to be real analytic with the property that a{6, y) and ^{6, y) are 
both positive for all (^, y) E M. And /3(0, y) can be any real analytic function. Note 
that for any x E M, f{x) and g{x) are independent vectors in TxM. Therefore the 
hypothesis (H) is satisfied. It is easy to show that any control set of this system is of 
the form Dy = {(0, y); 0 < 0 < 27r} for y G M. Furthermore all these control sets are 
closed and have void interior. 
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Since control sets are pairwise disjoint, we can define a relation " -< " between control 
sets. 
Definition 2.2.5 For two control sets JDJ and D2, •< D2 if there exist x £ Di 
and u EU such that (p{t, x, u{t)) £ £>2 some t > 0. 
It is easy to show that such a relation is a partial order. Furthermore, for any subset 
D of M, define the domain of attraction of D to be: 
A{D) = {x € M; (p{t,x,u) 6 D for some u £14 and t G M"'"} 
Proposition 2.2.6 Under hypothesis (H), we have: 
(i) for two control sets with nonvoid interior and D2, D-^ -< D2 if and only if 
Di C A{D2), 
(ii) for any control set D with nonvoid interior and any x € int{D), A{x} = A{D), 
(iii) with respect to the partial order defined above, open control sets are minimal 
and invariant control sets are maximal. 
PROOF,  ( i )  Suppose  Di  -< D2-  Then there  exis t  XJ ^ ^1 E U such 
that yi = G £>2 some > 0. Since int{D2) C ^^{yi) from 
Proposition 2.2.3(iii), there exists U2 G ZY such that ^2 = ¥'(^2'®1'"2) ^ int{D2)-
Because tp depends continuously on initial values, again from Proposition 2.2.3(iii), 
there  exis ts  X2 €  in t (Di)  such that  2  =  (p{t2 ,X2,U2)  €  in i (D2)-  For  any p  G Dj ,  
since X2 G int(Di) C O'^(p), p G A{D2)- Hence Dj C A{D2)- Conversely, if 
Di C A{D2), then Di -< D2 is obvious. 
(ii) A{x} C A{D) is trivial. For any z G A{D), there exists ui E U such that 
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y = e D for some t > 0. Since x E int{D) C 0'^{y), x can be reached 
from z by some u Eli within finite time. Therefore A{D) C ^{x} which shows the 
other direction. 
(iii) That invariant control sets are maximal, is obvious from Definition 2.2.1. To 
show that open control sets are minimal, we can run the system (1.1) backward in 
time. Since the Lie algebra generated by —T has the same dimension as that of £, 
the Lie algebra generated by .F, the hypothesis (H) still holds for the time reverse 
system. Therefore for the time reverse system, invariant control sets are maximal. 
In other words, for the time forward system (1.1), open control sets are minimal. • 
Remark 2.2.7 In general it is hard to compute control sets analytically, except in 
some special cases. For numerical schemes to compute control sets or domains of 
attraction, see [23]. 
In order to investigate feedback control and stabilization, we need the following result. 
Proposition 2.2.8 Assume (H). Let D C. M he a control set with nonvoid interior. 
Let Ki C int{D) and K2 C -4(D) be compact. Then there is T < +00 such that for 
any x G K\ and any y € K2) x can be reached from y with a time smaller than T. 
PROOF. The proof runs similarly to that in [11, Proposition 2.3]. B 
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3. FEEDBACK CONTROL FOR NONLINEAR SYSTEMS 
In the previous chapter, we consider controllability of nonlinear systems by open 
loop control, namely uEU. In this chapter, we will discuss feedback controllability. If 
the feedback functions are restricted to be continuous, the set of controllable points 
will be small as evidenced by the review in Chapter 1. This would lead to losing 
interesting points in the control sets. Therefore, discontinuous feedback functions 
have to be allowed. When a large class of feedback functions is allowed, the existence 
and uniqueness of solutions of the corresponding ordinary differential equations has to 
be re-defined and discussed. Here we will restrict ourselves to the piecewise analytic 
case (which will be defined later). In Section 3.1 a different notion of existence and 
uniqueness of solutions of the resulting autonomous ODE will be introduced. 
After the solutions of a piecewise analytic autonomous ODE are well understood, 
we can begin to discuss feedback controllability. There are two different ways to define 
feedback controllability, namely 
1. given any two points x, y G M, is there any feedback control under which y can 
be steered to x in finite time? 
2. given any point x 6 M, is there any feedback control under which any point 
y G A{x] can be steered to x in finite time? 
The feedback function defined in (1) depends on x and y while that defined in 
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(2) depends only on x. So the feedback defined in (2) is uniform in y. Therefore 
(2) is a stronger condition for the feedback, if such a feedback exists. Note that the 
feedback in (2) is the best one you can hope to get, because for any z ^ A{x} there 
is no control to steer z to x. 
On the other hand, if the feedback in (1) exists, it is sure that there exists an 
open loop control u EU under which y can be steered to x in finite time. Therefore 
(1) is stronger than open loop controllability in this sense. To emphasize this relation, 
we have: for any x E M and any y € A{x} as defined in (1) and (2), 
existence of feedback in (2) existence of feedback in (1) 
existence of open loop control. 
We wonder under what conditions the above implications are equivalences. It 
will be shown that they are equivalent if regular systems (1.1) are regular. Even 
though the fact is so amazing, we will convince the readers of this in Section 3.3. 
Section 3.2 contains the tools to deal with the difficulties. 
3.1 Piecewise Analytic Feedback Controller (PAFC) 
A feedback control for the system (1.1) consists of the design of a feedback con­
troller, which is a function F : M ^ U. When the feedback controller is implemented, 
the system (1.1) can be written in a closed loop form as: 
m 
i  = XoW+2:^; (x) .Xj(x) .  (3 .1)  
i—1 
If F{x) is a continuous function, there is no difficulty to understand the solutions 
or trajectories of (3.1). However it is well known that in general even a completely 
controllable system (1.1) need not have a continuous feedback controller that steers 
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every point of M to a fixed target point. Therefore the right hand side of (3.1) may 
be discontinuous and the vector field has to be re-considered. In fact, a vector field 
could be thought of as nothing but a set of instructions that tell, at each point of M, 
a direction to go. When the vector field is discontinuous, special instructions must be 
given at the points of discontinuity. This renders the following Definition 3.1.1, which 
w a s  a d o p t e d  f r o m  [ 4 1 ] .  W e  f i r s t  r e v i e w  s o m e  s t a n d a r d  c o n c e p t s .  A  s u b s e t  S  o f  M  
is an analytic submanifold of codimension k if every point p € 5" has a neighborhood 
Af such that there exist k real analytic functions /i, • • •,defined on JV, with the 
property that rf/j,..., df]^ are linearly independent at p, and that SnAf is the set of 
points where all the fj vanish. An analytic stratification of M is a partition T of M 
into connected real analytic submanifolds (called the strata of T), such that 
(i) T is locally finite, 
(ii) if 5" € T then the closure 5 of 5 is the union of those strata that intersect 5, 
and 
(iii) if a stratum T ^ S Is a, subset of S then codim T > codim S. 
A stratification T is said to be compatible with a family A of subsets of M if every 
G ^ is a union of strata of T. 
Definition 3.1.1 A piecewise analytic vector field (PAVF) on a real analytic mani­
fold M is a quadruple (T,(7j,72), {VS^SET^^) where 
(i) T is an analytic stratification of M, 
(ii) (^1,72) is a partition ofT into two classes: T = Tj U 72 and D 72 = 0, 
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Figure 3.1: This shows an example of analytic stratification, where T consists of 
polygons, edges, and corners. 
(iii) for each S E Ti, Vg is an analytic vector field on S, 
(iv) E is a map which assigns, to each point p in a stratum S £ T2, a stratum 
E { p ) e T i ,  
(v) for each p E  S E T -^, if we let J  denote the integral curve of Vg through p, then 
either •y{t) is defined for all t >0, or else, if 7 is defined up to a time T > 0, 
a n d  i f  ^ { t ) ,  0  < t  < T ,  r e m a i n s  i n  a  c o m p a c t  s u b s e t  o f  M ,  t h e n  l i m ^ ^ j , _  7 ( i )  
exists, 
(vi) for each p E S E T2, there is a unique integral curve 7 of such that 
" P-
Once the piecewise analytic vector field V is given, we can define the trajectory of 
V from a point p E M. U p E S E Ti, we can follow the integral curve of Vg. If 
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(y?(i,a;o) = 
p € 5" e we can follow the integral curve of V]^(^py Therefore there is an integral 
curve j{t) from p defined on some stratum 5 G Tj. If there is a finite terminate time 
T so that 7(1") ^ 5, from property (v) pj = hm^_^y._ 7(f) exists. Then we can go 
back and do the same thing again to define an integral curve from pi. The procedure 
continues for all positive times, or until, for some finite time T, the trajectory goes 
to infinity. We illustrate this by the following example. 
Example 3.1.2 Here we consider a simple one dimensional example. Let M = 
Define Tj = T = {(—oo,0),(0,+oo), {0}}. 72 = 0. Then it is natural to define 
^(—00 0) ~ ^(0 +00) ~ ^{0} ~ Following the above procedure, the 
trajectory through initial value XQ > 0 can be computed as 
—f + XQ for 0 < i < XQ 
0 for i > XQ 
For initial value XQ < 0, a similar result can be derived. 
We will see more examples in the following sections. 
Definition 3.1.3 A piecewise analytic vector field V is a feedback controller for the 
c o n t r o l  s y s t e m  ( 1 . 1 )  i f  f o r  a n y p  £  5  G TJ  t h e r e  i s  a u  E  U  s u c h  t h a t  V g { p )  =  X ^ { p ) .  
3.2 Subanalytic Sets 
We begin with the definitions. 
Definition 3.2.1 A subset S of a manifold N is semianalytic, denoted as S E 
Se{N), if every p E N has a neighborhood N such that S H Af is a finite union 
of sets, each of which is defined by finitely many conditions fi{x) = 0 or fi{x) > 0 
where the /» are analytic maps from J\f fo 
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Definition 3.2.2 A subset S of M is subanalytic, denoted as S E Su{M), if there 
exist an analytic map f : N ^ M and a semianalytic set T G Se{N) such that 
f is proper on T and S = f{T). A subaoaalytic stratification of M is an analytic 
stratification whose strata are subanalytic sets. 
It is easy to show that both classes S e { M )  and S u { M )  are closed under the 
operations of complementation, locally finite unions, and locally finite intersections. 
Example 3.2.3 Let X be a real analytic vector field on a real analytic manifold M. 
Given a,n x £ M, define a map : M M to be = (p{x,t) where ip is the 
integral curve of X  with ( p { x ,  0) = x .  
Then we can see easily that is a proper analytic map. Note that any interval 
in M is semianalytic by definition. Therefore, the image of any interval under is 
a subanalytic set of M. 
We conclude this section with a theorem proved in [41]. 
Theorem 3.2.4 Let J be a locally finite family of nonempty subanalytic subsets of 
M. For each A E J", let F{A) be a finite set of real analytic vector fields on M. 
Then there exists a subanalytic stratification T of M, compatible with J, and having 
the property that, whenever S E T, S C A, and X G F{A), then either (i) X is 
everywhere tangent to S or (ii) X is nowhere tangent to S. 
3.3 Existence of Global PAFC 
First we introduce a different notion of feedback controllability. 
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Definition 3.3.1 Given a piecewise analytic vector field V, a point p E M is said to 
be reachable from its neighborhood M{p) in finite time T by V if for every q E A/'(p), 
the trajectory^ ofV through q will reach p in a time less than T. 
With these preparations, we have 
Theorem 3.3.2 Assume (H) and let a point p E M. If there is a piecewise analytic 
feedback controller V for system (1.1) such thatp is reachable from some neighborhood 
M{p) in finite time by V, then p E int{D) where D is a control set with nonvoid 
interior. 
PROOF. Given T E M"'". Let 
E = intC^jilp) n intM[p). 
We will show that for any y i iy2  E E ,  y i  E 0~(y2)  and y2  E 0~{y i ) .  It suffices to 
show that yi E 0~{y2). Pick T' E and let 
/ir = o-j„(2/2)nmfC^j,(p). 
From Corollary 2.1.5, there exists ^ > 0 such that for any x  E B^{p) ,  0 '^r j i {x )r \K  ^  
C 
0. Since y^ E J^{p) ,  there exist ui  E K  and x  E B  (p)  such that x  =  ip{ t i , y i ,u i )  
fo r  some  t -^  E  Also  the re  ex i s t s  U2 E U such  tha t  j /3  =  i f { t2 ,x ,U'^  E K  
for some t2 E [0,T]. Since y^ E K  C.  (2/2)5 there exists E U such that 
j/2 = for some ^3 E [0,r']. Therefore 
2/2 =V(^3*^2*^1' 2/1' ^3*'^2*"l)' 
which implies that E 0~{y2) .  Similarly t/2 E 0~{y i ) .  
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For any y  E  E ,  define D y  =  0+(?/) fl 0 ~ { y ) .  For any y i , y 2  € E ,  from the 
above consequence, we have yi G I?^2. Therefore C by the definition. 
Similarly we can prove that c Hence £)^1 = Z)^2 for any i/i,j/2 ^ 
Because of this reason, E C for any y E E, which implies that int{Dy) ^ 0. Also 
note that p G int{Dy). 
We shall complete the proof by showing that Dy is a control set for any y E E. 
For any zi,Z2 E Dy, there exist tii,U2 ^ ^ either 
22 = ( p { t 2 , y , U 2 )  for some <2 E  K"'" or 22 = lim^_^QQ95(^,^,^2)- Therefore either 
Z2 = ip[t2*t\i zi, ^ 2*^1) ^2 ~ ^oo ^2*^l)' Hence 22 £ 
which implies that C (9+(2ri). This proves (i) of Definition 2.2.1. Property (ii) 
is easily shown by noticing that p E Dy and X^{p) = 0 for some u E U. To show 
the maximality of assume that there is 2 ^ £)2/ such that Dy C ^>+(2) and 
2 E 0'^{y). Since y E intDy ^ 0, from Proposition 2.2.8 we have 2 E 0~{y). Hence 
2 E Dy which leads to a contradiction. So Dy is maximal. • 
Next, we introduce some notions. Given a set Z C £, x G M, and t G ffi"'". 
A point y E M is said to be Z-reachable from x at time i if there is a mapping 
7 : [0, i] —)• M such that there exist 0 = <q < <j < ... < tj, = t, and Kj, • • •, of Z 
with the property that the restriction of 7 to is an integral curve of for 
1 <  i  <  k  and 7(0) = x ,  ' y { t )  =  y .  
Given T G K"'", the set of all points Z-reachable from x at time t E [0, T] is 
denoted by C^y(E',x). The set of all points —Z-reachable from x at time t G [0,r] 
is denoted by 0'^j,{Z,x). If Z = C, we abreviate them as 
respectively. 
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The following lemma is an extension of the fact that a completely controllable 
system is also completely controllable when the control functions are restricted to 
U Q C U .  
Lemma 3.3.3 Assume (H) and let x E M and y G int{D) where D is a control set 
with nonvoid interior. If there is a u Eli such that y = (p{t, x, u) for some t € M"'", 
then there is v GKQ such that y = (p{t\x,v) for some t' € M'''. 
PROOF. Recall that ^ is the set of all vector fields for u E U, and C is the Lie 
algebra of vector fields generated by T. Denote JC~ the Lie algebra of vector fields 
generated by —T. Note that dimC~{x) = dim£{x) = n for any x E M. From [40, 
Theorem 3.1], int0^rp{!F,y) ^  0 for any T E M"'". Because y G int{D), we can pick 
a T G M"'" such that j>(.F, j/) C int{D). Then for any point y' E iniO'^rji{T,y) 
there exists u '  E  U q  such that y  = i p { t ' , y ^ , u ^ )  for some / E  [0, T]. 
Since X  can reach y  E  i n t { D )  in finite time, x  E  A { D )  by Proposition 2.2.6(ii). 
The r e f o r e  x  c a n  r e a c h  a n y  p o i n t  i n  i n t O ' ^ r p { T ,  y ) .  L e t  2  €  i n t O ' ^ r p { ! F ,  y )  a n d  u - ^ E U  
such that 2 = for some ti E From Proposition 2.1.1 (ii) and (iii), 
there exists a sequence C H Q  such that vn —> uj as n —> 00, which means 
that 
z n  =  ( p { t i , x , v n )  z .  
Pick z j j  E  i n t O ' ^ r j r i { ! F ^ y ) .  We know there exists u' E U Q  such that y = ^pit^^z^^v!) 
f o r  s o m e  t ^  €  [ 0 ,  T ] .  L e t  t ^  =  < 2 * ^ 1  a n d  v  =  u '  * v ^ .  T h e n  v  E U q  a n d  y  =  i f { t ^ . ,  x ,  v ) .  
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We introduce some notations. Let ^ = (Ij, • • •, be a finite sequence of vector 
fields, and let r = (fi, • • •,tj,) G Let |^| = k and l|r|| = *1 + • • • + Denote 
Put = $r(a:), for r E Define 
K+'^={r ei^; ||r||<r}. 
We use c|^^(r) to denote the set 
{(4' • • • '4) ^  \*'i - iil < e for i = 1,..., k } .  
Lemma 3.3.4 Let p G int{D) and q 6 A{p], where D is a control set with nonvoid 
interior. There exist (a) a finite subset Tp of —T, (b) a finite sequence ^ of elements 
of J^p, (c) a T E and (d) an e>0 such that 
(i) $^(r,p) = 9, 
(ii) cl^l(r)CM!|', 
(iii) $^(-,p)(C'e^^(T)) is a neighborhood of q. 
PROOF. Since dimC~ (p) = ra, there exists a finite subset Tp of —!F such that the 
Lie algebra generated by J^p satisfies dimCp (p) = n. Then from [40, Theorem 
3.1], for any T E intO'^j,{T'p,p) ^ 0. Pick a T £ M"*" so that 
intO'^rp[!Fp,p) C int{D). 
Define f2 to be the collection of all finite sequences of elements of J^p. Then the set 
0'^j,{J^p,p) is the union of the images $^(-,p)(]r}^''^) as ^ ranges over all possible 
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elements of fl. Since is finite, fi is countable. Therefore 
is a countable union of compact sets. By the Baire Category Theorem, the inte­
rior of being nonempty implies that the interior of is 
nonempty for some 6 fi. 
From Lemma 3.3.3, there exist a finite sequence of vector fields ^2 of elements 
1^91 
of T, and T2 € so that 
=  ^ ^ 2 ( t 2 , 9 )  €  i n t  
Let 2 = $^l(rj,p) where 6 Then by letting 
i = -^2*^1 
T = T2 * TJ 
we have $^(r,p) = q. Note that we can pick rj and T2 in such a way that all the 
coordinates of and T2 are positive. 
Since $^l(-,p) is an analytic map, it is continuous. From the fact that 
$ ^ l ( r i , p )  e  i n t  ,  
we know that there exists an e > 0 such that C and 
2eM^l(-,p)(cl^l'(ri))^0. 
Therefore $^(-,p)(Cg^^(T)) is a neighborhood of q. • 
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Given ^ and r = ^ IR^ define a map Tfj : [0, ||T||] ^ 
by 
r,r{t) = (0,0,•••,0,0 forO<f<<fc 
7/T(f) = (0,0,---,f-«jt,t;fc) for f + tjt-l 
??r(0 = (i-<2 + + ll'^ll 
Then the curve i ^ ^ { r i T { t ) , x )  is the curve obtained by starting from x, following 
the integral curve during tj, units of time, then that of for units of 
time, etc.. 
With these preparations, we have 
Theorem 3.3.5 Assume (H). Let a point p E int{D) where D is a control set with 
nonvoid interior. Then there is a piecewise analytic feedback controller V for system 
(1-1) such that p can be reached from any point of A{p} in finite time by V. 
PROOF. For each q G A{p}., pick Tq, and e q  so that they satisfy all the three 
properties in Lemma 3.3.4. Let us use Fq to denote the map Let Aq be 
the set of all points of that are of the form for some r {Tq) and 
some t 6 [0, ||T||]. For i = 1,..., \^q\, put Oq = Tq^^ — €q and bq = Tq^i + tq. 
Let A^q be the set of all points (f]^,..., f j^^j) that satisfy: (i) tj = 0 for j < i, 
(ii) 0 < tj < bq for j = \^q\ + 1 — i, and (iii) Uq <tj<bq for j > |^g| + 1 — i. Then 
Aq — A^li • • • \J and A^q D = 0 for any i ^  j. 
Put B q  =  F q { A q ) ,  B q  =  F q { A q )  for i = 1,..., 1^^|. Because Aq, Aq are compact 
semianalytic sets, and the map Fq is analytic, it follows that Bq, Bq are compact 
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subanalytic subsets of M. Moreover, since F q { C ^ ^ ^ )  C Bq, the set Bq contains a 
neighborhood of q. 
Let { K j  : J € N} be a sequence of compact sets such that K j  C i n t { K j _ ^ i )  and 
that A{p} = For each j, pick a finite set Qj of points in such a way that 
K j \ i n t { K j _ i )  C U Bq. 
q e Q j  
Let 52., 52? 935 ••• be a sequence consisting of the points of Qi, followed by the points 
of Q21 followed by the points of etc.. Form a sequence of sets Dj = Bqj^, where 
j G N and i, k are the unique numbers such that + ••• + ^ = J? 
1 < i I- Let £>0 = {p}- j ^ 0' = DQ U- ' - UDJ . Then the Ej form 
an increasing sequence of compact subanalytic sets. Moreover, for every i there is a j 
such that C Ej. Hence if we let Hj = Ej\Ej_i, we find that the Hj constitute 
a locally finite partition of A{p} into relatively compact subanalytic sets. Let J be 
the family of sets consisting of Hj for j E N. 
For each set Hj, write j = \^q-!^ \ + h + h 1 < i Let 
I = ^qj^ = {Y y,...,Y i). Then define an analytic vector field Zj on Hj as 
Z j  =  — F r o m  T h e o r e m  3 . 2 . 4 ,  b y  l e t t i n g  F { H j )  =  { Z j } ,  we conclude that 
there is a subanalytic stratification T compatible with J such that every 5" G T is a 
subset of some Hj, and that, ii S eT, S C Hj, then either Zj is everywhere tangent 
to S, or it is nowhere tangent to S. 
Now we can define a piecewise analytic vector field 
V = (T, (Ti, T2), £) 
as follows. We take the stratification to be T. A stratum 5 G T is in 72 if S C Hj 
a n d  Z j  i s  t a n g e n t  t o  S  f o r  s o m e  j .  O t h e r w i s e  5  i s  i n  7 2 .  I f  5 "  G  7 ] ^  a n d  S  C  H j ,  
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then define V g  =  Z j .  
If 5 € 72 and q E S., there is a unique j  such that S  C H j .  It was shown in 
[41, Theorem 9] that there is a unique E{q) E such that the integral curve 7 of 
Z j  t h r o u g h  q  s a t i s f i e s  7 ( 5 )  E  E { q )  f o r  s m a l l  p o s i t i v e  s .  
Finally it remains to prove that any point q  6 A { p }  can be steered to p  in finite 
time by the feedback controller V defined above. Suppose q £ Hj. The integral 
curve 7][ of Zj through q is such that 71(5) € Hj for 0 < s < Tj and "fiiTi) € 
for some i < j. Let 72 be the integral curve of through 7j(Ti). Then 72(5) € 
for 0 < s < r2 and 72(22) € for some k <i. Define 73 to be the integral curve 
of Zj^ through 7(12), etc.. Then the curve 7 obtained by following 7^, then 72, and 
so on, reaches p in time T < H 
Combining Theorem 3.3.2 and Theorem 3.3.5, we have the following: 
Corollary 3.3.6 Assume (H). A point p € M can be reached from one of its neigh­
borhoods in finite time by a piecewise analytic feedback controller V for system (1.1) 
if and only ifp E int(D) where D is a control set with nonvoid interior. Furthermore, 
if the conditions are satisfied, then the maximal region that can be steered to p by such 
a  f e e d b a c k  c o n t r o l l e r  c o i n c i d e s  w i t h  A ( D ) .  
We will see some applications in next chapter. 
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4. CONTROL SYSTEMS EST THE PLANE 
In this chapter, we will consider control systems (1.1) in the plane. The main 
concern is with question of stabilization instead of controllability. The motivation 
originates from the consequence of Corollaxy 3.3.6. There it is assured that for any 
point X inside control sets there exists a PAFC under which any y e ^{a;} can be 
steered to x in finite time. However, x may not be "stable" in two ways: 
1. some points close to x may leave any small neighborhood of x before coming 
b a c k  t o  X .  
2. the system does not stay at x even though initially the system operates at x. 
The first violates the stability definition in the sense of Lyapunov, while the latter 
means that x is not an equilibrium point of the PAFC. 
Therefore, the conjecture that any point inside control sets can be stabilized 
could be wrong. Then a question is arise. For which type of points x G M is there a 
PAFC defined on M so that x is stable in some sense and the domain of attraction of 
X coincides with >l{x}. This is treated in Section 4.1 and 4.2. In Section 4.3, similar 
research is conducted for stabilizability of a periodic orbit instead of a point. Finally, 
we will show some examples to explain the results. 
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Throughout this chapter, we will consider the simplified model of (1.1). 
X  =  f { x )  +  u g { x )  on (4.1) 
where /, g  are real analytic on and u { t )  £  U  = [—1,1]. 
4.1 Local Feedback Stabilization At A Point 
We first introduce the proper concepts concerning stability. 
Consider a piecewise analytic vector field (T, (Tj,T^), 5^7^•>E)-, or briefly 
V, on IS . Let p be an equilibrium point of the vector field, i.e. 
{p} £ Ti 
%) = 0 C-S) 
Definition 4.1.1 The equilibrium point p is said to be locally stable in the sense of 
Lyapunov if for any neighborhood N of p, there exists a neighborhood N C N of p 
such that if q E N, then the trajectory jq of the vector field starting at q remains in 
N for all t > 0. 
Definition 4.1.2 A point p E M is said to be finite-time feedback stabilizable if 
(i) there exists a PAFC V so that (4.2) are satisfied. 
(ii) p  is locally stable with respect to the PAFC V in the sense of Lyapunov. 
(iii) there exists T > 0 so that p is reached from its neighborhood in finite time less 
than T by V. 
We then have the main theorem of this section. 
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Theorem 4.1.3 Consider the system (4-1)• A. point p € M is finite-time feedback 
stabilizable if and only ifp is small time local controllable (STLC). 
Remark 4.1.4 (i) The definition for small time local controllability was given in 
Section 2.1. 
(ii) p  is STLC implies that p  6 i n t { D )  for some control set D  with nonvoid interior. 
Hence p is feedback controllable by Corollary 3.3.6. 
(iii) STLC is found to be closely related to the Lie algebra of the controlled vector 
fields. Various suflficient conditions for STLC have been found [26, 29, 42]. This 
makes the result of this theorem applicable. 
PROOF. Suppose p is STLC. Then from [42] and under suitable local coordinate 
transformation x = 4>{y — p) on a neighborhood jVj of 0, (4.1) can be changed to 
x^ u 
X2 = F{XI,X2) (4.3) 
where F is analytic with i^(0,0) = 0, u € [—1,1], and 0 is STLC. It suffices to show 
that 0 is finite-time feedback controllable for system (4.3). 
Write F(a;2,X2) = 9(®l) + where q and r are analytic and g(0) = 
0. By the Hermes condition [26], we have that 0 is STLC if and only if q{xi) = 
9*10 — 1 
x^ 9(2;i) with g(0) ^ 0 and n € N. Consider the following two extremal systems: 
xj = 1 
X2 = x'^~^q{xi) + x2r{xi,x2) (4.4) 
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and 
xj = —1 
__i 
±2 = 9(a;i) + X2r(a;i,X2). (4.5) 
These systems correspond to the systems (4.3) with two extreme control values u = l 
and —1 respectively. Their phase trajectories satisfy the following first order equa­
tions 
^^ = x'^~^q{xi) + x2r{xi,x2) (4.6) 
and 
^ = - {x^-^q{xi)-\-X2r{xi,X2)) • (4.7) 
Let the solution for (4.6) through (yi,J/2) ~ satisfying 
V'l(2/bJ/bJ/2) = 2/2' solution for (4.7) through (2/1,2/2) to be X2 = V'2(®byb2/2) 
satisfying ^^'2(2/15 2/112/2) ~ 2/2- simplification, we denote the solutions X2 = 
^^(xi,0,0) through (0,0) to be X2 = ^i(a;i) for i = 1,2. Then it is easy to show 
V>i(0) = 0 
= a:^"~^9(a:i) + ^ i(a:i)r(a:i,V'i(a:i))la:j=o = 0-
For any 6 N, 
rf(^)^l(a:i) /fc — l\ ^ (i(^~-?~^)g(a;i) 
(g|) d i ^ ) r { x i , T l ^ i { x i ) )  
jtoV i ' 
Therefore, for 0 < fe < 2n, 
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and for k = 2n, 
d ( 2 " ) ^ j ( 0 )  f 2 n - l \  ^  ,  . .  
= (2n - 1)! • 9(0). 
Similarly, we can show that 
= 0 tor 0 < i < 2I!, and 
<ixW 
= P"-l)!-(-.(0)). 
Therefore, for sufficient small x\, 
, / N , / ^ 2(2n-l)!9(0) 2n , 
V'l(a:i)-^2(^l) = ®1 +<^(^1 ) 
9(0) ^2n 2n^ 
xi + o(a:-| j. 
n ^ ^ 
Without loss of generality, let g(0) > 0. Then there is an e > 0 so that for any 
XI e (-e, e)\{0}, ij^iixi) - > 0-
Let Af2 C Ml be a neighborhood of the origin so that for any {xi,x2) € 
•A/2\{(0,0)}, il^iixi) - 1P2M > 0- Define 
Ki = {(a;i,a;2) e J\/2; xj < 0, X2 = 
K2 = {(a;i,a:2) E M2] xi > 0, X2 = ^2M) 
K3 = {(0,0)}. 
Then there exists a neighborhood of the origin so that Ki\jK2^K2 splits .A/3 into 
two connected components. Let Kj^ be the one containing the set {^2 < V'2(®l)}) ^•nd 
be the one containing the set {x2 > ^l(®l)}- Then Kj, 1 < i < 5 decompose the 
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open set Furthermore, each one is a real analytic submanifold. We define a PAFC 
on for the system (4.3) as follows. Let M = jVg, T = 7^ = i = 1.. .5}, 
72 = 0. And define 
Now we can define, for i = 1,...,5, Vi^. to be the vector field of the con-
trol system (4.3) corresponding to the control value u = ti(a:) for x G Then, 
(T, (7j,72), JE) is a well defined PAFC. Next we will show that the ori­
gin is finite-time feedback stabilizable by such a PAFC V. 
The origin is an equilibrium point of the PAFC V by its definition. To show it 
is finite-time stable, let 0 C A/3 be any open neighborhood of the origin. Define a 
function 
X(a^l,y2) = ^>1(2:1,0,-^2) -V'2(a;b0,2/2)-
Fix xj > 0 so that V'l(®l50,0) > ^2(^b0,0). Then there is a 5 > 0 so that for any 
0 < y2 < 
1 for X € 
—1 for X G 1^ 2? 
«(x) = < 0 for X € /^3, 
1 for X G A'4, 
—1 for X G K^. 
|^l(xi,0,-j?2)-0(3:1,0,0)1 < 0(xi,O,O)-^>2(3:1,0,0) 2 
1^2(^1'0,0) - ^^2(^1'0,^2)1 < 0l(xi,0,0) -02(^1^0^0) 2 
Therefore, 
X(a:i,y2) = ^1(2:1,0,-^2) - ^>1(3:1,0,0)-FV'l(a:i,0,0) - ^>2(3:1,0,0) 
-1-02(2:1,0,0) - ^>2(2:1,0,^2) 
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> 0 
and x(0, y 2 )  =  ^ 1 (0,0, -j/2) - ^>2(0' Oj f2) = - ^ y 2  < 0-
This implies that there is Xj G (0,xi) so that x{^i^y2) — That is, 
01 (xi, 0,-^2) = V'2(4'0'2'2)- (4-8) 
Pick a smallest a;^ > 0 so that (4.8) is satisfied. 
Similarly there is a largest < 0 so that 
0l(x2,0,-^2) = •02(4'07^2)- (4-9) 
Moreover, 0i(x,O, —2/2) < V'2(^'0,?/2) for any x 6 (x2,X]|). Define 
S i y 2 )  =  {(3^b«2); 4 - - ®i' V'i(a;i,0,-1/2) < X 2 <  V'2(®b0,2/2)}-
All above shows that any integral curve starting in D S{y2) will hit in finite 
time, and any integral curve starting in fl S{y2) will hit K2 in finite time. Since 
any point starting in /iTj U K2 will hit the origin in finite time, we conclude that any 
point in S{y2) will hit the origin in finite time. 
On the other hand, it is shown above that S{y2) is a bounded neighborhood of 
th e  o r i g i n ,  a n d  c o n t i n u o u s  i n  ? / 2 -  T h e r e f o r e  b y  p i c k i n g  y  s m a l l  e n o u g h ,  S { y )  C  O .  
Moreover, by uniqueness of the solutions for analytic ODEs, it is easy to see that 
S{y) is positive invariant with respect to the PAFC V. Therefore, the origin is stable. 
That is to say, by the local coordinate transformation, that p is finite-time feedback 
stabilizable. This completes the proof of sufficiency. 
Suppose p is finite-time feedback stabilizable. We will show p is STLC. Note 
that the following statements are equivalent from the above proof: 
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(i) For any T > 0, p € intO'^j,{p). 
(ii) For any T > 0, p G int0^j,{p). 
Therefore it suffices to show that (ii) holds. If not, there is a T > 0 so that p ^ 
intO'^rp{p). Let {pn} <f. 0'^j,{p) be a sequence so that pn ^ p sis n oo. Then 
for any un EU with (p{tmpniun) = p, we have 
Let (T, (Tj, 72), {^5}SETI •> PAVF under which p is finite-time stable. 
Since T is locally finite, there exist a neighborhood of p and (J, K) £ N x N such 
that for any neighborhood W C U\ oi p, there are exactly J elements of and K 
elements of 7^ which intersect W. So there are only J vector fields defined on C/j. 
These are F = {^^,5" G T]^,5n 7^ 0}. For any 5 G F, ^ 0. Therefore, there 
exists a neighborhood U2 (lU\oip so that V^(a;) ^ 0 for any x Q.IJ1 and 5 G F. In 
other words, there exists a > 0 so that |V^(a:)| > a for any x G C/2 •S' G F. 
Let ^ ; C/2 —>• M be an absolutly continuous function satisfying W ( f ) { x )  =  s g n { V g { x ) )  
for any a: G 5 G F. Here the function sgn of a vector (uj,... ,vn) is defined to be 
sgn{vi,..., vn) = (•S5'n(ui),..., sgn{vn))- Such a function <f) exists since V is finitely 
piecewise analytic. Then 
in > T. (4.10) 
<l>{p) - <f>{pn) = <l> { v { i n , P n ) ) - ( l> { v { 0 , p n ) )  
> atn-
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So as n oo, in 0 since (j) is absolutely continous. This leads to a contradiction 
to (4.10). Therefore p is STLC. B 
4.2 Existence of Global Feedback Stabilization 
Theorem 4.2.1 A point p € M is finite-time feedback stabilizahle if and only ifp is 
STLC. Furthermore, if the condition is satisfied, then the domain of attraction of p 
by such a feedback controller coincides with -4{p}. 
PROOF. The first part of the theorem was shown in Section 4.1. We need to show 
that, if p is STLC, the domain of attraction of p by such a feedback controller coincides 
w i t h  A { p } .  
Now since p  is STLC, p  G  i n t { D )  for some control set D  with nonvoid interior. 
By Theorem 3.3.6, there exists a PAFC (T^, so that any 
point q  E  A { p }  can be steered to p  in finite time. 
On the other hand, we have shown in the proof of Theorem 4.1.3 that there 
is a PAFC (T^, defined on some neighborhood Q of p, 
satisfying 
1. = 0, 
2. Q is an invariant set of this PAFC, 
3. p is finite-time stable for such a PAFC. 
We define 
T = {5\G, 
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Ti = {S\(?, 
T 2  =  { S \ Q , S S T i )  
Vg, a S = S'\Q for some 5' G , 
/2 ir Q d 
% = 
if 5 e Tf 
^(9) = E^{g) for 9 €72-
Then it is easy to see that the quadruple (T, {^5)5^7^, JB) is a PAVF 
defined on A { p }  such that p  is finite time stable and any point q  6 A { p }  can be 
attracted to p in finite time. This completes the proof. • 
4.3 Feedback Stabilization Around a Periodic Orbit 
In this section, we will consider regular systes (3.1). Let 7(f) be a periodic orbit 
of i; = /(x) + UQFLR(A;) for some WQ 6 [—1,1], F be the orbit of 7(i) in the phase plane. 
We first define 
Definition 4.3.1 Let T be a peiodic orbit of a PAVF (T, F is or-
hitally stable if for any e > 0, there is a 6 > 0 such that for any /)(xQ,r) < S, 
p{(p{t,XQ),T) < e for all t > 0. 
We then have the main theorem of this section. 
Theorem 4.3.2 7 is orbitally finite-time feedback stabilizable by a PAFC if and only 
G intD for some control set D and some t > 0. 
PROOF. The necessary condition is obvious. We only need prove the sufficiency. Let 
^ = f  +  9  
B  =  f - g  
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Define T : —> K by T { x )  =  d e t { A { x ) , B { x ) )  where d e t { - , - )  is the determinant of 
a matrix. Now suppose 7(i) € intD for some control set D and some t > 0. This 
naturally implies that 7(it) G intD for all i > 0. 
We consider two cases. We first assume UQ G (—1,1). Since system (3.1) satisfy 
the Lie algebra condition, there is at least a p e F such that T(p) ^ 0. Notice that 
X"0(p) is a linear combination of the vectors A{p) and B{p). We conclude that A(p) 
and B{p) transverse F at p. WLOG, let A{p) point inside F and B{p) point outside 
F .  L e t  ^ ^ { t , p )  b e  t h e  t r a j e c t o r y  o f  A  s t a r t i n g  a t  p ,  ' ) Q { t , p )  b e  t h e  t r a j e c t o r y  o f  B  
starting at p. Pick a T > 0 so that for any 0 < i < T, A and B transverse at 
7^(—i,p) and 7jg(—i,p) respectively. Define 
^A = 0 < f < T} 
^B = {7JB(-<,p), 0 < i < r}. 
Then the PAVF is defined as 
^ = {S^, U Sb)} 
T2 = 0 
A 5 = 5^ 
II B S = SB 
otherwise. 
Then from the construction it is easy to show that F is orbitally finite-time feedback 
s t a b i l i z a b l e  b y  ( T ,  ( 7 j , 7 2 ) ,  E ) .  
Suppose WQ G {—1,1}. WLOG, let uq = 1. Then 7(i) is a periodic orbit of A. 
Since F G intD, pick p, g G intD to be any point in the outer and inner side of F 
respectively. By the planar bang-bang theorem, there is a Tj > 0 so that p q hy 
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bang-bang controls in a time no greater than Tj. Similarly, there is a r2 > 0 so that 
q phy bang-bang controls in a time no greater than T2. Since F is a trajectory of 
A, there exist two points ^(Pl) > 0 and T{p2) < 0. This implies 
that B{pi) transversely points outside F and B{p2) points transversely inside F. Pick 
a r > 0 so that for any 0 < t < T, B transverses A at 'f£{—t,pi) and 7^(—i,P2)-
Define 
^1 = 0 < ^ ^ 
^2 = {7b(~^'P2)' 0 < < < T). 
Then the PAVF is defined as 
T = Ti = {5i, 52, 1R2\(5iU52)} 
T2 = 0 
B S= Si 
Vs = { B 5 = 52 
A otherwise. 
Then from the construction it is easy to see F is orbitally finite time feedback stabi-
lizableby(T,(Ti,T2),F5,£;). • 
4.4 Examples 
Example (inverted pendulum). Consider an inverted pendulum on a moving 
cart (Figure 4.1). Here the pendulum is assumed to be rigid, and the cart is 
running on a frictionless surface. We derive the dynamics of the motion by the free 
body diagrams (see Figure 4.2 and Figure 4.3). 
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Figure 4.1: Inverted pendulum on a moving cart 
N 
P 
mc 
/ / / / } ' / /  /"/ / / 
Figure 4.2: Cart free-body diagram. 
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Figure 4.3: Pendulum free-body diagram. 
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Let r = / sin 0i + / cos Then 
f = I0(cos 01 — sin ^j) 
r = l9{cos 0i — sin 0j) 
+10^ {— sin 0i — cos 0j) 
Apply Newton's law to the direction perpendicular to the pendulum: 
N cos 0 — P sin 0 + Mg sin 0 = M10 + Mx cos 0. 
The moment equation about the center of mass is given by: 
PI sin 0 — N1 cos 0 = 10. 
Combine equations 4.11 and 4.12 : 
On the other hand, applying Newton's law to the cart, we have 
( y  +  M l ) 0  —  M g  sin 0  =  — M x  cos 0 .  
mcx — u — N 
— u —  { M x  +  M 1 0COS0 — M10^ sm0). 
Therefore, 
(M +  m c ) x  =  u  —  M 1 0  cos 0 + M10^ sin 0. 
Combining equations 4.13 and 4.14, we obtain 
cos 0 
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with constraints \9\ < ^ and u € \—p,p]. 
Define x = 0 , y = 0, and 
. , I , Ml o . 
^{x) = {— + I - -r-p- COS"^ x) 
^  ^  ^ M l  M  +  m c  
COS X /(®) = — 
M + rric 
Then equation (4.15) can be rewritten as 
/3(x)x = Hy 
P { x ) y  =  - H x  +  f { x ) u  (4.16) 
where |x| < 7r/2 and u  €  [ — / ? , / ' ] .  
To find out which points can be feedback stabilizable, we first cite the following result 
from [42]. 
Theorem 4.4.1 Consider x = X Q ( X )  + X I (x) U  with ~ ^ -^l(p) ¥" 0- U 
span{{ad^X Q ^X Y ){P )'', =  0 , 1 , . . . }  =  then the system (1.1) is small time local 
controllable at p. 
Now let X = Hy-^ — Hx-^1 Y = /^- It is easy to check that 
span {X, y, [X, y]}(x,?/) = 
for any point with |x| < 7r/2. On the other hand, 
[ h X ,  h Y ]  =  h ' ^ [ X ,  Y ]  +  h { X h ) Y  -  h { Y h ) X .  
Therefore, i f  h  >  0 ,  then the span of h X ,  h Y ,  and [ h X ,  h Y ]  is equivalent to the span 
of X, Y, and [X,Y]. Since ^{x) > 0 for all x, system (4.16) is STLC at (x,?/) if and 
only if (x,y) is a fixed point of (4.16). Then by Theorem 4.1.3, we have 
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Proposition 4.4.2 (XQJJ/Q) is finite-time feedback stabilizable if and only if{xQ,yQ) 
is a fixed point of (4-16). 
Next we will estimate the region of controllability under the constraints |x| < 7r/2 
and u G {—Pip]-
If II = -/3, then the dynamic equation of (4.16) reduces to 
^ { X ) X  =  H y  
P{x)y = -HI (4.17) 
where = H + f pf{x)dx. Since ^(x) > 0 for all x, the integral curve of (4.17) 
satisfies H^{x,y) = Ci where Ci is some constant. The fixed point of (4.17) can 
be found to be (iciO'^lo) ~ (arctan(—Similarly, when u = p, the 
0 0 integral curve of the resulting dynamics of (4.16) is H {x,y) = C2, where H = 
H- Spf{x)dx. The fixed point is given by (a;20,2/2o) = (arctan(^^^^^^p,0). For 
z = 1,2, can be regarded as an energy function with a kinematic energy 
rr , I . Ml 2 K=i—^ + l—— cos x)—. 
Ml M + mc 2 
At the fixed points, the kinematic energy is zero while its potential energy achieves 
maximum. 
To find the region of controllability, we do the following analysis. For x G 
(—7r/2, XJQ], the minimum velocity for the mass to go into (2:1072:20) value 
oi y > Q such that H^{x,y) > i/'^(x]^OiJ/lo)- maximum velocity for the mass 
not to leave (a:i0'®20) value of y > 0 so that H^{x,y) < H'^{x2Q,y2Q)- Once 
the mass stays in (a:i05®20)' appropriate u EU can be chosen so that the mass 
can be controlled to and stays at x = 0. Therefore, {(x,y) € M; a: 6 (—7r/2,a:io], 
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2/ > 0, H^{x,y) > H'^{xiQ,yio), H'^{x,y) < H'^ix20,y2o)} should be the subset of 
the domain of attraction of (0,0). 
Similarly, for x G [ici0'®20]' value of y for which (x,y) can be controlled to 
(0,0) satisfies: {y < 0, H^{x,y) < if^(a:io,yio)} > 0, H^{x,y) < H^{x20,y20)}-
For X G [0:20, ''"/2], the value of y for which (z, y) can be controlled to (0,0) satisfies: 
{y < 0, H'^{x,y) < H'^{xiQ,yiQ), H^{x,y) > H'^{x2Q,y2o)}- This completes the 
analysis of the controllability region.• 
/ \ / 
XI 
\ 
( \ 
-u{t) XI — Xc 
0 
Example (chemical reactor). The model of a well-stirred chemical reactor 
can be described by the equations [14, 37] 
XI — a(a:]^ — Xc) + Bh{l — a;2)e®l ^ 
— X 2  + i(l — X2)e^^ 
=  X o { x ) - u i t ) X i { x ) .  
Here is the temperature, X2 is the product concentration, Xc > 0 is the coolant 
temperature, and a, 6, B are positive technical constants. The control input u is 
the heat transfer coefficient, and the state space is M = (0,oo) x (0,1). For the 
numerical results below we have chosen Xc — 1.0, a = 0.15, b = 0.05, B = 7.0, and 
t/ = [-0.15,0.15]. 
We are going to find the set of points that are stabilizable by a piecewise analytic 
feedback controller. Using numerical algorithms developed in [23], we can numerically 
compute all control sets. And they are depicted in Figure 4.4, where DQ and D2 are 
invariant control sets and Di is a variant control set. The domain of attraction of 
variant control set Di is depicted in Figure 4.5. 
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Figure 4.4: The control sets DQ, Dj, and D2 of the chemical reactor model. 
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Figure 4.5: The domain of attraction of variant control set Di. 
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The set K of points p satisfying X^{p) = 0 for some u eU was computed as 
P 
( \ 
a 
\ 0.05e<^/(l + 0.05e") 
where a, depending on u, is any root of the transcendental equation: 
-1.15X + 0.15 - u{x - 1) + 0.35e^/(l + 0.05e®) = 0 
for some u E U. It is obvious that the set K lies on the one dimensional manifold 
{(xi, X2); 0.05(1 - X2)e^l = X2}. 
To find the points that are small time local controllable, we first compute the 
corresponding Lie derivatives of XQ and XI as follows: 
{ a < f i X Q , X i )  = (1-xi) — 
dxi 
= [ l  +  B b { l - x 2 ) e n { - 2  +  x i ) ] ^  +  { b - X 2 ) e ' ' l { - l + x i ) - ^  
{a(fXQ,Xi) = [{-1.15x1+0.15+ Bb{l-x2)e^^Bb{l-X2){-l-x-^) 
-(1 + Bb{l - X2)t^^ (-2 + xi))(-1.15 + 55(1 - X2)e^^ 
+Bbe'^l{2 - xi){-X2 + 6(1 - X2)e^i) 
-\-Bb'^e'^''lil-X2){-l + xi)] ^ 
dxi 
+[6xj(l — X2)e^^{—1-15x1 + + Bb{l — X2)e^^) 
-6(1 - X2)e®l • (1 + B6(l - X2)e''l{-2 + xj)) 
+6e®l (1 — x-^){—X2 + 6(1 — X2)&^^) 
+6(1 - X2)e^l(-1 + a:i)(l + 6e^l)]- ^ 
dx2 
One sees easily that for x  = (ij, ^ 2) e (0,00) x (0,1) with x i ^ l  the vector fields 
X\{x) and (ad^Xo,Xi)(x) span For xi = 1, the three vector fields [ad^XQ^Xi), 
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k = 0,1,2, span Therefore any point in K is small time local controllable. 
This implies that the set of points to which the system can be finite-time feedback 
stabilized by a PAFC is K. 
Even though all locally stabilizable points have been characterized, it is still 
unknown to the author how to calculate A{K) analytically. The numerical result 
was shown in Figure 4.4. 
Example (Takens—Bogdanov bifurcation). In this example, we are going 
to consider stabilizability around a periodic orbit. Note that the control systems 
X = y 
y = Aj -|- X2X + + xy + u (4.18) 
exhibits a controlled Takens-Bogdanov bifurcation [24] when u € [—p,p] for some 
small p > 0 and a pair of real parameters A]^, A2 near zero. Here we consider 
A]^ = —0.1, A2 = —1, and p = 0.014. Two controlled vector fields are X = 
+(A2 -|- + x'^ + ^y^'§y ^ ~ compute 
{aS>X, Y) = I 
(arfix.y) = 1 + 4 
Therefore, the Lie algebra condition (H) is satisfied. 
For the uncontrolled system, i.e. u = 0, there is an unstable periodic orbit. 
When applying a bounded control, we compute control sets as depicted in Figure 
4.6. By Theorem 4.3.2, we conclude that the unstable periodic orbit F can be 
d 
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0.9 
0.7 
0.5 
0.3 
-0.3 
-0.5 
-0.7 
-0.9 
Figure 4.6: Control sets of Takens-Bogdanov system. 
stabilized by a PAFC. And the domain of attraction A{'y) was numerically computed 
in Figure 4.6. The analytic result is still unknown to the author. • 
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5. ROBUST CONTROL DESIGN FOR ONE DIMENSION SYSTEMS 
In this chapter, we will consider one dimension systems. This is part of a joint 
work with R. Lai. Interested readers are referred to Robust control, stabilization and 
invariance of one-dimensional nonlinear systems. 
5.1 Problem Formulation 
Consider the nonlinear systems: 
X = f{x,w,u) in M (5.1) 
where 
M is one dimensional C°° manifold, hence C°° diffeomorphism to either 3?^ or , 
u € W = {« : 3ft —> U, measurable}, U is compact in and 0 € ini{U), 
tt' € = {w : 3ft —> V, measurable}, V is compact in Sft^* and 0 G int{V). 
We assume that 
(A) / is continuous in all three variables, 
(B) for all u G ZY, a; G and XQ G M, there is exactly one solution of (5.1) in 
Caratheodory sense [9] 
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(C) for all u E U, w E V, there are at most finitely many x with f{x, u, iw) = 0 
While the first two assumptions are easily understood, the last one is hard to 
see its implication at this moment. It will be explained later that under (C), we 
eliminate the possibility of meaning situations. Instead of (C), we can assume that, 
for all u e U, w £ V, [a,b] C 3?^, there are at most finitely many x 6 [a, 6] with 
f{x,u,w) = 0. Then all the conclusions that follow are also true, while such an 
assumption is weaker than (C) and may be applicable in real situation. 
To spell out the problems that need to be solved, we first introduce some nota­
tions and definitions. 
Definition 5.1.1 Given L = [a, 6], the system (5.1) is said to be stabilizable in L 
if for any XQ £ L, there is u £ U such that (i) the solutions <f{i,XQ,u,ij) are well 
defined for all w £ ft, (ii) (^(i,XQ,u,w) 6 L for all t >0, w E fi. And the system is 
said to be feedback stabilizable in L if there exists a measurable feedback F : M ^ U, 
such that the above two conditions hold when u is replaced by F. 
Definition 5.1.2 Given L = [a, 6], the system (5.1) is said to be stabilizable at L if 
there is e > 0, and for any XQ G B{L,e) there exists u EU such that (i) the solutions 
(p{t,XQ,u,(jj) are well defined for all w E€1, (ii) (/3(i,XQ,it,w) L as t ^ oo for all 
w EO,. And the system is said to be feedback stabilizable at L if there exist e > 0 and 
a measurable feedback F : M U, such that the above two conditions hold when u 
is replaced by F. 
Remark: Here V(^7 3:Q,u,a;) Last —> oo'means any limit points of (/?(f,XQ,u, a;) 
as i ^ GO are in L, and B{L,e) = {x e M; there is y E L with |x — y| < g}. By 
the definitions, we know the first one is concerned about the stabilization in L while 
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the other one is concerned about the controllability to L as well as stabilization in 
L. These concepts include, as a special case, stabilization in or at a point XQ G M, 
by setting L = {sq}-
We may now be ready to state the problems as follows: 
(1) Given /, U, and V, what are a and b oi L = [a, 6] so that the system (5.1) can 
be stabilized in L or at L, via open loop or closed loop? What is the maximal 
region from which system (5.1) can be controlled toward and stabilized at LI 
(2) Under what conditions, can we have continuous feedback law for above ques­
tions, or optimal feedback in some suitable sense? 
(3) Find the conditions under which the system can be feedback stabilized at a 
point. 
Before going into the details, we will conclude this section with an outline of 
our method. For each w E V,u E U, f{x,u,w) is a vector field on M. We know 
in higher dimensional case, such a question is usually asked whether there exists a 
subset of M which is invariant under the action of one parameter group of diffeo-
morphism associated with /. If there is, then we decompose the state space M into 
disjoint union of invariant submanifolds. Then we can restrict the system (5.1) on 
the invariant submanifolds and obtain the corresponding results on each of them. In 
one dimensional case, the only invariant sets are compact sets of M that are invariant 
for any u EU and w E For locally analysis purpose, points that are invariant (i.e. 
equilibrium points) under any u EU and w EQ. are of most interesting. And we like 
to single them out, and define the following regular and singular system. 
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Definition 5.1.3 A point x* is called a singular point if f{x*,u,w) = 0 for all 
w £ V,u E U. Otherwise it is called regular point. A singular system is a system 
having singular points, otherwise it is called regular system. 
Now under assumption (C), each system has only finite singular points. Hence, to 
solve the above problems for each system, it needs only to combine the results for 
regular systems and results for singular systems. We next proceed in this way. 
5.2 Feedback Controllability and Stabilizability 
A nature way of looking into this subject is to extend those concepts and theories 
discussed for the unperturbed control systems. So a heuristic arguement is to make 
the behavior of the system uniform in the perturbation under the appropriate control. 
And we will justify this step by step in the following. 
Definition 5.2.1 A subset E of M is called a uniform control set of system (5.1) if 
(i) \/x,y E E,3u E U, so that y £ Cl(p{-,x,u,w) for all uj G 0, (ii) Vx 6 G W 
so that ip{t,x,u,w) E E for^t > 0 and Vw E fi. (Hi) E is maximal with respect to 
the above two properties. 
You can see the definition is an analog to the definition for control sets [18]. The 
only difference is that the uniformity in w is assumed here. Such a definition is liable 
to be the part in characterizing system (5.1) with regard to the underlined problems. 
In practice, we do need the uniformity in w under the control u EU so that one point 
can be steered to another point in robustness. The existence of such an object in our 
setup will be investigated in next section, and is shown to be identical to uniform 
feedback control sets defined below. 
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Definition 5.2.2 A subset D of M is called a uniform feedback control set of system 
(5.1) if (i) Va:,y G D, there exists a measurable function F : M U, so that 
y £ Cl(p{-,x,F,w) for all u E ft, (ii) Vx £ D, there exists a F : M ^ U so that 
(p{t,x, F,w) € D for\/t > 0 andyu! 6 Cl. (Hi) D is maximal with respect to the above 
two properties. 
From the definition, we know a uniform feedback control set is connected, hence an 
interval. However, the openness or closeness is not guaranteed in general. From now 
on, let D be the union of all uniform feedback control sets. Also for fixed u E U, 
let Du be the control sets [11] of the resulting system (5.1) with w as control. 
For fixed w 6 V, let Dw be the control sets of the resulting system (5.1). Denote 
D = r\uEU^u-
Definition 5.2.3 
:= {x G M;3u G U,so that f{x,u,w) > 0,\fw G V } 
R~ := {x G M;3u G U,so that f{x,u,w) < 0,\/w G V } 
;= {x G M; 3w G U,so that f{x,u,w) = 0,V^^; G V } 
Lemma 5.2.4 and R~ are open, R+r\D = $, R-r]D = <ll. 
PROOF. For any xg G i?"'", there is UQ E U so that f{XQ,UQ,w) > 0 for all w EV. 
We'll show that there exists a neighborhood 0(XQ) of xg in M such that /(x, uq, w) > 
0 for all X G 0(XQ), W E V. If this is false, then there is a sequence {(xn,t/0'^«)}i° 
such that f{xn,UQ,wn) < 0 and Xn —> xg, as n ^ oo. Hence f{xQ,UQ,WQ) < 0 for 
some WQ E V, which contradicts the fact /(xo,uo,^«o) > Therefore 0{XQ) C R^, 
whence i?"'" is open. Similarly R~ is open. 
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For any x E D,we have x E Du for all u € J7. By [11], we know there are wi,w2 € V, 
which may depend on u, such that f{x,u,wi) > 0 and f{x,u,W2) < 0. Therefore 
X  ^  i ? +  a n d  X  ^  R - .  H e n c e  R + H D  =  D ,  R ' H D  =  $ .  U  
Using the defined notions, one immediate consequence is that R"^ (JR~ \JD = M 
holds for both regular and singular systems. And could intersect all above three 
sets. For singular systems, let S be the collection of all singular points. Then obvi­
ously S C R^. 
Lemma 5.2.5 R^ f\R~ — int{D) 
PROOF. Let XQ G R '^ FL-R"- We know from the proof of last lemma that there are 
ui,U2 6 U and e > 0, such that for any x G (XQ — £,XQ + e), f(x,ui,w) > 0 and 
f(X,U2,w) < 0 for all w € V. Therefore (XQ — £, XQ + E) C JD whence XQ G int{D) 
and R^ fl-R"" C int{D). 
Conversely, suppose XQ G int{D) but XQ ^ WLOG, let XQ ^ R"^. Pick 
2/1:2/2 ^ int{D) with J/J < XQ < y2, then we know there is a measurable function 
F : M U so that the system x = /(x, F{x), w) will steered j/j to ?/2 for all w 6 ft. 
From the assumption above, there is IUQ G V so that /(XQ, F(XQ),IUQ) < 0. Take 
w{t) = TOQ, then the system x = f{x,F{x),WQ) won't drive yi through XQ to ?/2, 
which leads to a contradiction. Therefore, int{D) C R"^ D-R"- ® 
One of the examples that D strictly includes i?"'" fl R~ is given as follows. 
Consider x = —x + uw + 2u" with U = [—1,1] and V = [—1,1]. Then we had 
R+ = (-co, 1), R = (0, oo), but the uniform control set is D = [0,1]. 
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It is also easy to show that D C fliygy D could be a proper subset 
of Dw Consider example: x = x uw 2iP' with U = [—1,1] and V = 
[—1,1]. Then the uniform feedback control set was computed to be (—1,0), while 
-  (~2,0) .  
Now we are ready to solve the problem (1). 
Theorem 5.2.6 Given L = [a, b]. If a E CIK^, b E CIR~, then there is a continuous 
feedback F : M U that stabilize the system (5.1) in L. 
PROOF, a E CIR^ imphes that either a E or A G dR^. Suppose a E dR^. 
Then there is a sequence C with lima^ = a. Let C U he a, 
sequence such that f{an,un,w) > 0 for all w E V. Since U is compact, there is a 
subsequence of {^n}^ with {an^iUji^ (o,u) for some u E U. Then 
we claim f{a,u,w) > 0 for all w E V .  If not, there is iuq 6 V with f{a,u,WQ) < 0. 
Then it implies f{o,n^iUnj,tWQ) < 0 for fc large enough because of the continuity 
of /. Hence it makes contradiction. Together with the case that a E R^, we have, 
a 6 CIR^ implies that there is ua E U such that /(a, «a, iw) > 0 for all w E V. 
Similarly, b E CIR~ implies that there is E U such that f{b, ittw) < 0 for 
all w E V. Now let : M ^ be any continuous function satisfying F{a) = ua, 
F{b) = u^. Then such an F stabilize the system in L. • 
Notice that the converse of this theorem is not true in general. As you can see 
from the proof of the theorem, it is clear that, to stabilize the system in L, it is 
sufficient and necessary to have UI E U and U2 E U such that F{A,UI,W) > 0 and 
f {b ,U2 ,w)  <  0  fo r  a l l  w E  V .  
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Let 
J'^(X) := {x < a; (a;,a) C i?''"}, 
I~{L) := {x>6;(6,x)Ci?-}, 
A{L) := I+{L)[jl-{L)\jL. 
then we have the following theorem. 
Theorem 5.2.7 Consider the regular system (5.1) and L = [a,6]. The system is 
feedback stabilizable at L iff there is e > 0 so that for all 0 < S < e, a — 6 E , 
b + 8 E R~ • Furthermore, the maximal region from which the system can be feedback 
controlled and stabilized at L is A{L). 
PROOF. Suppose system (5.1) is feedback stabilizable at L by F and e as given in 
the definition. Then for any 0 < 5 < e, let u = F{a — 6), then f{a — S,u,w) > 0 for 
all 10 € V" from the proof of lemma 5.2.5. Hence a — 6 E Similarly b + 6 E R~. 
Conversely, let e > 0 such that for all 0 < ^ < e, a — ^ and b + 6 E R~ • 
T h e r e f o r e ,  J + ( i )  ^  0  a n d  J - ( X )  ^  0  w i t h  ( a  - 6 , a ) c  ( 6 ,  b  +  S ) c  
We now proceed to construct a measurable F : M ^ U such that for any initial 
point in A{L), the solution of x = /(x, F{x), w) approaches L for all w E For any 
X E = (a~,a), there is ux E U so that f{x,ux,w) > 0 for all w E V. As 
shown in the proof of lemma 5.2.4, there exists a neighborhood 0{x) of x, such that 
f{y,ux,w) > 0 for y E 0{x) and w EV. Then would be an open 
cover of [a" -f i, a — i] for any large positive integer n. Hence for any large n, there 
is a finite subcover of [a~ + ^ , a — from Therefore, there is a 
countable subcover {0{xn)}^—i of (a~,a). Rewrite (a~,a) = such 
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that K{ x n )  C 0{ x n )  be pairwise disjoint interval. Define F on { a ~ , a )  by F{ x )  =  U n  
for X 6 K{xn)- Similarly we can define F on X~{L) = (6,6"'"), and defind F on L 
as that constructed in the proof of theorem 5.2.6. Then such an F : M —> U will 
achieve our goal. • 
One immediate similar consequence for singular is given as follows, with the 
proof analogous to the above one. 
Corollary 5.2.8 Consider singular system (5.1) and let x* be a singular point. The 
system is feedback stabilizable at x* iff I'^{x*) ^ 0 and I~{x*) ^ 0. And the 
maximal region from which the system can be feedback stabilized at x* coincides with 
A{x*}. 
Remark: From the proof, we know that a piecewise constant feedback always exists. 
To get a continuous feedback we have the following proposition analogous to [17]. 
For a proof, consult that paper. 
Proposition 5.2.9 Given L = [a, 6]. Define 
=  { { u , a )  € U  X  { a } - , f { a , u ^ w ) > 0  f o r  a l l  w  e V }, 
= {(u, b) E U X {a}; /(6, u,w) <0 for all w £ V}, 
Z'^ = {{u,x)-, f{x,u,w) > 0 for all w E  V}, 
Z~ = { { u , x ) \  f { x , u , w )  < 0 f o r  a l l  w  E  V}. 
Let T T  : U X  M —y M be the coordinate projection onto the second component. The 
the system is stabilizable at L via continuous feedback in A{L) iff there exist 
(1) a continuous path 7"^ : [0,1) —>• 2"!" with 7r7"'"(0) = inf^(L), 7"f-(l) e 
and 7r7"^(5]^) < 7r7"'"(s2) for 5]^ <52-
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(2) a continuous path 7 : [0,1) —> Z with ir-y (0) = sup^(i), 7 (1) £ Z^, 
and ir'y~{si) < tt^~{s2) for sj > 52-
(3) 7~'', 7"" are continuous at s — 1. 
Example 5.2.10 Consider the system x  =  — x { x  —  0.5)(x — 1.5)(a: — 2) + u w  +  2 u ^  
with U = [—1,1] and V = [—1,1]. By computation, it is easy to shown that the 
uniform feedback control set D = (—0.3,0)U[0.5,1.5) U[2,2.3], i?"'" = (—0.3,2.3), 
R~ = (—oo,0)U(0.5,1.5)U(2,00), and Z> = 0, as depicted in Figure 5.1. The arrow 
there means the region that can be feedback controlled in the corresponding direction. 
Suppose L = [2,2.3] is the region that we like to stabilize by feedback. Then the 
maximal region from which the system can be feedback stabilized and stabilized at 
L is (—0.3,00), of which I'^(Z-) = (—0.3,2) and T~{L) = (2.3, 00). And one of the 
feedback functions F to achieve the goal is given in Figure 5.2. • 
Now we turn to answer the third question, i.e. feedback stabilization at a point 
XQ G As explained in the previous section, feedback stabilization at a point 
XQ S M is a special situation of feedback stabilization at an interval L, when L 
shrinks to a point. Therefore all the conclusions concerning the stabilization above 
can be carried over to this special case by just heuristic reasoning. 
Suppose F is such a measurable feedback function that stabilize the system at 
{XQ}. Then the system starts at XQ should stay in xg all the time. This suggest 
that f{xQ,F{xQ),w) = 0 for all w E V, which necessitates XQ G bP. Notice that 
for singular systems, all the singular points satisfy this condition trivially, that is, 
X* 6 for X* being a singular point. 
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Figure 5.1: This picture shows the uniform feedback control set D, R^, R~, and 
D for the system x = —x{x — 0.5)(a; — 1.5)(a; — 2) + uw + 2u^ with 
U = [—1,1] and V = [—1,1]. The horizontal axis is the state space of 
And the shaded areas are those sets. The arrows mean that the 
corresponding regions can be feedback controlled in that direction. 
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Figure 5.2: This shows the feedback function F to stabilize the system 
X = —x{x — 0.5)(a: — 1.5)(a: — 2) + uw + 2u^ with U = [—1,1] and 
y = [-1,1] at L = [2,2.3]. 
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Theorem 5.2.11 System (5.1) is feedback stabilizable at XQ iff there exists £ > 0 so 
that (xQ ^ > (®0'®0 + ^ ^ 
PROOF. Such a statement is an analog of that in theorem 5.2.7 and corollary 5.2.8 
. Refer to theorem 5.2.7 for a proof. • 
Corollary 5.2.12 System (5.1) is feedback stabilizable atxQ implies thatxQ E HD. 
PROOF. Suppose the system (5.1) is feedback stabilizable at XQ by F. From the 
above theorem, XQ G and (XQ — XQ) C R'^, (XQ, XQ + E) C R~ for some E > 0. 
Then XQ E CIR"^ and XQ G CIR~. If XQ G ^ ^ 
XQ ^ jR~, then XQ € C?(/J(-,XQ + ^,F,w) for all w E Q. So XQ 6 D and XQ is a 
boundary point of D. Similarly if XQ G R~ but XQ ^ R"^, XQ G D. Finally, if 
XQ ^ i?"'" and XQ ^ i?~, we know from above that XQ G Cl(p{-,XQ + ^,F,W) and 
XQ G C/<J5(-,XQ — ^^F^w) for all w E Then XQ E D and it is a one-point uniform 
control set. All in all, XQ G B 
An example that XQ G R^ is necessary for stabilization is given as follows. 
Consider x — x + uw + 2u^ with U = [—1,1] and V = [—1,1]. We know R^ = 
(—l,oo), R~ = (—oo,0), and R^ = {0}. int{D) = R"^ f]R~ = (—1,0), however no 
point in (—1,0) can be feedback stabilizable. 
An immediate consequence of theorem 5.2.11 is that, if XQ G il®n^'^^(-D) for 
some uniform feedback control set D with int{D) ^ 0, the system is feedback stabiliz­
able at XQ. Whereas, XQ G fl-D doesn't imply the system is feedback stabilizable 
at XQ in general, consider again x = x-{-uw-\-2ij?' with V = [—1,1] and U = [—^, ^ ]. 
Then = {0}, R"^ = (0, oo), R~ — (—oo,0) and D = {0}. Now 0 G but 
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it cannot stabilized by theorem 5.2.11. Also notice that 0 is not a singular point. 
5.3 Feedback vs. Open-loop 
So far we have investigated the controllability and stabilization under feedback 
laws. One of the remaining interesting questions is whether the feedback controlla­
bility is equivalent to the open-loop controllability in our one-dimensional settings, 
i.e. whether D = E holds. 
Theorem 5.3.1 Given XQ < J/Q, A:Q,YO £ If system (5.1) can be controlled from 
XQ to yQ via feedback F, then the system can also be controlled from XQ to T/Q by some 
u{t) G U. 
PROOF. Consider x = f{x,F{x),w), w E Let K{x) = f{x,F{x),w). 
Let (p{t) be the integral curve of i = Ki^) with yj(0) = XQ. Then we know from the 
hypothesis that J/Q = <p(T) for some T € (0, oo). Now let u(t) = F((p(t)). For any 
< > 0 and X £ M, 
f(x, u(i), w(t)) = f(x, F(ip(t)), w(t)) > min f(x, F((p(t)),w) (5.2) 
wev 
Since (p{t) is the integral curve of i = K{x) = min^^y/(x,F(x),it;), it is also 
the integral curve of a; = f{x,F{(p{t)),w). Combine this with (5.2), from 
the comparison theorems [9] we have that for any w{t) G 0, the solution of i = 
f{x,u{t),w{t)) will transport XQ to J/Q. H 
Theorem 5.3.2 Given XQ < J/Q, XQ,?/Q G M. If system (5.1) can be controlled from 
XQ to yQ by some u{t) G U, then this can also be done by some feedback function F. 
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PROOF. It suffices to show from lemma 5.2.5 that for any p 6 (SQJJ/O)' P ^  
For any s, let K{x,u{t)) = min^^y f{x,u{t),w) and (p{t) be the solution of 
X = K{x,u{t)) with v?(0) = XQ, ^{t') = VQ for some t' < oo. 
Define T{x) = inf{f > = x} for x € (zg^yo)- Then we know T{x) is 
strictly increasing lower semicontinuous function. On the range of T, we can define 
T~^. Then from the definition of T, we have T~^{t) = (p{t) for t 6 range{T). 
Therefore, tp{t) is the solution of i: = K{x,u{T{x))) for t 6 range{T). Notice that 
0,T'(p),i' G range{T) and p e (<^(0), v(<')). Then we have K{p,u{T{p))) > 0. Hence 
f{p,u{T{p)),w) > min f{p,u{T{p)),w) = K{p,u{T{p))) > 0 
WQV 
for all to G V. • 
Corollary 5.3.3 For system (5.1), uniform feedback controllability is equivalent to 
uniform controllability. Particularly, D = E. 
As to stabilization at a set L for system (5.1), an analogous question to the 
above kind can be raised. Namely, is the feedback stabilization equivalent to open-
loop stabilization for system (5.1)? Such a question is now being discussed over the 
control literature for systems of the form: x — f{x, u). And it is well known that even 
for higher dimensional systems, the feedback stabilization of the system implies the 
stabilization by open loop controls, even though the converse is not true in general. 
When any disturbance is presence in the system, is there any similar arguement like 
this? 
Now let us still consider system (5.1). From the construction of the feedback 
in the proof of theorem 5.3.2, we know immediately that stabilization by open loop 
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controls implies the stabilization by some feedback controls. The converse is not true, 
as it will be explained in the next example. 
Example 5.3.4 Consider x = —x + uw + 2\u\ with U = [—1,1] and V = [—1,1]. 
Then by computation, we have = (-co, 1) and R~ = (0, oo). Let L = [j, ^ ], by 
theorem 5.2.7, we know the system can be feedback stabilized at X, and the maximal 
region from which the system can be feedback controlled to and stabilized at L is 
On the other hand, when solving the equation, we have 
^{t) = e -t e^(«u; + 2|til)ds + xo^ 
where XQ is the initial point. Suppose XQ = 0 and there isu EU that can stabilize the 
system at L. Then, for w = sgn{u), (p{t) = e~^ /Q e^-3|u(5)|c?s. And such a trajectory 
should stay in L after some time long enough. That is, e~^ /Q e'® • 3|it(5)i£?s < j for 
some Tj < oo and all t > Ti- Hence 
,-t n 2 
e J • \u{s)\ds < - ioTt>Ti 10 
On the other hand, let w = —sgn{u)^ then (p{t) = JQ •|u(5)|c?5. Hence similarly. 
e ^ / e"® • |it(s)|ds > - for some T2 < oo and t > T2 
«/u ^ 
which leads to a contradiction. Therefore there is no « G W such that the system can 
be stabilized at L by uM 
From this example, we can see that the feedback stabilization does not imply the 
open-loop stabilization. Under what conditions can this be true? 
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Given L = [a, b]. Consider the feedback system of (5.1) 
X  =  f { x , F { x ) , w { t ) )  in M (5.3) 
where w { t )  €  f i .  Define M ( x )  =  m a x ^ ^ y  f ( x , F ( x ) , z v )  and m ( x )  =  min^^y 
f{x,F{x),w). Let and ipm{t) be the solutions of equations x = M{x) and 
x  =  m ( x )  respectively with the same initial values. Then we have the following 
consequence. 
Proposition 5.3.5 If system (5.1) is stabilized at L by feedback F, and for any 
i > 0, any x G A(L), 
f(x,F(cpM(i)),M*)) > f(^,F((pm(i)),w(t)), 
then the system can be stabilized at L by some u EU. 
PROOF. Notice that for any I,a;, 
max /(i, F(vPjj^(f)), i«) > /(a;, F { i p j f ^ { t ) ) ,  w { t ) )  >  f { x ,  F { i p m { t ) ) ,  w { t ) )  
w£V 
>  m m f { x , F { i p m { t ) ) , w )  
WGV 
Now and ipm(t) are also the solutions of equations 
X = max f{x,F{(p][^{t)),w) and 
WEV 
X = min f{x,F{(pm{t)),w) 
WEV 
respectively. And they will stay in L after some finite time by the assumption. Take 
u{t) = F{(pm{t))- Then, by the comparison theorem [9], the solutions of the system 
X = f{x,u{t),w{t)) will be bounded by ip][f{t) and </?m(^) for all i > 0 and all 
w{t) 6 n, hence the system is stabilized at L for all w{t) 6 0. • 
72 
One is interested in the situation that f{x, u, w) is affine in u and w. That is to 
consider the system, 
m  P  
X = Xo(x) + Y, + Z) 
i - 1  j = l  
on all the same assumptions as those of system (5.1). Then indeed, feedback sta­
bilization implies the open loop stabilization under some easier to check conditions. 
More generally, we have 
Corollary 5.3.6 Given L = [a, 6]. For systems of the type x = f(x, u, w) = g{x^ u) + 
h{x, w), suppose it can he stabilized at L by feedback F and g{x, F{y)) is increasing in 
y € A{L) for any x E A{L). Then the system can be stabilized at L by some u Eli. 
PROOF. Using the setup as those defined in the previous proposition. Then by the 
previous proposition and the fact that ^]\^{t) > ^m{t) for all t >0, the conclusion 
can be justified trivially. • 
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6. CONCLUSION 
In this dissertation, we considered feedback controllability and stabilizability 
of nonlinear control systems. Some new notions and theorems on these issues are 
obtained. Particular attention is paid to the global feedback design and analysis. 
Even though a constructive statement and proof about stabilization in high dimension 
is not yet available, a complete treatment for two dimensional systems is studied 
thoroughly. However, we found that it is very hard to go from two dimensional to 
three dimensional cases. Much of the difficulties are due to little knowledge about 
nonlinear dynamics. We point out some of the work that needs to be done in the 
near future. 
• For two dimensional systems, obtain a more constructive feedback design by 
just maneuvering the vector fields. 
• For higher dimensional systems, prove or disprove that STLC is an if and only 
if condition for the existence of a PAFC to stabilize a point. 
• For two dimensional control systems with disturbance, obtain an analog of 
notions and theorems developed in Chapter 5. 
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