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Abstract
We follow the line of using classifiers for two-sample testing and propose several tests based
on the Random Forest classifier. The developed tests are easy to use, require no tuning and are
applicable for any distribution on Rp, even in high-dimensions. We provide a comprehensive
treatment for the use of classification for two-sample testing, derive the distribution of our
tests under the Null and provide a power analysis, both in theory and with simulations. To
simplify the use of the method, we also provide the R-package “hypoRF”.
Keywords: Random Forest, Distribution Testing, Classification, Kernel Two-Sample Test, MMD,
Total Variation Distance, U-Statistics
1 Introduction
We revisit an old idea, originally introduced in Friedman (2003), to employ binary classifiers as
a tool for two-sample testing. More precisely, we propose to use this idea in conjunction with
the Random Forest (RF) algorithm developed by Breiman (2001), to construct a two-sample test:
Given two independent samples on Rp, (X1, . . . ,Xn) and (Y1, . . . ,Yn) sampled independently
and identically (iid) from probability measures PX and PY respectively, we want to test
H0 : PX = PY , HA : PX 6= PY .
For p = 1, two-sample Tests for a shift in mean are a classical tool in statistics, ranging from the
t-test (Gosset, 1908) to distribution-free tests like, Wilcoxon (1945). This framework was further
developed also for p > 1, in e.g., the classical Hotelling two-sample test originating in (Hotelling,
1931), or several generalizations proposed recently in Marozzi (2016).
The last decade saw the arrival of general two-sample tests. In this case, not only the distribu-
tions PX , PY are arbitrary, but also the possible differences under the alternative are not specified.
Thus, while more classical tests assume that PX , PY are arbitrary, but equal up to a location-shift,
these tests ask the question, is there any difference between PX , PY ? In particular, two-sample
tests based on kernel methods, as developed for example in Gretton et al. (2012a), Zaremba et al.
(2013), Zaremba et al. (2013), Chwialkowski et al. (2015) and Jitkrittum et al. (2016), solve this
problem from a theoretical perspective in an elegant and satisfying way: The difficulty of a general
two-sample test that has power for all possible distributions is the difficulty of, at least implicitly,
defining a metric on the space of all probability measures on Rp. As demonstrated in these papers,
for a certain class of kernels, their respective test statistics define metrics on the space of proba-
bility measures. This makes it possible, at least for ever larger sample sizes, to detect any kind of
difference between PX , PY . Moreover, the kernel approach circumvents the difficulties associated
with other methods, once the dimensionality p grows larger as the sample size, as demonstrated
in Gretton et al. (2012a).
In this paper, we strive to keep some of these desirable properties, but develop a test for
which no kernel needs to be defined. As a consequence, while achieving similar theoretical results
require strong assumptions on the Random Forest classifier, it provides an extremely flexible and
powerful method, even for high dimensional data.1 Using our proposed framework allows the use of
powerful and simple tools from binary classification, as presented in great detail in Devroye et al.
(1996). Accordingly, much of our analysis will be based on Devroye et al. (1996), simply adapted
for our purposes. In extension, one is also able to use the myriad of results in Reid and Williamson
(2011).
The ease of use of classifiers for two-sample testing has been noted a few times since the first
mentioning of the idea and it seems even more pronounced if the classifier used is a Random
Forest; as RF are known to have a remarkably stable performance (see e.g. the extensive work
of Ferna´ndez-Delgado et al. (2014)) no special tuning is necessary for our method. Moreover, the
use of RF makes our method especially powerful in a setting, which so far was difficult for two-
sample tests: As explored in Ramdas et al. (2015) and mentioned in Chwialkowski et al. (2015),
the two-sample problem is difficult when PX , PY are high dimensional, but only differ for a few
dimensions. However, it is well-known that this situation is exactly one where Random Forest
thrives. Moreover, as already described in Lopez-Paz and Oquab (2017), it is possible to calculate
an importance measure indicating which dimension was decisive in the decision of the Random
Forest. This is explored in Section 7.
Our proposed testing procedure is similar to the general framework of Lopez-Paz and Oquab
(2017), though it was worked out independently. While Lopez-Paz and Oquab (2017) describe
the basic test and intuitions well, provide a small theoretical analysis and a wealth of interesting
applications and ideas, we focus more on working out theoretical aspects of the proposed testing
procedure, as well as simulation studies in more traditional distribution testing contexts. In
that context, we develop an analysis for general classifiers that shares some similarities with
Ramdas et al. (2016), whose focus rested on Linear Discriminant Analysis (LDA). In addition,
while the most basic version of the test is conducted using a split in training and test set, we
1This performance can be explained in part, because the Random Forest implicitly learns a kernel, as treated
e.g., in Scornet (2016). This idea is not the focus of this current work, but will be briefly studied in Section 8.
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also study theoretically appealing and powerful new versions of this test, by using the theory of
U-statistics and the out-of-bag (OOB) error. The latter is naturally associated to Random Forests
as introduced by Breiman (2001) and is usually calculated “on the fly” in implementations, see
e.g., Wright and Ziegler (2017).
Finally, this work should also serve as a gateway to make this powerful kind of testing procedure
more available and widespread. As we will mention a few times throughout the paper, classifier
like Random Forest learn a kernel on the fly and are thus easily applied to a potentially even wider
range of situations than the tests using a fixed kernel. To this end a small R-package is provided,
termed “ hypoRF”.
The paper proceeds as follows. Section 4 describes the testing framework and derives the exact
distribution under the null of a first proposed test. Section 5 makes the link from classification
to metrics on the space of probability measures, an analysis which will provide arguments for the
efficacy of the classification approach for two-sample testing. It also provides a theoretical power
analysis of the basic test based on this analysis. Section 6 introduces two more computationally
intensive tests and provides a similar power analysis. Section 7 presents a simulation based power
study for a variety of different scenarios. In doing so, we will flesh out two main origins of
differences between distributions that might be decisive in deciding what method to use. Section
8 concludes, and discusses extensions of the method with further points to consider. The appendix
gives proofs and a short overview about Random Forest.
2 Problem Set-up and Notation
We assume to encounter a collection of Rp-valued random vectors X1, . . . ,Xn and Y1, . . . ,Yn,
such that Xi
iid∼ PX and Yi iid∼ PY , where PX and PY are some Borel probability measure on Rp.
The two samples are themselves assumed to be independent. We want to test
H0 : PX = PY , HA : PX 6= PY . (1)
Given these iid samples of n vectors, we label each Xi as 1 and each Yi as 0 to obtain the data,

1 X1
...
1 Xn
0 Y1
...
0 Yn,


. (2)
To make this more precise, we rename our variables as Zj, j = 1, . . . , 2n, so that for all i = 1, . . . , n,
Xi = Zj for some j = 1, . . . , 2n and similarlyYi = Zj for some j. Thus we observe an independent
sample of random vectors D2n = (ℓi,Zi)
2n
i=1 on R
p+1, where ℓi is either zero or one.
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3 Contribution
In this paper, we propose fitting a Random Forest classifier toD2n. This results in a discrimination
function g(·,D2n) : X ∪Y → {0, 1}, which we will use to perform the test in (1). Our contributions
are as follows:
(A) We embed what we call the “Binomial” test in Algorithm 1 into a rigorous framework. This
test is the basic application of the original idea in Friedman (2003) and was proposed in sim-
ilar form recently in Lopez-Paz and Oquab (2017), for general classifiers, and Ramdas et al.
(2016) for LDA.
(B) We develop two more refined versions of the above tests, making use of the OOB error. One
test is intended mainly for theoretical purposes and is based on the theory of U-statistics.2
The other, designated “hypoRF” test, is of a more practical nature and uses a permutation
approach to approximate the distribution of the test statistic under the Null.
(C) We study the distribution under H0 and obtain theoretical results on the power of some
of the proposed tests and compare it to existing results in the literature. We thereby
also providing some insight into the difference between our method and the MMD from
Gretton et al. (2012a).
(D) We conduct an extensive simulation analysis, comparing our tests to some state-of-the-art
kernel methods. As will be seen, this power analysis suggests a divide between alternatives
that show a change in the dependency structure between PX and PY and alternatives where
the difference in PX to PY can be detected marginally.
(E) We provide the code of the above experiments along with the R-package “hypoRF” to
facilitate the use of our tests (see https://github.com/hedigers/RandomForestTest).
The experiments in Section 7 not only showcase the power of our method, but also the one
of the classic MMD test from Gretton et al. (2012a). They also suggest that for a change in
the overall dependency structure, the MMD is the preferred method, while for the detection of
marginal changes the hypoRF test should be used.
4 Theoretical Framework and Basic Tests
Random Forests are themselves random classifiers consisting of T (random) trees. Following
Breiman (2001) it is standard practice to associate to the jth tree a random object θj, being an
iid draw from random object θ. Thus the randomness in a forest is described by the iid collection
θT = (θ1, . . . , θT ). This entails the random bootstrapping of each tree of the dataset D2n, as
well as the randomly chosen dimensions considered at each split point of the tree. The result is
a classifier z 7→ g(z,D2n,θT ), which for each z in the sample space is a majority vote over the
2Though a practical version of this test is discussed in Appendix D.
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labeling provided by each single tree. For ease of writing, we generally assume that the number
of trees T goes to infinity, such that the classifier based on a dataset of size 2n becomes,
g(z,D2n) := lim
T→∞
g(z,D2n,θT ).
By the law of large numbers, this limit is defined almost surely and
g(z,D2n) = E[g(z,D2n, θ)|D2n],
i.e. the expected value with respect to the random element θ. This was already described by
Breiman (2001) and is commonly used in studies of Random Forests, see e.g. Biau and Scornet
(2016) and the references therein. Except for Section 6, considering the case when T → ∞
is simple convenience, and a finite T will not change the subsequent theory. Assumptions on
expected values and probabilities, will then simply be over (θ,D2n) instead of D2n. In practice,
the additional classifier randomness seems negligible already for a reasonable amount of trees, say
up to 400, at least for lower dimensions.
Turning back to the two-sample problem, our first test is based on the estimated out-of-sample
error of the trained Random Forest, obtained by splitting the data into training and test set, as in
Ramdas et al. (2016) and Lopez-Paz and Oquab (2017). Thus, let 2n be the overall sample size,
ntrain < 2n the number of training points and mn = 2n − ntrain the number of test points. For
this training set of size ntrain and test set of size mn, we then calculate
Lˆmn =
1
mn
mn∑
i=1
I{g(Zi,Dntrain)6=ℓi},
where I{g(Zi,Dntrain)6=ℓi} takes the value 1 if g(Zi,Dntrain) 6= ℓi and 0 otherwise. Lˆmn serves as an
estimate for Lntrain, the true unknown generalization error for a given dataset:
Lntrain := P (g(Z,Dntrain) 6= ℓ|Dntrain).
As will be discussed later, and is treated in Devroye et al. (1996), E[Lˆmn |Dntrain ] = Lntrain , i.e.
conditional on the data, the out-of-sample error is unbiased.
If there is no difference in the distribution of the two groups, it clearly holds that3
P (ℓi = 1|Zi) = P (ℓi = 1) = 0.5,
in other words, ℓi is independent of Zi. Indeed, under H0 this is the Bayes error L
∗, the min-
imal error possible if the conditional distribution of ℓ given Z was fully known. In general, we
denote with z 7→ g∗(z) the Bayes classifier, g∗(Z) = I{E[ℓ|Z]≥1/2}, as described for instance in
Devroye et al. (1996). It is the theoretically ideal classifier, with minimal error designated the
3Assuming without loss of generality to observe a random ordering in D2n.
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Bayes error L∗ = P (g(Z) 6= ℓ). While E[ℓ|Z] is usually not available, we generally operate under
the assumption that the classifier used is consistent, which means
Lntrain
p→ L∗.
In other words, given enough training samples we converge in probability to the Bayes error.
Section 5 will explore how this relates to metric defined on the space of all probability measures
on Rd. Importantly, under H0, Lntrain = L
∗ = 1/2 always. Indeed
Lntrain = E[I{g(Z,Dntrain)6=ℓ}|Dntrain ]
= E[E[I{g(Z,Dntrain)=0}|Dntrain , ℓ = 1]|Dntrain ]1/2 + E[E[Ig(Z,Dntrain)=1|Dntrain , ℓ = 0]|Dntrain ]1/2
= 1/2
(
E[I{g(Z,Dntrain)=0}|Dntrain ] + E[I{g(Z,Dntrain )=1}|Dntrain ]
)
= 1/2,
since under H0, (Z,Dntrain) are independent of ℓ.
4 This holds true under all ntrain and makes it
possible to allow the derivation of the exact test-statistic under H0, similar as in Ramdas et al.
(2016). First we note that, intuitively speaking, under the alternative it should hold that Lˆntrain <
1/2. In other words, we expect the classifier to be better under the alternative and are not so much
interested in the case Lˆntrain ≥ 1/2, which may arise from pure chance. Therefore our hypothesis
becomes
H0 : L
∗ = 1/2 HA : L∗ < 1/2.
In Section 5 we will justify why this is indeed consistent with (1). We now describe our first test,
which is similar to Lopez-Paz and Oquab (2017): Let for mn out-of-sample observations (Zi, ℓi),
i = 1, . . . ,mn, εi := I{g(Zi,Dntrain)6=ℓi}, i = 1, . . . ,mn. The goal is to test
mn(Lˆmn − 1/2) < t,
for some t < 0. Intuitively, we would expect εi, i = 1, . . . ,mn to be iid Bernoulli with p = 1/2
under H0, so that
mnLˆmn =
mn∑
i=1
εi ∼ Binomial(mn, 1/2).
A more careful analysis reveals that, the classification errors conditional on the data at hand are
indeed iid Bernoulli with parameter Lntrain , i.e.
εi|Dntrain iid∼ Bernoulli(Lntrain)
and thus
mnLˆmn |Dntrain ∼ Binomial(mn, Lntrain).
4As mentioned above, this also holds true in the case when T is finite and we have an additional random element
θT .
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In general however, it is not clear what this implies for the marginal distribution of mnLˆmn ,
which is the distribution we are interested in. This was already observed by Ramdas et al.
(2016) in the context of Linear Discriminant Analysis. For instance, while it is true that εi ∼
Bernoulli(E[Lntrain ]), according to the law of total variance,
V(mnLˆmn) = mnE[Lntrain](1− E[Lntrain]) + (m2n −mn)V(Lntrain),
which is in general higher than the variance of a Binomial(mn,E[Lntrain ]), given bymnE[Lntrain](1−
E[Lntrain ]). The key here is that for given n, εi, i = 1, . . . ,mn, are no longer independent if Lntrain
is a random quantity, as will be explored in more detail in Section 5. Under H0 our intuition
does not fail us however, as indeed Lntrain = 1/2 is simply a constant. This means that even
marginally, mnLˆmn ∼ Binomial(mn, Lntrain) and we are able to construct an exact test, by simply
rejecting if
mn(Lˆmn − 1/2) < B−1(α)− 1/2mn,
where B−1(α) is the α-quantile of the Binomial(mn, 1/2) distribution. The whole algorithm is
summarized in Algorithm 1.
Algorithm 1 BinomialTest← function(X,Y, ...)
Require: X,Y ∈ Rn×p ⊲ p > n is not an issue
1: ℓ← (1, ..., 1, 0, ..., 0)′ ⊲ ℓ represents the response variable
2: Z ← [X Y ]2n×p ⊲ row bind X and Y
3: Dntrain ← (ℓi,Z′i)ntraini=1 ⊲ random separation of training data
4: g(.,Dntrain)← rf ⊲ training of a Random Forest classifier
5: err ←∑mni=1 I{g(Zi,Dntrain)6=ℓi} ⊲ calculating the out-of-sample classification error
6: pvalue← P(mnLˆmn 6 err) ⊲ mnLˆmn ∼ Binomial(mn, 1/2)
7: return pvalue
For the rest of this section, we briefly outline another version of the two-sample test, mainly
to serve as a theoretical tool in the next section. Since εi is bounded between 0 and 1 and
independent of all other εj given Dntrain, we can bound for any t > 0,
P (Lntrain − Lˆmn > t|Dntrain) = P (−(Lˆmn − E[Lˆmn |Dntrain ])| > t|Dntrain) ≤ exp
(−2mnt2)
using Hoeffding’s inequality, as in Devroye et al. (1996). Further following Devroye et al. (1996)
we then have that under H0, for any t < 0,
P (Lˆmn − 1/2 < t) = P (−(Lˆmn − Lntrain + Lntrain − 1/2) > −t)
≤ P (Lntrain − Lˆmn > −t/2) + P (1/2 − Lntrain > −t/2)
≤ exp (−mnt2/2) ,
where we used the fact that under H0, Lntrain = L
∗ = 1/2, and thus P (1/2−Lntrain > −t/2) = 0
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for all n. Hence, choosing
t∗ = −
√
−2 log(α)
mn
,
and rejecting as soon as Lˆmn − 1/2 < t∗, will result in another exact test with desired significance
level α. We stress though that this test should not be used, as it is well-known that tests based on
Hoeffding’s inequalities will generally have much less power than a test used on some distribution of
the test-statistic. This is generally true if the test-statistic follows some asymptotic distribution, as
in Gretton et al. (2012a), and even more so for an exact distribution under the Null. Nevertheless,
it gives our first consistent test, as demonstrated in Lemma 1 of Section 5.
5 Consistency and Asymptotic Power
We first note that for the subsequent analysis, a central assumption needed is that of equal prior
probabilities, i.e. P (ℓi = 1) = P (ℓi = 0) = 1/2. From a generative standpoint, this means we
in fact observe a mixture distribution, where with probability 1/2 we draw from PX and with
probability 1/2 from PY . As a consequence, while we assume to observe an equal number n of
samples from PX and PY for notational simplicity, an imbalance is not a problem from a theoretical
standpoint: An observed number of points of n1 from PX and n2 from PY , n1 6= n2 is possible
with this view, though it should be increasingly unlikely as |n1 − n2| gets larger.5 This is crucial
in Section 6, where we take K random subsamples from the data, which will in general not be
perfectly balanced. Still, for strong imbalances of the overall data (which implies a high likelihood
of a heavy imbalance in the subsampled data as well) one has to be careful in using Random
Forest, see e.g., Chen (2004), Khoshgoftaar et al. (2007).
Using a classifier to conduct distribution testing might seem completely ad-hoc at first. How-
ever we will demonstrate in this section why the approach makes sense. In particular, we demon-
strate that if the classifier is consistent, then there there exists a consistent test based on it. As is
standard, we call a two-sample test consistent, if for given but arbitrary PX 6= PY , the probability
of rejecting H0 goes to 1, as the sample size increases to infinity.
5.1 Consistency
To connect consistency of our test with consistency of the classifier, we rely on a long known
relation between the Bayes error and Total Variation (TV) distance derived for instance in
Devroye et al. (1996): Under the assumption of equal class probabilities P (ℓi = 1) = P (ℓi =
0) = 1/2 it holds that,
L∗ = 1/2(1 − V (PX ,PY )), (3)
5As such, the power analysis and level checks presented in Section 7 could also be conducted under this generative
assumption; so that one first draws a sample (ℓi)
2n
i=1 iid Bernoulli with p = 1/2 and then deal with a different (slight)
imbalance in each run.
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where V (PX ,PY ) is the total variation distance between PX , PY :
V (PX ,PY ) = 2 sup
A
|PX(A)− PY (A)|,
with the supremum taken over all Borel sets on Rd. As is well-known, V defines a metric on the
space of all probability measures on Rd. This is important for us, as it means that
PX = PY ⇐⇒ V (PX ,PY ) = 0. (4)
In other words, as soon as there is any difference in PX and PY , V (PX ,PY ) > 0. With (3) this
immediately and intuitively also implies that L∗ < 1/2.
For the following, we assume for all subsequent results a classifier trained on Dntrain and a
resulting discrimination function g(·,D2n) : X ∪Y → {0, 1}, with Ltrain, Lˆmn defined as in Section
4. We also assume that ntrain, mn increase to infinity with n. Consider first, the following simple
result, based on Devroye et al. (1996, Chapter 8):
Proposition 1 It holds that
P (|Lˆmn − Lntrain| > ε) ≤ 2 exp(−2mnε2) (5)
for all ε > 0. In particular the out-of-sample error Lˆmn is a consistent estimate of
Lntrain = P (h(Z,Dntrain) 6= ℓ|Dntrain),
i.e.
P (|Lˆmn − Lntrain| > ε)→ 0.
as n→∞ (and thus ntrain →∞, mn →∞).
Proof As proven in Devroye et al. (1996) and similar as in Section 4, we achieve P (|Lˆmn −
Lntrain | > ε|Dntrain) ≤ 2 exp(−2mnε2) by simply using Hoeffding’s inequality. Taking the expected
value over Dntrain on both sides, gives the desired result.
It seems intuitive that the consistency of the classifier enables the construction of a consistent
two-sample test. This is indeed true:
Lemma 1 If the classifier used is consistent, then there exists a consistent test based on its out-
of-sample error Lˆmn . This test rejects whenever
Lˆmn − 1/2 < −
√
−2 log(α)
mn
.
Moreover,
Vˆ (Dntrain) := 1− 2Lˆmn ,
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provides a consistent estimate of the TV distance, between the two distributions PX and PY .
The test used in Lemma 1 is the second one introduced at the very end of Section 4 and it
was already verified that this test attains the right level for any ntrain. The proof of the Lemma is
given in Appendix C and is a simple application of (3) and (4). While this result merely combines
well-known statements, it seems that in the current form it was not stated before.
Some additional remarks are in order:
Remark 1 While the result above seems promising, Devroye et al. (1996) present cleverly con-
structed results demonstrating, that the convergence of Lˆn to Lntrain or even Lntrain to L
∗ may
be arbitrarily slow. In particular, they show that for any given mn, n, there exists a family of
distributions (depending on mn, ntrain) such that
E[|Lˆmn − L∗|] ≥ 1/4− ε
and for L∗ = 0,
E[Lntrain] ≥ 1/2− ε
for any ε > 0. This goes to show, that for each given ntrain we can find a distribution, such
that we are far away from the true L∗. It is reminiscent of the negative result in Gretton et al.
(2012a), showing that for a given sample size ntrain, one can construct distributions which no test
can differentiate. Nonetheless if PX and PY are fixed and we let ntrain → ∞ the above result
holds.
Remark 2 It is well-known that classifiers may be used to construct metrics explicitly, see e.g.
Ramdas et al. (2016) or Gretton et al. (2012a, Remark 20) and the references therein. Vˆ rep-
resents a possibility of doing this that leads in principle to a consistent estimator of the Total
Variation distance, which is generally difficult, see e.g. Sriperumbudur et al. (2012). Though with
Remark 1 in mind, Vˆ might deliver an extremely bad estimate of the TV distance for finite data.
Remark 3 Note that for their power analysis, Lopez-Paz and Oquab (2017) assume something
along the lines of
H0 : E[Lntrain] = 1/2 and HA : E[Lntrain ] = 1/2 − ε, (6)
for ε > 0. Indeed, due to the fact proven in Section 4 that for all ntrain, Lntrain = L
∗ = 1/2 under
H0, E[Lntrain] = Lntrain = 1/2. Moreover, assuming consistency,
Lntrain
p→ L∗ < 1/2
under the alternative. Since Lntrain is bounded by 1, this also means that
E[Lntrain ]→ L∗.
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Thus if we assume consistency of the classifier, then indeed for any fixed distributions PX 6= PY
there exists an n¯ such that E[Lntrain] ≤ 1/2 − ε for all ntrain ≥ n¯. Of course consistency of the
classifier for any PY ,PX is a very strong assumption. In fact, using the generalization of (3)
in Reid and Williamson (2011, Section 8) allows to conveniently derive weaker conditions on the
classifier under which the resulting test is still consistent. In our context, it is natural to focus on
consistent classifiers however.
Appendix A references some consistency results on Random Forests and contains a warning:
There are counterexamples showing that the widely used RF of Breiman is not consistent. As
demonstrated in Section 7, it is nonetheless able to detect differences across a wide variety of
distributions, even when powerful kernel methods like the MMD do not. The ability to detect
differences in distributions, even for p > n, might be due to a connection between our proposed
test and MMD: It is well-known that Random Forests learn a kernel, as for instance explored in
Scornet (2016). This possible connection is not straightforward to work out in detail and will only
be briefly discussed in Section 8. It is however interesting to list some of the reasons that MMD
and our proposed RFtest are related: If we assume consistency of the Random Forest, it induces,
at least asymptotically, the TV distance between PX and PY via (3). This is just an imprecise
rewording of the fact that Vˆ (Dntrain)
p→ V (PX ,PY ). Analogously, it is well-known that the MMD
statistics of the samples (Xi)
n
i=1, (Yi)
n
i=1 converges a.s. to a metric between PX and PY , for a
certain class of kernels (Gretton et al., 2012a). This metric depends on the kernel chosen and
is generally weaker than TV, in the sense that it is bounded by TV (PX ,PY ).
6 However, with
MMD one is able to control the rate of convergence with a Hoeffding-type bound, as described in
Theorem 7 of Gretton et al. (2012a), which is is not true in general for Vˆ (Dntrain). Intuitively,
while for the MMD the estimation error only enters through the randomness of (Xi)
n
i=1, (Yi)
n
i=1,
the Random Forest classifier also has to estimate the kernel. This leads to a higher flexibility, but
a potential loss in precision. It also suggests that less flexibility in the estimated kernel might be
beneficial for little data. This could be controlled for instance in Random Forests, by demanding
that the leaves contain at least a certain number of observations. Since we do only consider the
base Random Forest here, and consciously do not tune our method in any way, this is only briefly
discussed in Section 8. In their seminal paper Reid and Williamson (2011, Appendix H) use a
generalization of (3) and its relation to linear loss to demonstrate that MMD is equivalent to
kernel linear discriminant analysis (hereafter KLDA). Thus ultimately, the comparison between
MMD for a given kernel and the HypoRF Test, is a comparison between KLDA and the Random
Forest classifier.
5.2 Asymptotic Power
Having established the consistency of our test, an interesting question to ask is whether one
is able to characterize the power in more detail. To answer this, we will study the asymp-
totic distribution under the alternative of our proposed test. As discussed in Section 4, it holds
6This is a simple consequence of the analysis in Sriperumbudur et al. (2012).
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that mn · Lˆmn |Dntrain ∼ Bin(ntrain, Lntrain). In particular, E[mnLˆmn |Dntrain ] = mnLntrain and
V(mnLˆmn |Dntrain) = mnLntrain(1 − Lntrain). Importantly, this holds true, regardless whether or
not PX = PY . Once we remove the conditioning on Dntrain , the variance naturally increases:
V(mnLˆmn) =
ntrain∑
i=1
V(εi) +
∑
i
∑
j 6=i
Cov(εi, εj)
= mnE[Lntrain](1− E[Lntrain]) + (m2n −mn)V(Lntrain), (7)
since for all i 6= j,
Cov(εi, εj) = E[εiεj ]− E[εi]E[εj ]
= E[P (εi = 1|Dntrain) · P (εj = 1|Dntrain)]− E[Lntrain]2
= E[L2ntrain ]− E[Lntrain]2.
As proven above, this is no issue under H0, as there Lntrain = 1/2 for all ntrain. In general, the
following holds:
Theorem 1 Assume that the classifier is consistent. Then,
√
mn(Lˆmn − Lntrain) D→ N (0, L∗(1− L∗)) ,
as n→∞ (and thus mn, ntrain →∞).
The proof is conducted using martingale theory and is hidden away in Appendix C.
Evidently, Theorem 1 has little merit under the Null hypothesis. However under the alterna-
tive, when Lntrain is a random variable, the theorem provides interesting insights. In particular,
it allows to determine the conditions on Lntrain , for which
√
mn(Lˆmn − L∗) =
√
mn(Lˆmn − Lntrain) +
√
mn(Lntrain − E[Lntrain]) +
√
mn(E[Lntrain]− L∗)
D→ N (a, L∗(1− L∗) + c) , (8)
with c ≥ 0 and a = limn→∞√mn(Lntrain − E[Lntrain]) ∈ R. For instance, (8) would be true for
a = c = 0 if
√
mn(Lntrain − E[Lntrain])
p→ 0 and √mn(E[Lntrain ]− L∗)→ 0, (9)
or simply
√
mn(Lntrain − L∗)
p→ 0. (10)
For the next corollary, we assume (8) to hold, allowing us to analyze the asymptotic power of the
test:
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Corollary 1 Assume PX 6= PY are such that (8) is true, for a given a = a(PX ,PY ), c =
c(PX ,PY ). Then there exists a test with asymptotic power,
Φ
(
Φ−1(α)
√
0.25 +
√
mn(1/2 − L∗)− a√
L∗(1− L∗) + c
)
.
This test rejects whenever √
mn(Lˆmn − 1/2)/
√
0.25 < Φ−1(α). (11)
The test of Corollary 1 is simply the asymptotic version of the Binomial test proposed in
Section 4. Thus, while assuming the consistency of the classifier is enough to ensure consistency
of the test, putting stronger assumptions on Lntrain allows for essentially the same power bound
as in Lopez-Paz and Oquab (2017) Theorem 1. Still, it is not straightforward to compare this
result to their Theorem 1 as they seem not concerned by randomness inherent in the training
data. Instead they assume an expected accuracy 1/2 + ǫ under the alternative, for a presumably
fixed training set, when the test set grows to infinity. Also see Remark 3.
Theorem 1 and Corollary 1 may also be used to recover the result in Ramdas et al. (2016),
in the case when the dimensionality p is fixed. As an aside, we are also able to work towards a
justification of their statement that, within the context of LDA,
Lˆmn ∼ N(E[Lntrain],
1
2n
),
is a reasonable approximation under the alternative, as long as E[Lntrain] is close to 1/2. To our
knowledge this was justified heuristically, but never formally proved. Using Theorem 1, we will
now demonstrate that
√
mn(Lˆmn −L∗) D→ N(0, L∗(1−L∗)), as long as mn does not grow too fast,
partly justifying the above statement when L∗ is close to 1/2. The caveat in our case, is that we
assume p fix, and only let ntrain and mn go to infinity, contrary to Ramdas et al. (2016) who also
analyze what happens if p → ∞ with n. While this is not the focus of our analysis, inspecting
the proof of Theorem 2 reveals where the dimensionality p enters and could presumably be used
to extend the result to the case when p grows as well.
We quickly recap the setting of Ramdas et al. (2016): Let Ip×p denote the p×p identity matrix.
Assume PX = N(µ0, Ip×p) and PY = N(µ1, Ip×p). As outlined in their paper, the Bayes classifier
for a new random vector Z is given as
g∗(Z) = I{
(µ0−µ1)T
(
Z−µ0+µ1
2
)
>0
}, (12)
while the classifier based on a sample Dntrain is simply
g(Z,Dntrain) = I
{
(µˆ0−µˆ1)T
(
Z− µˆ0+µˆ1
2
)
>0
}, (13)
with µˆ0 =
1
ntrain
∑ntrain
i=1 Xi and µˆ1 =
1
ntrain
∑ntrain
i=1 Yi. Then, using Gaussianity of the involved
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random vectors, and the simple form of the classifier together with Theorem 1, we obtain:
Corollary 2 In the LDA setting described above,
√
mn(Lˆmn − L∗) D→ N(0, L∗(1− L∗)), (14)
as long as (mn log(ntrain)
(1+ε))/ntrain → 1, for some ε > 0.
The proof can be found in Appendix C. Thus, we obtain the result (14) whenever mn behaves
asymptotically like
ntrain
log(ntrain)(1+ε)
.
In other words, it must not grow as fast as ntrain, but at a rate that is only slightly tampered by a
logarithmic factor. This is in fact an ideal setting, as Lntrain behaves “like an average” towards L
∗,
allowing for a very strong convergence rate. To see the above rate in perspective, if ntrain = 1000,
we may choose mn ≈ 145, quite a bit more than √ntrain ≈ 31. This is not to be expected for more
complex problems, though simulations strongly suggest that in case of RF Lntrain behaves like an
average towards E[Ltrain]. Finally, using the approximation of E[Lntrain] given in Ramdas et al.
(2016), one could presumably also verify that
√
mn(Lˆmn − E[Lntrain]) ∼ N(0, L∗(1− L∗)).
However in the interest of a power analysis, the result in Corollary 2 appears more interesting.
Indeed, by Corollary 1 there exists an LDA-based test with asymptotic power:
Φ
(
Φ−1(α)
√
0.25 +
√
mn(1/2 − L∗)√
L∗(1− L∗)
)
. (15)
This is a similar formula as presented in Ramdas et al. (2016), only that the interesting quan-
tities analyzed in their paper, namely the signal to noise ratio, are presumably hidden inside
L∗.
For more complex set-ups, Theorem 1 and Corollary 1 suggest that letting mn → +∞ at a
very slow rate is beneficial, as it is then more likely that (8) is true for a given alternative. In
particular, it should be beneficial theoretically to choose mn very small compared to ntrain, as
both of them increase to infinity. In finite sample, this is not ideal and in general, we “waste” some
significant part of the data training our classifier. This problem is not exclusive to our method,
but also present in tuned kernel tests, such as Gretton et al. (2012b) and Jitkrittum et al. (2016).
Fortunately for our method, there is a way of using the data more efficiently, as presented in the
next section.
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6 Refined Tests
As discussed above, it appears there is room for improvement in the proposed tests. The main
concern is the arbitrary split in training and validation set. By sheer chance, one could choose a
split that is very suboptimal. This problem remains, even if the splitting is accommodated by a
permutation method, as in Ramdas et al. (2016). Additionally, the theory of Section 5 suggests
that we should cut the available sample, such that ntrain is much larger than mn. However, for
finite sample sizes, a small test set is not ideal, as one would like to have as much samples as
possible to detect differences. This in fact resembles a bias-variance trade-off, similar to what was
described in Lopez-Paz and Oquab (2017): Having a large number of training samples enables
a strong classifier, but with only a small test set, it will not have enough opportunity to detect
differences. On the other hand, a weak classifier, trained on only little data, might not detect any
differences in a large test set. Mathematically, this may be described as a trade-off between the
closeness of Lntrain to L
∗ and the closeness of Lˆmn to Lntrain. For large mn the Hoeffding bound
presented in Proposition 1 guarantees that Lˆmn is close to its conditional expectation Lntrain, but
if Lntrain is close to 1/2 and far away from L
∗, this might not help us. Similarly, a classifier trained
on many data points might have Lntrain close to L
∗, but Lˆmn might be far away from Lntrain . We
present in this section potential solutions to this trade-off. Though much more computationally
expensive, they results in a substantial power boost compared to the standard test, as seen in
Section 7.
For the purpose of overcoming the split in training and testing, Random Forest delivers an
interesting tool: the OOB error introduced in Breiman (2001); since each tree is build on a
bootstrapped sample taken from Dntrain , there will be approximately 1/3 of the trees that are not
using the ith observation (ℓi,Zi). Denote,
D−intrain := ((ℓ1,Z1), . . . , (ℓi−1,Zi−1), (ℓi+1,Zi+1), . . . , (ℓntrain ,Zntrain)) ,
so that Dntrain = D
−i
ntrain ∪ (ℓi,Zi). We may then simply calculate the prediction error of Zi with
all trees that do not use (ℓi,Zi), i.e.,
εoobi := I{E[g(Zi,D−intrain ,θ)|Dntrain ] 6=ℓi}
= I{g(Zi,D−intrain)6=ℓi}
. (16)
Note that formally, as mentioned before, the random bootstrap is elegantly hidden within the
random element θ. Additionally, since we are only considering trees for which the ith sample
point is not included, we may simply see g(Zi,D
−i
ntrain) as an infinite forest build on the dataset
D−intrain only. The OOB error is then defined as,
hntrain((ℓ1,Z1), . . . , (ℓntrain ,Zntrain)) =
1
ntrain
ntrain∑
i=1
I{g(Zi,D−intrain)6=ℓi}
,
where the choice of notation hntrain , will be explained below. Unfortunately, this alternative
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test statistic hntrain is difficult to handle; due to the complex dependency structure between the
various εoobi it is not clear what the (asymptotic) distribution under the Null should be. We
present in this section two related approaches to overcome this problem. For theoretical purposes,
we first consider a solution based on the concept of U-statistics. This should showcase a way
how we may obtain theoretical power rates similar to the ones derived in Section 5, but on
weaker assumptions. It should also serve the purpose of reintroducing the OOB error within the
framework of U-statistics. The second approach will be of a more practical nature and use the
OOB error together with a permutation test. See e.g., Good (1994) or Ramdas et al. (2016) who
use it in conjunction with the out-of-sample error evaluated on a test set.
6.1 Tests based on U-Statistics
Imagine calculating Lˆmn K times with different validation and training data, and then combining
the K resulting test statistics. A simple example of this would be to use K-fold cross-validation,
whereK times we train our classifier on a subset of ntrain data points, ntrain < 2n and evaluate the
error on the remaining mn = 2n−ntrain datapoints. Though still relatively uncommon, there are
quite a few papers studying cross-validation within the framework of U-Statistics, in particular,
Fuchs et al. (2013) and Wang and Lindsay (2014). Contrary to typical cross-validation, one tries
to approximate the full cross-validation setting (see e.g., Fuchs et al. (2013, Section 2) and the
references therein), in which all possible subsets of size ntrain are taken as training sets from the
available data. Thus a first idea might be to repeat the random splitting into training and test
set as advocated in Fuchs et al. (2013). An arguably more convenient approach, inspired by the
work of Mentch and Hooker (2016), is to use the OOB error as a U-statistics instead. The OOB
error was introduced briefly in Section 4. With the assumption of an infinite number of trees, it
becomes itself a tool for cross-validation, in the sense that, for any (ℓi,Zi) which is part of Dntrain ,
E[εoobi ] = E[I{g(Zi,D−intrain)6=ℓi}
] = E[Lntrain−1],
where D−intrain denotes the data set without observation (ℓi,Zi), and thus, Dntrain = D
−i
ntrain ∪
(ℓi,Zi) as above. This is not quite the same, as having access to a sample (ℓ,Z) independent of
Dntrain , as in particular it means for every i, D
−i
ntrain will be a different data set of size ntrain − 1,
leading to a potentially different loss Lntrain−1. This should illustrate why using the OOB error
in testing is not straightforward and many properties derived above do not hold true anymore.
Nonetheless for what follows, the fact that for any i, εoobi is an unbiased estimate of the expectation
E[Lntrain−1] is an important first step. Indeed, following notation typically used in the context of
“infinite-order” U-statistics (W. Frees, 1989), we are now able to define
hntrain((Z1, ℓ1), . . . , (Zntrain , ℓntrain)) =
1
ntrain
ntrain∑
i=1
εoobi ,
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and obtain a symmetric function, unbiased for E[Lntrain−1]: Unbiasedness follows readily from the
fact that each εoobi is unbiased. Symmetry follows, since for any two permutations σ1, σ2, there
exists i, j such that σ1(j) = σ2(i) := u, and thus
εoobσ1(i) = E[I{g(Zσ1(i),D
−σ1(i)
ntrain
,θ)6=ℓσ1(i)
}|Dσ1ntrain ]
= E[I{g(Zu,D−untrain ,θ)6=ℓu}|D
σ1
ntrain ]
= E[I{g(Zu,D−untrain ,θ)6=ℓu}
|Dσ2ntrain ]
= εoobσ2(j),
where Dσsntrain = (Zσs(1), ℓσs(1)), . . . , (Zσs(ntrain), ℓσs(ntrain)), s ∈ {1, 2}. The function hntrain is
called kernel of size ntrain and we write “hntrain” to emphasize that the kernel size, i.e. the
number of inputs of hntrain , depends on ntrain. We are now able to define the U-Statistics,
U2n :=
1(
2n
ntrain
)∑hntrain((Zi1 , ℓ1), . . . , (Zintrain , ℓintrain )), (17)
where the sum is taken over all
( 2n
ntrain
)
possible subsets of size ntrain ≤ 2n from {1, . . . , 2n}. In
practice, as studied in Lee (1990), Fuchs et al. (2013), Mentch and Hooker (2016) and others, we
instead calculate the incomplete U-statistics:
Uˆ2n,K :=
1
K
∑
hntrain((Zi1 , ℓi1), . . . , (Zintrain , ℓintrain )), (18)
where the sum is taken over all K randomly chosen subsets of size ntrain. Again we assume that
K goes to infinity as n goes to infinity.
Using the theory derived in Mentch and Hooker (2016), we immediately obtain the conditions
for asymptotic normality listed in Theorem 2. Define for the following, for c ∈ {1, . . . , ntrain},
ζc,ntrain = V(E[hntrain((Z1, ℓ1), . . . , (Zntrain , ℓntrain))|(Z1, ℓ1), . . . , (Zc, ℓc)]),
as in Mentch and Hooker (2016). Then
Theorem 2 Assume that for n→∞, ntrain = ntrain(n)→∞ and K = K(n)→∞, and that
lim inf
n→∞ n
2
trainζ1,ntrain > 0, (19)
lim
n→∞
ntrain√
n
= 0, (20)
lim
n→∞
n
K
= β ∈ (0,∞). (21)
Then √
K(Uˆ2n,K − E[Lntrain−1])√
ζntrain,ntrain +
n2train
β ζ1,ntrain
D→ N(0, 1). (22)
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Remark 4 The only uncontrollable assumption of Theorem 2 is (19). However, it seems to be a
rather tame assumption, an impression further strengthened by simulations. It could also happen,
and indeed seems plausible, that (n2train/β)ζ1,ntrain → ∞. However, it is not a problem for the
above Theorem 2, as a finite limit is not needed in the proof. Moreover, we will show that an
infinite asymptotic variance is also not a problem for the power statement in Corollary 3 below.
Theorem 2 provides asymptotic normality under both Null and alternative, using assumptions
that are easier to control, and arguably more realistic, than those in (8). This better control arises
seemingly for free from the U-Statistics theory, though the cost to pay in practice is a heavily
increased computation time.
Mentch and Hooker (2016, Section 3) also provide a consistent estimate for ζc,ntrain, denoted
ζˆc,ntrain, for any c ∈ {1, . . . , ntrain}. As its population counterpart, this estimator is also bounded
by 1 for all c and ntrain in our case. With this at hand, we can construct yet another test:
Corollary 3 Assume the conditions of Theorem 2 hold true and additionally that PX 6= PY are
such that √
K(E[Lntrain−1]− L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
→ a, (23)
for some a = a(PX ,PY ) ∈ R. Then there exists a test with asymptotic power
Φ

t∗ − a−
√
K(L∗ − 1/2)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain

 .
This test rejects whenever,
√
K(Uˆ2n,K − 1/2)√
ζˆntrain,ntrain +
n2
train
β ζˆ1,ntrain
< Φ−1(α). (24)
Corollary 3 is an analogue to Corollary 1 for the test proposed in Equation (24). As such
m˜n = K/(ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain) takes the role of mn in Corollary 1. However, contrary to
mn we are not free to choose the rate at which m˜n grows.
7 Thus unfortunately, as in Corollary
1, it is not obvious to determine whether (23) is true for a given alternative. As an illustration,
we might choose ntrain growing at a rate
√
n/ log(log(n)), and assume that ζˆ1,ntrain, ζˆntrain,ntrain
decrease at rate n−1train, which is what one observes in simulations. Then, m˜n increases to +∞ at a
rate of ntrain log(log(n)), which means that (E[Lntrain−1]−L∗) has to decrease as the square root of
the inverse of that rate. In general, if we assume that ζˆ1,ntrain → 0 at rate n−1train, (E[Lntrain−1]−L∗)
needs to decrease at a faster rate than n
−1/2
train. This might be reasonable for some distributions,
but not for others. If on the other hand, ζˆ1,ntrain goes to zero at a rate slower than n
−1
train, or is
7This would in fact be possible to a limited extend, if one were to consider in the above theorem case (3) in
Mentch and Hooker (2016).
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even bounded away from zero, the requirement on the rate of (E[Lntrain−1]− L∗) becomes much
less dramatic.
In practice, the condition
lim
n→∞
ntrain√
n
= 0
is very restrictive. And indeed, if one chooses ntrain too large relative to n simulation stud-
ies suggest that the proposed estimator ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain underestimates the variance.
Nevertheless, it appears that the asymptotic normality persists even if we increase the kernel size
(which corresponds to taking larger and larger sub-samples).8 If we are content with this simula-
tion based demonstration, the problem remains to accurately estimate variance, at least under H0.
Appendix D presents a method based on the approach developed in Wang and Lindsay (2014),
which works for for ntrain ≤ 2n/2 = n and under both the Null and the alternative. This approach
allows for a powerful test, by choosing ntrain = n, estimating the variance of Uˆ2n,K and then using
the stipulated approximate normality to find the p-value. However, it is computationally rather
expensive, as the variance estimation demands a high K. More importantly, one is still only able
to use half the available data at a time.
6.2 Permutation Test
To remedy the above issues, we will use ntrain = 2n (so that Uˆ2n,K = U2n is simply the OOB
error) in conjunction with a simple permutation approach. This allows for the estimation of the
variance under H0, by exchanging the subsampling step by a permutation of the labels: We first
calculate the OOB error
U2n = h2n((Z1, ℓ1), . . . , (Z2n, ℓ2n)),
and then reshuffle the labels K times to obtain K permutations, σ1, . . . , σK say. For each of these
new datasets
(
Zi, ℓσj(i)
)2n
i=1
, we calculate the OOB error
U
(j)
2n := h2n((Z1, ℓσj(1)), . . . , (Z2n, ℓσj(2n))).
Under H0, (ℓ1, . . . , ℓ2n) and (Z1, . . . ,Z2n) are independent and each U
(j)
2n is simply an iid draw
from the distribution F of the random variable U
(j)
2n |(Z1, . . . ,Z2n). As such we can accurately
approximate the α quantile F−1(α) of said distribution by performing a large number of permu-
tations, and reject if U2n < F
−1(α). Thus the rejection region now depends on the data at hand.
Nonetheless, this test will have correct level as under H0,
P (Rejecting H0) = E[P (U2n < F
−1(α)|Z1, . . . ,Z2n)] ≤ E[α] = α.
Heuristically, this procedure will have power under the alternative, as in this case there is some
form of dependence between (ℓ1, . . . , ℓ2n) and (Z1, . . . ,Z2n), formed by the difference in distri-
8This finding of approximate normality was extremely robust in a range of settings, both under H0 and the
alternative.
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Figure 1: Each point in the figure represents a variance estimate after K permutations of the label
in the hypoRF function. For each K ∈ (10, 20, 40, 60, 80, 100, 150, 200, 500, 700, 1000) we repeated
the estimation S = 100 times. The simulated data set is generated from p = 10 independent
standard normal distributions, where with n = 50 observations each. The random forest used 600
trees and a minimal nodes size of 4.
bution of the Zi. The OOB error U2n will thus be drastically different than the ones observed
under permutations. Indeed, for large n, U2n will be relatively close to E[L2n−1], or even L∗, and
far away from 1/2, due to the difference in distribution the RF is able to detect. For U
(j)
2n how-
ever this will be only true for permutations that closely resemble the original order of the labels,
which is increasingly unlikely the larger n. Since the classifier is no longer able to distinguish
the newly formed classes, most of the permuted OOB’s will cluster around 0.5, as under the null.
This distribution of OOB’s can be inferred to arbitrary precision by performing a large number
of permutations. In practice, we drastically reduce the number of necessary permutations, by
connecting back to the observed normality of our U-statistics U
(j)
2n . From the above analysis, the
mean of this distribution under H0 is 0.5, while the (conditional) variance of the permutation
distribution can be estimated as the empirical variance estimate of the sample
(
U
(j)
2n
)K
j=1
. Testing
the variance estimation, in an arguably too simple setup, reveals that K = 200 should be more
than enough to estimate the variance accurately for moderate sample sizes. This is illustrated in
Figure 1. The setup is simple in that we only considered two sets of p = 10 independent standard
normal distributions. Nonetheless, as the level check in Figure 15 reveals, even K = 100 appears
to be enough to attain the right level under a wide range of distributions.
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The whole procedure is described in Algorithm 2.
Algorithm 2 hypoRF← function(X,Y,K, ...)
Require: X,Y ∈ Rn×p and K ∈ N ⊲ p > n is not an issue
1: ℓ← (1, ..., 1, 0, ..., 0)′ ⊲ ℓ represents the response variable
2: Z ← [X Y ]2n×p ⊲ row bind X and Y
3: D2n ← (ℓi,Zi)2ni=1
4: g(.,D2n)← rf ⊲ training of a Random Forest classifier
5: OOB ← 12n
∑2n
i=1 I{g(Zi,D−i2n)6=ℓi} ⊲ calculating the OOB-error
6: for j in 1:K do
7: Dj2n ←
(
ℓσj(i),Zi
)2n
i=1
⊲ reshuffle the label
8: OOBj ← 12n
∑2n
i=1 I{g(Zi,Dj,−i2n )6=ℓσj(i)}
⊲ calculating the OOB-error
9: end for
10: µ← 1K
∑K
j=1OOB
j
11: σ2 ← 1K−1
∑K
j=1(OOB
j − µ)2
12: pvalue← P(U2n < OOB) ⊲ U2n ∼˙ N(µ, σ2), using a normal approximation
13: return pvalue
7 Simulation Study
In what follows, we will demonstrate the power of our tests through simulation, and compare it
with some recent kernel methods. To this end, we will use both the first version of the test, as
described in Algorithm 1 (“Binomial” test), and the refined version in Algorithm 2 (“hypoRF”
test). For the latter, as mentioned in Section 6, we will use K = 100 permutations and a normal
approximation to the permutation distribution. For the Algorithm 1 we decided to set mn to
be n, somewhat at odds with the theory developed in Section 5, as taking half of the data as
training and the other half as test set seems to be a sensible solution a priori. To conduct our
simulations we will use the R-package “hypoRF” developed by the authors, which simply consists
of the “hypoRF” function including the two proposed tests. For each pair of samples we run all
tests and save the decisions. The estimated power is then the fraction of rejected among the S
tests.
As a comparison we will use 3 kernel-based tests; the “quadratic time MMD” (Gretton et al.,
2012a) using a permutation approach to approximate the H0 distribution (“MMDboot”), its
optimized version “MMD-full”9, as well as the “ME” test with optimized locations, “ME-full”
(Jitkrittum et al., 2016). A Python implementation of these methods is available from the link pro-
9The original idea for this was formulated in Gretton et al. (2012b), however they subsequently used a linear
version of the MMD. We instead use the approach of Jitkrittum et al. (2016), which uses the optimization procedure
of Gretton et al. (2012b) together with the quadratic MMD from Gretton et al. (2012a).
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vided in Jitkrittum et al. (2016).10 Among these tests, it seems the MMDboot still is somewhat of
a gold-standard, with newer methods such as presented in Gretton et al. (2012b), Chwialkowski et al.
(2015) and Jitkrittum et al. (2016), more focused on developing more efficient versions of the test
that are nearly as good. Nonetheless, the new methods often end up being surprisingly com-
petitive or even better in some situations, as recently demonstrated in Jitkrittum et al. (2016).
Thus our choice to include MMD-full, ME-full as well. As will be seen in this section, the type
of distributions considered strongly shifts the balance of power between the tests. For all tests
we will use a Gaussian kernel, which is a standard and reasonable choice if no a priori knowledge
about the optimal kernel is available. The Gaussian kernel requires a bandwidth parameter σ,
which is tuned in MMD-full and ME-full based on training data. For MMDboot we use the “me-
dian heuristic”, as described in Gretton et al. (2012a, Section 8), which takes σ to be the median
(Euclidean) distance between the elements in (Zi)
2n
i=1.
We would like to emphasize that we did not use any tuning for the parameters of the Ran-
dom Forest which might have turned out to our advantage, just as we did not use any tuning
for MMDboot.11 As such, comparing the MMD/ME-full to the other methods might not be
entirely fair. On the other hand, our chosen sample size might be too small for the optimized
versions to work in full capacity. In particular, all optimized tests suffer from a similar draw-
back as our Binomial test: The tuning of the method takes up half of the available data. While
Jitkrittum et al. (2016) find that ME-full outperforms the MMD, they only observe settings where
the latter also uses half of the data to tune its kernel, as proposed in Gretton et al. (2012b). In
our notation, they only compare ME-full to MMD-full, instead of MMDboot. It seems unclear
a priori what happens if we instead employ the median heuristic for the MMD and let it use all
of the available data, as in Gretton et al. (2012a). It should also be said that both optimiza-
tion and testing of the ME-full scale linearly in n, making its performance below all the more
impressive. On the other hand, the optimization depends on some hyperparameters common in
gradient-based optimization, such as step size taken in the gradient step, maximum number of
iterations etc. As this optimization is rather complicated for large p, some parameter choices
sometimes lead to a longer runtime of the ME than our calculation-intensive hypoRF test. In
general, it seems both runtime and performance of ME-full are in practice highly dependent
on the chosen hyperparameters; we tried 3 different sets of parameters based on the code in
https://github.com/wittawatj/interpretable-test with very different power results. The
setting used in this simulation study, is the exact same as used in their simulation study.
As discussed in Ramdas et al. (2015), changing the parameters of our experiments (for instance
the dimension p) should be done in a way that leaves the Kullback-Leibler (KL) Divergence
constant. When varying the dimension p we generally follow this suggestion, though in our case,
this is not as imminent; whatever unconscious advantage we might give our testing procedure is
10https://github.com/wittawatj/interpretable-test
11We did however not follow the usual recommendations of setting the minimal node size to consider a new
random split to 1, as we observed some overfitting in early experiments. Instead, we arbitrarily set it to 4 here,
small, but still a bit more than 1.
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also inherent in the kernel methods. As such we tried not to bias our simulation analysis, but
to showcase cases where we prevail over the other methods, as well as when we do not. Finally,
also note that, while our methods would be in principle applicable to arbitrary classifiers, we
did not compare our proposed tests with tests based on other classifiers, such as those used in
Lopez-Paz and Oquab (2017). Rather, we believe the choice of classifiers for binary classifications
is a more general problem and should be studied separately, as for example done extensively in
Ferna´ndez-Delgado et al. (2014).
Where not differently stated, we use for the following experiments, n = 300 observations for
each class, p = 200 dimensions, K = 100 permutations and 600 trees for the Random Forests. In 3
of the 4 examples, we additionally study a sparse case, where the intended change in distribution
appears only in d < p components. Throughout, notation such as
PX =
T∑
t=1
ωtN(µt,Σt)
with ωt ≥ 0,
∑T
t=1 ωt = 1, µt ∈ Rp, Σt ∈ Rp×p means PX is a discrete mixture of T p-valued
Gaussians. Moreover, if P1, . . . , Pp are distributions on R, we will denote by
PX =
p∏
j=1
Pj ,
their product measure on Rp. In other words, in this case we simply take all the components of
X to be independent.
7.1 Gaussian Mean Shift
The classical and most prominent example of two-sample testing is the detection of a mean-shifts
between two Gaussians, as studied theoretically at the very end of Section 5. That is, we assume
PX = N(µ1, Ip×p) and PY = N(µ2, Ip×p) so that the testing problem reduces to
H0 : µ1 = µ2 vs H1 : µ1 6= µ2.
We will implement this by simply taking µ2 = µ1 + (δ/
√
p) · 1, for some δ ∈ R.
It appears clear that our test should not be the first to choose here. For p much smaller than n,
the optimal test would be given by Hotelling’s test (Hotelling, 1931). For p approaching and even
superseding n, the MMD with a Gaussian kernel, or an LDA classifier as in Ramdas et al. (2016),
might be the logical next choice. In fact, allowing the trees in the forest to grow fully, i.e., setting
the minimum node size to a low number like 1, one observes a type of overfitting of the Random
Forest. Thus we would expect our test to be beaten at least by MMDboot. Surprisingly this does
not happen: As can be seen in Figure 2, both the hypoRF and Binomial test display an impressive
amount of power. The Binomial test is even stronger than MMDboot, which seems surprising
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given the known strong performance of the MMD in this situation. The hypoRF test on the other
hand towers above all others, together with MMD-full. In fact, the hypoRF and Binomial test
almost appear to give respectively an upper and lower bound for the MMD-full in this example.
Aside from the impressive power of our tests it is also interesting to note the difference between
MMD-full and MMDboot. While this seems not surprising, given that MMD-full is essentially
the optimized version of MMDboot, we will see in subsequent examples that their power ranking
is often reversed.
To make the example more interesting, one might ask what happens if the mean shift is
not present in all of the p components, but only in d < p of them? This was noted to be a
difficult problem in Chwialkowski et al. (2015). We therefore study a “sparse” case d = 2 (1%
out of p = 200) and a “moderately sparse” case d = 20 (10% out of p = 200), now considering
µ2 = µ1+(δ/
√
d) ·1. Note that there is some advantage here, as we now scale δ only by a factor of√
d <
√
p. Thus, if a test is able to detect the sparse changes well, it should display an even higher
power than before. Indeed as seen in Figure 3, the performance of the kernel tests are remarkably
stable (given the randomness inherent in the simulation), when changing from d = p = 200 to
d = 20 to d = 2. On the other hand, the performance of the hypoRF and Binomial tests appear
to increase. Thus the odds only shift in favor of our tests: For d = 20 the optimized MMD,
MMD-full, is still very competitive, though MMDboot and ME-full fall further behind. While the
hypoRF and the fully optimized MMD test reach a power of close to 1, the remaining kernel tests
stay below 0.7. The Binomial test on the other hand, displays almost the same performance as
MMD-full, ending with a power of a bit over 0.8. It’s performance is amplified in the sparse case,
in which both Binomial and hypoRF beat the other tests by a large margin. The power of both
tests quickly increases from around 0.05 to 1, as δ passes from 0.2 to 1. While the performance of
the Binomial test is impressive, the hypoRF manages to pick up the nuanced changes even faster,
at times almost doubling the power of the Binomial test. Though the price to pay for this is a
much higher computational effort, as we will stress again in Section 8.
It should be said that both the sparse and moderately sparse case here are tailor-made for a
Random Forest based classifier; not only are the changes only appearing in a few components,
but they appear marginally and are thus easy to detect in the splitting process of the trees.
Nonetheless, it seems surprising how strong the tests perform. We will now turn to more complex
examples, where changes in the marginals alone are not as easy, or even impossible to detect.
7.2 Contamination Example
In an attempt to construct a more realistic case, we also consider a “contamination” example. Let
PX = N(µ,Σ) with µ set to 50 · 1 and Σ = 25 · Ip×p. For the alternative, we consider the mixture
PY = λPc + (1− λ)PX ,
λ ∈ [0, 1], and Pc some distribution on Rp. This is what we describe as a “contamination”
of PX by PY with λ determining the contamination strength. Here, we take Pc to be another
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Figure 2: A point in the figure represents a simulation of size S = 200 for a specific test and
a δ ∈ (0, 0.0667, 0.1334, 0.2, ..., 1). Each of the S = 200 simulation runs we sampled n = 300
observations from a p = 200 dimensional multivariate Gaussian distribution with a mean shift of
δ√
p and likewise n = 300 observations from p = 200 independent standard normal distributions.
The Random Forest used 600 trees and a minimal node size to consider a random split of 4.
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(a) d = 20, moderately sparse case.
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(b) d = 2 sparse case.
Figure 3: A point in the figures represents a simulation of size S = 200 for a specific test and a
δ ∈ (0, 0.125, 0.25, ..., 1). Each of the S = 200 simulation runs we sampled n = 300 observations
from a p = 200 dimensional multivariate Gaussian distribution, where d columns have a shift
in mean of δ√
d
and likewise n = 300 observations from p = 200 independent standard normal
distributions. The Random Forest used 600 trees and a minimal node size to consider a random
split of 4.
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(a) Binomial(100, 0.5) distribution
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Figure 4: Illustration of the difference in marginals in the d columns of Pc.
independent (p − d)-variate Gaussian together with d components that are in turn independent
Binomial(100, 0.5) distributed. We thereby choose parameters such that the Binomial components
in Pc have the same mean and variance as the Gaussian components and such that differentiating
between Binomial and Gaussian is known to be difficult. Figure 4 displays two realizations of a
Gaussian and Binomial component respectively. As before, we take p = 200 and d to be 20% of
200, or d = 20.
This problem is tough; the Binomial and Gaussian components can hardly be differentiated by
eye, the contamination level varies and the contamination is only in d out of p components actually
detectable. Moreover, the combination of discrete and continuous components means the optimal
kernel choice might not be clear, even with full information. Thus even for 300 observations for
each class, no test displays any power until we reach a contamination level of 0.5. However, from
then Figure 5 clearly displays the superiority of our tests: None of the kernel tests appear to
significantly rise over the level of 5%. On the other hand, our two proposed tests slowly grow from
around 0.05 to almost 0.4 in case of the hypoRF test. Interestingly, while relatively close at first,
the difference in power between our two tests grows and is starkest for λ = 1, again demonstrating
the benefit of using the OOB error as a test statistic.
It should be noted that the somewhat erratic behavior of the hypoRF test is smoothed out, if
the number of K are taken to be 200 instead of 100. This is shown in Figure 16 in the appendix.
However, it appears the more stable performance is not worth the increased computational cost.
It is an interesting question, whether the advantage of our displayed tests here as its roots,
once again, in the “column sparsity”. Thus it is natural to consider the case d = p, so that Pc
simply consists out of p independent Binomial distributions. The result is displayed in Figure 6,
and as clearly visible both the hypoRF and Binomial tests are now extremely strong, while all
the kernel tests completely fail to detect any signal. Thus in this case, reducing the sparsity only
makes our tests stronger, while the kernel tests fail in both sparse and non-sparse case.
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Figure 5: A point in the figure represents a simulation of size S = 200 for a specific test and a
λ ∈ (0.5, 0.55, ..., 1). Each of the S = 200 simulation runs we sampled n = 300 observations from
the contaminated distribution with λ ∈ (0.5, 0.55, ..., 1) and likewise n = 300 observations from
p = 200 independent standard normal distributions. The Random Forest used 600 trees and a
minimal node size to consider a random split of 4.
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Figure 6: A point in the figure represents a simulation of size S = 200 for a specific test and a
λ ∈ (0.5, 0.55, ..., 1). Each of the S = 200 simulation runs we sampled n = 300 observations from
the contaminated distribution with λ ∈ (0.5, 0.55, ..., 1) and likewise n = 300 observations from
p = 200 independent standard normal distributions. The Random Forest used 600 trees and a
minimal node size to consider a random split of 4.
29
7.3 Changing the Dependency Structure
So far we have focused only on cases where the changes in distribution can be observed marginally.
For these examples it would in principle be enough to compare the marginal distributions to detect
the difference between PY and PX . An interesting class of problems arises when we instead leave
the marginal distribution unchanged, but change the dependency structure when moving from PX
to PY . We will hereafter study two examples; the first one concerning a simple change from a
multivariate Gaussian with independent components to one with nonzero correlation. The second
one again takes PX to have independent Gaussian components, but induces a more complex
dependence structure on PY , via a t-copula. Thus for what follows, we set PX = N(0, Ip×p).
First, consider PY = N(0,Σ), where Σ is some positive definite correlation matrix. As for
any p there are potentially p(p − 1)/2 unique correlation coefficients in this matrix, the number
of possible specifications is enormous even for small p. For simplicity, we only consider a single
correlation number ρ, which we either use (I) in all p(p− 1)/2 or (II) in only d < p(p− 1)/2 cases.
Figure 7 displays the result of case (I). Now the superiority of our hypoRF test is challenged,
though it manages to at least hold its own against MMD-full and ME-full. The roles of MMD-full
and MMD are also reversed, the latter now displaying a much higher power, that in fact dwarfs the
power of all other tests. MMD-full displays together with the Binomial test the smallest amount
of power, both apparently suffering from the decrease in sample size. ME-full on the other hand,
which suffers the same drawback, manages to put up a very strong performance, on par with the
hypoRF. This is all the more impressive, keeping in mind that the ME is a test that scale linearly
in n. Case (II) can be seen in Figure 8. Again the resulting “sparsity” is beneficial for our test,
with the hypoRF now being on par with the powerful MMD test, and with ME-full only slightly
above the Binomial test.
In the second example, we study a change in dependence, which is more interesting than
the simple change of covariance matrix. In particular, PY is now given by a distribution that
has standard Gaussian marginals bound together by a t-copula, see e.g., Demarta and McNeil
(2005) or McNeil et al. (2015, Chapter 5). While the density and cdf of the resulting distribu-
tion PY are relatively complicated, it is simple and insightful to simulate from this distribution,
as described in Demarta and McNeil (2005): Let x 7→ tv(x) denote the cdf of a univariate t-
distribution with ν degrees of freedom, and Tν(R) the multivariate t-distribution with dispersion
matrix R and ν degrees of freedom. We first simulate from a multivariate t-distribution with
dispersion matrix R and degrees of freedom ν, to obtain T ∼ Tν(R). In the second step, simply
set Y :=
(
Φ−1(tv(T1)), . . . ,Φ−1(tv(Tp))
)T
. We denote PY = TΦ(ν,R). What kind of dependency
structure does Y have? It is well known that T ∼ tν(R) has
T
D
= G−1/2N
with N ∼ N(0, R) and G ∼ Gamma(ν/2, ν/2) independent of N. As such, the dependence
induced in T, and therefore in PY , is dictated through the mutual latent random variable G. It
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Figure 7: A point in the figure represents a simulation of size S = 200 for a specific test and a ρ ∈
(0, 0.01, 0.02..., 0.15). Each of the S = 200 simulation runs we sampled n = 300 observations from a
multivariate normal distribution with ρ ∈ (0, 0.01, 0.02..., 0.15), representing PY . Likewise n = 300
observations were sampled from a multivariate normal distribution using ρ = 0, representing PX .
The Random Forest used 600 trees and a minimal node size to consider a random split of 4.
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Figure 8: A point in the figure represents a simulation of size S = 200 for a specific test and a
ρ ∈ (0, 0.025, 0.05..., 0.375). Each of the S = 200 simulation runs we sampled n = 300 observations
from a p = 10 dimensional multivariate normal distribution with d = 4 values in the correlation
matrix equal to ρ ∈ (0, 0.025, 0.05..., 0.375), representing PY . Likewise n = 300 observations were
sampled from a multivariate normal distribution using ρ = 0, representing PX . The Random
Forest used 600 trees and a minimal node size to consider a random split of 4.
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persists, even if R = Ip×p and induces more complex dependencies than mere correlation. These
dependencies are moreover stronger, the smaller ν, though this effect is hard to quantify. One
reason this dependency structure is particularly interesting in our case, is that it spans more than
two columns, contrary to correlation which is an inherent bivariat property. We again study the
case (I) with all p components tied together by the t-copula, and (II) only the first d = 20 < p
components having a t-copula dependency, while the remaining p − d = 180 columns are again
independent N(0, 1).
The results for case (I) are shown in Figure 9. Now our tests, together with ME-full cannot
compete with MMD and MMD-full.12 Both MMD based tests manage to stay at almost one,
even for ν = 8, which seems to be an extremely impressive feat. Our best test on the other hand,
loses power quickly for ν > 4, while the Binomial test does so even for ν > 2. The results for
case (II) shown in Figure 9, are similarly insightful. Given the difficulty of this problem, it is
not surprising that almost all of the tests fail to have an power for ν > 3. The exception is once
again the MMD, performing incredibly strong up to ν = 5. The performance of MMDboot is not
only interesting in that it beats our tests, but also in how it beats all other kernel approaches
in the same way. In particular, MMD-full stands no chance, which again is likely, in part, due
to the reduced sample size the MMDboot has available for testing. Though hard to generalize,
it appears from this analysis that a complex, rather weak dependence, is a job best done by the
plain MMDboot.
Comparing the inner workings of the Random Forest and the MMD test, the results presented
in this section might not be entirely surprising. Indeed, a reoccurring theme of our analysis is
that the MMD is better at detecting changes in the “global” structure of the data, while the
Binomial/hypoRF test is better at detecting slight marginal changes. It doesn’t mean our tests
have no power in detecting changing dependency structure, as Figure 7 shows, they are able to
compete with the kernel methods in a simple covariance change. However, it appears that more
complex dependence is far easier to spot for the kernel methods than it is for our tests. What is
very interesting however, is that in our dependency examples MMDboot consistently beats the
other kernel methods, in particular MMD-full. It appears that optimizing the kernel bandwidth
cannot make up for the loss in power due to the decreased testing size.
7.4 Multivariate Blob
A well-known difficult example is the “Gaussian Blob”, an example where “the main data variation
does not reflect the difference between between PX and PY ” (Gretton et al., 2012b), see e.g.,
Gretton et al. (2012b) and Jitkrittum et al. (2016). We study here the following generalization of
this idea: Let T ∈ N, µ = (µt)Tt=1, µt ∈ Rp, and Σ = (Σt)Tt=1, with Σt a positive definite p × p
12However for the ME-full, this very much depends again on the hyperparameters chosen, for some settings
ME-full was as good as MMD-full. Though there appears to be no clear way how to determine this.
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Figure 9: A point in the figure represents a simulation of size S = 200 for a specific test and a
v ∈ (1, 1.5, ..., 8). Each of the S = 200 simulation runs we sampled n = 300 observations from
the Student-t Copula with R = Ip×p, v ∈ (1, 1.5, ..., 8) and p = 60 standard normally distributed
margins and likewise n = 300 observations from the multivariate normal. The Random Forest
used 600 trees and a minimal node size to consider a random split of 4.
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Figure 10: A point in the figure represents a simulation of size S = 200 for a specific test and a v ∈
(1, 1.5, ..., 8). Each of the S = 200 simulation runs we sampled n = 300 observations from a p−d =
180 dimensional multivariate Gaussian distribution and a d = 20 dimensional Student-t Copula
with R = Id×d, v ∈ (1, 1.5, ..., 8) and standard normally distributed margins, representing PY .
Likewise n = 300 observations were sampled from a multivariate normal distribution, representing
PX . The Random Forest used 600 trees and a minimal node size to consider a random split of 4.
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matrix. We consider the mixture
N (µ,Σ) :=
T∑
t=1
1
T
N(µt,Σt).
For µ, we will always use a baseline vector of size d, m say, and include in µ all possible enumera-
tions of choosing p elements from m ∈ Rd with replacement. This gives a total number of T = dp
possibilities and each µt ∈ Rp is one possible such enumeration. For example, if p = d = 2 and
m = (1, 2) then we may set µ1 = (1, 1), µ2 = (2, 2), µ3 = (1, 2), µ4 = (2, 1). We will refer to each
element of this mixture as a “Blob” and study two experiments where we change the covariance
matrices Σt of the blobs when changing from PX to PY , i.e.,
PX = N (µ,ΣX), PY = N (µ,ΣY ).
Obviously it quickly gets infeasible to simulate from N (µ,Σ), as with increasing p the number
of blobs explodes. Though, as shown below, this difficulty can be circumvented when Σt is diagonal
for all t. The example also considerably worsens the curse of dimensionality, as even for small p
the numbers of observations in each Blob is likely to be very small. Thus for n = 300 we have a
rather difficult example at hand.
We will subsequently study two experiments. The first one takes m = (1, 2, 3), Σ1,X = Σ2,X =
. . . = Σt,X = Ip×p and Σ1,Y = Σ2,Y = . . . = Σt,Y = Σ to be a correlation matrix with nonzero
elements on the off-diagonal. In particular, we generate Σ randomly at the beginning of the S
trials for a given p, such that (1) it is a positive definite correlation matrix and (2) it has a ratio
of minimal to maximal eigenvalue of at most 1−1/√p. For p = 2, this corresponds to the original
Blob example as in Gretton et al. (2012b), albeit with a less strict bound on the eigenvalue ratio.
The resulting distribution for p = 1 and p = 2 is plotted in Figure 11.
Table 1 displays the result of the experiment with our usual set-up and a variation of p =
2, 3 and number of blobs being 2p and 3p. Very surprisingly our hypoRF test is the only one
displaying notable power throughout the example. MMD and MMD-full are not able to detect
any difference between the distribution with this sample size. Interestingly, the ME which we
would have expected to work well in this example, is also only at the level.13
The second experiment takes m = (−5, 0, 5) and for all t, Σt,X , Σt,Y to be diagonal and
generated similarly to µ. That is, we take Σt,X = diag(σ
2
t,X), where each σt,X is a vector including
p draws with replacement from a base vector vX ∈ Rd, and analogously with Σt,Y . In this case, it
is possible to rewrite PX and PY , as
PX =
p∏
j=1
PX and PY =
p∏
j=1
PY
13However, this again depends on the specification chosen for the hyperparameters of the optimization. For
another parametrization, we obtained a power of 0.116 for p = 2, blobs = 22 and 0.082 for p = 2 and blobs = 32, all
other values being on the level.
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n p Blobs ME-full MMD MMD-full Binomial hypoRF
600 2 22 0.056 0.054 0.072 0.204 0.306
600 2 32 0.064 0.048 0.070 0.070 0.190
600 3 23 0.052 0.040 0.060 0.088 0.116
600 3 33 0.056 0.060 0.060 0.064 0.084
Table 1: Power for different n, p and number of Blobs. Each power was calculated with a simulation
of size S = 500 for a specific test.
with
PX =
1
3
N(m1, v
2
1,X) +
1
3
N(m2, v
2
2,X) +
1
3
N(m3, v
2
3,X)
and
PY =
1
3
N(m1, v
2
1,Y ) +
1
3
N(m2, v
2
2,Y ) +
1
3
N(m3, v
2
3,Y ).
As such, it is feasible to simulate from PX and PY , even for large p, by simply simulating p times
from PX and PY . We consider m = (−5, 0, 5) and the standard deviations
(v1,X , v2,X , v3,X) = (1, 1, 1)
(v1,Y , v2,Y , v3,Y ) = (1, 2, 1) .
The change between the distributions is subtle even in notation; only the standard deviation of the
middle mixture component is changed from 1 to 2. This has the effect that the middle component
gets spread out more, causing it to melt into the other two. The resulting distribution for p = 1
and p = 2 is plotted in Figure 12. Unsurprisingly, PX looks quite similar as in Figure 11.
14 On the
other hand, while not clearly visible, it can be seen that the different blobs of PY display different
behavior in variance; every Blob in positions (2, 1), (2, 2), (2, 3), (1, 2), (3, 2) on the 3× 3 grid has
its variance increased.
The results of the simulations are seen in Figure 13. Both the Binomial and hypoRF test
display a power quickly increasing with dimensions, regardless of the decreasing number of ob-
servations in each Blob. This also holds true, to a smaller degree, for the ME-full, which due
to it’s location optimization appears to be able to adapt to the problem structure. However its
power considerably lacks behind the Random Forest based tests. In contrast, the behavior of the
MMD based tests quickly deteriorates as the number of samples per Blob decreases. Indeed from
a kernel perspective, all points have more or less the same distance from each other, whether they
are coming from PX or PY . Thus the extreme power of the MMD to detect “joint” changes in
the structure of the data (i.e., dependency changes) cements its downfall here, as it is unable to
detect the marginal difference.
This example might appear rather strange; it has a flavor of a mathematical counterexample,
simple or even nonsensical on the outset, but proving an important point: While the differences
14The marginal plots (p = 1) appear to be very different, though this is only an effect of having centers (−5, 0, 5)
instead of (1, 2, 3).
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Figure 11: Illustration of the original Blob example. Below: Illustration for p = 2. Above: First
marginals of PX and PY respectively.
between PX and PY are obvious to the naked eye, if only one marginal each is plotted with a
histogram, the example manages to completely fool the kernel tests.15 As such it is not only a
demonstration of the merits of our test, but also a way of fooling very general kernel tests. It
might be interesting to find real-world applications, where such data structure is likely.
8 Conclusion
This paper employed the Random Forest classifier to construct several two-sample tests. The two
main categories of tests were (1) ones based on the split in test and training set and Lˆmn and (2)
ones based on the OOB error. In each category, we presented 2 tests, though the first in each
category was developed mostly for theoretical purposes. To avoid confusion, we summarized our
two main (usable) tests being Algorithms 1 and 2. For the developed tests we presented theoretical
results on consistency and power, that may help in guiding the efficient use of the tests.
In Section 5 we examined the relation between our classification problem and the TV distance,
which builds the basis of our consistency results. This relation holds only asymptotically, and
15Under a Gaussian kernel at least.
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Figure 12: Illustration of the second Blob example. Below: Illustration for p = 2. Above: First
marginals of PX and PY respectively.
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Figure 13: A point in the figure represents a simulation of size S = 200 for a specific test and a
p ∈ (2, 4, 6, 8, 10, 20, 40, 80, 120, 200). Each of the S = 200 simulation runs we sampled n = 300
observations from N (µ,ΣX) and likewise n = 300 observations from N (µ,ΣY ). The Random
Forest used 600 trees and a minimal node size to consider a random split of 4.
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might not explain the good performance for finite samples. However, as mentioned before, there
is a more direct link to MMD, as the Random Forest classifier implicitly learns a kernel. As such,
it is possible to define a test based on the unbiased MMD estimator in Gretton et al. (2012a), but
with the adaptive kernel of the Random Forest. This is explored in current work and it will be
interesting to see, how this test compares with the tests presented in this paper. It also suggests
that for smaller data sets, a Random Forest producing a smooth kernel, might be preferred.
Scornet (2016) discusses the form the kernels might take for a slightly adapted version of the
Random Forest.
Connected to the above, Section 7 performed an extensive power analysis to compare the
Random Forest based tests to kernel methods. It left a strong impression that our tests perform
favorably compared to kernel methods in situations where changes can be detected marginally.
This was true for very simple situations, such as the Gaussian mean-shift, as well as in rather
complex ones, such as the Blob example or mixtures of discrete and continuous distributions. This
seems to be a natural conclusion, given how the Random Forest works, and yet it is remarkable
how even subtle changes are still detected. However, our simulation studys also highlight the
extremely strong performance of the classical quadratic-time MMD in detecting changes in the
dependency structure. In fact, in these situations MMD was often notably stronger than all
other kernel-based tests as well. In particular, it appears that using MMD while optimizing the
kernel parameter σ, at the price of losing half of the data, did more harm than good, leading to a
considerable loss in performance. As such, while the optimized ME was able to beat the optimized
MMD, they often were not comparable to the MMD test with the median heuristic. In fact, given
the almost orthogonal performance of the quadratic MMD and our tests observed in Section 7, it
might be sensible to focus on the combination of the two. This might lead to a test that is not only
able to detect slight marginal deviations, but also strongly reacts to changes in the dependency
structure. Using the classification interpretation of the MMD (Reid and Williamson, 2011), this
could for instance be done within the framework of Liu et al. (2018).
The useful framework of U-Statistics and permutation tests allows for a dramatic increase in
power, if one is willing to deal with the additional computational cost. For the former, repeated
subsampling and fitting of the Random Forest is needed to obtain the approximate U-Statistics and
to estimate its variance, while for the latter, repeated estimation of the Random Forest is necessary
to obtain the distribution under H0. The computation time of the resulting tests clearly is a
major issue; fitting the Random Forest not just once but K > 100 times is incredible demanding.
However, in the case of the hypoRF test it should be noted that this immense computation time
is only due to an incomplete theory. From Simulation studies, it appears that under H0 the OOB
error always follows an approximate Gaussian distribution, with a variance somewhere between
0.25/2n and 0.5/2n. If one were able to determine sensible conditions under which asymptotic
normality of the OOB error under the Null could be established, with an expression or bound
on the variance under H0, the permutation approach would not be necessary. Instead one could
just calculate the Random Forest once and compare the resulting OOB error to the theoretical
asymptotic disribution. This would put the powerful hypoRF test close to the Binomial test in
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terms of computational effort, albeit at maybe a small loss of power compared to the permutation
approach. An open question is thus whether one is able to provide a formal argument for the
observed (asymptotic) normality of the OOB error under H0. A first step in that direction might
be the derivation of an analogue of Theorem 2, such that the prohibitive condition (20) is not
needed. From simulations, it seems that the asymptotic normality of U2n,K holds true even if
this condition is not met and both n and the kernel size ntrain increase. On the other hand, it
might be easier to directly prove the asymptotic normality for the permutation test, where only
the labels are varied.
As Lopez-Paz and Oquab (2017) point out, using classification for two-sample testing also
opens up a possibility for interpreting where the differences of the two samples might stem from.
In a Random Forest classifier it seems straightforward to use the variable importance measure
(“gini importance”) to get an impression where the difference in distribution comes from, see e.g.,
Wright and Ziegler (2017). Especially when the difference in distribution comes from the margins,
the measure should deliver a solid importance ranking of the variables. However, we did not look
at the variable importance measure in the simulation study and future research will show whether
or not this is usefull in two-sample testing.
Finally it should be in principle very simple to not just use two, but several classes and to so
generalize the two-sample testing.
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A Random Forest
Random forest is a tree-based ensemble prediction method introduced in Breiman (2001). Multiple
trees are grown on bootstrapped versions of the training data and each new split involved in a
tree is greedily selected among a random subsets of the predictors. In the context of classification,
the forest prediction at a new point of the predictor space is the majority vote among each tree.
This method has been empirically proven to have very good performances in a wide range of
regression and classification problems (see for example Ferna´ndez-Delgado et al. (2014)) and is
usually state-of-art in real data applications with heterogeneous data types.
A lot of effort has been put in the study of theoretical properties of the random forest al-
gorithm or modified versions of it (see for example Biau et al. (2008), Scornet et al. (2015) or
Wager and Athey (2018)). Regarding consistency, it is known that the widely used version of
Breiman (2001) is not always consistent (see Proposition 8 in Scornet et al. (2015)) but that
some modifications of the random forest algorithm recover consistency at a practical expense of
computational complexity and/or predictive accuracy. In particular, a random forest grown with
non-data driven splits is consistent, as long as the number of splits grows at slower rate compared
to the training data size (see Scornet et al. (2015)).
B Additional Tests
B.1 Checking the Level of the Test for different Distributions
Here we check the level of our proposed tests via simulation by simulating H0 under different
distributions PX and applying our tests. We consider:
“rnorm” independent standard normally distributed components
“rbinom” independent binomial components with 4 trials and probabilities 0.7
“rt” independent t components with one degree of freedom
“rpois” independent Poisson components with means equal to 4
“rf” independent F components with degrees of freedom 4 and 12, respectively
“runif” independent uniformly distributed components with minimum 3 and maximum 10
“rmvt” multivariate t-distribution with one degree of freedom, non-centrality vector 0 and the iden-
tity as scale matrix
“rexp” independent exponential components with a rate of 4
“rbeta” independent beta components with shape parameters 3 and 4
“mvrnom” multivariate normal with off-diagonal elements of 0.95 in the covariance matrix.
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Figure 14: Level of the Binomial test otbained for S = 200 simulations, n = 600 observations,
p = 200, ntrees = 600, nodesize = 4, K = 100 and for the 15 different distributions described
above.
“rlnorm” independent standard log normal components
“rtcopula” multivariate t copula with Gaussian margins, one degree of freedom and the identity as
dispersion matrix
“rweibull” independent Weibull components with shape and scale equal to one
“rmixture” normal mixture distribution, combining a multivariate standard normal with a multivariate
normal having a shift in mean of 4 in each column, via a Bernoulli distribution with success
probability of 0.9
“cont dist” multivariate contaminated distribution as described in 7.2, using λ = 0.6
As can be seen from the resulting Figures 14 and 15, both the binomial test and HypoRF test
attain the right level on average, with points scattering randomly about 0.05.
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Figure 15: Level of the HypoRF test otbained for S = 200 simulations, n = 600 observations,
p = 200, ntrees = 600, nodesize = 4, K = 100 and for the 15 different distributions described
above.
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Figure 16: A point in the figure represents a simulation of size S = 200 for a specific test and a
λ ∈ (0.5, 0.55, ..., 1). Each of the S = 200 simulation runs we sampled n = 300 observations from
the contaminated distribution with λ ∈ (0.5, 0.55, ..., 1) and likewise n = 300 observations from
p = 200 independent standard normal distributions. The Random Forest used 600 trees and a
minimal node size to consider a random split of 4.
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B.2 Increasing K
C Proofs
Lemma 2 (Restatement of Lemma 1) If the classifier used is consistent, then there exists a
consistent test based on its out-of-sample error Lˆmn . This test rejects whenever
Lˆmn − 1/2 < −
√
−2 log(α)
mn
.
Moreover,
Vˆ (Dntrain) := 1− 2Lˆmn ,
provides a consistent estimate of the TV distance, between the two distributions.
Proof This follows readily because in our simple setting, relation (3) from Section 5 holds. Let
ε > 0 be arbitrary. Similar arguments, as in Section 4 lead to
P (|Lˆmn − L∗| > ε) ≤ 2 exp
(−mnε2/2) + P (Lntrain − L∗ > ε/2),
where we used that |Lntrain−L∗| = Lntrain−L∗ ≥ 0. By consistency, we know that P (Lntrain−L∗ >
ε/2)→ 0, as n→∞, which immediately means that for all ε > 0,
P (|Lˆmn − L∗| > ε)→ 0,
since also mn → ∞. In other words, if the classifier is consistent, Lˆmn is a consistent estimator
of L∗. This conclusion is not new, but instead a well-known advantage of having out-of-sample
observations at hand, see once again, Devroye et al. (1996). This immediately implies that,
Vˆ (Dntrain) = 1− 2Lˆmn
is a consistent estimator for V (PX ,PY ). Additionally it follows that we are able to construct a
test based on Lˆmn , which is consistent: Taking our second test from Section 4, we reject if,
Lˆmn − 1/2 < tmn := −
√
−2 log(α)
mn
.
Since V is a metric on the space of all Borel probability measures on Rp, we have that
L∗ = 1/2 ⇐⇒ V (PX ,PY ) = 0 ⇐⇒ PX = PY .
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Thus under the alternative, PX 6= PY , so that V (PX ,PY ) > 0 and L∗ < 1/2. Hence,
P (Lˆmn − 1/2 < tmn) = P (Lˆmn − L∗ + L∗ − 1/2 < tmn)
= P (Lˆmn − L∗ < (1/2 − L∗) + tmn)
= 1− P (Lˆmn − L∗ − tmn ≥ (1/2 − L∗)).
As 0 > tmn → 0, Lˆmn − L∗ − tmn p→ 0 and since 1/2− L∗ > 0 by assumption, we have that
P (Lˆmn − L∗ − tmn ≥ 1/2 − L∗)→ 0,
and the desired consistency of the test follows.
Theorem 3 (Restatement of Theorem 1) Assume that the classifier is consistent. Then,
√
mn(Lˆmn − Lntrain) D→ N (0, L∗(1− L∗)) ,
as n→∞ (and thus mn, ntrain →∞).
Proof The result is a simple application of Theorem 3.2 in Hall and Heyde (2014). To this
end, we define the following array of martingales: With ε0ntrain,j := I{g(Zj ,Dntrain)6=ℓj} − Lntrain ,
j = 1, . . . ,mn, let Fntrain,0 := σ(Dntrain) and
Fntrain,1 := σ(Dntrain , ε0ntrain,1), . . . ,Fntrain,mn := σ(Dntrain , ε0ntrain,1, . . . , ε0ntrain,mn).
This gives a sequence of σ-algebras, which is a proper filtration, since Fntrain,j ⊂ Fntrain,j+1, as
well as Fntrain,j ⊂ Fntrain+1,j. Based on these filtrations, we define
Tntrain,j :=
j(Lˆj − Lntrain)√
mn
,
for j = 1, . . . ,mn. Then (Tntrain,j,Fntrain,0,Fntrain,j), ntrain ∈ N, j = 1, . . . ,mn is indeed an array
of martingales, since Tntrain,j is Fntrain,j measurable for all ntrain, j and
E[Tntrain,j − Tntrain,j−1|Fntrain,j−1] = E
[
j(Lˆj − Lntrain)√
mn
− (j − 1)(Lˆj−1 − Lntrain)√
mn
| Fntrain,j−1
]
= E
[
j(Lˆj − Lntrain)− (j − 1)Lˆj−1 + (j − 1)Lntrain√
mn
| Fntrain,j−1
]
= E
[
ε0ntrain,j√
mn
| Fntrain,j−1
]
=
1√
mn
(
E
[
I{g(Zj ,Dntrain)6=ℓj} | Fntrain,j−1
]
− Lntrain
)
= 0,
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where E [εntrain,j | Fntrain,j−1] = Lntrain and E [Lntrain | Fntrain,j−1] = Lntrain follows from the fact
that, Dntrain is included in the filtrations. Moreover, Tntrain,j has mean zero and is square inte-
grable, for all ntrain, j, remembering that E[εntrain,j|Dntrain ] = Lntrain and in extension E[Lˆj|Dntrain ] =
Lntrain :
E[Tntrain,j] =
j√
mn
E[Lˆj − Lntrain ] =
j√
mn
E[E[Lˆj|Dntrain ]− Lntrain ] = 0.
and,
V(Tntrain,j) =
1
mn
E[V(jLˆj |Dntrain)]
=
j
mn
E[Lntrain(1− Lntrain)]
≤ E[Lntrain]
since j/mn ≤ 1.
The above already verifies key properties of Theorem 3.2 in Hall and Heyde (2014). Next, we
consider the martingale differences
Xntrain,j := Tntrain,j − Tntrain,j−1 =
ε0ntrain,j√
mn
.
Then
(1) maxj∈{1,...,mn} |Xntrain,j| ≤ 1√mn → 0, as n→∞ and thus mn, ntrain →∞.
(2) For all ntrain, E[maxj X
2
ntrain,j
] ≤ 1mn , i.e. the expectation is bounded in ntrain.
(3)
∑mn
j=1X
2
ntrain,j
→ L∗(1− L∗) in probability. Indeed note that,
E[
mn∑
j=1
X2ntrain,j|Dntrain ] =
1
mn
mn∑
j=1
Lntrain(1− Lntrain) = Lntrain(1− Lntrain).
Thus, another Hoeffding argument gives,
P (|
mn∑
j=1
X2ntrain,j − Lntrain(1− Lntrain)| > t) = E[P (|
mn∑
j=1
X2ntrain,j − Lntrain(1− Lntrain)| > t|Dntrain)]
≤ 2 exp(−2mnt2),
which goes to 0, as n → ∞ and thus ntrain,mn → ∞. On the other hand, Lntrain(1 −
Lntrain)→ L∗(1−L∗) in probability. Thus we have
∑mn
j=1X
2
ntrain,j
−E[Lntrain(1−Lntrain)]→
0 in probability, as well as E[Lntrain(1 − Lntrain)] → L∗(1 − L∗), showing that indeed,∑mn
j=1X
2
ntrain,j
→ L∗(1− L∗) in probability.
The above verifies all conditions of Theorem 3.2 in Hall and Heyde (2014), proving that (1) holds.
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Corollary 4 (Restatement of Corollary 1) Assume PX 6= PY are such that (8) is true, for a
given a = a(PX ,PY ), c = c(PX ,PY ). Then there exists a test with asymptotic power,
Φ
(
Φ−1(α)
√
0.25 +
√
mn(1/2 − L∗)− a√
L∗(1− L∗) + c
)
.
This test rejects whenever √
mn(Lˆmn − 1/2)/
√
0.25 < Φ−1(α).
Proof Under H0,
P (
√
mn(Lˆmn − 1/2)/
√
0.25 < t)→ Φ(t),
where Φ is the distribution function of a standard normal. Choosing t∗ := Φ−1(α), as in (4), we
asymptotically (with mn) arrive at the right level. Under the alternative, we have
P (
√
mn(Lˆmn − 1/2)/
√
0.25 < t∗) = P (
√
mn(Lˆmn − L∗ + L∗ − 1/2)/
√
0.25 < t∗)
= P
(√
mn(Lˆmn − L∗)− a√
L∗(1− L∗) + c <
t∗
√
0.25−√mn(L∗ − 1/2) − a√
L∗(1− L∗) + c
)
≈ Φ
(
t∗
√
0.25 +
√
mn(1/2 − L∗)− a√
L∗(1− L∗) + c
)
.
Since 1/2− L∗ > 0 this goes to 1, as mn →∞.
Corollary 5 (Restatement of Corollary 2) In the LDA setting described above,
√
mn(Lˆmn − L∗) D→ N(0, L∗(1− L∗)), (25)
as long as (mn log(ntrain)
(1+ε))/ntrain → 1, for some ε > 0.
Proof Since all the involved random vectors are Gaussian, it is simple to derive Lntrain in this
special case:
Lntrain = 1/2P (g(Z,Dntrain ) = 1|Dntrain , ℓ = 0) + 1/2P (g(Z,Dntrain ) = 0|Dntrain , ℓ = 1)
= 1/2P ((µˆ0 − µˆ1)T
(
Z− µˆ0 + µˆ1
2
)
> 0|Dntrain , ℓ = 0)+
1/2P ((µˆ0 − µˆ1)T
(
Z− µˆ0 + µˆ1
2
)
≤ 0|Dntrain , ℓ = 1)
Now, if ℓ = 0 it holds that Z ∼ N(µ0, Ip×p) and if ℓ = 1, Z ∼ N(µ1, Ip×p), thus:
(µˆ0 − µˆ1)TZ|Dntrain , ℓ ∼ N((µˆ0 − µˆ1)Tµℓ, (µˆ0 − µˆ1)T (µˆ0 − µˆ1)).
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Let for the following δˆ = µˆ0 − µˆ1 and similarly δ = µ0 − µ1. Then
Lntrain = 1/2P (δˆ
T
Z > δˆ
T µˆ0 + µˆ1
2
|Dntrain , ℓ = 0) + 1/2P (δˆ
T
Z ≤ δˆT µˆ0 + µˆ1
2
|Dntrain , ℓ = 1)
= 1/2

1− Φ

 δˆT (µˆ0 + µˆ1)− 2δˆTµ0
2
√
δˆ
T
δˆ



+ 1/2Φ

 δˆT (µˆ0 + µˆ1)− 2δˆTµ1
2
√
δˆ
T
δˆ


= 1/2

Φ

− δˆT (µˆ0 + µˆ1)− 2δˆTµ0
2
√
δˆ
T
δˆ

+Φ

 δˆT (µˆ0 + µˆ1)− 2δˆTµ1
2
√
δˆ
T
δˆ



 . (26)
In case of the Bayes classifier, essentially the same holds and
(µ0 − µ1)TZ|ℓ ∼ N(δTµℓ, δTδ).
Thus,
L∗ = 1/2P (g∗(Z) = 1|Dntrain , ℓ = 0) + 1/2P (g∗(Z) = 0|Dntrain , ℓ = 1)
= 1/2
(
Φ
(
−δ
T (µ0 + µ1)− 2δTµ0
2
√
δTδ
)
+Φ
(
δT (µ0 + µ1)− 2δTµ1
2
√
δTδ
))
. (27)
We first note that indeed under H0, µ0 = µ1 and Lntrain is simply 1/2. Thus in this case the
result trivially holds and we may focus on the alternative, when δ 6= 0. Let for the following Mˆj =
(δˆ
T
(µˆ0 + µˆ1)− 2δˆ
T
µj)/2
√
δˆ
T
δˆ, j ∈ {0, 1} and let M0 and M1 be there population counterparts.
Since Mˆ0, Mˆ1 converge a.s. to M0,M1, we immediately have by continuity of Φ that Lntrain
converges a.s. to L∗. Moreover, for the convergence properties of
√
mn(Lntrain − L∗) it is enough
to show that a.s.,
√
mn
(
Φ
(
Mˆ1
)− Φ(M1))→ 0,
as the same arguments also lead to convergence of
√
mn(Φ(−Mˆ0)−Φ(−M0)) and convergence of
both of them implies the convergence of
√
mn(Lntrain−L∗). We then use the mean-value theorem
for integrals (pointwise), to obtain a.s.,
Φ
(
Mˆ1
)− Φ(M1) =
∫ Mˆ1
M1
φ(t) dt = φ(c)(Mˆ1 −M1),
where c is some (random) value between Mˆ1,M1. Thus, for convergence properties, we may study√
mn(Mˆ1 −M1).16 To this end, we utilize Durrett (2010, Theorem 2.5.7), which implies that for
16For the Taylor expansion, note that
√
mn(Mˆ1 −M1)
→
p 0 also implies that
√
mn(Mˆ1 −M1)2
→
p 0.
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an iid sequence of r.v. X1, . . . ,Xn, such that E[X
2
i ] <∞ and ε > 0 arbitrary, it holds that:
√
n
log(n)(1/2+ε)
(
1
n
n∑
i=1
Xi − E[X1])→ 0, (28)
a.s. Thus, as we would expect, a rate of
√
n is too strong, but a slightly weaker rate does the job.
In particular, we immediately know that δˆ
T
µ1, which is simply the difference of two iid Gaussian
averages, has √
ntrain
log(ntrain)(1/2+ε)
(
1
n
δˆ
T
µ1 − δTµ1)→ 0. (29)
Now, as a further reduction, we first focus on the upper part of Mˆ1 and M1 only, which may
be written as,
δˆ
T
(µˆ0 + µˆ1)− 2δˆ
T
µ1 = (µˆ0 − µˆ1)T (µˆ0 + µˆ1)− 2δˆ
T
µ1
= µˆT0 µˆ0 − µˆT1 µˆ1 − 2δˆ
T
µ1,
with population counterpart µT0 µ0 − µT1 µ1 − 2δTµ1. From above, (29) applies to 2δˆ
T
µ1. It
remains to study (µˆT0 µˆ0 − µT0 µ0) and (µT1 µ1 − µˆT1 µˆ1). We only consider the former, as we are
able to use the same arguments for the latter. Now
(µˆT0 µˆ0 − µT0 µ0) = (µˆ0 − µ0)T (µˆ0 − µ0)− 2(µT0 µ0 − µˆT0 µ0)
= (µˆ0 − µ0)T (µˆ0 − µ0)− 2(µ0 − µˆ0)Tµ0.
The second term is again simply the difference between an iid Gaussian average, µˆT0 µ0, and its
population value µT0 µ0. For the first term, it holds that
√
mn(µˆ0 − µ0)T (µˆ0 − µ0) =
√
mn
ntrain
p∑
s=1
W 2s , (30)
with Ws =
√
ntrain
(
1/ntrain
∑ntrain
i=1 Xi,s − µ0,s
) ∼ N(0, 1), s ∈ 1, . . . , p. If p were to increase to
infinity, we again have a.s.,
1
p
p∑
s=1
W 2s → 1.
Put differently, (30) goes to zero a.s., as long as
√
mnp
ntrain
→ 0 (i.e., ntrain grows faster than √mnp).
This is trivially fulfilled, with the proposed rate of mn, as we assume p to be constant.
Thus, we have finally shown that
√
mn
(√
δˆ
T
δˆMˆ1 −
√
δTδM1
)
=
√
mn
(
δˆ
T
(µˆ0 + µˆ1)− 2δˆ
T
µ1 − δT (µ0 + µ1)− 2δTµ1
)
→ 0,
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a.s. Since also
√
δˆ
T
δˆ →
√
δTδ > 0 a.s., it follows that
√
mn
(
Mˆ1 −M1
)
→ 0,
a.s. Thus, we have shown that
√
mn(Lntrain −L∗)
p→ 0, if mn grows at most at the proposed rate.
Applying Theorem 1, yields the desired result.
Theorem 4 (Restatement of Theorem 2) Assume that for n → ∞, ntrain = ntrain(n) → ∞
and K = K(n)→∞, and that
lim inf
n→∞ n
2
trainζ1,ntrain > 0, (31)
lim
n→∞
ntrain√
n
= 0, (32)
lim
n→∞
n
K
= β ∈ (0,∞). (33)
Then √
K(Uˆ2n,K − E[Lntrain−1])√
ζntrain,ntrain +
n2
train
β ζ1,ntrain
D→ N(0, 1). (34)
Proof The result is an application and slight refinement of Theorem 1 in Mentch and Hooker
(2016): Uˆ2n,K meets the definition of a incomplete, infinite order U statistics with kernel
hntrain((Zi1 , ℓ1), . . . , (Zintrain , ℓintrain )).
Moreover Condition 1 in Mentch and Hooker (2016), which is a Lindenberg Condition, is trivially
satisfied, since (31) and (32) imply that for all δ > 0,
lim
n→∞ δ
√
2nζ1,ntrain →∞,
while |E[hntrain(Z1, Z2, . . . , Zntrain)|Z1] − E[Lntrain−1]| is bounded by 1. Thus, even if it should
happen that limn→∞ ζ1,ntrain = 0, Condition 1 still holds. This also implies that
E[hntrain(Z1, . . . , Zntrain)] ≤ C,
with C = 1 for all n. Thus together with (31) - (33) all conditions, except
lim
n→∞ ζ1,ntrain 6= 0, (35)
are met. However studying the proof of Theorem 1 case (ii) in Mentch and Hooker (2016), reveals
that (35) can be replaced by (31). Thus all conditions are met and (22) holds.
Corollary 6 (Restatement of Corollary 3) Assume the conditions of Theorem 2 hold true
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and additionally that PX 6= PY are such that
√
K(E[Lntrain−1]− L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
→ a, (36)
for some a = a(PX ,PY ) ∈ R. Then there exists a test with asymptotic power
Φ

t∗ − a−
√
K(L∗ − 1/2)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain

 .
This test rejects whenever,
√
K(Uˆ2n,K − 1/2)√
ζˆntrain,ntrain +
n2
train
β ζˆ1,ntrain
< Φ−1(α). (37)
Proof From Theorem 2 and the assumption that ζˆ1,ntrain, ζˆntrain,ntrain are consistent estimators,
it follows that
√
K(Uˆ2n,K − E[Lntrain−1])√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
D→ N(0, 1).
Thus with the condition (36), we have
√
K(Uˆ2n,K − L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
=
√
K(Uˆ2n,K − E[Lntrain−1])√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
+
√
K(E[Lntrain−1]− L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
D→ N(a, 1).
In particular, under H0, as E[L2n−1] = L∗ = 1/2:
√
K(Uˆ2n,K − 1/2)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
D→ N(0, 1),
so that (37) attains the right level as K →∞ (in familiar fashion, this is in fact true, whether or
not (36) holds). Moreover, under the alternative, for t∗ := φ−1(α),
P (
√
K(Uˆ2n,K − 1/2)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
< t∗)
= P (
√
K(Uˆ2n,K − L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
< t∗ −
√
K(L∗ − 1/2)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain
)
≈ Φ

t∗ − a+
√
K(1/2 − L∗)√
ζˆntrain,ntrain +
n2train
β ζˆ1,ntrain

 .
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The fact that (i) ζˆ1,ntrain, ζˆntrain,ntrain are bounded by 1 for all n, (ii) (
√
K/ntrain) → ∞, from
(32) and (33), and (iii) (1/2 − L∗) > 0, again means that the power approaches 1 with rate, as
n→∞ (and thus K,ntrain →∞).
D U-Statistics based Test
As discussed in Section 6 we assume here, based on empirical evidence, that, at least under H0,
the incomplete U-statistics U02n,K =
√
2n(Uˆ2n,K −E[Lntrain−1]) is approximately normal for n and
K large, even if the condition ntrain/
√
n → 0 does not hold. If we were now able to estimate
the variance of U02n,K we could construct another test based on it: Assume that this is so, then
this approximate normality gives us the freedom to choose ntrain larger than condition (20) in
Theorem 2 would dictate. This in fact increases the power quite dramatically compared to the
Binomial test.17
The question remains, how to obtain a variance estimate of U02n,K . Fortunately, we are able to
use theory developed in Wang and Lindsay (2014) to approximate both the full U2n statistic, as
well as its variance very accurately. We describe here the “Partition Resampling scheme” proce-
dure, directly taken from Wang and Lindsay (2014): Assume our sample size ntrain = ntrain(n) ≤
(2n)/2. Then we choose K times m partitions (i.e. disjoint subsets) at random from the whole
sample (ℓi,Zi)
2n
i=1, denoted (Sk,1, . . . , Sk,m). For ntrain = 2n/2 = n this means randomly splitting
the data in half for each k, resulting in the split (Sk,1, Sk,2). Let then,
h¯ntrain,k :=
1
m
m∑
j=1
hntrain(Sk,j) (38)
Uˆ2n,K :=
1
K
K∑
k=1
h¯ntrain,k (39)
σ2WP :=
1
Km(m− 1)
K∑
k=1
m∑
j=1
(
hntrain(Sk,j)− h¯ntrain,k
)2
(40)
σ2BP :=
1
K
K∑
k=1
(h¯ntrain,k − Uˆ2n,K)2, (41)
where hntrain(Sk,j) is simply hntrain evaluated at the ntrain points in Sk,j. Our approximation for
U2n is then given by Uˆ2n,K , while the estimated variance is given by
Vˆ2n,K := σ
2
WP − σ2BP . (42)
It is an approximation of the best unbiased variance estimator Vˆu given in Equation (2.3) and
(2.4) in Wang and Lindsay (2014), and as they demonstrate, it is itself the best unbiased variance
17The power shown in simulations is about the same as the one of the hypoRF test based on the permutation
approach.
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estimator of Uˆ2n,K . The latter, on the other hand, is clearly equivalent to its equally named
counterpart in (18), which was also constructed using random subsamples of size ntrain.
Unfortunately, the above estimator in (42), while accurate, has the shortcoming that it may
numerically result in negative values, as showcased in Wang and Lindsay (2014, Section 3). They
propose an alternative estimator, that is proven to be a lower bound. However for our purposes
an estimate of an upper bound on the variance is more desirable. To this end, we simply use σ2WP
in (40) whenever it should happen that Vˆo,K < 0. Thus our final test rejects whenever
√
2n(Uˆ2n,K − 1/2)
Vˆ2n,KI{Vˆ2n,K>0} + σ
2
WP I{Vˆ2n,K≤0}
< Φ−1(α).
The whole algorithm is given in Algorithm 3.
Algorithm 3 RFTest← function(X,Y,K,α, ...)
Require: X,Y ∈ Rn×p ⊲ p > n is not an issue
1: ℓ← (1, ..., 1, 0, ..., 0)′ ∈ R2n ⊲ ℓ represents the response variable in the Random Forest
2: Z ← [X Y ]2n×p ⊲ row bind X and Y
3: D2n ← (ℓi,Zi)2ni=1
4: for k in 1:K do
5: {Sk,1, . . . , Sk,m} ← random partition of D2n
6: h¯ntrain,k ← 1m
∑m
j=1 hntrain(Sk,j)
7: end for
8: Uˆ2n,K ← 1K
∑K
k=1 h¯ntrain,k ⊲ the average over all 2K OOB-errors
9: σ2WP ← 1Km(m−1)
∑K
k=1
∑m
j=1
(
hntrain(Sk,j)− h¯ntrain,k
)2
10: σ2BP ← 1K
∑K
k=1(h¯ntrain,k − Uˆ2n,K)2
11: Vˆ2n,K ← σ2WP − σ2BP
12: if Vˆ2n,K < 0 then
13: Vˆ ← σ2WP
14: else
15: Vˆ ← Vˆ2n,K
16: end if
17: if
Uˆ2n,K−0.5√
Vˆ
< Φ−1(α) then
18: return (reject H0)
19: else
20: return (do not reject H0)
21: end if
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