Programs have been written to apply parallel processing algorithms to the main methods of DNA sequence analysis. These programs allow the largest of currently interesting problems to be handled on a medium-sized computer system. The abundance of information otherwise not readily available has suggested new methods for the detection of homology and order in sequences.
INTRODUCTION
Many of the analyses of DNA sequences which molecular biologists require involve the finding of similarities between different molecules or within one molecule. Several different approaches, represented by dozens of programs, have been taken to this problem. The most interesting methods are those which, given an explicit definition of 'similarity', can guarantee to demonstrate the greatest possible similarity between sequences, taking account of all possible alignments, and with any number of deletions at any position.
with increasing sequence length (or larger numbers of fragments) these methods can quickly become computationally impractical. One way to avoid this limitation is to use short-cut algorithms, which do not make exhaustive searches, but which it is hoped will not miss anything of significance. Very fast supercomputers such as the CRAY-1 have also been used to increase the size of problem which can be brought within the range of exhaustive methods, but these very expensive machines are not generally available.
Computers can also be made more powerful by replacing the single central processing unit by an array of several hundred processors operating simultaneously.
If there are £ parallel processors, computing speed may ue increased by up to ji-fold, provided the algorithm used can be formulated as a parallel simultaneous operation instead of a strictly serial one. Since sequence comparisons involve looking for the same features at every position in a linear array, it seems likely that suitable parallel algorithms can be formulated for these problems.
This paper explores the applicability of an 1CL Distributed Array Processor ('DAP') to the general problem of finding similarities in DNA sequences. The Distributed Array Processor
The DAP (1) we have used consists of 4096 individual bit-processors, each with 4096 bits of fast memory. Under central control eacn processor simultaneously carries out the same operation on elements drawn from its local memory. The DAP is programmed in a superset of FUKTKAN (2) , and there are a number of commands which allow each processor to refer to the states of its neighbours. This makes it easy to implement algorithms which treat the processors as members of a linear (4096 x 1) or square (64 x 04) array. The DAP is attached to an ICL 2972 computer which provides the local multi-access system for Edinburgh University users. The DAP is available to run batch jobs except at the very busiest times, when its memory is used instead to extend the main 2972 memory by 2 Mbytes. Algorithms for Sequence Similarity Three general approaches have been taken in the application of computers to searching for similarities between two sequences. a) Inspection of the match matrix
The first is to draw a rectangular (3) or diamond-shaped (4) match matrix. The rows and columns of the array are labelled with successive members of each of the two sequences, and every cell with matching row and column labels is marked. Sequence similarities appear as diagonal features in the array, and insertions are represented by horizontal or vertical transitions to other diagonals (for the 'diamond' form of the matrix, similarities are horizontal lines, and transitions are diagonal). Analysis of the match matrix by eye may be made easier by 'filtering' -for example by including only exact matches of more than a threshold length (3).
b) Homology-building algorithms
The second approach, exemplified by the algorithm in the Korn program (5) and derivatives, consists of attempts to move down the diagonal in a match matrix from each pair (say) of adjacent matched bases by following a set of rules which allow mismatches or deletions of a certain size provided a number of exact matches follow. When the rules no longer allow a homology to be extended, further tests of the overall composition, a priori improbability, etc. of the match may be applied before it is displayed to the user. The principle theoretical drawback of this approach is the uncertainty (which is hard to remove) whether any given rule will find all those similarities which the user would consider siynificant. c) Exhaustive searches Any aliynment between all or parts of any two sequences, with deletions at any positions, can be represented by a path drawn in or through the match matrix. An explicit rule (or 'metric') for scoriny the similarity or difference represented by a match, a mismatch or a deletion will allow a measure of similarity to be attached to any path. Findiny the maximum similarities between sequences therefore reduces to findiny the paths through the matrix of maximum similarity score (or minimum difference score). Serial algorithms are known (6, 7) which have been proved to find these maximum or minimum paths (7, 8) .
The first and third of these approaches seem to lend themselves to parallel processing, and the followiny sections describe proyrams we have written in these two areas.
Match Matrix Analysis
In The usefulness of the program depends on finding ways of locating interesting features amongst very large amounts of output. A simple method is to calculate the a priori probabilities of runs ot matches of a given length on the assumption that the known matches in the matrix are distributed at random.
The program calculates the run length which is expected to occur about once, and then lists the lengths and positions of all runs which are longer than four less than this length. The effect of tins (for sequences which are largely random) is that the positions and lengths of several hundred matches are displayed, and they include all the statistically significant runs and a modest background of random matches. Figure 1 shows the results of this procedure applied to the comparison of mitochondrial sequences from mouse and man. The two genomes are clearly very similar in both sequence and organisation. This conclusion has also been reached by the detailed The number expected is calculated on the assumption that the matches are distributed at random over the entire matrix inhomogeneity gives rise to an uneven distribution of matches and therefore to a larger number of longer runs. The filtered match matrix, Figure 4 , shows this effect clearly.
Short range patterns may also be present in DNA sequences. These include those produced by non-random use of codons, alternation of purines and pyrimidines, and avoidance or generation of signals -such as stop codons A feature is that the diagonal match is removed, to allow matches close to but not on the diagonal to be detected more easily. There is a noticeably higher density of runs in the lower left quadrant, corresponding to matches of the first 22,000 bases, which is probably related to the uneven base distribution alony LAMBDA, shown in Fig. 3 , with the reyions of highest G + C content concentrated in this section.
in out-of-phase reading frames. All such patterns will tend to produce a non-random distribution of matches in the matrix, and run length distribution analysis therefore appears to be a very general method for detecting order in sequences, free of presuppositions about the type of pattern involved. Minimum Path Algorithm A well-known parallel algorithm solves the problem of finding the minimum path between two points in a plane (represented as an array of cells) as follows. All cells which can be reached in n steps from a starting point can be marked by marking in the nth cycle all cells which can be reached in one step from all cells marked in the (n-l)th cycle. These 'footprints' are grown simultaneously from two starting points until at least one cell is marked simultaneously by both processes. This cell must be on a minimum path between the two start points, and the algorithm can be applied recursively to the two sub-paths, and so on, until a continuous path, which must be a minimum path has been produced. We have written a program which uses this algorithm to find the pattern of alignment and deletion which gives the best match between two sequences.
At present this program uses the simplest possible metric, in which either a single base mismatch or a single base deletion adds one unit to the 'distance' between the two sequences, whereas a match between bases does not alter the 'distance 1 . Finding the best overall alignment of finite length sequences is of greater interest for protein sequences, and Figure 5 shows the output for the alignment of two beta-lactamase sequences. The Sellers algorithm (7), despite the fact that it is carried out on an array of variables, is an unavoidably serial operation, and it requires the entire array to be retained throughout the calculation. The alyorithm therefore tends to become impracticably slow on any particular computer system when the array becomes so large that it can no longer be kept in fast memory. The DAP program described here is economical of space, since the match matrix is stored as a two-dimensional array of logical (ie single bit) variables. The 64 x 64 bit planes may be visualised as character arrays one plane at a time. A further advantage of the 'logical' analysis is that the best alignment may be examined to determine which regions are unique, and which regions may be aligned in alternative ways. The distinction is set by logically tracing an 'upper' path and a Mower' path through the array, using available routines. Where the upper and lower paths coincide, the aliynment is unique; at all other positions, alternative paths, and therefore alignments, exist.
DISCUSSION
No attempt has been made to optimise the match matrix analysis programs, so detailed comparisons with the running times of serial programs would not signify a great deal. The practical point is that the largest current problems are within the range of these programs, even in their present form. It would be quite feasible, for example to use these programs to compare any one member of the EMBL sequence library with all others, if this seemed a desirable thing to do.
The capacity of the DAP to hold and analyse large amounts of sequence data make it already a powerful tool for this purpose, and the growing size of the sequence databases, and the increasing lengths of the sequences contained in them make the advantages of this type of computer increasingly important. While different sequences up to 245,000 bases in length might be compared, it is more likely that the DAP will be used to compare shorter novel sequences (say, up to 1000 bases in length), with perhaps 400,000 bases from the main sequence libraries, that is, with a substantial fraction of all known sequences in a single run. Increasingly, the size and length of known sequences will force development of methods which are both extensive and exhaustive, for this the DAP approach seems likely to be a permanent addition to the existing computer tools now available.
Many of these advantages also apply to sequencing project work, in which much information is acquired from sequence fragments which are overlapping, partially overlapping or in some degree complementary. For example, a project in this department (to sequence the S2 plasraid of S-type male-sterile maize mitochondrion) had reached a stage at which 58 fragment sequences, containing 11,400 bases, were known. Concatenation of these sequences allowed them all to be compared with each other, and with their complements, in a single run of the match matrix analysis program. The run took 7 minutes, and the output allowed the relationship between the fragments to be established unequivocally. A minor variation of the program was used to generate restriction maps of the fragments, .and a catalogue of all restriction sites by type. The recognition sequences of 91 enzymes were used, and this run took 44 seconds.
A more useful comparison with serial algorithms could be made if it were possible to say which methods could be used to detect low levels of homology most reliably. Very little study appears to have been made of this point, which we expect to explore further.
DAPs may soon become much more widely available. For example, ILL are expected to produce a DAP of 1024 elements which may be attached to the PERQ personal computer. This combination would put the capacity for carrying out large scale sequence searches within the reach of any molecular biology laboratory.
tiest match algorithms of the Sellers type have been available for some time, but have not been very widely applied. Very little study seems to have oeen made of the different properties of the very large range of possible metrics.
DAP programs can be applied to this problem. However the greatest interest in this type of analysis is in its application to relatively short protein sequences, and the DAP approach will only be particularly valuable if it can be developed to make simultaneous intercomparisons of large numDers of sequences.
