Abstract: This study is devoted to the empirical analysis by second generation panel data analysis of the effects of the R&D investment variables in different qualifications in OECD countries grouped as OECD-20 and OECD-9 based on the income levels of the economic growth for the period of 1996-2015. Within this context, the purpose of this study is to evaluate whether or not the economic growth performances of OECD-20 and OECD-9 countries have a sustainable structure that endogenizes the technological advancements and occurs by the increments in average factor productivity. At the end of the paper it is determined that all the R&D variables in different qualifications of the OECD-20 group have a higher income level in sample period and have positive and statistically significant effects on the economic growth. On the other hand, only the private sector, universities and the total R&D investments have positive and statistically significant effects on the economic growth of the OECD-9 group which has comparatively lower income level. However, it is specified that the size of the positive and statistically significant effects of the R&D investment variables in different qualifications is more than two times bigger in the OECD-20 group as opposed to the OECD-9 group. These results reveal that the economic performances of OECD-20 countries in the investigated period have a more substantial relation with the qualified and sustainable structure that endogenizes the technologic advancements and occurs by the increments in average factor productivity. All of this shows that the R&D investments also are substantially sufficient to change the long-term economic growth performances and income levels of the countries in OECD-20 and OECD-9 groups.
Introduction
The concept of economic growth has been one of the most discussed and researched subjects in almost any period of economic life, and has played a significant role in all economic schools and in the evolution of economic thought. Economic growth relates an increase in production and capacity which are driven by two fundamental factors, such as the increase in the physical quantities of production factors per capita and / or the increase in average productivity of production factors based on technological developments when the institutional structure of the economy is taken into account. In this respect, these two factors are discussed as the main identifiers of economic growth in Classical, Keynesian, Neoclassical and Endogenous growth theories developed in an attempt to explain the reasons for economic growth and the differences in income (wealth) levels between countries.
Whereas in both Classical and Keynesian growth theory the economic growth process is explained by the increments in physical quantity of the production factors, the role of the increase in the average productivity of the production factors or the technological advancements are not considered. The effects of the technological development in the economic growth process were first introduced by J. A. Schumpeter (1939) within the evolution of economic thought. The essentials of Schumpeter's approach are based on the "long-way" theory of N. Kontradieff (1935) which statistically explains the financial expansion-shrinkage of capitalist economy at 50-60 year intervals. Schumpeter analyzes the effects of technological advancements on the economic growth systematically by associating the fluctuations in the capitalist economy to an invention-innovation bunch for each period (Türkcan, 2016: 54) . He regards technological improvements as one of the primary identifiers of the economic growth and predicts a long-term and sustainable economic growth process differently from Classical or Keynesian growth theory (Akçomak, 2014: 477; Schumpeter, 1939: 83-84) .
In Neo-Classical growth theories attributed to the work of Solow (1956) it is assumed that an economic growth process based on the accumulation of production factor is not only long-term but also technological developments balancing the diminishing returns on the basis of sustainable economic growth. However, Neo-classical growth theories mention that the technological advancements that allow for the increments in the average productivity of production factors are exogenous, and that it cannot be explained which mechanisms generate the effects of the technological advancements in the economic growth process. In addition, another flaw of the Classical and Keynesian growth theories, which try to explain the economic growth process only by factor accumulation are insufficient to explain the economic growth and income differences between countries and the fact that the predictions of Neo-Classical growth models which are based on the assumption that the technology is external and fixed, are preparing the environment for the emergence of new growth theories in the literature (Berber, 2011: 143) . Due to these new growth theories also called endogenous growth models, the economic growth and income level differences between the countries are explained by factor accumulation; while the average factor productivity emerged is based on the technological advancements.
Through endogenous growth theories, the approaches attempt to explain the economic growth process by the factors within the model through the endogenization of the technological advancements substitute for the methods, and they try to clarify this process by the factors determined from the model as described by Solow. In endogenous growth theories it is indicated that the most fundamental factor is the technological advancement based on the research and development (R&D) investments for the explanation of the economic growth process, while several facts are revealed to account for this process by endogenous mechanisms. According to endogenous growth theories, the technological improvements emerge as a result of R&D investments and increase the average productivity of the production factors, allow for being enhanced the economic growth qualitatively and made sustainable (Kibritçioğlu, 1998: 210) . Within the context of endogenous growth models, the theoretical literature that researches the effects of the R&D investments on the economic growth starts with the work of Romer (1986) , where R&D investments are seen as a fundamental fact of the economic growth process and are included into the model as endogenous. Romer (1986) assumes that knowledge of the source of endogenous growth. He also states that the society enhances the knowledge accumulation and that the economic growth increases the R&D investments via savings, which finally lead to an interaction between the investments and the economic development. In this point, the growing effects of the R&D investments in the economic growth process started being discussed with regards to the endogenous growth models. Such an analysis can be seen in the works of Grossman and Helpman (1991) or Aghion and Howitt (1992) who predicted the source of the endogenous growth effects on the productive investments in R&D field.
Nowadays, it is general accepted that the economic growth feeds on basic sources as the increase the physical amounts of the production factors and the average productivities based on the technological advancement, the growth path provided by the provinces from these sources, is relatively easy but not sustainable in the long term. Thus, it is frequently expressed in economic literature that any growth process which is not based on human capital equipped by qualified education, the technology level developed by the R&D investments and being improved the corporate structure operates the economy effectively, cannot be long term. In this respect, it is emphasized in recent studies that the two major factors that actualize sustainable and permanent economic growth in the long term are technological advancement and R&D investments (TÜRKONFED, 2013: 16) .
From this point of view, in this study, the effects of R&D investments of different qualities (represented by the variables of R&D investments in public sector, private sector and universities; total R&D investments; staff numbers working in R&D sectors in OECD countries) classified according to their economic wealth levels on the economic growth, are empirically analyzed for the period of 1996-2015 on an annual basis. This paper econometrically evaluates the effects of R&D investments of different qualities and comments on the difference in economic performance and/or income levels of the countries in OECD-20 and OECD-9 groups within the investigation period. We believe that the findings of the study, conducted using comprehensive R&D investment variables and considering income level differences between OECD countries, is a positive contribution to the literature which has only had a limited number of works dealing with this subject.
In the second chapter following the introduction, the empirical literature reviews the impact of R&D investments on economic growth and is summarized in general terms; also, the paper's place within the economic literature is established. The third chapter introduces the data set used in the research, and the scope of the study is clarified. In the fourth chapter, the long-term effects of R&D investments on economic growth are econometrically analyzed within the new generation panel data analysis methodology that considers the cross-section dependence. Finally, the study concludes with general assessments and political inferences.
Empirical Literature
The theoretical approaches examine the effects of R&D investments on economic growth are analyzed using endogenous growth models developed based on R&D investments, such as those from the second half of the 1980s. It is apparent from the empirical literature that some macroeconomic (at firm, sector or region level) and microeconomic (country and country groups) studies have been conducted within the scope of time, as well as some panel data analysis for different countries and country groups. While R&D investments at firm, sector or regional level are used in the studies on behalf of R&D investments in microeconomic level3, the variables of the share of R&D investments in gross domestic product and staff number work in R&D field are used on behalf of R&D investments on macroeconomic level. On the other hand, reviewing the relevant literature, it can be seen that in numerous microeconomic studies conducted on various countries and country groups within the time period, or that incorporate panel data analysis, are actualized on OECD member countries (Altın and Kaya (2009-Turkey) Kim (2011-South Korea) , Yanyun and Mingqian (2004) 4 , (Samimi and Alerasoul (2009 )5, Mehran and Reza (2011 )6, Gyekye et al. (2012 )7, Inekwe (2015 8, (Park (1995) , Freire-Serén (1999) , Bassanini and Scarpetta (2001) , Sylwester (2001) , Zachariadis (2004) , Falk (2007) , Özer and Çiftçi (2009), Saraç (2009) , Güloğlu and Tekin (2012) , Eid (2012) , Gülmez and Yardımcıoğlu (2012) , Özcan and Arı (2014) , Altıntaş and Mercan (2015) , Türedi (2016) ).
The studies using time series or panel data analysis considering variables of R&D investment find positive and statistically significant effect on economic growth (Del Monte and Papagni (2003) , Botazzi and Peri (2003) , Akçomak and Ter Weel (2009) , Piras et al., (2011 ), Park (1995 , Freire-Serén (1999) , Bassanini and Scarpetta (2001) , 3 See the works in this context: (Del Monte and Papagni (2003) , Botazzi and Peri (2003) , Akçomak and Ter Weel (2009), Piras et al., (2011)) . 4 See the in this study conducted on Southeast Asian countries: Yanyun and Mingqian (2004) . 5 See the countries in this study conducted on developing countries: Samimi and Alerasoul (2009) . 6 See the countries in this study conducted for underdeveloped countries and OECD member countries: Mehran and Reza (2011). 7 See the countries in this study conducted for countries of Southeast Asia and Sub-Saharan Africa: Gyekye et al. (2012) . 8 See the countries in this study conducted for developing countries: Inekwe (2015) . Zachariadis (2004) , Yanyun and Mingqian (2004) , Falk (2007) , Özer and Çiftçi (2009 ), Saraç (2009 ), Altın and Kaya (2009 Kim (2011-Güney Kore) , Mehran and Reza (2011) , Güloğlu and Tekin (2012) , Eid (2012) , Gülmez and Yardımcıoğlu (2012) , Gyekye et al. (2012) , Özcan and Arı (2014) , Altıntaş and Mercan (2015) , Inekwe (2015) , Türedi (2016) ). Additionally, some of these studies emphasize that the variables used on behalf of R&D investments have no effect on economic growth (Sylwester (2001) , (Samimi and Alerasoul (2009) ).
When the above-mentioned literature is analyzed as a whole, the results can confirm the theoretically significant connection between R&D investments and economic growth in the empirical studies search the effects of R&D investments on the economic growth at microeconomic and macroeconomic level and also mostly conducted on OECD countries. Moreover, it is worth mentioning that the income level differences of OECD member countries are not considered in the empirical studies examining the effects of the variables used on behalf of R&D investments on the economic growth. In this paper, following the literature review, the effects of R&D investments on economic growth are examined from a comparative perspective while considering the income level differences of OECD member countries and using the variables of R&D investment of different qualities (R&D investments in public sector, private sector or universities; total R&D investments and staff numbers work in R&D field). For those reasons, this study should present a positive contribution to the literature on this subject.
Data and Scope of the Research
In this research, the effects of R&D investments on economic growth are analyzed using second generation panel data analysis methodology on annual basis and empirically for the period of 1996-2015.
9 29 OECD countries where R&D investment data are accessible are used in the analysis after being grouped as OECD-20 and OECD-9 according to their (economical) wealth levels to investigate the effects of R&D investments on the economic growth more consistently.
10 This grouping process is based on the data of World Bank; the basis year of 2011 and the values of Gross Domestic Product (GDP) per capita in 2015 calculated in the purchasing power parity are taken for references. The countries which have GDP above USD 30.000 are accepted as OECD-20; the nine countries that have GDP values under USD 30.000 are included in the analyses as OECD-9. 11 The evaluation of the effects of the R&D investments on long-term economic growth performance and the identification of 9 The variables used on behalf of R&D investments for some of the OECD countries could be obtained uninterruptedly in the period of 1996-2015. Due to this accessibility, this period is accepted as the investigated time. 10 Since the data of R&D investments can be obtained discontinuously from 2000 and on, Australia, Switzerland Luxembourg, Chile and New Zealand are removed from the scope of the research.
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The order of the countries in the OECD-20 group is based on the size of the value of GDP in 2015 as follows: Norway, Ireland, USA, Netherlands, Sweden, Austria, Denmark, Germany, Canada, Iceland, Belgium, Finland, UK, Japan, France, South Korea, Italy, Spain, Israel and Czech Republic. The order of the countries in the OECD-9 group based on the same factor goes as follows: Slovakia, Slovenia, Estonia, Portugal, Poland, Hungary, Greece, Turkey and Mexico. differences in the income levels of these country groups is analyzed in the paper from all angles. The variables and the sources used in the models predicted to review the effects of R&D investments in different conditions for OECD-20 and OECD-9 groups on economic growth are described in Table 1 . All variables described in the table are used in the analyses with the numbers of annual growth rate in the investigated period. PCGDP variable and all monetary variables used on behalf of the R&D investments are taken from the relevant database and in purchasing power parity. The total real R&D investments variable is composed of the sum of the real R&D investments actualized by public, private sector and universities. The total R&D personal variable consists of the sum of investigator, technician and other support staff who are full-time employees. The variables of PCRGFCF and EL are used as the values per capita, proportioning the total population in mid-year taken from the same database. Since the R&D investment variables used in the study are intermittent in several years in the investigated period for Estonia, Sweden, Iceland, Mexico, Norway and Greece, these data are included in the analysis through being estimated via Linear Method in EViews 9.5 packaged software. However, the models designed in the study are also estimated by the incomplete data of the R&D investment variables of the countries in the relevant years and the similar results are obtained for both groups of countries.
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Since the effects of R&D investments on economic growth are used together with the time period data of OECD countries, the paper examines these effects through panel data analysis, which should safely determine the relations between the periods. Moreover, due to the fact that the effects of the R&D investments of OECD-20 and OECD-9 groups on economic growth are analyzed by R&D variables in different qualities, the alternative models are predicted to avoid the multicollinearity problem.
The following equation shows the econometric models that will be estimated with control variables of physical and human capital accumulation to determine the longterm effects of R&D investments on the economic growth in OECD groups:
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Model-1:
Model-2:
Model-3:
Model-4:
Model-5:
(α), (β), (u), (i) and (t) respectively represent in the models the constant parameter, slope parameters, residual values and the countries in the panel and the time. The models designed to determine the long-term effects of R&D investments of OECD-20 and OECD-9 groups on economic growth are analyzed in five stages within the scope of new generation panel data analysis methodology. In the first stage, the cross-section dependence creates the panel in cointegration equations and variables used in models are examined by LM tests. Once the presence of a cross-section dependence is identified through variables and cointegration equations used in the models, the stability of series is analyzed with the second generation panel unit root tests considering the cross-section dependence. The probable long-term relations between the variables are reviewed by Westerlund Panel Cointegration tests after it is determined that all the variables used in models are stationary at the same level [I(1)]. In the fourth stage, the coefficients of the long-term cointegration relation found in the cointegration tests are estimated using the estimator by Mark et al., (2005) DSUR. The direction of the causality relations between the variables in the models is examined through Panel Causality Test by Dumitrescu and Hurlin (2012) in the fifth and final stage.
Econometric Methodology and Findings
The steady state of the variables matters in panel data analysis and inconsistent test statistics values such as t, F and R 2 that can be obtained when being analyzed by nonstationary series. Hence, the steady state of the series needs to be reviewed to achieve consistent results and avoid the spurious regression in panel data studies (Tatoğlu, 2013:199) . The unit root tests used for the determination of the stationarity of the panel data are separated into two -the first and the second generation -when there is a crosssection dependence (CSD) in the units creating the panel. It is assumed that the section units forming the series are independent of each other and interdependent respectively. Any shock that may occur in a section causes that the series affects all the units at an equal rate in the first generation panel unit root tests, while the same shock impacts all the units at different rates in second generation panel unit root tests. Under these circumstances, the first generation panel unit root tests (Levin et al., 2002; Im et al., 2003; Breitung 2005 et al., etc.) do not produce unbiased results in case of being the CSD between the units create the panel, and the second generation panel unit root tests allow for the use of CSD (Breuer et al., 2002; Pesaran 2007; Hadri and Kurozumi 2012; etc.) . Therefore, the cross-section dependence in cointegration equation should be examined before it calculates the models in panel data studies, and the unit root tests and other consecutive tests need to be specified. The test may produce inconsistent and biased results if this condition is ignored.
Furthermore, the section and time dimension of the series must be considered together when CSD is researched in the panel data. The CD-LM adj test developed by can be used when the time dimension of the series is bigger (T>N) or smaller (T<N) than the section dimension. This test is also used when the time dimension is equal (T=N) to the section dimension (Pesaran et al., 2008: 105-127) . The presence of CSD in CD-LM adj test is investigated via the alternative hypothesis H 1 , which states that "there is a cross-section dependence in theories or the model", as opposed to the primary hypothesis H 0 , which says that "there is not a cross-section dependence neither in the series nor the model." The presence of a cross-section dependence in the series or the model is accepted if the null hypothesis is rejected in CD-LM adj test that is considered on show asymptotically standard normal distribution. CD-LM adj test analyzes the presence of CSD in cointegration equations of models and the series in models defined for OECD groups; Table 2 shows the results.
Evaluating the results in Table 2 in terms of the OECD groups, it can be observed that the probability values of CD-LM adj test statistics calculated for the cointegration equations of the models and all variables in defined models are lower than 0.05. This means that the primary hypotheses created for variables in OECD groups and the cointegration equations based on the CD-LM adj tests should be denied, and the alternative hypotheses should be accepted. These results confirm the presence of a cross-section dependence in the cointegration equations, and the variables in the models designed between the cross-section units create the panel in OECD-20 and OECD-9 countries. Moreover, the necessity of using the test methods of second generation panel data methodology for the next stages of empirical analysis indicate the presence of CSD. 
Next we calculated the CADF test statistics values, and obtained the CIPS statistics by averaging the values as follows:
The CIPS test statistics values are compared with the critical table values obtained through Monte Carlo simulations by Pesaran, and the hypotheses for the stationarity are tested. As a result, the primary hypothesis H 0 ("there is a unit root in the series") is rejected when the CADF and CIPS test statistics values are bigger than the critical table values, and the alternative hypothesis H 1 ("there is not a unit root in the series") is accepted for the relevant unit panel-wide (Pesaran, 2007:265-312) . The steady state of the series in the models created for the OECD groups is examined by the CIPS Panel Unit Root Test and Table 3 shows the results.
When the results in Table 3 are estimated by the OECD-20 and OECD-9 groups, it can be seen that the variables in the models are not stationary at the level value based on the 5% significance level. When the first differences of the variables are received, all variables in the models defined for the two country groups become stationary at 5% significance level. This situation could be explained by the CIPS statistics values calculated in intercept+trend forms being bigger than the critical table values at 0.05 significance level and rejected the null hypotheses.
The difference-taking process of the series which become stationary at first differences, not the level, may destroy the effects of the short-term transitory shocks that have occurred in the past and any possible co-integrated relations in the long term. The stationary at first differences can be determined by using co-integration analyses whether the series are stationary or not (Tarı, 2010: 415) . The first generation panel cointegration tests can produce consistent results in the models which do not have CSD (Johansen 1988; Kao 1999; etc.) , whereas they may not produce unbiased results if the cross-section dependence is present. Consequently, the long-term relations between the variables need to be analyzed by the second generation panel co-integration tests, which accept a cross-section dependence (Westerlund 2008; Westerlund and Edgerton 2007; etc.) . Pesaran (2007) considering the conditions of T and N. For "P" and "T" columns, see Kao (1998) and uses Bootstrap method to allow for the correlation between the sections. In the test, the presence of long-term co-integration relations between the series is examined by the LM test statistics. The primary hypothesis H 0 ("there is the co-integration relation between the cross-section series") is accepted at 1% significance level if the test statistics calculated based on the LM statistics are bigger than 2.33 critical table value, and the alternative hypothesis H 1 ("there is not a co-integration relation between the crosssection series") is denied (Westerlund and Edgerton, 2007: 185-190) . In this paper, the presence of long-term co-integration relations between the series in the models established for the OECD groups is analyzed through the Panel Co-Integration test by Westerlund-Edgerton (2007) . Table 4 presents the results. Table 4 are evaluated, it can be observed that the primary hypothesis in all defined models is accepted at 1% significance level. The LM test statistics values computed for models set higher than the critical table values (2.33) confirm this. These facts demonstrate that the variables in all models designed for the OECD-20 and OECD-9 groups have a tendency to follow similar trends in the long term. Homogeneous or heterogeneous status of the slope coefficients in the cointegration equation between the cross-section units can be assessed with Slope Homogeneity Tests by after long-term relations between the series in all models designed for OECD-20 and OECD-9 groups are determined. In Slope Homogeneity Tests, the alternative hypothesis "the slope coefficients are not homogeneous" (as opposed to the primary hypothesis) is used to analyze whether the slope coefficients in co-integration relations differ with the cross-section units. The main hypothesis is confirmed by 1% significance level if the probability values of (∆ adj ) test statistics are higher than 0.01, which would also lead to a conclusion that the cointegration coefficients between the units are homogeneous (Pesaran and Yamagata, 2008: 50-93) . ( ∆ adj ) test reviews the homogeneity of the slope coefficients in cointegration equations of models defined for the OECD groups; see Table 4 for the results. Examining Table 4 , it can be seen that the probability values of (∆ adj ) test statistics calculated for the models are higher than 0.01. This means that the intercept term and the slope coefficients are homogeneous between the units and the long-term co-integrated relations are valid panel-wide. In order to determine the long-run coefficients, the cointegration analysis is used to specify among the variables in the models for OECD groups. Since there is CSD in the models, the extent of the long-term effects of the explanatory variables of models on the dependent variable should be determined by the estimators considering the cross-section dependence. For that reason, the estimator of Panel AMG (Augmented Mean Group) developed by Bond and Eberhardt (2009) is used to obtain long-term coefficients in the OECD groups panel-wide. These co-integration coefficients are computed by weighting the arithmetic means of the long-term co-integration coefficients of cross-section units. The estimator of Panel AMG considers the common factors and dynamic effects of variables and produces agreeable results even if an endogeneity problem occurs (Eberhardt and Bond, 2009: 1-3) . In this study, the models designed to determine the long-term effects of the R&D investments on the economic growth of OECD groups are assessed by the Panel AMG method; see Table 5 for the results. When the results for the OECD-20 group in Table 5 are evaluated, it can be concluded that the coefficients PCRFCF, EL, PUBLIC R&D , PIRIVATE R&D , UNI R&D , TOTAL R&D and STAFF R&D explanatory variables are positive and statistically significant at different significance levels in all models without an exception. These results reveal that the enhancements in physical and human capital accumulation, R&D investments actualized by the public, the private sector and the universities, the sum of the R&D investments and the staff works in R&D all contribute to the economic growth being positive and statistically significant. As for the OECD-20 group, the results show that the extent of positive and statistically significant effects of the R&D investments of different qualities on economic growth can be aligned as the sum of R&D investments, R&D staff, and R&D investments of the private sector, universities and public sector.
When the results in
When the results for the OECD-9 group in Table 5 are analyzed, it can be identified that the PCRFCF, PUBLIC R&D , PIRIVATE R&D , UNI R&D , TOTAL R&D and STAFF R&D explanatory variables are positive (except PUBLIC R&D , STAFF R&D ) and statistically meaningful at 1% significance level in all models as expected. These results prove that the enhancements in physical capital accumulation, R&D investments actualized by private sector and universities and the total of the R&D investments in the investigated period affect the economy positively and as statically significant. Moreover, we can see in the results that the R&D investments actualized by public sector and number of employees (although the coefficients are positive, they are statistically insignificant) in R&D do not have a significant effect on economic growth. Additionally, the extent of positive and statistically significant effects of R&D investments of different quality on the economy can be aligned as universities and total and private sector R&D investments respectively. On the other hand, when the results for the EL variable in Table 5 , it can be observed that the EL explanatory variable is positive in all models without an exception and that it is statistically insignificant (except Model-4). This condition suggests that the increase in number of employees does not have a significant effect on economic growth, and that the connection between the number of employees and the economic growth breaks off when the education level is taken for the data.
In the models defined for the OECD groups, the aspect of the relations between the variables can be analyzed by causality tests once the long-term effects of R&D investments on economic growth are determined. In this paper, the direction of the longterm causality relations between the variables of R&D investments and the economic growth is examined with the Panel Causality Tests by Dumitrescu and Hurlin (2012) that considers cross-section dependence. The test takes into consideration the homogeneity and heterogeneity of the cross-sections and can produce consistent results for unbalanced panels as well. It analyzes the causality relations between the variables via ( , ) and ( ) test statistics by considering the time and the cross-section dimension of the panel. ( , ) test statistic produces reliable results if the time dimension of the panel is bigger than the cross-section dimension ( ) test statistic produces more consistent results if the time dimension is smaller than the cross-section dimension of the panel. The null hypothesis "there is not a causality relation between the variables in all cross section units" is rejected at 5% significance level and the alternative hypothesis is accepted when the probability values of ( , ) and ( ) test statistics calculated by Monte Carlo simulations are lower than 0.05 (Dumitrescu and Hurlin, 2012: 1450-60) . This proves that there are causality relations between the series in at least some of the cross section units creating the panel. Dumitrescu and Hurlin's ( , ) test statistics review the causality relations between the variables of R&D investments and economic growth; see Table 6 for the results. When the 1-2 lagged results for the OECD-20 group in Table 6 are evaluated, it is apparent that there is a bidirectional causality relation between the private sector's total R&D investments and the number of employees in R&D with the economic growth. Furthermore, unidirectional causality relation between R&D investments of the public sector with universities and the economic growth and this relation moves from economic growth to the R&D investments. When the 1-2 lagged results for the OECD-9 group in Table 6 are evaluated, a bidirectional causality relation is visible between the R&D investments of private sector with universities and the economic growth. A unidirectional relation between the R&D investments of public sector and the economic growth and also unidirectional relation from economic growth to the R&D investments. Additionally, the results in Table 6 indicate that there is a one-way causality relation between the total of R&D investments and the number of employees in R&D with the economic growth, and that it also moves from economic growth to the R&D investments. The direction of the causality relations between the variables in the OECD-20 and OECD-9 groups can be explained by the probability values that belong to the test statistics calculated for PCGDP, PUBLIC R&D , PIRIVATE R&D , UNI R&D , TOTAL R&D and STAFF R&D variables being lower than 0.01, 0.05 or 0.10. In line with the results of long-term Panel AMG in Table 5 , all these results obtained from Dumitrescu and Hurlin's Panel Causality test reveal that the connection between the variables of R&D investments and the economic growth is stronger in the OECD-20 group than the OECD-9 group.
Conclusion
In this study, the impact of R&D investment variables of different quality in the OECD countries is empirically analyzed on an annual basis for the period of 1996-2015. 29 OECD countries are classified as OECD-20 or OECD-9 based on the wealth (income) levels to review the effects of R&D investments on economic growth. The purpose of the paper is to evaluate the effects of R&D investments on economic growth performances and differentiating income levels of OECD-20 and OECD-9 countries in every respect. The models designed using the control variables of physical-human capital accumulation (in order to analyze the long-term effects of R&D investments on economic growth) are estimated within the scope of the second generation panel data methodology and take cross section dependence into account. As the final part of the paper, the results, which are compatible with the theoretical literature, are obtained with models constructed for the OECD-20 and OECD-9 groups. The findings can be summarized as follows:
It is determined that the effects of real fixed capital investments in all models defined for the OECD-20 and OECD-9 groups on the economic growth are positive and statistically significant. The extent of this positive effect is bigger in the OECD-9 group. Furthermore, it should be mentioned that when the education level functions as data in all of the models the effects of the employed on the economic growth are positive and statistically significant in the OECD-20 group, while the effects are positive and statistically insignificant in the OECD-9 group in general. Therefore, the connection between employed workforce and economic growth in the OECD-9 group, independently from the education level, is in comparison to the OECD-20 group poor.
On the other hand, the principal factors that change the effects on economic growth in the long term between two OECD groups are accepted as R&D investment variables of different qualities used on behalf of innovation and technological advancement level of countries. Thus, the results of some of the models reveal that effects of all R&D investments of different qualities on economic growth are positive and statistically significant. Moreover, according to the same results, the effects of R&D investments of the private sector, universities and total R&D investments on economic growth are positive and statistically significant in the OECD-9 group, while the R&D investments of the public sector and staff number work in the R&D field do not have any effect on economic growth. These results suggest that all the variables used for the R&D investments in countries of the OECD-20 group and the variables of the R&D investments in the private sector, universities and total R&D investments in countries of the OECD-9 group are all predisposed to stimulate the economic growth. Moreover, the same results prove that the impact of R&D investments on economic growth is about twice as more pronounced in the OECD-20 group than in the OECD-9 group. This shows that there is a similarity between the OECD-20 and OECD-9 groups regarding the effects of R&D investments of private sector and universities on the economic growth. However, a similarity cannot occur for the R&D investments of public sector and staff numbers work in R&D department. Additionally, the extent of the effects of R&D investment variables of the OECD-20 and OECD-9 groups on the economic growth is confirmed in terms of the direction of the causality relations between the variables. In this direction the causality relation between R&D investment variables of different quality and the economic growth are stronger in the OECD-20 group.
To sum up, all these conclusions indicate that R&D investments made separately by the public sector, private sector and universities and total R&D investments that constitute the cumulative of these three sections in the OECD-20 group can be directed to innovative areas where they would create added value. The employment of staff in the R&D department can be economically effective as well. The results suggest that R&D investments of the private sector and universities and the total R&D investments in the OECD-9 group can some be directed to innovative areas to create added value, while the employment of staff in the R&D department cannot be economically efficient. All these arguments reveal that the performance of economic growth of countries in the OECD-20 group during the investigated period is further based on qualified and sustainable structure actualized by the increments in average factor productivity by the endogenization of technological advancements.
Considering the reasons for classification of the countries in the OECD-20 and OECD-9 groups by their wealth levels, it should be mentioned that the R&D investments of different qualities also are substantially important in differentiating of these countries in terms of the long-term economic growth performance or wealth levels (when all of the other conditions are stable). In this respect, the policy makers in the OECD-9 countries need to develop and apply long-term policies that would make the R&D investments of public sector and R&D staff quantitative/qualitative for increasing the information stock of the society. R&D investments in the OECD-9 countries should be directed towards innovative areas to create added value via policy measures such as increasing the share of R&D investments from the capital budget, improving the cooperation of public sector, private sector and universities, and investing more in human capital. Consequently, it would be possible to reduce the income level differences between the two country groups, strengthen the connections of R&D investments and R&D staff with economic growth, and also rise to the level of the OECD-20 group. Otherwise, the effects of the R&D investments and staff of the R&D department on the economic growth and the possible differences between the OECD-20 and OECD-9 group in income level would be similar in the future. If the required data are obtainable, further empirical studies on this subject can contribute to the improvement of the economic literature, for example by analyzing the country groups with definite development level differences.
