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ABSTRACT
We perform Differential Emission Measure (DEM) analysis of an M7.7 flare that occurred on 2012
July 19 and was well observed by the Atmospheric Imaging Assembly (AIA) aboard the Solar Dynamic
Observatory. Using the observational data with unprecedented high temporal and spatial resolution
from six AIA coronal passbands, we calculate the DEM of the flare and derive the time series of maps
of DEM-weighted temperature and emission measure (EM). It is found that, during the flare, the
highest EM region is located in the flare loop top with a value varying between ∼ 8.4 × 1028 cm−5
and ∼ 2.5× 1030 cm−5. The temperature there rises from ∼ 8 MK at about 04:40 UT (the initial rise
phase) to a maximum value of ∼ 13 MK at about 05:20 UT (the hard X-ray peak). Moreover, we find
a hot region that is above the flare loop top with a temperature even up to ∼16 MK. We also analyze
the DEM properties of the reconnection site. The temperature and density there are not as high as
that in the loop top and the flux rope, indicating that the main heating may not take place inside
the reconnection site. In the end, we examine the dynamic behavior of the flare loops. Along the
flare loop, both the temperature and the EM are the highest in the loop top and gradually decrease
towards the footpoints. In the northern footpoint, an upward force appears with a biggest value in
the impulsive phase, which we conjecture originates from chromospheric evaporation.
Subject headings: Sun: flares — Sun: corona —Sun: UV evolution —Sun: X-rays, gamma rays
1. INTRODUCTION
A solar flare is one of the most violent eruptive phe-
nomena in the solar corona. It is generally accepted
that the energy released during the flare is pre-stored
in magnetic field and magnetic reconnection plays an
essential role in converting magnetic energy into vari-
ous energy forms like thermal energy of the plasma, ki-
netic energy of accelerated particles, and emissions in
almost all wavelengths. In the past decades, a standard
flare model (CSHKP; Carmichael 1964; Sturrock 1966;
Hirayama 1974; Kopp & Pneuman 1976) has been es-
tablished. It can explain many observational properties
of flares such as two separating ribbons, formation of a
cusp-shaped structure, etc. Even though the standard
model has made a great achievement, the detailed pro-
cess of flare energy release is still not clear, especially
how and where the magnetic energy is most effectively
converted to other forms of energy.
When a flare occurs, the flare atmosphere experi-
ences different heating processes such as Joule heating
(e.g. Spicer 1981a,b; Holman 1985), shock heating (e.g.
Petschek 1964; Tsuneta 1997), electron (e.g. Fletcher
1995, 1996; Fletcher & Martens 1998) or proton (e.g.
Voitenko 1995, 1996; Voitenko & Goossens 1999) beam
heating, radiative backwarming (e.g. Hudson 1972; Met-
calf et al. 1990a,b; Ding & Fang 1996), and inductive
current heating (e.g. Melrose 1995, 1997). These heat-
ing processes work with different efficiencies in different
locations of the flare such as the reconnection site, flare
loop top, and footpoints. Until now, to clarify the spe-
cific heating processes in flares is still an open question.
Therefore, a quantitative assessment of the structure and
evolution (particularly the temperature and density) of
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the flare region are critical to determine when, where and
which heating processes are taking place.
Previous studies on temperature and density of flares
are mainly based on X-ray spectral observations (e.g.
Milkey et al. 1971; Horan 1971; Dere et al. 1974, 1977;
Cheng 1977; Landini & Monsignori Fossi 1979; Duijve-
man 1983; Denton & Feldman 1984; Bornmann 1985).
Kahler et al. (1970) fitted a thermal model using the
X-ray data from OGO-5, and obtained the evolutions
of temperature and emission measure (EM) in a flare.
The temperatures they derived vary from about 5 MK
to more than 10 MK and peak earlier than the EM. Dere
et al. (1979) used the line ratio method to derive the
temperature and electron density, and found that when
the temperature of flares rises from 1 to 10 MK, the elec-
tron density also rises from 1.0×1010 to 5.0×1011 cm−3.
Doschek et al. (1981) also used the line ratio method to
obtain the electron temperatures of two M-class flares.
Meanwhile, they derived the electron density using the
O VII lines. For both flares, they found the peak tem-
perature and peak density are 18 MK and 1012 cm−3,
respectively. Statistical researches were done by Feld-
man et al. (1996a,b), who showed that the temperature
and the volume emission measure range from 4 to 25 MK
and from 1046 to 1050 cm−3, respectively, for a sample
of more than 860 (A2 to X2 class) flares.
With the launch of Yohkoh, the multi-wavelength
imaging observations make it possible to derive the two-
dimensional temperature and EM maps of flares. For
example, McTiernan et al. (1993) obtained maps of tem-
perature and EM of flares for the first time even though
with a low spatial resolution. Results with higher reso-
lution were then derived through the data from RHESSI
(e.g. Li & Gan 2007), Hinode (e.g. Reeves & Weber
2009; Winebarger et al. 2011; Hahn et al. 2011; Graham
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2et al. 2013), and Solar Dynamics Observatory (SDO)
(e.g. Hannah & Kontar 2012; Aschwanden et al. 2013;
Plowman et al. 2013). The time evolution of DEM in
different regions of a flare was studied by Battaglia &
Kontar (2012) using the SDO/Atmospheric Imaging As-
sembly (SDO/AIA) data.
In this paper, we investigate the structure and evolu-
tion of the flare on 2012 July 19 using the SDO/AIA data
with unprecedented temporal and spatial resolution. We
derive quantitatively the temperature and EM through
the DEM analysis, which provide critical information to
understand the energy and heating processes of flares.
An overview of the flare is presented in Section 2. The
data reduction and the DEM method are introduced in
Section 3. The results are shown in Section 4, which is
followed by a summary and conclusion in Section 5.
2. OBSERVATIONS
On 2012 July 19, an M7.7 flare occurred at the solar
west limb in NOAA active region 11520. Figure 1 shows
the RHESSI hard X-ray (HXR) flux, GOES 1-8 A˚ soft X-
ray (SXR) flux, and AIA integrated EUV flux of the flare.
As shown in Figure 1, the SXR flux started to increase
at about 04:17 UT and peaked at about 05:58 UT. The
gradual phase lasted more than 8 hours. At about 05:10
UT, a CME eruption was clearly visible. We divide the
flare evolution into four phases: the pre-flare phase, the
initial rise phase, the impulsive phase, and the gradual
phase, as shown in Figure 1(b).
At the beginning of the flare (∼ 04:17 UT), the whole
loop structure first appeared in the 94 A˚ and 131 A˚ im-
ages, and a flux rope rose and expanded (Patsourakos
et al. 2013). While there were no loop structures vis-
ible in other low temperature channels; therefore, the
temperature of the loop is about 7–10 MK according
to the temperature response curves of these two filters
(O’Dwyer et al. 2010). In the initial rise phase, from
04:17 to 05:10 UT, the GOES SXR flux experienced an
increase at a slow rate, indicating that the magnetic re-
connection rate was relatively slow. As Liu et al. (2013)
concluded, the probable reconnection site is located be-
tween the flare loop top and the flux rope, which are
both heated by the reconnection outflows. The continu-
ous reconnection may lead to the expansion of the flux
rope and also lift it to an altitude high enough to trigger
the torus instability that eventually results in a fast CME
(Cheng et al. 2013a,b). The eruption of the CME greatly
changes the magnetic field structure in the flare region,
which further speeds up the magnetic reconnection and
enhances the energy release rate.
As the flare evolved into the impulsive phase, the X-
ray radiation experienced a sharp increase (Figure 1(a)).
The 25–50 keV HXR flux, as well as the derivative of
GOES 1.0–8.0 A˚ flux, had a peak after the CME erup-
tion. Unfortunately, we encountered a RHESSI night
from 05:33 to 06:11 UT, and thus lost the RHESSI data
at the SXR peak of about 05:58 UT, as estimated from
the GOES 1.0–8.0 A˚ light curve (see Figure 1(a)). Af-
ter the SXR peak, the flare experienced a long gradual
phase that lasted more than 8 hours. The integrated
flux of the flare region (Figure 2) in six EUV passbands
of AIA (94 A˚, 131 A˚, 171 A˚, 193 A˚, 211 A˚, and 335 A˚)
is shown in Figure 1(b). During the initial rise phase
and the impulsive phase, the most obvious increase ap-
peared in the 94 A˚ and 131 A˚ flux, indicating that a
large amount of plasma was heated to a temperature of
∼ 10 MK. Obviously, the increases in the 94 A˚ and 131 A˚
flux underwent two stages, probably corresponding to the
slow reconnection in the initial rise phase and the later
fast reconnection associated with the impulsive accelera-
tion of the CME, respectively (Cheng et al. 2013a,b). It
is interesting that during the rapid increases in the flux
of these two high temperature passbands, the flux in-
creases in other low temperature passbands are no more
than twice, or even a slight dimming appears after the
eruption of the CME. The dimming is synchronous with
the most rapidly growing stage of the 94 A˚ and 131 A˚
flux, indicating a direct consequence of the heating of
cool plasma.
3. DATA ANALYSIS AND THE DEM METHOD
In this work, we choose six AIA EUV passbands, 94
A˚ (Fe X, Fe XVIII), 131 A˚ (Fe VIII, Fe XX, Fe XXIII),
171 A˚ (Fe IX), 193 A˚ (FeXII, FeXXIV), 211 A˚ (Fe XIV),
and 335 A˚ (Fe XVI), to calculate the DEM of the flare
region as shown in Figure 2. We use the data of AIA
from 03:00 to 14:00 UT, with a cadence of 12 s and a
spatial resolution of 1.2′′. The AIA has two observation
modes with different exposure times when observing the
flare. Part of the data have a routine exposure time, but
losing some information in the loop top and footpoints,
especially in the 131 A˚ and 193 A˚ images, owing the
saturation effect. However, longer exposure time can lead
to a better signal-to-noise ratio, especially in some faint
regions, such as the reconnection site to which the DEM
method can be well applied. The remainder of the data
were observed with a reduced exposure time, which can
be better used to study the DEM of the flare loop.
We first use the program “aia prep.pro” to process the
AIA data to align the images from six filters, making sure
that the accuracy of alignment is better than 0.6′′ (As-
chwanden et al. 2013). Since our purpose is to compute
the DEM of a selected area that relies on the emissions at
different passbands, the alignment of different images is
very important. To reduce the impact of misalignment,
we degrade the resolution to 2.4′′. Moreover, in order
to compute the DEM of different regions of the flare, we
choose a series of squares, whose centroids are shown in
Figure 8(a), Figure 9(a)-(d), and Figure 10(a)-(d), with
the size of the squares being 15′′, 6.6′′, and 6.6′′, respec-
tively. For each square, we use the mean digital number
(DN) over it for our DEM calculations.
Secondly, we use the program “xrt dem iterative2.pro”
(Weber et al. 2004; Golub et al. 2004; Schmelz et al. 2010,
2011a,b; Winebarger et al. 2011; Cheng et al. 2012) to
calculate the DEM. The equation of DEM can be written
as (Weber et al. 2004; Golub et al. 2004):
Qic =
∫
DEM(T )Ic(T )dT. (1)
The subscript ‘c’ donates different channels, and the sub-
script ‘i’ donates the particular pixel in the observations.
Qic is the observational DN (per second), and Ic(T ) is
the response function of a specific channel. The forward
modeling approach first assumes an initial DEM and ap-
plies it to Eq. (1) to calculate the predicted observational
flux for each channel. It then adjusts the DEM distribu-
tion until the predicted fluxes are the closest to the ob-
3servational ones. This optimal process is done with the
mpfit routines provided by Craig B. Markwardt1. These
routines are based on the MINPACK-1 routines2 using
a non-linear least-squares method. The uncertainties in
the DEM results mainly arise from the statistical noise,
the uncertainties of the response functions, and the deter-
mining of the foreground and background. Please refer
to Cheng et al. (2012) for details.
The temperature range in our computations is 5.5≤
logT ≤ 7.5, which is mainly determined by the tempera-
ture response curves of six AIA filters. In order to char-
acterize the overall thermal property, we define a DEM-
weighted temperature and a total emission measure as
follow:
Tmean =
∫ Tmax
Tmin
DEM(T )TdT∫ Tmax
Tmin
DEM(T )dT
(2)
and
EM =
∫ Tmax
Tmin
DEM(T )dT. (3)
As seen from Figure 4, the emission measure distribu-
tion (EMD) is well constrained in the temperature range
of 5.7≤LogT≤7.3; so we integrate the DEM over this
temperature range to calculate the temperature and EM.
In the following sections, the temperature and the EM
refer to the DEM-weighted temperature and the total
emission measure, respectively.
4. DEM OF THE FLARE REGION
Using the method in §3, we calculate the DEM of the
whole flare region, the reconnection region, the flare loop
and the cusp-shaped structure. For each region, we de-
rive the distributions and evolutions of the temperature
and EM.
4.1. Overall Property of the Flare
Applying the DEM analysis to the whole flare region,
we obtain a time series of two-dimensional images of tem-
perature and EM. The snapshots of the flare evolution
are shown in Figure 2, in which the four rows correspond
to the 131 A˚, 193 A˚, temperature, and EM images, re-
spectively (the complete evolution movies are available
in online materials).
When the flare evolved into the initial rise phase, in
the 131 A˚ image (Figure 2(a)), we see that the flare loop
structure, especially the northern part of the loop, did
not fully appear at that time. The temperature and EM
maps show that the flare loop top has already been a
structure of high temperature and high density in that
stage. In the following time, the temperature and the EM
of the loop top kept increasing, and the flux rope began
to rise and expand, and finally erupted (the second col-
umn). We can see that the upward moving CME kept a
high-temperature and high-density structure even when
it reached the upper corona (Fig. 2(j) and 2(n)). When
the SXR peaked (the third column), we find an extended
structure above the loop visible in the 131 A˚ and 193 A˚
images but not in other low temperature channels. This
implies that the temperature there may be super-high,
since the 193 A˚ filter has a high-temperature response
1 http://www.physics.wisc.edu/∼craigm/idl/
2 http://www.netlib.org/minpack/
(Liu et al. 2013). This hot region is further confirmed
in the temperature map, which is located above the loop
top and roughly coincides with the extended structure
in the 193 A˚ image. The temperature of this region can
reach as high as ∼ 16 MK, which is comparable to that
derived from GOES and RHESSI by Liu et al. (2013)
and Battaglia & Kontar (2013). However, the highest
EM appears underneath the hottest region, with a max-
imum value of ∼ 2.8× 1030 cm−5. At this moment, both
the distributions of EM and 131 A˚ intensity are appar-
ently asymmetric along the flare loops. In the gradual
phase (the fourth column), new flare loops are still con-
tinuously formed, though, at a relatively low rate. The
most notable feature is that a cusp-shaped structure ap-
pears above the flare loop, which can also be clearly seen
in the temperature and EM images.
To know the overall behavior of the flare, we calculate
the average DN over the whole flare region and further
derive its DEM. In Figure 3(a), we show the selected area
that is, on one hand, big enough to cover the whole flare
all the time, and on the other hand, small enough to avoid
the contamination from the surrounding structures. Fig-
ure 4 shows the Loci curves of the whole flare region
at 05:20 UT (about HXR peak), from which we can see
that the AIA six passbands have a good constraint on
the EMD between Log T=5.7 and Log T=7.3. Besides,
the results from 100 Monte Carlo simulations show that
the calculation errors are relatively small. The root mean
squares of 100 Monte Carlo simulations are regarded as
the uncertainties of the temperature and EM for the flare
region as shown in Figure 3(c) and 3(d).
The time evolution of the DEM curve is shown in Fig-
ure 3(b). We can see that in an earlier stage, i.e., from
03:00 to 05:10 UT, the DEM of the flare region changed
slowly. The abrupt change in DEM curves occurred after
05:10 UT due to the eruption of the flux rope. Around
the SXR peak, a double-peak distribution in the DEM
curve appeared. The main peak lies at about 10 MK
with a DEM value of ∼ 4 × 1022 cm−5 K−1. The sec-
ondary peak appears at about 1.5 MK, where the DEM
is six times lower than that of the main peak. Such a
double-peaked temperature distribution is similar to that
in Krucker & Battaglia (2013), who have also derived
temperature of the loop top for this flare using a differ-
ent DEM inversion code by Hannah & Kontar (2012). It
is supposed that the lower temperature peak corresponds
to the relatively cool plasma that is superimposed on the
hot plasma along the line of sight. There is, however,
no doubt that the higher temperature peak is caused by
the heating of the plasma when the flare occurred. In
Figure 3(c), we show the temperature and EM evolu-
tions of the whole flare region. The three vertical dash
lines correspond to the moment of the CME eruption, the
HXR peak, and the SXR peak, respectively. The figure
shows that the temperature had a rapid increase at the
beginning of the flare when the EM increases slowly; a
substantial increase in EM appeared at about 04:40 UT.
The eruption of the flux rope had a critical effect on the
flare thermodynamics. Once the flux rope erupted, the
temperature and the EM of the flare sharply increased.
The former peaked about ten minutes after the HXR
peak, which commenced the start of the fastest growing
stage of the EM. The EM reached its maximum more
than twenty minutes after the SXR peak. In the gradual
4phase, the temperature decayed very slowly. About five
hours after the SXR peak, the temperature was still as
high as ∼ 6.5 MK, indicating that continuous heating
may last into the later stage.
To view more clearly the thermodynamics of the flare
plasma, we divide the temperature range into three in-
tervals: the low temperature (5.7≤ log T ≤ 6.0), the
medium temperature (6.1≤ log T ≤ 6.7), and the high
temperature (6.8≤ log T ≤ 7.3) ones, and then integrate
the DEM in each interval. The results show that, after
the beginning of the flare (∼ 04:17 UT), the high tem-
perature plasma had a rapid increase, but the plasma
with low and medium temperatures did not change so
much. As shown in Figure 2(j), the hot plasma is mainly
located below and above the reconnection site in the ini-
tial rise phase. Thus, we infer that the initial increase of
the high temperature plasma may be directly from the
reconnection outflows. As the reconnection continues,
the pre-heated plasma is further heated in the outflow
regions by mechanisms such as turbulence and plasma
waves (Liu et al. 2013). After the CME eruption, the
lower temperature plasma suddenly decreased at a fast
rate until the HXR peak, then it began to increase again.
In about forty minutes after the SXR peak, the EM in
different temperatures evolved without any significant
change. It is known that without further heating, the
plasma should cool down. Thus this “gentle” phase may
imply that some kind of heating may keep working com-
pensating for the cooling effect.
4.2. Magnetic Reconnection Region
The magnetic reconnection region is the central part of
a flare since it is where the magnetic energy is converted
to other forms of energy. However, it is still debated
where the energy is most effectively released to thermal
energy of plasma and kinetic energy of accelerated parti-
cles. Liu et al. (2013) thought it happens in the outflow
region rather than the reconnection site itself. To quanti-
tatively check this argument, we study in detail the DEM
distribution of the reconnection region.
4.2.1. Plasma heating in pre-flare phase
In Figure 5(a)-(h), we show the temperature and EM
maps at four selected times, which can reveal the initial
evolution of the flare. We also select three regions located
at the southern footpoint, the loop top, and the northern
footpoint, respectively and plot the evolution curves of
the temperature and the EM in these regions in Figure
5(i)-(j).
In the pre-flare phase (before 04:17 UT), the temper-
ature (∼ 4.5 MK) and the EM (∼ 2.5 × 1028 cm−5) of
the loop top were already higher than the surroundings.
Actually, we find that both of them began to increase at
about 04:10 UT (see Figure 5(i)-(j)). Meanwhile, we did
not detect substantial change of flux in low temperature
passbands as shown in Figure 1(b). Due to the resolution
limit of AIA, we can not determine the heating process of
the hot plasma at this stage. At about 04:16 UT, there
are two high-temperature and high-density regions, lo-
cated at the loop top and the southern footpoint, respec-
tively. In the following 12 minutes, the southern part
of the loop was filled gradually with hot plasma. Dur-
ing this period, however, the northern part of the loop
was not completely discernable. Above the reconnection
region, there also existed a high-temperature and high-
density structure, which could be caused by the upward
reconnection outflow.
4.2.2. Reconnection region in initial rise phase
Previous researches showed that the CME eruption has
a close relationship with the flare energy release (Zhang
et al. 2001; Temmer et al. 2008; Cheng et al. 2010). Be-
fore the CME eruption, the active region is relatively
stable, and the SXR emission increases at a smaller rate
compared with that after the CME eruption. We plot
the distribution of the temperature and EM of the flare
region in Figure 6. The possible site, where the mag-
netic reconnection takes place, is between the flare loop
top and the flux rope, as inferred from the configuration
of this area (Liu et al. 2013). We conjecture that it is lo-
cated close to the middle RHESSI HXR source, as noted
below (see Figure 6(b)). In about half an hour from the
start of the flare (∼ 04:17 to 04:47 UT), the flux rope
experienced an expansion and a rising motion. Mean-
while, the temperature and EM of these two structures
kept increasing gradually. We overplot the RHESSI X-
ray sources on the 131A˚, temperature, and EM images.
The RHESSI images are reconstructed using the clean al-
gorithm, and with the time interval for integration being
from 04:45 to 04:50 UT. The detectors that we choose
are 3F, 5F, 6F, 7F, 8F, and 9F, and the energy bands
are 6–10 keV and 10–15 keV. We do 600 iterations for
each energy band.
As shown in Figure 6(b), we find that the tempera-
ture of the reconnection site is not the highest. The two
locally hottest regions, with temperatures of 9-10 MK,
are located in the loop top and the flux rope. In Figure
6(c), the EM map does not show a high-density struc-
ture near the reconnection site either. The two high-
density regions above and below the reconnection site
have a good correspondence to the two hot regions in the
temperature map. Besides, there are two X-ray sources
correlating well with these two high-density and high-
temperature regions. As Liu et al. (2013) mentioned,
a variety of possible acceleration and heating mecha-
nisms may work in the outflow region like turbulence,
fast-mode shocks, first-order Fermi, and betatron mech-
anisms. They thought that the most effective particle
acceleration and plasma heating take place outside of the
current sheet. Our results here are basically consistent
with that of Liu et al. (2013).
As long as the magnetic reconnection is underway, the
loop top and the flux rope keep being heated. The tem-
perature rises and the magnetic configuration changes
gradually. Therefore, a local high pressure region can be
formed near the bottom of the flux rope. Such a pres-
sure can provide an upward force on the flux rope, which
keeps being enhanced with continuous heating. On the
other hand, the magnetic reconnection reconfigures the
magnetic field, and its constrained force on the flux rope
decreases. These two factors increase the net upward
force to accelerate the CME eruption impulsively.
It is interesting that besides the loop top source and
the coronal source, there seems to exist a third source
in our reconstructed RHESSI HXR images. As shown in
Figure 6(b), this source is located between the loop top
and the coronal sources, correlating well with the pos-
sible reconnection site. To our knowledge, such a HXR
5source has not been reported before. If this is true, it im-
plies some local heating at the reconnection site, possibly
corresponding to some fine structures like the magnetic
islands within the current sheet. However, we cannot
rule out the possibility that the third source is just an
artifact due to the uncertainty of the HXR image recon-
struction. We should check this point using more events
in the future.
4.2.3. Cusp-shaped structure in the gradual phase
In the gradual phase, a cusp-shaped structure is formed
as shown in Figure 7. Above this, there exists a long
sheet structure that was identified as a vertical current
sheet (VCS) by Liu (2013). We calculate the tempera-
ture and the EM of this region and show the results in
Figure 7. Because the cusp-shaped structure is located
in the upper corona where the EUV radiation is faint,
we degrade the resolution of the AIA data to 4.8′′ for a
better signal-to-noise ratio.
The cusp-shaped structure is an important component
of the CSHKP model. It is taken as a signature of mag-
netic reconnection. From Figure 7(c)-(d), one can find
that the cusp-shaped structure is of high temperature
and high density. We put two slices in this region: one is
along the sheet structure, and the other is perpendicular
to the sheet structure. The temperature and EM distri-
butions along these two slices are shown in Figure 7(e)
and 7(f), and the results are smoothed with a width of
2 points. Along slice 1, both the temperature and the
EM decrease with height. The EM decreases to about
16% of the value at the lowermost point. By compar-
ison, the temperature along the sheet just has a slight
decrease, say, from 8.7 to 7.2 MK. If we assume that
the depth of the sheet along the line of sight is uniform,
then the pressure gradient of the plasma along the sheet
is upward. However, it is found that the plasma moves
downward along the sheet (Liu et al. 2013; Liu 2013);
so there must be other downward forces exerting on the
plasma like gravity and magnetic force. On the northern
side of the sheet structure, the most notable feature is a
sharp change in both the temperature and the EM dis-
tribution curves (Figure 8(f)), which may be evidence of
a slow mode shock produced by magnetic reconnection.
That still works in the gradual phase.
4.3. Dynamics of the Flare Loop
4.3.1. Temperature and EM in the loop top
The flare loop top is of special interest since it is usually
the closest loop part to the reconnection site. Impinging
of the reconnection outflow with the flare loop may cause
a significant heating. To study this process in detail, we
identify two representative points, the loop top point and
the hottest point. We adopt the weighted center of 131
A˚ emission (≥ 80% the maximum DN) as the loop top
point and the weighted center of temperature (≥ 95%
the maximum temperature) as the hottest point, respec-
tively. The trajectories of the loop top point and the
hottest point are plotted in Figure 8(a) by colored crosses
and triangles, respectively. Centered on these points, we
set a series of boxes with the size of ∼ 15′′. The mean
AIA DN value in each box is used in our calculations.
It is clear that the hottest region always lies higher
than the loop top, as shown in Figure 8(b). Both the
loop top and the hottest region underwent an up-down-
up motion. This motion is consistent with the motion
of RHESSI loop top X-ray source described by Liu et al.
(2013), and it may be partly due to the up-down-up mo-
tion of the reconnection site (Liu et al. 2013). In the
initial rise phase, the EM in the loop top rises mono-
tonically at a relatively slow rate (Figure 8(c)). After
the CME eruption, it begins to rise at a faster rate, and
reaches a maximum value of ∼ 2.5× 1030 cm−5 at about
06:10 UT (∼12 minutes after the SXR peak). After that,
the EM decreases monotonously in the gradual phase. As
for the temperature in the loop top, it has a maximum
value when the HXR peaked. In the gradual phase, it
undergoes a decay as shown in Figure 8(c).
For comparison, we also calculate the EM in the flare
hottest region (shown in Figure 8(d)), and find that it
stopped increasing when the HXR peaked, reaching a
maximum value of ∼ 3.5 × 1029 cm−5, which is far less
than that in the loop top. It is known that, in the impul-
sive phase, the loop top part is densified mainly through
the chromospheric evaporation, which is restricted in the
flare loop. Since the hottest region is obviously outside
of (above) the flare loop, the chromospheric evaporation
has less effects on the EM in the hottest region than that
in the loop top. Evolution of the EM of the hottest re-
gion may mostly be related to the magnetic reconnection
process. During the whole impulsive phase, we find a
more substantial increase of the EM in the loop top than
that in the hottest region, highlighting the importance
of chromospheric evaporation in increasing the plasma
in the flare loop.
4.3.2. Temperature and EM along the flare loop
The distributions of temperature and EM along the
loop are critical to diagnose the dynamics of the flare.
As the flare loop observed by different filters may have
different shapes, here we choose the flare loops shaped in
the 131 A˚ images for our study. In principal, the loops
in the 131 A˚ images are hot and believed to be formed
by the newly reconnected fields. We discretize the 131 A˚
loops into a series of grids, as shown in Figure 9. For each
grid point, we use the mean DN of a 6.6′′×6.6′′ square
centered on the point. The deduced temperature and EM
distributions along the flare loop are shown in Figure
9(e)-(h). The four columns correspond to four stages
in the flare evolution (the initial rise phase, the HXR
peak, the SXR peak, and the gradual phase). The error
bars are determined from the results of 100 Monte Carlo
simulations. It may be noted that what we analyze here
are the newly formed loops at different times rather than
the same loop. Moreover, the loops as depicted by the
131 A˚ emission may deviate somewhat from the real flare
loops constrained by magnetic fields. However, it has no
direct influence on the EM analysis of the loops but at
most a small influence on the loop dynamics (§ 4.3.3).
Since such a geometrical difference should be small, we
think that it does not alter our results qualitatively.
At all the four selected times, the hottest part of the
loop is always the loop top with temperatures varying
from 8 to 14 MK. From the loop top to the footpoints,
the temperature decreases monotonically; in the foot-
points, the temperature varies in the range of 6 to 10
MK, which is consistent with the result of Graham et al.
(2013). The change of temperature at different times
6is not very significant, with the biggest increase being
less than twice. By contrast, the change of the EM is
much larger. For example, the EM is about 1029 cm−5
in the northern footpoint in the initial rise phase, and
increases to more than 1030 cm−5 at the SXR peak. At
about 05:00 UT (the initial rise phase), the distribution
of EM resembles the distribution of temperature: the EM
decreases monotonically from the loop top to the foot-
points. While after the eruption of the CME, as shown
in Figure 9(f) and 9(g), the most significant increase of
the EM occurs in the northern footpoint, where the EM
rises from 9.0 × 1028 to 1.0 × 1030 cm−5. As a result,
a high EM region is formed in the northern footpoint.
At that time, the highest EM region is still at the loop
top; from the loop top to the loop footpoints, the EM
first decreases and then increases. At the SXR peak, the
EM along the flare loop is extremely asymmetric that
the value in the northern part of the loop is significantly
higher than that in the southern part. However, in the
gradual phase, this asymmetric distribution in EM be-
comes less obvious. About 140 minutes after the SXR
peak (Figure 9(h)), we find that the temperature in the
loop top is still pretty high, i.e., 9 MK. It implies that
there might exist a continuous heating process in the loop
top, compensating to some extent the cooling effect.
The high EM region in the northern footpoint is prob-
ably caused by the plasma injection. This plasma injec-
tion is believed to be a result of chromospheric evapora-
tion. The asymmetric EM at the two footpoints could
be due to asymmetric magnetic fields and the mirroring
effect, which result in different loss-cones for precipitat-
ing electrons and collisional heating to the chromospheric
plasma. This picture appears to be consistent with the
asymmetric HXR fluxes at the two footpoints with the
northern one being stronger, as shown in Liu (2013),
although additional contribution to the HXR asymme-
try could come from the partial limb occultation of the
southern footpoint (Battaglia & Kontar 2013).
4.3.3. Dynamics of the flare loop
With the deduced temperature and EM, we can an-
alyze the dynamics of the flare loop, assuming that the
131 A˚ loops can roughly trace magnetic field lines, as dis-
cussed above. We consider the one-dimensional problem,
i.e., plasma motion constrained along the flare loop. The
plasma is taken as frictionless and incompressible. In the
direction parallel to the flare loop, the forces acting on
the plasma are pressure (Fp) and gravity (Fg cos θ, θ is
the angle between the loop segment and gravity). Fur-
thermore, we assume that the plasma consists of hydro-
gen and helium, with an abundance ratio nH : nHe = 10
: 1. In the corona, the atoms are fully ionized; therefore,
ne = nH + 2nHe.
The motion of plasma is controlled by the one-
dimensional hydrodynamic equation:
ρ
du
dt
= ρF −∇P, (4)
where F = Fg cos θ, ρ = nHmH + nHemHe, and P =
(ne + nH + nHe)kT . As in § 4.3.2, we choose a set of
points along the 131 A˚ flare loop for calculations. We
adopt a difference method with two-order accuracy; thus,
every three adjacent points constitute a calculation unit.
We first calculate the DEM along the flare loop, using
a mean DN value over a 6.6′′ × 6.6′′ square centered on
each point. Then we calculate the net force exerted on
the plasma per gram (the acceleration) for four selected
times, corresponding to the initial rise phase, the CME
eruption, the beginning of the impulsive phase, and the
impulsive phase, respectively, as shown in Figure 10(a)-
(d).
The results are shown in Figure 10(e). The figure
shows that the acceleration is downward in most parts of
the flare loop. From the loop top to the footpoints, the
absolute value of acceleration first increases and reaches a
maximum value at some mid-points in the loop legs, im-
plying the gradually increasing gravity component along
the loop; however, it then decreases towards the foot-
points, implying that the gravity is largely compensated
by the upward driving force, which could be related to
chromospheric evaporation. In addition, the distribution
of the acceleration along the loop changes with time, es-
pecially in the northern footpoint. As seen from Figure
10(e), the acceleration in the northern footpoint is down-
ward initially, and then it decreases. At about 05:08 UT
(the moment of the CME eruption), a quasi-hydrostatic
state is reached in the northern footpoint. In the next
16 minutes, an upward acceleration appears in the north-
ern footpoint, which reaches a maximum value of about
5 × 105 cm s−2 (∼ 20 times the gravitational accelera-
tion at the solar surface). This is a clear signature of
chromospheric evaporation. In contrast, we do not see
any obvious change of the acceleration in the southern
footpoint. A possible explanation is that the electron
heating in the southern footpoint is relatively weak, as
noted above.
The chromosphere evaporation plays an important role
in filling in the flare loop with hot plasma. The increase
of the EM in the flare region can be mostly attributed
to this process. Chromospheric evaporation has been
extensively studied mainly by observing the plasma flow
velocity characterized by Doppler shifts in EUV and SXR
lines (Antonucci & Dennis 1983; Ding & Fang 1996; Bro-
sius & Phillips 2004; Doschek & Warren 2005; Milligan
& Dennis 2009; Li & Ding 2011). In this work, however,
we provide evidence of chromospheric evaporation in the
aspect of hydrodynamics based on DEM analysis.
5. SUMMARY AND CONCLUSIONS
In this work, we analyze an M7.7 limb flare on 19 July
2012 using the high resolution EUV data observed by
SDO/AIA. By applying a DEM method, we obtain the
quantitative distributions of temperature and EM of the
flare region including the flare loop and the reconnection
site. The main results are summarized as follows.
1. At the beginning of the flare, a significant amount
of hot plasma (∼ 5 MK) appeared in the top of the
flare loop. As the reconnection continues, some
heating mechanisms (such as turbulence or plasma
waves) further heat the plasma to a higher temper-
ature of ≥ 10 MK in the outflow regions, consistent
with the results of Liu et al. (2013).
2. Along the flare loop, the temperature and the EM
are the highest in the loop top. From the loop
top to the footpoints, the temperature and the EM
decrease monotonically in the initial phase. How-
ever, the EM in the northern footpoint has a rapid
7increase during the impulsive phase, which is re-
garded as evidence of chromospheric evaporation.
As a result, the net force exerted on the plasma in
the northern footpoint changes its direction from
downward to upward. Meanwhile, the chromo-
spheric evaporation in the southern footpoint is
weak, probably due to the asymmetry of the mag-
netic topology.
3. The cusp-shaped structure above the flare loop in
the gradual phase is a high-temperature and high-
density structure. Above that, there is an elon-
gated structure, probably corresponding to the cur-
rent sheet. Across the current sheet, there exists a
sharp change of temperature and EM, in particular
at the northern side, which is probably a signature
of a slow MHD shock.
The above studies and results on the spatially resolved
DEM provide an example and clues in learning where and
when the energy is released during a flare. In the future,
we need to study more events toward a better under-
standing of the flare energetics and thermal dynamics.
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Fig. 10.— (a)–(d) AIA 131 A˚ images at 05:00:08 UT, 05:08:08 UT, 05:16:08 UT, and 05:24:12 UT. The colored stars denote the points
along the flare loop for computations. Distributions of the plasma acceleration in units of the gravitational acceleration at the solar surface
(e), EM (f), and temperature (g) along the flare loops at the four selected times. The error bars are determined by making 100 Monte
Carlo simulations.
