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Prefaci
Des dels seus orígens, l’activitat del transport ha generat un gran interès que l’ha portat
a ser àmpliament estudiada. De seguida es va descobrir la utilitat de determinar patrons
de viatge per tal de realitzar estimacions de demanda o d’avaluar, dissenyar i gestionar els
sistemes de transport existents o futurs.
Tal i com es veurà al capítol 1, els problemes de planificació del transport s’aborden
dividint el problema original en diversos submodels més simples que s’analitzen per separat
i que, en ser composats, generen el sistema complet.
Una d’aquestes etapes del procés de planificació del transport és el problema d’assig-
nació de trànsit. Breument, consisteix en distribuir els viatges d’una matriu origen-destí
entre les diferents rutes de la xarxa de transport per tal d’estimar els volums i els temps
de viatge a les carreteres, en funció de les característiques de la xarxa. Permet avaluar
el sistema de transport existent, així com avaluar els efectes de possibles millores o de
l’existència de rutes alternatives.
Al capítol 2 s’entrarà més en detall en aquesta etapa i es veurà quins són els seus
principals objectius i quines van ser les primeres maneres d’afrontar la seva resolució, tot
fent un repàs dels diferents mètodes que s’han utilitzat des dels inicis i fins que es van
desenvolupar els primers algorismes per resoldre’l.
Al següent capítol es presentaran els models de demanda del transport i la seva for-
mulació en desigualtats variacionals. També es parlarà dels mètodes per al càlcul dels
fluxos d’equilibri segons els dos possibles enfocaments d’optimalitat: el principi d’equilibri
d’usuari i el principi de l’òptim del sistema.
En modelitzar aquest tipus de problemes sovint és recomanable usar funcions de cost
que tinguin en compte els efectes de la congestió i de les interaccions entre els diversos arcs
incidents. Aleshores es perden les assumpcions de separabilitat de les funcions de cost i el
problema esdevé molt més complex. Al capítol 4 s’introduirà el problema d’assignació de
trànsit asimètric, es veurà com es formula i quins són els mètodes clàssics usats per a la
seva resolució. Degut a la seva complexitat i als costos computacionals que comporta, el
problema d’assignació asimètrica s’ha estudiat molt menys que el problema clàssic d’as-
signació de trànsit amb demanda fixa i hi ha molt poques aplicacions conegudes en casos
reals.
El propòsit d’aquest projecte de fi de carrera ha estat avaluar l’aplicació de diferents
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mètodes de projecció per a problemes formulats en desigualtats variacionals al problema
d’assignació asimètrica de trànsit. S’ha implementat un algoritme de descomposició sim-
plicial per tal de treballar amb els fluxos als camins, i cinc mètodes de projecció diferents
per a la resolució del problema quadràtic principal. Tots els algorismes de projecció selec-
cionats han estat recentment desenvolupats. Al capítol 5 es descriuen detalladament els
mètodes que s’han triat per ser aplicats en problemes reals amb xarxes de tamany gran, a
fi de poder comparar posteriorment el seu rendiment.
A continuació, el capítol 6 explica els detalls dels experiments computacionals rea-
litzats. S’han triat tres xarxes de ciutats reals amb característiques diferents: la xarxa
de Winnipeg (Canadà), la xarxa de Terrassa (Catalunya) i la xarxa de Hessen (Alema-
nya). En totes elles es considera que un subconjunt de les interseccions està regulat per
prioritats.
Finalment, al capítol 7 es presenten els resultats computacionals obtinguts. Es veurà
com la convergència de l’algoritme de descomposició simplicial i l’estabilitat dels fluxos
als arcs són millors quan s’utilitza la variant de l’algoritme de Khobotov descrita per He
et al. a [23]. També es veurà com l’algoritme clàssic de projecció pot no convergir quan
s’aplica en xarxes altament congestionades. En canvi, la resta d’algoritmes provats han
convergit sempre en totes les proves efectuades, encara que no es donessin les condicions
necessàries de monotonicitat en els problemes de test.
Per acabar, hi ha un darrer capítol on es resumeixen les conclusions que es deriven dels
experiments realitzats i on es discuteix sobre l’eficiència dels mètodes testejats.
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Capítol 1
Introducció
Gran quantitat de l’activitat de transport existent a les àrees urbanes és deguda als movi-
ments de persones i béns entre les diferents ubicacions de la infraestructura. Un sistema
de transport tranquil i eficient és essencial per l’estabilitat econòmica i la qualitat de vida
dins de les regions urbanes.
Per això, quan s’analitzen les infraestructures existents de cara a futures inversions i no-
ves polítiques operacionals, un dels components més importants del procés de planificació
consisteix en fer un estudi detallat dels sistemes de transport.
Després de la Segona Guerra Mundial hi va haver un fort increment en la demanda de
transport, sobretot degut a l’augment del transport personal arrel dels inicis de la urba-
nització i del creixement dels estàndards de vida. No obstant, l’augment de la mobilitat
va portar seriosos problemes a les regions urbanes com la contaminació, l’augment de les
taxes d’accidents, els efectes socials deguts a l’expansió de les carreteres i autopistes, i els
usos ineficients dels sistemes de transport a causa de l’alta congestió.
Als estudis de planificació de trànsit es fan alteracions dels sistemes de transport exis-
tents i s’avaluen amb l’objectiu d’alleugerir els problemes mencionats, alhora que s’utilitzen
tots els modes de transport disponibles.
Als seus inicis, els estudis de planificació de transport urbà consistien en entrevistes
personals a les llars que es realitzaven simultàniament en més de cent ciutats dels Estats
Units. Posteriorment es combinava aquesta mostra d’entrevistes amb enquestes d’acor-
donament per tal d’extreure’n patrons de desplaçaments urbans, i finalment es predien
els futurs usos de noves rondes urbanes assignant manualment determinats moviments
origen-destí a les rutes que estaven sent planificades.
Més enllà de la dècada dels cinquanta, es van introduir els mètodes de predicció de
futures distribucions de la població, així com els anàlisis de generació de viatges en relació
a les característiques domèstiques i també la planificació a nivell de xarxes en lloc de
planificació per rutes individuals. Els procediments van anar millorant a mesura que els
ordinadors guanyaven capacitat computacional, fet que va permetre realitzar estudis més
sofisticats ja que permetien l’estudi de més alternatives. La modelització de futurs plans
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d’ús del sòl i futures infraestructures i sistemes de control del trànsit era combinat amb
mètodes d’avaluació més complexos.
Els primers estudis de transport que es van fer només es centraven en el trànsit de
vies ràpides i enfocaven el problema com un problema de capacitat, encarat tan sols a
poder encabir la demanda estimada en el futur a nivell de transport privat. A partir de
la dècada del 1950, en canvi, es va posar de manifest que el transport no és una activitat
aïllada, sinó que la demanda és una funció de l’activitat realitzada a cada zona i que
la provisió d’infraestructures de transport estimula nous usos del terreny. Posteriorment
les planificacions de transport es van centrar més en millorar el transport públic com a
alternativa al transport privat, per tal de reduir la contaminació.
El sistema de transport és en realitat molt complex, i el seu rendiment depèn de
decisions que afecten a molts nivells de la societat. A més, sovint es dóna el cas que els
interessos dels diferents sectors entren en conflicte els uns amb els altres. Per tant, el
procés d’avaluació, disseny i gestió de tal sistema no es pot dur a terme sense l’ajuda de
models correctament formulats. En funció del propòsit de cada estudi de transport, els
models poden afectar diferents components del sistema de transport (hi ha patrons d’us
del terreny, polítiques de control, generació i distribució de viatges, etc.), diferents nivells
d’agregació de la realitat física (models macroscòpics o microscòpics), diferents horitzons
de planificació (des de l’ús en temps real fins a prediccions a 20 anys vista) i estar basats
en diferents principis de modelització (models estadístics, models d’optimització, models
de simulació...).
Al llarg del temps el problema de planificació de trànsit ha esdevingut més i més
complex. Això ha estat gràcies a l’augment de la comprensió del sistema de transport
i, paral·lelament, gràcies a l’aparició de noves eines computacionals vàlides per al seu
anàlisi. Tanmateix, els seus costos també han augmentat, però tot i així segueixen sent un
percentatge molt baix comparats amb el cost total que representarà l’execució del projecte
en la seva globalitat.
1.1 El procés de planificació del transport
Els problemes de modelització del transport es basen en un conjunt d’hipòtesis. Les més
importants de les quals són que els patrons de viatge són tangibles, estables i predictibles, i
que la demanda de transport està directament relacionada amb la distribució i la intensitat
dels usos del territori, i per tant és possible determinar-la de manera acurada per un
moment determinat del futur.
Domencich i McFadden [13] van enunciar una llista de criteris que caldria exigir a un
model de transport basat en la demanda per tal que fos una bona eina per a l’anàlisi de
les polítiques de transport. Eren els següents:
• el model havia de ser sensible a les polítiques de transport, per tal de poder predir
correctament els efectes de les polítiques alternatives,
• causal, establint connexions entre les característiques del sistema de transport i les
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decisions i canvis de comportament de l’individu,
• flexible, per tal de permetre’n l’aplicació a una àmplia varietat de problemes de
planificació,
• transferible d’una configuració urbana a una altra sense grans costos afegits, i
• eficient, per tal d’obtenir la màxima precisió en la predicció.
Tradicionalment s’han abordat els problemes de planificació de transport dividint el
problema original en un cert nombre de submodels més simples que, composats, generen
el sistema complert. Aquests són analitzats per separat i sovint en seqüència. Els passos
en que normalment es divideix el procés són els següents:
1r pas: Organització i definició dels objectius. La primera etapa del procés inclou
arribar a un acord en el finançament, la participació i la forma organitzativa, així com la
contractació de personal. També queden establerts l’abast i els objectius de l’estudi.
2n pas: Inventari per al període de referència. En aquesta etapa es recullen les
dades que poden ser rellevants per l’anàlisi del sistema de transport. Això inclou tenir
en compte els equipaments de transport existents i les seves característiques, els patrons
de viatge obtinguts a través de les enquestes origen-destí i de mesures de trànsit, i els
factors de planificació com són l’ús del terreny, la distribució d’ingressos, les estructures
dels barris, i el tipus d’ocupació. Aquesta etapa també inclou la recol·lecció de dades
històriques per fer anàlisis de tendències, com per exemple el creixement de la població i
les vendes de vehicles de transport privat.
3r pas: Anàlisi del model. El propòsit d’aquesta etapa és establir relacions entre les
diverses mesures de la segona etapa i calibrar aquestes relacions per al període de referència.
Les relacions normalment es determinen amb l’ajuda dels següents models matemàtics, que
s’utilitzen seqüencialment i on l’output d’un model és l’input per al següent.
• Generació de viatges: Aquest model s’usa per determinar el nombre de viatges
que s’originen i que tenen per destí les diferents zones de l’àrea d’estudi. Els valors
resultants s’anomenen sovint nombres de producció i d’atracció, i són funcions de
les característiques socio-econòmiques i de les característiques d’ubicació i d’us del
terreny. Aquests viatges poden sorgir segons diferents tipus de propòsits, com per
exemple el treball o les activitats de lleure.
• Distribució de viatges: En aquesta fase es dedueixen fórmules per descriure la
distribució dels viatges des de cada origen fins a les zones destí. Aquestes fórmules
són típicament funcions dels nombres de producció i atracció de cada zona obtinguts
a la fase anterior, així com dels temps de viatge entre ells. En alguns models també
es fan servir comptatges per determinar la matriu de viatges.
• Distribució modal: Aquest model determina el percentatge del nombre total de
viatges que es fan entre cada parell origen-destí (en endavant parell OD) usant els
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diferents modes de transport. Els dos modes que es consideren més sovint són el
vehicle privat i el transport públic. Normalment les proporcions s’obtenen en funció
dels temps de viatge i els costos dels diferents modes, així com de les característiques
de les zones origen i destí.
• Assignació de trànsit: En aquest model els viatges origen-destí són distribuïts
entre les diferents rutes de la xarxa de transport per tal d’estimar els volums i els
temps de viatge a les carreteres, en funció de les característiques de la xarxa. Es
considera que el principi de comportament en l’elecció de la ruta és que normalment
els viatgers intenten minimitzar el cost dels seus viatges.
4t pas: Predicció de la demanda. Aquesta etapa utilitza les dades recollides al 2n
pas i els anàlisis de tendències, i prediu la distribució de la població, els futurs usos del
territori, etc., per al període d’estudi. Els models desenvolupats i calibrats al 3r pas són
usats per estimar la generació i la distribució dels viatges en la xarxa de transport futura.
5è pas: Avaluació de la xarxa. Si es proposen diverses alternatives per a la futura
xarxa de transport, en aquesta etapa es comparen els seus costos i beneficis per tal de
poder-hi basar l’estudi econòmic de les noves instal·lacions proposades.
Per tal d’aconseguir uns resultats consistents, caldrà repetir totes les etapes del procés
de planificació. De fet, els costos de viatge obtinguts amb els desplaçaments de la quarta
fase influeixen en la distribució dels viatges i fins i tot en l’ús del territori previst i en la
generació dels viatges.
Per tal de minimitzar les inconsistències d’aquest problema, els estudis recents que hi
ha en aquesta línia consideren les diferents parts del procés de manera simultània.
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Capítol 2
Estat de l’art
Després de veure en què consisteix un procés de planificació del transport en la seva
totalitat, a partir d’ara ens centrarem només en una de les fases del procés: el problema
d’assignació de trànsit.
En aquest capítol es definirà què és el problema d’assignació de trànsit i quins són
els seus principals objectius. Es veurà quines van ser les primeres maneres d’afrontar la
seva resolució i com aquests mètodes han anat evolucionant al llarg del temps. També
es repassaran els grans avenços que hi ha hagut des de que es va plantejar el problema
fins que en van aparèixer les primeres modelitzacions i es van desenvolupar els primers
algorismes per resoldre’l.
2.1 El problema d’assignació de trànsit
L’assignació de trànsit és la part del procés on es reparteix un conjunt donat de viatges
en una determinada xarxa de transport. Com a input requereix una descripció completa
del sistema de transport proposat o existent i una matriu origen-destí amb els viatges a
assignar entre les diferents zones. L’output del procés varia en funció de com de sofisticat
sigui el procediment, però sempre inclou una estimació dels volums de trànsit als arcs, així
com els temps de viatge o costos a cada arc del sistema de transport. Alguns problemes
d’assignació també inclouen informació sobre moviments de girs prohibits o penalitzats a
les interseccions.
Els objectius de l’assignació de trànsit com a part del procés de planificació del trans-
port són:
• avaluar les deficiències del sistema de transport existent assignant la demanda futura
estimada a la xarxa existent,
• avaluar els efectes que tindrien certes millores o extensions del sistema de transport
actual, assignant la demanda futura estimada a una xarxa com l’existent però que
inclogui aquestes millores o extensions,
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• establir les prioritats de construcció assignant futurs viatges al sistema de transport
proposat per al període determinat,
• testejar propostes alternatives de sistemes de transport mitjançant diverses repeti-
cions del procés, i
• proporcionar volums horaris i especificacions de girs.
Els usos més actuals de l’assignació de trànsit amplien aquesta llista amb objectius a
més curt termini. Avui en dia fins i tot se’n fan usos en temps real.
2.2 Primeres heurístiques
Els primers estudis que es van realitzar relacionats amb l’assignació de trànsit van ser a la
dècada del 1940, juntament amb les primeres enquestes origen-destí que es van realitzar a
més de 100 ciutats dels Estats Units.
Els primers treballs consistien principalment a estimar la diversificació del trànsit de
les carreteres existents a les noves artèries de gran velocitat o a les autovies millorades, i
es basaven en l’estalvi de costos i de temps de viatge.
Malgrat que fos una hipòtesi poc sensata, les primeres assignacions assumien que el
temps de viatge i el cost eren independents dels fluxos als arcs i, en conseqüència, els
resultats solien ser del tipus tot-o-res : o bé tot el flux entre un parell OD s’enviava per
la nova via, si aquesta millorava els costos o els temps de viatge respecte la via existent,
o bé s’enviava tot el flux per la via antiga, en cas de que els costos o els temps de viatge
fossin inferiors als de les possibles alternatives. Arribats a cert punt es va veure que
aquests resultats no eren realistes, ja que els temps de viatge i els costos incrementen amb
l’augment dels fluxos als arcs.
Més endavant es va intentar dissenyar una corba de diversificació de trànsit per rela-
cionar l’elecció de la ruta amb els factors temps i distància. Aquestes corbes estimaven
el percentatge del flux de la ruta antiga que passaria per la nova ruta hipotètica. Entre
d’altres factors, tenien en compte el temps i la distància estalviats mitjançant l’ús de la
nova via. L’assignació es feia de manera que es repartia el flux entre les noves rutes ràpides
proposades i les vies existents de manera proporcional als seus temps de viatge. Aquest
mètode seguia sense tenir en compte la congestió, ja que assumia que el temps de viatge
era independent del volum de trànsit a l’arc.
Al 1952, Campbell va resumir les tècniques d’assignació de trànsit d’aquesta manera:
L’assignació de trànsit és fonamental per la justificació de les noves infras-
tructures proposades i el seu disseny estructural, per la ubicació dels accessos,
i per la planificació de mesures de regulació del trànsit i de mesures de control.
Tot i així, per ara l’assignació de trànsit es pot considerar més un art que una
ciència...
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D’aquesta manera expressava la necessitat d’estudiar l’assignació de trànsit amb fona-
ments científics. I és que a principis de la dècada del 1950 era molt complicat assessorar els
conductors sobre la millor ruta per completar els seus viatges. Les decisions sobre l’elecció
de ruta sovint eren arbitràries i manuals, basades en els coneixements d’un enginyer sobre
distància, temps de viatge i cost per l’usuari. Com que els estudis requerien un anàlisi
detallat de l’àrea urbana actual i futura, així com uns procediments d’assignació acurats i
capacitat de realitzar moltes operacions, era vital que s’introduís l’ús de màquines per tal
de poder processar les dades de manera automàtica.
L’any 1957 va tenir lloc l’avenç més important en assignació de trànsit: es van descobrir
algoritmes eficients per resoldre el Problema de Camins Mínims, que és l’element principal
en un procés d’assignació de trànsit. Simultàniament, a l’Àrea d’Estudis de Transport de
Chicago es va desenvolupar un programa per trobar les rutes mínimes en temps donada
una xarxa, basant-se en els temps mitjans i les velocitats als arcs.
El següent gran avenç va ser al 1960, quan es va desenvolupar un programa d’assignació
que era capaç de prohibir determinats girs en el càlcul del camí mínim.
L’assignació resultant d’aquests algorismes era del tipus tot-o-res, ja que s’assignaven
tots els viatges pel camí més econòmic (en temps, distància o cost) i les rutes més costoses
rebien flux zero. L’avantatge principal era que els càlculs es feien en un únic pas i, per
tant, el procés d’assignació era econòmic i els resultats fàcils d’analitzar. D’altra banda,
aquesta metodologia comportava certs inconvenients. El fet d’assignar tot el trànsit entre
dues zones per una única ruta provocava fluxos ireals en carrers amb capacitats limitades.
A més, era molt sensible, ja que petits canvis en els temps de viatge usats podien provocar
canvis significatius en els fluxos resultants. A causa d’aquests inconvenients, els analistes
sempre han rebutjat el mètode d’assignació del tot-o-res.
Gairebé simultàniament van tenir lloc altres esdeveniments que contribuien a un ràpid
progrés de la modelització i la metodologia per als problemes d’assignació. Al 1952 J. G.
Wardrop va publicar un article [51] on formulava els dos principis bàsics de distribució de
flux en una xarxa de transport: el principi d’equilibri d’usuari, basat en l’assumpció de
que tots els conductors volen minimitzar el seu cost o temps de viatge, i el principi de
l’òptim del sistema, on s’assumeix que els conductors escullen les seves rutes de manera
que es minimitzi el cost o temps de viatge de manera global en el sistema de transport.
Aquests dos principis de comportament són, amb diferència, els més populars en models
d’assignació.
L’any 1956 M. J. Beckmann et al. vàren publicar el seu llibre més influent "Studies
in the Economics of Transportation" [4] on s’analitzaven diversos models matemàtics per
resoldre el problema d’assignació de trànsit. Mitjançant teories d’optimització no lineal es
va demostrar que els dos principis de Wardrop es corresponien amb la solució de problemes
d’optimització no lineal convexa amb restriccions lineals.
El mateix any va tenir lloc un altre avenç important, M. Frank i P. Wolfe varen publicar
un article [18] on presentaven un algoritme iteratiu per a resoldre problemes d’optimització
quadràtica convexa. En aplicar-se als models d’assignació de trànsit de Beckmann et al.,
el mètode alternava entre una assignació del tipus tot-o-res, basada en els temps de viatge
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amb el flux actual, i la minimització de la funció objectiu del problema d’optimització
sobre el segment que anava del vector de flux actual fins a la solució tot-o-res. Avui en
dia aquest algoritme és un estàndard en tots els softwares de planificació de transport per
resoldre problemes d’assignació de trànsit, però pràcticament no va començar a aplicar-se
fins a finals de la dècada del 1960.
El 1959 va tenir lloc el primer simposi sobre Teoria de Flux del Trànsit i, al cap de poc,
degut al creixent interès acadèmic en aquest camp i la importància de la recerca en aquest
sector, l’any 1962 es va formar la Secció de Ciències del Transport dins de la Societat
Americana d’Investigació Operativa. Això va propiciar que de seguida comencessin a
sorgir publicacions acadèmiques en aquest àmbit.
Després d’aquests passos tan importants hi va haver un notable increment dels estudis
de transport, on es van desenvolupar noves tècniques d’assignació millorades, es van deixar
de banda els resultats del tipus tot-o-res i es van començar a tenir en compte els efectes de
la congestió. A conseqüència d’això van néixer les funcions de temps de viatge (en anglès
travel time functions, o bé volume delay formulas).
2.3 Funcions de temps de viatge
Quan els volums de trànsit augmenten la velocitat als arcs tendeix a disminuir. Primer
lentament i, a mesura que els efectes de les cues esdevenen més significatius, la velocitat
mitjana disminueix ràpidament fins que la cua es converteix en un embús. Per això els
temps de viatge es modelitzen sempre com a funcions del flux positives, no lineals i es-
tríctament creixents. Normalment també s’inclou a les fórmules les capacitats als arcs i
altres mesures agregades de factors que també influeixen en la tria de ruta per part dels
viatjants.
Diversos estudis de transport varen desenvolupar les seves pròpies fórmules per mode-
litzar els temps de viatge. Les aproximacions utilitzades eren de dos tipus:
• A la primera aproximació, primer es proposaven les funcions matemàtiques i poste-
riorment es calculaven els paràmetres a través de diverses mesures del trànsit, de les
condicions de les rutes, i dels ratios flux-velocitat facilitats pels enginyers.
• A l’altra aproximació, es desenvolupaven les fórmules basades en estudis de velocitats
i temps de viatge referents a les característiques de la xarxa, i es tenien en compte
qüestions com la formació de cues a les interseccions.
Aquestes fórmules van néixer originàriament per modelitzar els temps de viatge en vies
ràpides, però encara actualment s’utilitzen en estudis d’àrees urbanes.
A continuació es mostren alguns exemples de funcions de temps de viatge als arcs
desenvolupades a la dècada dels 60:
t0ae
( faca 1) (2.1)
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t0a2
( faca 1) (2.2)
t0a(1 + 0.15(
fa
ca
)ma) (2.3)
t0a + log(ca)  log(ca   fa) (2.4)
 a   ca t
0
a    a
fa   ca (2.5)
Boyce et al. [7] van establir que les funcions amb assímptotes portaven a temps de
viatge massa alts, que no eren realistes i a més comportaven uns redireccionaments dels
viatges força estrafalaris.
A la pràctica, hi ha molts factors a part del temps de viatge que influencien l’elecció de
la ruta segons el propòsit del viatge. Per exemple, factors com la distància, la freqüència
de senyals de trànsit, la saturació, l’ús de benzina, la presència de peatges, la seguretat,
si la ruta té bones vistes, etc., tenen efecte en la tria dels conductors.
2.4 Heurístiques de restricció de capacitat
Gràcies a les funcions volume-delay, va ser possible introduir procediments iteratius on les
noves assignacions estessin basades en els temps de viatge obtinguts a partir dels volums
de trànsit calculats a l’assignació anterior. D’aquesta manera s’aconseguia tenir en compte
els efectes de la congestió i les capacitats dels arcs.
L’esquema general d’un mètode de restricció de capacitat és el següent:
• es calculen els temps de viatge basats en el flux assignat a la xarxa a la iteració en
curs,
• es fa una assignació tot-o-res basada en els costos anteriors considerant-los fixos,
• després es fa una nova assignació combinant els fluxos actuals amb la solució tot-o-
res.
El criteri d’aturada utilitzat varia segons el mètode.
La primera tècnica de restricció de capacitat va ser el procediment anomenat quantal
loading. Consisteix en seleccionar un origen aleatòriament i calcular les rutes mínimes fins
a totes les destinacions. D’aquesta manera es genera un arbre de camins mínims, pel qual
s’assignen tots els viatges que parteixen de l’origen en qüestió. A continuació s’actualitzen
tots els temps de viatge d’acord amb els fluxos acumulats i les fórmules de cost utilitzades.
Aquest procés es repeteix successivament per a tots els origens restants, i l’algoritme acaba
quan ja s’han assignat a la xarxa tots els viatges.
Aquest mètode només es diferencia del mètode d’assignació tot-o-res en que s’actualit-
zen els costos abans de fer l’assignació en les diferents zones. Els resultats d’aquest mètode
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són sensibles a l’ordre en que es trien els orígens per fer l’assignació, ja que els últims ca-
mins mínims estan calculats basats en arcs molt més congestionats que els primers. No
obstant, va representar un gran avenç respecte el mètode simple del tot-o-res pel fet de
tenir en compte la congestió.
Una extensió senzilla d’aquesta tècnica és el procediment d’assignació iterada tot-o-res,
que parteix d’un flux factible i calcula els costos en funció dels fluxos observats, aplicant
les fórmules volume-delay. S’assigna tot el flux a les noves rutes i es continua iterant
d’aquesta manera, fins a realitzar un nombre màxim d’iteracions o bé fins que no hi hagi
canvi pràcticament entre els fluxos a l’inici d’una assignació i els que s’obtenen amb les
fórmules volume-delay. Aquesta tècnica assumeix que tots els viatgers triaran la ruta de
mínim cost fins a la seva destinació, basant-se en els temps de viatge actuals.
Hi ha articles sobre aquest darrer mètode que demostren que els fluxos no convergeixen.
Això és degut al fet de que només s’utilitza una única ruta pels viatges entre diferents zones,
fet que suposa una hipòtesi molt poc realista en xarxes congestionades. El problema de
camins mínims és molt sensible a l’input, i això fa que les iteracions successives presentin
grans oscil·lacions. Per tant, es fa difícil decidir quan cal aturar l’algoritme.
Per evitar aquestes oscil·lacions i per permetre l’ús de més d’una ruta en cada parell
OD, es van desenvolupar procediments on només s’assignaven algunes parts fixades de
la demanda total a les noves solucions tot-o-res. És a dir, donat un flux factible f l a la
iteració l, i una solució yl, l’assignació a la iteració l + 1 venia donada per:
f l+1 = (1   l)f l +  lyl (2.6)
on  l > 0 estableix quina és la part de la solució actual que es reassigna. Aquest mètode
era, a més, molt natural des del punt de vista del comportament: quan els conductors
es replantegen quina ruta utilitzar d’acord amb el trànsit actual, no tots canvien la seva
decisió inicial.
En aquest algoritme el nombre d’iteracions es fixa a priori, i s’utilitzen els mateixos
pesos  l per a tots els fluxos. La conseqüència d’aquesta manera de procedir és que totes
les rutes trobades rebran part del flux de cada parell OD. La solució és més acurada que
per les assignacions tot-o-res, però de totes maneres es fa difícil saber com de bona pot
ser la solució final si s’està fixant a priori el nombre d’iteracions.
Per obtenir resultats més raonables es va implementar el mètode anterior sense espe-
cificar prèviament el nombre d’iteracions i fent servir els temps de viatge de la iteració
en curs per calcular les solucions tot-o-res. Aleshores es va veure que, en augmentar el
nombre d’iteracions, un pes fixat  l feia oscil·lar els fluxos, igual que amb la tècnica de
l’assignació tot-o-res iterada.
Beckman et al. [4] van concloure que, per evitar les oscil·lacions, les porcions de flux
transferides a les noves rutes havien de ser decreixents, i Smock [45, 46] va observar que el
nombre d’iteracions havia de ser més gran com més congestionada estés la xarxa. Almond
va concloure, aplicant el seu algoritme bàsic [1] (i també [17, 18]) en diversos nivells de
congestió, que el millor és que hi hagi flexibilitat en l’elecció del factor  l. Aquest hauria
de determinar-se en funció del problema a resoldre i de les condicions de la xarxa a cada
10
iteració. A més, va proposar una extensió del mètode on el flux s’assigna gradualment a
la xarxa, segons la següent fórmula:
f l+1 = mlf
l +  ly
l (2.7)
on ml+ l < 1 per les primeres iteracions. Aquest procés simula el nou flux que entra a la
xarxa i una porció del flux original que es redistribueix. Segons ell, aquesta versió extesa
era més eficient que la bàsica, però en cap dels dos mètodes va aconseguir presentar una
manera sistemàtica per a l’elecció de  l i ml, per tal que les condicions de convergència
poguessin ser establertes.
Aquestes darreres heurístiques s’assemblen molt a l’algoritme de Frank i Wolfe [18],
un mètode convergent molt popular que encara s’utilitza avui en dia. L’algoritme s’obté
triant una fracció  l a la fórmula (2.6) de manera que es minimitzi una determinada funció
objectiu.
D’altra banda, l’algoritme de Smock [45, 46] i Overgaard [37, 14], on s’utilitza la fracció
 l = 1/l, és equivalent al mètode convergent de les mitjanes successives (MSA [42]), tot i
ser 20 anys anterior. Per tant, es podria dir que, sense saber-ho, varen ser els creadors de
la primera adaptació d’un algoritme d’assignació de trànsit convergent.
Al Metropolitan Toronto Regional Transportation Study es va desenvolupar el primer
intent d’incorporar distribució de viatges i distribució modal en un únic algoritme. Es
calculaven les rutes mínimes basades en les condicions de trànsit actuals, i es guardaven
en memòria les quatre millors rutes per cada parell OD. Els viatges s’assignaven a les
rutes de manera inversament proporcional als temps de viatge. L’avantatge d’aquesta
aproximació era que, en ser cada ruta independent, la fase de ponderació podia apropar-
se més a la solució d’equilibri. L’inconvenient era que l’algoritme no tenia garantida la
convergència, ja que el nombre de rutes era molt limitat i el procés de ponderació no era
convergent.
Nishikawa i Nakahori [36, 43] i Nakahori et al. [34] van treballar en un mètode molt
similar, però sense fixar cap restricció en el número de rutes guardades al llarg de l’algo-
ritme.
Una línia diferent en el desenvolupament de mètodes d’assignació és la família dels
mètodes d’assignació incremental. Els viatges s’assignen gradualment a les rutes mínimes
segons les condicions de trànsit actuals. Les diferències entre els diversos mètodes rauen
en la manera com es tria l’increment i en l’ordre com els viatges són assignats.
El primer mètode incremental presentat va ser el quantal loading, on els increments de
flux corresponien a les demandes totals des dels origens i, per tant, tot el flux d’un parell
OD utilitzava només una ruta.
Un altre mètode incremental molt popular que troba una solució inicial per algoris-
mes convergents i està implementada en diferents softwares consisteix en fixar a priori el
nombre total d’iteracions K. La fracció corresponent de demanda es carrega al camí més
curt en tots els parells OD i es repeteix el procés K vegades. El resultat és que com més
congestionada està una ruta més es tendeix a utilitzar les altres, i els fluxos finals queden
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molt repartits entre les diverses rutes obtingudes per cada parell OD. D’aquesta manera
s’obté una solució final més semblant a la situació d’equilibri que fent l’assignació per una
única ruta. Malgrat que no és fàcil determinar el nombre d’iteracions necessari i que el
resultat és molt sensible a la tria dels increments, alguns científics defensen que els fluxos
resultants són prou bons per no tractar-se d’un algoritme convergent.
2.5 En resum
El desenvolupament dels esquemes heurístics d’assignació de trànsit mostra que durant
força temps el problema d’assignació no va estar ben definit ni ben entès pels planifica-
dors de trànsit. Les tècniques utilitzades es basaven en regles ad hoc i els procediments
desenvolupats eren del tipus prova-i-error.
Beckmann et al. [4] i altres varen formular la modelització matemàtica precisa per al
problema d’assignació de trànsit de manera simultània al desenvolupament de les tècniques
heurístiques. Aquests mètodes heurístics haurien pogut ser provats aleshores contra aquest
model per trobar-ne les mancances, i els algoritmes d’optimització convexa que ja existien
en aquell moment, com el mètode de Frank i Wolfe [18], podrien haver substituit aquestes
heurístiques. Però aquestes possibilitats no es van contemplar durant més de deu anys, i
els primers algoritmes convergents per assignació de trànsit (sense comptar el de Smock
[45] i Overgaard [37]) van ser desenvolupats al voltant de 1968 per investigadors científics
i no pas per planificadors de transport.
Això demostra que la clau per poder trobar la solució a un problema recau en el
coneixement de la seva correcta formulació.
A mitjans dels anys 70 la comunitat acadèmica va fer diversos estudis per validar
els models i es van desenvolupar alguns algoritmes convergents. Va ser llavors quan les
agències de planificació van començar a utilitzar-los en les seves activitats. Cap a finals de
la dècada dels 70 existien ja diferents softwares basats en models i mètodes científicament
ben formulats.
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Capítol 3
Problema d’Assignació de Trànsit
En aquest capítol es presentaran els models de demanda del transport i la seva formulació
en desigualtats variacionals. S’explicaran les propietats dels models d’equilibri i s’incidirà
en la diferència d’enfocament del problema segons si es tracta d’un enfocament òptim
d’usuari o òptim del sistema, tal i com queda establert amb els Principis d’Equilibri de
Wardrop.
Al final del capítol es parlarà dels mètodes per al càlcul dels fluxos d’equilibri. Es
presentarà el mètode d’aproximació lineal de Frank i Wolfe i es veurà un exemple senzill
per fer palesa la diferència de resoldre el problema sota els dos possibles enfocaments
d’optimalitat.
3.1 Introducció
L’interès en la modelització matemàtica dels sistemes de transport s’origina en la neces-
sitat de predir com la gent, els vehicles i els béns farien ús d’una nova infrastructura de
transport, o d’una infrastructura millorada, per tal d’avaluar els beneficis de les inversions
que requeririen les millores.
Amb aquesta finalitat va néixer la necessitat de construir models de demanda del trans-
port i models per determinar la manera com es faria ús de la xarxa de transport. Calia,
doncs, construir aquests models i assegurar-ne raonablement la seva validesa. Mitjançant
la simulació de situacions futures, es podria dur a terme la predicció dels fluxos de trànsit
als arcs actuals i als nous, per tal d’avaluar els beneficis potencials dels diferents projectes
de millora.
En els diversos intents fets per construir models matemàtics d’elecció de ruta en xarxes
de transport, la noció d’equilibri ha jugat sempre un paper clau. Si la demanda entre
un parell OD és coneguda, és important determinar com aquests viatges es reparteixen
espontàniament entre les rutes alternatives que els uneixen.
La idea d’equilibri de trànsit es remunta al 1924, quan Knight [26] va donar una idea
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simple i intuïtiva en un postulat de comportament sota condicions de congestió de la xarxa.
Aquest postulat deia:
"Suposem que entre dos punts hi ha dues carreteres que els uneixen, una d’e-
lles és prou ampla com per encabir tots els vehicles que la vulguin usar però
està molt mal asfaltada, i l’altra té millors condicions però la seva capacitat és
limitada. Si hi ha molts vehicles que operen entre els dos punts i poden triar
la ruta lliurement, tendiran a repartir-se de manera que el cost per unitat de
transport sigui el mateix a les dues rutes. Com més vehicles fan servir la car-
retetera més estreta i més bona, creix la congestió, fins al punt que s’equiparen
els costos amb els de fer servir la carretera més ampla tot i que les condicions
siguin pitjors."
Anys després s’enunciarien els principis d’equilibri de Wardrop.
3.2 Principis d’equilibri de Wardrop
L’any 1952, Wardrop [51] va enunciar els dos principis que formalitzaven la noció d’equilibri
i introduïen el postulat de comportaments alternatius per la minimització dels costos
globals.
El primer principi exposava que "els temps de viatge en totes les rutes usades són
iguals, i inferiors al temps de viatge que experimentaria un únic vehicle en qualsevol altra
ruta no usada". El que vol dir aquest principi és que les rutes que s’estan utilitzant a
la xarxa són les més curtes sota les condicions de trànsit actuals i la percepció que en té
l’usuari. Els fluxos que satisfan aquest principi s’anomenen òptims d’usuari, ja que cada
usuari escull la ruta que percep com la millor.
Per altra banda, els fluxos òptims del sistema són els que segueixen el segon principi
d’equilibri de Wardrop, que declara que "el temps de viatge promig de tots els vehicles és
mínim".
El primer criteri és el que s’ajusta més al comportament real a la pràctica, ja que
implica una situació d’equilibri en què cap conductor pot reduir el seu temps de viatge
triant una ruta alternativa. En canvi, el segon criteri és el més eficient, ja que minimitza
el temps total de viatge.
3.3 Desigualtats variacionals
Els problemes en desigualtats variacionals en espais de dimensió finita apareixen molt
sovint en models d’economia i enginyeria, i són el mitjà amb el qual es formulen matemà-
ticament els principis d’equilibri.
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Donat un conjunt tancat i convex X ⇢ Rn de solucions candidates on es defineix un
funcional continu F (·) : X ! Rn, es busca un punt concret x de manera que la projecció
de x  ↵F (x) per qualsevol ↵ > 0 en X va a parar al mateix punt x.
És a dir, si PX [·] és l’operador projecció en X definit per PX [z] = argmin{kz xk22 |x 2
X}, aleshores una solució x del problema en desigualtats variacionals verifica la relació de
punt fix x = PX [x ↵F (x)], i això és la base dels algoritmes de projecció per als problemes
en desigualtats variacionals.
És equivalent dir que les solucions x del problema en desigualtats variacionals verifiquen
la condició F (x)T (y   x)   0 8y 2 X, que és la manera clàssica d’enunciar els problemes
en desigualtats variacionals. Amb aquesta condició està clar que en el cas de F = rf les
solucions del problema en desigualtats variacionals també són mínims locals del problema
d’optimització Minx2Xf(x).
En el cas del problema d’assignació de trànsit les desigualtats variacionals es poden
formular en l’espai dels fluxos als arcs o en l’espai dels fluxos als camins.
3.4 Formulació dels models en xarxes
Habitualment es considera un cert període de temps i, a partir de les característiques de
la demanda durant aquest període, es determinen els fluxos que resulten de la interacció
de la demanda i la congestió de la xarxa.
Considerem una xarxa de transport que permet el trànsit de vehicles o passatgers a
través dels seus arcs. Els nodes n, n 2 N , representen orígens, destinacions i interseccions
als arcs. Els arcs a, a 2 A, representen la infrastructura del transport. El flux dels viatges
que passen per l’arc a és va i el cost de fer servir l’arc a ve donat per una funció de cost
d’usuari sa(v), on v és el vector de fluxos que actua sobre tota la xarxa. Aquesta funció de
cost sol modelitzar el temps de viatge sobre l’arc a (i aleshores parlem de funcions volume-
delay), tot i que també pot modelitzar altres tipus de costos, com el consum de benzina.
El vector de funcions de cost d’usuari s(v) s’assumeix monòton, continu i diferenciable.
(s(v0)  s(v00))T (v0   v00)   0 (3.1)
La demanda entre els parells OD gi, i 2 I, on I és el conjunt de parells OD, utilitza
camins dirigits k, k 2 Ki, on Ki és el conjunt de possibles camins entre el parell OD i
(Ki 6= ;). Els fluxos als camins, hk, satisfan les condicions de conservació de flux i de
no-negativitat: P
k2Ki hk = gi i 2 I
hk   0 k 2 Ki, i 2 I
 
(3.2)
Els corresponents fluxos als arcs, va, venen donats per l’expressió:
va =
X
i2I
X
k2Ki
 akhk, a 2 A (3.3)
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on  ak =
⇢
1 si l’arc a pertany al camí k
0 altrament .
I el cost de cada camí, sk(= sk(v)), s’obté sumant els costos d’usuari en cada arc del
camí:
sk =
X
a2A
 aksa(v), k 2 Ki, i 2 I (3.4)
Sigui ui(= ui(v)) el cost del camí mínim per cada parell OD:
ui = min
k2Ki
sk, i 2 I (3.5)
aleshores, les demandes gi venen donades per funcions Gi(u), on u és el vector de costos
(o temps de viatge) mínims als camins per tots els parells OD de la xarxa:
(0 <) gi = Gi(u), i 2 I (3.6)
Totes elles conformen el vector de funcions de demanda G(u), que s’assumeix estrícta-
ment monòton decreixent, continu, diferenciable i acotat superiorment. Compleix, doncs:
(G(u0) G(u00))T (u0i   u00i )   0, i 2 I (3.7)
Model d’equilibri de xarxes
El model d’equilibri de xarxes es formula suposant que per cada parell OD tots els camins
utilitzats tenen el mateix cost, és a dir:
s⇤k   u⇤k
⇢
= 0 si h⇤k > 0
  0 si h⇤k = 0 k 2 Ki, i 2 I (3.8)
sobre el conjunt factible determinat per (3.2) i (3.3). Es denota amb ⇤ els valors de la
solució en equilibri.
Es pot veure fàcilment que que (3.8) pot ser reformulat segons les equacions de com-
plementarietat :
u⇤i  s⇤k i (s⇤k   u⇤i )h⇤k = 0, k 2 Ki, i 2 I (3.9)
i que (3.8) i (3.5) són equivalents a:
s⇤k1  s⇤k2 , si h⇤k1 > 0, k1, k2 2 Ki, i 2 I (3.10)
Per tant, el primer principi d’equilibri de Wardrop es pot formular matemàticament de
diverses maneres. De totes elles la més útil és la forma de desigualtat variacional (veure
Smith [44] i Dafermos [11, 12]), que s’obté observant que (3.8) és equivalent a:
(s⇤k   u⇤i )(hk   h⇤k)   0, k 2 Ki, i 2 I (3.11)
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on hk és qualsevol conjunt de fluxos factibles als camins. Si h⇤k > 0 aleshores s⇤k = u⇤i ,
ja que hk ha de ser inferior a h⇤k. Si, en canvi, h⇤k = 0, aleshores (3.11) es satisfà quan
s⇤k   u⇤i   0.
Sumant sobre k 2 Ki i i 2 I es té:X
i2I
X
k2Ki
s⇤k(hk   h⇤k)  
X
i2I
u⇤i (gi   g⇤i ) (3.12)
d’on, usant (3.3) i (3.4), i canviant l’ordre del sumatori de l’esquerra s’obté l’expressió:X
a2A
sa(v
⇤)(va   v⇤a)  
X
i2I
u⇤i (gi   g⇤i ) (3.13)
Donat que la funció del vector de demanda és antítona, és invertible. SiguiW (g) = u la
inversa de la funció de demanda. Aleshores el model d’equilibri en xarxes es pot reescriure
com: X
a2A
sa(v
⇤)(va   v⇤a) 
X
i2I
Wi(g
⇤)(gi   g⇤i )   0 (3.14)
sobre el conjunt factible definit per (3.2) i (3.3). Es pot verificar facilment que (3.14)
implica (3.8).
Utilitzant notació matricial, (3.14) es pot reescriure com segueix:
s(v⇤)T (v   v⇤) W (g⇤)T (g   g⇤)   0 (3.15)
i quan es treballa amb demandes constants la formulació en desigualtats variacionals es
converteix en la següent:
s(v⇤)T (v   v⇤)   0 (3.16)
3.5 Propietats del model d’equilibri de xarxes
L’existència de solució del model d’equilibri de xarxes està assegurada per la continuïtat
de les funcions de cost i de demanda i pel fet que el conjunt factible determinat per (3.2)
i (3.3) és compacte, si no es produeixen cicles als fluxos i si les funcions de demanda estan
acotades superiorment.
Una propietat important dels models utilitzats per simular fluxos de trànsit en diferents
configuracions de la xarxa és la unicitat de la solució. Per un determinat escenari,
els fluxos i els costos entre un parell OD han de ser únics, sinó seria molt difícil fer
la comparació entre les diferents configuracions de la xarxa, ja que les diferències entre
els escenaris dependrien de la solució trobada en cada cas. Afortunadament, per moltes
situacions d’interès el model d’equilibri en xarxes té fluxos, demanda i costos únics. Això
està assegurat quan les funcions de cost d’usuari són estríctament monòtones i les funcions
de demanda (i les seves inverses) són estríctament antítones, tal i com s’assumia a la
formulació del model.
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Cal observar, però, que els fluxos als camins, hk, no són únics en general. Quan s’ha
obtingut l’equilibri als fluxos als arcs, els corresponents fluxos als camins venen donats per
la solució simultània de les equacions lineals següents:
v⇤a =
X
i2I
X
k2Ki
 akh
⇤
k, a 2 A (3.17)
Normalment, el nombre de camins usats és molt més gran que el nombre d’arcs de la
xarxa, per això a (3.17) el nombre de variables h⇤k sobrepassa el nombre de restriccions,
que és igual a |A|. A conseqüència d’això, en l’anàlisi particular de cada configuració de
la xarxa es poden obtenir els camins usats, però no representen una informació fiable ja
que no són necessàriament únics.
Una altra propietat important del model d’equilibri de xarxes és la seva estabilitat.
Els fluxos d’equilibri de trànsit depenen de les demandes i de les funcions de cost de viatge
de forma contínua. És a dir, petits canvis a les demandes o a les funcions de cost impliquen
petits canvis als fluxos. Aquesta propietat és molt desitjable a la pràctica, fa que el model
representi adequadament el comportament observat d’elecció de ruta.
3.6 Càlcul dels fluxos d’equilibri
La majoria de les aplicacions del model d’equilibri de xarxes s’han obtingut amb versions
senzilles del model (3.15) subjecte a (3.2) i (3.3). Les funcions de cost d’usuari que s’han
calibrat són funcions del flux a l’arc, és a dir, sa(v) = sa(va), a 2 A, i les funcions de
demanda només depenen del temps de viatge entre l’origen i la destinació del parell OD
i, és a dir, Gi(u) = Gi(ui), i 2 I.
Les hipòtesis fetes sobre les propietats de les funcions es poden replantejar de forma més
simple, de manera que ara les funcions de cost siguin només contínues i creixents, i que les
funcions de demanda siguin contínues, estríctament decreixents i acotades superiorment.
La desigualtat variacional (3.14) ara es pot reformular com:X
a2A
sa(v
⇤
a)(va   v⇤a) 
X
i2I
Wi(g
⇤
i )(gi   g⇤i )   0 (3.18)
sobre el conjunt factible (3.2) i (3.3).
L’aplicació d’aquest model en casos reals va ser facilitada per l’equivalència entre aques-
ta desigualtat variacional i un problema d’optimització convexa pel qual la condició d’op-
timalitat és (3.18). Aquest problema d’optimització és:
minZ =
X
a2A
Z va
0
sa(x)dx 
X
i2I
Z gi
0
Wi(y)dy (3.19)
subjecte a (3.2) i (3.3).
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Donat que les funcions de cost d’usuari són creixents i les funcions de demanda són
estríctament decreixents, la funció objectiu (3.19) és convexa i (3.18) és interpretada com
la condició d’optimalitat de primer ordre, llavors la derivada direccional de Z és superior
o igual a 0. Aquest és el clàssic resultat obtingut per Beckman et al. [4].
Les condicions de Kuhn-Tucker del problema d’optimització convexa (3.19) subjecte a
(3.2) i (3.3) són equivalents a l’enunciat del principi d’equilibri d’usuari de Wardrop en la
forma (3.8).
El fet que existís un problema equivalent d’optimització convexa va facilitar molt la
implementació del model d’equilibri de trànsit, ja que existien un bon nombre d’algoritmes
eficients disponibles per resoldre aquests tipus de problemes. Trobar la solució de les
desigualtats variacionals a gran escala era força més complicat.
La majoria de les aplicacions pràctiques del model d’equilibri de trànsit estan basades
en el treball inicial de Beckman et al. [4], tot i que recentment la formulació en desigualtats
variacionals ha obert un nou camí per la comprensió i la resolució dels models d’equilibri
de trànsit de més complexitat.
Malgrat que hi ha molts mètodes disponibles per resoldre problemes de minimització
de cost convexos subjectes a restriccions lineals, els que més s’utilitzen són l’adaptació del
mètode d’aproximació lineal de Frank i Wolfe [18] i algunes de les seves variants. Aquest
algoritme va esdevenir popular amb els treballs de LeBlanc, Morlok i Pierskalla [28] i
Nguyen [35]. A continuació es presenta el mètode amb detall.
3.6.1 Mètode de Frank i Wolfe
Considerem el problema d’equilibri de xarxes amb demanda fixa:
minZ =
X
a2A
Z va
0
sa(x)dx (3.20)
subjecte a: X
k2Ki
hk = gi, i 2 I (3.21)
hk   0, k 2 Ki, i 2 I (3.22)
junt amb la definició dels fluxos als arcs (3.3):
va =
X
i2I
X
k2Ki
 akhk, a 2 A
Partint d’una solució inicial factible, el mètode d’aproximació lineal obté una direcció
factible linealitzant la funció objectiu, resolent un subproblema de programació lineal i
trobant una solució millorada en el segment que uneix la solució actual i la solució del
subproblema.
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El subproblema linealitzat a la iteració l és el següent:
min
X
i2I
X
k2Ki
X
a2A
sa(v
l
a) akfk (3.23)
s.t.
X
k2Ki
fk = gi, i 2 I (3.24)
fk   0, k 2 Ki, i 2 I (3.25)
Canviant l’ordre del sumatori a (3.23) i utilitzant (3.4), la funció objectiu es pot rees-
criure com:
min
X
i2I
X
k2Ki
slkfk (3.26)
La solució d’aquest problema s’obté de manera trivial trobant el camí mínim per cada
parell OD i i assignant les demandes gi pels camins mínims.
Les condicions de complementarietat dèbil per les restriccions duals en aquest cas són:
fk(ui   slk) = 0, k 2 Ki, i 2 I (3.27)
i les restriccions lineals són:
ui  slk, k 2 Ki, i 2 I (3.28)
Llavors, tenint en compte que els òptims ui són les longituds dels camins mínims basats
en els costos actuals als arcs sa(vla) i que (3.27) és una formulació del principi de Wardrop
quan els costos als arcs són constants, la solució al problema (3.23)-(3.25) ve donada per:
fa =
X
i2I
X
k2Ki
 akfk (3.29)
i la direcció de descens és senzilla: dla = (f la   vla).
El càlcul dels camins mínims requerit a la solució del subproblema es pot dur a terme
amb qualsevol dels mètodes eficients existents, i es completa la iteració de l’algoritme
d’aproximació lineal trobant la solució de:
min
0 1
X
a2A
Z vla+ dla
0
sa(x)dx (3.30)
o, equivalentment, trobant la   que anul·la el gradient, és a dir:X
a2A
sa(v
l
a +  
ldla)d
l
a = 0 (3.31)
Per raons numèriques, és preferible trobar la lambda mitjançant l’expressió (3.31). Es
va repetint la linealització per l = 1, 2, 3, ... fins que s’obtingui una solució prou bona.
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Aquest algoritme té molts avantatges. D’una banda, els camins es generen a mesura
que es necessiten i no cal conservar-los d’una iteració en una altra. Per això les necessitats
d’emmagatzematge són moderades i no incrementen amb el nombre d’iteracions. D’altra
banda, a cada iteració només cal guardar els fluxos als arcs vla i els costos als arcs sa(vla),
a més de l’estructura de la xarxa, lògicament.
L’inconvenient és la seva lenta convergència quan es troba a prop de la solució òptima.
Però a la pràctica això no sol ser un greu problema, ja que quan es tracten problemes de
grans dimensions no calen solucions tan precises.
3.6.2 Òptim del sistema versus òptim d’usuari
Els fluxos òptims del sistema són els fluxos que minimitzen els costos totals del sistema.
La versió d’aquest problema amb demanda fixa és la següent:
min
X
a2A
vasa(va) (3.32)
subjecte a (3.21) i (3.22).
Aplicant les condicions de Kuhn i Tucker s’obté que els fluxos òptims del sistema tenen
el mateix cost marginal en tots els camins usats:
mk =
X
a2A
 ak(sa(va) + vas
0
a(va)) (3.33)
i es compleix que:
m⇤k   u⇤i
⇢
= 0 si h⇤k > 0
  0 si h⇤k = 0 k 2 Ki, i 2 I (3.34)
Els fluxos òptims del sistema es poden obtenir amb l’algoritme d’aproximació lineal,
modificant la funció objectiu de manera apropiada i usant els costos marginals als arcs
com a direcció de descens del subproblema.
Tanmateix, en general els fluxos òptims d’usuari són diferents dels fluxos òptims del
sistema en una mateixa xarxa. Per xarxes grans i descongestionades la diferència pot ser
petita, ja que per temps de viatge constants no hi ha diferència entre els fluxos òptims
d’usuari i de sistema. En canvi, aquestes petites diferències esdevenen significants quan
s’avaluen diferents escenaris on s’afegeixen o es treuen arcs.
Vegem l’exemple de Braess [8]. Considerem la xarxa de la figura 3.1, amb els següents
costos als arcs:
s1(v1) = 10v1 ; s2(v2) = v2 + 50 ; s3(v3) = v3 + 50 ; s4(v4) = 10v4
Si s’hi assigna una demanda de 6 unitats, els fluxos en equilibri són 3 unitats pel camí
(1,2)-(2,4) i 3 unitats pel camí (1,3)-(3,4). El cost de cada camí és de 83 i per tant el cost
total és de 6·83=498.
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Figura 3.1: Xarxa de Braess. Font: Braess [8].
Figura 3.2: Xarxa de Braess amb l’arc addicional. Font: Braess [8].
Si ara afegim l’arc (2,3) a la xarxa, tal i com s’indica a la figura 3.2, amb funció de cost
d’usuari s5(v5) = v5 + 10, aleshores els fluxos en equilibri són 2 unitats per cadascun dels
camins possibles, és a dir, pels dos camins anteriors i pel camí (1,2)-(2,3)-(3,4). Llavors el
cost de cada camí és de 92 i per tant el cost total és de 6·92=552.
Per tant, hem vist com el fet d’afegir un arc incrementa el cost total de viatge, així
com el temps de viatge de cada usuari. Aquesta aparent paradoxa s’explica pel fet que
si haguéssim cercat directament la solució òptima del sistema, hauríem vist que era de 3
unitats pel camí (1,2)-(2,4) i 3 unitats pel camí (1,3)-(3,4), inclús quan l’arc (2,3) es troba
present a la xarxa. Realment no hi ha cap motiu que faci pensar que els costos totals
s’hagin de reduir pel fet d’afegir un arc, ja que aquests costos no són els que minimitzen
els fluxos òptims d’usuari.
La paradoxa de Braess mostra com d’importants poden ser les decisions d’afegir o
restringir l’ús d’arcs en xarxes reals. Si es considera que el comportament dels conductors
segueix el principi de l’òptim d’usuari aleshores pot ser avantatjós restringir l’ús d’alguns
arcs. I alhora cal anar molt en compte amb les decisions d’afegir arcs nous a la xarxa,
s’ha d’analitzar bé la situació per tal de detectar a temps possibles increments dels costos
totals així com dels temps de viatge individuals.
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Capítol 4
Problema d’Assignació Asimètrica de
Trànsit
Les assumpcions de separabilitat de les funcions volume-delay que necessiten les formula-
cions diagonals sovint porten a modelar imprecisions per culpa de la simplificació excessiva
del model. Això es dóna, per exemple, quan és recomanable tractar amb demores a les
interseccions no senyalitzades, usant funcions de cost que continguin interaccions entre els
diversos arcs incidents.
En contrast amb el problema clàssic d’assignació de trànsit amb demanda fixa, el
problema d’assignació asimètric s’ha estudiat molt menys i hi ha molt poques aplicacions
conegudes del problema en casos reals. En aquest capítol veurem com es formula el
problema d’assignació asimètric i en coneixerem els mètodes clàssics de resolució.
4.1 Models asimètrics
Tot seguit s’il·lustrarà amb un exemple senzill com de vegades els costos als arcs poden
dependre també dels fluxos dels arcs adjacents. Considerem la xarxa d’exemple de la figura
4.1, amb dos nodes i cinc arcs. Hi ha dos parells OD, (1,2) i (2,1), amb demandes 210 i
120, respectivament, i les funcions de cost als arcs són les que s’especifiquen a continuació:
Figura 4.1: Xarxa amb costos asimètrics. Font: Florian [15].
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s1(v1, v2) = 10v1 + 5v2 + 1000
s2(v1, v2) = 20v2 + 2v1 + 1000
s3(v3, v4) = 15v3 + 5v4 + 950
s4(v3, v4) = 25v4 + v3 + 1300
s5(v5) = 20v5 + 3000
Aquest exemple mostra com el cost en un arc pot dependre no només del flux d’aquell
arc, sinó del vector de fluxos general v. I a més, aquestes dependències poden ser asimè-
triques com en el cas dels arcs 1 i 2, que tenen funcions de cost s1 i s2 depenents de v1 i
v2 però la relació no és simètrica.
Els fluxos d’equilibri per aquest exemple són:
v⇤1 = 120; v
⇤
2 = 70; v
⇤
3 = 90; v
⇤
4 = 50; v
⇤
5 = 0;
i els temps de viatge en equilibri són de 2550 per al parell OD (1,2) i de 2640 per al parell
(2,1).
Els models amb costos asimètrics són importants per tal de reflectir de manera acurada
les condicions del trànsit en el món real, on el flux que circula per un arc pot influir en els
temps de viatge dels arcs propers.
4.2 Formulació del Problema d’Assignació Asimètric
Després d’aconseguir bons algoritmes d’optimització per resoldre les aplicacions pràctiques
del problema d’assignació en el cas simètric, es van començar a cercar formulacions eficients
per al cas més general del problema, quan no es té simetria en els costos als arcs.
Considerem de nou el problema d’assignació amb demanda fixa en la formulació amb
desigualtats variacionals (3.16). Es tracta de trobar un vector de fluxos als arcs v⇤ que
satisfaci:
s(v⇤)(v   v⇤)   0 (4.1)
subjecte a: X
k2Ki
hk = gi, i 2 I (4.2)
hk   0, k 2 K (4.3)
va =
X
k2K
 akhk, a 2 A (4.4)
Això és equivalent a trobar uns fluxos als arcs v⇤ tals que satisfacin:
s(v⇤)(v   v⇤)   0, 8v 2 ⌦ (4.5)
on ⌦ es defineix com el conjunt següent:
⌦ = {v = (va) : 9h = (hk)   0 amb va =
P
k2K  akhk ,P
k2Ki hk = gi , 8i 2 I , a 2 A}
(4.6)
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4.3 Funcions de gap
Una manera de resoldre problemes formulats en desigualtats variacionals és mitjançant
les anomenades funcions de gap. Una funció G és una funció de gap G : ⌦  ! R per a
un problema en desigualtats variacionals si és no-negativa en ⌦ i si s’anul·la només en els
punts v⇤ 2 ⌦ que són solució de la desigualtat variacional.
Els mètodes de descens per problemes en desigualtats variacionals estan basats en
diversos tipus de funcions de gap. La més usada és la funció de gap primal d’Auslender [2]
que veurem a continuació. Seguidament en presentarem algunes altres que també tenen
la seva utilitat.
Funció de gap primal
Per cada v˜ 2 ⌦, es defineix la funció de gap primal G(v˜) com:
G(v˜) = max
v2⌦
s(v˜)(v˜   v) (4.7)
Observem que (4.5) implica que s(v⇤)(v⇤   v)  0, 8v 2 ⌦. Per tant, a no ser que v˜
resolgui (4.5), G(v˜) > 0, i G(v˜) = 0 si i només si v˜ = v⇤ resol (4.5).
En conseqüència, resoldre (4.5) és equivalent a trobar un v⇤ que resolgui:
min
v˜2⌦
G(v˜) (4.8)
que alhora es pot escriure com:
min
v˜2⌦
{max
v˜2⌦
{s(v˜)(v˜   v)}} (4.9)
on, per cada v˜, el problema de maximització intern és un problema de programació lineal.
La funció G(v˜) té una interpretació important en el context del Model d’Equilibri de
Xarxes que ajuda a entendre intuïtivament la formulació del problema (4.8):
G(v˜) = s(v˜)v˜ +max{ s(v˜)v}
= s(v˜)v˜  min{s(v˜)v}
=
P
a2A sa(v˜a)v˜a  
P
i2I u˜ig˜i
(4.10)
on u˜i = ui(v˜) és el cost del camí mínim, donat v˜, pel parell OD i.
El primer terme de l’última línia de (4.10) és l’òptim del sistema i el segon terme és
el cost total del sistema si tota la demanda es fa passar pels camins mínims respecte v˜.
Aquests dos termes són iguals si i només si v˜ = v⇤, on v⇤ són els fluxos òptims d’usuari.
Quan v˜ 6= v⇤, la funció de gap G(v˜) dóna una mesura de com de lluny es troba el vector
de fluxos actuals v˜ dels fluxos òptims d’usuari v⇤. És per això que sovint s’usa la funció
de gap com a criteri d’aturada dels algoritmes.
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S’ha demostrat que si s(v) · v és convexa i cada component de s(v) és concava per
tot v 2 ⌦, aleshores G és convexa en ⌦. Per exemple, quan s és afí es satisfan aquestes
condicions.
D’altra banda, també s’ha vist que si G és convexa aleshores el subdiferencial de G en
v˜ és igual a l’envolvent convexa de {s(v˜)+rs(v˜)(v˜  v) : v 2  (v˜)}, on  (v˜) és el conjunt
de solucions del problema de maximització de s(v˜)(v˜   v) sobre tot v 2 ⌦. Per tant, G és
diferenciable en v˜ si i només si  (v˜) és un singletó.
Aquestes condicions són molt desitjables ja que, si es compleixen, aleshores (4.8) és
un problema d’optimització convexa. Però malauradament no es donaran en general. De
totes maneres, s’ha vist que la funció de gap pot ser molt útil en el desenvolupament de
diversos algoritmes pel problema d’assignació de trànsit asimètric. Això es veurà amb
detall a la secció 4.4.
Funció de gap dual
Una altra funció de gap que també ha resultat útil per determinats algoritmes és la funció
de gap dual, que es basa en el resultat que afirma que si s és monòtona llavors v⇤ satisfà
(4.5) si i només si:
s(v)(v   v⇤)   0, 8v 2 ⌦ (4.11)
Per qualsevol v˜ 2 ⌦ es defineix la funció de gap dual de la següent manera:
g(v˜) = min
v˜2⌦
{s(v)(v   v˜)} (4.12)
De (4.11) es dedueix que g(v˜) < 0 a no ser que v˜ sigui solució de (4.5). I g(v˜) = 0 si
i només si v˜ = v⇤. Aleshores, resoldre (4.5) és equivalent a trobar un v⇤ que resolgui el
problema de maximització:
max
v˜2⌦
g(v˜) (4.13)
que també es pot escriure així:
max
v˜2⌦
{min
v˜2⌦
{s(v)(v   v˜)}} (4.14)
Per cada v˜ 2 ⌦ el problema de minimització intern és, en general, no lineal. Però, en
canvi, com que g(v⇤) és el mínim puntual de funcions lineals en v˜, g és cóncava en ⌦. I
això fa que el problema (4.13) sigui equivalent al problema d’equilibri de trànsit.
A més, s’ha demostrat que el subdiferencial de g en v˜ és igual a l’envolvent convexa
de { s(v) : v 2  (v˜)}, on  (v˜) és el conjunt de solucions del problema de minimització
de s(v)(v   v˜) sobre tot v 2 ⌦. Per tant, g és diferenciable en v˜ si i només si  (v˜) és un
singletó.
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Funcions de gap Gq
Hi ha altres funcions de gap que per les seves particularitats també es fan servir en deter-
minats algorismes.
Per exemple, per mètodes de generació de columnes per problemes de gran dimensió
hi ha una família de funcions de gap que requereixen que el conjunt ⌦ sigui l’envolvent
convexa d’uns punts coneguts (anomenem-los ⌦1,⌦2, . . . ,⌦m).
Per qualsevol nombre real   es defineix  ( ) = max(0,  ), i per qualsevol enter q   1
ens referirem a ( ( ))q com a  q( ). La família de funcions a la que fèiem referència es
defineix de la següent manera:
Gq(v) =
mX
i=1
 q(s(v)(v   ⌦i)), v 2 ⌦ (4.15)
Es dóna que Gq(v) > 0 a no ser que v sigui solució de (4.5), i quan v = v⇤ llavors
Gq(v⇤) = 0. Per tant, resoldre (4.5) és equivalent a trobar un v⇤ solució de:
min
v2⌦
Gq(v) (4.16)
Aquest problema té la particularitat de que la funció objectiu és diferenciable en ⌦ per
2  q <1, ja que  q és (q   1)-diferenciable.
Funció de gap quadràtica GQ
Per últim, veurem una altra formulació equivalent al problema d’assignació. Aquesta no
s’ha provat encara en algoritmes per resoldre problemes de grans dimensions però té moltes
propietats que la fan atractiva. Precisament, en aquest PFC s’ha volgut aplicar aquesta
formulació i veure’n la seva eficiència en ser aplicada a problemes en xarxes de mides
mitjana a gran.
Per qualsevol matriu Q definida positiva, considerem el problema quadràtic següent,
on v˜ 2 ⌦ està fixat:
min
v2⌦
s(v˜)(v   v˜) + 1
2
(v   v˜)Q(v   v˜) (4.17)
Si anomenem GQ(v˜) al negatiu del valor òptim de (4.17), aleshores es té que GQ(v˜)   0
per tot v˜ 2 ⌦ i s’obté la igualtat si i només si v˜ és solució de (4.5).
Per tant, resoldre (4.5) és equivalent a resoldre:
min
v˜2⌦
GQ(v˜) (4.18)
Una de les propietats interessants de la funció GQ és que si s és C1 (diferenciable i amb
derivades contínues) aleshores GQ també és C1, amb gradient donat per l’expresssió:
rGQ(v˜) = s(v˜)  (rs(v˜) Q)(H(v˜)  v˜) (4.19)
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on H(v˜) és la projecció a la Q-norma de (v˜  Q 1s(v˜)) al conjunt ⌦.
Una altra propietat important és el fet que si rGQ(v˜)(v   v˜)   0 per tot v 2 ⌦,
aleshores v˜ = v⇤ és un òptim global de (4.18), i per tant resol (4.5). Com que s s’assumeix
estríctament monòtona, el seu jacobià és definit positiu per tot v 2 ⌦. Això ajudaria a
provar aquest resultat.
Aquesta propietat és especialment important perquè GQ(v˜) no té per què ser una funció
convexa, i la majoria d’algoritmes quan s’apliquen a funcions no-convexes només cerquen
els punts estacionaris de primer ordre.
En aquest apartat s’han resumit les funcions de gap més utilitzades i les seves prin-
cipals propietats. Per la seva gran utilitat en els problemes d’assignació asimètrica, el
desenvolupament d’altres funcions de gap que permetin convertir el problema d’equilibri
de trànsit en un problema d’optimització segueix estant viu en la recerca actual.
4.4 Resolució del Problema d’Assignació Asimètric
Tal i com s’ha vist al capítol anterior, quan el jacobià de la funció de cost és simètric es
pot formular el model d’equilibri com un problema d’optimització diferenciable amb costos
convexos.
Com que els fluxos només interaccionen amb els orígens o amb els parells OD a la
funció objectiu, hi ha diverses maneres possibles de descomposar el problema per resol-
dre’l. Aquestes donen lloc a tot un ventall d’algorismes que poden classificar-se segons la
manera com s’ha descomposat el problema, que pot ser per parell OD, per origen o usant
descomposició simplicial basada en els punts extrems de la regió factible.
En la descomposició per parells OD hi ha algorismes que treballen amb els fluxos
als camins, mentre que en la descomposició per orígens i enla descomposició simplicial
s’utilitzen els fluxos als arcs com a variables explícites. La convergència d’aquests mètodes
no està provada, tot i que s’ha observat empíricament. Però es pot dir que el problema
d’assignació simètric és un problema ben estudiat, ja que hi ha molts algoritmes eficients
per resoldre’l i amb ells s’han resolt satisfactòriament problemes amb milers d’arcs.
En canvi, la resolució del problema d’assignació asimètric no és un problema tan estu-
diat ni tan senzill de resoldre. Una particularitat del problema d’assignació asimètric és
que les seves aplicacions reals normalment no compleixen les assumpcions de monotonici-
tat requerides per a la convergència dels algoritmes per desigualtats variacionals. De totes
maneres, és habitual aplicar-los igualment esperant-ne la convergència cap a les solucions
d’equilibri (veure Berka i Boyce [5]).
A continuació es presentaran els mètodes clàssics per a la seva resolució. Ens hem
centrat en el cas amb demanda fixa, si es volgués resoldre el problema amb demanda
variable caldria afegir el terme de la demanda a la formulació en desigualtats variacionals.
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En tots els casos s’assumeix que es compleixen les condicions per l’existència i la unicitat
de solució.
4.4.1 Algorismes de projecció
Els algorismes de projecció per al problema d’assignació asimètric en la formulació dels
fluxos als camins van ser desenvolupats en primera instància per Dafermos [10] l’any 1986
i per Bertsekas i Gafni [6] el 1982. Aquests mètodes van ser estudiats intensament a la
dècada dels 90 i encara se segueixen estudiant actualment.
La resolució dels problemes en desigualtats variacionals amb funcions de gap diferen-
ciables, com el gap de Fukushima i la seva extensió natural, el gap de Marcotte, van ser
estudiats anteriorment per autors com Fukushima [19, 20] i Patricksson [40], entre d’altres.
De fet, el mètode de projecció bàsic es pot entendre com la minimització de la funció de
gap de Fukushima realitzant només la iteració inicial. Basant-se en aquesta idea, alguns
autors han desenvolupat mètodes per tal d’ajustar de manera convenient els paràmetres
del mètode de projecció i aconseguir així una ràpida convergència de l’algorisme, com per
exemple, Zhu i Marcotte [52] i Han i Sun [21].
Recentment s’han desenvolupat i millorat molts mètodes de projecció per a la resolució
de problemes en desigualtats variacionals. Alguns d’ells es veuran en detall al capítol
següent.
Algoritme bàsic de projecció. Resolució a l’espai dels fluxos als arcs.
L’algoritme bàsic de projecció per al problema asimètric fa servir a cada iteració un algorit-
me de camins mínims basat en els costos actuals als arcs. D’aquesta manera s’engrandeix
el conjunt de camins en ús, i sobre el conjunt de camins en curs s’hi fa una operació de
projecció senzilla per tal d’aconseguir un nou vector de fluxos als arcs.
Recordem que el que es busca és trobar un v⇤ 2 ⌦ que satisfaci:
s(v⇤)(v   v⇤)   0 , 8v 2 ⌦ (4.20)
on ⌦ és el conjunt descrit anteriorment a (4.6).
Sigui Q una matriu simètrica definida positiva i v¯ 2 ⌦ un flux factible. Es defineix la
nova funció de cost sˆ sobre ⌦ de la següent manera:
sˆ(v) = Qv + c (4.21)
on c = ⇢s(v¯) Qv¯ i ⇢ > 0 és una constant. Com que sˆ(v) és lineal i té el jacobià simètric,
la solució vˆ de:
sˆ(vˆ)(v   vˆ)   0 , 8v 2 ⌦ (4.22)
es pot obtenir com una solució del problema d’assignació simètric aplicant qualsevol dels
algoritmes de resolució existents.
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La desigualtat anterior és equivalent a:
(Qvˆ + ⇢s(v¯) Qv¯)(v   vˆ)   0 (4.23)
Si Mp és la funció de mapping sobre ⌦ que transforma v¯ en vˆ, on vˆ és solució de (4.23),
com que donat v¯ 2 ⌦ la solució de (4.23) és única, Mp està ben definit. I això implica que
cada punt fix de Mp és solució de (4.20). Per demostrar-ho, suposem que v¯ és un punt
fix, és a dir, que Mp(v¯) = v¯. Aleshores, substituint vˆ = v¯ a (4.23) es té ⇢s(v¯)(v   v¯)   0
8v 2 ⌦, i dividint per ⇢ > 0 es veu com el punt fix v¯ és solució de (4.20).
Aquest algoritme és un mètode de projecció, ja que el punt vˆ és la projecció del punt
(v¯   ⇢Q 1s(v¯)) sobre el conjunt ⌦ respecte la norma Q. És a dir, vˆ = ProjQ,⌦(v¯  
⇢Q 1s(v¯)).
Esquema de l’algoritme de projecció
- Pas 0. Trobar una solució inicial v(1). Calcular sˆ(v(1)) = Qv(1) + c. l = 1.
- Pas 1. Determinar un nou v(l+1) com la projecció ProjQ,⌦(v(l) ⇢Q 1s(v(l)))
o, equivalentment, resoldre:
min
v2⌦
(v   v(l))sˆ(v(l)) + 1
2⇢
(v   v(l))Q(v   v(l))
- Pas 2. Si
  v(l+1)   v(l)   < ✏ atura. Altrament, sˆ(v(l+1)) = Qv(l+1) + c,
l = l + 1 i tornar al Pas 1.
La convergència de l’algoritme està assegurada si s és C1 i fortament monòtona. Aques-
ta condició es té si es compleix:
(s(v1)  s(v2))(v1   v2)   ↵|v1   v2|2 , 8v1, v2 2 ⌦ (4.24)
amb ↵ > 0, sempre que ⇢ sigui prou petita. És una condició difícil que es compleixi a la
pràctica, ja que ⇢ depèn alhora d’↵ i del màxim valor propi de la matriu rs(v)Q 1rs(v)
sobre el conjunt ⌦.
Algoritme bàsic de projecció. Resolució a l’espai dels fluxos als camins.
El problema asimètric també es pot resoldre a l’espai dels fluxos als camins. Cal combinar
una descomposició de Gauss-Seidel per parells OD amb un algoritme de projecció per tal
de resoldre el subproblema resultant per cada parell OD a l’espai dels fluxos als camins.
Considerem la transformació v = 4h amb h 2 ⌦. Aleshores l’equació (4.20) es pot
reescriure com:
s(4h⇤)(4h 4h⇤)   0 (4.25)
o bé com:
4T s(4h⇤)(h  h⇤)   0 (4.26)
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L’algoritme basat en la projecció h(l+1) = ProjQ,⌦(h(l)   ⇢Q 14T s(4h(l))) convergeix
si s és fortament monòtona i ⌦ és un políedre, amb Q una matriu simètrica definida
positiva. Aquest enfocament es diferencia de l’algoritme de projecció a l’espai dels fluxos
als arcs en què 4T s4 no té per què ser fortament monòtona.
Sigui s¯(h) = 4T s(4h). Si Q és una matriu diagonal per blocs, amb cada bloc Qi
corresponent a un parell OD i, l’algoritme resultant és força simple. La iteració de projecció
consisteix en resoldre el problema d’optimització convexa:
min
h2⌦
(h  h(l))s¯(h(l)) + 1
2⇢
(h  h(l))Q(h  h(l)) (4.27)
Com que tant el conjunt ⌦ com la matriu Q es poden descomposar per parells OD, el
problema (4.27) es pot resoldre com una seqüència de problemes quadràtics més petits, un
per cada parell OD. Si cada matriu Qi és diagonal, aquests problemes són com el següent:
min
X
k2K+i
(hk   h(l)k )s¯k(h(l)) +
qk
2⇢
(hk   h(l)k )2 (4.28)
subjecte a: X
k2K+i
hk = g¯i
on qk són els elements de la diagonal de Qi per K+i , i K
+
i és el conjunt de camins que
uneixen el parell OD i amb hk > 0, per cada i 2 I.
Esquema de l’algoritme de projecció a l’espai dels camins
- Pas 0. Per cada parell OD i trobar un conjunt de camins inicial K+i , tal que
h(1)k > 0 si k 2 K+i i h(1)k = 0 si k 62 K+i .
- Pas 1. Per cada i 2 I trobar un camí mínim k˜i basat en els costos actuals
als arcs s(4h(l)). K+i = K+i [ k˜i, 8i 2 I.
- Pas 2. Per cada i 2 I resoldre el problema (4.28). Si h¯(l)k és la solució del
problema prendre:
h(l+1)k =
⇢
h¯(l)k per k 2 K+i
0 altrament
- Pas 3. Aplicar un test de convergència adequat. Si estem a l’òptim atura.
Sinó anar al Pas 4.
- Pas 4. s(l+1) = s(4h(l+1)), l = l + 1. Tornar al Pas 1.
Tot i que aquest algoritme s’aplica a l’espai dels camins, es pot demostrar que conver-
geix a la solució del model d’equilibri asimètric.
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4.4.2 Mètodes de relaxació
A causa de la similitud existent entre el problema diagonal d’assignació de trànsit i el
problema asimètric d’assignació de trànsit, els mètodes desenvolupats per la resolució del
primer han influït substancialment en els mètodes per a la resolució del segon. Els mètodes
de relaxació per a problemes formulats en desigualtats variacionals, com els de Jacobi i
Gauss-Seidel, són uns dels mètodes més antics i més utilitzats per resoldre el problema
asimètric.
Es parla de mètodes de relaxació quan el funcional del cost es relaxa iterativament
fixant les interaccions entre blocs de variables, eliminant-se d’aquesta manera la part
asimètrica a cada iteració. De vegades se’ls anomena mètodes de diagonalització, ja que
els jacobians resultants són diagonals. Els algoritmes no-lineals de Jacobi i de Gauss-Seidel
s’inclouen en aquest grup.
Considerem la funció de suavitzat sˆ(v, v˜) : ⌦⇥⌦! Rn tal que sˆ(v, v) = s(v) irvsˆ(v, v˜)
és definit positiu i simètric. Aleshores, si v(l+1) = v(l) implica que v(l) és solució del model
d’equilibri i a més és l’única solució del problema expressat en desigualtats variacionals:
sˆ(v(l+1), v(l))(v   v(l+1))   0 , v 2 ⌦ (4.29)
equivalent al problema d’optimització estríctament convexa i diferenciable:
v(l+1) = argminv2⌦
X
a2A
Z va
0
sˆ(x, v(l))dx (4.30)
Segons quina sigui la funció sˆ(v, v˜) utilitzada s’obté un mètode o un altre. Per exemple,
el mètode de Jacobi fa servir:
sˆa(v, v
(l)) = sa(v
(l)
1 , . . . , va, . . . , v
(l)
|A|)
i el mètode de Gauss-Seidel fa servir:
sˆa(v, v
(l)) = sa(v
(l+1)
1 , . . . , v
(l+1)
a 1 , va, v
(l)
a+1, . . . , v
(l)
|A|)
Un algoritme definit per (4.30) és globalment convergent si es compleix:
||rvs  12 (v(1), v˜(1)) ·rv˜s(v(2), v˜(2)) ·rvs  12 (v(3), v˜(3))||2 < 1 , 8v(i), v˜(i) 2 ⌦ , i = 1, 2, 3.
Aquesta condició suficient per la convergència dels mètodes de relaxació és força restrictiva
i difícil que es verifiqui. La interpretació intuïtiva del criteri de convergència és que el
jacobià de la funció de cost hauria de tenir asimetries dèbils.
Esquema de l’algoritme de relaxació
- Pas 1. Trobar una solució factible v(1). l = 1.
- Pas 2. Determinar v(l+1) com la solució de (4.30).
- Pas 3. Si ||v(l+1)   v(l)|| < ✏, atura. Altrament, l = l + 1 i tornar al Pas 1.
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4.4.3 Mètode dual de plans secants
Com hem vist abans, resoldre el problema d’assignació és equivalent a maximitzar la funció
de gap dual g. L’algoritme que es dóna aquí serveix per resoldre el problema amb funció
de cost asimètrica i demanda fixa, assumint que el conjunt de fluxos factibles als arcs és
un poliedre compacte.
Considerem el problema:
max
v˜2⌦
g(v˜) (4.31)
on g(v˜) = minv2⌦{s(v)(v   v˜)}.
Observem que (4.31) es pot escriure com:
max x (4.32)
subjecte a:
x  s(v)(v   v˜) , 8v 2 ⌦
v˜ 2 ⌦ (4.33)
L’algoritme de plans secants per resoldre aquest problema s’estructura de la següent
manera.
Esquema de l’algoritme de plans secants dual
- Pas 0. Trobar una solució factible v(1) 2 ⌦. l = 1.
- Pas 1. Resoldre el subproblema (4.32) subjecte a
x  s(v(i))(v(i)   v˜(i)) , i = 1, 2, . . . , l
v˜ 2 ⌦
i anomenar (x(l), v˜(l)) la solució.
- Pas 2. Si x(l)  0, aturar. Altrament, trobar v(l+1) que satisfaci:
s(v(l+1))(v   v(l+1))   0 , 8v 2 [v(l), v˜(l) ]
l = l + 1, i tornar al Pas 1.
Els dos passos d’aquest mètode es poden resoldre fàcilment. El subproblema del Pas
1 és un problema de programació lineal que es pot resoldre amb una variant del simplex.
El Pas 2 és un problema en desigualtats variacionals d’una dimensió i, per tant, es pot
resoldre com un problema d’optimització.
L’algoritme pot acabar amb un nombre finit d’iteracions o iterar indefinidament. Si
acaba després d’l iteracions, per la monotonicitat estricta d’s es té que la solució v˜(l)
és la solució del problema. Si, en canvi, itera indefinidament, l’algoritme genera dues
successions infinites {x(l)} i {v(l)}. Els punts {x(l)} són dins d’un conjunt compacte i, per
tant, segons un resultat general de plans secants, el límit de qualsevol subsuccessió de
{x(l)} és 0. Com que v⇤ és factible per al problema del Pas 1 per qualsevol l, aleshores
0 < min1il [s(v(i))(v(i)   v⇤)
⇤  x(l). Per tant, existeix una subsuccessió de {v(l)} que
convergeix a v⇤.
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4.4.4 Mètodes de descomposició simplicial
El patró de l’algoritme de projecció bàsic suggereix un esquema més general on, en lloc de
fer una projecció simple dels fluxos a cada iteració, es busqui un nou vector de fluxos als
camins (restringit al conjunt de camins actuals) de manera que els nous fluxos compleixin
la condició d’equilibri de Wardrop. Aquest algoritme acabaria quan el conjunt de camins
ja contingui tots els camins que poden ser equilibrats, o quan la contribució a l’equilibri
dels nous camins sigui molt petita.
Aquest esquema, usat l’any 2007 per Panicucci et al. [38] per problemes d’asignació
de trànsit asimètrics, és el que s’anomena mètode de descomposició simplicial basada
en la formulació dels fluxos als camins. L’algoritme de descomposició simplicial va ser
desenvolupat a la dècada dels 80 per Hearn et al. [24] per problemes diagonals i per
Lawphongpanich i Hearn [27] per problemes asimètrics.
Els mètodes de descomposició simplicial per al problema asimètric són molt similars als
usats en problemes d’assignació amb costos simètrics. Però en el cas asimètric el nombre
de punts extrems que es generen no està restringit i, per tant, pot ser molt gran. La
funció de gap G(v˜) es fa servir per monitoritzar el progrés de l’algoritme. A continuació
es descriuen els passos seguits.
Esquema de l’algoritme de descomposició simplicial
- Pas 0. Sigui ⌦(1) un conjunt que conté un punt extrem d’⌦. Triar   > 0
i definir G¯(1) = 1 i l = 1. Sigui {✏l} una successió monòtona estríctament
decreixent que convergeix a zero.
- Pas 1. Trobar v(l) 2 co(⌦(l)) tal que s(v(l))(v   v(l))    ✏l per cada v 2
co(⌦(l)). Sigui D(l) el conjunt dels elements de ⌦(l) amb pes zero a l’expressió
de v(l) com a combinació convexa dels punts extrems de ⌦(l).
- Pas 2. Resoldre miny2⌦ y·s(v(l)) i anomenar a la solució y(l). Si G(v(l)) =
s(v(l))(v(l)   y(l)) = 0 atura. Altrament,
a) si G(v(l))   G¯(v(l))    definir ⌦(l+1) = ⌦(l) [ {y(l)},
b) si G(v(l)) < G¯(v(l))    definir ⌦(l+1) = (⌦(l)  D(l)) [ {y(l)}.
- Pas 3. Sigui G¯(l+1) = min{G¯(l), G(v(l))}, l = l + 1 i tornar al Pas 1.
Al Pas 1 intervé una desigualtat variacional relaxada, que només cal que es resolgui
de forma aproximada. Normalment s’utilitza el mètode de projecció per a fer-ho, ja que
el domini és un simplex. I el Pas 2 és un típic càlcul de camins mínims. El mètode és
convergent.
4.4.5 Mètode de descens de Newton
Veurem un algoritme de Newton globalment convergent per resoldre desigualtats variaci-
onals monòtones basat en la minimització de la funció de gap associada.
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Recordem que es vol minimitzar G(v˜) sobre el conjunt ⌦, on G és la funció de gap
definida per:
G(v˜) = max
v2⌦
s(v˜)(v˜   v)
i que v˜ és la solució d’equilibri si i només si G(v˜) = 0.
S’assumeix que s és C1. El mètode genera una seqüència de punts que són solució
del problema en desigualtats variacionals on intervé una aproximació lineal de s feta a la
iteració anterior.
Esquema de l’algoritme de descens de gap de Newton
- Pas 0. Trobar una solució factible v(1) 2 ⌦. l = 1.
- Pas 1. Donat un vˆ(l) resoldre el problema:
(s(v(l)) +rs(v(l))(vˆ(l)   v(l)))(v   vˆ(l))   0 , 8v 2 ⌦
- Pas 2. Si G(vˆ(l))  12G(v(l)), aleshores prendre  (l) = 1. Altrament, prendre
 (l) 2 argmin0 1G((1   )v(l) +  vˆ(l)).
- Pas 3. Prendre v(l+1) = (1   (l))v(l) +  (l)vˆ(l), l = l + 1, i tornar al Pas 1.
Demostrant que vˆ(l)   v(l) és una direcció de descens estricta per la funció de gap a
cada iteració quedaria provada la convergència global de l’algoritme.
Aquest mètode s’ha provat només en xarxes petites sota una formulació basada en els
fluxos als arcs [30]. És un mètode que no ha rebut gaire atenció ja que no sembla ser
adequat per aplicacions en problemes de grans dimensions.
4.4.6 Un altre mètode de descens del gap
Com ja s’ha comentat anteriorment, el problema d’assignació es pot resoldre trobant un
punt estacionari del problema minv˜2⌦GQ(v˜), on Q és una matriu definida positiva i GQ(v˜)
és el negatiu del valor òptim del problema quadràtic:
min
v2⌦
s(v˜)(v   v˜) + 1
2
(v   v˜)Q(v   v˜)
A continuació es dóna un mètode per trobar el punt estacionari.
Esquema de l’algoritme de descens de GQ
- Pas 0. Trobar una solució factible v(1) 2 ⌦. l = 1.
- Pas 1. Determinar H(v(l)), la projecció sobre la norma Q de v(l) Q 1s(v(l))
al conjunt ⌦, i es defineix d(l) = H(v(l))  v(l).
- Pas 2. Sigui  (l) 2 argmin0 1s(v(l) +  d(l)).
- Pas 3. Prendre v(l+1) = v(l) +  (l)d(l), l = l + 1, i tornar al Pas 1.
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L’algorisme convergeix, ja que d(l) tal i com es tria al Pas 1 és una direcció de descens
per al gap GQ. Tanmateix, els càlculs necessaris als Passos 1 i 2 poden ser molt com-
plicats. Actualment s’estan desenvolupant algunes variants i extensions d’aquest mètode
més pràctiques.
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Capítol 5
Algorismes usats en aquest treball
En aquest Projecte de Fi de Carrera s’han volgut testejar en xarxes de transport reals
diversos mètodes de resolució per al problema asimètric d’assignació de trànsit amb de-
manda fixa. Per a fer-ho, s’ha implementat un algoritme de descomposició simplicial per
tal de treballar amb els fluxos als camins, i cinc mètodes de projecció diferents per a la
resolució del problema quadràtic principal.
Els algorismes de projecció triats han estat recentment desenvolupats per a la resolució
de problemes formulats en desigualtats variacionals, en la formulació dels fluxos als camins.
En aquest capítol es descriuran amb detall tots els mètodes que s’han seleccionat per
tal de ser aplicats en xarxes reals de tamany gran, a fi de poder comparar posteriorment
el seu rendiment.
Algorismes de projecció implementats
Els algorismes de projecció que s’han implementat per a la resolució del problema quadràtic
principal són els següents:
• un mètode basat en l’aproximació del cost per tal de minimitzar la funció de gap de
Fukushima
• el mètode de descens modificat de Zhu i Marcotte [52]
• el mètode de doble projecció de Khobotov [25] i tres de les seves variants més recents:
Nadezhkina i Takahashi [32], Wang et al. [50], i He et al. [22, 23]
• el mètode de Solodov i Svaiter [47]
• el mètode de Solodov i Tseng [48]
Els algoritmes mencionats s’han provat en tres xarxes de transport diferents, de mides
mitjana a gran, sota diferents nivells de congestió. El fet que aquests mètodes no requerei-
xin de l’avaluació del jacobià de les funcions de cost als camins és un avantatge donada la
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mida de les xarxes, ja que les necessitats de memòria i de temps computacional augmenta-
rien substancialment. En aquestes xarxes les asimetries venen donades per interaccions en
els costos als arcs, que es produeixen a les interseccions regulades amb prioritats de pas.
Els resultats s’han avaluat i comparat entre si, i s’han comparat també amb l’algoritme
bàsic de projecció per al problema asimètric d’assignació de trànsit amb demanda fixa.
D’aquest algoritme n’hem implementat una versió modificada amb una exploració lineal
que pot realitzar-se opcionalment. Al final del capítol es descriuen els detalls d’aquesta
versió.
De tots els mètodes testejats, l’únic que no ha mostrat convergència sota nivells alts
de congestió ha estat l’algoritme bàsic de projecció. D’altra banda, l’algoritme que ha
mostrat una convergència més ràpida ha estat el de He et al., que és una variant del
mètode de Khobotov.
5.1 Contribució del treball
En aquest treball s’ha implementat un algoritme de descomposició simplicial desenvolupat
per Codina et al. [9] dins del marc del projecte SIMETRIA (Modelos de Simulacion para
la Evaluación de Escenarios Multimodales de Transporte Globales y Regionales) finançat
pel Ministerio de Ciencia y Tecnología.
Com ja s’ha explicat, l’algoritme desenvolupat consta d’un algoritme de descomposició
simplicial per treballar amb els fluxos als camins, completat amb diferents mètodes de
projecció per la resolució de desigualtats variacionals usats per equilibrar els camins.
Els mètodes triats són un conjunt representatiu de l’estat de l’art, on en particular
s’inclouen diverses variants del mètode de l’extragradient de Khobotov recentment desen-
volupades. Fins ara no es coneixia cap comparativa d’aquest tipus pel problema d’assig-
nació asimètric amb xarxes reals de mides mitjana a gran. De fet, que nosaltres sapiguem,
només s’han publicat resultats pel mètode bàsic de l’extragradient de Khobotov.
Les proves mostren que la nova variant de He et al. del 2012 és la que s’ha comportat
millor en tots els casos, tal i com mostrarem en el capítol de resultats computacionals.
Els resultats obtinguts en aquest treball han estat publicats a l’articleApplying projection-
based methods to the asymmetric traﬃc assignment problem de la revista Computer-Aided
Civil and Infrastructure Engineering, referenciat a la bibliografia (veure [9]).
5.2 Notació
Tot i que ja hem anat introduint part de la notació, en aquest apartat enumerarem els
elements imprescindibles per entendre els algorismes que s’han utilitzat.
Considerem una xarxa de transport definida com un grafG = (N,A) amb un conjunt de
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nodes N i un conjunt d’arcs A. En el conjunt de nodes es representen tant les interseccions
com els nodes virtuals associats a les zones de transport, coneguts com a centroides. I
en el conjunt d’arcs es representen els arcs que modelen la infraestructura, així com les
connexions entre els centroides i la xarxa. Considerem també una matriu OD de viatges
que modela la demanda entre les diferents zones de transport.
• N : conjunt de nodes.
• A: conjunt d’arcs.
• I: conjunt de parells OD, que s’expressen en la forma (p, q), p, q 2 N .
• gi: demanda per al parell OD i 2 I.
• K = ⌦i2IKi on Ki = {k|k camí que uneix el parell OD i 2 I}.
• K li = {k|k camí que uneix el parell OD i 2 I a la iteració l}.
• Al = {a 2 A|9i 2 I, 9k 2 K li , a 2 k ( ak = 1)}.
• Aˆl = {a 2 Al|9x(a) arc prioritari sobre l’arc a}.
• hik: flux al camí k 2 Ki que correspon al parell OD i 2 I. El superíndex només es
posarà si cal especificar a quin parell OD ens referim. Així mateix, hi correspondrà
al vector de fluxos als camins pertanyents al parell OD i 2 I.
• H = ⌦i2IH i on H i = {hi 2 R(ni)|
P
k2Ki h
i
k = gi, h
i
k   0}.
•  : és la matriu d’incidència arcs-camins donada per   = ( ak), on  ak = 1 si
l’arc a pertany al camí k i  ak = 0 altrament. El conjunt de fluxos als arcs es pot
expressar com a imatge dels fluxos als camins aplicant-hi l’operador lineal  , és a
dir, V =  (H).
• va: flux a l’arc a 2 A. v 2 V es referirà al vector de fluxos generals a tota la xarxa.
• sa(v): cost a l’arc a 2 A, que s’assumeix dependent del vector de fluxos als arcs v.
• Sk(h): cost al camí k. Normalment s’assumeix que els costos als camins es poden
obtenir sumant els costos dels arcs que els formen.
5.3 Algoritme principal de descomposició simplicial
Els algoritmes que s’han testejat en aquest treball comparteixen tots un esquema general
comú, basat en un algoritme de descomposició simplicial per al problema d’assignació de
trànsit asimètric desenvolupat en la formulació dels fluxos als camins.
A cada iteració es busquen nous camins i s’afegeixen als que ja usava l’algoritme a les
iteracions precedents. Seguidament s’equilibra el conjunt de camins actuals, és a dir, es
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resol el problema d’assignació de trànsit com si el conjunt de camins en curs contingués
els únics camins disponibles a la xarxa. Es continua iterant fins que se satisfaci el criteri
d’aturada establert. Opcionalment, a cada iteració es poden treure del conjunt de camins
els que hagin obtingut flux zero a l’equilibrat de la iteració en curs.
Donat un vector de fluxos als camins hi 2 H i per un parell OD i 2 I, sigui K+i (hi) el
subconjunt de camins amb flux positiu, és a dir, K+i (hi) = {k 2 Ki|hik > 0}. Ens referirem
al conjunt K+i (hi) com al conjunt de camins actius per al parell OD i 2 I.
Inicialment es busca un primer conjunt de camins factibles -no cíclics- K0i per cada
parell OD i i es carrega sobre ells la demanda gi. D’aquesta manera s’obté un vector de
fluxos factibles h0 2 H0. S’inicia el comptador d’iteracions, l = 1.
A la iteració l-èssima es realitzen els passos següents:
- Pas 1. Opcionalment, actualitzar el conjunt de camins actius traient-ne
aquells que han obtingut flux nul a les iteracions prèvies: K l 1i = K
+
i (h
i,l 1).
- Pas 2. Ampliar el conjunt de camins en curs trobant els camins mínims
kˆ 2 Ki, i 2 I, fent servir els costos S(hl 1). És a dir, K li = K l 1i [ {kˆ}.
Anomenem hˆlSP al vector resultant de fer passar els fluxos pels camins mínims
obtinguts.
- Pas 3. Si Grel(hl 1) =
S(hl 1)T (hl 1 hˆlSP )
S(hl 1)T hl 1  ✏, atura. Els fluxos hl 1 són una
solució aproximada del problema.
- Pas 4. Equilibrar els camins dels conjunts actuals K li per cada i 2 I resolent
el subproblema en desigualtats variacionals següent:
S(h⇤)T (h  h⇤)   0 , 8h 2 Hl (5.1)
D’aquesta manera s’obté un nou vector de fluxos als camins h⇤ 2 Hl. Prendre
hl = h⇤ i actualitzar l = l + 1. Tornar al Pas 1.
Aquest algoritme apareix en diversos treballs desenvolupats recentment per resoldre
amb molta precisió el problema diagonal en la formulació als camins aplicat a xarxes de
grans dimensions. Quan al primer pas no es treuen els camins amb flux nul s’obté una
versió de la descomposició simplicial de Lawphongpanich i Hearn [27] aplicada al problema
asimètric formulat en desigualtats variacionals. En aquesta referència es mostra com
l’algoritme convergeix sota condicions de monotonicitat forta i continuïtat del funcional
de cost.
A banda de Lawphongpanich i Hearn, diversos autors han utilitzat aquest mètode
aplicat al problema d’assignació de trànsit diagonal. No obstant, tots ells fan servir un
pas simple d’actualització dels fluxos als camins al pas 4, en lloc de fer-ne un equilibrat
quasi exacte. L’any 2007, Panicucci et al. [38] van usar aquest mètode de descomposició
simplicial aplicat als fluxos als camins per al problema d’assignació asimètric.
Per a la formulació en desigualtats variacionals definida al pas de l’equilibrat dels
camins (5.1), es defineix el propi Gap d’Auslender que permetrà avaluar com de prop
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estem de l’equilibri:
Gl(h) = Suph02HlS(h)
T (h  h0) (5.2)
i el seu gap relatiu corresponent:
Glrel(h) =
Gl(h)
S(h)Th
(5.3)
5.4 Algoritmes de projecció per l’equilibrat dels camins
Recentment s’han desenvolupat i millorat molts mètodes de projecció per a la resolució de
problemes en desigualtats variacionals.
El primer d’aquests mètodes és l’algoritme de Khobotov [25], desenvolupat l’any 1987,
que bàsicament consisteix en una doble projecció combinada amb un mètode adaptatiu per
ajustar el paràmetre en el primer pas de projecció. Aquest mètode va ser usat a Marcotte
[29] l’any 1991 per resoldre una formulació del problema asimètric a l’espai dels fluxos als
arcs.
Recentment, Panicucci et al. [38] van adaptar el mètode de Khobotov usat per Mar-
cotte a una formulació a l’espai dels camins, que varen testejar per xarxes de mida petita
a mitjana. Però no se’n coneixen proves per a xarxes de grans dimensions.
L’any 2006 Nadezhkina i Takahashi [32] varen proposar el mètode de les mitjanes suc-
cessives (MSA) per ajustar el paràmetre de la segona projecció de l’algoritme de Khobotov
i, quatre anys més tard, Wang et al. [50] van publicar una altra proposta per a l’ajustament
d’aquest paràmetre.
Un altre mètode és el que varen desenvolupar Solodov i Svaiter l’any 1999 [47]. El 2012
He et al. [22, 23] van publicar una àmplia proposta d’algorismes per resoldre problemes
en desigualtats variacionals amb mètodes de punt proper, que contenien com a casos
particulars el mètode de doble projecció de Khobotov i el mètode de Solodov i Svaiter.
Com a resultat del seu anàlisi proposaven una altra variant del mètode de Khobotov
consistent simplement en recalcular el paràmetre de la segona projecció, feta de manera
molt eficient. Finalment, també s’ha tingut en compte el mètode de Solodov i Tseng [48]
desenvolupat l’any 1996.
Tots aquests mètodes tenen en comú que no requereixen de l’avaluació del jacobià dels
costos als camins, i això fa possible aplicar-los en xarxes de grans dimensions. Els mètodes
basats en les anomenades funcions D-gap desenvolupats per Solodov i Tseng [49] i per Peng
i Fukushima [41] requereixen un ús implícit o explícit del jacobià dels costos als camins, i
per això no han estat considerats.
A continuació es descriuran els detalls dels diferents algoritmes que hem citat, que
han estat utilitzats en aquest treball per resoldre el pas de l’equilibrat en l’algoritme de
descomposició simplicial descrit a l’apartat anterior (Pas 4).
Als apartats següents, els elements que apareixen amb índex l es consideren fixos per
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la iteració externa de l’algoritme de descomposició simplicial, mentre que l’índex j serà el
que farem servir per a les iteracions de l’algoritme usat en l’equilibrat.
5.4.1 Resolució de l’equilibrat mitjançant una aproximació del
cost
Aquest primer mètode usat per resoldre l’equilibrat dels costos als camins busca minimitzar
la funció de gap de Fukushima tot aplicant l’algoritme de Zhu i Marcotte [52] del 1998,
sota l’enfocament de l’algoritme d’aproximació dels costos de Patricksson.
Per tal de trobar una solució x 2 X d’un problema en desigualtats variacionals (al que
ens referirem com a V I(F,X)) Patricksson [40] va introduir la idea de treballar amb una
aproximació dels costos. Consisteix en substituir el funcional del cost F a cada iteració
per una aproximació local de F al punt xj definida per:
 j(x) =  j(x, x
j) + F (xj)   j(xj, xj) (5.4)
on  j és una funció triada de forma adequada.
A la iteració j-èssima es resol el problema aproximat V I( j, X) i s’obté un punt yj de
manera que dj = yj   xj és una direcció de descens per una família de funcions de gap.
En el nostre cas, prenent x ⌘ h, F ⌘ S i  j(x, xj) = ↵ 1j (x   xj), el funcional del cost
S(h) es pot aproximar per:
S¯j(h, h
j;↵j) = S(h
j) + ↵ 1j (h  hj) (5.5)
i l’algoritme per resoldre el problema en desigualtats variacionals s’obté resolent a cada ite-
ració l una seqüència de problemes en desigualtats variacionals aproximades, V I(S¯j(·, hj;↵j),
Hl). Si ↵j es manté constant al llarg de les iteracions, aleshores les direccions generades
per l’algoritme d’aproximació del cost són direccions de descens per la funció de gap de
Fukushima.
A continuació es descriuen dos mètodes diferents basats en aquest esquema que s’han
testejat per a la resolució del pas de l’equilibrat.
Minimització de la funció de gap de Fukushima
La funció de gap de Fukushima [19, 20] és diferenciable i és un cas particular de la funció
de gap de Marcotte. Per al problema de trànsit asimètric sota la formulació dels fluxos
als camins es defineix de la següent manera:
GF (h) =  min
f2H
S(h)T (f   h) + 1
2↵
kf   hk22 (5.6)
Això és equivalent a mantenir constant el paràmetre de projecció ↵j de l’aproximació
del cost (5.5) i, per tant, es resol el problema (5.1) minimitzant la funció de gap de
Fukushima sobre el subconjunt de camins trobats fins a la iteració actual l: minh2Hl GFl (h).
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El següent algoritme, que és un exemple de la família d’algoritmes d’aproximació de
cost de Patricksson, es pot utilitzar per minimitzar GFl :
- Pas 0. Inicialitzar hl,0 = hl 1, j = 0. El superíndex l s’ometrà en endavant
per comoditat, ja que es mantindrà constant al llarg de l’algoritme.
Iteració j:
- Pas 1. Sigui f˜ j la solució de minf2Hl S(hj)T (f   hj) + 12↵ kf   hjk22.
- Pas 2. Obtenir un nou vector de fluxos als camins hj+1 = hj + ✓⇤(f˜ j   hj),
on ✓⇤ és una longitud de pas apropiada, i avaluar-ne els costos S(hj+1).
- Pas 3. Si Glrel(hj+1)  ✏ aturar, i prendre hj+1 com a solució de l’algoritme.
Altrament, actualitzar j = j + 1 i tornar al Pas 1.
El criteri d’aturada fa servir la funció de gap primal calculada a l’espai dels fluxos
als camins, definida prèviament a (5.2) i (5.3). El temps computacional que necessitarà
la totalitat de l’algoritme depèn en bona part de la velocitat de resolució del problema
quadràtic del Pas 1. Per resoldre’l fem servir el mètode de Michelot [31].
La longitud de pas usada per calcular els nous fluxos al Pas 2 es pot obtenir mitjançant
un MSA, és a dir, prenent ✓⇤ = 1k+1 , o bé fixant ✓
⇤ = 1, que equival a prendre com a nous
fluxos els obtinguts al problema quadràtic (f˜ j).
El comportament de l’algoritme depèn fortament de l’elecció del paràmetre ↵. Quan
es prenen valors grans per ↵ s’obté un comportament oscil·lant dels fluxos i valors massa
grans per les diferències
  hl+1   hl  
2
. Llavors es requereix fer, a més, una exploració lineal
per tal que l’algoritme convergeixi. Quan els valors presos són massa grans aleshores és
com si es pogués ometre el terme quadràtic del problema de projecció del Pas 1, i això
seria equivalent a prendre com a solució els fluxos sobre els camins mínims obtinguts al
Pas 2 de l’algoritme de descomposició simplicial explicat a la secció anterior. Quan es
prenen valors petits per ↵ les diferències
  hl+1   hl  
2
són molt petites, amb lo qual la
convergència és també molt lenta, tot i que no es requereix de fer una exploració lineal.
Per tal que l’algoritme convergís amb una exploració lineal inexacta es requeriria com
a condicions suficients que les funcions de cost als arcs fossin diferenciables i fortament
monòtones amb el jacobià continu de Lipschitz.
L’algoritme de descens modificat de Zhu i Marcotte
A continuació es descriurà l’esquema que segueix l’algoritme modificat de Zhu i Marcotte
[52] per a la resolució de l’equilibrat del problema asimètric d’assignació de trànsit.
Per aconseguir minimitzar el gap de Fukushima, l’algoritme de Zhu i Marcotte ajusta
el paràmetre de la projecció, ↵, a cada iteració per accelerar la convergència del pas de
l’equilibrat dels camins.
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- Pas 0. Definir ↵ = ↵0 = 1⇢ , 0 <   < 1, h
l,0 = hl 1, j = 0. Prendre un
r qualsevol i fixar un increment  ↵ determinat. El superíndex l s’ometrà en
endavant, ja que es manté constant al llarg de l’algoritme.
Iteració j:
- Pas 1. Sigui f˜ j la solució de minf2Hl S(hj)T (f   hj) + 12↵j kf   hjk
2
2.
- Pas 2. Si S(hj)T (f˜ j   hj)  2+ 2↵j(1  )
   f˜ j   hj   2
2
aleshores prendre ↵j+1 =
min(↵j + ↵, r). Repetir el Pas 1.
- Pas 3. Prendre hj+1 = f˜ j.
- Pas 4. Si Glrel(hj+1)  ✏ aturar i prendre hj+1 com a solució aproximada.
Altrament, actualitzar j = j + 1 i tornar al Pas 1.
5.4.2 Variants de l’algoritme de doble projecció de Khobotov
El mètode bàsic de Khobotov [25] és una extensió per problemes en desigualtats variaci-
onals del mètode de l’extragradient de Korpelevich. Qui primer el va usar per resoldre
problemes d’equilibri de trànsit va ser Marcotte l’any 1991, que el va testejar en xarxes pe-
tites. Recentment Panicucci et al. [38] l’han fet servir per resoldre problemes d’assignació
de trànsit asimètrics.
A continuació es detalla l’esquema de l’algoritme de projecció Khobotov per resoldre
el pas de l’equilibrat (5.1).
- Pas 0. Prendre  , ⇠ 2 ]0, 1[, ↵¯ > 0 i inicialitzar j = 0.
Iteració j:
- Pas 1. Si Glrel(hj)  ✏ aturar i prendre hj com a solució.
- Pas 2. Inicialitzar ⌫ = 0. Mentre ↵j >  L⌫j o ⌫ = 0 fer:
a) Si ⌫ > 0 llavors ↵j = min {⇠↵j,  L⌫j }.
b) Sigui f˜ j la solució de minf2Hl S(hj)T (f   hj) + 12↵j kf   hjk
2
2.
c) L⌫j =
kS(f˜j) S(hj)k2
2
kf˜j hjk2
2
- Pas 3. Cercar una  j adequada per la segona projecció. Sigui fˆ( j) la solució
de:
min
f2Hl
S(f˜ j)T (f   hj) + 1
2↵j j
  f   hj  2
2
(5.7)
- Pas 4. Prendre hj+1 = fˆ( j) i actualitzar ↵j+1 = min {↵¯,  L⌫j } i j = j + 1.
Tornar al Pas 1.
L’algoritme bàsic de Khobotov fa servir  j = 1, que és la versió usada a Panicucci et
al. Recentment s’han desenvolupat diverses variants d’aquest algoritme que presenten un
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millor comportament que l’algoritme bàsic. A continuació es descriuen dues d’aquestes
variants.
Mètodes de He, Liao i Wang propers als de mètode de punt pròxim
Aquests autors l’any 2012 proposaren dues variants de l’algoritme de Khobotov. A He
et al. [22] desenvolupen una família d’algoritmes de punt proper aproximat que contenen
com a casos particulars el mètode de Khobotov i també el mètode de Solodov i Svaiter [47]
per problemes en desigualtats variacionals. A He et al. [23] els autors resolen un conjunt
de problemes de test i proposen avaluar el paràmetre  j de la segona projecció usant la
fórmula:
 j =  
   f˜ j   hj   2
2
  ↵j(hj   f˜ j)T (S(hj)  S(f˜ j))   f˜ j   hj   ↵j(S(hj)  S(f˜ j))   2
2
(5.8)
Com veurem al capítol de resultats computacionals (capítol 7), avaluar  j usant la
fórmula (5.8) és la millor opció i la que fa més eficient l’algoritme de Khobotov.
L’any 2010, Wang et al. [50] van proposar un altre mètode per al càlcul del paràmetre
 j a la j-èssima iteració de la segona projecció. Aquest consisteix en trobar el zero  ⇤j de
la funció:
Kj( ) =  
 1
   fˆ( )  hj   2
2
+ 2↵jS(f˜
j)T (fˆ( )  hj) (5.9)
on fˆ( ) és la solució del problema quadràtic (5.7). El valor de  ⇤ es pot calcular amb
poques iteracions d’un mètode de la secant. Wang et al. proposen un punt de partida per
començar la cerca. L’inconvenient d’aquest mètode és que cada iteració del mètode de la
secant requereix la resolució d’un problema quadràtic com el de (5.7).
Mètode híbrid de projecció modificada de Nadezhkina-Khobotov
Aquest algoritme considerat per resoldre la desigualtat variacional al pas de l’equilibrat és
un híbrid entre el mètode d’ajust del paràmetre ↵ de Khobotov i el mètode que es descriu
a Nadezhkina i Takahashi [32]. La combinació d’aquests mètodes consisteix en realitzar
un pas de MSA just després de la segona projecció del mètode de Khobotov (Pas 3) amb
 j = 1.
D’aquesta manera, el nou iterat hj+1 del quart pas del mètode general de Khobotov es
prendria com hj+1 = hj +  0j(fˆ   hj). A la nostra implementació la llargada de passa  0j
es tria mitjançant un pas de MSA com està descrit a Nagurney-Zhang [33]. Es van provar
també altres mètodes MSA però aquests van donar pitjors resultats.
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5.4.3 Mètode de Solodov i Svaiter
A continuació es descriu el mètode de Solodov i Svaiter [47] desenvolupat l’any 1999 per
resoldre el pas de l’equilibrat de l’algoritme de descomposició simplicial descrit per al
problema asimètric d’assignació de trànsit.
- Pas 0. Prendre valors per ✓ > 1,   > 0, r < 1 i inicialitzar j = 0.
Iteració j:
- Pas 1. Si Glrel(hj)  ✏ aturar i prendre hj com a solució.
- Pas 2. Prendre ↵j = min {✓ j, 1}. Sigui f˜ j la solució de:
min
f2Hl
S(hj)T (f   hj) + 1
2↵j
  f   hj  2
2
(5.10)
- Pas 3. Trobar el mínim enter n   0 tal que es compleixi:
S(hj + rn↵j(f˜
j   hj))    
↵j
  f   hj  2
2
(5.11)
- Pas 4. Prendre  j+1 = rn↵j i fˆ j = hj +  j+1(f˜ j   hj).
- Pas 5. Els nous fluxos hj+1 són els que resolen:
min
f2Hl
1
2
  f   hj  2
2
(5.12)
s.t. S(fˆ j)T (f   fˆ j)  0
Actualitzar j = j + 1 i tornar al Pas 1.
El problema quadràtic (5.12) es pot resoldre de manera força eficient mitjançant una
relaxació lagrangiana, que bàsicament consisteix en cercar el paràmetre de projecció per
a la segona projecció.
La funció dual lagrangiana del problema (5.12) és:
'(µ) = min
f2Hl
µS(fˆ j)T (f   fˆ j) + 1
2
  f   hj  2
2
(5.13)
que és diferenciable i, de manera molt aproximada, lineal.
Si f ⇤(µ) és solució de (5.13) aleshores el problema dual Lagrangià maxµ 0 '(µ) es pot
resoldre amb un mètode de Newton fent poques iteracions, usant la derivada direccional
de f , és a dir, d'dµ = S(fˆ
j)T (f ⇤(µ)  fˆ j).
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5.4.4 Mètode de Solodov i Tseng
A continuació es descriu el mètode de Solodov i Tseng [48] desenvolupat l’any 1996 per
a la resolució de l’equilibrat en l’algoritme de descomposició simplicial per al problema
asimètric.
- Pas 0. Prendre valors per  , ⇠ 2 ]0, 1[, ↵¯ > 0, ✓ 2 ]0, 2[ i inicialitzar j = 0.
Iteració j:
- Pas 1. Si Glrel(hj)  ✏ aturar i prendre hj com a solució.
- Pas 2. Inicialitzar ⌫ = 0. Mentre ↵j >  L⌫j o ⌫ = 0 fer:
a) Si ⌫ > 0 llavors ↵j = min {⇠↵j,  L⌫j }.
b) Sigui f˜ j la solució de minf2Hl S(hj)T (f   hj) + 12↵j kf   hjk
2
2.
c) L⌫j =
(S(f˜j) S(hj))(f˜j hj)
kf˜j hjk2
2
- Pas 3. Definir h˜ com h˜ = hj    j(hj   f˜ j   ↵j(S(hj)  S(f˜ j))), on  j és:
 j =
✓(1   )
   f˜ j   hj   2
2   hj   f˜ j   ↵j(S(hj)  S(f˜ j))   2
2
- Pas 4. Projectar el punt h˜ sobre Hl i prendre el resultat com al nou iterat
hj+1:
min
f2Hl
1
2
   f   h˜   2
2
(5.14)
- Pas 5. Actualitzar ↵j+1 = min {↵¯,  L⌫j } i j = j + 1. Tornar al Pas 1.
5.4.5 Mètode bàsic de projecció modificat amb una exploració
lineal
S’ha implementat també una versió modificada del mètode bàsic de projecció per tal
de poder comparar la resta d’algoritmes de desenvolupament recent amb un mètode de
projecció clàssic.
A fi d’accelerar l’algoritme bàsic de projecció, hem introduït un mòdul opcional d’ex-
ploració lineal fent servir la funció de gap primal d’Auslender (5.2) a l’algoritme bàsic de
projecció descrit a la secció 4.4.1.
A la iteració l-èssima, la derivada direccional de la funció de gap d’Auslender en la
direcció de descens vˆl   vl és la següent:
G0(vl; vˆl   vl) = [s(vl) +rs(vl)T (vl   vSP (vl))]T (vˆl   vl) (5.15)
47
on vla 8a 2 A són els fluxos als arcs obtinguts a la darrera iteració, vˆla 8a 2 A són els nous
fluxos als arcs obtinguts amb el problema quadràtic, i vSP (vl) és el vector de fluxos que
s’obtindrien resolent el problema de camins mínims amb costos s(vl).
La derivada anterior (5.15) fa servir el jacobià dels costos a l’espai dels fluxos als arcs,
que podem emmagatzemar sense gaire problema gràcies a l’estructura esparsa de la matriu.
L’exploració lineal implementada és la següent:
- Inicialització: vl,0 = vˆl, G1 = G2 = G(vl,0), Gmin = G(vl), ✓˜ = 1, ✓1 = ✓2 =
✓˜, p = 0.
- (1) Si G(vl,p)  G(vl) + ⇢p⌫G0(vl; vˆl   vl) o p = n aturar.
- (2) Actualitzar els fluxos vl,p+1 = vl + ⇢p+1(vˆl   vl) i p = p+ 1.
- (3) G2 = G1, G1 = G(vl,p), ✓2 = ✓1 i ✓1 = ⇢p.
- (4) Si G(vl,p) < Gmin aleshores Gmin = G(vl,p), ✓˜ = ✓1 i v˜ = vl,p.
- (5) Si p < n tornar al pas 2.
on 0 < ⇢, ⌫ < 1 són paràmetres que hem establert en ⇢ = 005 i ⌫ = 005.
A l’exploració lineal prèvia s’hi fixa un nombre màxim d’iteracions, n. Si ✓˜ = 1 no és
un bon punt de partida pot ser que el valor final de la funció, G1, estigui lluny de la regió
d’acceptació i fins i tot que no sigui inferior a Gmin. En aquest cas, s’utilitzen el valor
final G1 i el previ G2 per estimar heurísticament un valor per la llargada de passa ✓˜, que
segurament millorarà el gap G.
Si definim  0 = ⌫G0(vl; vˆl   vl) i  1 = G2 G1✓2 ✓1 , aleshores es pot prendre el valor de
✓˜ que verifica G0 + ✓˜ 0 = G1 +  1(✓˜   ✓1). D’aquesta manera, ✓˜ seria el resultant de
l’expressió ✓˜ = G0 G1+ 1✓1 1  0 . No obstant, el valor que prenem finalment per a ✓˜ és un de
més conservador:
✓˜ = µ 1
G0  G1 +  1✓1
 1 + | 0| (5.16)
on µ > 1 és un paràmetre que fixem en µ = 105.
Després de l’exploració lineal, s’actualitzen els fluxos als arcs i als camins fent servir la
llargada de passa ✓˜, és a dir, es recalculen els valors de la següent forma:
hl+1 = hl + ✓˜(hˆl   hl) (5.17)
vl+1 = vl + ✓˜(vˆl   vl) (5.18)
Afegint el pas opcional de l’exploració lineal, l’algoritme general de projecció queda
com es descriu a continuació:
Algoritme general de projecció amb exploració lineal opcional
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- Pas 0. Per cada parell OD i trobar un conjunt de camins inicial K+i , tal que
h1k > 0 si k 2 K+i i h1k = 0 si k 62 K+i .
- Pas 1. Per cada i 2 I trobar un camí mínim k˜i basat en els costos actuals
als arcs s(4hl). K+i = K+i [ k˜i, 8i 2 I.
- Pas 2. Per cada i 2 I resoldre el problema:
min
X
k2K+i
(hk   hlk)s¯k(hl) +
qk
2⇢
(hk   hlk)2
s.t.:
X
k2K+i
hk = g¯i
on qk són els elements de la diagonal d’una matriu Qi per K+i . Si h¯lk és la
solució del problema prendre:
hl+1k =
⇢
h¯lk per k 2 K+i
0 altrament
- Pas 3. De manera opcional, realitzar una exploració lineal. Un cop obtinguda
la llargada de passa, ✓˜, actualitzar fluxos tal i com s’indica a les fórmules (5.17)
i (5.18).
- Pas 4. Realitzar un test de convergència adequat. Si estem a l’òptim, aturar.
Sinó actualitzar sl+1 = s(4hl+1) i l = l + 1, i tornar al Pas 1.
5.5 Convergència
La convergència dels algoritmes descrits a la secció anterior només es pot garantir sota
condicions de monotonicitat i continuitat de Lipschitz del vector de funcions de cost als
arcs, excepte en els casos següents, on els funcionals del cost han de ser:
• Continus i monòtons per al mètode de Solodov i Tseng.
• Diferenciables i monòtons per al mètode de Zhu i Marcotte.
• Per al mètode de Solodov i Svaiter es pot garantir la convergència si hi ha continuïtat
del vector de funcions de cost i si alguna solució del problema també és solució de la
corresponent desigualtat variacional de Minty. Aquesta condició és bastant difícil que
es verifiqui a la pràctica, però es pot garantir si les funcions de cost són monòtones.
Malauradament, aquestes condicions normalment no es satisfan per als models que
s’apliquen en xarxes reals perquè les funcions de cost reals amb interaccions als arcs no
tenen cap tipus de propietat de monotonicitat.
Tot i així, en el problema d’assignació de trànsit no s’han presentat casos en els que,
violant-se solament la monotonicitat del funcional de cost, els algoritmes de projecció i
relaxació no convergeixin.
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Capítol 6
Proves computacionals realitzades
En aquest capítol es mostraran els detalls dels experiments computacionals realitzats. Per
provar el funcionament dels algorismes descrits al capítol anterior s’han considerat tres
xarxes de diferents característiques: la xarxa de la ciutat de Winnipeg (Canadà), la xarxa
de Terrassa (Catalunya) i la xarxa de Hessen (Alemanya). Totes tres es poden descarregar
de manera gratuita de la web de Bar-Ghera [3].
Característiques de les xarxes de test
A la taula 6.1 es mostren les principals característiques de cada xarxa. Els seus continguts
expressen el següent:
• La columna Nodes conté el nombre de nodes que formen la xarxa, sense tenir en
compte el nombre de centroides o nodes virtuals.
• La columna Arcs conté el nombre d’arcs que conformen la xarxa. Cada arc és
unidireccional.
• La columna Centroides conté el nombre de centroides o zones de generació/atracció
de viatges.
• La columna Girs mostra el nombre d’interseccions amb alguna especificació, ja sigui
un gir prohibit o penalitzat (afectat d’alguna demora temporal).
Xarxa Nodes Arcs Centroides Parells OD Girs Asimetries Asimetries(%)
Winnipeg 1057 2535 154 4345 0 275 31’39%
Terrassa 1609 3264 55 2215 1103 177 15’39%
Hessen 4660 6674 245 17213 7054 348 27’55%
Taula 6.1: Descripció de les xarxes usades en les proves computacionals
50
• La columna Asimetries conté el nombre d’interseccions on hi ha interaccions entre
els arcs incidents.
• La columna Asimetries(%) expressa el percentatge d’interseccions amb interacci-
ons respecte el total d’interseccions de la xarxa amb dos o més arcs incidents.
L’algoritme usat per cercar els camins mínims és una adaptació de l’algoritme de
Ziliaskopoulos [53] per girs penalitzats, usant estructures de dades adequades per aplicar
una estratègia L-Deque.
En totes les xarxes es considera que un determinat subconjunt de les interseccions
està regulat per prioritats. Els costos dels moviments de gir es consideren constants per
simplicitat, com es fa habitualment a les aplicacions reals de models d’assignació de trànsit.
La fórmula que s’ha usat per modelitzar la demora que suposa per a un arc no prioritari
l’accés a una intersecció regulada per prioritats és la següent:
sa(v) = t  + ✓
 1 log(1 + e✓b(⇠(v) 1)) (6.1)
que és una aproximació de la fórmula:
sa(v) = max {t , t  + b(⇠(v)  1)} (6.2)
En aquestes fórmules t  és el temps de viatge de l’arc a en condicions de flux lliure.
La funció ⇠(v) ve donada per ⇠(v) = va+kx(a)vx(a)s0a  , on x(a) és l’arc prioritari sobre l’arc a.
Els valors dels paràmetres b i ✓ s’han fixat a b = 4 i ✓ = 002 per totes les xarxes, i   és
la longitud del temps que vol abarcar el model. S’ha establert a   = 7 per la xarxa de
Winnipeg,   = 5 per la xarxa de Terrassa i   = 2105 per la xarxa de Hessen.
La capacitat s0a dels arcs no prioritaris s’ha fixat a s0a = 400 per la xarxa de Winnipeg,
s0a = 4000 per la xarxa de Terrassa i s0a = 25000 per la xarxa de Hessen.
Hem aplicat a totes les xarxes el mateix tipus de fórmula per a les interaccions als
arcs, en lloc de funcionar cada xarxa amb la seva pròpia funció, fet que hauria pogut ser
font d’heterogeneïtats. La fórmula sintètica (6.1) no imposa implícitament cap condició
estricta sobre els fluxos als arcs, però per a valors alts de b actua com una penalització que
evita que els fluxos sobrepassin excessivament la capacitat s0a . L’efecte del paràmetre ✓
és fer que els temps de viatge als arcs augmentin abans per valors petits de ✓ i que, per
tant, la xarxa pugui estar congestionada fins i tot per valors de demanda moderats.
No hi ha cap garantia que amb aquestes funcions de cost el jacobià dels costos als camins
pugui ser semidefinit positiu, ni tampoc usant altres funcions de cost en interseccions
regulades per prioritats. No obstant, existeix evidència empírica de que els algoritmes
existents per desigualtats variacionals monòtones convergeixen per al problema de trànsit
asimètric (veure, per exemple, Berka i Boyce [5]).
Quan la intersecció té més d’un arc prioritari (figura 6.1) aleshores el terme kx(a)vx(a)
a l’expressió de ⇠(v) es substitueix pel sumatori
P
8a0 prioritari sobre l’arc a ka0va0 .
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Figura 6.1: Intersecció regulada per prioritats. L’arc a
és no prioritari i x(a) i x0(a) són arcs amb prioritat sobre
l’arc a. Font: Codina et al. [9]
Per als arcs prioritaris hem fet servir la clàssica funció per a la demora Bureau of Public
Roads (BPR):
sa(va) = t0 · (1 + ↵
✓
va
ca 
◆ 
) (6.3)
on ca és la capacitat a l’arc a i t0 és el temps de viatge a l’arc sota condicions de flux lliure,
que s’ha establert a 0075. Els paràmetres ↵ i   s’han fixat a ↵ = 001 i   = 105 per a totes
les xarxes de prova.
Funcions de gap calculades
Per mesurar l’eficiència dels algorismes s’han utilitzat dues fórmules de gap diferents. La
primera (RGap1) és el típic gap primal vist a (5.2) expressat de forma relativa. Aquesta
ha estat la mesura utilitzada a tots els algoritmes per decidir si continuar iterant o donar
per bona la darrera solució trobada. Es defineix de la següent manera:
RGap1(v) =
GP (v)
s(v)Tv
=
s(v)T (v   u)
s(v)Tv
(6.4)
on v són els fluxos als arcs trobats a la iteració en curs, s(v) són els costos corresponents,
i u són els fluxos als arcs resultants del càlcul de camins mínims quan els costos als arcs
són s(v).
A continuació es defineix el segon gap relatiu (RGap2), que es calcula sobre els fluxos
als camins:
RGap2(h) =
P
i2I (g
 1
i
P
k2Ki Sk(h)hk   SkSP (h))P
i2I SkSP (h)
(6.5)
on SkSP és el cost corresponent al camí mínim kSP , h és el vector de fluxos als camins
trobat a la iteració en curs, S(h) és el vector corresponent de costos als camins i gi és la
demanda corresponent al parell OD i 2 I.
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Per tal de tenir una mesura absoluta del grau de congestió de la xarxa, es reportarà
també un tercer valor de gap (Gap3) corresponent al punt inicial factible:
Gap3(h) = |I| 1
X
i2I
(g 1i
X
k2Ki
Sk(h)hk   SkSP (h)) (6.6)
Experiments realitzats
Les proves computacionals han consistit en executar l’algoritme general descrit al capítol
anterior sobre les tres xarxes descrites a la taula 6.1 i, per a la resolució de l’equilibrat,
provar els algorismes de projecció explicats prèviament. Per tal de poder fer una compara-
ció acurada, tots els algorismes parteixen del mateix punt inicial factible per a la mateixa
xarxa i el mateix nivell de congestió.
Per observar l’efecte que tenen sobre el comportament dels algorismes diferents nivells
de demanda, s’ha utilitzat una mateixa matriu de demanda dividida entre tres factors: 1, 2
i 5. Així, el factor 1 indica un nivell de demanda molt alt i una xarxa força congestionada,
el factor 2 indica un nivell de demanda alt que causa certa congestió a la xarxa (en aquest
cas la matriu OD conté la meitat dels viatges que pel factor 1) i el factor 5 indica un nivell
de demanda baix (la matriu OD conté 1/5 dels viatges que tenia pel factor 1).
L’afectació del nivell de congestió a cadascuna de les xarxes es pot veure a la taula
6.2, on la columna final TMig mostra el temps mig de viatge (en minuts) a la darrera
iteració. Aquest temps mig es pot obtenir fent la divisió Gap3/RGap2. El superíndex 1,
2 o 5 al costat del nom de la xarxa indica el nivell de congestió de l’experiment (1=molt
alt, 2=alt, 5=moderat). El nivell 5 (moderat) correspon al que seria la congestió habitual
per aquestes xarxes, tal i com es reflecteix amb el corresponent temps mig de viatge.
Per tal de conèixer aquests temps mitjos en equilibri a cadascuna de les xarxes i en
cada escenari com a mesura de la congestió, s’ha resolt el problema d’assignació de trànsit
asimètric utilitzant l’algoritme bàsic de doble projecció de Khobotov descrit a la secció
5.4.2 (amb  k=1).
Cal remarcar que no existeix cap tipus de propietat de monotonicitat per aquests
problemes de test. No obstant, això no ha estat un obstacle per a la convergència dels
algoritmes, tret d’una excepció que s’explicarà al capítol 7 per als nivells de congestió 1 i
2.
Els experiments computacionals han estat realitzats amb un PC amb Quad 3.20GHz
Intel Core, 650 amb 4Gb de RAM i sistema operatiu Windows 7 Service Pack 1. Els
resultats han estat publicats a l’article Applying projection-based methods to the asym-
metric traﬃc assignment problem de la revista Computer-Aided Civil and Infrastructure
Engineering [9].
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Xarxa i cong RGap1 RGap2 Gap3 TMig
Winnipeg1 7’58E-06 6’51E-06 4’94E-04 75’89
Winnipeg2 3’27E-06 3’18E-06 1’33E-04 41’89
Winnipeg5 8’43E-07 9’64E-07 2’44E-05 25’31
Terrassa1 1’65E-03 1’05E-04 7’56E-03 72’04
Terrassa2 1’44E-03 5’99E-05 2’52E-03 41’75
Terrassa5 1’28E-03 1’86E-05 5’34E-04 28’68
Hessen1 5’85E-04 5’26E-05 8’20E-03 156’00
Hessen2 3’75E-04 2’89E-05 2’42E-03 83’70
Hessen5 4’68E-05 1’06E-05 5’45E-05 51’36
Taula 6.2: Temps mig de viatge en equilibri (expressat
en minuts) pels tres nivells de congestió (1, 2 i 5) a
cadascuna de les xarxes.
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Capítol 7
Resultats computacionals
En aquest capítol es presentaran els resultats computacionals obtinguts. Es veurà quin
dels algorismes que s’han testejat presenta una millor convergència i més estabilitat dels
fluxos als arcs en ser aplicat a les xarxes de test definides al capítol anterior.
També es veurà com, tret d’una excepció, la gran majoria d’algoritmes provats han
convergit sempre en totes les proves efectuades, encara que no es donessin les condicions
necessàries de monotonicitat en els problemes de test.
Algorismes avaluats
A continuació es presentarà un llistat dels algorismes que s’han avaluat i la manera com
en farem referència d’ara en endavant:
• L’algoritme bàsic de projecció tal i com es descriu a la secció 4.4.1. Se n’han testejat
tres variants:
– L’algoritme PJBa, que no fa servir l’exploració lineal opcional descrita a l’a-
partat 5.4.5. El paràmetre de projecció es tria com qk = @Sk@hk , l’element de la
diagonal del jacobià corresponent al camí k 2 Ki.
– L’algoritme PJLS, que inclou l’exploració lineal de l’apartat 5.4.5. El paràmetre
de projecció es tria de la mateixa manera que a l’algoritme previ PJBa.
– L’algoritme PJN, on el paràmetre qk de la projecció es tria amb un valor molt
alt, de manera que és equivalent a obviar el pas de la projecció. En aquest
cas cal fer l’exploració lineal necessàriament per aconseguir la convergència de
l’algorisme.
• Els algoritmes FK, basats en la minimització de la funció de gap de Fukushima
seguint l’esquema d’aproximació dels costos de Patriksson [40] descrita a la secció
5.4.1. Es resol el pas de l’equilibrat de l’algoritme general amb les variants següents:
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– A l’algoritme FKCA es minimitza la funció de gap de Fukushima seguint l’al-
goritme descrit a la secció 5.4.1 prenent una longitud de passa ✓⇤ = 1 al pas
2.
– L’algoritme FKMSA és idèntic a l’anterior, però la longitud de passa s’obté
amb un mètode MSA bàsic: ✓⇤ = 1j+1 .
• L’algoritme MCTT és l’algoritme de projecció de Zhu i Marcotte descrit a la secció
5.4.1, aplicat a la resolució del pas de l’equilibrat de l’algoritme general. Els parà-
metres s’han establert en a = 002,   = 0001, r = 2 i  a = 00001 per a totes les
proves.
• Els algoritmes de la família KH són el mètode de la doble projecció de Khobotov i
les seves variants descrites a la secció 5.4.2. A totes les proves de les variants que
s’anomenen a continuació el paràmetre ↵¯ s’ha fixat en ↵¯ = 10.
– L’algoritme KHOB és l’algoritme usat per Marcotte [29] i Panicucci et al. [38]
amb  j = 1 per a la segona projecció. Els paràmetres   i ⇠ s’han fixat en
  = 1/2 i ⇠ = 1/2 a tots els experiments.
– L’algoritme KHPL és l’algoritme proposat per He et al. [22, 23] prenent  j com
ve donada a l’expressió (5.8). S’han provat diferents conjunts de valors per als
paràmetres de l’algorisme:
1.   = 009, ⇠ = 007,   = 1.
2.   = 009, ⇠ = 007,   = 108.
3.   = 005, ⇠ = 005,   = 1.
4.   = 005, ⇠ = 005,   = 108.
Els millors resultats s’han obtingut amb la darrera combinació:   = 005, ⇠ = 005
i   = 108.
– L’algoritme KHOA és l’algoritme proposat per Wang et al. [50] tal i com es
descriu a la secció 5.4.2. S’han provat els següents conjunts de valors per als
paràmetres:
1.   = 005, ⇠ = 005.
2.   = 009, ⇠ = 007.
Els millors resultats s’obtenen amb els valors   = 005 i ⇠ = 005.
– L’algoritme KHNT és l’algoritme de Nadezhkina i Takahashi [32] tal i com es
descriu a la secció 5.4.2. En aquest algoritme s’ha provat la combinació de
paràmetres   = 005 i ⇠ = 005.
• L’algoritme SLSV és l’algoritme de doble projecció de Solodov i Svaiter [47] descrit a
la secció 5.4.3. Els valors que s’han pres per per als paràmetres en aquest algorisme
són ✓ = 105, r = 005 i   = 2.
• L’algoritme SLTS és l’algoritme de doble projecció de Solodov i Tseng [48] tal i com
està descrit a la secció 5.4.4. Els valors que s’han pres per per als paràmetres en
aquest cas són ✓ = 105,   = 009 i ⇠ = 003.
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Resultats obtinguts
Tal i com s’esperava, de tota la llista anterior, els algorismes que tenen un pitjor com-
portament són els dos mètodes de projecció bàsics, amb i sense exploració lineal, PJBa i
PJLS. El nivell de congestió afecta seriosament el desenvolupament de l’algoritme PJBa.
Amb aquest algoritme la convergència és molt lenta per a totes les xarxes fins i tot amb
el nivell més baix de congestió (nivell 5), i per als nivells 1 i 2 fa oscil·lacions sense arribar
a convergir en cap de les xarxes provades.
Quan s’inclou l’exploració lineal descrita a l’apartat 5.4.5 a l’algoritme PJBa, l’algorit-
me resultant (el PJLS) convergeix per tots els nivells de congestió en totes les xarxes. Així
mateix, la resta d’algoritmes provats també convergeixen per a tots els nivells de congestió
en les tres xarxes provades, tot i la no-monotonicitat dels problemes de test.
Les taules 7.1 i 7.2 mostren els resultats dels algoritmes PJBa i PJLS per als nivells
de congestió 5 i 1, respectivament, després de 400 segons de CPU. El criteri d’aturada
usat per a l’algoritme de l’equilibrat dels camins (pas 4 de l’algoritme general, secció
5.3), consisteix en establir una tolerància variable ✏0 que depèn del gap relatiu obtingut
al pas 3 després de resoldre el problema de camins mínims del pas 2. En una iteració l
de l’algoritme general, es realitzen jˆ iteracions de l’algoritme d’equilibrat fins que s’obté
un gap relatiu suficientment petit (Glrel(hjˆ)  ✏0l) o fins que jˆ = Nmax. El valor d’✏0l s’ha
establert en:
✏0l = min{✏0,  Grel(hl 1)} (7.1)
on ✏0 i   s’han fixat en 0’05 tots dos. D’aquesta manera, en les primeres iteracions de
l’algoritme general es resol el problema de l’equilibrat fins que s’assoleix un determinat
gap ✏0, però a mesura que l’algoritme avança i el gap relatiu del problema general esdevé
més petit cal resoldre l’equilibrat dels camins de manera més acurada.
Els dos algoritmes basats en la minimització del gap de Fukushima, FKCA i FKMSA,
mostren un comportament una mica millor que el PJBa i el PJLS perquè el nombre d’itera-
cions requerides per a l’equilibrat és molt alt. Però tot i així mostren un desenvolupament
molt pobre. Per aquest motiu, aquests quatre algorismes han estat descartats després de
les primeres proves i no entrarem en el detall dels resultats que se n’han obtingut.
Així mateix, els algoritmes KHOA i SLSV es comporten pitjor que els altres algoritmes
de la família de doble projecció de Khobotov i que l’algoritme SLTS. En el cas de l’algoritme
KHOA això succeeix perquè el càlcul de la llargada de passa òptima per a la segona
projecció ( ⇤) amb un mètode de la secant requereix que el problema quadràtic s’hagi
d’avaluar moltes vegades a cada iteració. Per tant, aquests dos algoritmes també han
estat descartats per a la comparació detallada de les proves computacionals.
Comparativa detallada
Després de descartar aquest primer conjunt d’algoritmes, els algoritmes restants que s’han
tingut en compte per fer una comparació ampliada són els següents: PJN, MCTT, KHOB,
KHPL, KHNT i SLTS. Aquests han estat testejats establint un límit de 30 iteracions per
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Hessen5 Terrassa5 Winnipeg5
PJBa -4’74 -4’21 -10’17
Taula 7.1: Logaritme natural de RGap1 per a l’algoritme PJBa
després de 400 segons de CPU. Nivell més baix de congestió.
Hessen1 Terrassa1 Winnipeg1
PJLS -3’39 -2’06 -8’27
Taula 7.2: Logaritme natural de RGap1 per a l’algoritme PJLS
després de 400 segons de CPU. Nivell més alt de congestió.
a l’algoritme general i de 100 iteracions per al problema de l’equilibrat. Tots ells s’han
provat aplicats a les tres xarxes amb els tres nivells de congestió establerts, limitant-ne
l’execució a un temps màxim de CPU de 400 segons.
En les primeres iteracions del problema general no s’assoleix mai el límit de 100 itera-
cions per la resolució del problema de l’equilibrat, però en les darreres iteracions generals
gairebé sempre cal esgotar-les per tal de resoldre de manera més acurada el subproblema
del pas 4.
El nombre d’iteracions que es realitzen per resoldre l’equilibrat ha resultat ser el factor
més rellevant a l’hora d’aconseguir nivells alts de convergència. En tots els casos, les
execucions realitzades fixant un límit de 100 iteracions per resoldre el pas de l’equilibrat
han aconseguit millors resultats que els que s’han obtingut establint només un màxim de
30 iteracions.
Les taules 7.3 i 7.4 resumeixen els resultats obtinguts amb els algoritmes PJN, MCTT,
KHOB, KHPL, KHNT i SLTS fent servir 30 i 100 iteracions, respectivament, mentre que
les figures 7.1, 7.2 i 7.3 en mostren la convergència amb 100 iteracions a les tres xarxes de
test per al màxim nivell de congestió.
En aquests tres gràfics es pot observar com l’algoritme que pren més avantatge res-
pecte la resta és el KHPL, que es comporta millor que el KHOB, testejat prèviament per
Panicucci et al. a [38]. Això demostra l’efectivitat de la fórmula de correcció (5.8) per al
paràmetre de projecció. En canvi, la variant KHNT, que fa servir una llargada de passa
obtinguda amb un MSA, obté uns resultats més pobres que la resta d’algoritmes de la
família KHOB.
L’algoritme PJN es comporta força millor que l’algoritme PJLS (descartat), ja que
obté uns resultats que estan dins del rang de resultats dels algoritmes MCTT, SOTS i
de la família KH, tot i que el seu rendiment és lleugerament inferior al de la resta. A
la xarxa de Winnipeg és on s’observa un comportament clarament pitjor al de la resta
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Xarxa i cong KHOB KHPL KHNT SLTS MCTT PJN
Hessen1 -7’13 -7’79 -5’20 -5’82 -5’48 -6’38
Hessen2 -7’83 -8’44 -5’50 -7’41 -5’69 -6’24
Hessen5 -9’34 -9’67 -6’66 -8’68 -7’00 -8’10
Terrassa1 -6’30 -6’80 -4’32 -5’71 -4’83 -6’30
Terrassa2 -6’28 -6’72 -4’71 -6’12 -5’16 -6’68
Terrassa5 -6’51 -6’57 -5’46 -6’40 -5’79 -7’14
Winnipeg1 -11’46 -11’90 -9’70 -9’67 -12’14 -6’36
Winnipeg2 -11’96 -12’58 -10’38 -10’80 -12’44 -7’20
Winnipeg5 -13’20 -13’44 -11’57 -11’72 -12’24 -8’53
Taula 7.3: Logaritme natural del RGap1 per als sis algoritmes
després d’un temps de CPU de 400 segons, amb un màxim de 30
iteracions per al problema de l’equilibrat.
1Els elements en negreta indiquen l’algoritme que ha assolit el
RGap1 més petit per cada xarxa.
Xarxa i cong KHOB KHPL KHNT SLTS MCTT PJN
Hessen1 -7’44 -7’78 -4’80 -6’39 -5’70 -6’38
Hessen2 -7’89 -8’62 -5’03 -7’65 -6’32 -6’24
Hessen5 -9’97 -11’34 -5’94 -9’28 -7’43 -8’10
Terrassa1 -6’41 -7’38 -4’05 -6’12 -5’20 -6’30
Terrassa2 -6’54 -7’04 -4’44 -6’31 -5’67 -6’68
Terrassa5 -6’66 -6’62 -5’40 -6’60 -6’26 -7’14
Winnipeg1 -11’79 -12’50 -9’20 -9’97 -12’52 -6’36
Winnipeg2 -12’63 -13’39 -10’07 -10’87 -12’91 -7’20
Winnipeg5 -13’99 -14’56 -11’46 -11’86 -12’74 -8’53
Taula 7.4: Logaritme natural del RGap1 per als sis algoritmes
després d’un temps de CPU de 400 segons, amb un màxim de
100 iteracions per al problema de l’equilibrat.
2Els elements en negreta indiquen l’algoritme que ha assolit el
RGap1 més petit per cada xarxa.
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Figura 7.1: Resultats per la xarxa de Hessen amb
nivell de congestió 1. Logaritme natural de RGap1
versus temps de CPU (segons).
3Font: Codina et al. [9]
Figura 7.2: Resultats per la xarxa de Terrassa amb
nivell de congestió 1. Logaritme natural de RGap1
versus temps de CPU (segons).
4Font: Codina et al. [9]
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Figura 7.3: Resultats per la xarxa de Winnipeg
amb nivell de congestió 1. Logaritme natural de
RGap1 versus temps de CPU (segons).
5Font: Codina et al. [9]
Figura 7.4: Diferència mitja als fluxos als arcs entre les dues darreres
iteracions dels sis algorismes després d’un temps de CPU fixat.
6La gamma de colors indica el nivell de diferència entre iteracions:
en verd s’indica la diferència mínima i en vermell la màxima.
dels algoritmes però, en canvi, aplicat a les altres dues xarxes mostra un rendiment força
competitiu comparat amb els altres resultats obtinguts.
La taula de la figura 7.4 mostra la oscil·lació mitjana dels fluxos als arcs entre la darrera
iteració i l’anterior per als mateixos tests mostrats a la taula 7.3. És a dir, mostra el valor
de
P
a2A
|vla vl 1a |
|A| . Tal i com es mostra a la taula, la oscil·lació per a l’algoritme KHPL és
lleugerament inferior a la resta.
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Capítol 8
Conclusions
Amb la feina exposada en aquest Projecte de Fi de Carrera es mostra el funcionament de
l’aplicació d’un algoritme de descomposició simplicial basat en els fluxos als camins per
als problemes asimètrics d’assignació de trànsit amb demanda fixa.
També es resol el problema de l’equilibrat dels camins, inclòs dins del problema general
d’assignació, usant cinc mètodes de projecció existents per a problemes en desigualtats
variacionals, per tal d’avaluar-ne el seu funcionament en ser aplicats a tres xarxes de
trànsit reals sota diferents nivells de congestió. A causa de les seves similarituds amb
l’algoritme bàsic de projecció per al problema de trànsit asimètric basat en els fluxos als
camins, també s’ha volgut testejar aquest algoritme i dues variants seves.
Tots els mètodes de projecció per problemes en desigualtats variacionals considerats en
aquest treball tenen en comú que no és necessària l’avaluació dels jacobians de les funcions
de cost als camins. Això ha permès aplicar-los en xarxes tan extenses, ja que sinó hauríem
tingut unes necessitats molt més grans de memòria i de temps computacional.
Dels algoritmes de projecció que s’han testejat (un mètode basat en l’aproximació
del cost per a la minimització de la funció de gap de Fukushima, l’algoritme de descens
modificat de Zhu i Marcotte [52], el mètode de doble projecció de Khobotov [25] i tres de
les seves variants recents -Nadezhkina i Takahashi [32], Wang et al. [50] i He et al. [23]-,
el mètode de Solodov i Svaiter [47] i el mètode de Solodov i Tseng [48]), només el mètode
bàsic de Khobotov s’havia testejat prèviament a Panicucci et al. [38].
Els assajos mostren que el funcionament de l’algoritme de descomposició simplicial
aplicat als fluxos als camins sempre millora si l’equilibrat dels camins es resol amb gran
precisió. Això suggereix que quan s’utilitzen algoritmes de projecció que requereixen de l’a-
valuació del jacobià de les funcions de cost als camins, com per exemple els mètodes basats
en la funció de D-gap a Solodov i Tseng [49], es pot obtenir un alt nivell de convergència.
Aquests mètodes, per contra, tenen uns requeriments computacionals i d’emmagatzematge
molt elevats.
Els experiments mostren com la convergència de l’algoritme de descomposició simplicial
i l’estabilitat als fluxos als arcs són millors quan s’utilitza la variant KHPL de l’algoritme
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de Khobotov descrita per He et al. a [23], millorant els resultats obtinguts amb el mètode
bàsic de Khobotov així com els resultats obtinguts amb la resta d’algoritmes testejats en
aquest treball.
També s’ha comprovat com el mètode de projecció clàssic pot no convergir quan s’aplica
a xarxes altament congestionades. La resta d’algoritmes han convergit sempre en totes les
proves efectuades, malgrat que no es donessin les condicions necessàries de monotonicitat
en els problemes de test.
Finançament del projecte
La recerca descrita en aquest treball està englobada majorment dins del projecte SIME-
TRIA (Modelos de Simulacion para la Evaluación de Escenarios Multimodales de Trans-
porte Globales y Regionales) del programa de Cooperació Público-Privada de Transport i
Infraestructures finançat pel Ministerio de Ciencia y Tecnología. Projecte amb número de
referència P63/08 del 27 de Novembre del 2008.
Tanmateix, també s’ha finançat una part de la recerca amb el projecte TRA2008-
06782-C02-02 (Aplicaciones del Diseño de Redes de Transporte) i una altra part amb el
projecte amb referència TRA2011-27791-C03-02 (Robustez, Recuperabilidad y Congestión
en Redes de Transporte Público).
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