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SOLITON EQUATIONS, VERTEX OPERATORS, AND SIMPLE
SINGULARITIES
E. FRENKEL1, A. GIVENTAL2, AND T. MILANOV3
Abstract. We prove the equivalence of two hierarchies of soliton equations asso-
ciated to a simply-laced finite Dynkin diagram. The first was defined by Kac and
Wakimoto [12] using the principal realization of the basic representations of the corre-
sponding affine Kac–Moody algebra. The second was defined in [7] using the Frobe-
nius structure on the local ring of the corresponding simple singularity. We also
obtain a deformation of the principal realization of the basic representation over the
space of miniversal deformations of the corresponding singularity. As a by-product,
we compute the operator product expansions of pairs of vertex operators defined in
terms of Picard–Lefschetz periods for more general singularities. Thus, we estab-
lish a surprising link between twisted vertex operators and deformation theory of
singularities.
1. Introduction
The principal hierarchy of soliton equations associated to an affine Kac–Moody al-
gebra of type X
(1)
N , where X = ADE, has been defined by V. Kac and M. Wakimoto
[12] as the following systems of Hirota bilinear equations:
Res
dζ
ζ
( N∑
i=1
aiΓ
αi ⊗ Γ−αi
)
(τ ⊗ τ) = h−2(ρ|ρ)(τ ⊗ τ) +(1)
h−1
( ∑
m∈E+
m(ym ⊗ 1− 1⊗ ym)(∂ym ⊗ 1− 1⊗ ∂ym)
)
(τ ⊗ τ).
Here Γ±αi are vertex operators
(2) Γ±αi = exp
(
±
∑
m∈E+
βi,m ym ζ
m
)
exp
(
∓
∑
m∈E+
βi,−m ∂ym ζ
−m/m
)
,
acting on a certain Fock space C[ym,m ∈ E+]. The Fock space and the operators are
constructed from the following data associated to a root system XN of ADE type:
• M is a Coxeter transformation of the root system.
• αi, 1 ≤ i ≤ N , are roots chosen one from each orbit of M on the set of roots.
• h is the Coxeter number (i.e., the order of M).
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• ma are the Coxeter exponents (in particular, this means that e2πima/h, 1 ≤ a ≤
N , are the eigenvalues of M), ordered, so that ma ≤ mb when a < b.
• E+ = {(a, n) | 1 ≤ a ≤ N, n ∈ Z≥0}. Abusing notation, we will write m ∈ E+
for m = ma + nh. (In all cases except XN = DN with N even this notation is
unambiguous since it embeds E+ as a subset into Z>0.)
• βi,m = αi(Ha(m)), where the subscript a(m) is defined by m = ma(m)+nh, and
{Ha | a = 1, . . . , N} is an eigenbasis ofM satisfying the normalization condition
(Ha,Hb) = hδa+b,N+1. Here (· | ·) is the invariant inner product normalized by
the condition (α | α) = 2 for all roots α.
• (ρ | ρ) = Nh(h + 1)/12 is the value of the inner square of the sum ρ of funda-
mental weights (see, e.g., [10]).
The coefficients ai are defined in terms of the principal realization of the basic rep-
resentation (see [12] and Section 2 below).
On the other hand, an a priori different hierarchy was constructed in [7] for each
simple singularity of ADE type using the Picard–Lefschetz periods of the singularity.
Moreover, it was shown in [7] that the equations of this hierarchy have the same form
as (1) (for the corresponding root system of ADE type) except that the coefficients,
which we will now denote a˜i (instead of ai) are a priori different. These coefficients,
which are actually defined in terms of certain limits associated with the singularity,
were characterized in [7] by the following conditions:
(3) a˜i/a˜j =
∏
α
(H1 |α)−(αi |α)2/2
/ ∏
α
(H1 |α)−(αj |α)2/2, and
N∑
i=1
a˜i = h
−2(ρ | ρ).
It was conjectured in [7] that the two hierarchies coincide (in other words, a˜i = ai for
all i), and the conjecture was partially verified in [7] and [15]. However, it was left
open in general; one of the problems was that the Kac–Wakimoto coefficients ai were
not given in all cases.
In this paper we prove the following result for all ADE types:
Theorem. The two hierarchies coincide; namely,
ai = a˜i for all i = 1, . . . , N .
Our proof is based on computing explicitly the operator product expansions (OPEs)
for the vertex operators defined in [7] in the context of singularity theory and matching
them with the OPEs of the vertex operators of representation theory. We then use these
OPEs to prove that ai = a˜i. Actually, the vertex operators defined from singularity
theory and their OPEs make sense for singularities much more general than the ADE
singularities, and in a sense the main goal of this paper is to expose their place in
representation theory.
In fact, it turns out that a similar result holds in the case of more general singularities.
In this case the role of an affine Kac–Moody algebra is played by the lattice vertex
algebra associated to the Milnor lattice of the singularity (the middle cohomology of
the generic fiber of the singularity equipped with the intersection pairing). Using
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the Picard–Lefschetz periods associated to the singularity, we define twisted vertex
operators which give rise to twisted modules over this lattice vertex algebra (with
respect to the automorphism of the lattice given by the monodromy) in a similar fashion
to what is described in this paper in the case of simple singularities. This will be
discussed in more detail in a subsequent paper.
Thus, we prove that the Kac–Wakimoto hierarchy, which is constructed using the
basic representation of the affine Kac–Moody algebra X
(1)
N , where X = ADE, and the
hierarchy of [7], which is attached to the singularity of type XN , coincide. However,
the latter is naturally included in a family of hierarchies parametrized by the space of
miniversal deformations of the singularity, using the Frobenius structure of the singu-
larity. In Section 4 we will use this structure to produce a family of representations of
X
(1)
N defined by certain deformations Γ
α
τ (ζ) of the vertex operators Γ
α(ζ) introduced
above, where τ lies in the space of miniversal deformations of the singularity of type
XN . These deformations are given in terms of the Picard–Lefschetz periods associated
to simple singularities. Thus, we obtain a surprising link between representations of
affine Kac–Moody algebras of ADE type and simple singularities.
Although this is not used in our proof of the above theorem, we also obtain an
explicit formula for the coefficients ai for all simply-laced affine Kac–Moody algebras:
(4) ai = h
−1
h−1∏
k=1
(
1− ηk
)(αi |Mkαi)
, η = e2π
√−1/h.
Formulas (3), (4) and the theorem then imply that the following ratios are the same
for all roots αi:
h−1∏
k=1
(
1− ηk
)(αi |Mkαi) / ∏
α
(H1 |α)−(αi |α)2/2.
While it should not be hard to verify this on the case-by-case basis, it is an interesting
question whether one can find a general direct proof of this fact, which expresses the
proportionality between {ai} and {a˜i}. Since
∑
ai (which can be easily found from
the consistency condition on the Kac–Wakimoto hierarchy) coincides with
∑
a˜i, this
would provide another, more elementary, proof of our theorem.
The paper is organized as follows. In Section 2, we recall the construction of hierar-
chies of Kac–Wakimoto and derive formula (4).
In Section 3, we recall from [7] the construction of vertex operators based on Frobe-
nius structures of singularity theory, and in the case of simple singularities, provide
a uniform identification of the coefficients a˜i with their counterparts in the Kac–
Wakimoto theory for all ADE types.
In Section 3, we already use families of vertex operators parametrized by the miniver-
sal deformation of a (simple) singularity. In Section 4, we show that they define a family
of realizations of the basic representation of level 1 of the corresponding affine Kac–
Moody algebra. In fact, the intertwiners between the realizations of this family have
already been constructed in [7].
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2. The Kac–Wakimoto hierarchy
In abstract terms, the Kac–Wakimoto hierarchy describes the points of the Grass-
mannian which is the orbit of the highest weight vector in the level 1 basic representation
(more precisely, in its principal realization) of the affine Kac–Moody algebra under the
action of the corresponding group.
Let g be a simple Lie algebra over C of the type XN = AN ,DN , or EN . By definition,
the affine Kac–Moody algebra corresponding to g is the vector space
ĝ := g[t, t−1]⊕ CK ⊕ C d
equipped with the Lie bracket defined by the following relations:
[X tn, Y tm] := [X,Y ] tn+m + nδn,−m(X |Y )K,
[d,X tn] := n(X tn), [K, ĝ] := 0.
Here X,Y ∈ g, and (· | ·) denotes the adjoint-invariant bilinear form on g normalized
so that (α |α) = 2 for all roots α.
The principal realization of the level 1 basic representation depends on the choice of
a Coxeter element M . Let h be a Cartan subalgebra in g, and
g = h⊕
⊕
α∈∆
gα
its root decomposition. Extend the action of M on h to a finite order inner auto-
morphism of g in the standard way. Under the action of M on h all roots form N
orbits of cardinality h, and the corresponding root spaces are likewise permuted by
M : M · gα = gMα. We pick generators Aα ∈ gα in such a way that they form an
M -invariant set of vectors. We fix representatives α1, . . . , αN in the M -orbits on the
root system. Put η = e2πi/h. Using this notation, we lift the action of M to ĝ:
M(X tm) =MX (η−1t)m, MK = K, Md = d.
We will frequently use the projector x 7→ h−1∑hk=1Mkx to the Lie subalgebra ĝM of
M -invariant vectors. It is an important, and non-trivial, fact (see [10] for a proof) that
the subalgebra ĝM is isomorphic to the Lie algebra ĝ itself. The principal construction
of the basic representation is based on the property of M -invariant space
h[t, t−1]M ⊕ CK
to be a Lie subalgebra isomorphic to the Heisenberg Lie algebra. An important result
of [9] (see also [10]) is that the standard level 1 Fock representation of this Heisenberg
algebra extends uniquely to a representation of ĝM .
A vector v in the orbit of the highest weight vector in this representation under the
action of the corresponding group may be characterized by the property that v ⊗ v
is an eigenvector, with a certain specific eigenvalue, of the bilinear Casimir operator.
Introduce a basis H1, . . . ,HN of h formed by eigenvectors of M with the eigenvalues
ηmi , ordered so that mi ≤ mj when i < j, and normalized by the condition
(Hi|Hj) = hδi+j,N+1.
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Introduce the notation
Hi,m = h
−1
h∑
k=1
Mk(Hi t
m), and A±αi,m = h
−1
h∑
k=1
Mk(A±αi t
m), i = 1, . . . , N.
The elements K, d,Aαi ,m with m ∈ Z, and Hi,m with m ≡ mi mod h (note that all
other Hi,m = 0) form a basis in the Lie algebra ĝ
M . Restricting an invariant inner
product from ĝ to ĝM and computing it in this basis, it is not hard to see that the
following element of ĝM ⊗ ĝM commutes with the diagonal action of ĝM :∑
i,m
h
(Aαi |A−αi)
Aαi,m ⊗A−αi,−m +
1
h
∑
i+j=N+1
m≡mi mod h
Hi,m ⊗Hj,−m + K ⊗ d+ d⊗K.
This is the bilinear Casimir element.
Consider the representation of the Heisenberg Lie subalgebra h[t, t−1]M ⊕CK on the
Fock space C[ym |m ∈ E+] given by the formulas
K 7→ 1/h, and Hi,±m 7→
{
∂/∂ym,
mym
for m ∈ E+.
According to [9], this representation of the Heisenberg Lie subalgebra on the Fock
representation extends to the level 1 basic representation of ĝM . From the commutation
relations of d with Hi,m, it follows immediately that under this action
1
d 7→ −
∑
mym∂/∂ym,
the Euler vector field for the grading deg ym = −m on the Fock space.
Following [12], we use generating functions
x±αi(ζ) :=
∑
m
A±αi,mζ
−m.
It is easy to check that when m ≡ mi mod h,
[Hi,m, x±αj (ζ)] = ±αj(Hi)ζ−mx±αj (ζ).
This commutation relation coincides with the one between the operators representing
Hi,m in the Fock space and the vertex operators
(5) Γ±αi = exp
(
±
∑
m∈E+
αi(Ha(m)) ym ζ
m
)
exp
(
∓
∑
m∈E+
αi(Ha(−m)) ∂ym ζ
−m/m
)
.
Moreover, according to a general lemma from [10], this implies that x±αi is proportional
to Γ±αi . Putting deg ζ = −1, we make both the vertex operators and the generating
functions homogeneous of degree 0 with respect to the grading in the Fock space defined
by d. This implies that the coefficient of proportionality does not depend on ζ.
Define ai by the formula
(6)
h
(Aαi |A−αi)
xαi(ζ)⊗ x−αi(ζ) = aiΓαi(ζ)⊗ Γ−αi(ζ).
1Up to an additive constant, which can be made 0 by redefining d as d− const ·K.
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Noting that
Res
dζ
ζ
xαi(ζ)⊗ x−αi(ζ) =
∑
m
Aαi,m ⊗A−αi,−m,
we express the bilinear Casimir operator in our representation as follows:
Res
dζ
ζ
∑
i
aiΓ
αi(ζ)⊗ Γ−αi(ζ) −
∑
m∈E+
m
h
(ym ⊗ 1− 1⊗ ym)(∂ym ⊗ 1− 1⊗ ∂ym).
The eigenvalue of this operator on tensor squares v ⊗ v, where v is the orbit of the
highest weight vector under the action of the corresponding group, may be computed
using an explicit (and non-trivial) identification ĝ→ ĝM . We are not going to reproduce
this computation here, but merely quote the answer (see [10]): (ρ | ρ)/h2. Denoting by
τ the element of the Fock representation corresponding to v, we arrive at the Hirota
bilinear equation (1) from the Introduction.
We now wish to compute the coefficients ai appearing in formula (6).
Lemma 1. The expression
(ζh − wh)
(
xαi(ζ)
ζ
x−αi(w)
w
− (Aαi |A−αi)
h
K
(ζ − w)2
)
,
expanded in the region |w| < |ζ| into a formal power series in ζ±1 and w±1 with
coefficients which are operators in our Fock space, has a well-defined limit as ζ → w.
Proof. Introduce the normal ordering by the formula
(7) :Aαi,nA−αi,l :=
{
Aαi,nA−αi,l if n < 0
A−αi,lAαi,n if n ≥ 0.
Then the formal power series :xαi(ζ)x−αi(w) : has a well-defined limit as ζ → w as an
operator acting on individual elements of the Fock space. We compute the difference
xαi(ζ)x−αi(w)− :xαi(ζ)x−αi(w) :=
∑
m∈Z
∑
n≥0
[Aαi,n, A−αi,m]ζ
−nw−m.
We have
[Aαi,n, A−αi,m] =
(Aαi |A−αi)
h
nδm+n,0K + h
−2
h∑
k,l=1
[M lAαi,M
kA−αi ]η
−nl−mktn+m.
Denoting [M lAαi , A−αi ] by B
l
i, we can rearrange contributions of second summands as
h−2
∑
m∈Z
∑
n≥0
ζ−nw−m
h∑
l=1
η−ln
h∑
k=1
MkBliη
−k(n+m)tn+m =
1
h
h∑
l=1
ηlζ
ηlζ − w
∑
m∈Z
Bli,mw
−m.
The summands have pole at w = ηlζ of order at most 1, and hence have a well-defined
limit after multiplication by ζh −wh. The first summands of the commutators add up
to
(Aαi |A−αi)
h
∑
n≥0
n
(
w
ζ
)n
K =
ζw
(ζ − w)2
(Aαi |A−αi)
h
K.
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
The multiplication and differentiation parts of the vertex operators (5) are elements
of a Heisenberg group. Such operators commute up to a scalar factor. Define Bi(ζ, w)
by the formula (OPE)
(8) Γαi(ζ)Γ−αi(w) = Bi(ζ, w) :Γαi(ζ)Γ−αi(w) : ,
where the normal ordering on the RHS is defined by moving all differentiation operators
∂/∂ym to the right (i.e., by taking the commutator of the differentiation part of the
vertex operator on the left with the multiplication part of the vertex operator on the
right).2 The normally ordered product on the RHS has a well-defined limit as ζ → w,
and moreover, this limit is obviously equal to 1.
Corollary 2.
a−1i = lim
ζ→w
(1− w/ζ)(1− wh/ζh)Bi(ζ, w),
Proof. We have
(ζ − w)(ζh − wh)Γαi(ζ)Γ−αi(w) = (ζ − w)(ζh − wh)Bi(ζ, w) : Γαi(ζ)Γ−αi(w) :
=
ha−1i (ζ − w)(ζh − wh)
(Aαi |A−αi)
xαi(ζ)x−αi(w) = a
−1
i ζw
ζh −wh
ζ −w K + (ζ − w)(regular terms).
Passing to the limit ζ → w and using Lemma 1 and the fact that K 7→ 1/h in our
representation, we obtain the desired result. 
Lemma 3.
(9) Bi(ζ, w) =
h∏
k=1
(
1− ηk w
ζ
)−(αi |Mkαi)
,
Proof. The factor Bi(ζ, w) in (8) is obtained by commuting the second and the first
exponential factors, respectively, of Γαi and Γ−αi , i.e.,
(10) Bi(ζ, w) = exp
( ∑
m∈E+
αi(Ha(−m))αi(Ha(m))
(w/ζ)m
m
)
.
Consider the projection h−1
∑h
k=1 η
mkMkαi of αi to the eigenspace ofM in h
∗ with the
eigenvalue η−m. Since the eigenspaces are pairwise orthogonal and the bases {Ha} and
{h−1HN+1−a} formed by the eigenvectors are dual, the projection of αi can be written
as h−1(αi |Ha(m))Ha(−m). Pairing this with αi, we find that
αi(Ha(−m))αi(Ha(m)) =
h∑
k=1
ηmk(αi |Mkαi),
2Note that this normal ordering is different from the one defined by formula (7).
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Note that this identity extends to m /∈ E+, since the RHS is equal to zero in this case.
Therefore
lnBi =
h∑
k=1
(αi |Mkαi)
∞∑
m=1
(ηkw/ζ)m
m
= −
h∑
k=1
(αi |Mkαi) ln(1− ηkw
ζ
).

Combining Lemma 3 and Corollary 2, we obtain
Corollary 4.
(11) ai = h
−1
h−1∏
k=1
(
1− ηk
)(αi |Mkαi)
.
The first equation of the Kac–Wakimoto hierarchy reads
N∑
i=1
ai = h
−2(ρ|ρ),
which coincides with the value of
∑N
i=1 a˜i (see formula (3)). Hence in order to prove
that ai = a˜i it suffices to check that
ai
aj
=
a˜i
a˜j
,
where the right hand side is given by formula (3). This has been done for AN , D4
and E6 in [7] and for DN in [15]. It would be interesting to obtain a direct uniform
proof of this equality which is not based on case-by-case calculations. It would also be
interesting to understand the meaning of the right hand side of formula (3) with H1
replaced by Hm.
Remark. The results of this section may be interpreted in the context of the theory
of twisted modules over vertex algebras. Consider the lattice vertex algebra VQ corre-
sponding to the root lattice Q of type XN , where X = ADE. This vertex algebra is
isomorphic to the basic representation of the affine Kac–Moody algebra ĝ of type X
(1)
N
in the homogeneous realization, viewed as a vertex algebra (see, e.g., [11]). Hence σ-
twisted modules over VQ, where σ is an automorphism of g preserving the corresponding
Cartan subalgebra, realize modules over the twisted affine Kac–Moody algebra ĝσ [2].
In particular, taking the Coxeter transformation M as the automorphism σ, we obtain
the basic representation of ĝσ in the principal realization. The corresponding twisted
operators are equal to Γ±αi(ζ) up to scalar multiples. The OPE between the twisted
vertex operators may be found from the OPE between the corresponding untwisted
vertex operators, and this gives a way to compute these scalar multiples (see [2, 13]).
This observation allows us to generalize the results of this paper to the case of more
general singularities. In this case the role of an affine Kac–Moody algebra is played
by the lattice vertex algebra associated to the Milnor lattice of the singularity (the
middle cohomology of the generic fiber of the singularity equipped with the intersection
pairing). Using the Picard–Lefschetz periods associated to the singularity, we define
twisted vertex operators which realize twisted modules over this lattice vertex algebra.
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In the next two sections we describe this in the case of simple singularities, leaving the
general case for a subsequent paper. 
3. Vertex operators from singularities
In this section we recall the setup of [7] and describe the integrable hierarchies
associated to simple singularities. We will then identify them with the Kac–Wakimoto
hierarchies in a uniform way for all ADE types.
3.1. Periods associated to isolated critical points. Suppose that we are given
a polynomial f : C2l+1 → C which has an isolated singularity of multiplicity N at
the origin. Denote by H the local algebra C[[x1, . . . , x2l+1]]/(∂x1f, . . . , ∂x2l+1f) of the
singularity. We have dimH = N . Let the family ft, t ∈ T ⊂ CN , be a miniversal
deformation of f , i.e., f0 = f and ∂taft|t=0, a = 1, . . . , N , represent a basis in H.
By picking a small ball B2l+1ρ of dimension 2l + 1 in C
2l+1 centered at 0, we can find
sufficiently small disk B1δ in C and ball T ⊂ CN , so that the fibers f−1t (λ), (λ, t) ∈
B1δ×T intersect transversely the boundary of B2l+1ρ . We may, and will, assume without
loss of generality that the critical values of ft are contained in a disk B
1
δ0
with radius
δ0 < 1 < δ.
Each tangent space TtT is identified with the algebra of functions on the critical
scheme Crit(ft) by the map ∂ta 7→ ∂f/∂ta (mod ∂ft/∂xi)(1 ≤ a ≤ N, 1 ≤ i ≤ 2l + 1).
The induced multiplication on TtT is denoted by •t. Functions ft of the miniversal
family restricted to their critical schemes Crit(ft) ∼= TtT define a vector field on T
denoted by E and called the Euler field. Given a volume form ω on B2l+1ρ , the following
residue pairing defines a non-degenerate bilinear pairing on TT :
(∂ta , ∂tb)t =
( 1
2πi
)2l+1 ∫
Γǫ
∂taft ∂tbft ω
∂ft
∂x1
. . . ∂ft∂x2l+1
,
where the integration cycle Γǫ is supported on | ∂ft∂x1 | = . . . = |
∂ft
∂x2l+1
| = ǫ. According to
K. Saito’s theory of primitive forms [14], there exists a volume form ω on B2l+1ρ , possibly
depending on t ∈ T , such that the residue pairing on TT is flat homogeneous (of certain
degree) with respect to the Euler vector field. Moreover, in the flat coordinate system of
the residue metric, the Gauss–Manin connections for various period maps that one can
associate to the miniversal deformation of a singularity simultaneously assume a rather
simple form. The resulting datum defines on T a conformal Frobenius structure (in the
terminology of B. Dubrovin [4]). In the following paragraphs, we introduce relevant
notation. For the actual construction of the Frobenius structures in singularity theory
we refer the reader to C. Hertling’s book [8].
First, assuming that the form ω is fixed once and for all, denote by (τ1, . . . , τN )
a coordinate system on T which is flat with respect to the residue metric, and write
∂a for ∂τa . It follows from the homogeneity condition of the metric that in a suitable
flat coordinate system the Euler vector field is the sum of a constant and linear vector
fields:
E =
∑
(1− da)τa∂a +
∑
ρa∂a.
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The constant part represents the class of f in H, and the spectrum of degrees d1, . . . , dN
ranges from 0 to ∆ (called the conformal dimension of the Frobenius structure at
hand) and differs by a shift from the Steenbrink spectrum {sa} of the singularity, sa =
da − 1/2 −∆/2 + l.
Let Vλ,t := f
−1
t (λ) ∩ B2l+1ρ denote the Milnor fibers. Choosing (λ, τ) = (1, 0) as a
reference point in B1δ × T , pick a middle homology class ϕ ∈ H2l(V(1,0);Z) ∼= ZN in
the Milnor lattice, and denote by ϕλ,t its parallel transport (using the Gauss–Manin
connection) to the Milnor fiber Vλ,t. Let d
−1ω mean any 2l-form whose differential is ω.
We can integrate d−1ω over ϕλ,t and obtain this way multivalued functions of λ and t
ramified around the discriminant in B1δ ×T (over which Milnor fibers become singular).
We associate to ϕ the following Picard–Lefschetz period vector I
(k)
ϕ (λ, τ) ∈ H (k ∈ Z):
(12) (I(k)ϕ (λ, τ), ∂a) := (2π)
−l (−∂a) ∂l+kλ
∫
ϕλ,τ
d−1ω.
Note that this definition is consistent with the operation of stabilization of singularities.
Namely, adding the squares of two new variables does not change the RHS since it is
offset by an extra differentiation (2π)−1∂λ. In particular, this defines the period vector
for negative values of k, since we may take k ≥ −l in this formula with l as large as
needed.
The period vectors (12), being flat sections of a Gauss–Manin connection, satisfy a
system of linear differential equations (see [8], section 11)
(13) ∂aI
(k) = −(∂a•t)∂λI(k), 1 ≤ a ≤ N, (λ− E•t)∂λI(k) = (Θ− k − 1/2)I(k),
where Θ : H → H (called sometimes Hodge grading operator of the Frobenius structure)
is the operator anti-symmetric with respect to the residue pairing and defined by
Θ(∂a) = θa∂a, θa =
∆
2
− da.
Using the last equation in (13) we analytically extend the period vectors to all |λ| > δ.
It also follows from (13) that the period vectors have the following symmetry:
I(n)ϕ (λ, τ) = I
(n)
ϕ (0, τ − λ1),
where τ 7→ τ −λ1 denotes the time-λ translation in the direction of the flat vector field
1 obtained from 1 ∈ H. (It represents the unit element for all the products •t.)
3.2. Vertex operators. Let H := H((z−1)) be the space of formal Laurent series in
the indeterminate z−1, equipped with the following symplectic structure:
Ω(f(z),g(z)) = Resz=0(f(−z),g(z))dz, f ,g ∈ H.
Given a sum f =
∑
fkz
k, possibly infinite in both directions, we define the vertex
operator
e
bf := exp
(∑
k≥0
(−1)k+1
N∑
a=1
(f−1−k, [ψa])qak/
√
~
)
exp
(
−
∑
k≥0
N∑
a=1
(fk, [ψ
a])
√
~∂qa
k
)
,
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where {ψa} and {ψa}, are dual bases in H, (ψa, ψb) = δab . The vertex operator e
bf acts
on the Fock space of formal series in qak whose coefficients are formal Laurent series in√
~. Applying this construction to the series
fϕτ (λ) :=
∑
k∈Z
I(k)ϕ (λ, τ)(−z)k,
where I
(k)
ϕ are the period vectors (12), we obtain vertex operators which will be denoted
by Γϕτ (λ).
Let α ∈ H2l(V1,0,Z) be a vanishing cycle. Note that the vertex operator Γατ (λ)
depends on the choice of the path connecting (1, 0) with (λ, τ). However, changing this
path corresponds to acting on α by a monodromy transformation, which gives another
vanishing cycle α′. Thus, under this change of path Γατ (λ) becomes the vertex operator
corresponding to the vanishing cycle α′, so that the collection {Γατ (λ)}α∈H2l(V1,0,Z) is
independent of any choices.
Theorem 5. Let α, β ∈ H2l(V1,0,Z) be two vanishing cycles and τ ∈ T be an arbitrary
point. The following OPE formula holds:
(14) Γατ (λ)Γ
β
τ (µ) = exp
(∫ τ
τ ′+(µ−u′)1
I(0)α (λ, t) •t I(0)β (µ, t)
)
:Γατ (λ)Γ
β
τ (µ) : ,
where (u′, τ ′) is a generic point in the discriminant.
Here the period I
(0)
α (λ, t) should be expanded in a neighborhood of λ = ∞. Using
the residue pairing, we interpret the integrand in (14) as a formal Laurent power series
in λ−1 whose coefficients are multivalued 1-forms on T . The integration path C is such
that the corresponding path (µ, t), t ∈ C, does not intersect the discriminant, and the
cycle β ∈ H2l(Vµ,τ ,Z) vanishes when transported to H2l(Vu′,τ ′ ,Z).
Proof. It follows from the definition of normal ordering that in order to prove (14)
it is enough to show that the integral in the exponent equals Ω(fατ (λ)+, f
β
τ (µ)−), i.e.,
we need to show that this expression vanishes for τ = τ ′ + (µ − u′)1 and that its
differential equals the integrand in (14). The first of these two statements is obvious
because I
(−n−1)
β (µ, τ
′) = 0 for n ≥ 0 and µ = u′. For the differential we have
dΩ(fατ (λ)+, f
β
τ (µ)−) =
∑
n≥0
N∑
a=1
(−1)n+1∂a
(
I(n)α (λ, τ), I
(−n−1)
β (µ, τ)
)
dτa.
Using the Leibniz rule and the differential equations (13) we get∑
n≥0
N∑
a=1
(−1)n
((
(∂a•)I(n+1)α , I(−n−1)β
)
+
(
I(n)α , (∂a•)I(−n)β
))
dτa.
Applying the Frobenius property of the multiplication •, we find that this is equal to
=
∑
n≥0
N∑
a=1
(−1)n
((
I(n+1)α • I(−n−1)β , ∂a
)
+
(
I(n)α • I(−n)β , ∂a
))
dτa.
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Finally, in the above sum, with respect to the summation over n, all terms cancel except
for
(
I
(0)
α • I(0)β , ∂a
)
dτa. Formula (14) follows. 
3.3. Simple singularities and the corresponding Hirota equations. Consider
the case of a simple singularity f of type XN , where X = ADE. In this case the
Milnor lattice (the middle homology H2l(V1,0,Z) of the reference Milnor fiber V1,0) is
identified with the root lattice of the corresponding simple Lie algebra g of type XN .
The invariant inner product (· | ·) on the root lattice is identified up to the sign (−1)l
with the intersection pairing on the Milnor lattice. The monodromy group acts on the
Milnor lattice as the Weyl group. The roots are identified with vanishing cycles, and
the monodromy group action on them is generated by reflections ϕ 7→ ϕ − 〈ϕ,α〉α in
the vanishing cycles. The classical monodromy operator is by definition the parallel
transport of the cycles along the loop θ 7→ (λ, τ) = (exp iθ, 0) and hence coincides with
a Coxeter element M of the root system. We keep the notation αi of Section 2 for the
representatives in the orbits of M in the set of Nh vanishing cycles.
In [7], a Hirota bilinear equation was associated to a simple singularity of type ADE
in the following form:
Resλ=∞
dλ
λ
∑
α
a˜i Γ
α
0 (λ)⊗ Γ−α0 (λ) τ ⊗ τ =
N(h+ 1)
12
τ ⊗ τ +(15)
∞∑
k=0
N∑
a=1
(ma + kh)(q
a
k ⊗ 1− 1⊗ qak)(∂qak ⊗ 1− 1⊗ ∂qak ) τ ⊗ τ.
The sum here is taken over all roots, but the coefficients a˜i are the same for all roots
from the M -orbit of αi. They are defined by the formula
(16) a˜i := h lim
ǫ→0
exp
(
−
∫ τ0−ǫ1
−1
I(0)αi (0, t) • I(0)αi (0, t)−
∫ ǫ
1
2dξ
ξ
− 4 ln 2
)
.
The integration here should be understood as follows. We pick a generic point τ0 :=
τ ′ − u′1 on the discriminant. Since αi is a vanishing cycle, there exists a path from
(1, 0) to (τ ′, u′) such that αi vanishes when transported along it to the end point. The
integration is performed along such a path. For more details, see [7].
It is straightforward to check (see [7], Section 8) that the vertex operators Γαi(ζ)
of representation theory given by formula (2) turn into the vertex operators Γαi0 (λ) of
singularity theory after the the following rescaling of the dynamical variables:
(17) qak =
√
~
k∏
r=0
(ma + rh)yma+kh
and substitution λ = ζh/h.
Note that
lim
ζ→w
(1− wh/ζh)/(1 − w/ζ) = h.
Using this, we find from Theorem 5 (applied at τ = 0) and formulas (2) and (8) that
(18) ai = h lim
λ→µ
(1− µ/λ)−2 exp
(
−
∫ τ0+µ1
0
I(0)αi (λ, t) • I(0)αi (µ, t)
)
.
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Taking into account that Res dλ/λ = Res dζ/ζ, in order to prove that ai = a˜i (which
is the statement of the Theorem in the Introduction) it remains to identify this limit
with the one in (16).
Lemma 6. We have ai = a˜i for all i = 1, . . . , N .
Proof. Consider the family of integrals
(19)
∫ τ0−ǫ1
−1
I(0)αi (λ− µ, t) • I(0)αi (0, t) +
∫ λ−µ+ǫ
1
2dξ
ξ
.
Here τ0 lies on the discriminant and the first integral is computed along a discriminant-
avoiding path connecting the reference point −1 with a neighborhood of τ0 in such a
way that the cycle αi, transported along this path, vanishes as ǫ→ 0. When λ− µ =
0, the integrals coincide with those in the exponent of (16), and altogether tend to
− ln(a˜i/h) − 4 ln 2 (up to an integer multiple of 2πi) in the limit ǫ→ 0.
Now set ǫ = 0 in (19), and write the first integral as the sum
∫ −µ1
−1 +
∫ τ0
−µ1. The second
integral may be converted into the one in the exponent of (18) since the integrand is
invariant under the shifts (λ, µ, t) 7→ (λ + c, µ + c, t + c1). The first integral has a
well-defined limit as µ → λ, which is equal to − ∫ λ1 2dξ/ξ. Indeed, in this limit, and
when t = ξ1, we have (see [7])
(20) I(0)αi (0, ξ1) • I(0)αi (0, ξ1) = −(αi |αi)〉
dξ
ξ
= −2dξ
ξ
.
Note that
exp
(∫ λ−µ
1
2dξ
ξ
−
∫ λ
1
2dξ
ξ
)
= (1− µ/λ)2.
Thus, at ǫ = 0, the integral (19) tends in the limit λ− µ→ 0 to − ln(ai/h).
Now write the first integral in (19) as the sum
∫ τ
−1+
∫ τ0−ǫ1
τ , where τ is any fixed
point along the path. The first summand depends continuously on λ, µ and ǫ up to
λ = µ = ǫ = 0. Thus, in determining if the limits of (19) as ǫ → 0 and λ − µ → 0
commute, we can replace the base point −1 by τ , which can be chosen to lie in a
neighborhood of the discriminant point τ0.
Components of the period vector I
(0)
αi (λ, t) near a non-degenerate critical point where
the cycle αi vanishes are proportional to
1√
λ− u (1 +O(λ− u)) ,
where u is the critical value, considered as a function of t and taken equal 0 at t =
τ0. Thus, the integrand I
(0)
αi (λ − µ, t) • I(0)αi (0, t) with small λ − µ has three types of
singularities near t = τ0:
(16)
√
λ− µ− u√−u du,
√−u du√
λ− µ− u, and
du√
λ− µ− u√−u.
The first singularity is integrable, which makes the order of passing to the limit irrele-
vant (indeed,
∫ 0
−ǫ tends to 0 as ǫ→ 0, uniformly in λ− µ).
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The same is true for the second singularity in (16), which reduces to the first one by
integration by parts.
The remaining case literally coincides with the integral (19) for the A1 singularity
x21/2 + x2x3 + u = λ. In this case the result may be derived from [7]. However, for the
sake of completeness we give a direct proof here.
In the A1 case, we have
I(0)α (λ, u) =
±2√
2(λ− u) .
Hence (19) turns into
(17)
∫ −ǫ
−1
4 du√
2(λ − µ− u)
√
2(−u) +
∫ λ−µ+ǫ
1
2dξ
ξ
.
When λ− µ = 0, the integrals cancel (modulo 2πiZ). On the other hand, when ǫ = 0,
(17) becomes
−2 ln
(
−u+ λ− µ
2
+
√
(λ− µ− u)(−u)
)∣∣∣∣0
−1
+ 2 ln ξ
∣∣∣∣∣
λ−µ
1
=
−2 ln λ− µ
2
+ 2 ln
(
1 +
λ− µ
2
+
√
1 + λ− µ
)
+ 2 ln(λ− µ).
In the limit λ− µ→ 0 this tends to 4 ln 2 as desired. This completes the proof. 
This implies the main result of this paper (see the Theorem in the Introduction):
The hierarchy associated in [7] to a simple singularity of type XN , where X = ADE,
coincides with the Kac–Wakimoto hierarchy for the Lie algebra X
(1)
N .
4. Period realizations of the basic representation
In the previous section we made use of the vertex operators Γατ defined in terms of
the Picard–Lefschetz periods of a singularity. In this section we will show in the case
of simple singularities how these operators may be used to construct realizations of the
basic representation of the corresponding affine Kac–Moody algebra. In the special
case τ = 0 of the unperturbed singularity, the realization coincides, up to the change
of variables (17), with the principal realization we use in Section 2. Hence we obtain a
family of deformations of this principal realization. It is an interesting question whether
this family has a representation theoretic interpretation.
The affine Kac–Moody algebra ĝM (∼= ĝ) of type XN is spanned by K, d, ϕ±m, m ∈
E+, and Aα,m, m ∈ Z, where
ϕm =
1
h
h∑
k=1
Mk(ϕtm), Aα,m =
1
h
h∑
k=1
Mk(Aαt
m).
Here Aα ∈ gα (α is a root), and ϕ is any element of the Cartan subalgebra h. We
continue to identify the Coxeter transformationM : h→ h with the operator of classical
monodromy on the homology group H2l(V1,0,C), which in its turn is identified by
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ϕ 7→ I(0)ϕ (1, 0) (a period map composed with the residue pairing operator) with the
local algebra H of the singularity. We form generating functions
ϕ(ζ) :=
∑
m∈E+
ϕm
ζ−m
−m + ϕ−m
ζm
m
, xα(ζ) :=
∑
m∈Z
Aα,mζ
−m.
For each (λ, τ) ∈ C× T , introduce an element of the Heisenberg algebra H[[z, z−1]]
fϕτ (λ) :=
∑
n∈Z
I(n)ϕ (λ, τ)(−z)n.
To specify the branch of the multivalued period vectors I
(n)
ϕ (λ, τ), we fix a path avoiding
the discriminant and such that it connects (λ, τ) with (1, 0) and transports the cycle ϕ
along it. As functions of λ near λ = ∞, the periods expand in Laurent series in λ1/h.
In what follows we put
ζ = (hλ)1/h.
Recall that our vertex operators are defined as quantizations of the Heisenberg group
elements Γατ (λ) = :exp(f̂
α
τ (λ) : (as in Section 3.2), where α is any root.
Introduce phase factors
(21) Uα(λ, τ) = exp
(1
2
∫ τ−λ1
−1
I(0)α (0, t) •t I(0)α (0, t)
)
, τ ∈ T .
The integrand is a covector on T applied at the point t and obtained, using the residue
pairing identification T ∗t T ∼= TtT , from the product •t of two (equal) period vectors.
The 1-form consisting of these covectors is integrated along a path (between the point
τ − λ1 and the point −1).
Finally, introduce the energy operator
lτ = z∂z +
1
2
−Θ+ z−1E•τ : H → H,
where E is the Euler vector field, and Θ is the Hodge grading operator (see Section
3.1). The energy operator acts on the symplectic loop space H = H((1/z)) by infini-
tesimal symplectic transformation, and so its quantization lˆτ acts on the Fock space.
We recall that for any infinitesimal symplectic transformation, A, one expresses its
quadratic Hamiltonian 12Ω(Af , f) in Darboux coordinates {qak , pl,b | a, b = 1, . . . , N, k =
0, 1, 2, . . . } associated with the polarization H = H+ ⊕ H− = T ∗H+ and then defines
Â in the standard way:
(22) (qakq
b
l )̂= qakqbl /~, (qakpl,b)̂= (pl,bqak)̂= qak ∂∂qbl , (pk,apl,b)̂= ~ ∂
2
∂qak∂q
b
l
.
Theorem 7. There exist constants cα such that for each τ the formulas:
ϕ(ζ) 7→ f̂ϕτ (λ),
xα(ζ) 7→ cα λ(α|α)/2 Uα(λ, τ) Γατ (λ),
K 7→ 1/h, d 7→ l̂τ
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define on the Fock space a representation of the affine Kac–Moody algebra equivalent
to the basic representation of level 1.
Proof. When τ = 0, the formulas coincide (up to the rescaling (17)) with the principal
realization of the basic representation of level 1 [9, 10, 12].
To derive the theorem for an arbitrary τ , we introduce intertwining operators Ŝτ as
quantizations of a certain symplectic transformations
(23) Sτ (z) = 1 + S
(1)
τ z
−1 + S(2)τ z
−2 + · · · , S(k)τ ∈ End(H), S∗τ (−z)Sτ (z) = 1.
By definition, Ŝτ = exp
dlnSτ .
The series Sτ (also known as calibration of the corresponding Frobenius structure)
is defined as follows. We introduce one more period vector, J(τ, z), corresponding to
the complex oscillating integrals
(J(τ, z), ∂a) = (2πz)
−l− 1
2 (z∂a)
∫
efτ (x)/zω, 1 ≤ a ≤ N.
The cycles of integration here are “Lefschetz’ timbles,” i.e., relative homology classes
of C2l+1 modulo (Re(fτ/z))
−1 [−R,−∞) in the limit R→∞.
When ω is a primitive volume form, the oscillating integrals (which are related to
the periods I
(k)
ϕ (λ, τ) by Laplace-like transforms in λ, see for instance [7]) satisfy the
following system of differential equations:
z∂aJ(τ, z) = (∂a•τ )J(τ, z), 1 ≤ a ≤ N, (z∂z +E)J = ΘJ,
where Θ is the Hodge grading operator. Thus, J is a fundamental solution of a flat
connection on the vector bundle with the fiber H over (z, τ) ∈ (C − 0) × T . The
second equation, which expresses homogeneity properties of oscillating integrals (where
deg z = 1), may be rewritten as
∇τJ = 0, where ∇τ = ∂z + z−2E •τ −z−1Θ.
One may think of ∇τ as an isomonodromic family of connection operators over C− 0,
parametrized by τ ∈ T . The operators Sτ are defined as gauge transformations of the
form (23) conjugating ∇τ and ∇0 = ∂z − z−1Θ:
∇τ = Sτ∇0S−1τ .
In the ADE case, one can show that Sτ satisfying the initial condition S0 = 1 exists
and is unique. It follows that
lτ = Sτ l0 S
−1
τ , and z∂aSτ = (∂a•τ )Sτ , 1 ≤ a ≤ N.
Note that the quantization (22) defines a representation of the Poisson algebra consist-
ing of quadratic Hamiltonians involving only pq and q2 terms. Both l̂nSτ and l̂τ are
obtained by quantizing such Hamiltonians. Therefore, l̂τ = Ŝτ l̂0Ŝ
−1
τ .
Furthermore, Sτ f
ϕ
0 = f
ϕ
τ . Indeed, both sides satisfy the same differential equation
with respect to τ and the same initial condition at τ = 0. Therefore the vertex operators
Γατ and Γ
α
0 , being elements of the Heisenberg group corresponding to the elements fτ
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and f0 of the Heisenberg algebra, are conjugated by Ŝτ up to certain scalar factors.
The precise values of the factors have been found in [7], Section 5, Theorem A:
Uα(λ, τ)Γ
α
τ (λ) = Ŝτ Uα(λ, 0)Γ
α
0 (λ) Ŝ
−1
τ .
Thus, Ŝ−1τ intertwines the operators described in the theorem with the operators defin-
ing the level 1 basic representation of the affine Kac–Moody algebra. 
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