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a b s t r a c t
The two-level DEA model was introduced to increase the discriminational power of Data
Envelopment Analysis (DEA) models. This nonlinear model was presented by Meng et al.
(2008) [3], and then converted into a linear model by Kao (2008) [4].
In this paper two subjectswill be discussed: first,we show that the two-level DEAmodel
is a special case of DEAmodelswhereweight restrictions are applied. Then,we express that
the nonlinear model is equivalent to the conventional DEA model.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Data Envelopment Analysis was introduced to determine the relative efficiency of a set of similar Decision Making Units
(DMU), where each DMU uses multiple inputs to produce a number of outputs [1,2]. Using this method, DMUs are classified
as efficient and inefficient. A possible problem with this approach is that the number of efficient DMUs might exceed
unity. The DEA model’s lack of discrimination capability may occur as a result of a low number of DMUs in comparison
with the combined number of inputs and outputs. Meng et al. [3] proposed a DEA model known as two-level to solve this
problem. They categorized similar inputs and similar outputs into the same groups that cause a decrease of the number
of inputs and outputs. This nonlinear model uses the aggregated weights of each category to evaluate each DMU. After
that, Kao [4] proposed a new model using a variable substitution technique to convert the nonlinear model into a linear
one.
In this paper, we first show that the two-level DEAmodel is a special case of amodel with Cone-RatioWeight Restrictions
[5]. Next, we prove that the result of the two-level DEA model in the case of variable weights, (linear on nonlinear form) is
identical to the result of the conventional DEA model. This similarity depicts that a two-level model with variable weights
does not meet our need to increase the discrimination.
2. Relationship between the two-level DEA model and model with Cone-Ratio weight restrictions
In this section, we use the example of Meng et al. [3] to show the two-level model. Considering a set of 15 DMUs
with 3 inputs and 8 outputs, the output-oriented BCC model in envelopment form for assessing DMUo = (xo, yo)
is
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max φ
s.t.
15−
j=1
xijλj ≤ xio i = 1, 2, 3
15−
j=1
yrjλj ≥ φyro r = 1, . . . , 8
15−
j=1
λj = 1
λj ≥ 0 j = 1, . . . , 15.
(1)
It has been experimentally shown that if the inequality 3 × (m + s) ≤ n (in which m, s and n are the number of inputs,
outputs and DMUs respectively) is satisfied, the results of DEA models are acceptable. In this example, the discrimination
of the model is not satisfactory because the above inequality is not held. Seven DMUs are evaluated as efficient ones. Meng
et al. [3] expressed that in certain cases, when inputs and/or outputs can be grouped into categories, the total number of
inputs and outputs can be reduced. An increase in the discrimination power of DEAmodels will be attained by this grouping.
In the case of the example at hand, the first 5 outputs were put in the first group, the sixth in the second group and the
two others in the third group while there is no need to group inputs. In each output group, every output is assigned a
weight between 0 and 1 and the sum of weights in each group is unity. For the sake of clarification, suppose w1, . . . , w5
where w1 + · · · + w5 = 1 are weights in the first group, w7, w8 where w7 + w8 = 1 are weights in the third group and
w6 = 1 is the weight of output 6 in the second group. Applying this manipulation, only three output groups will exist after
aggregating outputs. To apply this grouping, it is sufficient tomultiply constraints 1–5 in the followingmodel byw1, . . . , w5
and add them together, then multiply constraints 7 and 8 by w7, w8 and add them together as well. Results are shown
below.
max φ
s.t.
15−
j=1
xijλj ≤ xio i = 1, 2, 3
wr →
15−
j=1
yrjλj ≥ φyro r = 1, . . . , 5
w6 →
15−
j=1
y6jλj ≥ φy6o
wr →
15−
j=1
yrjλj ≥ φyro r = 7, 8
15−
j=1
λj = 1
λj ≥ 0 j = 1, . . . , 15.
The two-level model with aggregated data can be stated as:
max φ
s.t.
15−
j=1
xijλj ≤ xio i = 1, 2, 3
5−
r=1
wr

15−
j=1
yrjλj

≥ φ

5−
r=1
wryro

15−
j=1
y6jλj ≥ φy6o
8−
r=7
wr

15−
j=1
yrjλj

≥ φ

8−
r=7
wryro

15−
j=1
λj = 1
λj ≥ 0 j = 1, . . . , 15.
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In consequence, there are now 15 DMUs with 6 inputs and outputs only instead of the original 11. Using this model three
DMUs are determined as efficient, whereas seven DMUs were previously determined as efficient by the conventional DEA
model. It is worth noticing that the values of w1, . . . , w8 are predefined; otherwise the last model will be nonlinear. (We
will study that in Section 3.) The above model can be written as
max φ
s.t. (AX)λ ≤ Axo
(BY)λ ≥ φ (Byo)
eλ = 1
λ ≥ 0
(2)
in which X = (x1, . . . , xn) and Y = (y1, . . . , yn) are input and output matrices respectively, e = (1, . . . , 1), λ =
(λ1, . . . , λn)while AK×m (K is the number of input groups) and BT×s (T is the number of output groups) are weight matrices
for inputs and outputs. A and B determine a mapping from Rm to RK and Rs to RT respectively.
In the cited example, A and B can be represented as:
A =
1 0 0
0 1 0
0 0 1

B =

w1 w2 w3 w4 w5 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 w7 w8.

.
Here A is the identity matrix and matrix B indicates a mapping from R8 to R3.
Model (3) shows the dual of Model (2):
min α(Axo)+ αo
s.t. β(Byo) = 1
α(AX)− β(BY)+ αo ≥ 0
α ≥ 0, β ≥ 0, αo unres.
(3)
This model is similar to DEA models with Cone-Ratio weight restriction [5, Section 6.4]. Regarding V = Atα and U = Btβ
the following BCC model will be obtained in multiplier form with a special type of weight restriction.
min vxo + vo
s.t. uyo = 1
vX− uY+ vo ≥ 0
v ∈ V , u ∈ U, vo unres.
(4)
For the above example we have
U = Btβ
where,
u1...
u8
 =

w1 0 0
w2 0 0
w3 0 0
w4 0 0
w5 0 0
0 1 0
0 0 w7
0 0 w8


β1
β2
β3

.
This transformation can be interpreted as an image from R3 to R8.
A series of simple computations result:
u1
w1
= u2
w2
= u3
w3
= u4
w4
= u5
w5
u6 = w6 = 1
u7
w7
= u8
w8
.
These restrictions can replace the Cone-Ratio weight restrictions in Model (4).
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Therefore, the multiplier Model (4) can be converted into:
min
3−
i=1
xiovi + vo
s.t.
8−
r=1
yrour = 1
3−
i=1
xijvi −
8−
r=1
yrjur + vo ≥ 0 j = 1, . . . , 15
∗
 u1
w1
= u2
w2
= u3
w3
= u4
w4
= u5
w5
,
u7
w7
= u8
w8
u6 = w6 = 1
u1, . . . , u8 ≥ 0, v1, v2, v3 ≥ 0, vo unres.
(5)
It is observed that constraints (*), indicating the relationship between variables and weights can be interpreted as a type
of weight restriction. Since the values of w1, . . . , w8 are known, the number of variables reduces to (at most) K + T (here
K + T = 3 + 3). In the above model u2, . . . , u5 can be expressed by u1, and u8 can be expressed by u7. Verification of the
feasibility of model is not difficult. This comparison shows how the model put forward by Meng et al. [3] is related to the
model with weight restrictions.
3. The two-level DEA model with variable weights
In [4], it was supposed that all weights in each group are variable which leads to the creation of a nonlinear model. Then,
utilizing a substitution, the nonlinear model was converted into a linear one.
Consider the output-oriented BCC model in multiplier form for evaluating DMUo = (xo, yo) which is referred to as the
Original Model (OM) henceforth.
[OM] min
m−
i=1
xiovi + vo
s.t.
s−
r=1
yrour = 1
m−
i=1
xijvi −
s−
r=1
yrjur + vo ≥ 0 j = 1, . . . , n
u1, . . . , us ≥ 0,
v1, . . . , vm ≥ 0, vo unres.
Supposem input factors are grouped into K categories and s outputs are grouped into T categories. Moreover, assume that
Ak (k = 1, . . . , K) and Bt (t = 1, . . . , T ) are the sets of inputs and outputs in the k-th and the t-th categories, respectively.
Therefore, the aggregated inputs and outputs can be shown as:
xˆkj =
−
f∈Ak
pf xfj−
f∈Ak
pf = 1
pf ≥ 0 f ∈ Ak, k = 1, . . . , K
(6)

yˆtj =
−
g∈Bt
qgygj−
g∈Bt
qg = 1
qg ≥ 0 g ∈ Bt , t = 1, . . . , T .
(7)
Once (6) and (7) are applied to the OM, the new BCC model can be formed as
[NTLM] min
K−
k=1
vˆk
−
f∈Ak
pf xfo

+ vˆo
s.t.
T−
t=1
uˆt
−
g∈Bt
qgygo

= 1
K−
k=1
vˆk
−
f∈Ak
pf xfj

−
T−
t=1
uˆt
−
g∈Bt
qgygj

+ vˆo ≥ 0 j = 1, . . . , n
H. Zhiani Rezai, A. Davoodi / Applied Mathematics Letters 24 (2011) 969–974 973−
f∈Ak
pf = 1 k = 1, . . . , K−
g∈Bt
qg = 1 t = 1, . . . , T
pf ≥ 0 f ∈ Ak k = 1, . . . , K
qg ≥ 0 g ∈ Bt t = 1, . . . , T
uˆt ≥ 0, vˆk ≥ 0, vˆo unres.
This is a nonlinear model because of the variability of pf , qg , uˆt , vˆk, vˆo. The above model (NTLM) is expected to have more
discriminating results in comparison with the original one (OM). The next theorem, however, shows that they have equal
optimal values.
Theorem 1. Models OM and NTLM have equal optimal values.
Proof. Suppose (v∗1 , . . . , v∗m, u
∗
1, . . . , u
∗
s , v
∗
o ) as the optimal solution to OM and φ
∗ = ∑mi=1 xiov∗i + v∗o . Defining
(vˆk, uˆt , pˆf , qˆg , vˆo) as:
vˆk =
−
f∈Ak
v∗f k = 1, . . . , K
uˆt =
−
g∈Bt
u∗g t = 1, . . . , T
pˆf =
v∗f∑
f∈Ak
v∗f
f ∈ Ak
qˆg =
u∗g∑
g∈Bt
u∗g
g ∈ Bt
we have
T−
t=1
uˆt
−
g∈Bt
qˆgygo

=
T−
t=1
−
g∈Bt
u∗g
−
g∈Bt
u∗g∑
g∈Bt
u∗g
ygo

=
−
g∈Bt
u∗gygo =
s−
r=1
u∗r yro = 1
and
K−
k=1
vˆk
−
f∈Ak
pˆf xfj

−
T−
t=1
uˆt
−
g∈Bt
qˆgygj

+ vˆo
=
K−
k=1
−
f∈Ak
v∗f
−
f∈Ak
v∗f∑
f∈Ak
v∗f
xfj
− T−
t=1
−
g∈Bt
u∗g
−
g∈Bt
u∗g∑
g∈Bt
u∗g
ygj
+ v∗o
=
K−
k=1
−
f∈Ak
v∗f xfj −
T−
t=1
−
g∈Bt
u∗gygj + v∗o
=
m−
i=1
v∗i xij −
s−
r=1
u∗r yrj + v∗o ≥ 0.
So (vˆk, uˆt , pˆf , qˆg , vˆo) is a feasible solution of NTLM model. Furthermore φ∗ = φˆ.
On the other hand, suppose (vˆk, uˆt , pˆf , qˆg , vˆo) as the optimal solution to NTLM. By setting
v∗f = pˆf
−
f∈Ak
v∗f

= pˆf vˆk f ∈ Ak, k = 1, . . . , K
u∗g = qˆg
−
g∈Bt
u∗g

= qˆg uˆt g ∈ Bt , t = 1, . . . , T
v∗o = vˆo
it can be shown that (v∗i , u∗r , v∗o ) is a feasible solution to OM and again φ∗ = φˆ. This completes the proof. 
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Table 1
Comparing the efficiency score in three models.
DMUs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
BCC model 1 1 1 1 1 1 0.9417 0.4056 0.7223 1 1 0.7149 1 1 1
Two level model with predefined
weights
1 1 1 0.8759 0.8619 1 0.9417 0.3656 0.7093 0.8669 0.9684 0.5692 1 1 1
Two level model with variable weights 1 1 1 1 1 1 0.9417 0.4056 0.7223 1 1 0.7149 1 1 1
The theorem shows that grouping inputs and outputs and assigning variable weights to each group has no effect on
the optimal objective function. The removal of weight restriction ((*) constraints) in Model (5), makes the model similar
to the BCC model in multiplier form. Suppose (v∗1 , . . . , v∗m, u
∗
1, . . . , u
∗
s , v
∗
o ) is the optimal solution for Model (5). Since
w’s do not appear in constraints (after the elimination of (*) constraints) their values can be determined according to
(v∗1 , . . . , v∗m, u
∗
1, . . . , u
∗
s , v
∗
o ) without altering v’s, u’s and u0. Table 1 compares the efficiency of 15 DMUs the data of which
have been taken from [3] according to the related DEA models. The second row indicates the efficiency of DMUs with the
conventional output-oriented BCC model. Applying the model proposed by Meng et al. [3] leads to changes in the efficiency
scores, the result of which are shown in the third row. As has been proven, the result of the two-level linear model with
variable weights proposed by Kao [4] is identical to the result of the BCC model. The last row shows this equivalency.
4. Conclusion
The two-level DEA model is an efficient way to deal with systems with large numbers of inputs and outputs. However,
it can be used in occasions when some inputs and outputs share the same characteristics and thus can be grouped into
categories. It is a suitable approach to increase the discrimination power of DEAmodels. In Section 2, where the relationship
between the two-level DEA model and weight restrictions was discussed, it was shown that the effect of a certain type of
weight restriction known as Cone-Ratio on DEA models is similar to that of categorizing inputs and outputs. In contrast, in
the case of variableweights in each category, the optimal solution of themodel does not change. In conclusion, it is necessary
to use predefined weights to increase the discrimination power of DEA models. The subject of more restrictions in weights,
determining boundaries for weights and feasibility condition in the case of other situations is open to research.
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