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The behavior of the posterior for a large observation is considered. Two basic 
situations are discussed: location vectors and natural parameters. 
Let X = (X, , X, ,..., X,) be an observation from a multivariate exponential 
distribution with that natural parameter 8 = (& , 8, ,..., 6J,). Let e be the 
posterior mode. Sufficient conditions are presented for the distribution of 
8 - 02 given X = x to converge to a multivariate normal with mean vector 0 as 
11 x ]j tends to infinity. These same cofiditions imply that E(8 1 X = x) - e 
converges to the zero vector as 1) x 11 tends to infinity. 
The posterior for an observation X = (X, , X, ,..., X,) is considered for a 
location vector 8 = (e, , 8, ,..,, @,,) as x gets large along a path, y, in R”. 
Sufficient conditions are given for the distribution of y(t) - 8 given X = y(t) 
to converge in law as t -f co. Slightly stronger conditions ensure that y(t) - 
E(8 1 X = y(t)) converges to the mean of the limiting distribution. 
These basic results about the posterior mean are extended to cover other 
estimators. Loss functions which are convex functions of absolute error are 
considered. Let 6 be a Bayes estimator for a loss function of this type. Generally, 
if the distribution of 8 - E(8 I X = y(t)) given X = y(t) converges in law to 
a symmetric distribution as t + OC), it is shown that S(y(t)) - E(8 I X = 
y(t))+Oast+ca. 
1. INTRODUCTION 
For a single multivariate observation, X, this paper studies the behavior of the 
posterior distribution as /I X I/ gets large. Two basic situations are discussed: 
the case when X has a multivariate exponential distribution with unknown 
natural parameter and the case when X has an unknown location vector. 
That the posterior can be unacceptable for X large was pointed out by Lindley 
[5]. He showed that for estimating a normal mean, 0, with variance one that (with 
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squared error loss) the Bayes estimator for a normal prior grows far from the 
observed x as x -+ co. Lindley showed that if a Student’s t prior is chosen then 
E(0IX=x)-x+Oasx+ co. 
Dawid [l] considers the problem for a single observation, X, with location 
parameter, B. He gives sufficient conditions for x - E(O 1 X = x) to converge 
to zero as x -+ cc. The normal mean problem above with a Student’s t prior are 
covered by Dawid’s results. 
Dawid also notes that if the properties of the distribution of X and the prior 
distribution are interchanged then E(O 1 X = x) + E(0) as x -+ co. This is 
certainly a questionable state of affairs if the large observation is thought of as 
discrediting the prior. 
This indicates that a Bayesian should choose his prior with care, especially 
with regard to the tails. Also, it seems that one’s prior knowledge is usually 
sharpest near the “center” of the prior and more vague in the tails. But it is the 
tails of the prior which determine the limiting behavior of the posterior. Thus, as 
is shown, one should take care that the tails of the prior are not unduly sharp. 
The resulting estimator will then have what might be considered more desirable 
limiting properties. 
In Meeden and Isaacson [6] these ideas are considered as they relate to one- 
dimensional exponential families. ,For estimation of the natural parameter, they 
give sufficient conditions for the posterior to be asymptotically normal about the 
posterior mode, &$, as x + co. The same conditions yield E(0 1 X = x) - 
e* z-+Oasx-tco. 
This work extends the results to a multivariate situation. The following 
notation is used throughout. All vectors are written as column vectors. The 
transpose is denoted by T. The prime is used to represent a derivative. Thus if 
f: Rn + R has all of its first partial derivarives existing, we have lfdx) f’(x) & y,o ‘) fix) 
where fi(x) = (af /axi) for i = 1,2,..., ,n., If f  has all its second partial and 
mixed partial derivatives, we write f”(x) = (f&)) for i,j = 1,2,..., tl, where 
fii(X) = (Pf pxi ax,)(x). :, 
In Section 2 some of Meeden and Isaacson’s results are extended to estimation 
of the natural parameter vector. Suppose the posterior can be written as 
exp{eTx - x(e)} 
JR,, exp{rTx - X(r)} dr 
for x, B E R*. 
Suppose h”(y)..+ ,Z, a. ,positive definite matrix, as I]JJ+]~ -+ co. Then under 
suitable conditions, it is shown that the posterior is asymptotically normal with 
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mean (A’)-‘(x) and variance-covariance matrix Z-l, and E(O 1 X7 = x) - 
(X)-l(x) + 0, the zero vector, as 11 x 11 + CO. 
In Section 3 the one-dimensional results of Dawid are generalized. Dawid’s 
results basically require f(x - y)/f(x) + 1 for each y  as x -+ co, where f  is the 
prior density. We consider densities for which f(x - y)if(x) -+ h(y), such as 
&A exp{--X ) x I}. The results are presented in the multivariate case. For an 
observation, X = (Xi , X, ,..., X,JT, from a distribution with the location 
vector 0 = (0,) 0, ,..., @Jr, the behavior of the posterior is studied as X gets 
large along a path, y, in Rn. Suppose with f the prior density, it happens that 
fW> - Y>/fW) -+ h,,(y) as t --f co. Then generally the density for r(t) - 0 
given X = y(t) at y  converges to 
g(y) h,(Y)/j)(Y) h,(Y) dY. 
Here g is the density for X given 0 = 0. Slightly stronger conditions ensure 
convergence of y(t) - E(0 1 X = y(t)) to the mean of (1.1). 
In Section 4 these results are shown to apply in many cases to other estimators. 
We present a wide class of loss functions whose Bayes estimators minus the 
posterior mean converge to zero as I/ x jj -+ 03. Thus even though the posterior 
mean is considered in Sections 2 and 3, many of the results hold for other loss 
functions besides norm-squared error. 
2. EXPONENTIAL FAMILY 
Suppose that X has a multivariate exponential density with respect to the 
a-finite measure, p, with natural parameter 8 E Rn, the natural parameter space. 
Thus suppose the family of densities for X is given by 
{exp(BTx - /3(e)): BE Rn). 
A prior with all of Rn as support can be written as exp{--y(8)}. Let X = j? + y, 
and one has the posterior density for 6 given X = x is 
exp{8Tx - h(e)) 
JRR exp(rTx - X(r)} dr 
for I3E Rn. (2.1) 
Conditions on X are given for this posterior to converge to a normal density as 
II x II --+ co. 
The following lemma simplifies the proof of the main result of this section. 
The proof is contained in the Appendix. 
LEMMA 2.1. Suppose f : P + R is twice diffentiable with cmatinuoars 
second partial derivatives. If 3k > 0 such that f “(x) - kI is nonnegative dejbiie 
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(n.n.d.) for each x E Rn, then f ‘: Rn --+ Rn is one-to-one, continuous, onto, and 
{x 1 I]f’(x)l] < M} is boundedfor each M < to. 
So if f satisfies the conditions of the lemma then (f’)-‘(x) exists and 
liq,,b, Nf ‘I-WI = 00, and thus in taking limits with 11 x I/ going to infinity, 
one could equivalently take limits with Il(f ‘)-l(x)11 going to infinity. 
Recall that the posterior density for 0 given X = x is given by Eq. (2.1). 
THEOREM 2.1. Suppose 3N, M < co, k > 0, and A,: Rn -+ R twice con- 
tinuously dz&rentiable such that 
(9 A,(Y) = A(Y) for IIY II 2 M 
(ii> I UY) - 4~11 < Nfor I/Y II < M, 
(iii) hi(y) + Z p.d. as I/y (1 --+ 03, and 
(iv) Xi(y) - kI is n.n.d. fur each y. 
Then the distribution of 8 given X = x is asymptotically normal with mean (h’)-‘(x) 
and variance-covariance matrix Z-l as 11 x II ---f co. 
Proof. Let Y = (x)-l(X), h h w ic exists by the lemma for jj XII sufficiently 
large. Let 2 = 0 - Y. Then the density of 2 given Y = y, f,( .), is given by 
f&) = 
exp@ + Y)~VY) - h(z + ~11 
.fRn exp{(r + Y)~~‘(Y) - X(r + Y>} dy ’ 
(2.2) 
The Taylor expansion of degree two of X(z + y) about z = 0 can be written as 
qz + Y) = WY) + ZTh’(Y) + $~TqA/(4 + Y)X 
as long as every point on the line segment from y to x + y has norm greater than 
M, where (b,(z) is on the line segment from the origin to z. Thus (2.2) can be 
rewritten as 
expi- ~~TOAk4 + yk> 
JR” expW) + ~‘VY) - X(r + y)l dr ’ 
(2.3) 
But for each fixed z the numerator of (2.3) converges to exp{-&zTL7z) as 
IJy 11 -+ 00, since $&z) is on the line segment from the origin to z. Thus the 
theorem is established once it is shown that the limit may be moved inside the 
integral in the denominator of (2.3). Note that 
exp{rT~(y) + WY) - 0 + 3% 
< exp+-TQ) + A(Y) - W + Y) + N) 
= exp{-~~TGM~) + Y)Y + Nl 
< exp - 5 rTr + N 
i 1 
, (2.4) 
522 DALE UMBACH 
for jjy /I > M. But since one can integrate (2.4) the limit may be moved inside 
the integral in the donominator of (2.3) by the Lebesgue dominated convergence 
theorem. 
COROLLARY 2.1. Suppose the conditions of Theorem 2.1 hold. Suppose W is a 
normal random vector with mean zero and variance-covariance matrix kI. Let 
Q: Rn --f R with E 1 Q(W)1 < co. Then E(Q(@ - Y) 1 Y = y) + E(Q(U)) as 
jj y // - a, where U is multivariate normal with mean zero and variance-covarianre 
matrix 2-l. 
The proof of the corollary is immediate by noting that Eq. (2.4) when multi- 
plied by Q(Y) is integrable. 
ThusitisseenthatE(O- Y/ Y =y)-+Oas~~y~/-+~,orthatE(@/X= 
x) - (A’)-l(x) -+ 0 as II x Ij + CO under the conditions of the theorem. 
As an example, consider estimation of a normal mean, 0, with variance- 
covariance matrix I. Suppose a prior proportional to exp(-11 0 II) is used. Then 
X(y) = 11 y  11 + $ljyp112 + C. To apply the theorem a suitable A0 is given by 
44~) = X(Y) for II Y II > 1, and $(Y) = C + 4 + #I Y II2 + II Y II3 - &II Y II4 for 
I/y 1) < 1. Here we have 
A’(y) = l/Y 11 + 1 y 
II Y II for y#O, 
h,"(y) = 11 y II+ l I_ AyyT 
IIY II I/Y II 
for IIYII 2 1 
= I,:,, ( 
--4 YYT+u+311YII-211Yllz)~ 1 for Ilyll < 1. 
It is easy to check, using the Cauchy inequality, ,that h”,(y) - I (k = 1) is n.n.d. 
for all y. Also note that h;(y) -+ I. Thus the distribution of 8 given X = x is 
asymptotically normal with mean 
(X)-l(x) = ” 1;,1;i l x 
and variance+ovariance matrix Z as 11 x (I--+ a, and 
II E(8 I x = x) - ” “f,‘;i l x 11 -+ 0 
as I/ x Ij -+ co. 
In general if h(y) = w(ll y  - y0 11) for 11 y  (I sufficiently large and w”(x) -+ y  > 0 
as x -+ 03 then the conditions of Theorem 2.1 will be satisfied. This is seen by the 
following argument. First of all for each fixed z sufficiently large one can kite 
w’(x) = w’(z) + (x - z) w”(y), where r is between z and x. 
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But this implies that 
w’(x)/x = w’(z)/x + w”(9-)(x - zyx. 
Using this it is easy to show that w’(x)/x -+ y as x -+ co. Thus one can find 
M < cc such that (99/1OO)“y < w’(x)/x < (101/100)2y and (99/1OO)y < 
w”(x) < (lOl/lOO)y for x > M. Then if we define ws(x) = w(x) for x > M and 
we(x) = w(M) - #Mw’(M) + &M%“(M) + (1/36)yM2 
+ [w’(M)/M - W’(M) - r/61x2 
+ (1/3M)[w”(M) - w’(M)/M + Qr]x” - [y/12M2]Jd’ 
for 0 < x < M. Then w,, is twice differentiable, lim,. w;(x) = 0, and 
w:(x) > y/2 for all x > 0. Then if we define A&) = ws(jl y - y,, 11) then As is 
twice differentiable and hi(y) - y/21 is n.n.d. Note that Xn( y) -+ 71 and that 
(X)-l(x) = x w)~l((, x II) x--0. 
3. LOCATION VECTOR 
Let D be a random vector with a density with respect to Lebesgue measure 
over Rn given by g. Suppose $ is a random vector independent of D with a 
density with respect to Lebesgue measure over Rn given by f. Suppose X = 
Q + D. Then X is said to have 8 for location vector since the density for X 
given 8 = 8 is given by g(x - 0). Let y: R+ -+ Rn map out a path in Rn. We 
consider the behavior of the distribution of 8 given X = y(r) as t -+ co. 
THEOREM 3.1. Dejke K,(y) = suh+f (740 - H/f WN. SuPpose the 
followkg two conditions hold: 
(1) f MO - rUfbW + UY) > 0 a.e. a t -+ a, ad 
(2) .b kWg(y) dr < ~0. 
Then the density at y for D given X = y(t) converges to 
ust+co. 
g(y) h,(y)ljpg(y) h,(y) dr (3.1) 
In addition, if we let Z,, be a rundom vector whose density is given by (3.1), and 
m : Rn + R is such that 
(3) JR~ I m(r)1 MY) g(y) dr < ~0, 
then E(m(D) 1 X = r(t)) -+ E(m(Z,)) us t --+ 03. 
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Proof. The density sty for D given X = y(t) is 
g(YlfMt) - Y)//R”R(Yvbw - 39 4. (3.2) 
Conditions (1) and (2) imply for sufficiently large t thatj(r(t)) > 0. Thus for t 
sufficiently large Eq. (3.2) can be rewritten as 
‘dY)fW - Y)!fW>) 
SRd(YVW - Y)lfW) dY . 
(3.3) 
Now the numerator of (3.3) converges to g(y) hY(y) by assumption (1). Since 
g(Y)fw) - YMW G AYMY), condition (2) implies that the Lebesgue 
dominated convergence theorem can be used to move the limit inside the 
integral in the denominator of (3.3). So the limit as t + 03 of (3.2) is (3.1). A 
similar proof shows that E(m(D) 1 X = y(t)) -+ E(m(Z,)) as t + co if condition 
(3) also holds. 
COROLLARY 3.1. If conditions (1) and (2) hold and JR% 1 yi 1 h,(y) g( y) dy < 03 
for i = 1, 2 ,...) n, tk?rz 
If the properties assumed for j and g are interchanged one gets quite different 
behavior of the posterior. This is pointed out in the next theorem. 
THEOREM 3.2. DeJne &(y) = vk+ gW) - YYgWN. suppose the 
following two conditions hold: 
(1) gW - Y)/&(t)) - ~A9 > 0 a.e. us t -+ a, afd 
(2) .I’R~Y) 4~) dr < ~0. 
Then the density at y for 0 given X = y(t) converges to 
f(r) C(Y)//J(Y) r,(y) dr (3.4) 
ust--+co. 
In addition, ;f we let WY be a random vector whose density at y is given by (3.4) 
and m: R” -+ R such that 
(3) SIP I m(r)1 Ur)f(r) dr -=c 00, 
then E(m(8) / X = y(t)) -+ E(W,,) us t --t 03. 
The proof follows that of Theorem 3.1 closely. 
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The drastic difference is seen in the behavior of E(O ! X = y(t)). In the first 
case this looks like y(t) - E(Z,,) for large t. In the second case E(O 1 X = y(t)) 
looks like E(W,,) for large t, and inference is made with practically all emphasis 
on the prior. Generally the first theorem will hold i f f  has flat tails and g has some- 
what sharper tails. 
To specify a path along which x gets large is often difficult. A natural measure 
of the “largeness” of an observation is its norm. Thus a natural question to ask 
is what densities have the property that a limiting distribution for the distribution 
ofDgivenX=xexistsasIjx/I+oo. 
In Hill [4] it is shown that if such a limiting distribution exists then it 
must have the same law as D itself. This corresponds to the case where 
f(x - YW> - 1 as II II x --f co for eachy. So if we let k(y) = sup,J(~ - y)/f(x) 
and JR” Iz( y) g(y) dy < cc then we get the limiting distribution has the same law 
as D. Also, if lRn 1 yi 1 K(y) g(y) dy < CO, then E(0 / X = z) - x -+ E(D) as 
II x II + *- 
A few calculations show that if D is normal with mean 0 and variance- 
covariance matrix I, and 0 has a multivariate t distribution with L = I and 
p = 0 (as in DeGroot [2]) then the distribution for 0 given X = x is asympto- 
tically normal with mean x and variance-covariance matrix I as 11 x 11 + 00 and 
x - E(@ I E = x) --f 0. Had the prior been taken as normal then 
/j x - E(0 ) x = x)/l + co as I/ x/I -+ co. 
4. VARYING THE Loss FUNCTION 
In the two previous sections, the main emphasis is on the posterior mean, the 
Bayes estimator under norm-squared error loss. The theorems presented in 
this section are designed to extend the results obtained under norm-squared 
error loss to some other loss functions. Loss functions which are convex functions 
of absolute error are considered. 
Throughout this section it is assumed that UI’: R+ -+ R+ is a strictly increasing, 
convex, differentiable function. We define w’(0) = Em,, w’(x). 
Let h(0 1 y(t)) represent the posterior density at B E Rn given X = y(t). I f  the 
loss function is given by L(B, a) = W(il 0 - a II), then a Bayes estimator for 8, 
S*(x), satisfies the following: 
s Jw 0 - ~*64ll) 1, 6*(,&g _ (j ll *ZYx) - ‘d h(e 1 x) de = 0 P (4.1) 
for i = 1, 2,..., 71. Here Bi and 6:(x) are the ith coordinates of f? and S*(X), 
respectively. For a proof of (4.1) the reader is referred to De Groot and Rao [3] or 
Strasser [7]. 
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The first theorem presents conditions for S*(y(t)) ---) a as t + CD. 
THEOREM 4.1. Let a E Rn. Suppose the following two conditions hold: 
(1) 4i@) = s ai - ei R” ~(II e - a 11) ,,e _ a ,, h(e I y(t)) de -+ 0 
for each i = I,2 ,..., n, as t -+ co, and 
(2) there exist 7 > 0, E > 0, N < co such that t > N implies 
46 I m 2 r) for each 6 in /j 0 - a (1 < E. 
Thens*(y(t))-+a as t-+ al. 
Proof. I f  t(t) E P with 11 f(t)11 = 1 then condition (1) implies that 
I R- w’(ll e - a 11) (4,;)::) h(e 1 y(t)) de --+ 0 (4.2) 
as t -+ co. Also 
I wti e - wYwi) @$~$;“‘B’,I’) h(e I y(t)) de = 0. (4.3) P 
Thus if (1) holds then (4.2)-(4.3) -+ 0. But (4.2)-(4.3) = 
To establish the theorem we show that if conditions (1) and (2) hold and 
S*(y(t))f+ a then (4.4) ft  0, a contradiction. So suppose S*(y(t))+ a as t -+ 00. 
Then there exist {tk}& with limkea, t, = 00, ,kI > 0, and an or&ant, Q (one of 
the 2” regions of n space for which the coordinates of the points in the region do 
not change sign), of R” - a such that (1 S*(y(t,)) - a II 2 p and ~*(Y(L,)) EQ. 
For each k consider the three sets: 
A, = {e I (a - s*(h)))Ye - a) > 01, 
c, = te I (a - ~*wdw - s*(w)) < 01, 
Bk=R”-AkvCk. 
It can be shown that AK, Bk , and C, are regions in Rn with boundaries given by 
the two parallel hyperplanes: 
(0 1 (a - S*(&J))T(8 - U) = 0} and (0 1 (a - 8*(y(tn)))T(0 - a*(&))) = O}. 
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Now let 6* = 6*(y(t,)) and f  = (S* - a)/[[ S* - a 11. Then 
(a - eJTt = cos x and 
(s* - e)q 
II a - 13 II 11 s* - e 11 = cos t% 
where, in the triangle with vertices a, 8, and S*, h is the external angle at a and p 
is the internal angle at a*. Thus for B E A,, 0 < TV < X < ~12, whence 
O<cosX~cos~.FortJ~C~,~/2<~\(X\<~,whencecosX~cos~~O. 
Also for 6 E A,, 110 - a jl -=c 11 0 - 6* I/, whence 
wl(ii e - u II) - W(II e - s* 11) < 0. 
ForeEC,,lje-af(j >IIe-8*11, h w ence IV(ll e - a II) - w’(jl e - S* 11) > 0. 
Thus the integrand of (4.4), namely, 
(wii e - a II) ~0s h - wii e - 6 II) cog ~4 h(e I y(f)), 
is negative for 8 E A, u C, . For 0 E B, , we have 0 < TV < ~12 < h < W, whence 
cos A < 0 < cos II. So for BE B, the integrand of (4.4) is bounded above by 
wl(lj 0 - a II) h(8 I y(t)) cos X. So to complete the proof, we show that 
I 4 ~(II e - a II) (“,i, y$) h(e I r(tlc)) de 
is bounded away from zero. Let D = Q n {0 IO < II 0 - a 11 < /I}. I f  in the 
above we take j? < E, as we may, then D C fir-i B, . Then on D, h(B 1 Y(tk)) > 
r] > 0 and IV’(llf3 - a 11) > 0. Thus 
Eq (4.5) < 7 JD wyle - a 11) ‘a,,, ,,;p) de 
(4.6) 
Now f,(tJ and (ei - ai) h ave the same sign since 0 E D C Q. So let 
mm 
II D 
wl(ll e - a 11) ,lz 1 f$, de 1 = H. 
H > 0 since w’ is positive. Thus Eq. (4.6) < q(-23) < 0. So Eq. (4.4)++ 0, and 
the theorem is established. 
The following corollary presents conditions under which Theorem 4.1 holds. 
The proof is immediate. 
COROLLARY 4.1. Suppose h(B I y(t)) -+ h*(B) us t + co, with h* a proper 
aksity. Suppose h* is spherically symmetric about a and there edits E > 0 such 
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that h*(B) > 0 for 11 0 - a 11 < .s. I f  there exists p(6) and N < co such that 
h(0 / y(t)) <p(O) for t 3 Nand JRn W’(il 6’ - a ii)p(e) d0 < co, then 6*(y(t)) + a 
ast+co. 
The theorem is basically applicable when h(0 1 y(t)) converges to some 
density. The more common case considered in this work is when h(B / x) is a 
density “centered” at b(x) with 11 b( x )I] + CO. With the obvious modifications the 
above theorem and corollary can be applied to this case as is seen in the following. 
Define Y = 0 - b(x). The density aty for Y given X = x, sayg(y 1 x), is given 
byg(y 1 x) = h(b(x) + y 1 x). Thus defining S**(x) = S*(x) - b(x), (4.1) can be 
written as 
s 
g*(x) - yr 
WTIY - s**(x)ll) ,I A**(*) _ -~ I, &Y I 4 dY = 0. (4.7) 
R" 
But (4.7) has the same form as (4.1) with g replacing h and S** replacing S*, so 
that if conditions (1) and (2) of Th eorem 4.1 hold with this replacement, 
S**(y(t)) -+ a, and so S*(y(t)) - b(y(t)) --+ a as t --f co. 
As an example, consider Theorem 2.1. Here the distribution of 46 given X = x 
is asymptotically normal with mean (x)-l(x) and variance-covariance matrix 
Z-l as I/ x // + 03. Suppose 2-l = u21, a2 > 0. Then the distribution of 
0 - (x)-l(x) given X = x is asymptotically normal with mean 0 and variance- 
covariance matrix u21, a spherically symmetric distribution about 0. In the proof 
a dominating function, p, was given for which JR” erlnlp(y) dy < a, ---a~ < 
r < 03. Thus if W is at all reasonably well behaved, say IV’(x) < es= for some 
s < co and x sufficiently large, then by Corollary 4.1 we have S**(x) -+ 0 as 
11 x II-+ co. So we have S*(x) - (x)-l(x) + 0 as Ij x II -+ co. 
APPENDIX 
LEMMA 2.1. Suppose f : Rn -+ R is twice daj&mntiable with continuous second 
partial derivatives. If 3k > 0 such that f”(x) - kI is nonnegative definite 
(n.n.d.) for each x E R*, then f  I: Rn --f R” is one-to-one, continuous, onto, and 
(x 1 jJf’(x)ll < M) is boundedfor each M < co. 
Proof. f’ is continuous sincef is twice differentiable. To showf’ is one-to-one, 
suppose 3x,, , x1 such that f  ‘(x0) = f’(xJ = K. Then the Taylor expansions of 
f  about x0 and x, can be written as 
and 
f(x) = f  (x,,) + (x - xo)=K + Hx - xJ=f “(%,Xx - 4 (Al) 
f(x) = f  (xl) + (x - x,)=K + t(x - xJ’f “(=5)(x - xl), WI 
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where Fs is on the line segment from x,, to x and Yr is on the line segment from 
x1 to x. See Widder [8] for more details. Now evaluate (Al) at x = x1 and (A2) 
at x = x0 and add to find 
f@l> +f(xo) = fko) +fw + *(xl - xo)*(f”vo) +f”(m)(x - x0>* 
But sincef”(9J - KI andf”(Fr) - KI are n.n.d. we have 
Hx* - xo)*(f”(a +f”m>(x~ - x0) > 0 
unless x1 = x0 . 
To show f’ is onto we first show that 3x,, such that f’(q) = 0. Since f’ is 
continuous it is enough to show that f has a minimum. This is the case since we 
can write 
f  (4 = f  (0) + xTf’(0) + BxTf “p-)x 
= f  (0) - x’f ‘(0) + $xix’(f “(Lq - M)x + ; x*x 
zf (0) + xTf’(0) + ; x*x 
2f (0) - II x II Ilf ‘ml + ; II x II2 
= f  (0) + II x II (; II x II - llf ‘(0)ll). (A31 
But as I] x ]I + 00 we have (A3) -+ 00. Thus f  has a minimum which occurs at, 
say, xs . Then f  ‘(x0) = 0. Now fix y E Rn. Consider f,,(x) = f  (x) - y*x. We can 
expand f,(x) as 
f,(x) = f,(xo) + (x - xo)Tft(xlJ + 4(x - xlJTf W-)(x - xLl)* 644) 
But since fJx,,) = f  ‘(x,,) - y = -y and f  i(x) = f  “(x) we can rewrite (A4) as 
f,(x) =f (x0) - YTXo + (x - x,)*(-y) + !dx - xo)TfV)(x - x0) 
>f (x0) - XoTY - II x - XLl II II Y II + ; II x - x0 II2 
=f (xll) - x0% + II x - x0 II (; II x - x0 II - IIY II). W) 
Thus (A5) --f co as ]I x I] + co. So for each y, f,,(x) --t co as I] x ]I + co. Thus 
f,(x) has a minimum, and f  J(x) = 0 there. So given y 3 x with f  ‘(x) - y  = 0 or 
f’(x) = y. Thus f  ’ is onto. 
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To show that {x: ilf’(x)il < M} is b ounded, it is enough to show ijf’(x)i, + r(j 
as I/ x j/ --+ co since f’ is continuous. Now let x, y E Rn and write 
f(x) = f(Y) + (x - Y)Tf’(Y) -I- Hx - Y>Tf”(%;)(X - Y) C-46) 
and 
f(Y) =f(4 + (Y - 4Tf’(x> + HY - x>‘f”6%)(Y - 4. C-47) 
Adding (A6) and (A7) we find 
0 = (x - y)T( j'(y) -f'(X)) + 4(x - Y)‘Lf”K) + f”vJM - Y) 
> (x - y>T(f’(Y> - f’W + 4x - YIT’)T(X - Y)- 
But this implies 
(x - y)T( j'(x) -f’(Y)) 2 4x - YIT(X - Y)- PW 
Let y be the point such that f’( y) = 0 and (A8) can be rewritten as 
(x - Y)Tf’(4 3 k II x - y IPr 
which implies that for x # y, we have 
f’(x)11 z y T;‘y) 2 K II x - y II. 
X 
Thus liqrll+m II f’(x)11 = ~0. 
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