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Resumo
A classiĄcação se trata de um tópico importante do aprendizado de máquina e minera-
ção de dados que têm por objetivo resolver e automatizar problemas de categorização ou
predição, que, basicamente, consiste em associar a um objeto uma categoria que o me-
lhor caracterize ou represente. Normalmente, tal categoria é denominada como classe ou
rótulo. Em classiĄcação, os algoritmos e técnicas tradicionais associam um objeto a uma
única classe, impossibilitando a resolução de problemas em que os objetos possam ter múl-
tiplos signiĄcados semânticos simultaneamente, como por exemplo, sugestão automática
de tags, diagnóstico de doenças, classiĄcação de músicas em gêneros, entre outros. A ideia
de classiĄcação multirrótulo é justamente lidar com esses problemas onde suas instâncias
podem pertencer a mais de uma classe ao mesmo tempo. Em comum, a maioria dos algo-
ritmos de classiĄcação mono ou multirrótulo existentes na literatura analisam apenas os
atributos físicos dos dados, utilizando por exemplo, medidas de similaridade ou distância,
ignorando assim, características e relações importantes dos dados, como a formação de
padrão. Inspirado em recentes avanços no uso de redes complexas para classiĄcação de
dados, este trabalho visa investigar uma solução que combina classiĄcadores multirrótulo
já existentes com técnicas baseadas em redes complexas, apresentando uma nova ideia
de classiĄcação multirrótulo que, além dos atributos físicos, analisa também a estrutura
topológica dos dados. Resultados de experimentos realizados em quatro bases de dados
reais mostram que tal abordagem é promissora.
Palavras-chave: ClassiĄcação Multirrótulo, Redes Complexas, Aprendizado de Máquina,
Aprendizado Supervisionado.
Lista de ilustrações
Figura 1 Ű (a) ClassiĄcação Tradicional. (b) ClassiĄcação Multirrótulo. . . . . . . 14
Figura 2 Ű Grafo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Figura 3 Ű CoeĄciente de agrupamento dos vértices de um grafo. . . . . . . . . . . 18
Figura 4 Ű Exemplos de imagens da base Scene. . . . . . . . . . . . . . . . . . . . 21
Figura 5 Ű Grafo gerado utilizando o algoritmo Gerar Rede para o rótulo Şmon-
tanhaŤ da base Scene com � = 10. . . . . . . . . . . . . . . . . . . . . . 23
Figura 6 Ű Acurácia e acurácia de subconjunto da base Birds de acordo com vari-
ação de Ú. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figura 7 Ű Acurácia e acurácia de subconjunto da base Emotions de acordo com
variação de Ú. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figura 8 Ű Acurácia da base Emotions de acordo com variação de Ó. . . . . . . . . 29
Figura 9 Ű Acurácia da base Emotions de acordo com variação de á . . . . . . . . . 29
Lista de tabelas
Tabela 1 Ű Propriedades das bases de dados. . . . . . . . . . . . . . . . . . . . . . 25
Tabela 2 Ű Acurácia e Acurácia de Subconjunto de cada algoritmo em cada base
de dados. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Tabela 3 Ű Valores de acurácia para �y e �y para cada base de dados. . . . . . . 27
Lista de algoritmos
1 Gerar rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 conectarMaisProximos . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Técnica Proposta. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Lista de abreviaturas e siglas
BR Binary Relevance
CC ClassiĄer Chain
DT Decision Tree
MLkNN MultiLabel k-Nearest Neighbors
NB Naive Bayes
SVM Support Vector Machine
WWW World Wide Web
Sumário
1 INTRODUÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 REVISÃO BIBLIOGRÁFICA . . . . . . . . . . . . . . . . . . . . . . 13
2.1 ClassiĄcação Multirrótulo . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Aprendizado Supervisionado Monorrótulo . . . . . . . . . . . . . . . . . . 13
2.1.2 Aprendizado Supervisionado Multirrótulo . . . . . . . . . . . . . . . . . . 13
2.1.3 Algoritmos de Classificação Multirrótulo . . . . . . . . . . . . . . . . . . . 14
2.1.4 Medidas de avaliação para classificação multirrótulo . . . . . . . . . . . . . 15
2.1.4.1 Perda de Hamming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4.2 Acurácia do subconjunto . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4.3 Acurácia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.5 Medidas de avaliação para bases de dados multirrótulo . . . . . . . . . . . 16
2.1.5.1 Cardinalidade do rótulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.5.2 Densidade do rótulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Redes Complexas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Medidas para Redes Complexas . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1.1 Assortatividade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1.2 Coeficiente de Agrupamento . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Trabalhos relacionados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 DESENVOLVIMENTO . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Bases de Dados para ClassiĄcação Multirrótulo . . . . . . . . . . . . 20
3.2 Construção da Rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 ClassiĄcação Multirrótulo usando Redes Complexas . . . . . . . . . . 23
4 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1 Ambiente Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Comparação entre técnicas convencionais . . . . . . . . . . . . . . . 26
4.3 Combinação de técnicas convencionais e baseadas em redes com-
plexas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Análise dos parâmetros de combinação dos classiĄcadores . . . . . . 27
5 CONCLUSÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
REFERÊNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
11
1 Introdução
Com o grande volume de dados disponível em formato digital, a extração de in-
formação relevante desses dados se torna um problema. O Aprendizado de Máquina é um
dos campos de estudo que busca resolver esse problema por meio de algoritmos capazes de
ŞanalisarŤ os dados e ŞaprenderŤ com os mesmos, gerando modelos automáticos que auxi-
liam na detecção de padrões e consequentemente na descoberta de conhecimento em gran-
des bases de dados (CARNEIRO, 2016). Uma das principais categorias do aprendizado
de máquina é o Aprendizado Supervisionado . O aprendizado supervisionado tem como
objetivo induzir um modelo preditivo usando dados com informações previamente conhe-
cidas, também denominadas como rótulo, classe ou saída (CARNEIRO, 2016). As tarefas
de aprendizado supervisionado podem ser aplicadas em diferentes problemas, como, Ąltra-
gem de spam, análise de crédito, diagnóstico médico, reconhecimento facial entre outros.
O aprendizado supervisionado se caracteriza por um processo de categorização
conduzido por um especialista no domínio, o qual é capaz de mapear um conjunto de
amostras iniciais para seu respectivo rótulo. Em tal cenário podemos treinar um modelo
capaz de predizer de forma automática o rótulo de novos objetos ainda não mapeados.
O tipo de especialização necessária para rotular os exemplos depende de cada
domínio. O diagnóstico de um paciente, por exemplo, é atribuído por médicos, a categori-
zação de emails ou imagens pessoais pode ser realizada pelo próprio usuário (CHERMAN,
2013). As tarefas de predição possuem diferentes nomes, os quais chamamos de classiĄ-
cação se os valores assumidos pelos rótulos são discretos e regressão quando assumem
valores contínuos.
Na classiĄcação tradicional, um objeto pode ser associado a uma única classe, o que
pode ser incoerente em certos domínios, pois, em vários problemas reais o comportamento
dos objetos costuma ser complexo e ter múltiplos signiĄcados semânticos simultaneamente
(ZHANG; ZHOU, 2014). Por exemplo, pacientes podem ter múltiplas doenças, livros
podem ser associados a múltiplos gêneros (STREICH; BUHMANN, 2009). No contexto
musical, por exemplo, uma música que tem características do rock e do pop, não deve ser
rotulada como pertencendo a um gênero ou outro, mas sim, a ambos.
Para lidar com esse problema, utilizamos algoritmos de classiĄcação multirrótulo,
os quais podem associar um objeto a um conjunto de classes. Consequentemente, a clas-
siĄcação multirrótulo torna o processo de classiĄcação mais complexo não só computacio-
nalmente, mas como um todo. Apesar de ser um tópico desaĄador e de grande relevância,
é ainda pouco explorado na literatura onde grande parte dos algoritmos são adaptações
da classiĄcação tradicional.
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Nos últimos anos, o estudo de redes complexas chamou bastante atenção em diver-
sas áreas do conhecimento por resolver uma grande variedade de problemas. Estas redes
fornecem um conjunto de ferramentas para a representação e análise de dados por ser
capaz de descrever a interação entre propriedades topológicas, funcionais e dinâmicas dos
dados (CARNEIRO et al., 2018).
O objetivo deste trabalho é combinar os algoritmos já existentes de classiĄcação
multirrótulo com conceitos de redes complexas para que, além de atributos físicos, seja
também considerada a estrutura topológica dos dados. Os objetivos especíĄcos deste tra-
balho são:
∙ Investigar os principais algoritmos e medidas de classiĄcação multirrótulo presentes
na literatura.
∙ Aplicar os conceitos da teoria das redes complexas.
∙ Desenvolver uma técnica que combine os algoritmos de classiĄcação multirrótulo
tradicionais da literatura com medidas de redes complexas.
∙ Demonstrar que a teoria das redes complexas pode ser usada para melhorar os
algoritmos convencionais de classiĄcação multirrótulo.
O restante deste trabalho é dividido nos seguintes capítulos:
∙ No capítulo 2, são apresentados conceitos fundamentais para o entendimento e de-
senvolvimento do trabalho. EspeciĄcamente, são revisados conceitos básicos de clas-
siĄcação multirrótulo e redes complexas, além de apresentar medidas de desempenho
para avaliar os algoritmos apresentados.
∙ No capítulo 3 é mostrado tudo que foi feito para o desenvolvimento do trabalho.
EspeciĄcamente são apresentados as bases de dados utilizadas, quais os parâmetros
dos algoritmos e modelagem do problema.
∙ No capítulo 4 são exibidos os resultados do trabalho. EspeciĄcamente é mostrada
uma comparação entre as técnicas convencionais e posteriormente as mesmas com
a combinação do classiĄcador via medidas de rede. São descritas também caracte-
rísticas das bases de dados e quais valores dos parâmetros foram utilizados.
∙ No 5o e último capítulo, são feitas as considerações Ąnais do trabalho.
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2 Revisão BibliográĄca
2.1 ClassiĄcação Multirrótulo
2.1.1 Aprendizado Supervisionado Monorrótulo
No aprendizado supervisionado tradicional ou monorrótulo, utilizamos duas bases
de dados, uma denominada base de treino, onde cada elemento já está associado a sua
respectiva classe, e a outra denominada base de teste, onde os elementos ainda não foram
associados a nenhuma classe.
A base de treino pode ser formalmente descrita da seguinte maneira. Considere
uma base de treino com n elementos, �treino = ¶(�1, �1), (�2, �2), ..., (�n, �n) ♣ 1 ⊘ �i ⊘
�; 1 ⊘ � ⊘ �♢. O par (�i, �i) representa o i-ésimo objeto do problema, sendo �i =
¶�1, �2, ..., �m♢ um vetor que descreve os m atributos do objeto, e �i sendo sua respec-
tiva classe dentre as � possíveis do problema. A base de teste, por sua vez, pode ser
deĄnida da seguinte maneira. Considere uma base de teste com � elementos, �teste =
¶(�n+1, �?), (�n+2, �?), ...(�n+j, �?) ♣ 1 ⊘ �i ⊘ �; �+ 1 ⊘ � ⊘ �+ �♢. As bases possuem di-
ferentes propósitos. O objetivo da base de treino é a criação de uma função � :�⊃ �, que
chamamos também de classiĄcador, que possa determinar os rótulos dos objetos da base
de teste, que, por sua vez, tem como objetivo avaliar a habilidade preditiva do classiĄcador
gerado.
2.1.2 Aprendizado Supervisionado Multirrótulo
A diferença entre o aprendizado supervisionado tradicional e o multirrótulo, está
na quantidade de rótulos que podem ser atribuídos a um objeto. Enquanto no problema
tradicional o objeto é associado a um único rótulo, no contexto multirrótulo um objeto
pode ser associado a um conjunto de rótulos. Formalmente, seja � = ¶�1, �2, ..., �k♢ um
conjunto com todas as k possíveis classes e Ð = 2Y representando todas possíveis combi-
nações de rótulos do problema, o objetivo de um classiĄcador multirrótulo é gerar uma
função ℎ:�⊃ Ð.
A Fig. 1 representa a diferença entre classiĄcação tradicional e classiĄcação multir-
rótulo. Fig. 1a ilustra a classiĄcação tradicional, onde uma música só pode ser do gênero
pop ou rock, mas nunca os dois. Fig. 1b, ilustra a classiĄcação multirrótulo, onde os
elementos que Ącaram divididos entre pop e rock, são então classiĄcados em ambas as
classes.
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Figura 1 Ű (a) ClassiĄcação Tradicional. (b) ClassiĄcação Multirrótulo.
2.1.3 Algoritmos de Classificação Multirrótulo
Na literatura, métodos de classiĄcação multirrótulo são normalmente divididos em
dois grupos.Métodos de transformação do problema e métodos de adaptação de algoritmos
(SPYROMITROS; TSOUMAKAS; VLAHAVAS, 2008).
No primeiro grupo, uma opção é quebrar o problema multirrótulo em um ou mais
problemas monorrótulo, e então resolver individualmente cada instância de problema uti-
lizando algoritmos tradicionais de classiĄcação. Outra opção para o primeiro grupo é
transformar o problema em uma tarefa de ranqueamento dos rótulos, onde o objetivo é
computar o quão relevante é uma classe para um objeto em particular e então selecionar
as classes que satisfazem um grau pretendido de relevância (MENCIA; FURNKRANZ,
2008). No segundo grupo, são abordados algoritmos especíĄcos de classiĄcação multirró-
tulo que tratam o problema diretamente e pertencem a classe de adaptação de algoritmos.
Para a classe de transformação de problema, um dos principais algoritmos é o
Binary Relevance (BR). O algoritmo consiste em aprender um modelo binário monorrótulo
para cada classe distinta da base de dados, gerando ♣�♣ bases de dados da forma ¶�i,¬�i♢
onde o classiĄcador terá que decidir se cada objeto pertence ou não a i-ésima classe do
problema (TSOUMAKAS et al., 2009). Existe outro algoritmo desta classe que, diferente
do BR, considera a dependência dos rótulos, considerando se um conjunto de rótulos
nunca vai acontecer ou sempre vai acontecer, por exemplo. O ClassiĄer Chain (CC) cria
♣�♣ bases de dados, da mesma forma que o BR, entretando, a medida que um objeto é
classiĄcado em uma determinada classe, essa informação é repassada para as próximas
instâncias a serem preditas expandido seu espaço de atributos, dessa forma, levando em
consideração quais rótulos foram atribuídos nas instâncias anteriores.
Para a classe de adaptação de algoritmo, um exemplo é o Multi-label k-Nearest
Neighbor, que é um dos algoritmos considerados estado da arte em classiĄcação multir-
rótulo (ZHANG; ZHOU, 2014). Ele recebe esse nome pois é baseado no tradicional kNN.
A idéia base é adaptar o kNN para lidar com o problema multirrótulo (ZHANG; ZHOU,
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2007). Além de utilizar como parte do algoritmo o tradicional kNN, é utilizada inferência
bayesiana para classiĄcar os rótulos.
2.1.4 Medidas de avaliação para classificação multirrótulo
Nesta seção, serão abordadas as principais medidas de avaliação para algoritmos
de classiĄcação multirrótulo encontradas na literatura.
2.1.4.1 Perda de Hamming
Perda de Hamming ou Hamming Loss é a média do total de classes que foram
incorretamente preditas para cada exemplo (SOKOLOVA; LAPALME, 2009). Seja� uma
base de dados, �i o subconjunto correto de rótulos para o i-ésimo objeto e �i = ℎ(�i),
�����������(ℎ,�) =
1
♣�♣
|D|︁
i=1
♣�i ⊕ �i♣
�
(2.1)
Para esta medida, os valores devem ser minimizados.
2.1.4.2 Acurácia do subconjunto
Acurácia do subconjunto ou subset accurary é uma medida que considera a quan-
tidade de exemplos que foram perfeitamente classiĄcados, ou seja, só será levado em
consideração quando o classiĄcador acertar totalmente todos os rótulos previstos para um
objeto. (TSOUMAKAS; VLAHAVAS, 2007).
��������������(ℎ,�) =
1
♣�♣
|D|︁
i=1
(�i = �i) (2.2)
Para esta medida, os valores devem ser maximizados.
2.1.4.3 Acurácia
Acurácia ou Accuracy é uma medida que quantiĄca quantos rótulos foram previs-
tos corretamente. Nesta medida, são considerados os acertos individuais em relação aos
rótulos, ou seja, todos os rótulos que forem previstos corretamente serão considerados,
independente de acertar todo o conjunto de rótulos do objeto ou não.
��������(ℎ) =
1
♣�♣ �
︁|D|
i=1 ♣�i ∩ ℎ(�i)♣
♣�i ∪ ℎ(�i)♣
(2.3)
Para esta medida, os valores devem ser maximizados.
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2.1.5 Medidas de avaliação para bases de dados multirrótulo
As bases de dados multirrótulo podem variar muito de uma para outra. Em algu-
mas bases a quantidade de rótulos de cada exemplo pode ser muito diferente em relação
a outra base, e isso pode implicar na avaliação do algoritmo. Algumas medidas como
cardinalidade do rótulo e densidade do rótulo podem dizer o Şquão multirrótuloŤ é uma
base (TSOUMAKAS; KATAKIS, 2007).
2.1.5.1 Cardinalidade do rótulo
Cardinalidade do rótulo ou label cardinality é uma medida que calcula a média da
quantidade de rótulos dos exemplos de uma base. Sendo � o conjunto de dados e �i o
conjunto de rótulos preditos para o i-ésimo objeto,
����������������(�) =
1
♣�♣
|D|︁
i=1
♣�i♣ (2.4)
.
2.1.5.2 Densidade do rótulo
Densidade de rótulo ou label density é uma medida que calcula a média da quanti-
dade de rótulos dos exemplos de uma base, dividido pela quantidade de possíveis rótulos
da base. Sendo � a quantidade de rótulos possíveis do conjunto de dados,
������������(�) =
1
♣�♣
|D|︁
i=1
♣�i♣
�
(2.5)
.
2.2 Redes Complexas
O estudo de redes complexas chamou bastante atenção nos últimos anos ao resolver
problemas de sistemas sociais, biológicos e de comunicação (JEONG; NÉDA; BARABÁSI,
2003). As redes complexas podem ser entendidas como redes que possuem estrutura to-
pológica não trivial, o que signiĄca que seu viés de formação não segue um critério nem
especíĄco e nem totalmente aleatório (CARNEIRO, 2016).
Uma das maneiras mais comuns de representar uma rede é por meio de estruturas
chamadas grafos. Um grafo pode ser representado como �(�,�) sendo � um conjunto
de objetos chamados de vértices e � sendo um par que representa uma relação entre
dois objetos, denominado aresta. Com esta estrutura, podemos representar uma grande
variedade de problemas do mundo real, como redes sociais, Internet e World Wide Web
(WWW). Um exemplo do uso de grafos ou redes complexas é na representação de relações
de amizade em redes sociais, onde cada pessoa é um vértice e as arestas representam uma
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plexas com algoritmos de classiĄcação monorrótulo tradicionais. O objetivo do trabalho
foi aprimorar a performance do classiĄcador utilizando uma abordagem que além de ana-
lisar os atributos físicos dos dados também considera sua estrutura topológica. O trabalho
exibiu melhora no desempenho da classiĄcação monorrótulo trazendo uma nova ideia para
classiĄcação de dados.
O modelo de classiĄcação usado nesta pesquisa teve como base o trabalho de
Silva e Zhao (2012), com modiĄcações relacionadas à normalização, atribuição de pesos,
construção da rede, entre outras.
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3 Desenvolvimento
A primeira etapa do trabalho consistiu basicamente na leitura de diversos artigos
relacionados a teoria das redes complexas e classiĄcação multirrótulo com o objetivo de
adquirir base teórica suĄciente para prosseguir com o trabalho. Com o conhecimento
conquistado nesta etapa foi possível desenvolver uma habilidade crítica acerca de ambas
áreas de estudo, conhecendo os principais conceitos, medidas de avaliação e algoritmos
para classiĄcação multirrótulo além de diversas aplicações e medidas de redes complexas,
estas, que analisam importantes características da rede.
Em seguida foram implementadas e testadas medidas de redes complexas, sendo
elas as medidas de assortatividade e coeĄciente de agrupamento da rede, descritas na seção
2.2.1. Também foram implementadas e testadas medidas de avaliação de algoritmos de
classiĄcação multirrótulo, sendo elas as medidas de Hamming Loss, Subset Accuracy e
Accuracy. Todas essas medidas de classiĄcação multirrótulo foram listadas e descritas na
seção 2.1.4.
A seguir são apresentadas outras etapas importantes para o desenvolvimento deste
trabalho, desde a seleção e coleta das bases de dados utilizadas, passando pelo processo
de construção da rede até a formulação do algoritmo de classiĄcação multirrótulo usando
redes complexas.
3.1 Bases de Dados para ClassiĄcação Multirrótulo
Para este trabalho foram selecionadas bases de dados de vários problemas de domí-
nios distintos cujos dados estão representados na forma de vetores de atributos numéricos.
As bases coletadas foram:
∙ Birds, é uma base de dados contendo a frequência gerada através de FFT (Fast
Fourier Transform) de uma gravação de áudio do som de pássaros. O problema que
essa base traz é o seguinte: dada a gravação de um áudio, dizer o conjunto de todas
as espécies de pássaros presentes na gravação (BRIGGS et al., 2012).
∙ Emotions, esta base contém informação da frequência de músicas. A frequência
extraída são do timbre e o ritmo das músicas (TROHIDIS et al., 2008), que também
foram capturadas usando FFT. O problema dado pela base é o seguinte: dado o
timbre e o ritmo da música, o que irá sentir quem ouvir a música? Os possíveis
rótulos (sentimentos) disponíveis na base são: surpresa, felicidade, calma, continuar
quieto, tristeza, raiva.
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correspondente.
Algoritmo 1: Gerar rede
Entrada: �treino, �, �
Saída: Grafo representando a classe �
1 início
2 ����� : �����[♣�treino♣]
3 para cada � ∈ �treino faça
4 se � ∈ � então
5 conectarMaisProximos(�����, �, �, �,�treino)
6 fim
7 fim
8 Transformar o grafo em um novo não direcionado
9 fim
10 retorna �����
A função conectarMaisProximos analisa os � exemplos mais próximos de � utili-
zando uma medida de similaridade e o conecta apenas a outros exemplos que também
estão associados a �. Neste trabalho a medida utilizada foi a distância Euclidiana. O
Alg. 2 descreve a função.
Algoritmo 2: conectarMaisProximos
Entrada: �����, �, �, �,�treino
1 início
2 ����� < ��� < ����, ������� >> : ���������
3 para cada � ∈ �treino faça
4 se � ∈ � ∧ � ̸= � então
5 ���������.�������(¶�������������������(�treino[�], �treino[�]), �♢)
6 fim
7 fim
8 ordenar(distancia)
9 para �⊂ 0 até min(�, ♣���������[�]♣)⊗ 1 faça
10 �����[�].�������(���������[�].������)
11 fim
12 fim
Assim que a rede é construída, é então aplicada as medidas de redes complexas no
grafo. Antes que as medidas sejam aplicadas, o grafo direcionado é transformado em um
novo grafo não direcionado. A Fig. 5 mostra um exemplo de grafo que foi gerado utilizando
o Alg. 1. Para este trabalho as medidas aplicadas foram assortatividade e coeĄciente de
agrupamento, ambas descritas em 2.2.1.
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Figura 5 Ű Grafo gerado utilizando o algoritmo Gerar Rede para o rótulo ŞmontanhaŤ
da base Scene com � = 10.
3.3 ClassiĄcação Multirrótulo usando Redes Complexas
Em classiĄcação, a maioria dos algoritmos mono ou multirrótulo da literatura
analisam apenas os atributos físicos dos dados ignorando características e relações im-
portantes dos dados, como por exemplo, a formação de padrão. Uma das maneiras de
capturar essas características é utilizando a teoria das redes complexas para modelar o
problema. A ideia base do trabalho é combinar a classiĄcação via medidas de rede com os
algoritmos de classiĄcação multirrótulo já existentes para que seja considerada a estrutura
topológica dos dados. Uma proposta similar chamada de framework híbrido foi proposta
por (SILVA; ZHAO, 2012) para classiĄcação tradicional.
A partir dos cálculos das medidas de rede sobre o grafo gerado a partir da base de
treino, a próxima etapa é inserir no grafo cada objeto de teste usando o Alg. 1. Entretanto,
deve ser desconsiderada a veriĄcação de classe do objeto de teste, visto que em teoria não
a conhecemos. Observe que um objeto de teste pode ser inserido em grafos distintos, assim
como os objetos de treino, visto que cada grafo representa uma classe e um mesmo objeto
pode ter vizinhos de similaridade associados a diferentes classes.
Após a inserção do objeto de teste, é calculada a variação das medidas do grafo
original com o novo grafo considerando o objeto de teste. No caso de muita variação a
tendência é que o objeto não pertença à classe representada pelo grafo, do contrário existe
uma chance maior do objeto ser associado àquela classe do grafo.
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Após o cálculo da variação, o objeto teste é removido para que outro possa ser
testado e o algoritmo se repete para todos os outros objetos de teste. A combinação das
medidas de rede pode ser descrita da seguinte forma:
�(c)y =
Z︁
u=1
Ó(�)[1⊗ � (c)y (�)], (3.1)
onde Ó ∈ [0, 1],
Z︁
u
Óu = 1 e representa um peso para cada medida de rede, e (�) representa
as medidas de rede escolhidas para análise de conformidade de padrão. A função � (c)y é
deĄnida como:
� (c)y = �
(c)
y (�) �
(c), (3.2)
no qual �(c)y representa a variação que o objeto de teste � gerou na medida � no grafo e
�(c) representa a proporção de objetos de treino que pertencem a �, uma estratégia para
lidar com bases de dados desbalanceadas.
Combinadas as medidas de redes complexas é preciso Ąnalizar combinando os
resultados com os algoritmos próprios de classiĄcação multirrótulo. Esta etapa pode ser
formalmente descrita da seguinte maneira:
� (c)y = Ú�
(c)
y + (1⊗ Ú)�
(c)
y (3.3)
onde � (c)y é o valor gerado pela junção das probabilidades de um objeto � pertencer a
classe � dadas por um classiĄcador multirrótulo tradicional, denotada por �(c)y e pela
combinação multirrótulo das variações das medidas de rede, denotada por �(c)y .
Assim que é obtido � , para fazer a classiĄcação é preciso deĄnir um threshold
que chamaremos de á , onde, um objeto � será associado a uma classe �, se � cy ⊙ á , do
contrário não. O Alg. 3 descreve um passo a passo da técnica proposta.
Algoritmo 3: Técnica Proposta.
Entrada: �, �treino, �teste, Ú , Ó, á
1 Construir a rede da �treino, como descrito no Alg. 1
2 Calcular Eq. 2.6, 2.7 para os grafos gerados
3 Inserir um objeto de teste � nos grafos de seus � vizinhos de treino mais próximos
4 Calcular Eq. 3.3
5 ClassiĄcar � em todas classes onde � cy ⊙ á
6 Remover � dos grafos e repetir as etapas 3, 4, 5, 6 com o próximo objeto de teste
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4 Resultados
Neste capítulo será feita uma análise de todos os resultados experimentais obti-
dos, fazendo uma comparação primeiramente entre as técnicas convencionais e depois,
as mesmas técnicas com a combinação via medidas de rede. Será discutido também, os
parâmetros, bases de dados e algoritmos utilizados.
4.1 Ambiente Experimental
O modelo de classiĄcação desenvolvido nesta pesquisa foi aplicado sobre as quatro
bases de dados descritas no capítulo anterior, estas, que foram dividas em treino e teste.
A Tab. 1 exibe as características de cada base de dados utilizada no trabalho.
Tabela 1 Ű Propriedades das bases de dados.
Base Domínio Instâncias Rótulos Atributos Cardinalidade Densidade Treino Teste
Birds Áudio 645 19 258 1.014 0.053 322 323
Emotions Música 593 6 72 1.869 0.311 391 202
Scene Imagem 2407 6 294 1.074 0.179 1211 1196
Yeast Biologia 2417 14 103 4.237 0.303 1500 917
Para avaliar os resultados obtidos pela técnica proposta, serão analisadas as medi-
das de acurácia e acurácia de subconjunto apresentadas na seção 2.1.4. Os classiĄcadores
multirrótulo convencionais escolhidos para uso nas análises foram:
∙ MLkNN por ser uma das principais técnicas da literatura.
∙ Binary Relevance e ClassiĄer Chain juntos ao SVM por ser tratar de combinações
muito populares em classiĄcação multirrótulo.
∙ Binary Relevance e ClassiĄer Chain juntos ao Naive Bayes, por se tratar de um
algoritmo simples e muito utilizado na literatura. O modelo escolhido do classiĄcador
ingênuo foi o Gaussiano por lidar melhor com objetos com atributos contínuos, como
os das bases utilizadas neste trabalho.
Os parâmetros dos algoritmos foram mantidos o padrão. Sendo para o MLkNN o
valor de � = 10, para o SVM o kernel = rbf e nenhum parâmetro para o Naive Bayes.
Para a combinação das medidas de redes complexas com os algoritmos foram testadas
todas combinações de Ú, Ó e á considerando os valores [0.0, 0.1, 0.2, ..., 0.8, 0.9, 1.0].
A implementação dos classiĄcadores multirrótulo convencionais usados neste tra-
balho pode ser encontrada em (Szymański; Kajdanowicz, 2017). O código da combinação
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do classiĄcador via medidas de rede com os algoritmos tradicionais foram implementa-
dos e testados nas linguagens C++ e Python.Os resultados obtidos sobre cada base será
discutido nas próximas seções.
4.2 Comparação entre técnicas convencionais
Na Tab. 2 podemos observar que o algoritmo MLkNN obtêm um bom resultado
de modo geral. O algoritmo se destaca principalmente nas últimas duas bases de dados
observadas, onde, na base Scene, o valor da acurácia de subconjunto foi muito superior
aos demais algoritmos analisados.
A estratégia do Binary Relevance e ClassiĄer Chain utilizando como modelo binário
o SVM obtiveram resultados muito próximos e conseguiram o melhor resultado na base
Birds por uma pequena diferença em relação ao MLkNN. Mesmo obtendo um resultado
satisfatório de acurácia na base Yeast, essas estratégias tiveram um péssimo desempenho
na acurácia de subconjunto dessa base, acertando perfeitamente os rótulos de menos de
2% da base de teste. A técnica ClassiĄer Chain junto ao Gaussian Naive Bayes obteve um
resultado insatisfatório de acurácia de subconjunto na base Birds, um bom resultado de
acurácia de subconjunto na base Scene e a melhor acurácia na base Emotions.
Tabela 2 Ű Acurácia e Acurácia de Subconjunto de cada algoritmo em cada base de dados.
Emotions Birds Scene Yeast
Algoritmo Acc. S.Acc. Acc. S.Acc. Acc. S.Acc. Acc. S.Acc.
MLkNN 69.6 13.4 94.6 46.7 91.0 60.5 79.1 16.7
BR (SVM) 73.5 14.3 94.8 46.7 85.9 21.7 76.7 1.7
CC (SVM) 73.5 14.3 94.8 46.7 86.3 24.1 76.7 1.7
BR (GNB) 72.7 11.8 74.1 7.4 75.6 17.8 69.9 10.3
CC (GNB) 73.9 14.8 75.3 8.3 79.3 29.0 68.6 9.2
4.3 Combinação de técnicas convencionais e baseadas em redes
complexas
A Tab. 3 mostra uma comparação da acurácia entre classiĄcadores multirrótulos
convencionais (�y) e suas respectivas combinações com o classiĄcador via medidas de redes
complexas (�y). Analisando a tabela, podemos observar que o classiĄcador via medidas
de rede contribuiu com a melhora dos algoritmos convencionais em pelo menos uma base
de dados. Na base Birds, a técnica via medidas de rede apresentou um resultado melhor
de maneira invidivual do que todos os algoritmos analisados, e, por esta razão, a acurácia
se repetiu para todas as combinações de algoritmos. É importante observar, que, devido a
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otimização dos parâmetros, caso o classiĄcador via medidas de rede não consiga melhorar
o desempenho de �y o resultado retornado será exatamente igual a �y.
Tabela 3 Ű Valores de acurácia para �y e �y para cada base de dados.
Algoritmo/Base Emotions Birds Scene Yeast
�y �y �y �y �y �y �y �y
MLkNN 69.6 71.9 94.6 94.9 90.9 90.9 79.0 79.0
BR (SVM) 73.5 74.2 94.8 94.9 85.9 89.8 76.7 79.6
CC (SVM) 73.5 74.4 94.8 94.9 86.3 88.5 76.7 77.9
BR (GNB) 72.7 75.5 74.1 94.9 75.6 81.8 69.9 72.5
CC (GNB) 73.9 75.7 75.3 94.9 79.3 81.8 68.6 70.7
Existe um detalhe importante sobre os resultados das bases que precisa ser obser-
vado. Os algoritmos obtiveram melhores resultados em algumas bases mesmo estas sendo
maiores e apresentando uma maior possibilidade de rótulos que outras. Como vimos na
seção 2.1.5, as bases possuem duas medidas de avaliação muito importantes, a cardina-
lidade e densidade de rótulo. Os valores de tais medidas inĆuenciam muito no resultado
dos algoritmos, pois, elas podem dizer o Şquão multirrótuloŤ ou Şquão complicadaŤ é uma
base de dados. Observe que todos algoritmos obtiveram melhores resultados na base Scene
em relação a Emotions, mesmo uma base sendo muito maior que a outra. Isto acontece
pois estamos tratando de uma base Şmenos multirrótuloŤ e portanto mais fácil de realizar
a classiĄcação. A Tab. 1 mostra propriedades importantes das bases de dados, como a
densidade e cardinalidade, fatores estes que inĆuenciam diretamente na diĄculdade da
classiĄcação.
4.4 Análise dos parâmetros de combinação dos classiĄcadores
Nesta seção será discutida a contribuição de cada parâmetro do classiĄcador via
medidas de rede.
Na Fig. 6, foi deĄnido um valor Ąxo para á = 0.8 e Ó = 0.5 e a contribuição (Ú) do
classiĄcador BR (GNB) variou de [0.0, 0.1, 0.2, ..., 0.9, 1.0]. Lembre-se que sempre que
o Ú do classiĄcador tradicional aumenta o percentual de contribuição da classiĄcação via
medidas de rede diminui.
É possível observar que usando um Ú elevado para o classiĄcador multirrótulo
tradicional os resultados Ącaram piores, mostrando que, nesta base, o classiĄcador multir-
rótulo via medidas de redes complexas de forma individual tem uma melhor performance
em relação ao classiĄcador multirrótulo tradicional usado. Outra observação é que as duas
medidas de desempenho usadas se comportam de maneira similar em escalas diferentes.
Nos resultados da Fig. 6, o grafo foi gerado utilizando � = 13.
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Figura 6 Ű Acurácia e acurácia de subconjunto da base Birds de acordo com variação de
Ú.
Na Fig. 7, foi deĄnido um valor Ąxo para á = 0.6 e Ó = 0.5 e a contribuição (Ú) do
classiĄcador BR (GNB) variou de [0.0, 0.1, 0.2, ..., 0.9, 1.0]. É possível observar que usando
apenas o classiĄcador multirrótulo tradicional obtivemos ≡ 0.725 de acurácia e ≡ 0.16
de acurácia de subconjunto. Utilizando 0.6 do classiĄcador multirrótulo tradicional e 0.4
da classiĄcação via medidas de rede chegamos a ≡ 0.75 na acurácia e ≡ 0.21 de acurácia
do subconjunto. Diferente do resultado mostrado na Fig. 6, o classiĄcador multirrótulo
tradicional contribuiu de maneira mais efetiva para obter o melhor resultado.
Figura 7 Ű Acurácia e acurácia de subconjunto da base Emotions de acordo com variação
de Ú.
Na Fig. 8, foi selecionado a melhor contribuição Ú observando os valores de acurácia
da Fig. 7 e Ąxado o mesmo á . Podemos ver que o valor de Ó para as medidas não foi muito
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5 Conclusão
Como foi mostrado nos resultados, a utilização de redes complexas combinada a
classiĄcadores multirrótulo possibilita a melhora da taxa de acertos dos classiĄcadores
convencionais de maneira individual. Em nossos experimentos, obtivemos resultados con-
sideráveis como vimos na seção de resultados onde, em alguns algoritmos, foi possível
na base Birds melhorar a acurácia de 74.1% para 94.9% e na base Scene de 75.6% para
81.8%. Este é um resultado promissor que nos permite considerar mais investigações sobre
o uso de redes complexas para a classiĄcação multirrótulo. Apesar do modelo proposto
aqui poder ser muito melhorado e explorado, o objetivo base de apresentar uma nova
abordagem para classiĄcação multirrótulo que considera não só os atributos físicos, mas
também a estrutura topológica dos dados foi alcançado.
Para trabalhos futuros, serão consideradas novas medidas de avaliação, novas bases
de dados, novas técnicas para otimização de parâmetros, como por exemplo, o GridSe-
arch, aĄm de reĄnar a comparação entre os algoritmos, já que foram usados os valores
padrão para cada parâmetro. Além do mais, serão investigadas novas abordagens para
tratar o problema. Uma das abordagens que será discutida, se dá pelo uso de detecção
de comunidades, onde será possível combinar e usar diferentes medidas em relação as que
foram utilizadas neste trabalho.
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