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1
1 Introduction. Reality Problems for the Algebro-
Geometric Solutions.
The so-called finite-gap or algebro-geometric solutions were found for KdV in
the work [1] in 1974. Their complete theory involving the spectral theory of
periodic (quasiperiodic) finite-gap Schro¨dinger operators on the line and its
unification with algebraic geometry and analysis on the Riemann surfaces,
time dynamics and algebro-geometric hamiltonian aspects was constructed
in the works [2, 3, 4, 5, 6, 7] (see in the survey article [8]) and in the works
[9, 10].
It was extended in many works to a huge number of 1+1 systems. In
the work [11] a purely algebraic procedure cleaned from the spectral theory
was formulated on the basis of these works and applied to the 2 + 1 systems
like KP. The algebro-geometric spectral theory of the stationary periodic
2D Schro¨dinger operator was developed in the works [12, 13]. Some classical
higher rank problems for the commuting OD operators were solved (see [14]).
However, the algebraic methods free from the spectral theory have a weak
point in applications: it is very difficult in many cases to select effectively the
proper “real” (i.e. physically or geometrically meaningful) solutions among
the complex solutions given by the Θ-functional expressions. Some physical
properties may be completely invisible from these formulas. One may observe
that the effective solution of this problem is normally easy exactly if corre-
sponding Lax operator L (or its λ-dependent analog) is self-adjoint or has a
good spectral theory in the Hilbert space anyway, and difficult otherwise.
The reality problem is trivial for KdV. It is also trivial for the defocusing
Nonlinear Schro¨dinger equation NLS+ and for Sinh-Gordon equation
∂2u
∂ξ∂η
= 4 sinh u(ξ, η).
However, the reality problem is nontrivial for such famous classical sys-
tems as the focusing Nonlinear Schro¨dinger NLS− and the Sine-Gordon (SG)
system.
utt − uxx + sin u(x, t) = 0
For example, until now there was no formula calculating such elementary
physical characteristic of the real finite-gap (algebro-geometric) solutions pe-
riodic in the space variable x with period T as the so-called Topological
Charge. Let us remind that we call function u(x) periodic in this case if
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exp{iu(x + T )} = exp{iu(x)}. The topological charge of this function is
equal to the integer number n = [u(x + T ) − u(x)]/2π. The density of the
topological charge is equal to the real number n/T . It can be extended to
all quasiperiodic functions in the variable x. This quantity survives all real
periodic nonintegrable perturbations. Therefore it is especially valuable in
applications.
Nobody was able to find out what the description of the real components
described in terms of the Jacoby torus and Θ-functions (found in the works
[15, 16]) implies for the values of the topological charge.
Problem: How to calculate the topological charge of real periodic SG
solutions in terms of the Spectral Data: the Riemann surfaces and divisors.
An attempt has been made almost 20 years ago in the work [17] to develop
a method for the solution of this problem. This method has been called
an “Algebro-Topological” approach to the reality problems. An interesting
formula has been proposed. However, as it was pointed out in [18], the idea of
the proof presented in [17] failed. In this work we found a new development
of the main idea of the work [17]. We present here a full proof of the formula
for the topological charge based on the new effective description of the real
components in terms of divisors. A partial case of this result is announced
by the authors in the short note [19] where some ideas are briefly described.
In the next work we are going to publish also a correction and a full
proof of the formula for the so-called Action Variables announced in the
work [17] (the standard field-theoretical Poisson Bracket restricted on the
space of finite-gap real SG solutions is the most interesting nontrivial case
here).
2 Finite-gap (algebro-geometrical) solutions
to the Sine-Gordon equation. Known re-
sults.
2.1 The Sine-Gordon equation. Zero Curvature repre-
sentation.
The famous Sine-Gordon equation (SG)
utt − uxx + sin u(x, t) = 0 (1)
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appeared in the XIX century Geometry in the light-cone representation
uξη = 4 sin u, u = u(ξ, η), (2)
where
x = 2(ξ + η), t = 2(ξ − η), ∂ξ = 2∂x + 2∂t, ∂η = 2∂x − 2∂t. (3)
A broad family of the “soliton-type solutions” was found already in XIX
century: it was based on the discovery by Bianchi and S.Lie the substitution
called later the “Backlund Transformation”.
The analogy of SG with KdV (i.e. association with the so-called “Inverse
Scattering Transform”) was found in the early 1970s by G.Lamb (see [20]).
The modern approach to the study SG equation was developed in the work
[21] in 1974. It is based on the representation of the SG equation as a
consistency condition for the following linear systems rationally dependent
on the parameter λ:
Ψξ = UΨ, Ψη = VΨ, (4)
where
Ψ = Ψ(λ, ξ, η) =
(
ψ1(λ, ξ, η)
ψ2(λ, ξ, η)
)
, (5)
U = U(λ, ξ, η) =
[
iuξ
2
1
−λ − iuξ
2
]
, V = V (λ, ξ, η) =
[
0 − 1
λ
eiu
e−iu 0.
]
(6)
In the variables (x, t) we have:
Ψx =
1
4
(U + V )Ψ, Ψt =
1
4
(U − V )Ψ, (7)
where
U = U(λ, x, t) =
[
i(ux + ut) 1
−λ −i(ux + ut)
]
, (8)
V = V (λ, x, t) =
[
0 − 1
λ
eiu
e−iu 0.
]
. (9)
4
Definition 1 We call the compatibility condition for pair of linear systems
like above (see (4), (7) a (rationally) λ-dependent Zero Curvature rep-
resentation. It can be written in algebraic form
[∂ξ − U(λ), ∂η − V (λ)] = 0.
Let us mention that the standard Lax representation for the KdV and all
higher KdV equations dL/dtn = [An, L] based on the λ-independent linear
differential operators L,An, has been transformed into the (polynomially) λ-
dependent zero-curvature representation in the work [1] for the needs of the
periodic problem (to study the finite-gap solutions invented in this work).
Very interesting elliptic zero curvature representations appeared later. Until
now we do not know interesting effectively written zero-curvature represen-
tations with more complicated λ-dependence.
Definition 2 A SG solution u(x, t) is called periodic in x if the quantity
eiu is periodic with period T in the real variable x ∈ R .
Definition 3 The quantity n = [u(x+ T )− u(x)]/2π, where T is the period
is called topological charge. The ratio n¯ = n/T is called density of
topological charge.
The following statement is well-known in the theory of functions:
Lemma 1 Let u( ~X), X ∈ Rn be a smooth function in Rn such, that exp(iu( ~X))
is single-valued on the torus Rn/Zn, i.e. exp(iu( ~X + ~N)) = exp(iu( ~X)) for
any integer vector ~N . Denote by u(x) restriction of u( ~X) to the strait line
~X = ~X0 + x · ~v. Then the density of topological charge n¯ = lim
T→∞
[u(x+ T )−
u(x)]/2πT is well-defined; it does not depend on the point ~X0 and can be
expressed by the following formula:
n¯ =
n∑
k=1
nkv
k, (10)
where ~v = (v1, v2, . . . , vn), and nk are topological charges along the basic
cycles Ak, k = 1, . . . , n:
u(X1, X2, . . . , Xk + 1, . . . , Xn)− u(X1, X2, . . . , Xk, . . . , Xn) = 2πnk. (11)
The Topological Charge along the cycle A = ∑ lkAk ∈ H1(T n, Z) is
equal to the linear combination n(A) = ∑ lknk by definition.
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2.2 Algebro-geometric solutions: The complex theory.
Let us recall the construction of general complex “finite-gap” SG solutions.
They were constructed almost immediately after the finite-gap KdV theory
(see [23, 24]).
Take the following “spectral data” similar to KdV:
1. A nonsingular hyperelliptic Riemann surface Γ [µ2 = R(λ)], where
R(λ) =
2g∏
k=0
(λ− Ek), such that E0 = 0 and Ei 6= Ej , i, j = 0, 1, . . . , 2g.
It has exactly 2g + 2 branching points E0 = 0, E1, . . . , E2g, ∞; the
genus of Γ is equal to g. A point γ ∈ Γ is by definition a pair of complex
numbers γ = (λ, µ) such, that µ2 = R(λ).
2. A divisor D of degree g, i.e. set (or formal sum) of g points D =
γ1 + . . .+ γg.
For generic data Γ, D there exists an unique two-component “Baker-
Akhiezer” vector-function Ψ(γ, ξ, η) such that
1. For fixed (ξ, η) the function Ψ(γ, ξ, η) is meromorphic in the variable
γ ∈ Γ outside the points 0, ∞ and has at most 1-st order poles at the
divisor points γk, k = 1, . . . , g.
2. Ψ(γ, ξ, η) has essential singularities at the points 0, ∞ with the follow-
ing asymptotics:
Ψ(γ, ξ, η) =
(
1 + o(1)
i
√
λ+O(1)
)
ei
√
λξ as λ→∞, (12)
Ψ(γ, ξ, η) =
(
φ1(ξ, η) + o(1)
i
√
λφ2(ξ, η) +O(λ)
)
e
− i√
λ
η
as λ→ 0, (13)
where φ1(ξ, η), φ2(ξ, η) are some functions of the variables ξ, η .
Let us point out that the divisor of zeroes of the first component ψ1
we denote D(ξ, η) =
∑
j γj(ξ, η). For ξ = 0, η = 0 we have D(0, 0) =
D. The equations for this divisor in the variables ξ, η we call Dubrovin
equations. The are important for our work (see below). The vector-function
Ψ(γ, ξ, η) satisfies to the zero-curvature equations (4) with potential given
by the formula
u(ξ, η) = i ln
φ2(ξ, η)
φ1(ξ, η)
. (14)
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Therefore the function u(ξ, η) solves the SG equation (2).
Both functions Ψ and u can be expressed through the Θ-functions asso-
ciated with Riemann surface Γ. It is easier to express the solution u through
the Θ-functions than Ψ. Let us mention that the first Θ-functional formula
for the functions like Ψ was obtained by A.Its in the case of KdV; it was
found later than the Its-Matveev formula for the potential and KdV solu-
tion u(x, t)–see the [8], Appendix 1. In the higher rank problems there exist
sometimes explicit formulas for the functions like u, but Ψ cannot be found
explicitly (see[14]). As a second remark let us point out that the first com-
ponent ψ1 of the Baker-Akhiezer vector-function Ψ is a partial case of the
general scalar two-point Baker-Akhiezer functions satisfying to the second
order linear Schro¨dinger equation L1ψ1 = 0 invented in the work [12]. Here
we have
L1 =
∂2
∂ξ∂η
+ A(ξ, η)
∂
∂η
+W (ξ, η),
−A = ∂ξ log φ1. In this special case our surface Γ is hyperelliptic, the selected
points coincide with 0,∞ and corresponding local parameters are chosen as√
λ, 1/
√
λ. The second function ψ2 satisfies to similar equation L2ψ2 = 0
where the operator L2 is obtained from L1 by the so-called Laplace Transfor-
mations and vice versa. It is known that cyclic Laplace Chains of the length
2 lead to the SG equation in the general complex case (see in the work [22]).
For the generic “spectral data” Γ, D corresponding SG solutions are com-
plex and may have singularities for real x. The function exp{iu} can be nat-
urally considered as a certain meromorphic function on the complex Jacoby
torus T 2g = J(Γ) restricted to a linear subspace.
For the effective reconstruction of the function u(ξ, η) we use the formula
eiu(ξ,η) =
g∏
j=0
(−λj(ξ, η))√
2g∏
j=1
Ej
(15)
Dubrovin equations in the variables ξ, η for the divisor D(ξ, η) of zeroes
of the first function ψ1, where D(ξ, η) = γ1(ξ, η)+ . . .+γg(ξ, η) and γj(ξ, η) =
(λj(ξ, η), µj(ξ, η)), have the form:
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

∂λk(ξ, η)
∂ξ
= −2i µk(ξ, η)∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
∂µk(ξ, η)
∂ξ = −i
R′(λk(ξ, η))∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
∂u(ξ, η)
∂ξ = −2
∑
k
µk(ξ, η)
λk(ξ, η)
∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
,
(16)
where
R′(λ) =
∂R(λ)
∂λ
(17)


∂λk(ξ, η)
∂η = 2i
µk(ξ, η)e
iu(ξ,η)
λk(ξ, η)
∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
∂µk(ξ, η)
∂η = i
R′(λk(ξ, η))e
iu(ξ,η)
λk(ξ, η)
∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
∂u(ξ, η)
∂η = 2
∑
k
µk(ξ, η)e
iu(ξ,η)
λk(ξ, η)
2
∏
j 6=k
(λk(ξ, η)− λj(ξ, η))
,
(18)
eiu is defined by (15).
2.3 Real finite-gap SG solutions: known results.
It turns out that the simplest problem here is to find the class of Riemann
surfaces corresponding to the real solutions. This class was found in the work
[24]:
The set of branching points of the Riemann surface Γ should contain real
points or complex conjugate pairs of points only. All real branching points
should be nonpositive. Therefore we may assume, that the first 2m + 1 of
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them E0 = 0, E1, E2, . . . , E2m are real and 0 > E1 > E2 > . . . > E2m. For
k > m we have E2k = E2k−1, ImE2k 6= 0. Therefore our Riemann surface
(algebraic curve) Γ is real and admits a Z2×Z2-group of involutions generated
by the standard holomorphic involution σ : Γ→ Γ such that
σ(λ, µ) = (λ,−µ), (19)
and by the antiholomorphic involution τ such that τ1 = στ = τσ:
τ(λ, µ) = (λ¯, µ¯). (20)
Which divisors on these surfaces generate real SG solutions?
They were found in the work [25]. Let us formulate this result.
Take a real Riemann surface of the class described above. Try to construct
a meromophic differential Ω with two simple poles located in the points 0,∞
and with 2g zeroes located in the points D + τD where D = γ1 + . . . , γg.
Definition 4 . We call the divisor D admissible if and only if such differ-
ential Ω exists.
The admissible divisors lead to the real nonsingular solutions of the SG
equation. According to the result of [25] any real solution is nonsingular. So
the property of divisor to be admissible is sufficient for the solution to be real
and smooth quasiperiodic function for the nonsingular real algebraic curve
Γ.
We shall explain below (see Appendix 1) that this requirement is also
necessary for the periodic solution to be real nonsingular.
Let us demonstrate here a simple proof of the statement:
The potential u(ξ, η) is real if the condition formulated above is satisfied
Proof. Consider the following 1-forms:
Ω1 = ψ1(γ, ξ, η)ψ1(τγ, ξ, η)Ω, Ω2 =
−1
λ
ψ2(γ, ξ, η)ψ2(τγ, ξ, η)Ω. (21)
We may assume, that the residues of the form Ω are equal to the number ±1
at the points 0, ∞ respectively. Then the residues of the differentials Ω1, Ω2
at the point ∞ are equal to the number −1. Calculating the residues at the
point 0, we get:
1 = φ1(ξ, η)φ1(ξ, η) = φ2(ξ, η)φ2(ξ, η). (22)
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Therefore we have ∣∣∣∣∣φ2(ξ, η)φ1(ξ, η)
∣∣∣∣∣ = 1 (23)
and the potential u(ξ, η) in (14) is real. Our statement is proved.
The form Ω1 defined above has simple poles at the points 0, ∞ and
zeroes at the points γ1(ξ, η), . . . , γg(ξ, η), τγ1(ξ, η), . . . , τγg(ξ, η). Therefore
the divisor of zeroes of ψ1 D(ξ, η) = γ1(ξ, η) + . . .+ γg(ξ, η) is admissible for
all ξ, η.
In the work [25] the number of real components was found: it is equal
to 2m where 2m is a number of the strictly negative branching points. No
effective description of these components was presented in this work. In the
later works [15],[16] all real components were found and described in terms
of Jacobian variety associated with Θ-functions. It became clear that this
description is very hard to use for the studying simple fundamental properties
of solutions. For example, this description do not imply any formula for the
topological charge. A most recent survey of this subject can be found in [26].
In the joint work [17] an attempt has been made to describe real com-
ponents in homological terms involving the cycles [γj ] ∈ H1(Γ\(0⋃∞), Z)
covered by the moving zeroes γj(x) of the Baker-Akhiezer function ψ1 on the
Riemann surface Γ. In the special parts of the space of parameters this idea
led to the interesting formulas for the topological charge and action variables
in [17]. However, an attempt to extend it to the whole phase space failed as
it mentioned in [18]. In the present work we are going to prove formula for
the topological charge proposed in [17, 18].
3 Effective description of the real tori. Ad-
missible polynomials
Let us consider only real Riemann surfaces of the type already described
above. To construct a real solution to the SG equation we need to choose a
meromorphic differential Ω described in the previous paragraph.
Lemma 2 The differential Ω can be expressed in the following form
Ω =
(
1− λPg−1(λ)
R(λ)1/2
)
dλ
2λ
, (24)
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Here Pg−1(λ) is a polynomial of degree at most g − 1 with real coefficients
such, that the system {
µ = λPg−1(λ)
R(λ) = µ2,
(25)
has solutions exactly in the points (0, 0), γ1, . . . , γg, τγ1, . . . , τγg.
As it was already mentioned, the proof of this lemma immediately follows
from the general classification of the meromorphic differentials on the surface
Γ. We simply represented it in this standard form.
Definition 5 . We call a real polynomial Pg−1 of the degree at most g − 1
admissible if there exists a divisor D = γ1 + . . . = γg such the system (25)
has solutions in the points (0, 0) and D+τD. In particular, any real solution
of this system (25) except (0, 0) should have even multiplicity.
Admissible polynomials Pg−1(λ) can be characterized in the following
way:
Consider a pair of functions of the real variable λ:
f±(λ) = ±
√
R(λ)
λ
. (26)
We assume, that the functions f±(λ) are defined only for such λ 6= 0 that
R(λ) ≥ 0, i.e. these functions are real-valued. Let us draw the graphs of
these functions y = f+(λ), y = f−(λ), and fill in the following domains by
the black color:
λ < 0, y2 < R(λ)
λ2
,
λ > 0, y2 > R(λ)
λ2
.
(27)
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Fig 1.
Lemma 3 The polynomial Pg−1(λ) is admissible if and only if the graph
of Pg−1(λ) does not cross the black open domains (but it can touch their
boundaries).
We associate an admissible polynomial with an admissible divisor. Denote
this map by Π : D → Pg−l(λ). The inverse map Π−1 is multivalued. If
Pg−1(λ) is an admissible polynomial, then the equation (25) has 2g+1 roots.
One of them is the point (0, 0), other 2g roots form g pairs. To define an
admissible divisor we have to choose one point from each pair: therefore we
have at most 2g possibilities depending on the number of real points. In the
generic case we have no real roots, so the number is equal to 2g in this case.
It follows immediately from Lemma 3 that the set of all admissible divisors
is compact.
We already know that the set of all admissible divisors consists of 2m
connected components. But our knowledge of this fact is noneffective yet:
it simply follows from the number of real components found by the different
authors many years ago (see the previous section). We are going to describe
real components effectively in terms of the admissible polynomials.
Let us associate with each admissible polynomial a Topological Type,
i.e. a collection of m numbers sk = ±1, k = 1, . . . , m defined by the following
rule:
sk = 1 if Pg−1(λ) ≥ f+(λ) as E2k ≤ λ ≤ E2k−1,
sk = −1 if Pg−1(λ) ≤ f−(λ) as E2k ≤ λ ≤ E2k−1.
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Lemma 4 Each topological type is presented by the convex subset in the
space of polynomials Pg−1.
Proof. Each topological type is defined by the system of linear inequalities
as it follows from the definition above. Lemma is proved.
Lemma 5 Each of these 2m connected components is non-empty and de-
pends continuously on the branching points E1,. . . ,E2g.
It is sufficient for the proof to point out, that for any collection of m
numbers sk = ±1, k = 1, . . . , m the polynomial
Pg−1(λ) =
√
−E1 − E2m(−1)s1
m∏
k=2
(
√
E2k−2E2k−1−(−1)sksk−1λ)
g∏
k=m+1
(
√
E2k−1E2k−λ)
(28)
is admissible and belongs to the appropriate connected component.
The properties of the polynomial (28) can be easily derived from the
following elementary inequalities.
Let a, b be a pair of negative real numbers, a < b. Then:∣∣∣∣
√
(x−a)(x−b)
x
∣∣∣∣ > √−a− b as x > 0,∣∣∣∣
√
(x−a)(x−b)
x
∣∣∣∣ < √−a− b as a < x < b. (29)
Let a, b be a pair of negative real numbers, a < b. Then
∣∣∣√(x− a)(x− b)∣∣∣ > ∣∣∣(√ab± x)∣∣∣ as x > 0,∣∣∣√(x− a)(x− b)∣∣∣ < ∣∣∣(√ab± x)∣∣∣ as b < x < 0,∣∣∣√(x− a)(x− b)∣∣∣ < ∣∣∣(√ab± x)∣∣∣ as x < a.
(30)
Let a, b be a complex number with non-zero imaginary part, f(x) =√
(x− a)(x− a¯). Then
∣∣∣√(x− a)(x− a¯)∣∣∣ > ∣∣∣(√aa¯− x)∣∣∣ as x > 0,∣∣∣√(x− a)(x− a¯)∣∣∣ < ∣∣∣(√aa¯− x)∣∣∣ as x < 0. (31)
Combining the inequalities (29)-(31) we are coming to the conclusion:
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For the polynomial Pg−1(λ) defined by the formula (28) we have the
following inequalities:
∣∣∣∣
√
R(λ)
λ
∣∣∣∣ > |Pg−1(λ)| as x > 0,∣∣∣∣
√
R(λ)
λ
∣∣∣∣ < |Pg−1(λ)| as x < 0 and the left-hand side is real.
(32)
Therefore the polynomial Pg−1(λ) is admissible. Lemma is proved.
The following property of admissible divisors is essential:
Lemma 6 Projections of the points of admissible divisors to the λ-plane
could not lie in the segments [E1, E0], [E3, E2],. . . ,(−∞, E2m]. Moreover, it
is possible to choose an open neighborhood of these segments such, that the
projections of these points could not lie in it.
Proof of Lemma 6. If (λk.µk) is a point of admissible divisor such, that
1. λ ∈ R.
2. E2j < λk < E2j−1, 1 ≤ j ≤ m,
then R(λk) < 0 and µk is a pure imaginary number. But from the description
of admissible divisors we have µk = λPg−1(λk) and µk should be real. We
have obtained a contradiction.
Assume now, that λk = Ej where Ej is one of real branching points, j 6= 0.
Then µk = 0 and Pg−1(λk) = 0. In the neighborhood of Ej the functions
f±(λ) behaves like
√
c(λ−Ej); therefore the graph of Pg−1(λ) intersects the
corresponding black domain. We have obtained a contradiction.
The existence of such a neighborhood follows from the compactness of
the set of admissible divisor.
Lemma 6 is proved.
Lemma 7 Let projection of a point γs = (λs, µs) of an admissible divisor to
the λ-plane lie in the segments [E2k, E2k−1]; then we have either µs < 0 for
the case sk = 1 or µs > 0 if sk = −1.
Proof of Lemma 7. By definition sk is the sign of the polynomial Pg−1(λs)
at this interval. Taking into account that µs = λsPg−1(λs) and λs < 0 we
complete the proof.
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4 Topological charge.
We call the spectral curve Γ stable if all branching point are real, i.e. m = g.
It is convenient for the stable Γ to choose a real canonical basis of cycles in
the following form.
1
a3
a2
E4E5E6 2EE3 E1 0
a
E
Fig 2.
Let us draw the following system of cuts [E1, E0], [E3, E2],. . . , (−∞, E2g].
After making these cuts we get 2 sheets. It is specific property of the stable
case. Let us denote the sheet containing the line λ ∈ R, λ > 0 µ > 0 by G+
and the second sheet by G− (see Fig 2).
For the general real case we have exactly 2m negative branching points
E1, . . . , E2m and g −m complex adjoint pairs E2j−1, E2j = E¯2j−1, j = m +
1, . . . , g. The first m a-cycles should be chosen as in the stable case. The
last g − m a-cycles should be chosen as coverings on Γ over the path on
the λ-plane connecting the points E2j−1 and E2j for j > m. All these path
should not meet each other. All of them should cross positive part of the
line λ > 0 in one point κj (i.e. in two points of Riemann surface) such that
κm+1 < κ(m+2) < . . . < κg. This basis depends on the order of the complex
conjugate pairs only (see Fig 3).
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Fig 3.
For the complex conjugate pairs of branching points E2j , E2j−1, j > m, we
make the cuts connecting each of these points with i∞ or −i∞ such that the
cuts do not intersect the real line. As before we denote the sheet containing
the line λ ∈ R, λ > 0 µ > 0 by G+ and the second sheet by G−.
Denote by ω1,. . . ,ωg−1 the canonical basis of holomorphic differentials in
Γ,
ωk = i
g−1∑
j=0
Dkjλ
j
µ
dλ, Dkj ∈ R (33)
Theorem 1 For any real solution the density of topological charge along the
variable x is given by the formula
n¯ =
1
2
m∑
k=1
(−1)k−1sk

Dkg−1 +
Dk0√
2g∏
j=1
Ej

 . (34)
Proof. It follows from the Θ-functional formulas that the function exp{iu(x, t)}
is a regular function on a real g dimensional torus restricted to a two-
16
dimensional linear subspace. Each such torus corresponds to the fixed topo-
logical type; it is a real component of the Jacoby torus T 2g = J(Γ) with
respect to an antiholomorphic involution. Therefore we can apply Lemma 1.
Our calculation consists of two steps. At the first step we calculate the
coefficients of the vector ~v, and at the second step we calculate the topological
charges along the basic cycles.
The first step is rather standard (see, for example, [8]). Dubrovin equa-
tions (16), 18) can be written in the following form
∂λk(ξ, η)
∂ξ
= −resγ=γk(ξ,η)(∂ξ logψ1(γ, ξ, η))dλ, (35)
∂λk(ξ, η)
∂η
= −resγ=γk(ξ,η)(∂η logψ1(γ, ξ, η))dλ, (36)
From (35), (36) we obtain following formulas for the ξ, η derivatives of
the Abel transform of the divisor:
∂Ak(~γ)
∂ξ
= −∑
k
resγ=γk(ξ,η)ω
k∂ξ logψ1(γ, ξ, η) = resγ=∞ω
k∂ξ logψ1(γ, ξ, η),
(37)
∂Ak(~γ)
∂η
= −∑
k
resγ=γk(ξ,η)ω
k∂η logψ1(γ, ξ, η) = resγ=0ω
k∂η logψ1(γ, ξ, η).
(38)
Calculating residues in (37), (38) we obtain:
∂Ak(~γ)
∂ξ
= 2Dkg−1, (39)
∂Ak(~γ)
∂η
= 2
Dk0√
2g∏
j=1
Ej
, (40)
and
∂Ak(~γ)
∂x
=
1
2

Dkg−1 +
Dk0√
2g∏
j=1
Ej

 = −
1
2π
∮
bk
dp, (41)
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where dp denotes a meromorphic differential with zero a-periods and two
second order poles at 0, ∞ such, that
dp =


(
1
8
√
λ
+ o
(
1
λ
))
dλ as λ→∞,
(
1
8λ
√
λ
+ o
(
1
λ
))
dλ as λ→ 0
(42)
Therefore the density of topological charge is equal to the following ex-
pression
n¯ =
1
2
g−1∑
k=0

Dkg−1 +
Dk0√
2g∏
j=1
Ej

nk, (43)
where nk denote the topological charge of the image of the k-th basic cycle
for the given topological component. By definition nk is an integer.
To calculate nk for a given topological type consider a basic cycle Ak on
the real component of Jacoby torus. represented by the closed curve Bk on
this torus. The image of this cycle in the surface Γ (i.e. image of it un-
der the inverse Abel map) is a closed oriented curve Ck (may be consisting
from several connected components). This curve is presented geometrically
as a union of the divisor points D(tk) =
∑
γj(tk) for all values of the cor-
responding ”time” tk along this basic cycle. It is homological to the cycle
ak ∈ H1(Γ, Z). The projection of the last curve Ck on the λ-plane we de-
note C˜k. This curve does not touch the closed segments on the real line
[−∞, E2m], . . . , [E3, E2], [E1, 0].
Lemma 8 The topological charge nk along the cycle Ak is given by the fol-
lowing formula:
nk = C˜k ◦ R−, (44)
where C˜k is the projection of Ck to the λ-plane, R− is the negative part of the
real line with the standard orientation, and ◦ denotes the intersection index
of curves on the λ-plane.
This Lemma follows directly from formula (15).
Assume now, that the cycles b1, b2, . . . , bm are the ovals lying over the
segments [E2, E1], [E4, E3], [E2m, E2m−1] respectively. It is easy to check,
18
that the function µ at the sheet G+ is negative at the intervals [E4k−2, E4k−3]
and positive at the intervals [E4k, E4k−1].
E
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E12E3E5E E46E
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a4
3b 2b 1b
2a
a3
4b
0
b ], k=1,2,3, E2k 2k−1=[ Ek
Fig 4.
It follows from Lemma 6, that the projection-curve C˜k can cross the
half-line R− only strictly inside the intervals [E2, E1], [E4, E3], [E2m, E2m−1].
Therefore any time when the curve C˜k crosses the half-line R−, the cycle
Ck on the Riemann surface Γ crosses one of the cycles b1, b2, . . . , bm. The
orientation of the cycles bl, l = 1, . . . , m coincides with the orientation of R−
at the sheet G+; they are opposite at the sheet G−. It follows from Lemma 7,
that the cycle Ck always crosses bl in the sheet G+ if (−1)l−1sl > 0; it crosses
bl in the sheet G− if (−1)l−1sl < 0. Therefore we proved
Lemma 9 The topological charge along the cycle Ak on the real torus in the
Jacobian variety is equal to the intersection index of the corresponding curve
Ck with the Counting Cycle of the real component on the Riemann
surface Γ
nk = Ck ◦
(
m∑
l=1
(−1)l−1slbl
)
(45)
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Let us mention that the cycle Ck is homotopic to ak on Γ. Therefore Ck ◦bl =
δkl and {
nk = (−1)k−1sk for k ≤ m
nk = 0 for k > m.
(46)
Combining (43) with (46), we obtain our main formula (34).
The Theorem is proved.
Let us present here a second method for calculating the topological charges
along the basic cycles. By Lemma 5 the topological components depend con-
tinuously on the branching points. Assuming that the admissible polynomial
is given by (32) and all points of the divisor D lie in the upper half-plane
we obtain a family of solutions continuously depending on the branching
points. The motion of an individual zero point γj with any 2π-cyclic time
t˜s corresponding to the basic cycle As on the real torus does not depend
continuously on the initial data, because the divisor points may collide with
each other; the Dubrovin equations became singular in the collision point.
The set of singular divisors has real codimension 2. But we deduce from
the Θ-functional formulas that all symmetric functions of the divisor points
pass through this singularity continuously. All real solutions are nonsingu-
lar. Therefore the topological charges along the basic cycles are integers
continuously depending on the branching points. We conclude that they are
constant.
For the proof of (46) it is sufficient to calculate the number nk for one
spectral curve Γk. Let k ≤ m. Consider the following configuration of the
branching points for this curve Γk:

E2k = −k − ǫ1 E2k−1 = −k + ǫ1
E2j = −j − ǫ2 E2j−1 = −j + ǫ2 as j ≤ m, j 6= k
E2j = j − iǫ2 E2j−1 = j + iǫ2 as j > m,
(47)
where ǫ2 ≪ ǫ1 ≪ 1.
The cycle Ak can be realized by the following 1-parametric family of
polynomials Pg−1(λ, β):
Pg−1(λ, β) = (−1)k+g−m−1skβ
g−1∏
j=1
(λ− rj), (48)
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where
rj = −j − (−1)k+jsjsk2|j − k| ǫ2ǫ1
√
k
j
as j < k
rj = −j − 1− (−1)k+jsjsk2|j + 1− k| ǫ2ǫ1
√
k
j+1
as k ≤ j < m
rj = j + 1 as m ≤ j < g,
(49)
and the parameter β runs through the interval [ ǫ1√
k
(1 + o(1)), 2
√
k(1 + o(1)].
Elementary estimates show, that system (25) has a pair of roots located
in a neighborhood of the circle |λ| = k and all other roots form complex
conjugate pairs located in small neighborhoods of the point rn. The dis-
tinguished pair of roots lie in the sheet G+ if (−1)k−1sk > 0 and in G− if
(−1)k−1sk < 0. Therefore we proved (46) for k ≤ m.
To calculate nl with l > m it is sufficient to consider the same spectral
curve as above. Let us assume β = 1 and consider a small variation of the
point rl−1. It gives us the cycle al. Variation of the function u(ξ, η) along
this cycle is very small, therefore nl = 0.
The second proof of the Theorem is completed.
5 Appendix 1. The Cherednik differential for
the generic periodic real SG solutions.
Let us explain here why the sufficient reality conditions from the Section 2.3
are in fact necessary for the generic smooth x-periodic solutions. Let us
remind, that in the SG theory we call a potential u(x, t) periodic if the
function exp{u(x, t)} is periodic. Therefore the operator
L(λ) = ∂x − 1/4(U + V )
has a Bloch solution
L(λ)Ψ = 0, TˆΨ±(λ, x, t) = Ψ±(λ, x+ T, t) = exp{±ip(λ)T}Ψ±(λ, x, t)
where the differential dp on the Riemann surface has been defined above in
the finite-gap case. This formula works for all complex values of λ except
branching points where the shift operator Tˆ has the Jordan cells. The Bloch
vector-function Ψ±(λ, x) is in fact a meromorphic one-valued vector-function
Ψ(γ, x) on the Riemann surface Γ whose points are exactly the pairs γ =
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(λ,±) ∈ Γ or γ = (λ, µ) for µ = exp{ipT}. This surface is obviously 2-
sheeted, i.e. hyperelliptic. For the real solutions this surface has a pair of
commuting involutions (holomorphic and antiholomorphic):
σ(λ,+) = (λ,−), or σ(λ, µ) = (λ, µ−1),
τ(λ, µ) = (λ¯, µ−1).
The action of στ on the Bloch solutions is given by the following explicit
formula (
ψ1(στγ, x, t)
ψ2(στγ, x, t)
)
=
1
ψ2(γ, 0, 0)
(
ψ2(γ, x, t)
−λψ1(γ, x, t).
)
(50)
Statement. The Riemann surface Γ always has the points 0,∞ as its
branching points. For the real smooth x-periodic SG solutions u(x, t) this
surface has no real positive branching points. Let this surface be nonsingular.
Then we define a ”Cherednik differential” Ω: by definition, its zeroes should
coincide with the full set of poles of the Bloch function with the proper
normalization
ψ1,±(λ, x, t) = 1 for x = 0, t = 0, (51)
and their τ -conjugate points. It has also simple poles in the points 0,∞.
This differential can be written in the following form:
Ω =
ψ1(γ, 0, 0)ψ2(σγ, 0, 0)
ψ1(γ, 0, 0)ψ2(σγ, 0, 0)− ψ1(σγ, 0, 0)ψ2(γ, 0, 0)dλ. (52)
Let us check that the differential Ω defined by (52) is holomorphic outside
the points 0, ∞ and has the correct set of zeroes. We see, that the form Ω
does not depend on the normalization of the Bloch function Ψ. Therefore we
may assume, that any locally holomorphic normalization is used. Then the
denominator of formula (52) has zeroes exactly at the points where the solu-
tions Ψ(γ, x, t) and Ψ(σγ, x, t) are linearly dependent, i.e. at the branching
points. The surface Γ is nonsingular, therefore these zeroes are simple and
the form Ω has no singularities at the branching points.
The zeroes of the form Ω are the zeroes of the first component of the
Bloch function ψ1(γ, 0, 0) plus the zeroes of the second multiplier ψ2(σγ, 0, 0).
It follows from formula (50) that zeroes of the function ψ2(σγ, 0, 0) are τ -
conjugate to the zeroes of the function ψ1(γ, 0, 0). Taking into account that
the poles of the Bloch function normalized by the condition (51) are exactly
the zeroes of ψ1(γ, 0, 0), we complete the proof.
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Let λ be a real positive number. Then the restriction of the shift operator
Tˆ to the zero eigenspace of the operator L(λ) is unitary. Therefore Tˆ and
has no Jordan cells, and λ is not a branching point.
6 Appendix 2. Numerical simulations.
During the work on this problem the following numerical simulations were
made:
1. The topological charges along the basic cycles on the real part of the
Jacoby torus were calculated for all topological types.
2. The densities of topological charge for the x-dynamics and for the ξ-
dynamics were directly calculated.
For numerical calculation of topological charges nk along the basic cy-
cles we used the following approach. Assume, that the Baker-Akhiezer
function Ψ(γ, ξ, η) has 2g additional essential singularities at the points
(λ, µ) = (βs,±
√
R(βs)) with the following asymptotics:
Ψ(γ, ξ, η) = O(1)e
−i±
√
R(βs)
λ− βs t˜s (53)
where βs, s = 1, 2, . . . , g are some real numbers. It is rather easy to check,
that these flows commute with the SG-dynamics. They correspond to the
motion along straight lines in the real components of the Jacoby torus:
∂Ak(~γ)
∂t˜s
=W ks = 2
g−1∑
l=0
Dkl β
l
s. (54)
These flows are non-local in terms of the Sine-Gordon potential u, but the
corresponding Dubrovin equations are well-defined and have rational right-
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hand sides: 

∂λl
∂t˜s
= −2i
µl
∏
j 6=l
(βs − λj)
∏
j 6=l
(λl − λj)
∂µl
∂t˜s
= −i
R′(λl)
∏
j 6=l
(βs − λj)
∏
j 6=l
(λl − λj)
∂u
∂t˜s
= −2 ∑
l
µl
∏
j 6=l
(βs − λj)
λl
∏
j 6=l
(λl − λj)
.
(55)
To avoid singularities in the flows (55) generated by collisions of divisor
projections λk(ξ, η, t˜s) with the points βs we have chosen the points βs in the
forbidden intervals:
βs =
1
2
(E2s−1 + E2s−2), s = 1, . . . , g. (56)
It follows from equation (54), that the linear combination of non-local
flows
∂
∂νk
=
g∑
l=1
(W−1)lk
∂
∂t˜l
(57)
where W−1 denote the inversion of matrix W , corresponds to the motion
along the basic cycle Ak in the real torus. Integrating (57) numerically we
obtained the topological charges along the basic cycles.
7 Appendix 3. Fourier Transform on the Rie-
mann Surfaces: The continuous analog of
the Krichever-Novikov bases.
Let us invent here a continuous analog of the so-called “Krichever-Novikov
bases” on the Riemann surfaces defined and used by the authors for the
needs of the quantum string theory in the late 80s–see the first work in this
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series [27]. These bases have been considered as a natural analog of the
Fourier-Laurent bases in complex analysis.
Let us consider the following set of data: a nonsingular Riemann surface
Γ of the genus g with marked point ∞ ∈ Γ and selected local parameter
near this point z = k−1, z(∞) = 0. We construct a function ψ0 = ψ(P, x)
holomorphic on Γ\∞ and exponential near the infinite point:
ψ(z, x) = kg exp{kx}(1 +∑
i>0
ηi(x)k
−i), η0 = 1
It is obviously a partial case of the general Krichever KP-construction for
the case where the divisor of poles is equal to g∞ = D. This case leads
to the singular solutions of the KP-type systems. Therefore it is out of use
in the physical soliton theory. However, the examples of this kind appeared
in the works of XIX century as the so-called Lame´ operator. It appears as
a result of the separation of variables in the Laplace-Beltrami operator on
the 3-axis ellipsoid. The spectral theory on the closed segment between two
singularities has been studied by the classical people like Hermit and others:
Example. For the genus g = 1 we have:
ψ(z, x) =
σ(z − x)
σ(z)σ(x)
exp{xζ(z)}
This function satisfies to the Lame´ equation
(∂2x − 2℘(x))ψ = ℘(z)ψ(z, x)
We construct also a differential form ψ1 = φ(P, x)dz on Γ such that it is
holomorphic outside of the infinite point and has following asymptotics near
it:
φ(P, x)dz = zg−2 exp{−kx}(1 + o(1))dz.
Consider a x-independent second kind differential dp on the surface Γ with
the unique pole of the second order in the point∞ ∈ Γ and with asymptotics:
dp = dk(1 + o(1)), k = z−1 →∞
We require that this differential has following property for all 1-dimensional
cycles on the Riemann surface:
Re
∮
A
dp = 0, A ∈ H1(Γ, Z)
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Therefore the function Re p = τ is an one-valued real harmonic function τ(P )
on the Riemann surface with the unique pole in the point ∞. This function
will be called “time” by the analogy with the string theory [27]. All its levels
enter the point ∞ twice.
Example. For the genus equal to 1 g = 1 and real algebraic curves we
have the periods 2ω ∈ R and 2iω′ ∈ iR. The function defined above has a
form:
p(z) = ζ(z)− η
ω
z, dp(z) =
(
−℘(z)− η
ω
)
dz
where η = ζ(ω) (see the book [28]).
Problem. How to construct Harmonic Analysis on the levels τ =
const and in the complex domains c1 < τ < c2 using the special Baker-
Akhiezer function ψ(P, x) described above? Which multiplicative properties
have the basic functions ψ(P, x) = ψx(P ) depending on x as parameter?
Proposition.The Fourier-Laurent decomposition formula for the func-
tion f(P ) has a form:
f(P ) =
∫ {
1/2π
∮
τ=const
φ(P ′, x)f(P ′)dz
}
ψ(P, x)dx
here the points P, P ′ belong to the level τ = const or to the domain c1 <
τ < c2. All connectivity components should enter this integral. This formula
valid for the class of functions with the proper decay near ∞. We shall
publish more precise statement later.
We consider here the subscript x as a continuous analog of the discrete
n ∈ Z from the work [27]. Therefore we expect to have here some natural
analog of the “almost grading property” discovered in [27]:
Theorem 2 . Let x, y 6= 0. There exists a differential operator L in the
variable x of the order g with coefficients dependent on the both variables
x, y such that the following Almost Graded Commutative Associative
Ring Structure is defined by the formula
ψ(P, x)ψ(P, y) = Lψ(P, x+ y)
L = ∂gx + [η(x) + η(y)− η(x+ y)]∂g−1x + . . .
The coefficients of this operator have poles for the points x = 0 or y = 0.
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In the example above where g = 1 we have
L = ∂x − (ζ(x) + ζ(y)− ζ(x+ y))
In the next work we shall present more detailed description of this idea
including the higher tensor generalization ψk, the decomposition theorems for
the functions and tensors on the contours τ = const and domains c1 < τ < c2
following the program of the work [27].
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