Abstract: Silicon photonics offers the possibility of a reduction in size weight and power for many optical systems, and could open up the ability to build optical systems with complexities that would otherwise be impossible to achieve. Silicon photonics is an emerging technology that has already been inserted into commercial communication products. This technology has also been applied to analog signal processing applications. MIT Lincoln Laboratory in collaboration with groups at MIT has developed a toolkit of silicon photonic devices with a focus on the needs of analog systems. This toolkit includes low-loss waveguides, a high-speed modulator, ring resonator based filter bank, and all-silicon photodiodes. The components are integrated together for a hybrid photonic and electronic analog-to-digital converter. The development and performance of these devices will be discussed. Additionally, the linear performance of these devices, which is important for analog systems, is also investigated.
Introduction
In just over the last decade, the state-of-the-art in silicon photonics has quickly developed from a few poorly performing passive devices to complete toolset of high performance optical components. Recently, there was a demonstration of a 4 channel WDM communication implemented completely using silicon photonics [1] , and at least two organizations [2, 3] now offer complete silicon photonics foundry services.
In this review paper, we review the development of silicon photonics at MIT Lincoln Laboratory in collaboration with MIT. In these efforts silicon photonics has been developed in parallel with other research groups, and many of the technologies are similar. The components developed at Lincoln Laboratory and MIT include low-loss waveguides, filters, modulators, and the detectors. One technology that is somewhat unique is the use of all-silicon photo-detectors, instead of the more common germanium based detectors. The target application for much of the work in silicon photonics is digital communication, but there are many possible analog applications for silicon photonics such as optical sampling for an analog-to-digital converter (ADC) [4] , RF waveform generation [5] , and RF down-conversion [6] . The components fabricated at Lincoln Laboratory were developed for the target application of an ADC [4] , and this choice guided the specifications for these devices. For example, the modulator needed to be able to simultaneously modulate a number of wavelengths. This necessitated the use of a Mach-Zehnder interferometer for the modulator, instead of a lower power and more compact ring resonator.
Many of the component designs can be shared between analog and digital applications, but analog applications often have more challenging requirements. In particular, analog applications typically require a greater signal to noise ratio (SNR) and lower non-linearity than digital applications. These two requirements are often challenging to simultaneously achieve. A large amount of optical power is necessary for low SNR, however, increasing optical power increases the amount of non-linearity in an optical system. Silicon photonics is particularly susceptible to severe non-linear performance because the light is confined to very compact structures, which increases the mode intensity in the silicon. In addition, resonant devices, such as ring resonator filters, further concentrate the light, further increasing susceptibility to non-linearity.
In this paper we will describe the silicon photonic components that have been developed at Lincoln Laboratory in collaboration with MIT. After the description of the components, the issue of non-linearity and silicon photonics will be discussed. Then, a description of a demonstration of the components being integrated together for a hybrid photonic and electronic ADC is presented.
Low-loss waveguides by waveguide widening
Perhaps the most basic device in an integrated photonic circuit is the wire or waveguide used to guide the light around a circuit. The large difference between the refractive index of silicon (n~3.45) and the silicon oxide typically used as a cladding (n~1.45), allows very compact waveguides to be created in silicon. The small size of the waveguide has many benefits. It allows many devices to be fabricated in a small chip area. Small size means lower electrical power is needed by many devices, because less volume needs to be electrically affected to get a similar response. The smaller size also allows the waveguides to be fabricated using CMOS tools and processes which are optimized for similar dimensions. However, such small waveguides have some disadvantages. Fabrication tolerances, to a large degree, scale with the size of the waveguide, therefore smaller waveguides may have much tighter fabrication tolerances. The implications of this will be discussed in the section on filter fabrication. Another disadvantage of highly confined waveguides is that such waveguides are susceptible to significant optical loss due to light scattering from any imperfections in the waveguide, such as sidewall roughness. The compactness of silicon waveguides does mean that many of the devices are small, and fairly high propagation losses can sometimes be tolerated. However, many devices such as ring resonator filters, still require low optical loss to achieve adequate performance. In some applications long paths are necessary. For example, long paths can be used to create time delays, or long paths are simply needed to route signals long distances across a chip. Scattering from waveguide roughness not only causes optical loss, but some of the light can be scattered into the reverse direction in the waveguide [7] . This reverse propagating light can degrade signals and also degrade filter performance [8] .
There are a number of ways to lower the scattering from waveguide roughness, the most obvious being to lower the amount of roughness in waveguide. This can be done by either smoothing the waveguide after etching, or by improving the smoothness of the waveguide when it is etched. Some examples are using oxidation for after etch improvement [9] or resist reflowing to improve the smoothness of the resist mask for the waveguide etch [8] . These methods can modestly improve optical loss, but they change the final dimensions of the waveguide relative to the original lithographic dimensions.
Another method to lower the loss of waveguide is to reduce the effective index contrast of the waveguide. This can done by using a rib structure (i.e., incompletely etching the silicon surrounding the waveguide) [10] , or by using a thinner silicon layer [11] . Reducing the index contrast increases the mode size and this can be very effective in lowering optical loss. Losses as low as 2.7 dB/m have been demonstrated in silicon waveguides [10] , and, by applying the technique to nitride waveguides, losses as low as 0.045 dB/m can be achieved [12] . Lowering the effective index contrast does have the disadvantage of leading to much larger structures, however. In the silicon nitride example above, the bending radius was limited to > 1 cm. Both resist smoothing and using thinner silicon layers have been explored by us as methods to improve filter performance, and will be discussed in the section on filters.
A third method for lowering loss is to widen a waveguide. Widening a waveguide, decreases the mode intensity at the sidewall, significantly decreasing the optical loss. The improvement is considerable, as scattering scales with width, w, as w -4 [13] . However, a larger waveguide often supports more than one mode, and multi-mode performance is not desirable for most applications. It is possible to use a multi-mode waveguide in a single-mode fashion if excitation of the unwanted higher modes can be avoided. One way to avoid the excitation of higher order modes is to use a straight waveguide with no defects, and adiabatically couple to such a waveguide from a singlemode waveguide [14] . Inevitably, the wide waveguide will not be perfect, and roughness will cause some coupling to higher order modes. However, light in the higher order modes cannot be supported by a single-mode waveguide and will leak into the cladding if a transition is made back into the single mode waveguide, adiabatically. Once the light has transitioned to a single mode waveguides, the light can be coupled to a tight bend or any other desired structure.
To verify this technique hybrid single-mode/multimode SOI waveguides were created with 0.7 mm long, 5 µm wide multimode regions connected adiabatically to two 480×205 nm waveguide single-mode regions at the beginning and end of the wide region, shown schematically in Figure 1 . The adiabatic transitions used linear tapers, 90 µm long. These structures were cleaved through the narrow regions to create a Fabry-Perot resonator between the two facets, and Figure 2A shows the observed transmission fringes. The fringes are fairly regular, and frequency analysis of the fringes indicates only one fringe frequency. This indicates that the combined structure of single mode and multimode waveguides only has one propagation mode. Figure 2B shows the transmission through a simple 480×205 nm waveguide, also cleaved to create Fabry-Perot fringes. Again, only a single fringe frequency is present in the data, however, there is greater noise to the fringes. This noise is believed to be caused by light that is backscattered randomly from the sidewall roughness in the waveguide, creating noisy interference. Comparing the simple single-mode waveguide to the hybrid waveguide, there is much less noise indicating that much less light is being backscattered in the waveguide.
Long propagation paths were also created using this technique by creating 180° bends in narrow waveguides connected to straight wide waveguides. Loss measurements were made at a wavelength of 1540 nm by comparing the transmission through different path lengths using paperclip structures [14] . In these experiments, the propagation loss of a simple single-mode waveguide is 2.7 dB/cm, and the propagation loss of the wide sections alone are 0.4 dB/cm. In a combined structure, with straight wide waveguides that are 1.73 cm long between bends, the net propagation loss is 0.6 dB/cm. This loss can be further lowered by using oxidation smoothing on the waveguides. For this test, 335 nm of oxide was grown by wet thermal oxidation at 1100°C. Oxidation changes the dimensions of the waveguide, so the initial size of the single-mode waveguide was 800 nm wide and 500 nm thick before oxidation. The final dimensions of the single-mode waveguide are 450×210 nm, however, the wide waveguides regions are 350 nm thick. The propagations losses are 2.8 dB/cm, 0.2 dB/ cm, and 0.3 dB/cm, for the narrow, wide, and combined paths, respectively. For reasons unknown, oxidation did not improve the loss for the narrow regions, however the loss in the wide region is much lower with oxidation. It is not clear if this loss reduction is due to smoother profile of the waveguide or due to the fact that the added thickness in the wide regions further expands the mode. It should be pointed out that although the intrinsic material loss of silicon is very low ( < 0.01 dB/cm for ~10 Ω·cm n-type silicon), damage to the silicon from the etch process also may be impacting the waveguide loss [7] .
Optical modulator
Optical modulation in silicon is typically achieved using the free-carrier plasma dispersion effect [15] , although electro-absorption modulation using the Franz-Keldysh effect in germanium on silicon has also been used [16] . The free-carrier plasma dispersion effect causes a change in the refractive index and absorption of silicon when there is a change in the density of carriers. This effect has been accessed through carrier injection in a p-i-n diode [17] , accumulation in a MOS capacitor [18] , or carrier depletion in a p-n diode [19] .
A cross section of a diode built into a waveguide for optical modulation is shown in Figure 3 . This structure is similar to the first high speed p-i-n modulators demonstrated in by Xu in 2005 [17] . The light is confined to the thicker central region of the waveguide, and the thin silicon outside this central region has only a small effect on the optical mode. A diode is formed by doping p-type on the left side of the device, and n-type on the right side of the device. Although similar, this device differs in a few ways from that done by Xu [17] . One difference is that there are a number of doping concentrations in this device. This is done to minimize the electrical resistance near the contacts (far away from the optical mode). Closer to the optical mode, lower doping concentration is necessary to achieve minimal optical loss. Other changes are that the central region of the waveguide is weakly doped n-type, and there is also doping on the sidewalls of the device. These last two changes were made to achieve efficient reverse-bias operation, but have little effect on forward bias operation. Also, compared to Xu [17] , all of these results are for MachZehnder interferometer based modulators, (0.5 mm long unless otherwise noted), instead of for a ring resonator structure.
When this device is operated in forward bias, carriers are injected from the p and n regions surrounding the waveguide, increasing the carrier concentration in the weakly doped central region. A detailed analysis of the operation of this device has been provided in reference [20] for the device and a switching power of about 3 mW to maintain a π phase shift. A similar device was made with a shorter carrier lifetime by implanting silicon into the central region of the waveguide. The small signal response from this carrier lifetime shortened device (#2) and the original device (#1) are shown in Figure 4 , which is reproduced from reference [20] . Shortening the carrier lifetime in the device increases the bandwidth of the device to 2 GHz, but results in lower sensitivity at low frequencies. At frequencies exceeding the 3 dB bandwidth of both devices, there is little difference in their performance. Also shown in Figure 4 are the results of modeling done in reference [20] . There is good agreement between the models and the measurement, except that the analytical model presented in the reference is only valid at lower frequencies. This analytical model fails to capture the complex carrier diffusion and recombination processes that become important at higher frequencies.
The device in Figure 4 can also be operated in reverse bias [21] . When operated in reverse bias, a depletion region forms at the n-type and p-type junction at the edge of the waveguide. Because of the lower carrier concentration in the n-type region, the depletion region is asymmetric, and will extend into the center of the waveguide as the voltage is increased. In comparison to forward bias operation, many fewer carriers are depleted than injected, and, therefore, this device causes a smaller phase shift for a given device length. However, carrier depletion is an intrinsically fast process, and the speed of this device is typically only limited by capacitance. Figure 5 shows the DC operation of devices with lengths of 0.5 and 5 mm. The 0.5 mm device is insufficient to cause a π phase shift, but from the 5 mm device a VπL of 4 V·cm can be determined. Figure 6 shows the frequency response of the device, with the performance of the device under forward bias for comparison. Under reverse bias, the bandwidth of the device is 26 GHz. Under forward bias, the device has a much higher response at low frequencies, but the reverse bias device has a greater response at frequencies above 13 GHz.
This device is not optimized for reverse bias operation. In order to optimize the device, a numerical model for performance is developed. The model has three parts: first, the electrical response of the embedded p-n diode is simulated, second this result is used to predict the overall optical response of the phase shifter, and third the phase sifter response is used to model the complete MachZehnder response. It is worthwhile to note that resonant modulators can be modeled in a similar manner. To model the electrical response of the p-n diode, a commercial program, Synopsis's Sentaurus™ programming suite, is used. Device structures can be created and meshed with either Sentaurus Structure Editor (as a first pass) or Sentaurus Process (to capture the details and nuances of device fabrication). After the device is created, the DC, transient, and AC electrical responses of the device are simulated and cross-sections of the electron and hole distributions are saved. These carrier distributions are then exported to MATLAB where they are converted to index distributions using Soref's equations [15] and input into an optical finite element mode solver. The results of this mode solver give the effective index of the device and the effective loss as a function of voltage (or time or frequency in the case of the transient or AC simulations respectively). The resulting curves are fit to give an analytic equation. The phase change, and loss through a length, L, of the phase shifting device can then be easily calculated, giving an analytic model for the phase-shifting device. This model can be combined with analytic models for the couplers to create a model for the overall Mach-Zehnder structure [22] . Using these simulations one can then optimize the structure described above. The waveguide dimensions, doping concentration and doping location can all be varied. Careful thinking about the problem as well as simulations allow for a few observations. First, the device performance is significantly improved by exchanging the n-and p-type doping locations. Secondly, there is a trade-off between speed and sensitivity with lower speeds yielding higher sensitivities. If the 3dB roll-off point of the reversed-biased diode reduced to ~15 Ghz, sensitivities below 1 V·cm are possible. The speed of the device is set mainly by the doping concentrations and the location of the transition between low and high dopings. For a given doping concentration (and, thus, speed), the sensitivity of the device is maximized when the optical mode is most confined to the area where the depletion width varies with voltage. The location of the junction and the dimensions of the waveguide should be changed to make sure the peak of the mode falls within this region to guarantee maximum shift. From this modeling, we predict that a V π L of 0.5 Vcm and a speed of 10 Ghz can be achieved in a 700 µm long device [23] .
All silicon photodiode
The low optical absorption of silicon, at wavelengths near 1.55 µm, makes silicon a useful material for optical waveguides, but also means that it is a poor material for a photodetector. One method for realizing a photodector on a silicon platform is to introduce another material to provide optical absorption and photocurrent. This is typically epitaxially grown germanium [16, 24] , or bonded InGaInAs [25] . Although both materials have been successfully integrated with silicon, both techniques have fabrication challenges. Germanium is easier to integrate, since it is a CMOS compatible material, but the growth of high quality germanium is a non-standard process usually requiring specialized equipment. Another technique that has been used to successfully produce silicon photodectors is the creation of mid-bandgap states directly in the silicon [26] . With the correct implant and anneal, crystal defects can be created to absorb this radiation and generate a photocurrent [27] .
Experiments performed by Fan and Ramdas in 1959 using ~1 MeV fast neutrons first demonstrated that defects in damaged silicon can generate photocurrent [28] . Knights in 2003 first demonstrated that the photo response reported by Fan was of practical value [29] . Using Si integrated optics, a pin diode was fabricated in an ion-implanted waveguide that allowed optically generated hole-electron pairs to produce a current. The quantum yield of these devices was fairly low, at only 2%. Reducing the size of the diode increases the efficiency of the photodiode [27] , and a quantum efficiency of ~40% of the theoretical maximum at 1.55 μm [30] has been reported by reducing the waveguide structure to submicron geometries.
A photodiode can be made using the same structure as the modulator diode in Figure 3 . The only alteration that needs to be made is that the central region will no longer be implanted n-type, and instead will be implanted with Si after the activation anneal. This implant (which is done through 100 nm of oxide) creates crystal defects in the intrinsic region of the pin diode.
A thorough analysis of the character of the crystal defects, based on a review of literature, is provided in [31] . After ion implantation the crystal contains a variety of defects, but even a 15 min anneal a few degrees above room temperature, 50°C, removes many of these defects. Up to anneal temperatures of 300°C, divacancies and vacancy complexes are the dominant type of crystal defect and the largest electrical contributor. Annealing between 300°C and 600°C is believed to repair some vacancies, while some vacancies cluster together. These vacancy clusters are electrically inactive, but the excess silicon forms clusters which are electrically active. Figure 7 shows the effect of annealing on absorption and photo response of a diode with an ion-implantation dose of 10 13 Si + cm -2 . Note that the quantum efficiency is defined as electrons per absorbed photon, and is independent of the length of the device that may be required to absorb the photons. At lower temperatures, where the divacancies are a dominant type of defect, the optical absorption is relatively large. As the annealing temperature is increased past 300°C, the number of vacancies decreases, and the absorption goes down, leveling off at temperature near 450°C. With one notable exception, the quantum efficiency is relatively constant in this anneal temperature range. The efficiency increases slightly as the anneal temperature is increased to 300°C, perhaps due to the removal of electrically inactive, but optically absorbing defects. One sample, annealed at 475°C, demonstrated significantly higher quantum efficiency than all other samples. Unlike the other samples represented on this graph, this sample was annealed in nitrogen for 2 min instead of a vacuum for about 15 min. It is possible that the difference in annealing is responsible for the difference in quantum efficiency; however the higher quantum efficiency has proven difficult to reproduce. Table 1 summarizes a number of measured parameters, from photodiodes fabricated under different conditions. The photodiodes implanted to 10 13 cm -2 and annealed to 475°C have been discussed in [27] , and exhibit two stable states, L 1 and L 2 . After fabrication the diode is in the L 1 state. If the diode is forward biased for a few minutes with a current per diode length > 100 mA cm -1 , then the diode is transformed to the L 2 state. The process is reversed by heating the diode to 250°C in air for a few seconds. At low bias voltages, the quantum efficiencies for both states are similar, however, the L 2 state has significantly higher optical absorption. Also shown in Table 1 is the performance of the photodiodes under different reverse bias voltages. At lower voltages (up to 5 V), diodes implanted with minimal annealing, < 300°C, exhibit a significant increase in quantum efficiency with bias voltage. The increase in quantum efficiency with bias voltage may be the result of field-enhanced ionization [32] . At higher voltages, many of the devices begin to avalanche, and can exhibit quantum efficiencies > 1. Table 1 also includes data from photodiodes that had a higher implant dose of 10 14 Si + cm -2 . With an anneal temperature of 475°C, these devices exhibit photocurrent that is extremely dependent on bias voltage, and such devices are of limited practical value. When a higher anneal temperature of 600°C is used, this device performs very similarly to the lower dose, lower temperature anneal case. The dark currents (given for 1 mm lengths) for all devices are fairly small, although the dark current was best for the 10 13 Si + cm -2 dose and 475°C implant. Photodiodes implanted to 10 13 cm -2 and annealed to 475°C exhibit a frequency response > 35 GHz and a transient response < 13 ps. However, these high frequency measurements were made on a 0.25-mm-long photodiode, which only absorbs ~10% of the incoming light even in the L 2 state. If it is required to absorb 90% of the incoming light then the diode must be 6 mm long and the transit time of light through the diode is ~90 ps. However, since the light exponentially decreases in intensity as it moves through the diodes the effective pulse width is ~30 ps resulting in a frequency response ~5 GHz.
Ring resonator based filters
Another important component in many optical systems is a wavelength selective filter. There are a number of ways to realize wavelength filters in an integrated silicon photonics platform, such as arrayed waveguide gratings (AWG) [33] , echelle gratings [34] , Mach-Zehnder interferometer chains [35] , and ring resonators. We have focused on ring resonator filters because of their compactness, low insertion loss, adaptability to many different bandwidth requirements, and ease of implementation. One characteristic of ring resonator filters is that they concentrate the light and are, therefore, sensitive to nonlinearities. This has made ring resonators a method to use when non-linearities are desired, such as in a parametric oscillator [36] . As will be discussed, however, this can limit the power handling capabilities of ring resonator filters for some applications.
A ring filter is somewhat analogous to a Fabry-Perot resonator, and the equations that determine transmission, free-spectral range, and finesse, for a Fabry-Perot resonator [37] can also be used to determine the performance of a ring resonator containing a single ring. To improve the performance of a filter it is possible to use multiple coupled rings inside of the filter as described by Little [38] . The use of multiple coupled rings can created filters with steeper frequency roll-off, and flatter filter shapes.
The design and fabrication of a ring resonator requires precise control of the path length of the ring and the optical couplings while, minimizing optical loss. Typically, it is very difficult, if not impossible, to achieve the desired control of the resonant wavelength of a ring filter by accurate fabrication of the waveguide, alone. A filter design may call for control of the wavelength by 1 pm to 100 pm, and the fabrication tolerance required to achieve this is of similar scale. It should be noted that there has been some efforts and success in achieving such dimensional control [39] .
A perhaps better method for accurately controlling the wavelength of the filter is to alter the optical path length after the fabrication of the ring. Post fabrication trimming has been demonstrated by altering the dimensions of a silicon nitride cladding [40] or by lithographic exposure of a waveguide cladding [41] . Even with postfabrication trimming, thermal control of a filter is necessary. Silicon has a thermal coefficient of refractive index of
. For a typical device, the resonant wavelength changes by about 0.1 nm for every degree change in temperature.
The sensitivity of silicon to temperature means that temperature can also be used as an efficient means of changing the wavelength of a filter after fabrication. Thermal tuning is done by adding electrically resistive heaters, typically either above the ring filter [42] or in silicon adjacent to the ring filter [43] . In most cases, every ring requires its own heater, to allow independent tuning. Figure 8 shows the silicon waveguide layer for a ring resonator with two coupled rings. The size of the waveguide in the ring is 450 nm×210 nm and the ring diameter is close to 4.6 µm. This ring resonator was designed for a filter bank with a channel spacing of 150 GHz and 30 dB of extinction. The filter used polysilcon heaters above the rings, for tuning. The performance of this filter bank was unsatisfactory. Many of the channels have high insertion loss, and some of the channels have irregularly shaped pass-bands. Both of these problems are due to excess scattered light from sidewall roughness. The scattered light creates both loss (due to light scattered out of the waveguide) and irregular pass-bands (due to light backscattered in the waveguide) [8] .
To improve the filter performance, the amount of sidewall scattered light needs to be lowered. This can be done by creating smoother sidewalls by reflowing the photoresist using a post-development bake before pattern transfer into the silicon layer. Reflowing the photoresist enough to increase the waveguide dimensions by 50 nm was shown to reduce the sidewall roughness from about 2 nm rms to 1 nm rms. This method was used to produce a 3 channel filter with 3 dB insertion loss and regular pass-bands [4] . The reflowing technique, however, is not ideal because it can increase the dimensional variation of the fabricating filter, which increases the power necessary to tune a filter bank.
Another method for lowering the unwanted scattering of light is to use a thinner waveguide. A thinner waveguide has smaller effective index contrast, which allows a wider single-mode waveguides to be used. By lowering the index contrast and widening the waveguide, the amount of light that is scattered is greatly reduced. Figure 9 shows the optical image of part of a completed pair of filter banks fabricated using 600 nm×115 nm silicon waveguides, and the ring size in these filters is ~13 µm in diameter. Figure 10 shows the performance of this pair of filter banks, each with 20 channels, after tuning. The two filter banks achieve nearly identical performance, and all channels achieve the desired extinction of 30 dB with a spacing of 80 GHz. Most channels have insertion loss < 2 dB, and the worst channel has a loss of 3 dB. Figure 11 shows the location of the resonant frequencies before and after tuning. Most channels need 1-2 nm of tuning.
Although effective, thinning the silicon waveguide layer does have some drawbacks. Lowering the lower effective index contrast for a waveguide will increase the minimum possible bending radius. Thinner waveguides require larger rings, and this limits how large of a FSR is possible. In the two cases above, the thick rings had a FSR of 5.0 THz and the thin rings had a FSR of 2 THz. Thinner silicon also puts more of the mode outside of the silicon, lowering the temperature sensitivity of the resonant frequency of the waveguide. Together with the larger size of the ring, this means significantly more power is needed to tune the ring. The thick rings described above required 1.0 mW/nm for tuning, while the thin rings required 2.6 mW/nm. The thinner geometry is also very sensitive to the exact thickness of the silicon. The thinner silicon geometry, however, is a little less sensitive to lateral dimensional changes. For an optical system, particularly one that deals with analog signals, linear performance is often important. In a simple optical link, three sources of non-linearity should be considered: signal encoding, signal transmission (including filtering or any optical signal processing), signal detection. Linearity in detectors is not unique to silicon, and will not be discussed here.
The transmission of light through silicon waveguides can produce significant non-linearity. The tight confinement of a silicon waveguide means that light is highly concentrated in the waveguide, and large intensities of light are reached even with modest optical powers. In a resonate filter, light is further concentrated. The filter in the previous section, with a 4.6 µm diameter, has an intensity of light 170 times greater in the filter than at the input waveguide. For a 1 mW input into the filter, the flux density in the filter is approximately 3×10 8 W/cm 2 . Two-photon absorption (TPA) is one of the mechanisms for the non-linear response of silicon, with a nonlinear β value of 1 cm/GW near 1550 nm [44] . TPA directly causes non-linear absorption, however, the free carriers generated by TPA are often of greater concern. The carriers generated by TPA absorb light, and will also change the index of the silicon, shifting the resonance of a filter. These processes also generate heat, which along with heat generated through linear material absorption, can further shift the resonance of a filter. These three effects (TPA, free-carriers, thermal) all occur with different timescales. TPA is nearly instantaneous, free-carriers typically have lifetimes on the order of ns in silicon waveguides, and thermal effects have time constants of a few µs.
To measure the non-linearity of a signal propagating through a silicon filter, two-tone measurements have been used [45] . The measurements were made on the drop signal using a single ring filter that was similar to the 4.2 µm diameter double ring filter measured in the previous section. This filter was fabricated using the resist reflow process and had a Q of 20,000. Figure 12 shows the nonlinear performance of the ring when measured at different frequencies and with different optical powers. At lower frequencies, near 10 MHz, the non-linearity is quite severe. At these frequencies, the absorption and phase shifting from the TPA generated carriers causes a non-linear response of the ring filter. At higher frequencies, such as 1 GHz, the period of the signal is far shorter than the carrier lifetime, and the carriers cannot respond. The response of the ring is therefore much more linear. There is still a small nonlinear degradation of the signal if the difference between the frequencies of the two tones is small. This is due to the fact that the two-photon generation of carriers is a nonlinear process, and therefore carriers are generated at the intermodulation or beat frequencies.
There are also other important non-linear effects. Thermal heating of the ring, primarily due to linear material absorption, can start to shift the resonance of the ring at constant wave (CW) optical powers as low as 100 µW. At higher powers, the two photon generated carriers create enough loss that the transmission and Q of the ring become limited. In the above ring, as the CW optical power is increased above 1 mW, carrier absorption increases the loss such that the optical power at the output increases very little, and is effectively clamped at an output near 1 mW.
In an optical system, non-linearity can also occur at the encoding stage. An ideal Mach-Zehnder interferometer with perfectly linear, loss-less phase shifters, for example, has a sinusoidal response to a phase change, not a linear one. Reversed-biased silicon phase shifters are neither linear nor loss-less. Because of this, one must carefully choose the modulator design and operation point to ensure operation is linear enough for the desired application. In particular, for analog applications, a high degree of linearity is often important, and linearity is often limited by the optical modulator [46] . Many schemes have been proposed to create more linear modulators (see for example [46, 47] and [48] ). These schemes can generally be split into two different categories: electrical schemes (such as pre-emphasis, feedback schemes, and post-processing fixes) and optical schemes (cascaded MZ modulators, splitting and recombining signals, adding other optical elements). However, these techniques lead to extra complexity in the system as well as other, scheme specific, drawbacks. We have proposed in [49] a simple linearization scheme that uses the non-linearity of the silicon phase-shifter to cancel the nonlinearity of the Mach-Zehnder modulator.
To understand how this works we write out the MachZehnder transfer-function and Taylor expand around a given voltage point to get:
where P top is the output power, P 0 is the input power, v is the voltage applied to the phase shifter, L is the length of the phase-shifter, a, b, and c are the coefficients of the expansion of the index change such that the phaseshift, ϕ, is given by:
 and x,y, and z are the equivalent for the loss such that: 49] . In this calculation, we have assumed that the modulator is biased in quadrature and the arms are exactly balanced. The first two terms in this equation are a DC offset and the desired linear response. The second two terms are the second and third-order nonlinearity. The second order nonlinearity (and, indeed, all even order non-linearities) can be canceled out by using differential detection. Tuning the heater bias of the modulator can also cancel the second harmonic alone. Figure 12 Measurements of a two-tone signal through a ring resonator. (A) Data was taken at frequencies of f1 = 10 MHz, and f2 = 13 MHz. The points are the data, and the straight lines are fits that assume a slope of 1 for the fundamental and a slope of 3 for IM3. At higher optical and RF powers, the behavior of the ring becomes more complicated, and the measurements no longer follow the usual slopes. The data that diverges is not used in calculating the fit. (B) Data was taken at a fixed optical power of 13 mW and at frequencies of 1000 and 1200 MHz for the Δ = 200 MHz case, and 1000 and 1003 MHz for the Δ = 3 MHz case.
can be tuned to correct for fabrication variations and for the extra terms in the third harmonic from higher order nonlinearities. Canceling the second and third order harmonics of the device is usually sufficient to ensure nicely linear operation as higher harmonics are generally below the noise floor. Figure 13 shows numerically predicted linearity results for a 312 µm long device operated at 4V DC bias. The next highest harmonic (the fifth harmonic) and the third harmonic for the case of a Mach-Zehnder with perfectly linear loss-less phase-shifters are included for reference. As can be seen, a predicted linearity of better than 60 dBc is obtained, more than 20 dBc better than the "ideal" case at high modulation depths.
Hybrid (photonic and electronic) analog-to-digital converter
The components described above have been integrated together for the photonic front end of an analog-to-digital converter (ADC) [4] . The accuracy and speed of an ADC are fundamentally limited by the aperture jitter that can be achieved. To avoid this limitation, a mode locked-laser is used to sample a signal with much lower jitter than most electronic timing sources. In addition, a wavelength division multiplexing method, as done by Yariv [50] and Kang [51] , is used to divide the sampled signals among multiple electronic ADCs to sample the signal at a slower rate. Figure 14 schematically shows the method used for the optical sampling. The precisely timed pulses created by a mode-locked laser are narrow, and therefore have a broad spectrum. The pulses are spectrally separated and each color has a different time delay. The colors are then recombined and the light is put through a single modulator which encodes the signal to be sampled. Each color arrives at the modulator at a different, but precisely known time. After the modulator the colors are separated again, and the light reaches an array of photodetectors connected to an array of electronic ADCs. The signal can then be reconstructed digitally by interweaving the data from the separate ADCs. It is possible to use the two complementary outputs of the modulator (doubling the number of filter channels and electronic ADCs) to increase the accuracy of the sampling and reject variations in the data due to laser amplitude changes [52] . Although the chip was fabricated with this capability, the capability was not used because other sources of noise were greater.
For this demonstration, only the modulator and the photonic components after the modulator (the filter bank and detectors) were integrated using silicon photonics. The components before the modulator were discrete components in this demonstration. It should be noted that all of these components are straight-forward to integrate using silicon photonics, except for the mode-locked laser. The modulator used was of the type shown in Figure 3 with diodes 0.5 mm long. This device has a somewhat poor Vπ of 40 V when driven in a push-pull configuration. The filters were described earlier and use a 210 nm thick layer of silicon patterned using the reflowed resist process. The photodiodes were implanted with silicon with an area dose of 10 14 cm -2 and annealed at 600°C. These diodes were 0.5 mm long, and had an efficiency of 0.1 A/W.
The photonic ADC was used to sample a signal with a single tone near 10 GHz. This demonstration only sampled with two channels, and each electronic ADC sampled at 1.05 Gs/s. This therefore limits the sampling rate to 2.1 Gs/s and the 10 GHz signal is aliased down to 1 GHz band. (20 Channels would be necessary to sample a full 10 GHz of bandwidth). This method still measures the ability of the photonic ADC to accurately sample a 10 GHz signal, even if it does not capture the full 10 GHz of bandwidth. Figure 15 shows the spectrum from the sampling of this single tone. Visible are the fundamental frequency near 50 MHz, the second harmonic near 100 MHz, and an interleaving spur near 950 MHz. In the absence of noise, the spur-free dynamic range is 39 dBc (or 6.4 bits, equivalent). The noise floor, however, gives a signal-to-noise ratio (SNR) of 23 dB (or 3.5 bits equivalent). This poor SNR is due to the losses in the optical system and the poor sensitivity of the photodiodes. If the sampling is done using no filters, and the output of the mode-locked laser is left as a single pulse, the increase in signal improves the SNR to 38 dB.
Conclusion
Silicon photonics have been successfully demonstrated by many groups, and it is no longer in doubt that the devices can perform as necessary for many applications. The next step is getting silicon photonics to be the technological choice for applications. It is natural to ask what is preventing the widespread use of silicon photonics. Cost and availability has been a factor, but that is likely to change due to the availability of silicon photonics fabrication through services such as OPSIS and ePIX. These services, which also provide design kits, could be expected to increase the accessibility of silicon photonics to more research groups and perhaps lower the cost of fabrication.
Perhaps the most important limitation to silicon photonics technology is the lack of an inherent optical source. Optical gain has been achieved in a silicon system by the incorporation of other materials. For electrically pumped sources, methods include hybrid integration of III-V [53] and germanium lasers [54] . III-V integration requires non-standard and challenging fabrication steps, negating many of the benefits of silicon photonics technology over an all III-V photonics technology. Germanium lasers, while an important advancement, still need a fair amount of further development before they are likely to be widely incorporated. Over time, these technologies can be expected to improve, but in the near term, silicon photonics will likely be used primarily for systems where off-chip optical gain is sufficient.
The power handling capability of silicon photonics can also be an important limitation. For some applications, particularly analog signal applications, high optical powers can be necessary [55] . For example, the accuracy of a photonic ADC is limited both by the power that reaches the photodiode and the uncorrectable non-linearity of the modulator. As discussed, the non-linearity of the modulator can be improved by carefully design of the doping of the modulator. It is possible for a silicon modulator to give better linearity than a Mach-Zender modulator with a perfect phase shifter. As also discussed, the ring resonator design currently being used in the ADC has a practical maximum CW power of 1 mW. In the photonic ADC the power is spread among 20 channels, and an average power of 10 mW should be possible. This limits the best theoretical SNR that can be achieved to an equivalent of nearly 10 bits at 10 GHz if we consider only the noise from photon statistics.
The choice of filter for the above measurements was a particularly sensitive case. Because of the compactness and the high Q of the filter, the light in the ring is 170 times Figure 15 Data measured with two 1.05 GSa/s channels of the photonic ADC based on an integrated silicon photonic chip. This ADC was used to digitize a 10 GHz RF signal and the Fourier transform of the interleaved data is shown. more intense in the ring than in the input waveguide. Larger rings and thinner silicon would cause the non-linearity effects to occur at higher powers, without having to sacrifice the Q of the resonator. Replacing the ring filter with a different design, or substituting an arrayed-wavegrating design should allow power levels up to 100 mW, increasing the possible resolution slightly to 10.5 bits at 20 GHz in a perfect system. This power level is optimistic, because in a fully integrated photonic chip, a similar filter bank will also be needed to separate the light directly from the mode locked laser. The power handling capability of this first filter, and the losses after this filter will likely limit the power that can reach the photodiodes.
An important remaining challenge for silicon photonics is the challenge in controlling the resonant frequencies in a filter bank. As a platform, silicon photonics is likely to be most useful for the integration of a large number of devices, and none of the current methods for tuning the resonant frequencies of a filter have been scaled to a large number of devices. Post-fabrication trimming methods require cycles of measurement and physical alteration, and likely cannot be done quickly enough for high volume manufacturing. Thermally tuning will require electronic control of the temperature of every ring. Feedback (either optically or temperature based) will likely be necessary, and the required electronics could be extensive. Although there are demonstrations of automated thermal control of single rings [56] , a demonstration of the simultaneous thermal control of a large number of filters, has not yet occurred. Because of the miniaturization of electronics, the need for extensive electronics is not necessarily an insurmountable problem. Besides the engineering challenges, however, a fundamental problem with thermal tuning is the relatively large amount of power it can require. Designs have been demonstrated that reduce the tuning power by a factor of 2 compared to the best filters in the above section [43] .
Even with these challenges, there are still many problems that can be solved by silicon photonics, as the technology stands today. One example, the front end of an A/D converter was described here in detail. This is just one example, and there are a number of possible applications [1, 6, 57] , which are suitable for silicon photonic solutions in the very near future.
