Quantum phenomena in transport measurements of topological insulator nanostructures (Review Article) by Fang, L. & Kwok, W.-K.
Low Temperature Physics/Fizika Nizkikh Temperatur, 2014, v. 40, No. 4, pp. 367–374 
Quantum phenomena in transport measurements of 
topological insulator nanostructures 
(Review Article) 
Lei Fang1,2 and Wai-Kwong Kwok1 
1Materials Science Division, Argonne National Laboratory, IL, 60439, US 
2Department of Chemistry, Northwestern University, IL 60208, US 
E-mail: lfang@anl.gov 
Received October 29, 2013 
We review the recent experimental advances on quantum phenomena in transport measurements of topologi-
cal insulators with emphasis on quantum oscillation, weak antilocalization and Aharonov–Bohm effect and 
Altshuler–Aronov–Spivak effect. Following a brief introduction on the topic, we discuss the identification of the 
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at the end of this article. 
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1. Introduction
In modern condensed matter physics, the notion of 
spontaneous symmetry breaking accompanied with the 
formation of an order parameter is generally applied to 
phase transitions in various macroscopic systems [1]. For 
example, translation symmetry is broken in the ground 
state of a magnet due to the alignment of the magnetic 
moments. In a conventional superconductor, the off-
diagonal long-range order breaks global gauge symmetry 
[2]. A notable exception to this universal rule is quantum 
matter that is characterized by topological invariance. Such 
a topological phase cannot be described by any local order 
parameter. Prototypical materials that manifest this behav-
ior are the recently discovered topological insulators (TIs) 
[3–7]. These materials are bulk insulators, that possess 
conducting edges or surfaces. Due to their special topolog-
ical invariance, abundant novel phenomena have been ob-
served in the TIs, such as the back-scattering immunity, 
Dirac cone-like electronic structure, and the helical spin 
structure. These remarkable properties could significantly 
benefit novel applications in fields such as spintronics [8,9] 
and quantum computing [10–13]. 
Here we briefly overview the quantum phenomena in 
transport measurements of TI nanostructures. In addition, a 
historical perspective of TIs and a summary of the basic 
properties of TIs are also presented. This paper is orga-
nized as follows. Section 2 is a brief introduction to the 
history of TI. Section 3 introduces the basic characteristics 
of TI. In Sec. 4, quantum phenomena, such as quantum 
oscillations and phase interference in TIs are discussed. 
The last section presents a prospect of TIs. This article is 
not intended as a comprehensive review. Readers who 
have interest in the theory and the characterization of TIs 
can refer to reviews [14–19]. A review of progress regard-
ing the variety of TI materials can be found in [20,21]. 
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2. A brief introduction to the history of TI 
In modern condensed matter physics, theory plays an 
important role in predicting new phenomena. The research 
of TIs demonstrates the formidable power of theory and 
computation techniques to predict new materials and phe-
nomena. Both the two-dimensional (2D) and the three-
dimensional (3D) TIs were first theoretically predicted, 
and later verified by experiments [3–7,22–32]. More re-
cently, the anomalous quantum Hall effect was predicted in 
TIs doped with magnetic ions [33]. This prediction, again, 
was verified by experiments [34,35]. An examination of 
the “theoretical cradle” of TI is thus useful for both expe-
riments and materials research. 
In 1980, the integer quantum Hall effect (IQHE) was 
discovered in the two-dimensional electron gas (2DEG) in 
semiconductor heterostructures at low temperatures and 
high magnetic fields [36]. It was soon realized that the 
IQHE can be described as a topological phase [37] with a 
chiral edge state [38]. In such a state, electrons can flow 
without dissipation [38]. Although desirable for device 
applications, IQHE usually requires high field to quantize 
the electrons. This factor motivated theorists to explore the 
anomalous Hall effect without magnetic fields. Murakami, 
Nagaosa, and Zhang took spin-orbit coupling into consid-
eration and created the concept of a spin Hall insulator 
[39]. In semiconductors HgTe and PbTe, the heavy-hole 
and light-hole bands have opposite signs for the mass and a 
finite spin-Hall effect was predicted to appear under the 
condition that only the heavy-hole bands are occupied at 
zero doping. In 2005, Kane and Mele improved the con-
cept and performed calculations for the quantum spin Hall 
insulator (QSHI) [3,4]. In the Kane–Mele model, the ef-
fects of the spin-up and spin-down electrons were consid-
ered equivalent to that of the magnetic fields. Applying 
two copies of the Haldane model which was originally 
created to explain the IQHE in a magnetic field [40], Kane 
and Mele found that QSHI has conductive edge states. The 
electrons of the edge states are immune to impurity scatter-
ing as long as the time reversal symmetry (TRS) of the 
edge states is preserved. In 2006, Bernevig and Zhang pro-
posed the quantum spin Hall effect (QSHE) in semicon-
ductor quantum wells [5,6]. The strong spin-orbit coupling 
(SOC) in the quantum wells inverts two electronic bands to 
cross the band gap and form a Dirac-cone-like energy 
spectrum. Their prediction was experimentally confirmed a 
year later by Molenkamp’s group in quantum well CdTe–
HgTe–CdTe [7]. The QSHE is not limited to 2D systems. 
In 2007, Moore and Balents generalized the Kane–Mele 
model in an arbitrary multiband band structure in two 
or three spatial dimensions [22]. In the same year, Fu 
and Kane predicted that the alloy Bi1–xSbx is a 3D TI 
[23,24]. In 2008, Hasan’s group at Princeton University 
successfully observed the Dirac-cone-like electronic struc-
ture in Bi1–xSbx by using angle resolved photoemission 
spectroscopy (ARPES) [26]. Another confirmation of the 
topological state surface of Bi1–xSbx came from angle 
dependent quantum oscillation measurements [30]. How-
ever, the electronic structure of Bi1–xSbx is extremely 
complicated. This prompted an intense search for new 3D 
TIs. An important progress on 3D TI came in 2009. One 
group at the Institute of Physics at Beijing proposed that 
the narrow band semiconductor Bi2Se3 and Bi2Te3 are 
3D TIs that have a single Dirac cone [25]. The 2D surface 
channel was soon confirmed by angle dependent photoe-
mission spectroscopy and quantum oscillation measure-
ments [26–29,31,32]. 
3. The basics of TI 
The strong SOC generates a Dirac-cone-like energy 
spectrum in the band gap of a TI, as shown in Fig. 1(a). 
The linear dispersion leads to two predominant characteris-
tics of the Dirac electrons: zero mass and the high mobili-
ty. In reciprocal space, Dirac cones of TI are only located 
at the Kramer points, for instance the Г point or the k-point 
of a Brillouin zone, where k = π = –k. This feature is de-
termined by the Kramer theorem: in a TRS system, 
if 2 1,= −  all the energy levels must be doubly degene-
rate [41], where the   is the TRS operator. Figure. 1(b) 
Fig. 1. (Color online) Dirac-cone-like energy spectrum in the band gap of a TI (a). Schematic picture of a Dirac cone of TI in 3D recip-
rocal space. The red arrows represent the spins of the Dirac electrons. The spin direction is perpendicular to the electron’s momentum 
and forms a unique helical spin structure (b). The immunity to backscattering in a TI. The triangle denotes a static impurity (c). 
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schematically shows a single Dirac cone of TI in 3D recip-
rocal space. The red arrows represent the spins of the Dirac 
electrons. Measurement using spin-polarized ARPES 
found that the spins are locked perpendicular to the elec-
tron momentum and form a so-called helical spin structure 
[27,42]. The unique helical spin structure gives rise to a π-
Berry’s phase in the Dirac electrons. 
Another fingerprint of the TIs is the absence of 
backscattering. As depicted in Fig. 1(c), the spin-up elec-
trons and spin-down electrons counter-propagate due to 
time-reversal invariance (TRI). The triangle denotes a stat-
ic impurity. If backscattering occurs, electron with either 
the spin-down or spin-up is scattered back with a flipped 
spin orientation. However, due to TRS, a state with two 
identical spin quanta in a single quantum channel is not 
allowed. Thus the backscattering process is prohibited. The 
immunity to backscattering in TIs has been observed in 
scanning tunneling spectroscopy experiments [43–45]. 
However, transport measurements found that the mobility 
of the Dirac electrons can be largely affected by the sur-
face quality [29,46], indicating that the complete mitiga-
tion of backscattering may not be achieved. This contradic-
tion between experiment and theoretical prediction has not 
been fully addressed and more efforts are needed to clarify 
this point. A comparison between IQHE and QSHE is 
summarized in Table 1. 
4. Quantum phenomena in the transport measurements 
on TI nanostructures 
4.1. Shubnikov–de Haas quantum oscillation 
The linear dispersion ε(k) in TIs gives rise to zero-mass 
and highly mobile Dirac electrons. Hence a moderately 
high magnetic field is adequate to quantize the Dirac elec-
trons into Landau levels. This enabled the observation 
Shubnikov–de Haas quantum oscillations in transport mea-
surements of TIs [28,29,47–53]. To date, most experi-
mental studies of TIs are based on Bi2Se3 and Bi2Te3 be-
cause of their relatively simple electronic structures and 
the availability of large crystals. However, there are large 
amounts of dislocations in naturally grown crystals of the-
se materials [47]. These dislocations donate electrons and 
elevate the Fermi level, EF, to the bottom of the conduct-
ance band. The coexistence of bulk and surface carriers 
leads to many ambiguities in the transport data. For exam-
ple, in naturally grown bulk crystals of Bi2Se3, the meas-
ured quantum oscillations in most cases are dominated by 
bulk electrons [47,48,52,53]. To mitigate bulk contribu-
tion, one could shift the EF to lower energies or reduce the 
sample size. The former can be achieved by front/back 
gating or chemical doping [51,54–56]. The latter can be 
realized in nanosized TI samples with a much higher sur-
face-to-bulk ratio that can be obtained by exfoliating bulk 
crystals using the “scotch tape method” or by synthesizing 
nanowires or nanoribbons. 
A widely adopted method to grow Bi2Se3 and Bi2Te3 
nanowires is the so-called vapor-liquid-solid growth 
(VLSG). The details of the growth mechanism and exper-
imental setup can be found in references [57–62]. Quan-
tum oscillation measurements on TI nanoribbons were re-
ported in [58,63–65]. The surface state can be identified by 
angle-dependent magneto-resistance measurements. Due to 
the 2D characteristic of the topological surface state, the 
oscillatory magneto-resistance in tilted magnetic fields 
must satisfy a scaling law ΔR(B, θ) ~ f (B cos θ), where 
ΔR represents the oscillation amplitude, B denotes the 
magnetic field and θ is an angle between the tilted field 
and the c-axis of the crystal. An example of the Shub-
nikov–de Haas quantum oscillation of the surface state of a 
Bi2Se3 nanoribbon is delineated in Fig. 2(a). The nano-
ribbon, shown in the inset of Fig. 2(b), was grown using a 
catalyst-free physical vapor deposition method [65]. This 
method can grow millimeter-long nanoribbons with excel-
lent surface quality, underlined by the high mobility of the 
Dirac electrons. The oscillations measured in tilted fields 
from 0 to 50° collapse into one curve when the horizontal 
coordinate is expressed as 1/(B cos θ). This 2D scaling of 
the field-dependent quantum oscillation is a strong evi-
dence of the topological surface state. Applying the classi-
cal Lifshitz–Kosevich (LK) theory, parameters of the Dirac 
electrons, such as the effective mass m* and scattering 
time τ, can be extracted from the oscillation frequency and 
the temperature-dependent oscillation amplitude. The de-
tailed analysis of quantum oscillation using LK theory can 
be found in the book “Magnetic Oscillations in Metals” 
by Shoenberg [66] and in review articles [67–70]. As 
aforementioned, the helical spin structure of TIs generates 
a π-Berry’s phase of the electrons when the spin rotates by 
Table 1. The comparison between IQHE and SQHE 
 Topological 
invariance 
TRS SOC Edge state Impurity scattering Transport Dimensionality 
IQHE Yes Broken Unrelated Chiral or skipping 
orbit 
No Quantized 
transvers con-
ductivity 
Only even  
2D or 4D 
QSHE Yes Preserved Strongly 
related 
Helical 
spin structure 
Absence of 
backscattering  
Longitudinal 
conductivity in 
units of e2/h 
2D and 3D 
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2π around the basal plane of the Dirac cone. The π-Berry’s 
phase, the hallmark of the Dirac electron, can be extract-
ed from the field dependent quantum oscillations. In LK 
theory and in a 2D system, the oscillatory resistance 
ΔR ~ cos [2π(F/B + 1/2 + r)], where the F is the oscillation 
frequency. The Berry’s phase is represented by the phase 
factor r, which is equal to 0 or 1/2 for conventional Schrö-
dinger electrons and Dirac electrons, respectively [71]. As 
shown in Fig. 2(b), a phase factor of 1/2 is consistently ob-
served in different Bi2Se3 nanoribbons. The π-Berry’s 
phase is another evidence of the existence of the surface 
state. On the other hand, the phase factor r is the same 
quantity as the “r” in Onsager’s quantization condition, 
An = (2πe/)B(n + r), where An is the Fermi surface cross-
section area. The Onsager relation provides another ap-
proach to determine the phase factor, i.e., the fan diagram of 
Landau-levels [71,72]. In this diagram, r can be obtained by 
linearly extrapolating the 1/B-vs-n curve to 1/B = 0. Howev-
er, large ambiguities may occur if the linear extrapolation is 
not carefully performed, especially when there are insuffi-
cient data points in the fan diagram [73]. Therefore, a reli-
able determination of the value of r using this approach 
requires a certain number of quantum oscillation cycles, in 
other words, a high-enough magnetic field. 
4.2. Weak antilocalization 
Another quantum phenomenon frequently observed in 
transport measurements is the weak antilocalization effect. 
In a disordered system, electron elastic scattering (e.g. 
scattering with impurities) dominates over inelastic scatter-
ing (e.g. scattering with phonons) at low temperatures. 
Since the phase of the electron is retained after elastic scat-
tering but is lost after inelastic scattering, the phase coher-
ence length, lφ, of the electrons is much longer than the 
mean free path, le. Here, the lφ is defined as the distance 
that an electron travels before its phase is lost, and the le is 
defined as the distance that an electron travels before it is 
scattered, in this case, by an elastic scattering center. The 
phase interference between electrons propagating on inter-
secting paths increases the probability of electrons to re-
main at their initial location. This process is referred to as 
weak localization [74]. The weak localization effect is 
schematically depicted in Fig. 3(a). The weak localization 
leads to a negative correction in the total conductivity. At 
zero field, the temperature dependence of the conductivity 
correction is expressed as 2( , 0) ( /2 )ln ,T B e h T∆σ = = − π  
where the h is the Planck constant. In a system with strong 
SOC, the spin rotation during the electron propagation gives 
rise to a destructive interference, which leads to a higher net 
conductivity. This destructive interference is called weak 
antilocalization (WAL) [74]. In TIs, the π-Berry’s phase 
also destroys the interference of electrons and gives rise to 
the WAL [46,63,75–79]. 
In a 2D system, the conductivity correction at applied 
magnetic field from either weak localization or WAL can 
be described by the Hikami–Larkin–Nagaoka (HLN) 
equation [80], 
2 1( ) ln
2
B BeB
B B
ϕ ϕ   ∆σ ≅ −α ψ + −   π     
  
where α is –1/2 for weak localization and is 1/2 for WAL; 
Ψ(z) is the digamma function; ( / )4B elϕ ϕ=   is the charac-
teristic field associated with the coherence length lφ: 
l Dϕ ϕ= τ  and D is the diffusion constant, 
2(1/2) F eD = τv  
in a 2D system, where Fv  is the Fermi velocity and eτ  is the 
elastic scattering time;   is Planck constant divided by 2π. 
Fig. 2. (Color online) The scaled Shubnikov–de Haas quantum oscillations measured in a Bi2Se3 nanoribbon. The 2D characteristic 
suggests that it originates from the surface state (a). The determination of Berry’s phase using the LK theory. A phase factor of 1/2 is 
consistently observed in different Bi2Se3 nanoribbon. The inset is a scanning electron microscopy picture of nanoribbon (b). 
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The phase coherence length of the 2D WAL can be quanti-
tatively obtained by fitting the ( ).B∆σ  Figure 3(b) shows 
the theoretical curves of the WAL for different values of 
Bφ. For Bi2Te3 the reported value of lφ is about 300 nm 
[76,77]. The WAL was observed in several magneto-
transport measurements, and has been associated with the 
π-Berry’s phase of the 2D Dirac fermions. However, the 
observation of 2D WAL is not a decisive proof of the ex-
istence of Dirac electrons. As a matter of fact, strong SOC, 
the prerequisite of TIs, can also lead to WAL [74,81]. For 
TI samples with 2D geometry, WAL induced by SOC of 
bulk electrons and π-Berry’s phase of Dirac electrons are 
indistinguishable. This issue can be addressed in 3D sam-
ples. Magneto-conductivity measurement on thin film 
Bi2Se3 with a thickness of 50 nm has successfully separat-
ed the 2D WAL from the 3D bulk contribution [76,77]. 
Some interesting properties of WAL in TIs were revealed 
by thickness dependent transport measurements on few-
layer Bi2Se3 thin films [78,82]. Due to the hybridization 
between the top and bottom surface states, a gap appears at 
the Dirac point. Under this condition, the WAL was found 
to coexist with weak localization. The WAL is not limited 
to Bi2Se3 and Bi2Te3. Recently, an observation of the 2D 
WAL was reported in TI (PbSe)5(Bi2Se3)6 [83,84]. WAL 
was also observed in the strongly correlated topological 
Kondo insulator SmB6 [85,86]. 
4.3. Aharonov–Bohm effect and Altshuler–Aronov–Spivak 
effect 
In addition to the WAL, phase coherence in TI also 
gives rise to the Aharonov–Bohm (AB) effect [87] and the 
Altshuler–Aronov–Spivak (AAS) effect [88]. Cui’s group 
at Stanford University first observed the oscillatory 
magnetoresistance in Bi2Se3 nanoribbons at low tempera-
tures [57]. Analysis using fast Fourier transformation re-
vealed a period of h/e in the oscillatory magnetoresistance. 
This oscillation was ascribed to the AB effect in a TI 
nanoribbon where a surface current circulates around the 
perimeter of the ribbon. However, given the constructive 
interference between electrons on pairs of time-reversed 
paths, the AAS effect with an oscillatory period of h/2e is 
expected. The explanation was that the backscattering im-
munity, one of the features of TI, destroys the constructive 
interference [57]. Recently, both AB and AAS effects were 
observed in Bi2Te3 nanoribbons [64]. Although the h/e 
oscillatory period was observed repeatedly in two TIs, its 
origin is still not fully understood [89,90]. It is worth 
pointing out that the surface of Bi2Se3 is not stable. The 
surface band structure varies with time. ARPES has ob-
served a striking splitting between the spin-up band and 
spin-down band on the surface of Bi2Se3 [9]. Consequenc-
es such as inter-band scattering are likely to be induced. 
These effects could complicate the phase coherence in TI 
nanoribbons and give rise to the anomalous oscillatory 
period h/e. These hypotheses, however, need future inves-
tigation. The AB effect is not limited to nanowires of 
Bi2Se3 and Bi2Te3. In fact, an h/e oscillatory period was 
recently observed in nanowires of β-Ag2Te [91]. Angle 
and temperature dependences of the AB oscillation demon-
strated 2D features of the surface state in this material, 
consistent with the theoretical prediction of a topological 
state in β-Ag2Te [92]. 
5. Summary and prospect 
In this article, we briefly reviewed the progresses in the 
transport measurements of TIs. We discussed the quantum 
oscillation, weak antilocalization, AB/AAS effect, together 
with the identification of the topological surface states us-
ing these quantum phenomena. Some aspects such as 
strong electron–electron correlation and spin analogues to 
Fig. 3. (Color online) A schematic picture of the weak localization effect. The solid yellow curve and the dashed blue curve represent a pair 
of time reversed paths, which form a constructive interference to localize the electrons. This interference can be destroyed by either the 
strong SOC or the Berry’s phase of the Dirac electron in TIs (a). Theoretical curves of the corrected conductivity of the weak 
antilocalization effect. The smaller value of the characteristic field Bφ corresponds to a longer phase coherence length lφ (b). 
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the fractional quantum Hall effect were not included in this 
review because they are not yet fully understood. The ap-
plication of TIs in spin transport devices seems promising 
as both theory and experiments in optical spectroscopy 
have indicated the potential of TI in the application of 
spintronics [6,93]. Furthermore, noticeable efforts are be-
ing devoted to designing novel devices to disentangle the 
spin-up and spin-down electrons in TIs. Rapid progress in 
this particular field can be expected. The research in TIs is 
also expanding into particle physics. A combination of TI 
nanowires with the superconducting proximity effect and 
magnetic fields is predicted to host the long-sought 
Majorana fermion [94], a particle which was hypothesized 
to be the sole component of dark matter in our universe. 
Currently, a “Majorana race” is blooming all over the 
world [95,96]. Another discovery of particle physics, fol-
lowing the observation of the Higgs boson, may be 
achieved in the condensed matter community. 
To conclude, in the journey to master topological insu-
lators, numerous novel physics and materials have been 
discovered. The momentum for further discoveries will not 
be abated since current theoretical tools are adequate and 
powerful enough to enable realistic predictions. The pro-
gress towards application of topological insulators should 
come with optimism, given the strong integration of ad-
vanced materials synthesis, powerful characterizations, 
device modeling and fabrications, and theories. 
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