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1. Introduction and statement of results
In this paper, we use the resolution of singularities algorithm of [G4] to general-
ize to arbitrary local fields of characteristic zero the theorems of [G3] on Rn sublevel set
volumes and oscillatory integrals with real phase function. The proofs of these generaliza-
tions use various aspects of the resolution of singularities algorithms of [G4] (but for the
most part not the actual resolution of singularities theorems themselves.) The p-adic cases
of our results provide new estimates for exponential sums as well as new bounds on how
often a function f(x) such as a polynomial with integer coefficients is divisible by various
powers of a prime p when x is an integer. Thus we use classical analysis resolution of sin-
gularities methods on a class of problems traditionally approached using toric resolution
of singularities techniques.
The estimates of this paper for the sublevel set measures and oscillatory in-
tegral decay rates will as in [G3] be expressed in terms of properties of the Newton
polyhedron of the phase function f(x). Such estimates go back to [V] and for p-adic
fields there is an extensive body of research on such estimates. We mention [D][DHo]
[DLo][LM][Ve][Wr][Zu1][Zu2] for a sampling. Unlike in many such papers, especially in
higher dimensions, we will not require a nondegeneracy condition such as that of [V]. In-
stead, as in [G3] our theorems will be stated in terms of the orders of the zeroes of certain
polynomials fF (x) associated to N(f), given in Definition 1.5 below, and will go beyond
such a nondegeneracy condition. We will have results for any Newton distance (see Defini-
ton 1.6), and the Newton distance will determine the conditions required on the maximal
order of the zeroes of the above polynomials. Generalizations when the Newton distance
is less than or equal to 1 will be discussed after the statement of Theorem 1.2.
In this paper, a real oscillatory integral denotes an expression
I(λ) =
∫
Rn
eiλf(x)φ(x) dx (1.1)
Here φ(x) is a cutoff function defined on an appropriately small bounded open set con-
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taining the origin. Using resolution of singularities it can be shown that if ∇f(0) = 0 (the
nontrivial case), then I(λ) has an asymptotic expression as λ→∞ of the form
I(λ) = cφe
iλf(0)(ln(λ))mλ−δ + o((ln(λ))mλ−δ) (1.2)
Herem is a nonnegative integer and δ > 0, both independent of φ, and given any sufficiently
small neighborhood U of the origin cφ is nonzero for at least one φ supported in U .
To understand what the complex analogue of (1.1) might be, note that a key
characteristic of oscillatory integrals (1.1) is that for any λ the function eiλt is a (contin-
uous) additive character on R. Furthermore, all continuous additive characters of R are
of this form. Thus with the view of finding analogues to (1.1) we are interested in what
the continuous additive characters of C are. Suppose χ(z) is one such character. Then
χ(z) = χ(Re(z), 0)χ(0, Im(z)) = eiλ1Re(z)eiλ2Im(z) for some λ1 and λ2. There necessarily
exists some complex number w such that for any z, Re(wz) = λ1Re(z) + λ2Im(z). Thus
the continuous additive characters of C are the functions of the form eiRe(wz) for some
w ∈ C. Hence for our purposes natural analogues of (1.1) are the integrals
I(w) =
∫
Cn
eiRe(wf(z))φ(z) dz (1.3)
Here again φ(z) is a cutoff function, and the goal now will be to find optimal decay estimates
|I(w)| ≤ C(ln |w|)m|w|−δ as |w| → ∞. As in the real case, if f(z) has some nonvanishing
first derivative at the origin then one gets arbitrarily fast decay, so we always assume this
is not the case here.
We now direct our attention to characters on p-adic fields. Any p-adic number x
may be written as x =
∑∞
k=k0
bkp
k, where each bk ∈ {0, ..., p−1}, bk0 6= 0, and |x| = p
−k0 .
Addition on the p-adics in such a form is done as one adds natural numbers written in
base p, using carrying. It is well-known (and relatively easy to show) that the continuous
additive characters on the p-adics are functions of the form χ(x) = ξ(yx), where y ∈ Qp
and where ξ(
∑
k≥k0
bkp
k) = e
2πi(
∑−1
k=k0
bkp
k)
for k0 < 0 and ξ(x) = 1 for k0 ≥ 0.
One can determine the additive characters on any p-adic field (a finite extension
field of some Qp) from the characters on Qp analogously to how the additive characters
on C were determined above from those on R. Namely, suppose K is a field extension of
Qp of degree l. Then we may write elements x of K in the form (x1, ..., xl) where each
xk ∈ Qp. Thus if χ is a continuous additive character on K, one has
χ(x) = χ(x1, 0, ..., 0) ... χ(0, ..., 0, xl)
By the form of the characters on Qp, for some y1, ..., yl ∈ Qp the above can be written as
χ(x) = ξ(y1x1) ... ξ(ylxl) = ξ(y1x1 + ...+ ylxl)
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Analogously to the complex case, there is some z ∈ K such that the first component of zx
is y1x1 + ... + ylxl for all x ∈ K. Denoting this first component by R(zx), for any x one
therefore has
χ(x) = ξ(R(zx)) (1.4)
Thus a natural analogue of the oscillatory integral (1.1) for p-adic fields is given by
I(z) =
∫
|x|<δ
ξ(R(zf(x))) dx (1.5)
Since all smooth functions on a p-adic field are locally constant, instead of having a cutoff
function φ(x) in (1.5) we restrict the domain of integration to |x| < δ for some δ.
In the real case it is well known (see [AGV]) that sharp estimates for oscillatory
integrals usually follow from sharp estimates for the measure of sublevel sets; given a
sufficiently small open set U containing the origin one may look for the best possible
estimate of the form |{x ∈ U : |f(x)| < ǫ}| < C| ln(ǫ)|mǫδ. This (m, δ) can then be
translated into decay estimates for the oscillatory integral (1.1), and this rate of decay is
sharp except in certain exceptional situations. This translation is proven using resolution
of singularities to show both the sublevel set measures and the oscillatory integral decay
have asymptotic expansions, and then using integration by parts in a certain way to go
from the sublevel set measures to the oscillatory integral estimates. The analgoue for p-adic
fields was proved by Igusa [I1]-[I3], and in Theorem 2.2 we will prove the corresponding
statement for K = C using results from [G4].
We now give some relevant definitions.
Definition 1.4. Let f(x) be a function such that f(x) has a convergent power series
expansion
∑
α fαx
α on a neighborhood of the origin in Kn. For any α for which fα 6= 0,
let Qα be the octant {t ∈ R
n : ti ≥ αi for all i}. Then the Newton polyhedron N(f) of
f(x) is defined to be the convex hull of all Qα.
A Newton polyhedron can contain faces of various dimensions in various configu-
rations. These faces can be either compact or unbounded. In this paper, as in earlier work
such as [G3] and [V], an important role is played by the following functions, defined for
compact faces of the Newton polyhedron. A vertex is always considered to be a compact
face of dimension zero.
Definition 1.5. Suppose F is a compact face of N(f). Then if f(x) =
∑
α fαx
α denotes
the Taylor expansion of f like above, define fF (x) =
∑
α∈F fαx
α.
The statements of several of our theorems will use the following terminology.
Definition 1.6. Assume N(f) is nonempty. Then the Newton distance d(f) of f(x) is
defined to be inf{t : (t, t, ..., t, t) ∈ N(f)}.
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Definition 1.7. The central face of N(f) is the face of N(f) of minimal dimension
intersecting the line t1 = t2 = ... = tn.
In Definition 1.7, the central face of N(f) is well-defined since it is given by the intersection
of all faces of N(f) intersecting the line t1 = t2 = ... = tn. An equivalent definition that is
sometimes used (such as in [AGV]) is that the central face of N(f) is the unique face of
N(f) intersecting the line t1 = t2 = ... = tn in its interior.
We now come to our theorems concerning sublevel set measures and oscillatory
integrals. They are analogues of corresponding results in [G3]. f(x) will always denote
a function with convergent power series on a neighborhood of the origin with f(0) = 0.
The statements of the theorems are slightly different for different fields K, in that they
will depend on the dimension of K over its base field. Correspondingly, in the following
bK = 1 if K = R, bK = 2 if K = C, and for an extension of the p-adics bK denotes the
degree of K over Qp.
We use the notation |A| to denote the measure of a set A. If K = R or C this
denotes the usual Lebesgue measure. When K is Qp we use the traditional Haar measure
that assigns measure 1 to {x : |x| ≤ 1}, and if K is a finite extension of Qp we use the
product measure induced by that of Qp. As for which valuation we use on K, we will use
the traditional |x|p = p
−vp(x) valuation on Q ⊂ Qp and its natural extension to K if K is
a finite extension of Qp. Note that the bKth power of this valuation is used in [Cl] which
accounts for the difference in the exponents in the theorems such as in section 2.
Theorem 1.1. Let K0 denote K − {0}. For a compact face F of N(f), let o(F ) denote
the maximum order of any zero of fF (x) in K
n
0 . Let h denote the dimension of the central
face of N(f). For a small open set U containing the origin, let g(ǫ) denote the measure of
{x ∈ U : |f(x)| < ǫ}. Then if U is sufficiently small, there are positive constants C and C′
depending on U and f such that the following hold for 0 < ǫ < 12 .
a) If o(F ) ≤ d(f) for all compact faces F of N(f), with o(F ) < d(f) when F is a subset
of the central face of N(f), then
C| ln(ǫ)|n−h−1ǫ
bK
d(f) ≤ g(ǫ) ≤ C′| ln(ǫ)|n−h−1ǫ
bK
d(f)
b) If o(F ) ≤ d(f) for all compact faces F of N(f) with o(F ) = d(f) for at least one
compact F contained in the central face of N(f), then
C| ln(ǫ)|n−h−1ǫ
bK
d(f) ≤ g(ǫ) ≤ C′| ln(ǫ)|n−hǫ
bK
d(f)
c) If o(F ) > d(f) for at least one compact face F of N(f), let s(f) denote supF o(F ).
Then we have
C| ln(ǫ)|n−h−1ǫ
bK
d(f) ≤ g(ǫ) ≤ C′ǫ
bK
s(f)
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Theorem 1.2. If in Theorem 1.1 one has an upper bound g(ǫ) ≤ C′| ln(ǫ)|mǫδ, then
for sufficiently large |λ|, |w|, or |z| the oscillatory integral (1.1), (1.3), or (1.5) respec-
tively satisfies the analogous bound |I(λ)| ≤ C(ln |λ|)m|λ|−δ, |I(w)| ≤ C(ln |w|)m|w|−δ, or
|I(z)| ≤ C(ln |z|)m|z|−δ.
In the case where K = R, Theorems 1.1 and 1.2 were proven in [G3], where the
oscillatory integral upper bounds corresponding to parts a) and b) of Theorem 1.1 were
shown typically to be sharp. It is unclear what the sharpness situation is for oscillatory
integrals in the p-adic case. The upper bounds of part c) of Theorem 1.1 and the corre-
sponding upper bounds of Theorem 1.2 are usually not sharp; to get sharp estimates one
normally needs more detailed information about the singularities of f(x) than the Newton
polyhedron provides.
It is worth mentioning that there is an additional situation where Theorem 1.2
is known to hold, namely where d(f) ≤ 1 and o(F ) ≤ 1 for all compact faces F of N(f).
This was proved using toric resolution of singularities in [V], and the method contained
therein generalizes to the K considered in this paper. Since in this paper Theorem 1.2
is effectively a consequence of Theorem 1.1, where the analogous statement is false, this
case is not covered by Theorem 1.2. However, it is possible to prove this case directly
using Lemma 3.1 through a direct integration by parts of the exponential since the phase
function will have nonvanishing gradient.
Often in papers using the toric methods of [AGV], theorems explicitly make the
assumption that
{x ∈ U : ∇f(x) = 0} ⊂ {x ∈ U : f(x) = 0} (1.6)
One can use resolution of singularities to see that (1.6) always holds in a sufficiently small
neighborhood of the origin (when f(0) = 0). Namely, let Ψ(x) be as in Hironaka’s theorem
such that f ◦Ψ(x) is locally comparable to a monomial; that is, in a local coordinate system
f ◦Ψ(x) is of the form a(x)m(x) where m(x) is a monomial and a(x) is nonvanishing. Then
by the chain rule, (1.6) holds on a neighborhood of the origin if the analogous statement
for f ◦Ψ holds on a neighborhood of Ψ−1(0). The latter statement can be seen to be true
by a direct computation in coordinates for which f ◦Ψ(x) is of the this form a(x)m(x).
Thus while we don’t explicitly assume (1.6), we do only prove Theorems 1.1 and
1.2 on a neighborhood of the origin that is sufficiently small for our various lemmas to
work. Because of the involved nature of the arguments leading to these theorems, it is
hard to ascertain if this neighborhood is also sufficiently small that (1.6) necessarily holds
throughout.
It is natural to ask to what extent the arguments giving Theorem 1.1 and 1.2
extend to local fields of positive characteristic. The argument in [G4] that proves Lemma
3.5 of that paper (which is the same as Lemma 3.1 is this paper) makes use of the fact
that the field has characteristic zero; equation (3.1b) does not immediately hold in the
positive characteristic case by the same argument. In addition, we utilize the Weierstrass
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preparation theorem for characteristic zero in the proof of Theorem 2.1, so any extension
to the positive characteristic case would require an analogue or a substitute. So any
adaptation of our proofs to the positive characteristic case would have to take into account
both issues.
Number theoretic consequences.
The cases K = Qp of Theorems 1.1 and 1.2 have some number-theoretic con-
sequences. In Theorems 1.3 and 1.4, f(x) denotes a power series
∑
fαx
α with integer
coefficients that converges on a neighborhood of the origin when viewed as a power series
on Qnp , satisfying f(0) = 0. The following theorem is a consequence of Theorem 1.1; the
condition that each ai is sufficiently large ensures that Theorem 1.1 applies to fa(x) on an
entire ball of radius 1 centered at the origin.
Theorem 1.3. For a = (a1, ..., an), each ai an integer, let fa(x1, ..., xn) denote the function
f(pa1x1, ..., p
anxn). There exists a constant M > 0 depending on f(x) such that if ai > M
for all i then there are constants C,C′ > 0 depending on a, f(x), and p such that the
following hold for every positive integer l.
a) If o(F ) ≤ d(f) for all compact faces F of N(f), with o(F ) < d(f) when F is a subset
of the central face of N(f), then
Cln−h−1p
− l
d(f) ≤
1
pln
#{x ∈ {0, ..., pl − 1}n : pl divides fa(x)} ≤ C
′ln−h−1p
− l
d(f)
b) If o(F ) ≤ d(f) for all compact faces F of N(f) with o(F ) = d(f) for at least one
compact F contained in the central face of N(f), then
Cln−h−1p
− l
d(f) ≤
1
pln
#{x ∈ {0, ..., pl − 1}n : pl divides fa(x)} ≤ C
′ln−hp
− l
d(f)
c) If o(F ) > d(f) for at least one compact face F of N(f), let s(f) denote supF o(F ).
Then
Cln−h−1p
− l
d(f) ≤
1
pln
#{x ∈ {0, ..., pl − 1}n : pl divides fa(x)} ≤ C
′p
− l
s(f)
Similarly, the oscillatory integral result Theorem 1.2 implies
Theorem 1.4. Let fa(x1, ..., xn) be as in Theorem 1.3. There exists a constant M > 0
depending on f(x) such that if ai > M for all i then there is a constant C > 0 depending
on a, f(x), and p such that the following hold for every positive integer l.
a) If o(F ) ≤ d(f) for all compact faces F of N(f), with o(F ) < d(f) when F is a subset
of the central face of N(f), then
1
pln
∣∣∣∣
∑
x∈{0,...,pl−1}n
e
2πi
fa(x)
pl
∣∣∣∣ ≤ Cln−h−1p− ld(f)
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b) If o(F ) ≤ d(f) for all compact faces F of N(f) with o(F ) = d(f) for at least one
compact F contained in the central face of N(f), then
1
pln
∣∣∣∣
∑
x∈{0,...,pl−1}n
e
2πi
fa(x)
pl
∣∣∣∣ ≤ Cln−hp− ld(f)
c) If o(F ) > d(f) for at least one compact face F of N(f), let s(f) denote supF o(F ).
Then
1
pln
∣∣∣∣
∑
x∈{0,...,pl−1}n
e
2πi
fa(x)
pl
∣∣∣∣ ≤ Cp− ls(f)
Since in Theorems 1.3 and 1.4 the constants C and C′ do depend on p, no uniformity in p is
proven here such as was conjectured in the homogeneous case by Igusa [I3]. Also note that
if f(xb1 , ..., xbn) is homogeneous for some positive integers bi then one can automatically
replace fa(x) with f(x) in Theorems 1.3 and 1.4 by choosing a appropriately (although
the constants will change).
2. Van der Corput lemmas
As in a number of papers that give asymptotics for oscillatory integrals and
related matters, we will make significant use of lemmas related to the classical Van der
Corput lemma. When K = R what we will need will readily follow from the classical
one-dimensional Van der Corput lemma:
Classical Van der Corput Lemma. Suppose g(x) is a k times differentiable function
on an interval I satisfying |g(k)(t)| > η > 0 for all t. Then for a constant Ak depending
only on k, for any ǫ > 0 we have
|{t ∈ I : |g(t)| < ǫ}| < Akǫ
1
k η−
1
k (2.1a)
If φ(x) is a C1 function on I and k > 1, then for some constant Bφ,k one has
∣∣∣∣
∫
I
eiλg(t)φ(t) dt
∣∣∣∣ < Bφ,k(1 + |λ|)− 1k (2.1b)
If g′(t) is piecewise monotone on I, then (2.1b) also holds for k = 1, where the constant
will now also depend on the number of pieces on which g′(t) is monotone.
For K other than R, we will also make use of versions of the Van der Corput
lemma that hold for analytic functions. The sublevel set version we will use can be stated
as follows.
Theorem 2.1. Suppose U ⊂ Kn is a bounded open set with 0 ∈ U , and suppose f(x) is a
function whose Taylor series at the origin converges on a neighborhood of cl(U). Suppose
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also that there is some k > 0 such that |∂kxnf(x)| 6= 0 on cl(U). Then there is a constant
B independent of ǫ (but depending on f(x)) such that for all ǫ > 0 one has
|{x ∈ U : |f(x)| < ǫ}| < Bǫ
bK
k (2.2)
Proof. The case where K = R follows immediately by localizing and then applying the
Van der Corput Lemma in the xn direction. Suppose now K = C. It suffices to prove
(2.2) in a neighborhood of any x0 ∈ cl(U). If f(x0) 6= 0, this is immediate. So we
suppose f(x0) = 0. Let l > 0 be minimal such that ∂
l
xn
f(x0) = 0; by assumption, l ≤ k.
Let F (x) = f(x0 + x). By the Weierstrass preparation theorem, there is an open set V
containing 0 on which we may write
F (x) = c(x)
(
xln +
l−1∑
i=0
ai(x1, ..., xn−1)x
i
n
)
(2.3)
Here c(x) is analytic with c(0) 6= 0. Since c(0) 6= 0, shrinking V if necessary it suffices to
show that for a constant C independent of ǫ, for all ǫ > 0 we have
∣∣{x ∈ V : |xln +
l−1∑
i=0
ai(x1, ..., xn−1)x
i
n| < ǫ}
∣∣ < Cǫ 2k (2.4)
By the fundamental theorem of algebra we may factorize
xln +
l−1∑
i=0
ai(x1, ..., xn−1)x
i
n =
l∏
i=1
(xn − αi(x1, ..., xn−1)) (2.5)
In order for the product on the right of (2.5) to be less than ǫ in magnitude, at least
one |xn − αi(x1, ..., xn−1)| must be less than ǫ
1
l . Hence given (x1, ..., xn−1), the set of xn
for which the magnitude of the product is less than ǫ has measure at most lǫ
2
l ≤ kǫ
2
k .
Integrating this over all (x1, ..., xn−1) ∈ V gives (2.4) as needed. This completes the proof
for K = C.
If K is a p-adic field, we do a similar argument using the p-adic Weierstrass
preparation theorem (see Theorem 6.2.10 of [Go]). As in the complex case, we may focus
our attention on an x0 ∈ cl(U) for which f(x0) = 0, and we define F (x) = F (x0+x). Again
let l be minimal such that ∂lxnf(x0) = 0. By the p-adic Weierstrass preparation theorem,
there are balls B1 ⊂ K and B2 ⊂ K
n−1 centered at the origins of K and Kn−1 respectively
such that if (x1, ..., xn−1) ∈ B2, then there are b0(x1, ..., xn−1), ..., bl−1(x1, ..., xn−1) ∈ K
and a constant A > 0 such that for xn ∈ B1 one has
|F (x)| = A|xln +
l−1∑
i=0
bi(x1, ..., xn−1)x
i
n| (2.6)
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Hence given (x1, ..., xn−1) ∈ B2, there is a finite extension L of K and βi(x1, ..., xn−1) ∈ L
such that
|F (x)| = A|
l∏
i=1
(xn − βi(x1, ..., xn−1))| (2.7)
Thus if |F (x)| < ǫ, there is some i for which |xn − βi(x1, ..., xn−1)| < A
− 1
l ǫ
1
l in L. By the
ultrametric property of p-adic fields, if there is any y ∈ K such that |y−βi(x1, ..., xn−1)| <
A−
1
l ǫ
1
l , then for all z ∈ K with |z − βi(x1, ..., xn−1)| < A
− 1
l ǫ
1
l one has |z − y| < A−
1
l ǫ
1
l
as well. Hence either the set of xn ∈ B1 for which |xn − βi(x1, ..., xn−1)| < A
− 1
l ǫ
1
l is
empty, or it is a subset of the set of xn ∈ B1 for which |xn − yi(x1, ..., xn−1)| < A
− 1
l ǫ
1
l ,
where yi(x1, ..., xn−1) is some element of K. This set has measure bounded by A
−bK
l ǫ
bK
l .
Hence for our fixed (x1, ..., xn−1), the set of xn ∈ B1 with |F (x)| < ǫ has measure at most
A
−bK
l lǫ
bK
l ≤ A
−bK
l kǫ
bK
k . Like with K = C, we now integrate this over all (x1, ..., xn−1) ∈
B2, obtaining (2.2) as needed. This completes the proof of Theorem 2.1.
For the oscillatory integrals (1.1), (1.3), (1.5) the analogue to Theorem 2.1 holds
as well. For K = R this is once again an immediate consequence of the Van der Corput
lemma. When K is a p-adic field, it is a consequence of a recent result of Cluckers [Cl]; see
also [R] for an earlier partial result. The proof in [Cl] appears to extend also toK = C. For
the purposes of our paper however we need the following result which relies on resolution
of singularities:
Theorem 2.2. Suppose f(x) =
∑
α fαx
α converges on a neighborhood of the origin in Kn
with f(0) = 0. Suppose δ and l are such that for any sufficiently small open U containing
the origin, for all 0 < ǫ < 12 one has
|{x ∈ U : |f(x)| < ǫ}| < Af,U ǫ
δ| ln(ǫ)|l (2.8)
Then there is a neighborhood V of the origin such that if the support of the integrand
of the oscillatory integral (1.1), (1.3), or (1.5) is contained in V , then for sufficiently
large |λ|, |w|, or |z| respectively the oscillatory integral satisfies the analogous bound
|I(λ)| ≤ C(ln |λ|)l|λ|−δ, |I(w)| ≤ C(ln |w|)l|w|−δ, or |I(z)| ≤ C(ln |z|)l|z|−δ.
Proof. When K = R, Theorem 2.2 is a relatively straightforward consequence of the
existence of asymptotic expansions for sublevel set measures and oscillatory integrals; we
refer to [AGV] Ch 7 for details. An elementary proof based on an earlier version of the
resolution of singularities algorithm of [G4] was also given in [G2]. When K is a p-adic
field, Theorem 2.2 was shown by Igusa [I1]-[I3].
It remains to consider K = C. We will prove Theorem 2.2 in the complex case
using results from [G4] (and it can be proved in a very similar fashion using Hironaka’s
theorem [Hi1]-[Hi2]); the proof will also be quite similar to aforementioned argument of
[I1]-[I3] for the p-adic field case. So suppose K = C now. By Theorem 1.1 of [G4], there
are a finite collection of functions βm(z) such that if φ(x) is a cutoff function supported
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on a sufficiently small neighborhood of the origin, one can write φ(x) =
∑N
m=1 φ˜m(x) such
that each φm(z) = φ˜ ◦βm(z) can be changed on a set of measure zero to become a smooth
function. Furthermore each βm(z) is one-to-one almost everywhere and on the support of
φm, and both f ◦βm(z) and the Jacobian Jm(z) of βm(z) are of the form am(z)pm(z) with
am(z) nonvanishing and pm(z) a monomial. So for any measurable bounded function h(x)
we have ∫
h(x)φ(x) dx =
N∑
m=1
∫
h ◦ βm(z)|Jm(z)|
2φm(z) dz (2.9)
Here φm(z) is smooth and on the support of the integrand of a given term of the right-hand
side of (2.9) the function f ◦βm(z) is of the form am(z)pm(z) where am(z) is nonvanishing
and pm(z) is a nonconstant monomial. Applying (2.9) to h(x) = e
iRe(wf(x)) for w ∈ C we
get ∫
eiRe(wf(x))φ(x) dx =
N∑
m=1
∫
eiRe(wam(z)pm(z))|Jm(z)|
2φm(z) dz (2.10)
Since we may restrict ourselves to x in an arbitrarily small neighborhood of the origin, in
a given term of (2.10) we may restrict ourselves to z in an arbitrarily small neighborhood
of β−1m (0). Write pm(z) =
∏n
i=1 z
qi
i . If z ∈ β
−1
m (0), then since f(0) = 0 one has f ◦βm(z) =
f(0) = 0 and therefore pm(z) = 0. As a result, β
−1
m (0) is a subset of {z ∈ C
n : zi = 0 for
some i with qi > 0}. Using a partition of unity, splitting φm into a finite sum of bump
functions with smaller support as needed, without loss of generality we can assume for
some z′ ∈ β−1m (0) that φm is supported on a small neighborhood of z
′ such that for some i′
with z′i = 0 and qi > 0, we can do a change of variables such that what was once am(z)z
qi
i
becomes zqii . (Recall that am(z) is nonvanishing). Thus in place of a given term of (2.10)
we may focus on ∫
e
iRe(w
∏
n
i=1
z
qi
i
)|Jm(z)|
2φm(z) dz (2.11)
Note that φm(z) may be a different bump function from that of (2.10) due to the localiza-
tion and variable change. Changing variable names if necessary we can assume q1 > 0 in
(2.11). The idea now will be to use real integrations by parts in the z1 variable in (2.11)
and then integrate the result in the remaining variables. To this end, for fixed (z2, ..., zn)
we do a variable change of the form z1 → e
iθz1 so that the integral of the integrand of
(2.11) in the z1 variable becomes of the form
∫
e
iRe(|w|(
∏
n
i=2
|zi|
qi )z
q1
1 )|Jm(z)|
2φ˜m(z) dz1 (2.12a)
We divide this dyadically as
∑
j
∫
e
iRe(|w|(
∏
n
i=2
|zi|
qi )z
q1
1 )|Jm(z)|
2φmj(z) dz1 (2.12b)
Here φmj(z) is supported in 2
−j−1 < |z1| < 2
−j+1. Observe that for fixed (z2, ..., zn) the
phase in (2.12b) is of the form ARe(zq11 ), which is a homogeneous polynomial of degree q1
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with gradient of magnitude ∼ A|z1|
q1−1. Hence one can integrate by parts as many times
as one wants; each time one gains a factor of C
A|z1|q1−1
but one also loses a factor of C
′
|z1|
each time a derivative lands on |Jm(z)|
2 or φmj(z). Hence the net effect of N integrations
by parts is a factor of CN
AN |z1|q1N
. As a result, the jth term of (2.12b) is bounded by
CN
∫
(z1,...,zn)∈supp(φmj)
(|w|
n∏
i=1
|zi|
qi)−N |Jm(z)|
2 dz1 (2.13)
By taking absolute values of the integrand and then integrating, the jth term of (2.12b) is
also bounded by
C
∫
(z1,...,zn)∈supp(φmj)
|Jm(z)|
2 dz1 (2.14)
Combining (2.13) and (2.14), and then adding the result over all j, we see that (2.12a) is
bounded by
C′N
∫
(z1,...,zn)∈supp(φm)
min(1, (|w|
n∏
i=1
|zi|
qi)−N )|Jm(z)|
2 dz1 (2.15)
Integrating this bound in the z2, ..., zn variables, we get that (2.11) is bounded by
C′N
∫
supp(φm)
min(1, (|w|
n∏
i=1
|zi|
qi)−N )|Jm(z)|
2 dz1 ... dzn (2.16)
As long as N is sufficiently large, by Lemma 3.2a) of [G3] for example, the integral (2.16)
will be bounded by a constant times the integral over the portion of the domain where
|w|
∏n
i=1 |zi|
qi < 1, in other words the portion where
∏n
i=1 |zi|
qi < 1
|w|
. Since f ◦ βm(z) is
within a constant factor of
∏n
i=1 |zi|
qi on the support of φm(z), if N is taken large enough
(2.16) is at most
C′′N
∫
{z∈supp(φm): f◦βm(z)<
1
|w|
}
|Jm(z)|
2 dz (2.17)
If we let h(x) be the characteristic function of the set where |f(x)| < 1
|w|
in (2.9), we see by
adding (2.17) over all m that (2.11) is at most a constant times the measure of the portion
of the support of φ(x) where |f(x)| < 1
|w|
. By (2.8) this is at most AU (1+|w|)
−δ ln(1+|w|)l
and we are done with the proof.
Note that although Theorems 2.1 and 2.2 taken together imply the analogue of
Theorem 2.1 for oscillatory integrals, one does not get a uniform constant this way as in
the classical Van der Corput lemma. So in particular we do not recover the whole p-adic
Van der Corput lemma of [Cl].
3. Proofs of Theorems 1.1, 1.2, 1.3, and 1.4.
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We will make use of the following lemma from [G4].
Lemma 3.1. (Lemma 3.5 of [G4]). Let K0 = K − {0} as before. For 0 ≤ i ≤ n − 1,
let {Fij} denote the faces of N(f) of dimension i. Let oij denote the maximum order of
the zeroes of fFij (x) on K
n
0 (see Definition 1.5). Then for each i and j there are finitely
many maps γijk(x), each a composition of blowups (and therefore a bijective monomial
map when restricted to Kn0 ), such that the following holds.
There is an open E containing the origin and constants a, b, b′ > 0 such that if
φ(x) ∈ Cc(E), outside a set of measure zero one can write φ(x) =
∑
ijk φijk(x), where
each φijk is supported in E and each ρijk = φijk ◦ γijk is a function on K
n
0 extending to a
smooth function on all of Kn. This can be done in such a way that the following hold.
a) Suppose i > 0. Let B(0, a) denote {y : |yl| < a for all 1 ≤ p} and let Zijk = {z : a <
|zm| < 2 for all 1 ≤ m ≤ n − p}. Then for some p there exists an open Z
′
ijk ⊂ Zijk such
that
B(0, a)× Z ′ijk ⊂ supp(ρijk) ⊂ B(0, 2)× Zijk (3.1a)
Furthermore, if m(x) denotes xv for any vertex v of N(f) on Fij , then there exists a
directional derivative
∑
m βm∂zm with
∑
m |βm| = 1 and and an integer 0 ≤ q ≤ oij such
that on supp(ρijk) one has
b|m ◦ γijk(y, z)| ≤ |(
∑
m
βm∂zm)
q(f ◦ γijk)(y, z)| ≤ b
′|m ◦ γijk(y, z)| (3.1b)
b) Suppose i = 0, so that F0j is a single vertex v. Then we have
B(0, a) ⊂ supp(ρ0jk) ⊂ B(0, 2) (3.2a)
If m(x) = xv then on supp(ρ0jk) one has
b|m ◦ γ0jk(y)| ≤ |f ◦ γ0jk(y)| ≤ b
′|m ◦ γ0jk(y)| (3.2b)
———————————————————————————————————————
Let φ(x) be a cutoff function satisfying the hypotheses of Lemma 3.1. Then by the
change of variables formulas (which holds for any K), if j(x) is any bounded measurable
function defined on the support of φ(x) we have
∫
j(x)φ(x) dx =
∑
ijk
∫
j(x)φijk(x) dx
=
∑
ijk
∫
j ◦ γijk(x)|Jijk(x)|
bKρijk(x) dx (3.3)
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Here Jijk(x) denotes the Jacobian determinant of γijk(x), which is a monomial since each
component of γijk(x) is.
By Lemma 3.3 of [G4], for a given (i, j, k) with i > 0 there is a single (a1, ..., ap)
such that if m(x) = xv for any vertex v of N(f) on Fij , then m ◦ γijk(x) is of the form
ya11 ...y
ap
p z
b1
1 ...z
bn−p
n−p for some (b1, ..., bn−p) which depends on v. When i = 0, we define the
al’s by y
a1
1 ...y
an
n = m ◦ γ0jk(x), where m(x) = x
v for v the vertex of N(f) corresponding
to F0j . The next lemma relates the al’s to Jijk(x) and the Newton distance d(f).
Lemma 3.2. Let h be the dimension of the central face of N(f) as in the statement of
Theorems 1.1-1.4. Write the Jacobian determinant Jijk(x) of γijk(x) as y
e1
1 ...y
ep
p z
f1
1 ...z
fn−p
n−p
(with only y variables if i = 0). Then for all 1 ≤ l ≤ p one has
al
el + 1
≤ d(f) (3.4)
Equality holds for at most n − h values of l, and there is at least one (i, j, k) such that
equality does hold for n − h values of l. Equality can only hold if Fij is a subset of the
central face of N(f).
Proof. In [G4], the set of all (a1, ..., ap) and (e1, ..., ep) was determined by N(f) and not
the particular field K. Hence without loss of generality we may take K = R. If one does
the coordinate change yl = Y
1
el+1
l and zm = Z
1
fm+1
m for all l,m and let Γijk(Y, Z) be the
composition of γijk(x) with this coordinate change, then Γijk(Y, Z) has constant Jacobian
determinant and furthermore if m is as in Lemma 3.1 we have
m ◦ Γijk(Y, Z) = Y
a1
e1+1
1 ...Y
ap
ep+1
p Z
b1
f1+1
1 ...Z
bn−p
fn−p+1
n−p (3.5)
The lemma is now an immediate consequence of Lemma 2.6 of [G3].
In order to prove Theorem 1.1, we apply (3.3) with j(x) the characteristic function
of {x ∈ U : |f(x)| < ǫ} for a sufficiently small neighborhood U of the origin. We will bound
a given term Iijk of the sum (3.3) for this j(x) and add the bounds. This will give Theorem
1.1. We first consider a term Iijk such that i = 0 or such that i > 0 but q = 0 in (3.1b).
In these situations, since the |zm| are bounded above and below, by (3.1b)− (3.2b) there
are constants C,C′ > 0 such that on the domain of integration of Iijk one has
C|ya11 ...y
ap
p | ≤ |f ◦ γijk(y, z)| ≤ C
′|ya11 ...y
ap
p | (3.6a)
Similarly, the fact that the |zm| are bounded above and below imply that on the domain
of integration of Iijk one has
C′′|ye11 ...y
ep
p | ≤ |Jijk(y, z)| ≤ C
′′′|ye11 ...y
ep
p | (3.6b)
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In view of the inclusions (3.1a)− (3.2a), Iijk therefore satisfies
C1
∫
{y∈B(0,a):|y
a1
1 ..y
ap
p |<
ǫ
C′
}
|ye11 ...y
ep
p |
bK dy ≤ Iijk
Iijk ≤ C2
∫
{y∈B(0,2):|y
a1
1 ..y
ap
p |<
ǫ
C
}
|ye11 ...y
ep
p |
bK dy (3.7)
Suppose K = R now (so bK = 1), and change variables in (3.7), with the new yj being
the former y
ej+1
j . Then for some a
′, b′, c′, and d′, (3.7) becomes
C3
∫
{y∈B(0,a′):|y
a1
e1+1
1 ...y
ap
ep+1
p |<c′ǫ}
1 dy ≤ Iijk ≤ C4
∫
{y∈B(0,b′):|y
a1
e1+1
1 ...y
ap
ep+1
p |<d′ǫ}
1 dy (3.8)
Measures of sets of the form {y ∈ B(0, 1) : |y
a1
e1+1
1 ...y
ap
ep+1
p | < δ} were analyzed in [G3]. By
Lemma 3.1a) of [G3], if Mijk denotes the measure of this set, ρ denotes the maximum of
the al
el+1
, and σ denotes the number of times this value of al
el+1
occurs, we have
C5 δ
1
ρ | ln(δ)|σ−1 ≤Mijk ≤ C6 δ
1
ρ | ln(δ)|σ−1 (3.9)
Thus using (3.9) and rescaling the balls of the left and right-hand sides of (3.8), we get
C7 ǫ
1
ρ | ln(ǫ)|σ−1 ≤ Iijk ≤ C8 ǫ
1
ρ | ln(ǫ)|σ−1 (3.10)
In the case where K is a field other than R, one can prove the analogous statement to
(3.9) as in the proof of Lemma 3.1a) of [G3], inducting on the dimension and using Fubini’s
theorem. The analogue one obtains is
C′5 δ
bK
ρ | ln(δ)|σ−1 ≤Mijk ≤ C
′
6 δ
bK
ρ | ln(δ)|σ−1 (3.9′)
Thus we get the following generalization of (3.10).
C′7 ǫ
bK
ρ | ln(ǫ)|σ−1 ≤ Iijk ≤ C
′
8 ǫ
bK
ρ | ln(ǫ)|σ−1 (3.10′)
Since by Lemma 3.2, 1
ρ
≥ 1
d(f) with σ ≤ n − h when ρ = d(f), equation (3.10
′) gives the
required upper bounds for Theorem 1.1 for any Iijk with i = 0, or with i > 0 and q = 0.
We now consider the terms Iijk of the sum (3.3) for i > 0 such that q > 0 in
(3.1b). Doing a linear change of variables in the z variables if necessary, without loss
of generality we may assume that the directional derivative
∑
m βm∂zm is just ∂zn . To
find the needed upper bounds, we integrate the integrand of Iijk in the zn direction first,
using Theorem 2.1, and then integrate the result in the remaining directions. Using (3.1b)
in conjunction with Theorem 2.1, we see that this one-dimensional integral in the zn
direction is bounded by Cǫ
bK
q |y1|
−
a1bK
q ...|yp|
−
apbK
q |z1|
−
b1bK
q ...|zn−p−1|
−
bn−p−1bK
q . Since
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the |zm| are bounded away from 0, this is bounded by C
′ǫ
bK
q |y1|
−
a1bK
q ...|yp|
−
apbK
q . This one
dimensional integral is also bounded by a uniform constant since the domain of integration
is bounded. Integrating the minimum of these two bounds in the (z1, ..., zn−1) variables,
we obtain (using that |Jijk(y, z)| ∼ |y
e1
1 ...y
ep
p | since the |zm| are bounded above and below)
Iijk ≤ C1
∫
B(0,2)
|ye11 ...y
ep
p |
bK min(1, ǫ
bK
q |y1|
−
a1bK
q ...|yp|
−
apbK
q ) dy (3.11)
Again we first focus on the K = R case. Changing variables from yj to y
ej+1
j , (3.11)
becomes
Iijk ≤ C2
∫
B(0,2)
min(1, ǫ
1
q |y1|
−
a1
q(e1+1) ...|yp|
−
ap
q(ep+1) ) dy (3.12)
Integrals of the form (3.12) were also analyzed in [G3]. Again let ρ = maxj
aj
ej+1
and σ the
number of times this maximum is achieved. By Lemma 3.1 a) and d) of [G3], if ρ > q, one
has
Iijk ≤ C3ǫ
1
ρ | ln(ǫ)|σ−1 (3.13a)
By Lemma 3.2 c) of [G3], if ρ = q we have
Iijk ≤ C4ǫ
1
ρ | ln(ǫ)|σ (3.13b)
While by Lemma 3.2b) of [G3], if ρ < q then we have
Iijk ≤ C5ǫ
1
q (3.13c)
Note that the exponent of ǫ of (3.13a) − (3.13c) can be succinctly written as min( 1
q
, 1
ρ
).
In the case where K is not R, one can prove inequalities analogous to (3.13a) − (3.13c)
similarly to above; one may bound the right-hand side of (3.11) to obtain analogues to
(3.13a) − (3.13c) by inducting on the dimension and using Fubini’s theorem. The result
is the same as (3.13a)− (3.13c), except the exponents of ǫ are multiplied by bK . In other
words, the exponent becomes min( bK
q
, bK
ρ
). Note that this exponent is decreasing with
increasing q. Thus if s(f) denotes the maximum value of q over all faces of N(f), this
exponent is at least min( bK
s(f) ,
bK
ρ
). Furthermore by Lemma 3.2, ρ ≤ d(f), so that the
exponent is at least min( bK
s(f) ,
bK
d(f) ). Also, by Lemma 3.2 if ρ = d(f) then σ ≤ n−h, where
h is the dimension of the central face of N(f). Equality may hold only when Fij is a subset
of the central face of N(f). Hence when s(f) < d(f) we have
Iijk ≤ C6ǫ
bK
d(f) | ln(ǫ)|n−h−1 (3.14a)
When s(f) = d(f) we get
Iijk ≤ C7ǫ
bK
d(f) | ln(ǫ)|n−h (3.14b)
Here equality can only hold if Fij is a subset of the central face. When s(f) > d(f) we get
Iijk ≤ C8ǫ
bK
s(f) (3.14c)
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These are exactly the exponents of Theorem 1.1. So adding over all i, j, and k proves all
upper bounds of Theorem 1.1. Now Theorem 1.2 follows immediately via Theorem 2.2.
The lower bounds of Theorem 1.1 hold for the following reason. By Lemma 3.2,
there is at least one face Fij for which ρ = d(f) and σ = n− h. The constructions of [G4]
are such that for Fij one can ensure that there is at least one k for which (3.2b) holds
or for which (3.1b) holds with q = 0. As a result, the lower bounds of (3.10′) imply the
required lower bounds of Theorem 1.1, completing the proof of that theorem.
Proof of Theorems 1.3 and 1.4.
Theorems 1.3 and 1.4 are translations of Theorems 1.1 and 1.2 respectively in
the case when K = Qp, taking ǫ = p
−l in Theorem 1.1 and z = p−l in Theorem 1.2.
If each ai is sufficiently large, by scaling the results for f(x), Theorems 1.1 and 1.2 will
hold for fa(x) on all of {x : |xi| ≤ 1 for all i}. If ξ(z) denotes the standard character
where ξ(
∑
k≥k0
bkp
k) = e
2πi(
∑−1
k=k0
bkp
k)
if k0 < 0 and ξ(z) = 1 if k0 ≥ 0, then since
fa(x) has integer coefficients, ξ(p
−lfa(x)) will be constant on balls of radius p
−l. Thus
the integral I(p−l) =
∫
{x: |xi|≤1∀i}
ξ(p−lfa(x)) dx will be the average of the p
ln different
values ξ(p−lfa(x)) achieves as each xi goes through the p
l different balls of radius p−l i.e.
through the different residue classes mod pl. Thus Theorem 1.2 gives Theorem 1.4.
Similarly, in Theorem 1.1 the x for which |fa(x)| < p
−l are exactly the x such
that pl divides fa(x) (viewing an element of Qp as an infinite series of powers of p). Since
f(z) has integer coefficients, whenever |fa(x)| < p
−l one will also have that |fa(x
′)| < p−l
for any x′ such that each x′i = xi mod p
l. Thus whether or not x satisfies |fa(x)| < p
−l
depends on what each xi mod p
l is. Hence the bounds on the measure of the x for which
|fa(x)| < p
−l, given by Theorem 1.1, translate into Theorem 1.3 and we are done.
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