A novel approach for instance selection in classification problems is presented. This adaptive instance selection is designed to simultaneously decrease the amount of computation resources required and increase the classification quality achieved. The approach generates new training samples during the evolutionary process and changes the training set for the algorithm. The instance selection is guided by means of changing probabilities, so that the algorithm concentrates on problematic examples which are difficult to classify. The hybrid fuzzy classification algorithm with a self-configuration procedure is used as a problem solver. The classification quality is tested upon 9 problem data sets from the KEEL repository. A special balancing strategy is used in the instance selection approach to improve the classification quality on imbalanced datasets. The results prove the usefulness of the proposed approach as compared with other classification methods.
Introduction
Today the area of machine learning (ML) techniques is quickly developing due to recent advances in computer and internet technologies. These advances led to the need to process, analyse and understand massive amounts of data. Modern machine learning methods often use evolutionary algorithms (EAs) as design techniques to adjust the weights or define the structure of the solution. The classical evolutionary algorithm -the genetic algorithm (GA) is a powerful method, although there is a set of specialized approaches for various problems, such as neural network structure design and weight adjustment, neuro-fuzzy inference system design, fuzzy rule base design, etc. The specialized evolutionary algorithms applied to solve machine learning problems are called genetics-based machine learning methods (GBML). A typical application of such methods is solving of classification problems [1] [2] [3] .
In this paper we focus on fuzzy classification methods, i.e. fuzzy rule bases. There is a set of GBML approaches used to solve the problem of a fuzzy rule base design for classification. These methods differ in several ways: some of them optimize the positions and shape of fuzzy terms, while others optimize the rules and their combinations. The so-called Pittsburg approach, when an individual in the EA is a rule base, is used more often than the Michigan algorithm, when an individual is a single rule. However, the methods which combine both the Michigan and Pittsburg approaches seem to be the most promising.
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In the case of solving real-world classification problems, researchers may face different issues related to the data available. These issues are: too large or too small amount of data available, large numbers of classes, irrelevant features and instances, errors in data measurements and missing data, imbalances in the amount of data per class and so on. These issues may cause serious difficulties in learning the actual background of the realworld process and representing it in a classification model. In this paper we focus on two main problems: a large amount of data and an imbalance in the number of instances.
The problem of a large amount of data can be solved with data reduction methods (DR). There are several groups of methods, including training set selection (TSS), active learning, instance selection (IS) and feature selection. In our work we concentrate on instance selection methods, which are used for supervised learning problems, such as classification. Instance selection and feature selection methods are divided into two groups: filter and wrapper approaches.
Instance selection is strongly connected to the problem of irrelevant instances in the training sample. Removing instances from the training set does not necessarily lead to the loss of information, especially in the case of a large number of training examples. So, the instance selection method can be not only a way to decrease the computational complexity of an algorithm, but also a method to increase the overall accuracy of the resulting model. The idea behind this study is the development of a method for selecting the instances in such a way in order to increase the learning capabilities of a GBML algorithm.
As a GBML method for our experiments, we used our modification of the hybrid fuzzy evolutionary algorithm, originally proposed by the H. Ishibuchi group. Our modifications include selfconfiguration, parameter tuning and some adjustments for imbalanced datasets. Unlike our previous work, in this paper we perform instance selection testing for different parameters and also consider the influence of instance selection on various classification measures. Special attention is paid to the class imbalance problem.
The rest of the paper is organized as follows: Section 2 describes the classification method, Section 3 contains the description of an instance selection approach, Section 4 contains the experimental results, and Section 5 concludes the paper.
Hybrid fuzzy GBML algorithm
The original hybrid fuzzy evolutionary algorithm was introduced by H. Ishibuchi et. al. in [4] . However, as we developed our method from scratch, we provide a short description of our implementation.
The main loop of the evolutionary algorithm implements the Pittsburg approach, i.e. each individual is a rule base. The number of rules in the rule base is not fixed and may change during the evolutionary process for every individual.
There were four different fuzzy partitions used, namely partitions into 2, 3, 4 and 5 fuzzy terms, as well as the "don't care" condition, resulting in 15 fuzzy sets A 0 -A 14 . The fuzzy sets are presented in Figure 1 . Let us describe each step in detail. The initialization procedure uses instances from the training set to generate new rules. This step is important as in the case of a large number of features it is difficult to randomly generate a rule which would describe at least one instance correctly. To generate a rule, a random instance is taken from the sample, and the membership values µ are calculated for each variable for all fuzzy sets. After this, the probability of a fuzzy set to be selected is determined as
The same procedure is repeated for all variables. Next, for every variable the fuzzy set number is changed to "Don't care" condition with 0.9 probability. After generating a rule, the confidence value is calculated using the sample available:
If the confidence value is larger than 0.5, then the fuzzy rule is added into the rule base.
The class number associated with a rule is not coded in the chromosome, and is determined heuristically using confidence values. For this purpose, the confidence values are calculated for all classes for every rule, and the class number corresponding to the largest confidence value is set. The rule weight [5] is also calculated using confidence value:
The classification is performed by determining the winner-rule, i.e. the rule that has the largest µ Aq (x p ) CF q value. The instance is classified into a class, corresponding to the winner-rule.
We generated rules 20 times for each individual, and the maximum number of rules in the algorithm was limited to 40. If all the rules received confidence values lower than 0.5, i.e. the rule base was empty, than the generation procedure was repeated.
The fitness value for all individuals was calculated as a combination of three main criteria, the training sample error f 1 (i), the number of rules f 2 (i), and the total length of all rules f 3 (i). The training sample error was the percentage with weight coefficient w 1 =100, the two other criteria were used with weights w 2 =1 and w 3 =1.
For the selection step we applied three classical selection schemes, i.e. fitness proportional, rank and tournament selection with tournament size of 2.
There was only one specialized crossover operator used, which combines two rule bases to produce one offspring. For this purpose, the number of rules for the offspring is determined as a random number from 1 to |S 1 |+|S 2 |, where |S i | is the number of rules for individual i. If |S 1 |+|S 2 |exceeds the maximum number of rules (i.e. 40 in our computational experiments) then the number of rules is set to be equal to this maximum number. After this, the rule base is filled with new rules in a random way from a general rule pool created from parents' rules. The mutation step is similar to the one used in GAs. The probability of a gen (fuzzy set) to be changed is defined as 1/(n· jS 1 |) for average mutation, 3/(n· jS 1 |) for strong mutation and 1/(3·n · jS 1 |) for weak mutation, where n is the number of variables. Each of the fuzzy sets in a rule base could mutate, including "Don't care" conditions. If the confidence value of a fuzzy rule after the use of the mutation operator becomes lower than 0.5, the rule is excluded from the rule base. If there are no rules left after mutation then several rules are generated using the same procedure as at the initialization step.
The Michigan-style part is applied to every rule base after the mutation operator. At the first step, the fitness values are calculated for every rule. The rule fitness is equal to the number of instances correctly classified with this rule. If there are two identical rules, only one of them gets the non-zero fitness value. There were three types of the Michigan Let us describe each step in detail. The initialization procedure uses instances from the training set to generate new rules. This step is important as in the case of a large number of features it is difficult to randomly generate a rule which would describe at least one instance correctly. To generate a rule, a random instance is taken from the sample, and the membership values µ are calculated for each variable for all fuzzy sets. After this, the probability of a fuzzy set to be selected is determined as
The class number associated with a rule is not coded in the chromosome, and is determined heuristically using confidence values. For this purpose, the confidence values are calculated for all classes for every rule, and the class number corresponding to the largest confidence value is set.
The rule weight [5] is also calculated using confidence value:
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Vladimir Stanovov, Eugene Semenkin, Olga Semenkina part: adding new rules, deleting rules and replacing rules, i.e. first deleting, then adding. In the case of deleting rules, the number of rules k to be deleted is defined as 5 · (k − 1) <|S|< 5 · k. The rules with the lowest fitness values are deleted first. In the case of adding new rules, the number of rules to be added is defined in the same way as for deleting, but if the number of rules exceeds the maximum number of rules then no rule is added.
New rules are added with the use of two different methods, heuristic and genetic ones. The heuristic method uses incorrectly classified instances to generate new rules using the same procedure as at the initialization step. The genetic method uses rules from the rule base to produce new rules with the tournament selection, uniform crossover and average mutation as in the genetic algorithm.
One of the modifications of the original algorithm was the self-configuration procedure which was implemented for selection, mutation, the Michigan part and adding rules in the Michigan part. The self-configuration method was first introduced in [6, 7] and was successfully applied to a similar problem in [8] . The main idea of the method is the assigning to genetic operators of the probabilities to be used in the future based on their success in the past. The method uses averaged fitness values of offspring generated by a certain operator to select a winner-operator at each generation. The winner's probability increases, while all other operators get their probabilities decreased.
We will describe this method in detail. Let z be the number of different operators of the i − th type. The starting probability values are set to p i = 1/z. The success estimation for every type of operator is performed based on the averaged fitness values:
where n i is the number of offspring formed with the i-th operator, f i j is the fitness value of the j-th offspring, produced with the i-th operator, AvgFit i is the average fitness of the solutions, produced with the i-th operator. Then the probability of applying the operator, whose AvgFit i value is the highest among all the operators of this type, is increased by
, and the probabilities of applying other operators are decreased by K/(z · N), where N is the number of evolutionary algorithm generations, K is a constant value usually equal to 0.5.
3 Adaptive instance selection algorithm for imbalanced classification problems
As we mentioned in the Introduction, data reduction does not necessary lead to lower classification quality. In some cases excluding instances from the training set may lead to classification quality improvement, because the deleted instances were noisy, repeated many times and so on.
So, most of the instance selection methods are focused on both data reduction and classification quality improvement [9, 10] . However, these methods are mainly designed to create a subset only once, and not to train an accurate classifier.
The proposed instance selection algorithm is designed for learning algorithms which use a lot of iterations during the learning process. This method does not require any data preprocessing, it is not based on the k − NN method and does not require the distance to be calculated between instances. Instead, instances are selected based on classification quality, i.e. it implements the wrapper approach.
Let us describe the idea in detail. At the first stage, a subsample of the training sample is created, having a fixed size (set by user). At this step, the instances are selected with equal probabilities. After this, the learning process starts for a number of generations (iterations), called the adaptation period. Only the training subset is used.
Here every instance receives a counter value U i , which means the number of successful uses of the i-th instance. At the beginning, all U i = 1, i=1. . . n, and then are changed for every instance. At the end of the adaptation period, the best current solution, i.e. best classifier, for the subsample is used to update the counter values. Only the counters of the instances which are in the subsample are updated. If an instance j was classified correctly, then U j =U j +1, otherwise U j =1. So, the sample instances which were classified correctly get their counters updated, while the counters for incorrectly classified measurements are reset. After the update of counters, a new subsample is created, using new counters. The probability for an instance i to be selected is calculated using the equation:
According to this equation, increasing the counter leads to a decrease in the probability of an instance being included into the subsample. The denominator in this case is needed for normalization.
Thus, the adaptive instance selection algorithm assigns lower probabilities for instances which are easier to classify. At the same time, instances which are difficult to classify or those which have not been used before get larger probabilities to be selected in the new training sample. This procedure implements two main principles: the exploration of areas of the feature space unknown before, and using information about classification quality to build a better separation between classes.
During the learning process, the best solution for every subsample is changed after every adaptation period, as it depends on the instances selected. Because of this, the probabilities are also changed, as the best solution for the subsample may present different results for the whole training set. As the sample constantly changes, different solutions can be received, improving the search process. In the case of an evolutionary algorithm being used as a learning method, during every new adaptation period, a population of solutions from the previous step is saved. Individuals in this population are able to classify instances of the new training set, but on most occasions with lower accuracy.
At each generation of the evolutionary algorithm, the best solution found for the subsample is checked on the whole sample. This step is required to exclude losing the best found solution. Moreover, the best solution for the whole training set is included into population together with the best solution for the subsample. At the end of the adaptation period, all individuals of the current population are checked on the whole training sample. This step is required as the population may contain other solutions which could have even better generalization than the best solution for the current subsample.
One more important issue during creating a subsample is setting the amount of instances to be selected for every class. If the described procedure will be used without taking the original class distribution into account, the distribution in the subsample may significantly differ. Because of this, the number of instances available for every class has to influence the subsample creation procedure. The problem of imbalanced classification with fuzzy rule bases has been previously studied in [11, 12] .
One of the methods for taking this distribution into consideration is a stratified approach, which is commonly used in cross-validation. This approach is important for balanced problems, as it saves the class distribution.
However in the case of solving imbalanced classification problems, the stratified approach may be not the best way. As the described adaptive instance selection approach may choose different groups of instances, for imbalanced problems it is possible to sample more balanced subsets, than the original set. This idea is implemented in the balancing approach, which creates the subset so that the number of instances would be as balanced as possible. In this case, the minority classes may be entirely included into the training set. 1, 3, 7, 12, 14, 19, 20, 28, 29) , used and correctly classified, received a lower probability and thus a smaller size.
The lower graph in Figure 2 demonstrates the situation after several adaptation periods, where those instances that are close to the separating plane between classes have higher probabilities of being chosen (and they are actually chosen at this iteration), while the remaining instances that lie further away have lower probablilties.
Experimental setup and results
We performed a set of computational experiments with the presented adaptive instance selection algorithm and hybrid fuzzy GMBL algorithm to evaluate their effectiveness. The experiments were performed on a 4-core Intel Core-i7 2600K@4400MHz processor, the program system was implemented in C++ with GCC 4.8.1 compiler, only standard C++ libraries used.
The parameters of the hybrid evolutionary fuzzy classification algorithm were set in the same way for all experiments: the population size was equal to 100, the number of generations to 10000 and the maximum number of rules to 40. The parameters for the instance selection, i.e. the size of the subsample and the length of the adaptation period varied. The subsample size was set to 5%, 10%, 15%, 20%, 25% and 30% of the original training set, the length of the adaptation period was set to 50, 100, 200 and 400 generations. Also two sampling strategies were tested -a stratified and a balancing strategy for the subsample. For each combination of parameters a 10-fold cross-validation procedure was performed twice, so that the classification quality measures were averaged over 20 runs. The standard algorithm without instance selection has also been tested.
The classification problems for testing were taken from the UCI [13] and KEEL [14] repositories. The selected problems have a large number of instances, variables and classes, some of which are highly imbalanced. The parameters of the datasets are presented in Table 1 . The error values in Table 2 are the error rates in percentages. The next table contains the best results with instance selection and the stratified strategy.
The best instance selection configurations for the stratified strategy were the following, for Magic: 30% of the training sample and adaptation period length of 400 generations; for Page-blocks: 30%, 200; for Penbased: 15%, 50; Phoneme: 25%, 200; Ring: 25%, 50; Satimage: 30%, 50; Segment: 30%, 50; Texture: 25%, 50; Twonorm: 30%, 100. So, for most of the problems the best results were obtained with the maximum subsample size.
The difference between the standard method and instance selection with the stratified strategy is presented in Table 4 .
The time ratio was calculated as a ratio of the modified algorithm to the standard algorithm in percentages. The maximum difference in accuracy was 3.59% (Penbased problem). Only for the Phoneme problem was the effect of instance selection negative (i.e. 1.26% lower for the training sample). The time spent by the modified algorithm was from 18% to 32% of the original, depending mainly on the size of the subsample. Results for the balancing strategy are presented in Table 5 . Table 6 contains the comparison of Tables 2 and 5 . Table 6 . Difference between Table 2 and Applying the balancing strategy changed the behaviour of the algorithm for most of the datasets. For the Phoneme dataset the difference changed from -1.29% to -0.4%. The best improvement was for the Penbased problem, 3.65%. Although the average number of rules increased for 8 datasets out of 9, the average rule length decreased for 6 datasets out of 9, which means that the algorithm has designed more rules, but they are less complex.
The best configurations for the balancing strategy were: Magic: 30%, 200; Page-blocks: 20%, 50; Penbased: 25%, 100; Phoneme: 30%, 50; Ring: 30%, 50; Satimage: 30%, 50; Segment: 25%, 50; Texture: 30%, 50; Twonorm: 20%, 200.
However, the effect of the balanced strategy was mainly demonstrated not in terms of overall accuracy, but in terms of a more balanced classification. To compare how successfully the algorithm recognizes both minority and majority classes, we used the Recall M measure from [15] . Table 7 contains the comparison of (1-Recall M )*100 values for the original algorithm, stratified strategy and balanced strategy.
The presented results prove that using the balanced strategy not only increases the overall classification accuracy, but also allows different classes to be recognized more precisely. However, because for most cases the best results were obtained when using 30% of the sample, applying the balancing strategy to the Page-blocks problem, for example, still resulted in a highly imbalanced subsample. Nevertheless, the improvement for this problem is about 13% compared with original algorithm.
In Tables 8 and 9 we provide the (1-Recall M )*100 values and accuracy values for the Page-blocks problem for all subsample sizes and all adaptation period lengths.
The lowest (1-Recall M )*100 value was obtained when the size of the subsample was minimal, i.e. when the subsample is as balanced as possible. We should mention that even for 5% for the Page-blocks datasets it was impossible to create a completely balanced subsample, as the minority class contains only 28 measurements, while all the other classes in this case contained 54 measurements. The bias towards the majority classes has been almost eliminated thanks to the balancing strategy, as the accuracy value was equal to 7.95.
For comparison, we provide the accuracy values for the Page-blocks problem. For 5% of the training set in the subset the accuracy decreases by a factor of 2 compared to values obtained when using 30% of the sample. However, the classifiers obtained with 5% of the sample can be more suitable, as they are capable to successfully classify all classes with the same accuracy.
In Tables 10 and 11 we also provide the confusion matrixes for the Page-blocks problem to show the effect of the balancing strategy.
In every row of tables 10 and 11 the predicted class having the largest number of instances classified was marked in bold. The original algorithm correctly classifies the first, majority class, but the other classes are also classified into the first class, except the second one. This means that actually the algorithm correctly classifies only the first and second classes. When using the balancing strategy, the situation changes, and most of the instances are correctly classified in their class, however, this leads to a lower general classification quality.
For the remaining problems similar results were obtained. The main trend is that more balanced classifiers can be trained with a smaller size of the sample. If the sample becomes balanced at some particular percentage, there is no sense in decreasing its size any more.
In Figures 3-10 we show the surface plot as a graphical representation of the dependence of accuracy on the size of the subsample and the length of the adaptation period. In most of the cases the increasing of the subsample size leads to better classification accuracy.
The dependence on the adaptation period length is not so straightforward; however for most of the problems shorter adaptation periods are more preferable. This happens because for most of the problems the population is capable of adjusting to the new subsample within 50 generations. Moreover, a shorter adaptation period gives the possibility to update the U i values more often and better distinguish the problematic areas of the feature space.
To compare the time required for computation by the original algorithm and the instance selection method, the computation time was averaged over all adaptation period lengths for every subsample size. The resulting time values were compared to the ones for the original algorithm. Next, the acceleration rate equal to T orig /T IS was calculated. Table  12 contains the acceleration values.
The maximal acceleration value achieved is equal to 21.5, and the minimal to 3.09. For most of the problems the algorithm with adaptive instance selection had results not worse than the original method already at the point of 10-15% of the training sample being used, which means that at the same level of classification quality the instance selection allows the algorithm to work 6-12 times faster.
For better understanding of the training process with instance selection, we provide an error graph for the best individual for the overall sample and the subsample. In Figure 11 the graph for the Penbased problem with an adaptation period of 50 and subsample size of 15% is presented. In Figure 12 the graph for the Penbased problem with an adaptation period of 400 generations and subsample size of 15% is presented.
One of the characteristics of the proposed adaptive instance selection algorithm is that the subsample error rate appears to be larger than the overall training error. Nevertheless, this does not prevent a successful training process. The reason for such behaviour is that the instance selection focuses on instances which are difficult to classify (most of the time they are instances on the border between classes) and includes them into the training subset. In the first adaptation periods, the subsample error and the overall error are very similar, which means that the measurements are selected almost uniformly. But later the situation changes, because instances which are easy to classify get larger counter values and lower probabilities to be chosen. As these instances are still present in the training sample and classified correctly, the overall training error becomes lower than the subsample error.
When increasing the adaptation period length, the training process becomes slower. In Figure 12 it is seen that at the first adaptation period the training subsample error becomes lower than the overall training set error. This happens because the population overfits to the subsample, i.e. the best rule base for the subsample describes the trends which are presented only in the subsample. During the several next adaptation periods the error on the subsample and training set is almost identical, but then the probabilities are changed so that the algorithm focuses on problematic areas of the search space, which leads to a larger subsample error. In the case of a longer adaptation period, the difference between the training set and subset errors is smaller than for the shorter adaptation period. Let us consider the training process in the sense of different classification quality measures. The Page-blocks problem will be considered, as it is the most imbalanced problem. To calculate the quality measures such as Accuracy (overall classification accuracy), Precision µ , Recall, Fscore, Precision M , Recall M , Fscore M taken from [15] , the confusion matrix was calculated for every generation. In Figure 13 we provide the averaged graphs for all measures averaged over all algorithm runs. Compared to the previous case, the solutions are now more balanced, which is especially noticeable in Figure 16 . Here all classes have error rates of about 0.1 except for the fifth class, which has 0.2. Also, the Fscore M values are larger than for the original algorithm. The presented results prove that the instance selection method allows the classification quality to be increased when using the balanced strategy for imbalanced datasets.
For comparison with other methods, an additional computation experiment was performed on the same set of problems. The algorithm was tested without instance selection, but with larger resources, i.e. the population size was 210, the number of generations was 50000, and the number of rules did not change and was equal to 40. Several classification algorithms were chosen for comparison from [16, 17] . Among them there was also the prototype algorithm developed by the H. Ishibuchi The presented approach with the balancing strategy, noted as HEFCA IS (Hybrid Evolutionary Fuzzy Classification Algorithm with Instance Selection) appeared to be the best in the sense of accuracy for 3 problems out of 9. Moreover, this algorithm has overcome not only the original method (HEFCA Orig.) on 8 problems out of 9, but also the method with 10.5 times larger resource (HEFCA Res.) on 7 problems. The prototype algorithm and its parallel implementation were outperformed on 4 problems out of 9. On the Satimage problem the results are almost identical. The parallel implementation with subsamples rotation used 10.5 times more computational resource and 7 threads. Table 14 contains the comparison of the time required for training by the algorithm with instance selection and the Parallel fuzzy GBML [4] . On average, the presented approach is 4.6 times slower, but the parallel algorithm used 7 threads for calculation, allowing it to train up to 7 times faster. One should mention that the presented time values for instance selection are for the best configurations, and for most of the problems the best results were obtained when using 30% of the training sample. This means that the time required for training can be decreased even more without a significant loss in classification accuracy.
Conclusion
The proposed adaptive instance selection algorithm for imbalanced datasets creates samples of a fixed size out of the original training sample to guide the training process by taking the information about classification results into consideration. The goal of this method is to decrease the time required for computation along while increasing the quality of classification. The testing results prove that the proposed method allows a significant improvement in classification quality, especially for imbalanced datasets because of the use of the balancing strategy.
The resulting classifiers are capable of recognizing all classes with similar accuracy values, which is important for many real-world problems. The time required for training decreases significantly, and can be adjusted by changing the size of the subsample. The resulting accuracy is at the same level as the best algorithms for the presented set of problems, or even better.
The proposed adaptive instance selection method is universal and can be applied to any other iteration-based machine learning technique used for classification, including non-evolutionary algorithms.
