INTRODUCTION
For coupled multiphysics problems such as fluid-structure interaction, from the point of view of computational efficiency, partitioned procedures and staggered algorithms [FP80, FG88, LSS91, OM95, PFL95, SL98, FL00] are often preferred to direct analysis (also called the monolithic approach). Moreover, partitioning strategies enable one to use different analyzers for different subsystems and help keep the software manageable.
Recently, a mixed domain decomposition strategy based on the Large Time INcrement method (LATIN), see [Lad99] , for parallel computing environments has been developed [DL98] . The use of a multilevel approach with a built-in homogenization procedure makes this strategy suitable for highly heterogeneous problems [LD00] . An approach suitable for multiphysics problems has been designed on the same premises and applied to the consolidation of saturated porous soils, which is a typical example of a highly coupled fluid-structure interaction problem.
Most of the partitioning strategies for coupled problems rely on splitting the unknowns into groups related to each physics (for instance, the solid part and the fluid part of the problem). Thus, a different solver can be used for each physics. The resolution of the direct coupled problem (the so-called monolithic problem) is replaced by iterations between resolutions of the uncoupled problems and exchanges of information between solvers to recover the coupling parameters.
In this paper, we compare the LATIN approach to the Iterated Standard Staggered Procedure (ISPP [MSV96] ), which is one of these standard partitioning schemes. This comparison is made on 1D and 2D problems and is an extension of the first comparison published earlier along with the principles of the proposed multiphysics strategy in [DLS03] .
An interesting new aspect concerns the behavior of the algorithm when the complexity of the loading vs. time increases. Indeed, in many cases, the cost of achieving convergence with the method is related to this complexity. Also, using different solvers for different physics leads to the question of the independent modeling and discretization of each physical phenomenon. Usually, in multiphysics phenomena, different time scales must be dealt with simultaneously. It is advantageous to assign its own time discretization to each solver. Therefore, in this paper, we propose an improved procedure which consists of using the LATIN method as a multi-time-scale strategy to take into account these different time scales.
Finally, in [DLS03] , an ad hoc radial loading approximation of the kinematic unknowns was proposed. Here, we present a more complete description of both kinematic and static quantities.
The numerical tests deal with the consolidation of saturated porous soils; the reference problem is reviewed in Section 2. In Section 3, for the sake of completeness, we present a brief summary of the principles of the LATIN method for multiphysics problems and the 2D numerical test used to evaluate the method against the classical ISPP approach and demonstrate its features with respect to the time complexity of the loading. Section 4 deals with the multi-time-scale approach and its numerical performance on a 1D consolidation problem. Section 5 presents a strategy of representation of both kinematic and static quantities. Finally, Section 7 presents our conclusions and outlines future studies.
THE REFERENCE PROBLEM
Let us consider a structure Ω made of a saturated porous material undergoing small perturbations and isothermal evolution over the time interval [0, T ] being studied.
The loading consists of: a prescribed displacement U d on part of the boundary ∂1Ω, a traction force F d on the complementary part ∂2Ω of ∂1Ω, a fluid flux w d on another part ∂3Ω of the boundary and, finally, a prescribed pore pressure p d on the complementary part ∂4Ω of ∂3Ω (see Figure 1 ). For the sake of simplicity, we assume that there are no body forces.
For solid quantities, strain is designated by ε and stress by σ. For fluid quantities, the pore pressure gradient is designated by Z and the opposite of Darcy's velocity by W ; finally, q designates the rate of fluid mass accumulation in each representative elementary volume.
The state of the structure is given by the set of the fields s = (ε, p, Z, σ, q, W ) defined on the whole structure Ω and on the time interval [0, T ] being considered. The problem consists of finding s in the corresponding space S [0,T ] which verifies, at each time step, the following equations:
• in the solid, compatibility of the strains ε and equilibrium of the stresses σ:
and ε = ε(U ) on Ω divσ = 0 on Ω and σn = F d on ∂2Ω
(1) ] being the set of the finite-energy displacement fields on Ω × [0, T ] equal to U d on ∂1Ω;
• in the fluid, flow conservation for Darcy's velocity −W :
and Z = grad p on Ω q = div W on Ω and W · n = w d on ∂4Ω
(2) ] being the set of the finite-energy pressure fields on Ω × [0, T ] equal to p d on ∂3Ω;
• the constitutive relations:
-Hooke's law, which relates the macroscopic stress σ with the strain ε and the pore pressure p such that:
-Darcy's law, which relates Darcy's velocity to the pore pressure gradient:
-compressibility, which relates the fluid accumulation rate to the pressure rate and couples it with the rate of volume modification:
D is Hooke's tensor of the drained skeleton, b is Biot's coefficient, K is the intrinsic macroscopic permeability and µw is the dynamic viscosity of the saturation fluid. Throughout the following sections, the operator K µw 1 will be designated by H. Finally, Q is Biot's modulus. 
Solid part prescribed force
σn = F d ∂ 2 Ω ∂ 1 Ω Ω U d F d n (ε,σ) prescribed displacement U = U d Fluid part prescribed pore pressure p = p d p = p d ∂ 4 Ω ∂ 3 Ω w d Ω n (p,Z,q,W) prescribed fluid flux W · n = w d
Principles of the method
The LATIN method is a nonincremental iterative approach originally designed for nonlinear time-dependent problems [Lad99] . However, its principles have also been successfully applied to dynamic problems, postbuckling and domain decomposition, see [BLL00, LBL02, LLD01, LN02, LNL02].
For coupled multiphysics problems, its development was described and examples of its feasibility given in [DLS03] . Only the main principles of the approach will be recalled here. The reader may refer to [DLS03] for further details.
At each iteration, the LATIN method produces an approximation of the solution over the whole domain and over the entire time interval being studied. It is based on three principles:
• The first principle consists of separating the difficulties. For coupled-field problems, a first set of equations, A d , containing the so-called admissibility conditions (1,2) is defined. To avoid having to treat both a global and a coupled problem simultaneously, the remaining equations are grouped into a second set of equations, Γ; these equations, which are local in the space variables, are the constitutive relations (3,4,5). The solution, i.e. the set of fields belonging to both A d and Γ, is found using an iterative procedure.
• The second principle of the method consists of using search directions to build approximate solutions of A d and Γ alternatively until a sufficient level of convergence has been reached. Each iteration consists of 2 stages: Once an element sn ∈ A d is known, the local stage at iteration n + 1 uses an initial search direction to provide an elementŝ n+1/2 ∈ Γ:
L and r are two parameters of the method; they do not influence the solution once convergence has been reached. However, their values modify the convergence rate of the algorithm. In dimensional analysis, they can be chosen of the form L = tmD and r = 1 Qt h where tm and t h are two arbitrary characteristic times. At each integration point, with the constitutive relations (3,4,5), the local stage leads to the resolution of a small system of ordinary differential equations in the local space variables:
where An = σn + Lεn and αn = qn + rpn are known quantities at the local stage n + 1 and with the initial conditions on the pressure and strain fields.
Once an elementŝ n+1/2 ∈ Γ is known, the linear stage provides an element sn+1 ∈ A d . sn+1, which must satisfy the admissibility relations, is sought along a search direction conjugate of the previous one so that the mechanical and hydraulic problems remain uncoupled:
In order to use a finite element approach, the admissibility of sn+1 is expressed using variational formulations. On the one hand, it consists of U ∈ U [0,T ] and σ ∈ S [0,T ] such that:
where U0 is the set of the finite-energy displacement fields on Ω which vanish on ∂1Ω. On the other hand, it also consists of
where P0 is the set of the finite-energy pressure fields on Ω which vanish on ∂3Ω.
The equations (9,10) define two uncoupled global problems parameterized with time t.
The convergence of this approach is guaranteed provided that L and r are positive definite operators, see [Lad99] .
• The third principle uses the fact that the successive approximations are defined over both the entire domain and the entire time interval to represent the solution on a radial loading basis. This last point was detailed in [Lad99] and will be developed in our particular case in a subsequent section. Briefly, this approach enables one to reduce the number of space fields generated and, therefore, the number of global systems to be solved. In the following sections, the LATIN method without this third principle will be referred to as "without P3"; with an approximation of only the kinematic fields, it will be referred to as "1/2 P3" [DLS03] and with an approximation of both the kinematic and the static fields, it will be referred to as "P3".
Test case
The proposed test case concerns the consolidation of a Berea sandstone soil. The material characteristics in Table 1 were identified in [GRE90] .
Porosity n = 0.19 Two different 2D tests were used to illustrate the behavior of the method. The first test is the same as in [DLS03] and, therefore, we will mention only the conclusions. The second test is dedicated more specifically to the evaluation of the influence of the time complexity of the loading in the different approaches.
In each case, the space discretization was performed using P2 elements (6-node triangles) for the displacement and P1 linear interpolation (also continuous throughout the elements) for the pore pressure, see [ZQTN86, BF91] . The θ-method with linear evolution of the variables in time was used for the time integration. [HKS96, VA81] propose the accuracy condition
, where ∆t is the length of a time step, ∆ the size of a spatial element and c = E
. Here, since θ = 1 throughout, this condition leads to ∆t ∆ 2 0.048 sm −2 . In order to compare the results with the ISPP strategy, let us introduce some notations: nT is the number of time steps in the interval being studied; nS and nF are the numbers of global uncoupled resolutions, i.e. the costly parts of the algorithms, for the solid and for the fluid respectively.
Convergence is reached when an error η has become sufficiently small (less than 1 %). In order to compare algorithms, this error was computed with respect to a reference solution sex obtained with the direct monolithic approach, see [DLS03] . This reference solution was calculated with the same space and time discretizations as for the LATIN and the ISPP methods: thus, both algorithms converge toward this solution and the error η tends to zero as the number of iterations increases. Note that ηS and ηF are respectively the solid and the fluid contributions to the total error η.
Contrary to the case of weak fluid-structure coupling [FP80] , classical staggered schemes, when applied to highly coupled problems such as fluid transfer in porous media, lack consistency [SL98, TS93, TS94] . The ISPP approach regains consistency thanks to sub-cycling between the solid and the fluid solvers at each time step. Then, the number of global resolutions for each solver is nsub × nT .
In the LATIN method without P3, 2 uncoupled problems are solved at each iteration and at each time step. If nit is the number of iterations required to reach convergence, the number of global resolutions is nit × nT for each solver. In [DLS03] , a representation of the unknowns was added to improve performance. This affects only the linear stage, where only one space field for the fluid and one for the solid are combined to build a basis for the solution. Moreover, these fields are generated only when they are required to improve the solution in an automatically adaptive fashion. In this first paper, only the displacement field for the solid and the pore pressure field for the fluid are approximated with a radial loading basis (the approach referred to as 1/2P3).
The results of the first test case (the force-driven problem of Figure 2 ) were reported in [DLS03] . The time interval was T = 36 s, with t1 = T /10 and the pressures were p1 = 1.54 GPa and p0 = 380 MPa; the initial condition was p(t = 0) = p0.
Using a representation of the unknowns, the LATIN method was found to be computationally competitive and relatively insensitive to the coupling Biot's coefficient b. Table 2 shows a summary of the results that were obtained.
Figure 2: The force-driven test problem (left: prescribed solid quantities, middle: prescribed fluid quantities, right: time evolution of the loading)
The mesh used was the one shown Figure 3 . The same mesh was also used for the second test we propose here. The accuracy criterion is ( ∆t ∆ 2 )min = 0.075 sm −2 > 0.048 sm −2 , which verifies the previous condition. In this second test, the calculation of the fluid-flux-driven problem of Figure 4 was performed with three different loading cases. The results are presented in Table 3 . The search direction parameters were optimized as in [DLS03] and set to tm = 0.04tc and t h = 0.03tc, where tc = µwL 2 /(QK) = 148 s is a characteristic time of the problem. With the ISPP method, convergence was better for the fluid-flux-driven problem than for the force-driven problem: only about half as many subcycles were needed to reach convergence. With the LATIN approach, convergence was almost the same. The interesting point was the behavior of the algorithm when the time complexity of the loading increased. With preserved convergence (i.e. a constant number of subcycles nsub), the cost of the ISPP method is directly related to the number of time steps nT . For the LATIN method with the radial loading approximation, the number of space fields generated nS + nF increases very slowly with the complexity of the loading path nT and so does the cost of the simulation.
A MULTI-TIME-SCALE APPROACH
The use of different time scales within the same structural analysis can be accomplished in different ways depending on the nature of the different scales. For instance, recent works in dynamics [CG02] deal with the coupling of different numerical integration schemes in different areas of the structures (substructures): explicit with small time steps, implicit with larger time steps. In weak fluid-structure interaction, coupling is classically introduced through subcycling, usually on the fluid quantities, to satisfy both stability and accuracy requirements, see e.g. [FPF01] . For heterogeneous problems, both scales are encountered at each point of the structure [FW01, YF02] and time homogenization is used to improve the algorithms, as in [LN02] , where homogenization is applied to the effective space scale throughout the interfaces between substructures. Another example is found in [MT02] , where the solution is corrected iteratively at both time scales in a multigrid-like approach.
For the multiphysics problems we are concerned with, the use of different time scales for the solid and the fluid in the LATIN method does not affect the linear stage, in which all the calculations are conducted independently for each physics. Only the local stage involves coupling of the different physics and, therefore, must deal with the different time scales.
The multiscale local stage at iteration n + 1
Since the solid and fluid unknowns interact with one another, this subsection presents a strategy to deal with the different time scales. This method is a modified version of the micro-macro strategy proposed in [LD99, LLD01] to solve multi-space-scale problems.
The method consists of splitting the unknowns into s = s M + s m , where s M is the set of the "macroscopic" quantities and s m is the "micro" complement. Here, we make the a priori choice to express the state variables of
• the fluid part using both a macro scale and a micro scale:
• the solid part using a macro scale only: σ = σ M and ε = ε M where the superscripts m and M designate the micro and macro time scales respectively. Clearly, the splitting into micro and macro parts is physics-based since we choose to define the macro time scale as the scale suited to describe the evolution of the solid quantities. As we expect the fluid part to require refined time steps (this will be examplified in the following developments), the complementary part of the evolution of the fluid quantities, with respect to the macro time steps, is described herein as the micro time scale.
Using the projector π, the macro part of a time function f ∈ F f g dt. π can be expanded as:
f, e Figure 5 shows an example of a function f with its macro part. Contrary to a hierarchical approach, it is not necessary for f M (T k ) to be equal to f (T k ). For the multiphysics problem we are dealing with, we define 2 time discretizations:
• for the fluid part, n subintervals i k = [t k−1 , t k ] with the nodes 0 = t0 < · · · < tn = T ;
• for the solid part, nM subintervals I k = [T k−1 , T k ] with the nodes 0 = T0 < · · · < Tn M = T .
We choose to set nM n and, for simplicity's sake, the time discretization for the solid is assumed to be a subset of that for the fluid, as shown in Figure 6 . With (ε,ε, An) described on the solid mesh (macro scale) and (p,p, αn) on the fluid mesh (both macro and micro scales), the local stage (7) is transformed into:
where π is the previous projector and P a linear interpolation. (11a) can be solved on the solid's time discretization whereas (11b) can be solved on the fluid's. Such a local stage is a simplified form of (7) when the fluid part is expected to experience rapid evolution (micro part) which does not influence the solid behavior. Indeed, when the search directions are optimized for the LATIN approach without the multi-time-scale feature, the ordinary differential equation one must solve in (11a) has a characteristic time tm = 80 ms (so that L = tmD), while the macro time step is 31 ms and the micro time step varies between 0.49 ms and 31 ms for the subsequent numerical simulations. Since the micro time scale is less than tm, the previous approximation is expected to be valid.
This new local stage is performed using a fixed point method. The initial guess for the pressure is chosen asp = pn. Oncep is known, one can getε using (11a), thenp using (11b). The choice of the number of subiterations will be discussed in another section.
Numerical results of the multiscale approach
Let us now consider the force-driven problem of Section 3.2, this time in the one-dimensional case. The time interval is T = 1 s with t1 = T /2 and the pressures are p1 = 10 MPa and p0 = 0.1 MPa; the initial condition is p(t = 0) = p0; the height of the structure is L = 5 m, discretized into 100 elements. The search direction parameters are set to tm = 9 10 −3 tc and t h = 80 10 −4 tc, where tc = 9.3 s. Note that in each of the following numerical tests, the time steps are greater than the critical time step ∆tmin = 0.17 ms.
The simulation was performed with the LATIN method without P3. The solid part was assumed to have only a macro time scale with nM = 32 time steps and the fluid part was discretized with n time steps. The influence of n on the fluid's contribution to the global error was tested. As before, this error was computed with respect to a reference solution sex obtained with the direct monolithic approach and a very fine time discretization; the time step used was ∆t = 0.24 ms > ∆tmin = 0.17 ms. In such a case, the solution no longer converges toward the reference solution and the value of the error stabilizes as the algorithms converge. In this particular instance, the time step ratio was ∆tS/∆tF = n/nM . Table 4 shows the evolution of the contributions ηS and ηF to the total error η against ∆tS/∆tF . Since we are dealing with a coupled problem, a refinement of the time discretization for the fluid decreases both contributions. However, the fluid's contribution decreases more than the solid's. When the description of the fluid part is sufficiently refined, it can be considered continuous in time. The corresponding contributions are η 
Error contributions with the multi-time-scale strategy Figure 8 shows the influence of the number of subiterations in the local stage on the total error η when the time discretizations consist of 32 time steps for the solid and 64 for the fluid. The convergence of the local stage took at least 2 subiterations and this number had little influence on the approach. In all subsequent tests, 2 subiterations were used for the local stage.
As the numerical tests about the multi-time-scale approach are up to now only implemented for 1D problems, both the force-driven problem and fluid-flux driven are very similar, and are expected to lead to the same behavior. 
THE RADIAL LOADING APPROXIMATION P3
In the previous paper [DLS03] , the last principle of the LATIN approach (i.e. a suitable approximation of the unknowns) was necessary to achieve good computational efficiency. Classically, this consists of expressing the correction ∆s = sn+1 − sn on a radial loading basis; in other terms, the corrections to the unknowns are sought in the form of the product of a space field by a scalar time function.
In the previous paper, the approximation was carried out only for the kinematic field corrections ∆ε and ∆p, leading to the so-called 1/2P3 version. The advantage was that the global systems to be solved were smaller (see previous sections), but there was no gain in storage costs because, as for the LATIN method without the radial loading approximation, one had to store the values of the unknowns at each Gauss point and for each time step.
In this paper, we are investigating the option of approximating both the kinematic and the static quantities, which we refer to as the P3 version. Provided this option does not decrease the convergence rate, it results in a reduction of the storage cost also because it requires only a few space fields and scalar time functions (the number generated by the algorithm). where ∆ε =εn+1 −εn, ∆σ = σn+1 − σn... are the corrections and:
At this stage, ∆Â, ∆Ŵ and ∆α are known quantities. One has to find ∆s ∈ A d0 which follows the search direction (12) best, i.e. which minimizes the following errors in constitutive relation [LP01] : such that:
The kinematic correction is represented in the approximate form ∆ε = vε(V ), where v(t) is a scalar time function defined on the solid time grid and the space field V (M ) ∈ U0. In order to determine the pair (v, V ) uniquely, normalization is enforced: Ω Tr[ε(V )Lε(V )]dΩ = 1. Then, the pair is such that:
where
This coupled system of equations can be solved using a fixed-point method between v and V and the number of subiterations is usually small (in practice, for the following tests, we used only one subiteration).
The static correction is also represented in the approximate form ∆σ = s(t)S(M ), where s(t) is a scalar time function defined on the solid time grid and the space field S(M ) ∈ S0. The pair (s, S), normalized by Ω Tr[SL −1 S]dΩ = 1, is such that:
This coupled system of equations can be solved with the same fixed-point method (with, in practice, only one subiteration).
Since it is not easy, in a displacement-oriented finite element code, to search for S(M ) ∈ S0 (statically admissible fields), the last equation is classically solved by a dualization procedure: that condition is replaced by the equivalent one which consists of forcing L −1 S +T to be kinematically admissible to zero, where:
i.e. to be of the form L −1 S +T = ε(X) with X ∈ U0. Since S = Lε(X) − LT ∈ S0, the dual problem consists of finding X ∈ U0 such that:
Once X has been calculated, S = Lε(X) − LT . Let us note that if the kinematic correction is calculated first, the fixed-point method can be initialized with (s, X) = (v, V ).
Correction for the fluid part
The previous minimization leads to seeking the kinematic corrections ∆p ∈ P such that:
The kinematic correction is represented in the approximate form ∆p = πP and ∆Z = π grad P , where π(t) is a scalar time function defined on the fluid time grid and the space field P (M ) ∈ P0. The pair (π, P ), normalized by Ω (P rP + grad P · H grad P )dΩ = 1, is such that:
This coupled system of equations can be solved by the same fixed-point method as before using only a small number of subiterations (in the following tests, we also used one subiteration).
The static correction is sought in the approximate form ∆q = θ(t)Q(M ) and ∆W = θ(t)Y (M ), where θ(t) is a scalar time function defined on the fluid time grid and the space fields (Q, Y ) ∈ H0. The triplet (θ, Q, Y ), normalized by Ω (Qr
As in the case of the solid part, once θ is known, the last equation is classically solved by dualization with:
where Π ∈ P0 is statically admissible to zero. The dual problem consists of finding Π ∈ P0 such that:
As in the case of the solid part, the fixed-point method can be initialized with (θ, Π) = (π, P ).
The preliminary stage at iteration n + 1
Once several space fields have been generated in previous iterations, the objective is to update the time functions of the various approximations and reuse the previously built space fields before a possible linear stage [Lad99] . This stage is much simpler if the space fields are orthogonalized each time a new space field is added to the existing set.
Preliminary stage for the solid part
This time, one uses a correction of the form ∆ε = j wjε(V j ) and ∆σ = j tjSj, where wj and tj are the time functions to be determined, but V j and Sj are known. Thus, the new fields are:
Searching for wj and tj is very similar to going through the first step of the previous fixed-point methods during the linear stages. If the space fields are orthonormal, i.e. 
Preliminary stage for the fluid part
This time, one uses a correction of the form ∆p = j j Pj, ∆Z = j j grad Pj and ∆q = j ϑjQj, ∆W = j ϑjY j , where j and ϑj are the time functions to be determined, but Pj, Qj and Y j are known. Thus, the new fields are:p
If the space fields are orthonormal, i.e.
this leads to:
Once the preliminary stage has been performed, the same strategy as in [DLS03] is used to decide whether new space fields are required to improve accuracy. If not, no linear stage is performed and the next step is the next local stage.
Influence of the radial loading approximation
Let us consider again the force-driven problem of Section 3.2, still in the one-dimensional case. The number of time steps was set to nM = 32 for the discretization of the solid and to n = 16nM = 512 for the discretization of the fluid. Figure 9 shows the influence of the approximation on the convergence of the method.
A first calculation was performed without P3. A second calculation was performed with only the kinematic fields being represented (the so-called 1/2P3 used in [DLS03] ). Finally, a third calculation was performed with all quantities represented (the so-called P3 described above).
For the LATIN method with 1/2P3 and P3, we performed one solid linear stage and one fluid linear stage beyond the preliminary stage, because an accuracy control strategy has not been implemented yet. The number of fixed-point subiterations for each linear stage was set to 1: only one global mechanical problem and one global hydraulic problem were solved at each iteration in the 1/2P3 case and two in the P3 case. The same search direction parameters as for the previous test were used for this test case. The use of a radial loading approximation does not decrease the convergence rate: thus, this is a suitable approximation for this kind of problem. Table 5 illustrates the influence of the third principle of the method on the cost. It gives the number of iterations nit and the number of global resolutions for the solid nS and for the fluid nF which are necessary to reach a total error η = 1 %. This error is still evaluated with respect to a reference solution sex obtained with the direct monolithic approach and a very fine time discretization.
LATIN without P3
n S 384 n F 6,144 n it 12
LATIN with 1/2P3 In terms of the number of global resolutions, there is a ratio of 200 between the method without P3 and the 1/2P3 version and a ratio of 140 between the method without P3 and the P3 version.
However, the P3 version is the most interesting from the point of view of modularity: in the case of coupling between different FE codes (one for each physical problem), such a representation of all quantities reduces the amount of information to be exchanged considerably. Figure 10 shows a possible flow of information between the two codes. Assuming that the local stages are carried out in each code and that the database is duplicated or shared, the codes are required to exchange one pair of scalar time function and space field only each time a new one is generated, as opposed to at each time step as in a classical incremental approach [FPF01] .
REMARK: NONLINEAR PROBLEMS
In the case of geometrically nonlinear problems [GS01] , it is usual to set up an eulerian approach for the fluid and a lagrangian one for the solid. To extend the present strategy to this framework, we have in mind to use the true and new lagrangian approach with corotational description which has been described in [Lad99] . Such a formulation, which is also a rate formulation, can be seen as a common framework for both eulerian and lagrangian descriptions. This approach, well suited to the LATIN method, has been successfully applied for post-buckling and elastomer large transformation problems [BLPR97, ABLM02] . 
CONCLUSION
In this paper, we described a partitioned strategy based on the LATIN approach which enables one to use different time steps for the solid and the fluid parts of a consolidation problem. In particular, a smaller time step is required for the fluid than for the solid in order to perform an iso-quality simulation (i.e. with the same contributions to the global error). In the case of coupling of FE codes, this approach makes it possible for each code to use its own time discretization.
In the numerical tests, uniform time discretization was used. An interesting feature would be for the time discretization to be automatically adaptive. Further work on the use of a time-discontinuous Galerkin formulation is in progress.
The next step will be to expand this technique using the LATIN method to take into account the different space scales which usually arise from the different physics. For problems involving only the solid part, a mixed domain decomposition method based on a micro-macro multiscale computational strategy was shown to be efficient [LLD01] . Such an approach could be easily applied to both the solid and the fluid independently. Moreover, different space discretizations could be used for each physics.
To improve the efficiency of this approach, the third principle of the method must be used. The first tests with the multi-time-scale strategy showed that the convergence rate is the same with or without P3. The radial loading approximation of all state variables improves the efficiency of the approach significantly, especially from the modularity point of view.
Finally, the method has to be tested on other coupled problems, such as thermo-poro-elasticity, which introduce nonlinearities.
