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Introduction
Discussions of the origin of gender gaps in economic outcomes sometimes raise the issue of whether productivity--enhancing characteristics are gender--specific or are instead developed by cultural values within the community. For example, have men evolved to be innately more risk--taking than women or have they become that way in part through cultural pressures? In the nature versus nurture debate about male and female preferences and outcomes, where do we stand as economists? In our experimental work, we have tried to take a small step forward in this regard, and this paper will outline some of this work.
Women are increasingly employed in the market sector of the economy and they are increasingly enrolling in degree fields that have been largely male. Yet there are still many areas where women are under--represented. Examples are found in the highest levels of mathematics, the physical sciences, and engineering (NAS 2006) . This is in spite the fact that, in many countries, more women now attend university than men. 2 Furthermore, in the US there is a gender gap in standardized mathematics tests scores.
3 This is especially pronounced at the top of the distribution (Ellison and Swanson, 2010) .
It has been suggested that there might be gender differences in risk aversion, feedback preferences or taste for competition, and that these might explain gender differences in observed educational and labour market outcomes. For example, obtaining promotions and pay raises often involves competition, and it may be that women do not like to compete but men do.
A relatively recent and rapidly growing literature attempts to investigate -using either survey or experimental data --if women and men differ systematically in some psychological characteristics that might explain the fact that women are under--represented in high--paying jobs and high--level occupations. If so, then the suggestion is that --once these differences are controlled for --perhaps the gender pay gap will disappear from empirical estimates. 2 In the US in the 1960s there were 1.55 males for every female undergraduate but by 2003 there were 1.30 females for every male undergraduate (Goldin et. al. 2006) . A similar ratio is found in Australia (Booth and Kee, 2011) . 3 There is a gender gap in standardized mathematics tests that varies across countries (Else--Quest et. al. 2010 , Guiso et. al 2008 and some argue it may not be large enough to be of any practical importance (Hyde et. al. 2008) . However Fryer and Levitt (2010) document a substantial gender gap in mathematics in the US. After six--years of education, students have a 0.2 of a standard deviation gender gap in test scores. This gap is roughly half as large as the black--white test score gap.
Psychological factors and survey--based evidence
What does survey--based evidence have to say about the role of psychological factors in affecting gender wage gaps? Clearly the use of contemporaneous survey--based measures of risk--aversion, self--esteem and competitive or collaborative behavioural traits is dogged by potential endogeneity. However, personality variables are incorporated into the survey--based analysis of, inter alia, Goldsmith et al. (1997) , Bowles et al. (2001) , and Mueller and Plug (2004) . Using NLSY data, Goldsmith et al. (1997) show that personality variables as well as human capital are correlated with wages, but they do not investigate the gender dimension. However, Mueller and Plug (2006) do examine the gender dimension using a Wisconsin--based survey. While their psychological variables are contemporaneous with measured earnings, they nonetheless find interesting correlations between measures of personality and earnings. Manning and Swaffield (2008) avoid the endogeneity issue by using predetermined psychological information -- mainly measured at age 16 --from the British Cohort Study to estimate gender wage gaps at age 30.
They find that, on labour market entry, there is no gender wage gap for otherwise identical, fully "work--committed" women and men (those with no children, no intention of having children, and with continuous full--time work experience). However, by age 30 there remains a substantial unexplained gap: women who have continuous full--time employment, have had no children and express no desire to have them, earn about 8 log points less than equivalent men after 10 years in the labour market. Manning and Swaffield then investigate the role of psychological variables in explaining this, focusing on risk attitudes, competitiveness, self--esteem, 'other--regarding', and career--orientation. 4 The psychological variables are found to explain an 'upper--bound' of 4.5 log points of the gender wage gap.
Some of these survey--based measures of psychological factors are rather indirect.
Moreover it is not easy to find measures of psychological factors that are genuinely predetermined or that do not change over time. It is therefore of great interest to see if alternative methods of data collection can shed light on whether or not there are significant gender differences in psychological factors that could explain gender pay gaps and glass ceilings.
Experimental studies and personality differences

Overview
Women and men may differ in their propensity to choose a risky outcome because of innate preferences or because pressure to conform to gender--stereotypes encourages individuals to modify their innate preferences. In the remainder of this paper, we outline two sets of our experiments investigating the extent to which environmental factors or culture might determine gender differences in economic preferences.
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These experiments were, among other things, designed to elicit preferences for risk--taking.
In these experiments, we explored the role that culture might play in affecting economic preferences. 6 Our first set of experiments used secondary school students as subjects, while the second set of experiments used first--year university students. It is well--known that the academic achievement of girls and boys responds differentially to co--education, with boys typically performing better and girls worse than in single--sex environments (Kessler et al., 1985; Brutsaert, 1999) . Moreover, psychologists argue that the gendered aspect of individuals' behaviour is brought into play by the gender of others with whom they interact (Maccoby, 1998) .
Our main conjecture in these two sets of experiments was that a same--sex environment may modify preferences in an economically important way. Studies show that there may be more pressure for girls to maintain their gender identity in schools or colleges where boys are present than for boys when girls are present (Maccoby, 1990; Brutsaert, 1999) . In a coeducational environment, girls are more explicitly confronted with adolescent subculture (such as personal attractiveness to members of the opposite sex) than they are in a single--sex 5 Recent laboratory--based experiments show that, when given the choice of whether or not to enter tournaments, women do indeed 'shy away from competition' while men might choose to compete too much (see inter alia Gneezy, Niederle and Rustichini, 2003; Datta Gupta, Poulsen, and Villeval, 2005; Niederle and Vesterlund, 2007) . Understanding why women seem less inclined than men to compete may provide insight into why a gender gap still exists in the workplace. 6 For a paper looking at the impact on competition of another cultural variable -whether a society is patriachal or matrilineal -see Gneezy, Leonard and List (2009). environment (Coleman, 1961) . This may lead them to conform to boys' expectations of how girls should behave to avoid social rejection (American Association of University Women, 1992). If non--competitive behaviour or risk avoidance is viewed as being a part of female gender identity while competitiveness or risk--seeking is a part of male gender identity, then being in a coeducational school or college environment might lead girls to make less competitive and less risky choices than boys. 7
First experiment
Experimental design
We noted above that women and men may differ in their propensity to choose a risky outcome because of innate preferences or because pressure to conform to gender--stereotypes encourages them to modify their innate preferences. Single--sex environments are likely to modify students' risk--taking preferences in economically important ways. To test this, in our first set of controlled experiments, we designed an experiment in which subjects were given an opportunity to choose a risky outcome - a real--stakes gamble with a higher expected monetary value than the alternative outcome with a certain payoff -and in which the sensitivity of observed risk choices to environmental factors could be explored.
In Booth and Nolen (2012b) , we investigated if individuals' risk preferences are affected by (i) the gender composition of the group to which they were randomly assigned 8 , and (ii) the gender mix of the school they attended. The latter represented longer--run nurturing experiences, while the former captured short--run environmental effects. 9 Our 260 subjects, from 7 There is a lively debate in the literature about single--sex schooling, as recent articles in Science indicate. See for example Halpmen et al (2011) and the collection of irritated responses that followed in the January 2012 issue. To our knowledge, our second set of experiments -one of which is discussed in this present paper --are the only papers to investigate the impact of university--level single--sex classes at on economic outcomes. 8 While this group effect has been explored in previous work by Gneezy et. al. (2003) , Yestrumskas (2007) and Datta Gupta et. al. (2005) , those studies focused on competitive tasks. They did not investigate risk attitudes nor did they explore how risk preferences may change over time -the main focus of our investigation. 9 In a companion paper, Booth and Nolen (2012a) investigated how competitive behaviour (including the choice between piece--rates and tournaments) is affected by single--sex experimental peer--groups and single--sex schooling.
In this present paper we discuss only that part of each of our experiments dealing with risk.
eight publicly funded single--sex and coeducational schools in the counties of Essex and Suffolk in the UK, were asked to choose between a real--stakes lottery and a sure bet.
Four of the schools were single--sex. The students were from years 10 or 11, and their average age was just under 15 years. After being bused to the University of Essex, students from each school were randomly assigned into 65 groups of four. Groups were of three types: all--girls, all--boys or mixed. Mixed groups had at least one student of each gender and the modal group comprised two boys and two girls. The composition of each group -the appropriate mix of single--sex schools, coeducational schools and gender - was determined beforehand. Thus only the assignment of the 260 girls and boys from a particular school to a group was random. The school mix was two coeducational schools from Suffolk (103 students), two coeducational schools from Essex (45 students), two all--girl schools from Essex (66 students) and two all--boy schools from Essex (46 students).
The payments (both the show--up fee of £5 plus any payment from performance in the randomly selected round) were in cash and were hand--delivered in sealed envelopes (clearly labelled with each student's name) to the schools a few days after the experiment. The average payment was £7. In addition, immediately after completing an Exit Questionnaire (eliciting demographic information), each student was given a bag containing a soft drink, a packet of crisps and a bar of chocolate.
In the county of Suffolk, there are no single--sex publicly funded schools. In the county of Essex, the old 'grammar' schools remain, owing to an accident of political history. 10 These grammar schools are single--sex and, like the coeducational schools, are publicly funded. It is highly unlikely that students themselves actively choose to go to the single--sex schools. Instead
Essex primary--school teachers, with parental consent, choose the more able Essex children to sit 10
In the UK, schools are controlled by local area authorities but frequently 'directed' by central government. Following the 1944 Education Act, grammar schools became part of the central government's tripartite system of grammar, secondary modern and technical schools (the latter never got off the ground). By the mid--1960s, the central Labour government put pressure on local authorities to establish 'comprehensive' schools in their place. Across England and Wales, grammar schools survived in some areas (typically those with long--standing Conservative boroughs) but were abolished in most others. In some counties, the grammar schools left the state system altogether and became independent schools; these are not part of our study. However, in parts of Essex, single--sex grammar schools survive as publicly funded entities, whereas in Suffolk, they no longer exist.
for the Essex--wide exam for entry into grammar schools.
11 Parents must be resident in Essex for their children to be eligible to sit the entrance examination (the 11+). However, residential mobility across regions is very low in Britain (Boheim and Taylor, 2002) . To attend a grammar school, a student must apply and then attain above a certain score, which varies from year to year and from school to school. Therefore, students at the single--sex schools are not a random subset of the students in Essex, since they are selected based on measurable ability at age 11.
To make sure the students from Suffolk were comparable to those from Essex, we recruited the top students; only students from the advanced math classes were invited to participate in the experiment.
In that part of the experiment directed at risk, we had girls and boys chose between 
Results
The first column of Table 1 -reproduced from Booth and Nolen (2012b) -shows that, on average, girls choose to enter the lottery 16 percentage points less than boys. The sign and significance of this coefficient is consistent with other work looking at gender and risk aversion and suggests that, in our sample, female students are also more risk averse than male students.
This provides evidence for the hypothesis that women are, on average, more risk averse than men.
The reader might also be interested to know that part of observed risk differences between men and women can be manipulated by framing operations, as shown in Booth and 11 If a student achieves a high enough score on the exam, s/he can attend one of the 12 schools in the Consortium of Selective Schools in Essex (CSSE). The vast majority of these are single--sex. The four single--sex schools in our experiment are part of the CSSE. Nolen (2012c) . While this is an interesting finding that we hope will be further investigated in future work, this is not the focus of this paper. Here we are more interested in environmental factors rather than in the way the question eliciting risk preferences is framed. 12 Next, we wanted to investigate if the gender differences alter when environmental factors reflecting nurture are incorporated into the probit estimation. The specification in column [2] adds controls for school type and experimental group composition. In this specification, the gender gap becomes even more pronounced - girls in coed schools choose to enter the lottery 36 percentage points less than boys from coeducational schools. Furthermore, we have evidence that nurture has an effect on risk preferences. First, the coefficient for being in an all--girls group is statistically significant and positive: girls randomly assigned to all--girl groups are more likely to choose to enter the lottery. Because our estimates show that girls assigned to single--sex peer groups are less risk averse than those who are assigned to mixed--gender groups, evidence is provided in support of our hypothesis that girls in same--gender experimental groups are less risk averse than girls in mixed--gender experimental groups. 13 Notice that the same--gender peer group is only affecting girls; the all--boys coefficient is insignificant.
Second, the single--sex school coefficient is statistically insignificant but the coefficient to single--sex schooling interacted with female is significant and positive. Therefore school background only affects the risk preferences for girls at this level of risk aversion, and has no effect on boys. The risk preferences of boys are not affected by either environmental variable, whereas the risk preferences of girls are significantly affected by both environmental factors.
12 Risk theories typically assume individuals make risky choices using probability weights that differ from objective probabilities. Recent theories suggest that probability weights vary depending on which portion of a risky environment is made salient. Booth and Nolen (2012c) used experimental data to show that salience affects young men and women differently. We found that men are significantly more likely than women to switch from a certain to a risky choice once the upside of winning is made salient, even though the expected value of the choice remains the same. (The type of class - single--sex or coeducational - had no effect on the probability of being affected by salience.) Quite why this might occur remains a topic for future research. However, our finding of gender differences in the probability of being affected by salience has an additional implication, namely part of observed risk differences between men and women can be manipulated by framing operations.
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The all--girls coefficient is robust to different types of analysis. For instance, if regressions are run on sub--samples comprising only students from coed schools, or only students from single--sex schools, the all--girl coefficient is still significant. Thus, there is a positive effect of being in an all--girls group for each type of student. Furthermore, if dummy variables for mixed--gender groups with three or two boys are used as controls, the significance of the all--girls coefficient does not go away.
We now use the estimated coefficients in Column [2] to compare a girl from a coed school placed in an all--female group with a coed male (the base group). To do this, we add the coefficient of the female dummy variable to that of the all--female class: this gives (--0.36+0.12)=--0.24. This is not statistically different from zero. Next we consider a girl from a single--sex school who is in an all--female group for the experiment, and compare her with the base--group coed male. Here we now need to include the coefficient on single--sex and female*single--sex as well.
The magnitude of the effect is thus (--0.24+0.33--0.13)=--0.04. This is also not statistically different from zero.
Column [3] of Table 1 adds in some 'ability' controls, namely the score students obtained in the mandatory completion of mazes in Rounds 1 and 2 of the experiment. These rounds were paid on the basis of piece rates in Round 1 and a tournament in Round 2. These 'ability' variables are denoted as the number of mazes correctly completed in Round 1 (R1) and the difference between the number of mazes correctly completed in Rounds 1 and 2 (R2--R1). The estimates of interest --gender, group--type and single--sex schooling and its interaction with gender --are robust to the inclusion of these variables. Column [4] adds in a number of additional controls that are listed in the note under the table (and whose coefficients are not included in this table).
Again the results of interest are robust to this change of specification. 
Checking for Endogeneity
A student's attendance at a single--sex school is likely to be influenced by her ability as well as by the choices of her parents or teachers.
14 Therefore students from single--sex schools may not be a random subset of the students from Essex (although it should be remembered that we asked only top students from coeducational schools to participate in the experiment). To test the robustness of the female, single--sex coefficient, we undertook a number of sensitivity checks.
These are are reported in full in Booth and Nolen (2012b) , and here we only give a brief 14 As noted earlier, Essex primary--school teachers and parents choose which children sit for the Essex--wide exam for entry into grammar schools. Parents must be resident in Essex for their children to be eligible to sit the entrance examination (the 11+).
overview of the results. For example, we compared single--sex students to a different comparison group: students from Suffolk plus students in Essex who took the 11+ exam. Using this sub--sample, we found that the gender gap actually becomes slightly larger: girls are 39 percentage points less likely to enter the lottery. However, the coefficient to single--sex schooling is also negative and significant. This suggests that boys in coed schools are more likely to take risks and perhaps 'show off' for the girls (stereotype threat could be causing the gender gap in risk aversion to be larger). Girls in all--girl groups are again more likely to enter the lottery than girls in coed groups.
As a second robustness check, we instrumented for single--sex school attendance using the difference in travel time between an individual's closest coed school and closest single--sex school. To calculate this, we used the six--digit residential postcode for each student. 15 We broke this variable into two instruments: difference in minutes of travel time if difference in travel time is less than the average; and difference in minutes of travel time if difference in travel time is more than the average. Again we found that the female, single--sex schooling interaction and all--girls group variable are statistically significant. Indeed, the coefficient to the interaction of female with single--sex schooling is slightly larger (see Booth and Nolen, 2012b for further details.)
Given these robustness checks and the continued significance of the all--girls group variable and the single--sex, female interaction, there seems to be strong evidence that girls in same--gender groups enter the lottery more than girls in mixed--gender groups and that girls from single--sex schools enter the lottery more than girls from coed schools. Finally, note that the marginal effects for single--sex girls compared with coed boys 16 is negative in all columns of Table   1 but they are insignificant, suggesting that single--sex girls choose the risky option as much as boys. However, the size of the coefficient on the all--girls group dummy variable is not large enough to cancel out the negative coefficient on the female dummy variable. Therefore girls in same--gender groups are not entering the lottery as much as coed boys. The length of time a girl 15 We then entered the student's postcode in the 'start' category in MapQuest.co.uk and the school's postcode in the 'ending address' (http://www.mapquest.co.uk/ mq/directions/mapbydirection.do). From this we obtained a 'total estimated time' for driving from one location to the other.
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The row denoted "Marginal Effect for Female = Single--Sex = Female * Single--Sex = 1" gives the estimated coefficient for the difference between boys from coed schools and girls from single--sex schools. has been exposed to the same--gender environment - three years on average for girls at single--sex schools and only 30 minutes for girls in single--sex groups -may explain the difference in the size of the effect.
In summary, the results of our real--stakes gamble experiment showed that gender differences in preferences for risk--taking are indeed sensitive to whether the girl attends a single--sex or coed school. Girls from single--sex schools are as likely to choose the real--stakes gamble as boys from either coed or single--sex schools, and more likely than coed girls. That girls in co--educational institutions have a lower preference for risk is interesting, since attending a coed school is the norm for children in many countries, including the UK. Moreover, we found that gender differences in preferences for risk--taking are sensitive to the gender mix of the experimental group, even when these groups are placed within a larger coeducational milieu. In particular, we found that girls are more likely to choose risky outcomes when assigned to all--girl groups. This finding is relevant to the policy debate on whether or not single--sex classes within coed schools could be a useful way forward if the goal is to reduce female levels of risk--aversion. 17 4. Our second experiment
An overview
A criticism of Booth and Nolen (2012b) was that assignment to single--sex schools was not random. Although we controlled for non--random selection in a variety of ways, and found our results were not overturned, we decided --with coauthor Lina Cardona--Sosa --to conduct another set of experiments to explore similar issues using random selection into single--sex and coeducational groups, and necessarily using a different subject pool. These results are reported in full in Booth, Cardona--Sosa and Nolen (2013) .
In this section we briefly describe the risk results from this second set of experiments.
The new experiment did not impose a coefficient of relative risk aversion (CRRA), but instead elicited each subject's CRRA using a series of questions. Our goals in the new study were to see if 17 Booth and Nolen (2012b) also showed how these types of real--states experiments can lead to important findings that may not be present in standard hypotethical lotteries or survey questions. random assignment to a single--sex group produces effects on individuals' behaviour immediately upon assignment and also after some weeks' exposure to that particular environment (students were required to make choices over real--stakes lotteries at two distinct dates). Our subjects were first year college (university) students entering an Economics or Business degree, whose mean age was 19, and who came from a number of different countries and school types (public and private). Thus we have a different subject pool to that of Booth and Nolen, (2012b) . Our 'nurturing' environment is the experimental peer--group or class to which students were randomly assigned by the timetabling office before the start of the academic year. The class groups were of three different types: all--female; all--male; or mixed gender.
Given that the class group was randomly assigned, there are no issues of endogeneity. In the experiment we tested if the experiment environment influences the behaviour under uncertainty of men and women. We were particularly interested in seeing if individuals who are placed in a same--sex group for the experiment make different choices to otherwise identical individuals placed in a mixed group. Our measure of risk aversion involved students making choices over real--stakes lotteries.
Subjects, Protocol and Data
Our subject pool consisted of first year undergraduate students registered for the course, Introduction to Economics, at the University of Essex at the start of the 2010--2011 academic year. Prior to arrival, the students were randomly assigned by the timetabling office to small weekly classes which, during term--time, run in tandem with the lecture course. During their first lecture, students filled in a demographic questionnaire and, as part of a paid experiment during their first class, completed a cognitive ability test and risk questionnaire. Eight weeks later students then took part in another paid experiment by filling in a second risk questionnaire during their class that week.
18 Students were thus in the economics class environment for one 18 We chose eight weeks apart so that the second experiment would take place in the penultimate week of the ten--week term. Long experience with lecturing in UK universities has taught us that some students head off on their Christmas break a week before term ends. A referee for this survey paper asked why we did not choose to conduct the second risk experiment at the end of the summer (or second term). We chose not to do that because the end of second--term assignments put pressure on students at that time of the year and we wanted to avoid losing students from our sample. However, our paper on academic scores investigates longer--run effects by estimating the impact of our single--sex treatment on exam results (see Booth et al., 2013). hour per week over eight weeks. At no stage were the students told the purpose of the experiment, what the experiment would involve, nor that it was to be repeated in eight weeks time. All students enrolled in the course are supposed to attend the classes and do the compulsory exercises. Lectures and classes begin immediately after student arrival at campus.
The results from the risk questionnaires form the dependent variable in our empirical analysis, with other information used as controls. Our main interest was whether or not women assigned to all--female classes within a coeducational environment take more risks than those in coeducational classes and if this alters over time. We were also interested in controlling for the impact of cognitive ability, given the recent evidence suggesting that individuals of higher cognitive ability are more likely to take risks, ceteris paribus (see Burks et al, 2009; and Dohmen, Falk, Huffman and Sunde, 2010) .
Classes were taught by Graduate Teaching Assistants (GTAs), who were PhD students hired in a competitive hiring process from the pool of PhD applicants. In classes the instructors discuss with students problem--sets that relate directly to the material taught in that week's
Introduction to Economics lectures. Students are assigned to specific classes for the Introduction to Economics course, and for that course attend only that class in each week for a period of 20
weeks over the academic year. Booth et al. (2014) describe GTAs' training. The GTAs were not told why we were conducting the experiment or our intended outcome variables. It is therefore highly unlikely that the GTAs would influence students' choices or outcomes. Moreover, GTAs were told not to discuss the experiments or the class arrangements with students. Booth et al. (2014) gives the full set of instructions provided to GTAs and the set of slides they were each required to use in the experiment.
Experimental Measures of Risk Aversion
We used paid experiments to measure subjects' willingness to take risks at two points in time. 19 In both sessions, students were asked to answer a questionnaire designed to assess subject's risk 19 Session 1 not only involved a 20--minute IQ test and the risk matrix, but also two rounds of two--digit addition (see the experiment protocol in Booth et al, 2013 . The only payments involved in Session 1 were for risk or addition. To determine which round was paid, a number was randomly chosen by one of the authors from the set {1, 2, 3} --and where 1 corresponded to the risk questionnaire; 2 to the first round of two--digit addition; 3 to the second round of two--digit addition. If the number 1 were chosen, the student would be paid in accordance with a randomly selected preferences. This risk questionnaire, shown in Appendix A, follows the format of Dohmen et al. Students were asked to make a choice between column A and B in each row (i.e. 20 choices).
Subjects were told that a single row would be selected at random if that round were chosen for payment, and that 10 percent of all the participants (also selected at random) would receive the corresponding payment.
A risk--neutral student would choose the lottery up to the point where the safe option offered the same expected value as the lottery (£15). This is where the individual is indifferent between the safe option and the lottery; in our experiment this occurred in row 16. Risk averse students would choose the safe option before row 16 and risk loving students would choose the lottery even after the safe bet of £15 has been offered. Hence the row where students switched serves as an indicator of risk aversion.
If a student had monotonic preferences then she would have a unique switching point.
However nothing prevents them from switching more than once. To account for switching back and forth, we followed Holt and Laury (2002) and used as our dependent variable the number of rows where the student chose the lottery option. Thus our measure of risk aversion is the number of risky choices made by the subject. This measure accounts for the fact that some individuals never switched column (that is, some always chose the risky option or never chose it). In session 1, 70 percent of students switched row only once; 4 percent never switched and 25 percent switched more than once. In session 2, students switching only once account for 73 percent of the sample, 10 percent never switched and 16 percent switched more than once.
row from the risk matrix. If, for that row, the student had chosen the safe outcome she would be paid that, and if she had chosen the risky outcome in column B, one of us would flip a coin and the person would be paid based on the outcome. If the number 2 were chosen, the student would be paid 20 pence for each correctly solved problem in that round. If the number 3 were chosen, the student would get paid £1 for each problem solved correctly in that round if that student was in the top 20% of performers in this class. Note that if 1 (risk) were randomly chosen, then a random 10% of people were paid, but if one of the two digit rounds was chosen we paid everyone. (1)=(3) St. error of (3) First Session Second Session Difference (6)--(5)= (7) St. error of (7) (1 From the last four columns of Table  2 , it can be seen that young men in all--male classes chose 12.15 risky choices in the first session and 13.11 in the second, a difference that is not statistically significant. However, men in the coeducational class chose 11.44 risky choices in the 20 Assuming a constant relative risk aversion utility function of the type u(x)=x 1--σ /(1--σ) , where σ is the degree of relative risk aversion, we calculate that the value of σ making an individual just indifferent between choosing the lottery and the certain outcome lies between 0.3 and 0.4. This is similar to the range of 0.3 to 0.5 found by Holt and Laury (2002) , and the range of 0.43 and 0.48 found by Dohmen et al. (2010) .
first session and 12.60 in the second: this difference is statistically significant, albeit only at the at the 10 percent level. On average, the risk preferences of women in single--sex classes changed the most, followed by men in coeducational classes. Women in the coeducational classes changed the least. (The coeducational classes will form the base in our regressions.)
[Insert Table 3 near here]
What other controls did we include? Table 3 lists some of them. Appendix Table B at the end of this paper provides the differences in means between single--sex and coed classes. As well as class--type, individual's preferences may be influenced by variables such as subject of study, the gender of the class teacher, cultural factors encapsulated in country--of--origin, the gender environment in high school, and cognitive ability. 21 How did we measure cognitive ability? In the first session of our experiment we measured IQ using the number of correct answers from a 20--minute version of the Raven's Advanced Progressive Matrices, and the mean for this variable is given in Table  3 . 22 The test is a widely accepted indicator of higher order general mental ability.
Originally designed to provide information about a subjects' ability using a non--verbal setting uncontaminated by linguistic background, its results have been shown to be consistent across cultures and over time (Raven et al., 1998) . Table 3 shows that our subjects come from a variety of different countries, which are characterised by different cultural norms and levels of gender emancipation. We therefore included the Global Gender Index (GGI) among the controls; a country with a high index is a country with smaller gender gaps in the access to the country' resources regardless the level of resources. Our goal here was not only to see if risky choices are affected by the 'cultural' factors encapsulated in that index, but also to see if the coefficients to our variables of interest alter when we control for gender--relevant cultural factors. As part of the sensitivity analysis we use a 21
To control for whether or not our experimental subjects were exposed to single--sex high--schooling before entering university, we experimented with using, in some specifications, a dummy variable for attending a coed secondary school (where the base was single--sex schooling). These estimates will be discussed later in the paper. Since our experiment includes students from a number of different countries in which single--sex schools were predominantly private, our single--sex secondary schooling will be picking up the influence of both private education and single--sex schooling. Therefore our results are not directly comparable to those of Booth and Nolen (2012b) , whose subject pool comprised only students from government--financed secondary schools.
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Our distribution of score is skewed to the left. Since normality is not a requirement to standardise the results, we use the z--score of the test as our preferred transformation for the cognitive ability test to facilitate the analysis. set of dummy variables grouping different nationalities by region--of--origin to control for language and other culture differences. These are Asia (excluding China), Africa, China, Europe, Eastern Europe, and the Asia--Europe boundary, with the English--speaking countries forming the base. 23 Notes: Subsample comprises students without missing answers for the two risk experimental sessions. The World Economic Forum's Gender Gap Index (GGI) ranks national gender gaps in economic, political, educational and health aspects. The values for the index go from 0 to 1.
To measure the initial effect of the class assignment on risk attitudes and its effect over time, we focused on the subset of students taking part in both experiments. Clearly attrition would matter to our econometric analysis if individuals participating in the second session differed in their risk preferences from those who did not. Attrition would also matter if the two samples differed in terms of mean characteristics of the other crucial control variables. For instance, if women assigned to all--female groups were systematically more likely to attend the 23 English--speaking countries correspond to the UK and North America. Asia (excluding China) also includes countries from the Middle East. Eastern Europe includes Kosovo, Latvia, Lithuania, Poland, Slovakia, Ukraine, Albania, Bulgaria and Romania. The Asia--Europe boundary includes Azerbaijan, Kazakhstan and Russia. second session, this might affect our results of interest. We conducted a number of analyses to explore the attrition issue, and reported in Booth et al. (2013) . Since these show that attrition is not a problem, we do not discuss these analyses here. The important point to note is that individuals who had made a lot of risky choices in session 1 were as likely to turn up to session 2 as individuals who had made very few risky choices. In other words, people participating in the second session did not differ in their risk preferences from those who did not participate in both sessions.
We now briefly discuss the means of our variables, before turning to the estimates of the determinants of the number of risky choices. Our subjects are all first year students enrolling in Economics 100 or 111 at the University of Essex, who were randomly assigned to a single sex or coeducational class by the central timetabling office at the university. Table 3 reports the variable means for the estimating subsample of students participating in both the 1st and 2nd session. Summing across men and women produces the 219 observations used in our estimation, and 34 percent of this number is female. Notice also that 68 percent of women are in single--sex classes and 43 percent of men. Furthermore, 47 percent of women and 40 percent of men are enrolled in an Economics degree. Even though all our students were taking the introductory economics course, two different formats of the course, EC111 and EC100, were available depending on the degree subject studied (either economics or business--related). The course for students majoring in economics has a higher math component than the course for business and related areas. We therefore control for degree subject in our estimation. Finally, note that the raw IQ score is 11.6 for women and 11.8 for men.
For the sample of 219 students participating in both sessions, we had 16 GTAs teaching 32 classes. Of those 16 GTAs, 5 were female. By design no GTA was perfectly correlated with the treatment. In our GTA allocation we also aimed to ensure, as much as possible, a teacher gender balance across class--types. For further details and for the various ways in which we controlled for potential GTA effects see Booth et al. (2013) . In all cases our results were robust to the numerous methods with which we controlled for potential GTA effects. 24 24 We also estimated an OLS regression of the number of weeks that an individual attended the weekly class in economics, with controls including gender, class--type, degree (economics or business) and the class--teacher's Column [1] shows that the randomly assigned class--types have no statistically significant correlation with the number of risky choices in the first session. However, higher ability students do make more risky choices, although the magnitude is quite small: a one standard deviation increase in cognitive ability is associated with an increase of less than half an extra risky choice.
The Results
Notice also that the impact of the female dummy variable is statistically insignificant. Finally note that students in classes with a female teacher made significantly more risky choices than those with a male teacher, ceteris paribus. The effect is quite large, with the estimated coefficient being 3.29.
gender. The estimated constant in the regression was 6.7, indicating that on average students in our sample attended nearly seven out of eight classes, a respectable number. Dummies for each GTA were included in the analysis. We left out the dummy variable for the GTA with the most students in our estimating sample. Robust standard errors clustered by module and class are reported in parenthesis. *, ** and ***, corresponds to 10%, 5% and 1% levels of significance, respectively
We now turn to the results from session 2, when the risky choices experiment was repeated for the same set of individuals eight weeks later. These estimates are presented in column [2] . In the weeks between Sessions 1 and 2, students have been attending the same classes for the economics course (no switching was permitted), and so they have had a number of weeks' exposure to the sex--composition of the group to which they were randomly assigned.
The specification in column [2] estimates the determinants of the number of risky choices in session 2 including a variable that measures the number of session 1 risky choices. Here we see that females are less likely to make risky choices, although the coefficient is imprecisely estimated. However, the estimated coefficient to being in an all--female group is large and statistically significant at the one percent level. Women in all--female classes are not only making more risky choices in session 2 than their coed counterparts, but they are also making slightly more risky choices than men -regardless of whether the men are in coed or all--male classes, though, this latter difference is not statistically significant. 25 Some of the other variables are also statistically significant. Higher ability students continue to make more risky choices.
It is also interesting to consider the magnitude of the estimated coefficient to the In summary our results in Table 4 suggest that on average women are less likely to make risky choices than men at both dates. However, after eight weeks in a single--sex environment, women are significantly more likely to choose the lottery than their counterparts in coeducational groups. These results are robust to the inclusion or exclusion of controls for personality type, as well as a number of other robustness checks, as shown in Booth et al. (2013) . 26 This finding of gender differences in choices under uncertainty is in line with the majority of experimental studies investigating risk choices at a single point in time, as summarized in 25 A female in an all female--class is making 2.62--1.51 = 1.11 more risky choices in the second session than a comparable male in a coed class (base group). A man in an all--male class is making 0,22 more risky choices than a comparable male in a coed class.
26
Booth and Nolen (2012b) showed that single--sex schooling for girls had a significantly positive impact on willingness to take risks of 14 year--olds in publicly funded schools. Given this, we experimented with including a dummy variable 'coeducational secondary schooling' as a control in all the regressions reported in Tables 4 (the base is single--sex schooling). This variable was statistically insignificant. Since our second experiment includes students from a number of different countries in which single--sex schools were predominantly private, the base for secondary schooling will be picking up the influence of both private education and single--sex schooling. Therefore our results are not directly comparable to those of Booth and Nolen (20012b) , whose subject pool comprised only students from government--financed secondary schools in Britain. Thus, we are not here able to disentangle the private schooling effect from the single--sex schooling effect. Moreover, one may be positively associated with risk attitudes, the other negatively, and this may be why we here find no effect of the combined variable. Eckel and Grossman (2008) and Croson and Gneezy (2009) . 27 We also found that, in the initial week, the sex composition of the classes into which individuals had been randomly assigned had no impact on the choices over real stakes lotteries. However, after eight weekly sessions in the single--sex class environment, women were significantly more likely to choose the lottery than their counterparts in coeducational groups, and the magnitude of the effect was quite large. No such result was found for men in the single--sex groups. Moreover, our results are robust to the inclusion or exclusion of controls for personality type, as well as to a battery of sensitivity tests reported in the paper.
Our findings are important because they suggest that observed gender differences in behaviour under uncertainty found in many previous studies might actually reflect social learning rather than inherent gender traits. Of course this is not to say that inherent gender traits do not exist. Rather it suggests that they can be modified by the environment in which a woman is placed. In particular, single--sex classes within a coeducational environment were found to significantly alter young women's choices over time.
Conclusions
The difference in results between Booth and Nolen (2012b) and Booth et al. (2013) lies in the finding that, in the first experiment, the 4--person experimental group to which students were randomly assigned had an immediate effect for all--girls groups, whereas in the second experiment it does not have an effect until the (larger) all--female class has been going for some time. We cannot tell if this is due to the different method used to elicit preferences, the different age--group, the different treatment--group sizes, or the different samples. However, we hope that subsequent work will use the methodology in the present paper to check the external validity of our findings.
How might our results be interpreted? They suggest that a part of the observed gender difference in behaviour under uncertainty found in previous studies might actually reflect social learning rather than inherent gender traits. This is not to say that inherent gender traits do not 27 Harbaugh et al. (2002) find no significant sex differences in risk aversion, although they do find that risk aversion varies with age. Our subjects, however, are all about the same age. Schubert et al. (1999) , using as subjects undergraduates from the University of Zurich, show that the context makes a difference. While women do not generally make less risky financial choices than men, they are less likely to engage in an abstract gamble.
exist. Rather it suggests that they can be modified by the environment in which a woman is placed.
Our experiments did not allow us to tease out why these behavioural changes were observed for young women in all--female groups. Conjectures as to the reasons for the changes might include a reduction in stereotype effects. Women, even those endowed with an intrinsic propensity to make riskier choices, may be discouraged from doing so because they are inhibited by culturally--driven norms about the appropriate mode of female behaviour -avoiding risk.
Once they are placed in an all--female environment, this inhibition is reduced, and they find it easier to make riskier choices than do women who are placed in a co--ed class.
An alternative but related hypothesis is that being placed, shortly after arrival at university, in an all--female group - even though it is only for one class a week - facilitates the formation of friendships within a faculty environment that is disproportionately male. These friendships may enhance the confidence of the women so placed, and facilitate the formation of work--groups or networks, leading these women to feel more comfortable in making risky choices than women in coed classes.
We hope that future research will not only use the methodology in the present paper to check the external validity of our findings, but will also expand the remit of the research to investigate the underlying causes for the behavioural changes observed in our experiments. (1) (2) (1)--(2) 
