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Abstract 
A second-order accurate numerical scheme is proposed for a thermo-elastic system which models a bar made of two 
distinct materials. The physical parameters involved may be discontinuous across the joint of the two materials, where 
there might be also singular heat and/or force sources. The solution components, the temperature and the displacement, 
may change rapidly across the joint. By transforming the system into a different one, time-marching schemes can be used 
for the new system which is well posed. The immersed interface method is employed to deal with the discontinuities of 
the coefficients and the singular sources. The proposed numerical method can fit both explicit and implicit formulation. 
For the implicit version, a stable and fast prediction-correction scheme is also developed. Convergence analysis hows 
that our method is second-order accurate at all grid points in spite of the discontinuities across the interface. Numerical 
experiments are performed to support the theoretical analysis in this paper. (~ 1998 Elsevier Science B.V. All rights 
reserved 
AMS classification: 65M06; 65M12; 65N06; 73C35 
Keywords." Mixed type system; Discontinuous coefficients; Dirac delta function; Finite difference; Semi-implicit 
prediction-correction scheme; Error analysis 
1. Introduction 
Consider a thermo-elastic bar of length l which is located on the x-axis. Suppose that the ma- 
terial has a uniform stress-free reference state in which the absolute temperature is a positive 
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Material 1 Material 2 
Fig. 1. A thermo-elastic bar composed of two distinct materials. 
constant 00. We also suppose that the displacement vector measured from the configuration of 
the reference state, remains parallel to the x-axis throughout he body at any time t. In these 
settings, the displacement u and the absolute temperature 0 satisfy (see [3, 8]) the equation of 
energy 
00 0 f O0\ OZu 
fKl/-00 0(3; + +g(x,t) (1) Ot - Ox \ ~x ) 2P" dxdt c 
and the equation of linear momentum 
~2u 0 ( 0u)  90 
P 0t 2 -- 0x ()~ + 2P)~x - a0(32 + 2P)~x x + f (x , t ) .  (2) 
The parameters appeared in the equations above are: the thermal conductivity K, the specific heat 
c, the coefficient of thermal expansion s0, the elastic moduli 2 and p, and the mass density p. The 
functions f and (4 are the volumetric load and the external supply of the heat source. If the bar 
is made of two distinct materials, see Fig. 1, then all these parameters or given functions may be 
discontinuous across the joint or interface between two materials. 
The existence, uniqueness and regularity of the solutions to the thermo-elastic system (1)-(2) 
have been well studied, see [7, 8, 14] etc. By incorporating the contact conditions, e.g. the Signorini 
boundary conditions, the linear system was also used by Andrews et al. [1, 26], and Xu [31] to 
model the evolution of a one-dimensional thermo-elastic system that may come to contact with 
a rigid obstacle. We refer the reader to Andrews et al. [1], Hoffmann-Niezgodka [10], Sprekels 
[28], and the references therein for industrial perspectives and mathematical modeling related to the 
thermo-elastic system. 
Contrary to the rich literature on theoretical work, relatively less work has been made public 
on numerical methods and analysis for the problem discussed here. One difficulty associated with 
the system is that explicit time-marching schemes cannot be used directly because of the mixed 
derivative in (1). A fully implicit discretization is used to solve a similar problem modeling shape 
memory alloys by Hoffmann-Zou [11] and Niezgodka-Sprekels [23]. In the paper by Shillor et al. 
[27], with the assumption that ut is negligible small, the second variable of u is eliminated from (1) 
to get a nonlinear integro-differential equation for the temperature 0. A fully implicit scheme again is 
employed to solve the nonlinear integro-differential equation. However, for two or higher-dimensional 
problems, or nonlinear thermo-elastic systems, explicit marching technique may be more desirable. 
Implicit schemes would require to solve a large linear/nonlinear system of equations. Usually, an 
iterative method, somewhat similar to a prediction-correction scheme, has to be used. It is well 
known that prediction-correction methods till have some restriction on the time step size. If explicit 
time-marching schemes cannot be used, then an iterative process for the system of equations is very 
likely unstable. 
In this paper, by transforming the system to a new one, we have a different expression for the 
mixed derivative term in (1). Time-marching schemes can be employed to the new system both 
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explicitly or implicitly. Theoretically, we proved that the Cauchy problem corresponding to the 
new system is well posed. Thus, we can guarantee convergence for stable and consistent numerical 
schemes. 
While most theoretical results do allow the coefficients to be discontinuous as long as they are in 
some Sobolev space, most existing numerical analysis in the literature require the coefficients and 
the solutions to be continuous and smooth, which also excludes the presence of singular sources. 
However, there are a variety of problems which involve discontinuous coefficients and singular 
sources. Whenever we want to model physical problems involving different materials, we will have 
to deal with the discontinuities in the physical parameters such as density, heat conductivity, viscosity, 
etc. Examples include Hele-shaw flow [12], bubble simulations [29], and many other problems in the 
literature. Due to the discontinuity in the physical parameters, the solutions typically are nonsmooth 
across the interface between different 
Quite often, we also need to deal 
function. Single and double potential 
materials. 
with singular sources which are usually expressed as a delta 
is such an example where sources or dipoles are distributed 
along interfaces. Intuitively, anything defined on a co-dimensional space of the solution domain can 
be regarded as singular sources. A famous example cited frequently is Peskin's immersed boundary 
method (IBM) [24]. In his approach, the solution domain is immersed in a bigger rectangle, the 
complicated boundary condition then is incorporated as a singular-source t rm. The source strength is 
determined from the physical reasoning. Another example can be found in the level set formulation 
for moving interface/boundary problems [4]. The singular-source t rms usually corresponding to a 
jump in the flux, expressed as p(t) and q(t) in this paper, see Section 2. Generally, these jumps 
can be either derived directly from the differential equations, see an example in [18], or from the 
physical reasoning, see some examples in [19]. 
To solve the thermo-elastic problem with heterogeneous materials, we need to develop efficient 
and accurate numerical methods to deal with the discontinuities in the physical parameters and the 
singularity in the source term. The difficulty associated with discontinuous coefficients or singular 
sources is that, the solution itself may not be smooth across the interface. Many standard numerical 
methods based on smoothness of solutions will not work or work poorly. 
There have been several papers in the literature dealing with jumps in the coefficients. LeVeque- 
Li [16, 19, 21] proposed the immersed interface method (IIM) for elliptic interface problems. The 
method has been applied to the Stokes flow [17], some one-dimensional moving interface problems 
[22]. A fast version of IIM is discussed in [20]. The current IIM is based on finite difference 
discretizations. There are also a few references on finite element methods for solving interface 
problems, see [2, 9, 30] for second-order lliptic equations; Chen-Zou [5] for second-order lliptic 
and parabolic equations. In this paper, we will apply the immersed interface method to the thermo- 
elastic system. 
The major novelty of this paper is the following: 
• By transforming the system to a new one, we can apply both explicit and implicit time-marching 
schemes for the mixed-type system (1)-(2). We also proved the well-posedness of the correspond- 
ing Cauchy problem. 
• By applying the immersed interface method, we have developed a second-order numerical method 
for the thermo-elastic system ( l )  and (2) with discontinuities and singularities. We also proposed a
stable semi-implicit prediction-correction scheme which allows large time steps and only involves 
tridiagonal solvers. 
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• Detailed error analysis is given to show our method is second-order accurate in the infinity norm. 
Such strict error analysis seems new for finite difference methods applied to interface problems. 
A benchmark problem is provided to confirm our analysis. 
2. The formulation and a useful transformation 
The system (1)-(2)  can be written as the following nondimensional form: 
00 a (a0)  a2. 
cat - ax k axJ -~xOt  +g(x,t),  (3 )  
a2. a _ aa0 + su, , ) ,  
P OT - ax \ ax ) Ox 
supplemented with initial conditions 
O(x, O) = Oo(x), u(x, O) = Uo(X), 
Boundary conditions are specified by 
u(O,t) = ul(t), u(1,t)  = ur(t) 
for the displacement u and 
O(O,t) = O~(t), O(1,t) = Or(t), 
or  
0~<x~<l ,  t~>0, 
(4) 
and u,(x,O) = ut(x). (5) 
(6) 
(7) 
Ox(O,t) = O~(t), 0x(1,t) = Or(t) (8) 
for the temperature O(x,t). Here the subscripts 1 and r stand for the index for the left and right 
boundary conditions. 
Let v, 0 < z < 1, be the interface, we use the notation 
r -= lira r(x), r+= lim r(x) 
x~- -  x ~ 'E+ 
for any function r(x) defined on the interval [0, 1]. The jump in a function r(x) is defined as 
[r]  = r+ - r 
Across the interface, there are natural jump conditions of continuity: 
[0] -- 0, [u] = 0 (9) 
and conservation of  flux: 
1 b .l ax] = p(t), Lax]  = q( t ) ,  (10)  
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where p(t) and q(t) are two given functions of time t at the interface. They correspond to the 
singular heat and force source, respectively. The jump conditions can be incorporated into (3) and 
(4) with delta functions. Then p(t) and q(t) are the source strengths of the delta functions. 
Notice that the system (3)-(4) are mixed-type system with Eq. (3) being parabolic, and the second 
Eq. (4) hyperbolic. By introducing two new variables: 
c3u c~u 
v-  & ,  w= &,  (11)  
the system (3)-(4)becomes 
&-  Ox \ Ox) ~x/  +.q(x,t)/c, (12) 
e / f oo/pox/ ~--  ~(~w) p -  + f(x,t)/p, (13) 
c~w ?v 
- -  (14)  
?.t ~x" 
There is no cross-derivative t rm anymore and time-marching scheme can be used for the system 
above. We have the same initial and boundary condition for 0. For v and w, the initial conditions 
are the following: 
v(x,O) = u,(x,O ) = u~(x), (15)  
w(x,O) = ux(x,O) = Uo(X). (16) 
The boundary conditions for v(x, t) are 
v(o,t) = u , (0 , t )  = ~u(O,t)  = u[(t) ,  
(17) 
0 
v(1 , t )  = u , (1 , t )  = ~u(1 , t )  = u',(t). 
There is no need to introduce boundary conditions for w(x, t) since no high derivatives i introduced 
and the system is equivalent to the original one. 
3. Well-posedness of the Cauchy Problem 
In this section, we will follow the discussion and notations of [15]. The Cauchy problem 
u(x,O)= f(x), x E •, u,w E ~m (19) 
where 
P = A J~mxj, Aj E ~m.m, (20) 
i 
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is called well posed if there are constants ~, K independent of co and t such that 
IteP<~")'ll = ~< Ke =' 
for all t ~> 0 and all co E 0~. 
(21) 
Theorem 3.1. The homogeneous Cauchy problem (12)-(14) with constant coefficients i well-posed. 
Proof. With g - 0, f = 0, and constant coefficients, the system has the following matrix-vector 
representation: 
W,=AW~ +BW~ (22) 
where 
W = 
[0] i  c0il [0 ] v , A= 0 0 , B=- f3 /p  0 ~ . 
w 0 0 0 1 
The differential operator P(O/ax) = A~2/~x 2 "~ B~/Ox can be re-written as: 
0 [Rll R~2 , 
P= [ PO' P2 ] + JR2, ] 
where 
Pi = [k/c] #x 2, P2 = ~,  Rll = [0], 
Because all the physical parameters are positive, we see that 
•,=P,  ~ O 
is second-order parabolic and 
(23) 
(24) 
(25) 
(26) 
is first-order strongly hyperbolic. Also Rjk's are first-order differential operators, so from Theorem 
2.5.1 of [15], we have the conclusion. 
Remark 3.1. From Theorem 3.1, we can have well posedness for several related problems: 
• The conclusion can be extended to variable coefficients if they are continuously differentiable and 
1-periodic, see [15] for the detail. 
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• For boundary-value problems, the solution usually can be expressed in terms of the Green function 
of the corresponding Cauchy problems, see [13]. 
• For inhomogeneous problems, the solution can be expressed in terms of the solution operator of 
the corresponding Cauchy problems, see [15]. 
4. Exp l i c i t  scheme 
In practice, we use a slightly simplified form of (12)-(14): 
( 
~t-  ?x \ Ox/ ~?x/ +g(x,t)/c, (28) 
/ Ot-Ox \ Ox/ P - f l~x  p+ f(x,t)/p, (29) 
t~u 
- -  = v, (30)  
~t 
where v = Ou/&. Theoretically, this system is equivalent o (12)-(14). However, with the system 
above we do not need to introduce a staggered grid and numerical boundary conditions for w(x, t). 
Numerically, the two formulation behave almost the same. We now try to derive an explicit scheme 
for the system above. The implicit schemes will be discussed later in Section 5. To simplify the 
discussion, we use a uniform grid on the interval [0, 1]: x/ = ih, for i = 0, 1 .... ,N, and h = 1IN. 
The derivation of the difference scheme for nonuniform grids would be similar. 
At a regular grid point xi, i.e. z ~ [x~_~,X~+l], the standard central difference scheme is used: 
07 +1 -- 07 Ki--l/2 0~1 -- (Ki--l/2 ÷ Ki+1/2)07 ÷ ~i+1/20in+l 
At c i h 2 
n 
#i uin+l -- uin--1 ÷ g i ,  (31) 
ci 2 h ci 
U n+l -- U~ ~i-1/2 U~-I -- ((Xi-I/2 ÷ ~i+l/2)un ÷ (Xi+l/2 uin+l 
At  Pi h2 
fT, fii 0~+1- Oi"-I +-  (32)  
Pi 2 h Pi 
n+ 1 n 
ui -- ui - -  v~, (33)  
At 
where At is the time step size and ri = r(xi), r 1 = r(xg + h/2) for a given function r(x). The i+~ 
coefficients and functions may depend on time. We will omit the time index n in the discussion 
below if there is no confusion occurred. For the first derivative boundary condition (7), we have 
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two additional equations for 0-1 and ON+I: 
01 - 0_1 
- -  - 0 ; ( t ) ,  
2h 
ON+I -- Ou--I 
- o , ( t ) .  
2h 
(34) 
(35) 
c + K x K -  K + 
a 2 - -  
C -  K + (K+)  2 '  
_ _  /~x  c+ fi- a4 -- c+g- g+ + fl+ 
c -  ~c + ' c -  K + ~c + ( ~T)2 p( t ) + ~ q' ( t ). 
Similarly, somewhat by substituting by f ,  c by p, ~c by c~ in the relations above, we can obtain 
where 
c + K -  
a l  - -  
C -  K + '  
~- -  f i+  
a 3 - - - -  
~+ K + 
0+~ = alO~x + a20 x + a3v x + a4, 
Uxx+ ---- blU~x + b2u x + b30 x + b4,  
where 
- -  + 
p+ o~- P+ G c~ G 
bl - b2 - p -  ~+ ' p -  ~+ ( ~+ )2 ' 
_ - f i+ p+ - -  _ p+ f -  f+  + fi+ b3 t¢ fl b4 - -  ~ x 
~c + ~+ P -  ~+ , P -  ~+ ~+ ( c~+ )2 q( t ) + ~ p(  t ). 
(41) 
(40) 
Applying the standard Von-Neumann stability analysis, see [25], we can conclude the CFL con- 
dition for the explicit scheme: 
h 2 
max { ,, ,, max 
Next, consider the irregular grid point xj, where X; ~< z < xj+j, we want to use the jump condition 
(9) and (10) to modify the difference scheme at this grid point. From (9) and (10), it is easy to 
get: 
0~-  I 
+ u;, + q(t) ,  (37) u+=u -, Ux=~-  ; ;  
~c 1 
0 +=0- ,  O+x =~O;+-up( t ) ,  (38) 
c~- 1 
+ = v 2 + q'(t). (39) ~+=~-, ~x ~ U 
Since the interface x = r is fixed, all the quantities are continuous with time t. We need two more 
+ and U~x. From 0 + 0;-, we have interface equations relating 0+~ and 0~, Ux~ = 
K + + fl+ g+ t¢- ~¢~- fi- g-  G + + _ O~+__O-~___vT+__ .  c~0+ +70~ -7  vx +c  + c -  c -  c -  c -  
Solve 0 + from the equation above and use the jump relations (9) and (10), we can write 
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We are now ready to construct a difference scheme at the irregular grid point xj of  the following 
form: 
~+1 n ., n , n ~ n ~ n 
,I __ 710j_l  4- /20j 4- )30j+l 4- )~4/)j_l 4- ~5/)):+1 4- Cj,  (42) 
At . . . . .  
vni+l _ vq  
.I g7 n - - n - n - n 
• - -  ; lU j _ I  4- "}'2U.~ 4- ~3Uj+I 4- ~40~_1 4- '/50j_+_l 4 -  C j ,  (43)  
At ' • 
u~ +1 -- u n 
] 
At = vj. 
We choose {7/} and { ~, } such that 
710(Xj_l , f f)  4- 720(xj, t") + 730(xj+j,t") 4- 74v(xj_l ,t")  4- 75v(x~+l,t") + C i 
K;  3 -  .q- 
~c O~ + 0~- v£ + + O( h ), 
C-  " C -  ~ C-  C -  
(44) 
(45) 
°Tlu(xj_l,t") + ]2u(xj, t") + ]3U(Xj+l,t") + ~740(Xj-t,t n) + ~,~O(Xj+l,t ~) + Cj 
=p~ u• + ~ u~-. - --p_ 0~-~ + --p_ + O(h). (46) 
So the truncation error at this irregular grid point is O(h) compared to O(h 2) at those regular grid 
points. We shall show in Section 6 that this does not affect the global second-order accuracy in the 
infinity norm. 
To determine the coefficients of the difference scheme at gird point xj, we first expand O(xi, :), 
u(xi, :), and v(x~, '), i = j - 1, j, j + 1, in Taylor series about the interface 2- from the left or the 
right depending on where x~ is located. For example, 
I U(Xi_l, :) = U- 4- (xj-t  -- 2-)U~ 4- ~ (Xj-I -- 2-)2 UL 4- O(h3), 
I (x j  2-)2 u~ x4- O(h3), u(x~,:) = u -  + (xj - 2-)u(  + ~ - 
+ 1 + u(Xj+l,  ") = b/+ 4- (Xj+l -- 2- )U  x 4 -  2 (Xj+I -- -C) 2 Uxx 4- O(h3) .  
Using the interface relations (37) and (41), we have 
(~- (x j+~ - 2-) b2(xs+, - 2-)2 / b3(Xj+l -- 2-)2 
u(X/+I,  :) H + \ ~+ + 2 / Ux + 2 0£ 
b l (X l+ l  - 2) 2 q(:)(xj+, --  "C) b4(x i+ l  - 2-)2 
-~ 2 u~ + ct + 4- 2 
Similarly, we have 
O(xJ+~':)~O-÷( K-(xi*'-~)- ~:+ + a2(xj+~- ~)2):2 0;- ÷ a3(xi-~ -~)22  
+ a l (XJ+21 - 2-)2 0L. + p(: ) (xj+tc  j - 2-) + a4 (Xi+21 - 2-)2 ,
:t-(Xj+t - 2-) q'(:)(xj+l - 2-) 
v(xj+~, ") .~ v + v~ + 
~+ ~+ 
v~ 
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Plugging these Taylor expansions into the left-hand side of Eq. (45) and rearranging terms, the 
left-hand side of (45) becomes 
LHS = (71 + 72 + 73)0- 
( ))0x + 71(Xj_I -- ~') + 72(X j  -- Z') + 73 ~-(Xj+I  -- "~) + ~a2 (Xj+I -- "E) 2 
<~- 72 (Xj- -  7.)2 + 73 ) + (xj_l - r) 2 + ~- 2 al (xj+l - r) 2 0~ (47) 
( 73 + ) 
+(74+Y5)v -+ 74(x j - l - r )+75 +~-a3(x j+ l - r )  2 Vx 
+73 ((Xj+I --'c) P(:) 1 )+75 O~ + K+ + 5 a4 (XJ +1 _ "f) 2 qt ( : )  (Xj I __ 27) 
Now, equating the corresponding terms in two Eqs. (45) and (47), we get the following linear 
system of equations for the coefficients: 
71 +72+73 =0,  
7~(xj-~ - r) + 72(xj - ~c) + 73 ~(x j+,  - r) + ½b2 (xj+~ - 0 2 _ K2 c - '  (48) 
71 72 (X j  - -  .~)2 + 73 K-- 
--2 (X j _  1 __ ~.)2 + 2- "~- a, (xj+, - r )  2 = --'c- 
which determines the coefficients 7~, 72, and 73- Once 73 is known, we have the following system: 
74 + 75 = 0, 
~- (xj+l - r) 73 ~- ,  (49) 
74(Xj--1 -- "() + 75 ~+ + ~- as(xj+l - -  75) 2 - -  ~ - -  
which determines the coefficients 74, ?5. The correction term is then 
Cj g- 73 ((xj+l -~c) P(:) 1 ) +75 °~ + __ C -'~- __ K+ + ~a4(X j+ l  _ .C )2  qt(:)(Xj l -- "C) (50)  
Through a similar derivation we can easily get the linear system of equations for the coefficients 
{fj}: 
Y~ +72+'73=0, 
, )_ ]l(Xj_l -- ~) -}- ~?2(Xj - -  r )  + • u(X j+I  - r )  + ~a2 (xj+l - z) 2 °¢x, 
- S -  (51) 
and 
~4 +~5 =0,  
to- (xj+l - z) ~73 /3 (52) 
~74(Xj_ 1 -- "C) -4- 75 K+ q- -~ b3(xj+l -- "c) 2 --  • p-  
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The correction term Cj is 
Cj -  f -  ~3 ( (x J+ l -~)q( : )  q- lb4(x/+, - 'c )2)  +75 p(:)(xj+' -z ' )  (53)  
p- tC + ' 
where pC) and q(:) are evaluated at the corresponding time. 
Now, we have completely determined the difference scheme at the irregular grid point xj. We 
omit the derivation of the difference scheme at another irregular grid point xj+~ since it is almost 
identical to the discussion above. 
If we choose a grid in such a way that the interface T is one of the grid point, say xj = z, then 
xj is the only irregular grid point. The linear system of (48) and (49) will be greatly simplified. 
We can easily get the closed form of the solution for the coefficients. But for moving interface or 
high-dimensional problems, we cannot guarantee the interface lies on a grid line, the discussion here 
would be more useful. 
5. Impl ic i t  scheme 
For the explicit method discussed in the last section, we have to choose At small enough such 
that the CFL condition (36) is satisfied. To overcome the restriction on the time step size, we use 
the Crank-Nicholson scheme which is second-order accurate and unconditionally stable. The implicit 
scheme can be written as 
07 +l -07  
At  
n n n n n __ I (G(0i_ l ,  0i ' Oi+, ' vt_l ' 1)i+ 1 ) 2 
UT+I n . - -  U i 
At 
~_l,~.[l~n+l An+l  /~n+l . n+l  . n+l  "~ 
~,v i - l , v i  , v i+ l  ,U i - l ,U i+ l  )}  , 
n n n n i (F(uT_~ u,, u,+~, 0,_l, 0,+~ ) 
q_F(un+l  _ n+l  . n+l  / ln+l  £1n+l \ 
\ i - - I~bl i  ~Ui+ l~Ui_ l , L t i+ l  ) ) , 
v7 +1 - v7 
At 
_ ,  (v7 + ~71) 2 
(54) 
(55) 
(56) 
- ' (G(O~_~, 07, Oin+l, Vinl, l)in+l )5 
q_G(Oi_l,n+l k+l  ,07+l 'k+ l~ "qn+l 'k+l "  [Yi+I ~ 1)i_ In+l,k ~ Ui+l'n+l'k ) ) (57) 
At 
07 +''k+' -07  
where G(07_ I, 07, Oi+ 1, vT_ I, Vi+l) and F(uin._l, u n, uin+l, 07_1, Oin+l) are the right-hand sides of the Eqs. 
(31) and (32), respectively, at regular grid points. At the irregular grid point xj, G(07_,, 07, 0~+1, vT_~, 
vT+ 1 ) and F(u~_,, u 7, uT+l, 07_ ,, 07+ 1 ) are the right-hand sides of the Eqs. (42) and (43), respectively. 
To solve the nonlinear system of equations, we use a semi-implicit prediction-correction method 
described below. 
A,+,,0 : 07, v7 +1'° u7 +~'° Let "i l = vT, = u 7. For k = 1,2,. . . , ,  we define the following iteration: 
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vT+l,  k+l 
- -  U i 
At  
n . n . 
= - I (F (U i - l ,U i ,  Ui+n I , O i - l 'O i+¿)  2 
+~. ,  ,+1 k+l ,+l,k+l . ,+l,k+l OT+l,k+l,n,+l,k+l r (u i _  I" ,u  i ,ui+ I , __ v i+ 1 ] ) ,  (58)  
uT+l ,k+l  n _ /)7 + l 'k+ l  
-u ,  = '  (v 7+ . ) (59) 
At  2 • 
Note that the first equation gives a tridiagonal system for O7 +Lk+~ which can be solved exactly in 
O(4n) operations. If we use the third equation to eliminate v7 +~'k+l in the second equation, we will 
have another tridiagonal system for u7 +~'k+~. So the iterative scheme is very efficient and fast. One 
concern about the prediction-correction type scheme is whether there is still a severe restriction on 
the time step size At. For the problems discussed here, the time restriction is from the parabolic 
part (8 /Ox) (KOO/ax)  and (O /&) (~Ou/Ox)  which are discretized implicitly. So we have eventually 
removed the source of the instability. Numerically, the semi-implicit approach with At = O(h) is 
much faster than the explicit method with At = O(h2), see Section 7. 
6. Error analysis 
From our discretization, the local truncation error is O(h 2) at regular grid points and O(h) at the 
two or just one irregular grid points. So we can conclude that our numerical method is at least first- 
order accurate. We are going to show that our numerical method is actually second-order accurate 
globally in the infinity norm. For simplicity, we conduct he analysis only for the explicit method. 
Define 
O(xi, t")  - 07 v(xi,  t")  - v 7 u(xi,  t" ) - u 7 (60) 
e~],i - h 2 , e~,,i - -  h 2 , e~, i - h 2 
We will prove that these quantities are of order O(1 ), so the numerical method is second-order 
accurate. Since our difference scheme is linear, we have 
en+l  n n n 
O,i - -  eo,  i _ K i -1 /2  eo,  i - i  - -  (R~i--1,/2 -4- K i+ l /2 )e~) , i  Jr- Ki+I/2 eo, i+ I 
At  ci h 2 
[~ i n ev, i+l - -  ev,  i - I  + ~", (61) 
ci 2 h 
enqTl n n __ (0{i - ~_ 0{i+1/2)eu, i eu, i+l -v,~ - -  e~, i  _ 0~i -1/2  gu, i - I  I/2 n .q_ 0{i+1/2 
At  Pi h 2 
. _ e n 
~i  Uo . i+ l  O,i--I 
+ f,", (62) 
Pi 2 h 
en+ l n 
u,i - -  eu,  i 
At  - -  e~'' i '  (63) 
at regular grid point x~, where ~" and f n are the local truncation error divided by h 2. Therefore, 
we have 
~" ~ 0(1), f i "  ~ 0(1), (64) 
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if At ~ h 2. Without loss of generality, we assume that there is only one interface r which is also 
the only irregular grid point x j, 
n+l n 
eo, j - -  eo, j n n ?t ?l n ~n 
- -  74ev j - - I  7se, j+l g] '  ' 73 eo,j+ iAt 71e°'j-1 + 72e°'J + + + + (65) 
en + 1 n <j - -  ev, j ~ n 
At = f,e".../_~ + 7-2e~.j + 75e;.j+, + 74e~'~o_1 + 7-5e~'[;+,  f j  . (66) 
en+ 1 n u,j -- eu,j 
At -- e~'4' (67) 
where 
gj ~-, O(l/h), f f  ~ O(1/h). (68) 
g)n and f" j are unbounded as h approaches zero and are sort of one-dimensional discrete delta 
function. The difference Eqs. (61)-(63) and (65)-(67) can be regarded as the discrete form of the 
following continuous problem: 
~eo a (~x) /  flae~,/ ~t - -ax  tc c -  ~x c+O(x , t )+a l ( t )6 (x - r ) ,  (69) 
c~t -- ax \ ~x J P -  P-~xx /p  + 97(x't) + az(t )6(x-  z)' (70) 
aeu 
=e,  (71) & 
with homogeneous initial and boundary conditions, where 0, 97, ol(t) and O'2(t) are bounded con- 
tinuous function with respect o their variables. We will prove that the solutions are also bounded 
independent of h in the following theorem: 
Theorem 6.1. I f  O, 97, al(t) and o'2(t ) are  bounded continuous function with respect to their 
variables, and all the coefficients are constants, then the solution of the Cauchy problem of Eqs. 
(69)-(71) with homogeneous initial conditions is bounded. 
Proof. Consider the following decoupled system: 
~t --ax \ ~x / ax / +O(x , t )+a l ( t )6 (x - r ) ,  (72) 
at -- ax \ ax / P + 97(x,t) + a2(t)6(x - v), (73) 
ce u 
c3t -- y~ (74) 
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From [13], we know that the solution of the Cauchy problem (73) and (74) are piecewise continuous 
and bounded. In fact, the solution of b, can be written 
s d as 
where 
' (H(x  + t) + H(x  - t ) )  (76)  F(x, t) = i
and H(x) is the Heaviside function. With jT(x, t) and o-(t) being continuous, Y,(x, t) will be piecewise 
continuous and bounded. Furthermore, ~Y,/Ox may have delta function singularity at the worst. By 
the same arguments, the solution of (72) with the source term 
-/~ c~. 
~---~ + ~(x,t) + ~rl(t)6(x - z) (77) 
is continuous, piecewise smooth, and bounded, provide ~(x,t) and ~rl(t) are continuous and ~(x,t) 
has a compact support. 
If we subtract corresponding equations in (69)-(71) from (72)-(74) we get the following system: 
3Yo-eo_Dbt Ox (K OYo-eo)_Ox / c-flOy'---e~Ox //c' (78) 
0t - c~x ~ ~x P + -p --c3x' (79) 
06. - -  eu 
- -  = 6~ - e,,. (80)  
c3t 
We do not have the delta function anymore. The only known source is (fl/p)#Yo/Ox which is piece- 
wise continuous. From well posedness of the system above, we conclude that 6o -  e0, 6 , -  e, and 
~ - e~ are bounded for fixed time t. With this we can conclude our proof. [] 
7.  A benchmark  prob lem 
In order to verify that we have implemented the solution scheme correctly, to test its performance, 
and to demonstrate its merits, we construct a relatively difficult numerical problem having an analytic 
solution. Let O(x,t), u(x,t) be the following function: 
O(x, t) = e sint s in (o91r tx ) ,  (81) 
u(x, t) = sin(t) sin(ogz~.x), 
where o91 and (D 2 are piecewise constant 
{ ~o[ i fx  ~< ½, coi ---- i ---- 1,2. (82) 
1 ~+ if x > ~, 
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Fig. 2. The plot of the solution O(x, 0.1 ) with to~ = 1 and different parameters tol +. The jump in the first derivative 0x at 
the interface depends on the parameter to + . 
They are the solution of system (3)- (4)  with 
-- ( K (D~ ~2)  fl (D2 "R cOS(/) cOS((D2 R'X) 
9(x , t )  _ eSintsin(o)lxx ) cos ( t )+ - + , 
c c c 
P P - 1 s in(m2rtx)s int  + /~tOl ~cos(~lrr.x)e in tp  
(83) 
1 If ~o7 and o) + are even integers, then both O(x,t) and u(x, t )  are continuous The interface is x = 3" 
across the interface. The flux jump conditions are 
q ( t )= [~]  
= roe s~"t (K+~o + cos (co+re/2) - t¢ ~1 cos (o9~-~/2)), 
= 7zsint (c~ +o9 + cos (~o~-g/2) - ~ 0) 2 cos (m~rc/2)). 
(84) 
The boundary condition for 0 is (8), i.e. Neumann boundary conditions. Dirichlet boundary conditions 
for u(O,t) and u(1,t), and the initial conditions for u(x,O) are obtained from the exact solution. 
This is a class of  testing problems with varying parameters ~i +, co7, i -- 1,2, ~-, ~+, fl-, fl+, 
/~-, /~÷, c - ,  c ÷, p -  and p+. Fig. 2 plots of  the solutions O(x,t) with different parameters. The jumps 
in the first derivative can be clearly seen from the picture. 
We show the numerical results for the following two cases: 
Case 1: The jumps in the coefficients are modest. 
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Table 1 
The grid ref inement analysis o f  Case 1 at t = 0.1 
N I IEo II ~ Ratio liEu II ~ Ratio No. 
40 2.9001. l0 2 8.7361. 10 -4 6 
80 7.4371. l0 3 3.9005 2.1839. 10 -4 4.0001 5 
160 1.8827. 10 -3 3.9503 5.4694. 10 -5 3.9931 5 
320 4 .7364.10  4 3.9749 1.3673. 10 -5 4.0000 5 
640 1.1879. 10 -4  3.9872 3 .4184.10  -6 3.9999 4 
Table 2 
The grid ref inement analysis o f  Case 2 at t = 0.1 
X IIE011~ Ratio IIEull~ Ratio No. 
40 9 .4328.10  2 5.7133 "10  -2 31 
80 7 .4371.10  -3 3.9156 1 .3926.10  -2 4.1025 33 
160 5.9583. 10 -3 4.0431 3.4600. 10 3 4.0250 34 
320 1.4871. 10 3 4.0066 8.6366. 10 -4  4.0062 31 
640 3 .7140.10  4 4.0041 2.1587 "10  -4  4.0008 30 
{2 {4 {1 {2 
col= 4, co2= 2, ~c= 2, ~= 1, 
c= ~' p= ~' ~' a= ~' 1, 2, P= 1, 20. 
Case 2: The jumps in the coefficients are big. 
{2, {8, {1, {50, 
e) l=  8, (o2= 4, to= 1000, ':~= 1, 
{, {, ,ooo, ~ = ,ooo, t? -- 
c= 1, 2, P= 1, 20. 
Tables 1 and 2 are the results of the grid refinement analysis of the implicit method using the 
semi-prediction-correction n linear solver. In the tables, 
n* ll 0,  max { }, max { }, 
where N is the number of grid points in the space and n* is the final time step corresponding 
to t = 0.1. The ratio of two successive rror indicates the convergence order, 2 means first-order 
convergence and 4 means second order. The 'No' is the number of iterations required for the semi- 
prediction-correction method with tolerance 10 -m which is unnecessarily small for coarse grid. In 
both tables, we see clearly the method is second order accurate. Depending on the jumps in the 
coefficients, the number of iteration required in solving the nonlinear equations is quite different. For 
the first case, the jumps in the coefficients are modest and our method converges in a few iterations. 
In case 2 where we have large jumps which implies strong nonlinearity of the equation, the number 
Z. Li et aL /Journal of Computational nd Applied Mathematics 92 (1998) 3~58 53 
0.15 
F 
-,0, 
-1 
(a) 
0(x,0.1) 
i 
4 
I i / 
= s ',, , \  / ,  ,', 
i i : , i i i i : 
0.1 0 .2  0 .3  0 .4  9 .s  o .e  0 .7  o .a  0 .9  
0.1 
0.05 
(X 
-0.05 
.-0.1 
(b) 
x 10 -3 
12 
- -  Exact ] 
o:, 0:2 o13 ,:, o15 & 01, 01. 019 
Fig. 3. The exact solution and computed solution for Case 2. The solid lines are the exact solution and the dots are the 
computed solution at the grid points. (a) 0(x, 0.1). (b) u(x,0.1). 
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Fig. 4. The error plots for the computed solution, see Fig. 4. (a) Error plot of 0(x, 0.1). (b) Error plot of u(x, 0.1). 
of iterations is much larger than in the first case. However, compared to the explicit method, where 
the CFL restriction would be 
At ~< h2/2000, 
the implicit approach is much faster. 
Fig. 3 shows the comparison of  the computed solution and exact solution with N = 120. Our 
method accurately gives the jump in the derivative. Fig. 4 shows the errors of  the computed solution 
which again is continuous but not smooth. 
As we expected, the method is first-order accurate in time and second-order accurate in space for 
the explicit method. For the implicit method described in the paper, it is second-order accurate in 
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both time and space. Furthermore, the method is stable since we use the implicit scheme for the 
parabolic part of the equation. With the semi-implicit prediction-correction method, the number of 
iterations depends on the jumps in the flux but it usually converges very fast. 
Another interesting behavior we can observe from Tables 1 and 2 is that the number of iterations 
is independent of mesh size. This has been the case for all the testing problems. However, we have 
not been able to prove it theoretically at this point. 
8. An example of pipe heating 
Suppose we want to design a heating pipe line in a factory for two connected rooms with 10 m 
long each. One of room is filled with acrid and corrosive materials. Therefore, it is necessary to use 
a material with high quality to built the pipe, for example, copper. Assume we can use a cheaper 
material aluminum to build the pipe for another oom. A heat device is installed at the joint of the 
two pipes to provide the heat source. 
Initially, the temperature is zero everywhere in Celsius scale. We also assume that the two ends 
of the pipe are fixed, well insulated so that no heat can escape. The diameter of the pipe is very 
small compared with the length of the pipe. Therefore, the problem is essential one dimensional in 
space and we can use the model described in the Introduction section, that is, Eqs. (1) and (2). We 
use the standard international measuring system, meter, kilogram, second, and absolute temperature. 
We want to know the temperature distribution and the deformation of the pipe. These information 
is very useful in choosing the heat device, designing and fixing the pipe on the wall, etc. We are 
only interested in the temperature on the surface of the pipe but not the temperature inside and 
outside of the pipe. 
The initial and boundary condition for this problem are the following. 
O(x,O)=OC °, u(x, 0 )=0,  u~(x,0)=0, - l~<x~<l .  (85) 
The boundary conditions are 
Ox(- l , t )=Ox( l , t )=O, u ( - l , t )=u( l , t )=O.  (86) 
There is no force at the joint, therefore, 
f (x ,  t) - O. (87) 
The heat source is the following: 
9(x, t) = G(t)f(x), (88) 
indicating that only point source at the joint is present. The source strength is 
Gc sin(rtt/2to) if t ~< re, 
G(t) = Gc if tc < t and II0tl  ~ oM, (89) 
0 otherwise, 
where Go, tc, and 0M are control parameters, [101[~ is the infinity norm of the discrete temperature. 
And 0M is the maximum safety parameter for the heat device. In our simulation, G~ = -15, t¢ = 
10 -6, and 0M = 800C °. 
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The physical properties of aluminum and copper are listed below: 
Table 3 
Physical parameters of aluminum and copper in the meter, kilogram, and second system, see [6] 
55 
c h" s0 2 p p 
Copper 385 392 1.67. 10 -5 1.0124. 1011 4.83. 10 I° 8920 
Aluminum 960 220 2.3- 10 5 5.905. 10 t° 2.61 • l0 ~° 2700 
This problem has very different scales. It is almost impossible to solve it numerically without 
scaling. The following scaling is convenient for our numerical simulation, but not necessarily the 
best for theoretical analysis. 
x t u 
x ' l '  t ' -to' u '--'Uo (90) 
where l = 20, to : 4.24674. 10 -3, and Uo = 10 -4 with 00 being 10 -5. After the scaling and some 
manipulations, we get the same system as in (12)-(14) with the following coefficients: 
~c{1.08099-10-5 , !{8 .68226"10 -7, 
c -- 2.43303. 10 -6 , - = 2.74746. 10 -7 , 
~ {1, /~ { 0.675833, 
p----1.85777, p= 1.76177. 
Note that, the initial condition for the temperature is a constant which has no jumps in the derivative. 
This means that the initial condition is incompatible with the singular source. As a result, it requires 
more iterations to converge than those at other time levels. Therefore, we use an adaptive scheme in 
choosing the time step in our calculation. We double or reduce by half the step size depending on 
the current number of iteration. In this example, the average step size is about 2 h, and the average 
of number of iterations is about 17. 
Because of the singular source term, there is big jump in the gradient of the temperature. Standard 
numerical methods based on the smoothness of the solution do not work or work poorly for this 
problem. But our method works pretty well. There is no analytic solution available for this problem 
which we can compare against. However, we did grid refinement analysis against he solution using 
the finest grid (n = 2560) for this problem. Again, second-order convergence is observed. We omit 
the details here to avoid repetition of the analysis in the previous section. 
Fig. 5 plots the temperature profile on the surface of the pipe O(x,t) in Celsius scale at different 
time. Once the heat is on, we have a singular source at the joint, we can see big jumps in the 
gradient of the temperature at different ime. The heat propagates faster in the copper than in the 
aluminum. After we turn off the heat source, we can observe that the heat will diffuse over the 
pipe. Since the heat conductivity is discontinuous, there is still a small jump in the gradient of 
the temperature. As the temperature diffuses further, the temperature will eventually approach to a 
constant and the jump will approach to zero. 
Figure 6 plots the deformation variable u(x, t) at different ime. There is also jump in the gradient 
of the deformation, but it is small since there is no external forces present and the jump in the 
coefficient is relative small. We have observed relative large deformation in the aluminum where 
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Fig. 5. The profile of the temperature O(x,t) at different ime, t = 0, 3.5156. 10 -3, 0.1035, 0.215, 0.6689, 
heat source was off around t = 0.1699. 
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Fig. 6. The profile of the deformation u(x,t) at different ime, t = 0, 3.5156. 10 -3, 0.1035, 0.215, 0.3902, 0.4705, 
1.3218. The heat source was off around t = 0.1699. It has been observed that u(x,t) is oscillatory. 
the heat propagates  lower  than in the copper.  The deformat ion increases with the temperature when 
the heat source is on, see the plot  at t = 0, 3.5156 10 -3, 0.1035, and 0.2150. Af ter  the heat source 
is turned off, the deformat ion begins to osci l late. The deformat ion decreases from its max imum 
reached roughly  at t - -  0.2150 to its min imum reached roughly  at t - -  0.4386. It bounces  back again 
after some t ime, see the plot at t = 0.4388 and 0.4705. The deformat ion u(x,t)  wil l  cont inue to 
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oscillate for quite a long time. But we can expect some decrease in the magnitude. Compared with 
the temperature profile, the deformation u(x,t) is much less smooth since the dominant part in the 
partial differential equation is the wave equation. The maximal deformation in this test is roughly 
about 1.2 cm. 
9. Summary 
In this paper, we proposed a new numerical method for solving a thermo-elastic system using 
a simple transformation. We also described how to use the immersed interface method to handle 
discontinuities in the coefficients. The numerical method has been proved to be second order accurate 
in the infinity norm. The semi-implicit prediction-correction method seems to be an efficient approach 
for one-dimensional systems because it can allow large time step without affecting the accuracy and 
stability. At least for our testing problems, the number of iterations is independent of the mesh size. 
For two or higher-dimensional problem, we believe the transformation proposed in this paper is 
still valid. However, the semi-implicit prediction-correction approach may lose its merits unless it 
is combined with some splitting schemes. 
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