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We investigate the interaction of correlated electrons with acoustical phonons using the extended
Hubbard-Holstein model in which both, the electron-phonon interaction and the on-site Coulomb
repulsion are considered to be strong. The Lang-Firsov canonical transformation allows to obtain
mobile polarons for which a new diagram technique and generalized Wick’s theorem is used. This
allows to handle the Coulomb repulsion between the electrons emerged into a sea of phonon fields
(phonon clouds). The physics of emission and absorption of the collective phonon-field mode by the
polarons is discussed in detail. Moreover, we have investigated the different behavior of optical and
acoustical phonon clouds when propagating through the lattice. Initially the optical phonon fields are
located at the lattice sites and do not spread out through the crystal and their evolution is limited by
a time τ , which means that the exchange of polarons by the phonon clouds is localized and occurs at
one and the same lattice site. Hence, the renormalization of local polaron propagators due to optical
phonons conserves the hopping matrix elements and the electronic band width. In the opposite case,
when the phonon fields are of acoustical nature, the propagation of the fields is delocalized from
the beginning and correlations lead band narrowing effects. In addition, there is the possibility of
electron transfer without being accompanied by phonon fields. In this case only the local electron
propagators are changed while the tunneling matrix elements remain unaffected. In the strong-
coupling limit of the electron-phonon interaction, and in the normal as well as in the superconducting
phase, chronological thermodynamical averages of products of acoustical phonon-cloud operators can
be expressed by one-cloud operator averages. While the normal one-cloud propagator has the form
of a Lorentzian, the anomalous one is of Gaussian form and considerably smaller. Therefore, the
anomalous electron Green’s functions can be considered to be more important than corresponding
polarons functions, i.e., pairing of electrons without phonon-clouds is easier to achieve than pairing
of polarons with such clouds.
PACS numbers: 78.30.Am, 74.72Dn, 75.30.Gw, 75.50.Ee
I. INTRODUCTION
Since the discovery of high-temperature superconduc-
tivity by Bednorz and Mu¨ller1 the Hubbard model and
related models such as RVB and t− J have widely been
used to discuss the physical properties of the normal and
superconducting states2–6. However, a unanimous ex-
planation of the origin of the condensate in high tem-
perature superconductors has not emerged so far. One
of the unsolved questions is in how far can phonons be
involved in the formation of the superconducting state.
The aim of the present paper is to gain further insight
into the mutual influence of strong on-site Coulomb re-
pulsion using the single-band Hubbard-Holstein model7,8
and a recently developed diagram technique9–13. We
consider now the most interesting case, namely super-
conductivity of correlated electrons coupled to dispersive
acoustical phonons. This investigation differs from our
previous studies14–19 of electrons coupled to dispersion-
less optical phonons, which was addressed by most other
authors20–23.
Because the interaction between electrons and phonons
is strong, we include the Coulomb repulsion in the zero-
order Hamiltonian and apply the canonical transforma-
tion of Lang and Firsov24 to eliminate the linear electron-
phonon interaction. In the strong electron-phonon cou-
pling limit, the resulting Hamiltonian of hopping po-
larons (i.e., hopping electrons surrounded by phonon
clouds) can lead to an attractive interaction among elec-
trons meditated by the phonons. In this limit, the chem-
ical potential, the on-site and inter-site Coulomb ener-
gies as well as the frequency of the collective phonon-
cloud mode (which is much larger than the bare acous-
tical phonon frequencies) are strongly renormalized17–19.
This affects the dynamical properties of the polarons and
the character of the superconducting transition. We sug-
gest that the resulting superconducting state with pola-
ronic Cooper pairs is mediated by the exchange of phonon
clouds and their collective mode during the hopping of
the polarons.
II. THEORETICAL APPROACH
A. The Lang-Firsov transformation of the
Hubbard-Holstein model
The initial Hamiltonian of correlated electrons coupled
to longitudinal acoustical phonons (the polarization in-
dex is omitted) has the form
H = He +H
0
ph +He−ph, (1)
2where
He =
∑
ij,σ
{t(j − i) + ε0δij} a†jσaiσ
+ U0
∑
i
ni,↑ni,↓ +
1
2
∑
ij
′
V ci,jninj, (2)
H0ph =
∑
k
ωk
(
b†kbk +
1
2
)
, (3)
He−ph =
∑
ij
g(i− j)qinj, (4)
ni =
∑
σ
niσ, niσ = a
†
iσaiσ.
Here aiσ (a
†
iσ) are annihilation (creation) operators of
electrons at lattice site i with spin σ, bk (b
†
k) are phonon
operators with wave vector k; qi (pi) is the phonon co-
ordinate (momentum) at site i, which is related to the
phonon operators by
qi =
1√
2
(
bi + b
†
i
)
, pi =
i√
2
(
−bi + b†i
)
.
The Fourier representation of these quantities have the
form
bi =
1√
N
∑
k
bke
−ikRi , b†i =
1√
N
∑
k
b†ke
ikRi ,
qi =
1√
N
∑
k
qke
−ikRi , pi =
1√
N
∑
k
pke
ikRi ,
qk =
1√
2
(
bk + b
†
−k
)
, pk =
i√
2
(
b†k − b−k
)
.
(5)
In this Hamiltonian U0 and V
c
ij are the on-site and inter-
site Coulomb interactions, t(i− j) is the nearest neigbor
two-center transfer integral (which may be extended to
include also next-nearest neighbor hopping of electrons),
g(i− j) is the matrix element of the electron-phonon in-
teraction, ε0 = ε0−µ0, where ε0 is the local electron en-
ergy and µ0 is the chemical potential of the system. Here
and in the next part of the paper the Plank constant ~
is considered equal to one. The Fourier representation of
t(j − i) is related to the tight-binding dispersion ε(k) of
the bare electrons with band width W ,
t(R) =
1
N
∑
k
ε(k)e−ikR,
with R as nearest neighbor distance. Apparently the
energy scale of the model Hamiltonian is fixed by the
parameters W, U, g and ωk. The band filling n is an
additional parameter. After applying the displacement
transformation of Lang-Firsov24,
Hp = e
SHe−S, ciσ = e
Saiσe
−S , c†iσ = e
Sa†iσe
−S,
(6)
with
S =
−i√
N
∑
k,i
S(k)pknie
ikRi , (7)
S(k) =
g(k)
ωk
≡ g(k),
we obtain the polaron Hamiltonian in the form:
Hp = H
0
p +H
0
ph +Hint, (8)
H0p =
∑
i
H0ip, H
0
ip = ǫ
∑
σ
niσ + Uni↑ni↓, (9)
Hint =
∑
ij,σ
t(j − i)c†jσciσ + 12
∑
ij
′
V cijninj , (10)
where
c†iσ = a
†
iσe
−ipii , ciσ = aiσe
ipii , (11)
πi =
1√
N
∑
k
g(k)pke
ikRi =
∑
k
pjg(Rj −Ri), (12)
ε = ε0 − µ, µ = µ0 + 12V ph, U = U0 − V ph, (13)
and
V ph(i− j) = 1
N
∑
k
g(k)g(−k)
ωk
e−k(Ri−Rj). (14)
Hence, the effective intersite interaction is Vij = V
c
ij−V phij
with Vi=j = 0. The frequency ωk of acoustical phonons
is linear in k for sufficiently small wave vectors. In or-
der to have a reasonable expression for the parameter
S(k) of the canonical transformation, it is necessary that
the condition g(k = 0) = 0 is fulfilled. This condi-
tion means that the movement of phonons with infinite
wave length, which is equivalent to the macroscopic dis-
placement of the system, cannot influence its properties
and must be omitted. Therefore, the Fourier representa-
tion of the direct attraction mediated by phonons must
also vanish in this limit: V ph(k = 0) = 0. It is im-
portant to note that the Fourier representation of the
Coulomb part of the inter-site interaction must also van-
ish for vanishing wave vector: V c(k = 0) = 0 as a
consequence of required charge neutrality of the system.
Therefore, the resulting direct interaction between elec-
trons, V (R) = V c(R) − V ph(R), fulfills V (k = 0) = 0.
This will be used when analyzing the corresponding dia-
grammatic contribution.
When deriving the polaron Hamiltonian, it was nec-
essary to include the shift of the polaron coordinate qk
by
eSqke
−S = qk − 1√
N
∑
k
g(k)nie
ikRi ,
which helps to eliminate the linear electron-phonon in-
teraction.
3The polaron Hamiltonian is by nature a polaron-
phonon operator because the new creation and annihi-
lation operators c†iσ and ciσ entering Hp must be inter-
preted as operators of polarons, i.e., electrons dressed
with displacements of ions that couple dynamically to
the momentum of acoustical phonons. In the zero-order
approximation (omittingHint) polarons are localized and
phonons are free with a strongly renormalized chemical
potential µ and on-site interaction U . This last quantity
can become negative if the phonon mediated attraction
V ph is strong enough to overcome the direct Coulomb re-
pulsion. The first term of the perturbation operator Hint
describes tunneling of polarons between lattice sites, i.e.,
tunneling of electrons surrounded by clouds of phonons.
The second term of this operator describes the renormal-
ized polaron-polaron inter-site interactions.
B. Averages of electron and phonon operators
One problem is to deal properly with the impact of
electronic correlations on the polaron formation involving
operators like (11) for the electron and phonon subsys-
tems. This can be done best by using Green’s functions
provided one finds a way to deal with the spin and charge
degrees of freedom. In order to achieve this in the limit
of large U , the Hubbard term can be included in the
zero-order Hamiltonian. As a consequence, conventional
perturbation theory of quantum statical mechanics is not
an adequate tool because it relies on the expansion of the
partition function around the noninteracting state using
Wick’s theorem and conventional Feynman diagrams.
In order to have a systematic description of corre-
lated electrons, Hubbard8 proposed a graphical expan-
sion around the atomic limit in powers of hopping in-
tegrals. This diagrammatic approach was reformulated
by Slobodyan and Stasyuk25 for the single-band Hub-
bard model and independently by Zaitsev26 and further
developed by Izyumov27. In these approaches, the com-
plicated algebraic structure of the projection or Hubbard
operators was used.
We have found an alternative way in the sense that our
diagram technique involves simpler creation and annihi-
lation operators for electrons at all intermediate stages
of the theory and Hubbard operators only when evalu-
ating final expressions9–13. In this approach, averages of
chronological products of interactions are reduced to n-
particle Matsubara Green’s functions of the atomic sys-
tem. These functions can be factorized into independent
local averages using a generalization of Wick’s theorem
(GWT) which takes strong local correlators into account,
see Refs. 9,10 and 17 for details. Application of the GWT
yields new irreducible on-site many-particle Green’s func-
tions or Kubo cumulants. These new functions contain
all local spin and charge fluctuations. A similar linked-
cluster expansion for the Hubbard model around the
atomic limit was recently formulated by Metzner28. But
in the latter work the Dyson equation for the renormal-
ized one-particle Green’s function was not derived, nor
the correlation function which appears as main element
of this equation. It is the purpose of this paper to check in
how far we can use the GWT for the extended Hubbard-
Holstein model given by Eq. (1).
With respect to the transformed Hubbard-Holstein
model, phonon operators are averaged using ordinary
Wick’s theorem by taking into account the factorization
of the phonon partition function in k space of phonon
wave vectors. We define the temperature Green’s func-
tion for the polarons in the interaction representation by
Gp(x, σ, τ |x′, σ′, τ ′) = −〈T cxσ(τ)cx′σ′(τ ′)U(β)〉c0 , (15)
with
cxσ(τ) = e
H0τ cxσe
−H0τ , cxσ(τ) = e
H0τ cxσe
−H0τ ,
πx(τ) = e
H0τπxe
−H0τ ,
for the polaron and phonon operators, respectively, with
H0 = H0p + H
0
ph. Instead of i, j we now use x, x
′ as
site indices; τ, τ ′ are imaginary time variables with 0 <
τ < β; T is the time ordering operator and β the inverse
temperature. The evolution operator is given by
U(β) = T exp
(
−
∫ β
0
dτ Hint(τ)
)
. (16)
The statistical averages 〈...〉c0 are evaluated with respect
to the zero-order density matrix of the grand canon-
ical ensemble of localized polarons and free acoustical
phonons,
e−βH
0
Tr e−βH
0
=
∏
i
e−βH
0
ip
Tr e−βH
0
ip
∏
k
e−βωkb
†
k
bk
Tr e−βωkb
†
k
bk
. (17)
The subscript c in Eq. (15) indicates that only connected
diagrams have to be taken into account. The polaron
part of the density matrix (17) is factorized with respect
to the lattice sites. The on-site polaron Hamiltonian con-
tains the polaron-polaron interaction which is propor-
tional to the renormalized parameter U . Therefore, this
Hamiltonian can be diagonalized only by using Hubbard
operators8. At this stage no special assumption is made
about the value of the quantity U and its sign. So we
can set up the equations of motion for the dynamical
quantities in this general case. Wick’s theorem of weakly
coupled quantum field theory can be used to evaluate
statistical averages of phonon operators, including, the
propagator of phonon clouds.
C. Phonon-cloud propagators
The zero-order one-phonon Matsubara Green’s func-
tion has the form
σ(x, x′) = σ(x− x′|τ − τ ′) = 〈Tπx(τ)πx′(τ ′)〉0
4=
1
2N
∑
k
|g(k)|2 cosk(x− x′)
×coshωk(β/2− |τ − τ
′|)
sinhωkβ/2
, (18)
with
πx(τ) =
∑
j
pj(τ)g(Rj −Rx).
Here x is again the position and τ the imaginary time
while x in Eq. (18) stands for (x, τ)
This function makes an essential contribution for small
values of distances |x−x′| and |τ − τ ′| close to zero or β.
For x = x′ the minimum value of this function is obtained
for |τ − τ ′| = β/2. Since all approximations in this paper
concern the strong-coupling limit of the electron-phonon
interaction, we will use the series expansion of σ(x, x′)
near τ = 0 and τ = β:
σ(0|τ) =
{
σ(0|0)− ωcτ, τ & 0
σ(0|0) + ωc(τ − β), τ . β (19)
with
ωc =
1
2N
∑
k
|g(k)|2ωk (20)
as collective phonon cloud frequency17,18. Besides the
one-phonon propagator we have also many-phonon cloud
propagators. There are two kind of one-cloud propaga-
tors, of which φ(x|x′) is the normal-state one and ϕ(x|x′)
the anomalous one of the superconducting state, given by
φ(x|x′) = φ(x − x′|τ − τ ′) = 〈T eipix(τ)−ipix′(τ ′)〉0
= exp
(− 12 〈T [πx(τ) − πx′(τ ′)]2〉0)
= exp[−σ(0|0) + σ(x − x′|τ − τ ′)], (21)
ϕ(x|x′) = ϕ(x − x′|τ − τ ′) = 〈T eipix(τ)+ipix′(τ ′)〉0
= exp
(− 12 〈T [πx(τ) + πx′(τ ′)]2〉0)
= exp[−σ(0|0)− σ(x − x′|τ − τ ′)]. (22)
For the first function the maximum value of the one-
phonon propagator σ(x|τ) is favored while for the second
one the corresponding minimum value is preferred. The
Fourier representations in τ -space have the form
φ(0|τ) = 1
β
∑
Ω
e−iΩnτ φ˜(iΩn), (23a)
ϕ(0|τ) = 1
β
∑
Ω
e−iΩnτ ϕ˜(iΩn), (23b)
where
φ˜(iΩn) =
∫ β
o
dτ eiΩτe−σ(0|0)+σ(0|τ), (24a)
ϕ˜(iΩn) =
∫ β
o
dτ eiΩτe−σ(0|0)−σ(0|τ). (24b)
Here is Ωn the even Matsubara frequency Ωn = 2πn/β.
In order to find the Fourier representations of these func-
tions we have used the peculiarities of the σ-propagator
in the strong-coupling limit of the electron-phonon inter-
action. As proven in Appendix A, the first propagator
can be written as
φ(x|τ ′) ≃ φ(x)φ(τ), φ(x) ≈ δx,0
with
φ˜(iΩn) ≈ 2ωc
(iΩn)2 − (ωc)2 , φ˜(q) ≈ 1. (25)
A more realistic value for φ˜(q) is obtained by using the
dependence of σ(x|τ) on small values of x. In this more
precise approximation we find
φ˜(q) =
(
2π
σ1
)3/2
e−q
2/(2σ1), φ(x) ≃ e−σ1x2/2, (26)
where
σ1 =
1
6N
∑
k
|g(k)|2 k2 coth 12ωkβ. (27)
This result has been obtained by an expansion of coskx
in terms of x. We also assume that g(k) depends on
k only through its modulo |k|. Then the Fourier rep-
resentation of the normal phonon cloud propagator is
a Lorentzian and therefore the time dependence of this
phonon cloud corresponds to that of an oscillator with
the large collective frequency ωc. For the anomalous one-
cloud propagator ϕ(x|x′) we obtain in this approximation
a Gaussian representation, see Appendix A:
ϕ˜(iΩn) =
√
2π/σ2 exp
[
1
2 iβΩn
− σ(0|0)− σ(0|β/2)− (Ωn)2/(2σ2)
]
, (28)
where
σ2 = σ
′′(0|β/2). (29)
The space dependence of ϕ(x|iΩn) is more complicated
compared to the space dependence of φ(x|iΩn) because
we cannot restrict the discussion to small values of |x|.
In the following we will discuss many-cloud propagators,
both in the normal and superconducting states. We start
with the two-cloud propagators [as before, x = (x, τ)]:
5φ2(x1, x2|x3, x4) = 〈T exp [i [πx1(τ1)] + πx2(τ2)− πx3(τ3)− πx4(τ4)]〉0
= exp
(
− 12 〈T [πx1(τ1) + πx2(τ2)− πx3(τ3)− πx4(τ4)]
2〉0
)
= exp
(
Σ(x1, τ1;x2, τ2|x3, τ3;x4, τ4)
)
, (30)
ϕ2(x1, x2, x3|x4) = 〈T exp [i [πx1(τ1)] + πx2(τ2) + πx3(τ3)− πx4(τ4)]〉0
= exp
(
− 12 〈T [πx1(τ1) + πx2(τ2) + πx3(τ3)− πx4(τ4)]2〉0
)
= exp
(
Σ(x1, τ1;x2, τ2;x3, τ3|x4, τ4)
)
, (31)
where
Σ(x1, τ1;x2, τ2|x3, τ3;x4, τ4) = σ(x1 − x3||τ1 − τ3|) + σ(x1 − x4||τ1 − τ4|)
+ σ(x2 − x4||τ2 − τ4|) + σ(x2 − x3||τ2 − τ3|)− σ(x1 − x2||τ1 − τ2|)− σ(x3 − x4||τ3 − τ4|)− 2σ(0|0), (32)
Σ(x1, τ1;x2, τ2;x3, τ3|x4, τ4) = σ(x1 − x4||τ1 − τ4|) + σ(x2 − x4||τ2 − τ4|)
+ σ(x3 − x4||τ3 − τ4|)− σ(x1 − x2||τ1 − τ2|)− σ(x1 − x3||τ1 − τ3|)− σ(x2 − x3||τ2 − τ3|)− 2σ(0|0). (33)
The following relations exist between two- and one-cloud Green’s functions:
φ2(x1, x2|x3, x4) = φ(x1|x3)φ(x2|x4) exp [σ(x1|x4) + σ(x2|x3)− σ(x1|x2)− σ(x3|x4)] (34a)
= φ(x1|x4)φ(x2|x3) exp [σ(x1|x3) + σ(x2|x4)− σ(x1|x2)− σ(x3|x4)] , (34b)
ϕ2(x1, x2, x3|x4) = ϕ(x1|x2)φ(x3|x4) exp [σ(x1|x4) + σ(x2|x4)− σ(x1|x3)− σ(x2|x3)] (35a)
= ϕ(x1|x3)φ(x2|x4) exp [σ(x1|x4) + σ(x3|x4)− σ(x1|x2)− σ(x2|x3)] (35b)
= ϕ(x2|x3)φ(x1|x4) exp [σ(x2|x4) + σ(x3|x4)− σ(x1|x2)− σ(x1|x3)] . (35c)
Many-cloud phonon propagators will be present in all di-
agrams of the thermodynamical perturbation theory to
be formulated here. As above equations show, all sites
of the diagrams are joint and appear to be connected
in the presence of acoustical phonons. In order to clas-
sify the diagrams as connected and disconnected ones, it
is necessary to have the analogy of Wick’s theorem for
many-cloud propagators similar to the theorem we had
formulated for correlated electrons9,10,17. In the absence
of such a theorem we cannot prove the existence of a
linked-cluster theorem for the thermodynamical poten-
tial and for other extensive quantities.
This problem has been discussed in detail in Ref.30,
however, only now we are able to present a solution. In
order to obtain this solution, we observe that the two-
cloud functions determined by Eqs. (34) and (35) have
their maximum values when the arguments of the normal
one-cloud functions φ(x|x′) coincide (x = x′) and the cor-
responding exponential factors close to these arguments
approach one. There are several possibilities to achieve
this and all of them have to be taken into account. We
assume that as main approximation the following expres-
sions for the two-cloud propagators will result,
φ2(x1, x2|x3, x4) = φ(x1|x3)φ(x2|x4)
+ φ(x1|x4)φ(x2|x3)
+ φir2 (x1, x2|x3, x4), (36)
ϕ2(x1, x2, x3|x4) = ϕ(x1|x2)φ(x3|x4)
+ ϕ(x1|x3)φ(x2|x4)
+ ϕ(x2|x3)φ(x1|x4)
+ φir2 (x1, x2, x3|x4). (37)
These last equations also define the irreducible parts of
the two-cloud propagators or phonon-cloud cumulants.
In the strong-coupling limit the irreducible functions are
small and can be omitted as shown below. The validity
of this statement is discussed in Appendix A, in which
the Fourier representation of the normal two-cloud prop-
agator,
φ2(x1, iΩ1;x2, iΩ2|x3, iΩ3;x4, iΩ4) =
∫ β
0
...
∫ β
0
dτ1...dτ4
× exp (iΩ1τ1 + iΩ2τ2 − iΩ3τ3 − iΩ4τ4)
×φ2(x1, τ1;x2, τ2|x3, τ3;x4, τ4), (38)
has been calculated in the strong-coupling limit leading
6to
φ2(x1, iΩ1;x2, iΩ2|x3, iΩ3;x4, iΩ4)
≃ φ(x1 − x2|iΩ1) δΩ1Ω3 φ(x2 − x4|iΩ2) δΩ2Ω4
+ φ(x1 − x4|iΩ1) δΩ1Ω4 φ(x2 − x3|iΩ2) δΩ2Ω3 .(39)
The last equation shows that in this limit the irreducible
function is not relevant and Wick’s theorem has a simple
form, which does no contain significant irreducible con-
tributions. Similarly we obtain for ϕ2 a form without
irreducible contributions,
ϕ2(x1, iΩ1;x2, iΩ2;x3, iΩ3|x4, iΩ4)
=
∫ β
0
...
∫ β
0
dτ1...dτ4 e
−(iΩ1τ1+iΩ2τ2+iΩ3τ3−iΩ4τ4)
×ϕ2(x1, τ1;x2, τ2;x3, τ3|x4, τ4) (40)
≃ ϕ(x1 − x2|iΩ1) δΩ2,−Ω1φ(x3 − x4|iΩ3) δΩ3,Ω4
+ ϕ(x1 − x3|iΩ1) δΩ3,−Ω1 φ(x2 − x4|iΩ2) δΩ2,Ω4
+ ϕ(x2 − x3|iΩ2) δΩ3,−Ω2 φ(x1 − x4|iΩ4) δΩ1,Ω4 . (41)
These results correspond to our preliminary estimates
that the irreducible parts in Eqs. (36) and (37) can be
omitted because they are not important in the strong-
coupling limit, see Appendix A. Hence, without the ir-
reducible parts the equations assume a form correspond-
ing to Wick’s theorem applied to two-cloud propagators.
This can easily be generalized to the case of a larger
number of clouds. Thus, there is an analogy of having
a generalized Wicks’s theorem for the case of correlated
electrons9,10 and a corresponding theorem for correlated
phonon clouds. This allows us now to develop a thermo-
dynamical perturbation theory for correlated electrons
interacting strongly with phonons.
As is shown below the tunneling of polarons between
lattice sites can be accompanied by either preserving or
by exchanging phonon clouds. In the strong-coupling
limit these clouds are heavy, therefore, in case of pre-
serving the cloud, the effective matrix transfer matrix
element is considerably diminished leading to band nar-
rowing effects. In the other case, when clouds are ex-
changed, the transfer matrix element and the electronic
band width remain unchanged.
III. POLARON GREEN’S FUNCTIONS
A. Local approximation
The zero-order one-polaron Green’s function is given
by
G0p(x, x
′) = −〈T cxσ(τ)cx′σ′(τ)〉0
= −〈T axσ(τ)ax′σ′(τ)〉0 φ(x, τ |x′, τ ′)
= δx,x′δσ,σ′ G
0
σ(τ − τ ′)φ(τ − τ ′), (42)
where x stands now for x = (x, σ, τ). In order to discuss
the influence of the collective mode on G0p(x, x
′), we write
down its Fourier transformation by making use of Eqs.
(25) (see Ref. 19):
G˜0pσ(iωn) =
∫ β
0
dτ eiωnτG0pσ(τ), (43)
G˜0pσ(iωn) =
1
Z0
[
e−βE0 +N(ωc)
(
e−βE0 + e−βEσ
)
iωn + E0 − Eσ − ωc
+
e−βEσ +N(ωc)
(
e−βE0 + e−βEσ
)
iωn + E0 − Eσ + ωc
+
e−βE−σ +N(ωc)
(
e−βEσ + e−βE2
)
iωn + E−σ − E2 − ωc
+
e−βE2 +N(ωc)
(
e−βEσ + e−βE2
)
iωn + E−σ − E2 + ωc
]
, (44)
where ωn is the odd Matsubara frequency and
Z0 = 1 + e
−βEσ + e−βE−σ + e−βE2, (45a)
E0 = 0, E±σ = ε, E2 = U + 2ε, (45b)
n(ε) = (eβε + 1)−1, N(ωc) = (e
βωc − 1)−1. (45c)
Equation (44) shows that the on-site transition energies
of polarons are changed by the energy ωc of the collective
mode. The delocalization of polarons due to hopping and
intersite Coulomb interaction leads to broadening of the
polaronic energy levels. The polaron propagator has the
following antisymmetry property:
G˜0pσ(iωn; ε;ωc) = −G˜0pσ(−iωn;−ε− U ;ωc) (46)
B. Expansion around the atomic limit
We will now investigate polaron delocalization under
the influence of Hint in Eq. (10) by making use of ther-
modynamical perturbation theory in the interaction rep-
resentation. The averages of chronological products of in-
teractions are reduced to n-particle Green’s functions of
the atomic system, which can be factorized into indepen-
dent local averages of electron operators and chronolog-
ical products of phonon operators. The procedure relies
on a generalized Wick’s theorem for electron operators,
which takes into account the strong local electronic corre-
lations, and Wick’s theorem for phonon cloud operators.
In addition to the normal one-polaron propagator in Eq.
(15), we will also investigate the anomalous propagators
defined by
Fp(x|x′) = −〈T cxcx′U(β)〉c0, (47a)
F p(x|x′) = −〈T cxcx′U(β).〉c0 (47b)
As before, x stands for (x, σ, τ). The easiest way to estab-
lish (47) is to make use of a local source term of Cooper
pairs,
H0∆ = ∆
∑
i
(
a†i↑a
†
i↓ + ai↓ai↑
)
,
7which is added to the local Hamiltonian (2) and switched
off at the end of the calculation.
In first order perturbation theory the contributions to
the normal polaron Green’s function (15) and anomalous
Green’s function (47a) are shown in Fig. 1(a) and Fig.
1(b), respectively.
The diagrammatic elements are self-explanatory (see
caption of Fig. 1). Since the correlation functions
Γ02(x, x
′|i) and ℑ02(x, x′|i) and the two-particle irreducible
function G0 ir2 [x1, x2|x3,x4] are local quantities, all site
indices are equal:
Γ02(x, x
′|i) = δx,x′δx,i Γ02(σ, τ ;σ′, τ ′|τ1), (48a)
ℑ02(x, x′|i) = δx,x′δx,iℑ02(σ, τ ;σ′, τ ′|τ1), (48b)
where
Γ02(σ, τ ;σ
′, τ ′|τ1) = 〈T aσ(τ)aσ′(τ ′)n(τ1)〉0
− 〈T aσ(τ)aσ′(τ ′)〉0〈n(τ1)〉0, (49a)
ℑ02(σ, τ ;σ′, τ ′|τ1) = 〈T aσ(τ)aσ′ (τ ′)n(τ1)〉0
− 〈Taσ(τ)aσ′ (τ ′)〉0〈n(τ1)〉0. (49b)
These functions can be compared with the two-particle
irreducible quantities of Ref. 9,10 defined by
G0 ir2 [x1, x2|x3,x4] = δx1,x2δx1,x3δx1,x4
×G0 ir2 [σ1τ1;σ2τ2|σ3τ3;σ4τ4], (50a)
G0 ir2 [x1, x2, x3|x4] = δx1,x2δx1,x3δx1,x4
×G0 ir2 [σ1τ1;σ2τ2;σ3τ3|σ4τ4], (50b)
where
G0 ir2 [σ1τ1;σ2τ2|σ3τ3;σ4τ4]
= 〈Taσ1(τ1)aσ2(τ2)aσ3(τ3)aσ4(τ4)〉0
− 〈T aσ1(τ1)aσ4(τ4)〉0 〈T aσ2(τ2)aσ3(τ3)〉0
+ 〈T aσ1(τ1)aσ3(τ3)〉0 〈T aσ2(τ2)aσ4(τ4)〉0. (51)
The second function, G0 ir2 [x1, x2, x3|x4], can be ob-
tained from Eq. (51) by replacing the operator aσ3(τ3)
by aσ3(τ3) and corresponds to an anomalous supercon-
ducting contribution. Between the non-full cumulant
Γ02(σ, τ ;σ
′, τ ′|τ1) and the full one G0 ir2 exists the follow-
ing relation
Γ02(σ, τ ;σ
′, τ ′|τ1) = −
∑
σ1
G0 ir2 [στ ;σ1τ1|σ1τ+1 ;σ′τ ′]
+
∑
σ1
G0(στ |σ1τ1)G0(σ1τ1|σ′τ ′).(52)
In second order perturbation theory we have to deal with
more complicated functions like
Γ3(x, x
′|i1, i2) = δx,x′ δx,i1 δx,i2 Γ3(στ ;σ′τ ′|τ1, τ2)),
(53a)
Γ3(στ ;σ
′τ ′|τ1, τ2) = 〈T aσ(τ)aσ′(τ ′)n(τ1)n(τ2)〉0
− 〈Taσ(τ)aσ′(τ ′)n(τ1)〉0 〈n(τ2)〉0
− 〈Taσ(τ)aσ′(τ ′)n(τ2)〉0 〈n(τ1)〉0
− 〈aσ(τ)aσ′(τ ′)〉0 〈n(τ1)n(τ2)〉0
+ 2〈aσ(τ)aσ′(τ ′)〉0〈n(τ1)〉0〈n(τ2)〉0,
(53b)
with the following relation between the non-full and full
three-particle cumulants,
Γ3(στ ;σ
′τ ′|τ1, τ2)
= −
∑
σ1σ2
G0 ir3 [στσ1τ1;σ2τ2|σ1τ+1 ;σ2τ+2 ;σ′τ ′]
−
∑
σ1σ2
G0(στ |σ1τ1)G0(σ1τ1|σ2τ2)G0(σ2τ2|σ′τ ′)
−
∑
σ1σ2
G0(στ |σ2τ2)G0(σ2τ2|σ1τ1)G0(σ1τ1|σ′τ ′), (54)
where τ+1 = τ1 + 0 and τ
+
2 = τ2 + 0. The diagrams of
Fig. 1 contain also this element which is marked as a cir-
cle at the end of the long-dashed lines. This element is
the average of the electron number operator n̂. The con-
tribution of such diagrams is proportional to V (k = 0)
which is equal to zero. Hence, they can be omitted. In
still higher order perturbation theory these circles appear
with m long-dashed lines ending on them, which repre-
sents the m-order Kubo cumulant for the mth degree of
the number operator nˆ:
n2c = 〈(nˆ− 〈nˆ〉)2〉, n3c = 〈(nˆ− 〈nˆ〉)3〉,
n4c = 〈(nˆ− 〈nˆ〉)4〉 − 3[〈(nˆ− 〈nˆ〉)2〉]2. (55)
The first diagram of the right-hand part of Fig. 1(a) is
a local normal electron propagator G0(x|x′) represented
by a solid line, which is renormalized by the phonon-
cloud propagator φ(x|x′). The corresponding first dia-
gram in Fig. 1(b) is the anomalous electron Green’s func-
tion renormalized by the phonon-cloud. In this case the
renormalization is determined by the anomalous function
ϕ(x|x′), which is smaller than the corresponding contri-
bution from the propagator φ(x|x′). The diagrams (b)-
(e) of Fig. 1(a) and (b)-(g) of Fig. 1(b) take into account
intersite tunneling, of which the corresponding last dia-
grams describe direct polaron-polaron intersite interac-
tion.
Among these diagrams we have also weakly connected
ones, e.g., diagram (b) in Fig. 1(a) and diagrams (b) and
(e) in Fig. 1(b), which can be divided into two parts
by cutting one tunneling line. All other diagrams are
strongly connected. All contributions of Fig. 1(b) for the
anomalous Green’s functions contain the phonon-cloud
propagator ϕ(x|x′) and are therefore less important than
the corresponding diagrams of Fig. 1(a).
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(a)
G0 G0 G0 G0 G0
(b) (c)
x′xx′x
+
x′x
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(d)
F 0F 0
− −
x x x′x′F 0
x
il
j1 Γ
0
2(x, x
′ | i1)
x′
+
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i1 j1 i1
j1 i1j1 i1
(e)
j1
(f)
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(b)
(a)
F 0 G0 F 0
(b) (c)
x′x
+
x′x
x
il
j1
x′
+
i1
G0
(d) (e)
+ +
x x′F 0 F 0 G0 x
′xj1 i1 i1 j1
j1 i1F
0 x′x G0 j1 i1
+
G0F 0x x
′
j1i1 F
0
(g)
+
x x′G0j1i1
(f)
ℑ02(x, x
′ | i1)
(h)
FIG. 1: The simplest diagrams contributing to the normal (a) and anomalous (b) one-polaron Green’s functions. Solid lines with
arrows in same direction represent normal (G0) and lines with arrows in opposite directions anomalous (F
0
, F 0) propagators,
respectively. Short-dashed lines are for the hopping matrix elements t(i − j), long-dashed lines represent the direct polaron-
polaron interactions V (i − j), the wiggly lines stand for the normal phonon (cloud) propagators φ(x|x′), and the zigzag lines
are the anomalous phonon (cloud) propagators ϕ(x|x′). Rectangles depict the correlation functions Γ02 and ℑ
0
2.
In second order perturbation theory there are both
groups of weakly and strongly-connected diagrams. The
weakly connected ones are the simple repetition of the
first-order diagrams. Therefore, in Figs. 2-4 only the
strongly-connected diagrams for the normal and anoma-
lous polaron Green’s functions are shown.
The diagrams (a)-(i) in Figs. 2 and 3 originate from
polaron tunneling processes. In the group of more com-
plex diagrams the contributions from (f) appear only be-
cause of the electron-phonon interaction. Diagrams (g)-
(k), each with a rectangle, are special contributions char-
acteristic of strongly correlated electron systems. The
diagrams (h) and (i) contain the phonon (cloud) cor-
relation function φ3(xi1i2|j1j2x′), each consisting of six
terms with different order of phonon propagation. To
illustrate this, the corresponding diagrammatical repre-
9(a)
G0j2 i2G0x j1 i1
x′G0
G0j2 i2
−
F 0F 0x i1 j1
x′
i2 j2
−
G0F 0x i1 j1
x′F 0
G0j2 i2
+
G0G0x j1 i1
x′
(e)
(b)
(d)
i2 j2
−
x j1 i1
x′
(c)
F 0G0 F 0
FIG. 2: Strongly-connected diagrams of second order perturbation for the normal polaron Green’s function.
sentation for one of the anomalous Green’s functions is
shown in Fig. 4 (without resolving the structure of the
less important polaron-cloud propagator ϕn).
With respect to the full normal Green’s function Gp we
now introduce the correlation function Zp(x|x′) in anal-
ogy with previous works9–13. In diagrammatical form
typical contributions to this function are given by (c)-(f)
in Fig. 1(a) and by all contributions from Figs. 2 and 3
and by corresponding strongly-connected contributions
from higher order perturbation theory. If we then con-
nect the strongly-connected diagrams in all possible ways
by the weakly connected diagrams with non-renormalized
tunneling matrix elements, we are able to formulate a
Dyson-like equation,
Gpσσ′ (x, τ |x′, τ ′) = Λpσσ′ (x, τ |x′, τ ′)
+
∫
dτ1
∑
x1x2
∑
σ1
Λpσσ1 (x, τ |x1, τ1)
× t(x1 − x2)Gpσ1σ′ (x2, τ1|x′, τ ′), (56)
where
Λp(x|x′) = G0p(x|x′) + Zp(x|x′), (57)
which in Fourier representation,
Gpσσ′ (x|x′)
=
1
βN
∑
ωn
∑
k
Gpσσ′ (k|iωn) e−ik(x−x
′)−iωn(τ−τ
′), (58)
has a simple algebraical form:
Gpσσ(k|iωn) = Λpσσ(k|iωn)
1− ε(k) Λpσσ(k|iωn) , (59)
with the tight-binding dispersion ε(k) of the bare elec-
trons defined before.
Here we have assumed a paramagnetic ground state
and spin conservation σ′ = σ. It is important to note
that the form of the Dyson equation is the same for both
the superconducting and normal states of the system.
The states differ with respect to the correlation func-
tion Zp. This situation is somewhat different from the
Hubbard-Holstein model for optical phonons17, where in
the superconducting state normal and anomalous Green’s
functions are interrelated. However, here two anoma-
lous polaron Green’s functions are proportional to the
anomalous one-phonon-cloud propagator ϕ(x|x′). Nev-
ertheless, Dyson’s equation for the anomalous polaron
Green’s functions requires the knowledge of the normal
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j1 i2
−
x x′
x x′ x x′ x x′
(f4)
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j1 i2
−
x x′
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j1 i2
−
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′)−
F 0
j1 j2
x x′
1
2 i2i1 ×φ3(x, i1, i2 | j1, j2, x
′)
1
2
−
i2
(k)
x x′
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FIG. 3: More complex diagrams which appear in second order perturbation theory for the normal polaron Green’s function.
polaron Green’s function. Then, by summing of corre-
sponding diagrams we obtain:
Fpσσ(x, τ |x′, τ ′) = Ωpσσ(x, τ |x′, τ ′)
+
∑
x1,x2
∫
dτ1 Λpσσ(x, τ |x1, τ1)
×t(x1 − x2)Fpσσ(x2, τ1|x′, τ ′)
+
∑
x1,x2
∫
dτ1 Ωpσ,σ(x, τ |x1, τ1) t(x2 − x1)
×Gpσ,σ(x′, τ ′|x2, τ1) (60)
with
Ωp(x|x′) = F 0p (x|x′) + Yp(x|x′), (61)
where Yp(x|x′) is the sum of all strongly-connected dia-
grams for the anomalous Green’s functions. This quan-
tity is analogous to the function Zp(x|x′) but differs from
it by the direction of external electron lines. The Fourier
representation of Eq. (60) has the form:
Fpσσ(k|iωn) [1− ε(k) Λpσσ(k|iωn)] = Ωpσσ(k|iωn)
× [1 + ε(−k)Gpσσ(−k| − iωn)] . (62)
We obtain by making use of Eq. (59):
Fpσσ(k|iωn) = Ωpσσ(k|iωn)
[1− ε(k) Λpσσ(k|iωn)]
× 1
[1− ε(−k) Λpσσ(−k| − iωn)] (63)
The anomalous quantities Ωp, Ωp, Fp and F p are pro-
portional to the anomalous one-phonon-cloud propagator
ϕ, which in the strong-coupling limit is an exponentially
small quantity. Therefore, it is more important to con-
sider the propagators Fe(x|x′) and F e(x|x′) defined in
terms of the electron operators aσ(τ) and aσ(τ) and not
in terms of the polarons operators c(τ) and cσ(τ). In ad-
dition we have to discuss the normal electron propagator
Ge(x|x′). These functions are defined by
Ge(x|x′) = −〈T axσ(τ)ax′σ′ (τ ′)U(β)〉c0, (64a)
Fe(x|x′) = −〈T axσ(τ)ax′σ′ (τ ′)U(β)〉c0. (64b)
F e(x|x′) = −〈Taxσ(τ)ax′σ′(τ ′)U(β)〉c0. (64c)
Diagrammatical contributions to the first two functions
are shown in Fig. 5 and 6, respectively.
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FIG. 4: Diagrams of second order perturbation theory for the anomalous polaron Green’s function. The factors ϕn account for
the phonon-cloud contributions.
Figure 5 shows the diagrams contributing to the nor-
mal one-electron propagator in the presence of acoustical
phonons (clouds). We again find weakly connected dia-
grams which can be divided into two parts by cutting
one electron line like c1, c3, c5, and c7 . Furthermore, we
introduce normal, Σ(x|x′), and anomalous, Ξ(x|x′) and
Ξ(x|x′), mass operators, of which the simplest contribu-
tions are shown in Fig. 7. For example, diagram a1 is the
renormalized tunneling matrix element, whereas (b) and
(c) are the simplest contributions to the anomalous mass
operators. In analogy to the rectangles representing ir-
reducible Green’s functions, G0 irn , or non-full cumulants,
Γ0n, ℑ0n, and ℑ
0
n in Figs. 5 and 6, we introduce here the
correlation functions Ze(x|x′) for the normal state and
Ye(x|x′) and Y e(x|x′) for the superconducting state. For
example, to (d) and (e) in Fig. 5 corresponding diagrams
contribute here to Ze(x|x′), while to (d) and (e) in Fig.
6 corresponding diagrams contribute to the correlation
function Ye(x|x′), which leads to
Λe(x|x′) = G0(x|x′) + Ze(x|x′), (65a)
Ωe(x|x′) = F 0(x|x′) + Ye(x|x′), (65b)
Ωe(x|x′) = F 0(x|x′) + Y e(x|x′). (65c)
Thus we have introduced the main dynamical quanti-
ties which determine the to Fig. 5 and 6 corresponding
diagrammatical structure. This allows us to derive Dyson
equations for the electron Green’s function system. The
full electron Green’s functions can be expressed as
Ge(x|x′) = Λe(x|x′) + Λe(x|x1)Σe(x1|x2)Ge(x2|x′)
− Λe(x|x1) Ξe(x1|x2)F e(x2|x′)
− Ωe(x|x1)Σe(x2|x1)F e(x2|x′)
− Ωe(x|x1) Ξe(x1|x2)Ge(x2|x′), (66a)
Fe(x|x′) = Ωe(x|x′) + Ωe(x|x1)Σe(x2|x1)Ge(x′|x2)
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FIG. 5: Diagrammatic contributions to the normal one-electron propagator in the presence of phonon clouds.
− Ωe(x|x1) Ξe(x1|x2)Fe(x2|x′)
− Λe(x|x1)Σe(x1|x2)Fe(x2|x′)
+ Λe(x|x1) Ξe(x1|x2)Ge(x′|x2), (66b)
F e(x|x′) = Ωe(x|x′) + Ωe(x|x1)Σe(x1|x2)Ge(x′|x2)
− Ωe(x|x1) Ξe(x1|x2)F e(x2|x′)
+ Λe(x|x1)Σe(x2|x1)F e(x2|x′)
+ Λe(x1|x) Ξe(x1|x2)Ge(x2|x′) (66c)
Here x stands for (x, σ, τ). Double repeated indices im-
ply summation over x and σ and integration over τ . All
quantities in these equations are renormalized functions
containing all diagrammatical contributions to the nor-
mal and anomalous one-electron Green’s functions. The
Fourier representation of the first two equations can be
written as [k = k, iωn]:
Λeσ(−k)
= Geσ(−k)
[
1− Λeσ(−k)Σeσ(−k) + Ω
e
σσ(k) Ξ
e
σσ(k)
]
+ F eσσ(k)
[
Λeσ(−k) Ξσσ(k) + Ω
e
σσ(k)Σ
e
σ(k)
]
, (67a)
Ωeσσ(k)
= F eσσ(k)
[
1− Λeσ(k)Σeσ(k) + Ωeσσ(k) Ξ
e
σσ(k)
]
−Geσ(−k)
[
Ωeσσ(k)Σ
e
σ(−k) + Λeσ(k) Ξeσσ(k)
]
. (67b)
The solutions of these equations are
Geσ(−k) =
1
dσ(k)
{
Λeσ(−k)
− Σeσ(k)
[
Λeσ(k) Λ
e
σ(−k) + Ωeσσ(k)Ω
e
σσ(k)
]}
,
(68a)
F eσσ(k) =
1
dσ(k)
{
Ωeσσ(k)
+ Ξeσσ(k)
[
Λeσ(k) Λ
e
σ(−k) + Ωeσσ(k)Ω
e
σσ(k)
]}
,
(68b)
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FIG. 6: Diagrammatic contributions to the anomalous one-electron propagator in the presence of phonon clouds.
F
e
σσ(k) =
1
dσ(k)
{
Ω
e
σσ(k)
+ Ξ
e
σσ(k)
[
Λeσ(k) Λ
e
σ(−k) + Ωeσσ(k)Ω
e
σσ(k)
]},
(68c)
where
dσ(k) = 1− Λeσ(k)Σeσ(k)− Λeσ(−k)Σeσ(−k)
+ Ωeσσ(k) Ξ
e
σσ(k) + Ω
e
σσ(k) Ξ
e
σσ(k)
+
[
Λeσ(k) Λ
e
σ(−k) + Ωeσσ(k)Ω
e
σσ(k)
]
×
[
Σeσ(k)Σ
e
σ(−k) + Ξeσσ(k) Ξ
e
σσ(k)
]
. (69)
The functions F , Ω and Ξ obey the following symmetry
relations:
F eσσ(k) = −F eσσ(−k), F
e
σσ(k) = −F
e
σσ(−k),
Ωeσσ(k) = −Ωeσσ(−k), Ω
e
σσ(k) = −Ω
e
σσ(−k),
Ξeσσ(k) = −Ξeσσ(−k), Ξ
e
σσ(k) = −Ξ
e
σσ(−k), (70)
and hence,
dσ(k) = dσ(−k). (71)
These equations for the renormalized electron Green’s
functions are exact. Since they do not contain the ex-
ponentially small anomalous phonon-cloud propagator
ϕ(x|x′), superconducting pairing is easier to achieve by
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Σe(x | x
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Ξe(x | x
′) =
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i1 i2
Ξe(x | x
′) =
j1 j2
+ . . .+
. . .+
. . .+
x′xx′x
x x′
x′x
(c)
(b)
(a1) (a2)
FIG. 7: The simplest diagrams contributing to the normal, Σe(x|x
′), and anomalous, Ξe(x|x
′) and Ξe(x|x
′), mass operators.
electrons without phonon clouds but moving in the envi-
ronment of the clouds belonging to other polarons, than
by polarons moving in the same environment. We can
now switch off the superconducting source term, which
means that F 0 and F
0
are identically zero. However,
the functions Ωeσ,σ and Ω
e
σ,σ survive in this limit and
are equal to the order parameters of the superconduct-
ing state, Y eσ,σ and Y
e
σ,σ, respectively.
IV. SOLVABLE LIMITS
The three correlation functions Zeσ, Yeσ,σ and Y eσ,σ
are the infinite sums of diagrams which contain both par-
tially and completely irreducible many-particle Green’s
functions. In order to obtain a closed set of equations
which can be solved (at least numerically), we restrict
ourselves to a class of rather simple diagrams which, how-
ever, contain the most important spin, charge and pairing
correlations.
One way to do this, is to check how the individual dia-
grams are influenced by the phonon fields, for example by
distinguishing the case of moderate coupling, when Eq.
(26) can be used, from the strong-coupling case where
Eq. (25) holds. This helps to eliminate from the di-
agrams the less important ones. For example, in the
strong-coupling limit φ(x|x′) ∝ δx,x′ holds, which allows
to discard all renormalized tunneling matrix elements of
the form t(x′−x)φ(x − x′|0). In this limiting case the
narrowing of the electronic energy band is maximum, i.e.,
its width is equal to zero. Since this extreme case is a bit
unrealistic, we will in the following consider the case of
moderate electron-phonon coupling when also the band
narrowing is moderate and Eq. (26) must be used. After
summing the infinite series of the most important contri-
butions we obtain the result which is shown graphically
in Fig. 8.
It is evident that in this approximation for the cor-
relation functions no closed set of equations is obtained
because of the complicated nature of mass operators. So
we have to simplify the latter quantities of which the
simplest diagrams are depicted in Fig. 7. For the normal
mass operator we will use the contribution (a1) in Fig. 7
which is given by
Σe(x|x′) ≃ t(x− x′)φ(x − x′|0)
≃ t(x− x′) exp(−σ1(x− x′)2/2).
For simplicity we replace in the exponential function the
distance |x − x′| by the lattice constant a being a char-
acteristic length over which the electrons tunnel:
Σe(x|x′) = t˜(x− x′) δ(τ − τ ′)
= t(x− x′) exp(−Wp) δ(τ − τ ′), (72a)
Wp =
1
2σ1a
2. (72b)
This result means that tunneling of phonon-fields leads
to electronic band-narrowing effects by which the bare
energy ε(k) is replaced by ε˜(k) = ε(k)e−Wp . For moder-
ate electron-phonon interaction the quantityWp is about
unity. With respect to the anomalous mass operators, Ξe
and Ξe, we observe that they are smaller than the normal
one and can therefore safely be neglected. This will be
used when expanding the equations close to the super-
conducting transition temperature.
Another approximation is related to a simplification
of the exact Dyson Eqs. (68) by omitting all anomalous
mass operators, which yields [k = (k, iω)]
Ge σ(k) =
i
Deσ(k)
{
Λeσ(k) [1− ε˜(−k) Λeσ(−k)] ,
− ε˜(−k)Y eσσ(k)Y
e
σσ(−k)
}
, (73a)
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′) =
G0 ir
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(x, x′ | j1, j2)G
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FIG. 8: Schematical representation of the renormalization function Zeσ and the superconducting order parameter Yeσ,−σ.
Rectangles with four inner points depict the two-particle completely irreducible Green’s functions G˜0 ir2 or partial cumulant Γ
0
3.
Double lines depict the renormalized one-particle Green’s functions of electron and polaron kind, short-dashed lines stand for
the hopping matrix elements and long-dashed lines represent the direct electron-electron interaction V (i− j).
F eσσ(k) =
Y eσσ(k)
Deσ(k)
, (73b)
Deσ(k) = [1− ε˜(k) Λeσ(k)] [1− ε˜(−k) Λeσ(−k)] ,
+ ε˜(k) ε˜(−k)Y eσσ(k)Y
e
σσ(−k), (73c)
Λeσ(k) = G
0
σ(k) + Ze σ(k). (73d)
These equations are identical in form with the Dyson
equations for polaron superconductivity mediated by op-
tical phonons17. The difference to the previous work is
related to the appearance of the renormalized energy ε˜(k)
and new correlation functions shown in Fig. 8. These
irreducible functions depicted by rectangles are on-site
quantities with equal site indices. Hence, all right-hand
parts in Fig. 8 are proportional to δx,x′ meaning that
Ze σσ and Ye σσ are also local functions and correspond-
ing Fourier representations to be independent of the po-
laron momentum k. In the diagrams x and i1 stand for
(x, σ, τ), and (i1, σ1.τ1), respectively, whereby summa-
tion over i1, j1, i2, j2 and σ1, σ2 and integration over τ1
and τ2 is assumed. These quantities have the following
analytical structure:
Ze(x, σ, τ |x′, σ′, τ ′) = − 12δx,x′
∑
j
V 2(x− j)
×
∫ β
0
dτ1dτ2 Γ3(σ, τ ;σ
′, τ ′|τ1, τ2)n2c − δx,x′
×
∑
σ1,σ2
∑
ij
∫ β
0
dτ1dτ2G
0 ir
2 [σ, τ ;σ1, τ1|σ2, τ2;σ′, τ ′]
× t˜(j − x) t˜(x− i)Ge(i, σ2, τ2|j, σ1, τ1)− δx,x′
×
∑
σ1,σ2
∑
ij
∫ β
0
dτ1dτ2G
0 ir
2 [σ, τ ;σ1, τ1|σ2, τ2;σ′, τ ′]
× t(j − x) t(x − i)φ(0|τ1 − τ2)Gp(i, σ2, τ2|j, σ1, τ1),
(74)
Y e(x, σ, τ |x′,−σ′, τ ′) = − 12δx,x′
∑
σ1,σ2
∑
i1,i2
∫ β
0
dτ1dτ2
×G0 ir2 [σ, τ ;−σ′, τ ′|σ1, τ1;σ2, τ2] t˜(x− i1) t˜(x− i2)
× F e(i1, σ1, τ1|i2, σ2, τ2)− 12δx,x′
×
∑
σ1,σ2
∑
i1i2
G0 ir2 [σ, τ ;−σ′, τ ′|σ1, τ1;σ2, τ2] t˜(x− i1)
× t˜(x− i2)F e(i1, σ1, τ1|i2, σ2, τ2)φ(0|τ1 − τ2)
× φ(0|τ2 − τ1), (75)
and corresponding Eq. for Y −σ,σ. Since Eqs. (74) and
(75) are the result of summing an infinite series of dia-
grams, the thin lined representing one-particle propaga-
tors are replaced by full normal electron (Ge) and po-
laron (Gp) and anomalous (Fe) functions. Fourier trans-
formation of these quantities leads in case of spin-singlet
channel of superconductivity to
Ze σ(iω) = − 12V2n2c Γσσ(iω)−
1
βN
∑
ω1,k,σ1
[ε˜(k)]2
×Geσ1,σ1(k|iω1) G˜0 ir2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω]
− 1
Nβ2
∑
k,ω1,Ω1
ε2(k)Gpσ1,σ1(k|i(ω1 +Ω1))φ(iΩ1)
16
× G˜0 ir2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω], (76)
Yeσ,−σ(iω) = − 1
2βN
∑
k,ω1,σ1
ε˜(k) ε˜(−k)Feσ1,−σ1(k|iω1)
× G˜0 ir2 [σ, iω;−σ,−iω|σ1, iω1;−σ1,−iω1]
− 1
2N
∑
σ1,k
1
β3
∑
ω1Ω1Ω2
ε˜(k) ε˜(−k)
× Feσ1,−σ1(k|i(ω1−Ω1 +Ω2))φ(iΩ1)φ(iΩ2)
× G˜0 ir2 [σ, iω;−σ,−iω|σ1, iω1;−σ1,−iω1], (77)
where
V2 =
1
N
∑
k
|V (k)|2, (78a)
Γσ,σ′(τ − τ ′) ≡
∫ β
0
dτ1dτ2 Γ3(σ, τ ;σ
′τ ′|τ1, τ2), (78b)
G˜0 ir2 [σ1, iω1;σ2, iω2|σ3, iω3;σ4, iω4]
= β δ(ω1 + ω2 − ω3 − ω4)
× G˜0 ir2 [σ1, iω1;σ2, iω2|σ3, iω3;σ4, i(ω1 + ω2 − ω3)].
(78c)
From Eq. (76) for Ze(iω) we obtain the following expres-
sion for Λe(iω),
Λeσ(iω) = G
0
σ(iω)− 12V2n2c Γσ,σ(iω)−
1
βN
∑
ω1,k,σ1
[ε˜(k)]2
×Geσ(k|iω1) G˜0 ir2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω]
− 1
N
∑
k,σ1
1
β2
∑
ω1Ω1
ε2(k)Gpσ(k|i(ω1 +Ω1))φ(iΩ1)
× G˜0 ir2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω]. (79)
Here, the renormalized and unrenormalized tunneling
matrix elements accompany the electron and polaron
propagation, respectively. Equations (77) and (79) to-
gether with the expressions for the one-particle Green’s
functions and the definitions of the irreducible Green’s
functions in Eq. (50) and Kubo cumulants in (55) de-
termine completely the properties of the superconduct-
ing phase and allow to discuss the influence of strong
electron-phonon interaction.
The three irreducible two-particle Green’s functions al-
ready calculated (see Eqs. (5-7) in Ref. 13) are given by
G˜0 ir2 [σ, iω;σ, iω1|σ, iω1;σ, iω] =
βU2[1− δω,ω1 ](1 + eβµ)(eβµ + eβ(2µ−U))
Z20 λ(iω)λ(iω)λ(iω1)λ(iω1)
, (80a)
G˜0 ir2 [σ, iω;σ, iω1|σ, iω1;σ, iω] =
U
Z0
{
βUe2βµ(e−βU − 1)
Z0 λ(iω)λ(iω)λ(iω1)λ(iω1)
− βUe
βµδω,ω1
λ(iω)λ(iω)λ(iω1)λ(iω1)
− (e
β(2µ−U) − 1)[λ(iω) + λ(iω1)]
[λ(iω) + λ(iω1)]λ
2
(iω)λ
2
(iω1)
− (1 + eβµ)
[
1
λ(iω)λ(iω)
×
(
1
λ2(iω1)
+
1
λ
2
(iω1)
)
+
1
λ(iω1)λ(iω1)
×
(
1
λ2(iω)
+
1
λ
2
(iω)
)
− 2
λ(iω)λ(iω)λ(iω1)λ(iω1)
]}
, (80b)
G˜0 ir2 [σ, iω;σ,−iω|σ, iω1;σ,−iω1] =
U
Z0
{
βU
[µ2 − (iω)2][(µ− U)2 − (iω)2]
×
[
δω+ω1,0 e
βµ + δω−ω1,0
e2βµ
Z0
(1− e−βU )
]
+
(
1 +
U
2µ− U
)
(1 + eβµ)
[µ2 − (iω)2][µ2 − (iω1)2]
+
(
1− U
2µ− U
)
eβµ + e−β(U−2µ)
[(µ− U)2 − (iω)2][(µ− U)2 − (iω1)2]
}
, (80c)
where δω,ω1 is the Kronecker symbol for Matsubara fre-
quencies and
Z0 = 1 + 2e
βµ + eβ(2µ−U),
λ(iω) = iω + µ, λ(iω) = iω + µ− U, σ = −σ. (81)
For the present study µ and U in Eqs. (80a-c) and
(81) are the renormalized quantities of Eq. (13). The
fore-standing equations are generalized Eliashberg equa-
tions of strong-coupling superconductivity for the case
that strong electron correlations have been taken into ac-
count in a self-consistent way. In spite of the approxima-
tions involved the equations are rather complicated. In
order to gain further insight into the physics behind Eqs.
(77) and (79), we will linearize the equations in terms of
the order parameter Yσ,σ, but not in terms of Λσ. Then
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the critical temperature Tc of the superconducting tran- sition can be obtained from
Yeσ,σ(iω) = − 1
βN
∑
k,ω1
ε˜(k) ε˜(−k)Yeσ,σ(iω1)G˜0 ir2 [σ, iω;σ,−iω|σ, iω1;σ,−iω1]
[1− ε˜(k) Λeσ(iω1)][1 − ε˜(−k) Λeσ(−iω1)]
− 1
βN
∑
k,ω1
1
β2
∑
Ω1,Ω2
ε˜(k) ε˜(−k)Yeσ,σ(i(ω1 − Ω1 +Ω2))φ(iΩ1)φ(iΩ2) G˜0 ir2 [σ, iω;σ,−iω|σ, iω1;σ,−iω1]
[1− ε˜(k) Λeσ(iω1 − iΩ1 + iΩ2)][1− ε˜(−k) Λeσ(−iω1 + iΩ1 − iΩ2)] ,
(82)
Λeσ(iω) = G
0
σ(iω)− 12V2n2c Γσ,σ(iω)−
1
βN
∑
k,ω1,σ1
[ε˜(k)]2Λeσ1(iω1) G˜
0 ir
2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω]
1− ε˜(k) Λeσ1 (iω)
− 1
β2N
∑
k,ω1,Ω1,σ1
ε2(k) Λpσ1 (iω1 + iΩ1)φ(iΩ1)
1− ε˜(k) Λpσ1(iω)
G˜0 ir2 [σ, iω;σ1, iω1|σ1, iω1;σ, iω]. (83)
In order to determine Tc it is necessary to solve Eq. (83)
for Λeσ(iω) and to insert it into Eq. (82). The next our
approximation is the omitting in the right-hand part of
eq.(83) of the polaron function Λp,σ.The reason for such
approximation is the presence in this term of the phonon
-cloud propagator φ(iΩ1) which makes the appearance in
the denominator of large quantity ωc. Since ωc is larger
than other typical energies involved, the term under dis-
cussion is at moderate coupling strength smaller than all
other terms in Eq. (83) and can therefore be omitted,
which leaves
Λeσ(iω) = G
V
σ (iω)
− 1
βN
∑
k,ω1
[ε˜(k)]2Λe(iω1) G˜
0 ir
2 [σ, iω;σ, iω1|σ, iω1;σ, iω]
1− ε˜(k) Λeσ(iω)
− 1
βN
∑
k,ω1
[ε˜(k)]2Λeσ(iω1) G˜
0 ir
2 [σ, iω;σ, iω1|σ, iω1;σ, iω]
1− ε˜(k) Λeσ(iω) ,
(84)
where
GVσ (iω) = G
0
σ(iω)− 12V2n2c Γσ,σ(iω). (85)
Equation (84) is identical with the corresponding
equation for the single band Hubbard model without
phonons10 if we replace in Eq. (84) the renormalized
quantities µ, U , ε˜(k) and GVσ (iω) by the initial quan-
tities µ0, U0 and ε(k). This means that we have re-
duced the investigation of superconductivity in frame of
the Hubbard-Holstein model to the analogical problem
with respect to the single band Hubbard model.
It is instructive to analyze the contributions from the
two spin channels by considering the quantities
χ+(iω) =
1
βN
∑
ω1
∑
k
[ε˜(k)]2Λeσ(iω1)
1− ε˜(k) Λeσ(iω1)
× G˜0 ir2 [σ, iω;σ, iω1|σ, iω1;σ, iω], (86a)
χ−iω) =
1
βN
∑
ω1
∑
k
[ε˜(k)]2Λeσ(iω1)
1− ε˜(k) Λeσ(iω1)
× G˜0 ir2 [σ, iω;σ, iω1|σ, iω1;σ, iω], (86b)
and using the notation
φeσ(iω) =
1
N
∑
k
[ε˜(k)]2Λeσ(iω
1− ε˜(k) Λeσ(iω)
=
1
N
∑
k
ε˜(k)
1− ε˜(k) Λeσ(iω) . (87)
Here it is assumed that ε(k) = ε(−k) holds with∑
k ε(k) = 0. We replace sums by integrals,
1
N
∑
k
=
∫
dε˜ ρ0(ε˜), (88)
ρ0(ε˜) =
4
πW˜
√
1−
(
2ε˜/W˜
)2
×
{
1, |ε˜| ≤ W˜/2
0, |ε˜| > W˜/2 .
(89)
W˜ is the renormalized band width W˜ = We−Wp and ρ0
the semielliptic model density of states. Since we do not
consider magnetic solutions, the spin index can be omit-
ted. Making use of (80a-b) for the irreducible functions
we obtain
χ+(iω) =
βU2(1 + eβµ)(eβµ + eβ(2µ−U))
Z20 λ(iω)λ(iω)
×
[
φ− φ
e
σ(iω)
βλ(iω)λ(iω)
]
, (90a)
χ−(iω) =
U
Z0
{
− 2(µ− U)(e
β(2µ−U) − 1)φeσ(−iω)
β(2µ− U)[λ(iω)λ(iω)]2
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− U e
βµφeσ(iω) + (1 + e
βµ)Uφ
[λ(iω)λ(iω)]2
+
[
βUe2βµ(e−βU − 1)φ
Z0
− (1 + eβµ)(φ1 + 2φ)
]
× 1
λ(iω)λ(iω)
− (e
β(2µ−U) − 1)γ0(iω)
λ
2
(iω)
}
, (90b)
where
φ =
1
β
∑
ω1
φeσ(iω1)
λ(iω1)λ(iω1)
, (91a)
φ1 =
1
β
∑
ω1
φeσ(iω1)
(
1
λ(iω1)
− 1
λ(iω1)
)2
=
U2
β
∑
ω1
φeσ(iω1)
[λ(iω1)λ(iω1)]2
, (91b)
γ0(iω) =
1
β
∑
ω1
λ(iω1) + λ(iω)
λ(iω1) + λ(iω)
ψω+ω1,0 φ
e
σ(iω1)
λ
2
(iω1)
, (91c)
and ψω+ω1,0 = 1 − δω+ω1,0. In case of half filling when
µ = U/2, λ(iω) = iω+µ, λ(iω) = iω−µ, we have the an-
tisymmetry property, φe(−iω) = −φe(iω), and therefore
φ = φ1 = 0. Furthermore, we find at half filling,
χ+(iω) = − µ
2φe(iω)
[(iω)2 − µ2]2 , (92a)
χ−(iω) = − 2µ
2φe(iω)
[(iω)2 − µ2]2 = 2χ+(iω), (92b)
and therefore Eq. (84) is equal to
χ+(iω) + χ−(iω) = 3χ+(iω). (93)
Away from half filling we will for simplicity omit the
contribution of the anti-parallel spin channel in Eq. (84)
and introduce instead a correction factor fs, which is
three at half filling and different from three at general
filling. The final equation to be investigated is then
Λeσ(iω) = G
V
σ (iω)
− fs
βN
∑
k,ω1
[ε˜(k)]2Λe(iω1)
1− ε˜(k) Λeσ(iω)
× G˜0 ir2 [σ, iω;σ, iω1|σ, iω1;σ, iω]. (94)
Further simplifications can be made regarding Eq. (82)
for the critical temperature. We note that the main con-
tribution to the last term results from the minimum val-
ues of frequency difference Ω1 − Ω2. When Ω1 = Ω2 we
get after summing over Ω1:
1
β2
∑
Ω1
[φ(iΩ1)]
2 =
1
βωc
coth 12βωc +
1
2 sinh2 12βωc
, (95)
so that
fc = 1 +
1
βωc
coth 12βωc +
1
2 sinh2 12βωc
(96)
can be used as a common factor in the remaining function
for the superconducting order parameter, which is
Yeσ,σ(iω) = − fc
βN
∑
k,ω1
ε˜(k) ε˜(−k)Yeσ,σ(iω1) G˜0 ir2 [σ, iω;σ,−iω|σ, iω1;σ,−iω1]
[1− ε˜(k) Λeσ(iω1)][1− ε˜(−k) Λeσ(−iω1)] . (97)
In order to solve Eq. (97) for Tc, we introduce a new
function,
φsc(iω) =
1
N
∑
k
ε˜(k) ε˜(−k)
[1 − ε˜(k) Λeσ(iω)][1− ε˜(−k) Λeσ(−iω)]
=
φe(iω)− φe(−iω)
Λeσ(iω)− Λeσ(−iω) , (98)
which allows to rewrite Eq. (97) in the form
Yeσ,σ(iω) = −fc
β
∑
ω1
φsc(iω1)Yeσ,σ(iω1)
× G˜0 ir2 [σ, iω;σ,−iω|σ, iω1;σ,−iω1]. (99)
Using furthermore
ψ1 =
1
β
∑
ω
φsc(iω)Yeσ,σ(iω)
µ2 − (iω)2 , (100a)
ψ2 =
1
β
∑
ω
φsc(iω)Yeσ,σ(iω)
(µ− U)2 − (iω)2 , (100b)
ζ =
U2fc
Z0
{
eβµ +
e2βµ(1 − e−βU)
Z0
}
, (100c)
Q(iω) = 1 +
ζφsc(iω)
[µ2 − (iω)2][(µ− U)2 − iω)2] , (100d)
allows to obtain the solution:
Yeσ,σ(iω) = −Ufc
Z0
[1 + U/(2µ− U)](1 + eβµ)ψ1
Q(iω) [µ2 − (iω)2]
−−Ufc
Z0
[1− U/(2µ− U)](eβµ + eβ(2µ−U))ψ2
Q(iω) [(µ− U)2 − (iω)2] ,
(101)
where symmetry properties of Yeσ,σ(iω) and φ
sc(iω),
φsc(−iω) = φsc(iω), Yσ,σ(−iω) = Yσ,σ(iω). (102)
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has been used. The two constants ψ1 and ψ2 are deter-
mined from the following system of equations,
ψ1
[
1 +
η11fc
Z0
(
1 +
U
2µ− U
)(
1 + eβµ
)]
+ ψ2
η12fc
Z0
(
1− U
2µ− U
)(
eβµ + eβ(2µ−U)
)
= 0,
ψ2
[
1 +
η22fc
Z0
(
1− U
2µ− U
)(
eβµ + eβ(2µ−U)
)]
+ ψ1
η12fc
Z0
(
1 +
U
2µ− U
)(
1 + eβµ
)
= 0, (103)
Where ηij are given by the summations of
η11 =
U
β
∑
ω
φsc(iω)
Q(iω) [µ2 − (iω)2]2 ,
η12 =
U
β
∑
ω
φsc(iω)
Q(iω) [µ2 − (iω)2][(µ− U)2 − (iω)2] ,
η22 =
U
β
∑
ω
φsc(iω)
Q(iω) [(µ− U)2 − (iω)2]2 . (104)
The critical temperature is then obtained by setting
T = Tc in the equation:[
1 +
η11fc
Z0
(
1 +
U
2µ− U
)(
1 + eβµ
)]
×
[
1 +
η22fc
Z0
(
1− U
2µ− U
)(
eβµ + eβ(2µ−U)
)]
−
(
η12f
2
c
Z0
)2(
1− U
2
(2µ− U)2
)(
eβµ + eβ(2µ−U)
)
× (1 + eβµ) = 0. (105)
Equation (105) is invariant under the particle-hole trans-
formation,
nσ → 1− nσ,
µ→ −µ+ U,
2µ− U → −(2µ− U),
Z0(µ)→ Z0(µ) exp[β(U − 2µ)]. (106)
V. METALLIC, INSULATING AND
SUPERCONDUCTING PHASES
In order to obtain a better understanding of the prop-
erties of the main equations, we will first check whether
the normal state determined by Eq. (94) is metallic or di-
electric. This can be done by analyzing the renormalized
density of states, ρ(E), which is given by
ρ(E) = − 1
π
Im g(E + i0+), (107a)
g(iωn) =
1
N
∑
k
Λ(iωn)
1− ε˜(k) Λ(iωn) , (107b)
where Λ(iωn) has to be calculated from Eq. (94). The in-
tegration over k is again done by using the semielliptical
form of model density of states in Eq. (89). This gives
for the quantities (87) and (107b) the following result27:
φe(iω) = 12W˜ϕ
e(iω), (108a)
ϕe(iω) = (1 − [1− Λ˜2(iω)]1/2)2/Λ˜3(iω), (108b)
g(iω) = (4/W˜ ) (1 − [1− Λ˜2(iω)]1/2)/Λ˜(iω), (109a)
Λ˜(iω) = 12W˜Λ(iω), (109b)
yielding for the renormalized density of states (DOS) in
Eq. (107a)
ρ(E) ≡ 4 r(E)
πW˜
= − 4
πW˜
Im
1−
√
1− Λ˜2(E)
Λ˜(E)
, (110)
where Λ˜(E) is the analytical continuation of Λ˜(iωn).
We now address Eq. (94) which determines the normal
state of the system. By Using (90a) and (108) we rewrite
it in the form:
Λ˜(iω) = 12W˜G
V (iω)− 12fsW˜χ+(iω), (111)
with χ+(iω) given by Eq. (90a). In the limit E → 0 Eq.
(111) becomes
Λ˜
[
1− a
2
Λ˜4
(
1−
√
1− Λ˜2
)2]
= b, (112)
where Λ˜ = Λ˜(E + iδ) for E = 0. The two parameters a
and b and the function GV (0) are given by
a2 = 14fsW˜
2 U
2(1 + eβµ)(eβµ + eβ(2µ−U))
Z20µ
2(µ− U)2 , (113a)
b = 12W˜G
V (0)− 12fs
× βW˜U
2(1 + eβµ)(eβµ + eβ(2µ−U))φ
µ(µ− U)Z20
, (113b)
GV (0) =
1− nσ
µ
+
nσ
µ− U
− n
2c V2β
µ˜2
(
1 +
βµ
1 + eβµ
)
(1− n), (113c)
n = 2nσ, (113d)
with φ given by Eq. (91). The first term in Eq. (113c) is
the value of the local one-particle Green’s function of the
Hubbard model for E = 0 while the second term is the
corresponding contribution from the intersite Coulomb
interaction discussed in Appendix B, see (B16).
Equation (112) has been discussed for the simpler case
of half filling when b = 0 in Refs. 17 and 27. Away from
half filling we have n 6= 1, µ 6= U/2 and b 6= 0. As
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Eq. (113a-b) show, the parameters a and b depend on
chemical potential µ, strong-coupling parameter U and
mean electron number per lattice site n. Moreover, b
depends on the intersite Coulomb repulsion. Although
parameters a and b are not independent of each other,
we first try to get information in case that b = 0, i.e., for
φ = GV (ν) = 0, which holds for Λ(−iω) = −Λ(iω). In
the half-filled band case when µ = U/2 and n = 1, the
quantity a is equal to
a =
√
fs W˜/U, fs = 3. (114)
The equality b=0 allows to determine Λ in Eq. (112) from
a simpler relation,[
1− a
(
1−
√
1− Λ˜2
Λ˜2
)][
1 + a
(
1−
√
1− Λ˜2
Λ˜2
)]
= 0.
(115)
For a > 1 the first factor gives Λ˜2 = a(2− a) and hence,
Λ˜ = ±
√
a (2− a), a < 2, (116a)
Λ˜ = ±i
√
a (a− 2), a > 2. (116b)
By inserting these solutions in Eq. (109) for the renor-
malized DOS we obtain results different from zero only
for the expression with lower sign in Eq. (116b), i.e., for
a > 2. Hence we obtain a metallic state at half filling only
if the Coulomb interaction is less than a critical value8,
U < Uc, Uc =
1
2
√
3 W˜ . (117)
In this case there is no gap at the Fermi level and the
renormalized DOS becomes (a > 2)
ρ(0) = 4/(πW˜ ) r(0), r(0) =
√
(a− 2)/a. (118)
The insulating (dielectric) phase exists if the inverse con-
dition holds, a < 2, U > Uc, leading to the opening of an
energy gap at the Fermi level.
Away from half filling, for a > 2 and b sufficiently
small, the solution of Eq. (112) can be obtained from a
series expansion in powers of b,
Λ˜b = Λ˜ +
(a− 1)b
2(a− 2) +
(a2 − 5a+ 3)b2
8Λ˜(a− 1)(a− 2)2
+ . . . (119)
where Λ˜ is given by Eq. (116) in zero-order approxima-
tion. This leads to
r(0) =
√
a− 2
a
+
(2a3 − 8a2 + 12a− 5)b2
8a3/2(a− 1)2(a− 2)5/2 . . . (120)
This result shows that not b but b/(a − 2) should be
taken as expansion parameter. Therefore the expansion
is not correct very close to a = 2. Another peculiarity of
Eq. (120) is its even character in b, which follows from
the fact that in the solution of Eq. (112), Λ˜, changes
sign when the sign of b is changed. Therefore, if we have
the solutions Λ1± iΛ2 of Eq. (112), then correspondingly
−Λ1 ∓ iΛ2 are solutions for b < 0. The different signs of
the real parts do not matter since Eq. (110) depends only
on the absolute value of Λ1. The numerical investigation
shows that for a > 2 the role of b is not decisive, i.e.,
the system remains metallic. However, in the range 0 <
a < 2, for which the system is insulating when b = 0, the
influence of b is decisive because there exists a critical
value, bc(a) ≈ 1 − a/2, such that the system is metallic
for |b| > bc and insulating for |b| < bc. Note that the
parameters a and b are not independent each other and
therefore such extremal parameter values as a small and
b large or vice versa are not admitted by their definition
(eq.113).
The metallic state exists for low and high band filling
(small and large values of µ) and near half filling, (µ ≃
U/2), provided that U < Uc. The physical role of b is
to enhance in each case the tendency towards metalicity.
There is also the case of reappearance of the metallic
phase for a < 2 and |b| > bc(a). The variation of bc(a) is
shown in Fig. 9.
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FIG. 9: Variation of the critical parmaeter bc(a) in the range
0 < a < 2. For |b| > bc is the system metallic while it is
insulating for |b| < bc. For a > 2 the system is metallic
regardless of the value of b.
We discuss now the superconducting phase transition
with Tc obtained from Eq. (105). In order to gain some
insight we need to simplify φsc(iω) from Eq. (98). In the
asymptotic limit |ω| → ∞ this quantity is equal to
φsc(iω)→ 14 (W˜ /2)2, (121)
whereas in the low-energy limit E → 0 required here, we
obtain from Eqs. (90a) and (111) the value
φsc(E + iδ)→ φsc = (1/a)2 (W˜/2)2. (122)
The two limits coincide for a = 2. Really we are inter-
ested mainly in the low energy limit (eq.122). Because
of the fast convergence of the sums in Eq. (104) which
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contain φsc(iω) and which determine the parameters ηij
of Eq. (105), we can rewrite ηij as
η11 =
Uφsc
β
∑
ω
(d2 − z2)
Q1(z)(c2 − z2)
= Uφsc[I1 + I2(c
2 − d2)], (123a)
η22 =
Uφsc
β
∑
ω
(c2 − z2)
Q1(z)(d2 − z2)
= Uφsc[I1 − I3(c2 − d2)], (123b)
η12 =
Uφsc
β
∑
ω
1
Q1(z)
= UφscI1, (123c)
where
I1 =
1
β
∑
ω
1
Q1(z)
, (124a)
I2 =
1
β
∑
ω
1
Q1(z), (z2 − c2) , (124b)
I3 =
1
β
∑
ω
1
Q1(z)(z2 − d2) , (124c)
Q1(z) = (z
2 − c2)(z2 − d2) + ζφsc, (124d)
and
ζφsc =
fcµ
2(µ− U)2[Z0eβµ + e2βµ(1− e−βU )]
fs(eβµ + 1)(eβµ + eβ(2µ−U))
,
c2 = µ2, d2 = (µ− U)2, z = iωn. (125)
In case that U > 0 the quantity ζφsc ≡ γ4 is positive.
In the other case of very strong electron-phonon interac-
tion we have U < 0. In this case we will use the notation
ζφsc = −θ4 (with negative ζ). Although U < 0 seems
not to be the generic case, we believe that in the metallic
phase in case of strong electron-phonon interaction an ef-
fective attractive interaction is possible, because the local
and intersite Coulomb interaction can be largely screened
by the electron-ion interaction. However, calculation of
self-consistent screening in not the aim of this paper. We
just require charge neutrality and take U as a parameter
which allows to discuss the case of effective repulsive as
well as attractive interactions. We first discuss the case
U > 0 and then U < 0.
The sums in In have been evaluated by contour inte-
gration with the help of Poisson’s formula, see Eq. (C2).
For the case γ4 ≥ (c2 − d2)2/4 we obtain the following
equation which determines Tc:
0 = 1 +
fcUφ
sc
2γ4
√
γ4 + c2d2
{
2γ4 − (c2 − d2)2√
4γ4 − (c2 − d2)2
[
1 +
U(1− eβ(2µ−U))
Z0(2µ− U)
]
α2 sinhβα1 − α1 sinβα2
coshβα1 + cosβα2
+
[
U +
(2µ− U)(1− eβ(2µ−U))
Z0
]
U [α1 sinhβα1 + α2 sinβα2]
coshβα1 + cosβα2
+
[
tanh 12βd
dZ0
(µ− U)(eβµ + eβ(2µ−U))− µ tanh
1
2βc
cZ0
(1 + eβµ)
]
2U
√
γ4 + c2d2
}
+ f2c
U2µ(µ− U)(Uφsc)2(1 + eβµ)(eβµ + eβ(2µ−U))
γ8Z20
√
γ4 + c2d2
{
2γ4 − (c2 − d2)2√
4γ4 − (c2 − d2)2
1
(c2 − d2)
×
(
tanh 12βd
d
− tanh
1
2βd
c
)
α2 sinhβα1 − α1 sinβα2
coshβα1 + cosβα2
− sinh
2 βα1 + sin
2 βα2
[coshβα1 + cosβα2]2
−
√
γ4 + c2d2
tanh 12βd
d
tanh 12βd
c
+
(
tanh 12βd
d
+
tanh 12βd
c
)
α1 sinhβα1 + α2 sinβα2
coshβα1 + cosβα2
}
, (126)
where the parameters α1 and α2 are given by Eq. (C3).
For the special case of half filling when µ = U/2 > 0 and
c2 = d2 = µ2 = (U/2)2, φsc = 13µ
2,
γ4 = fc
µ4(eβµ − 13 )
eβµ + 1
> 0, (127)
Eq. (126) is of simpler form,
0 = 1 +
fcµ
5
3γ4
√
γ4 + µ4
{
γ2
µ2
(
1− βµ
eβµ + 1
)
α2 sinhβα1 − α1 sinβα2
coshβα1 + cosβα2
+ 4
α1 sinhβα1 + α2 sinβα2
coshβα1 + cosβα2
22
− 4
µ
√
γ4 + µ4 tanh 12βµ
}
+
4f2c µ
10
9γ8
√
γ4 + µ4
{
sinh2 βα1 + sin
2 βα2
[coshβα1 + cosβα2]2
+
√
γ4 + µ4
µ2
tanh2 12βµ
+
γ2
2µ
(
d
dµ
tanh 12βµ
µ
)
α2 sinhβα1 − α1 sinβα2
coshβα1 + cosβα2
− 2
µ
tanh 12βµ
α1 sinhβα1 + α2 sinβα2
coshβα1 + cosβα2
}
, (128)
where
α 1
2
=
1√
2
(√
γ4 ± µ4 + µ2
)1/2
, (129)
If we consider at half filling in addition βµ ≫ 1 and
βωc ≫ 1 we get γ4 = µ4 and fc = 1 and instead of Eq.
(129) we obtain
α 1
2
=
µ√
2
(√
2± 1
)1/2
, (130)
and Eq. (128) for T = Tc becomes
βµe−βµ + 1 + 2
√√
2 + 1
(
1 + 2
√
2 + 2
√√
2 + 1
)
= 0,
(131)
which can not be fulfilled. This shows that for the half-
filled band case and positive renormalized Coulomb in-
teraction s-wave superconductivity is not favored. This
may change for d -wave superconductivity, which would
be a technically more demanding investigation in view of
our expansion around the atomic limit, because of the
explicit k dependence of the order parameter, which has
to be retained in case of d -wave superconductivity.
In the following we will discuss the opposite case, i.e.,
ζφsc ≤ (c2 − d2)2/4, which includes the possibility to
consider the negative values of ζ and hence ζφsc = −θ4 <
0. This case corresponds to U < 0. The corresponding
equation for Tc is then
0 = 1− fcUφ
sc
4θ4
{
(c2 − d2)2 + 2θ4√
(c2 − d2)2 + 4θ4
(
1− U(e
β(2µ−U) − 1)
Z0(2µ− U)
)(
tanh 12βz1
z1
tanh 12βz2
z2
)
+ U
(
U +
(2µ− U)(1 − eβ(2µ−U))
Z0
)(
tanh 12βz1
z1
+
tanh 12βz2
z2
)
+ 4U
(
(µ− U) tanh
1
2βd
d
(eβµ + eβ(2µ−U))
Z0
− µ tanh 12βc
c
(1 + eβµ)
Z0
)}
+
f2cU
4µ(µ− U)(φsc)2(1 + eβµ)(eβµ + eβ(2µ−U))
2θ8Z20
{(
tanh 12βc
c
+
tanh 12βd
d
)(
tanh 12βz1
z1
+
tanh 12βz2
z2
)
− 2
(
tanh 12βz1
z1
tanh 12βz2
z2
+
tanh 12βc
c
tanh 12βd
d
)
− 1
(c2 − d2)
×
(
tanh 12βc
c
− tanh
1
2βd
d
)(
tanh 12βz1
z1
− tanh
1
2βz2
z2
)
(c2 − d2)2 + 2θ4√
(c2 − d2)2 + 4θ4
}
, (132)
where
z 1
2
=
1√
2
(
c2 + d2 ±
√
(c2 − d2)2 + 4θ4
)1/2
. (133)
For half filling, U < 0 and θ4 < c2d2t we have
ζφsc = −θ4 = − 13fc µ4
1− 3e−β|U|/2
1 + e−β|U|/2
(134)
for sufficiently large |U |, i.e., ln |Uβ| > ln 9.
In case of very small θ values corresponding to the
condition
lnβ|µ| = ln(β 12 |U |) ≥ ln 3 (135)
Eq. (132) simplifies to (θ → 0) ,
1− fcµφsc
{
A1
(
1− βµ
1 + eβµ
)
+ 4µ2A2
}
− 4f2c µ6(φsc)2(A1A3 −A22) = 0, (136)
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where
An =
1
n!
dn
(dµ2)n
(
tanh 12βµ
µ
)
. (137)
Because β|µ| is assumed to be larger than 3, the coef-
ficients in Eq. (137) can be approximated by
A1 ≃ − 1
2|µ|3 , A2 ≃
3
8|µ|5 , A3 ≃ −
5
16|µ|7 (138)
allowing to replace Eq. (136) by
1 +
fc
3
− f
2
c
144
− fc
6
β|µ| = 0. (139)
For negative chemical potential, µ < 0, and fc = 1 +
1/(βωc) the equation for the critical temperature has the
simple form:
t3 − 46t2 + (24y − 191)t+ 24y = 0, (140)
with
t =
kBTc
ωc
, y =
|µ|
ωc
, (141)
yielding for small t the solution,
t ≃ y
1− y −
46
191
y2
(1− y)3 , (142)
where
y =
24
191
y, (143)
with the requirement that y ≪ 1 is fulfilled. In the sim-
plest approximation Tc is of the order,
kBTc ≃ 24
191
|µ|, (144)
showing that Tc is proportional to the renormalized
chemical potential in Eq. (14) and increases linearly with
increasing strength of the electron-phonon coupling pa-
rameter.
VI. CONCLUSIONS
The interaction of correlated electrons and acousti-
cal phonons has been discussed by using the canonical
transformation of Lang-Firsov which results in mobile
polarons consisting of electrons surrounded by the acous-
tical phonon fields (clouds). A kind of generalized Wick’s
theorem is used to handle the strong Coulomb repulsion
between the electrons emerged into the see of phonon
fields.
In the strong-coupling limit of the electron-phonon in-
teraction chronological thermodynamic averages of prod-
ucts of acoustical phonon-field operators are expressed
by averages of one-cloud operators. For the normal one-
cloud propagator the Lorentzian form in Eq. (25) while
for anomalous one the Gaussian form in Eq. (28) has been
found. Because the latter propagator is considerably
smaller than the first one, we find that the anomalous
electronic Green’s functions are more important than the
corresponding polaronic functions. So the superconduct-
ing phase transition is determined as usual by the appear-
ance of electronic Cooper pairs, i.e., the pairing of elec-
trons without phonons-clouds is easier to achieve than
the paring of polarons with such clouds.
For the system of renormalized electronic Green’s func-
tions in Eq. (64) the diagrammatical structure is ana-
lyzed and the Dyson equations have been derived, see
Eqs. (66-69). Besides the full Green’s functions the equa-
tions contain also three correlation functions and three
mass operators. These quantities have been calculated
by summing infinite series of diagrams after performing
appropriate approximations of Eq. (68). Resulting Eqs.
(77) and (79) for the superconducting state are then lin-
earized in terms of the order parameter Yσ,σ leading to
the final Eq. (105) which determines the superconducting
transition temperature Tc, which is invariant with respect
to particle-hole transformation. Further analysis shows
that the problem of superconductivity in the frame of the
Hubbard-Holstein model is analogous to the discussion of
superconductivity in the frame of the single band Hub-
bard model with appropriately renormalized paramaters.
For further discussion the normal state properties
given by Eq. (94) are investigated with respect to the
metal-insulator transition. For half filling, i.e., one elec-
tron per lattice site and µ = U/2, the model yields a
metallic state provided the renormalized value of U is
smaller than
√
3/2W˜ , where W˜ is the electron energy
band width, which is narrowed by the effect of the phonon
fields, see Eqs. (112) and (115). The second parameter
b in Eq. (112) determines the deviation from half-filling.
It has been shown that away from half filling a metal-
lic state is favored for U >
√
3/2W˜ and b larger than a
critical value bc.
The search for superconductivity has then been per-
formed on the basis of Eq. (105) for s-wave supercon-
ductivity for two cases. In the first case, at half filling,
(µ = U/2) with positive U , Eq. (105) has been reduced
to Eq. (131), which has no solution. In the second case of
negative U the non-trivial solution in Eq. (144) has been
found. As mentioned before, in a real solid with corre-
lated electrons the quantity U should be replaced by an
effective screened parameter. For an overall attractive in-
teraction mediated by the phonons the Hubbard-Holstein
model can have a superconducting solution although the
bare value U0 can still be substantially large.
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APPENDIX A: LAPLACE APPROXIMATION
In this section we provide calculational details of the
Fourier representations φ˜(iΩ) and ϕ˜(iΩ) defined in Eqs.
(24a) and (24b) by making use of the Laplace method of
approximation29. In the strong-coupling limit the inte-
grand is maximal at the end points τ = 0 and τ = β and
is considerably smaller at other points of the interval of
integration (0, β). Therefore, we can replace the initial
integral in Eq. (24a) by one in which the region of inte-
gration is limited to the two small intervals (0, τ0) and
(β − τ0, β). In these intervals insertion of the expansions
(19) lead to
φ˜(iΩ) ≃
∫ τ0
0
dτ eiΩτ−ωcτ +
∫ β
β−τ0
dτ eiΩτ−ωc(β−τ). (A1)
Then, because in the strong-coupling limit the collective
frequency ωc is large, we can replace τ0 by infinity, which
yields a Lorentzian for (A1),
φ˜(iΩ) =
2ωc
(iΩ)2 − (ωc)2 . (A2)
If we take into account the space dependence and expand
in terms of small distances, |x|, we obtain:
σ(x|τ) ≈ σ(0|τ) − 12σ1x2, (A3)
where
σ1 =
1
6N
∑
k
|g(k)|2 k
2 coth 12βωk
sinh 12βωk
. (A4)
For small values of |x| the function in Eq. (21) can then
be written in factorized form,
φ(x|τ) ≃ φ(x)φ(0|τ), (A5)
where
φ(0|τ) = e−σ(0|0)+σ(0|τ) = 1
β
∑
Ω
φ˜(iΩ) e−iΩτ , (A6)
φ(x) = e−σ1x
2/2 =
1
N
∑
Ω
φ˜(q) e−iqx, (A7)
φ˜(q) = (2π/σ1)
3/2 e−q
2/σ1 . (A8)
For the Fourier representation of the anomalous
phonon-cloud propagatorϕ(x|τ) we consider first |x| = 0.
In this case we need the τ expansion of σ (0|τ) near the
midpoint of the interval τ = β/2 where this function is
minimal. Near this minimum we use the following ex-
pression:
σ(0|τ) ≃ σ(0|β) + 12σ′′(0|β/2) (τ − β/2)2.
This approximation can be used in the integral (24b),
which allows to rewrite it as
ϕ˜(iΩn) ≃
∫ β/2+τ0
β/2−τ0
dτ e−σ(0|0)−σ(0|β/2)
× eiΩτ−
1
2 (τ−β/2)
2 σ′′(0|β/2). (A9)
The width of the small interval, 2τ0, is now extended to
infinity because the second derivative, σ′′(0|β/), is large
in the strong-coupling limit, which yields a Gaussian dis-
tribution,
ϕ˜(iΩn) =
√
2π/σ2 e
−σ(0|0)−σ(0|β/2)+iβΩ/2−Ω2/(2σ2),
(A10)
σ2 = σ
′′(0|β/2).
This allows to get an approximate expression for Eq. (38).
With Eqs. (30) and (32) we have, for example, to evaluate
φ2(x1, iΩ1;x2, iΩ2|x3, iΩ3;x4, iΩ4)
=
∫ β
0
dτ1 . . . dτ4 e
iΩ1τ1+iΩ2τ2−iΩ3τ3−iΩ4τ4
× exp{σ(x1 − x3||τ1 − τ3|) + σ(x1 − x4||τ1 − τ4|)
+ σ(x2 − x3||τ2 − τ3|) + σ(x2 − x4||τ2 − τ4|)
− σ(x1 − x2||τ1 − τ2|)− σ(x3 − x4||τ3 − τ4|)
− 2σ(0|0)}. (A11)
Equation (A11) leads to a sum of 24 fourfold integrals
with different chronological order of τn, n = 1 . . . 4 (for
example, φτ1>τ2>τ3>τ42 is defined by from β > τ1 > τ2 >
τ3 > τ4 > 0), of which only 16 make an essential contri-
bution in the strong-coupling limit. It is convenient to
combine the 16 terms pairwise like[
τ1 > τ3 > τ2 > τ4 & τ2 > τ4 > τ1 > τ3
]
,[
τ1 > τ3 > τ4 > τ2 & τ4 > τ2 > τ1 > τ3
]
,[
τ1 > τ4 > τ2 > τ3 & τ2 > τ3 > τ1 > τ4
]
,[
τ1 > τ4 > τ3 > τ2 & τ3 > τ2 > τ1 > τ4
]
.
Further pairwise terms are obtained from the chronologi-
cal orders by changing in the first two groups the order of
τ1 and τ3, and in the last two groups the order of τ1 and
τ4. All integrals are then calculated by using the maxi-
mum possible value of Σ in Eq. (32) in the Laplace ap-
proximation, i.e., maximal contributions arise from pos-
itive terms in Eq. (32) and coinciding arguments in each
σ function. In addition the τ space, for which the inte-
grand is maximal, should be large enough. For example,
in the integration over the first pairwise terms we take
|τ1 − τ3| and |τ2 − τ4| as well as |x1 − x3| and |x2 − x4|
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as small quantities. This leads with τ1 − τ3 = t1 and
τ2 − τ4 = t2 and, assuming for simplicity, x1 = x3 and
x2 = x4, to the following argument of the exponential
function in Eq. (A11):
σ(0|t1) + σ(0|t2)
+ σ(x1 − x2|τ1 − τ2 + t2) + σ(x2 − x1|τ1 − τ2 − t1)
− σ(x1 − x2|τ1 − τ2)− σ(x1 − x2|τ1 − τ2 − t1 + t2)
− 2σ(0|0), (A12)
which simply reduces to −ωc(t1+ t2) when expanding in
t1 and t2. The corresponding integrations over t1 and t2
in the interval (0, τ0)→ (0,∞) lead to
φτ1>τ3>τ2>τ42
=
∫ β
0
dτ1
∫ τ1
0
dτ2 e
iτ1(Ω1−Ω3)+iτ2(Ω2−Ω4)
×
∫ τ0
0
dt1
∫ τ0
0
dt2 δx1,x3 δx2,x4 e
t1(−ωc+iΩ3)+t2(−ωc+iΩ4)
=
δx1,x3 δx2,x4
(−ωc + iΩ3)(−ωc + iΩ4)
×
∫ β
0
dτ1
∫ τ1
0
dτ2 e
iτ1(Ω1−Ω3)+iτ2(Ω2−Ω4). (A13)
φτ2>τ4>τ1>τ32 differs from φ
τ1>τ3>τ2>τ4
2 by the last twofold
integrals, which can be written as∫ β
0
dτ2
∫ τ2
0
dτ1 e
iτ1(Ω1−Ω3)+iτ2(Ω2−Ω4)
=
∫ β
0
dτ1
∫ β
τ1
dτ2 e
iτ1(Ω1−Ω3)+iτ2(Ω2−Ω4). (A14)
By combining the last two integrals, (A13)and (A14), we
obtain the law of conservation for the frequencies,
φτ1>τ3>τ2>τ42 + φ
τ2>τ4>τ1>τ3
2
=
δx1,x3 δx2,x4 β
2δΩ1,Ω3 δΩ2,Ω4
(−ωc + iΩ3)(−ωc + iΩ4) . (A15)
The same procedure can be used for the other 7 groups
of integrals, which finally leads to
φ2(x1, iΩ1;x2, iΩ2|x3, iΩ3;x4, iΩ4)
=
{
δx1,x3 δx2,x4 β
2 δΩ1,Ω3 δΩ2,Ω4
+ δx1,x4 δx2,x3 β
2 δΩ1,Ω4 δΩ2,Ω3
}
× (2ωc)
2
[(iΩ1)2 − (ωc)2][(iΩ2)2 − (ωc)2] , (A16)
This equation can be rewritten in the form,
φ2(x1, iΩ1;x2, iΩ2|x3, iΩ3;x4, iΩ4)
= φ(x1, iΩ1|x3, iΩ3)φ(x2, iΩ2|x4, iΩ4)
+ φ(x1, iΩ1|x4, iΩ4)φ(x2, iΩ2|x3, iΩ3), (A17)
φ(x1, iΩ1|x3, iΩ3) = φ˜(iΩ1)β δΩ1,Ω3 δx1,x3 . (A18)
From these equations we finally obtain Eq. (36). In sim-
ilar manner we calculated the Fourier representation of
the two-cloud function ϕ2, which leads to Eq. (37).
APPENDIX B: DETERMINATION OF THE
GREEN’S FUNCTION Γσ,σ′(iω)
The evaluation of Γσ,σ′(iω) requires knowledge of the
following two- and three-particle Green’s functions:
G02[σ, τ ;σ
′, τ ′|τ1] = 〈T aσ(τ) aσ′(τ ′)n(τ1)〉0, (B1a)
G03[σ, τ ;σ′, τ ′|τ1, τ2] = 〈T aσ(τ) aσ′(τ ′)n(τ1)n(τ2)〉0,
(B1b)
where the statistical averaging is determined by the local
part of the Hubbard Hamiltonian. In the calculation it is
necessary to switch over to Hubbard transfer operators,
Xmn, where the indices m and n denote ionic quantum
states, m = 0, ±1, 2:
aσ = X
0σ + σXσ2, a†σ = X
σ0 + σX2σ. (B2)
We omit calculational details and list only the resulting
expressions,
G02[σ, τ ;σ
′, τ ′|τ1] = δσ,σ
′
Z0
{
θ(τ − τ ′)θ(τ ′ − τ1) e−βEσ+(τ−τ
′)∆
+ θ(τ − τ1)θ(τ1 − τ ′)
[
e−βE0+(τ−τ
′)∆ + 2e−βEσ+(τ−τ
′)∆
]
− θ(τ ′ − τ)θ(τ − τ1)
[
e−βEσ+(τ−τ
′)∆ + 2e−βE2+(τ−τ
′)∆
]− θ(τ ′ − τ1)θ(τ1 − τ) e−βE2+(τ−τ ′)∆
+ θ(τ1 − τ)θ(τ − τ ′) e−βEσ+(τ−τ
′)∆ − θ(τ1 − τ ′)θ(τ ′ − τ)
[
e−βEσ+(τ−τ
′)∆ + 2e−βE2+(τ−τ
′)∆
]}
, (B3)
G03[σ, τ ;σ
′, τ ′|τ1, τ2] = δσ,σ
′
Z0
{[
θ(τ − τ ′)θ(τ ′ − τ1)θ(τ1 − τ2) + θ(τ − τ ′)θ(τ ′ − τ2)θ(τ2 − τ1)
]
e−βEσ+(τ−τ
′)∆
+
[
θ(τ − τ1)θ(τ1 − τ ′)θ(τ ′ − τ2) + θ(τ − τ2)θ(τ2 − τ ′)θ(τ ′ − τ1)
]
e−βEσ+(τ−τ
′)∆
+
[
θ(τ − τ1)θ(τ1 − τ2)θ(τ2 − τ ′) + θ(τ − τ2)θ(τ2 − τ1)θ(τ1 − τ ′)
][
e−βE0+(τ−τ
′)∆ + 4e−βEσ+(τ−τ
′)∆
]
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− [θ(τ ′ − τ)θ(τ − τ1)θ(τ1 − τ2) + θ(τ ′ − τ)θ(τ − τ2)θ(τ2 − τ1)][e−βEσ+(τ−τ ′)∆ + 4e−βE2+(τ−τ ′)∆]
− [θ(τ ′ − τ1)θ(τ1 − τ2)θ(τ2 − τ) + θ(τ ′ − τ2)θ(τ2 − τ1)θ(τ1 − τ)] e−βE2+(τ−τ ′)∆
− [θ(τ ′ − τ1)θ(τ1 − τ)θ(τ − τ2) + θ(τ ′ − τ2)θ(τ2 − τ)θ(τ − τ1)] 2e−βE2+(τ−τ ′)∆
+
[
θ(τ1 − τ)θ(τ − τ ′)θ(τ ′ − τ2) + θ(τ2 − τ)θ(τ − τ ′)θ(τ ′ − τ1)
]
e−βEσ+(τ−τ
′)∆
+
[
θ(τ1 − τ)θ(τ − τ2)θ(τ2 − τ ′) + θ(τ2 − τ)θ(τ − τ1)θ(τ1 − τ ′)
]
2e−βEσ+(τ−τ
′)∆
+
[
θ(τ1 − τ2)θ(τ2 − τ)θ(τ − τ ′) + θ(τ2 − τ1)θ(τ1 − τ)θ(τ − τ ′)
]
, e−βEσ+(τ−τ
′)∆
− [θ(τ1 − τ ′)θ(τ ′ − τ)θ(τ − τ2) + θ(τ2 − τ ′)θ(τ ′ − τ)θ(τ − τ1)][e−βEσ+(τ−τ ′)∆ + 4e−βE2+(τ−τ ′)∆]
− [θ(τ1 − τ ′)θ(τ ′ − τ2)θ(τ2 − τ) + θ(τ2 − τ ′)θ(τ ′ − τ1)θ(τ1 − τ) ]2e−βE2+(τ−τ ′)∆
− [θ(τ1 − τ2)θ(τ2 − τ ′)θ(τ ′ − τ) + θ(τ2 − τ1)θ(τ1 − τ ′)θ(τ ′ − τ)][e−βEσ+(τ−τ ′)∆ + 4e−βE2+(τ−τ ′)∆]}, (B4)
where
∆ = E0 − Eσ = µ, ∆ = Eσ − E2 = µ− U, (B5)
and θ(x) is here the step function. Integration over τ1
and τ2 yields:
ψ2(τ − τ ′) =
∫ β
0
dτ1 〈T aσ(τ) aσ′(τ ′)n(τ1)〉0
=
δσ,σ′
Z0
{
θ(τ − τ ′) (τ − τ ′) e−βEσ+(τ−τ ′)∆
+ θ(τ − τ ′) (β + τ − τ ′) e−βEσ+(τ−τ ′)∆
− θ(τ ′ − τ) (β + τ − τ ′) e−βEσ+(τ−τ ′)∆
− θ(τ − τ ′) (2β + τ − τ ′) e−βE2+(τ−τ ′)∆
}
, (B6)
ψ3(τ − τ ′) =
∫ β
0
dτ1
∫ β
0
dτ2 〈T aσ(τ) aσ′(τ ′)n(τ1)n(τ2)〉0
=
δσ,σ′
Z0
{
θ(τ − τ ′) (τ − τ ′)2 e−βE0+(τ−τ ′)∆
+ θ(τ − τ ′) (β + τ − τ ′)2 e−βEσ+(τ−τ ′)∆
− θ(τ ′ − τ) (β + τ − τ ′)2 e−βEσ+(τ−τ ′)∆
− θ(τ ′ − τ) (2β + τ − τ ′)2 e−βE2+(τ−τ ′)∆
}
. (B7)
The Fourier representation of these functions,
ψn(τ − τ ′) = 1
β
∑
ωn
eiωn(τ
′−τ) ψ˜n(iωn), (B8)
are given by
ψ2(iω) =
δσ,σ′
Z0
{(
e−βE0 + e−βEσ
)( 1
λ2(iω)
− β
λ(iω)
)
+
(
e−βEσ + e−βE2
)( 1
λ
2
(iω)
− β
λ(iω)
)
+ β
(
e−βE0
λ(iω)
− e
−βE2
λ(iω)
)}
, (B9)
ψ3(iω) =
δσ,σ′
Z0
{
− 2(e
−βE0 + e−βEσ)
λ3(iω)
− 2(e
−βEσ + e−βE2)
λ
3
(iω)
+
2β e−βEσ
λ2(iω)
+
2β e−βEσ
λ
2
(iω)
+
4β e−βE2
λ
2
(iω)
− β
2 e−βEσ
λ(iω)
− β
2 e−βEσ
λ(iω)
− 4β
2 e−βE2
λ(iω)
}
. (B10)
This allows to evaluate the Γσ,σ′(τ − τ ′) function,
Γσ,σ′(τ − τ ′) = ψ3(τ − τ ′)− 2〈n〉0β ψ2(τ − τ ′)
+ β2G0σ,σ′(τ − τ ′) (〈n2〉0 − 2〈n〉20), (B11)
and to obtain its Fourier representation,
Γσ,σ′(iω) =
δσ,σ′
Z0
{
− 2(e
−βE0 + e−βEσ)
λ3(iω)
− 2(e
−βEσ + e−βE2)
λ
3
(iω)
+
2β
λ2(iω)
[
e−βEσ − 〈n〉0(e−βE0 + e−βEσ)
]
+
2β
λ
2
(iω)
[
e−βEσ + 2e−βE2
− 〈n〉0(e−βEσ + e−βE2)
]
+
β2
λ(iω)
[− (1− 2〈n〉0) e−βEσ
+ (〈n2〉0 − 2〈n〉20)(e−βE0 + e−βEσ)
]
+
β2
λ(iω)
[− (1− 2〈n〉0) e−βEσ
+−(1− 〈n〉0) 4e−βE2
+ (〈n2〉0 − 2〈2n〉20) (e−βEσ + e−βE2)
]}
.
(B12)
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For the case of half filling we have,
Z0 = 2(1 + e
βµ), λ(iω) = iω + µ,
λ(iω) = iω − µ, G0σ(iω) =
iω
(iω)2 − µ2 , (B13)
ψ2(iω) = δσ,σ′
{
− βiω
(iω)2 − µ2 +
(iω)2 + µ2
[(iω)2 − µ2]2
− βµ
(1 + eβµ)[(iω)2 − µ2]
}
, (B14)
ψ3(iω) =
δσ,σ′
2(1 + eβµ)
{
− 4iω[(iω)
2 + 3µ2] (1 + eβµ)
[(iω)2 − µ2]3
+
4β[(iω)2 + µ2] eβµ
[(iω)2 − µ2]2 +
4β[(iω)2 + µ2 + 2iωµ]
[(iω)2 − µ2]2
− 2iωβ
2eβµ
(iω)2 − µ2 −
4β2(iω + µ)
(iω)2 − µ2
}
. (B15)
The corresponding analytical continuation iω → E +
i0+ for E = 0 gives to,
ψ2(0) =
δσ,σ′
µ2
(
1 +
βµ
1 + eβµ
)
, (B16a)
ψ3(0) =
δσ,σ′2β
µ2
(
1 +
βµ
1 + eβµ
)
, (B16b)
G0σ(0 = 0. (B16c)
In this case the Γ function is of particular simple form,
Γσ(0) =
δσ,σ′2β
µ2
(
1 +
βµ
1 + eβµ
)
[1− 〈n〉0]. (B17)
APPENDIX C: THE CRITICAL TEMPERATURE
With help of the Poisson summation formula,
1
β
∑
ωn
f(iωn) =
1
4πi
∫
C
dz tanh (12βz)f(z), (C1)
where C is the usual counterclockwise contour of the
imaginary axis, we obtain for case that the parameters
in Eq. 123 obey γ4 > (c2 − d2)2/4,
I1 =
1
β
∑
ω
1
Q1(iω)
= − 1√
4γ4 − (c2 − d2)2
× Im
(
tanh 12β(α1 + iα2)
α1 + iα2
)
, (C2a)
I2 = −c
2 − d2
2γ4
I1 −
tanh 12βc
2cγ4
+
1
2cγ4
× Re tanh
1
2β(α1 + iα2)
α1 + iα2
, (C2b)
I3 = −c
2 − d2
2γ4
I1 −
tanh 12βd
2dγ4
+
1
2dγ4
× Re tanh
1
2β(α1 + iα2)
α1 + iα2
, (C2c)
with
α 1
2
=
1√
2
(√
γ4 + c2d2 ± c
2 + d2
2
)1/2
, (C3)
and
Re
tanh 12β(α1 + iα2)
α1 + iα2
=
α1 sinhβα1 + α2 sinβα2
(α21 + α
2
2)[coshβα1 + cosβα2
, (C4)
Im
tanh 12β(α1 + iα2)
α1 + iα2
= − α2 sinhβα1 + α1 sinβα2
(α21 + α
2
2)[coshβα1 + cosβα2
. (C5)
Inserting the results in Eq. (C2) into Eq. (123) allows
us to obtain expressions for the parameters η11, η22 and
η12. Furthermore, this allows to decompose the Tc equa-
tion with the help of the following abbreviations,
A =
(
1− U
2
(2µ− U)2
(1 + eβµ)(eβµ + eβ(2µ−U))
Z20
)
× (η11η22 − η212)
=
(
1− U
2
(2µ− U)2
)
(1 + eβµ)(eβµ + eβ(2µ−U))
Z20
× (Uφsc)2 (c
2 − d2)2
4γ8
{(
tanh 12βc
c
+
tanh 12βd
d
)
× Re
(
tanh 12β(α1 + iα2)
α1 + iα2
)
− tanh
1
2βc
c
tanh 12βc
c
−
(
tanh 12β(α1 + iα2)
α1 + iα2
)2
+
2γ4 − (c2 − d2)2√
4γ4 − (c2 − d2)2
× Im
(
tanh 12β(α1 + iα2)
α1 + iα2
)(
tanh 12βd
d
− tanh
1
2βc
c
)
× 1
c2 − d2
}
, (C6)
and
B =
(
1 +
U
2µ− U
)
1 + eβµ
Z0
η11
+
(
1− U
2µ− U
)
eβµ + eβ(2µ−U)
Z0
η22
=
Uφsc
2γ4
{
[2γ4 − (c2 − d2)2]
(
1 +
U(1− eβ(2µ−U))
Z0(2µ− U)
)
I1
+ Im
(
tanh 12β(α1 + iα2)
α1 + iα2
)
×
(
U +
(2µ− U)(1 − eβ(2µ−U))
Z0
)
+ 2U
(
(µ− U) tanh
1
2βd
d
eβµ + eβ(2µ−U)
Z0
− µ tanh
1
2βc
c
(1 + eβµ)
Z0
)}
, (C7)
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where the value of I1 is determined by Eq. (C2a). Equa-
tion (105), which determines Tc, can then be written as
1 +Bfc +Af
2
c = 0, (C8)
where the quantity fc is given by Eq. (96). Equation
(C7) would allow to investigate in detail the interplay
of the different parameters and renormalized quantities
obtained after eliminating the electron-phonon interac-
tion by the Lang-Firsov transformation. The influence
of these parameters on Tc can however only be obtained
by numerical work, which has yet to be undertaken. The
simplified discussion in the main text shows that Tc is
proportional to the typical energy scale involved, which
is the renormalized chemical potential and not the bare
quantities of the original model. This means that due
to the Lang-Firsov transformation the proportionality of
Tc to a typical phonon frequency as in BCS theory or in
the Eliashberg formulation is lost. This is an interesting
observation but must be tested numerically by analyz-
ing the more complex expressions of this paper. In order
to find out whether the proportionality Tc ∝ |µ|, i.e.,
Tc proportional to a renomalized electronic energy scale
and not proportional to an average phononic frequency,
〈ωk〉, is an intrinsic property of the model, we will per-
form investigations in infinite dimensions. This is nowa-
days much at debate by using other approaches like the
dynamical mean field theory, which allows to evaluate
more or less accurate materials properties if combined
with density functional theory31–34. We believe that our
approach allows for similar accurate description of ma-
terials including superconducting properties. This is left
for future work.
Finally we would like to stress that the present ap-
proach, to start from the exact local (atomic) description
and to take into account the properties of the correlated
tight-binding electrons on a lattice by perturbation the-
ory in the transfer integral, has conceptually some ad-
vantages compared to other theories.
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