Relação entre inovação financeira, competição bancária e crescimento econômico : evidências do caso brasileiro by D'Oliveira, Bernardo Resch
Bernardo Resch D’Oliveira
Relação entre Inovação Financeira, Competição






Relação entre Inovação Financeira, Competição Bancária
e Crescimento Econômico: Evidências do Caso Brasileiro
Dissertação apresentada como requisito par-
cial para a obtenção do título de Mestre em
Economia pela Universidade de Brasília.
Universidade de Brasília – UnB
Faculdade de Economia, Administração, Contabilidade e Gestão de Políticas
Públicas – FACE
Departamento de Economia
Programa de Pós-Graduação em Ciências Econômicas




Relação entre Inovação Financeira, Competição Bancária e Crescimento Econômico:
Evidências do Caso Brasileiro/ Bernardo Resch D’Oliveira. – Brasil, 2020-
80p. : il. (algumas color.) ; 30 cm.
Orientador: Prof. Dr Moisés de Andrade Resende Filho
Tese (Mestrado) – Universidade de Brasília – UnB
Faculdade de Economia, Administração, Contabilidade e Gestão de Políticas
Públicas – FACE
Departamento de Economia
Programa de Pós-Graduação em Ciências Econômicas, 2020.
1. Crescimento Econômico. 2. Inovação Financeira. 2. Concentração Bancária.
I. Orientador: Moisés de Andrade Resende Filho. II. Universidade de Brasília. III.
Faculdade de Economia. IV. Mestre
Bernardo Resch D’Oliveira
Relação entre Inovação Financeira, Competição Bancária
e Crescimento Econômico: Evidências do Caso Brasileiro
Dissertação apresentada como requisito par-
cial para a obtenção do título de Mestre em
Economia pela Universidade de Brasília.
Trabalho aprovado. Brasil, 19 de março de 2020:











Ao meu orientador, Moisés de Andrade Resende Filho, pela confiança e auxílio na
estruturação da dissertação.
À minha familia, em especial à minha mãe, Ethel, e ao meu pai, Carlos Felipe,
pelas oportunidades.
Aos meus amigos e aos meus colegas de curso, pelo companheirismo.
À Universidade de Brasília, em especial aos professores e funcionários do Departa-
mento de Economia, pela contribuição na minha formação acadêmica.
À Capes, pelo apoio financeiro.

Resumo
A dissertação tem a proposta de analisar a relação de longo e curto prazo entre inovação
financeira, competição bancária e crescimento econômico e a possível causalidade entre
elas. Utiliza uma base de dados trimestral com 68 observações entre o 1o trimestre de
2002 e o 4o de 2018, considerando seis séries temporais brasileiras. Considera o modelo
Autoregressive Distributed Lag (ARDL) para verificar a existência de um comportamento
conjunto de longo prazo e o Directed Acyclic Graph (DAG) para tentar estabelecer as
relações de causalidade. Os resultados obtidos indicam que as variáveis são cointegradas,
mas que não há relação de curto e longo prazo entre concentração bancária e crescimento
econômico, contudo existe tal relação de curto e longo prazo entre crescimento econômico
e inovação financeira. O Directed Acyclic Graph (DAG) apresentou uma associação de
causalidade entre competição bancária e inovação financeira, mas não entre competição
bancária e crescimento econômico e entre inovação financeira e crescimento econômico.
Palavras-chave: crescimento econômico. inovação financeira. competição bancária.

Abstract
The dissertation proposes to analyze the long and short term relationship between financial
innovation, banking competition and economic growth and the possible causality between
them. It uses a quarterly database with 68 observations between the first quarter of 2002
and the last of 2018, considering six Brazilian time series. It considers the Autoregressive
Distributed Lag (ARDL) model to verify the existence of a long-term joint behavior
and the Directed Acyclic Graph (DAG) to try to establish the causal relationships. The
results obtained indicate that the variables are cointegrated, but that there is no short
and long term relationship between banking concentration and economic growth, however
there is such a short and long term relationship between economic growth and financial
innovation. The Directed Acyclic Graph (DAG) showed a causal association between
banking competition and financial innovation, but not between banking competition and
economic growth and between financial innovation and economic growth.
Keywords: economic growth. financial innovation. banking competition.
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A inovação é um aspecto de extrema importância para impulsionar o crescimento
econômico (SOLOW, 1956; ROMER, 1986; MANSFIELD, 1972; NADIRI, 1993). Podemos
definir inovação financeira como o ato de criar e popularizar novos instrumentos, tecnologias,
instituições e mercados financeiros. Por sua vez, o nível de concentração das instituições
financeiras pode afetar tanto a inovação financeira quando o próprio crescimento econômico.
No entanto, não há consenso na literatura sobre qual nível ideal de concentração para
impulsionar inovação financeira e crescimento econômico.
A teoria de Schumpeter sobre inovação se encontra em seu modelo de fluxo circular,
caracterizado por um estado estacionário de equilíbrio e competição perfeita, as receitas
das firmas são iguais aos custos, os preços são iguais aos custos marginais e o lucro é zero.
O estado estacionário schumpeteriano diverge do estado estacionário de Adam Smith e
John Stuart Mill, por não ser um estado final de equilíbrio da economia (HAGEDOORN,
1996). A noção de equilíbrio é utilizada por Schumpeter para demonstrar o papel da
inovação que, por meio da introdução de novos processos de produção e produtos, afasta o
sistema econômico do equilíbrio anterior. Quando o efeito da inovação termina, um novo
estado de equilíbrio é estabelecido e o processo se repete (SCHUMPETER et al., 1939).
A possibilidade da relação entre inovação financeira e crescimento econômico surgiu
com os trabalhos de Goldsmith (1959), McKinnon (2010) e tem sido muito debatida
na literatura em estudos trataram o assunto tanto teoricamente quanto empiricamente.
Goldsmith (1959), analisa a relação entre desenvolvimento financeiro e eficiência do
investimento. McKinnon (2010) analisa o assunto com foco no papel da diminuição das
restrições impostas pelo governo na economia e o aumento da poupança. Com o surgimento
da literatura de crescimento endógeno, a análise de inovação financeira passou a procurar
uma relação de longo prazo entre crescimento econômico e desenvolvimento financeiro. Nos
modelos de Bencivenga e Smith (1991) e Greenwood e Jovanovic (1990), o crescimento
de instituições financeiras provoca uma relação positiva entre intermediação financeira e
desenvolvimento econômico.
A estrutura do setor bancário de um país também é um fator importante para
explicar o crescimento econômico deste. A rede bancária tem o papel de distribuir crédito
para os empreendedores mais produtivos, possibilitando que estes iniciem o processo de
inovação, o que acaba por aumentar a acumulação de capital do país. A literatura diverge
sobre qual é a estrutura bancária ótima para permitir o processo de inovação. Cetorelli et
al. (2001) afirmam que uma estrutura oligopolística do setor bancário permite um maior
equilíbrio entre alocação de crédito e eficiência bancária do que estruturas de mercado de
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competição perfeita e monopolísticas. Petersen e Rajan (1995) apontam que apenas bancos
com poder de mercado conseguem oferecer créditos para empreendedores desconhecidos e
correr mais riscos em troca de obter lucros maiores no longo prazo. No entanto, Guzman
(2000) encontrou uma relação negativa entre poder de mercado dos bancos e crescimento
econômico, justificando isto com base nas maiores taxas pagas por tomadores de crédito
sob monopólio do que sob competição perfeita, o que restringe o acesso aos recursos pelos
empreendedores.
O presente estudo tem como objetivo investigar a relação causal de inovação
financeira sobre o crescimento econômico, controlando para concentração no mercado
bancário, desenvolvendo um DAG - Directed Acyclic Graph. Com base no DAG desenvolvido,
buscou estimar a relação no Brasil de causalidade da inovação financeira no crescimento
econômico, controlando para concentração bancária entre o período de 2002 e 2018.
A análise ocorrerá por meio de um estudo econométrico apresentando as relações de
curto e longo prazo (análise de cointegração) entre essas variáveis e outras variáveis de






2 Revisão de Literatura
2.1 Inovação e Crescimento Econômico
Segundo Schumpeter, o sistema capitalista em uma economia sem desenvolvimento
se encontraria em um fluxo circular de um equilíbrio geral estacionário. Nesse equilíbrio, a
oferta se ajustaria à demanda, os indivíduos, dados os preços de mercado, escolheriam a
quantidade demandada e ofertada de modo a maximizar seu bem-estar, os recursos seriam
alocados de acordo com as preferências da sociedade e a renda seria distribuída de acordo
com o produto marginal do aluguel das terras e do salário. O equilíbrio no mercado de
bens, trabalho e ativos financeiros garantiria o pleno emprego e a estabilidade econômica.
A economia poderia se mover ao longo de um caminho de equilíbrio determinado por
pequenas mudanças incrementais na força de trabalho, poupança e acumulação de capital
(ELLIOTT, 1983).
A inovação, no sistema schumpeteriano, é o principal determinante do desenvol-
vimento econômico. Ela é definida como a introdução de novos produtos ou métodos de
produção, abertura de novos mercados, acesso a novas fontes de insumo e bens intermediá-
rios e a adoção de novas formas organizacionais na indústria. É importante destacar que
o equilíbrio econômico não seria o destino final da economia, ele nunca seria alcançado
em uma economia capitalista, o equilíbrio discutido em Schumpeter é puramente teórico,
utilizado para demonstrar o papel da inovação em alterar esse ponto de equilíbrio. O
principal determinante do desenvolvimento econômico no sistema schumpeteriano é a
inovação. Quando o efeito dessa inovação começa a se dissipar, um novo ponto de equilíbrio
é alcançado (HAGEDOORN, 1996). O processo de inovação revoluciona as estruturas
econômicas, destruindo a estrutura anterior, processo este denominado destruição criativa
(ELLIOTT, 1983).
O processo de destruição criativa permeia fatores fundamentais da dinâmica econô-
mica, tanto do ponto de vista macroeconômico quanto do microeconômico. Em relação aos
aspectos mais ligados à macroeconomia enfatiza-se o crescimento de longo prazo, flutuações
de curto prazo e os ajustes estruturais da economia. Na perspectiva microeconômica, é
importante destacar como o processo de destruição criativa afeta as decisões dos arranjos
de produção, decisões estas que incluem dimensões estratégicas, tecnológicas, e envolvem
vários aspectos influenciados por elas.
A qualidade dessas decisões depende da competência dos indivíduos envolvidos
e das instituições da economia. Algumas limitações desse processo são naturais, como a
própria natureza complexa das decisões, enquanto outras são criadas pelos indivíduos.
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A presença de rigidez na tomada de decisão no processo de destruição criativa pode ter
consequências importantes nos indicadores macroeconômicos de um país, gerando padrões
de ciclos de negócio que são observados em diversas economias, tais como o comportamento
da taxa de desemprego, investimento, salário e até, em uma maior escala, a estagnação
econômica e exposição às crises.
Podemos separar a teoria de desenvolvimento econômico de Schumpeter em duas
fases. A primeira é o estágio inicial da sociedade capitalista, na qual o capitalista em-
preendedor possui um papel fundamental e a segunda é o capitalismo moderno, onde
o empreendedor como pessoa física perde sua importância. Na primeira fase, próxima
do século XIX, o conceito de desenvolvimento para Schumpeter inclui como principal
agente o empreendedor e a sua capacidade de inovação, nenhum outro agente na economia
consegue gerar desenvolvimento, o empreendedor é considerado um fator de produção junto
com a terra e a mão de obra, ele pode ser entendido como a personificação da inovação
(HAGEDOORN, 1996).
O processo de criar novas combinações é desempenhado pelos empreendedores, as
novas combinações são fruto do processo de inovação (CROITORU et al., 2012). Os empre-
endedores não possuem necessariamente o capital utilizado na inovação, eles conseguem o
capital necessário via crédito do sistema bancário. A relação entre crédito e inovação é fun-
damental na teoria de Schumpeter, o sistema bancário é o que permite a formação de novas
firmas e que essas firmas participem do processo de inovação (CROITORU et al., 2012). A
aplicação da inovação na firma não pode ser financiada pelas receitas adquiridas durante
o processo estacionário, nesse estado os recursos existentes são suficientes apenas para
cobrir os custos e a depreciação do processo produtivo anterior, esses recursos geralmente
não estão disponíveis para empreendimentos arriscados. Na economia schumpteriana, o
processo de inovação é financiado por meio de crédito dos bancos comerciais (ELLIOTT,
1983).
Na segunda fase, no sistema capitalista moderno, o indivíduo empreendedor perde
seu papel de protagonista, o progresso econômico passa a ser um processo automatizado
e menos dependente de alguns agentes, de modo que o processo de inovação passa a ser
internalizado e integrado na rotina da empresa. Em uma sociedade de grandes empresas,
o empreendedor provavelmente é funcionário de uma firma e não um agente totalmente
independente (HAGEDOORN, 1996).
O processo de inovação encontra algumas dificuldades que derivam do grau de
incerteza do projeto. Por meio da destruição criativa, a inovação gera uma redistribuição
da riqueza e do poder, grupos de interesse que podem sair prejudicados na nova dinâmica
econômica podem usar sua influência para dificultar a implementação da inovação. Elliott
(1983) destaca a importância do indivíduo empreendedor para superar essas dificuldades, o
qual está disposto a correr riscos, movendo-se na direção contrária do fluxo circular e dos
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padrões existentes. Segundo Engelen et al. (2010), a destruição criativa provocada pela
inovação financeira cria tantos perdedores quanto vencedores, redistribuindo os recursos
na sociedade. É importante destacar que ela aumenta o bem-estar geral da economia, pois
os recursos passam a ser utilizados de forma mais eficiente.
2.2 Inovação Financeira
Inovação, segundo o dicionário Aurélio, é definido como algo que é novo, que surgiu
recentemente ou uma novidade. Na economia, a ideia de inovação está mais associada com
um choque na economia. De forma geral, podemos definir inovação financeira como o ato
de criar e popularizar novos instrumentos, tecnologias, instituições e mercados financeiros.
As inovações podem ser de produtos, como os novos tipos de derivativos e títulos, e
processos, como as inovações no modo de se fazer transações, de comunicação no sistema
financeiro, entre outras. Considerar os novos produtos e processos como invenções é um
modo impreciso de caracterização, geralmente as inovações são adaptações de produtos já
existentes, não é comum que uma inovação seja criada do zero (TUFANO, 2003).
Merton H. Miller foi o primeiro economista a usar explicitamente na década de 80
o termo inovação para aspectos financeiros da economia. Ele analisou o desenvolvimento
de instrumentos financeiros por meio de uma abordagem econômica para avaliar o impacto
desse processo e os canais pelos quais ele pode resultar em crescimento econômico. Em
Miller (1986), a inovação financeira atua gerando um crescimento econômico em “excesso”,
tornando os mercados financeiros mais eficientes e os expandindo, causando crescimento
econômico e aumento do bem-estar da sociedade. O mercado de capitais permite que a
poupança das famílias seja direcionada para o mercado financeiro para ser alocada em ativos
que apresentam um retorno mais elevado, para posteriormente retornar para as famílias
acrescido de um valor. O mercado financeiro permite a mutualização e compartilhamentos
dos riscos tanto para as famílias que emprestam o recurso quanto para as empresas que
tomam os recursos emprestados (MILLER, 1986).
A inovação financeira cria diversos produtos e processos que tornam o sistema
financeiro mais diverso, isso reduz os riscos envolvidos nas operações e portanto melhora
o bem-estar dos envolvidos (DJOUMESSI, 2009; SIMIYU; NDIANG’UI; NGUGI, 2014).
Um dos principais objetivos da inovação financeira é tornar o processo de intermediação
financeira mais eficiente. Um sistema financeiro eficiente é um aspecto fundamental para
uma economia moderna, ele permite que os investimentos mais produtivos sejam realizados,
influenciando no crescimento da economia (SAQIB, 2015). Ele é o resultado de um processo
longo e contínuo de inovações financeiras, que permitiram o desenvolvimento de instituições
financeiras com capacidade de oferecer crédito e instrumentos financeiros para um maior
número de indivíduos por um custo menor.
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O processo de inovação financeira, pelo menos nos últimos 20 anos, pode ser
descrito como algo revolucionário. Pode-se dizer que um dos principais motivos para o
elevado número de inovações financeiras foram as medidas adotadas de regulação e os
impostos governamentais. Quando um país não altera seus tributos por um período longo,
o sistema entra em equilíbrio e as mudanças de ativos, como de títulos governamentais
para ações, deixam de gerar ganhos para os agentes do sistema. Os ganhos associados
a essa mudança de ativo se igualam aos custos de mudar esse ativo. No entanto, esse
estado de equilíbrio dificilmente ocorre, o estado continua alterando as regras de jogos,
criando uma situação de desequilíbrio que abre espaço para inovações financeiras. Toda
inovação financeira de sucesso é definida pelos ganhos que dela resultam dos impostos não
gastos (MILLER, 1986). Alterações legais nos produtos podem levar a uma redução do uso
desse produto no curto prazo, mas se verifica que isso estimula inovação no médio e longo
prazo (FRANKS; SUSSMAN, 1999). Segundo essa teoria, seria possível argumentar que a
inovação financeira seria apenas um maneira oportunista de evitar regulações e impostos,
não possuindo valor social. No entanto, é possível observar que apesar dessas inovações
financeiras serem motivadas apenas pela obtenção de ganhos a partir de certa regulação,
elas acabam reduzindo o custo social de determinadas operações (MERTON, 1992).
Segundo Merton (1992), as três principais formas pelas quais as inovações financeiras
afetam a performance econômica de um país são:
I) O novo instrumento desenvolvido aumenta as oportunidades para risk-sharing,
risk-pooling, hedging e transferência intertemporal ou espacial.
II) Reduzindo os custos de transação ou aumentando a liquidez do sistema.
III) Diminuindo os custos de agência que surgem a partir de problemas de informação
assimétrica.
Outras funções destacadas são o aumento de liquidez do sistema, transferência de
risco e geração de fundos para financiar a atividade empresarial.
Segundo o autor, existe um ciclo de autorreprodução do processo de inovação
financeira. A expansão de produtos tradicionais para novos mercados financeiros torna
possível a criação de novos instrumentos financeiros, esses tornam o mercado mais completo.
O novo mercado inicia seu próprio processo de desenvolvimento e seu volume negociado
também se expande. A expansão do mercado leva a uma redução dos custos de transação
e à criação de novos produtos financeiros. A partir dos novos produtos financeiros criados,
o mercado se expande de novo. Do ponto de vista teórico, esse ciclo continua até que os
custos marginais de transação se aproximem de zero e os mercados se tornem completos
(MERTON, 1992).
Não existe um consenso na literatura se o impacto das inovações foi mais positivo
ou negativo ao longo do tempo. Merton (1992) considera a inovação o motor do sistema
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financeiro, que atua para melhorar a performance da economia. Tufano (2003), considera
que muitas inovações financeiras, como junk bonds, LBOs, derivativos, atuaram como
catalisadores para a economia entrar em colapso. Hendershott e Shilling (1989), Sirmans e
Benjamin (1990), Jameson, Dewan e Sirmans (1992) buscam avaliar os impactos positivos
e/ou negativos da inovação considerando inovações específicas, como no caso das hipotecas
americanas, onde autores apontaram que a inovação financeira reduziu o custo da hipoteca
para as famílias. No entanto, uma outra literatura considera os custos da inovação, como
a criação de mais instrumentos para praticar evasão fiscal, que reduzem a arrecadação
via impostos do governo. Outros apontam que o processo de inovação torna o sistema
financeiro muito complexo, dificultando a tomada de decisão dos indivíduos, gerando um
custo social (TUFANO, 2003).
Ao longo da história, os problemas de informação assimétrica impulsionaram
diversas inovações financeiras. Durante o século 18 e início do século 19, as firmas disponi-
bilizavam poucas informações financeiras. Com o passar do tempo, forças de mercado e as
ações governamentais atuaram para aumentar a quantidade e qualidade dessas informações,
reduzindo os custos envolvidos nas operações. No decorrer do século 19, muitas inovações
financeiras surgiram por conta do fácil acesso às informações e, ao longo dos anos, como
respostas aos problemas de informação assimétrica. Algumas inovações atuaram de modo
a garantir que mais informações fossem disponibilizadas e outras inovações se beneficiaram
de um número elevado de informações disponíveis (TUFANO, 2003).
Ross (1989) destaca o problema do principal-agente para explicar algumas inovações
financeiras. Segundo ele, isso aumenta os custos dos empréstimos, dificultando o financi-
amento de empreendimentos. Merton (1989) assinala a presença de custos de transação
como desencadeadores para o processo de inovação financeira. Muitas inovações financeiras
nos meios de pagamento têm por objetivo reduzir os custos de transação, podemos destacar
os caixas eletrônicos, cartão de crédito, compras na internet, entre outros.
Choques de tecnologia também ajudam a explicar o processo de inovação. Avanços
nas áreas de tecnologia da informação, desenvolvimentos na área de comunicação e
computação permitiram diversas inovações, como novos métodos de underwriting securities
e de montar um portfólio, diversos serviços online, novos mercados para títulos e ações e
novos meios de executar transações (WHITE, 2000). Avanços na literatura de finanças
também estimularam diversas inovações financeiras. Estudos nas áreas de precificação
dos ativos e gerenciamento de risco permitiram a criação de diversos instrumentos de
derivativos. Sem os trabalhos realizados por Black, Scholes, Merton e outros, existiam
muito mais obstáculos para criação desses novos produtos (TUFANO, 2003).
Os mercados se tornaram mais interconectados e complexos, deixando os investido-
res, instituições e governos expostos a novos tipos de risco. A inovação financeira é uma
resposta ao aumento da volatilidade dos mercados financeiros, que é uma consequência do
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processo de globalização (BOEHMER et al., 1990). É importante destacar que, em um
mercado mais globalizado, o número de agentes atuando nesse mercado é maior, portanto,
as instituições financeiras desenvolvem novos produtos e processos para atender os novos
participantes do sistema financeiro (TUFANO, 2003).
Allen (2001) destaca o papel das instituições financeiras no processo de inovação
financeira. Boot e Thakor (1997) analisam o impacto de diferentes estruturas de instituições
financeiras no nível de inovação e apontam que, em estruturas financeiras onde bancos de
investimento e bancos comerciais são instituições separadas, a probabilidade de inovação é
maior do que em estruturas onde o sistema bancário é universal. Também encontraram
que sistemas financeiros bem desenvolvidos criam melhores incentivos para a inovação
financeira e acabam se desenvolvendo mais rápido.
O desenvolvimento das instituições financeiras, dos serviços financeiros e dos meios
de pagamento provocou mudanças fundamentais na estrutura do sistema financeiro (BOOT;
MARINČ et al., 2010; MICHALOPOULOS; LAEVEN; LEVINE, 2009; SEKHAR; GU-
DIMETLA, 2013; SIMIYU; NDIANG’UI; NGUGI, 2014; ODULARU; OKUNRINBOYE,
2009). Um sistema financeiro mais eficiente expande os serviços financeiros da economia,
permite que mais indivíduos façam parte dele e que os recursos financeiros sejam alocados
de forma mais produtiva (GLAESER et al., 2004; OZTURK; ACARAVCI, 2010; ANSONG;
MARFO-YIADOM; EKOW-ASMAH, 2011).
A inovação no setor financeiro impacta na aceleração da acumulação de capital e no
desenvolvimento do sistema financeiro (ANSONG; MARFO-YIADOM; EKOW-ASMAH,
2011). Esses fatores influenciam positivamente no processo de inovação tecnológica, que per-
mite crescimento econômico sustentável no longo prazo (ORJI; OGBUABOR; ANTHONY-
ORJI, 2015) e no crescimento econômico por meio do seu efeito na produtividade total
dos fatores, reduzindo os custos envolvidos no processo produtivo e permitindo que os
bancos consigam captar e direcionar recursos para setores mais produtivos da economia.
Michalopoulos, Laeven e Levine (2009) destacam que o processo de inovação torna as
firmas mais eficientes e que qualquer tentativa de restringir inovação financeira vai desa-
celerar o crescimento econômico. Hao e Hunter (1997) encontram uma relação positiva
entre inovação financeira e crescimento econômico, por meio de um estudo de painel, e
verificaram uma correlação positiva entre a existência de um mercado futuro organizado
e crescimento econômico. Valverde, Paso e Fernández (2007) encontraram uma relação
positiva entre inovações em produtos e serviços financeiros e PIB regional, investimento e
poupança bruta.
Idun e Aboagye (2014) estudam a relação entre crescimento econômico, como
variável dependente, e inovação financeira e contração bancária como variáveis indepen-
dentes. O trabalho encontra que no curto prazo, competição bancária afeta negativamente
e inovação financeira afeta positivamente o crescimento econômico. No longo prazo, o
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efeito é contrário. Bara e Mudzingiri (2016) encontram evidências de causalidade entre
inovação financeira e crescimento econômico no longo prazo, mas não identificam evidências
no curto prazo. Em outro trabalho, Bara, Mugano e Roux (2016) apontam que existe
evidências de causalidade no longo prazo entre mobile banking e crescimento econômico.
Usman (2016), em um estudo realizado para o Paquistão, aponta que inovação financeira
tem um impacto positivo na concentração bancária, minimiza o risco de falência e afeta
positivamente o crescimento econômico. Qamruzzaman e Jianguo (2018) encontram que a
inovação financeira, por meio do efeito na expansão dos serviços financeiros, na eficiência
financeira, na acumulação de capital e aumento da eficiência no processo de intermediação
financeira, acelera o processo de crescimento econômico no longo prazo.
Bhattacharyya e Nanda (2000) encontram que bancos que possuem uma parcela
maior do mercado, principalmente por terem um relacionamento mais sólido com os seus
clientes, inovam mais do que bancos com menos poder de mercado. No entanto, Silber
(1983) encontrou um resultado oposto, as firmas menores, com menor poder de mercado e,
portanto, com mais restrições seriam as firmas mais propensas a inovar. Esse resultado
vai de acordo com a literatura de inovação. Tufano (1989) encontrou que os bancos de
investimento que inovam conseguem no curto prazo uma parcela maior do mercado, no
entanto o movimento dos outros bancos em adotar a inovação é considerado rápido.
2.3 Competição Bancária
Estudos têm apontado que o impacto das estruturas de organização da indústria
bancária na economia tem apresentado resultados que até o momento, na literatura econô-
mica, foram considerados ambíguos. A visão tradicional aponta que uma das consequências
de restringir a competição em um mercado é a perda de bem-estar para a sociedade. No
caso do sistema bancário, as instituições bancárias com poderes monopolísticos cobrariam
taxas mais elevadas para emprestar recursos e ofereceriam taxas menores para os depósitos.
A ineficiência no sistema de crédito, causada pelas taxas mais elevadas oferecidas pelos
empréstimos, torna o processo de empreender mais custoso, reduzindo a habilidade das
firmas de investirem em pesquisa, atrofiando a capacidade de inovação. Isso pode ser um
fator significativo no desaceleramento do crescimento econômico.
No entanto, a estrutura do sistema bancário é uma variável que o agente regulador
tem poder de influenciar. Os formuladores de política geralmente procuram retirar as
restrições à entrada nesse mercado, promovendo a competição entre os bancos (VITTAS,
1992). Porém vários estudos destacam as consequências convencionais de uma restrição a
entrada de novas firmas no mercado. Pagano (1993) mostra que quando os bancos possuem
características quase monopolísticas, eles podem cobrar taxas maiores para emprestar
e oferecer taxas menores para depósitos, reduzindo assim a quantidade de equilíbrio de
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crédito disponível e afetando negativamente a taxa de crescimento da economia. Guzman
(2000), aponta para um resultado semelhante, uma relação negativa entre poder de mercado
dos bancos e acumulação de capital, que se daria por dois motivos, o primeiro é a redução
de crédito disponível, o segundo é que os bancos fariam um monitoramento excessivo
por conta dos riscos de perigo moral envolvidos em um empréstimo com elevadas taxas.
Ele destaca que isso tornaria o sistema ineficiente, pois os recursos de monitoramento
poderiam ser utilizados para empréstimo.
Os bancos também podem cobrar taxas mais elevadas pelo empréstimo, isso torna
o investimento por parte de empreendedores mais arriscado e, portanto, aumenta o número
de inadimplentes, o que pode provocar crises no sistema financeiro. Os bancos incorrem em
atividades que possuem um risco maior quando eles passam a ter mais poder de mercado.
Por outro lado, Caminal e Matutes (2002) apontam que estruturas de mercado menos
competitivas podem resultar em situações de menos racionamento de crédito e em um
volume mais elevado de empréstimos, aumentando a probabilidade de crises no sistema
financeiro (CAMINAL; MATUTES, 2002). Stiglitz e Weiss (1981) sugerem que em uma
estrutura de mercado não-competitiva, os bancos possuem um incentivo para cobrar taxas
mais elevadas nos seus empréstimos, essa prática aumenta os riscos dos empréstimos por
conta de problemas de seleção adversa e perigo moral.
Beck, Demirgüç-Kunt e Levine (2006) apontam que o tamanho dos bancos é
correlacionado positivamente com a complexidade organizacional, sugerindo que monitorar
um banco maior é mais difícil do que monitorar um banco menor. Quando os bancos
se tornam maiores, a transparência das suas operações diminui, eles passam a operar
em diversos mercados espalhados em diversas regiões e começam a oferecer instrumentos
financeiros mais sofisticados. A complexidade da indústria pode reduzir a eficiência marginal
do gerenciamento dela e pode aumentar a possibilidade de riscos operacionais.
Novos estudos analisam também os impactos negativos de um sistema de competição
perfeita na indústria bancária. O trabalho seminal de Keeley e Furlong (1990) mostrou que
o aumento da competição entre bancos na década de 80 contribuiu significativamente para o
aumento do número de falência de bancos nos Estados Unidos, isso ocorreu principalmente
por conta de uma mudança de comportamento dos bancos, que se tornaram mais propensos
a tomar riscos para tentar aumentar sua margem de lucros nessa estrutura competitiva.
Quanto mais indivíduos e firmas conseguirem empréstimos, maior é a probabilidade de
mais empréstimos serem destinados para investimentos de baixa qualidade, contribuindo
assim para o aumento da fragilidade do sistema financeiro.
Hellmann, Murdock e Stiglitz (2000) demonstram que o aumento da competição
dos bancos por depósitos torna o comportamento dos bancos menos cauteloso. Muita
competição no sistema bancário, reduz a margem de lucro e o franchise value dos bancos,
incentivando problemas de perigo moral. Quando os bancos conseguem aumentar seu
2.3. Competição Bancária 33
poder de mercado e a estrutura de mercado se torna mais concentrada, o franchise value
deles aumenta. Como esse valor representa capital intangível e ele só é relevante se o
banco permanecer em funcionamento, ter um comportamento propenso ao risco, que pode
resultar em falência, passa a ter um custo de oportunidade muito alto. Portanto eles
passam a ter um comportamento mais moderado em relação ao risco.
Diamond (1984), Ramakrishnan e Thakor (1984), Boyd e Prescott (1986), Willi-
amson (1986) mostram que estruturas bancárias mais concentradas possuem ganhos de
escala e conseguem atuar de forma mais eficiente. Smith (1984) argumenta que estruturas
de mercado mais concentradas tornam o sistema bancário mais estável. Um outro meio
pelo qual a competição entre os bancos impacta a economia é que sob competição perfeita,
todos os bancos são tomadores de preço e, portanto, nenhum deles têm incentivo para
prover liquidez para bancos que estão em crise. Em decorrência disso, os bancos entram em
falência e isso acaba afetando todo o sistema bancário. Tabak, Guerra e Peñaloza (2009)
encontram que concentração bancária não resulta em práticas anticompetitivas. Sáez e
Shi (2004) argumentam que em um cenário de competição perfeita, os bancos possuem
mais incentivos para agirem de forma cooperativa e estratégica em relação a outros bancos
que passam por dificuldades de liquidez. Allen e Gale (2000) também apontam que uma
estrutura bancária com menos bancos facilita o monitoramento das instituições bancárias,
contribuindo para evitar crises.
Allen e Gale (2004) e, de maneira semelhante, Boyd, Nicolo e Smith (2004) argu-
mentam que em estruturas bancárias mais concentradas, os bancos conseguem obter lucros
mais elevados que conseguem proteger o sistema de fatores macroeconômicos externos e
crises de liquidez. Mishkin (1999) argumenta, na linha de “too big to fail”, que os formula-
dores de política se preocupam mais com riscos de falência no sistema bancário quando o
poder de mercado da indústria está concentrado em poucos bancos. Por conda disso, os
bancos recebem mais apoio governamental, principalmente por meio de garantias quanto
de subsídios. Essas medidas contribuem para problemas de perigo moral, incentivam um
comportamento mais propenso ao risco e isso torna o sistema financeiro mais frágil.
Petersen e Rajan (1995), em um modelo teórico estilizado, encontram que firmas
recém criadas, que não possuem um histórico de performance, conseguem mais crédito
em uma estrutura bancária mais concentrada. Isso ocorre pois os bancos possuem mais
capacidade de oferecer taxas menores no início do empreendimento em troca de uma
relação de longo prazo com a firma nova. No caso de a firma ter sucesso, os bancos podem
cobrar taxas mais elevadas no futuro. Essa estratégia de oferecer taxas menores no início
só é possível quando o banco possui um elevado grau de poder de mercado. O banco conta
com o seu poder de mercado para não perder seu cliente no futuro, enquanto que em um
cenário de competição perfeita se torna muito custoso e arriscado para o banco assumir
esse tipo de relacionamento de longo prazo.
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Shaffer (1998) aponta para um outro efeito relacionado à competição bancária pela
ótica do screnning, que é a capacidade de escolher os melhores projetos. Ele argumenta
que a eficiência do processo de screnning declina com o aumento da quantidade de bancos
no mercado. Em um cenário onde a habilidade de screnning dos bancos é imperfeita, os
bancos não conseguem separar corretamente os bons dos maus projetos, também não
sabem se um projeto já foi recusado anteriormente por outra instituição bancária. Em
uma economia com muitos bancos, os projetos recusados podem continuar pedindo por
empréstimo em outras instituições financeiras e isso aumenta a probabilidade de um projeto
ruim conseguir financiamento. Dell et al. (2000), Allen e Gale (2004) destacam que em uma
economia com muitos bancos operando, o processo de screnning se torna mais custoso,
pois como ele demanda tempo para ser executado e o tomador de empréstimo possui
outras alternativas de financiamento, ele pode optar por um outro banco que não realiza o
processo de screnning, fazendo com que maus projetos consigam financiamento. Manove,
Padilla e Pagano (2001) apontam que a utilização de colateral nos empréstimos funciona
como um substituto para o processo de screnning. Se o empreendedor deposita o colateral,
o banco fica protegido daquele investimento e, portanto, não possui mais incentivos para
praticar screening.
Guevara e Maudos (2009), em estudo analisando 21 países, encontram que a con-
centração bancária tem um efeito no crescimento econômico de U invertido, ela influencia
ao máximo o crescimento econômico no ponto intermediário de concentração. Valver-
die, Humphrey e Fernandez (2003) apontam que as diferenças encontradas no nível de
competição bancária entre diferentes regiões da Espanha não estão associadas a vari-
ações no crescimento econômico dessas regiões. Ajide et al. (2016) encontraram que o
aumento da eficiência bancária causado por competição bancária e inovação financeira,
gera desenvolvimento e crescimento econômico.
Se os bancos desempenhassem somente as funções de intermediar a oferta e a
demanda de crédito, uma estrutura bancária concentrada causaria perda de bem-estar
para a sociedade. No entanto, os bancos são responsáveis também por outras funções,
entre elas a de screening. Existe, portanto, um trade-off no aumento de poder de mercado
de alguns bancos, enquanto eles conseguem alocar de forma mais eficiente recursos, a
quantidade de crédito disponível na economia se reduz e os empréstimos se tornam mais
custosos (CETORELLI, 2001).
2.4 Competição Bancária no Brasil
O sistema bancário brasileiro passou por profundas transformações nas últimas
décadas, podendo-se destacar a entrada de bancos estrangeiros no mercado brasileiro, fusões
e aquisições e a privatização de bancos estatais. O controle da inflação em 1994 é um marco
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fundamental no desenvolvimento do sistema financeiro brasileiro. Antes disso, o ambiente
inflacionário contribuía para uma indústria extremamente ineficiente que se financiava
principalmente por meio de impostos inflacionários, depósitos indexados imperfeitamente e
pela intermediação de meios de pagamento, transferências e crédito privado de longo prazo
eram inexistentes. Outra característica do sistema financeiro brasileiro era a presença de
muitos bancos públicos, onde praticamente todos os estados brasileiros possuíam pelo
menos um. O ambiente regulatório, procurando proteger os bancos nacionais, era bem
restritivo à entrada de instituições estrangeiras (FACHADA et al., 2008).
Após a estabilização da inflação brasileira em 1994, o sistema bancário correu
sérios riscos de passar por uma crise sistêmica. Grandes instituições privadas se tornaram
insolventes e praticamente todos os bancos estatais estavam próximos da falência. O
governo, procurando evitar o colapso do sistema financeiro, adotou diversas medidas para
atrair o capital estrangeiro. No início dos anos 2000, esse processo se reverteu, muitas
instituições estrangeiras saíram do mercado brasileiro ou trocaram suas operações por
ações em organizações financeiras brasileiras (FACHADA et al., 2008).
De 1994 até 1996, a entrada de instituições financeiras estrangeiras no mercado
brasileiro foi tímida, o processo de internacionalização do sistema financeiro se tornou mais
evidente a partir de 1997. Nesse período se observou um forte movimento de aquisição
transfronteiriça de bancos brasileiros que estavam sem capitalização. As aquisições de
bancos nacionais por instituições financeiras sinalizavam o interesse dessas empresas em
alcançar uma participação maior no mercado brasileiro. O processo de internacionalização
do setor foi acompanhado por um desenvolvimento das instituições financeiras nacionais.
As instituições privadas brasileiras, nesse período, foram mais atuantes no processo de
privatização do que o capital internacional. Os bancos brasileiros demonstravam não
estarem indiferentes à competição internacional no setor (FACHADA et al., 2008).
A moeda brasileira sofreu fortes depreciações entre 1999 e 2002 por conta de choques
externos. É importante destacar que o câmbio brasileiro desde 1999 deixou de ser fixo
para se tornar flutuante. Apesar de instituições estrangeiras continuarem entrando nesse
período e o fluxo de investimento direto ter batido o recorde em 2000, houve a saída do
país de algumas instituições financeiras estrangeiras (FACHADA et al., 2008).
A entrada de capital estrangeiro alterou de forma significativa na estrutura dos
sistemas bancários das economias emergentes ao longo da segunda metade da década de
90. Segundo Fachada et al. (2008), esse processo foi impulsionado principalmente por
medidas de desregulação do sistema financeiro, diminuição das barreiras à entrada para
instituições estrangeiras, a intensificação do processo de globalização e o desenvolvimento
de tecnologias relacionadas à informação e à comunicação.
Evidências empíricas mostram que a abertura do mercado financeiro, em alguns
casos acompanhada da redução de bancos estatais, resulta em ganhos de eficiência para
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o sistema. Apesar dos resultados serem inconclusivos para a disponibilidade de crédito,
alguns estudos afirmam que quando a economia se encontra em situações adversas, a
presença de instituições estrangeiras pode aumentar a quantidade de crédito disponível.
Também existem fortes evidências que a internacionalização do mercado financeiro possui
um impacto positivo na estabilidade do próprio sistema (FACHADA et al., 2008).
A partir de 2003, bancos brasileiros passaram a adquirir as operações brasileiras de
instituições financeiras estrangeiras, sendo o início de um processo de internalização do sis-
tema financeiro nacional. Um dos motivos para essa mudança foi a crise bancária argentina,
que causou muitas perdas para o setor e a saída de instituições financeiras estrangeiras do
mercado argentino. A crise argentina influenciou na relação das instituições financeiras
internacionais com a América do Sul. Um outro fator importante para a internacionalização
foi a forte instabilidade política no Brasil devido às eleições presidenciais. O risco país
aumentou consideravelmente, o fluxo de capitais praticamente desapareceu e a taxa de
câmbio se depreciou excessivamente. Apesar do elevado número de bancos internacionais
que deixaram de operar no Brasil, houve aquisições importantes de bancos brasileiros
por instituições estrangeiras. As aquisições foram incentivadas pelo forte desempenho
da indústria brasileira e da estabilidade macroeconômica observada entre 2003 e 2006.
Os novos bancos estrangeiros que entraram no mercado brasileiro passaram a atuar com
mais força no mercado de crédito, movimento que não foi observado nos anos anteriores
principalmente por conta do Brasil ter conseguido superar certos obstáculos que tornavam
as operações no mercado de crédito muito arriscadas, como a redução da volatilidade
macroeconômica, a redução das taxas de juros e de riscos legais (FACHADA et al., 2008).
No final de 2006, o sistema bancário brasileiro era dominado por instituições
financeiras privadas brasileiras. Apesar de ter ocorrido um processo de concentração
bancária no período pós-inflação, a concentração bancária brasileira, nesse período, é
considerada moderada quando comparada com outros países. A consolidação de grandes
bancos não impediu que instituições menores pudessem atuar no setor e se especializar
em determinados nichos como corporate banking e asset management (FACHADA et al.,
2008).
A partir de 2007, as empresas adotaram com mais intensidade medidas de expansão
da capacidade produtiva. A demanda por crédito corporativo se expandiu e foi atendida
principalmente pelo setor bancário varejista, no tocante ao crédito voltado para capital de
giro, e pelo BNDES (Banco Nacional de Desenvolvimento Econômico e Social), crédito
para financiamento de longo prazo. De 2007 a 2009, houve um aumento de 129,7% de
operações de crédito para pessoas jurídicas e 115,7% de operações de crédito para pessoas
físicas. As principais modalidades de crédito para pessoas físicas foram de crédito pessoal
e crédito para a aquisição de veículos (PAULA; OREIRO; BASILIO, 2013).
Um importante canal de transmissão da crise financeira internacional de 2008 para
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a economia brasileira foi o mercado de crédito. Um dos primeiros efeitos da crise foi a
redução das operações de crédito que utilizavam financiamento externo, como no caso do
financiamento às exportações (ACC), impactando a disponibilidade de crédito corporativo.
Outro mecanismo de transmissão da crise internacional foi por meio das operações de
crédito entre fronteiras devido à realocação de portfólio dos bancos internacionais (PAULA;
OREIRO; BASILIO, 2013).
O governo brasileiro respondeu à crise com medidas anticíclicas, entre elas a redução
da taxa básica de juros, as injeções de liquidez em Real e em Dólar, a redução dos spreads,
a expansão de crédito pelos bancos públicos, desonerações fiscais e aumento de gastos
públicos, inclusive, com investimentos. Entre as principais medidas para aliviar a escassez
de liquidez do mercado financeiro brasileiro, nesse período, se destacam a redução nos
requerimentos compulsórios sobre depósitos e a criação de incentivos para que os bancos
maiores comprassem as carteiras de crédito de bancos mais afetados pela crise. Também
se procurou incentivar os grandes bancos públicos a expandirem suas operações de crédito,
atuando de forma contracíclica no mercado de crédito (PAULA; OREIRO; BASILIO,
2013).
É importante observar que apesar dos problemas de liquidez e da redução considerá-
vel das operações no mercado interbancário, não houve falências de instituições financeiras
que apresentassem um risco sistêmico para a economia brasileira. Nesse cenário de crise
internacional, os bancos privados nacionais e estrangeiros reduziram a disponibilidade de
recursos para empréstimo, esse espaço foi parcialmente ocupado pelos bancos públicos. A
Caixa Econômica Federal e o Banco do Brasil atuaram comprando as carteiras de crédito
de bancos menores que poderiam se tornar insolventes. A participação dos bancos públicos
no sistema financeiro aumentou no período pós-crise e os bancos privados reduziram os
spreads bancários para se tornarem mais competitivos. As instituições estrangeiras atu-
ando no Brasil foram as instituições bancárias mais afetadas pela crise internacional, elas
reduziram as operações de crédito e a oferta de instrumentos de derivativos (OLIVEIRA;
SCHIOZER; LEÃO, 2014).
O impacto da crise internacional nos bancos menores criou condições para o
aceleramento do processo de concentração bancária. A principal característica desse
processo foi a fusão e incorporação de bancos menores por bancos públicos para tentar
estabilizar o setor. A concentração bancária aumentou devido ao aumento da participação
dos bancos públicos no setor (CORRÊA et al., 2011). Em 2013, o Brasil iniciou o processo
de transição regulatória para o Basileia III, o que exigiu um maior requerimento de capital
regulatório. Essa medida trouxe problemas de liquidez para muitos bancos pequenos, que
foram adquiridos por bancos maiores, intensificando o processo de concentração bancária.
Em 2007, o IHH (Índice Herfindahl–Hirschman) referente aos ativos totais era de
0,08 e subiu para 0,14 em 2014. Os indicadores de concentração não tiveram alteração
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significativa nos anos de 2015, 2016 e 2017. O índice de concentração brasileiro do sistema
bancário é o maior entre os países emergentes, só a Holanda tem uma concentração maior
entre os países mais desenvolvidos.
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O modelo neoclássico de crescimento afirma que o crescimento econômico no
longo prazo é uma função do progresso tecnológico, o progresso técnico nesse modelo é
determinado de forma exógena (SOLOW, 1956). É importante incorporar nos modelos os
fatores que afetam o progresso técnico, pois este é influenciado pelas decisões econômicas
dos indivíduos da economia, principalmente dos processos de inovação e de indivíduos
propensos ao risco. O processo de inovação depende de crédito, capital humano e um
ambiente institucional favorável. Uma das barreiras para introduzir o progresso tecnológico
como um fator endógeno nos modelos de crescimento era a questão dos retornos crescentes
de escala. A função de produção agregada apresenta retornos constantes de escala, então
todo o produto gerado seria utilizado para pagar os produtos marginais do capital e do
trabalho, de modo que não sobraria produto e incentivos para ocorrer o progresso técnico
(AGHION et al., 1998).
Uma solução para o problema mencionado acima foi encontrada por Arrow (1971),
nela se assumia que o progresso tecnológico era uma consequência involuntária do processo
de desenvolver novos bens de capitais, isso foi chamado de learning by doing. A ideia é que
em uma economia composta de firmas pequenas, se o progresso tecnológico depende da
produção agregada do capital, então pode-se assumir que adotam a taxa de crescimento
de progresso tecnológico como um fator independente da sua própria produção de bens de
capital. Portanto, cada firma maximizaria seu profit remunerando seus fatores K (capital)
e L (trabalho) pelos seus respectivos produtos marginais, não investindo diretamente em
progresso tecnológico (AGHION et al., 1998).
Learning by doing serviu de base para o modelo AK, que foi o primeiro modelo
desenvolvido de crescimento endógeno. O modelo AK assume que a partir da acumulação
de capital, learning by doing gera progresso tecnológico que aumenta o produto marginal de
capital e evita a tendência de retornos marginais decrescentes quando não ocorre progresso
tecnológico. No modelo cada firma j ∈ 1, 2, ...,N tem tecnologia dada pela função de
produção
yj = Ākαj L1−αj ,
onde kj e Lj são capital e trabalho e Ā é a produtividade,




onde η é um expoente positivo que reflete a externalidade gerada entre as firmas.
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Assumindo Lj = 1 para todo j e K =
∑N
j=1 kj o agregado do estoque de capital e
Y = ∑Nj=1 yj o fluxo agregado do produto.
Considerando que as firmas tomam os mesmos preços dos fatores, e, assim, contra-
tam na mesma proporção,
kj = K/N
para todo j, em equilíbrio, temos que:
Ā = A0Kη,
os produtos individuais são:
yj = A0Kη(K/N)α,
e o produto agregado é:
Y = NA0Kη(K/N)α,
que pode ser escrito como:
Y = AKα+η,
onde A = A0N1−α.
Esse modelo gera a mesma acumulação de capital dos modelos Solow-Swan e
Harrod-Domar devido à taxa constante de poupança, s, e taxa constante de depreciação, δ.
Substituindo Y = AKα+η na equação de acumulação de capital, K̇ = sY − δK, obtemos:
K̇ = sAKα+η − δK,
tal que a taxa de crescimento do estoque de capital é:
gK = K̇/K = sAKα+η−1 − δ
Romer (1986) assume uma função de produção com externalidade, na mesma linha
do modelo de Frankel (1962), e que a oferta de trabalho é unitária por firma (Lj = 1 para
toda firma j) e que a taxa de depreciação é 0. A poupança é determinada pelo dono da





s.t : k̇ = Ākα − c
onde k é o estoque de capital de uma firma individual, y = Ākα é o produto, c = ct é o
consumo no período corrente e Ā representa a produtividade agregada que depende do
estoque agregado de capital K = ∑N1 kj , como no modelo de Frankel (1962), pois:
Ā = A0Kη
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que sob expectativas racionais, os indivíduos antecipam que as firmas vão alocar o mesmo
capital no equilíbrio,
K = Nk




No longo prazo, como no modelo de Frankel (1962), o produto Y é dado por: Y = Ny,
onde o produto individual yj = A0Kη(K/N)α, então o produto Y é dado por:
Y = NA0Kη(K/N)α = AKα+η
dependendo do expoente α + η há três casos a considerar:
Caso 1) α+η < 1, em que, devido aos retornos decrescentes de capital, o crescimento
vai desaparecer como no modelo neoclássico sem progresso tecnológico;
Caso 2) α+ η > 1, em que, devido aos retornos crescentes de capital, o crescimento
econômico vai ser explosivo;
Caso 3) α + η = 1, em que, com retornos constantes do capital, a economia terá
crescimento econômico positivo sustentável g = ċ/c = αA0Nη−ρ
ε
, uma vez que os retornos
decrescentes do capital são compensados pelo progresso tecnológico.
Espera-se que a economia brasileira no período em estudo opere segundo o caso 3.
De toda forma, isto será uma questão a ser testada, ao considerarmos que:
Yt = AKγ1t ϕεt (3.1)
Onde Yt e Kt são o produto agregado da economia e o estoque de capital na
economia no período t, A é a produtividade total dos fatores, γ1 ≡ α + η, ϕ é a base do
logaritmo natural e e εt é um termo de erro aleatório.
A produtividade total dos fatores é responsável pela parte do crescimento do
produto agregado que não foi gerada pelo fator capital e é determinada de forma endógena.
Nesse trabalho, com apoio da literatura, consideramos que as variáveis que afetam A são
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competição bancária (GUZMAN, 2000; VITTAS, 1992; ??), financial deepening (LAEVEN;
LEVINE; MICHALOPOULOS, 2015), gastos do governo (BARRO, 1990; EASTERLY;
REBELO, 1993) e inovação financeira (HAO; HUNTER, 1997; LAEVEN; LEVINE;
MICHALOPOULOS, 2015; BARRO, 1995).
A = f(FDEEP,GEX,Cr4,FINOV) = γ0FDEEP γ2GEXγ3Cr4γ4FINOV γ5 (3.2)
Substituindo (3.2) em (3.1), com Yt mensurado como Produto Interno Bruto (GDP) e Kt
mensurado como Formação Bruta de Capital Fixo, encontramos:
GDPt = γ0GFCF γ1t FDEEP γ2t GEXγ3t Cr4γ4t FINOV γ5t ϕεt (3.3)
que após aplicar o logaritmo natural, resulta em:
ln(GDPt) = β0+γ1ln(GFCFt)+γ2ln(FDEEPt)+γ3ln(GEXt)+γ4ln(Cr4t)+γ5ln(FINOVt)+εt,
(3.4)
com β0 ≡ ln(γ0).
3.2 Dados e Modelo Empírico
A variável financial deepening (FDEEP) corresponde ao número de serviços finan-
ceiros disponíveis ou o acessos a esses serviços, geralmente, medida pela liquidez do sistema
monetário. No presente trabalho, corresponde a razão entre o agregado monetário M2 e o
PIB no Brasil, calculada com dados trimestral do Banco Central do Brasil, vide Figura 1.
Figura 1
Figura 1 – Gráfico do log de financial deepening
A variável inovação financeira (FINOV) é definida como o ato de criar e popularizar
novos instrumentos, tecnologias, instituições e mercados financeiros. As inovações podem ser
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divididas entre produtos, por exemplo novos tipos de derivativos e títulos, e processos, que
são inovações no modo de se fazer transações, de comunicação no sistema financeiro, entre
outros. Ela pode ser medida como (M2/M1) Broad-to-Narrow Money (LAEVEN; LEVINE;
MICHALOPOULOS, 2015; BARA, 2016; ANSONG; MARFO-YIADOM; EKOW-ASMAH,
2011), com dados trimestral do Banco Central do Brasil, vide Figura 2.
Figura 2
Figura 2 – Gráfico do log de inovação financeira
A variável competição bancária (Cr4) corresponde ao nível de concentração no
mercado bancário. As medidas mais usadas são CR4 e CR8. No presente estudo utilizados
o CR4, ou seja, a proporção de depósito dos quatro maiores bancos em relação ao total
de depósitos do setor bancário brasileiro, tal que CR4 =
∑4
i=1 Pi, em que Pi = Xi/T é a
parcela dos depósitos do banco de tamanho i, sendo Xi o total de depósitos deste banco e
T , o total de depósitos do setor bancário. Cr4 foi calculado com dados dos quatro maiores
bancos brasileiros: Banco do Brasil, Bradesco, Caixa Econômica Federal e Itaú Unibanco e
o total de depósitos do setor bancário retirados do Banco Central do Brasil e dos balanços
trimestrais dos bancos estudados, vide Figura 3.
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Figura 3
Figura 3 – Gráfico do log da medida de concentração bancária
A variável Formação Bruta de Capital Fixo (GFCF) mede o quanto as empresas
aumentaram os seus bens de capital, ou seja, aqueles bens que servem para produzir outros
bens. É importante porque indica se a capacidade de produção do país está crescendo
e também se os empresários estão confiantes no futuro. A série trimestral de GFCF foi
obtida do Banco Central do Brasil.
Figura 4
Figura 4 – Gráfico do log da formação bruta de capital fixo
A variável gastos do governo (GEX) é o total de dispêndios realizados pelos entes
públicos para custear os serviços públicos prestados à sociedade (gastos corrente) ou para
a realização de investimentos (despesas de capital) do Brasil em um trimestre. Os dados
foram retirados do Banco Central do Brasil.
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Figura 5
Figura 5 – Gráfico do log do gasto do governo
A variável produto interno bruto (GDP) corresponde a soma dos valores de todos
os bens e serviços finais produzidos no Brasil durante um trimestre e a sua série trimestral
em valores constantes retirados do Banco Central do Brasil.
Figura 6
Figura 6 – Gráfico do log do PIB
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Na tabela 2 apresentamos as estatísticas descritivas das variáveis logaritmizadas do
modelo (3):
Tabela 2 – Estatísticas descritivas das variáveis do modelo econométrico
lnGDP lnCr4 lnFINOV lnFDEEP lnGEX lnGFCF
Média 12.53 -1.15 1.67 1.30 24.69 10.82
Mediana 12.53 -1.18 1.68 1.38 24.67 10.87
Desvio Padrão 0.88 0.14 0.22 0.20 0.88 0.87
Máximo 14.87 -0.89 2.02 1.56 27.09 12.95
Mínimo 10.09 -1.36 1.30 0.96 22.26 8.36
Skewness 0.07 0.33 0.09 -0.37 0.11 -0.10
Kurtosis 3.81 1.93 1.56 1.51 3.80 3.60
Jaque-Bera 2.56 [0.28] 10.36 [0.00] 40.32 [0.00] 55.34 [0.00] 2.60 [0.27] 1.91 [0.38]
Observações 68 68 68 68 68 68
Aplicaremos o procedimento AutoRegressive Distributed Lag (ARDL) Bounds
Testing, tomando por base o modelo econométrico (3), que consiste em executar os
seguintes passos:
1. Com base em testes de raiz unitária, assegurar que as variáveis são integradas
I(d), de ordem d < 2.
2. Determinar a estrutura de defasagem apropriada do modelo ARDL construído
com base no modelo (3), com base no critério de informação de Akaike (AKAIKE, 1974)
3. Estimar o modelo ARDL selecionado no passo 2 por Mínimos Quadrados
Ordinários (MQO).
4. Certificar-se de que os resíduos do modelo no passo 3 são serialmente não
correlacionados e homocedásticos.
5. Executar o teste de limites (bounds test) para cointegração.
6. Caso exista uma relação de cointegração, estimar a velocidade do ajuste com
um modelo de correção de erros.
Utilizamos o Augmented Dickey-Fuller test (ADF) para verificar se a série temporal
é estacionária (DICKEY; FULLER, 1979). Outros testes podem ser utilizados para verificar
a estacionariedade da série, como o teste Phillips-Perron (PP), no entanto os resultados
encontrados nos dois testes são semelhantes e a utilização apenas do ADF é suficiente
(BROOKS, 2019). Uma série temporal é considerada não-estacionária quando possui raiz
unitária, ou seja, quando não rejeitamos a hipótese nula do teste. Os resultados do teste
ADF aplicado às séries do modelo econométrico (3) são apresentados na Tabela 3.
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Tabela 3 – Resultados do Teste Dickey-Fuller
Teste ADF
Variável Tipo Nível Primeira Diferença






























Os valores fora do colchete da Tabela 3 representam a estatistica t e os valores dentro do
colchete Tabela 3 se referem ao p-valor.
É importante destacar que existe uma incerteza envolvida em realizar os pré-testes
para definitir a ordem de integração das variáveis. Isso pode se tornar um problema, pois
pode ocorrer uma mudança na função de distribuição quando mais raízes se aproximarem
de um (PESERAN; PESERAN, 1997). Outro ponto é que o ARDL, diferentemente do
método Engle-Granger, não empurra as dinâmicas de curto prazo para os resíduos, dessa
forma ele possui propriedades estatísticas mais desejáveis (PATTICHIS, 1999; BANERJEE
et al., 1993; BANERJEE; DOLADO; MESTRE, 1998). Outra vantagem importante da
abordagem ARDL é que ela pode ser usada em amostras pequenas, enquanto o método
Engle-Granger encontra resultados inconsistentes quando existem poucas obervações
(NARAYAN; SMYTH, 2005).
A forma o modelo ARDL(p, q1, ..., q6) do modelo (3) é:















i=1 β5,iln(FINOV )t−i + ut
(3.5)
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onde trend é a variável tendência t e ut é um erro aleatório do tipo ruído branco
(processo estocástico não auto correlacionado, com média zero e variância constante).
Embora os modelos ARDL tenham sido usados em econometria há décadas, ganha-
ram popularidade nos últimos anos como um método de examinar relações de cointegração.
Duas contribuições seminais nesse sentido são Pesaran e Shin (1998) e Pesaran, Shin e
Smith (2001). Em particular, argumentam que os modelos ARDL são especialmente vanta-
josos em sua capacidade de lidar com cointegração com robustez inerente à especificação
incorreta de ordens de integração de variáveis relevantes. Em especial, no caso em que
algumas variáveis são I (0), outras são I (1) e, entre as I(1), algumas são cointegradas,
caso em que a análise convencional de cointegração, como o two-step residual- based
procedure (ENGLE; GRANGER, 1987) e o system-based reduced rank regression approach
(JOHANSEN, 1988) normalmente falha, pois exigem que todas as variáveis tenham ordens
de integração idênticas, geralmente I (1).
Para seleção do número apropriado de defasagens para o modelo (3.5), definimos o
número máximo de defasagens para a variável dependente, digamos p, e o número máximo
de defasagens para cada uma das variáveis do regressor, digamos q, e estimamos por
MQO uma série de regressões com todas as diferentes combinações possíveis de defasagens.
Em particular, como temos 5 regressores e os valores padrão do Stata são p = q = 4, o
número máximo de combinações do conjunto de números 1,. . . , 4 e 5 conjuntos adicionais
de números 0,. . . , 4, é 4 (4 + 1)5 = 12500. Ou seja, o número total de modelos em
consideração é 12500.
A combinação ideal é então determinada como aquela que minimiza o critério de
informação de Akaike (AIC).
Após os pós testes e se as variáveis são cointegradas, o modelo ARDL selecionado
é estimado na forma de um modelo de correção de erros (ECM):










i=0 ψ5∆ln(FINOV )t−i + ut
(3.6)
onde ECTt−1 ≡ ln(GDP )t−1 − θ1ln(GFCF )t − θ2ln(FDEEP )t − θ3ln(GEX)t −
θ4ln(Cr4)t − θ5ln(FINOV )t é o termo de correção de erro θk =
∑qk
i=0 βk,1/α, k = 1, ...,
5 são coeficientes de longo prazo que, em presença de cointegração, correspondem aos
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coeficientes negativos de cointegração após normalizar o coeficiente da variável dependente
para a unidade, α = 1 − ∑pi=1 φi é o coeficiente de velocidade de ajuste (the speed-of-
adjustment coeficiente) e ψ0, ψ1, ..., ψ5 são coeficientes responsáveis por flutuações de curto
prazo, não devidas a desvios do equilíbrio de longo prazo.
O teste de limites de Pesaran, Shin e Smith (2001) consiste em:
1. Executar o teste F da hipótese nula conjunta HF 0 : α = 0 e
∑qk
i=0 βk,i = 0, k =
1, ..., 5 contra a hipótese alternativa −HF 1 : HF 0 é falsa.
2. Se HF 0 é rejeitada, execute o teste t de H t0 : α = 0 contra H t1 : α 6= 0.
3. Se HF 0 é rejeitada, execute o teste-z ou teste de Wald (com base na distribuição
qui-quadrado).
A definição mais encontrada na literatura de econometria de relacionamento de
longo prazo é que a variável converge para um valor de longo prazo e depois disso ele não
muda mais de forma drástica (BROOKS, 2019). Portanto, o equilíbrio de longo prazo
é estável, os estados do sistema vão se manter constantes por um período de tempo e
não vai haver uma tendência para mudança (yt = yt−1 = y e xt = xt−1 = x) (HAQ;
LARSON, 2016). Quando se assume que o modelo vai convergir para um equilíbrio, a
primeira diferença das variáveis é zero (∆yt−i = ∆xt−j = 0 para todo i, j no longo prazo)
(BROOKS, 2019). Logo, no longo prazo a equação 3.5 fica:
γ1yt−1 + γ2xt−1 + εt + β0 + C0t = 0 (3.7)
O coeficiente final de longo prazo para x é −γ2
γ1
.
A partir da equação 8 seguimos com o procediment ARDL, ele pode ser dividido
em três etapas. A primeira etapa é estimar a equação 8 para realizar o F-bound test para
determinar se existe um relacionamento de longo prazo entre as variáveis por meio do
teste de hipótese abaixo:
H0 : γ1 = γ2 = 0 : Não existe uma relação de longo prazo
H1 : γ1 6= 0 ∪ γ2 6= 0 : Existe uma relação de longo prazo
O teste F na abordagem ARDL possui uma distribuição não-padronizada que
depende desses três pontos:
1. A combinação I(0) e I(1) variáveis independentes
2. O número de variáveis independentes
3. Se o modelo inclui um intercepto e/ou um termo de tendência
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O teste de hipótese envolve o limite superior e o inferior dos valores críticos e
existem três casos diferentes. Para rejeitar a hipótese nula é preciso considerar os valores
críticos na tabela encontrada em Pesaran, Shin e Smith (2001). Se a estatística F for maior
que o limite superior, a hipótese nula é rejeitada e existe uma relação de longo prazo entre
as variáveis. Se estatística F for menor que o limite inferior, a hipótese nula não pode ser
rejeitada e as variáveis não são cointegradas. Na terceira situação, se a estatística F ficar
entre o limite superior e inferior, o resultado do teste é inconclusivo (PESARAN; SHIN;
SMITH, 2001).
Quando o teste for inconclusivo, que é o terceiro caso mencionado acima, é pos-
sível ainda analisar o error correction term (BANERJEE; DOLADO; MESTRE, 1998;
KREMERS; ERICSSON; DOLADO, 1992). A segunda etapa é definir o ECM-term. Consi-
derando que o teste F apresentou resultados significantes, é possível determinar o equilíbrio
da relação de longo prazo sem produzir uma regressão espúria, pois a combinação linear
de variáveis não-estacionárias é estacionária numa abordagem OLS:
yt = β0 + β1xt + εt (3.8)
A convergência do modelo para o equilíbrio é definida por meio da equação:
ECMt−1 = yt−1 − β̂0 − β̂1xt−1 (3.9)
onde β̂s são os estimadores da equação 10. Para se alcançar o equilíbrio de longo prazo a
diferença entre a variável independente e dependente (ECMt−1) tem que ser decrescente,
caso o contrário não vai existir convergência.
Na último etapa, as dinâmicas de curto prazo são estimadas utilizando a equação 8
substituindo as variáveis com lag yt, xt pelo error correction term ECMt−1, de modo que
a equação fica:






ωj∆xt−j + λECMt−1 + εt (3.10)
Para que o modelo convirja para o equilíbrio é necessário que o coeficiente λ da
equação 3.10 seja estatisticamente significante e negativo. Um coeficiente ECM significante
confirma a existência de uma relação estável de longo prazo e cointegração entre a variável
dependente e independente. O coeficiente também determina a velocidade do ajuste para
o equilíbrio (HAQ; LARSON, 2016).
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3.3 DAG
Um dos grandes desafios dos estudos empíricos em economia é identificar a relação
de causalidade entre as variáveis de forma conclusiva. A maior parte da literatura se baseia
principalmente na teoria econômica ou na própria intuição do autor para estabelecer as
estruturas de causalidade do modelo (KWON; BESSLER, 2011). Trabalhos empíricos
que utilizam apenas esses dois métodos podem apresentar relações de causalidade que
são incorretas, esse tipo de causalidade pode ser categorizada como deductive causation.
Um outro modo de tentar estabelecer essas relações é por meio do inductive causation,
método que cria gráficos de causalidade com base em dados observados (LI; WOODARD;
LEATHAM, 2013).
Swanson e Granger (1997), Spirtes et al. (2000), Pearl (2009), Bessler e Yang
(2003), Demiralp e Hoover (2003) introduziram o método directed acyclic graph (DAG).
Ele é utilizado para determinar relações de causalidade entre as variáveis. As relações de
causalidade são apresentadas por meio de vértices e setas. A tabela na página seguinte,
retirada do programa TETRAD 6.7.0, ilustra cada tipo de relação.
Existem muitos algoritmos possíveis para identificar DAGs na literatura de machine
learning. Esse trabalho utilizou o PC algorithm (BESSLER; YANG, 2003). Existem três
condições importantes para a utilização do algoritmo. A primeira condição é condição
causal de Markov. A segunda é que nenhuma variável seja omitida. E a última condição
é que duas variáveis não podem ser não-correlacionadas por conta do cancelamento de
outros parâmetros que conectam essas variáveis (PAN et al., 2019).
O algoritmo funciona da seguinte forma. No início, existe um complete undirected
graph que possui arestas conectando todas as variáveis entre si. O algoritmo testa todos os
pares de variáveis para verificar a correlação incondicional entre elas e elimina as arestas
das variáveis que não possuem correlação. As arestas que permanecerem são testadas
para verificar se existe correlação entre a relação das duas variáveis condicionadas a uma
terceira variável (correlação parcial de primeira ordem). Depois desse teste, o algoritmo
elimina as arestas das variáveis que não possuem correlação parcial de primeira ordem. O
algoritmo procede testando as relações de correlação parciais de segunda ordem e assim
por diante até N-2 ordem de correlação condicional (PAN et al., 2019).
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Tabela 4 – Tipos de relação DAG
Tipos de relação DAG
Tipos de Relação Relação Presente Relação Ausente








de A e B.
B não causa A.
A ← → B Unmeasured con-
founder (C) de A
e B. Podem exis-
tir variáveis ob-
serváveis no ca-
minho de C para
A e de C para B.
A não causa B.
B não causa A.
A ◦ → B A causa B ou
existe um unmea-
sured confounder
(C) de A e B ou
as duas opções.
B não causa A.
A ◦ - ◦ B Uma das opções
abaixo:
i) A causa B
ii) B causa A
iii) Existe um
unmeasured con-
founder (C) de A
e B
iv) Opções i e iii
v) Opções ii e iii
(1) ( → ) representa a direção da relação de causalidade entre A e B. (2) ( ◦ ) pode
tanto representar uma relação direta de causalidade quanto a existência de um
unmeasured confounder (C) de A e B.
57
4 Resultados
4.1 Resultados Modelo Econométrico
Na tabela 5 encontra-se o resultado da regressão ARDL de lnGDP, lnCr4, lnFINOV,
lnFDEEP, lnGFCF, lnGEX. A escolha de três lags para cada variável foi definida de acordo
com o Akaike information criterion (AIC). A série temporal analisada nesse trabalho se
inicia no primeiro trimestre de 2002 e vai até o último trismestre de 2018, totalizando 64
observações. Foram escolhidas seis variáveis para essa pesquisa e todas foram transformadas
em logaritmo natural. Elas são o PIB (lnGDP), uma proxy de concentração bancária
(lnCr4 ), uma medida de inovação financeira (lnFINOV ), outra variável que representa
financial deepening (lnFDEEP), a formação bruta de capital fixo (lnGFCF) e os gastos
correntes do governo (lnGEX) nesse período.
A regressão apresentou um R-squared = 0.0.9999 e Adj R-squared = 0.9999, esses
valores são bem elevados e podemos confirmar por meio da estatística F que as variáveis
são conjuntamente significantes. Ao analisar as variáveis individualmente, precisamos
analisar tanto o impacto corrente delas em lnGDP quanto o impacto do lag delas na
variável dependente. É possível observar que o primeiro, terceiro e quarto lag de lnGDP são
estatisticamente significantes em qualquer nível, o primeiro é estatisticamente significante
no nível de 5%, mas o segundo não é. lnCr4, que representa uma proxy de concentração
bancária, não é estatisticamente significante. A medida de inovação financeira, lnFINOV, é
estatisticamente significante no primeiro e no segundo lag. Já lnFDEEP é estatisticamente
significante. lnGEX é estatisticamente significante no coeficiente corrente e em todos
os lags com exceção do segundo e lnGFCF é estatisticamente significante no coeficiente
corrente e em todos os lags com exceção do primeiro.
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Tabela 5 – Resultado do ARDL bound test
Resultados dos coeficientes de longo prazo











(***), (**), (*) significante no nível de 1, 5, 10%, respectivamente.
Do modelo ARDL da tabela 5 obtemos o coeficiente da velocidade de ajusta-
mento (ADJ) da regressão, que é igual a aproximadamente -0.671, ele é estatisticamente
significante em qualquer nível de significância e negativo, de modo que o modelo não
está mal-especificado. Esse valor representa em qual intensidade as variáveis dependentes
reagem aos desvios da relação de equilíbrio, em qual velocidade uma distorção no equilíbrio
é corrigida. Em relação aos coeficientes de longo prazo, se verifica que apenas lnCr4 não
é estatisticamente significante. lnFDEEP tem um efeito negativo em lnGDP, enquanto
lnFINOV lnGFCF e lnGEX possuem um efeito positivo. Quanto aos coeficientes de
curto prazo da tabela 6, obtemos que o terceiro lag da diferença de lnGDP é estatisti-
camente significante em qualquer nível e negativo, a primeira diferença de lnFINOV é
estatisticamente significante e tem um efeito negativo e o lag da diferença de lnFINOV
também é estatisticamente significante, mas tem um efeito positivo em lnGDP, a primeira
diferença e o terceiro lag da diferença de lnGEX é estatisticamente significante e positivo
e a primeira diferença, o lag da primeira diferença e o terceiro lag da diferença de lnGFCF
são estatisticamente significantes e positivos.
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Tabela 6 – Resultado do ARDL bound test

































(1) LD é o lag da primeira diferença. (2) D1 é a primeira diferença. (***), (**), (*)
significante no nível de 1, 5, 10%, respectivamente.
Tabela 7 – Resultado do ARDL bound test
Modelo com lnGDP como variável dependente
Variável dependente Estatística F
lnGDP 13.616
ARDL bound test, critical value (PESARAN; SHIN; SMITH, 2001)




(1) lnGDP é logaritmo natural do PIB. (2) (***) significa que é estatisticamente
significante no nível de 1%.
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Do ARDL Bound Test (PESARAN; SHIN; SMITH, 2001) da tabela 7, encontramos
que a estatistica F é igual a 13.616 (F = 13.616). A hipótese nula do teste é que não existe
relação de longo prazo entre as variáveis, portanto precisamos rejeitar essa hipótese para
as variáveis do modelo serem cointegradas. O critério de rejeição é F > valor crítico I(1)
da figura acima. A estatística F é maior que todos os F críticos, independentemente do
nível de confiança. Então, podemos rejeitar a hipótese nula e considerar que essas variáveis
possuem uma relação de longo prazo.
Se existe cointegração, o modelo ARDL (p, q, q, q, q, q) é especificado da seguinte
forma:
















i=1 ϕ5i∆lnGEXt−i + +
∑q
i=1 ϕ6i∆lnGFCFt−i + λECTt−1 + et
Onde λ = (1−∑pi=1 δi) é a velocidade de ajuste do parâmetro e tem valor negativo.
ECT = (lnGDPt−i − θXt) é o error correction term que é obtido da equação de
longo prazo.
θ = ∑qi=0 βiα . E ϕii são os coeficientes de curto prazo.
O ARDL tem como objetivo encontrar o melhor estimador linear não viesado
(BLUE), isto é, aqueles que possuem variância mínima e que E(β̂) = β, também é
necessário que testes de diagnóstico sejam feitos. Serão realizados testes de correlação
serial, heterocedasticidade, teste de estabilidade e normalidade dos resíduos. Se os modelos
não possuírem nenhum desses vieses, os resultados poderão ser utilizados para análise.
4.2 Resultados do Teste de Correlação Serial
Para testar a correlação serial, caso os diferentes lags dos resíduos forem correlacio-
nados, é utilizado o Breusch-Godfrey test (GODFREY, 1978). Para não existir correlação
serial, precisamos de Covariância (εi, εj) = 0 para todo i, j, caso contrário vai haver corre-
lação serial. Correlação serial afeta a eficiência do modelo, portanto os estimadores deixam
de ser BLUE (BROOKS, 2019). Se o modelo sofrer de correlação serial, as inferências
podem ser inconsistentes, pois os erros-padrão se tornam inválidos. O modelo dos resíduos
na forma mais simples do Breusch-Godfrey test:
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Tabela 8 – Resultado do Teste Breusch-Godfrey para correlação serial
lags(p) chi2 df Prob > chi2
1 0.008 1 0.9272
H0: no serial correlation
εt = εt−1ρ+ νt ∼ N(0, σ2υ) (4.1)
A hipótese nula e alternativa do teste são:
H0 : ρ = 0: O modelo não possui correlação serial
H1 : ρ 6= 0: O modelo possui correlação serial
Utilizamos o Breusch–Godfrey test, a hipótese nula do teste diz que não existe
correlação serial, caso ela não seja rejeitada, podemos continuar com os outros testes de
diagnóstico. Podemos observar na tabela 8 que a série temporal não sofre de correlação
serial.
4.3 Resultado do Teste White
O objetivo é testar se todos os resíduos possuem uma variância constante, ou seja, se
Variância(εt) = σ2 <∞, para todo t. O modelo ARDL e a estimação OLS assumem que os
resíduos são homocedásticos (variância constante) nos resíduos, os coeficientes estimados
deixam de ser BLUE, pois deixariam de ter a variância mínima entre os estimadores
não-viesados. O teste utilizado para verificar a presença de heterocedasticidade é o teste
White (WHITE et al., 1980). A hipótese nula e alternativa do teste são as seguintes:
H0 : Homocedasticidade (Os resíduos possuem variância constante)
H1 : Heterocedasticidade (Os resíduos não possuem variância constante)
Os valores da tabela 9 não permitem rejeitar a hipótese nula, então a série não
sofre de heteroscedasticidade e podemos continuar com a nossa análise.
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Tabela 9 – Resultado do Teste White para heterocedasticidade
chi2(63) = 64.00 e Prob > chi2 = 0.4412
Source chi2 df p
Heterocedasticidade 64.00 63 0.4412
Skewness 10.22 19 0.9474
Kurtosis 0.83 1 0.3614
Total 75.05 83 0.7210
H0: homoskedasticity
HA: unrestricted heteroskedasticity
4.4 Resultado do Teste de Estabilidade
O modelo ARDL é sensível a variações estruturais, nesse caso precisamos verificar
a estabilidade dos coeficientes de curto e longo prazo para os resultados poderem ser
analisados. Brown, Durbin e Evans (1975) propõem os testes CUSUM e CUSUMSQ para
observar a estabilidades dos coeficientes.
Podemos observar nas figuras 7 e 8 que a linha do teste CUSUMSQ não ultrapassa
as retas de 5%, então os coeficientes são estáveis.
Figura 7 – Teste CUSUM
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Figura 8 – Teste CUSUMSQ
4.5 Resultado do Teste de Normalidade de Resíduos
O Jarque-Bera test verifica a normalidade dos resíduos, ou seja, se εt ∼ N(0, σ2),
para todo t. Essa condição é necessária para poder realizar testes de hipótese dos parâmetros
do modelo, caso os resíduos não sejam distribuídos normalmente, podem ocorrer problemas
para realizar inferências estatísticas, como os testes de significância (BROOKS, 2019). A
hipótese nula e alternativa são:
H0 : Os resíduos são normalmente distribuídos
H1 : Os resíduos não são normalmente distribuídos
De acordo com os valores do teste Jarque-Bera da tabela 10, rejeitamos a hipótese
nula, então o modelo pode violar a hipótese de normalidade. Segundo Ghasemi e Zahediasl
(2012), com amostras maiores que 30 ou 40 observações, nesse trabalho temos 68 observa-
ções, a violação da suposição de normalidade não causa problemas graves, de modo que
ainda podemos trabalhar com o modelo mesmo quando os dados não são normalmente
distribuídos.
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Tabela 10 – Resultado do Teste Jarque-Bera para normalidade dos resíduos
Variável obs pr(Skewness) pr(Kurtosis) adj chi2(2) Prob > chi2
resíduo 68 0.0002 0.0002 20.57 0.0000
4.6 Resultados DAG
Hipótese 1.
Formação bruta de capital fixo pode influenciar o produto interno bruto.
Hipótese 2.
Gastos do governo pode influenciar o produto interno bruto.
Hipótese 3.
Financial deepening pode influenciar o produto interno bruto.
Hipótese 4.
Financial deepening pode influenciar a inovação financeira.
Hipótese 5.
Concentração bancária pode influenciar o produto interno bruto (DIAMOND, 1984;
RAMAKRISHNAN; THAKOR, 1984; BOYD; PRESCOTT, 1986; WILLIAMSON, 1986).
Hipótese 6.
Concentração bancária pode influenciar a inovação financeira (BHATTACHARYYA;
NANDA, 2000).
Hipótese 7.
Inovação financeira pode influenciar o produto interno bruto (ANSONG; MARFO-
YIADOM; EKOW-ASMAH, 2011; MICHALOPOULOS; LAEVEN; LEVINE, 2009; HAO;
HUNTER, 1997).
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Tabela 11 – Resultados Modelo 1 DAG
Modelo 1 DAG










(1) ( → ) representa a direção da relação de causalidade entre as variáveis.
Testamos as hipóteses de 1 a 7 por meio de um directed acyclic graph (DAG), que
verifica as relações de causalidade entre as variáveis. É possível observar que todas as
hipóteses se sustentam e são estatisticamente significantes, com exceção da hipótese 1, que
afirma que a formação bruta de capital fixo pode influenciar o produto interno bruto, da
hipótese 2, que afirma que gastos do governo pode influenciar o produto interno bruto, e
da hipótese 7, que afirma que a inovação financeira pode influenciar o produto interno
bruto. No entanto, quando analisamos o modelo conjuntamente, encontramos que ele não
é estatisticamente significante.
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Figura 9 – Resultado DAG Modelo 1
Algoritmo PC
Figura 10 – Resultado DAG Modelo 2
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Tabela 12 – Resultados Modelo 2 DAG
Modelo 2








(1) ( → ) representa a direção da relação de causalidade entre as variáveis.
A tabela 12 aponta as relações de causalidade entre as variáveis e foi desenvolvida
pelo algoritmo PC. Verifica-se que elas divergem em alguns pontos das hipóteses apre-
sentadas acima. Observamos que lnGEX possui uma relação de causalidade com lnGDP,
como descrito na hipótese 2. As linhas amarelas não representam relação de causalidade,
foram construídas apenas para rodar o algoritmo. Então, encontramos que as hipóteses
1, 3, 4, 5, 6 e 7 não foram confirmadas pelo algoritmo e lnFINOV, lnGDP e lnCr4 não
apresentam nenhum relacionamenteo de causalidade de acordo com esse algoritmo, apesar
do efeito de lnFDEEP em lnGDP, lnFDEEP em lnFINOV e lnCr4 em lnFINOV serem
estatisticamente significantes É importante destacar que os resultados do modelo ARDL
divergem em parte dos resultados encontrados nos dois modelos DAG. Um argumento
que pode explicar essa diferença é que o modelo ARDL considera o efeito dos lags das




A inovação financeira e a competição bancária são dois fatores extremamente
importantes no debate econômico atual. O impacto desses fatores no crescimento econômico
tem sido discutido intensamente na literatura. O processo de inovação tem se acelerado
com o passar dos anos e com a inovação financeira não tem sido diferente, a inovação
financeira procura criar produtos e processos que tornam o sistema financeiro mais diverso,
Miller (1986) o considera um processo revolucionário. Enquanto alguns economistas
consideram a inovação financeira o motor da economia, destacando seu impacto positivo
na acumulação de capital, no desenvolvimento do sistema financeiro e no crescimento
econômico (ORJI; OGBUABOR; ANTHONY-ORJI, 2015), outros afirmam que ela pode
tornar o sistema econômico mais instável, inovações como os junk bonds e derivativos
contribuíram significativamente para a economia de alguns países entrar em crise (TUFANO,
2003).
O efeito da competição bancária no crescimento econômico é outro foco desse
trabalho. A concentração bancária no mundo se intensificou após a crise financeira de 2008.
O Brasil seguiu esse padrão e também apresentou um aumento do nível de concentração
no período. Atualmente, o Brasil possui a maior concentração bancária entre os países
emergentes e pertence ao grupo dos países com os sistemas bancários mais concentrados,
que inclui Suécia, Canadá, Austrália, França e Holanda. O impacto das diferentes formas
de organização da indústria bancária no crescimento econômico tem apresentado resultados
ambíguos até o momento. Um dos aspectos negativos destacado é a perda de bem-estar
da sociedade causado pela falta de competição. As instituições bancárias com poderes
monopolísticos cobrariam taxas mais elevadas para emprestar recursos e ofereceriam taxas
menores para os depósitos, reduzindo assim a quantidade de crédito disponível na economia
e tornando o processo de empreender mais custoso, impactaria também na capacidade
das firmas de investirem em pesquisa, limitando a possibilidade de inovação, podendo ser
um fator significativo no desaceleramento do crescimento econômico (??GUZMAN, 2000).
Outros economistas apontam que o aumento da competição entre os bancos incentivaria
problemas de perigo moral e tornaria o sistema econômico menos estável (HELLMANN;
MURDOCK; STIGLITZ, 2000), e também estruturas bancárias mais concentradas possuem
ganhos de escala e, portanto, atuariam de forma mais eficiente (DIAMOND, 1984).
Esse trabalho procurou verificar a relação conjunta de longo prazo entre o cresci-
mento econômico, inovação financeira e um indicador de concentração bancária, controlando
para os efeitos de financial deepening, gastos do governo e formação bruta de capital fixo.
Para verificar se existe essa relação de cointegração foi utilizado o modelo Autoregressive
Distributed Lag (ARDL) aplicado numa base de dados trimestral de 2012 até 2018. Também
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foi desenvolvido nessa pesquisa um Directed Acyclic Graph (DAG) para tentar identificar
as relações e direções de causalidade entre essas variáveis.
Do modelo econométrico foi obtido que existe uma relação de cointegração entre
as variáveis. Essa relação conjunta de longo prazo é significativa em todos os níveis de
confiança. Analisando os efeitos de longo prazo das variáveis, encontramos que inovação
financeira, financial deepening, formação bruta de capital fixo e gastos do governo são
significantes em qualquer nível de confiança, apenas a medida de concentração bancária
não é. Quanto às relações de curto prazo, temos que a primeira diferença do produto
interno bruto, a primeira diferença e o lag da primeira diferença de inovação financeira,
a primeira diferença de gastos do governo e a primeira diferença e o lag da primeira
diferença da formação bruta de capital fixo são estatisticamente significantes, a medida de
concentração bancária também não apresenta relação no curto prazo.
Dois modelos de DAG foram apresentados. O primeiro foi definido de acordo com
o referencial teórico utilizado nesse trabalho. As principais relações testadas foram: (1)
competição bancária pode influenciar o produto interno bruto, (2) a concentração bancária
pode influenciar a inovação financeira, (3) a inovação financeira pode influenciar o produto
interno bruto. Dessas três hipóteses, encontramos apenas uma relação de causalidade
entre competição bancária e inovação financeira, as hipóteses de que competição bancária
pode influenciar o produto interno bruto e que a a inovação financeira pode influenciar o
produto interno bruto não se sustentaram. No segundo modelo, foi utilizado um algoritmo
para encontrar as relações de causalidade mais fortes da base de dados. Foi encontrado
que apenas o gasto do governo possui uma relação de causalidade com o produto interno
bruto. Inovação financeira, concentração bancária e produto interno não apresentaram
uma relação direta de causalidade entre si. Nenhum dos dois modelos é estatisticamente
significante em conjunto. As diferenças entre o modelo econométrico e os modelos de DAG
podem ser explicadas pelo fato do modelo econométrico considerar a relação entre os lags
das variáveis e o DAG apenas a relação contemporânea entre elas.
Em um mercado mais globalizado, o número de agentes atuando se torna maior. A
inovação financeira é uma resposta ao aumento da volatilidade dos mercados financeiros,
que é uma consequência do processo de globalização. As instituições financeiras desenvolvem
novos produtos e processos para atender os novos participantes desse mercado. O surgimento
e expansão de startups intensivas no uso de tecnologia financeira (fintech) pode impactar
significativamente a estrutura do setor bancário brasileiro. Os formuladores de política e
pesquisadores trabalham com dois cenários extremos. Em um deles os bancos tradicionais
adotam as inovações relevantes e mantêm seu poder de mercado, e no outro, startups ou
gigantes de outros setores acabam por assumir integralmente o setor bancário. O mais
provável é que a estrutura futura do sistema financeiro esteja em um nível entre os extremos
apresentados. Entender o impacto dessas novas inovações financeiras na estrutura bancária
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e como isso afetará o crescimento é uma questão extremamente importante.
Inovação financeira não é um fator isolado na economia, ela também depende do
ambiente institucional e regulatório, fatores estes que podem tanto promover quanto inibir
qualquer processo de inovação. A diferença de tamanho das economias, sua complexidade,
seu estado tecnológico e diferenças no sistema político fazem com o que o processo de
inovação se desenvolva de maneira distinta entre os países. O governo pode melhorar a
performance econômica dos sistemas financeiros através da regulação, por meio dela ele
deve trabalhar para garantir a integridade do mercado e administrar as externalidades
geradas por ele. O governo também pode agir competindo no mercado incentivando a
criação de novos produtos e melhorando o ambiente institucional, desenvolvendo um
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