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Abstract 
Broadband access to the Internet has made large-scale deployment of video streaming 
services a viable proposition. A remaining key issue, however, is that how video data can 
be delivered to the receiver in a best-effort network like the IPv4 Internet in view of the 
fact that deployment of IPv6 Internet infrastructure is unlikely to be widespread in the 
short term because of the large installed base of IPv4 equipment. In particular, one has to 
keep in mind that 1) the video data has to be delivered on time to the receiver for timely 
display，and 2) the delivery of video data should be able to co-exist with other protocols, 
especially the predominant TCP, in the network in a fair manner. This thesis addresses 
these issues by proposing a novel video streaming protocol called VarS-TCP. With VarS-









Chapter 1 Introduction 1 
Chapter 2 Background 5 
2.1. Packet Loss in the Internet 5 
2.2. Shared Internet 7 
2.3. Video Streaming 10 
2.4. Real-time video transmission criteria 11 
2.5. Existing Video Streaming Protocol 13 
Chapter 3 Transmission Control Protocol (TCP) 16 
Chapter 4 Variable-rate Streaming TCP (VarS-TCP) 22 
4.1. General Idea 22 
4.2. Assumptions 25 
4.3. VarS-TCP Algorithm 26 
4.3.1. Connection Initialization 26 
4.3.2. Normal Data Transfer 27 
4.4. Skipping packets in TCP 32 
4.4.1. Types of skipped packet 32 
4.4.2. Acknowledging skipped packets 34 
4.4.3. Maintaining Normal Data Flow 35 
4.4.4. Congestion Control 37 
4.4.5. Packets skipped by receiver 41 
4.5. Rebuffering 44 
iii 
Chapter 5 Simulation Result 45 
5.1. Accumulating Data 46 
5.2. Delay Constraints 48 
5.3. Adapting network situation 50 
5.4. Sharing bandwidth with TCP 52 
5.5. Random Traffic 58 
5.6. Effect of packet skip threshold 59 
5.7. Effect of round-trip-time 61 





In the last few years, the bandwidth of the Internet backbone around the world has been 
expanded rapidly to cope with increasing amounts of traffic. At the same time, 
commercial broadband access networks are also being rolled out to connect users to the 
Internet backbone. Along with the advances made in compression technology, the 
increased network capacity is making possible the delivery of video content with good 
quality. Video services such as video conferencing, real-time video broadcasting and 
stored video distribution can be supported much more easily than before. 
Although the physical infrastructure is ready for video distribution, efficient Internet 
protocols for video transport remain a research topic, particularly in face of the ever 
changing and evolving characteristics of the Internet. This thesis focuses on one of the 
video services, stored video distribution, and addresses the following issue: 
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In a network that 
1) has capacity many times required for the transmission of any single stream of 
video content and 
2) supports predominantly TCP-based sei^ices, 
what is the best way to transmit stored video ？ 
Assumption 1 is based on the following observation. In the past, network capacity was 
typically in the range of kilobits per second to at most several megabit per second. 
MPEG-l and MPEG-2 movies, on the other hand, requires 1.5 Mbps and 4 to 5 Mbps, 
respectively. The whole network can support at most a few simultaneous video streams, 
if at all. Advancement in fiber-optic technology is making possible gigabit networks. 
Along with the maturing of MPEG-4 technology that can support high-quality video with 
only about 500-700 kilobits per second, many video streams can be supported 
simultaneously in the future network. Relatively speaking, video content is no more as 
"bandwidth-hungry" as before. 
With respect to Assumption 2, we note that TCP has been a very successful transport 
protocol and will continue to be used by the majority of the applications and services on 
the Internet. Video transport protocols must co-exist harmoniously with this TCP traffic. 
We argue that based on the premise as outlined in 1 and 2, a modified version of TCP is 
suitable for the transmission of stored video, in contrast to previous work that 
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demonstrated TCP was not suitable for the transmission of video advocated the use of 
UDP instead. We believe this conclusion was based on the Internet of the previous 
generation in which the bandwidth was scarce and one video stream alone could consume 
a large chunk of the available bandwidth. 
Specifically, this thesis investigates video-streaming protocols based on modified TCP's. 
The protocols attempt to achieve certain degree of reliability, but not all-out reliability as 
in TCP. Our protocols try to strike a balance between packet-loss probability and delay 
performances. Unlike many UDP-based video streaming protocol in which there is no 
congestion control, our protocols are TCP-friendliness in the sense that they do not rob 
other conventional TCP traffic of their bandwidth and vary their bandwidth usage 
according to the network condition. In particular, our protocols have the characteristics 
that they will make best use of unused network capacity when the network is not 
congested and pump up the transmission rate to store as much data as possible at the 
receiver. This allows a slower transmission rate later in case the network becomes 
congested. 
The rest of this thesis is organized as follows: Chapter 2 reviews video streaming 
techniques and discusses the characteristics of the Internet environment which have 
significant impact to the design of such techniques. Existing video streaming protocols 
and their assumptions are also reviewed. Chapter 3 reviews the mechanism being used by 
current TCP which serves as the basis for our proposed protocol. Chapter 4 presents our 
proposed protocols. Chapter 5 discusses the performance results of the protocols based on 
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simulation experiments. Chapter 5 concludes this thesis and presents several areas for 




2.1. Packet Loss in the Internet 
The Internet is a best-effort packet-switched network. The Internet Protocol (IP) is 
responsible for all data packet delivery over the Internet. Other protocols rely on IP to 
delivery their data. As IP is merely a packet delivery service without guarantee on 
reliability, packets may be lost. 
“ T h e r e are several types of packet loss. The first type is random loss. Random loss arises 
from bit errors due to signal noise in the physical links or fading in the wireless links. 
These errors corrupt the payload of IP packets, and the corrupted packets are usually 
discarded in routers or their final destination. For example, UDP discards a packet 
silently if the packet is corrupted. If reliability is required, error recovery schemes must 
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be employed to recover lost data. For example, TCP retransmits corrupted or missing 
packets until they are finally received. 
The second type of packet loss is due to network congestion. As the Internet 
infrastructure is shared among users from all over the world，there are usually many 
connections using a link at any given time. Congestion occurs if the aggregate traffic of 
all connections on a particular link exceeds the capacity of the link. During congestion, 
the router connected to the link starts to drop incoming packets when its transmission 
buffer overflows. As a result, connections using the link will experience packet loss. 
There are currently two major error recovery techniques for dealing with packet loss: 1) 
retransmission and 2) forward error correction (FEC). Retransmission means transmitting 
a packet when packet loss is detected. Different retransmission schemes differ on how 
packet losses are detected. 
FEC adds redundant packets derived from data packets. These packets allow re-
construction of corrupted or missing packets if sufficient amount of data is received. 
Although FEC has a smaller end-to-end delay, retransmission is more popular than FEC. 
The reason is that FEC requires extra bandwidth for its redundant packets. In addition, 
the degree of reliability of FEC is determined by the amount of redundant packets added. 
As a result, the network environment has to be known in advance in order to achieve the 
minimum reliability tolerable by a video. Unfortunately, such information is difficult to 
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obtain and track accurately in a dynamic network like the Internet in which the bandwidth 
usage tends to vary widely over time. 
2.2. Shared Internet 
As the Internet is shared among users all over the world，multiple connections sharing the 
same link is not uncommon. These connections have different durations and bandwidth 
requirements. The aggregate traffic and bandwidth requirements on a link fluctuate over 
time according to the combined behaviors of all connections on the link. Therefore, 
protocols employ flow and congestion control mechanisms in order to accommodate and 
adapt to the network dynamic. For end-to-end flow control at the transport layer, the 
transmission rate of a connection is adjusted according to the measured network 
conditions: it is adjusted up when there is extra bandwidth and down when there is 
congestion. The benefit of flow and congestion control is that unused bandwidth can be 
utilized while link overloading can be prevented. 
Packets arrive at a router in a dynamic manner. Hence, routers make use of a buffer to 
absorb the short-term fluctuation in packet arrival rates. The size of the buffer is a trade 
off between queue delay and the degree of fluctuation a router can tolerate. During 
congestion, the packet arrival rate is greater than the packet departure rate. Therefore, 
packets are accumulated in the buffer gradually. Eventually, the buffer will be full and 
the router will not be able to store newly arrived packets. Some packets in the buffer or 
the newly arrived packet will have to be dropped as a result. 
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There are two buffer policies that are used for selecting packets to drop during 
congestion. The first policy is called Drop-tail policy. The policy manages the buffer of 
the router as a queue in the First-In-First-Out (FIFO) manner. In other words, packets are 
appended to the tail of the queue as they are received. At the same time, the router 
transmits packets in the same order as they are in the queue. During congestion when the 
buffer is full, Drop-tail policy discards the newly arrived packets. The second policy is 
called RED queue [5]. RED also manages the buffer as a FIFO queue. Contrary to Drop-
tail policy, RED randomly selects packet to be dropped during congestion. Compared 
with the Drop-tail policy, there is a consensus in the research community that RED can 
better ensure fairness among TCP connections. 
Given a buffer policy, different connections that use the same router compete with each 
other to achieve higher transmission rate and reliability. As far as error recovery schemes 
are concerned, the likelihood of recovering a lost packet is determined by the number of 
redundant packets added for the packet: increasing redundancy increases the chance that 
the packets can be recovered, and vice versa. Thus, if two connections are using the same 
router, the connection that adds more redundancy can achieve higher reliability during 
congestion. However, excessive redundancy reduces network efficiency and worsens 
network congestion. 
For flow and congestion control mechanisms, the way the mechanism changes its 
transmission rate in response to measured network condition affects effective bandwidth 
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available to the connection. Specifically, a more aggressive mechanism transmits data at 
a higher rate than a less aggressive one under the same network condition. Therefore, the 
more aggressive mechanism can occupy more bandwidth than the less aggressive one 
when they are using the same router. For example, TCP reduces its transmission rate 
during congestion while a constant bit rate (CBR) source does not change its transmission 
rate at all. If a CBR and a TCP connection are sharing a router, TCP is not able to 
increase its transmission rate higher than the link bandwidth minus the transmission rate 
of the CBR, or packet loss will force TCP to reduce its transmission rate back. 
The Internet is being evolved to deal with heavier traffic from diverse sources. The 
number of simultaneous connections running on a link has been on the rise. With the 
changing characteristics of the Internet, it is becoming more important that fair allocation 
of bandwidth among connections can be ensured. While IPv6 [16] and many new IP level 
traffic control mechanisms such as diffServ and intServ are being studied, there is a large 
install-based of legacy network equipment that does not yet have these capabilities. It is 
likely that the Internet will continue to be a best-effort network with no explicit 
bandwidth guarantee for some time to come. With no bandwidth segregation among 
services and applications within the network, we should explore end-to-end solutions 
such as the TCP as a way to ensure fairness but modify it to deal with varying 
requirements of different applications and services. 
TCP is the most popular protocol being used in the Internet. It is therefore desirable for a 
any newly introduced end-to-end protocol to be TCP-friendly, i.e., to be able to share 
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bandwidth fairly with other legacy-TCP traffic on the same link. Otherwise, either TCP 
or the protocol will be prevented from transmitting data effectively across the link. 
2.3. Video Streaming 
A technique known as streaming is usually used to deliver video over the Internet. 
Streaming means the content is played while it is being received at receiver. In most 
streaming protocols, the sender sends the content out at a rate that is the same as the 
display rate at the receiver. 
As the network condition changes over time, the receiver needs a buffer to absorb delay 
jitter and allow error recovery scheme to recover lost packets. At the start of the 
streaming, the video is not presented until data are accumulated to a certain level in the 
buffer. The process of accumulating data before presenting the video is called pre-
fetching. The size of data to be pre-fetched can either be too large or too small. Pre-
fetching large amount of data results in long waiting time by the user. On the other hand, 
a small pre-fetch buffer diminishes the degree of fluctuation in network condition 
tolerable by the receiver. 
There are several advantages to video streamins. First, it reduces the user waitine time -
relative to file download in which the complete video content must be received before 
being displayed. Second, by pacing the transmission rate at the display rate, it avoids 
saturating the network by occupying only bandwidth enough to keep playing a video. In 
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addition, it reduces the storage requirement at the receiver since content that has been 
displayed can be discarded. 
The importance of the second advantage is diminishing as the network bandwidth goes 
up and the cost of storage comes down, as current trend shows. Indeed, by always 
transmitting at a constant rate, the protocol runs the risk of not being able to use the 
excess bandwidth when the network is not congested and using too much bandwidth 
when the network is congested. This thesis focuses on video streaming techniques that 
transmit at a variable rate in accordance to the actual network traffic conditions. 
2.4. Real-time video transmission criteria 
Different from pure data transmission, a video transmission protocol requires playing the 
video with acceptable quality besides delivering data. There are several criteria on video 
transmission protocol in order to achieve the requirement. 
First, as the receiver plays the video while it is being received, the streaming protocol are 
must meet a delay constraint on the arrivals of packet. Specifically, a packet must be 
received before its presentation time so that the receiver is able to present the packet. 
. . Otherwise, the packet is no longer useful even if it can be received successfully later on. 
Second, there is a loss-rate constraint on the streaming protocol. Due to the delay 
constraint above, a streaming protocol has limited time to recover each lost packet. As a 
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result, the protocol cannot guarantee 100% reliability on the video data. Some packets 
will be lost and therefore will not be presented to the user. The loss-rate constraint is a 
meant to ensure the a certain level perceived video quality and it is determined by the 
compression technique used by the video. In addition, the loss-rate constraint can be 
rather strict. For example, MPEG encodes each frame in one of the three types: I-frames, 
P-frames and B-frames. To increase compression efficiency, MPEG uses motion 
estimation technique to eliminate time redundancy between adjacent video frames. As a 
result of the technique, P-frames and B-frames require their previous I-frame to 
reproduce themselves correctly. While losing a B-frame data results in one missing 
frame, losing one I-frame prevents subsequent P-frames and B-frames from displaying 
correctly even they are received successfully. Corrupted display lasts until next correct I-
frame is received. As a result, even if a small fraction of data is lost, the perceived video 
quality will be degraded severely. 
Third, as the network is shared among all connections at the same time, streamed video 
traffic also co-exist with other traffic at any given time. Video-streaming protocols 
should be able to co-exist in a harmonious way with other traffic, in particular TCP 
traffic, on the Internet and they must not cause detrimental effects to other traffic, and 
vice versa. As TCP is the most popular traffic in the Internet, the coordination with TCP 
traffic is particularly desirable, i.e., the video streaming protocol must be TCP-
friendliness. 
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Fourth, the video-streaming protocol must be able to use excess bandwidth in the network 
to transmit as much data as possible when other sources do not need the bandwidth. 
2.5. Existing Video Streaming Protocol 
There are several proposals on video streaming protocol that meet some of the criteria 
mentioned in the previous section. Among them, UDP-based protocols are the most 
popular. As these protocols require information such as timestamp and sequence number 
that are common among each other, Real-time Protocol (RTP) [14] and Real-Time 
Streaming Protocol (RTSP) [13] have also been proposed to capture the information in its 
packet format. 
Most UDP-based protocols, for example [8，17], focus on maintaining end-to-end 
reliability and meeting real-time constraints of video content. While retransmission 
schemes are implemented on top of UDP/RTP to deal with the reliability and delay 
constraint, the issue of TCP-friendliness has not been addressed. In particular, the volume 
of traffic created by these protocols may overwhelm ordinary TCP traffic when the 
network is congested. In addition, the consideration on total network utilization has not 
been addressed either. 
Adaptive protocols have also been proposed for video transmission that allows a 
connection to adapt to the changing network condition and cooperative with TCP [11,15]. 
In these protocols, the sender usually stream out video at the same rate that it will be 
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presented at the receiver. To adapt to the network traffic condition, the sender reduces its 
data rate by reducing the video quality during congestion. For example in [15], the sender 
may drop certain video frames or certain video layers if layered coding is used. Vice 
versa, in order to acquire more bandwidth when it is abundant, the sender increases its 
data rate by increasing the video quality. As a result, these protocols tend to be more 
TCP-friendly when compared with non-adaptive protocols. 
A shortcoming of this approach, however, is that the sender does not attempt to send out 
more data when there is no congestion. In other words, they do not increase the 
transmission rate beyond the presentation rate when bandwidth is abundant, but they 
decrease the transmission rate by reducing the video quality when there is congestion. 
One potential improvement is to allow the sender to transmit beyond the presentation rate 
when there is no congestion so that video quality can still be maintained when there is 
congestion, making use of the data saved up at the receiver earlier. 
Using TCP for video distribution has been proposed but has not been widely accepted. 
This is because TCP was not designed specifically for real-time data transmission. TCP's 
strict reliability makes controlling data arrival time close to impossible and the perceived 
video quality will be degraded when data are received later than their presentation time. 
However, TCP is a very popular protocol and has been well researched by the community. 
In particular, it offers a simple congestion and flow control mechanism that has been 
proven through large-scale deployment of many different Internet applications. Its ability 
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to adapt transmission rate to network condition has been well established. It is therefore 
natural to examine the TCP protocol as the basis for adaptive video transmission also. 
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Chapter 3 
Transmission Control Protocol (TCP) 
TCP [1,2] is one of the earliest protocols used in the Internet. It was designed to transfer 
data between two sites reliably, and to be able to make best use of the network bandwidth 
and deal with network congestion. It makes use of an error recovery scheme based on 
retransmission to achieve reliability and a credit-based flow control and congestion 
control algorithm to achieve intelligent bandwidth usage. 
TCP packets are stamped with a sequence number in the TCP header. This sequence 
number is used to identify the packet and is unique within a reasonably long period of 
time. When the receiver receives a packet, it sends back an acknowledgement with the 
sequence number of the next expected packet. That is, suppose the packets with sequence 
numbers of N and below have all been received, the ack number will be A^+L 
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If an out-of-sequence packet is received, an acknowledgment with duplicate sequence 
number is issued. In the above example, if a packet with sequence number M where M > 
N+1 is received while packet N+1 has not been received, an ack of N+1 will again be 
issued. 
The sender detects packet loss by monitoring acknowledgments. There are two scenarios 
when TCP will assume packets are lost. First, if three acknowledgements with the same 
sequence number are received, the sender assumes the packet with that sequence number 
is lost. Second, sender calculates a retransmission timeout (RTO) based on measured 
round-trip-time (RTT). If the packet is not acknowledged within RTO, sender retransmits 
the packet. 
RTT samples are taken by measuring the time between the transmission of a packet and 
the reception of the corresponding acknowledgement. As network traffic changes over 
time, measured RTT also changes and TCP needs to track these changes so that 
retransmission timeout can be updated accurately. TCP uses a low-pass filter to update a 
smoothed RTT estimator, namely 
RTT“] =aRTD+(l-a)Rn\ (I) 
Where RTT, is the f RTT estimator and RTT, is the f measured RTT sample, A is a 
smoothing factor with recommended value of 7/8. With the RTT estimator, the 






Where g is the average gain factor set to 1/8 and h is the error gain factor set to V4. 
The TCP flow control algorithm prevents overloading the receiver and network by 
controlling transmission rate dynamically. It uses a sliding window mechanism to pace 
packet transmission. A sliding window is a range of sequence numbers defined by a 
starting sequence number S and a window length wnd. S is the sequence number of the 
oldest transmitted packet that has not been acknowledged, and wnd is adjusted according 
to the flow control mechanism . 
^ wnd ^ 
^ ^ 
Figure 1 TCP window 
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The sequence numbers within the sliding window are packets a sender can send at any 
time, wnd is essentially the maximum allowable number of packet a sender can transmit. 
After sending all packets allowed by the window, sender stops sending any more packet 
until the sliding window is updated. S is incremented only when a new acknowledgement 
with sequence number higher than previously received has arrived, wnd is the minimum 
of Advertised Window {wnd_ad) and Congestion Window {cwnd), i.e., 
wnd=min(wnd_ad, cwnd). 
wnd一ad reflects the amount of data the receiver can accommodate at a given time. 
wnd_ad is determined by the buffer size at the receiver and the data consumption rate in 
application layer. Essentially, it corresponds to the amount of data remaining in the 
receiver buffer at any given time, taking into account the space used up by the received 
packets that have not been forwarded to the application layer yet. The maximum value of 
wnd—ad is limited by the size of receiver buffer , which is usually set to 64KB for most 
TCP implementation. 
While wnd一ad reflects the flow control exerted by the receiver on the sender, cwnd 
corresponds to the flow control due to network traffic condition. Its value reflects 
estimation on available bandwidth in the network and is updated by two algorithms in 
TCP: namely Slow Start, Congestion Avoidance. 
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Immediately after a connection is established, TCP makes use of Slow Start to transmit 
packets. It sets cwnd to one initially and increments cwnd by one each time an 
acknowledgment is received. This allows the window size to increase exponentially with 
time. Since the window size is the number of packets the connection can send in one 
round-trip time, the transmission rate also increases exponentially during Slow Start. 
At some point, the transmission rate will reach the limit of routers and links used by the 
connection, and packets are dropped due to congestion. TCP assumes random loss is rare 
in the network and uses packet loss as an indication of congestion. If congestion is 
detected, TCP slows down transmission rate by starting Slow Start all over again so that 
congestion can be eased. In particular, the window size is set to one again. 
Congestion Avoidance is a complementary algorithm to Slow Start. If congestion has 
been detected at a transmission rate, i.e., a particular value of window size, during the 
process of Slow Start, it can either be 1) that the physical link limit is reached or 2) there 
is other competing traffic using the same link as the connection. In either case, setting the 
window size to the value at which congestion occurred will likely to incur congestion 
again. Also, only case 2) has the possibility of having more bandwidth available as time 
goes on. Congestion avoidance slows down the increase of window size as the previously 
congested window size is approached. Specifically, in addition to restarting Slow Start 
when congestion is detected, Congestion Avoidance saves half of current congested 
window size wnd to a register called ssthresh. Normal Slow Start algorithm takes place 
until cwnd reaches the ss thresh. After that, cwnd is incremented by I/cwnd instead of one 
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each time an acknowledgement is received. In other words, cwnd is incremented by one 
after the acknowledgment of cwnd packets is received. The arrangement essentially 
increases transmission rate linearly instead of exponentially as in Slow Start. 
As mentioned before, the starting sequence number is incremented by one only when 
sender receives an acknowledgement. Also, after the sender transmits the first packet in 
the window, the sender has to wait one round-trip-time before receiving the 
acknowledgment corresponding to the packet. Therefore, the sender cannot transmit 
packets that are beyond current window within one round-trip-time. As a result, the 
maximum number of packets that the sender can send within one round-trip-time is the 
current window length, i.e., min(wnd_ad, cwnd). 
While cwnd could be large if bandwidth is available and packet loss is rare, cwnd is 
limited to the size of receiver buffer. The upper bound of transmission rate by TCP is 
given by: 
tcpmax-max( wnd_ad)/RTT (3) 
Thus, using a larger receiver buffer or using a network with smaller delay can enhance 
the transmission rate of TCP. 
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Chapter 4 
Variable-rate Streaming TCP (VarS-TCP) 
4.1. General Idea 
Our proposed video transmission protocol is a protocol called Variable-rate Streaming 
TCP (VarS-TCP), which is a modification of the original TCP protocol. The protocol has 
been designed with several objectives in mind: 
1. End-to-end reliability should be achieved without jeopardizing delay performance. 
2. Effort should be made to make best use of the available bandwidth in the network: 
the protocol should use more bandwidth when the network is lightly loaded and 
less bandwidth when the network is congested. 
3. The protocol should be compatible with the large installed base of existing TCP 
stacks: bandwidth should be shared fairly between the video applications adopting 
the protocol and legacy applications using the TCP stacks. 
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The reason to use TCP as the basis for VarS-TCP is that TCP has several desirable 
characteristics for data transmission over the Internet: 
• The flow and congestion control mechanism and error-recovery scheme offered 
by TCP have been well researched and proven in real deployment setting. In 
particular, with respect to objective 2 above，we do not see a strong reason why 
the flow control mechanism of TCP cannot be adopted for transmission of stored 
video, so long as a large enough buffer is available at the receiver. 
• The TCP congestion algorithm allows multiple TCP connections to share 
bandwidth in a consistent manner when they traverse the same link. Connections 
that employ other algorithms than TCP may compete with TCP connections in 
ways that are difficult to manage, either hogging bandwidth from TCP 
connections, or lose out bandwidth to TCP connections. With respect to objective 
2, by using a flow control mechanism similar to that in TCP, VarS-TCP can share 
bandwidth with other TCP connections in a friendly manner. 
However, TCP was originally designed for strictly reliable transmission over the Internet: 
all data packets must be received by the receiver. Specifically, TCP will keep 
retransmitting a lost packet until it is received and acknowledged by the receiver. If the 
original TCP were used for video transport, it would continue to retransmit the lost 
packet even if the packet had already missed its presentation time and would not be 
displayed to the user even anymore. This wastes the network bandwidth, which could 
have been used to transmit other packets. Furthermore, the flow control mechanism of 
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TCP does not allow the sender to transmit subsequent packets (beyond the congestion 
window) until reception of the lost packet is acknowledged. Consequently, sender delays 
the delivery of subsequent packets also, to the extent that these packets may also miss 
their presentation times when they are received. 
VarS-TCP remedies the above problems in two ways. First, VarS-TCP detects packets 
that are late for their presentation time by monitoring the buffer level at the receiver. 
Second, if late packets are detected, these packets will not be transmitted to the receiver. 
To do so, VarS-TCP modifies the algorithms in both the sender and the receiver without 
intervening the original flow control of TCP. As a result, the sender can continue 
transmission of subsequent packets without incurring unnecessary delay. 




VarS-TCP makes two assumptions. The first assumption is that the video content is 
displayed approximately at a constant bit rate R. Assumes the video data is transmitted 
using packets with fixed size P, the presentation time of the 产 video data packet is given 
by 
tFts+(i-])IVR’ (4) 
where r � i s the time when the video playing was started. 
The second assumption is that the size of the buffer at the receiver, bufsize, is 
substantially larger than the bandwidth-delay product - i.e., the product between the 
bandwidth of the bottleneck link and the round-trip-time. This allows VarS-TCP to 
absorb large fluctuations in transmission rate due to changing network traffic conditions. 
Note that bufsize is a protocol parameter. A larger bufsize will improve the tolerance to 
network congestion of the protocol, at the cost of larger receiver memory consumption. 
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4.3. VarS-TCP Algorithm 
This section describes the algorithm of VarS-TCP. Throughout a video session, the VarS-
TCP algorithm can be divided into two stages: the connection initialization stage and the 
normal data transfer stage. The connection initialization stage is responsible for pre-
fetching video data. The normal data transfer stage is responsible for transmitting video 
data and maintaining delay constraint in order to achieve a smooth playback. 
4.3.1. Connection initiaiization 
VarS-TCP initiates a connection in the same way as TCP does. After the connection has 
been established, the receiver pre-fetches a certain amount of data before it starts to play 
the video. The pre-fetched data is used to absorb fluctuations in actual transmission rate 
later on. Since the video has not been started during this pre-fetch period，VarS-TCP does 
not need to consider the delay constraint. Therefore, video data is transmitted in the same 
manner as in TCP. In order to shorten the user waiting time, VarS-TCP pre-fetches data 
as fast as possible so long as TCP flow control allows. 
The amount of pre-fetched data bufprefetch is a protocol parameter. The value of 
bufprefetch determines the initial amount of data available to the decoder, and therefore it 
affects the degree of fluctuations in transmission rate the receiver can absorb later. 
Nevertheless, if bandwidth is available after the pre-fetch phase, TCP congestion control 
will allow the sender to transmit data at a rate higher than the display rate of the video. 
26 
Consequently, the amount of data stored in the buffer will continue to increase, which 
diminishes the significance of the value of bufprefetch at the beginning. 
4.3.2. Normal Data Transfer 
After pre-fetching data, the video starts playing and the delay constraint of the video is in 
effect. To make best use of available bandwidth (Objective 2), VarS-TCP uses the TCP 
flow control mechanism. While most UDP-based and RTP-based protocols send data at 
the displayed rate of the video, using the same approach would prevent VarS-TCP from 
sending data at a higher rate when bandwidth is available. TCP has the advantage of 
being able to adapt to the network condition, so that data can be sent out faster or slower 
than the display rate according to the traffic situation 
VarS-TCP sends the video data at the maximum rate allowed by the TCP flow control 
mechanism. This approach is similar to some bulk data transfer applications using TCP, 
for example, File Transfer Protocol (FTP). Using TCP flow control mechanism, VarS-
TCP can send data out at a rate higher than the display rate when bandwidth is available; 
and at a rate below the display rate when network is congested. Note that during 
congestion, the receiver will continue to display at the original rate so long as data is 
available in its buffer. As stated in the previous section, this solution assumes the 
receiver has a very large buffer so that extra data can be saved up when bandwidth is 
available to absorb possible deficit of data arrivals due to network congestion later. 
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Also, VarS-TCP modifies TCP with the following in order to meet the objectives stated 
in the beginning of this chapter, the delay constraint of the video in particular. 
Modification 1: Detecting Late Packets 
As discussed in a previous section, packets that are late for their presentation times 
should be ignored to prevent TCP from getting stuck on the reception of lost packets. The 
delay may due to 1) packet loss，or 2) inadequate transmission rate. If a packet is lost, 
TCP sender retransmits the packet until it is finally received. The extra time required by 
retransmissions delays the actual reception of the packet at the receiver. During 
congestion, TCP flow control mechanism reduces its transmission rate according the 
network traffic condition. If the actual transmission rate is under the display rate of the 
video, the time between the transmission time and presentation time of packets decreases 
gradually. It this rate deficit continues, eventually the packets will not have sufficient 
time to be transmitted to the receiver and these packets will be late for their presentation 
time. 
Since the packets that are late for their presentation are not useful to the receiver, VarS-
TCP should skip them and use the network bandwidth to transmit subsequent packets 
instead. Let tSj be the receiver's time when the 产 packet is acknowledged. Recall that t, 
is the presentation time for the 产 packet. For the sender to detect late packets, the 
receiver attaches j and delta_tj to each acknowledgement, where j is sequence number of 
the next packet to be presented, and delta—tj is the time remaining before packet j is 
presented, i.e. tj-tSi assuming packet i is being acknowledged. Assume the transmission 
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time from the sender to the receiver is a random process d�(t), and the transmission time 
from the receiver to the sender is another random process d2(t). Let tSj' be the time the 
acknowledgment is received by the sender. Assuming the clock difference from the 
sender to the receiver is a constant over time, then 
ts ?=ts i+d2(ts i)+delta (5) 
where delta is the clock difference from sender to receiver. 
Assuming the sender's time is now t, the condition that packet k is late is given by 
t+dl(t)<tk+delta 
t+dl(t)<(tk-tj)+(tj-tSi)+tSi+delta 
t+d](t)<(k-j)P/R+delta一tj+tSi+ddta (from (5)} 
t+dl(t)<(k-j)P/R+ delta 一 tj+tSi’-d2(tSi) 
t<(k-j)P/R+delta_tj+ts,'-(d2(tSi)+dl(t)) (6) 
Assuming the network condition does not change drastically within a time period of t-
tsi+delta, d2(tSi)+dl(t) is approximately a random process of the round trip time between 
the sender and the receiver. Thus, d2(tSi)+dl(t) can be estimated by the RTT estimator at 
the sender. The condition becomes the follow after adding some safety margin. 
t<(j-i)P/R+delta_ti+tSi'-bRTT, (7) 
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where b is a protocol parameter. We call b the packet skip threshold. Note that b should 
be close to one. If b is much larger than one, the sender will discard data too early. 
Although the transmission rate will be the same regardless of the value of b, discarding 
packets early will shorten the time for re-transmitting lost packets and will result in more 
data lost experienced by the video decoded. If b is smaller than one, packets will be late 
for their presentation time when they are received, wasting bandwidth that can be used to 
send subsequent packets. 
Note that the above condition is checked both when packets are sent for the first time and 
unacknowledged packets are re-transmitted. 
Modification 2: Discarding Data 
If a packet is late for its presentation time under equation (7), the sender needs to ignore 
the packet so that subsequent packets are not delayed. Since TCP was designed for 
strictly reliable transmission, discarding data dynamically requires modification to TCP. 
As skipping some packets would change the way packets are acknowledged and TCP 
flow control mechanism relies heavily on the acknowledgment from the receiver, the 
TCP flow control may be interfered. Thus, the modification must keep in mind that VarS-
TCP should behave approximately in the same way as TCP under the same network 
condition. 
As there are a number of modifications made to TCP in order to discard data properly, 
the detail description of the modification is deferred to next section in this chapter. 
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Modification 3: Measuring RTT 
The measured RTT is the key factor that determines the accuracy in detecting late 
packets. Original TCP collects RTT samples by timing the period between a packet is 
sent and the corresponding acknowledgment is received. Since TCP measures only one 
RTT sample at any given time, there is at most one RTT sample per RTT. To improve the 
accuracy of RTT measurement, VarS-TCP enables the timestamp option defined in 
RFC 1323 [3]. Specifically, the sender attaches a timestamp to each packet. The same 
timestamp will then be echoed in the next acknowledgement made by the receiver. As a 
result, RTT measurement does not tie to the sequence number on the acknowledgment. 
VarS-TCP can collect more than one RTT samples. Thus, the accuracy of the RTT 
measured can be improved. 
Modification 4: Large Window Option 
To make full use of the bandwidth available to VarS-TCP, the receiver enables the 
window scaling option defined in RFC 1323 [3]. The option allows the receiver to 
advertise a window (wnd_ad) larger than 64KB for flow control. Recall that the 
advertised window limits the maximum throughput of TCP, enabling the options allows 
VarS-TCP to utilize more bandwidth if it is available, especially on high-speed link 
common to current Internet. However, the sender may not support the window-scaling 
option, which limits MSW to 64KB (yielding a throughput of 64KB per RTT) as defined 
in current TCP standard. 
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4.4. Skipping packets in TCP 
As described in the previous section VarS-TCP skips packets if that packet is already late 
for its presentation time, saving bandwidth that could be used to send other packets. To 
skip packets, VarS-TCP has a number of modifications made to TCP. This section 
describes these modifications in detail. 
4.4.1. Types of skipped packet 
Recall that wnd is the window length of the flow control in TCP. Let maxack be the 
largest ack number received by the sender. Each time the condition in (6) is checked, the 
sender may decide to drop packets before certain sequence number. There are three types 
of skipped packets: 
] ) p a c k e t s that are skipped but have not been sent to the receiver before, 
2) packets that are skipped, have been sent to the network already and are 
received by the receiver successfully, and 
3) packets that are skipped and have been sent to the network already, but are 
lost in the network. 
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For the 产 time the sender decides to drop packets, let skipi={skip—start“ 
skip-Starti+1 …skip—starti+ skipjengthrl } be the sequence numbers of the packets that 
belongs to the first type above. Note that skip—starti is larger than maxack. Also, if the 
skip一startfI packet is late, all previous packets are late and should be skipped. No 
retransmission will be attempted on these packets in the future. That is, the maxack+f^ to 
the skip-Starti-产 packets are also skipped and they belong to the second or the third type 
above. We collectively denote the second and the third type of packets as skip一senu. We 
also let the third type packets be denoted by skip—lost,. Note also there may be more than 
one set of skipped packets within the current window at any given time. Let i to j be the 
indexes of the set of skipped packets in the current window, i.e. j is the last sea in the 
current window. Specifically, 7 is determined by the current window size and is given by 
j = max : < wnd - ^ sizeof{skip _ sent^^) > (8) 
m I n^i 一 
Let nextack be the next acknowledgement expected by the sender, i.e., the next unskipped 
packet after the maxaclc^ packet. An illustration is shown in Figure 2 in which there are 
two sets of packets skipped, i.e., 7 equals z+7. 
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Figure 2 VarS-TCP window and skipped packets 
4.4.2. Acknowledging skipped packets 
After packets are skipped, the sender needs to inform the receiver so that receiver can 
ignore these skipped packets. For this purpose, the sender attaches the current nextack to 
each packet sent to the receiver. Upon the reception of a packet, the receiver checks if the 
attached nextack is greater than the last acknowledged sequence number (lastack). If it is 
the case, the receiver assumes that the lastack+f^ to the nextack-1 也 packets are skipped. 
Thus, the receiver wil� not attempt to recover or explicitly acknowledge these packets. 
After the nextack^^ packet or any subsequent packet is received, the receiver has to 
acknowledge the server. If a packet subsequent to the nextack^'' packet is received and the 
nextack^'' packet has not yet been received, the nextaclc^ packet is probably lost or re-
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ordered in the network. According to TCP, the receiver should duplicate the last 
acknowledgment to signal potential packet lost. In this case, the receiver should 
acknowledge the sender with lastack. 
4.4.3. Maintaining Normal Data Flow 
For packets in the skipi and are within the current window, the TCP flow control will treat 
these skipped packets as if they are sent but unacknowledged. In effect, these skipped 
packets would take up part of the current window and prevent the sender from sending 
more data even if it is allowed by the window length wnd. To avoid the problem, VarS-
TCP employs a virtual window of length vwnd. Instead of using wnd in determining the 
current window size, VarS-TCP uses vwnd to determine the range of packets that the 
sender can send, vwnd is defined as 
j 
vwnd = wnd + ^ sizeof (skip,^) (9) 
k=i 
where the last term is essentially the number of skipped packets that have not been sent to 
the network before and are in the current window. As such, VarS-TCP can maintain the 
effective window size as the same as TCP. An illustration is depicted in the following 
figure. 
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Figure 3 VarS-TCP virtual window 
Also, as skip—senti have been sent to the network before they are skipped, the receiver 
may receive these packets successfully. Hence, the sender may also receive 
acknowledgment of these packets before the nextacli^ packet is acknowledged. In TCP, 
the congestion window is incremented upon the reception of an acknowledgment to credit 
a successful transmission. As the acknowledgment of packets in skip—senti also reflects a 
successful transmission, VarS-TCP has to increment to the congestion window as well in 
order to maintain the same flow control as TCP. 
Since packets are skipped, the acknowledgment of the nextacli^ or subsequent packets 
does not imply that all packets before nextack are received successfully. While TCP 
increments the window length once for every acknowledged packets, using the same 
practice will increment the window length even if that packet is skipped, resulting in a 
more aggressive flow control behavior than TCP. Therefore, VarS-TCP skips the 
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increments that correspond to those skipped but not sent packets to maintain consistency 
with TCP flow control mechanism. 
4.4.4. Congestion Control 
If the sender receives duplicate acknowledgments for packets before nextack, or the 
retransmission timer expires before the nextacTi^ is acknowledged, some packets are 
possibly lost. The lost packets may either be 
1) in skip—senti" skip—sentj, or 
2) the nextaclc^ packet and all subsequent packets. 
Since maxack is smaller than nextack, the maxcick仇 to the nextack-产 packets are skipped 
previously. Thus, the sender should not re-transmit maxack or the packet will be late for 
its presentation time, wasting bandwidth. Moreover, if all packets in 2) above are lost, the 
receiver has no way to know that packets before nextack are skipped. Therefore, the 
sender retransmits the nextack^^^ packet and attaches the current nextack to it. 
If packet loss is detected, either by duplicate acknowledgment or by expiration of the 
retransmission timer, TCP re-transmits the lost packet. Also, if the current window 
allows, TCP keeps sending subsequent packets. However, if the current window is 
already exhausted, TCP stops sending packet and waits until an acknowledgement with 
new ack number is received. The whole process incurs a delay of one round-trip-time 
(RTT) before the sender continues its transmission. An illustration is given in the 
following figure where packet 5 is lost. The sender retransmits packet 5 when the third 
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duplicate acknowledgement is received and holds its transmission until ack number 10 is 
received. 
sender / / / / / \ \ \ X \ L  
> > > > > 
o o o o o ；?r L/j LA LTi — O 
Figure 4 Normal TCP retransmission 
However, since VarS-TCP may skip some packets during the transmission, the above 
way of timing and flow control may not be consistent with TCP and results in a less TCP-
friendly protocol. Consider the case in which packets in skip—senti…skip_sent) are 
skipped in the current window. During the period when the sender is expecting an 
acknowledgment with new ack number, the receiver may receive the nextack^ '^ packets of 
packets after that packet. These packets contain updated nextack that causes the receiver 
to ignore packets before nextack. As a result, the receiver acknowledges the sender using 
ack number equals to or is larger than the received nextack (depending on if the nextack^^ 
packet is received or packets after the nextackthe packet is received). Upon receiving this 
acknowledgment, the sender resumes its transmission immediately before the re-
transmitted packet is acknowledged. Thus, the period of time that the sender suspends its 
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transmission is shorter than TCP, resulting in a more aggressive and undesirable flow 
control. An illustration is given in the following figure that is similar to the illustration 
above. In the figure, packet 5 is lost and the sender decides to drop packet 9 after packet 8 
is sent. The sender still receives all three duplicate acknowledgments with ack number 5 
and retransmits packet 5 after the third acknowledgment is received. However, the 
receiver acknowledgement with ack number 11 as it receives packet 10. The sender then 
resumes its transmission when the ack 11 is received. Comparing this scenario with the 
one using TCP, skipped packets make VarS-TCP shorten its time during which the sender 
suspends transmission. 
sender / / / / / \ \ \ X / \ \  
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Figure 5 VarS-TCP retransmission without adjustment 
To make itself behaves in a way that is consistent with TCP, VarS-TCP has to delay 
resuming its transmission until the re-transmitted packet is acknowledged even if a new 
ack number is received. The resulting timings for sending packets, as well as flow 
control, must be similar to TCP. 
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To achieve this goal, VarS-TCP sender attaches a flag is一rtx in each sent packet to 
indicate if the packet is re-transmitted or sent for the first time. The receiver then echoes 
is_rtx in its acknowledgments. After the third duplicate acknowledgments, the sender 
retransmits the nextack^^^ packet and registers the sequence number of the retransmitted 
packet {rtxseq). Instead of waiting for an acknowledgment with new ack number, the 
receiver waits for the next acknowledgment that has ack number equals to or is greater 
than rtxseq, and the attached is—rtx is flagged. As such, acknowledgment of the nextackth 
packet or packets after that can be ignored and VarS-TCP can maintain a similar timing 
behavior as TCP. 
An illustration is given below with similar scenario as in Figure 6. As can be seen，is_rtx 
of the retransmitted packet 5 is flagged. Also, the sender does not continue its 
transmission even if ack 11 is received, as the acknowledgement is not marked is_rtx. 
The sender waits until another ack 11 is received with is一rtx flagged. Note that the timing 
is similar to that of TCP 
now. 
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Figure 6 VarS-TCP retransmission with adjustment 
4.4.5. Packets skipped and sent, but are lost in the network 
As mentioned, packets in skip_sentj to skip_sentj are skipped but are sent to the network 
by the sender already. The acknowledgments for these packets may or may not be 
received before the nextack^^ packet is acknowledged. If these packets are not 
independently acknowledged, the sender implicitly assumes that these packets are 
received successfully upon the acknowledgment of the nextack"' packet. According to 
TCP, the assumption results in an increment in the congestion window cwnd. If some of 
the packets in skip—sent丨 to skip—sent, are actually lost in the network, the assumption is 
falsely made and the increment does not align with TCP. To avoid the problem, VarS-
TCP detects if any packet in skip—sent丨 to skip—sen” is lost. 
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For the purpose discussed above, the receiver keeps track of the number of skipped 
packets, denoted by lostseq一receiver. Lostseq_receiver counts packet skipped but not 
sent by the sender, plus skipped-and-sent-but-lost packets. At the same time, the sender 
also keeps track of the accumulated number of skipped-but-not-sent packets 
lostseq—sender. The sender attaches it's current lostseq—sender in each packet sent. Then, 
the receiver echoes the received lostseq—sender and attaches its lostseq—receiver in each 
acknowledgment it sends to the sender. By monitoring the lostseq一receiver in 
acknowledgments, the sender is able to counts the number of packet losses in any 
skip_sentk. We name this counter receiver—lost. 
Suppose that a new acknowledgment is received, let lostseq—senderi and lostseq—receiven 
be the echoed lostseq—sender and the attaced lostseq—receiver respectively. The sender 
then checks if the attached lostseq—receiver! is larger than lostseq_senderi+recvlost. If 
that is the case, some packets that are previously skipped but sent by the sender are lost in 
the network. Also, the difference, i.e,. lostseq_receiveri-lostseq_senderi-recvlost, is the 
number of skipped-and-sent-but-lost packets. The sender then updates recvlost as 
recvlost: lostseq—receiveri-lostseq—receiver� (10) 
Knowing that packets are lost, VarS-TCP has to slow down the transmission as in TCP. 
Since the sender is still receiving acknowledgement from the receiver, the situation is 
similar to when duplicate acknowledgments are received in TCP. Therefore, VarS-TCP 
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follows the behavior of TCP in response to duplicate acknowledgments, which reduces 
the congestion window by one half. 
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4.5. Rebuffering 
When bandwidth is scarce and buffer accumulated by the protocol are exhausted, receiver 
buffer will underflow. In order to maintain a smooth playback, the video is usually 
suspended so that buffer can be accumulated again. The video will resume after the 
buffer is built up to certain level, say bs. The process is called re-buffering. 
Since the video is not playing during re-buffering, the delay-constraint is not in effect. 
The sender needs not to check if a packet is late. In other words，normal TCP data 
transfer algorithm will be in place, until sufficient buffer is received and video starts 
playing again. 
Parameter Meaning 
hufsize The size of the receiver buffer 
bufprefetch The amount of data the receiver 
accumulates before starting playing the 
video 
b (packet skip threshold) A multiplier in the condition to check if a 




Simulations are used to investigate the performance of VarS-TCP. The simulation is 
written using the Network Simulator 2 (NS-2) from Berkeley [7]. Since VarS-TCP is a 
modification to standard TCP, the simulation script is also a modification to the TCP 
implementation that comes with NS-2. 
Most simulation results are presented using a plot of instantaneous throughput against 
time. Throughout this chapter, the instantaneous throughput is calculated by a three-
second averaging window. In other word, each throughput sample is calculated by the 
number of bits sent within the past three seconds divided by three. 
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5.1. Accumulating Data 
This simulation aims at illustrating how VarS-TCP accumulates data at the receiver when 
there is excess bandwidth in the network not used by others. In the simulation, the video 
sent was encoded at 128Kbps and the bottleneck link was 200Kbps. In other word, VarS-
TCP has more than enough bandwidth to allow it to accumulate data in its buffer for later 
use. The receiver buffer size was set to 500Kb and bufprefetch was set to 50Kb. Figure 8 
and Figure 9 show the corresponding results. 
Figure 8 is the throughput of VarS-TCP over time in the simulation. As can be seen from 
the graph, VarS-TCP utilizes all bandwidth in the link from the beginning until about 55s. 
During this period, the data flow is governed by the congestion control mechanism of 
VarS-TCP. Also, as depicted in Figure 9, the receiver buffer is progressively accumulated 
during this period. After 55s, the receiver buffer reaches its maximum size and the 
receiver can no longer accommodate more packets. The sender can only send data at the 
rate the receiver consumes data, i.e. the video display rate. Therefore, VarS-TCP holds 
back its transmission to about the display rate, 128Kbps, after 55s. The saved data can 
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Figure 9 sequence number and buffer level of VarS-TCP when bandwidth is abundant 
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5.2. Delay Constraints 
This simulation investigates if VarS-TCP can meet the delay constraint required by video 
transmission. In the simulation, the video being transmitted is of 128Kbps and the 
bandwidth of the bottleneck link is 100Kbps. Thus, the available bandwidth is 
insufficient for proper video data delivery. The VarS-TCP and standard TCP are used in 
two separate runs under the same setting. Figure 10 and Figure 11 show the 
corresponding results. 
There are two plots in each graph. The curve that begins at time zero is a plot of sequence 
number of packet versus the reception time. Time zero is defined to be the time the first 
packet is received. The second curve is the sequence numbers versus the display time. 
As mentioned in a previous section, TCP requires all packets to be received regardless of 
whether its presentation time has passed. As can be seen in Figure 11, this happens 
around the second in the simulation. All subsequent packets are late for their 
presentation time. 
In contrast, VarS-TCP skips packets during congestion or when there is inadequate 
bandwidth. Although packets are lost, the receiver can still keep up with the display 
curve, as shown in Figure 10, by skipping packets that are already late. 
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Figure 11 received seq and playing seq of TCP when bandwidth is insufficient 
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5.3. Adapting network situation 
This simulation investigates if VarS-TCP can utilize available bandwidth when it is 
abundant. In the simulation, the video is of 128Kbp and the bandwidth of the bottleneck 
link is 200Kbps. The experiment simulated a video session of 500 seconds. 
We begin with only the video session. From 150s to 250s，a TCP connection is 
introduced that occupies half of the available bandwidth. Figure 12 shows the bandwidth 
used by the video session over time. Figure 13 shows the received sequence number over 
time and the buffer level over time of VarS-TCP. As depicted in the Figure 12, VarS-
TCP utilizes all bandwidth when it starts, from Os to about 40s. As the receiver buffer 
becomes full at that point as depicted in Figure 13, VarS-TCP begins to transmit at the 
same rate as the display rate. 
When the interfering TCP is introduced, VarS-TCP slows down its transmission and 
shares the bandwidth equally with the TCP connection. At this time, VarS-TCP transmit 
at a rate lower than the display rate, and the receiver is making use of the saved packets 
in the buffer built up during the "good time" when there was no congestion. Thus, unlike 
streaming with UDP at display rate, the video quality does not suffer so long as the 
packets in the buffer are not depleted during the congestion period. 
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In our simulation experiment, the TCP connection completes its transmission and 
disconnect before the video buffer underflows. After that, Var-TCP begins to transmit at 
a higher rate than the display rate again, accumulating packets in the receiver buffer for 
use later. At around 300s, the receiver buffer is full again; the transmission rate is scaled 
back to the display rate again. 
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Figure 12 bandwidth over time of VarS-TCP and the interfering TCP 
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Figure 13 received seq and buffer level of VarS-TCP when one interfering TCP is introduced 
5.4. Sharing bandwidth with TCP 
This s imulat ion invest igates if V a r S - T C P shares bandwid th in a friend]}' manne r with 
other T C P connec t ions on the same link. The first run in this s imulat ion had a video 
session using a video of 128Kbps. The link was shared with another T C P connect ion. The 
bott leneck link was 400Kbps . 
Figure 14 shows the result ing bandw idth over t ime and Figure 15 shows the buf fe r level 
and received sequence number over t ime. As can be seen, both the video session and the 
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TCP connection share bandwidth in a harmonious manner. At 50s when the receiver 
buffer was full, Var-TCP scales back its transmission to the displayed rate of the video. 
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same link with abundant bandwidth 
The second run in this simulation is same as the first run, except that the bottleneck link 
is 200Kbps. In other words, the video session did not have enough bandwidth for the 
video data after sharing with the other TCP connection. 
Figure 16 shows the bandwidth of both connections over time and Figure 17 shows the 
received sequence and buffer level of the VarS-TCP connection over time. Figure 18 
shows the accumulated number of received packet {recvcount) over time of both VarS-
TCP and TCP. As can be seen, the recvcount curves of both VarS-TCP and TCP are 
parallel to each other, suggesting they are sending data at approximately the same rate. 
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Figure 16 bandwidth of VarS-TCP and TCP when they are on the same link with insufficient 
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Figure 17 received sequence and buffer level of VarS-TCP when it runs with TCP with insufficient 
bandwidth 
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Figure 18 number of packets received of VarS-TCP and TCP when they are on the same link with 
insufficient bandwidth 
The third run is the extension of the second one. There were two video sessions and two 
TCP connections running on the same link. The bandwidth of the bottleneck link was 
400Kbps. Again, the two video sessions did not have sufficient bandwidth for 
transmitting the video data. Figure 20 depicts the resulting throughput over time and 
Figure 19 shows the accumulated number of received packet (recvcount) over time for all 
four connections. As depicted in Figure 19, all four recvcount curves are approximate]}/ 
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Figure 19 number of received packets of two VarS-TCP and two TCP connections when they are on 
the same link with insufficient bandwidth 
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Figure 20 bandwidth of two VarS-TCP and two TCP connections when they are on the same link 
with insufficient bandwidth 
The simulations in this section show that VarS-TCP and can share bandwidth fairly with 
TCP when they are used on the same link, i.e. VarS-TCP is TCP-friendly. 
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5.5. Random Traffic 
This simulation investigates the behavior of VarS-TCP under network condition with 
large fluctuations. There are one video session of 128Kbps and three TCP connections. 
The bandwidth of the bottleneck link is 300Kbps. For each TCP connection, data are sent 
by an on-off source. The length of the on and off periods are random with exponential 
distribution. The mean of the on and off periods are 10s and 5s respectively. Such 
situation is similar to common web traffic, which consists of short and bursty requests. 
The resulting bandwidth and buffer level over time are depicted in Figure 21 and Figure 
22 respectively. 
As depicted in the figure, VarS-TCP adapts to the network condition as it changes. When 
the traffic on the link is lighter, such as from the 600^^ second to the 1200th second. VarS-
TCP tries to accumulate more buffer. On the other hand, when the network is congested, 
such as from the 200^^ second to the 600丈匕 second，VarS-TCP skip packets and keep 
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Figure 22 VarS-TCP under fast-changing network 
5.6. Effect of packet skip threshold 
This simulation investigates the effect of different packet skip threshold b to the 
performance of VarS-TCP. The performance metric in concern is the lost rate 
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experienced by the video decoder. Specifically, it refers to the ratio of packets that are 
late for its presentation time or have never been sent to the receiver. In the simulation, the 
video was 128Kbps and the bottleneck link as 100Kbps. The setup was to make 
bandwidth insufficient to transmit the video properly, so that the sender would skip 
packets during the transmission. We varied b from 1.0 to 5.0. For each value of b, W 
simulations were run and the lost ratio of each run was recorded. The average lost ratio of 
all simulations is plotted against the packet skip threshold. The result is depicted in figure 
Figure 23. 
As shown in the figure, the lost rate was as high as 0.4 when b was set to 1. As b 
increased, the lost rate decreased to about 0.22 and was kept about constant as b was 
increased. As mentioned in previous sections, if b was set too closed to one, packets that 
are actually late for their presentation time would not be skipped by VarS-TCP. These 
late packets are sent and waste the bandwidth. 
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Figure 23 lost rate against packet skip threshold b 
5.7. Effect of round-trip-time 
This simulation illustrates the effect of different round-trip-time (RTT) to the 
performance of VarS-TCP. As in the previous section, the performance metric used is the 
lost rate experienced by the video decoded. In the simulation, the video was of 128Kbps 
with bottleneck link of 100Kbps. Again, the bandwidth of the bottleneck link was 
insufficient for proper video delivery so that VarS-TCP skips some packets during its 
transmission. RTT was varied from 20ms to 300 ms. For each value of RTT, 10 
simulations were run. The average lost rates and throughput are plotted against each RTT 
value, depicted in Figure 24 and Figure 25 respectively. 
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As depicted in the figure, the lost rate increases as the round-trip-time increases. Also, the 
throughput of VarS-TCP decreases as round-trip-time increases. The situation is similar 
to TCP. The reason is that a larger RTT lengthens the time a packet is acknowledged. As 
a result, both VarS-TCP and TCP reacts with a slower speed as RTT increases. 
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Chapter 6 
Conclusion and Future Works 
Since TCP is usually implemented as a system service of an operating system, 
applications do not have direct access to the receiving buffer of TCP. Rather, applications 
read/write data and set TCP options via an application interface specific to the operating 
system, e.g., Winsock2 on Windows and BSD socket library on Unix. However，VarS-
TCP is a transport protocol specific to video transmission. Direct interaction with the 
video decoder and the receiver buffer is required to detect packets that are late for their 
presentation time. Thus, VarS-TCP should be implemented in the application layer, using 
IP protocol provided by the underlying operating system. 
Although VarS-TCP was originally designed for video transmission, the modifications to 
TCP that skip packet could be applied to other real-time applications as well. The real-
time applications can simply replace the condition in this thesis (equation ？) that 
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determines if a packet should be skipped (according to the delay constraint of video 
transmission) by other constraints specific to the applications. 
This thesis has presented a video transmission protocol with normal playback only. Two 
areas of further research are worthwhile, as described below: 
1) Fast forward, rewinding, pausing and seeking has not been considered. 
Apparently, frequent random access to the video content may make the data 
buffered at the receiver useless. Future work would explore means to make 
more effective use of receiver buffer if such random access is required. 
2) The protocol proposed in this thesis has knowledge on the packet skip rate. 
When the skip rate becomes too high, one should probably adopt a more 
clever adaptation scheme to lower the video data rate. For example, with a 
layered video coding scheme [10], higher layers could be dropped. This will 
ensure smoother video quality degradation rather than abrupt video quality 
degradation, which could happen if packets are skipped in a random manner 
without regard to the encoding scheme. 
In conclusion, this thesis has presented a new video-transmission protocol, VarS-TCP, 
which is TCP-friendly with consideration on delay-constraints of video transmission. The 
protocol is capable of controlling its data flow according to the network condition 
through the use of large buffer. In addition, part of the modifications in VarS-TCP allows 
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