We continue our study of the collision of two solitons for the subcritical generalized KdV equations
Solitons are solutions o the type u(t, x) = Q c0 (x − x 0 − c 0 t) where c 0 > 0. In [21] , mainly devoted to the case f (u) = u 4 , we have introduced a new framework to understand the collision of two solitons Q c1 , Q c2 for (0.1) in the case c 2 ≪ c 1 (or equivalently, Q c2 H 1 ≪ Q c1 H 1 ). In this paper, we consider the case of a general nonlinearity f (u) for which Q c1 , Q c2 are nonlinearly stable. In particular, since f is general and c 1 can be large, the results are not pertubations of the ones for the power case in [21] .
First, we prove that the two solitons survive the collision up to a shift in their trajectory and up to a small perturbation term whose size is explicitely controlled from above: after the collision, u(t) ∼ Q c + 1
where c + j is close to c j (j = 1, 2). Then, we exhibit new exceptional solutions similar to multi-soliton solutions: for all c 1 , c 2 > 0, c 2 ≪ c 1 , there exists a solution ϕ(t) such that ϕ(t, x) = Q c1 (x−ρ 1 (t)) + Q c2 (x−ρ 2 (t)) + η(t, x), for t ≪ −1, ϕ(t, x) = Q c1 (x−ρ 1 (t)) + Q c2 (x−ρ 2 (t)) + η(t, x), for t ≫ 1, where ρ j (t) → c j (j = 1, 2) and η(t) converges to 0 in a neighborhood of the solitons as t → ±∞.
The analysis is splitted in two distinct parts. For the interaction region, we extend the algebraic tools developed in [21] for the power case, by expanding f (u) as a sum of powers plus a perturbation term. To study the solutions in large time, we rely on previous tools on asymptotic stability in [17] , [22] and [18] , refined in [19] , [20] .
Introduction
We consider the generalized Korteweg-de Vries (gKdV) equations:
x u + f (u)) = 0, (t, x) ∈ R + × R, u(0) = u 0 ∈ H 1 (R), (1.1) for general C s nonlinearity f for which small solitons are stable. We assume that for p = 2, 3 or 4, f (u) = u p + f 1 (u) where f 1 is C p+4 and lim
Remark that if the nonlinearity is of the form f (u) = au p + f 1 (u), a > 0, then we may assume a = 1 by considering u(t, x) = a 1 p−1 u(t, x) instead of u(t, x) and changing f 1 accordingly. We only consider the case where p = 2, 3 or 4 in (1.2) since otherwise solitons with small speed would not be stable, which is necessary in this paper. Denote F (s) = s 0 f (s ′ )ds ′ . The Cauchy problem for equation (1.1) is locally well-posed in H 1 (R) (see Kenig, Ponce and Vega [12] ). All solutions considered in this paper are global in time. For H 1 solutions, the following quantities are conserved: Note that, for all c > 0, if p = 2, 4 then there is at most one solution of (1.4) (up to translations), which is positive, whereas for p = 3, it might exist a positive and a negative solution of (1.4) . For all c > 0, if a solution Q c > 0 of (1.4) exists then it can be chosen even on R and decreasing on R + (and similarly if Q c < 0). We refer to section 6 of Berestycki and Lions [1] for these properties and a necessary and sufficient condition for existence. In this paper, we consider only nonlinearly stable solitons in the sense of Weinstein [28] , i.e. such that
Asymptotic stability [17] , [19] . Let 0 < c < c * (f ) be such that (1.5) holds. There exists α 0 > 0 such that for any u 0 ∈ H 1 , if u 0 − Q c H 1 ≤ α 0 , then the solution u(t) of (1.1) is global and there exist c + ∈ (0, c * (f )), t → ρ(t) ∈ R such that for all A > 0, u(t) − Q c + (. − ρ(t)) → 0 in H 1 (x > c 10 t) as t → +∞. (1.6) We also recall from [15] the following result of existence and uniqueness of asymptotic N -soliton-like solutions (see Theorem 1 and Remark 2 in [15] )
Asymptotic N -soliton-like solution [15] . Let N ≥ 1 and x 1 , . . . , x N ∈ R. Let 0 < c N < . . . < c 1 < c * (f ) be such that (1.5) holds for all c j , j = 1, . . . , N . Then, there exists a unique H 1 solution u(t) of (1.1) such that
Q c j (. − x j − c j t)
Recall also that this behavior is in some sense stable in the energy space, see Martel, Merle and Tsai [22] .
We are concerned with the problem of collision of two solitons. This is a classical problem in nonlinear wave propagation which we briefly review (see also the introduction of [21] and to the references therein). First, Fermi, Pasta and Ulam [6] and Zabusky and Kruskal [29] have exhibited from the numerical point of view remarkable phenomena related to soliton collision. Next, Lax [13] has developed a mathematical framework to study these problems, known now as complete integrability. The inverse scattering transform (for a review on this theory, we refer for example to Miura [23] ) then provided explicit formulas for N -soliton solutions (Hirota [8] ): let f (u) = u 2 or f (u) = u 3 , and let c 1 > . . . > c N > 0, δ 1 , . . . , δ N ∈ R. There exists an explicit solution U (t, x) of (1.1) which satisfies
for some δ ′ j such that the shifts ∆ j = δ ′ j − δ j depend on the (c k ). For example, the following function U 1,c , is a 2-soliton solution of (1.1) with p = 2, (0 < c < 1):
that for these models, unlike for the pure solitons of the integrable case, the collision of two solitary waves fails to be elastic by a very small but non zero dispersion. Finally, the multi-soliton solutions of the NLS (nonlinear Schrödinger) model, with special nonlinearity and under spectral assumptions (ruling out the existence of small solitary waves) have been studied by Perelman [24] and Rodnianski, Schlag and Soffer [25] (in a special case where the collision has a negligeable effect on the solitary waves due to a very small time of interaction). See also Cao and Malomed [3] , Holmer, Marzuola and Zworski [10] , and Holmer and Zworski [9] for the case of the collision of a soliton of the NLS equation with a Dirac.
In [21] , we present a complete rigorous description of the collision of two solitons of (1.1) for the nonlinearity f (u) = u 4 in the case where one soliton is small with respect to the other. First, we prove that the collision is not completely elastic in this case i.e. there does not exist pure 2-soliton solution (Theorem 1.1 in [21] ). Note that this is the first rigorous result related to inelastic (but close to elastic) collision, and that a precise measurement of the defect follows from the analysis (see Theorems 1.1 and 1.2 in [21] ). We also prove that for any solution behaving as t → −∞ approximately as the sum of two solitons of different sizes, the two solitons are preserved after the collision, with a residual term very small compared to the sizes of the two solitons. Moreover, we give a detailled description of the collision such that explicit formulas for the main orders of the shifts on the trajectories of the solitons (see Theorems 1.2 and 1.3 in [21] ).
In this paper, we consider the same questions for (1.1) with a general nonlinearity f (u) satisfying (1.2). We consider two solitons Q c 1 > 0, Q c 2 , where the condition on c 1 , i.e. 0 < c 1 < c * (f ) is not restritive, indeed for many nonlinearities c * (f ) = +∞. In fact, in higher dimensions, c * (f ) = +∞ is a typical assumption to study the generalizations of (1.4). Concerning Q c 2 , we assume c 2 small (depending on c 1 ). In particular, for p = 3, we have both a positive and a negative solution. Theorems below apply to both solutions.
Our approach is the same as in [21] , the main tool being the construction of an approximate solution in the collision region. The large time behavior is controlled by asymptotic arguments, from [17] , [22] , [18] later refined in [16] , [19] and [20] . Our first result concerns the asymptotic 2-soliton like solution at −∞. Theorem 1.1 (Behavior after collision of the asymptotic 2-soliton-like solution) Let p = 2, 3 or 4. Assume that f satisfies (1.2). Let 0 < c 1 < c * (f ) be such that the positive solution Q c 1 of (1.4) with c = c 1 satisfies (1.5). There exist c 0 = c 0 (c 1 ) ∈ (0, c 1 ) and K = K(c 1 ) > 0 such that for any 0 < c 2 < c 0 , if Q c 2 is a solution of (1.4) with c = c 2 , then the following holds. Let u(t) be the solution of (1.1) satisfying
(1.8)
Then, there exist ρ 1 (t), ρ 2 (t), c 
Moreover, lim t→+∞ E(w + (t)) = E + and lim t→+∞ (w + ) 2 (t) = M + exist and
, thus from (1.9) and (1.15), the two soliton structure is recovered asymptotically in large time.
Moreover, since sup t∈R w + (t) H 1 ≤ Kc
≪ Q c 2 H 1 , the 2 soliton structure is preserved also during the collision. Note that this estimate is optimal, the perturbation due to the collision being exactly of size c
in H 1 during the collision region. Theorems 1.2 and 1.3 below give other illustrations of the stability of the two soliton dynamics through the collision.
2. Estimate (1.12) means that the speed of the soliton Q c 1 can only increase through the interaction, and that if c + 1 = c 1 then u(t) is a pure 2-soliton solution both at +∞ and −∞. Similarly, c 2 can only decrease. Remarkably, for p = 3, the property does not depend on the sign of Q c 2 .
Note that it is well-known for the case f (u) = u 2 or u 3 that the solution u(t) considered in Theorem 1.1 is pure at ±∞ (u(t) is explicit in the integrable cases). In contrast, in the case f (u) = u 4 it was proved in Theorem 1.1 of [21] that there exists no pure 2-soliton solution at both +∞ and −∞. In the general case f (u), whether or not the collision is elastic is an open question. A natural question related to Theorem 1.1 is thus to try to understand, in the case of a general nonlinearity f (u) in which situation the collision is elastic or inelastic, and what is the size of the defect.
Our second result is related to the construction of an object similar to the 2-soliton solutions with a perturbation term, such that the speeds as t → ±∞ are the same. We also obtain an explicit formula for the first order of the resulting shift on the first soliton. The formula is related to the functions c → Q c and c → Q 2 c for c close to c 1 . 16) and such that the following holds for w ± (t) where
1. Asymptotic behavior at ±∞: 23) and let u(t) be the H 1 solution of (1.1). Then, there exist ρ 1 (t), ρ 2 (t) ∈ R and c 
(1.24) The paper is organized as follows. In Section 2, we construct an approximate solution of (1.1) in a large time region including the collision. This section contains the main new arguments. In Section 3, we recall preliminary results for the asymptotics of the 2-soliton structure in large time. In Section 4, we prove Theorems 1.1, 1.2 and 1.3.
Asymptotic stability:
lim t→−∞ u(t) − Q c − 1 (. − ρ 1 (t)) − Q c − 2 (. − ρ 2 (t)) H 1 (x< c 2 t 10 ) = 0, lim t→+∞ u(t) − Q c + 1 (. − ρ 1 (t)) − Q c + 2 (. − ρ 2 (t)) H 1 (x> c 2 t 10 ) = 0, c ± 1 c 1 − 1 ≤ Kc 1 p−1 + 1 2 2 , c ± 2 c 2 − 1 ≤ Kc
Construction of an approximate 2-soliton solution
For the sake of simplicity, we can first assume by scaling that c * (f ) > 1 and c 1 = 1 and c 2 = c < c 0 , where c 0 > 0 is to be chosen small enough. We denote Q 1 = Q > 0 and we suppose that (1.5) holds for Q. Moreover, in what follows, we assume Q c 2 > 0, the case Q c 2 < 0 (and thus p = 3) is treated similarly. We construct an approximate solution of equation (1.1) close to the sum of two soliton solutions related to Q and Q c on a large time interval containing the collision time. (The general case will follow by a scaling argument, see Corollary 2.1 in section 2.5.)
Let
T c = c 
2. Closeness to the sum of two solitons for t = ±T c : there exist ∆, ∆ c such that
where 
To prove Proposition 2.1, we follow the same strategy as in [21] , Sections 2 and 3. Here, we recall the main steps and only mention the parts which have to be adapted. We refer to [21] for more details.
Remark. It follows from the proof of Proposition 2.1 that the constants c 0 (f ),
We denote by Y the set of functions g ∈ C ∞ (R) such that
Note that Y is stable by sum, multiplication and differentiation.
Choice of a decomposition for v
We look for v(t, x) with a specific structure as in [19] . Let k 0 ≥ 1, ℓ 0 ≥ 0, and
We set
where for (
where a k,ℓ , A k,ℓ , B k,ℓ are to be determined. The motivation in [21] for choosing W of the form (2.10) is the stability of the family of functions
by multiplication and differentiation due to the power nonlinearity in the equation (see Lemma 2.1 in [21] ). In the case of equation (1.1), for a general nonlinearity this structure is preserved up to a lower order term (see Lemma 2.1). Let
Then,
where
(ii) Parity property of F k,ℓ and G k,ℓ : Assume that for any
Moreover,
Remark. Estimate (2.14) is only a first rough estimate on the rest term, which can not be used without further information on κ(y). In Proposition 2.5, for the functions (A k,ℓ ), (B k,ℓ ) to be chosen in this paper, we estimate precisely the size of ∂ j x E in L 2 . Before proving the above proposition, we recall the following properties of Q c , proved in Appendix A.
are independent of c, and where
where K is independent of c.
Proof of Proposition 2.2.
Inserting v = R + R c + W in the expression of S(t, x) in (2.12), and using the equations of R and R c , we obtain the following decomposition (see also [21] , Proof of Proposition 2.2)
Decomposition of I. As in the proof of Lemma A.1 in [21] , we claim
Using Claim A.1 (Appendix), we deduce that I has the following decomposition:
where the main terms, i.e. (2.22) are coming from I 1 and I 2 and
Decomposition of II.
For this term, we use the Taylor decomposition of f both at 0 and at R, i.e.
Then, by
, we obtain: 25) where
, we are reduced to compute ∂ t w−∂ x (Lw) for terms of the type w(t, x) = Q k c (y c )A(y) and
Note that a similar formula holds for w(t, x) = (Q k c ) ′ (y c )B(y) (see Claim A.4 in [21] ). Then, from Lemma 2.1 and the decompositions of β(y c ), β ′′ (y c ), β 2 (y c ), β ′ (y c )β(y c ) and β 3 (y c ) (see Claim A.1), we obtain the following decomposition for III:
Using Taylor formula and (2.24), we obtain
where F IV k,ℓ and G IV k,ℓ satisfy (i)-(ii) and E IV (t, x) satisfies (iii).
Resolution of the systems (Ω k,ℓ )
Proposition 2.2 leads to the following decomposition of S(t, x):
Therefore, we want to solve by induction on (k, ℓ) the following systems:
The first step is to establish a general existence result for the model system:
We introduce some notation and we recall well-known results concerning the operator L.
Q(x) is odd and satisfies:
Proof of Claim 2.1.
, and (ii), (iii) follow from (1.2) and the decay of Q. 
13) is self-adjoint and satisfies the following properties:
Proof of Lemma 2.2. See Weinstein [27] and proof of Lemma 2.2 in [21] .
We claim the following general existence result for (Ω) (similar to Proposition 2.3 in [21] ):
• F , G ∈ Y; F is odd and G is even;
• F and G are odd polynomial functions; F and G are even polynomial functions.
Then, there exist a ∈ R and two functions A(x), B(x) satisfying (Ω) and such that Remark. In Proposition 2.3, we find one solution of system (Ω). This solution is not unique but this does not play a role in this paper. See Corollary 3.1 in [21] for the uniqueness question.
Note that as a consequence of (2.30), it could be that B = b ∈ R while A ′′ = G = 0. This has the consequence to possibly develop polynomial growths in the functions A k,ℓ , B k,ℓ . In the rest of this paper, it will be sufficient to consider indices (k, ℓ) for which B k,ℓ is a constant and the other polynomials A, A = 0, B = 0 are zero, see Proposition 2.4. However, if one wants to solve the systems (Ω k,ℓ ) for large k, ℓ, polynomial growths appear in general, see [21] .
Sketch of the proof of Proposition 2.3.
As in the proof of Proposition 2.3 in [21] , we first reduce the proof to the case where the second members do not contain polynomials and thus are in Y.
Step 1. Following step 1 of the proof of Proposition 2.3 in [21] , considering
where B = B * + b, and using the exponential decay of f ′ (Q), we reduce ourselves to solving the following system in (a, b, A, B):
where F ∈ Y is odd, G ∈ Y is even and F, G do not depend on the parameters a and b. See [21] for more details.
Step 2. Existence of a solution to the reduced system. Set
Since F is odd, R F = 0 and so H ∈ Y is even. To find a solution (a, b, A, B) of (Ω), it is sufficient to solve
Since HQ ′ = 0 (by parity) and H ∈ Y, it follows from Lemma 2. It follows that, for all a,
is solution of LA + a(3Q − 2f (Q)) = H, moreover, A is even and A ∈ Y. Note that at this point (a, b) are still free, they will be used to solve the second equation. Indeed, replacing A by H − aV 0 in this equation, solving (Ω) is equivalent to finding (a, b, B) such that
It follows from the properties of Q, V 0 , G and H that D and Z 0 are even and satisfy Z 0 , D ∈ Y. To solve (2.34), it suffices to find B ∈ Y such that
We now choose (a, b) such that the function E is orthogonal to Q ′ and has decay at ∞. First, we claim a nondegeneracy condition on Z 0 , related to the strict stability of the soliton Q (i.e. assumption (1.5)). This is a nontrivial extension of Claim 2.3 in [21] , which means that the solvability of (Ω) is related to the noncriticality of Q. Then, E defined by (2.35) satisfies
Claim 2.2 (Nondegeneracy condition)
Indeed, by integration by parts, and decay properties of Q, we have
by (2.37) and LQ ′ = 0. By Claim 2.1 and (2.37), we have
For (a, b) fixed as in (2.37), from (2.38) and Lemma 2.2, it follows that there exists B ∈ Y such that LB = E. Setting
we have constructed a solution of system (Ω).
Proof of Claim 2.2. Let ΛQ be defined in Lemma 2.2; recall that L(ΛQ) = −Q. Note also that L(xQ ′ ) = −2Q ′′ (since LQ ′ = 0). Thus, V 0 defined by (2.32) is V 0 = −ΛQ − xQ ′ . Therefore,
First,
Since
, we also have L(Q + ΛQ + xQ ′ ) = −3Q ′′ − Qf ′ (Q) and thus
Thus, we obtain by (Q ′ ) 2 + Q 2 = Qf (Q),
Proposition 2.3 allows us to solve the systems (Ω k,ℓ ) for all (k, ℓ) ∈ Σ 0 , for any k 0 ≥ 1, ℓ 0 ≥ 0 (as in [21] ). In the present paper, for the sake of simplicity, we work for the minimal set of indices so that we are able to prove Theorems 1 and 2. Indeed, let us define
(2.39) Using Propositions 2.2 and 2.3, we solve the systems (Ω k,ℓ ) by induction on (k, ℓ) ∈ Σ p , following [21] .
A k,ℓ is even and B k,ℓ is odd, (2.40)
As a consequence of Proposition 2.4, we see that by restricting the sum defining v(t, x) to the set of indices Σ p , all the functions A k,ℓ belong to Y and the functions B k,ℓ are bounded with derivatives in Y. This will simplify the proof of the estimates in Proposition 2.5 with respect to the general estimates proved in [21] . 2. Case 2 ≤ k ≤ p, ℓ = 0. In this case, by induction on 1 ≤ k ≤ p, we solve (Ω k,0 ), and we prove
Proof of Proposition
The argument consists in proving that if property (2.41) is satisfied for all 1 ≤ k ′ < k, then [21] . For the term III in the decomposition of S(t, x), which is linear in W , the proof is exactly the same as in Claim 2.4 of [21] . Now, we give some details concerning the term IV. Recall first that IV = ∂ x N, where
In the Taylor expansion (2.28), for 2 ≤ k 1 ≤ p − 1, the term f (k−1) (R(x)) decays as e −|x| , by (1.2), thus the contribution of these terms to 
Using Lemma 2.1, this term does not give contribution for ℓ = 0, k = p. It follows that F k,0 , G k,0 ∈ Y, and thus by Proposition 2.3, we obtain a solution satisfying (2.41).
3. Case k = 1, ℓ = 1. This case is handled in the same way, we notice that F 1,1 , G 1,1 ∈ Y, and conclude that
(2.42)
Definition of v(t) and estimates on S(t, x)
We define the function v(t, x) as follows. For (k, ℓ) ∈ Σ p , we consider (a k,ℓ , A k,ℓ , B k,ℓ ) defined in Proposition 2.4, and v(t, x) defined by
where y c = x + (1 − c)t, y = x − α(y c ) and
For this choice of function v(t, x) and for S(t, x) defined by (2.2), we claim the following estimates.
Proposition 2.5 (Estimates on V and S) For any 0 < c < 1, for any t ∈ [−T c , T c ], W (t), S(t) belong to H s (R) for all s ≥ 1 and satisfy
47)
Proof of Proposition 2.5. The proof of Proposition 2.5 is based on explicit estimates on |α ′ | and on all terms of v(t, x) and S(t, x). Recall from Proposition 2.4 that since v(t, x) is defined only with (k, ℓ) ∈ Σ p , we have A k,ℓ ∈ Y and B k,ℓ ∈ L ∞ , with derivatives in Y. First, we claim ∀s ∈ R, |α(s)| ≤ Kc
Indeed, for c small,
Proof of (2.45). For all (k, ℓ) ∈ Σ p , since A k,ℓ ∈ Y and B k,ℓ ∈ L ∞ , we have
The same is true for ∂ x W (t, x) using (2.48).
Proof of (2.46). Since R c (t) = Q c (x + (1 − c)t), we only have to prove that, for all
(2.49) By (2.48), taking c small enough so that |α ′ (t)| < , for all t ∈ [−T c , T c ], there exists a unique y(t) such that y(t) − α(y(t) + (1 − c)t) = 0. Then, Proof of (2.47). By the decomposition of S(t, x) in the proof of Proposition 2.2, and the choice of A k,ℓ , B k,ℓ in Proposition 2.4, we obtain S(t, x) = E(t, x) as defined in Proposition 2.2.
By (2.48), we have |α(x + y(t) + (1 − c)t) − α(y(t) + (1 − c)t)| ≤ Kc
Thus, we only have to estimate E(t). Since for any (k, ℓ) ∈ Σ p , A k,ℓ , B k,ℓ ∈ L ∞ (with derivatives in Y), it follows from the decomposition of S(t, x) (see proof of Proposition 2.2) that all functions of the y variable in the expression of S(t, x) are bounded. Thus, we have
where K > 0 is independent of y and c. Since
The estimates on the derivatives of S are obtained in the same way.
Proof of Proposition 2.1
In what follows, we will see that the first order of the shift ∆ on Q is a 1,0 Q c . We first derive an explicit formula for a 1,0 in order to prove Proposition 2.1. (Ω 1,0 )
Recall from Claim 2.2 that V 0 = −ΛQ − xQ ′ solves LV 0 = 3Q − 2f (Q). Let V 1 be the even
Then, the function A 1,0 = V 1 − a 1,0 V 0 solves the first line of (Ω 1,0 ), independently of the value of a 1,0 . By replacing A 1,0 in the second line of the system (Ω 1,0 ), we obtain (
Since LQ ′ = 0, we have (LB 1,0 ) ′ Q = 0 and so
In Claim 2.2, we have obtained
Now, we compute Z 1 Q similarly as in Claim 2.2, 1. First, we claim
Indeed, from the definition of v(t, x), and the fact for (k, ℓ) ∈ Σ p , A k,ℓ ∈ Y, B k,ℓ ∈ L ∞ , we have:
By (2.15), for all
, and thus at t = T c , for c small enough, Q c (y c )e
, and thus the estimate is proved for the L 2 norm. We proceed similarly for the estimate on 3. Position of the soliton Q c at t = T c . We claim
Indeed, for the L 2 -norm, we have by a scaling argument
and similarly for the estimate on the x derivative.
Thus Proposition 2.1 is proved.
Extension of Proposition 2.1 by scaling
Let 
Approximate solution on
(2.55)
Closeness to the sum of two solitons for
(2.57)
Closeness to the sum of two solitons: for all
Proof of Theorem 2.1. Fix a nonlinearity f satisfying (1.2). Fix 0 < c 1 < c * (f ) such that (1.5) holds. Let
Then u(t) is solution of (1.1) if and only if
First, we observe that f satisfies assumption (1.2). Second, for any 0 < c < c * (f ), let Q c be the positive even solution of (1.4). For 0 < c = > 0.
, where c 0 ( f ), K 0 ( f ) are defined in Proposition 2.1 (these constants thus depend continuously upon c 1 , see Remark after Proposition 2.1). Let 0 < c 2 < c 0 , and let c = 
.
(2.64) Then, we set
1 ∆ c , by (2.64) and (2.61), we have
Estimate (2.58) follows from (2.7).
3 Preliminary results for stability of the 2-soliton structure
This section is similar to Section 4 in [21] . Suppose that for some θ >
Dynamic stability in the interaction region
where u(t) is an H 1 solution of (1.1). Then, u(t) is global and there exists ρ(t) such that, for
The fact that u(t) is global follows from the stability of Q c 1 .
Sketch of the proof of Proposition 3.1.
The proof is similar to the one of Proposition 4.1 in [21] . For the sake of simplicity, we give a sketch of the proof in the special case c 1 = 1 and c 2 = c small, i.e. we work in the context of Proposition 2.1. The general case follows by the same scaling argument as in Section 2.5. In view of (3.2), we may assume that
We prove the result on [T 0 , T c ]. By using the transformation x → −x, t → −t, the proof is the same on [−T c , T 0 ]. Let K * > 1 be a constant to be fixed later. Since u(T 0 ) − v(T 0 ) H 1 ≤ c θ , by continuity in time in H 1 (R), there exists T 0 < T * ≤ T c such that
The objective is to prove that T * = T c for K * large. For this, we argue by contradiction, assuming that T * < T c and reaching a contradiction with the definition of T * by proving independent estimates on u(t) − v(t, .
We claim (see Lemma 4.1 in [21] ).
Claim 3.1 Assume that 0 < c < c(K * ) small enough. There exists a unique
Moreover, we have, for all t ∈ [T 0 , T * ],
Recall that the existence, uniqueness and regularity of ρ(t) is obtained by a standard use of the Implicit Function Theorem applied to u(t) at each fixed time t. Estimate (3.7) is obtained by equation (3.6).
Step 1. Energy estimates on z(t). We extend to the case of the general power nonlineartity the definition given in [21] of the energy functional for z(t): 
(ii) Control of the direction Q:
(3.9)
(iii) Control of the variation of the energy fonctional:
Proof of Lemma 3.1. (i) For this property, see proof of Claim 4.2 in Appendix D of [21] .
Recall that the proof of such property is related to assumption (1.5) (nonlinear stability of Q) and to the choice of ρ(t) in Claim 3.1.
(ii) This estimate follows from the conservation of u 2 (t) and a similar approximate conservation for v(t). Indeed, we have | [21] for more details).
(iii) The computations of the proof of Lemma 4.3 in [21] are extended as follows:
Then, we have, for m 0 = min
(3.12)
Estimates (3.11)-(3.13) are obtained exactly as in [21] . Now, we conclude the proof of Lemma 3.1.
From the cancellations of the main terms of F 1 , F 2 and F 3 , and then from (3.5) and Theorem (2.1), (2.55), we get
Integrating on the time interval [T 0 , T * ], since T * − T 0 ≤ 2T c = 2c , we obtain
Note that by (3.3), we have Step 2. Conclusion of the proof. By (3.9), we have
and thus by (3.8),
Next, by (3.10) and |F(T 0 )| ≤ Kc 2θ , we obtain
where K 1 is independent of c and K * . Choose c * = c * (K * ) such that
Then, for 0 < c < c * ,
This contradict the definition of T * , thus proving that
Stability and asymptotic stability for large time
In this section, we consider the stability of the 2-soliton structure after the collision. This question has been considered in [19] , [20] . See also [17] , [22] , [16] . We recall the following. 
(3.14)
Then, there exist
Convergence of u(t).
There exist c
The proof of Proposition 3.2 is based on energy arguments, monotonicity results on local energy quantities, and a Virial argument on the linearized problem around solitons. The loss of 1 2 in the exponent between (3.14) and (3.15) is due to the fact that the natural norm to study the stability of Q c 2 is not .
Monotonicity results
Recall a more precise decomposition of u(t) used in the proof of Proposition 3.2 in [19] , [20] . ρ 1 (t), ρ 2 (t), c 1 (t), c 2 (t), defined on [t 1 , +∞) , such that the function η(t) defined by
,
Now, we recall some monotonicity results for two localized quantities defined in η(t).
(t−t 0 ) e − c 2 16
Claim 3.3 is proved in [20] for the power case. The proof is exactly the same for a nonlinearity f (u) satisfying (1.2). 
1. Behavior at −T c 1 ,c 2 . We claim that
This is a consequence of the proof of existence of u(t) in [15] . See Proposition 5.1 in [21] for a proof in the power case. Now, let ∆ 1 , ∆ 2 be defined in Theorem 2.1 and
Since |∆ 1 | ≤ Kc 
is also solution of (1.1) and satisfies
In what follows, we work with u(t) satisfying (4.2) and we denote u by u.
2. Behavior at +T c 1 ,c 2 . Now, consider v = v c 1 ,c 2 constructed in Theorem 2.1 (possibly taking a smaller c 2 ). By (2.56) and (4.2), we have
Applying Proposition 3.1 with
it follows that there exists a function ρ(t) such that
In particular, by (2.56), for some a − , b − such that It follows that there exist ρ 1 (t), ρ 2 (t), c Similarly, using the conservation of energy, E + = lim t→+∞ E(w + (t)) exists and
) − E(Q c 2 , for t large enough. Thus,
Passing to the limit t → +∞, we obtain (1.11). If lim sup t→+∞ w + x (t) L 2 + w + (t) L 2 = 0, then w + (t) → 0 in H 1 as t → +∞, and u(t) is a pure two soliton solution at +∞, c .
Using (4.6) and (4.9) on c 1 , we find Thus, we shall only study u c 1 ,c 2 (t) for t ≥ 0. We claim the following concerning u c 1 ,c 2 (t). . Then, by Claim 3.2 we have the decomposition of u(t) in terms of η(t), c j (t), ρ j (t) (j = 1, 2) defined for all t ≥ T : η(t, x) = u(t, x) − Q c 1 (t) (x − ρ 1 (t)) − Q c 2 (t) (x − ρ 2 (t)), (4.23) with for all t ≥ T , ∀t ≥ T, η(t) H 1 ≤ Kc 
