Abstract-Synchronous code-division multiple-access (CDMA) communication systems with randomly chosen spreading sequences and capacity-achieving forward error correction coding are analyzed in terms of spectral efficiency. Emphasis is on the penalties paid by applying single-user coding in conjunction with suboptimal multiuser receivers as opposed to optimal joint decoding which involves complexity that is exponential in the number of users times the codeword length.
new asymptotic results on the spectral efficiencies of several linear multiuser receivers and the optimum joint decoder for binary random spreading. At the same time, Tse and Hanly [8] (see also [9] ) independently presented new asymptotic results on the SINR of linear multiuser receivers that hold for arbitrary power assignments to the users. In addition to [5] and the other references mentioned in this paragraph, the present paper also extends to decision-feedback receivers and gives nonasymptotic results on spectral efficiency for the spherical random sequence model.
In Sections II-IV, the decorrelating, conventional, and decorrelating decision-feedback multiuser receivers are analyzed for a finite number of users and a finite spreading factor under a spherical random sequence model for signaling over the synchronous Gaussian CDMA channel described by In this channel model denote the matrix of signature sequences, the vector of matched filter outputs, the vector of information bearing symbols, and the vector of independent additive white Gaussian noise (AWGN) samples with zero mean, respectively. Section V compares the results found in Sections II-IV with results for other linear and decision-feedback detectors that are asymptotic in the number of users and points out the conclusions.
Throughout this work each spreading sequence, is modeled by an -dimensional complex Gaussian random vector which is normalized to unit Euclidean norm with denoting the spreading factor (1) Hereby, the random variables are assumed to be independent zero-mean complex Gaussian distributed variables with equal variance. Since the spreading vectors are uniformly distributed on the -dimensional surface of an -dimensional sphere, this model is called the spherical random sequence model [10] . Note that the spherical random sequence model is different from Gaussian random spreading. Gaussian random spreading was analyzed in context of antenna arrays in fading channels in [11] and [12] for the decorrelator and the optimum joint decoder, respectively. As Gaussian random sequences are subject to random fluctuations of their energies, 0018 -9448/01$10.00 © 2001 IEEE they lead to a smaller capacity than spherical sequences due to Jensen's inequality.
Multiuser communication systems are described by their capacity region [13] which is given by a set of constraints on the capacities of the individual users transmitting at power level . If the total transmission rate is maximum, for the AWGN channel the constraint bites [13] with denoting the noise variance. Assuming that all users want to transmit the same amount of data within the same time and bandwidth, i.e., we get (2) with implicit definitions of the average energy per bit and the noise power density . As CDMA involves an inherent bandwidth expansion by the spreading factor , spectral efficiency (total capacity per chip) relates to single-user capacity (capacity per user and symbol) like (3) cf. [14] , where is termed load. In order to illustrate the performance of CDMA in the power-bandwidth plane we need to find a relationship between spectral efficiency and the average energy per bit to noise power density .
II. ANALYSIS OF DECORRELATION
Spectral efficiency of decorrelation with random spreading sequences has been addressed in [15] and [16] by using bounds on the average signal-to-noise (SNR) ratio and Monte Carlo methods. Asymptotic results, i.e., the number of users and the spreading factor growing over all bounds, have recently been given in [6] and [7] for binary sequences and, earlier, for spherical sequences in [5] . In this section which is an extended version of [5] , we also examine the case of finite and .
The probability density function (pdf) of the total distortion (interference and noise) is Gaussian, as the decorrelator completely suppresses all interference. Thus, the main problem to be solved is to derive the statistics of the SNR at the decorrelator output.
The following proposition is proven in Appendix A:
The probability density function of the SNR after decorrelation in a synchronous CDMA system with unit-power users, AWGN of variance , and randomly chosen spherical spreading sequences of length is given by otherwise (
with (5) denoting the beta function.
Note that the pdf of the SNR given by (4) is not only a tool to calculate spectral efficiency; it can also be used to determine the performance variability of decorrelating detectors. Studies on performance variability were previously only available through simulations or approximations [17] . Using (5) the SNR's th moment can be expressed by (6) with (7) denoting the Pochhammer polynomials, see, e.g., [18, Ch. 18] and denoting the gamma function. 1 The mean 2 of the decorrelator's SNR is given by specializing (6) to (8) and the variance by (9) Asymptotically, i.e., , the variance of the SNR vanishes
The pdf thus degenerates to These properties of the SNR of the decorrelator's output signal are used in the following to give insight into the tradeoff between power and bandwidth efficiency of the decorrelator.
Let the capacity averaged over all sets of spherical sequences be denoted by
In Appendix B, the following proposition is proven.
Proposition 2:
The average channel capacity of a unit power CDMA channel which is disturbed by complex AWGN of vari-1 Note that 0( 1 ) denotes the gamma function while 0 denotes spectral efficiency. 2 The first moment (mean) has already been found in [2] searching for a lower bound on the mean SNR of the minimum mean-squared error (MMSE) detector. ance with users which are separated by decorrelation is given by (10) and bounded by (11) if the spreading sequences are uniformly distributed on the -dimensional surface of an -sphere.
Proposition 2 implies some surprising consequences. Channel capacity is a concave function of the random SNR. Thus, the average capacity is lower than capacity at the average SNR, see (8) , which gives the right-hand side of (11) . It is obvious from (9) that the variance of the SNR is a decreasing function of and vanishes for infinite spreading factor. This should imply that capacity reaches its maximum for infinite if the load is fixed. Surprisingly, this statement is disproved by the left-hand side of (11) . In fact, the average SNR depends on the interference load and for fixed interference load the above statement actually holds. Since users do not interfere with themselves, the interference load is smaller than the user load. This effect is beneficial for small spreading gains and vanishes asymptotically; it overrules the impact of decreasing variance of SNR. This means that the asymptotic capacity in terms of the load is a lower bound on the nonasymptotic capacity. Therefore, it is referred to as the main figure of merit for comparison with other multiuser detectors in Section V. As depicted in Fig. 1 , the upper bound is much tighter than the lower bound.
Using (3) and Proposition 2, the asymptotic relationship between power and bandwidth efficiency results in (12) and is illustrated in Fig. 2 . It was reported in [5] for the first time. Subsequently, Verdú and Shamai [6] , [7] found the same result for binary sequences. As will be seen in Section V, this holds for a much wider class of random sequence models. Fig. 2 indicates that the parameter has to be carefully adjusted for high spectral efficiency. For the decorrelator, no closed-form solution for the optimum load has yet been found. Thus, a numerical optimization has been used resulting in the solid line in Fig. 6 (Section IV). Fig. 2 shows a large gap between the orthogonal system and one applying CDMA with random sequences and decorrelation. However, Fig. 2 does not indicate whether this gap remains constant for large spectral efficiencies or continues to increase. This is investigated in the following.
Applying (11), the performance loss of the decorrelator in terms of power efficiency compared to the single-user Shannon bound is given by By Taylor expansion, we get (13) The simple optimization problem in (13) can be solved by firstorder derivation. Its solution reads yielding (14) Thus, the asymptotic loss, i.e., is proportional to spectral efficiency. For spectral efficiency larger than , the difference from the exact loss is very small. The loss when compared to the interference-free case grows over all bounds if spectral efficiency does. Nevertheless, this is an important improvement in comparison to the conventional detector, whose loss becomes infinite for a finite spectral efficiency because of interference limitation.
III. CONVENTIONAL MATCHED-FILTERING
Spectral efficiency of conventional CDMA has been extensively studied in the literature [19] [20] [21] [22] [23] , [14] , [24] , [3] , [6], [4] , [7] . However, these references are either asymptotic in the number of users, or based on approximations and/or Monte Carlo simulations. Here, spectral efficiency for spherical random sequences of finite length is calculated analytically.
In the following, each interfering signal is modeled as white Gaussian noise which is the worst case additive noise for power-constrained inputs. Note that for discrete alphabets non-Gaussian noise may be worse [25] . For the purpose of maximum mutual information, the coded symbols are also assumed to follow a Gaussian distribution. Based on these assumptions, the information rate of user becomes with the SINR of user given by [26] Proposition 3: The average capacity of the unit poweruser CDMA channel with spherical random sequences of length , which is disturbed by complex AWGN of variance , is given by (15) and bounded by (16) with denoting the entire incomplete gamma function.
The proof is placed in Appendix C. Comparing the bounds in Propositions 2 and 3, an essential difference becomes obvious. The bound obtained from Jensen's inequality is an upper bound for the decorrelator and a lower bound for conventional demodulation, see (11) and (16), respectively. This is, as for decorrelation, the SINR is averaged, while for conventional detection the mean of interference power which is the reciprocal of SINR is used in the considerations. Fig. 3 compares the lower bound to the exact average capacity and illustrates a significant gap for short sequences.
IV. DECORRELATING DECISION FEEDBACK
Combining decorrelating decision-feedback with channel coding, there are a few different realizations one can think about. The one considered here is depicted in Fig. 4 for the two-user case. The cancellation of interfering signals is performed after the decoding process. This provides (almost) error-free feedback.
In contrast to linear decorrelation, decorrelating decisionfeedback is asymmetric in the user direction. That is, the users do not operate under the same conditions. Some users are more and some are less disturbed by multiuser interference on average. This fact has significant impact on cellular communications design [27] [28] [29] [30] . It implies that the signals of users transmitting at identical SNRs may be characterized by different SINRs after multiuser detection and average channel capacities differ among the users. As a corollary, we can state that users with equal average channel capacities require different SNRs. Although there exist many cases with different joint rate and SNR distributions among the users, we distinguish only the two cases previously mentioned in this paragraph, i.e., the equal rate and the equal power cases. 
A. Equal Powers
In the following, we assume that all users are received with identical SNR, i.e., their ratio of energy per symbol to noise power density is fixed. This enables us to obtain the average capacity of decorrelating decision feedback by averaging the average capacity of the decorrelating detector with users given by (10), see Proposition 2, over a discrete uniform distribution of users . In Appendix D, we prove the following proposition.
Proposition 4:
The average channel capacity of a CDMA channel with users of unit powers which is disturbed by complex AWGN of variance and includes a decorrelating decision-feedback receiver is given by (17) and is bounded by with if the spreading sequences are uniformly distributed on the -dimensional surface of an -sphere.
Unfortunately, (17) does not illustrate the influence of the parameters denoting number of users, spreading factor, and noise variance, respectively. For this purpose, it is more helpful to examine the asymptotic behavior, i.e., as the number of users grows over all bounds but the load remains constant. Asymptotically, both bounds given in Proposition 4 coincide yielding It follows from (17) that the asymptotic average capacity is a strictly decreasing function of the number of users . For the decorrelator, the number of users is upper-bounded by the spreading factor [10] . This means that the minimal asymptotic average capacity is achieved for and is given by Surprisingly, the asymptotic loss in capacity, i.e., the gap between orthogonal sequences and randomly chosen ones, is less than 1 nat (about 1.44 bits) (18) It vanishes for and achieves the maximal value of 1 nat for . Comparing this with the results found for the optimum joint demodulator, see [6] , [7] , we find that the decorrelating decision-feedback receiver is asymptotically optimal if the number of users equals the spreading factor and the powers of the users are identical, but their rates differ. This can also be generalized to all loads implied by a more general result, see Proposition 5 (Section V). Moreover, it is the counterpart in multiuser detection to a result found by Price [31] , [32] for equalization of intersymbol interference (ISI) where zero-forcing decision-feedback equalization is also asymptotically optimum, as . When considering spectral efficiency instead of average capacity, a low number of users is not optimal, cf. Section II. Fig. 5 shows, that in this case the optimal load depends on SNR. Note also that the loss in spectral efficiency is larger than 1 nat for unit load. This is, as spectral efficiency is plotted versus the energy per bit which depends on the average capacity. In contrast, (18) is based on the energy per symbol. Nevertheless, (18) can be used to calculate the asymptotic loss in power efficiency. As the optimum load converges to for large spectral efficiencies, cf. Fig. 6 , the asymptotic power loss is bounded by (19) As (19) shows, the loss of only 1 nat in spectral efficiencywhich obviously corresponds to a factor in power efficiency-is achieved at least asymptotically for .
B. Equal Rates
In contrast to the equal power case discussed in the previous section, the pre-assumption of equal rates prohibits an explicit expression giving the average capacity, as the problem of optimal power assignment cannot be solved analytically for finite spreading gain. Nevertheless, the average capacity can be bounded for all users with the help of Proposition 2 with denoting the energy per symbol of user . These bounds yield for the users' individual SNRs
The energies per symbol and per bit averaged over all users are then bounded by and respectively. In the asymptotic case both bounds coincide. Thus, we have 3 (20) This relationship is illustrated for several values of the load in Fig. 7 . Looking at large SNRs, the gap to the orthogonal bound is 3 This formula could also be gained from the results found independently in [10, pp. 376-377] where error-free feedback is assumed implicitly via N ! 0. smaller than without decision feedback, but slightly larger than in the equal-power case. The asymptotic loss is bounded by for some positive constant . With (20) , the asymptotic loss can be shown by Taylor expansions to be (21) The asymptotic loss of the decorrelator is proportional to spectral efficiency, see (14) , while it is constant for decorrelating decision feedback with equal powers, cf. (19) . For equal rates, it is shown in (21) to be proportional to the logarithm of spectral efficiency. This is a significant improvement compared to decorrelation without decision feedback and only a small degradation from the performance in the equal power case.
V. COMPARISON AND CONCLUSION
In this section, we give a comparison of the previously obtained results for the decorrelating and decorrelating decisionfeedback detector with the ones found by other authors, e.g., [6] , [7] for different detection schemes.
Although the results in these references are mostly restricted to binary random spreading, they extend to a much wider class of random sequence sets. As shown by recent results in random matrix theory [33] , the asymptotic eigenvalue distributions of random covariance matrices are independent of the particular distributions of random chips under mild conditions. Sufficient, but not necessary conditions of this are the existence of the fourth moment of the chips' pdf [34] and the mutual independence of the chips. For spherical random sequences, the latter conditions are at least fulfilled asymptotically. In conjunction with the asymptotic convergence properties of the SINR of several linear multiuser receivers reported in [8] and [9] , this justifies the application of asymptotic results on spectral efficiency which were originally found for binary random sequences to spherical random sequences, as well.
A. Results for Other Detectors
Asymptotic spectral efficiency of conventional demodulation has extensively been studied in the literature [21] [22] [23] , [14] , [6] , [7] . The final result reads (22) Spectral efficiency is strictly increasing with the load. With the same procedure as used in Section IV-B, i.e., resolving (22) to the SNR and averaging over the load, we get the power efficiency of the conventional decision-feedback receiver with equal rates, cf. [28, eq. 12]
Considering conventional decision feedback with equal powers we get the average capacity by averaging (22) with respect to 
2.727.3] we finally obtain
Spectral efficiency of the MMSE detector has been examined with the help of Monte Carlo methods in [36] . The later analytical result (24) is due to [6] and [7] .
The result for the optimal joint demodulator (25) is reported in [6] . 4 4 An alternative representation of (25) that does not contain an integration, but is also lengthy, can be found in [7] .
With the help of (3) it is straightforward to obtain spectral efficiency from (22) , (24) , and (25) . For MMSE decision feedback, the following proposition holds.
Proposition 5:
For any given number of users and any given set of spreading sequences, the total capacity of a system applying the MMSE decision-feedback receiver and single-user channel coding equals the capacity of a system with optimal joint multiuser decoding.
This proposition follows straightforwardly from [37] . Proposition 5 is the counterpart in multiuser theory to the known optimality of MMSE decision-feedback equalization for ISI channels shown in [38] and [39] . Unlike in the ISI case, where the assumption of error-free feedback incurs serious problems [40] due to causality reasons, on the synchronous Gaussian multiple-access channel (GMAC ) error-free decision feedback can be provided by re-encoding of the previous users.
The average capacity of the MMSE decision-feedback receiver with equal powers and the average capacity of optimal joint demodulation equal each other due to Proposition 5, i.e., As already found in Section IV, equal power design is preferable for decorrelating decision feedback, when compared to equal-rate design. This even holds for large SNRs, where decorrelation becomes asymptotically equivalent to MMSE-based receiver design. Therefore, the question arises, why this is not a contradiction to Proposition 5 stating the optimality of MMSE decision feedback. Which restrictions needed for Proposition 5 are violated by the equal-rate assumption and thus prohibit its application in this case? Note that Proposition 5 only states the optimality of MMSE decision feedback for given powers (implicitly given by the demand for a given set a sequences). Moreover, the maximization of total capacity for given powers and minimization of total power for given information rates are different aims on a general correlated waveform Gaussian multiple-access channel. This is illustrated in Fig. 8 for the two-user case with the correlation coefficient by showing the achievable rate region and the required power region on the left-and right-hand side, respectively. The vertices of the capacity region achieve total capacity, while the vertices of the power region do not achieve the minimal total power, in general. This can also be seen by the mathematical formulation of the problem [41] While the information rates are only combined by linear equations, solving for equivalent explicit conditions on the powers leads to nonlinear combinations of the information rates if . The previous paragraph suggests a degradation of MMSE decision feedback in the equal-rates case. However, this loss does not need to be significant. A quantitative analysis of MMSE decision feedback with equal rates is given in the following:
Let denote the SINR of the th user after a linear MMSE front and without decision feedback and the number of users grows over all bounds. Then, as shown by Tse and Hanly [8] , [9] , the users' powers and SINRs are interconnected by
In order to get a corresponding equation for the MMSE decision-feedback receiver, we make use of the fact that all previously demodulated users do not interfere with the instantaneously demodulated user. This can easily be taken into account by setting the power of the previously demodulated users to zero. Demodulating the users in descending order of their indexes, cf. Fig. 4 , implies that the powers of all users with indexes greater than the instantaneous one vanish.
If all users' rates are equal, the users' SINRs are equal too, since single-user coding is used. Thus, with denoting the SINR of the MMSE decision-feedback receiver with equal rates, we have Although this does not lead to an analytical expression for the required sum power given a certain SINR, it enables recursive numerical computation of the users' powers.
B. Comparison of the Results
In Fig. 9 , the several (sub)optimal receivers are compared by their spectral efficiencies in the power-bandwidth plane. First, it illustrates the interference limitation of the conventional receiver. Second, it shows the asymptotic equivalence of the MMSE receiver with the conventional matched filter and the decorrelator for low and high SNRs, respectively. Third, the asymptotic convergence of the decorrelating decision-feedback receiver to the MMSE decision-feedback receiver is illustrated for both the equal-rate and the equal-power cases. Moreover, the performance gap between the equal-rate and the equal-power case is small. Proposition 5 showed that the MMSE decision-feedback receiver with equal powers is overall optimum. For providing equal rates only a little more power is required if decision-feedback receivers are employed. This small gap can be closed using optimum joint coding or time sharing between virtual rate tuples that are vertices of the corresponding capacity region. However, a gap in spectral efficiency remains when compared to an orthogonal system. This is caused by the eigenvalue spread of the spreading sequences' correlation matrix.
Previously we distinguished the cases of equal power and equal rate for all users. As shown in Fig. 9 , the equal-power design is preferable for the decorrelating decision-feedback receiver while the conventional decision-feedback receiver performs better with equal-rate design. This can be understood considering the influence of interfering users' powers onto the multiuser receivers' performances. The decorrelator is not affected by the interfering users' powers, but the conventional receiver suffers heavily from the near-far problem [10] . The demand for equal rates implies the users' powers to be widely spread. As the high-power users are demodulated and canceled first, the interference power is diminished fast. This is advantageous for the conventional detector, but has no impact on the decorrelator. The decorrelator works very well for moderate load, but fails if the number of users approaches the spreading factor. Demand for equal power implies poor performance for the early demodulated users and thus results in a small rate for those users. However, the overall impact on the average rate is small. On the other hand, considering the equal-rate case, we see that many users can deal with low power, but the early demodulated ones require high power and dominate the average power consumption. Fig. 9 gives the spectral efficiencies for a fixed load which is not the optimum one, i.e., it does not maximize spectral efficiency, in general. In Fig. 10 , the corresponding results are shown for optimized loads. As one can observe, there are some similarities, e.g., the behavior of the linear multiuser receivers in the high-SNR range. There are at the same time some fundamental differences: the decorrelating decision-feedback receiver and its MMSE counterpart do not converge to each other. In contrast, the MMSE decision-feedback receivers reach the performance of an orthogonal system. This is understood by the following considerations. It was shown by Viterbi [23] that decision feedback in conjunction with (even) conventional demodulation achieves spectral efficiency of orthogonal systems if the load grows over all bounds. This occurs because in this case the eigenvalue spread of the correlation matrix vanishes [4] . Since the MMSE decision-feedback receiver performs at least as well as the conventional decision-feedback receiver, we expect the same for the MMSE decision-feedback receiver, as well. In contrast, the performance of decorrelating decision feedback is limited as the load cannot exceed .
More insight into this topic is obtained from Fig. 11 . There, the spectral efficiencies of the various multiuser receivers are depicted versus power efficiency as in Fig. 9 , but the load is . MMSE decision feedback approaches the orthogonal bound more closely than it does for a smaller load, cf. Fig. 9 . But the linear MMSE receiver yields a much worse performance. It even suffers from interference limitation. Fig. 11 also shows the advantages of MMSE decision feedback over conventional decision feedback . Although both methods are equivalent for , MMSE decision feedback converges much faster to the performance bound set by orthogonal systems.
C. Summary and Conclusion
A likely fair basis for comparison of multiuser receivers in (perfectly) coded communication systems has been given. The most common multiuser detectors providing soft information for the channel decoder have been analyzed. The well-known advantages of MMSE detection when compared to conventional and decorrelating detection have been confirmed. The performance variability of the decorrelating detector has been derived analytically and the average capacity has been given for finite number of users. Moreover, the spectral efficiency has been shown to decrease slightly with the spreading factor, if the system load is fixed. Thus, it is not necessary to provide large spreading factors in order to neglect the degradation caused by performance variability.
The advantages of linear preprocessing for decision-feedback multiuser receivers have been highlighted, i.e., MMSE decision feedback was deduced to be able to achieve the optimal joint decoders capacity and to be strongly preferable to conventional decision feedback if the load is restricted to values that can be handled in practice. Decorrelating decision-feedback detectors have been found to achieve higher capacity when they are operated with equal-power users rather than with equal-rate users. This suggests the application of a time-sharing or rate-splitting [42] protocol to exploit all theoretical resources. How this can be done in such a way that no loss to the equal-power case occurs has recently been shown in [43] . In order to prove the result for the decorrelator's SINR previous results on the SINR of the MMSE receiver are helpful. In [44] , the SINR of user after an MMSE front end for known signature sequences was shown to be Here, denotes the covariance matrix of total distortion (interference and noise). The covariance matrix of the total distortion is Hermitian and can be transformed by a unitary transformation into a diagonal matrix. As a unitary transformation does not affect the pdf of spherically distributed random vectors [45, Appendix A.1] , the covariance matrix is assumed to be diagonal and its eigenvalues to be , without loss of generality. This implies and (1) yields (26) In the case of decorrelation, the power of the interfering users has no effect. Therefore, it can be assumed to be infinite without loss of generality. In this case, the above given equations for MMSE receivers can be applied to decorrelation [44] . As the spreading sequences of all users are linearly independent with probability , 5 there are infinite eigenvalues of the covariance matrix of total distortion. The remaining eigenvalues are equal to the variance of the AWGN. As the indexing of the eigenvalues is irrelevant, we can set (27) without loss of generality. With (26) and the eigenvalues given in (27) , the SNR after decorrelation results in (28) with the definitions and As stated in [46] is a -distributed random variable with degrees of freedom. Further, the random variable is also -distributed, but with degrees of freedom. With [47, p. 515] or [48, Sec. 26.5 ] the pdf of the decorrelator's SNR is then found to equal the result given in (4).
APPENDIX B PROOF OF PROPOSITION 2
For the average channel capacity we use the pdf of SNR after decorrelation given by (4) and the calculus of partial integration to get (29) 5 As all the following considerations hold only with probability 1, it is not explicitly mentioned further on. ; denotes the hypergeometric function with three numerator and two denominator parameters. Using the definition of the Pochhammer polynominals, see (7), we get by simple change of the summation index and resubstitution into (29) (30) which is equivalent to (10) . This proves the first part of Proposition 2.
The second part of Proposition 2 are an upper and a lower bound on the average capacity. The upper bound simply results from concavity of the logarithm and Jensen's inequality. Thus, only the lower bound remains to be proven. First, we define an auxiliary function (31) From (30) we get (32) with [35, eq. 1.511], [18, eq. 18.5.6] , and the auxiliary function defined in (31) . Thus, it remains to be shown that . For this purpose, we make use of some properties of the sequence .
In the following we distinguish two cases. The first case assumes that . In this case, holds by definition. The second case assumes that there is an integer with . Here, a more sophisticated procedure than in the first case is required to show the desired result. First, we prove the following lemma. Resubstitution of and the Taylor series of the logarithm yield (33) using some properties of the digamma function , see, e.g., [18, Ch. 44] Obviously, (33) shows that which also implies . This finally yields with (32) and completes the proof.
APPENDIX C PROOF OF PROPOSITION 3
Due to spherical symmetry and perfect power control, the th user's signature sequence is chosen to be without loss of generality while the other users' sequences remain random. Then, the sum of squared correlation coefficients becomes with (1) , where the are independent and identically distributed (i.i.d.) zero-mean complex Gaussian random variables. Let the interference power of user be defined as (34) Then, the various interference powers are statistically independent, as they are functions of disjoint sets of independent random variables. Recovering the considerations in Appendix A, the similarities of (34) and (28) yield that the interference powers follow beta distributions with identical pdfs for elsewhere. The corresponding characteristic function becomes (35) with [18, eq. 45.3.4] .
It will be helpful in the following to define an auxiliary variable (36) By symmetry, average capacities are identical for all users. Thus, the user index is dropped for the following considerations. Then, the average channel capacity can be expressed as via integration by parts, decomposition into partial fractions, introduction of Hilbert transform and change of variables, respectively.
With ( As the difference of the pdfs is realvalued, the real and imaginary parts of its Fourier transform are even and odd functions, respectively. As the odd part vanishes by integration, we get which becomes equivalent to (15) after inserting (35) and completes the first part of the proof.
The lower bound on average capacity given by (16) directly follows from convexity of the function and Jensen's inequality, as Thus, the lower bound has also been shown.
APPENDIX D PROOF OF PROPOSITION 4
We have (37) with [51, Sec. III.1D, eq. 14]. Using properties of the Pochhammer polynomials, see (7), we finally obtain (38) This proves the first part of Proposition 4. Before addressing the second part of the theorem, the following lemma is proven.
Lemma 2:
For the average capacities given in Propositions 2 and 4, the following interrelationship holds: (39) Proof: Inserting (10) into the right-hand side of (39) and performing the calculus of integration, one can verify the validity of Lemma 2 with (38) .
In order to show that the bounds given in Proposition 4 hold, we take the bounds from Proposition 2 holding for the decorrelator and apply Lemma 2 to obtain bounds for the decorrelating decision-feedback detector. This procedure is justified as Lemma 2 describes a linear functional relationship. This can hardly be seen from Lemma 2 itself, but becomes obvious by looking at (37) .
From Proposition 2, we have Lemma 2 yields by changing variables and completes the proof of the upper bound on capacity. The procedure to prove the lower bound is essentially identical and omitted here.
