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Abstract 
In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 
Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge
of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 
On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 
Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 
This paper presents an Augmented Reality (AR) demonstrator to test its feasibility with enhancing the training process, improving learning time 
and error rate. The application environment was a manufacturer of cherry pickers. The demonstrator focused on covering the assembly of 
hydraulic hoses to the relative valve; the choice was driven by Company needs. Requirements led to the choice of Microsoft HoloLens as 
hardware, while Unity and Vuforia were used as software. The demonstrator provides sequential instructions through texts, images and 
animations. Results showed improvements when introducing AR for error rates and for the average assembly times. 
© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/) 
Peer-revie  under responsibility of the scientific committee of the 52nd CIRP Conference on Manufacturing Systems. 
 Keywords: Augmented reality; training; manuf cturing 
 
1. In roduction 
Th  project was cond cted through an MSc thesis pr ject in 
collabo ation with a ch rry picker manufacturer in the UK. The 
relatively hig -value cherry pick rs are typically assembled 
within a 48 hour duration. The challenge observed was with the 
inefficiency in the training process, raising the possibility to 
introduce new technologies to improve its efficiency. The 
major targets are to reduce the significant amount of time that 
the expert technicians spend on delivering training and the 
relative costs. Costs are directly correlated to the amount of 
time required to assemble cherry pickers. 
Among possible technological solutions, a valid option was 
considered as Augmented Reality (AR). AR is a powerful 
technology that allows human-computer interaction, d splaying 
information/holograms on the real world context. It has fou d 
several applications within the industrial and manufacturing 
fields. In the context of training enhancing efficiency through 
overlaying information directly on the machine on which 
operators work has been a popular approach [1]. This is 
achieved by providing full guidance independently from the 
trainer, and operators can learn while performing operations 
[2]. Since AR leaves the world intact and does not prevent the 
user to see it, safety risks related to the manufacturing 
environment can be significantly reduced compared to Virtual 
Reality (VR) olutions. 
1.1. Project focus 
The research project aimed to develop an AR demonstrator 
that can test the applicability of AR within the cherry picker 
manufacturing context and its effectiveness in addressing 
training inefficiencies. The work intended to study the 
Company context and environment, to identify its specific 
requirements and to develop an AR demonstrator suited for the 
specific manufacturing processes. Developing a bespoke 
solution was needed, to assess the applicability of AR within 
this companies’ industrial environment, which cannot be 
evinced solely from previous applications. The focus was on 
speeding up the training process, without affecting its quality. 
The main contributions of the paper are:  
• An AR based architecture for training in manufacturing  
• Evidence of the potential benefit AR can offer for training 
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within a 48 hour duration. The challenge observed was with the 
inefficiency in the training process, raising the possibility to 
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the expert technicians spend on delivering training and the 
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overlaying information directly on the machine on which 
operators work has been a popular approach [1]. This is 
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[2]. Since AR leaves the world intact and does not prevent the 
user to see it, safety risks related to the manufacturing 
environment can be significantly reduced compared to Virtual 
Reality (VR) solutions. 
1.1. Project focus 
The research project aimed to develop an AR demonstrator 
that can test the applicability of AR within the cherry picker 
manufacturing context and its effectiveness in addressing 
training inefficiencies. The work intended to study the 
Company context and environment, to identify its specific 
requirements and to develop an AR demonstrator suited for the 
specific manufacturing processes. Developing a bespoke 
solution was needed, to assess the applicability of AR within 
this companies’ industrial environment, which cannot be 
evinced solely from previous applications. The focus was on 
speeding up the training process, without affecting its quality. 
The main contributions of the paper are:  
• An AR based architecture for training in manufacturing  
• Evidence of the potential benefit AR can offer for training 
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2. Literature review 
VR technologies completely immerse a user in an artificial 
environment, which prevents from seeing the real world. In 
contrast, AR superimposes virtual objects, enhancing users’ 
perception and displaying additional information. Users can 
combine augmented information with the specific practice, 
which is a key element to enhance learning [3]. AR offers 
advantages compared to VR, which requires modelling the 
whole working environment, a complex and time- consuming 
activity [4]. AR finds several applications in the manufacturing 
field by providing context-based information [5]. AR can 
support industrial training by projecting assembling or 
disassembling instructions directly on to the machines on 
which operator’s work [6].  
AR can be visually displayed in three ways: video see-
through, optical see-through and projective displays. With the 
video see-through technique, a video replaces reality and AR 
enables overlaying upon it and the user’s view is completely 
digital. Conversely, the real world is left untouched with the 
optical see-through and AR enables overlaying on it. With 
projective displays, AR is cast directly on real objects [7]. 
Visual information displayed can be texts, virtual elements 
(such as arrows, images, videos, icons or symbols) or 3D 
object’s models [8].  
The tracking and registration enable the alignment between 
the user view and the real world. Marker-based and marker-less 
solutions are available, making it possible to introduce AR 
within a manufacturing shop-floor contexts. Since AR systems 
are capable of recognising objects and components (either 
through feature- based or model-based tracking methods), 
users can potentially move in the AR environment and 
manipulate objects intuitively and naturally. Marker-less 
solutions can be suitable for non-prepared environments when 
work is performed on a new machine each time [9].  
 
2.1. AR for training 
AR has been demonstrated to be a valid solution for training 
within certain manufacturing environments. The studies show 
that AR for training can be highly effective, time-efficient and 
assures trainees learn the required skills. Furthermore, it has 
also been shown to allow providing feedback, which is a key 
factor in the learning process [9].  
Compared to traditional training, AR avoids the 
inconvenience of information detached from the equipment, 
which forces trainees to switch their attention between the 
instructions and the subassembly [4]. AR-based training 
systems can combine real experiences with virtual instructions 
and guidance. Guidance is often provided through interactive 
checklists, to assure each step is followed. The AR system can 
potentially recognise steps carried out incorrectly and can alert 
the user, preventing him/her from continuing the procedure 
unless the error is fixed [10]. Further instructions can be 
provided if the tasks are performed wrongly [3].  
Different levels of guidance, e.g. according to the trainees’ 
level, can be provided using Indirect Visual Aids. The user can 
decide whether to see further information, whose availability is 
represented by an annotation or an icon. This choice is not 
available when using Direct Visual Aids: 3D animations or 
other information are directly superimposed on the product [6].  
2.2. Research gaps 
There is wide literature on AR applications for training 
processes. However, no publication was found on applications 
developed for manufacturers of mobile elevated work 
platforms. The cherry picker assembly processes and 
components are specific to the context, and they need to be 
studied and explored to understand if AR can support and 
improve training processes. Furthermore, training depends 
significantly on human factors and the context of application; 
a research study is required to develop an effective AR solution 
for the manual assembly operations in manufacturing. 
3. Methodology 
The following methodology was applied to achieve the aim 
of the study [11]. The project was divided into five phases, 
shown in Figure 3, and the key stages are explained in the 
following sub-sections: 
▪ Project and problem definition 
▪ Solution requirements identification 
▪ Solution design 
▪ Solution development 
▪ Tool’s validation and benefits assessment 
Fig. 1. Research methodology 
3.1. Solution requirements identification 
Interviews and observations at the Company shop-floor 
allowed to perform the context analysis and gather data on the 
different training delivery methods. Three days’ of visits 
enabled to interview the Production Manager, two Line 
Managers, four expert technicians and two new employees. 
The identified requirements are presented in Table 1.  
 
Table 1. Requirements identification. 
Requirements Way of measurement 
Functional requirements: 
Complete and trainer 
independent guidance to operators. 
Number of help request during the 
process. 
Feedback provision. Number of errors detected after the 
process completion. 
Knowledge transfer. Assessment questionnaire results. 
Faster learning process. Time to perform 
the assembly process. 
 Ferrati et al / Procedia CIRP 00 (2019) 000–000  3 
Other requirements: 
Intuitive and usable tool. Number of help requests related to 
the tool. 
Precise and accurate 
information displayed. 
Number of times operators ask for 
clarifications. 
Possibility to work comfortably. Qualitative questionnaire 
on AR experience. 
3.2. Solution design and development 
A number of technological approaches that were suitable to 
implement the requirements were identified. The choice was 
driven by: tools’ advantages/disadvantages, integration 
between hardware and software and availability at Cranfield.  
The solution was developed by transferring the concept and 
the logical flow into Unity, using C# as a programming 
language. AR functionalities were introduced through Vuforia. 
During the tool development, trials were made for the objects, 
images and target recognition. By working with the elements 
that were new to Vuforia, it was not possible to know 
beforehand which solution would have worked better. The 
production factors that influenced the design of the AR solution 
are explained in Table 2.  
 
Table 2. Training bay and production line factors. 
                    
4. Developed solution for AR in training in manufacturing 
The AR solution was developed for training on the assembly 
of hydraulic hoses to the relative valve (Fig 7). They are present 
on each cherry picker, and the valve only varies in size and 
number of hoses, but the principle to fit hoses remains the 
same. First, the operator picks the tools on the shadow board. 
Each shadow board within the factory has the same tools’ 
disposition. The operator brings the tools nearby the working 
area and then starts the assembly. Eleven hoses have to be fitted 
to the valve and to be tied together. The hoses’ fitting order is 
important, to avoid difficulties in accessing the back joints 
later. The operator removes a cap from the joint and picks the 
hose to fit. Before fitting the first hose, the operator needs to 
calibrate the torque wrench. He/she then half-screws the hose 
manually and then torques it. The operator must ensure that the 
tool clicks, and can use a spanner to assist in this process. 
He/she then marks the conjunction according to the Company’s 
colour code. The same operations are performed iteratively for 
each hose. Hoses are then tied: two of them on the left side and 
all the other ones on the right side. The torque wrench needs to 
be brought back to zero and put back to the shadow board with 
all the other tools. 
The input to the developed AR system is 1) process 
instructions, 2) hardware and software, and 3) real world 
context. The output from the system is 1) step by step guidance, 
2) feedback on operations, and 3) feedback on timing. An 
overview of the system is presented in Figure 2.  
Fig. 2. AR System overview 
 
As shown in Figure 3, the process was divided into 15 sub-
processes: tools’ picking, each hose fitting (11), hoses tie and 
tools’ replacement on the shadow board. For each step, 
instructions’ images and information were defined. Figure 3 
shows the sequence logic of instructions’. First, a picture of the 
outcome is displayed. When the operator is ready to work, 
he/she can press the button and instructions are provided. In the 
AR system, there are three possible ways of moving forward: 
1) a timer, if no interaction with the external environment is 
required, 2) the Vuforia recognition, when overlaid information 
is displayed and 3) the “Resume Instructions” button. After, the 
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user has the empty field of view (FOV) to work without visual 
interferences; two side buttons are available: “Tap for 
instructions”, to go back to the same set of instructions, and 
“Finished”, to proceed further. The next step’s instructions are 
then displayed. At the end of the sub-process, an image of the 
work completed is displayed to allow user to check if the task 
was carried out correctly. When all the steps of a sub-process 
are completed, the system proceeds to the next sub- process. 
 
Fig. 3. Training process breakdown 
 
Instructions are progressively reduced for similar or 
identical operations to enhance the learning process. First, they 
are fully displayed, then guidance is gradually reduced and 
from the third time onwards they are provided with fewer 
details. Full instructions are still available if requested. 
4.1. User interface 
In the application, there are three user interfaces: 
The “Main interface” is used at the beginning and at the end 
of each sub- process. It shows the sub-process completed and 
allows acknowledgement. An example is displayed in Figure 4. 
Fig. 4. "Main interface" - example 
 
The “Instructions interface”, displayed in Figure 5, shows 
the instructions. The “Side interface”, showed in Figure 6, 
leaves the Field of View empty. In this process holograms are 







Fig. 5. An example instruction 
Fig. 6. Side interface 
5. Validation 
The application development was first deployed in the 
hardware device and tested at Cranfield AR Laboratory with 
students, who provided feedback. A preliminary validation 
session was carried out at the case company too. Testers first 
followed the tutorial on HoloLens and then performed the 
process with the AR application. Initial feedback was used to 
improve the application before the final validation. 
Final validation experiments were run at Cranfield AR 
Laboratory by comparing the performances of two groups. The 
first group was asked to perform the process following the 
SOPs, while the second one used the AR instructions. The 
groups were defined according to the following criteria, to 
minimise the influence on the outcome of the analysis: 
experience with assembly operations, experience with AR and 
age. A stand that could hold the component in the right position 
was designed, as demonstrated in Figure 7. 
Quantitative data from validation was collected through 
observations, and the use of the AR tool. A test to assess the 
learning level and a questionnaire to gather qualitative 
feedback on the AR experience were developed. Benefits of 
AR were assessed by comparing the performances of the two 
groups. The test was designed to evaluate if the system is an 
assistance system in the work environment rather than assess 
the level of learning through the system.  
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5.1. Experimental context 
Validation data was collected about: the whole process time, 
the tools’ picking time, users’ error rate and the number of help 
requests. The tutorial on learning gestures in HoloLens took 
approximately 5 minutes and the pre-training application took 
3 minutes. Their impact on time performances would not have 
provided a realistic scenario since they are undertaken only 
once and should be considered when comparing the whole 
training process. Table 3 and Table 4 show an overview of the 
participants of the two user groups. Factors influencing 
performances for assembly operations were considered, among 
which experience was the most relevant. Other factors, such as 
motivation, tiredness, stress and language difficulties were not 
considered, assuming that the students that volunteered were 
motivated, not in a stressful situation and no tired, since 
experiments were scheduled according to users’ preferences. 
Language barriers were avoided by explaining the specific 
terminologies to each user at the beginning and thanks to the 
visual aids specifically introduced into the tool. Groups were 
defined according to users’ preferences, and experiences. All 
users were Cranfield students with an engineering background. 
Information about experience with AR was irrelevant for the 
second group, while it was valuable to compare performances 
within the group that performed the process with the AR. 
Table 3. Participants with AR. 
 
Table 4. Experiments with SOPs. 
 
The 3D model of the demonstrator, valve stand, was not 
available since it belonged to an old cherry picker model. This 











Fig. 7. Case example: Valve stand 
 
When developing the 3D model, the reasons that prevented 
a good and stable object recognition, obtainable in other 
situations with HoloLens, were studied. Vuforia application 
was designed to work with consumer products, with opaque 
and rigid parts. Hoses’ shape and features were very similar one 
to another. Therefore, Vuforia systems could not distinguish 
them according to their external characteristics. It was decided 
to introduce cylindrical markers, supported by Vuforia. The 
software takes in input as the flat image, the cylinder diameter 
and the height of the image. 
5.2. Experimental results  
The overall trend shows that AR required less assembly time 
for each fitting, except for the first and the second hose. Main 
differences were registered for the first hose and for the third 
hose fitting times (Figure 8). The average number of errors in 
the process decreased from 3 (SOPs) to 1.2 (AR).  
Fig. 8. Experimental results: AR vs SOPs 
 
Users following the AR instructions, on average, performed 
the process with 22% less time (8 minutes), as shown in Table 
5. Also, time to pick the tools was reduced by 26 %. Thus, the 
tool brought an overall improvement on the time needed to 
perform the process and complete the tasks. The standard 
deviation of time for SOPs users was 3.06 as opposed to 1.85 
with AR. This indicates the reducing effect of variation in time.  
 
Table 5. Time results: AR benefit assessment. 
 
Table 6. KPIs results and benefits assessment.  
 
The results showed improvement of average performances. 
The standard deviation for number of help requests reduced 
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user has the empty field of view (FOV) to work without visual 
interferences; two side buttons are available: “Tap for 
instructions”, to go back to the same set of instructions, and 
“Finished”, to proceed further. The next step’s instructions are 
then displayed. At the end of the sub-process, an image of the 
work completed is displayed to allow user to check if the task 
was carried out correctly. When all the steps of a sub-process 
are completed, the system proceeds to the next sub- process. 
 
Fig. 3. Training process breakdown 
 
Instructions are progressively reduced for similar or 
identical operations to enhance the learning process. First, they 
are fully displayed, then guidance is gradually reduced and 
from the third time onwards they are provided with fewer 
details. Full instructions are still available if requested. 
4.1. User interface 
In the application, there are three user interfaces: 
The “Main interface” is used at the beginning and at the end 
of each sub- process. It shows the sub-process completed and 
allows acknowledgement. An example is displayed in Figure 4. 
Fig. 4. "Main interface" - example 
 
The “Instructions interface”, displayed in Figure 5, shows 
the instructions. The “Side interface”, showed in Figure 6, 
leaves the Field of View empty. In this process holograms are 







Fig. 5. An example instruction 
Fig. 6. Side interface 
5. Validation 
The application development was first deployed in the 
hardware device and tested at Cranfield AR Laboratory with 
students, who provided feedback. A preliminary validation 
session was carried out at the case company too. Testers first 
followed the tutorial on HoloLens and then performed the 
process with the AR application. Initial feedback was used to 
improve the application before the final validation. 
Final validation experiments were run at Cranfield AR 
Laboratory by comparing the performances of two groups. The 
first group was asked to perform the process following the 
SOPs, while the second one used the AR instructions. The 
groups were defined according to the following criteria, to 
minimise the influence on the outcome of the analysis: 
experience with assembly operations, experience with AR and 
age. A stand that could hold the component in the right position 
was designed, as demonstrated in Figure 7. 
Quantitative data from validation was collected through 
observations, and the use of the AR tool. A test to assess the 
learning level and a questionnaire to gather qualitative 
feedback on the AR experience were developed. Benefits of 
AR were assessed by comparing the performances of the two 
groups. The test was designed to evaluate if the system is an 
assistance system in the work environment rather than assess 
the level of learning through the system.  
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3 minutes. Their impact on time performances would not have 
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once and should be considered when comparing the whole 
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motivation, tiredness, stress and language difficulties were not 
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experiments were scheduled according to users’ preferences. 
Language barriers were avoided by explaining the specific 
terminologies to each user at the beginning and thanks to the 
visual aids specifically introduced into the tool. Groups were 
defined according to users’ preferences, and experiences. All 
users were Cranfield students with an engineering background. 
Information about experience with AR was irrelevant for the 
second group, while it was valuable to compare performances 
within the group that performed the process with the AR. 
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from 0.98 (SOPs) to 0.75 (AR). The error rate and number of 
help requests for the process decreased, while the questionnaire 
results improved. SOPs users’ average questionnaire results 
were greatly influenced by one user that performed way worse 
than the others (3 correct answers out of 7), while other users 
answered correctly to either 6 or 7 questions (Table 6). 
5.3. Qualitative results 
The results (from 10 people) of the questionnaire on the AR 
experience are displayed in Table 7. On average, people did not 
experience discomfort or a headache due to HoloLens and the 
AR experience was evaluated positively. Also, the learning 
level was perceived to be high. 
 
Table 7. AR experience questionnaire results. 
 
Other qualitative questions were asked, and on average, the 
worst thing was clicking on buttons, while the user interface 
(images and animations) and the hoses recognition feature were 
considered highly. Most of the people (7 out of 10) believed 
that AR could enable a completely independent training 
process. Validation’s results showed improvements for training 
delivered through the AR tool compared to the traditional way. 
Questionnaire results showed that the learning level improved.  
In the validation, a limited amount of data was collected due 
to time constraints. The improvements by AR should be 
demonstrated with a greater number of users.  
6. Discussion and conclusions 
The aim of the project, to develop and validate an AR 
demonstrator, to demonstrate the possibility of introducing AR 
for training within the cherry picker manufacturing context was 
achieved. The experimental results showed improvements in 
performances, which should be studied further through 
validation at the case company. Despite the difficulties related 
to recognising the components, the case company environment 
is suitable for introducing the AR application that can 
potentially bring benefits according to Company’s KPIs. The 
AR tool was introduced on the shop-floor during the 
preliminary validation and operators used it successfully. 
The application was developed only on a small part of the 
assembly procedure; further difficulties may arise when and if 
applying the technology to the whole training. The size of the 
machines could impede the possibility of using HoloLens for 
every step, due to the limited FOV and the length of the process 
that could create discomfort to the users. The technology could, 
therefore be introduced only on certain parts of the process, 
such as the most complex tasks or the most difficult to learn for 
the operators. The proposed solution allows gaining benefits 
brought by AR and reducing the time necessary to develop the 
application and relative costs. The focused use of AR could 
reduce the risk of discomfort for users in the long usage 
scenario and the environment would not need to be entirely 
prepared, reducing the time dedicated to this activity. Technical 
knowledge could be transmitted through AR, while the human 
contact with other operators during other parts of the training 
would allow the transfer of tacit knowledge. 
Future work in AR based training is needed in adaptive 
registration and tracking based on the context and the skills of 
the personnel. Furthermore, there has to be multiple runs of the 
same AR process with at least one time interruption to ensure 
the proof of learning effects. Future work has to also clarify if 
the sub-process has to be finalized correctly, or was there the 
opportunity to terminate a sub-process with an error. 
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