Abstract. We study scattering theory for the semilinear wave equation uttAu = \u\p~lu in two space dimensions. We show that if p > po = (3+VT7)/2, the scattering operator exists for smooth and small data. The lower bound po of p is considered to be optimal (see Glassey [6, 7] , Schaeffer [18] [14, 15] . The construction of the scattering operator for small data does not follow directly from the proofs in [7, 13, 20 and 22] concerning the global existence of solutions for the Cauchy problem of the above equation with small initial data given at t = 0 in two space dimensions, because we have to consider the integral equation with unbounded integral region associated to the above equation:
Introduction
We consider a scattering problem for the semilinear wave equation (1.1) utt-Au = Fiu), {x,t)eRnxR, where F(w) = X\u\p or X\u\p~xu, X e R, p > 1, and n = 2. We compare the asymptotic behavior as t -> ±oo of solution of (1.1) with those of suitable solutions of the Cauchy problem for the free wave equation (1.2) utl-Au = 0, ix,t)eRn x R, in the sense of energy norm. Among many theorems on the construction of the scattering operator for (1.1), we mention a remarkable result of Pécher [16] which has improved previous results by Strauss [19] , Klainerman [10] , and Mochizuki and Motai [14, 15] .
Pécher has shown that in three space dimensions (« = 3), the scattering operator for ( 1.1 ) exists for regular and small data if p > 1 + y/2. This lower bound of p is optimal, since John [8] showed that there exist global C2-solutions to the Cauchy problem for the equation utt -Au = \u\p with smooth and small data of compact support if p > 1 + V2, and it was also shown by John [8, 9] and Schaeffer [18] that the solution blows up in finite time for small data of compact support if 1 < p < 1 + V2 .
In two space dimensions, Strauss [19] proved that the scattering operator exists if p > 2 + \/5, provided the smooth data are small. This result was improved to p > 2 + y/3 by Klainerman [10] and Mochizuki and Motai [14, 15] . However, these results are not sharp, since Glassey [7] proved that the Cauchy problem for utt-Au = \u\p has global C2-solutions if p > (3 + v/T7)/2, provided the smooth data of compact support are small, and moreover it was shown by Glassey [6] and Schaeffer [18] that if 1 < p < (3 + VT7)/2, global solutions do not exist, provided the data of compact support satisfy a certain condition.
Our aim of this paper is to prove that if p > (3 + v/Î7)/2, the scattering operator exists for smooth and small data in two space dimensions.
We note that in the global existence theorems by John and Glassey, the data are compactly supported. Since we solve the Cauchy problem for (1.1) with the data given at t = -co, the assumption of the compactly supported data is not natural. In this connection, we briefly state the previous results concerning the Cauchy problem utt-Au = \u\p, ix,t)eRnxiO,oo), uix,0) = fix), ut(x, 0) = g{x), xeR" (« = 2,3), with small data of noncompact support.
Asakura [2] , Kubota [13] , and the author [20, 21, 22] have shown that global solutions exist for small data fix) e C3(jR") , gix) e C2iRn) satisfying Daxfix),DPgix) = Oi\x\-l-k) as|x|->oo, |a|<3, \ß\<2, if k > 2/ip -1), p > 1 + \Í2 for n = 3 , and p > (3 + v/l7)/2 for « = 2. The result due to Pécher [ 16] also corresponds to the removal of compact support assumption for initial data in three space dimensions. In contrast to this existence theorem, Asakura [2] , Agemi and Takamura [1] , and the author [20] have proved that if the data satisfy fix) = 0, Six)>{l+"x]y+k, e>0, and 0 < k < 2/ip -1), then the solution blows up in finite time even with in = 3), P > . in = 2).
The construction of the scattering operator for small data is almost equivalent to the construction of the global solution for the Cauchy problem of ( 1.1 ) with small initial data given at t = 0 in the case of three space dimensions, but the construction of the scattering operator for small data does not follow directly from the proof of global existence of solutions for the Cauchy problem of (1.1) with small initial data given at / = 0 in the case of two space dimensions, because we have to consider the integral equation with unbounded integral region associated to (1.1):
1 (' Í F(u(y,s)) . , uix,t) = u0(x,t) + -/ Y' "==dyds, (1.4) 2% J_^ J\x-y\<t-s y/(t -s)2 -\x-y\2
for t e R, where u^ix, t) is a solution of (1.2) which w(;c, t) approaches asymptotically as t -► -oo. We have to split the integral region into several parts and to make proper use of all the estimates (4.7a)-(4.8b) in §4 for the integral kernel in each part of the integral region. Such a procedure is not needed in three space dimensions. For the Cauchy problem at t = 0 in two space dimensions, (4.7b) and (4.8b) are sufficient and so we do not have to use (4.7a) and (4.8a) (see [13, 20, 22] ). Accordingly, the proof of the basic estimate (see Lemma 4.1) for (1.4) is more difficult and complicated than that for the Cauchy problem of ( 1.3) in two space dimensions.
For the case of large data, we refer to the results by Ginibre and Velo [3, 4, 5].
Assumptions and theorem
We study the scattering problem for the semilinear wave equation of the form (2.1) utt-Au = Fiu), ix,t)eR2xR.
We make the following hypothesis.
(HI) Fiu) e C2iR) and there exist p > (3 + v/T7)/2, X > 0, such that \F(J\u)\<X\u\p-J for \u\<l, 7 = 0,1,2, \F"{u) -F"iv)\ < X\(f>\p-3\u -v\ for \u\, |v| < 1, 4> = max{|w|, |u|}.
Let Mq (x, t) be the C2-solution of the Cauchy problem
The hypothesis concerning the data is the following ii) If k > 2Up -1) and e is sufficiently small, depending on X, p, and k, then there exists a unique C2-solution u(x, t) of the integral equation (2.4) such that (2.8)
where C is a constant depending on X, p, k, and
(ii) Moreover, there exists a unique C2-solution mJ(x, t) o/(2.2) such that for the solution uix, t) of (2.4) given by part (i), (2.10) \\u(t)-u+(t)\\e<C/(l + \t\)l^0 (t^+oo).
Thus, we can define the scattering operator S : («ô(0), ôt«ô(0)) -«(0), 3,«¿(0)) for equation (2.1).
Remark 2.3. The solution uix, t) of (2.4) given by Theorem 2.2 is a solution of (2.1) (see [2, 7, 8, 16] 
The paper is organized as follows. In §3, we describe the decay estimates for the linear problem which was derived in [13, 22] . In §4, we prove the basic estimate for the existence proof, following Kovalyov [11, 12] and Asakura [2] .
Finally, Theorem 2.2 and Corollary 2.4 will be proved in §5.
We denote a constant in the estimate by C, which will change from step to step.
Decay estimate
Consider the Cauchy problem (2.2) and (2.3) for t > 0 under the hypothesis (H2).
The following lemma is proved in [22] (see also [13] ).
satisfy (H2). Then, the solution u of (2.2) and We consider the integral equation
We define dyds,
for / G R.
The following lemma is the basic estimate for the existence proof. 
where e' is a small positive constant to be determined later and C depends on e'. Switching the last estimate to polar coordinates, we have L\u\pix,t) = L\u\pia,e,t) 2ar We use the following lemma which is proved in [11, 12 ] (see also [22] ). where the domains D' and D" denote the sets D' = {is, r) : \s + a -t\ < r < -s + t + a, -oo < s < t} D" = {(s, r) : 0 < r < -s + t -a, -oo < s < t -a} (see [11, 12] ). By 2 + --
or by (4.7b), (4.13) ll< / =-drds. JD-y/it-s+a+^it-s-a-^il+r+ls^f^-^il + lr-lslDf""-6'
Now, we shall estimate I and II by dividing into four cases. The following lemma is proved in [22] . where e" is a small positive constant to be determined later and C depends on e". To continue, we need the following lemma which is proved in [22] . Hi. To estimate IIi , we make the change of variables by (4.14). Then, from We make use of the following lemma, which will be also used repeatedly in this section. 7(1 + t + a)(l +t-a)
[ y/(l + t + a)(l +t-a) for 0 < ß <t-a, all t>a>0.
Proof. The proof is almost the same as that of Lemma 3. -y/l+t + al-a (l+ay»+(P-W-e'-e" d<* CMP f00_1_ + y/l+t + a Jt-a y/t-a + a(l+ aym+{p-yiß-f
We can choose e', e" such that pm + (p -3)/2 -e' -e" > m + I. Hence, using Jt-a y/a-t + a(l + \a\)Pm-*' Ja-t y/t + a + ß(l
\y/a-t + a + y/a-t-a) (1+a)"»-«'
The last estimate is the same as (4.40). Therefore, (4.54) I3 < CM"-.
y/l + t + a(l+a-t)m
(ii) 2t>a>t and t>l. From (4.9) and (4.10), 1,<££/-'" ,'" .**r/a{22ßLäß
The last estimate is the same as (4.44). Therefore, CAP ln(2 + a-t) (4. We can verify easily that the linear space Xk defined by (2.5) is complete with respect to the norm (2.6) and (2.7).
We denote by X0 the closed subset of Xk given by
where Ck is a constant in (3.1) and Í l/ln2 (k> 1, \<k< 1), Bk = [I (k= 1, 0</c< i).
Then, it follows from Lemma 3.1 that IK Ik <BkCke.
Hence, Wq g Xq . Now we define the map T by Tu -Uq + LF(u).
We can derive (see [7, 20] ) \\LF(u)\\k<Cp,kX(2BkCke)P, \\DjLF(u)\\k<2Cp,kX(2BkCke)P, \\DtDjLF(u)\\k < 5Cp,kX(2BkCke)P, and Il Tu -Tv\\k < CPtkX(2BkCke)p-l\\u -v\\Xk, \\Dj(Tu -Tv)\\k < 2Cp>kX(2BkCke)P-l\\u -v\\Xk, \\DiDj(Tu -Tv)\\k < 5Cp,kX(2BkCke)P-l\\u -v\\Xk for u, v G Xq , where D; = d/dXj (j = 1, 2).
We see that ||rw||^ < BkCke + 20Cp,kX(2BkCke)P < 2BkCke, \\Tu -Tv\\Xk < 20Cp¡kX(2BkCke)P-l\\u -v\\Xk <\\\u-v\\Xk for u, v G Xo , provided
Thus, if we choose e > 0 so small that (5.1) holds, then T is a contraction of Xo into itself, and so T admits a unique fixed point u G X0, which satisfies (2.4).
Part 2 (Proof of (2.8)). To prove (2.8), as is well known we have only to show that (5-2) j* \\F(u(s))\\Lim ds < jY^i -° (' -* -°°) '
where / is given by (2.9). We split the integral in (5.2) into five parts, following Pécher [16] and use the decay estimate of u from u e Xk .
First we shall prove (5.2) for k > \ . 
