We show that the set of all ow-elds in a sequence of frames imaging a rigid scene resides in a lowdimensional linear subspace. Based on this observation, we develop a method for simultaneous estimation of optical-ow across multiple frames, which uses these subspace constraints. The multi-frame subspace constraints are strong constraints, and replace commonly used heuristic constraints, such as spatial or temporal smoothness. The subspace constraints are geometrically meaningful, and are not violated at depth discontinuities, or when the camera-motion changes abruptly. Furthermore, we show that the subspace constraints on ow-elds apply for a variety of imaging models, scene models, and motion models. Hence, the presented approach for constrained multi-frame ow estimation is general. However, our approach d o e s not require prior knowledge of the underlying world or camera model.
Introduction
This paper presents an approach for simultaneous estimation of optical-ow across multiple frames. Optical ow or correspondence" estimation is usually applied to local image patches. Small regions, however, carry very little information this is known as the aperture problem", and the optical ow estimates obtained are hence noisy and or partial. To o vercome this problem, spatial smoothness constraints are employed e.g., 10, 1, 15 . However, these smoothness constraints are heuristic, and are violated especially at depth discontinuities. For a review and comparison of several of these optical ow techniques see 2 . Temporal smoothness constraints have also been introduced 5 . These, however, are violated when the camera motion changes abruptly.
Other methods overcome the aperture problem by applying global model constraints 7, 8 , 3 , 1 1 , 1 7 , 6 , 4 . This allows the use of large analysis windows often the entire image, which do not su er from lack o f l ocal information. These techniques, however, assume an a-priori restricted model of the world or of the camera motion. For example, 11, 6, 4 assume a planar or very distant world. 7, 8 , 1 7 assume a 3D world with dense 3D parallax, and will fail when applied to distant or planar worlds which form a singular case for these algorithms. 3 reviews a hierarchy of such global motion models. While these methods perform well when the restricted model assumptions are applicable, they fail when these are violated.
Also, most methods for correspondence ow estimation have been restricted to pairs of frames or three frames 17 . With the rare exception of 8 , most methods that use information from multiple frames rely on temporal smoothness. The resulting estimates are hence noisy and are over-smoothed". In contrast, 8 exploits geometric consistency across multiple frames, but relies on prior knowledge that the underlying model is a 3D world with dense 3D parallax.
In this paper we develop an approach for simultaneously estimating correspondences across multiple frames by using information from all the frames, without assuming prior model selection. Our approach i s based on the observation that the set of all ow-elds across multiple frames that image the same scene reside in a low-dimensional linear subspace. This is true despite the fact that di erent frames in the image sequence are obtained with di erent camera motions. The subspace constraints provide the additional constraints needed to resolve the ambiguity in image regions that su er from the aperture problem. This is done without resorting to spatial or temporal smoothness. As opposed to smoothness constraints, the subspace constraints are geometrically meaningful, and are not violated at depth discontinuities or when camera-motion changes abruptly.
Linear subspace constraints have been used successfully in the past for recovering 3D information from known 2D correspondences e.g., 18, 9 . In contrast, we use multi-frame linear subspace constraints to constrain the 2D correspondence estimation process itself, without recovering any 3D information. Furthermore, we show that for a variety o f w orld models e.g., planar world vs. general 3D world and a variety o f camera models e.g, orthographic vs. perspective cameras undergoing instantaneous motion give rise to subspaces of very similar low dimensionalities. Because we employ subspace constraints based on the subspace dimensionality alone, these constraints can be used without prior knowledge of the underlying world or camera model.
In Sect. 2 we show that the set of all ow-elds across multiple frames that image the same rigid scene reside in a low-dimensional linear subspace. This is shown for a variety of motion models, scene models, and imaging models. In Sect. 3 we extend the multi-frame subspace constraints to apply directly to image brightness quantities. These are then incorporated in Sect. 4 into a simultaneous multi-point multiframe ow algorithm, which takes advantage of the low-dimensionality subspace constraints within the estimation process itself. We conclude with some experimental results showing the bene ts of the multi-frame constrained estimation.
Subspace Constraints on Flow-Fields
Let I 1 ; :::; I F denote a sequence of F frames taken by a moving camera with arbitrary 3D motions. All frames are of the same size, and contain N pixels. Let I denote the reference f r ame in the sequence, i.e., the frame with respect to which all ow-elds will be estimated e.g., the middle frame of the sequence. Let u ij ; v ij denote the displacement of pixel x i ; y i from the reference frame I to frame I j i = 1 ::N, j = 1 ::F. Let i.e., U and V are stacked vertically, and U V F2N i.e., U and V are stacked horizontally. We show that these matrices have low ranks under many di erent conditions. In the following sections we explain how to use these low-rank constraints in order to constrain the estimated ow. At no point will we need to recover any 3D quantities or camera motion. The 3D analysis in this section is used only for deriving the upper bounds on the ranks of these matrices.
It can be shown that the collection of all points across all views lie in a low-dimensional variety 19 . Under full perspective projection and discrete views, this variety is non-linear. However, there are two cases in which this variety is linear: i when an a ne" camera 16 is used i.e., weak-perspective, or orthographic projection. This model is valid when the eld of view is very small, and the depth uctuations in the scene are small relative to the overall depth. ii when an instantaneous motion model is used e.g., 13 . This model is valid when the camera rotation is small and the forward translation is small relative to the depth. The instantaneous model is a good approximation of the motion over short video segments, as the camera does not gain large motions in short periods of time. In some cases, such as airborne video, this approximation is good also for very long sequences. The instantaneous model is most relevant for this paper, as we are using short video segments for the ow analysis. Choosing the reference frame as the middle frame extends the applicability of the model to twice as many frames.
We have derived the linear subspace rank constraints for these two cases, both for a general 3D scene as well as for a planar scene. Due to lack of space, we detail the rank derivation only for one case, and provide only the nal derived ranks for the other cases. The omitted derivations can be found in 12 .
A 3D scene point X i ; Y i ; Z i is observed at pixel x i ; y i in the reference frame I. Lett j = t Xj ; t Y j ; t Zj denote the camera translation between frame I and frame I j , and let~ j = X j ; Y j ; Zj denote the camera rotation between the two frames.
I. Instantaneous motion, general 3D scene:
Under the instantaneous motion assumptions, the 2D displacement of a pixel x i ; y i from I to I j is: Similarly, w e can analyze the rank of UV :
92 where,
is a frame-dependent component, and where the i-th column of P X and P Y are P X i and P Y i , respectively, and the j,th row o f M is M j .
To summarize, when both the focal length and the camera motion change across the sequence, then:
rank UV 9 and rank h U V i 9.
I.b Constant focal length 3D scene: When the camera motion changes but the focal length remains constant across the sequence but not assumed to be known, 8j f j = f, then the ranks of these matrices are lower 12 :
rank UV 18, 16 showed that in the case of an a ne camera, the corresponding image points across all image frames lie in a 4-dimensional linear subspace and with some additional manipulation, it can be reduced to 3. The derivation of subspace constraints for optical ow is very similar, leading to the following rank constraints: rank h U V i 4 and rank UV 8. IV. A ne camera, planar scene: Remarks: We showed that when the camera motion changes across the sequence and possibly also the focal length, then the ranks of these matrices for a wide variety of models are all within a small range 9, and are signi cantly lower than the actual size of these matrices F 2N and 2F N. We will use these rank constraints alone to constrain the ow estimation. No 3D information will be recovered in this process. Furthermore, the actual rank of these matrices may be even lower than the derived theoretical upper bounds, e.g., in cases when the camera motion is degenerate e.g., uniform across the sequence. As will be explained in Sect. 4.3, our algorithm automatically detects the actual underlying ranks, directly from image brightness quantities, prior to computing the ow. This implies that the rank constraint can be applied to a sequence of frames without the need to a-priori determine the underlying model, or its degeneracies.
Subspace Constraints on Image Brightness
The straightforward way to take advantage of the subspace constraints is to rst compute inter-frame ow elds using an existing two-frame ow estimation technique, and then project the collection of all these ow elds into the appropriate lower dimensional subspace. However, there are two problems with this twostage approach: i all ow-vectors are treated equally, without regard to their reliability, and ii the owelds resulting from the unconstrained two-frame ow estimation rst step may contain ow-vectors which are so erroneous, that the subspace projection will not su ce to correct them. Moreover, if a signi cant n umber of ow vectors is severely corrupted, these may severely damage all other ow-vectors.
To a void these two problems, we propose a one-stage approach for applying the low-dimensionality subspace constraints directly to measurable image quantities even during the ow estimation process itself. This approach implicitly leads to con dence-weighted subspace projection of the data, in accordance with the amount of local image structure at each pixel. In particular, we derive t wo di erent brightness subspace constraints: i a multi-point multi-frame point-based constraint, which is based on the brightness constancy equation Sect. 3.1, and ii a multi-point m ulti-frame region-based constraint, which is based on the Lucas & Kanade formulation Sect. 3.2. The bene ts of using these constraints is explained in Sect. 4. 3. Eq. 5 provides a single line constraint on the two unknowns u ij ; v ij , and hence does not su ce for uniquely determining the unknown displacement of a single pixel between two frames. The matrices F X , F Y , and F T , contain only measurable image quantities. The matrices U and V contain all the unknown displacements. Note that all owvectors corresponding to a single scene point share the same spatial derivatives I xi ; I yi as these are computed in the reference frame I, and are independent of the other frame j. However, their temporal derivatives I tij do vary from frame to frame and in every iteration. We refer to the multi-point m ulti-frame Eq. 6 as the the Generalized Brightness Constancy Equation.
Note that when no additional information on UV is used, then Eq. 6 is no more than the collection of all the individual two-frame brightness constancy equations of Eq. 5. However, this matrix formulation allows us to apply rank constraints directly to measurable image quantities. For example, rank UV r implies that rankF T r. We can therefore apply the rank constraint directly to the data matrix F T prior to solving for the displacements U and V. This formulation, as well as the one which is next described in Sect. 3.2, form the basis for our direct multi-point multi-frame algorithm, which is described in Sect. 4.
The Generalized Lucas & Kanade Constraint
Lucas and Kanade 14 extended the pixel-based brightness constancy constraints of Eq. 5 to a local region-based constraint, by assuming a uniform displacement in very small windows typically 3 3 or Eq. 7 provides two equations on the two unknowns u ij ; v ij , as opposed to Eq. 5, which provides only one. This is because of the uniform-displacement assumption within the local windows. While this assumption imposes a type of local smoothness constraint, it only a ects the accuracy of the ow estimation within the small window, but does not propagate these errors to other image regions as opposed to global smoothness e.g. We refer to the multi-point m ulti-frame Eq. 8 as the the Generalized Lucas & Kanade Equation.
When no additional information on UV is used, then Eq. 8 is no more than the collection of all the individual two-frame equations of Eq. 7. However, as before, if we know that rank UV r, it entails that rank G H r. Since G H is a matrix constructed from known measurable image quantities, applying the rank constraint t o i t prior to solving for U V will constrain the ow estimation process itself. The interpretation of this operation is explained below.
Con dence Weighted Subspace Projection:
Note that applying the rank constraint to G H is in fact equivalent to applying the rank constraint directly to the ow-vector matrix U V , but after This means that more reliable ow-vectors will have more in uence in the subspace projection process, while less reliable vectors will have smaller in uence. Applying the rank constraint to G H therefore has the e ect of con dence-weighted subspace projection of all the ow-vectors prior to computing them. This is used to constrain the ow estimation process itself in Sect. 4. respectively. We utilize the brightness subspace constraints" of Eqs. 6 and 8 in two w ays:
Noise Reduction in Image Measurements:
The measurement matrices F T and GH are projected onto lower-rank matricesF T and ĜĤ of rank r 1 . We know that r 1 9 see Sect. 2.1, but in practice, the actual rank of these matrices may b e e v en lower than the theoretical upper bound of 9. The actual rank can be automatically detected from these measurement matrices, as explained in Sect. 4.3. The rank-reduction process inhibits noisy measurements in the measurement matrices. It can be directly applied to GH . Alternatively, since temporal derivatives I tij are typically the most noisy image measurements because of misalignment errors and subpixel interpolation, the rank reduction can be rst applied to F T . This step gives more accurate temporal derivatives. These noise-reduced temporal derivatives can then be used to compute GH using Eq. 7. GH is then further projected ont o a l o wer-rank matrix ĜĤ . This corresponds to applying con dence-weighted subspace p r ojection on the ow v ectors prior to computing them see Sect. 3.2.
Now that local noisy measurements have been inhibited via the global subspace constraints, we proceed to computing an initial estimate U0 V0 for all ow v ectors by solving: U0 V0 11 This set of equations is thus overconstrained if the number of frames F is larger than 1 3. Keep iterating to re neÛ andV.
Step b reduces noise in the measurements, while steps d and e eliminate the aperture problem. When the algorithm is applied to two frames, and steps b,d,e are skipped, it reduces to an iterative coarseto-ne version of the Lucas&Kanade algorithm 3 .
Step a can be preceded by projecting the matrix F T onto a lower-rank matrixF T , as discussed in Sect. 4.1. This step is not yet incorporated in our current implementation hence omitted from the algorithm, but is expected to further reduce the noise in the measurement matrix G H prior to its own rank-reduction.
Automatic Rank Detection:
Step b projects matrices onto lower-rank matrices, as de ned in Sect. 2.1. In practice, the actual rank of these matrices, with some allowed noise tolerance, may b e e v en lower than the theoretical upper bound r 1 e.g., in cases of degenerate camera motions or scene structures. We automatically detect the actual rank of these matrices: Let M beak l matrix, with a known upper bound r on its rank, and an actual rank r M r M r. The rank reduction i.e., subspace projection of M is done by applying Singular Value Decomposition to M. We check for the existence of a lower rank r 0 r such that r M is set to be minr; r 0 . All singular values other than the r M largest ones are then set to zero, and the matrices produced in the SVD step are re-composed, yielding a matrixM of rank r M which is closest to M in the Frobenius norm.
Step d uses the same SVD procedure to estimate a spanning basis K.
Results:
Figs. 1 and 2 show comparisons of the multi-frame constrained algorithm with an iterative coarse-to-ne version of the two-frame Lucas & Kanade algorithm. The latter is computed by using our multi-frame algorithm see Sect. 4.3, but without applying the subspace projection steps b,d,e. This allows us to isolate the e ects of subspace projection on the accuracy of the ow estimation. The comparison is done both for real data, as well as for synthetic data with ground truth. For further details regarding the experiments and the results, see gure captions.
