Abstract: We study geometric properties of varieties associated with invariant subspaces of nilpotent operators. There are algebraic groups acting on these varieties. We give dimensions of orbits of these actions. Moreover, a combinatorial characterization of the partial order given by degenerations is described.
Introduction
Arc diagrams represent the isomorphism types of certain invariant subspaces of nilpotent linear operators, which in turn correspond to the orbits of the action of an algebraic group on the representation space. We show that operations on arc diagrams provide a combinatorial description for the degeneration order given by this group action.
Operations on arc diagrams
Two diagrams of arcs and poles are said to be in arc order if the first is obtained from the second by a sequence of moves of type If the arc diagrams ∆ and ∆ ′ are in relation, we write ∆ ≤ arc ∆ ′ . We ask:
Q1: For two arc diagrams, decide if they are in arc order.
Q2: If two arc diagrams are in arc order, determine a sequence of moves which transforms one into the other.
Formally, an arc diagram is a finite set of arcs and poles in the Poincaré half plane. We assume that all end points are natural numbers (arranged from right to left) and permit multiple arcs and poles.
Example: The diagrams ∆ and ∆ ′ are in arc order via a single move of type (B).
∆ :
• It is the aim of this manuscript to shed light on how Q1 and Q3 are related, and to provide an algorithm for Q2 which in turn yields a critereon for Q4.
A Klein tableau of type (α, β, γ) is a skew diagram of shape β\γ withᾱ 1 symbols 1 andᾱ 2 entries 2r for suitable subscripts r, see Section 2. 5 . Hereᾱ denotes the conjugate of α, so the condition α 1 ≤ 2 implies that all entries in the tableau are at most 2. A Klein tableau Π determines an arc diagram, as follows. Suppose Π has e = β 1 rows.
• Arrange the vertices e, e − 1, . . . , 1 on a horizontal line.
• For each symbol 2r in row m, draw an arc above the line connecting m with r.
• If the number of arcs ending at r is less than the number of symbols 1 in row r, draw for each remaining symbol a vertical line above r.
Example: The Klein tableau Π has the arc diagram ∆.
Π : 
Main results
We can now relate the above problems Q1 and Q3: In the proof of the "only if" part, we will present an algorithm which delivers a sequence of arc moves that convert Z to Y , addressing Q2.
The diagram of an invariant subspace determines the dimension of its orbit in V β α,γ as follows. For a partition λ, the length is given by |λ| = λ 1 + λ 2 + · · · , and the moment is n(λ) = i λ i (i − 1). where deg h β α,γ = n(β) − n(α) − n(γ) is the degree of the Hall polynomial h β α,γ (q) and deg a α = |α| + 2n(α) is the degree of the polynomial a α (q) which counts the automorphisms of N α (F q ).
As a consequence we obtain a critereon for Q4: Assume Z can be converted to Y via a sequence of arc moves such that each move reduces the number of crossings by 1 . Then there exists a sequence of orbits in V β α,γ such that in each step the dimension increases by 1, and conversely. The first example in Section 5.3 shows that in general the answer to Q4 is No (consider the Klein tableaux Π 7 and Π 5 , or Π 6 and Π 4 ).
Diagrams of oriented arcs
Note that the arc moves (A) and (B) share the property that at each vertex, the number of incoming arcs and the number of outgoing arcs remains constant, where poles are considered as incoming. It turns out that the question whether two arc diagrams are in arc order via moves of type (A) or (B) has an interpretation in terms of linear operators.
Recall the Theorem by Green and Klein, which we present in the version for linear operators. We will consider LR-tableaux in Section 2.1; for the purpose of this paragraph, an LR-tableau Γ is just a Klein tableau Π with all subscripts omitted. We call Γ the underlying LR-tableau of Π, and Π a refinement of Γ. Suppose an arc diagram ∆ is given by a Klein tableaux Π. Observe that exactly the arc moves of type (A) and (B) are given by changing subscripts in the Klein tableau, and hence leave the underlying LR-tableau unchanged.
Suppose Γ is an LR-tableau of type (α, β, γ). Denote by V Γ the constructible subset of H 
History and related results
On the sets of orbits in V β α,γ (k) we consider the partial order ≤ deg given by degenerations and the partial orders ≤ ext , ≤ hom (see Section 3). It is well known that ≤ ext =⇒ ≤ deg =⇒ ≤ hom (see [2] , [13] ). But the implication ≤ hom =⇒ ≤ ext is not always true.
There is an open problem to find classes of algebras or modules for which the last implication holds. This is the case for representations of Dynkin and extended Dynkin quivers ( [2] , [3] , [19] ), for representation directed algebras ( [2] ), for posets of finite prinjective type ( [9] ). For more comprehensive information about degenerations of modules we refer the reader to [2] , [3] , [13] .
The problem of classifying invariant subspaces, up to isomorphism, is studied since Birkhoff [1] , where he challenges us to classify all embeddings of a subgroup in an abelian group, up to automorphisms of the ambient group. There are many variations of the original problem, as one can take for the coefficient ring any local uniserial ring, and as one can admit several submodules. For a detailed investigation of the representation theoretic complexity of many categories of poset representations with coefficients in a local uniserial ring we refer the reader to [18] . We are here interested in the category S 2 (k) of all embeddings f : N α → N β where α, β are partitions such that α 1 ≤ 2. This is a full subcategory, closed under subobjects, of the category of representations of the one point poset with coefficients in the local uniserial ring k[[T ]]. The category S 2 (k) is of discrete representation type, but not representation directed.
Organization of this paper
In Section 2 we give definitions and notation concerning LR-tableaux, Klein tableaux, arc diagrams and the category S 2 (k). In the proof of Lemma 2.2 we show how a formula by T. Klein in [8] computes the number x(∆) of crossings in an arc diagram ∆ as the deviation x(Π) from dominance of the underlying Klein tableau. The partial orders ≤ arc , ≤ ext , ≤ deg and ≤ hom are introduced in Section 3; their relation is discussed in Theorem 3.4 which also deals with the case where the base field is not algebraically closed. We show the following implications
In Section 4 we complete the proofs of Theorems 1.2 and 1.5 by showing the implications
For the first, we present an algorithm which determines for given objects Y, Z ∈ S 2 satisfying Y ≤ hom Z a sequence of arc operations that transform the arc diagram for Z into the arc diagram for Y . Let Π be a Klein tableau, q a prime power and k the algebraic closure of F q . Denote by g Π (q) the number of monomorphisms in V β α,γ (F q ) corresponding to Π, and let Y = (N α , N β , f ) be a monomorphism in V β α,γ (k), also corresponding to Π. In Section 5 we use a result by Lang and Weil [11] which links the dimension of the variety G f (k) to the degree of the polynomial g Π (q), and hence to the degree of the Hall polynomial h β α,γ (q), the cardinality a α (q) of the automorphism group of N α (F q ) and the number of crossings x(∆) of the arc diagram given by Π.
In order to apply this result, we verify in Lemma 5.1 that the category S 2 can be defined over Z. This finishes the proof of Theorem 1. 3 . Finally, in Theorem 5.7 we describe the minimal and the maximal elements in the partially ordered set of all arc diagrams corresponding to a given partition type.
Notation and definitions
We introduce Klein tableaux, LR-tableaux and arc diagrams as they provide isomorphism invariants for the objects in the category S 2 .
From tableaux to arc diagrams
For a partition α we denote byᾱ the conjugate, so α i is the length of the i-th column andᾱ j the length of the j-th row of the corresponding Young diagram. The sum of the entries of α is denoted by |α|. Definition:
1. Given three partitions α, β, γ, an LR-tableau of type (α, β, γ) is a skew diagram of shape β\γ withᾱ 1 entries 1 ,ᾱ 2 entries 2 , etc. The entries are weakly increasing in each row, strictly increasing in each column, and satisfy the lattice permutation property (for each c ≥ 0, ℓ ≥ 2 there are at least as many entries ℓ − 1 on the right hand side of the c-th column as there are entries ℓ). (c) The total number of symbols ℓr in the tableau cannot exceed the number of entries ℓ − 1 in row r.
3. Given a Klein tableau Π, we obtain the underlying LR-tableau Γ by omitting the subscripts of those entries. We say that Π is a refinement of Γ. 4 . From an LR-tableau Γ one can obtain a Klein tableau Π by working through the entries in Γ row by row (starting at the top) and assigning to each symbol ℓ ≥ 2 the largest available subscript (due to the lattice permutation property, there is always a subscript available). Then Π is the dominant Klein tableau refining Γ.
We have seen in Section 1.3 how a Klein tableau determines an arc diagram.
The following result follows immediately.
Lemma 2.1. Suppose the Klein tableau Π is a refinement of the LR-tableau Γ and has arc diagram ∆.
1. At a vertex m in ∆, the number of incoming arcs plus the number of poles can be read off as the number of entries 1 in row m in Γ or in Π.
2.
For each vertex m in ∆, the number of outgoing arcs equals the number of 2 's in row m in Γ.
3. Each box 2r in row m in Π corresponds to an arc from m to r in ∆, and conversely. 4 . A Klein tableau of given type (α, β, γ) is determined uniquely by its arc diagram. 5 . The arc diagram associated with a dominant Klein tableau has no intersections.
Suppose that Π and Π ′ are two Klein tableaux of partition type (α, β, γ) and that they are represented by arc diagrams ∆ and ∆ ′ , respectively. We define
It follows from the lemma that the dominant Klein tableaux are minimal with respect to this relation.
A formula in Klein's paper
With a given LR-tableau Γ, we have associated the dominant Klein tableau Π 0 ; it is special among all Klein tableaux refining Γ in the sense that the associated arc diagram has no intersections. The "distance" of an arbitrary Klein tableau Π refining Γ from the dominant one is introduced in [8, Definition 1.4 ] as the deviation x(Π) from dominance for which the following formula is given.
Here, a Klein tableau Π of type (α, β, γ) with entries at most 2 is encoded by a sequence of partitions
where γ represents the region in the diagram Π given by the empty boxes; ζ = β 0 is the partition for the region marked off by the entries and 1 ; and for each j, the partition β j represents region in Π given by the empty boxes, the boxes 1 and the boxes 2i where i ≤ j.
We can read off the deviation from dominance as the number of intersections in the corresponding arc diagram:
Lemma 2.2. Let Π be a Klein tableau with entries at most 2. The deviation x(Π) from dominance equals the number x(∆) of crossings in the arc diagram ∆ which corresponds to Π.
Proof. For each of the factors in the formula for x(Π) we give an interpretation in terms of data associated with the arc diagram ∆: In Π, the boxes 1 are located in the skew diagram ζ\γ, so the number of boxes 1 in row j is given byζ j −γ j . Similarly, the boxes 2j are located in the skew diagram β j \β j−1 , their number is |β j | − |β j−1 |. In ∆, each box 2j corresponds to an arc ending at j, so the differenceζ j −γ j + |β j−1 | − |β j | counts the number of poles at position j. As for the next factor, boxes of type 2i where i < j are located in the skew diagram β j−1 \ζ; the number of such boxes in row k isβ
−ζ k ) taken over all k > j counts the number of arcs in ∆ starting on the left of j and ending on the right. Thus the j-th term in the first sum counts the number of crossings with poles at position j. Similarly, the skew diagram β j \β j−1 consists exactly of the boxes 2j , so the factorβ
, which is the number of such boxes in the (ℓ + 1)-st row, counts the arcs from ℓ + 1 to j. We have already seen that β j−1 \ζ is the skew diagram which consists of the boxes 2i where i < j. Hence the sum ℓ k=j+1 (β j−1 k −ζ k ) counts the arcs which start in the interval [j + 1, ℓ] and end in [1, j − 1]. Those are the arcs which intersect with the arc from ℓ + 1 to j, and are on the right hand side of it. In conclusion, the term corresponding to j and ℓ in the second sum counts the number of intersections of arcs from ℓ + 1 to j with arcs which are on the right hand side of it. We have seen that the first sum counts the intersections between arcs and poles in ∆, while the second sum counts the intersections of arcs with arcs.
A partial ordering on LR-tableaux
We recall that there is a partial ordering on partitions given by ζ ≤ part ζ ′ if for each natural number ℓ, the inequality
′ are LR-tableaux of partition type (α, β, γ), both with entries at most 2. Representing LR-tableaux by increasing sequences of partitions as in [12] or in the proof of Lemma 2.2, say, Γ = [γ; ζ; β] and
This defines a partial ordering ≤ part on the set of LR-tableaux of a given partition type (α, β, γ) with α 1 ≤ 2. It is easy to see:
Lemma 2.3. Suppose Γ, Γ ′ are LR-tableaux of the same partition type and ∆, ∆ ′ are arc diagrams of LR-type Γ, Γ ′ , respectively.
Invariant subspaces
Let k be an arbitrary field. For a partition α = (α 1 ≥ . . . ≥ α n ) we denote by
By N or N (k) we denote this category of all nilpotent linear operators. We write the objects of N as pairs (V, ϕ) where V is the underlying k-vector space and ϕ : V → V the nilpotent k-linear endomorphism given by multiplication by T .
By Λ we denote the k-algebra
Let mod(Λ) be the category of all finite dimensional right Λ-modules, and mod 0 (Λ) the full subcategory of mod(Λ) of all modules for which the element T = T 0 0 T acts nilpotently. It is well known that objects in mod 0 (Λ) may be identified with systems (N α , N β , f ), where α, β are partitions and f :
Denote by S or S(k) the full subcategory of mod 0 (Λ) consisting of all systems f = (N α , N β , f ), where f is a monomorphism. For a natural number n, we write S n or S n (k) for the full subcategory of S of all systems where the operator acts on the subspace with nilpotency index at most n. Thus, the objects in S 2 are the systems (N α , N β , f ) where α 1 ≤ 2.
Pickets and bipickets
The category S 2 (k) is of particular interest for us in this paper; it has discrete representation type: Each indecomposable object is either isomorphic to a picket that is, it has the form P 
. Whenever we want to emphasize the dependence on the field k, we will write P For the definition of a Klein tableau for an object in S 2 we refer to [8] or [17] , here we summarize by giving a brief description. The tableau of a picket P m ℓ consists of a single column of m boxes; the ℓ boxes at the bottom carry the entries 1, . . . , ℓ. In case ℓ = 2, the entry 2 has a subscript 2 r where r = m − 1.
The tableau for a bipicket B m,r 2 has two columns of m and r boxes, which are aligned at the top. The two boxes at the bottom are 2r and 1 , respectively.
Tableaux and diagrams for the objects in indS 2
The Klein tableau for a direct sum M ⊕M ′ has a diagram given by the union β ∪ β ′ of the partitions representing the ambient spaces, and in each row the entries are obtained by lexicographically ordering the entries in the corresponding rows in the tableaux for M and M ′ , with empty boxes coming first.
Example: The Klein tableaux Π in the example in Section 1.3 is given by
Theorem 2. 4 . For any field k, there is a one-to-one correspondence between the isomorphism classes of objects in S 2 (k) and the Klein tableaux with entries at most 2.
The object in S 2 (k) which corresponds to the Klein tableau Π will be denoted by M Π or M Π (k). It is straightforward to recover the indecomposable summands of M Π from Π. To start, note that each entry 2r in row m gives rise to a summand of type B 
Partial orders on Klein tableaux
For partitions α, β, γ, denote by S Whenever we deal with the degeneration order ≤ deg , we will assume that k is an algebraically closed field.
Four partial orders
We consider the affine variety H 
Orbits of this action correspond bijectively to isomorphism classes of objects in S
• The relation Y ≤ ext Z holds if there exist a natural number s,
• If the objects Y , Z are in S 2 , then the relation Y ≤ arc Z holds if Π ≤ arc Π ′ , where Π, Π ′ are the Klein tableaux associated with Y and Z, respectively (see Theorem 2.4).
For Γ an LR-tableau of type (α, β, γ), let V Γ (k) denote the subset of V β α,γ (k) consisting of all f with LR-tableau Γ (see [17, Chapter 2] ), and define S Γ correspondingly. The partial orders ≤ ext , ≤ deg , ≤ hom , and if applicable ≤ arc , can be defined via restriction for the objects in S Γ .
Modules versus embeddings
The three lemmata in this section show that we can work in the module category mod(Λ) in order to decide the relations ≤ ext , ≤ deg and ≤ hom . 
Proof. Assume that there exist Λ-modules M i , U i , V i satisfying the required conditions. Since M s+1 ∼ = U s ⊕ V s , M s+1 ∈ S(k) and since the category S(k) is closed under direct summands, the Λ-modules U s , V s are in S(k). Moreover there exists an exact sequence
and therefore U s−1 , V s−1 are in S(k), because the category S(k) is closed under extensions. Continuing this way we prove that all U i , V i are in S(k) and consequently Y ≤ ext Z. Since the converse implication is obvious, we are done.
Proof. We only show the first statement, the proof of the second statement is similar. The variety M Proof. We show the second statement first. a 2 ) : X → Y be a morphism. Note that if x ∈ Ker h, then x ∈ Ker a 1 because f is a monomorphism. Therefore there exists a 
It is enough to prove that if [X
We are done.
The partial orders are equivalent
We can now complete the proofs of Theorem 1.2 and Theorem 1.5, up to two results about the arc order which are shown in the next section. We restate both theorems to include statements about arbitrary fields.
Theorem 3. 4 . Let k be an arbitrary field and assume that Y, Z ∈ S 2 (k) have the same partition type (α, β, γ). The following conditions are equivalent
If in addition the field k is algebraically closed, then the conditions stated above are equivalent with
Proof. Applying the functor Hom k (X, −) to the short exact sequences given in the definition of ≤ ext , it is easy to see that
If k is an algebraically closed field, then by [2, 13] , Lemmata 3.2, 3.1 and 3.3 we have
The implications
independently on k follow from Theorem 4.1 and Lemma 4.3, respectively.
Corollary 3.5. Let k be an arbitrary field. Suppose Y and Z are objects in S 2 (k) corresponding to the same LR-tableau. Then
In this case it is possible to convert the arc diagram for Z into the arc diagram for Y using only operations of type (A) and (B).
If k is an algebraically closed field, then the above conditions are equivalent to
Proof. Suppose Y, Z are objects in S 2 corresponding to the same LR-tableau Γ. Since Y, Z have the same partition type, we obtain from Theorem 5.7 that the partial orders coincide. We have seen in Lemma 2.3 that arc operations of type (C) or (D) change the LR-type of the module in one direction. As a consequence, if Y ≤ hom Z holds then the arc diagram for Y can be obtained from the arc diagram for Z by using only arc operations of type (A) or (B). In case the field k is algebraically closed, the above proof where we use the second part in Lemma 3.2 shows that
When are two arc diagrams in ≤ arc -relation?
Our aim is to show that Y ≤ hom Z implies Y ≤ arc Z. Consider the following example.
It turns out that Y ≤ hom Z. We want to show that Y ≤ arc Z. In order to satisfy the condition in the definition of the ≤ arc -order we need to exhibit a sequence of steps of type (A), (B), (C) and (D), which transform the arc diagram for Y into the arc diagram for Z. This does not seem to be entirely trivial, since even inviting moves can destroy the ≤ hom -relation. Consider for example the operation of the type (B) which replaces the arc from 5 to 1 and the pole at 4 in Z by the arc from 5 to 4 and a pole at 1. This yieldsZ:
Now however, we have gone too far asZ ≤ arc Y by a move of type (A), and alsoZ ≤ hom Y (consider the functor Hom(B 7,3 2 , −)). We will come back to this example in Section 4.3.
The strategy for the proof of Theorem 4.1 is to gain thorough understanding on homomorphisms between objects in S 2 (k). Recall that Y ≤ hom Z if and only if for each indecomposable X, the integer
In the first section we will give explicit formulae for the dimensions of the homomorphism spaces between objects in S 2 . Then in Section 4.2 we show how those dimensions change when Y is replaced by Z, the module obtained from Y by performing an operation of type (A),
We analyze the Hom-matrix δH(Y, Z) which forms the basis of our construction of moves in the ≤ arc -direction. In particular, we can read off from this matrix the multiplicities of indecomposable objects as direct summands in Y and in Z, respectively. The example in Section 4.3 illustrates how the decomposition of the Hom-matrix as a sum of characteristic functions of suitable parallelograms translates into the desired sequence of ≤ arc -moves. In the last section we conclude the proof of Theorem 4.1. For this we show in Proposition 4.5 that whenever the Hom-matrix δH(Y, Z) is nonnegative and nonzero, then there exists an ≤ arc -move which leads to a new matrix with smaller nonnegative entries.
The category S 2 (k)
Denote by S n 2 (k) the full subcategory of S 2 (k) of all objects where the operator acts with nilpotency index at most n. We have seen in [16, Section 3.2] that S n 2 (k) is an exact Krull-Remak-Schmidt category with Auslander-Reiten sequences. Interestingly, the Auslander-Reiten sequences starting at a given object do not depend on the choice of n, provided this number is large enough, and hence are Auslander-Reiten sequences in the category S 2 (k). Regarding Auslander-Reiten sequences ending at a given object, the dual result holds with the exception of the objects of type P r 1 which occur as end terms of the following Auslander-Reiten sequences in S
The Auslander-Reiten quiver for each of the categories S n 2 (k) is obtained by identifying the objects of type P r 1 on the left with their counterparts on the right in the following picture, thus yielding a Moebius band. 
Dimensions of Spaces
We denote by 1 the characteristic function corresponding to the property specified in parantheses.
It will help us simplify the presentation in the next section by introducing the notation B
for m ≥ 2. We observe that the notation is consistent with the formulae above.
How operations change the hom spaces
Throughout this section, Y, Z ∈ S 2 will be objects of the same partition type. We introduce two matrices, the multiplicity matrix δM = δM (Y, Z) and the hom matrix δH = δH(Y, Z); in each case the indexing set is the set of isomorphism types of indecomposable objects in S 2 . The matrices are defined as follows:
where [X, Z] S = dim Hom S (X, Z) and where µ X (Z) denotes the number of direct summands of Z that are isomorphic to X.
We visualize the matrices by indicating the value at X ∈ indS 2 in the position of X in the Auslander-Reiten quiver for S n 2 , with n large enough. We sketch this quiver as follows: The modules on the top line are the P We determine how the matrices change for each operation on the arc diagram.
(A) Suppose Z is obtained from Y by a transformation Thus, the only indecomposables X ∈ S 2 for which δH X = 0 are the B ℓ,t 2 where n < ℓ ≤ m and s < t ≤ r. For each such module X we have δH X = 1. They lie in the shaded region in the diagram below. and (corresponding to the arc from n to r,) P In this case, the short exact sequence demonstrates the implication
δM (Y,

δH(Y,
We picture the corresponding multiplicity and Hom matrices. In view of the observation after the table in Section 4.1, the computations for the Hom matrix in (A) are still valid in this case: 
Here δH X = 1 for modules X of type B ℓ,t 2 where m < ℓ and s < t ≤ r, and for modules of type P The multiplicity matrix is as follows. 2 ) we use the table in Section 4.1:
δM (Y,
= 1{r < ℓ ≤ n and t ≤ s} + 1{m < ℓ and r < t ≤ n}. We proved the following fact.
δH(Y,
Lemma 4.3. Let k be an arbitrary field and let Y, Z ∈ S 2 (k) have the same partition type (α, β, γ).
Note that the Hom matrix determines the multiplicity matrix uniquely. Namely, let A be a noninjective indecomposable object with Auslander-Reiten sequence
The following consequence, which is technical but easy to show, will be used in the proof of Proposition 4.5. Proof. The first statement follows from Lemma 4.2, the second from the contravariant defect formula above.
An example
In this section we present the example from the introduction to Chapter 4 in detail. The arc diagrams in Z ′ , so Z ′ is given by the following arc diagram. We also indicate the new Hom-matrix. 
We pick a new parallelogram satisfying conditions (1) and (2) and the picket P and the picket P 
Operations on the arc diagram
In this section we complete the proof of Theorem 4.1. Throughout we assume that Y, Z ∈ S 2 (k) have the same partition type (α, β, γ). To prove the implication: Y ≤ hom Z ⇒ Y ≤ arc Z, we assume that Y ≤ hom Z holds and apply the following result repeatedly. 
In the proof we will use the following result.
Lemma 4. 6 . Consider the following matrix of integers. Suppose the following conditions are satisfied. 
Then all entries in the parallelogram are positive:
Proof. By assumption, β 0,v , β 0,v−1 , . . . , β 0,0 are all strictly positive. Note that
In general, since for each 1
we have
Also the dual version holds:
Lemma 4.7. Consider the following matrix of integers.
Suppose that in addition to conditions 1 and 2 from the previous lemma also the following are satisfied.
Proof of Proposition 4.5. The set-up. We assume that the entries in the Hommatrix δH(Y, Z) are all nonnegative and that at least one entry is positive.
The goal. We show that there is a parallelogram in the Hom-matrix (in the shape of one of the shaded regions in Section 4.2) which satisfies the following two conditions.
(P1) All entries within the parallelogram are strictly positive.
(P2) The two indecomposable modules X ′ and X ′′ corresponding to the right corner of the parallelogram and to the point just left of the left corner, respectively, occur with higher multiplicity as direct summands of Z than as a direct summand of Y .
For illustration, we repeat the situation before the first move in the example. The parallelogram is indicated. 
Step 1. We choose a number n > β 1 and work in the category S Step 2. We determine the right corner of the parallelogram. Put u = 0. Consider the sequence δ u,0 , . . . , δ u,v of entries in the multiplicity matrix in the positions given by the β u,0 , . . . , β u,v in the Hom matrix.
If one of the entries in the sequence δ u,0 , . . . , δ u,v is positive, put u ′′ = u and let δ u ′′ ,w ′′ be the first such entry. In this case, (u ′′ , w ′′ ) will be the right corner of the rectangle and X ′′ , the object corresponding to the position (u ′′ , w ′′ ), will be a summand occurring with higher multiplicity in Z than in Y . We are done with the second step.
By Lemma 4.6, we obtain that all the numbers β u+1,0 , . . . , β u+1,v in the Hom matrix, on the anti-diagonal just under the previous anti-diagonal, are positive. Put u := u + 1 and proceed with the paragraph under Step 2. Note that this process terminates: For u large enough, β u,0 will correspond to a point on the boundary of the Hom matrix. Hence β u,0 = 0.
In the example, the number δ 0,2 = δM B Note that this process terminates: For −u large enough, the position corresponding to β u,0 will be a point on the boundary of the Hom matrix, so β u,0 = 0. ′ nor X ′′ has this form, then the type is (C).) Write Z = Z 0 ⊕ X ′ ⊕ X ′′ and let X 1 , . . . , X s (s = 2 or 3) be the modules corresponding to the entry −1 in the multiplicity matrix for the arc operation. Put 
Dimensions via Hall polynomials
In this section we investigate the set V β α,γ . We recall that if k is an algebraically closed field, V 
Z-forms of objects
The following lemma shows that the categories N (k) and S 2 (k) can be defined over Z (independently on the field k, see [5] , [6] ). Denote by N (Z) the category of all systems (V, ϕ), where V is a finitely generated free abelian group and ϕ : V → V is a nilpotent Z-homomorphism. 
Moreover there exists a Z-basis of V such that the matrix of ϕ in this basis has coefficients equal to 0 or 1.
(2) For any Klein tableau Π with entries at most two there exists an object M Π (Z) = (V, W, ψ), in S(Z), such that for any field k:
Moreover there exist Z-bases of V and W such that the matrix of ψ in these bases has coefficients equal to 0 or 1. 
Dimensions of orbits
Let now k be an algebraically closed field, α, β, γ partitions with α 1 ≤ 2, let Γ be an LR-tableau of type (α, β, γ), Π a Klein tableau refining Γ, and M Π (k) = (N α , N β , f ) an object in S 2 (k) corresponding to Π. In Section 3.1 we described an algebraic group action under which V Π (k) = G f is an orbit. Then we have
where dim is the variety dimension. The subset V Π (k) of V β α (k) is locally closed, because it is an orbit of an action of an algebraic group. Therefore V Π (k) is locally closed in H β α (k). Recall the result of Lang and Weil [11] (see also [10, Proposition 5.6] ). Let F p be a field with p elements, let k = F p be its algebraic closure and let n ∈ N. Moreover, let U ⊆ k n be a locally closed subset which is closed under the Frobenius automorphism σ of k n (i.e. under the morphism σ : k n → k n defined by σ(x) = σ(x 1 , . . . , x n ) = (x We use this result to determine the dimension of the orbit V Π (k) as the degree of the Hall polynomial g Π (t). Let a α (q) = #Aut N (Fq) (N α (F q )), a Π (q) = #Aut S(Fq) (M Π (F q )), and g Π (q) = a β (q) · a α (q) a Π (q) . 
Finally, dim V Π (k) = deg g Π .
The remaining statements follow in a similar way. Proof. Let k be an arbitrary algebraically closed field. It is well known that
• dim Aut N (N α (k)) = dim k End N (N α (k)),
• dim Aut S (M Π (k)) = dim k End S (M Π (k)).
Developing Lemma 5.1, it is easy to see that the properties
can be written as first order formulae in the language of rings [4, Chapter 10] . By Proposition 5.5, for any k = F p we have n k = deg a α and m k = deg a Π . Therefore these numbers do not depend on the prime number p. The Characteristic Transfer Principle [4, Theorem 1.14] and Proposition 5.5 applied to these formulae yield that for any algebraically closed field k we have
• dim Aut N (N α (k)) = deg a α ,
• dim Aut S (M Π (k)) = deg a Π , Then Formula 5.2 proves that dim V Π (k) = deg g Π .
We can now complete the proof of Theorem 1. 3 . 
Properties of the partial order ≤ arc
Let K(Γ) be the set of all Klein tableaux refining an LR-tableau Γ with entries at most two, and K(α, β, γ) the set of all Klein tableaux of partition type (α, β, γ) with α 1 ≤ 2. We describe properties of the posets K(Γ) = (K(Γ), ≤ arc ) and K(α, β, γ) = (K(α, β, γ), ≤ arc ).
Theorem 5. 7 . Let Γ be an LR tableau with entries at most two.
