ABSTRACT
INTRODUCTION
Face recognition [1] is a computer application for identifying and verifying a person from the face database. The face recognition system is generally used in security purpose and can be compared to other techniques such as fingerprint, iris and signature. More face recognition methods are identify face extract feature, or from an image of the database. These methods may analyze the relative size, shape, position of the database images. These extracted features [5] are used to search for other relevant images. So far face recognition methods developed can be classified as holistic method or local feature method. First method is appearance based technique, which analyze the distribution of individual faces in face space for holistic features. It can be done by using global and local features [4] . Concentration on dynamic link matching or graph matching is considered in local feature [1] method. In global feature method or holistic method concentration on eigenfaces or similar appearance such as Principal Component Analysis (PCA) is considered. PCA approach is mainly concentrated on dimensionality reduction. This scheme is based on linearly projecting the image space to a lower dimensionality space that is also known as Eigen space. Second method is feature based technique [5] , which is concentrated on dimensionality of input image as well as images in face database. In face recognition system dimensionality reduction [7] is an essential technique. Block diagram of face recognition system is shown in Figure 1 . 
DISTANCE MEASURES
Several distance measures are useful for face recognition. Manhattan distance, weighted angle based Distance, and Minkowski Distance are considered in this work.
Manhattan Distance
Manhattan distance, also known as the L 1 -distance, between two points in an Euclidean space fixed Cartesian coordinate system sum of the lengths of the projections of the line segment between the points onto the coordinate axes. Notice that the Manhattan distance depends on the choice on the rotation of the coordinate system, but does not depend on the translation of the coordinate system or its reflection with respect to a coordinate axis. Manhattan distance is also known as city block distance.
Where n is the number of variables, and Xi and Yi are the values of the ith variable, at points Y and Z respectively.
Weighted angle Distance
Cosine similarity [4] is a measure of similarity between two vectors by measuring the cosine of the angle between them. The cosine of 0 is 1, and less than 1 for any other angle; the lowest value of the cosine is -1. The cosine of the angle between two vectors thus determines whether two vectors are pointing in roughly the same direction. Cosine of two vector s can be written as 
Minkowski Distance
Minkowski distance is concentrated on Euclidean [4] space, which can be considered as a generalization of both Euclidean and Manhattan distance for getting more recognition efficiency. Minkowski distance is based on factor p. ) ,..... , (
Minkowski diastance is typically used with p being 1 or 2. In the limiting case of p reaching infinity we obtain the chebyshev distance.
Minkowski distance is often used when variables are measured on ration scales with absolute zero value. Variables with a wider range can overpower the result. 4. Subtract the mean value from column data matrix of each sub image then obtain vertically centered column data matrix C vi = {ĉ i1 +ĉ i2 +ĉ i3 +…ĉ iN } with i = 1, 2,……...K.
5. Rearrange the elements to get square matrix.
6. Collect Eigen values, Eigen vectors, and diagonal values of the square matrix P Vi = {P i1 + P i2 +P i3 +……+ P iL } with i = 1, 2….S. here L is the feature of the sub image. Then obtain training data base matrix G vi = P Vi T C vi = {G i1 + G i2 +……+ G iN} = 1, 2…K.
7. Repeat the same procedure row data matrix. Proposed algorithm to retrieve the related face images:
1. Repeat the same procedure as explained above for the query image.
2. Apply different distance measures to retrieve the relevant faces from the database.
3. Display the relevant faces based on minimum distance criteria.
EXPERIMENTAL RESULTS
Recognition performance in terms of average recognition rate and recognition time of the proposed face recognition system is tested by conducting experiments on yale data base. A face database [6] test set was constructed by selecting 100 images of 10 individuals, ten images per person. These images of a person used for training and testing. the experimental results are tabulated in Table 1 . Since the recognition accuracy of the sub-pattern image, several sizes of sub-pattern images are used in our experiments as shown below: 56×46(S=4), 28×23(S=16), 14×23(S=32), 7×23(S=64), and 4×23(S=112). Results have been presented in two models. First model is named as hybrid approach1. In this, vertical, horizontal, and whitened are considered. Second model is named as hybrid approach2. In this, eigen values, vertical, horizontal, and whitened are considered.
Feature selection
Feature selection procedure is shown in Figure 3 . Recognized r esul t Recognized r esul t Recognized r esul t Recognized r esul t Recognized r esul t Recognized r esul t Recognized r esul t Recognized r esul t Figure 4 . Recognized result
Recognized rate
Comparative performance in terms of average recognized rate is shown in Figure 5 and Figure 6  respectively Results are indicating that Hybrid approach2 give better result with Minkowski distance compared to hybrid approach1 with all distance measures. 
Hybrid approach1 experimental results

Hybrid approach2 experimental results
Recognition Time
CONCLUSIONS
Face recognition using different local features with different distance measures are presented in this paper. Global feature vectors are generated based on eigenvalues, eigenvectors and diagonal values with whitened features. Local features are based on vertical and horizontal sub pattern techniques. Proposed method with Minkowski distance gives better results in term of average recognized rate and retrieval time compared to the existing methods.
