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Editorial
Special issue on advanced numerical algorithms for large-scale
computations: Introduction
Computers are becoming faster and faster. Their capabilities for dealing with very large data sets are steadily
increasing. Problems that require a lot of computing time and rely on the use of huge files of input data can now be
treated on powerful workstations and PCs (such problems had to be treated on powerful mainframes only 5–6 years
ago). Therefore, it is necessary to answer the following two important questions:
• Are the computers that are available at present large enough?
• Do we need bigger (here and in the remaining part of this introduction, “a bigger computer” means a computer with
larger memory discs, not a physically bigger computer) and faster computers for the treatment of the large-scale
scientific problems, which appear in different fields of science and engineering and have to be resolved either now
or in the near future?
These two questions can best be answered by using a quotation taken from a paper “Ordering the universe: The
role of mathematics” written by Arthur Jaffe [1]:
“Although the fastest computers can execute millions of operations in one second they are always too slow. This
may seem a paradox, but the heart of the matter is: the bigger and better computers become, the larger are the
problems scientists and engineers want to solve”.
The paper of Jaffe was published in 1984. The relevance of this statement can be illustrated by the following
example. The difference between the requirements to the air pollution problems studied in 1984 and those studied at
present can be expressed by the following figures concerning the sizes of the problems from this field that were solved
20 years ago and the problems treated now. At that time, i.e. in 1984, it was difficult to handle models containing,
after discretization, more than 2048 equations. One of the biggest problems solved at present, which can successfully
be treated on large parallel computers, contains, again after discretization, more than 160 000 000 ordinary differential
equations. This system of ordinary differential equations had to be treated during about 250 000 time steps. Moreover,
many scenarios with this problem had to be handled in a comprehensive study related to future climate changes and
high pollution levels. One of the major reasons for being able to handle such huge problems, about 80 000 times larger
than the problems that were solved in 1984, is the availability of much bigger and much faster computers. There is no
reason to assume that the development of bigger and faster computers will not continue. Therefore, scientists could
continue to plan the formulation and the treatment of bigger and bigger tasks, tasks which impose strong requirements
for handling bigger and bigger data sets, because the solutions obtained in this way
• will be closer to reality,
• will contain more details and more useful details
and
• will give reliable answers to questions which are at present open.
The main conclusion from the above short discussion can be formulated as follows. Although there are more and
more problems which can successfully be handled (without any attempt to optimize the computational process) on
workstations and PCs, it is still necessary, when the problems are very large, to run highly optimized codes on big
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modern supercomputers. The set of problems which could be treated on workstations and PCs will become bigger
and bigger in the future, because the computer power of the workstations and PCs will continue to increase. However,
the requirements
• for more accuracy (i.e. the need to calculate more accurate and, thus, more reliable results)
and
• for obtaining more detailed information
are also steadily increasing. This means that the models are continuously becoming bigger and bigger. Of course, this
is a well known (by the specialists) fact. In his paper [1] A. Jaffe stated (about 20 years ago) that computers will
always be too slow for the scientists that are dealing with very large applications. A. Jaffe
• was right,
• is still right
and
• will certainly continue to be right in the future.
In other words, there will always exist very advanced and very important, for the modern society, scientific
problems which cannot be solved on workstations or PCs without imposing some non-physical assumptions during
the development of the model. Thus, the fastest available computers will always be needed for the successful solution
of the most important for the modern society tasks.
The availability of faster computers is important, but it is not enough. It is also necessary to develop and
use numerical methods, which are both faster and more accurate. The description of such methods and their
implementation in large-scale models are the major topics discussed in the papers of this special issue.
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