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Adaptive methods for numerical solutions of diﬀerential equations are useful to
combine the two goals of good accuracy and eﬃciency. This thesis contributes to the
theoretical understanding of optimal convergence rates of adaptive algorithms. In
particular, this work studies stopping, accuracy and eﬃciency behavior of adaptive
algorithms for solving ordinary diﬀerential equations (ODEs), partial diﬀerential
equations (PDEs) and Itˆ o stochastic diﬀerential equations (SDEs).
The main ingredient of the adaptive algorithms is an error expansion of the
form “Global error =
 
local error·weight+higher order error”, with computable
leading order terms. The algorithm uses additional computational work to obtain
the error estimate because of the weights. However, the approximation of the
weights is required to inform where to reﬁne the mesh to achieve optimal eﬃciency.
Based on the a posteriori error expansions with “error indicator := |local error ·
weight|”, the adaptive algorithm subdivides the time steps or elements if the error
indicators are greater than TOL/N,a n ds t o p si fa l lN time steps or elements
have suﬃciently small error indicators. Similar algorithms are derived with either
stochastic or deterministic time steps for weak approximations of SDEs including
stopped diﬀusions using Monte Carlo Euler method.
There are two main results on eﬃciency and accuracy of the adaptive algorithms.
For accuracy, the approximation errors are asymptotically bounded by the speciﬁed
error tolerance times a problem independent factor as the tolerance parameter tends
to zero. For eﬃciency, the algorithms decrease the maximal error indicator with
a factor, less than 1, or stop with asymptotically optimal number of ﬁnal time
steps or elements. Note that the optimal here refers to error densities of one sign,
i.e. possible cancellation of the errors is not taken into account. For a p-th order
accurate method, the L
1
p+1 quasi-norm of the error density is a good measure of
the convergence rate for the adaptive approximation, while the number of uniform
steps is measured by the larger L1-norm of the error density.
This analysis of convergence rates of the adaptive algorithms is based on the
convergence of an error density, which measures the approximation error for each
time step or element. In particular, the error density is proven to converge pointwise
on structured adaptive meshes allowing hanging nodes for tensor ﬁnite elements and
to converge almost surely for SDEs as the error tolerance tends to zero.
Finally, numerical experiments illustrate the behavior of the adaptive methods
and show that adaptive methods can be more eﬃcient than methods with uniform
step sizes.
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Introduction
Since the time of Leibniz (1646-1719) and Newton (1642-1727), many mathematical
models in engineering, physics and ﬁnance have been formulated using deterministic
or stochastic diﬀerential equations. The rapid development of high speed computers
over the last decades accelerates the possibilities of eﬃciently utilizing these models.
To use mathematical models on computers we need numerical approximations of
solutions to diﬀerential equations. As for all reliable measurements, a useful com-
putation requires an estimate of its accuracy. In general, higher accuracy can only
be achieved by increasing the computational work. Adaptive methods are useful
to combine the two goals of controlling the approximation error and minimizing
the computational work. There are numerous adaptive algorithms for diﬀerential
equations, however the theoretical understanding of optimal convergence rates of
adaptive algorithms is not as well developed. This work studies adaptive algorithms
and their convergence rates for ordinary diﬀerential equations (ODEs), partial dif-
ferential equations (PDEs) and for weak approximation of Itˆ o stochastic diﬀerential
equations (SDEs).
The main ingredient of the adaptive algorithms here is an error expansion of
the form
Global error =
 
local error · weight + higher order error, (1.1)
with computable leading order terms. Here by computable we mean that the lead-
ing order error depends only on approximate solution, in other words, the leading
order terms are in a posteriori form, in contrast to an ap r i o r ierror estimate based
on the unknown exact solution. For a deterministic case, such error expansion for
diﬀerential equations can be derived by three diﬀerent methods. Firstly, the clas-
sical error equation based on linearization derives the error expansion of the form
(1.1), see (Henrici, 1962; Harrier et al., 1993; Dahlquist and Bj¨ ork, 1974; Dahlquist
and Bj¨ ork, 2003). The Galerkin orthogonality using either local problems or the
residual also leads to (1.1), see the survey papers (Eriksson et al., 1995; Ainsworth
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and Oden, 1997; Becker and Rannacher, 2001). Finally, the error expansion (1.1)
can be derived by the variational principle following (Alekseev, 1961) and (Gr¨ obner,
1967). For weak approximations of SDEs, the work (Talay and Tubaro, 1990) devel-
ops an error expansion in a priori form under assumptions of suﬃcient smoothness
by the Euler method. Then (Bally and Talay, 1996) extends this error expansion
to non-smooth functions using the Malliavin calculus. (Gobet, 2000; Gobet, 2001)
extends the results of Talay and Tubaro to killed and reﬂected diﬀusion. Based
on stochastic ﬂows and discrete dual backward problems, (Szepessy et al., 2001)
derives new expansions of the computational error with computable leading order
term in a posteriori form. General construction and analysis of the convergence
order for approximations of SDEs can be found in (Kloeden and Platen, 1992).
Based on these error estimates, the goal of adaptive algorithms for diﬀerential
equations is to solve problems with an adapted mesh using as little computational
work as possible, for a given level of accuracy. Based on the a posteriori error expan-
sions derived in Paper I-V, the global error can be asymptotically approximated
by
Global error ≈
 
K
error indicator, (1.2)
where K is a set of time steps or elements. Then a typical adaptive algorithm does
two things iteratively :
(1) if the error indicators satisfy an accuracy condition, then it stops; otherwise
(2) the algorithm chooses where to reﬁne the mesh and recomputes the error in-
dicators then makes an iterative step to (1).
Therefore the indicators not only estimate the localization of the global error but
also give information on how to reﬁne the mesh in order to achieve optimal eﬃciency.
An approximation of the weight function in (1.1), plays an important role for
step (2). The weight function solves a certain linear backward dual problem ob-
tained by linearizing a given forward problem around the approximate solution.
Therefore, the algorithm uses additional computational work to obtain the error
estimate, which also informs where to reﬁne the mesh to achieve optimal eﬃciency.
The use of dual functions is well known for adaptive mesh control for ODEs and
PDEs, see (Babuˇ ska and Miller, 1984a; Babuˇ ska and Miller, 1984b; Babuˇ ska and
Miller, 1984c; Johnson, 1988; Johnson and Szepessy, 1995; Estep, 1995; Becker and
Rannacher, 1996).
Despite the wide use of adaptive algorithms and the well developed theory of a
posteriori error estimates, less is known theoretically on the behavior of adaptive
mesh reﬁnement algorithms. However, there are recent important contributions;
The work (DeVore, 1998) studies the eﬃciency of nonlinear approximation of func-
tions, including wavelet expansions, based on smoothness conditions in Besov space.
Inspired by this approximation result, (Cohen et al., 2000) proves that a wavelet-
based adaptive N-term approximation produces an approximation with asymptot-
ically optimal error in the energy norm for linear coercive elliptic problems. Then3
the work (Binev et al., 2002) and (Stevenson, 2003) extend the ideas of (Morin
et al., 2000) to prove similar optimal error estimates in the energy norm for piece-
wise linear ﬁnite elements applied to the Poisson equation, see also (D¨ orﬂer, 1996).
The modiﬁcation includes a coarsening step in the adaptive algorithm to obtain
bounds on the computational work. For solving ODEs, (Stuart, 1997) and (Lamba
and Stuart, 1998) prove the convergence of ODE23 of MATLAB version 4.2. For strong
approximation of SDEs, the work (Hofmann et al., 2000; Hofmann et al., 2001) and
(M¨ uller-Gronbach, 2000) prove optimal convergence rates of adaptive and uniform
step size control. These topics can be linked to information based complexity the-
ory, see (Bakhvalov, 1971; Werschulz, 1991; Novak, 1996; Traub and Werschulz,
1998).
The main results of this thesis are the construction and analysis of adaptive
algorithms for ODEs, PDEs and weak approximation of SDEs. In particular, the
key results are
• an analysis of a posteriorierrorexpansions useful for adaptive mesh reﬁnement
methods based on local errors and dual solutions,
• development of general adaptive algorithms for solving ODEs, PDEs and
SDEs, and
• a rigorous and simple analysis of convergence rates of the adaptive algorithms,
including the convergence of an error density, which measures the approxi-
mation error for each time step or element.
In this thesis, Chapter 2 describes an adaptive algorithm for ODEs derived
in Paper II and the error expansion proved in Paper I. Chapter 3presents an
adaptive ﬁnite element algorithm for a second order elliptic PDE based on the dual
weighted residual error expansion using piecewise linear tensor elements analyzed in
Paper III. Chapter 4 introduces SDEs and the adaptive Monte Carlo algorithms
with stochastic and deterministic time steps based on almost sure convergence of
the error density analyzed in Paper IV. The extension of this adaptive Monte Carlo
algorithm to stopped diﬀusion problems, derived in Paper V, is also described in
Chapter 4. When we refer to the sections and theorems in the papers, we use the
paper number as a preﬁx, i.e. Theorem I.2.1 denotes Theorem 2.1 in Paper I.4Chapter 2
Adaptive Algorithm
Let us consider an ordinary diﬀerential equation (ODE) of the form
dX(t)
dt
= a(t,X(t)), 0 <t≤ T, (2.1)
with an initial value X(0) = X0 ∈ Rd and a given ﬂux a :[ 0 ,T] × Rd → Rd.L e t
us ﬁrst discretize the time interval [0,T]i n t oN subintervals 0 = t0 <t 1 <...<
tN = T and let X be an approximation of X in (2.1) by any p-th order accurate
numerical method, satisfying the same initial condition X(0) = X(0) = X0.
What we are interested in is to compute a function value g(X(T)) for a given
general function g : Rd → R, which may represent the quantities of physical interest.
Using the variational principle, we show in Paper I that the global error has the
expansion
g(X(T)) − g(X(T)) =
N  
n=1
 
¯ e(tn), ¯ Ψ(tn)
 
+
  T
0
o(∆tp(t))dt, (2.2)
where (·,·) is the standard scalar product on Rd. Here the approximate local error
is deﬁned by ¯ e(tn): =γ( ¯ X(tn) − X(tn)), where γ is a Richardson extrapolation
constant and the approximate local exact solution ¯ X is computed with smaller
time steps or a higher order method than X.T h ew e i g h t¯ Ψ is an approximation of
Ψ, which solves the dual equation
−
dΨ(s)
ds
=( a )∗(s,X(s))Ψ(s),s < T (2.3)
Ψ(T)=g (X(T)),
where (a )∗(s,x) is the transpose of the Jacobian matrix.
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Based on the error expansion in (2.2) and a given error tolerance TOL, the
number of time steps are minimized by choosing, for all time steps,
error indicator := |local error· weight| = constant, (2.4)
i.e. for n =1 ,...,N,
¯ rn := |
 
¯ e(tn), ¯ Ψ(tn)
 
| =
TOL
N
.
This motivates that the adaptive algorithm, MSTZ described in Paper II,s t a r t sw i t h
an initial partition ∆t[1] and then speciﬁes iteratively a new partition ∆t[k +1 ] ,
from ∆t[k], using the following reﬁnement strategy: for n =1 ,2,...,N[k],
if ¯ rn[k] >s 1
TOL
N[k]
then divide ∆tn[k] into two sub steps (2.5)
else let the new step be the same as the old
endif
until it satisﬁes the following stopping criteria:
if
 
max
1≤n≤N[k]
¯ rn[k] ≤ S1
TOL
N[k]
 
then stop. (2.6)
The choice of the parameters 1   s1 <S 1 is designed to avoid the slow reduction of
the maximum error indicator when almost all ¯ rn satisfy ¯ rn ≤ s1TOL/N.H e r et h e
time steps are chosen to be the same for all components of the solution, however
the error estimate (2.2) would also be applicable to multi adaptive time steps used
in (Logg, 2001).
For a p-th order accurate method, the number N
uni of uniform steps to reach
a given level of accuracy TOL turns out to be proportional to the p-th root of the
L1-norm of the error density, ¯ ρ(t): =
 
¯ e(tn), ¯ Ψ(tn)
 
/∆tp+1
n ,f o rt ∈ (tn−1,t n], i.e
N
uni =
T
TOL
1
p
 ¯ ρ 
1
p
L1. (2.7)
On the other hand, the optimal number N
opt of adaptive steps is proportional to
the p-th root of the smaller L
1
p+1 quasi-norm of the error density, i.e
N
opt =
1
TOL
1
p
 ¯ ρ 
1
p
L
1
p+1
. (2.8)
Therefore an optimal adaptive method uses less time steps than a uniform method,
due to Jensen’s inequality  f 
L
1
p+1 ≤ T p f L1. Note that the optimal here refers
to error densities of one sign, i.e. possible cancellation of the error is not taken into
account here.
Table 2.1 shows an illustrative comparison between the adaptive algorithm MSTZ,
Uniform using uniform step size and the built in ODE solver ODE45 in MATLAB for2.2. Overview of Paper II 7
MSTZ Uniform ODE45
Error 0.01 0.06 0.04
N 6 × 103 10 × 103 34 × 103
N
tot 2 × 104 1.9 × 104 9.2 × 104
Table 2.1. The comparisons of the ﬁnal number of time steps N and the total
number of time steps Ntot with the global error Error using a 5-th order explicit
Runge-Kutta method with adaptive steps for MSTZ or ODE45 and uniform steps for
Uniform, see Example II.3.1.
the Lorenz problem introduced in (Lorenz, 1963). For this example, the algorithm
MSTZ achieves higher accuracy with around half the ﬁnal number of time steps
compared to Uniform and with one ﬁfth of the ﬁnal number of steps compared
to ODE45. On the other hand, by taking the total work and storage into account
the comparison is less favorable for MSTZ and leaves possibilities for more eﬃcient
future implementations.
2.1 Overview of Paper I
Paper I derives an error expansion of the form (2.2) for general approximation of
functions of solutions to ODEs. Based on a variational principle following (Alek-
seev, 1961) and (Gr¨ obner, 1967), the error analysis using local errors gives a sim-
ple and precise derivation of the fundamental property that the global error is a
weighted sum of the local errors in Theorems I.2.1. Then Theorem I.2.3transfers
the error representation in Theorems I.2.1 to an asymptotic expansion (2.2) with
computable approximations of the local errors and the weights, using standard es-
timates. Theorem I.2.4 derives an alternative error expansion using Richardson
extrapolation and Section I.2.4 studies the roundoﬀ errors. In particular, Theorem
I.2.5 proves a uniqueness result of desirable error representations for adaptive re-
ﬁnements. Finally, Section I.3shows that the computable leading order terms of
the error expansions are the same whether derived by the variational principle, by
the error equation or by the Galerkin orthogonality. However, only the variational
principle provides that the local error is a factor in the higher order error terms.
2.2 Overview of Paper II
Based on the error expansion (2.2) derived in Paper I, Paper II constructs an
adaptive algorithm for ODEs and analyzes its asymptotic behavior as the error
tolerance parameter tends to zero. For a p-th order accurate method, the L
1
p+1
quasi-norm of the error density in (2.8) is a good measure of the convergence rate
for the adaptive approximation of ODEs, while the number of uniform steps is
measured by the larger L1-norm of the error density in (2.7).8 Chapter 2. Adaptive Algorithm
Section II.2 constructs an algorithm which subdivides the time steps with error
indicators following the reﬁnement (2.5) and stopping (2.6). Then we analyze the
adaptive algorithm in three theorems. Firstly, Theorems II.2.1 (stopping) proves
that each reﬁnement level of this adaptive algorithm decreases the maximal error
indicator with a factor, less than 1, or stops. Secondly, Theorem II.2.4 (accuracy)
shows that the computational error is asymptotically bounded by a given error
tolerance. Thirdly, Theorem II.2.5 (eﬃciency) proves that the algorithm stops with
asymptotically optimal number of time steps N in the ﬁnest mesh, up to a problem
independent factor.
Theorem II.2.7 shows that the total number of steps is bounded by O(N)f o r
decreasing tolerance, where N is the number of time steps in the ﬁnest mesh.
However, varying tolerance has the drawback that the ﬁnal stopping tolerance is
not a priori known. For the constant tolerance, the total number of steps including
all levels is bounded by the larger O(N logN). The adaptive algorithm and the
analysis of its convergence rate can also be generalized by including the merging of
time steps in Remark II.2.8, see also (Moon, 2001). Finally, Section II.3presents
numerical experiments, which show that the adaptive algorithm needs less number
of time steps than ODE45 in MATLAB and Uniform to achieve the same level of
accuracy for the Lorenz and a singular problem.Chapter 3
Adaptive Finite Element
Algorithm
Let us consider a second order elliptic partial diﬀerential equation (PDE) of the
form
−div(a∇u)=f (3.1)
in an open bounded domain Ω ⊂ Rd with boundary condition u|∂Ω = 0. The goal
is to compute a linear functional
(u,F): =
 
Ω
uFdx (3.2)
for a given function F ∈ L2(Ω). The functional value (3.2) can be a quantity of
physical interest such as stress values, mean ﬂuxes and drag and lift coeﬃcients,
see the survey paper (Becker and Rannacher, 2001).
Let us ﬁrst discretize the domain Ω into quadrilaterals K and let hK be the
local mesh size, i.e. the length of the longest edge of K. Deﬁne the residual
R(v)=−div(a∇v) − f as a distribution in H−1(Ω) for v ∈ H1
0(Ω) and let (·,·)
denote the duality pairing in H−1 × H1
0, which reduces to the usual inner product
in L2(Ω) on L2 × L2. Here the Sobolev space H1
0(Ω) is the usual Hilbert space of
functions on Ω, vanishing on ∂Ω, with bounded ﬁrst derivatives in L2(Ω). Let uh
be the ﬁnite element approximation of the solution u of (3.1) based on the standard
variational formulation, i.e.
(R(u),v)=0 , ∀v ∈ H
1
0(Ω),
(R(uh),v)=0 , ∀v ∈ Vh,
where Vh is the set of continuous piecewise bilinear functions in H1
0(Ω). Using the
dual function ϕ ∈ H1
0(Ω) deﬁned by
(a∇v,∇ϕ)=( F,v), ∀v ∈ H1
0(Ω), (3.3)
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the global error has the representation
(u − uh,F)=( R(uh),πϕ− ϕ), (3.4)
where π is the nodal interpolant on Vh.
An introduction to the ﬁnite element method is given, e.g., in the books (John-
son, 1987; Brenner and Scott, 1994; Bangerth and Rannacher, 2003). The ap o s t e -
riori error analysis for ﬁnite element methods was initiated by the work (Babuˇ ska
and Rheinboldt, 1978) and has been further developed in (Ladeveze and Leguillon,
1983; Bank and Weiser, 1985; Ainsworth and Oden, 1993). For further references,
see the survey paper (Ainsworth and Oden, 1997; Becker and Rannacher, 2001).
The use of duality arguments in (3.4) goes back to ideas of (Babuˇ ska and Miller,
1984a; Babuˇ ska and Miller, 1984b; Babuˇ ska and Miller, 1984c) and has been used
successfully, see the work (Johnson, 1990; Eriksson and Johnson, 1988; Johnson
and Szepessy, 1995; Eriksson et al., 1995; Becker and Rannacher, 1996). The error
analysis for PDEs with stochastic coeﬃcients or stochastic load is summarized in
(Tempone, 2002). See also the work (Deb et al., 2001; Babuˇ ska et al., 2002; Schwab
and Todor, 2002).
Inspired by the work (Eriksson et al., 1995; Becker and Rannacher, 2001), Pa-
per III derives a computable approximation of (3.4) of the form
(u − uh,F)  
 
K
¯ ρKh
2+d
K (3.5)
where the error density ¯ ρ is essentially independent of the mesh size, since the
asymptotic error density is used to ﬁnd the optimal mesh. Then, following the idea
in Paper II, we derive and analyze the convergence rate of an adaptive algorithm
based on the error expansion (3.5). The extension of the analysis of the adaptive
algorithm to PDEs is straightforward except the pointwise convergence of the error
density and a hanging node constraint. To prove this convergence, we require
structured adapted meshes and analysis speciﬁc to tensor ﬁnite elements.
Figure 3.1 shows an illustrative adaptive mesh based on the error expansion
(3.5). We compute the linear functional
(u,F)=
 
Ω
∂x1u(x)exp(−|x − x∗|2/ 2)dx/(π 2),
where x∗ =( 1 /
√
2,1/
√
3) and the solution u = sin(πx1)sin(πx2)o fP D E( 3. 1 )
with a ≡ 1,f =2 π2 sin(πx1)sin(πx2)a n dΩ=( 0 ,1)2 using TOL = 10−3 and
  =0 .03. The error density has the bound ¯ ρ(x)=O(1)/(|x − x∗| +  )3,w h i c h
yields limTOL→0+(TOLN)=O(1), where N is the number of adaptive elements,
while the method using uniform elements has the larger number O( −1)/TOL of
elements, by a factor  −1.3.1. Overview of Paper III 11
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Figure 3.1. An illustrative adaptive mesh based on the error expansion using the
dual weighted residual method described in Paper III.
3.1 Overview of Paper III
Paper III studies convergence properties of an adaptive algorithm based on the
dual weighted residual ﬁnite element method. The algorithm computes the piece-
wise linear tensor approximation of functionals of solutions to second order elliptic
partial diﬀerential equations in an open bounded domain of Rd.
Section III.2 derives an asymptotic error expansion (3.5) using the dual weighted
residual method. This error density in (3.5) is proven to converge pointwise on
structured adaptive meshes allowing hanging nodes for tensor ﬁnite elements. Note
that such pointwise convergence of the error density, based on second order dif-
ference quotients, is well known for structured uniform meshes. However, Remark
III.2.2 shows by an example that second order diﬀerence quotients of smooth func-
tions do not in generalconvergepointwise for adapted meshes. To proveconvergence
of the second order diﬀerence quotients, in the error density, our proof instead uses
localized averages and a symmetrizer.
Section III.3constructs an algorithm which subdivides the elements with error
indicators, ¯ ρKh
2+d
K , greater than TOL/N and stops if all N elements have suﬃ-
ciently small error indicators. In particular the algorithm has no coarsening step.
Theorems III.3.1, III.3.4 and III.3.5 prove that each reﬁnement level of this adap-
tive algorithm decreases the maximal error indicator with a factor, less than 1,
or stops with an error asymptotically bounded by TOL and with asymptotically
optimal number of elements, N, in the ﬁnest mesh, up to a problem independent12 Chapter 3. Adaptive Finite Element Algorithm
factor. Note that the optimal here refers to error densities of one sign, i.e. possible
cancellation of the error is not taken into account.
For the second order accurate piecewise linear ﬁnite elements on a uniform
mesh, the number of elements to reach a given approximation error turns out to be
proportional to the d/2p o w e ro ft h eL1-norm of the error density. This work shows
that the smallest number of isotropic elements in an adaptive mesh is proportional
to the d/2 power of the smaller L
d
d+2 quasi-norm of the same error density. These
norms of the error density are therefore good measures of the convergence rates and
deﬁne our optimal number of elements. The total number of elements, including
all reﬁnement levels, can be bounded by O(N), provided that the tolerance in each
reﬁnement level decreases by a constant factor, see Theorem III.3.8. On the other
hand, with constant tolerance, the total number of elements including all levels is
bounded by the larger O(N logN).Chapter 4
Adaptive Monte Carlo
Algorithms
Let us consider an Itˆ o Stochastic diﬀerential equation (SDE) of the form
dX(t)=a(t,X(t))dt + b(t,X(t))dW(t) (4.1)
for t ∈ [0,T] with initial value X(0) = X0 ∈ R. The stochastic process X =
{X(t),0 ≤ t ≤ T} is a unique solution of the SDE (4.1) with a drift coeﬃcient
a(t,X(t)) and a diﬀusive coeﬃcient b(t,X(t)). The one dimensional Wiener process
W = {W(t),0 ≤ t ≤ T},a l s ok n o w na sBrownian motion, depends continuously on
t with W(0) = 0 with probability 1. For any partition 0 = t0 <t 1 <...<t N = T,
the Wiener increments W(tn+1)−W(tn)f o rn =0 ,...,N−1 are independent and
normally distributed with
E[W(tn+1) − W(tn)] = 0,E [(W(tn+1) − W(tn))
2]=tn+1 − tn. (4.2)
The corresponding Itˆ o integral of (4.1) is deﬁned to be the limit of the forward Euler
method, while the trapezoidal method yields, the so called Stratonovich integral.
An introduction to numerical approximation of SDEs and an extensive review of
the literature can be found in the inspiring book (Kloeden and Platen, 1992) and a
survey article (Platen, 1999). See also (Karatzas and Shreve, 1988; Milstein, 1995;
Øksendal, 1998).
Let us ﬁrst discretize the time interval [0,T]i n t oN subintervals 0 = t0 <t 1 <
... < t N = T and let X be the Euler approximation of the process X, i.e. start
with X(0) = X0 and compute Xn+1 by
X(tn+1)=X(tn)+a(tn,X(tn))∆tn + b(tn,X(tn))∆Wn, (4.3)
where ∆tn := tn+1 − tn denotes the time increments and and ∆Wn := W(tn+1) −
W(tn) denotes the Wiener increments for n =0 ,1,...,N− 1. The equation (4.1)
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with X(t) ∈ R can directly be extended to higher dimension X(t) ∈ Rd with a
multidimensional Wiener process W =( W1,...,W l) consisting of independent one
dimensional Wiener processes Wi for i =1 ,...,l.
The applications of stochastic process are constantly growing including ﬁnance,
signal and image processing, stochastic climate prediction, wave propagation in ran-
dom media and biology, see, for instance, (Wilmott et al., 1995; Jouini et al., 2001;
Steele, 2001; Majda et al., 2001; Abdullaev et al., 2000; Ewens and Grant, 2001).
Depending on the problems, one could be interested in either strong convergence
 X(T) − X(T) L2 =
 
E[(X(T) − X(T))2]=O(
√
∆t) (4.4)
or weak convergence for a given general function g : R → R,
E[g(X(T)) − g(X(T))] = O(∆t) (4.5)
under appropriate assumptions on smoothness of the functions g,a and b.T h e
former approximates the solution pathwise which is useful for instance in the direct
simulation of stochastic dynamical system or testing parameter estimators. On the
other hand, in many practical problems we only need to approximate the corre-
sponding probability such as the moments of a functional, for instance an option
price g on a stock price X or a trend of storm track in climate prediction.
To compute the expected value E[g(X(T))] for a given function g, we apply the
Euler approximation (4.3) to get E[g(X(T))]. But the expected value E[g(X(T))] is
not computable, thus we use the Monte Carlo method to approximate the expected
value by the sample average. Therefore the global error can be split into a time
discretization error and a statistical error
E[g(X(T))] −
1
M
M  
j=1
g(X(T;ωj))
=
 
E[g(X(T)) − g(X(T))]
 
+

E[g(X(T))] −
1
M
M  
j=1
g(X(T;ωj))

 (4.6)
=: ET + ES
where M is the number of realizations.
The goal of this work is to develop a numerical method for weak approximations
of Itˆ o SDEs using as few time steps N and realizations M as possible, with an
approximation error bounded by a given error tolerance TOL, i.e. the event
|ET + ES|≤TOL (4.7)
has a probability close to one. The statistical error ES in (4.6) is asymptotically
bounded by
|ES|≤c0
σ
√
M
=: ES (4.8)
using the Central Limit Theorem, see for instance (Durett, 1964; Goodman et al.,
2002). Here σ is the sample average of the standard deviation of g(X(T)) and c015
is a positive constant corresponding to conﬁdence interval. This statistical error
is independent of the dimension of the problem, which makes the Monte Carlo
method useful for high dimensional problems. On the other hand the Monte Carlo
approximation converges very slowly as we can see in (4.8). One cure for this
slow convergence is variance reduction methods which accelerate the convergence
by reducing the standard deviation σ, see (Calﬂisch, 1998; Fishman, 1996).
Talay and Tubaro (1990) expanded the time discretization error ET in (4.6) in
powers of N−1 in a priori form. Szepessy, Tempone and Zouraris (2001) developed a
posteriori error expansions with computable leading order terms based on stochastic
ﬂows and discrete dual backward problems; the time discretization error ET is then
approximated by either
ET   E
 
N−1  
n=0
ρ(tn,ω)(∆tn)2
 
(4.9)
with an error density function ρ(tn,ω) for stochastic time stepping or
ET  
N−1  
n=0
E[ρ(tn,ω)](∆tn)
2 (4.10)
for deterministic time stepping. The stochastic time stepping algorithm based on
(4.9) may use diﬀerent meshes for each realization, while the deterministic time
stepping algorithm uses the same mesh for all realizations.
The algorithms choose both the number M of realizations and the number N of
time steps adaptively to minimize the computational work subject to an accuracy
constraint. The basic structure of the stochastic time stepping algorithm is as
follows:
Algorithm S
First split a given error tolerance TOL by TOL = TOLS +T O L T
where TOLS is a statistical error tolerance and TOLT is a time
discretization error tolerance. Set m =1a n dES[m]=+ ∞ and
choose M[m]=M0.
Do while (ES[m] > TOLS)
For each realization, compute g(X(T;ωj)) for j =1 ,...,M[m],
until a stopping criterion of a time reﬁnement strategy using
TOLT is satisﬁed. Compute a new approximation ES[m +1 ]
and a new number M[m + 1] of realizations. Increase m by 1.
end-do.
Accept the approximate solution 1
M[m]
 M[m]
j=1 g(X(T;ωj)), since it
satisﬁes both the stopping criteria of the statistical and of the time
discretization error.16 Chapter 4. Adaptive Monte Carlo Algorithms
The deterministic time stepping algorithm (Algorithm D) ﬁrst determines the
mesh, using a smaller number of realizationsthan for the stochastic time stepping al-
gorithm, then using this ﬁxed mesh, it computes the sample average of g(X(T;ωj))
for j =1 ,2,...,M by increasing the number M of realizations adaptively.
Table 4.1 shows a comparison of the number of time steps between Algorithm
S, Algorithm D and Uniform, which use the Monte Carlo Euler method with a
constant time step size. We compute E[g(X(T))] with TOL = 0.025 where the
process X solves
dX(t)=1t∈[0,α]X(t)dW(t)+1t∈(α,T]
 
X(t)dt
2
√
t − α
+ X(t)dW(t)
 
with the initial value X(0) = 1. Here 1y∈A denotes the indicator function, i.e.1y∈A =
1i fy ∈ A,o t h e r w i s e1y∈A = 0. Table 4.1 shows that for deterministic α,b o t h
Algorithm S and Algorithm D have a remarkable advantage over a computation
with uniform time steps. On the other hand, for a uniformly distributed random
variable α, the deterministic time stepping Algorithm D behaves like the uniform
time stepping method Uniform which needs O(TOL
−2) time steps to achieve the
given level of accuracy. Thus, Algorithm S has a clear advantage in this case with
the expected number of steps of order O(TOL
−1).
Algorithm S Algorithm D Uniform
α = T/3 2.3 × 102 4.6 × 102 1.7 × 105
α ∼ U(1/22,T− 1/22) 1.9 × 102 1.3 × 105 1.3 × 105
Table 4.1. The comparison of the number of time steps for a singular problem with
constant α = T/3 or uniformly distributed random variable α ∼ U(1/22,T− 1/22).
Stopped diﬀusion is an example where adaptive methods are very useful. The
main diﬃculty in the approximation of the stopped (or killed) diﬀusion on the
boundary ∂D is that a continuous sample path may exit the given domain D even
though a discrete approximate solution does not cross the boundary of D,s e eF i g -
ure 4.1. This hitting of the boundary makes the time discretization error of order
N−1/2 for the Monte Carlo Euler method with N uniform time steps, see (Gobet,
2000), while the discretization error is of order N−1 without boundary in Rd×[0,T].
To overcome this slow convergence, the work (Mannella, 1999; Baldi et al., 1999;
Jansons and Lythe, 2000) propose to generate a uniformly distributed random vari-
able in (0,1) for each time step and compare it with a known exit probability to
decide if the continuous path exits the domain during this time interval. Gobet
(2001) proved that a similar method with N uniform time steps in a domain with
smooth boundary converges with the rate N−1 under some appropriate assump-
tions. Buchmann (2003) compared diﬀerent Monte Carlo methods computationally
for stopped diﬀusions.17
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Figure 4.1. An illustrative Monte Carlo Euler trajectory when the ﬁrst exit time e τ
of the continuous Euler path X(t) is much smaller than the ﬁrst exit time τ of the
discrete Euler path X(tn).
Inspired by (Petersen and Buchmann, 2002), we extend the a posteriori error
expansion and the stochastic time stepping algorithm, Algorithm S, introduced in
(Szepessy et al., 2001) to a stopped diﬀusion problem in Paper V. The extended
algorithm reduces the computational error by choosing adaptively the size of the
time steps near the boundary and recover the convergence rate of order N−1 with
N adaptive time steps. Figure 4.2 shows an illustrative histogram of the step
sizes depending on the distance from the boundary. We compute E[g(X(τ),τ)] for
g(x,t)=x3e−t where the process X solves
dX(t)=
11
36
X(t)dt +
1
6
X(t)dW(t)
with the initial value X(0) = 1.6i nad o m a i n( x,t) ∈ D×[0,T], where D =( −∞,2)
and T =2 .H e r eτ := inf{0 <t<T: X(t)  ∈ D} is the ﬁrst exit time from a given
domain and we use the extended algorithm of Algorithm S with TOL = 0.05. To
compensate the large error near the boundary, relatively small step sizes are used
close to the boundary compared to further away from the boundary as is clear from
Figure 4.2.18 Chapter 4. Adaptive Monte Carlo Algorithms
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Figure 4.2. The histogram of the step sizes depending on the distance from the
boundary using the extended algorithm based on Algorithm S. Relatively small step
sizes are used close to the boundary to achieve the discretization error of order N−1
with N adaptive time steps.
4.1 Overview of Paper IV
Paper IV proves convergence rates of adaptive algorithms for weak approximation
of Itˆ o SDEs using the Monte Carlo Euler method. Two adaptive algorithms based
either on optimal stochastic time steps or optimal deterministic time steps are
studied.
There are two main results on eﬃciency and accuracy of the adaptive algorithms
described in Section IV.3. For accuracy, with probability close to one, the approx-
imation errors in (4.7) are asymptotically bounded by the speciﬁed error tolerance
times a problem independent factor as the tolerance parameter tends to zero. For
eﬃciency, both the algorithms with stochastic steps and deterministic steps stop
with asymptotically optimal expected number of ﬁnal time steps and optimal num-
ber of ﬁnal time steps respectively, up to a problem independent factor. Note that
the optimal here refers to error densities of one sign, i.e. possible cancellation of
the error is not taken into account.
The number of ﬁnal time steps is related to the numerical eﬀort needed to com-
pute the approximation. To be more precise, the total work for deterministic steps
is roughly M·N where M is the ﬁnal number of realizations and N is the ﬁnal num-
ber of time steps, since the work to determine the mesh turns out to be negligible.
On the other hand, the total work with stochastic steps is on average bounded by
M · E[Ntot], where the total number, Ntot, of steps including all reﬁnement levels4.2. Overview of Paper V 19
is bounded by O(N logN)w i t hN steps in the ﬁnal reﬁnement; for each realization
it is necessary to determine the mesh, which may vary for each realization.
The accuracy and eﬃciency results are based on the fact that the error density,
ρ which measures the approximation error for each interval following (4.9) or (4.10),
converges almost surely as the error tolerance tends to zero. This convergence can
be understood by the almost sure convergence of the approximate solution, X,a s
the maximal step size tends to zero. Although the time steps are not adapted to
the standard ﬁltration generated by only W for the stochastic time stepping algo-
rithm, the work (Szepessy et al., 2001) proves that the corresponding approximate
solution converges to the correct adapted solution X. This result makes it possi-
ble to prove the martingale property of the approximate error term with respect
to a speciﬁc ﬁltration, see Lemma IV.4.2. Therefore Theorem IV.4.1 and IV.4.4
use Doob’s inequality to prove the a.s. convergence of X. Similar results of point-
wise convergence with constant step sizes, adapted to the standard ﬁltration, are
surveyed in (Talay, 1995).
Finally numerical examples illustrate the behavior of the adaptive algorithms,
motivating when stochastic and deterministic adaptive time steps are more eﬃcient
than constant time steps and when adaptive stochastic steps are more eﬃcient than
adaptive deterministic steps.
4.2 Overview of Paper V
Paper V presents adaptive algorithms for weak approximation of stopped diﬀusion
using the Monte Carlo Euler method. The goal is to compute an expected value
E[g(X(τ),τ)] of a given function g depending on the solution X of an Itˆ oS D Ea n d
on the ﬁrst exit time τ := inf{0 <t<T: X(t)  ∈ D} from a given domain D.
This work derives adaptive algorithms to reduce the computational error by
choosing adaptively the size of the time steps near the boundary. This has the
advantage that the exit probability does not need to be computed accurately.
In Section V.2, we approximate the time discretization error, ET in (4.6), in
a posteriori form by extending the error estimate in (Szepessy et al., 2001) to
weak approximation of stopped diﬀusion. As in (Talay and Tubaro, 1990), the
ﬁrst step to derive an error estimate is to introduce a continuous Euler path X(t)
for t ∈ [tn,t n+1]a n dn =0 ,...,N − 1 and its ﬁrst exit time   τ. Then the error
EC := E[g(X(τ),τ) − g(X(  τ),   τ)] between the exact and continuous Euler path
is approximated using stochastic ﬂows and dual backward solutions in Section
V.2.3. The main idea in this extension is to use diﬀerence quotients to replace
the stochastic ﬂows that do not exist at the boundary. The approximate error
ED := E[g(X(  τ),  τ) − g(X(τ),τ)] between the continuous and discrete Euler path
is derived by a conditional probability using Brownian bridges in Section V.2.2.
Note that the exit probability is used here only to decide the time steps, not to
approximate the expected values directly. Therefore the accuracy of the approxi-
mation of the exit probability is not crucial.20 Chapter 4. Adaptive Monte Carlo Algorithms
In Section V.3, we propose two stochastic time stepping adaptive algorithms,
one controls the time discretization error ET = EC + ED together and the other
considers the time discretization errors EC and ED separately. Numerical results
show that both adaptive algorithms achieve the time discretization error of order
N−1 with N adaptive time steps, while the error is of order N−1/2 for a method
with N uniform time steps.Bibliography
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