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a b s t r a c t
Computing a function f (A) of an n-by-n matrix A is a frequently occurring problem in
control theory and other applications. In this paper we introduce an effective approach
for the determination of matrix function f (A). We propose a new technique which is based
on the extension of Newton divided difference and the interpolation technique of Hermite
and using the eigenvalues of the given matrix A. The new algorithm is tested on several
problems to show the efficiency of the presented method. Finally, the application of this
method in control theory is highlighted.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The general field of matrix analysis has important applications in the linear system of differential equations [1,2]. This
subject which also has nice applications in various branches of science and engineering including quantum mechanics,
rests upon the extension of the function concept to matrices [3]. A large number of papers have presented several methods
for computing matrix function f (A) [4–13,26,27]. Two different approaches are available for such an extension. One may
consider matrices whose elements are functions of complex parameter z. From this standpoint one has a mapping of a
set of complex numbers into the set of all matrices of a given order. On the other hand, one may consider mapping of a
set of matrices into a set of matrices [14]. This second concept is the one with which this paper will be concerned. The
extension of the concept of a function of a complex variable to a matrix function has attracted the attention of a number
of mathematicians since 1883. The history of the field is unusual in that many of the writers seem to have been unaware
of what had been done by their predecessors. It seems that almost every mathematician who became intrigued by the idea
proceeded to give his own definition of a matrix function, with little or no attention to conceptions with earlier definitions.
As a result there have been proposed in the literature since 1880 distinct definitions of a matrix function, byWeyr, Sylvester
and Buchheim, Giorgi, Cartan, Fantappiè, Cipolla, Schwerdtfeger and Richter [14]. The following definitions are the most
generally useful ones:
(I) Sylvester, Buchheim
Sylvester [15], in 1883, proposed the following definition of a matrix function corresponding to the scalar function f (z)
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f (A) =
n∑
j=0
∏
i6=j
A− λiI
λj − λi f (λj), (1.1)
where A is a matrix with district characteristic roots λ0, λ1, . . . , λn. This definition, a direct extension of the Lagrange
interpolation formula for a polynomial p(z) of degree n, is applicable onlywhen A has distinct characteristic roots. Buchheim,
in 1886, generalized Sylvester’s definition to the case where the characteristic roots are not necessarily distinct. This is
Buchheim’s definition:
f (A) =
t∑
i=1
∏
i6=j
(A− λiI)si
sj−1∑
k=0
dk
dzk
 f (z)∏
h6=j
(z − zh)sh

z=λj
(A− λjI)k,
where si is the multiplicity of λi as a root of the minimum polynomial of A.
(II) Jordan canonical form definition:
Let the Jordan canonical form A ∈ Cn×n be Z−1AZ = JA = diag(J1(λ1), J2(λ2), . . . , Jp(λp)) [16], where Z is nonsingular,
Jk(λk) =

λk 1
λk .
. .
. .
. 1
λk
 ∈ Cmk×mk ,
andm1 +m2 + · · · +mp = n. Then
f (A) = Zf (JA)Z−1 = Zdiag(f (J1(λ1)), f (J2(λ2)), . . . , f (Jp(λp)))Z−1,
where
f (Jk(λk)) =

f (λk) f ′(λk) . . .
f (mk−1)(λk)
(mk − 1)!
f (λk) . .
. . .
. . .
. f ′(λk)
f (λk)
 .
(III) Power series definition:
E. Weyr, in 1887, appears to be the first one who gave a convergence criterion for a matrix power series [14]. The power
series definition is a natural extension of polynomial functions of a matrix. Let f (z) be analytic at z = z0, and
f (z) = f (z0)+ f ′(z0)(z − z0)+ · · · + f
(k)(z0)
k! (z − z0)
k + · · · .
Then one can define the corresponding matrix function:
f (A) = f (z0)I + f ′(z0)(A− z0I)+ · · · + f
(k)(z0)
k! (A− z0I)
k + · · · ,
provided the series converges.
(IV) Cauchy integral definition:
Cartan, in 1928 [16,14], proposed the matrix function f (A) corresponding to a scalar function f (z) analytic at the
characteristic roots λ1, λ2, . . . , λn of A defined, by analogy with Cauchy’s integral theorem, by
f (A) = 1
2pi i
∫
f (z)(zI − A)−1dz,
where the integral is taken for each element of the matrix f (z)(zI − A)−1 around a set of admissible closed paths enclosing
each of the distinct characteristic roots of A.
(V) Schur method:
Computation of a Schur decomposition A = QTQ ∗, where Q is unitary and T is upper triangular, is achieved with perfect
backward stability by the QR algorithm [16], so in computing f (A) = Qf (T )Q ∗ the interest is in how to obtain F = f (T ).
Since T is upper triangular, so is F (since it is a polynomial in T ). Parlett [17] proposed using the following recurrence, which
comes from equating (i, j) elements (i < j) in the commutativity relation FT = TF :
fij = tij fii − fjjtii − tjj +
j−1∑
k=i+1
fiktkj − tikfkj
tii − tjj . (1.2)
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From (1.2) we see that any element of F can be calculated as long as all the elements to the left and below it are known. Thus
the recurrence allows us to compute F a superdiagonal at a time, starting with the diagonal elements fii = f (tii). MATLAB’s
funm implements this Schur method [18].
(VI) Richter’s definition:
By using the power series approach, Richter in [19] introduced a new definition of a matrix function corresponding to a
scalar function f (z) by the following form:
f (A) =
t∑
j=1
Rj
sj−1∑
k=0
1
k! f
(k)(λj)(A− λjI)k,
where
Rj = wj(A)
∏
i6=j
(A− λi)si ,
and the polynomialwj(z) is any polynomial satisfying
wj(z)
∏
i6=j
(z − λi)si ≡ 1, mod(z − λj)sj ,
where si is the multiplicity of λi as a root of the minimum polynomial of A. The matrix function f (A) obtained does not
depend on the choice of thewj(z).
(VII) Fantappiè’s definition:
Fantappiè in [20], proposed the elements f (A)st by the sumof the residues of−(Dsr(t)/D(t))f (t) at its singularities,where
Dsr(t) is the cofactor of the r, s element of A− tI , and D(t) = |A− tI|.
A popular way of approximating a matrix function such as eA is the truncation of its Taylor series [16,21]. A very useful
class of approximation matrix functions are Pade functions defined [16,21] by
Rpq(z) = Dpq(z)−1Npq(z),
where
Npq(z) =
p∑
k=0
(p+ q− k)!p!
(p+ q)!k!(p− k)! z
k,
and
Dpq(z) =
q∑
k=0
(p+ q− k)!q!
(p+ q)!k!(q− k)! (−z)
k.
The Pade approximations are good only near the origin, as the following identity reveals:
eA = Rpq(A)+ (−1)
q
(p+ q)!A
p+q+1Dpq(A)−1
∫ 1
0
up(1− u)qeA(1−u)du.
(VIII) Verde-Star’s method:
Now we present Verde-Star’s method for computing matrix function f (tA). Let f (z) = ∑∞m=0 amzm be a power series
with positive radius of convergence R. Suppose that A is a square matrix and w a monic polynomial of degree n + 1 such
thatw(A) = 0. Also assume that the roots ofw are known and
w(t) =
r∏
i=0
(t − λi)mi+1 = tn+1 + b1tn + · · · + bn+1,
where λi are distinct complex numbers andmi are nonnegative integers such that
∑
i(mi+1) = n+1. Define the sequence{wk} of Horner Polynomials associated withw as:
wk(z) = zk + b1zk−1 + · · · + bk, k ≥ 0,
where b0 = 1 and bj = 0 for j > n+1. Verde-Star in [22], using the Cayley–Hamilton theorem, obtained an explicit formula
for functions of the form f (tA) by:
f (tA) =
n∑
k=0
gk(t)wk(A), (1.3)
where
gk(t) =
∞∑
m=k
amhm−ktm, k ≥ 0,
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and the coefficients hm are computed by the recurrent relation
hm = −
n+1∑
j=1
bjhm−j, m ≥ 1, h0 = 1, and hj = 0 for j < 0.
We shall consider squarematrices with elements in the real field and define a general matrix function to be a corresponding
f which relates to each admissible matrix A of order n, a matrix W denoted by f (A) of order n, with elements in the
complex field. If f (A) is uniquely determined by A, then f is said to be single-valued at A, otherwise it is multiple-valued
at A. Matrix polynomials with scalar coefficients provide familiar examples of such matrix functions. Any scalar polynomial
p(z) =∑ki=0 ciz i with complex coefficients gives rise to a matrix polynomial p(A) by ‘‘substitution’’ of the matrix A for the
scalar argument z. By ‘‘substitution’’ we mean that Ai is determined by matrix multiplication, z0 is replaced by the identity
matrix of order n, ciAi is interpreted as scalar multiplication of Ai by ci and the addition as matrix addition. By substitution of
the matrix A for the scalar argument z in a scalar polynomial, any matrix polynomial is associated with a scalar polynomial
and vice versa.
Let p(z) and p(m)(z) be scalar polynomials defined by the following forms:
p(z) =
k∑
i=0
ciz i, p(m)(z) =
dm
(
k∑
i=0
ciz i
)
dzm
.
p(z) and p(m)(z) give rise to matrix polynomials p(A) and p(m)(A) by substitution of the matrix A for the scalar argument z
and defined by the following forms:
p(A) = p(z)|A =
k∑
i=0
ciAi, p(m)(A) =
dm
(
k∑
i=0
ciz i
)
dzm
|A.
It can be easily seen that
p(αI) = p(z)|αI = p(α)I, p(m)(αI) = p(m)(α)I,
where I is the identity matrix of order n. We consider matrix norm ‖ . ‖∆ as follows:
‖ A ‖∆ = max |aij|, i, j = 1, 2, . . . , n,
where aij refers to the (i, j) entry of matrix A.
2. Fundamental theorem
In this section by using matrix polynomials and Newton divided differences we define a matrix function. First we prove
the following theorem.
Theorem 2.1. For n+ 1 arbitrary pair points (ti, ki), i = 0, 1, . . . , n where t0 < t1 < · · · < tn and ti 6= tj for i 6= j, there exists
a unique matrix polynomial p of order n with p(tiI) = kiI , for i = 0, 1, . . . , n, in which I is the identity matrix of order n+ 1.
Proof. Uniqueness: For any two matrix polynomials p and q of order n
p(A) = p(z)|A = (a0 + a1z + · · · + anzn)|A = a0I + a1A+ · · · + anAn,
q(A) = q(z)|A = (b0 + b1z + · · · + bnzn)|A = b0I + b1A+ · · · + bnAn,
with
p(tiI) = q(tiI) = kiI, i = 0, 1, . . . , n,
we have
(p(ti)− q(ti))I = 0¯⇒ p(ti)− q(ti) = 0, i = 0, 1, . . . , n,
where 0¯ is the zero matrix.
Consider the matrix polynomial s = p− q as follows:
s(A) = s(z)|A = [(a0 − b0)+ · · · + (an − bn)zn]|A
= (p(z)− q(z))|A = p(z)|A − q(z)|A
⇒ s(ti)I = [p(ti)− q(ti)]I = 0¯⇒ s(ti) = p(ti)− q(ti) = 0, for i = 0, 1, . . . , n.
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Polynomial s has degree at most n, and it has at least n+ 1 difference zeros, namely ti, i = 0, 1, . . . n. Therefore polynomial
smust vanish identically, and p = q H⇒ p(A) = q(A).
Existence: We will construct the matrix polynomial p explicitly with the help of matrix polynomial Ni of order n, i =
0, 1, . . . , n by the following form:
Ni(A) = K [t0, t1, . . . , ti]
i−1∏
j=0
(A− tjI), (2.1)
in which
K [t0] = k0,
K [t0, t1] = k1 − k0t1 − t0 ,
K [t0, t1, . . . , ti] = K [t1, . . . , ti] − K [t0, . . . , ti−1]ti − t0 .
Note that our proof so far shows that the Newton divided difference matrix polynomials Ni are uniquely determined by
(2.1). The solution p of this theorem can now be expressed directly in terms of the polynomial Ni, leading to the following
formula:
p(A) ≡
n∑
i=0
K [t0, . . . , ti]
i−1∏
j=0
(A− tjI). 
Now similarly to Newton’s interpolation [28], we present the following definition of a matrix function.
Definition 2.1. Let A be an (n + 1)-by-(n + 1) real matrix with distinct eigenvalues λ(A) = {λ0, λ1, . . . , λn} where
λ0 < λ1 < · · · < λn and f : C → C be defined on λ(A). Now we define f (A) as follows:
f (A) =
n∑
i=0
K [λ0, . . . , λi]
i−1∏
j=0
(A− λjI), (2.2)
in which
K [λ0] = f (λ0),
K [λ0, λ1] = f (λ1)− f (λ0)
λ1 − λ0 ,
K [λi, . . . , λi+k] = f [λi+1, . . . , λi+k] − f [λi, . . . , λi+k−1]
λi+k − λi .
(2.3)
Note that
f (λiI) = f (λi)I for i = 0, 1, . . . , n. (2.4)
Corollary 2.1. Sylvester’s definition of a matrix function is essentially equivalent to Definition 2.1.
Proof. Due to (1.1) we can easily see that f (A) is a matrix polynomial of order almost nwhere f (λiI) = f (λi)I . Now by using
Theorem 2.1, Sylvester’s definition of a matrix function is equivalent to Definition 2.1. 
Remark 2.1. From the above corollary, we can replace Definition 2.1 with Sylvester’s definition in the relationship of the
definitions of matrix functions which is proposed in [14].
3. Algorithm
3.1. Algorithm for divided differences
An algorithm for computing a divided difference table can be very efficient and is recommended as the best means for
producing a definition of matrix function [23]. Let us change the notation so that our divided difference table has the entries
shown here:
x0 c00 c01 c02 c03 ..... c0,n−1 c0,n
x1 c10 c11 c12 c13 ..... c1,n−1
x2 c20 c21 c22 c23
: : : . .
: . . .
xn−1 cn−1,0 cn−1,1
xn cn,0.
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Again, the vertical line separates the data (on the left) from the entries to be computed. It is clear that we have set
cij = K [λi, λi+1, . . . , λi+j]. (3.1)
An algorithm is obtained from a direct translation of (2.3) and (3.1)
for j = 1 to n do
for i = 0 to n− j do
cij ← (ci+1,j−1−ci,j−1)(λi+j−λi)
end do
end do
In this algorithm, the numbers ci0 (which are input) are the values of the function f at the points λi. The matrix function,
of course, is
f (A) = c00I + c01(A− λ0I)+ c02(A− λ0I)(A− λ1I)+ · · · + c0n(A− λ0I)(A− λ1I) · · · (A− λn−1I)
=
n∑
i=0
c0i
i−1∏
j=0
(A− λjI).
If the divided difference algorithm is being used only to compute the coefficients in the definition of matrix function, then
another algorithm can be designed that uses less storage space in the computer. A singly subscripted variable can be used.
Let it be denoted d = [d0, d1, . . . , dn]. At the beginning, we put the given function values f (λ0), f (λ1), . . . , f (λn) into d.
Observe that d0 is already the first of the desired coefficients for the definition of a matrix function. Next, we compute
the first column of divided differences, putting them in positions d1, d2, . . . , dn. After this has been done, d0 will still have
its original value, but d1 would have become the next of the required coefficients in the definition of matrix function. We
continue this pattern, being careful to store the newdivided differences in the bottompart of the d-vector so as not to disturb
the top part, where the final values are gradually being created. Here is the algorithm:
for i = 0 to n do
di ← f (λi)
end do
for j = 1 to n do
for i = 0 to j do
dj ← (di−di−1)(λi−λi−j)
end do
end do
At this algorithm the vector d contains the coefficients of the definition of a matrix function
f (A) =
n∑
i=0
di
i−1∏
j=0
(A− λjI).
4. Test problems
In this section we present several test problems to support the theoretical results. Computations were done on a PC
Pentium IV using MATLAB. Because of the influence of the error of calculation, we consider the matrix Z as a zero matrix if
‖Z‖∆ < 10−8.
Example 4.1. Let
A =

1 2 3 4 5 6 7 8 9 10
2 3 4 5 6 7 8 9 10 1
3 4 5 6 7 8 9 10 1 2
4 5 6 7 8 9 10 1 2 3
5 6 7 8 9 10 1 2 3 4
6 7 8 9 10 1 2 3 4 5
7 8 9 10 1 2 3 4 5 6
8 9 10 1 2 3 4 5 6 7
9 10 1 2 3 4 5 6 7 8
10 1 2 3 4 5 6 7 8 9

,
and g(x) = ex. We have
λ(A) = {−16.1803,−8.5065,−6.1803,−5.2573,−5.0000, 5.2573, 6.1803, 8.5065, 16.1803, 55.0000}.
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By Definition 2.1
g(A) = g(λ0)I + g[λ0, λ1](A− λ0I)+ · · · + g[λ0, λ1, . . . , λ9](A− λ0I)(A− λ1I) · · · (A− λ8I)
= 1022

7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948

.
If we compute eA using the Taylor approximation, Jordan canonical form definition, Fantappiè’s definition, Pade
approximation, Sylvester’s definition, Schur method, and Richter’s definition [18,16,21], then
eA = 1022

7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948
7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948 7.6948

.
We can see that the values computed using these algorithms and Definition 2.1 are the same.
Example 4.2. Let A= tridiag (−0.2625, 1.0000,−0.2375) ∈ R10×10 and h(x) = ex.
We have
λ(A) = {0.5209, 0.5799, 0.6730, 0.7926, 0.9289, 1.0711, 1.4791, 1.4201, 1.3270, 1.2074}.
By Definition 2.1
h(A) = h(λ0)I + h[λ0, λ1](A− λ0I)+ · · · + h[λ0, λ1, . . . , λ9](A− λ0I)(A− λ1I) · · · (A− λ8I)
=

2.8039 −0.6591 0.0779 −0.0061 0.0004 −0.0000 0.0000 −0.0000 0.0000 −0.0000
−0.7285 2.8900 −0.6659 0.0783 −0.0062 0.0004 −0.0000 0.0000 −0.0000 0.0000
0.0951 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 −0.0000 0.0000 −0.0000
−0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 −0.0000 0.0000
0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 −0.0000
−0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004
0.0000 −0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0061
−0.0000 0.0000 −0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0779
0.0000 −0.0000 0.0000 −0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8900 −0.6591
−0.0000 0.0000 −0.0000 0.0000 −0.0000 0.0005 −0.0083 0.0951 −0.7285 2.8039

.
If we compute h(A) using the Taylor approximation, Pade approximation, Fantappiè’s definition, Schur method, Jordan
canonical form definition, Richter’s definition and Sylvester’s definition [18,16,21], then
eA =

2.8039 −0.6591 0.0779 −0.0061 0.0004 −0.0000 0.0000 −0.0000 0.0000 −0.0000
−0.7285 2.8900 −0.6659 0.0783 −0.0062 0.0004 −0.0000 0.0000 0.0000 0.0000
0.0951 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 −0.0000 0.0000 −0.0000
−0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 0.0000 0.0000
0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004 −0.0000
−0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0062 0.0004
0.0000 −0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0783 −0.0061
−0.0000 −0.0000 0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8904 −0.6659 0.0779
0.0000 0.0000 −0.0000 −0.0000 0.0005 −0.0083 0.0956 −0.7360 2.8900 −0.6591
−0.0000 0.0000 −0.0000 0.0000 0.0000 0.0005 −0.0083 0.0951 −0.7285 2.8039

.
Hence we can easily see that the values computed using these algorithms and Definition 2.1 are the same.
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We use the following definition which is given in [7,24]:
(a) Let A ∈ Cn×n. Any X such that X2 = A is a square root of matrix A [7,24].
Now to compare the new algorithm with other approaches, we consider the following examples:
Example 4.3. Let
A =
1 0 0 03 2 0 02 4 3 0
5 1 2 4
 ,
and f (x) = √x. Then λ(A) = {1, 2, 3, 4}, f (1) = ±√1, f (2) = ±√2, f (3) = ±√3 and f (4) = ±2.
Consider (λ0, f (λ0)) = (1, 1), (λ1, f (λ1)) = (2,
√
2), (λ2, f (λ2)) = (3,
√
3) and (λ3, f (λ3)) = (4,
√
4). By applying
Definition 2.1, we can get
f (A) = f (λ0)I + f [λ0, λ1](A− λ0I)+ f [λ0, λ1, λ2](A− λ0I)(A− λ1I)+ f [λ0, λ1, λ2, λ3](A− λ0I)(A− λ1I)(A− λ2I)
=
 1.7321 0 0 0−3.7321 −2.0000 0 02.2247 2.2247 2.4495 0
0.5639 0.7753 0.5505 3.0000
 .
Because f (x) = √x, now we compare this result with Definition (a)
(
√
A)2 =
1 0 0 03 2 0 02 4 3 0
5 1 2 4
 .
We can easily see that the values computed using both algorithms are the same. Also if we compute
√
A using the
Jordan canonical form definition, Taylor approximation, Pade approximation Schur method, Sylvester’s definition, Richter’s
definition, and Fantappiè’s definition [18,16,21], then we have
√
A =
 1.7321 0.0000 −0.0000 0.0000−3.7321 −2.0000 0.0000 −0.00002.2247 2.2247 2.4495 0.0000
0.5639 0.7753 0.5505 3.0000
 .
Therefore we can see that the values computed using these algorithms and Definition 2.1 are the same.
Example 4.4. Let
A =
1 2 3 42 3 4 13 4 1 2
4 1 2 3
 ,
and f (x) = √x. We have λ(A) = {−2.8284,−2.0000, 2.8284, 10}, f (−2.8284) = ±√−2.8284, f (−2.0000) =
±√−2.0000, f (2.8284) = ±√2.8284 and f (10) = ±10. Let (λ0, f (λ0)) = (−2.8284,
√−2.8284), (λ1, f (λ1)) =
(−2.0000,√−2.0000), (λ2, f (λ2)) = (2.8284,
√
2.8284) and (λ3, f (λ3)) = (10,
√
10). Now using Definition 2.1, we have
f (A) = f (λ0)I + f [λ0, λ1](A− λ0I)+ f [λ0, λ1, λ2](A− λ0I)(A− λ1I)
+ f [λ0, λ1, λ2, λ3](A− λ0I)(A− λ1I)(A− λ2I)
=
0.9137+ 1.0713i 0.4933− 0.0563i 0.6674− 0.3642i 1.0879− 0.6509i0.4933− 0.0563i 1.5083+ 0.4776i 1.0879− 0.6509i 0.0728+ 0.2304i0.6674− 0.3642i 1.0879− 0.6509i 0.9137+ 1.0713i 0.4933− 0.0563i
1.0879− 0.6509i 0.0728+ 0.2304i 0.4933− 0.0563i 1.5083+ 0.4767i
 .
Because f (x) = √x, now we compare this result with Definition (a)
(
√
A)2 =
1+ 0.0000i 2+ 0.0000i 3− 0.0000i 4− 0.0000i2+ 0.0000i 3− 0.0000i 4− 0.0000i 1+ 0.0000i3− 0.0000i 4− 0.0000i 1+ 0.0000i 2+ 0.0000i
4− 0.0000i 1+ 0.0000i 2+ 0.0000i 3− 0.0000i
 .
Now we have
‖A− (√A)2‖∆ ≤ 10−6.
We can easily see that differences of values computed using both algorithms are insignificant.
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Also if we compute
√
A using Fantappiè’s definition, Jordan canonical form definition, Sylvester’s definition, Taylor
approximation, Pade approximation, Schur method, and Richter’s definition, then we get
√
A =
0.9137+ 1.0713i 0.4933+ 0.0563i 0.6674+ 0.3642i 1.0879− 0.6509i0.4933− 0.0563i 1.5083+ 0.4776i 1.0879− 0.6509i 0.0728+ 0.2304i0.6674− 0.3642i 1.0879− 0.6509i 0.9137+ 1.0713i 0.4933+ 0.0563i
1.0879− 0.6509i 0.0728+ 0.2304i 0.4933− 0.0563i 1.5083+ 0.4767i
 .
Hence we can see that the values computed using these algorithms and Definition 2.1 are the same.
In [7,24] the function eA is defined as follows:
(b) eA = I + A+ A
2
2! + · · · +
Ak
k! + · · · .
Example 4.5. Let
A =
(
0 α
−α 0
)
,
and g(x) = ex. We have λ(A) = {−αi, αi}, g(−αi) = e−αi and g(αi) = eαi, where i = √−1.
Consider (λ0, g(λ0)) = (−αi, e−αi) and (λ1, g(λ1)) = (αi, e−αi). By Definition 2.1, we can obtain
g(A) = g(λ0)I + g[λ1, λ0](A− λ0I)
=
(
e−αi 0
0 e−αi
)
+ e
αi − e−αi
αi+ αi
{(
0 α
−α 0
)
−
(−αi 0
0 −αi
)}
=
 e
αi + e−αi
2
eαi − e−αi
2i
−e
αi − e−αi
2i
eαi + e−αi
2
 = ( cosα sinα− sinα cosα
)
.
In [7,24], using Definition (b), the function eA is determined as follows:(
cosα sinα
−sinα cosα
)
.
We can see that the results obtained using both definitions are the same.
Also if we compute eA using the Jordan canonical form definition, Sylvester’s definition, Pade approximation, Fantappiè’s
definition, Schur method, and Richter’s definition, then
eA =
(
cosα sinα
−sinα cosα
)
.
We can see that the values computed using these algorithms and Definition 2.1 are the same.
Example 4.6. Let
A =
(−49 24
−64 31
)
,
and g(x) = ex. We get λ(A) = {−17,−1}, g(−17) = e−17 and g(−1) = e−1.
Let (λ0, g(λ0)) = (−17, e−17) and (λ1, g(λ1)) = (−1, e−1). By applying Definition 2.1, we can write
g(A) = g(λ0)I + g[λ0, λ1](A− λ0I)
=
(
e−1 0
0 e−1
)
+ e
−17 − e−1
−17+ 1
{(−49 24
−64 31
)
−
(−1 0
0 −1
)}
∼=
(
0.735759 0.551819
−1.471518 1.103638
)
.
This example is solved in [16] and eA is computed using the following truncation of its Taylor series as follows:
59∑
k=0
Ak
k! =
(−0.735759 0.551819
−1.471518 1.103638
)
.
We can easily see that the values computed using both algorithms are the same.
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Also if we compute eA using the Jordan canonical form definition, Sylvester’s definition, Pade approximation, Fantappiè’s
definition, Schur method, and Richter’s definition, then
eA ∼=
(
0.735759 0.551819
−1.471518 1.103638
)
.
We can see that the values computed using these algorithms and Definition 2.1 are the same.
5. Extension of the method
In the previous section we discussed the determination of a matrix function when the eigenvalues of a matrix were
distinct. In this section, similarly to Hermite interpolation [28], we will extend Definition 2.1 to the case where the
characteristic roots are not necessarily distinct.
Theorem 5.1. For arbitrary numbers ξ0 < ξ1 < · · · < ξm and yki for k = 0, 1, . . . , ni − 1, i = 0, 1, . . . ,m, where∑m
i=0 ni = n+ 1, there exists precisely one matrix polynomial of order n which satisfies
p(k)(ξiI) = yki I, k = 0, 1, . . . , ni − 1, i = 0, 1, . . . ,m, (5.1)
where I is the identity matrix of order n+ 1.
Proof. We first show uniqueness: Consider the matrix polynomial Q (A) = P1(A) − P2(A) of the difference between two
matrix polynomials of order n satisfying in (5.1). We can write
P1(z) = a0 + · · · + anzn H⇒ P1(A) = P1(z)|A = a0I + · · · + anAn,
P2(z) = b0 + · · · + bnzn H⇒ P2(A) = P2(z)|A = b0I + · · · + bnAn,
Q (z) = P1(z)− P2(z) = (a0 − b0)+ · · · + (an − bn)zn,
and
Q (A) = Q (z)|A = P1(A)− P2(A) = (a0 − b0)I + · · · + (an − bn)An.
Then we have
Q (m)(z) = P (m)1 (z)− P (m)2 (z)
⇒ Q (m)(A) = Q (m)(z)|A = (P (m)1 (z)− P (m)2 (z))|A = P (m)1 (z)|A − P (m)2 (z)|A.
It can be seen that
Q (m)(z)|ξiI = P (m)1 (z)|ξiI − P (m)2 (z)|ξiI
⇒ Q (m)(ξi)I = [P (m)1 (ξi)− P (m)2 (ξi)]I = 0¯I
⇒ Q (m)(ξi) = P (m)1 (ξi)− P (m)2 (ξi) = 0, k = 0, 1, . . . , ni − 1, i = 0, 1, . . . ,m.
ξi is at least an ni-fold root of scalar polynomial Q , so that Q has altogether n + 1 = ∑mi=0 ni roots. Thus Q must vanish
identically, since its degree is less than n+ 1.
Now we show existence: Existence is a consequence of uniqueness. In the proof of uniqueness we showed
P (k)(ξiI) = yki I ⇒ P (k)(ξi) = yki , k = 0, 1, . . . , ni − 1, i = 0, 1, . . . ,m, (5.2)
where P is a scalar polynomial of order n. (5.2) is a system of n + 1 linear equations for n + 1 unknown coefficients cj of
the polynomial P(x) = c0 + c1x + · · · + cnxn. The matrix of this system is not singular, because of the uniqueness of the
solution. Hence the linear system (5.2) has a unique solution for arbitrary right-hand sides yki . This implies that (5.1) has a
unique solution for arbitrary right-hand sides yki I for k = 0, 1, . . . , ni − 1, i = 0, 1, . . . ,m. 
Definition 5.1. Let A be an (n + 1)-by-(n + 1) real matrix where its eigenvalues are not necessarily distinct, λ(A) =
{λ0, λ1, . . . , λn} where λ0 ≤ λ1 ≤ · · · ≤ λn, and f : C → C be defined on λ(A) and f (z) be analytic at z = λi for
i = 0, 1, . . . , n. Now we define f (A) as follows:
f (A) =
n∑
i=0
K [λ0, . . . , λi]
i−1∏
j=0
(A− λjI), (5.3)

K [λi, . . . , λi+k] = f
(k)(λi)
k! , if λi = λi+k,
K [λi, . . . , λi+k] = f [λi+1, . . . , λi+k] − f [λi, . . . , λi+k−1]
(λi+k − λi) , otherwise.
(5.4)
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Example 5.1. Let
A =

1 0 0 0 0 0 0 0 0 0
12 1 0 0 0 0 0 0 0 0
3 14 1 0 0 0 0 0 0 0
4 5 6 1 0 0 0 0 0 0
5 6 0 0 1 0 0 0 0 0
6 7 6 9 10 1 0 0 0 0
7 6 9 10 1 2 1 0 0 0
8 9 10 1 2 3 4 1 0 0
9 10 1 2 4 4 6 6 1 0
10 1 2 44 8 8 6 8 8 1

,
and h(x) = ex. We have λ(A) = {1, 1, . . . , 1}. By using Definition 5.1, we get
h(A) = eA = h(1)I + h′(1)(A− I)+ h
′′(1)
2! (A− I)
2 + · · · + h
(9)(1)
9! (A− I)
9
=

3 0 0 0 0 0 0 0 0 0
33 3 0 0 0 0 0 0 0 0
236 38 3 0 0 0 0 0 0 0
574 128 16 3 0 0 0 0 0 0
111 16 0 0 3 0 0 0 0 0
2400 618 90 24 27 3 0 0 0 0
3576 1006 0171 52 30 5 3 0 0 0
6116 1895 362 126 88 19 11 3 0 0
15342 05212 1101 0424 291 73 49 16 3 0
49682 17616 3933 1599 1045 295 212 87 22 3

.
If we compute eA using the Taylor approximation, Pade approximation, Schur method, Richter’s definition, and Buchheim’s
definition [18,16,21], then we have
eA =

3 0 0 0 0 0 0 0 0 0
33 3 0 0 0 0 0 0 0 0
236 38 3 0 0 0 0 0 0 0
574 128 16 3 0 0 0 0 0 0
111 16 0 0 3 0 0 0 0 0
2400 618 90 24 27 3 0 0 0 0
3576 1006 0171 52 30 5 3 0 0 0
6116 1895 362 126 88 19 11 3 0 0
15342 05212 1101 0424 291 73 49 16 3 0
49682 17616 3933 1599 1045 295 212 87 22 3

.
Hence we can see that the values computed using these algorithms and Definition 5.1 are the same. Notice that because
eigenvalues of A are not necessarily distinct, we cannot use Sylvester’s definition.
Example 5.2. Let
A =
93 0 0 0−1 93 0 01 1 93 0
−1 −1 1 93
 ,
and h(x) = √x. We have λ(A) = {93, 93, 93, 93} and h(93) = ±√93.
By applying Definition 5.1, we can obtain
h(A) = √A = h(93)I + h′(93)(A− 93I)+ h
′′(93)
2! (A− 93I)
2 + h
′′′(93)
3! (A− 93I)
3
=
 9.6437 0 0 0−0.0518 9.6437 0 02.5000 1.0000 1.0000 0
−0.0524 −0.0521 0.0518 9.6437
 .
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Because h(x) = √x, now we compare this result with Definition (a) given in Section 4, by
(
√
A)2 '
93 0 0 0−1 93 0 01 1 93 0
−1 −1 1 93
 .
Also if we compute
√
A using the Taylor approximation, Pade approximation, Schur method, Richter’s definition, and
Buchheim’s definition [18,16,21], then we get
√
A =
 9.6437 0 0 0−0.0518 9.6437 0 02.5000 1.0000 1.0000 0
−0.0524 −0.0521 0.0518 9.6437
 .
We can see that the values computed using these algorithms and Definition 5.1 are the same.
Example 5.3. Compute eA for the matrix
A =
(−7 −4 −3
10 6 4
6 3 3
)
.
We have λ(A) = {0, 1, 1}. By using Definition 5.1, we can write
eA = I + (e− 1)A+ A(A− I) =
( 6− 7e 3− 4e 2− 3e
−6+ 10e −3+ 6e −2+ 4e
−6+ 6e −3+ 3e −2+ 3e
)
.
This example is solved in [7,24] and eA is computed using the Jordan canonical form definition as follows:
eA =
( 6− 7e 3− 4e 2− 3e
−6+ 10e −3+ 6e −2+ 4e
−6+ 6e −3+ 3e −2+ 3e
)
.
We can easily see that the values computed using both algorithms are the same. Also if we calculate eA using Buchheim’s
definition, Taylor approximation, Pade approximation [18,16,21], Schur method, and Richter’s definition, then
eA =
( 6− 7e 3− 4e 2− 3e
−6+ 10e −3+ 6e −2+ 4e
−6+ 6e −3+ 3e −2+ 3e
)
.
Therefore we can see that the values computed using these algorithms and Definition 5.1 are the same.
6. Application in control theory
Consider the mass–spring–friction system shown in Fig. 1(a). The linear motion concerned is in the horizontal direction.
The free-body diagram of the system is shown in Fig. 1(b). The force equation of the system is
f (t) = M d
2y(t)
dt2
+ Bdy(t)
d(t)
+ Ky(t). (6.1)
This equation is rearranged by equating the highest-order derivative term to the rest of the terms:
d2y(t)
dt2
= − B
M
dy(t)
d(t)
− K
M
y(t)+ 1
M
f (t). (6.2)
The state diagram of the system is constructed as shown in Fig. 1(c). By defining the outputs of the integrators on the state
diagram as state variables x1, x2 the state equations are
dx2(t)
d(t)
= − K
M
x1(t)− BM x2(t)+
1
M
f (t),
dx1(t)
d(t)
= x2(t),
⇒

dx1(t)
d(t)
dx2(t)
d(t)
 = ( 0 1−K
M
−B
M
)(
x1(t)
x2(t)
)
+
(
0
f (t)
M
)
. (6.3)
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Fig. 1. (a) Mass–spring–friction system. (b) Free-body diagram. (c) State diagram.
Now we consider
x(t) =
(
x1(t)
x2(t)
)
, x˙(t) =

dx1(t)
d(t)
dx2(t)
d(t)
 ,
A =
(
0 1
−K
M
−B
M
)
, B =
(
0
1
M
)
,
then
x˙(t) = Ax(t)+ Bf (t). (6.4)
Now suppose f (t) = 0. We have
x˙(t) = Ax(t)+ Bf (t) −→ x˙(t) = Ax(t).
In general the state-transition matrix [25] is defined as a matrix that satisfies the linear homogeneous state equation:
x˙(t) = Ax(t). (6.5)
Let K(t) be an n× nmatrix that represents the state-transition matrix; then it must satisfy the equation
K˙(t) = AK(t).
Furthermore, suppose that x(0) denotes the initial state at t = 0; then K(t) is also defined by the matrix equation
x(t) = K(t)x(0), (6.6)
which is the solution of the homogeneous state equation for t ≥ 0.
One way of determining K(t) is by taking the Laplace transform [25] on both sides of (6.5) that yields
x(t) = `−1[(sI − A)−1]x(0) t ≥ 0. (6.7)
By comparing (6.5) with (6.6), the state-transition matrix is identified to be
K(t) = `−1[(sI − A)−1]. (6.8)
The homogeneous state equation (6.5) can be solved by using the classical method of solving linear differential equations.
Thus the following solution is obtained
K(t) = eAt . (6.9)
But eAt is a matrix function, hence we can compute f (A) = eAt by using the proposed Definitions 2.1 and 5.1.
Example 6.1. Consider the state equation(
x˙1(t)
x˙2(t)
)
=
(
0 1
−2 −3
)(
x1(t)
x2(t)
)
+
(
0
1
)
f (t).
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The problem is to determine the state vector x(t) for t ≥ 0 when input is f (t) = 0 for t ≥ 0. The coefficient matrices are
identified to be
A =
(
0 1
−2 −3
)
, B =
(
0
1
)
.
Therefore we have
sI − A =
(
s −1
2 s+ 3
)
.
The inverse matrix of (sI − A) is
(sI − A)−1 = 1
s2 + 3s+ 2
(
s+ 3 1
−2 s
)
.
The state-transition matrix of A is found by taking the inverse Laplace transform of the last equation. Thus we can write
K(t) = `−1[(sI − A)−1] =
(
2e−t − e−2t e−t − e−2t
−2e−t + 2e−2t −e−t + 2e−2t
)
.
By substituting K(t) in (6.6), we have
x(t) =
(
2e−t − e−2t e−t − e−2t
−2e−t + 2e−2t −e−t + 2e−2t
)
x(0). (6.10)
Now by using f (D) = eD where D = tA, we solve this example. Noticing that f (x) = ex and λ(A) = {−2,−1}, we have
f (−2) = e−2 and f (−1) = e−1.
Consider (λ0, f (λ0)) = (−2, e−2) and (λ1, f (λ1)) = (−1, e−1).
We can write
f (D) = e−D = e−At =
(
e−2t 0
0 e−2t
)
+ e
−t − e−2t
−t + 2t
{(
0 t
−2t −3t
)
−
(−2t 0
0 −2t
)}
.
Therefore
K(t) = eAt =
(
2e−t − e−2t e−t − e−2t
−2e−t + 2e−2t −e−t + 2e−2t
)
, (6.11)
x(t) =
(
2e−t − e−2t e−t − e−2t
−2e−t + 2e−2t −e−t + 2e−2t
)
x(0). (6.12)
We can easily see that the computed values (6.10) and (6.12) using both algorithms are the same. Hence we solved this
problem without computing the inverse matrix and inverse Laplace transform.
Now we use Verde-Star’s method to compute eAt . By using (1.3) and computing gk(t) and hm, we can get
eAt =
(
2e−t − e−2t e−t − e−2t
−2e−t + 2e−2t −e−t + 2e−2t
)
. (6.13)
We can see that the computed values using Verde-Star’s method and the introduced method are the same. Notice that, by
the introduced method, we solved this problem without computing gk(t) and hm.
7. Conclusions
In this work, we employed Newton divided differences and Hermit interpolation for computing a matrix function. We
presented an algorithm for computing the function of a matrix. The new method was tested on several problems. The
obtained results show that the new approach is efficient. These methods can be used for solving some important problems
in control theory without computing the inverse matrix and inverse Laplace transform. We used the well known software
MATLAB to do the computations.
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