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Abstract: The basket-like geometry of cyclodextrins (CDs), with a cavity able to host hydrophobic
groups, makes these molecules well suited for a large number of fundamental and industrial
applications. Most of the established CD-based applications rely on trial and error studies,
often ignoring key information at the atomic level that could be employed to design new products
and to optimize their use. Computational simulations are well suited to fill this gap, especially
in the case of CD systems due to their low number of degrees of freedom compared with typical
macromolecular systems. Thus, the design and validation of solid and efficient methods to simulate
and analyze CD-based systems is key to contribute to this field. The behavior of supramolecular
complexes critically depends on the media where they are embedded, so the detailed characterization
of the solvent is required to fully understand these systems. In the present work, we use the inclusion
complex formed by two α-CDs and one sodium dodecyl sulfate molecule to test eight different
parameterizations of the GROMOS and AMBER force fields, including several methods aimed to
increase the conformational sampling in computational molecular dynamics simulation trajectories.
The system proved to be extremely sensitive to the employed force field, as well as to the presence
of a water/air interface. In agreement with previous experiments and in contrast to the results
obtained with AMBER, the analysis of the simulations using GROMOS showed a quick adsorption
of the complex to the interface as well as an extremely exotic behavior of the water molecules
surrounding the structure both in the bulk aqueous solution and at the water surface. The chirality
of the CD molecule seems to play an important role in this behavior. All together, these results are
expected to be useful to better understand the behavior of CD-based supramolecular complexes such
as adsorption or aggregation driving forces, as well as to introduce new methods able to speed up
general MD simulations.
Keywords: cyclodextrins; molecular dynamics simulations; bulk; interface; solvent order; sampling
improvement
1. Introduction
The behavior of native cyclodextrins (CDs) in aqueous solution and at the air/water interface is
much more complex than expected just considering their apparently simple molecular structure [1–3].
Consequently, the correct prediction of their properties and skills such as their solubility, their ability
to adsorb at interfaces, or to encapsulate a variety of molecules is not straightforward; not to mention
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their propensity to aggregate forming different patterns in the bulk solution and at the water/air
interface [4–6]. It is not a surprise then that the behavior of native and modified CDs, as well as that of
the supramolecular complexes they form upon interacting with different types of molecules, is not
trivial [7].
In spite of their great potential for a large number of applications, atomic level information of
CD molecules, which is key to understand how structure relates to function, is really scarce. It is also
important to remember that, like most functional supramolecular systems, CDs are not static and that
only by visualizing them in action it is possible to understand how structure and function are connected.
Moreover, a detailed structural-dynamic description at atomic resolution that explicitly includes
the surrounding molecules is crucial to fully understand the behavior of supramolecular complexes
since such behavior is strongly correlated with the entire multi-component system where they are
embedded. Without the ability to understand dynamic structural changes, the design, development,
and optimization of applications using CDs has been traditionally based on empirical trial-and-error
essays as well as a fair degree of serendipity.
Computational simulations are commonly employed to study a large variety of systems
including proteins, peptides, DNA, lipids, surfactants, and heterogeneous mixtures of different
molecules in different solvents [8,9]. More specifically, molecular dynamics (MD) simulations are
increasingly popular because they can provide structural, energetic, dynamic, and even mechanistic
information. Computational studies of CDs are not so common, although a significant number of
works based on MD simulations and docking of these molecules have already been published [10–12].
The number of degrees of freedom of single (native or modified) CDs is much lower than that of typical
macromolecules. So, computational studies of these cyclic oligosaccharides are expected to be able to
easily sample their conformational space and so to provide a good understanding of their behavior
at the atomic level, as well as the connection of such behavior with macroscopic properties. Single CDs
and CD complexes can be computationally studied in aqueous solution using relatively small simulation
boxes and explicit solvent: ~3000 water molecules at room temperature and atmospheric pressure
are typically enough to exhibit negligible direct interaction of these molecules with their periodic
images. Using last-generation computational resources, it is feasible to get atomistic trajectories of
such systems in the microsecond timescale. However, CDs and CD complexes at concentrations
employed in typical applications often aggregate, adsorb to interfaces, penetrate other media such
as lipid bilayers, and acquire new levels of organization both in bulk solution and at interfaces.
The study of such aggregates requires longer timescales and larger simulation boxes, and so, much
more computational effort than that required for the study of single molecules. The implementation
of methods to increase the sampling of the conformational space at lower computational cost is
then convenient to better approach the convergence of the most important properties of the studied
systems. A practical general solution to speed up MD simulations is to use the so called coarse-grained
(CG) force fields, where groups of atoms are represented by single beads [13], hence decreasing
the number of degrees of freedom, mainly those that move faster. This also allows increasing the time
step for the integration of the motion equations by more than one order of magnitude, as well as to
smooth the energy landscape, avoiding kinetically trapped states and facilitating the evolution of
the system towards the equilibrium. This method proved to work exceptionally well mainly for lipid
membranes. Using this approach, it is more difficult to describe the behavior of other molecules -such
as proteins or DNA- in a realistic way, so internal restraints are typically used to overcome obvious
artifacts [14]. In any case, the atomistic structure of the systems simulated at CG resolution can be
recovered by applying different algorithms [15,16]. CG parameterizations of CDs have been made
in the past [17] but they are not expected to be fully reliable since the larger van der Waals radius
of CG beads significantly reduces the volume of the cavity, thus seriously affecting their ability to
encapsulate molecules as well as the accessible conformational space of the system. An alternative to
save computational time is the use of multiple time-step algorithms such as RESPA (Reference System
Propagator Algorithm) [18,19], but they have proved to introduce serious artifacts in some cases [20,21].
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A different and very simple general method to efficiently increase the sampling of MD simulations was
proposed by Feenstra et al. 20 years ago [22]. The method consists of transferring mass from heavy
atoms to hydrogens (Hs) to slow their movement. This allows significantly increasing the time step for
the integration of the motion equations. As a result, it is possible to reach longer trajectories as well as to
smooth the energy landscape (as in CG simulations) by keeping the atomistic resolution of the system
(in contrast to CG simulations). It is worth mentioning that the mass of the atoms is definitely much less
critical for equilibrium properties than topological features (bond distances, angles, dihedrals, torsions,
etc.), van der Waals, and electrostatic interactions. This can be experimentally demonstrated by the fact
that structural and thermodynamic properties of many deuterated systems are indistinguishable from
those of the equivalent hydrogenated structures (this has been specifically verified for CD systems) [23].
The Feenstra method, also called the HMR (hydrogen mass repartitioning) method, has been tested
for many systems providing good results [24,25]. CD systems have also been simulated using this
method for all-atom (AA) force fields with a mass transfer of 2 Da per H and a time step of 4 fs instead
of the standard 2 fs [26]. In general, AA force fields allow transferring a maximum of 2 Da from heavy
to the bound H atoms due to the possible presence of methyl groups. A mass transfer of 2 Da from
a single C atom to three H implies reducing the mass of such carbon atom from 12 to 6 Da. This makes
it impossible to transfer more mass without leaving the carbon lighter than the Hs to which it is
bound. In contrast to AA force fields, the HMR method applied to united atom (UA) force fields such
as GROMOS allows transferring up to 3 Da from heavy atoms to the bound polar H atoms (non-polar
H atoms are implicit in this force field and so not explicit methyl groups nor Hs in aliphatic chains are
present in this case). Consequently, using the mass transfer approach, the time step in UA force fields
could be increased up to 7 fs, instead of 4 fs. It is worth to test the effect of a direct mass increase in
the explicit Hs of UA force fields, avoiding the repartition proposed by Feenstra to increase the time
step. The application of this method would not have the limitation implicit in AA force fields due to
the large number of explicit H atoms present in that representation, which would imply a significant
increment of mass, thus making the movement of the total molecule too slow. As a consequence,
the increase of mass in AA force fields could reduce the sampling even if the time step is increased.
The mass increase of just polar Hs from 1 to 2 Da is justified based on the experimental fact that only
the polar H atoms are spontaneously deuterated (thus doubling their mass) when they are solvated
in deuterated water [1,23]. In the present work, we propose to also test the mass increase of just
the polar H up to 4 Da. This is expected to virtually mimic the behavior of the molecules with a heavier
isotope of H (quadium) without the risk of subtracting too much mass to the bound carbon atoms,
thus compromising the thermodynamic behavior of the global system. This last method will be named
H2Q from here on. To our knowledge, the HMR method using UA force fields has not been tested yet
for CD systems and the H2Q method has been marginally essayed (a literature revision is included
in [22]) but not analyzed in detail.
The validation of any new methodology implies the comparison to a recognizable reference method
to demonstrate equivalence of the obtained results. The selection of a system sensitive enough to subtle
and precise discrepancies among the different methodologies is also crucial. In the present paper, we will
focus on the behavior of the supramolecular 2:1 complex formed by α-CD and sodium dodecyl sulfate
(SDS) (see Figure 1) in the bulk of aqueous solutions and also at water/air interfaces. CD-surfactant
mixtures are especially interesting because they proved to exhibit interesting aggregation, mechanical,
and adsorption properties under certain experimental conditions (concentration range and temperature)
where the presence of 2:1 complexes dominate the solution [4–6,27–30] but the molecular interactions
leading to such behavior are unclear. This can be illustrated by an specific example: The adsorption of
α-CD2SDS1 complexes at interfaces leading to a monolayer has been conclusively demonstrated by
different methods including surface tension, rheology, ellipsometry, Brewster angle microscopy (BAM),
atomic force microscopy (AFM), and neutron reflectometry (NR), [5,6,23] although the adsorption
driving force of those structures at the interface are still unknown. Additionally, preliminary work
from our group indicates that this system is extremely sensitive to the parameterization, as will be
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shown in the present work. The selection of this highly sensitive system for which a lot of experimental
information is available, and its study both in bulk and in the presence of an air/water interface,
will allow testing several force field parameterizations as well as methods to speed up MD simulations
of CD complexes at the time that the obtained information can be connected to the macroscopic
properties of the system. The essayed methods could be later trustingly employed in larger and longer
scale studies of similar systems. We will especially focus on the detailed analysis of the packing
and structure of the solvent around the target complex, assuming that they have an important impact
in its behavior, including their adsorption or penetration to media of different polarity, as well as to
define their stoichiometry, topology, and also the stability of the corresponding structures. The role of
the solvent structure for the aggregation and adsorption of different molecules has been discussed for
many decades in the context of the hydrophobic effect [31]. However, the organization of the solvent in
the immediate environment of solutes is not commonly characterized in detail and so the impact of such
organization is often implicitly ignored. The strong correlation between the order of the lipids induced
by pore proteins or modified carbon nanotubes in a membrane and the toxicity of the systems [32] has
been recently reported. The structure of water around proteins has also been widely analyzed [33,34].
In the case of CD systems, many interaction mechanisms are unknown, and they are simply ignored
in benefit of experimentally improving formulations just based on trial-and-error essays. The order
of the solvent around CD complexes is expected to be key to explain many of such mechanisms,
including how they aggregate, adsorb and organize at interfaces, or sequester molecules from lipid
membranes. Several studies have analyzed this behavior for native and modified CDs using different
methods [35–37] and some groups called the attention on the order of water around CD complexes [26],
but no detailed studies have been performed on this latter issue.
In what follows, we will describe a number of methods employed to simulate CD-based complexes
in the water solution and at water/air interfaces. The α-CD2SDS1 structure will be taken as a reference
system for the present study. Then, the obtained results will be analyzed in detail with specific
strength in the local density and order of water molecules around the complex using different
simulation methods.
Figure 1. Two-dimensional representation of an α-cyclodextrin (CD) (left) and of an α-CD2SDS1
complex (right) with the oxygen atoms labelled. Just the polar H atoms are shown in the left figure.
The surfactant molecule is represented in yellow sticks and transparent spheres while the two CDs in
the complex are presented in lines and sticks.
2. Materials and Methods
2.1. Set Up of the Simulation Boxes and MD Simulation Parameters
Several sets of MD simulations were performed starting from one preassembled α-CD2SDS1
complex located at random positions and orientations in pre-equilibrated 5 × 5 × 5 nm3 water
boxes. The GROMOS [38] and AMBER [39,40] force fields were tested. For the simulations with
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GROMOS, the topology of SDS was built based on the 54a7 parameters and SPC water molecules
were employed as explicit solvent [41]. For the α-CD molecule, different GROMOS parameterizations
were essayed in order to slow down high-frequency motions thus allowing to increase the time
step for the integration of the motion equation (see Section 2.2). TIP3P water molecules [42] were
used for all the simulations with AMBER [39,40], and three different parameterizations were also
employed for the SDS and α-CD molecules in this force field (see Section 2.2). The initial structure of
the complex was taken from previous works [43]. For the studies at the interface, the Z dimension
of the water boxes was enlarged by a factor of three thus getting 5 × 5 × 15 nm3 boxes with two
water/air interfaces parallel to the XY plane. In all cases, one Na+ ion was introduced using the genion
tool from the GROMACS 2018 package to neutralize the system. The same simulation parameters
were employed for all the simulations, regardless the parameterization method. First, the simulation
boxes were energy minimized using the steepest descent method. Approximately 500-ns-long MD
trajectories for the simulations based on the GROMOS force field and 150-ns-long trajectories for
the simulations using AMBER, all of them at 283 K, were generated. This temperature was employed
because both the adsorption and the formation of 2:1 complexes are much more favorable at 283 K than
at 298 K [5,6,23]. The NPT ensemble was employed for the simulations in solution and in the NVT
ensemble for the simulation in the presence of water/air interfaces. Between one and three replicas
of every simulation using different initial random velocities from a Maxwell–Boltzmann distribution
at 283 K were performed. The GROMACS 2018 engine [44,45] was employed to get all the MD
trajectories. The temperature was controlled using the V-rescale thermostat [46] with a coupling
constant of 0.1 ps. For the simulations at constant pressure (1 bar), a Parrinello-Rahman barostat [47]
with a compressibility of 4.5·10−5 bar−1 was employed. The coupling constant for the barostat was
0.5 ps for the simulations with a time step of 2 fs and 1.5 ps for the simulations with a time step of 7 fs.
Long range electrostatic interactions were calculated using the particle mesh Ewald method [48,49] with
a real-space cutoff of 1.2 nm, a 0.15 nm spaced grid, and fourth-order B-spline interpolation. The Ewald
sum in three dimensions with a correction term (EW3DC) was used to avoid artifacts due to interactions
between periodic images in the Z direction for the simulations with slab geometry. The equations of
motion were integrated using the leapfrog method [50]. The SETTLE [51] algorithm was employed
to constrain the bond lengths and angles of water molecules while the LINCS [52] algorithm was
employed to constrain the bond lengths of the CD molecules. During the MD simulations, coordinates
and energies were stored every 10 ps for analysis.
2.2. Parameterization Methods
Five types of simulations were performed using a standard parameterization of the GROMOS
54a7 force field for the SDS molecule and different modifications for α-CD molecule in order to increase
the sampling (see Introduction section), namely: (i) Simulations using the GROMOS 54a7 force field [38]
based on a parametrization of the glucopyranoside (GPU) units as building blocks [53] and using a time
step of 2 fs for the integration of the motion equations (G_2); (ii) an alternative parameterization for
the CDs based on G_2 but including the transference of 3 Da of mass to the H atoms from the bounded
heavy atoms (O2, O3 or O6) and using the same time step (HMR_2); (iii) the latter parameterization
(using the mass transfer to the H atoms) but with a time step of 7 fs (HMR_7) [22]; (iv) another alternative
parameterization for the CDs also based on the G_2 parameterization but increasing the mass of
the polar H atoms (H2, H3, and H6) from 1 to 4 Da, while the mass of the rest of the atoms remains
unchanged, and using a time step of 2 fs (H2Q_2); and (v) the latter parameterization (mass increase in
the polar H atoms of 3 additional Da) but using a time step of 7 fs (H2Q_7). Additionally, three different
AMBER/GAFF parameterizations for the CD molecule were employed: (i) A first parameterization
obtained by applying the antechamber [54,55] tool to the whole molecule and using RESP (Restrained
Electrostatic Potential) charges (AMBER RESP); (ii) a second parameterization also using RESP charges
and the antechamber tool applied just to the methylated GPU rings, which were then pasted together
to form the topology of the whole CD (this method will be named AMBER BB-RESP); and (iii) a last
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parameterization equivalent to the previous one, i.e., using the GPUs as building blocks, but using
AM1-BCC charges instead of RESP (this will be named AMBER BB-AM1). The SDS molecule was
parameterized as a single entity in all cases, using the RESP and AM1-BCC charges, thus obtaining
two different parameter sets. All the simulations using GROMOS were performed with the SPC
water model [41] while the simulations with AMBER/GAFF were performed using the TIP3P water
model [42,56] for the solvent. For the simulations using AMBER, no modification in the mass of the H
atoms was performed.
2.3. Analysis of the Trajectories
For the simulations in the bulk solution, the 12 O4 atoms (Figure 1) of the two CDs were employed
to fit the structure of the complex along each trajectory. Additionally, in order to facilitate the analysis,
the segment joining the center of the O4 atoms of each CDs was aligned with one of the coordinate axes.
The behavior of the water molecules around the complexes and the internal motion of the different
CD atoms within the complex were analyzed in three different ways: (i) Water density maps for
3-Å-width slices perpendicular to the symmetry axis of the complex were determined using the last
10,000 frames of each trajectory with a resolution of 0.5 × 0.5 Å2. A total of 9 slices per structure were set,
taking the center of the 12 O4 atoms of the two CDs as a reference. The first slice includes 1.5 Å towards
each CD while the remaining 8 slices are located between 1–4, 4–7, 7–10, and 10–13 Å towards each CD
of the complex. Thus, the segment going from 1 to 1.5 Å in the direction of each CD is accounted for in
two different slices. In order to assess the specificity in the local orientation of the water molecules,
the average dipolar moment was determined for the same slices, over the same number of frames,
and for the same resolution. (ii) A single 3-Å-width slice parallel to and including the symmetry axis
of the complex was taken and again the density of water molecules as well as their average dipolar
moment in that plane was determined using the same resolution and frames from the MD trajectories;
and (iii) 13 1-Å-width concentric shells centered in the symmetry axis of the complex were taken
and the same analysis was performed using cylindrical coordinates.
For the simulations of a single complex in the presence of water/air interfaces, the final conformation,
regardless whether or not it is located at the water surface, was aligned with one of the coordinate
axes and the resulting structure was employed to align the whole trajectory again using the O4 atoms
as a reference. The distance between the center of the O4 atoms and the center of mass of the water,
as well as the yaw, pitch, and roll angles, referred to the water surface, as a function of time were
determined (see Figure 2). The hydration of each GPU unit within the complex, also as a function of
time, was also determined using cutoff values of 3 and 5 Å around any atom of these rings. The same
calculation was performed taking as a reference just the center of each ring with the same cutoff values
measured from this point. The water density maps and dipolar moment analysis were determined for
the trajectory segments where each of the six rings of one of the CDs exhibits the minimum hydration,
thus guaranteeing that such a ring is orientated towards the air in when the structure is adsorbed.
Thus, for the simulations at the interface, a set of density maps and dipolar moment distribution plots
was obtained for each GPU group.
For all the simulations, the number of CD-CD and CD-water hydrogen bonds (H-bonds), as well
as their lifetime, were also determined using the hbonds tool from the GROMACS 2018 package. The rest
of the analysis was performed using our own code based on the MDanalysis python package [57,58].
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Figure 2. Representation of simulation boxes with an α-CD2SDS1 complex in the bulk aqueous
solution (left) and in the presence of an air/water interface (middle). The supramolecular structure
in the second image appears adsorbed with the symmetry axis parallel to the interface. Definition
of the yaw, pitch, and roll angles for an α-CD2SDS1 complex (right). The three rotation angles are
defined with respect to the interface shown in the central image. The CD molecules that are closer
(CD1) and further (CD2) from the SDS polar head in the complex are represented in red and orange,
respectively, with the glucopyranoside (GPU) rings in sphere representation and the hydroxyl groups
in sticks. The sodium dodecyl sulfate (SDS) molecule is in yellow sticks, with the Sulphur atom
as a sphere.
3. Results
First, 500-ns-long trajectories of oneα-CD2SDS1 complex in the bulk aqueous solution and exposed
to the water/air interface were generated using five different simulation methods for the GROMOS
force field: G_2, HMR_2, HMR_7, H2Q_2, and H2Q_7. For the simulations using the three different
parameterizations of the AMBER/GAFF force field, 150-ns-long trajectories, also in the bulk solution
and at the water/air interface, were generated. In short, the complexes were stable in all the MD
simulations. For the simulations using GROMOS in the presence of interfaces, they were spontaneously
adsorbed during the first few ns and remained floating during the rest of the trajectory with the symmetry
axis parallel to the water surface (Figure 2 (middle) and Figure 3). The complexes were much less tight in
the simulations using AMBER/GAFF and, in contrast with experimental evidences and with the results
obtained with GROMOS, they did not adsorb to the interface using this force field. When they reached
the interface by diffusion using AMBER/GAFF, they stayed with the symmetry axis perpendicular
to the surface during a few ns and then they went back to the bulk solution. Thus, the results from
the two force fields, regardless the parameterization method, were opposite in this sense. The next
sections will present the results obtained from the G_2 method in the bulk aqueous solution, used
as reference for the validation of the rest of the methodologies, and a description of the main similitudes
and differences is performed.
3.1. Simulations in the Bulk Aqueous Solutions Using the G_2 Metho
The water density map as well as the local dipole moment of the water molecules as a function of
the position was determined in several slices (see Methods) perpendicular and parallel to the symmetry
axis of the complex (Figures 3 and 4), as well as in cylindrical coaxial shells centered in the same
symmetry axis (Figure 5). The slice parallel to and centered in the nanocylinder symmetry axis showed
a fanciful distribution and orientation of the water molecules around the 2:1 structure (Figure 3).
The water had three 1.5-Å-width high–low–high-density layers, respectively, before reaching the bulk
behavior. The water density distribution along the complex symmetry axis was very similar on both
sides of the structure (i.e., for both CD molecules) but the water orientation changed significantly
as a function of the distance to the oxygen atoms of the CDs (O2, O3, O4, O5, and O6) as well as of
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the distance to the sulfur atom of the SDS head. There were four zones where the water orientation
was very specific, namely around the O6 atoms of both CDs, around the O2-O3 atoms of the CD that is
closer to the SDS head, and a last region surrounding the sulfur atom of the SDS. The highly orientated
water molecules were located in the first layer around the complex, where the density of the solvent
was high. There were also zones where the water density was significantly higher compared to the bulk
solution but where the average dipole moment of water molecules was negligible. The orientation of
the water molecules in the second and third 1.5-Å-width layers around the supramolecular structure
(with low and high density, respectively) also canceled the average dipolar moment. In addition to
the water density and orientation, the position of the CD oxygen atoms throughout the last 10,000
frames of the studied trajectories was represented (Figure 3, in red, black, purple, grey, and green,
for O2, O3, O4, O5, and O6, respectively). The motion amplitude of the different oxygen atoms was
much larger for O6 than for O2, O3, O4, and O5; and slightly larger for O2 and O3 than for O4 and O5.
This justifies using O4 as reference atoms to align CD structures.
The same analysis was performed for nine additional 3-Å-width slices along and perpendicular to
the nanocylinder symmetry axis (Figure 4). This view of the water density and ordering allowed a more
detailed perspective of the water around the complex. In contrast to the density profile, the water
dipolar moment of equivalent slices (at the same distance from the center of the CD-CD interface)
for both CDs was significantly different. The reason for this difference is clearly the proximity to
the charged SDS head, as shown in the perpendicular slice (Figure 3). The petal-shaped density
profiles observed for the slices between 7 and 10 Å from the center of the CD-CD interface revealed
a highly anisotropic motion of the O6 atoms of both CDs (Figures 3–5) likely due to the chirality of
GPU rings of the CD molecules. It can be clearly seen that the orientation of the petals was clockwise
and counterclockwise in the CDs that were further and closer to the head of the SDS molecule,
respectively. This is because the O6 atoms producing this motion were orientated towards opposite
directions along the symmetry axis of the complex. This particular motion of the O6 atoms seemed
to be accompanied by water molecules since a high-density layer with similar geometry appears
for both CDs. An interesting transition from a circular to hexagonal and again to circular density
profile was observed for the slices centered at the interface between both CDs, as well as for those
between 1–4 Å and 4–7 Å on both sides of the structure. This apparent shift results from the six-ring
topology of both CDs combined with the opposite orientation of one CD with respect to the other
in the complex. The GPU rings of both CD molecules were perfectly aligned, forming quite stable
O2-H2-O3 and O2-H3-O3 intermolecular CD1-CD2 H-bonds (Table 1). The hexagons formed by
the O5 atoms of both CDs were rotated 60 degrees with respect to each other in this conformation,
which fit exactly with the relative orientation of the two hexagons appearing for the two slices at 1–4 Å
from the center of the complex. Notably, there were six specific sources of the dipole moment vector
field in the slice corresponding to the interface between both CDs. Such dipole moments had radial
symmetry in this plane and the location of the corresponding sources was slightly shifted towards
the head of the SDS molecule, as it had been previously mentioned (Figures 3 and 4). This was
reflected in significant differences between both CDs in the H-bond pattern and lifetimes involving
O2-H2 and O3-H3 hydroxyls (see below). The O5 atoms were in the slices at 4–7 Å from the center
of the complex while the O4 and O6 atoms of the CDs, as well as the sulfur atom of the surfactant
molecule, fluctuated between the same slice and that at 7–10 Å. As in the slices corresponding to ±1.5 Å
and 1–4 Å, the three high–low–high-density water layers between the solute and the bulk solution were
perfectly visible at 4–7 Å. In this case, the hexagonal symmetry was lost, probably due to the influence
of the O6 atoms movement. For the CD that was closer to the SDS head (CD1), some of these water
molecules were significantly ordered in this slice. Finally, for the most external layers corresponding to
10–13 Å from the center of the structure, only the effect of the solute in the water molecules, translated
into a petal-shaped density profile, can be seen. Some order in the water molecules that were closer to
the SDS head can also be envisaged from the orientation of their dipole moments in this region.
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Figure 3. Water density (blue-white gradient from highest to lowest) and average water dipole moment
(orange vectors) around the α-CD2SDS1 complex in the aqueous solution (left) and in the presence of
water/air interface (right) for four trajectories generated using the GROMOS force field with the G_2
method (original GROMOS 54a7 force field with 2 fs time step) (top) and the AMBER/GAFF building
block parameterization based on GPU rings with RESP charges (bottom). The O2 (red), O3 (black),
O4 (purple), O5 (grey), and O6 (green) atoms of the two CDs comprising the complex, together with
the sulfur atom of the SDS molecule (yellow), are also represented. The last 10,000 frames of one
trajectory with the complex aligned to the O4 atoms were employed for these calculations. A resolution
of 0.5 × 0.5 Å2 in the XZ plane for a 3 Å width slice perpendicular to the Y axis and centered in
the symmetry axis of the complex was considered to generate the plot.
The analysis shown in Figure 5 is complementary to those of Figures 3 and 4. Thirteen 1-Å-thick
coaxial shells centered in the symmetry axis of the complex were considered and cylindrical coordinates
were employed. It can be noticed that the deepest water molecules appeared at 7–8 Å from the center
of the structure, just between the O2 and O3 atoms, i.e., at the interface between both CDs. At 8–9 Å,
the shape of the rings can be perfectly appreciated from the high density of water around them.
The complementary profile was observed between 9–10 Å while the water density was uniform
at more than 12 Å from the center of the complex. Overall, these complementary views of the water
density, oxygen atoms, and water dipolar moment indicate that the solvent fits perfectly well to
the complex structure.
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Figure 4. Water density (blue–white gradient from highest to lowest) and average water dipole moment
(orange vectors) around the α-CD2SDS1 structure in aqueous solution for a trajectory generated
using the G_2 method (original GROMOS 54a7 force field with 2 fs time step). Nine 3 Å width
slices perpendicular to the symmetry axis of the complex and comprising the atoms at the indicated
distances (R) from the center of the structure, were considered. The position of each slice is indicated
by the brackets and arrows. The O2 (red), O3 (black), O4 (purple), O5 (grey), and O6 (green) atoms
of the two CDs comprising the complex, together with the sulfur atom of the SDS molecule (yellow),
are also represented. The last 10,000 frames of one trajectory with the complex aligned to the O4 atoms
were employed for these calculations. A resolution of 0.5 × 0.5 Å2 in the YZ plane was considered to
generate each plot. Equivalent plots for the rest of the studied parameterization methods are shown in
the Supplementary Materials.
In order to study the internal motion of the CD molecules, the area of the hexagons formed
by the different oxygen atoms of the two CDs was monitored as a function of time (see Figure 6).
The significant difference between the areas of the hexagons formed by O2 and those formed by O3 can
be explained by the intramolecular and intermolecular H-bond pattern involving the corresponding
hydroxyl groups. The hydroxyls containing O2 always donate the H2 atom to the O3 atom of
the GPU unit in the opposite CD, thus participating in an intermolecular H-bond. In turn, the hydroxyls
containing the O3 atoms always donate the corresponding H3 to the O2 atom belonging to the contiguous
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GPU group within the same CD, thus participating in an intramolecular H-bond. Experimental evidence
of this specific behavior has been previously observed [59]. The correlation between the areas of
the hexagons formed by the different oxygen atoms and the H-bonds of the corresponding hydroxyl
groups is illustrated in Figure 6. Abrupt increases in the area of the hexagon formed by a given oxygen
type were always accompanied by the rupture of H-bonds involving the corresponding hydroxyl
group, and vice versa. There were slight differences of just 1–2 Å2 between the areas of the hexagons
formed by the same type of oxygens from different CDs, larger for O3 and O5 of the CD that was
closer to the SDS head (CD1) and for the O2 of the CD that was further (CD2). In general, these areas
were practically constant with time, mainly those obtained from O4 atoms. The O6 was an exception
to this behavior, showing sharp variations of more than 40 Å2 between minimum and maximum
areas. Such variations were related to the high amplitude of the movement of these atoms leading to
the petal-shaped patterns shown in Figure 4.
Figure 5. Water density (blue–white gradient from highest to lowest) and average water dipole moment
(orange vectors) around the α-CD2SDS1 structure in aqueous solution for a trajectory generated using
the G_2 method (original GROMOS 54a7 force field with 2 fs time step). Thirteen 1 Å thick coaxial shells
centered in the symmetry axis of the complex were considered but only the more representative six are
shown with the corresponding maximum and minimum radius indicated in each image. Cylindrical
coordinates are employed, for clarity. The distances to the symmetry axis corresponding to each shell
are indicated in the figure. The O2 (red), O3 (black), O4 (purple), O5 (grey), and O6 (green) atoms of
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the two CDs comprising the complex, together with the sulfur atom of the SDS molecule (yellow),
are represented in all the images as a reference even though they are not within the indicated radii.
The last 10,000 frames of one trajectory with the complex aligned to the O4 atoms were employed
for these calculations. A resolution of 0.5 × 0.5 Å2 in the ϕx plane was considered to generate
each plot. Equivalent plots for the rest of the studied parameterization methods are shown in
the Supplementary Materials.
Figure 6. Area of the hexagons formed by the six O2 (red), O3 (black), O4 (purple), O5 (grey), and O6
(green) atoms of the CD molecules that are closer (solid thick lines) and further (dotted thin lines) from
the SDS head. The right-upper plot (red-squared) shows the area of the hexagons formed by the six O2 of
CD1 (thick red line) and CD2 (thin red line) between 50 and 150 ns together with: (i) The intramolecular
H-bonds between the hydroxyl groups 2 and 3 of the CD that is closer and further to the SDS head (thick
and thin blue lines, respectively); and (ii) the intermolecular H-bonds between the hydroxyl groups 2
and 3 of the first CD and second CD (thick yellow line) and vice versa (thin yellow line). The right-lower
plot (black-squared) shows the same H-bond information as in the red-squared box, compared to
the area of the hexagon formed by the six O3 of CD1 (thick black line) and CD2 (thin black line).
This figure was obtained from the simulation of the α-CD2SDS1 structure in aqueous solution for
a trajectory generated using the G_2 method (original GROMOS 54a7 force field with 2 fs time step).
All the curves were moving-averaged over 3.5 ns in order to remove noise. Equivalent plots for the rest
of the studied parameterization methods are shown in the Supplementary Materials.
3.2. Comparison between G_2 and Other Simulation Methods Using GROMOS and AMBER/GAFF Force
Fields in the Bulk Aqueous Solution
The 2:1 complexes in the simulations using GROMOS with the HMR and the H2Q methods with
both time steps (2 and 7 fs) were stable and provided indistinguishable water density and dipolar
moment profiles compared to the G_2 method (see Figures S2–S5 and Figures S8–S11). The projection
of the motion of the different oxygen atoms along the trajectories was also identical for each group
of simulations, indicating that the pathway and the amplitude of the internal motions of the CD
groups and SDS molecule remained unaffected by the mass transfer or mass increase. This was also
reflected in the indistinguishable areas of the hexagons formed by the oxygen atoms (Figures S12–S15).
However, the results were quite different for the simulations using the AMBER/GAFF force field.
In this case, the three high–low–high-density water layers were also visible, together with the dipole
moment vector field of water molecules, but the motion of the CD oxygens was much more important
and isotropic i.e., no privileged directions were observed in their motions. In Figure 3 and Figure S1,
only the position of O5, O3, and O6 atoms were visible, O2 and O4 being shielded by them. Figures S6
and S7 show that the hexagonal shape water layer that was clear with the different parameterizations
of GROMOS at 1–4 Å from the center of the structure was not visible when using the AMBER/GAFF
force field. Additionally, the petal-shaped projection of the O6 motion was not present at all when
using AMBER/GAFF. The three parameterizations of the AMBER/GAFF force field provided similar
water densities and dipole moment profile, regardless of the method used to determine the partial
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charges and to parameterize the molecule (Figure 3, Figures S1, S6, and S7). For the AMBER/GAFF
force field, the analysis of water density in concentric shells produced completely uniform patterns
(not shown). There was also an important dipole moment vector field of water molecules around
the structure of the complex, mainly near the SDS head, for the simulations with this force field.
The areas formed by different types of oxygens using the AMBER/GAFF parameterization based on
GPUs building blocks are shown in Figures S16 and S17. When using the AM1-BCC charges, the area
of the hexagons formed by the six O6 atoms was significantly shorter than for the RESP charges.
For this latter parameterization, the areas were more similar to those using the different versions of
the GROMOS force field. In general, the areas obtained from AMBER/GAFF simulations were lower
and fluctuated more than those using GROMOS.
3.3. H-Bond Analysis of Simulations in the Bulk Aqueous Solution
The number of intramolecular, CD-CD, and CD-water H-bonds were also equivalent for all
the simulations using variations of the GROMOS force field (Table 1). In contrast, significant differences
were observed for the corresponding H-bond lifetimes. In general, lifetimes of simulations using a time
step of 7 fs were between 1.7 and 3.5 times larger than the equivalent simulations using a time step of 2 fs.
The impact of the mass change at a constant time step in the H-bond lifetime was negligible for most
H-bonds. The largest difference appeared for the lifetimes of the intramolecular H-bonds of the CD
that was further from the SDS head. Even though the number of H-bonds was practically identical,
their lifetimes for G_2 were 1640 ps while for HMR_2 was 1437 ps and for H2Q_2 was 1678 ps. It is
interesting to see the different behavior of the interfacial hydroxyl groups (O2H2 and O3H3) between
both CDs. The hydroxyl groups of CD1 formed significantly more H-bonds with water molecules than
those of CD2. As a result, the intramolecular H-bonds of CD2 were twice more stable than those of
CD1. This is reproducible with all methods based on the GROMOS and also on AMBER/GAFF force
field, and it could be related to the higher order of water molecules around the hydroxyl groups of CD1
than of CD2 (see Figures 3–5 and Figures S1–S8) induced by the closer proximity to the ionic SDS head.
In general, the number of H-bonds obtained from any of the simulations using the AMBER/GAFF
force field were very different from those obtained from the simulations based on the GROMOS force
field. As shown in Table 1, for the simulations using AMBER/GAFF, the average number of CD1-CD2
intermolecular H-bonds was almost half (~9.4 vs. 5.5–5.8) of that using any of the GROMOS methods.
The lifetime of these H-bonds obtained using the three AMBER/GAFF parameterizations was also
significantly different to each other: 20.56, 37.61, and 18.21 ps for AMBER RESP, AMBER BB-RESP,
and AMBER BB-AM1, respectively. In contrast, the number of intramolecular H-bonds was similar for
all the AMBER/GAFF and GROMOS simulations, although the lifetime was much lower in AMBER
than for the GROMOS parameterizations. The reduction in intermolecular CD1-CD2 H-bonds with
AMBER/GAFF was compensated by a significant increase in the number of H-bonds between the O2H2
or O3H3 hydroxyls of both CDs and water molecules. The lifetime of such H-bonds was similar for
AMBER/GAFF and for the GROMOS parameterizations. The O5 atom also participated in a larger
number of H-bonds with water when using AMBER/GAFF than GROMOS, although the corresponding
lifetime was similar. The number of H-bonds involving O6 was similar for all the parameterizations,
just slightly lower for AMBER/GAFF.
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Table 1. Average number of different H-bonds contributions and simulation methods together with
the corresponding lifetimes in ps (in brackets) for the different molecular dynamics (MD) simulations
in the bulk solution.



































































































































































































































































3.4. Simulations at the Water/Air Interface Using the Different Parameterizations of the GROMOS Force Field
The α-CD2SDS1 complex was quickly adsorbed in the simulations where the interface was
present, and it remained “floating” with the symmetry axis parallel to the water surface for the rest
of the trajectories. A few exceptions to this behavior took place in some replicas of our simulations,
where the structure rotated 90◦ and remained close to the interface with the symmetry axis perpendicular
to the water surface. This behavior does not seem to depend on the different variations of the simulation
method based on GROMOS and it is quite general for this force field, but it eventually appeared in
some of the trajectories. An example of this behavior is shown in Figure S36 for the H2Q method with
a time step of 2 fs, where the rotation took place at approximately 430 ns. The impact of the rotation
of the structure was perfectly clear in the distance between the center of mass of the structure
and that of the water molecules in the simulation box as well as in the pitch, yaw, and roll angles
(see definition in Figure 2). The pitch angle went to 90◦ and the yaw and roll angles became much noisier
(Figure S36). Notably, the hydration level of the different GPU residues after the rotation was lower
than the maximum values reached by some residues when the structure was parallel to the interface.
The possible presence of these alternative orientations for the complex (parallel and perpendicular to
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the interface) has been discussed in the past [23] using a battery of experimental data. Our simulations
clearly indicate that the most probable orientation is that with the symmetry axis parallel to the surface
but the rotation that appears in some simulations suggests that it could also be a marginal population
of the perpendicular orientation. When the orientation of the complex was parallel to the surface,
the level of water at which the 2:1 structure floats fluctuated significantly (± 3 Å), as indicated by
the distance between the center of mass of the water molecules and that of the 2:1 complex (Figure 7,
first row). The pitch angle was very small in all cases, indicating that the α-CD2SDS1 complex was
really parallel to the water surface and it did not fluctuate significantly. The yaw angle changed slowly,
although it did not seem to have a unidirectional rotation. However, the roll angle exhibited a clear
trend to increase in the trajectory shown in Figure 7, completing more than four full turns after 450
ns. A similar increase in the roll angle can be seen in Figure S34 for one of the replicas of the HMR
method with a time step of 2 fs and, to a lesser extent, in the H2Q simulation with time step of 7 fs
shown in Figure S37. For the HMR_7 simulation shown in Figure S35, the average roll angle also
increased although the structure only rotated 1.5 turns after 500 ns, while in the simulation shown in
Figure S36, corresponding to the H2Q method with a time step of 2 fs, the rotation was small and it
took place in the opposite direction. The anisotropic motion of the O6 atoms might favor the rotation
of the roll angle in a single direction, although this could be shielded by other coupled movements.
Actually, it is interesting to observe the orientation change of the α-CD2SDS1 complex at the interface,
from parallel to perpendicular, which took place in the simulation where the roll angle decreased.
The hydration level of the different GPU rings in the two CDs showed an interesting behavior with
different patterns along the trajectories (see Figure 7 and Figures S34–S37, rows 3–5). For some periods,
the hydration of most residues was quite high and fluctuated (around 50 ns in Figure 7) while for
other periods the level of hydration of all residues was significantly lower (long period around 225 ns
in Figure 7). The periods corresponding to low hydration seem to correlate with the regions where
the distance between the complex and the center of mass of the water was larger and relatively stable,
while the regions with high fluctuations seem to correspond to those where the complex was more
buried in the water phase (shorter distance to the center of mass of the water molecules). Notably,
the level of hydration in all residues was relatively low after the 90◦ rotation in the trajectory shown in
Figure S36, even though the structure was less exposed to the air in that case.
Figure 7. Distance between the center of the O4 atoms of the two CDs in the α-CD2SDS1 structure
and the center of mass of the water molecules (first row). Yaw (red), pitch (blue), and roll (black) angles
of the 2:1 complex as defined in Figure 2 with respect to the water/air interface (second row). Number of
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water molecules at less than 3 Å of any atom of the CD that is closer (solid lines) and further (dashed lines)
to the SDS head in the complex (third to fifth rows). Rows 3, 4, and 5 represent GPU units {1,4},
{2,5}, and {3,6} for one CD (black lines), respectively, and the corresponding GPU units (i.e., those in
the same generatrix of the nanocylinder-shaped structure) of the opposite CD (red lines). This plot
results from the analysis of a MD trajectory using the G_2 parameterization method in the presence of
a water/air interface. Equivalent plots for the rest of the studied parameterization methods are shown
in the Supplementary Materials.
For the calculation of the density maps, only the frames corresponding to the minimum hydration
level of each GPU group were selected, assuming that the rings with the minimum hydration level for
a given frame are orientated towards the air. The density maps were similar to those corresponding
to the complex in the bulk solution, but in this case, the exposition to the air left a region completely
dried. The complementary density maps are shown in Figure 3 (right-top) as well as in Figures 8
and 9. Figure 3 displays the comparison between the water density profile in the bulk solution and that
at the interface. Upon adsorption, a significant number of highly packed water molecules were
released, which could provide an entropic contribution to the adsorption. Notably, the high orientation
of the water molecules around the complex also seemed to decrease, as revealed by the shorter
dipole moment vector field shown around the complex structure (Figures 3, 8 and 9, Figures S18–S21,
and Figures S24–S27). However, the wet region of the complex maintained the water structure around
with a pattern that was quite similar to that in the bulk solution. The density maps shown as a function
of the distance to the symmetry axis of the complex (Figure 3, right-top) reveals that the SDS head was
slightly bent towards the water, since the density of sulfur in the dried region was slightly lower than
that in the wet region.
The transition from a circular to hexagonal and again to circular density profile that had been
observed in the bulk solution was also maintained at the interface despite the partial drying of
the complex (Figure 8). Notably, even the petal-shaped density profiles induced by the particular
movement of the O6 atoms were clearly seen in the presence of air/water interface (Figure 8).
This suggests that just a few water molecules were required to avoid the loss of symmetry around
the complex caused by the movement of the O6 groups. The complementary analysis shown in Figure 9
reveals that a thin layer of water appeared at a radius from the center of 7–8 Å, just between the O2
and O3 atoms, at the interface between both CDs, as happened in the case of the bulk simulations.
However, even at this distance, the layer of waters was not completely uniform.
The area of the hexagons formed by the six O2, O3, O4, or O5 atoms for the simulation
at the interface were similar to those corresponding to the simulation in the bulk solution
(Figure 10 and Figures S28–S31). The O6 again presented strong variations between the minimum
and the maximum area. However, the amplitudes of the motion of these atoms leading to
the petal-shaped patterns shown in Figure 9 were now a bit decreased in comparison to the results in
the bulk (Figure 6 and Figures S12–S15).
3.5. H-Bond Analysis of Simulations at the Water/Air Interfaces Using the Different Parameterizations
of the GROMOS Force Field
As in the case of the bulk solution, the number of intramolecular, CD-CD, and CD-water H-bonds
were also equivalent for all the simulation methods (Table 2). In general, the average number of H-bonds
seemed to be higher at the interface than in the bulk solution, although the discrepancies were not
large. Again, important differences were observed in the H-bond lifetimes with all simulation methods.
The most significant variation was observed between the lifetime of intramolecular H-bonds of CD1 vs.
the same contribution in CD2, as in the case of the simulations in the bulk solution. That difference
was attributed to the long-range effect of the charged SDS head, which induced a significant dipolar
moment in the water molecules around CD1 and favored the interaction the O2-H2 and O3-H3 of
this CD with water, compared to the equivalent interactions of CD2. In turn, the intramolecular
H-bonds between O2-H2 and O3-H3 of CD2 were more stable than those for CD1. In this case,
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the relative difference is not as large as in the case of the simulations in the bulk solution, which might
be due to the significant decrease in the dipolar moment of water around the complex in the bulk
solution compared to the simulations at the interface. For the simulation using G_2, the lifetime
values of the intramolecular H-bonds of CD1 and CD2 in aqueous solution were ~852 ps and ~1640 ps,
respectively, while the equivalent interactions at the interface were ~1248 ps and ~1989 ps. In contrast
with the simulations in the bulk aqueous solution, the presence of O4-water H-bonds was significant,
although relatively low, at the interface. The H-bond pattern, completely reproducible with all the tested
simulation methods using GROMOS (considering the correction factor observed in the simulations
with a 7 fs time step), illustrates the significant increase in the number and stability of H-bonds from
bulk to interface as well as the differences between both CDs in the supramolecular complex.
Figure 8. Water density (blue–white gradient from highest to lowest) and average water dipole moment
(orange vectors) around the α-CD2SDS1 structure at the water/air interface for a trajectory generated using
the G_2 method (original GROMOS 54a7 force field with 2 fs time step). Nine 3 Å width slices perpendicular
to the symmetry axis of the complex were considered. The position of each slice is indicated by the brackets
and arrows. The O2 (red), O3 (black), O4 (purple), O5 (grey), and O6 (green) atoms of the two CDs comprising
the complex, together with the sulfur atom of the SDS molecule (yellow), are also represented. A selection of
the last 10,000 frames of one trajectory with the complex aligned to the O4 atoms, corresponding to the frames
where the GPU number 1 of the first CD has the minimum hydration, were employed for these calculations.
A resolution of 0.5 × 0.5 Å2 in the YZ plane was considered to generate each plot. Equivalent plots for the rest
of the studied parameterization methods are shown in the Supplementary Materials.
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Figure 9. Water density (blue–white gradient from highest to lowest) and average water dipole moment
(orange vectors) around the α-CD2SDS1 structure at the water/air interface for a trajectory generated using
the G_2 method (original GROMOS 54a7 force field with 2 fs time step). Six 1 Å thick coaxial shells centered
in the symmetry axis of the complex were considered and cylindrical coordinates are employed, for clarity.
The distances to the symmetry axis corresponding to each shell is indicated in the figure. The O2 (red),
O3 (black), O4 (purple), O5 (grey), and O6 (green) atoms of the two CDs comprising the complex, together
with the sulfur atom of the SDS molecule (yellow), are also represented. The last 10,000 frames of one trajectory
with the complex aligned to the O4 atoms were employed for these calculations. A resolution of 0.5× 0.5 Å2 in
theϕx plane was considered to generate each plot. Equivalent plots for the rest of the studied parameterization
methods are shown in the Supplementary Materials.
Figure 10. Area of the hexagons formed by the six O2 (red), O3 (black), O4 (purple), O5 (grey), and O6
(green) atoms of the CD molecules that are closer (solid lines) and further (dashed lines) from
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the SDS head. This plot corresponds to the simulation of the α-CD2SDS1 structure at the water/air
interface for a trajectory generated using the G_2 method (original GROMOS 54a7 force field with
2 fs time step). Equivalent plots for the rest of the studied parameterization methods are shown in
the Supplementary Materials.
Table 2. Average number of different H-bonds contributions and simulation methods together with
the corresponding lifetimes in ps (in brackets) for the different simulations at the water/air interface.
















































































































































































































































































For the simulations at the interface, the distance between the center of mass of the simulation
box and that of the complex, the roll, yaw, and pitch angles, the profile of the number of water
molecules for each glucopyranoside ring as a function of time, and the area of the hexagons formed by
different groups of oxygen atoms were also indistinguishable using the different GROMOS simulation
methods and time steps of 2 and 7 fs (see Supplementary Materials). The number of intermolecular
CD-CD and CD-water H-bonds were also equivalent between the two groups of simulations. As in
the case of the simulations in the bulk solution, only the H-bond lifetimes were significantly increased.
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This indicates that both the HMR and the H2Q methods lead to identical structural results also in
the interface and that the internal relative movements of the solute atomic groups are also identical.
3.6. Analysis of Simulations Using the AMBER Force Field in the Presence of the Water/Air Interfaces
Using the AMBER force field, the α-CD2SDS1 complex did not significantly adsorb at the interface
and so the water density analysis and the determination of H-bonds for comparison with the simulations
based on the GROMOS force field cannot be properly done. The complex can be observed very close
to the interface at times during the MD trajectories due to its diffusion but it was not stable enough to
perform a reasonable characterization (see Figures S38 and S39). Interestingly, when it was close to
the interface, it appeared with the symmetry axis in the perpendicular orientation. The density profile
corresponding to these simulations is shown in Figure 3 (right-bottom) and Figure S1 but the water/air
interface cannot be appreciated because the complex does not stay at the interface for a significant
time. Thus, the water density profile, dipole moment vector field, and H-bond pattern (Table 2)
of these trajectories were quite similar to those obtained for the same force field in the bulk solution.
4. Discussion
The system selected for this study, a α-CD2SDS1 complex, proved to be extremely sensitive to
different factors including temperature, concentration range, and the presence of water/air interface.
A number of different experimental methods including calorimetry, surface tension, rheology, neutron
reflectometry, ellipsometry, and several microscopies were employed to characterize its behavior
under different conditions [1,5,6,23]. Several studies were also performed by using β-CD2SDS1
instead of α-CD2SDS1 complexes [4,27,28], as well as other similar structures that provide interesting
self-assembly patterns in the bulk solution and at interfaces [29,30]. However, the driving forces
responsible for those events and arrangements are not clear. The connection between atomistic
and macroscopic level information might be employed to design new applications as well as to
optimize the already established employments of these systems. CDs are well suited for atomic
resolution computational studies due to their small size and low number of degrees of freedom.
A number of docking and computational studies involving CDs have been published [10–12,26]
but the use of these tools is much less extended for these molecules than in protein, peptide, or lipid
systems. Thus, the proposal and validation of reliable and efficient computational methods for CD
systems is expected to contribute to acquire a better knowledge able to complement the interpretation
of wet-lab measurements.
Here, we performed MD simulations of α-CD2SDS1 complexes in the bulk aqueous solution
as well as in the presence of water/air interfaces using five different parameterizations of the GROMOS
force field and three different parameterizations of the AMBER/GAFF force field. The different
parameterizations tested using GROMOS were aimed at optimizing the sampling, minimizing the use
of computational resources. For this, we took advantage of manipulating the highest frequency
motions, which in any molecule corresponds to the lightest atoms, i.e., the Hs. The time step employed
in MD simulations for the integration of the motion equation is necessarily limited by these fastest
degrees of freedom. For this reason, a time step of 2 fs is employed in most atomic force fields. Different
methods have been proposed and tested to overcome this limitation. We decided to compare MD
simulations using the standard GROMOS 54a7 force field (G_2), simulations transferring 3 Da of
mass to the H atoms from the bound heavy atoms with 2 fs (HMR_2) and 7 fs (HMR_7) time steps,
and simulations increasing the mass of H atoms from 1 to 4 Da with the same time steps (H2Q_2
and H2Q_7). Preliminary work performed in our lab indicated that simulations using AMBER
behave significantly different from those using GROMOS for CD systems. Thus, we decided to test
three different parameterizations of this force field, trying to explain the source of such discrepancy
with experiments as well as with results using GROMOS. Simulations of the α-CD2SDS1 complex
using the eight different parameterizations were performed in the bulk aqueous solution and also
in the presence of water/air interfaces. As expected, the mass increase of H in the GROMACS
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parameterization using the H2Q method slows down the motion of these atoms, thus producing
stable trajectories even with a time step of 7 fs. It has been said that the application of this method
could negatively contribute to the sampling when applied to AA force fields, even if the time step
is larger, due to slower diffusion that the resulting heavier molecules would exhibit [22]. However,
for UA force fields, the impact of the mass increase is much lower. This can be illustrated by a simple
calculation: by increasing the mass of all H atoms of the α-CD molecules in 3 Da, the total mass increase
of the molecule would be 18.5% in an AA representation and just 5.5% when using the GROMOS force
field. The difference is even larger for the SDS molecule since the total mass increase using an AA force
field would be 26% while the lack of polar H atoms in this molecule implies that the mass does not
change at all upon the application of this method using the GROMOS force field. In addition to the latter
argument, the mass increase just in the polar H atoms for the UA force fields can also be justified based
on the experimental fact that only the polar H atoms are spontaneously deuterated (thus doubling
their mass) when they are solvated in deuterated water [1,23]. This experimental increase of mass just
in the α-CD polar Hs maintains the stoichiometry, enthalpies, and equilibrium constants of the binding
with SDS molecules, as revealed by ITC measurements performed using different isotopic contrasts,
namely α-CD with hydrogenated and deuterated SDS in deuterated and non-deuterated water [23].
Our proposal of increasing the H mass from 1 to 4 Da is based on the hypothesis that the use of quadium
instead of deuterium (another mass increase by a factor of 2) also maintains the thermodynamic
behavior of this system. Note that in this work, we did not change the parameterization of the water,
which is equivalent to using one of the several possible isotopic contrasts. Our results provide almost
indistinguishable results using the different GROMOS parameterizations, regardless of the mass of
the H atoms. The highly specific density maps as well as the water dipole moment vector field were
absolutely reproducible in all the details, both in the bulk solution and at the interface. It is worth to
mention that the application of the mass increase just for the polar H atoms in AA force fields would
not represent any advantage since the presence of nonpolar light H atoms would not make possible to
increase the time step.
The simulations using the AMBER/GAFF force field provided completely different results,
illustrating the high sensitivity of this system. In all the simulations performed in the presence of
water/air interface using the different parameterizations of the GROMOS force field, the complex
quickly adsorbed with the symmetry axis parallel to the surface. The perpendicular orientation was
also observed in some marginal cases of this force field. Again, these results do not seem to depend
on the method employed to deal with the mass of the H atoms nor on the time step. However,
for the simulations performed using the AMBER force field, the affinity of the complex by the interface
is negligible. In these simulations, the complex does not adsorb to the interface at all or, when it
is adsorbed, the orientation is perpendicular to the surface (see Results section). The source of this
discrepancy seems to be in the low number of intramolecular CD1-CD2 H-bonds in the complex
for this force field, almost half the amount observed for all the parameterizations using GROMOS.
Since the strength of the H-bonds critically depends on the partial charges, the three AMBER/GAFF
parameterizations tested were performed in completely different ways, namely (i) using the antechamber
tool with RESP charges for the whole CD; (ii) using the antechamber tool with RESP charges to
parameterize the methylated GPUs and then manually pasting them together to build the topology
of the whole CD; and (iii) same as (ii) but using AM1-BCC charges. The first strategy introduces
an artificial asymmetry in the charge distribution for chemically equivalent groups so the other two
approaches, based on the building block strategy, could be considered as more reliable. The results
coming from the three different AMBER/GAFF parameterizations are significantly different to each
other but they match in the number of intramolecular CD1-CD2 H-bonds in the complex, approximately
half of that observed for all the simulations using GROMOS, as well as in the larger number of H-bonds
between the hydroxyls involving O2 and O3 with the solvent molecules. Thus, the differences between
the two force fields rely on the intrinsic force field parameters (bond and angle constants) more than
in the partial charges. The impact of this specific difference between both force fields is extremely
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serious for this system due to its high sensitivity to the presence of the water/air interface. As a result,
the α-CD2SDS1 complexes exhibit no significant affinity to the interface with AMBER/GAFF, in contrast
to experimental results and with the simulations using the different parameterizations of the GROMOS
force field. These results indicate that the AMBER/GAFF force field does not describe the behavior of
this system in a reliable way, regardless of the method employed to get the partial charges. Additionally,
the simulations using GROMOS suggest a possible driving force for the adsorption of the CD-based
complexes. The high specificity of the water distribution around the complex, like a well-fitted dress
over the structure, with a relatively low number of H-bonds between the CDs and the water, play the role
of a hydrophobic solvent shell that is partially released upon adsorption to the interface. This is
expected to provide a favorable entropic contribution associated to this process. For the simulations
using AMBER/GAFF, there is also a high-density water shell around the complex, but it is much less
specific than in the case of GROMOS and the number of H-bonds with the CDs is significantly higher in
the case of AMBER/GAFF. Thus, the force field parameters, providing a lower number of intermolecular
CD1-CD2 H-bonds, lead to an important qualitative difference since they determine whether or not
the structure adsorb to the interface. As stated above, there are conclusive experimental evidences on
the adsorption of α-CD2SDS1 complexes at the water/air interface, but there is also an open discussion
on its orientation with respect to the surface plane [23]. A combination of atomic force microscopy,
neutron reflectometry, and ellipsometry experiments suggests that the symmetry axis of the complex is
parallel to such surface [6,23] but there are not conclusive evidences for this. Our simulations using
different parameterizations of GROMOS also indicate that the most probable orientation is the parallel
one, but the perpendicular orientation also appeared marginally in some simulations. This suggests
that both orientations might live together at the interface with different probability.
Some of our results could be extrapolated to other similar systems such as β-CD2SDS1 complexes,
which exhibit an extremely interesting aggregation behavior in the bulk aqueous solution [4].
The driving force for the self-aggregation of such complexes and for the stabilization of the resulting
mesoscopic structures has been discussed [27,28] but the arguments are not conclusive. Simulations of
this complex in aqueous solution, using the H2Q_7 method, are expected to reproduce the aggregation
pattern with atomic resolution, at least at a modest size scale of 10–15 nm. Additionally, the aggregation
of α-CD2SDS1 complexes in the bulk solution has not been experimentally studied and it is expected
to also produce interesting patterns with potential practical applications.
5. Conclusions
In the present work, we provide a detailed analysis of the behavior of the water aroundα-CD2SDS1
complexes in the bulk aqueous solution and at the water/air interface. For the simulations using
different parameterizations of the GROMOS force field, highly specific density patterns and dipole
moment vector fields are observed. The internal movement of the different groups within the complex
are described and connected with the profile of specific regions with high water density. Especially
interesting is the trajectory of the O6 atoms, showing an anisotropic petal-shaped profile probably
due to the chirality of the GPU rings of the CD molecules. Such a movement seems to provoke
a unidirectional rotation around the symmetry axis of the complex when it is adsorbed at the water/air
interface. The adsorption of the complex is observed to be very quick (just a few ns) and the complex
remains stable with its symmetry axis parallel to the water surface for the rest of the trajectory. However,
a significant oscillation of the structure (~3 Å amplitude) with respect to the water surface is observed.
The adsorption of the complex allows releasing of a significant number of highly packaged water
molecules as well as a partial disorder of the solvent. This is translated in a decrease of the local sources
and sinks of the dipolar moment vector field. Such release of packed water molecules and the associated
decrease of solvent order could represent an entropic driving force for the adsorption of the complexes
and also for self-assembly processes, since the aggregation of several 2:1 structures is also expected to
allow releasing of neighboring water molecules.
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In addition to illustrate the fanciful behavior of water molecules around the α-CD2SDS1 complex
in water solution and at the water/air interface, the same highly specific analysis for different variations
of the GROMOS force field that allow to significantly increase the sampling are tested, thus optimizing
the use of computational resources. The HMR method was already proposed 20 years ago and it has
been employed in a number of papers with reasonably good results. Here, we propose and test the use
of what we call the H2Q method (hydrogen to quadium replacement) based on the experimental
observation that deuterated CDs just in the polar Hs lead to the same stoichiometry and thermodynamic
parameters than hydrogenated CDs [23] and on the assumption that the replacement of deuterium by
quadium also provides similar results. This allows significantly increasing the integration time step,
thus speeding up MD simulations. The results obtained using both methods are found to be identical
to those using the original force field, except in the lifetime of the H-bonds involving the modified
H atoms.
In contrast to wet-lab experiments and to the results obtained using different variations of
the GROMOS force field, the α-CD2SDS1 complex does not adsorb to the water/air interface when
using different parameterizations of the α-CD for the AMBER/GAFF. This suggests that the latter force
field is not well suited for simulations of the studied CD systems.
Overall, this paper is expected to contribute to the understanding of the behavior of supramolecular
complexes based on CDs, revealing the importance of the solvent molecules as well as of the chirality
of the glucopyranoside rings. Additionally, the HMR and the H2Q methods to optimize the sampling
of the simulations provided exceptionally good results, while the AMBER/GAFF force field failed
even at qualitative level. Our results provide an explanation for the formation and stability of
several structures that have significant practical applications, including the design of smart films
with specific mechanical properties for functional coatings, the synthesis of dielectric actuators
based on cyclodextrin complexes (http://www.asmi.jp/en/tec), artificial cell membranes, the so-called
cyclodextrinosomes [29,30], and other recently discovered compartmentalized structures that will
eventually lead to new applications [4]. All these new materials and structures were experimentally
observed and characterized, but their behavior at atomic scale is still unknown. We aim to contribute
to fill this gap between fundamental knowledge and practical applications. Additionally, the studied
α-CD2SDS1 complex proved to be highly sensitive to the force field, so we propose to use it in order to
test new parameters for computational simulations.
Supplementary Materials: The Supplementary Figures S1–S39 are available online at http://www.mdpi.com/
2218-273X/10/3/431/s1.
Author Contributions: Conceptualization, P.F.G., M.C., R.G-.F., and Á. P.; software, P.F.G. and Á.P.; validation,
P.F.G. and M.C.; formal analysis, P.F.G. and M.C.; investigation, P.F.G., M.C., R.G.-F., and Á.P.; resources,
R.G.F. and Á.P.; data curation, M.C., R.G.-F., and Á.P.; writing—original draft preparation, R.G.-F. and Á.P.;
writing—review and editing, P.F.G. and M.C.; visualization, P.F.G. and M.C.; supervision, R.G.-F. and Á.P.;
project administration, R.G.-F. and Á.P.; funding acquisition, R.G.-F. and Á.P. All authors have read and agreed to
the published version of the manuscript.
Funding: This work was supported by the Spanish Agencia Estatal de Investigación (AEI) and the ERDF
(RTI2018-098795-A-I00), and by the Xunta de Galicia and the ERDF (ED431C 2017/25 and Centro singular de
investigación de Galicia accreditation 2016-2019, ED431G/09). P.F.G. is funded by a predoctoral research grant
(BES-2016-076761) from the Spanish Ministry of Economy and Competitiveness and the European Social Fund.
M.C. is funded by a predoctoral fellowship from Xunta de Galicia. R.G.-F. is a “Ramón y Cajal” fellowship
(RYC-2016-20335) from the Ministerio de Ciencia, Innovación y Universidades.
Conflicts of Interest: The authors declare no conflict of interest.
Biomolecules 2020, 10, 431 24 of 26
References
1. Hernandez-Pascacio, J.; Piñeiro, A.; Ruso, J.M.; Hassan, N.; Campbell, R.A.; Campos-Terán, J.; Costas, M.
Complex behavior of aqueous α-cyclodextrin solutions. Interfacial morphologies resulting from bulk
aggregation. Langmuir 2016, 32, 6682–6690. [CrossRef] [PubMed]
2. Ferreira, M.; Bricout, H.; Azaroual, N.; Landy, D.; Tilloy, S.; Hapiot, F.; Monflier, E. Cyclodextrin/amphiphilic
phosphane mixed systems and their applications in aqueous organometallic catalysis. Adv. Synth. Catal.
2012, 354, 1337–1346. [CrossRef]
3. González-Gaitano, G.; Rodriguez, P.; Isasi, J.R.; Fuentes, M.; Tardajos, G.; Sánchez, M. The aggregation
of cyclodextrins as studied by photon correlation spectroscopy. J. Incl. Phenom. Macrocycl. Chem. 2002,
44, 101–105. [CrossRef]
4. Yang, S.; Yan, Y.; Huang, J.; Petukhov, A.V.; Kroon-Batenburg, L.M.; Drechsler, M.; Zhou, C.; Tu, M.;
Granick, S.; Jiang, L. Giant capsids from lattice self-assembly of cyclodextrin complexes. Nat. Commun. 2017,
8, 15856. [CrossRef]
5. Hernández-Pascacio, J.; Banquy, X.; Pérez-Casas, S.; Costas, M.; Amigo, A.; Piñeiro, Á. A small molecular
size system giving unexpected surface effects: α-Cyclodextrin+ sodium dodecyl sulfate in water. J. Colloid
Interface Sci. 2008, 328, 391–395. [CrossRef]
6. Hernandez-Pascacio, J.; Garza, C.; Banquy, X.; Díaz-Vergara, N.; Amigo, A.; Ramos, S.; Castillo, R.; Costas, M.;
Piñeiro, Á. Cyclodextrin-based self-assembled nanotubes at the water/air interface. J. Phys. Chem. B 2007,
111, 12625–12630. [CrossRef]
7. Couto, A.R.S.; Aguiar, S.; Ryzhakov, A.; Larsen, K.L.; Loftsson, T. Interaction of native cyclodextrins
and their hydroxypropylated derivatives with parabens in aqueous solutions. Part 1: Evaluation of inclusion
complexes. J. Incl. Phenom. Macrocycl. Chem. 2019, 93, 309–321. [CrossRef]
8. Hollingsworth, S.A.; Dror, R.O. Molecular dynamics simulation for all. Neuron 2018, 99, 1129–1143. [CrossRef]
9. Marrink, S.J.; Corradi, V.; Souza, P.C.; Ingólfsson, H.I.; Tieleman, D.P.; Sansom, M.S. Computational modeling
of realistic cell membranes. Chem. Rev. 2019, 119, 6184–6226. [CrossRef]
10. Chen, P.; Yao, S.; Chen, X.; Huang, Y.; Song, H. A new strategy for the construction of β-cyclodextrin-based
magnetic nanocarriers: A molecular docking technique. New J. Chem. 2019, 43, 4282–4290. [CrossRef]
11. Khuntawee, W.; Wolschann, P.; Rungrotmongkol, T.; Wong-Ekkabut, J.; Hannongbua, S. Molecular dynamics
simulations of the interaction of beta cyclodextrin with a lipid bilayer. J. Chem. Inf. Model. 2015, 55, 1894–1902.
[CrossRef] [PubMed]
12. Nutho, B.; Nunthaboot, N.; Wolschann, P.; Kungwan, N.; Rungrotmongkol, T. Metadynamics supports
molecular dynamics simulation-based binding affinities of eucalyptol and beta-cyclodextrin inclusion
complexes. RSC Adv. 2017, 7, 50899–50911. [CrossRef]
13. Marrink, S.J.; Risselada, H.J.; Yefimov, S.; Tieleman, D.P.; De Vries, A.H. The MARTINI force field: Coarse
grained model for biomolecular simulations. J. Phys. Chem. B 2007, 111, 7812–7824. [CrossRef] [PubMed]
14. Periole, X.; Cavalli, M.; Marrink, S.J.; Ceruso, M.A. Combining an elastic network with a coarse-grained
molecular force field: Structure, dynamics, and intermolecular recognition. J. Chem. Theory Comput. 2009,
5, 2531–2543. [CrossRef]
15. Otero-Mato, J.M.; Montes-Campos, H.; Calvelo, M.; Garcia-Fandino, R.; Gallego, L.J.; Piñeiro, A.; Varela, L.M.
GADDLE Maps: General Algorithm for Discrete Object Deformations Based on Local Exchange Maps.
J. Chem. Theory Comput. 2018, 14, 466–478. [CrossRef]
16. Wassenaar, T.A.; Pluhackova, K.; Böckmann, R.A.; Marrink, S.J.; Tieleman, D.P. Going backward: A flexible
geometric approach to reverse transformation from coarse grained to atomistic models. J. Chem. Theory Comput.
2014, 10, 676–690. [CrossRef]
17. López, C.A.; De Vries, A.H.; Marrink, S.J. Computational microscopy of cyclodextrin mediated cholesterol
extraction from lipid model membranes. Sci. Rep. 2013, 3, 2071. [CrossRef]
18. Tuckerman, M.; Berne, B.J.; Martyna, G.J. Reversible multiple time scale molecular dynamics. J. Chem. Phys.
1992, 97, 1990–2001. [CrossRef]
19. Ma, Q.; Izaguirre, J.A.; Skeel, R.D. Verlet-I/r-RESPA/Impulse is limited by nonlinear instabilities. SIAM J.
Sci. Comput. 2003, 24, 1951–1973. [CrossRef]
20. Sidler, D.; Lehner, M.; Frasch, S.; Cristófol-Clough, M.; Riniker, S. Density artefacts at interfaces caused by
multiple time-step effects in molecular dynamics simulations. F1000Research 2018, 7. [CrossRef]
Biomolecules 2020, 10, 431 25 of 26
21. Reißer, S.; Poger, D.; Stroet, M.; Mark, A.E. Real cost of speed: The effect of a time-saving multiple-time-stepping
algorithm on the accuracy of molecular dynamics simulations. J. Chem. Theory Comput. 2017, 13, 2367–2372. [CrossRef]
[PubMed]
22. Feenstra, K.A.; Hess, B.; Berendsen, H.J. Improving efficiency of large time-scale molecular dynamics
simulations of hydrogen-rich systems. J. Comput. Chem. 1999, 20, 786–798. [CrossRef]
23. Luviano, A.S.; Hernández-Pascacio, J.; Ondo, D.; Campbell, R.A.; Piñeiro, Á.; Campos-Teránb, J.; Costas, M.
Highly Viscoelastic Films at the Water/Air Interface: α-Cyclodextrin with anionic surfactants. J. Colloid
Interface Sci., in press. [CrossRef] [PubMed]
24. Hopkins, C.W.; Le Grand, S.; Walker, R.C.; Roitberg, A.E. Long-time-step molecular dynamics through
hydrogen mass repartitioning. J. Chem. Theory Comput. 2015, 11, 1864–1874. [CrossRef] [PubMed]
25. Balusek, C.; Hwang, H.; Lau, C.H.; Lundquist, K.; Hazel, A.; Pavlova, A.; Lynch, D.L.; Reggio, P.H.;
Wang, Y.; Gumbart, J.C. Accelerating membrane simulations with Hydrogen Mass Repartitioning. J. Chem.
Theory Comput. 2019, 15, 4673–4686. [CrossRef] [PubMed]
26. Henriksen, N.M.; Gilson, M.K. Evaluating force field performance in thermodynamic calculations of
cyclodextrin host–guest binding: Water models, partial charges, and host force field parameters. J. Chem.
Theory Comput. 2017, 13, 4253–4269. [CrossRef]
27. Jiang, L.; Peng, Y.; Yan, Y.; Deng, M.; Wang, Y.; Huang, J. “Annular Ring” microtubes formed by SDS@ 2β-CD
complexes in aqueous solution. Soft Matter 2010, 6, 1731–1736. [CrossRef]
28. Jiang, L.; Peng, Y.; Yan, Y.; Huang, J. Aqueous self-assembly of SDS@ 2β-CD complexes: Lamellae and vesicles.
Soft Matter 2011, 7, 1726–1731. [CrossRef]
29. Mathapa, B.G.; Paunov, V.N. Cyclodextrin stabilised emulsions and cyclodextrinosomes. Phys. Chem.
Chem. Phys. 2013, 15, 17903–17914. [CrossRef]
30. Mathapa, B.G.; Paunov, V.N. Fabrication of viable cyborg cells with cyclodextrin functionality. Biomater. Sci.
2014, 2, 212–219. [CrossRef]
31. Tanford, C. The hydrophobic effect and the organization of living matter. Science 1978, 200, 1012–1018.
[CrossRef] [PubMed]
32. Garcia-Fandiño, R.; Piñeiro, A.; Trick, J.L.; Sansom, M.S. Lipid bilayer membrane perturbation by embedded
nanopores: A simulation study. ACS Nano 2016, 10, 3693–3701. [CrossRef] [PubMed]
33. Laage, D.; Elsaesser, T.; Hynes, J.T. Water dynamics in the hydration shells of biomolecules. Chem. Rev. 2017,
117, 10694–10725. [CrossRef] [PubMed]
34. Bizzarri, A.R.; Cannistraro, S. Molecular dynamics of water at the Protein—Solvent interface. J. Phys. Chem. B
2002, 106, 6617–6633. [CrossRef]
35. Jana, M.; Bandyopadhyay, S. Hydration Properties of α-, β-, and γ-Cyclodextrins from Molecular Dynamics
Simulations. J. Phys. Chem. B 2011, 115, 6347–6357. [CrossRef]
36. Bottari, C.; Comez, L.; Paolantoni, M.; Corezzi, S.; D’Amico, F.; Gessini, A.; Masciovecchio, C.; Rossi, B.
Hydration properties and water structure in aqueous solutions of native and modified cyclodextrins by UV
Raman and Brillouin scattering. J. Raman Spectrosc. 2018, 49, 1076–1085. [CrossRef]
37. Jana, M.; Bandyopadhyay, S. Vibrational spectrum of water confined in and around cyclodextrins.
Chem. Phys. Lett. 2011, 509, 181–185. [CrossRef]
38. Schmid, N.; Eichenberger, A.P.; Choutko, A.; Riniker, S.; Winger, M.; Mark, A.E.; van Gunsteren, W.F.
Definition and testing of the GROMOS force-field versions 54A7 and 54B7. Eur. Biophys. J. 2011, 40, 843.
[CrossRef]
39. Ponder, J.W.; Case, D.A. Force fields for protein simulations. In Advances in Protein Chemistry; Daggett, V.,
Ed.; Academic Press: Cambridge, MA, USA, 2003; Volume 66, pp. 27–85. [CrossRef]
40. Maier, J.A.; Martinez, C.; Kasavajhala, K.; Wickstrom, L.; Hauser, K.E.; Simmerling, C. ff14SB: Improving
the accuracy of protein side chain and backbone parameters from ff99SB. J. Chem. Theory Comput. 2015,
11, 3696–3713. [CrossRef]
41. Berendsen, H.J.; Postma, J.P.; van Gunsteren, W.F.; Hermans, J. Interaction models for water in relation to
protein hydration. In Intermolecular Forces; Pullman, B., Ed.; Springer: Dordrecht, The Netherlands, 1981;
Volume 14, pp. 331–342. [CrossRef]
42. Jorgensen, W.L.; Chandrasekhar, J.; Madura, J.D.; Impey, R.W.; Klein, M.L. Comparison of simple potential
functions for simulating liquid water. J. Chem. Phys. 1983, 79, 926–935. [CrossRef]
Biomolecules 2020, 10, 431 26 of 26
43. Brocos, P.; Díaz-Vergara, N.; Banquy, X.; Pérez-Casas, S.; Costas, M.; Pineiro, A. Similarities and Differences
between Cyclodextrin—Sodium Dodecyl Sulfate Host—Guest Complexes of Different Stoichiometries:
Molecular Dynamics Simulations at Several Temperatures. J. Phys. Chem. B 2010, 114, 12455–12467.
[CrossRef]
44. Berendsen, H.J.; van der Spoel, D.; van Drunen, R. GROMACS: A message-passing parallel molecular
dynamics implementation. Comput. Phys. Commun. 1995, 91, 43–56. [CrossRef]
45. Abraham, M.J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J.C.; Hess, B.; Lindahl, E. GROMACS: High performance
molecular simulations through multi-level parallelism from laptops to supercomputers. SoftwareX 2015,
1, 19–25. [CrossRef]
46. Bussi, G.; Donadio, D.; Parrinello, M. Canonical sampling through velocity rescaling. J. Chem. Phys. 2007,
126, 014101. [CrossRef] [PubMed]
47. Parrinello, M.; Rahman, A. Polymorphic transitions in single crystals: A new molecular dynamics method.
J. Appl. Phys. 1981, 52, 7182–7190. [CrossRef]
48. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An N log (N) method for Ewald sums in large
systems. J. Chem. Phys. 1993, 98, 10089–10092. [CrossRef]
49. Essmann, U.; Perera, L.; Berkowitz, M.L.; Darden, T.; Lee, H.; Pedersen, L.G. A smooth particle mesh Ewald
method. J. Chem. Phys. 1995, 103, 8577–8593. [CrossRef]
50. Hockney, R.W.; Eastwood, J.W. Computer Simulation Using Particles, 1st ed.; CRC Press: Boca Raton, FL, USA, 1988.
[CrossRef]
51. Miyamoto, S.; Kollman, P.A. Settle: An analytical version of the SHAKE and RATTLE algorithm for rigid
water models. J. Comput. Chem. 1992, 13, 952–962. [CrossRef]
52. Hess, B.; Bekker, H.; Berendsen, H.J.; Fraaije, J.G. LINCS: A linear constraint solver for molecular simulations.
J. Comput. Chem. 1997, 18, 1463–1472. [CrossRef]
53. Mixcoha, E.; Campos-Terán, J.; Piñeiro, A. Surface adsorption and bulk aggregation of cyclodextrins by
computational molecular dynamics simulations as a function of temperature: α-CD vs. β-CD. J. Phys.
Chem. B 2014, 118, 6999–7011. [CrossRef]
54. Wang, J.; Wang, W.; Kollman, P.A.; Case, D.A. Automatic atom type and bond type perception in molecular
mechanical calculations. J. Mol. Graph. Model. 2006, 25, 247260. [CrossRef] [PubMed]
55. Wang, J.; Wolf, R.M.; Caldwell, J.W.; Kollman, P.A.; Case, D.A. Development and testing of a general AMBER
force field. J. Comput. Chem. 2004, 25, 1157–1174. [CrossRef]
56. Jorgensen, W.L.; Madura, J.D. Temperature and size dependence for monte carlo simulations of TIP4P water.
Mol. Phys. 1985, 56, 1381–1392. [CrossRef]
57. Gowers, R.J.; Linke, M.; Barnoud, J.; Reddy, T.J.E.; Melo, M.N.; Seyler, S.L.; Domanski, J.; Dotson, D.L.;
Buchoux, S.; Kenney, I.M.; et al. MDAnalysis: A Python package for the rapid analysis of molecular dynamics
simulations. In Proceedings of the 15th Python in Science Conference, Austin, TX, USA, 11 July 2016; Benthall, S.,
Rostrup, S., Eds.; SciPy: Austin, TX, USA, 2016. [CrossRef]
58. Michaud-Agrawal, N.; Denning, E.J.; Woolf, T.B.; Beckstein, O. MDAnalysis: A toolkit for the analysis of
molecular dynamics simulations. J. Comput. Chem. 2011, 32, 2319–2327. [CrossRef] [PubMed]
59. Saenger, W.; Jacob, J.; Gessler, K.; Steiner, T.; Hoffmann, D.; Sanbe, H.; Koizumi, K.; Smith, S.M.; Takaha, T.
Structures of the common cyclodextrins and their larger analogues—Beyond the doughnut. Chem. Rev. 1998,
98, 1787–1802. [CrossRef] [PubMed]
© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
