We consider optimal control problems for semilinear parabolic partial differential equations where process and measurement noise can occur. If we apply a Model Predictive Control (MPC) scheme we obtain optimal control problems on small time intervals. The resulting "smaller problems" can be linearized around a reference and solved by using a Linear Quadratic Gaussian (LQG) design. We present some theoretical background of the strategy above as well as results of a numerical implementation for a 3D problem.
Introduction
We want to motivate this topic by introducing a reaction-diffusion system 2 which is also used for the numerical computations in the third section.
Our aim is to model a chemical or biological process where the species involved are subjected to diffusion and reaction among each other. This process can be modeled by a coupled system of reaction-diffusion equations (i = 1, 2) (c i ) t (x, t) = D i ∆c i (x, t) − kc 1 (x, t)c 2 (x, t), i = 1, 2 on Ω × (0, T )
with the boundary conditions
and the initial conditions c 1 (x, 0) = c 10 (x) and c 2 (x, 0) = c 20 (x). The concentrations of the substances are denoted by c i and the parameters D i and k are the diffusion and reaction coefficients, respectively. We use Ω for a 3D annular cylinder where Ω u is the upper surface. The function α(x, t) models a counter-clockwise revolving nozzle around the upper annular surface. This nozzle sprays one of the substances onto the reactor and the goal is to achive a desired terminal concentration of the substances.
So we have to solve an optimal control problem subject to a nonlinear partial differential equation. Further we allow the presence of Gaussian white noise in measured outputs, process dynamics, as well as in the initial values.
MPC/LQG-based Optimal Control
We consider the general optimal control problem
subject to the semi-linear stochastic systeṁ
The
output (measurements) is given as y(t) = C(t)x(t)+w(t). We denote the state by x(t), the control by u(t) and v(t), w(t)
are unknown Gaussian disturbance processes.
If (1) is an ODE we have a finite-dimensional problem. If it is a PDE then we have an infinite-dimensional problem and after semi-discretization (in space) we obtain an ODE, too.
The strategy we used is based on a paper by Ito and Kunisch from 2006, see [4] , where they linearized the state equation on small intervals and solved the smaller linear problems by using a Linear Quadratic Gaussian (LQG) design. We extended their ideas by using a Model Predictive Control (MPC) scheme and including covariance matrices among other things.
The MPC strategy consists of three steps and the approach for time-invariant systems is the following at the current time point t 1 :
linearize around an operating pointx based on a reference trajectory (x * (t), u * (t)) and obtain A = f (x) and solve the Algebraic Riccati Equation (ARE)
where V , W are the covariance matrices of the noise processes. Feed the real system with u(t 1 ) = u * (t 1 ) − K(x(t 1 ) − x * (t 1 )), measure y(t 1 + τ ) (by solving a nonlinear ODE and output equation) and estimate the next statex(t 1 + τ ) by solving the ODE for the estimator (Kalman-Bucy filter, see [5, 6] ) with L = Σ * C T W −1 .
Receding Horizon
Step: update t 1 := t 1 + T c and go to the first step.
If we consider time-varying systems we obtain time-dependent matrices and have to solve two differential Riccati equationṡ
X(t) = −X(t)A(t) − A T (t)X(t) + X(t)B(t)R
T on each horizon which is much more costly (linearization around (x * (t), u * (t)) itself). We refer for instance to [6] for a detailed study of the LQG design, to [1] for the MPC strategy and to [2] for Riccati equations.
Application to a 3D Reaction-Diffusion System
We consider the example which was introduced in the first section. The discretization in space is done by using piecewise linear and globally continuous finite elements on tetrahedra. After linearization we obtain the time-invariant system
Mż(t) = Az(t) + B(ũ(t) + v(t)), z(0) = η, y(t) = Cx(t) + w(t).
The basic routines are coded in MATLAB, the FEM is done in FEMLAB and the sparse AREs are solved with LYAPACK 1.8, see [7, 8] . We assume full measurements and choose the following parameters:
So the aim is to steer c 1 to zero by spraying the second substance onto the reactor. The reference is computed by a primal-dual solution method whose code was provided by Roland Griesse, see [3] . In the left figure the optimal controls for the undisturbed problems are shown. The red one is the reference which is the basis for the linearization. The three other lines are the controls when choosing different prediction and control horizons. In the middle figure the optimal controls for the noisy problem are presented. So of course, if we have a large prediction and control horizon the quality of the solution is poor due to a bad linearization. Finally in the right figure the solutions are shown for the noisy problem for different weightings R which play the role of a regularization parameter. The results illustrate that the MPC/LQG approach allows to implement an optimized control strategy for a physical process described by an instationary, nonlinear PDE in the presence of noisy data and measurements.
