Model calibration entails the inference about unobservable modeling parameters based on experimental observations of system response. When the model being calibrated is an expensive computer simulation, special techniques such as surrogate modeling and Bayesian inference are often fruitful. In this work we show how the flexibility of the Bayesian calibration approach can be exploited in order to account for a wide variety of uncertainty sources in the calibration process. We propose a straightforward approach for simultaneously handling Gaussian and non-Gaussian errors, as well as a framework for studying the effects of prescribed uncertainty distributions for model inputs that are not treated as calibration parameters. Further, we discuss how Gaussian process surrogate models can be used effectively when simulator response may be a function of time and/or space (multivariate output). All of the proposed methods are illustrated through the calibration of a simulation of thermally decomposing foam.
I. Introduction
The importance of uncertainty in the modeling and simulation process is often overlooked. No model is a perfect representation of reality, so it is important to ask how imperfect a model is before it is applied for prediction. The scientific community relies heavily on modeling and simulation tools for forecasting, parameter studies, design, and decision making. However, these are all activities which can strongly benefit from meaningful representations of modeling uncertainty. For example, forecasts can contain error bars, designs can be made more robust, and decision makers can be better-informed when modeling uncertainty is quantified to support these activities.
The set of activities which involve the quantification of uncertainty in the modeling and simulation process includes verification, validation, calibration, and uncertainty propagation.
Verification involves the comparison of a computational implementation with a conceptual model, in order to "verify" the implementation and assess the amount of error introduced via numerical processes. Validation, on the other hand, is a process for comparing the computa-tional implementation of a model against experimentally observed outcomes: this is another opportunity to quantify errors and uncertainties. Similarly, calibration involves comparing the implementation of a model with observations, but the objective is to use this comparison to make inferences about unknown parameters which govern the computational implementation. Uncertainty propagation is simply the process of determining the uncertainty on the model output that is implied by uncertainty on the model inputs.
Calibration is a far-reaching term and can mean quite different things to different people. This work deals only with a specific form of model calibration which is actually a special case of inverse problem analysis, in that the objective is to use observations of the simulator output to make inference about simulator inputs. This type of calibration analysis poses several problems in practice:
1. The simulation is often expensive, rendering an exhaustive exploration of the parameter space infeasible.
2. Various ranges and/or combinations of input parameters may yield comparable fits to the observed data.
3. The observed data contain some degree of error or uncertainty. 4 . When the response quantity of interest is multivariate, the most appropriate measure of agreement between the simulator output and observed data is not obvious.
Previous work adressing the challenges listed above is limited. Ref. 1 gives an overview of various statistical methods which have been proposed for the calibration of computer simulations. One of the most straightforward approaches is to pose the calibration problem in terms of nonlinear regression analysis. The problem is then attacked using standard optimization techniques to minimize, for example, the sum of the squared errors between the predictions and observations. Ref. 2 illustrates the use of such a method to obtain point estimates and various types of confidence intervals for a groundwater flow model.
Other methods which have been proposed include the Generalized Likelihood Uncertainty Estimation (GLUE) procedure, 3 which is somewhat Bayesian in that it attempts to characterize a predictive response distribution by weighting random parameter samples by their likelihoods. However, the GLUE method does not assume a particular distributional form for the errors, which prevents the application of rigorous probabilistic approaches, including maximum likelihood estimation. Methods having their foundation in system identification and being related to the Kalman filter have also been proposed for model calibration, and are particularly suited for situations in which new data become available over time. 4, 5 One of the milestone papers for model calibration is the work of Kennedy and O'Hagan.
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Not only does their formulation treat the computational simulation as a black-box, replacing it by a Gaussian process surrogate, but it also purports to account for all of the uncertainties and variabilities which may be present. Towards this end, they formulate the calibration problem using a Bayesian framework, and both multiplicative and additive "discrepancy"
terms are included to account for any deviations of the predictions from the experimental data which are not taken up in the simulation input parameters. Further, the additive discrepancy term is formulated as a Gaussian process indexed by the scenario variables (boundary conditions, initial conditions, etc.) which describe the system being modeled. In this regard, their formulation is particularly powerful for cases in which experimental data are available at a relatively large number of different scenarios, and predictions of interest are characterized by extrapolations (or interpolations) in this scenario space. Implementation of their complete framework is quite demanding and requires extensive use of numerical integration techniques such as quadrature or Markov Chain Monte Carlo integration.
There have been few attempts in the literature to illustrate how calibration methodologies providing uncertainty representations should be applied to "large-scale" problems, in which simulation time is long, the number of parameters to be estimated may be high, the amount of experimental data is small, and the response quantity is multivariate. The example reported in Ref. 6 deals with a relatively large amount of experimental data, a small parameter space, and a scalar response quantity.
Furthermore, part of the power of the Bayesian approach is its flexibility, but there has been little previous work which shows how the Bayesian model calibration approach can be extended to account for additional forms of uncertainty which are common to realworld modeling and simulation applications. Such extensions include the ability to handle measurement uncertainty characterized with bounds (as opposed to a Gaussian distribution) and model input parameters with prescribed uncertainty distributions.
The purpose of this paper is to illustrate the state of the art in Bayesian model calibration, including the development and illustration of the extensions mentioned above.
Section II describes the use of Gaussian process interpolation as a surrogate modeling technique, and Section II.B introduces our proposed approach for capturing simulator response which is highly multivariate, particularly response which is a function of temporal and/or spatial coordinates. Section III discusses the theory underlying the Bayesian calibration approach, including two extensions for uncertainty quantification described in Sections III.A.1 and III.A.2. Finally, Section IV presents a case study based on the thermal simulation of decomposing foam to illustrate the entire Bayesian calibration methodology.
II. Gaussian Process Models
Gaussian process (GP) modeling (which is in most cases equivalent to the family of methods which go by the name of "kriging" predictors) is a powerful technique based on spatial statistics for interpolating data. Not only can Gaussian process models be used to fit a wide variety of functional forms, they also provide a direct estimate of the uncertainty associated with all predictions. Gaussian process models are increasingly being used as surrogates to expensive computer simulations for the purposes of optimization and uncertainty propagation.
The basic idea of the GP model is that the response values, Y , are modeled as a group of multivariate normal random variables. 7, 8 A parametric covariance function is then constructed as a function of the inputs, x. The covariance function is based on the idea that when the inputs are close together, the correlation between the outputs will be high. As a result, the uncertainty associated with the model's predictions is small for input values which are close to the training points, and large for input values which are not close to the training points. In addition, the mean function of the GP may capture large-scale variations, such as a linear or quadratic regression of the inputs (generally referred to as a trend function in the kriging literature 9 ). The effect of the mean function on predictions which interpolate the training data is generally small, but when the model is used for extrapolation, the predictions will follow the mean function very closely. Since the models used here are intended for data interpolation only, and also for simplicity, we consider only Gaussian process models with a constant mean function.
Thus, we denote by Y a Gaussian process with mean and covariance given by
and
where c(x, x * | φ) is the correlation between x and x * , φ is the vector of parameters governing the correlation function, and λ is the process variance. Consider that we have observed the process at m locations (the training or design points)
. . , x m of a p-dimensional input variable, so that we have the resulting observed random
where R is the m×m matrix of correlations among the training points. Under the assumption that the parameters governing both the trend function and the covariance function are known, the expected value and variance (uncertainty) at any (possibly untested) location x are calculated as
where r is the vector of correlations between x and each of the training points. Further, the full covariance matrix associated with a vector of predictions can be constructed using the following equation for the pairwise covariance elements:
where r is as above, and r * is the vector of correlations between x * and each of the training points. There are a variety of possible parametrizations of the correlation function. 8, 9 Statisticians have traditionally recommended the Matérn family, 9, 10 while engineers often use the squared-exponential formulation 11, 12 for its ease of interpretation and because it results in a smooth, infinitely differentiable function. 8 This work uses the squared-exponential form, which is given by
where p is the dimension of x, and the p parameters φ i must be non-negative.
II.A. Parameter Estimation
Before applying the Gaussian process model for prediction, values of the parameters φ and β must be chosen. Further, the value for λ also must be selected if Eq. (5) is to be used for uncertainty estimation. The most commonly used method for parameter estimation with Gaussian process models is the method of maximum likelihood estimation (MLE).
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Maximum likelihood estimation involves finding those parameters which maximize the likelihood function; the likelihood function describes the probability of observing the training data for a particular parameter set, and is in this case based on the multivariate normal distribution. For computational reasons, the problem is typically formulated as a minimization of the negative log of the likelihood function:
The numerical minimization of Eq. (8) can be an expensive task, since the m × m matrix R must be inverted for each evaluation. Fortunately, the gradients are available in analytic form. 7, 11 Further, the optimal values of the process mean and variance, conditional on the correlation parameters φ can be computed exactly. The optimal value of β is equivalent to the generalized least squares estimator:
However, Eq. (9) is highly susceptible to round-off error, particularly when R is ill-conditioned. We have obtained better results by using the ordinary least squares estimator, which in this case is simply the mean of Y . The conditional optimum for the process variance is given bŷ
II.B. Multivariate output: time and space
In many cases, the computer simulation may output the response quantity of interest (e.g. temperature) at a large number of time instances and/or spatial locations. Such cases are sometimes termed multivariate output, because the response at each time or space instance can be thought of as a separate output variable.
Unfortunately, though, this introduces a considerable amount of additional complexity when we want to use a Gaussian process to model the code output. The simplest solution is probably to use a small number of features to represent the entire output. However, in many cases we would like to take account of the entire output spectrum, in order to ensure agreement to the experimental data at all output locations.
If the dimensionality of the output spectrum is small (say, four or five outputs), we might consider building a separate, independent Gaussian process model for each output quantity. However, this approach becomes far too cumbersome when there are many time and/or space instances to consider. When we want to consider a large output spectrum, one possible approach is to treat those variables which index the output spectrum (e.g. time, location) as additional inputs to the surrogate. In this way, we deal with only one surrogate, and the output can be treated as a scalar quantity.
This approach, however, introduces its own difficulties. Consider a design of computer experiments based on 50 LHS samples for a computer simulation that outputs the response quantity at 1,000 time instances. When time is parametrized as an input, this gives a total of 50,000 training points for the Gaussian process model. This will make the MLE process virtually impossible, since it will require the repeated inversion of a 50, 000 × 50, 000 correlation matrix. Further, if there is a significant degree of autocorrelation with time (which will almost certainly be the case, particularly if the code output uses small time intervals), this correlation matrix will be highly ill-conditioned, and likely singular to numerical precision. There are several possible methods for dealing with these issues. One approach that has been used in the past is a decomposition of the correlation matrix that is applicable when the training data form a grid design 13, 14 (i.e., the output from each code run gives the response at the same time instances). The inverse of the correlation matrix is then computed based on a Kronecker product, so instead of inverting a 50, 000 × 50, 000 matrix, two matrices are inverted, one of size 50 × 50 and one of size 1, 000 × 1, 000. However, this method is fairly complicated to implement, and it does not avoid the problem with ill-conditioned correlation matrices. Most other solutions are based on the omission of a subset of the available points. Since the response is most likely strongly autocorrelated in time, many of the points are redundant anyway. The difficulty, though, is how do we decide which points to throw away? Considering again the above example, even if the number of time instances is reduced from 1,000 to 20, there are still 1,000 training points (20 time instances × 50 LHS samples) for the Gaussian process, which is likely too many.
To circumvent this problem, we propose an algorithm, based on the "greedy algorithm" concept, for selecting among a set of candidate training points. The underlying concept of a greedy algorithm is to follow a problem solving procedure such that the locally optimal choice is made at each step. 15 We apply this concept to the problem of choosing among available surrogate model training points by iteratively adding points one at a time, where the point added at each step is that point corresponding to the largest prediction error. This approach has several advantages:
1. The point selection technique is easier to implement than the Kronecker product factorization of the correlation matrix.
2. It is not restricted to maintaining the grid design. That is, we may choose a subset of points such that code run 1 may be represented at time instance 1, but code run 2 may not get represented at time instance 1. Further, a non-uniform time spacing may be selected: perhaps there is more "activity" in the early time portion, so more points are chosen in that region.
3. The amount of subjectivity associated with choosing which points to retain is strongly reduced. Instead of deciding on a new grid spacing, we can instead choose a desired total sample size or maximum error.
4. The one-at-a-time process of adding points to the model makes it easy to pinpoint exactly when numerical matrix singularity issues begin to come into play (if at all). This is particularly useful for very large data sets containing redundant information.
The greedy point selection approach is outlined below. Let us denote the total number of available points by m t , the set containing the selected points by Θ, the set containing the points not yet selected by Ω, and the size of Θ by m. Also, denote the maximum allowed number of points as m * , the desired cross-validation prediction error by δ * , and the current vector of cross-validation prediction errors by δ.
1. Generate a very small (∼ 5) initial subset Θ. Ideally, this is chosen randomly, since the original set of points is most likely structured.
2. Use MLE to compute the Gaussian process model parameters associated with the points in Θ.
(a) Use the Gaussian process model built with the points in Θ to predict the m t − m points in the set Ω. Store the absolute values of these prediction errors in the vector δ.
(b) Transfer the point with the maximum prediction error from Ω to Θ.
(c) For the current subset Θ, estimate the Gaussian process model parameters using MLE.
As an example, we build a Gaussian process model for the two dimensional Rosenbrock function,
on the usual bounds −2 ≤ x 1 ≤ 2, −2 ≤ x 2 ≤ 2. We randomly generate a set of 10,000 points within these bounds, and use the "greedy" point selection algorithm to choose a subset of m = 35. The resulting maximum prediction error is 1.58 × 10 −2 , with a median prediction error of 2.87 × 10 −3 . The 5 random initial points, along with the remaining selected points are plotted in Figure 1 . The convergence of the maximum prediction error is plotted with a semi-log scale in Figure 2 .
This example clearly shows the power of Gaussian process modeling for data interpolation. From Figure 1 , it is obvious that the point selection algorithm tends to pick points on the boundary of the original set. This is expected, and is because the Gaussian process model needs these points in order to maintain accuracy over the entire region. Only a relatively small number of points are needed at the interior because of the interpolative accuracy of the model.
It is also interesting to note that the decrease in maximum prediction error is not strictly monotonic. Adding some points may actually worsen the predictive capability of the Gaussian process model in other regions of the parameter space. Nevertheless, we still expect the overall trend to show a decrease in maximum prediction error, at least until matrix ill-conditioning issues start coming into play.
III. Bayesian model calibration
Model calibration is a particular type of inverse problem in which one is interested in finding values for a set of computer model inputs which result in outputs that agree well with observed data. There are several ways to approach the model calibration problem, and one of the most straightforward is to formulate it as a non-linear least squares optimization problem, in which one wants to minimize the sum of the squares of the residuals between the model predictions and the observed data. 16 This approach can be attractive because of its simplicity, but it also has several drawbacks:
1. Finding the set of model inputs which minimizes the sum of squares may require a large number of evaluations of the model (depending on the type of optimization algorithm being employed). When the model is very expensive to run, this approach may not even be feasible.
2. There may be a wide range of model inputs which provide comparable fits to the observed data (this is sometimes termed the problem of uniqueness). Further, approaching the calibration problem as a least-squares optimization problem will yield only one solution, and it can be difficult to construct meaningful information about the uncertainty associated with this solution (although some approaches have been attempted, for example, that of Ref.
2). Thus, there would be a large amount of utility in any method which overcomes the difficulties associated with the non-linear least squares approach, and provides a more comprehensive treatment of the uncertainties present. Fortunately, the field of Bayesian analysis provides such a method. The fundamental concept of Bayesian analysis is that unknown variables are treated as random variables. The power of this approach is that the established mathematical methods of probability theory can then be applied. Uncertain variables are given "prior" probability distribution functions, and these distribution functions are refined based on the available data, so that the resulting "posterior" distributions represent the new state of knowledge, in light of the observed data. While the Bayesian approach can be computationally intensive in many situations, it is attractive because it provides a very comprehensive treatment of uncertainty.
Bayesian analysis is founded on the equation known as Bayes' theorem, which is a fundamental relationship among conditional probabilities. For continuous variables, Bayes' theorem is expressed as
where θ is the vector of unknowns, d contains the observations, π(θ) is the prior, 
III.A. Bayesian analysis for model calibration
Consider that we are interested in making inference about a set of computer model inputs θ. Now let the simulation be represented by the forward model operator G(θ, s), where the vector of inputs s represents a set of "scenario-descriptor" inputs, which may typically represent boundary conditions, initial conditions, geometry, etc. Kennedy and O'Hagan 6 term these inputs "variable inputs", because they take on different values for different realizations of the system. Thus, y = G(θ, s) is the response quantity of interest associated with the simulation. Also, we assume that the value of the calibration inputs θ should not depend on s, the particular realization of the system being modeled.
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Now consider a set of n experimental measurements
which are to be used to calibrate the simulation. Note that each experimental measurement corresponds to a particular value of the scenario-descriptor inputs, s, and we assume that these values are known for each experiment. Thus, we are interested in finding those values of θ for which the simulation outputs (G(θ, s 1 ), . . . , G(θ, s n )) agree well with the observed data in d. But as mentioned above, we are interested in more than simply a point estimate for θ: we would like a comprehensive assessment of the uncertainty associated with this estimate. First, we define a probabilistic relationship between the model output, G(θ, s), and the observed data, d:
where ε i is a random variable that can encompass both measurement errors on d i and modeling errors associated with the simulation G(θ, s). The most frequently used assumption for the ε i is that they are i.i.d N(0, σ 2 ), which means that the ε i are independent, zeromean Gaussian random variables, with variance σ 2 . Of course, more complex models may be applied, for instance enforcing a parametric dependence structure among the errors.
The probabilistic model defined by Eq. (12) results in a likelihood function for θ which is the product of n normal probability density functions:
We can now apply Bayes' theorem (Eq. (11)) using the likelihood function of Eq. (13) along with a prior distribution for θ, π(θ), to compute the posterior distribution, f (θ | d), which represents our belief about θ in light of the data d:
The posterior distribution for θ represents the complete state of knowledge, and may even include effects such as multiple modes, which would represent multiple competing hypotheses about the true (best-fitting) value of θ. Summary information can be extracted from the posterior, including the mean (which is typically taken to be the the "best guess" point estimate) and standard deviation (a representation of the amount of residual uncertainty). We can also extract one or two-dimensional marginal distributions, which simplify visualization of the features of the posterior. However, as mentioned above, the posterior distribution can not usually be constructed analytically, and this will almost certainly not be possible when a complex simulation model appears inside the likelihood function. Markov Chain Monte Carlo (MCMC) sampling is considered here, but this requires hundreds of thousands of evaluations of the likelihood function, which in the case of model calibration equates to hundreds of thousands of evaluations of the computer model G(·, ·). For most realistic models, this number of evaluations will not be feasible. In such situations, the analyst must usually resort to the use of a more inexpensive surrogate (a.k.a response surface approximation) model. Such a surrogate might involve reduced order modeling (e.g., a coarser mesh) or data-fit techniques such as Gaussian process (a.k.a kriging) modeling. This work adopts the approach of using a Gaussian process surrogate to the true simulation. We find such an approach to be an attractive choice for use within the Bayesian calibration framework for several reasons:
1. The Gaussian process model is very flexible, and can be used to fit data associated with a wide variety of functional forms.
2. The Gaussian process model is stochastic, thus providing both an estimated response value and an uncertainty associated with that estimate. Conveniently, the Bayesian framework allows us to take account of this uncertainty.
3. With regards to fit accuracy, the Gaussian process model has been shown to be competitive with most other modern data fit methods, including Bayesian neural networks and Multiple Adaptive Regression Splines.
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For model calibration with an expensive simulation, the uncertainty associated with the use of a Gaussian process surrogate can be accounted for through the likelihood function. There are a couple of possible approaches for doing so:
1. Treat the parameters governing the Gaussian process surrogate as objects of Bayesian inference along with the calibration inputs. Thus, they are given a prior distribution and allowed to develop a posterior based on both the observed simulator outputs and the experimental data.
2. Estimate the parameters of the Gaussian process surrogate a priori using the observed code runs. These parameters are then treated as constant, known values for the remainder of the analysis. The direct variance estimates provided by the Gaussian process model can still be incorporated into the calibration analysis.
The first, more complete, approach is outlined in detail by Kennedy and O'Hagan. 6 By treating the Gaussian process parameters as unknowns, the uncertainty that arises because these parameters must be estimated from the data is taken account of. However, this approach is computationally demanding, and it is often difficult to specify appropriate prior distributions for these parameters. For these reasons, Kennedy and O'Hagan 6 suggest that the second, simpler approach should be used, and that doing so does not have a significant effect on the resulting uncertainty analysis. For our work, we adopt the second approach, and the parameters are estimated a priori using the method of maximum likelihood, as discussed in Section II.A. Through the assumptions used for Gaussian process modeling, the surrogate response conditional on a set of observed "training points" follows a multivariate normal distribution. For a discrete set of new inputs, this response is characterized by a mean vector and a covariance matrix (see Eqs. (4) through (6)). Let us denote the mean vector and covariance matrix corresponding to the inputs (θ, s 1 ), . . . , (θ, s n ) as µ GP and Σ GP , respectively. It is easy to show that the likelihood function for θ is then given by a multivariate normal probability density function (note that the likelihood function of Eq. (13) can also be expressed as a multivariate normal probability density, with Σ diagonal):
where Σ = σ 2 I + Σ GP , so that both µ GP and Σ depend on θ.
Simply put, since the uncertainty associated with the surrogate model is independent of the modeling and observation uncertainty captured by the ε i , the covariance of the Gaussian process predictions (Σ GP ) simply adds to the covariance of the error terms (σ 2 I). As mentioned before, if a more complicated error model is desired (i.e. one that does not assume the errors to be independent of each other), we can replace σ 2 I by a full covariance matrix.
Also, in some cases where there is a large amount of experimental data available, we may even want to model different "segments" of the output (e.g., different spatial locations or different time intervals) using separate, independent Gaussian process surrogates. In such a case, the likelihood function is a product of multivariate normal densities, where each density contains a particular partition of d and the corresponding surrogate predictions µ GP and Σ GP . Such a formulation may improve the accuracy of and decrease the uncertainty in the surrogates because they are more localized, but the implementation is somewhat more cumbersome.
III.A.1. Prescribed input uncertainties
In some cases it may be of interest to study how the results of a calibration analysis are affected when additional simulator inputs are subject to uncertainty. In most cases we would do so in the Bayesian setting by augmenting the set of calibration parameters θ with the additional uncertain model inputs. If the data d do not provide any information about these additional uncertain inputs, then they will essentially be sampled over their prior distribution, potentially resulting in an increase in the uncertainty in the original calibration parameters. On the other hand, if the data d do provide information about the additional inputs, then their posterior distribution will reflect less uncertainty than their prior. However, if we are strictly interested in the effect of additional prescribed input uncertainties, such inputs can not be treated as calibration inputs, because their posterior may not match the prescribed distribution of interest. Thus, this section presents a method which allows the Bayesian calibration analysis to take account of prescribed uncertainties for additional model inputs.
Let us denote those inputs to the simulation G(·) having prescribed probability distributions by ξ. Thus, our simulation model is now a function of the calibration inputs, the scenario-descriptor inputs, and the inputs with prescribed distributions: y = G(θ, s, ξ). De-note the probability density function associated with ξ by f (ξ). In order to develop the posterior distribution for (θ, ξ) in which the distribution of ξ is not refined by d, we must assume artificially that the data d are statistically independent of ξ. Whether or not this is true in reality can be checked by treating ξ as a calibration parameter in θ, but by artificially enforcing the assumption, the parameters ξ are held to the prescribed distribution f (ξ).
By assuming that ξ is independent of d, we have:
Since the simulation output is a function of ξ, L(θ) is as well, so for clarity we write L(θ; ξ) a , which yields:
Ultimately, though, we are interested in the posterior of θ after marginalizing over the "nuisance" variable ξ, so we want
This marginalization is trivial if f (θ, ξ | d) is constructed using Markov Chain Monte Carlo sampling. One possibility for constructing f (θ, ξ | d) is to use a component-wise scheme to sequentially sample each component of (θ, ξ) from its respective full conditional distribution. Each component of θ can be sampled using the Metropolis algorithm, by sampling the ith component from its full conditional:
where θ −i contains all components of θ except for θ i . Notice that f (ξ) does not appear in Eq. (18) because it does not depend on θ.
Further, if the joint distribution of ξ is sampleable (in particular, if the components of ξ are independent, with sampleable marginals), the vector ξ can be directly sampled at each iteration. This is because the full conditional of ξ is equal to f (ξ), so at each iteration we draw a sample of ξ from f (ξ), which is its full conditional.
In short, the process of accounting for prescribed input uncertainties within the Bayesian calibration analysis is very simple, given that Markov Chain Monte Carlo is used to construct the posterior for θ. To account for the additional total uncertainty introduced by the inputs, ξ, having prescribed uncertainties, we simply sample a random realization of ξ at each a Although it is tempting to write L(θ, ξ), we avoid doing so because this is really f (d | θ, ξ); since ξ is (assumed to be) statistically independent of d, this would reduce to f (d | θ) = L(θ). Thus, we write L(θ; ξ) to emphasize that it is a function of ξ, but there is no statistical relationship between ξ and d.
iteration of the MCMC sampler.
III.A.2. Characterized observation and modeling uncertainty
In the probabilistic error model of Eq. (12), ε is a random variable that encompasses both observation uncertainty in the data d and modeling error: together, these effects result in a difference between the observations and the predictions. In most cases, the overall magnitude of this net effect (represented by the variance of ε, σ 2 ) is not known, and σ 2 is treated as an object of Bayesian inference along with the calibration inputs, θ. However, in some cases, the experimental instrumentation may be understood well enough that the error associated with the observed data d can be characterized using a parametric probability distribution. For example, the experimenter might claim that the errors in the measurements d follow a Gaussian distribution with zero mean and standard deviation equal to 10% of the measured value. Similarly, the error associated with the analysis code G(·) might also be characterized as a random quantity in some cases. For example, based on a mesh convergence study, an analyst may be able to quantitatively characterize the magnitude of the error associated with the output of G(·), which might, for example, be used to derive a probabilistic representation for that error.
When the error/uncertainty associated with the observations and/or analysis code can be characterized, we would like to include it in our probabilistic model. In most cases, we would still want to retain a separate ε term, which would represent all other sources of error that lead to a difference between the predictions and observations. Thus, we might formulate a new probabilistic model as:
where the random variable u i represents the characterized uncertainty associated with either the observation d i or the analysis code output G(θ, s i ). Note that the additive error model of Eq. (19) is used here as an example, although this formulation is not necessarily a requirement. For simple cases in which both ε and u are Gaussian random variables, we can replace the two of them with one random variable which is their sum, and it will be Gaussian as well.
However, while ε is most often taken to be Gaussian, other distributions might be chosen for u. For example, the experimentalist might characterize the measurement uncertainty with bounds, in which case it would be most appropriate to use a uniform probability distribution for u. In such cases, it is difficult to analytically express the probability distribution of the sum ε + u, and alternative methods may be more prudent.
One possibility is to use the same approach that was taken in Section III.A.1 and sample u along with θ. First, let us denote the joint probability density function for u = (u 1 , . . . , u n ) by f (u). Then, analogously to Eq. (16), we have
If we consider the case in which u represents characterized observation uncertainty, we see that the likelihood function for θ depends on u in the sense that after subtracting the effect of u i , the observation is actually given by d i − u i . That is, the likelihood function of Eq. (13) would become
Thus, as outlined in Section III.A.1, the approach is to sample a random realization of u from f (u) at each iteration of the MCMC sampler. Then, before computing L(θ), we artificially perturb the observed data as d − u.
III.B. Summary of ideas
In summary, a variety of new ideas have been proposed to enhance the Bayesian framework for model calibration under uncertainty. First, we have presented a simple point selection algorithm applicable to Gaussian process surrogate modeling which is particularly useful for modeling code output that is a function of time or space. We have also outlined two methods for expanding on the uncertainty estimation capabilities of the Bayesian calibration framework. The first method, discussed in Section III.A.1 illustrates the procedure through which one can study the effects on the calibration parameters of prescribed uncertainties on additional model inputs. Finally, Section III.A.2 illustrates a procedure for accounting for characterized observation or modeling uncertainty. This characterized uncertainty may be accounted for in addition to uncharacterized effects producing a difference between predictions and observations, even when different distributional forms are desired for the characterized and uncharacterized effects.
In what follows, Section IV presents a case study which illustrates all of the proposed ideas. The case study involves the Bayesian calibration of a computer simulation which models the thermal response of a decomposing foam.
IV. Case study: thermal simulation of decomposing foam
A series of experiments have been conducted at Sandia National Laboratories in an effort to support the physical characterization and modeling of thermally decomposing foam.
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An associated thermal model is described in Ref. 23 . The system considered here, often referred to as the "foam in a can" system, consists of a canister containing a mock weapons component encapsulated by a foam insulation. Several illustrations of this setup are shown in Figures 3 and 4 . The simulator has been configured to model the "foam in a can" experiment, but several of the input parameters are still unknowns (not measured or measurable). In particular, we consider five calibration parameters: q 2 , q 3 , q 4 , q 5 , and F P D. The parameters q 2 through q 5 describe the applied heat flux boundary condition, which is not well-characterized in the experiments. The last calibration parameter, F P D, represents the foam final pore diameter, and is the parameter of most interest, because it will play a role in the ultimate modeling and prediction process. We want to consider the calibration of the simulator for the temperature response up to 2200 seconds at nine different locations on the structure (six external and three internal).
IV.A. Preliminary analysis
The first step is to collect a database of simulator runs for different values of the calibration parameters, from which the surrogate model will be constructed. Ideally, we would like our design of computer experiments to provide good coverage for the posterior distribution of the calibration inputs. However, since we don't know the form of the posterior beforehand, we have to begin with an initial guess for the appropriate bounds. Fortunately the Bayesian method provides feedback, so if our original bounds are not adequate, they can be revised appropriately. This type of sequential approach has previously been used for Bayesian model calibration and other studies.
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We make use of the DAKOTA 28 software package for our design and collection of computer experiments. DAKOTA is an object-oriented framework for design optimization, parameter estimation, uncertainty quantification, and sensitivity analysis that can be configured to interface with the thermal simulator via external file input/output and a driver script. For our initial design, we use the DAKOTA software package to generate an LHS sample of size 50 using the variable bounds listed in Table 1 . 150,000 300,000 q 5 50,000 220,000
The Bayesian calibration using these bounds illustrates that some adjustment to the bounds would be useful, because the resulting posterior distribution directly indicates which regions of the parameter space are feasible, including whether or not the parameter space should be expanded in the subsequent design. Thus, we construct a new LHS sample of size 50 using the revised design described in Table 2 . The revised bounds are chosen so that they will cover the entire range of the posterior distribution for the calibration inputs.
Using the results from the simulation runs, we can compare the ensemble of predicted time histories against the experimental time histories to see if the experimental data are "enveloped" by the simulation data. Figures 5 and 6 compare the envelope of simulator outputs against the experimental data for locations 1 and 9, respectively. In general, the experimental observations are enveloped by the simulator outputs, although at locations 5 and 6, the experimental response exceeds the maximum of the simulator outputs for t < 800 100,000 400,000 q 5 120,000 160,000
seconds, as seen in Figure 7 . 
IV.B. Bayesian calibration analysis: nominal case
Here we consider the "nominal" Bayesian calibration of the CALORE simulator using data from all nine "locations" of interest. Some of these "locations" (for example, location 1) are averages of multiple thermocouple readings, while others represent single thermocouple readings. The application of the Bayesian calibration extensions discussed in Sections III.A.1 and III.A.2 will be presented in Sections IV.C and IV.D.
The variance of ε in Eq. (12), σ 2 , is not considered as a function of time or location.
It would be straightforward to incorporate a parametric dependence for the variance on temporal or spatial coordinates if such a formulation were desired. We do, however, treat σ 2 as an object of Bayesian inference, making use of the standard reference prior:
For the prior distributions of the calibration parameters, we choose independent uniform distributions based on the bounds given in Table 1 for the initial analysis, and after revising the design of computer experiments the prior bounds are adjusted to reflect those listed in Table 2 .
Each of the nine "locations" are modeled separately with two independent surrogates representing the response before and after 500 seconds, which results in a total of 18 surrogate models for the simulator output. We employ the use of multiple Gaussian process surrogate models because a single stationary Gaussian process representation of the response at all locations and time instances does not seem to be appropriate. Our choice of dividing the surrogates at 500 seconds is admittedly subjective (and a more comprehensive approach might choose different time divisions for different locations), but on average for the different locations, there is a significant change in the response behavior around 500 seconds (for example, the process variance increases; see Figures 5, 6 and 7) .
For each surrogate, we employ the point selection algorithm discussed in Section II.B to select an optimal subset of points with which to build the surrogate. At each location, the first surrogate is based on 75 points chosen optimally from the 1,950 available points (39 time instances × 50 LHS samples), while the second is based on 100 points chosen optimally from 8,550 points. We emphasize that the process for constructing these surrogate models is not trivial: for each of 18 separate surrogate models, we employ the iterative MLE process described in Section II.B. This results in approximately 3,000 numerical MLE optimization problems in six dimensions, which is why an efficient MLE scheme is critical, and the use of gradient information, as discussed in Section II.A, can be very important.
For the experimental data, we use 21 points evenly spaced at time intervals of 100 seconds for each of the 9 locations. The MCMC simulation is adjusted appropriately and run for 100,000 iterations. The resulting marginal posterior distributions for the two parameters of most interest, F P D and q 5 , are shown in Figures 8 and 9 , where the plotting ranges are representative of the bounds of the prior distribution (see Table 2 ). The statistics of the marginal posteriors are given in Table 3 , and the pairwise correlation coefficients are given in Table 4 . The correlation coefficients indicate a strong negative relationship between q 2 and q 3 , as well as moderate negative relationships between F P D and q 5 , and q 3 and q 4 . For a more visual interpretation of these relationships, we can use kernel density estimation 30 to visualize the two-dimensional density functions. For example, Figure 10 plots the 95% plausibility region for F P D and q 5 based on a kernel density estimate to the two-dimensional posterior of these two variables. -0.67 -0.02 -0.01 0.00 1.00
It is also possible to define a simple error measure that allows for the quantification of the agreement of the simulator output to the experimental data. An intuitive error measure is the sum of the squared errors (SSE), or equivalently the square root of the mean of the squared errors (RMS; the RMS measure is used here because it has the same units as the response quantity). The root-mean-squared (RMS) error between the experiments and the predictions is defined as:
In order to consider the accuracy of the Bayesian estimate when only a small number of simulator runs are available, we consider the posterior mean based on the analysis with the original bounds on the calibration parameters (Table 1) , which analysis corresponded to only 50 runs of the simulator. The RMS agreement to the experimental data for this case is 19.4 Kelvin.
We now derive an alternative estimate to the calibration parameters, which we use as a baseline for comparison with the Bayesian mean estimate. For the baseline estimate we adopt an admittedly ad-hoc non-linear least squares approach. We simply construct a deterministic optimization problem in which the design variables are the calibration inputs, θ, and the objective function is the RMS error measure, as defined in Eq. (23) . We apply the global optimization algorithm DIRECT, 31 using convergence criteria which limit the number of objective function evaluations (equivalently, runs of the CALORE simulation) to a number comparable to that used in the Bayesian calibration analysis (50). In order to keep the comparison fair, we provide the DIRECT algorithm with the same variable bounds that were available to the Bayesian analysis (the prior bounds, listed in Table 1 ). After 65 function evaluations, the DIRECT algorithm reduces the RMS error to 32.3
Kelvin. What we notice is that the while the Bayesian approach provides a comprehensive framework for representing uncertainty in the parameter estimates, this framework is still capable of providing an efficient (in terms of number of simulator runs) means for obtaining accurate point estimates to the calibration parameters, as compared to the alternative non-linear least squares optimization approach. We acknowledge that a surrogate-based optimization approach might be preferred to interfacing directly with the expensive simulator, but we do not make such a comparison because we feel it would be too similar (in turns of the resulting point estimates) to the Bayesian approach itself, which has made use of Gaussian process surrogates.
Finally, as a check on the surrogate models, we compute the total RMS difference (over all nine locations, with five second time increments) between the surrogate output and the true simulator output for the posterior mean of the calibration inputs. This RMS difference is found to be only 2.4 K, which suggests that the surrogate has accurately captured the relationship between the simulator inputs and outputs. Figure 11 illustrates how the surrogate compares to the actual simulator output at location 9. The discrepancy is almost indistinguishable. The experimental observations have been plotted as well, for illustration. 
IV.C. Accounting for characterized measurement uncertainty
In this section we adopt the approach described in Section III.A.2 to account for characterized measurement uncertainty associated with the thermocouple readings. We expect this addition to be reflected by a broadening of the posterior distribution of the calibration inputs. In addition, since some of the thermocouples are biased, we also expect to see a shift in the posterior, which accounts for this bias.
The thermocouple reading uncertainty is characterized by bounds, so we use uniform random variables to represent this uncertainty (not to be confused with a prior distribution, since the thermocouple error is not an object of Bayesian inference). For the thermocouples on the sides and bottom of the structure (corresponding to "locations" two through six), the uncertainty is characterized with bounds u i ∼ Uniform(−0.02 × d i , 0), which is a time-dependent percentage of the measured temperature, d i . As is apparent from Eq. (19) , negative values of u correspond to measurements that underestimate the actual value. For the remaining thermocouples (corresponding to "locations" 1, 7, 8, and 9), the FEM simulation itself is used to estimate the measurement uncertainty. This is possible because these thermocouples are explicitly modeled in the FEM simulation, along with an associated contact parameter, which represents the amount of contact between the thermocouple and the structure. By varying the contact parameter, we are able to use the simulator to estimate the magnitude of the effect that imperfect contact might have on the thermocouple reading. As a result, the uncertainty for these thermocouples is characterized as
, where δ i is the difference between the simulator output for minimum and maximum contact. Note that δ i varies over the time instances and thermocouple locations.
Also, we note that several of the "locations" are averages of multiple thermocouple readings. For example, location one is the average of four thermocouples mounted on the lid.
In these cases the thermocouple measurement errors average as well, and the generation of random realizations from such averages is handled using simulation.
The resulting statistics of the posterior distribution for this case (based on 100,000 MCMC samples) are reported in Table 5 , where we notice small shifts in the means and small increases in the variance. This is illustrated graphically for F P D and q 5 in Figure 12 , which compares a contour of the posterior density with and without the effect of characterized measurement uncertainty. The shift in the means for both q 5 and F P D is explainable in terms of the thermocouple uncertainty. Since q 5 represents applied heat flux, it is positively related to temperature response. Similarly, the negative correlation between q 5 and F P D suggests that the foam final pore diameter is also positively related to temperature response. Since the external thermocouples are known to provide readings that underestimate the actual temperature response, we expect that accounting for this bias will result in an increase in the estimates for q 5 and F P D, and this is in fact what we see. 
IV.D. Adding prescribed input uncertainties
In this section we extend the nominal analysis to include additional modeling uncertainties, as discussed in Section III.A.1. While we have so far considered the calibration of five model inputs, there are actually many additional inputs to the simulator which are subject to uncertainty or lack of knowledge. Here we study the effect on the calibration results when we treat thirteen additional model inputs as having prescribed uncertainties (in this case simply feasible bounds, represented by uniform probability density functions). While it is also possible to treat these additional model inputs as calibration parameters, along with the original five, the primary reason for holding their uncertainties fixed is simply because there is an interest in knowing what effect this will have on the results. On the other hand, if they are treated as additional calibration parameters, their prior uncertainties may be reduced in light of the data d, which would not give a picture of the effect of the prescribed uncertainties. Nevertheless, we conduct each of these analyses, as well as one "control" analysis, for comparison:
1. To make a fair comparison, we first conduct the analysis while holding the additional uncertain inputs fixed at their mean values. Although conceptually the same as the analysis discussed in Section IV.C, it is based on a different set of training data, and the surrogates must now model the relationship between the additional thirteen inputs and the response, which we expect to result in additional overall uncertainty.
2. Using the method outlined in Section III.A.1, we perform the analysis while allowing the additional inputs to vary according to their prescribed uncertainty distributions.
3. For comparison, we also perform the analysis in which the additional thirteen inputs are treated as calibration parameters, along with the original five.
The first step is to collect a new set of simulator data, which is necessary because the Gaussian process surrogates must now model the relationship between the temperature response and the thirteen new inputs, in addition to the five original calibration inputs. This results in a design of computer experiments over eighteen variables, and surrogates that are based on nineteen inputs (since time is an input to the surrogates). We use a random LHS sample of size 50, with the bounds for the original parameters shown in Table 6 (for brevity, the information on the thirteen additional parameters is not shown). Generous bounds are used for the calibration parameters, since it is not known how much extra uncertainty will be introduced by the additional uncertain inputs. With the new code runs, we use the same structure for our surrogates as before: two surrogates (for response before and after 500 seconds) are used at each of nine locations on the structure, for a total of eighteen surrogate models. We emphasize that the surrogates capture the temperature response as a function of time, the five original calibration inputs, and the thirteen additional uncertain inputs. We again employ the point selection process discussed in Section II.B, and this time between 40 and 128 points are used for each surrogate, depending on the complexity of the response.
Each of the three analyses described above are then conducted. For each case, we use 50,000 MCMC samples to construct the posterior. We note that these analyses are considerably more expensive than those described in Sections IV.B and IV.C. Of the three, the most expensive is the third case, in which the new inputs are treated as calibration inputs: the computational cost here is high because the MCMC sampler must evaluate the likelihood ratio (see Eq. (15)) once per iteration for each calibration input. Running on a Linux machine with a 64-bit, 2.4GHz processor, the third analysis took approximately 30 hours, while the first two took on the order of 10 hours each. Since the calibration parameter F P D is of most interest for the thermal simulation, we illustrate its marginal posterior distribution in Figure 13 , comparing each of the three analyses listed above. As expected, the posterior distribution for analysis 1 (holding the additional uncertain parameters fixed to their nominal, mean, values) is basically the same posterior that was obtained in the nominal analysis described in Section IV.B. We also see that allowing the additional parameters to vary on their prescribed uncertainty bounds results in a signficant increase in the posterior uncertainty for F P D. Finally, the least amount of uncertainty in F P D is obtained when the additional uncertain parameters are treated as calibration parameters, and this is to be expected as well, since that analysis effectively increases the number of degrees of freedom in the calibration. The preceding analyses were also re-done using 100 LHS samples over the eighteen variables, in order to assess whether or not the results differ significantly from those found using 50 LHS samples. It is determined that increasing the number of simulator runs to 100 does not significantly alter the posterior distribution for this analysis.
V. Conclusions
The important role that computational models play in prediction, design, and decision making necessitates appropriate methods for assessing the uncertainty in such predictions. This work has explored the use of Bayesian model calibration as a tool for calibrating a computational simulation with experimental observations, while at the same time accounting for the uncertainty that is introduced in the process.
One emphasis has been on the use of Gaussian process surrogate models. In particular, we have proposed an iterative point selection process that allows one to build efficient Gaussian process surrogates for an analysis code which may have highly multivariate output (for example, time-history response).
Further, we have shown how a variety of uncertainties associated with the calibration process can be accounted for in the resulting estimates. This includes uncertainty associated with the use of surrogate models, both characterized and uncharacterized observation and modeling errors, and prescribed input parameter uncertainties.
We have applied this methodology to an expensive thermal simulation of a "foam in a can" system with a database of time-dependent experimental observations. The results illustrate the ability of the Bayesian method to provide a comprehensive representation of the uncertainty present in the resulting parameter estimates, but we have also shown that the point estimates obtained from our analysis are not only very efficient (in terms of number of runs of the FEM simulation), but also very accurate, and competitive with other methods not providing an uncertainty representation.
