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We present a quasi maximum principle stating roughly that holomorphic solu-
tions of a given partial differential equation with constant coefficents in Cn,
P(D) u=0, (-)
achieve essentially their maximal growth on a certain algebraic hypersurface 1
related to the operator. We prove it in the case where P is homogeneous and 1 is
the conjugate dual cone, and also in the case where
P(D)=D21+ } } } +D
2
n
and 1 is the complexified real sphere. We obtain a weak (semi-local) variant of the
quasi maximum principle for certain non-homogeneous operators P(D), in which
case 1 is the conjugate dual cone related to the principal part of the operator. This
weaker variant is closely intertwined with several other notions. One of them is a
quasi balayage principle for solutions of (-), involving the ‘‘sweeping’’ of measures
in C n onto 1.  1997 Academic Press
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1. INTRODUCTION
1.1. Partial Differential Equations in the Holomorphic Category
Partial differential equations in the holomorphic categoryi.e., where
the derivatives in the equation are holomorphic derivatives, where the coef-
ficients and data of the problem are holomorphic, and where we search for
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holomorphic solutionsis a fairly old subject. The classical theorem of
CauchyKowalevsky, one of the most general in the literature of partial
differential equations, deals precisely with this situation, even if that is
camouflaged in many presentations by use of the concept of real-
analyticity. But the CauchyKowalevsky theorem gives only local informa-
tion, and there are still relatively few results concerning global behaviour
of solutions of holomorphic partial differential equations. This is perhaps
not surprising when one realizes the complexity of these solutions. Consider,
for example, a function u that is holomorphic in C4 and satisfies
2u
z21
+
2u
z22
+
2u
z23
+
2u
z24
=0.
If we restrict u to the real 4-space obtained by requiring z1 , z2 , z3 , z4 to
be real, it satisfies the Laplace equation (elliptic) there. The restriction of
u to another real 4-space, that where z1 , z2 , z3 are real and z4 pure
imaginary, satisfies the wave equation (hyperbolic), whereas the restriction
to that 4-space where z1 , z2 are real, and z3 , z4 pure imaginary, satisfies a
so-called ultrahyperbolic equation and is already beyond the reach of the
usual classification procedure. It is remarkable that despite this complexity,
a certain amount of global structure has been found.
The subject is very natural since, as is well known, the solutions of linear
elliptic equations with real-analytic coefficients extend some way into Cn as
holomorphic functions. Moreover, certain properties of solutions, even if
we are only interested in behaviour in Rn, can best be understood by
prolonging them holomorphically into Cn. In this category belongs, e.g.,
the genesis of real singularities to solutions of Cauchy’s problem for the
Laplace operator. Typically, these singularities are born at characteristic
points of the initial manifold, which necessarily lie in Cn"Rn.
1.2. Scope of the Present Paper
In this paper we present new results concerning holomorphic solutions
to linear partial differential equations with constant coefficients
P(D) u=0, (1.2.1)
where P is a polynomial in n variables (see below for notation), in domains
in Cn. Our main result, which we call the quasi maximum principle (QMP),
states roughly that holomorphic solutions to (1.2.1), in case P is homogeneous
without multiple prime factors, achieve essentially their maximal growth on
the conjugate dual cone
1P* :=[z # C n : P*(z)=0], (1.2.2)
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where P* is the polynomial obtained from P by conjugating its coefficients,
i.e.,
P*(z)=P(z ). (1.2.3)
For example, if u is a holomorphic solution of (1.2.1) on all of Cn, and its
restriction to 1P* is of exponential (or polynomial) growth, then u is of
exponential type (respectively polynomial) in Cn.
That 1P* plays a special role in relation to solutions of (1.2.1) is not sur-
prising. An elementary algebraic theorem of Fischer [F] implies that 1P*
is a set of uniqueness for solutions of (1.2.1); i.e., if u satisfies (1.2.1) and
vanishes on 1P* then u is identically zero (recall that we assume that the
polynomial P has no multiple factors; otherwise, 1P* is not a set of unique-
ness, unless we take ‘‘vanish’’ to mean vanish with appropriate multiplicity,
i.e., we require that P* divides u). The QMP generalizes this, and seems
not to be elementary. We shall see that the QMP is closely intertwined
with several other notions. One of them is a quasi balayage principle for
solutions of (1.2.1), involving the ‘‘sweeping’’ of measures given on Cn onto
1P* . Even for the ‘‘Laplace operator’’ P(D)=D21+ } } } +D
2
n our results are
new, and in this case we also obtain a QMP with the conjugate dual cone
replaced by the ‘‘complex sphere’’
[z # Cn : z21+ } } } +z
2
n=1]. (1.2.4)
Restricted to the real space, this generalizes the classical maximum
principlefor harmonic functionsin the real unit ball to hold, in a
‘‘complex’’ version, at points outside the ball.
There may be possibilities of generalization. We do not know, e.g., if our
results can be extended to non-homogeneous P, or even differential
operators with non-constant coefficients. However, if we replace the QMP
with a certain weaker variant of it (WQMP) then, as a result of previous
work of the authors [ES] and Theorem 2.1.3 of the present paper, we
obtain a certain class of operators
P(D)=Pm(D)+Q(D), (1.2.5)
where Pm is a homogeneous polynomial of degree m and Q is a polynomial
of degree less than m subjected to certain conditions, for which there is a
WQMP with respect to the cone 1P*m . One can even take certain partial
differential operators with holomorphic coefficients instead of Q(D).
However, in this paper we restrict our attention to partial differential
operators with constant coefficients.
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1.3. Notations
We will follow the notation of [ES], which we briefly recall here. We use
multi-index notation in Cn, i.e., if :=(:1 , ..., :n) is a multi-index and
z=(z1 , ..., zn) then
z:=z:11 } } } z
:n
n
|:|= :
n
j=1
:j (1.3.1)
: !=:1 ! } } } :n ! .
Moreover, we denote zk by Dk and use multi-index notation for dif-
ferential operators as well, i.e.,
D:=D:11 } } } D
:n
n (1.3.2)
Consequently, if P is a polynomial of degree m then P(D) denotes the
differential operator
P(D)= :
|:|m
a:D:, (1.3.3)
where a: is the coefficent of z: in the polynomial P.
We will denote by On(0) the space of holomorphic functions in the
domain 0/Cn, by En :=On(Cn) the space of entire functions, and by Xn
the space of entire functions of exponential type. These spaces will be
equipped with their usual topologies (see, e.g., [ES]). Moreover, we use
the notation g | f to denote that g # R divides f # R in some given ring R,
i.e., that there is h # R such that f = gh.
2. THE WEAK QUASI MAXIMUM PRINCIPLE
2.1. The Main Result
Let S be a collection of holomorphic functions on some convex domain
0/Cn, and 1 a relatively closed subset of 0.
Definition 2.1.1. We say that S admits a weak quasi maximum prin-
ciple (WQMP) with respect to 1 (and 0) if the following is true: given any
compact set K/0, there is another compact set L/0 and a constant C
such that for every u # S
sup
K
|u|C sup
L & 1
|u|. (2.1.1)
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Let us denote by M(A) the space of all bounded complex measures on
a Borel set A.
Definition 2.1.2. We say that quasi balayage holds for the triplet (0,
S, 1 ) if the following is true: for every compact set K/0, there is another
compact set L/0 and a constant C such that, to each + # M(K) there is
& # M(L & 1) satisfying
&&&C &+& (2.1.2)
| u d+=| u d&, \u # S. (2.1.3)
We speak of & as a balayage measure obtained by ‘‘sweeping + onto 1 ’’
(it will not in general be unique).
Theorem 2.1.3. Let P and Q be polynomials without multiple prime fac-
tors. Let SP denote the solution space of P(D) in En , i.e., the space of u # En
satisfying
P(D) u=0, (2.1.4)
and 1Q the zero locus of Q, i.e.,
1Q :=[z # Cn : Q(z)=0]. (2.1.5)
Then, the following are equivalent:
(a) SP admits a WQMP with respect to 1Q and Cn;
(b) Quasi balayage holds for (C n, SP , 1Q);
(c) The operator
h [ Q(D)(Ph) (2.1.6)
is a surjection of Xn ;
(d) The operator
g [ P(D)(Qg) (2.1.7)
is injective, with closed range, on En .
Remarks. (i) Parts of the theorem extend, in an obvious way, when all
functions are restricted to some convex open neighborhood of the origin.
We leave these extensions to the reader.
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(ii) Some of the implications also hold when the partial differential
operator P(D) is allowed to have non-constant coefficents. For instance,
the implications (a) O (b) and (d) O (a) hold with P(D) replaced by any
holomorphic partial differential operator with entire coefficients. This
follows immediately from the proof given below.
Proof of Theorem 2.1.3 (a) O (b). Assume that (a) holds, fix a compact
set K, and let + # M(K). We will prove the existence of a balayage measure
&, by essentially the same well known reasoning as for classical balayage
(cf. [L, Chap. IV]). By assumption, there is a compact set L and a con-
stant C such that
sup
K
|u|C sup
L & 1Q
|u|, \u # SP . (2.1.8)
Let now 4 : SP [ C be the linear functional defined by
4u :=| u d+. (2.1.9)
Then, for u # SP , we have
|4u|&+& sup
K
|u|C &+& sup
L & 1Q
|u|, (2.1.10)
by (2.1.8). Considering SP , by a slight abuse of notation, as a subspace
of C(L & 1Q), the continuous complex-valued functions on L & 1Q , by
restricting each u # SP to the set L & 1Q , (2.1.10) shows that 4 is continuous
on this subspace with norm C &+&. By the HahnBanach theorem, it
extends to a continuous functional on C(L & 1Q) with norm C &+&. By
the Riesz representation theorem, this functional is representable by an
element of M(L & 1Q). This proves the implication (a) O (b).
(b) O (c). Assuming (b), let f # Xn . By a classical theorem of Borel,
Po lya, etc., there is a measure + # M(Cn) with compact support K such
that
f (z)=| ez } w d+(w), z # Cn, (2.1.11)
where z } w denotes  nj=1 zjwj . Let now & denote the balayage measure,
provided by the assumption. Since, for z # 1P , the function w [ ez } w is in
SP , we have
| ez } w d+(w)=| ez } w d&(w), z # 1P . (2.1.12)
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Now, the function
g(z) :=| ez } w d&(w) (2.1.13)
is in Xn , and by (2.1.11), (2.1.12), we have
g(z)= f (z), z # 1P . (2.1.14)
From (2.1.13), we see that
(Q(D)g)(z)=| Q(w) ez } w d&(w)=0, (2.1.15)
since supp &/1Q . Since P has no multiple prime factors, it follows from
(2.1.14) and well-known division properties of the space Xn that g= f+Ph,
for some h # Xn . Hence,
Q(D)(Ph)=Q(D)(g& f )=&Q(D) f, (2.1.16)
by (2.1.15). Now, it is well known that a partial differential operator with
constant coefficients is surjective on Xn (indeed, a very simple proof of this
can be obtained using the duality ideas used to prove the implication
(c) O (d) below) so, as f varies over Xn , &Q(D) f takes on all values in
Xn . This shows that the operator (2.1.6) is surjective on Xn and, thus, the
implication (b) O (c).
(c) O (d). The following duality pairing (called the Fischer pairing in
[ES]),
( f, g) =:
:
: ! f: g: , (2.1.17)
where f (z)= f:z:, g(z)= g:z: are the Taylor series expansions of f
and g, makes Xn the (topological) dual of En and vice versa. This was
presumably first noted in [M], and it is given as an exercise in [T, p. 239].
The Fischer pairing also establishes similar duality relations between other
spaces of holomorphic functions (see, e.g., [ES], and further references
therein). It is easy to see that this pairing makes the operator ‘‘multiplica-
tion by P ’’ adjoint to the differential operator P(D) and, thus, the operator
(2.1.6) on Xn adjoint to (2.1.7) on En . Hence, by standard functional analysis
(see, e.g., [HHS, Sect. 7]), the surjectivity of (2.1.6) is equivalent to injec-
tivity and closedness of the range of (2.1.7). This completes the proof of the
implication (c) O (d). We complete the proof of the theorem by proving
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(d) O (a). Let us denote the degree of Q by q. Note that there is no loss
of generality in assuming that Q is of the form
Q(z)=zqn+ :
:{(0, ..., 0, q)
|:|q
c:z:, (2.1.18)
because any linear change of coordinates z=Aw transforms Q into this
form, provided that the last column vector an of the matrix A satisfies
Qq(an)=1; (2.1.19)
here Qq denotes the highest degree homogeneous part of Q. Now, assume
that (d) holds, and pick u # SP . The form (2.1.18) of the polynomial Q
implies that there is a constant a>0 such that, for every R>0 and
z$=(z1 , ..., zn&1) with
|z$|R, (2.1.20)
the one variable polynomial zn [ Q(z$, zn) has precisely q roots, counted
with multiplicity, in the disk
|zn |a(1+R). (2.1.21)
This follows from the normalization theorem for algebraic varieties in [Bj]
or [H, Proposition 7.7.3]. Let DR denote the polyball
DR :=[(z$, zn) # C n : |z$|R, |zn |a(1+R)]. (2.1.22)
By the results of [ES, Sect. 4.2], there is a unique solution v # En of
Dqnv=0
(2.1.23)
Q | (v&u).
This solution has the property that, for every R$>R>0, there is a con-
stant C (we will abuse notation here, and follow the convention to denote
all insignificant constants by C), depending on R, R$, such that the follow-
ing estimate holds:
sup
DR
|v|C sup
D R$ & 1 Q
|u|. (2.1.24)
We can write
u=v+Qg, (2.1.25)
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for some g # En . Letting T denote the operator (2.1.7), we get
Tg=P(D)(u&v)=&P(D)v, (2.1.26)
since u # SP . Now, the operator T is injective and has closed range by
assumption. Thus, since En is a Frechet space, the open mapping theorem
implies that T has a continuous inverse T &1: Im T [ En , where Im T has
the subspace topology. Consequently, we have
g=&T &1P(D)v. (2.1.27)
The family of semi-norms
& }&R :=sup
DR
| } | , R>0, (2.1.28)
generates the topology of En . Thus, since P(D) is a continuous linear map
En [ En and T &1 is a continuous linear map Im T [ En , it follows that
for any R>0 there is another R1>R and a constant C such that
sup
DR
| g |=sup
DR
|T&1P(D)v|C sup
DR1
|v|. (2.1.29)
Hence, by (2.1.24) and (2.1.29), for any R$>R1 there is a constant C,
depending on R, R$, such that
sup
DR
|u|sup
DR
|v|+sup
DR
|Q| } sup
DR
| g |
sup
DR
|v|+C sup
DR
|Q| } sup
DR1
|v|
C sup
DR$ & 1Q
|u|. (2.1.30)
This completes the proof of (d) O (a), since any compact set K is contained
in DR for sufficiently large R. K
Combining Theorem 2.1.3 with results from [ES], we get the following
corollary.
Corollary 2.1.4. Let Pm be any homogeneous polynomial of degree m
without multiple prime factors. Then the equivalent assertions (a)(d) of
Theorem 2.1.3 hold if Q=Pm and
P=P*m+R+ :
m&1
j=[m2]
Pj , (2.1.31)
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where [m2] denotes the integral part of m2, where R is any polynomial of
degree r[m2], and where Pj , for j=[m2], ..., m&1, is any homogeneous
polynomial of degree j satisfying either of the following,
(i) Pj=T(D)Pm ,
(ii) Pm=TPj ,
for some homogeneous polynomial T.
Proof. That (d) of Theorem 2.1.3 holds in this situation follows from
[ES, Theorem 3.1.1] (or rather the remark following the proof of it). K
Remark. It is actually sufficient that the Pj are subordinate to Pm , a
notion introduced in [ES, Sect. 3] (and modified for the global situation in
the remark following the proof of [ES, Theorem 3.1.1]), which is a weaker
condition than the one in the corollary. However, as we will not use this
notion further in this paper, we choose to state the corollary in this form
and refer the interested reader to [ES, Sect. 3] for details on subordina-
tion. Let us also remark that if we replace the operator R(D) with any
holomorphic partial differential operator of degree r[m2] with entire
coefficients then [ES, Theorem 3.1.1] implies that assertion (d) of Theorem
2.1.3 holds, and thus, by the remark (ii) following it, so do (a) and (b).
In particular, the WQMP holds for Q=P* when P is homogeneous, i.e.,
SP admits a WQMP with respect to 1P* (and Cn) if P is homogeneous.
One of the main results of the present paper is that, in this case, a stronger
form of the WQMP, denoted simply the quasi maximum principle (QMP),
holds. Indeed, the WQMP of Definition 2.1.1 is weak, insofar as it requires
no uniformity in the way C and L depend on K. It does not suffice, e.g.,
to show that an entire solution of P(D)u=0 which has exponential growth
on 1Q is of exponential type. The QMP will be proved in Sect. 3.
Corollary 2.1.5. The equivalent assertions (a)(d) of Theorem 2.1.3
hold if
P(D)=D21+ } } } D
2
n (2.1.32)
Q(z)=z21+ } } } +z
2
n+a, (2.1.33)
where a # C.
Proof. The case a=0 follows from Corollary 2.1.4. The case a{0 is
easily reduced to the case a=&1. In this form, assertion (d) of Theorem
2.1.3 follows from a theorem of [KS1] asserting the entire character of the
solution to Dirichlet’s problem for the unit sphere in Rn with entire
data. K
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Remark. An independent proof of a strong version of Corollary 2.1.5
will be given in Sect. 4.
The ‘‘balayage’’ versions of Corollaries 2.1.4 and 2.1.5 are of particular
interest. We look only at one case, a subcorollary of Corollary 2.1.5. Let Rn
be embedded as the real space in Cn. Let S denote the unit sphere in Rn
and let S denote the complexification of S in Cn, i.e.,
S :={z # Cn : :
n
j=1
z2j =1= , (2.1.34)
so S=S & Rn.
Corollary 2.1.6. To each z0 # Cn there is a bounded complex measure
?z 0 supported in a compact subset of S , such that
u(z0)=| u d?z 0 (2.1.35)
holds for all entire solutions of
(D21+ } } } +D
2
n)u=0. (2.1.36)
The ?z 0 whose existence is here asserted is not unique, since there are
plenty of complex measures on S that annihilate all solutions to (2.1.36).
An interesting problem is to study the possible supports, as well as norms,
of measures ?z 0 which satisfy (2.1.35). Possibly there is some ‘‘minimal’’
choice which would qualify to be called a ‘‘Poisson kernel,’’ also in the case
when z0 lies outside the real unit ball. For z0 in the real unit ball, there is
of course a unique choice of ?z0 whose support is in S, namely the Poisson
kernel viewed as a measure on S. For any ?z0 satisfying (2.1.35), its
BorelLaplace transform
v(w) :=| ew } z d?z 0 (2.1.37)
is the unique entire solution to the ‘‘mixed Cauchy problem’’
(D21+ } } } +D
2
n)v=v
(2.1.38)
v(w)=ez 0 } w on [w # C n : w21+ } } } +w
2
n=0].
(cf. [ES]). Thus, even if ?z0 is not unique, its BorelLaplace transform is.
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Finally, let us show by an example that, in the context of Theorem 2.1.3,
the WQMP can fail for a pair P, Q even though 1Q is a set of uniqueness
for SP . Take n=2, and
P(D)=D21+D
2
2 (2.1.39)
Q(z)=z1(z1&tz2), t # R. (2.1.40)
If t? is irrational, 1Q is a set of uniqueness for SP . Moreover, the map
g [ P(D)(Qg) (2.1.41)
is a bijection of the vector space of polynomials in (z1 , z2) on itself (hence,
injective with dense range as an operator on E2). However, for suitable
choices of t the range of this map is not closed (see Theorem 2.2.1 below,
and also [HSS, p. 532]). Hence, SP does not admit a WQMP with respect
to 1Q for such a t.
2.2. Operators with Non-closed Ranges
As we have seen, the WQMP is closely related to the property of having
closed range for differential operators of the type (2.1.7). In this section, we
digress briefly from our main theme to discuss the latter property further.
An instructive way to obtain differential operators on various spaces of
power series that have non-closed ranges is by the ‘‘small divisors’’ techni-
que introduced in [HSS, p. 532] and presented here in somewhat altered,
and rectified, form.
Let Cn denote indifferently either of the spaces En , Xn (it will be clear
that the following applies as well to other spaces). Notice that the coef-
ficient multipliers for each of the spaces E1 , X1 , i.e., the sequences [*k]k=0
of complex numbers such that
:

k=0
*k ckzk (2.2.1)
is in E1 (resp. Xn) whenever
:

k=0
ckzk (2.2.2)
is in E1 (resp. X1), are the same, namely those for which
lim sup
k  
|*k | 1k<. (2.2.3)
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This concept will be used in the proof of the following:
Theorem 2.2.1. Let a, b denote distinct non-zero complex numbers such
that ab is not a root of unity, and L the differential operator
f [ D1 D2((z2&az1)(z2&bz1) f ) (2.2.4)
mapping C2 into itself. Then the necessary and sufficient condition for L to
have closed range is
lim inf
k  
|ak&bk | 1k>0. (2.2.5)
Remarks. (i) That ab is not a root of unity implies easily (as we shall
see in the following proof) that L is injective with dense range (indeed, it is
a bijection on the space of homogeneous polynomials of degree k, for each
k # N). Thus, (2.2.5) is a necessary and sufficient condition for bijectivity
of L.
(ii) Choosing in particular a=ei?s, b=e&i?s for some irrational
s # (0, 1), condition (2.2.5) becomes
lim inf
k  
|sin k?s| 1k>0. (2.2.6)
By virtue of a well-known theorem of Liouville,
|sin k?s|Ck& p (2.2.7)
holds, where C and p are positive constants that depend on s, for every
algebraic irrational s, so for such s (2.2.6) holds. On the other hand, one
can construct s (as a binary ‘‘decimal’’ expansion with occasional large
blocks of zeroes) for which (2.2.6) fails, and this gives counterexamples, i.e.,
L with non-closed ranges.
Proof of Theorem 2.2.1. The bijectivity of L on C2 is equivalent to
unique solvability in C2 of the mixed Cauchy problem
D1 D2 u=0
(2.2.8)
u= f, on 1 :=[(z1 , z2) : (z2&az1)(z2&bz1)=0],
for each given f # C2 ; the analogous statement is true for general operators
of the type (2.1.7) (see, e.g., [HSS, p. 522] or [ES, Proposition 1.2]). Since
the general solution of (2.2.8) is
u(z1 , z2)= g(z1)+h(z2) (g, h # C1) (2.2.9)
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we have to find g, h solving
g(z1)+h(z2)= f (z1 , z2), \(z1 , z2) # 1, (2.2.10)
that is, the pair of equations
g(z1)+h(az1)= f (z1 , az1) (2.2.11)
g(z1)+h(bz1)= f (z1 , bz1). (2.2.12)
Now, these two equations imply
h(bz1)&h(az2)= f (z1 , bz1)& f (z1 , az1). (2.2.13)
Here, we require a lemma.
Lemma 2.2.2. Given , # C1 with ,(0)=0, there exists f # C2 such that
f (z1 , bz1)& f (z1 , az1)=,(z1). (2.2.14)
Proof. We look for f in the form
f (z1 , z2)=,(:z1+;z2), (2.2.15)
where : and ; are complex numbers to be determined. Then (2.2.14)
requires
,(:z1+;bz1)&,(:z1+;az1)=,(z1). (2.2.16)
Choosing :, ; such that
:+;b=1, :+;a=0 (2.2.17)
we see that (2.2.16) holds. K
We return to the Proof of Theorem 2.2.1. Lemma 2.2.2 implies that the
right side of (2.2.13) represents an arbitrary function in C1 that vanishes
at 0. Moreover, if (2.2.13) is solvable with h # C1 for arbitrary right side
, # C1 vanishing at 0, it is clear that we can find g # C1 such that (2.2.11)
and (2.2.12) hold. We can thus assert:
Proposition 2.2.3. The bijectivity of L on C2 is equivalent to the
following assertion: to every , # C1 with ,(0)=0, the functional equation
h(az)&h(bz)=,(z) (2.2.18)
has a unique solution h # C1 with h(0)=0.
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Now, if
,(z)= :

k=0
,kzk, h(z)= :

k=0
hkzk, (2.2.19)
then (2.2.18) is equivalent to
hk=
,k
bk&ak
(2.2.20)
and we see that the necessary and sufficient condition that L is a bijection
on C2 is the following: the sequence [*k]k=0 , where
*k :=
1
bk&ak
, k # N, (2.2.21)
is a coefficient multiplier of C1 . In view of the earlier remarks, this com-
pletes the proof of the theorem. K
Remark. As remarked to the authors by A. Me ril, another example
with non-closed range is
f [ (D2&D21)(z2 f ) (2.2.22)
on E2 . Indeed, the restriction of this operator to X2 is a bijection, and so
L acting on E2 has dense range, but is not surjective (we refer the reader
to Sect. 3.2 below for details). Consequently, L does not have closed range
on E2 .
3. FISCHER MAJORANTS AND THE QUASI
MAXIMUM PRINCIPLE
3.1. The Main Result
For two formal power series
ft:
:
a: z:, gt:
:
b: z: (3.1.1)
there is an important notion of majorization, due to Cauchy, that is the
cornerstone of the classical proofs of the CauchyKowalevsky theorem,
namely
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Definition 3.1.1. With f and g given by (3.1.1), g is a Cauchy majorant
for f if
|a: |b: , \: (3.1.2)
(in particular, all b: are real and non-negative) and we denote this by
f<<g. (3.1.3)
In our work we have also found a different majorant notion to be very
useful. First, however, we recall some notation. Let Pn denote the vector
space of all polynomials in n variables, and Hkn the subspace of all
homogeneous polynomials of degree k (including the zero polynomial). In
Pn we have the Fischer inner product defined on the monomials by
(z:, z;) ={:!0
if :=;
if :{;
(3.1.4)
and extended by linearity (cf. the Fischer pairing introduced earlier).
Hence, the Fischer norm of a polynomial
p(z)=:
:
c:z:, (3.1.5)
where the sum is over a finite set of multi-indices :, is given by
&p&2=:
:
:! |c: | 2. (3.1.6)
Notice, however, that Pn is not complete in this norm. The completion of
Pn , in this norm, is a certain Hilbert space of entire functions, often called
the Fock space Fn (also, Fischer space, Bargmann space; cf., e.g., [NS1,
NS2] and references therein).
Let f and g be formal power series given by (3.1.1), and define fk # Hkn
to be the homogeneous part of degree k of the series f, i.e.,
fk(z) := :
|:|=k
a:z:, (3.1.7)
and of course similarly for g.
Definition 3.1.2. We say that g is a Fischer majorant of f if
& fk &&gk &, \k # N, (3.1.8)
42 EBENFELT AND SHAPIRO
File: 580J 302617 . By:CV . Date:18:04:97 . Time:10:04 LOP8M. V8.0. Page 01:01
Codes: 2304 Signs: 1122 . Length: 45 pic 0 pts, 190 mm
and we denote this relation by
f Zg. (3.1.9)
Lemma 3.1.3. If f and g are formal power series (3.1.1) with f Zg, and if
the series g converges uniformly on compact subsets of the ball
BR :=[z # Cn : |z|<R], 0<R, (3.1.10)
then the same is true for f.
The proof requires the following:
Lemma 3.1.4. If F, G # H kn the following are equivalent:
(a) &F&&G&;
(b) Letting 7 :=B1=[z # Cn : |z|=1] and _ the rotationally sym-
metric measure on 7,
|
7
|F(‘)|2 d_(‘)|
7
|G(‘)| 2 d_(‘); (3.1.11)
(c) For every non-negative radially symmetric measurable function W
on Cn,
|
C n
|F(z)| 2 W(z) dV(z)|
Cn
|G(z)| 2 W(z) dV(z), (3.1.12)
where dV denotes the volume measure on C n$R2n (the estimate (3.1.12) is
considered to hold even if both sides are +).
Proof. The Fischer norm can be expressed as an integral as follows (see
[NS1]):
&h&2=?&n |
C n
|h(z)| 2 e&|z| 2 dV(z), h # Fn . (3.1.13)
Thus, (a) is equivalent to
|
C n
|F(z)| 2 e&|z| 2 dV(z)|
Cn
|G(z)| 2 e&|z| 2 dV(z). (3.1.14)
Introducing polar coordinates and cancelling common factors gives (b);
this calculation was given in [ES, Sect. 3.2]. Another use of polar coor-
dinates shows (b) O (c), provided that the right side of (3.1.12) is finite
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(otherwise, there is nothing to prove), and clearly (c) O (3.1.14), which is
equivalent to (a). K
Corollary 3.1.5. If f, g # En with f Zg then, for any non-negative
radially symmetric measurable function W such that Pn /L2(Cn, W dV), we
have
|
C n
| f (z)| 2 W(z) dV(z)|
Cn
| g(z)| 2 W(z) dV(z), (3.1.15)
Proof. Let us assume that the right side of (3.1.15) is finite, because
otherwise there is nothing to prove. By assumption, & fk&&gk& for every
k # N, so by Lemma 3.1.4 the estimate (3.1.15) holds with f and g replaced
by fk and gk , respectively. Now, the spaces Hkn and H
l
n , for k{l, are
orthogonal with respect to the inner product in L2(Cn, W dV ); this is easy
to see using polar coordinates, as in the proof of Lemma 3.1.4, in the
integral representation of the Fischer inner product suggested by (3.1.13),
and the fact that any two different monomials are orthogonal with respect
to the Fischer inner product. This proves (3.1.15). K
Remark. It is clear from the proof that (3.1.15) also holds for any f, g
which are holomorphic on some ball containing the essential support of W.
Let us now give the proof of Lemma 3.1.3.
Proof of Lemma 3.1.3. Let, for fixed 0k<l,
Fk, l (z) := :
k jl
fj (z), fj # H jn , (3.1.16)
and define Gk, l analogously. Then, applying Corollary 3.1.5 with W equal
to the characteristic function of B\ and 0<\<R, we get
|
B \
|Fk, l | 2 dV|
B\
|Gk, l | 2 dV. (3.1.17)
Now,  j gj converges uniformly in B\ , and so a fortiori in L2(B\ ; dV).
Hence, the right side of (3.1.17) is bounded by a number =k such that
=k  0 as k  . From (3.1.17) and the orthogonality of homogeneous
polynomials of different degrees in L2(B\ ; dV ), we deduce
:
k jl
|
B\
| fj | 2 dV=k . (3.1.18)
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This implies the convergence of  j fj in the space L2(B\ ; dV ) to a
holomorphic function, say f . Since, for every \$<\, the convergence in
L2(B\ , dV ) implies uniform convergence in B\$,  j fj converges uniformly
to f on B\$ . Since this is true for any \$<R, Lemma 3.1.3 follows. K
As a first application of these ideas, we present a new proof of [HSS,
Theorem 1], which shall be needed below.
Corollary 3.1.6. Let P be a homogeneous polynomial. Then, every
f # On (BR ) has a unique splitting as
f=u+v, (3.1.19)
where u, v # On(BR), P(D)u=0, and P* | v.
Proof. By Fischer’s theorem ([F]; see also [S]) we have, for each k, a
unique orthogonal (with respect to the Fischer inner product) splitting of
fk as
fk=uk+vk , (3.1.20)
with uk , vk # H kn , P(D)uk=0, and P* | vk . Moreover, we have
&uk&& fk&, &vk&& fk &. (3.1.21)
Thus, by Lemma 3.1.3, both k uk=: u, and kvk=: v converge uniformly
on compact subsets of BR . Clearly, u and v fulfill the assertions of
Corollary 3.1.6. K
We now come to the main result.
Theorem 3.1.7 (Quasi Maximum Principle, QMP). Let P be a homog-
eneous polynomial with no multiple factors, and let 0<t<1. Then there are
constants a1, depending on P, and C>0, depending on t and P, such that,
for every R>0 and u holomorphic in BR satisfying
P(D)u=0, (3.1.22)
we have
sup
B t\
|u|C sup
B R & 1 P*
|u|, (3.1.23)
where \ is the number
\=
R
- 1+a2
. (3.1.24)
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Proof. First, since P is homogeneous, it suffices to prove the theorem
for R=1, because given R>0 and u # On(BR) satisfying (3.1.22) we simply
set u~ (z) :=u(Rz) and then u~ # On(B1) satisfies (3.1.22), by the homogeneity
of P, as well. Moreover, if we have proved the theorem for R=1 then
(3.1.23), with R=1, holds for u~ and 0<t<1. By the homogenity of 1P* ,
this estimate is equivalent to (3.1.23) for u, with the same constant C. Thus,
we prove the theorem for R=1.
Pick u # On(B1) satisfying (3.1.22). We want, as in part of the proof of
Theorem 2.1.3, to restrict u to 1P* and then extend it back to Br , for some
0<r<1, with a bound on the modulus in terms of the modulus of the
restriction. As in the proof of Theorem 2.1.3, there is no loss of generality
in assuming that P* is of the form ( p denotes the degree of P*)
P*(z)=z pn + :
:{(0, ..., 0, p)
|:|=p
c:z: (3.1.25)
and, thus, there is a constant a>0 (we take a1 for convenience) such
that, for each R1>0 and each |z$|R1 , the one-variable polynomial
zn [ P*(z$, zn) has precisely p roots in the disk |zn |aR1 . We define DR 1
by
DR 1 :=[ |z$|<R1 , |zn |<aR1]. (3.1.26)
Note that if we define
\=
1
- 1+a2
(3.1.27)
then D\ /B1 , and thus u # On(D\). Consider the following problem:
Dpn v=0
P* | (v&u).
(3.1.28)
It has a unique solution v # On(D\) such that, for all 0<t<1,
sup
Dt\
|v|C sup
D\ & 1P *
|u|, (3.1.29)
where C is a constant that depends on t (see [ES, Sect. 4.2]). Note that,
since we chose a1, we have
Bt\ /Dt\ , (3.1.30)
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for each t. Hence, we have
sup
B t\
|v|C sup
B 1 & 1 P*
|u|. (3.1.31)
Let us now complete the proof of the theorem. We have, in view of (2.1.28),
v&u=P*h, where h # On(B\). Hence, writing w=P*h, we find that
v=u+w is the unique Fischer splitting of the function v given by
Corollary 3.1.6. Moreover, by (the proof of) Corollary 3.1.6, wZv and
hence, by Corollary 3.1.5, for every s<1
|
Bs\
|w| 2 dV|
B s\
|v| 2 dV|Bs\ | (sup
B s\
|v| )2, (3.1.32)
where |Br | denotes the volume of Br . Now, we also have
(sup
Bs 2 \
|w| )
2
C |
Bs\
|w| 2 dV (3.1.33)
for some constant C that only depends on s. Since u=v&w, we get
sup
Bt\
|u| sup
B 1 & 1 P*
|u|, (3.1.34)
by combining (3.1.31), (3.1.32), and (3.1.33) (with t=- s). As promised,
the constant C only depends on t and P. This completes the proof, in view
of the remarks made in the beginning. K
Remarks. (i) In one case, that of the two-dimensional Laplace operator,
one can obtain the QMP with sharp constant by an elementary argument,
as D. Khavinson pointed out to us. After a complex change of variables,
we may take our operator to be P(D)=D1 D2 . Any u # SP(0), where 0 is
a bidisk centered at the origin, satisfies the functional equation
u(z1 , z2)=u(z1 , 0)+u(0, z2)&u(0, 0), (3.1.35)
since any such u is of the form A1(z1)+A2(z2), with A1 , A2 holomorphic.
From (3.1.35),
sup
0
|u|3 sup
0 & 1 P*
|u| (3.1.36)
and it is easy to see that the constant 3 is sharp. The formula (3.1.35) is
itself an example of balayage of a point mass at (z1 , z2) onto 1P* .
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(ii) In (3.1.23), the supremum on the right may be taken over the
intersection BR & 1P* and, hence, also the balayage of measures suppor-
ted in Bt\ may be made onto this smaller set. This observation was made
by D. Khavinson, and to see it note that for any point ‘ # BR & 1P* the
complex line L(‘) : s [ s‘, for s # C with |s|<R|‘|, is contained in that
same set, with ‘ in its interior, because of the homogeneity of 1P* . Hence,
the restriction of u to BR & 1P* cannot have a strict maximum in its
modulus at ‘, since the further restriction to L(‘) is holomorphic in
|s|<R|‘| and ‘ is an interior point.
(iii) Some generalization of Theorem 4.5 can be given along the lines
indicated in the last section of [ES]: (a) A QMP (with different constants
but, as here, with uniformity of the estimate) holds if we replace the pair
(P(D), P*) by (P(D), Q*), where
Q(z1 , ..., zn)=P(a1z1 , ..., anzn) (3.1.37)
for some positive numbers a1 , ..., an . (b) The requirement of homogeneity
can be replaced by t-homogeneity for some positive t=(t1 , ..., tn) (this can
also be combined with (a)).
(iv) If we had chosen to estimate the function u in polyballs DR
suitably adapted to the polynomial P* instead of in balls BR , it is clear
from the proof that we could take \=R in the statement of the theorem.
We can relate the QMP to the WQMP by noting that the QMP requires
the WQMP with a uniformity in the way that the constant C and the set
L depend on K. We see that if we, in the situation described by Theorem
3.1.7, fix a t, say t=12, then given a set K contained in some ball B\ we
have an estimate on the modulus of the solution u in K in terms of the
modulus of u on 1P* & BR , where
R=2 - 1+a2 \, (3.1.38)
with a uniform constant C. Assuming, e.g., that u is entire and has
exponential (or polynomial) growth on 1P* , we deduce that u is of
exponential type (resp. polynomial). Such a conclusion cannot be drawn
from the WQMP.
Let us illustrate with an example that WQMP and QMP are two dif-
ferent notions, i.e., we give an example of polynomials P and Q such that
SP admits a WQMP, but not a QMP, with respect to 1Q .
3.2. An Example where the WQMP Holds, But the QMP Fails
We know, from Theorem 2.1.3, that the WQMP for SP with respect to
1Q is equivalent to the operator (2.1.6) being surjective on Xn , and also to
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the operator (2.1.7) being injective, with closed range on En . In particular,
if (2.1.7) is a bijection on En then SP admits a WQMP with respect to 1Q .
On the other hand, as is rather easy to see (see, e.g., [HSS, p. 522] or [ES,
Proposition 1.2]), (2.1.7) is a bijection on En if and only if the mixed
Cauchy problem
P(D)u=0
Q | (u&f )
(3.2.1)
has a unique solution u # En for every f # En . Now, the QMP requires
more: if f has a certain growth on 1Q then the solution u to (3.2.1) has
corresponding growth in Cn. In particular, if f # Xn then u # Xn . Of course,
this implies that (3.2.1) has a unique solution u # Xn for every f # Xn which,
in turn, is equivalent to (2.1.7) being a bijection on Xn . Hence, if we find
a pair of polynomials P, Q such that (2.1.7) is a bijection on En but not
on Xn , then SP admits a WQMP, but not a QMP, with respect to 1Q .
In general, the two statements ‘‘(2.1.7) is a bijection on En ’’ and ‘‘(2.1.7)
is a bijection on Xn ’’ are not equivalent. This was first pointed out by Me ril
and Struppa [MS], and their example is the following: consider the
operator
u [ D2((z2&z21)u). (3.2.2)
It is bijective on E2 , but not on X2 . A simple proof of this statement can
be obtained by first noting that it is equivalent to prove that (3.2.1), with
P(D)=D2 and Q(z)=z1&z22 , has a unique solution u # E2 for each f # E2 ,
i.e., given f one can find a unique u=u(z1) such that
u(z1)= f (z1 , z2) (3.2.3)
whenever z2=z21 , but that u need not belong to X2 even if f does. The
proof of this is easy; simply take
u(z1)= f (z1 , z21). (3.2.4)
Clearly, u is the unique solution in E2 , and u does not in general belong
to X2 even if f does.
Another proof of this result can be obtained using the Cauchy majorant
method on the dual statement: the characteristic Cauchy problem for the
heat equation,
(D2&D21 )u=0
(3.2.5)
u(z1 , 0)=f (z1),
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has a unique solution u # X2 for every f # X1 , but there is in general no
solution u # E2 for f # E1 . The absence of a solution for a general f # E1 is
a famous result from S. Kowalevsky’s doctoral dissertation ([K], further
discussed in [KS2]). To see that (3.2.5) has a unique solution u # X2 for
every f # X1 , we note (we leave the details to the interested reader) that one
can obtain a unique power series solution of (3.2.5) by differentiating in the
equations and setting the variables equal to 0. Also, if U is the unique
power series solution to (3.2.5), with F in the place of f, and if f<<F, then
u<<U. But
U(z1 , z2)=Ceaz 1+a
2z 2 (3.2.6)
solves (3.2.5) with
F(z1)=Ceaz 1, (3.2.7)
and by choosing C and a large enough we get f<<F, for any given f # X1 .
Hence, the power series solution u of (3.2.5) converges to an element of X2 .
Remarks. (i) It follows from the above that the operator u [ (D2&D21 )
(z2 u) is injective with dense non-closed range on E2 (A. Me ril); cf. the remark
at the end of Sect. 2.2.
(ii) The preceding example is based on the fact that the dual Cauchy
problem to a characteristic one very well may be non-characteristic.
4. A QUASI MAXIMUM PRINCIPLE FOR THE SPHERE
Recall, from the previous section, the notation S/Rn for the real unit
sphere, and S /Cn for its complexification. Furthermore, let Iz 0 denote the
isotropic cone with vertex at z0, i.e.,
Iz 0 :={z # Cn : :
n
j=1
(zj&z0j )
2=0= . (4.1)
We start out by proving the following geometric proposition, the
significance of which will become apparent in the proof of the subsequent
Proposition 4.2, which, in turn, is essential for our main result Theorem 4.3.
Proposition 4.1. For every \>0 and 0<=<1 the following holds: given
‘0 # I0 with |‘0 |=1 there exists an (n&1)-cycle #, homeomorphic to the
(n&1)-sphere, in S such that z # # satisfies
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|z|R :=
\
= 1+\
=
- 2 \+
4
(4.2)
} :
n
j=1
(zj&t‘0j )
2 }1&= , \t : 0t\. (4.3)
Moreover, there is a constant C, depending only on the dimension n, such
that
:
n
j=1
|
#
|zj dz1 7 } } } 7 dzj@7 } } } 7dzn |CRn+2d, (4.4)
where d=n mod 2 (i.e., d=0 if n is even and d=1 if n is odd ), and where
the hat above, as usual, means omission of that factor.
Remark. For all \<1- 2 we can pick ==- 2\, which gives us the
number 1 on the right in (4.2), i.e., the sphere # must be the unit sphere S.
In this case, we get the number 1&- 2\ on the right in (4.3). This is well
known and reflects the fact that the ball B1- 2 is contained in the Lie ball
(cf. [A, p. 83; ES, Lemma 3.3.1]).
Proof of Proposition 4.1. Pick \>0 and 0<=<1. We claim that it suf-
fices to prove the proposition for some fixed ‘0 # I0 , with |‘0|=1. To see
this, we notice that any ‘1 # I0 , with |‘1|=1, can be brought to ‘0 by a
linear change of coordinates
z$=Az, (4.5)
where A is some real orthogonal transformation, because the real and
imaginary parts of any ‘ # I0 , with |‘|=1, are orthogonal unit vectors in
Rn. The claim follows, because such a change of coordinates does not dis-
tort any of the objects involved, and does not alter the quadratic form that
we take the modulus of in the left side of (4.3). We prove the proposition
by considering z0=t‘0, with 0t\ and
‘0 :=(1, i, 0, ..., 0)- 2. (4.6)
If the number of dimensions n is even, the construction of the (n&1)-cycle
# is much easier, for topological reasons, than if n is odd. We therefore
prove the even-dimensional case first to see more clearly the idea of the
proof, and then we do the general construction, which works in both even
and odd dimensions. Thus, assume n is even, and consider the following
family of spheres #r,
#r(!)=
1
2 \\r+
1
r+ !+i \r&
1
r+ T!+ , ! # S, r>0, (4.7)
51QUASI MAXIMUM PRINCIPLE
File: 580J 302626 . By:CV . Date:18:04:97 . Time:10:04 LOP8M. V8.0. Page 01:01
Codes: 2242 Signs: 857 . Length: 45 pic 0 pts, 190 mm
where T is the real linear transformation
!1 !2
!2 &!1
T!=T\ b +=\ b + . (4.8)!n&1 !n!n &!n&1
Notice that it is essential here that n is even! Clearly, T is an isometry and
(!, T!) := :
n
j=1
!j (T!) j=0, (4.9)
for all ! # S, so it is easy to check that #r is contained in S for all R>0.
Also, note that #1=S. Let us denote
F(z)= :
n
j=1
z2j . (4.10)
For z # S and z0=t‘0 the quadratic form F(z&z0) can be reduced to a
linear one as
F(z&t‘0)= :
n
j=1
(zj&t‘0j )
2= :
n
j=1
(z2j +t
0 2&2tzj‘0j )=1&2t :
n
j=1
zj‘0j . (4.11)
Writing this in terms of real variables, using the notation z=x+iy, and
recalling the choice of ‘0, we obtain
Re F=1&- 2t(x1&y2)
(4.12)
Im F=&- 2t(x2+y1),
for z # S . Let us now minimize |F(z&t‘0)| over z # #r. We write A(!) and
B(!) for the pullbacks to S of Re F and Im F, respectively, i.e.,
A(!)=1&- 2t \12 \r+
1
r+ !1+
1
2 \r&
1
r+ !1+
(4.13)
=1&- 2tr!1
B(!)=&- 2t \12 \r+
1
r+ !2+
1
2 \r&
1
r+ !2+
=&- 2tr!2 ,
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for ! # S. Clearly, we minimize (A(!)2+B(!)2)12 over ! # S, by picking
!2=0 and !1=1, provided that we choose r<1- 2\, and then the mini-
mum becomes 1&- 2tr. Let us now choose
r=
=
- 2\
, (4.14)
so that
|F(z&t‘0)|1&=
t
\
1&=, (4.15)
for all z # #r and 0t\. An easy calculation shows that, for any z # #r, we
have
|z|=r
4+1
2r2
. (4.16)
If we plug 4.14 into the right hand side we come up with the number
\
= 1+\
=
- 2\+
4
. (4.17)
Also, it is clear that
:
n
j=1
|
# r
|zj dz1 7 } } } 7 dzj@7 } } } 7 dzn |C \(r+1r+
n
, (4.18)
for some constant C, depending only on the dimension n. The estimate
(4.4) follows easily from the definition of r, i.e., (4.14). This completes the
proof of the even-dimensional case, in view of the remark made in the
beginning.
Let us now complete the proof by considering the odd-dimensional case.
It is easy to see that there is no real linear transformation corresponding
to T in (4.7) above, i.e., one that maps the sphere to itself and which is
such that T! is orthogonal to !. Indeed, in odd-dimensional space there
cannot even be a smooth map 8 of the sphere into itself such that 8(!) is
orthogonal to !, because such a map would induce a vector field on the
sphere without any base points and it is a well-known topological fact that
such a vector field does not exist. However, let us denote by !$ the vector
!$ :=(!1 , !3 , ..., !n), (4.19)
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i.e., the (n&1) vector obtained from ! by deleting the second entry, and
consider the map
8(!) :=\ !2|!$| !1 , &|!$|,
!2
|!$|
!3 , ...,
!2
|!$|
!n+ . (4.20)
It is a smooth map for, say, !1>0, and
|8(!)| 2=
!22
|!$| 2
!21+|!$|
2+
!22
|!$| 2
!23+ } } } +
!22
|!$| 2
!2n
=!22+|!$|
2
=|!| 2, (4.21)
so 8 maps S & [!1>0] into S. Moreover, we have
(8(!), !) =
!2
|!$|
!21&!2 |!$|+
!2
|!$|
!23+ } } } +
!2
|!$|
!2n
=!2( |!$|&|!$| )
=0. (4.22)
Define $ to be the number
$ :=
=
- 2\ \1+
=
- 2\+
&1
, (4.23)
and let r=r(t) be a smooth positive function on [&1, 1] which is 1 on
[&1, $], which decreases linearly from 1 to
r0 :=
=
- 2\
(4.24)
on ($, 2$) (slightly smoothed at the endpoints of this interval), and which
equals r0 on [2$, 1]. There is no loss of generality in assuming r01
because if r0>1 then, as will readily follow from the arguments below (cf.
(4.27) below), we could instead take the function r to be identically 1 and
forget about r0 . We define the (n&1)-cycle # by
#(!)=
1
2 \\r \!1)+
1
r(!1)+ !+i \r(!1)&
1
r(!1)+ 8(!)+ , ! # S. (4.25)
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This is a well-defined and smooth cycle (map), since r=1 for !10, and
it is easy to check that it is a cycle on S , by using the facts that 8(!) lies
on S and is orthogonal to !. Using the same notation as above, we have
A(!)=1&
t
- 2 \\r+
1
r+ !1+\r&
1
r+ |!$|+
=1+
t
- 2r
( |!$|&!1)&
tr
- 2
( |!$|+!1)
=1+\1r&r+
t |!$|
- 2
&\1r+r+
t!1
- 2
. (4.26)
From the second equality of (4.26) we see that, if !12$, we have
A(!)1&
tr
- 2
( |!$|+!1)
1&- 2\r
=1&- 2\r0
=1&=. (4.27)
On the other hand, if !1<2$ we see from the last equality of (4.26), since
r01 implies 1r&r0, that
A(!)1&\r+1r+
t!1
- 2
1&\r+1r+ - 2\$
1&\1+- 2\= + - 2\$
=1&=. (4.28)
Consequently, we have proved (4.3), and (4.2) follows as in the even-
dimensional case above since r lies between r0 and 1. To complete the
proof, we have to show that (4.4) holds. Since r is a function in this case,
we have to take the differential of r into account when we pull back the
forms dz1 7 } } } 7 dzj@7 } } } 7dzn to S. However, r depends only on the
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variable !1 and it is easy to estimate its derivative because, by the definition
of r, the modulus of the derivative, |r$(!1)|, is bounded by the slope
1&r0
$
=
- 2\
=
&
=
- 2\
=
1
r0
&r0 . (4.29)
Thus, we have
}\r\1r+
$ }|r$| \1+ 1r2+C
1
r30
, (4.30)
for some constant C (recall here that we assume r01 so that 1r0 is the
dominant term), and this means that
:
n
j=1
|
#
|zj dz1 7 } } } 7 dzj@7 } } } 7dzn |C
1
rn+20
, (4.31)
where C here is some new constant that depends only on the number of
dimensions. As above, this implies (4.4) with d=1. The proof is complete. K
Using this proposition, we can estimate the values of a ‘‘complex-
harmonic’’ function, i.e., one satisfying (4.33) below, on the isotropic cone
by its values on the complexified sphere S , which in combination with
Theorem 3.1.7 implies the announced quasi maximum principle.
Proposition 4.2. Let \>0, and 0<=<1, and define
R=
\
= 1+\
=
- 2\+
4
. (4.32)
Then, for all holomorphic functions u in the ball BR that extend continuously
to the boundary and satisfy the complex Laplace equation
(D21+ } } } +D
2
n)u=0, (4.33)
we have the inequality
sup
I0 & B \
|u|C
Rn+2d
(1&=)n2
sup
S & B R
|u|, (4.34)
where C is a constant that only depends on n and d is as in Proposition 4.1.
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Proof. The values of u in the real unit ball can be obtained by the
Poisson integral
u(x)=cn |
S
1&|x| 2
|x&y| n
u(y) dSy , (4.35)
where cn denotes the reciprocal of the area of S and dS denotes the area
measure on S. This can be rewritten as
u(x)=|
S
u(y) |(x, y), (4.36)
where |(x, y) denotes the differential form
|(x, y)=cn
1&|x| 2
|x&y|n
:
n
j=1
(&1) j&1 yj dy1 7 } } } 7 dyj@7 } } } 7 dyn . (4.37)
Note that |(x, } ), for each fixed x, is the trace on Rn of the (n&1)-form
(which we, by a slight abuse of notation, also denote by |(x, } ))
|(x, w)=cn
1&(x)
(x&w) n2
:
n
j=1
(&1) j&1 wj dw1 7 } } } 7 dwj@ 7 } } } 7 dwn ,
(4.38)
where we, to simplify the notation, denote
(z) := :
n
j=1
z2j . (4.39)
The form |(x, } ) is (locally) analytic off Ix . If n is odd then |(x, } ) is multi-
valued in Cn"Ix , although for small x it is single-valued in some neigh-
borhood of S. Again, we rewrite the expression for u(x) as
u(x)=|
S
u(w) |(x, w), (4.40)
and note that the expression on the right is analytic in the variable x as
long as (x&w) does not vanish on S, i.e., as long as Ix does not meet S.
By analytic continuation and Proposition 4.1, we see that (4.40) is valid in
all of B1- 2 (i.e., even for complex values of x). Furthermore, note that, for
z # B1- 2 , the restriction of the (n&1)-form |(z, } ) to the n&1 (complex-)
dimensional complex manifold S has maximal degree as an analytic form
(i.e., it has bidegree (n&1, 0) on an n&1 dimensional complex manifold);
in particular, its restriction to S "Iz is (locally) closed. Consequently, we
57QUASI MAXIMUM PRINCIPLE
File: 580J 302632 . By:CV . Date:18:04:97 . Time:10:04 LOP8M. V8.0. Page 01:01
Codes: 2511 Signs: 1545 . Length: 45 pic 0 pts, 190 mm
may replace S as the cycle of integration in 4.40 by any cycle on S "Iz
homotopic (in S "Iz) to S. Note that, since the form we are integrating is
in general multi-valued, we cannot replace the cycle of integration by some-
thing merely homologous to it; the cycles have to be homotopic (although,
in the even-dimensional case, homologous will do since the form is single-
valued then). The point of all this is the following: since S & I0 is empty
(this is obvious!) we may replace S as the cycle of integration in (4.40) for
the value u(0) by any other (n&1)-sphere # on S (it is easy to see that S
is homotopy equivalent to S, so all (n&1)-spheres on S are homotopic to
S). By analytic continuation, the value u(z0) can be computed by (4.40)
with S replaced by #, as long as there is a path from 0 to z0 such that Iz
does not meet # for any point z on that path. Hence, it follows from
Proposition 4.1 that for any z0 # I0 & B\ there is a (n&1)-sphere # on
S & BR such that
u(z0)=|
#
u(w) |(z0, w). (4.41)
Since z0 # I0 , we have
|(z0, w)=cn
1
(z0&w)n2
:
n
j=1
(&1) j&1 wj dw1 7 } } } 7 dwj@ 7 } } } 7 dwn ,
(4.42)
and it follows from (4.3) and (4.4) of Proposition 4.1, combined with (4.41)
and (4.42), that the following estimate holds,
|u(z0)|C
Rn+2d
(1&=)n2
sup
#
|u| , (4.43)
where C is some constant that depends only on n. This completes the
proof. K
If we combine Proposition 4.2 with Theorem 3.1.7 we obtain our main
result.
Theorem 4.3 (QMP for Spheres). For every 0<t<1 there is a constant
C with the following property: for every \>0, define
R=
- 2\
t 1+\
t
2\+
4
. (4.44)
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Then, for any holomorphic function u in BR that extends continuously to the
boundary and satisfies the complex Laplace Eq. (4.33), the following estimate
holds,
sup
B t\
|u|CRn+2d sup
B R & S
|u|, (4.45)
where d is as in Proposition 4.1.
Proof. First, let us fix \>0 and u, and let us apply Theorem 3.1.7 to u,
with P(z)=P*(z)=(z) then. It is clear from the definition of the
number a, in the proof of Theorem 3.1.7, that we can take a=1. Hence, if
we set r=- 2\<R there is a constant C, depending only on t, such that
sup
Bt\
|u|C sup
B r & I0
|u|. (4.46)
Now, we apply Proposition 4.2 to the estimate (4.46). The Eq. (4.32) with
==t, and r=- 2\ instead of \, yields (4.44). Hence, Proposition 4.2 asserts
that
sup
Br & I 0
|u|C
Rn+2d
(1&t)n2
sup
B R & S
|u|. (4.47)
The theorem follows from (4.46) and (4.47). K
Notice that if we fix t, say t=1- 2, then R grows approximately as 2\.
Thus, for an entire solution u Theorem 4.3 asserts, very roughly, that the
maximum of |u| in a ball of radius r can be estimated by Crn+2d times the
maximum of |u| on S in the ball of radius 2 - 2r. Hence, if |u| grows
exponentially (or polynomially) on S then u is of exponential type (resp. a
polynomial). This QMP for spheres can be used to prove stronger versions
of Corollaries 2.1.5 and 2.1.6, without referring to the theorem of [KS1]
used in their proofs in the previous section. Indeed, the QMP provides
an independent proof of this theorem. Since QMP implies WQMP, Corol-
lary 2.1.5 follows immediately from Theorem 2.1.3, and in the balayage ver-
sion, Corollary 2.1.6, we get more precise information on the support and
norm of the balayage measure ?z 0 . To see that the QMP also provides an
independent proof of the theorem in [KS1], which could expressed as if
P(z)=(z) the operator
h [ P(D)((P&1)h) (4.48)
is bijective in En , we note that Corollary 2.1.5 already asserts that the
operator (4.48) is injective, with closed range on En . We just need to see that
it also has dense range. This is clear though, because (4.48) obviously maps
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the space of polynomials of degree k into itself so the injectivity of the
operator, and linear algebra, implies that it is surjective on Pn which is dense
in En .
Let us conclude this subsection by discussing a slight strengthening of the
theorem in [KS1]. The bijectivity of (4.48) on En is equivalent, as we
remarked in Sect. 3, to the problem
P(D)u=0
(P&1) | (u& f ), f # En ,
(4.49)
being correct, i.e., having a unique solution u # En for each f # En . We claim
that for f # On(BR) the problem (4.49) has a unique solution u # On(B\),
where \ and R are related by
R=- 2\1+\ 12\+
4
. (4.50)
Let f # On(BR) be given and let fk be a sequence of polynomials converging
uniformly to f on compact subsets of BR (e.g., the partial sums of the Taylor
series). Let uk # En be the unique solution of (4.49) with fk in the place of
f (we have already proved that there is such a solution, and in view of the
growth control of the QMP mentioned above the uk are also polynomials).
Then, for any R$<R, (4.45) implies that the sequence [uk] converges
uniformly on compact subsets of \$ (R$ and \$ are again related by (4.50))
to some holomorphic function u. Clearly, u solves (4.50) in B\$ . This com-
pletes the proof of the claim, since R$<R was arbitrary. The uniqueness is
of course immediate from (4.45).
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