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ABSTRACT
This work introduces two strategies for training network classifiers
with heterogeneous agents. One strategy promotes global smooth-
ing over the graph and a second strategy promotes local smoothing
over neighbourhoods. It is assumed that the feature sizes can vary
from one agent to another, with some agents observing insufficient
attributes to be able to make reliable decisions on their own. As a
result, cooperation with neighbours is necessary. However, due to
the fact that the feature dimensions are different across the agents,
their classifier dimensions will also be different. This means that
cooperation cannot rely on combining the classifier parameters. We
instead propose smoothing the outputs of the classifiers, which are
the predicted labels. By doing so, the dynamics that describes the
evolution of the network classifier becomes more challenging than
usual because the classifier parameters end up appearing as part of
the regularization term as well. We illustrate performance by means
of computer simulations.
Index Terms— Distributed optimization, distributed features,
multiagent classification, learning over graphs.
1. INTRODUCTION AND RELATEDWORK
This work studies the problem of classification by a collection of
networked agents. It is assumed that the network is heterogeneous
in that the feature sizes can vary from one agent to another, with
some agents observing insufficient attributes to make reliable de-
cisions on their own. As a result, cooperation with neighbours is
necessary. However, due to the fact that the feature dimensions are
different across the agents, their classifier dimensions will also be
different. This means that cooperation cannot rely on combining
the classifier parameters as in [1–5]. We instead focus on smooth-
ing the outputs of the classifiers, which are the predicted labels. By
doing so, the dynamics that describes the evolution of the network
classifier becomes more challenging than usual because the classifier
parameters now appear as part of the regularization term as well. We
explain how to address these challenges in the article.
Specifically, we formulate two network classification problems.
In one case, we assume the labels vary “smoothly” over the graph.
In other words, we assume that the number of jumps from one label
to another is small. This scenario is common since, often in practice,
agents in close proximity observe more or less related attributes as
well as objects belonging to the same class. For this situation, we
formulate an optimization problem that enforces global graph-wide
smoothing across all agents. In a second case, we assume that all
agents regularly observe data from the same class so that the network
is synchronized and working as a classification cluster. This situa-
tion is also common in practice when sensing networks are tasked
with monitoring a common environment. For this problem, we in-
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troduce an optimization problem that involves instead a form of local
smoothing across neighbourhoods.
Thus, this work introduces two strategies to train a network of
heterogeneous agents to perform classification. One strategy pro-
motes global smoothing over neighbourhoods. and a second strategy
promotes local smoothing over the graph. In the sequel, we explain
how these formulations differ from earlier works in the literature.
For now, it is useful to note that network classifiers can have
a multitude of applications, including in weather forecasting [6],
surveillance and object recognition [7], brain activity detection [8],
and healthcare monitoring.
1.1. Previous Work
There exist several good works in the literature on combining classi-
fiers. One notable example is the class of boosting techniques, such
as AdaBoost [9]. However, these techniques are centralized and do
not exploit any underlying graph structure. There exist other works
that focus on incorporating the graph structure into the learning al-
gorithm. These methods, from within the framework of represen-
tation learning [10–15], are more focused on embedding the graph
structure into the feature vector. Once this is accomplished, the data
is passed into traditional learning methods such as SVMs or neural
networks. Some of these methods involve node embedding, which
aims at representing the location and neighbourhood of each node
in the feature vector; while subgraph embedding represents entire
subgraphs as low dimensional feature vectors.
The main issue with these methods is that we must first learn
an embedding of the graph to generate feature vectors, before we
can learning algorithms on these vectors. In our approach, we avoid
the graph embeding step and exploit the graph structure directly
by devising different learning algorithms. We formulate distributed
optimization problems that enforce regularization on the graph and
forces the agents to collaborate as dictated by the topology that binds
them. We comment on further distinctions from prior work at the
end of the next section after we formulate the network classification
problems.
1.2. Contribution
Consider an undirected graph G that consists of K nodes. Let A ∈
RK×K denote the graph combination matrix, which is assumed to be
doubly stochastic (1TA = 1, A1 = 1T). Each node k has access to
a set ofN data points consisting of labels γk(n) ∈ {±1} and feature
vectors hk,n ∈ RMk . The attributes within the feature vectors can
be different across the nodes. The size of the feature vectors can
also differ across the graph, which motivates using a subscript k in
Mk. Also, the labels can vary across the nodes, with some clusters in
the network observing data arising from class +1 and other clusters
observing data arising from class −1. Since the feature sizes at the
agents are different, some agents may not have sufficient information
for reliable classification on their own, which motivates the need
for cooperation. One issue is to decide on how cooperation should
be carried out since the classifiers will have different dimensions
and cannot be aggregated directly by the agents. We clarify these
questions in the sequel.
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LetL denote the graph Laplacian matrix defined byL = D−A,
where D is a diagonal matrix with elements
[D]kk =
∑
`∈Nk
ak`, (1)
withNk denoting the neighbourhood of agent k and ak` ≥ 0 denot-
ing the weight scaling the data moving from agent k to agent `.
Let wk ∈ RMk denote the classification vector at agent k. Let
also γ̂k(n) denote the estimate for the label at agent k and sample n.
We start from the following aggregate optimization problem:
Wo = argmin
W
J(W) ∆=
1
N
N−1∑
n=0
K∑
k=1
Q(γk(n), γ̂k(n)) + ηR(wk),
(2)
where we have collected all classifiers into W = col
{
wk
}K
k=1
, and
the loss function Q(·) is assumed to be differentiable, ν−strongly
convex, and with δ−Lipschitz gradients. The term R(·) represents a
regularization factor, with η > 0. We assume in this article thatR(·)
is differentiable for simplicity of presentation. Non-smooth regular-
izes can also be used with minimal adjustments to the algorithms by
using easier subgradients or incorporating proximal steps.
Although nodes may be observing data belonging to different
class labels, we shall assume smooth transitions across the graph. It
is natural in applications to assume that such predictions vary slowly
across adjacent nodes. Specifically, if we let γ̂k(n) = hTk,nwk de-
note the prediction for the label at agent k at time n, we shall enforce
that these predictions vary smoothly over the graph by modifying (2)
to the following form:
W?ρ = argmin
W
Js(W) ∆=
1
N
N−1∑
n=0
K∑
k=1
[
Q(γk(n), γ̂k(n))
+ ηR(wk)
]
+
1
2
ργ̂TnLγ̂n,
(3)
where γ̂n = col{γ̂k(n)}Kk=1 and ρ > 0 is a regularization factor.
This form includes an additional regularization term in terms of the
Laplacian matrix and exploits the fact that the Laplacian helps en-
force smoothness among connected agents [16–18]. We will also
consider a second problem formulation where we can continue with
the optimization problem (2) but define instead the prediction for
γ̂k(n) (4) by averaging the predictions from the neighbours having
the same label as k, where Ck = {` ∈ Nk|γ` = γk}.
γ̂k(n) =
1
|Ck|
∑
`∈Ck
a`kh
T
`,nw` (4)
The main difference between formulations (3) and (2)-(4) is that (3)
imposes smoothness on a global graph-wide scale, while (2)-(4) im-
poses smoothness on a local neighbourhood scale.
There are two aspects that set our formulations apart from prior
works in the literature. First, the feature vectors have different di-
mensions across the agents with some agents having insufficient
information to operate alone. Different from the works in [19, 20]
where the network corresponds to one classifier and supervised
learning is performed under a distributed features assumption, in the
current work we assume that each agent corresponds to one classifier
and that the outputs of the classifiers are smooth over the graph. As
a result, the local classifiers also have different dimensions and they
cannot be combined together directly to strengthen performance.
We are therefore dealing with a heterogeneous network situation.
This is one reason why we perform smoothing on labels and not on
the parameter space. The second issue is that this formulation leads
to a more challenging dynamic equation describing the evolution of
the network, which in turn makes the performance analysis more
demanding. This is because the unknown classifiers also appear as
part of the regularization term.
2. DISTRIBUTED CLASSIFICATION ALGORITHMS
Let us consider first the regularized problem (3), which enforces
global smoothing across the graph. For this setting, we assume the
labels γk vary smoothly over the graph, meaning that the number
of jumps that occur from a node with label +1 to a node with la-
bel −1 is small. One example to this effect is illustrated in Fig.
1, where the network on the left has multiple jumps, while the net-
work on the right has fewer jumps. Note that the value of the reg-
ularization term γTLγ is smaller in the second case. Examining
the graph on the right, we see that some agents observe one label
(say, the red agents), while another group of agents observes the sec-
ond label (say, the blue agents). In this work, we shall assume that
these clusters continue to act as a group continually, i.e., agents in
them observe the same labels continually. For example, assume the
graph is classifying “cars” and “airplanes.” It is assumed that the red
cluster, as a group, observes either cars or airplanes together, and
similarly for the blue cluster. This situation maintains smoothness.
Situations where class observations vary arbitrarily across all agents
lead to non-smooth scenarios and are less frequent; we do not cover
this scenario here. It is more natural that local clusters observe data
arising from the same label, which is in line with the assumption of
smoothness.
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Fig. 1: Two graphs with different smoothness levels.
Writing down a distributed stochastic gradient algorithm for
minimizing (3) leads to the listing of Algorithm 1. In this imple-
mentation, a random index n is selected at each iteration and the
gradient vector of the cost function is evaluated in an incremental
manner, by first computing a stochastic-gradient approximation for
the loss term, which is denoted by gk,n. This gradient is further
updated by adding the correction that arises from differentiating
the regularizer and smoothing terms in the cost (3). This results
in g′k,n, which is then used to update wk,i−1 to wk,i. Observe
that coordination among the agents occurs during the evaluation of
the second gradient correction. Once the network is trained, then
during testing each agent estimates its label by averaging the label
information from neighbours using (4). This is necessary because
even after training, some agents will still be unable to classify on
their own because they do not have sufficient features.
We can repeat the same derivation for problem (2)-(4), leading
to Algorithm 2. In this implementation, each agent estimates its la-
bel by using the local averaging structure (4). The vector gk,n refers
to a stochastic approximation for the loss term, and is used to update
wk,i−1 to wk,i. Again, once the classifiers are trained, and during
testing, the agents employ (4) to estimate their labels. This second
Algorithm 1 (Network classifier with graph smoothing)
given N data pairs {γk(n), hk,n}N−1n=0 for every k =
1, 2, · · · ,K.
initializewk,−1 for every k = 1, 2, · · · ,K.
for each iteration i = 1, 2, · · · do
for each agent k = 1, 2, · · · ,K do
n = random index of data to be used at iteration i
γ̂k(n) = h
T
k,nwk,i−1
gk,n = ∇Q(γk(n), γ̂k(n)) + η∇R(wk,i−1)
g′k,n = gk,n − µρ
∑
`∈Nk
ak`
(
γ̂k(n)− γ̂`(n)
)
hk,n
wk,i = wk,i−1 − µg′k,n
end for
end for
implementation is more suitable for scenarios where the entire net-
work acts as a cluster with all agents observing features from the
same class. We will illustrate these effects in the simulation section.
Algorithm 2 (Network classifier with local smoothing)
given N data pairs {γk(n), hk,n}N−1n=0 for every k =
1, 2, · · · ,K.
initializewk,−1 for every k = 1, 2, · · · ,K.
for each iteration i = 1, 2, · · · do
for each agent k = 1, 2, · · · ,K do
n = random index of data to be used at iteration i
γ̂k(n) =
1
|Ck|
∑
`∈Ck a`kh
T
`,nw`,i−1
gk,n = ∇Q(γk(n), γ̂k(n)) + η∇R(wk,i−1)
wk,i = wk,i−1 − µgk,n
end for
end for
3. NETWORK EVOLUTION
We now examine the evolution of the network and show that the
algorithms are able to converge to a small neighbourhood around
their optimal solutions. Due to space limitations, we focus on the
first algorithm since the analysis for the second one is similar.
We collect the estimates from across the network into the col-
umn vectorWi = col
{
wk,i
}K
k=1
, and define Hi = blckdiag{hT1,n,
hT2,n, · · · , hTK,n}, where n is a function of i. Then, the recursion
for Algorithm 1 can be written as:
Wi = (I − µρHiLHTi )Wi−1 − µ∇̂WTJ(Wi−1), (5)
where
∇̂WTJ(Wi−1) = col
{∇Q(γk(n), γ̂k(n))
+ η∇R(wk,i−1)
}K
k=1
.
(6)
The stochastic gradient noise process is given by
si(W) = ∇̂WTJs(W)−∇WTJs(W)
= ∇̂WTJ(W) + ρHiLHTi W
−∇WTJ(W)− ρ
1
N
N−1∑
m=0
HmLHTmW.
(7)
It is customary in the literature on distributed optimization to assume
that the gradient noise satisfies the conditions [2]:
E[si(Wi−1)|Wi−1] = 0 (8a)
E[‖si(Wi−1)‖2|Wi−1] ≤ β2s‖W˜i−1‖2 + σ2s , (8b)
where W˜i = W?ρ −Wi, for some positive constants β2s , σ2s . These
conditions are automatically satisfied for important cases of interest.
Theorem 1. Consider the stochastic recursion (5). For step size
values satisfying µ < 2ν
δ2+β2s
(i.e., for µ small enough), it holds that
E‖W˜i‖2 converges exponentially fast according to the recursion:
E‖W˜i‖2 ≤ λE‖W˜i−1‖2 + µ2σ2s , (9)
where λ = 1 − 2νµ + (δ2 + β2s ) ∈ [0, 1). It follows from (9) that,
for sufficiently small step sizes:
lim sup
n→∞
E‖W˜i‖2 ≤ O(λi) +O(µ) (10)
lim sup
n→∞
EJs(Wi)− Js(W?ρ) ≤ O(λi) +O(µ) (11)
with the convergence of EJs(Wi) towards the O(µ)− neighbour-
hood around Js(W?ρ) occurring at the exponential rate λ
i as well.
Sketch of proof. Using the already established result for a single
agent under uniform sampling found in [2, p. 345], what we need to
show is that the aggregate algorithm (5) satisfies the same conditions
in that result. First, by writing
B = 1
N
N−1∑
m=0
Bm = 1
N
N−1∑
m=0
HmLHTm (12)
pi = col
{
1
N
N−1∑
m=0
∇Q(wk,i−1, γk(m))
}K
k=1
(13)
q? = col
{∇Q(w?ρ,k)}Kk=1 (14)
(15)
we get the error recursion:
W˜i = (I − µρB)W˜i−1 + µpi−1 + µsi(Wi−1) + µρBW?ρ. (16)
The conditions on the gradient noise hold since it can be verified that
E[si(Wi−1)|Wi−1] = 0 (17)
E
[‖si(Wi−1)‖2|Wi−1] ≤ β2s‖W˜i−1‖2 + σ2s , (18)
where β2s = 8δ2 + 4ρ2E‖Bi − B‖2F and σ2s = 4E‖q? − ρBiW?ρ‖2.
4. EXPERIMENTAL RESULTS
For the first experiment, we simulate the following scenario. Con-
sider a network of sensors observing the same phenomenon, such
as tracking an object that could be either a car or a plane. Since
the sensors are focusing on different characteristics, then their fea-
ture vectors are of different sizes arising from the same label. The
individual agents are not able to classify on their own if they have
insufficient features.
Thus, consider an undirected graph consisting of K = 50
agents. The graph is generated by randomly placing the nodes in
a coordinate system, and then taking the neighbourhood of radius
0.3 for each node. The combination matrix A is generated using the
Metropolis rule. The resulting network is shown in Fig. 2.
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Fig. 2: Network structure with uniform labels used in the simula-
tions.
We assume the feature vectors have sizes up to M = 5 at-
tributes. Each agent receives N = 200 samples of data {γk(n),
hk,n}199n=0 with hk,n ∈ RMk and γk(n) ∈ {±1}. The data is gen-
erated as follow: For each agent k, the size of the feature vector
Mk is generated randomly from a discrete uniform distribution on
{1, 2, 3, 4, 5}. Second, each attribute m ∈ {1, 2, 3, 4, 5} is a Gaus-
sian random variable with mean µm and variance σ2m. Then, the
N feature vectors of each agent are generated from joint Gaussian
distributions of the features. As for the labels, they are generated
randomly by a fair coin toss; it is assumed that for each sample
n = 0, 1, · · · , N − 1, all agents have the same label.
We consider the logistic risk as our cost function with `2-norm
regularization; thus, equation (2) becomes [21, 22]:
min
W
1
N
N−1∑
n=0
K∑
k=1
[
log(1 + e−γk(n)γ̂k(n)) + η‖wk‖2
]
. (19)
The two algorithms are run by first splitting the data into a train-
ing set consisting of 70% of the data and a testing set consisting of
30% of the data. A step size of µ = 5× 10−3 is used, with η = 0.1.
We perform 5 passes over the data. The average testing error across
the nodes (Fig. 3) is plotted. Algorithm 1 is run both with and with-
out (ρ = 0). From Fig. 3a, we see that the non-cooperative algorithm
(ρ = 0) performs the worst. When collaboration is enforced, the net-
work classifier performs significantly better. Comparing Algorithms
1 and 2, we see that the former converges faster.
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the network.
Fig. 3: Average testing errors on simulated data.
Next, we consider a scenario where one part of the network is
observing data from one class while another part is observing data
from another class, as shown in Fig. 4. We observe similar results
as in the previous case, except that now the cooperative algorithms
do not reach zero testing errors, but they still outperform the non-
cooperative algorithm.
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Fig. 4: Network structure with non-uniform labels used in the simu-
lations.
Finally, we consider a real weather dataset consisting of a collec-
tion of daily recordings over 13 years, taken from K = 139 sensors
located in different weather stations across the United States [23].
A 6-nearest neighbour distance graph was created to represent the
network of sensors. Each sensor has a set of N = 3288 sam-
ples consisting of features indicating weather there is rain or not,
and a feature vector of size M = 5. In this experiment, we only
run Algorithm 1 and compare it to the non-cooperative case, since
this data does not fall under the assumptions made for the second
algorithm (neighbouring agents may observe different labels over
time). We set the step size to µ = 3 × 10−4, and the regularizer
parameters η = 1 × 10−5 and ρ = 0.3. The non-cooperative solu-
tion achieved an average testing error of 0.2001, while Algorithm 1
achieved 0.1851. In Fig. 5, for the 1st of July, 2013, we represent
the true labeled graph on the left and the predicted one on the right.
Specifically, for this day, the testing error achieved was 0.1079.
(a) True labels. (b) Predicted labels.
Fig. 5: Weather labels for the 1st of July, 2013: blue corresponding
to a rainy day and purple to a non-rainy day.
5. CONCLUDING REMARKS
In this work, we proposed two algorithms that solve multi-agent clas-
sification problems while enforcing collaboration and two forms of
smoothing: global over the graph and local over the neighbourhoods.
We provided convergence results for one of the algorithms, while in-
dicating that the same approach applies to the other one. We noticed
that collaboration through smoothing improves performance. Future
work involves examining different optimization formulations that al-
low for other forms of smoothing coupled with automatic clustering
of agents into classes.
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