It has been shown by Fan and Hoffman [1] that it is possible to find lower bounds for the rank of a square matrix that can be calculated in a simple fashion from the coefficients of the matrix. In this note, we shall extend their results to matrices which have been partitioned into blocks.
Throughout this note, we shall use the following notation:
r(A) = rank of A; In addition, we require that the matrix norm have the following property:
If D is a diagonal matrix whose entries are equal to one in modulus, then
This property is satisfied, for example, by the spectral norm and those norms dependent only on the absolute value of the elements, e.g., the euclidean norm. In order to obtain a lower bound for r(A), it is necessary to obtain an upper bound for p(A). To this end, we have Since tr(C) is equal to the sum of the non-zero eigenvalues, and since p(C) g 1, it follows that tr(C) g r(C).
It is obvious that the bound for r(A) depends very much upon the partitioning of the matrix A and the norm used. Indeed, it is not difficult to construct examples where if n¿ ^ 1, then the bound for r(A) may be inferior to that when w¿ = 1 for all i. The question arises whether it is possible to choose partitionings and norms to maximize the lower bound for r(A).
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