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Abstract 
Recent technological improvements in digital photography have made Digital Image Correlation (DIC) a robust and 
reliable technique for measuring displacement and strain fields at the surface of a cracked specimen. Bulk information 
can be extremely valuable to understand mechanisms such as crack closure or crack tunnelling that have a large impact 
on the fatigue crack growth. Displacement and strain information in the bulk is very difficult to obtain experimentally 
but can be obtained by numerical analysis such as Finite Element Method (FE). The current work presents a new 
methodology combining experimental DIC data with numerical results obtained from ultrafine 3D FEM modelling. 
The strain distribution around a fatigue crack in a wedge opening loaded specimen obtained with FEM is validated 
with experimental DIC data. In addition, the combination of both techniques is used to evaluate the effect of the crack 
front curvature.  
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1. Introduction 
Since the development of computer calculation capacities, numerical methods have been extensively used to solve 
complex engineering problems as Fracture Mechanic ones. Nevertheless, these numerical solutions are subjected to a 
great number of uncertainties, so it is necessary to evaluate the quality of these solutions considering any validation 
process.  
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Nomenclature 
a specimen crack length 
b specimen thickness 
c  cross-correlation product 
I(x,y) matrix of intensity values depending on the coordinates of the pixel  
N size in pixels of the subregions 
rpD Dugdale’s plastic size 
(tx,ty) vector which define the translation of the crack tip 
u, v horizontal and vertical distances between the centres of suregions 
γ rotation angle of the crack plane 
 
Mesh refinement studies, or error estimation techniques, can help to evaluate the quality of the numerical solutions. 
Nevertheless, uncertainties in the numerical modelling process are difficult to eliminate without comparing with 
experimental data. In the present paper a combined numerical-experimental approach is proposed and analysed in 
order to study a Fracture Mechanic problem. Finite Element (FE) is used as numerical method and digital image 
correlation (DIC) is applied to obtain a full image of the experimental displacement field at the surface level of the 
specimen. The comparison of both results provides the opportunity to validate the numerical model on the one hand, 
and to study specific issues of the problem on the other hand. 
In recent years, DIC technique has matured into a stable and reliable method for measuring displacement and strain 
fields. In the last few years, this technique has started to be applied in the field of Linear Elastic Fracture Mechanics 
[1-3]. Full-field measurements constitute an opportunity to validate experimentally numerical simulations by direct 
displacement and strain comparisons. A validated finite element model provides much more information than 
experimental tests. This is the case of some three-dimensional effects of crack propagation which the classical Linear 
Elastic Fracture Mechanic theory avoids. Issues like the influence of the specimen thickness and the crack front 
curvature are not considered. These issues could influence the fatigue life of metallic materials strongly affected by 
crack closure effects [4]. Finite element methods allow the study of crack closure with great detail and can provide 
valuable information about the mechanisms involved in the bulk of the material in 2D and 3D cases [5-10]. 
Experimental investigation of such bulk mechanisms is possible [11, 12] but requires access to 3rd generation 
synchrotron facilities [13, 14]. Alternatively, the validation of FE results can be done with indirect measurement being 
under discussion [15]. 
In the present work, a methodology employing DIC experimental technique is presented in order to validate the 
results of previous FE studies [16, 17]. As a first step, it is employed to validate the distribution of stresses through 
the thickness of a cracked specimen when considering a straight crack front. Secondly, it is analysed the effect of the 
crack front curvature. It is proved a better correlation between the experimental DIC results and the FE ones when the 
crack front of the modelled specimen has some curvature. By means of this correlation, it was possible to estimate the 
presence and magnitude of this curvature.  
2. Digital Image Correlation 
A hybrid methodology combining experimental data and numerical analysis was employed for validating the finite 
element models. The approach consisted on four steps. Firstly, a series of images of the surface of the specimen were 
recorded with a digital camera. Cracked specimens subjected to different types of loads were employed in this step. 
Comparison of the images by means of a correlation algorithm allowed us to extract the displacement fields describing 
the behaviour at the surface [18, 19]. Subsequently, a dual use of these fields was made. On the one hand, an edge-
finding routine was applied to the fields in order to extract the exact location of the crack tip [20]. On the other hand, 
a mathematical model based on linear elasticity was fitted to the experimental displacement fields [1-3]. This fitting 
required the crack tip coordinates inferred in the previous step. Finally, the stress intensity factor of the crack was 
extracted out of this fitting. Only the displacements fields and the crack tip coordinates will be used in the comparison 
with the numerical results. The rest of elements are mentioned for the sake of completeness. 
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2.1. Digital image correlation technique 
Digital image correlation is a full-field experimental technique which generates displacement data of a body 
subjected to stresses [21]. It works by comparing pairs of images acquired before and after applying the load on the 
body. The comparison is made via a cross-correlation algorithm. By considering a black and white digital image as a 
matrix of intensity values depending on the coordinates of the pixel, I(x, y), the cross-correlation product, c, between 
two subregions can be expressed as follows [22]: 
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where u and v are the horizontal and vertical distances between the centres of the two subregions, N is the size in 
pixels of the subregions, A refers to the state before applying the load and B to the state after applying the load and x 
and y are the Cartesian coordinates. The cross-correlation product (Eq. 1) is a measure of the similarity of a subregion 
of (N × N), before and after applying the load. If the image of the surface is divided into many subregions, a pair of 
horizontal and vertical displacement vectors will be obtained for each subregion. The map containing all displacement 
vectors will be the displacement field of the surface showing the evolution between the initial state, A, and the last 
state, B. The methodology can be also repeated for a longer sequence of digital images, so that the evolution of the 
surface during a process can be studied. In this work, a commercial package namely DaVis was employed. 
Subsequently the displacement fields can be numerically differentiated in order to obtain strain information. However, 
in order to avoid additional sources of errors [23], the raw data provided by the technique were used in the comparison 
with finite element model. 
2.2. Edge-finding routine 
When an elastic body with a crack is submitted to any loading conditions, delimitation is observed along the crack 
path in the displacement field. Edge-finding techniques are those employed for identifying the pixels that belong to 
the border of an object in a digital image. Edge-finding routines work by weighting, for each pixel of the image the 
contribution of all pixels in its neighbourhood, with different coefficients. In this work, a Sobel edge-finding routine 
was used [20, 24]. The routine detects the edges at those points where the gradient of I(x, y) is maximum. The edge-
finding routine was applied to the displacement field obtained by image correlation. The tip of the crack was then 
located at the end of the detected edge. The accuracy of the technique was assessed previously, by studying its stability 
and the sensitivity to different parameters. The edge-finding routine was applied separately to both horizontal and 
vertical displacements, although as expected, the crack appears clearer when considering the vertical displacement. 
The edge-finding technique herein employed proved to generate very good results for different geometries. The 
technique was used in the calculation of the stress intensity factor under pure mode I conditions [4] and a wide range 
of mixed-mode (I+II) conditions [3]. Moreover the methodology was able to describe accurately the K-field of cracks 
emanating from stress raisers [20] and subjected to biaxial loading [25]. 
3. Finite element modelling methodology 
The FE methodology has been developed in a sort of different works focused on the study of fatigue crack closure 
[5-7, 26, 27]. The key aspect of this problem is that it is caused by the yielded material along the crack wake when the 
crack grows. This plastic behaviour is concentrated in a small area surrounding the crack tip. The main complexity in 
the numerical modelling of this problem is that the drastic stress and strain gradient in this area must be properly 
captured with an appropriate mesh. This implies a small element size at the crack front. Valuable information about 
this phenomenon has been obtained by means of FE calculation in 2D and 3D problems [5-7, 16, 17] but at high 
computational cost. The purpose of the present study was to evaluate the capability of DIC as experimental method to 
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validate the numerical results. Accordingly, in order to limit the computational cost of the calculations the 
methodology has been adapted. Two strategies can be applied to reduce the computational cost; we can reduce the 
number of element or the number of loading cycles to calculate. The reduction of the number of elements on the model 
has been done in most of the previous works which deal with 3D model of this problem [8-10, 16, 17]. The main 
difficulty is that the transition is very abrupt in a thin part of the external surface and it can only be properly captured 
if a fine mesh along the thickness is done. So this work was performed with the simulation and calculation of a problem 
with a single load applied to the specimen but with a fine mesh along the thickness. In this way the most expensive 
numerical step, the simulation of the plastic wake development, was avoided. No plasticity induced fatigue crack 
closure effect was included in the model but according to previous works [5] its influence is limited to an area very 
close to the crack (about 1/10 of the plastic zone). As the displacement field is compared at a distance longer than the 
plastic zone size (see section 4), the absence of the plastic wake is not relevant. The most critical meshing zone 
corresponds to the crack front. In this zone there exists a great gradient in the stress and strain field. Therefore, in 
order to capture properly this effect, the size of the elements around the crack tip must be very small [28, 29]. The 
plastic zone size is the scale reference to relate to the minimum element size. In this work as in other previous ones, 
Dugdale’s plastic zone size has been used as a reference, expressed as: 
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where α is a constraint factor equal to 1 for plane stress and 3 for plane strain. As in this work a three-dimensional 
model is considered, α has been taken equal to 1. In order not to penalize the computational cost, it is necessary to 
make a drastic transition from this area to the most remote ones. For this reason, the specimen has been divided in two 
different areas. In the first one, around the crack tip, a homogeneous and uniform undistorted mesh with hexahedral 
elements is made. And the second one is meshed with tetrahedral elements which aid the transition. FE model is shown 
in Fig. 1. 
Fig. 1. Finite element model of the WOL specimen. 
Previous studies [26], concluded that the FE results are strongly dependent on the minimum element size around 
the crack tip. The minimum element size has been established following the recommendation proposed previously. A 
number of divisions above 70 have been considered in all the cases shown in the present work. The number of divisions 
is defined as the ratio between rpD and the size of the smaller element next to the crack tip. Once the minimum 
element size is established, the number of the thickness divisions is decided. This is done in order to keep an acceptable 
element shape ratio. A shape ratio of 6 was adopted as limit condition. This implied that the number of thickness 
divisions ranged from 30 to 80, depending on the load case and the specimen thickness. Outside this region the number 
of through-thickness divisions was reduced to speed up the simulations. A good compromise between accuracy and 
computational cost was achieved by employing hexahedral prism shaped elements within the plastic zone and 8-node 
tetrahedral elements outside. In addition, the use of 8-node tetrahedral elements facilitated the transition between both 
zones. In this study, a WOL specimen has been considered [30]. The WOL geometry is similar to the common compact 
tension (CT) geometries employed in fracture toughness testing. The difference is the ligament, which is slightly 
Radii of 
curvature 
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longer in case of the WOL specimen. The loads applied to the WOL specimen are pure mode I. Due to the symmetry 
and the loads applied, only a quarter of the specimen needs to be modelled in 3D (Fig. 1). Different crack lengths has 
been considered although only results corresponding to a=54 mm will be reported in this paper. For each case different 
loads applied are considered. In this model, the effect of the crack front curvature is also included.  
4. Combined methodology 
The combined methodology employing DIC experimental and FE studies is presented in this section. This approach 
has been applied to different problems in order to gain experience and to establish the main issues to develop an 
automated validation process. First, it was employed to validate the results obtained from three dimensional FE 
simulations, and then, it was used to evaluate the effect of the crack front curvature and to estimate the presence and 
magnitude of this curvature.  
The main problem to solve when experimental and numerical results are compared is to assure that both results are 
referred to the same coordinate system. In this case the displacement field is the variable that is compared. The 
magnitude of the displacement (u, v) is very small (in the order of several microns). Accordingly, the fitting between 
both numerical and experimental references must be very accurate.  
When the load is applied, the specimen suffers translation and rotation due to rigid body motion. This affects the 
position of the crack tip and the orientation of the crack plane. The translation of the crack tip will be defined by the 
vector (tx, ty) and the rotation angle will be defined as γ. Prior to any comparison, this translation vector and rotation 
angle must be obtained on both cases, experimental and numerical. In some cases, these parameters are easy to obtain 
or estimate. In others, especially in the experimental case, there exists some uncertainty. 
In the numerical case, txnum and tynum can be directly obtained from the numerical result corresponding to the crack 
tip. In pure mode I cases, the symmetry implies γnum=0. With mixed-mode cracks γnum can be estimated from the 
displacement obtained at the crack plane.  
The problem arises with the experimental results. As explained in previous sections the edge finding techniques 
determines the position of the crack tip, this way txexp and tyexp can be obtained with an acceptable accuracy. More 
difficult is the determination of γexp. In pure mode I cases, this value is supposed to be 0. So it has been considered in 
order to obtain the stress intensity factor. Nevertheless, when direct comparison is made, a small rotation is observed. 
This rotation is probably due to small adjustments of the experimental devices. The expected symmetry of the 
displacement field allows to calculate this angle and to make the correction. 
The specimen was machined from a 10mm thick Al-2024-T351 alloy plate. In addition, it was fatigue pre-cracked 
with SIF range of approximately 10MPa·m0.5 and load ratio of 0.1, at a frequency of 10Hz, until the crack length was 
54mm.  
Image correlation technique described above was employed for measuring displacement fields. The calculation of 
each displacement vector was based on correlating sub-regions of 32×32 pixels, overlapped by 50%. By doing so, the 
signal to noise ratio was improved and the spatial resolution was increased. Images were captured using a 1600×1200 
digital camera, with 14-bit dynamic range. The camera was equipped with a 55mm macro lens. The features needed 
for best performance of the correlation algorithm were introduced by scratching the surface with 120 grade SiC grit 
paper [3].  
The samples were mounted on a 50kN servo-hydraulic machine. Digital images of the area surrounding the crack 
tip, of about 15x11 mm, were captured before and after loads were applied. A load of 17.81 MPa·m0.5 was applied. 
The displacement field associated to this load was measured and stored in order to compare with numerical results.  
The validity of the 3D FEM model was analysed by comparing simulated results with experimental results. 
Comparisons were made in terms of displacement data, since displacement data is the rawest data that can be generated 
by image correlation. All data employed were sampled along several lines parallel to the crack plane from the region 
surrounding the crack tip, although in this paper, just two of them are reported. Vertical displacements (v) were 
considered for comparison purposes since the problem is nominally opening mode and thus the vertical component of 
the displacement has better signal to noise ratio. Different load cases were studied, Fig. 2 shows numerical and 
experimental data for a representative case (K=17.82MPa·m0.5, a=54mm). As a first approximation, the numerical 
model was built assuming straight crack front. Data were compared at distances of 1.21 and 2.93mm respectively. In 
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terms of the plastic zone size, rpD, these values correspond to 1.6·rpD and 4·rpD. The crack tip is located at the origin 
of coordinates. Negative values of x-coordinate correspond to the crack wake and positive values correspond to the 
ligament. The rotation angle correction is already applied.  
Overall good correlation is observed between experimental and numerical results. Very similar differences can be 
appreciated for both distances from the crack plane. In addition the change in slope between negative and positive x-
coordinates is more pronounced for data closer to the crack plane. This is expected since the influence of the K-field 
is stronger as we get closer to the crack tip.  
 
 
Fig. 2. Numerical and experimental vertical displacement data shown for K=17.82MPa·m0.5 and a=54mm at different distances (1.2 and 3mm) 
from the crack plane. 
 
Even though discrepancies observed were not very high and could be accepted as valid, in order to validate the 
numerical model it was decided to use this methodology to evaluate the cause of this gap. These differences can be 
justified by different effects not included in the numerical model. One of them is the curvature of the crack front.  
The ideal case of straight crack front assumed in previous figure seems satisfactory as first approximation. 
Nevertheless tunneling effects are often observed in fatigue cracks. Consequently, crack length is higher in the interior 
of the specimen than in the areas close to the surface, which implies that the crack front is curved.  
A lot of effort is currently devoted to the understanding of tunneling effect. It is still a subject open to discussion 
the origin of such an effect. Some researchers [5] believe that this curvature is the consequence of crack closure effects. 
Since crack closure effects are stronger near the surface for a straight crack front, the crack tip opening will be smaller 
close to the surface than in the interior of the specimen. Consequently, the crack driving force will be greater inside 
the specimen than in the areas near the surface. This makes the crack grow faster inside the specimen and slower close 
to the surface. As a result, an initially straight crack front gets a certain curvature making the crack become longer 
inside the component than at the surface.  
In any case, the comparative approach presented in this work provides the opportunity to evaluate how the presence 
of the curvature affects the results. Comparing with the experimental displacement field it has been possible to estimate 
the presence and magnitude of this curvature.  
In order to investigate whether the decreasing correlation for negative x-coordinates is influenced by the crack front 
curvature, three different radii of crack front curvature were modelled. Radii of curvature of 32, 16 and 10mm were 
considered. Such values were chosen to cover a wide range among the different possible radii. For the specimen 
thickness considered (b=10mm), a radius of 32mm means a crack front shape very close to straight crack front. On 
the lower bound, 10mm is the minimum radius that can be simulated for 10mm specimen thickness, assuming circular 
shape for crack front. Finally a value in between both upper and lower bounds was selected, namely 16mm. 
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Fig. 3 shows the displacement of the experimental and numerical data for 4 different crack front curvatures. 
Similarly to Fig. 2, vertical displacement data along lines at distances 1.21 and 2.93mm from the crack plane for the 
same loading cases are plotted. In all plots from Fig. 3, an improvement of the correlation between numerical and 
experimental data is observed as the crack front curvature is decreased. Very good matching between the experimental 
curve and the data simulated with crack front curvature of 16mm (grey line). 
 
 
Fig. 3. Numerical and experimental vertical displacements including crack front curvature, for K=17.82MPa·m0.5 and a=54mm at different 
distances (1.2 and 3mm) from the crack plane. 
 
It is also noticed that for data located ahead of the crack tip with x-coordinates greater than 1mm, the matching 
between the numerical and the experimental data is always very good. Experimental data in this region also show an 
oscillation which could be due to either experimental error or local contact occurring at different points along the 
crack face. These points will most likely alter the displacement field in a complex way which is not easy to predict, 
as it would involve evaluation of a number of parameters such as the friction coefficient between crack flanks or the 
extent of wear debris. This will be an issue to be addressed in the future but lies beyond the scope of the present work.   
Since the crack can be assumed longer in the interior than at the surface, the same load will produce greater 
displacements in the bulk of the specimen than at the surface. This effect seems to be the reason behind the 
improvement of correlation with decreasing radius of curvature from Fig. 3. 
5. Conclusions 
A novel methodology combining the strengths of both FE modelling and image correlation was presented. On the 
one hand, 3D FE analysis of cracked specimens were conducted considering different crack front shapes and 
curvatures, which allow the visualisation of the plastic zone shape evolution through the thickness. On the other hand, 
full-field image correlation provided an experimental measurement of the displacements at the surface of the 
specimens. The FE models employed were validated by comparing displacement data around the crack with the 
displacements measured with image correlation. A very good agreement was observed under pure mode I conditions. 
It was also shown how the crack front curvature can be estimated under pure mode I conditions. 
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