Abstract : This paper gives a new method for robust D-stability analysis of linear systems with real structured uncertainties using the stability feeler. The proposed method has an improvement over past ones presented in a couple of conference papers. Past ones can be applied only to Hurwitz stability analysis. On the other hand, the proposed method can be applied to not only Hurwitz stability analysis, but also other D-stability analysis.
Introduction
The structured singular value μ proposed by Doyle [1] is effective for robust stability analysis of linear systems with structured uncertainties. Therefore, much of the research in the structured singular value have been presented in [2] - [20] . The fundamental properties of μ are studied in [2] - [7] . In particular, upper and lower bounds are intensively studied in [8] - [11] . Multiplier and quadratic separator approaches [12] - [14] for the calculation of real μ are proposed. The relationship between the structured singular value and D-stability is firstly investigated in [15] . Skew μ is proposed in [16] . Even in recent years important results concerning real μ-analysis have been obtained in [17] - [20] .
On the other hand, many results on stability analysis of uncertain polynomials by using a class of approaches inspired by Kharitonov's work [21] have also been given in [22] - [31] . The edge theorem is given in [25] . Schur and Hurwitz stability analysis methods for polytopes of polynomials are given in [26] and [27] , respectively. Robust stability analysis methods for polytopes of delta operator polynomials are given in [30] . Largest hypersphere containing only stable polynomials in the coefficient space is derived by the method in [28] . The directional stability radius and the stability feeler, which are tools for robust stability analysis for systems with parametric uncertainties, are proposed in [29] and [31] , respectively.
It has been claimed, however, that approaches based on the structured singular value and those inspired by the Kharitonov's work have been developed in parallel without a clear connection [32] , [33] .
In order to bridge the gap between these approaches, Matsuda et al. [34] - [37] have given some methods to compute an upper bound and a lower bound of the real μ using the sta-bility feeler [31] , a tool for robust stability analysis of polynomials. These methods enable one to analyze Hurwitz stability of linear systems with real structured uncertainties.
This paper aims to improve the results presented in the papers [34] - [37] . The proposed method in this paper enables one to analyze not only Hurwitz stability but also D-stability of linear systems with real structured uncertainties. D-stability of a linear system means that all the zeros of its characteristic polynomial are in a prescribed open connected region D, which is symmetric with respect to the real axis in the complex plane. D-stability contains many types of stability. The notations used in this paper are as follows: R and R n denote the set of real numbers and n-dimensional real vectors, respectively. I and I n represent the identity matrix and the nby-n identity matrix, respectively. The superscript T stands for matrix transposition.
Preliminaries

Considered System
In this paper we consider closed loop systems with structured uncertainties shown in Fig. 1 , where s, H(s) and Δ are an operator, a D-stable transfer function matrix, of which elements are rational functions of s, and a real uncertain matrix given by
where k i , i = 1, · · · , m are given positive integers, respectively. This paper gives some conditions for D-stability of the above systems.
Stability Feeler
The stability feeler [31] is a tool to derive complete intervals ofδ i such that the following characteristic polynomial family
is 
where
The stability feeler can also be applied to a parallelotope of polynomials given by
wherep(s), p i (s), i = 1, · · · , b are fixed real polynomials and i is a fixed integer. The stability feeler enables one to derive complete intervals ofδ i such that the above polynomial family is D-stable. In this case, the complete intervals are given by
The stability feeler also enables one to derive parameters which destabilize the set of polynomial. The destabilizing parameters are given by
Definition of the Structured Singular Value
Matsuda et al. [34] - [36] have shown some methods for computation of the structured singular value, which is used for Hurwitz stability analysis of linear systems with structured uncertainties. The structured singular value μ X (H) of a matrix H with respect to X is defined as 0 if there is no Δ ∈ X such that det(I − HΔ) = 0, and otherwise,
whereσ(·) is the largest singular value of a matrix [1] .
The Proposed Method for D-Stability Analysis
In this section we show the main result which enables one to derive robust D-stability conditions. We show an important valueμ X (H) to give D-stability conditions in Subsection 3.1. The valueμ X (H) is described by using the polynomial N p (Δ m , s) whose terms include the product of uncertain parameters δ i . To apply the stability feeler, we define new uncertain parametersδ i and polynomialÑ andμ X (H) by using the stability feeler and region-splitting.
D-Stability Condition
The following theorem is satisfied because the numerator of det(I − H(s)Δ) is equivalent to a characteristic polynomial of the closed loop system: Theorem 1 Closed loop systems, which consist of H(s) and
holds, where ∂D is the boundary of stability region D in the complex plane.
Proof: Sufficient condition: Define coprime polynomials
Then, N p (Δ m , s) is the characteristic polynomial of the close loop system and the equivalence,
holds because N p (Δ m , s) and D p (Δ m , s) are coprime. Therefore the following relation,
holds because singular values are non-negative. Now we assume sup s∈∂D μ X (H(s)) < γ. Then, from (13) , there are no s ∈ ∂D satisfying N p (Δ m , s) = 0, which means that there are no zeros of the characteristic polynomial N p (Δ m , s) on the stabilityboundary
γ because of the continuity of zeros of characteristic polynomials.
Necessary condition: We assume that the closed loop system is D-stable for all (9) holds because the last inequality of (13) holds.
The D-stability condition (9) is a generalized version of well known Hurwitz stability condition, sup ω∈R μ X (H( jω)) < γ, j = √ −1. The left-hand side of (9) will be simply represented bȳ μ X (H) in this paper, i.e.,
Theorem 1 implies that if we can computeμ X (H), a Dstability condition of the considered system can be obtained.
Computation Method of an Upper Bound ofμ X (H)
This subsection presents a computation method of an upper bound ofμ X (H) by the stability feeler.
From Theorem 1 and (14),μ X (H) can be expressed bȳ
where the superscript (0) of Q (0) (γ) represents a region number. As shown in (10) , N p (Δ m , s) are characteristic polynomials of the considered system. N(γ) is a set of the above characteristic polynomials. From (1) and (10), the polynomial
By using the symbolic computation, the polynomial N p (Δ m , s) is therefore generally written as
where ⊗ denotes Kronecker product.
To compute upper bounds and lower bounds ofμ X (H), we define a nonnegative real number γ (0) as
Note that the superscript (·) represents the region number. N p (Δ b , s) andÑ (0) (γ) are polynomials and a set of them, respectively. min
easily derived by substituting the minimal value, the maximal value or zero for δ i , i = 1, · · · , m because of the following two reasons: f i (Δ m ) are monomials such as δ (16) and (18), each ele-
(0) (γ) depends on others. On the other hand, in (23) and (24), each element of
is satisfied. The following lemma is therefore satisfied from (15) and (22):
holds.
The stability feeler enables one to derive an upper bound γ 
l > ε, where ε is a given sufficiently small positive real number do 11: if γ 
end if 20: if there is no γ ≥ 0 satisfying
0 makes the convergence faster. The initial value of lower bound γ 
end if 25 :
if γ tmp2 ≤ γ tmp1 then 27 :
else 29 :
T ∈ E then 31:
end if 33: end if 34: end while
In the lines 2-8, we define the initial values of γ l and γ tmp2 can be computed by using the stability feeler because the right-hand sides of the constraints in the lines 3, 7, 23 can be rewritten by (3) or (6), which is the complete stability intervals of (2) or (5), respectively. In the lines 4 and 20, it is possible to show existence of γ by the stability feeler because of (6). The value γ tmp2 is used for evaluation of a new value γ tmp1 given by the dichotomy search. A lower bound μ l ofμ X (H) is defined in the lines 30-32. Existence of Δ m in the line 30 is checked by using a set of destabilizing parameters E. The set E can be derived during the computation of γ tmp2 by the stability feeler because the right-hand side of the equation in the line 25 can be rewritten by (7) .
The above algorithm can also provide a value of Δ for which the considered system is not D-stable. The obtained Δ m in the line 30 destabilizes the considered system. Destabilizing Δ can be easily derived from it because of the definitions of Δ and Δ m . γ
u and μ l obtained by the above algorithm satisfy the following lemma:
u and μ l are an upper bound of γ (0) and a lower bound ofμ X (H), respectively, i.e., the inequalities,
Proof: From lines 30-32 of the algorithm, there exists
T ∈ E. It means that there exists Δ m ∈ Q (0) (μ l ) such that the equalities,
holds from the line 25 of the algorithm. It follows from (16) that N(μ l ) P s . Hence, from (15), the inequlity,
is satisfied because the relation
holds from (16) . From Lemma 1, the inequality,
holds. The inequality
where γ
u is defined at the line 7 of the algorithm is proven as follows: A inequality γ
l is defined at the line 3 of the algorithm, is proven by the same way as the proof of Lemma 3 in [35] . By using the inequality γ
u holds by the same way as proof of Lemma 4 in [35] . In the case that γ (0) u is defined at the line 27 of the algorithm, the inequality
u is proven by the same way as proof of Lemma 5 in [35] .
The obtained γ
u almost equals to γ (0) because of the inequality γ
l is a lower bound of γ (0) and ε is a given sufficiently small positive real number.
Reducing Conservativeness by Splitting Regions
Generally, γ (0) u obtained in the previous subsection is not equal toμ X (H) because N(γ) ⊂Ñ (0) (γ). However, by splitting the region of Q (0) , the union of splitÑ (0) (γ) gets close to N(γ). Therefore, the conservativeness can be reduced.
The proposed algorithm to reduce the conservativeness is as follows: u − μ l > ε do 3: Generating subregions:
if e ( j ) = m then 
Deriving results in subregions: 12: for d = 1 to 2 do 13: if γ
Reduce the gap between γ 
end if 22: end for 23 :
24:
c := c + 2, h := h + 1 25: end while
In the line 1, c is an amount of generated regions. h is iteration count. C
[·] is a set of regions which have not been split yet. e (·) is the subscript of δ i and used when region Q (·) (γ) is generated in the line 10. μ [·] u is an obtained upper bound ofμ X (H). Note that the superscripts [·] and (·) represent iteration count and region number, respectively. In the line 4, select a region Q ( j ) (γ) which will be split. In the lines 5-9, define how to split it. In the line 10, split Q ( j ) (γ) into Q (c+1) (γ) and Q (c+2) (γ). In the lines 12-24, redefine μ l , a lower bound ofμ X (H), and define μ 
Proof: 
T ∈ E. It means that there exists Δ m ∈ Q ( j) (μ l,new ) such that the equalities
holds. It follows that N(μ l,new )
Hence, from (15), the inequality,
is satisfied. On the other hand, it is easily seen that the inequality,
is satisfied because of the bisection process, the lines 10-34 of the algorithm in Subsection 3.2. The above theorem implies that greater lower bound μ l of μ X (H) can be derived by the proposed algorithm.
The following theorem is also satisfied:
Theorem 3
For all h ≥ 0, the inequalities,
are satisfied.
The theorem can be proven by using the same method as proof of Theorem 3 in [36] . Outline of the proof is as follows: From the definition of μ . This implies from (15) that
On the other hand, it is seen that γ
u holds for all
shown at the line 10. Therefore, the inequality,
is satisfied. Moreover, from the above inequality and μ
u (see the line 1 of the algorithm), the inequality,
holds for all h ≥ 0.
This theorem implies that a new upper bound μ 
Proof: We assume that closed loop systems, which consist of H(s) and Δ ∈ X, are D-stable for all
holds. Therefore, it follows from Theorem 2 that
Theorem 5 Closed loop systems, which consist of H(s) and
Proof: We assume that there exists h ≥ 0 such that the inequality,
holds. Then, from Theorem 3, the inequalities,
are satisfied. Therefore, form Theorem 1, it follows that closed loop systems, which consist of H(s) and Δ ∈ X, are D-stable for all
γ . The inequality sign of the sufficient condition (46) should be strict, i.e., equal sign must not be included. In other words, there is a case such that the closed loop system is not D-stable for a set of
holds. Now we show such a case. Consider the case ofμ
is satisfied by using the same expression as (13) . The above implies that there is a case that N p (Δ m , s) = 0, ∃s ∈ ∂D is satisfied for a set of
γ . Therefore, in this case, there exists a set of
such that a zero of the characteristic polynomial N p (Δ m , s) is on the stability-boundary ∂D in the complex plane, which means that the closed loop system is not D-stable.
Numerical Example
In this section, two numerical examples are presented. The first example is Hurwitz stability analysis of an uncertain system by the proposed method. This example shows that the proposed method provides both upper and lower bounds, which gives an idea of the tightness of the bounds. It is one of good features in comparison with LMI techniques. The result by our method is also compared with that by other methods. The second example is presented to show that the proposed method can also be applied to stability analysis of a delta operator system, a kind of D-stability analysis.
Example 1 This numerical example is taken from [38] . Let the transfer function H(s) and the matrix family X be given by
respectively. We assume that the stability region D is the open left half plane in the complex plane. By using our proposed method, an upper bound μ
u and a lower bound μ l ofμ X (H) can be obtained as
where ε, which gives the condition for finishing the algorithm, is defined as ε = 1.0 × 10 −4 . This result implies that the following Hurwitz stability conditions 1.71115 < γ ⇒ the system is Hurwitz stable for all δ i , i = 1, 2
are obtained from Theorems 4 and 5 3 . Figure 2 represents the obtained upper bounds and lower bounds ofμ X (H), which are greater than 1.7, with respect to iteration count. The whole of the obtained lower bounds and
T ∈ E, i.e., destabilizing uncertainties Δ m that give lower bounds are shown in Table 1 . This figure and the table show that the conservativeness ofμ X (H) is reduced.
On the other hand, in [38] , upper bounds ofμ X (H) for this system are derived by various methods. These methods, which do not need frequency gridding, are the method using the sector transformation and strictly positive realness (Sect+SPR) [12] , the method based on convex quadratic separator and KalmanYakubovich-Popov lemma (CQS+KYP) [13] , and the method with parameter-dependent multiplier and strictly positive realness (PDM+SPR) [14] . SPR is a special instance of KYP formulation and PDM+SPR method [14] , [38] gives a better upper bound than CQS+KYP method [13] , [38] simply because the multiplier is parameter-dependent.
Some programs for Matlab to derive bounds of structured singular values are also available. The munorm [39] gives the supremum over frequency of the μ upper bound. The mussv in Robust Control Toolbox gives structured singular values, although frequency gridding is needed. Comparison of the results by the proposed method and that by the above methods is summarized in Table 2 , given by a computer with Intel Core i7 at 2.93 GHz. This table shows that the upper bound ofμ X (H) obtained by the proposed method is less than those obtained by the Sect+SPR method [12] , by the CQS+KYP method [13] , and by the munorm. The upper bound by the proposed method is nearly equal to that by the PDM+SPR method [14] . The mussv gives only lower bounds because of a necessity for frequency gridding, where 'm9' and 'g5' are options of the mussv. The lower bounds given by the mussv is less than that by the proposed method. Unlike others, our proposed method enables one to derive both upper bounds and lower bounds ofμ X (H). Figure 3 shows comparison of obtained upper bounds, lower bounds and computation times between the munorm, the mussv, and the proposed method. The proposed method enables one to derive an upper bound μ u = 1.71525 at 24.68 s. By the munorm, an upper bound μ u = 2.00617 is obtained at 0.0312 s. A less upper bound is therefore obtained by the proposed method, although it is faster to derive an upper bound by the munorm. Larger lower bounds are also obtained by the proposed method when the mussv gives lower bounds.
Example 2
We assume that the transfer function H(s) and the matrix family X are given by (50) and (51), respectively. We also assume that s is the delta operator and the stability region D in the complex plane is given by
which is shown in Fig. 4 . By using the proposed method, an upper bound μ
u and a lower bound μ l ofμ X (H) are derived as 
where ε, which gives the condition for finishing the algorithm, is defined as ε = 1.0 × 10 −4 . This result implies that the following D-stability conditions The relation between the iteration count of splitting regions and the upper bounds/lower bounds ofμ X (H) is shown in Fig. 5 . This figure shows that the obtained upper bound becomes smaller and that the lower bound becomes greater. Finally, the difference between the upper bound and the lower bound ofμ X (H) becomes less than ε. Therefore, they approximately coincide withμ X (H), which gives a necessary and sufficient condition for D-stability of the system. Moreover, The proposed method can also give Δ m = [δ 1 δ 2 ]
T such that the considered system is not D-stable. The destabilizing Δ m and lower bounds ofμ X (H) obtained by the Δ m are summarized in Table 3 .
Discussion
Some advantages of the proposed method can be summarized as follows:
• The proposed method enables one to simultaneously derive upper bounds and lower bounds ofμ X (H). It gives an idea of the tightness of the bounds. It is a nice feature in comparison with LMI techniques. • Even if one gives up the computation halfway, our method can provide upper bounds and lower bounds, although they are not close to the exact value ofμ X (H).
• Unlike most of others, the proposed method can be applied directly to analyze many kinds of D-stability. Some preliminary transformations are not needed to analyze Dstability by using the proposed method.
• This method does not need frequency gridding. The method, therefore, is suited for real μ-analysis because generally there is a high and thin peak of the structured singular value with respect to the frequency. This fact implies exact upper bounds and lower bounds can be derived by our method.
On the other hand, more numerical examples will be needed to compare precisely with other methods in terms of complexity of algorithms and computational effort. It is important to investigate the computational complexity and quality of upper bounds and lower bounds ofμ X (H) when the problem size become large. The investigation remains as a future issue.
Nonetheless, even if one gives up the computation halfway, the proposed method enables one to derive upper bounds and lower bounds ofμ X (H).
Conclusion
This paper has given an improvement on the results presented in papers [34] - [37] . The proposed method presented in this paper enables one to analyze not only Hurwitz stability but also D-stability of linear systems with real structured uncertainties. Some advantages of the proposed method have been summarized in Section 5.
