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In a course in linear algebra, and elsewhere, it is a great computational convenience to know that if A and B are n-square matrices such that AB = I, where I is the identity matrix of order n, then necessarily BA =I and B is the inverse of A. A standard proof of this result is the identification of a matrix with its corresponding linear transformation and the proof that a linear transformation of a finite dimensional vector space is onto if and only if it is one-to-one. There is, however, an elementary direct proof of an even stronger result which is almost an immediate consequence of an interesting theorem about matrices that is not so well known, although its proof is quite simple.
Suppose that R is a ring and that n is a positive integer. Let R. denote the ring of all n-square matrices over R. We emphasize that R need not be commutative.
THEOREM. If R satisfies the ascending chain condition for right ideals, then so does Rn.
Proof. Denote by fi,j the function from R. to R that sends a matrix onto its (i, j)-component. Observe that if S is a nonempty subset of R. which is closed with respect to addition, subtraction, and scalar multiplication on the right, then f,,j(S) is a right ideal of R.
Assume that { Ek } is a sequence of right ideals of Rn such that Ek is properly contained in Ek+1 for each positive integer k. For each positive integer t not exceeding n2 let Ek,t denote the subset of Ek consisting of those matrices in Ek that have zero in each of the first t components-for definiteness, count the components by rows. Now suppose that t is less than n2 and that we have already shown that Ek,t is properly contained in Ek+l,t for all but a finite number of k. We wish to show that the latter result must also hold for t+1. Since fi,j(Ek,t) is a right ideal of R and since R satisfies the ascending chain condition, we know thatfi,J(Ek,t) =fj,j(Ek+1,t) for all but a finite number of k. If this equality holds, however, and if Ek,t is proper in Ek+l,t, then Ek,t+l is proper in Ek?+l,t+l; for if A is in EA+1,t but not in Ek,t, then there exists B in Ek,t having the same (t+l)-component as A and B-A is in Ek+l t+i but not in Ek,t+l. We are led to the conclusion that the set consisting of only the zero matrix in Rn is a proper subset of itself. Thus our assumption must be denied, and R, satisfies the ascending chain condition for right ideals.
The next theorem is a weak version of Theorem 4 in [1] .
THEOREM. If R is a ring with unit which satisfies the ascending chain condition for right ideals, then the equation ab = 1 in R implies that ba = 1.
Proof. Define a mapping wr from R into itself by: x->ax. Since 7r(bx) =x for each x in R, w is onto. Let Kn= {x R Irn(X) =01 denote the kernel of 7-n for each positive integer n. Since Kn is a right ideal of R, there must be a positive integer n such that Kn = Kn+l? For any such n, we see that 7r(7rn(X)) = 0 implies that 7rn(X) = 0. Since rn is onto and since wr preserves addition, 7r must be one-toone. Since wr(1) = 7r (ba), ba = 1 and the theorem is proved.
COROLLARY. If R is afield or division ring and if A and B are n-square matrices over R such that AB= I, then BA = I.
Proof. R has only the two trivial right ideals. Both of the above theorems can be proved, in much the same way, for the descending chain condition and also for left ideals, so we actually have THEOREM. If R is a ring with unit which satisfies the ascending (descending) chain condition for right (left) ideals and if A and B are n-square matrices over R such that AB=I, then BA =1.
