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CCNP: es un plan de capacitaciones en tecnología de redes informáticas que ofrece 
la compañía CISCO y se divide en tres niveles, el CCNP o Cisco Certified Network 
Professional es el nivel intermedio de la compañía que se divide en 3 módulos 
enrutamiento (ROUTE), conmutación (SWITCH) y resolución de problemas 
(TSHOOT). 
 
DIRECCION IP: IP significa “Internet Protocol” como dice el nombre protocolo de 
comunicación y es el numero que se le asigna a un dispositivo dentro de una red y 
es la manera que internet sabe quien es quien en la red. 
 
EIGRP: (Enhanced Interior Gateway Routing Protocol) es un protocolo de 
enrutamiento del tipo vector distancia avanzado propio de CISCO los cuales tiene 
cuatro componentes básicos recuperación/detección de vecinos, protocolo de 
transporte confiable (RTP), maquina de estados finitos (DUAL) y módulos 
dependientes del protocolo (PDM). 
 
ETHERNET: es una tecnología que conecta redes de área locales y es un método 
de conectar computadores, dispositivos, impresoras y servidores que requieren 
conexión internet, fue desarrollado originalmente por Xerox en la década de 1970 y 
se a convertido en un estándar de las redes.  
 
OSPF: (Open Shortest Path First) es un protocolo de direccionamiento de tipo 
enlace – estado, desarrollado para las redes IP, su función principal es saber cual 
es la ruta mas cercana o la distancia mas corta entre router, conociendo a los router 
cercanos y las direcciones que posee cada router de los cercanos, para enviar un 
paquete por la ruta por la que tenga que dar menos saltos. 
 
PORT-CHANNEL: es una tecnología CISCO con los estándares 802.3 full-duplex, 
permite agrupar varios enlaces físicos Ethernet como un único enlace y permite 
sumar la velocidad nominal de cada puerto y de esta forma tener un enlace troncal 
de alta velocidad. 
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ROUTER: un router es un dispositivo que permite interconectar ordenadores en una 
red y su función principal es establecer una ruta de destino a cada paquete de datos 
dentro de una red informática como por ejemplo Internet. Los router trabajan 
utilizando una dirección IP. 
 
SWITCH: switch o conmutador es el encargado de transmitir datos de un segmento 
a otro. Para ello utiliza la dirección MAC. De esta forma, la información viaja de 
forma directa desde el origen hasta el puerto de destino. 
 
VLAN: de las ingles Virtual LAN (Red de área local y virtual) un método que permite 
crear redes independientes, aunque se encuentren dentro de una misma red física. 
 
VTP: de las siglas VLAN Trunking Protocol, es un protocolo propio de CISCO. Sirve 
para centralizar en un solo switch la administración de todas las VLANs, permite 
simplificar y administrar en un dominio de VLAN, además reduce la complejidad de 




En el siguiente trabajo de grado observaremos dos clases de escenario en las 
cuales colocaremos en práctica lo aprendido durante el diplomado CCNP. Dicho 
escenario contiene una topología de red el cual tendremos que simular por medio 
de alguna de las herramientas que nos ofreces tales como Packet Tracer y GNS3 y 
seguir una serie de pasos para llegar a realizar una correcta configuración de los 
switches, mediante unos protocolos de EIGRP, OSPF, Etherchannel y a su vez 
utilizando otras configuraciones tales como VLANs, VTP y port-channel. Todas 
estas configuraciones que realizamos se comprobaran su correcto funcionamiento 
mediante ciertos comandos tales como ping, traceroute, show ip route entre otros 
comandos  





In the following degree paper we will observe two kinds of scenarios in which we will 
put into practice what was learned during the CCNP diploma course. Such scenarios 
contain a network topology in which we will have to simulate by means of some of 
the tools you offer us such as Packet Tracer and GNS3; and follow a series of steps 
to get to make a correct configuration of the switches, by means of EIGRP protocols, 
OSPF, Ether channel and in turn using other configurations such as VLANs, VTP 
and port-channel. All these configurations that we carry out will verify its correct 
operation through certain commands such as ping, trace route, show IP route among 
other commands 
  






El presente trabajo permite abordar y aplicar los conocimientos adquiridos en el 
diplomado y las pruebas de habilidades practicas CCNP de CISCO, dichas pruebas 
se realizaron mediante dos escenarios utilizando las herramientas de simulación 
Packet Tracer y GNS3 de esta forma lograr realizar enrutamientos en IPV4 e IPV6 
y enrutamientos por medio de protocolos de EIGRP, OSPF y Etherchannel. 
 
En la actualidad con el avance de la tecnología y la informática y la importación de 
la seguridad, agilidad y fiabilidad de la información, implementáremos en este 
trabajo ROUTER de marca CISCO, ya que poseen características especiales en 
sus comandos y de esta forma tener una conectividad mas segura y ágil en el envió 
de información en redes industriales y comerciales. 
 
Es importante tener en cuenta los SWITCHES de la marca CISCO ya que nos ofrece 
una gran variedad de funciones y conectividad teniendo en cuenta la necesidad del 
cliente y la dimensión de su compañía, ofreciendo en sus productos diferente 
características con gran agilidad de interconectar nuestros equipos dentro de una 




Una empresa de confecciones posee tres sucursales distribuidas en las ciudades 
de Bogotá́, Medellín y Bucaramanga, en donde el estudiante será́ el administrador 
de la red, el cual deberá́ configurar e interconectar entre sí cada uno de los 
dispositivos que forman parte del escenario, acorde con los lineamientos 
establecidos para el direccionamiento IP, protocolos de enrutamiento y demás 
aspectos que forman parte de la topología de red. 
 
Figura 1. Topología red Escenario 1 
 
 







1.1 Configuración del escenario propuesto 
1.1.1. Configurar las interfaces con las direcciones IPv4 e IPv6 que se 
muestran en la topología de red. 
Figura 2. Escenario 1 simulación 
 
 
1.1.2 Ajustar el ancho de banda a 128 kbps sobre cada uno de los enlaces 
seriales ubicados en R1, R2, y R3 y ajustar la velocidad de reloj de las 
conexiones de DCE según sea apropiado. 
R1#en 
R1#conf term 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#hostname R1 
R1(config)#int g0/0 
R1(config-if)#ip address 192.168.110.1 255.255.255.0 





R1(config-if)#ip address 192.168.9.1 255.255.255.252 
R1(config-if)#ipv6 address 2001:db8:acad:90::1/64    






Enter configuration commands, one per line.  End with CNTL/Z. 
R2(config)#hostname R2 
R2(config)#int g0/0 
R2(config-if)#ip address 192.168.2.1 255.255.255.0 





R2(config-if)#ip address 192.168.9.2 255.255.255.252 
R2(config-if)#ipv6 address 2001:db8:acad:90::2/64    
R2(config-if)#bandwidth 128 






R2(config-if)#ip address 192.168.9.5 255.255.255.252 
R2(config-if)#ipv6 address 2001:db8:acad:91::1/64    
R2(config-if)#bandwidth 128                          




R3(config)#hostname R3  
R3(config)#int g0/0 
R3(config-if)#ip address 192.168.3.1 255.255.255.0 
R3(config-if)#ipv6 address 2001:db8:acad:c::1/64   
R3(config-if)#no shutdown 
R3(config-if)#int s3/1 
R3(config-if)#ip address 192.168.9.6 255.255.255.252 
R3(config-if)#ipv6 address 2001:db8:acad:91::2/64    
R3(config-if)#bandwidth 128 





1.1.3 En R2 y R3 configurar las familias de direcciones OSPFv3 para IPv4 e 
IPv6. Utilice el identificador de enrutamiento 2.2.2.2 en R2 y 3.3.3.3 en R3 para 
ambas familias de direcciones. 
R2(config)#ipv6 unicast-routing 
R2(config)#router ospfv3 1      
R2(config-router)#address-family ipv4 unicast 
R2(config-router-af)#router-id 2.2.2.2 
R2(config-router-af)#exit 
R2(config-router)#address-family ipv6 unicast 
R2(config-router-af)#router-id 2.2.2.2 





R3(config)#router ospfv3 1 




R3(config-router)#address-family ipv6 unicast 
R3(config-router-af)#router-id 3.3.3.3 
R3(config-router-af)#passive-interface g0/0      
R3(config-router-af)#exit-address-family         
R3(config-router)# 
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1.1.4 En R2, configurar la interfaz F0/0 en el área 1 de OSPF y la conexión serial 
entre R2 y R3 en OSPF área 0. 
R2(config)#int g0/0 
R2(config-if)#ospfv3 1 ipv4 area 1        
R2(config-if)#ospfv3 1 ipv6 area 1 
R2(config-if)#exit 
R2(config)#int s3/1 
R2(config-if)#ospfv3 1 ipv4 area 0 
R2(config-if)#ospfv3 1 ipv6 area 0 
R2(config-if)# 
1.1.5 En R3, configurar la interfaz F0/0 y la conexión serial entre R2 y R3 en 
OSPF área 0. 
R3(config)#int g0/0 
R3(config-if)#ospfv3 1 ipv4 area 0 
R3(config-if)#ospfv3 1 ipv6 area 0 
R3(config-if)#exit 
R3(config)#int s3/1 
R3(config-if)#ospfv3 1 ipv4 area 0 
R3(config-if)#ospfv3 1 ipv6 area 0 
R3(config-if)# 
 
1.1.6 Configurar el área 1 como un área totalmente Stubby. 
1.1.7 Propagar rutas por defecto de IPv4 y IPv6 en R3 al interior del dominio 
OSPFv 3.  
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Nota: Es importante tener en cuenta que una ruta por defecto es diferente a la 
definición de rutas estáticas. 
 
1.1.6. y 1.1.7 
R2(config-if)#router ospfv3 1 
R2(config-router)#address-family ipv4 unicast 
R2(config-router-af)#area 1 stub no-summary 
R2(config-router)#exit-address-family 
R2(config-router)#address-family ipv6 unicast 
R2(config-router-af)#area 1 stub no-summary      
R2(config-router-af)#exit-address-family         
R2(config-router)# 
 
R3(config-if)#router ospfv3 1 
R3(config-router)#address-family ipv4 unicast 
R3(config-router-af)#default-information originate always 
R3(config-router-af)#exit-address-family 
R3(config-router)#address-family ipv6 unicast          
R3(config-router-af)#default-information originate always 
R3(config-router-af)#exit-address-family                  
R3(config-router)# 
1.1.8 Realizar la configuración del protocolo EIGRP para IPv4 como IPv6. 
Configurar la interfaz F0/0 de R1 y la conexión entre R1 y R2 para EIGRP con 




1.1.9 Configurar las interfaces pasivas para EIGRP según sea apropiado. 
1.1.8. y 1.1.9.  
R1(config)#router eigrp DUAL-STACK 






R1(config-router-af)#network 192.168.9.0 0.0.0.3 
R1(config-router-af)#network 192.168.110.0 0.0.0.3 
R1(config-router-af)#eigrp router-id 1.1.1.1 
R1(config-router-af)#exit-address-family 
R1(config)#ipv6 unicast-routing 
R1(config)#router eigrp DUAL-STACK                         
R1(config-router)#address-family ipv6 unicast autonomous-system 6 
R1(config-router-af)#af-interface g0/0 
R1(config-router-af-interface)#passive-interface 
R1(config-router-af-interface)#exit-af-interface                     
R1(config-router-af)#topology base 
R1(config-router-af-topology)#exit-af-topology  
R1(config-router-af)#eigrp router-id 1.1.1.1 




R2(config-router)#address-family ipv6 unicast 
R2(config-router-af)#area 1 stub no-summary      
R2(config-router-af)#exit-address-family         
R2(config-router)#router eigrp DUAL-STACK 
R2(config-router)#address-family ipv4 unicast autonomous-system 4 
R2(config-router-af)#network 192.168.9.0 0.0.0.3 
R2(config-router-af)#eigrp router-id 2.2.2.2 
R2(config-router-af)#exit-address-family 





R2(config-router-af-interface)#shutdown          
R2(config-router-af-interface)#exit-af-interface 




1.1.10 En R2, configurar la redistribución mutua entre OSPF y EIGRP para IPv4 
e IPv6. Asignar métricas apropiadas cuando sea necesario. 
1.1.11 En R2, de hacer publicidad de la ruta 192.168.3.0/24 a R1 mediante una 
lista de distribución y ACL. 
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1.1.10. y 1.1.11. 
R2#conf term 
Enter configuration commands, one per line.  End with CNTL/Z. 
R2(config)#router eigrp DUAL-STACK 
R2(config-router)#address-family ipv4 unicast autonomous-system 4 
R2(config-router-af)#topology base 
R2(config-router-af-topology)#distribute-list R3-to-R1 out 
R2(config-router-af-topology)#re ospfv3 1 metric 10000 100 255 1 1500 
R2(config-router-af-topology)#exit-af-topology 
R2(config-router-af)#address-family ipv6 unicast autonomous-system 6 
R2(config-router-af)#topology base                                   
R2(config-router-af-topology)#re ospfv3 1 metric 10000 100 255 1 150          
R2(config-router-af-topology)#exit-af-topology 
R2(config)#ip access-list standard R3-to-R1 
R2(config-std-nacl)#remark ACL to filter 192.168.3.0/24 





1.2. Verificar conectividad de red y control de la trayectoria. 
1.2.1 Registrar las tablas de enrutamiento en cada uno de los routers. Registrar 
las tablas de enrutamiento en cada uno de los routers, acorde con los parámetros 
de configuración establecidos en el escenario propuesto. 
R1#show ip route 









R2#show ip route 






R3#show ip route 
 
Figura 5. Show ip route 
 
 




Figura 6. Ping 
 
 
Figura 7. Ping 
 
 
1.2.3 Verificar que las rutas filtradas no están presentes en las tablas de 
enrutamiento de los routers correctas. 
Nota: Puede ser que Una o más direcciones no serán accesibles desde todos los 
routers después de la configuración final debido a la utilización de listas de 
distribución para filtrar rutas y el uso de IPv4 e IPv6 en la misma red. 
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2 ESCENARIO 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será́ el administrador de la red, el cual 
deberá́ configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto. 
 
Figura 8. Topología de red escenario 2 
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Figura 9. Simulación escenario 2 
 
 
2.1. Configurar la red de acuerdo con las especificaciones. 
2.1.1 Apagar todas las interfaces en cada switch. 
2.1.2 Asignar un nombre a cada switch acorde al escenario establecido. 
2.1.1. y 2.1.2. 
Switch>en 
Switch#conf term 
Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#ip domain-name CCNP.NET 
Switch(config)#no ip domain lookup 
Switch(config)#interface range fastEthernet 0/24 
Switch(config-if-range)#shutdown 
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%LINK-5-CHANGED: Interface FastEthernet0/24, changed state to administratively 
down 
Switch(config-if-range)#exit 
Switch(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 









Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#ip domain-name CCNP.NET 
Switch(config)#no ip domain lookup 
Switch(config)#interface range fastEthernet 0/24 
Switch(config-if-range)#shutdown 
 
%LINK-5-CHANGED: Interface FastEthernet0/24, changed state to administratively 
down 
Switch(config-if-range)#exit 
Switch(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 
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Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#ip domain-name CCNP.NET 
Switch(config)#no ip domain lookup 
Switch(config)#interface range fastEthernet 0/24 
Switch(config-if-range)#shutdown 
 
%LINK-5-CHANGED: Interface FastEthernet0/24, changed state to administratively 
down 
Switch(config-if-range)#exit 
Switch(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 










Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#ip domain-name CCNP.NET 
Switch(config)#no ip domain lookup 
Switch(config)#interface range fastEthernet 0/24 
Switch(config-if-range)#shutdown 
 
%LINK-5-CHANGED: Interface FastEthernet0/24, changed state to administratively 
down 
Switch(config-if-range)#exit 
Switch(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 







2.1.3 Configurar los puertos troncales y Port-channels tal como se muestra en 
el diagrama. 
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2.1.3.1 La conexión entre DLS1 y DLS2 será́ un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 utilizará 
10.12.12.2/30. 
DLS1#conf term 
DLS1(config)#int vlan 800 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#int range f0/11-12 
DLS1(config-if-range)#shutdown 




DLS2(config)#int vlan 800 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#exit 
DLS2(config)#int range f0/11-12 
DLS2(config-if-range)#shutdown 
DLS2(config-if-range)#channel-group 12 mode active 
DLS2(config-if-range)#no shutdown 
 
2.1.3.2 Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
DLS1#conf term 
DLS1(config)#int range f0/7-8 
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DLS1(config-if-range)#shutdown 




ALS1(config)#int range f0/7-8 
ALS1(config-if-range)#shutdown 




DLS2(config)#int range f0/7-8 
DLS2(config-if-range)#shutdown 




ALS2(config)#int range f0/7-8 
ALS2(config-if-range)#shutdown 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#no shutdown 
 
2.1.3.3 Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
DLS1#conf term 
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DLS1(config)#int range f0/9-10 
DLS1(config-if-range)#shutdown 




ALS2(config)#int range f0/9-10 
ALS2(config-if-range)#shutdown 




DLS2(config)#int range f0/9-10 
DLS2(config-if-range)#shutdown 




ALS2(config)#int range f0/9-10 
ALS2(config-if-range)#shutdown 




2.1.3.4 Todos los puertos troncales serán asignados a la VLAN 800 como la 
VLAN nativa. 
DLS1#conf term 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#int range f0/7-12 
DLS1(config-if-range)#switchport trunk native vlan 800 







Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#int range f0/7-12 
DLS2(config-if-range)#switchport trunk native vlan 800 







Enter configuration commands, one per line.  End with CNTL/Z. 
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ALS1(config)#int range f0/7-12 
ALS1(config-if-range)#switchport trunk native vlan 800 







Enter configuration commands, one per line.  End with CNTL/Z. 
ALS2(config)#int range f0/7-12 
ALS2(config-if-range)#switchport trunk native vlan 800 






2.1.4 Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
2.1.4.1 Utilizar el nombre de dominio UNAD con la contraseña cisco123  
2.1.4.2 Configurar DLS1 como servidor principal para las VLAN. 
2.1.4.1. y 2.1.4.2. 
DLS1(config)#vtp domain UNAD 
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Changing VTP domain name from NULL to UNAD 
DLS1(config)#vtp version 2 
DLS1(config)#vtp mode server 
Setting device to VTP SERVER mode. 
DLS1(config)#vtp password cisco123 
Setting device VLAN database password to cisco123 
 
2.1.4.3 Configurar ALS1 y ALS2 como clientes VTP. 
2.1.4.1. y 2.1.4.3. 
ALS1(config)#vtp domain UNAD 
Changing VTP domain name from NULL to UNAD 
ALS1(config)#vtp version 2 
ALS1(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
ALS1(config)#vtp password cisco123 
Setting device VLAN database password to cisco123 
 
ALS2(config)#vtp domain UNAD 
Changing VTP domain name from NULL to UNAD 
ALS2(config)#vtp version 2 
ALS2(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
ALS2(config)#vtp password cisco123 




2.1.5 Configurar en el servidor principal las siguientes VLAN: 













2.1.5 En DLS1, suspender la VLAN 434. 
2.1.6 Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 
2, y configurar en DLS2 las mismas VLAN que en DLS1. 
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DLS2(config)#vtp domain UNAD 
Changing VTP domain name from NULL to UNAD 
DLS2(config)#vtp version 2 
DLS2(config)#vtp mode transparent 























2.1.6 Suspender VLAN 434 en DLS2. 
2.1.7 En DLS2, crear VLAN 567 con el nombre de CONTABILIDAD. La VLAN de 





2.1.8 Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 800, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
DLS1(config)#spanning-tree vlan 1,12,434,800,1010,1111,3456 root primary  
DLS1(config)# 
DLS1(config)#spanning-tree vlan 123,234 root secondary  
DLS1(config)# 
 
2.1.9 Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y 
como una raíz secundaria para las VLAN 12, 434, 800, 1010, 1111 y 3456. 
DLS2(config)#spanning-tree vlan 123,234 root primary  
DLS2(config)#spanning-tree vlan 12,434,800,1010,1111 root secondary  
DLS2(config)# 
 
2.1.10 Configurar todos los puertos como troncales de tal forma que 
solamente las VLAN que se han creado se les permitirá́ circular a través de 
estos puertos. 
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DLS1(config)#int range f0/7-12 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  
DLS1(config-if-range)#switchport trunk native vlan 800 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#switchport nonegotiate 
DLS1(config-if-range)#no shutdown  
DLS1(config-if-range)# 
 
DLS2(config)#int range f0/7-12 
DLS2(config-if-range)#switchport trunk encapsulation dot1q  
DLS2(config-if-range)#switchport trunk native vlan 800 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#switchport nonegotiate 
DLS2(config-if-range)#no shutdown  
DLS2(config-if-range)# 
ALS1(config)#int range f0/7-12 
ALS1(config-if-range)#switchport trunk native vlan 800 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#switchport nonegotiate 
ALS1(config-if-range)#no shutdown  
ALS1(config-if-range)# 
 
ALS2(config)#int range f0/7-12 
ALS2(config-if-range)#switchport trunk native vlan 800 
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ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#switchport nonegotiate 
ALS2(config-if-range)#no shutdown  
ALS2(config-if-range)# 
 
2.1.11 Configurar las siguientes interfaces como puertos de acceso, 
asignados a las VLAN de la siguiente manera: 




DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#switchport access vlan 1010 
DLS2(config-if)#no shutdown  
DLS2(config-if)#interface F0/15 
DLS2(config-if)#switchport access vlan 1111 
DLS2(config-if)#no shutdown  
DLS2(config-if)#exit 
DLS2(config)#int range f0/16-18 
DLS2(config-if-range)#switchport access vlan 567 






DLS1(config-if)#switchport access vlan 3456 
DLS1(config-if)#no shutdown  
DLS1(config-if)#exit 
DLS1(config)#interface f0/15 
DLS1(config-if)#switchport access vlan 1111 




ALS1(config-if)#switchport access vlan 123 
ALS1(config-if)#switchport access vlan 1010 
ALS1(config-if)#no shutdown  
ALS1(config-if)#exit 
ALS1(config)#int f0/15 
ALS1(config-if)#switchport access vlan 1111 




ALS2(config-if)#switchport access vlan 234 
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ALS2(config-if)#no shutdown  
ALS2(config-if)#exit 
ALS2(config)#int f0/15 
ALS2(config-if)#switchport access vlan 1111 




2.2. Conectividad de red de prueba y las opciones configuradas. 
2.2.1 Verificar la existencia de las VLAN corretas en todos los switches y la 
asignación de puertos troncales y de acceso 
Figura 10. VLAN 
 




Figura 11. DLS1 Y ALS1 
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2.2.3 Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
Figura 12. DLS1 o DLS2 VLAN 
 47 
3. CONCLUSIONES 
Gracias a la prueba de habilidades se logra realizar enrutamientos a través de los 
dispositivos de router que nos ofrece los simuladores Packet Tracer y GNS3 por 
medio de los protocolos OSPF y EIGRP. 
 
Con la elaboración de los ejercicios se logra afianzar mas los conocimientos y 
resolver dudas en cuanto a los protocolos de Etherchannel para el uso de VLAN en 
la configuración de switches. 
 
Ademas al desarrollar los dos escenarios propuestos, realizados como prueba de 
habilidades practicas CCNP como los son ROUTE y SWITCHES, permite evaluar y 
probar los niveles de coconicmiento adquiridos durante el desarrollo de estas 
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