Abstract In this paper, Hilbert-Huang transform method is applied for the characteristic analysis of monthly streamflow and total suspended sediment (TSS) concentration time series from two stations, Basantpur and Tikrapara in Mahanadi basin, India. All the four time series are first decomposed by the complete ensemble empirical mode decomposition with adaptive noise method into different Intrinsic Mode Functions (IMFs) with specific periodicity and the IMFs are subsequently subjected to the Hilbert transform. The multiscale decomposition clearly detected the annual cycle in all the four time series and statistical significance test of the IMF components showed that the annual and inter annual cycles are significant in deciding the variability of the series except for the streamflow of Tikrapara station. The cross correlation analysis found a direct association between streamflow and TSS in most of the time scales except in the residue. Finally, the time dependent intrinsic correlation (TDIC) analysis is employed to find the association between streamflow and TSS in different time scales. The TDIC analysis proved the existence of long range direct correlation between the two series at intra-annual and annual time scales for the data from both of the stations. From TDIC analysis, it is further noticed that the nature of association between streamflow and sediment concentration is not of unique character always but varies with time scales and in time domain and many reversals of associations are observable at inter annual scales. The negative association between streamflow and sediment concentration is more perceptible in the data from Tikrapara station than that from Basantpur and it infers the influence of internal forcing such as human interventions and basin characteristics.
Introduction
Characterization of sediment transport processes in rivers is of paramount importance in the planning and management of hydraulic structures. Semi-arid rivers experiencing pronounced wet and dry seasons often display high variability in the sediment-streamflow relationship (Farnsworth and Milliman 2003; Warrick and Mertes 2009; Gray et al. 2014) . Larger temporal scale corresponds to a slower variation of the physical quantity in time (such as the bed elevation changes) while smaller time scale corresponds to rapid variations (such as variations of flow). Such information on multiple temporal scales may lead to a singularly perturbed behavior and used to justify the decoupled sediment transport models (Lyn 1987) . Therefore, identification and selection of such multiple scales associated with sediment concentration time series data from natural channels may help for accurate modeling of sediment transport processes and it may be helpful in development of a suitable bed load transport formulas (Ancey et al. 2006 (Ancey et al. , 2008 Kuai and Tsai 2012) . Variability in suspended sediment concentration and streamflow is determined by internal and external mechanisms that are highly dependent on temporal scale (Carson et al. 1973; Gao et al. 2007; Florsheim et al. 2011; Kuai and Tsai 2012) . Streamflow and sediment load are influenced by climate cycles and human activities, and their influence varies with time scales. Hence, it is important to understand the exact reason behind the changes and accordingly the studies should be delineated (Syvitski 2003; Syvitski et al. 2005) .
A number of studies have investigated changes in sediment load and streamflow, associated underlying causes and subsequent impacts (e.g., Zhang et al. 2008 Zhang et al. , 2009 Zhang et al. , 2012 Zhang et al. , 2014 Chen et al. 2010a ). Zhang et al. (2008) analysed time series of annual water discharge and sediment loads (1950s-2004) at nine stations in the main channels and main tributaries of the Zhujiang (Pearl River) basin, demonstrating a significantly decreasing sediment load at some stations in the main tributaries and more stations have witnessed significantly decreasing sediment loads since the 1990s. They also indicated that the decreasing sediment load of the Pearl River basin was the result of hydrological regulations of water reservoirs. Zhang et al. (2009) analysed monthly streamflow and sediment load records of Datong station in Yangtze river using scanning t test, F test and coherency analysis. Zhang et al. (2012) applied similar techniques to analyse the streamflow and sediment load from nine hydrological stations of Pearl River and possible implications were discussed. Zhang et al. (2014) analysed the variability of stream flow from four hydrological stations on East River, China using Ensemble Empirical Mode Decomposition (EEMD) and Continuous Wavelet Transform (CWT) methods. In the Indian context, Gupta and Chakrapani (2005) analysed the spatial and temporal variations of streamflow and sediment load in Narmada basin. Following traditional trend analysis procedures Panda et al. (2011) reported that there is a reducing trend in sediment load series from different river basins in India and identified that human interventions is the major driver behind such reductions. performed a rigorous trend analysis study of sediment load time series from different basin outlets in India using non-parametric tests and empirical mode decomposition (EMD). Subsequently, they detected the role of human interventions on the sediment load variability in these stations employing the CWT analysis. It is also essential to conduct such studies (on sediment load and streamflow variations) in multiple time scales, upon data from various regions, to understand the stable and unstable properties of hydrological processes at different time scales, and also to identify the possible causes and implications of construction of storage reservoirs, etc. To identify such multiple time scale of variability and subsequent interpretations spectral analysis procedures are helpful.
The traditional Fourier based spectral analysis method may be inappropriate in the case of existence of multiple time scales of variability. Moreover, the Fourier analysis is suited well only for linear and stationary time series, which is often rare to observe such properties in the hydrological time series. Therefore, it is more appropriate to perform the spectral analysis of sediment concentration and associated streamflow in a multiscale framework. Wavelets are alternative spectral analysis tools suitable for analyzing nonstationary time series, but not well suited to analyse time series of non-linear characteristics. Also, their capabilities are often influenced by the selection of appropriate mother wavelet function and selection of appropriate levels of decomposition. As an alternative to wavelets, a fully data adaptive multiscale decomposition method namely EMD was proposed by Huang et al. (1998) to get orthogonal modes namely intrinsic mode functions (IMFs). Its use in conjunction with the Hilbert transform contributed an attractive spectral analysis tool namely Hilbert-Huang transform (HHT) to analyse non-linear and non-stationary time series data. Over the years, many variants of HHT were evolved, and most of them attempted to resolve the issues of (1) existence of a particular mode in multiple time scales (popularly known as mode mixing, which can lead to misinterpretation of spectra), (2) lack of mathematical correctness of Hilbert transform. To address the first issue, noise assisted data analysis methods such as ensemble EMD (EEMD) (Wu and Huang 2005a) and the complete EEMD with adaptive noise (CEEMDAN) (Torres et al. 2011) were proposed. To address the second issue, normalization and direct quadrature scheme was proposed by Huang et al. (2009b) . The potential of HHT and its variants attracted many researchers and it is gaining popularity for the analysis of hydrologic time series, which are often nonlinear and non-stationary in characteristics (Rao and Hsu 2008; Huang and Wu 2008; Huang et al. 2009a; Rudi et al. 2010; Franceschini and Tsai 2010; Kuai and Tsai 2012; Massei and Fournier 2012; Antico et al. 2014; Janga Reddy 2015, 2016; Janga Reddy and Adarsh 2016) . Kuai and Tsai (2012) applied the HHT for the identification of varying time scale in sediment transport process by gathering both bed load and suspended sediment concentration data. They found the multiple scales involved in sediment transport process, succession of time scales by the comparison of HHT spectra of streamflow and the sediment data and noticed that the dominant time scale is time varying in characteristics. Also the above study verified the HHT results by one of the popular time scale formula proposed by Cao et al. (2007) . But they didn't attempt to quantitatively ascertain the link between streamflow and suspended sediment concentration. The streamflow-sediment concentration interactions in rivers are influenced by lot of complex internal mechanisms primarily related to the characteristics of the basin and external mechanisms such as climatic and solar forcings (Gray et al. 2014) . Also, as the time series of hydrologic variables are controlled by different physical processes (each has specific time scale of variability), it is more appropriate to investigate the linkage between streamflow and sediment concentration in a multiscale framework. It is also noted that there were not much studies carried in the past to investigate such linkages using efficient multiscale spectral analysis procedure such as HHT and multiscale correlation analysis like time dependent intrinsic correlation (TDIC).
Thus the specific objectives of the present study include (1) perform the spectral analysis of total suspended sediment (TSS) concentration and streamflow data from a tropical river in India using HHT for their characterization in multiple time scales; (2) quantitatively investigate the link between streamflow and TSS concentration by HHT based TDIC method, to capture the relative effect of anthropogenic interventions and climate forcings on the variability of the time series.
The rest of the paper is organized as follows: first a brief theoretical background and details of CEEMDAN and HT methods are presented; subsequently, a brief description of the study area and details of datasets used are presented; the results and discussion of case study are presented thereafter.
Materials and methods
Hilbert-Huang transform (HHT) is a popular spectral analysis tool for analyzing nonlinear and non-stationary time series data. The HHT method involves two phases: (1) a multiscale decomposition of time series to get orthogonal modes called IMFs, (2) the Hilbert transform (HT) of the obtained IMFs. A typical EMD process consists of (1) the identification of local extrema points and fitting of spline functions connecting them, (2) computation of the mean series (of extrema) and find a residue series (obtained by subtraction of mean from the original series). The above process is known as 'sifting' and the sifting operation is iteratively continued till the resulting series become a zero mean series with total number of extrema differ from the summation of number of local maxima and local minima points at the most by one. The process is repeated till the final residue series is monotonic or contains only one peak. A detailed description on the EMD can be found in Rao and Hsu (2008) . The obtained IMFs, sometime may exhibit 'mode mixing', and to overcome such problems, Wu and Huang (2005a) proposed the EEMD approach. In EEMD, an ensemble of artificial signals is formed by adding randomly generated white noise series with the original signal. The EMD is performed upon all artificial signals and the ensemble averaging of each mode will give the true IMF component. But it was observed that the final IMF obtained by the ensemble averaging many not always possesses the properties of an IMF. Also the reconstructed signals may contain residual noise and the mode mixing problem may prevail when applied to real field data (Antico et al. 2014) . To overcome such problems an improved method namely the complete EEMD with adaptive noise (CEEMDAN) proposed by Torres et al. (2011) can be used for the analysis of real field data. The superiority of CEEMDAN over the EMD and EEMD in applications to hydrological time series was highlighted in some recent studies (Marusiak and Pekar 2014; Antico et al. 2014) . The basic procedure of CEEM-DAN on a time series X(t) is presented below:
1. Perform the EMD for M realizations X m (t) = X(t) ? e 0 w m (t) and compute the first mode of CEEM-DAN IMF 1 ðtÞ, by averaging the realizations
where m is the index for realizations; e o is the noise parameter for the initial step and w m (t) is the white noise series added to the candidate signal. 2. At the first stage (k = 1) calculate the unique first residue as, 
and define the (k ? 1)th mode by CEEMDAN as
6. Go to step (4) for next k. Steps 4-6 are performed until the obtained residue is no longer feasible to be decomposed (i.e., the residue is monotonic or having only one extrema). The residue is given by
The obtained IMFs are the most appropriate inputs to perform the Hilbert transform which may help to study the spectral characteristics of a nonlinear and non-stationary time series in the time-frequency domain. The HT is the convolution of supplied signal with the functiong(t) = 1/ pt.
The basic principle of Hilbert transform is the formation of a complex signal by an IMF and its HT (say Y(t)). Then the square root of squared sum of the signal (IMF(t)) and its HT at any time instant gives the instantaneous amplitude. The inverse tangent of the ratio of Y(t) and IMF(t) gives the phase angle and the time derivative of the phase angle gives the instantaneous frequency. The mathematical background of HT can be found in Huang et al. (1998) or Rao and Hsu (2008) . The traditional HT may sometimes lead to instantaneous frequencies that are of less physical meaning (such as negative frequency) or it may fail to address the problems related to disjoint functions and mathematical incorrectness stated in Bedrosian theorem (Bedrosian 1963 ) and Nuttal theorem (Nuttal 1966) . To ensure that the obtained IMFs are physically meaningful and mathematically correct, Huang et al. (2009b) proposed a normalization and direct quadrature schemes for the HT. The normalization scheme primarily involves:
(1) identification of local maxima of IMF series, (2) spline fitting through local maxima points; (3) term by term division of IMFs by the constructed spline, and this step is to be repeated iteratively till the normalized maximum values are all unity, to get frequency modulated (FM) part of the signal; (4) determine the amplitude modulated (AM) part of the signal by the term by term division of the original IMF series and FM signal. The combination of this iterative process of normalization and application of the Hilbert transform to the empirical AM signal is called the normalized Hilbert transform (NHT) method and the use of inverse cosine instead of inverse tangent in the computation of phase angles make the scheme 'direct quadrature (DQ)'. A detailed procedure of the same can be found in Huang et al. (2009b) . The CEEMDAN-NHT (with direct quadrature) combination is adopted in this study to perform spectral analysis of streamflow and TSS concentration time series.
Statistical significance test of IMF components
Statistical significance test of IMF components (Wu and Huang 2005b ) is a useful method for detecting whether an IMF obtained is a true signal or just a white noise component. The information obtained can be used for forecasting of the time series by incorporating the nonstationarity into account. The test is based on the postulate that the summation of logarithmic values of mean normalized energy and mean period of an IMF is zero. This test compares the spectral energy and the mean period relation between the IMFs of original signal and white noise. If the IMF energy of the observed data with a certain mean period is located above the confidence level, the corresponding IMF is considered as statistically significant at the given level. Basically it involves the following steps: (1) the computation of energy density of IMFs and its normalization by considering first IMF as the reference IMF; (2) generation of white noise series by Monte Carlo simulations, its EMD and computation of the 'spread function'; (3) estimation of the confidence band of spread function of white noise at a selected significance level, based on step (2). Then the points having coordinates of mean normalized energy and mean period of IMFs are located in the 2D plane. This enables a comparison of the energy level of different IMFs with the spread function of white noise. The IMFs of original time series X(t) that have their energy densities located above the upper confidence line of the white noise series can be considered as 'true IMF' (free from white noise and contain information) and considered to be statistically significant at the selected confidence level. More details of the test can be found elsewhere Huang 2004, 2005b) .
Time dependent intrinsic correlation analysis based on CEEMDAN
Since most of the hydro-climatic time series possess multiscaling behavior, a scale dependent correlation analysis is more appropriate to establish the link between meteorological variables and hydrological variables (Papadimitriou et al. 2006; Rodo and Rodriguez-Arias 2006) . But the selection of appropriate window size is a challenging problem while applying such techniques. Chen et al. (2010b) proposed a method for determining scale dependent correlation between two time series, namely time dependent intrinsic correlation (TDIC). This method employs the use of EMD (or its variants) to decompose both of the time series data into multiple time scales. It is to be noted that in this method the window size is fixed adaptively (based on properties of data), keeping the stationarity property of the data within the window and more importantly, the size of sliding window is fixed based on the instantaneous period (computed from instantaneous frequencies obtained by HT of IMFs). The different steps involved in TDIC analysis are: 
where n is any positive number (a multiplication factor for minimum sliding window size). In this study, n is selected as 1 considering the suggestions from past studies (Huang and Schmitt 2014 After computing the TDIC matrix, the TDIC plot is prepared. The horizontal axis of the TDIC plot is the time of the series (corresponding to the center position of the sliding window) and the vertical axis is the size of the sliding window. The TDIC plot will be triangular in shape and the correlation at the apex point will be the general correlation coefficient between the series considering the entire data length, if the maximum size of sliding window is fixed as the data length (Chen et al. 2010b) . In general, half of the data length is selected as the maximum size of sliding window. The bottom contour of the triangular plots depicts the instantaneous frequency and hence a shift of the plots to larger time scales can be noticed in higher order IMFs (i.e., low frequency modes). The blank spaces in the plot (if present) represents that such correlations fail to satisfy the students t test and hence not statistically significant. Recently, few researchers have successfully used this method for analyzing the correlation between different time series in marine environment (Huang and Schmitt 2014; Ismail et al. 2015; Derot et al. 2016) ; and for analyzing the hydro-climatic teleconnections of Indian summer monsoon rainfall .
Study area and data details
Mahanadi river is one of the important intermittent river in India, in which one of the major multi-purpose reservoir project Hirakud is located. Mahanadi river has a length of 
Results and discussion
In the following, first the results of multiscale decomposition of streamflow (SF) and TSS concentration time series employing the CEEMDAN algorithm are presented. Subsequently, the results of Hilbert spectral analysis of IMF components of both the series obtained from the decomposition are presented. Then the results of correlation and TDIC analyses of IMFs of streamflow and sediment concentration data from both the stations are presented, and supported by appropriate interpretations and discussion.
Multiscale spectral analysis of streamflow and suspended sediment concentration series
The CEEMDAN method is applied upon the monthly SF and TSS concentration time series by using a noise standard deviation of 0.2 and total of 500 realizations to get the ensemble of modes (Torres et al. 2011; Antico et al. 2014 ). The decomposition resulted in six IMFs and a residue for both the series, which is generally less than the maximum number expected log 2 (L) (Flandrin and Gonçalvès 2004; Fladrin et al. 2004) , where L is the length of the dataset. The modes obtained for streamflow and TSS concentration are presented in Fig. 2 and Fig. 3 , respectively for . Next, the statistical significance test of IMF components of streamflow and TSS concentration data from both stations is performed and the results are presented in Fig. 4 . From Fig. 4 , it is clear that the annual cycle (IMF2) is significant in all the four time series. In the streamflow and TSS concentration time series, short term interannual cycles up to 3 years (IMF3 and IMF4) are significant. But in the streamflow variability of Tikrapara station, none of the IMFs other than annual cycle (IMF2) is found to be significant and for TSS series also the energy level of IMF4 and IMF6 is relatively less for the Tikrapara station when compared with that of Basantpur station. This may be attributed to the fact that the station is located at far downstream of the major control structure-the Hirakud dam and human interventions are more influential in the hydrologic time series of the Tikrapara station.
Further, the obtained IMFs are subjected to the NHT to get the instantaneous amplitudes and frequencies. The Hilbert spectral representations of different IMFs are presented in Figs. 5 and 6, respectively for the data from Basantpur station and Tikrapara station. From the spectral representation of different data (Fig. 5 and Fig. 6 ) some common features can be identified. All the time series shows more intermittency in IMF1 (*5-6 month periodicity). The highest amplitudes of high frequency modes are found to be localized in time. The dominant frequency for different IMFs (at which there is a concentration of higher amplitudes) is found to be occurring at different time instant, i.e., dominant frequency is time varying in characteristics. This time varying property of sediment concentration time series was also reported by Cao et al. (2007) and Kuai and Tsai (2012) in earlier studies. The basic statistical properties (maximum, minimum, mean and standard deviation) of the instantaneous amplitude and instantaneous frequency of different series are presented in Table 2 .
The mean instantaneous frequencies of first five IMFs of streamflow time series of Basantpur station are 0.166, 0.085, 0.043, 0.027 and 0.012; and the corresponding mean period are 6.03, 11.73, 23.09, 37.35, 81.08, which are quite similar to the periodicity based on zero crossing method, particularly for the lower modes. For the low frequency modes, the periodicity may differ from that obtained by zero crossing method and the 'dyadic' behavior of periodicity may not get preserved because of less number of cycles present in such modes. From Table 2 , it is also noted that the highest variability in instantaneous frequency is for IMF1 (range 0-0.45 and standard deviation of 0.1 in all cases). This component shows high turbulence of instantaneous frequencies and it is responsible for non-linearity of the dataset, as noticed by Kuai and Tsai (2012) in a similar study. Also for all the four time series, the mean amplitude is maximum for IMF2, which denotes near annual periodicity.
Further, the marginal spectrum of the four time series (streamflow and TSS concentration of both stations) are prepared and presented in Fig. 7 . From the different panels of Fig. 7 , it is noticed that both Fourier and Hilbert spectral analysis identified a prominent spectral period near annual scale (*0.085 months). Further it is noticed that for mean instantaneous frequencies between 0.012 and 0.085 months (corresponding to period of 7-1 year), the evolution of spectra are quite similar for streamflow and TSS concentration data of Basantpur station. This could be referred as climatic regime where inter annual climate oscillations may influence the variability of streamflow (Thompson and Katul 2012) . Hence this could be possibly linked with the large scale climatic oscillations operating at that scales which control the variability of streamflow and TSS concentrations of Mahanadi basin. Gadgil et al. (2004) subcontinent and Maity and Nagesh Kumar (2008) proved that such circulation patterns can influence the streamflow variability of Mahanadi basin. However a difference is noticed in the evolution of two spectra of Tikrapara station, which is located at far downstream of Hirakud reservoir. It is logical to ascertain that the streamflow and sediment concentrations of Basantpur are influenced more by such external forcings, while that at Tikrapara could also be influenced by internal factors like basin characteristics and human interventions.
Investigating the association between streamflow and TSS time series using TDIC analysis A visual comparison of IMFs and the quantitative estimation of correlation between different IMFs enable us to find the association between the streamflow and TSS concentration time series at different scales over different time spells. Therefore, first a plot of IMFs and residue of both streamflow and TSS concentration time series from Basantpur station are made and presented in Fig. 8 . A careful perusal of the plots of IMFs (Fig. 8) shows that during most of the time periods, the evolution of IMFs of TSS matches well with that of streamflow, particularly in high frequency modes. It is noticed that a strong direct inphase relation exists between the annual modes of streamflow and TSS concentration. However, in some of the time spells, weak relationship between the IMFs are also noticed (for e.g., till 1990s in IMF5, before 1980s in IMF4). The trend component (residue) is a slowly varying climate mode, which delineates the progressive change from below to above average streamflow (or TSS). From  Fig. 8 , it is also noticed that the temporal evolution of trend (i.e., how the trend changes over and below the zero mean) components of streamflow and TSS concentration are similar for most of the periods and the zero crossing is happening nearly at the year 1990. The plots of the modes of streamflow and TSS concentration time series from Tikrapara station is also made and presented in Fig. 9 . Here also in the high frequency IMFs, there is an in-phase relation between the two but in the low frequency modes (IMF3-IMF5) there is a clear dominancy of anti-phase (negative) relation between streamflow and TSS in the time domain.
To quantitatively ascertain the association between streamflow and TSS concentration, first the overall correlation between the TSS and streamflow data is computed and it is found to be 0.76 at Basantpur station and 0.69 at Tikrapara station. But these values only give a linear association between the two time series, which alone is not sufficient to find the true association between two non-linear and nonstationary time series. A detailed cross correlation analysis is made between the modes of streamflow and that of TSS concentration series of both Basantpur and Tikrapara station and the results are presented in Table 3 .
From Table 3 it is noted that there exists strong positive association between corresponding IMFs of the series (between IMF1 of streamflow and that of TSS, IMF2 of streamflow and that of TSS, etc.), but there exists a strong negative correlation between the two (-0.99) for the residue. Also, the IMF1 of TSS is negatively correlated with the rest of the IMFs of streamflow. Similar observation can be made for other IMFs also. Similarly, strong positive correlation between the respective modes is noticed for all modes except IMF4 and the residue in the decomposition of data from Tikrapara station. Therefore, the possibility of a reversal in the nature of association between the two series in different scales cannot be ignored. In other words, in some time scale the positive correlation between the two series may prevail, but in some other scale the correlation can be negative. The negative correlation between sediment load and streamflow on longer time scales confirm the general trend of sediment load and streamflow (Zhang et al. 2009 ). Also, it is to be noted that the above cross correlation analysis is done by considering the entire time span. Based on the comparison of different IMFs (Figs. 8, 9 ), it can be inferred that if shorter time spells are considered, an opposing nature of correlation may exists between streamflow and TSS irrespective of the nature of overall correlation between The TDIC analysis between streamflow and TSS concentration in Basantpur station showed a dominancy of strong long range positive correlation in IMF1, IMF2 and IMF4. However, in IMF3 and IMF5 a negative association between the two is noticed during *1980-1990 period. More importantly, in the above mode, the nature of association changes over the time domain. i.e., there are frequent reversals of correlation from positive to negative (and vice versa) is noticed particularly at intra decadal time spells (say, less than 100 months). The positive association (in-phase relationship) between sediment load and streamflow seems to indicate the dynamics of hydrological processes on the transport of suspended sediment in the river channel (Milliman and Syvitski 1992) . Variations in the discharge characteristics of river flow determine the transport and suspended sediment fluxes and can help in understanding the factors and processes determining sediment responses. In general, the greater the flow, the more sediment will be transported (Sadeghi and Mostafazadeh 2016) . Water discharge can be strong enough to suspend particles in the water column as they move downstream, or push them along the bottom of a water course. The negative relation between sediment load and streamflow implies that sediment load or streamflow was heavily influenced by other external factors such as human activities, which include flow diversion, construction of check dams etc., along with the construction of major control structures (Zhang et al. 2008) . TDIC analysis performed for the streamflow and TSS concentration data from Tikrapara station (Fig. 11) shows similar trend in IMF1 and IMF2. Long range weak positive correlation between the two series is noticed in the inter-annual mode IMF3, with frequent reversals in the nature of correlation during the period 1980-1990. Unlike for the case of Basantpur station, in this station the modes are negatively correlated in long range in the low frequency modes IMF4 and IMF5. The strong negative association between streamflow and sediment concentration is more perceptible in the low frequency IMFs of the time series from Tikrapara station than that from Basantpur station. This could be attributed to the facts that the location of Basantpur is at upstream of major control structure Hirakud dam, while the location of Tikrapara is at far downstream of Hirakud dam. The influence of human interventions in the region might also be a reason for such negative association between streamflow and TSS concentration. From the TDIC analysis, it is found Bold numbers indicates significant correlation at 5% significance level that the nature of association between the streamflow and sediment vary in time domain and there can be frequent alterations in the nature of correlation. In the process of investigating the link between streamflow and sediment in a multiscaling framework, it is noticed that at certain time spells and certain scale a positive relation may prevail between the two, while in some other time spells and scale, the contrasting behavior may exist. Also there can be many couplets of alternating periods of such behavior in different IMFs. Eventhough an obvious reasoning is not possible to be adduced in this regard by the present study, it can be speculated that such transition in correlation may be attributed to some unidentified physical processes, the spatial non-homogenity of the basin or the influence of different climate forcings on the local hydrological processes. 
Conclusions
This paper proposed an effective methodology to investigate the linkage between streamflow and suspended sediment concentration in a multiscaling framework by employing the Hilbert-Huang transform (HHT) and time dependent intrinsic correlation (TDIC) analysis. First, the spectral analysis of streamflow and suspended sediment concentration time series of Basantpur and Tikrapara stations in Mahanadi basin, India is performed by the combining the use of the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) method and normalized Hilbert transform-direct quadrature (NHT-DQ) scheme. The Hilbert spectral representation proved the time varying property of dominant frequency of both of the time series. Then a cross correlation analysis of the modes of streamflow and TSS concentration is made, which proved a strong association between the two series at all of the time scales of variability. The results of correlation analysis showed that for both the stations, the association is positive in most of the high frequency modes and negative for the slowly varying residue component. The TDIC analysis showed the long range positive association between streamflow and sediment in both the stations, while the negative association between the two in interannual modes. The negative association is more perceptible at Tikrapara station which infers the human interventions are more influential in the streamflow and sediment concentration variability of this station. This analysis further proven that the nature and strength of association between streamflow and sediment is not of unique character both in time scale and in the time domain; and associated with frequent alterations on the nature of correlations (transition from positive to negative and vice versa). Fig. 11 TDIC plots of streamflow and TSS concentration data from Tikrapara station. The void space in the TDIC plot means that the correlation coefficient is not significant at 5% significance level
