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On the profile of trees with a given degree sequence
Osvaldo Angtuncio∗ Gero´nimo Uribe Bravo†
Abstract
A degree sequence is a sequence s “ pNi, i ě 0q of non-negative integers satisfying 1`ři iNi “ řiNi ă8. We are interested in the uniform distribution Ps on rooted plane trees whose degree sequence equals
s, giving conditions for the convergence of the profile (sequence of generation sizes) as the size of the tree
goes to infinity. This provides a more general formulation and a probabilistic proof of a conjecture due
to Aldous [Ald91b]. Our formulation contains and extends results in this direction obtained previously
by Drmota and Gittenberger [DG97] and Kersting [Ker11]. A technical result is needed to ensure that
trees with law Ps have enough individuals in the first generations, and this is handled through novel path
transformations and fluctuation theory of exchangeable increment processes. As a consequence, we obtain
a boundedness criterion for the inhomogeneous continuum random tree introduced by Aldous, Miermont
and Pitman [AMP04].
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1 Introduction and statement of the results
Trees are an important concept in both pure and applied mathematics, appearing (for example) in biology to
represent genealogies, in computer science as a fundamental data structure, as well as an important example of
a combinatorial class or species (cf. [Knu98], [Knu06], [Joy81], [FS09], [Drm09]). Random trees, on the other
hand, have been shown to be useful in analyzing the asymptotic behavior of certain families of deterministic
trees. One of the most widely studied classes of random trees is that of Galton-Watson (GW) trees conditioned
to have size n (denoted CGW(n)), some of which have been shown to be uniform in classes of trees of size
n, like plane trees, binary plane trees or Cayley trees (cf. [Pit98]). Hence, asymptotic counting problems
associated to such trees can be solved using the limiting continuum random tree introduced by Aldous (cf.
[Ald91a, Ald91b, Ald93, LG05]).
We will analyze the class of trees with a given degree sequence because of two reasons. First, for several
real-world networks that have been analyzed, their degree sequence might have a certain feature such as having
power law decay (see for example [BA99, CDS11]). Then, the simplest way to build an associated model of
random trees is through the uniform distribution on trees whose degree sequence has the observed feature (in
the random graph setting, this corresponds to the configuration model). Second, trees with a given degree
sequence are more general than the widely studied CGW(n) trees, since the latter laws can be obtained as
mixtures of the former. Part of the success in the study of Galton-Watson trees comes from their link to
random walks; we wish to to argue that similar success can be had for trees with a given degree sequence
thanks to their link with exchangeable increment processes.
One way to understand the shape of rooted trees is through their profile, which counts the quantity of
elements in the successive generations. (The introductions in [FHN06, GK12] summarize certain applications
and references on the profile of random trees. ) A conjecture due to Aldous [Ald91b] (for CGW(n) having a
finite variance offspring distribution) states that the rescaled profile converges in distribution to a multiple of
the total local time process of the normalized Brownian excursion (NBE). Aldous’s conjecture was proved in
[DG97] as a complex application of analytic combinatorics. The latter work was generalized in [Ker11] to the
case where the offspring distribution is in the domain of attraction of a stable law. In this paper, we state and
prove a much more general version of Aldous’s conjecture in the setting of trees with a given degree sequence.
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(a) Depth-first walk.
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(b) Visual representation,
where u ă v implies u is to
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1 2 3 4 5 6 7 8 9 10
(c) Breadth-first walk and profile
Figure 1: The tree tH ă 1 ă 11 ă 12 ă 2 ă 3 ă 31 ă 311 ă 3111 ă 312u with profile 1, 3, 3, 2, 1, labeled by
pairs consisting of depth-first and breadth-first indices (left and right respectively).
Let us turn to the statements of our results. We define rooted plane trees following [Nev86] and [LG05].
Let Z` “ t1, 2, . . .u be the set of positive integers, and define U “ Ť8n“0 Zn` as the set of all labels, using
the convention Z0` “ t∅u. An element of U is a sequence u “ u1 ¨ ¨ ¨un of positive integers, where |u| “
n represents the generation or height of u. If u “ u1 ¨ ¨ ¨ui and v “ v1 ¨ ¨ ¨ vj belong to U , write uv “
u1 ¨ ¨ ¨uiv1 ¨ ¨ ¨ vj for the concatenation of u and v. By convention u∅ “ ∅u “ u. For any n P N, let
rns “ t1, . . . , nu with r0s “ ∅.
Definition. A rooted plane tree τ is a finite subset of U such that:
1. ∅ P τ ,
2. if v P τ and v “ uj for some j P Z`, then u P τ ,
3. for every u P τ , there exists a number χpuq P N, such that uj P τ iff j P rχpuqs.
In the previous definition, the value χpuq represents the number of children of u in τ . The size of a tree τ
(the number of individuals) will be denoted by |τ |. In the following, by a tree we mean a rooted plane tree.
See Figure 1 for a graphical representation.
Let us introduce the class of trees analyzed in this paper.
Definition. A degree sequence s is an integer sequence pNi, i ě 0q satisfying řNi “ 1 ` ř iNi ă 8. A
random tree with a given degree sequence s is one whose law is uniform on the set of trees having degree
sequence s; we denote its law by Ps. The size of the tree (or of the associated degree sequence) is the constant
s “ řiNi.
The integer Ni represents the number of vertices with i children of some rooted plane tree.
Example 1 (Trees with restricted degrees). Let S Ă t1, 2, . . .u be a finite set of possible degrees. For every
s P S, choose ns ě 0 (but not all zero!). Then, set Ni “ ni for i P S and choose N0 “ 1`řipi´ 1qNi, so thatpNi, i ě 0q is a degree sequence.
In particular, we can choose S “ tku to obtain k-ary trees and if nk “ n then the degree sequence is
Nk “ n, N0 “ 1` pk ´ 1qn (and Ni “ 0 for all i ‰ 0, k) and its size equals 1` nk.
Example 2 (Galton-Watson trees). Let µ be a distribution on the integers with mean in p0, 1s; we think of
µk as the probability that individuals in the population have k offspring. A Galton-Watson tree with offspring
distribution µ is a random rooted plane tree Θ such that, for any (finite) rooted plane tree τ of degree sequence
s “ pNiq,
PpΘ “ τq “
ź
i
µNii .
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Hence, conditionally on their degree sequence being s (which already conditions on their size being s), Galton-
Watson trees have law Ps. In other words, a Galton-Watson tree (even if conditioned by its size) can be
obtained by mixing the laws Ps with respect to the law of the degree distribution of Θ.
A CGWpnq tree has the law of τ conditioned on |τ | “ n. In particular, if µ0, µk ą 0 and µ0`µk “ 1, then
the GWp1`nkq is uniform on k-ary trees with n inner vertices. When µ has finite variance or µpxq „ x´αLpxq
for some α P p1, 2q (where L is a so-called slowly varying function which could be a constant), [Duq03] has
proved that CGWpnq have scaling limits which have been termed the Continuum Random Tree (CRT) of
Aldous in the first case, and stable trees in the second case.
Note that Example 1 is more combinatorial in nature than Example 2, even though they share the class of
k-ary degree sequences. We will show more elaborate examples of degree sequences (having for example finite
size versions of power law decay or showing applicability of our main results) in Section 6. We would like to
mention an example which is not inside our framework but that inspired it: p-trees. This family of growing
random trees is introduced in [CP00]. Fix n and a probability measure p “ ppiq1ďiďn. A p-tree is a random
tree labelled by t1, . . . , nu, denoted Θ, such that, for any labelled tree τ with n vertices:
PpΘ “ τq “
nź
i“1
p
χipτq
i ,
where χipτq is the number of children of the vertex with label i in τ (cf. formula (5) in [CP00]). If now
ppnqn “ pppni qiďnqně1 is a sequence of probability measures such that pnk`1 ă pnk , [CP00] and [AMP04] are
interested in the following asymptotic regime:
pn1 Ñ 0 and p
n
i
sn
Ñ βi where sn “
dÿ
i
ppni q2.
In a sense, pni represents the size of the i-th individual with most children in the n-th tree (individuals with a
big quantity of children are also referred to as hubs in the tree); then sn can be interpreted as the characteristic
hub size in the n-th tree. In this case, the tree Θn with law Ppn can be scaled to converge (in the sense of
sampling, also called the Gromov-weak sense in [ALW16]) to the so-called inhomogeneous continuum random
tree (or ICRTpθq). When βi “ 0 for all i, the ICRT corresponds to Aldous’ CRT. A natural conjecture is that
the scaling limit of trees with a given degree sequence is also the ICRTpβq; this has been proved under some
conditions (which imply βi “ 0 for all i ě 1) in [BM14]. One open question in [AMP04] is whether the height
of the ICRT is finite; by analogy to the case of Le´vy trees (cf. [DLG02]) this might be equivalent to the ICRT
being compact. We will be able to give a partial answer to boundedness as an application of our techniques.
We expect this to be relevant to proving convergence of trees with a given degree sequence to the ICRT.
The main characteristic we will study in a plane tree are the profiles.
Definition. Let τ be a plane tree. Define cτ : NÑ N so that cτ pjq is the total number of vertices of τ up to
generation j. Then, cτ is called the cumulative profile or cumulative population process of the tree τ .
Let zτ : N Ñ N be such that zτ pjq is the number of vertices in τ in generation j. Then zτ is called the
profile of the tree τ . We write z and c when there is no risk of confusion.
Our study the profile exploits its connection to breadth-first walks as follows. We can order the vertices of
the tree according to the lexicographical order (e.g., ∅ ă 1 ă 21 ă 22), and assign label i to the ith vertex, for
i P r|T |s. The depth-first walk (DFW) of the tree will be the walk with ith increment cpiq ´ 1, started at one.
See Figure 1 for an example. This ordering is also called depth-first order and, together with the associated
depth-first walk, is fundamental in understanding distances in the tree (cf. [LG05, DLG02]). Another useful
labeling of the tree is the breadth-first order. To define this, assign label 1 to the root. Suppose the first
generation (offspring of the root) has size z1. Order the first generation in lexicographical order, and assign
label i to the ith vertex, for i P t2, . . . , 1 ` z1u, continuing this way for each consecutive generation. The
breadth-first walk (BFW) of the tree will be the walk with ith increment cpiq ´ 1, started at one; denote it
by x. See Figure 1 for an example. As we now discuss, the breadth-first walk x is the key to understanding
the profile of a tree. Indeed, a simple counting argument of a proof by induction show us that zn can be
recursively obtained by setting
z0 “ 1, ck “ z0 ` ¨ ¨ ¨ ` zk and zk`1 “ x ˝ ck (1)
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Figure 2: Discontinuous EI process (left) and its Vervaat transform (right). The EI process attains its infimum continuously at
a unique time and its Vervaat transform is positive.
(cf. Chapter 9 of [EK86] and the introduction in [CPGUB13]). Also, breadth-first and depth-first walks have
the same law; this can be seen as a manifestation of their link with exchangeable increment processes (cf.
proof of [BM14, Lemma 7]).
For every n P N, let sn “ pNni , i ě 0q be a degree sequence. Consider a tree Θn with law Psn . The
BFW of Θn will be denoted by X
n, its cumulative profile by Cn and its profile by Zn and recall that
Znpk ` 1q “ XnpCnpkqq. By analogy with the continuous-time case (cf. [Lam67]), Zn is called the discrete
Lamperti transform of Wn. Figure 1 shows an example of a BFW and its Lamperti transform. For certain
classes of trees (such as finite variance CGWpnq trees), the breadth-first walks Xn have a scaling limit (in the
sense that Xnpn¨q{?n converges weakly to a stochastic process X, which is the so-called normalized Brownian
excursion for finite variance CGWpnq trees.) To study the scaling limit of the profile, the general idea is to
prove, for some sequence bn Ñ 8, that the scaling (Znpsn ¨ {bnq{bn) of the profile has a limit which is a
particular solution to
Zptq “ X ˝ Cptq with Cptq “
ż t
0
Zpsq ds, (2)
in analogy to (1), where X is the limit of the rescaled BFWs. Before our main result, we will consider scaling
limits of BFWs and then a characterization of solutions to (2). BFWs have a simple probabilistic structure:
they correspond to the Vervaat transform of exchangeable increment processes as shown in [BM14] and recalled
in Section 2.2.
In our case, the scaling limit X of the breadth-first walks of the trees Θn is related to a continuous time
process Xb with exchangeable increments (abridged EI process) of the form
Xbptq “ σbptq `
8ÿ
j“1
βj p1 pUj ď tq ´ tq t P r0, 1s, (3)
where b is a Brownian bridge on r0, 1s, pUj , j ě 1q are independent of b and i.i.d. with uniform law on r0, 1s,
and with constants σ P R`, β1 ě β2 ě ¨ ¨ ¨ ě 0 with řβ2j ă 8. (From Kallenberg’s representation [Kal73],
the process Xb has canonical parameters p0, σ, βq.) Recall that Xb can be considered as a random element
of Skorohod space, that is, of the space of functions on r0, 1s which are right-continuous and have left limits
(abridged ca`dla`g). The “excursion-type” process X serving as a scaling limit of the breadth first walks Xn,
is obtained from Xb using the Vervaat transformation, which exchanges the pre and post minimum parts of
Xb. It is formally defined as follows and visualized in Figure 2.
Definition (Vervaat transformation). Let X “ pXt, t P r0, 1sq be a stochastic process with ca`dla`g paths
which reaches its infimum value uniquely and continuously at ρ. Assume that X0 “ X1 “ 0. The Vervaat
transform of X is the ca`dla`g stochastic process V “ pVt, t P r0, 1sq defined by Vt “ Xtt`ρu ´Xt, where ttu is
the fractional part of t.
For a given degree sequence sn, let pdpjq, j P rsnsq be the associated child sequence, obtained by writing
Nn0 zeros, N
n
1 ones, etc. , and ordering the resulting sequence decreasingly. The ordering shifts focus into the
hubs (individuals with the most offspring) as in the case of p-trees. Note that Nnj “ |ti : dpiq “ ju|. Recall
that for ca`dla`g functions fn, f : r0, 1s Ñ 8, fn Ñ f if there exists a sequence of increasing homemorphisms
λn : r0, 1s Ñ r0, 1s such that fn ˝ λn Ñ f and λn Ñ Id uniformly. This notion of convergence comes from
several metrics and defines the Skorohod topology (cf. [Bil99] and [EK86]). Recall that convergence to f in
the Skorohod topology coincides with uniform convergence on compact sets whenever f is continuous. We
will use the product topology whenever the convergence of more than one ca`dla`g function is required. Also,
if Xn, X are ca`dla`g processes, the weak convergence
Xn
dÑ X means that EpF pXnqq Ñ EpF pXqq
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for any F which is bounded and continuous on ca`dla`g functions.
Proposition 1. Let sn be a degree sequence for every n P N of size sn, where sn “ pNni , i ě 0q. Denote by dn
its ordered child sequence. Let X˜n be the breadth-first walk of a uniform tree with degree sequence sn, extended
by constancy on each interval ri, i` 1q for i P N. Assume that
Size sn Ñ8,
Hubs there exists bn Ñ8 such that, for every i ě 1, pdni {bnq is convergent to a limit βi ě 0,
Degree variance there exists σ P r0,8q such that 1b2n
ř
ipi´ 1q2Ni Ñ σ2 `
ř
i β
2
i , and
Unbounded variation either σ2 ą 0 or ři βi “ 8.
Define the scaled breadth-first walk Xn as X˜npsn¨q{bn. Then, the EI process Xb given by (3) achieves its
minimum uniquely and continuously and the sequence pXnq converges weakly to the Vervaat transform V pXbq.
The process V pXbq is strictly positive on p0, 1q.
In the above proposition, the hypotheses size, hubs and degree variance are exactly those that are
needed to apply the characterization and convergence results for EI processes of [Kal73] and [Kal05, Theorem
3.13] and obtain convergence of the bridge-like processes. To obtain the convergence of the breadth-first walks,
we need results concerning the continuity properties of the Vervaat transformation, like the identification of
conditions to ensure that EI processes reach their minimum uniquely and continuously, obtained recently in
[AHUB20]. This is where hypothesis unbounded variation is relevant.
Regarding solutions to (2), we now characterize them in terms of a very special one, the Lamperti transform
of X. Randomness is not needed for the result.
Definition (Lamperti transformation). For a given function f : r0, 1s Ñ R`, which is right-continuous and
admits left limits (abridged ca`dla`g), let
iptq “
ż t
0
1
fpsq ds
and define the right-continuous inverse of i, denoted c0, by
c0ptq “ inf ts ě 0 : ipsq ą tu ,
where, by convention infH “ 1. The Lamperti transform of f is h0 “ f ˝ c0. We call the pair ph0, c0q the
Lamperti pair associated to f .
In the next result, D`h denotes the right-hand derivative of the function h.
Proposition 2. Let f : R` Ñ R` be a ca`dla`g function with non-negative jumps ∆fptq “ fptq ´ fpt´q ě 0.
Assume that f “ 0 on t0u Y r1,8q and f ą 0 on p0, 1q. Let ph0, c0q be the Lamperti pair associated to f .
Then, solutions to the equation
c0 “ 0, D`c “ f ˝ c (4)
can be characterized as follows:
1. If
ş
0`
1
fpsq ds “ 8 then h, c “ 0 and 0 is the unique solution to (4).
2. If
ş
0`
1
fpsq ds ă 8, then c0 is not identically zero and D`c0 “ h0, so that c0 solves (4). Furthermore,
solutions to (4) conform a one-parameter family pcλqλPr0,8s,
cλptq “ c0prλ´ ts`q for λ ą 0 and c8 “ 0.
Finally, assume that
ş
0`
1
fpsq ds ă 8.
(a) If
ş1´ 1
fpsq ds “ 8 then c0 is strictly increasing on R`, with c0p8q “ 1.
(b) If
ş1´ 1
fpsq ds ă 8 then c0 is strictly increasing until it reaches the value 1 at the finite time
ş1
0
1
fpsq ds.
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Note that the Lamperti transformation is strictly increasing, plateauing if it reaches 1. Hence, under the
conditions of Proposition 2, solutions c to (4) cannot have constancy intervals except when they take the
values zero or one. This is a key fact which will allow us to prove our main theorem.
In [AMP04], it is proved that boundedness of the ICRT is equivalent to
ş1
0
1{Xs ds ă 8. Having seen that
this is related to (non-triviality and finite time absorption of) the Lamperti transformation of the scaling limits
of breadth-first walks, we offer the following sufficient conditions which are simple to check. For a sequence
βi Ó 0, define βpxq “ #ti : βi ą xu.
Proposition 3. Let X be the Vervaat transform of the EI process Xb given in (3). If σ2 ą 0 then ş1
0
1{Xs ds ă
8. Otherwise, if σ2 “ 0 and
1. limxÑ0 xαβpxq Ñ 8 for some α P p1, 2q then
ş1´
1{Xs ds ă 8.
2. If furthermore there exists α˜ ă 1{p2´ αq such that ři βα˜i ă 8 then ş10 1{Xs ds ă 8.
In the above proposition, recall that
ř
i β
2
i ă 8. Hence,
ş1
0
1{Xs ds ă 8 if condition 1 above holds for
some α ą 3{2. We also obtain the integrability of 1{X when β has power law type decay, or more broadly,
when
1 ă sup
!
α : lim
xÑ0x
αβpxq “ 8
)
“ inf
!
α : lim
xÑ0x
αβpxq “ 0
)
.
Based on the case of scaling limits of Galton-Watson trees, [AMP04] conjectured a necessary and sufficient
condition in terms of σ and β for finitude of the integral of 1{X, which is required for compactness of the ICRT.
Our condition is only sufficient, but it is acknowledged in [BvdHS18] that “checking compactness...turns out
to be quite intractable”. In that article, one obtains annealed results where β is random and satisfies almost
surely the last display. See also [BDvdHS20, BDW18, BDW20] for more up to date accounts on annealed
criteria for the compactness of the ICRT coming from the study of a different random graph model, which
gives further evidence for the boundedness conjecture in [AMP04].
Our main theorem is the following.
Theorem 1. Let psnq be a sequence of degree sequences of sizes psnq and let X˜n be the breadth-first walk of a
uniform tree with degree sequence sn. Assume the existence of constants bn Ñ8 such that Xn “ X˜npsn¨q{bn
converges weakly to the Vervaat transform X of an unbounded variation exchangeable increment process. Let
pZ,Cq be the Lamperti pair associated to X. Define C˜n as the cumulative population and Z˜n the population
profile of a uniform tree with degree sequence sn, as well as
Cn “ 1
sn
C˜n
ˆ
sn
bn
¨
˙
and Zn “ 1
bn
Z˜n
ˆ
sn
bn
¨
˙
.
Then, under the hypotheses sn{bn Ñ8 andż 1´ 1
Xs
ds ă 8 a.s., (5)
we have the joint convergence pXn, Zn, Cnq dÑ pX,Z,Cq under the product Skorohod topology.
As a simple application, consider the case where sn “ pNni , i ě 0q is the k-ary degree sequence with n
inner (non-leaf) vertices. Then, the sequence psnq satisfies the conditions of Proposition 1. Indeed, obviously
the sizes 1` nk grow to infinity, ÿ
pi´ 1q2Nni “ 1` kpk ´ 1qn
so that we can take bn “ ?n to see that hypothesis degree variance holds and that hubs holds with
β “ 0. The limiting EI process then has parameters p0,akpk ´ 1q, 0q. Hence, the limiting EI process Xb is a
(non-zero) multiple of the Brownian bridge (which satisfies Hypothesis unbounded variation); its Vervaat
transform X is called the normalized Brownian excursion (cf. [Ver79]). Proposition 3 tells us that 1{X is
integrable; since sn{bn „ k?n Ñ 8, the hypotheses of Theorem 1 therefore hold and we conclude a limit
theorem for the profiles of k-ary trees with n inner vertices as n Ñ 8. The scaling limit of the profile is the
Lamperti transform of the normalized Brownian excursion; this has the same law as the total local time process
of the normalized Brownian excursion thanks to a celebrated theorem of Jeulin (cf. [JY85] and [AMP04]).
We could similarly treat the case of restricted degree trees, with the same scaling sequences and scaling limit.
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Figure 3: Uniformly sampled tree with a given degree sequence of size 58000 whose BFW approximates an EI
process with parameters p0, 2, p1{iqiě1q together with its population and cumulative profiles.
More generally, one can easily build degree sequences satisfying the hypotheses of Theorem 1; see Section
6. Also, the theorem can also be applied to mixtures of trees with a given degree sequence. This is exemplified
in the following more complex application to the the convergence of the rescaled profile of CGW(n) trees of
Example 2.
Recall that a distribution µ “ pµn, n ě 0q is called critical if řnµn “ 1, and aperiodic if the greatest
common divisor of all n with µn ą 0 is one.
Corollary 1. Consider a CGW(n) tree with offspring distribution µ, which is critical and aperiodic. Assume
also that either µ has finite variance σ2 or that its tails satisfy µpkq “ k´αLpkq for some slowly varying
function L. Denote by Xn, Cn and Zn its rescaled breadth-first walk, cumulative profile and profile as in
Theorem 1, where sn “ n and bn equals ?n in the finite variance case and n1{αL˜pnq for some slowly varying
function L˜ otherwise. Then, we have the joint convergence
pXn, Zn, Cnq dÑ pX,Z,Cq , (6)
where X is the normalized Brownian excursion (multiplied by σ2) in the first case and otherwise is the nor-
malized stable excursion and pZ,Cq is the Lamperti pair associated to X.
The normalized stable excursion equals the Vervaat transform of the bridge of a stable process. More
information about it can be found in [Cha97]. This gives another proof of Aldous’s conjecture [Ald91b] in
the finite variance case, first proved in [DG97]. Kersting analyzed the second case in [Ker11]. We would be
able to give a further extension to the case where µ is allowed to vary with n. What is lacking are local limit
theorems for triangular arrays, which are relevant to obtain the scaling limit of Le´vy bridges, as can be seen
from the proof.
We conclude this section with an overview of the proof of Theorem 1. First, we perform a deterministic
analysis of the Lamperti transformation and its probabilistic counterpart. In particular, we obtain subsequen-
tial compactness and, through Proposition 2, that all subsequential limits in the context of Theorem 1 are
of the form pX,ZΛ, CΛq for some random Λ. (Recall that CΛ is a shift of C and that ZΛ is its right-hand
derivative). In order to prove convergence, we must prove that all subsequential limits agree: this is done by
showing that Λ “ 0 almost surely, which can be interpreted as an asymptotic thickness near the root (or at the
base) of our random tree. A novel path transformation for discrete EI process, called the 213 transformation,
is introduced to show that, under the conditions of Theorem 1, our random tree sequence is asymptotically
thick.
Definition (213 Transformation). Let τ be a plane tree labeled in depth-first order. Let v P t2, . . . , |τ |u be
a vertex in τ and let u be any strict ancestor of v. Cut τ at u and v, obtaining three subtrees keeping their
original labels: τp1, uq has the original root, τpu, vq with root u, and τpvq with root v. (If v is a leaf, then τpvq
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(a)
u
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Figure 4: The effect of the 213 transformation on left tree at vertex u “ 7 and its ancestor at height 3.
is empty) Construct a new tree Ψu,vpτq by grafting (or pasting) the root of τpvq at u, and then further grafting
this structure at the leaf v of τpu, vq. If w is the depth-first walk of τ , denote by Ψu,vpwq the depth-first walk
of Ψu,vpτq.
An example is shown in Figure 4. We obtain in this way a new tree with the same degree sequence; more
importantly, when choosing u and v adequately, this transformation preserves the law Ps.
Proposition 4. Let W be the DFW of a tree Θ with law Ps. Consider an independent uniform r.v. V on
t2, . . . , |s|u, and a positive integer h. When the vertex V in depth-first order has height greater than h, let U
be the only ancestor of V at distance h from V , and define W˜ :“ ΨV,U pW q. If the height of U is ď h, set
W˜ “W . Then pW˜ , V q and pW,V q have the same law.
To apply this in the context of Theorem 1, consider an arbitrary λ P R and a sequence of trees τn with
law Psn ; we keep the same notation for a subsequence where the triplet pXn, Cn, Znq converges. Then, if
PpΛ ą λq ą 0, then there exists a giant subtree at the top of τn (one having a positive proportion of vertices)
and of height smaller than λ1 ă λ{2 (all of this with non-vanishing probability). Consider then the effect of
applying the 213 transformation. When the uniform random variable V falls in this giant subtree, with U
being its ancestor at distance λ1, the transformed subtree will become thick before height 2λ1, thin between
heights t2λ1, . . . , λu and thick after height λ (as in Figure 6). In other words, the transformed cumulative
population (which has the same law) will have a scaling limit which is increasing before 2λ1 and after λ but
that will have a constancy interval in between. From the characterization of solutions to (2), this represents
a contradiction, showing that PpΛ “ 0q “ 1.
Regarding the organization of the paper, Section 2 contains the deterministic analysis around the Lamperti
transformation, including the characterization of solutions of Proposition 2, a result on subsequential (scaling)
limits of the discrete Lamperti transformation and results on convergence of hitting times of the cumulative
population process which are useful for the analysis of giant subtrees. Then, Section 3 contains results
on exchangeable increment processes which give the convergence of breadth-first walks of Proposition 1,
weak subsequential compactness of profiles, the compactness criteria for the ICRT of Proposition 3 and
invariance under the 312 transformation of Proposition 4. Our main result (Theorem 1) is proved in Section
4. Finally, Section 6 contains the application of the main theorem to Galton-Watson trees (Corollary 1) and
the construction of degree sequences which show the general applicability of Theorem 1.
2 Deterministic results on the Lamperti transformation
In this subsection we will collect results on the (deterministic) analysis of solutions to the initial value problem
(4) and its discrete counterpart (1). First of all, the latter can be seen as a discretization of the former: as
argued in [CPGUB13], it corresponds to applying a Euler method of span 1 to the initial value problem.
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Indeed, a discretized initial value problem of the form (4) can be written as
cσp0q “ 0, hσptq :“ D`cσptq “ f ˝ cσpσtt{σuq.
Note that as for the discrete Lamperti transformation, the (unique) solution can be obtained recursively (see
[CPGUB13, p. 1594]). Also, note that if f is the breadth-first walk of some plane tree τ (extended by
constancy on each rn, n ` 1q and on r|τ |,8q), then h1 is the Lamperti transform of f . Finally, the effect
of scaling can also be incorporated: if fn is the breadth-first walk of a plane tree τn and there exist scaling
constants sn, bn such that fnpsn¨q{bn converges on Skorohod space to some ca`dla`g function f , our method will
be based on showing that
h1pwnqpbn ¨ {snq “ hbn{snpfnq Ñ h0pfq
(the Lamperti transform of f) whenever the discretization parameter converges to zero. This highlights the
role of bn{sn as a discretization parameter and explains the hypothesis sn{bn Ñ8 in Theorem 1. This method
was introduced in [CPGUB13], although in the setting there (4) has a unique solution.
We first establish Proposition 2. Then we will examine the convergence of hitting times of cummulative
population processes, which are needed to ensure that our random trees have enough individuals near the top
of the tree.
Let us proceed to the proof of Propositon 2.
2.1 Characterization of solutions to the ODE
Consider then an excursion type function f as in the statement and let pc0, h0q be the Lamperti pair of f .
If
ş
0` 1{fpsq ds “ 8, then, by definition, i “ 8 on p0,8q and then c0 “ h0 “ 0. Let f´ptq “ fpt´q be
the left-continuous version of f (where fp0q “ 0). We will actually prove the characterization result for any
solution to the differential inequalityż t
s
f´ ˝ cprq dr ď cptq ´ cptq ď
ż t
s
f ˝ cprq dr (7)
which is more useful when discussing scaling limits. Any solution to the above equation (or to (4)) is non-
decreasing, since f and f´ are non-negative. Note that, because ∆fptq ě 0, any solution to (4) actually solves
(7). Assume there exists a non-zero solution c˜ to (7) and define
λ “ inftt ą 0 : c˜ptq ą 0u ă 8.
Then, for t ą 0 ż λ`t
λ
f´ ˝ cprq dr ď cpλ` tq ´ cpλq ď
ż λ`t
λ
f ˝ cprq dr.
The function cλp¨q “ c˜pλ` ¨q satisfies (7) and is positive on p0,8q. Recall that cλ is the shift of the Lamperti
transform c0 by λ. We now show that cλ “ c0, which proves that c “ cλ and that cλ is a solution to (7) and
therefore to 4.
To ease notation, we write c˜ instead of cλ. Let a “ inf tt ą 0 : c˜ptq “ 1u. Then c˜ is constant on pa,8q
because f is absorbed at zero at time 1. By construction, c˜ is positive on the interval p0,8q and, since f ą 0
on p0, 1q, c˜ is strictly increasing on p0, aq Hence, f´ ˝ c˜ “ f ˝ c˜ except at a countable number of points on
p0, aq, so that we have equalities in (7). Hence, c˜ is also a solution to (4) which is strictly increasing on p0, aq.
Let ι˜ be the inverse of c˜ on r0, 1q. On r0, 1q, ι˜ is increasing, continuous, and with values on r0,8q. Let
0 ă r ă 1. From the definition of the IVP, D`c˜pι˜prqq “ f ˝ c˜pι˜prqq “ fprq ą 0. Hence, by the formula for the
derivative of an inverse function and the fundamental theorem of calculus
8 ą ι˜ptq ´ ι˜psq “
ż t
s
D`ι˜prq dr “
ż t
s
dr
fprq for 0 ă s ă t ă 1.
Because c˜ is continuous at 0, then ι˜psq Ñ 0 as s Ó 0. Therefore, we obtainż t
0
dr
fprq “ ι˜ptq ă 8 for all t P r0, 1q. (8)
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We conclude that the Lamperti transform c0 is not zero and that its inverse, i, equals ι˜ on r0, 1q. It remains
to prove that a “ ip1q. But this is clear from (8), because limtÒ1 ι˜ “ limtÒ1 i. This implies that c˜ “ c0 and
that, therefore, c0 is a solution to 4. We also deduce that the existence of a non-zero solution to 4 implies
finitude of i, which also says that 0 is the only solution if ip0`q “ 8.
Finally, applying the above paragraph to c, we have shown that c is strictly increasing on p0, ip1´qq with
inverse i. Hence, c reaches 1 in finite time if and only if ip1´q ă 8. Otherwise, c is strictly increasing, never
reaching the value 1.
Recall from the proof that λ “ inf tt ě 0 : c˜ptq ą 0u when ş
0` 1{fpsq ds ă 8 and c˜ is a non-trivial solution
to (4). However, we can define λ even when c˜ is a trivial solution or
ş
0` 1{fpsq ds “ 8. With the usual
convention infH “ 8, we see that λ “ 8 in this case, but that the equality c˜ “ cλ holds in both cases.
The preceding argument is based on the analysis of continuity properties of the Lamperti transformation
of [CPGUB13, §4.1], where it is noted that the zero sets of f are responsible for the non-uniqueness of the
ODE c1 “ f ˝ c. We will also use the fact from the latter paper that if f ą 0 on r0, 1q and f “ 0 on r1,8q,
then the ODE has a unique solution c which is strictly increasing until it reaches the value 1.
2.2 The composition operation and convergence of profiles
In this subsection, we note that, whenever we have the joint convergence of the (scaled) breadth-first walk and
the cumulative profile (on the product Skorohod space), we can already deduce convergence together with the
profile. The result follows from continuity considerations regarding the composition operation on Skorohod
space studied in [Whi80], [Whi02] and [Wu08].
Lemma 1. Let fn, f be non-negative ca`dla`g functions on R` and such that fn, fp0q ě 0, and fn, f “ 0 on
r1,8q. Also, let cn, c be non-decreasing continuous functions such that
1. there exist λn P r0,8q and λ P r0,8s such that cn and c equal 0 on r0, λns and r0, λs,
2. there exist µn P pλn,8q and µ P pλ,8q such that cn and c equal 1 on rµn,8q and rµ,8q, and
3. cn and c are strictly increasing on rλn, µns and rλ, µs.
If cn Ñ c uniformly on compact sets then, fn ˝ cn Ñ f ˝ c on Skorohod space.
Remark. Lemma 1 could be proved as in Theorem 3 of [CPGUB13], using Theorem 1.2 of [Wu08]. Indeed
the conditions of the latter hold since f is continuous at 0 and 1, which are the only possible discontinuities
of the right-continuous inverse of c. For completeness, we include the following proof, adapted from the proof
of Lemma 3 of [Ker11].
Proof. First suppose that λ ă 8 and let i be the right-continuous inverse of c. Let 0 ă u ă v ă r be continuity
points of f ˝ c. Using Lemma 2.2 of [Whi80], convergence of fn ˝ cn on r0, rs follows from its convergence on
each of the subintervals r0, us, ru, vs and rv, rs.
The simplest is the middle interval whenever 0 ă ipq “ u ă v “ ip1 ´ q for some  P p0, 1{2q where
 and 1 ´  are continuity points of f . Indeed, the hypotheses imply that for n large enough, cn and c are
strictly increasing on ru, vs. If f is any ca`dla`g function on r0, vs and u ă v, let }f}u “ supsďu fpsq and
}f}ru,vs “ supuďsďv fpsq If }fn ˝ αn ´ f}r,1´s Ñ 0 where pαn, n P Nq are increasing homeomorphisms on
r, 1´ s converging uniformly to the identity, we can define βn “ i ˝ αn ˝ cn to obtain
}i ˝ αn ˝ cn ´ Id }ru,vs Ñ 0
because i ˝ αn ˝ cn Ñ i ˝ c “ Id on ru, vs. Also,
}fn ˝ cn ´ f ˝ c ˝ βn}ru,vs “ }fn ˝ cn ´ f ˝ αn ˝ cn}ru,vs “ }fn ´ f ˝ αn}rcnpuq,cnpvqs
The right-hand side goes to zero because cnpuq Ñ , cnpvq Ñ 1´ , and both limits are continuity points of f .
Now, we choose v and r such that ||fn˝cn´f˝c||rv,rs is as small as we want. Let τÓpq “ inftt : ||f ||rt,1s ă u.
For  P p0, 1{2q, set v˜ “ τÓpq, v “ ipτÓpqq and choose any r ą v. Since }f}rv˜,1s ď  then }fn}rv˜,1s ď 2 for n
large enough. Then
}f ˝ c}rv,rs “ }f}rcpvq,cprqs ď }f}rv˜,1s ď  and }fn ˝ cn}rv,rs ď }fn}rcnpvq,1s.
Also, since the interval rcnpvq, 1s converges to rv˜, 1s and f is continuous at v˜ (by the lack of negative jumps),
then }fn}rcnpvq,1s ď 3 for large enough n. Hence ||fn ˝ cn ´ f ˝ c||rv,rs ď 4 for large enough n.
A similar argument proves that ||fn ˝ cn ´ f ˝ c||u can be made smaller than  for large enough n by
choosing u adequately. The latter works also when λ “ 8 (in which case f ˝ c8 ” 0), but for any u ą 0.
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2.3 Hitting times of the cumulative population process
From Proposition 2, recall that cumulative populations are continuous and strictly increasing except when
taking the values zero or one. We will now see that the hitting times of points x P p0, 1q are continuous at
them.
Proposition 5. Let c : r0,8q Ñ r0, 1s be continuous, non-decreasing and strictly increasing at t if 0 ă cptq ă
1. Assume that cp0q “ 0 and cp8q “ 1. Fix x P p0, 1q and define hxpcq “ inf tt ě 0 : cptq “ xu. If cn Ñ c on
Skorohod space, then hxpcnq Ñ hxpcq.
Proof. Note that hcpxq is finite for any x P p0, 1q as c is continuous, cp0q “ 0 ă x ă 1 “ cp8q. Since c is
non-decreasing, we see that hcpxq “ inf tt ě 0 : cptq ě xu and cphcpxqq “ x. Since, by hypothesis, c is strictly
increasing at hcpxq, we see that hcpxq “ inf tt ě 0 : cptq ą xu. Hence, we can apply Lemma 8 in [MUB19], to
see that hx is continuous at c on Skorohod space.
3 First results on exchangeable increment processes
The aim of this section is to establish the fundamental relationship between trees with a given degree sequence
and exchangeable increment processes. With this, we will establish Proposition 1 and to prove the following
preliminary results on exchangeable increment processes: subsequential limits of the cumulative profile of the
trees in Theorem 1 and the path transformation of Proposition 4). A subsection is devoted to each of these
topics.
We will mainly deal with discrete time exchangeable increment processes.
Definition. Fix s P N. A discrete time process pW bpjq, 0 ď j ď sq with increments ∆W bpiq “ W bpiq ´
W bpi´ 1q has exchangeable increments (EI) if for every permutation σ on rss`
∆W bp1q, . . . ,∆W bpsq˘ d“ `∆W bpσ1q, . . . ,∆W bpσsq˘ .
Among discrete time EI processes, extremal ones play a fundamental role. Extremal EI processes are
constructed in terms of a deterministic sequence d1, . . . , ds and a uniform permutation pi of rss by setting
∆W bi “ dpii
In general, if σ is a deterministic permutation of rss and xσi “ dσ1 ` ¨ ¨ ¨ ` dσi , we see that W b “ xpi. This
expression separates the deterministic and random components txσu and pi.
Write θipW bq “W b,piq for the cyclic shift of W b at i, that is, the sequence of length s whose jth increment
is ∆W bpi` jq with i` j interpreted mod s. A path transformation, introduced by Vervaat in [Ver79], is used
to code discrete random trees from EI processes. The discrete Vervaat transform of W b, denoted by V pW bq,
is the ρ-th cyclic shift of W b, where ρ “ minti P rss : W bpiq “ minjPrssW pjqu is the index of the first minimum
of W b.
The next proposition is an easy consequence of the definitions (cf. the proof of Lemma 7 in [BM14]). It
provides a construction of trees with a given degree sequence in terms of a random permutation.
Proposition 6. Let s be a degree sequence with child sequence c and size s. Let W b be an independent
increment process constructed by uniformly permuting c´ 1 and let ρ be the index of its first minimum. If W
is the breadth-first walk (or the depth-first walk) of a uniform tree with degree sequence s and U is a uniform
random variable on rss independent of W then pW,Uq d“ pV pW bq, ρq.
Note, in particular, that the index ρ of the first minimum of W b is uniform and independent of V pW bq.
Also, both the DFW and the BFW have the same increments, but in a different order. They have, however,
the same distribution.
3.1 Convergence of breadth-first walks
This subsection is devoted to the proof of Proposition 1. Consider a sequence of degree sequences psnqně1 “
pNni , i ě 0qně1 and define sn “ |sn|. Assume that the sequence psnqně1 satisfies the assumptions of Proposition
1. Using a uniform permutation pin on rsns and a child sequence pdnpjq, j P rsnsq, construct the process
W bnptq “ 1bn `
1
bn
ÿ
jďtsntu
pdnppinpjqq ´ 1q, t P r0, 1s,
11
where b stands for bridge. It has exchangeable increments on tk{sn : 0 ď k ď snu.
First, we analyze the convergence of W bn to the EI process X
b given in (3). Define ξj “ pdnppinpjqq´1q{bsn .
By Theorem 2.2 of [Kal73], we know that
W bn
dÑ Xb if and only if
´ÿ
ξj ,
ÿ
ξ2j , ξ1, ξ2, . . .
¯
dÑ
´
α, σ2 `
ÿ
β2j , β1, β2, . . .
¯
.
Since
ř
i ξi “ ´1{bn, by definition of a degree sequence, we see that the limit α exists and equals 0. For
the sum of the squares, using the definition of a child sequence as well as hypothesis degree variance, we
get ÿ
ξ2j “ 1b2n
ÿ
pj ´ 1q2Nnj Ñ σ2 `
ÿ
β2j .
Finally, hypothesis hubs gives us the convergence of ξ˜j Ñ βj .
Remark. We can substitute the hypotheses of Proposition 1 to sn Ñ8, bn “ ?sn, max ti : Nni ą 0u “ opbnq
and
řpj ´ 1q2Nnj {b2n Ñ σ2 P p0,8q. In this case, we obtain in the limit the Brownian bridge on r0, 1s, as in
[BM14].
We now prove convergence of the scaled breadth-first walks Xn. Note that Xn has the same law as the
Vervaat transform of W bn. By the proof of Lemma 6 of [Ber01], the process X
b achieves its infimum in a
unique time and continuously. The latter reference deals only with EI processes with no-negative jumps; the
same conclusion is found in Theorem 2 of [AHUB20] for more general EI processes. We can therefore define
the Vervaat transform of Xb and note that this process is strictly positive on p0, 1q. Hence, by Lemma 3 of
[Ber01] (or Lemma 14 of [Ker11]) the Vervaat transform Xn of the rescaled bridges W bn converges to X, the
Vervaat transform of Xb. This finishes the proof of Proposition 1.
3.2 Subsequential compactness of profiles
In this subsection, we give a simple argument to show that the rescaled cumulative populations pCnq (extended
to r0,8q by linear interpolation) admit subsequential (weak) limits. Since each Cn is a continuous function,
we will use the weak sequential compactness (also called tightness) criteria of [Bil99, Ch. 2§7]. This is a step
in the proof of Theorem 1, whose proof then amounts to showing uniqueness of subsequential weak limits.
Proposition 7. Under the assumptions of Theorem 1, let pXn, n ě 1q be the rescaled breadth-first walks of
trees pτn, n ě 1q with law Psn . Let X be the limit of pXn, n P Nq. Consider the rescaled cumulative profile
Cn of τn. Then, pCn, n ě 1q is tight, and every weakly subsequential limit of ppXn, Cnq, n ě 1q is of the form
pX,Cq where C satisfies Ct “
şt
0
X ˝ Cs ds.
Proof. We prove tightness of pCn, n P Nq, which together with the tightness of pXn, n P Nq, implies tightness
of ppXn, Cnq, n P Nq. Recall that 0 ď Cn ď 1, so the sequence pCn, n P Nq is uniformly bounded. Note that,
for an “ sn{bn, we have
0 ď D`Cnpsq “ Xn ˝ Cnptansu{anq ď }Xn} :“ sup
sPr0,1s
|Xns |
and so the modulus of continuity
ωnpδq “ sup t|Cnptq ´ Cnpsq| : |t´ s| ď δu
of Cn satisfies ωnpδq ď }Xn}δ. Therefore
Ppωnpδq ą q ď Pp}Xn} ą {δq .
Using Theorem 13.2 in [Bil99],
lim
δÑ0 supn
Pp}Xn} ą {δq .
Hence ppXn, Cnq, n P Nq is tight by Theorem II.7.2 of [Bil99].
Suppose that pX,Dq is the limit of ppXnl , Cnlq, l P Nq. By Skorohod’s theorem (see for example [Bil99, Ch
1.§6]), we assume the convergence takes place almost surely. Suppose we have proved that for any T ą 0
X´ ˝D ď lim inf
l
Xnl ˝ Cnl ď lim sup
l
Xnl ˝ Cnl ď X ˝D on r0, T s. (9)
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Then, using Fatou’s lemma, for 0 ď s ă t ď Tż t
s
X´ ˝Dprq dr ď Dptq ´Dpsq ď
ż t
s
X ˝Dprq dr, (10)
and therefore, by the proof of Proposition 2, we see that D “ CΛ for some Λ P r0,8s.
It remains to prove (9). We start with the equality
Xnl ˝ Cnl “ pXnl ˝ Cnl ´X ˝ αnl ˝ Cnlq `X ˝ αnl ˝ Cnl .
The difference in parenthesis is bounded above by ||Xnl ´X ˝ αnl ||, which goes to zero. The convergence of
αnl ˝ Cnl Ñ D follows by adding the terms ˘Cnl :
sup
uďv
|αnl ˝ Cnlptanuu{anq ´Dpuq| ď ||αnl ´ Id || ` sup
uďv
|Cnlptanuu{anq ´Dpuq| Ñ 0. (11)
Then, because X is ca`dla`g and has only positive jumps
X´ ˝D ď lim inf
l
X ˝ αnl ˝ Cnl ď lim sup
l
X ˝ αnl ˝ Cnl ď X ˝D.
As in Subsection 2.1, we note that since the process Xa “ Xa`¨ is positive until absorbed at zero at time
1 ´ a, there exists a unique solution Ca to the ODE D`C “ Xa ˝ C. Because of uniqueness, the above
tightness result actually proves weak convergence. Note that for 0 ă x ă 1, if Λx “ inf tt ě 0 : Cat “ xu then
Λb´apCaq “
ż b
a
1
Xs
ds;
hence, even if ΛapX lq Ñ 8 along a subsequence, Proposition 5 tells us that ΛbpX lq´ΛapX lq converges to the
finite quantity Λb´apCaq. This will be relevant to the proof of Theorem 1.
3.3 The 213 transformation
This subsection is devoted to the proof of invariance under the 213 transformation stated as Proposition 4.
The aforementioned transformation of a tree is easy to formalize using the associated depth-first walk.
Let s P N and xi P N Y t´1u for i P rss such that řs1 xi “ ´1. Consider the discrete time excursion
w constructed by applying the Vervaat transformation to the partial sums of x, starting at zero and non-
negative up to time s, where ws “ ´1. Let τ be the tree whose depth-first walk is w. We now define the 213
transformation of τ , denoted Ψu,vpτq. Let ∆wj :“ wj ´ wj´1 be the jth increment of w (number of children
of j). Choose a vertex v P t2, . . . , su in the tree which is neither the root nor a leaf, and let
dv “ inftj P t1, . . . , s´ v ` 1u : wv´1`j ´ wv´1 “ ´1u
be the length of the excursion starting at v (this is equal to |T pvq| ` 1). Notice that a vertex v is a leaf iff
dv “ 1. Consider any vertex v P tv ` 1, . . . , v ´ 1` dvu, implying that v is its ancestor.
The tree Ψu,vpτq is the plane tree whose depth-first walk is Ψu,vpwq defined as follows:
∆Ψu,vpwqj “
$’’’’&’’’’%
∆wv´1`j if 1 ď j ď u´ v
∆wj´pu´vq if u´ v ` 1 ď j ď u´ 1
∆wu`j´u if u ď j ď u´ 1` du
∆wv`dv`j´pu`duq if u` du ď j ď s` u` du ´ v ´ dv
∆wu`du`j´ps`u`du´v´dv`1q if s` u` du ´ v ´ dv ` 1 ď j ď s.
Figure 5 shows the 213 transformation of a depth-first walk.
Using a uniform law on the vertex u and choosing v in an adequate way, we prove the invariance of the
law Ps under a 213-type transformation.
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n u u+du n+dn
nh u u+du nh+dnh
n u u+du n+dn
nh u u+du nh+dnh
Figure 5: Recall the notation of the subtrees obtained after cutting at n and u the tree Tn, as in Definition 1. In the top
excursion, the subtree Tnp1, nq is represented in black, Tnpn, uq in blue and Tnpuq in red. The bottom excursion is Tn after
applying the 213 transformation. The root of the grafted subtree Tnp1, nq will have label nh “ u´ n` 1 in T˜n.
Define the space of all excursions coding a tree with given degree sequence s by
Es “ tw : w is an excursion with degree sequence su.
Given an excursion w P Es, the natural numbers u P rsszt1u and h ě 1, we construct w˜ as follows. In the
tree generated by w, if |u| denotes the height of the vertex u and
|u| ą h, (12)
let v be the ancestor of u at distance h from u, and define w˜ “ Ψu,vpwq. If condition (12) is not satisfied,
define w˜ “ w.
Lemma 2. For fixed h ě 1 and u P t2, . . . , su, the transformation Φh,u : Es Ñ Es sending w to w˜ is bijective.
Proof. It is easy to prove that u satisfies (12) for w iff u satisfies (12) for w˜. Being a transformation of a finite
set to itself, it suffices to prove it is onto. Consider w˜ P Es. If u does not satisfy (12) for w˜, define w :“ w˜.
If u satisfies (12) for w˜, choose the ancestor vh “ u ´ n ` 1 of u at height h from u. Define in this case
w “ Ψu,u´v`1pw˜q. In other words,
w˜ “ Ψu,vpΨu,u´v`1pw˜qq.
We now prove the aforementioned equality in distribution.
Proof of Proposition 4. Consider any excursion w P Es and u P t2, . . . , su. Using the bijection Φh,u of Lemma
2 and the independence between the tree Θ „ Ps and U
P
´
W˜ “ w,U “ u
¯
“ P
´
W “ Φ´1h,upwq, U “ u
¯
“ PpW “ w,U “ uq ,
using that W is the (uniform) excursion of the tree Θ.
The 213 transformation was naturally defined on trees and has a simple definition as a path-transformation
of its depth-first walks. This is possible since the subtree rooted above a vertex is encoded by a contiguous
excursion of its depth-first walk. The transformation can also be seen in terms of the breadth-first walk
although it does not have such a simple visualization.
4 Asymptotic thickness and uniqueness of subsequential limits
In this section, we prove the main technical result responsible for the validity of Theorem 1 and therefore
finish its proof. Namely, that our random trees have an asymptotically thick base. We assume the hypotheses
of Theorem 1. Since, by Proposition 7 and Lemma 1, the sequence of (scaled) breadth-first walk, profile
and cumulative profile satisfy is tight and all its subsequential limits pX,Z,Cq satisfy D`C “ Z “ X ˝ C,
Proposition 2 gives us the existence of an initial inverval of constancy of size Λ “ inf tt ě 0 : Ct ą 0u, such
that pZ,Cq “ pZΛ, CΛq. When ş
0` 1{Xs ds “ 8, there is a unique trivial solution to the ODE, which implies
that all subsequential limits agree and that therefore there is convergence in this case. Hence, we now focus
on the case
ş
0` 1{Xs ds ă 8. Having an asymptotically thick base is the assertion that Λ “ 0, in which
case pZ,Cq is the Lamperti pair of X. Hence, subsequential limits are unique and this establishes the weak
convergence asserted in Theorem 1. More specifically, the objective of this section is to prove the following
result.
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λ(k)
Λ
(k)
k,k
Nk
Vk
Λ
(k)
k,1/2
Hk,1/2
Uk
Hk,1/4
Λ
(k)
k,1−k
{sk(1/2− k){skk
{δnsk/4
{δnsk/2
{skk
λ(k)
Uk
2λ
(k)
1
{2skk
Figure 6: On the left, the original tree. The giant subtree has root vk, and is at distance λ
pkq
1 of height Λ
pkq
k,1´k . The uniform
variable Uk is in such subtree, between heights hk,1{2 and hk,1{4. The ancestor Nk of Uk at distance λ
pkq
1 , is an ancestor of vk.
After applying the 213 transformation (figure on the right), the new tree is thick before height p2λ1qpkq, thin between heights
tp2λ1qpkq, . . . , λpkqu, and again thick after λpkq.
Theorem 2. Assume the hypotheses of Theorem 1 are satisfied and that
ş
0` 1{Xs ds ă 8. Let CΛ be any
subsequential limit of pCn, n P Nq, and IΛp¨q “ Λ` ş¨
0
ds{Xpsq its right-continuous inverse. Then
PpΛ P p0,8sq “ 0. (13)
The reader can imagine the event on the left-hand side as ocurring with a subsequential limit of trees
having a thin base (looking like a cord) with (scaled) height approximately Λ; after that, a giant subtree (with
size proportional to the size of the tree) starts to grow. Attached to such cord, there can be other cords with
(possibly) giant subtrees growing after height Λ (as in Figure 6).
To prove Theorem 2, we use the path transformation of Proposition 4. We will use this transformation for
individuals near the top of the tree. To give a formal definition of what near the top means, we need a lemma
regarding the convergence of the heights of the first and last individuals.
Using Skorohod’s theorem, we work on the space where the almost sure convergence pXnl , Cnl , Znlq Ñ
pX,CΛ, ZΛq happens, for some deterministic subsequence pnl, l ě 1q. Write only pX l, Cl, Zlq Ñ pX,CΛ, ZΛq
to avoid cumbersome notation. Also, note that, on this same probability space, we can let Θl be the only tree
whose breadth-first walk is (the unscaled version of) X l. We introduce the hitting times of p,8q by Cl.
Definition. For  P p0, 1q and l P N, define the first height that the rescaled cumulative profile has more than
 individuals as
Λl, :“ inftt ą 0 : Clptq ą u.
Since CΛ is a shift by Λ of C0, the definition of the Lamperti transformation tells us that
inftt ą 0 : CΛptq ą u “ IΛpq “ Λ` Ipq
for any  P p0, 1q. However, since CΛ is strictly increasing except when at 0 or 1, we can apply Proposition 5
to obtain the first part of the following lemma.
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Lemma 3. For every  P p0, 1q, the convergence Λl, Ñ Λ` Ipq holds almost surely as lÑ8. Furthermore,
for every 0 ă a ă b ă 1, Λl,b ´ Λl,a Ñ Ipbq ´ Ipaq. Consider any sequence k Ó 0. Then, there exists a
deterministic subsequence lk such that
pΛlk,εk ,Λlk,1´εk ´ Λlk,1{2q ÑlÑ8 pΛ, I1 ´ I1{2q
almost surely.
Indeed, from the proof of this lemma, we see that the previous convergence takes place together with Xk
and Ck. Also, we remark that the choice of 1/2 is arbitrary, and the lemma works for any a P p0, 1q.
Proof. For the second part of the statement, recall our remark at the end of Subsection 3.2 and that Ipbq ´
Ipaq :“ şb
a
ds{Xpsq ă 8 for 0 ă a ă b ă 1. Thus, even if Λl,a Ñ8, the sequence Λl,b ´ Λl,a has a finite limit.
Note that Λ` Ipq Ñ Λ as  Ó 0, since either both sides are finite or infinite. Also, I1´εk ´ I1{2 Ñ I1´ I1{2
as k Ñ 8. Let δk be a summable sequence decreasing to zero and consider a distance d which generates the
topology of the one-point compactification of r0,8q. From the (almost sure) convergences Λl,εk Ñ Λε and
Λl,1´εk ´ Λl,1{2 Ñ I1´εk ´ I1{2 as lÑ8, there exists lk such that for l ě lk
P
`
dpΛl,εk ,Λεkq or d
`
Λl,1´εk ´ Λl,1{2, I1´εk ´ I1{2
˘ ą δk˘ ă δk.
Without loss of generality, we assume that lk increases, and deduce from the Borel-Canteli Lemma that
Λlk,εk Ñ Λ and Λlk,1´εk ´ Λlk,1{2 Ñ I1 ´ I1{2 almost surely.
Remark. In the following, we will use the temporal rescaling ak “ sk{bk, which comes from the Lamperti
transform in Subsection 3.2. For ease of notation, we sometimes put the superscript pkq to refer of such
rescaling, for example, for λ ą 0, we write λpkq :“ tλask u, and also Λpkqk,k “ tΛk,kask u.
To prove Theorem 2, we fix any λ ą 0 and show that
PpΛ P pλ,8sq “ 0 (14)
in the following manner. Recall the 213 transformation from Proposition 4. Let δn Ó 0 and λ1 P p0, λ{2q.
In Subsection 4.2 we prove that for n big enough and under the event of Equation (14), near the top of the
tree, that is, at height Λ
pkq
k,1´k ´ λpkq1 , there is one vertex vk having at least tδnsku descendants, for every k
big enough. The subtree rooted at vk will be referred to as a giant subtree. It is a subtree with a positive
proportion of individuals, almost all of them between its first λ
pkq
1 generations. Using such a giant subtree, we
apply the 213 transformation to obtain a tree which is thick near the root, thin in the middle and thick after
that. This contradicts the fact that solutions to D`C “ X ˝C are strictly increasing unless taking the values
0 or 1. The steps in the argument are:
1. Show that one can intersect with the set Λk,1´k ´ λ1 ą Λk,1{2.
2. Consider two heights Hk,1{2 ă Hk,1{4 where the giant subtree is thick: up to Hk,1{2 there is at least half
of the size of the giant subtree, between Hk,1{2 and Hk,1{4 there is at least quarter of the size of the
giant subtree.
3. The probability that Uk (the uniform variable used for the 213 transformation) be in the giant subtree,
between heights Hk,1{2 and Hk,1{4, is at least δn{4. Intersect with this set.
4. Apply the 213 transformation cutting at Uk and Nk, the latter being the ancestor of Uk at distance λ
pkq
1
from Uk. Note that Nk is an ancestor of vk.
5. On such events, the transformed tree Θ˜k has
(a) at least δnsk{2 individuals up to height p2λ1qpkq,
(b) less than 2ksk individuals between heights tp2λ1qpkq, . . . , λpkqu,
(c) at least sk{2´ ksk individuals after λpkq.
6. The transformed tree has the same distribution as the original, but its cumulative Lamperti transform
is constant between two intervals where it increases. This has probability zero.
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We now carry out this program. Since Ip1q ´ Ip1{2q P p0,8q almost surely, note that it is enough to
establish
P
`
Λ P pλ,8q, Ip1q ´ Ip1{2q P pλ2, λ12q
˘ “ 0, (A)
where 0 ă λ ă 8 and 0 ă λ2 ă λ12 ă 8 are continuity points for the distributions of Λ and Ip1q ´ Ip1{2q,
respectively. We decompose A using the set where there is a giant subtree at the top of the tree. For a plane
tree τk with sk vertices, let u P rsks be any vertex on τk. We denote by τkpuq the subtree rooted at u in the
tree τk (a tree with root u and all its descendants). For v P r0, 1s with tvsku P rsks, we also refer to v as a
vertex in the tree (and write τkpvq instead of τkptvskuq). Let δm Ó 0. For any m, k P N and λ1 ą 0 consider
Apm, kq “ tthere exists a vertex Vk at height Λpkqk,1´k ´ λpkq1 such that |ΘkpVkq| ą δmsku,
where we defined λpkq :“ tλaku in Remark 4. Recall that Lemma 3 implies Λk,k Ñ Λ, and Λk,1´k ´Λk,1{2 Ñ
Ip1q ´ Ip1{2q almost surely. Then, we bound A as
P
`
Λ P pλ,8s, Ip1q ´ Ip1{2q P pλ2, λ12q
˘
ď P
ˆ
lim
k
tΛk,k ą λ,Λk,1´k ´ Λk,1{2 P pλ2, λ12qu
˙
ď lim
m
lim
k
P
` 
Λk,k ą λ,Λk,1´k ´ Λk,1{2 P pλ2, λ12q
(XApm, kq˘
` lim
m
lim
k
P
` 
Ip1q ´ Ip1{2q P pλ2, λ12q
(XApm, kqc˘ .
(B)
(The last equality follows since
P
` 
Λk,1´εk ´ Λk,1{2 P pλ2, λ12q
(
∆
 
Ip1q ´ Ip1{2q P pλ2, λ12q
(˘ÑkÑ8 0.q
The summands on the right-side will be denoted by B1 and B2, respectively. First we prove that under B1, a
giant subtree is moved to the base of the tree by applying the 213 transformation, causing a zero probability
event. After that, we prove B2 is zero, which is interpreted as the existence of a (vanishingly small) giant
component.
4.1 B1 equals zero: moving a giant subtree to the base of the tree
Now we formalize the steps given in page 16 and Figure 6, proving that B1 can be bounded for n big enough
and 2λ1 ă λ by
P
`
CΛp2λ1q ě δn{2, CΛpλq ´ CΛp2λ1q “ 0, 1´ CΛpλq ě 1{2
˘
,
which is zero since CΛ cannot be constant inside an interval where it is strictly increasing. First we need some
definitions.
Definition. Let τ be a tree and v a non-leaf vertex in τ . For any h1, h2 P NY t8u with |v| ď h1 ď h2, let
|τpvq|ph1, h2q “ tnumber of individuals in τpvq having height h P th1, . . . , h2u in the tree τ u.
Let |τpvq|ph1q :“ |τpvq|phpvq, h1q, the number of individuals in τpvq up to height h1 in the tree τ . Define the
first height where the subtree τpvq has at least half of its size:
hτpvq,1{2 “ minth ě hpvq : |τpvq|phq ě |τpvq|{2u,
and the first height h after hτpvq,1{2, where the subtree τpvq accumulates a quarter of its size between thτpvq,1{2`
1, . . . , hu:
hτpvq,1{4 “ minth ě hτpvq,1{2 ` 1 : |τpvq|phτpvq,1{2 ` 1, hq ě |τpvq|{4u.
We now prove the our random tree cannot have a thin base if there is a giant subtree.
Proposition 8. Let 2λ1 ă λ2 ^ λ and λ2 ă λ12. Then for every m big enough
lim
k
P
`
Λk,k ą λ,Λk,1´k ´ Λk,1{2 P pλ2, λ12q,
exists a vertex Vk at height Λ
pkq
k,1´k ´ λpkq1 with |ΘkpVkq| ą δmsk
¯
“ 0.
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Proof. Denote the event inside the probability as Bpm, kq and refer to Figure 6 for visual assistance. Consider
a uniform random variable Uk on t2, . . . , sku, independent of Θk (recall that the subsequence pnplpkqq, k P Nq
obtained in Lemma 3 was deterministic). We apply the 213 transformation, cutting the tree Θk at vertices
Uk and Nk (at distance λ
pkq
1 ), obtaining the subtrees 1, 2 and 3, and rearranging them as subtrees 2, 1 and
3. For the tree Θk and the root of the giant component Vk, define the quantities Hk,1{2 :“ hΘkpVkq,1{2 and
Hk,1{4 :“ hΘkpVkq,1{4. Let us assume that Hk,1{4 ă Λpkqk,1´k with probability going to one as k Ñ 8, and
postpone the proof to the end.
The probability for Uk to fall in ΘkpVkq, between heights tHk,1{2 ` 1, . . . ,Hk,1{4u, is at least δm{4, by
definition of Hk,1{4. It follows that
δm
4
lim
k
PpBpm, kqq
ď lim
k
P
´
Bpm, kq X tUk P ΘkpVkq, hpUkq P tHk,1{2 ` 1, . . . ,Hk,1{4u, Hk,1{4 ă Λpkqk,1´ku
¯
.
Denote the event on the right-hand side by B1pm, kq. Note that the ancestor Nk at distance λpkq1 of Uk, is
also an ancestor of Vk. Indeed, we have
hpNkq “ hpUkq ´ λpkq1 ď Hk,1{4 ´ λpkq1 ď Λpkqk,1´k ´ λpkq1 “ hpVkq.
On the set B1pm, kq the transformed tree Θ˜k satisfies
1. There are at least δmsk{2 individuals up to height λpkq1 . This holds true since, before height λpkq1 , Θ˜k
contains the band of the subtree ΘkpVkq between heights thpVkq, . . . ,Hk,1{2u and thus, contains at least
δmsk{2 individuals. Indeed
Hk,1{2 ´ hpNkq ď hpUkq ´ hpNkq “ λpkq1 and |ΘkpNkq|pHk,1{2q ě |ΘkpVkq|pHk,1{2q ě δmsk{2.
2. Between heights tp2λ1qpkq, . . . , λpkqu there are at most 2ksk individuals. To prove this, note that the
transformation lifts the height of the subtree 1. Hence, the maximum number of individuals that Θ˜k
can have in the band between heights tp2λ1qpkq, . . . , λpkqu, is the sum of the cardinality of such a band
of subtree 2 and the band between t1, . . . , λpkqu of subtree 1. The latter has at most ksk individuals
since Λk,1´k ą λ, and the former has at most ksk individuals since it takes at most p2λpkq1 q generations
to reach height Λ
pkq
k,1´k . Indeed
Λ
pkq
k,1´k ´ hpNkq ď hpUkq ` λpkq1 ´ hpNkq “ p2λ1qpkq
and
|ΘkpNkq|pΛpkqk,1´k ,8q ď |Θk|pΛpkqk,1´k ,8q ď ksk.
3. After height λpkq there are at least sk{2´ksk individuals. This holds since Θ˜k after height λpkq, contains
the individuals of subtree 1 between heights tλpkq, . . . , hpNkqu. Hence
hpNkq{ask ě Λk,1´k ´ 2λ1 ě Λk,1{2 ` λ2 ´ 2λ1 ě Λk,1{2,
and λ
pkq
1 ď Λpkqk,k implies
CkphpNkq{askq ´ Ckpλq ě 1{2´ k.
Using the equality in distribution Θk
d“ Θ˜k of Proposition 4, we bound
δm
4
lim
k
PpB1pm, kqq ď lim
k
P
´
C˜kp2λ1q ě δm{2, C˜kpλq ´ C˜kp2λ1q ď 2k, 1´ C˜kpλq ě 1{2´ k
¯
“ lim
k
P
`
Ckp2λ1q ě δm{2, Ckpλq ´ Ckp2λ1q ď 2k, 1´ Ckpλq ě 1{2´ k
˘
ď P`CΛp2λ1q ě δm{2, CΛpλq ´ CΛp2λ1q “ 0, 1´ CΛpλq ě 1{2˘ ,
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which is zero, since CΛ cannot be constant inside an interval where it is strictly increasing. This implies
limk PpBpm, kqq “ 0.
To conclude, we prove
lim
kÑ8P
´
Bpm, kq X
!
Hk,1{4 ă Λpkqk,1´k
)¯
“ 1.
Since Θk has less than ksk individuals after height Λ
pkq
k,1´k , the same holds for ΘkpVkq on the event tHk,1{4 ě
Λ
pkq
k,1´ku, and thus
skk ě |ΘkpVkq|pHk,1{4,8q ě |ΘkpVkq|{4´ zkpVk, 1{2q ě skδm{4´ Z˜kpHk,1{2q.
Therefore, on the mentioned event, from the rescaling of Zk, we obtain
δm{4´ k ă pbk{skq||Zk|| ď pbk{skq||Xk||,
where the last inequality follows by the time-change relating Zk and Xk. Hence, we bound
lim
k
P
´
Bpm, kq X tHk,1{4 ě Λpkqk,1´ku
¯
ď P
ˆ
lim
k
tδm{4´ k ď pbk{skq2||Xk||u
˙
“ 0
where the computation of the limit follows since ||Xk|| Ñ ||X|| and bk{sk Ñ 0, by hypothesis.
4.2 B2 equals zero: existence of a vanishingly small giant subtree
For arbitrary  P p0, 1{2q, we split B2 as
lim
m
lim
k
P
` 
Ip1q ´ Ip1{2q P pλ2, λ12q
(XApm, kqc˘
ď lim
m
lim
k
P
` 
CkpΛk,1´k ´ λ1q ă 1´ 
(XApm, kqc˘
` lim
k
P
` 
Ip1q ´ Ip1{2q P rλ2, λ12s
(X  CkpΛk,1´k ´ λ1q ě 1´ (˘ ,
(C)
and denote by C the first term on the right. Similarly as in A, we shall prove that C is zero for fixed . Thus
lim
m
lim
k
P
` 
Ip1q ´ Ip1{2q P rλ2, λ12s
(XApm, kqc˘
ď P
ˆ 
Ip1q ´ Ip1{2q P rλ2, λ12s
(X lim
Ó0 limk
 
CkpΛk,1´k ´ λ1q ě 1´ 
(˙
.
(D)
Denote the right-hand side by D.
D equals zero: the last λ1 generations have many individuals.
Let a P p0, 1{2q and consider 0 ă λ1 ă λ2. We will prove, using Lemma 3, that, even when Λ “ 8, the
limit of the (shifted) cumulative profile CkpΛk,1´kq ´ CkpΛk,1´k ´ λ1q will be positive. If the limit is called
L, by adding the terms ˘CkpΛk,1´k ´ λ1q to CkpΛk,1´k ´ 1{askq we get
lim
Ó0 limk
 
1´ k ě 1´ ` CkpΛk,1´k ´ 1{askq ´ CkpΛk,1´k ´ λ1q
( Ă t1 ě 1` Lu .
We now prove that L exists and that PpL ą 0q “ 1, so that D equals zero.
Consider any fixed a P p0, 1{2q (thus, a continuity point of X). Let Λk “ tΛk,a¨ak u{ak and
Xka “ pXkpCkpΛkq ` vq, v P r0, 1´ CkpΛkqsq and Xa “ pXpa` vq, v P r0, 1´ asq. (15)
We remarked at the end of Subsection 3.2, D`Ca “ Xa ˝ Ca has a unique solution Ca, with inverse Ia given
by
Iapbq “
ż b
0
1
Xapsq ds.
Consider also the solution Cka to the equation
Cka ptq “
ż t
0
Xka ˝ Cka ptuaku{akqdu,
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which is uniquely obtained by recursion. The reader can check that Cka “ CkpΛk ` ¨q ´ CkpΛkq. From the
proof of Lemma 3 we deduce Cka Ñ Ca uniformly on the interval r0, Ip1q´ Ip1{2qs. From the definition of Ck,
we get
CkpΛk,1´kq ´ CkpΛk,1´k ´ λ1q “ Cka pΛk,1´k ´ Λkq ´ Cka pΛk,1´k ´ Λk ´ λ1q
Ñ CapIp1q ´ Ipaqq ´ CapIp1q ´ Ipaq ´ λ1q.
Note that the above expression is well-defined for k big enough since a P p0, 1{2q and
Λk,1´k ´ Λk Ñ Ip1q ´ Ipaq ě Ip1q ´ Ip1{2q ě λ2 ą λ1,
using Lemma 3 and the definition of D. Since Ca is the (strictly increasing) solution IVP(Xa) (on r0, Ip1q ´
Ipaqs), then L ą 0.
C equals zero: a vertex at height λ1 from the top of the tree has many descendants.
On the event C, we have the bounds |Θkpvq| ă δmsk for the subtree rooted at every vertex v at height
Λ
pkq
k,1´k ´ λpkq1 and  ă Ckp8q ´ CkpΛk,1´k ´ λ1q. We might think of the collection of such subtrees as
a forest. On C, each of the last rsks individuals (of our tree, in breadth-first order) have less than δmsk
descendants. If we consider the breadth-first walk of these deterministic quantity of individuals, it is given by
X˜krsks`¨ and corresponds to the BFW of a forest with a given degree sequence (albeit a non-extremal one).
Let us now consider the depth-first walk of this forest X˜D,,k, which has the same law; let XD,,k denote its
scaled version. The size of the subtree rooted at v equals the length of the (sub)excursion of X˜D,,k above its
running minimum:
LDk pvq :“ mintu ą v : XD,,ku ă XD,,kv u “ |τ kpvq|{sk ď δm
for every v P r0, s, and hence
lim
m
lim
k
P
` 
CkpΛk,1´kq ´ CkpΛk,1´k´λ1q ą 
(XApm, kqc˘
ď lim
m
lim
k
P
` 
LDk pvq ď δm for all v P r0, s
(˘
“ lim
m
lim
k
PptLkpvq ď δm for all v P r0, suq ,
where Lkpvq denotes the lengths of excursions of X,k above its running minimum. Since X is continuous at
1 ´  almost surely, we know that X,k Ñ X in the Skorohod topology, where Xt “ X1´`t (cf. by [Bil99,
Lemma 16.1]). Define the length of a subexcursion of v in X by Lpvq. If there exists v P r0, s such that
Lpvq ą 2δm, then for some δ ą 0 small and k big enough we can take a subinterval pg1, d1q Ă pv, v ` Lpvqq
such that d1 ´ g1 ą δm and XD,,ks ě XD,v ` δ for every s P pg1, d1q. This implies the existence of v1 with
Lkpv1q ě d1 ´ g1 ą δm. Hence,
lim
m
lim
k
P
` 
CkpΛk,1´kq ´ CkpΛk,1´k´λ1q ą 
(XApm, kqc˘
ď lim
m
PpLpvq ď δm for all v P r0, sq
“ PpLpvq “ 0 for all v P r0, sq .
However, a process with no excursions above its running minimum necessarily coincides with it, so that it is of
bounded variation. Since X has sample paths of unbounded variation, we see that PpLpvq “ 0 for all v P r0, sq
which concludes the proof that C=0.
5 EI processes and the Lamperti transformation
In this section, we analyze non-triviality and finite-time extinction of the Lamperti transformation of the
Vervaat transform of EI processes stated as Proposition 3.
Let Xb be the EI process given in (3) and let X be its Vervaat transform. Note that under any one of
the conditions in Proposition 3, Xb is of unbounded variation so that Xb reaches its minimum uniquely and
continuously, say at a time ρ. (See for example [AHUB20, Thm. 2]) Also, note that the trajectories of X
close to zero or one coincide with the corresponding the corresponding trajectories of Xb after or before it
reaches its minimum at ρ. The proof of Proposition 3 follows from an analysis of the pre and post-minimum
processes of Xb, in particular, in the obtention of lower envelopes as in the following proposition. Let us write
X instead of Xb to lighten notation.
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Proposition 9. Let X be an extremal EI process of infinite variation and parameters p0, σ2, βq, where βi Ó 0.
Let ρ be the unique instant at which X reaches its minimum. Then, there exists γ, γ1 ą 1 such that
lim
tÑ0`
Xρ´t ´Xρ
t1{γ
“ 8, (16)
and
lim
tÑ0`
Xρ`t ´Xρ
t1{γ1
“ 8. (17)
Otherwise, assume there exists α P p1, 2q such that limxÑ0 xαβpxq “ 8. Then, there exists γ ą 1 such that
(16) holds. If furthermore, there exists α˜ ă 1{p2´ αq such that ři βα˜i ă 8, there exists γ1 ą 1 such that (17)
holds.
Of course, Proposition 3 follows from the above result if σ2 “ 0. To prove the latter, however, we will need
a path transformation that extends Lemme 4 in [Ber91] for Le´vy processes to the EI setting. We will consider
the future minimum process X, given by X
s
“ inf tXt : t ě su, as well as the right-endpoint of the excursion
straddling t given by dt “ infts ě t : Xs “ Xsu. Also, note that there are no restrictions on the sign of the
parameters βi.
Proposition 10. Let X be an extremal EI process of parameters p0, σ, βq of unbounded variation. Let ρ be
the place the unique minimum of X is achieved. Then X
ρ`¨ ´Xρ
d“ X ˝ d.
Via the above proposition and the simple inequality X ˝ d ě X, we recover some comparison results for
the sample function growth of [Mil81], since for any increasing f : R` Ñ R`:
lim inf
tÑ0`
Xρ`t ´Xρ
fptq ě lim inftÑ0`
X
ρ`t ´Xρ
fptq ě lim inftÑ0`
Xt
fptq .
On the other hand, since viewing the process at the left of the infimum is the same as viewing the process
´XRt “ Xp1´tq´ at the right of its infimum, then
lim inf
tÑ0`
Xρ´t ´Xρ
fptq ě lim inftÑ0`
supsďt´XRs
fptq
d“ lim inf
tÑ0`
´Xt
fptq .
The importance in translating the problem from the post-minimum process into one near zero is that we
can use couplings between EI processes and the more well-known Le´vy processes, as well as the following
result for Le´vy processes.
Proposition 11. Let X be a spectrally positive Le´vy process of infinite variation with Le´vy measure ν supported
on a compact subset of R`. If σ ą 0, then there exists γ, γ1 ą 1 such that
lim
tÑ0`
Xt
t1{γ
“ ´8 (18)
and
lim
tÑ0`
Xt
t1{γ1
“ 8. (19)
Otherwise, if there exists α ą 1 such that limxÑ0 xανpxq “ 8 for νpxq “ νppx,8qq, then (18) holds true. If
furthermore, there exists α˜ ă 1{p2´ αq such thatż 1
0
xα˜ νpdxq ă 8,
then (19) holds true.
Let us apply Propositions 10 and 11 to prove Proposition 9 and then finish by proving the former.
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Proof of Proposition 9. Assume first that all βi have the same sign and that x
αβpxq Ñ 8 for some α ą 1.
Using that dt ě t, from Proposition 10 we have
lim
tÑ0`
Xρ`t ´Xρ
fptq ě limtÑ0`
Xt
fptq . (20)
From Theorem 3.27 in [Kal05], we can write X “ Y ` Z, where Y is a Le´vy process with characteristics
p0, 0,ři δβiq and Z is an exchangeable increment process whose jumps β˜ satisfy ři |β˜i|γ ă 8 for every γ ą 1.
Thanks to Theorem 2.32 item (i) in the same reference, |Zt| {t1{γ Ñ 0 almost surely for every γ ą 1. Also,
our hypothesis on α implies that the Le´vy measure of Y satisfies the hypothesis of Proposition 11 and that
therefore, there exists γ ą 1 such that limtÑ0 Y t{t1{γ “ 8 for some γ ą 1. We conclude that
lim inf
tÑ0
Xt
t1{γ
“ lim inf
tÑ0
Y t
t1{γ
“ 8.
We continue the proof of Proposition 11 by dealing with lower envelopes for the pre and post minimum
processes of a Le´vy process with no negative jumps. The tools require fluctuation theory of Le´vy processes
as presented in [Ber96], [Don07] and [Kyp14]. It also requires the indices of Blumenthal and Getoor for
subordinators. Given any subordinator τ with Laplace exponent Φ, we define the upper and lower indices
according to Blumenthal and Getoor (See Theorem 6.1 in [BG61], there called β and σ) as follows
αpτq “ inf
"
α ą 0 : lim
λÑ8λ
´αΦpλq “ 0
*
and αpτq “ sup
"
α ą 0 : lim
λÑ8λ
´αΦpλq “ 8
*
.
and recall that they satisfy 0 ď αpτq ď αpτq ď 1 and that, whenever its dfirt is zero,
lim
tÑ0 t
´1{ατt “ 8 if α ă αpτq and lim
tÑ0 t
´1{ατt “ 0 if α ą αpτq.
(cf. [BG61, Thms. 3.1, 6.1 and 6.2]).
Proof of Proposition 11. Let X be a spectrally positive Le´vy process with parameters p0, 0, νq. Note that the
conclusions we want to establish do not depend on large jumps. Hence, we assume that the Le´vy measure ν
is supported on r0, 1s.
Our hypothesis with α implies that X is of infinite variation (
ş1
0
x νpdxq “ 8); thanks to a celebrated
theorem of Rogozin, we know that lim suptÑ0`Xt{t “ lim suptÑ0`´Xt{t “ 8 and therefore 0 is regular for
both half-lines p0,8q and p´8, 0q (cf. [Rog68] or [AHUB20, Thm. 1]).
The Laplace exponent Ψ of X (which satisfies E
`
e´λXt
˘ “ etΨpλq) is given by
Ψpλq “
ż 1
0
pe´λx ´ 1` λxq νpdxq .
In the case σ ą 0, for γ P p1, 2q we have λ´γΨpλq ě σ2λ2´γ{2 Ñ 8. When σ “ 0, we now prove the
same convergence for γ P p1, αq. We will denote by Φ the right-continuous inverse of Ψ given by Φpλq “
inf tu ě 0 : Ψpuq ą λu. Φ appears naturally when considering the running maximum of ´X. Indeed, if
τˆt “ inf ts : ´Xs ą tu, then τˆt is a subordinator with Lapace exponent Φ. From our assumption xανpxq Ñ 8
as xÑ 0. Given γ P p1, αq and k ą 0, choose ε ą 0 such that νpyq ě ky´γ if y P p0, εq. For x ą 0 define
νpxq “
ż 1
x
νpxq dx.
Then, for any x P p0, εq,
νpxq “
ż 1
x
νpxq dx ě
ż ε
x
νpxq dx ě k
γ ´ 1
”
x´pγ´1q ´ ε´pγ´1q
ı
.
Use Fubini’s theorem to write the Laplace exponent Ψ of X as follows
Ψpλq “
ż 1
0
“
e´λx ´ 1` λx‰ νpdxq “ λE`νpT {λq˘ ,
22
where T is a standard exponential random variable independent of X. Then,
λ´γΨpλq ě λ´pγ´1qE`νpT {λq1T {λďε˘ ě λ´pγ´1q kγ ´ 1E´”pλ{T qγ´1 ´ ε´pγ´1qı1T {λďε¯
Considering the inferior limit as λÑ8, the second summand disappears, and we get:
lim inf
λÑ8 λ
´γΨpλq ě k
γ ´ 1Γp2´ γq .
Since the above is valid for any k ą 0, joining the two cases we deduce that
lim
λÑ8λ
´γΨpλq “ 8 for any γ P p1, α^ 2q. (21)
It therefore follows that
lim
λÑ8λ
´1{γΦpλq “ 0.
for any γ P p1, αq Ă p1, 2q. In terms of indices, we see that αpτˆq ď 1{α ă 1. Now, under our assumptions, the
drift of τˆ is zero. Indeed, if Φ˜ is the Laplace exponent of any subordinator, the corresponding drift is given
by limλÑ8 Φ˜pλq {λ. Note that the hypotheses αpXq ą 1 or σ ą 0 implies that
1
λ
Ψpλq “ σ
2
2
λ`
ż 1
0
“
1´ e´λx‰ νpxq dxÑ8 as λÑ8.
Hence, the drift of τˆ equals
lim
λÑ8
Φpλq
λ
“ lim
λÑ8
λ
Ψpλq “ 0.
From Theorem 3.1 in [BG61], we deduce that
lim
tÑ0
τˆt
tγ
“ 0.
for γ P p1, αq Ă p1, 2q. ´X and τˆ satisfy the following: if ´Xt “ y then τˆy ě t. Hence
lim inf
tÑ0
´Xt
t1{γ
ě lim inf
yÑ0`
y
τˆ
1{γ
y
“ 8,
which settles the first part of the proposition.
Let us pass to the second part. Let X be the running maximum process of X given by Xt “ supsďtXs.
It is well known that the reflected process X ´X is a Feller process (cf. [Ber96, Prop. 1, Ch. VI]); regularity
of 0 for both half-lines implies that 0 is a regular and instantaneous state for the reflected process so that we
can define local times at zero, denoted L. Then, the upward process, denoted pτ,Hq, is defined by
pτ,Hq “ pL´1, X ˝ L´1q;
it allows one to sample the Le´vy process X only at the times at which it achieves a new maximum. It is a
two-dimensional subordinator. Since X is spectrally positive, the Laplace exponent of pτ,Hq can be obtained
as follows:
´1
t
log E
`
e´λτt´µHt
˘ “ ´cΨpµq ´ λ
Φpλq ´ µ
where c is a constant depending on the normalization of the local time L. (See for example formulae 9.2.8
and 9.2.9 in [Don07].)
In particular, since X is spectrally positive, the Laplace exponents of L´1 and H are given by
´1
t
log E
`
e´λτ
˘ “ cλ
Φpλq and ´
1
t
log E
`
e´µHt
˘ “ cΨpµq
µ
.
To obtain the drifts of τ and H, first note that Ψpλq Ñ 8 as λÑ8, and thus Φpλq Ñ 8 as λÑ8. Hence,
lim
λÑ8
cλ
Φpλqλ “ 0
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so that the drift of τ is zero. On the other hand, recall that limµÑ8 µ´2Ψpµq exists and equals the Gaussian
coefficient of X (see [Ber96, Proposition 2, Chapter 1.1]). We deduce that the drift of H equals σ2{2.
Let us now obtain bounds on the upper Blumenthal-Getoor indices for τ . The upper index for X has a
similar definition to that of subordinators, but in terms of its Laplace exponent Ψ; it will be denoted by αpXq
in terms of our hypotheses, αpXq ď α˜ ă 1{p2´ αq. Note that if δ ă 1 and 1{p1´ δq ą αpXq then
lim
λÑ8
λ
λδΦpλq “ limλÑ8
„
Ψpλq
λ1{p1´δq
1´δ
“ 0.
We conclude that αpτq ď 1´ 1{αpXq. Finally, for H, note that if δ P p0, α ´ 1q then we have proved in (21)
that
lim
λÑ8
Ψpλq
λδλ
“ 8.
We conclude that α´ 1 ď αpHq.
Let us now show that under our hypotheses, αpτq ă αpHq. Indeed, we have shown that αpτq ď 1´1{αpXq
and α´ 1 ď αpHq. However, our hypothesis
αpXq ă 1
2´ α
implies 1 ´ 1{αpXq ă α ´ 1. Let L “ τ´1. Recall that, from Lemme 4 in [Ber91] that the future minimum
of the post-minimum process of X has the same law as H ˝ L and that X “ H´ ˝ L. We can therefore find
γ ą 1 and δ P p0, 1q such that γαpτq ă δ ă αpHq. Therefore
lim
tÑ0
Ht
t1{δ
“ lim
tÑ0
Ht´
t1{δ
“ 8, lim
tÑ0
τt
tγ{δ
“ 0
and then (reasoning as with ´X and τˆ above)
lim
tÑ0
Xt
t1{γ
“ lim
tÑ0
H´ ˝ Lt
t1{γ
ě lim
tÑ0
Ht´
τ
1{γ
t
“ lim
tÑ0
Ht´
t1{δ
„
tγ{δ
τt
1{γ
“ 8.
Finally, in the case σ ą 0 we have Xt ě σ2Lt{2. Note that above we obtained the bound αpτq ď 1´1{αpXq
using only the definitions of αpτq and αpXq. Since αpXq ď 2, we have αpτq ď 1{2. Thus, for any γ ą 1 such
that αpτq ă 1{γ, similarly as before
lim
tÑ0
Xt
t1{γ
ě σ
2
2
lim
tÑ0
„
tγ
τt
1{γ
“ 8.
5.1 EI processes after their minimum
The objective of this subsection is to prove Proposition 10 and therefore finish the proof of Propositions 9 and
3. We do this by first showing the result in discrete time and then passing to the limit. In discrete time, we
first prove that the excursions below the running maximum are reversible, which allows us to prove a path
transformation that explains Proposition 10 in the discrete time-case. Finally, we tackle some technical results
which allow us to pass to the limit.
Let W be a discrete time EI process on rns as introduced in Section 3. As in that section, we will mainly
work with extremal EI processes W ; recall that these are built from a sequence of increments, say x “ pxiqni“1.
Also, the possible trajectories of W are
P “ txσ : σ is a permutation of rssu .
In general, the law of W on P is uniform, except when different permutations give rise to the same trajectory.
Hence, the law of W is uniform on P when x has the different subset sum property (
ř
iPI1 xi ‰
ř
iPI2 xi if
I1 and I2 are different subsets of rss) and in particular when x is a sample from a non-atomic distribution.
We will use uniformity in establishing the invariance of W under path-transformations by using bijections
between the set P. Also, general EI processes can be thought of as extremal ones with the jumps x taken at
random. In particular, random walks correspond to when x is a sample from a given distribution.
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We will be interested in the (complete) excursions of W under its running maximum W given by W j “
maxiďjWi. To define them formally, consider the (random) set Z “
 
i P rns0 : Xi “ Xi
(
, where rns0 “
t0, 1, . . . , nu. If Z “ t0 “ I0 ă I1 ă ¨ ¨ ¨ ă IK ď nu, we define the excursion intervals of W under W as
rIj´1, Ijq for 1 ď j ď K. (K “ 0 if Xn ă Xn “ 0, in which case there are no excursion intervals.)
Let Bk be the set of paths w : rns0 ÞÑ R in P having k excursions below its maximum, for k P rns0. We
now prove that the excursions of X below its maximum are exchangeable.
Lemma 4. For any k P rns, let σ be a permutation on rks. For any w P Bk, let φσpwq :“ w˜ be the trans-
formation that permutes the k excursions of w below its maximum by means of σ. Then, the transformation
w ÞÑ w˜ is a bijection.
Proof. Note that φσ´1 ˝ φσ “ φσ ˝ φσ´1 “ Id.
Now we define a transformation that permutes the excursions below the maximum of W , and prove that
the distribution remains unchanged.
Lemma 5. Let X be an extremal EI process based on a deterministic difference sequence x “ pxiqni“1 satisfying
the different subset sum property. Fix deterministic permutations pσk, k P rns0q where σk P Sk, and define
φpW q as φσkpW q if W P Bk. Then, we have the equality in distribution
W
d“ φpW q.
Proof. Note that φ is a random bijection of P, but equals the deterministic bijection φσk if W P Bk. Since
φ does not change the number of excursions below the maximum, we have that φpW q P Bk if and only if
W P Bk. Fix k P rns0 and w P Bk. Then
PpφpW q “ wq “ PpφσkpW q “ wq “ P
´
W “ φσ´1k pwq
¯
“ 1
n!
.
The last equality follows because, thanks to the different subset sum property, W is uniform on P. Therefore
φpW q is also uniform on P and hence equal in law to W .
We can now obtain Proposition 10, by applying the above result with the particular permutations σk that
just reverse the order of the excursions below the minimum. Let us see how this is true for discrete time EI
processes and then how to pass to the limit.
Proposition 12. Let X be a discrete time extremal EI process on r0, 1s, having jumps at times j{n, for
j P rns0 constructed from the deterministic jump sequence x “ pxiqni“1 which satisfies the different subset sum
property. Then X reaches its minimum at a unique time ρ P r0, 1q, its supremum at a unique time η P p0, 1s
and ´
X
ρ`j{n ´Xρ
¯
0ďjďn´nρ
d“ `X ˝ dpj{nq˘
0ďjďnη . (22)
Proof. Uniqueness of the minimum and the maximum are obvious since otherwise there would be two different
subsets of x with the same sum.
The proof equality in law is based on a simple path transformation of X, which is the composition of the
time-reversal operation X ÞÑ p´X1´tqtPr0,1s, together with the transformation φ obtained in Lemma 5 when
σk is the reversal permutation sending i to n´i`1. Call the result X˜. Since both transformation leading to X˜
preserve the law, we see that X˜
d“ X. To conclude, just note that (with obvious notation) X˜ ˝ d˜ “ X
ρ`¨´Xρ.
(See Figure 7 for an illustration.)
Consider now an EI process X as in Proposition 10 and let Xn be such that
Xnt “ Xpk`1q{n if t P rk{n, pk ` 1q{nq.
Then, Xn is an EI process on tk{n : 0 ď k ď nu and, by right continuity of X, Xn Ñ X almost surely (as
random elements of Skorohod space). Recall the definition of d and define dn analogously to d but for the
process Xn. The following lemma will allow us to prove Proposition 10 by passing to the limit in Proposition
12.
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ρ1
(a) Future infimum process and infi-
mum
η
1
(b) Time reversed path
η
1
(c) Reordering of the excursions
Figure 7: Path transformation illustrating Proposition 12.
Lemma 6. For any fixed t P r0, 1s we have dnptq Ñ dptq almost surely, and Xn ˝ dn Ñ X ˝ d in the sense of
finite-dimensional distributions.
For the proof, we need an additional lemma.
The following lemma will be used to prove that 0 is instantaneous for X ´ X (meaning that, for every
ε ą 0 there exists tε P p0, εq such that Xtε ´Xtε ą 0 ), which is needed to prove that dnt Ñ dt. It is similar
to the strong Markov property and can be proven quite simply by a path transformation due to Kallenberg.
Lemma 7. Let X be an extremal EI process on r0, 1s and let T be a stopping time on [0,1]. Then the process
X˜ given by
X˜t “
#
Xt`T ´XT 0 ď t ď 1´ T
X1 ´Xp1´tq´ 1´ T ă t ď 1
has the same law as X.
Proof. The assertion will follow from the predictable mapping theorem for EI processes (cf. [Kal05, Theorem
4.7]), once we show that random bijection V of r0, 1s given by
Vt “
#
1´ t 0 ď t ď T
t´ T T ă t ď 1
preserves Lebesgue measure and is predictable (in the sense that for any t ě 0, the process 1V¨ďt is predictable).
Indeed, the predictable mapping theorem tells us that the process I : t ÞÑ ş1
0
1Vsďt dXs has the same law as
X and we will now see that X˜ “ I.
That V preserves Lebesgue measure can be seen simply as follows: the effect of V is to interchange the
intervals r0, T s and rT, 1s, reflecting the former.
On the other hand, since V is ca`g, predictability follows if V is adapted. However, note that
tVs ď tu “ tT ď 1´ t, T ď s´ tu Y tT ą 1´ t, 1´ t ď su .
The first set on the union belongs to Fs´t Ă Fs, while the second one belongs to F1´t Ă Fs if 1´ t ď s and
equals H otherwise. In any case, we see that tVs ď tu P Fs.
Also, note that ts ě 0 : Vs ď tu is one of two stochastic intervals: either rT, T ` ts if t ď 1´ T or r1´ t, 1s
if t ą 1´ T . Hence, ş1
0
1Vsďt dXs “ X˜t. We deduce from the predictable mapping theorem that X˜ d“ X.
Define Z :“ tt P r0, 1s : Xt “ Xtu.
Proof of Lemma 6. We will use Lemma 8 in [MUB19], which gives conditions for the continuity (on Skorohod’s
space) of the hitting times and hitting positions of an open set. Fixing t P p0, 1q, we will consider the
(random) open set O “ pXt,8q. The aforementioned lemma 8 tells us that if X cannot approach O without
reaching O and if there are no jumps from BO into O then dnt Ñ dt and Xndnt Ñ Xdt . To prove this, let
us note that X does not jump when it approaches a level of its previous maximum. In other words, that if
R “ inf  s ě t : Xs´ ą Xt(, then ∆XR “ 0. This follows since otherwise the reflected process Xˆ features a
jump time U such that XˆU`¨ ´ XˆU is negative on a right neighborhood of 0. However, by Lemma 7 tells us
that the latter has the same behavior as Xˆ on a neighborhood of zero Theorem 1 in [AHUB20] tells us that
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infinite variation EI processes such as Xˆ achieve positive values immediately. But then, if A is the approach
time of O given by inf
 
s ě t : Xs´ or Xs ě Xt
(
, we see that XA ě Xt. Also, Lemma 7 tells us that right
after XA, X reaches higher levels. Hence, we see that A coincides with the hitting time of O. We have proved
the two conditions implying that, for every fixed t P p0, 1q, almost surely, dnt Ñ dt and Xndnt Ñ Xdt . The
finite-dimensional convergence now follows.
Proof of Proposition 10. By Proposition 12, we have that
Xn
ρn`¨ ´X
n
ρn
d“ Xn ˝ dn
Regarding the left hand side, recall that the minimum is a continuous operation on Skorohod space (cf. [Whi80,
§6]) and that ρn Ñ ρ (by uniqueness of the minimum). Hence, we see that
Xn
ρn`¨ ´X
n
ρn
Ñ X
ρ`¨ ´Xρ.
But then, Proposition 12 and Lemma 6 tell us that the ca`dla`g processes
X
ρ`¨ ´Xρ and X ˝ d
have the same finite-dimensional distributions, so forcibly the same law.
We have just finished providing the proofs of the main results of the paper, contained in the statements of
the Propositions and the Theorem in Section 1. All that remains is to give further remarks on the examples,
by proving Corollary 1 and showing how one can construct degree sequences satisfying the hypotheses of
Theorem 1.
6 Some remarks on the examples
This section has two objectives. First, to prove Corollary 1. Secondly, to construct degree sequences showing
the general applicability of Theorem 1.
6.1 Application to Conditioned Galton-Watson trees
Let us turn to the proof of Corollary 1. Part of the interest of this proposition lies in showing how one can
apply Theorem 1 to non-extremal EI processes.
Let µ be a critical and aperiodic offspring distribution which either has finite variance or regularly varying
tails as stated in Corollary 1. Consider a random walk W with jump distribution µ˜ given by µ˜k “ µk`1. W
oscillates as it has mean zero and therefore its hitting time T of ´1 is finite almost surely. From Section 1.2
in [LG05] (see also the introduction to [CL16]), we know that the BFW of the µ-Galton-Watson tree has the
same law as the random length sequence 1`W0, 1`W1, . . . , 1`WT . Therefore the size of of the tree has the
same law as T and aperiodicity implies that PpT “ nq ą 0 for large enough n, so that the CGWpnq tree is well
defined. Also, one sees that the BFW Xn of the CGWpnq tree has the same law as p1`Wi, i ď nq conditionally
on T “ n. This process can also be obtained by means of the Vervaat transformation of the random walk
bridge W b of length n from 1 to 0 by interchanging the pre first minimum and post first minimum parts of
the trajectory. The random walk bridge has the law of p1`Wi, i ď nq conditionally on Wn “ ´1. Since, by
Kemperman’s formula (related to the preceeding assertion on the Vervaat transformation in [BK00], [Pit06,
Ch. 6]), PpT “ nq “ PpWn “ ´1q {n, then the bridge is also well defined for large n. As is well known, the
random walk W has a scaling limit. If µ has finite variance σ2 ą 0, pWtntu{?n, t ě 0q converges weakly in
Skorohod space to Z “ σB where B is a Brownian motion. If, on the other hand, µn „ n´αLpnq for some
regularly varying function L and some α P p1, 2q then pWtntu{bn, t ě 0q converges weakly to an α-stable Le´vy
process Z with no negative jumps, where bn is a regularly varying sequence of index 1{α ă 1. Note that in both
cases the size of the tree is n and n{bn Ñ8. There are also convergence results for the corresponding bridge
and for the BFWs. Indeed, the latter follows from the former by continuity of the Vervaat transformation on
functions that achieve their minimum uniquely and continuously. To get convergence of the bridges, one can
use [Ker11, Proposition 13]; and for the convergence of BFWs of a CGWpnq, recall that the classical result from
[Kai76] implies that the BFW of the CGWpnq W˜ is such that pW˜nt, 0 ď t ď 1q converges weakly to X “ σe
where e is the so-called normalized Brownian excursion. When µ has regularly varying tails, Proposition
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13 in [Ker11] or Lemma 4.5 from [Duq03] give us the same result for W˜ under the spatial normalization
bn „ n1{αL˜pnq for some slowly varying function L˜, where now X is the normalized stable excursion. These
stable excursions can be obtained from the bridge by applying the Vervaat transformation as in [Ver79] and
[Cha97].
Lemma 8. Let X be the normalized excursion of an α-stable process with no negative jumps and index
α P p1, 2s. Then ş1
0
1{Xs ds ă 8.
Proof. The lemma follows simply from results in the literature (for α “ 2 several ways to prove the integrability
of 1{e on r0, 1s are given in [Jan06, Remark 5.2]). However, it also follows from the analysis in Section 5,
which is why we briefly sketch both approaches.
In the finite variance case when α “ 2, X and pX1´t, 0 ď t ď 1q have the same law and pXt, t ď 1{2q is
absolutely continuous with respect to the three-dimensional Bessel process R. On the other hand, the Brownian
escape process Ft “ infsětRs is the inverse of a stable subordinator τ of index 1{2 as shown in [Get79]. By
[BG61, Thm. 3.1], we see that lim suptÑ0 τt{t2 “ 0. Hence, lim inftÑ0Rs{
?
s ě lim inftÑ0 Fs{?s “ 8.
Therefore, for some random ε ą 0, şr0,εsYr1´ε,1s 1{Xs ds ă 8. Since Xt “ 0 only for t “ 0, 1, we deduce the
result in this case.
When α ă 2, the statement is proved using continuous state branching processes with immigration in
Lemma 9 and the final comment of [Mie03]. It is also proved in [AH19] by applying the stretched exponential
bounds on the tails of the distribution of the height of CGWpnq trees of [Kor13]. However, we can give a proof
as in the preceeding paragraph. First let us note that the statement follows if we find power law bounds for
the pre and post minimum processes of Xb, by the Vervaat transformation. Let ρt be the unique place that
Xb reaches its minimum on r0, ts; it is known that the minimum is achieved uniquely and continuously under
our hypothesis. Therefore ρt “ ρ as long as t is close enough to 1 so that for positive β we have
P
˜
lim inf
sÑ0
Xbρ`s ´Xbρ
sβ
“ 8
¸
“ lim
tÑ1P
˜
lim inf
sÑ0
Xbρt`s ´Xbρt
sβ
“ 8
¸
.
However, recall that Xb is locally absolutely continuous with respect to X (cf. [CUB11]): if t ă 1 then
P
˜
lim inf
sÑ0
Xbρt`s ´Xbρt
sβ
“ 8
¸
“ E
˜
1
lim infsÑ0
Xρt`s
sβ
“8
fˆ1´tpXsq
fˆ1ptq
¸
“ 0,
where fˆt is the density of ´Xt and the last equality follows from Proposition 11 whenever β P p1{α, 1q for
some β ă 1. An analogous result holds for the pre minimum of the bridge. Since the minimum is achieved
uniquely, we see that, almost surely ż 1
0
1
Xbs ´Xbρ ds ă 8.
Proof of Corollary 1. We have already argued that, under the conditions of Corollary 1, the breadth-first
walks have scaling limits equal to the Vervaat transform of an exchangeable increment process of unbounded
variation: either the Brownian bridge or the stable bridge of index α P p1, 2q. Thanks to Skorohod’s repre-
sentation result, we can place ourselves in a probability space where the convergence W btn¨u{bn holds almost
surely.
Let βn1 ě βn2 ě ¨ ¨ ¨ ą 0 be the ranked jumps of W b{bn and β1 ě β2 ¨ ¨ ¨ be the corresponding ones for X.
If we add one to the former, we get the ordered child sequence associated to the random degree sequence of
the conditioned Galton-Watson trees.
Since W b and Xb are exchangeable increment processes, the convergence of W btn¨u{an Ñ Xb is equivalent
(thanks to Theorem 2.2 in [Kal73] as recalled in Subsection 3.1) to that of
βni Ñ βi and
ÿ
i
pβni q2 Ñ
ÿ
i
β2i .
(in the regularly varying case) and to
βni Ñ 0 and
ÿ
i
pβni q2 Ñ σ2.
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in the finite variance case.
Also, our discussion in Section 1 on the fact that conditioned Galton-Watson trees, conditioned on their
degree sequence being s have law Ps, implies that
P
`
W b “ w˘ “ EpPβnpWn “ wqq
where Pβn is the law of an exchangeable increment process constructed from the sequence of jumps βn as in
Section 3. The similar statement
P
`
Xb P A˘ “ E`Pβ`Xb P A˘˘
is true, where Pβ is the law of the continuous EI process obtained through Kallenberg’s representation in
Equation (3) out of the jumps β. Since the sequences βn and β almost surely satisfy the conditions of
Theorem 1, we obtain
EβnpHpXn, Cn, Znqq Ñ EβpHpX,C,Zqq
for continuous and bounded functionals H. The bounded convergence theorem let’s us conclude that,
EpHpXn, Cn, ZnqqEpEβnpHpXn, Cn, Znqqq Ñ EpEβpHpX,C,Zqqq “ EpHpX,C,Zqq ,
which concludes the proof of Corollary 1.
6.2 Examples of degree sequences satisfying the assumptions of Theorem 1
Example 3 (Infinite variation EI process with σ “ 0). Let pβj , j P Nq Ă R` be a deterministic sequence such
that
ř
β2j ă 8 and
ř
βj “ 8. For simplicity assume βj ą βj`1 for every j.
Consider a sequence pbn, n P Nq Ă N such that bn Ñ 8, and assume that for Mn :“ suptj : βjan ě 1u,
we have
řMn
1 βj{bn Ñ 0 as n Ñ 8. For the child sequence dnj “ tβjbnu, define for n big enough the degree
sequence
Nn0 “ 1`
Mnÿ
1
dnj ´Mn and Nndnj “ 1 for j P rMns.
To obtain the scaling of the BFW given in hypothesis Hubs, we compute
dn1ÿ
0
pj ´ 1q2
b2n
Nnj “
Mnÿ
1
tβjbnu2
b2n
´ sn
b2n
` 2
b2n
“
Mnÿ
1
tβjbnu2
b2n
´
Mnÿ
1
tβjbnu
b2n
` 1
b2n
.
The first term is bounded by
ř
β2j and the negative of the second by
řMn
1 βj{bn. Hence, by the hypothesis
on Mn and bn, the above display converges to
ř
β2j . Finally, for every m P N we obtain lim sn{bn ě
řm
1 βj ,
implying the hypothesis of Theorem 1.
An explicit sequence satisfying the previous assumptions is βj “ j´α and bn “ t1{βnu for j, n P N and
α P p1{2, 1q. To see this, note that for n big enough we have for some positive c that řn1 βγj « c `n1´αγ ´ 1˘
which is finite or infinite, for 1{α ă γ or 1{α ą γ respectively. Therefore, the hypothesis on α implies
sup
 
γ :
ř
βγj “ 8
( “ inf  γ : řβγj ă 8( “ 1{α P p1, 2q.
Now, let txu denote the fractional part of x P R. Since n´αtnαu “ 1 ´ n´αtnαu ď 1, then Mn ď n. It
follows that for some positive constant c
1
bn
Mnÿ
1
βj ď 1tnαu
nÿ
1
βj ď c 1tnαu
`
n1´α ´ 1˘ „ `n1´2α ´ n´α˘Ñ 0.
Example 4 (EI process with σ ą 0 and jumps). Let X be an extremal EI process with parameters p0, σ, βq,
where σ ą 0, having jumps pβj , j P rM sq, with M P N Y t8u and řM1 β2j ă 8. For simplicity assume
βj ą βj`1 ą 0 for every j P rM ´ 1s. Following [BM14], consider a degree sequence sn “ pNnj q of size
sn “ řNnj such that ∆n “ maxtj : Nnj ą 0u “ op?snq and
σ2 “ lim
n
∆nÿ
1
j2
sn
Nnj ´ 1.
29
We know from [BM14, Lemma 7] that in this case bn “ ?sn, and the rescaled BFW’s converge to the Brownian
excursion. We add jumps to the degree sequence.
Consider Mn ÒM satisfying řMn1 βj{?sn Ñ 0 as nÑ8, and define dnj “ tβj?snu for j ďMn. Construct
the degree sequence s˜n “ pN˜nj q as
N˜ni “
$’&’%
Nn0 `
řMn
1 rdnj ´ 1s i “ 0
Nni 1 ď i ď ∆n
1 dnMn ď i ď dn1 ,
noting that ∆n ă dnMn for n big enough. If s˜n is the size of s˜n, then
s˜n{sn ´ 1 “
Mnÿ
1
dnj {sn ď 1?sn
Mnÿ
1
βj Ñ 0
by hypothesis. Finally, since for the child sequence pd˜nj q of s˜n we have
ÿ rj ´ 1s2
s˜n
N˜nj “
∆nÿ
1
j2
s˜n
Nnj ´ 1`
Mnÿ
1
tβj
?
snu2
s˜n
` 2
s˜n
ď sn
s˜n
∆nÿ
1
j2
sn
Nnj ´ 1` sns˜n
8ÿ
1
β2j ` 1,
using dominated convergence the left-hand side converges to σ2 `řM1 β2j , and thus, the scaling is b˜n “ ?s˜n.
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