Abstract -It h a s been s h o w n b y Zehavi [I] t h a t t h e performance of coded m o d u l a t i o n w i t h a Rayleigh f a d i n g channel c a n be improved b y bit-wise interleavi n g at t h e e n c o d e r o u t p u t , a n d b y using a n approp r i a t e soft-decision m e t r i c as an i n p u t to a V i t e r b i decoder. I n t h i s p a p e r we present a unified t h e o r y of bit-interleaved coded m o d u l a t i o n , we provide tools for performance analysis a n d we give guidelines for i t s design.
I. INTRODUCTION
A bibinterleaved coded modulation (BICM) scheme is obtained by concatenating an encoder for a binary code C with an N-dimensional memoryless modulator over a signal set X C ChT, through a bit interleaver and a binary labeling map p : ( 0 , l}" -+ X . The code sequence c is first interleaved by ir. Next, the interleaved sequence T ( C ) is broken into subsequences (labels) of m bits each, which are mapped onto the Zm signals of X . Finally, the resulting signal sequence x is transmitted over the channel [ 2 ] .
We consider a channel characterized by a family of transition pdf's pg(y1x) that depend on the channel state B. Because of ideal interleaving, the sequence of channel states is iid and the channel can be treated as memoryless. We consider two cases: i) the receiver has perfect channel state information (CSI); ii) the receiver has no CSI. At each time k the demodulator produces the set of M L bit metrics for 6 E ( 0 , l} and z = 1,. . . , m , where ~( y k l x k ) = Eg[1Jg(~k/xk] and where X i is the subset of all the signals x E X whose label has the value b E {0,1} in position i.
RESULTS
In order to asses the potential coding gain of BICM and to compare it to the coding gain achievable by coded modulation (CM) we consider both the channel capacity and the channel cut-off rate of the bit-interleaved channel under the assumption of ideal bit interleaving. Expressions in the cases of perfect CSI and no CSI can be found in [ 2 ] . From the data-processing theorem, the capacity of BICM cannot exceed the capacity of the signal set X itself, which is achievable by CM. This shows, in general, the suboptimality of BICM. However, numerical resu1t.s show that for the most common QAhl and PSK signal sets the loss a t any rate is negligible if Gray labeling is used, while it can be large at some rates with other binary labelings. On the Rayleigh fading channel BICM yields a cut-off rate larger than CM for most code rates. This suggests that BICM can outperform CM for the same (finite) code complexity and decoding delay.
The bit error probability of BICM can be computed by the standard methods for convolutional codes, provided that we (2) -
