In [7] we established a Picard-Vessiot theory over di↵erentially simple rings which may not be fields. Di↵erential modules over such rings were proven to be locally free but don't have to be free as modules. In this article, we give a family of examples of non-free di↵erential modules, and compute Picard-Vessiot rings as well as Galois groups for them.
Introduction
Di↵erential Galois theory -and also di↵erence Galois theory -is a generalisation of classical Galois theory to transcendental extensions. Instead of polynomial equations, one considers di↵erential resp. di↵erence equations, and even iterative di↵erential equations in positive characteristic. One branch of di↵erential Galois theory is Picard-Vessiot theory, the study of linear di↵erential equations. In this case the Galois group turns out to be a linear algebraic group or more general an a ne group scheme of finite type over the field of constants. Originally, one considered extension of fields as in the finite Galois theory. However, this had to be extended for two main reasons: In di↵erence Galois theory, zero-divisors may occur in minimal solution rings. The Galois group scheme does not act algebraically on the solution field but on the Picard-Vessiot ring, an important subring whose field of fractions is the solution field. Therefore, it is natural also to replace the base field by a base ring with "nice" properties. This has been done in several settings (see e.g. [2] , [1] , [7] ) where the base ring is a simple ring, i.e. has no nontrivial ideals stable under the extra structure. In [9] , we even gave an abstract setting covering all existing Picard-Vessiot theories, the base ring being again a simple object.
Having a base ring instead of a field, the first point is that not all modules have to be free. In [7] , it has been shown that all iterative di↵erential modules (ID-modules) over a simple iterative di↵erential ring are locally free which is enough to obtain all the machinery of Picard-Vessiot-rings and Galois groups. 1 But this raises the question whether there really exist ID-modules which are not free. In this article, we answer this question by providing a family of ID-modules which are not free as modules. We also compute Picard-Vessiot rings and Galois groups for them. As we don't assume that the field of constants is algebraically closed, Picard-Vessiot rings for a fixed module are not unique, and our example will also show this e↵ect. As in characteristic zero simple iterative di↵erential rings are the same as simple di↵erential rings this also provides examples for di↵erential modules in characteristic zero which are not free.
The article is organized as follows. In Section 2, the basic notation, and some basic examples of ID-rings are given. We proceed in Section 3 with recalling some properties of ID-simple rings and ID-modules over ID-simple rings. In our definition, ID-modules are finitely generated as modules. Section 4 is dedicated to Picard-Vessiot rings for ID-modules and their Galois groups. Finally in Section 5, we give a family of examples of non-free ID-modules over some ID-simple ring, and compute some of their Picard-Vessiot rings as well as the corresponding Galois groups.
Basic notation
All rings are assumed to be commutative with unit and di↵erent from {0}. We will use the following notation (see also [6] ). An iterative derivation on a ring R is a family of additive maps (✓ (n) ) n2N on R satisfying
Most times we will consider the map
] is the power series ring over R in one variable T . The conditions that the ✓ (n) are additive, and condition 2 are then equivalent to ✓ being a homomorphism of rings, and condition 3 is equivalent to the commutativity of the diagram
The pair (R, (✓ (n) ) n2N ) or the pair (R, ✓) is then called an ID-ring and
is called the ring of constants of (R, ✓).
and R is ID-simple if R has no ID-ideals apart from {0} and R. An ID-ring which is a field is called an ID-field. Iterative derivations are extended to localisations by ✓( r s ) := ✓(r)✓(s) 1 and to tensor products by
S for all n 0. 1. For any field C and R :=
given by ✓ t (t) := t + T is an iterative derivation on R with field of constants C. This iterative derivation will be called the iterative derivation with respect to t. R is indeed an ID-simple ring, since for any polynomial 0 6 = f 2 R of degree n, ✓ (n) (f ) equals the leading coe cient of f , and hence is invertible in R = C[t].
For any field C, C[[t]
] also is an ID-ring with the iterative derivation with respect to t, given by
] with a n 6 = 0, one has
Hence, every non-zero ID-ideal contains a unit. This ID-ring will play an important role, since every ID-simple ring can be ID-embedded into C[[t]] for an appropriate field C.
3. For any ring R, there is the trivial iterative derivation on R given by
Obviously, the ring of constants of (R, ✓ 0 ) is R itself.
4.
Given a di↵erential ring (R, @) containing the rationals (i.e. a Q-algebra R with a derivation @), then ✓ (n) := 1 n! @ n defines an iterative derivation on R. On the other hand, for an iterative derivation ✓, the map @ := ✓ (1) always is a derivation, and ✓ (n) equals 1 n! @ n by the iteration rule. Hence, di↵erential rings containing Q are special cases of ID-rings. Since for a di↵erentially simple ring in characteristic zero, its ring of constants always is a field (same proof as for ID-simple rings), we see that di↵erentially simple rings in characteristic zero are a special case of ID-simple rings in arbitrary characteristic.
Properties of ID-simple rings and ID-modules over ID-simple rings
We summarize some properties of ID-simple rings. Proofs can be found in [5] or [7] . Throughout the section, let (S, ✓) denote an ID-simple ring with constants C. Then S is an integral domain, and its ring of constants C is a field. Furthermore, the field of fractions of S has the same constants as S (cf. [5, Lemma 3.2] ). If m ⇥ S is a maximal ideal, and k := S/m is the residue field. Then (S, ✓) can be embedded into (k
where ✓ (n) (s) denotes the image of ✓ (n) (s) 2 S in the residue field k (cf. [7, Thm. 3.4] ). This will be important later on, in the case that k = C. Now consider an ID-module (M, ✓ M ) over the ID-simple ring (S, ✓). Such an ID-module is projective as S-module, i.e. locally free (cf. [7, Thm. 4.3] ). In particular, if S is a local ring, the ID-module is free as a module.
For the special ID-simple ring (C[[t]], ✓ t ), we even have: 
which is ID-simple and has the same field of constants as S. Here, minimality means that if 0 6 = (R, ✓R) withf : S !R is another solution ring, then any monic ID-homomorphism g :R ! R (if it exists) is an isomorphism.
Remark 4.2.
1. Since the kernel of an ID-homomorphism is an ID-ideal, and S is ID-simple, the homomorphism f is always injective. Therefore, we can view any solution ring R as an extension of S, and we will omit the homomorphism f . Then there is a unique Picard-Vessiot ring R insideR.
1. If M is a free S-module, then R is the S-subalgebra ofR generated by the coe cients of a fundamental solution matrix and the inverse of its determinant.
2. For general M (i.e. M "only" locally free), R is obtained as follows: Let x 1 , . . . , x l 2 S such that hx 1 , . . . , x l i S = S and M [ 1 x i ] is free over S[ 1 x i ] for all i = 1, . . . , l. Let e = (e 1 , . . . , e r ) be anR-basis ofR ⌦ S M consisting of ID-constant elements, and for all i, let b i be a basis of M [ 1
In particular, every Picard-Vessiot ring for M is a finitely generated S-algebra. ]. If the field of constants is not algebraically closed, this can lead to di↵erent non-isomorphic PV-rings, as in the example given in Section 5.
4. If the field of constants is algebraically closed, then as in the case of di↵erential fields, for every IDmodule there exists a PV-ring, and furthermore, all PV-rings for a given ID-module are isomorphic (cf. [7, Thm. 5.6]).
5.
Picard-Vessiot rings behave well under extension of the base field by constants. By this we mean the following: Let D/C be a field extension, D equipped with the trivial iterative derivation, and S D := S ⌦ C D. If R/S is a Picard-Vessiot ring for some ID-module M , then R D := R ⌦ C D is a Picard-Vessiot ring for the S D -ID-module M ⌦ C D.
In view of the previous remark (with D being the algebraic closure of C) this also implies that all Picard-Vessiot rings for some ID-module become isomorphic over the algebraic closure of the constants C.
The di↵erential Galois group scheme
In the classical case over a di↵erential field with algebraically closed field of constants the di↵erential Galois group is defined as the group of di↵erential automorphisms of a Picard-Vessiot ring over the base di↵erential field. This group turns out to be a Zariski-closed subgroup of some GL n (C) where C denotes the field of constants. If the constants are not algebraically closed, as well as in the iterative di↵erential setting in positive characteristic, this group of di↵erential automorphisms might be "too small" (cf. [3, Example 5.2] and [8, Example 11.8]), and one has to consider a group valued functor instead which can be seen as an a ne group scheme. Then the group of di↵erential automorphisms is the group of C-rational points of this group scheme.
Definition 4.5. Let S be an ID-simple ring with field of constants C, and let R be a PV-ring for some ID-module M over S. Then we define the group functor Aut ✓ (R/S) : Algebras/C ! Grps associating to each C-algebra D the group Aut ✓ (R ⌦ C D/S ⌦ C D) of ID-automorphisms of R ⌦ C D that fix the elements of S ⌦ C D. Here, D is equipped with the trivial iterative derivation. We call G = Aut ✓ (R/S) the ID-Galois group (scheme) of R/S and also denote it by Gal(R/S).
The term "Galois group scheme" is justified by the following The group functor Gal(R/S) is represented by the algebra C R⌦ S R which is a finitely generated C-algebra. Hence, Gal(R/S) = Spec(C R⌦ S R ) is an a ne group scheme of finite type over C.
Remark 4.7.
1. If R is a PV-ring for a free module M of rank n, hence generated by the entries of a fundamental solution matrix X 2 GL n (R) and the entries of X 1 , then the ring of constants C R⌦ S R is generated by the entries of Z := (X 1 ⌦ 1)(1 ⌦ X) 2 GL n (C R⌦ S R ) 3 and of Z 1 = (1 ⌦ X 1 )(X ⌦ 1). This representation of C R⌦ S R provides a closed embedding Gal(R/S) ,! GL n , and the action of Gal(R/S) on R is given by multiplying the fundamental solution matrix X by a matrix of Gal(R/S) ✓ GL n from the right.
2. As a Picard-Vessiot ring R is faithfully flat over S (cf. [7, Cor. 5.5]), it is linearly disjoint over S to the field of fractions F = Quot(S). In particular, R F = F ⌦ S R is the localisation of R by all non-zero elements in S, and hence is a Picard-Vessiot ring over F . Therefore, Gal(R F /F ) = Gal(R/S). Hence, the ID-Galois group can be computed over any localisation of S. This simplifies its computation, since one can reduce to the case of a free module as given in 1.
Example
We now give an example of an ID-module which is not free as a module. Therefore, we first need an ID-simple ring for which non-free projective modules exist. The most standard examples for non-free projective modules are non-principle ideals of Dedekind domains. This will be our example after having attached iterative derivations to the Dedekind domain as well as the module.
An ID-simple ring having non-free projective modules
Let C be any field and let
which is the localisation of an integral extension of C[t] of degree 3. S is integrally closed, and hence S is a Dedekind domain. Since we inverted 3s 2 1, S isétale over C[t], and hence the iterative derivation ✓ t by t on C[t] can be uniquely extended to an iterative derivation ✓ on S (cf. [4, Thm. 27.2] ). The ✓ (n) (s) can be computed successively using the equation
obtained from s 3 s = t 2 by applying ✓. In particular,
Proposition 5.1. The ID-ring (S, ✓) is ID-simple.
Proof. If 0 6 = I S is an ideal, then I \ C[t] is an ideal of C[t]. Since, S is the localisation of an integral extension, the ideal I \ C[t] also is nontrivial. Furthermore, if I is an ID-ideal, then obviously I \ C[t] is also ID-stable, hence an ID-ideal of C [t] . But (C[t], ✓ t ) is ID-simple by example 2.1. Hence, S also contains no nontrivial ID-ideals.
First at all, we choose x 1 := s and x 2 := s 2 1. 
y is a solution of the di↵erential equation
Furthermore with notation as in Prop. 4.3, we get
Be aware that the inverse of y is not in R.
As M is a module of rank 1, the Galois group is a subgroup of GL 1 = G m . Hence, the Galois group is G m or one of the groups µ n of n-th roots of unity. The Galois group is G m if y is transcendental over S, and it is µ n if n is the least positive integer such that y n 2 S.
Whether y is transcendental over S or not, depends on the choice of b.
1. If we take, b = 3st 3s 2 1 , then @(y) = If y s was not transcendental over Quot(S), then some n-th power w = y s n would be in Quot(S).
For w we get the di↵erential equation @(w) = nt s w.
Writing w = w 0 (s) + w 1 (s)t with w 0 , w 1 2 C(s), we calculate @(w) = @(w 0 (s)) + @(w 1 (s))t + w 1 (s) = w 0 0 (s) Here w 0 0 (s) and w 0 1 (s) denote the usual derivatives of rational functions. By comparing coe cients of t, we obtain A non-free ID-module over S in positive characteristic
Finding an example in positive characteristic is harder, since one is not done by giving just ✓
M , but by giving all ✓ (p j ) M which moreover have to commute and have to be nilpotent of order p. We will follow a di↵erent approach here. We start with the example in characteristic zero given in the previous paragraph.
The iterative derivation on C[t] is already defined on Z[t] and extends to the ring S Z := Z[s, t, 1 3s 2 1 ]/(s 3 s t 2 ), since the latter isétale over the former.
