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ABSTRACT
In this paper we describe a comprehensive approach for confor-
mance testing of embedded reactive systems. Based on a formal
specification, namely UML state machines, we automaticallygene-
rate test cases and use them to check the functional conformance
of a system under test. Our test cases include not only stimuli
to trigger the system under test, they also include possiblecorrect
observations to automatically evaluate the test case execution. In
contrast to classical Harel Statecharts, state machines behave asyn-
chronously, which makes automatic test case generation a chal-
lenge. The TEAGER Tool Suite implements the automatic gene-
ration, execution and evaluation of test cases and proves the appli-
cability of our test approach.
1. INTRODUCTION
The impact of embedded systems in our everyday life is steadily
growing. They are present not only in very specific contexts but
also in nearly every electrical device we use. In general, embedded
systems comprises of hardware and software components interact-
ing with a specialized technical environment via sensors and actors.
The main reason for their success is the combination of specific or
high-performance hardware with the flexibility of software. The
software is responsible for controlling the hardware and software
components and for calculating reactions as responses to received
events. It is remarkable that users unconditionally trust in the cor-
rect functioning of such systems. This is true not only for safety
critical systems like an anti-lock brake system in a car but also for
comparatively simpler systems like a cellular phone. The deve-
lopment should satisfy this confidence. Erroneous systems annoy
the costumers and are a high commercial risk in mass customiza-
tion. Moreover, size and complexity of nowadays systems which
have to be developed, demand for improved and automated pro-
cesses: for development as well as for quality assurance.
Model-based software development bases on setting up models f
the system to be constructed. This approach has proved to be use-
∗This work has partly been done in the research group Soft-
waretechnik at the Technische Universität Berlin.
ful, because it allows developers to first elaborate the mostimpor-
tant properties of the software before proceeding with the imple-
mentation. Nowadays the Unified Modeling Language (UML) [24]
is widely used to model systems and to guide development pro-
cesses. The UML comprises of several diagram types to specify
the structure and the behavior of a system or system component.
State machines are used to either describe the discrete reacive be-
havior (behavioral state machines) or to describe the usageprotocol
(protocol state machines). In this paper we refer to behavior l state
machines. We use them to specify the states a system can take
and actions it can execute during its lifetime in response tox er-
nal and internal events. Due to the discrete reactive character of
state machines and the possibility to completely describe the dis-
crete behavior of a system, state machines are appropriate to model
embedded systems.
We intend to use state machine models not only for development
but also to support an automated quality assurance process.In Sec-
tion 2 we introduce the syntax and semantics of state machines we
need in this paper by means of an example. In Section 3 we present
our test approach. In this approach we automatically generate test
cases out of a state machine specification. The test cases include
not only the stimuli to trigger the system under test, they also in-
clude the possible correct reactions. The latter allows an automatic
evaluation of the test case execution. We describe the underlying
theory, the developed test case generation algorithm, how approxi-
mation techniques are used to develop a practical approach and ow
the test case generation and execution can be controlled andev lu-
ated. In Section 4 we describe the TEAGERTool Suite which com-
pletely implements the introduced approach. Finally, in Section 5
we conclude our work, discuss related work and give an outlook t
ongoing and future research.
2. STATE MACHINES
UML state machines [24] are an object-oriented extension ofthe
classical Harel-Statecharts [15]. In this paper we usebehavioral
state machinesto describe the sequence of states a system or sys-
tem component can take and the actions it executes when changing
these states. State machines are mathematical models with agraph-
ical representation: the nodes depict simple or composed states of
the system and the labeled edges depict transitions betweenth se
states. Composite states allow to hierarchically and orthogonally
structure the model, thus reducing the graphical complexity. Labels
express conditions under which transitions can be taken andthe ac-
tions which will be executed when the transition is taken. Events
are used as triggers to activate transitions and can be parameterized
to exchange data. Optional, every state machine has a data space
which can be read and manipulated by the state machine during
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Figure 1: State machine specification for the Car Audio System.
execution. More precisely, it is possible to read the data todescribe
specific conditions when a transition can be taken or to manipulate
the data and exchange information within the actions.
The general structure of a transition consists of asourcestate, a
trigger event, an optionalguard in square brackets, an optionalac-
tion sequenceseparated from the previous elements by a slash, and
a target state. With the optional guard a fine-grained condition to
enable the transition can be described depending on the systm’s
state. Hence the activation of the source state, the triggerevent and
the fulfilled guard condition constitute the condition which must
hold to enable the transition. An action can either be a statement
manipulating the data space or the generation of new events.The
action sequence and the subsequently active target state constitute
the effect of the transition.
In this paper we use a substantial subset of state machines tostudy
automated test case generation and evaluation based on state ma-
chines. We assume the reader to have some basic knowledge of
transition systems. In the following we briefly describe state ma-
chines by means of an example. Afterwards we discuss semantic
issues which make automated test case generation a challenge. A
complete and detailed description as well as a precise definition of
the semantics (including the integration of complex data) can be
found in [18].
2.1 Example
To demonstrate the state machine notation we use a state machine
model specifying the behavior of a simple sound device in a car.
Figure 1 shows this model. The requirements for such sound device
could be as follows:
It should be possible to turn the Car Audio System on and off.
When turned on, it should play one of three different audio sources,
namely radio, tape or compact disc, respecting the presenceof a
tape or a compact disc. It should be possible to change between
available sources. Furthermore, it should be possible to switch be-
tween four radio stations, to spool a tape backward or forward, or
to select the previous or the next track of a compact disc.
Abstracting from any physical devices we introduce the following
events to model the required behavior:power, src (to switch be-
tween the different sources),next, back andplay. Additionally
we introduce events signaling the insertion and the ejection of a
tape or a compact disc as well as events to signal system reactions.
Furthermore, we use data variables to store detailed information
about the current state. For example, we use an integer variable
trackCount to store the number of titles of an inserted compact
disc. Figure 1 shows a state machine model of the sound device
including the underlying state space.
At the highest level of abstraction the model consists of an ortho-
gonal state comprising three regions. The two regionsCD Player
andTape Player model the information if a tape or a compact
disc is inserted into the system or not. The more complex region
Audio Player models the control of the system. The region is
refined by two states:Off andOn. Initially the system is assumed
to be switched off, expressed by the small arrow leaving a bullet
and ending at theOff state. When the eventpower is processed
the system is switched on and starts to play the radio (again ex-
pressed by a small arrow). The composite stateOn is refined into
states modeling the three signal sources. The transitions between
these states describe the changes between the sources as reaction
to an eventsrc. For example, when the system is inTuner Mode
and a tape and a compact disc are inserted into the system (i. e.
both in-predicates are true) and the eventsrc is processed, the sys-
tem can either switch to the tape mode or switch to the compact
disc mode because both transitions are enabled and can fire. All
three substates ofAudio Player are further refined to describe
the particular behavior in reaction to the eventsext, back and
play in each state.
2.2 State Machine Semantics
The semantics of state machines is adapted from the STATEMATE
semantics [17, 16] to fit into the object-oriented paradigm.As de-
scribed above a state machine can be refined by simple composite
and orthogonal states. Simple composite states contain exactly one
region and orthogonal states contain at least two regions. In every
region only one substate can be active at a time. The state which is
entered by default when a region is entered is marked by an arrow
emanating from a filled circle. The hierarchical ordering ofstates
forms a tree structure with a region as the root node, simple stat s
at the leave nodes and in between (alternating) composite stat s and
regions.
Due to orthogonal regions a state machine can be in several states
at a time. We call the set of all active states aconfiguration. For
the same reason it is possible that more than one transition can fire
at a time; one in every active orthogonal region. We call the set
of all jointly firing transitions at a timefiring transition set(FTS
in short). Due to the hierarchical structure of state machines it can
happen that two transitions are enabled for firing on different hier-
archy levels of a state. Taking both would lead to a configuration
which is not well-formed. A similar situation arises if a transition
leaves an orthogonal region. In this case the transition canot fire
together with an enabled transition in another orthogonal region.
In both cases the transitions are said to be in conflict with each
other. Such situations are identified if two transitions leave iden-
tical states in the state hierarchy. The UML describes a two step
process to resolve such conflicts. In the first step a priorityscheme
is used. Transitions emanating from a state deeper in the state hier-
archy has priority over the other transition. Thus the more refined
transition is taken.1 Nevertheless, not all conflicts can be resolved
using this priority scheme. In the second step only transitions are
selected which are not in conflict to each other respecting maxi al
progress of the system. A so-calledtransition selection algorithm
selects all maximal setsT‖ ⊆ T of enabled transitions fulfilling the
following requirements:
∀ t : T‖ • enabled(t,c,e,d) (1)
∀ t1, t2 : T‖ | t1 6= t2 • t1 ‖ t2 (2)
∄t′ : T \T‖ | enabled(t
′,c,e,d) • ∀ t : T‖ • t ‖ t
′ ∨ t′ ≺ t (3)
First, all transition in the firing transition set must be enabled re-
garding the current configuration, the trigger event and thecurrent
data assignments. Second, all transitions in the set are mutually
conflict free (expressed by the‖ operator). Third, there is no en-
abled transition outside the set which is conflict free with the ran-
sitions in the set or with higher priority than a transition inside the
set. Thus, transitions with the highest priority are taken and maxi-
mal sets are chosen. Result of the transition selection algorithm is
a set of firing transition sets (PPT).
1This differs from classical Statecharts. But it reflects theobject-
oriented inheritance behavior.
Each set represents a valid firing transition set. It is important to
mention that for execution one such set is arbitrarily chosen, and
that the order in which the transitions are fired is arbitrarily chosen,
too. In consequence, all set choices and transition permutations
form the set of all possible semantic steps of the state machine at a
time. This is important if we want to compute the possible correct
behavior for an input sequence to evaluate the test execution. In op-
posite to the classical Statecharts, the event processing takes place
in a so-calledrun-to-completionstep. This asynchronous event pro-
cessing demands the processing of the previous event to be com-
pletely finished before the next event can be processed. Therefor
it is necessary to buffer received events in an event store. Con-
sequently, the occurrence of an event and its processing areasyn-
chronous, i. e. take place at different times. It follows immediately
that a possible (observable) reaction of the system also takes place
asynchronously.
The semantic model of state machines builds on the semantic steps
a state machine can execute during its lifetime. Such a step moves
the state machine from one semantic state to another semantic state
while receiving events from and emitting events to the environment.
A semantic state (called astatus) comprises of three components:
a configuration (a set of active states), an event queue, and the vari-
able assignments. We depict the components of a status in double
square brackets[[c,q,d]] and a semantic step as follows:
[[c,q,d]]
in,out
−−−→ [[c′,q′,d′ ]] (4)
Please note that the chosen set of firing transitions and the execu-
tion order of these transitions can be identified (if necessary) from
this representation. Assuming a state machine to be input enabl d
(cf. the next section) asemantic stepcan be described as follows.
We have to distinguish two situations. First, the situationwhen the
event store does not contain any events:
q =<>
q′ =⊕(q,Ein)
[[c,q,d]]
Ein,〈〉
−−−→ [[c,q′,d]]
(5)
During the step, only the events received from the environment
(Ein) are added to the event store (⊕(q,Ein)). The active config-
uration and the data assignments are left unchanged. Second, the
situation when the event store contains events for processing:
q∈ ran⊕
(q′′,e) =⊖(q)
c′ = (c\
⋃
∀ t:T‖ exits(t))∪
⋃
∀ t:T‖ enters(t)
Aseq∈ perm({t : T‖ •effect(label(t)(e))})
(d′,Egen) = performAll(a/Aseq)(d)
(Eint = Egen↾ESM) ∧ (Eout = Egen↾Eenv)
q′ = (q′′⊕Eint)⊕Ein
[[c,q,d]]
Ein,Eout
−−−−→ [[c′,q′,d′ ]]
(6)
During the step, the trigger event will be selected from the ev nt
store (⊖(q)). The next configurationc′ results from leaving all
states the transitions exit, and entering all states the transi ions en-
ter. Next, an execution order for the firing transition set ischo-
sen (perm), and the effect of this transition sequence is calculated
(performAll). The effect includes the new data assignments (d′) and
the sequence of newly generated events (Egen). Finally, this event
sequence is processed. The generated internal events (Eint) and the
events received from the environment (Ein) are added to the event
store. The remaining external events (Eout) are sent to the environ-
ment. Now we can describe the execution of a state machine based
on this definitions as a concatenation of semantic steps. We call
such a sequence of semantic steps acomputation:
[[c1,q1,d1 ]]
in1,out1
−−−−→ [[c2,q2,d2 ]]
in2,out2
−−−−→ . . .
inn−1,outn−1
−−−−−−−→ [[cn,qn,dn ]]
All formal definitions of the used state machine semantics can be
found in [18].
3. TEST CASE GENERATION
We use the formal execution model from the previous section as the
bases for the definition of our automated test approach. Onlysuch
mathematical precise models with a clear interpretation offers the
basis for automated processes. To define such a process we need to
fix some last open points.
In the UML (and in our semantics, too) not all semantic details re
fixed. Such points are calledsemantic variation points. Semantic
variation points have been introduced to avoid unnecessaryrestric-
tions on semantic details. Instead, there should be some spac for
different realizations.2 A user of the semantics has to instantiate
these variation points before working with the semantics. For our
test approach the most interesting semantics variation poits are:
the nature of the event store, events not enabling any transiio , the
selection policy of possible firing transition sets, and theex cution
order of the transitions in a chosen set.
For our test approach we have to instantiate the first two seman-
tic variation points. We do not instantiate the latter two but leave
them uninstantiated. Thus the test approach works correctly for dif-
ferent implementations of a state machine specification. Precisely,
we neither want to restrict how to choose a possible set of firing
transitions (if there is more than one) nor do we want to restrict
the order these transitions will be executed. This is different for
the event store. In order to be able to calculate the possiblecor-
rect behavior allowed by the state machine specification, weneed
to know the nature of the event store, or with other words, we have
to decide for a specific nature. In most practical contexts a FIFO
queue is used to store events for further processing. Hence we as-
sume an unbounded reliable FIFO queue as event store. Second,
we assume that events that do not enable a transition when they
are processed are just deleted and the next event from the event
store will be processed. This implies that the state machines do not
block. Technically they are calledinput enabled.
In summary, the result of the discussion about semantic variation
points is twofold: first, an event queue and events to be omitted are
introduced into the semantic model of state machines. Second, we
need to respect different firing transition set selections and execu-
tion strategies in a test approach.
3.1 Conformance Relation for State Machines
Before we describe how to generate test cases based on our seman-
tics definitions we describe the general test setting. As mentioned
2Note that many problems with the UML semantics arise from that
point. On the one hand some of these points are not obvious in the
semantics and on the other hand decisions taken by the users of the
semantics are often not propagated to the outside.
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Figure 2: Abstract Test Architecture for Embedded Systems.
in the introduction, an embedded system comprises of hardware
and software components. Thus we have to treat the system under
test (sut) as a black box. We only require the sut to have so-called
points of control and observations(pco). Thus it is possible to con-
trol the sut from the outside, i. e. to send inputs, and to observe the
outputs of the sut. Figure 2 shows the abstract test architecture. As
a consequence of this architecture only the inputs to the sutand he
outputs of the sut are visible in the environment and thus forthe
tester. This particularly implies that the event queue is not visible
from the outside. Thus we need to restrict the test process tothe
observable parts of a system under test and must respect internal
details, which influence the possible behavior.
To generate test cases for a black box sut from a state machine
specification, we need to extract the observable parts of thecompu-
tations we defined for the semantic model of state machines. These
are the events received from the environment and the generatd
events sent to the environment. Corresponding to the computation
defined above we yield anobservable computationby extracting
and concatenating these events:
in1 aout1 a . . .a inn−1 aoutn−1 (7)
An observable computation is a sequence of two types of events.
Precisely, the sequences of received events and the sequencs of
generated events are concatenated.3 The set of all observable com-
putations form our observable execution model of state machines.
A prerequisite to evaluate automatically whether a sut conforms to
a specification is a formal definition of conformance. To define
conformance, we use the notion of implementation relations. De
Nicola and Hennessy studied various possible characterizaions of
conformance [9, 8]. Brinksma and Tretmans studied various im-
plementation relations for synchronous transition system[4, 22].
In general, relevant implementation relations are based onthe same
idea of an external observer. In this idea an implementationI con-
forms to its specificationS, if and only if all observationsobsany
external observero can make on the implementation can be related
to the observations this observer can make on the specification:
I ≤o S⇔∀o : O • obs(I ,o) ⊑ obs(S,o) (8)
To get an applicable relation you need to define the type of ob-
servers (O), which observations these observers can make (obs),
and how to relate these observations (⊑). In our test approach we
use sequences of inputs to the system under test as observers. Th
observations these observers can make are the resulting outputs,
3We assume the event store to be a queue so that received events
will be stored one after another in sequence. Furthermore, transi-
tions and actions on transitions are executed in sequence, whereat
generated events are stored in a sequence.
i. e. the generated events, of the system under test. The relation
we use to compare observations of the system under test with the
observations of the specification is set inclusion (⊆). Thus we can
argue that a system under test conforms to its specification if a d
only if the output sequences for all possible input sequences ar in-
cluded in the set of all output sequences of the specificationfor the
same input sequence:
I ≤out S⇔∀σ : seqES • out(I ,σ)⊆ out(S,σ) (9)
Following the idea of Tretmans [22] we restrict the set of possible
inputs to that of the specification. The set of outputs we calcul te
from the set of observable computations of a specification:
out(S,σ) == {δ : otraces(S) | σ = δ ↾Ein • δ ↾Eout} (10)
Precisely, the set of all observationsout(S,σ) for Swith input se-
quenceσ results from all observable computations ofS(otraces(S))
for which σ denotes the input sequence (σ = δ ↾ ES) andδ ↾ Eenv
denotes the resulting output sequence.
Now we have a precise meaning of conformance and a guideline
how to compute test cases. Based on the specification we need to
calculate the traces of the state machine for all possible inputs and
extract the possible correct observations. For testing thesut we
need to stimulate the system under test with the particular inputs,
observe the outputs and compare them to the pre-calculated possi-
ble correct observations. That means to check for their existence.
Obviously a problem arrises when thinking about practical testing:
the set of inputs is infinitely large4 or pretty huge.
3.2 Selecting Inputs for Test Case Generation
When testing in practice only we are interested in relevant and in-
teresting test cases to advantage the quality assurance pross, and
to use time and computation power at an optimum. Therefore, we
generate a test case for a prior selected input sequence. This two-
step process clearly separates the input selection problemfrom the
test case generation problem. Thus it is possible to use diffrent
selection strategies with the same generation process and it llows
to adapt the input selection process to different test aims or to dif-
ferent project stages.
In the TEAGERTool Suite we implemented several input selection
strategies. The strategies range from using given fixed input se-
quences to using specific models describing the environment. The
former allows so called special value testing and is used forvery
specific test aims like the coverage of a certain path or state. Th
latter allows to model varied behavior of an environment. Weus
probabilities for inputs to model different environments.The most
general one is an environment in which all inputs can happen at a y
time with the same probability (uniform distribution). In a more
specific environment different probabilities are assignedto the in-
puts (a prior distribution). Thus the occurrence of specific inputs
can be influenced. We also use a variant of this strategy wherew
adapt the probabilities once an input is chosen (dependant distribu-
tion). For every input a weight is assigned and decremented if the
input is selected. If all weights are equal to zero the initial assign-
ments will be used. With this strategy we ensure that eventually
every event is chosen. The most expressive way to describe the
environment is to model it with probabilistic state machines. Us-
ing state machines allows to model dependencies among inputs in
4If we think of embedded systems as non-terminating systems.
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Figure 3: Stepwise State Space Exploration for[a,b,c].
a sequence. It also allows to completely reassign input probabili-
ties depending on the assumed state of the system under test.For
example, the probability of dialing a number before liftingthe re-
ceiver of a telephone is certainly different from the probability of
dialing after lifting the receiver. In summary, we use different com-
plex strategies to describe assumed environments to selectr vant
and interesting inputs.
3.3 Test Case Generation Algorithm
With the decision to consider a finite set of finite sequences of in-
puts we can calculate all possible correct observations forthese in-
puts. We use this information to be able to automatically evaluate
the test execution. Considering complex data during the test case
generation process is not scope of the present paper and we skip
the corresponding details here. In the current implementatio data
are chosen randomly while generating test cases. The problem of
test cases with data and which specific data to choose is part of on-
going research. To calculate the possible correct observations we
stepwise explore the state machine’s state space for the given input.
The challenge here is to correctly consider all semantic subtleties.
We do this in a two step algorithm:
First, we initialize the state machine with its initial status, i. e. with
its initial configuration and an empty queue. Then we insert the
first input event to the event queue. Now we apply a semantic step
to this configuration: first, we calculate all possible firingtransi-
tions sets. For every transition set and every possible execution
order of the transitions inside these sets we calculate the resulting
status. It is important to note that we calculate a fix-point for this
set. That means, that no new status can be reached from any cal-
culated status. Thus we yield a set of all reachable status includi g
all intermediate status for the first event. To store the intermedi-
ate status is important for handling possible interleavings of input
and internally generated events. Second, we insert the nextev nt
to every reachable status in the previously calculated set.By doing
so we respect possible interleavings of events in the event queue.
Then we again calculate all reachable status for this input and pro-
ceed in the same way for the other inputs. We calculate the graph
of all execution paths which includes the reachable status.Figure
3 and 4 show such graphs. Only this stepwise calculation of all
reachable status ensures that all possible execution pathsfor the
given input are calculated. This includes all non-determinism in
the specification (modeled and arising from the semantic model f
state machines) and effects from processing events asynchronously.
Example.Let us assume an internal eventi. Processing this event
from the queue[a] will produce a new internal eventj. Eventi
will be generated in response of input eventa. For the next step
we want to process the input sequenceab. The problem is, that
while testing we cannot observe the queue of the system undertest.
So we do not know how eventb will interleave with the internal
[...]
[...]
[x,y,z]
[...]
[...]
[...]
[x,v,w]
[u,v,w]
[i,j,k]...
Figure 4: Hull with calculated sequences of observations.
events. So we first insert eventa into the queue and calculate that
there are three reachable status with different queues:[i], [j],
[]. The first queue results from just processinga. The second
results from processinga andi. The third results from processing
a, i andj. By inserting inputb into all the queues we prepare
for respecting all possible interleavings. The resulting queues are
[i,b], [j,b], [b] and during the next step[b,j] which
properly respects one possible interleaving. Due to inserting the
next event to all reached status, eventb will also be inserted to the
queue[a]. This results in the queue[a,b] reflecting the situation
that the environment triggered both events before the system under
test processed the first one. Figure 3 shows the principle of the
stepwise state space exploration for the input sequence[a,b,c].
After processing all events from the input sequence we can identify
among the set of all reached status those status which are finally
reached by processing the complete input sequence. These nodes
on the hull of the execution graph are so-calledquiescent. That
means that their event queue is empty and thus they cannot pro-
ceed without a new input from the environment. Figure 4 showsan
execution graph with the status on the hull. We now extract from
these status the observations, which would be emitted when execut-
ing a particular path. These observations are the events which t e
state machine sends to the environment. All observation sequences
comprise the possible correct observations we can make whentrig-
gering the system under test with the input sequence. Our idea
is now to treat all observations as an alphabet for a language. Th
calculated observation sequences form accepted words of these lan-
guage causing the test execution to pass. All other sequences cause
the test execution to fail. We now just need to build an acceptor for
the calculated observation sequence and use them as our testo acle
to automatically evaluate the test execution.
Before we can do that we need to solve one problem which can
arise when calculating the observation sequences. We argued that
we calculate a fix-point for the set of reachable status. Due to the
fact that the state machine can generate (internal) events and pro-
duce internal infinite loops the calculation of the fix-pointdoes not
terminate in any case.5 Figure 4 shows such a situation in the lower
left corner. To solve the problem we limit the number of stepsto an
upper bound. Technically, every reached status has got a counter
5Here we subsume the problem that the time to calculate the fix-
point is unacceptable high.
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Figure 5: Acceptance graph with aninconclusive test verdict.
for the number of steps necessary to reach this status. If a counter
reaches a specified upper bound we mark this status and abort fur-
ther processing of this status. As a consequence we calculate two
types of observation sequences. One which could be calculated
within the given bound, and one which could not. The latter type
could be interpreted as follows: all observations made so far are
correct, but not all observations could be calculated. Hence, after
processing all observations, we have no further information to com-
pare the output of the system under test. We can neither say that
further observations are correct nor can we say that they arenot
correct. We only can stop testing the system under test with th s
input sequence and give aninconclusivetest verdict. This verdict
says that all observations so far are correct but that we stopped ro-
cessing the current execution path further. It would also bepossible
to decide for apassor a fail verdict. But introducing a third ver-
dict allows a finer distinction of differently caused test executions
results.
As a consequence we have to distinguish the two sets of possi-
ble observation sequences. Theacceptance graph we build out of
these sets comprises two accepting nodes. One for all observation
sequences which could completely be generated and one for all ob-
servation sequences which were bounded. The acceptor itself is a
deterministic finite automaton accepting both sets of observation
sequences. A test case execution finishing in one of these nods
results in a pass or an inconclusive verdict. All observations not
covered by the acceptance graph result in a fail verdict. Figure 5
shows an acceptance graph for the observations of Figure 4.
Algorithm 1 shows the control structure of the test case generation
algorithm. The loop will be executed as often as inputs should be
sent to the system under test in the test case. The inner while-loop
controls the fix-point calculation of reachable status. While there
are newly generated status the simulation step is successively re-
peated to calculate all reachable status. If there are no newly gene-
rated status the algorithm proceeds with the next input event. The
results of the loop are a set of all completely calculated observation
sequences and a set of all incompletely calculated observation se-
quences. Out of these sets an acceptance graph will be calculated.
Algorithm 2 shows the calculation of the successive status for the
calculated status in the previous step. First, the state machine is
initialized with the configuration from the status and the next trig-
ger event is selected from the corresponding event queue. Then, all
possible firing transitions sets and all possible transition execution
orders are executed to estimate the resulting status and thegenera-
ted events. This includes: saving reached configuration, adding in-
ternal events to the input queue, and saving generated events which
should be sent to the environment. The latter events are the possible
correct observations which we use to build the acceptance graphs.
input : state machine:sm
output: an acceptance graph
sm.configuration← initial configuration
result← initial simulation node
inconclusives← ∅
while |trigger| < input length do
trigger← generate a new trigger
store← ∅
forall node ∈ result do
node.queue⊕ trigger
store ∪ {node}
steps← 0
while result 6= ∅ ∧ steps < limit do
temp← simulationStep(result)
steps← steps + 1, result← ∅
forall node ∈ temp do
if steps = limit then
inconclusives ∪ {node }
else
store ∪ {node}
result ∪ {node}
result← store;
generateAcceptanceGraph(result,inconclusives)
Algorithm 1 : Test Case Generation: Control Structure.
Both: the successive status and the generated events will bestored
in a new simulation node. The set of all new simulation nodes will
be returned as the result of thesimulationStep.
A test case comprises of the input sequence to stimulate the syst m
under test and an acceptance graph to automatically evaluate the
execution of this test case. The length of a test case and the num-
ber of test cases can be influenced by the selection policy of input
sequences as explained above. The generated test suite issound.
That means that no correct systems under test will be rejected du
to a test case. Instead, the test verdict fail will only be assigned
if the observation of the system under test cannot be explained by
the possible correct observations of the specification (seeth con-
formance relation for state machines). This is true becausewe cal-
culate all possible execution paths to generate the sets of possible
correct observations. With unlimited computation power and time
the presented algorithm is able to compute acompletetest suite,
which is capable to exactly differentiate between correct and incor-
rect implementations.
The presented algorithm has exponential complexity. The expo-
nential complexity arises from the branch factor introduced by the
different sets of firing transitions, the different possible execution
orders of transitions, and the necessity to consider possible inter-
leavings in the event queue. Thus the effort to calculate a test case
grows with the length of the input sequence and indirectly bythe
number of internally generated events (f (x̃)). The branch factor is
bounded by the finite number of transitions and the finite number
of events (c). Thus we can approximate the effortA to generate a
test case for a given input sequence of lengthx as follows:
A(x)∼ ec·(x+ f (x̃)) (11)
input : set of simulation nodes:input
output: set of new generated simulation nodes:result
result← ∅
forall node ∈ input do
if node.queue6= <> then
sm.configuration← node.configuration
event← node.dequeue
forall T‖ : sm.getFTS(event) do
permutations← permute(T‖)
forall firing_transitions: permutations do
effects← [ ]
forall t: firing_transitions do
effects← fire(t)
temp← node
temp.configuration← sm.configuration
forall effect: effects do
forall ev: effect do
if ev /∈ ESM then
temp.observation⊕ ev
else
temp.queue⊕ ev;
result ∪ {temp }
sm.configuration← node.configuration
return result
Algorithm 2 : Test Case Generation: Simulation Step.
The exponential effort is visualized in Figure 6 by the doubly dotted
curve.
3.4 Combining Test Sequences
When testing non-terminating embedded systems it is also interest-
ing to execute longer input sequences. To reduce non-determinism
in the specification is not possible without any further knowledge
about the system under test. Thus we concentrate on the asyn-
chronous event processing. The lion’s share of the calculation effort
results from respecting all interleavings of the input sequence with
internal generated events. Now we can argue that it is not necessary
to consider all of these interleavings. For example, in practice it is
the case that the system under test immediately starts to process the
first received input. It usually does not wait until "ten" events are
received from the environment. With the distance of these events
the probability falls that an internally generated event (as a conse-
quence of processing, for example, the first input) interleaves with
the tenth generated event.
Based on this idea we developed various strategies to reducethe
calculation effort. To demonstrate the core idea we implemented a
strategy where we introduce so calledobservation points. Observa-
tion points are points in time where we give the system under test
enough time to calculate its reaction. Compared to our semantic
model of state machines the system under test reaches a status in
which the event queue must be empty. So no more reaction can
be produced for the given input. This is the same situation asex-
plained above for the general algorithm to calculate the possible
correct observations – all the status on the hull are quiescent. Con-
tinuing after such an observation point now means: to enqueue the
next input to all (non-inconclusive) status on the hull of the pre-
viously calculated execution graph (note that for these statu the
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Figure 6: Linearization of the exponential Complexity.
event queue is empty). We also reset the collected possible obs r-
vations. We can do so because at an observation point we assume
the system under test to have completely calculated its reactions.
These reactions will be checked by the last proceeding acceptance
graph.6 Now we can proceed to calculate the possible correct ob-
servation sequences for the complete next input sequence.
The reduction in the computation effort results from the fact that
we do not consider possible interleavings resulting from events in
the first input sequence with events in the second input sequence.
Figure 6 visualizes this effect. We now repeatedly calculate only
the first part of the exponential curve. The overall calculation effort
follows from adding the efforts needed to calculate the observa-
tions for the individual input sequences. The average effort has a
linear gradient depicted by the dotted line. Compared to theef-
fort for processing one input sequence with the length of thesum
of all sub-sequences this is an enormous reduction in the calcula-
tion effort. Now the effort for combined test sequences still grows
exponentially with the lengthn of the particular input sequences
but linear with the numberx/n of combined sequences and conse-
quently with the lengthx of the overall input sequence:
Acomb(n,x)∼
ec·(n+ f (ñ))
n
·x (12)
The consequence of this reduction is that now the possible corr ct
behavior is over-approximated. We do not calculate all possible
observation sequences for the composed input sequence. Inst ad,
we approximate them in the way that we treat more behavior to be
correct, i. e. more observation sequences to be correct. Therefor ,
this kind of a test case is weaker because it is not able to detect all
errors a test case with only one input sequence would detect.But
the test case is still sound. We do not reject correct systemsunder
test with this strategy. The over-approximation follows from the
fact that observation sequences from different acceptancegraphs
can be combined in any possible order. This would not be possible
for a complete input sequence. Depending on the used testingstrat-
egy we can now parameterize how test cases should be generated
and combined. On the one hand by the effort we need to process th
total count of inputs, and on the other hand by the reduction capa-
bility when splitting the input sequence into smaller parts. Figure 7
6An improvement of this strategy would be to collect possiblecor-
rect observations for more than one observation point.
shows the general structure of a combined test case. When reach-
ing a pass node in an acceptance graph for an input sequence we
can continue to trigger the system under test with the next input se-
quence and check the newly generated output of the system under
test at the next observation point.
First experiments with this static strategy showed that if we can
introduce such observation points for the system under testthi
strategy works quite well. But further research and experimnts
are needed to investigate more elaborate (dynamic) strategies. We
especially think of using knowledge about the system under test
like specific properties of the used buffer to store events, iroduce
probabilistic strategies to handle possible interleavings or to ob-
serve the memory consumption of the system.
3.5 Evaluating the Test Process
When a test suite is generated with the algorithm above and a sys-
tem under test is tested with this test suite we would like to kn w
how extensively we tested the system under test. The number of
test cases and the length of the input sequences in the test cases
only conditionally allow to draw conclusions related to that ques-
tion. Still today the question is hard to answer. The mostly used ap-
proach is to measure the coverage of different (structural)elements
of the system under test or the specification. For general code this
is common practice. The used criteria are usually based on control
flow or data flow information in the code or on functional descrip-
tion in the specification. With our test approach we address embed-
ded systems composed of hardware and software components. You
can apply well known techniques to measure coverage in the soft-
ware components, but our impression is that this is not sufficient for
such systems. To measure coverage in the hardware components is
usually not possible. The only way to regard the whole systemis to
use the specification. Thus we need to develop meaningful criteria
for state machines. Our current work introduces different criteria
based on structural elements of state machines, like statesand tran-
sitions, and on semantic elements, like configurations and sets of
firing transitions. First results show that especially semantic crite-
ria are able to evaluate the behavior in a meaningful manner.For
the future we particularly address such semantic criteria based on
the semantic model of state machines and their relation to selected
input sequences. A still open and interesting question is whether it
is possible to use those criteria to control the test case genration
process, viz. to measure coverage while generating test cases and
to select the next inputs according to this coverage.
4. TOOL SUPPORT
To evaluate and to show the practicability of our approach weim-
plemented the TEAGER Tool Suite. Figure 8 shows the general
architecture of the TEAGER Tool Suite. TEAGER consists of an
environment to automatically generate and execute test cases, nd
additionally of an environment to execute state machine specifica-
tions. The latter we use to analyze the execution behavior and the
testability of a state machine, and to measure coverage on a state
machine specification to evaluate generated test suites.
TheTest Case Generation and Drivercomponent contains theTest
Case Generatorand theTest Driver. The Test Case Generator we
use to automatically generate test cases out of a state machine spec-
ification. For selected inputs a loaded state machine specification
will be executed step by step to compute the possible correctob-
servation sequences. Based on them an acceptance graph as the
test oracle is generated. Input sequences and acceptance graphs
will be stored for each test case in separate files for later excu-
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Figure 7: General Structure of a combined Test Case.
tion. The Test Driver in turn loads saved test cases and executes
them. The execution includes both: stimulating the system under
test and comparing the observation to the computed possiblecor-
rect behavior in the acceptance graphs. The communication with
the system under test takes place over a socket connection using
pre-implemented adaptors. This concept offers a flexible way to
connect the system under test. It also offers the possibility to use
our State Machine Executoras a system under test stub. Thus we
can analyze the execution behavior of state machine specification
or measure the coverage of a used specification.
The complete test case generation process is parameterizedto have
maximal control over the structure of test cases and the effort needed
to calculate them. First you can specify the number of test cases to
be generated, the length of input (sub-)sequences and the number
input sequences to be combined in a test case. Then you can spec-
ify the way input sequences are generated. As an example, we
implemented different probabilistic strategies which describe pos-
sible environments (cf. Section 3.2). It is also possible tospecify
the sequence of events as a preamble to generate test cases rel t d
to specific parts of the specification. After configuring all para-
meters the test case generation works completely without any user
interaction.
For test case execution you can control the frequence at which in-
puts are sent to the system under test. To avoid a fixed timing we
use a Gaussian distributed trigger rate with a mean value andde-
viation to be specified by the tester. The tester also specifies th
number a test case should be repeated, and the policy how several
execution results should be combined. Executing a test caseseveral
times is especially necessary when dealing with non-deterministic
systems. Every execution can cause the system to execute a diff r-
ent path for the same input. However, we need to check all resut-
ing observations. How often test cases should be executed whn
dealing with different non-determinism cannot be fixed in advance.
Thus the given number is a so-called test hypothesis. The term hy-
pothesis expresses that we assume the number high enough to test
the system under test adequately. The timeout value which can be
specified is also an test hypothesis. This upper time bound specifies
how long the test driver should wait for a desired observation. Usu-
ally, this time bound is higher than the reaction of the system. So
the system under test has enough time to produce the reactionfor
an input. The timeout value directly influences the test caseexecu-
tion behavior since we use it to implement our observation poi ts.
Up to this bound all reactions can be observed and (as important
as the previous fact) no other reactions can be observed. A value
too short would cause unnecessaryfalse negatives; a value too high
would unnecessarily slow down the test execution.
For the combination of different execution results of the same test
case different strategies are imaginable. Actually we use thr e
different strategies:MUST requires every test execution to pass.
STRONG_MAYrequires at least one test execution to pass, whereat
the test execution will be repeated (up to the number of test repeti-
tions) until the first test case passes.WEAK_MAYrequires that no
test execution fails.
The State Machine Executor executes a state machine and thusal-
lows an exploration of miscellaneous properties like the testabil-
ity or the coverage of a specification which we use to evaluatethe
quality of a generated test suite. Here it is particularly important
to avoid a fixed execution timing. For UML state machines the so-
calledzero time assumptiondoes not hold. Instead, it is assumed
that executing a transition consumes time. To respect this and es-
pecially to be able to investigate effects of the used asynchronous
communication we also use a probability based scheme for theex-
ecution times of transitions. The tester can specify the mean value
and the deviation for a Gaussian distribution which is used to se-
lect an execution time of every transition execution. Thus effects
of different timings can be tested.
First experiments with the TEAGER showed, that we can meet the
state explosion problems introduced through the semanticsof state
machines with our approximation strategy. The generation and ex-
ecution process is parameterized. This allows the application of
different testing strategies and to have maximal control over the
complete process. For more information about the TEAGER Tool
Suite, its individual components, and the used parameters,w refer
the interested reader to our web site [19].
5. SUMMARY AND OUTLOOK
Testing benefits from the fact that the real system is broughtto exe-
cution. Thus, the interaction of the real hardware and the real soft-
ware can be evaluated. It aims in falsification, i. e. to show incon-
sistencies between the specification and developed system.Testing
is applicable at different levels of abstraction and at different stages
of the development. With our approach UML state machines canbe
used in the quality assurance to serve as a specification for the de-
sired reactive behavior of the system. It is possible to select relevant
and interesting inputs for a test case and to calculate the possible
correct observations for given inputs. They allow to automatically
evaluate test executions which is in general a difficult and time con-
suming task. Applied approximation makes the generation prcess
practical, whereat it is possible to control this process depending
on the time and computation power to invest.
Especially the modularization of the different task in automatically
generating test cases makes the approach interesting for further re-
search. All discussed strategies are implemented as modules of the
tool suite. Thus, different strategies for selecting inputs, for com-
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Figure 8: Architecture of the tool suite TEAGER.
bining test cases to reduce the calculation effort, or to select rele-
vant data during test case generations can be studied indepently
from each other. For using this approach in practice it also enables
to adapt it to different needs.
Compared to a lot other works we use a precisely defined seman-
tics for UML state machines in our test approach. We do not restrict
state machines to ease test case generation. Instead, we follow the
semantics description of the UML standard [24] as much as pos-
sible. Only misleading or conflicting statements are clarified. We
address all semantic details which arise from the differentsources
of non-determinism. In particular we also address the problem of
asynchronous communication which is introduced to therun-to-
completionsemantics. You can question these points, but first, real
embedded systems behave like this way and second, UML state ma-
chine models allow such behavior without any user action. More
or later you have to deal with these points.
An early work on testing on the basis of transition systems isthe
work of Chow [6] (W-Method). Bourhfir et al. [3] presented sev-
eral approaches for conformance testing based on extended finite
state machines. Ural [25] reviewed several methods for generati g
test sequences from finite state machine based specification. De
Nicola and Hennessy [9] introduce a formal theory of testingo
which (later on) Brinksma [4] and Tretmans [22] build approaches
to derive test cases from a formal specification. In contrastto our
work, the approaches of Brinksma and Tretmans assume the test-
ing process to communicate synchronously with the system under
test. Tretmans developed a tool called TorX which allows confor-
mance testing of reactive systems [23]. The used internal repres n-
tation is based on (input/output) labeled transition system . TorX
is mainly used to perform on-the-fly testing. Newer work alsoad-
dresses problems of selecting inputs and data, batch test case gener-
ation or asynchronous behavior [10, 12]. A detailed overview of the
fundamental literature for classical formal testing can befound in
Brinksma’s and Tretmans’ annotated bibliography [5]. Grieskamp
et al. at Microsoft Research use finite state machines as the und r-
lying model for automated testing [14]. The approach is based on
a AsmL [13] specification for which a FSM model is generated.
In contrast to our work, the test approach uses synchronous method
calls to test the system under test. The needed data to instantiate the
methods parameter are automatically chosen. The state spacex-
ploration is controlled by so-called test properties and filters. The
general principle to explore the state space is comparable to our
approach. Belli et al. (see [2] and the work cited there) basetheir
testing methodology on a variant of state machines. In contrast
to our approach, they do test against a fault model that has tobe
set up explicitly. They do not execute the state machines directly,
but represent them as event sequence graphs. Auguston et al.[1]
use environment models for test case generation. In contrast to
our approach, they do not use state machines, but attributedevent
grammars for modeling.
Beside the work from academia, an increasing number of CASE
Tool manufacturers offer components for model based testing. I-
Logix Rhapsody, for example, offers two add-on products, Test
Conductor and Testing and Validation, for testing state machines
[20]. Simulink Verification and Validation generates test cases in
Simulink and Stateflow, and measures test coverage for Statecharts
[21]. Conformiq Software Ltd. offers aTest Generatorwhich ac-
cepts “extended UML state charts” as the model of the system un-
der test for dynamic testing [7]. The tool provides on-line ad off-
line test execution with test coverage measuring and reportgen-
eration. Due to a lack of technical documentation, the relation to
UML state machines is unclear.AsmL 2by Microsoft provides an
executable specification language based on the theory of Abstract
State Machines [11]. The AsmL Test Tool supports parameter gen-
eration and test sequence generation based on interface automata.
It is possible to run an AsmL model in parallel with the SUT in
order to check conformance of the SUT to the model.
Our ongoing research deals with a comprehensive integration of ur
approach into an UML-based development. In particular we ad-
dress questions: how to combine our approach with a component-
based development approach and how to combine our technics with
other successfully applied testing technics like scenario-based tech-
nics testing interfaces. Furthermore we integrate more andmore
syntactical elements into our formal semantics and analyzetheir
influence on the automated test generation process. Perspectively
we address two challenges, namely specifying and testing timed
behavior and considering complex data, not only in random fash-
ion, to generate "interesting" test cases. We also develop tchnics
to control and evaluate our automated processes. Mesuaringcov-
erage, especially on the specification, is one step into thisdirec-
tion. Currently we are analyzing criteria based on state machines
and their semantic model. In conclusion we aim at reasonableau-
tomated processes to support and guide the developing embedded
systems.
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