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2.10.1.2.4 Nadzornik oblaka . . . . . . . . . . . 54
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času










SDP Session Description Proto-
col
Protokol za vzpostavitev
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Povzetek
Naslov: Urejanje in dostava video posnetkov z oblačno arhitekturo mikro-
storitev
Učinkovita in hitra distribucija video posnetkov na različna spletǐsča je
ključnega pomena z vidika prepoznavnosti posameznika in podjetij. Še pose-
bej to velja za podjetja, ki se ukvarjajo s produkcijo različnih multimedijskih
vsebin za končne uporabnike. Video posnetke je potrebno pred objavo ure-
diti in jih spremeniti v ustrezen format za predvajanje na spletu. Problem
obstoječih rešitev je, da so izdelane po klasičnem monolitnem arhitekturnem
vzorcu, kar otežuje nadgradnjo, nameščanje, vzdrževanje, učinkovito izrabo
strojne opreme in integracijo v že obstoječe aplikacije in platforme za dostavo
video posnetkov.
Ustrezneǰse od monolitnih aplikacij so aplikacije, ki se izvajajo v oblaku,
kar je postalo de facto standard za razvoj najrazličnih rešitev, kot so to na
primer spletne aplikacije, internet stvari in pogovorni roboti. Aplikacije, ki se
izvajajo v oblaku, so porazdeljene, prilagodljive, horizontalno razširljive, od-
porne na napake, visoko razpoložljive, nastavljive in največkrat sestavljene iz
samostojnih namestitvenih enot, specializiranih za natančno določeno nalogo,
imenujemo jih mikrostoritve. Mikrostoritve so običajno tudi šibko sklopljene
in ustvarjene na zahtevo. Za zagotovitev njihovega ustreznega delovanja je
mikrostoritve potrebno nadzirati z zbiranjem različnih vrednosti telemetrij-
skih metrik, dnevnǐskih zapisov in sledenjem zahtevkov. Da se lahko mi-
krostoritve izvajajo na različnih oblačnih platformah, je potrebno njihovo
izvajanje ločiti od posebnosti uporabljenih programskih jezikov, knjižnic, ar-
hitekturnih vzorcev, strojne in programske opreme različnih strežnikov. To
dosežemo z različnimi virtualizacijskimi tehnikami, med katerimi je najbolj
primerna t. i. lahka virtualizacija z vsebniki. Zaradi velikega števila vseb-
nikov, v katerih se izvajajo mikrostoritve in njihove kompleksne topologije,
je vsebnike potrebno upravljati z orkestracijskimi platformami in zagotoviti
zanesljivo komunikacijo s storitvenimi mrežami. Zaradi lažjega obvladova-
nja običajno velikega števila mikrostoritev je njihovo gradnjo, nameščanje,
testiranje in nadziranje priporočljivo izvesti avtomatizirano.
Zaradi vseh omenjenih prednosti smo se po principu računalnǐstva v
oblaku zgledovali tudi pri izdelavi aplikacije za urejanje in dostavo video
posnetkov. Učinkoviteǰso pripravo posnetka za ponovno objavo smo dose-
gli z neposredno manipulacijo s posameznimi za splet pripravljenimi video
delčki. Takšno rezanje in sestavljanje novih video posnetkov je hitro, saj se
v večini primerov spreminjajo samo metapodatki video posnetkov. Kadar
sistem zazna potrebo po dejanski spremembi določenega video delčka (npr.
prvega ali zadnjega v posnetku), je običajno takšna operacija hitra, saj so
video delčki običajno dolžine samo nekaj sekund. Po koncu urejanja novega
posnetka je njegova objava na drugih spletǐsčih enostavna, saj se spremenijo
samo indeksni in statusni zapisi v podatkovnih shrambah. Video posnetka
tako ni potrebno še enkrat pretvarjati za objavo na spletu.
Aplikacijo smo razdelili na čelni in zaledni del. Zaledni del aplikacije
smo razvili z arhitekturo mikrostoritev, pri čemer vsaka mikrostoritev opra-
vlja natančno določeno nalogo, kot na primer nalaganje, rezanje, ustvarja-
nje, predvajanje in shranjevanje video delčkov in njihovih metapodatkov. Za
medsebojno komunikacijo mikrostoritve v večini primerov uporabljajo ko-
munikacijski vmesnik gRPC, v posameznih primerih pa tudi GraphQL in
REST. Izvedbene podrobnosti razvitih mikrostoritev smo zakrili z lahko vir-
tualizacijsko tehnologijo Docker z vsebniki, ki se izvajajo na različnih javnih
oblakih. Vsebnike v javnih oblakih upravlja orkestracijska platforma Kuber-
netes. Za zanesljivo komunikacijo v kompleksni topologiji mikrostoritev skrbi
storitvena mreža Istio z orodjema za zbiranje podatkov o delovanju aplika-
cije Prometheus in Jaeger za sledenje zahtevkom. Kompleksnost zalednega
dela smo odjemalcem skrili z uporabo aplikacijskega prehoda Istio Ingress.
Aplikacijo je mogoče uporabljati preko spletnega uporabnǐskega vmesnika,
ki je bil razvit po principu spletne aplikacije na eni strani in se izvaja kot
brez-strežnǐska storitev v javnem oblaku.
Ključne besede
računalnǐstvo v oblaku, mikrostoritve, video na zahtevo, spletno urejanje vi-
dea, video delčki, spletna aplikacija

Abstract
Title: Editing and delivering videos with cloud based microservices archi-
tecture
Efficient and fast distribution of video clips on the Web is crucial to
achieve the desired visibility of an organization. This is especially true for
companies that produce various multimedia content for users. Before pub-
lishing, videos need to be edited and then converted into the appropriate
format for playback on the Web. The problem with existing solutions is
that they are built with the classic monolithic architectural pattern, which
makes it difficult to upgrade, install, maintain, efficiently use hardware and
integrate into existing applications and video delivery platforms.
Better than monolithic applications are applications running in the cloud,
which has become de facto standard for developing a wide variety of solutions,
such as web applications, Internet of Things, and chat robots. Applications
running in the cloud are distributed, adaptable, horizontally scalable, fault-
tolerant, highly available, configurable, and most often consist of stand-alone
units specializing in a specific task called microservices. Microservices are
usually weakly coupled and created on demand. To ensure their proper func-
tioning, microservices need to be monitored by collecting various values of
telemetry metrics, log records and distributed requests tracing. In order for
microservices to run on different cloud platforms, it is necessary to sepa-
rate their execution from the specifics of the used programming languages,
libraries, architectural patterns, hardware and software on different servers.
This is achieved through a variety of virtualization techniques. The most ap-
propriate is the container based lightweight virtualization. Due to the large
number of containers in which microservices are executed and their complex
topologies, the containers need to be managed by container orchestration
platforms and ensure reliable communication with service meshes. In order
to facilitate the management of a usually large number of microservices, it is
recommended to perform their compiling, installation, testing and monitor-
ing automatically.
Due to all the mentioned advantages, we followed the principles of cloud
computing in the creation of an application for editing and delivering videos.
More efficient preparation of the video clips for republishing was achieved
by direct manipulation of individual video chunks already prepared for the
Web. Such cutting and editing of new videos is fast, as in most cases only
the metadata of the video clip and their chunks change. When the system
detects the need to actually change a particular video chunk (e.g., the first
or last in a video clip), such operation is usually quick, as the video chunks
are usually only a few seconds long. After editing a new video, publishing it
to other sites is easy, as only the indexes and status records in the databases
change. With this way of editing, video clips don’t have to be converted
again into the appropriate format for playback on the Web.
The application was divided into a frontend and backend. The backend is
developed with a microservice architecture, with each microservice respon-
sible for a specific task, such as uploading, cutting, creating, playing and
storing video clips, video chunks and their metadata. In most cases, the mi-
croservices use the protocol gRPC to communicate with each other, and in
individual cases microservices also use query language GraphQL and commu-
nication interface REST. Microservices implementation details are abstracted
with container based lightweight virtualisation technology Docker. Docker
containers runs on different public clouds. Containers in public clouds are
managed by the orchestration platform Kubernetes. Reliable communication
in a complex microservice topology is ensured by the service mesh Istio. We
also used tool Prometheus for collecting application data and tool Jaeger for
distributed requests tracking. We concealed the complexity of the backend
from the clients using the application gateway Istio Ingress. The application
can be used via web graphical user interface, which was developed as as sin-
gle page web application. The web-application run as a serverless service in
the public cloud.
Keywords





Zaradi dinamičnosti in možnosti podajanja velike količine informacij na zgoščen
način so video posnetki privlačen sporočilni medij za vzpostavljanje prepo-
znavnosti posameznikov ter podjetij in njihovih blagovnih znamk. Učinkovita
in hitra distribucija video posnetkov na različna spletǐsča je še posebej ključnega
pomena za podjetja, ki se ukvarjajo s produkcijo različnih multimedijskih vse-
bin za končne uporabnike. Eno izmed takih podjetji v Sloveniji je Pro Plus.
Za podjetje je izrednega pomena, da je povzetek video vsebin, ki so bili pred-
vajani na različnih pretočnih platformah, kot sta televizija in spletna video
platforma Voyo, čim prej na voljo za objavo na drugih povezanih spletǐsčih
podjetja. Za pridobitev pozornosti obiskovalcev spletǐsč (predvsem spletǐsča
24ur.com) so najpomembneǰse vsebine novinarski prispevki v informativnih
oddajah, zabavni dogodki v razvedrilnih oddajah slovenske produkcije in vi-
deo posnetki športnih dogodkov.
Trenutno je za dostavo povzetkov video vsebin iz spletne platforme Voyo
na povezana spletǐsča podjetja Pro Plus najprej potrebno video posnetke v
izvorni obliki (ang. raw format) urediti s profesionalnim montažnim orodjem.
Montaža povzetkov vsebin je hitra, ker je iz izvornega posnetka potrebno le
s preprosto t. i. rez-rez (ang. cut-cut) montažo izrezati željene delčke in
jih zlepiti skupaj v povzetek. Po drugi strani pa se pri njihovi objavi pojavi
zakasnitev, saj je zlepljene delčke potrebno v avtomatiziranem zaporedju
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2 POGLAVJE 1. UVOD
korakov ponovno pripraviti za objavo in predvajanje na spletu. Koraki za
objavo in predvajanje posnetkov na spletu vključujejo pretvorbo posnetka
v ustrezen format, razrez na časovno kraǰse delčke (ang. chunks) zaradi
predvajanja z manǰsimi zakasnitvami, zaščito delčkov pred nepooblaščenimi
dostopi in pripravo metapodatkov v podatkovnih shrambah. Čas ponovne
obdelave in objave video posnetkov je približno sorazmeren z njihovo dolžino,
kar pa je neučinkovito, saj bi bili lahko povzetki na voljo za predvajanje takoj
po koncu urejanja, če bi aplikacija za montažo neposredno manipulirala z
video posnetki v formatu, namenjenem predvajanju na spletu.
1.1 Pregled obstoječih rešitev
Za urejanje posnetkov lahko uporabimo klasična profesionalna montažna
orodja, kot so AVID [1], Adobe Premiere Pro [2], DaVinci Resolve Studio
[3], Sony Vegas Pro [4] in Final Cut Pro X [5]. Za zagotovitev predvajanja
brez zatikanja in prilagajanja trenutnim razmeram v prenosnem omrežju je
potrebno urejene video posnetke v avtomatiziranem zaporedju korakov iz-
voziti v obliki nekaj-sekundnih video delčkov, ki se nato v ozadju v času
predvajanja izbranega posnetka prenašajo s strežnikov.
Montaža video posnetkov je v digitalni dobi nelinearna. To pomeni, da
se lahko posnetki poljubno urejajo ne glede na to, v katerem časovnem tre-
nutku je predvajanje videa. Splošno digitalno nelinearno urejanje video po-
snetkov je opisano v patentu “Nonlinear video editing system” [6, 7]. Takšen
urejevalnik ima podatkovni shrambi originalnih video posnetkov in njihovih
razrezanih segmentov v izbrani kvaliteti. Med urejanjem uporablja razrezane
segmente zaradi hitreǰsega delovanja. Pri končnem kodiranju dostopa do ori-
ginalnega video posnetka in iz njega ustvari novega, ki pa ni nujno enake
kvalitete [6, 7].
Da bi lahko urejali video posnetke kar preko spleta, so razmǐsljali že
na začetku stoletja. Leta 2001 so ustvarili spletni vmesnik in enotni API
(Application Programming Interface), ki je nadzoroval oddaljene strežnike
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za montažo video vsebin. Strežniki so v ozadju z nizkonivojskimi program-
skimi jeziki učinkovito obdelovali ukaze, s tem pa je bila omogočena hitreǰsa
montaža, saj ni bila potrebna fizična prisotnost operaterjev [8].
Patent z naslovom “Web-based system for video editing” [9] obravnava
montažo video posnetkov na sličico natančno. Vsak posnetek je razrezan
in shranjen v podatkovno shrambo po posameznih sličicah. Prav tako je v
podatkovni shrambi shranjena vsa grafika in metapodatki video posnetka, ki
so časovno sinhronizirani z vsako shranjeno sličico videa. Takšna montaža
posnetkov je lahko zelo hitra in natančna, vendar je pri dalǰsih posnetkih
priprava in sinhronizacija zamudna. Prav tako se pojavi težava pri pred-
vajanju posnetkov, saj protokoli za predvajanje video posnetkov pričakujejo
nekajsekundne video delčke in ne posameznih sličic [9].
V patentu “Web-based system for video editing” [10] je definiran grafični
vmesnik spletnega urejevalnika, s katerim lahko uporabnik združuje različne
posnetke v nov posnetek. Uporabnik lahko z izbiro časovnega okna določi
izsek, ki bo vključen v nov posnetek. Iz knjižnice vsebin lahko izbere različne
grafike in besedila ter označi, kdaj naj se ob predvajanju prikažejo. V pa-
tentu je strežnik za urejanje video posnetkov ločen od strežnika za njihovo
shranjevanje [10].
V patentu z naslovom “Web based video editing” [11] je opisan spletni
urejevalnik s poenostavljeno montažo video posnetkov. Ta poteka tako, da
uporabnik preko grafičnega vmesnika zamenja položaj videa v sekvenci, sis-
tem pa v ozadju zamenja indekse video posnetkov. Takšna montaža je zelo
hitra, saj proces ne vpliva na same video posnetke, ampak se spreminjajo
le njihovi metapodatki. Arhitektura urejevalnika je modularna, naloge mo-
dulov pa vključujejo nalaganje video posnetkov, organizacijo projektov in
skupin uporabnikov, ustvarjanje in urejanje nove sekvence video posnetka,
predvajanje sekvence v nižji ločljivosti v času urejanja in končno upodablja-
nje sekvence v nov video posnetek, ki se lahko nato shrani na različne medije
(npr. diske). Podatkovne shrambe s posnetki ter metapodatki urejanja,
uporabnikov in projektov so ločene. Oblika shranjevanja video posnetkov
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v patentu ni opisana. Manipulacija z metapodatki in položaji posnetkov v
sekvenci je možna na celotnem video posnetku ali pa na posameznih video
delčkih, kar bi omogočalo tudi hiter razrez videa z indeksiranjem delčkov v
nov posnetek. Vsak modul v patentu opravlja svojo nalogo. Med moduli
poteka komunikacija z definiranimi sporočili in protokoli [11].
Patent “Media Content editing platform” [12] opisuje uporabnǐski vme-
snik za spletno urejanje z video posnetkom povezanih medijskih vsebin, kot
so grafični elementi, tekstovni opisi, slike in ikone. Predstavljen je način za
časovno sinhronizacijo grafičnih elementov in videa. Dodatni elementi videa
se na spletnem uporabnǐskem vmesniku prikazujejo na ločenem nivoju, ki
navidezno prekriva osnovni video posnetek. Končno kodiranje videa skupaj
s povezanimi medijskimi vsebinami poteka na enem ali več strežnikih, ki se
lahko nahajajo v lokalnem omrežju LAN (Local Area Network) ali drugem
zunanjem omrežju. Na katerem strežniku se bo izvedlo upodabljanje video
posnetkov, ni vnaprej določeno [12].
Razvitih je bilo tudi nekaj spletnih orodij za urejanje video posnetkov. Za
filmski festival leta 2006 v San Franciscu je bilo ustvarjeno spletno montažno
orodje Remix [13]. Uporabnǐski vmesnik v brskalniku je komuniciral s strežnikom,
ki je hranil metapodatke o posnetkih. Prikazane slike in posnetki so bili shra-
njeni na posebnih strežnikih. Metapodatki so bili strukturirani v formatu
XML (Extensible Markup Language), video posnetki so bili shranjeni v for-
matu FLV (Flash Video File), zvočne datoteke pa v formatu mp3 (MPEG Au-
dio Layer-3) [13]. Primeri sodobnih spletnih video urejevalnikov vključujejo
Wave.video [14] Biteable [15], Kizoa [16], Animoto [17], Magisto [18], Clip-
champ [19], Typito [20] in Adobe Spark [21]. Njihov namen je podpora
oglaševalskim akcijam s ponujenimi predlogami montaže in podprtim de-
ljenjem video posnetkov na različnih družbenih omrežjih. Večino orodij je
mogoče brezplačno preizkusiti z omejeno velikostjo shrambe, kvaliteto pred-
vajanja in trajanjem video posnetkov.
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1.2 Predmet magistrskega dela
Na podlagi pregleda obstoječih rešitev na področju urejanja in dostave video
vsebin lahko ugotovimo, da sta v splošnem njihovi glavni slabosti monolitna
arhitektura in dejstvo, da je posnetek v primeru njegove naknadne objave na
spletu potrebno ponovno obdelati.
1. Monolitnost rešitev. Čeprav pregledane rešitve rešujejo praktično vse
tehnične probleme urejanja video posnetkov in manipulacije z video
delčki, so še vedno izdelane po klasičnem monolitnem arhitekturnem
vzorcu MVC (Model-View-Controller). Monolitne aplikacije so zgra-
jene po slojih, kjer vsak sloj upravlja svojo nalogo (uporabnǐski vme-
snik, poslovna logika, upravljanje s podatki). Celotna aplikacija se
nato prevede v izvajalno datoteko, ki se izvaja na izbranem strežniku.
Takšne aplikacije je običajno zaradi svoje kompleksnosti in močne od-
visnosti med njenimi sestavnimi deli težko vzdrževati, nameščati, po-
sodabljati in integrirati v obstoječe sisteme za dostavo vsebin. Mono-
litne aplikacije je prav tako težko prilagajati spreminjajočim se obre-
menitvam, saj je ob zaznani spremenjeni obremenitvi aplikacije po-
trebno povečati ali zmanǰsati zmogljivosti celotnega sistema. To vodi
v neučinkovito izrabo sistemskih virov (npr. procesorja, delovnega
in trajnega pomnilnika in omrežnih virov), saj niso vsi deli aplikacije
enako obremenjeni.
2. Ponovna priprava posnetkov za objavo na spletu. Obstoječe rešitve so
neučinkovite v primeru, ko je potrebno na spletu objaviti posnetke,
ki so bili že predhodno pripravljeni za predvajanje na spletu. Čeprav
je takšne video posnetke za ponovno objavo navadno potrebno le ma-
lenkost spremeniti, je čas njihove ponovne obdelave in objave približno
sorazmeren dolžini posnetka, kar pa je zelo neučinkovito. Kljub temu da
imajo obstoječi spletni urejevalniki dobro podprto integracijo z družbenimi
omrežji, se pri njih pojavi problem, kako vključiti video posnetek na
lastno spletǐsče brez prevelikega truda. Pri vseh omenjenih spletnih
6 POGLAVJE 1. UVOD
aplikacijah bi bilo potrebno video posnetek prenesti v lokalno shrambo
ali pa ga naložiti na eno izmed družbenih omrežjih in ga nato vdelati
v lastno spletǐsče (ang. embed). To je zelo neučinkovito, saj se naj-
prej celoten video prenaša iz platforme za urejanje na izbrano družbeno
omrežje, nato pa je potrebno še poiskati kodo za vdelavo video posnetka
in ga ročno vključiti v spletǐsče.
V magistrskem delu se posvečamo predvsem rešitvi omenjenih dveh pro-
blemov.
Predpostavljamo, da je urejevalnik za splet pripravljenih video posnetkov
najbolje izvesti v obliki spletne aplikacije, saj je njeno izvajanje neodvisno
od posameznega operacijskega sistema. Spletna aplikacija za delovanje ne
potrebuje dodatnega lokalnega nameščanja programske opreme in njenih od-
visnosti (ang. software dependencies), ampak potrebuje samo klasičen br-
skalnik. Spletno aplikacijo je tudi lažje vzdrževati, saj vsi uporabniki hkrati
uporabljajo samo najnoveǰso različico, kar za aplikacije, ki se izvajajo ne-
posredno na lokalnih operacijskih sistemih uporabnikov, ne moremo trditi.
Spletna aplikacija je praktično dostopna iz kateregakoli računalnika, če ima
ta zagotovljeno povezavo na svetovni splet.
Predpostavljamo tudi, da je najenostavneǰsi način za vgrajevanje sple-
tnega urejevalnika na druga spletǐsča njegova izvedba v obliki storitve. Željeno
je možno doseči z razvojem aplikacije po principih računalnǐstva v oblaku,
ki posamezne funkcionalne enote razdeli v neodvisne gradnike t. i. mikro-
storitve. Ključne prednosti oblačne arhitekture mikrostoritev so horizontalna
razširljivost (več primerkov iste mikrostoritve si razdeli obremenitev), odpor-
nost na napake, mikrostoritve so izolirane in šibko sklopljene. To pomeni,
da posamezna mikrostoritev ni odvisna od delovanja ostalih, temveč so zanjo
pomembni le podatki, ki jih prejme in odda preko različnih komunikacijskih
protokolov. Upravljanje mikrostoritev je v oblačnih aplikacijah samodejno.
Izvajanje mikrostoritev je porazdeljeno na različnih strežnǐski in na različnih
vrstah oblakov (npr. javni, skupnostni, zasebni in hibridni oblak).
Nadaljevanje magistrskega dela je strukturirano na sledeč način. V na-
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slednjem poglavju je podrobneje predstavljeno računalnǐstvo v oblaku s po-
udarkom na mikrostoritveni arhitekturi aplikacij in njihovemu izvajanju.
V tretjem poglavju so predstavljeni protokoli za predvajanje video posnet-
kov na spletu, v četrtem poglavju pa je podrobneje predstavljena izdelana
oblačna aplikacija za urejanje in dostavo video posnetkov. Magistrsko delo
zaključujejo sklepne ugotovitve, v katerih povzemamo ključne prednosti iz-
delane aplikacije, probleme, s katerimi smo se srečali pri njenem razvoju, in
možnosti za nadgradnjo.
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Poglavje 2
Računalnǐstvo v oblaku
Računalnǐstvo v oblaku je postalo de facto standard za razvoj različnih apli-
kacij. Predvsem se uporablja za razvoj spletnih aplikacij in spletnih storitev,
zaporedno obdelavo podatkov (ang. batch processing), integracijo zunanjih
storitev, pogovornih robotov (ang. chat bot), kot je Amazon Alexa [22], ter
za internet stvari (ang. Internet of things; IoT) [23]. Količina različnih od-
prtokodnih rešitev na portalu CNCF (Cloud Native Computing Foundation)
in statistika uporabe oblačnih tehnologij [24] priča o nepretrganem razvoju
in uveljavljanju računalnǐstva v oblaku.
Inštitut NIST (National Insitute of Standards and Technology) je računalnǐstvo
v oblaku definiral kot model, ki preko vseprisotnega (ang. ubiquitous) omrežja
omogoča dostop do skupnih, po potrebi prilagodljivih računalnǐskih virov, kot
so strežniki, druga omrežja, shramba, aplikacije in storitve. Omenjene vire
je mogoče hitro zagotoviti ali sprostiti z minimalnimi napori upravljanja in
interakcije s ponudnikom. Opisani oblačni model ima pet glavnih značilnosti,
tri storitvene modele in štiri namestitvene možnosti [25].
Značilnosti računalnǐstva v oblaku so [25, 26, 27, 28]:
 Samopostrežne storitve na zahtevo. Uporabniki lahko na zahtevo zasežejo
ali sprostijo računalnǐske vire, kot so čas uporabe procesorja, velikost
shrambe in namestitev programske opreme. Viri so na voljo samodejno
brez potrebe po uporabnikovi interakciji z njihovimi ponudniki.
9
10 POGLAVJE 2. RAČUNALNIŠTVO V OBLAKU
 Širok dostop do virov. Računalnǐski viri so dostopni preko omrežja, npr.
interneta. Dostop do virov je omogočen iz različnih naprav (mobilni
telefoni, tablice, prenosni računalniki in delovne postaje).
 Nabor virov. Nabor računalnǐskih virov ponudnika oblačnih storitev
omogoča več-najemnǐski (ang. multitenancy) model. Različni fizični
in navidezni viri so dinamično dodeljeni glede na zahteve uporabnikov.
Njihovo nahajalǐsče je za uporabnika nepomembno.
 Elastičnost. Računalnǐski viri uporabnikom niso zagotovljeni vnaprej,
ampak se njihova količina in dostopnost dinamično prilagajata trenu-
tnim potrebam. Uporabniki dobijo občutek, da so viri za njih neomejeni
in jih je mogoče kadarkoli izkoristiti.
 Spremljanje delovanja in uporabe. Z namenom zagotavljanja razpoložljivosti
in zaračunavanja oblačnih sistemov se zbirajo dnevnǐski zapisi in različni
podatki iz meritev delovanja aplikacije.
Oblačni računalnǐski viri so najpogosteje dosegljivi v obliki enega izmed
treh storitvenih modelov, in sicer s
 programsko opremo kot storitvijo (ang. Software as a Service; SaaS),
 platformo kot storitvijo (ang. Platform as a Service; PaaS) ali
 infrastrukturo kot storitvijo (ang. Infrastructure as a Service; IaaS).
Največja razlika med njimi je v naboru virov, do katerih ima uporabnik
dostop in s katerimi lahko sam upravlja. Primerjava med modeli je prikazana
na sliki 2.1[25, 27, 28, 29].
Programska oprema kot storitev omogoča uporabniku dostop do funkci-
onalnosti oblačnih aplikacij, pri čemer uporabnik nima nadzora nad izvaja-
njem aplikacije. Za varnost, razpoložljivost in vzdrževanje zakupljenih virov
je odgovoren ponudnik oblačne storitve. Primeri programske opreme kot sto-
ritve so Google Mail [30], Google Docs [31] ali CRM (Customer Relationship
Management) rešitve.
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Platforma kot storitev je oblačno razvojno okolje, na podlagi katerega
razvijalci izdelajo programsko opremo kot storitev. Platforma kot storitev
omogoča gostovanje aplikacij, okolij in orodij za razvoj in konfiguracijo apli-
kacij. Primer platforme kot storitve je Google App Engine [32].
Pri infrastrukturi kot storitvi imajo uporabniki neposreden dostop do in-
formacijskih in komunikacijskih (ang. Information and Communications Te-
chnology; ICT) virov, kot so operacijski sistem, vmesna programska oprema
(npr. gonilniki), izvajalno okolje in procesorski čas. Primer infrastrukture
kot storitve je npr. Amazon EC2 [33], ki vire zagotovi z različnimi virtuali-
zacijskimi tehnologijami. Najpogosteje so to navidezni stroji (ang. Virtual
Machine; VM).
Slika 2.1: Storitveni modeli računalnǐstva v oblaku [25, 27, 28, 29].
Glede na upravljavca in dostopnost ločimo zasebne, skupnostne, javne in
hibridne oblake. Zasebne oblake upravlja ena organizacija in običajno niso
dostopni iz javnega omrežja. Skupnostne oblake upravlja več organizacij z
namenom optimizacije delovanja določenega sistema (npr. proizvodne ve-
rige podjetji). Javni oblaki so dostopni vsem. Najbolj znani javni oblaki
so Google Cloud [34], Amazon Web Services [35] in Microsoft Azure [36].
Hibridni oblak [37] je povezava zasebnega, skupnostnega ali javnega oblaka
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z namenom izbolǰsanja razpoložljivosti sistema [28].
V nadaljevanju poglavja se bomo posvetili ključnim izzivom izvajanja
in gradnje aplikacij v oblaku. Z vidika razvoja oblačnih aplikacij se bomo
posvetili predvsem platformam kot storitvam in z njimi povezanimi izzivi pri
razvoju aplikacij, ki vključujejo [27, 28, 29]:
 Zagotavljanje razpoložljivosti aplikacije v primeru nedelovanja strežnika.
Izvajanje aplikacije je potrebno zagotoviti na ločenih strežnikih.
 Za učinkovito izrabo razpoložljivih virov sta potrebna razdeljevanje obre-
menitev, usmerjanje zahtev in samodejna razširljivost [38].
 Zagotovitev pravilnega delovanja in odpornosti na napake se omogoči s
spremljanjem delovanja (metrike delovanja, dnevnǐski zapisi) aplikacije.
Z redundanco programske in strojne opreme se prepreči, da bi ena
napaka v aplikaciji povzročila odpoved delovanja.
 Hitra in enostavna nadgradnja posameznih komponent aplikacije je
mogoča z uporabo mikrostoritvene arhitekture.
2.1 Gradniki oblačne arhitekture aplikacij
Oblačne aplikacije (ang. Cloud Native Application; CNA) sledijo vzorcu
IDEAL (ang. isolated state, distributed, elastic, automated management,
loosely coupled). To pomeni, da [39, 40]
 so gradniki aplikacij in njihova stanja izolirani od drugih,
 je izvajanje gradnikov porazdeljeno po različnih strežnikih,
 so se gradniki sposobni prilagajati trenutnim obremenitvam,
 je upravljanje gradnikov samodejno in
 so gradniki med seboj šibko sklopljeni.
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Da lahko dosežemo omenjene lastnosti CNA, je potrebno aplikacije, ki
sledijo klasični monolitni arhitekturi, razdeliti na samostojne funkcionalne
enote po principu storitvene arhitekture (ang. Service-Oriented Architec-
ture; SOA) [41]. V oblačni arhitekturi te funkcionalne enote imenujemo
mikrostoritve. Primerjava med monolitno arhitekturo aplikacije po vzorcu
MVC in mikrostoritveno arhitekturo je prikazana na sliki 2.2.
Slika 2.2: Primerjava med monolitno (levo) in mikrostoritveno (desno) ar-
hitekturo aplikacije.
Za dosego vzorca IDEAL je potrebno izvajanje mikrostoritev ustrezno pri-
lagoditi. Za izolacijo in zagotavljanje neodvisnosti delovanja mikrostoritev je
te potrebno virtualizirati in med seboj šibko sklopiti. Zaradi porazdeljenega
izvajanja mikrostoritev na različnih strežnikih v oblaku je potrebno zagoto-
viti njihovo odkrivanje ter preprečevanje napak pri komunikaciji in izvajanju.
Ker je lahko primerkov iste mikrostoritve zaradi samodejne razširljivosti več,
je potrebno zagotoviti porazdeljevanje obremenitve (ang. load balancing)
tako, da vsak primerek opravi približno enako količino dela. Da lahko zago-
tovimo samodejno upravljanje in izvajanje mikrostoritev, je potrebno zbirati
dnevnǐske zapise, vrednosti telemetrijskih metrik in vzpostaviti konfigura-
cijske strežnike. Zbrane podatke za svoje delovanje potrebujejo t. i. orke-
stracijske platforme, ki so namenjene upravljanju mikrostoritev. Običajno je
oblačna arhitektura mikrostoritev zelo kompleksna. Za zanesljivo komuni-
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kacijo skozi kompleksno topologijo mikrostoritev poskrbijo storitvene mreže
(ang. service mesh), uporabnikom CNA pa skrijemo njeno kompleksnost z
vzpostavitvijo enotnega komunikacijskega vmesnika s t. i. aplikacijski pre-
hodom (ang. API gateway) [29, 39, 40, 42, 43].
Ključni gradniki in referenčna arhitektura CNA so prikazani na sliki 2.3.
Vsak gradnik referenčne arhitekture CNA bomo v nadaljevanju poglavja po-
drobneje opisali ter predstavili njegovo zgradbo, lastnosti in vlogo pri delo-
vanju CNA. Gradniki na sliki 2.3 za delovanje potrebujejo oblačni storitveni
model PaaS [41]. Javni oblaki običajno že ponujajo nameščeno orkestracijsko
platformo kot storitev, tako da se pri razvoju CNA z IaaS delom oblaka raz-















































Slika 2.3: Referenčna arhitektura oblačne aplikacije na platformi kot storitvi
[39, 40, 42, 44].
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2.2 Mikrostoritve
Mikrostoritve so gradniki aplikacije, specializirani za določeno funkcional-
nost. Lahko so ustvarjene ali uničene na zahtevo, horizontalno razširljive
(več primerkov iste mikrostoritve si razdeli obremenitev), odporne na na-
pake, nastavljive v času izvajanja in dinamično zasegajo razpoložljive vire.
Večinoma so med seboj izolirane in šibko sklopljene. To pomeni, da posame-
zna mikrostoritev ni odvisna od delovanja ostalih, temveč so zanjo pomembni
le podatki, ki jih prejme in odda. S tem je mikrostoritve možno neodvisno
nadgrajevati in upravljati brez vplivanja na stabilnost delovanja ostalega dela
sistema [38, 43, 45].
2.2.1 Principi izdelave in lastnosti mikrostoritev
Pri izdelavi in izvajanju mikrostoritev je dobra praksa upoštevanje oziroma
sledenje dvanajstim principom (ang. twelve-factor applications) [46], ki vključujejo:
 Upravljanje s spremembami izvorne kode. Vsaka mikrostoritev ima
svojo shrambo izvorne kode. Z upravljanjem izvorne kode je omogočeno
sledenje spremembam različic mikrostoritve in posledično enostavneǰsa
gradnja za različne namene uporabe (testiranje programskih enot, funk-
cionalno testiranje, namestitev v testno okolje, namestitev v produk-
cijsko okolje).
 Upravljanje z odvisnostmi. Programski gradniki, ki jih je mogoče vključiti
v kodo, so navedeni v posebnih datotekah, ločeno od implementacije
mikrostoritve. Priporočena je uporaba sistemov za upravljanje z odvi-
snostmi, kot so Maven v programskem jeziku Java, NPM (Node Pac-
kage Manager) v programskem jeziku JavaScript in moduli (ang. Go
modules) ali sistem Dep v programskem jeziku Go. Vsaka mikrostori-
tev vsebuje samo gradnike, ki so specificirani v za to določeni datoteki.
Z njihovo uporabo je omogočena lažja gradnja in nameščanje mikro-
storitev, saj se razvijalcem ni potrebno ukvarjati z vključevanjem in
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upravljanjem programskih gradnikov od drugih ponudnikov.
 Konfiguracija. Med konfiguracijo štejemo različne vrednosti, ki jih mi-
krostoritve potrebujejo med delovanjem, npr. podatke za dostop do
podatkovne shrambe in zalednih storitev. Konfiguracija in program-
ska koda sta ločeni. Konfiguracija se shranjuje v datoteke, okolijske
spremenljivke in konfiguracijske strežnike.
 Zaledne storitve. To so vse storitve, ki jih mikrostoritev kliče preko
omrežnih protokolov in so potrebne za njeno delovanje. Mikrostoritve
ne razlikujejo med funkcionalnostmi zalednih storitev istega razvijalca
ali storitvami drugih ponudnikov.
 Prevajanje, izdaja, namestitev za izvajanje. Različne stopnje gradnje
mikrostoritve so ločene. S prevajanjem izvorne kode dobimo strojno
kodo, ki se lahko namesti na strežnik. Z izdajo združimo strojno kodo
in konfiguracijo mikrostoritve. Vsaka izdaja mora imeti enoličen iden-
tifikator zaradi možnosti sledljivosti. Posledica vsake spremembe kode
je nova izdaja.
 Procesi. Mikrostoritve običajno ne hranijo stanja (ang. stateless micro-
services), kar pomeni, da morajo posamezni omrežni zahtevki vsebovati
vse potrebne informacije, ki so potrebne za obdelavo zahteve. More-
bitno stanje mikrostoritve je potrebno shranjevati v zaledne storitve
(npr. podatkovne shrambe).
 Izpostavitev funkcionalnosti z vtičnico (ang. socket). Funkcionalno-
sti mikrostoritev izpostavimo z naslovom IP (Internet Protocol) in
omrežnimi vrati (ang. port), na katerih storitev sprejema zahtevke
preko različnih komunikacijskih protokolov. Mikrostoritev ima lahko
vlogo zaledne storitve za drugo mikrostoritev.
 Sočasnost procesov. Mikrostoritev se izvaja kot samostojen proces
ali v obliki več medsebojno odvisnih procesov. Razvijalec lahko de-
finira različne naloge procesov, kot sta obdelava zahtevkov ali izvajanje
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časovno zahtevnih nalog. Mikrostoritev je možno enostavno horizon-
talno razširiti tako, da ustvarimo več različic enakih procesov. Ker
mikrostoritve ne hranijo stanja, je nepomembno, katera različica pro-
cesa bo opravila zahtevano nalogo.
 Hiter zagon in izklop. Mikrostoritve se zaganjajo hitro, v nekaj sekun-
dah. V vsakem trenutku jih je možno izklopiti brez negativnih posledic
zaradi njihove šibke sklopljenosti in odpornosti na napake. Lastnost
je pomembna predvsem zaradi hitrega nameščanja novih različic in za-
gona novih mikrostoritev pri horizontalni razširitvi.
 Enakopravnost izvajalnih okolij. Različna izvajalna okolja (npr. ra-
zvojno, testno in produkcijsko) morajo biti med seboj čim bolj po-
dobna, saj je s tem omogočeno primerljivo delovanje mikrostoritev med
razvojem in uporabo. Razvijalec običajno uporablja enaka orodja, kot
se uporabljajo v produkcijskem okolju, s tem pa je omogočeno tudi
hitreǰse nameščanje mikrostoritev v produkcijsko okolje.
 Beleženje dnevnikov. Beleženje dnevnikov je shranjevanje toka dogod-
kov na ločenem strežniku zaradi analize delovanja, odpravljanja napak
in upravljanja mikrostoritev.
 Administrativni procesi. Izvajajo se v procesih in v enakem okolju kot
ostali procesi aplikacije.
Ključne lastnosti mikrostoritev so [43]:
 Avtomatizirana gradnja. Prevajanje programske kode, testiranje delo-
vanja in nameščanje mikrostoritev je izvedeno samodejno v določenem
zaporedjem korakov (več o tem v podpoglavju 2.13).
 Elastičnosti. Prilagajanje števila primerkov mikrostoritve po principu
horizontalne razširljivosti glede na njeno trenutno obremenitev [38].
 Odpornost na napake. Sposobnost samozdravljenja mikrostoritve, če
pride do njene odpovedi ali nepričakovanega delovanja.
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 Nastavljivost. Brez posegov v programsko kodo se lahko delovanje mi-
krostoritev prilagaja različnim izvajalnim okoljem in skupinam uporab-
nikov.
 Neodvisnost. Vsaka mikrostoritev se lahko neodvisno posodablja, nad-
grajuje in uporablja tehnologije, ki so najbolj primerne za njeno delo-
vanje. Ista mikrostoritev je lahko uporabljena v različnih aplikacijah.
 Združljivost s stareǰsimi različicami. Zaradi upravljanja z različicami
izvorne kode mikrostoritev in poti do njenih virov se lahko sočasno
izvaja več različnih različic mikrostoritve (ang. canary release).
2.2.2 Gradniki mikrostoritev
Sestava mikrostoritve sledi klasični več-slojni monolitni arhitekturi (slika
2.4). Posamezen sloj lahko neposredno komunicira samo s sosednjim (en
sloj vǐsje ali nižje), vsebino sloja pa je možno brez večjih posledic za preo-
stale sloje spreminjati ali zamenjati. S porazdelitvijo odgovornosti med sloje
se olaǰsa izvedba in vzdrževanje mikrostoritve. Podatkovni model določa
strukturo podatkov pri komunikaciji med sloji in drugimi mikrostoritvami.
Funkcionalnosti, ki se ne nanašajo neposredno na delovanje mikrostoritev
(ang. cross-cutting concerns), npr. dnevnǐski zapisi, zagotavljanje varnosti,
tolerance napak in beleženje vrednosti telemetrijskih metrik, so v CNA do-
stopne in upravljane kot zaledne storitve [45].
2.2. MIKROSTORITVE 19
Slika 2.4: Gradniki mikrostoritve [45].
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2.2.2.1 Podatkovni model
Podatkovni model predstavlja strukturo podatkov, ki se prenašajo iz in
v mikrostoritev z različnimi telekomunikacijskimi protokoli ter med sloji iste
mikrostoritve. Mikrostoritev prejete podatke razčleni in jih shrani v svoj
delovni pomnilnik v obliki objektov (ang. deserialization). Objekti se v mi-
krostoritvi nato uporabljajo na sloju poslovne logike in dostopa do podatkov.
Pri oddaji podatkov se podatki pretvorijo v obliko, ki je primerna za prenos
po komunikacijskem omrežju (ang. serialization) [45].
2.2.2.2 Podatkovna shramba
Vsaka mikrostoritev ima lahko svojo podatkovno shrambo za podatke, za
katere je neposredno odgovorna. Prednost takšnega pristopa za razliko od
ene monolitne podatkovne shrambe je v tem, da se lahko glede na potrebe
mikrostoritve podatkovna shramba razširi, nastavlja in zavaruje [45]. Podatki
so lahko različnih oblik, in sicer:
 povezani podatki se shranjujejo v relacijskih podatkovnih shrambah;
 dokumentno usmerjeni podatki se shranjujejo v ne-relacijskih podat-
kovnih shrambah (ang. Not only Structured Query Language database;
NoSQL database),
 datoteke različnih formatov se shranjujejo v datotečnih sistemih.
Za hitreǰso izmenjavo podatkov med mikrostoritvami se lahko uporabijo
predpomnilnǐske shrambe podatkov (ang. cache) in omrežja dostave vsebin
CDN (Content Delivery Network).
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2.2.2.3 Dostop do podatkov
Sloj dostopa do podatkov skrije podrobnosti neposredne manipulacije s
podatki v podatkovni shrambi, za kar je v praksi uporabljena t. i. objektno-
relacijska preslikava (ang. Object-realational mapping; ORM). Na javanski
platformi EE (Java Enterprise Edition) se na primer uporablja tehnologija
JPA (Java Persistance API), ki lahko poskrbi tudi za samodejno ustvarjanje
relacij in modelov v relacijski podatkovni shrambi. To je še posebej koristno
v oblačni arhitekturi mikrostoritev, v kateri želimo čim več operacij avtoma-
tizirati [45].
2.2.2.4 Poslovna logika
Na sloju poslovne logike se nahajajo izvedbene podrobnosti mikrostoritev.
Sloj poslovne logike tako skrbi za izvedbo različnih operacij in izračunov,
uveljavljanje pravil, usmerjanje poteka dela in pretoka podatkov za dosego
predvidenih funkcionalnosti mikrostoritve. Sloj komunicira s slojema dostopa
do podatkov in komunikacijskih protokolov [45].
2.2.2.5 Komunikacijski protokoli
Za zagotovitev šibke sklopljenosti in s tem medsebojne neodvisnosti mi-
krostoritev je poleg definiranega podatkovnega modela potrebno zagotoviti
učinkovito komunikacijo po omrežju z različnimi komunikacijskimi protokoli.
Za komunikacijo v oblačni arhitekturi mikrostoritev sta najpogosteje upora-
bljena protokola HTTP (Hypertext Transfer Protocol) in TCP (Transmission
Control Protocol), ki skupaj omogočata zanesljivo dostavo podatkov preko
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različnih komunikacijskih vmesnikov mikrostoritev [46]. Nekaj najpogosteǰsih
primerov slednjih je predstavljenih v nadaljevanju.
2.2.2.5.1 REST API
Klasičen način komunikacije z mikrostoritvami je uporaba komunikacij-
skega vmesnika REST API (Representational State Transfer Application
Programming Interface). Ta za prenos podatkov uporablja protokol HT-
TP/1.1 (Hypertext Transfer Protocol version 1.1), za njihov opis pa objektno
usmerjeni tekstovni format JSON (JavaScript Object Notation). REST API
opredeljuje spletne vire z različnimi naslovi virov URI (Uniform Resource
Identifier) in dejanji nad njimi v obliki HTTP metod (npr. GET, POST,
PUT, DELETE), v katerih so lahko navedeni tudi parametri in poizvedbe
[47]. Struktura naslova vira URI je prikazana v kodi 2.1. Spremenljivka URI,
ki se pri poizvedbi nadomesti s konkretno vrednostjo, je v kodi 2.1 označena z
zavitimi oklepaji ({}). Primer zapisa podatkov v formatu JSON je prikazan
v kodi 2.2.
protokol ://naslov -gostitelja:vrata/pot -do-vira -na-gostitelju
/{ parameter }/? poizvedba





5 "naslov": "Naslov objave"
6 }
7 }
Koda 2.2: Primer podatkov v formatu JSON.
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2.2.2.5.2 gRPC
gRPC (Google Remote Procedure Call) je komunikacijski protokol, ustvar-
jen z namenom učinkovite komunikacije med časovno-kritičnimi sistemi, še
posebej znotraj podatkovnih centrov, primeren pa je tudi za komunikacijo
med mikrostoritvami. gRPC za prenos podatkov uporablja protokol HT-
TP/2 (Hypertext Transfer Protocol version 2), podatki pa so zapisani v for-
matu Protocol Buffers. gRPC je preprosteǰsi, bolj formaliziran, hitreǰsi in
učinkoviteǰsi od klasičnega vmesnika REST [48, 49].
gPRC uporablja naslove URI brez poizvedbenih parametrov, kar izbolǰsa
izvedbo in zmanǰsa kompleksnost protokola. Za razliko od protokola HT-
TP/1.1, ki je omejen na princip komunikacije, pri kateri lahko odjemalec
dobi podatke od strežnika le ob podani zahtevi, gRPC podpira asinhroni
dvosmerni tok podatkov znotraj iste povezave [48, 49].
Primer sheme komunikacije med mikrostoritvami po protokolu gRPC je
prikazan na sliki 2.5.
Slika 2.5: Shema komunikacije med storitvami po protokolu gRPC [48, 49].
Strežnik in odjemalca sta lahko razvita v poljubnih programskih jezikih.
V okviru njunega razvoja je potrebno v formatu Protocol Buffers definirati
storitve, ki jih strežnik ponuja odjemalcem. Znotraj storitve gRPC so defi-
nirani zahtevki. Protokol gRPC podpira štiri vrste zahtevkov, ki vključujejo
komunikacijo po klasičnem principu zahteve odjemalca, ki ji sledi odgovor
strežnika, lahko pa tudi njuni kombinaciji s tokom sporočil (toku sporočil
odjemalca sledi odgovor strežnika, zahtevi odjemalca sledi tok sporočil s
strežnika, toku sporočil z odjemalca sledi tok sporočil s strežnika). Vsak
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zahtevek gRPC ima definirane vhodne in izhodne sporočilne tipe v obliki
parov ključ-vrednost [48, 49, 50].
Primer definicije storitve gRPC, zahtevkov in sporočilnih tipov v formatu
Protokol Buffer je prikazan v kodi 2.3.
1 // definicija storitve gRPC
2 service StoritevPozdrav{
3 // vrsta ’zahteva : odgovor ’
4 rpc PozdravZahtevaOdgovor (ZahtevaPozdrav) returns (
ZahtevaOdgovor){};
5 // vrsta ’zahteva : tok sporo čil’
6 rpc PozdravVelikoOdgovorov (ZahtevaPozdrav) returns (stream
ZahtevaOdgovor){};
7 // vrsta ’tok sporo čil : zahteva ’
8 rpc VelikoPozdravovEnOdgovor (stream ZahtevaPozdrav)
returns (ZahtevaOdgovor){};
9 // vrsta ’tok sporo čil : tok sporo čil’
10 rpc VelikoPozdravovVelikoOgovorov (stream ZahtevaPozdrav)
returns (stream ZahtevaOdgovor){}
11 }
12 // definicija sporo č ilnega tipa ZahtevaPozdrav
13 message ZahtevaPozdrav {
14 // klju č: pozdrav , vrednost: polo žaj ena v sporo č ilnem tipu
15 string pozdrav = 1;
16 }
17 // definicija sporo č ilnega tipa ZahtevaOdgovor
18 message ZahtevaOdgovor {
19 // klju č: odgovor , vrednost: polo žaj ena v sporo č ilnem tipu
20 string odgovor = 1;
21 }
Koda 2.3: Primer definicije storitve in njenih sporočilnih tipov [50].
Strežnik gRPC vsebuje infrastrukturo, ki poskrbi za obdelavo zahtev-
kov. Odjemalec gRPC vsebuje vezni objekt s programsko kodo, ki skrije
kompleksnost protokola in vsebuje abstrakcijo klicev storitev na strežniku.
Komunikacija med strežnikom in odjemalcem je lahko sinhrona ali asinhrona.
Za razliko od sinhrone komunikacije slednja ne blokira izvajanja morebitnih
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ostalih sočasnih operacij na odjemalcu med čakanjem na odgovor strežnika.
Asinhrona komunikacija predstavlja ustrezneǰsi pristop, kadar se v programu
izvaja več vzporednih operacij, saj ni mogoče predvideti časa čakanja na od-
govor strežnika. Sinhrono komunikacijo pa uporabimo takrat, kadar je za
nadaljnje izvajanje programa nujno potrebno počakati na podatke [48, 49].
Podatki se po omrežju prenašajo po protokolu HTTP/2. Prenos podatkov
z uporabo te različice protokola HTTP je učinkoviteǰsi in hitreǰsi v primerjavi
s trenutno bolj razširjenim protokolom HTTP/1.1, saj HTTP/2 [48]:
 podatke prenaša v binarni obliki za razliko od prenosa v tekstovni obliki
pri protokolu HTTP/1.1,
 vzpostavi samo eno povezavo med strežnikom in odjemalcem, po kateri
pošlje vse zahtevke na isti strežnik,
 podpira dvosmerno komunikacijo med strežnikom in odjemalcem, kar
je posebej primerno za prenos toka sporočil pri protokolu gRPC.
2.2.2.5.3 AMQP
V mikrostoritvah in večini drugih aplikacijah si običajno ne moremo
privoščiti več-deset-sekundnega ali celo več-minutnega čakanja na odgovor
zaradi zahtev uporabnikov, ki pričakujejo hitro odzivnost aplikacije. Rešitev
problema je mogoča z odpravo tesne povezanosti mikrostoritev, na primer z
uporabo posrednika sporočil, ki vsebuje sporočilne vrste. Primer uporabe po-
srednika sporočil, ki vsebuje sporočilne vrste, je protokol AMQP (Advanced
Message Queuing Protocol).
Način komunikacije med mikrostoritvami s posrednikom za sporočila je
prikazan na sliki 2.6. Prenos sporočil poteka tako, da storitev pošlje sporočilo
posredniku do gradnika Vhodna sporočilna vrsta. Ta nato v skladu s posta-
vljenimi pravili in usmerjevalnimi ključi v sporočilih razpošlje sporočila v
ustrezne sporočilne vrste. Sporočilo je v sporočilni vrsti, dokler storitev, ki
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je naročena na sporočila iz te sporočilne vrste, ne potrdi njegovega sprejema
[51, 52].
Komunikacija s posrednikom za sporočila omogoča neposredno usmerja-
nje sporočil glede na usmerjevalni ključ, vrsto sporočila ali preprosto obveščanje
vseh sporočilnih vrst (ang. broadcast) in odjemalcev. Prednost sporočilnih
vrst je v tem, da sta proizvajalec in odjemalec sporočil ločena. Če je od-
jemalec sporočil v določenem trenutku nedosegljiv, bo sporočilo počakalo v
sporočilni vrsti do njegove ponovne dosegljivosti. Takšen način komunicira-
nja se imenuje objava-naročilo (ang. publish-subscribe) [52].
Slika 2.6: Zgradba posrednika sporočil po protokolu AMQP [52].
2.2.2.5.4 GraphQL
Klicu mikrostoritve običajno sledi njen odgovor v vnaprej določenima
strukturi in formatu, pri vmesniku REST je slednji navadno JSON. Različni
odjemalci in različni nameni uporabe mikrostoritve zahtevajo različne na-
bore podatkov; spletni odjemalec na primer običajno potrebuje večji nabor
podatkov kot mobilni. Različno predstavitev podatkov za različne odjemalce
mikrostoritev sicer lahko dosežemo z aplikacijskimi prehodi, vendar ti zah-
tevajo dodatne elemente v infrastrukturi oblačne aplikacije, kar povečuje
njeno kompleksnost. Namesto tega lahko prepustimo odjemalskim mikro-
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storitvam, da same navedejo nabor željenih podatkov, in na ta način prihra-
nimo na količini prenesenih podatkov. Omenjeno omogoča poizvedbeni jezik
GraphQL (Grapqh Query Language), ki se lahko uporabi kot združevalec
podatkov iz različnih mikrostoritev in API-jev drugih ponudnikov. Primer
takšnega združevanja podatkov različnih mikrostoritev je prikazan na sliki
2.7 [53, 54].
Slika 2.7: Združevanje podatkov različnih mikrostoritev različnim končnim
odjemalcem.
Koda 2.4 prikazuje primer definicije podatkovnih tipov, njihovih atri-
butov in pripadajočih funkcij v jeziku GraphQL, na Sliki 2.8 pa je prikazan
primer pridobivanja istih podatkov z zahtevki vmesnika REST. Za pridobitev
podatkov prek vmesnika REST bi bila potrebna dva zahtevka, s poizvedbo
GraphQL (koda 2.5) pa se lahko vsi podatki pridobijo z enim zahtevkom
(slika 2.9). V poizvedbi so navedeni željeni atributi, ki jih mikrostoritev v
telesu odgovora vrne odjemalcu v formatu JSON (koda 2.6) [53, 54].
1 // objekt tipa Uporabnik
2 type Uporabnik {
3 id: ID // atribut id, ki ima tip ID
4 ime: String // atribut ime , ki ima tip String
5 objave: Objava // atribut objave , ki ima tip Objava
6 }
7 // objekt tipa Objava
8 type Objava {
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9 id: ID // atribut id , ki ima tip ID
10 naslov: String // atribut naslov , ki ima tip String
11 besedilo: String // atribut id, ki ima tip String
12 }
13 // funkcija za pridobivanje podatkov o uporabnikih
14 function Uporabnik(poizvedba) {
15 return poizvedba.uporabnik;
16 }
17 // funkcija za pridobivanje podatkov o objavah dolo č enega
uporabnika
18 function Objava(uporabnik) {
19 return uporabnik.priodbiObjave ();
20 }
Koda 2.4: Primer definicije podatkov in pripadajočih funkcij v poizvedbenem
jeziku GraphQL [53, 54].
Slika 2.8: Za pridobitev podatkov, definiranih v kodi 2.4, bi bila potrebna
dva zahtevka REST [46, 47].
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1 query { // poizvedba GraphQL
2 Uporabnik (id: 1) { // vrni uporabnika z id 1
3 ime // vrni ime Uporabnika
4 Objave { // vrni objave Uporabnika




Koda 2.5: S poizvedbo na GraphQL API lahko z enim zahtevkom pridobimo
vse željene podatke iz mikrostoritve [53, 54].









Koda 2.6: Odgovor mikrostoritve na poizvedbo iz kode 2.5 s podatki
uporabnika v formatu JSON.
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2.3 Nastavljivost
Zaradi potrebe po prilagajanju obnašanja mikrostoritev med njihovim izvaja-
njem je potrebno upravljanje različnih nastavitev mikrostoritev za dostop do
infrastrukturnih, zalednih in storitev drugih ponudnikov [55]. Nastavitvene
vrednosti so zapisane v obliki parov ključ-vrednost v različnih shrambah.
Najnižjo prioriteto imajo konfiguracijske datoteke. V njih shranimo osnovne
nastavitve mikrostoritve, ki so enake za vse namestitve ali pa služijo kot
privzeta nastavitev ob pojavu napak (ang. fallback configuration). Konfigu-
racijske datoteke se pri gradnji mikrostoritve prevedejo skupaj s programsko
kodo. Vǐsjo prioriteto imajo okoljske spremenljivke, ki so definirane na ni-
voju operacijskega sistema. Z njimi je možno prepisati osnovne nastavitve v
konfiguracijskih datotekah.
Najbolj splošen in prilagodljiv način nastavljanja mikrostoritev je s t. i.
konfiguracijskimi strežnik i, prikazan na sliki 2.10. Konfiguracijski strežnik
služi kot centralna shramba nastavitev več mikrostoritev. Nastavitve mikro-
storitve se iz centralnega strežnika preberejo ob njenem zagonu, med izvaja-
njem pa se ob uporabi naročanja na spremembe konfiguracije (ang. watch)
lahko mikrostoritev ponovno konfigurira [55].
Slika 2.10: Upravljanje konfiguracij s konfiguracijskim strežnikom [55].
Ker konfiguracijske vrednosti predstavljajo kritični element za delovanje
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mikrostoritev, je potrebno zagotoviti visoko razpoložljivost konfiguracijskih
podatkov. Običajno so zato konfiguracijski strežniki nameščeni v obliki gruče
(ang. cluster) z repliciranimi podatki med različnimi strežniki, kar zagotavlja
razpoložljivost v primeru izpada enega strežnika. Za replikacijo podatkov in
usklajevanje strežnikov v gruči se uporablja protokol Raft [56].
Primeri orodij za upravljanje mikrostoritev s konfiguracijskimi strežniki
so Consul [57], Apache Zookeeper [58] in Etcd [59]. Slednjega smo uporabili
tudi pri izdelavi lastne aplikacije.
2.4 Nadzor delovanja
Nadzor delovanja mikrostoritev je osnova za zagotavljanje odpornosti na na-
pake, porazdeljevanje obremenitev in upravljanje delovanja aplikacije. Oblačna
aplikacija se lahko na podlagi zbranih podatkov odloči za ustrezno hori-
zontalno razširitev mikrostoritev, če se njihova obremenitev in odzivni časi
povečajo ali zazna nepričakovano delovanje mikrostoritev in ustrezno ukrepa.
Nadzor delovanja vključuje zbiranje vrednosti telemetrijskih metrik, dnevnǐskih
zapisov in sledenje zahtevkom pri klicih mikrostoritev, ki skupaj opravijo
določeno nalogo (t. i. porazdeljeno sledenje). V oblačnih aplikacijah je vsaka
mikrostoritev odgovorna za zbiranje lastnih metrik in dnevnǐskih zapisov. Ti
se nato shranjujejo na centralnem strežniku, saj mikrostoritve ne hranijo sta-
nja in bi se zato zbrani zapisi ob njihovem ponovnem zagonu zaradi različnih
napak ali razširjanja zmogljivosti izgubili.
2.4.1 Telemetrijske metrike
Telemetrijske metrike so nabori podatkov, ki so zajeti v meritvi in podajajo
informacijo o trenutnem stanju določene komponente v oblačni aplikaciji,
na primer njeno pretočnost, učinkovitost delovanja, nastale napake in čas
izvajanja operacij. Meritve se morajo izvajati neprestano v kratkih časovnih
intervalih in brez vpliva na opravljanje osnovne naloge komponente.
Metrike se lahko zbirajo na nivoju oblaka, aplikacije ali posameznih njenih
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procesov . Na nivoju oblaka poteka nadzor delovanja strežnikov in odzivnosti
storitev drugih ponudnikov. Na nivoju procesov se meri izkorǐsčenost pro-
cesorja, pomnilnika, diska, omrežja in število sočasnih procesov. Na nivoju
aplikacije se zbirajo podatki na določenih mestih v programski kodi mikro-
storitev.
Na sliki 2.11 so prikazana različna orodja za zbiranje in analizo metrik
in povezave med njimi. Primer uveljavljenega centralnega strežnika za zbi-
ranje metrik je Prometheus [60], ki omogoča tudi poizvedovanje po zbranih
podatkih, primer orodja za zbiranje metrik na gostitelju (npr. javnem ali
zasebnem oblaku) pa cAdvisor [61]. Za enostavneǰsi pregled, analizo in vi-
zualizacijo zbranih metrik je na voljo orodje Grafana [62]. Lahko se nasta-
vijo tudi ustrezna opozorila v obliki elektronskih ali tekstovnih sporočil, če
določena vrednost preseže mejne vrednosti [42, 63].
Slika 2.11: Zbiranje metrik v oblačni arhitekturi mikrostoritev [43, 64].
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2.4.2 Dnevnǐski zapisi
Sistemi za zbiranje dnevnikov v oblačnih aplikacijah omogočajo centralizi-
rano zbiranje, zaščito, dostop in prikaz informacij iz dnevnǐskih zapisov [64].
Najpogosteje uporabljeni sistemi so Elastic Stack [65], Graylog [66] in Flu-
entd [67]. Elastic Stack in Graylog omogočata prejemanje sporočil v obliki
datotečnega dnevnǐskega zapisa ali pa v standardiziranih formatih (XML in
JSON) in pregledovanje sporočil preko uporabnǐskega vmesnika ter pošiljanje
opozoril. Fluentd je namenjen integraciji dnevnikov iz različnih virov in sis-
temov za zbiranje dnevnǐskih zapisov.
Interakcije med različnimi gradniki sistema Elastic Stack so prikazane na
sliki 2.12. Centralni strežnik sistema za zbiranje dnevnǐskih zapisov Logstash
podpira različne formate sporočil, kot sta datotečni dnevnǐski zapis in for-
mat JSON. Za poizvedovanje po zbranih dnevnǐskih zapisih uporablja iskalni
pogon (ang. search engine) Elasticsearch, rezultate poizvedb pa prikazuje z
orodjem Kibana [68, 69, 70]. Sistem za beleženje dnevnǐskih zapisov Elastic
Stack je na voljo tudi v obliki oblačnih storitev, kot je Logit.io [71].
Slika 2.12: Zbiranje dnevnǐskih zapisov s sistemom Elastic Stack (Logstash
+ Elasticsearch + Kibana) [70].
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2.4.3 Porazdeljeno sledenje zahtevkom
V oblačni arhitekturi mikrostoritev pri izvedbi posameznega zahtevka običajno
sodeluje več mikrostoritev. Porazdeljeno sledenje (ang. distributed tracking)
zahtevkom pri klicih mikrostoritev omogoča analizo števila poslanih zahtev-
kov posamezni mikrostoritvi, odzivnega časa in povezanosti mikrostoritev
pri upravljanju določene naloge [70]. S porazdeljenim sledenjem zahtevkom
je napake v oblačni aplikaciji lažje lokalizirati. Standard OpenTracing [72]
sledi zahtevkov (ang. traces) med mikrostoritvami modelira kot usmerjene
aciklične grafe. Sled zahtevka vsebuje enolični identifikator, informacije o mi-
krostoritvi, na katero je usmerjen zahtevek, časovni žig zahtevka in odgovora
nanj ter lastne oznake (ang. tags).
Primeri orodij za porazdeljenega sledenje zahtevkom so Zipkin [73], AppDash
[74], Lightstep [75], Datadog [76] in Jaeger [77]. Slednjega smo v okviru sto-
ritvene mreže (podpoglavje 2.11) uporabili tudi v lastni aplikaciji.
2.5 Zagotavljanje odpornosti na napake
Distribuirani sistemi, kot so oblačne aplikacije, imajo večjo nagnjenost k
napakam. Vse napake, do katerih lahko pride v oblačni arhitekturi mikrosto-
ritev, je nemogoče predvideti. Te se lahko pojavijo na primer zaradi izpada
omrežja ali pa napak v izvajalnem okolju ponudnika oblačnih storitev. Mi-
krostoritve so pogosto tudi omejene s sistemskimi viri, kot sta procesorska
zmogljivost in pomnilnik, kar lahko privede do njihove kratkotrajne nedose-
gljivosti. Da v sistemu preprečimo verižni učinek, ko lahko ena napaka pov-
zroči izpad celotne aplikacije, je potrebno mikrostoritve ustrezno načrtovati.
Za zagotovitev stabilnosti aplikacije morajo biti napake pravočasno odkrite
in lokalno izolirane, tako da lahko preostala aplikacija deluje naprej. Na-
pake najpogosteje odkrivamo s sistemom nadzora delovanja, predstavljenega
v podpoglavju 2.4, v okviru katerega se zbirajo različne vrednosti telemetrij-
skih metrik delovanja mikrostoritve in dnevnǐski zapisi. To omogoča lokali-
zacijo napake z opazovanjem odstopanja od običajnih vrednosti [78].
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V nadaljevanju so na kratko predstavljeni načini za povečanje odporno-
sti na napake. Ti vključujejo uporabo časovnikov, ponovnega poskušanja,
prekinjevalcev toka, hitrega neuspeha in nadomestnega mehanizma [78].
2.5.1 Časovnik
S časovnikom v odjemalcu ali mikrostoritvi omejimo čas za izvedbo zah-
tevka v mikrostoritvi in s tem čakalni čas odjemalca. Ob izteku časovnika
se predhodno zaseženi viri sprostijo [78]. Časovnik je povezan s ponovnim
poskušanjem in prekinjevalcem toka, ki sta opisana v nadaljevanju.
2.5.2 Ponovno poskušanje
Po izteku časovnika za obdelavo zahtevka v mikrostoritvi običajno poskuša
odjemalec z določenim zamikom in naključnim odstopanjem zahtevek poslati
še enkrat. Če je razlog za iztek časovnika v kratkotrajnem izpadu omrežja,
bo težava s ponovnim poskušanjem lahko odpravljena, če pa mikrostoritev
ne deluje, ponovno poskušanje težave ne bo rešilo [78].
2.5.3 Prekinjevalec toka
Prekinjevalec toka prepreči, da se ob pojavu napake v eni mikrostoritvi ta
ne prenese še na ostale, ki to mikrostoritev uporabljajo. Prekinjevalec toka
deluje kot končni avtomat s prehajanjem med stanji (slika 2.13). V zaprtem
stanju se zahtevki v mikrostoritvah normalno obdelujejo. Ob preseženem
pragu števila napak preide prekinjevalec toka v odprto stanje, v katerem blo-
kira prejem novih zahtevkov. Po določenem času preide v pol odprto stanje,
v katerem ne dovoljuje sočasne obdelave več zahtevkov v mikrostoritvi. Če
je bil zahtevek v pol odprtem stanju uspešno obdelan, preide prekinjevalec
toka v zaprto stanje, sicer pa se vrne v odprto stanje [78, 79].
Primeri programskih knjižnic z izvedbo prekinjevalcev toka so Hystrix
[80], Failsafe [81], Resilience4j [82] in Vert.x [83].
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Slika 2.13: Delovanje prekinjevalca toka za zagotavljanje večje odpornosti
na napake v mikrostoritvi [84].
2.5.4 Hitri neuspeh
Ob pošiljanju zahtevka mikrostoritvi je najslabši razplet dobiti počasen odziv
z napako, saj s tem brez učinka zasedemo veliko sistemskih virov. Mikrostori-
tev lahko za določene operacije napako vnaprej predvidi in jo odjemalcu takoj
sporoči. Napako lahko predvidi z uporabo prekinjevalcev toka, ki zahtevke
v odprtem stanju takoj zavrnejo, ali dinamičnim usmerjanjem, pri katerem
zahtevkov ne usmerja k primerkom mikrostoritev, ki trenutno niso delujoči
[78].
2.5.5 Nadomestni mehanizem
Pri nadomestnem mehanizmu mikrostoritev ne sporoči napake odjemalcu,
temveč ustvari nadomestni odgovor, ki ga lahko pridobi tudi s klicem druge
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delujoče mikrostoritve (če na primer mikrostoritev, ki vrača slike, ni dose-
gljiva, se lahko vrne in prikaže vnaprej določena privzeta slika). Nadomestni
mehanizem se običajno uporablja v kombinaciji s prekinjevalci toka in/ali
ponovnim poskušanjem [78].
2.6 Odkrivanje storitev
Običajno posamezna mikrostoritev komunicira z več drugimi mikrostori-
tvami. Naslovi mikrostoritev se zaradi njihovega samodejnega upravljanja z
orkestracijskimi platformami (predstavljenimi v podpoglavju 2.10) in prila-
godljivosti oblačnih aplikacij stalno spreminjajo in jih zato ni mogoče zapisati
v izvorni kodi ali navesti v nastavitvah ob zagonu. Namesto tega je potrebno
v oblačnih aplikacijah uporabiti mehanizem odkrivanja storitev (ang. service
discovery) [79, 84], ki omogoča samodejno registracijo primerka mikrostori-
tve ob zagonu, pridobivanje delujočih primerkov mikrostoritve in samodejno
odstranjevanje nedelujočih.
Gradniki in delovanje mehanizma odkrivanja mikrostoritev so prikazani
na sliki 2.14. Register mikrostoritev hrani informacije o primerkih mikrosto-
ritev, ki vključujejo enolični identifikator, različico in stanje razpoložljivosti
mikrostoritve. Registri mikrostoritev so udejanjeni kot shramba podatkov v
obliki ključ-vrednost, podobno kot konfiguracijski strežniki, predstavljeni v
podpoglavju 2.3. Registri mikrostoritev so zaradi svoje podobnosti s konfigu-
racijskimi strežniki pogosto združeni in upravljajo obe nalogi hkrati [79, 84].
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Slika 2.14: Delovanje odkrivanja storitev [79, 84].
Primerek mikrostoritve ob zagonu sporoči svoj naslov registru ter v določenem
intervalu, ki je kraǰsi od vrednosti TTL (Time-To-Live), osvežuje svoj zapis.
Če ob preteku TTL zapis primerka mikrostoritve ni osvežen, ga register od-
strani iz seznama delujočih primerkov. Mikrostoritve lahko za registracijo
skrbijo same ali pa uporabijo namenske komponente za odkrivanje storitev,
kot je to primer pri storitvenih mrežah, predstavljenih v podpoglavju 2.11.
Odkrivanje storitev je lahko izvedeno v odjemalcu, ki iz registra pridobi na-
slov željene mikrostoritve, ali pa samodejno z namensko komponento, ki od-
jemalcu skrije kompleksnost strukture zalednega dela pri pošiljanju zahtevka.
Primer takšne komponente je aplikacijski prehod, predstavljen v podpoglavju
2.8 [84, 85].
2.7 Porazdeljevanje obremenitev
Zaradi horizontalne razširljivosti mikrostoritev je potrebno kot del odkrivanja
storitev izvesti tudi porazdeljevanje obremenitev. Porazdeljevanje obreme-
nitev razdeli zahtevke po vseh delujočih primerkih mikrostoritve tako, da
vsak opravi približno enako količino dela. Izvedeno je lahko v odjemalcu
ali z namenskimi komponentami, kot so orkestracijska platforma Kuberne-
tes, predstavljena v podpoglavju 2.10, in storitvene mreže, predstavljene v
podpoglavju 2.11 [42, 84].
Porazdeljevanje obremenitve v odjemalcu poteka tako, da ta sam vzdržuje
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seznam razpoložljivih primerkov mikrostoritve in zahtevke enakomerno raz-
poreja mednje (slika 2.15). V ta namen lahko odjemalec uporablja namensko
komponento, ki skrije del kompleksnosti sistema oblačne aplikacije in tako
loči funkcionalnosti aplikacije od njenega upravljanja.
Slika 2.15: Primer porazdeljevanja obremenitve na odjemalcu [79, 84].
2.8 Aplikacijski prehod
Odjemalec običajno želi dostopati do podatkov in funkcionalnosti večjega
števila mikrostoritev. Različni odjemalci potrebujejo različne nabore podat-
kov iz različnih mikrostoritev. Zaledne mikrostoritve poleg tega dinamično
spreminjajo naslove in število njihovih primerkov, kar bi bilo potrebno upoštevati
pri implementaciji različnih odjemalcev. Kadar želimo odjemalcem skriti
kompleksnost in nenehno prilagajanje oblačne arhitekture mikrostoritev, upo-
rabimo aplikacijske prehode (ang. Application Programming Interface Gate-
way; API Gateway)[79, 85].
Aplikacijski prehodi predstavljajo enotno točko dostopa do oblačne apli-
kacije za različne vrste odjemalcev. Aplikacijski prehodi zahtevke odjemal-
cev preusmerijo na določene mikrostoritve glede na podane parametre v URI
zahtevka. Posamezni zahtevki so lahko preusmerjeni na določeno mikrosto-
ritev ali pa na več mikrostoritev. Aplikacijski prehod lahko skrbi tudi za
40 POGLAVJE 2. RAČUNALNIŠTVO V OBLAKU
upravljanje dostopa do virov iz drugih domen (ang. Cross-Origin Resource
Sharing; CORS) z nastavitvijo ustreznih polj v HTTP odgovoru, komunika-
cijo po varneǰsem protokolu HTTPS (HyperText Transfer Protocol Secure)
in overjanje odjemalca. V kombinaciji z odkrivanjem mikrostoritev in poraz-
deljevanjem obremenitve aplikacijski prehod skrije kompleksnost zalednega
oblačnega sistema. S tem se poenostavi izvedba odjemalca, ki mora poslati
le zahtevek aplikacijskemu prehodu. Uporaba aplikacijskega prehoda sicer
podalǰsa čas do odgovora oblačne aplikacije, vendar je ta za večino aplikacij
še vedno dovolj kratek [79, 85].
Na sliki 2.16 je prikazano delovanje aplikacijskega prehoda v kombinaciji
z odkrivanjem storitev in porazdeljevanjem obremenitev.
Slika 2.16: Aplikacijski prehod v kombinaciji z registrom mikrostoritev in
porazdeljevanjem obremenitve [79, 85].
Aplikacijske prehode lahko razvijalci razvijejo sami ali pa jih vključijo v
oblačno aplikacijo kot oblačno storitev. Primeri aplikacijskih prehodov, ki
se lahko uporabijo v oblačni arhitekturi mikrostoritev, so Nginx [86], Kong
[87], Ambassador [88] in Istio Ingress [89]. Slednjega smo v okviru storitvene
mreže Istio (podpoglavje 2.11.1) uporabili pri izdelavi oblačne aplikacije.
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2.9 Virtualizacija
Virtualizacija omogoča neodvisno upravljanje mikrostoritev z izolacijo, več-
najemnǐskim modelom ter razdeljevanjem in rezervacijo virov, kot so proce-
sorske zmogljivosti ter delovni in trajni pomnilnik. Klasičen način virtuali-
zacije predstavlja uporaba navideznih strojev (ang. Virtual Machime, VM),
ki temeljijo na virtualizaciji strojne opreme. Za virtualizacijo mikrostoritev
so navidezni stroji neučinkoviti, saj se prepočasi zaženejo in porabijo preveč
sistemskih virov. Primerneǰsa je uporaba t. i. lahke virtualizacije (ang.
lightweight virtualization) z vsebniki [90].
Razlika v izvedbi virtualizacije s klasičnimi navideznimi stroji in vsebniki
je prikazana na sliki 2.17. Ključna razlika je v tem, da navidezni strojni s po-
gonom Hypervisor virtualizirajo celotno strojno opremo, lahka virtualizacija
z vsebniki pa virtualizira le operacijski sistem (ang. Operating System; OS).
Vsak VM vsebuje operacijski sistem, vmesno programsko opremo in aplika-
cije. Vsebniki si za razliko od VM delijo jedro istega operacijskega sistema, v
vsebnikih pa se izvaja le potrebna vmesna programska oprema in aplikacije
[83, 85]. Za izvajanje vsebnikov skrbi vsebnǐski pogon.
Slika 2.17: Gradniki virtualnih strojev (levo) in lahke virtualizacije z vseb-
niki (desno) [91, 92].
Zaradi razlike v načinu virtualizacije navideznih strojev in vsebnikov
se lahko na isti fizični napravi izvaja veliko več vsebnikov kot navideznih
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strojev. Ker vsebniki ne vsebujejo celotnega operacijskega sistema, so na-
mreč učinkoviteǰsi pri izrabi sistemskih virov gostujoče naprave in se hitreje
zaženejo [91, 92, 93]]. Slednje je tudi ključno pri delovanju in upravljanju
mikrostoritev v dinamičnih oblačnih sistemih. V eksperimentih, opravljenih
v študijah [94, 95, 96, 97, 98], se je v večini primerov izkazalo, da ponuja
lahka virtualizacija z vsebniki bolǰso zmogljivost kot navidezni stroji. So pa
vsebniki omejeni pri podpori različnih operacijskih sistemov, saj se morajo
vsi vsebniki na istem gostitelju izvajati na istem operacijskem sistemu. Tako
vsebnikov za operacijski sistem Windows ni možno poganjati na gostujočem
operacijskem sistemu Linux. V oblačni arhitekturi mikrostoritev je problem
lahko rešen tako, da se izvajanje vsebnikov kombinira z navideznimi stroji,
ki omenjene omejitve nimajo.
Vsebniki omogočajo tudi bolǰso prenosljivost in medsebojno združljivost
različnih gradnikov oblačne aplikacije, saj skrijejo kompleksnost in razno-
likost programskih jezikov, ogrodij, arhitekturnih vzorcev in vmesnikov, s
pomočjo katerih so razvite različne mikrostoritve [92].
Za različne operacijske sisteme obstajajo različne lahke virtualizacijske
tehnologije (tabela 2.1). Najbolj razširjeni so vsebniki Docker, ki smo jih
tudi sami uporabili pri razvoju oblačne aplikacije.
Tabela 2.1: Lahke virtualizacijske tehnologije za različne operacijske sis-
teme [99].
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Vsebniki Docker so med vsemi lahkimi virtualizacijskimi tehnologijami trenu-
tno najbolj razširjeni zaradi svoje večslojne strukture, ki omogoča neodvisno
spreminjanje in ponovno uporabo posameznih slojev v različnih vsebnikih, in
enostavnim upravljanjem prek vmesnika REST. Vsebniki Docker omogočajo
integracijo z orodji za avtomatizirano gradnjo in dostavo po principu DevOps
(ang. Software Development and IT Operations), ki je predstavljen v pod-
poglavju 2.13. Vsebniki Docker so podprti v okviru orkestracijskih platform,
predstavljanih v podpoglavju 2.10 [92, 93].
Struktura sistema Docker je prikazana na sliki 2.18. Osnovna izvajalna
komponenta sistema so vsebniki Docker. Ti se izvajajo na vsebnǐskem pogonu
t. i. Docker daemon, ki je zadolžen tudi za njihovo upravljanje. Vsebniki se
zaženejo iz slik (ang. Docker image), ki vsebujejo gradnike vsebnika v več
slojih. Slike so shranjene v javni ali zasebni shrambi (ang. Docker Registry).
Uporabniki vsebnikov Docker lahko z njimi upravljajo prek vmesnika REST
(ang. Docker client), ki komunicira z vsebnǐskim pogonom (ang. Docker
daemon), ta pa z izbranim vsebnikom [92, 100, 101, 102].
Slika 2.18: Gradniki sistema z vsebniki Docker [100, 101, 102].
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Slika 2.19 prikazuje funkcionalnosti operacijskega sistema Linux, ki jih
za svoje delovanje uporablja sistem Docker. Ta za izvedbo lahke virtualiza-
cije uporablja virtualizacijski tehnologiji LXC (stareǰse različice vsebnikov
Docker) ali libcontainer (noveǰse različice vsebnikov Docker), ki izkorǐsčata
prednosti imenskega prostora (ang. namespaces) in nadzornih skupin (ang.
Control Group; cgroup) operacijskega sistema Linux. Nadzorne skupine
omogočajo upravljanje in omejevanje razpoložljivih sistemskih virov za posa-
mezen vsebnik, imenski prostori pa zagotovijo izolacijo izvajanja definiranim
skupinam, tako da te ne morejo dostopati do virov drugih skupin. Docker
uporablja pet skupin za izolacijo delovanja vsebnikov. Te omogočajo izola-
cijo procesov aplikacij (ang. Process Identifier; PID), datotečnega sistema
(ang. Mount Namespace), naprav (ang. Hostname Namespce), izmenjave
podatkov med procesi (ang. Inter-process communication; IPC) in omrežja
za komunikacijo med vsebniki (ang. Network Namespaces) [100, 101, 102].
Za varno delovanje vsebnikov in preprečevanje vdorov je poleg izolacije
delovanja vsebnikov poskrbljeno z varnostnimi pravili z orodjema SELinux
in AppArmor. Pravila omejujejo dostop vsebnikov do sistemsko pomembnih
gradnikov gostujočega operacijskega sistema, kot so npr. gonilniki. Za zagon
vsebnikov v obliki aplikacijskega procesa na gostiteljskem sistemu poskrbi
programski komplet operacijskega sistema Linux systemd [92, 93, 100, 101,
102].
Slike vsebnikov so predloge, ki vsebujejo shranjena stanja in gradnike, iz
katerih se zaganjajo vsebniki. Vsaka slika vsebnika je zgrajena iz več slo-
jev, ki jih Docker s pomočjo datotečnega sistema Unionfs (Unification File
System) pri zagonu naloži v vsebnik (slika 2.20). Datotečni sistem Unionfs
omogoča združevanje datotek in map več datotečnih sistemov v enoten da-
totečni sistem. Razdelitev slike vsebnikov na več slojev omogoča gradnjo le
posameznih slojev v primeru sprememb, kot je dodajanje nove mikrostoritve
v obstoječo sliko. Posamezni sloji slik so zato lahko uporabljeni v različnih
slikah. Distribucija slike, npr. prenos iz zunanje v lokalno shrambo, zahteva
le prenos slojev, ki so bili na novo dodani ali spremenjeni. Vse slike temeljijo
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na osnovnih slikah (ang. base image), ki običajno predstavljajo operacijski
sistem Linux. Nova slika se gradi na podlagi opisnih direktiv (ang. instructi-
ons), pri čemer vsaka direktiva v sliki ustvari nov sloj. Direktive lahko izve-
dejo zagon ukaza v operacijskem sistemu Linux (npr. izpostavljanje omrežnih
vrat, na katerih bo delujoč vsebnik dosegljiv), dodajanje datoteke ali celotne
mape, ustvarjanje okoljske spremenljivke in navedbo procesa, ki se izvede ob
zagonu vsebnika. Direktive za gradnjo slik vsebnikov se hranijo v datoteki
z imenom Dockerfile. Primer definicije slike Docker z direktivami v datoteki
Dockerfile je prikazan v kodi 2.7 [100, 101, 102].
Slika 2.19: Gradniki lahke virtualizacije z vsebniki Docker na operacijskem
sistemu Linux [101, 102].
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Slika 2.20: Več-slojna slika vsebnika Docker [100].
1 // Slika vsebnika se bo gradila iz obstoje če slike golang:
alpine. Ta vsebuje vse potrebne nastavitve za izvajanje
programske kode , napisane v jeziku Go, na operacijskem
sistemu Linux.
2 FROM golang:alpine
3 // nastavitev okoljskih spremenljivk za izvajanje
mikrostoritve , napisane v programskem jeziku Go
4 ENV GO111MODULE=on \




8 // sprememba trenutne delovne mape
9 WORKDIR /build
10 // kopiranje datoteke go.mod v delovno mapo
11 COPY go.mod .
12 // kopiranje datoteke go.sum v delovno mapo
13 COPY go.sum .
14 // Zagon ukaza v operacijskem sistemu slike vsebnika. Ukaz
namesti zunanje knji žnice , definirane v datoteki go.mod ,
za upravljanje odvisnosti.
15 RUN go mod download
16 // kopiranje datotek iz razvojnega okolja v trenutno delovno
mapo slike vsebnika
17 COPY . .
18 // Zagon ukaza v operacijskem sistemu slike vsebnika. Ukaz
prevede programsko kodo v strojno kodo , ki se nahaja v
datoteki main.
19 RUN go build -o main .
20 // sprememba delovne mape
21 WORKDIR /dist
22 // Zagon ukaza v operacijskem sistemu slike. Ukaz kopira
strojno kodo mikrostoritve iz mape /build v delovno mapo.
23 RUN cp /build/main .
24 // kopiranje okoljskih spremenljivk iz razvojnega okolja v
delovno mapo slike
25 COPY .live.env .
26 // Zagon ukaza v operacijskem sistemu slike vsebnika. Ukaz
prepi še trenutne okoljske spremenljivke s spremenljivkami ,
definiranimi v datoteki .live.env
27 RUN cp .live.env .env
28 // Vsebnik Docker bo zahtevke sprejemal na omre žnih vratih
8010.
29 EXPOSE 8010
30 // Ob zagonu vsebnika Dokcer se bo izvedla datoteka /dist/
main , ki vsebuje strojno kodo napisane mikrostoritve.
31 CMD ["/dist/main"]
Koda 2.7: Primer definicije slike Docker za izvajanje mikrostoritve, napisane
v programskem jeziku Go [100].
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Zagon vsebnika poteka v več korakih. V prvem koraku se prenese slika
vsebnika. Docker preveri, če slika obstaja v lokalni shrambi, v nasprotnem
primeru se prenese iz javne ali zasebne oddaljene shrambe. V drugem ko-
raku se na osnovi slike ustvari nov vsebnik, v tretjem koraku pa se vsebniku
dodeli datotečni sistem. Na zadnjem zapisljivem sloju datotečnega sistema
vsebnika, t. i. sloju read-write, lahko vsebnik bere ali zapisuje datoteke med
izvajanjem. V četrtem koraku je ustvarjen omrežni vmesnik vsebnika, v pe-
tem koraku pa je vsebniku dodeljen naslov IP. V šestem koraku se zažene
proces ob zagonu vsebnika, navedenem v datoteki Dockerfile. V zadnjem,
sedmem, koraku je vsebnik pognan. Mikrostoritev v vsebniku Docker v času
izvajanja prek nastavljenih omrežnih vrat sprejema in odgovarja na zahtevke
[101, 102, 103].
2.10 Orkestracija
V produkcijskem okolju je vsebnikov lahko zelo veliko. Ker so zaradi različnih
napak vsebniki lahko v nekem trenutku neodzivni, jih je za zagotovitev ne-
motenega delovanja aplikacije potrebno učinkovito upravljati. Ker bi bilo
ročno upravljanje zamudno, uporabimo t. i. orkestracijske platforme.
Orkestracija vsebnikov omogoča učinkovito upravljanje z viri, samodejno
horizontalno razširljivost vsebnikov, visoko razpoložljivost, majhne režijske
stroške zaradi deklarativnega modela upravljanja z nastavitvenimi datote-
kami, odkrivanje storitev v gruči, razdeljevanje obremenitve, preverjanje de-
lovanja oz. vitalnosti mikrostoritev (ang. health check), samozdravljenje ter
postopne posodobitve in nadgradnje delujočih vsebnikov. Gručo orkestracij-
ske platforme običajno sestavljajo nadzorna plošča, ki nadzoruje delovanje
sistema, shramba podatkov za njeno nastavitev in posamezna vozlǐsča (ang.
node). V vozlǐsčih izvajalne enote različnih orkestracijskih platform skrbijo
za pravilno delovanje vsebnikov, s katerimi so virtualizirane mikrostoritve
[42, 98, 103, 104].
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Odprtokodne rešitve za orkestracijo vsebnikov vključujejo Apache Mesos
[105], CoreOS [106], Red Hat OpenShift [107], Docker Swarm [108] in Ku-
bernetes [109]. Slednjo smo uporabili pri razvoju oblačne aplikacije, saj je
glede na podatke CNCF med najbolj uporabljenimi [98].
2.10.1 Orkestracijska platforma Kubernetes
Orkestracijska platforma Kubernetes nudi dodaten sloj abstrakcije nad fizično
in navidezno infrastrukturo oblakov (IaaS) za učinkovito upravljanje in za-
gotavljanje delovanja vsebnikov. Kubernetes je sestavljen iz orkestracij-
skega pogona (ang. orchestration engine), ki posplošuje fizično infrastruk-
turo oblaka, in gruč, v katerih se izvajajo oblačne aplikacije [110]. Gradniki
orkestracijske platforme Kubernetes so prikazani na sliki 2.21.
Slika 2.21: Gradniki orkestracijske platforme Kubernetes [110].
Zgradba gruče orkestracijske platforme Kubernetes je prikazana na sliki
2.22. Gruča Kubernetes je sestavljena iz nadzorne ravnine, ki skrbi za delo-
vanje sistema, in podatkovne ravnine, v kateri se nahajajo vozlǐsča. V njih
se izvajajo vozlǐsčni agent (podpoglavje 2.10.1.1.2), omrežni namestnik (ang.
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network proxy) (podpoglavje 2.10.1.1.3) in stroki (ang. pods), ki predsta-
vljajo posamezne izvajalne enote. V strokih se izvaja eden ali več vsebnikov,
s katerimi so virtualizirane mikrostoritve. Vsebniki, ki se izvajajo v istem
































Slika 2.22: Zgradba gruče orkestracijske platforme Kubernetes [111].
2.10.1.1 Podatkovna ravnina Kubernetes
Na podatkovni ravnini Kubernetes se nahajajo vozlǐsča, ki so zadolžena za
izvajanje strokov z vsebniki, zbiranje dnevnǐskih zapisov in naborov podat-
kov, zajetih v meritvah, odkrivanje storitev in porazdeljevanje obremenitev
med stroke. Vozlǐsče Kubernetes je lahko virtualni stroj ali fizični strežnik v
podatkovnem centru ponudnika oblačne platforme [111, 112].
2.10.1.1.1 Strok z vsebniki
Ko je strok dodeljen za izvajanje na nekem vozlǐsču, vsebnǐsko izvajalno
okolje iz zunanje shrambe pridobi sliko vsebnika, ki se nato zažene in izvaja v
stroku. Ob prenehanju izvajanja stroka se odstranijo tudi pripadajoči vseb-
niki. Kubernetes podpira vsebnike, ki sledijo specifikaciji OCI (Open Con-
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tainer Initiative). Med njimi sta najbolj podrti vsebnǐski tehnologiji Docker
in Rocket [111, 112].
2.10.1.1.2 Vozlǐsčni agent
Vozlǐsčni agent (t. i. Kubelet) na vozlǐsčih zagotovi pravilno delovanje
vsebnikov. To zajema zagon, zaustavitev ter preverjanje zdravja in stanja
strokov. Če je strok pri mehanizmu periodičnega preverjanja zdravja neod-
ziven, ga samodejni mehanizem samozdravljenja ponovno zažene. Prav tako
lahko mehanizem strok ponovno zažene, če je njegovo stanje v nasprotju z na-
mestitvijo, pridobljeno od nadzornika na nadzorni plošči. Vozlǐsčni agent na
nadzorno ravnino pošilja vrednosti telemetrijskih metrik in dnevnǐske zapise
stroka [111, 112].
2.10.1.1.3 Omrežni namestnik
Omrežni namestnik z uporabo storitve Kubernetes usmerja in porazde-
ljuje promet na ustrezne stroke. Ti so preko skupne oznake (navedena je v
namestitveni datoteki, npr. v kodi 2.9) logično povezani s storitvijo Kuber-
netes. Vsaka storitev Kubernetes vsebuje naslov IP in omrežna vrata, na
katerih je dosegljiva v programsko usmerjenem omrežju (ang. Software De-
fined Network; SDN). Programsko usmerjeno omrežje je izvedeno z orodjem
Flannel [113]. Storitev Kubernetes je lahko dosegljiva samo znotraj gruče
preko naslova gruče (ang. Cluster IP) ali pa svoje končne točke izpostavi
tudi drugim odjemalcem preko naslova vozlǐsča (ang. Node Port). Gruča
Kubernetes nato zahtevke drugih odjemalcev preusmerja na izpostavljene
naslove vozlǐsč. Povezave med vozlǐsči, storitvami Kubernetes in stroki so
prikazane na sliki 2.23 [111, 112].























Slika 2.23: Povezava storitev, vozlǐsč in strokov v gruči Kubernetes [112].
V kodi 2.8 je prikazan primer definicije storitve Kubernetes v datoteki
YAML (Ain’t Markup Language), ki poveže nameščene stroke iz namestitve
spletnega strežnika Nginx s kode 2.9.
1 // razli čica API
2 apiVersion: v1
3 // vrsta objekta je storitev Kubernetes
4 kind: Service
5 metadata:
6 // oznaka storitve
7 name: nginx
8 // specifikacija objekta Service
9 spec:
10 // storitev bo dosegljiva samo znotraj gru če Kubernetes
11 type: ClusterIP
12 selector:




16 // uporaba komunikacijskega protokola TCP
17 - protocol: TCP
18 // storitev bo dosegljiva na omre žnih vratih 80
19 port: 80
20 // stroki namestitve Nginx so dosegljivi na omre žnih
vratih 80
21 targetPort: 80
Koda 2.8: Definicija koncepta storitve v okolju Kubernetes, ki logično poveže
stroke namestitve [111, 112].
2.10.1.2 Nadzorna ravnina Kubernetes
2.10.1.2.1 Etcd
Orodje Etcd [59] prestavlja shrambo podatkov v obliki ključ-vrednost,
pomembnih za upravljanje gruče Kubernetes. Shramba Etcd [59] omogoča
tudi odkrivanje storitev v gruči tako, da storitve sporočajo svoje naslove v
shrambo, odjemalci storitev pa po njih poizvedujejo (predstavljeno v podpo-
glavju 2.6). V shrambi so shranjeni različni objekti v gruči Kubernetes. Ti
lahko na primer shranjujejo stanje vsebnikov, nastavitve vozlǐsč, strokov in
storitev Kubernetes in rezervacijo virov različnih komponent gruče [111, 112].
2.10.1.2.2 Strežnik API
Strežnik API (ang. API server) izpostavlja funkcionalnosti gruče Ku-
bernetes z vmesnikom REST. S strežnikom komunicirajo tako vozlǐsča kot
uporabniki gruče. Strežnik sprejme zahtevek, ga obdela in ustrezno poso-
dobi stanje objekta v shrambi Etcd [59]. Komponenta gruče Kubernetes, ki
je naročena na spremembe v shrambi Etcd [59] in na katero se spremembe v
shrambi nanašajo, nato posodobi svoje stanje [111, 112].
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2.10.1.2.3 Razporejevalnik gruče
Razporejevalnik gruče (ang. Kube-scheduler) spremlja ustvarjene stroke
in jim dodeli vozlǐsče, na katerem se bodo izvajali glede na razpoložljive vire
v vozlǐsčih in zahteve, definirane v namestitvenih datotekah. Med izvajanjem
poskrbi, da imajo na voljo zadosti virov za delovanje znotraj določenih meja.
Razporejevalnik gruče je izveden s programskim orodjem Fleet [111, 112,
114].
2.10.1.2.4 Nadzornik oblaka
Nadzornik oblaka (ang. Cloud controller) skrbi za komunikacijo med
gručami Kubernetes in drugimi viri v oblaku istega ponudnika ali s storitvami
drugih ponudnikov [111, 112].
2.10.1.2.5 Nadzornik gruče
Nadzornik gruče (ang. Cluster controller) poskrbi, da se v gruči vsa vo-
zlǐsča in stroki vedno nahajajo v željenem stanju. Željeno stanje v gruči je
definirano v datotekah formata YAML v obliki objektov z atributi in nji-
hovimi vrednostmi. Ti zajemajo metapodatke objektov (ang. object meta-
data), njihovo specifikacijo (ang. specification) in željeno končno stanje (ang.
state). Nadzornik sprejme ukaze od strežnika API za namestitev strokov na
vozlǐsčih, nato pa poskrbi, da je v gruči Kubernetes ustvarjeno željeno število
strokov. Namestitve strokov so lahko različne, in sicer [111, 112]:
 ReplicaSet in Deployment. Namestitev zagotavlja delovanje določenega
števila strokov v vozlǐsčih v vsakem trenutku delovanja gruče.
 DaemonSet. Namestitev zagotovi, da se na vsakem razpoložljivem vo-
zlǐsču izvaja vsaj en strok. Stroki v tej namestitvi niso horizontalno
razširljivi.
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 StatefulSet. Namestitev je podobna namestitvi ReplicaSet, vendar za-
gotavlja stabilneǰse delovanje tistih strokov, ki shranjujejo stanje, kot
je to primer podatkovnih shramb. Takšna namestitev strokov bo imela
statično identifikacijsko ime, zaporedno številko in shrambo podatkov
o stroku, ki ob napaki omogoča povrnitev predhodnega stanja.
 Jon in Cron job. Namestitev v ozadju izvaja enkratne ali periodične
naloge, kot je obdelava transakcij, ki ne potrebujejo uporabnǐske inte-
rakcije.
V kodi 2.9 je prikazan primer definicije namestitve stroka spletnega strežnika
Nginx v datoteki YAML [111, 112].
1 // razli čica API
2 apiVersion: apps/v1
3 // vrsta objekta je namestitvev Deployment
4 kind: Deployment
5 // podatki o namestitvi
6 metadata:
7 // ime namestitve
8 name: nginx -deployment
9 // oznaka namestitve
10 labels:
11 app: nginx
12 // specifikacija objekta Deployment
13 spec:
14 // zagnali se bodo trije stroki
15 replicas: 3
16 selector:
17 // oznaka strokov
18 matchLabels:
19 app: nginx
20 // definicija izvajalnega okolja vsebnikov v stroku
21 template:
22 // metapodatki vsebnikov
23 metadata:
24 // oznake vsebnikov




28 // opis vsebnikov
29 containers:
30 // poimenovanje vsebnika
31 - name: nginx
32 // slika iz katere se bo zagnal vsebnik
33 image: nginx :1.14.2
34 ports:
35 // vsebnik bo v stroku dosegljiv na omre žnih vratih
80
36 - containerPort: 80
Koda 2.9: Definicija omrežnega namestnika za namestitev v okolje
Kubernetes v datoteki YAML [111, 112].
Nadzornik željeno stanje dosega s periodičnim zbiranjem vrednosti metrik
iz vozlǐsč in strokov, za kar lahko uporablja orodja cAdvisor [61], Fluend [67]
ali Prometheus [60]. Če postane določeno vozlǐsče, na primer zaradi napake v
delovanju, nedosegljivo, bo to nadzornik zaznal in sporočil razporejevalniku
gruče, da je potrebno stroke v nedelujočem vozlǐsču premestiti drugam [111,
112].
V nadzorniku gruče se izvaja tudi t. i. razširjevalnik strokov (ang. Hori-
zontal Pod Autoscaler), ki skrbi za horizontalno razširljivost strokov, v kate-
rih se izvajajo vsebniki. Razširjevalnik strokov samodejno prilagodi število
strokov, ki pripadajo skupni namestivi v okolju Kubernetes (npr. namesti-
tev v kodi 2.9) glede na njeno nastavitev in zbrane vrednosti telemetrijskih
metrik [111, 112].
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2.10.1.3 Postopna posodobitev namestitve
S postopno posodobitvijo (ang. rolling update) strokov v namestitvi orkestra-
cijska platforma Kubernetes doseže, da se delovanje mikrostoritve v vsebnikih
nikoli ne prekine. Pri namestitvi nove različice mikrostoritve orkestracijska
platforma Kubernetes postopoma ugaša in zaganja stroke z novo različico
mikrostoritve v vsebniku, dokler niso posodobljeni vsi primerki strokov iste
namestitve po vseh vozlǐsčih [111].
2.11 Storitvene mreže
Pri kompleksneǰsih oblačnih aplikacijah orkestracija vsebnikov ni dovolj, saj
je potrebno zagotoviti zanesljivo komunikacijo v kompleksni topologiji mi-
krostoritev. To lahko zagotovimo na več načinov, in sicer s programskimi
knjižnicami v okviru vsake mikrostoritve, vozlǐsčnimi agenti ali z inteligen-
tnimi omrežnimi namestniki, ki se izvajajo poleg vsake namestitvene enote
[115]. Na splošno so najbolǰsa možnost za namestitev storitvene mreže in-
teligentni omrežni namestniki, saj so ti neodvisni od različnih programskih
jezikov, ne zahtevajo spreminjanja programske kode v mikrostoritvah in ne
vnašajo dodatne zakasnitve pri komunikaciji [116, 117].
Storitvena mreža je sestavljena iz podatkovne in nadzorne ravnine (slika
2.24). Omrežni namestniki na podatkovni ravnini skrbijo za odkrivanje sto-
ritev, usmerjanje, porazdeljevanje obremenitve, overjanje zahtevkov, poo-
blaščanje in spremljanje delovanja vsebnikov. Nadzorna ravnina upravlja s
storitveno mrežo, zbira vrednosti telemetrijskih metrik in dnevnǐske zapise
ter konfigurira omrežne namestnike za usmerjanje prometa [116, 117].
Primeri storitvenih mrež so Airbnb Synapse [118], AWS App Mesh [119],
Anthos Service Mesh [120], Consul Service Mesh [121], Linkerd2 [122] in
Istio [123]. Glede na dostopne podatke različnih spletnih virov [124, 125] in
organizacije CNCF je storitvena mreža Istio med najbolj uveljavljenimi, zato
smo jo uporabili tudi pri izdelavi lastne oblačne aplikacije.
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Slika 2.24: Arhitektura storitvene mreže z namestitvijo omrežnih namestni-
kov [116].
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2.11.1 Storitvena mreža Istio
Storitvena mreža Istio je razdeljena na nadzorno in podatkovno ravnino (slika
2.25). Na podatkovni ravnini uporablja omrežne vmesnike orodja Envoy, ki
se izvajajo poleg vsakega vsebnika. Na nadzorni ravnini Istio izpostavlja
programski vmesnik, t. i. istiod, z moduli Istio-Pilot, Istio-Citadel in Istio-
Galley [115, 117, 126, 127].
Istio-Pilot skrbi za odkrivanje storitev, v katerih se izvaja omrežni name-
stnik Envoy. Poskrbi za nastavitve usmerjanja, prekinjevalce tokov (podpo-
glavje 2.5.3) in porazdeljevanje obremenitve (podpoglavje 2.7).
Istio-Citadel skrbi za overjanje, varno komunikacijo po protokolu mTLS
(Mutual Transport Layer Security authentication) in pooblaščanje dostopa
pri komunikaciji z omrežnimi namestniki.
Istio-Galley je zadolžen za komunikacijo s podatkovno ravnino storitvene
mreže. Nastavitve iz nadzorne ravnine sporoča omrežnim namestnikom. Ti
mu pošiljajo vrednosti telemetrijskih metrik in dnevnǐske zapise, ki se nato
shranijo z orodjem Prometheus. Za vizualizacijo metrik se uporablja orodje
Grafana [62], za porazdeljeno sledenje zahtevkov med omrežnimi namestniki
pa orodja Zipkin [73], Lightsetop [75] in Datadog [76], Jaeger [77]. Za nadzor
in nastavitev storitvene mreže Istio lahko uporabimo orodje Kiali [128].
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Slika 2.25: Gradniki storitvene mreže Istio [115, 126, 127, 129].
2.12 Brez-strežnǐsko delovanje
Brez-strežnǐsko (ang. serverless) računalnǐstvo vpeljuje dodaten sloj abstrak-
cije nad do sedaj opisanimi principi računalnǐstva v oblaku. Prednost brez-
strežnǐskega delovanja je, da se lahko razvijalec oblačnih aplikacij posveti
programski kodi, ostali elementi oblačnih aplikacij, kot so nadzor delova-
nja, zagotavljanje odpornosti na napake, odkrivanje storitev, porazdeljeva-
nje obremenitev, aplikacijski prehodi, virtualizacija, orkestracija in zanesljiva
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komunikacija med storitvami, pa so v domeni ponudnika oblačne platforme
[23].
Primerjava med običajnim računalnǐstvom v oblaku, ki ga lahko poimenu-
jemo tudi strežnǐsko računalnǐstvo v oblaku (ang. serverful cloud computing),
in brez-strežnǐskimi oblačnimi aplikacijami je predstavljena v tabeli 2.2.
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Brez-strežnǐsko izvajanje oblačnih aplikacij trenutno v veliki meri teme-
lji na oblačnih funkcijah (ang. Function as a Service; FaaS), kot so AWS
Lambda [130], Google Cloud Function [131], IBM Cloud Functions [132],
Azure Functions [133], in zaledju kot storitev (ang. Backend as a Service;
BaaS), ki poskrbi za shrambo podatkov, gostovanje, obveščanje in overjanje
uporabnikov [134]. Na področju brez-strežnǐskega izvajanja oblačnih aplika-
cij obstajajo tudi rešitve, ki temeljijo na orkestracijskih platformah. Glede
na podatke CNCF so najbolj razširjene Apache OpenWhish [135], Kubeless
[136], Knative [137] in Google Cloud Run [138]. Najbolj popularne brez-
strežnǐske platforme temeljijo na orkestracijski platformi Kubernetes, pred-
stavljeni v podpoglavju 2.10.1.
2.13 Avtomatizacija delovanja
Število mikrostoritev, ki sestavljajo aplikacijo, je zaradi značilnosti oblačnih
aplikacij običajno veliko. Ročna gradnja, testiranje, nameščanje, izvajanje
in nadziranje velikega števila mikrostoritev bi bila počasna in neučinkovita,
zato je koristno vse korake razvojnega cikla posameznih mikrostoritev čim
bolj avtomatizirati.
V praksi sledi razvoj mikrostoritev ciklu DevOps (slika 2.26), katerega ko-
2.13. AVTOMATIZACIJA DELOVANJA 63
raki morajo torej biti tudi čim bolj avtomatizirani. To dosežemo z vzorcema
samodejne integracije in dostave (ang. Continuos Integration and Continu-
ous Delivery; CI/CD) [134, 139]. V orodjih CI/CD razvijalci navedejo korake
za gradnjo, testiranje in namestitev mikrostoritev. Ti koraki so odvisni od
uporabljenih programskih jezikov, orodij za upravljanje z odvisnostmi, testi-
ranja, uporabljene virtualizacije in oblačnih platform. Razširjeni samostojni
rešitvi za CI/CD sta Jenskih [140] in TeamCity [141]. Primeri orodij CI/CD,
ki so na voljo kot oblačne storitve, so CircleCI [142], CloudBees CodeShip
[143] in TravisCI [144]. Slednjo smo uporabili pri gradnji in namestitvi mi-
krostoritev lastne oblačne aplikacije.
Slika 2.26: Razvoj oblačnih aplikacij po principu DevOps in primeri orodij
na vsakem koraku [134, 139].
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Poglavje 3
Predvajanje video posnetkov
Ogled videa na zahtevo (Video on Demand; VOD) na spletu je za uporabnika
priročneǰsi način od tradicionalnega razpršenega oddajanja (ang. broadcast),
saj uporabnik ni odvisen od razporeda predvajanja ponudnika video vsebin.
Platforme VOD, ki bi pred predvajanjem prenesle celoten posnetek, bi bile
neuporabne, saj je količina podatkov za prenos prevelika in bi uporabnik to
opazil v obliki zelo velike zakasnitve začetka predvajanja. Če želimo zago-
toviti učinkovito predvajanje videa na spletu brez zatikanja, z minimalno
zakasnitvijo in z možnostjo prilagajanja njegove kvalitete razpoložljivi pa-
sovni širini, je potrebno video predvajati po delčkih, ki se v ozadju v času
predvajanja ločeno prenašajo s strežnika [145]. Slika 3.1 ponazarja zaka-
snitve predvajanja video posnetka zaradi prenosa video delčkov s strežnika
[146, 147, 148].
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Slika 3.1: Predvajanje video posnetka na spletu. Zakasnitve se pojavijo
zaradi spreminjajočih se razmer v omrežju. Zaradi tega je potrebno medpo-
mnjenje prispelih video delčkov [149].
Pred uveljavitvijo standarda HTML5 (Hypertext Markup Language re-
vision 5) je bilo za predvajanje video posnetkov v brskalniku potrebno upo-
rabljati vtičnike, kot je Adobe Flash Player. Za prenos video posnetkov
se je uporabljal protokol RTP (Real-Time Transport Protocol), za nadzor
predvajanja pa protokola RTSP (Real-Time Streaming Protocol) in SDP
(Session Description Protocol). Pri uporabi vtičnikov in protokolov RTSP
in RTP je bila potrebna dodatna programska in strojna oprema (npr. po-
sebni strežniki za predvajanje videa in kodirniki), saj se njihova vsebina ne
more prenašati po obstoječi spletni infrastrukturi, ki temelji na protokolih
TCP, UDP (User Datagram Protocol) in HTTP. Problem se pojavi tudi
pri prehajanju požarnih zidov in prevajanja IP naslovov (Network Address
Translation; NAT) v usmerjevalnikih, saj RTSP in RTP delujeta na omrežnih
vratih 554, ki navadno niso privzeto omogočena [146, 147, 148].
Danes se za dostavo video vsebin lahko uporabijo obstoječi spletni strežniki
in omrežja za dostavo vsebin CDN. Nadzor nad upravljanjem seje prenosa
video posnetka ima odjemalec, tako da je lahko spletni strežnik enostavneǰsi.
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Za prenos video delčkov je mogoče uporabiti enega izmed protokolov, ki
uporabljajo spletni protokol HTTP. Med najpogosteje uporabljenimi proto-
koli so MPEG-DASH (Moving Picture Experts Group – Dynamic Adaptive
Streaming over Hypertext Transfer Protocol) [150], MSS (Microsoft Smo-
oth Streaming) [151] in HLS (Hypertext Transfer Protocol Live Streaming)
[149, 152, 153]. MPEG-DASH uporabljajo YouTube [154], Netflix [155] in
Amazon Prime Video [156], MSS pa predvsem Microsoftovi izdelki. HLS
uporabljajo Applovi izdelki, DailyMotion [157] in TwitchTV [158]. Vsem
navedenim protokolom je skupno, da za opis predvajanja video posnetka
uporabljajo indeksne datoteke v formatu XML [147, 149, 150, 151, 152, 153].
Pri izdelavi lastne aplikacije smo uporabili protokol HLS, saj ga že uporablja
platforma VOD Voyo podjetja Pro Plus, za katero je aplikacija namenjena.
3.1 Protokol HLS
Na sliki 3.2 je prikazana struktura sistema pri predvajanju video posnetka po
protokolu HLS. Video kodirnik najprej pretvori posnetek v format MPEG2-
TS (MPEG2 Transport Stream). Posnetek v tem formatu je nato razdeljen
na posamezne datoteke z nekaj-sekundnimi video delčki, ki so shranjene na
strežniku. Na strežniku se pred predvajanjem ustvari indeksna datoteka s
potmi do datotek z vsemi delčki, ki sestavljajo VOD. Na podlagi vsebine
indeksne datoteke lahko nato predvajalnik med predvajanjem zaporedoma
pridobiva video delčke iz strežnika [149, 52, 153].
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Slika 3.2: Zgradba sistema za predvajanje video posnetkov s protokolom
HLS [149].
Indeksna datoteka je sestavljena iz opisnih direktiv v formatu m3u8 (Mo-
ving Picture Experts Group Audio Layer 3 Uniform Resource Locator UTF-
8 encoded characters), ki označujejo vrsto predvajanja (VOD ali pretočno
predvajanje v živo) in naslove video delčkov. Če je predvajanje videa za-
varovano pred nepooblaščenim dostopom, lahko indeksna datoteka vsebuje
tudi naslove, ki vsebujejo informacije o šifriranju shranjenih video delčkov.
Odgovornost strežnika je, da zagotovi dostop do informacij o šifriranju samo
pooblaščenim odjemalcem. Protokol HLS podpira šifriranje video delčkov z
algoritmom AES (Advance Encryption Standard) s 128-bitnimi ključi. Za
podporo prilagajanju kvalitete predvajanja lahko indeksna datoteka (ki se v
tem primeru imenuje glavna indeksna datoteka, ang. master index file) vse-
buje naslove alternativnih seznamov predvajanja video delčkov drugih kako-
vosti (slika 3.3). Video predvajalnik v času predvajanja video posnetka meri
čas prenosa in velikost prenešenih video delčkov. Iz tega izračuna trenutno
pasovno širino in ob spremembi zamenja kvaliteto predvajanja, navedeno v
glavni indeksni datoteki [149, 152].
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V kodi 3.1 je prikazan primer alternativnih seznamov predvajanja v različnih
kvalitetah v zapisu m3u8, koda 3.2 pa ponazarja primer seznama predvajanja
video posnetka v izbrani kvaliteti v zapisu m3u8.
Slika 3.3: Struktura glavne indeksne datoteke za različne kvalitete predva-
janja posnetka [149].
1 // oznaka za za četek zapisa m3u8
2 #EXTM3U
3 // razli čica protokola HLS (obstaja 8 razli čic , uporabili smo
razli čico 3)
4 #EXT -X-VERSION :3
5 // Oznaka ozna čuje , da naslednji naslov ka že na drug seznam
predvajanja. Nujno mora vsebovati podatek o potrebni
pasovni š irini v bitih na sekundo (bit/s). Vsebuje lahko
tudi lastnosti predvajanja , š tevilo sli čic na sekundo , lo č
ljivosti in uporabljene kodeke.
6 // v konkretnem primeru prvi seznam predvajanja potrebuje
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vsaj 1.2 Mbits/s pasovne š irine. Uporabljen je najbolj obi
čajen avdio kodek mp4a .40.2 (Advance Audio Coding - Low
Complexity; AAC - LC) pri predvajanju videa , kodiranega s
H.264 (MPEG -4 Part 10). Kvaliteta predvajanja je 480p.
7 #EXT -X-STREAM -INF:PROGRAM -ID=1,BANDWIDTH =1400000 , CODECS="mp4a
.40.2",RESOLUTION =842x480 ,NAME="480p"
8 /naslov -gostitelja/hlsStream/v1/vod /480p.m3u8
9 // drugi , kvalitetnej ši seznam predvajanja potrebuje vsaj 4.2
Mbits/s pasovne š irine. Kvaliteta predvajanja je 1080p.
10 #EXT -X-STREAM -INF:PROGRAM -ID=1,BANDWIDTH =5000000 , CODECS="mp4a
.40.2",RESOLUTION =1920 x1080 ,NAME="1080"
11 /naslov -gostitelja/hlsStream/v1/vod /1080p.m3u8
Koda 3.1: Glavna indeksna datoteka s seznamom predvajanja video posnetka
v različnih kvalitetah v formatu m3u8 [149, 152].
1 #EXTM3U
2 #EXT -X-VERSION :3
3 // Ozna čuje zaporedno š tevilko prvega naslova , ki se pojavi v
seznamu predvajanja. Za VOD je vedno 0. Pri predvajanjih
v živo , kjer ne poznamo dol žine trajanja in š tevila video
del čkov , se š tevilka posodablja po principu drse čega okna
(ang. sliding window playlist) glede na š tevilo že
prenesenih video del čkov.
4 #EXT -X-MEDIA -SEQUENCE :0
5 // dol žina video del čka v datoteki v sekundah
6 #EXT -X-TARGETDURATION :5
7 // Vrsta predvajanja je VOD. Lahko bi bilo tudi preto čno
predvajanje v živo.
8 #EXT -X-PLAYLIST -TYPE:VOD
9 // Oznaka za naslednji video del ček v seznamu predvajanja.
Dol žina naslednjega video del čka v sekundah.
10 #EXTINF :5.021333 ,
11 // naslov video del čka za prenos
12 /naslov -gostitelja/chunk -downloader/v1/chunk /1
13 #EXTINF :5.072000 ,
14 /naslov -gostitelja/chunk -downloader/v1/chunk /2
15 // Oznaka , da naslednji video del ček ni iz istega zaporedja
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del čkov kot tisti pred njim. Pomembno zaradi
sinhronizacije video del čkov v predvajalniku iz razli čnih
posnetkov.
16 #EXT -X-DISCONTINUITY
17 #EXTINF :4.621333 ,
18 /naslov -gostitelja/chunk -downloader/v1/chunk /3
19 // Oznaka za zaklju ček seznama predvajanja VOD. Pri
predvajanjih v živo te oznake ni , saj predvajalnik pri
prenosu zadnjega video del čka v datoteki še enkrat zahteva
datoteko m3u8 , v kateri je nato posodobljen seznam video
del čkov.
20 #EXT -X-ENDLIST
Koda 3.2: Seznam predvajanja video posnetka v formatu m3u8 v izbrani
kvaliteti [149, 152].
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Poglavje 4
Oblačna aplikacija
V praktičnem delu magistrske naloge smo izdelali aplikacijo za urejanje in
dostavo video posnetkov, pripravljenih za predvajanje na spletu, z uporabo
oblačnih arhitekturnih vzorcev, predstavljenih v drugem poglavju. Z ustvar-
jeno aplikacijo smo izbolǰsali pomanjkljivosti obstoječih rešitev na tem po-
dročju, ki so bile predstavljene v uvodu. Z oblačno arhitekturo mikrostoritev
smo olaǰsali vzdrževanje, avtomatizirali nameščanje gradnikov aplikacije, iz-
bolǰsali njeno prilagodljivost in integracijo v obstoječe sisteme za dostavo
vsebin.
Aplikacija omogoča ogled knjižnice video posnetkov, njihovo nalaganje in
razrez ter izbiro ali ustvarjanje projektov, v katerih se urejajo video posnetki
na časovnicah ustvarjenih sekvenc. Na časovnico sekvence lahko uporabnik
dodaja ali z nje odstranjuje posnetke. Po zaključku urejanja lahko video
objavi, tako da postane dostopen izven izbranega projekta ali pa ga prenese
v lokalno shrambo. Vse opravljeno delo se sproti shranjuje, tako da lahko
uporabnik z urejanjem nadaljuje kasneje.
Aplikacija je razdeljena na zaledni (ang. backend) in čelni del (ang. fron-
tend). Čelni del vključuje spletni uporabnǐski vmesnik za lažji prikaz delo-
vanja in uporabe aplikacije. Ključni del aplikacije je zaledni del, ki se izvaja
na platformah različnih javnih oblačnih ponudnikov.
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4.1 Zaledni del
Zaledni del sestavljajo sledeče komponente.
 Mikrostoritve predstavljajo posamezne neodvisne funkcionalne enote
zalednega dela aplikacije. V aplikaciji smo ločili štiri vrste mikrostori-
tev, in sicer:
– mikrostoritve za upravljanje s podatki; te imajo dostop do vsaka
svoje relacijske podatkovne zbirke,
– mikrostoritve za izvajanje izrazito asinhronih operacij, t. i. delavci
(ang. workers),
– mikrostoritve za izvajanje sinhronih operacij po principu zahteva-
odgovor,
– mikrostoritvi za združevanje podatkov,
 Oblačna orodja zagotavljajo visoko razpoložljivost, upravljanje, razširljivost,
zanesljivost komunikacije in nadzor delovanja aplikacije.
 Aplikacijski prehod skrbi za enoten dostop do funkcionalnosti zalednega
dela aplikacije.
Ključni gradniki zalednega dela aplikacije so mikrostoritve. Te izvajajo
nalaganje, rezanje in shranjevanje video posnetkov, prepoznavanje njihove
vsebine, shranjevanje in pridobivanje metapodatkov o posnetkih in njiho-
vih delčkih, pripravo datotek v zapisu m3u8 za predvajanje posnetkov po
protokolu HLS iz njihovih metapodatkov, povezovanje video delčkov s pripa-
dajočimi posnetki, izdelavo novih posnetkov iz obstoječih delčkov, pretvorbo
v različne kvalitete predvajanja ter objavo video posnetkov, ki se lahko nato
preko naslova URL (Uniform Resource Locator) vključijo v različne upo-
rabnǐske aplikacije.
Arhitektura zalednega dela aplikacije je prikazana na sliki 4.1. Z zeleno
barvo so označene mikrostoritve, ki skrbijo za upravljanje s podatki. Z modro
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barvo so označene mikrostoritve, ki skrbijo za sinhrone operacije po principu
zahteva-odgovor. Z oranžno barvo so označene mikrostoritve, ki skrbijo za
združevanje metapodatkov aplikacije. Z rdečo barvo so označeni delavci. Ti
opravljajo izrazito asinhrone operacije manipulacije z video posnetki. Mi-
krostoritve zunanjih ponudnikov in aplikacijski prehod so označeni z belo
barvo.
Pred vsakim delavcem je sporočilna vrsta izvedena z orodjem RabbitMQ,
ki uporablja protokol AMQP. Za komunikacijo med mikrostoritvami se upo-
rablja protokol gRPC, razen tam, kjer je na sliki 4.1 označeno drugače. Za
uporabnǐske zahtevke in komunikacijo med aplikacijskim prehodom in mikro-
storitvami uporabljamo komunikacijski vmesnik REST z vhodnimi in izho-
dnimi podatki v formatu JSON. Za prenos, poizvedbe in spreminjanje meta-














Slika 4.1: Mikrostoritvena arhitektura zalednega dela aplikacije.
4.1.1 Mikrostoritve za upravljanje s podatki
Mikrostoritve, ki upravljajo z metapodatki oblačne aplikacije, delujejo na ja-
vanski platformi EE in uporabljajo relacijsko podatkovno shrambo Amazon
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MySQL [159]. Glede na definirane sheme se z objektno-relacijsko preslikavo
JPA v podatkovni shrambi ob prvem zagonu samodejno ustvarijo ustrezne
tabele in povezave med njimi. Podatkovna shramba je sestavljena iz več
shem. Do posameznih tabel v shemi ima dostop samo mikrostoritev, ki je
zadolžena za podatke v shemi. Povezave med podatki v shrambi so prikazane
z diagramom ERD (Entity Relationship Diagram) na sliki 4.2. V diagramu
smo z barvami ločili tabele, za katere skrbi določena mikrostoritev. Tabela
Project vsebuje metapodatke o projektu, zanjo pa skrbi “Upravljalnik po-
datkov o projektih”. V modrih tabelah so shranjeni metapodatki celotnih
video posnetkov, zanje pa skrbi “Upravljalnik video podatkov”. Za tabeli,
označeni s sivo barvo, skrbi “Upravljalnik podatkov o video delčkih”. Tabeli
vsebujeta metapodatke o lokaciji fizične shrambe video delčkov in njihove in-
deksne povezave s celotnim posnetkom. Za oranžni tabeli skrbi “Upravljalnik
podatkov o sekvencah”. Tabeli shranjujeta metapodatke sekvenc in indekse
povezanih video posnetkov pri urejanju novega videa.
Slika 4.2: Diagram ERD podatkovne zbirke v MySQL.
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4.1.1.1 Shranjevalnik medijev
Mikrostoritev “Shranjevalnik medijev” poskrbi za shranjevanje video posnet-
kov, video delčkov in slik v datotečno podatkovno shrambo Amazon S3 [160].
Podatkovno shrambo S3 [160] sestavljajo logične mape oz. t. i. vedra
(ang. buckets), v katerih so shranjene datoteke. “Shranjevalnik medijev”
za ustvarjanje veder in nalaganje datotek uporablja protokol gRPC. Zah-
tevke za ustvarjanje veder in nalaganje datotek pošiljajo mikrostoritve “Re-
zalnik posnetkov”, “Upravljalnik medijev”, “Pripravljalnik video posnetkov
za predvajanje na spletu” in “Izrezovalnik slik iz videa” (slika 4.1). Zahtevki
gRPC za komunikacijo s “Shranjevalnikom medijev” so navedeni v tabeli 4.1.
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gRPC


























Mikrostoritve “Prenašalnik video delčkov”, “Pripravljalnik video posnet-
kov za predvajanje na spletu”, “Analizator video vsebine” in “Rezalnik po-
snetkov” od “Shranjevalnika medijev” zahtevajo datoteke preko vmesnika
REST (slika 4.1). Zahtevek za prenos datotek je opisan v tabeli 4.2. V ta-
beli je konkretna vrednost spremenljivke URI označena z zavitimi oklepaji
({}).
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4.1.1.2 Upravljalnik video podatkov
Mikrostoritev “Upravljalnik video podatkov” skrbi za podatke, ki pripadajo
celotnim video posnetkom. Mikrostoritev tako shranjuje ime posnetka, nje-
govo dolžino, ključne besede, naslov do prikazne slike posnetka, ime vedra,
v katerem je shranjen posnetek, in shranjeno ime v podatkovni shrambi
Amazon S3. Video posnetek lahko pripada določenemu projektu, če je ob
posnetku naveden njegov identifikator. Pri urejanju videa upravljalnik po-
sodablja njegov status (ustvarjen, v obdelavi, objavljen). Komunikacija z
mikrostoritvijo poteka izključno po protokolu gRPC. Mikrostoritve, ki ko-
municirajo z upravljalnikom, so razvidne iz slike 4.1, opis strukture njihovih
zahtevkov pa je podan v tabeli 4.3.
Tabela 4.3: Zahtevki gRPC za upravljanje z metapodatki video posnetkov.
Zahtevek
gRPC
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Zahtevek
gRPC

































































4.1. ZALEDNI DEL 81
Zahtevek
gRPC








































4.1.1.3 Upravljalnik podatkov o video delčkih
Mikrostoritev “Upravljalnik podatkov o video delčkih” shranjuje metapo-
datke o video delčkih in jih poveže s pripadajočim posnetkom. Video delčki
so tako kot celotni posnetki shranjeni v shrambi Amazon S3. Položaj delčka v
posnetku določa podatek “position”, s podatkom “resolution” pa je označena
kvaliteta video delčka. Z mikrostoritvijo komunicirata mikrostoritvi “Pripra-
vljalnik video posnetkov za predvajanje na spletu” in “Združevalnik video
podatkov in njihovih delčkov” (slika 4.1) po protokolu gRPC (tabela 4.4).
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Tabela 4.4: Zahtevki gRPC za upravljanje z metapodatki video delčkov.
Zahtevek
gRPC
Vhodni podatki Izhodni podatki Učinek

























































delčkov, ki so na
voljo.
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gRPC

































4.1.1.4 Upravljalnik podatkov o sekvencah
Mikrostoritev “Upravljalnik podatkov o sekvencah” skrbi za metapodatke o
sekvencah, znotraj katerih se urejajo novi video posnetki. Sekvenca shranjuje
ime, indeks projekta, ki mu pripada, indekse povezanih video posnetkov in
njen trenutni status (ustvarjena, v urejanju, objavljena). Zahtevke mikro-
storitvi pošiljajo “Združevalnik metapodatkov mikrostoritev”, “Združevalnik
video podatkov in njihovih delčkov” in “Upravljalnik sekvenc” (slika 4.1).
Komunikacija z mikrostoritvijo poteka po protokolu gRPC (tabela 4.5).
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Tabela 4.5: Zahtevki gRPC za upravljanje z metapodatki sekvenc.
Zahtevek
gRPC
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Zahtevek
gRPC

























































in vrne status o
uspehu oz. neu-
spehu operacije.
4.1.1.5 Upravljalnik podatkov o projektih
Mikrostoritev “Upravljalnik podatkov o projektih” skrbi za delitev ureja-
nja video posnetkov po različnih vsebinskih sklopih. Projekt ima shranjeno
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ime in prikazno sliko. Zahtevek za nov projekt pošlje odjemalec preko apli-
kacijskega prehoda, prikazanega na sliki 4.1. Odločili smo se za vmesnik
REST zaradi možnosti neposrednega nalaganja prikaznih slik iz spletnega
odjemalca (tabela 4.6) v formatu multipart/form-data (spletni obrazec). Ko-
munikacija z mikrostoritvami “Združevalnik medapodatkov mikrostoritev”
in “Upravljalnik medijev v projektih” (slika 4.1) poteka po protokolu gRPC
(tabela 4.7).











Tabela 4.7: Zahtevki gRPC za upravljanje s projekti.
Zahtevek
gRPC
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gRPC
































4.1.2 Mikrostoritve za asinhrone operacije
Mikrostoritve, ki izvajajo izrazito asinhrone operacije z video delčki in po-
snetki, so napisane v programskem jeziku Go. Komunikacija s temi mikrosto-
ritvami poteka preko sporočilnih vrst orodja RabbitMQ. Vsaka mikrostoritev
je naročena na lastno sporočilno vrsto. Mikrostoritve, ki pošiljajo podatke v
sporočilne vrste, in delavci, ki so na njih naročeni, morajo poznati naslov in
ime željene sporočilne vrste.
4.1.2.1 Pripravljalnik video posnetkov za predvajanje na spletu
Mikrostoritev “Pripravljalnik video posnetkov za predvajanje na spletu” glede
na podatka o vedru in imenu shrambe pridobi naložen video posnetek. Nato
ga z orodjem FFmpeg [161] razreže na pet-sekundne video delčke v formatu
MPEG2-TS [149], kvalitete 480p in 1080p s specifikacijami, zapisanimi v
tabeli 4.8.
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Tabela 4.8: Uporabljene specifikacije več-kvalitetnega razreza videa na vi-
deo delčke kvalitete 480p in 1080p z uporabo kodeka H.264 [162].







480p 854x480 1250 kbit/s 1600 kbit/s 128 kbit/s
1080p 1920x1080 4500 kbit/s 5300 kbit/s 192 kbit/s
Mikrostoritev “Pripravljalnik video posnetkov za predvajanje na spletu”
jemlje videoposnetke iz sporočilne vrste “MEDIA CHUNKS QUEUE”, v ka-
tero podatke po koncu nalaganja video posnetka pošilja mikrostoritev “Upra-
vljalnik medijev” (slika 4.1). V vhodnih sporočilih so zapisani metapodatki
novo naloženih video posnetkov v formatu JSON. Koda 4.1 prikazuje format
zapisa vhodnih podatkov. V omenjeni kodi in ostalih podobnih, ki ji sle-
dijo, je podatkovni tip konkretne vrednosti, ki pripada določenemu ključu, v
formatu JSON zapisan v oglatih oklepajih (<>).
1 {
2 "mediaId": <int >,
3 "keywords": <Array <string >>,
4 "createdAt": <int >,
5 "updatedAt":<int >,
6 "name": <string >,
7 "length": <int >,
8 "status": <int >,
9 "awsBucketWholeMedia": <string >,
10 "awsStorageNameWholeMedia": <string >
11 }
Koda 4.1: Vhodni metapodatki v mikrostoritev za pripravo video posnetka
na predvajanje iz sporočilne vrste.
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4.1.2.2 Rezalnik posnetkov
Mikrostoritev “Rezalnik posnetkov” na podlagi indeksa video delčka pridobi
njegovo datoteko in jo na podlagi podatkov o začetni in končni časovni točki
z orodjem FFmpeg [161] razreže. Tako ustvari izrezan video posnetek željene
dolžine.
Mikrostoritev “Rezalnik posnetkov” je naročen na sporočilno vrsto “ME-
DIA CUTTER”, v katero podatke za razrez video delčkov pošlje mikrosto-
ritev “Upravljalnik medijev v projektih” (slika 4.1). Mikrostoritev dobiva
podatke o indeksih video delčkov, začetnem in končnem času izseka video
delčka v sekundah, položaja video delčka v posnetku, ločljivosti in indeksu
pripadajočega videa. V kodi 4.2 so prikazani vhodni podatki v formatu
JSON, ki jih mikrostoritev dobi iz sporočilne vrste za razrez začetnega in
končnega delčka video posnetka.
1 [
2 {
3 "chunkId": <int >,
4 "from": <double >,
5 "to": <double >,
6 "position": <int >,
7 "resolution": <string >,
8 "mediaId": <int >
9 },
10 . . .
11 ]
Koda 4.2: Vhodni podatki za razrez začetnega in končnega video delčka
posnetka.
4.1.2.3 Analizator video vsebine
Mikrostoritev “Analizator video vsebine” uporablja storitev ponudnika “Goo-
gle Video AI” [163], ki prepozna vsebino video posnetka in jo vrne v obliki
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eno-besednih opisov. Mikrostoritev je naročena na sporočilno vrsto “VI-
DEO ANALYSIS QUEUE”, v katero po koncu nalaganja video posnetka
pošlje podatke mikrostoritev “Upravljalnik medijev” ali pa po objavi vi-
dea mikrostoritev “Izdelovalnik video posnetkov iz sekvenc” (slika 4.1). Iz
sporočilne vrste dobi indeks video posnetka v formatu JSON (koda 4.3), ki
ga vsebinsko analizira s pomočjo storitve “Google Video AI” [163].
1 {
2 "mediaId": <int >
3 }
Koda 4.3: Vhodni podatek indeksa video posnetka za njegovo vsebinsko
analizo.
4.1.2.4 Izrezovalnik slik iz videa
Mikrostoritev “Izrezovalnik slik iz videa” glede na indeks video posnetka
pridobi njegove metapodatke in pripadajoče video delčke. Nato izračuna,
kateri video delček potrebuje, ga pridobi iz shrambe in iz njega z orodjem
FFmpeg [161] izreže sličico. Nazadnje to sličico shrani kot prikazno sliko
videa v formatu JPG (Joint Photographic Group).
Mikrostoritev “Izrezovalnik slik iz videa” je naročena na sporočilno vr-
sto “IMAGE QUEUE”, v katero pošlje mikrostoritev “Upravljalnik medijev”






Koda 4.4: Vhodna podatka za izrez slike iz željenega video posnetka.
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4.1.2.5 Izdelovalnik video posnetkov iz sekvenc
Mikrostoritev “Izdelovalnik video posnetkov iz sekvenc” pridobi glede na in-
deks sekvence metapodatke povezanih video posnetkov in njihovih delčkov.
Z indeksiranjem pridobljenih podatkov ustvari nov video posnetek. Ustvar-
jeni posnetek je nato takoj na voljo za predvajanje na spletu, saj so bili
vsi njegovi video delčki že prej pripravljeni za predvajanje na spletu. Po
končanem indeksiranju mikrostoritev z orodjem FFmpeg [161] združi video
delčke v novo video datoteko formata mp4 (MPEG-4 Part 14), ki je nato na
voljo tudi za lokalni prenos.
Mikrostoritev “Izdelovalnik video posnetkov iz sekvenc” je naročena na
sporočilno vrsto “MEDIA PUBLISHER”, v katero podatke o izdelavi novega
posnetka pošlje mikrostoritev “Upravljalnik sekvenc” (slika 4.1) v formatu






Koda 4.5: Vhodna podatka v mikrostoritev, ki izdela in objavi nov video
posnetek iz podane sekvence.
4.1.3 Mikrostoritve za izvajanje sinhronih operacij po
principu zahteva-odgovor
Mikrostoritve za izvedbo funkcionalnosti aplikacije po principu zahteva-odgovor
so vezni členi med mikrostoritvami za upravljanje s podatki, mikrostori-
tvami za asinhrone operacije in mikrostoritvami za združevanje podatkov.
Večinoma so napisane v programskem jeziku Go, razen mikrostoritve “Upra-
vljalnik medijev”, ki je napisana v Javi.
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4.1.3.1 Upravljalnik medijev
Mikrostoritev “Upravljalnik medijev” skrbi za nalaganje, brisanje in prido-
bivanje različnih vrst medijev (video posnetki in slike). Komunikacija z mi-
krostoritvijo poteka preko aplikacijskega prehoda z vmesnikom REST (slika
4.1). Podprti zahtevki odjemalca so navedeni v tabeli 4.9, pri čemer je kon-
kretna vrednost spremenljivke URI označena z zavitimi oklepaji ({}). Pri
prvi metodi POST so vhodni podatki v formatu multipart/form-data (sple-
tni obrazec). Metoda GET vrne datoteke različnih formatov. Vsi ostali
vhodni in izhodni podatki so v formatu JSON.
























/ Metoda izbrǐse izbran
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4.1.3.2 Upravljalnik medijev v projektih
Mikrostoritev “Upravljalnik medijev v projektih” pridobiva metapodatke o
izrezanih video posnetkih v projektu in sproži proces razreza izbranega video
posnetka. Komunikacija z mikrostoritvijo poteka preko vmesnika REST.
Zahtevke mikrostoritvi pošilja mikrostoritev “Združevalnik metapodatkov
mikrostoritev” (slika 4.1). Podprti zahtevki so zbrani v tabeli 4.10.
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4.1.3.3 Upravljalnik sekvenc
Mikrostoritev “Upravljalnik sekvenc” skrbi za urejanje novih video posnet-
kov znotraj sekvence. To zajema pridobivanje metapodatkov videov v se-
kvenci, dodajanje in brisanje videov iz sekvence in proženje procesa objave
sekvence po koncu njenega urejanja. Zahtevke mikrostoritvi pošilja mikrosto-
ritev “Združevalnik metapodatkov mikrostoritev” (slika 4.1) prek vmesnika
REST. Zahtevki so zbrani v tabeli 4.11.
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/ Metoda izbrǐse željeni








za njeno objavo v
sporočilno vrsto “ME-
DIA PUBLISHER”.
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4.1.3.4 Prenašalnik video delčkov
Mikrostoritev “Prenašalnik video delčkov” je zadolžena za pridobivanje vi-
deo delčkov in ustrezno nastavitev zaglavja odgovora, da se lahko nato ti
predvajajo v brskalniku. Zahtevke mikrostoritvi pošiljajo odjemalci preko
aplikacijskega prehoda (slika 4.1). Komunikacija z mikrostoritvijo poteka
prek vmesnika REST. V tabeli 4.12 je naveden zahtevek za prenos video
delčka.










/ Metoda prenese željen










Mikrostoritev “Video predvajalnik” je zadolžena za ustvarjanje datotek v
formatu m3u8 iz metapodatkov video posnetkov in sekvenc po protokolu HLS
[149]. Datoteke v formatu m3u8 vsebujejo zapis zaporedja video delčkov,
na podlagi katerih lahko odjemalec predvaja video posnetek (podpoglavje
3.1). Zahtevke mikrostoritvi odjemalci pošiljajo preko aplikacijskega prehoda
(slika 4.1) z vmesnikom REST (tabela 4.13).
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Tabela 4.13: Zahtevki vmesnika REST za predvajanje video posnetkov in
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4.1.4 Mikrostoritvi za združevanje podatkov
Mikrostoritvi za združevanje podatkov skrbita, da so metapodatki različnih
mikrostoritev urejeni tako, da jih lahko mikrostoritve za izvajanje sinhronih
operacij po principu zahteva-odgovor neposredno uporabijo.
4.1.4.1 Združevalnik video podatkov in njihovih delčkov
Kot izhaja iz njenega imena, mikrostoritev skrbi za združevanje metapodat-
kov video posnetkov in njihovih delčkov. Združuje tudi metapodatke se-
kvence in pripadajočih video posnetkov. Napisana je v programskem jeziku
Go. Zahtevke mikrostoritvi pošiljajo mikrostoritve “Upravljalnik medijev v
projektih”, “Izdelovalnik video posnetkov iz sekvenc” in “Video predvajal-
nik” (slika 4.1). Komunikacija z mikrostoritvijo poteka po protokolu gRPC
na podlagi zahtevkov, navedenih v tabeli 4.14.
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Zahtevek
gRPC





















4.1.4.2 Združevalnik metapodatkov mikrostoritev
Mikrostoritev “Združevalnik metapodatkov mikrostoritev” je napisana v pro-
gramskem jeziku TypeScript. Odjemalcu izpostavlja točko dostopa do po-
datkov preko vmesnika GraphQL API (podpoglavje 2.2.2.5.4), s pomočjo
katerega lahko pridobiva oz. spreminja podatke iz različnih mikrostoritev.
Zahtevke mikrostoritvi pošilja odjemalec preko aplikacijskega prehoda (slika
4.1).
Poizvedbe GraphQL so navedene v tabeli 4.15, spremembe GraphQL pa
v tabeli 4.16.
Tabela 4.15: Poizvedbe GraphQL, definirane v mikrostoritve za
združevanje podakov.
Ime poizvedbe GraphQL Učinek
metapodatkiProjektov Poizvedba pridobi matapodatke vseh projek-
tov.
metapodatkiEnegaProjekta Poizvedba pridobi metapodatke enega pro-
jekta.
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Ime poizvedbe GraphQL Učinek
iskanjeVideoPosnetkov Poizvedba pridobi metapodatke video po-
snetkov različnih vrst (izrezani posnetki v
projektu, posnetki v obdelavi, objavljeni po-
snetki, vsi posnetki).
sekvenceProjekta Poizvedba pridobi metapodatke sekvenc zno-
traj izbranega projekta.
videoPosnetkiSekvence Poizvedba pridobi metapodatke posnetkov,
ki se nahajajo znotraj izbrane sekvence.
Tabela 4.16: Spremembe GraphQL, definirane v mikrostoritvi za
združevanje metapodatkov.
Ime spremembe GraphQL Učinek
posodobiMetapodatkeProjekta Sprememba GraphQL posodobi in vrne me-
tapodatke izbranega projekta.




Sprememba GraphQL posodobi in vrne me-
tapodatke izbranega video posnetka.
ustvariSekvenco Sprememba GraphQL ustvari in vrne meta-
podatke sekvence.
posodobiMetapodatkeSekvence Sprememba GraphQL posodobi metapo-
datke izbrane sekvence.
dodajAliOdstraniVideoIzSekvence Sprememba GraphQL poveže indeks video
posnetka z izbrano sekvenco.
objaviSekvenco Sprememba GraphQL sproži proces objave
sekvence po koncu njenega urejanja.
izbrǐsiSekvenco Sprememba GraphQL izbrǐse željeno se-
kvenco iz izbranega projekta.
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Ime poizvedbe GraphQL Učinek
razrežiVideo Sprememba GraphQL sproži proces razreza
videa ob podanem začetnem in končnem
času.
4.1.5 Izvajanje mikrostoritev na oblačnih platformah
Ker se mikrostoritve izvajajo na oblačnih platformah Google Cloud [34], Mi-
crosoft Azure [35] in Amazon Web Services [36], smo uporabili rešitve za
izvajanje oblačnih aplikacij, predstavljenih v drugem poglavju.
Izvedbene podrobnosti mikrostoritev smo skrili z uporabo lahke virtua-
lizacije z vsebniki Docker (podpoglavje 2.9.1). Vsebnike upravlja orkestra-
cijska platforma Kubernetes (podpoglavje 2.10.1). Za zanesljivo komunika-
cijo, odkrivanje mikrostoritev, dinamično usmerjanje prometa, porazdeljeva-
nje obremenitve in opazovanje delovanja skrbi storitvena mreža Istio (pod-
poglavje 2.11.1). Nastavitve mikrostoritev je mogoče spreminjati na konfi-
guracijskem strežniku Etcd [59]. Stanje in konfiguracijo mikrostoritev lahko
spremljamo z orodjem Kiali [128]. Metrike in dnevnǐske zapise delovanja
vsebnikov zbira Prometheus [70], vizualiziramo pa jih s storitvijo Grafana
[62]. Zahtevke spremljamo z orodjem Jaeger [77]. Prometheus, Grafana in
Jaeger so storitve na nadzorni ravnini storitvene mreže Istio.
Primer vizualizacije zbranih metrik z orodjem Grafana, povezanih z obre-
menitvijo mikrostoritve “Video predvajalnik”, je prikazan na sliki 4.3. Slika
4.4 prikazuje primer sledenja zahtevkom na aplikacijskem prehodu Istio In-
gress z orodjem Jaeger.
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Postopek gradnje in namestitve mikrostoritev smo avtomatizirali po prin-
cipu DevOps z orodjem CI/CD TravisCI [134], saj bi ročna gradnja in name-
stitev vzeli preveč časa. Orodje TravisCI deluje tako, da spremlja spremembe
v določenih vejah (ang. branch) shrambe programske kode GitHub [164]. Ob
zaznani spremembi si naloži programsko kodo in izvede zaporedje korakov,
navedenih v datoteki .travis.yml v formatu YAML. Potek in uspeh oz. ne-
uspeh gradnje posamezne mikrostoritve v okolju TravisCI [134] je mogoče
spremljati v njegovem spletnem vmesniku.
Slika 4.3: Metrike mikrostoritve “Video predvajalnik”, vizualizirane z orod-
jem Grafana [62].
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Slika 4.4: Sledenje zahtevkom na aplikacijskem prehodu Istio Ingress z
orodjem Jaeger [77].
4.1.6 Aplikacijski prehod
Z uporabo aplikacijskega prehoda smo odjemalcem aplikacije skrili komple-
ksnost zalednega sistema. Odjemalci lahko do zaledja aplikacije dostopajo
preko enotne točke dostopa z vmesnikom REST.
Uporabili smo aplikacijski prehod Istio Ingress [89], s katerim smo izpo-
stavili funkcionalnosti mikrostoritev, “Upravljalnik medijev”, “Video pred-
vajalnik”, “Prenašalnik video delčkov”, “Upravljalnik podatkov o projektih”
in “Združevalnik metapodatkov mikrostoritev”. To smo naredili tako, da
smo v konfiguracijski datoteki v formatu YAML ustvarili t. i. virtualne sto-
ritve (ang. virtual service) na storitveni mreži Istio (podpoglavje 2.11.1).
Vsaka virtualna storitev ima definirano predpono naslova URI in preusmeri-
tev na določeno storitev na orkestracijski platformi Kubernetes. Na aplika-
cijskem prehodu smo s šifrirnim protokolom TLS (Transport Layer Security)
omogočili varneǰso komunikacijo z zunanjimi odjemalci (npr. s spletno apli-
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kacijo, predstavljeno v podpoglavju 4.3) po protokolu HTTPS.
Definicija uporabljenega aplikacijskega prehoda Istio Ingress v formatu
YAML je prikazana v kodi 4.6. Koda 4.7 podaja primer definicije virtu-
alne storitve za preusmeritev na konkretno storitev Kubernetes, v okviru
katere se izvaja strok z vsebnikom, v katerem je virtualizirana mikrostoritev
“Prenašalnik video delčkov”.
1 // razli čica API
2 apiVersion: networking.istio.io/v1alpha3
3 // objekt aplikacijskega prehoda
4 kind: Gateway
5 metadata:
6 // ime aplikacijskega prehoda
7 name: mag20 -gateway
8 spec:
9 selector:
10 // Istio Ingress
11 istio: ingressgateway
12 servers:
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28 // ime naslova certifikata v storitveni mre ži Istio
29 credentialName: httpbin -credential




Koda 4.6: Definicija aplikacijskega prehoda Istio Ingress v formatu YAML.
1 // razli čica API
2 apiVersion: networking.istio.io/v1alpha3
3 // objekt virtualne storitve na aplikacijskem prehodu
4 kind: VirtualService
5 metadata:
6 // ime virtualne storitve
7 name: chunk -downloader
8 spec:




13 // izbira aplikacijskega prehoda po njegovem imenu
14 - mag20 -gateway




19 // predpona naslova URI za preusmeritev zahtevka
20 prefix: /chunk -downloader/
21 rewrite:
22 // pri preusmeritvi se predpona naslova URI prepi še z
"/"
23 uri: "/"





28 // omre žna vrata konkretne storitve Kubernetes
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29 number: 8005
30 // sklicevanje na konkratno storitev Kubernetes
31 host: mag20 -chunks -downloader
Koda 4.7: Definicija preusmeritve zahtevka iz aplikacijskega prehoda na
konkretno storitev Kubernetes.
4.2 Delovanje aplikacije
Pred začetkom urejanja video posnetkov uporabnik izbere ali ustvari pro-
jekt, v katerem bo urejal posnetke, povezane z določeno tematiko, saj tako
lahko svoje delo lažje organizira. V aplikacijo je možno naložiti lastne video
posnetke v formatu mp4 iz lokalne shrambe. V projektu si lahko uporabnik
ogleda knjižnico video posnetkov po različnih kategorijah. Posnetki so razde-
ljeni na objavljene, neobjavljene razrezane posnetke znotraj projekta in video
posnetke v obdelavi. Vsak posnetek ima zaradi lažjega iskanja in predstave o
njegovi vsebini samodejno ustvarjen naslov, prikazno sliko in ključne besede.
Vsak posnetek iz knjižnice si je mogoče ogledati in ga urediti. Posnetku
lahko pri urejanju zamenjamo naslov in prikazano sliko z njenim izrezom
iz posnetka v določenem časovnem trenutku. Z izborom začetne in končne
točke na časovnici video posnetka lahko tega na izbranem intervalu razrežemo
in tako ustvarimo video posnetek, ki je dostopen samo znotraj projekta.
Za ustvarjanje novega video posnetka je potrebno ustvariti sekvenco. Na
časovnico sekvence se z mehanizmom “povleci in spusti” (ang. drag and drop)
poljubno dodajajo ali odstranjujejo video posnetki iz knjižnice posnetkov.
Med urejanjem se lahko sekvenca predvaja, tako da lahko uporabnik sproti
pogleda nastajajoči video. Po zaključku urejanja se video posnetek v sekvenci
objavi in tako postane dostopen izven izbranega projekta. Posnetek se po
objavi lahko prenese tudi v lokalno shrambo. Vse opravljeno delo se sproti
shranjuje, tako da lahko uporabnik z urejanjem nadaljuje kasneje.
V nadaljevanju podpoglavja bomo predstavili zaporedje zahtevkov med
mikrostoritvami pri nalaganju video posnetkov, njihovem predvajanju in iz-
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rezu. Predstavili bomo tudi zaporedje zahtevkov urejanja in objave nove
sekvence video posnetkov.
4.2.1 Nalaganje in priprava video posnetkov za pred-
vajanje na spletu
Pred začetkom urejanja lahko v aplikacijo naložimo lastne video posnetke iz
lokalne shrambe. Zaporedje zahtevkov med mikrostoritvami pri nalaganju
novega posnetka je prikazano na sliki 4.5. Uporabnik preko aplikacijskega
prehoda sproži proces nalaganja in priprave video posnetkov za predvaja-
nje na spletu. Zahtevek se preusmeri mikrostoritvi “Upravljalnik medijev”
(korak 1). Za nalaganje posnetkov je zadolžena mikrostoritev “Upravljalnik
medijev”, ki najprej s klicem mikrostoritve “Shranjevalnik medijev” naloži
posnetek v shrambo Amazon S3 [160] (korak 2), nato pa s klicem mikrosto-
ritve “Upravljalnik video podatkov” ustvari metapodatke o posnetku (korak
3). Nazadnje pošlje podatke o naloženem posnetku v sporočilni vrsti “ME-
DIA CHUNKS QUEUE ”in “VIDEO ANALYSIS QUEUE” (koraka 4 in 5).
Mikrostoritev “Pripravljalnik video posnetkov za predvajanje na spletu”
dobi podatke iz sporočilne vrste “MEDIA CHUNKS QUEUE” in z njihovo
pomočjo pridobi naložen video posnetek (korak 6.1). V naslednjem koraku
(6.2) ustvari video delčke in jih shrani v shrambo Amazon S3 [160]. Na-
zadnje ustvari metapodatke shranjenih video delčkov s klicem mikrostoritve
“Upravljalnik podatkov o video delčkih” (korak 6.3) in spremeni stanje video
posnetka s klicem mikrostoritve “Upravljalnik video podatkov” (korak 6.4).
Mikrostoritev “Analizator video vsebine” pridobi podatke iz sporočilne
vrste “VIDEO ANALYSIS QUEUE” (korak 7) in z uporabo storitve “Google
Video AI” [163] pridobi podatke o vsebini video posnetka (koraka 7.1 in
7.2). Vsebino posnetka shrani s klicem mikrostoritve “Upravljalnik video
podatkov” (korak 7.3). Šesti in sedmi korak se izvajata hkrati.
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Slika 4.5: Zaporedje zahtevkov med mikrostoritvami pri nalaganju video
posnetkov v aplikacijo.
4.2.2 Predvajanje video posnetkov na spletu
Zaporedje zahtevkov med mikrostoritvami pri predvajanju video posnetkov
na spletu je prikazano na sliki 4.6. Aplikacijski prehod zahtevek odjemalca z
indeksom izbranega posnetka posreduje mikrostoritvi “Video predvajalnik”
(korak 1). Ta s posredovanjem mikrostoritve “Združevalnik video podatkov
in njihovih delčkov” pridobi metapodatke posnetka, ki se nahajajo v mikro-
storitvah “Upravljalnik video podatkov” in “Upravljalnik podatkov o video
delčkih” (koraki 2, 3 in 4). Iz pridobljenih podatkov “Video predvajalnik”
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ustvari datoteko v formatu m3u8 po protokolu HLS in jo posreduje odje-
malcu. Ta nato video posnetek predvaja tako, da ga prenaša po delčkih iz
mikrostoritve “Prenašalnik video delčkov”, ki delčke pridobi iz mikrostoritve
“Shranjevalnik medijev” (koraka 5 in 6).
Slika 4.6: Zaporedje zahtevkov med mikrostoritvami pri predvajanju videa.
Podobno zaporedje zahtevkov se pojavi tudi pri predvajanju sekvence
med njenim urejanjem z razliko, da “Združevalnik video podatkov in nji-
hovih delčkov” najprej pridobi iz mikrostoritve “Upravljalnik podatkov o
sekvencah” indekse video posnetkov, ki se trenutno nahajajo v izbrani se-
kvenci.
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4.2.3 Izrez video posnetkov
Zaporedje zahtevkov pri izrezu izseka iz obstoječega video posnetka je pri-
kazano na sliki 4.7. Uporabnik preko aplikacijskega prehoda z metodo POST
protokola HTTP pošlje zahtevek s spremembo GraphQL mikrostoritvi “Združevalnik
metapodatkov mikrostoritev” za izrez videa v izbranem projektu z navedbo
začetne in končne časovne točke (korak 1). Iz pripravljenih video posnetkov
lahko izrežemo določen časovni izsek tako, da mikrostoritvi “Upravljalnik
medijev v projektih” sporočimo začetni in končni čas izseka izbranega videa
(korak 2). “Upravljalnik medijev v projektih” iz mikrostoritve “Združevalnik
video podatkov in njihovih delčkov” pridobi metapodatke videa, ki se naha-
jajo v mikrostoritvah “Upravljalnik video podatkov” in “Upravljalnik po-
datkov o video delčkih” (koraki 3, 4, 5). Nato mikrostoritev “Upravljalnik
medijev v projektih” ustvari nov posnetek, ki je dostopen znotraj izbranega
projekta, s klicem mikrostoritve “Upravljalnik video podatkov” (korak 6) in
po časovni oznaki logično poveže obstoječe video delčke formata MPEG2-
TS z novim posnetkom. Povezave ustvari s klici mikrostoritve “Upravljalnik
podatkov o video delčkih” (korak 7). Če se časovni oznaki začetka in konca
izreza posnetka ne ujemata z začetkom prvega in koncem zadnjega video
delčka v izbranem časovnem intervalu, ju mikrostoritev “Upravljalnik me-
dijev v projektih” pošlje v sporočilno vrsto z imenom “MEDIA CUTTER”
(korak 8).
Mikrostoritev “Rezalnik posnetkov” v devetem koraku pridobi podatke
o razrezu začetnega in končnega video delčka posnetka. Nato mikrostoritev
“Rezalnik posnetkov” iz shrambe pridobi video delčka (korak 10), ju razreže
in shrani (korak 11). V naslednjem koraku ustvari metapodatke novih vi-
deo delčkov in ju poveže z izbranim video posnetkom s klicem mikrostoritve
“Upravljalnik podatkov o video delčkih” (korak 12). Na koncu spremeni sta-
tus izrezanega videa s klicem mikrostoritve “Upravljalnik video podatkov”
(korak 13).
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Slika 4.7: Zaporedje zahtevkov med mikrostoritvami pri rezanju časovnega
izseka iz obstoječega videa.
4.2.4 Urejanje sekvenc
Zaporedje zahtevkov pri urejanju sekvence je prikazano na sliki 4.8. Upo-
rabnik preko aplikacijskega prehoda z metodo POST protokola HTTP pošlje
zahtevek s spremembo GraphQL mikrostoritvi “Združevalnik metapodatkov
mikrostoritev” (korak 1). Za ustvarjanje novih posnetkov je najprej po-
trebno narediti sekvenco s klicem mikrostoritve “Upravljalnik podatkov o
sekvencah” (korak 2). Pri urejanju sekvenc (dodajanje ali brisanje posnet-
kov iz sekvence) mikrostoritev “Združevalnik metapodatkov mikrostoritev”
pokliče mikrostoritev “Upravljalnik sekvenc” (korak 3). Ta pri dodajanju ali
brisanju posnetkov iz sekvence pridobi iz mikrostoritve “Upravljalnik video
podatkov” indeks posnetka (korak 4) in ga poveže z novo sekvenco s klicem
mikrostoritve “Upravljalnik podatkov o sekvencah” (korak 5).
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Slika 4.8: Zaporedje zahtevkov med mikrostoritvami pri urejanju sekvenc.
Med urejanjem se lahko sekvenca predvaja s klicem mikrostoritve “Video
predvajalnik” in podanim indeksnim parametrom sekvence.
4.2.5 Objava sekvenc
Zaporedje zahtevkov pri objavi sekvenc med mikrostoritvami je prikazano na
sliki 4.9. Sekvenco lahko po zaključku urejanja objavimo. Uporabnik pošlje
preko aplikacijskega prehoda z metodo POST protokola HTTP zahtevek za
objavo sekvence s spremembo GraphQL. Aplikacijski prehod zahtevek pre-
umseri mikrostoritvi “Združevalnik metapodatkov mikrostoritev” (korak 1).
Ta nato zahtevek posreduje mikrostoritvi “Upravljalnik sekvenc” (korak 2).
Mikrostoritev “Upravljalnik sekvenc” zahtevo posreduje v sporočilno vrsto z
imenom “MEDIA PUBLISHER” (korak 3).
Mikrostoritev “Izdelovalnik video posnetkov iz sekvenc” prejme zahtevek
iz sporočilne vrste in izvede korake za objavo novega posnetka (korak 4). Iz
mikrostoritve “Upravljalnik podatkov o sekvencah” najprej pridobi metapo-
datke o željeni sekvenci (korak 5), nato pa s klicem mikrostoritve “Upra-
vljalnik video podatkov” ustvari nov video (korak 6). S klicem mikrostoritve
“Združevalnik video podatkov in njihovih delčkov” pridobi metapodatke o
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vsebujočih video posnetkih in njihovih delčkih v sekvenci (korak 7), ki se na-
hajajo v mikrostoritvah “Upravljalnik podatkov o sekvencah”, “Upravljalnik
video podatkov” in “Upravljalnik podatkov o video delčkih” (koraki 8, 9,
10). V naslednjem koraku mikrostoritev “Izdelovalnik video posnetkov iz se-
kvenc” metapodatke pridobljenih video delčkov logično poveže z novim video
posnetkom, tako da njihove metapodatke pošlje mikrostoritvi “Upravljalnik
video podatkov o video delčkih” (korak 11). V zadnjem koraku spremeni
stanje video posnetka (korak 12).
Po koncu objave sekvence mikrostoritev “Izdelovalnik video posnetkov iz
sekvenc” združi video delčke v nov posnetek v formatu mp4 in ga shrani na
novi lokaciji z mikrostoritvijo “Shranjevalnik medijev” (korak 13). Posnetek
je nato tudi na voljo za prenos v lokalno shrambo.
Slika 4.9: Zaporedje zahtevkov pri objavi sekvenc med mikrostoritvami.
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Objava posnetka je učinkovita, saj mikrostoritev “Izdelovalnik video po-
snetkov iz sekvenc” le indeksira obstoječe video delčke v nov posnetek. Ustvar-
jeni video posnetek je nato takoj na voljo za ogled s klicem mikrostoritve
“Video predvajalnik” in podanim indeksnim parametrom videa.
4.3 Čelni del
Za prikaz delovanja aplikacije za urejanje in dostavo video vsebin s principi
oblačne arhitekture mikrostoritev smo razvili spletno aplikacijo, ki se izvaja
na brez-strežnǐski oblačni storitvi Google Cloud Run [138]. Spletna aplika-
cija nudi uporabnikom enoten uporabnǐski vmesnik ne glede na uporabljen
brskalnik in operacijski sistem. Razvita je bila po principu aplikacije na eni
strani (ang. Single Page Application; SPA) v programskem jeziku Type-
Script in ogrodju Angular 9 [165]. Pri uporabi aplikacije SPA ima uporabnik
občutek, da uporablja klasično namizno aplikacijo, ki se izvaja v okviru ope-
racijskega sistema. Aplikacije na eni strani se namreč v brskalniku v celoti
naložijo le ob prvem zagonu, med uporabo pa se posodabljajo le delčki upo-
rabnǐskega vmesnika. Na ta način pohitrimo delovanje spletne aplikacije, saj
se izognemo vsakokratnemu ponovnemu nalaganju celotne spletne strani, ko
uporabnik na njej izvede neko dejanje.
Za predvajalnik video posnetkov po protokolu HLS smo uporabili odpr-
tokodni projekt Videogular2 [166].
V nadaljevanju je predstavljeno delovanje in izgled uporabnǐskega vme-
snika spletne aplikacije.
116 POGLAVJE 4. OBLAČNA APLIKACIJA
4.3.1 Uporabnǐski vmesnik spletne aplikacije
Na začetnem zaslonu lahko uporabnik ustvari, spremeni, izbrǐse in izbere
projekt, v okviru katerega bo urejal video posnetke (slika 4.10). V zgornjem
desnem kotu s klikom na napis “Live media” (slika 4.10a) preide na zaslon s
pregledom vseh objavljenih video posnetkov.
Slika 4.10: Izbira projekta, v katerem bo uporabnik urejal video posnetke.
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V pregledu objavljenih posnetkov lahko uporabnik izbira posnetke iz
knjižnice, jih predvaja, prenese v lokalno shrambo ali pa izbrǐse iz aplika-
cije. Na sliki 4.11 je predvajanje izbranega posnetka prikazano na levi strani,
knjižnica posnetkov pa na desni strani grafičnega uporabnǐskega vmesnika
(ang. Graphical User Interface; GUI). Pod knjižnico posnetkov je gumb, s
katerim uporabnik odpre modalno okno, ki omogoča nalaganje lastnih po-
snetkov v aplikacijo (slika 4.11a).
Slika 4.11: Predvajanje (levo) in pregled (desno) objavljenih video posnet-
kov.
Ob izbiri željenega projekta na sliki 4.10 se uporabniku odpre okno za ure-
janje (slika 4.12a). Na sliki 4.12b lahko uporabnik ǐsče med vsemi posnetki v
aplikaciji, med posnetki, izrezanimi v projektu, in sekvencami. S klikom na
gumb za predvajanje na izbranem posnetku se uporabniku odpre predvajalnik
in zaslon (slika 4.12c) z dodatnimi informacijami o predvajanem posnetku.
S klikom na gumb (slika 4.12d) se iz izbranega posnetka ob trenutnem času
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predvajanja izreže in zamenja prikazana slika videa. Ob izbiri začetne in
končne časovne točke izreza in kliku na gumb “Poreži video” (slika 4.12e)
se iz izbranega posnetka ustvari nov posnetek. Ta se nato pojavi v knjižnici
“Posnetki projekta” (slika 4.12b). Z izbiro sekvence za urejanje se uporab-
niku prikaže njena časovnica na sliki 4.12f. Na časovnico sekvence lahko
uporabnik s funkcijo “povleci in spusti” dodaja video posnetke iz knjižnice
(slika 4.12b) ali pa jih s pritiskom na rdeč gumb z oznako smetnjaka odstrani
(slika 4.12g). S pritiskom na gumb za predvajanje sekvence (slika 4.12h) se
trenutni video posnetki na časovnici prikažejo v predvajalniku.
Slika 4.12: Vmesnik za urejanje posnetkov in sekvenc v izbranem projektu.
Po zaključku urejanja lahko uporabnik klikne na gumb za objavo se-
kvence (slika 4.13a). Uporabniku se odpre modalno okno, v katerega vpǐse
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željeno ime novega video posnetka. Ta je sestavljen iz posnetkov na časovnici
sekvence in je čez nekaj trenutkov že na voljo za predvajanje v knjižnici ob-
javljenih posnetkov, ki so prikazani na sliki 4.11.
Slika 4.13: Modalno okno za objavo sekvence po koncu njenega urejanja.
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Poglavje 5
Sklepne ugotovitve
V magistrskem delu smo raziskali področje računalnǐstva v oblaku in izdelali
aplikacijo, ki temelji na predstavljenih oblačnih principih in tehnologijah,
skraǰsuje montažo ter dostavo za splet pripravljenih video posnetkov in tako
rešuje probleme obstoječih rešitev.
Izdelana aplikacija ima bolje zasnovano arhitekturo od pregledanih ob-
stoječih rešitev, ki imajo monolitno zgradbo. Zaradi tega je aplikacijo za
urejanje in dostavo video vsebin mogoče enostavno nadgrajevati, vzdrževati
in integrirati v obstoječe sisteme za dostavo vsebin. Pri izrezu video posnet-
kov aplikacija manipulira neposredno z delčki izbranega video posnetka, ki
so bili že predhodno pripravljeni za predvajanje na spletu. Objava novih
posnetkov je zato učinkoviteǰsa, saj je nov posnetek mogoče ustvariti le z
indeksiranjem obstoječih video delčkov, ponovna obdelava za predvajanje na
spletu pa ni potrebna. Za predvajanje novo objavljenih posnetkov po koncu
urejanja je potrebno poznati samo njihov naslov URL, saj se predvajanje
videa izvede kot ena izmed oblačnih storitev. Vključitev naslova URL do
video posnetka v drugo spletǐsče pa predstavlja preprosteǰsi način integracije
v primerjavi z načini, ki jih uporablja večina obstoječih spletnih aplikacij na
področju urejanja in dostave posnetkov.
Pri razvoju oblačne aplikacije smo se srečali s kar nekaj problemi. Prvi
problem se je odrazil v omejenih oblačnih virih, saj smo uporabljali možnost
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brezplačne uporabe javnih oblakov za razvoj in testiranje aplikacij. Pred-
vsem pereč problem je bilo omejeno število vozlǐsč in strokov orkestracijske
platforme Kubernetes, kar smo rešili z uporabo več javnih oblakov različnih
ponudnikov.
Problem je predstavljala tudi nezdružljivost (ang. vendor lock-in) soro-
dnih storitev v uporabljenih javnih oblakih in vmesnikov za dostop do njih,
kar otežuje komunikacijo med moduli izdelane aplikacije, ki se izvajajo v
različnih oblakih. Primera nezdružljivih oblačnih storitev sta Amazonovi in
Googlovi storitvi za nadzor delovanja aplikacij (CloudWatch [167] in Opera-
tions [168]) in storitveni mreži (App Mesh [119] in Anthos [120]). Problem
zaprtosti specifičnih rešitev oblačnih ponudnikov smo premostili z uporabo
odprtokodnih rešitev. V primeru storitvene mreže smo tako uporabili sto-
ritveno mrežo Istio (podpoglavje 2.11.1), ki obenem vsebuje tudi orodja za
nadzor delovanja aplikacije.
Problema različnih vmesnikov za dostop do javnih oblakov nismo uspeli
zadovoljivo rešiti. Obstajajo sicer industrijski standard CIMI (Cloud Infra-
structure Management Interface) in poskusi z uporabo integracijskih knjižnic,
kot je fog.io [169], vendar v praksi javni oblaki še ne podpirajo nič od ome-
njenega, saj med ponudniki poteka boj za prevlado na trgu [170, 171, 172].
Izdelano aplikacijo bomo uporabili za hitreǰso dostavo video vsebin na
različna spletǐsča podjetja Pro Plus, ki se ukvarja s produkcijo video vsebin.
Predvsem bo uporabna za urejanje in dostavo pretočnih video vsebin, ki so
bili pred kratkim na platformi Voyo predvajani v živo (npr. šporni dogodki,
novice). Njihove povzetke bo z izdelano oblačno aplikacijo možno enostavno
in hitro objaviti.
Oblačno aplikacijo bomo v bližnji prihodnosti prilagodili tako, da bo lahko
dostopala do zasebnih virov podjetja Pro Plus, kot so shramba video posnet-
kov in njihovih metapodatkov, sporočilne vrste in spletǐsča, na katerih bodo
videoposnetki objavljeni. Nadgradili jo bomo tudi z zaščito video posnetkov,
ki jo omogoča protokol HLS (podpoglavje 3.1) v kombinaciji z obstoječim
sistemom overjanja. Del mikrostoritev, ki se ukvarja s prikaznimi slikami
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projektov in video posnetkov, bomo izvedli z obstoječimi storitvami pod-
jetja, zato prikaznim slikam v tem delu nismo namenili velike pozornosti.
Vsako razvito mikrostoritev bo potrebno pred uporabo še temeljito testirati
s testi programskih enot in delovanja v testnem okolju.
V prihodnosti bomo lahko postopoma dodali tudi možnost vključitve gra-
fik in tekstov v video, če se bo za to pri uporabi aplikacije pojavila potreba.
Pri tem bo potrebna previdnost, saj vsak dodaten korak pri urejanju videa
podalǰsa čas njegove obdelave v zalednem delu aplikacije. Montaža videa bi
lahko postala preveč časovno zahtevna, aplikacija pa bi tako izgubila svojo
ključno prednost.
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