ABSTRACT The presence of faulty valves has been studied in the literature with various machine learning approaches. The impact of using fault data only to train the system could solve the class imbalance problem in the machine learning approach. The data sets used for fault detection contain many independent variables, where the salient ones were selected using stepwise regression and applied to various machine learning techniques. A significant test for the given regression technique was used to validate the outcome. Machine learning techniques, such as decision trees and deep learning, are applied to the given data and the results reveal that the decision tree was able to obtain more than 95% accuracy and performed better than other algorithms when considering the tradeoff between the processing time and accuracy.
I. INTRODUCTION
Automatic error diagnosis in water desalination can decrease the damage and increase the efficiency of the factory and ensure the high quality of the produced water. Various water desalination approaches exist but in this paper we will focus on Direct Contact Membrane Distillation (DCMD). Membrane distillation (MD) refers to a thermally driven process, where only vapour molecules are transported through porous hydrophobic membranes. MD, a popular water distillation approach, is used in real distillation factories. This research is based on data collected from an actual industrial system implemented as DCMD and is described in [1] and [2] . The data includes ten parameters, Tin hot, Tout hot, Tin cold, Tout cold, Pin hot, Pout hot, Pin cold, Pout cold, Qin and Qout. This set of data was recorded while faults were manually introduced in the heater, cooler, hot valve, cold valve, hot pump, and cold pump. This allowed us to accurately differentiate between faulty and normal data. It is worth noting that only one fault was introduced at a time during the data collection phase.
Recent work in [3] and [4] , utilizes the same dataset but with only eight out of ten parameters as that work aimed to produce a proof of concept of the benefits of using machine learning to automate the fault detection process. That work used separate normal and abnormal data for each area such as the heart, cooler, etc. The data was processed with different machine learning approaches such as linear/quadratic discriminant analysis, K nearest neighbor (KNN), neural networks, decision trees, naïve based classifier and support vector machine (SVM). The research used a confusion matrix to summarize that decision trees produce the best result with an F-measure value equal to 99.6875%.
In this paper, we utilize the dataset from [3] and [4] , but include all available features. The salient features were extracted using stepwise regression. Principal Component Analysis (PCA) was used to handle correlation among various variables. Section 2 contains a comprehensive literature review. Methodology used in this research is summarized in Section 3. The processing of the dataset along with its discussion is provided in Sections 4 and 5. Section 6 concludes the paper.
II. LITERATURE REVIEW
Historically manufacturing processes have varied due to advancements in science and technology. Work such as [5] can be found in literature that deals with various types of faults, such as blockage, sensor faults, operator faults, utility faults, process and wear, etc. The main concern is that different studies have been conducted for different faults but the data available from any single study is no more than two years old. Fusion of faults from different manufacturing environments is the salient aim of [6] . They propose a solution to the issues of Identification and definition of potential faults and their features in a chemical process, and fault diagnosis without data samples. The proposed framework contains an expert system that analyzes different historical data for feature extraction. The actual historical data, collected from the cloud of a chemical corporation, along with the detected faults are introduced into the Fault Detection and Diagnosis (FDD) learning system. Thus, multiple data sources can be fed into the FDD for learning purposes. Further, the online data from any mechanical system can be supplied to the learned FDD system to detect various numbers of faults and also combination of different faults. Results show that they have a 20% missed detection rate and the accuracy of diagnosis is 91.7%.
One of the earlier works considering the Multi-Stage Flash (MSF) water desalination process was the development of its steady-state mathematical model [7] , [8] . The relationships between various parameters like thermal performance ratio, specific heat transfer surface area, etc were determined. Assuming constant heat transfer surface area per stage, the impact of the variation of water's physical properties like temperate, salinity, etc are analyzed. The model was found to conform to data obtained from six MSF desalination plants.
Said et al. [9] enhanced MSF operations by optimizing the design and operation parameters. The correlations between water temperature, fouling and freshwater demand were studied using a polynomial optimization model. Based on the factors studied, the total daily operating cost of MSF was reduced due to the optimized number of stages and enhanced flowrate.
A Real-time expert system for fault diagnosis in MSF was studied in [10] and [11] . An SDG based qualitative model is used to obtain the 'if-then' rules of the knowledge base of the expert system. These rules are evaluated using fuzzy logic. Another research presented in [12] studied fault diagnosis in MSF by combining qualitative-based SDG and quantitativebased Dynamic Partial Least Square (DPLS) methods. This combination works even when the faulty data is unavailable, which is a common concern in this area of research. Partial Least Square (PLS) uses the Principal Components (PCs) obtained from PCA, which reduces the dimensions of the input variables. PCs are generated using linear combination of various original variables. Given X as the expected output andX as the estimated output value:
Where T is the score vector, P is the loading matrix and E is the residual matrix between X andX .
The obtained PCs, represented as p i , are used to obtain the score vector.
The PLS approach is used to maximize the covariance between input variable X and output variable Y. Here, X is the PCs obtained using PCA. Similar to Eq. 1, Y is decomposed into
Where F is the residual matrix of Y. PLS combined with the ARMAX (AutoRegressive Moving Average with eXogenous inputs) time series model generates Dynamic PLS (DPLS). DPLS uses the past values of the PCs along with the relationships between the source variables and the target variables. Thus, the required data set for DPLS could be obtained even when there are external disturbances or set-point changes. The difference between the estimated value from the DPLS system and the measured one is called residual.
The accurate detection of faults is vital for fault reduction in the system. This detection is performed by monitoring the residuals using the CUSUM [12] approach. The CUSUM method provides an out-of-control signal if the sums of the larger values of the sample readings cross a predefined threshold. Minimum jump size and threshold size are considered as parameters for the CUSUM method. 60 datasets with 30 variables each were given as input to the system. Among these 30 variables, twelve are selected as target variables by DPLS. This reduction of variables occurs since certain ones have no impact on faults. The relation of many faults to certain variables cause fault detection by CUSUM to be unsuccessful. Thus, certain classifiers are used to identify the fault. According to the results, DPLS with the CUSUM approach performs equal well when compared to neural network based systems in detecting faults.
III. METHODOLOGY
In this research, the flow of operation is performed as described in Figure 1 . Raw data, pre-recorded from the desalination system, is obtained and used as input to the feature selection system. The important features are selected from the raw data. With these salient features, the raw data is labelled as normal or faulty data using an expert system. This combined normal and faulty data is passed to the learning system, which learns using decision trees, regression or other approaches described below. Then, the test data is fed into the learned system and the data is classified as normal or faulty data. The impact of collecting normal samples along with faulty samples cause lots of issues. Within a given dataset, the number of different faulty samples and normal samples used might not reflect the actual composition of data in a specific period of time. 
A. PRELIMINARIES
The dataset was gathered and compiled using two methods: (1) data was collected from the system while specifically adding a fault to a certain valve; (2) data was collected from a simulated system using Simulink. The first dataset contains 552 samples and the second 55004. The second dataset was created for the purpose of testing the behaviour of the selected methods with large datasets as it was not possible to collect more data from the real system. Additionally, two extra features were removed as we could not accurately replicate them in the generated data. The presence of different independent variables with varied range could cause an impact on the various approaches studied. Thus, normalization of the dataset is performed along the column so as to have a common level being maintained for all the rows of the dataset.
B. PRE-PROCESSING
Normalization needs to be performed when joining the actual faulty data with the simulated, non-faulty data of the amalgamated data set, as seen in Table 1 .
Different normalization approaches like normalization, standardization and transformation are applied separately on the dataset in order to study their impacts. Standardization of the given variable is performed as: We identify the correlation matrix for all the given independent variables as:
Similar to [13] , a threshold range of 0.1 to 0.9 is chosen to decide on the inclusion of an independent variable.
C. MULTIPLE LINEAR REGRESSION
Given more than one independent variable (X) and one dependent variable (Y), a linear relation between them could be generated using Multiple Linear Regression. This relationship is given by
The B matrix represents the coefficients of the regression. This is given by
The problem with the above equation is that X T X is singular. This could be because the number of independent variables and the number of observations vary from one another. There is also a possibility of collinearity among variables. A check for normality and influential elements is done using a Q-Q plot and Cook's distance respectively. Cook's distance is used to measure the influence due to leverage and outliers. Here, leverage indicates the influence on the prediction if the observed value is increased by a unit. Cook's distance is calculated as:
Here, h ii is the hat matrix, which is the measure of leverage.
D. FEATURE EXTRACTION
The presence of different valves in the desalination plant, along with other heterogeneous instrumentation could enlarge the number of features to be studied. The process of learning with all the features could be performed using various algorithms like multiple linear regression discussed above, but it would be efficient to extract only the salient features and impart them as inputs to various algorithms. The process of feature extraction could be performed using all possible regression approaches or automatic methods. All possible regression approach used adjusted R 2 , Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) values to select features. Automatic methods in regression include Stepwise regression with either forward or backward approaches.
E. STEPWISE REGRESSION
Selection of salient features using stepwise regression is affected if the independent variables are highly correlated.
In such situations with highly correlated data, the variance is increased and it is indicated as multi-collinearity in regression literature [14] . The presence of multi-collinearity in our dataset is studied using PCA and PLS.
F. PCA BASED APPROACH FOR CLASSIFICATION
Principal Component Analysis is mainly used to reduce the dimensionality of the given problem. The basic concept behind the PCA is the use of orthogonality of vectors and to obtain the vectors considering the variance of projections. This causes,
where T is the orthogonal score and P is load Principal components are obtained from the given independent variables and they are used for classification. PCA can do the classification considering the multicollinearity among independent variables which is one of the shortcomings in the linear regression discussed above. Thus, the correlated independent variables are converted to non-correlated principal components. At the same time, we could also reduce the number of variables involved. Principal component analysis is performed using the following steps:
1) Standardize the independent variables, as specified in eqn. 1. 2) Transform the data by multiplying the it (nx p matrix; n observations with p independent variables) with the eigenvectors (p x p matrix).
After identifying the salient principal components involved, it was determined that there is no one-to-one relationship between a principal component and the original independent variables. Thus, reducing the principal component does not reduce the considered independent variables and thus, all the independent variables are considered in the PCA.
G. PCR BASED APPROACH
The impact of a selected independent variable over the dependent variable is not considered in PCA. Principal Component Regression (PCR) is used to relate the selected principal components with the dependent variable (Y). The coefficients can be represented as
The regression equation is represented as:
where X = TP (13)
H. PLSR BASED APPROACH
Partial Least Squares Regression (PLSR) extracts features in such a way that the selected X and Y have higher covariance. This helps in achieving the same prediction error as the PCR approach but with a fewer number of components. The impact of normalization on the PLSR approach is to be studied. As described in [15] , PLSR is highly sensitive to noise in the dataset, possibly caused by irrelevant variables.
I. DEEP LEARNING BASED APPROACH
Non-linear representations of data could be trained using a deep learning approach. Deep learning solves the problems of neural networks, which are mainly composed of vanishing gradients and may suffer from overfitting related problems. This approach overcomes such problems due to various activation functions, using huge amounts of data and handling dropouts. Deep learning combines multiple neural networks with non-linear activation functions.
IV. OUR APPROACH
This paper addresses the method to achieve higher accuracy when for water desalination data, using various techniques.
A. DATA COLLECTION As described earlier, two datasets are used: one with 552 observations and the other with 55004. The first dataset comprises of state as dependent variable and {tih, toh, tic, toc, pih, poh, pic, poc, qh and qc} as the independent variables. The second dataset is made of the following variables: state as the dependent variable and {tih, toh, tic, toc, pih, poh, pic and poc} as the independent variables. Given the above dataset, 75% of the data available is considered for training and the remaining for testing. To obtain the final result, the data selection from the list is randomized and the process is repeated 10 times. Data is processed using the following procedures and the outcome is compared. 1) Decision Trees.
2) Multiple linear regression without any pre-processing of data. 
B. DECISION TREE
Decision tree algorithm when applied on dataset 1, with or without normalization, was able to classify the data with an accuracy of 97.1%. Dataset 2, with or without normalization, was able to classify the data with an accuracy of 95.12%.
C. MULTIPLE LINEAR REGRESSION (WITHOUT PRE-PROCESSING)
Considering the significance level of 0.05, certain independent variables have higher p-values. The observation from these two datasets, shown in Table 1 , indicate that dataset 2 has only 78.63% variance according to the regression equation. The presence of a fewer number of independent variables and more observations have caused the p-value of only one element to increase. Upon observing the datasets, it is clear that the values of dataset 1 have substantial differences in their mean values. The values of qh and qc in dataset 1 are higher and thus their coefficients are 9.475e-05 and -2.960e-04 respectively, causing very little impact.
D. MULTIPLE LINEAR REGRESSION (WITH PRE-PROCESSING)
The given datasets 1 and 2 are standardized using equation 1. The mean squared error is high for dataset 2 but the p-values are all acceptable given the level of significance. In dataset 1, 92.55% of the variations of observations are explained by the equation of regression, with or without normalization. Meanwhile, this value drops to 78.63% without normalization and still down to 53.65% for dataset 2 with normalization. The reason behind this substantial variation of observations was explored further. Residuals are to be checked whether they are normally distributed and have equal variance. The normal distribution is verified using a Q-Q plot as shown in Figure 3 and 4.
It is observed from figures 3 and 4 that normalization of the dataset causes the normality to be affected. Thus, causing the drop in the variations of equations explained by the regression line. Thus, we could conclude that normalization could not be expected to improve the adjusted R-square value always, as shown in Table 2 .
Normality checks of residuals obtained from both datasets is tested using:
(1) Shapiro-Wilk normality test: Due to restriction on the sample size (3 to 5000), this test is applied only on dataset 1. This confirms that the sample is obtained from a population that follows a normal distribution.
(2) Kolmogorov-Smirnov test: The resultant p-value indicates that the distribution is normal. Cook's distance was measured for both the normalized and non-normalized datasets. There was no specific indicator of influential elements identified by Cook's distance, as shown in figures 5 and 6.
E. FEATURE SELECTION USING ALL POSSIBLE REGRESSION APPROACHES
The effects of different features was tested using regsubsets in the leaps library. The outcomes of Adjusted R 2 and that of BIC differ significantly, which prevented us from reaching a decisive conclusion. Figure 7 shows the inclusion of a variable using black and exclusion of a variable using white. Observing the top-most row which provides the minimum Adjusted R 2 or BIC, it is obvious that the variables selected using different criteria are different. To explore further, stepwise regression was used.
F. STEPWISE REGRESSION
In order to reduce the number of independent variables involved in regression, stepwise regression was applied on both the datasets. Forward as well as backward stepwise regression are used to reduce the variables involved in regression. Based on the selected variables, adjusted r-square and mean square error were calculated, as shown in Table 3 . Based on the observations provided in Table 3 , the selection of five variables (tih, toh, toc, poh, qh and qc) for dataset 1 are sufficient to match the required level of significance. But, dataset 2 has still issues in achieving the required level of significance, so Principal Component Regression is considered to solve this issue.
G. PRINCIPAL COMPONENT ANALYSIS AND PRINCIPAL COMPONENT REGRESSION
Principal component analysis is applied on the datasets, with and without normalization. PCA considered 10 components with different combinations of the given 10 independent variables in dataset 1, shown in Table 4 . Considering only 5 principal components, we could achieve 99% percent of the variations.
The correlation between various principal components and the original dependent variable is showed in the Table 5 . It could easily be observed from Table 5 that PC1, PC2, PC3 and PC5 are correlated better with the dependent variable.
Similarly, PCA was performed on the non-normalized dataset 2, shown in Table 6 .
Considering only 5 principal components, we could achieve 97.77% percent of the variations. It is worth mentioning that using only the first principal component achieves only 37.3% variance. The correlation between various principal components and the original dependent variable, both for normalized and non-normalized data, is showed in Tables 7 and 8 .
For the non-normalized data described in Table 7 , it could easily be observed that PC1, PC2, PC3 and PC5 are correlated better with the dependent variable.
For the normalized data described in Table 8 , it could easily be observed that PC1, PC2, PC3, PC4 and PC8 are correlated better with the dependent variable. 
H. DATASET 1
An adjusted R-Squared result of 0.9255 was obtained when using all of the principal components as input to PCR regression. Thus, the Adjusted R-Square obtained is the same as the one achieved in Multiple Linear Regression. At the same time, the principal components PC8 and PC10 have higher pvalue compared to the level of significance. Considering only PC1, PC2, PC3 and PC5 as independent variables in linear The comparison between all PCs based regression schemes and the selected PCs based regression was studied using ANOVA. The selected PCs based regression gave an F-value of 17.931 and a very small p-value with 547 degrees of freedom.
I. DATASET 2
Including all the principal components into the regression as PCR, resulted with an Adjusted R-Squared value of 0.5365. Thus, the Adjusted R-Square obtained is the same as the one achieved in Multiple Linear Regression. All the Principal components have achieved the required p-value. Using PC1, PC2, PC3 and PC5 as principal components, The adjusted R-Square value drops to 0.4256. The comparison between all PCs based regression and the selected PCs based regression was studied using ANOVA. The results for the selected PCs based regression gave an F-value of 2990.1 and a very small p-value with 49999 degrees of freedom.
J. PARTIAL LEAST SQUARES REGRESSION (PLSR)
Similar to PCR, PLSR is also said to handle multicollinearity efficiently. PLSR was applied both on normalized and non-normalized data of both datasets. The proportion of variance shown in Table 9 , was obtained for the nonnormalized dataset 1. The proportion of variance shown in Table 10 , was obtained for normalized dataset 1.
A similar pattern of having cumulative variance of more than 1 was observed for both the normalized and nonnormalized versions of dataset 2, but the number of principal components required to achieve 95% explained variance (R 2 ) increased from 4 to 6, when the dataset was normalized. The impact of normalization on reducing the number of principal components is not consistent.
K. DEEP LEARNING
Deep learning was used to test the learning curve of the given datasets, in both normalized and non-normalized form. Deep Belief Network (DBN) provided by deepnet package of R language was used for purpose. The hidden nodes were given as 1 or 25 or 100 nodes each in one to five hidden layers. The number of hidden nodes in each hidden layer is maintained as constant. The outcome of Deep Learning on different datasets are given in Table 11 .
With multiple hidden layers, we cannot maintain the number of nodes per hidden layer to be 1 because of connectivity problems. Increasing the number of hidden layer nodes to 10 reduces the error rate. But, it is clear that the normalization of data helps in improving the error rate. Adding many hidden layers just increases the time taken to complete the task. Thus, it could easily be concluded not to go beyond three hidden layers. The poor performance of the deep learning in this training might be due to lack of substantial data, as it is known that big data is required for deep learning to train the system better. Dataset 1 has very minimal data and thus causes Deep Learning to perform relatively poorly. The performance on dataset 2 with a more substantial amount of data is comparable with a few other techniques considered in this research. 
V. RESULTS AND DISCUSSION
The summary of all of the above processes is given in Table 12 . In order to compare the performance of various approaches, the given datasets are tested with and without normalization of the data. Furthermore, the error rate, accuracy, adjusted R 2 and processing time are analysed. Better accuracy is expected from any process given an acceptable execution time. This duration is vital when the processing of the test data is to be in real time. Adjusted R 2 provides information regarding the variation in the system.
The accuracy of the decision tree algorithm remained similar on both normalized and non-normalized data. In multiple linear regression, the variance explained by the regression dropped for dataset 2. Normalizing dataset 2 and applying multiple linear regression still caused the R 2 value to drop further. This was reflected in the high mean squared error.
To enhance the regression analysis, variable selection was performed using all possible regression approaches. Criteria like Adjusted R 2 and BIC gave different results based on variable selection, making us to try stepwise regression for variable selection. Stepwise regression identified five variables that are significant in dataset 1 but variable selection by forward and backward stepwise regression was not conclusive for dataset 2. This concern was further studied using PCA. PCA was able to achieve 99% and 97.77% accuracy using only five principal components. The outcome of PCA was applied to PCR regression along with an F-test to study its validity. In order to handle multicollinearity, PLSR was applied both on normalized and non-normalized datasets. It was observed that the number of principal components required to achieve 95% accuracy induced the variance increase from 4 to 6 for the normalized dataset. Furthermore, deep learning was applied on the same datasets. Deep learning with 1 to 5 hidden layers, with 1 or 25 or 100 nodes each, was trained and tested. The error rate was reduced when the number of hidden layers was increased to 10 but further increases in hidden layer numbers did not help with accuracy while increasing the computation time. Similarly, adding more than three hidden layers did not enhance the accuracy.
Overall, it can be observed that decision trees provided better accuracy than other algorithms in this application, given our data sets. Even though the time required by regression is shorter for both datasets, it yields poorer accuracy, especially for dataset 2. Considering the trade-off between processing time and accuracy, decision trees outperform all others.
VI. CONCLUSION
Water desalination is a vital industry especially, in environments that are facing lack of pure water. There is very limited research in the area of automatic fault detection in water purification plants, mainly due to the lack of datasets that include data from various faulty states. This research studies the process of identifying faults in water desalination. Two different datasets were used with very similar features. One with the real values collected from the plant and one with generated values. The second dataset was created for the purpose of testing the behavior of the selected method with larger data. These two datasets were analyzed using different approaches such as decision trees, multiple linear regression, stepwise regression, principal component analysis, partial least squares regression and deep learning, both with and without normalization. Multiple linear regression was found to be inappropriate for the second dataset. Further, salient features from the given dataset were selected with PCA. Based on the analysis, five principal components are fo0und to be significant features to achieve 97.77% accuracy for both datasets with or without normalization. Deep learning in the form of deep belief network was tried with varied number of hidden layers and hidden nodes per layer. The outcome of deep learning was not in accordance with our expectations in dataset 1, mainly due to lack of sufficient data. Meanwhile, the performance of deep learning for dataset 2 is comparable with the other considered techniques. Overall, the decision trees algorithm outperforms others considering the trade-off between processing time and accuracy.
