Abstract. Ergodicity coefficients for stochastic matrices determine inclusion regions for subdominant eigenvalues; estimate the sensitivity of the stationary distribution to changes in the matrix; and bound the convergence rate of methods for computing the stationary distribution. We survey results for ergodicity coefficients that are defined by p-norms, for stochastic matrices as well as for general real or complex matrices. We express ergodicity coefficients in the one-, two-, and infinitynorms as norms of projected matrices, and we bound coefficients in any p-norm by norms of deflated matrices. We show that two-norm ergodicity coefficients of a matrix A are closely related to the singular values of A. In particular, the singular values determine the extreme values of the coefficients. We show that ergodicity coefficients can determine inclusion regions for subdominant eigenvalues of complex matrices, and that the tightness of these regions depends on the departure of the matrix from normality. In the special case of normal matrices, two-norm ergodicity coefficients turn out to be Lehmann bounds.
1. Introduction. Ergodicity, in its most general form, has to do with the longterm behavior of dynamical systems. Here we concentrate on particular systems, namely finite inhomogeneous Markov chains, and try to understand measures of ergodicity from the point of view of linear algebra.
In the context of inhomogeneous Markov chains, ergodicity refers to the asymptotic behavior of products of stochastic matrices 1 where the number of factors grows unbounded. Very informally, a Markov chain is ergodic if the matrix products converge to a rank-one matrix, that is, a stochastic matrix all of whose rows are equal. So-called coefficients of ergodicity were introduced to estimate how fast, if at all, these products converge to a matrix of rank one.
In the simplest case, all factors in the products are identical to the same stochastic matrix S. Order the eigenvalues λ i (S) in order of decreasing magnitude, 1 = λ 1 (S) ≥ |λ 2 (S)| ≥ . . . . If the subdominant eigenvalue is strictly smaller in magnitude than the dominant eigenvalue, i.e., |λ 2 (S)| < 1, then |λ 2 (S k )| = |λ 2 (S)| k → 0 as k → ∞. This means, the powers S k converge to a stochastic matrix of rank one, and the magnitude of the subdominant eigenvalue, |λ 2 (S)|, estimates the asymptotic rate of convergence. In this situation |λ 2 (S)| could serve as a coefficient of ergodicity; see [27, 71] .
Suppose now the products consist of different stochastic matrices S j whose number is increasing and we would like to know at which rate, if at all, the products S 1 · · · S j converge to a rank-one matrix as j → ∞. The second eigenvalue is of no use here, since in general λ 2 (S 1 · · · S j ) = λ 2 (S 1 ) · · · λ 2 (S j ). We need a substitute for |λ 2 |, with some kind of multiplicative property, and the ability to recognize when a matrix has rank one.
An example of such a substitute is the one-norm coefficient of ergodicity,
where the maximum ranges over real vectors z, the superscript T denotes the transpose, and 1 1 is the column vector of all ones. The coefficient τ 1 (S) is simply the norm of the matrix S restricted to the subspace that is orthogonal to 1 1. The coefficient τ 1 (S) bounds the non-unit eigenvalues of the stochastic matrix S: |λ| ≤ τ 1 (S) for any eigenvalue λ = 1 of S; and it is submultiplicative: τ 1 (S 1 S 2 ) ≤ τ 1 (S 1 )τ 1 (S 2 ) for any two stochastic matrices S 1 and S 2 . Seneta [78, section 1] identifies two ways to think about ergodicity coefficients: First one can think of an ergodicity coefficient as a vector norm, maximized over a particular subspace, as in (1.1) . From this point of view it is natural to extend the concept of ergodicity coefficient to any rectangular matrix A, any vector norm p, and any vector w, τ p (w, A) = max
Second, one can think of ergodicity coefficients as eigenvalue bounds expressed in terms of a deflated matrix, with the deflation approximating the dominant spectral projector, Seneta's two viewpoints, maximization of vector norms and deflation by projectors, represent the guiding principle for this paper. Initially, though, it was the second point of view, the connection of ergodicity coefficients to deflated (or downdated) matrices, that sparked our interest, as we explain in the next section.
Motivation.
We became interested in coefficients of ergodicity in the context of work on the Google matrix [43, 44, 45, 84, 90] .
The Google matrix is a convex combination of a stochastic matrix S and a rankone stochastic matrix, G ≡ αS + (1 − α)1 1v
T , where v is a nonnegative column vector whose elements sum to one, and 0 ≤ α < 1. Various algorithms have been proposed to compute the stationary distribution of G, that is, a column vector π = 0 with π T G = π T and π T 1 1 = 1. In [43] we analyzed a so-called aggregation-disaggregation algorithm and showed that its asymptotic convergence rate is bounded by the ergodicity coefficient τ 1 of the aggregated matrix.
Alternatively, the stationary distribution π can be computed by applying the power method to G. The power method has an asymptotic convergence rate of |λ 2 (G)|, where λ i (G) are the eigenvalues of G labeled in descending order, 1 = λ 1 (G) ≥ |λ 2 (G)| ≥ · · · . A derivation "from scratch" [25, 34, 87] shows that |λ 2 (G)| ≤ α, but it also follows immediately from |λ 2 (G)| ≤ τ 1 (G) = ατ 1 (S) ≤ α, since τ 1 (S) ≤ 1. The asymptotic convergence of the power method on G and its relation to ergodicity has also been noted by Seneta [84, section 8.2] , Note that the vector 1 1 in the expression for G is a dominant eigenvector of S and also of G, since both matrices are stochastic. Hence the rank-one matrix 1 1v
T is almost a spectral projector, but not quite. This helped us to realize that τ 1 implicitly deflates a stochastic matrix by removing the dominant spectral projector through the constraint z T 1 1 = 0. The Google matrix form has been extended to general complex matrices [38] . Let A be a complex square matrix with dominant eigenvalue λ and right eigenvector w, i.e., Aw = λw. Set H ≡ γA + (1 − γ)wx * , where the superscript * denotes the conjugate transpose, γ is a complex scalar, and x is a complex column vector with x * w = 1. Then one can show [14, Theorems 29 and 32] , [38, Corollary 3 .3] that λ 2 (H) = γ λ 2 (A). With the more general ergodicity coefficient (1.2) we obtain readily that |λ 2 (H)| ≤ |γ| τ p (w, A). Again, as for the Google matrix above, the rankone matrix wx * approximates a spectral projector. When we started looking at the literature on ergodicity coefficients, we found many scattered results; it was not always clear how they were related; and the notation was at times inconsistent and not always transparent. Our difficulty in understanding the entirety of the existing results was the motivation for writing this paper.
Overview.
We survey coefficients of ergodicity that are defined by vector norms, from the vantage point of numerical linear algebra. We try to present a coherent discussion of existing results, with simplified and complete proofs. We argue that ergodicity coefficients can be viewed as norms of deflated matrices. For two-norm coefficients we present new explicit expressions and establish connections to singular values and eigenvalue bounds.
We restrict our attention to ergodicity coefficients of finite dimensional matrices. Ergodicity coefficients for stochastic matrices of infinite dimension have been studied by, among others, Isaacson and Madsen [46] , Paz [61] , Paz and Reichaw [63] , and Rhodius [70] .
We could have started this survey with ergodicity coefficients in their most general form and derived the results for stochastic matrices as corollaries. Instead, we decided to follow the historical development a bit, which began with coefficients for stochastic matrices: in the one norm (section 3), infinity norm (section 4), and any p-norm (section 5). Subsequently we extend the coefficients to real matrices (section 6), and to complex matrices with maximization over arbitrary subspaces (section 7). We illustrate applications of ergodicity coefficients to estimating the sensitivity of stationary distributions (section 3.4), and determining inclusion regions for eigenvalues of several classes of matrices, which include nonnegative (section 6.5), general complex (section 7.2), and normal matrices (section 7.5). We end with a summary and a few suggestions for further research (section 8). The bibliography includes back references that point to the pages where each reference is cited.
New results.
We present a self-contained proof for the explicit form of the one-norm ergodicity coefficient (Theorem 3.7).
We represent ergodicity coefficients as norms of obliquely projected matrices, in the one-norm (Corollary 3.8), and in the infinity-norm (Corollaries 4.4 and 6.14). For the two-norm, we derive explicit expressions in terms of orthogonal projections of the matrix (Theorems 6.15, 6.19, 7.6, and 7.7). We show that general ergodicity coefficients in any p-norm can be bounded by the norm of a deflated matrix (Theorem 7.2).
We illustrate that two-norm coefficients can reproduce any singular value (Corollaries 6.20 and 7.8), and that their extreme values are determined by singular values (Theorem 7.9). We apply ergodicity coefficients to determine inclusion regions for subdominant eigenvalues of general complex matrices (Theorems 7.5 and 7.11) and show that the tightness of the inclusion regions depends on the departure of the matrix from normality. In the special case of normal matrices, the two-norm ergodicity coefficients turn out to be Lehmann bounds (Theorem 7.13).
Notation.
The elements of an m × n matrix A are denoted by a ij , 1≤ i ≤ m, 1 ≤ j ≤ n, and the column space is range(A) ≡ {b : b = Ax for any x ∈ C n }. The orthogonal complement of range(A) in R m or C m is range(A) ⊥ . The transpose of A is A T , and the conjugate transpose is A * . The identity matrix is I, and its columns are the canonical vectors e i , i ≥ 1.
For an n × 1 column vector x = x 1 . . . x n T , the one-norm and infinity norms are, respectively,
The componentwise inequality x ≥ 0 (x > 0) means that all elements satisfy x i ≥ 0 (x i > 0), while |x| > 0 means that all elements satisfy x i = 0. The vector x is stochastic if x ≥ 0 and x T 1 1 = 1, where
General ergodicity coefficients for stochastic matrices.
We present a formal definition of ergodicity, and introduce two very general classes of ergodicity coefficients.
Weak ergodicity.
Ergodicity, in general, refers to the long-term behavior of dynamical systems. In the context of finite, inhomogeneous Markov chains, ergodicity describes the long-term behavior of products of stochastic matrices where the number of factors is increasing. Seneta attributes the following definition of weak ergodicity to a 1931 paper by Kolmogorov.
Definition 2.1 (section 4 in [53] , section 1 in [75] ). Let {S k } be a sequence of n × n stochastic matrices, k ≥ 1, and let t (p,r) ij be the (i, j) entry of the forward product
This means, a sequence of stochastic matrices is weakly ergodic if the rows of the products tend to equalize as the number of factors in the product increases.
Conditions for weak ergodicity appear in numerous sources. Among the earliest works we found were papers by Bernštein [8, 9, 10, 11, 12, 13] , Doeblin [23] , Dobrushin [21] , Dynkin [24] , Sapogov [72, 73] , and Sarymsakov [74] ; these papers appeared between 1920 and 1950. More recent papers by Cohn [18, 19] , Dobrushin [22] , Hajnal [28, 29] , Kingman [48] , and Paz and Reichaw [63] 
where v is a stochastic vector. A proper coefficient of ergodicity is equal to zero if all rows of the stochastic matrix are identical. This, in turn, is the case if and only if the rank of the stochastic matrix equals one. Sometimes one finds an alternative definition, where the ergodicity coefficient is defined instead asμ(S) ≡ 1 − μ(S) and is called proper if:μ(S) = 1 ⇐⇒ rank(S) = 1 [15] , [29, section 2] , [42, p. 56] , [48, section 4] , [75, section 2] .
For the particular case of doubly stochastic 2 matrices, a proper ergodicity coefficient is zero for both the matrix and its transpose at the same time. This is because the rank of a matrix is equal to the rank of its transpose. The corresponding statement below was shown for τ 1 T and is symmetric, doubly stochastic matrices of larger rank are in general not symmetric. Definition 2.2 allows us to express the condition for weak ergodicity in terms of proper ergodicity coefficients.
Theorem 2.4 (page 136 in [85] ). Let {S k } be a sequence of n × n stochastic matrices, k ≥ 1, and let
where μ(·) is a proper coefficient of ergodicity. Example 2.5. Let S be a stochastic matrix. The following are proper ergodicity coefficients [85, p. 137] ,
The equalities for τ 1 (S) will be proved in Theorem 3.7 and Corollary 3.9.
The following ergodicity coefficient is not proper [85, p. 137 ]
This is because the n × n stochastic matrix S = 1 n 1 11 1 T has rank(S) = 1 but γ(S) = 1 − 1 n = 0. The ergodicity coefficients in Example 2.5 can be related to each other in a number of ways [61] , [75, section 1] . Below is one of the simpler relations.
Theorem 2.6 (page 56 in [42] , pages 137-138 in [85] ). If S is a stochastic matrix, then the ergodicity coefficients in Example 2.5 satisfy
Proof. We start with the bound α(S) ≤ τ 1 (S). Choose indices l, m, and r so that α(S) = s mr − s lr ≥ 0. Then
We remove the absolute values by breaking up the sum as follows. Let P m be the set of all indices k with s mk ≥ s lk , and let P l be the set of all indices k with s mk < s lk . Then
Since the elements in each row of S sum to one we obtain
Applying these two equalities to k∈P l (s lk − s mk ) gives
We have expressed the sum in terms of P m , because α(S) = s mr − s lr ≥ 0 implies that the index r must be in P m . Extracting the rth term from the sum gives
The indices k ∈ P m are those for which s mk ≥ s lk , hence k∈Pm k =r
and
To prove τ 1 (S) ≤ β(S), let i 0 and j 0 be indices that achieve the minimum in the second expression for τ 1 in Example 2.5. From min{s i0,k , s j0,k } ≤ min i s ik follows
At last, the bound β(S) ≤ γ(S) follows from max k min i s ik ≤ k min i s ik . There are many ways to choose a metric d [55, 67, 68, 71, 76] . Two popular choices are presented below. The corresponding ergodicity coefficient 
3.1. Vectors whose elements sum to zero. We present several results for real vectors whose elements sum to zero, like those that define the maximum for τ 1 (S) in (3.1). These results will be instrumental in deriving explicit expressions for τ 1 (S) in section 3.3, and for τ ∞ (S) in section 4.1.
First we show that vectors whose elements sum to zero can be represented as linear combinations with nonnegative coefficients of vectors e i − e j . Lemma 3.1 (Lemma 2.4 in [85] ). If x ∈ R n satisfies x = 0 and x T 1 1 = 0, then
Proof. The proof proceeds by induction over the dimension n of x. If n = 2, assume, without loss of generality, that x 1 > 0. Then x T 1 1 = 0 implies
Setting y 12 ≡ 2x 1 gives x = y 12 (e 1 − e 2 )/2 and y 12 = x 1 > 0. Now assume the lemma holds for n ≥ 2 and we will show it holds for n + 1. Let x = 0 be a vector of dimension n + 1 with x T 1 1 = 0, and assume it has been permuted so that x n > 0 and x n+1 < 0. Without loss of generality we also assume
Define the vectorx = x
, then the conclusion follows as in the case n = 2. Ifx = 0, then we apply the induction hypothesis tox and obtain
Applying the definition ofx and setting y n,n+1 = −2x n+1 > 0 gives
Furthermore, from the definition of y n,n+1 we obtain the desired expression for x,
The following bounds from [35] apply to inner products of real vectors where one of the vectors has elements summing to zero. We extend these bounds to complex vectors.
Lemma 3.2 (Lemma (2.3) in [35] ). If x, y ∈ C n and x T 1 1 = 0, then for any scalar θ
Proof. The idea is to incorporate the constraint x T 1 1 = 0 into the inner product, by writing 
If y is real, with elements labeled in nonincreasing order y (1) 
if n is even,
Proof. Inequality (3.2) follows from Lemma 3.2 with p = 1, q = ∞, and θ chosen as follows. Let k and l be such that |y k − y l | = max ij |y i − y j |. Then all points y i lie in a ball with diameter |y k − y l | and center θ = (y k + y l )/2. The distance between any y i and the center θ is bounded by the radius
Inequality (3.3) follows from Lemma 3.2 with p = ∞, q = 1, and θ = y (l) , where l = n/2 for n even, and l = (n + 1)/2 for n odd. This gives, for even n and l = n/2,
while for odd n and l = (n + 1)/2 we obtain
Properties.
We show that τ 1 (S) in (3.1) is a proper coefficient of ergodicity in the sense of Definition 2.2, that it is submultiplicative, and that it represents a bound for subdominant eigenvalues.
The ergodicity coefficient τ 1 (S) represents the norm of S restricted to the subspace spanned by the left eigenvectors associated with eigenvalues λ = 1. This is because the elements in each row of the stochastic matrix S sum to one, S1 1 = λ1 1 = 1 1, so that 1 1 is a right eigenvector for λ = 1, and left eigenvectors associated with eigenvalues λ = 1 are orthogonal to 1 1.
By construction τ 1 is an ergodicity coefficient in the sense of Definition 2.7. Below we show that τ 1 is also an ergodicity coefficient in the sense of Definition 2.2.
Theorem 3.4 (section 4.3 in [85] ). If S, S 1 , and S 2 are stochastic matrices, then 
Applying f to the vector Sy gives
where the last inequality follows from the expression for τ 1 in (3.1) and the fact that (e k − e l ) T 1 1 = 0. Therefore, for any real or complex vector y we have
Now let v be a right eigenvector associated with an eigenvalue λ = 1 of S, so that Sv = λv. Then
for some k and l, and
Hence |λ| f (v) ≤ f (Sv). Combining this with (3.4) gives
Since v is a right eigenvector of S associated with an eigenvalue λ = 1, v cannot be a multiple of 1 1, hence f (v) = 0. Dividing the above inequality by f (v) gives |λ| ≤ τ 1 (S). An alternative proof in [6, section 5.2] is based on constructing a seminorm on C n that is equal to τ 1 (S). 2. Let y be a vector with
T y 1 , y 1 = 1, and y
The interesting feature of Theorem 3.6 is that the magnitude of complex eigenvalues can be bounded by an expression that is maximized over real vectors. Seneta [81, p. 191 ] credits the submultiplicative property to Dobrushin [22] ; it also appears in a 1975 paper by Kingman [48, (4.10) ].
Kirkland and Neumann [50] characterize classes of irreducible stochastic matrices S that have subdominant eigenvalues λ = 1 for which equality holds in Theorem 3.6. In their work, as in section 1.1, we find a connection to the Google matrix. Kirkland and Neumann transform the matrices S so that they have constant row sums, and they do this by adding to S a suitable matrix of rank one. The resulting matrix has the form of a Google matrix.
Explicit expressions.
We show that τ 1 (S) in (3.1) is identical to the two expressions in Example 2.5.
Markov, in 1906, may have been the first to present an explicit expression for the ergodicity coefficient τ 1 (S), as part of a construction of a Weak Law of Large Numbers [57, pp. 358-359] , [56, 58] . For a stochastic matrix S, Markov introduces a quantity 0 < H < 1 that satisfies 
This explains why Seneta refers to τ 1 (S) as the "Markov- [20] with this bound. Paz [62] refers to the expression 1 − min ij k min{s ik , s jk } as the δ-coefficient, which was later adopted by other authors, including Tan [89] and Rhodius [66, 69, 70] . We show that the first expression for τ 1 (S) in Example 2.5 is identical to the expression in (3.1), i.e., max
Theorem 3.7 (sections 3.1 and 4.3 in [85] ). If S ∈ R n×n is a stochastic matrix, then
To show the reverse inequality, set y = (e i − e j )/2 for some i = j. Then y T 1 1 = 0, y 1 = 1, and
Since this inequality holds for any i and j, we have
Theorem 3.7 has several consequences. First we can view τ 1 (S) as the norm of an (oblique) projection of S, with the projection being onto range (1 1) ⊥ .
Corollary 3.8. If S ∈ R n×n is a stochastic matrix, then
Proof. In the expression for τ 1 (S) from Theorem 3.7 write
Another consequence of Theorem 3.7 is the second expression for τ 1 (S) from Example 2.5.
Corollary 3.9 (sections 3.1 and 4.3 in [85] , pages 1733-1734 in [41] ).
3 Any two real numbers s and t satisfy min{s, t} = 1 2 (|s + t| − |s − t|) .
Applying this to the expression in Theorem 3.7 yields
where the last equality follows because the elements in each row of S sum to one. Taking the maximum over i and j gives the desired expression. In place of the above expression, several authors choose as a coefficient ergodicity instead the negative version 1 − τ 1 (S) = min ij n k=1 min{s ik , s jk } [22, 29, 41, 46, 63, 65] .
In many situations, τ 1 (S) is only of interest when it is less than 1. Eigenvalue bounds, and bounds on the condition number of the stationary distribution as in Theorem 3.14 in the next section, are just two examples. Corollary 3.9 implies that τ 1 (S) < 1 is possible if and only if any two rows of S "intersect" by having a positive element in a corresponding position. Such matrices have their own name. What can we say about scrambling matrices? Scrambling matrices are a subset of primitive stochastic matrices [29, 85] . Therefore matrices with a single element in each column, such as permutation matrices, cannot be scrambling. An extreme example is Markov matrices, which have at least one entirely positive column. Next we derive a perturbation bound for the stationary distribution of scrambling matrices.
Condition number for the stationary distribution.
We show that τ 1 (S) yields a bound for the normwise condition number of the stationary distribution of a scrambling matrix.
Theorem 3.14 (section 2 in [79] ). Let S and S + E be stochastic, irreducible matrices with
.
Proof. From π T (I − S) = 0 and π
Because S is irreducible, and τ 1 (S) < 1, the dominant eigenvalue 1 is simple and we can write S = 1 1π T + Q, where the eigenvalues of Q are less than 1 in magnitude. Substituting this into expression (3.6) and using π
Because all eigenvalues of Q are less than 1 in magnitude, I − Q is nonsingular and
Taking norms and applying the triangle inequality gives
From S1 1 = 1 1 and (S+E)1 1 = 1 1 follows E1 1 = 0, hence y T 1 1 = 0. The submultiplicative property of τ 1 in Theorem 3.6 implies
Finally, use the fact that
Theorem 3.14 suggests that 1/(1 − τ 1 (S)) is a bound on the condition number of π with regard to normwise absolute changes in the matrix S. From π 1 = 1 and
is also a bound on the condition number of π with regard to normwise relative changes in S. Since Seneta's derivation [79] appeared in 1988, several tighter bounds for the condition number of π have been derived [17, section 4] , [49] , as have optimal condition numbers in terms of ergodicity coefficients applied to the group inverse of I − S [52] . In [84, [39, 40] , and himself [80, 82] .
4. Infinity-norm ergodicity coefficients for stochastic matrices. We present properties and explicit expressions for
where the maximum ranges over z ∈ R n [76, section 2]. We present properties and explicit expressions for τ ∞ (S) in section 4.1, and exhibit relations between τ ∞ (S) and τ 1 (S) in section 4.2.
Unlike τ 1 (S) which is bounded above by 1, τ ∞ (S) has no fixed upper bound that is independent of the dimension of the matrix S. This means τ ∞ (S) is a coefficient of ergodicity according to Definition 2.7, but not Definition 2.2. Here is an example of an n × n stochastic matrix for which τ ∞ (S) grows proportional to n,
Here n is even, and the leading n/2 rows of S are the same, as are the trailing n/2 rows. Other examples of stochastic matrices for which τ ∞ (S) > 1 include a 6 × 6 matrix in [88, 
Properties and explicit expressions.
The coefficient τ ∞ (S) has many properties in common with τ 1 (S) in section 3, because τ ∞ (S) is bounded, wellconditioned in the absolute sense, submultiplicative, and proper.
Theorem 4.1 ( (7) and (8) in [88] ). If S, S 1 , and S 2 are stochastic matrices, then
. Proof. The proofs are analogous to those of Theorems 3.4 and 3.6, as shown in [88] .
Since τ ∞ (·) is a proper ergodicity coefficient, Theorem 2.3 implies for a doubly stochastic matrix S d that τ ∞ (·) is zero at the same time for
We derive an explicit expression for τ ∞ (S) first, before we show it is a bound on the subdominant eigenvalues.
Theorem 4.2 (section 2 in [88] ). If S ∈ R n×n is a stochastic matrix, then
where the function φ is defined in Lemma 3.3. Proof. Let s be a column of S and x a vector that together achieve the maximum in τ ∞ (S), i.e.,
To show the reverse inequality, let s be a column of S so that max 1≤i≤n φ(Se i ) = φ(s). Let P be a permutation matrix that orders the elements of P s in decreasing magnitude, i.e., P s = s 1 Proof. The idea is to show that maximizing over complex vectors in τ ∞ (S) gives the same value as maximizing over real vectors.
Let z be any complex vector with z T 1 1 = 0 and z ∞ = 1. Since the infinity norm is the maximal row sum,
, where the right-hand side is independent of z.
If v is a possibly complex left eigenvector associated with an eigenvalue λ = 1, so that S T v = λv and v ∞ = 1, then v T 1 1 = 0 and
Like τ 1 (S) in Corollary 3.8, we can also view τ ∞ (S) as the norm of an (oblique) projection of S, with the projection being onto range (1 1) ⊥ .
Proof. The proof of Theorem 4.2 implies that τ ∞ (S) 
Proof. We start with the lower bound on τ ∞ (S). For every column j of S, let k j be an index that achieves the maximum in
Let column l of S achieve the maximum in α(S) so that α(S) = |s i1l − s i2l | for some i 1 and i 2 . Adding and subtracting s k l l inside α(S) and applying the triangle inequality gives
where the last inequality follows from the proof of Theorem 4.2, since we showed there that τ ∞ (S) = max j Se j − θ1
As for the upper bound on τ ∞ (S), let column j assume the maximum in τ ∞ (S), and assume that the rows of S have been permuted so that s 1j ≥ · · · ≥ s nj . Theorem 4.2 implies for even n
and for odd n,
Theorem 4.5 implies the value in Corollary 4.6 for the maximum of τ ∞ (S) over all stochastic matrices S. Rhodius [66] and Lešanovský [55] attribute this result to Tan [88] . In addition, we characterize the class of all stochastic matrices that achieve this maximal value. if n odd.
The matrices that achieve this bound must be row or column permutations of the two matrices below for even and odd n, respectively,
Proof. Theorems 2.6 and 3.4 imply α(S) ≤ τ 1 (S) ≤ 1. Together with Theorem 4.5 this gives max S∈Sn τ ∞ (S) ≤ n/2 for even n, and max S∈Sn τ ∞ (S) ≤ (n − 1)/2 for odd n.
Applying the explicit expression for τ ∞ from Theorem 4.2 to their leading column shows that S e and S o achieve these bounds; and so do row or column permutations of S e and S o , because τ ∞ is invariant under permutations.
To show that all matrices must have this form in order to achieve the maximal value for τ ∞ , consider the case of even n, and the explicit expression for τ ∞ from Theorem 4.2 with the notation from Lemma 3.3. A matrix S with τ ∞ (S) = n/2 must have have at least one column s with
But the elements of S are bounded above by 1, so that
Hence the n/2 largest elements of s must be equal to 1, while the remaining n/2 elements must be equal to 0. Since the elements in each row of S sum to one, the n/2 rows of S containing the nonzero elements of s must have zero elements everywhere else. The argument for odd n is analogous.
The maximal value for τ ∞ (S) in Corollary 4.6 also follows from a more general result for p-norms in Theorem 5.9.
Relations between infinity-norm and one-norm coefficients.
We present relations between the coefficients τ 1 (S) and τ ∞ (S). For stochastic matrices of very small dimension, the two coefficients are identical.
Proof. For n = 2 Theorem 3.7 implies τ 1 (S) = 
For stochastic matrices of larger dimensions, the following relations hold. Theorem 4.8. If S ∈ R n×n is a stochastic matrix and n ≥ 2, then
Proof. We start with the lower bound on τ ∞ (S). In Theorem 3.7, let i = j be indices so that 2τ 1 
We can make a stronger statement for a particular class of doubly stochastic matrices, where all rows contain the same elements, but not necessarily in the same order. Such matrices have been studied in [64] .
Theorem 4.10 (page 345 in [77] 
If n is odd, an analogous argument implies
Corollary 4.11 (page 345 in [77]). If S d ∈ R n×n is a symmetric stochastic matrix in which all rows contain the same elements then
For the special class of symmetric matrices in Corollary 4.11, one can show that equality holds, i.e., τ 1 
5. p-norm ergodicity coefficients for stochastic matrices. For any integer p ≥ 1, the p-norm ergodicity coefficient of a stochastic matrix S is [76, section 2]
where the maximum ranges over z ∈ R n . We present basic properties of τ p (S), and derive the maximal value of τ p (S) over all stochastic matrices S.
The coefficient τ p (S) has the same basic properties as τ ∞ (S) in Theorem 4.1; it is bounded, well-conditioned in the absolute sense, proper, and submultiplicative.
Theorem 5.1 (section 1 in [89] , [66] ). If S, S 1 , and S 2 are stochastic matrices, then
If S is irreducible and 1 is the only eigenvalue of modulus 1, then |λ| ≤ τ p (S)
for all eigenvalues λ = 1. Proof. The proofs for items 1-4 are analogous to those of Theorems 3.4 and 3.6. The bound for item 5 follows from Theorem 6.21.
For 2 × 2 stochastic matrices, all coefficients τ p (S) are the same and identical to the magnitude of the subdominant eigenvalue of S.
Theorem 5.2 (page 585 in [76] [66] determined, for any p-norm, the maximal values of τ p (S) over all stochastic matrices S. To this end he showed that max S τ p (S) is achieved by an extreme point, which is a stochastic matrix Q that has a single one in each row. Then he exploited the particular structure of Q T z to determine max z Q T z p as a function of p and the matrix dimension n. We illustrate this development.
To start with, we present two compactness results. Lemma 5.3. The set S n of n × n stochastic matrices is convex and compact. The set of extreme points Extr(S n ) consists of stochastic matrices that have a single one in each row.
Proof. If S 1 and S 2 are stochastic matrices, then so is γS 1 + (1 − γ)S 2 for any 0 ≤ γ ≤ 1. This is because the elements of γS 1 + (1 − γ)S 2 are in [0, 1] and
Hence the set S n is convex.
To show compactness of S n , we establish that it is bounded and closed. The matrix Hölder inequality [36, (6.19) ] implies for a matrix S ∈ S n that
since S ∞ = 1, and the elements of S are bounded by 1. Hence S n is bounded. To show that S n is closed, let {S k } be a sequence of stochastic matrices that converges to a matrix Z, i.e., S k − Z p → 0 as k → ∞. This implies componentwise convergence (S k ) ij → Z ij . Since the elements (S k ) ij are in the closed interval [0, 1], Z ij must be in [0, 1]. It remains to assert that the elements in each row of Z sum to 1. The convergence of {S k } implies that for every > 0 there exists a k so that
Hence Z1 1 = 1 1. We have shown that the limit of a converging sequence of stochastic matrices is also stochastic, so that S n is closed. The compactness of S n follows because a closed and bounded set in a finite dimensional vector space is compact. An n×1 canonical vector e j has n−1 zero elements, so that it cannot be expressed as a linear combination of other stochastic vectors. Therefore matrices in S n whose rows are (transposes of) canonical vectors are extreme points of S n .
Lemma 5.4. The set H n = x : x ∈ R n , x T 1 1 = 0 and x p = 1 is compact. Proof. We show that H n is closed and bounded. Compactness of H n then follows because H n is a subset of a finite dimensional vector space.
The set H n is bounded because x p = 1. To show that H n is closed, let {x k } be a sequence of vectors in H n that converges to some vector z, i.e., x k − z p → 0 as k → ∞. Thus, for every > 0 there exists a k so that
Thus z T 1 1 = 0 and z ∈ H. This means, the limit of a converging sequence of vectors in H n is also in H n . Therefore H n is closed. Now we are ready for the important results. First we establish that in order to determine the maximal τ p for all stochastic matrices, it suffices to look at the extreme points of S n .
Theorem 5.5 (Theorem 1(a) in [66] 
Proof. Since S n and H n are compact sets, as was established in Lemmas 5.3 and 5.4, and since the p-norm is a continuous real-valued function, we can switch the two maxima below,
Fix z ∈ H n . Then the convex function f (S) = S T z p on the convex compact set S n attains its maximum at an extreme point [37, p. 535] . Thus max S∈Sn f (S) = max Q∈Extr(Sn) f (Q).
For matrices Q ∈ Extr(S n ) one can write vectors Q T z in terms of sets that record the position of ones in each column of Q.
Remark 5.6 (page 142 in [66] ). If Q ∈ Extr(S n ) and z ∈ R n , then
where the set D j contains the indices of all rows that have a 1 in position j, that is,
We illustrate this for the case n = 3. Let
The stochastic matrix Q is in Extr(S 3 ), and
Now we show that max S∈Sn τ p (S) can be obtained by summing only the positive elements in those vectors that achieve the maximum.
Corollary 5.7 (page 144 in [66] ).
where 
Since Rhodius [66] did not provide a proof for L = R, we give one below. First we show that L ≥ R. The vectors appearing in R are vectors z ∈ H n ∩ A l that satisfy
Hence z l+1:n 1 = z 1:l 1 . Let the maximum in R be achieved by an index k and a vector x ∈ H n ∩ A k , i.e.,
Now we show that L ≤ R. Let x ∈ H n be a vector that attains the maximum in L, and let k be the number of positive elements in x. Then we can label the elements of x so that x 1 , . . . , x k > 0 and x k+1 , . . . , x n ≤ 0, which means x ∈ A k . As above, x ∈ H n implies that x 1:k 1 = x k+1:n 1 . Consider the elements of the vector in L, and split the sums into their positive and negative parts,
where p j ≡ i∈Dj ,xi>0
x i , and p j = 0 or n j = 0 if the corresponding set is empty. Then
Applying these inequalities to the pth power of L gives
Next we characterize vectors z that achieve the maximum in Corollary 5.7 and show that their elements z 1 , . . . , z l can be chosen to be all the same.
Theorem 5.8 (Theorem 2 in [66] ). For integers p ≥ 1, the function
achieves its maximum over H n ∩ A l at vectors z with z 1 = · · · = z l and z l+1 = · · · = z n . Proof. Let x ∈ H n ∩ A l be a vector where f (z, l) achieves the maximum, i.e., f (x, l) = max z∈Hn∩A l f (z, l). We construct a vector y of the desired form by setting
Then y T 1 1 = 0, y ∈ A l , and f (y, l) = f (x, l). We will show that f (y/ y p , l) = f (x, l). Since x achieves the maximum of f (z, l), we must have f (y/ y p , l) ≤ f (x, l) . Suppose we can show that y p ≤ 1. Combined with f (x, l) = f (y, l) this implies
We still need to show that y p ≤ 1. Since the leading l elements of y are the same, and so are the trailing n− l elements, we get y
The Hölder inequality with 1/p + 1/q = 1 gives We need to determine lz 1 so that max S∈Sn τ p (S) does not depend on l or z. From
This expression is maximized if l = n/2 for even n, and l = (n ± 1)/2 for odd n.
In the special case p = ∞, Theorem 5.9 reduces to Corollary 4.6.
Ergodicity coefficients for real matrices.
In 1984 Seneta [78, (1) ] extended the coefficient of ergodicity from stochastic matrices to rectangular matrices A ∈ R m×n and arbitrary vectors w ∈ R m ,
where the maximum ranges over z ∈ R m . We present general properties and bounds in section 6.1, and explicit expressions for coefficients defined by different norms: for the one-norm in section 6.2, for the infinity-norm in section 6.3, and for the twonorm in section 6.4. Eigenvalue bounds for nonnegative matrices are discussed in section 6.5.
Properties and bounds common to all p-norm coefficients.
We present properties of τ p (w, A) for rectangular matrices A. The coefficients τ p (w, A) are bounded, well-conditioned in the second argument, and only very weakly submultiplicative because w is generally not an eigenvector of A.
1. This follows from max z p =1 
The triangle inequality implies
3. Let y ∈ R m be a vector with τ p (w, BA) = (BA) T y p , y T w = 0, and y p = 1. The submultiplicative property of the p-norms implies
If w happens to be a real eigenvector of A, then a submultiplicative property holds for powers of A. Theorem 6.2. Let A ∈ R n×n and w ∈ R n be a right eigenvector of A. Then for l, m ≥ 1
Proof. Let y ∈ R n be a vector with τ p w, A l+m = A T l+m y p , y T w = 0, and y p = 1. Since Aw = λw for some real number λ, we have
Hence the vector x = A T m y/ A T m y p satisfies x p = 1 and x T w = 0, so that
The special case of Theorems 6.1 and 6.2 for stochastic matrices and their stationary distributions was shown in [89, p. 279] .
Bounds. We present two upper bounds for τ p (w, A) that could possibly improve the bound in Theorem 6.1. They also furnish eigenvalue bounds for irreducible nonnegative matrices in section 6.5.
The first bound expresses the constraint z T w = 0 in terms of a rank-one downdate of the matrix. The bounds for τ 2 below involve the Frobenius norm, which is defined as A F = i,j |aij | 2 . In particular for p = 2 we have
Proof. Let z ∈ R m be a vector with z T w = 0 and z p = 1. Then
This proves the first bound. For the case p = 2, use A T 2 = A 2 and A 2 ≤ A F to conclude that
To find a vector x that minimizes A − wx T F , write the Frobenius norm as a sum of two-norms,
Thus min x A − wx
consists of n independent minimization problems Ae i − wx i 2 . Each minimization problem wx i − Ae i 2 is a least squares problem with m × 1 coefficient matrix w of full column rank and right-hand side Ae i . The unique
, and
The second bound relates coefficients based on different vectors. We will use it to show continuity of τ p (w, A) with regard to w. 
Proof. If τ p (w, A) = 0, the inequality holds trivially. Now assume that y ∈ R m is a vector such that y T w = 0, y p = 1, and τ p (w, A) = A T y p > 0. We will bound τ p (v, A) from below in terms of a projection of y, namely the vector (
so that the desired inequality holds. If y − v T y f = 0 we can define the vector
which satisfies z p = 1 and z T v = 0, so that
The triangle and Hölder inequalities imply
From τ p (w, A) = A T y p and y p = 1 follows
Rearranging gives
The desired inequality now follows from
in Theorem 6.1. Theorem 6.4 implies that τ p (w, A) is a continuous function of the first argument on the set x ∈ R n : x T f = 1 . 
where 1/p + 1/q = 1.
Explicit expressions for one-norm coefficients.
We derive an explicit expression for τ 1 (w, A) for real rectangular matrices A.
We start with an easy case, that of square matrices with constant row sum and w = 1 1, since this scenario is similar to that of stochastic matrices. Theorem 6.6 ( [2, 65] , page 584 in [76] , pages 189-191 in [81] ). If A ∈ R n×n with A1 1 = a1 1, then
Proof. This is an extension of the explicit expression for τ 1 (S) for stochastic matrices S in Theorem 3.7 and Corollary 3.9, and a special case of Theorem 6.8 below.
For general, real matrices A, we begin with the case where all elements of w are nonzero, i.e., |w| > 0. We view w as a diagonal scaling of the vector 1 1, and derive an expression for vectors x that satisfy x T w = 0. This is done in the extension below of Lemma 3.1.
Lemma 6.7 (page 192 in [78] ). If x, w ∈ R n with x = 0, |w| > 0, and x T w = 0, then
and D = diag(w).
Proof. The idea is to view the inner product x T w as an inner product involving the vector 1 1, and then to apply Lemma 3.1. To this end write
Applying Lemma 3.1 tox gives
Multiplying by D −1 gives the desired linear combination
It remains to show that i =j y ij = x 1 . This is done by induction over n. For n = 2 the proof of Lemma 3.1 impliesỹ 12 = 2x 1 , wherex
For the induction step assume thatx = Dx has been permuted so that w n x n > 0, w n+1 x n+1 < 0, and w n x n = max 1≤i≤n+1 |w i x i |. We write
, then the conclusion follows as in the case n = 2. If x = 0, apply the induction hypothesis to the leading n elements ofx,
Set y n,n+1 ≡ −w n+1 x n+1 D −1 (e n − e n+1 ) 1 and use the definition ofx to obtain
From w n x n = max 1≤i≤n+1 |w i x i | > 0 and w n+1 x n+1 < 0 follows
From w n x n > 0 and w n+1 x n+1 < 0 follows
Therefore i =j y ij + y n,n+1 = x 1 . When w = 1 1, then D = I and D −1 (e i − e j ) 1 = 2, so that Lemma 6.7 reduces to Lemma 3.1.
As in Theorem 3.7, we make use of Lemma 6.7 to determine an explicit expression for τ 1 (w, A) for real matrices A and real vectors w. We distinguish the two cases when all elements of w are nonzero, and when some elements of w can be zero.
The expression below, for vectors w with all nonzero elements, extends Theorem 3.7. from stochastic to real matrices. Theorem 6.8 (page 193 in [78] ). If A ∈ R m×n , w ∈ R m , and |w| > 0, then 
To show the reverse inequality, set
Then y T w = y T D1 1 = 0, y 1 = 1, and
Since this inequality holds for any i and j,
If A is a stochastic matrix and w = 1 1, then Theorem 6.8 reduces to Theorem 3.7. If A is also irreducible, then all elements of its stationary distribution π are nonzero, and we obtain the bound below for w = π.
Theorem 6.9 (Remark, page 284 in [89] ). If S is an irreducible stochastic matrix,
where D = diag(π). Now we consider the more general situation when w can have zero elements. We choose a permutation matrix P to isolate the nonzero elements in w, and permute the rows of A correspondingly,
where w 1:k is a k × 1 vector with |w 1:k | > 0, and A k has k rows. The following expression extends Theorem 6.11 from stochastic to real matrices. Theorem 6.10 (page 194 in [78] ). Let A ∈ R m×n , w ∈ R m , and P be a permutation matrix so that |w 1:k | > 0. Then
Proof. Let x ∈ R m be a vector with τ 1 (w, A) = A T x 1 , x 1 = 1, and x T w = 0.
We distinguish the cases x k = 0 and
To show the reverse inequality, choose x such that P x = e k+i for some
Since the trailing m − k elements of P w are zero, x T w = 0. This, together with
k , and we can apply Lemma 6.7 to obtain
where
and D k = diag(w 1:k ). Substituting this into the above expression for A T x 1 gives
Now Theorem 6.8 and x
The reverse inequality follows, as in the proof of Theorem 6.8, by picking a vector y whose leading k elements are
k (e i − e j ) 1 for some 1 ≤ i, j ≤ k, and whose trailing n − k elements are zero.
Tan extends the explicit expressions for τ 1 (π, S) for irreducible stochastic matrices in Theorem 6.9 to the larger class of stochastic matrices S that have only a single eigenvalue of modulus 1 [89, pp. 278-279] . For such matrices S there exists a permutation matrix P so that
where the k × k matrix A represents the recurrent states, the (possibly empty) square matrix B represents the transient states, and the stationary distribution π satisfies P π = π 
Explicit expressions for infinity-norm coefficients.
We extend Theorem 4.2 from stochastic matrices to real matrices. Theorem 6.12 (section 3 in [78] ). If A ∈ R m×n and w ∈ R m , and P is a permutation matrix so that P w = w
where the function φ is defined for a ∈ R n with elements labeled
Proof. We start as in the proof of Theorem 4.2. Let a be a column of A and x a vector that together achieve the maximum in τ ∞ (w, A), i.e.,
For any vector x with x T w = 0, permutation matrix P , and scalar θ, one shows as in Lemma 3.2 that
Choose the permutation matrix P so that P w = w T 1:k 0 T with |w 1:k | > 0, and
Set θ = a l /w l , split the sum, and remove absolute values,
We have shown that τ ∞ (w, A) = |x T a| ≤ φ(a) ≤ max 1≤i≤n φ(Ae i ). To show the reverse inequality, let a be a column of A so that max 1≤i≤n φ(Ae i ) = φ(a). Define the vector y with elements 
where the function φ is defined for s ∈ R n with elements labeled 
We can view τ ∞ (w, A) as the norm of an (oblique) projection of A, with the projection being onto range(w)
⊥ . This is an extension of Corollary 4.4 from stochastic matrices to real matrices. Corollary 6.14. Let the assumptions of Theorem 6.12 hold. Then for some
Proof. The proof is analogous to that of Corollary 4.4.
Explicit expressions for two-norm coefficients.
We derive four different expressions for τ 2 (w, A) and extend results in [76, 86, 89] for stochastic matrices to real rectangular matrices. We start by representing τ 2 (w, A) as the norm of a matrix with one row less. Proof. As in Theorem 6.16, let τ ≡ τ 2 (w, A) = A T y 2 , where y 2 = 1 and y T w = 0. We distinguish two cases, depending on whether τ 2 is an eigenvalue of AA last, since L is nonsingular we can set y = Lx, so that the maximization problem becomes
Now we have reduced a constrained maximization problem of order n to an unconstrained maximization problem of order n − 1. Looking inside the expression on the right gives
where the last equality is due to the fact that I − ww T / w 2 2 is Hermitian and idempotent.
Note that the two-norm expression for τ 2 (w, A) in Theorem 6.19 represents an equality, while the Frobenius norm expression in Theorem 6.3 is only a bound.
In the special case when w is a dominant singular vector of A the expression in 
Proof. From u T A = σ 1 (A)v T and Theorem 6.19 follows
Let A = U ΣV T be a singular value decomposition where the leading diagonal element of Σ is Σ 11 = σ 1 (A), and the matrices U and V are real orthogonal. Then U e 1 = u, V e 1 = v and
Hence τ 2 (u, A) = σ 2 (A). The proof for τ 2 (v, A T ) is analogous. Corollary 6.20 is an extension of the expression
6.5. Eigenvalue bounds for nonnegative matrices. We present bounds on inclusion regions for subdominant eigenvalues of nonnegative irreducible matrices.
Let A ∈ R n×n be a nonnegative irreducible matrix with eigenvalues λ j and Perron vector u > 0 so that
Ergodicity coefficients τ p (u, A) that are based on the Perron vector u bound the modulus of all subdominant eigenvalues, real as well as complex. The p-norm bound for nonnegative matrices below is an extension of the bounds for stochastic matrices in the one-norm in Theorem 3.6, and in the infinity-norm in Theorem 4.3.
Theorem 6.21 (Theorem 3.1 in [71] ). If A ∈ R n×n is a nonnegative irreducible matrix as in (6.2), then
Proof. The proof consists of constructing a norm · c on C n whose restriction to R n is · p and so that τ p (u, A) = max
An alternative option for eigenvalue bounds is to convert the matrix into one with constant row sums.
Lemma 6.22 (page 293 in [6] 
Remark 6.24 (page 346 in [77] ). The bound in Theorem 6.23, when applied to stochastic matrices, can be tighter than the bound in Theorem 6.21.
Consider the stochastic matrix S with stationary distribution π, where The ergodicity coefficients are
and 
Two-norm coefficients and singular values.
We show that two-norm ergodicity coefficients are closely related to singular values. In particular, two-norm ergodicity coefficients based on dominant singular vectors can reproduce any singular value. This is in contrast to eigenvalues, where ergodicity coefficients yield only bounds; see Theorem 7.5. The result below extends Corollary 6.20 from real matrices to complex matrices and arbitrary subspaces. Proof. This follows from Theorem 7.7, and the proof is analogous to that of Corollary 6.20.
More generally, for all matrices W with k columns, singular values σ k+1 and σ 1 represent the extreme values for τ 2 Connection to Lehmann bounds. We illustrate that two-norm ergodicity coefficients for normal matrices are special cases of Lehmann bounds.
So-called Lehmann bounds are a particular type of eigenvalue inclusion region. They are expressed in terms of singular values of the matrix restricted to a subspace; see [60, section 10.5] for Hermitian matrices and [7] for general matrices. Theorem 7.12 below presents Lehmann bounds for normal matrices. We use σ i (B) to denote the ith largest singular value of the matrix B.
Theorem 7.12 (Corollary 2.3 in [7] 
