Abstract. In this paper, we study the initial and boundary value problem of the Navier-Stokes equations in the half space. We prove the unique existence of weak solution u ∈ L q (R n + × (0, T )) with ∇u ∈ L q 2 loc (R n + × (0, T )) for a short time interval when the initial data h ∈ B − 2 q q (R n + ) and the boundary data g ∈ L q (0, T ; B
Introduction
Let R n + = {x ∈ R n | x n > 0}, n ≥ 2 and 0 < T < ∞. Let us consider the nonstationary Navier-Stokes equations
There are abundant literatures for the study of the Navier-Stokes equations with homogeneous boundary data. See [3, 7, 28, 34] and references therein for the half space problem. See also [3, 9, 14, 15, 17, 21, 22, 23, 24, 29, 31] and the references therein for the problems in other domains such as whole space, a bounded domain, or exterior domain.
Over the past decade, the Navier-Stokes equations with the nonhomogeneous boundary data have been studied actively. See [1, 4, 5, 32, 40] and references therein for the half space problem. See also [4, 5, 10, 11, 12, 13, 18, 19, 20, 29] and the references therein for the problems in other domains such as whole space, a bounded domain, or exterior domain.
In [18, 19, 20, 34] , the solvabilities of bounded or exterior domain problem have been studied
for a boundary data in anisotropic space B q (S × (−∞, T )). On the other hand, in [1, 4, 5, 10, 11, 12, 13, 32, 40] a rough boundary data have been considered. H. Amann [4] showed unique maximal solution u ∈ L r loc (0, T * , H 1 r q (Ω)), 3 < q < r < ∞, given. J.E.Lewis [32] showed a global in time existence of solution in
) with r 1 , r 2 , p, q, r, d < ∞, r 1 < n < r 2 , n−1 r + 2 d = 1, and 2 q + 2 p = 1. K.A.Voss [40] showed the existence of a global in time self-similar solution for small data h ∈Ḃ (R n−1 )), 2 < p, q < ∞, 1 < r < ∞.
In particular, R. Farwig, H. Kozono and H. Sohr [12] showed the local in time existence of a very weak solution u ∈ L s (0, T ; L q (Ω)) in an exterior domain when nonzero initial in B q (∂Ω)) for 2 s + 3 q = 1, 2 < s < ∞, 3 < q < ∞ are given (Precisely speaking, in [12] a nonzero divergence is considered).
In this paper, we show the unique existence of u ∈ L q (R q (0, T )), q > n + 2. Our result could be compared with the one in [12] . The case q = r = 5 in [12] coincides with the case q = 5 in our result, except the fact that our result cover larger class for g ′ (the tangential component of the boundary data) since
The following is the main result of this paper.
q (0, T )) coincides with anisotropic Besov space
Our result is optimal in the sense that the spaces for the initial and the boundary data cannot be enlarged for our solution class. Our arguments in this paper are based on the elementary estimates of the heat operator and the Laplace operator. The solution representation in section 5.1 could be useful to study asymptotic behavior of the solution.
Before proving Theorem 1.1, we have studied the initial and boundary value problem of the Stokes equations in R n + × (0, T ) as follows:
There are various literatures for the solvability of the Stokes equations (1.2) with homogeneous or nonhomogeneous boundary data. See [7, 16, 17, 24, 25, 27, 28, 34, 36] , and references therein for the Stokes problem with homogeneous boundary data. See [18, 19, 20, 26, 27, 33, 34, 35] , and references therein for the Stokes problem with nonhomogeneous boundary data.
In [18, 19, 20, 26, 27, 34, 35] , a boundary data in anisotropic space
q has been considered. J.P. Raymond [33] showed the unique existence of weak solution u ∈ B s, q (∂Ω)) for 1 < s < ∞, 3 < q < ∞ are given.
The following states our result on the unique solvability of the Stokes equations (1.2).
We organize this paper as follows. In section 2, we introduce the notations and the function spaces. In section 3 the preliminary estimates in anisotropic spaces for the heat operator, Riesz operator, and Poisson operator are given. In section 4, we consider Stokes equations (1.2) with the zero force and the zero initial velocity, and give the proof of Theorem 4.1. In section 5, we complete the proof of Theorem 1.2 with the help of Theorem 4.1 and the preliminary estimates in section 3. In section 6, we give the proof of Theorem 1.1 applying the estimate of Theorem 1.2 to the approximate solutions.
Notations and Definitions
We denote by x ′ and x = (x ′ , x n ) the points of spaces R n−1 and R n , respectively. The multiple
Throughout this paper we denote by c various generic constants. Let
x n ≥ 0}, R + = (0, ∞).
For the Banach space X and interval I, we denote by X ′ the dual space of X, and by L p (I; 
It is also known that B
See [6, 37, 42, 38, 39] for more properties of the Besov spaces.
q (Ω × I) for noninteger s > 0) and the usual homogeneous anisotropic Sobolev space, respectively. Note that W 0,0
Now, we introduce anisotropic Besov space and its properties (see chapter 4 of [38] , chapter 5
of [39] , and chapter 3 of [2] for the definition of anisotropic spaces and their properties although different notations were used in each books).
Define anisotropic Besov space B s,
The homogeneous anisotropic Besov spaceḂ s,
is equivalent to the definitions in [2, 38] .
Let Ω be a Lipshcitz domain of R n and I be an interval in R. Let D ′ be the distributions on
The properties of the anisotropic Besov spaces are comparable with the properties of Besov
See [2, 38, 39] for more properties of the anisotropic Besov spaces. 
•(In case 1 < q ≤ 3)
with div x Φ = 0, Φ| xn=0 = 0, where v = Γ t * xh and < ·, · > R n−1 ×R+ denotes the duality paring between between B 
3. Preliminaries.
Basic Theories. According to the usual trace theorem, if
p (see [6] ), and if u ∈ B s, [2, 38, 39] ). On the other hand, for a solenoidal vector field
with
for s ∈ R and 1 < p < ∞ (see [37] for the reference). Using the fact that B s,
p (0, T )) for s > 0 and R i is self-adjoint operator, the following boundedness property holds for anisotropic Besov spaces as follows:
3.2. Estimate of the heat operator. Define three types of heat operator
Observing that T * 1 is the adjoint operator of T 1 , we can derive the following estimate for T 1 and T * 1 .
Lemma 3.1. Let 1 < p < ∞ and 0 ≤ α ≤ 2.
Using the result of Lemma 3.1, the following estimate for T 2 and T * 2 can be derived.
The above lemma will be useful for the proof of Theorem 4.1 and also for the estimate of Γ t * h| xn=0 .
(3.5)
4. Stokes equations (1.2) with f = 0 and h = 0 Let (w, r) be the solution of the equations
where Γ and N are the fundamental solutions of the heat equation and the Laplace equation in R n , respectively, that is,
and
In [34] , an explicit formula for w of the Stokes equations (4.1) with boundary data G = (G ′ , 0) is obtained by
Here < ·, · > is a duality paring between B −α+
Proof. By the definition of the space B
Again, by the definition of the space B
Hence, without loss of generality, we assume that
(By density argument, we may assume that
According to [8] , w can be rewritten by the following form
where T , S and I are defined by
Observe that T = D xn T 2 , where T 2 is the heat operator defined in section 3. From Lemma 3.2, we have
(4.7)
Direct computation shows that for 1 ≤ j ≤ n − 1
where
By the well known property of Riesz operator we have
. Direct computation also shows that Sf solves ∆Sf (x, t) = divF in R n + for each t > 0, Sf | xn=0 = 0, (4.10)
By the solution representation of Laplace equation (4.10), Sf can be rewritten by the formula
Using Calderon Zygmund inequality, we have
(4.12)
Combining (4.7), (4.9) and (4.12), we have
(4.13)
On the other hand, by Young's theorem and Minkovski's theorem, we have
Combining from (4.13) and (4.14), we have 
.
Using this estimate of K ij , direct computation shows that
Proof of Theorem 1.2
Let us consider the Stokes equations (1.2) with general nonhomogeneous data h, f, g with f = divF . Below, we give a solution formula of the Stokes equations (1.2) decomposed by four vector field, v, V, ∇φ and w which will be defined in section 5.1.
Solution formula.
LetF be an extension of F to R n × R + , and letf = divF . Define the projection operator P by
and define Q by
Observe that V satisfies the equations
Observe that (Pf ) j = D x k δ ijFki + R i R jFki forf = divF . Hence V can be rewritten by
Let h be an extension of h satisfying that
Observe that v satisfies the equations
Observe that
Note that ∇φ| t=0 = 0 if g n | t=0 = h n | xn=0 .
Let G = (G ′ , 0), where
Note that G ′ | t=0 = 0 if g| t=0 = h| xn=0 . Let w be the vector field defined by the formula (4.2) with boundary data G = (G ′ , 0) for G ′ as defined in (5.8). Then,
satisfies formally the nonstationary following Stokes equations (1.2). 
Estimates of u
= v + V + ∇φ + w. Chooseh ∈ B − 2(R n ) so thath| R n + = h and divh = 0. ChooseF ∈ L p (R n × R + ) so thatF | R n + ×R+ = F . Letf = divF . Let V , v
1) From Lemma 3.3, we have with
2) By the L p boundedness of the Riesz operator (see (3.2)) we have
, v n and V n have trace (see (3.1)) with
This leads to the estimate
4) Let P xn be the Poisson operator defined by
which satisfies the Laplace equation
Since Poisson operator P xn is bounded fromḂ
to L q (see [37] for the reference) and Riesz operator
5) Applying the last estimates of Lemma 3.3, v|
Applying the last estimates of Lemma 3.4, V |
In the end, we conclude that
Recall that if q > 3, then B
q0 (R n−1 × (0, T )) and from the hypothesis
(0, T )) with some modification that
6) Finally, applying Theorem 4.1 to the fact that
This completes the proof of the estimate of the solution in Theorem 1.2.
5.3.
Regularity. Using the estimate of the heat kernel Γ t , direct computation of v = Γ t * h leads to the estimate that
Finally, recall Remark 4.2 that
5.4. Uniqueness. Suppose that (u 1 , p 1 ) and (u 2 , p 2 ) are very weak solutions of the Stokes equations
, we conclude that u 1 − u 2 = 0 a.e. in R n + × (0, T ). Therefore, the uniqueness of the solution of the Stokes system (1.2) holds in the class L q (R n + × (0, T )).
Nonlinear problem
In this section we would like to give a proof of Theorem 1.1. For the purpose of it, we construct approximate solutions and then derive uniform convergence in L q (R n + × (0, T )). For the uniform estimates, bilinear estimates should be preceded.
6.1. Proof of Theorem 1.1. In this section we would like to construct a solution of the NavierStokes equations (1.1).
6.1.1. Approximating solution. Let (u 1 , p 1 ) be the solution of the equations
6.1.2. Uniform boundedness. Let q > n + 2. By the result of Theorem 1.2, we have
According to bilinear estimate 6.1, choosing p = q 2 , we have
Hence, we have
Choose 0 < T ≤ 1 (2c1M) 2 , together with the condition T ≤ 1. Then by the mathematical induction argument we can conclude that
By the result of Theorem 1.2, we have
together with the condition T ≤ 1 (2c1M) 2 and T ≤ 1. Then, the above estimate leads to the
(6.6) (6.6) implies that the infinite series
6.2. Existence and regularity. Let u be the same one constructed by the previous section. In this section, we will show that u satisfies weak formulation of Navier-Stokes equations, that is, u is a weak solution of Navier-Stokes equations with appropriate distribution p.
Let Φ ∈ C ∞ 0 (R n + × (0, T )) with div Φ = 0 and Φ| xn=0 = 0. Observe that
Since u satisfies the Stokes equations (1.2) with f = −divF = −div(u ⊗ u), u can be decomposed
On the other hand, by the same argument in section 5.3, we have
. This leads to the conclusion that u is a weak solution of the Navier-Stokes equations (1.1).
be another solution of Naiver-Stokes equations (1.1) with pressure q. Then u − v satisfies the equations
Applying Theorem 1.2 to the above Stokes equations for u − v, then we have
If we take
) 2 together with T 1 ≤ 1, then the above inequality leads to the conclusion that
By the same argument, we can show that
After iterating this procedure finitely many times, we obtain the conclusion that u = v in R n + ×(0, T ).
R n Γ(x − y, t − s)φ(x, t)dxdt and < ·, · > is the duality pairing betweenḂ
. From the result of Lemma 3.1 we have
By trace theorem, we have
Apply the estimate (B.4) to (B.2), we have
(B.5)
Applying real interpolation theory to (B.5) and (B.1), we complete the proof of the estimate of T 2 g in Lemma 3.2.
Analogously, we can derive the estimate of T * 2 g, observing the identity
φ(y, s)dyds and < ·, · > is the duality pairing betweenḂ
. By the same procedure as for the estimate of T 2 f (We omit the details), we can obtain the estimate of T *
(B.9)
By the well known elliptic theory T * 2 g| yn=0 = 0 implies that
Combining all the above estiamtes we conclude that
(B.10)
Applying real interpolation theory to (B.7) and (B.10), we complete the proof of the estimate of T * 2 g in 3.2 for 0 < α < 2.
Appendix C. Proof of Lemma 3.3
• First we would like to derive the estimate of T 0 h = Γ t * h.
Let us consider the case h ∈Ḃ 
Again this leads to the conclusion that
(C.1)
On the other hand, by Young's theorem we have
From the fact that B .
(C.3)
• Now, we will derive the estimate of T 0 h| xn=0 = Γ t * f | xn=0 .
Let h ∈Ḃ .
(C.7)
Appendix D. Proof of Lemma 3.4
Note that u = D x T 1f . By Lemma 3.1, the following estimate holds
. On the other hand, by Young's inequality we have This completes the proof of Lemma 3.4.
