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Abstract
In recent years, the community of natural language processing (NLP) has seen amazing
progress in the development of pre-trained language models (PLMs). The novel paradigm of
PLMs does not require labeled data, allowing us to experiment with increased training scale
through employing freely available colossal online self-training corpus to push the limits.
Language models (LMs), such as GPT, BERT and T5, have achieved high performance on a
wide range of NLP tasks. Meanwhile, research on zero-shot and few-shot text classification
has received increasing attention. As labelling can be costly and time-consuming, how to
perform data augmentation (DA) and enhance the current framework in a more effective
and automatic way can be challenging. Existing performance of zero-shot and few-shot text
classifications is far from satisfaction and human intervention is always required. Recently,
introducing PLMs to solve these issues has become a new trend.
In this thesis we investigate modern techniques in zero-shot and few-shot text classifications and propose a series of novel methods to enhance the classification performance.
For zero-shot text classifications, we propose a framework aiming at enriching domain
specific information required by PLMs. To unleash the power of PLMs pre-trained on
massive cross-section corpus, the framework unifies two LMs for different purposes: 1) expanding categorical labels required by PLMs by creating coherent representative samples
with GPT2, which is a language model acclaimed for generating sensical text outputs, and
2) augmenting documents with T5, which has the virtue of synthesizing high quality new
samples similar to the original text. The proposed framework can be easily integrated
into different general testbeds. For the few-shot text classifications, we focus on designing data augmentation methods to enlarge training samples. We introduce text-to-text
(seq2seq) language models into the DA framework that consists of two phases: a fine-tuning
phase where PLMs including T5 and BART, are fine-tuned on unsupervised corpus under
two novel schemes; a generation phase where we employ the fine-tuned text-to-text models
to synthesize samples in DA to achieve performance lift of the classifier. We proposed
two new fine-tuning schemes tailored for DAs systematically. Following our idea, other
downstream desired NLP tasks can also benefit from this framework.
The experimental results demonstrate the effectiveness of the proposals. In zero-shot
learning, we thoroughly compare the unified framework with three benchmarks and carefully examine each individual module by replacing it with an alternative. A detailed
analysis of multiple factors that could affect the performance is also investigated. In DA
on few-shot learning, we prove that our approach consistently outperforms state-of-the-art
DA baselines on both topic and sentiment text classifications.
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Chapter 1
Introduction
1.1

Problem Definition and Major Challenges

As manually labelling data can be labour-intensive, time-consuming and error-prone in
the task of text classification, recent studies have proposed methods on how to improve
performance given no training data(zero-shot) or a few training data(few-shot). This is
challenging since previous state-of-the-art solutions always rely heavily on sufficient training set; therefore, the performances of approaches on zero-shot or few-shot data setups,
are not on par with traditional supervised full-data learning regime. Generally speaking, in early studies, researchers employ rule-based knowledge base, such as WordNet1 ,
Wikipedia, Explicit Semantic Analysis(ESA)2 to enlarge the training set or consummate
related concepts or external resources into the learning process to boost the accurancy of
text classification.
Fortunately, during recent years, with the rising of transformer architecture and pretrained language models(PLMs), this area of research paves the way for new scope of
improvement. How to squeeze the utility and knowledge of PLMs efficiently and automatically, becomes the new flash point in NLP community. In this thesis, our work approaches
zero-shot learning with framework upgrade and approaches few-shot learning with data
augmentation.
Zero-shot text classifications (0SHOT-TC) [166] refers to the tasks of making a prediction by gauging the matching score between documents and candidate labels without
counting on any training data. One straightforward benefit of this method is to accommodate emerging labels and provide promising predictions not shown in the past. For
example, to classify newly arrived Tweets into diverse topics, the prediction model will
recognize previously unseen topics and assign them to incoming Tweets without relying
on any training data. Another benefit is that the output layer (usually expressed with a
1
2

https://wordnet.princeton.edu/
https://github.com/pvoosten/explicit-semantic-analysis
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Softmax function) of the neural networks does not need to be changed to cater for the
dynamic label set, which eases the design and implementation of the system.
Previous studies in this direction mainly project documents and their label names into
the same (latent) representation space, where their similarities can be better captured by
different metrics such as Cosine similarity functions [146, 13, 104, 34, 137]. Further, additional information of the label, acquired through external resources such as Wikipedia and
various knowledge graphs, can be included [137] to shed the light on the nature of classification topics. Nonetheless, these approaches are still in infancy due to high dependence
on external resources and undesirable classification performance [166]. With the burgeoning PLMs in recent years, people have explored their usages in various classification tasks
to provide 1) better representations of text come out [120]; 2) deeper, complicated and
well-rounded interactions between labels and documents, replacing classic cosine-based
solutions [166, 140, 127]. Thanks to the in-depth knowledge gained through large and
cross-section corpus, PLMs significantly reduce manual interventions and demonstrate an
ubiquitous power in different learning tasks. Nonetheless, to the best of our knowledge,
few work has been proposed to systematically improve the performance of 0SHOT-TC
using PLMs.
Compared to those well-studied supervised text classification tasks, 0SHOT-TC are
far from satisfactory in many real-world scenarios. One of the major reasons behind this
is that people tend to conduct classification through very limited information of surface
labels, but expect models to digest the underlying meanings and even make reasoning and
associations for generalization on purpose.
Few-shot text classifications data augmentation(DA) synthesizes modified data
from an existing dataset for training machine learning models, has proven an effective and
efficient way to acquire more training samples without incurring the prohibitive cost of
manual data labelling in a variety of fields such as computer vision and speech recognition [134, 62, 143, 158, 30]. However, there is no universally effective DA due to
some unique challenges it presents. Existing studies on DA in NLP can be grouped
into token-manipulation-based methods [59, 157, 78, 130], and generation-based solutions [2, 63, 5, 161, 77, 167, 149, 126]. In general, token-level manipulation methods are
good at preserving labels, while generation-based approaches excel at introducing diversity.
Nonetheless, most well-known methods only provide marginal gains at certain tasks and
are ineffective at others [172]. For example, popular DA methods such as back-translation
and EDA [130, 152] lead to diminishing or even negative impact in text classification when
the backbone classifiers are BERT or RoBERTa [81].
Some researchers have shifted attention on applying generative language models(GLMs)
for DA [63, 2, 149, 167, 126]. GLMs such as GPT2 [116] are capable of generating text
with high fluency and diversity, and therefore could serve as generators to synthesize new
samples required by classification model training. However, most existing GLM-based DA
solutions have some drawbacks. First, they fine-tune GLMs on the training corpus of
limited capacity, shifting the parameters of the GLMs towards lowering the perplexity on
the given data which can be problematic and prone to overfitting [32, 111, 125, 126, 167]
2

, leading to undesirable results such as generating dull and repetitive tokens or snippets
and even trigger catastrophic forgetting[126, 167]. Second, how to utilize the colossal free
online corpus, such as reviews, comments and news to fine-tune GLMs to better serve
DA has not been studied. In addition, it is worthy of exploring the potential benefits of
employing text-to-text(seq2seq) LMs, such as T5[117] and BART[68] into DA. Previous
studies focused more decoder-only LMs such as GPT while ignored the potential power of
encoder-decoder LMs seq2seq models. Text-to-text(seq2seq) LMs have inborn genius for
directed text generation, due to their internal unity of encoder and decoder. When the
model emits tokens, it dynamically attends to appropriate parts of the source text and thus
produces target text of high quality. Text-to-text(seq2seq) LMs are successfully applied to
NLP tasks such as dialogue, summarization and translation. Therefore, in the task of DA,
if we see the original training sample as the source text and the synthetic sample as target
text, the conception of applying text-to-text LMs into DA fits in.

1.2

Our Method and Contribution

In this work we start from reviewing recent developments in Pre-trained language models
and some representative models that are widely used. Then we retrospect and survey the
recent related works in Zero-shot and Few-shot text classifications DA, respectively.
We propose a novel framework to enhance 0SHOT-TC paradigm in an end-to-end
manner. The proposed works can be divided into three major modules. First, at the
label level, we construct label-incorporated prompts to induce new label-conditioned texts
with the help of GPT2, and calculate the similarity score between generated texts and
the document using the NSP function of BERT. Second, at the document level, we utilize
T5 to harvest augmented samples with the assist of text2text transformations. Finally,
the knowledge derived from above two modules are unified together with the matching
score of the classic zero-short learning method to better capture the relatedness between
documents and labels. The GPT2 and T5 models are both built on transformers; however,
they are explored for different purposes based on their uniqueness. As one of the major
contributions of this study, this framework solely relies on the results of pre-training, saving
the cost of generating handcrafted rules, the requirement of expert interventions, and the
dependence on external resources. In experiments, we thoroughly evaluate the effectiveness
of the unified framework and carefully examine each module with alternative methods. A
detailed analysis of multiple factors that could affect the performance is investigated as
well.
For data augmentation in the few-shot setting (dozens to hundreds training samples), we
regard the original training samples as the source text which implicates semantic meaning
of the topic, while on the other hand, we treat new synthetic samples as the target text
induced by the source text. Without loss of generality, we investigate the generation power
of two exemplar text-to-text LMs: T5 and BART. Further, to cater for the text-to-text
framework, we propose two fine-tuning schemes called P2P and S2S which organize the
free online corpus into parallel source and target text pairs, in the hope of leveraging the
3

homogeneous characteristic presented by sentences in the same article. These large publicly
available online corpus free us from the compromise of limited labelled data in many
previous studies. Empirical studies in both topic and sentiment text categorization tasks,
indicate that models fine-tuned under novel schemes show the effectiveness over popular
DA benchmarks. Our approach provides a new motivating idea of how to design on-demand
fine-tuning schemes with the availability of online unsupervised corpus in related domain.
Overall, our work on the enhancement of zero-shot and few-shot classification sheds
some light on the direction of unifying LMs of diverse utility into a hybrid framework.
Encoder-only, decoder-only and encoder-decoder models should work as different components in coordination to serve the final task.

4

Chapter 2
Literature Review and Background
2.1

Transformer Architecture

Originating from the Seq2Seq neural network based machine translation task, Transformer[145]
is a successful Seq2Seq model architecture, which solves the long dependency issue, deficiency in parallel computation and context compression loss that puzzles the community in
early years. In this chapter, we first go through the early model Seq2Seq architecture; then
we introduce the attention mechanism that solves the drawbacks of previous RNN-based
Seq2Seq; after that, we review the details of Transformer model which is the most popular
model in attention based models.

2.1.1

The Seq2Seq Model

In the field of language modeling, the seq2seq model [141] was designed to transform a
source text to target text of arbitrary lengths. In early stages, seq2seq is widely used in
transformation tasks include summarization, dialogue generation, grammar trees parsing
and machine translation.
The seq2seq model normally has two basic components:
• An encoder processes the input sequence(a list of tokens) of variable length and
compresses the information into a context vector of a fixed length. This representation, which can be perceived as sentence embedding, is expected to be a good
condensed and numeric summary representation of the meaning of the whole source
sequence. For example, if the encoder is CNN based, then the sentence embedding
is the output of the pooling layer following convolution layers.
• A decoder is initialized with the context vector to emit the transformed output.
The early work only used the last state of the encoder network as the decoder initial
state. During the decoding process, in each time step, the decoder take the hidden
5

Figure 2.1: The encoder-decoder model, translating the sentence to English. The visualization of both encoder and decoder is unrolled in time. x is the input source tokens while
y is the output target tokens.[144]
state and the prediction token of previous time step as input, to produce the token
as prediction in current step, as shown in figure 2.1.
Generally, both the encoder and decoder are recurrent neural networks such as LSTM[47]
or GRU[31] units, as they are good at modelling on sequential data and keep/discard particular information in an unrolling manner.
However, Seq2Seq mechanism suffers a critical and apparent drawback via accumulating
all information into the fixed-length context embedding:
• the incapability of remembering long sentences. Often it can forget the first part
of the source text, after it completes processing the whole input. That is to say,
modelling the lengthy context with RNN gets more hurdles as the distance increases.
• RNN is directional. In some scenarios, a backward RNN may have a better chance
to extract information in specific position than forward RNN.
• RNN has inborn imperfection in time efficieny and can be computed in parallism.
• RNN has gradient vanishing and explosion issues due to the nested multiplication.
Some studies try to solve these issues by either 1) building bidirectional RNN and then
adding both results together; or 2) stacking bidirectional RNN layers in pyramidal structure
to represent context better. These approaches still suffer from computational efficiency
and poor generation quality. Some researchers argue that when in token generation in the
decoding component, as each step, the model should check(attend) over all the tokens in
the source paragraph concurrently and dynamically, where a more fine-grained contextual
embedding ht is needed, as shown in figure 2.2. This means that we should not put equal
weights to all parts of the source text and should create a context embedding of what
interests us based on the query at a specific step; also, the query is time-variant and shifty.
The attention mechanism[145] was born to resolve this problem.
6

Figure 2.2: The decoder in Seq2Seq model[144]

Figure 2.3: The encoder-decoder of Seq2Seq model with additive attention mechanism [4]

2.1.2

Attention Mechanism

Attention is motivated by how we pay visual attention to different regions of an image or
correlate words in one sentence. For example, in neural machine translation task,
Rather than building a single context vector out of the encoder’s last hidden state as
in section 2.1.1, the novel thought of attention is to create highways between the context
vector and the entire source input. The dynamic weights of these shortcut connections are
customized for each on-demand output token. The forgetting issues has been solved by
accessing to the entire input sequence tokens. As shown in figure 2.3, there is a global alignment between source and target through α weights which aggregate the context embedding
of RNN-based encoder part.
Here we formulate this process. The source sequence x of length n consists of tokens
x = [x1 , x2 , . . . , xn ] and the output target sequence y of length m as y = [y1 , y2 , . . . , ym ].
→
−
The bidirectional RNN based encoder process x to forward hidden state h i and backward
←
−
state h i at each time step i. Then for each step, the state is set as the concatenation
→
−⊤ ←
− ⊤ i⊤
hi = [h i ; h i
, i = 1, . . . , n
7

(2.1)

During the decoding steps, at position t, the decoder takes the hidden state st =
f (st−1 , yt−1 , ct ) , t = 1, . . . , m (f is linear transformations), where the context vector ct is
a weighted sum of hidden states hi as follows

ct =

n
X

αt,i hi

(2.2)

i=1

exp (score (st−1 , hi ))
αt,i = Pn
i′ =1 exp (score (st−1 , hi′ ))

(2.3)

score (st , hi ) = va⊤ tanh (Wa [st ; hi ])

(2.4)

where αt,i defines how well two tokens yt and xi are aligned and the softmax function normalizes the alignment score which assigns weights to each hi accordingly. In this
way, when generating yt , the set of αt,i will decide how much of each source hidden state
contribute and some more related source information will be attended more closely. The
alignment score is parametrized by a feed-forward network va and Wa jointly trained with
other parts of the model. With the novelty of attention mechanism, the dependencies
are not restricted and researchers began exploring various other forms of attention mechanisms, for example, different alignment score functions are proposed[40, 4, 84, 145]. Among
them, Scaled Dot-Product is most popular today 2.5, where a scaling factor is used to the
dot-product score, n is the dimension of the source hidden state.
s⊤
t hi
score (st , hi ) = √
n

(2.5)

A brief categories of attention mechanisms can be listed as[153]:
• Self-Attention: Different positions of the same input sequence are attended.[17]
• Global/Soft: Attending to the entire input state space. [160]
• Local/Hard: Attending to the part of input state space. [160]
Self-attention is widely used and has shown its supremacy in Transformer architecture and downstream tasks such as machine reading, abstractive summarization, or image
description generation. We will discuss the it in next section.

2.1.3

Transformer

Transformer is a novel encoder-decoder model with attention[145]. It showcases a huge
improvements to the soft attention and make it possible to do seq2seq modeling without
RNN. Therefore, transformer is entirely built on the self-attention mechanisms, with high
parallelism computation capacity.
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Key, Value and Query
After decomposing a sentence x into single words(tokens) [x1 , x2 , . . . , xn ], conventionally,
each token will be treated and encoded differently according to the context (therefore the
sentence will be converted into a sentence of vectors [h1 , h2 , . . . , hn ] instead). While in
transformer architecture, we need to integrate this concept with attention using query,
key, and value.
Specifically, to encode the whole x, it performs a query on each x. So a n-word sentence
results in n queries and n vectors. To encode the i-th word xi , the word itself acts as
the query Q. The relevancy of this query with each key in the sentence(including xi ) is
computed. The representation of xi is simply a weighted sum of the values according to
the relevancy — the attention output. Therefore, the attention-based transformer encoder
generates the context-sensitive representation for each word x.
The transformer adopts the scaled dot-product attention as relevancy measurement.
Each token xi is packed to the queries Q, keys K, and values V in the format of matrix
respectively. Each matrix will have a dimension of (n, d) where d is the dimension of
embedding vector. The matrix product QK T will measure the similarity among the queries
and the keys. This attention mechanism is formulated as


Attention(Q, K, V) = softmax

QK⊤
√
n


V

(2.6)

√
Here we explain why n is used in the denominator as a nomalization factor. When
the dimension d is large, we will encounter a problem with the dot products QK T , which
will have a mean 0 but a large variance d. Therefore, some of the dot product values will
be too large that push the softmax output to a low gradient zone and hurts the√training
process. Therefore, the transformer divides the dot product with a scale factor n to let
the variance of the distribution of QK T to 1 to mitigate the gradient vanishing issue.
Multi-Head Attention
In the last section, only one attention is generated per query Q. Naturally, multiple head
attention h can be generated per query. In transformer, 8 scaled dot-product attentions
are packed together as shown in figure 2.4. This gives us 8 different perspectives, which
eventually boosts the overall performance empirically.
Encoder
As shown in figure 2.5, after the multi-head attention module, together with skip connection, the layer normalization follows. These operations tend to make training more
stable and robust. In contrast to batch normalization(BN) which is widely used in vision
9

Figure 2.4: The Sing/Multi-head scaled dot-product attention mechanism.[145]

Figure 2.5: The transformer’s encoder.[145]
tasks, layer normalization(LN) is a good practice in NLP, where values in the same layer
to perform the normalization.
Next, a position-wise fully-connected layer(FC), a ReLU activation, and another FC
layer are employed in the encoder unit. We should note that this series of operations is
applied to each position separately and identically, i.e, in a position-wise manner. skip
connection and LN is also used.
6 identical layers is stacked in the encoder module.
Positional Encoding
Since transformer is location insentitive, Positional Encoding is used to utilize the position
and ordering information. The solution to provide position embedding(PE, shown in 2.6
10

Figure 2.6: The transformer’s position encoding.[145]
1

) as part of the word embedding in addictive way. With PE, transformer can detect the
relative positions and dependency.
Decoder
As the encoder generates contextual representation h, the decoder use this information
during inference. As shown in figure 2.7, similar to encoder, there are also 6 identical layers
stacked in decoder module, where each layer has 2 sub-layers of multi-head attention and
one sub-layer of FC. The fundamental difference in decoder’s attention component, is that
there are two stage attention: 1) stage 1 is similar to encoder where token embedding is
made through the manipulation of Q, K and V; 2) in stage 2, the K and V are h from
encoder output. This corresponds to the multi-head attention component in the middle of
figure 2.7 which take another two inflows from left side(encoder’s output). This puts the
input decoder vector into direct relation with all encoder input vectors.
We should emphasis that in the masked multi-head attention stage 1, it is uni-directional
self-attention: each query vector qi only interacts with its respective key vector and all previous ones, to yield the respective attention weights. This prevents the prediction of an
output vector from information leakage, allowing us to define a causal probability distribution.
Finally, the output of the decoder’s attention module, is processed by a linear layer and
finally a token inference is conducted via softmax. A full detail of transformer can be seen
in figure 2.8.
Inference
Similar to the conventional decoder, in inference, transformer decode a token each time.
All previously emitted tokens are collected and fed to the decoder.
The architecture of seq-to-seq transformer eliminates the long-range dependency problem which RNN-based seq-to-seq suffers, as each decoder logit vector is directly dependent
1

https://www.tensorflow.org/text/tutorials/transformer
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Figure 2.7: The transformer’s decoder.[145]

Figure 2.8: The full model architecture of the transformer.[145]
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on every single encoded output vector, completely independent of the number of contextualized encoding vectors.

2.2

Transformer-based language models

We discuss the seq2seq paradigm and transformer architecture in previous sections. Generally speaking, in the level of model implementation and application, Transformer-based
language models can be categorized into three groups:
• Auto-regressive models is set to the pre-trained task of predicting next token in
condition to all the previous tokens. They correspond to the decoder of the original
transformer model, with uni-directional attention. The primary application is text
generation. Typical example is GPT[116] series.
• Auto-encoding models are pre-trained by corrupting the input tokens under some
pre-defined rules and trying to reconstruct the corrupted span. They correspond to
the encoder of the original transformer model in the sense that they get access to
the full inputs without any mask (bi-directional). The primary application is language understanding such as text classification or token classification. Representative
example of such models is BERT[29].
• Sequence-to-sequence models use both the encoder and the decoder of the original transformer. Common applications are translation, dialogue generation, summarization and question answering. T5[117] and BART[68] falls into this group.
During recent years, these large-scale pre-trained transformer-based language modes
have achieved high performance on a variety of language tasks. In this section, we introduce
their main characters such as pre-training and usages.
GPT
OpenAI GPT[116] is a a multi-layer transformer decoder pre-trained on a giant collection of
free online text corpora in left-to-right casual language modelling manner (uni-directional
nature). The training loss is the negative log-likelihood, maxmizing the likelihood of next
token based on the context window of the size k located before the target word as in 2.7:

LLM = −

X

log p (xi | xi−k , . . . , xi−1 )

(2.7)

i

GPT provided a super neat and encouraging way to beat SOTA on most language tasks
at that time by just using the pre-trained language model directly, removing the need for
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Figure 2.9: The in-context learning of GPT3[10]
designing task-specific model. This fine-tuning paradigm can let LMs absorb as much free
text as possible and adapt to specific downstream tasks with a small labeled dataset and
a minimal set of new parameters to learn.
GPT2 is a direct successor of GPT, ten times larger than GPT. With larger size, it
has good zero-shot transferability without any task-specific fine-tuning. It can write fluent
and coherent continuations as show in table 2.1.
GPT3[10]2 contains amazing 175B parameters while has the same architecture of
GPT2. GPT-3 is tested in the in-context few-shot setting without any gradient-based
fine-tuning as shown in the demo 2.9. This burgeoning paradigm infers the correct label
or even target synthetic samples based on the task description along with a few sample
demonstration pairs[151, 38, 149, 126, 167]. GPT3 achieves strong performance on many
NLP datasets and paves a way for general NLP paradigm.
BERT(Bidirectional Encoder Representations from Transformers)
Inherited from GPT, BERT [29] also follows the pre-training and fine-tuning paradigm.
BERT is bi-directional, which struggle to a a cloze task based on contextual information
both on left and right side. Specificially, BERT is trained on two tasks carefully designed:
• Mask language model (MLM) encourages BERT to do cloze task by utilizing
the context around a masked position syntactically and semantically. 15% of tokens
in each text is masked randomly with special placeholder [MASK], where with 80%
probability the chosen token is replaced with [MASK]; with 10% probability replaced
with a random token ; with 10% there is no change on it. BERT has to predict the
missing words without knowing which are replaced or kept.
2

https://openai.com/blog/gpt-3-apps/
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Label

Prompt

Synthesized Sample

Technology BlueGene sneaks past Earth
Simulator, an NEC supercomputer, is surpassed, at last.
IBM announced yesterday that
its Blue Gene supercomputer
had achieved a sustained performance of 36.

Business

Japan probe claims Citigroup
trio Three top Citigroup Inc.
executives,
including Vice
Chairman Deryck Maughan,
are leaving the financial services giant in the wake of a
scandal at its Japanese private
banking unit.

Politics

Burundi: Hold Rebels Responsible for Attack A Burundian
rebel movement was responsible for the August 13 slaughter of more than 150 civilians
at Gatumba refugee camp
in Burundi, and not the combined forces of BurundiHutu and
Mai-Mai fighters who have been
blamed for the attack, BurundiHuman Rights Watch said

7 hours a day from its tiniest days with
high-definition TV. Now, the bluegiant offshoot of IBM has had its impressive power tested off of Earth, according to Ken Howard, a computer
scientist at IBMś Massachusetts
Institute of Technology. ”After the
tests we have had, we found that the
machine gave us an average power loss
of 6 watts per minute of reference.
Financial analysts say Citigroup
Corp., its top revenue customer,
is moving in the opposite direction because of fears that at least three senior executives, ranging from Goldman Sachs Group Inc. CEO Lloyd
Blankfein to Chief Financial Officer Jamie Dimon, will join with real
estate developers. Credit: Reuters
The hedge funds tout a highly profitable business model whereby they
”supply” foreign loans to.
jihad, a rural district northwest of the
capital. Survivors of the attack
said many of those killed by the rebel
group surrendered and were relieved of
their lives. Syria’s Civil Protection
Ministry in May sent Burundi’s interior ministry

Table 2.1: Examples of generations by GPT2 based on AG[171] corpus, entities related to
the class topic are highlighted in bold
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Figure 2.10: Fine-tuning BERT in various downstream tasks[29]
• Next sentence prediction is an auxiliary task on judging whether one sentence is
the next sentence of the other. The sentence pairs has 50% of correct order and 50%
of random order. This is a typical binary classification task.
When used in downstream tasks as shown in 2.10, after pre-training, only a shallow
classifier for any NLP task is added on top of it. Therefore, the model is refined with a
small amount of parameters while the knowledge from pre-training is still kept in the main
body.
Based on BERT, ALBERT [64] is light-weighted version of BERT. It reduces the
parameters and memory consumption and boost the speed significantly; it also proposes a
more chanllenging pre-training task Sentence-Order Prediction (SOP).
RoBERTa [79] is direct upgrade of BERT in terms of bigger batch size, longer sequences in training data(multiple sentences sampled contiguously), masking pattern dynamically across epochs in different ways. It also removes the controversial NSP task. It
also added a new dataset named CommonCrawl News3 which is much bigger.
T5
T5 is short for “Text-to-Text Transfer Transformer”[117]. It is simply based on encoderdecoder implementation as described in section 2.1.3. T5 formulates and unifies many
3

https://commoncrawl.org/2016/10/news-dataset-available/
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Figure 2.11: Diagram of T5 task[117]
common NLP tasks, such as translation, natural language inference, summarization, into
question-answering over a context. A short task prefixes is used to distinguish task intentions. For example, prepend summarize: to the context for summarization task as shown
in figure 2.11
T5 is trained on Colossal Clean Crawled Corpus(C4)4 corpus and wiki dpr5 .
The pre-training is fill-in-the-blank-style denoising objectives where the model is trained
to recover missing words in the input. T5 learns to fill in dropped-out spans of text (denoted
by ¡M¿) from documents. Similarly, fine-tuning T5 only updates partial parameters while
keeping the majority of the model parameters unchanged.
BART
BART[68] is a denoising autoencoder which in pre-training, the goal is to recover the
original text from a corrupted strategy randomly selected. The loss is simply just to
minimize the negative log-likelihood.
The noising corruption strategies include sentence permutation, token masking, documentation rotation, token deletion, text infilling. Empirical studies show that text infilling
and sentence shuffling is best. BART achieves the most consistently strong performance
which indicates that designing challenging and reasonable pre-training tasks can benefit
the downstream usage.
We should also note that BART has the BERT-like bidirectional encoder and GPT-like
autoregressive decoder which are jointly trained, as shown in figure 2.12
Summary of popular LMs
Here is the summary of popular LMs with their basic architecture and pre-training tasks as
shown in table 2.2. Models can be grouped into decoder-based, encoder-based and encoderdecoder-based types. Decoder-based models are more used in generation tasks(NLG),
4
5

https://huggingface.co/datasets/c4
https://huggingface.co/datasets/wiki_dpr
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Figure 2.12: pre-training schemes of BART with BERT and GPT. [68]
Table 2.2: Summary of LMs’ architecture and pre-training tasks
LM

Components

Pre-training Tasks

GPT

decoder

next token prediction

BERT

encoder

mask language model + next sentence prediction

ALBERT

decoder

mask language model + sentence order prediction

GPT2

decoder

next token prediction

RoBERTa

encoder

mask language model (dynamic masking)

T5

encoder + decoder

reconstruct text from a noised version

GPT3

decoder

next token prediction

XLNet

encoder

permutation language modeling

BART

encoder + decoder

reconstruct text from a noised version

ELECTRA

encoder

replace token detection

such as story continuation, while encoder-based models are good at language understanding(NLU), such as token classification and sequence classification. Encoder-decoder-based
models generates the output sequence based on the input sequence. The model conducts
generation in an auto-regressive way(self-attention only attends to the previous position),
which generates one token at each step based on the tokens it has generated so far. All
LMs’ objective of learning is to minimize the cross-entropy loss between prediction and
references.
Evaluation Metrics
There are several metrics to evaluate the LM’s generation, with respect to the gold references.
• Perplexity is used to gauge how well the LM can capture the real token distribution
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conditioned on the text. Given a reference text, a good generation (sequential tokens)
should indicate that the tokens in reference have high probability p. Perplexity is
used as the uncertainty of a distribution.
Given a sentence of N tokens, s = (w1 , w2 , . . . , wN ), the entropy between empirical
distribution pr and model distribution pθ is
H(s) = −

N
X
i=1

N
X
1
log2 pθ (wi )
pr (wi ) log2 pθ (wi ) = −
N
i=1

(2.8)

Since the tokens is sampled from real and unknown distribution, for all pr (wi ) we set
it to constant and treat it as ground truth labels. In this way, higher cross entropy
indicates that the model’s outputs are more close to real distribution. In other words,
the objective is finding a model that maximizes the likelihood of the empirical data.
Therefore, the perplexity for the sentence is defined to measure the divergence between the two distributions, formulated as:
1

2H(s) = 2− N

PN

i=1

log2 pθ (wi )

1

= (pθ (w1 ) . . . pθ (wN ))− N

(2.9)

The higher of the token probabilities predicted by LM, the better. Therefore, perplexity should be smaller, which means that the LM can fit well on true language
distribution among gold references.
• BLEU (BiLingual Evaluation Understudy) measures how many overlaps between
generation sequence and the reference sequence, in terms of N-gram. It is used for
machine translation in early stage, and nowadays it is also used in many generation
tasks.
Let x be a candidate sequence from LM, and s1 , . . . , sK are reference sequences. W
is the set of all N-grams extracted from x, then the precision of W is defined as
P
PN (x) =

w∈W

k
min cw (x), maxK
k=1 cw s
P
w∈W cw (x)


(2.10)

where cw (x) is how many times w appear in x, cw (sk ) is how many times w appear
in reference sk . The precision of N-gram indicates how many grams in generation
sequence can be found in references.
Usually, Brevity Penalty is employed to penalize the short generations. BLEU is the
average of the precision of N-gram of different length (N = 1, 2, . . . ):
′

BLEU −N (x) = b(x) × exp

N
X
N =1
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!
αN log PN

(2.11)

Figure 2.13: Trade-offs between quality and diversity of different models on NLG tasks.[45]
• ROUGE(Recall-Oriented Understudy for Gisting Evaluation) focus more on recall.

PK P
ROUGE-N(x) =

k=1

(k)
w∈W min cw (x), cw s
PK P
(k)
k=1
w∈W cw (s )


(2.12)

• Diversity and Quality balance has been attracting more attention over recent
years. Methods such as temperature annealing result in higher quality, but lower diversity. Evaluating diversity and quality is difficult. Statistical evaluation mentioned
above such as perplexity, captures diversity but not quality. Human evaluation captures quality but not diversity, if model simply plagiarize from the original texts.
Some researchers [45] propose new metric for natural language generation evaluation
that can consider both diversity and quality. On the other hand, requirements for
either diversity or quality depend on the task, as shown in figure 2.13.
Although these metrics can be used to evaluate the quality of generations, they can
not be used in training process. During training, the most common way is still
maximizing log-likelihood over steps, because these evaluation calculations are nondifferentiable and thus cannot be applied into gradient-based learning.
Fine-tuning
Even though pre-trained LMs are more effective in terms of out-of-distribution generalization [46], they are still poorly equipped to deal with data that is substantially different from
the data they have been pre-trained on. Therefore, fine-tuning is necessary to bridge such
a shift in distribution to target data and task. This has become the de facto standard for
doing transfer learning when employing powerful LMs and show empirical success across
various downstream tasks. Here we review recent advances in fine-tuning.
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Figure 2.14: The standard pre-training— and fine-tuning paradigm.[125]
• Adaptive fine-tuning involves fine-tuning the model on additional data prior to
task-specific fine-tuning. This additional step is first minimize the gap in terms of
data distribution. For example, if we want to do medicine text classification using
BERT, we can do adaptive fine-tuning on relevant corpus, such as unlabelled medicine
corpus with the same pre-training objective(MLM or other schemes), before the text
classification fine-tuning. Therefore, adaptive fine-tuning is cheap, only requiring
unlabelled data. Benefits of domain-adaptive fine-tuning have been validated in
previous works [26, 49]. Alternatively, adaptive and regular fine-tuning can be done
jointly via multi-task learning [20]. Studies [41] show that adapting to data of the
target domain and target task are complementary.
• Behavioural fine-tuning refers to fine-tuning LMs on relevant tasks which inform
the model more about the target distributions, such as the conditional probability
distribution P (Y |X) and prior distribution P (Y ) of target task. Behavioural finetuning has been widely used in many downstream tasks [111, 1, 9, 3].
The above advanced fine-tuning designs during recent years allows us to encode the
desired capabilities directly in the data to better serve our desired task. This means that
we can instill inductive biases into LMs. Generally, pre-training objectives such as MLM
does not contain too much useful for our desired task[123].
We notice that recent studies tend to eliminate the fine-tuning. For MLM-based LMs,
they reuse the model’s pre-trained output layer into cloze-style format to do inferences[127,
142]; for CLM-based LMs, they cast the target task in a text-to-text format[117, 105]. This
idea improves the sample efficiency and eliminates the need to learn any new parameters
from scratch for the task-specific layer. More mega size models, such as GPT3, are so large
in fact that they can achieve reasonable performance without any parameter updates [10],
known as in-context learning.
There methods rely entirely on its existing knowledge. However, there are several
main imperfections of in-context learning, for example, most of these models are not opensourced, practitioners need to pay for it; also it suffers from instability and lack of versatility
- it can only perform well on some common domain and easy tasks and it is extremely
sensitive to the construction of examples. Therefore, when given decent amount of training
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samples, fine-tuning definitely outperforms in-context learning. Without fine-tuning a
model is ultimately limited in its ability to adapt to a new task [125].
On caution in practice is the instabilities of fine-tuning on small task-specific data
[111]. There can be many factors, such as weight initialization, order of training data,
that affect the fine-tuning stability [32]. Some techniques such as lowering learning rate,
early stopping, adversarial or trust region-based approaches can be used to tackle with
these issues to some extent [32, 173, 53]. Overall, as models are increasingly applied to
challenging tasks with fewer training examples, it is still worthy to explore good on-demand
fine-tuning approaches.

2.3

Zero-shot text classification

As discussed in previous sections, the NLP community has begun to figure out some effective methods of learning from the colossal amounts of unlabeled data available on the
internet. The success of transfer learning under the pre-training and fine-tuning paradigm,
has allowed people to surpass virtually all existing benchmarks on downstream supervised
learning tasks, such as GLUE multi-task benchmark6 and decaNLP benmark7 , inclduding
coreference resolution, machine translation, sentiment analysis, natural language inference
and commonsense reasoning, to name a few. As we continue to develop novel model architectures and unsupervised pre-training learning objectives, SOTA performance continues
to be a rapidly moving target for many tasks where large amounts of labeled data are
available.
What benefits can this new paradigm bring to the community? One major advantage
as models continue to grow is that we see a less reliance on large amounts of annotated
data for downstream tasks. In this section, we review the previous related works on how
to do text classification without large annotated training sets. Zero-shot learning for text
classification is a series of studies which eliminates the demand of labelling.
Previous studies on 0SHOT-TC can be roughly grouped into two categories.

2.3.1

Similarity based approaches

This line of researches try to find good representations both for the label and document, and
project them into the same embedding representation space where similarity function, such
as cosine similarity, can be utilized in nearest neighbour classification in an unsupervised
manner without requiring any labelled data [13, 104, 34, 137, 146]. These works are also
known as latent embedding approaches. As long as both sides are in alignment in the latent
representation space, the distance can be measured. Early works [13, 36] use Explicit
Semantic Analysis(ESA) as a latent representation to eliminate the need for alignment,
6
7

https://gluebenchmark.com
https://decanlp.com
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with the help of the concepts of Wikipedia, which can be seen as attempts that rely on
distant supervision. Specifically, in ESA, a word is represented as a vector where each
element is the tf–idf value of the text corpus and a document is represented as the centroid
of the vectors representing its words8 .
Further, some works also generate suitable class representations by including explicit
knowledge sources from Knowledge Graphs (KGs) [170, 44], such as ConceptNet9 to enrich
the representation. This line of works have good explainability because of simple classification method(nearest neighbour classification) and reasonable representation for document
and label names. However, these approach falls short when auxiliary knowledge bases such
as wikipedia and KG are unavailable.
Later, representation based zero-shot classification research get extended by considering
word embeddings from neural language networks [137, 100], such as Word2Vec[96] and
Glove[108]. Recently, PLMs provide high-quality text representations by self-training on
colossal corpus [79, 29], such as Sentence-BERT [120].
To elaborate, Sentence-BERT does not utilize naive text embeddings from BERT or
other transformer models which result in underperformance and short for text of various
length. To get around this, it fine-tune BERT in a siamese fashion for rich text embeddings.
The reason behind this is that the original preliminary is that BERT is trained to give rich
and contextual word/token embeddings rather than whole document embeddings, as we
discussed in 2.1.2. This outmatches the traditional fixed Word2vec and Glove which are
not dynamically changed based on the context of the surrounding vector. Two intuitive but
naive methods for generating sentence embeddings from
P BERT are 1) simply averaging the
1
word embedding of all words in a sentence s = |S|
w∈S w; 2) use the embedding for the
[CLS] special token that appears at the start of the sentence. However, these methods are
quite poor and are even outperformed by Glove based vectores [120]. Therefore, the idea
of Sentence-BERT is proposed which fine-tunes BERT sentence embeddings on a dataset
with rewards of producing high semantic similarity of the two sentences based on cosine
similarity computation. In face, Sentence-BERT employs Siamese BERT networks to pretrain on the SNLI dataset with following steps: 1) obtain sentence embeddings for a pair
of sentences u and v via BERT(N dimension); 2)concatenate the embeddings organized
as (u, v, |u − v|) (conclusion is based on ablation studies) ; 3) multiply by a trainable
weight matrix of dimension W ∈ R3N ×K . K is the the number of labels. In SNLI dataset,
the labels are 3 relationships. During inference, the side product: sentence embedding
in training becomes the core products and cosine similarity is employed to compute the
semantic textual similarity.
Similar works for sentence embeddings are proposed[165]. We refer to the SentenceTransformers10 library to have a good overview.
8

https://en.wikipedia.org/wiki/Explicit_semantic_analysis
https://conceptnet.io/
10
https://www.sbert.net/docs/pretrained_models.html
9
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Figure 2.15: Cloze templates for topic classification. a and b are the question and answers
in the case of Yahoo Answers and
is the class name which the model must fill in.[127]
To recap, we formulate this approach as follows
ĉ = arg max cos (Φsent (x), Φsent (c))
c∈C

(2.13)

Φsent is the sentence embedding model and a set of possible class names is C. The original
document is x.
However, the performance of this approach is still not satisfactory, because first, the
embedding projection from PLMs is suitable for document, not for label names which
usually consist of single words; and second, the quality of embedding plays decisive impacts
on performance and could be problematic to port to new domains. ([120] show that
sentence embeddings obtained from BERT without fine-tuning even underperform the
GloVe embeddings[108]); third, the classifier is still based on naive similarity matching
where deep interaction across document and label is absent.

2.3.2

Language model based approaches

In contrast to Similarity based approach, where there are no further model parameters
after representation, this line of research models the relatedness score between document
and label internally. It becomes more popular with the surge of PLMs [10, 127, 38]. For
example, prompt-tuning is to wrap the input sentence into pre-defined template and let
the PLM conduct cloze completion task, such as ”A [MASK] article: x.”, or ”x, this is
[MASK] News.”, where x is the text to be classified and prediction is made based on the
probability LM returns for the [MASK][76]. [113] utilizes descriptors of the task at hand
and formulates ZSL as question answering problem by training and acquiring GPT. In
PET [127], the cloze-based zero-shot learning requires a human practitioner to construct
several task-appropriate cloze-style templates which, in the case of topic classification, as
shown in figure 2.15:
As noisy class text insertion for each data point template is common, verbalizer between a label space and a label word space is necessary. A verbalizer is usually manually
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crafted[127] or searched by gradient descent(require adequate training set and validation
set for optimization)[38, 131], which may lack coverage and bring considerable bias and
variances towards personal vocabulary to the results[127]. Some works [50] incorporates
external knowledge into the verbalizer and demonstrates the effectiveness.
NSP-BERT[140] leverages the NSP, one of pre-training task of BERT[29], and conduct ZSL by reformulating sample x and each candidate label y name into template
[CLS]x[SEP ]template(y)[EOS] where BERT predicts whether two sentences appear consecutively. Beyond Single Sentence Classification, the author also leverages the NSP to
other tasks such as Coreference Resolution, Sentence Pair Classification, Entity Linking
and Entity Typing. The template is utterly task-dependent.
Rather than judge on sample-label pairs in terms of compatibility or consistency, [166]
uses BERT or other MLM models pre-trained on textual entailment dataset(e.g. MNLI), to
measure to what extent a document (as the premise text) can entail a template filled with
the class name (as the hypothesis text), such as This text is about {label_name}.
This is an out-of-the-box zero-shot text classifier that actually works pretty well. The
authors report a label-weighted F1 of 37.9 on Yahoo Answers using the smallest version of
BERT fine-tuned only on MNLI corpus. By simply using the more powerful BART model
pre-trained on MNLI, we were able to bring this number up to 53.7.
With the rising of mega-scale LMs recent years, such as GPT3[10] with 175 billion
parameters released by Open AI, it becomes possible to infer the correct label based on
the task description along with a few sample demonstration pairs[151, 38, 149, 126, 167]
and achieves wild success in diverse tasks. It shows that extremely large language models
can perform competitively on downstream tasks with far less task-specific data as shown
in figure 2.16. However, models of this size remain impractical for real-world use. it suffers
from instability among various scenarios and the inaccessibility of the in-house models and
high economic cost of usage and online latency. For instance, the largest version of GPT3,
must be partitioned across dozens of shards of GPUs to even fit in memory.
However, models of this size remain impractical for real-world use.
Although employing LMs to solve zero-shot text classification brings revolutions to
NLP community, the performance is still not good enough(PET[127] reports a relatively
impressive accuracy of 70.7% on Yahoo Answers) and there is no universally effective
method among different domains.

2.4

Data augmentation

In this section, we review the works of DA especially for few-shot text classification, where
dozens of labelled samples are available , in contrast to zero-shot scenarios. Some of the
approaches may also have gains on large training set to some extent.
DA is mainly to address the problem of not enough data is available to train a highquality classifier. It artificially enlarges the training set by means of DA. An important
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Figure 2.16: GPT3 performance as # of parameters grows [10]
term relating to DA is label fidelity, otherwise, DA can introduce noised samples that can
hurt the classifier. Also diversity should be introduced at the same time to expand the
semantic and lexical coverage of training set [39]. There are many quantitative metrics
on relevancy and diversity for images but scarce in NLP. In fact, there is a hard balance
between relevancy and diversity when applying DA transformations to texts to keep safety.
Therefore, there is not universally effective DA method for text classification in NLP for
various domains. Most DA works in NLP are only competent in low-data regime and naive
classifier such as bayes, textCNN or RNN[2, 81]. We also focus on improve DA in relatively
low or middle data regime in our work.

2.4.1

Token-manipulation-based augmentations

This series of researches perform local manipulations for tokens, or even characters, such
as synonym replacement, and noise injection [152, 97, 61, 95, 59, 157]. It can be perceived
as noise induction. Usually, in practice, syntactic noise is realized via the alteration of
words (lexical substitution of word synonyms), random input neurons or rather words
being masked out. A representative work is Easy Data Augmentation (EDA) [152] which
applies one of four simple operations: Synonym replacement, Random deletion, Random
swap, Random insertion. There is a hyperparameter α roughly indicates the percent of
words in one sentence that may be changed by one augmentation. EDA shows that a
combination specially of all methods promises an improvement in terms of classification
accuracy.
However, EDA and other token/char manipulation methods do not take context information into consideration, which may cause discordance and poor coherency. The
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synonym-based augmentation can be applied to only a small percentage of the vocabulary which has limited coverage.
To solve these issues, contextual augmentation[59] replaces word wi by sampling candidate substitutions from a probability distribution learned by a bidirectional LM such
as RNN, without breaking the label-compatibility p (. | S\wi ). In this way, the words are
substituted by synonyms, or similar words suitable for the context and have paradigmatic
relations with the label and the original words. The model’s prediction is bidirectional
label-conditional. Following this work, Conditional BERT (CBERT) [157] extends BERT
to predict masked tokens conditioned on the class label and can be used for contextual
augmentation prediction as well. BERT is based on Transformer which provides a more
structured memory for handling long-term dependencies in text and is also deep and powerful bidirectional model. CBERT also introduces a new fine-tuning objective: conditionalMLM which forces BERT to predict a label-compatible word based on both its context
and sentence label on randomly masked tokens. CBERT shows promising results on six
various different text classification tasks.
While these methods are controllable and transparent, a change caused by token flips
in keynote style may happen, leading to low readability and lack of fluency [61, 14, 6].

2.4.2

Paraphrasing-based augmentations

This document-level approach attempts to provide more diversities by paraphrasing the
original text, exemplified by back-translation (BT) [130, 33], also known as Round-trip
translation. It produce paraphrases with the help of translation models and a selected
intermediate language is used between forward translation and back translation. The rationale behind this is that possibilities of diversities in terms of vocabularies and structures
are introduced through translation. The translation happens in two ways and both directions should have decent enough performance with good inherent label preserving to avoid
significant loss of semantic meaning. However, samples from BT tend to skew towards high
frequency words and can not reform long-tail words, which not only causes redundancy
but also leads to lexical shrinkage in the augmented data [77].
Text-to-Text LMs such as T5 can also be used for paraphrasing to harvest augmentation
samples. T5 finetuned on PAWS(T5paws )11 is the version of T5 fine-tuned on Google PAWS
paraphrasing dataset12 . As T5, with its inborn text2text architecture, is trained on multiple
tasks (e.g., text summarization, question-answering, translation), it is natural to extend
its usage to paraphrasing. There if few studies to mine the potential of this direction.

2.4.3

Generation-based augmentations

Generative methods are becoming increasingly interesting in recent data augmentation
research. It introduces a revolutionary way to improve diversity by exploiting generative
11
12

https://huggingface.co/Vamsi/T5_Paraphrase_Paws
https://github.com/google-research-datasets/paws

27

models to obtain synthetic samples conditioned on labels and prompts [2, 63, 161, 5, 77].
LAMBDA [2] uses GPT2 to generate samples based on given short prompts. The
overall procedure involves fine-tuning the GPT2 and generating synthetic samples.
• Train a classifier C based on original training set Dtrain , which contains a list of data
tuples {X i , Y i }N
i=1 corresponding to word sequences and labels.
• Fine-tune GPT2 on Dtrain in casual language modelling manner, to shift the internal
parameters of GPT2 to Dtrain to better serve generation. The fine-tuning set are samples of Dtrain concatenated in to a long text: . . . Y i SEPX i EOS . . . Y n SEPX n EOS
where label surface names Y are embeded in between samples13
• Synthesize a pseudo labelled dataset Daug through GPT2 generation with the prompt
i
, which are the first k tokens of X i14 . The authors assumes that the model is
of X1:k
able to recognize the prefix and completes it on the basis of memorization.
• Consistency filtering: filter synthesized dataset by the condition C(Xi ) = Yi and high
classifier probability.
The final classifier is trained on Dtrain ∪ Daug . There are some concerns: 1) using C as
the judgement criterion would bring in self-bias; 2) filtering with top-rank samples could
reduce diversity; 3) fine-tuning LMs such as GPT2 can lead to overfitting especially when
Dtrain is small.
In the same vein, DataBoost [77] integrates a reinforcement learning framework to
steer the generation of GPT2 based on labels. The authors assume that Off-the-shelf LMs
cannot be directly used to augment data; and Conditional LMs require training a LM,
such as CTRL[56] from scratch with data covering all the conditions. DataBoost, built on
off-the-shelf LM (GPT-2), can emit tokens during decoding stage under policy gradient to
maximize reward of label preservation.
A part of the NLP community has shifted its focus on understanding and devising
advanced methods for optimizing prompt-based approaches[127, 131, 121]. Sophisticate
prompts can be used to induce large LMs to produce augmentation samples. For example,
in-context learning utilizes a prompt, which usually consists of a task description and few
examples, to solve unseen tasks, such as DA, without the hefty price of fine-tuning[167].
Unsupervised data generation (UDG) [151] removes the stages of fine-tuning in LAMBDA
and the necessity of existing training dataset of a decent size. It directly generate highquality synthetic data for training, depending on few-shot prompting on a large pre-trained
language model(these prompts can be derived from Dtrain in an organized way). Finally, a
task-specific model is trained on this synthetic dataset. Although this method is powerful,
13

SEP and EOS serve as the separator of GPT2, we set < |sep| > as the SEP and use the default
< |endof text| > as EOS
14
k is set to 3 following the original paper
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Figure 2.17: The UDG framework[151]
the model is not released for public use. A similar idea can be seen in [128], but the task
is NLI. It feed the PLM with prompts of task-specific instructions and harvest similar or
dissimilar sentence pairs.
We should note that in UDG, they implemented noisy label annealing techniques to
filter potentially misaligned samples which borrows the same idea in LAMBDA’s consistency filtering. It removes samples whose pseudo label are in contradiction with the model
with high confidence. Ablation studies should that noisy label annealing is necessary.
Some other studies are mostly based on conditional VAE [8, 51, 42, 88] and GAN [139]
which suffer from complexity and difficulties in practice.

2.4.4

Filtering in Data Augmentation

Compared to the extensive studies in how to synthesize augmented samples, less have
focused on designing a filter to eliminate noises or harmful samples. Some early studies
tend to adopt simple solutions such as similarity-based methods to meet this end. For
example, CRQDA removes redundant samples come from unigram words that overlaps
with the original counterparts [75]. A similarity discriminator of decomposable attention
model [107] is proposed in another research to filter out sentence pairs of low similarity
[147]. In addition, embedding projection [5] is used to measure the quality of the generated
instances with regard to the class. However, human judgement is required in the pipeline
to determine the quality and similarity threshold. Besides, purely relying on embedding
based filtering tends to yield low accuracy as there is no guaranteed alignment between label
names and sentences. Despite the tremendous progress in sentence modeling, most existing
works attempt to construct an embedding at sentence-level [120], rather than improving
a single- or multi-word embedding representation. Therefore, how to implement a good
alignment of sentences and label surface name is still a vital problem. Parallel to this,
LAMBDA[2] attempts to use the classifier trained on the original samples to do filtering.
G-DAug [60] introduces an influence function to estimate the importance of synthetic
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samples [161]. However, those filters become unstable and biased towards the distribution
of scarce samples in low-data regime, losing beneficial samples of obvious difference.

2.4.5

Conclusion

In a nutshell, most of above methods report the superiority only in a low-data regime
[2, 63], implying their deficiency in a relatively large sample set. On the other hand, it
has been argued that the setting of constructing classifier with PLMs, such as BERT or
RoBERTa, makes EDA and BT obsolete [82]. Hence, how to take advantage of the results
obtained from pre-training to boost the text classification performance still calls for further
investigations. In addition, there is few studies on how to apply text-to-text(seq2seq)
models in DA.
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Chapter 3
A novel hybrid framework to enhance
zero-shot text classification
In this section, we propose an enhanced 0SHOT-TC framework based on two pre-trained
transformer models that do not require pre-processing, post-processing and saving intermittent results which can be costly in practice. It contains three modules where the
first focuses on label name expansion and the second focuses document augmentation respectively, and the last integrates different components together. The architecture of the
framework is shown in Figure 3.1.

3.1

Problem formulation

Given a document collection D = {d1 , . . . , di , . . . , dn }, each document d ∈ D which contains
multiple sentences and correspondingly a sequence of tokens of variable lengths, is assigned
with a probability distribution over a list of candidate labels L = {l1 , . . . , li , . . . , lk }1 by
the zero-shot classification model Mzsl . Somewhat different from traditional supervised
training, in 0SHOT-TC li is denoted as label surface names such as politics, sports,
business, finance, science which are essential and fully exploited when doing classification.
To categorize a document d, a 0SHOT-TC model C first takes d and every label l ∈ L as
inputs, and calculate the assignment score that d belongs to l.
scorezsl = C(d, l)

(3.1)

The label with the highest score then becomes the classification result of C, i.e., picking up
the label that has the highest semantic relatedness to the document. Our objective in this
thesis is to enhance the 0SHOT-TC process by simulating the decision making process of
human being: to understand and make associations both for d and l by exemplars .
1
L may not be pre-defined in practical scenerios, while in the experiments we fix it for convenient
evaluations.
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Figure 3.1: The proposed framework to enhance zero-shot classification

3.2
3.2.1

An unified framework
Label name expansion using GPT2

Previous zero-shot classifiers can perform text classification only if suitable descriptions or
indicative seed words of the labels are provided. This reliance causes 0SHOT-TC to be
highly sensitive to the choice of label descriptions and human expert designs, and hinders
its broader applications in different domains. Classic embedding approaches, including
word2vec or even transformer-based embeddings, tend to exploit label names that consist
of just one single word or phrase, where the latent representation of embedding can not
carry sufficient meaning and therefore lose important contextual information. To mitigate
this problem, we propose to leverage GPT2 to enrich the representation of labels. As
introduced in 2.2, GPT2 is entirely decoder-based architecture which is naturally suitable
for story generation given prompts.
Given a prompt2 , we use GPT2 to harvest synthetic samples X at each timestamp
auto-regressively as follows:
Xt = GGP T 2 (prompt; X<t ) .

(3.2)

Here we formulate the prompt P(l) as a template "This is {l} News:", where l is an
2

”prompt” is referred to the snippet of text used for LM generation
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incorporated label. For example, a template of politics can be expressed as
"This is politics News:"
This is to provide an indicative start alluring GPT2 to write continuations that are
more likely to fall into the topic of the corresponding label l. In addition, to reduce the
bias, we perform samplings at each time step of generation to increase the diversity of
synthetic samples. This process can be formulated as
DlGP T 2 = Fexpand (GP T 2, P(l)) ,

(3.3)

where DlGP T 2 is a collection of continuation texts from GPT2 based on P(l), and the maximum length of continuations is set to be the average length of the documents in D. AccordGP T 2
ingly Dl∈L
can be considered as representing label l at the level of sentences/documents
rather than words, which is significantly different from embedding-based solutions.
To ensure the prompt will produce closely related contents, we borrow the idea of Next
Sentence Prediction (NSP) in BERT. NSP is one of the sentence-level pre-training objects
of BERT (the other is MLM), and is frequently used in binary classification tasks to predict
whether two sentences may appear consecutively (Details in 2.2).
In other words, NSP can determine if a pair of samples fall into the same topic or
express the same semantics, regardless of their order. In this work, such functionality is
exploited in the label name expansion module to measure the alignment between d and t
in terms of topic consistency.
Specifically, Mbert represents the model of BERT and takes a pair of texts X and X̃
as inputs:


scorensp = Mbert [CLS]X[SEP ]X̃[EOS]
(3.4)
scorensp indicates the output of Mbert ’s NSP head, which is a probability value ranging from
0 to 1.3 We next apply Equation 3.4 to document d and every synthetic text tl ∈ DlGP T 2
with respect to every label l ∈ L, to calculate the overall compatibility between d and l:
X
1
(Mbert (d, tl ) + Mbert (tl , d))
scored,l
=
expand
(3.5)
|DGP T 2 |
l

tl ∈DlGP T 2

A higher score suggests document d is more likely to belong to label l, where DlGP T 2 can
be considered as proxy of l.

3.2.2

Document augmentation using T5

Parallel to the attempt at expanding prompt labels, we explore data augmentation (DA)
at document level to synthesize more samples in training set and to regularize the classifier.
3

In this study, we use the publicly available BERT of uncased version https://huggingface.co/
bert-base-uncased. The output of BERT’s NSP has two logits: the first is the probability of IsNext
and the second is the probability of NotNext, both of which are outputs of the SoftMax function from the
previous layer.
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Witnessed the great success of T5 as another transformer-based PLM, we leverage T5 to
generate new document samples for d. Unlike the auto-regressive model GPT2, T5 belongs
to directed generation where the output can be regarded as a constrained transformation
of the input [48]. In the generation process, each token is generated with


X̃t = GT 5 X | X̃<t .
(3.6)
Besides, T5 model is of an encoder-decode architecture, attending to both source text X
and generated X̃<t simultaneously. It has widely been used in machine translation, text
summarization and answer generation; nonetheless, less investigated in the direction of DA.
In this work, we use T5 to synthesize augmentation samples without providing a specific
task prefix,
DdT 5 = Faugment (T 5, d) .
(3.7)
The augmentation score of this component can be calculated with
 
X
1
˜ l ).
(C
d,
scored,l
=
aug
|DdT 5 | ˜ T 5

(3.8)

d∈Dd

Note that DdT 5 does not include the original sample d. Instead it is only used in the original
0SHOT-TC suggested in Equation 3.1.

3.2.3

Integration of modules

To generate an informed decision of 0SHOT-TC, we finally fuse all three scores obtained
at estimations on vanilla zero-shot learning, prompt label expansions and document augmentation. Originally, scoref use is defined as the product of the score of each component,
as formulated in . However, this could lead to numeric underflow.
scoref use = scorezsl · scoreexpand · scoreaug

(3.9)

Therefore, for each document-label pair, we calculate scoref use as the sum of the logarithm values of three individual factors (3.10), instead of 3.9. In 3.10, each compounding
score is assigned with a same weight for simplicity; however, it is also possible to evaluate
their impacts on different applications and suggest different importance for each of them.
scoref use ∝ log scorezsl + log scoreexpand + log scoreaug
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(3.10)

Chapter 4
Data Augmentation in text-to-text
Paradigm for few-shot text
classification
4.1

Problem formulation

In chapter 3, we propose to use LMs to enhance the performance in zero-shot setting,
which is an extreme circumstance in practice where training set is not available. In some
cases, we have a small amount of data, typically in dozens to hundreds magnitude. Given
the low-data setting, data augmentation often comes into handy.
The original training data Dtrain contains a list of data tuples {X i , Y i }N
i=1 corresponding
to word sequences and labels. Each sample X i consists of T tokens of variable length and
for each token ∀Xji ∈ X and ∀Y i ∈ Y. X , Y denote the set of vocabulary and labels,
respectively. The goal of our method is to use T5/BART, denoted as G to synthesize
samples contributing to augmentated training data Dsyn consists of {X̃ i , Y i }N
i=1 where
i
i
X̃ = G (X ).
In the context of DA, ideally, the augmentation samples should keep affinity and diversity simultaneously, thus the robustness and generalizability of the classifier are expected
to be improved [39].

4.2
4.2.1

Methodology
Text-To-Text model selection

As described in 2.2, when appropriate corpus is sufficient and ready, LMs can be finetuned on it to have the ability of directed and utilitarian generation. For example, samples
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Figure 4.1: The actual opening sections of Wiki articles used as the labelled pair texts for
fine-tuning in summarization task.[125]
extracted from Wiki can be organized into original full text as source text and abstract as
target text, as shown in figure 4.1.
We adopt T5 and BART model(base version) for text-to-text generation, which are pretrained on a very large collection of free text, for sake of their relatively lower computational
costs and being used as benchmarks in previous studies. Details of seq2seq models can
be seen in 2.2 and 2.2. The decoder emits tokens based on the source text as well as
the generated tokens simultaneously, which avoids the risk of deviation in a task. This
speciality of seq2seq models make them advantageous in summarization, translation and
also in our text-to-text based data generation. Note that, however, they can be easily
replaced by any other text-to-text LMs, such as MASS [136].

4.2.2

On-demand fine-tuning schemes

Given a set of labeled parallel text pair Dtask = {Txi , Tyi }M
i=1 , for a specific downstream
task, such as summarization, where Tx is the entire document and Ty is the summary, the
most common approach in recent years has been fine-tuning that updates the weights of
a pre-trained model, such as T5, according to L. Fine-tuning requires extra update steps
and non-trivial M to optimize the parameters θe (encoder) and θd (decoder) of T5/BART
with the objective of minimizing the loss of expression 4.1.
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LPair =

X

− log p (Ty | Tx ; θe , θd )

(4.1)

(Tx ,Ty )∈Dtask

We adapt the pre-trained text-to-text model to the specific downstream DA task via
two novel on-demand fine-tuning schemes proposed by us.
1. Paragraph To Paragraph (P2P) Due to internal consistency and coherence of
each sample, we cut each news or review into two halves: first we split each sample
into M sentences and the first M/2 sentences are concatenated as source text Tx and
the last M/2 sentences as target text Ty . We filter out samples where M < 4. The
aim is to enable the text-to-text model to write continuations given prologue.
2. Shard To Shard (S2S) Furthermore, we propose another paradigm where in 1,
after splitting sample into M sentences, we add the shuffle operation among sentences. This scheme randomly selects different parts of the sample as Tx and the
remaining part as Ty , which can enable model to replenish related content based on
the fragments from the original text.
We should note that we do not cherry pick samples and detect noises that may be
beneficial to DA on Dtrain , because our goal is to provide a robust paradigm without
human intervention.

4.2.3

Generating augmented samples

We take each X i from Dtrain as prompt and pass it into T5/BART for generation of
the augmentation sample1 . No human intervention is needed and this will enhance the
practicality of our method.
The architecture of the framework is shown in Figure 4.2 where scheme P2P is used as
an example.
1

occasionally the sample may need to be truncated to meet models’ input limit requirement, however,
this seldom happens in AG and SST-2 dataset
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Figure 4.2: The proposed framework of DA using Text2Text LMs
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Chapter 5
Empirical studies
5.1

5.1.1

Experiments of hybrid framework for zero-shot
text classification
Experimental text classification datasets

We evaluate our proposed framework on two public topic classification datasets: AG
and Yahoo [171] which have been widely adopted in related studies. Both datasets are
balanced, and the numbers of candidate labels of each dataset are |Lag | = 41 and |Lyahoo | =
10 2 .
Following previous studies, we use accuracy which will be a reliable indicator while the
data are balanced, to evaluate 0SHOT-TC’s performance.

5.1.2

Benchmark solutions

To justify that the proposal is model-agnostic and that it can be easily combined with
other models irrespective of their local constraints, we include three benchmark models
that address 0SHOT-TC from different views, and incorporate them with our proposed
framework evaluate the gain in performance.
1. EMBEDDING has been widely used in previous studies [36, 137, 16, 69, 73, 138,
122, 146] and adopts pre-trained word embedding for documents and label words.
We use cmlm[165] as text encoder3 . The label with the highest cosine similarity
1

AG consists of samples in 4 categories: {”World”, ”Sports”, ”Science and Technology”, ”Business”},
with training set of 120k samples and test set of 7.6k samples.
2
Yahoo has 10 classes: {“Society and Culture”, “Science and Mathematics”, “Health”, “Education and
Reference”, “Computers and Internet”, “Sports”, “Business and Finance”, “Entertainment and Music”,
“Family and Relationships”, “Politics and Government”}, with original split: 1.4M/60k in train/test.
3
https://tfhub.dev/google/universal-sentence-encoder-cmlm/en-base/1
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Mcos is selected for prediction. We do not add external information, such as class
descriptions as those in [170, 119] since they vary a lot and essentially do not change
the architecture.
score (d, l) = C (d, l)
= Mcos (embed(d), embed(l))

(5.1)

2. NLI [166] regards 0SHOT-TC as a textual entailment problem and learns from
entailment datasets through pre-training over sentence pair classifications. This
method simulates the decision process of raising and proving hypothesis by human
being. By using textual entailment, classifiers understand the underlying meaning
of documents labels, acquiring certain generalization ability. Following template T
of This text is about {label} in [166], we take d to be labeled as premise and
turn each candidate label l into hypothesis. Both the sentence (premise) and the
label (hypothesis) are fed into the NLI model to return an entailment score scorenli
computed by Mnli
score (d, l) = C (d, l)
= Mnli (hypothesis, premise)
= Mnli (d, T (l))

(5.2)

A higher score implies that the premise is more likely to entail the hypothesis.
roberta-large fine-tuned over XNLI[24] and ANLI[101] datasets is adopted as Mnli
in this study.
3. CLOZE [127] reformulates text classification as a cloze task. To perform 0SHOTTC, a document is incorporated into templates with a {MASK} slot. The pre-trained
MLM model predicts the words to be filled in {MASK} based on their possibilities
to occur. Following method introduced in [127], three templates T are included.
roberta-large[79] is adopted as Mmlm to derive the probability distribution over the
vocabulary on the masked token.
{Document} This text is about {MASK}.
{Document} News: {MASK}.
[Category: {MASK}] {Document}.
In addition, the score of each label is set to be the sum of the three probabilities.
score (d, l) = C (d, l)
XX
=
Mmlm (T (d); w)
T
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w∈l

(5.3)

Figure 5.1: Evaluation on three testbeds. with aug refers to the ablation approach of only
including the DA module; with exp suggests only adding the label expansion module;
with aug & exp indicates uniting both modules together. (left, for AG, and right, for
YAHOO)

5.1.3

Main results and analysis

Evaluation on benchmarks
We perform experiments on three benchmarks introduced in Section 5.1.2 and demonstrate
the results in Figure 5.1. Specifically, we set |DdT 5 | = 32 and |DlGP T 2 | = 256 for each test
sample represented as a document-label pair.
It is clear that the proposed framework significantly improves the baseline benchmarks.
From the view of ablation, the expansion module at labels generally contributes more,
especially for EMBEDDING. It proves our hypothesis that GPT2 helps generate more
relevant texts to expand prompt labels and compensates information deficiency along label
side. In addition, expansions can mitigate the ambiguity issue of certain labels such as
World in AG dataset. Finally, the combination of the two components brings extra gains
in accuracy, which justifies the power of ensemble.
Tuning the number of samples in expansion and augmentation component
As including excessive samples could introduce noises while too few samples may underrepresent documents and labels, we examine the impact of adopting different |DdT 5 |s and
|DlGP T 2 |s. Beside, as enlarging the number of synthetic samples may incur extra computing
costs, we wish to limit the expansion as much as possible.
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Figure 5.2: Impact of number of synthetic samples, under setting of left: with aug and
right:with exp
As shown in Figure 5.2, increasing the number of augmented documents |DdT 5 | improves
performance remarkably at the initial stage; while further enlarging the number does not
help much and triggers a higher computation cost. Similar observations are made in label
expansion, where 256 is identified the optimal number. Adding more continuation texts
with GPT2 tends to undermine the performance in accuracy.

5.1.4

Comparison with alternative methods

In this section, we replace the two modules with some alternatives that may serve the same
purpose. Instead of justifying the importance of each module as discussed in Section 5.1.3,
this experiment sticks with the proposed framework and examine virtue of two transformers
including GPT2 and T5.
Alternative DAs.
To answer the call of performing effective document augmentation, we compare three DA
approaches with T 5vanilla which is adopted in our study. (Details can be seen in section
2.4.)
• EDA [152] is the widely used word-replacement DA method, and it contains four
basic randomization operations, i.e.,replacement, insertion, swap, and deletion.4
• Back-Translation (BT) [130] is originated from language translation and extended
to DA to bring linguistic diversities [132, 159, 82, 63]. This experiment uses Chinese
as the intermediate language and performs translation first from English to Chinese
4

https://github.com/jasonwei20/eda_nlp
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Table 5.1: Comparison with other methods for document augmentation
AG

YAHOO

EMBED

NLI

CLOZE

EMBED

NLI

CLOZE

EDA

0.5199

0.7636

0.8603

0.3804

0.5612

0.6354

BT

0.5265

0.7769

0.8617

0.3971

0.5679

0.6419

T5paws

0.5301

0.7849

0.8644

0.4419

0.5669

0.6448

T5vanilla

0.5314

0.7876

0.8686

0.4422

0.5682

0.6452

and then from Chinese back to English with models implemented in EN-ZH5 and
ZH-EN6 .
• Fine-tuned T5 is a version of T5 fine-tuned 7 on Google PAWS paraphrasing
dataset8 . We add “paraphrase:” as a guide prefix to induce documents.
To make a fair comparison, the same experiment setting is applied to alternative methods
T5
as that in Section 5.1.3, where |DdEDA | = |DdBT | = |Dd paws | = 32. As shown in Table 5.1,
T5vanilla consistently outperforms other approaches which suggests the effectiveness of T5.
For EDA and BT, only a small fraction of words in the original document are replaced
by synonyms, while most of T5paws ’s outputs are just reorders of the original documents
without bringing new information.
Alternative label expansions
We expect the expanded text labels should be in good alignment with the originals, and
choose two other state-of-the-art models that may provide such functionality. In this
section, we examine their potentials in improving the label expansion module, and manually
select a list of seed words {w0l , w1l , . . . , wkl } ∈ W l for each label to steer text generation,
where k is not a fixed number among labels. As an example, for World in AG dataset,
some seeds could be {‘Election’, ‘Terrorism’, ‘Politics’, ‘Tyranny’, ‘Military’, ‘Democracy’,
‘Totalitarian’ . . . }
• CTRL [56] We use the off-the-shelf CTRL9 although most of our seed words are not
covered by the original control codes given by the authors. We insert a fraction of seed
words ∼ W l (randomly selected each time) into the template "Links in {seed words}"
as prompt P(l) for CTRL’s continuation towards l.
5

https://huggingface.co/Helsinki-NLP/opus-mt-en-zh
https://huggingface.co/Helsinki-NLP/opus-mt-zh-en
7
https://huggingface.co/Vamsi/T5_Paraphrase_Paws
8
https://github.com/google-research-datasets/paws
9
https://huggingface.co/docs/transformers/model_doc/ctrl
6
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Table 5.2: Comparison with other methods for label expansion
AG

YAHOO

EMBED

NLI

CLOZE

EMBED

NLI

CLOZE

CTRL

0.8048

0.8049

0.9064

0.5732

0.5825

0.6812

GPT2PPLM

0.8055

0.8015

0.9087

0.571

0.5808

0.6793

GPT2vanilla

0.7907

0.7901

0.8963

0.5695

0.5783

0.6731

• PPLM[27] is another approach for controllable text generation which combines one
or multiple simple attributes with a steerable layer. Here the attributes refer to the
label seed words W l∈L . For generation with specific l, as p(x|l) ∝ p(l|x)p(x), PPLM
plugs a discriminator p(l|x) into a base generative model p(x)(such as GPT2). To be
concrete, the current latent representation at time t, Ht (containing a list of key-value
pairs per layer), can be shifted by ∆Ht in the direction of the sum of two gradients:
One toward higher p(l|x) and the other one toward higher p(x), where the former
direct the generation towards the desired topic l and the latter keeps the generation
style to be fluent and smooth. PPLM realize this by 1) a forward pass to compute
p(l|x); 2) a shift ∆Ht added on Ht to make the generated text closer to l; 3) a
forward pass to recomputes a new distribution over the vocabulary, generated from
the updated latent H̃t ← Ht + ∆Ht , which is used for next token sampling.
In 0SHOT-TC, there is no trained classifier; therefore we consider label seed words
W l∈L as a predefined bag of words to suggest
 directions while making
P possible topic
k
10
To be consistent with
an update of p(l|x) with log p(l|x) = log
i=1 pt+1 [wi ] .
previous settings, we use GPT2 in Section 3.2.1 as the generative model.
GP T 2vanilla
GP T 2P P LM
CT RL
| = |Dl∈L
| = |Dl∈L
| = 256, and demonstrate
In this experiment, we set |Dl∈L
the comparison results in Table 5.2. Clearly, alternative controllable label generations bring
marginal improvements in accuracy. However, considering their computational costs CTRL contains 1.63 billion parameters and PPLM requires additional parameter updates
on every token generation, using the vanilla GPT2 is still a cost-effective and efficient
practice.
10

According to PPLM’s experiments, increasing the probability of generating words in the bag also
simultaneously increases the probability of generating related but not identical words about the same
topic.
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5.2

5.2.1

Experiments of data augmentation for few-shot
text classification
Related free corpus for fine-tuning

We proposed to fine-tune models on some open corpus freely available. Given the domain
similarity with the topic classification task, we use the realnewslike split of C4[117] which
is extracted from news websites. For sentiment classification task, we employ Amazon
Review [171], Yelp Review [171] and IMDB [86] as typical sentiment corpus consists of
reviews on restaurant, movies and Amazon, respectively. Since the three corpus all belong
to sentiment reviews, we combine them into a whole set for fine-tuning.
Here in table 5.3 and 5.4 are some samples randomly selected from C4 and yelp review
corpus for illustration.

5.2.2

Datasets for DA

To justify the effectiveness of our proposal, we carefully design a series of experiments and
evaluate it on two public classification datasets: AG News [171] and SST-2 [135]. Both
datasets are class balanced. Details can be seen in Table 5.5.

5.2.3

Baselines

We include the widely used token-manipulation based EDA [152] and CBERT[157], paraphrasing based Back-Translation(BT) [130], and generation based LAMBDA[2] as
baselines. Details of the baselines have been introduced in 2.4.

5.2.4

Backbone classifier

To evaluate the gain of introducing new samples, two widely adopted classifiers are employed: one is a light-weighted transformer and the other is the bulky and resource-hungry
BERT [29]. In each trial, with a random seed, we select K samples from each class to
construct a balanced dataset Dtrain and apply different DA methods to derive synthetic
datasets Dsyn respectively. Next, a classifier C ′ is trained on Dtrain ∪ Dsyn and C is trained
only on Dtrain . Finally, both C ′ and C are evaluated on Dtest . This trial is repeated 100
times with different random seed to report the averaged accuracy overall to get a reliable
finding.
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C4 News Content
In case you missed it, the initials ICYMI stand for the first five words of
this sentence. In the event you have, indeed, missed it (ITEYH, I, MI
has not taken off yet for some reason), it’s most likely because you’re not
on the Internet much, particularly Twitter, where individuals and outlets
deploy it every few seconds to bring links to the attention of others who
may not have seen them...
Occasional diarrhea is a common occurrence. Most people will experience
an episode of diarrhea at least once or twice a year that will disappear
in a couple of days. Luckily, there are many foods to eat that may help
a person reduce the symptoms of diarrhea. There are also some foods to
avoid when dealing with a bout of diarrhea, and some additional home
care tips to consider. Anyone who is experiencing persistent diarrhea
should see a doctor, as a person may become dehydrated over time. Diarrhea is a bowel movement that is more liquid than solid or has a loose
texture...
”The Echo” (2008) She landed another small role in this Jesse Bradford
horror movie about a cursed apartment building. ”Cold Case” (2009)
In an episode of the CBS procedural, Linton plays a female pilot in
WWII in flashbacks (with Michael Learned playing the character in modern times). ”A Smile as Big as the Moon” (2012) This ABC ”Hallmark
Hall of Fame” movie stars John Corbett as a special-ed teacher. ”Serial
Daters Anonymous” (2014) Linton played a fashion columnist who jilts
her cheating fiancé at the altar and then embarks on a vengeful dating
spree to out other cads...
U.S. Treasury Secretary Jack Lew on Sunday warned Congress against
manufacturing a crisis over federal spending in the months ahead, as
looming deadlines set the stage for a repeat of the political deadlock which
two years ago triggered worldwide financial market turmoil. In coming
negotiations with Republicans, who control the House of Representatives,
Democratic President Barack Obama will focus on ways to create economic gains for the middle class over spending cuts, Lew said...
Table 5.3: Examples of C4 realnewslike split. The original dataset is unlabelled.
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Label

Review Content

positive

Contrary to other reviews, I have zero complaints about the
service or the prices. I have been getting tire service here for
the past 5 years now, and compared to my experience with
places like Pep Boys, these guys are experienced and know
what they’re doing. Also, this is one place that I do not feel
like I am being taken advantage of, just because of my gender.
Other auto mechanics have been notorious for capitalizing on
my ignorance of cars, and have sucked my bank account dry.
But here, my service and road coverage has all been well explained - and let up to me to decide. And they just renovated
the waiting room. It looks a lot better than it did in previous
years.
Last summer I had an appointment to get new tires and had
to wait a super long time. I also went in this week for them
to fix a minor problem with a tire they put on. They fixed it
for free, and the very next morning I had the same issue. I
called to complain, and the manager didn’t even apologize!!!
So frustrated. Never going back. They seem overpriced, too.
The food is good. Unfortunately the service is very hit or miss.
The main issue seems to be with the kitchen, the waiters and
waitresses are often very apologetic for the long waits and it’s
pretty obvious that some of them avoid the tables after taking
the initial order to avoid hearing complaints.
Like any Barnes & Noble, it has a nice comfy cafe, and a large
selection of books. The staff is very friendly and helpful. They
stock a decent selection, and the prices are pretty reasonable.
Obviously it’s hard for them to compete with Amazon. However since all the small shop bookstores are gone, it’s nice to
walk into one every once in a while.

negative

negative

positive

Table 5.4: Examples of yelp reviews. The original dataset is labelled, here in out setting
we treat them as unsupervised online corpus
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Data

Labels

Domain

AG

World, Sports, Business, Technology

topic

SST-2

Positive, Negative

sentiment

Table 5.5: Descriptions of categorization Datasets.
Table 5.6: Comparison with baselines under transformer-based classifier and various K
settings, |Dtrain | = |Dsyn |.
AG

Methods

Baselines

K=32

K=64

K=128

K=256

K=32

K=64

K=128

K=256

No DA

58.89

68.00

75.05

79.85

55.89

59.53

63.37

66.79

EDA
BT
CBERT
LAMBDA

59.59
59.96
59.81
60.02

68.61
69.21
69.97
69.34

74.88
74.67
75.89
75.37

80.55
79.90
80.03
80.46

55.89
56.19
56.98
56.77

59.33
59.88
59.98
60.02

63.11
63.15
63.45
63.29

66.62
66.64
66.97
66.18

T5

S2S
P2P

67.21
65.65

73.40
72.83

78.16
77.96

81.82
81.34

57.28
57.16

60.71
60.39

63.92
63.67

67.03
66.95

BART

S2S
P2P

65.16
64.99

72.34
71.77

77.00
76.51

80.77
80.91

58.21
57.72

61.43
61.37

64.86
64.17

67.30
66.96

Ours.

5.2.5

SST-2

Main results and Analysis

Comparison with baseline methods. Our proposed method is compared with alternative baselines. The average accuracy is reported in Table 5.6 11 .
It is clear that our method demonstrates the superiority over all the benchmarks, especially in low-data regime. In DA for AG News topic classification task, fine-tuning T5 or
BART on C4 consistently outmatches the baselines, while T5 fine-tuned on S2S paradigm
yields the best results. In DA for SST-2 sentiment classification task, fine-tuning BART
on reviews corpus under S2S scheme also shows obvious gains. When the training corpus
is larger , the gain from DA becomes marginal. Note that LAMBDA is also a GLM-based
DA method; however its performance is not up to par. Similar observations have been
reported in some recent studies [149, 126], which suggests directly fine-tuning PLMs with
small training data may lead to overfitting as they simply attempt to memorize what they
see.
Ablation study. In this part, we demonstrate the necessity of appropriate fine-tuning
scheme. Also, as GPT2 is widely used in previous generation based DA and it also shares
some commonness in terms of the transformer architecture, here we aim to compare between Text2Text model and GPT2 with and without fine-tuning, where T5 is used as
11

std ≤ 0.1, to save space we do not list them in the table
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Figure 5.3: Comparison among T5 fine-tuned under S2S scheme(T5 ft) and T5 offthe-shelf version(T5 noft); GPT2 off-the-shelf(GPT2 noft), GPT2 fine-tuned on C4realnewslike(GPT2 ft) in AG topics classification task, transformer-based classifier
representative of the Text2Text LM. Besides, since GPT2 is pre-trained on corpus of all
the web pages scraped from outbound links on Reddit, which has domain discrepancy from
News, therefore, we fine-tune GPT2 to C4-realnewslike to eliminate this potential gap.
As shown in Figure 5.3, 1) Removing fine-tuning always reduce the performance under
various K, for both T5 and GPT2, which justifies the necessity of domain adaption and
appropriate fine-tuning scheme design; 2) The auto-regressive GPT2 underperforms T5,
which indicates that the structure of seq2seq is more suitable for generation-based DA. We
will analyze this observation later.
Limitations. Same with the previous findings [81], when the backbone classifier is PLMbased, as shown in Table 5.7, the gains are not significant or even become adverse. It is
more clear in the sentiment classification, where various DA methods fail to ameliorate to
a large extent; sometimes even hurt the performance when K is large. Also, our proposed
methods do not gap too much away from baselines.
Discussion. In line with findings from table 5.6 and 5.7, fine-tuning BART under S2S
scheme can be a good practice when employing DA in sentiment classification. There are
a variety of noising transformations, such as text infilling and sentence shuffling, in the
pre-training stage of BART. Therefore, BART’s ability of denoising corrupted documents
in pre-training is more closely related to our S2S scheme in review corpus which presents
more challenges and makes BART more powerful.
For topic classification, employing T5 is a relatively better choice. As T5’s pre-training
task is fill-in-the-blank-style denoising objectives (span corruption and recovery), T5 primarily focuses on filling in dropped-out spans of text, which forces T5 to answer cloze
questions based on “knowledge”. This is more conducive to topic classification DA where
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Table 5.7: Comparison with baselines under BERT-based classifier and various K settings,
|Dtrain | = |Dsyn |.
AG

Methods

Baselines

SST-2

K=32

K=64

K=128

K=256

K=32

K=64

K=128

K=256

No DA

84.22

86.82

87.54

88.03

70.10

78.30

84.93

86.90

EDA
BT
CBERT
LAMBDA

85.13
85.12
85.28
85.07

86.45
86.60
86.79
86.55

87.70
87.18
87.37
87.21

88.15
88.16
88.01
87.98

72.19
76.94
74.09
75.08

79.15
81.04
80.07
80.32

84.65
84.27
84.38
84.55

85.46
85.32
85.88
85.98

T5

S2S
P2P

84.83
84.76

86.39
86.52

87.28
87.29

87.96
87.99

70.87
70.83

79.15
78.79

84.08
83.95

85.76
83.84

BART

S2S
P2P

85.35
85.17

86.84
86.81

87.62
87.71

88.26
88.07

79.81
78.42

82.25
82.14

84.59
84.78

85.99
86.32

Ours.

bringing in more related entities(acquiring rich knowledge) is more crucial than adjusting
sentence order or guaranteeing coherency.
GPT2 is widely used in previous generation-based DA, it is true that during inference,
GPT2 is rambling on its own previous output, making generation prone to be off-topic
that can lose fidelity in DA. In addition, GPT2 is a pure decoder model, while T5/BART
consists of encoder and decoder. In other words, unlike the auto-regressive generation, T5
belongs to directed generation. Theoretically, T5/BART brings more advantages because
of encoder-decoder attention layer which helps the generative decoder focus on appropriate
places in the source text. This is the main reason why we introduce T5/BART into DA
and its effectiveness is justified.

5.2.6

Implementation details in DA

All experiments are conducted on Linux platform with GPU instance of Nvidia Tesla V100
type.
For the fine-tuning stage, we adopt the script from huggingface-transformers 12 . All the
datasets we used are download from Huggingface-datasets13 . We set the maximum length
of both the source and target text to 128 which break the balance between performance
and efficiency. Batch size is set to 16 and learning rate is 1e−5 . Other parameters follow
the default setting.
For the DA experiments stage, following previous studies, we set the optimizer as Adam
[58] with an initial learning rate of 4e−5 for training the classifier. Pre-trained BERT is
downloaded from Tensorflow Hub14 . In each trial we run the training for 100 epochs and
12

https://github.com/huggingface/transformers/tree/main/examples/pytorch/summarization
Download from https://huggingface.co/datasets
14
https://tfhub.dev/tensorflow/bert_en_uncased_L-12_H-768_A-12/4

13
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Table 5.8: Summary of fine-tuning BART/T5 on C4 and Reviews
BART

T5

Train set

Test set

fine-tune
scheme

rouge1

rouge2

rougeL

rouge1

rouge2

rougeL

Reviews

5,938,801

312,569

P2P
S2S

24.36
25.54

4.05
4.69

15.67
16.23

20.15
18.54

2.87
2.63

14.59
14.40

C4

13,799,838

13,863

P2P
S2S

28.31
30.06

4.99
5.75

15.69
16.42

18.13
18.56

2.42
2.51

14.00
14.62

Dataset

record the best accuracy on test set which is officially provided. We keep the classifier
training settings exactly the same for all trials with and without DA, to ensure fairness.
Therefore, the only difference exists in Dsyn produced from various approaches including
ours or baselines.
During fine-tuning, we randomly split out 5% for the review dataset as validation set
while for C4 corpus, the validation set is already officially provided. We monitor the rouge
score[74] at each epoch and pick the model of the best performance as shown in Table 5.8
15
. We find that generally, the rouge score of P2P over uni-gram, bi-gram and longestgram is smaller than that of S2S, which indicates that fine-tuning under S2S has better
generations. However, the difference is slight. Evaluation should depend more on the
performance of downstream tasks.
In the generation process of T5 and BART, we set maximum length: 128 for AG and
64 for SST-2 DA scenario, based on the average length of samples in Dtrain . Therefore,
generation is terminated when the special EOS token is ejected or the length of the generated text reach this limit. Nucleus sampling is used in generation where the cumulative
distribution and cut off as soon as the CDF exceeds P (=0.9), to avoid sampling egregiously
wrong tokens, but preserve variety when the highest scoring tokens have low confidence.
Temperature and repetition penalty is set to 1.2. We only apply basic post-processing to
filter generated examples that are too short or full of punctuation or repetitions which
rarely happen in practice.
Among the baseline methods, we follow the optimal settings from the original papers.
We set the intermediary language to Chinese for BT.
15

We find that 1 or 2 epoch is always sufficient to convergence as the rouge metrics on validation set
does not grow anymore.
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Chapter 6
Conclusion and Future Work
In this thesis we presented two novel approaches to enhance the performance in the area
of zero-shot and few-shot text classification. We first propose to improve 0SHOT-TC
through document augmentations and label expansions. This unified and hybrid framework redefines the relatedness score between document and labels to reduce bias and instability. Extensive experiments on real datasets prove this framework is robust and easy to
implement. In addition, it does not require much human intervention as those are usually
seen in other methods.
We then propose to use text-to-text LMs as a new paradigm for data augmentation in
few-shot text classification. Compared to other methods along this direction, our approach
is robust, easy-to-implement and does not need laborious human intervention. Our work
opens a new way of thinking designing task-appropriate fine-tuning component tailored for
LMs in various downstream practices. It is also a good way to better employ free large
corpus in the domain related to the DA dataset.
In future work, it is worth exploring the benefit on other natural language processing
tasks such as sentiment, intent, and question type 0SHOT-TC, not only in topic classification. Expanding indicative sentences from these labels are quite different from the
topic label words in news classification. Therefore, advanced prompt-learning can be used
in the label expansion component. Also, it is worth exploring more tailored fine-tuning
scheme for DA tasks under various scenarios. An automation mechanism can be designed
to intelligently select samples for fine-tuning text-to-text LMs that share more similarity
with the domain of target dataset .
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