A simple proof was given later by Plancherel and Polya [7] , and they showed how the condition o(e α l z ) could be weakened in the passage from (A) to (B).
Their result leads at once to the following, which is the form to be used in the present discussion: The hypothesis concerning order and type means (1) lim sup log | F(z) |/| z | < α, |z| -> en.
Theorem A implies a nontrivial result about entire functions; namely, if F(z)
satisfies (1) and is in L 2 on the real axis, then [7] 824
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We shall show here how Theorem A can be used to give very simple proofs of other results, some of which seem accessible only with more difficulty to purely complex-variable methods.
The growth of F(z).
The Plancherel-Pόlya result determines the growth of F(z) in the whole plane from the growth on the real axis:
THE OR EM 1. Let F (z) be an entire function satisfying ( These results (which are probably well known) can be obtained at once by [8] ; for example, applying [8] 
gives Theorem 1 when n > 0. Since our primary purpose here is to illustrate a method, however, we deduce them from Theorem A. Assume that F(z) in Theorem 2 has a complex zero λ = p + iq f q £ 0. (In the contrary case consider F( z) ( z -λ -iq)/( z -λ), where λ is a real zero, and let q->0.) We have where m is an integer. (A similar use of the m power of a function is made in [5] and [7] .) By a short calculation, we get where C is constant. Taking the m l root and letting m-»oo completes the proof.
The proof of Theorem 1 is similar, if we define
where p(z) is a polynomial of degree n formed from the zeros, other than λ, of
F{z).
The second part of Theorem 2 results when we apply the first part to F{z)/ {z -λ); it could be sharpened by including more zeros. As it stands, however, this second part already gives the following: The proof is practically contained in a discussion of Levinson [5] . If N(x) denotes the number of roots of F( z) = 0 in the circle \ z\ <x 9 Jensen's theorem where P(x) is a real polynomial of degree n, then the equation
has at most n + 1 complex roots.
A linear change of variable enables us to assume a = π, B = 0. Since F(z) -P (z) cos πz is nonpositive when cos πz = 1, and nonnegative when cos πz = -1, the equation
has a root in every interval m < z < m + 1, where m is an integer (cf.
[3 ]). Any root occurring at the ends of these intervals is multiple. Hence if n(x) is the number of real zeros λ satisfying |λ| < x, then n(x) is at least equal to the function n ι (x) 9 defined as 0 for 0 < x < 1, as 2 for 1 < n < 2, and so on. A short calculation gives The result remains true even when several λ's are equal, if we agree to require a zero of the corresponding multiplicity in the entire function The truth of the assertion is evident from
where Q(z) is any polynomial of degree d, and P(x) is a polynomial of degree d + n + 1 formed from the (supposed) extra zeros of F(z). That the result contains Theorem 5 and hence Theorem 6 follows from a theorem of Levinson [5] to the effect that ί e ι n% \ has deficiency at most d on [0, 27r] if
(cf. also [6] ).
Completeness.
Pursuing the subject of completeness in more detail, we find that some of Paley and Wiener's work can be simplified and generalized by use of Theorem A ( cf. Theorems XXIX and XXX of [6] 
We confine our attention to the case d = 1, since the general case is reduced to that by considering P(z) F(z) or F(z)/P (z) as heretofore. Suppose, then, that the set has deficiency d = 1 on an interval of length la. Since the set is not complete, there is a function G( z), Suppose next that the deficiency is an unknown but finite number, and that
With la as the interval of completeness, there is a function
J-a such that G( z) -0 at all but a finite number, say n, of the λ's, and has no other zeros. (Otherwise the set would have infinite negative deficiency). The Hadamard theorem gives so that the set \e \ is not complete. Thus the deficiency is at least 1.
On the other hand, if the deficiency is n > 1 then the Hadamard theorem, as before, gives
where P (z) is a polynomial of degree n -1. As before, the presence of b causes
. This contradicts (12). It should be observed that d / is restricted to be finite in the hypothesis of the theorem, and only then can we evaluate d'move exactly. With regard to this assumption, the following may be said. First, the set exp (iλ^x) cannot have infinite excess; that is, d' 4 -oo. In the other direction, the set is complete on every interval of length less than the interval for \λ n \ (which does not mean, however, that d' is finite). For the case of real λ n , an elementary but long argument shows that in fact d' is finite, so that we can then dispense with this extra hypothesis. These matters lie to one side of the present discussion, since their proof does not involve Theorem A, and we omit them.
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A second remark may be in order. It is well known that all the /4-points of a canonical product have the same exponent of convergence, and in Theorem 9 one can prove the stronger result that lim A(u)/u and lim K'{u)/u both exist and are equal. Even this statement is less precise than the conclusion of the theorem, however. It is easy to construct sets with equal density, such that one set has infinite excess and the other has infinite deficiency on a given interval. We conjecture, incidentally, that one can make d = 0, c?'= m, where m is any positive integer, so that the nebulous case d = 0 cannot be improved.
To establish Theorem 9, write
which is finite if d < 0, by Theorem 8 and the Schwartz inequality applied to the second integral. Hence, by Theorem 8 again,
Writing
and turning the argument about, gives
Suppose now d > 0, so that, by Theorem 8,
This implies F{x)-*0, as is well known, so that F(x) -A is dominated by A.
Hence by Theorem 8 the zeros form an exact set:
Similarly,
Equations (13) and (16) 
in the whole plane and \ F (x) \ < 1 for -oo < x < oo. Then, with z = x + iy, we have
If there is equality at any point except points on the real axis where F(x) = +1, then F (x) = cos ( bx + c).
Our Theorem 1 shows that the hypothesis O(a a \ z \)
can be replaced by (1) . The procedure in [2] is to deduce the result for y = 0 first, by means of Theorem 4. In this form the statement seems due chiefly to Boas [1 ] :
THEOREM 11 (Duffin, Schaeffer, and Boas) . Hence
is strictly decreasing at x -b 9 so that F(x) > 1 for some x < b.
If we define
Moreover, 
has roots at r 0 and r π , n = +1, +2, , where the enumeration can be so man- 
