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In a decentralized and deregulated environment, price-based operation (PBO) 
is suggested as an alternative to the centralized scheme. In the PBO, time-
varying prices coordinate independent suppliers and consumers who may try 
to maximize their own profit. The most important thing in the PBO is to 
determine the appropriate prices, but it is not an easy task. Thus, analyzing 
and designing methods for the PBO is necessary to guide the determination of 
the price signals and to provide insights for the dynamic results. In order to 
perform the analysis and the design considering the dynamic performance of 
the coordination in view of the frequency stability, various methods and 
structures for the PBO have been presented in this dissertation. 
 
Firstly, the continuous-time model of the PBO is described under the 
assumptions that there are a large number of the participants and that the 
superposition of the asynchronous discrete responses of them can be 
ii 
 
approximately represented as the continuous function. Then, the power 
market dynamics is formalized as the feedback control structure, and the PBO 
is interpreted as the controller within it. Then, the approximation method is 
composed to express the target system with a simple typical form. After 
determining the approximate target system, the basic tuning rule is derived by 
applying a selected controller tuning rule. In addition, the modified designing 
rule is composed by supplementing an asymmetric damping control to the 
basic tuning rule in order to enhance the dynamic characteristics for the 
frequency control. 
 
As a method for further improving the dynamic performance in view of the 
frequency stability, a new structure for the PBO using price information as a 
kind of price offset is constructed. The effects of the price information on the 
maximum deviation of the energy imbalance are quantitatively analyzed. The 
analysis shows that the maximum deviation is likely to be reduced linearly to 
the difference between the price information and the system marginal price in 
the steady state. It is also found that the actual maximum deviation is the 
smallest when the price information is a little greater or less than the steady-
state price. 
 
Finally, a general framework for the optimal design of the PBO is constructed. 
Not only that the power/energy balancing and the congestion management 
functions are successfully performed within the framework, but it is also 
guaranteed that the converged values in the steady state should be equal to the 
optimal solutions of the OPF method. The framework is suitable in a 
decentralized environment in the sense that each congestion management 





The effectiveness of the presented methods is verified by two case studies 
using the IEEE 39 bus network. The results show that the PBO designed by 
the designing rules is better than that without the application of them in view 
of the frequency stability. Moreover, the modified tuning rule performs even 
better than the basic tuning rule. The use of price information gives the 
considerable reduction of the energy imbalance regardless of whether the 
PBO is appropriately designed or not. In the case study for the framework, the 
fundamental property of it is verified that the converged values are all equal to 
the optimal solution irrespective of the specific design of the PBO, even 
though the time variation differs by the designs. A few kinds of the trade-off 
in the PBO are identified such as; between the recovery speed to the normal 
state and the smooth change of the variables such as the nodal prices; between 
the power/energy balancing and the congestion management functions. 
 
 
Keywords: Congestion Management, Controller design, Electricity price, 
Frequency control, Optimal power flow, Power system 
operation. 
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A few decades ago, almost all electric power systems throughout the world 
were operated by one controlling authority, which handles all aspects of 
generation, transmission and distribution. Although this centralized operation 
scheme with monopoly structure has a lot of advantages, many research 
results have pointed out the problems of this scheme [1-4]. Moreover, such a 
centralized operation can be confronted with difficulties when the number of 
components grows bigger with the introduction of new systems such as 
distributed generators and energy storage systems [3, 5]. Thus, there have 
been various types of restructuring and deregulation in the power industry up 
to recently, e.g., power pool model [6-8]. The main thrust of the most 
restructuring actions is to introduce competition. The competition within the 
market is able not only to reduce the cost of electricity consumption but also 
to induce better service for consumers. However, it may bring about many 
new technical issues in the operation of restructured power systems. Since 
power generations have been liberalized and privately owned in a deregulated 
environment, they tend to act in a way of maximizing their own profit and 
cannot be directly controlled anymore. Since there are naturally a large 
number of end customers, the same situation of profit pursuing and 
uncontrollability can happen to them. To deal with this problem, it is 





Although there can be various structures of the market, the simplest one 
is the type of market composed of an energy market and an ancillary market 
depending on the type of the service [9]. The specific forms of transactions in 
the market can be realized through the bilateral contract, the auction 
procedures, and the real-time balancing. These kinds of transactions and the 
interaction between the components in the market are shown in Figure 1.1. 
 
 
Figure 1.1 Market structure and interaction between the components in the 
market [9]. 
 
However, since the participants may exist who consume or supply 
differently with contracted volume, the imbalance between supply and 
demand is inevitable in the actual implementation of the transactions within 
the market. As a result, in order to maintain the security and the stability in the 





(ISO) has to function as the central entity which is responsible for the reliable 
system operation [10, 11]. The ISO performs reliability-related functions and 
market-related functions [10]. To be specific, the ISO can schedule and make 
provisions for the necessary functions through the market for the reliable real-
time operation [9-11]. Especially for the real-time operation, the ISO should 
not only handle the imbalance between the real-time and scheduled quantities, 
but also perform real-time congestion management [10, 11]. However, as an 
alternative, the possibility of a price-based power system operation, which is 
abbreviated to price-based operation (PBO) in this dissertation, is also 
suggested. In the PBO, time-varying prices coordinate independent players 
who may be naturally non-cooperative [12-16]. In other words, electricity 
prices can be utilized as a kind of the control signal from the ISO to the 
participants within the PBO [11]. Thus, generation dispatch and direct load 
control in the existing centralized operation scheme are replaced with 
electricity prices or price-like control signals in the PBO, which are shown as 




















Figure 1.2 Conceptual diagrams of power system operation schemes. (a) 







1.2 Previous researches and limitations 
 
There have been many studies on the PBO in various aspects. In [17] and [18], 
the power market is modeled by a set of differential equations which show the 
dynamic characteristics, and the stability is analyzed in a few typical cases. 
Modified dynamic equations are proposed in [19] to improve the stability. 
Possible dynamic responses of participants to electricity prices are considered 
in [20] and [21]. The effect of price signal delay on the stability is analyzed in 
[22], and the concepts of controllability and observability in the power market 
are also proposed in [14]. The research on the interconnected operation 
between power market dynamics and the physical power system is performed 
in [23]. In addition, [1] describes the possibility of congestion management by 
real-time price signal. As a specific implementation of the idea of using the 
real-time price in the congestion management function, the study in [24] 
proposes a specific congestion management scheme through different prices 
at each node, which is extended further in [25]. A method for real-time power 
system control including the congestion management by using the feedback 
control mechanism based on the OPF formulation is presented in [15]. 
The previous research results on the power market dynamics are able to 
provide insights based on the control system theories into the various 
situations that can happen in the implementation of the PBO. For example, a 
specific design of the PBO may cause an instability if there are two or more 
suppliers who exhibit economies of scale [20, 21]; the stability depends upon 





[20-22]; even though the power market dynamics itself is stable for the 
control scheme, the whole power system may be unstable when the stability is 
analyzed jointly with the physical systems [23]. These observations cannot be 
explained in static models, and the control system theories need to be used to 
sufficiently describe those dynamic properties [21]. 
However, the most critical drawback in the previous studies in [17-19, 
22-25] based on the control theory in the continuous-time domain is that 
various aspects of the actual implementation in the real world are not 
explicitly considered. For example, in the real situation; the responses of the 
participants cannot be continuous; there is time delay of the responses 
occurred by the transmission of the price signal, time for decision, and time 
for action; time delays of the participant are all different from each other; the 
price signal is likely to be a discrete-time signal; the price signal can be 
asynchronously published so that the intervals of the consecutive price signals 
cannot necessarily be the same; the responses of the participants can also be 
asynchronous. In particular, the problem of delay was considered in [22], but 
the delay is equal for all participants and the price signal is published at the 
same instant so that the real situation is not properly reflected. 
Aside from the difficulty in the actual implementation in the real world, 
there are also the limitations on the method itself for analyzing the PBO. In 
other words, the previous researches in [17-19, 22-25], in which power market 
dynamics are directly used, simply focused on the stability analysis based on 
the criteria such as eigenvalues. However, a transient characteristic is not 





related to the frequency deviation and the recovery time from the line 
congestion, which may cause the collapse of the whole power systems in 
extreme situation due to the failure of the component. Thus, it is not sufficient 
only to determine the stable region for the parameters of PBO. In other words, 
it is necessary to select the suitable values of the parameters in the stable 
region, which can reduce the frequency deviation and effectively manage the 
line congestion. Furthermore, an equilibrium price which is determined 
autonomously from the power market dynamics is treated with more 
importance in those studies, and the process of price changes is not properly 
considered. Thus, the possible methods for using electricity prices as the 
effective control signals are not fully investigated.  
Particularly in [15], real-time control structure is proposed, in which the 
price controller is explicitly dependent on the status of the power systems. 
The price controller gets the information about the frequency deviation and 
the real power flow within the feedback loop, and it generates nodal prices for 
the power balancing and the congestion management. The structure is shown 
in Figure 1.3 and it is very similar to the framework for the PBO in this 
dissertation. However, the research in [15] does not give a specific 
configuration of the real-time price controller component. In addition, since 
the power systems are not separated into the individual components and not 
expressed in an explicit form, the structure in [15] has a limitation in applying 
design methods in a decentralized manner for enhancing the dynamic 






Figure 1.3 Structure of the PBO using real-time price control scheme within 
a feedback loop [15]. 
 
Finally, in the previous researches, the PBO is tightly interrelated with 
the dynamic behavior of the participants expressed by a set of differential 
equations, so that the PBO is not divided into the separate component to 
which various design techniques can be applied. As a result, a form of the 
PBO is limited to a certain type of controller expressed also by a differential 
equation, and the use of various types of controllers is fundamentally 













1.3 Objectives of the dissertation 
 
As same as the ISO in the existing power system operation scheme should 
keep the balanced state and manage the line congestion, the main functions of 
the ISO in the PBO should still include keeping the system frequency to the 
nominal value and managing the line congestion. In other words, the ISO in 
the PBO needs to generate appropriate nodal prices for power/energy 
balancing and congestion management. Thus, designing the PBO is equivalent 
to making a method for generating proper nodal prices possibly by 
considering the participants’ responses to the previously published nodal 
prices. However, considering the delayed and asynchronous responses of the 
participants in the real world, it becomes a challenging task to determine the 
values of the price signals and the time instant of publication of them. Thus, 
an analyzing method or an analysis tool is very necessary in the PBO to guide 
the determination of the appropriate price signals and to provide insights for 
the dynamic results according to the published price signals. 
Since the success of the PBO is dependent on the spontaneous 
participation and the sufficient resources for the perfect competition, a certain 
design of the PBO cannot replace entirely the role of the current frequency 
and management schemes. In that case, the PBO can at least assist the 
frequency control functions performed by the primary and secondary control 
for reducing the frequency deviation [13]. For example, it is implemented in 
the current operation scheme by avoiding the line congestion in scheduling 





These are still meaningful operation strategies based on elaborate preparation. 
However, it seems that a supplementary method is necessary for handling 
unexpected situations in a systematic way and in a real-time basis. The PBO 
can be a candidate of the solution because it can effectively coordinate the 
actions of a large number of suppliers and consumers to solve the line 
congestion problem occurred by the sudden accidents such as a generation 
failure or a line fault. 
In this dissertation, both inspired by the limitations of the previous 
researches and kept the goals of power system operation in mind, various 
methods and structures for designing a PBO have been presented to improve 
the dynamic performance in the load frequency control and the line 
congestion management functions. The presented methods and structures can 
be the effective components in the PBO. In other words, from designing 
methods and the structures for the PBO in this dissertation, the ISO may have 
help in determining the price signals and in finding the potential problems of a 
certain policy for the PBO on the aspect of the dynamic characteristics. Thus, 
the problems or the objectives that this dissertation focus on is to answer to 
the question of ‘how to generate appropriate nodal prices depending on the 
condition of the power systems not only to satisfy the objectives of power 
system operation, but also to obtain the further reduction of frequency 
deviation and to make it easy to incorporate the improved design into the 
PBO’. The system frequency and actual power flow in the transmission lines 
can be considered as the typical conditions to be monitored. This main 





• Can the PBO be described as a typical feedback control structure? 
• Can the PBO be mapped to a specific component of a modeled 
control structure? 
• Can a rule for designing a PBO be composed? 
• What are the effects of the appropriate design of a PBO? 
• Is there any method to use available price information from the 
market in the design of the PBO? 
• Can a general framework be composed, in which the PBO is not 
constrained to a specific form of the controller? 
• Is the status in the steady-state from the PBO equal to the optimal 
solution of the existing power system operation schemes such as 
















1.4 Overview of the dissertation 
 
The remainder of this dissertation is organized as follows. In Chapter 2, power 
market dynamics are described in detail. Most of the contents in Chapter 2 is a 
kind of summary of the previous researches mentioned above. At first, the 
PBO is described as the operation scheme by the ISO in the real world. And 
then, the continuous-time behavior of the aggregate participants is formed by 
the individual responses, which are inherently discrete and have different time 
delay. The power market dynamics are composed of the aggregate behavior of 
the participants based on the economic theory of the marginal cost and the 
marginal benefit. In particular, the power market dynamics in the case of one-
supplier and one-consumer is described together with the introduction of 
important basic assumptions and equations. And then, extended cases of 
power market dynamics are explained, which include the case with multiple 
suppliers and consumers, the case using a modified price update method, and 
the case dealing with the line congestion. 
The main contents of the dissertation are presented in from Chapter 3 to 
Chapter 6. In Chapter 3, power market dynamics are arranged as a typical 
feedback control structure based on which the PBO is designed as a form of 
the real-time feedback controller. A method for approximating the behavior of 
a large number of participants is proposed also in Chapter 2. The approximate 
target system from the methods in Chapter 2 is used in deriving the designing 
method for the PBO. Chapter 3 describes the proposed designing rules for the 





tuning method and a modified designing rule for improving the dynamic 
characteristics of the frequency deviation. Chapter 5 deals with the topic about 
the use of available price information. At first, available sources of price 
information are described. And then, the structure of the PBO is proposed, in 
which price information is used to improve the dynamic characteristics of the 
frequency deviation. The effect of price information on the frequency 
deviation is analyzed quantitatively, and the best price information is also 
suggested based on the analyzed effect. From Chapter 3 to Chapter 5, it is 
assumed that there is no line congestion and only the aspect of the system 
frequency is analyzed. 
The congestion management together with the balancing of power and 
energy are considered in Chapter 6. Specifically, a general framework for the 
optimal design of the PBO which considers the power/energy balancing and 
the congestion management is proposed in Chapter 6. The proposed 
framework guarantees the optimality since it is based on the OPF solution. 
The substructures of the framework are derived from the part of the solution 
of OPF problem. In constructing the overall structure of the framework, it is 
particularly considered that any type of controller can be implemented in the 
PBO once it satisfies the convergence property. A simple example using the 6 
bus network is given in Chapter 6 to demonstrate the suitability of the 
framework for the design of the PBO and to investigate the operation within 
the framework in detail. 
Two case studies are performed by using the IEEE 39 bus network, 





verification of the contents in Chapter 3 (approximation methods), Chapter 4 
(designing rules), Chapter 5 (use of price information). This case study 
considers only the aspect of the power/energy balancing or the system 
frequency. Thus, the line congestion is not considered so that the specific 
parameter values of the transmission lines of the IEEE 39 bus network are not 
used. In Chapter 7, the configuration and the results of this case study are 
described in detail. The second case study is for the verification of the 
framework in Chapter 6, and the configuration and the results are presented in 
Chapter 8. Since the line congestion is considered in the second case study, 
the line parameters such as reactances and power flow limits of IEEE 39 bus 
network need to be specified. Thus, the values of the line parameters used in 
the simulations are given in Chapter 8. Finally, conclusions and future works 







Chapter 2. Power Market Dynamics 
 
In this chapter, the price-based operation (PBO) is introduced and compared 
with the existing centralized operation and the market-oriented operation. The 
first thing necessary for analyzing and designing the PBO is to define the 
model for the behavior of the participants in response to the price signal. In 
this dissertation, the continuous-time model is selected. Thus, a method for 
linking a large number of asynchronous and discrete actions to the continuous 
function is described. And then, as a sort of the summary of the previous 
researches, the concept of the power market dynamics is introduced as a 
specific continuous-time model for the behavior of the participants, and other 
research results based on the power market dynamics are described. 
 
 
2.1 Concept of the PBO 
 
In the existing power system operation scheme, demand for electricity is 
considered as a price-inelastic variable to be forecasted, and electricity 
generation is elaborately scheduled or planned to meet varying demand and to 
maintain the security of the power systems. The practice of generation 
provision is composed of energy dispatch and ancillary service [9-11]. The 
energy dispatch is based on the forecasted demand and the optimization 
methods such as the economic dispatch (ED) and the optimal power flow 





balanced state from the error of demand forecast and to keep the security of 
the power systems from unexpected failures of the system components. The 
ancillary service can be divided into primary, secondary, and tertiary control 
according to necessary time for the activation of reserve services [28]; or they 
can be divided into regulation, spinning, non-spinning, and other types of 
reserves according to the capability and the status of generators for the 
ancillary service [29]. 
In the centralized operation by the vertically integrated utility (VIU), 
both the energy and the ancillary services can be procured by the VIU with 
planning for available resources under control. In the market environment, 
need for the energy balancing and the ancillary service is satisfied by the 
bidding process in the energy market and the ancillary service market, 
respectively [9, 10]. On the contrary, the classification between the energy and 
the ancillary service is meaningless any longer in the PBO. In other words, the 
provision of the energy balancing service and the ancillary service are 
achieved by the same method of increasing or decreasing the price signal. In 
addition, the prices are determined in real-time from the current status of the 










2.2 Continuous-time model of the PBO 
 
In order to determine the price appropriately in the PBO, explicit model for 
the behavior of the participants in response to the price signal is required. 
However, it is very difficult to define the model for the participants’ behaviors 
because the time delays of the responses of the participants are all different 
from each other due to necessary time interval for the transmission, decision, 
and action. Moreover, both the price signal and the responses of the 
participants are asynchronous and discrete. However, the publication of the 
price signals is not limited at the specific time instants with the same intervals, 
and there are a large number of participants. Then, it may be possible that a 
sequence of the price signals and the behaviors of the aggregate participants 
are represented as the continuous functions. 
Firstly, a set of asynchronous discrete price signals are combined with 
respect to the same time axis. Then, they can be approximately represented as 
a continuous function. For example, let us assume that, as shown as the solid 
lines in Figure 2.1(a), a sequence of price signals is published to the 
participant group A, and another sequence of price signals is published to the 
participant group B. It should be noted from Figure 2.1(a) that the intervals 
between the price signals are all different. Since there are many participants, 
the time instants of the publication of the price signals can cover the entire 
time axis, so that total sequences of published price signals to all participants 
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(b) 
Figure 2.1 Composition of the continuous-time price signal. (a) 
Asynchronous discrete price signals to each participant group. (b) Combined 





Next, aggregation of the asynchronous discrete responses to the price 
signal of the participants with different values of time delay can result in the 
continuous variation of electricity generation or consumption. For example, 
let us assume that, as shown in Figure 2.2(a), the price signal rises like the 
step function. And then, the consumers decrease their electricity consumption 
in response to the increased price. As given in Figure 2.2(b), the amount of 
decreased consumption and the time instant of decrease are all different from 
each consumer due to different time delay and different response strategy to 
the price signal. Since there are a large number of consumers, the summation 
of successive changes of consumption may approximately constitute the 
continuous variation of consumption as shown in Figure 2.2(c). 
When only the step change of the price signal as shown in Figure 2.2(a) 
is considered, time delay right after the instant of the step change is inevitable. 
However, for the continuous price signal as shown in Figure 2.1(b), the first-
time delay cannot be identified due to the superposition of a set of continuous 
behavior of the participants. This superposition is similar to convolution 
integral. Consequently, the aggregate behavior of a large number of 
participants in response to a sequence of asynchronous price signals can be 
approximately modeled as the continuous variation of generation and 


















Figure 2.2 Composition of the continuous behavior of aggregate consumers. 
(a) Step increase of price signal. (b) Discrete changes of consumption of 
each consumer with different time delay. (c) Combined continuous-time 





2.3 Basic power market dynamics 
 
Although the aggregate behavior of the participants and the price signal can 
approximately be represented as the continuous functions, the derivation of 
the specific continuous model is a challenging task. This requires an extensive 
empirical research, which is beyond the scope of this dissertation. Instead, the 
power market dynamics model in the previous studies is borrowed. 
However, it should be noted that there is a limitation on modeling the 
behavior of the participants and the published price signals by the ISO in the 
real world with the power market dynamics in the continuous-time domain. In 
particular, when a sudden change occurs such as step decrease of generation 
due to a generation failure, the continuous-time model based on the power 
market dynamics cannot exactly capture the discontinuous phenomenon. In 
addition, all the variables, including the amount of generation and 
consumption, the energy imbalance, and the price signal, are instantaneously 
synchronized with respect to the time instant of the step change. Then, the 
initial time delay of the response to the price signal cannot be avoided. 
Nonetheless, the analysis based on the power market dynamics can provide 
the insights for the dynamic phenomena in the PBO. Furthermore, designing 
methods based on them can guide how to manage the sudden failure of the 
components in order to maintain the security of the power systems in the PBO. 
The basic power market dynamics model is introduced at first in [17]. 
The purpose of the use of the dynamics is to investigate the impact of various 





particular, the most important assumption underlying the power market 
dynamics is the perfect competition. The specific assumptions are as follows: 
 
• (A-1) Marginal production costs are the linear functions of the 
power generation with a positive slope. 
• (A-2) Marginal benefits are the linear functions of the power 
consumption with a negative slope. 
• (A-3) Responses of both suppliers and consumers to prices are not 
instantaneous, but represented as the first-order differential 
equations. 
• (A-4) There is no energy storage so that supply and demand should 
be balanced. 
• (A-5) There is no line congestion. 
• (A-6) There are no losses. 
 
The assumptions in (A-1) and (A-2) mean that the cost of generation and 
the benefit of consumption can have the form of quadratic function [27, 30]. 
Then, from (A-1) and (A-2), the marginal cost of the i-th supplier ( iMC ) and 
the marginal benefit of the j-th consumer ( jMB ) can be represented as the 
functions of ,g iP  and ,d jP  
( ) ( ), , , , , , , ,,i g i g i g i g i j d j d j d j d jMC P b c P MB P b c P= + = +  (2.1) 
where ,g iP  and ,d jP  are the quantity of generation and consumption for the 





are constants determined by the cost and benefit functions. From the 
assumptions for the slope of the linear functions, ,g ic  is greater than zero and 
,d jc  is less than zero. 
In the situation of perfect competition, each individual participant adjusts 
the quantity of generation/consumption according to the level of price 
compared to the marginal cost/benefit. To be specific, suppliers increase the 
quantity of generation if the price is greater than the marginal cost and 
decrease the generation in the opposite case; consumers decrease the 
electricity consumption if the price is greater than the marginal benefit and 
increase the consumption in the opposite case. In the steady state, both the 
marginal cost and the marginal benefit should be equal to the system marginal 
price. Then, the differential equations for the dynamic behavior of the 
participants considering the assumption (A-3) can be represented as 
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where l  is a price; m and n are the number of suppliers and consumers; ,g it  
and ,d jt  are the strategic coefficients for the i-th supplier and the j-th 
consumer, respectively. It can be seen from (2.2) that both the marginal cost 
and the marginal benefit are equal to the price in the steady state. In (2.2), the 
units of ,g iP  and ,d jP are per unit (p.u.) with respect to a specified system 
base; the unit of l  is $/MWh; the unit of ,g it  and ,d jt  is sec∙$/MWh or 
min∙$/MWh. Whereas the unit of normal time constants is time, i.e., seconds 





they implicitly include a conversion procedure between the electric power and 
the monetary value. Meanwhile, ,g it  and ,d jt  determine the strategy of the 
participants in response to the price signal. Thus, ,g it  and ,d jt  are named as 
the strategic coefficients in this dissertation, even though they play a role of 
normal time constants in the dynamic equations in (2.2) and they are indicated 
as just time constants in the previous researches. 








=å å  (2.3) 
However, it is impossible to satisfy the power balance condition of (2.3) at 
every moment. Thus, power imbalance at some instants should be properly 
handled so that the power imbalance also should be included in the market 








= -å å&  (2.4) 
where E  means the energy imbalance or the cumulative power imbalance. It 
should be noted that E  becomes zero in the steady state so that the power 
balance condition of (2.3) is satisfied. In the meanwhile, since it is assumed 
that there is no energy storage, a suitable physical system which corresponds 
to the variable E  cannot be designated in the real world. Thus, the energy 
imbalance appears as a form of the frequency deviation of the power systems. 
The frequency deviation approximately has a linear relation with the energy 
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where fD  is the frequency deviation, 0f  is the nominal frequency, TH  is 
the weighted average of inertia constants, and TS  is the total rating. The 
position of the energy imbalance in the structure of the primary control loop 
of the power systems is shown in Figure 2.3. Although the energy imbalance 
is explicitly indicated after the integrator in Figure 2.3, the actual data 
monitored or measured from the generator is the frequency. Thus, the energy 
imbalance is an intermediate variable and it seems unsuitable to use it in the 
real-world applications. However, the frequency may become rather an 
inappropriate variable on the consumer side since the frequency is not 
measured and power consumption is recorded by using the meter at home. 
Thus, in the market dynamics in which the response of the consumers should 
also be considered, the energy imbalance can be a suitable variable to be 























Figure 2.3 Relation between the energy imbalance and the frequency 
deviation in the primary control scheme [31]. 
 
The assumptions (A-5) and (A-6) mean that only the power balance 
condition of (2.3) from supply and demand is considered. Thus, another 
equation is not constructed from two assumptions. Then, the power market 
dynamics for m-suppliers and n-consumers can be represented as a set of 
differential equations like [17] 
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2.4 Price update method 
 
The equilibrium price SSl  of (2.6) can be determined definitely by being 
equal to zero on the left-hand side as 
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Then, the power balance condition can be satisfied by continuously publishing 
the equilibrium price SSl . However, this does not guarantee that the energy 
imbalance E  becomes zero in the steady state, even though it remains 
constant. This means that the frequency deviation cannot be removed or the 
system frequency cannot be maintained to its nominal value. Since the 
frequency control is one of the most important goals of the power system 
operation, the energy imbalance E  should be made to zero by appropriately 
adjusting the prices. Thus, the price update equation is a fundamental 
component in the PBO. 
The scope of the term ‘PBO’ may include the market dynamics in (2.6). 
However, since the essential function of the PBO is generating the appropriate 
price signals in the power system operation, the price update equation can be 
considered as equivalent to the PBO in the narrow sense. This view is 
accepted in this research, and the price update method and the PBO will 
appear as the same thing in the following development of the dissertation 





In [17], a simple price update method is introduced. The form of the 
method is also a differential equation as 
Elt l = -&  (2.8) 
where lt  is an operational coefficient for the price update. Different from 
,g it  and ,d jt  in (2.2), the unit of lt  is sec∙J/$/MWh or min∙J/$/MWh. 
Implicitly, lt  has a conversion procedure between the energy and the 
monetary value. In addition, lt  relates to an operational policy of the ISO in 
the PBO. Thus, lt  is named as the operational coefficient for the price 
update in this dissertation, even though it becomes a normal time constant in 
the price update method and it is used as just a time constant in the previous 
researches. Then, it is certain from (2.8) that the energy imbalance becomes 
zero in the steady state. However, the study in [17] shows that a simple 
combination of (2.6) and (2.8) cannot satisfy the stability condition. Thus, it is 
asserted that a supplementary price signal should be used, so that the whole 
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where k  is a constant gain. Since ‘ kE- ’ is added to satisfy the stability 
condition, it is named as ‘stabilizing signal’ and can be interpreted as a kind of 
‘bias’ for the suppliers. The unit of k  should be $/MWh/J in order for ‘ kE- ’ 





the supplementary price signal ‘ kE- ’ is added only to the equations for the 
suppliers. This is because only suppliers react to the energy imbalance or the 
frequency deviation, and the consumers seldom adjust their consumption 
pattern in response to it. 
In [19], a modified stabilizing signal is proposed to improve the stability 
characteristics, which is represented as  
( )g g g g g dP b c P kE k Et l= - + - -& &  (2.10) 
where dk  is another constant gain in unit of sec∙$/MWh/J or min∙$/MWh/J. 
The additional stabilizing term ‘ dk E& ’ can be seen as a derivative control in 
managing the energy imbalance. In general, PID controller can show better 
control performance than PI controller in some applications [32, 33]. For the 
same reason, a larger stable region can be achieved in the parameter space by 
























2.5 Stability analysis 
 
Since the power market dynamics are expressed as a set of differential 
equation of (2.9), the control system theories are used in the stability analysis. 
Although there are a few methods for checking the stability such as Lyapuov 
functions [34, 35], a simple method based on eigenvalues can be used because 
(2.9) is a linear system. In general, the number of suppliers and consumers is 
not so small that eigenvalues should be determined by the numerical methods. 
However, analytical results can exhibit important insights on the stability. 
Thus, it is significant to analyze an impractical situation with a small number 
of participants. Some observations which are explicitly stated in [17] are as 
follows: 
• Energy imbalance does not change the equilibrium point of the 
power market dynamics as long as it is eventually driven to zero. 
• Permanent energy imbalance is caused without a price update 
method based on the feedback mechanism, which may make the 
whole power market dynamics unstable. 
• Unsuitable choice of feedback gain, strategic coefficients and 
operational coefficient may result in the instability. 
• The larger the feedback gain for the price is, the more the possibility 
of instability becomes. 
• The smaller the operational coefficient for the price update is, the 
more the possibility of instability becomes. 





2.6 Consideration of line congestion 
 
Line congestions impose additional constraints on the power market dynamics. 
However, there are no dynamics in the case of the line congestion. In other 
words, the form of the additional constraints is not a differential equation, but 
an algebraic equation [17, 24]. The algebraic equation can be expressed as a 
linear equation, of which the coefficients are determined by the sensitivity of 
generation/consumption to the line flow, or so-called power transfer 
distribution factors (PTDF) [36]. 
Let us assume that the congestion occurs in the transmission line 
designated as the number l. Then, the linear equation for the constraint can be 
represented as 
, 1 ,1 , , , , ,1 , ,l g g l gm g m l d d l dn d n lS P S P S P S P r+ + + + + =L L  (2.11) 
where ,l giS  and ,l djS  are sensitivities of ,g iP  and ,d jP  on the active power 
flow in the line l, respectively; lr  is a slack variable. As a general case with 
sn  congested lines, (2.11) can be expressed as a system of equations like: 
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A combination of (2.9) and (2.12) composes a differential algebraic equation 





Lagrange multiplier m  is introduced to construct a set of differential 
equations for the stability analysis. In an economic sense, Lagrange multiplier 
means the congestion price or the shadow price. Then, power market 
dynamics with the line congestions can be represented as 
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The system in (2.13) as well as in (2.9) is a higher order system. Thus, even 
though the eigenvalue method can be used in the stability analysis, 
eigenvalues should be numerically determined. However, an analytic 
expression for the eigenvalues can give more insights on the dynamic 
behavior also in this case of power market dynamics with line congestion. 
Thus, it is meaningful to investigate a small example. Some observations 






• As the number of congested lines increases, the number of 
eigenvalues decreases. 
• If the power market dynamics are stable without congestion, the 
stability holds when the line congestion occurs. 
• Line congestion may significantly shift the equilibrium point. 
• The value of ,g iP  or ,d jP  in the steady state can be negative. The 
negative value means that the quantity of the corresponding 
generation or demand should be fixed to zero. 
• The operating cost increases when the line congestion occurs. 
 
There is another approach to addressing the line congestion management 
together with the power/energy balancing [15]. Different from the previously 
mentioned approach that the line congestion imposes an algebraic constraint, 
the line congestion is composed into the differential equation with a special 
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where BD  is a submatrix of the susceptance matrix B  obtained by 
removing the first column and the first row of B; LD  is a submatrix of L  





defined matrix for the relation between the power angles and the power flow 
limits; 
0
xl , x lD , and xm  are controller states; KD , pK , and fk  are 
controller gains; fD  is the frequency deviation; LpD  is the line overflow; 
l  is the nodal price. The variable w  in (2.14) is a solution of the 
subproblem made from the condition that w  and ( )o LK x p wm + D +  are 
perpendicular to each other, where oK  is another controller gain. It is 
asserted as the advantage of this method in [15] that it does not require 
knowledge of the power market dynamics. However, this holds only when the 
convergence to the OPF solution is guaranteed. If we want the controller gains 
to be determined, the power market dynamics should also be considered. Thus, 
even in the simulation of [15], knowledge of power market dynamics is 
assumed by taking the parameters from [23]. Consequently, although the 
congestion management is handled by a particular set of differential equations 
without an explicit inclusion of the power market dynamics as in (2.14), the 
parameters of the market dynamics cannot help but to be considered in the 







Chapter 3. Structure of the PBO 
 
When analyzing and designing the PBO based on the power market dynamics, 
it may be one of the simple methods to perform the tasks on the dynamics 
equations themselves. However, a certain modification of the original problem 
can make the solution of it much simpler. As well-known examples, Laplace 
transform enables the simple operation of time-domain functions, and Fourier 
transform enables the simple analysis on the frequency response. In a similar 
fashion, analyzing and designing the PBO can be easier if the power market 
dynamics are properly represented. In this dissertation, considering that there 
are a lot of research results in the control engineering field for a long time, the 
PBO and the power market dynamics are represented as the typical feedback 
control problem. The feedback control structure of the PBO is described in 
this chapter. In addition, a method for simplifying a complex system is also 
presented in order to take advantage of various techniques based on the simple 
systems with typical forms. 
 
 
3.1 Feedback control structure of the PBO 
 
From the viewpoint of the control engineering, the power market dynamics in 
(2.9) can be seen as the typical feedback control system. To be specific, the 
price-responsive participants can be considered as a controlled system, and 





common reference signal may be the nominal frequency of the power systems. 
The process within the arrangement of the PBO as a feedback control system 
can be described as follows. The controller (PBO) generates the control signal 
(real-time electricity prices) and provides the control signal to the controlled 
system (participants or electric power system). Then, the controlled system 
reacts to the control signal, and the output signal (system frequency) is 
observed and feedbacked into the controller. Finally, the controller (PBO) 
adjusts the control signal by comparing the feedbacked output signal to the 
reference value (nominal frequency). 
From the relationship in (2.5), the goal of keeping the frequency to the 
nominal value is equivalent to driving the energy imbalance to zero. Thus, as 
the output variable and the reference value, the system frequency and the 
nominal frequency can be replaced with the energy imbalance and zero value, 
respectively. Then, the interpretation of the PBO in a typical feedback control 


















Since the most important function in the PBO is the determination of 
electricity prices as a kind of control signal, it can be seen from Figure 3.1 
that the PBO is located exactly in the same position of the controller in the 
feedback control structure. Then, the PBO becomes equivalent to the 
controller in the feedback control structure. Thus, they are interchangeably 
used as the expressions with the same meaning hereafter in this dissertation 
without explicit mention. Consequently, designing the PBO is equivalent to 
designing the controller. For example, if the controller has a form of PID 
control, the design of the PBO becomes determining the parameters of PID 
control, that is, the proportional, integral, and derivative gains. Moreover, the 
most important thing is that the price update method or the PBO is explicitly 
separated from the dynamic behavior of the participants, so that the PBO is 
not restricted to a form of differential equation as in (2.9). Thus, like the 
controller design is one of the major problems in control engineering, 
designing the PBO possibly can be an important research topic in the area of 













3.2 Representation of electric power systems 
 
Once the power market dynamics are arranged as the feedback control 
structure, designing the PBO becomes the controller design problem. In order 
for that, the target system based on which the design process is performed 
should be specified. A form of the target system can be derived from (2.9). 
However, in view of the PBO, it is unfair for only the suppliers to have an 
additional obligation to keep system stable in a decentralized environment 
based on competition. On the contrary, it is more suitable to provide the same 
prices to both sides of suppliers and consumers. Thus, (2.6) will be used 
instead of (2.9) in deriving the form of the target system. The equations of 
(2.6) are rewritten here for convenience. 
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Instability caused by the elimination of the stabilizing signal can be resolved 
by an appropriate design of the PBO. This is possible due to the separation of 
the PBO as an individual component as shown in Figure 3.1. 
The first step in the derivation of the target system is to form the constant 
terms ,g ib  and ,d jb , which do not change with respect to the price, into a 
disturbance. Mathematically, the disturbance can be added to the control 
signal or to the output of the target system. In the dissertation, it is selected to 





function of the output disturbance ( )D s  can be expressed as 
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It should be noted that ( )D s  has double integrator terms of 21/ s  since 
there are two integral steps within the process from the constant terms ( ,g ib  
and ,d jb ) to the output or the energy imbalance ( E ). 
The next step is to form the remaining terms as the target system for 
designing the PBO. Then, the transfer function of the target system ( )H s  
can be represented as 
1 1, , , ,
1 1( )
( ) ( )
m n
i jg i g i d j d j
H s
s s c s s ct t= =
= +
+ -å å  (3.3) 
It should be noted that ( )H s  has single integrator terms of 1/ s  since the 
integral operation is done once in the conversion from the power into the 
energy imbalance. 
Then, the electric power systems in Figure 3.1 can be divided into the 
target system and the output disturbance, which are represented as block 
diagrams as in Figure 3.2. The parameters related to ( )D s  and ( )H s  are 
also explicitly specified in Figure 3.2. The detailed representation of the target 
system ( )H s  with block diagrams is given in Figure 3.3. Although the 
disturbance ( )D s  constitutes the energy imbalance and consequently affects 
the stability and the control performance of the PBO, it is irrelevant to include 
the disturbance which does not respond to the control signal or the price. Thus, 
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Figure 3.2 Feedback control structure of the PBO with explicitly specified 
parameters of the target system and the disturbance. 
 
 
Figure 3.3 Detailed representation of the target system ( )H s  within the 






3.3 Approximation of the target system 
 
Since there are generally a large number of suppliers and consumers, the 
target system in (3.3) becomes a very higher order system. Thus, it is rather 
complicated to design the PBO for the target system with an original form of 
(3.3). This makes it a necessary step to approximate the target system in (3.3) 
to the system with a simpler form. 
As the simplest method for the approximation, the dominant pole method 
can be considered [37]. However, if there are many poles of a similar size, 
which may happen within the target system of (3.3), just selecting one 
dominant pole may lose the subtle interaction between the participants. 
Meanwhile, it can be seen that the target system in (3.3) is a linear 
combination of simple systems with the same form of the transfer function. 
Thus, by exploiting fully the property of the system, a little modified 
dominant pole approximation method, which is named as a solution method in 
the dissertation, can be derived as described below. 
The purpose of the approximation is to find an approximate target system 







%  (3.4) 
The integral term 1/ s  is a common factor of (3.3) and (3.4). Thus, it is 
suitable that the approximation is focused on converting the combination of 
the first-order systems into one first-order system. By setting aside the 
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The value of At  can be determined by using the definition of the time 
constant. The unit step response of (3.5) can be determined as  
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and the unit step response of (3.6) becomes 
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Because the time constant of (3.6) is /A Act , the value of At  can be 
determined by equating the function values of (3.8) and (3.9) at /A At ct=  as 
follows 
/ /
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Then, by substituting Ac  in (3.7) into (3.10), At  becomes the solution of 
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The equation (3.11) is a nonlinear one so that a numerical method should be 
used to compute a solution. However, since the terms on the left-hand side of 
(3.11) are monotonically decreasing functions, it is guaranteed that there is 
only one solution. Thus, the proposed solution method for approximation does 
not cause the complexity which arises from the multiple roots. This property 
results from the simple form of the target system in (3.3). Therefore, at least 
for the target system in (3.3), the accuracy of approximation is better than the 








Chapter 4. Designing Rules for the PBO 
 
If a generation failure occurs, the amount of electricity supply suddenly 
decreases and the frequency or the energy imbalance starts to fall below the 
reference value. In the PBO, the fault situation is resolved by increasing the 
price. Then, according to the power market dynamics, the generation 
increases and the consumption decreases due to the increased price signal, and 
finally the balanced state is recovered. However, it is still a difficult problem 
to determine how much the price should be increased. 
For example, if the price rises too large, the increase of generation 
becomes so greater than the decrease of consumption that the frequency 
imbalance passes over the reference value. When this over-recovery repeats, 
the oscillation of the frequency occurs, even though it finally converges to the 
reference value. On the contrary, if the price rises too small, the time duration 
until the recovery to the balanced state becomes too long, even if the 
oscillation does not occur. These aspects of overshoot and recovery time 
should also be considered in designing the controller in the feedback control 
structure. Naturally, there are a lot of studies on the methods of tuning the 
controller for achieving the proper dynamic performance. Similar to the 
controller tuning rules, designing rules for the PBO are presented in this 
chapter in order to enhance the dynamic characteristics particularly of the 
frequency or the energy imbalance [38]. The designing rules in this chapter 





provide some insights and guides to composing the operation policy of the 
ISO or determining the appropriate prices in the PBO. Moreover, these rules 
can be the basic design of the PBO, from which other improved designs of the 




4.1 Selection of a controller form for the PBO 
 
If the stabilizing signal for the suppliers in (2.9) is included in the price update 
method, the price update equation can be written as 
E k El lt l t= - -& &  (4.1) 
The price update equation (4.1) is not a formal expression of the differential 
equation, since there is a derivative term in the right-hand side. However, the 
equation (4.1) is expressed informally on purpose to derive the relation with 
PID control. By the application of Laplace transform, (4.1) can be represented 
as 
( ) ( ) ( )s s E s k sE sl lt l t= - -  (4.2) 
The reference value of the energy imbalance E  is zero, that is 0refE = . 
Then, ( )sl  can be arranged as 












Meanwhile, PID controller has a typical form of 
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where PK , IT , and DT  are the proportional gain, the integral time, and the 
derivative time, respectively. Then, it can be seen by comparing (4.3) to (4.4) 
that the price-update method in (4.1) is equivalent to PI controller with 
PK k=  and IT k lt= . Similarly to the modified price update method in [19], 
the price update equation in (2.10) can be expressed informally as 
dE k E k El l lt l t t= - - -& & &&  (4.5) 
By applying the Laplace transform to (4.5) gives 
2( ) ( ) ( ) ( )ds s E s k sE s k s E sl l lt l t t= - - -  (4.6) 
By arranging (4.6) with respect to ( )sl  and applying the condition of 
0refE = , the following expression can be obtained: 
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Then, the price update method in (4.5) is identical to PID controller with 
pK k= , IT k lt= , and /D dT k k= . Thus, it can be seen that the price update 
methods in [17] and [19] have a form of PI controller although there is no 
explicit mention about PID controller. 
Since the PBO is an individual component in the feedback control 





applied as a specific design of the PBO. However, if the PBO can have 
various forms, the design process should also be performed individually 
according to the particular form. This means that general designing rules 
cannot be derived. On the contrary, there have been a lot of researches on 
designing or tuning methods of PID controller. Thus, rather generalized 
designing rules for the PBO can be obtained if PID controller with a form of 
(4.4) is selected as the PBO. For this reason, the designing rules for the PBO 
in this dissertation are also based on PID controller. The feedback control 
structure is shown in Figure 4.1, in which the use of PID controller is 
explicitly indicated in the position of the PBO. However, the strength of the 
feedback control structure of the PBO is that a form of the PBO is not 
restricted to a particular design. Thus, in order to verify this merit, a modified 
designing rule is also composed in the section 4.4 as the improved design for 















Figure 4.1 Feedback control structure of the PBO with PID controller used 






4.2 Selection of tuning rule 
 
Once the PID controller is selected as a form of the PBO, various tuning rules 
can be applied to determine the parameters of it. The most well-known tuning 
rule is Ziegler-Nichols PID tuning rule [39]. There are two methods of 
Ziegler-Nichols tuning rules, which are shown in Table 4.1 and Table 4.2 [32]. 
However, the target system in (3.3) or the approximate target system in (3.4) 
has an integrator and does not have a critical gain value. These correspond to 
the conditions in which either the first method or the second method of 
Ziegler-Nichols tuning rule cannot be applied [32]. Thus, the Ziegler-Nichols 
tuning rules should be unavoidably excluded from possible methods for the 
design of the PBO.  
As an alternative, other tuning methods are examined including pole-
placement method [40], internal model control method [41, 42], and direct 
synthesis method [43]. Among the methods, the PID tuning rule in [41], 
which is known for the better performance in the integrating process, is 
selected in this dissertation as the reference designing rule for the PBO. 
Another reason for selecting the rule in [41] is that it has a parameter 
adjusting the speed of a closed-loop response. This feature means that the 
constraint on the response speed of the physical power systems can be 
possibly satisfied by adjusting the parameter of the designing rule for the PBO. 
In other words, if the response of the physical systems is considerably slow, 
then better performance in the dynamic behavior and the stability can be 





Table 4.1 First method of Ziegler-Nichols tuning rule ( L : delay time, T : 
time constant) [23]. 




/T L  
0.9 /T L  
1.2 /T L  
- 






Table 4.2 Second method of Ziegler-Nichols tuning rule ( crK : critical gain, 
crP : critical period) [23]. 




0.5 crK  
0.45 crK  
0.6 crK  
- 
(1 /1.2) crP  
0.5 crP  
- 
- 
0.125 crP  
 
The tuning rules in [41] cover a few fundamental types of the system, 
which are given in Table 4.3. The parameters in Table 4.3 are intermediate 
ones, and the relation of them with the parameters of PID controller in (4.4) is 
as follows: 
1 , 1 ,
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(4.8) 
The term ct  in Table 4.3 is a desired closed-loop parameter and becomes the 





Table 4.3 Selected PID tuning rules for designing the PBO [41]. 
Type of 
system 
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4.3 Basic designing rule 
 
Since the approximate target system is the first-order system as shown in (3.4), 
the tuning rule for the integrating system with a lag in Table 4.3 can be used 
for composing the designing rule for the PBO. Then, from Table 4.3 and the 
equation (4.8), the following basic designing rule can be obtained: 
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If /A Act  is too large, e.g., / 10A Act > , the approximate target system in 






=%  (4.10) 
Then, the following designing rule can be applied instead of (4.9): 
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Since the speed of response depends on the parameter ct , the choice of ct  
determines the magnitude of the frequency deviation and the time necessary 
for the frequency to be recovered. Considering the tight criteria for the 
frequency [44, 45], a smaller value of ct  is favored. However, if ct  is too 
small, the oscillation can happen in the response, and the system can be 
unstable due to the large value of gain. Thus, a suitable value of ct  can be 
determined by a trade-off between the fast response (smaller value) and the 





response is also suggested in [17]. Thus, there is a limit on how far ct  can be 
smaller simultaneously satisfying the stability condition, so that ct  should 
be carefully determined. 
Meanwhile, as indicated in (2.5) and mentioned in Section 3.1, the 
energy imbalance and the frequency deviation can be replaced with each other 
by multiplying an appropriate gain constant. However, when the basic 
designing rule in (4.9) or (4.11) is adjusted with respect to the frequency 
deviation, the gain constant should be carefully considered. Specifically, if the 
frequency deviation is used instead of the energy imbalance, the structure in 
Figure 4.1 can be represented as shown in Figure 4.2. It can be seen from 
Figure 4.2 that the gain constant is included in the target system on which the 
designing rule is based. Thus, in the case when the frequency deviation is 
used as an output variable, the rule in (4.9) is modified as 
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Figure 4.2 Feedback control structure of the PBO with respect to the 





and the rule for a large value of /A Act  in (4.11) is changed as 
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A






= = =  (4.13) 
It should be noted from (4.12) and (4.13) that the gain constant fL  affects 
only the proportional gain PK  because of the form of PID controller in (4.4). 
Furthermore, there is canceling of the gain constant fL  within the feedback 
loop. Thus, when the designing rule in (4.9), (4.1), (4.12), or (4.13) is used as 
the specific design of the PBO, the generated prices are all equal regardless 




















4.4 Modified designing rule 
 
4.4.1 Additional component from asymmetric damping 
 
In the existing centralized operation scheme, the frequency is managed in 
stages for different time scales [26, 31]. Among the steps, the primary control 
fast prevents the further frequency deviation by rapidly changing the valve 
position. And then, the secondary control, or automatic generation control 
(AGC), recovers the frequency to the nominal value by resetting the reference 
mechanical power. Considering the stability of power system and the goal of 
the operation in terms of frequency deviation, it is necessary in the PBO to 
stop the variation of frequency deviation or the energy imbalance as fast as 
possible. 
Picking up an idea from the primary control, a method is composed to 
use an additional price signal stopping the further variation of the energy 
imbalance at the moment of the event such as the generation failure or the 
abrupt demand change for short duration. This is similar to damping control. 
In view of PID control, it can be considered as a proportional control making 
the time derivative of the energy imbalance close to zero. The final price l  
provided to the participants is obtained by summing the price of basic PID 
control, denoted as PIDl , and the price of the additional damping control, 
denoted as Dampl . Then, the problem naturally arises how to determine the 
proportional gain of the damping control. Again, it is possible to resort to the 





in (3.4) but ˆ ( )H s%  in (3.6) because the output variable is the derivative of the 
energy imbalance. Then, the tuning rule of the proportional gain for the first-
order system in Table 4.3 can be applied for determining the gain of the 









=  (4.14) 
where ,c dampt  is another desired parameter for damping. This modified 
configuration of the PBO is represented in Figure 4.3. Since the damping 
control is added for the fast response at the moment of an event, the value of 
,c dampt  is recommended to be smaller than ct  to obtain better dynamic 































For the first-order system with a form of ˆ ( )H s% , the proportional gain 
does not change even if /A Act  is too large. Thus, ,P DampK  does not change 
depending on /A Act  as does in the case of (4.9) and (4.11). However, there 
is one thing to be taken care of when the additional damping control is applied. 
If it is applied in the pure form, it functions against the normal process of 
reducing the energy imbalance by the basic PID controller when the signs of 
E  and E&  are reversed. In other words, when E  is positive, it is getting 
worse than the basic designing rule if E&  negative because the additional 
damping control impedes the desirable function of the negative E&  for 
reducing the energy imbalance. This reasoning identically applies to the case 
when E  is negative and E&  is positive. Thus, the additional damping is 
necessary when both E  and E&  are positive or negative. As a result, in 
order to obtain the expected effect of reducing the energy imbalance, the 
additional damping control should be used asymmetrically considering the 
signs of E  and E& , which results in the following conditional gain 
,,
























4.4.2 Specific form of the modified designing rule 
 
The proportional control for E&  is equivalent to the derivative control for E . 
Thus, (4.15) can be combined into (4.9) or (4.11). Then, the modified 
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It can be seen from (4.16) and (4.17) that the derivative time or the gain of 
derivative control increases during the interval of applying the additional 
damping control. The benefits of the modified designing rule are not only the 
reduction of energy imbalance, but also the mitigation of an oscillation 
resulted from the small value of ct . Specifically, because there is no integral 





does not occur and the oscillation is not caused even for a small value of 
,c dampt  unlike the case of ct . This property enables the modified designing 
rule to deal with rapid changes of the power imbalance between supply and 
demand by setting ,c dampt  as a small value, which is particularly necessary 
for the frequency regulation function. 
Finally, it is necessary how the modified designing rules in (4.16) and 
(4.17) change when the frequency deviation is used as the output variable 
instead of the energy imbalance. The feedback control structure using the 
frequency deviation is given in Figure 4.4. As can be seen from Figure 4.4, 
there also occurs canceling of the gain constant fL  within the feedback loop 
so that fL  affects only the proportional gain PK . Certainly, the branch 


























Figure 4.4 Feedback control structure of the modified designing rule for the 






Consequently, in the case when the frequency deviation is used as an output 
variable, the rule in (4.16) is can be expressed as  
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Chapter 5. Use of Price Information 
 
When the demand for electricity increases, the equilibrium price rises. It is 
unusual to exactly know the equilibrium price in advance. Thus, a kind of 
trials and errors for determining the equilibrium price are unavoidably 
experienced. However, regardless of the fact that the equilibrium price cannot 
be known in advance, the activities based on the equilibrium price are being 
conducted in the real world. In other words, the transactions based on the 
expected equilibrium price take place in the futures market, and various 
techniques for forecasting it are developed. Then, it is likely to get some 
benefits from the price information in those activities when it is used in the 
process of determining the price signal in the PBO. Thus, a structure for using 
the price information in the PBO is developed, and the benefit of using the 
price information is quantitatively analyzed in this chapter. 
 
 
5.1 Structure of the PBO using price information 
 
The derivation of the structure of the PBO using price information starts from 
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If it is assumed that the electricity price in the steady state, denoted as SSl , is 
known in advance, then the variables ,g iP , ,d jP , and E  in (5.1) converge to 
the particular steady-state values by continuously providing SSl  to the 
participants. However, it cannot be guaranteed that E  becomes zero in the 
steady state when only SSl  is provided. This means that the frequency of the 
power system remains deviated from the nominal value. Thus, except for SSl , 
an additional time-varying price signal generated from the feedback control 
mechanism is still needed in order to ensure that E  becomes zero. 
Nonetheless, the knowledge of SSl  can be a valuable information, and it 
is meaningful to achieve the desirable effect by devising a method for using it. 
For this purpose, considering that SSl  is a constant, a method is composed in 
which SSl  functions as a constant price offset that is added to the prices 
generated from the feedback mechanism. However, the constant price offset 
cannot necessarily be equal to SSl , and it cannot be SSl  in a practical sense. 
Thus, the price offset is denoted as 0l  instead of SSl . Then, a new structure 
of the PBO using price information as a price offset can be composed as 
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5.2 Available sources of price information 
 
Although it cannot be guaranteed that E  becomes zero in the steady state by 
using only SSl , it is able to prevent the energy imbalance from further going 
away from the reference value of zero. Thus, the expected desirable effect of 
using the price information is to reduce the variation of the energy imbalance, 
that is, to reduce the frequency deviation. Then, it can be easily thought that 
the variation of the energy imbalance decreases more if 0l  is closer to SSl . 
If the power market dynamics in (5.1) are known in advance, SSl  can be 
easily computed from (2.7). However, as mentioned earlier, it is likely that the 
strategies of the participants expressed as in (5.1) are unknown particularly in 
a decentralized environment. Thus, other sources of price information are 
necessary for the new structure of the PBO in Figure 5.1 to be applied to 
practical applications. 
Considering the practical applications, it is desirable that the price 
information is easily accessible. Moreover, the accuracy of the price 
information needs to be high to some degree compared to the actual system 
marginal price. One of the sources which meet these conditions is the price 
obtained from the futures market for electricity. Under well-operated market 
circumstance, it is known that the futures market price converges to a spot 
price at the delivery period [46]. In particular, the results from the empirical 
analysis of Nord Pool Power Exchange show that the error is around 8 % 
compared to the settled spot price when a month-ahead hourly price in the 





Another available source of the price information is an estimated 
electricity price from various forecasting methods [48, 49]. The estimated 
price is determined from a set of price data in the past. This is a meaningful 
source in the situation without the well-operated market. The simplest 
estimated price may be the price of past itself, e.g., the price of yesterday. 
However, it can be distorted by unexpected disturbance such as a dramatic 
change of the weather condition and a large scale of fault in the power 
systems. Thus, advanced techniques such as time-series analysis are needed to 
smooth the abrupt variation of price [50]. There is an empirical study which 
shows that the next-day price forecasted by time-series model is not 
significantly different with spot prices, and the daily mean error is only 

















5.3 Quantitative effects of price information 
 
If the price information affects the variation of the energy imbalance and the 
desirable effect becomes greater if the price information is closer to SSl , it is 
necessary to perform the quantitative analysis with respect to the accuracy of 
the price information compared to SSl . 
At first, let new variables be defined as follows 
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where ,gSS iP  and ,dSS jP  are the amount of generation of the i-th supplier and 
consumption of the j-th consumer in the steady state, respectively. Then, (5.1) 
can be represented with these new variables as 
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By setting the values of time derivative to zero in (5.1), the following 
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Let el  denote the difference between the price information and the system 





0 SSel l l= -  (5.5) 
Then, by substituting (5.5) into (5.3) and using the relationship in (5.4), the 
original market dynamics in (5.1) can be expressed with new variables as 
, , , ,
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where the initial values of variables are 
0 0 0
, , , ,,    ,    0g i gSS i d j dSS jP P P P E= - = - =% % % % %  (5.7) 
From the superposition property of linear systems, the energy imbalance 
of (5.6) can be separated into two parts like 
( ) ( ) ( )Init DiffE t E t E t= +% % %  (5.8) 
where ( )InitE t%  is the contribution of the initial value in (5.7), and ( )DiffE t%  is 
the contribution of el  on the energy imbalance. By deriving the closed-loop 
response from the structure in Figure 5.1 and using the dynamic equations in 
(5.6), Laplace transform of ( )InitE t%  can be determined as 
( )( )








%  (5.9) 
where ( )NatE s%  is the natural response by the initial values in (5.7), which can 
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In (5.9), ( )H s%  is an open-loop transfer function when el  is excluded, 
which can be written as 
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Similarly, Laplace transform of ( )DiffE t%  for the closed-loop response, or 
( )DiffE s% , can be arranged as 
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where ( )D s%  is an open-loop transfer function related to el  as 
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Then, from (5.13), ( )DiffE s%  can be expressed with respect to el  as 
( ) ( )NDiff DiffE s E sel= ×% %  (5.14) 





,maxInitE%  and ,max
N
DiffE%  denote a maximum absolute deviation of ( )InitE t%  and 
( )DiffE t%  from zero for 0t ³ , respectively; 
,max ,max0 0
max ( ) , max ( )N NInit Init Diff Difft tE E t E E t³ ³= =
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where maxE%  is the maximum absolute deviation of ( )E t%  from zero. Then, 
,max ,max
N
Init DiffE Eel+ ×% %  becomes the upper bound of maxE%  when the accuracy 
of price information is el . Consequently, the reduction of the energy 
imbalance can be obtained by using suitable price information within the 
structure in Figure 5.1. Furthermore, since ,maxInitE%  and ,max
N
DiffE%  are related 
to the specific design of the PBO ( )G s  as can be seen from (5.9) and (5.12), 
it can be asserted that ,maxInitE%  and ,max
N
DiffE%  can be reduced by the proper 









5.4 Acceptable range of price information 
 
When there is no available price information, it is reasonable that 0l  should 
be set to zero. Moreover, although negative electricity prices can occur under 
some conditions [51, 52], they are positive in normal cases. Thus, the lower 
bound for the acceptable range of the price information 0l  can be carefully 
determined as zero. However, the upper bound of the acceptable range should 
be determined by considering ( )E t% . In Figure 5.2, the shaded area (A) and 
(B) indicate the possible values of maxE%  according to el , and the solid line 
denotes the upper bound of maxE%  as given in (5.16). Without any price 
information, 0l  is set to zero and the accuracy of it becomes SSel l= - . In 
that situation, the upper bound of maxE%  is determined from (5.16) as 
,max ,maxInit SS DiffE El+ ×% % . If el  is larger than SSl , there is a chance that maxE%  
is greater than ,max ,maxInit SS DiffE El+ ×% % , as represented as a shaded area (B) 
with cross stripes in Figure 5.2. In other words, when el  is larger than SSl , 
it cannot be guaranteed that the use of price information gives a reduction of 
the energy imbalance compared to the case without it. Thus, the upper bound 
of the acceptable range for 0l  can be determined as 2 SSl . As a result, the 
acceptable range of the price information for achieving the desirable effect of 
reducing the energy imbalance becomes 
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Figure 5.2 The upper bound of maxE%  (solid lines) and the area for possible 

















5.5 Price information with the smallest deviation 
 
It can be simply speculated from (5.16) that the smallest value of maxE%  may 
be obtained when the price information is exact, namely 0el = . However, 
since (5.16) specifies the upper bound, it cannot be ruled out that the smallest 
absolute deviation of maxE%  may appear when el  is not equal to zero. The 
main reason for this situation is that the cancelling effect between ( )InitE t%  
and ( )DiffE t%  makes it difficult to predict the actual variation of maxE%  
according to el . To be specific, when el  is large, ( )DiffE t%  dominates 
( )E t% , so that the cancelling effect is not large. In other words, it holds when 
el  is large that the effect of reducing the energy imbalance is greater 
according as 0l  is closer to SSl . However, when el  is suitably small, the 
cancelling effect considerably affects the value of maxE% , so that maxE%  for a 
certain value of 0 SSl l¹  can be the smallest one among the range in (5.17). 
The cancelling effect can be specifically described by the following 
example. Let us assume that ( )InitE t%  and ( )DiffE t%  have the forms as shown 
in Figure 5.3(a). It is also assumed that the magnitude of ,maxInitE%  is 
approximately ten times bigger than that of ,max
N
DiffE% . Then, ( )E t%  can be 
created from (5.8) for various values of el . The resultant graphs of ( )E t%  
are shown in Figure 5.3(b). Because of the cancelling effect between ( )InitE t%  




















Figure 5.3 Example of the cancellation effect between ( )InitE t%  and ( )DiffE t% . 
(a) Function values of ( )InitE t%  and ( )DiffE t% . (b) Time variation of the energy 









In this example, ( )InitE t%  and ( )DiffE t%  appear on the opposite sides of 
zero so that maxE%  is the smallest when el  is slightly larger than zero. On 
the contrary, if ( )InitE t%  and ( )DiffE t%  appear on the same sides, maxE%  may 
become the smallest when el  is slightly smaller than zero. This shows an 
interesting point that some accuracy error of the price information compared 
to the actual system marginal price in the steady state can result in rather a 








Chapter 6. Framework for Balancing and 
Congestion Management 
 
In this chapter, the congestion management in the PBO is considered. When 
the congestion occurs in a transmission line, the amount of generation and 
consumption at some buses in the network should be changed. This is because 
the power flow in the transmission line is a dependent variable on net power 
of the buses. Then, like the balance of the power is accomplished by the 
appropriate price signals, the congestion can also be relieved by controlling 
the price at each bus in the PBO. Thus, it becomes an important problem how 
to determine the price at each bus, or the nodal prices, in the PBO. 
Meanwhile, there is a well-known OPF method for the congestion 
management function. This means that the optimal nodal prices exist in a 
certain situation when the congestion occurs. In other words, a set of nodal 
prices may not be optimal, even though the congestion is resolved by the 
nodal prices. This situation can happen in the feedback control model of the 
PBO. If the nodal prices are generated from the feedback controllers without 
an elaborately designed structure, the situation may happen when the 
congestion is resolved at a moment but the nodal prices at the moment are not 
equal to the optimal ones. However, it is annoying to verify the optimality of 
the nodal prices at every situation. Thus, a general structure or a framework of 
the PBO is introduced in this chapter, which guarantees the optimality as well 





6.1 Optimal power flow method 
 
The methods for the PBO in this dissertation basically try to be based on the 
optimality conditions as same as the most schemes for power system 
operation do. Among the techniques currently used, the optimal power flow 
(OPF) method is the most well-known method for achieving the optimality in 
the power system operation considering both the power balancing and the 
congestion management. Thus, it is a suitable choice that the derivation of the 
framework for the optimal PBO with congestion management should start 
from the OPF formulation. 
The formulation of OPF used in the dissertation is based on the following 
assumptions: the power flow is calculated by DC power flow method [26]; 
there is no loss in transmission lines; bus 1 is a slack bus so that 1 0q = . Then, 
the OPF problem can be formulated as the following optimization problem 
( ){ } ( ) ( ), , , ,, , 1 1min , min
b bn n
g k g k d k d k
k k
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subject to the power balancing equation 
1 2 0b
T
nP P P= + + + =1 P L  (6.2) 
 
and the load flow equations at each bus 
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and the transmission line constraints at each branch 
- £ £max maxf f fP P P  (6.4) 
where the meanings of the variables are 
 
 F : total cost function. 
 ,g kC : cost function of generation at the bus k. 
 ,d kU : utility or benefit function of consumption at the bus k. 
 bn : number of the buses. 
 ln : number of the transmission lines or the branches. 
 ,1 ,, , b
T
g g nP Pé ù= × × ×ë ûgP : amount of generation, 1bn ´  vector. 
 d ,1 ,, , b
T
d d nP Pé ù= × × ×ë ûP : amount of consumption, 1bn ´  vector. 
 ,g kP : amount of generation at the bus k. 
 ,d kP : amount of consumption at the bus k. 
 = -g dP P P : net power injection, 1bn ´  vector. 
 , ,k g k d kP P P= - : net power injection at the bus k. 
 B : line susceptance matrix for DC power flow, b bn n´  matrix. 
 kB : k-th column of line susceptance matrix B , 1bn ´  vector. 
 Β̂ : modified line susceptance matrix composed by eliminating the 
column of slack bus from B , ( 1)b bn n´ -  matrix. 
 2 3ˆ bnq q qé ù= ë ûθ L : relative phase angle to the slack bus 
         assumed as the bus 1, ( 1) 1bn - ´  vector. 





 ,1 ,2 , lf f f nP P Pé ù= ë ûfP L : active power flow, 1ln ´  vector. 
 ,f lP : active power flow of the line l. 
 max max max,1 ,2 , lf f f nP P Pé ù= ë û
max
fP L : active power flow limit,  
         1ln ´  vector. 
 max,f lP : active power flow limit of the line l. 
 1 : column vector of the appropriate size with all the elements 
being equal to 1. 
 
By the assumption of DC power flow, the active power flow from the bus i  









=  (6.5) 
where ,i jx  is the inductive reactance in p.u. of the transmission line 
connecting the bus i and j. Then, fP  can be represented in terms of the 
relative phase angles θ̂  as 
1 ˆ ˆ-=fP X Aθ  (6.6) 
 
where X  is the reactance matrix of dimension l ln n´ , which is defined as 
,diag i jxé ù= ë ûX ; Â  is the branch-to-node incidence matrix of dimension 





Let z  be defined as T T Té ù= ë ûg dz P P . Then, the Lagrangian function 
L  can be obtained from (6.1)-(6.4) and (6.6) as  
( ) ( )
( ) ( )
,
1 1
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 (6.7) 
where Pl  is Lagrange multiplier associated with equality constraint for the 
power balancing in (6.2); θλ  is Lagrange multipliers associated with the 
equality constraint on the power flow in (6.3) except for the slack bus; +μ  
and -μ  are Lagrange multipliers associated with the inequality constraints 
on the power flow in (6.4) except for the slack bus. Then, the optimality 
conditions can be determined from Karush-Kuhn-Tucker (KKT) conditions 
[53] as 
( ) ( )
P
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1 ˆ ˆL -
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= - - £
¶
max
fX Aθ P 0μ
 (6.8-f) 
( )1 ˆ ˆT -+ - =maxfμ X Aθ P 0 , + ³μ 0  (6.8-g) 
( )1 ˆ ˆT -- - - =maxfμ X Aθ P 0 , - ³μ 0  (6.8-h) 
The optimal nodal prices are composed of Lagrange multipliers Pl  and θλ  
that satisfy the set of conditions in (6.8). The specific equation for 
determining the nodal prices can be written as 
Pl= + θρ 1 λ  (6.9) 
where ρ  is a 1bn ´  vector consisting of kr ’s or the nodal prices at the bus 
k. The terms +μ  and -μ  are so-called congestion prices, which means the 
possible cost reduction that would be achieved when the maximum transfer 
limit of the corresponding line increases by one unit. If there is no congestion, 
all elements of +μ  and -μ  are zero. Then, θλ  becomes a zero vector from 
(6.8-b), which means that the nodal prices are all equal. 
For the line constraints in (6.8-e)-(6.8-h), there is no such case in which 
the constraints of the positive and negative flow limits are violated at the same 
time. Besides, the sign of power flow depends on the defined direction of it. 
Thus, without any loss of generality, the positive maximum power flow will 
be considered as the inequality constraints. Then, (6.8-f) and (6.8-h) are 
naturally met, and -μ  is always equal to zero. Accordingly, for the simplicity 





Consequently, (6.8-a), (6.8-b), (6.8-c), (6.8-d), (6.8-e) and (6.8-h) constitute 
the optimal conditions, which are considered in the following composition of 

























6.2 Substructures of the framework 
 
6.2.1 Marginal price 
 
The condition (6.8-a) means that the marginal cost of generation and the 
marginal benefit of consumption are identical to the nodal prices of the 
corresponding buses at the optimal operating point. This condition can be 
satisfied by the power market dynamics themselves. In this description of the 
framework, the criteria for separating the participants are the nodes or the 
buses in the network. Thus, the power market dynamics in (3.1) can be 
expressed with respect to the bus like 
( )
( )
, , , , ,
, , , , ,
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b
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d k d k d k d k g k k b
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Then, it can be seen from (6.10) that the marginal cost and the marginal 
benefit should be equal to nodal prices of the corresponding buses in the 
steady state, which means the satisfaction of the condition (6.8-a). 
 
6.2.2 Balancing of power and energy 
 
The condition of power/energy balancing is related to (6.8-c). If the supply is 
greater than the demand, T1 P  becomes positive. In the opposite case, T1 P  
becomes negative. Then, (6.8-c) can be met by adding the following dynamic 





TE = 1 P&  (6.11) 
and by performing the control action to drive the energy imbalance E  to 
zero. This is equivalent to the typical feedback control structure in Figure 3.1 
and Figure 3.2. However, the PBO is specifically divided into the 
power/energy balancing and the congestion management functions in this 
framework. Thus, the substructure of the framework for the power/energy 
balancing can be represented by indicating the exact function of the block as 









Figure 6.1 Substructure of the framework for the power/energy balancing. 
 
Once the balancing condition is represented as a feedback control 
problem, the performance of the PBO is dependent on the design or tuning of 
the controller. The target system for the design of the power/energy balancing 
controller is same as the expression in (3.3) except that the different subscripts 
are used for indicating the buses. Thus, the disturbance ( )D s  in (3.2) should 
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b b
D s
s s c s s ct t=
ì ü- -ï ï= +í ý+ -ï ïî þ
å  (6.12) 
and the target system ( )H s  in (3.3) should be replaced with the target 
system for the power/energy balancing ( )H sl , which is expressed as 
1 , , , ,
1 1( )
( ) ( )
bn
k g k g k d k d k
H s
s s c s s cl t t=
ì üï ï= +í ý+ -ï ïî þ
å  (6.13) 
Similar to the procedure in Chapter 3, the target system for the power/energy 
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å  (6.14) 
Thus, ( )H sl  in (6.13) or (6.14) is the target system for the design or tuning 
of the real-time power/energy balancing controller ( )G sl . In other words, 
now that the target system is determined, the approximation methods in 
Chapter 3 and the design methods in Chapter 4 can be applied to the designing 
process of ( )G sl . 
 
6.2.3 Nodal prices and congestion prices 
 
According to (6.8-b), there is a relationship between the Lagrange multipliers 
θλ  and the congestion price μ  to ensure the optimal operation, which can 





1ˆˆ T T -+ =θB λ A X μ 0  (6.15) 
If there is no congestion, μ  is equal to 0 . Then, θλ  also becomes 0  and 
all the nodal prices are equal to each other from (6.9). If congestion occurs, 
the element of μ  corresponding to the congested line becomes positive. Let 
ˆ TB  be expressed as 
ˆ ˆ ˆT é ù¢= ë û1B b B  (6.16) 
where ˆ 1b  is the first column of ˆ
TB  corresponding to the slack bus, which is 
a ( )1 1bn - ´  vector; ˆ ¢Β  is the modified line susceptance matrix composed 
by eliminating the row and the column of slack bus from B , which is a 
( ) ( )1 1b bn n- ´ -  matrix. Similarly, let θλ  be represented as a combination 
of the components for the slack bus and the others like 
,1
ˆT T
qlé ù= ë ûθ θλ λ  (6.17) 
where ,1ql  is the Lagrange multiplier for the bus 1 or the slack bus; ˆ θλ  is a 
set of Lagrange multipliers associated with the equality constraint on the 
power flow except for the slack bus, which is a ( )1 1bn - ´  vector. Then, 
(6.15) can be represented as 
1
,1
ˆ ˆˆ ˆ T
ql






Let ˆ θλ  be expressed as 
,1
ˆ
ql= +θ Δλ 1 λ  (6.19) 
where Δλ  the difference vector of ˆ θλ  from ,1ql . Then, (6.18) can be 
arranged by substituting (6.19) into it as 
( ) 1,1 ˆˆ ˆ ˆ Tql -¢ ¢+ + + =1 Δb B 1 B λ A X μ 0  (6.20) 
The elements of the term ( )ˆ ˆ ¢+1b B 1  in (6.20) mean the sum of elements of 
each row of B  except the slack bus. By definition, they are all equal to zero. 
Thus, (6.20) becomes  
1ˆˆ T -¢ + =ΔB λ A X μ 0  (6.21) 
If the inverse of ˆ ¢B  is pre-multiplied to (6.21), the following relationship can 















Δλ B A X μ
X A B μ
 (6.22) 
where ( ) 11 ˆ ˆ -- ¢X A B  is the power transfer distribution factor (PTDF) except 
for the assigned slack bus [36], and the dimension of it is ( )1l bn n´ - . The 
variable ,1ql  is equivalent to the price information 0l  in Chapter 5 in that 
,1ql  only shifts the value of Pl  and does not affect the optimal condition. 





assigned to ,1ql  for simplicity. Then, from (6.9), (6.17), (6.19), and (6.22), 
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μ1 X A B μ
 (6.23) 
where ,[    ] [ ]l kS= =b1 2 nS S S SL  is a l bn n´  matrix of power transfer 
distribution factors, which consists of the elements ,l kS  defined as the 
sensitivity of the power flow in the line l to the net amount of power 
generation or consumption at the bus k.  
By examining the form of (6.23), ( )T-S μ  can be considered as a 
disturbance added to the controller output Pl  in view of the control 
engineering. This interpretation is used in the composition of the substructure 
for the relationship between the nodal prices and the congestion prices, which 
is shown in Figure 6.2. Different from Figure 6.1, the target system ( )H sl  
and disturbance ( )D s  are not represented as separate blocks for simplicity in 
Figure 6.2 since the focus of Figure 6.2 is on the composition of nodal prices, 
not on the representation of the electric power system. Consequently, the 
optimal condition in (6.8-b) can be satisfied by subtracting the congestion 
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Figure 6.2 Substructure of the framework for the relationship between the 
nodal prices and the congestion prices. 
 
 
6.2.4 Line congestion management 
 
The management of line congestions can also be represented as a feedback 
control problem. However, the congestion management controller is 
individually assigned to each line so that the number of feedback control 
structure should be equal to the number of the transmission lines. For the line 
l, the congestion price lm  is designated as the output of the congestion 
management controller, and the output of the system becomes the variation of 
power flow due to the congestion price. Contrary to the fact that the reference 





congestion management controller is conditional and time-varying. The term 
‘conditional’ means that the reference is set to zero in the normal situation 
without congestion, but it changes into the difference between the maximum 
power flow limit and the part of actual power flow induced by Pl . The term 
‘time-varying’ indicates that the reference varies because the part of actual 
power flow induced by Pl  changes in time. Then, the role of the controller 
for managing the line congestion becomes equivalent to reducing the actual 
power flow over the maximum flow limit by generating the appropriate 
congestion price lm . Let ,f lP
l  and ,f lP
m  denote the part of power flow the in 
line l induced by Pl  and lm , respectively. Then, when there occurs the 
congestion, the error input into the congestion management controller 
becomes 
( )max, , ,f l f l f lP P Pl m- -  (6.24) 
where the terms within the parenthesis constitute the time-varying reference 
mentioned above. 
The target system for the design of the congestion management controller 
can be determined from (6.13) or (6.14). In the process from lm  to ,f lP
m , the 
multiplication by the negative PTDF occurs at first to convert lm  into the 
nodal prices as shown in (6.23) and Figure 6.2. This induces the variation of 
power injection at each node by the transfer function in (6.13) or (6.14). 
Finally, the variation of power injection is multiplied by the corresponding 





power flow in the line l. Thus, the target system for managing the congestion 
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å  (6.26) 
The negative signs before ,l kS  in (6.25) and (6.26) mean that the positive 
congestion price needs to be generated when the power flow is greater than 
the maximum power flow limit, that is, when the input to the congestion 
management controller is negative. This configuration of the feedback control 
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As described in Chapter 3 and Chapter 4, the appropriate design of the 
congestion management controller also can be determined by; firstly, 
approximating the target system in (6.25) or (6.26) into a system with a 
simple form; secondly, applying the controller tuning rule to the approximate 
system. However, by comparing (6.25) and (6.26) with (6.13) and (6.14), it 
can be seen that the target system for managing the congestion can be 
obtained from (6.13) and (6.14) by eliminating the integrator and multiplying 
the negative square of the corresponding element of PTDF. Then, it seems all 
right that the design methods for the power/energy balancing controller as 
given in (4.9), (4.11), (4.16), and (4.17) may be applied also to the design of 
the congestion management controller. However, the target systems in (6.25) 
and (6.26) correspond to the first-order system in Table 4.3. Thus, it can be 
determined from Table 4.3 that the congestion management controller is not 
PID control but PI control with Dt  being equal to zero. Then, a designing 
rule for the congestion management controller . ( )lG sm  of the line l can be 
derived as 
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 (6.27) 
However, the tunings rule in Table 3 are based on the individual target system. 
This suggests that, when a lot of target systems are interrelated as in this 
framework, it can be another option to design other controllers based on one 
selected design of a reference controller. Thus, as a design method for the 
framework in the dissertation, it is proposed to select the balancing controller 





there are a large number of congestion management controllers. Then, the 
basic designing rule in (4.9) can be modified for the congestion management 
controller . ( )lG sm  of the line l as 
2 , 4 , 04
A A A
P L I c D
c c A
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 (6.28) 
where 0Lk >  is a gain factor of the congestion management controllers 
compared to the power/energy balancing controller, which may become 
another design parameter. Similarly, if /A Act  is too large, e.g., / 10A Act > , 
the basic designing rule in (4.10) can be changed as 
2 , 8 , 02
A
P L I c D
c
K k T Tt t
t
æ ö
= = =ç ÷
è ø
 (6.29) 
Since the derivative time for the congestion management controller is equal to 
zero, the modified designing rule in (4.16) or (4.17) for the congestion 
management controllers has the same form as (6.28) or (6.29). It should be 
noted that there is a minus sign before Lk  because it is defined as positive. 
Normally, the value of 2,l kS  in (6.25) and (6.26) is smaller than one by the 
definition of PTDF [36]. Thus, the value of Lk  is likely to be greater than 
one since the proportional gain is inversely proportional to the numerator of 










6.3 Overall structure of the framework 
 
The overall structure of the proposed framework for the optimal design of the 
real-time PBO can be obtained by combining the sub-structures in Figure 6.1-
Figure 6.3. However, some modification should be made by investigating the 
availability of output signals in Figure 6.3. In other words, although (6.24) 
may be reasonable in expression, it cannot be used in real-world applications 
because ,f lP
l  and ,f lP
m  are not measurable quantities. For transforming 
Figure 6.3 into the form with measurable variables, the actual power flow 
,f lP  should be represented as 
, , ,f l f l f lP P P
l m= +  (6.30) 
Then, (6.24) can be written as 
max
, ,f l f lP P-  (6.31) 
Since ,f lP  is a measurable quantity, (6.31) can be used in practical 
applications. Thus, the overall structure of the framework with the physically 
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6.4.1 Simulation settings 
 
The proposed framework for the optimal design of the PBO is simulated and 
verified with a simple 6-bus network in [26], as shown in Figure 6.5. The 




Figure 6.5 Six-bus network used in the example together with the values of 






Then, the line susceptance matrix B  can be determined as follows 
13.33 5 0 5 3.33 0
-5 27.33 4 10 3.33 5
0 4 17.85 0 3.85 10
-5 10 0 17.50 2.5 0
3.33 3.33 3.85 2.5 16.34 3.33
0 5 10 0 3.33 18.33
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B  (6.32) 
The buses 1, 2, and 3 are the generator buses, and the others are the load buses. 
The slack bus is assumed as the bus 1. Then, the PTDF matrix S  can be 
determined as 
bus  1           2               3               4                5               6
0 0.4706 0.4026 0.3149 0.3217 0.4064
0 0.3149 0.2949 0.5044 0.2711 0.2960
0 0.2145 0.3026 0.1807 0.4072 0.2976
0 0.0544
- - - - -
- - - - -
- - - - -
=S
0.3416 0.0160 0.1057 0.1907
0 0.3115 0.2154 0.3790 0.1013 0.2208
0 0.0993 0.0342 0.0292 0.1927 0.0266
0 0.0642 0.2422 0.0189 0.1246 0.4100
0 0.0622 0.2890 0.0183 0.1207 0.1526
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(6.33) 
It should be noted from (6.33) that the elements for the bus 1 (the first 
column) are all equal to zero because the bus 1 is assumed as the slack bus. 
The plus sign means that the increase of the power at the bus also increases 
the active power flow in the corresponding transmission line; the minus sign 





The generation cost functions of the buses 1, 2, and 3 are taken also from 
[26], which is given as 
2
,1 ,1 ,1 ,1
2
,2 ,2 ,2 ,2
2
,3 ,3 ,3 ,3
( ) 213.1 11.669 0.00533
( ) 200.0 10.333 0.00889
( ) 240.0 20.833 0.00741
g g g g
g g g g
g g g g
C P P P
C P P P





The strategic coefficients of each generation are set as 
,1 ,2 ,30.1,   0.3,   0.2g g gt t t= = =  (6.35) 
The generation limits are set as 
,1 ,2 ,30 200,   0 200,   0 70g g gP P P£ £ £ £ £ £  (6.36) 
The demand is assumed as inelastic to the electricity prices. The initial values 
of demand for the bus 4 ( ,4dP ), bus 5 ( ,5dP ) and bus 6 ( ,6dP ) before the 
simulation scenario are set as 
,4 ,5 ,670,   70,   0d d dP P P= = =  (6.37) 
The demand of the bus 6 ( ,6dP ) changes to 70 at the specified time defined in 
the simulation scenario. The unit for power is assumed as MW. 
The simulation scenario with three events at the specified time instants is 
constructed as shown in Figure 6.6. Three events have corresponding 
purposes. Event I is designed to show that the power/energy balancing 
controller can manage a sudden power mismatch. Event II is designed to 
verify that the line congestion controller well manages the congestion in the 
framework. At last, Event III is designed to demonstrate that the multiple 






Figure 6.6 Simulation scenario of the example for the verification of the 
framework. 
 
Four cases of the simulation are formed according to the forms of the 
balancing and congestion management controllers. These cases consist of a 
combination of both tuned and not-tuned designs for the purpose that any 
design of controllers and any combination of them result in the optimal steady 
state once the convergence property is satisfied within the proposed 
framework. The parameters of the power/energy balancing controller in Case I 
and Case II are taken from [17, 19], which is represented as 
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 (6.38) 
The form of the controller in (6.38) corresponds to the case without tuning for 





congestion controllers are determined from designing procedure by deciding 
an appropriate value of Lk . As an example of the possible selection methods 
for Lk , the value of Lk  is determined heuristically from the values of ,l kS . 
To be specific, since the congestion occurs in the line from the bus 3 to 6 and 
the line from bus 1 to 4 as given in the scenario in Figure 6.6, the values of 
,l kS  for two lines with respect to the generator buses except for the slack bus 
can be found in (6.33) as 
2
2,3 6 3,3 6
2,1 4 3,1 4
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 (6.39) 
And then, the values of Lk  for two lines are selected as the average of square 
values of ,l kS : 
,3 6 2 2
2,3 6 3,3 6
,1 4 2 2


















Then, the congestion management controllers in Case II are determined by 
multiplying the negative of Lk  to ( )G sl  except for the derivative control as 
,3 6 ,3 6
,1 4 ,1 4
1( ) ( 0) 1.46 1
10
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In Case III, only the balancing controller is designed by the tuning rule. The 











%  (6.42) 
Then, the power/energy balancing controller can be determined by the basic 
designing rule in Chapter 4 for 0.5ct = minutes as 
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 (6.43) 
In Case IV, both the balancing controller and the congestion management 
controllers are tuned. Then, similarly as the procedure for (6.41), the 
congestion management controllers can be composed from the balancing 
controller in (6.43) as 
,3 6 ,3 6
,1 4 ,1 4
1( ) ( 0) 1.65 1
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The specific forms of the controllers of the power/energy balancing 
controllers and the congestion management controllers for four cases are 












Table 6.1 Controllers for balancing and managing congestion used in the 
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6.4.2 Simulation results 
 
The simulation results are shown in from Figure 6.7 to Figure 6.10; the energy 
imbalance is in Figure 6.7; the generations at three generator buses are in 
Figure 6.8; the power flows both in the line 3-6 and the line 1-4 are in Figure 
6.9; the nodal prices of three generator buses are in Figure 6.10. Since there is 
no congestion during 100t £ , the difference in the results is due to the 





100t £  in Case I and Case III are identical to Case II and Case IV, 
respectively. Thus, the graphs for Case II and Case IV override those for Case 
I and Case III, respectively, in all figures from Figure 6.7 to Figure 6.10. It 
can be seen from the figures that the steady-state values in all cases show the 
trend of approaching and converging to the same values in the framework, 
although the speed and the shape of convergence are all different according to 
the specific forms of the controllers. These converged values are verified as 
being equal to those from the OPF tool [54], which shows the optimality 
characteristic of the framework. Especially for the nodal prices, the steady-
state values after three events for all cases are compared to the values from 
OPF method, which is represented in Figure 6.11. 
 

















































Figure 6.8 Simulation results of the example for the framework: the amount of 




































Figure 6.9 Simulation results of the example for the framework: power flows. 
(a) Power flow in the line from bus 3 to bus 6. (b) Power flow in the line from 

































(a)                             (b)  
























(c)                             (d)  
Figure 6.10 Simulation results of the example for the framework: nodal prices. 






Figure 6.11 Simulation results of the example for the framework: nodal 
prices in the steady state compared to the optimal solution from the OPF 
method. 
 
It can be seen from Figure 6.7 that, in time intervals of 100 150t< £  
and 150 200t< £  with the congestion, the speed of convergence to zero for 
Case I and Case III is rather slower that Case II and Case III. This is due to 
the effects of designing the power/energy balancing controller. However, the 
maximum deviation of the energy imbalance for Case I and Case III without 
tuning of the congestion management controllers is much smaller than that for 
Case II and Case IV with tuning. This result is caused by the fact that 
congestion prices function as a disturbance to the output from the balancing 
controller as can be seen from Figure 6.2. Thus, the appropriately designed 
congestion management controllers may rather produce more severe 
disturbances due to the higher peak of congestion price for resolving the 





view of the frequency stability among the power/energy balancing controller 
and the congestion management controllers. Thus, if different organizations 
are in charge of the power/energy imbalance and the congestion management, 
close cooperation between them should be important for the stable operation 
of the whole power systems based on the real-time nodal prices. 
It can be seen from Figure 6.9 that the violation of the power flow limit is 
resolved faster in Case II and Case IV than in Case I and Case III, respectively. 
This means that the abrupt increase in the power flow due to the unexpected 
situation such as a generation failure or a line trip can be handled more 
appropriately by designing the congestion management function. However, 
the faster recovery to the normal operation can be achieved at the expense of 
higher peak in the nodal prices at the instant of the event, which can be seen 
in Figure 6.10 at 100t =  and 150t =  for Case II and Case IV compared to 
Case I and Case III. In terms of the stable operation, the aspect of the physical 
power system is more important than the aspect of the economic prices. Thus, 
it may be more desirable, to some extent, to relieve the problematic situation 
of the physical power systems by inducing even rather an abrupt variation of 








Chapter 7. Case Study I 
 
In this chapter, various methods described in Chapter 3 (approximation 
methods), Chapter 4 (designing rules), and Chapter 5 (use of price 
information) are simulated and verified. The simulations are based on the 
IEEE 39 bus network [55]. However, since the line congestion is not 
considered, the specific network model is not used in this case study. In other 
words, only the power market dynamics of the participants in the IEEE 39 bus 
network are used in this case study. The simulations considering the line 




7.1 Common configuration 
 
The common condition in the simulations for the approximation methods, the 
designing rules, and the use of price information is the power market 
dynamics. The specific simulation settings which are different from each other 
are given in the corresponding subsections. It is assumed that the participants 
consist of ten suppliers and seventeen consumers in the power market 
dynamics. The parameter values are taken from [23], which are given in Table 
7.1. This market dynamics model is constructed by assuming that the steady-





and ,d jt  are determined so that the ramp rate for the suppliers and the 
consumer should be usually within the range of 1~20 MW/min [23]. Different 
from the physical generators of the suppliers, there is no physical ramp rate 
for the consumers. However, similar ramp rates for the consumers are also 
assumed for the complete power market dynamics model. The values of ,g ib , 
,g ic , ,d jb , and ,d jc  are assumed to be computed from the quadratic cost and 
benefit functions, even though the specific forms of the function are not given. 





















Table 7.1 Parameters for the dynamic behavior of 10 suppliers and 17 
consumers. 
Participants dynamics 
,g it  
(min) 
,g ic  
($/MW2h) 
,g ib  
($/MWh) 
,d jt  
(min) 
,d jc  
($/MW2h) 
,d jb  
($/MWh) 
35/60 0.8 30.00 150/60 -0.8 42.58 
35/60 0.7 35.99 150/60 -0.7 43.50 
25/60 0.7 35.45 150/60 -0.6 41.40 
30/60 0.8 34.94 155/60 -0.6 43.13 
25/60 0.8 35.94 150/60 -0.8 40.07 
30/60 0.8 34.80 150/60 -0.8 42.56 
30/60 1.0 34.40 155/60 -0.7 42.31 
30/60 0.8 35.68 150/60 -0.6 40.95 
30/60 0.8 33.36 155/60 -0.8 45.44 
35/60 0.6 34.00 150/60 -0.7 41.92 
   150/60 -0.7 41.73 
   155/60 -0.6 41.85 
   155/60 -0.6 41.34 
   150/60 -0.7 40.97 
   150/60 -0.7 41.97 
   150/60 -0.8 41.65 







7.2 Approximation of the target system 
 
From (3.7) and (3.11), the approximate system for the market dynamics in 







%  (7.1) 
The unit step response of the approximate system in (7.1) is shown in Fig. 7.1. 
For comparison reasons, the responses of the actual system and the 
approximate system from the dominant pole method in [36] are also included 
in Fig. 7.1. Since there are seventeen participants, the actual target system in 
(3.3) also has a considerable number of the poles even considering the 
repetition of the poles. Thus, it is not sufficient to select a dominant pole, 
although the target system in (3.3) looks simple in its combination form. As a 
result, as can be seen from Figure 7.1 that the response of the proposed 
approximation method is considerably close to that of the actual system, and 
















Figure 7.1 Unit step responses of the actual system and the approximate 















7.3 Designing rules for the PBO 
 
7.3.1 Simulation settings 
 
Five cases of the price-based operation are simulated and compared. Since 
/A Act  is equal to 2.25 and it is not a large value, the basic designing rule in 
(4.9) and the modified designing rule in (4.16) are used in composing the 
specific forms of the PBO in the simulations. Case I and Case II are 
determined from (4.9) for 0.1ct =  minute and 0.3ct =  minute, respectively. 
Case III and Case IV are constructed from the modified designing rule in 
(4.19) by adding the asymmetric damping of (4.15) for , 0.05c dampt =  minute 
to Case I and Case II, respectively. Case V is a form of the PBO without the 
application of the design or tuning concept, and the parameters of the case are 
taken arbitrarily from [17] and [19]. The specific configurations of the PBO 
for each case are given in Table 7.2. 
The simulations consist of two scenarios. The first one is the failure of 
the generation at the bus 30 (1,178 MW), which is similar to the step increase 
in the demand. This scenario shows the performance of the designing rules for 
the step change. The second one is the inclusion of small randomly changing 
demand. This simulation shows the performance with respect to the frequency 
control function. The random demand is generated every five seconds by the 
Wiener process so that about 99% of minute-to-minute change is within two 
percent of the total demand [31]. The simulations are performed with 





Table 7.2 Configuration of the PBO in the simulations for the designing rules. 
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Case III 0.1 0.05 
if sgn( ) 0
       Case I 1.19
else







Case IV 0.3 0.05 
if sgn( ) 0
       Case II 1.19
else




























7.3.2 Results of a generation failure scenario 
 
The simulation results of the generation failure scenario are shown in from 
Figure 7.2 to Figure 7.4. The figures are represented for a short duration 
around the instant of the generation failure to investigate the different shapes 
of variation in each case, although the simulations are performed for a 
sufficiently long time of 200 minutes. In the steady state, the total amount of 
generation (or demand) changes from 6828 MW before the generation failure 
to 5649 MW after the failure. Accordingly, the steady-state price also changes 
from $39.43/MWh to $39.75/MWh. Since the generation failure means the 
shortage of supply, the price rises to keep the balanced state, which conforms 
to the law of demand and supply in economics. 
For Case V without any consideration of tuning, the price changes 
smoothly. However, the absolute maximum value of energy imbalance is the 
largest and the speed of the recovery to the nominal value is slower than the 
other cases where the proposed designing rules are used. This means that Case 
V requires the more capacity of AGC for the stable operation. Meanwhile, the 
responses in Case I show faster response than that in Case II by making ct  
smaller. However, the large gains of PID controller, which are determined 
from small value of ct , result in the oscillation of the energy imbalance, 
price, generation, and demand in Case I. Especially, as can be seen in Figure 
7.2(a), the variation of generation in Case I is the largest. Considering the 
frequent small step changes in demand, this large variation is undesirable 




























Figure 7.2 Simulation results of the generation failure scenario for designing 




























Figure 7.3 Simulation results of the generation failure scenario for designing 
rules: energy imbalance. 


















Figure 7.4 Simulation results of the generation failure scenario for designing 





For Case III and Case IV, the maximum deviation of the energy 
imbalance is reduced compared to Case I and Case II without the additional 
damping control. Actually, the maximum absolute values of the energy 
imbalance in each case are 
Case I  : 97.53, Case II  : 228.90
Case III  : 31.58, Case IV : 78.72
Case V : 290.40
 (7.2) 
where the unit is MWmin. It can be seen that the maximum deviation is 
reduced by 68% and 66% in Case III and Case IV over Case I and Case II, 
respectively, by using the modified designing rule with the asymmetric 
damping control. Moreover, the maximum absolute value in Case IV with 
0.3ct =  minute is even less than that of Case I with 0.1ct =  minute by 21%. 
These results show that the addition of the asymmetric damping control not 
only reduces the variation of the energy imbalance, but also gives the same 
effect as the decrease of ct  without causing the oscillation. As can be seen in 
Figure 7.4, there are price spikes in Case III and Case IV. However, it is 
around 38% increase from the price before the generation failure. Thus, 
considering the fact that the prices can rise a few times in dynamic pricing 
schemes such as time of use (TOU) pricing and critical peak pricing (CPP) 
[56], rather a high price rise in the contingency situation may not be of critical 
concern given the reduced variation of the energy imbalance or the 
enhancement of the frequency stability as in (7.2). 
Finally, in order to get a feeling of the frequency deviation, the energy 





(2.5). For this purpose, the nominal frequency 0f  is set to 60 Hz. The system 
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The inertia constants of each bus are taken from [55] and given in Table 7.3. 
Then, the weighted average of inertia constants TH  can be computed as [31] 
39
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Table 7.3 Inertia constants of the 10 generator buses in the IEEE 39 bus 
network with respect to the system base of 100 MW. 
Bus number 
 Inertia constants (sec) 
30 31 32 33 34 
42.0 30.3 35.8 28.6 26.0 
35 36 37 38 39 





However, in the contingency situation such as a generation failure of this case 
study, the generation loss should be considered in determining the values in 
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where ˆTS  and ˆ TH  are the total rating and the weighted average of inertia 
constants in the contingency of a generation failure. Then, the linear 
coefficient ˆ fL  in the contingency of a generation failure becomes 
40ˆ 4.05 10ˆˆ2f T T
fL
H S
-= = ´  (7.8) 
Although the frequency deviation is determined from the energy imbalance by 
applying ˆ fL  in the contingency, the PBO is still designed based on the 
normal situation. Thus, the actual frequency deviation translated from the 
energy imbalance is within the range between fL E  and ˆ fL E . Then, the 
approximate values of the maximum absolute frequency deviation can be 





Case I  : 2.31 Hz, Case II  : 5.41 Hz
Case III  : 0.75 Hz, Case IV : 1.86 Hz
Case V : 6.87 Hz
 (7.9) 
Then, the energy imbalance in Figure 7.3 can be represented as the frequency 
variation around the nominal frequency as given in Figure 7.5. It can be seen 
from (7.9) and Figure 7.5 that the frequency deviation is significant in Case II 
and Case V. In particular, the frequency deviation is over -5 Hz in Case II and 
over -6 Hz in Case V. This is because lost generation at the bus 30 is large 
enough to occupy around 16% of the total amount of generation before the 
failure. 
 























Figure 7.5 Simulation results of the generation failure scenario for designing 






7.3.3 Results of load frequency regulation scenario 
 
In the scenario of load frequency regulation, the cumulative absolute energy 
imbalance for 60 minutes is determined for verifying the performance of the 
proposed designing rules. Due to the randomly changing demand, the average 
values of ten simulations are computed, and the results are as follows: 
Case I  : 66.27, Case II  : 92.71
Case III  : 32.56, Case IV : 36.64
Case V : 84.21
 (7.10) 
where the unit is MWmin. The load frequency regulation corresponds to the 
normal situation. Thus, the results in (7.10) can be converted using fL  in 
(7.5) into the cumulative absolute frequency deviation as 
Case I    : 1.52 Hz, Case II  : 2.13 Hz
Case III : 0.75 Hz, Case IV : 0.84 Hz
Case V  : 1.94 Hz
 (7.11) 
The time variation for one trial among ten are given in Figure 7.6. It can be 
seen from Figure 7.6 that, as the name ‘cumulative absolute value’ suggests, 
the values increase linearly over time. It can also be seen that the order of the 
performance in the frequency regulation function among the cases is 
maintained as same as the order in (7.10) or (7.11) from the start to the end of 
the simulation. This means that the cumulative absolute energy imbalance or 
the cumulative absolute frequency deviation is determined by the intrinsic 
property of the specific design of the PBO so that it can be used as the 











































Figure 7.6 Simulation results of the frequency regulation scenario for 
designing rules: cumulative absolute value of the energy imbalance. 
 
The results of Case I, Case III, and Case IV are better than that of Case V 
without tuning, but the result of Case II is worse even if the tuned design is 
applied. This can be explained by separating the price l  into the 
components from the proportional, integral, derivative, and additional 
damping controls. This is represented in Figure 7.7 and Figure 7.8 for Case II 
and Case IV, respectively. In order to investigate only the effect of the 
random demand, the component from integral control is subtracted by the 
steady-state price in Figure 7.7 and Figure 7.8. The values from the 
proportional and derivative controls are represented as they are because they 
are equal to zero in the steady state. It can be seen from Figure 7.7 that the 





integral components. This means that the performance of the PBO in the 
frequency regulation function depends mostly on the derivative control. 
Accidentally, it happens that the derivative gain in Case V arbitrarily selected 
without tuning concept, which is equal to 0.3, is a little larger than the 
derivative gain in Case II, which is equal to 0.19. This is the reason why the 
performance in the frequency regulation in Case V is better than Case II. 
This result implies that the basic designing rule in (4.9) or (4.11) is 
somewhat general to cover the various situations such as the frequent step 
changes. Therefore, it can be suggested that ct  should be set as a smaller 
value in order to fast-tract the rapid and frequent changes in demand in the 
frequency regulation. 
 




























Figure 7.7 Simulation results of the frequency regulation scenario for 









































Figure 7.8 Simulation results of the frequency regulation scenario for 
designing rules: separated price components for Case IV. 
 
On the other hand, as can be seen from Figure 7.8, the component from 
the additional damping control dominates over not only the values from the 
proportional and integral controls, but also the component from the basic 
derivative control, in the case of the modified designing rule. Since ,c dampt  
is set to a smaller value than ct , the damping control augments the 
derivative control and improves the performance of the frequency regulation 





be calculated as 51% and 60% for Case III and Case IV over Case I and Case 
II, respectively. The performance is improved by 61% and 56% for Case III 
and Case IV compared to Case V, respectively. Thus, the simulation results 
show that the modified designing rule performs much better in such a 
situation when the fast and frequent response is needed continuously as the 
load frequency regulation, rather than in the case when one sudden change 





















7.4 Effects of price information 
 
7.4.1 Simulation settings 
 
The effects of price information on the performance of the PBO in terms of 
the reduced frequency deviation can be achieved not only for well-designed 
PBO but also for any design without tuning, even though the performance 
becomes better if the PBO is appropriately designed. Thus, the designing rules 
are not applied to composing the forms of the PBO in this simulation. Instead, 
two cases are determined from [17] and [19] in a somewhat arbitrary sense, of 
which the specific forms of the PBO are given as 
1Case I  : ( ) 0.1 1
10
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Although various forms of the PBO are not used in the simulation, it is also 
investigated that the specific design of the PBO affects the performance by 
comparing the results of Case I and Case II. 
 
7.4.2 Simulation results 
 
The values of maxE%  with respect to the various values of el  in Case I and 
Case II are given in Figure 7.9. The values of ,maxInitE%  and ,max
N






















Figure 7.9 Simulation results for the effects of price information: the 
maximum absolute deviation of the energy imbalance ( maxE% ) in Case I and 




Case I  : 23.90,    13.03












Then, the upper bounds of maxE%  in each case can be computed from (5.16), 
which are also represented as a dotted line in Figure 7.9. 
It can be seen from Figure 7.9 that maxE%  shows a linear pattern in the 
range of el  far away from zero because of the small cancelling effect. 





but 0 38.43l =  ( 1.00el = - ) in Case I and 0 38.98l =  ( 0.44el = - ) in 
Case II. To clarify the canceling effect in Case I, ( )InitE t%  and ( )
N
DiffE t%  are 
shown in Figure 7.10, and the energy imbalance for some values of el  are 
given in Figure 7.11. The best price information corresponds with 
1.00el = - . In that case when 1.00el = - , the variation of ( )E t%  is evenly 
divided around zero so that the negative peak and the positive peak are equal 
to each other, as can be seen from Figure 7.11(b). If el  is greater than this 
value, the magnitude of the positive peak becomes larger than that of the 
negative peak. Thus, larger positive peak increases the value of maxE%  for 
0el = , which is the reason why maxE%  is not the smallest when 0el =  or 
when the price information is exactly equal to the steady-state price. 
 












Figure 7.10 Simulation results for the effects of price information: ( )InitE t%  














( )01.5 37.93el l= - =
( )00.5 39.93el l= =
( )00.0 39.43el l= =
( )00.5 38.93el l= - =
( )01.0 38.43el l= - =
( )01.5 37.93el l= - =
Time  
(a) 











( )01.0 40.43el l= =
( )00.5 39.93el l= =
( )00.0 39.43el l= - =
( )00.5 38.93el l= - =
( )01.0 38.43el l= - =
( )01.5 37.93el l= - =
 
(b) 
Figure 7.11 Simulation results for the effects of price information. (a) ( )E t%  





Lastly, quantitative analysis is done about how much the price 
information can reduce the energy imbalance or the frequency deviation. 
With the price information of 0 SSl l= , maxE%  is reduced by 97.51% (from 
492.90 to 12.28) in Case I and 98.05% (from 277.10 to 5.40) in Case II 
compared to the case without using the price information. When talking 
about available sources of the price information in Chapter 5, it is mentioned 
that the accuracy is around 8% and 4% error when the price information is 
obtained from the futures market and the forecasting technique, respectively 
[47, 49]. In particular, when 3.15el = ± , which corresponds to the price 
information with 8% error, the improvements are 
Case I  : 94.34% ( 3.15),  87.00% ( 3.15)








Therefore, it can be concluded from (7.14) that considerable reduction of the 
energy imbalance (or the frequency deviation) can be achieved by the 
proposed scheme with practically available price information. Consequently, 
the suitable use of price information can result in the improved frequency 







Chapter 8. Case Study II 
 
In this case study, the framework for the optimal PBO with congestion 
management in Chapter 6 is simulated and verified. The simulations are also 
based on the IEEE 39 bus network [55]. However, different from the case 
study in Chapter 7, the line congestion is considered so that the specific 
network parameters need to be used in this case study. The IEEE 39 bus 









8.1 Simulation settings 
 
8.1.1 Common configuration 
 
The parameter values of the power market dynamics are explicitly derived 
from the generation cost functions. Thus, only the generation is assumed to be 
responsive to the prices, and the demand is assumed as the constant. The 
strategic coefficients, the operational coefficient for the price update, and the 
cost functions and are taken from [23] and [57], respectively. The system base 
is assumed as 100 MW. Thus, the parameters of the market dynamics are 
adjusted with respect to the system base, which are given in Table 8.1. A set of 
constant demand is the same as the data in [55], which are given in Table 8.2. 
The maximum generation limits at each generator bus are also taken from [55], 
which are given in Table 8.1. The quantities of generation in the basic case 
without any violation of the maximum generation limit and the maximum 
power flow limit are obtained from the OPF function of Matpower [54], 
which are given in Table 8.3. The nodal prices at all buses are equal to 
$15.87/MWh in the basic case. It is assumed that there is no line resistance or 
line loss. The values of line reactances and the maximum power flow limits of 
each line are taken from [54] and [55], which are shown in Table 8.4. As 
stated in [55], the bus 31 is assumed as the slack bus in this case study. 
Two simulation scenarios are composed. The first scenario is a 
generation failure at the bus 33 at 0t =  [58]. It results in the violation of the 





of line 21-22 at 0t =  [59]. This one consists of three events; that is, the 
violation of the maximum generation limit of the bus 38, the congestion in the 
line 16-19, and the congestion in the line 23-24. The simulations are 
performed with Matlab/Simulink and Matpower [54]. 
 
Table 8.1 Parameter values of the maximum generation limits and the power 
market dynamics with 10 suppliers in the IEEE 39 bus network used in the 











30 350 35/60 3.86 6.9 
31 650 35/60 2.22 3.7 
32 800 25/60 2.08 2.8 
33 750 30/60 1.76 4.7 
34 650 25/60 2.56 2.8 
35 750 30/60 1.88 3.7 
36 750 30/60 1.98 4.8 
37 700 30/60 2.26 3.6 
38 900 30/60 1.42 3.7 







Table 8.2 Constant loads of the IEEE 39 bus network used in the simulations 













1 - 11 - 21 274.0 31 9.2 
2 - 12 7.5 22 - 32 - 
3 322.0 13 - 23 247.5 33 - 
4 500.0 14 - 24 308.6 34 - 
5 - 15 320.0 25 224.0 35 - 
6 - 16 329.0 26 139.0 36 - 
7 233.8 17 - 27 281.0 37 - 
8 522.0 18 158.0 28 206.0 38 - 
9 - 19 - 29 283.5 39 1104.0 













Table 8.3 Quantities of generation in the basic case without any violation of 








30 232.45 35 647.49 
31 548.32 36 559.23 
32 628.50 37 543.04 
33 634.81 38 857.23 
34 510.65 39 653.47 
 
Table 8.4 Line reactances and maximum power flow limits of the transmission 
lines of the IEEE 39 bus network used in the simulations for the framework. 
From 
bus( i ) 
To   
bus( j ) 
,i jx  max,f i jP -  
From 
bus( i ) 
To   
bus( j ) 
,i jx  max,f i jP -  
1 2 0.0411 600 14 15 0.0217 600 
1 39 0.0250 1000 15 16 0.0094 600 
2 3 0.0151 500 16 17 0.0089 600 
2 25 0.0086 500 16 19 0.0195 600 
2 30 0.0181 900 16 21 0.0135 600 






Table 8.4 (Continued) Line reactances and maximum power flow limits of the 
transmission lines of the IEEE 39 bus network used in the simulations for the 
framework. 
From 
bus( i ) 
To   
bus( j ) 
,i jx  max,f i jP -  
From 
bus( i ) 
To   
bus( j ) 
,i jx  max,f i jP -  
3 18 0.0133 500 17 18 0.0082 600 
4 5 0.0128 600 17 27 0.0173 600 
4 14 0.0129 500 19 20 0.0138 900 
5 6 0.0026 1200 19 33 0.0142 900 
5 8 0.0112 900 20 34 0.0180 900 
6 7 0.0092 900 21 22 0.0140 900 
6 11 0.0082 480 22 23 0.0096 600 
6 31 0.0250 1800 22 35 0.0143 900 
7 8 0.0046 900 23 24 0.0350 600 
8 9 0.0363 900 23 36 0.0272 900 
9 39 0.0250 900 25 26 0.0323 600 
10 11 0.0043 600 25 37 0.0232 900 
10 13 0.0043 600 26 27 0.0147 600 
10 32 0.0200 900 26 28 0.0474 600 
11 12 0.0435 500 26 29 0.0625 600 
12 13 0.0435 500 28 29 0.0151 600 





8.1.2 Configuration in a generation failure scenario 
 
Since there is no congestion in this scenario, only the power/energy balancing 
controller is considered. The form of the power/energy balancing controller is 
constructed from the basic designing rule in (4.9) or (4.11). By the solution 
method described in Chapter 3, the approximate target system for the power 







%  (8.1) 
The value of / 0.27A Act =  is not so large a value. Thus, the basic designing 
rule in (4.9) is suitable for composing the balancing controller. Three designs 
of the power/energy balancing controller are constructed for three values of 
ct , that is, 0.2ct = minute (fast), 0.4ct = minute (normal), and 
0.6ct = minute (slow). The specific forms of the power/energy balancing 














Table 8.5 Three designs of the power/energy balancing controller used in the 




Power/energy balancing controller  








æ ö´ + +ç ÷
è ø
 





















8.1.3 Configuration in a line trip scenario 
 
Since the congestions occur in two lines, the congestion management 
controllers for the corresponding lines should be designed as well as the 
power/energy balancing controller. The controller in Case A-II (normal) of the 
generation failure scenario is used as the power/energy balancing controller, 
which is shown again for convenience as follows: 
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 (8.2) 
As the congestion management controller, three designs are composed based 
on the selected balancing controller. In Case B-I, the tuning concept is not 
applied to composing the congestion management controller so that the 





B-II, the designing procedure is performed based on (6.27). The value of Lk  
is set to 3 for all the lines by trials and errors. Then, the congestion 
management controllers are determined as 
, ,
1( ) ( 0) 1.71 1
1.87l L D
G s k G s T
sm l
æ ö= - = = - ´ +ç ÷
è ø
 (8.3) 
Case B-I and Case B-II are composed in order to investigate the need for 
tuning of the congestion management controller separate from the balancing 
controller. Lastly, unit step changes of the congestion prices from zero to the 
OPF solutions are used in Case B-III instead of the form of PID controller. 
The purpose of Case B-III is to verify the optimality characteristics of the 
framework. Three designs for the congestion management controller are 
shown in Table 8.6. 
 
Table 8.6 Three designs of the congestion management controller used in the 
simulations of the line trip scenario for the framework. 
 Lk  Congestion management controller , ( )lG sm  
Case B-I 1 
10.57 1
1.87s
æ ö- ´ +ç ÷
è ø
 
Case B-II 3 
11.71 1
1.87s
æ ö- ´ +ç ÷
è ø
 
Case B-III - 16 19
0.11 ( )u tm - =  






8.2 Simulation results 
 
8.2.1 Results of a generation failure scenario 
 
The simulation results of the total amount of generation, the energy imbalance, 
and nodal prices are shown in Figure 8.2. The same nodal prices are provided 
to all the buses because of no congestion, which change from $15.87/MWh 
before the failure to $17.41/MWh after the failure. Naturally, it can be seen 
from Figure 8.2 that the shapes of variation in the total generation, the energy 
imbalance, and the nodal prices are different according to the design of the 
balancing controller in the framework. In particular, high rise in the prices at 
the instant of the failure results in faster recovery of the total generation and 
the energy imbalance to the normal states. Thus, it can be stated that there is a 
trade-off between the recovery speed for the failure event and the peak rise in 
the nodal prices incurred from the recovery process. As another aspect, it is 
necessary to investigate the results in Case A-I. Although the energy 
imbalance is the smallest, there is a small oscillation in the total generation 
and the price. Thus, it can be also stated that there is another trade-off 
between the recovery speed and the smooth change of the total generation and 
the energy imbalance. Consequently, the target system in (6.13) or (6.14) can 
be important information in the design process for deciding a suitable point 
between the conflicting properties of various types of trade-off. 
However, it should be noted that the focus of the simulation in this case 
study is not on good-and-bad of a certain design, but on the fact that any 





guarantees the convergence. In other words, the steady-state values in the 
framework are equal to the optimal solution of the OPF method. Actually, the 
total generation becomes equal to the constant total demand; the price 
converges to the new steady-state price of $17.41/MWh; the energy imbalance 
converges to zero; for all three designs of the balancing controllers. Thus, it 
can be suggested that the framework can be generally used with any design of 

















Figure 8.2 Simulation results of the generation failure scenario for the 








































Figure 8.2 (Continued) Simulation results of the generation failure scenario 





8.2.2 Results of line trip scenario 
 
The simulation results are shown in from Figure 8.3 to Figure 8.6; the amount 
of generation is in Figure 8.3; the energy imbalance is in Figure 8.4; power 
flows both in the line 19-16 and the line 23-24 are in Figure 8.5; congestion 
prices for two congested lines of 19-16 and 23-24 are in Figure 8.6. Even 
without the event such as a generation failure, there occurs the power/energy 
imbalance due to the variation of generation quantities for relieving the 
congestion in the lines of 19-16 and 23-24. However, the imbalance is very 
small compared the generation failure event as shown in Figure 8.2(b).  
The congestion is resolved the slowest in Case B-I. Thus, comparing 
Case B-II, it can be concluded that the appropriately designed congestion 
management controllers are needed to achieve better performance in the 
congestion management. Moreover, when comparing Case B-III, it can be 
seen that the use of simple unit step functions based on OPF solution is better 
than the real-time congestion management controllers which are not properly 
designed. 
On the contrary, when Case B-II and Case B-III are compared, it cannot 
be certainly said that the one is superior to the other for the performance of 
the congestion management function. To be specific, the congestion is 
managed the fast in Case B-III for the line 23-24. In contrast, for the line 19-
16, the time duration of the congestion management in Case B-III is 
equivalent to that in Case B-III. However, a variation of the power generation 





Figure 8.3 and Figure 8.4, which means the more stable operation with respect 
to the aspect of the frequency stability. Thus, this analysis illustrates that a 
properly designed congestion management controller performs better than the 
simple application of the OPF solution. 
Regardless of the comparison of the performance among the cases, it is 
meaningful to analyze the relationship between the power/energy balancing 
and the congestion management functions. The fast resolution of the 
congestion results from the fast variation and the high overshoot of power 
generation as shown in Figure 8.3, which results from the fast rise of the 
congestion prices as can be seen from Figure 8.6. However, the fast variation 
of power generation induces larger energy imbalance as can be seen from 
Figure 8.4. Thus, it can be noted that the better performance in the congestion 
management can be achieved at the expense of the energy imbalance or the 
frequency stability. This is a kind of trade-off between the balancing and 
congestion management. In other words, it is possible that each transmission 
system operator is individually in charge of the congestion management in the 
corresponding line within the framework. In addition, it is certain that each 
congestion management controller can be separately designed. However, if 
the congestion management controller is designed extremely on the aspect of 
managing the corresponding line, the power/energy balancing or the 
frequency stability can be threatened. Consequently, a policy or a rule should 
exist in a decentralized environment which appropriately coordinates the 




























Figure 8.3 Simulation results of the line trip scenario for the framework: 
total amount of generation. 
 










































Figure 8.5 Simulation results of the line trip scenario for the framework. (a) 















































Figure 8.6 Simulation results of the line trip scenario for the framework. (a) 





The big difference of the framework from the OPF method can be seen 
from Figure 8.6(a). Since the framework is based on the real-time feedback 
control mechanism, the congestion prices of the line 19-16 begin to increase 
from zero right after the moment of the congestion, which is 12.66t =  
minutes in Case B-I or 4.43t =  minutes in Case B-II, compared that the 
congestion prices jump from zero to the OPF solution at 0t =  in Case B-III. 
This is because, in the OPF method of Case B-III, only the final values in the 
steady state can be found and the exact time instant when the congestion 
occurs cannot be known in advance. Thus, the framework is very suitable for 
the real-time power system operation. 
Similar to the generation failure scenario, the focus of the framework is 
not only on the performance of the specific design, but also on the 
convergence characteristics compared to the optimal solution. Firstly, the total 
generation becomes equal to the constant total demand in all three cases as 
shown in Figure 8.3. Secondly, the energy imbalance returns to zero as shown 
in Figure 8.4. The congestion prices of the line 19-16 and 23-23 converge to 
$0.11/MWh and $4.43/MWh, respectively, which are equal to the values from 
the OPF method. Both nodal prices at all buses and the generation quantities 
at ten generator buses converge also to the OPF solution. This result is shown 
in the selected buses of 31 and 35 in Figure 8.7 and Figure 8.8, respectively. It 
should be noted from the figures that, although the variation differs in shape 
with respect to the design of the congestion management controllers, they 































Figure 8.7 Simulation results for the selected bus of 31 of the line trip 









































Figure 8.8 Simulation results for the selected bus of 35 of the line trip 









The objectives of the power system operation are to balance the power, 
maintain the system frequency to the nominal value, and to manage the line 
congestion. Not to speak of the existing schemes for the power system 
operation, the price-based operation, which is proposed as an alternative to the 
centralized ones in a decentralized and deregulated environment, should 
satisfy those objectives. It is the most important task in the PBO to determine 
the appropriate electricity prices. Thus, analyzing and designing methods for 
the PBO is necessary to guide the determination of the price signals and to 
provide insights for the dynamic results. Despite the considerable number of 
previous researches on analyzing and designing the PBO, it has not 
sufficiently been handled to apply design concept considering the dynamic 
performance in view of the frequency stability. Thus, various designing 
methods and the structures for the PBO have been presented in this 
dissertation. 
Before presenting the specific methods for analyzing and designing the 
PBO, the possibility of the power market dynamics in the continuous-time 
domain is described. When deriving the continuous-time model of the PBO, 
they are assumed that there are a large number of the participants and that the 
superposition of the asynchronous responses of them can be approximately 





the designing methods for the PBO, the feedback control mechanism in the 
control engineering is usefully adopted. In other words, the PBO is interpreted 
as the controller within the feedback control structure, and then the problem 
of designing the PBO becomes equivalent to the familiar problem of 
designing or tuning the controller. After formalizing the feedback control 
structure for the PBO, researches on three major topics of the dissertation 
have been conducted based on it; that is, designing rules for the PBO without 
the congestion management, a method for and the effects of using the price 
information, and a general framework for the optimal PBO providing both the 
balancing and the congestion management functions. All the topics are based 
on the power market dynamics expressed as a set of differential equations. 
The power market dynamics are based on the perfect competition, and the 
equilibrium is determined when the marginal cost and the marginal benefit are 
equal to each other as same as the theory in economics. 
The designing rules for the PBO are derived under the assumption of no 
line congestion, and derived by using the tuning rules for PID controller. 
Since most of the tuning rules are based on the typical system with simple 
forms, the approximation methods are firstly considered. By exploiting the 
form of the power market dynamics, an approximation method based on the 
definition of the time constant is composed. After determining the 
approximate target system, the application of a selected tuning rule results in 
the basic tuning rule. By supplementing an asymmetric damping control to the 
basic tuning rule, the modified designing rule is composed in order to enhance 





rule effectively shows the important property that a specific form of the PBO 
is not limited to the typical PID controller within the feedback control 
structure for designing the PBO. The presented designing rules are verified 
through the case study using the IEEE 39 bus network for two scenarios of a 
generation failure and frequent small changes of demand. The results show 
that the PBO designed by the designing rules is better than that without the 
application of them in view of the frequency stability. Moreover, the modified 
tuning rule performs even better than the basic tuning rule. It is also verified 
that the improvement of the frequency control is achieved by the high rise in 
the price, which forms a trade-off between them and should be carefully 
considered in the design of the PBO. From the investigation into the separate 
components of the price, it is identified that the component of the derivative 
control dominates other components at the instant of the changed situation. 
As a method for further improving the dynamic performance in view of 
the frequency stability, a new structure for the PBO using price information as 
a kind of price offset is constructed. The price information can be obtained 
from the futures electricity market and various price forecasting methods. The 
effects of the price information on the maximum deviation of the energy 
imbalance are quantitatively analyzed. Although the exact value of the 
maximum deviation cannot be determined, the upper bound of it is 
analytically derived. The upper bound shows that the maximum deviation is 
likely to be reduced linearly to the difference between the price information 
and the system marginal price in the steady state. However, there occurs 





vicinity of the steady-state price. Thus, it is found that the actual maximum 
deviation is the smallest when the price information is a little greater or less 
than the steady-state price, not when it is exactly equal to the steady-state 
price. The quantitative effects of the price information are verified through the 
case study using the IEEE 39 bus network. The reduction of the maximum 
deviation of the energy imbalance is significant, which results in the 
considerable improvements in the frequency stability. The use of price 
information gives the desirable effect regardless of whether the PBO is 
appropriately designed or not. However, it is shown that the maximum 
deviation of the energy imbalance is related to the specific design of the PBO, 
so that more improvement can be obtained from the suitably designed PBO. It 
is also verified in the case study that the actual maximum deviation is the 
smallest when the error of the price information is not zero. 
Finally, a general framework for the optimal design of the PBO is 
constructed. The framework consists of the substructures derived from the 
optimal conditions of the OPF method. Not only that the power/energy 
balancing and the congestion management functions are successfully 
performed within the framework, but it is also guaranteed that the converged 
values in the steady state should be equal to the optimal solutions of the OPF 
method. The PBO in the framework includes the power/energy balancing 
controller and the congestion management controller, which generate 
corresponding components of the nodal prices. The framework is suitable in a 
decentralized environment in the sense that each congestion management 





proposed framework is verified through the simple example using the 6 bus 
network and the case study using the IEEE 39 bus network. Two scenarios of 
a generation failure and a line trip are configured, and specific forms of the 
PBO are composed including the designed ones and the arbitrary ones in each 
case. The results show the fundamental property of the framework that the 
converged values are all equal to the optimal solution irrespective of the 
specific design of the PBO, even though the time variation differs by the 
designs. A few kinds of the trade-off in the PBO are identified such as; 
between the recovery speed to the normal state and the smooth change of the 
variables such as the nodal prices; between the power/energy balancing and 
the congestion management functions. 
The significance of this research can be summarized as that it can give an 
insight over the dynamic phenomena on the aspects of both the market and the 
physical power systems. To be specific, the contributions can be described as 
follows. Firstly, a structure is constructed in which electricity prices can be 
generated based on the important status of the power systems such as the 
system frequency and the power flows. Since the method for generating the 
prices is not limited to a specific form, various methods can be compared 
within the described structure. Furthermore, a new pricing scheme as a kind of 
policy can be composed based on the engineering method for generating the 
prices, and the dynamic phenomena resulting from the pricing scheme can be 
predicted by the analysis of the transient behavior of the feedback control 
system. Secondly, the dissertation demonstrates a method for finding the 





physical power system operation. Thus, the basis for the reconfiguration of 
market structure and operation can be found from the physical power systems, 
and vice versa. Lastly, it suggests the way how a decentralized system should 
be configured and operated. In addition, the effects of the various interactions 
among the independent entities on the aspects of the power system operation 
including the frequency stability and the congestion management can be 





















9.2 Future works 
 
The essential point from which the research in this dissertation starts is the 
power market dynamics. However, they are continuous functions which can 
hardly be implemented in the PBO in the real world. Thus, empirical further 
researches should be performed in order to verify that a large number of 
discrete asynchronous changes of both the participants’ behavior and the price 
signal can be approximately represented as the differential equations as in the 
power market dynamics. In this process, the cases for abnormal behavior of 
the participants are also necessary to be investigated. The abnormal cases 
include the exercise of market power resulting from monopoly or oligopoly, 
and cheating or gaming contrary to the actual cost/benefit. The analysis and 
appropriate design of the PBO in the abnormal cases can be performed by 
following the same procedures in this dissertation. Thus, various methods and 
structures in this dissertation can be the significant starting point even in the 
abnormal cases just as the methods for the linear systems can be the basis of 
the derivation of the methods for the nonlinear systems. 
In the same vein, the power market dynamics have a limitation on 
capturing phenomena in the real world. For example, when a sudden change 
occurs such as step decrease of generation due to a generation failure, the 
initial time delay of the response just after the sudden change cannot be 
avoided. Additionally, even though the time duration between the consecutive 
asynchronous price signals can be considerably reduced by the improved 





cannot be changed. Despite these limitations of the power market dynamics, 
the results based on them in this dissertation still have significant meaning for 
providing the insights and guide in the PBO. Moreover, various methods and 
structures in this dissertation can constitute a useful tool for analyzing and 
designing the PBO. However, more efforts should be made in order for the 
time variation expected in the analysis to be as similar as possible to the 
observation in the real world. Thus, just as common improving process of the 
analysis tool, various aspects of the real world, including time delay and 
discrete price signals, should be reflected in analyzing and designing methods 
for the PBO as well as in modifying the power market dynamics. 
In the framework for the optimal PBO, only the active power is 
considered in the formulation of the OPF method. Thus, the DC OPF method 
for the active power is used in finding the solution, and nodal prices as the 
control signals are also the values of the active power. However, voltage 
constraints related to the reactive power are other important conditions to be 
considered. If the voltage constraints are considered, the solution of the OPF 
method considered in this dissertation should be modified. As a result, a 
further research is necessary to extend the framework in this dissertation so 
that voltage constraints are considered in it; the AC OPF method is used; and 
the values of the reactive power are determined and used as other price signals. 
Similar to the current schemes for the power system operation, the power 
market dynamics consist of generations and loads. However, it has been a big 
issue recently the introduction of new systems such as renewable energy 





not so large at this point compared to the capacity of the whole grid. However, 
the number is likely to increase exponentially after a certain point. Thus, the 
power market dynamics should be modified considering the operation of new 
system components, and the designing rules should be accordingly adjusted in 
order to reflect the effects of them on the power system operation. 
Finally, the provision of the price signal and the introduction of the new 
systems are suitable within relatively small areas. This small and independent 
power grid is called as a micro-grid, which is another hot topic within the 
power system research area. Micro-grid can be a fundamental entity in a 
decentralized environment. This is consistent with the property of the PBO 
supporting the independent design and operation. Thus, it is significant and 
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초    록 
 
가격 기반의 전력시스템 운영 방법은 분산화된 탈규제 환경에서 
기존의 중앙집중형 운영 방식을 대신할 수 있는 하나의 대안으로 
제시되었다. 가격 기반 운영 방법에서는 변화하는 가격 신호를 통해 
자기 이익의 최대화를 우선으로 하는 독립적인 참여자들을 
조정하게 된다. 가격 기반 운영 방법에서 가장 중요한 것은 적절한 
가격 신호를 정하는 것이지만, 이것은 상당히 어려운 과제 중 
하나이다. 따라서, 가격 신호의 결정에 도움을 주고 동적인 현상에 
대한 해석과 통찰을 제공하기 위한 가격 기반 운영 방법에 대한 
분석 및 설계 방법이 필요하다. 본 논문에서는 주파수 안정도 
관점에서의 동적인 성능을 향상시키는 것을 목적으로 하는 가격 
기반의 전력시스템 운영 방법의 분석 및 설계에 대한 다양한 
기법들을 제시하고자 한다. 
 
우선 공급자와 소비자의 수가 매우 많고 중첩된 비동기 이산 
응답을 연속함수로 근사시킬 수 있다는 가정 하에 가격 기반 운영 
방법의 연속시간 모델을 규정한다. 그리고 기존 연구에서 
제안되었던 전력시장 동역학 방정식을 피드백 제어 구조로 
정형화하고, 가격 기반 운영 방법이 피드백 제어 구조에서 제어기에 
해당함을 보였다. 그리고, 피드백 제어 구조의 대상 시스템을 
제어기 설계 기법에서 주로 다루는 전형적인 형태로 단순화시키기 





제어기 설계 기법을 근사된 대상 시스템에 적용함으로써 가격 기반 
운영 방법에 대한 기본 설계 기법을 유도하였다. 여기에 보조적인 
감폭 제어를 부가함으로써, 주파수 제어 성능이 향상된 개선된 설계 
기법을 구성하였다. 
 
주파수 안정도 관점에서의 동적인 성능을 더 향상시키는 
방법으로서 사전적인 가격 정보를 활용하는 새로운 피드백 제어 
구조를 제안하였다. 새로운 구조에서 가격 정보는 제어기 신호에 
대한 일종의 오프셋으로 작용한다. 가격 정보가 주파수 변화의 
최대폭에 미치는 영향에 대한 정량적 분석을 수행하였다. 그 결과 
가격 정보의 균형 가격 대비 정확도에 선형적으로 비례하여 주파수 
변화의 최대폭이 감소한다는 것과 구성성분간의 상쇄 현상으로 
인해 주파수 변화의 최대폭이 감소할 때는 가격 정보가 균형 
가격과 같을 때가 아니라 약간 크거나 작을 때라는 것을 
확인하였다. 
 
가격 기반의 최적 운영방법 설계를 위한 체계를 구성하였다. 제안된 
설계 체계에서는 기본적인 수렴 특성만 보장된다면 가격 기반 운영 
방법이 어떻게 설계되더라도, 전력 평형과 송전 혼잡 해소의 기능이 
수행될 뿐만 아니라, 안정상태에서의 수렴값이 최적해와 같아진다. 
따라서, 설계 체계 내에서는 최적 운영이 보장되는 것이다. 또한 
설계 체계에서는 송전 혼잡 해소 기능에 대한 설계와 운영이 
개별적으로 이루어지므로, 분산화된 환경에서의 가격 기반 운영 





IEEE 39-버스 전력망을 이용한 두 가지 시뮬레이션을 통해 제안된 
기법들의 유효성을 확인하였다. 설계 기법을 적용한 경우에 주파수 
안정도가 개선되고, 기본적인 설계 기법보다는 개선된 설계 기법을 
적용한 경우에 더 많이 개선되었다. 사전적인 가격 정보를 활용하는 
경우에는 가격 기반 운영 방법 설계에 관계없이 주파수 제어 
성능이 상당히 개선되었다. 또한, 설계 체계에 대한 시뮬레이션 
결과로부터 가격 기반 운영 방법 설계에 따라 주파수 제어 성능을 
차이가 나지만, 설계 체계 내에서 사고 상황이 모두 정상 상태로 
회복되었고 변경된 안정 상태도 최적 운영점과 동일하였다. 주요 
변수에 대한 시뮬레이션 결과를 분석함으로써, 정상 상태로의 회복 
속도와 전력 가격과 같은 주요 변수의 변화 속도, 그리고 전력 균형 




주요어: 전력 시스템 운영, 전력 가격, 주파수 제어, 송전 혼잡 제어, 
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