Introduction
Some of Ramanujan's original discoveries about hypergeometric functions and their relation to modular integrals, especially Eisenstein series of negative weight, are still not very well understood. These discoveries take the form of identities that he recorded, without proof, as entries in his notebooks. * In the following sections I will introduce some of these entries, discuss their status, give new proofs of several of them and also provide new results of a similar nature.
Infinite series
Roughly one hundred years ago, Ramanujan recorded the following identity in his first notebook: Here it is understood that for 0 < x < 1, 
The left hand side is recognizable as the Fourier expansion of an Eisenstein series, but of weight -1. The identity (2.2) should be compared with two highlights of Jacobi's Fundamenta Nova. The first is an identity for an Eisenstein series of weight 1:
Taken together with (2.1), this gives a formula for the number of ways of representing an integer as the sum of two triangular numbers. The second is an identity for an Eisenstein series of weight 0:
Generally we will use the following notation for hypergeometric series
where as usual
This gives a formula for the modular angle that, as Jacobi noted, can be expressed most elegantly as (2.5)
While identities of this type for Eisenstein series with nonnegative weights are well understood, those like Ramanujan's in negative weights are not. In this paper I will provide the following new example of weight -2:
whose analogy with (2.2) is clear. Although he apparently did not discover (2.6), Ramanujan attempted to determine the next case and wrote in his first notebook a statement equivalent to the following:
However, Ramanujan drew a very faint line through it and did not record it in his second notebook; its status has remained unclear until now. One can try to guess the rule for the formation of the coefficients, but already the coefficient
in the numerator is wrong. Nevertheless, Ramanujan was not too far off; the correct formula reads
This last example leads one to suspect that there probably cannot be many more simple hypergeometric identities like (2.2) and (2.6), at least essentially different ones. As for proofs, Ramanujan did not reveal one for (2.2). It was not until 1991 that a proof was published by Berndt. He deduced it from another entry of Ramanujan from the second notebook that evaluates certain iterated integrals involving hypergeometric series. The proof uses the theory of second order nonhomogeneous differential equations and takes several pages of computation. A very short proof of (2.2) as well as a proof of (2.8), both based on continued fractions, are given in §4. Then (2.6) is proved in §5 by an extension of Berndt's approach; it follows from a higher order version of Ramanujan's iterated integral. This approach seems to be more general than that by continued fractions and also has applications to the evaluation of integrals of cusp forms in terms of generalized hypergeometric series.
Infinite products
Before turning to these proofs, consider the following remarkable application Ramanujan found of (2.2), which appears in his lost notebook:
where q = e −πK /K and q = e −πK/K . A prototype from Jacobi's classical theory is
which is a consequence of (2.5) and the obvious modular relation
In 2003 Berndt, Chan and Zaharescu observed similarly that (3.1) follows from Ramanujan's identity (2.2) together with the τ -derivative of the modular relation
where q = e πiτ and χ(n) = (−1)
for odd n, χ(n) = 0 otherwise. They also gave a proof of (3.2) using a residue calculation.
It is interesting to note that at the end of his early paper On the integral
dt, Ramanujan reveals his technique for obtaining inversion formulas like (3.2) by proving the following:
He starts with the identity π sech πx = 4 m≥1 mχ(m) m 2 +4x 2 . This gives
, upon using that π coth πx =
and L(3, χ) =
. Note that (3.2) follows easily by combining suitably the identity (3.3) at the arguments x and x/2 and then taking x = iτ . It can also be proved directly by the same method.
A standard calculation using the Lipschitz formula shows that
which is an Eisenstein series of weight 3. It can be seen that (3.2) is simply the transformation of the modular integral of this Eisenstein series as τ → −1/τ and as such is very well understood in a much more general context. Still, it is of interest to observe that Ramanujan's technique adapts well to more general situations and can be used to prove many of the inversion formulas for the modular integrals that appear in his notebooks. Another relevant example is given by
By taking two derivatives of this and combining with (2.6) we obtain another identity like (3.1) but more complicated.
Continued fractions
In Ramanujan's first notebook we find a continued fraction that is equivalent to the following:
. He rediscovered this beautiful result, which is due to Stieltjes in 1894. It is thus plausible that Ramanujan was aware that it provides a simple proof of (2.2). The even part of the continued fraction is
An elementary identity of Euler gives for any complex numbers a 1 , . . . , a n that
It follows easily that the continued fraction in (4.3) equals
Thus (2.2) follows from (4.1).
Many properties of a continued fraction of the form
are best understood through its relation to the infinite matrix
This is because, as was observed already by Sylvester,
is the leading entry of the matrix (zI + J n ) −1 , where
A convenient method for computing the power series at ∞ of f (z) is to expand (zI + J)
in a geometric series to get formally
where µ m is the leading entry of J m n for any n > m/2 + 1. When applied to f given by (4.2) using
we get for the Eisenstein series of weight 2m + 1 the identity
after expanding the left hand side of (4.1) in a geometric series and matching terms. This gives for m = 0 another proof of (2.3). In order to obtain an expression for the Eisenstein series of negative weight −2m − 1, we need to compute f 
Suppose now that c j = 0 and that f n (z) has the form
We have by (4.4) again that
Furthermore in this case d j = c 1 c 3 · · · c 2j−1 , so Turnbull's identity (4.9) yields the explicit formula
where
In order to prove (2.8) we apply (4.10) to the nth convergent of the even part (4.2) of Stieltjes continued fraction and take the limit as n → ∞. This leads to the identity
After some manipulation this can be put into the form (2.8).
Another continued fraction found by Ramanujan can be written
We will need below the following easy consequence of (4.11) and (4.6):
Using Turnbull's identity (4.9) as above on (4.11) together with (2.6) gives an (apparently complicated) hypergeometric identity. It would be interesting to derive (2.6) by proving this identity directly. However, I will proceed differently.
Iterated integrals
Ramanujan's notebooks contain an unusual iterated integral involving a general Gauss hypergeometric series
Assuming that r > 1 this identity can be written ‡ 
It seems likely that Ramanujan considered this to be an identity between power series. His method for deriving it is unknown. If we assume that c = a + b + 1/2 we can give a three-fold version as well. For r > 1 we have 
In the special case c = 1, r = 3/2 and a = b = 1/2, (5.1) is equivalent to (2.2) . This is seen by making in both integrals variable changes of the form y = πF (1 − t)/F (t), for which
In this section the parameters a, b, c of F (x) may change and must be understood from the context in which F (x) appears. We shall suppose for simplicity that a, b > 0 and that 0 < c ≤ 1. As usual, the range of these parameters in an identity can be extended by analytic continuation. and using the identity of Jacobi:
Similarly, when a = b = 1/4, (5.2) is equivalent to (2.6). To see this, make in each integral a change of variable of the form
for which
after applying the Gauss quadratic transformation
Next execute the integrals using the identity
which follows from (4.12) and (5.4). Finally, apply Clausen's identity
Berndt was the first to provide a proof of Ramanujan's formula (5.1) and to use it to derive (2.2). We now indicate a generalization and simplification of his proof of (5.1) that also gives a proof of (5.2), hence (2.6). Recall that F solves the hypergeometric equation LF = 0, where
, which can also be written as
is also a solution and a standard calculation on hypergeometric series shows that again
It can be checked that
Since we have that
To prove (5.1), suppose that m = 1 and observe that it follows from its power series expansion that w = 
Using this a calculation shows that
From (5.8) we have that
, so from (5.11)
for constants c 1 , c 2 . Applying ω(x)D x to both sides and using (5.6) and (5.9), we see that c 2 = 0. Taking x = 0 we then see that c 1 = 0, giving (5.1). Turning now to the proof of (5.2), when c = a
of L is hypergeometric; we have
As before, it follows from the power series that
where w denotes the right hand side of (5.2). From (5.8) we have that
, while by (5.10), L
. Thus we have
for constants c 1 , c 2 and c 3 . Again we can conclude that c 3 = c 2 = c 1 = 0 using (5.6) and (5.9), thus proving (5.2). This also completes the proof of the identity (2.6).
It should now be clear that one may compute for any positive
(t) for more general s, in terms of solutions to a nonhomogeneous linear ODE of order m + 1. However, such solutions will only rarely be hypergeometric. A non-hypergeometric example considered by Ramanujan that can easily be treated in this manner when m = 1 is given by the identity
when a = b = 1/2 and c = 1. A more difficult case would be (2.8), where one would have to take m = 3.
On the other hand, if we leave the realm of Eisenstein series there are examples of cusp forms of weights 3 and 4 that have hypergeometric integrals. For instance, define the integers a n by (5.14) q
Then it follows from (5.1) when r = 5/4 and (2.1) that n≥1 a n q
, 3 4 , 1;
. [22] independently found an equivalent continued fraction. An improvement on Rogers's treatment is given in [10] . That Ramanujan's version follows from the work of Rogers was pointed out by Preece [18] . See also [5, III p.163] . For a proof of (4.4) see [26, p.17] . For Sylvester's contribution see [24] . A very readable account of the connection between continued fractions and matrices was given by Whittaker [28] . Hermite [15] gave another method to compute the identity (4.7) for Eisenstein series of positive weight based on the Tayler expansion of the elliptic function cn (see also [12, p.252] ). See also the recent work of Milne [17] . A useful reference for the theory of nonhomogeneous linear differential equations is [3] . See Chapter 6 for the theory of nonhomogeneous hypergeometric functions and page 277 for a discussion of nonhomogeneous generalized hypergeometric functions.
Ramanujan's identity (5.13) is in [20, I p. 280] , directly above the crossed out entry (2.7). A proof of (5.13) can be found in [5, V p.399] . Some interesting results about L (3) can be found in [9] .
