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Abstract
The aim of this paper is to develop tractable large deviation ap-
proximations for the empirical measure of a small noise diffusion. The
starting point is the Freidlin-Wentzell theory, which shows how to ap-
proximate via a large deviation principle the invariant distribution of
such a diffusion. The rate function of the invariant measure is formu-
lated in terms of quasipotentials, quantities that measure the difficulty
of a transition from the neighborhood of one metastable set to another.
The theory provides an intuitive and useful approximation for the in-
variant measure, and along the way many useful related results (e.g.,
transition rates between metastable states) are also developed.
With the specific goal of design of Monte Carlo schemes in mind, we
prove large deviation limits for integrals with respect to the empirical
measure, where the process is considered over a time interval whose
length grows as the noise decreases to zero. In particular, we show
how the first and second moments of these integrals can be expressed
in terms of quasipotentials. When the dynamics of the process depend
on parameters, these approximations can be used for algorithm design,
and applications of this sort will appear elsewhere. The use of a small
noise limit is well motivated, since in this limit good sampling of the
state space becomes most challenging. The proof exploits a regener-
ative structure, and a number of new techniques are needed to turn
large deviation estimates over a regenerative cycle into estimates for
the empirical measure and its moments.
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1 Introduction
Among the many interesting results proved by Freidlin and Wentzell in the
70’s and 80’s concerning small random perturbations of dynamical systems,
one of particular note is the large deviation principle for the invariant mea-
sure of such a system. Consider the small noise diffusion
dXεt = b(X
ε
t )dt+ ε
1/2σ(Xεt )dWt, X
ε
0 = x,
where Xεt ∈ Rd, b : Rd → Rd, σ : Rd → Rd × Rk (the d × k matrices) and
Wt ∈ Rk is a standard Brownian motion. Under mild regularity conditions
on b and σ, one has that for any T ∈ (0,∞) the processes {Xε· }ε>0 satisfy a
large deviation principle on C([0, T ] : Rd) with rate function
IT (φ)
.
=
∫ T
0
sup
α∈Rd
[〈
φ˙t, α
〉
− 〈b(φt), α〉 − 1
2
‖σ(φt)α‖2
]
dt
when φ is absolutely continuous and φ(0) = x, and IT (φ) = ∞ otherwise.
If σ(x)σ(x)′ > 0 (in the sense of symmetric square matrices) for all x ∈ Rd,
then one can evaluate the supremum and find
IT (φ) =
∫ T
0
1
2
〈
φ˙t − b(φt),
[
σ(φt)σ(φt)
′
]−1
(φ˙t − b(φt))
〉
dt.
To simplify the discussion we will assume this non-degeneracy condition. It
is also assumed by Freidlin and Wentzell in [8], but can be weakened.
Define the quasipotential V (x, y) by
V (x, y)
.
= inf {IT (φ) : φ(0) = x, φ(T ) = y, T <∞} .
Suppose that {Xε} is ergodic on a compact manifold M ⊂ Rd with invariant
measure µε ∈ P(M). Then under a number of additional assumptions,
including assumptions on the structure of the dynamical system X˙0t = b(X
0
t ),
Freidlin and Wentzell [8, Chapter 6] show how to construct a function J :
M → [0,∞] in terms of V , such that J is the large deviation rate function
for {µε}ε>0: J has compact level sets, and
lim inf
ε→0
ε log µε(G) ≥ − inf
y∈G
J(y) for open G ⊂M,
2
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lim sup
ε→0
ε log µε(F ) ≤ − inf
y∈F
J(y) for closed F ⊂M.
This gives a very useful approximation to µε, and along the way many inter-
esting related results (e.g., transition rates between metastable states) are
also developed.
The aim of this paper is to develop large deviation type estimates for a
quantity closely related to µε, which is the empirical measure over an interval
[0, T ε]. This is defined by
ρε(A) =
1
T ε
∫ T ε
0
1A(X
ε
s )ds
for A ∈ B(M). For reasons that will be made precise later on, we will assume
T ε →∞ as ε→ 0, and typically T ε will grow exponentially in the form ec/ε
for some c > 0.
There is of course a large deviation theory for the empirical measure
when ε > 0 is held fixed and the length of the time interval tends to infinity.
However, it can be hard to extract information from the rate function. Our
interest in proving large deviations estimates when ε → 0 and T ε → ∞
is because one might find it easier to extract information in this double
limit, analogous to the simplified approximation to µε just mentioned. These
results will be applied in [6] to analyze and optimize a Monte Carlo method
known as infinite swapping [5, 10] when the noise is small, which happens
to be both common in applications and also the setting in which the Monte
Carlo method will have the greatest difficulty. We expect that the general
set of results will be useful for other purposes as well.
We note that while developed in the context of small noise diffusions,
the collection of results due to Freidlin and Wentzell that are discussed in [8]
also hold for other classes of processes, such as scaled stochastic networks,
when appropriate conditions are assumed and the finite time sample path
large deviation results are available (see, e.g., [14]). We expect that such
generalizations are possible for the results we prove as well.
The outline of the paper is as follows. In Section 2 we explain our moti-
vation and the relevance for studying the particular quantities that are the
topic of the paper. In Section 3 we provide the definitions and assumptions
that are used throughout the paper, and Section 4 states the main asymp-
totic results of the paper and as well as a related conjecture. In Section 5 we
introduce an important tool for our analysis — the regenerative structure,
and with this concept, we decompose the original asymptotic problem into
two other asymptotic problems that require very different forms of analy-
sis. These two types of asymptotic problems are analyzed in Section 6 and
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Section 7 separately. In Section 8 we combine the partial asymptotic results
from Section 6 and Section 7 to prove the main large deviation type results
that were stated in Section 4. Section 9 gives the proof of a key theorem from
Section 7 about the distribution and tail behavior of a return time that arises
from the decomposition based on regenerative structure. The last section of
the paper, Section 10, presents the proof of an upper bound for the rate of
decay of the variance per unit time in the context of a special case, thereby
showing for the case that the lower bounds are in a sense tight. To focus on
the main discussion, proofs of some lemmas are collected in an Appendix.
2 Quantities of Interest
The quantities we are interested in are the higher order moments, and in
particular second moments, of an integral of a risk-sensitive functional with
respect to the empirical measure ρε. To be more precise, the integral is of
the form ∫
M
e−
1
ε
f(x)1A (x) ρ
ε (dx) (2.1)
with some nice (e.g., bounded and continuous) function f : M → R and a
closed set A ∈ B(M). Note that this integral can also be expressed as
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt. (2.2)
In order to understand the large deviation behavior of moments of such
an integral, we must identify the correct scaling to extract meaningful infor-
mation. Moreover, as will be shown, there is an important difference between
centered moments and ordinary (non-centered) moments.
By the use of the regenerative structure of {Xεt }t≥0, we can decom-
pose (2.2) [equivalently (2.1)] into a sum of independent and identically dis-
tributed (iid) random variables. To simplify the notation, we temporarily
drop the ε from the notation, and without being precise about how the regen-
erative structure is introduced, let Yj denote the integral of e
− 1
ε
f(Xεt )1A (X
ε
t )
over a regenerative cycle. (The specific regenerative structure we use will be
identified later on.)
Thus we consider a sequence {Yj}j∈N of iid random variables with finite
second moments, and want to compare the scaling properties of, for example,
the second moment and the second centered moment of 1n
∑n
j=1 Yj . When
used for the small noise system, both n and moments of Yi will scale exponen-
tially in 1/ε, and n will be random, but for now we assume n is deterministic.
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The second moment is
E

 1
n
n∑
j=1
Yj

2 = 1
n2
n∑
j=1
E (Yj)
2 +
1
n2
∑
i,j:i 6=j
E (YiYj)
=
1
n
E (Y1)
2 +
1
n2
(
n2 − n) (EY1)2
= (EY1)
2 +
1
n
Var (Y1) ,
and the second centered moment is
E

 1
n
n∑
j=1
(Yj − EY1)

2 = Var

 1
n
n∑
j=1
Yj

 = 1
n
Var (Y1) .
When analyzing the performance of the Monte Carlo schemes one is
concerned of course with both bias and variance, but in certain situations
where we would like to apply the results of this paper one can assume T ε is
large enough that the bias term is unimportant, so that all we are concerned
with is the variance. However some care will be needed to determine a
suitable measure of quality of the algorithm, since as noted Yi could scale
exponentially with in 1/ε with a negative coefficient (exponentially small),
while n will be exponentially large. In the analysis of some accelerated
Monte Carlo methods for small noise systems over bounded time intervals
(e.g., to estimate escape probabilities [2, Chapter 14]), it is standard to use
the second moment, which is often easier to analyze, in lieu of the variance.
This situation corresponds to n = 1, and the substitution makes sense since
by Jensen’s inequality one can easily establish a best possible rate of decay
of the second moment, and estimators are deemed efficient if they possess
that rate of decay. However with n exponentially large this is no longer true.
Using the previous calculations, we see that the second moment of 1n
∑n
j=1 Yj
can be completely dominated by (EY1)
2, and therefore using this quantity
to compare algorithms may be misleading, since our true concern is Var (Y1)
This observation suggests that our study of moments of the empirical
measure we should consider only centered moments, and in particular quan-
tities like
T εVar
(∫
M
e−
1
ε
f(x)1A (x) ρ
ε (dx)
)
= T εVar
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
,
which is the decay rate of the normalized variance (or variance per unit
time). For Monte Carlo one wants to maximize this decay rate, and so we
are especially interested in upper bounds.
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Thus we need methods that will allow the approximation of at least first
and second moments of (2.2). In fact, the methods could be developed
further to obtain large deviation estimates of higher moments if desired.
3 Setting of the Problem, Assumptions and Defini-
tions
The process model we would like to consider is an Rd-valued solution to
an Itô stochastic differential equation, where the drift so strongly returns
the process to some compact set that events involving exit of the process
from some larger compact set are so rare that when analyzing the empirical
measure they can effectively be ignored. However, to simplify the analysis we
follow the convention of [8, Chapter 6], and work with small noise diffusion
processes that takes values in a compact and connected manifold M ⊂ Rd of
dimension r and with smooth boundary. The precise regularity assumptions
for M are given on [8, page 134]. With this convention in mind, we consider
a family of small noise diffusion processes {Xε}ε∈(0,∞),Xε ∈ C([0,∞) : M),
that satisfy the following condition.
Condition 3.1 Consider continuous b : M → Rd and σ : M → Rd × Rd
(the d× d matrices), and assume that σ is uniformly nondegenerate, in that
there is c > 0 such that for any x and any v in the tangent space of M at x,
〈v, σ(x)σ(x)′v〉 ≥ c〈v, v〉. For absolutely continuous φ ∈ C([0, T ] : M) define
IT (φ) =
∫ T
0
1
2
〈
φ˙t − b(φt),
[
σ(φt)σ(φt)
′
]−1
(φ˙t − b(φt))
〉
dt,
where the inverse [σ(x)σ(x)′]−1 is relative to the tangent space of M at x.
Let IT (φ) = ∞ for all other φ ∈ C([0, T ] : M). Then we assume that for
each T < ∞, {Xε(t)}0≤t≤T satisfies the large deviation principle with rate
function IT , uniformly with respect to the initial condition.
We note that for such diffusion processes nondegeneracy of the diffusion
matrix implies there is a unique of invariant measure µε ∈ P(M).
Remark 3.2 There are several ways one can approximate a diffusion of the
sort described at the beginning of this section by a diffusion on a smooth com-
pact manifold. One such “compactification” of the state space can be obtained
by assuming that for some bounded but large enough rectangle trajectories
that exit the rectangle do not affect the large deviation behavior of quantities
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of interest, and to then extend the coefficients of the process periodically and
smoothly off an even larger rectangle to all of Rd (a technique sometimes
used to bound the state space for purposes of practical numerical implemen-
tation). One can then map Rd to a manifold that is topologically equivalent
to a torus, and even arrange that the metric structure on the part of the
manifold corresponding to the smaller rectangle coincides with a Euclidean
metric.
Define the quasipotential V (x, y) : M ×M → [0,∞) by
V (x, y)
.
= inf {IT (φ) : φ(0) = x, φ(T ) = y, T <∞} .
For a given set A ⊂ M, define V (x,A) .= infy∈A V (x, y) and V (A, y) .=
infx∈A V (x, y).
Remark 3.3 For any fixed y and set A, V (x, y) and V (x,A) are both con-
tinuous functions of x. Similarly, for any given x and any set A, V (x, y)
and V (A, y) are also continuous in y.
Definition 3.4 We say that a set N ⊂M is stable if for any x ∈ N, y /∈ N
we have V (x, y) > 0. A set which is not stable is called unstable.
Definition 3.5 We say that O ∈ M is an equilibrium point of the ordi-
nary differential equation (ODE) x˙t = b(xt) if b(O) = 0. Moreover, we say
that this equilibrium point O is asymptotically stable if for every neigh-
borhood E1 of O (relative to M) there exists a smaller neighborhood E2 such
that the trajectories of system x˙t = b(xt) starting in E2 converge to O without
leaving E1 as t→∞.
Remark 3.6 An asymptotically stable equilibrium point is a stable set, but
a stable set might contain no asymptotically stable equilibrium point.
Next we give a definition from graph theory which will be used in the
statement of the main results.
Definition 3.7 Given a subset W ⊂ L = {1, . . . , l}, a directed graph con-
sisting of arrows i → j (i ∈ L \W, j ∈ L, i 6= j) is called a W -graph on L
if it satisfies the following conditions.
1. Every point i ∈ L \W is the initial point of exactly one arrow.
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2. There are no closed cycles in the graph.
We note that the second condition can be replaced by the following (i.e.,
1 and 2 are equivalent to 1 and 2’).
2’ For any point i ∈ L \W, there exists a sequence of arrows leading from
i to some point in W.
We denote by G(W ) the set of W -graphs; we shall use the letter g to de-
note graphs. Moreover, if pij (i, j ∈ L, j 6= i) are numbers, then
∏
(i→j)∈g pij
will be denoted by π(g).
Remark 3.8 In this paper we mostly consider the set of {i}-graphs, i.e.,
G({i}) for some i ∈ L, and also use G(i) to denote G({i}). We occasionally
consider the set of {i, j}-graphs, i.e., G({i, j}) for some i, j ∈ L with i 6= j.
Again, we also use G(i, j) to denote G({i, j}).
The following restrictions on the structure of the dynamical system in M
will be used. These restrictions include the assumption that the equilibrium
points are a finite collection. This is a more restrictive framework than that
of [8], which allows, e.g., limit cycles. In a remark at the end of this section
we comment on possible extension to the general setup of [8].
Condition 3.9 There exists a finite number of points {Oj}j∈L ⊂ M with
L
.
= {1, 2, . . . , l} for some l ∈ N, such that ∪j∈L{Oj} coincides with the
ω-limit set of the ODE x˙t = b(xt).
Without loss of generality, we may assume that Oj is stable if and only
if j ∈ Ls where Ls .= {1, . . . , ls} for some ls ≤ l.
Definition 3.10 We use Gs (W ) to denote the collection of all W -graphs
on Ls = {1, . . . , ls} with W ⊂ Ls.
To verify our results, we have to make the following technical assump-
tions on the structure of the dynamical system. Let Bδ(K) denote the δ-
neighborhood of a set K⊂M. Recall that µε is the unique invariant measure
of the diffusion process {Xε(t)}t. 1
1Parts 2 and 3 of Condition 3.11 relate the depth of the well about O1, as measured
by the quasipotential, with the depths of other wells, and is used crucially in the proof
of Lemma 9.14. We give a complete proof under this condition, but think it likely that
parts 2 and 3 can be removed. If so, we will revise this ArXiv version before submission
for publication to include this more general result.
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Condition 3.11 1. There exists a unique asymptotically stable equilib-
rium point O1 of the system x˙t = b(xt) such that
lim
δ→0
lim
ε→0
−ε log µε(Bδ(O1)) = 0,
and for any j ∈ L \ {1},
lim
δ→0
lim
ε→0
−ε log µε(Bδ(Oj)) > 0.
2. h1 > maxj∈L\{1} hj , where for any k ∈ L, hk .= minj∈L\{k} V (Ok, Oj).
3. For all j ∈ L \ {1}, h1 +W (O1 ∪Oj) > W (O1) with
W (Oj)
.
= min
g∈G(j)
[∑
(m→n)∈gV (Om, On)
]
. (3.1)
and
W (O1 ∪Oj) .= min
g∈G(1,j)
[∑
(m→n)∈gV (Om, On)
]
. (3.2)
4. All of the eigenvalues of the matrix of partial derivatives of b at Oℓ
relative to M have negative real parts for ℓ ∈ Ls.
5. b : M → Rd and σ : M → Rd × Rd are C1.
Remark 3.12 Sometimes we use h to denote h1.
Remark 3.13 The existence of the limits appearing in Condition 3.11.1 is
ensured by Theorem 4.1 in [8, Chapter 6].
Remark 3.14 According to [8, Theorem 4.3, Chapter 6] and the first and
the second parts of Condition 3.11, we know that W (Oj) > W (O1) for all
j ∈ L \ {1}.
Remark 3.15 We remark on the use of the various parts of the condition.
Parts 1, 2 and 3 are used to ensure that the time for a regenerative cycle
is basically determined by the travel time from O1 to any other equilibrium
point. Parts 4 and 5 are assumed in [4] which gives an explicit exponential
bound on the tail probability of the exit time from the domain of attraction.
It is largely because of our reliance on the results of [4] that we must assume
that equilibrium sets are points, rather than the more general compacta as
considered in [8], and our results could be extended to the more general setting
if the more general version of the result from [4] were available.
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The first part of Condition 3.11 assert that when ε is small, a small
neighborhood of O1 captures most (in fact exponentially more) of the mass of
the invariant measure µε than a small neighborhood of any other equilibrium
point.
Remark 3.16 The quantities V (Oi, Oj) determine various key transition
probabilities and time scales in the analysis of the empirical measure. The
more general framework of [8], as well as the one dimensional case in the
present setting, require some closely related but slightly more complicated
quantities. These are essentially the analogues of V (Oi, Oj) under the as-
sumption that trajectories used in the definition are not allowed to pass
through equilibrium compacta (such as a limit cycle) when traveling from
Oi to Oj . The related quantities, which are designated using notation of the
form V˜ (Oi, Oj) in [8], are needed since the probability of a direct transition
from Oi to Oj without passing though another equilibrium structure may be
zero, which means that transitions from Oi to Oj must be decomposed ac-
cording to these intermediate transitions. To simplify the presentation we do
not provide the details of the one dimensional case in our setup, but simply
note that it can be handled by the introduction of these additional quantities.
Consider the filtration {Ft}t≥0 defined by Ft .= σ(Xεs , s ≤ t) for any
t ≥ 0. For any δ > 0 smaller than a quarter of the minimum of the distances
between Oi and Oj for all i 6= j, we consider two types of stopping times
with respect to the filtration {Ft}t. The first type are the hitting times of
{Xε(t)}t at the δ-neighborhood of all equilibrium points {Oj}j∈L after trav-
eling a reasonable distance away from those neighborhoods. More precisely,
we define stopping times by τ0
.
= 0,
σn
.
= inf{t > τn : Xεt ∈
⋃
j∈L∂B2δ(Oj)}
and
τn
.
= inf{t > σn−1 : Xεt ∈
⋃
j∈L∂Bδ(Oj)}.
The second type of stopping times are the return times of {Xε(t)}t to the
δ-neighborhood of O1, where as noted previously O1 is in some sense the
most important equilibrium point. The exact definitions are τ ε0
.
= 0,
σεn
.
= inf{t > τ εn : Xεt ∈
⋃
j∈L\{1}∂Bδ(Oj)}
and
τ εn
.
= inf
{
t > σεn−1 : X
ε
t ∈ ∂Bδ(O1)
}
.
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We then define two embedded Markov chains {Zn}n∈N0 .= {Xετn}n∈N0 with
state space
⋃
j∈L∂Bδ(Oj) and {Zεn}n∈N0 .= {Xετεn}n∈N0 with state space
∂Bδ(O1).
Let p(x, ∂Bδ(Oj)) denote the one-step transition probabilities of {Zn}n∈N0
starting from a point x ∈ ⋃i∈L∂Bδ(Oi), namely,
p(x, ∂Bδ(Oj))
.
= Px(Z1 ∈ ∂Bδ(Oj)).
We have the following estimates on p(x, ∂Bδ(Oj)) in terms of V . The lemma
is a consequence of [8, Lemma 2.1, Chapter 6] and the fact that under our
conditions V (Oi, Oj) and V˜ (Oi, Oj) as defined in [8] coincide.
Lemma 3.17 For any η > 0, there exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such
that for any δ ∈ (0, δ0) and ε ∈ (0, ε0), for all x ∈ ∂Bδ(Oi), the one-step
transition probability of the Markov chain {Zn}n∈N on ∂Bδ(Oj) satisfies
e−
1
ε
(V (Oi,Oj)+η) ≤ p(x, ∂Bδ(Oj)) ≤ e−
1
ε
(V (Oi,Oj)−η)
for any i, j ∈ L.
Remark 3.18 According to Lemma 4.6 in [11], Condition 3.1 guarantees
the existence and uniqueness of invariant measures for {Zn}n and {Zεn}n.
We use νε ∈ P(∪i∈L∂Bδ(Oi)) and λε ∈ P(∂Bδ(O1)) to denote the associated
invariant measures.
4 Results and a Conjecture
The following main results of this paper assume Conditions 3.1, 3.9 and 3.11.
Although moments higher than the second moment are not considered in this
paper, as noted previously one can use arguments such as those used here
to identify and prove the analogous results.
Recall that {Oj}j∈L are the set of all equilibrium points and that they
satisfy Condition 3.9 and Condition 3.11. In addition, Oj is stable if and
only if j ∈ Ls, where Ls .= {1, . . . , ls} for some ls ≤ l = |L|, and τ ε1 is the
first return time to the δ-neighborhood of O1 after having first visited the
δ-neighborhood of any other equilibrium point.
Lemma 4.1 For any δ ∈ (0, 1) smaller than a quarter of the minimum of
the distances between Oi and Oj for all i 6= j, any ε > 0 and any bounded
measurable function g : M → R
Eλε
(∫ τε1
0
g (Xεs ) ds
)
= Eλετ
ε
1 ·
∫
M
g (x)µε (dx) ,
11
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where λε ∈ P(∂Bδ(O1)) is the unique invariant measure of {Zεn}n = {Xετεn}n
and µε ∈ P(M) is the unique invariant measure of {Xεt }t.
Proof. Let µε ∈ P(M) be the unique invariant measure of {Xε(t)}t and λε
be the unique invariant measure of We define a measure on M by
µˆε (B)
.
= Eλε
(∫ τε1
0
1B (X
ε (t)) dt
)
for B ∈ B(M), so that for any nonnegative measurable function g : M → R∫
M
g (x) µˆε (dx) = Eλε
(∫ τε1
0
g (Xε (t)) dt
)
.
According to the proof of Theorem 4.1 in [11], the measure given by µˆε (B) /µˆε (M)
is an invariant measure of {Xε(t)}t. Since we already know that µε is the
unique invariant measure of {Xε(t)}t, this means that µε(B) = µˆε (B) /µˆε (M)
for any B ∈ B(M). Therefore for any nonnegative measurable function
g : M → R
Eλε
(∫ τε1
0
g (Xε (t)) dt
)
=
∫
M
g (x)µε (dx) · µˆε (M)
=
∫
M
g (x)µε (dx) ·Eλετ ε1 .
Theorem 4.2 Let T ε = e
1
ε
c for some c > h
.
= minj∈L\{1} V (O1, Oj). Given
a continuous function f : M → R and any compact set A ⊂ M, there exists
δ0 ∈ (0, 1) such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
∣∣∣∣Eλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
−
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− h,
where W (x) = minj∈L[W (Oj) + V (Oj , x)] and
W (Oj)
.
= min
g∈G(j)
[∑
(m→n)∈gV (Om, On)
]
. (4.1)
Remark 4.3 Since W (x) = minj∈L[W (Oj) + V (Oj , x)], the lower bound
appearing in Theorem 4.2 is equivalent to
min
j∈L
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)−W (O1)
)
+ c− h.
12
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The next result gives an upper bound on the variance per unit time, or
equivalently a lower bound on its rate of decay. In the design of a Markov
chain Monte Carlo method, one would maximize this rate of decay to improve
the method’s performance.
Theorem 4.4 Let T ε = e
1
ε
c for some c > h
.
= minj∈L\{1} V (O1, Oj). For
any η > 0, and given a continuous function f : M → R and any compact set
A ⊂M, there exists δ0 ∈ (0, 1) such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
T ε ·Varλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
))
≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
− η,
where
R
(1)
j
.
= inf
x∈A
[2f (x) + V (Oj , x)] +W (Oj)−W (O1) ,
R
(2)
1
.
= 2 inf
x∈A
[f (x) + V (O1, x)]− h,
and for j ∈ L \ {1}
R
(2)
j
.
= 2 inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)− 2W (O1)
+W (O1 ∪Oj)
with
W (O1 ∪Oj) = min
g∈G(1,j)
[∑
(m→n)∈gV (Om, On)
]
.
Remark 4.5 In this remark we interpret the use of the last two results in
the context of Monte Carlo, and also explain the role of the time scaling T ε.
There is a minimum amount of time that must elapse before the process
can visit all stable equilibrium points often enough that good estimation of
risk-sensitive integrals is possible. As is well known, this time scales exponen-
tially in the form of T ε = ec/ε, and the issue is the selection of the constant
c > 0, which motives the assumptions on T ε for the two cases. However,
when designing a scheme there typically will be parameters available for se-
lection. The growth constant in T ε will then depend on these parameters,
which will then be chosen to (either directly or indirectly, depending on the
criteria used) reduce the size of T ε. For a compelling example we refer to
[6], which shows how for a system with fixed well depths a scheme known as
infinite swapping can be designed so that given any a > 0 one can design a
scheme so that an interval of length ea/ε suffices.
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Theorem 4.2 is concerned with bias, and for T ε as above will give a neg-
ligible contribution to the total error in comparison to the variance. Thus
it is Theorem 4.4, and in particular when combined with a corresponding
lower bound, that determines the performance of the scheme and serves as a
criteria for optimization.
Finally we note that although the theorems assume the starting distribu-
tion λε, they can be extended to general initial distributions by using results
from Section 9 which show that the process essentially forgets the initial dis-
tribution before leaving the neighborhood of O1.
Theorem 4.6 The lower bound in Theorem 4.2 can be calculated by only
stable equilibrium points. Specifically,
1. W (x) = minj∈Ls [W (Oj) + V (Oj , x)]
2. W (Oj) = ming∈Gs(j)
[∑
(m→n)∈gV (Om, On)
]
3. W (O1 ∪Oj) = ming∈Gs(1,j)
[∑
(m→n)∈gV (Om, On)
]
4.
min
j∈L
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)−W (O1)
)
= min
j∈Ls
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)−W (O1)
)
,
Remark 4.7 Theorem 4.6 says that the lower bound appearing in Theorem
4.2 depends on the set of indices of only stable equilibrium points. This is
not surprising since in [8, Chapter 6], it has been shown that the logarithmic
asymptotics of the invariant measure of a Markov process in this framework
can be characterized by a quantity which be calculated by considering graphs
on the set of indices of only stable equilibrium points.
Remark 4.8 As we discussed in Remark 4.7, various quantities can be com-
puted by considering graphs on the set of indices of only stable equilibrium
points, so it is natural to ask if the same property holds for the lower bound
appearing in Theorem 4.4. Notice that part 4 of Theorem 4.6 implies that
minj∈LR
(1)
j = minj∈Ls R
(1)
j , so if one can prove (possibly under extra condi-
tions, for example, by considering a double-well model as in Section 10) that
14
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minj∈LR
(2)
j = minj∈Ls R
(2)
j , then these two equations assert the property we
want, namely,
min
j∈L
(
R
(1)
j ∧R(2)j
)
= min
j∈Ls
(
R
(1)
j ∧R(2)j
)
.
While Theorem 4.4 gives a lower bound on the rate of decay of variance
per unit time, we expect the other direction holds as well.
Conjecture 4.9 Let T ε = e
1
ε
c for some c > h
.
= minj∈L\{1} V (O1, Oj) and
M be a compact manifold in Rd. For any η > 0, there exists δ0 ∈ (0, 1) such
that for any δ ∈ (0, δ0) and any compact set A ⊂M
lim inf
ε→0
−ε log
(
T ε ·Varλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
))
≤ min
j∈Ls
(
R
(1)
j ∧R(2)j
)
+ η.
In Section 10 we outline the proof of Conjecture 4.9 for a special case.
5 Wald’s Identities and Regenerative Structure
To prove Theorems 4.2 and 4.4, we will use the regenerative structure to
analyze the system over the interval [0, T ε]. Since the number of regenerative
cycles will be random, Wald’s identities will be useful.
Recall that τ εn is the n-th return time to ∂Bδ (O1) after having visited the
neighborhood of a different equilibrium point. If we let the process {Xε(t)}t
start with the invariant measure λε at time 0, that is, assume Xε (0)
d
= λε,
then by the strong Markov property of {Xε (t)}t, we find that {Xε (t)}t
is a regenerative process and the cycles Cn
.
= {{Xε(τ εn−1 + t) : 0 ≤ t <
τ εn − τ εn−1}, τ εn − τ εn−1} are iid objects. Moreover, {τ εn}n∈N0 is a sequence of
renewal times under λε.
Define the filtration {Hn}n∈N, where Hn .= Fτεn and Ft
.
= σ({Xε(s);
s ≤ t}). With respect to this filtration we consider the stopping times
N ε (T )
.
= min {n ∈ N : τ εn > T} .
Note that N ε (T )− 1 is the number of complete renewal intervals contained
in [0, T ].
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With this notation, we can bound 1T ε
∫ T ε
0 e
− 1
ε
f(Xεt )1A (X
ε
t ) dt from above
and below by
1
T ε
Nε(T ε)−1∑
n=1
Sεn ≤
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt ≤
1
T ε
Nε(T ε)∑
n=1
Sεn, (5.1)
where
Sεn
.
=
∫ τεn
τεn−1
e−
1
ε
f(Xεt )1A (X
ε
t ) dt.
Applying Wald’s first identity shows
Eλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

 = 1
T ε
Eλε (N
ε (T ε))EλεS
ε
1.
Therefore, the logarithmic asymptotics of Eλε(
∫ T ε
0 e
− 1
ε
f(Xεt )1A (X
ε
t ) dt/T
ε)
are determined by those of Eλε (N
ε (T ε)) /T ε and EλεS
ε
1. Likewise, to under-
stand the logarithmic asymptotics of T ε·Varλε(
∫ T ε
0 e
− 1
ε
f(Xεt )1A (X
ε
t ) dt/T
ε),
it is sufficient to identify the corresponding logarithmic asymptotics of
Varλε (N
ε (T ε)) /T ε, Varλε(S
ε
1), Eλε (N
ε (T ε)) /T ε and EλεS
ε
1. This can be
done with the help of Wald’s second identity, since
T ε ·Varλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n
)
(5.2)
= T ε ·Eλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n − Eλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n
))2
= T ε ·Eλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n −
1
T ε
Eλε (N
ε (T ε))EλεS
ε
1
)2
= T ε ·Eλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n −
1
T ε
N ε (T ε)EλεS
ε
1
+
1
T ε
N ε (T ε)EλεS
ε
1 −
1
T ε
Eλε (N
ε (T ε))EλεS
ε
1
)2
≤ 2T ε · Eλε
(
1
T ε
∑Nε(T ε)
n=1 S
ε
n −
1
T ε
N ε (T ε)EλεS
ε
1
)2
+ 2T ε · Eλε
(
1
T ε
N ε (T ε)EλεS
ε
1 −
1
T ε
Eλε (N
ε (T ε))EλεS
ε
1
)2
= 2
Eλε (N
ε (T ε))
T ε
VarλεS
ε
1 + 2
Varλε (N
ε (T ε))
T ε
(EλεS
ε
1)
2 .
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In the next two sections we derive bounds on EλεS
ε
1, Varλε(S
ε
1) and
Eλε (N
ε (T ε)), Varλε (N
ε (T ε)), respectively.
6 Asymptotics of Moments of Sε1
In this section we will first introduce the elementary theory of an irreducible
finite state Markov chain {Zn}n∈N0 with state space L, and then state and
prove the bound for the asymptotics of moments of Sε1.
For the asymptotic analysis, the following useful facts will be used re-
peatedly.
Lemma 6.1 For any nonnegative sequences {aε}ε>0 and {bε}ε>0, we have
lim inf
ε→0
−ε log (aεbε) ≥ lim inf
ε→0
−ε log aε + lim inf
ε→0
−ε log bε. (6.1)
Moreover,
lim sup
ε→0
−ε log (aε + bε) ≤ min
{
lim sup
ε→0
−ε log aε, lim sup
ε→0
−ε log bε
}
and
lim inf
ε→0
−ε log (aε + bε) = min
{
lim inf
ε→0
−ε log aε, lim inf
ε→0
−ε log bε
}
. (6.2)
6.1 Markov chains and graph theory
In this subsection we state some elementary theory for finite state Markov
chains taken from [1, Chapter 2]. For a finite state Markov chain, the in-
variant measure, the mean exit time, etc., can be expressed explicitly as the
ratio of certain determinants, i.e., sums of products consisting of transition
probabilities, and these sums only contain terms with a plus sign. Which
products should appear in the various sums can be described conveniently
by means of graphs on the set of states of the chain. This method of link-
ing graphs and quantities associated with a finite state Markov chain was
introduced by Freidlin and Wentzell in [8, Chapter 6].
Consider an irreducible finite state Markov chain {Zn}n∈N0 with state
space L. For any i, j ∈ L, let pij be the one-step transition probability of
{Zn}n from state i to state j. Write Pi(·) and Ei(·) for probabilities and
expectations of the chain started at state i at time 0. Recall the notation
π(g)
.
=
∏
(i→j)∈g pij.
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Lemma 6.2 The unique invariant measure of {Zn}n∈N can be expressed
λ (i) =
∑
g∈G(i) π (g)∑
j∈L
(∑
g∈G(j) π (g)
) .
Proof. See Lemma 3.1, Chapter 6 in [8].
Remark 6.3 We will use λi and λ(i) interchangeably.
Ti
.
= inf {n ≥ 0 : Zn = i}
for the first hitting time of state i, and write
T+i
.
= inf {n ≥ 1 : Zn = i} .
Observe that T+i = Ti unless Z0 = i, in which case we call T
+
i the first return
time to state i.
Let Nˆ
.
= inf{n ∈ N0 : Zn ∈ L \ {1}} and N .= inf{n ∈ N : Zn =
1, n ≥ Nˆ}. Nˆ is the first time of visiting a state other than state 1 and
N is the first time of visiting state 1 after Nˆ . For any j ∈ L, let Nj be
the number of visits (including time 0) of state j before N, i.e., Nj =
|{n ∈ N0 : n < N and Zn = j}| . We would like to understand E1Nj and
EjNj for any j ∈ L. These quantities will appear later on in Subsection
6.2. The next lemma shows how they can be related to the invariant mea-
sure of {Zn}n.
Lemma 6.4 1. For any j ∈ L \ {1}
EjNj =
∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
and EjNj = λj (EjT1 + E1Tj) .
2. For any i, j ∈ L, j 6= i
Pi
(
Tj < T
+
i
)
=
1
λi (EjTi + EiTj)
.
3. For any j ∈ L
E1Nj =
1
1− p11
λj
λ1
.
18
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Proof. See Lemma 3.4 in [8, Chapter 6] for the first assertion of part 1 and
see Lemma 2.7 in [1, Chapter 2] for the second assertion of part 1. For part
2, see Corollary 2.8 in [1, Chapter 2].
For part 3, since
E1Nj =
∞∑
ℓ=1
P1 (Nj ≥ ℓ) ,
we need to understand P1 (Nj ≥ ℓ), which means we need to know how to
count all the ways to get Nj ≥ ℓ before returning to state 1.
We first have to move away from state 1, so the types of sequences are
of the form
1, 1, . . . , 1︸ ︷︷ ︸
i times
, k1, k2, . . . , kq, 1
for some i, q ∈ N and k1 6= 1, · · · , kq 6= 1. When j = 1, we do not care about
k1, k2, . . . , kq, and therefore
P1 (N1 ≥ i) = pi−111 and E1N1 =
∞∑
i=1
P1 (N1 ≥ i) = 1
1− p11 .
For j ∈ L \ {1}, the event {Nj ≥ ℓ} requires that within k1, k2, . . . , kq, we
1. first visit state j before returning to state 1, which has corresponding
probability P1(Tj < T
+
1 ),
2. then start from state j and again visit state j before returning to state
1, which has corresponding probability Pj(T
+
j < T1).
Step 2 needs to happen at least ℓ − 1 times in a row, and after that we
do not care. Thus,
P1 (Nj ≥ ℓ) =
∞∑
i=1
(p11)
i−1 P1
(
Tj < T
+
1
) (
Pj
(
T+j < T1
))ℓ−1
=
1
1− p11P1
(
Tj < T
+
1
) (
Pj
(
T+j < T1
))ℓ−1
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and
∞∑
ℓ=1
P1 (Nj ≥ ℓ) = 1
1− p11P1
(
Tj < T
+
1
) ∞∑
ℓ=1
(
Pj
(
T+j < T1
))ℓ−1
=
1
1− p11
P1
(
Tj < T
+
1
)
Pj(T1 < T
+
j )
=
1
1− p11
λj (E1Tj + EjT1)
λ1 (E1Tj + EjT1)
=
1
1− p11
λj
λ1
.
The third equality comes from part 2.
To apply the preceding results using the machinery developed by Freidlin
and Wentzell, one must have analogues that allow for small perturbations
of the transition probabilities due to the fact that initial conditions are to
be taken in small neighborhoods of the equilibrium points. The addition of
a tilde will be used to identify the corresponding objects, such as hitting
and return times. Take as given a Markov chain {Z˜n}n∈N0 on a state space
X = ⋃i∈LXi, with Xi ∩ Xj = ∅ (i 6= j), and assume there is a ∈ [1,∞) such
that for any i, j ∈ L and j 6= i, the transition probability of the chain from
x ∈ Xi to Xj (denoted by p (x,Xj)) satisfies the inequalities
a−1pij ≤ p (x,Xj) ≤ apij (6.3)
for any x ∈ Xi. Write Px(·) and Ex(·) for probabilities and expectations of
the chain started at x ∈ X at time 0. Write
T˜i
.
= inf
{
n ≥ 0 : Z˜n ∈ Xi
}
for the first hitting time of Xi, and write
T˜+i
.
= inf
{
n ≥ 1 : Z˜n ∈ Xi
}
.
Observe that T˜+i = T˜i unless Z˜0 ∈ Xi, in which case we call T˜+i the first
return time to Xi. Recall that l = |L|.
Remark 6.5 Observe that given j ∈ L and for any x ∈ Xj
1− p (x,Xj) =
∑
k∈L\{j}
p (x,Xk) .
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Therefore, we can apply (6.3) to obtain
a−1
∑
k∈L\{j}
pjk ≤ 1− p (x,Xj) ≤ a
∑
k∈L\{j}
pjk.
Lemma 6.6 1. Consider distinct i, j, k ∈ L. Then for x ∈ Xk,
a−4
l−2
Pk (Tj < Ti) ≤ Px
(
T˜j < T˜i
)
≤ a4l−2Pk (Tj < Ti) .
2. For any i ∈ L, j ∈ L \ {i} and x ∈ Xi,
a−4
l−2−1Pi
(
Tj < T
+
i
) ≤ Px (T˜j < T˜+i ) ≤ a4l−2+1Pi (Tj < T+i ) .
Proof. For part 1, see Lemma 3.3 in [8, Chapter 6]. We only need to
prove part 2. Note that by a first step analysis on {Z˜n}n∈N0 , for any i ∈ L,
j ∈ L \ {i} and x ∈ Xi,
Px
(
T˜j < T˜
+
i
)
= p (x,Xj) +
∑
k∈L\{i,j}
∫
Xk
Py
(
T˜j < T˜i
)
p (x, dy)
≤ apij +
∑
k∈L\{i,j}
(
a4
l−2
Pk (Tj < Ti)
)
(apik)
≤ a4l−2+1

pij + ∑
k∈L\{i,j}
Pk (Tj < Ti) pik


= a4
l−2+1Pi
(
Tj < T
+
i
)
.
The first inequality comes from the use of (6.3) and part 1; the last equality
holds since we can do a first step analysis on {Zn}n. Similarly, we can show
the lower bound.
Let Nˇ
.
= inf{n ∈ N0 : Z˜n ∈ ∪j∈L\{1}Xj} and N˜ .= inf{n ∈ N : Zn ∈
X1, n ≥ Nˇ}. For any j ∈ L, let N˜j be the number of visits (including time 0)
of state Xj before N˜ , i.e. N˜j = |{n ∈ N0 : n < N˜ and Zn ∈ Xj}|. We would
like to understand ExN˜j for any j ∈ L and x ∈ X1 or Xj .
Lemma 6.7 For any j ∈ L and x ∈ X1
ExN˜j ≤ a
4l−1∑
ℓ∈L\{1} p1ℓ
∑
g∈G(j) π (g)∑
g∈G(1) π (g)
.
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Moreover, for any j ∈ L \ {1}
∞∑
ℓ=1
sup
x∈Xj
Px
(
N˜j ≥ ℓ
)
≤ a4l−1
∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
and
∞∑
ℓ=1
sup
x∈X1
Px
(
N˜1 ≥ ℓ
)
≤ a∑
ℓ∈L\{1} p1ℓ
.
Proof. For any x ∈ X1, note that for any ℓ ∈ N, by a conditioning argument
as in the proof of Lemma 6.4 (3), we find that for j ∈ L \ {1}
Px
(
N˜j ≥ ℓ
)
≤
supy∈X1 Py
(
T˜j < T˜
+
1
)
1− supy∈X1 p (y,X1)
(
sup
y∈Xj
Py
(
T˜+j < T˜1
))ℓ−1
and
Px
(
N˜1 ≥ ℓ
)
≤
(
sup
y∈X1
p (y,X1)
)ℓ−1
.
Thus, for any x ∈ X1 and for j ∈ L \ {1}
ExN˜j =
∞∑
ℓ=1
Px
(
N˜j ≥ ℓ
)
≤
supy∈X1 Py
(
T˜j < T˜
+
1
)
1− supy∈X1 p (y,X1)
· 1
1− supy∈Xj Py
(
T˜+j < T˜1
)
=
supy∈X1 Py
(
T˜j < T˜
+
1
)
(
infy∈Xj (1− p (y,X1))
)(
infy∈Xj Py
(
T˜1 < T˜
+
j
))
≤ a4l−1 P1
(
Tj < T
+
1
)(∑
ℓ∈L\{1} p1ℓ
)
Pj
(
T1 < T
+
j
)
=
a4
l−1∑
ℓ∈L\{1} p1ℓ
λj
λ1
=
a4
l−1∑
ℓ∈L\{1} p1ℓ
∑
g∈G(j) π (g)∑
g∈G(1) π (g)
.
The second inequality is from Remark 6.5 and Lemma 6.6 (2); the third
equality comes from Lemma 6.4 (2); the last equality holds due to Lemma
6.2.
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Moreover,
ExN˜1 =
∞∑
ℓ=1
Px
(
N˜1 ≥ ℓ
)
≤ 1
1− supy∈X1 p (y,X1)
=
1
infy∈X1 (1− p (y,X1))
≤ a∑
ℓ∈L\{1} p1ℓ
.
The last inequality is from Remark 6.5. This completes the proof of part 1.
Turning to part 2, since for any ℓ ∈ N
sup
x∈X1
Px
(
N˜1 ≥ ℓ
)
≤
(
sup
y∈X1
p (y,X1)
)ℓ−1
,
we have
∞∑
ℓ=1
sup
x∈X1
Px
(
N˜1 ≥ ℓ
)
≤ 1
1− supy∈X1 p (y,X1)
≤ a∑
ℓ∈L\{1} p1ℓ
.
Furthermore, we use the conditioning argument again to find that for any
j ∈ L \ {1} and ℓ ∈ N
sup
x∈Xj
Px
(
N˜j ≥ ℓ
)
≤
(
sup
y∈Xj
Py
(
T˜+j < T˜1
))ℓ−1
.
This implies that
∞∑
ℓ=1
sup
x∈Xj
Px
(
N˜j ≥ ℓ
)
≤
∞∑
ℓ=1
(
sup
y∈Xj
Py
(
T˜+j < T˜1
))ℓ−1
=
1
1− supy∈Xj Py
(
T˜+j < T˜1
)
=
1
infy∈Xj
[
Py
(
T˜1 < T˜
+
j
)]
≤ 1
a−4l−2−1Pj
(
T1 < T
+
j
)
≤ a4l−1 1
Pj
(
T1 < T
+
j
)
= a4
l−1
λj(E1Tj + EjT1) = a
4l−1
∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
.
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We use Lemma 6.6 (2) to obtain the second inequality and Lemma 6.4, parts
(2) and (1), for the penultimate and last equalities.
6.2 Asymptotics of Moments of Sε1
Recall that {Xε}ε∈(0,∞) ⊂ C([0,∞) : M) is a sequence of stochastic pro-
cesses satisfying Condition 3.1, Condition 3.9 and Condition 3.11. Moreover,
recall that Sε1 is defined by
Sε1
.
=
∫ τε1
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt.
As mentioned in Section 5, we are interested in the logarithmic asymptotics
of EλεS
ε
1 and Eλε(S
ε
1)
2. To find these asymptotics, the main tool we will use is
Freidlin-Wentzell theory [8]. In fact, we will generalize the results of Freidlin-
Wentzell to the following: For any given continuous function f : M → R
and any compact set A ⊂M, we will provide lower bounds for
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
))
(6.4)
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
. (6.5)
As will be shown, these two bounds can be expressed in terms of the quasipo-
tentials V (Oi, Oj) and V (Oi, x).
Remark 6.8 In the Freidlin-Wentzell theory as presented in [8], they only
consider bounds for
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ezτ
ε
1
)
.
Thus, their result is a special case of (6.4) with f ≡ 0 and A = M . Moreover,
we generalize their result further by considering the logarithmic asymptotics
of higher moment quantities such as (6.5).
Before proceeding, we recall that L = {1, . . . , l} and for any δ > 0, we
define τ0
.
= 0,
σn
.
= inf{t > τn : Xεt ∈
⋃
j∈L∂B2δ(Oj)}
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and
τn
.
= inf{t > σn−1 : Xεt ∈
⋃
j∈L∂Bδ(Oj)}.
Moreover, τ ε0
.
= 0,
σεn
.
= inf{t > τ εn : Xεt ∈
⋃
j∈L\{1}∂Bδ(Oj)}
and
τ εn
.
= inf
{
t > σεn−1 : X
ε
t ∈ ∂Bδ(O1)
}
.
In addition, {Zn}n∈N0 .= {Xετn}n∈N0 is a Markov chain on
⋃
j∈L∂Bδ(Oj) and
{Zεn}n∈N0 .= {Xετεn}n∈N0 is a Markov chain on ∂Bδ(O1).
Also, following the notation of Section 6, let Nˆ
.
= inf{n ∈ N0 : Zn ∈⋃
j∈L\{1}∂Bδ(Oj)}, N
.
= inf{n ≥ Nˆ : Zn ∈ ∂Bδ(O1)}, and recall Ft .=
σ({Xεs ; s ≤ t}). Then since {τn}n∈N0 are stopping times with respect to the
filtration {Ft}t≥0, Fτn are well-defined for any n ∈ N0 and we use Gn to
denote Fτn . One can prove that Nˆ and N are stopping times with respect
to {Gn}n∈N. For any j ∈ L, let Nj be the number of visits of {Zn}n∈N0 to
∂Bδ(Oj) (including time 0) before N.
Remark 6.9 We call Nj the number of visits of the embedded Markov chain
to ∂Bδ(Oj) within one loop of the regenerative cycle.
The proofs of the following two lemmas are given in the Appendix.
Lemma 6.10 Given δ > 0 sufficiently small, for any x ∈ ∂Bδ(O1) and any
bounded measurable function g : M → R,
Ex
(∫ τε1
0
g (Xεs ) ds
)
≤
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]
· ExNj.
Lemma 6.11 Given δ > 0 sufficiently small, for any x ∈ ∂Bδ(O1) and any
bounded measurable function g : M → R,
Ex
(∫ τε1
0
g (Xεs ) ds
)2
≤ l
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)2]
·ExNj
+ 2l
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]2
· ExNj
·
∞∑
k=1
sup
y∈∂Bδ(Oj)
Py (k ≤ Nj) .
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Although as noted the proofs are given in the Appendix, these results
follow in a straightforward way by decomposing the excursion away from O1
during [0, τ ε1 ], which only stops when returning to a neighborhood of O1, into
excursions between any pair of equilibrium points, counting the number of
such excursions that start near a particular equilibrium point, and using the
strong Markov property.
Remark 6.12 Following an analogous argument as in the proof of Lemma
6.10 and Lemma 6.11, we can prove the following: Given δ > 0 sufficiently
small, for any x ∈ ∂Bδ(O1) and any bounded measurable function g : M →
R,
Ex
(∫ τε1
σε0
g (Xεs ) ds
)
≤∑j∈L\{1}
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]
·ExNj
and
Ex
(∫ τε1
σε0
g (Xεs ) ds
)2
≤ l∑j∈L\{1}
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)2]
·ExNj
+ 2l
∑
j∈L\{1}
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]2
· ExNj
·∑∞k=1 sup
y∈∂Bδ(Oj)
Py (k ≤ Nj) .
The main difference is that if the integration starts from σε0 (the first visit-
ing time of
⋃
j∈L\{1}∂Bδ(Oj)), then any summation appearing in the upper
bounds should sum over all indices in L \ {1} instead of L.
Corollary 6.13 Given any measurable set A ⊂ M , a bounded below and
measurable function f : M → R, j ∈ L and δ > 0, we have
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (S
ε
1)
)
≥ min
j∈L
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])}
,
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where
Sε1
.
=
∫ τε1
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt.
Moreover,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (S
ε
1)
2
)
≥ min
j∈L
(
Rˆ
(1)
j ∧ Rˆ(2)j
)
,
where
Rˆ
(1)
j
.
= lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
and
Rˆ
(2)
j
.
= 2 lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
+ lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
.
Proof. For the first part, applying Lemma 6.10 with g(x) = e−
1
ε
f(x)1A (x)
and using (6.1) and (6.2) completes the proof. For the second part, us-
ing Lemma 6.11 with g(x) = e−
1
ε
f(x)1A (x) and using (6.1) and (6.2) again
completes the proof.
Remark 6.14 Owing to Remark 6.12, we can modify the proof of Corollary
6.13 and show that given any set A ⊂ M, a bounded below and measurable
function f : M → R, j ∈ L and δ > 0,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
σε0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
))
≥ min
j∈L\{1}
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (Nj)
)
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])}
.
27
March 2, 2020
Moreover,
lim inf
ε→0
−ε log

 sup
z∈∂Bδ(O1)
Ez
(∫ τε1
σε0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2
≥ min
j∈L\{1}
(
Rˆ
(1)
j ∧ Rˆ(2)j
)
,
where the definitions of Rˆ
(1)
j and Rˆ
(2)
j can be found in Corollary 6.13.
We next consider lower bounds on
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2])
for j ∈ L. We state some useful results before studying the lower bounds.
Recall that τ1 is the time to reach the δ-neighborhood of any of the equi-
librium points after leaving the 2δ-neighborhood of one of the equilibrium
points.
Lemma 6.15 For any η > 0, there exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such
that for all δ ∈ (0, δ0) and ε ∈ (0, ε0)
sup
x∈M
Exτ1 ≤ e
η
ε and sup
x∈M
Ex (τ1)
2 ≤ e ηε .
Proof. If x is not in ∪j∈LB2δ(Oj) then a uniform (in x and small ε) upper
bound on these expected values follows from the corollary to [8, Lemma 1.9,
Chapter 6].
If x ∈ ∪j∈LB2δ(Oj) then we must wait till the process reaches
∪j∈L∂B2δ(Oj), after which we can use the uniform bound (and the strong
Markov property). Since there exists δ > 0 such the lower bound Px(inf{t ≥
0 : Xεt ∈ ∪j∈L∂B2δ(Oj) ≤ 1) ≥ e−η/2ε is valid for all x ∈ ∪j∈LB2δ(Oj)
and small ε > 0, upper bounds of the desired form follow from the Markov
property and standard calculations.
For any compact set A ⊂ Rd, we use ϑA to denote the first hitting time
ϑA
.
= inf {t ≥ 0 : Xεt ∈ A} .
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Note that ϑA is a stopping time with respect to filtration {Ft}t≥0. The
following result is relatively straightforward given the just discussed bound
on the distribution of τ1, and follows by partitioning according to τ1 ≥ T
and τ1 < T for large but fixed T .
Lemma 6.16 For any compact set A ⊂ M, j ∈ L and any η > 0, there
exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such that for all ε ∈ (0, ε0) and δ ∈ (0, δ0)
sup
z∈∂Bδ(Oj)
Pz (ϑA ≤ τ1) ≤ e− 1ε (infx∈A[V (Oj ,x)]−η).
Lemma 6.17 Given a compact set A ⊂ M , any j ∈ L and η > 0, there
exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
1A (X
ε
s ) ds
])
≥ inf
x∈A
V (Oj , x)− η
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
1A (X
ε
s ) ds
)2)
≥ inf
x∈A
V (Oj , x)− η.
Proof. The idea of this proof follows from the proof of Theorem 4.3 in [8,
Chapter 4]. For any x ∈ ∂Bδ(Oj),
Ex
[∫ τ1
0
1A (X
ε
s ) ds
]
= Ex
[(∫ τ1
0
1A (X
ε
s ) ds
)
1{ϑA≤τ1}
]
= Ex
[
Ex
[(∫ τ1
0
1A (X
ε
s ) ds
)
1{ϑA≤τ1}
∣∣∣∣FϑA
]]
= Ex
[
Ex
[(∫ τ1
0
1A (X
ε
s ) ds
)∣∣∣∣FϑA
]
1{ϑA≤τ1}
]
= Ex
[(
EXεϑA
(∫ τ1
0
1A (X
ε
s ) ds
))
1{ϑA≤τ1}
]
≤
(
sup
y∈∂A
Eyτ1
)
sup
z∈∂Bδ(Oj)
Pz (ϑA ≤ τ1) .
The inequality is due to
EXεϑA
(∫ τ1
0
1A (X
ε
s ) ds
)
≤ EXεϑA τ1 ≤ supy∈∂A
Eyτ1.
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We then apply Lemma 6.15 and Lemma 6.16 to find that for the given
η > 0, there exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such that for all ε ∈ (0, ε0)
and δ ∈ (0, δ0),
Ex
[∫ τ1
0
1A (X
ε
s ) ds
]
≤
(
sup
y∈∂A
Eyτ1
)
sup
z∈∂Bδ(Oj)
Pz (ϑA ≤ τ1)
≤ e η/2ε · e− 1ε(infy∈A V (Oj ,y)−η/2).
Thus,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
1A (X
ε
s ) ds
])
≥ lim inf
ε→0
−ε log
(
e−
1
ε
(infx∈A V (Oj ,x)−η)
)
= inf
x∈A
V (Oj , x)− η.
This completes the proof of part 1.
For part 2, following the same conditioning argument as for part 1 with
the use of Lemma 6.15 and Lemma 6.16 gives that for the given η > 0, there
exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such that for all ε ∈ (0, ε0) and δ ∈ (0, δ0),
Ex
(∫ τ1
0
1A (X
ε
s ) ds
)2
≤
(
sup
y∈∂A
Ey (τ1)
2
)
sup
z∈∂Bδ(Oj)
Pz (ϑA ≤ τ1)
≤ e η/2ε · e− 1ε (infx∈A V (Oj ,x)−η/2).
Therefore,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
1A (X
ε
s ) ds
)2)
≥ lim inf
ε→0
−ε log
(
e−
1
ε
(infx∈A V (Oj ,x)−η)
)
= inf
x∈A
V (Oj , x)− η.
Remark 6.18 For the inequalities in Lemma 6.17 , we are not able to send
η to 0 since δ depends on η.
Lemma 6.19 Given compact sets A1, A2 ⊂ M , j ∈ L and η > 0, there
exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[(∫ τ1
0
1A1 (X
ε
s ) ds
)(∫ τ1
0
1A2 (X
ε
s ) ds
)])
≥ max
{
inf
x∈A1
V (Oj , x) , inf
x∈A2
V (Oj , x)
}
− η.
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Proof. We set ϑAi
.
= inf {t ≥ 0 : Xεt ∈ Ai} for i = 1, 2. For any x ∈ ∂Bδ(Oj),
using a conditioning argument as in the proof of Lemma 6.17 we obtain that
for any η > 0, there exists δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such that for all
ε ∈ (0, ε0) and δ ∈ (0, δ0),
Ex
[(∫ τ1
0
1A1 (X
ε
s ) ds
)(∫ τ1
0
1A2 (X
ε
s ) ds
)]
(6.6)
= Ex
[(∫ τ1
0
∫ τ1
0
1A1 (X
ε
s ) 1A2 (X
ε
t ) dsdt
)
1{ϑA1∨ϑA2≤τ1}
]
= Ex
[(
EXεϑA1∨ϑA2
[∫ τ1
0
∫ τ1
0
1A1 (X
ε
s ) 1A2 (X
ε
t ) dsdt
])
1{ϑA1∨ϑA2≤τ1}
]
≤
(
sup
y∈∂A1∪∂A2
Ey (τ1)
2
)
sup
z∈∂Bδ(Oj)
Pz (ϑA1 ≤ τ1, ϑA2 ≤ τ1)
≤ e η/2ε ·min
{
sup
z∈∂Bδ(Oj)
Pz (ϑA1 ≤ τ1) , sup
z∈∂Bδ(Oj)
Pz (ϑA2 ≤ τ1)
}
,
The last inequality holds since for i = 1, 2
sup
z∈∂Bδ(Oj)
Pz (ϑA1 ≤ τ1, ϑA2 ≤ τ1) ≤ sup
z∈∂Bδ(Oj)
Pz (ϑAi ≤ τ1)
and owing to Lemma 6.15, for all ε ∈ (0, ε0)
sup
y∈∂A1
Ey (τ1)
2 ≤ e η/2ε and sup
y∈∂A2
Ey (τ1)
2 ≤ e η/2ε .
Furthermore, for the given η > 0, by Lemma 6.16, there exists δi ∈ (0, 1)
such that for any δ ∈ (0, δi)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Pz (ϑAi ≤ τ1)
)
≥ inf
x∈Ai
V˜ (Oj , x)− η/2
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for i = 1, 2. Hence, letting δ0 = δ1 ∧ δ2, for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[(∫ τ1
0
1A1 (X
ε
s ) ds
)(∫ τ1
0
1A2 (X
ε
s ) ds
)])
≥ lim inf
ε→0
−ε log
(
e
η
2ε min
{
sup
z∈∂Bδ(Oj)
Pz (ϑA1 ≤ τ1) , sup
z∈∂Bδ(Oj)
Pz (ϑA2 ≤ τ1)
})
= −η/2 + max
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Pz (ϑA1 ≤ τ1)
)
,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Pz (ϑA2 ≤ τ1)
)}
≥ max
{
inf
x∈A1
V (Oj , x) , inf
x∈A2
V (Oj , x)
}
− η.
The first inequality is from (6.6).
Lemma 6.20 Given a compact set A ⊂M, a continuous function f : M →
R, j ∈ L and η > 0, there exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
≥ inf
x∈A
[f (x) + V (Oj, x)]− η
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
≥ inf
x∈A
[2f (x) + V (Oj , x)]− η.
Proof. Since a continuous function is bounded on a compact set, there
exists m ∈ (0,∞) such that −m ≤ f(x) ≤ m for all x ∈ A. For n ∈ N and
k ∈ {1, 2, . . . , n}, consider the sets
An,k
.
=
{
x ∈ A : f (x) ∈
[
−m+ 2 (k − 1)m
n
,−m+ 2km
n
]}
.
Note that An,k is a compact set for any n, k. In addition, for any n fixed,
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⋃n
k=1An,k = A. With this expression, for any x ∈ ∂Bδ(Oj) and n ∈ N
Ex
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
]
= Ex
[∫ τ1
0
e−
1
ε
f(Xεs )1⋃n
k=1An,k
(Xεs ) ds
]
≤
n∑
k=1
Ex
[∫ τ1
0
e−
1
ε
f(Xεs )1An,k (X
ε
s ) ds
]
≤
n∑
k=1
(
Ex
[∫ τ1
0
1An,k (X
ε
s ) ds
]
e
− 1
ε
(
supy∈An,k f(y)−
2m
n
))
.
The second inequality holds because by definition of An,k, for any x ∈ An,k
f (x) ≥
(
−m+ 2km
n
)
− 2m
n
≥ sup
y∈An,k
f (y)− 2m
n
.
We use Fn,k to denote supy∈An,k f (y). Next we first apply (6.2) and then
Lemma 6.17 with compact sets An,k for k ∈ {1, 2, . . . , n} to get
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
≥ lim inf
ε→0
−ε log
(
n∑
k=1
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
1An,k (X
ε
s ) ds
]
e−
1
ε(Fn,k−
2m
n )
))
= min
k∈{1,...,n}
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
1An,k (X
ε
s ) ds
]
e−
1
ε(Fn,k−
2m
n )
)}
= min
k∈{1,...,n}
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
1An,k (X
ε
s ) ds
])
+ Fn,k
}
− 2m
n
≥ min
k∈{1,...,n}
{
sup
x∈An,k
f (x) + inf
x∈An,k
V (Oj , x)
}
− η − 2m
n
.
Finally, we know that V (Oj , x) is bounded below by 0, and then we use the
fact that for any two functions f, g : Rd → R with g being bounded below
(to ensure that the right hand side is well defined) and any set A ⊂ Rd,
inf
x∈A
(f (x) + g (x)) ≤ sup
x∈A
f (x) + inf
x∈A
g (x)
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to find
min
k∈{1,...,n}
{
sup
x∈An,k
f (x) + inf
y∈An,k
V (Oj , x)
}
≥ min
k∈{1,...,n}
{
inf
x∈An,k
[f (x) + V (Oj , x)]
}
= inf
x∈A
[f (x) + V (Oj , x)] .
Therefore,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
≥ inf
x∈A
[f (x) + V (Oj , x)]− η − 2m
n
.
Since n is arbitrary, sending n→∞ completes the proof for the first part.
Turning to part 2, we follow the same argument as for part 1. For any
n ∈ N, we use the decomposition of A into ⋃nk=1An,k to have that for any
x ∈ ∂Bδ(Oj),
Ex
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2
≤ Ex
(
n∑
k=1
∫ τ1
0
e−
1
ε
f(Xεs )1An,k (X
ε
s ) ds
)2
=
n∑
k=1
n∑
ℓ=1
Ex
[(∫ τ1
0
e−
1
ε
f(Xεs )1An,k (X
ε
s ) ds
)(∫ τ1
0
e−
1
ε
f(Xεs )1An,ℓ (X
ε
s ) ds
)]
.
Recall that Fn,k is used to denote supy∈An,k f (y). Using the definition of
An,k gives that for any k, ℓ ∈ {1, . . . , n}
Ex
[(∫ τ1
0
e−
1
ε
f(Xεs )1An,k (X
ε
s ) ds
)(∫ τ1
0
e−
1
ε
f(Xεs )1An,ℓ (X
ε
s ) ds
)]
≤ sup
z∈∂Bδ(Oj)
Ez
[(∫ τ1
0
1An,k (X
ε
s ) ds
)(∫ τ1
0
1An,ℓ (X
ε
s ) ds
)]
e−
1
ε(Fn,k+Fn,ℓ−
4m
n ).
Applying (6.2) first and then Lemma 6.19 with compact sets An,k and An,ℓ
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pairwise for all k, ℓ ∈ {1, 2, . . . , n} gives that
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
≥ min
k,ℓ∈{1,...,n}
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[(∫ τ1
0
e−
1
ε
f(Xεs )1An,k (X
ε
s ) ds
)
·
(∫ τ1
0
e−
1
ε
f(Xεs )1An,ℓ (X
ε
s ) ds
)])}
≥ min
k,ℓ∈{1,...,n}
{
max
{
inf
x∈An,k
V (Oj , x) , inf
x∈An,ℓ
V (Oj , x)
}
+ Fn,k + Fn,ℓ
}
− η − 4m
n
≥ min
k∈{1,...,n}
{
sup
x∈An,k
[2f (x)] + inf
x∈An,k
V (Oj , x)
}
− η − 4m
n
≥ min
k∈{1,...,n}
{
inf
x∈An,k
[2f (x) + V (Oj , x)]
}
− η − 4m
n
= inf
x∈A
[2f (x) + V (Oj , x)]− η − 4m
n
.
Sending n→∞ completes the proof for the second part.
Our next interest is to find lower bounds for
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
and
lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
.
We first recall that Nj is the number of visits of the embedded Markov chain
{Zn}n = {Xετn}n to ∂Bδ(Oj) within one loop of regenerative cycle. Also,
the definitions of G(i) and G(i, j) for any i, j ∈ L with i 6= j are given in
Definition 3.7 and Remark 3.8.
Lemma 6.21 For any η > 0, there exists δ0 ∈ (0, 1), such that for any
δ ∈ (0, δ0) and for any j ∈ L
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
≥ − min
ℓ∈L\{1}
V (O1, Oℓ)+W (Oj)−W (O1)−η,
35
March 2, 2020
where
W (Oj)
.
= min
g∈G(j)
[∑
(m→n)∈gV (Om, On)
]
.
Proof. According to Lemma 3.17 we know that for any η > 0, there exist
δ0 ∈ (0, 1) and ε0 ∈ (0, 1), such that for any δ ∈ (0, δ0) and ε ∈ (0, ε0), for all
x ∈ ∂Bδ(Oi), the one-step transition probability of the Markov chain {Zn}n
on ∂Bδ(Oj) satisfies the inequalities
e−
1
ε(V (Oi,Oj)+η/4
l−1) ≤ p(x, ∂Bδ(Oj)) ≤ e−
1
ε (V (Oi,Oj)−η/4
l−1). (6.7)
We can then apply Lemma 6.7 with pij = e
− 1
ε
V (Oi,Oj) and a = e
1
ε
η/4l−1 to
obtain that
sup
z∈∂Bδ(O1)
EzNj ≤ e
1
ε
η∑
ℓ∈L\{1} e
− 1
ε
V (O1,Oℓ)
∑
g∈G(j)π (g)∑
g∈G(1) π (g)
≤ e
1
ε
η
e−
1
ε
minℓ∈L\{1} V (O1,Oℓ)
∑
g∈G(j)π (g)∑
g∈G(1) π (g)
.
Thus,
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
≥ − min
ℓ∈L\{1}
V (O1, Oℓ)− η + lim inf
ε→0
−ε log
(∑
g∈G(j) π (g)∑
g∈G(1) π (g)
)
.
Hence it suffices to show that
lim inf
ε→0
−ε log
(∑
g∈G(j) π (g)∑
g∈G(1) π (g)
)
≥W (Oj)−W (O1) .
Observe that by definition for any j ∈ L and g ∈ G (j)
π (g) =
∏
(m→n)∈gpmn =
∏
(m→n)∈ge
− 1
ε
V (Om,On)
= exp
{
−1
ε
∑
(m→n)∈gV (Om, On)
}
,
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which implies that
lim inf
ε→0
−ε log
(∑
g∈G(j) π (g)∑
g∈G(1) π (g)
)
≥ min
g∈G(j)
[
lim inf
ε→0
−ε log
(
exp
{
−1
ε
∑
(m→n)∈gV (Om, On)
})]
− min
g∈G(1)
[
lim sup
ε→0
−ε log
(
exp
{
−1
ε
∑
(m→n)∈gV (Om, On)
})]
= min
g∈G(j)
[∑
(m→n)∈gV (Om, On)
]
− min
g∈G(1)
[∑
(m→n)∈gV (Om, On)
]
= W (Oj)−W (O1) .
The inequality is from Lemma 6.1; the last equality holds due the definition
of W (Oj).
Remark 6.22 W (Oj) has been defined to be ming∈G(j)
[∑
(m→n)∈gV (Om, On)
]
.
Heuristically, if we interpret V (Om, On) as the “cost” of moving from Om to
On, then W (Oj) is the “least total cost” of reaching Oj from every Oi with
i ∈ L \ {j}.
Remark 6.23 As shown in Theorem 4.1, [8, Chapter 6],
W (Oj) = lim
δ→0
lim
ε→0
−ε log µε(Bδ(Oj)),
where µε ∈ P(M) is the unique invariant measure of {Xε(t)}t≥0.
Recall the definition of W (O1 ∪Oj) in (3.1).
Lemma 6.24 For any η > 0, there exists δ0 ∈ (0, 1), such that for any
δ ∈ (0, δ0)
lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(O1)
Pz (ℓ ≤ N1)
)
≥ − min
ℓ∈L\{1}
V (O1, Oℓ)− η
and for any j ∈ L \ {1}
lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
≥W (O1 ∪Oj)−W (O1)− η.
37
March 2, 2020
Proof. We again use that by Lemma 3.17, for any η > 0 there exist δ0 ∈
(0, 1) and ε0 ∈ (0, 1), such that (6.7) holds for any δ ∈ (0, δ0), ε ∈ (0, ε0) and
all x ∈ ∂Bδ(Oi). Then by Lemma 6.7 with pij = e− 1εV (Oi,Oj) and a = e 1εη/4l−1
∞∑
ℓ=1
sup
x∈∂Bδ(Oj)
Px (N1 ≥ ℓ) ≤ e
1
ε
η∑
ℓ∈L\{1} e
− 1
ε
V (O1,Oℓ)
and for any j ∈ L \ {1}
∞∑
ℓ=1
sup
x∈∂Bδ(Oj)
Px (Nj ≥ ℓ) ≤ e
1
ε
η
∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
.
Thus,
lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(O1)
Pz (ℓ ≤ N1)
)
≥ − lim sup
ε→0
−ε log

 ∑
ℓ∈L\{1}
e−
1
ε
V (O1,Oℓ)

− η
and
lim inf
ε→0
−ε log
(
∞∑
ℓ=0
sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
≥ lim inf
ε→0
−ε log
(∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
)
− η.
Following the same argument as for the proof of Lemma 6.21, we can use
Lemma 6.1 to obtain that
− lim sup
ε→0
−ε log

 ∑
ℓ∈L\{1}
e−
1
ε
V (O1,Oℓ)

 ≥ − min
ℓ∈L\{1}
V (O1, Oℓ)
and
lim inf
ε→0
−ε log
(∑
g∈G(1,j) π (g)∑
g∈G(1) π (g)
)
≥ min
g∈G(1,j)

 ∑
(m→n)∈g
V (Om, On)

− min
g∈G(1)

 ∑
(m→n)∈g
V (Om, On)

 .
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Recalling (3.1), we are done.
As mentioned at the beginning of this subsection, our main goal is to
provide lower bounds for
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
))
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
for a given continuous function f : M → R and compact set A ⊂ M. We
now state the main results of the subsection.
Lemma 6.25 Given a compact set A ⊂M, a continuous function f : M →
R and η > 0, there exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
[
sup
z∈∂Bδ(O1)
Ez (S
ε
1)
]
≥ min
j∈L
{
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
}
−W (O1)− min
ℓ∈L\{1}
V (O1, Oℓ)− η,
where
Sε1
.
=
∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
and
W (Oj)
.
= min
g∈G(j)

 ∑
(m→n)∈g
V (Om, On)

 .
Proof. Recall that by Lemma 6.20, we have shown that for the given η,
there exists δ1 ∈ (0, 1), such that for any δ ∈ (0, δ1) and j ∈ L
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
≥ inf
x∈A
[f (x) + V (Oj , x)]− η
2
.
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In addition, by Lemma 6.21, we know that for the same η, there exists
δ2 ∈ (0, 1), such that for any δ ∈ (0, δ2)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
≥ − min
ℓ∈L\{1}
V (O1, Oℓ) +W (Oj)−W (O1)− η
2
.
Hence for any δ ∈ (0, δ0) with δ0 = δ1 ∧ δ2, we apply Corollary 6.13 to get
lim inf
ε→0
−ε log
[
Ex
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)]
≥ min
j∈L
{
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
))
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (Nj)
)}
≥ min
j∈L
{
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
}
−W (O1)
− min
ℓ∈L\{1}
V (O1, Oℓ)− η,
where τ ε1 is the time for a regenerative cycle and τ1 is the first visit time
of neighborhoods of equilibrium points after being a certain distance away
from them.
Remark 6.26 According to Remark 6.14 and using the same argument as
in Lemma 6.25, we can find that given a compact set A ⊂ M, a continuous
function f : M → R and η > 0, there exists δ0 ∈ (0, 1), such that for any
δ ∈ (0, δ0)
lim inf
ε→0
−ε log
[
sup
z∈∂Bδ(O1)
Ez
(∫ τε1
σε0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)]
≥ min
j∈L\{1}
{
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
}
−W (O1)
− min
ℓ∈L\{1}
V (O1, Oℓ)− η.
Lemma 6.27 Given a compact set A ⊂M, a continuous function f : M →
R and η > 0, there exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
[
sup
z∈∂Bδ(O1)
Ez (S
ε
1)
2
]
≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
− h− η,
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where
Sε1
.
=
∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
and h = minℓ∈L\{1} V (O1, Oℓ) and
R
(1)
j
.
= inf
x∈A
[2f (x) + V (Oj , x)] +W (Oj)−W (O1)
and
R
(2)
1
.
= 2 inf
x∈A
[f (x) + V (O1, x)]− h
and for j ∈ L \ {1}
R
(2)
j
.
= 2 inf
x∈A
[f (x) + V (Oj, x)] +W (Oj)− 2W (O1) +W (O1 ∪Oj).
Proof. Following a similar argument as for the proof of Lemma 6.25, given
any η > 0, owing to Lemma 6.20, Lemma 6.21 and Lemma 6.24, there exists
δ1, δ2, δ3 ∈ (0, 1) such that: for any δ ∈ (0, δ1) and for any j ∈ L
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
))
≥ inf
x∈A
[f (x) + V (Oj , x)]− η
4
and
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
≥ inf
x∈A
[2f (x) + V (Oj , x)]− η
4
;
for any δ ∈ (0, δ2) and for any j ∈ L
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
≥ −h+W (Oj)−W (O1)− η
4
;
and for any δ ∈ (0, δ3)
lim inf
ε→0
−ε log
(
∞∑
ℓ=1
sup
z∈∂Bδ(O1)
Pz (ℓ ≤ N1)
)
≥ −h− η
4
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and for any j ∈ L \ {1}
lim inf
ε→0
−ε log
(∑∞
ℓ=1 sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
≥W (O1 ∪Oj)−W (O1)− η
4
.
Hence for any δ ∈ (0, δ0) with δ0 = δ1 ∧ δ2 ∧ δ3, we apply Corollary 6.13
to get
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (S
ε
1)
2
)
≥ min
j∈L
(
Rˆ
(1)
j ∧ Rˆ(2)j
)
,
where
Rˆ
(1)
j
.
= lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
(∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)2)
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
≥ inf
x∈A
[2f (x) + V (Oj , x)] +W (Oj)−W (O1)− h− η
= R
(1)
j − h− η
and
Rˆ
(2)
1
.
= 2 lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzN1
)
+ lim inf
ε→0
−ε log
(∑∞
ℓ=1 sup
z∈∂Bδ(O1)
Pz (ℓ ≤ N1)
)
≥ 2
(
inf
x∈A
[f (x) + V (O1, x)]− η
4
)
+
(
−h− η
4
)
+
(
−h− η
4
)
= 2 inf
x∈A
[f (x) + V (O1, x)]− 2h− η = R(2)1 − h− η
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and for j ∈ L \ {1}
Rˆ
(2)
j
.
= 2 lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(Oj)
Ez
[∫ τ1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
])
+ lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
EzNj
)
+ lim inf
ε→0
−ε log
(∑∞
ℓ=1 sup
z∈∂Bδ(Oj)
Pz (ℓ ≤ Nj)
)
≥ 2
(
inf
x∈A
[f (x) + V (Oj , x)]− η
4
)
+
(
−h+W (Oj)−W (O1)− η
4
)
+
(
W (O1 ∪Oj)−W (O1)− η
4
)
= 2 inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)− 2W (O1) +W (O1 ∪Oj)− h− η
= R
(2)
j − h− η.
7 Asymptotics of Moments of N ε(T ε)
Recall that the number of renewals in the time interval [0, T ε] is defined as
N ε (T ε)
.
= min {n ∈ N : τ εn > T ε} ,
where the τ εn are the return times to Bδ(O1) after ever visiting one of the
δ-neighborhood of other equilibrium points than O1. In addition, λ
ε is the
unique invariant measure of {Zεn}n = {Xετεn}n.
In this section, we will find the logarithmic asymptotics of the expected
value and the variance of N ε (T ε) with T ε = e
1
ε
c for some c > hδ
.
=
minx∈∪j∈L\{1}∂Bδ(Oj) V (O1, x), in Lemma 7.2 and Lemma 7.3.
Remark 7.1 For any δ > 0, hδ ≤ h .= minj∈L\{1} V (O1, Oj).
Lemma 7.2 For any δ > 0 sufficiently small and T ε = e
1
ε
c for some c > hδ,
lim inf
ε→0
−ε log
∣∣∣∣Eλε (N ε (T ε))T ε − 1Eλετ ε1
∣∣∣∣ ≥ c.
Lemma 7.3 For any δ > 0 sufficiently small and T ε = e
1
ε
c for some c > hδ,
lim inf
ε→0
−ε log Varλε (N
ε (T ε))
T ε
≥ hδ.
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Before proceeding, we mention a result from [7] and define some notation
which will be used in this section. Results in Section 5 and Section 10 from
[7, Chapter XI] say that for any t > 0, the first and second moment of N ε (t)
can be represented as
Eλε (N
ε (t)) =
∞∑
n=0
Pλε (τ
ε
n ≤ t) and Eλε (N ε (t))2 =
∞∑
n=0
(2n+ 1)Pλε (τ
ε
n ≤ t) .
(7.1)
Let Γε
.
= T ε/Eλετ
ε
1 and γ
ε .= (Γε)−ℓ with some ℓ ∈ (0, 1) which will be
chosen later. Intuitively, Γε is the typical number of regenerative cycles
in [0, T ε] since Eλετ
ε
1 is the expected length of one regenerative cycle. To
simplify notation, we pretend that (1 + 2γε) Γε and (1− 2γε) Γε are positive
integers so that we can divide Eλε (N
ε (T ε)) into three partial sums which
are
P1
.
=
∞∑
n=(1+2γε)Γε+1
Pλε (τ
ε
n ≤ T ε) , P2 .=
(1+2γε)Γε∑
n=(1−2γε)Γε
Pλε (τ
ε
n ≤ T ε)
and
P3
.
=
(1−2γε)Γε−1∑
n=0
Pλε (τ
ε
n ≤ T ε) . (7.2)
Similarly, we divide Eλε (N
ε (T ε))2 into
R1
.
=
∞∑
n=(1+2γε)Γε+1
(2n+ 1)Pλε (τ
ε
n ≤ T ε) ,
R2
.
=
(1+2γε)Γε∑
n=(1−2γε)Γε
(2n+ 1)Pλε (τ
ε
n ≤ T ε)
and
R3
.
=
(1−2γε)Γε−1∑
n=0
(2n + 1)Pλε (τ
ε
n ≤ T ε) . (7.3)
The next step is to find upper bounds for these partial sums, and these
bounds will help us to find suitable lower bounds for the logarithmic asymp-
totics of Eλε (N
ε (T ε)) and Varλε (N
ε (T ε)). Before looking into the upper
bound for partial sums, we establish some properties.
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Theorem 7.4 For any δ > 0 sufficiently small,
lim
ε→0
ε logEλετ
ε
1 = hδ and
τ ε1
Eλετ
ε
1
d→ Exp(1).
Moreover, there exists ε0 ∈ (0, 1) and a constant c˜ > 0 such that
Pλε
(
τ ε1
Eλετ
ε
1
> t
)
≤ e−c˜t
for any t > 0 and any ε ∈ (0, ε0).
The proof for Theorem 7.4 will be given in Section 9. In that section, we
will first prove an analogous result for the exit time (or first visiting time to
other stable equilibrium points to be more precise), and then show how one
can extend those results to the return time.
Lemma 7.5 Suppose T ε = e
1
ε
c for some c > h. For any δ > 0 sufficiently
small, the limit of −ε log Γε as ε→ 0 exists and
lim
ε→0
−ε log Γε = hδ − c.
Proof. For any δ > 0, since Γε = T ε/Eλετ
ε
1 and T
ε = e
1
ε
c,
−ε log Γε = −ε log
(
1
Eλετ
ε
1
)
− c.
We complete the proof by applying Theorem 7.4.
Lemma 7.6 Define Zε1 = τ ε1/Eλετ ε1 . Then
• there exists some ε0 ∈ (0, 1) such that supε∈(0,ε0)Eλε (Zε1)3 <∞,
• there exists some ε0 ∈ (0, 1) such that infε∈(0,ε0)Varλε(Zε1) > 0 and
Eλε (Zε1)2 = Eλε (τ ε1 )2 / (Eλετ ε1 )2 → 2 as ε→ 0.
Proof. For the first part, we use Theorem 7.4 to find that there exists
ε0 ∈ (0, 1) and a constant c˜ > 0 such that
Pλε (Zε1 > t) = Pλε
(
τ ε1
Eλετ
ε
1
> t
)
≤ e−c˜t
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for any t > 0 and any ε ∈ (0, ε0). Therefore, for ε ∈ (0, ε0)
Eλε (Zε1)3 = 3
∫ ∞
0
t2Pλε(Zε1 > t)dt ≤ 3
∫ ∞
0
t2e−c˜tdt <∞.
For the second assertion, since sup0<ε<ε0 Eλε (Zε1)3 <∞, it implies that
{(Zε1)2}0<ε<ε0 and {Zε1}0<ε<ε0 are both uniformly integrable. Moreover,
because Zε1 d→ Exp(1) as ε→ 0 from Theorem 7.4 and since for X d= Exp(1),
EX = 1 and EX2 = 2, we obtain
Eλε
(
τ ε1
Eλετ
ε
1
)2
= Eλε (Zε1)2 → 2 and EλεZε1 → 1.
as ε→ 0. This implies Varλε(Zε1)→ 1 as ε→ 0. Obviously, there exists some
ε0 ∈ (0, 1) such that
inf
ε∈(0,ε0)
Varλε(Zε1) ≥
1
2
> 0.
This completes the proof.
Remark 7.7 Throughout the rest of this section, we will use C to denote
a constant in (0,∞) which is independent of ε but whose value may change
from use to use.
7.1 Chernoff bound
In this subsection we will provide upper bounds for
P1
.
=
∞∑
n=(1+2γε)Γε+1
Pλε (τ
ε
n ≤ T ε)
and
R1
.
=
∞∑
n=(1+2γε)Γε+1
(2n + 1)Pλε (τ
ε
n ≤ T ε)
via a Chernoff bound. The following result is well known.
Lemma 7.8 (Chernoff bound) Let X1, . . . ,Xn be an iid sequence of ran-
dom variables. For any a ∈ R and for any t > 0
P (X1 + · · ·+Xn ≤ a) ≤
(
Ee−tX1
)n
eta.
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Proof. For any t > 0
P (X1 + · · · +Xn ≤ a) = P
(
e−t(X1+···+Xn) ≥ e−ta
)
≤ Ee
−t(X1+···+Xn)
e−ta
=
(
Ee−tX1
)n
eta.
Recall that Γε
.
= T ε/Eλετ
ε
1 and γ
ε .= (Γε)−ℓ with some ℓ ∈ (0, 1) which
will be chosen later.
Lemma 7.9 Given any δ > 0 and any ℓ > 0, there exists ε0 ∈ (0, 1) such
that for any ε ∈ (0, ε0)
Pλε (τ
ε
n ≤ T ε) ≤ e−n
1
2
(Γε)−2ℓ
for any n ≥ (1 + 2γε) Γε. Consequently,
P1 =
∞∑
n=(1+2γε)Γε+1
Pλε (τ
ε
n ≤ T ε) ≤ C (Γε)2ℓ e−
1
2
(Γε)1−2ℓ
and
R1 =
∞∑
n=(1+2γε)Γε+1
(2n+ 1)Pλε (τ
ε
n ≤ T ε)
≤ C (Γε)1+2ℓ e− 12 (Γε)1−2ℓ + C (Γε)4ℓ e− 12 (Γε)1−2ℓ .
Proof. Given δ > 0 and ε ∈ (0, 1), we find that for n ≥ (1 + 2γε) Γε
Pλε (τ
ε
n ≤ T ε) = Pλε (τ εn ≤ Γε · Eλετ ε1 )
= Pλε
(
τ ε1 + (τ
ε
2 − τ ε1 ) + · · ·+
(
τ εn − τ εn−1
)
Eλετ
ε
1
≤ Γε
)
≤ Pλε
(
τ ε1 + (τ
ε
2 − τ ε1 ) + · · ·+
(
τ εn − τ εn−1
)
Eλετ
ε
1
≤ n
1 + 2γε
)
≤
((
Eλεe
−γεZε1
)
e
γε
1+2γε
)n
,
where Zε1 = τ ε1/Eλετ ε1 .We use the fact that {τ εn−τ εn−1}n∈N are iid and apply
Lemma 7.8 (Chernoff bound) with a = n/ (1 + 2γε) and t = γε for the last
inequality.
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Therefore, in order to verify the first claim, it suffices to show that(
Eλεe
−γεZε1
)
e
γε
1+2γε ≤ e− 12 (γε)2 = e− 12 (Γε)−2ℓ .
We observe that for any x ≥ 0, e−x ≤ 1− x+ 12x2, and this gives
Eλεe
−γεZε1 ≤ 1− Eλε (γεZε1) +
1
2
Eλε (γ
εZε1)2
= 1− γε + 1
2
(γε)2Eλε (Zε1)2 .
Moreover, since we can apply Lemma 7.6 to find Eλε (Zε1)2 → 2 as ε → 0,
there exists ε0 ∈ (0, 1) such that for any ε ∈ (0, ε0), Eλε (Zε1)2 ≤ 9/4. Thus,
for any ε ∈ (0, ε0)
Eλεe
−γεZε1 ≤ 1− γε + 9
8
(γε)2
and (
Eλεe
−γεZε1
)
e
γε
1+2γε ≤ exp
{
γε
1 + 2γε
+ log
(
1− γε + 9
8
(γε)2
)}
.
Using a Taylor series expansion we find that for all |x| < 1
1
1 + x
= 1− x+ x2 +O (x3) and log (1 + x) = x− x2
2
+O
(
x3
)
,
which gives
γε
1 + 2γε
+ log
(
1− γε + 9
8
(γε)2
)
=
1
2
(
1− 1
1 + 2γε
)
+ log
(
1− γε + 9
8
(γε)2
)
= γε − 2 (γε)2 +
(
−γε + 9
8
(γε)2
)
− 1
2
(
−γε + 9
8
(γε)2
)2
+O
(
(γε)3
)
= −2 (γε)2 + 9
8
(γε)2 − 1
2
(γε)2 +O
(
(γε)3
)
= −11
8
(γε)2 +O
(
(γε)3
)
≤ −1
2
(γε)2 ,
for all ε ∈ (0, ε0). We are done for part 1.
For part 2, we use the estimate from part 1 and find
∞∑
n=(1+2γε)Γε+1
Pλε (τ
ε
n ≤ T ε) ≤
∞∑
n=(1+2γε)Γε+1
e−n
1
2
(γε)2 ≤ e
−(1+2γε)Γε 1
2
(γε)2
1− e− 12 (γε)2
.
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Since e−x ≤ 1 − x + x2/2 for any x ∈ R, we have 1 − e−x ≥ x − x2/2 ≥
x−x/2 = x/2 for all x ∈ (0, 1), and thus 1/(1−e−x) ≤ 2/x for all x ∈ (0, 1).
As a result
∞∑
n=(1+2γε)Γε+1
Pλε (τ
ε
n ≤ T ε) ≤
e−(1+2γ
ε)Γε 1
2
(γε)2
1− e− 12 (γε)2
≤ 4
(γε)2
e−(1+2γ
ε)Γε 1
2
(γε)2
≤ 4 (Γε)2ℓ e− 12 (Γε)1−2ℓ .
This completes the proof of part 2.
Finally, for part 3, we use the fact that for x ∈ (0, 1), and for any k ∈ N,
∞∑
n=k
nxn = k
xk
1− x +
xk+1
(1− x)2 ≤
(
k
1− x +
1
(1− x)2
)
xk.
Using the estimate from part 1 once again, we have
∞∑
n=(1+2γε)Γε+1
nPλε (τ
ε
n ≤ T ε)
≤
∞∑
n=(1+2γε)Γε
ne−n
1
2
(γε)2
≤

(1 + 2γε) Γε
1− e− 12 (γε)2
+
1(
1− e− 12 (γε)2
)2

 e−(1+2γε)Γε 12 (γε)2
≤

 2
1
2 (γ
ε)2
2Γε +
(
2
1
2 (γ
ε)2
)2 e−(1+2γε)Γε 12 (γε)2
≤
(
8 (Γε)1+2ℓ + 16 (Γε)4ℓ
)
e−
1
2
(Γε)1−2ℓ .
We are done.
Remark 7.10 If 0 < ℓ < 1/2, then P1 and R1 converge to 0 doubly expo-
nentially fast as ε→ 0. To be more precise, for any k > 0
lim inf
ε→0
−ε log
[
(Γε)k e−
1
2
(Γε)1−2ℓ
]
=∞.
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This is true since
lim inf
ε→0
−ε log
[
(Γε)k e−
1
2
(Γε)1−2ℓ
]
≥ k lim inf
ε→0
−ε log Γε + lim inf
ε→0
−ε log e− 12 (Γε)1−2ℓ
= k lim inf
ε→0
−ε log Γε + 1
2
lim inf
ε→0
ε (Γε)1−2ℓ ,
and using Lemma 7.5 Γε ≥ e(c−hδ−δ0)/ε for all ε sufficiently small, where
δ0 = (c− hδ)/2 > 0. Therefore
lim inf
ε→0
ε (Γε)1−2ℓ ≥ lim inf
ε→0
εe(1−2ℓ)(c−hδ−δ0)/ε =∞.
7.2 Berry-Essen bound
In this subsection we will provide upper bounds for
P2
.
=
(1+2γε)Γε∑
n=(1−2γε)Γε
Pλε (τ
ε
n ≤ T ε)
and
R2
.
=
(1+2γε)Γε∑
n=(1−2γε)Γε
(2n+ 1)Pλε (τ
ε
n ≤ T ε)
via the Berry-Essen bound.
We first recall that Γε = T ε/Eελετ
ε
1 . The following is Theorem 1 in [7,
Chapter XVI.5].
Theorem 7.11 (Berry-Essen) Let {Xn}n∈N be independent real-valued ran-
dom variables with a common distribution such that
E (X1) = 0, σ
2 .= E (X1)
2 > 0, ρ
.
= E
(
|X1|3
)
<∞.
Then for all x ∈ R and n ∈ N,∣∣∣∣P
(
X1 + · · · +Xn
σ
√
n
≤ x
)
− Φ (x)
∣∣∣∣ ≤ 3ρσ3√n,
where Φ (·) is the distribution function of N (0, 1) .
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Corollary 7.12 For any ε > 0, let {Xεn}n∈N be independent real-valued ran-
dom variables with a common distribution such that
E (Xε1) = 0, (σ
ε)2
.
= E (Xε1)
2 > 0, ρε
.
= E
(
|Xε1 |3
)
<∞.
Assume that there exists ε0 ∈ (0, 1) such that
ρˆ
.
= sup
ε∈(0,ε0)
ρε <∞ and σˆ2 .= inf
ε∈(0,ε0)
(σε)2 > 0,
then for all x ∈ R, n ∈ N and ε ∈ (0, ε0),∣∣∣∣P
(
Xε1 + · · · +Xεn
σε
√
n
≤ x
)
− Φ (x)
∣∣∣∣ ≤ 3ρε(σε)3√n ≤ 3ρˆσˆ3√n,
where Φ (·) is the distribution function of N (0, 1) .
Lemma 7.13 Given any δ > 0 and any ℓ > 0, there exists ε0 ∈ (0, 1) such
that for any ε ∈ (0, ε0) and k ∈ N0, 0 ≤ k ≤ 2γεΓε
Pλε
(
τ εΓε+k ≤ T ε
) ≤ 1− Φ( k
σε
√
Γε + k
)
+
3ρˆ
σˆ3
√
Γε + k
and
Pλε
(
τ εΓε−k ≤ T ε
) ≤ Φ( k
σε
√
Γε − k
)
+
3ρˆ
σˆ3
√
Γε − k ,
where (σε)2
.
= Eλε (X
ε
1)
2 , ρˆ
.
= supε∈(0,ε0)Eλε
(
|Xε1|3
)
<∞ and
σˆ2
.
= infε∈(0,ε0)(σ
ε)2 > 0 with Xε1
.
= τ ε1/E
ε
λετ
ε
1 − 1.
Proof. For any n ∈ N, we define Xεn .= Zεn − EελεZε1 with Zεn
.
= (τ εn −
τ εn−1)/E
ε
λετ
ε
1 . Obviously, EλεZεn = 1 and EλεXεn = 0 and if we apply Lemma
7.6, then we find that there exists some ε0 ∈ (0, 1) such that
sup
ε∈(0,ε0)
Eλε (Zε1)3 <∞ and inf
ε∈(0,ε0)
Varλε(Zε1) > 0.
Since Zε1 ≥ 0, Jensen’s inequality implies (EλεZε1)3 ≤ Eλε (Zε1)3, and there-
fore
ρˆ = sup
ε∈(0,ε0)
Eλε
(
|Zε1 − EλεZε1 |3
)
≤ 4 sup
ε∈(0,ε0)
(
Eλε (Zε1)3 + (EλεZε1)3
)
≤ 8 sup
ε∈(0,ε0)
Eλε (Zε1)3 <∞,
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and
σˆ2 = inf
ε∈(0,ε0)
Eλε (X
ε
1)
2 = inf
ε∈(0,ε0)
Varλε (Zε1) > 0.
Therefore we can use Corollary 7.12 with the iid sequence {Xεn}n∈N to find
that for any k ∈ N0 and 0 ≤ k ≤ 2γεΓε
Pλε
(
τ εΓε+k ≤ T ε
)
= Pλε
(Zε1 + · · ·+ ZεΓε+k ≤ Γε)
= Pλε
(Zε1 + · · ·+ ZεΓε+k − (Γε + k)EλεZε1
σε
√
Γε + k
≤ Γ
ε − (Γε + k)EλεZε1
σε
√
Γε + k
)
= Pλε
(
Xε1 + · · ·+ XεΓε+k
σε
√
Γε + k
≤ −k
σε
√
Γε + k
)
≤ Φ
( −k
σε
√
Γε + k
)
+
3ρˆ
σˆ3
√
Γε + k
= 1− Φ
(
k
σε
√
Γε + k
)
+
3ρˆ
σˆ3
√
Γε + k
,
and
Pλε
(
τ εΓε−k ≤ T ε
)
= Pλε
(Zε1 + · · ·+ ZεΓε−k ≤ Γε)
= Pλε
(Zε1 + · · ·+ ZεΓε−k − (Γε − k)EλεZε1
σε
√
Γε − k ≤
Γε − (Γε − k)EλεZε1
σε
√
Γε − k
)
= Pλε
(
Xε1 + · · ·+ XεΓε−k
σε
√
Γε − k ≤
k
σε
√
Γε − k
)
≤ Φ
(
k
σε
√
Γε − k
)
+
3ρˆ
σˆ3
√
Γε − k .
Lemma 7.14 Given any δ > 0 and any ℓ ∈ (0, 1/2), there exists ε0 ∈ (0, 1)
such that for any ε ∈ (0, ε0)
P2 =
(1+2γε)Γε∑
n=(1−2γε)Γε
Pλε (τ
ε
n ≤ T ε) ≤ C (Γε)
1
2
−ℓ + 2 (Γε)1−ℓ
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Proof. We rewrite P2 as
P2 =
(1+2γε)Γε∑
n=(1−2γε)Γε
Pλε (τ
ε
n ≤ T ε)
=
2γεΓε∑
k=1
Pλε
(
τ εΓε−k ≤ T ε
)
+ Pλε (τ
ε
Γε ≤ T ε) +
2γεΓε∑
k=1
Pλε
(
τ εΓε+k ≤ T ε
)
.
Then we use the upper bounds from Lemma 7.13 to get
P2 ≤
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
+
3ρˆ
σˆ3
√
Γε − k
]
+ 1
+
2γεΓε∑
k=1
[
1− Φ
(
k
σε
√
Γε + k
)
+
3ρˆ
σˆ3
√
Γε + k
]
≤ γεΓε 12ρˆ
σˆ3
√
(1− γε) Γε + 1 + 2γ
εΓε
+
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
≤ 24ρˆ
σˆ3
γε
√
Γε + 1 + 2γεΓε +
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
.
The sum of the first three terms is easily bounded according to
24ρˆ
σˆ3
γε
√
Γε + 1 + 2γεΓε ≤ C (Γε) 12−ℓ + 2 (Γε)1−ℓ .
We will show that the last term
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
is bounded above by a constant to complete the proof.
To prove this, we observe that for any k ≤ 2γεΓε, we may assume k ≤
Γε/2 by taking ε sufficiently small. Then we apply the Mean Value Theorem
and find∣∣∣∣Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)∣∣∣∣
≤ sup
x∈
[
k
σε
√
Γε−k ,
k
σε
√
Γε+k
]φ (x) ·
(
k
σε
√
Γε − k −
k
σε
√
Γε + k
)
,
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where φ (x)
.
= e−
x2
2 /
√
2π. Since 0 ≤ k ≤ Γε/2, we have
[
k
σε
√
Γε − k ,
k
σε
√
Γε + k
]
⊂
[
k
σε
√
Γε
,
√
2k
σε
√
Γε
]
.
Additionally, because φ (x) = e−
x2
2 /
√
2π is a monotone decreasing function
on [0,∞), we find that for any x ∈ [k/(σε√Γε − k), k/(σε√Γε + k)] ,
φ (x) ≤ φ
(
k
σε
√
Γε
)
=
1√
2π
e
− k
2
2(σε)2Γε .
On the other hand,
k√
Γε − k −
k√
Γε + k
=
k√
Γε

 1√
1− kΓε
− 1√
1 + kΓε


=
k√
Γε
√
1 + kΓε −
√
1− kΓε√
1− ( kΓε )2 ,
then we use the fact that
√
1 + x − √1− x ≤ 2x for all x ∈ [0, 1] and that
k ≤ Γε/2 implies
1√
1− ( kΓε )2 ≤
1√
1− 14
< 2
to get
k√
Γε − k −
k√
Γε + k
≤ 2k√
Γε
(
2
k
Γε
)
=
4k2
Γε
√
Γε
.
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Therefore we find
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
≤
2γεΓε∑
k=1
1√
2π
e
− k
2
2(σε)2Γε
4k2
σεΓε
√
Γε
=
4
σεΓε
2γεΓε∑
k=1
k2√
2πΓε
e
− k
2
2(σε)2Γε
≤ 4
σεΓε
2γεΓε∑
k=1
∫ k
k−1
(1 + x)2√
2πΓε
e
− x
2
2(σε)2Γε dx
≤ 4
Γε
∫ ∞
0
(1 + x)2√
2π (σε)2 Γε
e
− x
2
2(σε)2Γε dx
=
4
Γε
E
(
1 +X+
)2
,
where X ∼ N(0, (σε)2 Γε). Finally, since E (1 +X+)2 ≤ 2 + 2E (X2) =
2 + 2 (σε)2 Γε, this implies that
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
≤ 4
Γε
(
2 + 2 (σε)2 Γε
)
(7.4)
≤ 8 + 8ρˆ2/3,
where the last inequality is from
sup
ε∈(0,ε0)
σε = sup
ε∈(0,ε0)
(
Eλε (X
ε
1)
2
)1/2
≤ sup
ε∈(0,ε0)
(
Eλε |Xε1|3
)1/3
= ρˆ1/3.
Since according to Lemma 7.13 ρˆ1/3 is finite, we are done.
Lemma 7.15 Given any δ > 0 and any ℓ ∈ (0, 1/2), there exists ε0 ∈ (0, 1)
and a constant C <∞ such that for any ε ∈ (0, ε0)
R2
.
=
(1+2γε)Γε∑
n=(1−2γε)Γε
(2n + 1)Pλε (τ
ε
n ≤ T ε) ≤ 4 (Γε)2−ℓ + C (Γε)2(1−ℓ) .
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Proof. The proof of this lemma is very similar to the proof of Lemma 7.14.
We rewrite R2 as
R2 =
2γεΓε∑
k=1
(2Γε − 2k + 1)Pλε
(Zε1 + · · · + ZεΓε−k ≤ Γε)
+ (2Γε + 1)Pλε (Zε1 + · · ·+ ZεΓε ≤ Γε)
+
2γεΓε∑
k=1
(2Γε + 2k + 1)Pλε
(Zε1 + · · ·+ ZεΓε+k ≤ Γε) .
Then we use the upper bounds from Lemma 7.13 to get
R2 ≤
2γεΓε∑
k=1
(2Γε − 2k + 1)
[
Φ
(
k
σε
√
Γε − k
)
+
3ρˆ
σˆ3
√
Γε − k
]
+ (2Γε + 1)
+
2γεΓε∑
k=1
(2Γε + 2k + 1)
[
1− Φ
(
k
σε
√
Γε + k
)
+
3ρˆ
σˆ3
√
Γε + k
]
.
The next thing is to pair all the terms carefully and bound these pairs sep-
arately. We start with
2γεΓε∑
k=1
(2Γε − 2k + 1)Φ
(
k
σε
√
Γε − k
)
−
2γεΓε∑
k=1
(2Γε + 2k + 1)Φ
(
k
σε
√
Γε + k
)
= (2Γε + 1)
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
− 2
2γεΓε∑
k=1
k
[
Φ
(
k
σε
√
Γε − k
)
+Φ
(
k
σε
√
Γε + k
)]
≤ (2Γε + 1)
2γεΓε∑
k=1
[
Φ
(
k
σε
√
Γε − k
)
− Φ
(
k
σε
√
Γε + k
)]
≤ CΓε.
We use (7.4) for the last inequality.
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The second pair is
2γεΓε∑
k=1
(2Γε − 2k + 1) 3ρˆ
σˆ3
√
Γε − k +
2γεΓε∑
k=1
(2Γε + 2k + 1)
3ρˆ
σˆ3
√
Γε + k
=
2γεΓε∑
k=1
(Γε − k) 6ρˆ
σˆ3
√
Γε − k +
2γεΓε∑
k=1
(Γε + k)
6ρˆ
σˆ3
√
Γε + k
+
2γεΓε∑
k=1
3ρˆ
σˆ3
√
Γε − k +
2γεΓε∑
k=1
3ρˆ
σˆ3
√
Γε + k
=
6ρˆ
σˆ3
2γεΓε∑
k=1
(√
Γε − k +√Γε + k
)
+
3ρˆ
σˆ3
2γεΓε∑
k=1
(
1√
Γε − k +
1√
Γε + k
)
.
Using k ≤ Γε/2
6ρˆ
σˆ3
2γεΓε∑
k=1
(√
Γε − k +√Γε + k
)
≤ 6ρˆ
σˆ3
2γεΓε∑
k=1
2
√
2Γε ≤ CγεΓε
√
Γε,
Moreover,
3ρˆ
σˆ3
2γεΓε∑
k=1
(
1√
Γε − k +
1√
Γε + k
)
≤ 3ρˆ
σˆ3
2γεΓε∑
k=1
2 ≤ CγεΓε
which implies
2γεΓε∑
k=1
(2Γε − 2k + 1) 3ρˆ
σˆ3
√
Γε − k +
2γεΓε∑
k=1
(2Γε + 2k + 1)
3ρˆ
σˆ3
√
Γε + k
≤ CγεΓε
√
Γε + CγεΓε
≤ C (Γε) 32−ℓ .
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The third term is
2γεΓε∑
k=1
(2Γε + 2k + 1) + (2Γε + 1)
= (2Γε + 1) 2γεΓε + 2
2γεΓε∑
k=1
k + (2Γε + 1)
= (2Γε + 1) 2γεΓε + 2
(2γεΓε + 1) 2γεΓε
2
+ (2Γε + 1)
= 4γε (Γε)2 + 2γεΓε + 4 (γεΓε)2 + 2γεΓε + (2Γε + 1)
≤ 4γε (Γε)2 + C (γεΓε)2
= 4 (Γε)2−ℓ + C (Γε)2(1−ℓ) ,
where the inequality holds since for ℓ ∈ (0, 1/2), 2− 2ℓ ≥ 1 and this implies
that
(2Γε + 1) ≤ C (γεΓε)2 .
Lastly, combining all the pairs and the corresponding upper bounds, we
find that for any ℓ ∈ (0, 1/2),
R2 ≤
[
4 (Γε)2−ℓ + C (Γε)2(1−ℓ)
]
+ CΓε + C (Γε)
3
2
−ℓ
≤ 4 (Γε)2−ℓ + C (Γε)2(1−ℓ) ,
where C is a constant which depends on ℓ only (and in particular is inde-
pendent of ε).
7.3 Asymptotics of moments of N ε(T ε)
In this subsection, we prove Lemma 7.2 and Lemma 7.3.
Proof of Lemma 7.2. First, recall that
Eλε (N
ε (T ε)) =
∞∑
n=0
Pλε (τ
ε
n ≤ T ε) = P1 +P2 +P3,
where the Pi are defined in (7.2). We can simply bound P3 from above by
(1− 2γε) Γε. Applying Lemma 7.9 and Lemma 7.14 for the other terms, we
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have for any ℓ ∈ (0, 1/2) that
Eλε (N
ε (T ε))
≤ C (Γε)2ℓ e− 12 (Γε)1−2ℓ +
(
C (Γε)
1
2
−ℓ + 2 (Γε)1−ℓ
)
+ (1− 2γε) Γε
= Γε + C (Γε)
1
2
−ℓ + C (Γε)2ℓ e−
1
2
(Γε)1−2ℓ
=
T ε
Eλετ
ε
1
+ C (Γε)
1
2
−ℓ + C (Γε)2ℓ e−
1
2
(Γε)1−2ℓ .
On the other hand, from the definition of N ε (T ε) , Eλετ
ε
Nε(T ε) ≥ T ε. Using
Wald’s first identity, we find
Eλετ
ε
Nε(T ε) = Eλε

Nε(T ε)∑
n=1
(
τ εn − τ εn−1
) = Eλε (N ε (T ε)) · Eλετ ε1 .
Hence
Eλε (N
ε (T ε))
T ε
≥ 1
Eλετ
ε
1
and
0 ≤ Eλε (N
ε (T ε))
T ε
− 1
Eλετ
ε
1
≤ 1
T ε
[
C (Γε)
1
2
−ℓ + C (Γε)2ℓ e−
1
2
(Γε)1−2ℓ
]
.
Therefore,
lim inf
ε→0
−ε log
∣∣∣∣Eλε (N ε (T ε))T ε − 1Eλετ ε1
∣∣∣∣
≥ lim inf
ε→0
−ε log
[
1
T ε
(
C (Γε)
1
2
−ℓ + (Γε)2ℓ e−
1
2
(Γε)1−2ℓ
)]
.
It remains to find an appropriate lower bound for the liminf.
We use (6.2), Lemma 7.5 and Remark 7.10 to find that for any ℓ ∈ (0, 1/2)
lim inf
ε→0
−ε log
[
1
T ε
(
C (Γε)
1
2
−ℓ + (Γε)2ℓ e−
1
2
(Γε)1−2ℓ
)]
≥ lim inf
ε→0
−ε log
(
1
T ε
)
+min
{
lim inf
ε→0
−ε log (Γε) 12−ℓ , lim inf
ε→0
−ε log
(
(Γε)2ℓ e−
1
2
(Γε)1−2ℓ
)}
= c+min
{(
1
2
− ℓ
)
(hδ − c) ,∞
}
= c+
(
1
2
− ℓ
)
(hδ − c) .
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Sending ℓ to 1/2,
lim inf
ε→0
−ε log
∣∣∣∣Eλε (N ε (T ε))T ε − 1Eλετ ε1
∣∣∣∣ ≥ c.
Proof of Lemma 7.3. Recall that
Eλε (N
ε (T ε))2 =
∞∑
n=0
(2n + 1)Pλε (τ
ε
n ≤ t) = R1 +R2 +R3
where the Ri are defined in (7.3). We can bound R3 from above by
(1−2γε)Γε−1∑
n=0
(2n+ 1)
= 2
((1− 2γε) Γε − 1) (1− 2γε) Γε
2
+ (1− 2γε) Γε
=
(
1− 4γε + 4 (γε)2
)
(Γε)2 .
Applying Lemma 7.9 and Lemma 7.15, we have for any ℓ ∈ (0, 1/2) that
Eλε (N
ε (T ε))2
≤ C (Γε)1+2ℓ e− 12 (Γε)1−2ℓ +
[
4 (Γε)2−ℓ + C (Γε)2(1−ℓ)
]
+
(
1− 4γε + 4 (γε)2
)
(Γε)2
≤ (Γε)2 +C (Γε)2(1−ℓ) + C (Γε)1+2ℓ e− 12 (Γε)1−2ℓ .
As in the proof of Lemma 7.2
Eλε (N
ε (T ε)) ≥ T
ε
Eλετ
ε
1
= Γε.
Thus for any ℓ ∈ (0, 1/2)
Varλε (N
ε (T ε))
= Eλε (N
ε (T ε))2 − (Eλε (N ε (T ε)))2
≤ Eλε (N ε (T ε))2 − (Γε)2
≤
[
(Γε)2 + C (Γε)2(1−ℓ) +C (Γε)1+2ℓ e−
1
2
(Γε)1−2ℓ
]
− (Γε)2
= C (Γε)2(1−ℓ) + C (Γε)1+2ℓ e−
1
2
(Γε)1−2ℓ .
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Again we use (6.2), Lemma 7.5 and Remark 7.10 to find that for any ℓ ∈
(0, 1/2),
lim inf
ε→0
−ε log Varλε (N
ε (T ε))
T ε
≥ lim inf
ε→0
−ε log 1
T ε
+min
{
lim inf
ε→0
−ε log (Γε)2(1−ℓ) , lim inf
ε→0
−ε log
(
(Γε)1+2ℓ e−
1
2
(Γε)1−2ℓ
)}
= c+min {2 (1− ℓ) (hδ − c) ,∞}
= c+ 2 (1− ℓ) (hδ − c)
= 2 (1− ℓ)hδ + (2ℓ− 1) c.
Sending ℓ to 1/2 gives
lim inf
ε→0
−ε log Varλε (N
ε (T ε))
T ε
≥ hδ,
and we are done.
8 Large Deviation Type Lower Bounds
In this section we collect results from the previous sections to prove the main
results of the paper, Theorems 4.2 and 4.4, which give large deviation upper
bounds on the bias under the empirical measure and the variance per unit
time. We also give the proof of Theorem 4.6, which shows how to simplify
some expressions appearing in the large deviation bounds. Before giving the
proof of the first result we establish Lemma 8.1 and Lemma 8.2, which are
needed in the proof of Theorems 4.2. Recall that for any n ∈ N
Sεn
.
=
∫ τεn
τεn−1
e−
1
ε
f(Xεt )1A (X
ε
t ) dt.
Lemma 8.1 Given a compact set A ⊂M , for any δ > 0 sufficiently small
lim inf
ε→0
−ε log
∣∣∣∣EλεN ε (T ε)T ε EλεSε1 −
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ.
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Proof. To begin, by Lemma 4.1 with g (x) = e−
1
ε
f(x)1A (x), we know that
for any δ sufficiently small and ε > 0,
EλεS
ε
1 = Eλε
(∫ τε1
0
e−
1
ε
f(Xεs )1A (X
ε
s ) ds
)
= Eλετ
ε
1 ·
∫
e−
1
ε
f(x)1A (x)µ
ε (dx) .
This implies that∣∣∣∣Eλε (N ε (T ε))T ε EλεSε1 −
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣
=
∫
e−
1
ε
f(x)1A (x)µ
ε (dx) ·Eλετ ε1 ·
∣∣∣∣Eλε (N ε (T ε))T ε − 1Eλετ ε1
∣∣∣∣ .
Hence, by (6.1), Lemma 7.2 and Theorem 7.4, we find that there exists
δ0 ∈ (0, 1) such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
∣∣∣∣Eλε (N ε (T ε))T ε EλεSε1 −
∫
e−
1
ε
f(x)1A (x) ν
ε (dx)
∣∣∣∣
≥ lim inf
ε→0
−ε log
(∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
+ lim inf
ε→0
−ε logEλετ ε1
+ lim inf
ε→0
−ε log
∣∣∣∣Eλε (N ε (T ε))T ε − 1Eλετ ε1
∣∣∣∣
≥ lim inf
ε→0
−ε log
(∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
+ c− hδ.
It remains to show that
lim inf
ε→0
−ε log
(∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
≥ inf
x∈A
[f (x) +W (x)]−min
j∈L
W (Oj) .
Since A is compact, for any δ˜ > 0 we can cover it by a finitely many open
balls Bδ˜ (ym) with ym ∈ A for all m ∈ {1, . . . , nδ˜} for some nδ˜ <∞. For this
given δ˜, we apply Theorem 4.3 in [8, Chapter 6] to find that for any ξ > 0
and any m
µε
(
Bδ˜ (ym)
) ≤ e− 1ε(W (ym)−minj∈LW (Oj)−ξ)
for all ε sufficiently small. Since∫
e−
1
ε
f(x)1A (x)µ
ε (dx) ≤ nδ˜ max
m∈{1,...,nδ˜}
[
e
− 1
ε
infx∈B
δ˜
(ym) f(x)µε
(
Bδ˜ (ym)
)]
,
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the previous display gives
lim inf
ε→0
−ε log
(∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
≥ min
m∈{1,...,nδ˜}
[
inf
x∈Bδ˜(ym)
f (x) +W (ym)
]
−min
j∈L
W (Oj)− ξ.
We complete the proof by sending ξ to 0 and then δ˜ to 0, and noting that
according to Remark 3.14 minj∈LW (Oj) = W (O1).
In the application of Wald’s identity a difficulty arises in that, owing
to the randomness of N ε (T ε), SεNε(T ε) need not have the same distribution
as Sε1. Since as we will see the expected value of this quantity is needed
to bound an error in the use of Wald’s identity, we will need to identify a
related decay rate.
Lemma 8.2 Given a compact set A ⊂M , for all δ > 0 sufficiently small
lim inf
ε→0
−ε log
EλεS
ε
Nε(T ε)
T ε
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ.
Proof. The main idea of the proof comes from [13, Theorem 3.16].
Given any ε > 0, we define gε (t)
.
= EλεS
ε
Nε(t) for any t ≥ 0. Conditioning
on τ ε1 yields
gε (t) =
∫ ∞
0
Eλε
[
SεNε(t)|τ ε1 = x
]
dF ε (x) ,
where F ε (·) is the distribution function of τ ε1 . Note that
Eλε
[
SεNε(t)|τ ε1 = x
]
=
{
gε (t− x) if x ≤ t
Eλε [S
ε
1|τ ε1 = x] if x > t
,
which implies
gε (t) =
∫ t
0
gε (t− x) dF ε (x) + hε (t) ,
with
hε (t) =
∫ ∞
t
Eλε [S
ε
1|τ ε1 = x] dF ε (x) .
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Since EλεS
ε
1 =
∫∞
0 Eλε [S
ε
1|τ ε1 = x] dF ε (x) < ∞, we have hε (t) ≤ EλεSε1
for all t ≥ 0. Moreover, if we apply Hölder’s inequality first and then the
conditional Jensen’s inequality, we find that for all t ≥ 0,
hε (t) =
∫ ∞
t
Eλε [S
ε
1|τ ε1 = x] dF ε (x)
≤
(∫ ∞
t
(Eλε [S
ε
1|τ ε1 = x])2 dF ε (x)
)1
2
(∫ ∞
t
12dF ε (x)
) 1
2
≤ (1− F ε (t)) 12
(∫ ∞
t
Eλε
[
(Sε1)
2 |τ ε1 = x
]
dF ε (x)
)1
2
≤ (1− F ε (t)) 12
(
Eλε (S
ε
1)
2
) 1
2
.
For ℓ ∈ (0, c − h) let U ε .= e 1ε ℓEλετ ε1 . According to Theorem 7.4, there
exists ε0 ∈ (0, 1) and a constant c˜ > 0 such that
1− F ε (U ε) = Pλε
(
τ ε1
Eλετ
ε
1
> e
1
ε
ℓ
)
≤ e−c˜e
1
ε ℓ
for any ε ∈ (0, ε0). Also by Theorem 7.4, U ε < T ε for all ε small enough.
Hence for any t ≥ U ε,
1− F ε (t) ≤ 1− F ε (U ε) ≤ e−c˜e
1
ε ℓ and hε (t) ≤ e−c˜e
1
ε ℓ/2
(
Eλε (S
ε
1)
2
) 1
2
.
By Proposition 3.4 in [13], we know that for any ε > 0, for t ∈ [0,∞)
gε (t) = hε (t) +
∫ t
0
hε (t− x) dmε (x) ,
where
mε (t)
.
=
∫ ∞
0
Eλε [N
ε (t) |τ ε1 = x] dF ε (x) = Eλε (N ε (t)) .
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This implies
EλεS
ε
Nε(T ε)
T ε
=
gε (T ε)
T ε
=
hε (T ε)
T ε
+
1
T ε
∫ T ε−Uε
0
hε (T ε − x) dmε (x)
+
1
T ε
∫ T ε
T ε−Uε
hε (T ε − x) dmε (x) ,
≤ EλεS
ε
1
T ε
+ (1− F ε (U ε)) 12
(
Eλε (S
ε
1)
2
) 1
2 mε (T ε − U ε)
T ε
+EλεS
ε
1
mε (T ε)−mε (T ε − U ε)
T ε
,
where we use hε (t) ≤ EλεSε1 to bound the first term and the third term, and
hε (t) ≤ e−c˜e
1
ε ℓ/2(Eλε (S
ε
1)
2)1/2 for any t ≥ U ε for the second term.
To calculate the decay rate of the first term, we apply Lemma 4.1 to find
that
lim inf
ε→0
−ε log EλεS
ε
1
T ε
(8.1)
= lim inf
ε→0
−ε log
(
1
T ε
Eλετ
ε
1 ·
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
≥ lim inf
ε→0
−ε log
(∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
)
+ lim inf
ε→0
−ε log Eλετ
ε
1
T ε
= inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ.
For the decay rate of the second term, given any δ > 0
lim inf
ε→0
−ε log
(
e−c˜e
1
ε ℓ
(
Eλε (S
ε
1)
2
) 1
2 mε (T ε − U ε)
T ε
)
(8.2)
= c˜ lim inf
ε→0
εe
1
ε
ℓ + lim inf
ε→0
−ε log
((
Eλε (S
ε
1)
2
) 1
2 mε (T ε − U ε)
T ε
)
=∞,
where the last equality holds since ℓ > 0 implies lim infε→0 εe
1
ε
ℓ = ∞ and
also because Lemma 6.27 and Lemma 7.2 ensure the finiteness of
lim infε→0−ε log((Eλε (Sε1)2)1/2mε(T ε − U ε)/T ε).
For the last term, note that for any ε fixed, the renewal function mε (t)
is subadditive in t (see for example Lemma 1.2 in [12]), so we have mε (T ε)−
mε (T ε − U ε) ≤ mε (U ε) . Thus we apply by Lemma 7.2 and Theorem 7.4 to
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find that for the δ > 0,
lim inf
ε→0
−ε log
(
EλεS
ε
1
mε (T ε)−mε (T ε − U ε)
T ε
)
≥ lim inf
ε→0
−ε log
(
EλεS
ε
1
mε (U ε)
U ε
U ε
T ε
)
≥ lim inf
ε→0
−ε logEλεSε1 + lim inf
ε→0
−ε log m
ε (U ε)
U ε
+ lim inf
ε→0
−ε log U
ε
T ε
= lim inf
ε→0
−ε logEλεSε1 + lim inf
ε→0
−ε log Eλε (N
ε (U ε))
U ε
+ lim inf
ε→0
−ε log e
1
ε
ℓEλετ
ε
1
T ε
≥
(
inf
x∈A
[f (x) +W (x)]−W (O1)− hδ
)
+ hδ + (−ℓ− hδ + c)
= inf
x∈A
[f (x) +W (x)]−W (O1) + (c− hδ − ℓ) .
Sending ℓ to 0, we have
lim inf
ε→0
−ε log
(
EλεS
ε
1
mε (T ε)−mε (T ε − U ε)
T ε
)
(8.3)
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ .
Putting the bounds (8.1), (8.2) and (8.3) together gives that for any δ > 0
lim inf
ε→0
−ε log
EλεS
ε
Nε(T ε)
T ε
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ.
Proof of Theorem 4.2. Recall that
1
T ε
Nε(T ε)−1∑
n=1
Sεn ≤
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt ≤
1
T ε
Nε(T ε)∑
n=1
Sεn,
where
Sεn =
∫ τεn
τεn−1
e−
1
ε
f(Xεt )1A (X
ε
t ) dt.
Then we apply Wald’s first identity to obtain
Eλε

Nε(T ε)−1∑
n=1
Sεn

 = Eλε

Nε(T ε)∑
n=1
Sεn

− EλεSεNε(T ε)
= Eλε (N
ε (T ε))EλεS
ε
1 − EλεSεNε(T ε).
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Thus∣∣∣∣Eλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
−
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣
≤
∣∣∣∣Eλε (N ε (T ε))T ε EλεSε1 −
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣+ EλεSεNε(T ε)T ε .
Therefore, by Lemma 8.1 and Lemma 8.2 we have
lim inf
ε→0
−ε log
∣∣∣∣Eλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
−
∫
e−
1
ε
f(x)1A (x)µ
ε (dx)
∣∣∣∣
≥ inf
x∈A
[f (x) +W (x)]−W (O1) + c− hδ.
The following lemma bounds quantities that will arise in the proof of
Theorem 4.4.
Lemma 8.3 Let h
.
= minℓ∈L\{1} V (O1, Oℓ),
R
(2)
1
.
= 2 inf
x∈A
[f (x) + V (O1, x)]− h,
and for j ∈ L \ {1}
R
(2)
j
.
= 2 inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)− 2W (O1)
+W (O1 ∪Oj) .
Then
2 inf
x∈A
[f (x) +W (x)]− 2W (O1)− h ≥ min
j∈L
R
(2)
j .
Proof. By the definition of W (x),
2 inf
x∈A
[f (x) +W (x)]− 2W (O1)− h
= 2 inf
x∈A
[
f (x) + min
j∈L
(V (Oj , x) +W (Oj))
]
− 2W (O1)− h
= min
j∈L
(
2 inf
x∈A
[f (x) + V (Oj , x)] + 2W (Oj)− 2W (O1)− h
)
.
Define Qj
.
= 2 infx∈A [f (x) + V (Oj , x)] + 2W (Oj) − 2W (O1)− h. Then it
suffices to show that Qj ≥ R(2)j for all j ∈ L.
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For j = 1, Q1 = 2 infx∈A [f (x) + V (O1, x)]− h = R(2)1 . For j ∈ L \ {1},
Qj ≥ R(2)j if and only if W (Oj)− h ≥W (O1 ∪Oj) . Recall that
W (Oj) = min
g∈G(j)

 ∑
(m→n)∈g
V (Om, On)


and
W (O1 ∪Oj) = min
g∈G(1,j)

 ∑
(m→n)∈g
V (Om, On)

 .
Therefore, for any g˜ ∈ G (j) such that
W (Oj) =
∑
(m→n)∈g˜
V (Om, On) ,
if we remove the arrow starting from 1, and assume that it goes to i, then it
is easy to see that gˆ
.
= g˜ \ {(1, i)} ∈ G(1, j). Since V (O1, Oj) ≥ h, we find
that
W (Oj)− h =
∑
(m→n)∈g˜
V (Om, On)− h
=
∑
(m→n)∈gˆ
V (Om, On) + V (O1, Oj)− h
≥ min
g∈G(1,j)

 ∑
(m→n)∈g
V (Om, On)


= W (O1 ∪Oj) .
Proof of Theorem 4.4. We begin with the observation that is for any
random variables X,Y and Z satisfying 0 ≤ Y − Z ≤ X ≤ Y,
Var (X) = EX2 − (EX)2 ≤ EY 2 − (E (Y − Z))2
= Var (Y ) + 2EY · EZ − (EZ)2 ≤ Var (Y ) + 2EY · EZ.
Since
0 ≤ 1
T ε
Nε(T ε)∑
n=1
Sεn−
1
T ε
SεNε(T ε) ≤
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt ≤
1
T ε
Nε(T ε)∑
n=1
Sεn,
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we have
Varλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
≤ Varλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

+ 2Eλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

 EλεSεNε(T ε)
T ε
,
and with the help of (6.2)
lim inf
ε→0
−ε log
(
Varλε
(
1
T ε
∫ T ε
0
e−
1
ε
f(Xεt )1A (X
ε
t ) dt
)
T ε
)
≥ min

lim infε→0 −ε log

Varλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

T ε

 ,
lim inf
ε→0
−ε log

Eλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

 EλεSεNε(T ε)
T ε
T ε



 .
We complete the proof by showing
lim inf
ε→0
−ε log

Varλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

T ε

 ≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
− η
and
lim inf
ε→0
−ε log

Eλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

 EλεSεNε(T ε)
T ε
T ε


≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
,
where we recall
R
(1)
j
.
= inf
x∈A
[2f (x) + V (Oj , x)] +W (Oj)−W (O1) ,
R
(2)
1
.
= 2 inf
x∈A
[f (x) + V (O1, x)]− h,
and for j ∈ L \ {1}
R
(2)
j
.
= 2 inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)− 2W (O1)
+W (O1 ∪Oj) .
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For the second term, we apply Wald’s first identity, Lemma 8.1 and
Lemma 8.2 to find
lim inf
ε→0
−ε log

Eλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

 EλεSεNε(T ε)
T ε
T ε


≥ lim inf
ε→0
−ε log T ε + lim inf
ε→0
−ε logEλε

 1
T ε
Nε(T ε)∑
n=1
Sεn


+ lim inf
ε→0
−ε log
EλεS
ε
Nε(T ε)
T ε
≥ −c+ inf
x∈A
[f (x) +W (x)]−W (O1)
+
(
inf
x∈A
[f (x) +W (x)]−W (O1) + (c− hδ)
)
= 2 inf
x∈A
[f (x) +W (x)]− 2W (O1)− hδ
≥ min
j∈L
R
(2)
j ≥ minj∈L
(
R
(1)
j ∧R(2)j
)
.
The second to last inequality is from Lemma 8.3 and hδ < h.
Turning to the first term, we can bound the variance by (5.2):
Varλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

T ε
≤ 2Eλε (N
ε (T ε))
T ε
VarλεS
ε
1 + 2
Varλε (N
ε (T ε))
T ε
(EλεS
ε
1)
2
≤ 2Eλε (N
ε (T ε))
T ε
Eλε (S
ε
1)
2 + 2
Varλε (N
ε (T ε))
T ε
(EλεS
ε
1)
2 .
Moreover, if we use Lemma 7.2 and Lemma 6.27, then we know that given
η > 0, there exists δ0 ∈ (0, 1), such that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log
[
Eλε (N
ε (T ε))
T ε
Eλε (S
ε
1)
2
]
≥ lim inf
ε→0
−ε log Eλε (N
ε (T ε))
T ε
+ lim inf
ε→0
−ε logEλε (Sε1)2
≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
+ hδ − h− η ≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
− η.
In addition, we can apply Lemma 7.3 and Lemma 4.1 as in (8.1) to show
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that for any δ > 0 sufficiently small
lim inf
ε→0
−ε log
[
Varλε (N
ε (T ε))
T ε
(EλεS
ε
1)
2
]
≥ lim inf
ε→0
−ε log Varλε (N
ε (T ε))
T ε
+ 2 lim inf
ε→0
−ε logEλεSε1
= 2 inf
x∈A
[f (x) +W (x)]− 2W (O1)− hδ
≥ min
j∈L
R
(2)
j + h− hδ ≥ minj∈L
(
R
(1)
j ∧R(2)j
)
.
The second last inequality comes from Lemma 8.3 and h > hδ .
Hence, we find that for any δ ∈ (0, δ0)
lim inf
ε→0
−ε log

Varλε

 1
T ε
Nε(T ε)∑
n=1
Sεn

T ε

 ≥ min
j∈L
(
R
(1)
j ∧R(2)j
)
− η,
and we are done.
Proof of Theorem 4.6. Parts 1, 2 and 3 are from Theorem 4.3, Lemma
4.3 (b) and Theorem 6.1 in [8, Chapter 6], respectively.
We now turn to part 4. Before giving the proof, we state a result from
[8]. The result is Lemma 4.3 (c) in [8, Chapter 6], which says that for any
unstable equilibrium point Oj , there exists a stable equilibrium point Oi such
that
W (Oj) = W (Oi) + V (Oi, Oj).
Now suppose that
min
j∈L
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
)
is attained at some ℓ ∈ L such that Oℓ is unstable (i.e., ℓ ∈ L\Ls). Then since
there exists a stable equilibrium point Oi (i.e., i ∈ Ls) such that W (Oℓ) =
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W (Oi) + V (Oi, Oℓ) we find
min
j∈L
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
)
= inf
x∈A
[f (x) + V (Oℓ, x)] +W (Oℓ)
= inf
x∈A
[f (x) + V (Oℓ, x)] + V (Oi, Oℓ) +W (Oi)
≥ inf
x∈A
[f (x) + V (Oi, x)] +W (Oi)
≥ min
j∈Ls
(
inf
x∈A
[f (x) + V (Oj , x)] +W (Oj)
)
≥ min
j∈L
(
inf
x∈A
[f (x) + V (Oj, x)] +W (Oj)
)
.
The first inequality is from dynamic programming inequality. Therefore, the
minimum is also attained at i ∈ Ls and minj∈LR(1)j = minj∈Ls R(1)j .
9 Exponential Return Law and Tail Behavior
In this section we give the proof of Theorem 7.4, which was the key fact
needed to obtain bounds on the distribution of N ε(T ε). A result of this type
first appears in [4], which asserts that the time needed to escape from an open
subset of the domain of attraction of a stable equilibrium point that contains
the equilibrium point has an asymptotically exponential distribution. [4]
also proves a nonasymptotic bound on the tail of the probability of escape
before a certain time that is also of exponential form. Theorem 7.4 is a more
complicated statement, in that it asserts the asymptotically exponential form
for the return time to the neighborhood of O1. To prove this we build on
the results of [4], and decompose the return time into times of transitions
between equilibrium points. This in turn will require the proof of a number
of related results, such as establishing the independence of certain estimates
with respect to initial distributions.
The existence of an exponentially distributed first hitting time is a central
topic in the theory of quasistationary distributions. For a recent book length
treatment of the topic we refer to [3]. However, so far as we can tell the types
of situations we encounter are not covered by existing results, and so as noted
we will develop what we need by using the results of [4] as the starting point.
For any j ∈ Ls, define υεj as the hitting time of Bδ(Ok) for some k ∈
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L \ {j}, i.e.,
υεj
.
= inf
{
t > 0 : Xεt ∈ ∪k∈L\{j}∂Bδ(Ok)
}
.
We will prove the following result for first hitting times, and later extend to
return times.
Lemma 9.1 For any δ > 0 sufficiently small and x ∈ Bδ(Oj) with j ∈ Ls
lim
ε→0
ε logExυ
ε
j = min
y∈∪k∈L\{j}∂Bδ(Ok)
V (Oj , y) and
υεj
Exυεj
d→ Exp(1).
Moreover, there exists ε0 ∈ (0, 1) and a constant c˜ > 0 such that
Px
(
υεj
Exυεj
> t
)
≤ e−c˜t
for any t > 0 and any ε ∈ (0, ε0).
The organization of this section is as follows.
• Prove the first part of Lemma 9.1 that is concerned with mean first
hitting times in subsection 9.1.
• Prove the second part of Lemma 9.1 that is concerned with an asymp-
totically exponential distribution but when starting with a special dis-
tribution in Subsection 9.2.
• Prove the third part of Lemma 9.1 that is concerned with bounds on
the tail of the escape time but when starting with a special distribution
in Subsection 9.3.
• Extend the second and third parts of Lemma 9.1 to general initial
distributions in Subsection 9.4.
• Extend Lemma 9.1 to return times in Subsection 9.5.
9.1 Mean first hitting time
Lemma 9.2 For any δ > 0 sufficiently small and x ∈ Bδ(Oj) with j ∈ Ls
lim
ε→0
ε logExυ
ε
j = min
y∈∪k∈L\{j}∂Bδ(Ok)
V (Oj , y). (9.1)
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Proof. For the given j ∈ Ls let Dj denote the corresponding domain of
attraction. We claim there is k ∈ L \ Ls such that
hj
.
= inf
y∈∂Dj
V (Oj , y) = V (Oj , Ok).
Since V (Oj , ·) is continuous and ∂Dj is compact, there is a point y∗ ∈ ∂Dj
such that hj = V (Oj , y
∗). If y∗ ∈ ∪k∈L\LsOk then we are done. If this is not
true, then since y∗ /∈ (∪k∈LsDk)∪(∪k∈L\LsOk), and since the solution to φ˙ =
b(φ), φ(0) = y∗ must converge to ∪k∈LOk as t→∞, it must in fact converge
to a point in ∪k∈L\LsOk, say Ok. Since such trajectories have zero cost,
by a standard argument for any ε > 0 we can construct by concatenation
a trajectory that connects Oj to Ok in finite time and with cost less than
hj + ε. Since ε > 0 is arbitrary we have hj = V (Oj , Ok).
There may be more than one l ∈ L \ Ls such that Ol ∈ ∂Dj and hj =
V (Oj , Ol), but we can assume that for some k ∈ L \ Ls and y¯ ∈ ∂Bδ(Ok)
we attain the min in (9.1). Then h¯j
.
= V (Oj , y¯) ≤ hj , and we need to show
limε→0 ε logExυ
ε
j = h¯j .
Given s < h¯j , let Dj(s) = {x : V (Oj , x) ≤ s} and assume s is large
enough that Bδ(Oj) ⊂ Dj(s)◦. Then Dj(s) ⊂ D◦j is closed and contained in
the open set Dj \∪l∈L\{j}Bδ(Ol), and thus the time to reach ∂Dj(s) is never
greater than υεj . Given η > 0 we can find a set D
η
j (s) that is contained in
Dj(s) and satisfies the conditions of [8, Theorem 4.1, Chapter 4], and also
infz∈∂Dηj (s) V (Oj , z) ≥ s− η. Thus
lim inf
ε→0
ε logExυ
ε
j ≥ lim inf
ε→0
ε logEx inf{t ≥ 0 : Xεt ∈ ∂Dηj (s)} ≥ s− η.
Letting η ↓ 0 and then s ↑ h¯j gives lim infε→0 ε logExυεj ≥ h¯j .
For the reverse inequality we also adapt an argument from the proof of
[8, Theorem 4.1, Chapter 4]. One can find T1 <∞ such that the probability
for Xεt to reach ∪l∈LBδ(Ol) by time T1 from any x ∈ M \ ∪l∈LBδ(Ol) is
bounded below by 1/2. (This follows easily from the law of large numbers
and that all trajectories of the noiseless system reach ∪l∈LBδ/2(Ol) in some
finite time that is bounded uniformly in x ∈ M \ ∪l∈LBδ(Ol).) Also, given
η > 0 there is T2 <∞ and ε0 > 0 such that Px{Xεt reaches ∂Bδ(Ok) before
T2} ≥ exp−(h¯j + η)/ε for all x ∈ ∂Bδ(Oj). It then follows from the strong
Markov property that for any x ∈M \ ∪l∈LBδ(Ol)
Px{υεj ≤ T1 + T2} ≥
1
2
e−
1
ε
(h¯j+η).
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Using the ordinary Markov property we have
Exυ
ε
j ≤
∞∑
n=0
(n+ 1)(T1 + T2)Px{n(T1 + T2) < υεj ≤ (n+ 1)(T1 + T2)}
= (T1 + T2)
∞∑
n=0
Px{υεj > n(T1 + T2)}
≤ (T1 + T2)
∞∑
n=0
[
1− inf
x∈M\∪l∈LBδ(Ol)
Px{υεj ≤ T1 + T2}
]n
= (T1 + T2)
(
inf
x∈M\∪l∈LBδ(Ol)
Px{υεj ≤ T1 + T2}
)−1
≤ 2(T1 + T2)e
1
ε
(h¯j+η).
Thus lim supε→0 ε logExυ
ε
j ≤ h¯j + η, and letting η ↓ 0 completes the proof.
9.2 Asymptotically exponential distribution
Lemma 9.3 For each j ∈ Ls there is a distribution uε on ∂B2δ(Oj) such
that
υεj
Euευεj
d→ Exp(1).
Proof. To simplify notation and since it plays no role, we write j = 1
throughout the proof. We call ∂Bδ (O1) and ∂B2δ (O1) the inner and outer
rings of O1 and denote them by B1 and B2. We can then decompose the
hitting time as
υε1 =
N ε−1∑
k=1
θεk + ζ
ε, (9.2)
where θεk is the k-th amount of time that the process travels from the
outer ring to the inner ring and back without visiting ∪j∈L\{1}∂Bδ(Oj),
ζε is the amount of time that the process travels from the outer ring di-
rectly to ∪j∈L\{1}∂Bδ(Oj) without visiting the inner ring, and N ε − 1 is
the number of times that the process goes back and forth between the in-
ner ring and outer ring. (It is assumed that δ > 0 is small enough that
B2δ (O1) ⊂M \∪j∈L\{1}∂B2δ(Oj).) Note that θεk grows exponentially of the
order δ, due to the time taken to travel from the inner ring to the outer ring,
and ζε is uniformly bounded in expected value.
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For any set A, define the first hitting time by
τ (A)
.
= inf {t > 0 : Xεt ∈ A} .
Consider the conditional transition probability from x ∈ B2 to y ∈ B1 given
by
ψε1 (dy|x) .= P
(
Xετ(B1) ∈ dy|Xε0 = x, Xεt /∈ ∪j∈L\{1}∂Bδ(Oj), t ∈ [0, τ(B1))]
)
,
and the transition probability from y ∈ B1 to x ∈ B2 given by
ψε2 (dx|y) .= P
(
Xετ(B2) ∈ dx|Xε0 = y
)
.
Then we can create a transition probability from x ∈ B2 to y ∈ B2 by
ψε (dy|x) .=
∫
B1
ψε2 (dy|z)ψε1 (dz|x) .
Since B2 is compact and {Xεt }t is non-degenerate and Feller, there exists
an invariant measure uε ∈ P (B2) with respect to the transition probability
ψε (dy|x) . If we start with the distribution uε on B2, then it follows from the
definition of uε and the strong Markov property that the {θεk}k<N ε are iid.
Moreover, the indicators of escape (i.e., 1{τ(∪j∈L\{1}∂Bδ(Oj))=τ(∪j∈L∂Bδ(Oj))})
are iid Bernoulli, and we write them as Y εk , where
Puε(Y
ε
k = 1) = e
−hε1(δ)/ε,
where δ > 0 is from the construction, hε1(δ) → h1(δ) as ε→ 0 and h1(δ) ↑ h1
as δ ↓ 0 with h1 = minj∈Ls\{1} V (O1, Oj). Note that
N ε = min {k ∈ N : Y εk = 1} .
We therefore have
Puε(N ε = k) = (1− e−hε1(δ)/ε)k−1e−hε1(δ)/ε,
and thus
Euευ
ε
1 = Euε

N ε−1∑
j=1
θεj

+ Euεζε = Euε(N ε − 1)Euεθε1 + Euεζε,
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where the second equality comes from Wald’s identity. Using
∑∞
k=1 ka
k−1 =
1/(1 − a)2 for a ∈ [0, 1), we also have
EuεN ε =
∞∑
k=1
k(1− e−hε1(δ)/ε)k−1e−hε1(δ)/ε
= e−h
ε
1(δ)/ε
∞∑
k=1
k(1− e−hε1(δ)/ε)k−1
= e−h
ε
1(δ)/εe2h
ε
1(δ)/ε = eh
ε
1(δ)/ε,
and therefore
Euευ
ε
1 = e
hε1(δ)/εEuεθ
ε
1 + (Euεζ
ε − Euεθε1). (9.3)
Next consider the characteristic function
φε(t) = Euεe
itυε1/Euευ
ε
1 = φευ(t/Euευ
ε
1),
where φευ is the characteristic function of υ
ε
1. By (9.2), we have
φευ(s) = Euεe
is
(∑Nε−1
k=1 θ
ε
k+ζ
ε
)
= Euεe
isζεEuεe
is
(∑Nε−1
k=1 θ
ε
k
)
= φεζ(s)
∞∑
k=1
Puε (N ε = k)Euεeis(
∑k−1
j=1 θ
ε
j)
= φεζ(s)
∞∑
k=1
(1− e−hε1(δ)/ε)k−1e−hε1(δ)/εφεθ(s)k−1
= φεζ(s)e
−hε1(δ)/ε
1
1− [(1− e−hε1(δ)/ε)φεθ(s)] ,
where φεθ and φ
ε
ζ are the characteristic functions of θ
ε
1 and ζ
ε, respectively.
We want to show that for any t ∈ R
φευ(t/Euευ
ε
1)→
1
1− it as ε→ 0.
We first show that φεζ(t/Euευ
ε
1)→ 1. By definition,
φεζ
(
t
Euευε1
)
= Euε cos
(
tζε
Euευε1
)
+ iEuε sin
(
tζε
Euευε1
)
.
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We know that there exist T0 < ∞ and c > 0 such that for any T ∈ (0,∞)
and for all ε sufficiently small
Puε (ζ
ε > T ) ≤ e− 1ε c(T−T0), (9.4)
and therefore for any bounded and continuous function f : R→ R∣∣∣∣Euεf
(
tζε
Euευε1
)
− f (0)
∣∣∣∣
≤ Euε
[∣∣∣∣f
(
tζε
Euευε1
)
− f (0)
∣∣∣∣ (1{ζε>T} + 1{ζε≤T})
]
≤ 2 ‖f‖∞ Puε (ζε > T ) + Euε
[∣∣∣∣f
(
tζε
Euευ
ε
1
)
− f (0)
∣∣∣∣ 1{ζε≤T}
]
.
The first term in the last display goes to 0 as ε → 0. For any fixed t,
t/Euευ
ε
1 → 0 as ε → 0. Since f is continuous, the second term in the last
display also converges to 0 as ε → 0. φεζ(t/Euευε1) → 1 follows by taking f
to be sinx and cos x.
It remains to show that for any t ∈ R
e−h
ε
1(δ)/ε
1− [(1− e−hε1(δ)/ε)φεθ(t/Euευε1)] →
1
1− it
as ε→ 0. Observe that
e−h
ε
1(δ)/ε
1− [(1− e−hε1(δ)/ε)φεθ(t/Euευε1)] =
1
1−φεθ(t/Euευ
ε
1)
e−h
ε
1
(δ)/ε + φ
ε
θ(t/Euευ
ε
1)
,
so it suffices to show that φεθ(t/Euευ
ε
1)→ 1 and [1−φεθ(t/Euευε1)]/e−h
ε
1(δ)/ε →
−it as ε→ 0.
For the former, note that by (9.3)
0 ≤ Euε (tθε1/Euευε1) ≤
tEuεθ
ε
1(
eh
ε
1(δ)/ε − 1)Euεθε1 → 0
as ε → 0, and so tθε1/Euευε1 converges to 0 in distribution. Since sinx and
cos x are bounded functions, by the convergence in distribution version of
the Dominated Convergence Theorem
φεθ(t/Euευ
ε
1) = Euε cos (tθ
ε
1/Euευ
ε
1) + iEuε sin (tθ
ε
1/Euευ
ε
1)→ 1.
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For the second part, using
x− x
3
3!
≤ sinx ≤ x and 1− x
2
2
≤ cos x ≤ 1
for x ∈ R we find that
0 ≤ 1− Euε cos (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
≤ Euε (tθ
ε
1/Euευ
ε
1)
2
2e−h
ε
1(δ)/ε
and
Euε (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
−Euε (tθ
ε
1/Euευ
ε
1)
3
3!e−h
ε
1(δ)/ε
≤ Euε sin (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
≤ Euε (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
.
From our previous observation regarding the distribution of ζε and (9.3)
Euε (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
→ t as ε→ 0.
In addition, since θε1 can be viewed as the time from the outer ring to the
inner ring without visiting ∪j∈L\{1}∂Bδ(Oj) plus the time from the inner
ring to the outer ring, by applying (9.4) to the former and using [4, Theorem
4 and Corollary 1] under Condition 3.11 to the later, we find that
Puε
(
θε1
Euεθ
ε
1
> t
)
≤ 2e−t (9.5)
for all t ∈ [0,∞) and ε sufficiently small. This implies that
Euε
(
θε1
Euεθε1
)2
= 2
∫ ∞
0
t2Puε
(
θε1
Euεθε1
> t
)
dt
≤ 4
∫ ∞
0
t2e−tdt = 8
and
Euε
(
θε1
Euεθ
ε
1
)3
= 3
∫ ∞
0
t3Puε
(
θε1
Euεθ
ε
1
> t
)
dt
≤ 6
∫ ∞
0
t3e−tdt = 36.
Then combined with (9.3), we have
0 ≤ Euε (tθ
ε
1/Euευ
ε
1)
2
2e−h
ε
1(δ)/ε
≤ t
2Euε (θ
ε
1/Euεθ
ε
1)
2
2e−h
ε
1(δ)/ε(eh
ε
1(δ)/ε − 1)2 → 0
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and
0 ≤ Euε (tθ
ε
1/Euευ
ε
1)
3
3!e−h
ε
1(δ)/ε
≤ t
3Euε (θ
ε
1/Euεθ
ε
1)
3
3!e−h
ε
1(δ)/ε(eh
ε
1(δ)/ε − 1)3 → 0.
Therefore, we have shown that for any t ∈ R
1− φεθ(t/Euευε1)
e−h
ε
1(δ)/ε
=
1− Euε cos (tθε1/Euευε1)
e−h
ε
1(δ)/ε
− iEuε sin (tθ
ε
1/Euευ
ε
1)
e−h
ε
1(δ)/ε
→ −it.
In general, one can adapt the argument to prove that if the process starts
from an appropriate distribution around an equilibrium point, then the first
hitting time of other equilibrium points is exponential distributed as ε→ 0.
9.3 Tail probability
The goal of this subsection is to prove the following.
Lemma 9.4 For each j ∈ Ls there is a distribution uε on ∂B2δ(Oj) and
c˜ > 0 such that for any t ∈ [0,∞)
Puε
(
υεj
Euευεj
> t
)
≤ e−c˜t
(here υε1 and u
ε are defined as in the last subsection).
Proof. As in the last subsection we give the proof for the case j = 1. To
begin we note that for any c > 0 Chebyshev’s inequality implies
Puε
(
υε1
Euευε1
> t
)
= Puε
(
e
cυε1
Euευ
ε
1 > ect
)
≤ e−ct ·Euεe
cυε1
Euευ
ε
1 .
By picking c = c∗
.
= 1/8, it suffices to show that Euεe
c∗υε1/Euευ
ε
1 is bounded
by a constant.
Before proving the bound, we first show the finiteness of Euεe
c∗υε1/Euευ
ε
1
which is implied by the finiteness of Euεe
c∗θε1/Euευ
ε
1 and Euεe
c∗ζε/Euευε1 .
Using (9.5) we find that for any α > 0
Puε
(
eαθ
ε
1/Euεθ
ε
1 > t
)
≤ 2e− 1α log t = 2t− 1α
for all t ∈ [1,∞) and ε sufficiently small.
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Then (9.3) implies Euευ
ε
1 ≥
(
eh
ε
1(δ)/ε − 1)Euεθε1 and therefore
Euεe
c∗
Euευ
ε
1
θε1 ≤ Euε exp
(
c∗θε1
(eh
ε
1(δ)/ε − 1)Euεθε1
)
=
∫ 1
0
Puε
(
exp
(
c∗θε1
(eh
ε
1(δ)/ε − 1)Euεθε1
)
> t
)
dt
+
∫ ∞
1
Puε
(
exp
(
c∗θε1
(eh
ε
1(δ)/ε − 1)Euεθε1
)
> t
)
dt
≤ 1 + 2
∫ ∞
1
t−(e
hε1(δ)/ε−1)/c∗dt
= 1 +
2
(eh
ε
1(δ)/ε − 1)/c∗ − 1
= 1 +
2c∗
eh
ε
1(δ)/ε − c∗ − 1 .
To estimate ζε, we use that by (9.4) there are T0 and c > 0 such that for
any t > 0 and for all ε sufficiently small
Puε (ζ
ε > t) ≤ e− 1ε c(t−T0),
so that for any α > 0
Puε
(
eαζ
ε
> t
)
≤ e− 1ε c( 1α log t−T0)
for any t ≥ eαT0 . Given n ∈ N, for all sufficiently small ε we have c∗/Euευε1 ≤
1/n, and thus
Puε
(
e
c∗
Euευ
ε
1
ζε
> t
)
≤ Puε
(
eζ
ε/n > t
)
≤ e− 1ε c(n log t−T0).
Hence for any n such that eT0/n ≤ 3/2 and (−cn+ 1) log (3/2) + cT0 < 0,
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and for ε small enough that c∗/Euευ
ε
1 ≤ 1/n, we have
Euεe
c∗
Euευ
ε
1
ζε ≤
∫ ∞
0
Puε
(
e
c∗
Euευ
ε
1
ζε
> t
)
dt
≤ 3
2
+
∫ ∞
3
2
Puε
(
e
c∗
Euευ
ε
1
ζε
> t
)
dt
≤ 3
2
+
∫ ∞
3
2
e−
1
ε
c∗(n log t−T0)dt
=
3
2
+ e
1
ε
c∗T0 1
1
εc
∗n− 1
(
3
2
) 1
ε
(−c∗n+1)
=
3
2
+
1
1
εc
∗n− 1e
1
ε
[(−c∗n+1) log(3/2)+c∗T0]
≤ 3
2
+
1
1
εc
∗n− 1
≤ 2.
We have shown that for such c∗, Euεe
c∗
Euευ
ε
1
ζε
and Euεe
c∗
Euευ
ε
1
θε1 are uniformly
bounded for all ε sufficiently small. Lastly, using the same calculation as
used for the characteristic function
Euεe
c∗υε1
Euευ
ε
1
= Euεe
c∗
Euευ
ε
1
ζε · e−h(δ)/ε 1
1−
[
(1− e−h(δ)/ε)Euεe
c∗
Euευ
ε
1
θε1
]
≤ 2e−h(δ)/ε 1
1−
[
(1− e−h(δ)/ε)
(
1 + 2c
∗
eh(δ)/ε−c∗−1
)]
= 2e−h(δ)/ε
1
e−h(δ)/ε − 2c∗
eh(δ)/ε−c∗−1 +
2c∗
eh(δ)/ε−c∗−1e
−h(δ)/ε
=
2
1− 2c∗ eh(δ)/ε−1
eh(δ)/ε−c∗−1
≤ 2
1− 4c∗ = 4.
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9.4 General initial condition
This section presents results that will allow us to extend the results in the
previous two subsections to arbitrary deterministic initial conditions x ∈
B1
.
= ∂Bδ(O1). Under our assumptions, for any j ∈ Ls we observe that the
process model
dXεt = b (X
ε
t ) dt+
√
εσ (Xεt ) dWt (9.6)
has the property that b(x) = A(x − Oj)[1 + o(1)] and σ (x) = σ¯[1 + o (1)],
where o(1) → 0 as ‖x−Oj‖ → 0, A is stable and σ¯ is invertible. By an
invertible change of variable we can arrange so that Oj = 0 and σ¯ = I, and
to simplify we assume this in the rest of the section.
Since A is stable there exists a positive definite and symmetric solution
M to the matrix equation
AM +MAT = −I
(we can in fact exhibit the solution in the form M =
∫∞
0 e
AteA
T tdt). To
prove the ergodicity we introduce some additional sets:
S1(ε) .= {x : 〈x,Mx〉 ≤ a1
√
ε} and S2(ε) .= {x : 〈x,Mx〉 ≤ a2
√
ε},
where 0 < a1 < a2 and ε0 > 0 is small enough that
S2(ε0) ⊂ B0,
where B0
.
= {x : 〈x,Mx〉 ≤ b20}, b0 ∈ (0, b1), and assume ε ∈ (0, ε0) hence-
forth.
Remark 9.5 Although elsewhere in this paper as well as in the reference [8]
the sets Bi, i = 1, 2 are taken to be balls with respect to the Euclidean norm,
in this section we take them to be level sets of V (x)
.
= 〈x,Mx〉, so that
Bi
.
= {x : V (x) ≤ b2i . The shape of these sets plays no role in the analysis
of [8] or in our prior use in this paper, but as we will see it is notationally
convenient in the present setting for them to be level sets of V , since V is a
Lyapunov function for the noiseless dynamics near 0.
In addition to the restrictions a1 < a2 and a
2
2ε0 ≤ b0, we also assume
that a1, a2 and ε0 > 0 are such that if φ
x is the solution to the noiseless
dynamics φ˙ = b(φ) with initial condition x, then: (i) for all x ∈ ∂S2(ε), φx
never enters B1; (i) for all x ∈ ∂S1(ε), φx never exits S2(ε).
The idea that will be used to establish asymptotic independence from the
starting distribution is the following. We start the process on B1. With some
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small probability it will hit B2 before hitting S2(ε). This gives a contribution
to ψε2(dz|x) that will be relatively unimportant. If instead it hits S2(ε) first,
then we do a Freidlin-Wentzell type analysis, and decompose the trajectory
into excursions between ∂S2(ε) and ∂S1(ε), before a final excursion from
∂S2(ε) to B2.
To exhibit the asymptotic independence from ε, we introduce the scaled
process Y ε(t) = Xε(t)/
√
ε, which solves the SDE
dY ε(t) =
1√
ε
b(
√
εY ε(t))dt+ σ(
√
εY ε(t))dW (t).
Let
S¯1 = ∂S1(1) and S¯2 = ∂S2(1).
Let ωε(w|x) denote the density of the hitting location on S¯2 by the process
Y ε, given Y ε(0) = x ∈ S¯1. The following estimate is essential. The density
function can be identified with the normal derivative of a related Green’s
function, which is bounded from above by the boundary gradient estimate
and bounded below by using the Hopf lemma.
Lemma 9.6 Given ε0 > 0, there are 0 < c1 < c2 <∞ such that
c1 ≤ ωε(w|x) ≤ c2
for all x ∈ S¯1, w ∈ S¯2 and ε ∈ (0, ε0).
Next let pε(u|w) denote the density of the return location for Y ε on S¯2,
conditioned on visiting S¯1 before B2/
√
ε, and starting at w ∈ S¯2. The last
lemma then directly gives the following.
Lemma 9.7 For ε0 > 0 and c1, c2 as in the last lemma
c1 ≤ pε(u|w) ≤ c2
for all u,w ∈ S¯2 and ε ∈ (0, ε0).
Let rε(w) denote the unique stationary distribution of pε(u|w), and let
pε,n(u|w) denote the n-step transition density. The preceding lemma, [9,
Theorem 10.1 Chapter 3], and the existence of a uniform strictly positive
lower bound on rε(u) for all sufficiently small ε > 0 imply the following.
Lemma 9.8 There is K <∞ and α ∈ (0, 1) such that for all ε ∈ (0, ε0)
sup
w∈S¯2
|pε,n(u|w)− rε(u)| /rε(u) ≤ Kαn.
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Let ηε(dx|w) denote the distribution of Xε upon first hitting B2 given
that Xε reaches ∂S1(ε) before B2 and starts at w ∈ ∂S2(ε).
Lemma 9.9 There is κ > 0 and ε0 > 0 such that for all ε ∈ (0, ε0)
sup
x∈B1
Px {Xε reaches B2 before S2(ε)} ≤ e−κ/ε as ε→ 0.
Lemma 9.10 There are η¯ε(dz) ∈ P(B2) and sε that tends to 0 as ε → 0,
such that for all A ∈ B(B2), w ∈ ∂S2(ε)
η¯ε(A)[1 − sεK/(1 − α)] ≤ ηε(A|w) ≤ η¯ε(A)[1 − sεK/(1 − α)],
where K and α are from Lemma 9.8.
Proof of Lemma 9.9. We choose a1 according to a
2
1 = 2 supx∈B2tr[σ(x)σ(x)
TM ].
We then use that AM +MAT = −I and the relation of a2 and B2 to get
that with V (x)
.
= 〈x,Mx〉 /2,
〈DV (x), b(x)〉 ≤ −εa21 (9.7)
for x ∈ B2 \ S2(ε), and
〈DV (x), b(x)〉 ≤ −1
8
b20 (9.8)
for B2 \ (B0/2). By Itô’s formula
dV (Xε(t)) = 〈DV (Xε(t)), b(Xε(t))〉 dt+ ε
2
tr[σ(Xε(t))σ(Xε(t))TM ]dt
+ ε1/2 〈DV (Xε(t)), σ(Xε(t))dW (t)〉 . (9.9)
Starting at x ∈ B1, we are concerned with the probability
Px
{
V (Xε(t)) reaches b22 before a
2
2ε
}
,
where V (x) = b21. However, according to (9.9) and (9.8), reaching b
2
2 before
b20/4 is a rare event, and its probability decays exponentially in the form
e−κ/ε for some κ > 0 and uniformly in x ∈ B1. Once the process reaches
B0/2, (9.9) and (9.7) imply V (X
ε(t)) is a supermartingale as long as it is
in the interval [0, b20], and therefore after reaching B0/2 the probability to
reach a22ε before b
2
0 is greater than 1/2.
Proof of Lemma 9.10. Consider a starting position w ∈ ∂S2(ε), and recall
that ηε(dz|w) denotes the hitting distribution on B2 after starting at w. Let
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θεk denote the return times to ∂S2(ε) after visiting ∂S1(ε), and let qεn(w)
denote the probability that the first k for which Xε visits B2 before visiting
∂S1(ε) during [θεk, θεk+1] is n. Then by the strong Markov property and using
the rescaled process∫
B2
g(z)ηε(dz|w) =
∞∑
n=0
∫
B2
g(z)qεn(w)
∫
∂S2(ε)
ηε(dz|u)Jε(u)pε,n(ε1/2u|ε1/2w)du,
where Jε(u) is the Jacobian that accounts for the mapping between ∂S2(ε)
and ∂S2(1) given by u/ε1/2. We next use that uniformly in w ∈ ∂S2(ε)
pε,n(ε1/2u|ε1/2w) ≤ rε(ε1/2u)[1 +Kαn]
to get
∞∑
n=0
∫
B2
g(z)qεn(w)
∫
∂S2(ε)
ηε(dz|u)Jε(u)pε,n(ε1/2u|ε1/2w)du
≤
(
∞∑
n=0
∫
B2
g(z)qεn(w)
∫
∂S2(ε)
ηε(dz|u)Jε(u)rε(ε1/2u)du
)
[1 +Kαn]
=
∫
B2
g(z)
∫
∂S2(ε)
ηε(dz|u)Jε(u)rε(ε1/2u)du
[
1 +K
∞∑
n=0
qεn(w)α
n
]
.
Now use that K
∑∞
n=0 α
n = K/(1 − α) <∞ and
sε
.
= sup
w∈∂S2(ε)
sup
n∈N0
qεn(w) → 0
as ε→ 0 to get the upper bound with
η¯ε(dz)
.
=
∫
∂S2(ε)
ηε(dz|u)Jε(u)rε(ε1/2u)du.
When combined with the lower bound which has an analogous proof, Lemma
9.10 follows.
9.5 Leaving times with general initial distribution
Lemma 9.11 There exist c˜ > 0 and ε0 ∈ (0, 1) such that for any distribution
λε on B1,
Pλε(υ
ε
1/Eλευ
ε
1 > t) ≤ e−c˜t
for all t > 0 and ε ∈ (0, ε0).
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Proof. We first show for any c ∈ (0, 1) there is ε0 > 0 such that for any
ε ∈ (0, ε0) and λε, θε ∈ P(B1)
Eλευ
ε
1
Eθευ
ε
1
≥ c.
We use that υε1 can be decomposed into υ¯
ε + υˆε, where υ¯ε is the first hit-
ting time to B2
.
= B2δ(O1). Since by standard large deviation theory the
exponential growth rate of the expected value of υε1 is strictly greater than
that of υ¯ε (uniformly in the initial distribution) Eλε υ¯
ε
1 (respectively Eθε υ¯
ε
1)
is negligible compared to Eλευ
ε
1 (respectively Eθευ
ε
1), and so it is enough to
show
Eλε υˆ
ε
Eθε υˆε
≥ c.
Owing to Lemma 9.9 (and in particular because κ > 0) the contribution to
either Eλε υˆ
ε or Eθε υˆ
ε from trajectories that reach B2 before ∂S2(ε) can be
neglected. Using Lemma 9.10 and the strong Markov property gives
inf
w1,w2∈∂S2(ε)
Ew1 υˆ
ε
Ew2 υˆ
ε
≥ [1− s
εK/(1 − α)]
[1 + sεK/(1 − α)] ,
and the lower bound follows since sε → 0.
Hence, there exist ε1 ∈ (0, 1) such that
Pλε(υˆ
ε
1/Eλευ
ε
1 > t) = Eλε(PXε(υ¯ε1)(υˆ
ε
1/Eλευ
ε
1 > t))
≤ 2Puε(υε1/Eλευε1 > t)
≤ 2Puε(υε1/(Euευε1/2) > t)
≤ 2Puε(υε1/Euευε1 > t/2)
≤ 2e− 18 t
for any t > 0 and ε ∈ (0, ε1). Moreover, since as noted previously
lim
ε→0
ε log
(
Eλευ
ε
1
Eλε υ¯ε
)
> 0
and since by [4, Theorem 4 and Corollary 1] there exists ε2 ∈ (0, 1) such that
Pλε(υ¯
ε/Eλε υ¯
ε > t) ≤ 2e− 12 t
for any t > 0 and ε ∈ (0, ε2), we conclude that for any t > 0
Pλε(υ¯
ε
1/Eλευ
ε
1 > t/2) = Pλε(υ¯
ε
1/Eλε υ¯
ε
1 > (t/2) · (Eλευε1/Eλε υ¯ε1))
≤ 2e− 18 t
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We conclude that
Pλε(υ
ε
1/Eλευ
ε
1 > t) ≤ Pλε(υ¯ε1/Eλευε1 > t/2) + Pλε(υˆε1/Eλευε1 > t/2)
≤ 4e− 18 t ≤ e− 116 t
for any t > 0 and ε ∈ (0, ε0) with ε0 = ε1 ∧ ε2.
Lemma 9.12 For any distribution λε on B1, υ
ε
1/Eλευ
ε
1 converges in distri-
bution to an Exp(1) random variable under Pλε .
Proof. Recall that Euεe
itυε1/Euευ
ε
1 → 1/(1 − it) as ε→ 0. We would like to
show that Eλεe
itυε1/Eλευ
ε
1 → 1/(1 − it). Since υε1 = υ¯ε1 + υˆε1 with υ¯ε1 the first
hitting time to B2 = ∂B2δ(O1), we know that Eλε υ¯
ε
1/Eλευ
ε
1 → 0 and thus
Eλε υˆ
ε
1/Eλευ
ε
1 → 1. Observe that
Eλεe
itυε1/Eλευ
ε
1 = Eλε
[
eitυ¯
ε
1/Eλευ
ε
1 · EXε(υ¯ε1)
(
eitυˆ
ε
1/Eλευ
ε
1
)]
,
Eλε
[
EXε(υ¯ε1)
(
eitυˆ
ε
1/Eλευ
ε
1
)]
≤ [1 + s
εK/(1 − α)]
[1− sεK/(1 − α)]Euεe
itυε1/Eλευ
ε
1 → 1/(1− it)
and
Eλε
[
EXε(υ¯ε1)
(
eitυˆ
ε
1/Eλευ
ε
1
)]
≥ [1− s
εK/(1 − α)]
[1 + sεK/(1 − α)]Euεe
itυε1/Eλευ
ε
1 → 1/(1−it).
Since Eλε υ¯
ε
1/Eλευ
ε
1 → 0 and eix is a bounded and continuous function, a
conditioning argument gives∣∣∣Eλεeitυε1/Eλευε1 − Eλε [EXε(υ¯ε1)
(
eitυˆ
ε
1/Eλευ
ε
1
)]∣∣∣ ≤ Eλε ∣∣∣eitυ¯ε/Eλευε1 − 1∣∣∣→ 0.
We conclude that Eλεe
itυε1/Eλευ
ε
1 → 1/(1 − it).
9.6 Return times
In this subsection, we will extend all the three results to return times.
Lemma 9.13 There exists δ0 ∈ (0, 1) such that for any δ ∈ (0, δ0) and any
distribution λε on ∂Bδ(O1),
lim
ε→0
ε logEλετ
ε
1 = min
y∈∪k∈L\{1}∂Bδ(Ok)
V (O1, y).
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Proof. Since Eλετ
ε
1 = Eλευ
ε
1 + Eλε(τ
ε
1 − υε1) and from Lemma 9.2 we know
that
lim
ε→0
ε logEλευ
ε
1 = min
y∈∪k∈L\{1}∂Bδ(Ok)
V (O1, y).
Moreover, observe thatW (Oj) > W (O1) for any j ∈ L\{1} due to Condition
3.11 and Remark 6.23. If we apply Remark 6.26 with f = 0, A = M and
η = [minj∈L\{1}W (Oj)−W (O1)]/3, we find that there exists δ1 ∈ (0, 1) such
that for any δ ∈ (0, δ1)
lim inf
ε→0
−ε log
(
sup
z∈∂Bδ(O1)
Ez (τ
ε
1 − υε1)
)
≥ min
j∈L\{1}
W (Oj)−W (O1)− min
j∈L\{1}
V (O1, Oj)− η
= − min
j∈L\{1}
V (O1, Oj) + 2η.
On the other hand, by continuity of V (O1, ·), for this given η, there exists
δ2 ∈ (0, 1) such that for any δ ∈ (0, δ2)
min
y∈∪k∈L\{1}∂Bδ(Ok)
V (O1, y) > min
j∈L\{1}
V (O1, Oj)− η.
Thus, for any δ ∈ (0, δ0) with δ0 .= δ1 ∧ δ2
lim sup
ε→0
ε logEλε(τ
ε
1 − υε1) ≤ lim sup
ε→0
ε log
(
sup
z∈∂Bδ(O1)
Ez(τ
ε
1 − υε1)
)
≤ min
j∈L\{1}
V (O1, Oj)− 2η
< min
y∈∪k∈L\{1}∂Bδ(Ok)
V (O1, y)− η
= lim
ε→0
ε logEλευ
ε
1 − η
and
lim
ε→0
ε logEλετ
ε
1 = lim
ε→0
ε logEλευ
ε
1 = min
y∈∪k∈L\{1}∂Bδ(Ok)
V (O1, y).
Lemma 9.14 Given δ > 0, for any distribution λε on ∂Bδ(O1), there exist
c˜ > 0 and ε0 ∈ (0, 1) such that
Pλε(τ
ε
1/Eλετ
ε
1 > t) ≤ e−c˜t
for all t ≥ 1 and ε ∈ (0, ε0).
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Proof. For any t > 0, Pλε(τ
ε
1/Eλετ
ε
1 > t) ≤ Pλε(υε1/Eλετ ε1 > t/2)+Pλε((τ ε1−
υε1)/Eλετ
ε
1 > t/2). It is easy to see that the first term has this sort of bound
due to Lemma 9.11 and Eλετ
ε
1 ≥ Eλευε1.
It suffices to show that this sort of bound holds for the second term,
namely, there exists a constant c > 0 such that
Pλε
(
τ ε1 − υε1
Eλετ
ε
1
> t
)
≤ e−ct
for all t ∈ [0,∞) and ε sufficiently small.
By Chebyshev’s inequality,
Pλε
(
τ ε1 − υε1
Eλετ
ε
1
> t
)
= Pλε
(
e(τ
ε
1−υ
ε
1)/Eλετ
ε
1 > et
)
≤ e−tEλεe(τε1−υε1)/Eλετε1 ,
and it therefore suffices to prove that Eλεe
(τε1−υ
ε
1)/Eλετ
ε
1 is less than a constant
for all ε sufficiently small. Observe that
τ ε1 − υε1 =
∑
j∈L\{1}
Nj∑
k=1
υεj (k),
where Nj is the number of visits of j-th well, and υ
ε
j (k) is the k-th copy of
the first visit time to ∪k∈L\{j}∂Bδ(Ok) after starting from ∂Bδ(Oj).
If we consider ∂Bδ(Oj) as the starting location of a regenerative cycle,
as was done previously in the paper for ∂Bδ(O1), then there will be a unique
stationary distribution, and if the process starts with that as the initial
distribution then the times υεj (k) are independent from each other and from
the number of returns to ∂Bδ(Oj) before first visiting ∂Bδ(O1). While these
random times as used here do not arise from starting with such a distribution,
we can use Lemma 9.10 to bound the error in terms of a multiplicative factor
that is independent of ε for small ε > 0, and thereby justify treating Nj as
though it is independent of the υεj (k).
Recalling that l
.
= |L|,
Eλεe
(τε1−υ
ε
1)/Eλετ
ε
1 = Eλεe
(∑
j∈L\{1}
∑Nj
k=1 υ
ε
j (k)
)
/Eλετ
ε
1
= Eλε

 ∏
j∈L\{1}
e
(∑Nj
k=1 υ
ε
j (k)
)
/Eλετ
ε
1


≤
∏
j∈L\{1}
(
Eλε
[
e
(∑Nj
k=1 υ
ε
j (k)
)
(l−1)/Eλετ
ε
1
])1/(l−1)
,
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where we use the generalized Hölder’s inequality for the last line. Thus, if
we can show for each j ∈ L \ {1} that Eλε exp[(
∑Nj
k=1 υ
ε
j (k))(l − 1)/Eλετ ε1 ]
is less than a constant for all ε sufficiently small, then we are done.
Such an estimate is straightforward for the case of an unstable equilib-
rium, i.e., for j ∈ L\Ls, and so we focus on the case j ∈ Ls\{1}. For this
case, we apply Lemma 9.11 to find that there exists c˜ > 0 and ε0 ∈ (0, 1)
such that for any j ∈ L and any distribution λ˜ε on ∂B(Oj),
Pλ˜ε(υ
ε
j/Eλ˜ευ
ε
j > t) ≤ e−c˜t (9.10)
for any t > 0 and ε ∈ (0, ε0). Hence, given any η > 0, there is ε¯0 ∈ (0, ε0)
such that for all ε ∈ (0, ε¯0) and any j ∈ L \ {1}
Eλε
[
eυ
ε
j (l−1)/Eλετ
ε
1
]
=
∫ ∞
0
Pλε(e
(l−1)υεj /Eλετ
ε
1 > t)dt
≤ 1 +
∫ ∞
1
Pλε(e
(l−1)υεj /Eλετ
ε
1 > t)dt
≤ 1 +
∫ ∞
1
Pλε((l − 1)υεj/Eλετ ε1 > log t)dt
= 1 +
∫ ∞
1
Pλε
(
υεj/Eλευ
ε
j >
1
(l − 1)
Eλετ
ε
1
Eλευ
ε
j
log t
)
dt
≤ 1 +
∫ ∞
1
t−c˜Eλετ
ε
1 /((l−1)Eλευ
ε
j )dt
= 1 +
1
c˜
l−1
Eλετ
ε
1
Eλευ
ε
j
− 1
≤ 1 + 1
c˜
2(l−1)
Eλετ
ε
1
Eλευ
ε
j
≤ 1 + 2(l − 1)
c˜
Eλευ
ε
j
Eλετ
ε
1
≤ 1 + e− 1ε (h1−hj−η),
where the last inequality comes from Lemma 9.2 and Lemma 9.13.
By using induction and a conditioning argument, it follows that for any
η > 0, for any j ∈ L \ {1} and for any n ∈ N,
Eλε
[
e(
∑n
k=1 υ
ε
j (k))(l−1)/Eλετε1
]
≤
(
1 + e−
1
ε
(h1−hj−η)
)n
.
This implies that
Eλε
[
e
(∑Nj
k=1 υ
ε
j (k)
)
(l−1)/Eλετ
ε
1
]
≤ Eλε
[(
1 + e−
1
ε
(h1−hj−η)
)Nj]
.
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The next thing we need to know is the distribution of Nj, i.e., Pλε(Nj =
n) for n ∈ N. Following a similar argument as in the proof of Lemma 6.4
and the proof of Lemma 6.7, for sufficiently small ε > 0 we find
Pλε(Nj = n) ≤ (1− qj)n−1qj ,
where
qj
.
=
1− supx∈∂Bδ(Oj) Px(T˜+j < T˜1)
1− supy∈∂Bδ(Oj) p(y, ∂Bδ(Oj))
=
infx∈∂Bδ(Oj) Px(T˜1 < T˜
+
j )
1− supy∈∂Bδ(Oj) p(y, ∂Bδ(Oj))
≤ e− 1ε (W (O1)−W (O1∪Oj)−hj−η).
Therefore,
Eλε
[
e
(∑Nj
k=1 υ
ε
j (k)
)
(l−1)/Eλετ
ε
1
]
≤ Eλε
[(
1 + e−
1
ε
(h1−hj−η)
)Nj]
=
∞∑
n=1
(
1 + e−
1
ε
(h1−hj−η)
)n
Pλε(Nj = n)
≤
∞∑
n=1
(
1 + e−
1
ε
(h1−hj−η)
)n
(1− qj)n−1qj
= qj
(
1 + e−
1
ε
(h1−hj−η)
) ∞∑
n=1
(
1 + e−
1
ε
(h1−hj−η)
)n−1
(1− qj)n−1
=
qj
(
1 + e−
1
ε
(h1−hj−η)
)
1−
(
1 + e−
1
ε
(h1−hj−η)
)
(1− qj)
=
qj
(
1 + e−
1
ε
(h1−hj−η)
)
−e− 1ε (h1−hj−η) + qj + qje− 1ε (h1−hj−η)
≤
qj
(
1 + e−
1
ε
(h1−hj−η)
)
qj/2
≤ 3,
where we use part 3 of Condition 3.11 for the third equality and the third
inequality, and the last inequality is due to part 2 of Condition 3.11. This
completes the proof.
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Lemma 9.15 Given δ > 0, for any distribution λε on ∂Bδ(O1), τ
ε
1/Eλετ
ε
1
converges in distribution to an Exp(1) random variable under Pλε .
Proof. Note that
Eλε
(
eit(τ
ε
1/Eλετ
ε
1)
)
= Eλε
(
eit(υ
ε
1/Eλετ
ε
1)EXε(υε1)
(
eit((τ
ε
1−υ
ε
1)/Eλετ
ε
1)
))
.
Since
Eλε
(
eit(υ
ε
1/Eλετ
ε
1)
)
= Eλε
(
eit(Eλευ
ε
1/Eλετ
ε
1)(υε1/Eλευε1)
)
and we know that Eλευ
ε
1/Eλετ
ε
1 → 1 from the proof of Lemma 9.13, by
applying Lemma 9.12 we have Eλε(e
it(υε1/Eλετε1))→ 1/(1− it) for any t ∈ R.
Also ∣∣∣Eλε (eit(τε1 /Eλετε1))− Eλε (eit(υε1/Eλετε1))∣∣∣
≤ Eλε
∣∣∣EXε(υε1)
(
eit((τ
ε
1−υ
ε
1)/Eλετ
ε
1)
)
− 1
∣∣∣ ,
where the right hand side converges to 0 using Eλε(τ
ε
1 − υε1)/Eλετ ε1 → 0 and
the dominated convergence theorem. The convergence of τ ε1/Eλετ
ε
1 to an
Exp(1) random variable under Pλε follows.
10 Sketch of the Proof of Conjecture 4.9 for a Spe-
cial Case
In this section we outline the proof of the upper bound on the decay rate
(giving a lower bound on the variance per unit time) that complements
Theorem 4.4 for a special case. Consider V : R → R shown as in the graph
below.
xL xR
x
hL
hR
In particular, assume V is a bounded C2 function satisfying the following
conditions:
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Condition 10.1 • V is defined on a compact interval D .= [x¯L, x¯R] ⊂ R
and extends periodically as a C2 function.
• V has two local minima at xL and xR with values V (xL) < V (xR) and
(xL, xR) ⊂ D
• V has one local maximum at 0 ∈ (xL, xR).
• V (xL) = 0, V (0) = hL and V (xR) = hL − hR > 0.
• infx∈∂D V (x) > hL.
Consider the diffusion process {Xε(t)}t≥0 satisfying the stochastic differ-
ential equation
dXε (t) = −∇V (Xε (t)) dt+
√
2εdW (t) , (10.1)
where W is a 1-dimensional standard Wiener process. Then there are just
two stable equilibrium points O1 = xL and O2 = xR, and one unstable
equilibrium point O3 = 0. Moreover, one easily finds that V (O1, O2) = hL
and V (O2, O1) = hR, and these give that W (O1) = V (O2, O1) andW (O2) =
V (O1, O2) (since Ms = {1, 2}, this implies that Gs(1) = {(2 → 1)} and
Gs(2) = {(1 → 2)}). Another observation is that h .= minx∈∂D1 V (O1, x) =
minℓ∈Ms\{1} V (O1, Oℓ) = hL in this model.
If f ≡ 0, then one obtains
R
(1)
1 = inf
y∈A
V (O1, y) +Ws(O1)−Ws(O1) = inf
y∈A
V (O1, y);
R
(2)
1 = 2 inf
y∈A
V (O1, y)− min
ℓ∈Ms\{1}
V (O1, Oℓ)
= 2 inf
y∈A
V (O1, y)− hL;
R
(1)
2 = inf
y∈A
V (O2, y) +Ws(O2)−Ws(O1)
= inf
y∈A
V (O2, y) + hL − hR;
R
(2)
2
.
= 2 inf
y∈A
V (O2, y) +Ws (O2)−Ws (O1) + 0−Ws (O1)
= 2 inf
y∈A
V (O2, y) + hL − 2hR.
Let A ⊂ [0,∞) and assume that it contains a nonempty open interval, so
that we are computing approximations to probabilities that are small under
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the stationary distribution (the case of bounded and continuous f can be
dealt with by approximation, as in the case of the lower bound).
Case I. If xR ∈ A, then infy∈A V (O1, y) = hL and infy∈A V (O2, y) = 0.
Thus the decay rate of variance per unit time is bounded below by
min
j=1,2
[
R
(1)
j ∧R(2)j
]
= min
{
R
(1)
1 ∧R(2)1 , R(1)2 ∧R(2)2
}
= min
{
R
(1)
1 , R
(2)
2
}
= min {hL, hL − 2hR}
= hL − 2hR.
Case II. If A ⊂ [0, xR−δ] for some δ > 0 and δ < xR, then infy∈A V (O1, y) =
hL and infy∈A V (O2, y) > 0 (we denote it by b ∈ (0, hR]). Thus the decay
rate of variance per unit time is bounded below by
min
j=1,2
[
R
(1)
j ∧R(2)j
]
= min
{
R
(1)
1 ∧R(2)1 , R(1)2 ∧R(2)2
}
= min
{
R
(1)
1 , R
(2)
2
}
= min {hL, hL + 2 (b− hR)}
= hL + 2 (b− hR) .
Case III. IfA ⊂ [xR+δ, x∗] with V (x∗) = hL for some δ > 0 and δ < x∗−xR,
then infy∈A V (O1, y) = hL + infy∈A V (O2, y) and infy∈A V (O2, y) > 0 (we
denote it by b ∈ (0, hR]). Thus the decay rate of variance per unit time is
bounded below by
min
j=1,2
[
R
(1)
j ∧R(2)j
]
= min
{
R
(1)
1 ∧R(2)1 , R(1)2 ∧R(2)2
}
= min
{
R
(1)
1 , R
(2)
2
}
= min {hL + b, hL + 2 (b− hR)}
= hL + 2 (b− hR) .
Case IV. IfA ⊂ [x∗,∞) with V (x∗) = hL and x∗ > xR, then infy∈A V (O1, y) =
hL + infy∈A V (O2, y) and infy∈A V (O2, y) > 0 (we denote it by b¯ > hR).
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Thus the decay rate of variance per unit time is bounded below by
min
j=1,2
[
R
(1)
j ∧R(2)j
]
= min
{
R
(1)
1 ∧R(2)1 , R(1)2 ∧R(2)2
}
= min
{
R
(1)
1 , R
(2)
1
}
= min
{
hL + b¯, hL +
(
b¯− hR
)}
= hL +
(
b¯− hR
)
.
To find an upper bound for the decay rate of variance per unit time, we
recall that
1
T ε
∫ T ε
0
1A (X
ε
t ) dt ≤
1
T ε
Nε(T ε)−1∑
j=1
∫ τεj
τεj−1
1A (X
ε
t ) dt ≤
1
T ε
∫ T ε
0
1A (X
ε
t ) dt
with τ εj being the j-th regenerative cycle. In Case I, one might guess that∫ τεj
τεj−1
1A (X
ε
t ) dt (10.2)
has approximately the same distribution as the exit time from the shallow
well, which has been shown to asymptotically have an exponential distribu-
tion with parameter exp(−hR/ε). Additionally, since the exit time from the
shallower well is quantity is exponentially smaller than τ εj , it suggests that
the random variables (10.2) can be taken as independent of N ε (T ε) when ε
is small. We also know that
EN ε (T ε)
T ε
≈ 1
Eτ ε1
≈ exp (−hL(δ)/ε) ,
where hL(δ) ↑ hL as δ ↓ 0 and ≈means that quantities on either side have the
same exponential decay rate. Using Wald’s identity and Jensen’s inequality
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to argue that E[N ε(T ε)]2 ≥ [EN ε(T ε)]2, we obtain
T εVar
(
1
T ε
∫ T ε
0
1A (X
ε
t ) dt
)
≈ 1
T ε
E

Nε(T ε)∑
j=1
∫ τεj
τεj−1
1A (X
ε
t ) dt− EN ε (T ε)E
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)2
=
1
T ε
E

Nε(T ε)∑
j=1
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)2− 1
T ε
(E(N ε(T ε)))2
(
E
(∫ τεj
τεj−1
1A (X
ε
t ) dt
))2
=
1
T ε
EN ε (T ε)E
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)2
+
1
T ε
(
E [N ε (T ε)]2 − EN ε (T ε)
)(
E
(∫ τεj
τεj−1
1A (X
ε
t ) dt
))2
− 1
T ε
[EN ε (T ε)]2
(
E
(∫ τεj
τεj−1
1A (X
ε
t ) dt
))2
≥ EN
ε (T ε)
T ε
Var
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)
≈ exp (−hL(δ)/ε) · exp(2hR/ε)
= exp((2hR − hL(δ)) /ε).
Letting δ → 0, we see that the decay rate of variance per unit time is bounded
above by hL − 2hR, which is the same as lower bound found for Case I.
For the other three Cases II, III and IV, the process spends only a very
small fraction of the time while in the shallower well in the set A. In fact,
using the stopping time arguments of the sort that appear in [8, Chapter
4], the event that the process enters A during an excursion away from the
neighborhood of xR can be accurately approximated (as far as large devia-
tion behavior goes) using independent Bernoulli random variables {Bεi } with
success parameter e−b/ε, and when this occurs the process spends an order
one amount of time in A before returning to the neighborhood of xR. There
is however another sequence of independent Bernoulli random variables with
success parameter hR, and the process accumulates time in A only up till
the time of first success of this sequence.
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Then
Var
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)
has the same logarithmic asymptotics as
Var
(
Rε∑
i=1
1Bεi=1
)
,
where Rε is geometric with success parameter e−hR/ε and independent of
the {Bεi }. Straightforward calculation using Wald’s identity then gives the
exponential rate of decay 2hR − 2b, and so we obtain
T εVar
(
1
T ε
∫ T ε
0
1A (X
ε
t ) dt
)
≥ EN
ε (T ε)
T ε
Var
(∫ τεj
τεj−1
1A (X
ε
t ) dt
)
≈ exp (−hL/ε) · exp(2hR/ε) · exp (−2b/ε)
= exp [(2 (hR − b)− hL) /ε] .
This means that the decay rate of variance per unit time is bounded above
by hL + 2 (b− hR) which is again the same as lower bound.
11 Appendix
Proof of Lemma 6.10. By definition, τ ε1 = τN and observe that∫ τN
0
g (Xεs ) ds =
N∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds =
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤N}
=
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤Nˆ} +
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{Nˆ+1≤ℓ≤N}
=
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤Nˆ}
+
∑
j∈L\{1}
∞∑
ℓ=1
(∫ τℓ
τℓ−1
g (Xεs ) ds · 1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
)
.
Since Nˆ and N are stopping times with respect to filtration {Gn}n, it implies
that {
ℓ ≤ Nˆ
}
=
{
Nˆ ≤ ℓ− 1
}c ∈ Gℓ−1
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and {
Nˆ + 1 ≤ ℓ ≤ N,Zℓ−1 ∈ ∂Bδ(Oj)
}
∈ Gℓ−1.
Let
S1 =
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤Nˆ}
and
Sj =
∞∑
ℓ=1
(∫ τℓ
τℓ−1
g (Xεs ) ds · 1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
)
for all j ∈ L \ {1} . We find
Ex (S1) = Ex
(
∞∑
ℓ=1
∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤Nˆ}
)
=
∞∑
ℓ=1
Ex
(
Ex
[∫ τℓ
τℓ−1
g (Xεs ) ds · 1{ℓ≤Nˆ}
∣∣∣∣∣Gℓ−1
])
=
∞∑
ℓ=1
Ex
(
1{ℓ≤Nˆ}EZℓ−1
[∫ τ1
0
g (Xεs ) ds
])
≤ sup
y∈∂Bδ(O1)
Ey
[∫ τ1
0
g (Xεs ) ds
]
·
(
∞∑
ℓ=1
Px
(
Nˆ ≥ ℓ
))
.
In addition, for j ∈ L \ {1} ,
Ex (Sj) =
∞∑
ℓ=1
Ex
(∫ τℓ
τℓ−1
g (Xεs ) ds · 1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
)
=
∞∑
ℓ=1
Ex
(
Ex
[∫ τℓ
τℓ−1
g (Xεs ) ds · 1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
∣∣∣∣∣Gℓ−1
])
=
∞∑
ℓ=1
Ex
(
1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}EZℓ−1
[∫ τ1
0
g (Xεs ) ds
])
≤ sup
y∈∂Bδ(Oj)
Ey
[∫ τ1
0
g (Xεs ) ds
]
·
(
∞∑
ℓ=1
Ex
(
1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
))
.
It is straightforward to see that Nˆ = N1. This implies that
∞∑
ℓ=1
Px
(
Nˆ ≥ ℓ
)
= ExNˆ = ExN1.
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Moreover, observe that for any j ∈ L\{1}∑∞ℓ=1 1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)} =
Nj , which gives that
∞∑
ℓ=1
Ex
(
1{Nˆ+1≤ℓ≤N,Zℓ−1∈∂Bδ(Oj)}
)
= ExNj.
Hence,
Ex
(∫ τN
0
g (Xεs ) ds
)
=
∑
j∈L
Ex (Sj)
≤
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]
·ExNj .
Proof of Lemma 6.11. For any j ∈ L and n ∈ N, we define ξ(j)1 = inf{k ∈
N0 : Zk ∈ ∂Bδ(Oj)}, ξ(j)n = inf{k ∈ N : k > ξ(j)n−1 and Zk ∈ ∂Bδ(Oj)}
i.e. ξ
(j)
n is the nth time of hitting ∂Bδ(Oj). Moreover, we define N
(j) =
inf{n ∈ N : ξ(j)n ≥ N}, recalling that N .= inf{n ≥ Nˆ : Zn ∈ ∂Bδ(O1)} and
Nˆ
.
= inf{n ∈ N : Zn ∈
⋃
j∈L\{1}∂Bδ(Oj)}. Since ξ(j)n is a stopping time with
respect to {Gn}n, we can define the filtration {Gξ(j)n }, and one can verify that
N (j) is a stopping time with respect to {G
ξ
(j)
n
}n. With these notations, we
can write ∫ τN
0
g (Xs) ds =
∑
j∈L
∞∑
ℓ=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}.
Since (x1 + · · ·+ xl)2 ≤ l(x21 + · · ·+ x2l ) for any (x1, . . . , xl) ∈ Rl and l ∈ N,
(∫ τN
0
g (Xs) ds
)2
=

∑
j∈L
∞∑
ℓ=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}

2
≤ l
∑
j∈L

 ∞∑
ℓ=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}

2 .
100
March 2, 2020
Now for any j ∈ L
 ∞∑
ℓ=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}

2
=
∞∑
ℓ=1

∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds

2 1{ℓ≤N(j)−1}
+ 2
∞∑
ℓ=2
ℓ−1∑
k=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}.
For the expected value of the first sum, note that
{
ℓ ≤ N (j) − 1} = {N (j) ≤ ℓ}c ∈
G
ξ
(j)
ℓ
, we have
∞∑
ℓ=1
Ex



∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds

2 1{ℓ≤N(j)−1}


=
∞∑
ℓ=1
Ex

1{ℓ≤N(j)−1}Ex



∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds

2
∣∣∣∣∣∣Gξ(j)ℓ




=
∞∑
ℓ=1
Ex
[
1{ℓ≤N(j)−1}EZξ(j)
ℓ
(∫ τ1
0
g (Xs) ds
)2]
≤ sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
)2 ∞∑
ℓ=1
Px
(
N (j) − 1 ≥ ℓ
)
.
In addition, since N (j) − 1 = Nj (recall that Nj is the number of visits of
{Zn}n∈N0 to ∂Bδ(Oj) before N including the initial position) this implies
that
∞∑
ℓ=1
Px
(
N (j) − 1 ≥ ℓ
)
=
∞∑
ℓ=1
Px (Nj ≥ ℓ) = Ex (Nj) .
Thus,
∞∑
ℓ=1
Ex



∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds

2 1{ℓ≤N(j)−1}

 ≤ sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
)2
Ex (Nj) .
101
March 2, 2020
Turning to the expected value of the second sum,
∞∑
ℓ=2
ℓ−1∑
k=1
Ex

∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


=
∞∑
ℓ=2
ℓ−1∑
k=1
Ex

Ex

∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds
∣∣∣∣∣∣Gξ(j)ℓ

 1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


≤ sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
) ∞∑
ℓ=2
ℓ−1∑
k=1
Ex

1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}

 .
Now since for any k ≤ ℓ− 1, i.e. k + 1 ≤ ℓ∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds ∈ Gξ(j)k +1 and 1{ℓ≤N(j)−1} ∈ Gξ(j)ℓ ,
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we have
Ex

1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


= Ex

∫ τξ(j)k +1
τ
ξ
(j)
k
g (Xs) ds · 1{τ
ξ
(j)
1
<N,...,τ
ξ
(j)
ℓ
<N}


= Ex

Ex [1{τ
ξ
(j)
k+1
<N,...,τ
ξ
(j)
ℓ
<N}
∣∣∣∣Gξ(j)k+1
]
1{τ
ξ
(j)
k+1
<N}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{τ
ξ
(j)
1
<N,...,τ
ξ
(j)
k
<N}


= Ex

EZ
ξ
(j)
k+1
[
1{τ
ξ
(j)
1
<N,...,τ
ξ
(j)
ℓ−k
<N}
]
1{τ
ξ
(j)
k+1
<N}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{τ
ξ
(j)
1
<N,...,τ
ξ
(j)
k
<N}


= Ex

EZ
ξ
(j)
k+1
[
1{ℓ−k≤N(j)−1}
]
1{τ
ξ
(j)
k+1
<N}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


≤ sup
y∈∂Bδ(Oj)
Py
(
ℓ− k ≤ N (j) − 1
)
Ex

∫ τξ(j)k +1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


= sup
y∈∂Bδ(Oj)
Py (ℓ− k ≤ Nj)Ex

Ex

∫ τξ(j)k +1
τ
ξ
(j)
k
g (Xs) ds
∣∣∣∣∣∣Gξ(j)k

 · 1{k≤N(j)−1}


≤ sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
)
· sup
y∈∂Bδ(Oj)
Py (ℓ− k ≤ Nj) · Px (k ≤ Nj) .
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This gives that the expected value of the second sum is
∞∑
ℓ=2
ℓ−1∑
k=1
Ex

∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


≤ sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
) ∞∑
ℓ=2
ℓ−1∑
k=1
Ex

1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


≤
(
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
))2 ∞∑
ℓ=2
ℓ−1∑
k=1
sup
y∈∂Bδ(Oj)
Py (ℓ− k ≤ Nj) · Px (k ≤ Nj)
=
(
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
))2 ∞∑
k=1
∞∑
ℓ=k+1
sup
y∈∂Bδ(Oj)
Py (ℓ− k ≤ Nj) · Px (k ≤ Nj)
=
(
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
))2 ∞∑
ℓ=1
sup
y∈∂Bδ(Oj)
Py (ℓ ≤ Nj) ·
∞∑
k=1
Px (k ≤ Nj)
=
(
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xs) ds
))2 ∞∑
ℓ=1
sup
y∈∂Bδ(Oj)
Py (ℓ ≤ Nj) ·ExNj .
Therefore, putting the estimates together gives
Ex
(∫ τε1
0
g (Xεs ) ds
)2
≤ l
∑
j∈L
Ex

 ∞∑
ℓ=1
∫ τ
ξ
(j)
ℓ
+1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}

2
≤ l
∞∑
ℓ=1
Ex



∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds

2 1{ℓ≤N(j)−1}


+ 2l
∞∑
ℓ=2
ℓ−1∑
k=1
Ex

∫ τξ(j)ℓ +1
τ
ξ
(j)
ℓ
g (Xs) ds · 1{ℓ≤N(j)−1}
∫ τ
ξ
(j)
k
+1
τ
ξ
(j)
k
g (Xs) ds · 1{k≤N(j)−1}


≤ l
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)2]
·ExNj
+ 2l
∑
j∈L
[
sup
y∈∂Bδ(Oj)
Ey
(∫ τ1
0
g (Xεs ) ds
)]2
·ExNj ·
∞∑
ℓ=1
sup
y∈∂Bδ(Oj)
Py (ℓ ≤ Nj) .
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