Abstract. In a paper by Michaelis a class of infinite-dimensional Lie bialgebras containing the Virasoro algebra was presented. This type of Lie bialgebras was classified by Ng and Taft. In this paper, all Lie bialgebra structures on the Lie algebras of generalized Witt type are classified. It is proved that, for any Lie algebra W of generalized Witt type, all Lie bialgebras on W are coboundary triangular Lie bialgebras. As a by-product, it is also proved that the first cohomology group H 1 (W, W ⊗ W) is trivial.
§1. Introduction
Recently there appeared a number of papers on the structure theory of Lie bialgebras. In general, a Lie bialgebra is a vector space endowed simultaneously with the structure of a Lie algebra and the structure of a Lie coalgebra, and some compatibility condition, which was suggested by a study of Hamiltonian mechanics and Poisson Lie group, holds. Michaelis [M] presented a class of Witt type Lie bialgebras. Michaelis also gave a method on how to obtain the structure of a triangular, coboundary Lie bialgebra on a Lie algebra which contains two linear independent elements a and b satisfying condition [a, b] = kb for some non-zero scalar k. This kind of Lie bialgebras was classified by Ng and Taft [NT] (cf. [N] , [T] ). In this paper, we classified all Lie bialgebra structures on the generalized Witt Lie algebras which are defined in [DZ] (see also [P] , [SXZ] , [SZ] , [X] ). §2. Preliminaries
We start with recalling the some concepts of Lie bialgebras. Throughout the paper, F denotes a field of characteristic zero. Let L be a vector space over F . Denote by τ the twist map of L ⊗ L, namely, τ (x ⊗ y) = y ⊗ x for x, y ∈ L.
Denote by ξ the map which cyclically permutes the coordinates of L ⊗ L ⊗ L, i.e.,
ξ(x 1 ⊗ x 2 ⊗ x 3 ) = x 2 ⊗ x 3 ⊗ x 1 for x 1 , x 2 , x 3 ∈ L.
1 Supported by NSF grant no. 10471091 of China, two grants "Excellent Young Teacher Program" and "Trans-Century Training Programme Foundation for the Talents" from Ministry of Education of China Definition 2.1. Let L be a vector space over F and let ϕ : L ⊗ L → L be a bilinear map.
The pair (L, ϕ) is called a Lie algebra if the following conditions are satisfied:
(i) Ker(1 − τ ) ⊂ Ker ϕ (where 1 is the identity map of L ⊗ L);
Note that Ker(1 − τ ) = span{x ⊗ x | x ∈ L}. Also Im(1 + τ ) ⊂ Ker(1 − τ ) and the equality holds if the characteristic of F is not 2. In this case, we can replace condition (i) of Definition 2.1 by condition
Definition 2.2. Let M be a vector space over F and let ∆ :
The pair (M, ∆) is called a Lie coalgebra if the following conditions are satiafied: 
where the symbol "·" means the action
Remark 2.4. The difference between definition of a Lie bialgebra and definition of a bialgebra lies in the compatibility condition (iii): The compatibility condition of a bialgebra requires that ∆ is an algebra morphism, i.e.
Thus the properties of Lie bialgebras are not similar to those of bialgebras. 
Here 1 is the identity element of U(L). Obviously,
Then it is obvious that Im∆ ⊂ Im(1 − τ ). Furthermore,
Thus, (L, [·, ·] , ∆) is a coboundary Lie bialgebra if ∆ satisfies Jacobi identity.
The following result is due to Drinfeld [D] . 
The following main result of [M] is a slight generalization of Theorem 2.7 under a rather strong condition.
Proposition 2.8. Let L be a Lie algebra containing two linear independent elements a and
and define a linear map
Then ∆ r equips L with the structure of a triangular coboundary Lie bialgebra.
The following result was obtained in [NT] .
where c(r) is defined by (2.1). In particular, for any x ∈ L,
structures of Lie bialgebras of generalized Witt type
Let F be a field of characteristic zero, and let n > 0. Let A be a nondegenerate additive subgroup of F n , i.e., A contains an F -basis of the vector space
.., n} be an n-dimensional vector space over F .
Regarding elements of T as derivations of F [A] by setting
, and ∂ i coincides with the degree operator t i [SXZ] , [SZ] , [X] ) under the following bracket
where in general,
There is a natural A-gradation on
This gradation is also compatible with the Lie algebra structure, i.e., [W x , W y ] ⊂ W x+y , and W 0 = T is a torus. The decomposition W = ⊕ x∈A W x is also the root space decomposition with respect to the torus W 0 . Obviously, W is not necessarily finitely-generated.
The bilinear map ·, · :
2) is nondegenerate in the sense ∂(x) = ∂, x = 0 for any ∂ ∈ T =⇒ x = 0, and (3.3)
The tensor product V = W ⊗ W is an A-graded W-module under the adjoint diagonal action of W. The gradation is given by
We shall discuss the derivation algebra Der(W, V ). First let us recall some basic definitions.
Definition 3.1. Let L = ⊕ x∈A L x be an A-graded Lie algebra for some abelian group A, and
A derivation of the form
Denote by Der(L, V ) and by Inn(L, V ) the space of derivations and the space of inner derivations respectively. Denote by Der(L,
It is well known that the first cohomology group of L with coefficients in the module V is isomorphic to
The following two propositions are slight generalizations of some results in [F] . First, by dropping the condition of L being finitely-generated, we can generalize [F, Proposition 1.1] to obtain Proposition 3.2. Let L be a Lie algebra, and let V be an A-graded L-module. Then
which holds in the sense that for every u ∈ L, only finitely many d x (u) = 0, and
Proposition 3.3. Let L be a Lie algebra, and let V be an A-graded L-module such that
Proof. Let d ∈ Der(L, V ). According to Proposition 3.2, we have
be a basis of L 0 . Let S ⊂ A be the set of all elements x = 0 such that v x = 0, and for i = 1, 2, ..., n, let S i be the set of all elements x ∈ S such that u i · v x = 0. For x ∈ S, we have
By Proposition 3.2, d x (u i ) = 0 for only finite many x ∈ A, i.e., S i is a finite set. Thus the
, we obtain d x = 0. This proves that
It remains to prove that for
Obviously, ψ x is a homogeneous derivation of degree x which vanishes on L 0 , hence it is a homomorphism of L 0 -modules. From (b), we obtain that
Proposition 3.4. Let W be the Lie algebra of generalized Witt type defined in (3.1). Let
Proof. From Proposition 3.3, we just need to verify the conditions of Proposition 3.3. Condition (c) is obvious.
Step 1: First we verify condition (a).
where
(3.7) we obtain
Step 2: Next we verify condition (b).
Let x = y, and let f ∈ Hom W 0 (W x , V y ). Then
By (3.3), there exists ∂ ∈ W 0 such that ∂(x) = ∂(y). The left-hand side of (3.9) is ∂(x)f (a), but the right-hand side of (3.9) is ∂(y)f (a) since f (a) ∈ V y . This shows that f = 0.
Proposition 3.5. Suppose c ∈ W ⊗ W ⊗ W satisfying a · c = 0 for all a ∈ W. Then c = 0.
Proof. Write c = x∈A c x as a finite sum with c x ∈ (W ⊗ W ⊗ W) x . From 0 = ∂ · c = x∈A ∂(x)c x for any ∂ ∈ T , we obtain c = c 0 ∈ V 0 . Now write
x,y = 0} is a finite set. Choose a total order on A compatible with its group strcuture. Define the total order on A × A by:
If c = 0, let (x 0 , y 0 ) be the maximal element with
In this case, the term
is the leading term of
Theorem 3.6. Der(W, V ) = Inn(W, V ).
Proof. By Proposition 3.4, it suffices to prove that a derivation D ∈ Der(W, V ) 0 is inner.
We shall prove that after a number of steps in each of which d is replaced by D − D ′ for some D ′ ∈ Inn(W, V ) the 0 derivation is obtained and thus proving that D ∈ Inn(W, V ).
This will be done by three claims.
First using the fact that A is a nondegenerate subgroup of F n , we can choose an F -basis {ε 1 , ε 2 , ..., ε n } ⊂ A of the vector space F n . We re-denote {∂ 1 , ∂ 2 , ..., ∂ n } ⊂ T to be the dual basis of {ε 1 , ε 2 , ..., ε n } under the pairing (3.2), i.e., ∂ i , ε j = δ i,j for i, j = 1, 2, ..., n.
(3.10)
From now on, we shall denote an element x of A by
Recall that we have Lie bracket (3.1) for W.
To prove this, applying
Claim 2. We can suppose D(t p ε j ∂ j ) = 0 for j = 1, 2, ..., n and p = 0, ±1, −2.
We prove this by induction on j. Assume that j is fixed and suppose we have proved
For any u ∈ W z with z ∈ A, we assume
x,k,ℓ = 0} is a finite set. For p ∈ Z , we simply denote the coefficient c
, we obtain that if c
(1)
x,k,ℓ = 0 then
For any u ∈ V , we denote by u d the inner derivation w → w · u, ∀ w ∈ W, determined by u.
Then for x ∈ A, we have
Thus by replacing D by D − D ′ , where D ′ is an inner derivation which is a combination of some (t x ∂ k ⊗t −x ∂ ℓ ) d with x satisfying (3.13) (hence after this replacement, (3.11) still holds), we can suppose that if c
x,k,ℓ .
(3.16) (3.17)
We shall prove
x,k,ℓ = 0 for all triples (x, k, ℓ), then (3.18) will be deducted from (3.16)-(3.17) as can be seen in the following proof. Thus assume that
Now we consider the following cases.
Case 1: x j / ∈ Z . Using (3.15) (i) and the fact that c Then by replacing x by x + mε j for m = 0, 1 in (3.16), we obtain x+mε j ,k,ℓ = 0 if m = 1, 2, and then by letting m = 0, 1, 2 and using (3.19), we obtain 
(3.23)
Recall (3.12). When u = t sε k ∂ k , we shall simply denote the coefficient c (3.24) and comparing the coefficients of t x+(m+1)ε j +sε k ∂ k ⊗ t −x−mε j ∂ ℓ , using (3.23), we obtain
As the proof of (3.20), by letting m = 1, 2, ... or m = −1, −2, ..., we obtain b x+mε j ,k,ℓ = 0 for m ∈ Z . Then (3.25) shows that c
x,k,ℓ = 0, contradicting (3.19). Thus this subcase does not occur.
Case 2: x j ∈ Z . Replacing x by x − x j ε j we can suppose x j = 0 such that there exist at most two m's with c
(1) x+mε j ,k,ℓ = 0 (see (3.15)). We consider the following subcases.
Subcase (2.i):
As in Subcase (1.ii), we still have (3.25), which in turn shows that
x,k,ℓ = 0), and c
Replacing t ε j ∂ j by t −2ε j ∂ j in (3.24), then (3.25) becomes (recall that we suppose x j = 0)
Now (3.28) together with (3.27) shows that c (−2) x+mε j ,k,ℓ = 0 if m = 2, and c
Similarly, we have c
This together with (3.29) and (3.17) proves that b x,k,ℓ = 0, and thus (3.18) holds.
Subcase (2.ii): δ j,k = δ j,ℓ . By symmetry, we can suppose k = j = ℓ. Then (3.15) means that c
(1) x+mε j ,k,j = 0 if m = 0, −2. In this case, (3.25) becomes x,k,ℓ = 0. This proves the claim and the theorem.
Lemma 3.7. Suppose r ∈ V such that a · r ∈ Im(1 − τ ) for all a ∈ W. Then r ∈ Im(1 − τ ).
Proof. First note that W · Im(1 − τ ) ⊂ Im(1 − τ ). We shall prove that after a number of steps in each of which r is replaced by r − u for some u ∈ Im(1 − τ ), the zero element is obtained and thus proving that r ∈ Im(1 − τ ).
Write r = x∈A r x . Obviously, r ∈ Im(1 − τ ) ⇐⇒ r x ∈ Im(1 − τ ) for all x ∈ A. (3.37)
For any x ′ = 0, choose ∂ ∈ T such that ∂(x ′ ) = 0. Then x∈A ∂(x)r x = ∂ · r ∈ Im(1 − τ ).
By (3.37), ∂(x)r x ∈ Im(1 − τ ), in particular, r x ′ ∈ Im(1 − τ ). Thus by replacing r by r − 0 =x∈A r x , we can suppose r = r 0 ∈ V 0 . Now write r = c x,k,ℓ t x ∂ k ⊗ t −x ∂ ℓ . Choose a total order on A compatible with its group structure. Since a x,k,ℓ := t x ∂ k ⊗ t −x ∂ ℓ − t −x ∂ ℓ ⊗ t x ∂ k ∈ Im(1 − τ ), by replacing r by r − u, where u is some combination of a x,k,ℓ , we can suppose c x,k,ℓ = 0 =⇒ x ≥ 0 or x = 0, k ≤ ℓ.
(3.38)
Now assume that c x,k,ℓ = 0 for some x > 0. Fix m >> 0 if ε k > 0, or m << 0 if ε k < 0, such that x k − m = 0, then we see that the term t x+mε k ∂ k ⊗ t −x ∂ ℓ appears in t mε k ∂ k · r, but (3.38)
implies that the term t −x ∂ ℓ ⊗ t x+mε k ∂ k does not appear in t mε k ∂ k · r, a contradiction with the fact that t mε k ∂ k · r ∈ Im(1 − τ ). Similarly, we can obtain a contradiction if c 0,k,ℓ = 0 for some k ≤ ℓ. Thus by (3.38), r = 0. Now we can obtain the main result of this paper. Proof. Let (W, [·, ·] , ∆) be a Lie bialgebra structure on W. By Definition 2.3(iii) and Theorem 3.6, ∆ = ∆ r is defined by (2.2) for some r ∈ W ⊗ W. By Definition 2.2(i), Im ∆ ⊂ Im(1 − τ ).
Thus by Lemma 3.7, r ∈ Im(1 − τ ), namely, r = m i=1 (a i ⊗ b i − b i ⊗ a i ) for some a i , b i ∈ W. Then Definition 2.2(ii), (2.5) and Proposition 3.5 show that c(r) = 0. Thus Definitions 2.5 and 2.6 say that (W, [·, ·] , ∆) is a triangular coboundary Lie bialgebra.
