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To improve the performance and the optical fiber network infrastructure operating of the 
operator Xarxa Oberta de Catalunya, it has done the study about changing ME-3400 
Cisco device, a terminal client device (CPE) which nowadays is used for the network, for 
the new Cisco ME-1200 device.  
This project is based on making the device homologation in order to configure it via web 
and with this know if it would correctly respond in the XOC's network system. The most 
part of the tests had been successfully passed.  
Study has concluded that the new device is really interesting because it has a similar 
price to the ME-3400 and in addition, it allows to do the ZTP auto providing and the 
RFC2544 tests by self-administraron. This could save payments to workers and 
unnecessary displacements.  
In the future, the homologations will be done for ZTP and Controller configurations, 
clarifying the doubts that have been generated in this project and making a pilot test and 







Per millorar les prestacions i el funcionament de la infraestructura de xarxa de fibra 
òptica de l’operador Xarxa Oberta de Catalunya, s’ha fet l’estudi sobre la substitució de 
l’equip Cisco ME-3400, un equip terminal de client (CPE) que actualment s’està utilitzant 
en la xarxa, pel nou equip Cisco ME-1200.  
Aquest projecte, ha consistit en fer l’homologació de l’equip per a la seva configuració via 
web i així saber si respondria correctament dins el sistema de xarxa de XOC. La majoria 
de les proves s’han superat satisfactòriament. 
S’ha conclòs que l’equip resulta molt interessant pel fet que no té un preu molt diferent al 
del ME-3400 i que a més, permet realitzar l’autoprovisionament (ZTP) i les proves 
RFC2544 de forma autònoma, fet que podria permetre estalviar en pagaments a tècnics i 
desplaçaments innecessaris.  
En un futur, es faran les homologacions via ZTP i via Controller, s’acabaran de tancar els 








Para mejorar las prestaciones y el funcionamiento de la infraestructura de red de fibra 
óptica de la operadora Xarxa Oberta de Catalunya, se ha realizado el estudio sobre la 
substitución del equipo Cisco ME-3400, un equipo terminal de cliente (CPE) que 
actualmente se está usando en la red, por el nuevo equipo Cisco ME-1200.  
Este proyecto, se ha basado en hacer la homologación del equipo para su configuración 
vía web y así saber si respondería correctamente dentro del sistema de red de XOC. La 
mayoría de las pruebas se superaron satisfactoriamente. 
Se ha concluido que el equipo resulta muy interesante, ya que no tiene un precio muy 
diferente al del ME-3400 y además, permite realizar el auto provisionamiento ZTP y las 
pruebas RFC2544 de forma autónoma, hecho que podría permitir ahorrar en pagos a 
técnicos y desplazamientos innecesarios.  
En un futuro, se harán las homologaciones vía ZTP y vía Controller, se cerraran las 
dudas que se han generado al hacer este proyecto y se hará una prueba piloto y una 
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1.1. Naixement del projecte 
 
El naixement d’aquest projecte sorgeix a l’empresa Xarxa Oberta de Catalunya 
(XOC), una empresa que es dedica a estendre una xarxa de fibra òptica de gran ample 
de banda per tot el territori català perquè el govern autonòmic de Catalunya pugui 
abastar les 745 seus de la Generalitat amb les xarxes de nova generació oferint-los els 
serveis que requereixin.   
XOC pretén cobrir tot l’indret eliminant factors de distància com a condicionant 
diferenciador, inclús a aquelles comarques més desfavorides en temes de 
telecomunicacions. Així es podrien homogeneïtzar els preus dels serveis de fibra òptica 
arreu del territori fomentant la competència a les zones amb poques infraestructures. A 
més a més, l’empresa explota aquesta infraestructura de fibra òptica, posant a disposició 
del mercat majorista d’operadors de telecomunicacions l’excedent de capacitat de la 
xarxa. 
A dia d’avui, Xarxa Oberta està formada per un equip d’unes 40 persones 
distribuïdes en 4 àrees principals (Administració, Comercial, Operacions i Infraestructura). 
L’Àrea d’Operacions és la més intensiva pel que fa al nombre de persones dedicades, 
conté els departaments d’Enginyeria i del NOC. Dins d’aquest últim, es troba el 
subdepartament d’Explotació que és on el projecte pren part.  
Aquest projecte neix després que un dels proveïdors d’equips que actualment 
s’estan emprant en la infraestructura de la xarxa, Cisco, llancés al mercat un nou model 
de la mateixa gamma de CPEs (Customer Premises Equipment) que l’empresa està 
utilitzant actualment i posteriorment el partner de Cisco que assessora a XOC, Italtel, 
proposés a l’empresa substituir els antics equips per el nou model: el Cisco ME-1200. En 
aquest context, es planteja una possible millora i innovació per a Xarxa Oberta per així 
poder tenir actualitzada la xarxa activa i perquè aquesta s’adapti a l’ascendent demanda 
dels clients.  
Atès que la proposta va resultar atractiva, el supervisor de l’empresa va proposar a 
l’alumna realitzar com a projecte l’homologació d’aquest nou equip per estudiar-lo i mirar 





1.2. Objectius  
1.2.1. Objectius contemplats pel projecte 
El projecte es basa en l’estudi i la realització de vàries proves en les que s’haurà de 
sotmetre l’equip per tal de mirar si acompleix les funcionalitats bàsiques com a equip 
terminal de client (que a partir d’ara anomenarem CPE) dins la xarxa, solventant els 
requisits que la xarxa té i per observar si aporta noves funcionalitats: millora de les 
prestacions actuals, agilització de processos i si és possible abaratiment del cost de 
manteniment i gestió de la xarxa. Se’n validarà la seva adaptació i el correcte 
funcionament en la xarxa que avui en dia ja hi ha establerta en la maqueta de simulació 
que hi ha en el laboratori de l’empresa. Aquest equip, pretén substituir l’equip Cisco ME 
3400 que actualment és part de la infraestructura. 
Llavors, les principals fites que s’han proposat o més ben dit, el què es pretén assolir 
realitzant aquest projecte són els punts següents: 
1. Adaptar la plantilla de configuració del Cisco ME-3400 que actualment s’està 
emprant al nou equip sota estudi mitjançant la configuració via web. 
2.   Instal·lar l’equip en la maqueta de proves. 
3. Realitzar les proves i tests necessaris per comprovar que l’equip compleix les 
prestacions de la xarxa. La solució a homologar ha de passar tres bateries de proves 
diferenciades. 
4. Extracció de conclusions i resultats. 
1.2.2. Objectius posteriors al projecte 
El projecte tan sols compren l’homologació de l’equip mitjançant la configuració via 
web. Posteriorment a aquesta part, l’equip haurà de ser estudiat des d’altres punts de 
mira: 
5.  Testejar i homologar les altres vies de configuració que pot explotar (Zero 
Touching Provisioning ZTP, Controller i consola) i acabar de passar aquelles proves 
que han quedat pendents per la configuració via web. 
6. Provar i experimentar amb les innovacions que l’equip incorpora, com per exemple 
la possibilitat de realitzar la prova RFC2544 de forma autònoma, sense haver de fer 
que un tècnic vagi expressament a la ubicació del client per fer aquesta prova, 






7. En cas de passar totes les proves d’homologació satisfactòriament, s’haurà de 
comparar l’equip amb el que actualment està operatiu (Cisco ME-3400), identificant 
les millores i les mancances que es poden introduir en fer la seva substitució. 
8. Posteriorment al projecte, si s’acorda la substitució dels equips, es realitzarà una 
prova pilot instal·lant un CPE ME-1200 en una de les seus perquè durant un període 
de temps (aproximadament dos o tres mesos) es pugui comprovar que realment 
funcioni i que els resultats de les proves eren correctes. 
9. Un cop finalitzat el període de prova, si tot ha estat correcte es procedirà a fer les 
migracions d’equips de tota la xarxa. 
1.3. Requeriments i especificacions 
 
De totes les proves que l’equip haurà de passar per concloure si acabarà sent o no 
part de la infraestructura de Xarxa Oberta, aquest projecte contemplarà les de 
homologació per la configuració via web, que es presenten a continuació:  
 
1. Proves MEF (Metro Ethernet Forum)1: 
Són aquelles proves que avaluen el funcionament de l’equip a homologar com a 
equip de demarcació que compleixi amb els requisits Carrier Ethernet en quant a 
transparència i tagging o etiquetatge de VLAN de Service Provider. Així doncs, es 
comprovarà que l’equip és apte pels serveis E-LINE i E-LAN.  
2. Gestió remota, seguretat i altres funcionalitats:  
Aquests són els tests que l’equip ha de passar per assegurar que pot prevenir que 
persones no identificades tinguin accés, manipulin o extreguin informació de l’equip o de 
la pròpia xarxa, a més a més de comprovar que permet els protocols necessaris per 
gestionar-la i que el seu software té les prestacions d’enrutament, commutament, i 
funcionalitats d’Internet i de les telecomunicacions necessàries.  
3. Test de característiques i rendiment:  
Proves que ha de superar per justificar que podrà oferir els serveis que la xarxa 
subministra  (d’ample de banda, de retards, etc.)  
Les especificacions que s’haurien d’aconseguir tenir són les següents: 
 







Per tal de dur a terme tot l’estudi s’han utilitzat les eines esmentades a continuació: 
- Guies de configuració i manuals que Cisco ha facilitat per poder realitzar la 
configuració desitjada a l’equip. 
- Utilització de les eines packETH com a generador de trames i Wireshark com a 
analitzador de trames per poder fer les proves de l’homologació. 
- Ús del dispositiu JDSU SmartClass E1/Datacom Tester com a eina per passar la 
prova de RFC2544. 
1.4. Pla de treball 
 
1.1.1. Pla inicial 
 
El pla de treball d’aquest projecte té dues parts principals: adaptació i configuració de 
l’equip (WP1-WP4) i l’homologació (WP5-WP8). A continuació s’especifiquen els 
diferents blocs de treball que comprén: 
 
 ADAPTACIÓ I CONFIGURACIÓ DE L’EQUIP (WP1-WP4): 
Projecte: Reunió amb el proveïdor i posada en marxa WP ref: 01 
Component principal: Personal responsable de la 
homologació 
WP 1 de 8 
Breu descripció: 
 
Data prevista d’inici: 09/02/15 
Data final prevista: 27/02/15 
TEST RESULTAT ESPERAT 
Proves MEF 
- El transport de dades Ethernet i de BPDUs (Bridge Protocol 
Data Units) és transparent extrem a extrem. 
- Permet enviar paquets IPv4 i IPv6 unicast i també IPv4 i IPv6 
multicast. 
Gestió remota, seguretat i 
altres funcionalitats 
- Funciona amb la IOS desitjada (no salten alarmes) i l’equip 
arranca després d’actualitzar-la. 
- Els usuaris no validats no poden accedir a l’equip i els 
autoritzats sí. 
- El protocol SNMP (Simple Network Management Protocol) 
funciona correctament. 
- Comunicació entre ports correcta. 
Test de característiques i 
rendiment 
- Validar que el dispositiu permet limitar l’ample de banda que 
donarà al client. 
- Validar la unitat màxima de transferència (MTU) del dispositiu. 
- Validar la latència i jitter. 





S’entregarà l’equip i es farà una introducció i breu debat 
sobre la seva incorporació a la xarxa actual. Es faran les 
connexions i configuracions pertinents en els equips del 
laboratori de simulació de la xarxa que ho requereixin, la 
consola de simulació i l’equip Cisco ME-1200. 
Inici esdeveniment: 19/02/15 
Fi de l’esdeveniment:  
22/02/15 
Tasca interna T1: Posar el proveïdor en context sobre 
quina utilitat es vol donar a l’equip per així debatre i 
consultar aquells possibles dubtes i inconvenients que 
poden aparèixer.  
Tasca interna T2: Utilitzant les òptiques, cablejat i els 
diferents connectors necessaris, fer la instal·lació física 
de l’equip en la maqueta de simulació amb la resta 
d’equips. 
Tasca interna T3: Caldrà configurar les diferents 
connexions en la consola de control (ordinador portàtil) 








Taula 2: Bloc de treball WP#1 
Projecte: Redacció de la proposta i el pla de treball WP ref: 02 
Component principal: Microsoft Word, SmartSheet, 
Mindmeister 
WP 2 de 8 
Breu descripció: 
 
Redacció de la proposta i el pla de treball que es 
realitzarà durant el projecte.  
Data prevista d’inici: 23/02/15 
Data final prevista: 06/03/15 
Inici de l’esdeveniment: 
22/02/15 
Fi de l’esdeveniment: 
06/03/15 
 
Tasca 4: Redacció del document Proposta i pla de 
treball per aquest projecte. 
Entregables: 
 
Proposta i pla 





Taula 3: Bloc de treball WP#2 
Projecte: Adaptació de la plantilla, manuals d’operació i 
manual de configuració 
WP ref: 03 





i altres documents; Microsoft Excel. 
Breu descripció: 
 
Amb l’ajuda de la documentació d’ambdós equips, es 
farà el traspàs de la configuració actualment usada pels 
CPEs Cisco ME-3400 a l’equip CPE Cisco ME-1200. A 
més a més, es farà un document explicatiu de les 
comandes o processos d’operació emprats.  
 
Data prevista d’inici: 09/03/15 
Data final prevista: 08/05/15 
Inici de l’esdeveniment: 
09/03/15 
Fi de l’esdeveniment:  
07/05/15 
Tasca interna T5: Crear la plantilla de configuració de 
l’equip Cisco ME-1200 a partir de la que actualment 
s’està emprant pels Cisco ME-3400. 
Tasca interna T6: Redactar i descriure les 
especificacions hardware i software que cal saber 















Taula 4: Bloc de treball WP#3 
Projecte: Redacció de la Revisió Crítica WP ref: 04 
Component principal: Microsoft Word, SmartSheet, 
Mindmeister 
WP 4 de 8 
Breu descripció: 
 
Es redactarà un document explicatiu de la feina feta fins 
al moment i la futura, fent referència al pla de treball 
proposat en l’inici del procés. 
 
Data prevista d’inici: 10/04/15 
Data final prevista: 24/04/15 
Inici de l’esdeveniment: 
10/04/15 
Fi de l’esdeveniment: 
24/04/15 
Tasca interna T7: Redacció del document revisió crítica 
del projecte que explicarà la feina feta fins al moment, 
els canvis que s’han produït respecte el pla de treball 
inicial i de com s’encararà la feina pendent fins a 
















 HOMOLOGACIÓ (WP5-WP8): 
Projecte: Tests de proves WP ref: 05 
Component principal: Cisco ME-1200 i maqueta de 
simulació, Wireshark i altres 
WP 5 de 8 
Breu descripció: 
 
Es realitzaran els tres blocs de proves a l’equip. 
 
Data prevista d’inici: 27/04/15 
Data final prevista: 05/06/15 
Inici de l’esdeveniment: 
29/04/15 
Fi de l’esdeveniment: 
30/06/15 
Tasca interna T8: Caldrà configurar tots els equips del 
laboratori de proves que s’utilitzaran per crear 
l’escenari o context desitjat per realitzar els tests. 
Tasca interna T9: Utilitzant els equips i softwares 
necessaris (un parell d’ordinadors, un equip agregador 
com per exemple un Cisco 3600, analitzadors de 
trames com Wireshark, etc) es faran les diferents 
proves d’homologació que l’equip haurà de superar. 
Tasca interna T10: S’aniran recollint les dades i els 












Taula 6: Bloc de treball WP#5 
Projecte: Redacció informe de la homologació WP ref: 06 
Component principal: Word Microsoft WP 6 de 8 
Breu descripció: 
 
Redacció del report final de l’homologació i extracció de 
conclusions. Últimes modificacions i canvis en els 
documents fets en el WP3. 
 
Data prevista d’inici: 08/06/15 
Data d’inici final: 26/06/15 
Inici de l’esdeveniment: 
30/05/15 
Fi de l’esdeveniment: 
03/07/15 
Tasca interna T11: Últims retocs i modificació de la 
plantilla final, del manual d’operació i de tots aquells 
documents que s’hagin redactat anteriorment per instruir 
de com manipular l’equip. 












l’explicació de com s’han fet les proves, si s’han trobat 
problemes durant l’execució dels tests o s’han hagut de 
fer modificiacions o configuracions extres en l’escenari 




Taula 7: Bloc de treball WP#6 
Projecte: Redacció de la memòria final del projecte WP ref: 07 
Component principal: Word Microsoft WP 7 de 8 
Breu descripció: 
 
Realització de la memòria final de projecte. 
 
Data prevista d’inici: 26/06/15 
Data final prevista: 09/07/15 
Inici de l’esdeveniment: 
29/05/15 
Fi de l’esdeveniment: 
09/07/15 
Tasca interna T13: Redacció de la memòria final del 







Taula 8: Bloc de treball WP#7 
Projecte: Presentació final del projecte WP ref: 08 
Component principal: Microsoft PowerPoint, altres WP 8 de 8 
Breu descripció: 
 
Preparació de l’exposició oral del projecte. 
 
Data prevista d’inici: 10/07/15 
Data final prevista: 21/07/15 
Inici de l’esdeveniment: 
13/07/2015 
Fi de l’esdeveniment: 
21/07/15 
Tasca interna T14: Crear i preparar una exposició per 
presentar davant d’un tribunal tot el què ha 
























2. Estat de l’art de la tecnologia utilitzada i/o aplicada en 
aquesta tesis 
Cada operador de serveis té la seva pròpia xarxa de treball, definint una metodologia 
i una forma d’operar característiques. Per tal d’afegir nous equips a la xarxa amb la que 
treballa Xarxa Oberta cal conèixer-ne les prestacions i característiques de configuració 
d’aquesta. 
Xarxa Oberta té una xarxa troncal configurada per la interconnexió entre tots els 
nodes (uns 41 equips principals estesos per tot el territori català i altres que s’estan 
activant actualment) que gestionen la informació de tota la infraestructura. D’aquesta 
se’n desprenen els diferents serveis que es dona a client per les nomenades xarxes 
d’accés.  
2.1. Xarxa troncal: MPLS 
 Donat que la utilització d’Internet i d’intercanvi d’informació va generant una creixent 
demanda d’ample de banda per part dels clients, els operadors s’han vist obligats a 
donar serveis amb valors afegits als que ATM (Asynchronous Transfer Mode) pot donar, 
agilitzant processos i millorant i implementant nous sistemes de gestió.  
Una de les propostes que van sorgir en el seu moment van ser les xarxes MPLS 
(MultiProtocol Label Switching) que pretenien augmentar el rendiment de les xarxa IP i 
combinar l’eficàcia i rendibilitat dels commutadors ATM.  
La tecnologia MPLS va ser implementada en el sistema de xarxa troncal de Xarxa 
Oberta per les seves bones prestacions: permet el transport de dades de múltiples 
serveis utilitzant tècniques de circuits virtuals. 
Treballa entre la capa d’enllaç de dades (que 
engloba els processos de commutació i 
transport de dades, nivell 2) i la capa de xarxa 
(que compren els processos d’encaminament i 
filtrat per la implementació de polítiques 
d’accés en els tallafocs, nivell 3) del model OSI; 
intenta agrupar-los en un mateix estàndard per 
eliminar discontinuïtats en els processos de 
commutació (nivell 2) i en els d’encaminament 






2. Enllaç de dades 
1. Física 
MPLS 





MPLS assigna etiquetes als paquets de dades i en permet l’intercanvi entre els 
diferents equips que configuren la xarxa creant així circuits virtuals. Les etiquetes només 
tenen valor en els enllaços locals, als enllaços físics. 
S’estructura en dos blocs: 
- Bloc de control (routing): conté una taula amb les diferents etiquetes per fer 
l’enrutament. Així quan arriba un paquet etiquetat, es mira quin port de l’equip té 
assignada la mateixa etiqueta per reenviar-lo a través seu. Per l’intercanvi i 
actualització d’informació d’encaminament (d’etiquetes) existeixen varis protocols, 
el que XOC utilitza és el protocol LDP (Label Distribution Protocol) que 
s’encarrega de la negociació entre dos nodes per interconnectar-se i aprendre les 
capacitats del MPLS l’un de l’altre, és a dir, realitza la senyalització i gestió de 
l’espai d’etiquetes entre nodes. Bàsicament el que fa el LDP és mapejar la 
destinació IP en etiquetes MPLS. 
- Bloc d’enviament (forwarding): s’encarrega de fer les commutacions de paquets. 
Els elements que formen part d’una xarxa MPLS són: 
 LSR (Label Swtich Router): Són els nodes principals que conformen la xarxa 
troncal MPLS, solen ser routers o commutadors que distribueixen els paquets 
segons el seu etiquetatge.  
 LER o Edge: És un LSR però que està situat al límit del domini MPLS, és el punt 
de connexió entre la xarxa troncal i la xarxa d’agregació del client, per tant, per un 
cantó estarà connectat als equips de client i per l’altre estarà connectat a un altre 
LSR per comunicar-se amb la xarxa MPLS. A Xarxa Oberta, en les configuracions 
típiques (sempre hi ha serveis especials que tenen configuracions diferents per 
adaptar-se millor a la situació del client) s’anomena node agregador.  
 CPE: Aquest és el tipus d’equip que s’ha homologat amb aquest projecte. 
Correspon al Router o Switch del client que es connectarà mitjançant un enllaç 






Figura 3: xarxa MPLS 
Aquesta estructura de xarxa permet que el client no participi ni en la gestió i 
distribució ni en la configuració d’aquests circuits virtuals, així la xarxa MPLS és 
transparent pel client. 
El format de la trama és: 
 
Figura 4: Format trames d'una xarxa MPLS 
D’aquesta part, l’únic que és necessari saber per aquest projecte és que el camp 
Etiqueta té sentit local (entre dos equips), per tant, en cada enllaç es pot canviar el seu 
valor.  
Un concepte que també és important de mencionar és el MPLS Traffic Engineering, 
una tècnica que permet adreçar el tràfic de tal forma que s’adapti a la congestió de la 
xarxa, evitant que es col·lapsin enllaços redistribuint el tràfic per altres enllaços en que 







2.2. Equips dins la xarxa 
És necessari que l’equip que s’estudia sigui compatible amb la resta d’equips que la 
xarxa té instal·lats, és a dir, que els equips de la xarxa puguin fer la funció de Controller 
en l’equip per tal de poder-lo manipular i tractar des del centre d’operació de l’empresa i  
perquè sigui sabut que l’equip estudiat és compatible amb les prestacions i 
característiques de treball que la xarxa té.  
Així doncs, a continuació es presenten els diferents equips que configuren la xarxa 
MPLS i els diferents tipus d’equips de client (CPEs) que actualment s’estan utilitzant: 
- Equips utilitzats com a nodes en la xarxa MPLS: 
o Cisco ME-3600 
o ASR903 
o ASR901 
o Cisco 7604 
o Cisco 7609 
- Equips utilitzats com a equips de client, CPEs: 
o Cisco ME-3400 
o Huawei 5700 
o Huawei 2700 
2.3. Escenari d’un servei de banda ample 
Xarxa Oberta dona diferents tipus de serveis. El tipus on te cabuda l’equip estudiat 
és per un servei de banda ample. Per simplificar la complexitat que pot introduir la 
configuració de la xarxa MPLS, es pot resumir l’escenari dels serveis de banda ample 
que es dona als clients de manera més senzilla; aquest és l’escenari en el que s’ha 
realitzat l’estudi del CPE Cisco ME-1200, com més endavant s’acabarà de detallar:  
 





3. Metodologia / desenvolupament del projecte  
3.1. Reunió amb el Partner 
Primer de tot, es va fer una reunió amb el partner Italtel (contemplada en el 
WorkPackage #1), el qual ens va explicar les característiques principals de l’equip i es 
van debatre diferents aspectes rellevants a l’hora de plantejar la substitució d’equips. Allò 
que va resultar més rellevant de cara als propòsits de l’empresa va ser: 
- L’equip dona la possibilitat de ser “auto-provisionable” gràcies el ZTP, això vol dir 
que no seria necessari enviar un tècnic a l’emplaçament del client per fer la 
instal·lació de l’equip. 
- També permet poder executar la prova RFC2544 a distància (que actualment 
requereix fer un bucle a un extrem de la xarxa i que una persona estigui 
físicament a l’altre extrem  manipulant el dispositiu JDSU) sense la necessitat 
d’utilitzar el JDSU. Requereix que els dos CPEs dels extrems siguin ME-1200. 
- Es va saber que l’equip actualment no disposa d’una IOS (Internetwork Operating 
System, software utilitzat en la majoria de routers i commutadors actuals de 
Cisco) compatible amb tots els equips de la xarxa, concretament amb el ASR901 
i amb els Cisco 760X. Tanmateix, com que es tracta d’un equip molt nou, encara 
van apareixent actualitzacions d’aquesta IOs, així que quan Italtel s’assabentin de 
novetats respecte a aquest tema faran arribar les notícies a Xarxa Oberta. 
- Les vies possibles de configuració de l’equip són quatre: per consola, per NID 
Controller (CLI, Command Line Interface), per WebUI o per ZTP. Es va acordar 
que la Laura Salvans s’encarregaria de fer la homologació de l’equip després de 
fer-ne la configuració via Web i que Manú Morón s’encarregaria de fer la 
configuració via Controller i via ZTP.   
- Es van facilitar documents per a la configuració i el tracte amb l’equip. Més 
endavant, quan dita informació va ser consultada i revisada es va observar que la 
informació facilitada no aportava dades per la part de l’estudi que aquest projecte 
contempla, es va haver de procedir a la investigació per afrontar aquesta part del 
projecte.  
- En quan al cost, l’equip Cisco ME-1200 té un preu força semblant (750’85€) 








3.2. Configuració de l’equip 
 
La majoria dels equips tenen un manual de configuració per explicar els diferents 
comportaments i funcionalitats que se li poden donar al dispositiu. En aquest cas però, 
com que l’equip havia sortit recentment al mercat mancava molta documentació i la poca 
que hi havia estava mal estructurada; en el cas de la configuració via web, no hi havia 
res documentat, així que es va realitzar dita configuració provant i investigant l’entorn 
web de configuració. Aquest fet, va fer retardar el procés ja que es va haver de contactar 
amb Italtel en un parell d’ocasions pel fet de que molts paràmetres no eren configurables 
via web i no se n’havia donat coneixement, també hi ha hagut altres paràmetres i/o 
funcions que a hores d’ara encara es desconeix com configurar com a continuació 
s’explicarà.  
Després de tota la investigació el procediment per fer la configuració es va redactar 
en el document ME1200-Manual de configuració via Web adjunt. Durant aquest procés 
no es va saber com configurar les funcions necessàries pel sistema de funcionament de 
la xarxa amb l’entorn web següents: 
- L2PT (Layer 2 Protocol Tunneling): és un protocol que permet establir un enllaç 
per l’intercanvi de dades (Capa 2) creant túnels entre dos equips dins d'una xarxa 
existent. Els dos punts extrems d'un túnel L2PT són l'iniciador del túnel, conegut 
com el concentrador d'accés L2PT (LAC), i el servidor de xarxa L2PT (LNS), que 
tindrà configurats més túnels cap a la resta de la xarxa. Un cop establert un túnel, 
el trànsit de dades entre el parell de dispositius és bidireccional. 
- Link Loss Forwarding: és una funció que assegura una alta disponibilitat del 
funcionament de l’enllaç, mitjançant la desactivació de les dues interfícies 
interconnectades en el cas que una de les interfícies falli. Qualsevol error o 
pèrdua del senyal al llarg de l'enllaç pot ser vist pels dispositius connectats. Quan 
Link Loss Forwarding està desactivat, un error en una interfície no desactiva la 
altra interfície i els dispositius connectats no són conscients que el vincle es perd. 
Finalment es va obtenir la plantilla de configuració via web adjuntada en l’Apèndix 
2.1: ME1200 – Plantilla de Configuració 
 La figura següent mostra com és l’equip físicament i quins ports s’han configurat com 
a port de client (Downlink) i com a port agregador (Uplink). Aquesta informació es troba 






Figura 6: Hardware equip ME-1200 
3.3. Escenari de proves 
Un cop es va saber com manipular i configurar l’equip sota estudi, aquest es va 
instal·lar en el laboratori de proves de l’empresa on es disposa d’una maqueta de 
simulació de la xarxa, que conté com a mínim un exemplar de tots els equips que la 
configuren: els equips que fan funció de node simulen una petita xarxa MPLS com la que 
realment s’utilitza. 
Llavors, agafant l’esquema simplificat mostrat en la Figura 5 es va fer la configuració 
següent:   
 





Adjunt es pot veure la configuració de cada equip de l’escenari en l’Apèndix 2: 
Configuracions 
- Cisco ME-1200  Apèndix 2.1: ME1200 – Plantilla de Configuració 
- ASR903  Apèndix 2.2: ASR903 – Configuració 
- Cisco ME-3600  Apèndix 2.3: ME3600 - Configuració 
- Cisco ME-3400  Apèndix 2.4: ME3400 – Configuració 
Com es pot observar en la figura, s’han utilitzat ordinadors portàtils com a 
generadors/analitzadors de trames. En les proves s’ha utilitzat un enllaç de 100MB de 
banda ample. 
Un cop tota la instal·lació va ser realitzada amb èxit, es va procedir a realizar les 
proves per homologar l’equip.   
3.4. Proves d’homolgació 
L’objectiu d’aquestes proves és testejar i validar el correcte funcionament i adaptació 
de l’equip de Cisco ME-1200 a les necessitats claus de Xarxa Oberta. La solució a 
homologar passarà 3 bateries de proves diferenciades com s’ha explicat en l’apartat de  
Requeriments i especificacions 
3.4.1. Proves MEF 
 
Per aquestes proves s’ha utilitzat el programa packETH com a generador de trames 
en l’ordinador connectat al ME-1200 i Wireshark com a analitzador de trames en 
l’ordinador connectat al ME-3400.  Per veure les interfícies de treball del software 
packETH podeu consultar l’Apèndix 1: Ús del software packETH 
Les diferents proves que engloba són: 
- Tests de transparència de les vlans de clients extrem a extrem: 
o Transmissió de trames Ethernet no etiquetades: es comprova que a 
l’enviar tràfic sense cap etiqueta VLAN aquest arriba correctament de 
forma transparent. 
o Transmissió de trames Ethernet etiquetades: es comprova que a l’enviar 
tràfic amb etiquetat VLAN aquest arriba correctament de forma 
transparent. Comprovació del funcionament de l’estàndard IEEE 802.1q. 
o Transmissió de trames Ethernet doblement etiquetades: es comprova que 
a l’enviar tràfic doblement etiquetat VLAN aquest arriba correctament de 
forma transparent al client. Comprovació del funcionament de l’estàndard 
IEEE 802.1ad o també anomenat QinQ. Consisteix en afegir, a més a més 
de la VLAN de client, una etiqueta VLAN de servei, així quan els paquets 





servei i quan arribi a l’altre extrem del túnel (entre l’agregador i el CPE) es 
treurà aquest etiquetat i s’entrega un trunk normal i corrent. 
o Transmissió de trames Ethernet doblement etiquetades amb diferents 
valors de Ethertype: es comprova que es pot enviar tràfic doblement 
etiquetat VLAN i que les dades arriben correctament de forma transparent 
amb diferents valors en el camp EtherType: 0x8100, 0x9100, 0x9200 i 
0x88a8. El camp EtherType és el camp d’una trama Ethernet que indica 




Indica trama etiquetada amb etiqueta de client VLAN, C-
VLAN (Customer VLAN). 
0x9100 
Indica que la trama està doblement etiquetada, primer 
amb l’etiqueta de client i després amb la de Service 
Provider (C-VLAN i S-VLAN). L’equip creurà que només 
porta l’etiqueta S-VLAN. 
0x9200 
Indica trama triplement etiquetada. 
0x88a8 
Indica trama etiquetada només amb S-VLAN, l’etiqueta 
més propera a la capçalera Ethernet. 
Taula 10: Tipus de camps EtherType 
- Tests de transmissió de diferents tipus de payload 
o Transmissió de paquets IPv4: es comprova que quan s’envia tràfic sense 
etiquetatge VLAN amb adreçament IPv4 arriba correctament a l’extrem 
oposat.  
o Transmissió de paquets DSCP(Differentiated Services Code Point): valida 
que la solució a homologar soporta la transmissió del camp DSCP, s’envia 
tràfic sense etiquetar i es comprova que aquest arriba correctament 
mentre que el camp DSCP és transparent. Aquest camp serveix per 
classificar i manipular el tràfic de xarxa, determinant una qualitat de servei 
(QoS) pel trànsit enviat a través de xarxes IP. Per exemple, pot diferenciar 
entre serveis crítics que necessitin un temps de latència baix i menys 
qualitat o precisió en les dades (com ara la veu o el streaming), entre 
aquells que no són tan crítics i dels quals en pot potènciar més la qualitat i 






o Transmissió de paquets IPv4 multicast: s’envia tràfic IPv4 multicast sense 
cap mena d’etiquetatge VLAN. Es comprova la correcta i transparent 
recepció de les dades. 
o Transmissió de paquets IPv6: es comprova que quan s’envia tràfic sense 
etiquetatge VLAN amb adreçament IPv6 arriba correctament a l’extrem 
oposat. 
o Transmissió de paquets IPv6 multicast: s’envia tràfic sense etiquetar amb 
adreçament IPv6 multicast. Es comprova la correcta i transparent recepció 
de les dades. 
- Tests de transmissió de protocols de Nivell 2  
Aquestes proves requereixen substituir els dos ordinadors de l’escenari de la 
Figura 7 per 2 commutadors que executin STP:  
 
Figura 8: Escenari de proves dels protocols de N2 
Aquestes proves no es van poder passar perquè ni l’autora ni el partner van saber 
com configurar el protocol L2TP en l’equip. Tot i així, es fa un esment sobre en 
què consisteix cada prova ja que es duran a terme més endavant: 
o Test de transparència al protocol STP/RSTP (Spanning-Tree-
Protocol/Rapid STP): validar que la solució permet transmetre BPDUs 
STP (Bridge Protocol Data Unit STP), comprovant la convergència STP 
entre els dos switchs del client. Les BPDUs venen a ser les trames que 
contenen informació sobre el protocol STP, són missatges de configuració 
de xarxa. El protocol STP permet gestionar enllaços redundants (per 





infinits de repetició de dades, caracteritzant la xarxa en un circuit lògic en 
estructura d’arbre. 
o Test de transparència al protocol PVST+: validar que la solució permet 
transmetre BPDUs PVST+ (Per VLAN Spanning-Tree Plus), comprovant 
la convergència PVST+ entre els dos switchs del client. El protocol PVST 
s’utilitza per configurar el protocol STP amb les diferents VLANs dins d’un 
mateix switch. 
o Test de transparència al protocol MSTP: validar que la solució permet 
transmetre BPDUs MSTP (Multiple STP), comprovant la convergència 
MSTP entre els dos switchs del client. Aquest protocol permet configurar 
un SPT per grups i blocs de VLANs. 
o Test de transparència al protocol CDP: validar que la solució permet 
transmetre BPDUs CDP (Cisco Discovery Protection), comprovant que els 
dos switchs del client es veuen com a veïns. Aquest protocol permet 
compartir informació d’altres equips Cisco directament connectats 
(informació sobre la IOs, direcció IP,...). 
o Test de transparència al protocol LLDP: validar que la solució permet 
transmetre BPDUs LLDP (Link Layer Discovery Protocol), comprovant que 
els dos switchs del client es veuen com a veïns. És un protocol utilitzat 
pels dispositius de xarxa per publicar la seva identitat, capacitats i veïns 
en una xarxa d’àrea local. 
o Test de transparència al protocol VTP: validar que la solució permet 
transmetre BPDUs VTP (VLAN Trunking Protocol), comprovant que es 
realitza la sincronització de la configuració de les VLANs entre els dos 
switchs del client. Aquest protocol permet configurar i administrar les 
VLANs en equips Cisco, centralitzant i simplificant-les en un domini de 
VLANs, permetent crear, esborrar i renombrar les mateixes VLANs en 
diferents equips i per diferents serveis, reduint la necessitat de configurar 
la mateixa VLAN en tots els nodes (tot i que per simplicitat a l’hora de 
gestionar-ho manualment sol ser d’utilitat posar la mateixa VLAN a tots els 
nodes que configuren el circuit virtual. En la configuració que s’ha fet en el 
laboratori, per exemple, s’han utilitzat les mateixes VLANs en ambdós 
extrems del circuit). 
o Test de transparència al protocol LACP: validar que la solució permet 
transmetre BPDUs LACP (Link Aggregation Control Protocol), comprovant 
la convergència LACP entre els dos switchs del client. Aquest protocol 





físics  entre equips per formar un sol canal lògic (anomenats Ports 
Channel). 
o Test de transparència al protocol PAgP: validar que la solució permet 
transmetre BPDUs PAgP (Port Aggregation Protocol), comprovant la 
convergència PAgP entre els dos switchs del client. S’utilitza aquest 
protocol per l’agregació lògica i automàtica de ports físics Ethernet 
(anomenats EtherChannels). Només pot ser utiltizat entre switchs Cisco 
i/o entre switchs de venedors amb llicéncia. És a dir, és el mateix protocol 
que el LACP però només útil per alguns determinats equips.  
3.4.2. Gestió remota, seguretat i altres funcionalitats 
Les diferents proves que engloba són: 
- Hardware/Software: 
o Comprovació d’equip: assegurar que l’equip es troba en perfecte estat 
sense errors Hardware (mòduls, LEDs, fonts, ...). 
- AAA 
o Autenticació: assegurar que l’equip sincronitza amb un servidor AAA i que 
es permet l’accés a l’equip d’un usuari vàlid i assegurar que no es permet 
l’accés d’un usuari invàlid. 
o Autorització: assegurar que l’equip sincronitza amb un servidor AAA i que 
es permet l’autorització a fer canvis en la configuració de l’equip a un 
usuari vàlid i assegurar que no es permet a un usuari invàlid. 
o Accounting: assegurar que l’equip sincronitza amb un servidor AAA i que 
un usuari vàlid pot introduir el conjunt de comandes validades pel seu 
grup i que aquestes es poden verificar al servidor. 
- SNMP 
o Accés SNMP als dispositius: verificar que la gestió NMS (Network 
Management Station) és capaç de fer polling als dispositius de la xarxa. 
o Operació SNMP traps: verificar que els traps SNMP s’envien a l’estació de 
gestió des dels equips de xarxa. 
- Altres 
o Actualització de la IOS: verificar que l’equip arranca bé després d’una 
actualització de software. 
o Link Loss Forwarding: verificar la transmissió de la caiguda d’un port a 
l’altre port de l’unitat a homologar (desconnectant el port d’uplink del 






o Dying-gasp: missatge enviat pel CPE als equips on està connectat quan el 
CPE és desconnectat pel client (tall elèctric de client i no pas de l’operador 
XOC). 
3.4.3. Tests de característiques i rendiment 
Les diferents proves que engloba són: 
- Test de característiques: 
o Test de la limitació d’ample de banda (MQC, Modular QoS CLI): validar 
que l’equip ME-1200 permet limitar l’ample de banda d’entrada 
correctament.  
o Test de la MTU: validar quina és la unitat màxima de transferència de tots 
els ports del ME-1200. 
- Test de rendiment: 
o RFC2544, Latència i Jitter: s’avaluen a la vegada les tres proves. Validar 
la transmissió correcta de trames de diverses mides (trames 64bytes, de 
512 bytes, etc.) i comprovar els valors de latència i jitter (variabilitat del 







1. PROVES MEF 
1.1 Test de la transparència de les VLANs client 
1.1.1 Transmissió de trames Ethernet no etiquetades  
1.1.2 Transmissió de trames Ethernet etiquetades  
1.1.3 Transmissió de trames Ethernet doblement etiquetades  
1.1.4 Transmissió de trames Ethernet doblement etiquetades amb 
diferents valors de Ethertype  
1.2 Transmissió de diferents tipus de payload 
1.2.1 Transmissió de paquets IPv4  
1.2.2 Transmissió del camp DSCP  
1.2.3 Transmissió de paquets IPv4 multicast  
1.2.4 Transmissió de paquets IPv6  
1.2.5 Transmissió de paquets IPv6 multicast  
1.3        Tests de la transparència als protocols L2 
1.3.1     Transparència al protocol STP/RSTP NA 
1.3.2     Transparència al protocol PVST+ NA 
1.3.3     Transparència al protocol MSTP NA 
1.3.4     Transparència al protocol CDP NA 
1.3.5     Transparència al protocol LLDP NA 
1.3.6     Transparència al protocol VTP NA 
1.3.7     Transparència al protocol LACP NA 
1.3.8     Transparència al protocol PAgP NA 
2. GESTIÓ REMOTA, SEGURETAT I ALTRES FUNCIONALITATS DEL EQUIP 
2.1. Comprovacions Hardware/Software  
2.2. AAA 
2.2.1. Autenticació  
2.2.2. Autorització  
2.2.3. Accounting  
2.3. Protocol SNMP 
2.3.1. Accés SNMP als dispositius NA 
2.3.2. Operació SNMP trap  
2.4. Altres 
2.4.1 Actualització de la IOS  
2.4.2 Link Loss Forwarding NA 
2.4.3     Dying-gasp  
3. TESTS DE CARACTERÍSTIQUES I RENDIMENT 





Donat que no hi ha informació ni s’ha sabut com configurar el protocol L2PT via web, 
no ha estat possible realitzar les proves de nivell 2 del bloc 1.3. Resten pendents de 
realitzar quan el partner s’assaventi i comuniqui com fer-ho a l’empresa. El mateix ha 
passat amb la prova 2.4.2 Link Loss Forwarding. 
La prova 2.3.1. d’accés als dispositius amb el protocol SNMP no s’ha pogut realitzar 
perquè en la maqueta no hi ha un servidor NMS. Quan es faci la prova pilot (mencionada 
en el punt 8 de l’apartat Objectius posteriors al projecte) es durà a terme dita prova. 
La prova 3.1.2. de la MTU no ha funcionat com era esperat. En teoria l’equip estava 
configurat per tenir una MTU de 10240 bytes, però amb trames de 8996 bytes ja hi havia 
masses pèrdues en la transmissió i no s’ha pogut donar per vàlida. Estem pendents que 
Italtel pugui donar una explicació al fet. 
La prova 4.1.2. es va provar de fer connectant un ME1200 en un extrem del circuit i 
un JDSU actuant com a bucle en l’altre extrem. La prova no va donar bons resultats. Tot i 
així, la prova RFC2544 autònoma està pensada per una configuració amb un ME1200 en 
cada extrem del circuit. Aquesta es provarà en un futur quan es disposi de 2 equips 
ME1200. 




3.1.1 Test de limitació d’ample de banda a 100MB  
3.1.2 Test de la MTU  
3.2         Test de rendiment  
3.2.1 RFC2544, latència i Jitter   
3.2.2 RFC2544 autònom  






L’equip estudiat ha estat cedit sota contracte durant tres mesos per part de Cisco a 
l’empresa per tal de que aquesta el pugués estudiar, per tant, el seu cost ha estat nul. A 
més a més, tots els estris i eines utilitzats per dur a terme aquest projecte ja es trobaven 
a disposició de l’empresa abans d’iniciar aquest projecte. Per tant, el cost real ha estat 
de 0€. A continuació però, es recull en una taula el valor de totes les eines que s’han 
necessitat per dur a terme aquest projecte:  
Element Quantitat Cost/unitat COST 
Cisco ME1200-4S-A 1 750’85 750’85 
Cisco ME-3400EG-2CS-A 1 698’67 698’67 
ASR-903 1 1.368’59 1.368’59 
Cisco ME-3600X-24FS-M 1 4.995’58 4.995’58 
Switch – Cisco Catalyst 
3560 
2 557’19 1.114’38 
Fuetons Jumper Bifibra 
10/125. SC/PC-LC/PC. 
Monomode 
3 15’86 47’58 
CableEthernet 2 4 8 
Òptiques (SFP) 6 1.191’76 7.150’56 
JDSU 2 2.469’32 4.938’64 
Ordinadors 2 500 1.000 
TOTAL 22.072’852 
Taula 12: Cost dels elements físics utilitzats 
Els costos de disseny i estudi basats en les hores/persona que han estat 












dubtes i altres 
debats 






pla de treball 
14 
22 176€ 














50 100 800€ 
                                               
2
El laboratori en general està valorat en més de 50.000€, tanmateix, no s’ha utilitzat en la seva totalitat. 
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de les proves 
Instal·lar 



































7 20 160€ 
TOTAL 2334 391 3.128€ 
Taula 13: Cost de les hores invertides en el projecte 
                                               
4
 Aparèixen més dies dels que realment contempla el projecte (del 19 de febrero al 21 de juliol) donat que durant un 





Els diferents programes que s’han utilitzat són de software lliure, es troben a 
disposició de qualsevol. Són els següents: 
- packETH 
- Wireshark 
Amb totes aquestes dades, es pot considerar que aquest projecte ha estat valorat en 





6. Conclusions i desenvolupaments futurs  
Després de tot el treball d’investigació i recull de dades, les conclusions que es 
poden extreure de tot el procés que s’ha seguit fins ara amb la homologació de l’equip 
Cisco ME-1200 dins la xarxa MPLS de Xarxa Oberta de Catalunya, són: 
- En quan a la IOS actual: l’equip no pot treballar amb els ASR901 ni amb els 
760X. No funcionarà bé si mai és necessari fer una connexió directe amb un 
equip d’aquest tipus. 
- En quan a la configuració via WebUI: Totes les prestacions necessàries pel 
funcionament i gestió de la xarxa poden configurar-se amb la interfície web 
excepte: la configuració del protocol L2PT i la funció Link Loss Forwarding.  
Tanmateix, es resta pendent de que Italtel esbrini com configurar aquestes 
funcionalitats, a més a més de que és probable que puguin ser suportades per 
l’equip mitjaçant una altra via de configuració, les quals en un futur s’estudiaran. 
- Punts de diferenciació respecte al Cisco ME3400: 
o A favor: dona la possibilitat de l’autoprovisionament mitjançant la 
configuració via ZTP, possibilitat de realitzar autònomament la prova 
RFC2544 (la qual cosa significa estalviar uns 200 euros per servei que 
provisioni l’equip). Cal provar en un futur aquestes funcionalitats. 
o En contra: per poc, el preu.  
- En quan al resultat de les proves: aquestes han resultat ser satisfactòries 
excepte: 
o Les proves que depenen de les configuracions del L2PT i del Link Loss 
Forwarding que com s’ha dit anteriorment no s’han pogut configurar via 
web,. 
o La prova d’entrar via SNMP a altres dispositius de la xarxa no s’ha pogut 
realitzar al no tenir un servidor SNMP en el laboratori. Queda pendent per 
quan es faci la prova pilot. 
o La prova de la MTU, ja que en teoria l’equip suporta una MTU de 10240 
bytes però rebutjava trames de 8996 bytes. Es desconeix perquè i estem 
pendents de que Italtel investigui el motiu. 
o La RFC2544 autònoma no és realitzable amb un equip ME-1200 en un 
extrem del circuit i tenint en l’altre extrem un bucle amb un JDSU. 
Veient el resultat de les proves i els beneficis que pot aportar l’equip a la xarxa 
s’ha conclós que l’equip resulta molt interessant per l’empresa. Així doncs, properament 
es sol·licitarà treballar amb dos equips ME-1200 i s’iniciaran les homologacions 





tornar a provar aquelles proves que han quedat pendents. Després d’acabar amb tots els 
processos de les homologacions, es realitzarà una prova pilot en una seu. Un cop 
realitzats tots els processos anteriors es farà la valoració final de la incorporació de 
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Apèndix 1: Ús del software packETH 
En la figura següent es mostra la interfície de treball del software packETH que 
permet actuar com a generador de trames en les proves d’homologació. Aquest software 
s’estarà executant en l’ordinador connectat a l’equip ME-1200 mentre que en l’equip ME-
3400 s’estarà executant el software Wireshark per analitzar les trames que des de 
packETH se li envien.  
PackETH és una eina per la construcció de paquets TCP/IP. En aquest software és 
necessari introduir les @ MAC i IP dels dos ordinadors dels extrems. Per la correcta 
visualització de les trames a l’altre extrem amb una eina de captura com Wireshark la 
interfície de sortida haurà de ser la eth0 (així es podran observar els tags 802.1q si estan 
presents i no estar suprimits en cas que s’utilitzés la interfície eth0.20 per exemple)  
 
 
Figura 9: UI packETH 
Apèndix 2: Configuracions 
Apèndix 2.1: ME1200 – Plantilla de Configuració 
A continuació es mostren les línies de codi que es van configurar en l’equip per instal·lar-







privilege configure level 11 interface vlan 
privilege exec level 11 platform debug 
privilege exec level 11 configure 
privilege exec level 11 platform 
privilege if-vlan level 11 ip address 
privilege if-vlan level 11 no ip address 
privilege exec level 11 show 
privilege exec level 11 debug 
privilege exec level 11 firmware 
privilege exec level 11 ping 
logging on 
username admin privilege 15 password encrypted c2FuZGlubw== 
username me1200_tac privilege 15 password encrypted 
bWUxMjAwX3RhY19vcmc= 
username me1200_prime privilege 15 password encrypted 
cHJpbWVfbWUxMjAw 
username me1200_console privilege 11 password encrypted 
bWUxMjAwX2xvZ2lu 
username me1200_control privilege 15 password encrypted 
Z2FtZWNoYW5nZXI= 
username prova_autoritzacio privilege 5 password encrypted cHJvdmE= 
loop-protect 
evc policer 1 enable cir 100000 cbs 100000 eir 100000 ebs 100000 
evc policer 2 cir 200000 cbs 100000 eir 200000 ebs 100000 
evc policer 3 cir 100000 cbs 100000 eir 1000000 ebs 100000 
evc policer 4 cir 200000 cbs 100000 eir 1000000 ebs 100000 
evc policer 5 cir 1000000 cbs 100000 eir 1000000 ebs 100000 
evc 10 vid 30 ivid 30 interface GigabitEthernet 1/6 learning 
evc 30 vid 30 ivid 30 interface GigabitEthernet 1/6 
evc ece 1 lookup advanced interface GigabitEthernet 1/2 dmac 01-00-
0c-cd-cd-d0 outer-tag match type tagged vid 30 add mode enable vid 
30 inner-tag add type c-tag vid 30 tx-lookup pcp-vid evc 10 l2cp 










rfc2544 profile Prova  
 test-interface GigabitEthernet 1/6 
 meg-level 3 
 dmac 00-80-16-8c-24-5c 
 frame-sizes 512 
 no latency 
 throughput duration 10 rate min 100 
! 
snmp-server host xoc 
 no shutdown 
 host 10.31.72.103 162 informs 





 traps authentication snmp-auth-fail switch stp rmon system 
warmstart coldstart  
! 
ip route 0.0.0.0 0.0.0.0 10.167.16.17 
ztp fallback vlan 1-4095 frame-type tagged interface Gi 1/1-6 
ztp fallback vlan 1 frame-type untagged interface Gi 1/1-6 
 
ip arp inspection 
clock timezone '' 1 0 2 
spanning-tree edge bpdu-filter 
spanning-tree edge bpdu-guard 
spanning-tree recovery interval 30 
spanning-tree mst name b8-38-61-68-8e-58 revision 0 
lldp holdtime 5 
lldp reinit 10 
snmp-server contact lsalvans@xarxaoberta.cat 
snmp-server location 41.379083, 2.176514 
snmp-server community v2c XarxaOberta2011 RO 
snmp-server community v2c XarxaOberta2011 RW 
snmp-server community v3 xoc 10.164.198.10 0.0.0.0 
snmp-server community v3 XarxaOberta2011 10.31.72.103 0.0.0.0 
snmp-server community v3 XarxaOberta2011 10.31.75.109 0.0.0.0 
snmp-server security-to-group model v2c name XarxaOberta2011 group 
XOC_SNMP_SERVERS 
snmp-server access XOC_SNMP_SERVERS model v2c level priv read 
default_view write default_view 
snmp-server trap 
tacacs-server key 7 
tacacs-server host 10.164.198.10 timeout 2 key 
03100F284D5F231F5C1D4D44 
qos map cos-dscp 6 dpl 0 dscp 48 
access-list rate-limiter 1 100kbps 1000 
access-list rate-limiter 2 100kbps 2000 
access-list rate-limiter 3 100kbps 3000 
access-list rate-limiter 4 100kbps 4000 
access-list rate-limiter 5 100kbps 5000 
access-list rate-limiter 6 100kbps 10000 
access-list ace 1 ingress interface GigabitEthernet 1/6 logging 
lookup 
dot1x re-authentication   
dot1x system-auth-control   
! 
interface GigabitEthernet 1/1 
 lldp med type end-point  
 qos dscp-remark rewrite 
 snmp-server host xoc traps linkup linkdown lldp  
 evc l2cp discard 0 
! 
interface GigabitEthernet 1/2 
 no loop-protect 
 switchport access vlan 30 
 switchport hybrid native vlan 30 
 switchport hybrid allowed vlan 30 
 switchport trunk vlan tag native 
 switchport hybrid ingress-filtering 





 ip arp inspection logging permit 
 lldp med type end-point  
 qos cos 6 
 qos pcp 6 
 qos trust tag 
 qos policer 100000   
 qos dscp-classify selected 
 qos dscp-remark rewrite 
 access-list policy 1 
 access-list evc-policer 30 
 access-list logging 
 access-list shutdown 
 spanning-tree link-type point-to-point 
 spanning-tree bpdu-guard 
 link-oam 
 link-oam mode active 
 link-oam remote-loopback supported 
 link-oam mib-retrieval supported 
 snmp-server host xoc traps linkup linkdown lldp  
 evc key normal key-advanced normal 
! 
interface GigabitEthernet 1/3 
 lldp med type end-point  
 qos dscp-remark rewrite 
 snmp-server host xoc traps linkup linkdown lldp  
! 
interface GigabitEthernet 1/4 
 lldp med type end-point  
 qos dscp-remark rewrite 
 snmp-server host xoc traps linkup linkdown lldp  
! 
interface GigabitEthernet 1/5 
 lldp med type end-point  
 qos dscp-remark rewrite 
 snmp-server host xoc traps linkup linkdown lldp  
! 
interface GigabitEthernet 1/6 
 loop-protect action log 
 switchport trunk native vlan 3135 
 switchport hybrid native vlan 30 
 switchport trunk vlan tag native 
 switchport hybrid egress-tag all 
 switchport mode trunk 
 lldp med type end-point  
 qos cos 6 
 qos pcp 6 
 qos dscp-classify selected 
 qos dscp-remark rewrite 
 access-list logging 
 access-list shutdown 
 spanning-tree bpdu-guard 
 link-oam 
 link-oam mode active 
 link-oam remote-loopback supported 
 link-oam link-monitor frame threshold 5 





 snmp-server host xoc traps linkup linkdown  
 evc key normal key-advanced normal 
! 
interface vlan 1 
 ip address 192.0.2.1 255.255.255.0 
! 
interface vlan 30 
 ip address 10.167.16.18 255.255.255.0 
! 
mep os-tlv oui 0xC sub-type 0x1 value 0x2 
! 
spanning-tree aggregation 
 spanning-tree link-type point-to-point 
 spanning-tree bpdu-guard 
! 
rmon event 1 log description BW_ALARM:Throughput_IN_over_75% 
rmon event 2 log description 
BW_INFORMATIONAL:Throughput_IN_under_60% 
rmon event 3 log description BW_ALARM:Throughput_OUT_over_75% 
rmon event 4 log description 
BW_INFORMATIONAL:Throughput_OUT_under_60% 
! 
line console 0 
! 
line vty 0 
! 
line vty 1 
! 
line vty 2 
! 
line vty 3 
! 
line vty 4 
! 
line vty 5 
! 
line vty 6 
! 
line vty 7 
! 
line vty 8 
! 
line vty 9 
! 
line vty 10 
! 
line vty 11 
! 
line vty 12 
! 
line vty 13 
! 
line vty 14 
! 
line vty 15 
end 





Apèndix 2.2: ASR903 – Configuració 
version 15.5 
no service pad 
service tcp-keepalives-in 
service tcp-keepalives-out 
service timestamps debug datetime msec localtime 
service timestamps log datetime msec localtime 
service password-encryption 
service sequence-numbers 
service counters max age 10 
no service dhcp 
no platform punt-keepalive disable-kernel-core 
platform bfd-debug-trace 1 
no platform tcam-parity-error enable 





boot system bootflash:issu/packages.conf 
boot-end-marker 
! 
vrf definition Mgmt-intf 
 rd 100:100 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family ipv6 
 exit-address-family 
! 
logging discriminator prova msg-body drops .*Process.* 
logging discriminator NO_EXIT msg-body drops exited  





logging buffered discriminator prova 
logging console informational 
logging monitor informational 
enable secret 5 $1$LyrD$TnIwnaKuQC6vVhgfGAHaW/ 
! 
no aaa new-model 
clock timezone DST 8 0 
facility-alarm critical exceed-action shutdown 
! 
no ip domain lookup 
ip domain name xarxaoberta.cat 
ip host me3600 10.166.16.41 
ip host me34002 10.167.16.34 






pseudowire-static-oam class A 
 timeout refresh send 10 
!          
mpls label range 1000 1050 static 1100 1150 
mpls label protocol ldp 
no mpls ip propagate-ttl forwarded 
mpls ldp neighbor 10.166.0.200 password 7 121501270A0A1E1C2B24277C 
mpls ldp neighbor 10.166.0.200 targeted 
mpls ldp neighbor 10.166.0.104 password 7 04570F3617205E5608160643 
mpls ldp neighbor 10.166.0.104 targeted 
mpls ldp neighbor 10.166.0.108 password 7 151E0F3C1C2B393C293C3676 
mpls ldp neighbor 10.166.0.108 targeted 
mpls ldp explicit-null 
mpls ldp graceful-restart 
mpls ldp tcp pak-priority 





no mpls ldp advertise-labels 
mpls ldp advertise-labels for LDP_PEERING 
mpls traffic-eng tunnels 
mpls traffic-eng signalling advertise explicit-null 
mpls traffic-eng signalling interpret explicit-null verbatim 
mpls tp 
 no router-id 
multilink bundle-name authenticated 
!          
license udi pid ASR-903 sn FOX1830P3JH 
license boot level metroaggrservices 
sdm prefer default  
! 
username lab password 7 082D4D4C 
! 
redundancy 
 mode sso 
bfd-template single-hop AAA 
 interval min-tx 99 min-rx 99 multiplier 3 
! 




transceiver type all 
 monitoring 
cdp run 
!          
ip ftp source-interface Loopback1 
ip tftp source-interface GigabitEthernet0 
ip ssh time-out 60 
ip ssh dscp 48 
! 
class-map match-all CoPP-critical 





class-map match-all CoPP-normal 
 match access-group name CoPP_NORMAL 
class-map match-all CoPP-all-other-ip-traffic 
 match access-group name CoPP_OTHER 
class-map match-all CoPP-important 
 match access-group name CoPP_IMPORTANT 
class-map match-any X0 
 match mpls experimental topmost 0  
 match qos-group 0 
class-map match-any X1 
 match mpls experimental topmost 1  
 match qos-group 1 
class-map match-any X5 
 match mpls experimental topmost 5  
 match qos-group 5 
class-map match-any X6 
 match mpls experimental topmost 6  
 match qos-group 6 
class-map match-any C1 
 match cos  1  
class-map match-any C0 
 match cos  0  
class-map match-any C6 
 match cos  6  
class-map match-all CoPP-undesirable 
 match access-group name CoPP_UNDESIRABLE 
! 
policy-map XOC_400MB 
 class class-default 
  police cir 400000000 pir 400000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map XOC_200MB 
 class class-default 
  police cir 200000000 pir 200000000 conform-action set-mpls-exp-






 class class-default 
  police cir 900000000 pir 900000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map XOC_500MB 
 class class-default 
  police cir 500000000 pir 500000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map XOC_200MB_Percentil 
 class class-default 
  police cir 200000000 pir 1000000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action set-mpls-exp-imposition-transmit 
0 violate-action drop  
policy-map XOC_30MB 
 class class-default 
  police cir 30000000 pir 30000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map CtoQ 
 class C1 
  set qos-group 1 
 class C0 
  set qos-group 0 
policy-map CORE 
 class X6 
  set mpls experimental topmost 6 
  priority 
 class X5  
  set mpls experimental topmost 5 
  bandwidth remaining percent 1  
 class X1 
  set mpls experimental topmost 1 
  bandwidth remaining percent 70  
 class X0 
  set mpls experimental topmost 0 
policy-map XOC_300MB_Percentil 
 class class-default 
  police cir 300000000 pir 1000000000 conform-action set-mpls-exp-





0 violate-action drop  
policy-map XOC_400MB_Percentil 
 class class-default 
  police cir 400000000 pir 1000000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action set-mpls-exp-imposition-transmit 
0 violate-action drop  
policy-map XOC_100MB 
 class class-default 
  police cir 100000000 pir 100000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map CoPP 
 class CoPP-critical 
 class CoPP-important 
  police 125000 conform-action transmit  exceed-action drop  
 class CoPP-normal 
  police 64000 conform-action transmit  exceed-action drop  
 class CoPP-undesirable 
  police 64000 conform-action drop  exceed-action drop  
 class CoPP-all-other-ip-traffic 
  police 1000000 conform-action transmit  exceed-action drop  
policy-map XOC_10MB 
 class class-default 
  police cir 10000000 pir 10000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map XOC_100MB_Percentil 
 class class-default 
  police cir 100000000 pir 1000000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action set-mpls-exp-imposition-transmit 
0 violate-action drop  
policy-map XOC_20MB 
 description Gestio ANXANET 
 class class-default 
  police cir 20000000 pir 20000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
policy-map XOC_300MB 
 class class-default 
  police cir 300000000 pir 300000000 conform-action set-mpls-exp-






 class class-default 
  police cir 500000000 pir 1000000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action set-mpls-exp-imposition-transmit 
0 violate-action drop  
policy-map XOC 
 class class-default 
  police cir 1000000000 pir 1000000000 conform-action set-mpls-exp-
imposition-transmit 1 exceed-action drop  violate-action drop  
! 
pseudowire-class COMMON 
 encapsulation mpls 
 control-word 
 protocol none 
! 
pseudowire-class ASR901 
 encapsulation mpls 
 preferred-path interface Tunnel11012  
! 
pseudowire-class ME3600 
 encapsulation mpls 
 preferred-path interface Tunnel11011  
! 
interface Loopback0 
 description Service Loopback IP 
 ip address 10.166.0.100 255.255.255.255 
 ip ospf 100 area 0 
! 
interface Loopback1 
 description Managment Loopback IP 
 ip address 10.166.4.100 255.255.255.255 
 ip ospf 100 area 0 
! 
interface Tunnel11011 
 description Entrega ME3600 





 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.104 
 tunnel mpls traffic-eng autoroute announce 
 tunnel mpls traffic-eng priority 1 1 
 tunnel mpls traffic-eng path-option 5 explicit name Path-ME3600 
 tunnel mpls traffic-eng path-option 10 dynamic 
 tunnel mpls traffic-eng fast-reroute 
! 
interface Tunnel11012 
 description Entrega ASR901 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.108 
 tunnel mpls traffic-eng autoroute announce 
 tunnel mpls traffic-eng priority 1 1 
 tunnel mpls traffic-eng path-option 5 explicit name Path-ASR901 
 tunnel mpls traffic-eng path-option 10 dynamic 
 tunnel mpls traffic-eng fast-reroute 
! 
interface Tunnel51011 
 description FRR Link-Protection ASR903-ME3600 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.104 




 description FRR Link-Protection ASR903-ASR901 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 





 tunnel destination 10.166.0.108 




 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet0/0/1 
 description Interconnexio ASR903-MAQ Gi0/0/1 - ASR901-MAQ Gi0/4 
 dampening 
 mtu 9216 
 ip address 10.166.16.54 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 ip ospf message-digest-key 1 md5 7 1236162714130D16322A2B2B67 
 ip ospf network point-to-point 
 ip ospf dead-interval minimal hello-multiplier 3 
 ip ospf 100 area 0 
 carrier-delay msec 0 
 negotiation auto 
 mpls ip 
 mpls traffic-eng tunnels 
 mpls traffic-eng backup-path Tunnel51012 
 cdp enable 
 service-policy output CORE 
 ip rsvp bandwidth percent 100 
 ip rsvp signalling hello 
! 
interface GigabitEthernet0/0/2 
 description Acceso Sede Servei LAB 
 mtu 8996 





 load-interval 30 
 negotiation auto 
 no keepalive 
 service instance 3135 ethernet 
  description Gestio Sede Servei LAB 
  encapsulation dot1q 3135 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3135 
 ! 
 service instance 3136 ethernet 
  description Servei Sede Servei LAB 
  encapsulation dot1q 3136 
  xconnect 10.166.0.104 5056000 encapsulation mpls pw-class ME3600 




 no ip address 
 shutdown 
 negotiation auto 
 service instance 3138 ethernet 
! 
interface GigabitEthernet0/0/4 
 description Acces ME1200 
 mtu 8996 
 no ip address 
 negotiation auto 
 no keepalive 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 ethernet oam  
 service instance 30 ethernet 
  description Servei ME1200 





  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011000 encapsulation mpls pw-class ME3600 
   mtu 8996 
 ! 
 service instance 100 ethernet 
  description Servei GPON 
  encapsulation dot1q 100 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011002 encapsulation mpls pw-class ME3600 
   mtu 8996 
 ! 
 service instance 3135 ethernet 
  description Management ME3400access 
  encapsulation dot1q 3135 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3135 
 !         
 service instance 3138 ethernet 
  description Servei 
  encapsulation dot1q 3138 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011001 encapsulation mpls pw-class ME3600 
 ! 
 service instance 3141 ethernet 
  description Servei Huawei ver7 
  encapsulation dot1q 3141 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011007 encapsulation mpls pw-class ME3600 
   mtu 1500 
! 
interface GigabitEthernet0/0/5 
 mtu 8996 
 no ip address 
 negotiation auto 





 service instance 10 ethernet 
  description Gestio 
  encapsulation untagged 
  bridge-domain 10 
 ! 
 service instance 20 ethernet 
  description Servei 
  encapsulation dot1q 20 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 12345 encapsulation mpls pw-class ME3600 
! 
interface GigabitEthernet0/0/6 
 description Puerto pruebas GPON 
 mtu 9216 
 no ip address 
 negotiation auto 
 no keepalive 
 service instance 100 ethernet 
  description Servicio 
  encapsulation default 
  xconnect 10.166.0.104 5011003 encapsulation mpls pw-class ME3600 
   mtu 8996 
 ! 
 service instance 300 ethernet 
  encapsulation dot1q 300 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011012 encapsulation mpls pw-class ME3600 
   mtu 8996 
 ! 
 service instance 400 ethernet 
  description Servicio400 
  encapsulation dot1q 400 
  rewrite ingress tag pop 1 symmetric 
  xconnect 10.166.0.104 5011014 encapsulation mpls pw-class ME3600 






 service instance 500 ethernet 
  description Servicio500 
  encapsulation untagged 
  xconnect 10.166.0.104 5011015 encapsulation mpls pw-class ME3600 
   mtu 8996 
! 
interface GigabitEthernet0/0/7 
 ip address 192.168.1.3 255.255.255.0 
 negotiation auto 
! 
interface TenGigabitEthernet0/0/8 
 description Interconnexio Telvent-50Tv-0903 TenGigabitEthernet0/0/8 
- PEDROSA-10PE-7609 TenGigabitEthernet7/2 
 dampening 
 mtu 9216 
 ip address 10.166.16.42 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 ip ospf message-digest-key 1 md5 7 032B483B0017205E5608160643 
 ip ospf network point-to-point 
 ip ospf dead-interval minimal hello-multiplier 3 
 ip ospf 100 area 0 
 carrier-delay msec 0 
 udld port disable 
 mpls ip 
 mpls traffic-eng tunnels 
 mpls traffic-eng backup-path Tunnel51011 
 cdp enable 
 service-policy output CORE 
 ip rsvp bandwidth percent 100 







 vrf forwarding Mgmt-intf 
 ip address 10.0.0.180 255.255.255.0 
 negotiation auto 
! 
interface BDI30 
 description Gestio ME-3400-MAQ-1 
 ip address 10.167.16.17 255.255.255.0 
! 
interface BDI100 
 ip address 10.0.0.120 255.255.255.0 
! 
router ospf 100 
 router-id 10.166.0.100 
 ispf 
 auto-cost reference-bandwidth 100000 
 nsf cisco enforce global 
 area 0 authentication message-digest 
 area 100 authentication message-digest 
 area 100 range 10.167.100.0 255.255.252.0 
 timers throttle spf 100 100 2000 
 timers throttle lsa 0 100 1000 
 timers lsa arrival 100 
 timers pacing lsa-group 15 
 passive-interface default 
 no passive-interface GigabitEthernet0/0/1 
 no passive-interface TenGigabitEthernet0/0/8 
 network 10.167.100.0 0.0.3.255 area 100 
 distance 199 10.166.0.200 0.0.0.0 AREA_199 
 mpls ldp sync 
 mpls traffic-eng router-id Loopback0 
 mpls traffic-eng area 0 
 mpls traffic-eng multicast-intact 
! 






no ip http server 
no ip http secure-server 
ip rsvp signalling hello 
ip rsvp signalling hello graceful-restart mode help-neighbor 
ip route 10.167.100.0 255.255.252.0 Null0 254 
! 
ip explicit-path name FRR-Tv-TV-PE enable 
 next-address 10.166.16.57 
 next-address 10.166.16.5 
! 
ip explicit-path name FRR-ASR903-ASR901-ME3600 enable 
 next-address 10.166.16.53 
 next-address 10.166.16.61 
! 
ip explicit-path name FRR-ASR903-ME3600-ASR901 enable 
 next-address 10.166.16.41 
 next-address 10.166.16.62 
! 
ip explicit-path name Path-ASR901 enable 
 next-address 10.166.16.53 
! 
ip explicit-path name Path-ME3600 enable 
 next-address 10.166.16.41 
! 
ip access-list standard AREA_199 
 permit 10.31.0.0 0.0.255.255 
 permit 10.17.0.0 0.0.255.255 
ip access-list standard LDP_PEERING 
 permit 10.166.0.0 0.0.0.255 
 permit 10.166.4.0 0.0.0.255 
ip access-list standard XOC_SNMP_SERVERS 
 permit 10.31.75.109 
 permit 10.31.72.103 
 permit 10.31.74.30 





 permit 10.31.74.10 
 permit 10.31.72.11 








                                    XARXA OBERTA de CATALUNYA 
    ATENCIO: qualsevol acces no autoritzat a aquesta maquina queda 
absolutament prohibit. 




=============================|        
! 
line con 0 
 exec-timeout 30 0 
 privilege level 15 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 exec-timeout 5 0 
 password 7 13091610 
 login local 
 transport input telnet ssh 
! 
monitor session 1 type local 
 source interface Gi0/0/4 
 destination interface Gi0/0/5 
!          
end 





Apèndix 2.3: ME3600 - Configuració 
version 15.5 
no service pad 
service timestamps debug datetime msec 
service timestamps log datetime msec 
service unsupported-transceiver 
platform bfd allow-svi 




vrf definition Mgmt-intf 
 rd 100:100 
 ! 
 address-family ipv4 
 exit-address-family 
! 
logging buffered informational 
enable secret 4 dF34os/rztYiicHD5JuP77/nI1urG4VdY/MJCkAOCDQ 
! 
no aaa new-model 
ip routing 
! 
no ip domain lookup 
ip host asr903 10.166.16.42 
ip host me34001 10.167.16.18 
ip host huaweidc 10.167.16.22 
ip host me34002 10.167.16.34 
ip host asr901 10.166.0.108 
ipv6 unicast-routing 
! 
pseudowire-static-oam class B 






mpls label range 1000 1110 static 1200 1210 
mpls label protocol ldp 
no mpls ip propagate-ttl forwarded 
mpls ldp neighbor 10.166.0.100 password ldPxarxaoc4 
mpls ldp neighbor 10.166.0.100 targeted 
mpls ldp neighbor 10.166.0.108 password ldPxarxaoc4 
mpls ldp neighbor 10.166.0.108 targeted 
mpls ldp explicit-null 
mpls ldp graceful-restart 
mpls ldp session protection 
no mpls ldp advertise-labels 
mpls ldp advertise-labels for LDP_PEERING 
mpls traffic-eng tunnels 
mpls traffic-eng signalling advertise explicit-null 
mpls traffic-eng signalling interpret explicit-null verbatim 
! 
spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
no spanning-tree vlan 1 
license udi pid ME-3600X-24FS-M sn FOC1733V2AJ 
license boot level AdvancedMetroIPAccess 
license boot level AdvancedMetroIPAccess 
diagnostic bootup level minimal 
no errdisable detect cause gbic-invalid 
bfd-template single-hop BBB 
 interval min-tx 99 min-rx 99 multiplier 3 
! 
bridge-domain 3136  
! 
controller nid 1/1 
! 
transceiver type all 
 monitoring 









vlan 3141,3143  
! 
ip tftp source-interface GigabitEthernet0 
pseudowire-class COMMON 
 encapsulation mpls 
 control-word 
 protocol none 
! 
pseudowire-class ASR903 
 encapsulation mpls 
 preferred-path interface Tunnel11110  
! 
pseudowire-class ASR901 
 encapsulation mpls 
 preferred-path interface Tunnel11112       
! 
interface Loopback0 
 description Service Loopback IP 
 ip address 10.166.0.104 255.255.255.255 
 ip ospf 100 area 0 
! 
interface Loopback1 
 description Managment Loopback IP 
 vrf forwarding Mgmt-intf 
 ip address 10.166.4.104 255.255.255.255 
! 
interface Tunnel11110 
 description Entrega ASR903 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 





 tunnel mpls traffic-eng autoroute announce 
 tunnel mpls traffic-eng priority 1 1 
 tunnel mpls traffic-eng path-option 5 explicit name Path-ASR903 
 tunnel mpls traffic-eng path-option 10 dynamic 
 tunnel mpls traffic-eng fast-reroute 
!          
interface Tunnel11112 
 description Entrega ASR901 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.108 
 tunnel mpls traffic-eng autoroute announce 
 tunnel mpls traffic-eng priority 1 1 
 tunnel mpls traffic-eng path-option 5 explicit name Path-ASR901 
 tunnel mpls traffic-eng path-option 10 dynamic 
 tunnel mpls traffic-eng fast-reroute 
! 
interface Tunnel51110 
 description FRR Link-Protection ME3600-ASR903 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.100 




 description FRR Link-Protection ME3600-ASR901 
 ip unnumbered Loopback0 
 mpls traffic-eng tunnels 
 tunnel mode mpls traffic-eng 
 tunnel destination 10.166.0.108 








 no ip address 
 speed auto 
 duplex auto 







 description Acces ME3400-MAQ1 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 ethernet oam 
 service instance 30 ethernet 
  description Servei ME-3400-MAQ-1 
  encapsulation dot1q 30 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 30 
 ! 
 service instance 3136 ethernet 
  description Gestio ME-3400-MAQ-1 
  encapsulation dot1q 3136 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3136 
! 
interface GigabitEthernet0/4 
 description Access Huawei DC 





 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 ethernet oam 
 service instance 3137 ethernet 
  description Gestio Huawei DC 
  encapsulation dot1q 3137 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3137 
 ! 
 service instance 3138 ethernet 
  description Servei 
  encapsulation dot1q 3138 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3138 
! 
interface GigabitEthernet0/5 
 no switchport 
 mtu 8996 
 no ip address 
 xconnect 10.166.0.100 5056000 encapsulation mpls pw-class ASR903 
! 
interface GigabitEthernet0/6 
 no switchport 
 dampening 
 mtu 9216 
 ip address 10.166.16.61 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 ip ospf message-digest-key 1 md5 OsPfxarxaoc4 





 ip ospf dead-interval minimal hello-multiplier 3 
 ip ospf 100 area 0 
 carrier-delay msec 0 
 mpls ip 
 mpls traffic-eng tunnels 
 mpls traffic-eng backup-path Tunnel51112 
 ip rsvp bandwidth percent 100 









 description CPE Huawei S5700 Ver7 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 service instance 3140 ethernet 
  description Gestio CPE Huawei S5700 ver7 
  encapsulation dot1q 3140 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3140 
 ! 
 service instance 3141 ethernet 
  description Servicio S5700 ver7 
  encapsulation dot1q 3141 
  rewrite ingress tag pop 1 symmetric 











 description Servei ME1200  
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 udld port disable 
 storm-control broadcast level bps 300m 100m 
 storm-control multicast level bps 300m 100m 
 storm-control action shutdown 
 storm-control action trap 
 service instance 3000 ethernet 
  description Servei ME1200 
  encapsulation dot1q 3000 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3000  
! 
interface GigabitEthernet0/14 
 description Pruebas L2PT Gi0/6 ASR901 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 ethernet oam max-rate 5 
 ethernet oam timeout 30  
 ethernet oam 
 service instance 1111 ethernet 
  encapsulation default 
  l2protocol forward 
  xconnect 10.166.0.108 12345 encapsulation mpls pw-class ASR901 







 udld port disable 
! 
interface GigabitEthernet0/16 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 ethernet oam max-rate 5 
 ethernet oam timeout 30  
 ethernet oam 




 no switchport 
 mtu 9216 
 no ip address 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 no mpls ldp igp sync 
! 
interface GigabitEthernet0/19 
 description GPON test 














 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 service instance 60 ethernet 
  description management 3400 
  encapsulation dot1q 60 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 60 
 ! 
 service instance 3143 ethernet 
  description RFC 901 - 3600 
  encapsulation dot1q 3143 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3143 
 ! 
interface GigabitEthernet0/24 
 description Entrega Serveis Apfutura (Segon CPE) 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 8996 
 load-interval 30 
 service instance 1221 ethernet 
  description Gestio Idatagreen Segon  ME3402  
  encapsulation dot1q 3102 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 3102 
 ! 
 service instance 1303 ethernet 
  description Entrega Servei Apfutura MORA IDATAGREEN 
  encapsulation dot1q 3013 





  bridge-domain 3013 
! 
interface TenGigabitEthernet0/1 
 no switchport 
 dampening 
 mtu 9216 
 ip address 10.166.16.41 255.255.255.252 
 no ip redirects 
 no ip unreachables 
 no ip proxy-arp 
 ip ospf message-digest-key 1 md5 OsPfxarxaoc4 
 ip ospf network point-to-point 
 ip ospf dead-interval minimal hello-multiplier 3 
 ip ospf 100 area 0 
 carrier-delay msec 0 
 mpls ip 
 mpls traffic-eng tunnels 
 mpls traffic-eng backup-path Tunnel51110 
 ip rsvp bandwidth percent 100 
 ip rsvp signalling hello 
! 
interface TenGigabitEthernet0/2 
 description Trunk Acceso OLT 
 switchport trunk allowed vlan none 
 switchport mode trunk 
 mtu 9216 
 load-interval 30 
 ethernet oam max-rate 5 
 ethernet oam remote-loopback supported 
 ethernet oam timeout 30  
 service instance 3135 ethernet 
  description Gestion OLT 
  encapsulation dot1q 3135 
  rewrite ingress tag pop 1 symmetric 






 service instance 3136 ethernet 
  description Servicio VLAN 100 
  encapsulation dot1q 100 
  rewrite ingress tag pop 1 symmetric 
  bridge-domain 100 
 ! 
 service instance 3144 ethernet 
  description Servicio QinQ2 
 ! 
 service instance 3145 ethernet 
  description Servicio QinQ 
  encapsulation dot1q 200 second-dot1q 300 
  rewrite ingress tag pop 2 symmetric 
  bridge-domain 300 
 ! 
 service instance 3150 ethernet 
  description Servicio QinQ500 
  encapsulation dot1q 400 second-dot1q 500 
  rewrite ingress tag pop 2 symmetric 
  bridge-domain 500 
! 
interface Vlan1 
 ip address 192.0.2.100 255.255.255.0 
! 
interface Vlan30 
 description Servei ME-3400-MAQ-1 
 mtu 8996 
 ip address 10.167.128.5 255.255.255.0 
 xconnect 10.166.0.100 5011000 encapsulation mpls pw-class ASR903 
 mtu 8996 
! 
interface Vlan33 







 ip address 172.16.1.1 255.255.255.0 
! 
interface Vlan100 
 mtu 9216 
 no ip address 
 xconnect 10.166.0.100 5011003 encapsulation mpls pw-class ASR903 
  mtu 8996 
! 
interface Vlan300 
 mtu 9216 
 no ip address 
 xconnect 10.166.0.100 5011012 encapsulation mpls pw-class ASR903 
  mtu 8996 
! 
interface Vlan400 
 mtu 9216 
 no ip address 
 xconnect 10.166.0.100 5011014 encapsulation mpls pw-class ASR903 
  mtu 8996 
! 
interface Vlan500 
 mtu 9216 
 no ip address 
 xconnect 10.166.0.100 5011015 encapsulation mpls pw-class ASR903 
  mtu 8996 
! 
interface Vlan2000 
 ip address 3.3.3.2 255.255.255.252 
! 
interface Vlan3000 
 mtu 8996 







 description Entrega Servei Apfutura MORA IDATAGREEN 
 mtu 8996 
 no ip address 
 xconnect 10.166.0.100 5539000 encapsulation mpls pw-class ASR903 
  mtu 8996 
! 
interface Vlan3136 
 ip address 10.167.128.5 255.255.255.0 
! 
interface Vlan3138 
 description Servei Huawei DC Test 
 mtu 8996 
 no ip address 




 no ip address 
 xconnect 10.166.0.100 5011007 encapsulation mpls pw-class ASR903 
  mtu 1500 
! 
interface Vlan3143 
 mtu 8996 
 no ip address 
 xconnect 10.166.0.108 5011009 encapsulation mpls pw-class ASR901 
! 
router ospf 1 vrf Mgmt-intf 
 network 1.1.1.0 0.0.0.255 area 0 
! 
router ospf 100 
 router-id 10.166.0.104 
 ispf 
 auto-cost reference-bandwidth 100000 
 area 0 authentication message-digest 





 area 104 range 10.167.104.0 255.255.252.0 
 area 200 authentication message-digest 
 timers throttle spf 100 100 2000 
 timers throttle lsa 0 100 1000 
 timers lsa arrival 100 
 timers pacing lsa-group 15 
 passive-interface default 
 no passive-interface GigabitEthernet0/6 
 no passive-interface GigabitEthernet0/18 
 no passive-interface TenGigabitEthernet0/1 
 network 10.167.104.0 0.0.3.255 area 104 
 distance 199 10.166.0.200 0.0.0.0 AREA_199 
 mpls ldp sync 
 mpls traffic-eng router-id Loopback0 
 mpls traffic-eng area 0 
 mpls traffic-eng multicast-intact 
! 
ip forward-protocol nd 
! 
ip http server 
no ip http secure-server 
ip rsvp signalling hello 
ip rsvp signalling hello graceful-restart mode help-neighbor 
ip route 10.167.104.0 255.255.252.0 Null0 254 
! 
ip explicit-path name Path-ASR901 enable 
 next-address 10.166.16.62 
! 
ip explicit-path name FRR-ME3600-ASR901-ASR903 enable 
 next-address 10.166.16.62 
 next-address 10.166.16.54 
! 
ip explicit-path name FRR-ME3600-ASR903-ASR901 enable 
 next-address 10.166.16.42 






ip explicit-path name Path-ASR903 enable 
 next-address 10.166.16.42 
! 
ip access-list standard AREA_199 
 permit 10.31.0.0 0.0.255.255 
 permit 10.17.0.0 0.0.255.255 
ip access-list standard LDP_PEERING 
 permit 10.166.0.0 0.0.0.255 
 permit 10.166.4.0 0.0.0.255 
! 
mpls ldp router-id Loopback0 force 
!          
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
line vty 0 4 
 exec-timeout 2 0 
 password lab 
 login 
 transport input telnet ssh 
line vty 5 15 
 login 
 transport input telnet ssh 
! 
exception crashinfo file flash:crashinfo 
! 
monitor session 1 type local 
 source interface Te0/2 
 destination interface Gi0/15 
! 
end 





Apèndix 2.4: ME3400 – Configuració 
version 12.2 
no service pad 
service tcp-keepalives-in 
service tcp-keepalives-out 
service timestamps debug datetime msec localtime show-timezone 








logging discriminator NO_EXIT msg-body drops exited  
logging buffered discriminator NO_EXIT 
logging console informational 
enable secret 5 $1$x3F4$MYphRAlyr.U8oB3./yMEJ/ 
! 
username xoc privilege 15 password 7 03560B13092C70181E5F 
aaa new-model 
!          
aaa authentication login default group tacacs+ local 
aaa authentication enable default group tacacs+ enable 
aaa authorization exec default group tacacs+ local  
aaa authorization commands 1 default group tacacs+ local  
aaa authorization commands 15 default group tacacs+ local  
aaa accounting exec default start-stop group tacacs+ 
aaa accounting commands 0 default start-stop group tacacs+ 
aaa accounting commands 1 default start-stop group tacacs+ 
aaa accounting commands 15 default start-stop group tacacs+ 
aaa accounting network default start-stop group tacacs+ 
aaa accounting connection default start-stop group tacacs+ 






aaa session-id common 
process cpu threshold type total rising 75 interval 15 falling 20 
interval 5 
clock timezone DST 1 0 
clock summer-time DST recurring last Sun Mar 2:00 last Sun Oct 2:00 
system mtu routing 1500 
udld aggressive 
link state track 1 
ip domain-name xarxaoberta.cat 
ip name-server 10.31.73.13 
! 
crypto pki trustpoint TP-self-signed-3819491712 
 enrollment selfsigned 
 subject-name cn=IOS-Self-Signed-Certificate-3819491712 
 revocation-check none 
 rsakeypair TP-self-signed-3819491712 
! 
crypto pki certificate chain TP-self-signed-3819491712 
 certificate self-signed 01 
  3082025F 308201C8 A0030201 02020101 300D0609 2A864886 F70D0101 
04050030  
  31312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 
43657274  
  69666963 6174652D 33383139 34393137 3132301E 170D3933 30333031 
30303031  
  30335A17 0D323030 31303130 30303030 305A3031 312F302D 06035504 
03132649  
  4F532D53 656C662D 5369676E 65642D43 65727469 66696361 74652D33 
38313934  
  39313731 3230819F 300D0609 2A864886 F70D0101 01050003 818D0030 
81890281  
  8100AFE4 70AAC6E9 525A8B15 3DCFFDB6 89B1BE7F 6C94FC15 7BE2CEF5 
5481BC6D  
  7F598A0A ACA3429B 4A8FDACC 21713E8B E5829FA5 67AA1D0D 85DF5964 
F7948143  






  2F065F4A D224BE29 C993BCDB F9127EEC A9D0B393 66853411 15FC20C6 
3EB4202C  
  BE8B0203 010001A3 81863081 83300F06 03551D13 0101FF04 05300301 
01FF3030  
  0603551D 11042930 27822532 35313130 5F495053 575F3334 30325F4D 
454C4155  
  2E786172 78616F62 65727461 2E636174 301F0603 551D2304 18301680 
147759B4  
  01CDF380 7B5E8491 67EEC52A 6428AB7C D7301D06 03551D0E 04160414 
7759B401  
  CDF3807B 5E849167 EEC52A64 28AB7CD7 300D0609 2A864886 F70D0101 
04050003  
  D2AD30B4 1FF4D681 C92AA944 E273F482 4D3053C7 F572A7EE 4DDFE9B3 
73C230BB EACB44 
        quit 
! 
errdisable recovery cause udld 
errdisable recovery cause bpduguard 
errdisable recovery cause security-violation 
errdisable recovery cause channel-misconfig (STP) 
errdisable recovery cause link-flap 
errdisable recovery cause gbic-invalid 
errdisable recovery cause l2ptguard 
errdisable recovery cause psecure-violation 
errdisable recovery cause dhcp-rate-limit 
errdisable recovery cause storm-control 
errdisable recovery cause arp-inspection 
errdisable recovery interval 30 
dying-gasp primary snmp-trap secondary ethernet-oam 
l2protocol-tunnel cos 1 
! 
spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
no spanning-tree vlan 1-4094 
! 






vlan 20,25,90,3136  
! 
vlan30 
name Proves ME1200 
! 
vlan 100 
 name GPON 
! 
vlan 3135 
 name forwarding-VLAN         
! 
policy-map XOC_200M_Percentil 
 class class-default 
    police cir 200000000 
      conform-action set-cos-transmit 1 
      exceed-action set-cos-transmit 0 
policy-map XOC_100M_Percentil 
 class class-default 
    police cir 100000000 
      conform-action set-cos-transmit 1 
      exceed-action set-cos-transmit 0 
policy-map XOC_100M 
 class class-default 
    police cir 100000000 
      conform-action set-cos-transmit 1 
      exceed-action drop  
policy-map XOC_200M 
 class class-default 
    police cir 200000000 
      conform-action set-cos-transmit 1 
      exceed-action drop  
! 
interface Loopback1 
 no ip address 







 ip address 10.10.10.1 255.255.255.252 




 port-type nni 
 switchport mode trunk 
 no cdp enable 
 ethernet oam 
! 
interface GigabitEthernet0/2 
 description Downlink port to Client Site: Proves ME1200 
 switchport access vlan 30 
 switchport mode dot1q-tunnel 
 l2protocol-tunnel cdp 
 l2protocol-tunnel lldp 
 l2protocol-tunnel stp 
 l2protocol-tunnel vtp 
 l2protocol-tunnel point-to-point pagp 
 l2protocol-tunnel point-to-point lacp 
 l2protocol-tunnel point-to-point udld 
 service-policy input XOC_100M 
! 
interface GigabitEthernet0/3 
 port-type nni 
! 
interface GigabitEthernet0/4 




 no ip address 








 description Proves ME1200 
 ip address 10.167.128.6 255.255.255.0 
 no ip redirects 
 no ip unreachables 
 no ip route-cache 
! 
interface Vlan3135 
 description Gestio - Ubuntu 
 ip address 192.0.2.3 255.255.255.0 
 no ip redirects 
 no ip unreachables 
 no ip route-cache 
! 
ip default-gateway 10.167.128.5 
no ip http server 
ip http secure-server 
! 
ip tacacs source-interface Vlan30 
! 
ip access-list standard XOC_SNMP_SERVERS 
 permit 10.31.75.109 
 permit 10.31.72.103 
 permit 10.31.72.12 
 permit 10.31.74.10 
 permit 10.31.72.11 
 permit 10.31.72.10 
 permit 10.31.72.50 
! 
logging esm config 
logging trap debugging 







access-list 10 permit 10.10.10.2 
cpu traffic qos cos 6 
cpu traffic qos dscp 48 
cpu traffic qos precedence 6 
no cdp run 
! 
snmp-server community XarxaOberta2011 RW XOC_SNMP_SERVERS 
snmp-server packetsize 8192 
snmp-server location 41.379083,2.176514 
snmp-server system-shutdown 
snmp-server enable traps snmp authentication linkdown linkup 
coldstart warmstart 
snmp-server enable traps entity 
snmp-server enable traps cpu threshold 
snmp-server enable traps envmon fan shutdown supply temperature 
status 
snmp-server enable traps ether-oam 
snmp-server enable traps config 
snmp-server enable traps syslog 
snmp-server enable traps ipsla 
snmp-server host 10.31.72.103 version 2c XarxaOberta2011  
snmp-server host 10.31.75.109 version 2c XarxaOberta2011  
tacacs-server directed-request 
tacacs server XOC-TCS+ 
 address ipv4 10.164.198.10 
 key 7 03100F284D5F231F5C1D4D44 
 timeout 2 
! 
rmon event 1 log trap XarxaOberta2011 description 
BW_ALARM:Throughput_IN_over_75% owner XOC 
rmon event 2 log trap XarxaOberta2011 description 
BW_INFORMATIONAL:Throughput_IN_under_60% owner XOC 
rmon event 3 log trap XarxaOberta2011 description 
BW_ALARM:Throughput_OUT_over_75% owner XOC 
rmon event 4 log trap XarxaOberta2011 description 





rmon alarm 50 lifEntry.6.10104 30 absolute rising-threshold 0 1 
falling-threshold 0 2 owner XOC 
rmon alarm 51 lifEntry.8.10104 30 absolute rising-threshold 0 3 
falling-threshold 0 4 owner XOC 
! 
line con 0 
line vty 5 15 
! 
ntp server 10.31.72.11 
no mac address-table learning vlan 1-4094  
end 
Taula 17: Configuració ME-3400 
Apèndix 3: Resultats de les proves d’homologació 
Apèndix 3.1: Resultats proves MEF 
Apèndix 3.1.1.: Resultats de les proves de transparència de les VLANs client 
Apèndix 3.1.1.a.: Transmissió de trames Ethernet no etiquetades 
 
 
Figura 10: Resultat prova trames no etiquetades 
 






Figura 11: Resultat prova trames Ethernet etiquetades 
 
Apèndix 3.1.1.c.: Transmissió de trames Ethernet doblement etiquetades 
0x8100 
 
Figura 12: Resultat prova trames Ethernet doblement etiquetades 
Apèndix 3.1.1.d.: Transmissió de trames Ethernet doblement etiquetades 






Figura 13: Resultat prova trames Ethernet doblement etiquetades amb valor Ethertype 0x8100 
 
 



















Apèndix 3.1.2: Transmissió de diferents tipus de payload 
Apèndix 3.1.2.a.: Transmissió de paquets IPv4 
 
Figura 17: Resultat prova transmissió paquets IPv4 
 
Apèndix 3.1.2.b.: Transmissió del camp DSCP 
 






Apèndix 3.1.2.c.: Transmissió de paquets IPv4 multicast 
 
Figura 19: Resultat prova transmissió de paquets IPv4 multicast 
 
Apèndix 3.1.2.d.: Transmissió de paquets IPv6 
 








Apèndix 3.1.2.e.: Transmissió de paquets IPv6 multicast 
 
Figura 21: Resultat prova transmissió de paquets IPv6 multicast 
 
 
Apèndix 3.2: Resultats proves de gestió remota, seguretat i altres 
funcionalitats de l’equip 
Apèndix 3.2.1: Hardware/Software 
Aquesta prova no té demostracions ja que es fan comprovacions físiques 
comprovant el funcionament dels LEDs, de la connexió de fonts de 
subministrament elèctric, arrancada de l’equip, reseteig, etc. Tot ha sortit 
correctament. 
 
Apèndix 3.2.2: AAA 






Taula 18: Resultat prova Autenticació 
 
Apèndix 3.2.2.b: Autorització 
 







Apèndix 3.2.2.c: Accounting 
 
Taula 20: Resultat prova Accounting 
Apèndix 3.2.3: SNMP 
 
 Apèndix 3.2.3.a: Accès SNMP als dispositius 
En la maqueta no hi ha un servidor NMS instal·lat, per aquest motiu no s’ha 
provat amb total eficiència el funcionament del protocol SNMP. Tanmateix, com 
que és una prova bàsica, es dona per suposat que aquesta prova funcionaria com 
és degut. Més endavant, quan es faci la prova pilot (mencionada en el punt 8 de 
l’apartat Objectius posteriors al projecte) aquesta prova es podrà realitzar amb 
total eficàcia. 
 
 Apèndix 3.2.3.b: Operació SNMP traps 
Tal i com s’ha explicat en l’apèndix anterior, aquest protocol no es pot provar en 
el laboratori. Tot i així, per aquest cas, es va fer una petita comprovació: es va 
configurar la direcció de l’equip ASR903 com si fos la d’un servidor NMS; sota 
aquest escenari, es veu com l’equip ME1200 envia trames SNMP per tal 
d’intentar establir la comunicació. També es veu com no reb resposta, ja que el 






Figura 22: Resultat prova SNMP trap 
Apèndix 3.2.4: Altres funcionalitats 
 Apèndix 3.2.4.a: Actualització de la IOS 
Actualitzant la IOS va canviar (entre altres coses) la Interfície d’usuari web, fent-la més 
fàcil de manipular i més ordenada. S’han adjuntat dues captures d’una mateixa part de la 
interfície abans i després de l’actualització: 
 






Figura 24: WebUI de la IOS nova 
 Apèndix 3.2.4.b: Link Loss Forwarding 
Al desconnectar el port d’uplink del ASR903 no es veu caure el port de downlink de 
l’equip ME-1200. Aquesta prova no ha passat satisfactòriament. Restarem pendents a 
que Italtel esbrini com configurar dita funció. 
Apèndix 3.2.4.c: Dying-gasp 
Connectats al ASR903 a través de la consola, es va desconnectar l’equip ME1200 del 
subministrament elèctric i a la pantalla de la consola es van rebre els missatges mostrats 
a continuació: 
 Apaguem l'equip: 
 000408: *Jul  1 10:25:09.409: %ETHERNET_OAM-6-RFI: The client 
on interface Gi0/0/5 has received a remote failure indication 
from its remote peer(failure reason = dying) 
 000414: *Jul  1 10:25:14.412: %ETHERNET_OAM-6-LINK_TIMEOUT: The 
client on interface Gi0/0/5 has timed out and exited the OAM 
session. 
 Encenem l'equip: 
 000419: *Jul  1 10:25:34.904: %ETHERNET_OAM-6-ENTER_SESSION: 
The client on interface Gi0/0/5 has entered the OAM session. 
Taula 21: Resultat prova Dying-gasp 
 
Apèndix 3.3: Resultats proves de característiques i rendiment  
Apèndix 3.3.1: Resultats proves característiques 
Apèndix 3.3.1.a: Màxima unitat de transmissió (MTU) 








Figura 25: Interfície web on configurar la MTU 
Tanmateix, com es pot comprovar en els resultats de les proves RFC2544 veiem que 
l’enllaç perd paquets quan la seva longitud és de 8996 bytes. Es desconeix a què es deu 








Apèndix 3.3.1.b: Limitació d’ample de banda  
S’ha restringit l’ample de banda de l’equip a 100MB. Aquesta prova ha quedat superada 
conjuntament quan la RFC2544 també ha passat satisfactòriament (indistintament de la 
llargada de les trames) a 100MB.  
Apèndix 3.3.2: Resultats proves de rendiment 
Apèndix 3.3.2.a: RFC2544, latència i jitter  
La prova de RFC2544 ha quedat superada per tots els casos excepte per trames de 
8996 bytes de longitud. Es desconeix perquè a partir d’aquesta mida l’enllaç perdia 
paquets i s’ha demanat assessorament a Italtel. Quan tinguin novetats respecte al tema 
ens ho faran saber. Ara per ara, aquesta prova no ha estat superada per trames de 8996. 
Les proves de latència i jitter han passat satisfactòriament. 
L’escenari per passar les proves RFC2544 és el mateix mostrat en la Figura 6, però 
substituint els dos ordinadors per un JDSU. Un d’aquests actuara com a mesurador i 
l’alter serà el bucle, tal i com es mostra en la figura següent: 
 
Figura 26: Escenari de proves RFC2544 amb JDSUs 
 
 





















Apèndix 3.3.2.b: RFC2544 de forma autònoma  
Aquesta prova està pensada per ser provada amb dos equips ME1200, un a cada extrem 
de la xarxa. En aquest cas, com que només s’havia prestat un sol equip, s’ha situat en 
l’altre extrem un Cisco ME3400 llavors, s’ha intentat realitzar la prova RFC2544 des del 
ME1200 creant un bucle amb el JDSU en el ME3400. L’intent no ha estat satisfactori, per 
tant, ja se sap que aquesta configuració no serveix per passar la prova RFC2544 
autónomament. Resta pendent passar la prova en un futur amb dos equips ME1200. 
******************************************************************
************** 




  Version              : ME1200 OS Software Build 15.5-2.SN 
  Build date           : Thu May 28 08:43:21 PDT 2015 





  Report name          : p3 
  Description          :  
 
Overall execution status: 
  Started at           : 1970-01-02T00:12:59+01:00 
  Ended at             : 1970-01-02T00:13:23+01:00 
  Status               : Failed 
Common configuration: 
  Profile name         : Prova  
  Description          :  
  MEG Level            : 3 





  Sequence number check: Disabled 
  Dwell time           : 2 seconds 
  Type                 : Port Down-MEP 
  Destination MAC      : 00-80-16-8c-24-5c 
  Source MAC           : b8-38-61-68-8e-5e 
  Frame sizes          : 512 
  Throughput test      : Enabled 
  Latency test         : Disabled 
  Frame loss test      : Disabled 
  Back-to-back test    : Disabled 
******************************* Throughput Test 
******************************** 
Throughput configuration: 
  Trial duration       : 10 seconds 
  Minimum rate         : 100 permille 
  Maximum rate         : 1000 permille 
  Accuracy             : 2 permille 
  Allowed frame loss   : 0 permille 
 
Throughput status: 
  Started at           : 1970-01-02T00:12:59+01:00 
  Ended at             : 1970-01-02T00:13:23+01:00 
  Status               : Failed 
  Details              : Allowed TST frame loss exceeded. 
 
Frame   Appl.  Actual Actual Actual  Actual  Tx         Rx         
Frame Status 
Size    TxRate TxRate RxRate TxRate  TxRate  Frames     Frames     
Loss 
[bytes] [Mbps] [Mbps] [Mbps] [fps]   [fps]                         
[%] 
------- ------ ------ ------ ------- ------- ---------- ---------- 
----- ------ 
    512  100.0   99.8    0.0   23459       0     234593          0 
100.0 FAIL 
 
******************************** Overall Result 
******************************** 
  Ended at             : 1970-01-02T00:13:23+01:00 
  Status               : Failed 
******************************************************************
************** 








CPE – Customer Premises Equipment  
ZTP - Zero Touching Provisioning 
MEF - Metro Ethernet Forum 
BPDU - Bridge Protocol Data Units 
SNMP - Simple Network Management Protocol 
MTU – Maximum Transmission Unit 
LAN – Local Area Network 
VLAN – Virtual LAN 
ATM – Asynchronous Transfer Mode 
MPLS - MultiProtocol Label Switching 
LDP - Label Distribution Protocol 
LSR - Label Swtich Router 
LER - Label Edge Router 
IOS - Internetwork Operating System 
CLI - Command Line Interface 
WebUI – Web User Interface 
C-VLAN – Customer VLAN 
S-VLAN – Service Provider VLAN 
DSCP - Differentiated Services Code Point 
IPvX – Internet Protocol version X 
STP – Spanning-Tree-Protocol 
RSTP – Rapid STP 
MSTP – Multiple STP 
PVST+ - Per VLAN Spanning-Tree Plus 
CDP - Cisco Discovery Protection 
LLDP - Link Layer Discovery Protocol 
VTP - VLAN Trunking Protocol 
LACP - Link Aggregation Control Protocol 
PAgP - Port Aggregation Protocol 
AAA – Authentication, Authorization, Accounting 
NMS - Network Management Station 





ACL – Access Constrol List 
L2PT – Layer 2 Protocol Tunneling 
