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Abstract
For some graph classes defined by forbidding one-vertex extensions of the P4, we introduce an implicit description of the stable
set polytope; furthermore, for some of those classes, we give explicitly a minimal defining linear system. This is of interest since
the class of P4-free graphs is basic in modular decomposition theory, and at the same time a well-known result of Chva´tal [V.
Chva´tal, On certain polytopes associated with graphs, Journal of Combinatorial Theory Series (B) 18 (1975) 138–154] provides a
strict link between modular decomposition of graphs and their stable set polytope.
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1. Introduction
Let G = (V, E) be a graph with n vertices. A stable set of G is a set of pairwise nonadjacent vertices of G. Each
stable set S of G is characterized by its incidence vector, that is an n-vector whose i th component is equal to 1 if
vertex i is in S, and 0 otherwise. The stable set polytope of G, denoted by ST AB(G), is the convex hull of all the
incidence vectors of stable sets in G.
A system Ax ≤ b of linear inequalities is called a defining linear system for the stable set polytope of a graph
G if STAB(G) = {x ∈ R|G| : Ax ≤ b} holds and is minimal if all inequalities are facet-defining. As shown by
Padberg, there are two types of inequalities that are necessary for all graphs: the nonnegativity constraints −xv ≤ 0
for all vertices v ∈ V and the clique constraints ∑v∈Q xv ≤ 1 for all inclusion-wise maximal cliques Q ⊆ G.
Those two types of inequalities yield a minimal defining linear system for STAB(G) if and only if G is a perfect
graph [9]. According to a well-known recent result [8], a graph is perfect if and only if it contains no odd holes
and no odd co-holes. Finding such a system for the stable set polytope of general graphs is a difficult task, see
e.g. [14,19–21]. However, it is known from [9] how to construct the defining linear system for a graph obtained from
modular composition (substitution) of two graphs G1 and G2, provided the defining linear system for STAB(G1) and
STAB(G1) are known. We further show that any nontrivial module of a facet-inducing graph is itself facet-inducing
(see Section 2). This motivates us to study the facet-inducing prime graphs in several graph classes, as for any class
X and any G ∈ X , an implicit description of STAB(G) can be obtained from the set FP (X ) of the facet-inducing
prime graphs of X . The above remarks show that FP (X ) ⊇ K2 for any class X and FP (X ) = {K2} if and only if X
is a subclass of the class of perfect graphs.
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Our main focus is to determine the setFP (X ) for several extensions of P4-free graphs (see Section 3.1). For that we
combine, in analogy to the proof in [11] for (P5, gem)-free graphs, Chva´tal’s result [9] and properties of facet-inducing
graphs, using several structural results recently introduced by Brandsta¨dt et al. [1,2,4–7] on the extensions of P4-free
graphs. In addition we explicitly provide the defining linear system for three of the studied extensions of P4-free
graphs, showing that besides nonnegativity and clique constraints only rank constraints associated with extensions of
odd holes and odd co-holes are required (see Section 3.2). P4-free graphs are perfect, and our result shows that those
extensions of P4-free graphs belong to a superclass of perfect graphs, namely the rank-perfect graphs [22].
The following notation will be used in what follows; for any missing notation or reference let us refer to [3,19].
Let G = (V, E) be a graph with n vertices. For any vertex-set W ⊆ V , let G[W ] denote the subgraph of G induced
by W . Given any graph H , let us say that G is H -free if G contains no induced subgraph isomorphic to H . A clique of
G is a set of pairwise adjacent vertices of G. For q > 1, let Kq denote a clique with q vertices, Pq denote an induced
path with q vertices, and Cq denote an induced cycle with q vertices. Graphs Cq with q odd and q ≥ 5 are called odd
holes.
The complement of G, denoted by co-G, is the graph having the same vertices as G and where two vertices are
adjacent in co-G if and only if they are nonadjacent in G. Two disjoint vertex-sets X, Y ⊆ V have a join (a co-join) if
each element of X is adjacent (nonadjacent) to each element of Y . A vertex v ∈ V distinguishes vertices x, y ∈ V if
(v, x) ∈ E and (v, y) 6∈ E .
A vertex-set M ⊆ V is a module of G if no vertex from V \M distinguishes two vertices from M . A module is trivial
if it is either the empty set, a one-vertex or the entire vertex-set V . Nontrivial modules are called homogeneous sets.
A graph is prime if it contains only trivial modules. The notion of modules is basic in the modular decomposition
(or substitution) of graphs (see e.g. [10,16]). A homogeneous set M is maximal if no other homogeneous set
properly contains M . It is well known that in a connected graph G with connected complement co-G, the maximal
homogeneous sets are pairwise disjoint which means that every vertex is contained in at most one homogeneous set.
The existence and uniqueness of the modular decomposition tree is based on this property, and recently, linear time
algorithms were designed to determine this tree (see e.g. [15]). The tree contains the vertices of the graph as its leaves,
and the internal nodes are of three types: they represent a join or a co-join operation, or a prime graph.
2. STAB(G) and modular composition
Substitution of a graph F for a vertex v of G consists of taking a disjoint union of F and G[V \ {v}], and adding
an edge between every vertex of F and every vertex of G[V \ {v}] that was adjacent to v in G; G(v, F) denotes the
graph obtained that way.
The following well-known result of Chva´tal (cf. Theorem 5.1 in [9]) gives the link between defining linear systems
of STAB(G) and modular composition of graphs: if one knows a defining linear system of STAB(G) and a defining
linear system of STAB(F), then one knows a defining linear system of STAB(G(v, F)).
Theorem 1 ([9]). Let G1 = (V1, E1) and G2 = (V2, E2) be graphs with V1 ∩ V2 = ∅. For k = {1, 2}, let
−xu ≤ 0 (u ∈ Vk)∑
u∈Vk
aiu xu ≤ bi (i ∈ Jk)
be a defining linear system of STAB(Gk) (where Jk is its inequalities index-set). Let v be a node of G1 and let G be
the graph obtained from G1 by substituting G2 for v. For each i ∈ J1, set a+iv = max{aiv, 0}. Then
−xu ≤ 0 (u ∈ V2 ∪ (V1 − v))
a+iv
∑
u∈V2
a ju xu + b j
∑
u∈V1−v
aiu xu ≤ bi b j (i ∈ J1, j ∈ J2)
is a defining linear system of STAB(G). 
An inequality is valid for STAB(G) if it is satisfied by each element of STAB(G). A facet of STAB(G) is a maximal
proper face of STAB(G). An inequality
∑
i∈V ci xi ≤ b is facet-defining, i.e., it belongs to a minimal defining linear
system of STAB(G), if and only if it is valid for STAB(G) and {x ∈ STAB(G) : ∑i∈V ci xi = b} is a facet of
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STAB(G). Each facet of STAB(G) is uniquely determined up to multipliers (cf. Theorem 3.16 of [19]). In this sense,
STAB(G) admits a unique minimal defining linear system.
It is known that if {x ∈ STAB(G) :∑i∈V ci xi = b} is a facet of STAB(G), then it is also a facet of STAB(G[W ])
where W = {i ∈ V : ci 6= 0}. Then let us focus on the following kind of graphs.
A graph G is facet-inducing if there exists a vector c = (c1, . . . , cn)T with ci 6= 0 for every i , and an integer b such
that the inequality
∑
i∈V ci xi ≤ b is facet-defining for STAB(G). In particular one can assume that b = 1, according
to Theorem 4 of [11] which states that b > 0. Let us report the following fact (one implication comes from Theorem
3.16 of [19]).
Theorem 2 ([11]). Let G be a graph with n nodes, n > 1, and let cT x ≤ b be an inequality valid for STAB(G),
where c = (c1, . . . , cn)T with ci 6= 0 for every i . Then the following statements are equivalent:
(a) G is facet-inducing and cT x ≤ b is facet-defining for STAB(G);
(b) there exists an n×n nonsingular matrix M, whose rows are incidence vectors of n maximal stable sets of G, such
that Mc = b, where b denotes the vector whose components are all equal to b. 
Theorem 2 implies that: if a graph G with n vertices is facet-inducing, then G contains n maximal stable sets whose
incidence vectors form a linearly independent set.
The odd holes and the odd co-holes are well-known examples of facet-inducing graphs. In particular: a minimal
defining linear system for the stable set polytope of an odd hole C2k+1 is given by nonnegativity constraints, clique
constraints, and inequality
∑
i=1,...,2k+1 xi ≤ k by [17]; a minimal defining linear system for the stable set polytope of
an odd co-hole co-C2k+1 is given by nonnegativity constraints, clique constraints, and inequality
∑
i=1,...,2k+1 xi ≤ 2
by [18].
Let G be a facet-inducing graph with n vertices. Then, by Theorem 2 and the definition of facet-inducing graphs,
there exists a pair (M, c), where M is an n×n nonsingular matrix whose rows are the incidence vectors of n maximal
stable sets of G, and c is an n-vector (c1, . . . , cn) with ci 6= 0 for every i , such that: (i) inequality ∑i∈V ci xi ≤ 1 is
facet-defining for STAB(G); (ii) Mc = 1, where 1 denotes an n-vector whose entries are all equal to 1. Let us call
(M, c) a pair associated to G.
Proposition 1. If G is facet-inducing then every subgraph of G induced by a homogeneous set in G is facet-inducing.
Proof. Let G = (V, E) be a facet-inducing graph with n vertices; let H be an arbitrary homogeneous set in G with
h = |H |. Let (M, t) be a pair associated to G. Let R be the submatrix of M obtained by removing all the columns
that correspond to vertices in V \ H . Since M is nonsingular, there must exist a nonsingular submatrix D of R of size
h × h. Since H is a homogeneous set in G, the rows of D are incidence vectors of maximal stable sets in G[H ].
To prove the proposition, by Theorem 2 one has to show that there exists a vector c = (c1, . . . ch) with ci 6= 0,
such that Dc = 1, and that the inequality ∑i∈H ci xi ≤ 1 is verified by the incidence vector of any stable set in G[H ].
Now, write t1 = (t1, . . . tn−h), t2 = (tn−h+1, . . . , tn), and
M =
[
B D
· ·
]
,
where B has size h × (n − h). Since Mt = 1, one has Bt1 + Dt2 = 1.
Let us prove that all the components of the vector Bt1 are equal. Assume the contrary: there exist two rows of B,
say b1 and b2, such that b1t1 = b2t1 − α with α > 0. Since Bt1 + Dt2 = 1, there exists a row of D, say d such that
b1t1+dt2 = 1, and so b2t1+dt2 = 1+α > 1. Now, since H is a homogeneous set, the vector (b2,d) is the incidence
vector of a stable set in G (because (b1,d) is the incidence vector of a stable set in G). Since G is facet-inducing, the
inequality tx ≤ 1 must be satisfied by (b2,d), and so b2t1 + dt2 ≤ 1, a contradiction.
Hence, one can assume that every component of Bt1 is equal to k with 0 ≤ k < 1, and so Dt2 = 1 − k, where k
denotes the vector whose components are all equal to k. Setting c = 11−k t2, one obtains the desired result: Dc = 1.
Finally, let S be an arbitrary stable set in G[H ] and let x′ be its incidence vector. To prove the proposition, one only
needs to show that cx′ ≤ 1. Assume the contrary: cx′ > 1. Let b be any row of B. Recall that bt1 = k. Let T ′ be the
stable set in G whose incidence vector is b, and let y be the incidence vector of T = S ∪ T ′. Since T is a stable set in
G, one can write y = (b, x′); since ty ≤ 1, one has t1b+ t2x′ ≤ 1, and so t2x′ ≤ 1− k, contradicting the assumption
that cx′ > 1. 
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Fig. 1. All one-vertex extensions of a P4.
For every class X of graphs, let F(X ) denote the class of all graphs in X that are facet-inducing; let FP (X )
denote the class of all graphs in F(X ) that are prime; and let S(FP (X )) denote the class of all graphs that are
obtained by possible repeated substitutions of any graph in FP (X ) for a vertex of any graph in FP (X ). Clearly,
FP (X ) ⊆ F(X ) ⊆ X and FP (X ) ⊆ S(FP (X )). Note that, if we restrict attention to hereditary graph classes (i.e.,
characterized by forbidden induced subgraphs) and exclude the classes of empty graphs, then K2 is always in FP (X ).
By Theorem 1 and the above facts one obtains the following corollary, also quoted in [11].
Corollary 1. For every class X of graphs, F(X ) = S(FP (X )) ∩ X .
Proof. By Theorem 1 one directly has S(FP (X ))∩X ⊆ F(X ). Then let us prove that F(X ) ⊆ S(FP (X ))∩X . Let
G ∈ F(X ). By Proposition 1 each node of the modular decomposition tree of G, different from those representing a
join or a co-join operation, represents a facet-inducing prime graph. Then the assertion follows. 
Then for any graph class X and any G ∈ X , one can obtain an implicit description of STAB(G) by detecting
FP (X ).
A vertex u of a facet-inducing graph G with n nodes, n > 1, is called critical for G if there exists a pair (M, c)
associated to G such that the column of M corresponding to vertex u has a unique entry equal to one.
Observation 1 ([11]). Let G be a facet-inducing graph. If v is a critical vertex for G, then G[V \ {v}] is facet-
inducing.
3. STAB(G) for some extensions of P4-free graphs
A natural generalization of P4-free graphs is given by those graph classes defined by forbidding one-vertex
extensions of the P4.
Let {1, 2, 3, 4}, {12, 23, 34} be a P4. Extending the P4 by a vertex {5} yields (up to isomorphism) the following
ten graphs (see also Fig. 1): (1) co-gem: 5 is adjacent to no vertex of the P4; (2) P5: 5 is adjacent to 1; (3) chair: 5
is adjacent to 2; (4) co-P: 5 is adjacent to 1, 2; (5) P: 5 is adjacent to 1, 3; (6) C5: 5 is adjacent to 1, 4; (7) bull: 5 is
adjacent to 2, 3; (8) co-chair: 5 is adjacent to 1, 2, 3; (9) co-P5: 5 is adjacent to 1, 2, 4; (10) gem: 5 is adjacent to each
vertex of the P4.
3.1. An implicit description
In [11], an implicit description of the facet-inducing prime subgraphs is given for the class X of (P5, gem)-
free graphs and co-X of their complements, showing that FP (X ) = {K2,C5, jolly} (see Fig. 2) and FP (co-X ) =
{K2,C5}. Our main result is to provide such an implicit description for several other extensions of P4-free graphs.
Theorem 3. The following statements hold:
(i) FP (X ) = {K2,C5} if X is the class of either (co-gem, gem)-free or (P5, co-P5)-free graphs;
(ii) FP (X ) = {K2} ∪ {C2k+1 : k ≥ 2} if X is the class of either (gem, co-P, chair)-free or (co-P5, co-P, chair)-free
or (co-P5, bull, chair)-free graphs;
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Fig. 2. A jolly.
(iii) FP (X ) = {K2} ∪ {co-C2k+1 : k ≥ 2} if X is the class of either (co-gem, P, co-chair)-free or (P5, P, co-chair)-
free or (P5, bull, co-chair)-free graphs;
(iv) FP (X ) = {K2} ∪ {C2k+1 : k ≥ 2} ∪ {co-C2k+1 : k ≥ 2} if X is the class of either (co-gem, bull, co-chair)-free
or (gem, bull, chair)-free or (chair, bull, co-chair)-free or (chair, co-P, P, co-chair)-free graphs.
The proof of Theorem 3 will be given in the next subsections.
Notice that none of the mentioned graph classes is contained in the class of perfect graphs.
A graph G is
• thin spider if G is partitionable into a clique C and a stable set S with |C | = |S| or |C | = |S| + 1 such that the
edges between C and S are a matching and at most one vertex in C is not covered by the matching;
• thick spider if it is the complement of a thin spider;
• matched co-bipartite if G is partitionable into two cliques C1,C2 with |C1| = |C2| or |C1| = |C2| − 1 such that
the edges between C1 and C2 are a matching and at most one vertex in C1 and C2 is not covered by the matching;
• co-matched bipartite if it is the complement of a matched co-bipartite graph.
3.1.1. (co-gem, gem)-free graphs
Notice that the C5 is the only odd (co-)hole in a (co-gem, gem)-free graph.
In the next lemma the graphs G1, . . . ,G9 of Fig. 3 will be mentioned.
Remark 1. None of graphs G1, . . . ,G9 is facet-inducing, by Theorem 2.
Lemma 1. Let X be the class of (co-gem, gem)-free graphs. Let G ∈ FP (X ). If G properly contains a C5, say C,
then there exists a vertex v of C such that G[V \ {v}] is facet-inducing and admits no module containing a C5.
Proof. Let G = (V, E), with |V | = n. Let C be a C5 of G of vertices 1, 2, 3, 4, 5, and edges 12, 23, 34, 45, 51. For
i = 1, . . . , 5 let:
X i = {v ∈ V \ C : v is adjacent in C only to vertices i − 2 and i + 2};
Yi = {v ∈ V \ C : v is adjacent in C only to vertices i − 2, i and i + 2};
Zi = {v ∈ V \ C : v is adjacent in C only to vertices i − 1 and i + 1};
Ti = {v ∈ V \ C : v is adjacent in C only to vertices i − 1, i and i + 1}.
Since G is (gem, co-gem)-free, V = C ∪i=1,...,5(X i ∪ Yi ∪ Zi ∪ Ti ).
The following claims (the first one is Observation 9 of [4]) directly follow since G is (co-gem, gem)-free.
Claim 3.1 ([4]). For each i ∈ {1, 2, 3, 4, 5}:
(i) X i 6= ∅ implies X i+1 = X i−1 = ∅; X i has a join to X i+2 ∪ X i−2;
(ii) Yi 6= ∅ implies Yi+2 = Yi−2 = ∅; Yi has a co-join to Yi+1 ∪ Yi−1;
(iii) X i is a module in V \ (Yi ∪ Zi ∪ Ti );
(iv) Yi is a module in V \ (X i ∪ Zi ∪ Ti );
(v) Zi ∪ Ti ∪ {i} is a module in V \ (X i ∪ Yi );
(vi) Let j ∈ {i + 2, i − 2}. If X i 6= ∅ and X j 6= ∅ then X i has a co-join to Zi and Ti , and X j has a co-join to Z j
and T j ;
(vii) Let j ∈ {i + 2, i − 2}. If Yi 6= ∅ and Y j 6= ∅ then Yi has a co-join to X i , Zi and Ti , and Y j has a co-join to X j ,
Z j and T j . 
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Fig. 3.
Claim 3.2. For each i ∈ {1, 2, 3, 4, 5}:
(i) X i has a co-join to Yi+1 ∪ Yi−1, and a join to Yi+2 ∪ Yi−2;
(ii) X i+2 ∪ X i+1 ∪ X i−1 ∪ X i−2 6= ∅ implies that Yi has a join to Zi ∪ Ti ;
(iii) Yi 6= ∅ implies that X i+1 (X i−1) has a co-join to Zi+1 ∪ Ti+1 (to Zi−1 ∪ Ti−1). 
For each i ∈ {1, 2, 3, 4, 5}, let us write Qi = {i} ∪ Zi ∪ Ti .
By case analysis and Claim 3.1 (i)–(v) we will consider three cases:
Case 1. Yi = ∅ for all i ∈ {1, 2, 3, 4, 5}.
Case 1.1. X j = ∅ for all j ∈ {1, 2, 3, 4, 5}.
Since G is prime, G is a C5. This is not possible since G properly contains a C5.
Case 1.2. X j 6= ∅ for only one index j ∈ {1, 2, 3, 4, 5}.
Let us fix without loss of generality j = 4. By Claim 3.1, only the sets Z4 and T4 can be nonempty (among the
remaining sets).
Let us prove that vertex 1 is critical for G.
Assume to the contrary that vertex 1 is not critical for G. For any U ⊂ V denote as S(U ) a stable set of G[U ].
Then, each maximal stable set of G is of one of the following types: (a) {1, 3}, (b) {1} ∪ S(Q4), (c) {2} ∪ S(Q4), (d)
{2, 5}, (e) {3, 5} ∪ S(X4), (f) S(Q4) ∪ S(X4).
Let (M, c) be a pair associated to G. Then the rows of M are incidence vectors of n maximal stable sets of G. For
k = a, b, c, d, e, f , let Ik denote the set of incidence vectors of stable sets of type (k) which appear in the rows of
M. Then for any vertex i ∈ V , let ci be the entry of c corresponding to i . Also, for any stable set S of G, let us write
cS =∑i∈S ci .
Let us consider the following facts.
Fact 1. Ia 6= ∅.
Proof. Assume to the contrary that Ia = ∅. Since vertex 1 is not critical for G, |Ib| ≥ 2. Let us say that an element
of Ib and an element of Ic form a similar pair if they have the same one-elements, apart from those corresponding
to vertices 1 and 2. Since M is nonsingular, there exists at most one similar pair. Then there exists a subset I ∗b of Ib,
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with |I ∗b | = |Ib| − 1, whose elements do not belong to any similar pair. Let M′ be the matrix obtained from M by
substituting each element q of I ∗b with the incidence vector of a stable set of type (c) which would form a similar pair
together with q. Let U denote such a set of |I ∗b | incidence vectors of stable sets of type (c).
Let us show that (M′, c) is a pair associated to G. First, one can easily verify that det(M) 6= 0 implies det(M′) 6= 0.
Then, let us verify that cT x = 1 for every x ∈ U . Assume to the contrary that there exists x ∈ U such that cT x < 1.
Then, c1 > c2 (by considering Ib, recalling that Mc = 1). In general no incidence vector y of a stable set of type (c)
appears in any row of M′, otherwise cT y < 1. Then U = ∅, which implies |I ∗b | = 0 and |Ib| = 1, a contradiction.
Then (M′, c) is a pair associated to G. But then vertex 1 is critical for G (contradiction). 
Fact 2. I f = ∅.
Proof. Assume to the contrary I f 6= ∅. Then cS = 1 for some maximal stable set S of G[Q4 ∪ X4]. By Fact 1 and
since vertex 1 is not critical, one has: c1 + c3 = 1, and Ib 6= ∅. It follows that cS(Q4) ≤ c3. Considering stable sets
of type (e), one has c3 + c5 + cS(X4) ≤ 1: then cS(Q4) + c5 + cS(X4) ≤ 1. It follows that c5 + cS(Q4∪X4) ≤ 1. Since
c5 > 0, one has cS(Q4∪X4) < 1 (contradiction). 
Let us show that the above facts lead to a contradiction. Clearly |Ia ∪ Id | ≤ 2. Since M is nonsingular,
|Ib ∪ Ic| ≤ 1 + |{4} ∪ Z4 ∪ T4|. Fact 2 implies that the incidence vectors of maximal stable sets containing vertices
of X4 which appear in the rows of M are incidence vectors of stable sets of type (e): then since M is nonsingular,
|Ie| ≤ |X4|. The above inequalities imply that at most n − 1 rows of maximal stable sets of G appear in the rows of
M. Then G is not facet-inducing (contradiction).
Then vertex 1 is critical for G. Then: by Observation 1 G[V \ {1}] is facet-inducing; one can easily verify that
G[V \ {1}] admits no module containing a C5.
Case 1.3. X j 6= ∅ and X j+2 6= ∅ for an index j .
By Claim 3.1 G = G1, i.e., G is not facet-inducing.
Case 2. Yi 6= ∅ for only one index i .
Case 2.1. X j = ∅ for all j ∈ {1, 2, 3, 4, 5}.
By Claim 3.1, only the sets Zi and Ti can be nonempty (among the remaining sets). Let us fix without loss of
generality i = 4. Then one can apply an argument very similar to that of Case 1.3, by considering Y4 instead of X4,
so to conclude that G[V \ {1}] is facet-inducing and admits no module containing a C5.
Case 2.2. X j 6= ∅ for only one index j .
If j = i , then by Claim 3.1 only the sets Zi and Ti can be nonempty (among the remaining sets). Let us fix without
loss of generality i = 4. Then one can apply an argument very similar to that of Case 1.3, by considering X4 ∪ Y4
instead of X4, so to conclude that G[V \ {1}] is facet-inducing and admits no module containing a C5.
If j 6= i , then by Claim 3.1 only the sets Zi , Ti , Z j and T j can be nonempty (among the remaining sets). Let us fix
without loss of generality i = 4. Then by symmetry let us consider only two subcases: j = 5 and j = 1.
Assume j = 5, i.e., X5 6= ∅. Let us show that: Y4, X5, Q4, Q5 are respectively modules of G. By Claim 3.1: Q4
has a co-join to X5 and a join to Q5; Q5 has a co-join to Y4. By Claim 3.2: X5 has a co-join to Y4; Y4 has a join to Q4;
X5 has a co-join to Q5. Then Y4, X5, Q4, Q5 are respectively modules of G, i.e., |Y4| = |X5| = |Q4| = |Q5| = 1.
Then G = G2, i.e., G is not facet-inducing.
Assume j = 1, i.e., X1 6= ∅. Let us show that: Y4, X1, Q4, Q1 are respectively modules of G. By Claim 3.1: Q4
has a join to X1 and a co-join to Q1; Q1 has a join to Y4. By Claim 3.2: X1 has a join to Y4; Y4 has a join to Q4; X1
has a co-join to Q1. Then Y4, X5, Q4, Q1 are respectively modules of G, i.e., |Y4| = |X1| = |Q4| = |Q1| = 1. Then
G = G3, i.e., G is not facet-inducing.
Case 2.3. X j 6= ∅ and X j+2 6= ∅ for an index j .
Let us fix without loss of generality i = 4. By symmetry, let us only consider two subcases: j = 5 and j = 2. By
Claim 3.1, in both cases: X j has a join to X j+2, and only the sets Z4 and T4 can be nonempty (among the remaining
sets).
Assume j = 5, i.e., X5 6= ∅ and X2 6= ∅. Let us show that: Y4, X5, X2, Q4 are respectively modules of G. By
Claim 3.1: Q4 has a co-join to X5 and a join to X2. By Claim 3.2: X5 has a co-join to Y4; X4 has a join to Y4; Y4 has
a join to Q4. Then Y4, X5, X2, Q4, Q5 are respectively modules of G, i.e., |Y4| = |X5| = |X2| = |Q4| = |Q5| = 1.
Then G = G4, i.e., G is not facet-inducing.
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Assume j = 2, i.e., X2 6= ∅ and X4 6= ∅. Let us show that: Y4, X4, X2, Q4 are respectively modules of G. By
Claim 3.1: Q4 has a co-join to X4 and a join to X2. By Claim 3.2: Y4 has a join to X2; Y4 has a join to Q4. Since
G is gem-free and X2 6= ∅, Y4 has a co-join to X4. Then Y4, X4, X2, Q4, Q5 are respectively modules of G, i.e.,
|Y4| = |X4| = |X2| = |Q4| = |Q5| = 1. Then G = G5, i.e., G is not facet-inducing.
Case 3. Yi 6= ∅ and Yi+1 6= ∅ for an index i .
By Claim 3.1: |Yi | = |Yi+1| = 1, and Yi has a co-join to Yi+1.
Case 3.1. X j = ∅ for all j ∈ {1, 2, 3, 4, 5}.
Then by Claim 3.1 G = G6, i.e., G is not facet-inducing.
Case 3.2. X j 6= ∅ for only one index j .
Let us fix without loss of generality i = 4. Note that the case j = 2 is not possible: in fact by Claim 3.2 X2 has a
join to both Y4 and Y5, but then G contains a gem. Then by symmetry let us consider only two subcases: j = 4 and
j = 1.
Assume j = 4, i.e., X4 6= ∅. By Claim 3.1, only the sets Z4 and T4 can be nonempty (among the remaining sets).
Let us show that: X4 and Q4 are respectively modules of G. By Claim 3.1: Q4 has a co-join to Y5. By Claim 3.2: X4
has a co-join to Y5; Y4 has a join to Q4; X4 has a co-join to Q4. Since G is co-gem-free and Y5 6= ∅, X4 has a join to
Y4. Then X4 and Q4 are respectively modules of G, i.e., |X4| = |Q4| = 1. Then G = G7, i.e., G is not facet-inducing.
Assume j = 1, i.e., X1 6= ∅. By Claim 3.1, only the sets Z1 and T1 can be nonempty (among the remaining sets).
Let us show that: X1 and Q1 are respectively modules of G. By Claim 3.1: Q1 has a co-join to Y5 and a join to Y4. By
Claim 3.2: X1 has a co-join to Y5 and a join to Y4; X1 has a co-join to Q1. Then X1 and Q1 are respectively modules
of G, i.e., |X1| = |Q1| = 1. Then G = G8, i.e., G is not facet-inducing.
Case 3.3. X j 6= ∅ and X j+2 6= ∅ for an index j .
By Claim 3.1, G has nine vertices: in particular, one can easily verify that since G is gem-free the only possible
case is j = i + 2. Then G = G9, i.e., G is not facet-inducing. 
Theorem 4. Let X be the class of (co-gem, gem)-free graphs. Then FP (X ) = {K2,C5}.
Proof. Let G be a graph in FP (X ). If G is C5-free, then G contains no odd holes and no odd co-holes, i.e., G is
perfect. Then G = K2.
Then assume that G contains a C5. If G = C5, then the assertion is proved. Assume to the contrary that G properly
contains a C5, say C . Let us call good any graph H enjoying the properties of G: H is facet-inducing, is prime and
properly contains a C5.
Assume without loss of generality that G properly contains no good graph.
By Lemma 1, there exists a vertex v of C such that F = G[V \ {v}] is facet-inducing and admits no module
containing a C5. If F is C5-free, then (similarly to the above) F is perfect, i.e., F is a clique: but this contradicts the
fact that F contains a P4 (induced by C \ {v}). Then assume that F contains a C5. If F is prime, then, since F 6= C5
(F admits no module containing a C5), one has that F is good: a contradiction, since F is a proper subgraph of G.
If F is not prime, then, since F is not a clique and admits no module containing a C5, by Corollary 1 the modular
decomposition tree of F necessarily contains a node representing a good graph F∗ (in particular, F∗ has strictly less
vertices than F): a contradiction, since F∗ is a proper subgraph of G. 
3.1.2. (P5, co-P5)-free graphs
According to [13] (see also [12]), every prime (P5, co-P5)-free graph is either a C5 or is C5-free (and thus perfect).
This proves assertion (i) of Theorem 3.
3.1.3. (co-gem, P, co-chair)-free graphs and their complements
According to [5], if G is a prime (co-gem, P , co-chair)-free graph, then G fulfills one of the following conditions:
(i) G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G is a co-matched bipartite graph; (iii) G is a
spider; (iv) G has at most 9 vertices.
Conditions (ii) and (iii) imply that G is perfect. Condition (iv) implies that G is a subgraph of one of the graphs
of Fig. 4: then by Theorem 2 one can verify that neither G nor co-G can be facet-inducing, apart from the case
G = co-G = C5. This proves assertions (ii) and (iii) of Theorem 3.
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Fig. 4.
Fig. 5.
3.1.4. (co-gem, bull, co-chair)-free graphs and their complements
According to [1], if G is a prime (chair, bull, gem)-free graph, then G fulfills one of the following conditions: (i)
G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G or co-G is a co-matched bipartite graph; (iii) G
has at most 9 vertices.
The proof of the above result involves the following result from [6]: if G is a prime (diamond, co-diamond)-free
graph, then G fulfills one of the following conditions: (j) G or co-G is a co-matched bipartite graph; (jj) G has at most
9 vertices.
A minor (but useful to our aim) observation on the proof of the result from [6] is that, according to the notation
there introduced, one can add the following sub-claim (which can be easily verified by the assumption) in the proof
of Claim 1 of Theorem 3 of [6], which concerns the case in which G contains a C5 C : if Ni,i+1 6= ∅, then C has no
3-vertices. This implies that condition (jj) becomes: either G has at most 7 vertices, or G is perfect. In the former case,
G is a subgraph of one of the graphs of Fig. 5.
Then let us refer to the mentioned result from [1]. Condition (ii) implies that G is perfect. Condition (iii) and the
previous remark imply that either G is perfect or G is a subgraph of one of the graphs of Fig. 5 or of Fig. 6: in the latter
case by Theorem 2 one can verify that neither G nor co-G can be facet-inducing, apart from the case G = co-G = C5.
This proves assertion (iv) of Theorem 3.
3.1.5. (P5, P, co-chair)-free graphs and their complements
According to [7], if G is a prime (co-P5, co-P , chair)-free graph, then G fulfills one of the following conditions:
(i) G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G is a co-matched bipartite graph; (iii) G is a
spider.
Conditions (ii) and (iii) imply that G is perfect. This proves assertions (ii) and (iii) of Theorem 3.
3.1.6. (P5, bull, co-chair)-free graphs and their complements
According to [2], if G is a prime (co-P5, bull, chair)-free graph, then G fulfills one of the following conditions:
(i) G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G is a co-matched bipartite graph; (iii) G is
(co-P5, co-diamond)-free.
Condition (ii) implies that G is perfect. Condition (iii) and the mentioned result from [11] imply that: if X is the
class of (co-P5, co-diamond, bull)-free graphs, then FP (X ) = {K2,C5}; if X is the class of (P5, diamond, bull)-free
graphs, then FP (X ) = {K2,C5} (since a jolly contains a bull). This proves assertions (ii) and (iii) of Theorem 3.
3.1.7. (chair, bull, co-chair)-free graphs
According to [2], if G is a prime (chair, bull, co-chair)-free graph, then G fulfills one of the following conditions:
(i) G or co-G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G or co-G is a co-matched bipartite
graph.
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Condition (ii) implies that G is perfect. This proves assertion (iv) of Theorem 3.
3.1.8. (chair, co-P, P, co-chair)-free graphs
According to [7], if G is a prime (chair, co-P , P , co-chair)-free graph, then G fulfills one of the following
conditions: (i) G is an induced path Pk , k ≥ 4, or an induced cycle Ck , k ≥ 5; (ii) G is a spider; (iii) G has at
most 9 vertices.
Condition (ii) implies that G is perfect. Condition (iii) implies that G is a subgraph of one of the graphs of Fig. 7:
then by Theorem 2 one can verify that G cannot be facet-inducing, apart from the case G = C5. This proves assertion
(iv) of Theorem 3.
3.2. A note on minimal defining linear systems
Let F be a subgraph of a graph G. Let Ω(F,G) be the family of subgraphs H of G such that H is obtained by
possible repeated substitutions of K2 (i.e., by possible substitutions of cliques) for vertices of F . An element H of
Ω(F,G) is maximal if no element of Ω(F,G) properly contains H .
Let us mention some inequalities: the (a) and (b) are respectively the nonnegativity and the clique constraints.
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(a) −xi ≤ 0
for every node i of G.
(b)
∑
i∈K xi ≤ 1
for every maximal element K of Ω(K2,G), for every K2 of G (i.e., for every maximal clique K of G).
(c0)
∑
i∈C2k+1 xi ≤ k
for every C2k+1, k ≥ 2, of G.
(c)
∑
i∈C xi ≤ k
for every maximal element C of Ω(C2k+1,G), for every C2k+1, k ≥ 2, of G.
(d)
∑
i∈C xi ≤ 2
for every maximal element C of Ω(co-C2k+1,G), for every co-C2k+1, k ≥ 2, of G.
Let X denote any graph class mentioned in Theorem 3. Then FP (X ) ⊆ {K2}∪ {C2k+1 : k ≥ 2}∪ {co-C2k+1 : k ≥
2}.
A diamond is a graph of four vertices a, b, c, d and edges ab, ac, ad, bc, bd.
Let Y denote the class of diamond-free graphs. Then K2 is the unique element of FP (Y) which can be substituted
for vertices of another element of FP (Y) (otherwise a diamond arises, since each nontrivial prime graph different
from a K2 contains a P4). In particular, concerning X ∩Y one has: FP (X ∩Y) ⊆ {K2}∪ {C2k+1 : k ≥ 2} (since each
co-C2k+1 with k ≥ 3 contains a diamond), and K2 can be substituted for vertices of only one element of FP (X ∩Y),
i.e., the K2 itself (otherwise a diamond arises). Then S(FP (X ∩ Y)) is formed by cliques and odd holes.
Then by Theorem 1, Corollary 1, the mentioned description of the stable set polytope of odd (co-)holes, and
Theorem 3, one obtains the following fact.
Theorem 5. Let G be graph. A minimal defining linear system of STAB(G) is given by inequalities (a), (b), (c0),
if G belongs to class X ∩ Y (where X denotes any graph class mentioned in Theorem 3 and Y denotes the class of
diamond-free graphs). 
A graph is h-perfect if its stable set polytope is described only by inequalities (a), (b) and (c0) — see [14]; in
particular, the maximum weight stable set problem for such graphs can be solved in polynomial time.
Corollary 2. All the graph classes mentioned in Theorem 5 are h-perfect. 
Let Z denote the class of gem-free graphs. Then K2 is the unique element of FP (Z) which can be substituted
for vertices of another element of FP (Z) (otherwise a gem arises, since each nontrivial prime graph different from a
K2 contains a P4). Then S(FP (Z ∩ Y)) is formed by cliques, extended odd holes (i.e. graphs obtained by possible
repeated substitutions of K2 for vertices of an odd hole), and extended odd co-holes (i.e. graphs obtained by possible
repeated substitutions of K2 for vertices of an odd co-hole).
Then by Theorem 1, Corollary 1, the mentioned description of the stable set polytope of odd (co-)holes, and
Theorem 3, one obtains the following fact.
Theorem 6. Let G be graph. A minimal defining linear system of STAB(G) is given by:
(i) inequalities (a), (b), (c) with k = 2, if G is (co-gem, gem)-free;
(ii) inequalities (a), (b), (c), if G is (gem, co-P, chair)-free;
(iii) inequalities (a), (b), (c), (d), if G is (gem, bull, chair)-free. 
A graph G = (V, E) is rank-perfect if its stable set polytope is described only by inequalities (a) and rank-
inequalities, i.e., inequalities such as
∑
i∈W xi ≤ α(G[W ]) for some W ⊆ V , where α(G[W ]) denote the cardinality
of a maximum stable set of G[W ]— see [22]; in particular, inequalities (b), (c), (d) are rank-inequalities.
Corollary 3. All the graph classes mentioned in Theorem 6 are rank-perfect. 
Lemma 2. Let X be a hereditary graph class such that the maximum weight clique problem can be solved in
polynomial time for every G ∈ X . Then for every G ∈ X there exists a polynomial time algorithm that, for any
rational n-vector y, either
(i) asserts that y ∈ STAB(G), or
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(ii) finds an inequality from (a), (b), (c) violated by y.
Proof. The inequalities in (a) can be easily checked by substitution. So one may assume that the entries of y
are nonnegative. The inequalities in (b) can be checked by solving the maximum weight clique problem in G[H ]
(weighted by y): by assumption such a problem can be solved in polynomial time. Then assume that y satisfies all
the inequalities from (a) and (b). This implies that, if y violates an inequality from (d), then necessarily there exists a
full inequality associated to a C2k+1, k ≥ 2, which is violated as well (that comes also from the structure of maximal
elements of Ω(C2k+1,G)). To find a full inequality associated to a C2k+1, k ≥ 2, of G which is violated by y can be
done in polynomial time (cf. Lemma 9.1.11 of [14]). Let C be such a C2k+1. Then each maximal element of Ω(C,G)
is violated y. Since a maximal element of Ω(C,G) can be detected in polynomial time, the assertion follows. 
The maximum weight stable set problem and the maximum weight clique problem for all the graph classes studied
in Section 3 can be solved in polynomial time (see the corresponding references [1,2,4–7,12,13]). Then by Theorem 6
and Lemma 2 one obtains the following fact concerning the separation problem — see e.g. [14,19–21].
Theorem 7. The separation problem for STAB(G) by facets can be solved in polynomial time when G belongs to the
class of either (co-gem, gem)-free or (gem, co-P, chair)-free graphs. 
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