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Abstract
Due to increasing world-wide energy demands, limited fossil fuel resources
and dangerous climate change caused by global greenhouse gas emissions,
a renewable and sustainable energy economy is required. Green hydrogen,
produced through electrolysis powered by renewable energy, has been highlighted
as a promising alternative energy carrier due to its high energy-to-mass ratio of
120 MJ/kg. The goal of this thesis is to investigate and improve hydrogen storage
systems for vehicle applications. Due to their thermodynamic, hydrogen specific
weight, and volumetric properties, several complex metal hydrides, where the
hydrogen is chemically bonded, are the most promising candidates. However,
these metal hydrides suffer from poor hydrogen reversibility and slow hydrogen
absorption/desorption kinetics. Nanoconfinement and the use of catalysts
represent promising solutions to overcoming these limitations.
A simple and cost-effective method for the synthesis of porous Mg and Ti-enriched
porous Al scaffolds has been optimised using only NaMgH3 and NaAlH4 + 2
mol% of TiCl3, respectively. The starting materials were compacted into a pellet
and sintered under dynamic vacuum to remove the Na and H2. The sintering
conditions, such as vacuum level, temperature and time were the key factors
that influenced both the extraction of Na and H2 from the pellet, and the overall
porosity. The dynamics of porous formation and growth during the sintering
process were investigated. NaAlH4 was, successively, melt-infiltrated inside the
porous Ti-enriched Al scaffold to investigate the combined effects of catalysis
and nanoconfinement on its hydrogen desorption kinetics and thermodynamic
v
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properties.
The following techniques were used to characterise the Mg and Al scaffolds and
the NaAlH4/Al system: X-Ray Diffraction (XRD), Small- and Wide-Angle X-ray
Scattering (SAXS/WAXS), thermodynamic simulations (HSC software), Scanning
Electron Microscopy (SEM), N2 sorption (BET and BJH methods), Temperature
Programmed Desorption (TPD) and TPD-Mass Spectrometry (TPD-MS).
Mg and Ti-enriched porous Al scaffolds possessing an open porous network were
successfully produced with their structural integrity intact. The specific pore
volume corresponding to the formation of mesopores of a Mg and a Ti-enriched
Al scaffold were 0.034 and 0.027 cm3/g, respectively. For this Al scaffold, the
mesopores contributed a partial porosity of only 2.7%, whereas the remaining
41.9% of the scaffold’s porosity was due to the presence of macropores and
voids. The specific surface areas for these Mg and Ti-enriched Al scaffolds
were determined to be 7.9(1) and 26(2) cm2/g, respectively. The formation of
mesopores depends on the crystal structure properties of metal hydrides used to
produce the scaffolds, and their decomposition products. Large changes in the
intensity of the crystalline phases during sintering correspond with the formation
of more mesoporosity. During the first two steps of NaAlH4 decomposition the
mesoporosity was estimated to increase between 1.7 and 15×. The formed
mesopores are observed to grow at a constant rate during the sintering process,
leading to a final mesoporosity for an Al scaffold sintered for 12 hours, of ≃ 5×
higher than the initial NaAlH4 pellet. The infiltrated NaAlH4 homogeneously coats
the walls of the Al scaffold with the smallest pores filled first. As the majority of
pores are macro pores, kinetic improvements due to nanoconfinement effects are
slightly evident; the infiltrated scaffolds at lower loadings release relatively more
hydrogen than bulk Ti-catalysed NaAlH4 in the temperature range of 148 – 220 °C,
with the temperatures tending towards bulk NaAlH4 with increased loadings.
A future work section is included in the final part of this thesis where several
suggestions are listed based on the scientific knowledge gained from this research
vi
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for designing future hydrogen storage systems, and using metal hydrides infiltrated
into porous metal scaffolds for vehicular applications.
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Chapter 1
Introduction
1.1 Significance
1.1.1 How do we supply the world’s energy needs?
Most of the world’s energy needs are currently supplied by non-renewable energy
sources such as coal, crude oil, LPG, natural gas, and uranium1,2. There is
widespread acceptance that current hydrocarbon fuels used as sources of energy
will need to be substituted by low-carbon alternatives if global greenhouse gas
emissions are to be reduced sufficiently to avoid dangerous climate change3.
Long-term solutions in terms of viability, scalability, and sustainability of resources
can only be achieved by renewable energy such as wind, solar, hydroelectric, wave,
tidal, geothermal energies, ocean thermal gradients, and biomass. Table 1.1 shows
the power outputs available from the main renewable energy sources compared
to the total solar power incident on the surface of Earth. The table points out
that they all supply less than 1% of available solar power. Among the renewable
energies, solar is dominant in term of magnitude and longevity, considering that it
also corresponds to more than 5000 times the all humankind’s energy needs. All
non-solar renewable energies, except for geothermal, are indeed solar converted
energies due to indirect consequences from the presence of the sun. For instance,
1
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Table 1.1: Power available from renewable sources1.
Energy source Max. power (TW) % of tot. solar Ref.
Total surface solar 85000 100 4
Desert solar 7650 9 4
Ocean thermal 100 0.12 5
Wind 72 0.08 6
Geothermal 44 0.05 7
River hydroelectric 7 0.008 8
Biomass 7 0.008 8
Open ocean wave 7 0.008 9
Tidal wave 4 0.003 10
Coastal wave 3 0.003 11
wind comes from the sun heating the ground, creating massive convection currents,
biomass organisms have absorbed energy from the sun through the process of
photosynthesis, and thermal gradients are due to solar radiation absorbed mainly
on the ocean surfaces. Although, they still can be justified for niche power in cold
countries and also providing some backup security for critical utilities in case of
natural disasters.
1.1.2 Why hydrogen as a carrier of energy?
Hydrogen is one of the most abundant elements on Earth, but less than 1% is
present as molecular hydrogen gas H2. The overwhelming majority is chemically
bond as H2O in water and bond to liquid or gaseous hydrocarbons
12. Hydrogen is
non-toxic and it has been highlighted as a promising alternative energy carrier due
to its high energy-to-mass ratio of 120 MJ/kg; over two times greater than that of
other chemical fuels, see Table 1.2.
The hydrogen cycle is shown in Fig. 1.1 and listed below:
• Hydrogen is produced by the electrolysis of water or thermolysis (steam
reforming) of hydrocarbons (see §1.1.3).
• It can be stored in high-pressure gas form, in very low-temperature liquid
2
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form, or in chemically or physically bonded solid form (see §1.2). Depending
on the application, it can be transported on board using tanks (in solid and
high-pressure gas form) or in pipes (in high-pressure gas form only).
• The stored energy is released by the recombination of hydrogen with oxygen
by combustion processes in a similar manner to petrol or natural gas or by
hydrogen fuel cells (see §1.1.3).
Table 1.2: Physical and chemical properties of hydrogen, methane and petrol12.
Properties Hydrogen (H2) Methane (CH4) Petrol (−CH2−)
Lower heating value (MJ/kg) 120 50 45
Self-ignition temperature (°C) 585 540 228 – 501
Flame temperature (°C) 2045 1875 2200
Ignition limits in air (Vol%) 4 – 75 5.3 – 15 1.0 – 7.6
Minimal ignition energy (mW s) 0.02 0.29 0.24
Flame propagation in air (m/s) 2.65 0.4 0.4
Diffusion coefficient in air (cm2/s) 0.61 0.16 0.05
Toxicity No No High
In order for it to be a renewable and sustainable carrier of energy, the hydrogen,
and also the materials adopted in any step of the hydrogen cycle, have to be
produced using non-carbon emitting methods (see §1.1.1). Due to the limited
abundance of battery chemical constituents, such as lithium, and intermittent
energy sources, such as solar or wind, a further benefit of the hydrogen energy cycle,
in contrast with electricity, is that it allows the possibility of large-scale storage.
For mobile applications, electric vehicles may appear more attractive due to a large
existing infrastructure for distribution of electricity, but considering a near-futuristic
scenario of driverless fuel cell powered sharing vehicles, only a limited number of
hydrogen service stations would be required.
1.1.3 Electrolyser and fuel cell technology
Hydrogen is produced by separating it from other elements, for instance, such
as carbon and oxygen, with which it forms methane (CH4) and water (H2O),
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Figure 1.1: Hydrogen cycle13.
respectively. The global hydrogen industry is well established and produces more
than 50million tonnes of hydrogen per year14. 95% of hydrogen production derives
from wood or from fossil fuels, such as natural gas and oil, predominantly by a
procedure called steam reforming15. The hydrogen production by electrolysis of
water; using an electric current to split water (H2O) into oxygen (O2) and hydrogen
(H2), is only 4% of the worldwide production
16.
Hydrogen fuel cells represent a carbon-free method of heat and electricity
generation compatible with many vehicle and domestic/industrial applications.
Using pure hydrogen and air, fuel cells convert the chemical energy of the fuel
directly into electricity with high efficiency, producing only water as a waste
product, thus eliminating all local emissions. The efficiency measurements of
hydrogen fuel cell powered cars (not limited by the Carnot efficiency) can reach 50
– 60%12, which is a factor of 1.5 – 2× higher than the hydrogen-powered internal
combustion engine (ICE) vehicles13, but further technological innovation is needed
4
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to improve the cost-competitiveness of fuel cells in the marketplace17. Fuel cells are
usually classified according to the electrolyte and, depending on the nature of the
electrolyte, the operating temperature ranges from 20 to 1000 °C. Low temperature
(< 200 °C) fuel cells have superior dynamic operation and reliability with thermal
cycling which make them suitable for vehicle applications. Low-temperature fuel
cells consist of alkaline fuel cells (AFC), polymer electrolyte fuel cells (PEFC), direct
methanol fuel cells (DMFC), phosphoric acid fuel cells (PAFC), and one of the most
commonly used, due to their performance, proton exchange membrane (PEM)
fuel cells18–21. PEM fuel cells require a high level of hydration, which limits the
operating temperature to less than 100 °C at atmospheric pressure20, see Fig. 1.6.
In conclusion, an energy transition22, towards a renewable and sustainable
hydrogen economy would occur only if the hydrogen is produced through the
electrolysis of water powered by renewable energy sources and used in fuel cells,
where the only waste product is water which is not hazardous to public health or
the environment23,24.
1.2 Hydrogen storage for vehicle applications
One of the most difficult remaining technological issues for the conversion to a
hydrogen economy from fossil fuels is the storage of hydrogen.
For vehicular applications, a hydrogen storage tank is required to store large
amounts of hydrogen in a light and compact form, 1.8 kWh/kg (net useful
energy/total system mass) and 1.3 kWh/L (net useful energy/total system volume)
respectively according to 2025 target by the US Department of Energy (DOE)25. A
modern, commercially available car optimized for mobility with a range of 400
km, burns about 24 kg of petrol in a combustion engine which occupies a volume
of about 32 L. Considering the energy density of hydrogen and petrol (see Table
1.2) and the efficiencies of fuel cells and petrol internal combustion engines (see
§1.1.3), in order to cover the same range, 4 kg of hydrogen, that in solid and liquid
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form occupy about 57 L, are needed for an electric car powered by fuel cells12.
Furthermore, a mobile hydrogen tank has to be safe, be able to be refuelled rapidly,
have over 1500 charge/discharge cycles25 and have a limited negative impact on
the efficiency of the storage/power system (for example, minimal energy should
be expended in order to release hydrogen from the storage media). Furthermore,
and probably most challenging, is the net storage system cost that according to the
2025 target by the US Department of Energy (DOE)25 has to be a maximum of 10
$/kWh.
1.2.1 Compressed gas and liquid storage
A number of methods can be used to achieve practical gravimetric and volumetric
hydrogen density for the purpose of storage. For instance, the hydrogen can
be cooled to cryogenic temperatures and stored as a liquid, compressed to high
pressures and stored as a gas at near ambient temperature, or chemically bonded
and stored in solid hydrides at near ambient temperature and pressure.
In order to produce liquid hydrogen, considering a 1 bar hydrogen back pressure,
the hydrogen has to reach its boiling point of −252.8 °C or at least its critical
temperature of −240.2 °C for a hydrogen back pressure higher than 30 bar.
During the required liquefaction process, according to von Helmolt and Eberle26,
30% of the stored chemical energy is consumed. Further disadvantages are the
energy that needs to be consumed to maintain the cryogenic temperature and
the cost of complex tank systems to meet safety requirements to prevent strong
overpressure. Overall, the liquid hydrogen storage is particularly unsuitable for
vehicle applications27.
Compressed gas cylinders are the most advanced technology available, currently
dominating the hydrogen storage market for vehicle applications. Although,
because of several disadvantages listed below, high-pressure systems do not
represent the best solution for future hydrogen storage systems for vehicle
applications. Despite the small amount of hydrogen required by a fuel cell powered
6
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car (see §1.2), the hydrogen storage vessel itself has a significant weight. This can
be reduced through the use of low-density materials to construct the high-pressure
tank27. The high-pressure tank (700 bar) mounted on the commercial Toyota Mirai
car has a combined weight (not including valves), for an equivalent capacity of
4 kg of hydrogen, of 70 kg, corresponding to 5.7 weight total % (wt%) of H2
28.
This high-pressure tank is made of hydrogen-inert aluminium and is strengthened
using external carbon-fibre coatings. Its operative pressure of 700 bar leads to an
internal volume occupancy of 98 L28,29. A further disadvantage occurs, as the fuel
is available at a pressure dropping from 700 bar to zero overpressure, so additional
pressure control is essential12. Although hydrogen gas is volatile and non-toxic, for
high pressurised systems a failure in the containment vessel has the potential to
cause violent release of gas and possibly an explosion12,30. Furthermore, 15% of
the stored chemical energy is consumed for compressed hydrogen gas at 700 bar27.
In conclusion, storing hydrogen as a liquid or compressed gas requires a large
amount of energy, and is accompanied by many hazards associated with cryogenic
temperatures and high pressures31.
1.2.2 Chemically bonded hydrogen in solid materials
Solid materials used to store hydrogen are categorised by the mechanism through
which they absorb/adsorb hydrogen27. Microporous materials adsorb molecular
hydrogen through physisorption, where hydrogen molecules are attached to a
surface via van derWaals forces. Microporous materials are characterised by having
pore dimensions less than 2 nm in order to have an extraordinarily large internal
surface areas and thus an increased hydrogen storage capacity. Unfortunately,
microporous materials tend to have high storage capacities at temperatures near
the boiling point of liquid nitrogen, which is not suitable for vehicular applications.
This thesis is focused on metal hydrides, materials where the hydrogen gas reacts
with metals to form a solid chemical compound which allows hydrogen to be
released through thermal decomposition, generally referred to as chemisorption.
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Some metal hydrides are suitable materials for hydrogen storage for vehicle
applications due to their thermodynamic properties. The operative condition of 25
– 100 °C at 1 bar of H2 for PEM fuel cells, introduced in §1.1.3, would be fulfilled
by those hydrogen sorption reactions having their thermodynamic equilibrium
temperatures at 1 bar of hydrogen in the range of 25 < T 1 bar H2eq. (°C) < 100. The
reason why the equilibrium temperatures cannot be too close to the lower and
higher limits, as specified in the equilibrium temperature range above, is tomeet the
PEM operative condition across the entire peak of the hydrogen desorbed rate with
temperature, indeed a thermodynamic equilibrium temperature is the temperature
corresponding only to the maximum of the peak.
In principle, the standard Gibbs free energy requirement for a hydrogen sorption
reaction has to be in a range that depends on the reaction itself. For metal hydrides,
because the entropy change corresponds mostly to the change from molecular
hydrogen gas to dissolved solid hydrogen, it is approximately equivalent to the
standard entropy of hydrogen ∆SΘ = 130.7 J/K mol of H2, see Table 2.2
13. Thus,
considering ∆Sreaction ≃ 130.7 J/K mol of H2, for all metal hydrides systems, the
standard Gibbs energies requirement for a hydrogen sorption reaction has to be
in the range of 0 < ∆GΘ (kJ/mol of H2) < 9.8
20. Dealing with near-ambient
temperature and pressure, it is not only safer but also more efficient, than storing
hydrogen as a gas or liquid, due to the limited energy (∆Q = T∆Sreaction) required
to overcome potential energy changes in order to load and unload hydrogen in a
solid-state storage system.
The energy density requirement for vehicle applications, in order to cover petrol
ICE performance (from §1.2), for the specific case of metal hydrides corresponds
to 16.7 wt% of hydrogen chemically bonded in the metal hydride (100 × 4 kg of
H2/24 kg of −CH2−). Some complex metal hydrides present promising theoretical
values of wt% of hydrogen, for instance LiBH4 (18.5 wt%)
32,33, NaAlH4 (7.4
wt%)34 and Li3AlH6 (11.2 wt%)
35, but only those atoms of hydrogen that are
desorbed/absorbed across reactions thermodynamically suitable for PEM operative
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conditions can be used. Although the hydrogen atoms are initially bonded by
thermodynamically suitable covalent/interstitial bonding, across multiple reactions
some of them may end up being bonded by a stronger and thermodynamically
unfavourable ionic bond. For instance, the effective wt% of hydrogen for the
complex metal hydrides, cited above, drop to 13.8 wt% for LiBH4, 5.6 wt% for
NaAlH4 (see the NaAlH4 multi-step hydrogen desorption in equations 1.3 – 1.5 and
their van’t Hoff plots in Fig. 1.5) and 5.6 wt% for Li3AlH6 due to the formation
of ionic compounds such as LiH and NaH. Indeed, the standard Gibbs free energy
of sorption of NaH, ∆GΘ = 68 kJ/mol H2, is not in the range of Gibbs energies,
0 < ∆GΘ (kJ/mol of H2) < 9.8, suitable for PEM operative conditions
36. Solid
hydrogen storage systems can be sensitive to impurities, especially oxygen due to
its elevated reduction power, and thus materials can reduce their reversible capacity
across charge/discharge hydrogen cycles27.
Some complex hydrides present promising volumetric energy densities. For
example, Mg2FeH6 (T
1 bar H2
eq. = 394 °C35) has a volumetric density of 150 g of
H2/L, which is over double that of liquid hydrogen (70.8 g of H2/L), leading to
an equivalent tank volume of 26.7 L assuming a 100% dense metal hydride12,30,37.
Unfortunately, for the known complex metal hydrides that present thermodynamic
suitable properties for vehicle applications, the effective volumetric densities are
inferior compared with petrol ICE technology. For instance, the complex metal
hydrides cited above possess effective equivalent tank volumes of 43.5 L for LiBH4
(13.8 wt%), 57.6 L for NaAlH4 (5.6 wt%) and 70.0 L for Li3AlH6 (5.6 wt%), see
Table 1.3.
It is clear from Table 1.3 that the effective energy density and volumetric energy
density of metal hydrides developed so far for vehicle applications have some
disadvantages compared with petrol ICE technology. Not by chance, current metal
hydride tanks on the market are mainly installed on fuel cell powered forklifts.
The kinetic hydrogen sorption properties of a storage material determine the rate
at which the hydrogen can be charged and discharged. If a material cannot take
9
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Table 1.3: Energy and volumetric energy densities comparison between petrol and
hydrogen stored in different forms.
Phase Theoretical Effective Volume (L) occupied
wt% of H2 wt% of H2 by 4 kg of H2
Petrol (−CH2−) 16.7 a 32 b
High-pressure gas tank (700 bar) 100 5.7 98
Mg2FeH6 5.4 0 26.7
LiBH4 18.5 13.8 43.5
NaAlH4 7.4 5.6 57.6
Li3AlH6 11.2 5.6 70.0
a Effective wt% of H2 required for a metal hydride, in a fuel cell powered vehicle,
for covering a petrol ICE vehicle performance.
b Volume (L) occupied by petrol in a ICE vehicle required for covering the
performance of a fuel cell powered vehicle loaded with 4 kg of H2.
up and release hydrogen in a practical timeframe, then it will be of limited use
in a reversible on-board storage unit. Referring to the Arrhenius-based sorption
rate models introduced in §2.7, the kinetic property that most affects the rate
of a sorption is the macroscopic activation energy. A lower activation energy
corresponds to faster kinetics and lower time required for loading/unloading
hydrogen. The macroscopic (measurable) kinetic energy corresponds to the energy
(per mol of H2) required in order to overcome the highest potential barrier across
different microscopic processes38,39. In order to emphasise the complexity of the
mechanisms involved in hydrogen absorption, resulting in the macroscopic process
being difficult to model using only two parameters (rate constant, ν1, and activation
energy, Ea — see §2.7.2.1), listed below are the microscopic processes involved in
a hydrogen absorption.
i. Transport of the molecular hydrogen through the gas phase to the surface of
metal grains.
ii. Physisorption of molecular hydrogen onto the surface.
iii. H2 dissociation into atomic hydrogen.
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iv. Atomic hydrogen migration by diffusion in the bulk of the material.
v. Nucleation of the hydride phase.
vi. Growth of the hydride phase.
A further stage (vii.) needs to be considered for nearly all complex hydride systems,
including NaAlH4. Despite the transport of hydrogen, the substantial mass transfer
of metal atoms also has to occur, since the reactants (here Na3AlH6, NaH and
Al, see eq. 1.3) are spatially separated over several hundred atomic layers13,27.
These processes are referred to in the remainder of the chapter by their Roman
numeral. Considering, for instance, the first step (see eq. 1.3) of NaAlH4 hydrogen
desorption, substituting its rate constant (ν1 = 5.8 × 1012 h−1)† and activation
energy (Ea = 118.1 kJ/mol of H2) provided by Sandrock et al.
40 into a rearranged
and time-integrated eq. 2.54, the time that it would take to desorb hydrogen at
100 °C (>> T
1 bar H2
eq. ) and 1 bar of hydrogen back pressure from a 99% initial
hydrogen content to a 1% final content, was calculated to be about 3× 104 hours. In
§1.5, techniques adopted in order to improve the kinetics of desorption to meet the
technology requirement of less than 3 hours (less than 5 minutes for absorption)25
are discussed.
In conclusion, currently, none of the known hydrogen storage systems satisfy the
requirements of the existing technology. The most promising hydrogen storage
system that could meet these requirements is through the use of solid-state
storage and, as a result, in this thesis, research will be presented aiming to
improve the sorption kinetics of complex metal hydrides relying on catalytic and
nanoconfinement effects, as introduced in §1.5.1 and §1.5.2 respectively.
†Considering the wt% of H2 released in the first and second decomposition steps for a pure
NaAlH4, 3.7 and 1.85 respectively, the wt% of H2 rate constant (k = 1.98 × 1013 wt% of H2/h) and
the total true H2 capacity released across the first two-step (5.12 wt% of H2) from Sandrock et al.
40,
the H2 rate constant was determined: ν1 = 1.98 × 1013 × (1/5.12) × [(3.7 + 1.85)/3.7] h−1 = 5.8× 1012 h−1.
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1.3 Literature review of NaMgH3
In this thesis, as described in detail in §3.1, NaMgH3 is used as starting material to
produce porous Mg scaffolds. Successively, the Mg scaffold can be used as a vessel
to modify kinetic and thermodynamic properties of metal hydrides melt-infiltrated
within, as discussed in details in §1.5.2.
NaMgH3 (6.0 wt% H2), characterised by an orthorhombic perovskite structure
41
(Pnma, Fig. 1.2), decomposes in a two-step hydrogen desorption, see equations
1.1 and 1.242,43.
NaMgH3
1©−−→ NaH+Mg+H2 (4 wt% of H2 ; T 1 bar H2eq. = 382 °C) (1.1)
NaH
2©−−→ Na(liquid) + 1/2H2 (2 wt% of H2 ; T 1 bar H2eq. = 427 °C) (1.2)
Fast hydrogen mobility in NaMgH3 has been revealed by a Nuclear Magnetic
Resonance (NMR) study and this mobility is related to its perovskite structure45.
The superior hydrogen mobility makes NaMgH3 a potential material for the next
generation of electronic devices46. Also, the high thermal stability and relatively
low cost of NaMgH3 makes it a potential solar heat storage material
43.
The van’t Hoff plots of equilibrium H2 pressure as a function of temperature for
NaMgH3 and NaH sorptions are presented in Fig. 1.3. The phase diagram was
calculated using eq. 2.45 and relying on the thermodynamic parameters reported
in Table 2.2. It is in agreement with the thermodynamic model and measurements
presented by Abdessameud et al.47.
It is evident in Fig. 1.3, how the van’t Hoff equilibrium plots, corresponding to the
equilibrium temperatures as a function of hydrogen back pressure, of the first and
second step of decomposition (black lines) are affected by a decrease in pressure.
For instance, at 1 bar of hydrogen pressure, the equilibrium temperatures (T
1 bar H2
eq. )
of the two steps of desorption are respectively 382 °C and 427 °C. While for a
hydrogen back pressure of 1.5 × 10−2 mbar, corresponding to the dynamic vacuum
pressure adopted for SAXS/WAXS experiments, the equilibrium temperatures are
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Figure 1.2: Atomic arrangement in of NaMgH3 (COD ID 1525701) orthorhombic perovskite
crystal structure (Pnma) in its unit cell. The NaMgH3 crystal density, ρNaMgH3 , is 1.467(9)
g/cm3. The 3D visualization was obtained using Vesta software44.
lower, 114 °C and 183 °C, respectively. It is worth noticing that although the product
of NaH decomposition is predominantly the liquid phase of Na, a non-negligible
amount of solid Na is also expected to be produced, see Figures 3.2 and 3.6. This
is due to the relatively small differences in the Gibbs free energies between the two
NaH decomposition thermodynamic pathways. At 1 bar of hydrogen pressure, the
equilibrium temperatures for these two different pathways are 427 °C (black line)
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Figure 1.3: Van’t Hoff plots of equilibrium H2 pressure as a function of temperature for the
NaMgH3 and NaH sorption, calculated using eq. 2.45 and Table 2.2. The phase diagram of
NaMgH3 decomposition is represented by the black lines only of Van’t Hoff plots. The phase
transition between NaH and Na solid phase is in red dashed line. The horizontal dashed
green line corresponds to the dynamic vacuum pressure of 1.5 × 10−2 mbar adopted for in
situ SAXS/WAXS experiments (see §4.3).
and 458 °C (red dashed line), respectively.
NaMgH3 complete desorption, across the two-step, was achieved by Ikeda et al.
48
in 8 minutes, using thermogravimetry and differential thermal analysis at 400 °C
under 1 bar of helium.
1.4 Literature review of NaAlH4
In this thesis, as described in detail in §3.2, NaAlH4 is used as starting material to
produce Ti-enriched porous Al scaffolds. Successively, the Al scaffold can be used as
a vessel in order to modify kinetic and thermodynamic properties of metal hydrides
melt-infiltrated within, as discussed in details in §1.5.2. NaAlH4 melt-infiltrated
within the as-prepared Al scaffold, as described in detail in §3.3, is also used as a
test bench to investigate the H2 desorption kinetic changes, as discussed in detail
in §6.4.2.
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NaAlH4 (7.4 wt%), characterised by a tetragonal structure (I 41/a :2, Fig. 1.4),
decomposes via a three-step hydrogen desorption, see equations 1.3 – 1.5.
Figure 1.4: Atomic arrangement of NaAlH4 (COD ID 1533929) tetragonal crystal structure
(I 41/a :2) in its unit cell. The NaAlH4 crystal density, ρNaAlH4 , is 1.456(9) g/cm
3. The 3D
visualization was obtained using Vesta software44.
NaAlH4
1©−−→ 1/3Na3AlH6 + 2/3Al+H2 (3.7 wt% of H2 ; T 1 bar H2eq. = 30 °C)
(1.3)
1/3Na3AlH6
2©−−→ NaH+ 1/3Al+ 1/2H2 (1.85 wt% of H2 ; T 1 bar H2eq. = 109 °C)
(1.4)
NaH
3©−−→ Na(liquid) + 1/2H2 (1.85 wt% of H2 ; T 1 bar H2eq. = 427 °C)
(1.5)
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Other than hydrogen storage for vehicle applications, NaAlH4 is also used as a
reducing agent49.
The van’t Hoff plot of equilibrium H2 pressure as a function of temperature for
NaAlH4 and Na3AlH6 sorption is presented in Fig. 1.5. The phase diagram was
calculated using eq. 2.45 and relies on the thermodynamic parameters reported in
Table 2.2. In Lee et al.36 and Qiu et al.50, it is shown that this thermodynamic model
is in agreement with experimental measurements51–53 and the partial disagreement
(T < 440 K) with the measurements carried on by Bogdanovic´ et al.54 is discussed.
Figure 1.5: Van’t Hoff plots of equilibrium H2 pressure as a function of temperature for
the NaAlH4 and Na3AlH6 sorption. Calculated data (black line), using eq. 2.45 and Table
2.2, are compared with measured data (single black points) for NaAlH4 samples with the
addition of Ti, from Bogdanovic´ et al.54. Melt-infiltrated conditions adopted in this thesis
(single red point).
The equilibrium temperatures, in Fig. 1.5, drop due to a decrease in the hydrogen
back pressure. For instance, at 1 bar of hydrogen pressure the equilibrium
temperature (T
1 bar H2
eq. ) of the first two-steps of desorption are 30 °C and 109 °C.
For a hydrogen back pressure of 7 × 10−4 mbar, corresponding to the starting
dynamic vacuum pressure adopted for Temperature Programmed Desorption-Mass
Spectrometry (TPD-MS) experiments, the equilibrium temperatures are lower and
16
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equal to −122 °C and −80 °C (see Fig. 1.6).
Dymova et al.55,56 showed that the first two desorption steps of pure NaAlH4, see
equations 1.3 and 1.4, are reversible. However, due to the poor kinetics of the
system, the reverse reaction requires impractically severe reaction conditions (200
– 400 °C, that is above the 183 °C melting point of NaAlH4, and pressures of 100 –
400 bar).
1.5 H2 sorption kinetic improvement
In order to reduce the time required for loading and unloading hydrogen in a
metal hydride storage system and meet the technology requirements for vehicle
applications13,25, the kinetic limitations of the sorption reactions need to be
overcome. A widely used technique is to mechanical grind57 the sample, for
instance by ball-milling it58, in order to reduce the size and increase the specific
surface area of the grains. On one hand, the kinetic limitation due to the atomic
hydrogen diffusion in the bulk of the grains (iv.) can be overcome but, on the other
hand, the sluggish reversibility due to the segregation of decomposition products
(vii.) is not addressed. In the work presented in this thesis, in order to achieve
reversibility under moderate conditions of thermodynamically favourable sorption
reactions, two techniques have been adopted: the use of an additive (to produce
a catalyst), see §1.5.1, and the nanoconfinement of metal hydrides within porous
scaffolds, see §1.5.2.
1.5.1 Catalytic effect
The hydrogen desorption and absorption rate of metal hydrides can be increased
by the use of additives59. A small mole percentage of these additives, used
to produce catalysts, lower the hydrogen release activation energy and include
nano-Ni/Fe60–62, metal halides and oxides63,64, transition metals65 and metal
alloys66. Several additives have been investigated for use with NaAlH4 by different
17
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researchers, including TiCl3, PrCl3, CeCl3, titanium butoxide (Ti(OBu)4), iron
ethoxide (Fe(OEt)2), and TiO2, with Ti-based additives appearing to have the
greatest effect54,67–72, see Table 1.4.
Table 1.4: Chemical reaction between NaAlH4 and additives studied in literature.
Reaction Reference
3NaAlH4 + TiCl3 −→ ‘Ti’ + 3Al + 3NaCl + 6H2 67,69
3NaAlH4 + PrCl3 −→ ‘Pr’ + 3Al + 3NaCl + 6H2 54,68
3NaAlH4 + CeCl3 −→ ‘Ce’ + 3Al + 3NaCl + 6H2 54,68
NaAlH4 + Ti(OBu)4 −→ ‘Ti’ + NaAl(OBu)4 + 2H2 54,69,70
NaAlH4 + xTi(OBu)4+ yFe(OEt)2 −→ ‘Ti−Fe’ alloy + ... 54
NaAlH4 + TiO2@C −→ ‘Ti’@C + NaAlO2 + 2H2 71,72
Quotation marks denote a variety of species containing that element54,67.
With the addition of 2 mol% of TiCl3, the activation energies of the first two-step of
NaAlH4 decomposition, from 118.1 and 120.7 kJ/mol of H2, decrease to 79.5 and
97.1 kJ/mol of H2, respectively
40,73.
This time, we consider the first step of hydrogen desorption for NaAlH4 (see eq.
1.3), ball-milled with 2 mol% of TiCl3. Substituting the rate constant (ν1 = 2.54 ×
1010 h−1) and the activation energy (Ea = 79.5 kJ/mol of H2) provided by Sandrock
et al.40 into a rearranged and time-integrated eq. 2.54, the time that it would take to
desorb hydrogen at 100 °C (>> T
1 bar H2
eq. ) and 1 bar of hydrogen back pressure from
a 99% initial hydrogen content to a 1% final content, was calculated to be about
24 hours. Such a simple estimation is comparable with measurements reported
in40,74,75. Thus, the catalytic effect of titanium has reduced the desorption time
from 3 × 104 hours (see §1.2.2) to 24 hours, but to be practical this needs to be
reduced to 3 hours25.
Over 15 years of effort have been invested by the community on endeavouring to
understand the role of titanium as a catalyst on the behaviour of NaAlH4, however,
the situation is still not completely understood. As proposed by Leon et al.76
and experimentally supported by Fu et al.77 and Chaudhuri et al.78, titanium may
improve the kinetics of the surface reactions, which represent the highest potential
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barrier across different microscopic desorption processes for uncatalysed NaAlH4,
see §1.2.2. Titanium present on aluminium surfaces dissociates hydrogen (iii.),
which reacts with the aluminium surface and forms volatile AlHx . It would also
justify that only further minor improvements in the kinetics of reactions by an
increase in the amount of TiCl3 mol% are detected
40. In Haiduc et al. work69,
it is shown that for NaAlH4 ball-milled with TiCl3 the Ti compounds formed during
the sintering processes are irreversible and depend upon the temperatures reached.
If low temperatures are used (up to 175 °C) an amorphous Al−Ti alloy forms,
whereas using high temperatures (200 °C and higher) Ti is present as an AlxTi
intermetallic. It was proved that the most active catalyst species in the present
system is the amorphous Al−Ti alloy, whereas a decreased catalytic activity is found
for the AlxTi intermetallic. The catalytic effect of Ti on the NaAlH4 hydrogen
desorption rate is reproduced in Fig. 1.6, where TPD-MS measurements (see
§2.7.2), for uncatalysed74,79 and catalysed75 (ball-milled with + 2 mol% of TiCl3)
NaAlH4 are compared. Fig. 1.6 also shows the hydrogen desorption rate pattern
thermodynamically simulated at local equilibrium and constant H2 back pressure,
across different temperatures, of 7 × 10−4 mbar which corresponds to the starting
dynamic vacuum pressure adopted for TPD-MS experiments, obtained.
In Fig. 1.6, the difference between Tmax for the first two desorption peaks, of the
catalysed system (∆Tmax = 179 − 132 = 47 °C) is larger than the not catalysed
system (∆Tmax = 276 − 260 = 16 °C), which is in agreement with the relative
changes in activation energies of the first two desorption peaks, from 118.1 to 79.5
and from 120.7 to 97.1 kJ/mol of H2
40. It is worth noting that for the specific case of
the first two decomposition steps of NaAlH4, relying on the∆S
Θ = 120.9 JK−1mol−1
of H2, obtained from thermodynamic quantities reported in Table 2.2, the standard
Gibbs energies of reactions, in order to meet the PEM fuel cell operative condition
(25 – 100 °C at 1 bar of H2), have to be in the range: 0<∆G
Θ (kJ/mol of H2)< 9.0.
Although the standard Gibbs energy of the first decomposition step, ∆GΘ = 0.65
kJ/mol of H2 calculated using eq. 2.42 and thermodynamic quantities reported
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Figure 1.6: Hydrogen desorption rate from TPD-MS data, acquired by applying a constant
heating rate of 2 °C/min, for uncatalyzed (grey line)74,79 and catalyzed (black line)75
(ball-milled with + 2 mol% of TiCl3) NaAlH4, compared to the hydrogen desorption rate
simulated (red line) at local thermodynamic equilibrium and constant H2 back pressure,
across different temperatures, at 7 × 10−4 mbar corresponding to the starting dynamic
vacuum pressure adopted for TPD-MS experiments. The green lined plan correspond to
the equivalent operative temperatures for a PEM fuel cell (25 – 100 °C at 1 bar of H2) for
PH2 = 7 × 10−4 mbar. The equation inside the blue box is eq. 2.54.
in Table 2.2, is within the range mentioned above, the second decomposition
step, ∆GΘ = 10.3 kJ/mol of H2, is just over the higher limit, as shown in Fig.
1.6‡. In order to meet the PEM fuel cell technologic requirement for the second
decomposition step of NaAlH4, a thermodynamic destabilization is required, which
could be achieved by nanoconfinement effects, see §1.5.2.
‡Considering a fuel cell used for vehicle applications having hydrogen back pressure operative
conditions up to 10 bar, as reported by Schlapbach et al.12, it would affect only the lower limit,
T = 25°C, of the standard Gibbs energy (∆GΘ) that will decrease from 0 to −5.7 kJ/mol of H2.
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1.5.2 Nanoconfinement effects
Another approach that has been extensively applied in order to decrease/increase
the appreciable hydrogen desorption temperatures (see Fig. 1.6), of metal hydrides
is nanoconfinement within a porous scaffold80,81. The nanoconfinedmetal hydrides
most often investigated are the light metal hydrides, as they offer the best
potential for the highest gravimetric hydrogen capacity, and include LiBH4
32,33,
LiH82, NaAlH4
34, and MgH2
83,84, as well as mixtures of LiBH4-NaBH4
85,86, and
LiBH4-Mg2NiH4
87. The porous scaffolds studied in the literature include many
different forms of carbon71,74,75,79,88–90, aluminium31,86,91,92, magnesium33, and
metal-organic frameworks34,93. Nanoconfinement decreases the H2 macroscopic
(measurable) sorption kinetic energy through improvements on the several steps
of microscopic processes, shown in §1.2.2:
• The metal hydride particles increase their active specific surface area94.
• Surface diffusion (i., ii. and iii.) becomes the primary hydrogen diffusion
mechanism95,96.
• Avoiding the segregation of decomposition products (vii.) improves the
reversibility34,75,79,89,97.
Furthermore, the structure in which the metal hydride is nanoconfined also acts as
a support to hold the metal hydride in place81. Baldé et al.94 (see Fig. 1.7) showed
an improvement in NaAlH4 desorption reaction kinetics for particles under 1 µm
through Kissinger analysis98. This analysis is based on the temperature shift of the
desorption rate maxima for several heating rates using Temperature Programmed
Desorption (TPD) under an Ar flow.
Thermodynamic destabilisation/stabilisation effects are also expected for binary
and complex hydrides confined in particles smaller than 2 – 3 nm99. Reducing
particle size increases the volume ratio between the hydrides on the surface and
the hydrides present in the bulk volume. Thus, in the Gibbs free energy of sorption
as a function of particle size, the surface component (∆GΘsurface, see eq. 1.6)
100,101
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Figure 1.7: Relation between particle size and activation energy (kJ/mol of H2) for
hydrogen desorption from NaAlH4/Carbon nanofibers. The spread in the particle size
reflects the results from different characterisation techniques, and the error bars in
activation energies were obtained from linear regression analysis94.
that takes into consideration the interaction between the hydrides on the surface
and the surrounding scaffold increases its contribution.
∆GΘsurface =
3VMEM −→ MH2(γ, r)
r
(1.6)
where VM is the molar volume, r the particle radius, γ the surface free energy or
surface tension and EM −→ MH2 the surface energy term. For the specific case of
NaAlH4 nanoconfined within activated carbon fibre scaffolds having pore sizes of
the order of 1 nm and below, Fichtner99 showed that the first two-step of NaAlH4
hydrogen desorption occurs in a single step, and suggested an increment in stability
(due to the increased surface component of the standard Gibbs energy, ∆GΘsurface).
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Table 1.5: Decomposition temperatures for NaAlH4 infiltrated into porous scaffolds, as reported in the literature.
Scaffold characteristics H2 desorption Reference
Porous scaffold Size of NaAlH4 wt% Method of Heating rate Tmax(°C)
a
pores nm melt-infiltrated analysis (°C/min)
CMK-1b 2 – 3 50 TPD-MS 2 192 88
CMK-1b 2 – 3 33 TPD-MS 2 180 88
CMK-1b 2 – 3 20 TPD-MS 2 186 88
RF-CAc 17 33.3 TPD-MS 5 176 75
RF-CAc (+3 wt% TiCl3) 17 33.3 TPD-MS 5 125
75
RF-CAc 13 (max) 31.8 – 60.0 TPD-MS 1 146 – 150 74
RF-CAc > 100 (max) 32 TPD-MS 1 162 74
RF-CAc 10 51.3 TPD-MS 1 180 79
RF-CAc (+8.7 wt% TiCl3) 8 40.6 TPD-MS 1 91 – (120)
79
Carbon based (+2.9 wt% Sc2O3) 7 27.3 TPD-MS 1 143 – (146)
90
Carbon based (+9 wt% TiO2) < 1000 91.6
d TPD 2 99 – (128) 71
HSAG-500e 2 – 3 20 TPD-TCD 5 180 – (190) 89
a Tmax(°C): Temperature corresponding to the first (second) maximum desorption rate.
b CMK-1: ordered mesoporous carbons synthesized from silica templates.
c RF-CA: resorcinol formaldehyde carbon aerogels.
d ball-milled.
e HSAG-500: high surface area graphites.
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Such thermodynamic stabilization of the single step sorption would correspond
to (omitting kinetic effects) an increase in the appreciable hydrogen desorption
temperatures.
The decomposition temperatures for NaAlH4 infiltrated into porous scaffolds
measured using temperature-programmed desorption (TPD) based techniques are
reported in Table 1.5. The greatest effect is seen using Ti-enriched resorcinol
formaldehyde carbon aerogel RF-CA (+TiCl3)
75,79 (see Fig. 1.8). The approach of
Figure 1.8: Hydrogen desorption rate from TPD-MS data, acquired by applying a constant
heating rate of 2 °C/min, for uncatalyzed (grey line)74,79 and catalyzed (black line)75
(ball-milled with + 2 mol% of TiCl3) NaAlH4, and acquired by applying a constant heating
rate of 1 °C/min, for nanoconfined NaAlH4 (orange line)
79 within resorcinol formaldehyde
carbon aerogel RF-CA (+TiCl3)
79. The lower heating rate for the nanoconfined NaAlH4
justifies only a minor (3 – 5 °C) shift towards lower temperatures.
employing scaffolds and catalysts are reasonably effective, however, they face some
drawbacks that negatively influence the performance of the system, such as:
• They add mass to the system, reducing the overall hydrogen density.
• They often contain oxygen, which can react with the infiltrated hydride
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reducing the capacity and increasing the potential of becoming a fire hazard.
• Scaffolds, such as carbon aerogels, have poor thermal conductivity, which
limits their use in practical applications. For instance, the heat produced
during the exothermic absorption of hydrogen can result in self-heating that
hinders further absorption27.
Porous metal scaffolds are oxygen-free and are expected to have a higher thermal
conductivity in comparison to the carbon-based scaffolds found in the literature to
date102. The increase in thermal conductivity is of importance as it allows for better
heat management during hydrogen absorption and desorption. The Al and Mg
porous scaffolds recently employed by Sofianos et al.33,92 show kinetic improvement
in the decomposition of melt-infiltrated LiBH4. For both porous scaffolds, TPD
measurement acquired using a Sieverts/volumetric apparatus with a ramping rate
of 5 °C/min showed appreciable hydrogen desorption from 100 °C, which is 250 °C
lower than the bulk LiBH4.
This research presents the properties of oxygen free porous Mg and Ti-enriched
porous Al scaffolds and the combined catalytic and nanoconfinement effects of
Ti-enriched porous Al scaffolds on the desorption kinetics of NaAlH4.
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Chapter 2
Sample Characterisation
In this thesis, X-Ray Diffraction (XRD), in §2.1, and Wide-Angle X-ray Scattering
(WAXS), in §2.2, techniques are used to identify and quantify crystallized and
amorphous compounds. XRD and WAXS are usually supported by spectroscopy
techniques such as Nuclear Magnetic Resonance (NMR)75 and X-ray Photoelectron
Spectroscopy (XPS)71 based on atomic bonding energies measurements.
Small-Angle X-ray Scattering (SAXS) and N2 sorption techniques, in §2.2 and 2.6,
are used to obtain mesoporosity distributions and specific surface areas. Alternative
techniques are Small-Angle Neutron Scattering (SANS)103 and Nonlocal Density
Functional Theory (NLDFT)104.
Thermodynamic simulations based on the CALPHAD method, in §2.3, are
used to predict absorption/desorption phase diagrams and desorption pathways.
Thermodynamic quantities of compounds and elements used in hydrogen storage
are usually measured using thermal analysis techniques such as Pressure-
Composition-Temperature (PCT)105, Differential Scanning Calorimetry (DSC)106
and Thermo-Gravimetric Analysis (TGA)106.
The Scanning Electron Microscope (SEM) technique in §2.4 is used to observe
the surface morphology of materials. An alternative technique is Transmission
Electron Microscopy (TEM),107 which is used to observe internal morphology,
crystallization, and stress of materials relying on a higher resolution compared with
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SEM observations.
Volume determination techniques, in §2.5, in combination with the XRD technique
are also used to calculate total porosities.
Temperature Programmed Desorption (TPD) and TPD-Mass Spectrometry
(TPD-MS) techniques in §2.7.1 and 2.7.2 are used to observe the combined effects
of kinetics and thermodynamics, and the effect of only kinetics, respectively, on
desorption processes.
2.1 X-ray diffraction
In this thesis, Wide-Angle X-ray Scattering (WAXS) will refer specifically to an
incident X-ray beam transmitting through a specimen while X-Ray Diffraction
(XRD) will refer to an incident X-ray beam reflecting from a specimen. Synchrotron
light sources and lab-based X-ray generators have been used to conduct WAXS and
XRD experiments, respectively. Please see a detailed discussion concerning the
generation of X-rays in Appendix A.1, the X-ray interaction with matter in Appendix
A.2, the coherence properties of X-rays in Appendix A.3, the photoelectric scattering
in Appendix A.4 and the X-ray absorption by a media in Appendix A.5.
2.1.1 Powder diffraction
2.1.1.1 Role of crystal structure in X-ray scattering and diffraction
The defining property of an ideal crystalline material is the periodic space
distribution of the composing atoms, as shown in Fig. 2.1. Exploiting the symmetric
relative position of molecules in the crystal and the relative position of atoms within
the molecules, the concept of lattice and unit cell are respectively introduced. Thus,
the position of any atom in a crystal can simply be represented by the combination
of the lattice vector (Rn) corresponding to the atom unit cell and the position
vector of the atom with respect to the unit cell (r j), see Fig. 2.1(b). A further
investigation of such symmetries is beyond the scope of this thesis and can be found
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Figure 2.1: (a) schematic geometry of diffraction from a crystal that produce a
time-modulated interference. (b) Position of a generic atom in a crystal composed by a
lattice vector (Rn) and by the atom position vector (r j) with respect to the lattice site
108.
in a crystallography textbook109.
Figure 2.2: A vector scattering diagram for incident wave vector ki and scattered wave
vector k. If both waves are at the same frequency (stationary scatterer), the vector diagram
is isosceles110.
Approximating X-ray photoelectric scattering as elastic (refractive index n(ω) ≃
1), from Fig. 2.2, it is found that |q| = |∆k| = 2ki sin(θ ) = 2(2pi/λ) sin(θ ),
where q is the momentum transferred vector. The condition for time-modulated
(constructive) interference of the scattered X-ray, from Fig. 2.1(a), is |q| = 2pim/d.
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It is commonly referred to Bragg’s law: mλ= 2d sin(θ ), where m is an integer and
d (d-spacing) is the distance between lattice planes responsible for the particular
time-modulated interference.
The spatial dispersive term in the differential cross section, see Appendix A.4, for a
crystal is |F crystal(q)|2. Considering the spatial symmetries of the crystal, the crystal
scattering factor can be expressed as:
F crystal(q) =
unit cell∑
j
F atomj (q)exp
 
iq · r j
∑
n
exp(iq ·Rn) = Funit cell(q)
∑
n
exp(iq ·Rn)
(2.1)
where the first term is the unit cell structure factor and the second term is a sum
over lattice sites. The elementary condition for time-modulated (constructive)
interference, imposed by the elementary Bragg’s law, is replaced by the generalized
conditions q · Rn = 2pim which are fulfilled only when the momentum transferred
vector q coincides with a reciprocal lattice vector108,109 Gh,k,l, see eq. 2.2 and 2.3.
Rn = n1a1 + n2a2 + n3a3 ; Gh,k,l = ha
∗
1 + ka
∗
2 + la
∗
3
a∗1 = 2pi
a2 × a3
a1 · (a2 × a3) ; a
∗
2 = 2pi
a3 × a1
a2 · (a3 × a1) ; a
∗
3 = 2pi
a1 × a2
a3 · (a1 × a2)
(2.2)
where n1, n2, n3, h, k, and l are integers.
F crystal(Gh,k,l) = F
unit cell(Gh,k,l)
∑
n
exp(i2pi(hn1 + kn2 + ln3)) = F
unit cell(Gh,k,l)
(2.3)
2.1.1.2 The principles of the technique
The powder method derives its name from the fact that the sample is typically in the
form of a microcrystalline powder. ‘Powder’ means that all crystal orientations are
equally likely, not that it is a literal powder. The technique consists in resolving the
recorded time-averaged intensity of a suitably monochromatized X-ray, diffracted
upon interaction with a specimen scanned across the diffracted angles (θ). The
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space group symmetries associated with the lattice parameters (Gh,k,l) produce
time-modulated constructive interferences at associated diffracted angles (θh,k,l)
†.
The intensity pattern associated, I(θh,k,l), recorded from the diffraction events
at a distance longer than the longitudinal coherence length (ξl , see Appendix
A.3) associated, results in time-averaged constructive interferences (no tracks of
phase information). Due to the assumption that all crystal orientations are equally
likely (3D averaging, the three dimensions of diffraction data collapse onto the
one dimension of a powder pattern), some space groups give identical powder
diffraction patterns. For example, the cubic reflection (h, k, l) = (550), (710)
and (543) exactly overlap111‡. The intensity of a diffraction line is thus, from
eq. A.12, proportional to mh,k,l |Funit cell(Gh,k,l)|2, where m is the multiplicity due to
(h, k, l) planes of symmetry reproducing the same d-spacing. The intensity pattern,
I(θ ), generally consisting of a number of counts recorded by a scintillation-based
detector, is the result of a combination between diffraction lines and several types of
aberration due to the X-ray and samples features, instrument geometry and sample
placement and holder, that have to be considered in order to obtain qualitative
and quantitative phase information. Some of the aberrations affecting the pattern
are112:
• Multiple X-ray wavelengths.
• Finite X-ray source width.
• Flat sample error.
• Sample transparency/absorption (A(θ ) = (1/Vss)
∫
e−µmixtureτdVss). For
Bragg-Brentano geometry absorption correction is θ independent (Imeasured ∝
ABB ∝ 1/2µmixture) when constant illumination length is not applied. In
transition mode (SAXS/WAXS), Atransmission(0) = e−µmixturex .
†The diffracted angles (θh,k,l) is related to the reciprocal lattice vector 2pi/dh,k,l = |Gh,k,l | =
4pi sin
 
θh,k,l

/λ.
‡Inversion centres: P1 and P-1 give identical reflections. Different reciprocal lattice vectors
(Gh,k,l ̸= Gh′,k′,l ′) collide on the same diffraction peak when |Gh,k,l |= |Gh′,k′,l ′ |.
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• Axial divergence113,114.
• Lorentz-Polarisation (see Appendix B).
• Sample displacement (see §2.1.1.4 for Bragg-Brentano geometry and §2.2.1
for Debye-Scherrer geometry).
• Zero error.
• Equatorial divergence (not considered when constant illumination length
applied, see §2.1.1.3).
• Diffraction line broadening due to structure factor correction for finite
crystallite size (see §2.1.3.2).
• Temperature factor113 (see Appendix B).
2.1.1.3 XRD apparatus and experimental setup
XRD measurements were performed using a Bruker D8 advance. The instrument
is a diffractometer that uses Bragg-Brentano geometry, see Fig. 2.3, which exploits
the para-focussing arrangement of the X-ray divergent beam. A Bragg-Brentano
diffractometer is essentially a device that allows a range of θ values to be scanned.
Rotating the X-ray source and detector at the same angular speed, the same angular
distance from the axis perpendicular to plane where the sample surface lays is
maintained.
A CuKα tube (λ = 0.1542 nm, 8.05 keV, ∆Vanode-cathode= −40 kV, Current = 40
mA) produce an unpolarised radiation that passes through parallel Soller slits
(0.6 mm fixed slits at 2.5°) in order to improve the spatial transverse coherence
length (collimation) due to the finite size of the X-ray source. Due to the reduced
amount of specimen available for measurements, motorized divergence slits are
used to keep the illumination length at the specimen constant at 6 mm, ensuring
that all data were collected within the physical dimensions of the specimens (8
mm). A 0.2 mm nickel foil filter, used to cut-out Kβ radiation, was present at the
32
Chapter 2: Sample Characterisation
Figure 2.3: Schematic representation of a Bragg-Brentano diffractometer115.
‘compound silicon strip’ detector 192 channel Lynxeye XE-T (it covers 3° at 250
mm distance from the specimen). Further scan parameters are: 5° < 2θ < 120°,
∆2θ = 0.019463°, # of steps 5911, time/step = 1.2 s, total scan time 2 hours,
anti-scattering slit = 0.5°. During the measurements, the specimen was rotating
around the axis perpendicular to the plane where the specimen surface lays at a
rotation speed of 0.5 rotation per second, in order to improve particle statistics.
2.1.1.4 XRD sample preparation and holder
Before conducting XRD measurements, the specimens were manually ground in
order to increase the homogeneity of the multiphase material and reduce particle
size, in order to ensure correct relative intensities of the diffraction lines. The
ground specimens were placed on a sample holder and levelled in order to present a
flat surface andmost importantly be positioned at the centre of the goniometer. The
biggest source of systematic error in line diffraction position is caused by vertical
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displacement (s), see Fig 2.4(a). The changes in 2θ position are:
∆2θ = −2s cosθ
R
(2.4)
From eq. 2.4, it is evident that ∆2θ is more pronounced at smaller angles.
Figure 2.4: Schematic representation of a Bragg-Brentano diffractometer where (a) vertical
sample displacement (s)116 and (b) sample transparency cause changes in 2θ positions117.
Low absorbing samples, where the average diffraction surface is below the physical
sample surface, similarly to the vertical sample displacement, see Fig. 2.4(b), also
produce displacement effects. In this case, the changes in 2θ position are given by:
∆2θ =
sin2θ
2µR
(2.5)
µ is the linear absorption coefficient (Appendix A.5). The diffraction information
acquired mainly comes from the surface of the sample exposed to the X-rays.
In order to put a limit on the thickness of the surface exposed, the concept
of infinite-thickness (d∞) is introduced. Such infinite-thickness is the vertical
penetration depth of the 99% of intensity for an X-ray incident at a specific angle
(θ), (I = 0.01I0), see eq. 2.6.
d∞ =
ln (100) sinθ
2µ
(2.6)
To prevent oxygen/moisture contamination of the specimens during data
collection, an airtight polymethylmethacrylate (PMMA) dome was placed on top
of the off-cut Si low-background sample holder. The dome resulted in a broad
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hump at 20° 2θ as shown in Fig. 2.5.
Figure 2.5: Rietveld refinement of the diffraction pattern for empty (blank) airtight
polymethylmethacrylate (PMMA) dome placed on top of the off-cut Si low-background
specimen holder. The blue plus symbols and the red overlapping line denote the observed
and calculated intensities, respectively. λ = 1.5406 Å.
2.1.2 Qualitative phase characterisation by X-ray diffraction
The goal is to determine which phases are present in an unknown mixture.
2.1.2.1 Qualitative analysis of polycrystalline material
The first step in phase analysis is to determine what major crystalline phases (e.g.
compounds) are present in a sample. Each phase produces a set of characteristic
diffraction lines (θh,k,l) in the scattering pattern. Because localised electromagnetic
fields linearly overlap each other, the pattern of multiphase materials is formed by a
superposition of a characteristic set of diffraction lines from each phase. Identifying
which lines belong to which phase may result in complications. A set of diffraction
peaks for a specific phase contains a good deal of information of which three
parameters are of special interest:
• Position of the diffraction maxima (2pi/dh,k,l = |Gh,k,l |= 4pi sin
 
θh,k,l

/λ).
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• Peak intensities (area over the background).
• Peak intensity distribution as a function of diffraction angle (peak
broadening).
2.1.2.2 Search procedures
Identification of phases by powder diffraction is achieved by comparison with
standard patterns. The observed peaks and relative intensities from a sample are
compared with peaks and relative intensities from a large set of ‘standard’ data (7
– 80 2θ range), through a so-called search/matching process. There are two main
databases that can be used for this purpose:
• The International Center for Diffraction Data (ICDD) — Powder Diffraction
File database (ICDD-PDF)118.
• Crystallography Open Database (COD)119–121.
ICDD is a non-profit scientific organisation dedicated to collecting, editing,
publishing, and distributing powder diffraction data for the identification of
crystalline materials. The membership of the ICDD consists of worldwide
representation from academia, government, and industry. All data added to
the database is rigorously assessed. COD is an open-access collection, but
limited quality control, of crystal structures of organic, inorganic, metal-organic
compounds and minerals, excluding biopolymers. To access these massive (and
continually growing) databases (ICDD-PDF4+ (2011) or COD), the computer
software package EVA (DIFFRAC EVA 3.0, from Bruker-AXS, Germany) is used. EVA
has both automated and manual search-match and in order to reduce the number
of matches, it is commonly applied a filter to the expected elements forming the
phases.
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2.1.3 Quantitative phase characterisation by X-ray diffraction
Each individual diffraction event results in a single diffraction spot. Quantification
of phases from an X-ray diffraction pattern is achieved by fitting the intensities of
each set of lines associated with each crystalline structure.
2.1.3.1 Rietveld refinement method
In this thesis, phase quantification analyses are performed using the Rietveld
refinement method, which is a structure refinement method. The time-averaged
intensity scattered from a sample and measured by a detector (# of photons/s) as
a function of the momentum transferred and X-ray wavelength is given by:
Imeasured, ss(q,λ) =
Nss(q,λ)
tss
=
=I0(q,λ)∆Ωη(λ)L(q)P(q)ABB(λ)Vss

∂ΣPE
∂Ω
(q,λ)

ss
+ BGss
(2.7)
I0 is the incident flux of photons (# of photons/cm2 s), ∆Ω is the solid angle
element defined by the size of the detector pixel, η is the detector efficiency, L, P
and A are respectively the Lorentz, Polarization, and Absorption (Bragg-Brentano
geometry) factors (see Appendix B)113. Vss is the solid volume of the sample.
The background (BGss) is mainly due to no photoelectric interactions. Finally,
(∂ΣPE/∂Ω)ss (eq. 2.8) is the photoelectric differential cross section of the solid
sample, or per unit of solid volume, from the contribution of each crystalline phase
(in units of inverse length).
dΣPE
dΩ
(q)≃∑
α
1
Vα,ss
dσPE,α
dΩ
(q) (2.8)
where dσPE,α/dΩ is the crystal phase α differential cross section. Eq. 2.8 is based
on the assumption that the diffraction patterns of different phases (components)
overlap without interference122,123. The variation of the photoelectric differential
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cross section with wavelength is reported in Appendix D.
Vα, ss
Vss
=
ρmixωα
ρα
; ρα = 1.66054
ZucαMucα
Vucα
(2.9)
In eq. 2.9 two elementary relations are introduced, where Vα, ss is the solid
volume of the sample occupied by a generic phase α and ωα is the weight fraction
(normalized to 1) of such phase. The parameters Zucα, Mucα, Vucα are respectively
the number of atoms, the average mass of atoms and the volume of the unit cell
for a generic phase α. Eq. 2.9 is used in eq. 2.10. Considering a diffraction
peak (h, k, l) of a specific phase (α), Imeasured(θ(h,k,l)α) is now the measured relative
integrated intensity (# of counts/s), corresponding to the area under the curve of
the measured intensity around the diffraction peak (∆θ(h,k,l)α). Eq. 2.7, where ∆Ω
now is referring to the solid angle element corresponding to ∆θ(h,k,l)α, is reduced
to122,124:
I(h,k,l)α(θ(h,k,l)α)− BGss ∝ K ′′(θ(h,k,l)α) 1Vucα
Vα, ss
Vucα
dσPE, ucα
dΩ
(G(h,k,l)α)∝
∝ K ′(θ(h,k,l)α) 1V 2ucα
Vssρmixωα
ρα
m(h,k,l)α|Funit cell(G(h,k,l)α)|2 ∝
∝ K(θ(h,k,l)α)

ωα
ZucαMucαVucα

︸ ︷︷ ︸
sα
m(h,k,l)α|Funit cell(G(h,k,l)α)|2
(2.10)
where K(θ(h,k,l)α) is an experimental constant for a particular instrumental setup.
The effect of atomic thermal vibration is included in the unit cell form factor by the
introduction of an isotropic temperature factor Batom, as given by:
Funit cell(G(h,k,l)α) =
unit cell∑
j
F atom0, j (|G(h,k,l)α|)e−B j(|G(h,k,l)α|/4pi)2eiG(h,k,l)α·r j (2.11)
sα, in eq. 2.10, is called the scale factor of phase α, and it is linked only to the
weight fraction, unit cell mass, and unit cell volume of phase α. The calculated
profile yields scale factors, sα, for each phase to fit the intensity of the observed
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pattern. If all phases are identified and crystalline, the sum of the weight fractions
is unity and the absolute weight fractions are obtained. These scale factors are
related to the respective relative weight fractions by eq. 2.12122.
ωα =
sα(ZMV )ucα∑
j s j(ZMV )uc j
(2.12)
Such a profile integratedmethod, restricted to individual peaks, or even to groups of
peaks, reduce the complexity of constraints between the parameters (see eq. 2.12)
in the least-squares (see §2.1.3.4) refinement procedure124, but it leads to the loss of
all the information contained in the often detailed profile of these composite peaks.
This limitation is overcome by considering the ‘whole-pattern’ fitting procedure
using a step-scan diffraction pattern where the restriction on peak intensities can
be extended to incorporate the entire diffraction pattern.
2.1.3.2 Crystallite average size determination
Diffractometers contribute with characteristic broadening and shape to the
diffraction peak based on their optics and geometry. Each separate combination of
divergence slit apertures, Soller slits, beta filter or monochromators, and detectors
will have their own characteristic instrument profile. Sample attributes also
contribute to the diffraction peak shape and width:
• Mass absorption coefficient (sample transparency).
• Sample thickness.
• Crystallite size.
• Microstrain.
• Defect concentration.
The diffraction peak broadening due to finite crystallite size, not to be confused
with the grain size of a phase, is the effect of a net partial constructive interference
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of X-rays incident at an angle (θ ≃ θh,k,l +∆θh,k,l) not corresponding to the ideal
diffraction angle (θh,k,l) derived from Bragg’s law
§. The X-rays resulting from
the scattering of these X-rays incident at non- ideal diffraction angles, present a
further phase difference other than the phase difference due to the relative position
of the electron scatterers in the crystallite (k·r, see eq. A.15). Such further
phase differences increase with the distance of the relative position of the electron
scatterers in the crystallite113. For smaller crystallites, the time-modulated intensity
of a scattered X-ray is less compensated with a complementary counter phase
scattered X-ray. The inversely proportional relation between the peak broadening
∆θh,k,l and crystallite size Lcry is given by the Scherrer equation:
∆θhkl =
kλ
Lcry cosθhkl
(2.13)
where k is a shape factor.
2.1.3.3 Quantification of amorphous contents
In order to quantify the non-crystalline (amorphous or liquid) and undefined
phases, for some of XRDmeasurements presented in this thesis an internal standard
of known quantity, commonly between 33 and 50 wt%, and crystallinity was added
to and mixed with the specimens. The internal standard adopted was corundum
(α-Al2O3, PDF 46-1212, Inframat Advanced, 99.99%, crystallinity 100%, average
particle size 3 – 4 µm) for the following reasons:
• It is stable.
• When mixed with the specimens measured in this thesis, it does not react.
• Its diffraction peaks have a minimum overlapping with the diffraction peaks
of the specimens measured in this thesis.
§It is a relative concept. In XRD measurements, the crystallites are actually off diffraction angle
and the corresponding scattered X-rays produce a net partial constructive interference.
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• It has a linear absorption coefficient (Appendix A.5) similar to one of the
specimens measured in this thesis.
The crystallinity of corundum was previously measured by mixing it with a
calibrated standard provided by the National Institute of Standards and Technology
(NIST) under the same conditions of the XRD measurements presented in this
thesis. The weight fractions of the identified phases in the specimen can be
rescaled considering the known wt% of corundum (multiplied by its coefficient
of crystallinity) added as a fixed value. The absolute weight fractions are given by:
ωα,absolute =ωα
ωstandard,absolute
ωstandard

1
1−ωstandard,absolute

(2.14)
where ωα,absolute is the recalculated actual weight fraction of phase α, ωα and
ωstandard are the refined weight fractions of phase α and the internal standard
respectively, andωstandard,absolute is the actual added weight of the internal standard.
The weight fraction ωamorphous pertaining to X-ray amorphous or undefined phases
is then calculated as ωamorphous = 1−∑αωα,absolute, see Appendix C.1.
2.1.3.4 TOPAS software
TOPAS software was adopted to perform Rietveld refinement for diffraction pattern
analysis. It is a nonlinear least-squares optimisation program written in the C++
programming language. During the progress of refinement, its algorithmminimises
the ‘goodness of fit’, χ, between the measured and calculated pattern varying
(refining) selected parameters125. χ is defined as the ratio of weighted profile Rwp
and statistically expected Rexp. Rwp and Rexp are defined as
126:
Rwp =
√√√√√√√√
N∑
i=1
 yo,i − yc,i
σyo,i
2
N∑
i=1
 yo,i
σyo,i
2 ; Rexp =
√√√√√ N − PN∑
i=1
 yo,i
σyo,i
2 (2.15)
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where y is observed/calculated intensity, N is the number of observations (data
points) and P is the number of parameters refined. For every refined diffraction
pattern presented in this thesis, the goodness of fit was acceptable. It is evident
considering a refinement output file for a generic specimen. In Appendix C.1 the
refinement output file of sample 7-NaAlH4, introduced in Chapter 5 is reported.
The reported ratio of Rwp (≃ 4.12) and Rexp (≃ 2.85) is χ ≃ 1.45. TOPAS database
contains the atomic form factors (F atom(q)) for all neutral atoms and for the most
common ionized ones. The instrumental and scan setup parameters adopted
for XRD measurements (see §2.1.1.3) and WAXS (see §2.2.1) were provided to
the software. The complex background shape of the diffraction pattern for both
techniques (XRD and WAXS) was modelled by collecting a diffraction pattern of a
blank sample, an empty sample holder with the PMMA dome in place and an empty
capillary for XRD (see Fig. 2.5) and WAXS measurements respectively, at the same
conditions. The resultant pattern was refined with a flat background and a Pawley
fit with a tetragonal lattice (P4) with a = 0.5 Å and c = 40 Å. For every specimen’s
diffraction pattern, the background pattern was modelled keeping fixed both the
peak widths and relative intensities that were previously refined for the pattern of a
blank sample. While an overall scale factor and a 3rd order Chebyshev polynomial
background were refined. In Appendix C.1 is reported the .bgk matrix that module
the background used to refine XRD diffraction patterns.
For each measured intensity pattern, the user provided for each phase the
following structure information: lattice space group, nominal unit cell vector
lengths, |a1|, |a2|, |a3| (see eq. 2.2), relative coordinates of atoms in the unit
cell, type of atoms and the atom’s ionization. Also provided for each atom is
the isotropic vibrational factor Batom (see Appendix B). TOPAS was run in launch
mode (see Appendix C.1) and normally the refinement variables were the unit
cell vector lengths, the scale factor (sα) and crystallite size Lcry for each phase,
while the unit cell relative coordinates of the atoms were fixed. Also, specimen
displacement parameters were refined. For laboratory XRD measurements, only
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the vertical displacement, see eq. 2.4, was refined, while for WAXS measurements,
a displacement parallel to the incident beam was also refined, see Fig. 2.7.
2.2 Small- and wide-angle X-ray scattering
2.2.1 Apparatus and experimental setup
Small- and Wide-Angle X-ray Scattering (SAXS/WAXS) measurements were
performed at Australian Synchrotron adopting a Debye-Scherrer geometry as
shown in Fig. 2.6.
The scattered beam is detected on a two-dimensional, position sensitive detector
(PSD). For isotropic samples, the scattering can be azimuthally averaged to produce
a plot of scattered intensity (counts/s) versus momentum transfer (q). The SAXS
beamline uses two Pilatus detectors for SAXS (1 M, 170 mm × 170 mm) and WAXS
(200 K, 33 mm x 170 mm) data collection. Time-resolved data collection is also
well supported as the Pilatus detectors are capable of collection at 10 Hz (1 M) and
30 Hz (200 K). See full specification in Table 2.1.
A beam stop was placed in front of the SAXS detector, approximately at q =
0, in order to avoid damaging the detector due to overexposure. The sample
transmission, τs, was calculated by taking the ratio between the beam stop counts,
IBS, and the upstream counts, I0. For the transmissionmeasurement of specimens, it
was also taken into account the normalisation due to the presence of air, conducting
measurements on an empty capillary (τcap = IBS(counts/s)/I0(counts/s) =
51787/58095). The SAXS/WAXS measurements presented in this thesis (except
Fig. 6.3) were obtained using X-ray energy centred at 12 keV (λ= 1.0332 Å), SAXS
camera length of 1604.13 mmwhile the WAXS camera length was 448.00 mm. The
measurements presented in Fig. 6.3 were obtained using X-ray energy centred at
11 keV (λ= 1.1271 Å), SAXS camera length of 1029.5 mmwhile the WAXS camera
length was 448.00 mm. For each measurement the exposure time was 1 second,
and for in situmeasurements, the time between consecutive measurements was 30
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Figure 2.6: Schematic layout of a generic scattering experiment used to determine the
differential cross section (dσ/dΩ): see eq. 2.7 or 2.16. The incident beam flux I0 is
the number of particles per second per unit area. For an electromagnetic wave this is
proportional to |Ein|2 times the velocity of light, c. The incident beam interacts with the
target object to produce the scattered beam. A detector records the scattered intensity,
Imeasured, ss, defined as the number of counts recorded per second, which is proportional to
|Erad|2 times the area of the detector and the velocity of light. The detector is located a
distance R from the target object, and subtends a solid angle of ∆Ω108.
seconds.
2.2.2 Sample holder and temperature calibration
The specimens were placed into a 1 mm outer diameter borosilicate glass capillary.
The X-ray pathway was entirely kept under vacuum except in the proximity of the
specimen where it passed through the air for ≃ 4 cm. For in situ measurements,
a dynamic vacuum was applied to the capillary (P = 1.5 × 10−2 mbar), while for
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Table 2.1: SAXS/WAXS detectors specifications127.
Detector Specifications
Dectris - Pilatus (1 M) • Photon counting detector
• Multi-modules (10 modules in 2 × 5 array with
7 × 17 pixel gap between each)
• Size: 169 × 179 mm; 981 × 1043 pixels
(8.4% = intermodule gap)
• Mounted on X-Y stages to automatically produce
gap-free images from 3 raw frames
• Pixel size: 172 × 172 µm
• Dynamic range: 6 orders of magnitude
• Frame rate: 10 Hz
Dectris - Pilatus (200 K) • Photon counting detector
• Multi-module (2 modules in 2 × 1 array with
7 pixel gap)
• Size: 169 × 33 mm; 981 × 195 pixels
(0.7% = intermodule gap)
• Pixel size: 172 × 172 µm
• Dynamic range: 6 orders of magnitude
• Frame rate: 30 Hz
ex situ measurements, the capillary was sealed under an argon atmosphere (P = 3
mbar). In situ measurements were performed applying a heating rate of 5 °C/min.
The heat blower temperature was calibrated by conducting WAXS measurements
on an Ag/NaCl up to 500 °C (5 °C/min). Thus, it was possible to associate an
effective specimen temperature with a heat blower temperature.
2.2.3 Absolute intensity data conversion
In order to carry out quantitative analysis on intrinsic specimen features, the
measured intensity (counts) distribution (as a function of q) acquired during
an exposure time of 1 second, needed to be converted into the corresponding
photoelectric differential cross section of the specimen, generally called absolute
intensity. Such absolute intensity is independent of the intensity of the source (I0),
by the settings/instrumental parameters (camera length, for instance) or extrinsic
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features of the specimen (specimen solid thickness, for instance). Rewriting eq. 2.7
for Debye-Scherrer geometry, the measured intensity (counts/s) is given by:
Imeasured, ss(q,λ) =
Nss(q,λ)
tss
= I0(q,λ)∆Ωη(λ)P(q)ADS(λ)Adss

∂ΣPE
∂Ω
(q,λ)

ss
+BGss
(2.16)
The solid specimen volume (Vss) is replaced by A × dss, where A is the area
illuminated by the beam and dss is the solid thickness of the specimen. Due to
the small-angle approximation (sin(θ ) = qλ/4pi << 1), the X-ray pathway, τ(q),
through the medium was assumed constant. Thus, the absorption correction factor,
ADS, was approximated as
128:
ADebye-Scherrer(q,λ) =
1
Vss
∫
e−τ(q)µ(λ)dVss ≃ 1Vss
∫
e−τ(0)µ(λ)dVss = ADS(λ) (2.17)
ADS is also referred to as the transmission of the specimen, τs, (see §2.2.1) and τ(0)
is also referred to as dss. In order to convert the measured intensities to absolute
intensities a standard of known absolute intensity is used¶.
The concept of calibration factor is introduced, in eq. 2.18, considering the relation
between the measured intensities of a specimen (from eq. 2.16) and the standard.
IAbs(cm
−1) =

∂ΣPE
∂Ω
(q,λ)

ss
=
=

∂ΣPE
∂Ω
(q,λ)

st
ADS, st(λ)dst
[Imeasured, st(q)− BGst]︸ ︷︷ ︸
calibration factor
[Imeasured, ss(q)− BGss]
ADS(λ)dss
(2.18)
The standard adopted was a 1 mm thick glassy carbon SRM 3600129, which was
measured using the same settings/instrumental condition used for the specimens. A
blank sample measurement was also conducted in order to consider the background
scattering effect due to the presence of air (BGst). Relying also on the measured
absorption correction factors (transmissions) of the standard and of the air, the
¶It is important to note that the absolute intensity depends upon the choice of the system. In eq.
2.18, the system chosen contains only the solid part of the specimen (dss).
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calibration factor (CF = 0.000377963 s−1mm−1), see eq. 2.18, was calculated using
scatterBrain software following the procedure reported in130,131. The BGss of the
specimens was obtained by measuring an empty capillary. Before subtracting the
empty capillary pattern from the measured specimen patterns, the empty capillary
pattern was normalized taking into consideration its relative transmission factor
compared to the specimens relative transmission factor132. The thickness of the
BGss was considered identical to the specimen as stated in
133. In general, the BGss
pattern counts were three orders of magnitude smaller compared to the specimens
pattern counts for the SAXS patterns (q < 0.2 Å−1) used in the analysis.
2.2.4 Artefact data and sample displacement
SAXS data presented artefacts due to the presence of the beam stop, and this
corrupted data has been removed (see Appendix E). In general, the first few points
(between one and three) in the intensity pattern corresponding to the lowest
q values (lowest scattered angles) were corrupted because part of the photons
scattered by a specimen interacted (were scattered) with (by) the beam stop, before
reaching the detector. Those photons, scattered again by the beam stop, produced
(second-order scattering) single point artefact at high q, see Fig. 5.4. Such artefact
could not be removed by background subtraction (empty capillary pattern) because
the specimen itself was the cause of the first scattering event.
The camera lengths were measured by placing a reference standard in a set
position. Matching the θ values with the q values corresponding to the diffraction
peaks characteristic of the reference standard, the camera lengths were obtained.
Unfortunately, the specimens measured were generally placed a fewmm away from
this set position affecting the true q positions of a measured pattern. The effective
diffraction angles are 2θ −α for a parallel to the incident beam displacement (u1)
and 2θ − β for a perpendicular to the incident beam displacement (u2), see Fig.
47
Chapter 2: Sample Characterisation
Figure 2.7: Peak shift due to sample displacement in Debye-Scherrer geometry. The sample,
S, can be displaced from the origin, O, in a direction either (a) parallel or (b) perpendicular
to the incident beam, resulting in the diffraction peak shifting fromO′ to S′ 134. The detector
radius is given by R.
2.7. The relations between position and θ displacements are given by134:
sinα=
u1
R
sin2θ ; sinβ =
u2
R
cos2θ (2.19)
For in situ WAXS Rietveld refinement phase quantification analysis, the
displacement components were refined (calculated), see Appendix C.2.
Across several in situ measurements, presented in Fig. 5.9, the refined parallel
displacement toward the detector was 2.3 mm. The perpendicular displacement,
attributed to a vertical WAXS detector displacement toward the specimen, was 6.1
mm.
2.2.5 SAXS data analysis
The SAXS pattern features of all specimens in this thesis are generally dominated
by the effect of pores/particles structures because the probe size d of the related
SAXS q-range, 2pi/d, is comparable with the dimension of such structures. The
interference effects between smaller structures, for instance crystals diffraction
(eiq·2pi/G(h,k,l)α , see §2.1.1.1) or interference effects caused by atomic electrons
48
Chapter 2: Sample Characterisation
dispersion (eiq·2∆r, see Appendix A.2) can be neglected because q << |G(h,k,l)α|<<
pi/|∆rs|. A system, in general, is composed by an arbitrary number of overlapping
structural features, but when such structural features present different sizes they
can be modelled separately (see structure levels in §2.2.5.2) if each individual
structural feature is dominant over a sufficient q-range. The goal of the SAXS
data analysis presented in this thesis is to obtain information about distribution
and specific surface area of (single grain/piece) pores in the Al and Mg scaffolds.
Our systems contain two different homogenous phases, a solid phase and a gas
(pore) phase. The electron density of gas is negligible (ne, solid >> ne, gas) compared
with the electron density of solid. The homogeneity approximation is valid for
structures, investigated by a probe size 2r ≃ d = 2pi/q, having larger dimensions
compared with the crystallite dimensions that compose the specimen mixture.
The structures that need to be considered to fulfill the goal contain at least 2
(levels); a pore structure dominant at low q of the SAXS pattern, and an internally
(nearly) closed-packed particle structure dominant at high q (see Fig. 2.8). For
both structures, in their corresponding dominant q-range, it is convenient to take
advantage of their symmetries and thus, express the scattering factor, F ss, of the
solid specimen, see eq. 2.20, by the scattering factors of pores or closed-packed
particles respectively and their positions (r j).
F ss(q) =
∑
j
Fppj (q)exp
 
iq · r j

(2.20)
In order to obtain intrinsic information about these structures from the absolute
intensity converted patterns, the square modulus of the solid specimen, for identical
pores or particles (denominated pp) randomly orientated, is calculated from eq.
2.21.
|F ss(q)|2 =∑
j
∑
k
Fppj (q)F
pp
k (q)
sin (qr jk)
qr jk
= Npp|Fpp(q)|2Spp(q) (2.21)
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Figure 2.8: Typical apparent intensity of a two structure porous system (solid and gas
phases). The two regions are identified: (I) Pore structure and (II) internally (nearly)
closed-packed particle structure135–137.
In eq. 2.21 Spp(q) is the structure factor and Npp is the number of pores or
particles in the specimen. The structure factor takes into consideration the
interference between pores or particles due to their relative position (see Fig.
2.9(b)). Considering the simplest case where each pore or particle in the specimen
has the same average relationship with its neighbours, the structure factor is given
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by138:
Spp(q) = 1+
1
Npp
∑
j ̸=k
∑
k
sin (qr jk)
qr jk
≃ 1+ Npp
∑
k
sin (qrk)
qrk
(2.22)
In fact, the assumption of a similar relationship of pores or particles with its
neighbours has to be refined. For this purpose, the radial distribution function
g(r)‖ can be introduced, which gives the probability of locating a pore or particle
at some distance r from an arbitrary origin. Taking into consideration g(r), eq.
2.22 can be written as:
Spp(q) = 1+
Npp
Vpp
∫ ∞
0
4pir2g(r)
sin (qr)
qr
dr (2.23)
Finally, considering the definition of differential cross section of a specimen and
combining it with eq. 2.21, the following relation is obtained139:
IAbs(cm
−1) =

∂ΣPE
∂Ω
(q,λ)

ss
=
1
Vss
r2e |F ss(q)|2 =
=
Npp
Vss
r2e |Fpp(q)|2Spp(q) =
=
NppVpp
Vss︸ ︷︷ ︸
ϕpp = 1
Vpp(re∆ne︸ ︷︷ ︸
∆ρSLD
)2Ppp(q)Spp(q)
(2.24)
Vpp(= Vparticle or = Vpore × (1 − ϕtotal)/ϕtotal) denotes the volume of a particle or
the volume of a pore multiplied by (1 − ϕtotal)/ϕtotal, where ϕtotal is the total
porosity, because the measured intensities were converted to solid specimen (Vss =
Vsolid+gas specimen×(1−ϕtotal), see eq. 2.16) absolute intensities and no to gas specimen
(Vgas = Vsolid+gas specimen×ϕtotal) absolute intensities. ϕpp is the total volume fraction
of the pores or particles in the matrix139. For the system we chose, during the
conversion from measured to absolute intensity in which only the solid phase is
included, ϕpp = 1. The term ∆ρSLD is the scattering length density difference
between the two phases. It is worth noting that the photoelectric scattering features
‖Note that we still retain spherical symmetry by choosing g(r) to depend only on the radial
coordinate r.
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are formed due to an electron density discontinuity and in our system this occurs
on the surface of the two phases. Because the scatterers (electrons) are spatially
dispersed, the refractive index is dependent on the momentum transferred, n(ω,q),
in a different way from what we saw in eq. A.7. Due to the electron density
differences between the solid and gas phases (ne, solid >> ne, gas)
††, scattering length
density difference is approximated as∆ρSLD = ρSLD-solid−ρSLD-gas ≃ ρSLD-solid. Using
the real part of the scattering factors of each element ( f1,i), provided in Table A.1,
and the elements molar concentration (%), ci, of each element calculated from the
respective phase composition obtained by applying the Rietveld refinement method
on the WAXS and XRD patterns respectively for in situ and ex situ measurements,
the solid scattering length density is given by:
ρSLD = rene = reρmixtureNAvogadro
∑
i ci f1,i∑
i ciMi
(2.25)
In the last step of eq. 2.24, the homogeneity property of the pores or particles
(uniform average electron density approximation) has been used, thus the isotropic
form factor intensity, Ppp(q), is introduced. Its definition is given by eq. 2.26, where
the isotropic form factor intensity for spherical symmetry is also reported.
Ppp(q) =
1
V 2pp
∫
Vpp
eiq·rd3r
2 ; Pppsphere(q) = 3sin(qR)− qR cos(qR)(qR)3
2
(2.26)
Form factor intensity, Ppp, depends on the inter-pore or inter-particle shape through
the integral over its volume. The meaning of the form factor intensity is also
illustrated in Fig. 2.9(a) while in Fig. 2.10 the form factor intensity for two different
size monodisperse spheres are plotted, showing the typical fringes that have a series
of minimums at tan(qR) = qR.
††For the in situ SAXS measurement the ratio between mass density and molar mass of the solid
Al scaffold is 0.069 cm−3 and for that of the argon gas at 3 mbar it is 1.27 × 10−7 cm−3.
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Figure 2.9: Illustration for a system of spherical pores or particles of (a) the form facture
intensity Ppp(q) describing the inter-pore or inter-particle shape, and (b) the structure
factor Spp(q) which is a function of the local order and the interaction potential138.
Figure 2.10: Form factor intensity140 for two spheres of radius 10 nm (black line) and 20
nm (red line) plotted as a function of the momentum transferred q.
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2.2.5.1 Fractal scattering theory
In order to obtain information about the size and shape of pores and also about
the degree of roughness of their surfaces, the low (qR << pi) and high (qR >> pi)
q limit approximation, respectively, of the form factor intensity, Ppore(q), has to be
considered. The shape of the pores is modelled choosing the corresponding form
factor intensity as a function of q, see eq. 2.26. For spherical pores the low q limit,
qR << pi, where R is the radius of the pore, of the form factor intensity, derived
from eq. 2.26, is referred to as the Guinier regime and it is given by138:
Pporesphere(q)≃ 1− (qR)
2
5
+ ...
≃ 1− (qRG)
2
3
+ ...
≃ e− (qRG)23
(2.27)
Working in the Guinier regime, it is useful to introduce the radius of gyration RG
of the pore, defined in eq. 2.28. The radius of gyration is the spatial average of
the electron density distribution (in our case uniform) by the squared transverse
distance from the axis passing through the electron density distribution centre
(in our case coincident with its geometrical centre) along the direction of the
propagating X-rays.
R2G =
1
Vpore
∫
Vpore
r2dr (2.28)
The solution of eq. 2.28 for a sphere is RG = R × (3/5)1/2. The last step of eq.
2.27 is obtained from an alternative derivation, and it is justified considering the
expansion e−x ≃ 1− x .
In order to obtaining analytical relations between the measured scattering pattern
and the properties of pores such that the degree of roughness of a surface and its
specific surface area, the high (qR >> pi) q limit of the pore form factor intensity,
Ppore(q), can be used only when the form factor intensity is known. For identical
pores of spherical shape, the high q limit, qR >> pi, where R is the radius of the
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pore, of the form factor intensity, is referred to as the Porod regime and is derived
from eq. 2.26, resulting in Ppore(q) ≃ (9/2) × (qR)−4. The Guinier and Porod
regimes are also shown in Fig. 2.10. The high q limit (q >> pi/R) of the q-range of
the scattering pattern dominated by the pore structure (q-range referred to as I in
Fig. 2.8) coincides with the low q limit (q << pi/rmh, rmh is the minimum probe size
(r = pi/q) where the homogeneous condition is met‡‡) of the q-range dominated by
the homogenous closed-pack particle structure (q-range referred to as II in Fig 2.8).
Such closed-pack particles are not defined by the common concept of boundaries
such as phases or electron density changes, but are exclusively related to the probe
size, d = 2r, of the related SAXS q-range (q = 2pi/d). In the q-range boundary
between the two structures, the two models, from eq. 2.24, are given by:
IAbs(cm
−1) =

∂ΣPE
∂Ω
(q,λ)

ss
= Vpore
1−ϕtotal
ϕtotal
(∆ρSLD)
2Ppore(q)
= Vparticle(∆ρSLD)
2Sparticle(q)
(2.29)
Because in general the pores are polydisperse, and present different and irregular
shapes although randomly orientated, in order to obtain surface information, it
is convenient to model the scattering pattern, eq. 2.29, in this boundary q-range
in terms of volume, Vparticle, and structure factor, S
particle(q), of the homogenous
closed-pack particles. The degree of roughness of a surface is defined by the variable
Ds(2 < Ds < 3), introduced in eq. 2.30141–143. It is defined applying the limit
pi/R << q << pi/rmh on the particles radial distribution function, g(r), previously
introduced in eq. 2.23.
lim
r/rmh→∞
r/R→0
g(r) = 1− Vb(r)
Vss
= 1− N0r
3−Ds
Vss
(2.30)
In a system including only the solid material sides, the probability to find a solid
closed-pack particles, of size 2r, in the bulk part of the system is 100%, g(r) =
‡‡Minimum condition where the electron density distribution discontinuity between real particles
belonging to different phases are neglected.
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1, while on the surfaces, due to the resolution, r, imposed by the probe size, the
probability is lower, g(r) < 1. Reducing the resolution, r << R, it is possible to
distinguish between the volume Vb
†, occupied by closed-pack particles lying on the
surface of the pores, and the rest of the bulk volume of the system. Information
about the specific surface area can be obtained by considering eq. 2.30, where the
relation, dVb(r) = S(r)dr, between Vb and the total surface area S(r) is a function of
the resolution, r, adopted144. It is, thus, evident that N0 is a constant characteristic
of the fractal boundaries. Applying the limits, mentioned above, to the particles
structure factor, Sparticle(q), see eq. 2.31139, and replacing it in the eq. 2.29, eq.
2.32 is obtained142.
lim
r/rmh→∞
r/R→0
Sparticle(q) = 1+
Nparticle
Vss
lim
r/rmh→∞
r/R→0
∫ ∞
0
4pir2g(r)
sin (qr)
qr
dr (2.31)
lim
r/rmh→∞
r/R→0
IAbs(cm
−1) =(∆ρSLD)2 lim
r/rmh→∞
r/R→0

Vparticle(r) +
∫ ∞
0
4pir2g(r)
sin (qr)
qr
dr

≃
≃pi(∆ρSLD)2S(r)m
m
Vss
F(Ds)q
Ds−6rDs−2
(2.32)
Rearranging the terms in eq. 2.32, in order to explicitly include the specific surface
area, σ(r), the following relation is obtained:
σ(r) =
S(r)
m
=
lim
qrmh/pi→0
qR/pi→∞
IAbs(cm−1)q6−Ds
pi(∆ρSLD)2F(Ds)ρmixture
r2−Ds (2.33)
The SAXS pattern of a porous scaffold, where the scaffold material is a single
homogeneous solid phase, would present a IAbs(q) ∝ qDs−6 trend over a q-range
that satisfies the relation: pi/R << q << pi/rmh, if such an inequality exists; see
Fig. 2.10. For resolutions, probe size r, associated with this boundary q-range,
the surfaces would present a self-similar trend characterised by a Ds degree of
†Vb(r) is the volume of material within distance r of the interface, i.e. the material inside
‘Minkowski’ spheres of radius r centered at every point on the surface.
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roughness. In eq. 2.33, F(Ds) = Γ (5 − Ds) sin[(3 − Ds)pi/2]/(3 − Ds), where Γ
is the gamma function, and it is worth noting that the specific surface area is a
function of the resolution r. A smooth surface corresponds to Ds = 2, which is a
particular case where the surface appears flat, where N0 = S in eq. 2.30. It is also
the case for spherical pores, IAbs ∝ Ppore(q) ≃ (9/2)× (qR)−4 ∝ q−4 from above,
where the curvature effect is neglected due to the r << R approximation.
2.2.5.2 Unified model
For a system composed of n structures (levels) of different sizes where each
individual structural feature is dominant over a sufficient q-range, it would be
possible to model the pattern, using the Unified fit145,146. From the Unified fit
analysis, several pieces of useful information can be obtained, such as the size of
the main objects, in terms of volume occupied, for each structure (level i) and the
corresponding volume-averaged fractal degree of mass, pore, or surface formed by
the aggregation of the smaller structure objects (level i + 1)143,147. The Unified
scattering function is given by:
Imeasured(q,λ) = BGss +
n∑
1
Gie
− (qRGi )
2
3︸ ︷︷ ︸
Guinier term
+Bi
erf qRGi61/2 3
q
Pi
︸ ︷︷ ︸
Porod term
(2.34)
The form factor intensity (see 2.26) of each structure level i is replaced by a Guinier
and Porod term, previously introduced in §2.2.5. In general, because scattering
objects of the structure level i are polydisperse148, randomly averaged about their
orientation and their position relative to the scattering reference frame (g(r), used
in eq. 2.23, has an arbitrary origin), the fringe features (see Fig. 2.10) are
averaged out. Thus, in the q-range where the scattering pattern is dominated by
the structure level i, the Guinier and Porod regimes approximation are obeyed only
for the low and high q-range limits respectively. The averaged fringes feature in the
middle q-range is considered in the model, by the introduction in the Porod term
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of the error function (erf(), see eq. 2.35), obtained using a log-normal distribution
(Gaussian log-size distribution) of the scattering objects145.
erf(Y ) =
2
pi1/2
∫ Y
0
e−w2dw (2.35)
The Unified fit and its Gaussian log-size distribution (read below) were
implemented149 by the Irena 2.62 SAS tool package, a macro that runs on Igor Pro
7 software. For each level i, only two variables are refined only across the q-range
where the structure i is dominant; the radius of gyration, RG,i, which provides
information about the size of the main objects of the structure knowing the shape of
the objects, and the scattering power-law, Pi, which provides structural information.
The prefactors Gi and Bi instead, that in this thesis are not going to be related to any
physical properties of the specimen, are refined across the q-range of all structures.
The q independent BGSS variable was also refined at the highest q-range of the final
level where the pattern intensity tends to be q independent.
When plotted in ln I vs. lnq scale, the scattering pattern, in the Porod regime, result
in a line having a slope equal to the negative value of the scattering power-law, −Pi.
In the particular case of a structure presenting a smooth surface, Pi = 4, its form
factor intensity can be approximated as spherical (see Psphere in eq. 2.26). Thus, it is
possible, using Maximum Entropy and Total Non-negative Least Square (TNNLS),
to determine the Gaussian log-size distribution function of the scattering objects
considered in the unified model148.
2.2.5.3 Calculation of porosity using the method of the invariant
In general, the total porosity, ϕtotal, of a homogeneous two-phase system can be
calculated from its scattering pattern, if dominated exclusively by porous features
across the entire q-range, considering the invariant123, Q, of the system given by
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eq. 2.36136,150‡.
Q =
∫ ∞
0
IAbsq
2dq = 2pi2ϕtotal∆ρ
2 (2.36)
In this thesis, the cumulative porosity (ϕpartial) as a function of q, in the q-range
0.0111 - 0.1844 Å−1, from the in situ SAXS measurements of an Al scaffold,
presented in Fig. 5.7, is calculated according to eq. 2.37, which has been derived
from eq. 2.36.
ϕpartial(q) =
∫ q
0.0111
IAbsq
2dq
2pi2∆ρ2
(2.37)
The relation between d = 2pi/q and the size of the pores, 2R, is constant only when
the poreshape is self-similar. In this case, applying an approximation where d = 2R
would mean that the pores contribute only locally at a single q = pi/R point in the
scattering pattern.
2.2.5.4 Calculation of porosity distribution using McSAS analysis
The pore structures presented in the scaffolds studied in this thesis have a wide
polydisperse size distribution, which is not a peak (log-normal for instance). Thus,
the size distribution calculated from the Unified fit analysis, introduced in §2.2.5.2,
is not adequate. It can be used though to highlight the size of the dominant pores in
term of porosity, restricted to the q-range used for this enalaysis. On the other hand,
determining the cumulative porosity distribution using eq. 2.37, which considers
a wide polydisperse pore size distribution, is limited to a local contribution of 2Ri
size pores (single q = pi/Ri point approximation) to the scattering pattern. In
order to overcome these limitations, a model is adopted that describes the absolute
intensity pattern in terms of multiple i levels of 2Ri size spheroidal pore form factor
intensities. These levels are no longer dominant over a sufficient q-range that allows
one to distinguish a Guinier and a Porod regime for every level, but are overlapping
in the q-range considered. Generalizing eq. 2.29 for multiple levels of spherical
‡The choice of absolute intensity is consistent with the choice made in §2.2.3, where the system
consists only in the solid part of the spacemen. IAbs, ss = IAbs(solid+gas)/(1−ϕtotal).
59
Chapter 2: Sample Characterisation
pores, the absolute intensity pattern is modelled by:
IAbs(cm
−1) = (∆ρSLD)2
1−ϕtotal
ϕtotal
Bins#∑
i
4piR3i
3

ϕi
ϕtotal

3
sin(qRi)− qRi cos(qRi)
(qRi)3
2
(2.38)
Each level has a partial porosity, ϕi = VRi , pores/Vsolid+pores, that contributes to the
volume-weighted of the pore size distribution. For spheroidal pore shapes, Ri is
replaced with Rθ ,i which is the distance from the origin of the pore to the surface of
the ellipsoid for a line titled at an angle θ with respect to the X-ray propagation
axis. In order to extrapolate the contribution of the partial porosity, ϕi, from
the absolute intensity pattern a Monte Carlo regression package (McSAS, version
1.0.1), implemented to analyse small-angle scattering (SAS) based on eq. 2.38,
was adopted151,152. In order to give a general idea about analysis results obtained
by Mc fit, Fig. 2.11 describes the refined contributions of the relative partial
porosity, ϕi, for in situ SAXS measurements of an Al scaffold. Such results will
be discussed in more detail in Chapter 5 (Fig. 5.3 and 5.17). The parameters
input into the software were the form factor shape (spherical), scattering length
density, the number of different pore sizes (that is, the number of bins = 40) and
the radius range (0.789809 – 28.3411 nm) distributed in a logarithmic scale among
bins. The bin widths in Fig. 2.11 appear uniform because the x-axis (radius) scale
is logarithmic. The refinement of parameters were repeated 10 times for each
specimen from which uncertainties were determined. The refined parameters were
stored only when and if the χ value (eq. 2.15, convergence criterion) dropped to
1 before reaching 500 cycles (number of repetition). From eq. 2.38, the [Rel.]
volume fraction in Fig. 2.11, corresponds to (ϕtotal − 1)ϕi/ϕ2total.
2.2.5.5 In situ SAXS/WAXS analysis
In situ SAXS/WAXS absolute intensity patterns and relative partial porosity, ϕi,
distributions, obtained from McSAS analysis, were plotted in 3D surface graphs
(see Fig. 2.12 and 2.13). In Chapters 4 and 5, the 3D surface graphs are presented
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Figure 2.11: In situ SAXS measurements and McSAS analysed data of an Al scaffold.
from a point of view along the direction of the vertical axis, resulting in a 2D graph
where the vertical values are represented by colours§.
Figure 2.12: 3D surface graph of in situ (5 °C/min heating ramp, 2 scans/min) absolute
intensity SAXS patterns expressed as IAbsq
4 for NaAlH4 decomposition.
§Shades of colour were normalized for each set of patterns ranging from the maximum to
minimum vertical values.
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In order to convert each in situ small-angle scattering pattern to absolute intensities,
the solid thickness (dss, scan #) of the specimen for each scan number, is required
(see eq. 2.18). In order to calculate the solid thickness, the linear absorption
coefficient (µscan #) for each scan number is required (see eq. 2.17, also rearranged
in eq. 5.1). The linear absorption coefficient was calculated (see eq. A.14)
from an in situ Rietveld refinement quantitative phase analysis carried out on the
associated wide-angle scattering patterns. The quantitative phase analysis results
are reported in detail in Chapter 5. Absolute intensity conversion was carried out
in two steps: (i) scatterBrain was used to convert the SAXS/WAXS images to 1D
patterns which were then partially converted to absolute intensities using eq. 2.18,
considering the calibration factor (CF = 0.000377963 s−1mm−1, see §2.2.3), the
transmission (τs, scan # = ADS, scan #) and assuming dss, scan # = dst, and (ii) MATLAB
code (see Appendix E) was written to subtract the background (BGSS), complete
the conversion to absolute intensity considering the specimen solid thickness for
each scan number (dst/dss, scan #, where for the standard glassy carbon dst is 0.1055
cm), remove data points corrupted by second-order scattering effects, and change
the unit of q (from Å−1 to nm−1) and IAbs (from cm−1 to m−1). See Fig 2.12 for a
3D representation of the SAXS patterns for NaAlH4 decomposition.
The 3D surface graphs for in situ (NaAlH4 and NaMgH3 decompositions) relative
partial porosity, ϕi, distributions were obtained by a McSAS analysis. In these
analyses, due to software limitations for multi-pattern analysis, every scan was
required to have the same scattering length density. For example, for the NaAlH4
decompositions (Fig. 2.13), the scattering length density of the final product, the
Al scaffold, was used. Fig. 2.13 is presented to give an overview concerning
the 3D surface result, highlighting that the vertical axis depends on ϕi, and the
actual scattering length density, ∆ρSLD, scan #. When carrying out individual pattern
analysis with McSAS, it was possible to provide the correct scattering length density
for each individual pattern. Such results are reported in Fig. 5.14 and 5.17.
However, the normalization of the partial porosity, ϕi, still remain an issue due to
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the unknown total porosity, ϕtotal, which is variable across different scan numbers
(Fig. 2.13). This is discussed further in Chapter 5.
Figure 2.13: 3D surface graph of in situ (5 °C/min heating ramp, 2 scans/min)mesoporosity
distribution obtained by McSAS analysis of absolute intensity SAXS patterns of NaAlH4
decomposition.
2.3 Thermodynamic simulations
Thermodynamic calculations were performed using the software package HSC
Chemistry 6.12 (Outotech Research). The software calculated the amount of
products at equilibrium under isothermal and isobaric conditions, given the mole
fractions and phases of the starting substances, by considering the reaction
αA+ βB + ... −→ νU +ωW + ... (2.39)
for each possible compound at each temperature step.
Repeating the process for the same pressure but at different temperatures
(corresponding to different volumes of the closed system), provided starting phases,
the quantitative phase pathway was simulated without taking into account any
kinetic effects (Fig. 3.2 and 3.6). The thermodynamic quantities and heat capacity
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coefficients (eq. 2.40) provided as input are listed in Table 2.2. In the CALPHAD
method153 the parameterized heat capacity of a compound is modelled by:
Cp(T ) = A+ B × 10−3 × T + C × 105 × T−2 + D× 10−6 × T 2 (2.40)
where A, B, C and D are heat capacity coefficients. The heat capacity enables the
entropy and enthalpy to be calculated respectively as
∆S =
∫
Cp(T )
T
dT ; ∆H =
∫
Cp(T )dT (2.41)
The Gibbs free energy is then calculated as
∆G(P, T ) =∆H(P, T )− T∆S(P, T ) (2.42)
∆GΘreaction(P, T ) = −RT ln
 
Keq

(2.43)
The equilibrium constant, Keq, is given by
Keq =
[U]ν[W ]ω...
[A]α[B]β ...
(2.44)
where the square brackets represent the concentration or partial pressure of the
particular compound.
Using the van’t Hoff equation of equilibrium H2 pressure as a function of
temperature (eq. 2.45), the phase diagrams of NaAlH4 and NaMgH3 sorption, over
different steps of decomposition were obtained (Fig. 1.3 and 1.5).
ln

PH2
1 bar

= −∆H
Θ
reaction(P, T )
RT
+
∆SΘreaction(P, T )
R
(2.45)
HSC software uses the relations expressed in equations 2.40 – 2.45 to calculate the
activity and mole (%) of each substance.
At low pressure and high temperature compared to standard conditions, a gas
behaves similarly to an ideal gas. In such conditions, the isobaric heat capacity
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Table 2.2: Thermodynamic quantities and heat capacity coefficients (A, B, C and D) of compounds and elements involved in NaAlH4 and
NaMgH3 decompositions.
Phase ∆HΘ ∆SΘ A B C D T (K) range Ref.
(kJ/mol) (J/mol K) (J/mol K) (kJ/mol K2) (10−5 J K/mol) (MJ/mol K3) at 1 bar
NaAlH4 solid −116.3 83.0 84.1 30.8 −8.1 12 298.15 – 700 36
Na3AlH6 solid −238.8 163.0 138.3 101.5 −17.9 12 298.15 – 700 36
NaH solid −56.4 40 31.4 35.3 −4.9 0.0075 298.15 – 700 36
Al solid (FCC) 0 28.3 24.4 3.8 −1.5 5.3 298.15 – 700 36
H2 gas 0 130.7 31.6 −5.5 −1.1 4.5 298.15 – 1000 36
Na solid (BCC) 0 51.3 51.0 −144.6 −2.6 261.8 200 – 371 36
−0.2 50.7 38.1 −19.5 −0.7 10.2 371 – 2300 36
Na gas 107.5 153.7 21.0 −0.4 −0.13 0.14 298.15 – 2700 155–157
Na liquid 2.6 58.2 51.0 −144.6 −2.6 261.8 200 – 371 36
2.4 57.7 38.1 −19.5 −0.7 10.2 371 – 2300 36
NaMgH3 solid −142.44 75.745 33.6 122.54 0 0 298.15 – 2000 47
MgH2 solid −77.3 26.39 2.87 110.6 0.686 0 298.15 – 2000 47
NaH solid −56.98 39.65 48.69 0.52 −12.65 −0.108 298.15 – 2000 47
Mg solid (HCP) 0 32.7 26.185 −0.9716 −1.58 8.63 298.15 – 2000 158
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coefficients can be approximated as constant, independent of temperature, see eq.
2.46¶ 154.
dCp
dP

T
=

d
 
TdS
dT

P
dP

T
=
ddG2
d2T

P
dP

T
=
ddGdP 2T
d2T

P
=

dV 2
d2T

P
= 0 (2.46)
2.4 Scanning electron microscopy
2.4.1 SEM principles
Scanning Electron Microscopy (SEM) uses an energetically well-defined and highly
focused electron beam for observing surface morphology of a material. Magnetic
lenses are used to form the beam and a set of scan coils are used to raster the
beam over the surface of the sample (see Fig. 2.14(b)). The signals from each
point of the sample (see Fig. 2.14(a)) are used to produce an image. Secondary
Figure 2.14: (a) Schematic representation of signals emitted from different sections of an
Al sample volume interacting with the primary electron beam of 5 keV159. (b) Simplified
layout of a SEM160.
¶The notifications )T , ]T and )P , ]P mean that the derivatives (dx/dx P and dx/dxT) are applied
at constant temperature and pressure, respectively.
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electrons are electrons generated as ionization products and they are emitted from
atoms very close to the specimen surface. They are called ‘secondary’ because they
are generated by electrons of the primary beam. For instance, a primary electron
beam of 5 keV interacting with an aluminium specimen, will have an inelastic mean
free path of 8.8 nm. Consequently, SEM can produce high-resolution images of a
sample surface, revealing details on the order of the mean free path161. A simplified
layout of an SEM is shown in Fig. 2.14(b). The electrons are initially produced via
a thermionic or field emission from an electron gun focused down to a spot on
the specimen by a system of ion optics (i.e. electromagnetic coils). The distance
from the final pole piece of the lens to the exposed surface of the sample when
the image is in focus is referred to as the working distance. Emitted electrons are
collected by a secondary electron detector. Successively, an image of the sample
surface is reconstructed by measuring secondary electron intensity as a function of
the primary beam position160.
2.4.2 Apparatus and experimental setup
Scanning Electron Microscopy (SEM) was performed using a Zeiss Neon 40EsB.
This study largely used secondary electrons to obtain high-resolution images. The
images were taken at 5 kV at various magnifications corresponding to a field of
view in the range of 4 to 40 µm. Working distances employed were between 4 and
11 mm and the beam aperture size was 30 µm.
2.4.3 Sample preparation and holder
Specimens were broken, and the exposed fracture surfaces were imaged. The
specimens were placed onto carbon tape mounted on an aluminium stub and
transferred into the SEM chamber in a custom-made shuttle, minimising exposure
to air.
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2.5 Volume determination techniques
It was important to calculate the Al and NaAlH4 total scaffold densities in order to
find out their respective total porosities, see eq. 2.47. Although the scaffold masses
were measured directly using a scale, measuring the volume of the Al scaffold
was more complicated due to its irregular and small size (Fig. 3.4(b)). The total
porosity was calculated from the measured total density and theoretical crystalline
density of the scaffolds obtained by using the wt% (wα) and crystal density (ρα) of
each phase, reported in Fig. 3.5 and Table 3.3.
ϕtotal(%) = 100
Vtotal pore
Vtotal
= 100

1− ρtotal
ρcrystal

; ρcrystal =
# of phases∑
α
wαρα
(2.47)
2.5.1 Volume measurement using a caliper
The volumes of the entire pellets (Fig. 3.4(a) and (b)) before and after sintering
were calculated by measuring the pellet dimensions using a caliper. The top and
the bottom of the pellet were smoothed before measuring in order to create a
more regular shape. Despite the pellet being smoothed the uncertainty of these
volume measurements was dominated by the irregular shape of the pellet and not
by the uncertainty of the caliper itself (± 0.1 mm). Thus, the uncertainty was
not determined because it could only rely on a subjective estimation based on the
appearance of the irregular shape of the smoothed pellet.
2.5.2 Volume measurement using 3D object reconstruction
In order to improve the accuracy of the volume measurements, a 3D object
reconstruction was attempted. The volume measurements using the 3D object
reconstruction technique consisted of assembling/reconstructing pictures taken
from different angles of an object into a 3D image162. The pictures were taken inside
the glovebox at ≃ 4 cm from the sample using a 12 MP (4:3) smartphone camera
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mounting a macro lens. The sample was placed vertically on a millimeter paper
used as a reference (Fig. 3.4(b)). The volume calculation of the entire pressed
pellet was obtained by using Autodesk ReCap 360 in combination with AutoCAD
Architecture 2016163,164. Unfortunately, most of the pictures were not properly
focused and relying only on a limited number of high-quality pictures, it was only
possible a partial reconstruction of the 3D mesh, see Fig. 3.4(c). The technique
was proven to be reliable by successfully measuring a rectangular parallelepiped
shape of known dimension (Vcaliper = 1540 ± 50 mm3) with an uncertainty of ≈ 3%
(V3D = 1590 mm3).
2.6 N2 sorption technique
The nitrogen adsorption/desorption technique was used to measure the specific
surface area and the pore size distribution of magnesium and aluminium scaffolds
using the Brunauer-Emmett-Teller (BET)165–167 and Barrett-Joyner-Halenda
(BJH)168 analysis methods, respectively.
2.6.1 Apparatus setup and procedure
The measurements were performed at −195.79 °C using a Micromeritics ASAP
3020 apparatus (Micromeritics, Norcross, GA, USA). In order to obtain specific
properties, specimen masses were measured. The sample tube was degassed for
12 hours before conducting the measurements. Prior to degassing, the sample
was exposed for approximately one second to air and thus to oxygen. Isothermal
adsorption/desorption cycles were performed over 79 and 19 steps for Al and
Mg porous scaffold, respectively. At each step, the same known amount of
nitrogen gas was respectively introduced or removed into or from the system. The
pressure at the end of each step was measured once the nitrogen gas and liquid
nitrogen, in the sample, reached a dynamic equilibrium. The specific adsorbed
volume (Vs), converted to standard temperature and pressure (STP) conditions,
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was calculated considering a close-packed hexagonal arrangement of the liquid
nitrogen at −195.79 °C having a density of 0.807 g/cm3. The first stage in the
interpretation of a physisorption isotherm is to identify the isotherm reversibility
type and hence the nature of the adsorption process(es): monolayer-multilayer
adsorption, capillary condensation or micropore filling. In Fig 2.15 (a) the types
of isotherms and (b) the hysteresis loops that they may present are plotted. The
pressure on the x-axis is relative to the saturation pressure (P0).
Figure 2.15: The types of physisorption isotherms are: I adsorption in micropores, II
unrestricted monolayer-multilayer adsorption, III weak adsorptive-adsorbent interactions,
IV monolayer-multilayer adsorption and capillary condensation, V weak interactions and
capillary condensation, VI stepwise multilayer adsorption on a nonporous non-uniform
surface (b) the type of hysteresis loops are: H1 well defined cylindrical pore channels,
H2 disordered pores (pore blocking, percolation phenomena), H3 non-rigid aggregates
of plate-like particles (slit-shaped pores) and H4 narrow slit pores including pores in the
micropore region167.
Type I isotherms are dominated by the effect of adsorption in micropores that
is limited to a few molecular layers (e.g. activated carbons, molecular sieve
zeolites, and certain porous oxides). The Type II isotherm is the normal form
of isotherm obtained with a non-porous or macroporous adsorbent representing
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unrestricted monolayer-multilayer adsorption. Point B, the beginning of the almost
linear middle section of the isotherm, is often taken to indicate the stage at
which monolayer coverage is complete and multilayer adsorption is about to
begin. In Type III isotherms, adsorptive-adsorbent interactions play an important
role (e.g. nitrogen on polyethylene). Characteristic features of the Type IV
isotherm are its hysteresis loop, which is associated with capillary condensation
taking place in mesopores (pores in the 2 – 50 nm size), and the limiting
uptake over a range of high P/P0. The initial part of the Type IV isotherm is
attributed to monolayer-multilayer adsorption since it follows the same path as
the corresponding part of a Type II isotherm obtained with the given adsorptive on
the same surface area of the adsorbent in a non-porous form. Type IV isotherms
are given by many mesoporous industrial adsorbents. The Type V isotherm is
related to the Type III isotherm in that the adsorbent-adsorbate interaction is
weak, but the hysteresis loop feature is associated with capillary condensation.
The Type VI isotherm represents stepwise multilayer adsorption on a non-porous
non-uniform surface (e.g. Ar or Kr on graphitized carbon blacks at liquid nitrogen
temperature)167.
Hysteresis loops (see Fig. 2.15(b)) appearing in the multilayer range of
physisorption isotherms is usually associated with capillary condensation in
mesopore structures. The wider the pore size distribution the less sharp is the pore
condensation step. The Type H1 loop is associated with well-defined cylindrical
pore channels, type H2 with disordered pores (pore blocking, percolation
phenomena), type H3 with non-rigid aggregates of plate-like particles (slit-shaped
pores), while type H4 with narrow slit pores including pores in the micropore
region167.
2.6.2 BJH method of analysis
The pore size distribution and cumulative pore volume in the mesopore size
range were calculated using the Barrett-Joyner-Halenda (BJH)168 method from
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the desorption branch of the isotherm reflecting the equilibrium phase transition.
The BJH method relates the specific volume (∆Vs, n) previously occupied by the
Figure 2.16: Nitrogen contained within a pore. Light blue represents nitrogen removed
during capillary evaporation. Dark blue represents the remaining nitrogen adsorbed on the
pore surfaces. The contribution to the specific volume (∆Vs, n), in a step from the (n−1)th
to nth points in the N2 desorption isotherm, is due to two components: the specific volume
of nitrogen (i) removed by capillary evaporation from the cores (rKelvin, n), and (ii) desorbed
from the surfaces (∆tn) of the average size pores (ractual pore, n) which underwent capillary
evaporation, during either this step, or previously.
measured quantity of gas desorbed during the step from the (n− 1)th to nth points
in the N2 desorption isotherm (∆Pn/P0), to the specific volume occupied by the
pores of average size, ractual pore, n, which undergo capillary evaporation during this
step. This allows a pore size distribution to be calculated.
The quantity of gas desorbed during the nth step is composed of a quantity
equivalent to the liquid cores from capillary evaporation during the nth step
(rKelvin, n), and a quantity desorbed from the pore surfaces of those cores which were
evaporated either during the nth step (∆tn), or at some previous step (∆tm,∀m <
n)169 —see Fig 2.16. The relation between relative pressure (P/P0) and core radius
(rKelvin) is given by the Kelvin equation
168,170:
ln
P
P0
=
−2γVliq
rKelvinRT
(2.48)
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where R (8.314 kg m2/s2 K mol) is the gas constant, γ (8.88 × 10−3 kg/s2) is the
surface tension of liquid nitrogen, Vliq (34.6 × 10−6 m3/mol) is the liquid molar
volume of N2 and T (−195.79 °C) is the N2 boiling point. The dynamic thickness
(t) of the remaining adsorbed layer at this relative pressure is calculated from the
Halsey thickness equation (see eq. 2.49) for cylindrical (slit) shape pores‖. Finally,
the actual average radius of the pores, which undergo capillary evaporation, as a
function of relative pressure is, thus, obtained:
ractual pore(Å) = rKelvin + t =
Kelvin equation︷ ︸︸ ︷−9.56
ln PP0
+
Halsey equation︷ ︸︸ ︷
3.54
 −5
ln PP0
 1
3
(2.49)
2.6.3 BET method of analysis
The following Langmuir model of gas adsorption extended to a multi-layer was
adopted to measure the specific surface area of the samples165–167. It is an empirical
model that represents the general shape of the actual isotherm, Vs(P/P0), and its
linear form is:
1
Vs
  P0
P − 1
 = 1
VmC︸︷︷︸
intercept
+
C − 1
VmC︸ ︷︷ ︸
slope
P
P0
(2.50)
where Vm is the monolayer specific volume at STP, occupied if the entire adsorbent
surface is covered and Vs is the actual multilayer specific volume adsorbed. P/P0 is
the relative pressure. C is the constant adsorption coefficient which represents
the gas-sample surface physisorption interaction. The adsorption coefficient is
related exponentially to the enthalpy (heat) of adsorption of the first adsorbed
layer (Vm)
171. However, it is generally recognised that, although the value of C
may be used to characterise the shape of the isotherm in the BET range, it does not
provide a quantitative measure of enthalpy of adsorption167,171. Vm was obtained
by fitting eq. 2.50 versus P/P0 (Vm = 1/[slope + intercept]) at relative pressures
‖The assumption of cylindrical pore shape is justified by the results from the SEM images in
Figures 4.1 and 5.1.
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between 0.10(5) and 0.3(1)†† relying on the plot of the isotherm Vs as a function of
P/P0 for magnesium and aluminium scaffolds (See Fig. 4.2 and 5.2 respectively).
Finally, the total surface area St is given by:
St =
VmNavAm
Vl
(2.51)
where Nav (6.022 × 1023 mol−1) is Avogadro’s constant and Vl (22414 mL) is the
volume of a mole of an ideal gas under STP conditions. Am (0.162 ± 20% nm2)172
is the cross section of spherical N2 adsorbed, forming a close-packed hexagonal
arrangement at−195.79 °C. Because C values obtained are between 60 and 70, the
monolayer-multilayer formation is operative and is not accompanied by micropore
filling, which is usually associated with an increase in the value of C (> 200)167.
The BETmethod is unlikely to yield a value of the actual surface area if the isotherm
is either Type I or Type III; but Type II and Type IV isotherms are, in general,
amenable to the BET analysis, provided that the value of C is neither too low nor too
high, and that the BET plot is linear in the region of the isotherm containing Point B
(see Fig. 2.15). The uncertainty for the specific surface areas, calculated exclusively
from the uncertainty of the fitted parameters, is ± 0.1 m2/g. Such uncertainty is
based on the assumption that the monolayer is a close-packed structure, having a
cross section (Am) of spherical N2 adsorbed of 0.162 nm
2 at −195.79 °C. With a
wide range of adsorbents, it appears that the use of this value leads to BET specific
surface areas which are within 20% of the true specific surface areas. The existence
of a strictly constant value of Am (N2) is unlikely, however, and a growing amount
of evidence suggests that it may vary by up to approximately 20% from one surface
to another167,173.
††Which corresponds to a monolayer coverage (Vs/Vm) in the range of 0.50 and 1.50.
74
Chapter 2: Sample Characterisation
2.7 Sievert’s apparatus techniques
A Sievert’s apparatus consists of multiple compartments of well-known volumes
that are connected by valves174.
Sievert’s apparatus techniques such as Temperature Programmed Desorption (TPD)
and TPD-Mass Spectrometry (TPD-MS) were employed to detect the wt% desorbed
and wt% desorption rate of H2, respectively, as a function of temperature, for a
constant heating rate. While closed system TPD measurements are affected by
kinetic and thermodynamic combined effects, under dynamic vacuum TPD-MS
measurements are only affected by kinetic effects.
2.7.1 Temperature Programmed Desorption (TPD)
2.7.1.1 The principles of the technique
Wang-Suda175 first and Luo-Gross73 have provided simple empirical models to
describe the H2 desorption rate during NaAlH4 decomposition based on an
Arrhenius analysis using Sievert’s experimental apparatus. It was assumed that
each step of the decomposition of NaAlH4 is independent, meaning that for each
decomposition step only a single reactant phase contributes to the desorption
rate. In principle, such an approximation is applicable only when each step of
decomposition results in a visibly separated peak in the hydrogen desorption rate
pattern (see Fig. 1.6)40. For a single-step chemical reaction, the modelled H2 net
desorbed rate, dNH2/dt, adopted by Luo-Gross
73 is given by:
dNH2
dt
(T ) = (NH2,plateau − NH2(T )) ln

P(T )
Pplateau

νe−
∆Edes
RT (2.52)
The terms NH2,plateau and Pplateau are respectively the total amount and pressure
of H2 released across a single reaction step and correspond to the amount and
pressure at thermodynamic equilibrium21. These terms take into consideration
thermodynamics effects and are approximated to be independent of temperature.
75
Chapter 2: Sample Characterisation
In eq. 2.52, the kinetic effect is considered introducing the concept of rate constant,
ν, and activation energy of desorption, ∆Edes, that were approximated to be
independent of temperature and number of H2 molecules desorbed, NH2 .
2.7.1.2 Apparatus and experimental setup
Temperature programmed desorption (TPD) measurements were undertaken on a
computer controlled Sievert’s/volumetric apparatus176. The sample temperature
and pressure were recorded every 30 seconds using a K-type thermocouple with a
precision of 0.1 °C at 300 °C and a digital pressure transducer (Rosemount 3051S)
with a precision/accuracy of 14 mbar. Hydrogen desorption data were obtained
in the temperature range of room temperature to 300 °C with a ramp rate of 2
°C/min. The temperature was, then, kept constant at 300 °C for 10 hours. During
the desorption, each sample produces a different final back pressure due to the
different total amount of H2 initially present in the sample.
2.7.1.3 Volume calibration
The total closed volume system of a custom-made Sieverts apparatus at Curtin
University, referred to as ‘the rig’, comprises a removable reactor plugged into a
stationary part. The stationary part of the rig, referred to as ‘the reference’, was
contained wholly inside a case covered by panels, referred to as ‘the box’. The
apparatus was divided into three connected volume components characterised by
different temperatures:
• The reference volume (Vref = 16.4 cm3) and the connected part volume of
the reactor (Vconn = 1.58 cm3) inside the box where the temperature was
monitored (Tbox ≃ 28°C).
• The reactor side volume outside the box and outside the furnace (Vs − Vna
= 7.98 cm3 − 2.58 cm3) where the ambient temperature was monitored
(Tambient ≃ 22°C).
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• The non-ambient reactor side volume not occupied by the volume of sample
(Vna − Vsample)‡‡ inside the furnace where the temperature was monitored
(Tfurnace/sample).
The reference volume (Vref) and connected part volume of the reactor (Vconn) inside
the box were calibrated using a previously prescribed methodology177. In order to
calibrate the volume of the reactor outside the box (Vs), the following procedure
was followed:
• The valve inside the box that connected the reference and the reactor was
closed.
• An amount of (< 1 bar pressure) hydrogen gas was let into the reference
volume from the laboratory hydrogen system.
• The reference volume was isolated by closing the valve connecting it to the
laboratory hydrogen system.
• From the known volume of the reference (Vref) and the measured pressure in
the reference, it was possible, using the ideal gas law, to calculate the moles
of hydrogen in the reference volume.
• The valve inside the box connecting the reference and the reactor was opened.
• Measuring the new pressure, knowing the volumes of the reference (Vref),
of the reactor inside the box (Vconn), the temperature inside the box (Tbox ≃
28°C) and the ambient temperature (Tambient ≃ 22°C), it was algebraically
possible to calculate the reactor side volume (Vs).
Successively, part of the reactor (Vna) was inserted up to a specific depth into
a furnace in order to calibrate such non-ambient reactor side volume (Vna) for
‡‡The volume of the sample (Vsample) was calculated from the mass of the sample and the density
of the sample obtained from phases quantification analysis. However, for every TPD measurements
the volume of the sample was found to be negligible compared with the non-ambient reactor side
volume (Vna).
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a furnace temperature of 550 °C. Every TPD measurement was performed by
inserting the reactor up to the same depth inside the furnace. The procedure above
was repeated except for the last step that was replaced by the following step:
• Measuring the new pressure, knowing the volumes of the reference (Vref),
of the reactor inside the box (Vconn), of the reactor side volume (Vs),
the temperature inside the box (Tbox ≃ 28°C), the ambient temperature
(Tambient ≃ 22°C) and the non-ambient temperature (Tfurnace/sample ≃ 550°C),
it was algebraically possible to calculate the non-ambient reactor side volume
(Vna).
2.7.1.4 Quantification of H2 content in the sample
Knowing the previously calibrated volumes and the temperatures for each
component of the system, it was possible to calculate the moles of H2 desorbed
from the sample from the measured H2 pressures. The number of H2 moles of the
system was calculated summing the number of H2 moles from each of the three
volume components of the rig at different temperatures. Because the final pressure
for every sample was under 2 bar (at 300 °C), the number of moles of H2 of the
system were calculated using the following ideal gas law:
nH2 =
PH2
R

Vref + Vconn
Tbox
+
Vs − Vna
Tambient
+
Vna − Vsample
Tfurnace/sample

(2.53)
It was possible to convert the number of moles of H2 to wt% of H2 because
every sample was weighed prior to TPD measurements. Two NaAlH4 powder
samples were run as standards (+ 2 mol% TiCl3 ball-milled and as provided by
the manufacture).
The initial NaAlH4 content for both standards was calculated using two
independent methods. The first method is based on the information acquired
from the final/asymptotic TPD values of the H2 measured pressure considered
desorbed across the first two steps of decomposition and the initial sample weight.
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The second method is based on the theoretical value for the wt% of NaAlH4 of
the starting material as provided by the manufacturer considering also the 97.9%
NaAlH4 hydrogen evolution, see Appendix F. For the + 2 mol% TiCl3 ball-milled
standard, the quantity of TiCl3 added was also considered. The two independent
estimations for NaAlH4 content were in agreement for both standards (under 0.1
wt% uncertainty), proving that the NaAlH4 content for non-standard samples can
be calculated relying on the method based on TPD measurements.
2.7.2 TPD-Mass Spectrometry (TPD-MS)
2.7.2.1 The principals of the technique
For systems under low H2 pressure conditions compared with their equilibrium
pressure (P(T )<< Peq(T )), the kinetic terms in eq. 2.52 are dominant with respect
to the thermodynamic terms that are responsible for H2 reabsorption. Thus, eq.
2.52 is further simplified to model TPD-MS measurements and it is given by:
dNH2
dt
(T ) = (NH2,eq − NH2(T ))ν1e−
∆Edes
RT (2.54)
where ν1 is the rate constant. It is worth noting that NH2,eq is approximated as being
independent of temperature for the TPD-MS measurements reported in this thesis.
This approximation is justified by the results from the literature74,75,79 presented in
Fig. 1.6, where the hydrogen equilibrium (dNH2, eq/dT) and measured (dNH2/dT)
desorption rate patterns do not overlap each other.
2.7.2.2 Apparatus and experimental setup
Measurements proportional to the change in hydrogen pressure (dPH2/dt), were
performed by Temperature Programmed Desorption-Mass Spectrometry (TPD-MS)
using a Stanford Research Systems (SRS) Residual Gas Analyser (RGA 300),
consisted of a quadrupole mass spectrometer and an electronic control unit. The
RGA analyses residual gases (regularly obtained from the system) by ionizing some
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of the gas molecules (positive ions), separating the resulting ions according to their
respective masses and measuring the ion currents at each mass. The system was
connected to a turbo molecular pump and relies on a constant pumping speed
designed to be higher than the desorption rates of the samples in order to avoid
gas phase reabsorption. Thus, the thermodynamic effects are neglected and the
monitored desorption rate (dN/dt) was assumed proportional to the pressure
variation (dP/dt)178. The samples were initially evacuated at room temperature
to a pressure of approximately 7 × 10−4 mbar for 8 hours and remained under
dynamic vacuum for the duration of the experiment. The samples were heated
from room temperature to 300 °C at 2 °C/min. The amount of hydrogen released
was recorded every 68 s.
2.7.2.3 Habenschaden-Küppers analysis
In order to determine the activation energy for desorption from a single TPD-MS
pattern, Habenschaden-Küppers (leading edge) analysis can be applied179,180. The
method analyses the data points in a relatively short temperature interval at
low temperature (leading edge) compared with the temperature corresponding to
the first decomposition rate maximum (T << Tmax). In such a relatively short
temperature interval, the desorption rate as a function of temperature is dominated
by the contribution of the exponential term (exp[∆Edes/RT]). Thus, in the leading
edge interval, the number of H2 molecules desorbed during a single step reaction,
NH2(T ), in eq. 2.54 can be neglected (NH2,eq − NH2(T ) ≃ NH2,eq). Plotting the H2
desorption rate in logarithmic scale versus 1/T , it was possible, by fitting the data
points in the leading edge interval with the model expressed in eq. 2.55†, to obtain
the value for the angular coefficient, −∆Edes/R.
ln
dNH2
dt
(T )

= −∆Edes
RT
+ lnNH2,eq + lnν1 (2.55)
†dNH2/dt and ν1 have to be considered dimensionless because both multiplied by the same
generic temporal unit of measure before applying the ln.
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The disadvantage of the method is that the desorption rate at the leading edge
temperature interval is characterised by a low accuracy due to the scarce number
of desorption event recorded per second179.
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Chapter 3
Sample Preparation and Phase
Quantification
The materials and their precursors were handled and stored inside an argon
(Ar)-filled glove box due to their high sensitivity to oxygen (O2) and moisture
(H2O). The O2 and H2O levels were kept at less than 1 ppm to avoid sample
oxidation and contamination31,91.
3.1 Porous Mg scaffold
The starting materials, NaH (Sigma Aldrich, 95%) and MgH2 (Alfa Aesar, 98%),
molar ratio 1:1, were ball-milled under an argon atmosphere at room temperature,
inside an Across International Planetary Ball Mill (PQ-N04) employing stainless
steel vials. An equal number of 10 mm and 6 mm diameter stainless steel balls
were used in a ball-to-powder mass ratio of 30:1. The ball mill rotational speed
was 350 rpm, and the rotation direction was alternated across 12 intervals. At
each interval, the powders were milled for 15 minutes with a 5 minute interval
in between intervals, for a total effective milling time of 3 hours over an elapsed
time of 4 hours. These settings were applied to minimise the temperature increase
inside the vials and avoid thermal decomposition of the materials31,33. The final
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product was then annealed overnight at 300 °C under 50 bar of H2 which, according
to Fig. 1.3, are thermodynamically favourable conditions to form NaMgH3. The
diffraction pattern of the as-prepared NaMgH3 powder is presented in Fig. 3.1. It
can be seen that NaMgH3 was formed, while diffraction peaks corresponding to the
starting material, NaH, are minor. The remaining NaH after annealing is 1.9(8)
wt% according to Rietveld refinement analysis. Several pellets were produced by
Figure 3.1: Rietveld refinement plot of the as-prepared NaMgH3 powder. The blue plus
symbols and the red line denote the observed and calculated intensities, respectively. Short
vertical lines indicate the position of the Bragg reflections of the following compounds
from top to bottom: NaMgH3 (PDF 01-080-6771) and NaH (PDF 04-003-6873). X-ray
wavelength λ = 1.5406 Å. Quantitative analysis with the uncertainty corresponding to one
standard deviation as derived from Rietveld refinement31,91.
compacting 0.1 g of as-prepared NaMgH3 into an 8 mm stainless steel die. The
pellets were compacted using a hydraulic press that applied an initial pressure of
442MPa to the die for 10 minutes. The pellets were then extracted from the die and
sintered inside a stainless steel reactor under a dynamic vacuum (≃ 0.03 mbar) at
450 °C using a Labec VTF 80/12 tube furnace. The reaction vessel was heated at 5
°C/min, left isothermal for 6 hours, and then was left to cool to room temperature.
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During the sintering process, the desorbed H2 gas was removed by the applied
vacuum and the evaporated Na was captured by a trap placed inside the reactor.
The applied sintering conditions are thermodynamically favourable (see Fig. 1.3)
for the complete desorption of NaMgH3 across the two-step reaction (see equations
1.1 and 1.2).
Figure 3.2: NaMgH3 quantitative decomposition pathway simulation at local
thermodynamic equilibrium and constant H2 back pressure across the pathway. The
simulation, performed by HSC software, used NaMgH3 starting phase (100 mole %),
thermodynamic phase parameters reported in Table 2.2 and P = 1.5 × 10−2 mbar.
The constant pressure used corresponds to the dynamic vacuum pressure adopted for
SAXS/WAXS experiments. On the y-axis, the mol% values are intended as relative mol%
compared to the total initial NaMgH3 moles.
Fig. 3.2 shows the simulation of the NaMgH3 decomposition pathway at local
thermodynamic equilibrium for a pressure (1.5 × 10−2 mbar) corresponding to
the starting dynamic vacuum pressure adopted for SAXS/WAXS experiments†. The
NaH liquid phase was not taken into consideration for the thermodynamic path
way simulated in Fig. 3.2 and 3.6.
An indicative diffraction pattern of an as-prepared sample after the sintering
†The NaH liquid phase was not taken in consideration in the thermodynamic path way simulated
in Fig. 3.2 and 3.6, but according to Abdessameud et al.47 it would be expected to be comparable
with the NaH solid phase.
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process (referred to as the Mg scaffold) is presented in Fig. 3.3. The pattern is
dominated by the presence of Mg (PDF 35-0821) phase diffraction peaks while
no trace of remaining Na containing phases are visible. The broad peaks that
correspond to MgO (PDF 45-0946) are most likely due to bulk impurities from
the starting material33,181 and not due to surface oxidation occurring during the
sintering process or during XRD measurements. Unfortunately, for a system
composed of a metal hydride infiltrated within this Mg scaffold, the oxidation
reaction between the oxygen from the scaffold and the infiltrated metal hydride
would cause a loss of hydrogen capacity upon absorption/desorption cycling. The
Figure 3.3: Rietveld refinement plot of the as-prepared Mg scaffold. The blue plus symbols
and the red line denote the observed and calculated intensities, respectively. Short vertical
lines indicate the position of the Bragg reflections of the following compounds from top
to bottom: Mg (PDF 35-0821), and MgO (PDF 45-0946). X-ray wavelength λ = 1.5406
Å. Quantitative analysis with the uncertainty corresponding to one standard deviation as
derived from Rietveld refinement31,91.
sintering conditions (temperature at 450 °C), sintering time (3 hours) and initial
mass of the sample (0.1 g) were chosen after being characterised using phase
identification from XRD measurements. The characterisation was carried out
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across every combination of three temperatures (400, 450 and 500 °C) and five
sintering times (0.5, 1.5, 3 and 6 hours), with the chosen conditions resulting in the
maximum sodium removal from theMg scaffold at the lowest sintering temperature
and the minimum sintering time.
3.2 Ti-enriched porous Al scaffold
The starting materials for the synthesis of the porous Al scaffold were NaAlH4
(Sigma Aldrich, 97.9% hydrogen evolution‡) and TiCl3 (Sigma Aldrich, purity
≥ 99.999%). Metal traces, mainly lead and aluminium, in the NaAlH4 (Sigma
Aldrich) were quantified from the Inductively Coupled Plasma (ICP) trace analysis
reported in the certificate of analysis of NaAlH4, as provided by the manufacturer,
given in Appendix F. Assuming that a quarter§ of the aluminium traces, as suggested
by Felderhoff et al.107, came from a partial first step (see eq. 1.3) decomposition
of NaAlH4, the concentration of Na3AlH6 was accordingly calculated, with the
remainder attributed to NaAlH4. The measured 97.9% hydrogen evolution, as
provided by the manufacturer (see Appendix F), and the hydrogen evolution
calculated relying on the estimated concentrations (Table 3.1 renormalized
excluding TiCl3) are in agreement, justifying the assumption behind the estimation
of Na3AlH6. Afterward, the mol% of NaAlH4 (Sigma Aldrich) was normalized
taking into consideration the addition of + 2 mol% of TiCl3. Finally, it was possible
to quantify the phases of the starting materials in terms of mass contribution (wt%),
which were calculated using the nominal molar mass of each phase. The results are
shown in Table 3.1.
The starting materials, NaAlH4 + 2 mol% TiCl3, were ball milled using an Across
International Planetary Ball Mill (PQ-N04) under an argon atmosphere at room
temperature. An equal number of 10 mm and 6 mm diameter stainless steel balls
‡It is a measure of how much H2 the NaAlH4 (Sigma Aldrich) desorbed compared to
the theoretical value. The 97.9% value of hydrogen evolution was also confirmed by TPD
measurements.
§[wt% of Al]/[wt% of Na3AlH6] = 4.
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Table 3.1: NaAlH4 + 2 mol% TiCl3 pre-milled phase quantification.
Phase mole % wt%
NaAlH4 95(1) 92.4(9)
Na3AlH6 0.17(1) 0.31(1)
Al 2.61(5) 1.27(1)
Trace metals 0.26(1) 0.65(1)
TiCl3 1.95(2)
a 5.4(1)
a + 2 mol% of TiCl3 was added assuming that NaAlH4
(Sigma Aldrich) was 100% pure.
were used in a ball-to-powder mass ratio of 30:1. The ball mill rotational speed
was 350 rpm, and the rotation direction was alternated across 12 intervals. At
each interval, the powders were milled for 15 minutes with 5 minute intervals
in between intervals, for a total effective milling time of 3 hours over an elapsed
period of 4 hours. These settings were applied tominimise the temperature increase
inside the vials and avoid thermal decomposition of the materials. Supported by
Rietveld refinement analysis (see Fig. 3.5), it was assumed that the entire amount
of TiCl3 reacts during ball-milling. Table 3.2 reports the phase quantification of the
ball-milled starting materials based on the pre-milled phases reported in Table 3.1
and on the reaction presented in eq. 3.1, where the molar ratio between TiCl3 and
NaAlH4, x = 0.0205, is obtained from Table 3.1.
Table 3.2: NaAlH4 + 2 mol% TiCl3 ball-milled phase quantification.
Phase mole % wt%
NaAlH4 84.3(9) 87.1(9)
Na3AlH6 0.16(1) 0.32(1)
Al 8.0(1) 4.1(1)
NaCl 5.5(1) 6.2(1)
Ti 1.84(2) 1.68(2)
Trace metals 0.25(1) 0.66(1)
NaAlH4 + xTiCl3 → (1− 3x)NaAlH4 + xTi+ 3xNaCl+ 3xAl+ 6xH2 (3.1)
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Figure 3.4: a) Picture of NaAlH4 and b) Al scaffold respectively (←→ 2 mm). c) 3D image
of Al scaffold.
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Several pellets were produced, each one by compacting 0.2 g of ball-milled starting
materials in an 8 mm diameter stainless steel die (see Fig. 3.4(a)). The pellets
were compacted using a hydraulic press that applied an initial pressure of 442 MPa
to the die for 30 minutes. Rietveld refinement analysis was performed on in situ
(see Fig. 5.10) and ex situ (see Fig. 3.5) diffraction patterns of the as-prepared
NaAlH4/TiCl3 pellet. Ti-containing phases (e.g., Ti, titanium hydrides, and various
alloys with aluminium) were not detected, as the phases were either amorphous, as
reported by Haiduc et al.69 for synthesis temperatures lower than 175 °C, or because
their characteristic diffraction peaks overlapped exactly with those belonging to
Al. The enhanced relative quantity, determined from Rietveld refinement analysis,
of Na3AlH6, Al, and NaCl present in the NaAlH4/TiCl3 pellet (see Fig. 3.5)
compared to the quantity present in the ball-milled starting materials (see Table
3.2) suggests a partial first step decomposition of NaAlH4 (see Fig. 3.6 and eq.
1.3); i.e. when the powder was compressed into a pellet, the pressure applied
produced enough energy to partially trigger the first step of the decomposition
pathway of NaAlH4
19,67,69,71. The relative amount of NaAlH4 decomposing during
the compression of NaAlH4/TiCl3 ball-milled powder varied from sample to sample.
The pellets were then extracted from the die and sintered inside a stainless steel
reactor under dynamic vacuum (≃ 0.03 mbar) at 450 °C using a Labec VTF 80/12
tube furnace. The reaction vessel was heated at 5 °C/min, left isothermal for 12
hours, and then was left to cool to room temperature. During the sintering process
the desorbed H2 gas was evacuated and the evaporated Na was captured by a trap
placed inside the reactor. The sintering conditions applied are thermodynamically
favourable (see Fig. 1.5), to completely desorb NaAlH4 across the three-step
reaction (see equations 1.3 – 1.5). Fig. 3.6 shows the simulation of the NaAlH4
decomposition pathway at local thermodynamic equilibrium for a pressure (7 ×
10−4 mbar) corresponding to the starting dynamic vacuum pressure adopted for
TPD-MS experiments.
An indicative Rietveld refinement of an as-prepared sample after the sintering
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Figure 3.5: Rietveld refinement plot of the as-prepared NaAlH4/TiCl3 pellet. The blue plus
symbols and the red line denote the observed and calculated intensities, respectively. Short
vertical lines indicate the position of the Bragg reflections of the following compounds
from top to bottom: Na3AlH6 (COD ID 1533931), NaAlH4 (COD ID 1533929), Al (PDF
04-0787) and NaCl (PDF 05-0628). X-ray wavelength λ = 1.5406 Å. Quantitative analysis
with the uncertainty corresponding to one standard deviation as derived from Rietveld
refinement31,91.
process, (referred to as the Al scaffold) used for N2 sorption measurements, is
presented in Fig. 3.7. Corundum was added as an internal standard. It can be seen
that the diffraction peaks corresponding to NaAlH4 and Na3AlH6 have completely
disappeared, while peaks for Al, as result of thermal decomposition, increased in
intensity. TiCl3 has reacted with Al and formed Al3Ti and Al1-xTix phases. The
difference between the experimental and calculated intensities that correspond to
the diffraction peaks of Al is due to the presence of the formation of Al1-xTix phases
in the sample182–186. Moreover, the shoulder that is observed on the right side of the
Al Bragg peak located at 2θ = 38.46° (hkl = 111) is most likely due to the formation
of the Al0.85Ti0.15 phase
139. Considering the elevated temperature (> 200 °C) and
extended time (12 h) of the sintering process, the results are in agreement with
XRD measurements reported by Haiduc et al.69. Al1-xTix phases were unable to be
quantified by the Rietveld refinement method mainly because their characteristic
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Figure 3.6: NaAlH4 quantitative decomposition pathway simulation at local
thermodynamic equilibrium and constant H2 back pressure across the pathway. The
simulation, performed by HSC software, used NaAlH4 starting phase (100 mole %),
thermodynamic phase parameters reported in Table 2.2 and P = 7 × 10−4 mbar. The
constant pressure used corresponds to the starting dynamic vacuum pressure adopted
for TPD-MS experiments. On the y-axis, the mol% values are intended as relative mol%
compared to the total initial NaAlH4 moles.
diffraction peaks overlap with those belonging to Al. A minor limitation for the
quantification of Ti-containing phases using the Rietveld refinement method is also
caused by the use of an approximated Ti atomic scattering factor implemented in
TOPAS (see Appendix G).
The quantitative Rietveld refinement results for three typical Al scaffolds, see Fig.
3.4(b), are presented in Table 3.3.
The samples were weighed before and after the sintering process. The samples
show a different relative mass loss¶, between 37.8(8) and 42.4(9)%, that may
be associated to an incomplete desorption of Na, although Na diffraction peaks
are not detected on XRD of Al scaffolds (see Fig. 3.7). Samples that show a
reduced relative mass loss also showed enhanced amorphous content (see Table
3.3), suggesting that any Na left over is not detected because it is amorphous.
¶Due to sample handling, the scaled mass of the sintered samples could be underestimated.
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Figure 3.7: Rietveld refinement plot of the as-prepared Al scaffold used for N2 sorption
measurements, (see quantitative analysis results in Table 3.3). The blue plus symbols and
the red line denote the observed and calculated intensities, respectively. Short vertical
lines indicate the position of the Bragg reflections of the following compounds from top
to bottom: Al (PDF 04-0787), AlTi3 (PDF 37-1449), NaCl (PDF 05-0628) and corundum
(PDF 46-1212). X-ray wavelength λ = 1.5406 Å31,91.
Table 3.3: Quantitative phase analysis and relative (%) mass loss during the sintering
process of three porous Al scaffolds31,124. The uncertainties for the quantitative phase
analysis.
Phase wt% a wt% b wt% c
Al 75.4(5) 81.2(9) 79.7(5)
TiAl3 5.5(3) 6.0(6) 5.8(3)
NaCl 10.2(2) 11.0(5) 10.8(2)
Amorphous 8.9(7) 1.8(4) 3.7(3)
Mass loss ≤37.8% ≤42.4% ≤41.2%
a Used for N2 sorption measurements. After melt-infiltration, this specific sample
is denoted ‘7-NaAlH4’.
b After melt-infiltration, this specific sample is denoted ‘20-NaAlH4’.
c Used for in-situ SAXS/WAXS measurements.
Although every sample was produced under the same conditions and from the same
batch of NaAlH4/TiCl3 ball-milled powder, the final phase composition of different
Al scaffolds showed some appreciable differences.
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Determining the optimum sintering conditions required balancing sodium removal
from the Al scaffold and limiting pore size growth; i.e. increasing the temperature
and sintering time reduces the Na left in the Al scaffold, but it may also affect the
total porosity and the pore size distribution, increasing the volume contribution due
to macro-pores. The dynamic vacuum pressure that a sample experiences would
increase the sintering time needed to remove most of the Na only if the Na gas
removal rate (effective pumping rate) is lower than the Na desorption rate. It has
been shown187 that the vacuum experienced by a sample is primarily dependent on
the diameter of the tubes used in the construction of the experimental apparatus,
with diameters below 12.7 mm experiencing the same vacuum for roughing and
turbo-molecular pumps, and thus, increasing the maximum vacuum would require
increasing the tube diameter. As the samples fit the 8 mm diameter tube, the
solution adopted to ensure that the applied vacuum did not limit the reaction was
to limit the initial mass of the sample. The sintering conditions, temperature (450
°C), sintering time (12 hours), and initial mass of the sample (0.2 g), were chosen
after being characterised using phase identification from XRD measurements and
relative mass loss measurements. The characterisation was carried out across every
combination of three temperatures (400, 450, and 500 °C) and five sintering times
(0.5, 1.5, 3, 6, and 12 hours). For the ideal sintering temperature and time (450 °C
and 12 hours) the initial mass of the NaAlH4 pellet was chosen after testing with
0.1 and 0.2 g.
3.3 NaAlH4 melt-infiltrated into Ti-enriched porous
Al scaffold
Successively, enough NaAlH4 for the required loadings, between 7 and 34 wt%,
was melt-infiltrated into an as-prepared Al scaffold (see Table 6.1)31. The
melt-infiltrated NaAlH4 (Sigma Aldrich) was the same (see §3.2) used as the
starting material used to produce the Al scaffolds. The melt-infiltration process
94
Chapter 3: Sample Preparation and Phase Quantification
consisted of carefully seating the Al scaffold on an aluminium foil bed to contain
the molten NaAlH4 during infiltration. Successively, the NaAlH4 powder was placed
on top of the Al scaffold. The sample was then positioned in a stainless steel reactor
with 200 bar of H2 pressure at room temperature, heated at 5 °C/min to 200 °C,
and finally allowed to slowly cool to room temperature. These were found to be
the minimum conditions to have repeatable successful infiltration (see Fig. 1.5).
The nomenclature of the samples is based upon the loading of the NaAlH4 in the
Al scaffold determined by quantitative phase analysis of X-ray diffraction data.
For example 7-NaAlH4 designates a melt-infiltrated scaffold containing 7 wt% of
NaAlH4. Quantitative phase analysis was carried out for the crushed specimens,
with corundum (Al2O3) as an internal standard to allow the quantification of
amorphous phases in 7-NaAlH4 and 20-NaAlH4. For crushed 13-NaAlH4 and
30-NaAlH4, the amorphous phases were quantified from the known quantity of
amorphous phases present in the Al scaffold used for each infiltration (see Table
3.3). The quantity of NaAlH4 observed is in agreement with the amount of NaAlH4
added in the infiltration process. The Rietveld refinements are presented in Fig. 3.8
– 3.11, while Table 3.4 summaries the quantitative phase analysis. NaCl is present
due to the reaction between TiCl3 and NaAlH4 during ball-milling
18. Al3Ti and Al
are present from both ball-milling and the sintering processes71.
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Figure 3.8: Rietveld refinement of the diffraction pattern for crushed 7-NaAlH4. The blue plus symbols and the red line denote the observed
and calculated intensities, respectively. Short vertical lines indicate the position of the Bragg reflections of the following compounds from top
to bottom: NaAlH4 (COD ID 1533929), Al (PDF 04-0787), Al3Ti (PDF 37-1449), and NaCl (PDF 05-0628), with corundum (PDF 46-1212)
added as internal standard31. X-ray wavelength λ = 1.5406 Å.
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Figure 3.9: Rietveld refinement of the diffraction pattern for crushed 13-NaAlH4. The blue
plus symbols and the red line denote the observed and calculated intensities, respectively.
The black line denotes the background. Short vertical lines indicate the position of the
Bragg reflections of the following compounds from top to bottom: NaAlH4 (COD ID
1533929), Al (PDF 04-0787), Al3Ti (PDF 37-1449) and NaCl (PDF 05-0628)
31. X-ray
wavelength λ = 1.5406 Å.
Table 3.4: Quantitative phase analysis of the NaAlH4/Al systems. Values give are weight
percentages, and uncertainties correspond to one standard deviation as derived from
Rietveld refinement31.
Phase 7-NaAlH4 13-NaAlH4 20-NaAlH4 30-NaAlH4
NaAlH4 7.3(2) 13(1) 19.6(8) 30(2)
Al 70.1(5) 67(2) 65.4(9) 54(2)
TiAl3 5.3(2) 5(1) 4.8(7) 4(1)
NaCl 9.1(2) 9(1) 8.6(5) 6(1)
Amorphous 8.2(7) 6(2) 1.6(7) 6(2)
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Figure 3.10: Rietveld refinement of the diffraction pattern for crushed 20-NaAlH4. The blue plus symbols and the red line denote the observed
and calculated intensities, respectively. Short vertical lines indicate the position of the Bragg reflections of the following compounds from
top to bottom: NaAlH4 (COD ID 1533929), Al (PDF 04-0787), Al3Ti (PDF 37-1449), NaCl (PDF 05-0628), with corundum (PDF 46-1212)
added as internal standard31. X-ray wavelength λ = 1.5406 Å.
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Figure 3.11: Rietveld refinement of the diffraction pattern for crushed 30-NaAlH4. The blue plus symbols and the red line denote the observed
and calculated intensities, respectively. Short vertical lines indicate the position of the Bragg reflections of the following compounds from top
to bottom: NaAlH4 (COD ID 1533929), Al (PDF 04-0787), Al3Ti (PDF 37-1449) and NaCl (PDF 05-0628)
31. X-ray wavelength λ = 1.5406
Å.
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Chapter 4
Mg Scaffold Morphological and
Structural Properties
Chapter 4 presents the experimental results on the study of the morphological and
structural properties of porous Mg scaffolds as prepared in §3.1.
In order to improve the kinetic performance (§1.5) of metal hydrides infiltrated into
a scaffold and eventually thermodynamically destabilize them, the scaffold has to
be formed mainly by mesopores and micropores, respectively. In order to have a
reduced impact on the weight of the entire system, the total porosity of the scaffold
has to be maximised while maintaining the structural integrity of the scaffold.
Thus, the principal questions that Chapter 4 (Mg scaffold) and Chapter 5
(Ti-enriched Al scaffold) seek to answer are:
• Are the pores mainly in the micro and meso size range?
• Is the scaffold mainly porous?
• What are the dynamics of formation and growth of pores?
A similar Mg scaffold system, sintered for 3 instead of 6 hours, is also presented in
the work published by Sofianos et al.33. As shown in33, Mg scaffolds are intended
to be used as a test bench to investigate the H2 desorption kinetic changes of the
LiBH4 melt-infiltrated within it.
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4.1 SEM
SEM images of the Mg scaffold in Fig. 4.1(a) show the presence of voids (1 –
2 µm), likely a remnant of the voids from the NaMgH3 pellet created during the
compaction of the NaMgH3 powder into a pellet. The majority of pores are macro
pores (Fig. 4.1(b)) with some mesopores also present (Fig. 4.1(c)). It can be seen
that the pores present in the scaffold are polydisperse, do not present an ordered
spatial arrangement, and form an open porous network structure, made by thin
walls, similar to a sponge. The macro pores and mesopores, which are present in
the scaffold were possibly created during the sintering process of the pellets applied
under dynamic vacuum (see §4.3.2). Justification of this assessment is that the H2
and the Na were removed from the pellet while the sample was heated to 450 °C
for 6 hours under dynamic vacuum.
4.2 N2 sorption
The N2 adsorption/desorption isotherm of the porous Mg scaffold is presented in
Fig. 4.2.
Despite the poor quality of the measurements compared with the N2
adsorption/desorption isotherm of a similar Mg scaffold system, sintered for 3
instead of 6 hours, presented in the work published by Sofianos et al.33, the
following information can be obtained. The isotherm is of a type II, with an
associated H3-type hysteresis loop at high relative pressures (P/P0 = 0.4(1) −
0.99(1))167,184–186, where the data markers of the absorbed and desorbed branches
are significantly not overlapping each other. The presence of this type of hysteresis
is associated with capillary condensation taking place mainly in the mesopores and
macro pores of the porous Mg scaffold. The lack of a knee in the isotherm at low
relative pressures indicates the weak adsorbate-adsorbent interactions, which are
due to the absence of micropores in the sample. These observations, such as the
lack of micropores, the small number of mesopores, as well as the large number of
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Figure 4.1: SEM micrographs of the porous Mg scaffold after the sintering process.
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Figure 4.2: N2 adsorption/desorption isotherm of the porous Mg scaffold.
macro pores and voids in the sample, are in agreement with the SEM micrographs
(Fig. 4.1).
4.2.1 BJH
The mesopore specific pore volume distribution, shown in Fig. 4.3, of the porous
Mg scaffold was calculated using the BJH method, introduced in §2.6.2, from the
desorption branch of the isotherm reflecting the equilibrium phase transition (Fig.
4.2).
The specific pore volume distribution shows an increasing trend (Fig. 4.3). The
specific volume due to the mesopores and small macro pores with diameter within
the range of 1.9 – 138 nm (Fig. 4.3) is equal to 0.034 cm3/g. In the work of
Sofianos et al.33 on a similar porous Mg scaffold (sintered for 3 hours instead of
6), just considering the pores in the range of 1.7 – 48 nm, the specific volume was
found to be higher (0.06 cm3/g) presumably because the pores had less time to
grow (see §4.3.2).
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Figure 4.3: Mesopore specific pore volume distribution of the porous Mg scaffold obtained
from BJH method (N2 sorption technique).
4.2.2 BET
The specific surface area of the Mg scaffold was calculated from its N2 sorption
isotherm (see Fig. 4.2), between relative pressures of 0.1 and 0.4 with the BET
multi-point method, introduced in §2.6.3. The specific surface area obtained is 26±
2 m2/g, which takes into consideration the contribution of pores from 0.4 nm up to
the 1 µm scale. The same specific surface area was also obtained by Sofianos et al.33
for a similar porous Mg scaffold. Such a value for the specific surface area is at least
one order of magnitude smaller compared with most of the carbon-based scaffolds
listed in §1.5.2. This is due to the higher crystalline density and larger pore sizes
of the Mg scaffold compared with carbon-based scaffolds. The higher crystalline
density of the Mg scaffold results in reduced gravimetric hydrogen densities in a
system formed by the Mg scaffold and metal hydrides infiltrated within it. The
larger pore sizes of theMg scaffold would result in reduced nanoconfinement effects
on the metal hydrides infiltrated within it.
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4.3 In situ SAXS/WAXS
In order to understand the dynamics of the mesopore formation during the
sintering process leading to the production of Mg scaffolds, in situ SAXS/WAXS
measurements during the decomposition of two NaMgH3 pellets were carried out
and the data analysed. The apparatus and experimental setup adopted is discussed
in detail in §2.2.1. The two NaMgH3 pellets were heated up to 450 °C and 400 °C
from room temperature using the same heating rate, 5 °C/min, and similar dynamic
vacuum pressure, 1.5 × 10−2 mbar, as that used to produce the Mg scaffolds
(§3.1). The NaMgH3 pellets used in these two experiments will be referred to as
NaMgH3-450 and NaMgH3-400, respectively.
4.3.1 In situ WAXS
The in situ WAXS patterns, of NaMgH3−450 and NaMgH3−400 decompositions,
are shown in Figures 4.4 and H.1(b), respectively.
In Fig. 4.4, the diffraction peaks associated with NaMgH3 are observed to gradually
decrease and disappear between 91 °C and 174 °C. Following the first step of
NaMgH3 decomposition (eq. 1.1), the intensities of the diffraction peaks associated
with NaH and Mg were expected to increase. However, due to the presence of
oxygen in the system, the intensities of the diffraction peaks associated with NaOH
(PDF 35-1009) and MgO are, instead, increased and formed, respectively. The
MgO diffraction peaks are constantly increasing in intensity, up to 304 °C, and
initially were broader consistent with reduced grain sizes. After the disappearance
of the diffraction peaks associated with NaMgH3 (174 °C), the diffraction peaks
associated with NaOH increase in intensity up to 284 °C, proving that part of
the unobserved NaMgH3 decomposition product, NaH, is in an amorphous/liquid
form in agreement with the thermodynamic prediction, as shown in the work of
Abdessameud et al.47. Between 284 °C and 312 °C, the diffraction peaks associated
with NaOH are observed to suddenly decrease with the consequent disappearance
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Figure 4.4: In situ WAXS patterns of NaMgH3-450 decomposition. (a) Collated patterns
viewed down the intensity axis with colours representing intensity, and (b) stack plot of
individual patterns showing the peak profiles. The 2θ (degrees) has been converted for λ
= 1.5406 Å.
while the diffraction peaks associated with Na2O2 (COD ID 4124685) appear and
increase reaching their maximum, consistent with a phase transition involving
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hydrogen desorption. Successively, the diffraction peaks associated with Na2O2
are observed to gradually decrease and disappear between 312 °C and 348 °C. The
diffraction peaks associated with MgH2 are observed to rapidly increase from 34
°C to 53 °C, reaching their maximum at 91 °C, then successively decreasing until
completely disappearing at 209 °C.
The temperatures of the observed NaMgH3 decomposition and of the MgH2
formation and decomposition are higher than the temperatures predicted from the
calculation† (Fig. 3.2), which is due to kinetic limitations.
The presence of the oxygen in the system is in part due to the presence of impurities
from the starting material33,181 andmostly due to fracturing of the borosilicate glass
capillary (Fig. 5.12(b)).
Figure 4.5: In situ SAXS/WAXS measured transmission, τs, and temperature trends for the
decomposition of NaMgH3-450.
For a non-oxidizing sample, the transmission (Fig. 4.5) was expected to be constant
until the start of NaMgH3 decomposition, during which it was expected to increase
with the increase of temperature due to a reduction in scattering associated with
the desorption of hydrogen. However, the transmission trend (Fig. 4.5) constantly
decreases until 330 – 335 °C as a consequence of the increase in the sample mass
†at local thermodynamic equilibrium, considering the dynamic vacuum condition P = 1.5× 10−2
mbar.
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due to the oxidation. From 335 °C the transmission trend gradually increases
and it stabilizes at 0.795(5) from 435 °C (Fig. 4.5). Presumably, the decrease
in intensities of diffraction peaks associated with Na2O2 from 312 °C is due to
a gradual desorption of Na2O2. Thus, the decrease in the sample mass due to
the sodium and oxygen removal may have caused the increase in transmission.
Additionally, the release of gasses from the sample could also induce it to move.
When the X-ray beam spot is centred, it overlaps completely with the sample cross
section. If the sample moves along the capillary, the transmission may increase
due to only part of the X-ray beam hitting the sample. Thus, the sudden increase
in transmission at scan #184 (Fig. 4.5) may be attributed to a decentering of
the sample. Indeed, at scan #194 the sample was manually recentred and as a
consequence the transmission was reduced to the previous stable value of 0.795(5).
The d-spacing associated with each set of diffraction peaks (d = 2pi/q in Fig.
4.4(a)) present the same relative increase, consistent with a homogeneous thermal
expansion of the associated crystal structures. Such consistencies in peak positions
were found useful in identifying diffraction peaks belonging to the same phase.
For the in situ SAXS/WAXS experiment of NaMgH3-400 decomposition, as shown
in Figures H.1, the decomposition temperatures were considerably higher than
those seen with NaMgH3-450 as shown in Fig. 4.4. It is conjectured that this
difference is, in minor part, due to different specimen size and initial phase
composition. However, every reaction appears to be uniformly shifted, by 80 –
90 °C, towards higher temperatures. Sample oxidation from the early stage of the
in situ measurements is also observed.
4.3.2 In situ SAXS
The in situ SAXS patterns, in arbitrary units (Ia.u., scan # ∝
Imeasured, scan #/Ibeam stop, scan # − BG/Ibeam stop, BG), of NaMgH3-450 and NaMgH3-400
decompositions, were modelled, using McSAS analysis (§2.2.5.4). The in situ
pore size related distributions — ϕi, scan # × constscan # — in Figures 4.6(a),
109
Chapter 4: Mg Scaffold Morphological and Structural Properties
H.2(a) and H.1(a) were obtained by setting the same scattering length
density of all scans to the same value. For each scan, the unknown constscan #
(∝ [dss, scan # × (∆ρSLD, scan #)2 × (1− ϕtotal, scan #)]/[Ibeamstop, scan # × (ϕtotal, scan #)2])
is a function of transmission, τss, scan # (= Ibeamstop, scan #/I0, scan #), solid thickness,
dss, scan #, scattering length density, ∆ρSLD, scan #, and total porosity ϕtotal, scan #.
In Figures H.2(a) and H.1(a), ϕi, scan # is the contribution to the total porosity,
ϕtotal, scan #, of those modelled spherical pores having a size of 2Ri, see §2.2.5.4.
While in Fig. 4.6(a), ϕi, scan # is the contribution to the total porosity, ϕtotal, scan #,
of those modelled spheroidal pores having a transverse size, with respect to the
axis passing through the two origins of the spheroid, of 2ai and 2bi. The aspect
radius of semi-axes ci to ai and bi was restricted to be between 0.5 and 5.0. Due
to the unknown normalization coefficient, constscan #, the intensities in the in situ
distributions of the partial porosity contribution, ϕi, scan #, across different SAXS
patterns (that is, different scan #) can be qualitatively compared assuming that
the effect of changes in the partial porosity contribution, ϕi, scan #, are dominant
over the effect of changes in the constscan #. However, the change in the distribution
shape (profile) due to the change in the relative intensities of partial porosity
contribution, ϕi, scan #, in each SAXS pattern can be compared across different
SAXS patterns.
During the formation of NaOH between 174 °C and 284 °C and of Na2O2 between
284 °C and 312.0 °C, see also Fig. 4.4, mesopores of size between 10 and 20 nm
and between 30 and 45 nm, respectively, are observed gradually forming and
growing. It is also observed the formation of mesopores between 40 and 50 nm
in correspondence with the formation of MgO between 174 °C and 304 °C. From
312 °C, as a result of the lack of further phase formation and constant growth
of the mesopores, no significant intensities of the partial porosity contribution,
ϕi, scan #, are observed. In Figure 4.6, a peak in the size distribution centred at 2.0
± 0.5 nm reaches its maximum intensity at 174 °C, consistent with the complete
decomposition of NaMgH3. This micro-size peak reduces in intensity and grows in
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Figure 4.6: (a) In situ pore size related distributions, ϕi, scan # × constscan #, obtained applying McSAS (spheroidal pore shape, aspect radius
of semi-axes c to a and b: 0.5 – 5.0) analysis to SAXS patterns of NaMgH3-450 decomposition and (b) the corresponding WAXS patterns.
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size consistently with NaOH formation up to 284 °C.
In Figures H.2(a) and H.1(a), mesoporosity distributions are shown obtained
by applying McSAS analysis using a spherical pore shape model to the SAXS
patterns of NaMgH3-450 and NaMgH3-400 decompositions, respectively. These
distributions show a regular modulation, however it is believed that this is an
artefact of the analysis and, thus, less realistic compared with the distribution in
Fig. 4.6(a) obtained applying a spheroidal pore shape model instead. Despite the
poor quality of the measurements due to a stronger oxidation, the mesoporosity
distributions for NaMgH3-400, Fig. H.1, present a trend of formation and
growth, in correspondence with the phase changes, similar to the mesoporosity
distributions for NaMgH3-450, seen in Figures 4.6 and H.2.
4.4 Summary
SEM micrographs and N2 adsorption/desorption, in §4.1 and 4.2.1 respectively,
revealed that the pores of the Mg scaffold were polydisperse, having an open
network made by thin walls. The majority of pores were macro pores, with some
mesopores also present. In situ SAXS/WAXS analysis, in §4.3.2, revealed that
mesopores are formed in conjunction with crystalline structure changes during
NaMgH3 decomposition. The crystalline structure change due to the first step of
NaMgH3 decomposition producedmesopores smaller than the mesopores produced
by the oxidation of Na and NaH. Large changes in the intensity of the crystalline
phases corresponds to the formation of more mesoporosity. The formed mesopores
were observed to grow at a constant rate during the sintering process.
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Al Scaffold Morphological and
Structural Properties
Chapter 5 presents the experimental results on the study of the morphological and
structural properties of porous Al scaffolds as prepared in §3.2.
The principal questions that Chapter 5 seek to answer are outlined at the beginning
of Chapter 4.
§5.1, §5.2 and §5.3 are mainly based on the work published by Ianni et al.91. A
similar Al scaffold system, sintered for 6 instead of 12 hours, is also presented in
the work published by Sofianos et al.92.
5.1 SEM
A void volume fraction of 20 ± 2% was created during the compaction of the
starting materials into a NaAlH4 pellet. It was calculated from eq. 2.47, using the
measured physical density of the pellet (Fig. 3.4(a)) and the calculated crystalline
densities of the phases from the starting materials (Fig. 3.5).
The SEM images of the Al scaffold in Fig. 5.1(a) show the presence of voids,
likely a remnant of the voids from the NaAlH4 pellet. The majority of pores are
macropores (Fig. 5.1(b)), with some mesopores present (Fig. 5.1(c)). The pores
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Figure 5.1: SEM micrographs of the porous Al scaffold after the sintering process91.
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are not spatially ordered, present a wide size distribution and spherical shape,
and are reminiscent of a fractal distribution. The macro and mesopores present
in the scaffold were most probably created during pellet sintering under a dynamic
vacuum. Justification of this assessment is that the H2 and the Na were removed
from the pellet while the sample was heated to 450 °C for 12 h under dynamic
vacuum. It can be observed that some pores present in the scaffold have a spherical
type bubble structure that may have formed during the thermal decomposition of
NaH, as these kinds of pores have previously been reported and are deemed to be
created while the H2 is extracted from the sample during its sintering process
182.
5.2 N2 sorption
The N2 adsorption/desorption isotherm of the porous Al scaffold, see Fig. 5.2, is
of a type II, with an associated H3-type hysteresis loop at high relative pressures
(P/P0 = 0.60(5) – 0.99(1))167,184–186. The presence of this type of hysteresis is
Figure 5.2: N2 adsorption/desorption isotherm of the porous Al scaffold
91.
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associated with capillary condensation taking place mainly in the macropores.
The lack of a knee in the isotherm at low relative pressures indicates the weak
adsorbate-adsorbent interactions, which is due to the absence of micropores in the
sample. These observations, such as the lack of micropores, the small number of
mesopores, as well as the large number of macropores and voids in the sample, are
in agreement with the SEM micrographs (Fig. 5.1) and the SAXS measurements
(Fig. 5.7).
5.2.1 BJH
The mesopore specific pore volume distribution, shown in Fig. 5.3, and the
cumulative specific pore volume as a function of pore size (see Fig. 5.7) of the
porous Al scaffold were calculated from the desorption branch of the isotherm,
reflecting the equilibrium phase transition using the BJH method introduced in
§2.6.2. The specific pore volume distribution shows an increasing trend from pore
sizes of ≃ 3 nm.
Figure 5.3: Spherical pore model and BJH mesopore specific pore volume distribution of
the porous Al scaffold. This includes, in black, data obtained from McSAS (spherical pore
shape) method (in situ SAXS technique) and, in red, data obtained from BJH method (N2
sorption technique).
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5.2.2 BET
The specific surface area of the Al scaffold was calculated from its N2 sorption
isotherm (see Fig. 5.2) between relative pressures of 0.05 and 0.30 with the BET
multi-point method, introduced in §2.6.3. The specific surface area is 7.9 ± 0.1
m2/g, taking into consideration the contribution of pores from 0.4 nm to 1 µm. The
uncertainty is derived from the fitted data only, without considering the uncertainty
derived from the estimated size (0.4 nm) of the N2 molecule at −195.79 °C. Such
a value for the specific surface area is at least one order of magnitude smaller
compared with most of the carbon-based scaffolds listed in §1.5.2. This is due to
the higher crystalline density and larger pore sizes of the Al scaffold compared with
carbon-based scaffolds. The higher crystalline density of the Al scaffold results in
reduced gravimetric hydrogen densities in a system formed by the Al scaffold and
metal hydrides infiltrated within it. The larger pore sizes of the Al scaffold result
in reduced nanoconfinement effects on the metal hydrides infiltrated within it.
5.3 Ex situ SAXS/WAXS
The SAXS and WAXS patterns of the porous Al scaffold are presented in Fig. 5.4(a)
and (b) respectively. The WAXS pattern is consistent with the XRD pattern of the
Al scaffold in Fig. 3.7. For the SAXS pattern, the absolute intensity conversion was
performed following the procedure presented in §2.2.3. Rearranging the terms in
eq. 2.17, the solid sample thickness is given by the following equation:
dss = − lnτs
µ
(5.1)
The transmission of the specimen, τs, was obtained by taking the ratio between the
beam stop counts, Ibeamstop, and the upstream counts, I0, while the linear absorption
coefficient, µ, was calculated using eq. A.14, based on the phase composition of the
sample listed in Table 3.3, and on phase crystal densities obtained by the Rietveld
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refinement method (see Fig. 3.7). The phase composition of the amorphous phases
(3.7(3) wt% in total, see Table 3.3) was estimated taking into consideration the
phase composition of the starting materials (see Table 3.2), and the sintering mass
loss measurements (see Table 3.3), in order to estimate the eventual Na left in the
sample after the sintering process. Their densities were approximated as theoretical
crystalline densities. The value obtained for the solid sample thickness was 281 µm,
which considering the typical total porosity of porous Al scaffolds (introduced in
§5.3.1.2) corresponds to an average sample size of 550 ± 50 µm. The estimated
average sample size is compatible with the expected size of a sample contained
inside a 1 mm outer diameter capillary. It is worth noting that such an average
sample size is larger than the beam size (250 µm horizontally FWHM and 150 µm
vertically FWHM), thus, for an X-ray centred sample, the beam would be entirely
within the sample, making eq. 5.1 self-consistent†.
From the WAXS pattern (Fig. 5.4(b)), it can be seen that the sample consisted of
Al, as well as NaCl and Al3Ti, which are reaction products when TiCl3 is added
to NaAlH4. This pattern is in agreement with the XRD pattern of the porous Al
scaffold obtained after the sintering process (Fig. 3.7) and confirms that the sample
was adequately sealed in the borosilicate glass capillary, as no oxidation of the
sample was seen. The lack of fringes in the SAXS pattern (Fig. 5.4(a)) reflects
the polydisperse nature of the system. As suggested by SEM images (Fig. 5.1(c)),
the mesopores do not present any visible spatial order, which is also confirmed by
the absence of diffraction peaks in the SAXS pattern (Fig. 5.4(a))91. However, the
detection of a hypothetical highly spatially ordered mesopore structure would be
difficult due to the limitation imposed by the longitudinal coherence length of the
X-rays used for SAXS measurements, despite a sufficient pore statistic, as discussed
in detail in Appendix I188,189.
†A partial overlapping between sample cross section and X-ray beam spot would not affect the
final absolute intensities values obtained but only the estimation of the solid sample thickness.
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Figure 5.4: Ex situ (a) SAXS and (b) WAXS patterns for the porous Al scaffold at room
temperature91. The 2θ (degrees) have been converted for λ = 1.5406 Å. In (a) the three
peaks at high q are due to scattering from the beam stop, see §2.2.4.
5.3.1 Mesopore size distribution
5.3.1.1 Unified model
The scattering pattern of the Al porous scaffold was modelled with the a multi-level
unified model145 in Irena149 (see Fig. 5.5 and §2.2.5.2). Region 1, fitted using two
levels of the model, is attributed to the pore structure of the scaffold and has one
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Figure 5.5: SAXS plot (black marks) and unified fit (red line) of Al scaffold plotted as
IAbsq
4(cm−1) versus q(Å−1) plotted on a log scale91.
Guinier regime and two distinct Porod regimes, P = 4 and P = 3.79 ± 0.01. In the
q-range 0.036 – 0.057 Å−1, where P = 4, the pore surface appears to be smooth,
while in the q-range 0.06 – 0.09 Å−1, where P = 3.79, the pore surface exhibits
a roughness with a fractal dimension of Ds = 6 − P = 2.21 (see §2.2.5.1). For
the P = 4 region, using the TNNLS method, a lognormal-size distribution of pores
is obtained, which is shown in Fig. 5.6. It was possible to obtain the dominant,
in terms of porosity, centred (19(1) nm) log-size distribution of mesopores (Fig.
5.6) for the Al scaffold by applying the TNNLS method to the SAXS pattern in the
Guinier regime in Region 1 of the unifiedmodel (Fig. 5.5), since the Porod regime in
Region 1 is associated with a smooth surface, P = 4 (spherical form factor intensity
approximation).
The other Guinier regime in Region 1, associated to the level having the Porod
regime, P = 3.79, has not been considered because of its reduced q extension (Fig.
5.5). Indeed, this extra fitting level, which is composedmainly by the Porod regime,
P = 3.79, has been used exclusively as a fitting tool to overcome the limitation of
the model by taking into consideration the change in power-law scattering variable,
P, in the Porod regime. The self-similar trend of the mesopore structure expressed
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Figure 5.6: Mesopore number and volume Gaussian log-size distributions of the Al porous
scaffold calculated by applying the Maximum Entropy and Total Non-negative least square
(TNNLS) method from the Irena 2.62 SAS tool package, to the SAXS pattern in the Guinier
regime in Region 1 of the unified model (Fig. 5.5)148.
by the Porod regime of Region 1 is interrupted by another structure (Region 2).
Such a structure presents a Guinier regime with a 2.2 nm radius of gyration, and a
Porod regime possessing a power-law scattering variable, P = 3. Such a power-law
scattering variable can be attributed either to a surface fractal or a mass fractal, as
such a slope is on the transition between the two types of scattering190.
5.3.1.2 Method of the invariant
The total porosity, ϕtotal (44.6(7)%), of the Al scaffold used for the BET/BJH
measurements, was calculated using eq. 2.47, taking into account its measured
physical specific volume (Vtotal, Fig. 3.4(b)), and its 100% dense crystal specific
volume determined from the phase quantification (Vsolid, Table 3.3) of the scaffold.
The total specific pore volume (including the pores and voids) was calculated by
subtracting the solid specific volume of the Al scaffold from the total specific volume
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of the scaffold, Vtotal pore = Vtotal − Vsolid and was determined to be 0.38 cm3/g. The
specific pore volume corresponding to the formation of mesopores as calculated
from the BJH method (§2.6.2) is equal to 0.027 cm3/g (Fig. 5.7). The remaining
specific pore volume, 0.353 cm3/g, is due to the presence of macropores and voids.
These observations are in agreement with the SEM micrographs (Fig. 5.1). The
invariant method (see eq. 2.37) , and the local relation 2R = 2pi/q, was applied
to the SAXS measurements of the Al scaffold in order to calculate the cumulative
mesoporosity, ϕpartial(2R), as a function of pore size (Fig. 5.7). In order to relate
the cumulative pore volume derived from the BJH method with the cumulative
mesoporosity calculated using the invariant method (Fig. 5.7), eq. 5.2 was used.
ϕpartial
Vpartial pore
=
ϕtotal
Vtotal pore
=
44.6(%)
0.38(cm3/g)
(5.2)
Fig. 5.7 shows that the cumulative pore volume that is associated with mesopores
Figure 5.7: Cumulative specific pore volume as a function of pore size of the porous Al
scaffold. This includes, in red, data obtained using the BJHmethod (N2 sorption technique)
and in black data obtained using the method of the invariant (SAXS technique)91.
contributes a partial porosity of only ≃ 2.7%, whereas the remaining 41.9% of the
scaffold’s porosity is due to the presence of macropores and voids. The cumulative
mesoporosity as a function of pore size has been measured independently using
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two different techniques, N2 sorption (BJH method) and SAXS (method of the
invariant). The two patterns (Fig. 5.7) are in agreement up to ≃ 31 nm while the
differences tend to be appreciable for bigger pore size (≃ 54 nm) mainly because
the differences in composition and mass loss between the two Al scaffolds used
in each technique (see Table 3.3). In fact, the porous Al scaffold used for the
SAXS measurements has an estimated higher total porosity, ϕtotal = 47.8(8)%.
Moreover, the sample used for the N2 sorption technique has been exposed to air for
approximately one second, which could have partially oxidised the sample resulting
in a reduction in porosity. Another reason is that bigger (2R ≃ 54 nm) pore size
structures tend to be comparable with the longitudinal X-ray coherence length (ξl
= 258 nm, Appendix A.3) reducing the effect of constructive interferences which
the invariant method relies on (2R << ξl). For pore sizes smaller than 3.4 nm (q
> 0.1844 Å−1), the cumulative mesoporosity as a function of pore size calculated
using the invariant method (not shown in Fig. 5.7) suddenly diverges from the
trend of the cumulative mesoporosity calculated using the BJH method. Such
disagreement between the two techniques corresponds to the q range covering
Region 2 in Fig. 5.5, determined from the unified modelled for the scattering
pattern of the Al porous scaffold. This represent evidence that the dominant
structure in Region 2 is a particle structure.
5.3.1.3 Calculation of porosity distribution using McSAS analysis
The mesopore specific pore volume distribution (Fig. 5.3) was also calculated
using McSAS (spherical pore shape) analysis method (§2.2.5.4) applied on the
SAXS measurement of the Al scaffold (Fig. 5.4(a)) and plotted in Fig. 5.3. It
has been rescaled in order to match the mesopore specific pore volume distribution
calculated using BJH method and, thus, it is dependent on the BJH pattern. The
features of the two patterns are in agreement for pore sizes larger than 3.4 nm,
similar to the two independent cumulative specific pore volume pattern trends
shown in Fig. 5.7.
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Figure 5.8: Spheroidal pore model and BJH mesopore specific pore volume distribution of
the porous Al scaffold. This includes, in blue, data obtained from McSAS (spheroidal pore
shape, aspect radius of semi-axes c to a and b: 0.1 – 10.0) method (in situ SAXS technique)
and, in red, data obtained using BJH method (N2 sorption technique).
The bluemesopore specific pore volume distribution (Fig. 5.8) was calculated using
a form factor intensity for a spheroidal pore shape (aspect radius of semi-axes c to a
and b: 0.1 – 10.0 — see §2.2.5.4). The distribution obtained using this spheroidal
pore shape model (Fig. 5.8) is a worse match to the BJH distribution than the
spherical pore shape model (Fig. 5.3). For pore sizes smaller than 3.4 nm, the
two mesopore specific pore volume distributions in Fig. 5.3 are in disagreement,
probably because of porosity differences due to differences in phase composition
and masses loss of the different Al scaffolds used (see Table 3.3), or because the
structure dominant in the Region 2 of the unifiedmodel (Fig. 5.5) is a homogeneous
mass agglomerates of single phase (particles) characterised by appreciable electron
density changes.
In order to check if it would be consistent to have a structure of homogeneous
mass agglomerates of a single phase (particles) dominating the scattering pattern
for resolutions (r = d/2) < 1.7 nm (d = 3.4 nm), a comparison between absolute
intensity contributions due to the pore surface interfaces of the scaffold and due to
the agglomerate-scaffold interfaces is considered below.
124
Chapter 5: Al Scaffold Morphological and Structural Properties
From the differences in amorphous phase content and mass loss (caused by the
sintering process) between the Al scaffold with the highest mass loss (1.8(4) wt%
amorphous content, see Table 3.3) and the Al scaffold used for in situ SAXS
measurements (3.7(3) wt% amorphous content, see Table 3.3), the estimated
amorphous Na content obtained for the former scaffold is 1.9(4) wt%. The
remainder of the amorphous content is most likely metal traces from the starting
materials (see Table 3.1): 1.0(2) wt%, mainly lead, and ‘Ti’ 0.8(2) wt%.
Relying on the scaffold phase composition (Table 3.3) and their crystalline densities
obtained using Rietveld refinement analysis, the crystal density of the Al scaffold,
was calculated to be ρScaffold = 2.71 g/cm3. The density of the amorphous phases
were approximated as theoretical crystalline densities, for instance, ρNa = 0.968
g/cm3 and ρMetal traces= 7.15 g/cm3. The Al scaffold scattering length density,
∆ρSLD, Scaffold-Pores = ρSLD, Scaffold = 2.24 × 1011 cm−2, was calculated using eq. 2.25,
and using the phase composition in Table 3.3, crystal density of the Al scaffold
(ρScaffold = 2.71 g/cm3), and the real scattering factors ( f1(12 keV) in Table A.1).
Among the several phases present in the Al scaffold (Table 3.3), the Na and
metal traces present the most appreciable differences in scattering length density
compared with the Al scaffold, ∆ρSLD, Scaffold-Na = (2.24 − 0.79) 1011 cm−2 and
∆ρSLD, Scaffold-Metal traces = (2.24 − 6.58) 1011 cm−2 respectively. For the sake of
simplicity, the systemwasmodelled as consisting only of spherical pores of a specific
radius (R) corresponding to the average pores radius of 500 nm (Fig. 5.1) and
total porosity (ϕtotal) of 47.8%. For agglomerates of Na, combining equations 2.29
– 2.31, the following relation for the ratio (IAbs, Scaffold-Pores/IAbs, Scaffold-Na) between
the absolute intensity contributions due to the pore surface interfaces and due to
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the agglomerate-scaffold interfaces of the scaffold is obtained:
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where the structure factor of the Na agglomerates, SScaffold-Na, was approximated to
be the ratio between the volume of the scaffold occupied by Na agglomerates and
the total solid volume of the scaffold (≃ VNa/Vss) neglecting the interference due
to the relative position between Na agglomerates (sin
 
qr jk

/qr jk ≃ 1 in eq. 2.22
– 2.23) justified by the reduced Na content (1.9(4) wt% of Na << 100 wt% of all
phases).
The intensity ratio calculated from eq. 5.3 using the variables provided above is
0.4(2), which means that the scaffold-Na interface scattering effects are at least
comparable with the scattering effects due to the pore surface interface of the
scaffold. Similarly, considering agglomerates of the metal traces, the intensities
ratio is 0.6(3).
It is worth noting that the intensity from the pore-surface interfaces (IAbs, Scaffold-Pores)
tends to be dominant over the intensity from the agglomerate-scaffold interfaces
(IAbs, Scaffold-Na) at larger resolutions r, which is equivalent to smaller momentum
transfer q = pi/r. Indeed, the relationship IAbs, Scaffold-Pores/IAbs, Scaffold-Na, in eq. 5.3,
is linear in terms of r.
The results obtained using the simple model in eq. 5.3 can be considered only
qualitative as it is based on an estimation of a single pore radius (R), overestimated
amorphous densities (ρNa and ρMetal traces), and overestimated homogeneous
contents (wt%) of Na and Metal traces (which should be considered only those
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aggregates of size > 2r).
In conclusion, it is possible that the structure associated with Region 2 of the unified
fit of the Al scaffold SAXS pattern in Fig. 5.5 could be due to homogeneous mass
agglomerates of single phase (particles).
5.3.2 Specific surface area
The specific surface area, using eq. 2.33, was calculated as 6 ± 0.5 m2/g
and agrees well with the surface area (7.9 ± 0.1 m2/g) measured by the N2
adsorption/desorption method (BET) in §5.2.2.
The terms P = 3.79 and IAbs×q3.79 = 1.387×1027 cm−4.79 were determined by fitting
the SAXS measurements of the Al scaffold in the q-range 0.06 – 0.09 Å−1 (the Porod
regime of the pore structure — see Fig. 5.5). The trend of the Porod limit of the
mesopore structure, associated to a fractal surface of degree of roughness Ds = 6 −
P = 2.21, was expected to extend down to a resolution of the order of molecular size
(for instance, Al, Al3Ti and NaCl), where the hypothesis of homogeneous (uniform
averaged) electron density breaks down (q ≃ pi/rmh, see §2.2.5.1)139,146. However,
the trend of the Porod limit of the pore structure (Region 1 in Fig. 5.5) is interrupted
at q = 0.09 Å−1 (r = 3.5 nm) by a presumably homogeneous mass agglomerate of
single phase particles (Region 2 in Fig. 5.5), characterised by appreciable electron
density changes (§5.3.1.3). Assuming that the structure associated with Region 2 in
Fig. 5.5 is not porous, the specific surface of the Al scaffold can be calculated using
the resolution equivalent to the N2 molecule size (r = 0.4 nm), which is the pore
size resolution of the specific surface area obtained using the BET method (§5.2.2).
The other terms in eq. 2.33 used to calculate the specific surface area are:
ρScaffold = 2.71g/cm3 and ∆ρSLD, Scaffold-Pores = 2.24 × 1011 cm−2, introduced in
§5.3.1.3. F(2.21) = 1.991 and r = 0.4 nm in order to compare the result obtained
from the SAXS measurement with the result obtained using the BET method.
The specific surface area derived from SAXS and BET is relatively small when
compared to the specific surface area of mesoporous materials. This is mainly due
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to the large number of macropores and voids present in the sample in comparison
with the number of mesopores (Fig. 5.1).
5.4 In situ SAXS/WAXS
In order to understand the dynamic of the mesopore formation during the sintering
process leading to the production of Ti-enriched Al scaffolds, in situ SAXS/WAXS
experiments during the decomposition of two NaAlH4 pellets were carried out and
the data analysed. The apparatus and setting adopted is discussed in detail in
§2.2.1. The two NaAlH4 pellets were heated up to 400 °C and 450 °C from room
temperature using the same heating rate , 5 °C/min, and similar dynamic vacuum
pressure, 1.5 × 10−2 mbar, as that used to produce the Al scaffolds (§3.2). The
NaAlH4 pellets used in these two experiments will be referred to as NaAlH4-400
and NaAlH4-450, respectively.
5.4.1 In situ WAXS
The in situ WAXS patterns, of NaAlH4-400 and NaAlH4-450 decompositions, are
shown in Figures 5.9 and 5.10, respectively.
In Fig. 5.9, the diffraction peaks associated with NaAlH4 suddenly decrease
and disappear between 210 and 225 °C. Following the first step of NaAlH4
decomposition (eq. 1.3), the intensities of the diffraction peaks associated with
Na3AlH6 and Al increase. The second step of decomposition (eq. 1.4), where
Na3AlH6 desorbs further hydrogen and produces NaH and further Al is observed
over a wide temperature range; NaH diffraction peaks are observed from 225 °C
and Na3AlH6 diffraction peaks are visible up to 353 °C.
For the in situ SAXS/WAXS experiment of NaAlH4-450, as shown in Fig. 5.10,
the decomposition temperatures were considerably higher than those seen with
NaAlH4-400 as shown in Fig. 5.9. It is conjectured that this difference is, in minor
part, due to different specimen size and initial phase composition.
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Figure 5.9: In situ WAXS patterns of NaAlH4-400 decomposition. (a) Collated patterns
viewed down the intensity axis with colours representing intensity, and (b) stack plot of
individual patterns, from 217.1 °C (red line) to 312.6 °C (light grey line), showing the peak
profiles. The 2θ (degrees) has been converted for λ = 1.5406 Å.
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Figure 5.10: In situ WAXS patterns of NaAlH4-450 decomposition. (a) Collated patterns
viewed down the intensity axis with colours representing intensity, and (b) stack plot of
individual patterns, from 305 °C (green line) to 450 °C (brown line), showing the peak
profiles. The 2θ (degrees) has been converted for λ = 1.5406 Å.
However, the temperature ranges of the first two steps of decomposition between
the two experiments were consistent, ∆T1st step ≃ 15°C and ∆T2nd step ≃ 125°C
respectively.
130
Chapter 5: Al Scaffold Morphological and Structural Properties
Unfortunately, for temperatures higher than 320 °C, evidence of sample oxidation
was observed in the presence of NaAlO2 diffraction peaks (PDF 00-033-1200,
Figures 5.9 and 5.11). This is most likely due to fracturing of the borosilicate glass
capillary (Fig. 5.12(b)). At approximately 370 °C, NaH diffraction peaks suddenly
disappear but no crystalline Na is observed. Neither diffraction peaks of oxidised
Na and NaH were observed. The diffraction peaks of the oxidation phase NaAlO2
steadily increase their intensities until approximately 400 °C after 10 minutes of
isothermal sintering (scan #155), where the NaAlO2 diffraction peaks reach their
highest intensities and distinct defined shapes. This effect is even more evident
for the experiment of NaAlH4-450 decomposition (see the Fig. 5.10). It is thus
presumed, that the non-crystallized Na and/or NaH have not been gasified but
they are still in the system in an amorphous and/or liquid form in agreement with
thermodynamic prediction, obtained using thermodynamic parameters from Table
2.2 for Na(l), and as shown in the work of Abdessameud et al.47 for NaH(l). The
temperatures of the first two observed NaAlH4 decomposition steps are higher than
the temperatures predicted from the calculation of NaAlH4 decomposition
‡ (Fig.
1.5), which is due to kinetic limitations. The Al3Ti appears only for temperatures
higher than 300 °C in agreement with XRD measurements reported by Haiduc et
al.69. For lower temperatures, although Ti is present in the system, no diffraction
peaks of ‘Ti’ species have been observed.
The d-spacing associated with each set of diffraction peaks (d = 2pi/q in
Figures 5.9(a) and 5.10(a)) present the same relative increase, consistent with
a homogeneous thermal expansion of the associated crystal structures. Such
consistencies in peak positions were found useful in identifying diffraction peaks
belonging to the same phase.
The in situ sample phase quantification and crystalline densities were calculated at
each scan # relying on information from:
• Phase quantification ratio between main phases and phase crystalline
‡at local thermodynamic equilibrium, considering the dynamic vacuum condition P = 1.5× 10−2
mbar.
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densities obtained from the Rietveld refinement on in situ WAXS data. The
starting values for the relative phase quantification and phase crystalline
densities were obtained from the previous scan’s Rietveld refinement.
• Thermodynamic pathway (equations 1.3 – 1.5 and Fig. 1.5).
• Phase quantification of NaAlH4 + 2 mol% TiCl3 ball-milled (Table 3.2).
For the identification and quantification of the crystalline phases present in the
WAXS patterns, the specimen displacements were taken in consideration, as
discussed in §2.2.4.
The in situ phase quantification is shown in Fig. 5.11.
Figure 5.11: In situ phase quantification of the decomposition of the NaAlH4 pellet heated
up to 400 °C.
As shown in Fig. 5.9(b), between 225 °C and 228 °C, NaAlH4 disappears while NaH
appears. Up to 225 °C, one piece of information used to calculate the in situ phase
quantification is the weight ratio between NaAlH4 and Na3AlH6. From 228 °C up to
253 °C, after which Na3AlH6 disappears, the information used is the refined weight
ratio between Na3AlH6 and NaH. From 323 °C, corresponding to the appearance
of NaAlO2, the refined weight ratio between Al and NaAlO2 is used to keep track of
the Na and/or NaH amorphous/liquid and oxygen contents. Al3Ti first appears at
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220 °C, one of the information used to quantify the Ti present in the ‘Ti’ species is
the refined phase quantification ratio between Al and Al3Ti.
The in situ transmission, defined in Appendix A.5, values, shown in Fig. 5.12(a),
are normalized taking in consideration the transmission of the empty capillary
(τcap = IBS(counts/s)/I0(counts/s) = 51787/58095). The high precision of the
Figure 5.12: (a) In situ SAXS/WAXS measured transmission, τs, calculated solid thickness,
dss, and temperature trends for the decomposition of a (b) NaAlH4-400 contained into a
borosilicate glass capillary connected to a dynamic vacuum pump system.
instrument used to measure the transmission (see §2.2.1), does not justify the
oscillations in the transmission pattern. Such oscillations are presumably due to
the movement of the sample inside the capillary (see Fig. 5.12(b)) caused by the
dynamic vacuum applied and the release of hydrogen from the specimen.
In Figures 5.9(a), 5.11, 5.12(a) and 5.17(b), the vertical dotted lines correspond
to two temperatures of particular interest. The red vertical dotted line at 217.1
°C corresponds to the temperature at which NaAlH4 starts decomposing, see
Fig. 5.9(b). The light grey vertical dotted line at 313 °C corresponds to the
temperature where Na3AlH6 is almost completely consumed and before the sample
starts oxidising (see Fig. 5.9(b)).
The averaged transmission trend (Fig. 5.12) was expected to increase slightly with
the increase of temperature from 217 °C (red vertical dotted line) due to a reduction
in scattering associated with the desorption of hydrogen. However, the averaged
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transmission trend remains constant until 323 °C (just past the light grey vertical
dotted line), with the appearance of NaAlO2. The transmission continues to fall
with the increase in NaAlO2. From scan #155 the averaged transmission, τs, trend
is stabilized at ≃ 0.70.
The solid thickness pattern (dss in Fig. 5.12(a)), calculated using eq. 5.1, suddenly
drops, in correspondence with the first step of NaAlH4 decomposition at 217 °C
(red vertical dotted line) caused by the differences between the linear absorption
coefficients of NaAlH4 and the two products, Al and Na3AlH6. Successively, for the
same reason, the solid thickness pattern slowly decreases across the second step of
NaAlH4 decomposition until the sample starts oxidising at 323 °C (just passed the
light grey vertical dotted line). From 323 °C, as a consequence of the increase in
the sample mass due to the oxidation, the solid thickness of the sample increases.
5.4.2 In situ SAXS
In order to convert measured SAXS intensities to absolute intensities (IAbs, scan #,
§2.2.3) and then model the converted SAXS patterns, the solid thickness (dss, scan #)
and the scattering length density (∆ρSLD, scan #) of the sample, must be calculated.
The solid thickness and the scattering length density of NaAlH4-400 were calculated
for each scan relying on the quantitative phase analysis (Fig. 5.11) and crystalline
densities reported in the previous section (§5.4.1). The converted in situ SAXS
patterns of NaAlH4-400 decomposition (Fig. 2.12), were modelled with McSAS
(§2.2.5.4) in two ways:
1. The in situ pore size relative distributions — (∆ρSLD, scan #)2(1 −
ϕtotal, scan #)(ϕi, scan #)/(∆ρSLD, Al-Scaffold)2(ϕtotal, scan #)2 — in Figures 5.13(a)
and 2.13, were obtained by setting the scattering length density of all scans
to the same value, that of the Al scaffold (2.24 × 1011 cm−2, see §5.3.1.3).
This was done due to software limitations.
2. The in situ pore size relative distributions — (1 −
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ϕtotal, scan #)(ϕi, scan #)/(ϕtotal, scan #)2 — in Figures 5.14(a) and Fig. 5.17(a),
were calculated using scattering length densities calculated individually for
each scan from the quantitative phase analysis.
In these equations, ϕi, scan # is the contribution to the total porosity, ϕtotal, scan #, of
those modelled spherical pores having a size of 2Ri, see §2.2.5.4. Considering
the total porosity, for the initial NaAlH4 pellet (0.20 ± 0.02, see §5.1) and for
the 12 hour sintered porous Al scaffolds (0.46 ± 0.02, see §5.3.1.2), the term
(1 − ϕtotal, T )/(ϕtotal, T )2 is expected to monotonically decrease with increasing
temperature. If (1 − ϕtotal, T )(ϕi, T )/(ϕtotal, T )2 monotonically increases with
increasing temperature, this would show that the partial porosity, ϕi, T , is growing
faster than the decrease in (1−ϕtotal, T )/(ϕtotal, T )2.
Associated with the first step of NaAlH4 decomposition, from 217 °C to 228 °C, the
intensities of the mesoporosity distributions, ϕi, T , increase remarkably (Figures
5.13(a) and 5.14(a)). From 228 °C, during the second step of decomposition, the
intensities of the mesoporosity distributions gradually increase until reaching their
maximum at 313 °C (Figures 5.13(a) and 5.14(a)). In Figures 5.11 and 5.12(a),
this temperature, 313 °C, is indicated with a light grey dotted line and in Figures
5.9(a) and 5.17(b) with a solid light grey line.
There is a clear correlation between mesopore formation and crystalline structure
changes during NaAlH4 decompositions (Figures 5.13 and 5.14). In conjunction
with the formation of NaAlO2 from sample oxidation (scan #105, 323 °C),
the intensities of the relative distributions of the mesopores drastically and
monotonically decrease until the saturation of NaAlO2 (scan #155 in Fig. 5.13, 10
minutes isothermal at 400 °C). This shows that oxidation adversely affects meso
and microporosity, presumably through the oxidation of the surfaces of the meso
and micropores.
For NaAlH4-450, there were no appreciable changes in the pore size relative
distributions, ϕi, scan # × constscan #, across the first two steps of NaAlH4
decomposition, as well as during sample oxidation, see Figures 5.15(a), 5.16(a)
135
Chapter
5:
AlScaffold
M
orphologicaland
StructuralProperties
Figure 5.13: (a) In situ mesoporosity relative distribution, (∆ρSLD, scan #)2(1 − ϕtotal, scan #)(ϕi, scan #)/(∆ρSLD, Al-Scaffold)2(ϕtotal, scan #)2,
obtained applying McSAS analysis to SAXS patterns of NaAlH4-400 decomposition and (b) the corresponding WAXS patterns.
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Figure 5.14: (a) In situ mesoporosity relative distribution, (1−ϕtotal, T )(ϕi, T )/(ϕtotal, T )2, obtained from McSAS analysis of SAXS patterns
for NaAlH4-400 decomposition and (b) corresponding WAXS patterns. The 2θ (degrees) has been converted for λ = 1.5406 Å.
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of semi-axes c to a and b: 0.5 – 5.0) analysis to SAXS patterns of NaAlH4-450 decomposition and (b) the corresponding WAXS patterns.
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Figure 5.16: (left) Pore size relative distributions, ϕi, scan #×constscan #, obtained by McSAS
(spherical pore shape) analysis, and (right) the corresponding WAXS patterns, where the
2θ (degrees) has been converted for λ = 1.5406 Å, for samples a) in situ NaAlH4-450
decomposition at different temperatures and b) porous Al scaffold at room temperature
previously sintered for 12 hours.
and J.1(a). It is not known why this is the case, as the WAXS data clearly show the
expected decomposition steps.
5.4.3 In situ SAXS/WAXS analysis interpretation
Sintering is the process whereby pores in particulate materials are eliminated by
atomic diffusion at high temperatures below the melting point191–195. In general,
for metals within the first hour, the total pore volume decreases as material flows
into voids which diffuse to the surface where they simply disappear. The diameter
of the NaAlH4 pellet was 8 mm (Fig 3.4(a)) while, after sintering, the dimeter
of the produced Al scaffold was observed to be 7 mm (Fig.3.4(b)). As shown by
Hu and Lu194, mesopore evolution is characterised by coalescence and tortuosity.
The final total porosity (0.46 ± 0.02, see §5.3.1.2) and mesoporosity distribution
(Fig. 5.17(a)) of the 12 hour sintered Al scaffold is the result of two opposite
effects: the formation of new mesopores due to NaAlH4 decomposition and the
growth and depletion of pores due to their diffusion to the surface. Because of
the oxidation of the NaAlH4 decomposed samples during the in situ SAXS/WAXS
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experiments, only an indirect and general characterisation of the growth of pores
with two isothermal sintering temperatures (400 and 450 °C) was possible. The
characterisation, presented in Appendix K, shows the effects of different sintering
temperatures on (i) the time taken for mesoporosity distributions to stop growing
after the cessation of mesopore formation, and (ii) the mesopore sizes that present
appreciable contributions to the total porosity. Appendix K shows that higher
sintering temperatures are associated with longer times required for pore growth
to cease, and with an increase in the size of these final mesopores having an
appreciable contribution to the total porosity.
Figure 5.17: (a) Mesoporosity relative distribution, (1−ϕtotal, T )(ϕi, T )/(ϕtotal, T )2, and (b)
estimated mesoporosity distribution, ϕi,T , calculated with assumed total porosities of 0.2
and 0.478 for red and black, respectively. Plots obtained from McSAS analysis of SAXS
patterns for NaAlH4-400 decomposition at two temperatures of interest (217.1 °C in red
and 312.6 °C in light grey), and of the Ti-enriched porous Al scaffold at room temperature
after sintering. (c) In situ WAXS patterns of NaAlH4-400 decomposition.
In Figures 5.13(a) and 2.13, there is a peak in the size distribution centred at 2.0
± 0.5 nm, appearing from 174 °C, and reaching its maximum intensity at 217 °C.
The peak disappears in correspondence with the disappearance of the diffraction
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peaks associated with NaAlH4 (Figures 5.12, 5.14 and 5.17). In Figures 5.9(a),
5.11, 5.12(a) and 5.17(b), the temperature, 217 °C, is of particular interest and
is indicated with a red line. This micro-size feature is reduced as quickly as the
NaAlH4 phase disappears from 217 °C to 228 °C (Fig. 5.14). As this micro-size
feature is extended across several temperatures and sizes, it is unlikely to be due
to an artefact. The distributions of pore sizes above and below 3.4 nm do not
evolve one into the other; for instance, it is not observed as a shift of micro-size
features toward the meso-size features compatible with micropore growth. The
micro-size features could be also attributed to a non-porous structure, where the
reduction in NaAlH4 particle size just before any appreciable decomposition may
play an important role.
In Fig. 5.17, the porosity relative distribution, (1 − ϕtotal, T )(ϕi, T )/(ϕtotal, T )2, at
217 (red) and 313 (light grey) °C are shown. These correspond to the sample prior
to appreciable NaAlH4 decomposition, and where Na3AlH6 is almost completely
consumed and before the sample starts oxidising, respectively. Fig 5.17(a) shows
that for pore sizes greater than 3.4 nm there is a≃ 1.7× increase in the relative total
mesoporosity,
∑
i(1−ϕtotal, T )(ϕi, T )/(ϕtotal, T )2, between the two temperatures. Fig
5.17(b) shows the mesoporosity distribution assuming a total porosity of 0.2 (see
§5.1) and 0.478 (see §5.3.1.2) for the sample just prior to decomposition onset,
and for the final Al scaffold. These data show an increase in mesoporosity of
5×. The total porosity of the sample at 313 °C is unknown, but is expected to be
between 0.2 and 0.478. Using these assumed values, the corresponding increase
in total mesoporosity from 212 °C to 313 °C most likely lies in the range 1.7 – 15×.
This large difference between 5 and 15× results from mesoporosity growth during
extended sintering.
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5.5 Summary
In Chapter 5, SEM micrographs, N2 adsorption/desorption, and SAXS
measurements, in §5.1 respectively, revealed that the pores of the Al scaffold
were polydisperse with the majority of the pores being in the macroporous range,
having an open network. The calculated total porosity of the Al scaffold was
46(2)% (§5.3.1.2), and the calculated specific surface areas were 7.9(1) and
6.0(5) m2/g by BET (§5.2.2) and SAXS (§5.3.2), respectively. In situ SAXS/WAXS
analysis, in §5.4.3, revealed that mesopores are formed in conjunction with
crystalline structure changes during NaAlH4 decomposition, while the pores grow
and deplete from the samples with longer sintering times and higher temperatures.
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H2 Desorption Kinetics and
Thermodynamic Properties of
NaAlH4/Al System
Chapter 6 presents the experimental results on the study of H2 desorption kinetics
and thermodynamic properties of NaAlH4 melt-infiltrated into a Ti-enriched porous
Al scaffold as prepared in §3.3. The goal of this Chapter is to determine the
catalyst (§1.5.1) and nanoconfinement (§1.5.2) effects of the Ti-enriched porous
Al scaffolds on the H2 desorption kinetics and thermodynamic properties of the
melt-infiltrated NaAlH4.
In order to do so, the principal questions that the Chapter seeks to answer are:
• Was NaAlH4 successfully melt-infiltrated into the Al scaffolds?
• Was NaAlH4 homogeneously distributed on the walls of the porous Al
scaffolds and which pores are filled up first?
• Were the thermodynamic of decomposition and/or the H2 desorption kinetics
for the infiltrated NaAlH4 affected by the Ti-enriched porous scaffold?
This Chapter is mainly based on the work published by Ianni et al.31.
The samples analysed in this Chapter are listed in Table 6.1 which lists the samples
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Table 6.1: Composition and methods of analysis employed for the samples reported in this study. The abbreviations used in
the text, and symbols used in plots are also given.
Abbreviation Symbol Composition Method of analysis
NaAlH4-Ti –◃– NaAlH4 + 2 mol% TiCl3, ball-milled TPD, TPD-MS
7-NaAlH4 –△– 7.3 (5) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold XRD, TPD-MS
13-NaAlH4 –•– 13 (1) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold XRD, TPD-MS
20-NaAlH4 –⋆– 19.6 (8) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold XRD, TPD-MS
30-NaAlH4 –⋄– 30 (2) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold XRD, TPD-MS
NaAlH4-bulk –▹– NaAlH4 as received TPD, TPD-MS
Al scaffold —– Ti-enriched porous Al scaffold (see Table 3.3) XRD, SEM, SAXS/WAXS
10-NaAlH4 –+– 10.4 (9) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold SEM, SAXS/WAXS
34-NaAlH4 –⋄– 34 (4) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold SEM, SAXS/WAXS
24-NaAlH4 –⋆– 24 (3) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold TPD
37-NaAlH4 –⋄– 37 (4) wt% NaAlH4 in melt-infiltrated Ti-enriched porous Al scaffold TPD
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composition (NaAlH4 loading into Ti-enriched porous Al scaffolds and NaAlH4
standards) and method of analysis employed.
6.1 XRD
XRD patterns were recorded for the external surface and crushed internal portion
of the melt-infiltrated samples (see Fig. 6.1(a) and (b), respectively). On the
powder X-ray diffractometer used in this study, the infinite-thickness, calculated
using eq. 2.6 and relying on the Al scaffold phase composition (Table 3.3), is ≃
160 µm. As such, for the measurements carried out on the surface of the pellet
(Fig. 6.1(a)), NaAlH4 was not identified in samples 7-NaAlH4, 13-NaAlH4 and
20-NaAlH4, therefore showing that NaAlH4 was successfully infiltrated into the
pellet. NaAlH4 was observed on the surface of 30-NaAlH4, as this is near the
physical limit of infiltration (≃ 30 wt%) imposed by the total porosity (Table 3.3).
The only phases determined to be present were Al, NaCl and Al3Ti from the scaffold,
as expected from the total decomposition of NaAlH4 with 2 mol% TiCl3, and the
subsequent evaporation of Na from the mixture18,19,91,92. NaAlO2 (PDF 33-1200)
is also observed in 30-NaAlH4, which is due to oxidation of the sample during the
XRD measurement.
In Fig. 6.1(b), the diffraction patterns of the crushed samples show the presence
of NaAlH4 from the infiltration procedure, as well as Al, NaCl, and Al3Ti from the
scaffold, confirming that NaAlH4 is indeed infiltrated into the bulk of the scaffold.
6.2 SEM
The SEM images of the Al scaffold in Fig. 6.2(a) and (b) show a wide size
distribution of spherical pores, reminiscent of a fractal distribution (see also
§5.1). The infiltrated NaAlH4 in 10-NaAlH4 (Fig. 6.2(c) and (d)) appears to
homogeneously coat the walls of the Al scaffold with the smallest pores filled.
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Figure 6.1: XRD patterns of (a) external surface and (b) crushed samples for different
amounts of infiltrated NaAlH4. λ = 1.5406 Å. The broad peak at ≃ 32°2θ is due to the
sample holder.
The overloaded scaffold, 34-NaAlH4 in Fig. 6.2(e) and (f), shows the presence
of some incompletely filled macro pores/voids of spherical shapes, which could
have been created during the fracture process due to the detachment of NaAlH4.
As the amount of infiltrated NaAlH4 increases, the thickness of the NaAlH4 layer
covering the pore walls increases, filling up the smallest pores first. As the amount
of NaAlH4 in 34-NaAlH4 exceeds the physical limit imposed by the scaffold’s total
porosity, and there are incomplete-filled pores in the bulk, it is inferred that the
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remainder of the NaAlH4 must be present on the specimen surface, as shown by
the XRD surface analysis (Fig. 6.1(a)).
Figure 6.2: SEM micrographs of a fracture surface of the (a, b) porous Al scaffold, (c, d)
10-NaAlH4 and (e, f) overloaded 34-NaAlH4.
6.3 Ex situ SAXS/WAXS
Fig. 6.3 shows SAXS (I) and WAXS (II) data for two sets of an Al scaffold, a NaAlH4
infiltrated scaffold, and a NaAlH4 infiltrated scaffold after H2 desorption (after
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TPD-MS). As previously reported in Figures 5.5 and 5.7†, the initial Al scaffold
SAXS patterns (a, d), in Fig. 6.3(I), show appreciable pore sizes in the mesopore
range, which is evident due to the presence of a transition in the SAXS patterns
at q ≃ 0.08(1) Å−1 (see Fig. L.1(b)), which corresponds to a pore size of ≃ 8(1)
nm136. The difference in low q-range of the two Al scaffolds may be related to
the different amounts of amorphous content measured in the scaffolds, 8.9 and 1.8
wt%, respectively (Table 3.3). The WAXS patterns (Fig. 6.3(II)) of the scaffolds
show the expected Al, NaCl, and Al3Ti phases.
Figure 6.3: (I) SAXS and (II) WAXS patterns for two examples each of a raw Al scaffold,
an infiltrated scaffold, and an infiltrated scaffold after TPD-MS. The specific specimens are
(a, d) raw Al scaffolds, infiltrated scaffolds (b) 10-NaAlH4 and (e) 34-NaAlH4, and two
infiltrated scaffolds after TPD-MS (c) 7-NaAlH4 and (f) 20-NaAlH4. The arrows with the
Porod slope in (I) indicate the extent of the Porod regime. The two small peaks in the SAXS
patterns at high q are from beam stop scattering.
The SAXS patterns of 10-NaAlH4 and 34-NaAlH4 are similar. Their respective Porod
regimes, IAbs ∝ q−P , shift toward lower q and to a more surface-fractal slope upon
going from (a) to (b), and from (d) to (e). This is evidence of a reduction in
the contribution of mesopores to the total porosity, which can be interpreted as
†It is shown in Fig. 5.7, that mesopores larger than 8(1) nm have appreciable contribution to
the total porosity. This is evident by the transition in the cumulative specific pore volume pattern,
as a function of pore size on the log scale, from linear to quadratic.
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mesopores being filled. The bump in the SAXS patterns for (b) and (e) at q ≃ 0.3
Å−1 can be attributed to micropores formed from either an incomplete filling of
larger pores or from small pores that were not filled upon infiltration88. From a
Unified Fit analysis145,146,148, assuming spherical pores, these pores have diameters
of 18(1) Å and 19(2) Å, respectively (Fig. L.1(a)).
The SAXS patterns of desorbed 7-NaAlH4 and 20-NaAlH4 (c, f) show that the 18(1)
Å and 19(2) Å pores, respectively, have disappeared. The two samples were treated
differently at the completion of their desorption; 7-NaAlH4, at the completion of
the TPD-MS experiment, was kept at 300 °C under dynamic vacuum (7 × 10−4
mbar H2) for several hours, to fully decompose NaH and to remove all traces
of Na. 20-NaAlH4 was allowed to cool to room temperature after reaching 300
°C. 7-NaAlH4 shows a featureless pattern with a slope of −4, which is indicative
of smooth surfaces. Thus, the mesopores in the scaffold are no longer present,
probably having been filled by Al from the decomposition of the infiltrated NaAlH4.
SAXS pattern (f) for 20-NaAlH4 has two different slope regimes of −3.1 and −3.3,
which may be characteristic of fractally rough surfaces.
The WAXS patterns of the initial Al scaffold (a, d) show only the presence of Al and
Al3Ti and NaCl resulting from the addition of TiCl3. After the melt-infiltration of
NaAlH4, the WAXS patterns of 10-NaAlH4 and 34-NaAlH4 (b, e) show the presence
of NaAlH4 and some Na3AlH6 from the first desorption step of NaAlH4, as well as
the presence of the scaffold phases. The desorbed WAXS pattern of 7-NaAlH4 (c)
shows the presence of only scaffold material, and a slight oxygen contaminant,
NaAlO2. No NaH is observed due to the long desorption time outlined above. The
WAXS pattern of 20-NaAlH4 (f) shows the presence of the decomposition products
Na and NaH in addition to the scaffold.
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6.4 Sievert’s apparatus experiments
6.4.1 TPD
Fig. 6.4 shows TPD measurements of cumulative wt% of H2 desorbed as a function
of temperature (§2.7.1), using a 2 °C/min constant heating rate condition, and
normalized to the maximum wt% achieved for each sample.
Figure 6.4: TPD data acquired by applying a constant heating rate of 2 °C/min for
different infiltrated Ti-enriched Al porous scaffolds (x-NaAlH4), NaAlH4-Ti and bulk
NaAlH4. Cumulative H2 released normalised to total H2 released.
The catalytic effect due to the presence of Ti is shown by the shift of the cumulative
wt% of H2 desorbed of NaAlH4-Ti toward lower temperatures compared with
NaAlH4-bulk.
The cumulative wt% of H2 desorbed curve of the overloaded 37-NaAlH4 lies
between the curves of the two standards (NaAlH4-Ti and NaAlH4-bulk). This shows
the result of two combined effects: (i) nanoconfinement effects due to filled up
micro and mesopores (§1.5.2) and/or the catalytic effect due to the presence of Ti
on the surface of the scaffold (§1.5.1), resulting in a shift of the pattern towards
lower temperatures, and (ii) the effect of bulk NaAlH4 contained inside macro pores
and residing on the external surface of the scaffold, resulting in a shift of the pattern
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towards higher temperatures (toward the NaAlH4-bulk standard pattern).
The cumulative wt% of H2 desorbed for 24-NaAlH4 matches NaAlH4-Ti between
160 and 215 °C, and transitions to match the overloaded sample 37-NaAlH4 from
235 °C. This transition cannot be attributed to any thermodynamic limitation
because NaAlH4-Ti (P
H2
final = 4.5 bar) experienced an absolute higher hydrogen back
pressure compared with 24-NaAlH4 (P
H2
final = 1.3 bar). The transition of 24-NaAlH4
from NaAlH4-Ti-type behaviour to 34-NaAlH4-type behaviour at 215 °C could be
attributed to a transition in the dominant mechanisms that limit the hydrogen
desorption rate. Considering that Ti is present only on the walls of the Al scaffolds,
then the dominant mechanism at a late stage of NaAlH4 decomposition could be
associated with this geometrical inhomogeneity.
24-NaAlH4 presents a relatively higher cumulative wt% of H2 desorbed for
temperature < 160 °C compared with NaAlH4-Ti. The normalization adopted
in TPD measurements do not take into consideration the thermodynamic effects
due to the hydrogen back pressure, see §2.7.1.1. In order to investigate if the
improvement in temperature effective desorption of 24-NaAlH4 can be attributed
to nanoconfinement effects or thermodynamic effects due to the different hydrogen
back pressure between NaAlH4-Ti (P
H2
final = 4.5 bar) and 24-NaAlH4 (P
H2
final = 1.3 bar),
TPD-MS experiments were conducted.
6.4.2 TPD-MS
In order to have a direct comparison of how the NaAlH4 loading affects H2 release,
the TPD-MS patterns in Fig. 6.5(a) are normalised by the total H2 released across
the first two decomposition steps in the NaAlH4 decomposition process (equations
1.3 and 1.4), since the absolute mass of hydrogen release is affected by both the
sample mass and NaAlH4 loading. The temperature gap between the second and
third desorption step is ≃ 100 °C (see Fig. 3.6), which is high enough to disregard
the influence of the third step on the first two steps, as shown by Nielsen et al.79.
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Figure 6.5: TPD-MS data, acquired by applying a constant heating rate of 2 °C/min
for different infiltrated Ti-enriched Al porous scaffolds (x-NaAlH4), NaAlH4-Ti and bulk
NaAlH4. (a) rate of H2 release with temperature normalised to unit area. (b) Cumulative
H2 released normalised to total H2 released. The dashed lines refer to the difference in
H2 release with respect to NaAlH4-Ti; only positive difference are shown to highlight the
temperatures for which the infiltrated scaffolds released more H2 than NaAlH4-Ti. The final
temperature is the highest temperature shown for each sample. The circled numerals in
(a) refer to equations 1.3 and 1.4.
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For the infiltrated Al porous scaffolds and NaAlH4-Ti, the final temperature (see Fig.
6.5(a, b)) is 260 °C, and for the NaAlH4-bulk standard sample, the final temperature
is 310 °C.
No oxygen contamination was detected for all TPD-MS measurements presented in
this thesis as showed in Fig. M.1 for a representative measurement.
The H2 release peaks corresponding to the first two decomposition steps of NaAlH4
can be clearly seen in all samples, except 30-NaAlH4, where the second peak
manifests as a shoulder on the first178. The two peaks in each pattern of H2
release rate with temperature in Fig. 6.5(a), were fitted using two pseudo-Voigt
profiles196 implemented in Topas 5125 (see Fig. N.1 for two representative
calculations). The ratio between the areas under the first and second calculated
profiles, corresponding to the total hydrogen released by each of the two steps of
desorption, was constrained to be equal to 2 (3.7 wt%/1.85 wt%) in agreement
with the theoretical desorption steps in equations 1.3 and 1.4. The temperatures
corresponding to the desorption rate maximum and the corresponding Full Width
at Half Maximum (FWHM) are reported in Table 6.2. As reported in Table 6.2
and plotted in Fig. 6.6(a), the temperatures corresponding to the first peak (T firstmax),
progressively shift to increasing temperatures from that of NaAlH4-Ti toward that of
pure NaAlH4 with increasing scaffold loading. The temperatures corresponding to
the second peak of desorption for the infiltrated scaffolds remain approximately
constant and approximately equal to that of the second peak of the NaAlH4-Ti
standard sample (184 ± 9 °C). It is proposed that this indicates a transition from
H2 release dominated by nanoconfinement and catalysis, as opposed to release
dominated by bulk NaAlH4. As reported in Table 6.2 and plotted in Fig. 6.6(b), the
width of the second peak of desorption is roughly narrower for the highly-loaded
scaffolds, tending to that of bulk NaAlH4, whereas the lower-loaded scaffolds have
a peak width approximately equal to that of NaAlH4-Ti. This is likely caused by
the reduced rate of the hydrogen source (Na3AlH6) provided for the second step
of hydrogen desorption. Indeed, Na3AlH6, which is the product of the first step
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of hydrogen desorption, is produced at a decreasing rate with increasing scaffold
loading as shown by the trend of desorption rate of the first peaks (Figures 6.5(a)
and 6.6(a)). Thus, the behaviour of the second desorption step is dependent on
the first step.
Table 6.2: TPD-MS analysis results obtained for two different standard samples and
four different wt% of NaAlH4 melt-infiltrated into the Ti-enriched Al scaffold. First and
second temperatures corresponding to the hydrogen desorption rate maximum and the
corresponding Full Width at Half Maximum (FWHM) were obtained by fitting the peaks in
the hydrogen desorption rate patterns using pseudo-Voigt profiles.
Sample Heating rate T firstmax ∆T
first
FWHM T
second
max ∆T
second
FWHM Rwp
(°C/min) (°C)a (°C) (°C)b (°C)
NaAlH4-Ti 1.9 132 26 184 40 5.5
7-NaAlH4 1.9 141 28 184 32 8.1
13-NaAlH4 1.8 136 27 175 38 7.9
20-NaAlH4 2.2 153 15 181 21 6.0
30-NaAlH4 2.0 165 21 186 26 6.5
NaAlH4-bulk 2.0 256 25 276 12 12
a T firstmax(°C): Temperature corresponding to the first desorption rate maximum.
b T secondmax (°C): Temperature corresponding to the second desorption rate maximum.
Fig. 6.5(b) shows the percentage cumulative H2 release and the difference
in release between NaAlH4-Ti and the infiltrated scaffolds. Only the positive
differences are shown to highlight the temperature ranges for which the infiltrated
scaffolds released more hydrogen than NaAlH4-Ti. This range is between 148 and
220 °C, with 7-NaAlH4 and 13-NaAlH4 both starting at 148 °C. Outside of this
temperature range, the infiltrated specimens released relatively less hydrogen than
NaAlH4-Ti. Fig. 6.5(b) also shows that the shape of the cumulative H2 release curve
tends from that of NaAlH4-Ti to bulk NaAlH4, further highlighting that the higher
infiltration loadings act as bulk NaAlH4.
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Figure 6.6: TPD-MS analysis results obtained for two different standard samples and four
different wt% of NaAlH4 melt-infiltrated into the Ti-enriched Al scaffold, plotted as a
function of the wt% of NaAlH4 infiltrated. (a) Temperatures corresponding to themaximum
hydrogen desorption rate for the first and second steps and (b) corresponding Full Width at
Half Maximum (FWHM) obtained by fitting the peaks in the hydrogen desorption patterns
using pseudo-Voigt profiles.
The shift in the desorption temperature of the infiltrated NaAlH4 shows that the
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material is in intimate contact with the Ti catalyst in the Al scaffold. Assuming
a consistent porosity across all non-infiltrated scaffolds, increasing the loading of
infiltrated NaAlH4 will decrease the specific surface area of contact between NaAlH4
and Al scaffold, leading to a change in behaviour towards bulk NaAlH4.
It is hypothesised that because of the low concentration of mesopores compared to
macro pores (§5.3.1.2), the majority of this kinetic improvement can be attributed
to the Ti catalyst in the scaffold successfully destabilising the infiltrated NaAlH4,
with improvements due to nanoconfinement effects from infiltrated mesopores
contributing to a much lesser extent. Since Ti is present only on the walls of
the Al scaffolds the overall dehydrogenation kinetic performance of the NaAlH4-Ti
remains superior.
An on-set temperature of desorption could not be identified. A logarithmic plot of
the data presented in Fig. 6.5(a) is shown in Fig. 6.7, and there is no appreciable
changes in log(dP/dT ) for T << T firstmax
21. The logarithmic scale normally allows for
the identification of the precise on-set temperature for each pattern, but this data
show a steady increase in H2 release with temperature.
In the early stages of NaAlH4 decomposition (leading edge, T << T
first
max), the
curves of ln[dNH2(T )/dt] — see Fig. 6.7(b) — have a straight-line trend when
plotted as a function of 1/T , showing that the reaction kinetics are appropriate
for Habenschaden-Küppers analysis (HKA) (§2.7.2.3). The activation energies so
calculated (Table 6.3) for all samples are lower compared with the corresponding
activation energies derived from isothermal experiments40, except for NaAlH4-Ti.
The fact that NaAlH4-Ti has a higher activation energy than all other samples
(including NaAlH4-bulk) is in contradiction with previous statements in §1.5.1.
Indeed, according to the literature76–78, titanium may improve the kinetics of
hydride decomposition at the hydride/metal interface27, which is the rate-limiting
step in the early stages of NaAlH4 decomposition
197,198. HKA is based on the
assumption that the hydrogen desorbed is exclusively from a single independent
source (§2.7.1.1). Figures 6.5 and 6.6 show that as the behaviour of the first and
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second desorption steps of NaAlH4 do not respond the same way to the presence of
the catalyst and nanoconfinement, they must be considered as dependent sources
of hydrogen. The activation energy calculated by HKA is therefore biased due
to interference between the first and second steps, resulting in activation energy
values which cannot be applied in further analysis.
Figure 6.7: TPD-MS plots for 4 different wt% of NaAlH4 infiltrated into Al porous scaffolds
and NaAlH4 ball-milled with 2 mol% TiCl3, used as standard. The format reported on the
y-axis is [dP/dT]/[dP75 °C/dT75 °C]. In the temperature range corresponding to the leading
edge (b) the symbols and the lines denote the TPD-MS data and the calculated data using
the Habenschaden-Küppers analysis, respectively.
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Table 6.3: Activation energies fitted using the Habenschaden-Küppers analysis method on
the leading edge temperature of the TPD-MS measurements and derived from isothermal
experiments40. The uncertainties for the activation energies fitted correspond to 95%
confidence intervals.
Leading edge analysis
Sample T(°C) range Ea (kJ/mol of H2)
NaAlH4-bulk 52 – 65 85(4)
NaAlH4-bulk 102 – 169 48(1)
30-NaAlH4 83 – 104 64(2)
20-NaAlH4 84 – 111 49(3)
13-NaAlH4 84 – 105 90(4)
7-NaAlH4 94 – 112 88(4)
NaAlH4-Ti 84 – 104 104(2)
Derived from isothermal experiments40
NaAlH4-bulk first decomposition step 118.1(1)
NaAlH4-bulk second decomposition step 120.7(1)
NaAlH4-Ti first decomposition step 79.5(1)
NaAlH4-Ti second decomposition step 97.1(1)
6.5 Summary
XRD analysis (§6.1), shows the presence of the expected phases and that the NaAlH4
infiltrates the bulk of the pellet first, and only at high loadings does it come to the
surface. SEM (§6.2) and SAXS (§6.3) analysis of low NaAlH4 loading in the porous
Al scaffold reveal that mesopores and small macro pores are filled first, leaving the
larger macro pores/voids empty. Additionally, SAXS (§6.3) patterns show, after
infiltration, the presence of micropores formed from either an incomplete filling of
larger pores or from small pores that were not filled upon infiltration. From the
TPD-MS analysis (§6.4.2) in the temperature range 148 – 220 °C, melt-infiltrated
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NaAlH4 Ti-enriched porous Al scaffolds show a higher relative H2 release, compared
to NaAlH4 + TiCl3, with both the temperature of maximum H2 desorption, and the
shape of the normalised H2 release curve, trending from that of bulk NaAlH4 + TiCl3
to bulk NaAlH4 with increasing scaffold loading. As the majority of pores are macro
pores, kinetic improvements due to nanoconfinement effects are slightly evident.
For the highly loaded samples, the largest voids and macro pores are partially filled,
and the decrease in the active specific surface area of contact between NaAlH4 and
Al scaffold results in a decrease of the hydrogen desorption rate.
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Conclusions and Future Work
This final chapter is an overall summary of the goals, results, and conclusions
presented in each of the previous Chapters. Included here is also a section to be
considered to further the work on hydrogen storage systems using metal hydrides
infiltrated into porous metal scaffolds for vehicle applications.
7.1 Conclusions
The need for a sustainable and renewable energy economy led the scientific
community into alternative energy research including the hydrogen economy.
Considering the hydrogen cycle, the hydrogen is, initially, produced from
solar/wind power, and is then stored and converted back into clean energy using
fuel cells as needed. The goal of this thesis was to provide a hydrogen storage
system that would meet the technology requirement for vehicle applications.
In Chapter 1 it was shown that some systems based on solid complex metal
hydrides have superior volumetric and effective gravimetric energy densities
compared with high-pressure hydrogen tank systems, which are currently the most
advanced/developed technology. However, metal hydride systems suffer from a low
hydrogen sorption kinetic and are not currently suitable for vehicle applications.
As described in Chapter 3, Mg and Ti-enriched porous Al scaffolds were successfully
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produced in order to improve the hydrogen sorption kinetics of melt-infiltrated
metal hydrides by catalytic and nanoconfinement effects. The scaffolds maintained
their structural integrity.
The morphological and structural properties of Mg and Al porous scaffolds were
studied in Chapters 4 and 5, respectively. It was shown that Mg and Al scaffolds
have an open porous network structure where the majority of pores are macro
pores. The specific pore volume corresponding to the formation of mesopores of
a Mg and a Ti-enriched Al scaffold are 0.034 and 0.027 cm3/g, respectively. For
this Al scaffold, the mesopores contributes a partial porosity of only 2.7%, whereas
the remaining 41.9% of the scaffold’s porosity is due to the presence of macropores
and voids. For these Mg and Ti-enriched Al scaffolds the specific surface areas are
7.9(1) and 26(2) cm2/g, respectively. Mg and Al scaffolds have bigger pores and
smaller cumulative specific pore volume in comparison to carbon-based scaffolds,
but they are expected to have higher thermal conductivities which would allow for
better heat management during hydrogen absorption and desorption.
As discussed in Chapter 6, the infiltrated NaAlH4 homogeneously coats the walls of
the Al scaffold with the smallest pores filled first. For the lower NaAlH4 loadings,
the kinetic effects due to the presence of catalytic Ti on the surface of the Al
scaffold were dominant. As the majority of pores are macro pores, thermodynamic
destabilization and/or kinetics improvements due to nanoconfinement effects were
only slightly evident; the infiltrated scaffolds at lower loadings release relatively
more hydrogen than bulk Ti-catalysed NaAlH4 in the temperature range of 148
– 220 °C, with the temperatures tending toward bulk NaAlH4 with increased
loadings. Unfortunately, the effective gravimetric energy densities of the systems
were considerably reduced because of the weight of the scaffolds.
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7.2 Future work
Several recommendations are listed below for designing future systems based on
what was learned from the outcomes of this thesis.
• Further complex metal hydrides candidates need to be produced and
screened for those having higher effective gravimetric energy densities
according to technology requirements imposed by the fuel cells.
• Computational approaches, such as Density Functional Theory (DFT)199,
should be employed to investigate if nanoconfinement effects would
eventually stabilize or destabilize the thermodynamic properties of each of
these metal hydride candidates.
• Metal hydrides used to produce porous metal scaffolds could be melted and
gradually cooled down before being sintered in order to remove the initial
voids present in the pellets. This extra step can be applied only if there are
thermodynamic conditions that would allow the metal hydride to be melted.
• In order tomaximise the total porosity of metal scaffolds produced frommetal
hydrides, the elemental composition and density of the metal hydride should
be such that the non-scaffold decomposition products are gaseous to allow
them to easily leave the scaffold, and that the bulk density of the remaining
scaffold material is minimised, whilst maintaining structural integrity.
• According to the outcomes from the pore formation and growth dynamic
during the sintering processes obtained in Chapters 4 and 5, a metal scaffold
that would have the majority of pores in the mesopore size range could be
successfully produced. The ideal metal hydride candidate should decompose
quickly in a single desorption step under reduced sintering temperatures and
time to allow for fast pore formation.
Below are further techniques and methods useful to be employed for future work.
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• Support Scanning Electron Microscope (SEM) with Transmission Electron
Microscopy (TEM)107 in order to observe internal morphology and
crystallization of samples at magnifications corresponding to a field of view
in the range of 400 to 1000 nm.
• Support X-Ray Diffraction (XRD) with X-ray Photoelectron Spectroscopy
(XPS)71 in order to identify and quantify the elemental composition of the
amorphous phases.
• Use the 3D object reconstruction technique, introduced in Chapter 2, to
measure the external volume of a pellet without physical contact.
• The specific surface area of an open porous network calculated using the
Brunauer-Emmett-Teller (BET) method from N2 sorption data tends to be
overestimated173, as reported in Chapter 5. Additionally, it has an uncertainty
of > 20% because it relies on an estimation of the cross section of spherical
N2 adsorbed molecule that does not depend on the materials of the scaffold
walls172. Samples investigated using the N2 technique are exposed to air for
approximately one second, which can appreciably alter the sample properties.
Thus, it is convenient to calculate the specific surface area, counting also
closed pores, using the SAXS technique when possible.
• Model N2 Sorption data using a Non local Density Functional Theory
(NLDFT)104 instead of Barrett-Joyner-Halenda (BJH) method in order to
determine more accurately the pore-size distributions173,200.
• In order to detect features caused by macro-size structures using Small-Angle
X-ray Scattering (SAXS), the camera length has to be increased, extending the
q-range toward lower q-values and the X-ray source has to be more coherent,
as explained in Chapter 2, compared with the SAXS settings used in this
thesis. This will allow the invariant method to be employed to calculate
the extended specific pore volume distribution and the specific total pore
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volume. It is recommended that the apparatus setup used for Ultra SAXS
measurements201 (dmax = 2pi/qmin ≃ 6 µm) use a Si(511) Channel-Cut
Monochromator (CCM)202 or C*(111)203 monochromators, which, for an
X-ray energy of 8 keV, will give longitudinal coherence lengths (ξl) of ≃ 17
and 3 µm, respectively.
• In order to investigate eventual improvements in the hydrogen sorption
reversibility due to the presence of a metal scaffold that avoids the
segregation of decomposition products, hydrogenation cycling experiments
are required. In order to compare these results for a NaAlH4 nanoconfined
system, it would be convenient to use techniques such as hydrogenation cycle
TPD89,97 or TPD-MS75,79 reproducing the same procedures and conditions
reported in the literature.
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Appendix A
Properties of X-rays Radiation
While electrons are used to study surfaces and films, X-ray and neutrons are used
to investigate bulk features of materials due to their penetration depth. For X-rays
passing through a material, the dominant interaction is between the X-ray electric
field and the charge distribution in the material.
A.1 Generation of X-rays
Conventionally, X-rays are obtained by an electron bombardment of a water-cooled
metal anode. Electrons are initially generated at the cathode, usually a tungsten
filament, heated up applying a moderate voltage (Fig. A.1(a)). The higher
voltage applied across the electrodes, usually −40 kV for X-ray Diffraction
(XRD) techniques, accelerate the electrons towards the anode (Emax, e = 40 keV)
where one of the products of the interaction with the anode is an emission of a
broad-wavelength band of radiation called continuum, also referred to as white
radiation or Bremsstrahlung (Fig. A.1(b)). Bremsstrahlung electromagnetic
radiation is produced by the deceleration of the free pre-accelerated electrons
when deflected due to the electrostatic field generated typically in the proximity of
atomic electrons present in the anode. Such white spectrum of intensity presents a
cut-off at energy comparable to Emax, e and the intensities are higher on the plane
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transverse (perpendicular) to the direction of the charge deceleration, see Fig. A.3.
In addition to electron interactions leading to the production of white radiation,
there are also electron interactions which produce characteristic radiation. If a
high-energy free electron strikes a bound atomic electron, and the energy of the
free electron is greater than the binding energy of the atomic electron, it is possible
that the atomic electron will be ejected from its atomic position, departing from the
atom with a kinetic energy (Ee−Φ) equivalent to the difference between the energy
Ee of the initial free electron and the binding energy Φ of the atomic electron. As
long as the vacancy in the shell exists, the atom is in an unstable state and can
regain stability by transference of an electron from one of the outer orbitals to
fill the vacancy. The energy difference between the initial and final states of the
transferred electron may be given off in the form of an X-ray photon. As all emitted
X-ray photons have energies proportional to the differences in the energy states
of atomic electrons, the lines from a given element will be characteristic of that
element (Fig. A.1(c))204. For XRD purpose, often the anode consists of a copper
target that results in CuKα (λ = 0.1542 nm, 8.05 keV) radiation (Fig. A.1(b)). In
addition, an alternative transition gives CuKβ (λ = 0.1392 nm) radiation that is
often removed by applying a Ni foil that absorbs Kβ more strongly than Kα. At high
resolution, a fine structure is found (CuKα1 and CuKα2) which arise from a splitting
of both the K- and M-level into a doublet due to electron spin. Monochromators
are generally adopted to reduce CuKα2 radiation. Some alternative target materials
in use are Cr (λ = 0.2291 nm, 5.4 keV), Fe (λ = 0.1938 nm, 6.4 keV), Co (λ
= 0.1791 nm, 6.9 keV), Mo (λ = 0.0711 nm, 17.4 keV) and W (λ = 0.021 nm,
59 keV). The least binding energy of an atomic electron for a specific element at
which a vacancy can be created in the particular shell is referred to as the ‘edge’ or
‘critical excitation’ energy. X-rays passing through materials containing elements
having edge energy lower than the X-rays energy may be heavily absorbed due
to the ionization of the materials component atoms. For instance, CuKα radiation
(E = 8.05 keV) are absorbed by Ti (EK-absorption edge = 5.0 keV), Cr (EK-absorption edge
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= 6.0 keV), Mn (EK-absorption edge = 6.5 keV), Fe (EK-absorption edge = 7.1 keV) and Co
(EK-absorption edge = 7.7 keV). This property is used in X-ray fluorescence techniques
for elemental analysis where the material of the tube target is selected depending
on the edge energy of the sample component elements†.
Figure A.1: (a) Standard X-ray tube. (b) The spectrum from the tube has discrete
fluorescent lines superimposed on the continuous background. (c) Schematic atomic level
diagram indicating transition between an L and K shell (Kα line) and between M and K (Kβ
line)138.
Synchrotron radiation consists essentially of Bremsstrahlung radiation generated
by electrons or positrons circulating in a cyclotron (Fig. A.2(b)). A dramatic effect
of relativity is that the radiation pattern is strongly concentrated. When deflected
from their straight path upon passing through a bending magnet, the electrons
emit a rather narrow spray of X-rays tangentially to the plane of the electron beam
(Fig. A.2(a)). It has been found that, because the primary source of radiation
is so intense, it is possible to use a high degree of monochromatization between
source and specimen, giving a source that is wavelength (and, therefore, energy)
tunable, as well as being highly monochromatic. At the Australian Synchrotron
(SAXS/WAXS) the X-ray energy range is between 5.5 keV and 21 keV which
†The variation of the X-ray tunable energy, produced by a synchrotron source, in the vicinity of
an absorption edge of one of constituent element of the sample, lead to a unique ‘anomalous’ X-ray
diffraction profile.
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correspond to wavelengths between 0.59 Å and 2.25 Å127. The characteristics
of synchrotron radiation are138:
• Collimated emission108,110 (∝ 1/γ).
• Higher intensity compared with an X-ray obtained by electrons
bombardment.
• Linear polarization when viewed in the horizontal plane of acceleration.
• Continuous spectrum (5.5 keV – 21 keV).
• Beam size: < 1 µm to 1 nm.
Figure A.2: (a) Scheme of a bending magnet. As a result of the centripetal acceleration
electromagnetic radiation is emitted138. (b) Schematic diagram of Australian Synchrotron
storage ring (cyclotron) as used to generate X-rays (synchrotron)127.
A.2 X-ray interaction with matter
X-rays, having conventional magnetic field intensities (ω << e|B|/me =ωcyclotron),
interact with matter through the electrons contained in atoms. During these
interactions, the electrons are accelerated to velocities much less than the
speed of light. Thus, from now on, we consider only dielectric materials
(relative permeability µr = 1). When the electromagnetic radiation (the X-rays)
interacts with an electron (a charged particle) it becomes a secondary source of
electromagnetic radiation that scatters the incident radiation. In a non-relativistic
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scenario (ve << c), an electron can be treated as a point irradiator source because
the intensity (∝ |〈E〉|2) detected at the distance r from the current source position
is not affected by the distance travelled since the electromagnetic wave was emitted
(r0 << r). The electric vector component of the electromagnetic field so irradiated,
derived by solving the electromagnetic wave equation, is110:
eE(r, t) = me
re
r
aT(t − r/c) (A.1)
aT is the transverse acceleration of the electron compared with the wave vector (k0,
see Fig. A.3(a)) at the time of emission of the electromagnetic wave (t − r/c), in
order to consider phase changes. r is the vector between the position of the electron
and the position of the electric field generated and re is the Thompson scattering
length or classical electron radius (re = e2/4piε0mec2 = 2.82× 10−5 Å).
Figure A.3: (a) Radiation intensity pattern observed at great distance (r >> r0) of a point
source accelerated charge, and (b) its three-dimensional toroidal appearance110.
For the sake of understanding, a simplistic classic model of interaction is adopted
where a linear polarized (zˆ) and monochromatic (Ez(t, x) = Re[Ez,0e−iωt+ikx]),
incident X-ray exerts a force on an electron, causing it to accelerate, oscillate, and
hence emit the scattered X-ray. The differential force balance equation, considering
only an electromagnetic wave having a wavelength that allow to neglect the
longitudinal movement of the electron (λ >> 2pixe, across a period), can be
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express as:
me

d2ze
dt2
+
1
τ
dze
dt
+ωsze

= −e[Ez(t) + ve × By(t)︸ ︷︷ ︸
≃ 0
] (A.2)
Considering the time-averaged relation between the electric and magnetic field
(|〈E〉|/c = |〈B〉|), for electron velocity no relativistic, the magnetic source term
can be neglected. The first term is the acceleration (d2ze/dt
2), the second term
is a dissipative force term that accounts for intensity loss‡ and the third term is
due to the restoring force for an oscillator of resonant frequency ωs that take
into consideration the bonding force between electron and nucleus. A particular
solution of the electron equation of motion (eq. A.2) is ze(t) = Re[ze,0e−iωt], where:
ze,0 = − eEz,0me
1
(ω2s −ω2 − iω/τ) (A.3)
which corresponds to an acceleration of d2ze/dt
2 = Re[−ω2ze,0e−iωt]. Replacing
the function of acceleration so found into eq. A.1, it is so possible to make in
relation the incident and the emitted electric field:
E(r, t) = Ez,0
re
r
sinΘ ·Re

ω2
(ω2s −ω2 − iω/τ)e
−iω(t−r/c)

(A.4)
From eq. A.4, it is worth noticing how the intensity of the emitted electric field
is inversely proportional to the mass of the scatterer, contained in the Thompson
length (re), justifying the assumption of neglecting nucleons emissions.
Considering the spatial dispersion effect due to the relative position of the electrons
(∆rs) compared with the surrounding nucleus (r), see Fig A.4, for an observer, far
away from the scattering atom (r >> |∆rs| =⇒ rs = r −k0 ·∆rs) and ignoring for
each electron the effect of incident waves scattered by neighboring electrons§, the
‡Electron achieve thermal equilibrium through collision with the surrounding lattice where τ is
the photoelectric mean free life of the electron. We assume ωτ << 1 (vFermiτ << 1/q), in order to
consider only temporal (no spatial) dispersion effects ( =⇒ Fourier transform of refractive index
n(ω,q) = n(ω)).
§Born approximation.
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Figure A.4: Scattering diagram for radiation incident on a many-electron atom,
semi-classically described as a collection of quantized point electrons surrounding a nucleus
of charge +Ze at r = 0110.
emitted electric field appear to be:
E(r, t) =
mere
e
Z∑
s=1
aT,s(t − rs/c)
rs
=
= Ez,0
re
r
sinΘ ·Re
 Z∑
s=1
∫
ne,s(∆rs)e
−i
∆k= q︷ ︸︸ ︷
(k− ki) ·∆rsd3∆rs︸ ︷︷ ︸
f0,s(q)
ω2
(ω2s −ω2 − iω/τ)︸ ︷︷ ︸
f1,s(ω) + i f2,s(ω)
e−iω(t−r/c)

=
= Ez,0
re
r
sinΘ ·Re
 Z∑
s=1
4pi
∫
ne,s(∆rs) sin(q∆rs)∆r2s
q∆rs
d∆rs︸ ︷︷ ︸
f0,s(q)
ω2
(ω2s −ω2 − iω/τ)︸ ︷︷ ︸
f1,s(ω) + i f2,s(ω)
e−iω(t−r/c)

(A.5)
Eq. A.5 is the generalization of eq. A.4, where ∆k (usually referred to q)
is defined as transferred momentum of the scattered electromagnetic wave, see
Fig. 2.2. F atom(q,ω) =
∑Z
s=1 f0,s(q)( f1,s(ω) + i f2,s(ω)) is the complex atomic
scattering factor. The last step of eq. A.5 come from the assumption of spherical
symmetry distribution for every electron, expressed through the electron density
ne,s.
∑Z
s=1 f0,s(q) = F
atom
0 (q) is commonly referred to atomic form factor. Form factor
spherical symmetry can be either intrinsic or the result of spherical averaging (like
in powder diffraction). In principle, ne,s introduced in eq. A.5 can be calculated by
an atom of each element, which is obviously a quantum-mechanical problem. In
Fig A.5 are presented the atomic form factor calculated for several elements.
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Figure A.5: Real part of atomic scattering factor as a function of X-ray momentum
transferred for several elements205.
For |q ·∆rs|<< pi, F(q,ω) can be approximated as independent of the momentum
transferred q, which means that it is not affected by the relative position of
the atomic electrons. Among the lightest elements (Z < 40), hydrogen has the
smallest radius (Bohr radius, a0 = 0.53 Å) which lead to |q| << pi/a0 ≃ 6 Å−1.
Instead, considering sodium, which is one of the biggest atoms (a = 1.86 Å),
|q| << pi/a ≃ 1.7 Å−1. Under these conditions, f0,s(q) = 1 and F atom(q,ω) =
F atom(ω) =
∑Z
s=1 f1,s(ω) + i
∑Z
s=1 f2,s(ω) = f1(ω) + i f2(ω). It worth noting that in
such condition and for ω tending to infinity, f1,s(ω) tends to one and f1(ω) tends
to the atomic number Z , see f1(ω) and f2(ω) plotted in Fig A.6.
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Figure A.6: (a) Calculated real, f1, and (b) experimental imaginary, f2, atomic scattering
factor for no deflected (q = 0) X-rays at different energies206.
A.3 Coherence properties of X-rays
Visible light passing through a gas has a frequency with respect to the molecules
of the gas, ω << ωs, leading to a typical Rayleigh emission where, form eq.
A.5, the intensity (∝ |〈E〉|2) is ∝ ω4. The imaginary term, −i/τ, in eq. A.5
represents instead the intensity loss of the electromagnetic wave and it tends to
be predominant for frequencies getting close to resonance frequencies, responsible
for fluorescent emissions (ω ≃ ωs). For X-ray energies above 24 keV passing
through light elements (atomic number Z < 40), the X-ray spectrum lies to the
high-frequency side of various resonances, ω >> ωs, associated with the binding
of electrons, see Fig. A.6(b)108. The electrons scattering the X-rays behave like
free particles (Drude model, ωs = 0) moving in a periodic potential, where the
mass of the electron (me) is replaced by an effective electron mass (m
∗
e) that is
used to simplify bands structure (spherical Fermi surface)207. For a transverse
electromagnetic wave (E⊥k0), the electromagnetic emission source is composed
only by the transverse electron flux, JT, in the direction of propagation (k0). Eq.
A.5 is a particular (harmonic) solution of the electromagnetic wave equation below:
∂ 2
∂ t2
− c2∇2

E(r, t) = − 1
ε0
∂ JT(r, t)
∂ t
(A.6)
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Rearranging the terms in eq. A.6 and combining it with eq. A.5, for a non spatially
dispersive source, the temporal part of wave equation can be expressed introducing
the refractive index n(ω), which expresses the ratio between the speed of light
in vacuum and the phase velocity of the particular harmonic solution (= c/v =
ck(ω)/ω): 
∂ 2
∂ t2
− ω2
n2(ω)

E(t) = 0 (A.7)
where n(ω) is the real part of the of the complex refractive index N(ω) = n(ω)−
iβ(ω). For X-rays (ω>>ωs) the complex refractive index can be approximated as
follows:
lim
ωs/ω→0
N(ω) = lim
ωs/ω→0

1−
Z∑
s=1
ω2p
(ω2s −ω2 − iω/τ)
 1
2
=
= 1− 1
2
Z∑
s=1
ω∗ 2p,s
(−ω2 − iω/τ) = 1−
1
2
Z∑
s=1
ω∗ 2p,s
ω2

f ∗1 (ω) + i f
∗
2 (ω)

=
= 1−δ(ω)− iβ(ω)
(A.8)
where the effective plasma frequency ω∗p,s
2 = nee2/m∗eε0 takes in consideration
the approximated uniform distribution of electrons in the atom (ne). The X-ray
spectrum generally lies to the high-frequency side of various electron plasma
frequencies considering the typical values of electron density in the materials¶. The
complex refractive index has the form of N(ω) = 1 − δ(ω) − iβ(ω)‖ where, for
ω >> ωp, δ and β both are positive and tend to zero according to 1/ω
2 (∝ λ2)
(0 < λ << 1 and 0 < β << 1). Concerning visible light, the real part of the
refractive index n can deviate strongly from unity (n of glass in visible light ranges
from 1.5 to 1.8) while the deviation from unity for X-rays in different media is
generally of the order of 10−5 (10−8 air). Most important for X-rays, the refractive
index changes (dn(ω)/dω= dδ/dω) in media, responsible for temporal dispersion
¶The plasma frequency for aluminium is 1.57 × 1015 rad/s while X-rays frequency are at least
104 times higher.
‖The choice of −iβ is consistent with a wave description Ez(t, x) = Re[Ez,0e−iωt+ikx]. A choice
of iβ is consistent with Ez(t, x) = Re[Ez,0e+iωt−ikx].
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because it doesn’t have a strong frequency dependence, can be neglected. For
any harmonic wave contribution of an X-ray passing through a medium, the phase
velocity (crest velocity of the wave) is larger than the velocity of light (vph = c/n(λ)
> c). It does not contradict the law of relativity, which required that only the signals
carrying information (group velocity, ∂ω/∂ k) do not travel faster than c.
In reality, an X-ray beam is not perfectly monochromatic but composed by a narrow
(∆λ/λ << 1) packet of harmonic waves which lead to a temporal dispersion
along the direction of propagation. Considering X-ray emissions at x = 0 and at a
generic x , in order to generate interferences consisting in intensities modulated in
time (not temporaly averaged intensities), the relative phases among the harmonic
waves of a packet waves at the first emission (0) has to remain the same at the
second emission (x) location. Introducing the longitudinal coherence length (ξl)
that refers to the distance over which the phase information is fully lost (change of
a factor pi), in order generate modulated intensities, the following approximation
has to occur: x << ξl. Such a longitudinal coherence length, would limit the
size (x) of the structure that can be investigated using X-ray as a probe. For
instance, if investigating the crystal structure it would limit the crystallite size, if
investigating the pores/particles distribution or their surface roughness, it would
limit the size of the pores/particles and in case of highly ordered space arrangement
of pores/particles it would limit the total size of the structure [(# of diffractive
pore/particle layers) × (d-spacing)]. Considering an X-ray beam, composed by a
packet of waves (∆λ) centred around λ and passing through a medium of uniform
electron density (ne), in order to avoid loose of phase information, the relative
phase shift (∆Φ), from eq. A.15, is required to be:
∆φ =
(1−δ(λ))2pix
λ
− (1−δ(λ+∆λ))2pix
λ+∆λ
<< pi (A.9)
lim
∆λ/λ→0δ(λ+∆λ) = δ(λ) +
dδ(λ)
dλ︸ ︷︷ ︸
> 0
∆λ (A.10)
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Combining eq. A.9 and eq. A.10:
x <<
1
2
λ2
∆λ︸ ︷︷ ︸
ξl

1
1−δ+λdδ(λ)
dλ︸ ︷︷ ︸
+δ

≃ ξl

1
1+δ

(A.11)
For X-rays, from eq. A.8, δ(λ)∝ λ2 leading to the approximation−δ+λ(dδ/dλ)≃
+δ in eq. A.11. Although the longitudinal coherence length in the medium
decreases, see eq. A.11, the change can be neglected (δ << 1). Currently, at
Australian Synchrotron, the X-ray energy has an energy resolution (∆λ/λ) of 2
× 10−4, optimized at 12 keV (λ = 1.0332 Å), which corresponds to a (temporal)
longitudinal coherence length (ξl) of 258 nm. The longitudinal coherence length
is schematically defined in Figure A.7.
A propagating X-ray presents mainly particle-like behaviour and follows an optical
path due to its not considerably spatial diffusion. It is considered as a ray indeed.
Spatial transverse coherence length (ξt) refer to the transverse distance across
a beam over which the rays of the beam remain parallel to the direction of
propagation of the beam. Scattering events (emissions), along the direction of
propagation of the beam, transversally separated much less compared with the
transverse coherence length (∆y,∆z << ξt) will not be affected by the X-rays
spatial dispersion. In a similar way, compared with the (temporal) longitudinal
coherence length, the (spatial) transverse coherence length of an X-ray passing
through a medium is not appreciably affected by the presence of the medium itself.
Relying on the schematic calculation provided in Fig. A.7(b), 2ξt∆θ = λ where
∆θ = D/R, the transverse coherence length under vacuum is defined as ξt =
λ/(2D/R), where D is the size of the X-ray source and R is the distance between
the source and the sample position. Due to reduced diffusion of X-rays, the source
size is comparable with the beam size at the sample position. At the Australian
Synchrotron (SAXS/WAXS), the beam sizes at sample position (focus) are 250 µm
horizontal × 25 µm vertical (FWHM). For a distance from the source of, say, R =
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40 m, the transverse coherence length (ξt), in the horizontal and vertical plane of
acceleration, are respectively ξt,h = 8 µm and ξt,v = 80 µm.
The coherence lengths put an upper limit on the separation of two emitting
electrons if they are to give rise to interference where the relative phase need to
be taken into account before squaring the electro and magnetic fields in order to
obtain the total scattered intensities. If they are further separated, they scatter
independently, squaring the two amplitudes separately and subsequently add them
to get the total scattered intensity. This is not different from classical optics.
Figure A.7: Schematic (a) longitudinal and (b) transverse coherence length108,138.
An X-ray passing through a medium, doesn’t drastically change its original (under
vacuum) coherence lengths, which is the main reason why X-ray are widely
adopted to investigate the electron distribution in media. On the other hand, the
transverse and longitudinal coherence lengths are much smaller compared with the
conventional lasers, mainly because the differences in wavelengths (commercial
lasers wavelengths (λ) are over 2000 Å). X-ray Free Electron Lasers (XFEL)
technique, recently available only in Stanford (USA) and Hamburg (Germany)
combine X-ray and high-coherent laser properties. The XFEL new frontier of
research consists in ‘performing time-resolved coherent scattering experiments in
the hard X-ray regime from which fundamental dynamics in condensed matter
ordered and disordered systems can be explored’203.
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A.4 Photoelectric (PE) scattering
Having determined X-ray E(r, t) scattered by a semi-classical multi-electron atom,
we can now calculate the differential and total atomic scattering cross sections:
dσPE(ω)
dΩ
=
dP(Θ,φ)
|Sinc.|dΩ
= r2e |F atom(q,ω)|2 sin2Θ
σPE(ω) =
PScatt.
|Sinc.|
=
8pi
3
r2e |F atom(q,ω)|2
where Sinc. =
1
2
√√ε0
µ0
E2z,0 k0
and F atom(q,ω) =
Z∑
s=1
f0,s(q)( f1,s(ω) + i f2,s(ω))
(A.12)
where the electromagnetic time-averaged P and S (Poynting vector) are the
scattered power and incident energy flux††, respectively, see Fig. 2.6, and
F atom(q,ω) is the complex atomic scattering factor, see Appendix A.2. The cross
section is the effective area for redirecting incident radiation and the differential
cross section contains information about the shape, size and interactions of the
scattering bodies. This is achieved by detecting the energy flux (S) as a function of
scattering angle to obtain a scattering pattern.
A.5 X-ray absorption by a medium
Absorption means an attenuation of the transmitted beam, losing its intensity
through all types of interactions, photoelectric (PE), Compton scattering (C), pair
production (PP), and Thomson or Rayleigh scattering (R). Considering a radiation
passing through a medium, the intensity decrease following an exponential model
dependent on the distance crossed and on a coefficient of the material (the linear
absorption coefficient, µ)108. The transmission, defined as the ratio between the
††The energy densities, P and S, are not univocally defined, they depend upon the relation adopted
among the four electromagnetic potentials. The cross section (σ), instead, is univocally defined
(invariant).
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Figure A.8: Approximated total linear absorption coefficient (µ), in red, for iron plotted as
a function of radiation energy. The four radiation-matter interactions that contribute to the
total absorption are shown in black. The four types of interactions are: photoelectric (PE),
Compton scattering (C), pair production (PP), and Thomson or Rayleigh scattering (R)135.
intensity, I(x), of a beam passed through an x length of a medium and the intensity,
I(0) = I0, of the beam at the edge of the medium, is given by:
I
I0
= e−µtotalx where µtotal = µPE +µC +µPP +µR (A.13)
The linear absorption coefficients are a function of the radiation energy and in the
X-ray range, left side (0.012 MeV) of the plot in Fig. A.8, the dominant interaction
is the photoelectric. From a practical point of view, the most useful way to quantify
photoelectric absorption is in terms of the mass absorption coefficient, µ(ω)/ρm,
because for a given element, (µ(ω)/ρm) j is independent of the form of matter
being considered. The mass absorption patterns as a function of energy in the
X-ray range for every element can be found in the National Institute of Standards
and Technology (NIST) database208, see values in Table A.1 processed in Appendix
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A.6 for a 12 keV X-ray. Thus, the mass absorption coefficient of a mixture can be
readily evaluated, knowing the weight fraction % of each element (w j), using the
following relation: 
µ
ρm

mixture
=
# of elements∑
j
w j

µ
ρm

j
(A.14)
A transverse electric field propagating at a radial distance, r, from the emitting
electron source, from eq. A.7 and A.8, is given by:
E(r, t) = Re

Ez,0 e
−iω(t−r/c)︸ ︷︷ ︸
vacuum propagation
e−i(2piδ/λ)r︸ ︷︷ ︸
φ- shift
e−(2piβ/λ)r︸ ︷︷ ︸
φ- decay

(A.15)
where the first exponential factor represents the phase advance had the wave
been propagating in vacuum, the second factor (containing 2piδr/λ) represents
the modified phase shift due to the medium, and the factor containing 2piβ r/λ
represents the decay of the wave amplitude110. Considering an X-ray propagating
along the direction xˆ, combining eq. A.15 and A.14, the following relation is
obtained: I(x)/I0 = e−2(2piβ/λ)x where, from eq. A.8, µ(ω) = 2(2piβ/λ) =
ω2p f2(ω)/cω. It is worth noticing that, for X-ray radiation, µ(ω) is proportional to
ω−1. f1 and f2 are linked by Kramers-Kroning relations110. Thus, obtaining f2(ω)
through absorption measurements, across a sufficient broad range of frequencies,
that the Kramers-Kroning integrals converges, one can determinate f1(ω). Finally,
as also reported in Table A.1, the refractive index can be calculated using its
definition provided in eq. A.8. The energy absorbed by the scattered electron is
eventually dissipated, mostly as heat by collisional interaction with the surrounding
lattice (τ‡‡ is first introduced in eq. A.2), and so the electron come to rest.
‡‡1/τ= 1/τei + 1/τee ≃ 1/τee, τee(mi/me)1/2 = τei(me/mi)1/2, τee < τei
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Table A.1: Linear mass attenuation coefficient, imaginary and real scattering factors and
variation of refractive index (comparedwith the vacuum, n= 1) for several elements passed
through by a 12 keV X-ray.
Element Z µ / ρm =⇒ f2 =⇒ f1 =⇒ δ
(cm2/g) (e/atom) (e/atom)a
H 1 0.38133 0.1096 ×10−3 1 2.574 ×10−10
O 8 3.50736 0.01600 8.027 2.069 ×10−9
Na 11 9.08 0.05953 11.08 1.346 ×10−6
Al 13 15.34 0.1180 13.13 3.792 ×10−6
Cl 17 33.89 0.3426 17.26 4.516 ×10−9
Ti 22 66.69 0.9110 22.4 6.082 ×10−6
Pb 82 82.53 4.8764 75 1.186 ×10−5
a Notice the variation compared to the atomic number ( f1 − Z) due to electrons
binding energy.
A.6 Mass absorption patterns for elements as a
function of energy
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Appendix B
Lorentz-Polarization and
Temperature Aberration
In Appendix A.4, we obtained the differential cross section (see eq. A.12) of an
incident electromagnetic wave having the transverse component of the incident
electric field (polarization) laying only in the plane of diffraction, the plane where
both ki and k (see Fig. 2.2) lays. Recognizing the relation, pi/2= 2θ +Θ, between
2θ , from Fig. 2.2, and Θ from Fig. A.3, in eq. A.12, sin2(Θ) can be replaced by
cos2(2θ ). For an unpolarized incident beam, such as that coming from an X-ray
tube, the component of the incident electric field perpendicular to the plane of
diffraction is θ independent113. cos2(2θ ) is thus replaced by (cos2(2θ ) + 1)/2 in
eq. A.12 that is commonly referred to the Thompson scattering differential cross
section. The Lorenz correction gathers three different trigonometrical correction
factors for the differential cross section113:
• Finite diffraction peak width.
• Number density of crystals oriented at the Bragg condition.
• Integrated intensity per unit length of diffraction line.
Combining the three factors of the Lorenzian correction, the polarization factor and
a further factor that take into consideration the correction due to the presence of an
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incident or diffracted beam monochromator, cos2(2θm), the result is the LP factor
in eq. B.1, also plotted in Fig. B.1.
P =
1+ cos2 2θm cos2 2θ
1+ cos2 2θm
; L =
1
sin2θ
cosθ
1
sin2θ
=
cosθ
sin2 2θ
=
1
4sin2 θ cosθ
LP =
1+ cos2 2θ cos2 2θm
8(1+ cos2 2θm) sin
2 θ cosθ
(B.1)
Figure B.1: Lorenz-polarization (only) correction factor for differential cross section of an
unpolarized incident electromagnetic wave passing through a medium113.
The temperature factor takes into consideration the atomic thermal vibration in
a crystal that increases as the temperature increases. An increase in temperature
has three main effects:
• Expansion of unit cells, shifting lines towards lower θ position.
• Decrease in diffraction line intensity (F atom0 (θh,k,l) ×
exp
−Batom(sin θh,k,l/λ)2).
• Increase in the background between peaks.
190
Appendix C
TOPAS
C.1 Launch mode refinement output
'macro taken from http://topas.dur.ac.uk/topaswiki/doku.php?id=variable_divergence_lpsd
'macro for doing variable divergence (fixed illumination length) with the inbuilt lpsd
convolution '
' Inputs required: illumination length (mm), and detector size (degrees) '
' Corrects for both peak shape and intensity. '
'use this macro if you just want to give the values: '
macro Variable_Divergence_lpsd(lenv, detv) { Variable_Divergence_lpsd(, lenv, , detv) }
'use this macro if you want to refine something: '
macro Variable_Divergence_lpsd(lenc, lenv, detc, detv) {
#m_argu lenc 'illuminated length in mm '
#m_argu detc 'size of detector in degrees '
If_Prm_Eqn_Rpt(lenc, lenv, min 0.0001 max 60)
If_Prm_Eqn_Rpt(detc, detv, min 0.0001 max 179.9999)
lpsd_th2_angular_range_degrees =CeV(detc, detv);
lpsd_equitorial_divergence_degrees =(-2 ArcTan((Rp-Sqrt(Rp∧2+CeV(lenc,lenv)∧2 Cos(Th)∧2))
Sin(Th) / (CeV(lenc,lenv) Cos(Th)∧2))) Rad;
lpsd_equitorial_sample_length_mm =Sin(Th);
lpsd_beam_spill_correct_intensity 1
}
r_exp 2.84483116 r_exp_dash 5.71243363 r_wp 4.12322628 r_wp_dash 8.27945671 r_p 3.16723813
r_p_dash 7.12150887 weighted_Durbin_Watson 1.12099149 gof 1.44937469
iters 100000
do_errors
xdd "7-NaAlH4.raw"
r_exp 2.84483116 r_exp_dash 5.71243363 r_wp 4.12322628 r_wp_dash 8.27945671 r_p 3.16723813
r_p_dash 7.12150887 weighted_Durbin_Watson 1.12099149 gof 1.44937469
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'range 1
bkg @ 687.155059'_5.13284383 3.42177282'_6.95771977 14.6107121'_5.31312761
26.9075076'_3.46956457 10.0729983'_2.72833743 11.7690817'_1.60701287 -9.97890734'_1.14015301
start_X 18
finish_X 120
LP_Factor( 0)
Rp 250
Rs 250
'Variable_Divergence_Intensity
'Variable_Divergence_Shape( 6)
Variable_Divergence_lpsd(6, 2.944)
axial_conv
filament_length 12
sample_length 25
receiving_slit_length 17
primary_soller_angle 2.5
secondary_soller_angle 2.5
axial_n_beta 30
lam
ymin_on_ymax 0.0001
la 0.0159 lo 1.534753 lh 3.6854
la 0.5691 lo 1.540596 lh 0.437
la 0.0762 lo 1.541058 lh 0.6
la 0.2517 lo 1.54441 lh 0.52
la 0.0871 lo 1.544721 lh 0.62
la !Kbeta_area 0.001623490071_LIMIT_MIN_1e-005 lo 1.392216 lh 0.5502872
la =Kbeta_area*0.51134; : 0.00083 lo 1.3925949 lh 0.5505868
la =Kbeta_area*0.226804; : 0.00037 lo 1.3917581 lh 0.5546122
la =Kbeta_area*0.206186; : 0.00033 lo 1.3934905 lh 1.2654733
la =Kbeta_area*0.113402; : 0.00018 lo 1.3913004 lh 0.8290293
prm wpa = Get(weight_percent_amorphous); : 4.77923'_0.44401
prm wpa_orig =100 wpa / (100-cor_cwp); : 8.11414‘_0.75383
prm wp_sc = 100 / (100-cor_cwp); : 1.69779'_0.00000
elemental_composition
{
Rietveld Corrected Original
AL 70.554'_0.104 67.182'_0.353 77.131'_0.599
CL 3.417'_0.060 3.254'_0.063 5.524'_0.106
H 0.339'_0.010 0.323'_0.010 0.548'_0.018
NA 4.148'_0.067 3.949'_0.074 6.705'_0.126
O 20.319'_0.095 19.348'_0.000 0.000'_0.000
TI 1.224'_0.051 1.165'_0.051 1.978'_0.086
Other 0.000'_0.000 4.779'_0.444 8.114'_0.754
}
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'without: 70.188/2.052 = 34.2
'with: 69.497/2.694 = 25.8
prm !ratio = 78.83/2.79; : 28.25448
element_weight_percent Al al_atom 70.55417660'_0.10384442
str
LVol_FWHM_CS_G_L( 1, 57.63608'_1.71682, 0.89, 73.14305'_2.32193,@, 165.42054'_9.91233,@,
111.05428'_3.77472)
r_bragg 1.93282142
phase_MAC 31.5902045
phase_name "Corundum, syn"
MVW( 611.768, 255.025'_0.009, 43.163'_0.201)
prm cor_cwp =Get(corrected_weight_percent); : 41.10000'_0.00000
spiked_phase_measured_weight_percent 41.1
space_group 167
scale @ 0.0140578292'_9.368e-005
Phase_LAC_1_on_cm( 125.83621'_0.00467)
Phase_Density_g_on_cm3( 3.98339'_0.00015)
Trigonal(@ 4.760285'_0.000067,@ 12.995296'_0.000317)
site Al_1 num_posns 12 x 0 y 0 z 0.35228 occ Al !occ_Al_1_000461212 1 beq !beq_Al_1_000461212
0.45
site O_1 num_posns 18 x 0.3062 y 0 z 0.25 occ O !occ_O_1_000461212 1 beq !beq_O_1_000461212
0.45
'==============================================================================================
str
LVol_FWHM_CS_G_L( 1, 57.03458'_2.44625, 0.89, 54.03317'_2.31752,@, 60.71143'_2.60395,@,
147470694051.32352'_1.44937_LIMIT_MIN_50 min =50;)
r_bragg 4.77650629
phase_MAC 37.3608182
phase_name "NaAlH4"
MVW( 216.012, 287.331'_0.112, 4.538'_0.138)
prm NaAlH4_cwp =Get(corrected_weight_percent); : 4.32107'_0.13949
prm =NaAlH4_cwp wp_sc; : 7.33628‘_0.23683
space_group I41/a:2
scale @ 0.00371515257'_0.0001174
Phase_LAC_1_on_cm( 46.64042'_0.01810)
Phase_Density_g_on_cm3( 1.24838'_0.00048)
Tetragonal(@ 5.028998'_0.000702,@ 11.361060'_0.003066)
site Na1 num_posns 4 x 0 y 0.25 z 0.125 occ Na+1 1 beq 5.124369592
site Al1 num_posns 4 x 0 y 0.25 z 0.625 occ Al+3 1 beq 2.805717426
site H1 num_posns 16 x 0.2626 y 0.5967 z 0.04 occ H-1 1 beq 1
Preferred_Orientation(@, 1.03016'_0.06287„ 0 2 0)
str
LVol_FWHM_CS_G_L( 1, 51.27495'_2.21444, 0.89, 71.68283'_3.09581„,@, 80.54251'_3.47844)
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r_bragg 2.52759149
phase_MAC 75.7992574
phase_name "NaCl"
MVW( 233.771, 179.684'_0.017, 5.633'_0.098)
prm NaCl_cwp =Get(corrected_weight_percent); : 5.36353'_0.10327
prm =NaCl_cwp wp_sc; : 9.10616‘_0.17534
space_group 225
scale @ 0.00681389251'_0.0001231
Phase_LAC_1_on_cm( 163.75510'_0.01528)
Phase_Density_g_on_cm3( 2.16038'_0.00020)
Cubic(@ 5.642914'_0.000176)
site Na_1 num_posns 4 x 0 y 0 z 0 occ Na !occ_Na_1_000050628 1 beq 1
site Cl_1 num_posns 4 x 0.5 y 0.5 z 0.5 occ Cl !occ_Cl_1_000050628 1 beq 1
/*
Primary Reference: Swanson, Fuyat. Natl. Bur. Stand. (U. S. ), Circ. 539 II, 41 (1953).
Crystal Structure: Crystal Structure Source: LPF.
Optical Data: Dana's System of Mineralogy, 7th Ed. II, 4.
*/
str
LVol_FWHM_CS_G_L( 1, 73.44779'_1.22714, 0.89, 86.68747'_1.44119,@, 148.19410'_3.26476,@,
178.00121'_4.44873)
r_bragg 1.32907522
phase_MAC 49.4798548
phase_name "Aluminum"
MVW( 107.926, 66.467'_0.001, 43.374'_0.181)
prm Al_cwp =Get(corrected_weight_percent); : 41.30091'_0.31149
prm =Al_cwp wp_sc; : 70.12038‘_0.52885
space_group 225
scale @ 0.307237917'_0.001097
Phase_LAC_1_on_cm( 133.41380'_0.00242)
Phase_Density_g_on_cm3( 2.69633'_0.00005)
Cubic(@ 4.050742'_0.000025)
site Al_1 num_posns 4 x 0 y 0 z 0 occ Al !occ_Al_1_000040787 1 beq 1
str
LVol_FWHM_CS_G_L( 1, 32.98630'_5.28713, 0.89, 39.48583'_6.20936,@,
70.53416'_14.84764_LIMIT_MIN_0.3,@, 75.89924'_17.89541_LIMIT_MIN_0.3)
r_bragg 2.07493796
phase_MAC 105.2727
phase_name "Al3Ti"
MVW( 257.623, 127.590'_0.043, 3.293'_0.137)
prm Al3Ti_cwp =Get(corrected_weight_percent); : 3.13527'_0.13609
prm =Al3Ti_cwp wp_sc; : 5.32303‘_0.23106
space_group 139
scale @ 0.00509000834'_0.0002183
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Phase_LAC_1_on_cm( 352.96670'_0.11944)
Phase_Density_g_on_cm3( 3.35288'_0.00113)
Tetragonal(@ 3.851814'_0.000474,@ 8.599750'_0.001998)
site Ti_1 num_posns 2 x 0 y 0 z 0 occ Ti !occ_Ti_1_000371449 1 beq !beq_Ti_1_000371449 0.39478
site Al_1 num_posns 2 x 0 y 0 z 0.5 occ Al !occ_Al_1_000371449 1 beq !beq_Al_1_000371449 0.7264
site Al_2 num_posns 4 x 0 y 0.5 z 0.25 occ Al !occ_Al_2_000371449 1 beq !beq_Al_2_000371449
0.51085
for strs { Specimen_Displacement(sd, -0.33370‘_0.00106) }
hkl_Is
hkl_m_d_th2 0 0 5 2 8.000000 11.05083 I 411.7491084
hkl_m_d_th2 0 0 6 2 6.666667 13.27009 I 0.003472735948_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 7 2 5.714286 15.49436 I 137.3670193
hkl_m_d_th2 0 0 8 2 5.000000 17.72452 I 1.085760776_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 9 2 4.444444 19.96147 I 1377.051586
hkl_m_d_th2 0 0 10 2 4.000000 22.20614 I 853.5769088
hkl_m_d_th2 0 0 11 2 3.636364 24.45946 I 23.94590306_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 12 2 3.333333 26.72244 I 202.4577816
hkl_m_d_th2 0 0 13 2 3.076923 28.99608 I 68.23573074_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 14 2 2.857143 31.28144 I 161.2054571
hkl_m_d_th2 0 0 15 2 2.666667 33.57965 I 93.4026827
hkl_m_d_th2 0 0 16 2 2.500000 35.89184 I 133.0944368
hkl_m_d_th2 0 0 17 2 2.352941 38.21925 I 172.0925393
hkl_m_d_th2 0 0 18 2 2.222222 40.56316 I 216.4906247
hkl_m_d_th2 0 0 19 2 2.105263 42.92492 I 200.8578948
hkl_m_d_th2 0 0 20 2 2.000000 45.30598 I 157.7246755
hkl_m_d_th2 0 0 21 2 1.904762 47.70788 I 143.1819188
hkl_m_d_th2 0 0 22 2 1.818182 50.13224 I 42.93491439_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 23 2 1.739130 52.58085 I 115.9975474_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 24 2 1.666667 55.05558 I 179.8943003
hkl_m_d_th2 0 0 25 2 1.600000 57.55850 I 38.38785666_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 26 2 1.538462 60.09181 I 361.7681562
hkl_m_d_th2 0 0 27 2 1.481481 62.65795 I 576.8933662
hkl_m_d_th2 0 0 28 2 1.428571 65.25956 I 362.0835463
hkl_m_d_th2 0 0 29 2 1.379310 67.89956 I 151.0330596_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 30 2 1.333333 70.58117 I 259.6110878
hkl_m_d_th2 0 0 31 2 1.290323 73.30796 I 79.56637824_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 32 2 1.250000 76.08392 I 275.3614576
hkl_m_d_th2 0 0 33 2 1.212121 78.91354 I 165.118814_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 34 2 1.176471 81.80189 I 670.3398257
hkl_m_d_th2 0 0 35 2 1.142857 84.75476 I 2.491914408e-013_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 36 2 1.111111 87.77875 I 64.71874785_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 37 2 1.081081 90.88156 I 1.000013553e-015_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 38 2 1.052632 94.07217 I 1.983498084_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 39 2 1.025641 97.36119 I 6.883491379e-014_LIMIT_MIN_1e-015
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hkl_m_d_th2 0 0 40 2 1.000000 100.76131 I 378.1670661
hkl_m_d_th2 0 0 41 2 0.975610 104.28797 I 135.620841_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 42 2 0.952381 107.96022 I 183.5956928_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 43 2 0.930233 111.80205 I 166.8376477_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 44 2 0.909091 115.84441 I 63.11577266_LIMIT_MIN_1e-015
hkl_m_d_th2 0 0 45 2 0.888889 120.12843 I 1127.62786
LVol_FWHM_CS_G_L( 0.89, 0.85325, 0.89, 1.34028„„ 1.50593351)
phase_name "bkg"
scale @ 5.94774776'_0.05264
space_group "P4"
Tetragonal( 0.5, 40)
C_matrix_normalized
{
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
bkg14bf5f0 1: 100 -96 97 -89 88 -69 25 -4 5 -6 0 -1 6 0 -4 1 -10 0 -1 5 -7 -0 4 -5 5 -0 6 -8 9 1
-0 -98
bkg14bf690 2: -96 100 -95 95 -86 75 -22 -1 1 -2 -0 1 -5 0 4 -1 8 0 0 -2 2 -1 -6 8 -9 1 -9 13 -15
-1 1 96
bkg14bf730 3: 97 -95 100 -90 92 -71 32 2 -3 4 0 -1 3 0 -4 1 -5 -0 -0 1 -2 -0 5 -6 6 -0 10 -14 17
0 0 -95
bkg14bf7d0 4: -89 95 -90 100 -84 81 -24 -4 6 -7 -0 1 -2 0 4 -1 3 1 -0 2 -3 -1 -7 9 -10 1 -12 17
-20 -0 1 89
bkg14bf870 5: 88 -86 92 -84 100 -70 45 0 -0 0 0 -1 1 0 -4 1 -2 -0 -0 -1 0 -1 5 -7 6 -0 10 -13 16
-0 -0 -85
bkg14bf910 6: -69 75 -71 81 -70 100 -28 -1 1 -3 0 1 -0 0 4 -1 1 1 -0 3 -5 -1 -6 8 -8 1 -9 12 -15
-1 1 69
bkg14bf9b0 7: 25 -22 32 -24 45 -28 100 -0 1 -0 1 -0 -3 0 -1 -0 4 -1 0 -3 3 -1 1 -2 4 0 2 -2 3 -1
1 -19
m59f00391_0 8: -4 -1 2 -4 0 -1 -0 100 -86 53 -3 0 -2 0 2 3 3 -2 2 -2 3 -1 -2 3 -2 -2 3 -5 7 -2 1
-0
m59f00391_1 9: 5 1 -3 6 -0 1 1 -86 100 -72 0 -1 3 0 -3 -1 -5 2 -2 3 -4 -0 3 -4 2 1 -5 7 -10 2 -1
1
scaleeff0c0_ 10: -6 -2 4 -7 0 -3 -0 53 -72 100 -0 0 -3 0 1 1 6 -2 1 -4 6 1 -3 3 -2 -1 6 -9 12 -1
1 -1
a13eb2a8_ 11: 0 -0 0 -0 0 0 1 -3 0 -0 100 -37 0 0 0 -37 -1 4 1 -0 -1 9 -2 0 1 29 0 0 -1 3 2 -0
c13eb3a8_ 12: -1 1 -1 1 -1 1 -0 0 -1 0 -37 100 -1 0 2 -25 2 2 0 3 -2 2 -2 -1 0 16 -2 2 -2 1 2 1
m59f00391_2 13: 6 -5 3 -2 1 -0 -3 -2 3 -3 0 -1 100 0 -1 1 -49 -5 -0 3 -1 1 -1 0 -0 -1 -2 2 -3 0
-0 -5
m59f00391_3 14: 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -0 0 0 0
m59f00391_9 15: -4 4 -4 4 -4 4 -1 2 -3 1 0 2 -1 0 100 -3 25 4 -6 23 -24 -11 -1 1 -1 3 0 -0 1 1
-1 4
sd 16: 1 -1 1 -1 1 -1 -0 3 -1 1 -37 -25 1 0 -3 100 -1 -10 -2 -1 2 -21 7 -2 0 -78 2 -4 4 -6 -5 -1
scaleeff318_ 17: -10 8 -5 3 -2 1 4 3 -5 6 -1 2 -49 0 25 -1 100 2 -2 7 -7 -5 1 -1 0 2 3 -4 6 0 -0
7
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a13eb728_ 18: 0 0 -0 1 -0 1 -1 -2 2 -2 4 2 -5 0 4 -10 2 100 -61 3 -7 -2 -0 -0 -0 8 -1 1 -1 0 -0
0
c13eb828_ 19: -1 0 -0 -0 -0 -0 0 2 -2 1 1 0 -0 0 -6 -2 -2 -61 100 -4 10 8 -0 -0 -0 1 -0 0 -1 0 1
1
m59f00391_4 20: 5 -2 1 2 -1 3 -3 -2 3 -4 -0 3 3 0 23 -1 7 3 -4 100 -69 -7 2 -2 1 0 1 1 -1 -0 -2
-2
scaleeff570_ 21: -7 2 -2 -3 0 -5 3 3 -4 6 -1 -2 -1 0 -24 2 -7 -7 10 -69 100 5 -1 1 1 -1 0 -1 1
-2 3 3
a13ebc28_ 22: -0 -1 -0 -1 -1 -1 -1 -1 -0 1 9 2 1 0 -11 -21 -5 -2 8 -7 5 100 -2 1 -1 16 -1 2 -2
-2 7 -0
m59f00391_5 23: 4 -6 5 -7 5 -6 1 -2 3 -3 -2 -2 -1 0 -1 7 1 -0 -0 2 -1 -2 100 -86 45 -7 -12 16
-19 -6 -2 -5
m59f00391_6 24: -5 8 -6 9 -7 8 -2 3 -4 3 0 -1 0 0 1 -2 -1 -0 -0 -2 1 1 -86 100 -60 1 19 -24 27 5
3 7
scaleeff7c8_ 25: 5 -9 6 -10 6 -8 4 -2 2 -2 1 0 -0 0 -1 0 0 -0 -0 1 1 -1 45 -60 100 -1 -16 21 -27
-1 -3 -7
a13ec0a8_ 26: -0 1 -0 1 -0 1 0 -2 1 -1 29 16 -1 0 3 -78 2 8 1 0 -1 16 -7 1 -1 100 2 -1 -1 5 4 0
m59f00391_7 27: 6 -9 10 -12 10 -9 2 3 -5 6 0 -2 -2 0 0 2 3 -1 -0 1 0 -1 -12 19 -16 2 100 -91 63
1 0 -9
m59f00391_8 28: -8 13 -14 17 -13 12 -2 -5 7 -9 0 2 2 0 -0 -4 -4 1 0 1 -1 2 16 -24 21 -1 -91 100
-82 -1 -1 12
scaleeffa20_ 29: 9 -15 17 -20 16 -15 3 7 -10 12 -1 -2 -3 -0 1 4 6 -1 -1 -1 1 -2 -19 27 -27 -1 63
-82 100 0 1 -14
a13ec4a8_ 30: 1 -1 0 -0 -0 -1 -1 -2 2 -1 3 1 0 0 1 -6 0 0 0 -0 -2 -2 -6 5 -1 5 1 -1 0 100 -56 -1
c13ec5a8_ 31: -0 1 0 1 -0 1 1 1 -1 1 2 2 -0 0 -1 -5 -0 -0 1 -2 3 7 -2 3 -3 4 0 -1 1 -56 100 1
scaleeffa98_ 32: -98 96 -95 89 -85 69 -19 -0 1 -1 -0 1 -5 0 4 -1 7 0 1 -2 3 -0 -5 7 -7 0 -9 12
-14 -1 1 100
}
C.2 Specimen displacement macro
'macro taken from http://topas.dur.ac.uk/topaswiki/doku.php?id=debye-scherrer_specimen_
displacement
macro Debye_Scherrer_Specimen_Displacement { DSSD }
macro DSSD(u, u_v) { DSSD(u, u_v„90) } ''standard displacement perpendicular to the beam
macro DSSD(u, u_v, s, s_v)
{
#m_argu u ''offset of the sample from the centre of the gonio
#m_argu s ''angle subtended from the "sample" position to the actual centre of the gonio (in
deg)
If_Prm_Eqn_Rpt(u, u_v, min =-Rs/10; max =Rs/10;) ''max offset of a tenth of a radius
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If_Prm_Eqn_Rpt(s, s_v, min =-180; max =180;) ''full rotation is provided by a negative u
length.
'' You need "Rad" at the beginning, as th2_offset takes a value in degrees, and this formula is
in radians
''This is the small angle implementation, the full one should have Arcsin() around everything
after the Rad
th2_offset = Rad (CeV(u, u_v) / Rs) Sin(2 Th - CeV(s, s_v) Deg);
}
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Photoelectric Differential Cross
Section as a Function of Wavelength
The following equation expresses the relation between the atomic absorption total
cross section and the imaginary part of the atomic scattering factor ( f2) as a function
of angular frequency108 (ω):
σatom =

µ
n

atom
=
1
natom
ω2p f2(ω)
cω
(D.1)
where natom is the atomic number density. This equation is obtained from the last
step of eq. A.8, while f2 was introduced in eq. A.5. The differential cross section
(of sample or per unit of volume) as a function of wavelength is given explicitly for
two different particular cases as follow:
∂ΣPE
∂Ω
(q,λ)
X-ray only≃ λ3
λ30
dΣPE
dΩ
(q,λ0) for λ≃ λs
∂ΣPE
∂Ω
(q,λ)
X-ray only≃ λ
λ0
dΣPE
dΩ
(q,λ0) for λ << λs ∀s
(D.2)
λs is the wavelength of the binding energy associated to an electron (s).
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Appendix E
MATLAB Code
function [] = ReadDatFile()
clear all
cd('J:\SAE\PHYSICS\HSRG\Data\SizeDist-McSAS\ABS-INT-400-NaAlH4-In-situ-McSas-MatLab')
%21v-shot1_3254.dat is the BG.
fid = fopen('21v-shot1_3254_SAXS.dat','r');
datacell2 = textscan(fid, '%f%f%f', 'HeaderLines', 1,'HeaderLines',2);
fclose(fid);
vshot13254=[datacell2{1},datacell2{2},datacell2{3}];
%ds.dat are the solid thicknesses.
fid2 = fopen('ds.dat','r');
datacell3 = textscan(fid2, '%f');
fclose(fid2);
ds=[datacell3{1}];
%It is countes the # of patterns (NF).
files=dir('1*.dat');
NF = length(files);
for nf=1:NF
nf
files = ['1 (' num2str(nf) ').dat'];
fid = fopen(files,'r');
datacell = textscan(fid, '%f%f%f', 'HeaderLines', 1,'HeaderLines',2);
fclose(fid);
% a1 is a SAXS data.
a1=[datacell{1},datacell{2},datacell{3}];
a1=[a1(:,1),a1(:,2) - vshot13254(:,2),a1(:,3) + vshot13254(:,3)];
% Below, it si removed the artefacts due to second order scattering
% (scattering of scattered X-rays).
a1=a1(1:298,:);
a1( 254:263 , : ) = [];
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a1( 207 , : ) = [];
a1( 168 , : ) = [];
a1( 144 , : ) = [];
a1( 139 , : ) = [];
% Changes in the units of measure, from Å−1 to nm−1 and from cm−1 to m−1, and normalization
% dividing by solid thickness. The intensity is multiplied by 100 because in McSAS it is express
% in m−1. 0.1055 cm is the thickness of the carbon film used to calibrate the SAXS apparatus.
a1 = [10*a1(:,1),10.55*a1(:,2)/ds(nf,1),10.55*a1(:,3)/ds(nf,1)];
filename = files(1:end-4);
save(['saxs_',filename,'.dat'], 'a1','-ascii');
end
end
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NaAlH4 Certificate of Analysis
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Appendix G
A Rietveld Refinement Limitation
A minor limitation for the quantification of Ti-containing phases using the Rietveld
refinement method is caused by the higher (compared to the other atoms present in
the sample) binding energy of Ti (Z = 22, EK-absorption edge = 5.0 keV) core electrons,
which are comparable (ω≃ωs, see Appendix A.3) with the X-ray energies used (ex
situ, EX-ray = 8 keV and in situ, EX-ray = 12 keV), see Fig. A.6(b). In fact, in TOPAS,
the atomic scattering factor, F atomic(q,ω), (see Appendix A.2) is implemented by
correcting the zero order (ω >> ωs) atomic form factor intensity, F
atomic(q,ω →
∞) = F atomic0 (q), adding to it a first order in energy (ωs/ω) compensation function.
Such complex compensation function used for energies ranging from 10 to 30000
eV tend to be less accurate for atoms having electron binding energies comparable
with the X-ray energies used209.
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Appendix H
NaMgH3-400 and -450 McSAS
Spherical Pore Shape Analysis
Figure H.1: (a) In situ pore size related distributions, ϕi, scan # × constscan #, obtained
applying McSAS (spherical pore shape) analysis to SAXS patterns of NaMgH3-400
decomposition and (b) the corresponding WAXS patterns.
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Figure H.2: (a) In situ pore size related distributions, ϕi, scan #×constscan #, obtained applying McSAS (spherical pore shape) analysis to SAXS
patterns of NaMgH3-450 decomposition and (b) the corresponding WAXS patterns.
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Appendix I
Pore Statistic
The longitudinal coherence length (ξl) of the X-rays adopted, as discussed in
Appendix A.3, is 258 nm, which would limit the number of diffractive pore
layers that would produce a positive interference along the direction of the
X-rays propagation. For instance, for a spatially ordered mesopore body centered
cubic (BCC) structure having a d110-space of the order of 10 nm, the number
of diffractive pore layers would be limited to much less than (<< 258 nm/10
nm =) 25.8. Similarly, overall less effective, due to transverse horizontally and
vertically coherence lengths (ξt,h = 8 µm and ξt,v = 80 µm) with respect to the
plan of electron acceleration, the number of diffractive layers, along the transverse
directions with respect to the X-rays propagation, would be limited to be << 800
and 8000 respectively. Such limitation on the portion of an eventual spatially
ordered pore aggregation, that would produce constructive interferences, would
result in a broadening of the diffraction peaks. In fact, considering the portion of
an eventual spatially ordered pore aggregation composed by 5 (<< 25.8) diffractive
pore layers, according to the Scherrer equation 2.13 (using a k = 0.9)113,210, the
diffraction peak in the SAXS pattern, that would appear in correspondence with
the d110-space relative momentum transfer q = 0.0628 Å−1, would extend across a
q-range of ∆q = q+ − q− = 0.112− 0.035 = 0.077 Å−1. If mesopores are arranged
in a spatially-ordered structure, the relative diffraction peaks would be difficult to
209
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detect due to the effect of peak broadening caused by the limitation imposed by the
longitudinal coherence length of the X-rays used.
For the hypothetical spatially ordered pore aggregation introduced above (BCC,
d110-space ≃ 10 nm), the relative uncertainty on the peak intensities would be
expected to be less than 1%. Let’s consider, for example, the spatially ordered
mesopore BCC structure, introduced above, having a d110-space of the order
of 10 nm and mmultiplicity = 12, for which a diffraction peak in the SAXS
pattern would appear at q = 0.0628 Å−1. Because diffraction peak intensities
are proportional to the amount of ordered pore aggregation, if a 1% relative
uncertainty on diffraction peak intensities is required, a 1% relative uncertainty
on the number of ordered pore aggregation is required. The number of ordered
pore aggregates, having Nlayers (number of layers), that would contribute to the
d110-space relative diffraction peak (q110 = 0.0628 Å−1) would be equivalent to the
ratio (n) between the statistical volume (Villuminated) and the volume occupied by
the suitable orientated (Oorientation = sin(θ110)×∆θ110/2) aggregations (Vaggregation =
[Nlayers × d110-space]3 = [k × λ]3/[∆θ110 × cos(θ110)]3). The statistical volume
(Villuminated) of diffraction to be considered is limited by the physical illuminated
volume of the sample, consisting of an area of the beam (250 µm horizontally
FWHM × 150 µm vertically FWHM) multiplied by the thickness of the sample
(550 ± 50 µm). Only the (100 × ϕmeso =) 3 ± 1%, corresponding to mesopore
contribution as discussed in §5.3.1, of such volume (Villuminated) has to be considered.
Following the Poisson statistics117, a 1% relative uncertainty in the number of
ordered pore aggregates (0.01 =
p
n/n) corresponds to number of ordered pore
aggregates, n (= Villuminated × ϕmeso porosirty × mmultiplicity × Oorientation/Vaggregation), of
104. The minimum q-range (∆q110 = 4pi×∆ sin(θ )/λ) extension for this specific
diffraction peak required in order to have at least a 1% relative uncertainty on the
diffraction peak intensities is calculated using∆θ110 (θ = θ110±∆θ110/2) obtained
by combining the equations above. ∆θ110, in radians, is given in the following
210
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equation:
∆θ110 =

2n
Villuminatedϕmesommultiplicity sinθ110
 1
4

kλ
cosθ110
 3
4
(I.1)
The minimum q-range, ∆q110, so obtained is 0.005 Å
−1† at q110 value of 0.0628
Å−1 which is relative small compared with the q-axis range of the measured SAXS
pattern (Fig. 5.4(a)). If pores are arranged in a spatially ordered structure and
investigated using adequately coherent X-rays, relative small broadened diffraction
pecks (∆qhkl > qhkl ± 4%) would present statistically significant intensities.
†This specific q-range would correspond to a mesopore ordered aggregation of (Nlayers =) 21
layers.
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Appendix J
NaAlH4-450 McSAS Spherical Pore
Shape Analysis
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Figure J.1: (a) In situ pore size relative distributions, ϕi, scan #×constscan #, obtained applying McSAS (spherical pore shape) analysis to SAXS
patterns of NaAlH4-450 decomposition and (b) the corresponding WAXS patterns.
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Appendix K
Sintering Temperature and Time
Effects on the Growth of Pores
In Fig. K.1, normalizedIAbsq
4 SAXS data are plotted in the vicinity of the high-q
Porod limit range of the porous structure for two sets of in situmeasurements (400
and 450 °C isothermal sintering condition). The time is given as minutes from the
saturation of NaAlO2. Once the NaAlO2 phase formation saturates, mesopores are
no longer formed by crystalline structure changes.
The q value at which each data set in Fig K.1 first intersects 1 on the vertical
axis increases with decreasing time. These points represent the transition of IAbsq
4
between the q-range affected by mesopore sizes that have appreciable contribution
to the total porosity (lower q, before constant trend of IAbsq
4), see eq. 2.36, and
the Porod regime (constant trend of IAbsq
4). The decrease in this q value with time
shows that the pores are growing. For the 400 °C set of patterns, the pores stopped
growing after at most 2 minutes, whereas for the 450 °C set it took at most 60
min. For the 400 °C set of patterns, the 2 min patterns has a higher mesoporosity
contribution to the total porosity compared with the 60 min pattern for the 450 °C
set because the transition to the Porod regime occurs at a lower q value.
Fig. K.1, also shows that the high q scattering does not change over time. This
shows that the behaviour at small length scales is time-independent, andmost likely
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Figure K.1: SAXS data of oxidized (a) NaAlH4-400 and (b) NaAlH4-450 decomposed
samples given as IAbsq
4 normalised at q = (a) 0.0241 Å−1 and (b) 0.0411 Å−1. The time is
given as minutes from the saturation of NaAlO2.
due to surface effects in all types of porosity related to the movement of Al at the
elevated temperature.
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Unified Fit
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Figure L.1: (a) SAXS data for the 10-NaAlH4 and 34-NaAlH4 samples, plotted as IAbs×q3.14
(a. u.) vs. q (Å−1) on a log vs. log scale. The red line, the dark brown and light brown
dashed lines denote the unified calculated intensity, Guinier regime and Porod regime
contributions to the calculated intensity, respectively. (b) SAXS data for the Ti-enriched Al
scaffold (8.9 wt% amorphous) and Al scaffold (1.8 wt% amorphous), plotted as IAbs×q3.86
(a. u.) vs. q (Å−1) on a log vs. log scale. The light brown dashed lines denote the Porod
regime.
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Appendix M
TPD-MS Measurements for Oxygen
Contamination
Figure M.1: TPD-MS plot of O2 pressure (mbar) vs. time (s) as recorded by the
mass-spectrometer for the 7-NaAlH4 sample. The pattern is fluctuating around 0 mbar,
typical of device noise. The hydrogen pressure recorded for the same sample at t = 0
seconds is 7.3 × 10−10 mbar, which monotonically increases up to 7.6 × 10−5 mbar.
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TPD-MS Data Fit
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Figure N.1: Rate of H2 release with temperature normalised per unit area acquired by
applying a constant heating rate of 2 °C/min, for (a) NaAlH4-Ti and (b) 30-NaAlH4. (a) blue
and (b) black symbols connected with lines denote the observed TPD-MS data. The green,
cranberry and red lines denote the calculated TPD-MS data, fitted using two pseudo-Voigt
profiles, for the first and second step of desorption, and the sum of the two, respectively.
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Appendix O
Statement From the Co-Authors
ToWhom ItMay Concern I, Enrico Ianni, contributed significantly to all components
of the paper/publication entitled ’Synthesis and characterisation of a porous Al
scaffold sintered from NaAlH4’ (Journal of Materials Science, 2018, 53, 1076 –
1087).
(Enrico Ianni, Candidate)
I, as a Co-Author, endorse that this level of contribution by the candidate indicated
above is appropriate.
(M. V. Sofianos) (D. A. Sheppard) (M. R. Rowles)
(T. D. Humphries) (S. Liu) (C. E. Buckley)
223
Appendix O: Statement From the Co-Authors
To Whom It May Concern I, Enrico Ianni, contributed significantly to all aspects
of all components of the paper/publication entitled ’Synthesis of NaAlH4/Al
composites and their applications in hydrogen storage’ (International Journal of
Hydrogen Energy, 2018, 43, 17309 – 17317).
(Enrico Ianni, Candidate)
I, as a Co-Author, endorse that this level of contribution by the candidate indicated
above is appropriate.
(M. V. Sofianos) (M. R. Rowles) (D. A. Sheppard)
(T. D. Humphries) (C. E. Buckley)
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