Abstract. We study several schemes of rst or second-order accuracy based on kinetic approximations to solve pressureless and isothermal gas dynamics equations. The pressureless gas system is weakly hyperbolic, giving rise to the formation of density concentrations known as delta-shocks. For the isothermal gas system, the in nite speed of expansion into vacuum leads to zero timestep in the Godunov method based on exact Riemann solver. The schemes we consider are able to bypass these di culties. They are proved to satisfy positiveness of density and discrete entropy inequalities, to capture the delta-shocks and treat data with vacuum.
Introduction
The purpose of this work is to study some numerical approximations of the pressureless gas and isothermal gas dynamics equations. These equations take the form t + div( u) = 0; ( u) t + div( u u + 2 I) = 0; The momentum will also be denoted by q u. When = 0, (1) is referred to as the pressureless gas equations, that arise in the modeling of sticky particles to explain the formation of large scale structures in the universe 26, 24]. The pressureless system has been studied at the theoretical level by several authors, In the pressureless gas system, the Jacobian matrix of the ux is a Jordan block, thus the system is weakly hyperbolic. A main feature of this weakly hyperbolic system is the development of delta-shocks and the emergence of the vacuum state. For the isothermal gas equations, > 0, the density pro le forms a concentration that turns to a delta-wave as ! 0 12, 13]. Vacuum state cannot form for this system, but if we start from vacuum, an expansion occurs at in nite velocity. Thus the Godunov method based on the exact Riemann solver requires the timestep to be zero for numerical stability, resulting in the failure of the method. Some numerical schemes were introduced in 2], 4], 5] for the pressureless gas and related equations, and this paper can be viewed as a continuation of these earlier investigations. We consider here several rst-order and second-order schemes based on kinetic approximations that are able to treat delta-waves and vacuum, and compare their numerical performances. The maximum principle on the velocity u is also established.
In the case of isothermal gas dynamics, we introduce a kinetic scheme that reduces to the kinetic scheme for pressureless gas as ! 0. This kinetic scheme is able to treat vacuum state since it takes the form of a ux vector splitting, giving some approximate Riemann solver that can deal with the vacuum state with nonzero timestep for numerical stability. Indeed we establish an entropy inequality under some natural CFL condition. Weakly hyperbolic systems also arise in mathematical modellings of multiphase geometrical optics 15, 18] . Simple and e cient numerical schemes for such problems include the Lax-Friedrichs scheme and its second order extension 15, 17] . Compared with upwind type schemes{including the Godunov and kinetic schemes, the central schemes o er greater simplicity and e ciency, yet are slightly more di usive. See more numerical experiments carried out in 16, 18] .
The paper is organized as follows. In Section 2 we study several schemes for the one-dimensional pressureless gas equations. In Section 3 we generalize some kinetic schemes to two dimensions. In Section 4 we study a kinetic scheme for an isothermal gas, and in Section 5 we perform numerical tests.
kinetic schemes for one-dimensional pressureless gas
As is now classical, gas dynamics equations can be solved by kinetic schemes, see 9], 19]. We refer for example to 3] for general properties of such schemes. For the pressureless system (1) with = 0, a simple function can be taken as a Maxwellian 2] , and the scheme can be written as follows in one space dimension. Starting from functions n (x) and u n (x) at time t n , one solves the transport equation @ t f + @ x f = 0 in R x R ]t n ; t n+1 ; f(x; ; t n ) = f n (x; ) = M( n (x); u n (x); ); (3) where the Maxwellian is de ned for any 0, u 2 R and 2 R by M( ; u; ) = ( u): (4) The transport equation has the exact solution f(x; ; t) = f n (x (t t n ); ) for t n t < t n+1 . In the projection step, let w(x; t n ) dx: (6) It remains only to de ne functions n (x) and u n (x) from the average values Notice that this algorithm keeps the nonnegativeness of the density since f itself is nonnegative, and satis es the maximum principle on the velocity u, in the following form,
which is easily seen from (5) and by the fact that from (3) and (4), the support in of f lies in the range of u n . The same inequalities (7) hold obviously also for q n+1 j = n+1 j . In order to obtain an explicit formula, one integrates the transport equation (3) over (x j 1=2 ; x j+1=2 ) R (t n ; t n+1 ), and a conservative numerical scheme is obtained as
where
In addition, one can compute the integrals over R + and R separately and then the numerical ux can be written in the ux vector splitting form, 
2.1. First-order kinetic scheme. For a rst-order scheme, one uses piecewise constant data, (x) = j ; u(x) = u j ; for x j 1=2 < x < x j+1=2 :
(12) Note that under the CFL condition ju j j t x;
(13) the integrals involved in (11) have support on at most one point. For instance, the integral for F + j+1=2 has support f = u j g only if u j is nonnegative. Therefore,
Similarly,
with the convention u + + u = u, u + u = juj. Thus the nal scheme takes the form (8), (10), (14), (15) , with q n j = n j u n j . As is easily seen, under the CFL condition (13), this rst-order kinetic scheme keeps the density nonnegative and satis es the maximum principle on the velocity u. Other properties, like entropy inequalities or the TVD property on u, can also be proved, see 2].
2.2. Godunov scheme. To compare with the kinetic scheme, we also derive the rst-order Godunov scheme in this section. As was derived in 2], 23], the Riemann problem (1) with = 0 and initial data ( 0 (x); u 0 (x)) = ( j ; u j ) x < x j+1=2 ; ( j+1 ; u j+1 ) x > x j+1=2 ; (16) where u j u j+1 , has the delta-shock solution ( (x; t); u(x; t)) = 8 < : ( j ; u j )
x < x j+1=2 + u t; (w(t) (x x j+1=2 u t); u ) x = x j+1=2 + u t; ( j+1 ; u j+1 ) x > x j+1=2 + u t; 
In the case when u = 0, there is a stationary delta-shock at the interface, thus the formula has to be explained a bit. We choose arbitrarily to put half of the mass to the left and the other half to the right of the line x = x j+1=2 . This means that
In order to see which numerical ux we get, we write down the nite di erence formula and assuming that F (1) j 1=2 = j u j , this yields by using the fact that u = 0 F (1) j+1=2 = j u j 1 2 p j j+1 (u j u j+1 ) = 1 2 ( j u j + j+1 u j+1 ): On the contrary, there is no momentum on the delta-shock since u = 0, and a similar computation as above gives the ux F (2) j+1=2 = j u 2 j = j+1 u 2 j+1 .
In the case where u j < u j+1 , the exact solution of the Riemann problem contains vacuum and is given by ( (x; t); u(x; t)) = ( j ; u j ) x < x j+1=2 + u j t; (0; unde ned) x j+1=2 + u j t < x < x j+1=2 + u j+1 t; ( j+1 ; u j+1 ) x > x j+1=2 + u j+1 t; (20) and the numerical ux takes the form Again under the CFL condition (13), it is easy to see that the Godunov scheme (8) , (19) , (21) , with q n j = n j u n j , keeps the density nonnegative and satis es the maximum principle on the velocity u. for x j 1=2 < x < x j+1=2 ; (22) where u j is chosen as u j = u j D j Du j 12 j x 2 ; (23) u j = q j = j ; (24) in order to have the conservation property, namely, the cell average of q(x) = (x)u(x) must be q j . There are several limitations on D j and Du j , which need to be computed from j and q j in the reconstruction step. We shall collect and summarize all the restrictions at the end of this section.
Let us rst explain the evolution step (3)- (6), starting from the initial data (22) .
We need to compute F + j+1=2 in (11). We use the CFL condition t sup
To get an explicit expression, we assume the piecewise nonovertaking condition tDu n j > 1:
(26) Then we can proceed the calculation, 
Thus we obtain 
and
An interpretation of (27) is that we put in the ux F + j+1=2 the total mass and momentum of all particles located at x 2 (x j 1=2 ; x j+1=2 ) at time t n that pass through the node x j+1=2 (in the sense of characteristics) between times t n and t n+1 . Indeed, x + (t t n )u n (x) = x j+1=2 for some t n < t < t n+1 is equivalent to x + t u n (x) > x j+1=2 . Under condition (26), these characteristics do not cross, however, this is done regardless of the trajectories of particles coming from the right.
Finally, we have to specify the reconstruction step. In order to ensure the nonnegativity of , one needs that jD j x=2j j : ju j u j 1 j
(1 + xD j =6 j ) x ; 1 t :
The scheme we obtain is then second-order in space and time. The second-order accuracy in time here comes from the very special property of the system of pressureless gas, which is that (3) is indeed a kinetic formulation of (1) with = 0, in the sense that as soon as we have smooth solutions to (1), the solution to (3) remains Maxwellian. This property was proved in 2] (see also 10]).
2.4.
A simpli ed second-order kinetic scheme. In order to obtain an easy extension of our second-order method to two dimensional problems, we can rather use the standard extension to second-order of the scheme we have obtained in Section 2.1. It can be interpreted as using the transport-projection method (3)- (6) with initial data that are piecewise constant over half-cells,
with as before 
we obtain the same numerical ux as in the rst-order scheme,
From this construction, we achieve obviously second-order accuracy in space. Concerning time, a simple second-order Runge-Kutta method can be used,
In the reconstruction step, the restrictions on slopes are similar to the previous section, 
Again, this reconstruction preserves the nonnegativity of the density and satis es the maximum principle on the velocity. Similar properties were established in 20] for such a scheme.
2.5. An improved second-order kinetic scheme. A scheme that is even more precise than that of Subsection 2.3 can be derived in the following way. We use again piecewise linear functions (22) with (23), (24), but perform a di erent reconstruction. By considering the mesh with half the cells of the original one, one can compute, under a half CFL condition, the new averages on half-cells 
Formulas (23), (24) 
3. Two-dimensional pressureless gas For convenience, we write the two-dimensional pressureless gas equations as 
3.1. The rst-order scheme. As usual we use a piecewise constant data for x j 1=2 < x < x j+1=2 ; y k 1=2 < y < y k+1=2 , In order to get the numerical uxes, we integrate the kinetic equation (3) 4. Isothermal gas dynamics We wish now to generalize the previous schemes to the system of isothermal gas dynamics @ t + @ x ( u) = 0; @ t ( u) + @ x ( u 2 + 2 ) = 0; (66) with (x; t) 0, u(x; t) 2 R, and > 0. Features that are desirable for a numerical scheme to solve (66) are positivity preserving for the density , the ability to treat data with vacuum, and a discrete entropy inequality. We shall achieve these goals in such a way that (at least for rst-order), as ! 0, the scheme reduces to the one presented in Section 2.1. We recall that the physical energy ( ; u) = u 2 =2 + 2 ln p 2 (67) is a convex entropy for (66), with entropy ux #( ; u) = ( ; u) + 2 u; (68) i.e. # 0 = 0 F 0 , where F = ( u; u 2 + 2 ), and prime stands for di erentiation with respect to ( ; q = u).
Since second-order accuracy can be obtained as usual with a half CFL condition (as in Section 2.4), we only give the rst-order scheme. We shall use again a kinetic 
Proposition 4.2 ( 3] The main result of this section is the following. We state it for positive densities, but by continuity, it also holds for data with vacuum. 
Proof of Theorem 4.3 Let us rst prove that (82) and (84) 
By (122) and (86) Remark: When using the Godunov method to solve the isothermal problem with vacuum initial data, the speed de ned by the exact Riemann solution is in nity, see Test 3 in Section 5. The kinetic scheme, which takes the form of a ux vector splitting, can be interpreted as an approximate Riemann solver with a nite speed 3], thus the timestep can be nonzero. The speed of this approximate Riemann solver is the c in Theorem 4.3, which needs to bound the eigenvalues, but only on initial data rather than the exact solution (which would be in nity). The counterpart is that the sound speed is increased by a factor greater than one, 4= The sum over all n of these timesteps is in nity. This justi es that we can attain any given time T in a nite number of timesteps, roughly x= ln(1 + n =ku 0 k) = T, thus n = ku 0 k(e T = x 1)= . The size of the support is of the order of n x.
5. Numerical tests We now conduct several numerical tests using the numerical schemes we have derived. In the rst two tests, we solve the pressureless gas system and compare the rst-order kinetic scheme with the rst-order Godunov scheme, and the secondorder kinetic schemes. In the third test, we solve the isothermal system with vacuum data by both the rst and the second-order kinetic schemes.
In the rst numerical test, we take the initial data to be The initial velocity jumps to a higher value at x = 0:5, which leads to a vacuum state, followed by a linearly decreasing part, where the mass accumulates and causes the density to increase. In the density pro le, rst-order kinetic and Godunov schemes form a spike, due to some unconsistency at sonic points that was noticed in 2]. See Figure 1 . This problem goes away with all second-order kinetic schemes, among which the improved scheme slightly outperforms the other two and the simpli ed scheme is slightly inferior to the other two, as shown by Figure 2 . A Riemann problem is solved in the second test. We take A delta-shock immediately develops and by (18) , the shock speed is 0:2. As shown in Figures 3 and 4 , all the numerical schemes are able to capture the delta-shock with the correct propagation speed. The numerical approximations provided by the second-order schemes give a slightly sharper pro le across the velocity discontinuity.
In the third test we solve the isothermal gas equations (66) with = 0:2, and the vacuum initial data 0 (x) = 0 x < 0; 1 x > 0; u 0 (x) = 0:
The exact solution at time t is given by ( (x; t); u(x; t)) = (e x= t 1 ; x=t ) x < t; (1; 0) x > t:
The density decays exponentially to zero while the velocity goes to minus in nity linearly in the vacuum state. The numerical results for t = 0:5 are shown in Figure   5 . Both rst and second-order kinetic schemes give accurate density pro le, while for the velocity the second-order scheme yields more accurate velocity slope than the rst-order one. 
