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The Lieb-Robinson bound shows that the speed of propagating information in a nonrelativistic
quantum lattice system is bounded by a finite velocity, which entails the clustering of correlations.
In this paper, we extend the Lieb-Robinson bound to quantum systems at finite temperature by
calculating the dynamical correlation function at nonzero temperature for systems whose interactions
are respectively short-range, exponentially-decaying and long-range. We introduce a simple way of
counting the clusters in a cluster expansion by using the combinatoric generating functions of graphs.
Limitations and possible applications of the obtained bound are also discussed.
PACS numbers: 02.10.Ox, 05.50.+q, 71.10.-w
I. INTRODUCTION
In relativistic physics, the speed of light defines a light
cone for propagating particles, and hence sets the causal-
ity of the theory. For nonrelativistic quantum spin sys-
tems, the Lieb-Robinson bound [1] defines a similar upper
bound on the speed of signals/information propagating
on a lattice. For a given lattice Γ and a quantum spin
system defined on Γ with Hamiltonian H , if two observ-
ables represented by self-adjoint operators A,B are sup-
ported respectively on the sublattices X ⊂ Γ, Y ⊂ Γ, the
Lieb-Robinson bound says that for the time evolution of
A, i.e. τt(A) = e
iHtAe−iHt, the operator norm of the
commutator [τt(A), B] can be bounded as
‖[τt(A), B]‖ 6 c exp{−a(d(X,Y )− vLR|t|)} (1)
where a, c are positive constants and d(X,Y ) is the dis-
tance between X and Y . d(X,Y ) is 0 if X and Y overlap
and otherwise equal to the size of the smallest subset of
edges that connects X and Y . Here the constant vLR is
the Lieb-Robinson velocity, which sets the upper bound
of the propagation of information (say, perturbations) in
this system.
The causality defined by a bounded speed of informa-
tion propagation (plus unitarity) implies the localizabil-
ity principle, even in the quantum case (for which see
e.g. [2]), that all physical properties can be attributed
to local mechanisms. Using the Lieb-Robinson bound,
one can show the exponential decay of correlations [3, 4],
which manifests the localizability of the lattice system.
More explicitly, if we denote by 〈A〉ω the expectation
value of the observable A in a state ω, then
|〈AB〉ω−〈A〉ω 〈B〉ω| 6 K‖A‖‖B‖min(|X |, |Y |)e−ad(X,Y )
(2)
where K, a are positive constants and |X | is the number
of sites in the support X . This inequality (2) holds for
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gapped ground states in systems with respectively short-
range and exponentially decaying interactions.
The exponential decay or clustering of correlations is
an example of how the Lieb-Robinson bound helps us
in understanding the structures and dynamics of nonrel-
ativistic quantum systems. There are many other ap-
plications of the Lieb-Robinson bound, for which one is
referred to the review articles [5, 6]. Among these appli-
cations, however, the Lieb-Robinson bound for quantum
systems at finite temperature has not been considered
particularly. A moment of reflection shows some pos-
sible reasons for this and some relevant progresses: On
the one hand, the time evolution of an observable at fi-
nite temperature could be stochastic, which might not be
as simple as being unitary for a closed system. In [7] a
first step has been made that the Lieb-Robinson bound
holds for general Markovian quantum evolutions. On the
other hand, from the standpoint of quantum statistical
mechanics, since the Lieb-Robinson bound depends only
on the Hamiltonian of the system, one could expect that
this bound shoud hold at certain equilibrium tempera-
ture. Indeed, for two (fermionic) operators A,B at finite
temperature in a system with short-ranged interactions,
the correlation at finite temperature also decreases expo-
nentially with respect to temperature [8],
|〈AB〉β | 6 c‖A‖‖B‖ exp{−d(X,Y )/(vβ)} (3)
where 〈AB〉β = Z−1Tr[ABe−βH ] is the thermal corre-
lation function and v is a constant velocity. But this
inequality (3) is not dynamical and hence unable to man-
ifest the causal propagation of information. Besides, the
Lieb-Robinson bound enters the proof of (3) in a peculiar
way that the time parameter is finally integrated out. An
alternative proof of the exponential decay of equal-time
correlations at finite temperature is recently provided by
Kliesch et al. [9]. Using the method of cluster expansion,
they prove the exponential decay of the generalized ther-
mal covariance for operators in a system with short-range
interactions,
|covτβ(A,B)| 6
4a‖A‖∞‖B‖∞
(1− e−1/ξ(β)) ln 3e
−d(X,Y )/ξ(β) (4)
2FIG. 1: The generating function for two-site graphs with nonempty bonds is Gs(x) =
∑∞
k=1
xk/k! = ex − 1, and the two-site
generating function allowing empty bond is G′s =
∑∞
k=0
xk/k! = ex. These two types of graphs are depicted in the big brackets.
The generating function for graphs with m different (nonempty) bonds is Gm(x) = (e
x
− 1)m. The graphs of Gm(x) can be
generated from those of Gs(x) by squaring. The lower part of figure shows that adding G
′
s to the skeleton will lead to a larger
generating function.
where the generalized covariance covτβ(A,B) =
Tr(ρτAρ1−τB) − Tr(ρA)Tr(ρB) with ρ = Z−1e−βH
and τ ∈ [0, 1], ‖·‖∞ is the Schatten ∞-norm (which is
just the operator norm ‖·‖), and ξ(β) is a function de-
pends on β. From (4) one can find a critical temperature
for localization in this system.
Although the exponential decays in (3) and (4) hold
at a nonzero temperature, they do not manifests the
time-evolution of observables. The study of dynamical
correlation functions at finite temperature, however, is
a common practice in statistical mechanics and ther-
mal field theories. For example, the exponential clus-
tering of dynamical correlations of the Gibbs states on
a one-dimensional lattice has been proved long ago in
[10]. But the discussions there are restricted to the one-
dimensional lattice with finite range interactions and the
bounded speed of information propagation is still difficult
to know. In this paper, we will combine the iterating inte-
gral representations in proving the Lieb-Robinson bound
[4] and the cluster expansions [9] to give a Lieb-Robinson
bound at finite temperature in the systems with respec-
tively power-law decaying, exponentially decaying and
short-range interactions. We prove that the exponential
decay or power-law decaying of correlations always per-
sists at high enough temperature for short enough time.
For instance, for systems with exponentially decaying in-
teractions we have a bound on the Schatten 1-norm of
the dynamical thermal correlation function at finite tem-
perature,
‖Tr([A(t), B]ρ(β))‖1 6 4C0Z(β)|X ||Y | ‖A‖∞ ‖B‖∞
(1 + d(A,B))ǫ ln 3
(
f(βλ0)
1− f(βλ0)
)
exp−µd(A,B)+2λ0p0|t|, (5)
where A(t) = τt(A), ǫ, µ, λ0, p0, C0 are positive constants,
ρ(β) = e−βH/Z, f(β) is a function of β whose explicit
form can be found in Sec. III C, (39), and d(A,B) is
the distance between their supports d(X,Y ). In sys-
tems with other interactions the results are similar to
(5). In comparison with (1) as well as (3),(4), we see
that it gives both the critical temperatures and the Lieb-
Robinson velocities. And when the temperature is fixed,
the result reduces to the original Lieb-Robinson bound
(times a constant factor).
In the next section, we first introduce a cluster ex-
pansion of the partition function defined on a graph
by exploiting the generating functions for graphs, which
greatly simplifies the proofs involving cluster expansions
as those in [9]. In Sec. III, we prove the main results
of this paper, that is, the Lieb-Robinson bounds at fi-
3nite temperature for systems with interactions of various
type. And finally in Sec. IV, we discuss some possible
applications of the Lieb-Robinson bound at finite tem-
perature and conclude the paper.
II. CLUSTER EXPANSION ON GRAPHS
For a general two-diemsional quantum lattice system,
there are a set V of sites (or vertices) and a set E of
their bonds (or edges). The Hamiltonian H is defined on
the tensor product ⊗x∈VHx of finite dimensional Hilbert
spaces Hx at the sites x ∈ V . The interaction is defined
by the sum of mutually commuting local Hamiltonians
on the bonds
H =
∑
l∈E
hl =
∑
x,y∈l∈E
hx,y. (6)
Here every bond l ∈ E corresponds to a pair of sites
{x, y} ⊂ V , so that hl or hx,y is defined on Hx ⊗Hy. If
we say an l meets the X ⊂ E as l ∩ X 6= ∅, it means
{x, y} ∩ V (X) 6= ∅, which further means that the bonds
can meet on sites only.
Now that the interactions are defined on the bonds,
the cluster expansion of partition functions, either in the
real-time case for time evolutions or in the imaginary
time case for statistical mechanics, can be expressed in
terms of the sequences of bonds, which amounts to the
evaluation of the expansion in terms of (sub)graphs,
eαH =
∑
g∈G
α|g|h(g)
|g|! , (7)
where G is the set of all possible graphs, |g| is the number
of bonds in g, and by factorizability of bonds h(g) =∏
l∈g hl. A graph g here is marked by a sequences of
bonds (l1, l2, . . . , l|g|). However, not all the graphs are
involved in the concrete physical process. There will be
many graphs that are simply unphysical. We can put
some constraints to pick out the subset G′ ⊂ G that is
physical. To this end, if we can bound the interactions by
some bond-independent number such as ‖h(g)‖∞ = J |g|,
the problem will be translated into finding the generating
function G(x) of the graphs g, and setting x = |αJ |. In
view of (7), the constraints can be enforced on the form
of the generating function such that
G(x) =
∑
k
gkx
k
k!
, x : a parameter (8)
with gk, the number of graphs with k bonds, unspecified.
The generating functions G are employed to generate
different graphical structures from a particular graphi-
cal structure. A schematical example is the following:
Given a non-connected graphs Γ1 with restriction rules
P (say, on the possible linking of bonds), let us de-
fine a generating function G1(x). Similarly, for a con-
nected graph Γ2 with the same restriction rules P as
Γ1, define a generating function G2(x). Then we can
decompose the non-connected Γ1 into many connected
Γ2’s. In terms of generating functions, this is an alge-
braic equation G1 = A(G2) where A denotes some alge-
braic operations that transform G2 to G1. (E.g. in the
case of decomposing non-connected to connected graphs
A = exp if the connected subgraphs do not overlap each
other.) Let us outline some simple but concrete exam-
ples of specifying the gk and the corresponding gener-
ating function for some graphs. For more details, one
is referred to [11]. For a single bond, if we repeat it k
times with only two fixed sites, it gives a single kind of
graphs g0 = 0, gk>0 = 1. So, the generating function for
such graphs is Gs(x) =
∑∞
k=1 x
k/k! = ex − 1. If we in-
clude the empty bond, then gk = 1, and the generating
function is G′s =
∑∞
k=0 x
k/k! = ex. Similarly, for graphs
with m different (nonempty) bonds, each of which can
be repeated k times, the generating function is simply
Gm(x) = (ex − 1)m. We thus see that the graphs with m
bonds are obtained from the Gs(s) through exponentials.
See also Fig. 1 for illustrations.
There are some graphs that are not easy to count. We
need to neglect some properties of these graphs, so that
they become simpler graphs, and then add these proper-
ties to finally recover the original graphs. For instance,
one can simplify a graph to its skeleton tree, then the re-
covering process can be viewed as adding new graphs to
the tree with some specific rules. These new graphs can
also be enumerated with generating functions. There-
fore, the generating function of the original graphs can
be obtained by multiplying the generating function of the
simplified graphs and the added graphs. Take the graphs
with m bonds and Gm given above as an example. We
can choose the simplified graph as the graph of m bonds
without repetition, and then add a bond to it in the
following way: (i) The generating function of m bonds
without repetition is G′m(x) = xm. (ii) When we add a
repeated bond, we have m choice, and hence every added
bond contributes a factor mx. The generating function
of all the added graphs is then G′′m(x) = emx. The graphs
generated in this way will have some redundancies. With
positive x, the generating function is therefore larger than
the original one (ex − 1)m ≤ xmemx. (See Fig. 1) But
this is useful in bounding the cluster expansion, as we
shall show in the following.
We can give a short proof of the locality of temperature
with the help of generating functions of graphs (because
the key step in [9] is the cluster expansion as (15)). The
outline of the proof is the following, which is also the pro-
cedure we shall follow in the next section. In calculating
the covariance, the expansion of the partition function is
limited to the graphs that have at least L bonds, where L
is the distance between two local operator A and B. The
graphs can be divided into several blocks of connected
graphs, some of which connect to the operator A and
others not. Those blocks that do not connect to A can
be viewed as all possible graphs G subtracting the blocks
BA connecting to A, i.e. BA¯ = G−BA. Every block can
4be simplified to a connected graph without repetition,
which is called an animal. The number of animals in the
lattice with m bonds are bounded by (Ke)m with K be-
ing the valence of each site and the e is just the natural
constant. So we can start from animals whose number
of bonds is bigger than L, and add the repeating bonds
to recover the blocks, and glue the blocks to recover the
original graphs.
III. LIEB-ROBINSON BOUND AT FINITE
TEMPERATURE
In this section, we prove a Lieb-Robinson bound at fi-
nite temperature in quantum lattice systems using the
cluster expansions. We show how to bound the interac-
tions by some bond-independent number, and then utilize
the generating functions of graphs to arrive at a Lieb-
Robinson bound at finite temperature.
The key quantity in the proof is the dynamical corre-
lation function at finite temperature 〈[A(t), B]〉β, so we
first study the cluster expansions of these functions in
Sec.III A. In subsequent subsections, we prove the bounds
for different types of interaction. The exponential clus-
tering of correlations then manifest themselves in the in-
termediate steps of this section.
A. Dynamical correlation functions at finite
temperature
Given a quantum lattice system at finite temperature
T = 1/β, we can observe some local operator O through
its thermal expectation value 〈O〉β = Z−1Tr[Oe−βH ].
(Notice that from the standpoint of quantum thermo-
dynamics, one needs not to specify the Gibbs canoni-
cal state ρ(β). A non-canonical state ρ in the pertinent
Hilbert space will do. Here we stick to the quantum sta-
tistical mechanical approach in analogy to [9].)
When one adds a local perturbation ∆ to the system
Hamiltonian H , the expectation value we observe will be
changed. It is expected that if the perturbation and the
observable are separated by a large distance, the observ-
able cannot feel the perturbation at once. At high enough
temperature and for short enough time, the change in the
expectation value can be bounded as
|〈ei(H+∆)tOe−i(H+∆)t〉β − 〈eiHtOe−iHt〉β |
6
∫ t
0
ds|〈−ieiHt[eiH(t−s)Oe−iH(t−s),∆]e−iHt〉β |
6
∫ t
0
ds|〈[eiH(t−s)Oe−iH(t−s),∆]〉β |+O(∆2). (9)
We can see that in order to find the effect of the pertur-
bation, we need to analyze the dynamical thermal corre-
lation function 〈[A(t), B]〉β where A(t) = eiHtAe−iHt is
the time evolution of the local operator A.
FIG. 2: The schematic illustration of the cluster expansions of
the time evolution part (unshaded) and the partition function
(shaded). These two sequences of bonds must overlap at some
site. The shades are A(w). There are also graphs (green) that
do not connect to A, which belongs to BA¯.
Here we consider two local operator A and B, sup-
ported on X,Y ⊂ V respectively, in a general quantum
lattice system at finite temperature. (The locality of the
operators can be relaxed in such a way that A and B
could be non-local operators as the products of local op-
erators supported on regions X and Y . Cf. Appendix B
of [12]. This is because the final bound only depends on
the supports X,Y .) We can give a bound on the abso-
lute value of the dynamical correlation function at finite
temperature
|〈[A(t), B]〉β | 6 ‖[A(t), B]ρ(β)‖1, ρ(β) ≡
e−βH
Z(β)
. (10)
In order to do so, we need to count graphs appearing
in the cluster expansions of the time evolution operator
e−iHt and the Boltzmann factor e−βH .
Before we perform the cluster expansions, let us make
a remark about the connectedness of the graphs in the
cluster expansion of 〈[A(t), B]〉β . Consider the expansion
of A(t)
A(t) = A+it
∑
Z1∈E
[A, hZ1 ]+
(it)2
2
∑
Z1,Z2∈E
[[A, hZ1 ], hZ2 ]+. . .
(11)
If the nontrivial expansion of the time evolution part
g(A) consists of connected graphs with its contribution
in A(t) be labeled as Ag(t), the nontrivial expansion
of the partition function must connect to one site of
g(A). If not, consider the graphs h(g) that can be sep-
arated into two parts h(g) = h(B)h(Ag), where h(Ag)
do not connect to B and h(B) do not connect to g(A).
In other words, B ∪ h(B) have disjoint supports. The
5trace can then be factorized into a product of two traces,
i.e. Tr([Ag(t), B]h(g)) = Tr([Ag(t), h(Ag)][B, h(B)]) ∝
Tr([B, h(B)]) = 0. Hence, for all those nontrivial contri-
butions, there exists a bond Z connecting A through the
expansions of the time evolution part and the partition
function to B.
Notice that although their forms look similar, their
cluster expansions are very different. The graphs in the
nontrivial expansion of the time evolution operator is like
the “paths”, whereas the graphs in the nontrivial expan-
sion of the partition function are “clusters”. To see this,
let us start the calculations inspired by the method of [4],
‖A(t)Bρ(β)‖1 = ‖A(t = 0)Bρ(β) +
∫ t
0
∂sA(s)Bρ(β) ds‖1
6 ‖ABρ(β)‖1 +
∫ t
0
‖eiHs[A,H ]e−iHsBρ(β)‖1 ds
6 ‖ABρ(β)‖1 +
∑
Z∈E,Z∩X 6=∅
∫ t
0
(‖A(s)hZ(s)Bρ(β)‖1 + ‖hZ(s)A(s)Bρ(β)‖1) ds
6 ‖ABρ(β)‖1 + (‖A‖∞ + ‖hZAh−1Z ‖∞)
∑
Z∈E,Z∩X 6=∅
∫ t
0
‖hZ(s)Bρ(β)‖1 ds
6 ‖ABρ(β)‖1 + k‖A‖∞
∑
Z∈E,Z∩X 6=∅
∫ t
0
‖hZ(s)Bρ(β)‖1 ds, (12)
where ‖O‖p is the Schatten p-norm of the operator O and k = 1+σMax(hZ)/σMin(hZ) with σMax(hZ), σMin(hZ) being
the maximum and minimum singular values of hZ respectively. The hZ is a local interaction Hamiltonian defined
on the bond Z that does not commute with A. Here in the fourth line we have used the property that unitary
transformations do not change the operator norm, so that the time dependence (s) is dropped; we have also used the
Ho¨lder’s inequality ‖AB‖1 6 ‖A‖∞‖B‖1 since 1∞ + 11 = 1. In the fifth line we have used ‖AB‖∞ 6 ‖A‖∞‖B‖∞.
Now the 1-norm in the last term of (12) resembles the left hand side(LHS) of this inequality, so we can take the h(s)
as the A(t) on LHS and iterate the derivations. We obtain
‖A(t)Bρ(β)‖1 6 ‖ABρ(β)‖1 + ‖A‖∞
∑
p:p1∩X 6=∅,p|p|∩Z 6=∅
(|kMaxt|)|p|+1
(|p|+ 1)! ‖h(p)‖∞ ‖hZBρ(β)‖1 , (13)
where kMax is the maximum of k among all of the
local interactions hZ , the p are sequences of bonds
(p1, p2, . . . , p|p|) that meet sequentially, i.e. p1 ∩
p2 6= ∅, p2 ∩ p3 6= ∅, . . . , p|p|−1 ∩ p|p| 6= ∅, and
‖h(p)‖∞ = ‖hp1‖∞‖hp2‖∞ . . . ‖hp|p|‖∞. The coeffi-
cient |t||p|+1/(|p| + 1)! in (13) comes from the integral∫ t
0
∫ t
0 ...
∫ t
0 dsds1...ds|p|. The remaining time-dependent
part is an integral over n + 1 time-parameters dsi after
n iterations, e.g.∫ t
0
∫ t
0
...
∫ t
0
‖hZ(sn)Bρ(β)‖1dsds1...dsn.
Qualitively, this part will be infinitely small if t is very
small, and it will diverge if t is very large. However,
it is expected that there would be a maximum tmax of
the propagation time t after which two operators are
surely correlated. We can therefore take the integrand
‖hZ(t)Bρ(β)‖1 as 1 for t > tmax, and there is no physical
divergence. In either case, the final result is Eq. (13).
From Eq. (13), we can see that each bond must over-
lap the nearby bonds so that the graphs of these possible
sequences are just like “paths”.
As unitary transformations do not change the Schatten
1-norm of operators, with the equation
‖BA(t)ρ(β)‖1 =
∥∥eiHtB(−t)Aρ(β)e−iHt∥∥
1
, (14)
we can see that the bound of ‖BA(t)ρ(β)‖1 can be ob-
tained from the bound of ‖A(t)Bρ(β)‖1 in (12) by simply
exchangingA and B and replacing t with −t. We can also
use the property of KMS states, i.e. Tr(BA(t)ρ(β)) =
Tr(A(t − iβ))Bρ(β), to give a bound, but it will enlarge
the bound indeed.
The nontrivial expansion of the partition function is
very different. Consider on a bond Z,
‖hZBρ(β)‖1 =
1
Z(β)
∥∥∥∥∥hZB
∑
w∈W
(−β)|w|
|w|! h(w)
∥∥∥∥∥
1
, (15)
where the w are again the sequences of bonds
(w1, w2, . . . , w|w|), and h(w) = hw1hw2 . . . hw|w| . Now
6the only constraint is that w must contain at least one
connected subsequence that connects Z and B, and all
the connected subsequences connecting to Z must also
connect to B.
Such a constraint is not convenient for practical cal-
culations, so we need to divide w into several connected
subsequences by adding more constraints and lift them
at the final stage. Let us put all of the subsequences that
do not connect to B into a single sequence wBc , and write
other distinct subsequences (complementary to wBc) as
wB1 , wB2 , . . . , wBm . Since wBi is connected, it might con-
tain repeated bonds. If we subtract the repeated bonds,
such a graph without repeated bonds is called an ani-
mal. We denote the animals from sequence w by A(w).
Now we can see that the expansion is in terms of those
wbi , the “clusters” of animals. See Fig. 2 for an illustra-
tion. We can further rewrite Eq. (15) in the form of the
inclusion-exclusion principle,
‖hZBρ(β)‖1 =
1
Z(β)
∥∥∥∥∥hZB
∞∑
m=1
e−βH
1
m!
m∏
i=1
(∑
wi
(−β)|wi|
|wi|! h(wi)e
βHA(wi)
)∥∥∥∥∥
1
. (16)
B. Systems with short-range interactions
For systems with short-range interactions, the local Hamiltonian hl is nontrivial only on the nearest neighbors of a
site. It is easier to first bound the term (16),
‖hZBρ(β)‖1 =
1
Z(β)
∥∥∥∥∥hZB
∞∑
m=1
e−βH
1
m!
m∏
i=1
(∑
wi
(−β)|wi|
|wi|! h(wi)e
βHA(wi)
)∥∥∥∥∥
1
6 ‖hZ‖∞ ‖B‖∞
∞∑
m=1
1
m!
m∏
i=1
(∑
wi
(β)|wi|
|wi|!
∥∥h(wi)eβHA(wi)∥∥∞
)
(17)
6 ‖hZ‖∞ ‖B‖∞
∞∑
m=1
1
m!
m∏
i=1
(∑
wi
|βJ ||wi|
|wi|! e
|βJ||A(wi)|
)
, (18)
where |J | is the largest of ‖hl‖∞, and |A(wi)| is the number of bonds of A(wi). Here in (17) we have used again the
Ho¨lder’s inequality together with ‖e−βH‖1 = Z(β) (since e−βH is hermitian and positive definite), and in (18) we
have changed ‖hl‖∞ to the largest bond-independent |J |.
With Eq. (18), we can now use the generating functions of graphs wi to give the bounds. Let us denote by gA
all the graphs that can be added to animals A so as to recover those connected graphs. Its generating function is
GA(x) = (ex − 1)|A|. Therefore, we can change the sum over wi to the sum over animals,
∑
wi
|βJ ||wi|
|wi|! e
|βJ||A(wi)| =
∑
A
(∑
gA
|βJ ||wi|
|wi|!
)
e|βJ||A| =
∑
A
(e|βJ| − 1)|A|e|βJ||A|, (19)
where A is the set of all possible animals connecting Z to B (not restricted to wi). By denoting the distance between
Z and B by d(Z,B), we should require |A| > d(Z,B). The number of possible animals is generally bounded by its size
N(|A| = L) ≤ (Ke)L, where K is the number of nearest neighbors or the valence of a site. Hence, we can substitute
(19) into (18) and use the conditions on the number of animals to obtain
‖hZBρ(β)‖1 6 ‖hZ‖∞ ‖B‖∞

exp

 ∞∑
L=d(Z,B)
(
Ke(e|βJ| − 1)e|βJ|
)L− 1


= ‖hZ‖∞ ‖B‖∞
(
exp
(
b(βJ)d(Z,B)
1− b(βJ)
)
− 1
)
, (20)
where b(x) ≡ Ke(e|x|−1)e|x|. Now that ex−1 6 x(ex0 −
1)/x0, ∀x ∈ [0, x0] , at a high enough temperature, for
example b(βJ)d(Z,B)/(1 − b(βJ)) 6 ln3, we then have
7FIG. 3: The lightcone structure corresponding to (24). The left plot shows the bounds at t = 0. In such case the bound is
a function of the inverse temperature β in units of critical temperature and the width of the buffer region L. The right plot
shows the bounds at β = 0. We have chosen K = 4, J = 1, kMax = 1 and taken the logarithm with base 10 of the bounds.
the familiar form
‖hZBρ(β)‖1 6 ‖hZ‖∞ ‖B‖∞
e−µ1d(Z,B)
1− b(βJ)
2
ln 3
. (21)
where µ1 = −ln(b(βJ)). Notice that in (20) mathemat-
ically it is required that |b| < 1, and therefore one can
obtain from |b| = 1 a universal critical inverse tempera-
ture
β∗ =
1
|J | ln
[
(1 +
1
2
√
1 +
4
Ke
)
]
. (22)
If the temperature is higher than this universal criti-
cal temperature, according to Eq. (21), the correlation
between any observation will be exponentially decaying
with respect to the distance, so that there will be no
long-range order in the system. Hence, this critical tem-
perature provides a universal upper bound on physical
critical temperatures like the Curie temperature.
Let us turn to the calculations about the “paths”
in the expansion of the time evolution operator. Be-
cause we have ‖h(p)‖∞ ‖hZ‖∞ ≤ |J ||p|+1, the bound
of term
∑
p:p1∩X 6=∅,p|p|∩Z 6=∅
(|kMaxt|)
|p|+1
(|p|+1)! ‖h(p)‖∞ ‖hZ‖∞,
where ‖hZ‖∞ comes from Eq. (20), is just the generat-
ing function of the “paths” connecting Z to X . Different
from the “cluster” of animals, a “path” itself is a con-
nected graph. So, there is no need to dividing the graphs
into blocks and subtracting the repeated bonds. Now
given L − 1 bonds, when we add the L-th bond to the
graph, we have 2K−1 choices since we have to make sure
that the L-th bond meets the (L − 1)-th bond. Hence
there are maximally (2K − 1)L possible “paths”, and we
can take the bound (2K − 1)L < (2K)L. Then we have,
by bounding ‖h‖∞ by |J |,
∑
p:p1∩X 6=∅,p|p|∩Z 6=∅
(|kMaxt|)|p|+1
(|p|+ 1)! ‖h(p)‖∞ ‖hZ‖∞ 6
∑
|p|>L
(2K|kMaxtJ |)|p|
|p|! 6
∑
|p|>L
(
2eKkMax|tJ |
|p|
)|p|
6 y(tJ, L) (23)
where y(x, L) ≡ exp(−µ2L)/(1 − 4Ke|x|/L) with µ2 = −ln(2KekMax|tJ |/L). In Eq. (23) we have used the bounds
of Stirling’s formula, i.e. p! >
√
2πpp+1/2e−p > (p/e)p.
Now combining Eq. (13), Eq. (21) and Eq. (23), we arrive at
‖Tr([A(t), B]ρ(β))‖1 6 4C ‖A‖∞ ‖B‖∞
ln 3(1− b(βJ))(1 − 2KekMax|tJ |/L)e
−µ3d(A,B) (24)
where µ3 = min{µ1, µ2} and C is the lower bound of the number satisfying the inequality
8∑
z∈V e
−µ3(d(A,z)+d(z,B)) ≤ Ce−µ3d(A,B). Notice
that the first term in (13) corresponds to the t = 0 case
and have been absorbed in the exponent in the second
term of (13). The lightcone structure now depends on
the temperature (see Fig. 3).
Moreover, one can obtain a universal critical time from
Eq. (23)
t∗ =
L
2KekMax|J | . (25)
In spite of the temperature, if the evolution time t is
shorter than this critical time, according to Eq. (24),
the correlation between two observables will be exponen-
tially decaying with respect to the distance, so that the
information cannot propagate to the distance L. Hence,
this critical time can be used to provide a universal lower
bound on the Lieb-Robinson velocity in many-body sys-
tems.
C. Systems with exponentially decaying
interactions
For quantum lattice systems with exponentially decay-
ing interactions, the interaction Hamiltonian hl decreases
exponentially with the growth of distance,
‖hl‖∞ 6 λ0 exp[−(µ+ ǫ)d(x, y)] (26)
with some positive constants, λ0, µ and ǫ. We also re-
quire the lattice to satisfy
sup
x
∑
z∈V
1
(1 + d(x, z))ǫ
=
p0
2ǫ+1
(27)
with a positive constant p0. This equality can be used to
derive another useful inequality
∑
z∈V
1
(1 + d(x, z))ǫ
× 1
(1 + d(z, y))ǫ
6
p0
(1 + d(x, y))ǫ
.
(28)
(Cf. the assumption 2.1. in [4].)
Because the system might contain an infinite number of
sites, and similarly an infinite number of adjacent bonds
for each site. The method of generating function of graph
cannot be directly applied to this situation. To find a
bound, we need to make use of Eq. (28), which enables
us to contract two linked bonds into a single one. Particu-
larly, let us define an equivalence relation between graphs
by their connective structures of bonds (say, ordering),
that is, two graphs are in the same generic connective
graph if their connective structures are the same. (See
also Fig. 4) Given a generic connective graph starting
with x and ending on y, we can count the graphs in it
by choosing all possible sites between x and y ergodi-
cally. Then the problem of counting all possible graphs
(which could be infinite) is therefore translated into the
problem of finding all possible generic connective graphs,
FIG. 4: The structure of generic graphs. When we choose the
intermediate sites ergodically, the connective structures will
not change. They belongs to the the same generic graph.
which can be treated using the method introduced in
Sec. II. Pointedly stated: (i) We divide generic connec-
tive graphs into connected parts. (ii) For the connected
generic graphs, we subtract the repeated bonds, and for
the connected ones without repeated bonds, we further
subtract the possible loops. (iii) Now the generic graphs
are simplified to generic trees. We are going to analyze
these tree graphs, add the loops, reactivate repetitions,
glue the blocks, and go through all possible sites ergodi-
cally. Finally, we can recover all kinds of possible graphs
thanks to the ergodic choices of intermediate sites.
In a tree two neighboring bonds can always be con-
tracted and finally one is left with a longest single bond.
For example, given a tree t connecting x to y with k
bonds, we can always find a generic tree t. We denote
the set of (generic) trees connecting x to y by T . The
ergodic choice of intermediate sites of t can give all those
trees corresponding to t. With the help of Eq. (26) and
Eq. (28), we can choose the intermediate sites ergodically
through the lattice and obtain a bound on the interaction
Hamiltonians defined on t,
∑
t:t→t
‖h(t)‖∞ 6
λk0p
k−1
0 exp(−µ d(x, y))
(1 + d(x, y))ǫ
. (29)
Next, in order to recover the loops and repetitions, we
can fix one site x and choose another site y of hxy er-
godically. Such a new graph may contain a loop, have a
repeated bond in the tree or become a larger tree. Ap-
plying Eq. (26) and Eq. (27), we obtain a new factor
in the cluster expansion (of the partition function) from
the above combinatoric considerations of adding a single
bond,
9k + 1
2
∑
l
β ‖hl‖∞ 6
(k + 1)β
2
∑
l
λ0e
−(µ+ǫ)d(x,y)
6
(k + 1)βλ0
2
∑
l
1
(1 + d(x, z))ǫ
6
(k + 1)βλ0p0
2ǫ+2
, (30)
where the factor 1/2 comes from the indistinguishability of two sites of a bond l and the sum over l means that the
intermediate sites are chosen ergodically. Recalling the example given in Sec. II, we see that the generating function
of this combinatoric process is Gkgcg(x) = exp{βλ0p0(k + 1)/2ǫ+2}, since adding an empty bond is allowed here just
as adding nothing. We can in fact recover all possible loops and repetitions with this procedure.
Combining these with Eq. (29) and summing over all possible connected (generic) trees with different numbers
of bonds, we can get a bound on all possible connected graph G in this situation. Consider first the term in the
inclusion-exclusion form
∑
g∈G
(β)|g|
|g|!
∥∥h(g)eβHT (g)∥∥
∞
6
∑
t∈T
(
(β)|t| ‖h(t)‖∞
) ∑
g′∈G′(t)
(β)|g
′|
|g′|! ‖h(g
′)‖∞

∥∥eβHT (t)∥∥
∞
(31)
6
∑
t∈T
(
(β)|t| ‖h(t)‖∞
)
[G|t|gcg(βλ0)]2 (32)
6
∞∑
k=1
(4β)k
λk0p
k−1
0 exp(−µ d(x, y))
(1 + d(x, y))ǫ
[Gkgcg(βλ0)]2 (33)
6
C0
(1 + d(x, y))ǫ
(
f(βλ0)
1− f(βλ0)
)
exp(−µ d(x, y)), (34)
where f(x) ≡ 4p0xexp(2xp0/2ǫ+2) and C0 = exp(2βλ0p0/2ǫ+2)p−10 . Here in the first bracket on the right hand side
of (31) there is no redundency so that the generating function of a tree is simply x|t| (cf. Sec. II), and the last two
terms of (31) contribute to the G2 in (32) since they represent the same process of adding bonds in cases with and
without existing bonds respectively. In (33) the factor 4k is the bound of the number of possible plane trees with k
bonds. Indeed, since the connective structures of (generic) trees are determined, they are rooted ordered plane trees,
and their numbers are counted by the (k+1)-th Catalan number (see, e.g. [13]). We therefore have for large number
n(= k + 1) of sites, using Stirling’s formula,
1
n+ 1
(
2n
n
)
=
1
n+ 1
(2n)!
(n!)2
6
1
n+ 1
e(2n)2n+1/2
2πn2n+1
=
e
2π(n+ 1)
22n+1/2
n1/2
6 4n (35)
where the final inequality is chosen for the simplicity of including it into the k-th power in (33). In (34) the term in
the bracket comes from the sum of the (4β)kλk0p
k−1
0 [Gk]2 over k, and of course the requirement |f | < 1 gives a critical
inverse temperature β∗ = f−1(1)/λ0 similar to the β
∗ in Sec. (III B). With this, it is easy to give a bound to Eq. (16),
‖hZBρ(β)‖1 6 ‖hZ‖∞ ‖B‖∞ |Y |
∞∑
m=1
1
m!
m∏
i=1
[(
f(βλ0)
1− f(βλ0)
)
C0exp(−µ d(Z,B))
(1 + d(Z,B))ǫ
]
. (36)
Here |Y | is the number of sites in the support Y ofB. We can also use again the relation exp(x)−1 6 x(ex0−1)/x0, ∀x ∈
[0, x0] to simplify the bound (36). For instance, at a high enough temperature such that |Y |
(
f(βλ0)
1−f(βλ0)
)
C0 ≤ ln3, we
have
‖hZBρ(β)‖1 6 ‖hZ‖∞ ‖B‖∞ |Y |
[(
f(βλ0)
1− f(βλ0)
)
C0exp(−µ d(Z,B))
(1 + d(Z,B))ǫ
]
2
ln3
. (37)
The calculations about the “paths” are relatively easier. We only need to contract the bonds using (28) without
the complications of generic connective graphs. The result is
∑
p:p1∩X 6=∅,p|p|∩Z 6=∅
(|kMaxt|)|p|+1
(|p|+ 1)! ‖h(p)‖∞ ‖hZ‖∞ 6 |X |p
−1
0 e
λ0p0kMax|t|
exp(−µ d(A,Z))
(1 + d(A,Z))ǫ
(38)
where |X | is the number of sites in the support X of A.
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FIG. 5: The lightcone structure corresponding to (39). The left plot shows the bounds at t = 0, and the right plot shows the
bounds at β = 0. Here ǫ = 2, µ = 1, λ0p0 = 1, and we have taken log10 of the bounds.
FIG. 6: The lightcone structure in systems with long-range interaction. The left plot shows the bounds at t = 0, and the right
shows the bounds at β = 0. Here ǫ = 2, µ = 0, λ0p0 = 1, kMax = 1 and log10 has been taken.
Similar to Eq. (24), we finally have
|Tr([A(t), B]ρ(β))| 6 4C0|X ||Y | ‖A‖∞ ‖B‖∞
(1 + d(A,B))ǫ ln 3
(
f(βλ0)
1− f(βλ0)
)
exp−µ d(A,B)+λ0p0kMax|t|. (39)
The lightcone structure in this case is shown in Fig. 5.
D. Systems with long-range interactions
For the systems with long-range interactions, hl is non-
trivial for all of the bonds. But it decreases as power-law
of distance
‖hl‖∞ ≤
λ0
(1 + d(x, y))ǫ
. (40)
All the results of Sec. (III C) can be applied here by set-
ting the µ = 0. The lightcone structure is shown in Fig.
6.
By comparing the figures 3, 5 and 6, we can clearly
see how fast the interaction spread through the lattice,
which is bounded by the Lieb-Robinson velocity.
11
IV. CONCLUSION AND OUTLOOK
In this paper we have proved the Lieb-Robinson-like
bound at finite temperature for systems with respectively
short-range, exponentially decaying and long-range inter-
actions. We exploited the nontrivial technique of graph
generating functions to count the number of “paths” and
“clusters” in the cluster expansion, which greatly simpli-
fies the proofs.
The temperature dependence of the Lieb-Robinson
bound at finite temperature should have a wide range
of applications, especially in comparing cases with dif-
ferent temperatures. There are many other situations of
direct relevance:
1. The topological order has been proved to be stable
under local perturbations with the help of the origi-
nal Lieb-Robinson bound [14] or cluster expansions
[15]. But the topological order does not exists at fi-
nite temperature for many two-dimensional lattice
models [16]. From the Lieb-Robinson bound at fi-
nite temperature given in this paper, a moment of
reflection shows that there is a possible case where
at a finite temperature the Lieb-Robinson velocity
is still be relatively large, which implies the pos-
sibility long-range entanglement at finite tempera-
ture. This is corroborated by the result that the
autocorrelation time of topological order at finite
temperature, which is characterized by gaugelike
symmetries [12, 17], can be very large at a finite
temperature below the spectral gap. Given its im-
portance in topological quantum memories at finite
temperature, it is desirable if a more rigorous study
of the dynamical thermal stability could be given.
2. The original Lieb-Robinson bound has recently
been applied in holographic models, e.g. to bound
the butterfly velocity [18] and to bound the diffu-
sivity [19]. We think an important missing point
of these applications is that, due to the well-known
Tolman-Ehrenfest effect [20], in the gravitational
dual bulk, say, a black hole spacetime with nonzero
Hawking-Unruh temperature, even the equilibrium
temperature cannot be the same constant, and
not to mention those nonequilibrium effects listed
above. So, the temperature should have an impact
of the localization properties in these cases. Our
results have shown part of such impact.
There is, however, a caveat that the obtained bound
cannot be applied in quantum thermodynamics where
the temperature dependence is not needed. The original
Lieb-Robinson bound can be directly applied because one
starts with purely quantum setups and derive the emer-
gent thermodynamic results. For recent applications, see
e.g. [21, 22]. Another drawback of the obtained bound
is that the temperature effect and the time evolution are
treated separately. In general, it is hoped that these two
effects will affect each other, e.g. a Lieb-Robinson veloc-
ity depending on temperature. As is shown in [23], the
Lieb-Robinson velocity in a dissipative quantum system
is a function of the dissipation rate and will decrease due
to the local dissipation. So, the question of how to relate
the bound obtained above, which hold in the framework
of quantum statistical mechanics, to the Lieb-Robinson
bounds in stochastic dynamics deserves further investi-
gations.
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