Introduction
Interest in designing feedback controllers for helicopters has increased over the last ten years or so due to the important potential applications of this area of research. The main difficulties in designing stable feedback controllers for helicopters arise from the nonlinearities and couplings of the dynamics of these aircraft. To date, various efforts have been directed to the development of effective nonlinear control strategies for helicopters (Sira- This study considers the two-input, two-output nonlinear model following control of a 3-DOF model helicopter. Since the decoupling matrix is singular, a nonlinear structure algorithm (Shima et al., 1997; Isurugi, 1990 ) is used to design the controller. Furthermore, since the model dynamics are described linearly by unknown system parameters, a parameter identification scheme is introduced in the closed-loop system. Two parameter identification methods are discussed: The first method is based on the differential equation model. In experiments, it is found that this model has difficulties in obtaining a good tracking control performance, due to the inaccuracy of the estimated velocity and acceleration signals. The second parameter identification method is designed on the basis of a dynamics model derived by applying integral operators to the differential equations expressing the system dynamics. Hence this identification algorithm requires neither velocity nor acceleration signals. The experimental results for this second method show that it achieves better tracking objectives, although the results still suffer from tracking errors. Finally, we introduce additional terms into the equations of motion that express model uncertainties and external disturbances. The resultant experimental data show that the method constructed with the inclusion of these additional terms produces the best control performance. The equations of motion about axes ε, θ and φ are expressed as 
Nonlinear Model Following Control

Control system design
In this section, a nonlinear model following control system is designed for the 3-DOF model helicopter described in the previous section. First, the reference model is given as
where
From (4) and (6), the augmented state equation is defined as follows.
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Here, we apply a nonlinear structure algorithm to design a model following controller (Shima et al., 1997; Isurugi, 1990) . New variables and parameters in the following algorithm are defined below the input (19).
•
Step 1 The tracking error vector is given by
Differentiating the tracking error (8) yieldṡ
Since the inputs do not appear in (9), we proceed to step 2.
• Step 2 Differentiating (9) leads toë
From (11), the decoupling matrix B u (x) is obviously singular. Hence, this system is not decouplable by static state feedback. The equation (11) can be re-expressed as
e 2 = −p 9 x p6 + x M7 − p 10 sin x p3 u p1 (13) then, by eliminating u p1 from (13) using (12) under the assumption of u p1 = 0, we obtain
www.intechopen.com
• Step 3
Further differentiating (14) gives rise to
As well as step 2, we eliminate u p1 from (15) using (12), and it is obtained that
• Step 4
It follows from the same operation as step 3 that
From (12) and (17), we obtain
The system is input-output linearizable and the model following input vector is determined by 
p 10 p 4 cos x p3
x p4
The input vector is always available since the term d 2 (x) cos x p3 does not vanish for −π/2 < θ < π/2. The design parameters σ ij (i = 1, 2, j = 1, · · · , 4) are selected so that the following characteristic equations are stable.
Then, the closed-loop system has the following error equations
and the plant outputs converge to the reference outputs. From (11) and (17), u p1 and u p2 appear first inë 1 and e (4)
which is derived by substituting
into the differentiator
where z −1 is a one-step delay operator, T s is the sampling period and the design parameter α is a positive constant. Hence, for example, we havė
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Experimental studies
The control algorithm described above was applied to the experimental system shown in Section 2. The nominal values of the physical constants are as follows: 
All the eigenvalues of the matrices K 1 and K 2 are −1, and the characteristic roots of the error equations (22) and (23) 
Parameter Identification Based on the Differential Equations
Parameter identification algorithm
It is difficult to obtain the desired control performance by applying the algorithm in the previous section directly to the experimental system, since there are parameter uncertainties in the model dynamics. However, it is straightforward to see that the system dynamics (4) are linear with respect to unknown parameters, even though the equations are nonlinear. It is therefore possible to introduce a parameter identification scheme in the feedback control loop. In the present study, the parameter identification scheme is designed in discrete-time form using measured discrete-time signals. Hence, the estimated parameters are calculated recursively at every instant kT, where T is the updating period of the parameters and k is a nonnegative integer. Henceforth we omit T for simplicity. Then, the dynamics of the model helicopter given by equation (4) can be re-expressed as
Defining the estimated parameter vectors corresponding to the vectors ζ 1 , ζ 2 , ζ 3 as
respectively. Along with the angular velocities, the angular accelerations w 1 (k) =ε(k), w 2 (k) =θ(k), w 3 (k) =φ(k) are also obtained by numerical calculation using a discretized differentiator.
The parameters are estimated using a recursive least squares algorithm as follows.
Then, the tracking of the two outputs is achieved under the persistent excitation of the signals v i , i = 1, 2, 3.
Experimental studies
The estimation and control algorithm described above was applied to the experimental system shown in Section 2. The design parameters are given as follows: The sampling period of the inputs and the outputs is set as T s = 2 [ms] and the updating period of the parameters, T, takes the same value, www.intechopen.com www.intechopen.com 
Parameter Identification Based on the Integral Form of the Model Equations
The model equations without model uncertainties and external disturbances 5.1.1 Parameter identification algorithm
The main reason why the experimental results exhibit the poor tracking performance described in the previous subsection 4.2 lies in the fact that the parameter identification is unsatisfactory due to the inaccuracy of the estimation of the velocity and the acceleration signals. To overcome this problem, a parameter estimation scheme is designed for modified dynamics equations obtained by applying integral operators to the differential equations expressing the system dynamics (28)- (30) 
Next, discretizing the double integral of the right-hand side of equation (28) yields
As a result, the integral form of the dynamics is obtained as
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Hence, the estimate model for (39) is given by
and the system parameters ζ i (k) can be identified from expression (43) without use of the velocities or accelerations of ε, θ and φ. Finally, the following recursive least squares algorithm is applied to the estimate model (43).
Note here that the estimated velocity and acceleration signals are still used in the control input (19).
Experimental studies
The design parameters for the integral form of the identification algorithm are given by n = 100,λ 1 =λ 2 =λ 3 = 0.9999 and P 1 −1 (0) = P 2 −1 (0) = 10 3 I 4 , P 3 −1 (0) = 10 3 I 2 . The reference inputs u M1 and u M2 are given by 
The model equations with model uncertainties and external disturbances 5.2.1 Parameter identification algorithm
Although the use of the integral form of the dynamics has improved the tracking performance of both the outputs ε and θ, tracking errors still remain. On the basis that these errors are caused by model uncertainties and external disturbances, for example, motor dynamics or friction (other than viscous friction), we add the additional terms f ε , f θ and f φ into equation (4) to represent model uncertainties and external disturbances. Generally, the additional terms should be given as, for instance,
where c i is a constant and f i is a known function of time. For simplicity, however, here we assume these additional terms are constant because tracking errors in the experimental results approximately remain constant in Fig. 10 . Then, the system dynamics are expressed as
Experimental studies
The weighting factor of the least squares algorithm is given by
The updating period of the parameters, T, is T = 10 [ms], while other design parameters are the same as those of the previous section. The value of T stated above led to the best experimental result unlike the previous experimental studies. The outputs are depicted in Figs. 13 and 14 , while the estimated parameters are shown in Figs. 15, 16 and 17. The tracking performance of both of the outputs ε and φ has been further improved by the inclusion of the uncertainties. 
Conclusions
This paper considers the nonlinear adaptive model following control of a 3-DOF model helicopter. The system model here is not decouplable by static state feedback, and the nonlinear structure algorithm is applied. When a simple model following controller is designed, it is not easy to obtain a good control performance mainly due to the parameter uncertainties. Then, two parameter identification schemes are discussed: The first scheme is based on the differential equation model. This scheme is unable to obtain a good tracking control performance because of the inaccuracy of the estimated velocity and acceleration signals. The second scheme is designed for a dynamics model derived by applying integral operators to the differential equations expressing the system dynamics. Hence, this identification algorithm requires neither velocity nor acceleration signals. The experimental results show that the second method yields a better tracking result, although tracking errors still remain. Finally, we introduce additional terms into the equations of motion to express model uncertainties and external disturbances. With reference to experimental results, this modification is shown to further improve the tracking control performance. This book collects fifteen relevant papers in the field of mechatronic systems. Mechatronics, the synergistic blend of mechanics, electronics, and computer science, integrates the best design practices with the most advanced technologies to realize high-quality products, guaranteeing at the same time a substantial reduction in development time and cost. Topics covered in this book include simulation, modelling and control of electromechanical machines, machine components, and mechatronic vehicles. New software tools, integrated development environments, and systematic design methods are also introduced. The editors are extremely grateful to all the authors for their valuable contributions. The book begins with eight chapters related to modelling and control of electromechanical machines and machine components. Chapter 9 presents a nonlinear model for the control of a three-DOF helicopter. A helicopter model and a control method of the model are also presented and validated experimentally in Chapter 10. Chapter 11 introduces a planar laboratory testbed for the simulation of autonomous proximity manoeuvres of a uniquely control actuator configured spacecraft. Integrated methods of simulation and Real-Time control aiming at improving the efficiency of an iterative design process of control systems are presented in Chapter 12. Reliability analysis methods for an embedded Open Source Software (OSS) are discussed in Chapter 13. A new specification technique for the conceptual design of self-optimizing mechatronic systems is presented in Chapter 14.
Mechatronic Systems Simulation Modeling and Control
Chapter 15 provides a general overview of design specificities including mechanical and control considerations for micro-mechatronic structures. It also presents an example of a new optimal synthesis method to design topology and associated robust control methodologies for monolithic compliant microstructures.
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