A hybrid evolutionary algorithm is applied to the optimization of space missions with multiple impulses and gravity assists. The optimization procedure runs three different optimizers, based on genetic algorithms, differential evolution and particle swarm optimization, in parallel; the algorithms are used synergistically by letting the best individuals, found by each algorithm, migrate to the others at prescribed intervals. A mass mutation operator is also employed to diversify the population and avoid premature convergence to suboptimal solutions. A module based on an enhanced continuous tabu search algorithm is introduced in the initialization process to produce a good starting population for the optimization algorithm. The results show the good performance obtained with the hybrid algorithm and the improvement in terms of efficiency and computational cost which is provided, in most cases, by the tabu search initialization process.
INTRODUCTION
Evolutionary algorithms (EAs) are optimization procedures which search for the global optimum of a given function in a prescribed search space. Each solution (individual) is represented by the integer or real values of a finite number of variables, which can vary in prescribed intervals. The optimization procedure is started by producing, usually in a random way, an initial population of individuals; then, each algorithm, following its own rules, forces the evolution of the population in order to favor the improvement of the objective function. Some parameters, typical of each algorithm, control the evolution and determine the algorithm capability of finding the optimal solution. Genetic algorithms (GA), differential evolution (DE), particle swarm optimization (PSO) and tabu search (TS) are used in the present article. In the field of space trajectory optimization, EA were initially employed in conjunction with gradientbased methods [1] [2] [3] [4] ; GAs have also been used with calculus of variations [5] [6] [7] for low thrust trajectories; a combination of artificial neural networks with EAs has been applied to solar sail trajectories [8] . Subsequent works have shown that EAs are well suited to the optimization of impulsive trajectories, which can be described by a limited number of variables. Several studies concerning the optimization of impulsive interplanetary trajectories with gravity assists by means of EAs have been published in the recent literature; tuning of the algorithm parameters and comparisons of the performance of the algorithms have been presented [9] [10] [11] [12] [13] [14] [15] [16] [17] . These studies usually agree in stating that EAs are suitable means for the optimization of this kind of missions, even though their conclusions sometimes differ on determining which particular method allows for the best performance. Results may be affected by the choice of the parameters that rule the behavior of the optimization algorithms, and comparison of the results is sometimes difficult due to insufficient details given about the trajectory model. Evolutionary algorithms are heuristic methods and rely on random processes. Typically, each run may produce a different result, and the performance of such an optimization algorithm can be evaluated in terms of efficiency (i.e., the probability of finding the global optimum) and number of function evaluations required to attain the optimum. A single EA can be implemented by adopting different strategies and require the specification of a given set of parameters, which control the evolution of the population. The performance of the algorithm is usually dependent on these settings, and the combinations of parameters that produce the best performance (or, at least, acceptable results) may be unknown. An "a posteriori" analysis should be carried out to define the optimal strategies and parameter settings for the given problem. However, there is no guarantee that the same setting is suitable for a different problem. Hybrid EAs employ different algorithms to deal with the same problem: Information is shared between the algorithms in order to improve the performance. The cooperation between the algorithms is in particular useful when a new problem is dealt with, and "standard" settings, based on the experience of the user and possibly not suited to the problem, are adopted for the algorithm parameters. Thanks to the synergistic effort of different EAs, hybrid algorithms have a larger chance of performing well on different problems, with generic settings of the parameters and without any specific tuning; only population size and number of function evaluations should be varied to take the dimension of the problem (i.e., number of optimization variables) into account. A hybrid optimization procedure, which runs three different optimizers based on GA, DE, and PSO "in parallel", has been developed [18, 19] and applied to impulsive space trajectories with flybys [20, 21] . The algorithms, which can also be employed separately, are used synergistically, by letting the best individuals found by each algorithm migrate to the others at prescribed intervals. In comparison to existing methods, a "mass mutation" (MM) operator is also introduced in the hybrid algorithm: A high percentage of individuals (typically over 90%) is eliminated when the mean distance between the individuals is smaller than a prescribed value and the optimal objective function is stuck on the same value for more than a prefixed number of iterations [18] . A further improvement of the hybrid algorithm performance is achieved by adding a module based on an enhanced continuous tabu search algorithm in the initialization process. Some individuals of the initial population are not randomly initialized, but are produced by a metaheuristic search realized with the TS algorithm. The use of this procedure to produce a "warm" start for the hybrid algorithm provides, in most cases, improved efficiency and a lower computational cost.
EVOLUTIONARY ALGORITHMS
An EA is a population-based metaheuristic optimization algorithm, which borrows its mechanisms from biological evolution: reproduction, mutation, recombination, natural selection and survival of the fittest. Candidate solutions to the optimization problem play the role of individuals in a population, and a cost or merit function determines how the individual is suited to the environment. Evolution of the population takes place with the repeated application of prescribed operators. In the present paper interplanetary trajectories with a given sequence of planetary encounters are considered; a deep-space impulse may be applied during each interplanetary leg. Each trajectory is defined by the real values of a fixed number of N p optimization variables (i.e., relevant dates and position, magnitude and orientation of each impulse), which can vary in user-specified ranges and completely determine the trajectory and the corresponding ∆V , which is the function here minimized. For each individual, the mission ∆V is evaluated; a large value is associated to the combinations that do not allow for a solution. The fitness function is then defined as the inverse of ∆V . An initial population of randomly generated candidate solutions usually comprise the first generation. The extended random initialization (ERI) procedure of Bramlette [22] is introduced, whereby random initializations are tried for each individual until a significant solution is found or a maximum number of tries (20 in this paper) is reached. This initial effort in terms of computational cost is repaid with a faster convergence to the global optimum, which is reached after a lower number of function evaluations [18] . In the present paper, some individuals may be obtained from the search carried out by employing the TS algorithm, which is described later. After the initialization phase, the optimization code used here employs GA, DE and PSO in parallel [19] , according to the island model [23] .
Genetic Algorithm
GAs [24, 25] work on a population of potential solutions applying the principle of survival of the fittest to produce better and better approximations of the optimal solution. A new set of approximations is created at each iteration by selecting parent individuals according to their fitness and breeding them together using operators borrowed from natural genetics. This process leads to the evolution of populations of individuals, which are better suited to their environment than the individuals that they were created from, just as in natural adaptation. At each iteration, the principle of Elitism is first used to avoid the loss of good individuals caused by other genetic operators. The best individuals, i.e., those with the highest fitness (lowest ∆V ), are stored and replace the worst ones of the following generation; in the present work 3 individuals are selected and saved during each iteration. The new generation is obtained by first forming a "parent" population, which emphasizes the good solutions and eliminates the bad solutions. The GA optimization tool that has been developed can use three different types of Selection operator: Tournament selection, roulette wheel selection and stochastic universal sampling. Cross-over operator is then applied to get a new generation of individuals: couples of individuals are randomly selected among the parent population so as each individual is chosen once. Deb's cross-over [26] with either constant (η = 2) and variable-η is employed to create a pair of new individuals, with the N p optimization variables obtained from the corresponding values of the two parents. The parameter η controls how close children solutions are with respect to parent solutions (the larger is η, the closer are the solutions). Mutation is applied to the new population to increase the number of explored solutions and keep diversity in the population. Some of the variables are changed, according to a small specified probability (2% is used in the present paper; results are only slightly affected by the chosen value); the new variable value is chosen randomly in the specified range. The objective function of each individual of the new generation is finally evaluated; the worst ones are discarded and replaced by the elite individuals of the former generation. The whole procedure is repeated for a fixed number of generations N g or until a prefixed number of function evaluations is reached.
Differential evolution
DE [27, 28] is a parallel direct search method which utilizes a population of N i individuals for N g generations, just as GA does. ERI can be optionally added as well, to initialize the population. DE generates new vectors of variables by adding the weighted difference between two population vectors to a third one. If the resulting individual exhibits a higher fitness than a predetermined population member, in the next generation the new individual replaces the one it was compared to; otherwise, the old individual is retained. This basic principle can be varied, and in fact there are several practical implementations of DE. Six variants, namely DE/best/1, DE/rand/1, DE/rtb/2, DE/best/2 DE/rand/2, and DE/rtb/1, according to [28] , can be used in the developed algorithm. The scaling factor F is chosen randomly between -1 and 1, as suggested by [17] . The cross-over probability [27, 28] is fixed at 0.8.
Particle swarm optimization
PSO [29, 30] is a population based stochastic optimization technique, inspired by social behavior of bird flocking or fish schooling. The system is initialized with a population of random solutions and searches for the optimum by updating generations. However, unlike GA or DE,in PSO, the potential solutions, called particles, move through the problem space. The values of the N p optimization variables define the particle position. A velocity vector, which rules the motion of the particle, is also introduced. The particles fly through the domain by following the one with the best fitness function. PSO is initialized with a group of random particles; each particle moves according to its instantaneous velocity, which is updated at each iteration in order to improve the solution. Two criteria are used: The velocity is changed to move the particle toward the best solution P best that the particle itself has reached in the previous iterations (cognitive acceleration) and toward the best solution G best that any particle in the population has reached (social acceleration). Common, Trelea type 1 and 2 and Clerc's strategies [31] are used in the present algorithm. Particles' velocities are limited to a fixed value V max equal to one quarter of the variable range.
Enhanced continuous tabu search
Tabu search (TS) is a metaheuristic algorithm originally developed by Glover [32, 33] , which has been successfully applied to a variety of combinatorial optimization problems. In this paper, an adaptation of TS to continuous optimization problems, called enhanced continuous tabu search (ECTS) [34] , which is directly inspired by Glover's approach, is used. This algorithm starts with a diversification phase, with the aim of finding the most promising areas of the domain. In the original ETCS algorithm, the diversification phase is followed by an intensification phase in order to find the optima in the most promising areas, but in the algorithm presented here this task is fulfilled by the hybrid algorithm with GA, DE and PSO in parallel. At the end of the diversification phase the best results found by the ECTS are inserted into the initial population for the hybrid algorithm. The diversification phase starts from the best solution s among solutions produced randomly (20N p tries are used here). A set of N s new solutions is generated during each iteration, dividing the domain in N s hypercubes, which sorround the current solution s, and randomly picking a point in every subdomain. A "tabu" list, which contains solutions belonging to regions of the search domain that have already been explored, is created to avoid the risk of the appearance of a cyclic behavior. The solutions, which are close to solutions in the tabu list, are systematically eliminated. The objective function to be minimized is evaluated for the new solutions and the best one becomes the new current solution, even if the objective function is worse than the previous value. After each 'move', s is put into the tabu list. A fixed number of tabu solutions is recorded, and when the tabu list is full, it is updated by removing the first solution entered. Subsequent iterations are performed, and the procedure is repeated by starting from the new current point, until some stopping condition is reached. Usually, the algorithm is terminated after a prefixed number of iterations without any improvement of the objective function. In the diversification phase ECTS generates a list of "promising" solutions to locate the regions of the search domain which correspond to low values of the function to be minimized. Each current solution s is inserted into the promising list if the objective function is lower than a given threshold (typically, the mean objective function value of all the solution in the promising list). Each solution in the promising list can be considered as the center of a hypersphere called promising area. New solutions are added to the list only if they do not belong to any of the promising hyperspheres. This condition stimulates the search toward new areas of the domain. In the approach adopted here, which aims at the creations of "seeds" that are provided to the hybrid optimization algorithm, ECTS parameters are adjusted in order to obtain a high degree of diversification in the promising list, since convergence to a possibly suboptimal solution in the proximity of the seeds may occur in the opposite case. Optimization variables are normalized so as they vary between 0 and 1. Hyperspheres of radius R = 0.1 are adopted to exclude new solutions in the proximity of solutions in either the tabu or the promising list. At each iteration, N s hypercubes with geometrical partitioning, as proposed by Siarry and Berthiau [35] , are introduced to obtain N s new solutions; to this purpose, the distances h j = R + (R M − R)/2 Ns−j are introduced for j = 1, ..., N s , where R M = 0.5 is the maximum allowed distance from the current solution s. The optimization variables of the j-th new solution are chosen randomly (with uniform distribution) in the ranges
Complete Hybrid Algorithm
The complete hybrid algorithm presented in this paper initially runs the ECTS module. At every iteration, N s = 6 new solutions in 6 concentric hypercubes are generated. Tabu and promising lists with either 10 or 100 individuals have been used in this work, with similar results. For simple problems with limited number of optimization parameters, the 10-individual lists usually provide the same efficiency but require a lower number of function evaluations and 10 individuals are therefore to be preferred; for the most complex problem considered in this paper, 100-individual lists present larger efficiency and similar computational cost, and are adopted here. The diversification phase is stopped after 1000N p iterations or when 50N p iterations have been performed without any addition to the promising list, unless specified otherwise. The populations for GA, DE and PSO are then randomly initialized, but the promising solutions found by ECTS are inserted into each one. These optimizers are run in parallel according to the island model, performing migration of 5 individuals every 50 iterations. When the aggregation degree, defined as the ratio of the minimum objective function and the mean objective function value of the population, is higher than 0.95 for more than 50 iterations without any improvement, mass mutation is performed, randomly re-initializing 95% of the individuals.
MULTIPLE FLYBY MISSION TO SATURN
The trajectory of the Cassini-Huygens mission to Saturn is a typical benchmark for evolutionary optimization algorithms. The spacecraft left Earth in October 1997, and performed a first flyby of Venus after six months in order to increase the trajectory's energy and raise the aphelium. After 14 months another Venus flyby was exploited and then, 4 months later, an Earth flyby put the spacecraft into a trajectory toward Jupiter. In December 2000 a flyby of this planet was performed and the spacecraft reached Saturn in July 2004, with the insertion into an orbit around the planet. The patchedconic approximation is adopted, and the dimensions of the planets' spheres of influence is neglected. The trajectory comprises only ballistic heliocentric legs, which are joined in correspondence of either a planetary flyby or a deep-space impulse. The trajectory consists of n = 6 interplanetary legs. Subscripts j −1 and j correspond to the departure and arrival planets of the j-th leg, respectively. The mission ∆V is the sum of the velocity changes which are performed: At Earth departure (∆V 0 ); at target arrival (∆V n ); at the flybys (∆V F Bj , j = 1, 2, ...n − 1); in correspondence of the deep-space impulses (∆V DSj , j = 1, 2, ...n)
At departure (subscript 0) the spacecraft leaves a given parking orbit with an impulse at the orbit perigee; in a similar way, the insertion into a prescribed parking orbit around the target planet (subscript n) is performed by means of an impulse at periapsis. One has
where v ∞ is the relative velocity at the boundary of the sphere of influence (hyperbolic excess velocity), v c and v p are the circular and orbital velocity at the periapsis of the parking orbit, respectively. For the present analysis, the spacecraft leaves a 300-km circular low Earth orbit; the flyby height is constrained above 300 km for all the planets; the final orbit has an altitude of 0.33x150 Saturn radii [17] . At the j-th flyby (j = 1, 2, ..., n − 1) a minimum height over the planet surface is considered to determine the maximum allowable rotation δ max of the hyperbolic excess velocity v ∞ ; one has
where µ j is the planet's gravitational parameter and r pj the radius corresponding to the minimum flyby altitude. The lower value of the hyperbolic excess velocity must be considered when the magnitude of the hyperbolic excess velocity before the flyby v ∞j− differs from the value after the flyby v ∞j+ . When the maximum rotation is not exceeded the velocity change at the flyby is the change in v ∞ magnitude
On the other hand, when δ exceeds δ max , the velocity rotation must be partially provided by propulsion with an impulse just before (when v ∞j+ < v ∞j− ) or after (otherwise) the flyby (propulsion is excluded inside the planet's sphere of influence). One has
When a deep space impulse is allowed in the j-th interplanetary leg, the corresponding ∆V DSj (j = 1, 2, ...n), i.e., the velocity change in correspondence of the deep-space impulse is computed as the vectorial difference of the velocity just before (v j− ) and after (v j+ ) the impulse
Initially, a simplified version of the problem is considered, excluding midcourse impulses. When n legs are performed the number of parameters is n + 1. For each set of parameters, the optimization procedure solves n Lambert's problems by means of a solver based on Battin's method [36] . When an additional impulse is allowed during each leg, four optimization variables must be introduced for each deep-space impulse. In the present paper, the fraction of time from leg departure to the impulse with respect to the leg time-length and the components of the relative velocity at the leg departure are used [20] . When no midcourse impulse is allowed, the problem has six parameters, namely, the departure time and the time-lengths of five interplanetary legs. The 1997 one-year launch window is here considered; legs concerning Venus and Earth vary between 0.1 to 1.5 years; the Venus-Venus leg varies between 0.5 to 3 times the period of Venus; legs concerning Jupiter and Saturn vary between 0.1 to 0.4 times the period of the leg outermost planet [17] . A maximum flight time of 7 years is allowed. The function that is minimized is the sum of the ∆V at departure, arrival, and at the flybys. The procedure finds a trajectory with ∆V = 5.621 km/s which uses propulsion just at departure and arrival at target planet (all the flybys are nonpropelled). The same variables ranges are adopted for the mission with deep-space impulses. In addition, the velocity component, at the start of legs with a deep-space impulse allowed, are let vary between -1 and +2 times the corresponding components of the ballistic trajectory which joins the relevant planets in the prescribed time. When deep space impulses are allowed an improved mission with overall ∆V = 4.892 km/s is found. The resulting optimal trajectory has a single deep space impulse during the Venus-Venus leg and all the flybys are nonpropelled. The characteristics of the missions without deep-space impulses and with a midcourse impulse in the Venus-Venus leg are shown in Table 1 and the corresponding trajectories in Figs. 1 and 2 . 
ALGORITHM PERFORMANCE
The performance of the algorithms are evaluated in terms of efficiency (i.e., success rate) and number of functions evaluations required to attain the optimum. An algorithm run is successful and the optimum is considered to be attained when ∆V is within 1% of the global optimum. Each algorithm is run 40 times to obtain an estimation of the success rate, giving an error margin below 10 % with a 95 % confidence (sufficient for a preliminary classification of the algorithms). The simpler problem, which excludes deep-space impulses, has been thoroughly tested in [18] and [19] , with slightly different variable ranges and final parking orbit around Saturn (also, efficiency and number of function evaluations were defined slightly differently). The results showed that only DE can reach a 100% efficiency in finding the optimal solution, whereas PSO presents a mean efficiency of 60% in most cases, and GA slightly exceeds 50%. The best strategies for DE is DE/rand/1 with 60 individuals (efficiency ǫ = 100%); for GA the best result is obtained with tournament selection and Deb's crossover with 100 individuals (ǫ = 57.5%); for PSO, common strategy achieved ǫ = 75% with 30 individuals. These strategies have been used to create the hybrid algorithm, which has been tested by performing multiple runs; each run is stopped after 500000 function evaluations. The results are presented in Table 2 , with and without the addition of the diversification phase performed by the ECTS module.
The hybrid algorithm provides a 100% efficiency with a computational cost comparable with the one of DE alone. The ECTS module is not useful, in this case, as it causes a slight increase in number of function evaluations to reach the optimum. The hybrid algorithm is well suited to this problem and the initial computational effort required by the diversification phase (usually around 5000 function evaluations) is not repaid during the following optimization process. If nonoptimal settings are adopted for the hybrid algorithm, (DE/rtb/2 with 60 individuals for DE, ǫ = 90%, stochastic universal sampling and Deb's Crossover with 100 individuals for GA, ǫ = 40%, and Trelea's Type I and 24 individuals for PSO, ǫ = 60%) the results, presented in Table 3 , show that the full hybrid algorithm is still able to achieve a 100% efficiency, thus proving that the integrated use of different optimisers is synergyc in terms of efficiency with a comparable computational cost. In this case, the addition of the ECTS module remarkably reduces the computational cost, as the average number of function evaluations required to attain the optimum is reduced by one third. The problem complexity is increased when deep-space impulses are allowed [20] . The performance of the algorithm when a deep-space impulse is allowed only during the Venus-Venus leg (N p = 10 optimization variables) is presented in Table 4 , with the settings and strategies of the basic algorithms corresponding to the optimum choice for the nonpropelled case, but the number of individuals of the GA is increased to 200, to account for the larger number of variables. Also, Trelea type 2 strategy is used in the PSO algorithm. Each try is again stopped after 500000 function evaluations. For this problem, the addition of ECTS provides a significant benefit both in terms of efficiency, which reaches 100%, and speed of convergence, with a 15% cut of the required number of function evaluations. One cannot know a priori how many deep-space impulses are required and in which legs they should occur; a mission, which allows for a deep-space impulse during each leg, has therefore been analyzed to take this consideration into account. The problem has N p = 26 optimization variables and the results are presented in Table 5 . The same settings of the one-impulse problem have been adopted, but each try is now stopped after 1500000 function evaluations; also, the tabu and promising lists of the ECTS module comprise 100 individuals. Again, the ECTS module proves to be beneficial in terms of efficiency, raised to 55% from 32.5%, even though a small increase in number of function evaluations is encountered. The ECTS termination criterium of 1000N p iterations seems oversized for the considered problem, as up to 156000 function evaluations may be required during initialization. Tests, also presented in Table 5 , have been carried out by reducing the maximum number of iterations to 500N p and 250N p (in the latter case, diversification was also stopped after 25N p iterations without additions to the promising list, instead of 50N p ). The reduction slightly improved both the efficiency and, as expected, the convergence speed, in particular with the smallest number of iterations for the ECTS module. The larger number of optimization variables suggests to increase the population size when five deepspace impulses are allowed, and populations of 300, 120 and 30 individuals have also been tested for GA, DE, and PSO, respectively. The algorithm efficiency is improved when this larger population is adopted, as shown in [20] , and reaches 53 % when the population is initiated randomly. Results with the addition of the ECTS module, which have been obtained by running each algorithm configuration 100 times to reduce the error margin to 7 % with a 95 % confidence, are shown in Table 6 . The benefit of the ECTS-based initialization is even more striking, compared to the previous cases, as the success rate approaches 100% when the initial ECTS diversification is carried out, at the cost of a small increase in the average number of function evaluations to attain the minimum (the termination criterium of the ECTS module has now a scarce influence on this value). The beneficial effect of the diversification phase can be understood by considering how the evolution of the population occurs. When a random initialization is adopted, the first-generation solutions have very large ∆V values (typically, more than 30 km/s when none or one deep-space impulse is allowed, above 100 km/s with five deep-space impulses allowed). During the first generations, few good solutions are generated and the population concentrates toward them; this mechanism may favor convergence to a suboptimal solution, when the first good solutions that are generated are far from the region where the global optimum is located. On the other hand, the solutions, which are passed to the hybrid algorithm by the ECTS module, typically present still large, but lower, ∆V values (about 15 km/s when none or one deep-space impulse is allowed, about 30 km/s with five deep-space impulses allowed) and are usually well distrubuted in the search domain. The evolution of the populations is less likely attracted toward a single (possibly suboptimal) region, and the concentration of the solutions occurs only after a larger number of generations, thus increasing the algorithm probability of finding the global optimum.
CONCLUSIONS
An hybrid evolutionary algorithm, which uses differential evolution, genetic algorithm and particle swarm optimization in a cooperative way to optimize impulsive spacecraft trajectories has been applied to an interplanetary mission with gravity assists and deep-space impulses. The method shares information between the basic algorithms by letting the best individuals migrate to the other algorithms at prescribed intervals (island model); for this reason, the hybrid algorithm shows better performance in terms of efficiency compared to the basic algorithms, in particular when nonoptimal settings are adopted for the parameters of the algorithms. Therefore, the developed algorithm constitutes a viable means to deal with new problems, when the optimal parameter settings are not known. A module based on an enhanced continuous tabu search algorithm has been introduced to perform an initialization phase, with the aim of producing a limited set of suitable initial solutions for the hybrid algorithm. This diversification phase is usually beneficial (sometimes remarkably) in terms of algorithm efficiency, and may also reduce the number of function evaluations required to attain the optimum. Tuning of the parameters that control the module may produce further improvements. The use of this complete hybrid algorithm to deal with interplanetary trajectories with gravity assists, characterized by a quite large search space and by the existence of many local optima, has shown that the algorithm usually presents a quite large efficiency in locating the correct global minimum, and that few runs (and few minutes when a standard PC is employed) usually provide the certainty of obtaining the correct solution, with a very low computational cost.
