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ESAIM: Probability and Statistics
LES P-VALUES COMME VOTES D’EXPERTS∗
GUY MOREL1
abstract. The p-values are often implicitly used as a measure of evi-
dence for the hypotheses of the tests. This practice has been analyzed
with different approaches. It is generally accepted for the one-sided hy-
pothesis problem, but it is often criticized for the two-sided hypothesis
problem. We analyze this practice with a new approach to statistical
inference. First we select good decision rules without using a loss func-
tion, we call them experts. Then we define a probability distribution
on the space of experts. The measure of evidence for a hypothesis is
the inductive probability of experts that decide this hypothesis.
Re´sume´. Dans la pratique des tests, les p-values sont souvent utilise´es
comme des mesures du niveau de confiance a` accorder aux hypothe`ses.
Analyse´e de diffe´rents points de vue, cette manie`re de faire est ge´ne´-
ralement accepte´e pour les hypothe`ses unilate´rales. Elle est par contre
souvent critique´e dans le cas d’hypothe`ses bilate´rales. Nous reprenons
ce de´bat en utilisant une approche nouvelle des proble`mes de de´cision.
Elle consiste a` se´lectionner de bonnes re`gles de de´cision, appele´es ex-
perts, sans utiliser de fonction de perte. L’espace des experts est ensuite
probabilise´. Le poids des experts qui de´cident une hypothe`se est pris
comme indice de confiance en faveur de cette hypothe`se.
AMS Subject Classification.. 62A99, 62C05, 62P.
1. Introduction
Tous les logiciels statistiques fournissent le re´sultat d’un test en donnant
la p-value (le niveau de signification). Ce seuil minimum de rejet permet de
conclure quel que soit le seuil choisi. Si la suite du programme ne de´pend pas
du re´sultat du test, l’utilisateur n’est pas oblige´ de fournir un seuil. On lui
e´vite ainsi bien des taˆtonnements, car dans beaucoup d’applications le seuil
n’est pas comple`tement fixe´. Plusieurs valeurs standards sont envisageables,
par exemple α = 0.05, α = 0.01 et α = 0.001. Lorsque le rejet de l’hypothe`se
H0 est possible, le re´sultat est souvent symbolise´ par des e´toiles : * signifie
que seul α = 0.05 permet de rejeter H0, *** indique que meˆme α = 0.001
le permet. Cette symbolique des e´toiles n’est bien suˆr pas innocente, elle
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traduit que le rejet est d’autant plus suˆr que les e´toiles sont nombreuses.
Donner la p-value quand elle est infe´rieure a` 0.05 se fait de plus en plus. Ce
n’e´tait pas possible lorsque le re´sultat d’un test s’obtenait par lecture sur
une table, l’utilisateur ne disposait que des valeurs critiques du test pour
les seuils tabule´s. Avec la p-value la symbolique des e´toiles se transforme
en une phrase du type : plus la p-value est faible, plus la “probabilite´” de
l’hypothe`se H0 est faible. Souvent cette interpre´tation probabiliste s’e´largit
a` toute la plage des valeurs possibles, l’intervalle [0, 1]. La p-value est alors
conside´re´e comme la “probabilite´” de l’hypothe`se H0, son comple´ment a` 1
comme la “probabilite´” de H1. Les guillemets posent le proble`me du statut
de cette probabilite´, les auteurs de la the´orie des tests n’avaient pas pour but
de fournir une probabilite´ pour les deux hypothe`ses. Les p-values sont un
indice du niveau de confiance accorde´ a` l’hypothe`se H0 qui a e´te´ forge´ par la
pratique des tests. Cet indice statistique non the´orise´ suscite de nombreux
articles. On peut les diviser en deux grandes cate´gories.
Certains articles partent de l’outil p-value tel qu’il est construit par la
pratique et e´tudient ses proprie´te´s. Parmi les plus re´cents, citons par ex-
emple l’article de Hung, O’Neill, Bauer et Ko¨hne (1997) qui traite de la
distribution des p-values sous l’hypothe`se H1, et celui de Thompson (1996)
qui utilise les p-values, a` la place de la puissance, pour comparer les tests.
Les autres articles traitent plutoˆt du fondement des p-values comme pro-
babilite´ sur l’espace des deux hypothe`ses. Ils les e´tudient dans un autre
cadre que la the´orie des tests. C’est aussi ce que nous essaierons de faire ici.
Le cadre the´orique qui paraˆıt le plus approprie´ pour ce type d’e´tude est
le cadre baye´sien : les p-values peuvent-elles eˆtre conside´re´es comme des
probabilite´s a posteriori ? Pour re´sumer, disons que ce n’est ge´ne´ralement
pas le cas, mais que pour les tests unilate´raux les p-values s’obtiennent
souvent a` partir de probabilite´s a priori non informatives [Berger (1985) ;
Berger et Sellke (1987) ; Casella et Berger (1987) ; Robert (1992)].
On peut aussi e´tudier les p-values comme estimateurs de l’indicatrice de
l’ensemble des parame`tres de´finissant H0 [Hwang, Casella, Robert, Wells
et Farrell (1992) ; van der Meulen et Schaafsma (1993) ; Robert (1992) ;
Schaafsma, Tolboom et van der Meulen (1989)]. La` encore, pour les tests
unilate´raux les p-values sont ge´ne´ralement admissibles, alors qu’elles ne le
sont pas pour les tests bilate´raux.
Cette opposition entre hypothe`ses unilate´rales et hypothe`ses bilate´rales se
retrouve quand on regarde la cohe´rence des p-values lorsqu’on fait varier
l’hypothe`se H0, sans changer le mode`le statistique. Conside´rons deux hy-
pothe`ses possibles H0 : θ ∈ Θ0 (Θ = Θ0+Θ1) et H ′0 : θ ∈ Θ′0 (Θ = Θ′0+Θ′1).
Si Θ0 ⊂ Θ′0 on cherche ge´ne´ralement une mesure du niveau de confiance qui
donne une valeur plus grande pour Θ′0 que pour Θ0. Ce n’est pas le cas des
p-values pour des hypothe`ses bilate´rales, Schervish (1996) le montre dans
le mode`le statistique de´fini par la famille des lois gaussiennes {N(θ, 1)}θ∈R.
Il trouve facilement θ1 < −θ0 < θ0 < θ2 < x, tels que les hypothe`ses
[θ0] ⊂ [−θ0, θ0] ⊂ [θ1, θ2] et la re´alisation x donnent des p-values qui sont
de´croissantes au lieu d’eˆtre croissantes. Par exemple, pour θ1 = −0.82,
θ0 = 0.50, θ2 = 0.52 et x = 2.18 il obtient les p-values suivantes : 0.0930 si
Θ0 = [θ0], 0.0502 si Θ0 = [−θ0,+θ0] et 0.0498 si Θ0 = [θ1, θ2]. Ce sont les
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valeurs respectives de 2[1−Φ(2.18−0.50)], [1−Φ(2.18−0.50)]+[1−Φ(2.18+
0.50)] et [1 − Φ(2.18 − 0.52)] + [1 − Φ(2.18 + 0.82)], Φ e´tant la fonction de
re´partition de la loi normale re´duite (voir le paragraphe 4.2).
Les p-values peuvent aussi eˆtre retrouve´es a` partir de la distribution fidu-
ciaire de Fisher mais ce dernier tenait a` bien distinguer les deux concepts
[Salome´ (1998) p. 67 et p. 89]. L’infe´rence fiduciaire sert rarement de
point de vue pour juger les p-values, peut-eˆtre parce qu’il n’existe pas une
de´finition suffisamment ge´ne´rale [Buehler (1980)].
Notre regard sur les p-values provient d’une manie`re diffe´rente de poser le
proble`me du choix entre deux hypothe`ses. Nous ne cherchons pas a` se´lection-
ner une re`gle de de´cision, nous nous contentons d’un crite`re de´finissant les
“bonnes” re`gles, celles que nous appellerons experts. Les de´cisions prises
par ces experts sont ensuite synthe´tise´es dans un vote qui donne un indice
de confiance pour chacune des deux hypothe`ses. Dans un mode`le a` rap-
port de vraisemblance monotone, la p-value d’un test unilate´ral est un vote
particulier. Pour les tests bilate´raux ceci n’est ge´ne´ralement possible qu’en
changeant le cadre de´cisionnel, plus pre´cise´ment la tribu du mode`le statis-
tique. Avant de pre´ciser ces re´sultats il nous faut de´finir les notions d’expert
et de vote.
2. Expertises
L’e´tude d’un proble`me de de´cision statistique passe par la donne´e de
crite`res de se´lection entre les diffe´rentes re`gles de de´cision conside´re´es. Clas-
siquement on commence par se donner une fonction de perte et on compare
les proce´dures de de´cision a` partir des fonctions de risque correspondantes.
Il est rare qu’un choix unique de ce crite`re s’impose, bien que l’e´tude de cer-
taines fonctions de perte soit privile´gie´e, par exemple la perte quadratique
dans le cadre de l’estimation ou le risque de se tromper pour le choix entre
deux hypothe`ses. Meˆme si ce dernier choix paraˆıt assez “naturel”, d’autres
pertes sont possibles, en particulier si on regarde ce proble`me de choix entre
deux hypothe`ses comme un proble`me d’estimation [Hwang, Casella, Robert,
Wells et Farrell (1992) ; Robert (1992)]. Les fonctions de risque permet-
tent d’introduire un pre´ordre partiel sur les re`gles de de´cision et ainsi de
se´lectionner les re`gles admissibles. Cette premie`re se´lection s’obtient en com-
parant les re`gles entre elles, elle ne de´rive pas d’une proprie´te´ intrinse`que.
Nous avons cherche´ a` imposer ce type de proprie´te´ pour de´finir les “bonnes”
re`gles de de´cision, celles que nous appellerons experts. Une re`gle pourra
eˆtre de´clare´e expert sans avoir a` la comparer a` l’ensemble des autres re`gles.
La proprie´te´ de base que nous imposons aux experts est simplement que le
diagnostic d, θ appartient a` Θd, doit eˆtre plus probable quand θ appartient
a` Θd que lorsque θ n’y appartient pas. C’est une notion de re`gle non biaise´e,
mais pour que cela suppose une connaissance fine du mode`le nous imposons
que cette proprie´te´ soit aussi ve´rifie´e conditionnellement a` tout e´ve´nement
non ne´gligeable, et pas simplement globalement comme c’est ge´ne´ralement le
cas. Dans le cadre de cet article, nous ne donnerons la de´finition des experts
que pour les mode`les statistiques (Ω,A, (Pθ = pθ.µ)θ∈Θ) ayant des densite´s
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strictement positives. Ceci e´vite les complications lie´es au glissement des
supports des probabilite´s Pθ (le cas ge´ne´ral est traite´ dans Morel(1997)).
De´finition 2.1.
Conside´rons le proble`me de de´cision de´fini par la partition : Θ = Θ0+Θ1.
La re`gle de de´cision φ : (Ω,A) → {0, 1} est un expert du choix entre Θ0 et
Θ1 si pour tout couple (θ0, θ1) ∈ Θ0×Θ1 et tout e´ve´nement non ne´gligeable
C ∈ A elle ve´rifie :
Pθ1(C ∩ {φ = 1})/Pθ1(C) ≥ Pθ0(C ∩ {φ = 1})/Pθ0(C).
Cette proprie´te´ est intrinse`que, elle ne fait pas intervenir d’autres re`gles
que φ. Dans le contexte d’une re´flexion sur les p-values on pourrait juger per-
tinent de conside´rer les re`gles de de´cision a` valeurs dans [0, 1]. On rajouterait
ainsi de nombreuses re`gles, par exemple toutes les fonctions croissantes du
rapport pθ1/pθ0 pour le choix entre deux probabilite´s. Il deviendrait alors
difficile de de´finir une probabilite´ sur l’ensemble des experts (voir le para-
graphe 2-1). Nous pouvons justifier notre de´marche en disant qu’au de´part,
on cherche a` de´finir des experts qui prennent totalement leurs responsabilite´s
en choisissant l’une des deux hypothe`ses. La recherche d’un indice de confi-
ance pour les hypothe`ses se fait dans une deuxie`me e´tape, si diffe´rents ex-
perts sont possibles et si l’on ne tient pas a` essayer d’en choisir un.
Un expert du choix entre Θ0 et Θ1 est aussi un expert de tout proble`me de




0 ⊆ Θ0 et Θ′1 ⊆ Θ1. Le passage
d’un mode`le emboˆıte´ au mode`le de de´part ne peut que re´duire l’ensemble
des experts. Ceux ci peuvent donc se restreindre a` 1I∅ et 1IΩ. Nous verrons
que c’est le cas des proble`mes bilate`res. Le travail sur les experts est ainsi
diffe´rent de celui fait sur les re`gles admissibles dans la the´orie de la de´cision
a` partir d’une fonction de perte. En effet, les re`gles admissibles pour un
mode`le emboˆıte´ sont ge´ne´ralement encore admissibles dans le mode`le de
de´part. Les re`gles admissibles sont souvent trop nombreuses, les experts
eux sont plutoˆt trop rares. Ceci nous ame`ne a` distinguer deux cas.
2.1. Le proble`me de de´cision est expertisable
Dans ce cas l’ensemble des experts ne se re´duit pas aux experts triviaux.
Pour cela il faut que les proble`mes de de´cision emboˆıte´s soient semblables.
Par exemple dans la the´orie des tests, les proprie´te´s obtenues avec des hy-
pothe`ses simples (lemme de Neyman-Pearson principalement) se prolongent
facilement au cas des tests unilate´raux dans un mode`le a` rapport de vraisem-
blance monotone. Ce qui est important dans ce type de proble`me de de´cision,
c’est que le proble`me du choix entre un e´le´ment θ0 de Θ0 et un e´le´ment θ1
de Θ1 ne change pas fondamentalement lorsque θ0 et θ1 varient. Il existe
une statistique re´elle T qui ordonne les observations, des plus favorables
a` θ1 aux plus favorables a` θ0. Les bonnes re`gles de de´cision sont de la
forme 1I{T<t} et 1I{T≤t}, nous verrons qu’il en est de meˆme des experts.
Face a` ce trop plein de bonnes re`gles de´terministes le statisticien se donne
ge´ne´ralement des crite`res supple´mentaires pour essayer de se´lectionner une
re`gle de de´cision : recherche d’un test U.P.P., d’un test sans biais U.P.P.,
d’un test invariant U.P.P., d’une re`gle de Bayes, d’une re`gle minimax, etc.
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Ceci est ne´cessaire lorsque l’utilisateur cherche a` mettre au point une re`gle
de de´cision automatique. Dans d’autres contextes c’est plutoˆt une aide a`
la de´cision qui est demande´e, un indice de confiance pour chacune des hy-
pothe`ses. Cette perspective nous conduit a` essayer de re´sumer les choix de
l’ensemble des experts. Nous allons conside´rer nos experts comme e´gaux en
droit, les faire voter et fournir a` l’utilisateur le re´sultat de ce vote.
Pour faire voter nos experts il faut de´finir une probabilite´ sur l’ensemble
des experts. Nous en avons de´fini une a` partir de chaque probabilite´ Pθ en
essayant d’accorder d’autant plus de poids a` un ensemble d’experts qu’il est
forme´ d’experts donnant des re´sultats diffe´rents sous Pθ. Par exemple, les
experts {1I{T<t}, 1I{T≤t}; t′ < t < t′′} donnent la meˆme de´cision sur {T ≤ t′}
et {T ≥ t′′}, ils auront d’autant plus de poids dans le vote que Pθ({t′ <
T < t′′}) sera grand. Il est alors impossible de “bourrer les urnes” avec des
experts presque suˆrement e´gaux. Nous avons bien suˆr autant de votes que de
valeurs du parame`tre et il y a bien des manie`res de les synthe´tiser. On peut
faire une moyenne a` partir d’une probabilite´ sur l’ensemble des parame`tres
en prenant en compte des informations a priori. On peut aussi se´lectionner
le vote le plus neutre par rapport aux deux hypothe`ses. C’est ce type de
solution que nous e´tudierons ici, car il permet de donner un sens nouveau a`
la notion de p-value (la prise en compte d’informations a priori est traite´e
dans Morel (1997)).
2.2. Le proble`me de de´cision n’est pas expertisable
Dans ce cas il n’y a que les experts triviaux. C’est ce qui se passe
ge´ne´ralement pour les hypothe`ses bilate´rales H : θ ∈] − ∞, θ1[∪]θ2,+∞[
et H ′ : θ ∈ [θ1, θ2]. Pour obtenir un proble`me expertisable il faut dimi-
nuer les contraintes impose´es par la de´finition des experts en travaillant sur
une sous-tribu. Ceci diminue l’ensemble des e´ve´nements sur lesquels la pro-
prie´te´ de base des experts doit s’appliquer conditionnellement. Notons H−
et H+ les deux parties de l’hypothe`se englobante H. Si l’on ne veut pas les
diffe´rencier, il ne faut pas dissocier les observations qui sont en faveur de
H− de celles qui, avec la meˆme “force”, sont en faveur de H+. Ceci revient
a` ne conside´rer que les e´ve´nements fournissant une information syme´trique
sur H− et H+. On retrouvera alors comme vote les p-values des tests sans
biais.
Cette solution ne nous semble pas la plus inte´ressante. Dans bien des cas,
le choix principal est entre H et H ′ mais H− et H+ ne signifient pas la
meˆme chose. Les tests bilate´raux sont souvent utilise´s comme s’ils e´taient
construits pour choisir entre les trois hypothe`ses H−, H ′ et H+. Dans ce cas
il est alors inte´ressant que le vote par rapport a` H et H ′ soit cohe´rent avec
les deux votes correspondant aux hypothe`ses unilate´rales {H−;H ′ ∪H+} et
{H−∪H ′;H+} [Gabriel (1969)]. Le poids des votes en faveur de H doit eˆtre
supe´rieur a` celui des votes en faveur de H− (resp. H+). Nous avons pour
cela introduit la notion de votes compatibles sur une famille d’hypothe`ses
unilate´rales. Cette manie`re de faire a l’avantage d’imposer une cohe´rence
entre les solutions de proble`mes de de´cision qui reposent sur une meˆme
structuration de l’espace des parame`tres.
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Nous allons maintenant faire fonctionner cette notion d’expertise sur
quelques proble`mes de de´cision classiques.
3. Hypothe`ses unilate´rales
dans un mode`le a` rapport de vraisemblance monotone
Dans la the´orie des tests la premie`re application du lemme de Neyman-
Pearson concerne les hypothe`ses unilate´rales dans un mode`le a` rapport de
vraisemblance monotone. Le cas le plus couramment traite´ est celui d’une
statistique re´elle exhaustive X de loi Pθ = pθ.µ, le parame`tre θ appartenant
a` un intervalle Θ de R, la proprie´te´ de vraisemblance monotone exprimant la
croissance stricte du rapport pθ′′/pθ′ lorsque θ
′ < θ′′ [Monfort (1982)]. Nous
nous restreindrons ici a` des densite´s par rapport a` la mesure de Lebesgue λ,
continues en θ. Dans les autres mode`les les conclusions restent identiques
mais nous e´viterons les proble`mes techniques induits par la pre´sence de
masses ou par la discontinuite´ de la famille {pθ}θ∈Θ (le cas ge´ne´ral est traite´
dans Morel (1997 ou 1998)). Ce cas particulier recouvre un grand nombre
de cas classiques : les mode`les exponentiels a` parame`tre re´el mais aussi
les proble`mes statistiques portant sur le parame`tre de non centralite´ d’une
famille de densite´s de Student, Fisher ou khi-deux [Karlin (1955)].
Soit θ1 ∈ Θ, nous allons e´tudier le proble`me du choix entre Θ1 =]−∞, θ1]
et Θ0 =]θ1,+∞[ (graˆce a` la continuite´ des pθ en θ1, prendre Θ1 =]−∞, θ1[ et
Θ0 = [θ1,+∞[ ne change rien). Notons F (θ, x) la valeur en x de la fonction
de re´partition de X pour la probabilite´ Pθ.
Dans la the´orie des tests il y a deux traitements distincts suivant que l’on
choisit de privile´gier Θ0 ou Θ1. Le test de H0 : θ ∈ Θ0 contre H1 : θ ∈
Θ1 au seuil α, rejette H0 pour x < tα avec F (θ1, tα) = α. Le test de
H ′0 : θ ∈ Θ1 contre H ′1 : θ ∈ Θ0 au seuil α, rejette H ′0 pour x > t′α avec
F (θ1, t
′
α) = 1 − α. Lorsqu’on re´alise x, les logiciels statistiques donnent
pour le premier test la p-value αθ1(x) = F (θ1, x) et pour le deuxie`me test
la p-value α′θ1(x) = 1 − F (θ1, x). Ces seuils minimum de rejet αθ1(x) et
α′θ1(x) = 1 − αθ1(x) sont interpre´te´s comme des indices statistiques de la
vraisemblance de chacune des hypothe`ses Θ0 et Θ1. Les p-values des tests
unilate´raux sont bien cohe´rentes, pour θ1 < θ2 on a Θ0 =]θ1,+∞[⊃]θ2,+∞[
et αθ1(x) > αθ2(x).
Nous allons retrouver ces p-values comme votes d’experts. Les experts du
choix entre Θ1 et Θ0 sont les diffe´rents tests possibles entre ces deux hy-
pothe`ses.
Proposition 3.1.
Sur un intervalle I ⊆ R muni de la mesure de Lebesgue, conside´rons
une famille {pθ}θ∈Θ de densite´s strictement positives. Θ e´tant un inter-
valle de R, cette famille est suppose´e a` rapport de vraisemblance stricte-
ment monotone. Les experts du choix entre les deux hypothe`ses unilate´rales
Θ1 =]−∞, θ1] ∩ Θ 6= ∅ et Θ0 =]θ1,+∞[∩Θ 6= ∅ sont les re`gles de de´cision
a` valeurs dans {0, 1}, presque suˆrement de la forme ft(x) =1I]−∞,t[ (x) avec
t ∈ R.
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De´monstration.
I – ft =1I]−∞,t[ est un expert.
Les e´ve´nements non ne´gligeables sont les bore´liens dont l’intersection avec
l’intervalle I est de mesure de Lebesgue non nulle. Soient C un de ces
e´ve´nements, θ′ ≤ θ1 et θ′′ > θ1. On doit de´montrer l’ine´galite´ :
Pθ′(C∩]−∞, t[)/Pθ′(C) ≥ Pθ′′(C∩]−∞, t[)/Pθ′′(C).
On va travailler avec la famille des probabilite´s conditionnelles PCθ de
densite´ (1/Pθ(C)) 1IC par rapport a` Pθ. ft est un test de Neyman et
Pearson pour tester PCθ′′ contre P
C
θ′ au seuil P
C
θ′′(] − ∞, t[). La puissance
e´tant supe´rieure au seuil [Lehmann (1986) p. 76], on a PCθ′(] − ∞, t[) ≥
P
C
θ′′(]−∞, t[), ce qui est bien l’ine´galite´ recherche´e.
II – Un expert φ est presque suˆrement de la forme ft.
Posons t′ = sup
{
t ∈ R ; ft
p.s.
≤ φ} et t′′ = inf{t ∈ R ; ft
p.s.
≥ φ}. On
doit de´montrer que le cas t′ < t′′ est impossible lorsque φ est un expert. Pour
cela nous allons supposer t′ < t′′ et trouver un e´ve´nement C non ne´gligeable
ve´rifiant : Pθ′(C ∩ {φ = 1})/Pθ′(C) < Pθ′′(C ∩ {φ = 1})/Pθ′′(C) lorsque
θ′ ≤ θ1 < θ′′.
Soit t ∈]t′, t′′[.
Conside´rons l’e´ve´nement A = [t′, t[∩{φ = 0}, par de´finition de t′ il n’est pas
Lebesgue ne´gligeable. De meˆme, la de´finition de t′′ entraˆıne que l’e´ve´nement
B =]t, t′′] ∩ {φ = 1} n’est pas ne´gligeable.
Posons C = A∪B, on a Pθ(C∩{φ = 1})/Pθ(C) = Pθ(B)/[Pθ(A)+Pθ(B)]. Il
est facile de voir que l’e´ve´nement C ve´rifie l’ine´galite´ recherche´e si et seule-
ment si Pθ′(A)/Pθ′(B) > Pθ′′(A)/Pθ′′(B). Cette dernie`re ine´galite´ est une
conse´quence directe de la proprie´te´ de vraisemblance strictement monotone ;
notons k le rapport pθ′′(t)/pθ′(t), pour x ∈ A on a : pθ′′(x) < kpθ′(x) et pour
x ∈ B : pθ′′(x) > kpθ′(x), donc Pθ′′(A) < kPθ′(A) et Pθ′′(B) > kPθ′(B). ⊔⊓
Chacun de ces experts traduit un a priori plus ou moins fort en faveur
de l’une des deux hypothe`ses. Plus t est grand et plus l’expert ft parie
sur l’hypothe`se θ ∈ Θ1. Si l’on voulait en choisir un il faudrait imposer
des contraintes supple´mentaires. Dans la the´orie des tests, le choix de
l’hypothe`se qui jouera le roˆle de H0 revient a` privile´gier les experts qui
parient en faveur de H0. Nous avons pre´fe´re´ garder l’ensemble des avis des
experts et essayer de les re´sumer. Se pose alors le proble`me du poids a`
accorder a` chacun de ces avis, il faut probabiliser l’ensemble des experts :
{ft}t∈R. Nous quittons ici une approche de type Neyman-Wald. La difficulte´
du choix des crite`res de se´lection est remplace´e par celle de la de´finition du
vote des experts.
Pour probabiliser l’espace des experts nous le munissons de la tribu de´finie a`
partir de l’ordre primordial introduit par l’indice t ∈ R. Nous donnerons a` un
intervalle d’experts [ft′ , ft′′ ] = {ft ; t′ ≤ t ≤ t′′} d’autant plus de poids qu’il
est forme´ d’experts tre`s diffe´rents. Si θ est la vraie valeur du parame`tre il est
assez naturel de juger les diffe´rences entre experts en utilisant la probabilite´
Pθ. Les experts [ft′ , ft′′ ] sont e´gaux en dehors de l’intervalle [t
′, t′′[ nous
leur accorderons d’autant plus d’importance que la probabilite´ Pθ([t
′, t′′[)
est grande. Pour chaque θ ∈ R nous pouvons ainsi de´finir sur l’ensemble
des experts une probabilite´ inductive dont la fonction de re´partition est
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F (θ, .). Lorsqu’on re´alise x, les experts qui de´cident θ ∈ Θ1 sont ceux
correspondant a` t > x. Cet ensemble d’experts {ft ; t > x} a alors un poids
e´gal a` 1− F (θ, x). Ceci nous conduit a` la notion de vote.
De´finition 3.2.
Conside´rons le proble`me du choix entre les deux hypothe`ses unilate´rales
Θ1 =]−∞, θ1]∩Θ 6= ∅ et Θ0 =]θ1,+∞[∩Θ 6= ∅, dans le mode`le de la propo-
sition 3-1. On appelle vote des experts sous Pθ la famille de probabilite´s
inductives {Qxθ}x∈R de´finie sur l’espace {0, 1}, correspondant aux deux hy-
pothe`ses, par Qxθ ({1}) = 1− F (θ, x).
Nous avons ainsi autant de votes qu’il y a de valeurs du parame`tre. Il
nous faut maintenant choisir un de ces votes ou les re´sumer en de´finissant
un me´lange. Pour cela nous pouvons faire intervenir une information a pri-
ori. Les exemples d’application ou` une telle information existe sont cepen-
dant rares. L’analyse baye´sienne, qui repose sur la donne´e d’une probabilite´
a priori, est applique´e la plupart du temps sans utiliser d’information a
priori, en partant par exemple d’une loi a priori non informative. C’est
d’ailleurs ce type de lois a priori qui permet de retrouver certaines p-values
comme probabilite´s a posteriori. Nous allons obtenir ces p-values comme
vote d’experts en cherchant un vote ne reposant sur aucune information a
priori. Nous n’e´tudierons donc pas ici la possibilite´ de faire intervenir ce
type d’information (ce cas est traite´ dans Morel (1998)).
Le vote des experts sous Pθ est d’autant plus favorable a` la de´cision d = 1
que θ est grand. Sous Θ0 on ne veut pas trop favoriser la de´cision d = 1 et
inversement sous Θ1 on ne veut pas trop favoriser la de´cision d = 0. Pour
chacune de ces hypothe`ses on conside`re le vote qui lui est le plus favorable.
Sous Θ1 c’est le vote de´fini par le point frontie`re θ1. Il en est de meˆme sous
Θ0 car la famille {pθ} est continue en θ. Le vote correspondant a` θ = θ1
a la proprie´te´ d’eˆtre neutre, de n’avantager aucune des deux hypothe`ses au
sens suivant : Eθ1 [Q
x
θ1
({1})] = Eθ1 [Qxθ1({0})] = 1/2 ; c’est une conse´quence
directe du fait que les valeurs de la fonction de re´partition se re´partissent
uniforme´ment sur [0, 1].
Pour une re´alisation x, le vote au point frontie`re (sous Pθ1) de´finit une
probabilite´ inductive Qxθ1 qui donne les p-values : Q
x
θ1




({0}) = αθ1(x). Ceci fournit une le´gitimite´ supple´mentaire
a` l’interpre´tation de ces p-values comme indice de vraisemblance des hy-
pothe`ses unilate´rales θ ≤ θ1 et θ > θ1.
Exemple 3.3.
En analyse de variance a` effets fixes on utilise des statistiques qui sui-
vent des lois de Fisher de´centre´es [Scheffe´(1970) p. 38]. Le parame`tre de
non centralite´ λ e´tant la quantite´, qui inte´resse l’utilisateur, exprime´e par
rapport a` l’e´cart-type commun des variables. Par exemple, dans une analyse
de variance classique a` deux facteurs, λ est e´gal a`
√∑
(θij)2/σ pour le test
sur l’additivite´ des facteurs, et e´gal a`
√∑
(αi)2/σ pour le test sur la nullite´
des effets additifs du premier facteur. Si une statistique W suit une loi de
Fisher de´centre´e de parame`tre λ et de degre´s de liberte´ (k, l), nous savons




2 ) [Barra (1971) p. 84]. Nous
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allons e´tudier ce mode`le statistique parame´tre´ par θ = λ
2
2 .
Conside´rons sur R+ la famille des lois beˆta de´centre´es : β(p, q, θ), les
parame`tres p > 0 et q > 0 sont connus, le parame`tre de non centralite´ θ ≥ 0,
lui, est inconnu. Comme pour la famille des lois de Fisher de´centre´es, on
montre qu’elle est a` rapport de vraisemblance strictement monotone [Karlin
(1955)]. Soient θ1 ≥ 0 et une re´alisation x ∈ R+, le vote neutre en faveur
de Θ1 = [0, θ1] est e´gal a` :


















[1− F (p +m, q, x)] dPθ1(m),
Pθ1 e´tant une loi de Poisson de parame`tre θ1 ≥ 0 et F (p+m, q, x) la valeur
en x de la fonction de re´partition d’une loi β(p + m, q). Pour θ1 = 0 on
obtient 1− F (p, q, x), c’est le seuil minimum de rejet du test de H0 : θ = 0
contre H1 : θ > 0 (test classique en analyse de variance).
La notion d’expertise apporte une justification aux p-values de l’analyse de
variance. Elle permet aussi de traiter des hypothe`ses non nulles de la forme
θ ∈ [0, θ1], le re´sultat e´tant celui donne´ par l’infe´rence fiduciaire.
4. Hypothe`ses bilate´rales
Nous allons e´tudier le proble`me du choix entre Θ1 =]−∞, θ1[∪]θ2,+∞[ et
Θ0 = [θ1, θ2] avec θ1 < θ2 lorsque le mode`le statistique ve´rifie les proprie´te´s
impose´es dans le paragraphe pre´ce´dent (prendre Θ0 =]θ1, θ2[ ne change rien,
car les densite´s pθ sont suppose´es continues en θ).
Dans la the´orie des tests il y a encore deux traitements distincts suivant
que l’on choisit de privile´gier Θ0 ou Θ1. Pour tester H0 : θ ∈ Θ0 contre
H1 : θ ∈ Θ1 il n’existe pas de test uniforme´ment plus puissant, on se restreint
aux tests sans biais. L’e´tude de ces tests est classiquement faite dans les
mode`les exponentiels sur R de la forme dPθ(ω) = c(θ)exp(θX(ω)).dµ(ω)
[Lehmann (1986), Monfort (1982)]. Dans le cadre de cet article, seul le cas
ou` la mesure µ est diffuse nous inte´resse. Au seuil α le plus puissant des tests
sans biais rejette alors H0 pour x < c1 et x > c2, c1 et c2 e´tant de´termine´s
par F (θ1, c1) + [1− F (θ1, c2)] = F (θ2, c1) + [1− F (θ2, c2)] = α. Pour tester
H ′0 : θ ∈ Θ1 contre H ′1 : θ ∈ Θ0 au seuil α il existe un test uniforme´ment
plus puissant. Il rejette H ′0 lorsque c
′
1 ≤ x ≤ c′2, c′1 et c′2 e´tant de´termine´s
par F (θ1, c2)− F (θ1, c1) = F (θ2, c2)− F (θ2, c1) = α .
Les seuils minimum de rejet fournis par ces tests sont souvent interpre´te´s
comme des indices statistiques de la vraisemblance de chacune des hy-
pothe`ses Θ0 et Θ1. Nous avons vu dans l’introduction que cette manie`re
de faire est soumise a` de nombreuses critiques. Nous allons montrer que
dans le cadre d’une expertise elle n’est justifie´e qu’en changeant le mode`le
statistique.
Tel qu’il est pose´, le proble`me de de´cision entre deux hypothe`ses bilate´rales
ne posse`de que 1I∅ et 1IR comme experts. Ceci est du au fait que tout
expert du choix entre deux hypothe`ses est aussi un expert des proble`mes de
de´cision emboˆıte´s, en particulier ici du choix entre les hypothe`ses unilate´rales
] −∞, θ1[ et Θ0 = [θ1, θ2], mais aussi du choix entre Θ0 et ]θ2,+∞[. C’est
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le meˆme argument qui montre qu’il n’y a pas de test uniforme´ment plus
puissant de H0 : θ ∈ Θ0 contre H1 : θ ∈ Θ1.
Face a` cette pe´nurie d’experts nous envisagerons deux traitements possibles.
On peut vouloir une cohe´rence entre la solution a` ce proble`me et les exper-
tises des hypothe`ses unilate´rales de´rive´es. Cette manie`re de faire permet de
conserver le sens donne´ par l’ordre qui structure l’espace des parame`tres.
On peut aussi envisager de casser cet ordre en cre´ant une e´quivalence entre
les e´le´ments des deux parties de Θ1 : Θ
−
1 =]−∞, θ1[ et Θ+1 =]θ2,+∞[, c’est
ce que fait la contrainte de non-biais impose´e dans la the´orie des tests de
Θ0 contre Θ1.
4.1. Expertises compatibles
Bien souvent le choix entre Θ1 et Θ0 cache un proble`me de de´cision entre
trois hypothe`ses : Θ−1 , Θ0 et Θ
+
1 . L’utilisateur veut d’abord savoir si θ





des interpre´tations de type diffe´rent suivant que θ est infe´rieur a` θ1 ou
supe´rieur a` θ2. Par exemple, si Θ0 = [−θ0,+θ0] est la traduction d’un
effet ne´gligeable, le rejet de cette hypothe`se conduit ge´ne´ralement dans la
pratique a` des conclusions diffe´rentes suivant que l’estimation de θ est posi-
tive ou ne´gative. Dans un tel cadre le choix entre les hypothe`ses unilate´rales
Θ−1 et Θ0 ∪Θ+1 est envisageable, ainsi que le choix entre Θ−1 ∪Θ0 et Θ+1 . Il
est alors primordial que les trois proble`mes de de´cision ge´ne´re´s par Θ−1 , Θ0
et Θ+1 aient des solutions cohe´rentes. Les votes se´lectionne´s dans les deux
proble`mes unilate´raux doivent alors conduire a` un vote en faveur de Θ−1
plus faible que celui en faveur de Θ−1 ∪ Θ0. Nous dirons qu’ils sont compa-
tibles, ils permettent alors d’induire une probabilite´ sur la tribu engendre´e
par les trois hypothe`ses. Les trois proble`mes de de´cision conside´re´s ne sont
ge´ne´ralement pas les seuls envisageables dans une application donne´e. Il est
en effet rare que les bornes θ1 et θ2 ne soient pas sujettes a` discussion. Aussi
nous avons e´tendu la notion de votes compatibles a` un ensemble quelconque
d’hypothe`ses unilate´rales.
De´finition 4.1.
Soient ({Θf1 ,Θf0})f∈F une famille d’hypothe`ses unilate´rales et Q une ap-
plication de R × {Θf1}f∈F dans [0, 1] telle que Qx(Θf1 ) repre´sente la valeur
en d = 1 d’un vote d’experts du choix entre Θf1 et Θ
f
0 lorsqu’on re´alise x.
Nous dirons que Q de´finit des votes compatibles lorsqu’elle se prolonge, pour
presque tout x, en une probabilite´ unique Qx sur la tribu engendre´e par
{Θf1}f∈F .
Dans le cadre de cet article nous n’e´tudierons la compatibilite´ des votes
que pour les votes neutres se´lectionne´s au paragraphe pre´ce´dent (l’intro-
duction d’informations a priori est traite´e dans Morel (1997)). Pour les
hypothe`ses unilate´rales {] − ∞, θ], ]θ,+∞[} le vote neutre est celui de´fini
par le point frontie`re θ. Nous allons donc conside´rer l’application :
Qx(]−∞, θ]) = 1− F (θ, x), F (θ, .) e´tant la fonction de re´partition de Pθ.
Proposition 4.2. Sur un intervalle I ⊆ R muni de la mesure de Lebesgue,
conside´rons une famille {pθ}θ∈Θ de densite´s strictement positives. Θ e´tant
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un intervalle de R, cette famille est suppose´e continue en θ et a` rapport de
vraisemblance strictement monotone.
Pour tout θ ∈ Θ−{supΘ} conside´rons le vote neutre de´fini par les hypothe`ses
unilate´rales Θθ1 =]−∞, θ]∩Θ et Θθ0 =]θ,+∞[∩Θ. Ces votes sont compatibles
si et seulement si, pour presque tout x ∈ I on a :
1) limθ→supΘF (θ, x) = 0 si supΘ /∈ Θ
2) limθ→infΘF (θ, x) = 1 si infΘ /∈ Θ.
De´monstration.
Les votes neutres de´finissent une application Q de R × {Θθ1}θ∈Θ−supΘ
dans [0, 1] : Qx(Θθ1) = 1− F (θ, x). Q donne des votes compatibles si elle se
prolonge, pour presque tout x, en une probabilite´ unique sur les Bore´liens
de l’intervalle Θ.
Pour une re´alisation x donne´e, l’application Qx est prolongeable si elle ve´rifie
les proprie´te´s caracte´ristiques d’une fonction de re´partition.
a) La croissance en θ de Qx(Θθ1) = 1− F (θ, x) est une conse´quence directe
de la de´croissance de F (., x) sur une famille a` rapport de vraisemblance
monotone.
b) La continuite´ a` droite en θ de Qx(Θθ1) est e´quivalente a` celle de F (θ, x).
La famille des densite´s pθ e´tant continue, elle l’est aussi dans L1, ce qui
implique la continuite´ de F (., x).
c) Il reste a` ve´rifier les conditions aux bornes, c’est-a`-dire la convergence
de Qx(Θθ1) vers 1 (resp. 0) lorsque Θ
θ
1 croˆıt vers Θ (resp. de´croˆıt vers
∅). Une telle situation n’est possible que si supΘ /∈ Θ (resp. infΘ /∈ Θ).
Les deux conditions ne´cessaires et suffisantes de la proposition en de´coulent
imme´diatement. ⊔⊓
Un ensemble de votes compatibles sur les hypothe`ses unilate´rales permet
de prolonger de fac¸on cohe´rente ces expertises a` des hypothe`ses non exper-
tisables. Sous les conditions de la proposition pre´ce´dente, on obtient pour
les hypothe`ses bilate´rales Θ1 =]−∞, θ1[∪]θ2,+∞[ et Θ0 = [θ1, θ2] les votes
suivants : Qx(Θ1) = 1−F (θ1, x)+F (θ2, x) et Qx(Θ0) = F (θ1, x)−F (θ2, x).
Ces votes ne sont pas les p-values donne´es par les tests classiques. Ils nous
semblent pre´fe´rables lorsque la structure d’ordre sur Θ reste primordiale
pour l’interpre´tation, malgre´ la cassure introduite par l’hypothe`se Θ1 qui
regroupe ]−∞, θ1[ et ]θ2,+∞[. On e´vite ainsi les incohe´rences des p-values
releve´es par Schervish (1996). Les votes obtenus sans information a priori
de´finissent sur Θ la distribution fiduciaire de Fisher.
Exemple 4.3.
Conside´rons le cas traite´ par Schervish (1996), celui de la famille des lois
normales {N(θ, 1)}θ∈R. La proposition 4.2 s’applique : F (θ, x) = Φ(x− θ),
Φ e´tant la fonction de re´partition de la loi N(0, 1). La probabilite´ Qx sur
Θ est la loi N(x, 1). C’est la loi a posteriori correspondant a` la mesure de
Lebesgue, loi a priori impropre unanimement conside´re´e comme non infor-
mative.
La probabilite´ inductive Qx obtenue a` partir de votes neutres compati-
bles correspond souvent a` la loi a posteriori d’une loi a priori qui peut eˆtre
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conside´re´e comme non informative [Morel(1997)]. Dans le cadre de ce para-
graphe citons la famille des lois normales {N(m, θ2)}θ∈R+∗ et celle des lois
gamma {γ(p, θ)}θ∈R+∗ (voir l’exemple 5.1).
4.2. P-values des tests sans biais comme votes d’experts
Nous conside´rons maintenant le cas ou` les deux parties Θ−1 =] − ∞, θ1[
et Θ+1 =]θ2,+∞[ de Θ1 sont e´quivalentes pour l’interpre´tation. Celle-ci est
cense´e e´voluer de la meˆme manie`re de −∞ a` θ1 et de +∞ a` θ2.
Dans l’exemple simple de la famille des lois normales {N(θ, 1)}θ∈R, le
proble`me de de´cision peut eˆtre conside´re´ comme invariant par syme´trie
autour de c = (θ1 + θ2)/2. Cette notion sert classiquement a` diminuer
l’ensemble des re`gles possibles. Ici nous devons au contraire augmenter le
nombre d’experts. Pour cela nous allons restreindre la tribu du mode`le
aux e´ve´nements invariants, les bore´liens syme´triques par rapport a` c. Cette
restriction sur les e´ve´nements impose des contraintes moins fortes pour le
label expert. Elle permet d’avoir d’autres experts que les experts triviaux du
mode`le de de´part. En fait on travaille sur le mode`le associe´ a` la statistique
W (x) = (x − c)2. C’est exactement ce que l’on fait, quand pour comparer
deux moyennes, on utilise la statistique W = T 2 de Fisher au lieu de la
statistique T de Student. Dans le nouveau mode`le θ et 2c − θ de´finissent
la meˆme probabilite´, la loi de khi-deux de´centre´e a` un degre´ de liberte´ et
de parame`tre d’excentricite´ λ2 = (θ − c)2. On peut prendre comme ensem-
ble des parame`tres Λ = R+, le choix entre Θ0 et Θ1 devient un choix entre
[0, (θ2−θ1)/2] et ](θ2−θ1)/2,+∞[. Ce sont des hypothe`ses unilate´rales dans
un mode`le a` rapport de vraisemblance monotone [Karlin (1955)]. La propo-
sition 3.1, donne les experts de ce nouveau proble`me de de´cision parame´tre´
par λ. Avec le parame`tre θ on a le re´sultat suivant.
Corollaire 4.4.
Conside´rons le mode`le statistique (R, C, {N(θ, 1)}θ∈R), C e´tant la tribu
des bore´liens syme´triques par rapport a` c ∈ R. Posons θ1 = c − λ1 et
θ2 = c + λ1 avec λ1 ≥ 0. Les experts du choix entre les deux hypothe`ses
Θ1 =]−∞, θ1[∪]θ2,+∞[ et Θ0 = [θ1, θ2] sont les re`gles de de´cision a` valeurs
dans {0, 1}, presque suˆrement de la forme :
gt(x) =1I[t,+∞[ (|x− c |) avec t ∈ R+.
Les hypothe`ses unilate´rales Λ1 = [0, λ1] et Λ0 =]λ1,+∞[ sont e´quivalentes
aux hypothe`ses Θ0 et Θ1. Comme au paragraphe 3 on peut de´finir le vote
au point frontie`re λ1 ; lorsqu’on re´alise x, le vote en faveur de Λ0, c’est-a`-
dire Θ1, est alors donne´ par la valeur en W (x) = (x − c)2 de la fonction
de re´partition d’une loi de khi-deux de´centre´e a` un degre´ de liberte´ et de
parame`tre d’excentricite´ λ21 = (θ1 − c)2. Notons Qx(Θ1) ce vote, c’est la
probabilite´ de l’intervalle ]− |x− c |, |x − c | [ pour la loi N(θ1 − c, 1).
Qx(Θ1) = Φ(|x− c | −θ1 + c)−Φ(− |x− c | −θ1 + c) est donc la p-value du
test de H ′0 : θ ∈ Θ1 contre H ′1 : θ ∈ Θ0. Le vote Qx(Θ0) en faveur de Θ0 est
bien suˆr la p-value du test sans biais deH0 : θ ∈ Θ0 contre H1 : θ ∈ Θ1. Ceci
reste valable pour le cas particulier θ1 = θ2 = c qui correspond a` l’hypothe`se
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Θ0 = [c]. La probabilite´ sur Λ = R
+ donne´e par la proposition 4.2 posse`de
une masse en {c} qui est la p-value du test de H0 : θ = c contre H1 : θ 6= c.
Sur cet exemple, nous venons de retrouver comme votes d’experts les p-
values des tests bilate´raux classiques. Ceci n’a e´te´ possible qu’en supposant
que l’interpre´tation du parame`tre pre´sente une syme´trie par rapport au cen-
tre de l’intervalle [θ1, θ2]. Ce n’est pas le cas lorsque l’interpre´tation reste
lie´e a` l’ordre sur Θ, il est alors pre´fe´rable d’utiliser les votes compatibles du
paragraphe pre´ce´dent.
Ce que nous venons de faire sur l’exemple simple des lois {N(θ, 1)} peut se
ge´ne´raliser aux autres mode`les exponentiels. La notion de sans biais pour
le test de H0 : θ ∈ Θ0 contre H1 : θ ∈ Θ1 et celle de seuil pour le test de
H ′0 : θ ∈ Θ1 contre H ′1 : θ ∈ Θ0 imposent des re`gles de de´cision dont la
re´gion de rejet C ve´rifie Pθ1(C) = Pθ2(C). Cette restriction sur les re`gles
possibles est une manie`re d’imposer un traitement “syme´trique” des deux
parties Θ−1 et Θ
+
1 de l’hypothe`se Θ1. Pour retrouver les p-values de ces tests
comme votes d’experts, il faut rendre le proble`me de de´cision expertisable en
enlevant des contraintes dans la de´finition 2.1. La recherche d’une syme´trie
de traitement des sous hypothe`ses Θ−1 et Θ
+
1 se traduira par la restriction
aux e´ve´nements C ve´rifiant Pθ1(C) = Pθ2(C).
5. Mode`les avec parame`tre fantoˆme
L’espace des parame`tres est un espace produit Θ × Υ, θ ∈ Θ ⊆ R est
le parame`tre d’inte´reˆt et υ ∈ Υ le parame`tre fantoˆme. On conside`re le
proble`me du choix entre Θ1 × Υ et Θ0 ×Υ. Pour chaque valeur possible υ
du parame`tre fantoˆme le proble`me de de´cision se re´duit au type de ceux que
nous avons e´tudie´s pre´ce´demment. Une expertise, si elle existe, donnera des
votes, en faveur de chacune des hypothe`ses Θ1 et Θ0, indexe´s par υ ∈ Υ. Ces
re´sultats conditionnels au parame`tre fantoˆme peuvent eˆtre re´sume´s en utili-
sant une probabilite´ sur Υ. Pour de´finir cette probabilite´ nous chercherons
a` utiliser des votes compatibles.
Nous allons donner des exemples dans le cas simple mais courant ou`
le proble`me de de´cision repose sur deux statistiques inde´pendantes re´elles
(T,U), qui de´finissent chacune un mode`le a` rapport de vraisemblance mono-
tone par rapport a` θ respectivement υ, la loi de T pouvant de´pendre de υ
(d’autres cas sont traite´s dans Morel (1997)).
Exemple 5.1.
Commenc¸ons par e´tudier le cas classique d’un n-e´chantillon d’une loi
N(θ, υ = σ2), n ≥ 2, θ ∈ R et υ ∈ R+∗ . La moyenne et la variance em-
piriques, X et S2 = 1n−1
∑n
i=1(Xi−X)2, sont exhaustives et inde´pendantes.
La statistique T = X est de loi N(θ, υ/n), elle de´finit bien un mode`le a` rap-
port de vraisemblance monotone par rapport a` θ. Quant a` la statistique
U = (n − 1)S2 elle suit une loi de khi-deux a` (n − 1) degre´s de liberte´ et
ayant pour parame`tre d’e´chelle υ, c’est-a`-dire une loi gamma γ(n−12 , 2υ).
Elle de´finit un mode`le statistique a` rapport de vraisemblance strictement
monotone par rapport a` υ [Karlin (1955)].
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Conside´rons les hypothe`ses unilate´rales : Θθ1 =]−∞, θ] et Θθ0 =]θ,+∞[.
Pour toute valeur fixe´e υ du parame`tre fantoˆme, nous savons expertiser
ce proble`me de de´cision. Il de´pend uniquement de la statistique T . La
proposition 4.2 s’applique et pour une re´alisation t = x les votes neutres
compatibles de´finissent sur Θ = R la loi N(x, υ/n).
La statistique U inde´pendante de T va nous permettre de probabiliser Υ =
R
+
∗ . En effet elle de´finit sur R
+ muni de la mesure de Lebesgue la famille






)}υ∈R+∗ , avec p = n−12 . Ces densite´s sont
nulles uniquement en u = 0 qui est ne´gligeable et la fonction de re´partition






yp−1e−y dy, on peut donc appliquer la
proposition 4.2. Elle nous donne les votes compatibles suivant :






p+1exp(− u2λ ) dλ (u > 0).
Leur prolongement est donc la loi inverse d’une loi γ(p, 2
u
), note´e Invγ(p, 2
u
).
C’est la loi a posteriori pour la loi a priori impropre et non informative de
densite´ 1
υ
[Berger (1985)], mais aussi la distribution fiduciaire [Fisher (1935)].
Avec cette probabilite´ inductive nous devons maintenant faire la moyenne
des votes obtenus conditionnellement a` υ. Si on re´alise t = x et u = (n−1)s2,
le vote en faveur de Θθ1 =]−∞, θ], note´ Q(t,u)(]−∞, θ]), s’obtient en faisant
la moyenne de Φ( θ−t√
υ/n
), Φ e´tant la fonction de re´partition de la loi N(0, 1).



















































































2 ν dν] dy
L’inte´grale entre crochets donne la densite´ d’une loi de Student a` (n − 1)
degre´s de liberte´ comme me´lange des lois N(0, 1
ν




[Dickey (1968)]. Le vote Q(t,u)(] − ∞, θ]) est donc e´gal a` la valeur de la







le seuil minimum de rejet du test de Student de Θθ1 =]−∞, θ] contre Θθ0 =
]θ,+∞[. Bien suˆr Q(t,u)(Θθ0) = 1−Q(t,u)(Θθ1) est le seuil minimum de rejet
du test de Student de Θθ0 contre Θ
θ
1.
Lorsque θ parcourt R, les votes pre´ce´dents sont compatibles. Ils de´finissent,
sur l’espace R du parame`tre θ, une probabilite´ qui est une loi de Student a`
(n−1) degre´s de liberte´, de moyenne x et de parame`tre d’e´chelle s2n [Dickey
(1968)], c’est la distribution fiduciaire donne´e par Fisher (1935).
Conside´rons maintenant le cas des hypothe`ses bilate´rales
Θ1 =]−∞, θ1[∪]θ2,+∞[ et Θ0 = [θ1, θ2]. Si la structure d’ordre sur Θ = R
est primordiale pour l’interpre´tation, il nous semble normal de prendre un
vote cohe´rent par rapport aux votes correspondant aux hypothe`ses uni-
late´rales. Avec les votes neutres on obtient la probabilite´ inductive de Θ1
et Θ0 donne´e par la loi pre´ce´dente. Ce ne sont pas les p-values des tests
de Student bilate´raux. Comme dans le cas des lois N(θ, 1) on retrouve ces
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p-values en utilisant la syme´trie par rapport a` c = (θ1 + θ2)/2 du proble`me
de de´cision pour le rendre expertisable. C’est en fait travailler sur θ a` partir
des statistiques inde´pendantes (X − c)2 et S2. Nous allons le faire dans un
cadre plus ge´ne´ral, celui de l’analyse de variance.
Exemple 5.2.
Reprenons l’exemple 3.3 de l’analyse de variance a` effets fixes. Nous avons
travaille´ sur le parame`tre de non centralite´ λ d’une loi de Fisher de´centre´e.
λ de´pend du parame`tre fantoˆme σ2, la variance inconnue. On a λ2 = θ/σ2,
le parame`tre
√
θ est en fait ge´ne´ralement celui qui inte´resse l’utilisateur, son
expression λ en unite´ d’e´cart-type est un produit de la statistique. D’ailleurs
pour les tests courants de comparaison de λ a` 0, on exprime H0 : λ = 0 par
θ = 0. Le parame`tre λ n’apparaˆıt que dans la puissance de ces tests.
La statistique de Fisher de´centre´e W que nous avons utilise´e pre´ce´dem-
ment est construite a` partir de deux statistiques inde´pendantes T et U ; T/σ2
suit une loi de khi-deux de´centre´e a` k degre´s de liberte´ et de parame`tre de
non centralite´ θ ; U/σ2 suit une loi de khi-deux a` l degre´s de liberte´ [Scheffe´
(1970)]. La re´duction du proble`me de base a` l’e´tude du mode`le engendre´
par (T,U) se fait en imposant des proprie´te´s d’invariance. Le mode`le image
s’e´crit ((R+)2,B2, (PT(θ,σ2) ⊗ PUσ2)(θ,σ2)∈R+×R+∗ ), PT(θ,σ2) est une loi γ(k2 , 2σ2)




Plus ge´ne´ralement nous allons e´tudier les mode`les statistiques de la forme
: ((R+)2,B2, (PT(θ,υ)⊗PUυ )(θ,υ)∈R+×R+∗ ) ou` PT(θ,υ) est une loi γ(p, υ) de´centre´e
de θ/υ et PUυ une loi γ(q, υ). Nous allons proce´der comme dans l’exemple
pre´ce´dent.




Pour υ fixe´ le proble`me de de´cision ne de´pend que de la statistique T donc







p+m−1 exp(− tυ ) dP θυ (m)}θ∈R+ , P θυ e´tant une loi de poisson
de parame`tre θυ ≥ 0 [Barra (1971)]. On est ramene´ au choix entre deux
hypothe`ses unilate´rales dans un mode`le a` rapport de vraisemblance stricte-
ment monotone [Karlin (1955)]. Si l’on ne veut ou peut pas faire intervenir
une information a priori on utilise le vote neutre, celui au point frontie`re
θ. Pour la re´alisation t la fre´quence des experts en faveur de Θθ1 = [0, θ]





Γ(p + m,υ, t) dP θ
υ
(m), le terme Γ(p + m,υ, t) de´signant la








p+m−1 exp(−xυ ) dx = Γ(p+m, 1, tυ ).
Nous allons maintenant probabiliser Υ = R+∗ en utilisant la statistique U
qui est de loi γ(q, υ). Nous avons e´tudie´ ce type de mode`le dans l’exemple
pre´ce´dent. Les votes neutres pour les hypothe`ses unilate´rales sont compati-
bles. Ils se prolongent en une probabilite´ sur les bore´liens de Υ = R+∗ qui
est l’inverse d’une loi γ(q, 1
u
) (u > 0).
Pour toute re´alisation (t, u), la moyenne Q(t,u)([0, θ]) des votes en faveur de


























































































F (p +m, q +m, t
θ+u
)
F (p+m, q+m, t
θ+u
) e´tant la valeur en t
θ+u
de la fonction de re´partition d’une
loi β(p +m, q +m) sur R+. Pour θ = 0 on obtient une masse Q(t,u)([0]) =
1 − F (p, q, t
u
). Dans le cas de l’analyse de variance, p = k
2
et q = l
2
, cette
masse est e´gale a` la probabilite´ qu’une loi de Fisher, de degre´s de liberte´
k et l, soit supe´rieure a` t/ku/l . C’est le seuil minimum de rejet du test de
H0 : θ = 0 contre H1 : θ > 0. Nous avions de´ja` obtenu ce type de re´sultat
pour le parame`tre θ
σ2
dans l’exemple 3.3.
Ce qui pre´ce`de nous permet de de´finir une probabilite´ inductive Q(t,u) sur
Θ = R+ puisque pour tout υ ∈ Υ la proposition 4.2 s’applique (la fonction
de re´partition Fυ(θ, t) tend bien vers 0 lorsque θ tend vers +∞ car Γ(p +
m,υ, t) = Γ(p + m, 1, tυ ) tend vers 0 lorsque m tend vers +∞). On peut
ainsi traiter d’autres hypothe`ses que les hypothe`ses unilate´rales.
Comme en 3.3 les expertises obtenues dans cet exemple comple`tent l’infor-
mation donne´e par les re´sultats des tests classiques, mais cette fois directe-
ment sur la valeur du parame`tre e´tudie´ et non pas sur sa valeur exprime´e
en e´cart-type. Le seuil minimum de rejet αm(
t
u) du test de H0 : θ = 0
contre H1 : θ > 0 est vu comme le vote Q
(t,u)([0]) des experts en faveur




) est supe´rieur au seuil choisi, on peut pre´ciser cette re´ponse
en regardant si Q(t,u)([0, θ]) se rapproche rapidement de 1 lorsque θ croˆıt.
Le cas du rejet de H0 pose proble`me lorsque l’hypothe`se H0 : θ = 0 est
une ide´alisation de l’hypothe`se re´elle a` tester. Bien souvent l’utilisateur se
demande si θ est petit et non pas si θ est nul. Une interpre´tation trop
rapide du rejet peut conduire a` conside´rer que θ est notable alors qu’il est
ne´gligeable. Une analyse de la croissance de Q(t,u)([0, θ]) lorsque θ s’e´loigne
de 0 permet d’e´viter facilement ce pie`ge. Il est cependant plus satisfaisant
d’essayer de traduire l’hypothe`se “θ est petit” par θ ∈ [0, θ0] et de porter un
jugement a` partir de Q(t,u)([0, θ0]).
La prise en compte des votes Q(t,u)([0, θ]) autour de l’hypothe`se nulle θ = 0
donne une manie`re simple et parlante de comple´ter l’information donne´e
par les tests classiques. Elle est moins complexe a` analyser que la notion de
puissance et de plus elle ne de´pend pas de l’e´cart-type inconnu σ.
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6. Conclusion
Dans des mode`les a` rapport de vraisemblance monotone sur R nous avons
vu que la p-value associe´e a` un test unilate´ral est ge´ne´ralement conside´re´e
comme un indice de la confiance qu’on accorde a` l’hypothe`se H0. Avec
notre approche cet indice s’interpre`te comme le re´sultat d’un vote des ex-
perts en faveur de H0, ce vote e´tant de´fini sans information a priori. La
notion d’expertises compatibles pour l’ensemble des hypothe`ses unilate´rales
nous a conduit a` prolonger ces votes en une probabilite´ inductive Qx sur
l’espace des parame`tres, x e´tant la re´alisation obtenue. On retrouve ainsi
la distribution fiduciaire de Fisher. La probabilite´ Qx est souvent une loi
a posteriori associe´e a` une mesure a priori qui peut eˆtre conside´re´e comme
non informative dans le cadre baye´sien.
Prendre en compte l’ensemble des hypothe`ses unilate´rales n’a de sens
que si l’ordre sur l’espace des parame`tres est totalement structurant pour
l’interpre´tation. Dans ce cas nous avons propose´, pour des raisons de cohe´-
rence, de prendre comme indice de confiance d’une hypothe`se de la forme
θ ∈ [θ1, θ2] la valeur sur cet intervalle de la probabilite´ induite Qx. C’est le
prolongement aux hypothe`ses bilate´rales du vote des experts unilate´raux. Ce
n’est pas la p-value du test bilate´ral associe´ a`H0 : θ ∈ [θ1, θ2]. Cette manie`re
de faire permet de prendre en compte les trois hypothe`ses : ]−∞, θ1[, [θ1, θ2],
]θ2,+∞[ , et d’avoir des interpre´tations diffe´rentes pour chacune d’elles. Les
tests bilate´raux ne sont pas construits pour cela.
Les proble`mes souleve´s par les p-values des deux tests bilate´raux de´finis a`
partir de l’hypothe`se θ ∈ [θ1, θ2] proviennent de l’e´quivalence d’interpre´ta-
tion entre θ < θ1 et θ > θ2 que ces tests supposent. Dans l’exemple des
lois N(θ, 1) ou N(θ, σ2), nous avons retrouve´ leurs p-values comme votes
d’experts en ne conside´rant que les e´ve´nements syme´triques par rapport
a` c = (θ1 + θ2)/2. Ces p-values nous semblent recommandables unique-
ment dans le cas ou` l’interpre´tation est la meˆme que θ soit infe´rieur a` θ1
ou supe´rieur a` θ2. La structure du proble`me de de´cision change. L’ordre
sur Θ n’est plus alors totalement structurant pour l’interpre´tation, c’est la
distance a` c qui devient primordiale. Les hypothe`ses le´gitimes sont inva-
riantes pour cette distance, elles sont syme´triques par rapport a` c et leurs
p-values sont cohe´rentes. On peut ge´ne´raliser cette manie`re de faire aux
mode`les exponentiels re´els. La notion de cohe´rence des votes nous impose
de traiter globalement un ensemble de proble`mes de de´cision, sur un mode`le
statistique donne´.
Le choix entre les deux types de traitement des hypothe`ses bilate´rales de´pend
de la manie`re dont l’utilisateur structure son interpre´tation des diffe´rentes
valeurs du parame`tre. C’est la structuration par l’ordre sur Θ ⊆ R qui est
la plus courante. Dans ce cas les p-values des tests bilate´raux ne devraient
pas eˆtre utilise´es.
Au de´part la notion d’expertise n’a pas e´te´ construite pour traiter le
proble`me des p-values mais pour essayer de chercher une aide a` la de´cision
sous la forme d’un indice de confiance pour chacune des hypothe`ses. Ce
type d’infe´rence a e´te´ de´fendu dans de nombreux travaux (Kroese, van der
Meulen, Poortema et Schaafsma (1995)). Il est particulie`rement adapte´
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aux applications qui ne re´clament pas un choix de´finitif entre les deux hy-
pothe`ses. Les solutions les plus courantes se font dans le cadre baye´sien ou
celui de l’estimation. Nous avons essaye´ de nous passer du choix souvent dif-
ficile d’une loi a priori ou d’une fonction de perte. Le cas particulier des votes
neutres, compatibles sur les hypothe`ses unilate´rales, donne des re´sultats qui
sont a` rapprocher de ceux de l’analyse fiduciaire de Fisher. Utilise´e sans
information a priori, la notion d’expertise s’inscrit dans le champ de ques-
tionnement ouvert par ce que l’on peut appeler le compromis de Fisher-
Neyman-Wald.
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