The interaction of light with a material's electronic system creates an out-of-equilibrium (nonthermal) distribution of optically excited electrons. Non-equilibrium dynamics relaxes this distribution on an ultrafast timescale to a hot Fermi-Dirac distribution with a well-defined temperature.
I. INTRODUCTION

Angle-resolved photoemission spectroscopy (ARPES) is a well-established and powerful
experimental technique that provides high-resolution energy-and momentum-resolved information about the occupied electronic band structure of solid-state materials in thermal equilibrium. In recent years, this techniques has been successfully carried into the time domain by applying various pump-probe schemes with femtosecond time resolution. Simultaneous acquisition of spectral and dynamic information about the out-of-equilibrium carrier excitation and relaxation processes at selected momenta in the Brillouin zone is thereby made possible, opening unprecedented opportunities for understanding the ultrafast transient changes in the charge ordered states in charge density wave materials [1] [2] [3] , the time-scale for the interaction between electrons and bosonic particles in high-temperature superconductors [4, 5] and the dynamics taking place on the Dirac cone in graphene [6, 7] .
In a time-resolved ARPES (TR-ARPES) experiment an out-of-equilibrium electron distribution is created by pumping with an infrared pump pulse and then measured via photoemission with an ultraviolet probe pulse after a variable time delay. Electron-electron scattering processes on the femtosecond time scale [8, 9] lead to an ultrafast thermalization of the photoexcited electrons to a Fermi-Dirac distribution with a temperature that can be significantly higher than that of the lattice. This population of hot electrons then subsequently cools by transferring its energy to the lattice through electron-phonon scattering events [10, 11] . A great advantage of TR-ARPES lies in the possibility to directly measure the energy-and momentum-dependent carrier distribution, enabling a model-free determination of the temporal evolution of the electronic temperature. In order to arrive at a correct description of the relaxation dynamics of the hot electrons, it is critically important that such a determination is performed quantitatively and with high accuracy. This is evident in recent studies on topological insulators [12, 13] , superconductors [4, [14] [15] [16] , graphite [17, 18] and graphene [6, 7] , which all discuss various cooling mechanisms involving lattice modes.
The studies on graphene, furthermore, address the issue of possible carrier multiplication -a process where the number of excited electron-hole pairs exceeds the initially optically generated electron-hole pairs. An accurate determination of the electronic temperature is of paramount importance to quantify this process [6] .
There has been little discussion thus far in the ARPES literature on how best to extract the temperature directly from the photoemission signal. This is perhaps not so surprising as in equilibrium ARPES it suffices to determine the temperature of the entire sample using either a thermocouple in thermal contact with the sample or from the readings of an infrared pyrometer. The static position of the Fermi level, on the other hand, is typically determined from a polycrystalline sample showing a virtually constant density of states in close vicinity of the Fermi energy. The study by Kröger et al. [19] addresses the issue of extracting information about the temperature from an ARPES measurement on a single crystal sample displaying a band crossing at the Fermi level. They show that the temperature of the sample can be deduced from the incoherently scattered electrons that make up the background signal. This is an intriguing result, relevant for temperature-dependent ARPES experiments where a rapid and reliable determination of the sample temperature is required. For a TR-ARPES experiment, however, the temperature of the ensemble of hot electrons in distinct states in the Brillouin zone, rather than the sample temperature, is the quantity of interest.
This temperature can only be extracted by analyzing the distribution of the non-scattered photoemitted hot electrons. In fact, the most direct measure of the electronic temperature is the width of the Fermi-Dirac distribution. As a result, one may be inclined to believe that extracting the temperature of the hot electrons in states showing an unambiguous Fermi level crossing is a relatively easy task once the energy distribution curve (EDC) at the corresponding wave vector has been measured. As Kröger et al. [19] , and several references therein, point out, such an approach will, however, not give quantitatively correct values for the position nor width of the Fermi edge owing to several effects including an energydependent density of states, many-body interactions and, most importantly, the combination of the band dispersion and the Fermi-cutoff as such. These effects all contribute to a complex line shape and introduce extrinsic background components in the EDC spectrum, see Refs. [20, 21] for examples of this. Matters are not improved by the additional complication that in a TR-ARPES experiment the time-dependent Fermi level position is unknown a priori.
Consequently, extracting the electronic temperature from TR-ARPES data in a quantitative and reliable manner for any real sample is an involved task that nevertheless calls for a solution given its importance for TR-ARPES studies utilizing this extracted quantity to discuss new physical phenomena.
Confronted with these challenges, we endeavor to develop a quantitative analysis method, which would allow us to determine the electronic temperature in an accurate and reliable manner. Our method relies on analyzing the statistical distribution of hot electrons along the electronic dispersion procured from constant-energy slices of the spectral function, so-called momentum distribution curves (MDCs). Simulated ARPES intensity data using known parameters and without strong self-energy effects included are utilized for evaluating the accuracy of our MDC analysis method and for performing a comparison with an approach based on EDCs. The particular set of parameters chosen simulates a Dirac-like dispersion as experimentally observed on topological insulators and graphene. As an additional test, we apply these methods to extract the sample temperature from experimental static ARPES data of quasi-free standing monolayer graphene on silicon carbide acquired at a known temperature. We demonstrate that while the EDC approach fails to retrieve the temperature accurately, our analysis based on MDCs is capable of quantitatively reproducing the electronic occupation function and of extracting the electronic temperature as well as the position of the Fermi level (chemical potential) with very high accuracy, even when the influence of instrumental broadening is taken into account.
II. METHODS FOR EXTRACTING THE ELECTRONIC TEMPERATURE
In the following, we set up and compare two methods for obtaining the electronic temperature from photoemission data. We refer to these as the "EDC method" and the "MDC method", respectively. In order to demonstrate the performance of these two methods, we apply them to simulated photoemission data, which closely emulate our recent TR-ARPES data for hole-doped graphene [6] . We point out that the conclusions drawn later are not restricted to this particular dispersion, but apply more generally.
A. Simulations of the spectral function
We commence by specifying the expression for the photoemission intensity in an ARPES experiment. Within the sudden approximation [22] , and disregarding matrix element effects and the extrinsic background, the ARPES photoemission intensity is proportional to the hole spectral function A of the sample multiplied by the Fermi-Dirac distribution f F D (ω).
The product is convoluted with the instrumental resolution functions in energy G(∆ω) and in momentum G(∆k), where ∆ω and ∆k are the total energy and momentum resolutions. This yields
The spectral function can be interpreted as the probability of finding an electron with a certain energy and momentum at a given temperature. It is determined by the bare band dispersion (k) and the quasiparticle self-energy Σ(ω) = Σ (ω) + iΣ (ω), which holds information about the many-body effects. The assumption of a local or momentum-independent self-energy is in many cases a reasonable starting point. By adopting this assumption here,
A takes on the following form:
From Eq. (2), it follows that under the given assumptions a MDC cut through the spectral function should have a Lorentzian line shape plotted against k − k F . Notice also that by neglecting any temperature dependence of the spectral function, the temperature in
Disregarding any effects of photodoping and lattice distortions, the temperature-dependent shift of the chemical potential µ(T ) originates from the charge neutrality condition requiring that the total density of electrons is independent of temperature. Since the electron density can be expressed as an integral over the density of states (DOS) multiplied by the FermiDirac distribution [9] the behavior of µ(T ) is given once the DOS is known.
In order to simulate the spectral function, we assume that the bare band (k) is a linear function of momentum, as is the case for the low-energy charge carriers in graphene. By and G(∆k) with unit area and full-width at half maximum (FWHM) of ∆ω = 0.15 eV and ∆k = 0.02Å −1 , respectively. For practical purposes, we assume a constant momentum resolution.
Simulated spectral functions with and without broadening at temperatures of 300 K and the Fermi level at 300 K. Note that the non-broadened spectral function corresponds to the limit of infinitely high energy-and momentum-resolution. We used 2500 K as a realistic value for the temperature of a hot thermalized population of photoexcited electrons in a TR-ARPES experiment [6, 7] . The bare dispersion is shown as a white dashed line and is assumed to be measured relative to the Fermi wave vector k F . Fig. 1 also displays a stack of MDCs for each spectral function. Owing to a smeared out Fermi-Dirac distribution of the hot electrons at 2500 K, one clearly observes peaks in the MDC cuts even at small (negative)
binding energies in Fig. 1(c)-(d) .
B. One-dimensional cuts of the spectral function
To proceed with the analysis, we start out by employing the EDC method to the simulated ARPES data.
With this method, we analyze one-dimensional EDCs of the spectral function binned over a small k-window (±0.01Å −1 ) around k F simulated for four different temperatures between 300 K and 2500 K, and for non-broadened and broadened data as shown in Fig. 2(a)-(b) . All the EDCs display a peak with a tail that extends to lower binding energies. We strive to extract information about the hot carrier statistics from this tail. One immediately notices, however, by comparing the broadened and non-broadened
EDCs, that the extension of the tail in the Gaussian broadened data is larger. This effect of the resolution function on the tail of the spectrum indicates that extracting a temperature and chemical potential from the tail of an EDC in an accurate and reliable manner is a difficult task.
In the MDC method, we slice the spectral function at each binding energy into an MDC, resulting in more than 300 MDCs per image. We then fit the peak shape for each MDC to neither the form of the curves nor their extension above the Fermi level. The simulated shift of the Fermi level to lower binding energies is clearly observed as the temperature increases, reaching approximately -150 meV at 2500 K. This behavior reflects the requirement of charge neutrality for our choice of a linearly increasing DOS. Furthermore, because the MDC method tracks the peak along the dispersing band while the EDC method only captures the peak intensity fixed at k F , the tail of the curves in Fig. 2 Fig. 2(a)-(b) at elevated temperatures.
(c)-(d) extends much further than that of the EDCs in
C. Determining the electronic temperature
In order to extract the electronic temperature, we fit a Fermi-Dirac distribution to the curves in Fig. 2 . For the broadened data, the Fermi-Dirac distribution is convoluted in the fit with a Gaussian line shape having FWHM = 0.15 eV.
The fit to the EDCs is performed over a binding energy range from -0.1 eV to -1.5 eV. By doing so, only the tail of the EDC is included in the fit as shown in Fig. 3(a) . As expected, EDC at a temperature of 2500 K. The curves were obtained from the simulated TR-ARPES data displayed in Fig. 1(d) . In all cases, the fit was performed with a Fermi-Dirac (FD) distribution convoluted with a Gaussian having FWHM = 0.15 eV.
we find that the fitted temperature value depends strongly on the range of binding energies chosen in the fit, varying almost 200 K as judged by comparing all reasonably converged fits performed in different binding energy ranges. When the Gaussian broadened FermiDirac function is fitted to the Fermi edge procured from Lorentzians fitted to the MDCs, we observe no significant dependence of the chosen binding energy window on the extracted temperature. In fact, it is possible to fit the entire range from 1.5 eV to -1.5 eV as in Fig.   3(b) , where an excellent fit to the data is obtained. An EDC integrated over the entire k-range of the simulated data is displayed in Fig. 3 (c) along with its Fermi-Dirac fit. In this case all of the simulated intensity is summed instead of just binning the EDC around k F as in the EDC method. This provides a similarly good fit of the Fermi-Dirac function as the MDC method.
From the fit, we extract the electronic temperature and the value for the chemical potential. Figure 4 (a) presents the fitted temperatures plotted against the (real) temperature used to simulate the TR-ARPES data. Interestingly, the MDC method provides a close to perfect one-to-one correspondence between the real and the extracted temperature regardless of the energy-and momentum-broadening of the simulated data. Contrarily, the EDC method substantially underestimates the temperature for all simulated temperatures and does so by more than 60 % at 2500 K. The extracted values for the chemical potential, shown in Fig. 4(b) , are in excellent quantitative agreement with the real values in the MDC method as expected from the excellent fit to the Fermi edge in Fig. 3(b) . The EDC method, on the other hand, is not capable of even capturing the qualitative trends in the data. Most severe is the case of the non-broadened data, where the chemical potential even shifts in the wrong direction.
III. ANALYSIS OF EXPERIMENTAL ARPES DATA
We now test the performance of the EDC and MDC methods by applying them to experimental static ARPES data obtained from a sample held at a fixed, known temperature.
In line with the simulated data, we choose to consider experimental ARPES data from a hole-doped monolayer graphene sheet. More precisely, the measured sample consists of an epitaxial layer of graphene on SiC. The danglings bonds of the SiC surface have been passi- vated by intercalation of hydrogen giving rise to a quasi free-standing monolayer graphene (QFMLG). The data were acquired at the SGM3 beamline of the synchrotron radiation source ASTRID [23] using a photon energy of 32 eV, and with total energy-and k-resolution of 13 meV and 0.01Å −1 . The results are published in Ref. [24] where also further details on the sample and ARPES experiment are given. We consider two datasets obtained with the sample temperature at 70 K (using a closed cycle liquid helium cryostat) and at 299 K as shown in Fig. 5 (a) and 5(e), respectively. The temperatures were measured with a K-type thermocouple in contact with the sample. For QFMLG on SiC it is not possible to study significantly higher temperatures as this would remove hydrogen from below the graphene damaging the sample [25] . The Fermi level position in Fig. 5 (a) and 5(e) was determined by fitting the Fermi edge measured on the polycrystalline Ta sample holder. We observe both branches of the graphene Dirac cone, but the left branch is more intense for this particular cut through the cone. For this reason, the Fermi wave vector is referenced to the left branch, and we proceed to extract the temperature of the electrons in this band.
Following the EDC method described above, we consider an EDC at k F (binned over a k-window of ±0.01Å is the unavailability of a theoretical description of the complex line shape of an EDC that captures the background external to the spectral function and in particular the energy dependence of the self-energy function in a quantitative way. We have attempted to fit the entire line shape displayed in Fig. 3(a) by a fitting function constructed from a convolution between a Gaussian energy-resolution function and the result of a Fermi-Dirac distribution multiplied by a Lorentzian. Irrespective of whether the chosen form for the self-energy was allowed to carry any energy dependence or not, we were not able to achieve a satisfactory fit to the EDC data using this fitting function. In fact, such a fitting function turned out to be very un-stable in practice. An alternative application of the EDC method involves analyzing EDCs binned over an appreciable range of momenta. We found, as shown in Fig.   3(c) , that in the extreme case of integrating the EDCs over the full momentum range, the fitted Fermi-Dirac function and thus the extracted temperature displays a similar degree of agreement with the real temperature as is the case for our MDC method. We note, however, that such an approach integrates out all momentum information in the spectral function and would thus not be applicable for materials having more than one single band at the Fermi level.
The MDC method presented above has clear advantages: Firstly, the assumption of a Lorentzian line shape for the peak in an MDC is often a very good approximation. This is owed to the generally weak dependence of the self-energy on momentum, and the fact that 
V. CONCLUSION
The purpose of this study was to develop a method to accurately extract the chemical potential and electronic temperature of the hot electrons belonging to distinct states in the Brillouin zone. Two different methods were applied: One based on energy distribution curves (EDCs) and the other on momentum distribution curves (MDCs). We applied these methods to simulated ARPES intensity data based on a phenomenological description of the spectral function. The method based on fitting EDCs at the Fermi wave vector was found incapable of capturing the electronic temperature with satisfactory accuracy, underestimating its value by more than 1000 K at an actual temperature of 2500 K, and provided unphysical behavior of the chemical potential. These issues were not present when using the MDC method.
Here, the statistical distribution of the electrons along the dispersing band was obtained by integrating the Lorentzian peak fitted to each MDC cut of the spectral function. By fitting the value of this integral as a function of binding energy to a Fermi-Dirac function, we were able to determine the electronic temperature and chemical potential with high accuracy, even in case of a finite experimental resolution. These findings were confirmed by comparing the measured sample temperature of quasi free-standing graphene on SiC to the temperature extracted by analyzing experimental static ARPES data using both methods. We believe that the suggested MDC method will be useful in the analysis of experimental data obtained with TR-ARPES and hope and trust that it will serve as a basis for future studies using this promising technique.
