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Abstract
We consider a system of N ≫ 1 interacting fermionic particles in three
dimensions, confined in a periodic box of volume 1, in the mean-field
scaling. We assume that the interaction potential is bounded and small
enough. We prove upper and lower bounds for the correlation energy,
which are optimal in their N-dependence. Moreover, we compute the
correlation energy at leading order in the interaction potential, recovering
the prediction of second order perturbation theory. The proof is based on
the combination of recent methods introduced in the context of fermionic
many-body quantum dynamics together with a rigorous version of second-
order perturbation theory, developed in the context of non-relativistic
QED.
1 Introduction
Consider a system of N interacting charged fermionic particles confined in a
box Λ ⊂ R3, equipped with Dirichlet boundary conditions. Let up suppose
that the particles interact via the Coulomb repulsion, and that the system is
made neutral by a uniform background charge density. This is the relevant
setting for jellium. For simplicity, we shall neglect the spin of the particles. The
Hamiltonian of the system is:
HJN,Λ =
N∑
j=1
(−∆j − Vback(xj)) +
∑
1≤i<j≤N
1
|xi − xj | , (1.1)
with Vback(x) = N/|Λ|
∫
Λ
dy|x− y|−1 if x ∈ Λ and +∞ otherwise. Let us define
the specific ground state energy of the system as:
eJ(ρ) = lim
|Λ|→∞
N/|Λ|=ρ
(
inf
ψN∈L2a(R3N )
〈ψN , HJN,ΛψN 〉
〈ψN , ψN 〉 +
ρ2
2
∫
Λ×Λ
dxdy
1
|x− y|
)
, (1.2)
where L2a(R
3N ) is the antisymmetric subsector of L2(R3N ). The last term in
Eq. (1.2) takes into account the Coulomb energy of the static background.
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We are interested in the asymptotic behavior of eJ(ρ) is the high density
regime, ρ ≫ 1. A simple upper bound for eJ(ρ) is obtained by taking the
noninteracting Fermi sea as a trial state. One gets:
eJ(ρ) ≤ 3
5
cTFρ
5/3 − cDρ4/3 , (1.3)
for cTF = (6pi
2)2/3 and cD = (2pi)
−3c2TF. The correlation energy C(ρ) is defined
as the difference of the full many-body ground state energy minus the energy
the noninteracting Fermi sea:
eJ(ρ) =
3
5
cTFρ
5/3 − cDρ4/3 + C(ρ) . (1.4)
In a series of influential papers, see e.g. [5], Bohm and Pines predicted that, for
ρ≫ 1 (see also [10] for earlier results):
C(ρ) = −ccorrρ log ρ+O(ρ) , (1.5)
for some explicit constant ccorr > 0. The method of Bohm and Pines is based
on the inclusion of correlations on the free Fermi sea via suitable canonical
transformations, that allow to take into account particle-hole excitations around
the Fermi level in a nonperturbative way. Similar methods have then been used
to compute the O(ρ) correction to the correlation energy, by Gell-Mann and
Brueckner [8], and Sawada [16].
Proving the rigorous validity of the Bohm-Pines prediction (1.5) is a long-
standing open problem in mathematical many-body theory. So far, the only
available rigorous result on C(ρ) is the bound obtained by Graf and Solovej in
[9]. There, the Authors extended the method of Bach [1] for the derivation
of Hartree-Fock theory for Coulomb systems. They proved that there exists a
constant Kδ > 0 such that for all 0 ≤ δ < 1/15:
0 ≥ C(ρ) ≥ −Kδρ4/3−δ . (1.6)
The upper bound trivially follows from the variational principle. The proof of
the lower bound is based on correlation inequalities for the many-body inter-
action, combined with semiclassical ideas. Unfortunately, the bounds (1.6) are
far from the expected result (1.5). Improving on (1.6) is a difficult problem,
which requires a detailed understanding of the correlations among the fermionic
particles, completely neglected in the Hartree-Fock approximation.
In this paper, we shall consider the problem of computing the correlation
energy in a simplified scaling regime, the mean-field scaling. We consider a sys-
tem of N fermionic particles in three dimensions, interacting via a bounded pair
potential V (xi − xj), and confined in a box Λ = [0; 1]3 with periodic boundary
conditions. The Hamiltonian of the system is, for ε = N−1/3:
HN = −
N∑
j=1
ε2∆j +
1
N
∑
1≤i<j≤N
V (xi − xj) , (1.7)
acting on L2a(Λ
N ). The interaction potential V varies on a scale O(1), which
means that, thanks to the choice of the coupling constant, the typical interac-
tion energy is O(N). Notice the presence of the semiclassical parameter ε2 in
2
front of the Laplacian. It is well-known that in this high density regime the
unscaled kinetic energy of the system grows as N5/3, by Pauli principle. Thus,
thanks to the semiclassical scaling, the kinetic energy and the interaction energy
corresponding to (1.7) are of the same order. This choice of parameters defines
the fermionic mean-field scaling.
We shall be interested in the ground state energy of the system:
EN = inf
ψN∈L2a(ΛN )
〈ψN , HNψN 〉
〈ψN , ψN 〉 . (1.8)
We are interested in comparing this quantity with the energy of the noninter-
acting Fermi sea. Let ωN be the reduced one-particle density matrix of such
state, and let EHFN be the Hartree-Fock energy functional:
EHFN (PN ) = tr(−ε2∆+ Vext)PN (1.9)
+
1
2N
∫
dxdy V (x− y)(PN (x;x)PN (y; y)− |PN (x; y)|2) ,
with PN a rank-N orthogonal projection on L
2(R3). The analog of the Bohm-
Pines prediction in the mean-field scaling is:
EN = EHFN (ωN) + CN ,
CN = εcmfcorr(V ) + o(ε) (1.10)
for some negative constant cmfcorr(V ), determined by the interaction potential
V . Notice that CN is subleading with respect to the smallest contribution
to EHFN (ωN ), the exchange term, which is O(1) in the mean-field regime, for
bounded potentials.
In this paper we give the first rigorous result on Eq. (1.10). We prove that,
for ‖V ‖∞ small enough:
EN = EHFN (ωN ) + C(2)N +O(ε‖V ‖3∞) , (1.11)
where C(2)N = O(ε) is an explicit quantity, see Eqs. (3.5), (3.6), depending
quadratically on the interaction potential V .
The proof of Eq. (1.11) is based on the combination of methods recently
introduced for the study of the dynamics of mean-field fermions, see [3, 4, 2,
15], together with a rigorous formulation of second order perturbation theory,
originally developed in the context of non-relativistic QED in [11] and refined
in [6, 12], see also [14, 13].
Eq. (1.11) is proven by matching upper and lower bounds for the ground
state energy. The upper bound follows from a suitable choice of the trial state.
Concerning the lower bound, a crucial point of the proof is the control of the
number of excitations around the Fermi level, between the noninteracting Fermi
sea and the many-body ground state. The main difficulty here is the absence
of a uniform spectral gap for the noninteracting Hamiltonian: states with com-
parable energies might differ by the presence of a large number of low energy
excitations around the Fermi level. One of the main technical novelties of the
present paper is the use of the relative kinetic energy, rather than the number
operator, to control the excitations around the Fermi level.
The paper is organized as follows. In Section 2 we define the model in second
quantization. In Section 3 we state our main result, and in Section 4 we shall
give the proof. Finally, in Appendix A we collect some explicit computations.
3
2 The model
We consider a system of N interacting spinless fermions in a cubic box Λ =
[0; 1]3 with periodic boundary conditions. The single-particle Hilbert space is
L2(Λ); an orthonormal basis for such space, compatible with periodic boundary
conditions, is given by the plane waves fk:
fk(x) = e
ik·x , k ∈ 2piZ3 . (2.1)
We shall describe the system in second quantization. The fermionic Fock space
is:
F = C⊕
⊕
n≥1
L2a((2piZ
3)n) . (2.2)
Thus, a generic element ψ of the fermionic Fock space F has the form ψ =
(ψ(0), ψ(1), . . . , ψ(n), . . .), with ψ(n) ∈ L2a((2piZ3)n). Let us introduce the mo-
mentum space fermionic creation/annihilation operators as:
(a∗kψ)
(n)(k1, . . . , kn) =
1√
n
n∑
j=1
(−1)jδk,kiψ(n−1)(k1, . . . , ki−1, ki+1, . . . , kn) ,
(akψ)
(n)(k1, . . . , kn) = (
√
n+ 1)ψ(n+1)(k, k1, . . . , kn) , (2.3)
with δk,k′ the Kronecker delta, and with the understanding that akΩ = 0, for
Ω = (1, 0, . . . , 0, . . .) the vacuum vector. The operators a∗k and ak respectively
create and annihilate a particle with momentum k. They satisfy the canonical
anticommutation relations:
{ak, ak′} = {a∗k, a∗k′} = 0 , {a∗k, ak′} = δk,k′ . (2.4)
The second of Eq. (2.4) immediately implies that ‖ak‖ ≤ 1. The full Fock space
can be generated by repeated applications of creation operators on the vacuum
vector Ω. Operators acting on the Fock space can be represented in terms of
ak and a
∗
k. For instance, the number operator N , acting as (Nψ)(n) = nψ(n), is
represented as
N =
∑
k∈2piZ3
a∗kak . (2.5)
We are interested in describing a system of nonrelativistic fermions interact-
ing via a bounded two-body potential V , compatible with the periodicity of the
box Λ, with Fourier transform v : 2piZ3 → R, v(p) = v(−p), of positive type:
v(p) ≥ 0 for all p ∈ 2piZ3. The second-quantized Hamiltonian of the model is,
in momentum space:
HN =
∑
k
ε2k2a∗kak +
1
2N
∑
k,k′,p
v(p)a∗k+pa
∗
k′−pak′ak . (2.6)
In the following, all sums have to be understood as restricted to 2piZ3. The
N -particle ground state energy of the system is:
EN = inf
ψ∈F(N)
〈ψ,HNψ〉
〈ψ, ψ〉 . (2.7)
4
We shall compare the ground state energy (2.7) with the energy of the N -
particle noninteracting ground state (Fermi sea): namely, the Slater determinant
constructed from the plane waves fk1 , . . . , fkN , with k1, . . . , kN ∈ 2piZ3 chosen so
to minimize
∑N
i=1 k
2
i and such that ki 6= kj for i 6= j. The reduced one-particle
density matrix of such state is:
ωN =
N∑
i=1
|fki〉〈fki | . (2.8)
That is, in Fourier space:
ω̂N (k; k
′) = δk,k′χ(k ∈ {k1, . . . , kN}) . (2.9)
The Hartree-Fock energy of (2.9) is:
EHFN (ωN ) =
∑
k∈{k1,...,kN}
ε2k2 +
Nv(0)
2
− 1
2N
∑
k,k′∈{k1,...,kN}
v(k − k′) . (2.10)
Eq. (2.10) provides a very simple, explicit upper bound for the many-body
ground state energy. The question we are interested in here is to quantify the
error introduced by approximating the ground-state energy by (2.10). To do
this, we shall use Bogoliubov transformations, see e.g. [17] for a review. Given
ωN as in Eq. (2.8), we denote by RωN : F → F the implementor of the
corresponding Bogoliubov transformation. The implementor RωN is a unitary
operator on F , that enjoys the following properties:
RωNΩ = a
∗
k1a
∗
k2 · · · a∗kNΩ
R∗ωNakRωN = akχ(k /∈ {k1, · · · , kN}) + a∗−kχ(k ∈ {k1, · · · , kN})
≡ bk + c∗k . (2.11)
The first property allows to represent the Slater determinant associated to the
plane waves fk1 , . . . , fkN in terms of the unitary action of RωN on the Fock
space vacuum Ω. The second property can be understood as a particle-hole
conjugation. These properties will be very useful in comparing the many-body
ground state energy with the Hartree-Fock energy.
3 Main result
We shall fix the number of particles of the system through the choice of a
chemical potential µ > 0. Let us define the Fermi ball Bµ as:
Bµ =
{
k ∈ 2piZ3 | ε2k2 ≤ µ} . (3.1)
Let N(µ, ε) = |Bµ| be the number of particles in the Fermi ball. For µ = O(1),
the number of particles is O(ε−3). More precisely, it is well known that N(µ, ε)
is asymptotically given by the volume of the ball of radius
√
µ/(2piε), N(µ, ε) =
(4pi/3)(µ/4pi2)3/2ε−3+ o(ε−3). Proving a more refined asymptotics is a difficult
problem in analytic number theory (“Gauss sphere problem”). It turns out that
[7], for any δ > 0 there exists Cδ > 0 independent of ε such that:∣∣∣N(µ, ε)− 4pi
3
( µ
4pi2
)3/2
ε−3
∣∣∣ ≤ Cδε− 2922−δ . (3.2)
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For simplicity, we shall set 1 = 4pi3
(
µ
4pi2
)3/2
. We shall take ε as the independent
parameter, and fix N ≡ N(µ, ε). The next theorem is our main result.
Theorem 3.1 (Main result.). Let v : 2piZ3 → R, v(p) ∈ L1(2piZ3), v(p) ≥ 0
and v(p) = v(−p) for all p ∈ 2piZ3. Let
CN = EN − EHFN (ωN ) (3.3)
be the correlation energy, with EHFN (ωN ) given by Eq. (2.10). Then, there exist
constants v0, C > 0, independent of ε, such that for ‖v‖1 ≤ v0 the following is
true:
− C‖v‖1ε
√
ε+ (1− C‖v‖1)C(2)N ≤ CN ≤ (1 + C‖v‖1)C(2)N + C‖v‖1ε
√
ε (3.4)
with EHFN (ωN ) given by Eq. (2.10) and, setting e(k) := |ε2k2 − µ|:
C(2)N = −
1
2N2
∑
p
∑
k,k′ : k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)2
e(k + p) + e(k) + e(k′ − p) + e(k′)
+
1
2N2
∑
p
∑
k,k′ : k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)v(p − k′ + k)
e(k + p) + e(k) + e(k′ − p) + e(k′) . (3.5)
It is not difficult to see that C(2)N = O(ε). The next corollary gives an
explicit expression for C(2)N /ε, in the ε → 0 limit. The proof follows from a
straightforward computation, whose details will be omitted; we refer the reader
to, e.g., [10, Eq. (27), (28)] for a similar calculation.
Corollary 3.2. Replacing the interaction potential v by λv, with v satisfying
the assumptions of Theorem 3.1, one has, for λ≪ 1:
lim
ε→0+
EN − EHFN (ωN )
ε
= −λ2c(2)
∑
p
v(p)2|p|+O(λ3) (3.6)
with c(2) = (2pi)−4µ3/2 16 (1− log 2).
The rest of the paper is devoted to the proof of Theorem 3.1. In Section
4.1 we shall prove a first lower bound on the correction to the Hartree-Fock
energy, which is optimal in itsN -dependence, but which is off by a multiplicative
constant. Then, in Section 4.2 we shall improve the strategy, and we shall obtain
the lower bound stated in the theorem. Finally, in Section 4.3 we shall prove
the upper bound, by choosing a suitable trial state.
4 Proof of Theorem 3.1
4.1 First lower bound on the correlation energy
The starting point is the following proposition, which allows to compare the
many-body ground state energy with the Hartree-Fock energy of ωN .
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Proposition 4.1. The following identity holds true, for all ϕ ∈ F such that
‖ϕ‖ = 1 and 〈ϕ,Nϕ〉 = N :
〈ϕ,HNϕ〉 = EHFN (ωN )+〈R∗ωNϕ,H0R∗ωNϕ〉+〈R∗ωNϕ,XR∗ωNϕ〉+〈R∗ωNϕ,QR∗ωNϕ〉
(4.1)
where, with bk, ck defined as in Eq. (2.11):
H0 =
∑
k
e(k)(b∗kbk + c
∗
kck) , e(k) = |ε2k2 − µ| ,
X = − 1
N
∑
p
v(p)
∑
k: k∈Bµ
(b∗k+pbk+p − c∗k+pck+p) ,
Q =
1
2N
∑
p,k,k′
v(p)
{
b∗k+pb
∗
k′−pbk′bk + c
∗
k+pc
∗
k′−pck′ck
+2b∗k+pc
∗
kck′−pbk′ − 2b∗k+pc∗k′ck′−pbk (4.2)
+
(
b∗k+pb
∗
k′−pc
∗
k′c
∗
k − 2b∗k+pb∗k′−pc∗kbk′ + 2b∗k+pc∗k′+pc∗kck′ + h.c.
)}
.
Proof. Let RωN the implementor of the Bogoliubov transformation associated
to ωN , introduced in Eq. (2.11). We write:
〈ϕ,HNϕ〉 = 〈R∗ωNϕ,R∗ωNHNRωNR∗ωNϕ〉 , (4.3)
and we compute the conjugated Hamiltonian R∗ωNHNRωN using the particle-
hole transformation in Eq. (2.11). Let us start with the kinetic energy. We
have: ∑
k
ε2k2R∗ωNa
∗
kakRωN =
∑
k
ε2k2(b∗k + ck)(bk + c
∗
k)
=
∑
k
ε2k2(b∗kbk − c∗kck) +
∑
k∈Bµ
ε2k2 . (4.4)
The last step follows after normal ordering, and using that bkck = 0. Con-
sider now the transformed many-body interaction. Using again the particle-hole
transformation rule (2.11) and putting the result back into normal order we get,
after a straightforward algebra (see [3] for a similar computation, in the context
of quantum dynamics):
1
2N
∑
p,k,k′
v(p)R∗ωN a
∗
k+pa
∗
k′−pak′akRωN (4.5)
=
1
2N
∑
p,k,k′
v(p)(b∗k+p + ck+p)(b
∗
k′−p + ck′−p)(bk′ + c
∗
k′ )(bk + c
∗
k)
≡ D+ X+Q+ N
2
v(0)− 1
2N
∑
k,k′
v(k − k′)ω̂N (k; k)ω̂N (k′; k′) ,
with Q, X given by Eq. (4.2), and
D = v(0)
∑
k
(b∗kbk − c∗kck) . (4.6)
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Notice that the last two terms in (4.5) plus the last one in (4.4) reproduce the
Hartree-Fock energy EHFN (ωN ). To conclude the proof of Eq. (4.1), we claim
that, for all ϕ ∈ F such that 〈ϕ,Nϕ〉 = N :
〈R∗ωNϕ,
∑
k
(ε2k2 + v(0))(b∗kbk − c∗kck)R∗ωNϕ〉 = 〈R∗ωNϕ,H0R∗ωNϕ〉 . (4.7)
To check this, simply notice that:
〈R∗ωNϕ,
∑
k
(b∗kbk − c∗kck)R∗ωNϕ〉 = 〈ϕ,
∑
k
(b∗kbk + c
∗
kck)ϕ〉 −N = 0 . (4.8)
Therefore,
〈R∗ωNϕ,
∑
k
(ε2k2 + v(0))(b∗kbk − c∗kck)R∗ωNϕ〉
= 〈R∗ωNϕ,
∑
k
(ε2k2 − µ)(b∗kbk − c∗kck)R∗ωNϕ〉
≡ 〈R∗ωNϕ,
∑
k
|ε2k2 − µ|(b∗kbk + c∗kck)R∗ωNϕ〉 . (4.9)
This proves Eq. (4.7), and concludes the proof of Proposition 4.1.
The next proposition provides a first lower bound on the correlation energy.
Proposition 4.2. Under the same assumptions of Theorem 3.1, the following
is true. Suppose that
∑
p v(p)|p| < ∞. Then, there exist a constants C > 0,
independent of N , such that the following bound holds true, for all ϕ ∈ F such
that 〈ϕ,Nϕ〉 = N and ‖ϕ‖ = 1:
〈ϕ,HNϕ〉 ≥ EHFN (ωN)+(1−C‖v‖1)〈R∗ωNϕ,H0R∗ωNϕ〉−C‖(1+|p|)v‖1ε . (4.10)
Corollary 4.3. By using the positivity of H0, and for 1 − C‖v‖1 ≥ 0, Propo-
sition 4.2 implies that CN ≥ −C‖(1 + |p|)v‖1ε. As we shall see, this bound is
optimal in its ε-dependence. A sharper constant will be obtained in Section 4.2.
A key ingredient in the proof of Proposition 4.2 will be provided by the
following Lemma.
Lemma 4.4. The following inequality holds true, for any ϕ ∈ F :∑
k
∥∥bk+pckϕ∥∥ ≤ CN1/2∥∥H1/20 ϕ∥∥ , (4.11)
for all p ∈ 2piZ3, and for some constant C > 0 independent of N and of p.
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Proof. (of Lemma 4.4.) We write:
∑
k
∥∥bk+pckϕ∥∥ = ∑
k
1√
e(k + p) + e(k)
√
e(k + p) + e(k)
∥∥bk+pckϕ∥∥
≤
( ∑
k: k+p/∈Bµ, k∈Bµ
1
e(k + p) + e(k)
)1/2
·
(∑
k
(e(k + p) + e(k))
∥∥bk+pckϕ∥∥2)1/2
≤ N1/2Iµ(p)1/2
(∑
k
e(k + p)‖bk+pϕ‖2 + e(k)‖ckϕ‖2
)1/2
≡ N1/2Iµ(p)1/2
∥∥H1/20 ϕ∥∥ , (4.12)
where the second inequality follows from ‖bk‖ ≤ 1, ‖ck‖ ≤ 1, and we defined:
Iµ(p) =
1
N
∑
k: k+p/∈Bµ, k∈Bµ
1
e(k + p) + e(k)
. (4.13)
As proven in Appendix A.1,
|Iµ(p)| ≤ C , uniformly in N and p. (4.14)
This concludes the proof of Lemma 4.4.
We are now ready to prove Proposition 4.2.
Proof. (of Proposition 4.2.) The starting point is the identity Eq. (4.1). Let us
start by estimating the contribution coming from the X operator. It is easy to
see that
〈R∗ωNϕ,XR∗ωNϕ〉 ≤
‖v‖1
N
〈R∗ωNϕ,NR∗ωNϕ〉 . (4.15)
Then,
‖v‖1
N
〈R∗ωNϕ,NR∗ωNϕ〉 =
‖v‖1
N
∑
k
〈R∗ωNϕ, b∗kbk + c∗kckR∗ωNϕ〉
=
‖v‖1
N
[ ∑
k: e(k)≤1/N
〈R∗ωNϕ, b∗kbk + c∗kckR∗ωNϕ〉
+
∑
k: e(k)>1/N
〈R∗ωNϕ, b∗kbk + c∗kckR∗ωNϕ〉
]
≤ 2‖v‖1
N
( ∑
k: e(k)≤1/N
1
)
+ C‖v‖1〈ϕ,H0ϕ〉 , (4.16)
where in the last step we used that:
1
N
∑
k:e(k)>1/N
(
b∗kbk + c
∗
kck
) ≤∑
k
e(k)
(
b∗kbk + c
∗
kck
) ≡ H0 . (4.17)
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To estimate
∑
k: e(k)≤1/N 1 we recall the result of [7] on the Gauss sphere prob-
lem. For any δ > 0 there exists Cδ > 0 independent of R such that:
∑
k∈Zd:|k|≤R
1 =
4pi
3
( R
2pi
)3
+ Γ(R)
|Γ(R)| ≤ CδR 2922+δ . (4.18)
Therefore, choosing for definiteness δ = 1/22 (recall that our sum over k runs
over 2piZ3 rather than Z3):
1
N
∑
k: e(k)≤1/N
1 ≡ 1
N
∑
k: |k2−N2/3µ|≤N−1/3
1
=
1
N
[4pi
3
1
(2pi)3
(N1/3
√
µ+N−1/6)3 + Γ(N1/3
√
µ+N−1/6)
−4pi
3
1
(2pi)3
(N1/3
√
µ−N−1/6)3 − Γ(N1/3√µ−N−1/6)
]
≤ C1µN−1/3−1/6 + C2N−6/11
≤ Cε√ε . (4.19)
Thus, we have the lower bound:
〈ϕ,HNϕ〉 ≥ EHFN (ωN ) + (1− C‖v‖1)〈R∗ωNϕ,H0R∗ωNϕ〉
+〈R∗ωNϕ,QR∗ωNϕ〉 − C‖v‖1ε
√
ε . (4.20)
Let us now estimate the quartic terms. We rewrite the operator Q defined in
Eq. (4.2) as:
Q = Q1 +Q2 +Q3 , (4.21)
where:
Q1 :=
1
2N
∑
p,k,k′
v(p)
(
b∗k+pb
∗
k′−pbk′bk − 2b∗k+pc∗k′+pck′bk + c∗k+pc∗k′−pck′ck
)
Q2 :=
1
2N
∑
p,k,k′
v(p)
[
2b∗k+pc
∗
kck′−pbk′ + (b
∗
k+pb
∗
k′−pc
∗
k′c
∗
k + h.c.)
]
≡ Q2,a +Q2,b +Q2,c ,
Q3 :=
1
N
∑
p,k,k′
v(p)
(− b∗k+pb∗k′−pc∗kbk′ + b∗k+pc∗k′−pc∗kck′ + h.c.) . (4.22)
Let us estimate the three terms separately. We rewrite the first term as:
Q1 :=
1
2N
∑
p
v(p)
(∑
k
b∗k+pbk − c∗k+pck
)(∑
k′
b∗k′−pbk′ − c∗k′−pck′
)
− 1
2N
∑
p
v(p)
( ∑
k:k/∈Bµ
b∗k+pbk+p +
∑
k:k∈Bµ
c∗k+pck+p
)
≡ 1
2N
∑
p
v(p)D∗pDp +Q1,a , (4.23)
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with Dp :=
∑
k b
∗
k+pbk′ − c∗k+pck. Notice that, thanks to v(p) ≥ 0, the first term
in the last line of Eq. (4.23) is positive. Consider the term Q1,a. We estimate
it as, for any ϕ ∈ F :
|〈ϕ,Q1,aϕ〉| ≤ 1
2N
∑
p
v(p)
∑
k
[‖bk+pϕ‖2 + ‖ck+pϕ‖2] (4.24)
≤ 1
N
∑
p
v(p)〈ϕ,Nϕ〉 .
Proceeding as in Eq. (4.16) we get:
〈ϕ,Q1ϕ〉 ≥ 1
2N
∑
p
v(p)〈ϕ,D∗pDpϕ〉 − C‖v‖1〈ϕ,H0ϕ〉 − C‖v‖1ε
√
ε . (4.25)
Let us consider the term Q2. We shall estimate its three contributions sepa-
rately. We have, by Lemma 4.4:
|〈ϕ,Q2,aϕ〉| ≤ 1
N
∑
p
v(p)
∑
k,k′
∥∥bk+pckϕ∥∥∥∥bk′−pck′ϕ∥∥
≤ C‖v‖1〈ϕ,H0ϕ〉 . (4.26)
Now, consider the term Q2,b. We have:
|〈ϕ,Q2,bϕ〉| ≤ 1
2N
∑
p
v(p)
∣∣∣〈∑
k
b∗k+pc
∗
kϕ,
∑
k′
bk′−pck′ϕ
〉∣∣∣
≤ 1
4N
∑
p
v(p)
[∥∥∥∑
k
b∗k+pc
∗
kϕ
∥∥∥2 + ∥∥∥∑
k′
bk′−pck′ϕ
∥∥∥2]
≤ 1
4N
∑
p
v(p)
[∥∥∥∑
k
b∗k+pc
∗
kϕ
∥∥∥2 + 2NIµ(p)〈ϕ,H0ϕ〉] ,
where in the last step we used the triangular inequality and Lemma 4.4. Then,
we write:∥∥∥∑
k
b∗k+pc
∗
kϕ
∥∥∥2 =∑
k,k′
〈ϕ, ck′bk′+pb∗k+pc∗kϕ〉
=
∑
k,k′
〈ϕ, b∗k+pc∗kck′bk′+pϕ〉+
∑
k:k+p∈Bcµ
〈ϕ, ckc∗kϕ〉 −
∑
k:k∈Bµ
〈ϕ, b∗k+pbk+pϕ〉
≤
∥∥∥∑
k
bk+pckϕ
∥∥∥2 + CNε|p| , (4.27)
where the last step follows from ‖ck‖ ≤ 1 and from∑
k: k+p∈Bcµ, k∈Bµ
1 ≤ CNε|p| , (4.28)
which is implied by Eq. (4.18). Using again Lemma 4.4, we get:
|〈ϕ,Q2,bϕ〉| ≤ 1
4N
∑
p
v(p)
(
CNε|p|+ 4NIµ(p)〈ϕ,H0ϕ〉
)
. (4.29)
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The term Q2,c is estimated in exactly the same way. Therefore:
|〈ϕ,Q2ϕ〉| ≤ C‖v‖1〈ϕ,H0ϕ〉+ Cε
∑
p
v(p)|p| . (4.30)
Finally, consider the term Q3. We rewrite it as:
Q3 =
1
N
∑
p
v(p)
(∑
k
b∗k+pc
∗
k
)
D−p + h.c. (4.31)
By Cauchy-Schwarz inequality, for any δ > 0 (recalling that D∗p = D−p):
|〈ϕ,Q3ϕ〉| ≤ 2
N
∑
p
v(p)
∥∥∥∑
k
bk+pckϕ
∥∥∥∥∥∥D−pϕ∥∥∥
≤ δ
N
∑
p
v(p)〈ϕ,D∗pDpϕ〉+
1
δN
∑
p
v(p)
∥∥∥∑
k
bk+pckϕ
∥∥∥2 .
By Lemma 4.4 we get:
|〈ϕ,Q3ϕ〉| ≤ δ
N
∑
p
v(p)〈ϕ,D∗pDpϕ〉+
1
δ
∑
p
v(p)Iµ(p)〈ϕ,H0ϕ〉 . (4.32)
In conclusion, choosing δ = 1/4, putting together Eqs. (4.25), (4.30), (4.32), we
find:
〈ϕ,Qϕ〉 ≥ 〈ϕ,Q1ϕ〉 − |〈ϕ,Q2ϕ〉| − |〈ϕ,Q3ϕ〉| (4.33)
≥ 1
4N
∑
p
v(p)〈ϕ,D∗pDpϕ〉 − C‖v‖1〈ϕ,H0ϕ〉 − C‖(1 + |p|)V ‖1ε .
The final claim follows from the combination of the bounds (4.20), (4.33).
4.2 Improved lower bound on the correlation energy
In this section we shall obtain a better lower bound on the correlation energy,
by improving the strategy of the proof of Proposition 4.2. To do this, notice
that, in the proof of Proposition 4.2, the main error term in the lower bound is
produced by the following contributions to Q:
1
2N
∑
p,k,k′
v(p)b∗k+pb
∗
k′−pc
∗
k′c
∗
k + h.c. ≡ F∗ + F . (4.34)
All the other terms are either of lower order, or can be controlled thanks to
the positivity of H0 or of (1/N)
∑
p v(p)D
∗
pDp. The next result improves on
Proposition 4.2, by computing the leading correction due to F, F∗.
Proposition 4.5 (Improved lower bound.). Under the same assumptions of
Theorem 3.1, the following is true. There exist constants v0, C, independent of
N , such that for ‖v‖1 < v0 the following bound holds true, for all ψ ∈ F such
that 〈ψ,Nψ〉 = N and ‖ψ‖ = 1:
〈ψ,HNψ〉 ≥ EHFN (ωN ) + C‖v‖1〈R∗ωNψ,H0R∗ωNψ〉
− 1
1− C‖v‖1 〈Ω,FH
−1
0 F
∗Ω〉 − C‖v‖1ε
√
ε . (4.35)
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where:
〈Ω,FH−10 F∗Ω〉 =
1
2N2
∑
p
∑
k,k′ : k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)2
e(k + p) + e(k) + e(k′ − p) + e(k′)
− 1
2N2
∑
p
∑
k,k′: k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)v(p− k′ + k)
e(k + p) + e(k) + e(k′ − p) + e(k′) .
(4.36)
Proposition 4.5 immediately implies the lower bound in Theorem 3.1. The
proof of Proposition 4.5 is an improvement of the strategy developed in the proof
of Proposition 4.2. It relies on the following lemma, whose proof is inspired by
a strategy used in the context of non-relativistic QED [11, Sec. 3.2], cf. [6, Sec.
2.2] and [12, Appendix A].
Lemma 4.6. Under the same assumptions of Theorem 4.5, the following in-
equality holds true, for all ϕ ∈ F such that ‖ϕ‖ = 1 and for all α > 0:
〈ϕ, αH0ϕ〉+ 〈ϕ, (F+ F∗)ϕ〉 ≥ − 1
α
〈Ω,FH−10 F∗Ω〉 −
C‖v‖21
α
〈ϕ,H0ϕ〉
−C‖v‖21ε
√
ε . (4.37)
Before discussing the proof of Lemma 4.6, let us show how it can be used to
prove Theorem 4.5.
Proof. (of Proposition 4.5.) The starting point is Eq. (4.20). Let us write:
Q = F+ F∗ +Q1 +Q2,a +Q3 ≡ F+ F∗ + Q˜ . (4.38)
Thanks to Eqs. (4.25), (4.26), (4.32), we have:
〈ϕ, Q˜ϕ〉 ≥ 1
4N
∑
p
v(p)〈ϕ,D∗pDpϕ〉 − C‖v‖1〈ϕ,H0ϕ〉 − C‖v‖1ε
√
ε . (4.39)
Plugging this estimate into Eq. (4.20) we get, for all ψ ∈ F such that 〈ψ,Nψ〉 =
N and ‖ψ‖ = 1:
〈ψ,HNψ〉 ≥ EHFN (ωN ) + (1− C‖v‖1)〈R∗ωNψ,H0R∗ωNψ〉
+〈R∗ωNψ,F+ F∗R∗ωNψ〉 − C‖v‖1ε
√
ε (4.40)
≡ EHFN (ωN ) + 2C‖v‖1〈R∗ωNψ,H0R∗ωNψ〉 − C‖v‖1ε
√
ε
+(1− 3C‖v‖1)〈R∗ωNψ,H0R∗ωNψ〉+ 〈R∗ωNψ,F+ F∗R∗ωNψ〉 .
Now, let us apply Lemma 4.6 to the last two terms in Eq. (4.40), for α =
1− 3C‖v‖1. We get:
〈ψ,HNψ〉 ≥ EHFN (ωN ) + 2C‖v‖1〈R∗ωNψ,H0R∗ωNψ〉 − C‖v‖1ε
√
ε (4.41)
− 1
1− 3C‖v‖1 〈Ω,FH
−1
0 F
∗Ω〉 − C‖v‖
2
1
1− 3C‖v‖1 〈R
∗
ωNψ,H0R
∗
ωNψ〉
−C‖v‖21ε
√
ε .
Our final claim, Eq. (4.35), follows after suitably redefining the constant C.
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To conclude, let us discuss the proof of Lemma 4.6.
Proof. (of Lemma 4.6.) The starting point is to rewrite, for any α > 0:
〈ϕ, αH0ϕ〉+ 〈ϕ, (F+ F∗)ϕ〉 = 〈(1 + (αH0)−1F∗)ϕ, αH0(1 + (αH0)−1F∗)ϕ〉
− 1
α
〈ϕ,FH−10 F∗ϕ〉
≥ − 1
α
〈ϕ,FH−10 F∗ϕ〉 , (4.42)
where in the last step we used the positivity of H0. Now, the idea is to put the
right-hand side of the inequality into normal order; the fully contracted term
will give rise to the vacuum expectation in Eq. (4.37), while the error terms will
be proven to be either controlled by the kinetic energy or to be O(ε
√
ε). We
have:
FH−10 F
∗ =
1
4N2
∑
p,q
v(p)v(q)
∑
k1,k2
r1,r2
bk1+pck1bk2−pck2b
∗
r1+qc
∗
r1b
∗
r2−qc
∗
r2
· 1
H0 + E(r1, q) + E(r2,−q) , (4.43)
where E(r, q) = e(r+ q)+ e(r). Eq. (4.43) follows from H0b
∗
k = b
∗
kH0+ e(k), for
k /∈ Bµ, and from H0c∗k = c∗kH0+ e(k) for k ∈ Bµ. Let us now put the fermionic
monomial into normal order. We have:
bk1+pck1bk2−pck2b
∗
r1+qc
∗
r1b
∗
r2−qc
∗
r2 =
4∑
j=0
m2j , (4.44)
where m2j is a sum of normal-ordered fermionic monomials of order 2j. Corre-
spondingly, we rewrite
FH−10 F
∗ = 〈Ω,FH−10 F∗Ω〉+
4∑
j=1
W2j . (4.45)
We shall now estimate the W2j terms. To this end, let us introduce some
notation. Let p1 ≡ p, p2 ≡ −p, q1 ≡ q, q2 ≡ −q. We say that two monomials
bki+picki and b
∗
ri+qic
∗
ri have been contracted if, in the normal ordering procedure
giving rise to (4.45), they produced a nontrivial anticommutator. We shall
denote by a ∈ {0, 1, 2} the number of contracted bc, b∗c∗ monomials.
Case a = 0. Suppose that no fermionic operators have been contracted. The
corresponding contribution to (4.45) is:∣∣∣〈ϕ, b∗r1+q1c∗r1b∗r2+q2c∗r2bk1+p1ck1bk2+p2ck2 1H0 + E(r, q)ϕ〉
∣∣∣
≤
∥∥∥cr2br2+q2cr1br1+q1 1(H0 + E(k, p))1/2ϕ
∥∥∥
·
∥∥∥bk1+p1ck1bk2+p2ck2 1(H0 + E(r, q))1/2ϕ
∥∥∥ . (4.46)
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Therefore, by Lemma 4.4:∑
ki,rj :
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.46)|
≤ CN
∗∑
r1,k2
∥∥∥H1/20 cr1br1+q1 1(H0 + E(k2, p2))1/2ϕ
∥∥∥
∥∥∥H1/20 bk2+p2ck2 1(H0 + E(r1, q1))1/2ϕ
∥∥∥
≤ CN
∗∑
r1,k2
∥∥∥cr1br1+q1ϕ∥∥∥∥∥∥bk2+p2ck2ϕ∥∥∥
≤ CN2〈ϕ,H0ϕ〉 , (4.47)
where the asterisk recalls the constraints on the momenta. The first inequality
in Eq. (4.47) follows from Lemma 4.4 and from the trivial bounds E(r, q) ≥
E(r1, q1), E(k, p) ≥ E(k2, p2). The second inequality follows from:
H
1/2
0 cr1br1+q1
1
(H0 + E(k2, p2))1/2
(4.48)
=
H
1/2
0
(H0 + E(r1, q1) + E(k2, p2))1/2
cr1br1+q1
H
1/2
0 bk2+p2ck2
1
(H0 + E(r1, q1))1/2
=
H
1/2
0
(H0 + E(k2, p2) + E(r1, q1))1/2
bk2+p2ck2 .
and from
H
1/2
0
(H0 + E(k2, p2) + E(r1, q1))1/2
≤ 1 . (4.49)
The last step in Eq. (4.47) follows again from Lemma 4.4. This concludes the
discussion of the a = 0 case.
Case a = 1. Suppose that only one pair of c, c∗ operators has been contracted.
The corresponding contribution is:∣∣∣〈ϕ, b∗r1+q1c∗r1b∗r2+q2bk1+p1ck1br2+p2 1H0 + E(r, q)ϕ〉
∣∣∣δk2,r2 (4.50)
≤
∥∥∥br2+q2cr1br1+q1 1(H0 + E(k1, p1) + E(r2, p2))1/2ϕ
∥∥∥
·
∥∥∥bk1+p1ck1br2+p2 1(H0 + E(r, q))1/2ϕ
∥∥∥δk2,r2 .
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Therefore, by Lemma 4.4:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.50)| (4.51)
≤ CN
∑
r2: r2∈Bµ
r2+p2∈Bcµ, r2+q2∈Bcµ
∥∥∥H1/20 br2+q2 1(H0 + E(r2, p2))1/2ϕ
∥∥∥
·
∥∥∥H1/20 br2+p2 1(H0 + E(r2, q2))1/2ϕ
∥∥∥
≤ CN
∑
r2: r2∈Bµ
r2+p2∈Bcµ, r2+q2∈Bcµ
∥∥∥br2+q2 H1/20(H0 + E(r2, p2))1/2ϕ
∥∥∥
·
∥∥∥br2+p2 H1/20(H0 + E(r2, q2))1/2ϕ
∥∥∥ .
We now split the sum as:
∑
r2: r2∈Bµ
r2+p2∈Bcµ, r2+q2∈Bcµ
=
∗∑
r2:
e(r2 + q2) ≤ 1/N and/or e(r2 + p2) ≤ 1/N
+
∗∑
r2:
e(r2 + q2) > 1/N and e(r2 + p2) > 1/N
(4.52)
where the asterisk recalls the original constraints r2 ∈ Bµ, r2+p2 ∈ Bcµ, r2+q2 ∈
Bcµ. Correspondingly, we rewrite the right-hand side of Eq. (4.51) as I + II.
Consider I. Using that the number of terms in the sum is bounded by CNε
√
ε
(recall Eq. (4.19)), that ‖bk‖ ≤ 1 and that ‖ϕ‖ = 1:
|I| ≤ CN2ε√ε . (4.53)
Consider now II. By the Cauchy-Schwarz inequality, we have:
|II| ≤ CN2
( ∗∑
r2: e(r2+q2)>1/N
1
N
∥∥∥br2+q2 H1/20(H0 + E(r2, p2))1/2ϕ
∥∥∥2)1/2
·
( ∗∑
r2: e(r2+p2)>1/N
1
N
∥∥∥br2+p2 H1/20(H0 + E(r2, q2))1/2ϕ
∥∥∥)1/2
≤ CN2〈ϕ,H0ϕ〉 , (4.54)
where in the last step we used that:
br2+q2
H
1/2
0
(H0 + E(r2, p2))1/2
=
(H0 + e(r2 + q2))
1/2
(H0 + e(r2 + q2) + E(r2, p2))1/2
br2+q2 (4.55)
and that:
(H0 + e(r2 + q2))
1/2
(H0 + e(r2 + q2) + E(r2, p2))1/2
≤ 1 . (4.56)
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Therefore, ∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.50)| ≤ CN2ε√ε+ CN2〈ϕ,H0ϕ〉 . (4.57)
Suppose now that only one pair of b, b∗ operators has been contracted. We have:∣∣∣〈ϕ, b∗r1+q1c∗r1c∗r2bk1+p1ck1cr2−p2+q2 1H0 + E(r, q)ϕ〉
∣∣∣δk2+p2,r2+q2
≤
∥∥∥cr2cr1br1+q1 1(H0 + E(r2 + q2,−p2) + E(k1, p1))1/2ϕ
∥∥∥ (4.58)
·
∥∥∥bk1+p1ck1cr2−p2+q2 1(H0 + E(r1, q1) + E(r2, q2))1/2ϕ
∥∥∥δk2+p2,r2+q2 .
Therefore, by Lemma 4.4:∑
ki,rj :
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.58)| (4.59)
≤ CN
∑
r2:
r2∈Bµ,r2+p2∈Bcµ
r2+q2−p2∈Bµ, r2+q2∈Bcµ
∥∥∥H1/20 cr2 1(H0 + E(r2 + q2,−p2))1/2ϕ
∥∥∥
·
∥∥∥H1/20 cr2−p2+q2 1(H0 + E(r2, q2))1/2ϕ
∥∥∥ .
This term can be bounded proceeding as for the previous one. One has (4.59) =
I + II, with I, II bounded as in Eqs. (4.53), (4.54), respectively; we omit the
details. The final result is:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.58)| ≤ CN2ε√ε+ CN2〈ϕ,H0ϕ〉 . (4.60)
To conclude the discussion of the case a = 1, suppose that one bc monomial and
one b∗c∗ monomial have been fully contracted. The corresponding contribution
to (4.45) is: ∣∣∣〈ϕ, b∗r1+q1c∗r1bk1+p1ck1 1H0 + E(r, q)ϕ〉
∣∣∣δk2,r2δp2,q2
≤
∥∥∥cr1br1+q1 1(H0 + E(r2, q2) + E(k1, p1))1/2ϕ
∥∥∥
·
∥∥∥bk1+p1ck1 1(H0 + E(r1, q1) + E(r2, q2))1/2ϕ
∥∥∥δk2,r2δp2,q2 . (4.61)
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Therefore, by Lemma 4.4:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.61)|
≤ CN
∑
r2:
r2∈Bµ,r2+q2∈Bcµ
∥∥∥ H1/20
(H0 + E(r2, q2))1/2
ϕ
∥∥∥2δp2,q2
≤ CN〈ϕ,H0ϕ〉
∑
r2:
r2∈Bµ,r2+q2∈Bcµ
1
E(r2, q2)
δp2,q2
≤ CN2〈ϕ,H0ϕ〉δp2,q2 . (4.62)
This concludes the discussion of the a = 1 case.
Case a = 2. Consider now the case in which all bc, b∗c∗ monomials have been
contracted. Suppose only the c, c∗ operators have been contracted. We have:∣∣∣〈ϕ, b∗k1+q1b∗k2+q2bk1+p1bk2+p2 1H0 + E(k, q)ϕ〉
∣∣∣δk1,r1δk2,r2
≤
∥∥∥bk2+q2bk1+q1 1(H0 + E(k1, p1) + E(k2, p2))1/2ϕ
∥∥∥
·
∥∥∥bk1+p1bk2+p2 1(H0 + E(k1, q1) + E(k2, q2))1/2
∥∥∥δk1,r1δk2,r2 . (4.63)
Thus, by Cauchy-Schwarz:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.63)| (4.64)
≤
∑
k1,k2:
k1,k2∈Bµ,ki+pi∈Bcµ
∥∥∥bk2+q2bk1+q1 1(H0 + E(k1, p1) + E(k2, p2))1/2ϕ
∥∥∥2
+(pi ↔ qi) . (4.65)
Consider the first term in the right-hand side. We have the following possibili-
ties: only one among k1 and k2 is such that e(ki + qi) < 1/N ; both k1 and k2
are such that e(ki + qi) < 1/N ; both k1 and k2 are such that e(ki + qi) ≥ 1/N .
Correspondingly, we shall rewrite (4.64) = I + II + III. Consider I. We have:
|I| ≤ CN
∑
k1,k2:
k1∈Bµ,k1+p1∈Bcµ
e(k1+q1)>1/N,e(k2+q2)≤1/N
1
N
∥∥∥bk1+q1 1(H0 + E(k1, p1))1/2ϕ
∥∥∥2
≤ CN
∑
k2: e(k2+q2)≤1/N
∑
k1
e(k1 + q1)
∥∥∥bk1+q1 1
H
1/2
0
ϕ
∥∥∥2
≤ CN2ε√ε . (4.66)
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where the last step follows from Eq. (4.19). Consider II. Using again that the
number of momenta ki ∈ 2piZ3 satisfying the constraint e(ki + qi) < 1/N is
bounded by CNε
√
ε (recall Eq. (4.19)), we have, by Lemma 4.4:
|II| ≤ CNε√ε
∑
k1:
k1∈Bµ,k1+p1∈Bcµ
1
E(k1, p1)
≤ CN2ε√ε . (4.67)
Consider III. We have:
|III| ≤
∑
k1,k2:
k1,k2∈Bµ,ki+pi∈Bcµ
e(ki+qi)>1/N
∥∥∥bk2+q2bk1+q1 1(H0 + E(k1, p1) + E(k2, p2))1/2ϕ
∥∥∥2
≤ CN2〈ϕ,H0ϕ〉 . (4.68)
Therefore, combining Eqs. (4.66), (4.67), (4.68) we get:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.63)| ≤ CN2ε√ε+ CN2〈ϕ,H0ϕ〉 . (4.69)
Similar bounds are obtained in case the contractions involve the b, b∗ operators.
Consider now the case in which one pair of c, c∗ operators and one pair of b, b∗
operators have been contracted. We have:∣∣∣〈ϕ, b∗r1+q1c∗r2bk1+p1ck2 1H0 + E(r, q)ϕ〉
∣∣∣δk1,r1δk2+p2,r2+q2
≤
∥∥∥cr2br1+q1 1(H0 + E(r1, p1) + E(k2, p2))1/2ϕ
∥∥∥ (4.70)
·
∥∥∥bk1+p1ck2 1(H0 + E(r1, q1) + E(r2, q2))1/2ϕ
∥∥∥δk1,r1δk2+p2,r2+q2 .
Therefore, by Cauchy-Schwarz:∑
ki,rj :
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.70)| ≤
≤
∑
k1,k2:
ki∈Bµ, ki+pi∈Bcµ
∥∥∥ck2+p2−q2bk1+q1 1(H0 + E(k1, p1) + E(k2, p2))1/2ϕ
∥∥∥2 +
∑
k1,k2:
ki∈Bµ, ki+pi∈Bcµ
k2+p2−q2∈Bµ, k1+q1∈Bcµ
∥∥∥bk1+p1ck2 1(H0 + E(k1, q1) + E(k2 + p2 − q2, q2))1/2ϕ
∥∥∥2 .
Both terms can be studied as in (4.64)-(4.68), we omit the details; the result is:∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.70)| ≤ CN2ε√ε+ CN2〈ϕ,H0ϕ〉 . (4.71)
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Finally, suppose that all the c, c∗ operators and one pair of b, b∗ operators have
been contracted. The corresponding contribution is:∣∣∣〈ϕ, b∗k1+q1bk2+p2 1H0 + E(k, q)ϕ〉
∣∣∣δr1,k1δr2,k2δk2+p2,k1+p1
≤
∥∥∥bk1+q1 1(H0 + E(k2, q2) + E(k1, p1))1/2ϕ
∥∥∥ (4.72)
·
∥∥∥bk2+p2 1(H0 + E(k1, q1) + E(k2, q2))2
∥∥∥δr1,k1δr2,k2δk2+p2,k1+p1 .
Then, ∑
ki,rj:
ki,rj∈Bµ
ri+qi,kj+pj∈Bcµ
|(4.72)| ≤
∑
k1: k1∈Bµ, k1+p1∈Bcµ
k1+q1∈Bcµ
∥∥∥bk1+q1 1(H0 + E(k1 + p1 − p2, q2) + E(k1, p1))1/2ϕ
∥∥∥
·
∥∥∥bk1+p1 1(H0 + E(k1, q1) + E(k1 + p1 − p2, q2))2ϕ
∥∥∥
≤
∑
k1: k1∈Bµ, k1+p1∈Bcµ
1
E(k1, p1)
+
∑
k1: k1∈Bµ, k1+q1∈Bcµ
1
E(k1, q1)
≤ CN , (4.73)
where the last step follows from Lemma 4.4. The remaining cases can be studied
in exactly the same way. This concludes the discussion of the a = 2 case.
All in all the bounds (4.47), (4.62), (4.73) imply, recalling Eqs. (4.43), (4.45):
〈ϕ,W2jϕ〉 ≤ C‖v‖21ε
√
ε+ C‖v‖21〈ϕ,H0ϕ〉 . (4.74)
Therefore, by Eqs. (4.42), (4.45), (4.74):
〈ϕ, αH0ϕ〉+ 〈ϕ, (F+ F∗)ϕ〉 ≥ − 1
α
〈ϕ,FH−10 F∗ϕ〉 (4.75)
≥ − 1
α
〈Ω,FH−10 F∗Ω〉 − C‖v‖21〈ϕ,H0ϕ〉
−C‖v‖21ε
√
ε .
This concludes the proof of Lemma 4.6.
4.3 Upper bound on the correlation energy
To conclude the proof of Theorem 3.1, in this section we shall compute an upper
bound for the correlation energy.
Proposition 4.7 (Upper bound). Under the same assumptions of Theorem
4.5, the following is true:
EN ≤ EHFN (ωN )− (1− C‖v‖1)〈Ω,FH−10 F∗Ω〉+ C‖v‖1ε
√
ε . (4.76)
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Eq. (4.76) proves the upper bound on the correlation energy in Theorem
3.1, and concludes the proof of our main result. The proof of Proposition 4.7 is
based on the choice of a suitable trial state. We define:
ψF =M
−1
F
RωN (1−H−10 F∗)Ω , (4.77)
where the normalization factor MF is chosen to ensure that ‖ψF‖ = 1, that is
M2
F
= 1 + 〈Ω,FH−20 F∗Ω〉. An explicit computation shows that
|MF − 1| ≤ C‖v‖21 , (4.78)
see Appendix A.2. It is not difficult to see that ψF is an N -particle state,
ψF ∈ F (N).
Proof. Let ϕF = M
−1
F
(1 − H−10 F∗)Ω. Then, by the variational principle, the
ground state energy is bounded above by:
EN ≤ 〈ψF,HNψF〉
≡ 〈ϕF, R∗ωNHNRωNϕF〉 . (4.79)
By Eq. (4.1), together with the estimates (4.15), (4.16), (4.19), we have (recall
also the decomposition (4.38)):
EN ≤ EHFN (ωN ) + (1 + C‖v‖1)〈ϕF,H0ϕF〉+ 〈ϕF,QϕF〉+ C‖v‖1ε
√
ε
= EHFN (ωN ) + (1 + C‖v‖1)〈ϕF,H0ϕF〉
+〈ϕF,Q1 +Q2,a + F+ F∗ϕF〉+ C‖v‖1ε
√
ε
≡ EHFN (ωN ) +M−2F (1 + C‖v‖1)〈Ω,FH−10 F∗Ω〉 (4.80)
+〈ϕF,Q1 +Q2,aϕF〉 − 2M−2F 〈Ω,FH−10 F∗Ω〉+ C‖v‖1ε
√
ε .
By Eq. (4.26), we get the estimate:
〈ϕF,Q2,aϕF〉 ≤ C‖v‖1〈ϕF,H0ϕF〉 ≤ C‖v‖1〈Ω,FH−10 F∗Ω〉 . (4.81)
Finally,
〈ϕF,Q1ϕF〉 = 1
M2
F
〈Ω,FH−10 Q1H−10 F∗Ω〉 . (4.82)
To estimate this term, we use that Q1 ≤ (‖v‖1/N)N 2. Using that F∗Ω ∈ F (4),
and that 〈Ω,FH−20 F∗Ω〉 ≤ C‖v‖21 (see Appendix A.2), we get:
〈ϕF,Q1ϕF〉 ≤ 16‖v‖1
NM2
F
〈Ω,FH−20 F∗Ω〉 ≤
C‖v‖31
N
. (4.83)
Therefore, all in all we have:
EN ≤ EHFN (ωN )− (1− C‖v‖1)M−2F 〈Ω,FH−10 F∗Ω〉+ C‖v‖1ε
√
ε . (4.84)
Eq. (4.76) follows for ‖v‖1 small enough, after suitably redefining the constant
C. This concludes the proof of Proposition 4.7.
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A Explicit computations
In this appendix, we collect the explicit computations needed in the proof of
our main result.
A.1 Computation of Iµ(p)
Here we shall estimate the sum Iµ(p), introduced in Eq. (4.13). To begin,
suppose that one of the components of p is zero, say p3 = 0. We then write:
Iµ(p) =
1
N
∑
k: ε2(k1+p1)
2+ε2(k2+p2)
2+ε2k23>µ
ε2(k21+k
2
2+k
2
3)≤µ
1
ε2p2 + 2ε2k · p . (A.1)
Notice that the argument of the sum does not depend on k3. We exploit this
fact to perform the summation over k3 explicitly. We get:
Iµ(p) =
1
N
∑
k: ε2(k21+k
2
2)≤µ
χ(k, p)
ε2p2 + 2ε2k · p
∑
ε2k23>µ−ε2(k1+p1)2−ε2(k2+p2)2
ε2k23≤µ−ε2(k21+k22)
1
=
1
N
∑
k: ε2(k21+k
2
2)≤µ
χ(k, p)
ε2p2 + 2ε2k · p · (A.2)[√
N2/3µ− k21 − k22 −
√
max
{
0, N2/3µ− (k1 + p1)2 − (k2 + p2)2
}]
where:
χ(k, p) =
{
1 for k21 + k
2
2 ≤ (k1 + p1)2 + (k2 + p2)2
0 otherwise.
(A.3)
We can rewrite Eq. (A.2) as:
Iµ(p) =
1
N
∑
k: ε2(k21+k
2
2)≤µ
χ(k, p)
ε2p2 + 2ε2k · p · (A.4)
N2/3µ− k21 − k22 −max
{
0, N2/3µ− (k1 + p1)2 − (k2 + p2)2
}
√
N2/3µ− k21 − k22 +
√
max
{
0, N2/3µ− (k1 + p1)2 − (k2 + p2)2
}
≤ 1
N
∑
k: ε2(k21+k
2
2)≤µ
χ(k, p)
ε2p2 + 2ε2k · p ·
N2/3µ− k21 − k22 −
(
N2/3µ− (k1 + p1)2 − (k2 + p2)2
)√
N2/3µ− k21 − k22
which gives:
Iµ(p) ≤ 1
N
∑
k: ε2(k21+k
2
2)≤µ
χ(k, p)
ε2p2 + 2ε2k · p
p2 + 2k · p√
N2/3µ− (k21 + k22)
=
1
N2/3
∑
k: ε2(k21+k
2
2)≤µ
1√
µ− ε2(k21 + k22)
. (A.5)
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For N ≫ 1, the last sum can be approximated by an integral. We get: Iµ(p) ≤
CIcontµ , with:
Icontµ =
∫
|k|≤√µ
d2k
1√
µ− |k|2 = 2µpi . (A.6)
Consider now the general case, in which all components of p are different from
zero. Let us introduce the following basis of R3: b1 = (1, 0, 0), b2 = (0, p2, p3)
and b3 = (0, p3,−p2). Clearly, p = p1b1 + b2. Let us define d =
√
p22 + p
2
3.
Then, for all k ∈ Z3, there are k˜1 ∈ Z, k˜2 ∈ 1dZ and k˜3 ∈ 1dZ such that
k = k˜1b1 + k˜2b2 + k˜3b3. In particular,
k2 ≤ µ ⇐⇒ k˜21 + k˜22d2 + k˜23d2 ≤ µ (A.7)
(k + p)2 > µ ⇐⇒ (k˜1 + p˜1)2 + (k˜2 + p˜2)2d2 + (k˜3 + p˜3)2d2 > µ
⇐⇒ (k˜1 + p˜1)2 + (k˜2 + 1)2d2 + k˜23d2 > µ .
The advantage of choosing this new basis is that, in the new coordinates, the
third component of the p vector is zero. This allows us to estimate the sum
proceeding as in Eqs. (A.1)-(A.6). We rewrite Iµ(p) as:
Iµ(p) =
1
N
∑
ε2(k˜21+k˜
2
2d
2)≤µ2
χ(k, p)
ε2p2 + 2ε2k · p
∑
k˜23d
2≤N2/3µ2−k˜21−k˜22d2
k˜23d
2>N2/3µ2−(k˜1+p˜1)2−(k˜2+1)2d2
1 (A.8)
with:
χ(k, p) =
{
1 for k˜21 + d
2k˜22 ≤ (k˜1 + p˜1)2 + d2(k˜2 + p˜2)2
0 otherwise.
(A.9)
We shall estimate the last sum as follows. We first rewrite:∑
k˜23d
2≤N2/3µ2−k˜21−k˜22d2
k˜23d
2>N2/3µ2−(k˜1+p˜1)2−(k˜2+1)2d2
1 =
∑
k23≤(N2/3µ2−k˜21−k˜22d2)
k23>(N
2/3µ2−(k˜1+p˜1)2−(k˜2+1)2d2)
1 (A.10)
where now k3 ∈ Z. We then have, proceeding as in Eqs. (A.2)-(A.4):∑
k˜23d
2≤N2/3µ2−k˜21−k˜22d2
k˜23d
2>N2/3µ2−(k˜1+p˜1)2−(k˜2+1)2d2
1
=
√
N2/3µ2 − (k˜1 + p˜1)2 − (k˜2 + 1)2d2 −
√
N2/3µ2 − k˜21 − k˜22d2
≤ (p
2 + 2k · p)√
N2/3µ2 − k˜21 − k˜22d2
. (A.11)
In conclusion, plugging this bound in Eq. (A.8) we get:
Iµ(p) ≤ 1
N1/3
∑
ε2(k˜21+k˜
2
2d
2)≤µ2
1√
N2/3µ2 − k˜21 − k˜22d2
=
1
N2/3
∑
ε2(k21+k
2
2)≤µ2
1√
µ2 − ε2(k21 + k22)
, (A.12)
where now k1, k2 ∈ Z. Proceeding as in Eqs. (A.5)-(A.6), we get Iµ(p) ≤ C, as
desired.
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A.2 Normalization of the trial state
Here we shall prove that |MF − 1| ≤ C‖v‖21, Eq. (4.78). We have:
M2
F
= 1 + 〈Ω,FH−20 F∗Ω〉 (A.13)
= 1 +
1
4N2
∑
p,k,k′
∑
q,r,r′
v(p)v(q)〈Ω, ckck′bk′−pbk+pb∗r+qb∗r′−qc∗r′c∗r
· 1
(H0 + e(r + q) + e(r′ − q) + e(r) + e(r′))2Ω〉
= 1 +
1
2N2
∑
p
∑
k,k′ : k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)2
(e(k + p) + e(k) + e(k′ − p) + e(k′))2
− 1
2N2
∑
p
∑
k,k′: k,k′∈Bµ
k+p,k′−p∈Bcµ
v(p)v(p− k′ + k)
(e(k + p) + e(k) + e(k′ − p) + e(k′))2
≡ 1 + J1 + J2 . (A.14)
Therefore,
J1 ≤ 1
2N2
∑
p
v(p)2
∑
k,k′: k,k′∈Bµ
k+p,k′−p∈Bcµ
1
e(k + p) + e(k)
1
e(k′ − p) + e(k′)
≡ 1
2
∑
p
v(p)2Iµ(p)Iµ(−p) ≤ C‖v‖21 (A.15)
with C independent of N . In the last step we used the bound Iµ(p) ≤ C, proven
in Appendix A.1. Similarly,
|J2| ≤ ‖v‖∞
2N2
∑
p
v(p)
∑
k,k′ : k,k′∈Bµ
k+p,k′−p∈Bcµ
1
e(k + p) + e(k)
1
e(k′ − p) + e(k′)
≤ ‖v‖1
2
∑
p
v(p)Iµ(p)Iµ(−p) ≤ C‖v‖21 . (A.16)
This concludes the check of the boundedness of the normalization MF.
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