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ixIntroduction
In many applications, one starts from a microeconomic model where the parameters are
assumed to be constant over all units of observation. Despite its limitations, this approach
is nevertheless widely applied, mainly because of ￿its intuitive appeal, computational sim-
plicity, and ease in interpretation of the result￿ (Akkina (1974)). Indeed, already half a
century ago, it has been convincingly argued that in some situations, regression coe￿cients
can reasonably be assumed to be ￿chance variables￿, instead of constants (Wald (1947)). In
such a case, their estimated value can then be interpreted as the mean for all units or as the
corresponding macro-parameter. This interpretation, while leading to large biases in the
general case of a dynamic model (Pesaran and Smith (1995)), is correct in the restrictive
case of a well-speci￿ed linear static model, as shown by Zellner (1969). Consequently there
is no aggregation bias in the latter framework. As a result, a large body of literature has
ensued on stochastic parameter regression or random coe￿cient estimation.
The combination of parameter heterogeneity with endogeneity is a relatively recent
extension of the random coe￿cient model in which the question is raised how to estimate
the population average of random coe￿cients correlated with the regressors. This so called
correlated random coe￿cient (CRC) model is explicitly derived from economic theory by
Card (2001) in the context of the returns to schooling, but is generally applicable where
outcomes are in￿uenced by choice variables. The main part of this thesis presents some
estimators for CRC models.
The aggregation problem is also relevant to the next topic covered in this thesis, where
I develop a panel data unit root test in the presence of heterogeneous constant terms and
time trends. In contrast with previous tests, this new test combines a ￿xed time dimension
with ￿rst order correlation in the error terms.
Below, I will demonstrate the empirical relevance of the CRC model by means of the
returns to education as well as the di￿erent methods that have been used to estimate them.
Finally, I will explain the notion of a unit root and illustrate the usefullness of testing for
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it in applied economic work.
CRC Model and Returns to Schooling
As the relationship between education and socio-economic success is closely being scruti-
nized in a number of ￿elds, the attention in economics is mainly focused on the monetary
returns to schooling, which give important guidance regarding both private and public in-
vestments in education. Several factors can be identi￿ed that triggered a renewed interest
in the subject: cost-bene￿t concerns about higher education due to higher entrance-rates,
increasing attention to the role of human capital in economic growth and development
and changes in the wage structure. The latter consists mainly of increasing wage inequal-
ity, largely due to the rising wage premium (Tobias (2003)). From the presumption that
’coerced’ highly educated groups will bene￿t from identical high returns as the voluntary
highly educated observed now, seems to stem a widespread belief that education is the
key variable to counter a number of problems. These range from mitigating intergenera-
tional correlations in income (Ashenfelter and Rouse (1998)) to e￿acing wage inequalities,
whose increase is possibly related to globalization (Martins and Pereira (2004)). Whether
increased education is such a panacea can only be assessed once the returns to education
are correctly estimated.
The basic schooling model takes the logarithm of the wage to be linearly dependent
on the number of completed years of education, a number of covariates and an error term
(Mincer (1974)). The economic return to education is then equated to the estimated
coe￿cient of the schooling variable.
Supposing for now that the parameters of the schooling model are correctly assumed
to be constant, two sources of bias are traditionally associated with their ordinary least
squares (OLS) estimation (Harmon and Walker (1995), Card (2001), Heckman and Vytlacil
(2001)). First, failure to control for ability, which is positively correlated with both edu-
cation and earnings, causes the OLS estimates for the return to schooling to be upwardly
biased. Secondly, measurement error will bias OLS estimates downwardly, but will not be
elaborated upon.
The ability bias reduces to an omitted variables problem (Heckman and Vytlacil (2001)),
for which several approaches have been proposed. The evident solution is to include in-
formation like IQ or some other test score when available (Heckman and Vytlacil (2001)).
A number of studies uses twin or sibling data to di￿erence out unobserved ability (Ashen-
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felter and Rouse (1998)). Another solution would be to treat ability as ￿xed over time
and estimate the basic schooling model by the ￿xed e￿ects estimator when panel data are
available that contain individuals who return to school (Angrist and Newey (1991)). Some
studies control for unobserved ability by means of selection models (Heckman, Tobias and
Vytlacil (2001)). Instrumental variable (IV) estimation, ￿nally, relies on the existence of
instruments: exogenous variables that are correlated with schooling but uncorrelated with
ability.
Instruments can originate from ’natural experiments’, such as the raising of the min-
imum school-leaving age (Harmon and Walker (1995)), from more static features of the
education system, such as the distance to the nearest college (Kane and Rouse (1995)),
or from personal characteristics unrelated with ability, such as quarter of birth, which
may a￿ect the time spent in mandatory school attendance (Angrist and Krueger (1991)).
Recently, these instruments, all weakly correlated with education, are being criticized as
producing counter-intuitive results, since their estimate of the return to schooling lies above
the OLS estimate. As a consequence, parental background variables come again into focus
as instruments for schooling (Lauer (2003), Lemke and Rischall (2003), Agnarsson and
Carlin (2002)).
There are several reasons why the assumption of ￿xed parameters might be incorrect.
Individually di￿ering returns to education can be caused on the one hand by factors known
to the individual at decision time, but unobservable to the econometrician. On the other
hand, they can be due to random shocks occurring after the decision is made. The variance
of the random returns to schooling can also change over time due to supply and demand
e￿ects in certain segments of the labour market (Harmon, Hogan and Walker (2003)).
Assuming now that the parameters of the schooling model are random, introduces new
potential sources of bias for the OLS estimates. Since the schooling choice is the result of
a rational optimization, schooling and its return are expected to be positively correlated
(Harmon and Walker (1995)). This situation corresponds to the de￿nition of the correlated
coe￿cient model.
Making abstraction of any observed covariates, the CRC-schooling model can be re-
stated as a model in which the logarithm of the wage is linearly dependent on schooling,
on the interaction between schooling and a ￿rst (multiplicative) error term and on a second
(additive) error term. In this model both error terms are correlated with schooling and the
return to schooling is ￿xed by construction. The question now naturally arises under which
conditions the mean return to schooling can be consistently estimated by which estimator.
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A ￿rst method estimates the return to schooling by IV, and makes the supplementary
assumption that the interaction term is mean-independent of the instruments (Heckman
and Vytlacil (1998), Wooldridge (2003a, 1997)). This latter condition is called the con-
stancy of conditional covariances (CCC) condition. A second approach lies in the class of
selection or control function models. Originally developed as an extension to continuous
choice variables of Heckman’s (1979, 1976) sample selection model, Garen’s (1984) selectiv-
ity bias (SB) method ￿rst estimates schooling as a function of its instruments. Secondly, it
assumes that both the multiplicative and additive error terms are linearly dependent (LD)
on the schooling residual, which can be considered as a proxy for ability. Finally, ’ability’
and its interaction with schooling are included in the wage equation, which is estimated
by OLS. In a CRC context, the conditions for consistency imposed by the SB method are
stronger than the ones imposed by IV. In Chapter 1 an overview of the existing estimators
is presented.
My contribution toward developing estimators for CRC models is twofold: a ￿rst line
of approach tries to adapt the SB method to weaker assumptions, a second one extends
the IV method to panel data. In Chapter 2, I not only include ’ability’ and its interaction
with schooling, but also its square in the wage equation. This allows to weaken the LD
condition to one comparable with CCC. Chapter 3 rids us of the LD as well as of the
CCC condition, by estimating the wage equation semiparametrically, where the parametric
part consists of schooling and the nonparametric part of ability and its interaction with
schooling. In Chapter 4, ￿nally, IV estimation of CRC models is extended to panel data by
considering the use of instruments in the line of Hausman and Taylor (1981). Observing
schooling for a number of individuals over time, it can be written as the sum of its mean,
an individual-speci￿c component, a period-speci￿c component and an idiosyncratic part.
If we are willing to make the assumption that ability is constant over time, the period-
speci￿c and idiosyncratic components of schooling can be used as instruments. Obviously,
the CCC condition needs to be imposed for this IV estimator to be consistent.
Unit Root Tests in Panels
Economists face a lot of time series that are nonstationary. These are upwardly trending
instead of ￿uctuating around some constant mean and can either be modeled by a deter-
ministic time trend, or by a unit root process. The most important di￿erence between
both models is that for a trend-stationary process shocks wear o￿, while for an integrated
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process they have an everlasting e￿ect. To be able to distinguish between both models
is important in a number of economic applications. For example, do economic recessions
permanently depress the future output level, or are they merely temporary downturns and
will the GNP catch up during recovery (Hamilton (1994))?
A related topic is the problem of cointegration, which occurs when a number of time
series is integrated, but some linear combination of them is stationary. This means that a
long-run equilibrium relation connects these time series, despite the fact that each individ-
ual one is permanently a￿ected by shocks. Remark that in order to test for cointegration,
we need to test for unit roots several times, once for each time series and once for the
residuals of the linear combination. A hypothesis that can be tested by this framework is
the purchasing power parity theory, which states that the e￿ective price of goods, apart
from transportation costs, is identical in di￿erent locations (Hamilton (1994)). Another
testable hypothesis would be Gibrat’s law, which states that growth rate and size (of
￿rms, cities,...) are independent. If we autoregress the logarithm of size, a unit root would
correspond to Gibrat’s law (Resende (2004)).
The nature of the questions that can be answered by unit root tests only partly explains
the attention they get. The importance of this topic is also explained by the fact that the
asymptotics for estimated parameters of unit root processes are fundamentally di￿erent
from those for stationary processes. Instead of being normal, they can be described in
terms of functionals of Brownian motion.
The augmented Dickey-Fuller test and the semi-parametric Phillips-Perron test proce-
dures are well-known tests for the presence of a unit root (Hamilton (1994)). Unfortunately,
in ￿nite samples these test procedures have limited power against near unit root alterna-
tives. The extension of these techniques to panel data generates more powerful unit root
tests, which in addition are shown to converge to a normal distribution, assuming data
that are independently distributed over individuals (Quah (1984), Levin and Lin (1993),
Im, Pesaran and Shin (1996) and Harris and Tzavalis (1999), Levin et al. (2002)).
Harris and Tzavalis (1999) develop asymptotic unit root tests for ￿rst-order autoregres-
sive panel data models with ￿xed time dimension, based on the normalized least squares
estimators of the autoregressive coe￿cients. They show that the limiting distribution of
these test statistics is standard normal, and that the convergence rate is equal to
√
N,
which is identical to the convergence rate for stationary panel data. When ￿xed e￿ects
or individual deterministic trends are included in the regression, the LS estimators are
asymptotically downward biased, even as T → ∞, which contrasts with the stationary
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case.
In Chapter 5, I extend the last approach by allowing the error terms to be generated
by an AR(1) process. Since in most empirical studies the number of cross-sectional units
is large relative to the number of time series observations, tests for ￿xed time dimension
seem particularly useful.
6Chapter 1
The Correlated Random Coe￿cient
Model: Assumptions, Estimators and
the Returns to Schooling Example
Abstract. This paper presents the correlated random coe￿cient (CRC) model.
In addition, Card’s (2001) demonstration how a theoretical model for school-
ing decisions results in a CRC model for returns to schooling, is recapitulated.
Finally, an overview of existing estimators for the CRC model is given and the
assumptions under which they are consistent are compared.
Keywords: Average treatment e￿ect; Correlated random coe￿cient model; Un-
observed heterogeneity
JEL classi￿cation: C21
1.1 Introduction of the CRC Model
Consider a model where the outcome for individual i is given by




iα2,i + εi, (1.1)
with i = 1,2,...,N and where the vector xi has dimension K1. The L × 1 vector of
treatment or choice variables, zi, is assumed to have the following reduced form
zi = β0 + B1xi + B2wi + vi, (1.2)
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with wi a vector of dimension K2 ≥ L. This inequality is the usual identi￿cation restriction,
which allows the use of the vector wi as a set of instruments for zi. The variables in (xi,wi)
are strictly exogenous in a sense to be described later.
The L × 1 vector of heterogeneous treatment e￿ects α2,i is a linear combination of the
observed vector (xi,wi,qi) and the unobserved heterogeneity, ui,
α2,i = γ0 + Γ1xi + Γ2wi + Γ3qi + ui, (1.3)
where the vector qi has dimension K3 ≥ 0. The parameters of interest are the average
treatment e￿ects (ATE)1,
E[α2,i] = γ0 + Γ1 · E[xi] + Γ2 · E[wi] + Γ3 · E[qi], (1.4)
which suggests to restate (1.3) as
α2,i = γ
∗
0 + Γ1˜ xi + Γ2 ˜ wi + Γ3˜ qi + ui,
with γ∗
0 = E[α2,i], ˜ xi = xi − E[xi] and similarly for the other variables.
The model consisting of equations (1.1)-(1.3), combined with the following assumption,
was ￿rst called the Correlated Random Coe￿cient (CRC) model by Heckman and Vytlacil
(1998).




i) are independently distributed
across i, and the variables in (x0
i,w0
i,q0
i) are strictly exogenous in the model (1.1)-(1.3), i.e.
E[εi | xi,wi,qi] = 0, (1.5)
E[ui | xi,wi,qi] = 0, (1.6)
E[vi | xi,wi,qi] = 0. (1.7)
The crucial feature of the CRC model is the presence, in the outcome equation, of
interaction terms between endogenous choice variables and unobserved heterogeneity. In
the next section, a theoretical justi￿cation of the CRC model will be given in the context
of the returns to schooling.
1Following Wooldridge (2003a).
81.2. RETURNS TO SCHOOLING
1.2 Returns to Schooling as a CRC Model
In this section the schooling choice model outlined in Card (2001) is reviewed. Assuming
an in￿nite planning horizon starting at the end of compulsory school attendance, and
a once-and-for-all decision on when to enter the workforce at that moment (t = 0), the
lifecycle utility conditional on the chosen years of post-compulsory schooling (z) and a








where u(·) is the instantaneous utility of consumption, φ(t) is the relative disutility of
being a student versus being a member of the workforce, and ρ is the subjective discount
rate.
Making abstraction of tuition fees and the possibility to work part time while being
a student, and assuming free borrowing and lending at the ￿xed interest rate R, the







where y (z,t) is the amount of earnings at time t when z years of non-compulsory schooling
are completed. Assuming that earnings are multiplicatively separable in a function of post-
compulsory schooling years and a function of post-schooling experience, as in
y (z,t) = f (z)g (t − z), g (0) = 1,















where λ is the Lagrange multiplier of the constrained optimization. Taking the derivative
with respect to z results in
−φ(z)exp[−ρz] + λexp[−Rz]{f
0 (z) − Rf (z)}h(R),






As a consequence we have that the ￿rst-order condition with respect to z can be written
as2
λexp[−Rz]{MB (z) − MC (z)} = 0,
where the marginal bene￿t of the zth year of schooling arises from the increase f0 (z)h(R) in
lifecycle wealth expressed in period z currency. The marginal cost consists of the prolonged
disutility of schooling, φ(z)exp[−(ρ − R)z]/λ, plus the monetary loss of postponing the
onset of wages with one period, Rf (z)h(R). The ￿rst-order condition with respect to z







Introducing a last assumption that the instantaneous utility of consumption is repre-
sented by a logarithmic function
u[c(t)] = log[c(t)],









which has c(t) = exp[−(ρ − R)t]/λ as a solution. Combined with the budget constraint
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f0 (z)
f (z)
= R + ρexp[−ρz]φ(z) ≡ d(z). (1.11)
Equation (1.11) states that the optimal choice is characterized by the equality of marginal
rate of return to schooling, f0 (z)/f (z), and marginal cost of schooling, d(z). Heterogene-
ity in the optimal schooling choice can arise from individual di￿erences in either side of
equation (1.11). To make this model operational, both sides of equation (1.11) are assumed
to be linear in z with individual-speci￿c intercepts, and homogenous slopes
f0 (z)
f (z)
= bi − k1z k1 ≥ 0, (1.12)
d(z) = di + k2z k2 > 0. (1.13)








where k = k1 + k2 > 0. The sources of heterogeneity in this model are bi: individuals
have di￿erent returns to schooling, which corresponds loosely to di￿erences in ability; and
di: individuals have unequal rates of substitution between schooling and future earnings
(Card (1995)), which corresponds to variation in opportunity costs or in access to funds.
At the optimal schooling level (z∗
i ) as de￿ned in (1.14), the individual’s marginal return













which gives rise to a nondegenerate distribution except in some very restrictive and im-
plausible cases. Integration of equation (1.12) leads to the following structural model of
earnings






In this notation logIi corresponds to yi in the previous section.
This simple model illustrates two things. First of all, the return to schooling is in
general not independent of the level of schooling. It can be either functionally dependent
on zi if there is a diminishing return to schooling (k1 > 0), or it can be stochastically
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dependent on schooling through any stochastic dependence between schooling and ability
(bi). Furthermore, although ai in equation (1.15) is not functionally dependent on zi, it
can be stochastically dependent on (bi,di), which in turn questions the exogeneity of zi.
These two conclusions theoretically underpin the adoption of the CRC model. In the next
section I will review the estimators for the CRC model that are described in the literature.
1.3 Existing Estimators
Returning to model (1.1)-(1.3) and plugging (1.3) into (1.1), the outcome equation can be
rewritten as




i γ + z
0
iui + εi. (1.16)
























A ∼ NID(0;Σ), (1.17)
which allows him to rewrite (1.16) as




i γ + viα3 + ziviα4 + zi˜ ui + ˜ εi,

















where si = (1,x0
i,z∗0
i ,ziˆ vi, ˆ vi)
0 and ˆ vi the least squares residual from (1.2), and terms this
3The matrix operation Vec(X) creates a JK × 1 column vector by stacking the columns of the J × K
matrix X on top of each other. Likewise, Vech(Y ) creates a J (J + 1)/2×1 column vector by columnwise
stacking the lower triangular part of the J × J matrix Y , starting at the diagonal elements.




















procedure the selectivity bias (SB) method.
Wooldridge (1997) also considers a single choice variable (L = 1), but assumes a sim-
pli￿ed parameter equation (1.3), with (Γ1,Γ2,Γ3) = 0. In addition to Assumption A, he
makes the assumptions
































































He then shows that (ˆ α0
1, ˆ γ0)IV is consistent for (α0
1,γ0), where γ0 is equal to the ATE,
E[α2,i], as de￿ned in (1.4), in the special case that (Γ1,Γ2,Γ3) = 0. Remark that ˆ α0 is
inconsistent for the constant term α0.5































































and ˆ zi the least squares predictor of (1.2), under Assump-
tion A and the assumption that
E[viui | xi,wi,qi] = E[viui], (1.21)
which they term conditional homoskedasticity of covariances, but which will here be called
constancy of conditional covariances. Under (1.21) the constant term is neither identi￿ed.
Identi￿cation of (ˆ α0
1, ˆ γ0)2S requires the covariance matrix of (1,x0
i, ˆ z∗0
i ) to be of rank 1 +
K1 + L(1 + K1 + K2 + K3).
Wooldridge (2003a) does not make use of the linear speci￿cation (1.2), but simply
5Wooldridge also proposes an alternative set of assumptions under which it holds that
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assumes the existence of K2 ≥ L instrumental variables wi, and weakens assumption
(1.21) to
E[ziui | xi,wi,qi] = E[ziui]. (1.22)
Furthermore, he strengthens (1.3) with Γ2 = 0 and Γ3 = 0 to
α2,i = γ0 + Γ1xi + ui, (1.23)
i.e. he does not allow that the correlated coe￿cients depend on the instruments wi nor on















= 1 + K1 + L(1 + K1),













as instruments, which results in a consistent estimate of the parameter vector (α0
1,γ0), but
not of the constant term α0 of (1.16). Note that the order condition for identi￿cation







L ≤ K2 +
K1
2
holds under K2 ≥ L, which was assumed in the introductory section 1.1.
Combining the results of Heckman and Vytlacil (1998) and Wooldridge (2003a), con-
sider now IV estimation of (1.16) under Wooldridge’s (2003a) conditions, but without the


























as instruments. Again this IV estimator is consistent for the parameter vector (α0
1,γ0), but
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= 1 + K1 + L(1 + K1 + K2 + K3)
and the order condition
L(1 + K1 + K2 + K3) ≤ K2 + (K1 + K2)
µ





is no longer implied by K2 ≥ L, which was required below (1.2). Condition (1.25) is most
binding for K3 = 0, since an increase of K3 by 1 adds L to the left-hand-side and K1 +K2
to the right-hand side, and K2 ≥ L clearly implies L ≤ K1 +K2. Consequently we require
that
L(1 + K1 + K2) ≤ K2 + (K1 + K2)
(K1 + K2 + 1)
2
,
which is most binding for K1 = 0, since an increase of K1 by 1 adds L to the left-hand-side
and 1 + K1 + K2 to the right-hand side. As a result, when Γ1 = 0 and Γ3 = 0, condition
L ≤
K2 (K2 + 3)
2(K2 + 1)
is su￿cient for (1.25), i.e without extra restrictions on Γ2, we need twice the number of
instruments, compared with standard IV. Finally, when Γ1 = 0 and Γ2 = 0, the usual
identi￿cation restriction, K2 ≥ L, is su￿cient for the order condition
L(1 + K3) ≤ K2 + (K1 + K2)K3.
Similarly, under Wooldrige’s (1997) assumptions (1.19)-(1.20), but without (Γ1,Γ2,Γ3) =
0, IV estimation of (1.16), using (1.24) as instruments, is consistent for the parameter vec-
tor (α0
1,γ0), but not for α0.
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1.4 Comparison of Estimators6
Wooldridge’s (1997) linearity (1.19) and homoskedasticity (1.20) assumptions are clearly
weaker than Garen’s (1984) normality assumption (1.17), since joint homoskedastic normal-
ity of ui and vi (1.17) implies linearity of the conditional mean (1.19) and homoskedasticity
of the marginal variance (1.20). Assumptions (1.19)-(1.20), in turn, imply















= E[viE[ui | xi,wi,qi,vi]]
= E[viui],
i.e. constancy of conditional covariances (1.21) holds. The reverse, however, does not hold.
Assumption A in combination with (1.21), ￿nally, implies
E[ziui | xi,wi,qi] = E[(β0 + B1xi + B2wi + vi)ui | xi,wi,qi]
= (β0 + B1xi + B2wi)E[ui | xi,wi,qi] + E[viui | xi,wi,qi]
= E[viui]
= E[(β0 + B1xi + B2wi)ui] + E[viui]
= E[ziui],
i.e. (1.22) holds. This proves the following ordering from weak to strong:
1. Wooldridge’s (2003a) conditional homoskedasticity of covariances (1.22),
2. Heckman and Vytlacil’s (1998) conditional homoskedasticity of covariances (1.21),
3. Wooldridge’s (1997) linearity (1.19) and homoskedasticity (1.20) assumptions,
4. Garen’s (1984) normality assumption (1.17).
Thus Wooldridge’s (2003a) assumptions, without the restrictions Γ2 = 0 and Γ3 = 0, are
the weakest of the four sets of assumptions, su￿cient for consistency of the respective
estimators of the ATE (1.4).
6To simplify notation, I only consider models with a single choice variable (L = 1) in this section.
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In this context it is useful to notice that assumption (1.17) can be relaxed to
E[εi | xi,wi,qi,vi] = viα3 (1.26)
E[ui | xi,wi,qi,vi] = viα4, (1.27)
while still maintaining consistency of Garen’s (1984) SB estimator (1.18). Furthermore,
no constancy of conditional covariances is required for its consistency.
While Wooldridge’s (1.22) is weaker than (1.17), it is neither weaker nor stronger than
Assumption A in combination with (1.26)-(1.27). To show this, we disprove that (1.22) im-
plies (1.26)-(1.27) and vice versa, by counterexamples. Consider the case where (1.1)-(1.3),
Assumption A and (1.26)-(1.27) are ful￿lled, but where E [v2
i | xi,wi,qi] = f (xi,wi,qi).
Under these circumstances it holds that
E[ziui | xi,wi,qi] = E[ziE[ui | xi,wi,qi,vi] | xi,wi,qi]
= E
£






i.e. (1.22) does not hold. Conversely, the case where (1.22) holds, but where E [ui | xi,wi,qi,vi] =
g (vi), with g (·) nonlinear, disproves that (1.22) implies (1.26)-(1.27).
The main advantages of Wooldridge’s (2003a) IV estimator are that we do not need
• knowledge of the reduced form for zi, nor
• the linearity assumptions (1.26) and (1.27).
The main advantage of Garen’s (1984) SB estimator is that we do not need the constancy
of conditional covariances assumption (1.22).
We can now ask the question which estimator is best suited to estimate the average
in￿uence of schooling on earnings, when earnings are speci￿ed as in (1.15):












. Consider now the special case when
bi = 0.7 I also assume that ai can be written as α0 + x0
iα1. Under these circumstances,
7When k1 = 0, we have the general case which was discussed above.
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Wooldridge’s (2003a) assumption (1.23), i.e. the correlated coe￿cients do not depend on
the instruments wi, is violated and his IV estimator can not be applied. However, under
the assumptions made by Heckman and Vytlacil (1998), i.e. (1.1)-(1.3), Assumption A and
(1.21), we have knowledge of the reduced form (1.2)
zi = β0 + B1xi + B2wi + vi.
We can apply IV to (1.15) with (1.2) plugged in:


























as instruments. This results in a consistent estimate of















i.e. the reduced form (1.2) for zi is assumed to be homoskedastic. Garen’s (1984) SB
method would consist of applying OLS to














ziˆ vi + ˆ viα4 + ˜ εi,
and would not require homoskedasticity of zi. Remark that only the linearity assumption
(1.26) is needed here. (1.27) is automatically ful￿lled since we have that ui = vi.
1.5 Conclusion
In this chapter the CRC model was presented and justi￿ed in the context of returns to
schooling, using Card’s (2001) schooling decision model. Some estimators for the CRC
were reviewed and the conditions under which they are consistent, were compared. No
clear-cut ordering in terms of strength of their assumptions was obtained.
18Chapter 2
A Simple Estimator for the Correlated
Random Coe￿cient Model under Weak
Assumptions
Abstract. This paper presents an estimator for the Correlated Random Co-
e￿cient (CRC) model which is an extension of Garen’s (1984) Selectivity Bias
Method, compared to which the outcome equation is augmented with more
terms.




Consider a model where the outcome for individual i is given by




iα2,i + εi, (2.1)
with i = 1,2,...,N and where the vector xi has dimension K1. The L × 1 vector of
treatment or choice variables, zi, is assumed to have the following reduced form
zi = β0 + B1xi + B2wi + vi, (2.2)
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with wi a vector of dimension K2 ≥ L. This inequality is the usual identi￿cation restriction,
which allows the use of the vector wi as a set of instruments for zi. The variables in (x0
i,w0
i)
are strictly exogenous in a sense to be described later (see Assumption A below).




i) and the unobserved heterogeneity, ui
α2,i = γ0 + Γ1 xi + Γ2 wi + Γ3 qi + ui, (2.3)
where the vector qi has dimension K3 ≥ 0. The parameters of interest are the average
treatment e￿ects (ATE),
E[α2,i] = γ0 + Γ1 E[xi] + Γ2 E[wi] + Γ3 E[qi],
which suggests to restate treatment e￿ects α2,i as γ∗
0 + Γ1 ˜ xi + Γ2 ˜ wi + Γ3 ˜ qi + ui, with
γ∗
0 = E[α2,i], ˜ xi = xi − E[xi] and similarly for the other variables.
The model consisting of equations (2.1)-(2.3), combined with the following assumption,
was ￿rst called the Correlated Random Coe￿cient (CRC) model by Heckman and Vytlacil
(1998).




i) are independently distributed
across i, and the variables in (x0
i,w0
i,q0
i) are strictly exogenous in the model (2.1)-(2.3), i.e.
E[εi | xi,wi,qi] = 0,
E[ui | xi,wi,qi] = 0,
E[vi | xi,wi,qi] = 0.
The crucial feature of the CRC model is the presence, in the outcome equation, of
interaction terms between endogenous choice variables and unobserved heterogeneity. Card
(2001) gives a theoretical justi￿cation of the CRC model in the context of the returns to
schooling.
Garen (1984) assumes a single choice variable (L = 1) and joint normality of (εi,ui,vi)
and proposes the selectivity bias (SB) method, in which he estimates the outcome equation,
expanded with both the residual of the choice equation (ˆ vi) and its cross-product with the
treatment variable (ziˆ vi), by OLS. It can easily be shown, however, that by replacing the
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joint normality assumption with the weaker linearity assumptions
E[εi | xi,wi,qi,vi] = α3vi, (2.4)
E[ui | xi,wi,qi,vi] = α4vi, (2.5)
the SB method remains consistent.
In the special case that (Γ1,Γ2,Γ3) = 0, Wooldridge (1997) shows that standard 2SLS of
yi on (1,xi,zi), using (1,xi,wi) as instruments, is consistent for the ATE under weaker as-
sumptions than Garen’s normality assumptions. Heckman and Vytlacil (1998) consider the
CRC model (2.1)-(2.3) and derive a two-step plug-in estimator. While Wooldridge (1997)
assumes that the relationship between the error term of the choice equation and the unob-
served heterogeneity is linear, no such assumption is made by Heckman and Vytlacil (1998).
Furthermore, Wooldridge’s (1997) assumption of homoskedasticity is replaced with the
weaker assumption of constancy of conditional covariances, E[v0
iui | xi,wi,qi]. Finally, as-
suming (Γ2,Γ3) = 0, Wooldridge (2003) applies IV estimation to the outcome equation (2.1)











instruments1. In addition, he requires a weaker version of the constancy of conditional co-
variances condition, E[z0
ivi | xi,wi,qi].
The aim of this chapter is to extend Garen’s (1984) SB method by weakening the
linearity assumptions (2.4)-(2.5), as well as by allowing for multiple treatments. To that
end, I propose to expand the set of regressors with more elements compared to the SB
method. The resulting outcome equation is subsequently estimated by OLS. This new
estimator is consistent under conditions comparable to those required for the mentioned
IV and plug-in estimators, while having a smaller variance, and allowing for a test of the
possible correlation between treatment and its e￿ect.
In the next section a new estimator is derived, which is compared with existing estima-
tors in section 3. I consider an extension in section 4, while section 5 presents the results
of a small Monte Carlo simulation and discusses some practical issues. Section 6, ￿nally,
concludes.
1The matrix operation Vec(X) creates a JK × 1 column vector by stacking the columns of the J × K
matrix X on top of each other. Likewise, Vech(Y ) creates a J (J + 1)/2×1 column vector by columnwise
stacking the lower triangular part of the J × J matrix Y , starting at the diagonal elements.
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2.2 Estimation under Weak Assumptions
When the linearity assumptions (2.4)-(2.5) are dropped, including ˆ vi and ziˆ vi as extra
regressors in outcome equation (2.1) does not totally remove the correlation between the
regressors and the error term. Complete removal of aforementioned correlation is obtained,
￿rstly, by including more parts of the error term εi in the set of regressors and, secondly, by
an assumption comparable to the constancy of covariances (Heckman and Vytlacil (1998),
Wooldridge (2003)).
2.2.1 Derivation
The model consisting of (2.1)-(2.3), is summarized as




i γ + z
0
iui + εi, (2.6)














. De￿ne hε;i and hu;i as
the conditional expectations
hε;i ≡ hε (xi,wi,qi,vi) = E[εi | xi,wi,qi,vi],
hu;i ≡ hu (xi,wi,qi,vi) = E[ui | xi,wi,qi,vi], (2.7)
and expression (2.6) can be written as




i γ + z
0
ihu;i + hε;i + z
0
i˜ ui + ˜ εi, (2.8)
where
E[˜ εi | xi,wi,qi,vi] = 0
E[˜ ui | xi,wi,qi,vi] = 0. (2.9)
Inclusion of only vi in the set of regressors3 is equivalent to IV and would require the con-
stancy of conditional covariances assumption (Heckman and Vytlacil (1998), Wooldridge
(2003)). Under the general speci￿cation (2.7) instead of (2.4)-(2.5), Garen’s (1984) SB























estimator4 would be inconsistent5, since both the regressors and the error term would con-
tain components in v2
i. The latter correlation between disturbances and regressors can be
removed in the following way.
De￿ne the (K1 + K2 + K3 + 1)(K1 + K2 + K3 + 2)/2 × 1 vector containing the cross-










¢0. The L(L + 1)/2×
1 vector ei is de￿ned as the vector of crossmultiplied disturbances of (2.2), orthogonalized
























0 θε4 + e
0
iθε5 + Rε;i. (2.11)
Remark that terms of degree zero in vi are lacking in this decomposition. The remainder

























Since I want to remove (part of) the correlation between treatment and unobserved hetero-
geneity by including z0
ivi in the set of regressors, (2.11) suggests to include also v∗
i (instead
of including only vi).
The term z0
ihu;i in (2.8) can now be decomposed as the sum of v∗0
i , z0
ivi and a remainder



















iviθu6 + Rzu;i. (2.12)
Unfortunately, we can not rely on Assumption A to assure uncorrelatedness between
(x0
i,z∗0
i ) and Rzu;i, but have to assume it explicitly.
Assumption B. The components of z0
iui that remain present in the error term are uncor-





5See Appendix A for a formal proof.








i )] = 0.
For a discussion of Assumption B, I refer to subsection 2.2.2.




iα + ζi, (2.13)
where

















ζi = Rε;i + Rzu;i − E[Rzu;i] + z
0

























with ˜ α0 = α0 + E[Rzu;i], θj = θεj + θuj, for j = 1,...,5 and θ6 = θu6. Above it was
demonstrated that, under Assumption A-B, it holds that E [ζisi] = 0.
Remark 1. The constant term in (2.6), i.e. the parameter α0, is not identi￿ed, unless
E[Rzu;i] is known.
Since vi is unobserved and needs to be estimated, the following assumption is made
concerning the choice equation (2.2).
Assumption C. β = Vec(β0,B0
1,B0
2) is consistently estimated by some estimate ˆ β, for












δi + op (1),
with E[δi] = 0 ,Var[δi] = Ω and Ω a ￿nite and positive de￿nite matrix.




















ˆ si˜ ζi, (2.14)
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with ˜ ζi given by




















i − ˆ viˆ v
0
i)
0 θ5 + z
0
i (vi − ˆ vi)θ6. (2.15)
ˆ αSE consistently estimates α, by Assumption A-C. Taking into account Lemma A.1 from
Appendix A,
√
N (ˆ αSE − α) is asymptotically normal under standard moment conditions,











































































and 1j;L the j-th 1 × L unit vec-






expected values with their corresponding population averages. The term DΩD0 represents
the correction to take into account the generated nature of ˆ vi (Pierce (1982), Randles
(1982), Murphy and Topel (1985)).
2.2.2 Assumption B: Strength and Applicability
Our set of assumptions, the general speci￿cation (2.7) combined with Assumption B,
is clearly weaker than the linearity assumptions (2.4)-(2.5)6, since the latter imply that
Rzu;i ≡ 0, and consequently Assumption B holds.
Assumption B is neither weaker nor stronger than the assumption of constancy of con-
ditional covariances, which reads E[z0
iui | xi,wi,qi] = E[z0
iui] = σzu (Wooldridge (2003)),
6Our set of assumptions is thus a fortiory weaker than Garen’s joint normality assumption.
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since neither assumption implies the other. To see this, consider
E[z
0
iui | xi,wi,qi] = E[E[z
0








iviθu6 + Rzu;i | xi,wi,qi],
where the last equality follows from Assumption A. It is perfectly possible for the right-




Assumption B is violated. On the other hand, the case where zi is heteroskedastic, disproves
that E[Rzu;i | xi,wi,qi] = E[Rzu;i] implies E[z0
iui | xi,wi,qi] = E[z0






i )] = 0 ; E[z
0
iui | xi,wi,qi] = E[z
0
iui].
Let us consider now some situations in which our estimator is consistent. A ￿rst class




i), but this functional dependency is only caused by heteroskedasticity
in vi, with higher order conditional moments uncorrelated with si. For this class of models,
Assumption B is ful￿lled, but Wooldridge’s assumption of constancy of conditional covari-
ances is not. As a result, the simple estimator will be consistent, while IV estimation will
break down.
A second class of models for which our estimator will produce consistent estimates, is
de￿ned by the function hu (xi,wi,qi,vi) = ζvi, which is linear in vi, while hε (xi,wi,qi,vi)
is still unrestricted. In this case we have that Rzu;i ≡ 0, and consequently Assumption B
holds. For this class of models the constant term α0 is identi￿ed. A special case of this
class of models has (ui,vi) normally distributed, with the distribution of εi unspeci￿ed.
2.3 Comparison with IV and SB
The estimator (2.14) o￿ers some advantages compared to previous estimators. It expands
Garen’s (1984) SB method to multiple treatments and non-linear relationships between the
disturbances. It also improves upon the two-step plug-in estimator of Heckman and Vytlacil
(1998) and the IV estimator of Wooldridge (2003), since the assumed dependency between
the treatments zi and their e￿ects α2,i can be tested explicitly with the usual t-test of the
parameter θ4, while not relying on stronger assumptions than the latter two estimators.
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A disadvantage common to the proposed estimator, the two-step plug-in estimator and
the IV estimator, is that the constant term is not (always) identi￿ed. A disadvantage of
(2.14), compared to Wooldridge’s (2003) IV-estimator, is the prerequisite that the choice
equation is linear (or known up to a ￿nite number of parameters), whereas the generation
of IVs only requires the ￿rst stage regression to estimate linear projections (Wooldridge
(2003))7. However, when the choice equation is unknown, the constancy of conditional
covariances assumption, E[uizi | xi,wi,qi] = E[uizi] becomes hard to interpret. In case of
a linear projection, the ’remainder’







































is bound to be heteroskedastic (except when the choice equation is linear). Under these cir-
cumstances, the constancy of conditional covariances assumption does hold when we make
an arcane assumption8 like E[E[ui | xi,wi,qi,ρi]ρi | xi,wi,qi] = E[E[ui | xi,wi,qi,ρi]ρi].
The proposed estimator ˆ αSE also has a smaller variance than Wooldridge’s (2003) IV-









































which will be denoted s
(I)
i , with z∗


























The proposed estimator of (α0
1,γ∗0) can be written, by the Frisch-Waugh (1933)-Lovell
(1963) Theorem, as
Ã
ˆ α1 − α1
















i (Rε;i + Rzu;i − E[Rzu;i] + z
0
i˜ ui + ˜ εi).
7This problem might be solved using nonparametric estimation of the treatment equation (2.2), but
not without the introduction of further complications.
8This assumption is, for example, ful￿lled when E[ui | xi,wi,qi,ρi] = f (ρi), for which
E[f (ρi)ρi | xi,wi,qi] = 0.
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ˆ α1 − α1
















i (hε;i + z
0
ihu;i − σuv + z
0
i˜ ui + ˜ εi),




The derivation in subsection 2.2.1 suggests a way of enhancing our estimator. Suppose
















with Rzu;i ≡ 0, where the multi-index λ denotes λ = (λ1,...,λK1+K2+K3+L) and where we
de￿ned |λ| = λ1 + ... + λK1+K2+K3+L. When terms of degree higher than one in vi are
orthogonalized with respect to all monomials9 of degree lower than or equal to K in the
exogenous variables xi, wi and qi, then terms of degree zero in vi will be lacking hu, by
Assumption A.
Conditional expectation hε (xi,wi,qi,vi) is unrestricted, but assumed to be expand-




















i) of degree K + 1 or smaller. Using
9As in expression (2.10), where K = 2.
10By Assumption A, terms of degree zero in vi will be lacking in this expansion, provided that terms
of degree higher than one in vi are orthogonalized with respect to all monomials of degree lower than or
equal to K in the exogenous variables.
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the above expressions for hε and hu allows to rewrite outcome equation (2.6) as



































λ + Rε;i + z
0
i˜ ui + ˜ εi. (2.18)
By expanding the original set of regressors (1,x0
i,z∗0
i ), with zihu (xi,wi,qi,vi) and with all
terms up to degree (K + 1) of the series expansion of hε (xi,wi,qi,vi), Assumption B will
automatically be ful￿lled, since Rzu;i ≡ 0. Consequently estimation of (2.18) by OLS will
be consistent.
2.5 Simulations and Practical Issues
In this section, I present the results of a small Monte Carlo simulation11. Each Data
Generating Process (DGP) consists of the outcome equation (2.1), the choice equation
(2.2), with scalar choice variable zi, i.e. L = 1, and of the treatment equation (2.3), with
Γ3 = 0





zi = β0 + β1xi + β2wi + vi,
α2,i = γ0 + γ1xi + γ2wi + ui.
In each DGP, the vector (xi,wi,ψi, ˜ ui, ˜ εi) is generated as NID(0,I5). The number of
individuals was taken to be 1000, and the number of replications was 10000. The IV










instruments. The SB estimator was obtained as described in section (2.1) and ˆ αSE is given
by (2.14).
The DGPs considered di￿er in the way the errors εi, ui and vi are related.
DGP 1: vi = ψi, ui = vi + ˜ ui and εi = vi + ˜ εi,
DGP 2: vi = ψi, ui = vi + ˜ ui and εi = vi + v2
i − E[vi + v2
i | xi,wi,qi] + ˜ εi,
DGP 3: vi = ψi, ui = vi + ˜ ui and εi = vi + v2
i + v3
i − E[vi + v2
i + v3
i | xi,wi,qi] + ˜ εi,
11This simulation was carried out in R (R Development Core Team (2004)).
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DGP 1 DGP 2 DGP 3
IV SB SE IV SB SE IV SE
1 1.997 (0.143) 0.999 (0.101) 1.000 (0.123) 1.999 (0.141) 0.555 (0.119) 0.011 (0.166) 2.000 (0.140) 0.016 (0.349)
x 0.998 (0.149) 1.000 (0.099) 1.000 (0.109) 0.998 (0.148) 1.001 (0.114) 1.001 (0.134) 0.999 (0.148) 0.999 (0.187)
z 1.003 (0.113) 1.001 (0.081) 1.000 (0.085) 1.002 (0.113) 1.111 (0.092) 0.998 (0.100) 1.001 (0.112) 1.000 (0.127)
zx 0.999 (0.089) 1.000 (0.068) 1.000 (0.073) 0.998 (0.088) 0.889 (0.081) 1.000 (0.078) 0.997 (0.087) 1.001 (0.110)
zw 0.997 (0.088) 0.999 (0.067) 0.999 (0.071) 0.998 (0.087) 0.889 (0.080) 1.001 (0.077) 0.997 (0.087) 1.000 (0.109)
v / 0.997 (0.099) 0.998 (0.116) / 0.332 (0.121) 0.008 (0.154) / 2.969 (0.393)
zv / 1.000 (0.058) 1.000 (0.083) / 1.555 (0.066) 1.992 (0.120) / 1.985 (0.317)
Table 2.1: Estimation results: homoskedastic vi, di￿erent speci￿cations for hε;i, hu;i = vi.
DGP 4: vi = xiψi, ui = vi + ˜ ui and εi = vi + ˜ εi,
DGP 5: vi = wiψi, ui = vi + ˜ ui and εi = vi + ˜ εi,
DGP 6: vi = xiψi, ui = vi + ˜ ui and εi = vi + v2
i − E[vi + v2
i | xi,wi] + ˜ εi,
DGP 7: vi = wiψi, ui = vi + ˜ ui and εi = vi + v2
i − E[vi + v2
i | xi,wi] + ˜ εi.
In Tables 2.1-2.3 information about the ￿rst two empirical moments of the 10000 replica-
tions for each estimator are given in the format mean(standard deviation). For ˆ αSE only
a limited number of parameters are displayed.
In Table 2.1 the results of the ￿rst three DGPs are presented. DGP 1 is the benchmark
case: all three estimators are consistent. The claim that Var[(α0
1,γ0)SE] ≤ Var[(α0
1,γ0)IV]
from Section 2.3 is substantiated by the result for DGP 1. In DGP 2 and 3, where hε;i
is no longer linear, but quadratic and cubic, IV and SE remain consistent, but SB breaks
down.
Table 2.2 displays the result of the two DGPs with heteroskedastic errors vi. In these
cases IV is clearly inconsistent, while both the SB estimator and ˆ αSE perform excellent,
with standard errors which are only slightly larger than in the benchmark case.
The results for a nonlinear hε;i combined with heteroskedastic errors vi, DGP 6 and 7,
are given in Table 2.3. The only estimator that remains consistent is ˆ αSE. Some further
remarks on these results are in order.
Preliminary Monte Carlo simulations indicated a performance of our estimator (2.14)
as was to be expected on theoretical grounds in case of a heteroskedastic zi. However,
when the DGP modelled zi as homoskedastic, severe ill-conditioning or multicollinearity
arose in the data matrix ,(ˆ s1,..., ˆ sN), of the outcome equation (2.1). The latter condition
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DGP 4 DGP 5
IV SB SE IV SB SE
1 1.257 (0.203) 0.998 (0.097) 1.002 (0.108) 2.236 (0.272) 0.997 (0.117) 1.005 (0.190)
x 0.014 (0.347) 1.002 (0.114) 1.002 (0.177) 1.973 (0.317) 0.999 (0.114) 1.004 (0.173)
z 1.247 (0.174) 1.001 (0.088) 0.997 (0.093) 0.268 (0.260) 1.002 (0.094) 0.997 (0.141)
zx 1.735 (0.190) 1.001 (0.085) 0.998 (0.124) 0.758 (0.127) 1.001 (0.074) 1.000 (0.077)
zw 0.753 (0.125) 1.000 (0.075) 0.999 (0.074) 1.730 (0.196) 1.001 (0.084) 1.004 (0.133)
v / 0.995 (0.134) 1.001 (0.161) / 0.993 (0.118) 1.008 (0.256)
zv / 1.001 (0.061) 1.002 (0.131) / 1.000 (0.061) 0.995 (0.143)
Table 2.2: Estimation results: heteroskedastic vi, hε;i = vi, hu;i = vi.
DGP 6 DGP 7
IV SB SE IV SB SE
1 1.257 (0.206) 0.866 (0.139) 1.008 (0.117) 2.243 (0.277) 0.270 (0.230) 1.003 (0.197)
x 0.016 (0.348) 1.585 (0.230) 1.003 (0.178) 1.980 (0.326) 0.402 (0.248) 0.996 (0.179)
z 1.247 (0.177) 1.030 (0.126) 0.999 (0.091) 0.261 (0.268) 1.626 (0.221) 1.004 (0.145)
zx 1.735 (0.189) 0.386 (0.160) 0.999 (0.138) 0.755 (0.127) 0.971 (0.105) 1.000 (0.079)
zw 0.752 (0.125) 0.973 (0.102) 1.001 (0.078) 1.733 (0.200) 0.383 (0.164) 0.998 (0.137)
v / 0.220 (0.191) 1.007 (0.178) / −0.376 (0.276) 1.003 (0.266)
zv / 1.746 (0.084) 0.994 (0.153) / 1.747 (0.085) 0.994 (0.150)
Table 2.3: Estimation results: heteroskedastic vi, hε;i = vi + v2
i − E[vi + v2
i | xi,wi,qi],
hu;i = vi.
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can be detected by decomposing the cross-product matrix, C, of the regressors in function








with Λ the (diagonal) matrix of eigenvalues and Ξ the matrix of eigenvectors of C, i.e.
they are the solution to CΞ = ΞΛ. Eigenvalues λj for which the condition index ηj =
p
maxk [λk]/λj is larger than some treshold T, contribute to the multicollinearity (Belsley,
Kuh and Welsch (1980), Sen and Srivastava (1990)). The proportion of the variance of the














Although I am fully aware that the removal of multicollinear variables requires judgment
of the researcher and should not be relegated to automated procedures, I implemented the
following variable removal method, in order to carry out a Monte Carlo simulation:
• If maxj [ηj] ≥ T, then compute k = argmaxj [ηj], i.e. the k-th eigenvalue has the
highest condition number.
• Compute m = argmaxl∈L [Vlk]. For each variable l, I compute the fraction of its
variance that is ’caused’ by eigenvalue k. The variable with the highest contribution
from eigenvalue k is subsequently removed. The set L comprises only the indices
of the following subvector (ˆ vix0
i, ˆ viw0
i, ˆ viq0
i,ei) of ˆ si. These are exactly the variables I
added extra to the outcome equation, compared with the SB method, which did not
seem to be a￿ected by multicollinearity.
I computed the cut-o￿ value T as
T = arg[F (x) = 1 − G(x)],
where F is the CDF of maxj [ηj] under DGP1 and G the CDF of maxj [ηj] under DGP
4. This value was approximately equal to 50. It was chosen because under DGP 1 the
ill-conditioning of the data matrix was always caused by one sole small condition index,
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while a too low treshold caused bias in ˆ αSE under DGP 4. A treshold value equal to
arg[F (x) = 1 − G(x)] equalises the probability of ’incorrectly keeping a variable’ in the
outcome equation under DGP 1, with the probability of ’incorrectly dropping a variable’
from the outcome equation under DGP 4. The CDF of maxj [ηj] seemed rather robust
with respect to the speci￿cation of the heteroskedasticity. Alternative speci￿cations like
vi = ψi
p
|xi| resulted in approximately the same value for T.
2.6 Conclusion
In this chapter an estimator for a CRC model is presented that is an extension of Garen’s
(1984) SB method, but does not assume a linear relationship between the error term of
the choice equation and the unobserved heterogeneity. I propose to include more terms
in the set of regressors compared to the SB method. The resulting outcome equation is
subsequently estimated by OLS. The proposed estimator allows a test of the correlation
between treatment and e￿ect and has smaller variance compared to Wooldridge’s (2003)
IV estimator.
33Chapter 3
Semiparametric Estimation of the
Correlated Random Coe￿cient Model
Abstract. In this paper I discuss semiparametric estimation of the outcome
equation of the Correlated Random Coe￿cient (CRC) model (Heckman and
Vytlacil (1998)). By making use of the uni￿ed treatment of models for trunca-
tion, sample selection and limited dependent variables (Heckman (1976)) and
by including an unknown function of the generalized residuals (Cox and Snell
(1968), GouriØroux et al. (1987)) in the outcome equation, I propose to esti-
mate the latter by series regression, resulting in
√
N-consistent estimation of
the parameters of interest. As such, it can be considered as an extension of
Garen’s Selectivity Bias Method (1984).
Keywords: Average treatment e￿ect; Correlated random coe￿cient model;
Sample selection; Semiparametric estimation; Unobserved heterogeneity.
JEL classi￿cation: C14, C21, C22, C24.
3.1 Introduction
The Correlated Random Coe￿cient (CRC) model is a model in which some coe￿cients are
stochastically dependent on some continuous choice or treatment variables present in the
outcome equation (Heckman and Vytlacil (1998)). In the recent human capital literature
it takes a central place (Card (2001)) Several estimation methods have been proposed to
estimate the CRC model: two-stage plug-in estimation (Heckman and Vytlacil (1998)),
instrumental variables estimation (Wooldridge (2003,1997)) and Garen’s (1984) selectivity
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bias approach. The latter method assumes joint normality of all error terms and involves
the estimation of the choice equation by least squares. It subsequently incorporates both
the choice residual and the interaction term between choice residual and choice variable in
the outcome equation and estimates this extended outcome equation by OLS. I will extend
the latter method by dropping the assumption of joint normality and by semiparametrically
estimating the outcome equation.
Although the vast majority of empirical applications in econometrics still relies on sim-
ple parametric techniques, nonparametric methods have attracted attention since quite
some time. While early work involved mostly density estimation (Rosenblatt (1956)), non-
parametric regression became increasingly investigated (Stone (1985), White (1980a)). See
H￿rdle, Liang and Gao (2000) and Yatchew (2003) for recent overviews. Some disadvan-
tages of the fully nonparametric approach, such as the need for large datasets and the curse
of dimensionality, can be alleviated by considering additive stochastic regression models
(Fan, H￿rdle and Mammen (1998), Linton (1997), Stone (1985)), but most improvements
in this area come from partially linear or semiparametric models.
It is well established that the parameter vector of the parametric part of a semilinear
model can be
√
N-consistently estimated, when the data consists of an IID random sample
(see Ai and McFadden (1997), Chen (1988), Li (1996), Newey (1997), Robinson (1988)), or
when they are heteroskedastically independently distributed (Andrews (1991), Donald and
Newey (1994), Fan et al. (1995)). These results have frequently been applied to di￿erent
models involving sample selection (see Vella (1998) for an overview) and other simultaneous
equation models.
Ahn and Powell (1993), Das et al. (2003) and Newey (1999) semiparametrically esti-
mate di￿erent models involving sample selection, whereby they all estimate the ￿rst stage
nonparametrically under an index restriction (Ichimura (1993)). Lee (1994), Chen (1997)
and Christo￿des et al. (2003) consider sample selection models subject to Tobit-type se-
lection rules. While the latter semiparametrically extend a two-stage estimator proposed
by Vella (1998, 1992) and Wooldridge (1994), by including an unknown function of a tobit
type residual in the outcome equation, Lee (1994) and Chen (1997) develop semiparametric
two-stage methods without a priori knowledge of error distributions. Newey et al. (1999)
discuss two-step nonparametric estimation of a triangular simultaneous equation model.
Das (2005), ￿nally, develops a two-step estimator whereby an unknown function of the
nonparametricaly estimated propensity score, appears in the outcome eqation and is esti-
mated by series regression. In this chapter, I will apply previous results on semiparametric
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estimation to the CRC model and extend it in several directions.
Making use of the common structure of statistical models of truncation, sample selection
and limited dependent variables (Heckman (1979, 1976)), I allow the choice equation to be
either linear or nonlinear and the endogenous variable to be either continuous, truncated
or qualitative. Taking into account the results of Newey et al. (1990), which suggest that
correct speci￿cation of the outcome equation is of higher importance than the speci￿cation
of the error distribution, I assume the choice equation to be known. This approach is
comparable with Christo￿des et al. (2003), Vella (1992) and Wooldridge (1994).
Secondly, no a priori assumptions are made about the functional form of the correlation
between the choice error term on the one hand and both the correlated coe￿cient and the
outcome error term on the other hand. To correct for endogeneity and/or selection bias,
the outcome equation will be expanded with two unknown functions in the generalized
residual of the choice equation (Cox and Snell (1968), GouriØroux et al. (1987)), one
of which interacted with the choice variable. In order to estimate the outcome equation
semiparametrically, I adapt the series estimator of Donald and Newey (1994) to estimated
regressors.
In section 3.2 a fairly general correlated coe￿cient model is presented, together with its
assumptions. Section 3.3 discusses semiparametric estimation of this CRC model. Section
3.4 concludes and proofs are presented in Appendix B.
3.2 Theoretical Framework
Consider the following model, which consists of the outcome (3.1), the reduced form of
the endogenous choice or treatment (3.2), the censoring and selection rules (3.3)-(3.4) and






iα1 + ziα2,i + εi, (3.1)
z
∗
i = f1 (xi,wi;β) + vi, (3.2)
zi = f2 (z
∗
i), (3.3)









iγ3 + ui, (3.5)
373. SEMIPARAMETRIC ESTIMATION OF THE CRC MODEL
where i = 1,...,N and all variables are assumed to be independently distributed across
individuals. Making abstraction of the parameter heterogeneity, model (3.1)-(3.3) is a
special case of Vella’s (1993) model combining endogeneity and sample selection, but here
(3.2) is allowed to be nonlinear. Model (3.1)-(3.4) is the cross-section equivalent of the
panel data model considered by Vella and Verbeek (1999), except that I restrict (3.1) to
be linear.
The scalar latent endogenous variables y∗
i and z∗
i have observed counterparts yi and
zi. While the former is the observed outcome, we are particularly interested in the mean
in￿uence zi exerts on it. The function f2 (z∗











in case zi is a continuous, a dummy or a censored endogenous regressor1. Likewise, the
allowed possibilities for (3.4) are
• f3 (y∗
i,zi) = y∗




whether yi is incidentally truncated or not. The rather broad speci￿cation (3.1)-(3.5)
includes the linear CRC model of Heckman and Vytlacil2 (1998), but also allows for a
qualitative or censored endogenous variable zi (Vella (1993)) and for selection bias in the
primary equation (Heckman (1979,1976), Vella and Verbeek (1999)).
The observed vector xi, which possibly contains the constant term, has dimension K1,
and in￿uences the outcome linearly with unknown parameter vector α1. The scalar choice
variable zi is assumed to behave according to the reduced form (3.2), where the vector wi
has dimension K2 > 0. This strict inequality is the usual identi￿cation restriction, which
allows the use of the vector wi as a set of instruments for the treatment zi in case f1 is
linear. The variables in (x0
i,w0
i) are strictly exogenous in a sense to be described later
(see Assumption A below). The heterogeneous treatment e￿ects α2,i are allowed to consist
of a linear combination of (x0
i,w0
i,q0
i), a vector of observed variables and an error term, ui
11A denotes the indicator function of the event A (Christo￿des et al. (2003)).
2In the linear CRC model of Heckman and Vytlacil (1998) we have that yi = y∗
i , zi = z∗





(Garen (1984), Heckman and Vytlacil (1998)) as in (3.5), where the vector qi has dimension









which suggests to rewrite the treatment e￿ects α2,i as γ∗
0 + ˜ x0
iγ1 + ˜ w0
iγ2 + ˜ q0
iγ3 + ui, with
γ∗
0 = E[α2,i], ˜ xi = xi−E[xi], and similarly for the other variables, since then the parameter
of interest, α2, and its standard errors can immediately be retrieved.
This version of the CRC model is completed with the following assumption about the
variables present in (3.1)-(3.5).
Assumption A. The vector of observations (x0
i,w0
i,q0
i,yi,zi) is independently distributed
across i, and the variables in (x0
i,w0
i,q0
i) are strictly exogenous in the model (3.1)-(3.5), i.e.
E[εi | xi,wi,qi] = E[ui | xi,wi,qi] = E[vi | xi,wi,qi] = 0.
Under the above Assumption A, the choice variable zi is allowed to be endogenous and
possibly qualitative or truncated, and its individual-speci￿c return α2,i is allowed to have
an unobserved component, which is correlated with unobserved components in the choice
variable. For a theoretical justi￿cation of the CRC model in the context of the schooling
choice and its returns see section 1.2 or Card (2001). The aim of this chapter is to examine
how the parameter of interest, α2, can be consistently estimated, while making the least
possible assumptions about the functional form of the dependency between εi, ui and vi.
3.3 Estimation
The latent outcome y∗







i γ + ziui + εi, (3.6)
where z∗








0. In the absence of endogeneity and sam-
ple selection, the parameter vectors α1 and γ could be
√
N-consistently estimated by
least squares under suitable conditions. To cope with the problems of endogeneity and
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sample selection, consider now the generalized residuals of the choice equation3, ˜ vi =
˜ vi (xi,wi,zi,β) = E[vi |xi,wi,zi], in the sense of GouriØroux et al. (1987)4, and assume the
following.
Assumption B. The conditional expectations
E[εi |xi,wi,qi,zi] = E[εi |˜ vi] = gε (˜ vi),
E[ui |xi,wi,qi,zi] = E[ui |˜ vi] = gu (˜ vi),
exist.
While the general speci￿cation of our model (3.1)-(3.5) generalizes Garen’s (1984) SB
method to allow for a censored or qualitative choice variable, Assumption B generalizes
Garen’s (1984) SB method to nonlinear relationships between the choice error and the
outcome error, respectively the treatment e￿ect error. It requires that, conditional on ˜ vi,
εi and ui are mean independent of qi and are uncorrelated with all functions of (x0
i,w0
i,zi)
other than gε;i, respectively gu;i. It also allows for a heteroskedastic speci￿cation of zi.
When yi is censored, Assumption B is equivalent to the index restriction (Vella (1998)),
used in semiparametric estimation of sample selection models, since ˜ vi is an invertible
function of the single index f1 (xi,wi;β). When zi is categorical and yi is uncensored,
however, Assumption B is not equivalent to the index restriction.
In contrast with the literature on semiparametric estimation of sample selection models,
I do assume that the marginal distribution of vi is known, up to the parameter vector β.
I do not make any supplementary assumptions on the joint distribution of (εi,ui,vi) other
than Assumptions A-B, however.
When (εi,ui,vi) is Gaussian, we have that gε (˜ vi) = σεv˜ vi and gu (˜ vi) = σuv˜ vi. If the
endogenous variable is continuous and uncensored, i.e. zi = z∗
i , the generalized residuals
are equal to the residuals in the usual sense, i.e. ˜ vi = vi. If zi is a binary choice variable,
the generalized residuals are equal to the inverse of Mills ratio (Heckman (1979,1976)).
A drawback of Assumption B is that the conditional mean of the errors εi and vi only
depend on the generalized residual ˜ vi. In general we would have that E[εi |xi,wi,qi,zi] =
hε (xi,wi,qi,zi) and E[ui |xi,wi,qi,zi] = hu (xi,wi,qi,zi), with hε (·) and hu (·) only re-
stricted by Assumption A. Assumption B, however, restricts the conditional expectations
3For the logit model, for instance, the generalized residual is given by ˜ vi = zi −(1 + exp(−p0
iβ))
−1, for








iβ)] and for the linear model by ˜ vi = vi = zi − p0
iβ.
4See also Cox and Snell (1968), who introduced the concept of generalized residual.
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of εi and vi to depend neither on qi, nor on functions of (xi,wi,zi) other than ˜ vi. This
restriction would also be implied by independence between regressors and errors (Newey
(1999), Powell (1994)).
The main advantage of Assumption B lies in the fact that it allows to simultaneously
treat censored and uncensored outcomes, as well as continuous, discrete and limited de-
pendent endogenous variables.
Using Assumption B , the latent outcome variable y∗








i γ + zigu (˜ vi) + gε (˜ vi) + ξi, (3.7)
where E[ξi |xi,wi,qi,zi] = 0. A su￿cient condition for identi￿cation of (3.7) is considered
in the following proposition (R￿hrig (1988)), which is analogous to Theorem 2.3 from Das
et al. (2003).
Proposition 3.1. Suppose gε (˜ vi), gu (˜ vi) are continuously di￿erentiable and ˜ vi (xi,wi,zi) is
continuously di￿erentiable with respect to xi and wi, all with continuous distribution func-
tions almost everywhere. If zi is not constant over the sample and rank
£




or if zi is constant over the sample, rank[∂˜ vi/∂wi] = 1 and γ1 = 0, then (α1,γ1,γ2,γ3) is
identi￿ed.
Proof. Suppose ￿rst that zi is not constant over the sample. For any observationally
equivalent model (ˇ α1, ˇ γ1, ˇ γ2, ˇ γ3, ˇ gu (˜ vi), ˇ gε (˜ vi)), it must hold that
E[y
∗
i |xi,wi,qi,zi] = x
0
iˇ α1 + (zix
0
i) ˇ γ1 + (ziw
0
i) ˇ γ2 + (ziq
0
i) ˇ γ3 + ziˇ gu (˜ vi) + ˇ gε (˜ vi),
which, together with (3.7) implies that
x
0
i (ˇ α1 − α1) + (zix
0
i)(ˇ γ1 − γ1) + (ziw
0
i)(ˇ γ2 − γ2)
+(ziq
0
i)(ˇ γ3 − γ3) + zi (ˇ gu (˜ vi) − gu (˜ vi)) + (ˇ gε (˜ vi) − gε (˜ vi)) = 0. (3.8)
Di￿erentiating this last identity with respect to xi, wi, qi and ˜ vi results in
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i (ˇ γ1 − γ1) + w0
i (ˇ γ2 − γ2) + q0



























i (ˇ γ1 − γ1) + w0
i (ˇ γ2 − γ2) + q0

















0 = zi (ˇ γ3 − γ3), (3.11)
0 = zi
µ















with probability one. We now have that from (3.11) follows that ˇ γ3 = γ3. Furthermore,
(3.12) implies that ˇ gu (˜ vi) = gu (˜ vi) + C1 and ˇ gε (˜ vi) = gε (˜ vi) + C2. However, from As-
sumption A we have that C1 = C2 = 0. Equation (3.10) now implies ˇ γ1 = γ1 and ˇ γ2 = γ2.
Condition (3.8) ￿nally implies x0
i (ˇ α1 − α1) = 0, which identi￿es α.
Suppose now that zi = 1 over the sample. Condition (3.12) implies that gu (˜ vi) and




i (ˇ α1 − α1) + x
0
i (ˇ γ1 − γ1) + w
0
i (ˇ γ2 − γ2)
+q
0
i (ˇ γ3 − γ3) + (ˇ gε (˜ vi) − gε (˜ vi)) = 0.
Again we have that ˇ gε (˜ vi) = gε (˜ vi). If now ˇ γ1 = γ1 = 0, then (α1,γ2,γ3) is identi￿ed, since
qi and wi do not contain variables in common with xi.
Proposition 3.1 implies that incidental truncation of the outcome based on a binary
endogenous variable that is also included in the outcome equation, results in an unidenti￿ed
model, except in the rare case that the return of this endogenous selection variable is a
function of exogenous variables (not including the constant term). However, all other
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combinations of censoring rule f2 (3.3) and selection rule f3 (3.4), as listed in section 3.2,
are allowed. The rank condition of Proposition 3.1 requires that K2 ≥ 1, if zi is constant
over the whole sample and that K2 ≥ 2 otherwise. Remark that this is a su￿cient condition,
which might be redundant for identi￿cation (see Newey et al. (1999)).
I obtain an estimator of the parameters (α0
1,γ0) appearing in (3.7) by regressing yi on
xi, z∗
i, a ￿rst series of polynomials in ˜ vi and zi times a second series in polynomials in
˜ vi, assuming these polynomials exist. This series is meant to approximate the unknown
functions gε (˜ vi) and gu (˜ vi) and thus to eliminate the e￿ects of the endogeneity and/or
sample selection. The series estimator of Donald and Newey (1994) seems suitable in
this context, since it does not restrict the distribution of ˜ vi. In addition, it allows for
heteroskedasticity.
I assume that the unknown functions gε (·) and gu (·) from Assumption B can be
approximated by the ￿nite series expansions
Pκε(N)
j=1 θεjϕj (·) and
Pκu(N)
j=1 θujϕj (·). The
set {ϕj (w) : j = 1,2,...} can be equal to {1,w,w2,w3,...}, but it can also denote the
family of orthonormal polynomials with respect to the CDF F (w) (see Szeg￿ (1967)).
κε (N),κu (N) : N+ → N+ are called truncation sequences. They denote the number of
terms to be included in the series for a given sample size N. As a consequence the un-
known parameter vectors Θεκε =
¡
θε1,...,θεκε(N)




in length for increasing sample size.
De￿ne now the vectors that will approximate gε (˜ vi) and gu (˜ vi)as
~ ϕκ (˜ vi) = (ϕ1 (˜ vi),...,ϕκ (˜ vi))
0 .
If the approximation is by power series, it holds that ~ ϕκ (˜ vi) is equal to
³





where the sample size is assumed to be N. We can now stack the vectors that will approx-
imate gε (˜ vi) in the matrix
ΦNκ = (~ ϕκε (˜ v1),..., ~ ϕκε (˜ vN))
0 ,
and the vectors that will approximate zigu (˜ vi) as
Φ
∗
Nκ = (z1~ ϕκu (˜ v1),...,zN~ ϕκu (˜ vN))
0 .
Remark that ΦNκ and Φ∗
Nκ do not need to have the same number of columns, since trun-
cation sequences κε (N),κu (N) are allowed to di￿er. In general, I let uppercase letters
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denote the stacked observations of the corresponding vector of variables.




. Consequently, we need
to make some assumptions about the particular estimator ˆ β that will be used to estimate
β. More speci￿cally, I assume the existence of a
√
N-consistent estimator of the parameter
vector, β, of the secondary equation (3.2) with censoring rule (3.3).












δi + op (1),
with E[δi] = 0 ,Var[δi] = Σββ and Σββ a ￿nite and positive de￿nite matrix.
Let now hatted variable vectors and matrices be equal to the corresponding straight
ones, with variables depending on ˜ v replaced with their observed counterparts (i.e. de-
























































with R = (r0
1,...,r0
N)




i , ~ ϕκε (˜ vi)
0 ,zi~ ϕκu (˜ vi)
0¢0. The series estimators ˆ gε of
gε, respectively ˆ gu of gu, are now given by
ˆ gε (v) = ˆ ~ ϕ
0
κε (v) ˆ Θεκε
ˆ gu (v) = ˆ ~ ϕ
0
κu (v) ˆ Θuκu.
By the Frisch-Waugh (1933)-Lovell (1963) Theorem, the estimator of the parametric






1, ˆ ˜ vi, ˆ ˜ v2









di￿er from those with respect to the true CDF F (v). In Appendix B it is shown that the former converge
to the latter. In the remainder of the text I make abstraction of this complication.
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with S = (s0
1,...,s0
N), si = (x0
i,z∗0
i )
0 and Qˆ Ψ = I − Pˆ Ψ, where









denotes the projection matrix on the column space of ˆ ΨNκ =
³





























































i = zigu (˜ vi) + gε (˜ vi). De￿ne now also ˆ G∗ (β) = PΨG∗, etc.
If the generalized residuals ˜ vi (β) would have been observed, ΨNk would be known and
the variance of the corresponding estimator, i.e. (ˆ α0
1 (β), ˆ γ0 (β)) = (S0QΨS)
+ S0QΨY , could










will be shown to be equal to the variance of this hypothetical estimator
(ˆ α0
1 (β), ˆ γ0 (β)), pre- and postmultiplied by a correction matrix.
I will now take a closer look at the asymptotic properties of the estimator (3.14). De￿ne
hx (˜ vi) and hz (˜ vi) as the conditional expectations
hx (˜ vi) = E[xi |˜ vi]
hz (˜ vi) = E[z
∗
i |˜ vi],
where it is assumed that the vector-valued functions hx (˜ v) and hz (˜ v) remain the same
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across di￿erent observations. We further have that





i − hz (˜ vi),






The functions hx (˜ v) and hz (˜ v) are unknown, but they can also be approximated by a series
expansion. The convergence rates of (ˆ α1, ˆ γ) will depend on the approximation error bounds
for the functions gε (˜ v), gu (˜ v), hx (˜ v) and hz (˜ v) as stated in the following assumption
(Donald and Newey (1994)).
Assumption D. There exist functions egε (κ), egu (κ), ehx (κ) and ehz (κ) such that there






































































≤ ehz (κu (N)).
The magnitude of these approximation errors is determined by the degree of smoothness
of the functions gε (·), gu (·), hx (·) and hz (·).
Application of the Lyapunov CLT will impose some restrictions on the underlying DGP.
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Assumption E. The DGP obeys following assumptions6:
1. Var[yi |xi,wi,qi, ˜ vi] ≤ ∆ < ∞, ∀i,
2. N−1PN
i=1 E[˜ si˜ s0
i] = ¯ AN is uniformly positive de￿nite,
3. N−1PN
i=1 E[ξ2
i ˜ si˜ s0
i] = ¯ BN is uniformly positive de￿nite,














≤ ∆ < ∞, ∀j = 1,...,2K1 + K2 + K3, for some δ > 0.
Condition E.2 is a necessary and su￿cient condition for identi￿cation of (α0
1,γ0)
0. If
the constant term is not identi￿ed, it should be removed from xi, otherwise E.2 will fail
(Donald and Newey (1994)). Conditions E.1 and E.4 guarantee that the unknown functions
gε (·), gu (·), hx (·) and hz (·) can be consistently estimated using the series approximations
and allow for heteroskedasticity in the residuals ξi and ˜ sji. Conditions E.2-E.3 and E.5-
E.6 ensure the uniform unboundedness of ¯ A
−1
N and ¯ B
−1
N , and thus allow application of the






















The main results of the chapter are now stated in the following three theorems, the
proofs of which are given in Appendix B. They are stated in terms of the order of approxi-
mation (egε (κ), egu (κ), ehx (κ) and ehz (κ)) of the unknown functions (gε (˜ v), gu (˜ v), hx (˜ v)
and hz (˜ v)) and in terms of the rate that κε (N) and κu (N) are allowed to increase with
N.
Theorem 3.1. Given Assumption A-E, and assuming that κε (N),κu (N) = o(N), while
still κε (N),κu (N) → ∞ and assuming that egε (κε (N)) → 0, egu (κu (N)) → 0, ehx (κε (N)) →
6Let δ denote a small and ∆ a large positive constant.
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Theorem 3.2. Given Assumption A-E and the conditions of Theorem 3.1, and assuming
that
√


































































In addition, Σ can be estimated consistently by substitution of ¯ AN, ¯ BN, Σββ and D by their
respective consistent estimators
ˆ AN = N
−1PN
i=1 ˆ ˜ siˆ ˜ s0
i,










ˆ ˜ siˆ ˜ s0
i,
ˆ D = N
−1PN



















and ˆ Σββ from Assumption C.




















then the following theorem considers its asymptotic behavior.













+ Op (egε (κε) + egu (κu)). (3.16)
These results provide a cross-section estimator for a broad class of models where unob-
served heterogeneity is allowed to interact with a variable.
3.4 Conclusion
In this chapter semiparametric estimation of the outcome equation from the CRC model
(Heckman and Vytlacil (1998)) is considered. In the CRC model a random coe￿cient is
correlated with an endogenous regressor. I include an unknown function of the (general-
ized) residuals (Cox and Snell (1968), GouriØroux et al. (1987)) in the equation of interest,
and propose to estimate the latter semiparametrically, using a series approximation. This
methodology is valid in the presence of truncation, sample selection and/or limited depen-
dent variables, resulting in
√
N-consistent, estimation of the parameters of interest.
49Chapter 4
Instrumental Variable Estimation of the
Correlated Random Coe￿cient Model
with Panel Data
Abstract. This paper considers some estimation methods for the Correlated
Random Coe￿cient (CRC) model when panel data are available, which allows
for estimation of the average treatment e￿ect by IV as described by Wooldridge
(2003a), using Hausman and Taylor (1981) style instruments.
4.1 Introduction
For a considerable time, di￿erent estimation procedures have been proposed for the Cor-
related Random Coe￿cient model, albeit not always under this name. Whenever a choice
is an optimal action, instead of an exogenous datum, the subsample of individuals choos-
ing a particular option is nonrandom. ￿Bias arises because maximization truncates the
underlying disturbances of the equations￿ (Garen (1984)). More strongly, it has been
demonstrated that the optimality of a choice can imply its correlation with its e￿ect (see
Garen (1984) and Card (2001) in the context of returns to schooling). Di￿erent proce-
dures have been suggested to estimate the mean return to such a choice variable, called
the average treatment e￿ect (ATE).
Garen (1984) assumes that the decision of interest is continuous and is solely determined
by exogenous variables in a secondary equation. This author proposes an alternative
estimator of the primary equation that includes both the residual of the secondary equation
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and the cross-product of this residual with the choice variable. This two-step procedure is
termed the selectivity bias (SB) method. Heckman and Vytlacil (1998) propose a two-stage
plug-in estimator using the product of the predicted values of the choice variable with the
observed exogenous determinants of its return. Wooldridge (2003a) shows that a standard
instrumental variable estimator where the set of instruments consists of the cross-products
of the instruments of the choice variable with the exogenous determinants of its return,
consistently estimates the ATE. Wooldridge (2003b) discusses the robustness of the ￿xed
e￿ects (FE) and the ￿rst di￿erence (FD) estimators for estimation of the ATE in CRC
panel data models with individual-speci￿c slopes. Belzil and Hansen (2002) conduct a
structural analysis of the CRC wage regression model with individual-speci￿c returns to
schooling and experience.
On the other hand, unobservable individual- and period-speci￿c e￿ects can be con-
trolled for with panel data. In increasing order of e￿ciency and strength of assumptions,
Hausman and Taylor (HT) (1981), Amemiya and MaCurdy (AM) (1986) and Breusch, Mi-
zon and Schmidt (BMS) (1989) proposed instrumental variable estimation of a linear static
panel data model when individual e￿ects are correlated with a subset of the regressors.
These respective estimators are compared using a returns to schooling example by Cornwell
and Rupert (1988) and by Baltagi and Khanti-Akom (1990). Wyhowski (1994) presents
estimators for generalized HT, AM and BMS models with two-way error components.
Random coe￿cient models, ￿nally, are widely studied, particularly since the late sixties
(Rao (1965)), mostly from the point of view of e￿ciency (Hildreth and Houck (1968)).
Swamy (1970) and Hsiao (1975, 1974) propose estimators for the linear model with random
coe￿cients adapted to panel data with cross-sectional, time e￿ects or both.
In this chapter a CRC model for linear static panel data is considered, where each
random slope can be written as a linear function of some variables and an additive error
term that consists of three components: an individual-speci￿c, a period-speci￿c and an
idiosyncratic component. In addition, these random slopes are allowed to be correlated
with some regressors. Assuming conditional constancy of covariances (as Heckman and
Vytlacil (1998) and Wooldridge (2003a)), I ￿rst propose to estimate the ATE by standard
IV methods, using as instruments cross-products of the set of HT instruments of the model
variables and the set of HT instruments of the slope variables, after removal of product
variables that occur more than once. In addition, the properties of the Aitken IV and
feasible Aitken IV estimators (Mandy and Martins-Filho (1994))) are studied.
The proposed estimators extend existing estimation methods in several ways. First of
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all Woolridge’s (2003a) IV estimator for a CRC model in cross-sections is extended to panel
data, whereby the speci￿cation of the correlation between regressors and random coe￿-
cients is kept as broad as possible. Secondly, as far as the constant term is also associated
with a random and correlated coe￿cient, the two-way unobservable e￿ects methodology of
Wyhowski (1994) is extended in such a way that also correlation between some variables
and the idiosyncratic error terms is allowed. Finally, the proposed estimator generalizes
Hsiao’s (1975) random coe￿cient estimator in the sense that some degree of correlation
between coe￿cients and variables is allowed and in the sense that the coe￿cients are also
allowed to exhibit idiosyncratic variation.
The organization of the chapter is as follows. Section 4.2 presents the basic framework.
Section 4.3 discusses identi￿cation of the model. In section 4.4 estimation is considered.
Finally, section 4.5 concludes and proofs are given in Appendix C.
4.2 Framework and Preliminaries




where yit is the outcome for individual i at time t, with i = 1,...,N and t = 1,...,T, where







where α0,it corresponds to the ’constant term’. Suppose now that vector α0


















A + uit, (4.2)
where sit is a J×1 vector of variables, all distinct from the variables in xit, with µX = E[xit]





¢0 = E[αit] < ∞,
with µα1 the parameters of interest. In addition, γ0S is a J × 1 parameter vector, γ0X =
OK×1 a K × 1 vector identical to zero1, ΓXS is a K × J parameter matrix and ΓXX is
a lower triangular K × K matrix. The restrictions on the elements of Γ are needed for
identi￿cation purposes. γ0X = OK×1, for instance, means that α0,it does not depend on
1In general OL×M denotes a L × M matrix with all elements equal to zero.
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xit. There is thus only one term in xit that appears after substitution of (4.2) in (4.1).
Speci￿cation (4.2) allows the random coe￿cients to be composed of a term dependent
of observed covariates and a random error vector as in Heckman and Vytlacil (1998). The




¢0 in the speci￿cation
(4.2) of the random coe￿cients.
Assumption A. The (K + 1) × 1 error vector uit from (4.2) can be written as the sum
of three independent components
uit = λi + τt + ξit, (4.3)

























Since λi, τt and ξit are thus far (K + 1) × 1 vectors, we have that Σλ, Στ and Σξ are
(K + 1)×(K + 1) matrices. But, in general, these vectors need not be of equal length, since
some components of uit may be equal to zero for some variables. The corresponding rows
and columns need than to be removed from (4.4). Making abstraction of the deterministic
component in (4.2), the di￿erence between (4.3)-(4.4) and Hsiao’s (1975) speci￿cation, is
that, in the notation above, he imposes the restriction ξ1,it = 0. In case of the usual two-
way error components model (Wyhowski (1994)), i.e. only the constant term is a random
coe￿cient, Σλ, Στ and Σξ reduce to the scalars σ2
λ, σ2
τ and σ2
ξ. Remark that no assumption
is made so far about the exogeneity of xit and sit.


















A + u0,it + x
0
itu1,it
































xit · (xit − µX)
0¤0 ,Vec
£
xit · (sit − µS)
0¤0´0
and zit = (1,x0
it)
0. Remark that the only di￿erence between xit and sit is that the former
vector is multiplicatively present in the error term, while the latter is not3.
The following conventions apply in the rest of the chapter: let xit denote the it-th
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2The matrix operation Vec(X) creates a JK × 1 column vector by stacking the columns of the J × K
matrix X on top of each other. Likewise, Vech(Y ) creates a J (J + 1)/2 × 1 column vector by stacking
the columns of the J × J matrix Y , starting at the diagonal elements.
3Remark that I do not allow all components of uit to be zero for a particular variable. In that case it
would be no longer multiplicatively present in the error term and should be moved from xit to sit.











X1 0 ··· 0
0 X2 ··· 0
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. . . ... . . .
































11 0 ··· 0 ··· 0 0 ··· 0
0 x0
12 ··· 0 ··· 0 0 ··· 0
. . .




0 0 ··· x0
1T ··· 0 0 ··· 0
. . .
. . .
. . . ... . . .
. . .
. . .
0 0 ··· 0 ··· x0
N1 0 ··· 0
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These conventions will come in handy later on.
Since I am looking to estimate (4.5) with Hausman and Taylor (1981)-like instruments,
the following de￿nitions will be needed. Let PA be the projection onto the column space
of the matrix A, so that PA = A(A0A)
+ A0, where the + superscript denotes the Moore-
Penrose generalized inverse. Then QA = I − PA is the projection operator onto the null
space of A. Letting ιL be a (L × 1) vector of ones and JL = ιLι0
L a (L × L) matrix of ones,
we can de￿ne
PιT = T
−1JT, QιT = IT − PιT; PιN = N
−1JN, QιN = IN − PιN.
Now de￿ne the matrix of individual dummy variables Di = IN ⊗ ιT and the matrix of
period dummy variables Dp = ιN ⊗IT, then we have the following four projection matrices
PDi = T
−1IN ⊗ JT = IN ⊗ PιT, QDi = INT − PDi = IN ⊗ QιT,
PDp = N
−1JN ⊗ IT = PιN ⊗ IT, QDp = INT − PDp = QιN ⊗ IT.
PDi transforms the data into a vector of group means, QDi produces deviations from group
means, PDp transforms the data into a vector of period means and QDp produces deviations
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from period means. Combining both orthogonal projections, we have that





Pr = QDiQDp, (4.6)
where all four terms are orthogonal to each other. These orthogonal projections allow
￿the isolation of any potential correlation between error components and regressors to the
associated orthogonal subspace￿ (Wyhowski (1994)).
4.3 Identi￿cation
Suppose now that we possess prior information4 that allows us to discern three distinct
partitions of the vector xit. The ￿rst partition distinguishes between the components of
xit along the individual-speci￿c dimension.





























µλ|x 6= 0, i = j
0, i 6= j
and PiX
˙ a 6= 0,
PiX
¨ a = 0.
The ￿rst subset consists of ka variables with a non-zero individual-speci￿c component,
of which λi is mean-independent, the second subset contains k˙ a variables with a non-
4As is done in HT, AM, BMS and Wyhowski (1994).
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zero individual-speci￿c component, that are correlated with λi and in the third subset are
situated k¨ a = K−ka−k˙ a variables without an individual-speci￿c component. Analogously,
two more partitions are possible, one considers the period-speci￿c part of xit, the other one
the idiosyncratic part of xit.






























µτ|x 6= 0, s = t
0, s 6= t
and PpX
˙ b 6= 0,
PpX
¨ b = 0.




























µξ|x 6= 0, i = j ∧ s = t
0, i 6= j ∨ s 6= t
and PrX
˙ c 6= 0,
PrX
¨ c = 0.
The variables that are correlated with τt, respectively ξit, are grouped into the subset
X
˙ b, respectively X ˙ c. The subset of variables with zero time-speci￿c, respectively idiosyn-
cratic, component is given by X
¨ b
it, respectively X¨ c
it.









˙ a¨ b¨ c
´
.
Remark that X¨ a¨ b¨ c is not included since it is proportional to the constant term. The subset
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Xa˙ b¨ c, for instance, consists of ka˙ b¨ c variables with zero idiosyncratic component and non-zero
individual- and time-speci￿c components of which λi is mean-independent, but with which
τt is correlated. Finally, when only two of the three partitions are considered the possible
subsets are denoted with doubly superscripted letters. The matrix X
˙ b¨ c, for instance, is
equal to
³
Xa˙ b¨ c, X ˙ a˙ b¨ c, X¨ a˙ b¨ c
´
and has k˙ b¨ c = ka˙ b¨ c + k˙ a˙ b¨ c + k¨ a˙ b¨ c columns.








˙ a¨ b¨ c
´
,
where the number of variables in Sabc is given by jabc, the number in S ˙ abc by j˙ abc, etc.

























0 (Λ + Υ + Ξ)
NT
= 0. (4.7)




NT = 0, since
• E[xa
itλ0
i] = 0, by Assumption B.1,
• Xb0P0
pΛ = Xb0P0













































































NT = 0, by Assumption B.3.




Reconsidering expression (4.5), I assume the following about the correlation between
xit and uit.




itu1;it |vX,it,vS,it] = E[x
0






= σxλ + σxτ + σxξ = σxu, (4.8)
where neither σxλ, σxτ or σxξ is a function of vX,it nor of vS,it.
Taking into account Assumption C, (4.5) can be rewritten as







0¢0 and H = Hλ + Hτ + Hξ, where
Hλ = Z(D)Λ(S) − σxλιNT, Hτ = Z(D)Υ(S) − σxτιNT and Hξ = Z(D)Ξ(S) − σxξιNT, recalling
that Z(D) = (ιNT,X)
(D), since zit = (1,x0
it)
0.
De￿ne now the kV ≡ (1 + kVX)(1 + kVX/2 + jVS)-length column vector vit of instru-





















Remark that the removal of collinear elements corresponds to the restrictions imposed on
the parameter matrix in (4.2). I make the following assumption about the vector vit.
Assumption D. It holds that rank[V 0V ] = kV.
The following proposition concerns the identi￿cation of model (4.9).
Proposition 4.1. Taking into account Assumption A-D, su￿cient conditions for the iden-
ti￿cation of ϕ in (4.9), except µα0, are given by
m¨ b¨ c ≤ ma,
m¨ a¨ c ≤ mb, (4.10)
m¨ a¨ b ≤ mc,
m¨ a ≤ mb + mc,
m¨ b ≤ ma + mc, (4.11)
m¨ c ≤ ma + mb,
and
m˙ a˙ b˙ c + (m¨ a˙ b˙ c + m˙ a¨ b˙ c + m˙ a˙ b¨ c) + (m˙ a¨ b¨ c + m¨ a˙ b¨ c + m¨ a¨ b˙ c)
≤ 2mabc + (m˙ abc + ma˙ bc + mab˙ c) + (m¨ abc + ma¨ bc + mab¨ c), (4.12)
for m = j,k.
A proof of Proposition 4.1 is given in Appendix C. Conditions (4.10) state that the
number of valid instruments for X, respectively S, in a particular dimension needs to
be at least as high as the number of variables in X, respectively S, that have only one
component in that particular direction. For example k¨ b¨ c ≤ ka, demands that the number of
individual-speci￿c variables in X, i.e. X
¨ b¨ c, is not larger than the number of variables that
provide individual-speci￿c instruments, i.e. Xa. Conditions (4.11) ensure that variables in
X, respectively S, with one component missing are identi￿ed. For instance, the j¨ a variables
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X¨ a that miss the individual-speci￿c component can only have time-speci￿c or idiosyncratic
(parts of) variables as instruments, of which the total number is jb +jc. Condition (4.12),
￿nally, states that the number of variables generating no instrument should not be greater
than the number of variables generating two instruments plus two times the number of
exogenous variables. De￿ne the surplus of instruments for a variable as the number of
valid instruments we can generate from this variable, minus one. For example, if X1 is
a variable with every component exogenous, i.e. it is a column of Xabc, then from this
variable spring three valid instruments, namely PiX1, PpX1 and PrX1. One is used to
identify X1 itself, but the two other can serve as instruments for other variables, hence we
have a surplus of two instruments. Similarly, a variable with all components endogenous,
has a surplus of minus one. Condition (4.12) can now states that the total surplus should at
least be zero. In other words, condition (4.12) ensures that the number of valid instruments
generated from X, respectively S, is larger than the number of variables in X, respectively
S.
In the framework outlined above, in which α0,it is not a function of (xit − µX) and ΓXX
is a lower triangular matrix and under Assumption A-D, the parameter vector of interest,
µα1, and all other components of ϕ, except the constant term, are identi￿ed, provided that
















i.e. the number of instruments is not smaller than the number of variables in model (4.5).
Identi￿cation of the constant term is only ensured if Assumption C is strengthened to
σxu = 0.
The model described so far in this chapter encompasses some well-known models in
the literature. It simpli￿es to a generalization of Hsiao’s (1974) random coe￿cient model,













it and when E[uit |xit] = 0. If (4.1)-
(4.2) is reduced to yit = α0,it = µα0 + ΓXS (sit − µS) + uit, (4.5) collapses into a slight




A ￿rst, obvious, way to estimate (4.9) is simple IV estimation, using V as instruments,
which results in




I will now derive the convergence rate and asymptotic distribution of this estimator. It is
important to note in this respect that the order of convergence is not necessarily identical
for all elements of ˆ ϕIV . This fact, apparent in work on error components (see, for example,
Wyhowski (1994)), remains rather obscure in the literature on random coe￿cients.
The variables in R can be partitioned in the same 26 partition classes as the variables of
X and S earlier on. Each partition class can be easily constructed from the classes of X and
S. The subset of individual-speci￿c variables, R




























. All variables are now grouped into
three subsets within which the order of convergence is identical for all variables.
• Ri contains at least the variables which are individual-speci￿c, i.e. R
¨ b¨ c ,
• Rp consists at least of the period speci￿c variables, i.e. R¨ a¨ c, and
• Rr contains at least the ’pure’ idiosyncratic variables, R¨ a¨ b.
It is possible that the convergence rates di￿er between the di￿erent subsets Ri, Rp and Rr.

















for j = i,p,r,
Vj = PjV for j = i,p,r.
The following theorem concerns the asymptotic distribution of ˆ ϕIV.
Theorem 4.1. Given Assumption A-D, given the su￿cient identi￿cation conditions from
Proposition 4.1, and assuming H = Hλ +Hτ +Hξ, ˆ ϕIV is consistent and Ψ(ˆ ϕIV − ϕ)
d − →
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With respect to the grouping of variables into the sets Ri, Rp and Rr, we discern the
following mutually exclusive cases:





R¨ ab,R¨ a˙ b
´
, and Rr = R¨ a¨ b;
II. If T = o(N), Ri =
³







and Rr = R¨ a¨ b.
With respect to the consistency rates, one of the four following, mutually exclusive cases
apply:
1. If PiH = Pi (Hλ + Hξ) and PpH = Pp (Hτ + Hξ), then it holds that Mi = N, Mp = T








2. If PiH = Pi (Hλ + Hξ) and PpH 6= Pp (Hτ + Hξ), then Mi = Mr = N and Mp =
min(N,T);
3. If PiH 6= Pi (Hλ + Hξ) and PpH = Pp (Hτ + Hξ), then Mi = min(N,T) and Mp =
Mr = T;
4. If PiH 6= Pi (Hλ + Hξ) and PpH 6= Pp (Hτ + Hξ), then Mi = Mp = Mr = min(N,T).
Remark 2. Case I encompasses N ∼ T, in which case the distinction between Ri, Rp and
Rr is unnecessary, since the consistency rates are identical in all cases 1-4. For consistency
with their de￿nition, the distinct notation of these subsets is maintained and the subsets
Rab, R˙ ab, Ra˙ b and R˙ a˙ b of R were arbitrarily allocated to Ri, which makes it identical to
case I.
Taking into account (4.3) and (4.9), the condition PpH = Pp (Hτ + Hξ) veri￿es the
presence of individual-speci￿c components in the error term H. It is satis￿ed if the only
coe￿cients that show individual-speci￿c variation are the ones associated with individual-
speci￿c variables or with the constant term. In that case it holds that PpHλ = PrHλ = 0,
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a fact that insulates the individual-speci￿c part of uit from the period-speci￿c and the
idiosyncratic variables. Similarly, condition PiH = Pi (Hλ + Hξ) veri￿es the presence of
period-speci￿c components in the error term H and it is ful￿lled if coe￿cients exhibiting
period-speci￿c variation belong solely to period-speci￿c variables or to the constant term.
The combination of both conditions occurs in a model where the only random coe￿cient is
associated with the constant term, i.e. when the considered model collapses into a two-way
error component model. As a general principle it holds that parameters of variables with
more than one component belong to the group with the lowest convergence rate.
4.4.2 Aitken Estimation
If Ωη is known, the e￿ciency of ˆ ϕIV can be improved upon by an IV version of the Aitken
estimator (Mandy and Martins-Filho (1994))
















and Ri, Rp and Rr as in Theorem 4.1,
the asymptotic distribution of ˆ ϕIV A is established in the following theorem, which is also
proved in Appendix C.
Theorem 4.2. Under Assumption A-D, and the su￿cient identi￿cation conditions from
Proposition 4.1, ˆ ϕIV A is consistent and ΨΩ (ˆ ϕIV A − ϕ)

























Two cases can be distinguished:
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(a) if N = O(T), we have that RΩi =
³











(b) if T = o(N), it holds that RΩi =
¡
Ra¨ c,R˙ a¨ c¢
, RΩp =
³






2. Otherwise (i.e. if Z 6= ιNT), then Mi = Mp = Mr = NT.
Remark 3. Case 1.a encompasses N ∼ T, in which case the distinction between RΩi and
RΩp is unnecessary, since the consistency rates Mi and Mp are identical. For consistency
with their de￿nition, the distinct notation of these subsets is maintained and the subsets
Rab, R˙ ab, Ra˙ b and R˙ a˙ b of R were arbitrarily allocated to RΩi, which makes it identical to
case 1.a.
Case one only occurs in a model where the only random coe￿cient is associated with
the constant term. It is consistent with the result of Wyhowski (1994). Remark that
for the error component model it holds that AVar[ˆ ϕIV − ϕ] ≥ AVar[ˆ ϕIV A − ϕ]. In-
deed, although the convergence rates of ˆ ϕIV and ˆ ϕIV A are identical for individual-speci￿c,
period-speci￿c and ’pure’ idiosyncratic variables, variables with two or more components
belong to the group for which the convergence rate is lowest in the case of ˆ ϕIV (Theo-
rem 4.1), whereas they belong to the group with the highest convergence rate in the case
of ˆ ϕIV A (Theorem 4.2). Case two is the general case (Hsiao (1975)) in which we have that
AVar[ˆ ϕIV − ϕ] > AVar[ˆ ϕIV A − ϕ], since ˆ ϕIV A (case 2) always has a higher convergence
rate than ˆ ϕIV (cases 2-4).
With the use of ˆ ϕIV, we will now proceed to estimate Ωη = E[HH0] (in the next
subsection) in order to construct a feasible Aitken estimator (see subsection 4.4.4).
4.4.3 Covariance Estimation
The composite error term of (4.9) is given by H = Z(D)U(S)−σxuINT. I make the following
simplifying assumption regarding its covariance matrix.
Assumption E. The covariance matrix of the error term H of equation (4.9), obeys the
following restriction












De￿ning ˆ Z = PVZ and ˜ Z = Z − ˆ Z, Assumptions A-D imply that
Var[H |V ] = ˆ Z






























Assumption E now imposes the additional condition that the third and fourth order con-
ditional moments appearing in (4.15) reduce to polynomials of maximal degree two in
the instruments. As a consequence it holds that E[HH0 | V ] has the same structure as
E[HH0 | Z] would have in the standard random coe￿cient model, under the assumption
of nonstochasticity of the regressors Z (as in Hsiao (1975)). The matrices of parameters
that determine the variance of the disturbances are now given by the kV × kV matrices of
kη = kV (kV + 1)/2 unknowns ˜ Σλ, ˜ Στ and ˜ Σξ, where the tilde re￿ects the facts that, ￿rst
ˆ Z
(D) (IN ⊗ JT ⊗ Σλ + JN ⊗ IT ⊗ Στ + INT ⊗ Σξ) ˆ Z
(D)0
is reparametrized in terms of V , and second that they have absorbed the in￿uence of the
last three terms that appear in (4.15). I propose the folllowing procedure that only makes
use of the residuals ˆ H = Y − Rˆ ϕIV to estimate ˜ Σλ, ˜ Στ and ˜ Σξ consistently.
The matrix (4.15) contains NT (N + T − 1) nonzero elements, which lead to the fol-






(λ) + ˜ Σ














































Next, the O1 = NT (T − 1)/2 elements representing correlations between di￿erent


























and E(λ) = H(λ) −
5The matrix operation Vech[X] is de￿ned for a J × J matrix X as Vech[X + X0 − IJ ¯ X], where ¯
denotes the Hadamard product,
































Finally, the O2 = N (N − 1)T/2 elements representing correlations between di￿erent
































































H(λ)0,H(τ)0,H(ξ)0¢0, ˜ Σ(T) =
³











V (λ) OO×O OO×O
OO×O V (τ) OO×O
























The proposed estimator is biased, but consistent with convergence rate given in the fol-
lowing proposition.
Proposition 4.2. The order of convergence for the proposed estimator of the variance


























The proof is given in Appendix C.
Rearranging the elements of ˆ ˜ Σ(T), we obtain consistent estimates of ˜ Σλ, ˜ Στ and ˜ Σξ,
allowing the construction of











In Appendix C an expression is given which simpli￿es the inversion of the NT ×NT matrix
ˆ Ωη to the inversion of the NT elements of a diagonal matrix, the inversion of a NK ×NK
matrix and the inversion of a TK×TK matrix, using a slight modi￿cation of an expression
given by Hsiao (1975). Note that the proposed method to estimate the covariance matrix
requires only two regressions, a ￿rst to estimate ϕ, and the second to estimate ˜ Σ(T).
4.4.4 Feasible Aitken Estimation
Using ˆ Ωη from the previous paragraph, or any other consistent estimator of ϕ, the feasible
IV version of the Aitken estimator (4.14) is given by











for which the asymptotic properties are given in the following theorem.
Theorem 4.3. Under Assumption A-E, under the su￿cient identi￿cation conditions from
Proposition 4.1 and using the covariance estimator from Proposition 4.2, Ψˆ Ω (ˆ ϕFIV A − ϕ) =
Op (1) as N,T → ∞, where






Rˆ Ωi,Rˆ Ωp,Rˆ Ωr
´
.
Furthermore, two cases are discernable:
1. If Z = ιNT, then Mi = N, Mp = T and Mr = NT. Furthermore, it holds that
Ψˆ Ω (ˆ ϕFIV A − ϕ)

























694. IV ESTIMATION OF THE CRC MODEL IN PANELS
(a) if N = O(T), then we have that Rˆ Ωi =
³
Ra¨ b¨ c,R˙ a¨ b¨ c
´










(b) if T = o(N), then it holds that Rˆ Ωi =
¡
Ra¨ c,R˙ a¨ c¢
, Rˆ Ωp =
³







2. Otherwise (i.e. if Z 6= ιNT), Ni = Np = Nr = min(N2,T 2).
Remark 4. Case 1.a encompasses N ∼ T, in which case the distinction between RΩi and
RΩp is unnecessary, since the consistency rates Mi and Mp are identical. For consistency
with their de￿nition, the distinct notation of these subsets is maintained and the subsets
Rab, R˙ ab, Ra˙ b and R˙ a˙ b of R were arbitrarily allocated to RΩi, which makes it identical to
case 1.a.
The proof of Theorem 4.3 is given in Appendix C. Part one pertains to the error
component model and it states that the asymptotic distribution of the feasible estimator is
identical to that of the estimator with known covariance matrix. Part two establishes the
convergence rate for the feasible IV Aitken estimator that uses the covariance estimator
from subsection 4.4.3. The latter consistency rate is not identical to the consistency rate
of the IV Aitken estimator with known covariance matrix (4.14), except in the special case
when N ∼ T, since then it holds that NT = min(N2,T 2). The latter result is consistent
with Hsiao (1976).
The importance of Theorem 4.3 lies ￿rst of all, in the fact that it provides convergence
rates for the feasible two-stage Aitken estimator without imposing a restriction on the ratio
N/T. A second important ￿nding is that the feasible Aitken estimator does not converge
to the Aitken estimator when we consider a (correlated) random coe￿cient model where
the random parts of the coe￿cients follow a two-way error speci￿cation.
In accordance with the results of Swamy (1970), Kelejian and Stephan (1983) noted that
the convergence rate reported by Hsiao (1975) is counter-intuitive. As Mandy and Martins-
Filho (1994) remark, the asymptotic equivalence between Aitken and feasible Aitken esti-
mators is often proved by relying on Theorem 3 of Fuller and Battese (1973), which the
former authors disprove by means of a counter-example. More speci￿cally, the conditions
under which Fuller and Battese state their theorem to be valid are much too general. The
asymptotic equivalence between Aitken and feasible Aitken estimators in the case of a diag-
onal disturbance covariance matrix (see Carroll and Ruppert (1982) and Crocket (1985))
cannot be extended to the case of a non-diagonal covariance matrix without imposing
restrictions on the o￿-diagonal elements.
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(White (1984)). Mandy and Martins-Filho (1994) list conditions under which consistency
of the covariance estimator implies both conditions (4.21) and (4.22) and thus asymptotic
equivalence between ˆ ϕIV A and ˆ ϕFIV A. Unfortunately, one of their conditions requires
the number of nonzero elements in each column (and thus row) of ˆ Ω−1
η to be uniformly
bounded as N,T → ∞. Consequently, their Theorem 1 cannot be used to prove asymptotic
equivalence of ˆ ϕIV A and ˆ ϕFIV A here. For the special case of the error components model
(part 1 in Theorem 4.3), (4.21) and (4.22) are easily proved. For a general CRC model,
(4.21) also holds, but (4.22) is violated and the correct order of convergence is shown to
be min(N2,T 2).
4.5 Concluding Remarks
In this chapter some estimators are presented for a linear CRC model with panel data,
where each random slope can be written as a linear function of some variables and an
additive error term that consists of three components, all three of which can be correlated
with some of the regressors. I propose to estimate the ATE by standard IV methods, using
as instruments cross-products of the set of HT instruments of the model variables and
the set of HT instruments of the slope variables, after removal of product variables that
occur more than once. Su￿cient identi￿cation conditions are obtained for this estimator,
which is shown to be asymptotically normal. Also the properties of the Aitken and feasible
Aitken IV estimators were investigated. In the special case of the error-component model
they were shown to converge to the same asymptotic distribution. In the case of a general
CRC model, however, they were shown to be asymptoticaly nonequivalent and the rate of
convergence of the feasible Aitken IV estimator was obtained.
71Chapter 5
Unit Root Tests in Panel Data Models
with Serially Correlated Errors and
Fixed T
Abstract. This paper derives unit root tests for AR(1) panel data models with
AR(1) errors and ￿xed time dimension. The limiting distributions of the test
statistics (for increasing N and ￿xed T) are shown to be normal. Closed-form
expressions for the ￿rst and second moments of the test statistics are derived.
Heterogeneous initial conditions and drift in the data generating process are
taken into account by including ￿xed e￿ects and individual-speci￿c linear time
trends in the regression. This inclusion makes the least squares estimators of
the autoregressive parameters inconsistent for ￿xed T, and appropriate bias-
corrections are proposed.
JEL classi￿cation: C22, C23
Keywords: Unit root; Panel Data; Serial correlation
5.1 Introduction
A considerable amount of econometric research is devoted to the analysis of integrated time
series. In the univariate case, the augmented Dickey-Fuller (1979) (ADF) and the semi-
parametric Phillips-Perron (1988) test procedures are well-known tests for the presence of a
unit root. Unfortunately, in ￿nite samples these tests have limited power against near unit
root alternatives. The extension of these techniques to panel data generates more powerful
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unit root tests, when the data are independently distributed over individuals. Recently,
unit root test procedures for dynamic panel data models have been suggested (for recent
overviews see Banerjee (1999), Baltagi and Kao (2001)). These procedures are based on
test statistics that converge to a normal distribution in this context.
Quah (1994) uses random ￿eld methods to analyze a model with IID disturbances,
under the assumption that both N and T tend to in￿nity at a ￿xed rate. Unfortunately,
this approach is not suitable for the analysis of more general model speci￿cations that
allow, for example, for individual-speci￿c ￿xed e￿ects. Levin and Lin (1993) consider a
data generating process (DGP) that includes individual drift parameters and individual
deterministic trends. Furthermore, they allow the errors to be heterogeneously serially
correlated. Assuming that both N and T go to in￿nity while N/T → 0, they show that
the inclusion of individual ￿xed e￿ects and/or time trends in the regression causes the least
squares estimator of the autoregressive parameter to be downwardly biased. Considering
the same class of models, Im et al. (2003) propose a test based on the average of N
individual ADF statistics. This allows them to weaken the assumption of Levin and Lin
to
√
N/T → 0. They also show that their tests are valid for ￿xed T, provided that the
error terms are serially uncorrelated and independent across individuals.
All above-mentioned unit root test statistics for panel data models have limiting normal
distributions, whose moments can be derived for both N,T → ∞. In such multi-indexed
asymptotics several approaches are possible, depending on the passage to in￿nity of both
indexes (Phillips and Moon (1999a,b)).
A completely di￿erent approach builds on results obtained in the context of ‘Meta
Analysis’, where the main idea rests on the combination of observed p-values of independent
tests to assess an overall hypothesis. The Fisher (1932) test is a non-parametric, exact test
that is distributed as χ2
2N (Maddala and Wu (1999), Choi (2001)). This class of tests
allows for ￿nite N, but assumes T → ∞. For small values of T, the authors propose using
simulated moments when implementing their tests.
In contrast with the previous approaches, Harris and Tzavalis (1999) develop asymptotic
unit root tests for ￿rst-order autoregressive panel data models with serially uncorrelated
errors, under the assumption that N → ∞, while T is ￿xed and identical for all individuals.
They show that the limiting distribution of these test statistics is standard normal, and that
the convergence rate is the same as for stationary panel data, i.e.
√
N. Their test statistics
are based on the standardized least squares estimators of the autoregressive coe￿cients,
and their distribution under the null hypothesis is invariant with respect to the nuisance
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parameters of the DGP. These nuisance parameters are the variances of the error terms,
the starting values and the individual drift parameters. When ￿xed e￿ects or individual
deterministic trends are included in the regression, the LS estimators are asymptotically
downwardly biased, even as T → ∞, which contrasts with the stationary case. Harris and
Tzavalis (1998) extend the approach with ￿nite T to the case of heteroskedastic MA(1)
errors. This extension, however, is only derived in the context of a DGP without drift.
Kruiniger and Tzavalis (2001) allow the disturbances to follow an MA(T − 1) process and
the DGP to exhibit drift.
In this chapter I adapt the approach of Harris and Tzavalis (1999) by allowing the error
terms to be generated by an AR(1) process. The extension of uncorrelated errors to AR(1)
disturbances in a panel data context corresponds to the extension of the DF-test to the
ADF (1)-test in a time series context, keeping in mind that the panel data test statistics
converge in distribution to the normal distribution. The DGP in our model is also allowed
to include non-zero starting values and individual-speci￿c drift terms. It is found that
neglecting positive autocorrelation in the errors reduces the size of the test, while negative
autocorrelation in￿ates the size of the test. Given the fact that in most empirical studies
N is larger than T, tests for ￿xed T seem particularly useful.
Below, I consider three di￿erent data generating processes, all of which have a unit root
under the null hypothesis, and AR(1) errors. The ￿rst DGP is an AR(1) process where
the starting values are assumed to be zero, and is estimated by the pooled least squares
estimator. The second DGP has non-zero starting values and is estimated by the ￿xed
e￿ects estimator. The third DGP has non-zero starting values and a heterogeneous drift
parameter and it is estimated by a least squares estimator that includes both ￿xed e￿ects
and an individual-speci￿c linear trend. For the ￿rst DGP and the pooled LS estimator,
analytical expressions for the bias (which is zero) and the variance of the unit root pa-
rameter (ϕ) estimator are derived. The variance depends on the autoregressive coe￿cient
(ρ) of the error term, and can be consistently estimated either by substituting a consistent
estimate for ρ, or by an estimator that does not rely on the analytical expression for the
variance. This leads to two di￿erent unit root tests. For the second and third DGP the
LS estimators for ˆ ϕ and ˆ ρ are shown to be inconsistent and hence need to be modi￿ed. A
corrected estimate of ϕ is obtained by inserting a corrected estimate of ρ in the expression
for the probability limit of ˆ ϕ. Such an estimate of ρ follows upon inverting the probability
limit of ˆ ρ, which is shown to be monotonically increasing in ρ. A second modi￿cation in-
volves adjusting the variance of the test statistic, to take into account the estimated nature
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of the bias-correction that is used.
The organization of the chapter is as follows. Section 5.2 presents the three di￿erent
models and the associated LS estimates. In section 5.3 a unit root test is derived for each of
these models. Section 5.4 provides some concluding remarks. Proofs are given in Appendix
D.
5.2 Theoretical Framework
Consider the following three data generating processes
DGP 1 : yi,t = ϕyi,t−1 + uit, with yi0 = 0, (5.1)
DGP 2 : yi,t = ϕyi,t−1 + uit, (5.2)
DGP 3 : yi,t = τi + ϕyi,t−1 + uit, (5.3)
where i = 1,...,N and t = 1,...,T, and the error term follows an AR(1) process starting
in some given period S ≤ 1
uit =
(
0, if t < s,
ρui,t−1 + εit, otherwise,
(5.4)
with ρ < 1. Our main interest lies in testing the hypothesis of a unit root, corresponding
to ϕ = 1. The di￿erence with previous unit root tests for panels with ￿xed time dimension
(Harris and Tzavalis (1998, 1999)), is the fact that I allow the error terms to follow a
￿rst-order autoregressive speci￿cation. The formulation of (5.4) encompasses two speci￿c
cases of interest, i.e. the error process starting in period 1 (S = 1) and the error process
starting in the in￿nite past (S = −∞).
In order to obtain a test statistic, a ￿rst step is to estimate the following regressions,
respectively, by least squares
Model 1 : yi,t = ϕyi,t−1 + ρ∆yi,t−1 + εit, t = 2,...,T (5.5)
Model 2 : yi,t = αi + ϕyi,t−1 + ρ∆yi,t−1 + εit, t = 3,...,T (5.6)
Model 3 : yi,t = αi + βit + ϕyi,t−1 + ρ∆yi,t−1 + εit, t = 3,...,T (5.7)
where i = 1,...,N. It is assumed that the data are observed for t = 1,...T. The
assumption yi0 = 0 in (5.1) allows us to gain an additional observation at t = 0 for the
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estimation of Model 1, compared to the estimation of Models 2 and 3. The asymptotic
distributions of the OLS estimators ˆ ϕ and ˆ ρ will be derived for the Models 1 to 3, under
the following assumption.
(A1) The εit are IID with E[εit] = 0, E[ε2
it] = σ2
ε > 0 and E[ε4
it] < ∞,

















i0] < ∞ and E[τ4
i ] < ∞.
Assumptions (A1)-(A3) imply that the error terms εit are independent across all ob-
servations, and that all observables are independent across all individual units, i. These
assumptions allow the application of the Law of Large Numbers and the Lindeberg-LØvy
Central Limit Theorem for N → ∞. Assumption (A1) further implies that the tests are
comparable with the augmented Dickey-Fuller tests for a single time series where the au-
tocorrelation of the error term is restricted to be of ￿rst order. Assumption (A2) implies
that (yi0,τi) is uncorrelated with εit, and (A3) implies that yi0 and τi are uncorrelated,
but both assumptions allow for arbitrary correlation between the unobserved e￿ects (yi0
and τi) and the observed explanatory variables (yi,t−1 and ∆yi,t−1) (Wooldridge (2002), p.
252). Remark that Assumptions (A2)-(A3) do not exclude the special case that yi0 and τi
are ￿xed, as is assumed by Harris and Tzavalis (1999).
The unit root hypothesis is given by
H0 : ϕ = 1 versus HA : ϕ < 1.
The three DGP’s (5.1)-(5.3) are the panel data counterparts of the single time series DGP’s
considered by Phillips and Perron (1988) in the development of their unit root test. The
unit root test considered here is based upon the standardized coe￿cient statistic, which is
similar to other tests for ￿nite T (Harris and Tzavalis (1998, 1999)).
Consider the least squares estimators ˆ ϕ and ˆ ρ of the regression models (5.5)-(5.7), under
the assumption that the data are generated by the processes (5.1)-(5.3), respectively. Under
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where j = 1 for Model 1 and j = 2 for Models 2 and 3,
εi = (εi,j+1,...,εi,T)
0 , yi,−1 = (yi,j,...,yi,T−1)
0 ,
∆yi,−1 = (yi,j − yi,j−1,...,yi,T−1 − yi,T−2)
0 , (5.9)
and QT is a T × T idempotent matrix, for the respective models given by
Model 1 : QT = IT, (5.10)











where ιT is a T × 1 vector of ones, ZT = (ιT,κT) and κ0
T = (1,2,...,T). For Model 1,
estimator (5.8) is the least squares (LS) pooled estimator (ˆ ϕ, ˆ ρ)
0
LSP; for Model 2 it is the
LS dummy variable estimator (ˆ ϕ, ˆ ρ)
0
LSDV ; and for Model 3 it is the LS dummy variable
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from which the limiting behavior of ˆ ϕ and ˆ ρ has to be determined. This will involve
calculating the probability limits
(P,Q,R,V,W) = plim(¯ p, ¯ q, ¯ r, ¯ v, ¯ w), (5.15)
and the bias
(bϕ,bρ) = plim(ˆ ϕ − 1, ˆ ρ − ρ).




In this section the unit root tests for the di￿erent models will be presented. For Model 1,
the bias and variance of the ‘unit root’-parameter estimator, ˆ ϕ, are derived, and the test
statistic is the standardized parameter estimate. In addition, it is shown that the t-test,
based on standard regression output, gives correct asymptotic inference for H0. For Models
2&3 a somewhat di￿erent approach is followed, because a bias-correction is needed. For
Model 1 a comparison is made with a test statistic based on a regression that does not
take into account the serial correlation of the error terms (Harris and Tzavalis (1999)).
The limiting distributions of the estimators depend on S, the starting period of the
AR(1) error process, and in particular on the quantity ω = ω (S) =
P0
s=S ρ2−2s (with the
convention that
Pb
i=a (·) = 0 when a > b). Note that
0 = ω (1) ≤ ω (0) ≤ ... ≤ ω (−∞) =
ρ2
1 − ρ2
and that ρ = 0 implies ω = 0.
5.3.1 Model 1
Model 1 consists of the true process given by (5.1), and is estimated by the pooled regression
in (5.5). In the following theorem the limiting distribution of the pooled LS estimator is
given.




ˆ ϕ − 1
ˆ ρ − ρ
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LSP


















































Remark. The summations appearing in P, Q and R can be eliminated. The resulting
expressions are given in Appendix D.
In view of Theorem 5.1, I propose the unit root test statistic









where ˆ P, ˆ Q and ˆ R are P, Q and R evaluated at ˆ ρLSP. In contrast with a regression model
with serially uncorrelated errors (Harris and Tzavalis (1999)), the nuisance parameter ρ
appears in σ2
ϕ, the limiting variance of
√
N ˆ ϕLSP. However, since ˆ ρLSP is a
√
N-consistent
estimator for ρ under H0, σ2
ϕ is estimated
√
N-consistently by substituting ˆ ρLSP for ρ.
Hence, the resulting statistic, T1, is asymptotically distributed as N (0,1).
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T (ˆ ϕ − 1)
√
T (ˆ ρ − ρ)
!
LSP















T (ˆ ϕ − 1),
√
T (ˆ ρ − ρ)
´0
LSP
converges for (N,T) → ∞ to the stated normal distribution, irrespective of the expan-
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Figure 5.1: The Inconsistency of ˆ ϕLSP;HT due to Neglecting Serial Correlation.
sion rate between N and T (Phillips and Moon (1999a), Remark (a) on p. 1074). The
convergence rates of ˆ ρLSP (
√
NT) and ˆ ϕLSP (T
√
N) are consistent with results reported
previously by Levin and Lin (1993), Quah (1994) and Harris and Tzavalis (1999). The
latter convergence rate is also known as ‘super consistency’.
We will now discuss our test statistic when the error process starts at S = 1, and
compare it with the test statistic proposed by Harris and Tzavalis (1999), both in the
absence and presence of serial correlation. This discussion is based on the following lemma.
Lemma 5.1. Let Q = Q(ρ,T) and P = P (ρ,T) be as in Theorem 5.1, and let S = 1.
Then
Q(ρ,T) > 0 (5.16)
and
P (ρ,T) T
T (T − 1)
2
⇐⇒ ρ T 0. (5.17)
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and has variance σ2
ϕ;HT = 2T −1 (T − 1)
−1. If we compare the expression for σ2
ϕ evaluated
at ρ = 0 with σ2












This means that in the absence of serial correlation ˆ ϕLSP;HT is a more e￿cient estimator for
ϕ than ˆ ϕLSP, but this e￿ciency gain disappears for large T. Note that the e￿ciency loss
of ˆ ϕLSP is due to the fact ∆yi,t−1 is included in our regression model, so that an additional
parameter has to be estimated and the e￿ective number of observations along the time
dimension is reduced by one.
The e￿ect on the test statistic of neglecting serial correlation of the error term, i.e.
estimating ϕ while restricting ρ to zero, is twofold. First it causes ˆ ϕLSP;HT to be an






























The ￿rst expression is the standard expression for the omitted variable bias when we
regress yi,t on yi,t−1 and omit ∆yi,t−1. The ￿rst equality follows from the fact that yi0 = 0
by assumption. The inconsistency is depicted in ￿gure 5.1. For ρ > 0, it shifts the
distribution of the test statistic with ρ restricted to zero to the right, meaning that the
one-sided test of H0 will be undersized (by Lemma 5.1). A second e￿ect is that the reported
variance, σ2




















The e￿ect of using σ2
ϕ;HT instead of Var[ˆ ϕLSP;HT] is an overestimation of the true variance
of ˆ ϕLSP;HT for ρ > 0, and vice versa (by Lemma 5.1). An overestimated variance will
produce too thin tails after standardization, which results in an undersized test. The
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combination of the inconsistency of ˆ ϕLSP;HT and the inconsistently estimated variance
results unambiguously in an undersized unit root test when ρ > 0 and the test statistic of
Harris and Tzavalis (1999) is used.
It needs to be pointed out that the asymptotic covariance matrix of (ˆ ϕ, ˆ ρ)
0
LSP, i.e. Σ, is
consistently estimated by the usual covariance estimator, (X0X)
−1 ˆ σ2
ε in standard notation,
although it is less e￿cient than the one I propose. As a practical consequence the standard
t-test yields correct asymptotic inference for H0.
In this subsection a test statistic was proposed for the simple model without individual-
speci￿c constant terms and with starting values equal to zero. Its main purpose was to
make a comparison with the test statistic for a model with serially uncorrelated errors and
￿xed T (Harris and Tzavalis (1999)). The model considered is restrictive since it assumes
that yi0 is zero for all i, which makes its empirical relevance limited. In the next section, a
unit root test is derived that allows the DGP to have non-zero starting values, by including
N ￿xed e￿ects dummy variables in the regression equation.
5.3.2 Model 2
Model 2 is given by the DGP in (5.2) and is estimated by the LS dummy variables regression
in (5.6). Note that, under H0, αi = 0 in (5.6). The following theorem gives the limiting
distribution of this estimator.




ˆ ϕ − 1 − bϕ
ˆ ρ − ρ − bρ
!
LSDV
















































































































































































where pi, qi, ri, vi and wi are de￿ned in (5.13).
The bias of the LSDV estimator is known as the Nickell (1981) bias. Since Theorem 5.2
is only applicable under the condition that ρ is known, it needs to be adapted to obtain an
operational test procedure. This will be done in three steps. The ￿rst step consists of the
derivation of a consistent estimator of ρ and subsequently of ϕ, on the basis of expression
(5.18). In the second step, a consistent estimator of E[ξiξ0
i] is constructed. In the ￿nal
step, the variance of the corrected estimate of ϕ needs to be adjusted, to take into account
the fact that ρ is unknown and needs to be estimated. Such an adjustment is needed here,
since ρ also appears in the bias correction term.
We notice that the nuisance parameter ρ is present in the expression for the bias
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of ˆ ϕLSDV , bϕ. Compared to the previous section, the ￿rst di￿culty is that ˆ ρLSDV is
inconsistent for ρ. A consistent estimator is obtained in the following way. The probability
limit of ˆ ρLSDV is g (ρ) = ρ + bρ (ρ), and is graphed in Figure 5.2. It can be checked
empirically that for all T and S, g (ρ) is a monotonically increasing function of ρ, which
enables us to compute a corrected estimate for ρ upon inverting g,
ˆ ρC = g
−1 (ˆ ρLSDV ).
This corrected estimate, ˆ ρC, is a
√
N-consistent estimator of ρ, since ˆ ρLSDV is a
√
N-
consistent estimator of g (ρ) = ρ + bρ (ρ). The ￿rst step in obtaining an operational unit
root test consists of substituting ˆ ρC for ρ whenever needed, in particular to obtain a bias-
corrected estimate of ϕ,
ˆ ϕC = ˆ ϕLSDV − bϕ (ˆ ρC).
Whenever ˆ ρLSDV exceeds limρ→1 g (ρ), I propose as an ad hoc solution to set ˆ ρC = 1.
Similarly, when ˆ ρLSDV < g (−1), set ˆ ρC = −1. This substitution poses no problems since
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are nonsingular matrices for all T and S ≤ 1.
Another approach could have been to look for another
√
N-consistent estimator for ρ,
and to plug this result in bϕ (ρ). In the context of a stationary dynamic panel, Kiviet (1995)
uses a consistent GMM estimate to compute the small-sample distribution of the LSDV-
estimator. Harris and Tzavalis (1998) derive a unit root test statistic for panels with ￿nite
time dimension, where the errors are heteroskedastic and follow an MA(1) process. The
latter test statistic contains the parameter of the MA(1) process as a nuisance parameter,
which is removed by estimating the correlation coe￿cient between ∆yit and ∆yi,t−1, and
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Figure 5.2: The Probability Limit of ˆ ρLSDV when S = 1.
subsequently inverting the correlation coe￿cient function of the MA(1) process.
A consistent estimator of E[ξiξ0
i] is obtained as follows. Let
ˆ εi = QT−jyi − ˆ ϕCQT−jyi,−1 − ˆ ρCQT−j∆yi,−1,


























where ˆ ξi is obtained from (5.19) and (5.13) after replacing ϕ, ρ, εi and σ2
ε with ˆ ϕC, ˆ ρC,
ˆ εi and ˆ σ2
ε. Estimating these (co)variances has an important advantage compared with
using the analytical expressions evaluated at ˆ ρC. As with the tests for models with serially
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uncorrelated errors (Harris and Tzavalis (1999)), the analytical expression of the variance
would involve second and fourth-order moments of the error terms. In order for these
moments to cancel out, an assumption about the distribution of the disturbances is needed,
or their kurtosis coe￿cient needs to be estimated. When, on the other hand, the above
(co)variances are estimated, no estimation of the kurtosis coe￿cient of the error terms is
needed, since the distribution of the error terms is automatically taken into account.
A ￿nal problem is that the variance of the estimator of ϕ needs to be adjusted, in view
of the estimated nature of the bias correction. Indeed,
√
N (ˆ ϕC − 1) =
√
N (ˆ ϕLSDV − 1 − bϕ (ˆ ρC))
=
√























(ˆ ρLSDV − ρ − bρ (ρ))
#
+ op (1),
since bϕ ◦ g−1 is continuous and di￿erentiable. Since, by Theorem 5.2,
√
N (ˆ ϕ, ˆ ρ)
0
LSDV
converges in distribution to a bivariate normal distribution, we conclude that
√
N (ˆ ϕC − 1)



















ˆ ϕC − 1
ˆ σϕc
,
where ˆ σϕc is equal to σϕc evaluated at ˆ ϕC and ˆ ρC, is asymptotically standard normally
distributed.
The results of this subsection are speci￿c for the case that τi = 0, for all i. Relaxing
this assumption would make the test statistic dependent upon the variance of the param-
eters τi. However, by including individual deterministic trends in the regression model,
the assumption that τi = 0, for all i can be relaxed without introducing extra nuisance
parameters, which leads to model 3 in the following subsection.
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5.3.3 Model 3
Model 3 consists of the DGP (5.3), and is estimated by the detrended LS dummy variables
regression (5.7), whose limiting distribution is presented in the following theorem.




ˆ ϕ − 1 − bϕ
ˆ ρ − ρ − bρ
!
LSDT





















































































































































































































































































































































































were pi, qi, ri, vi and wi are de￿ned in (5.13).
The procedure to obtain an operational test statistic is identical to the method outlined
under Model 2. De￿ning the function h(ρ) as the probability limit of ˆ ρLSDT, i.e. h(ρ) =
ρ + bρ (ρ), a corrected estimate for ρ is obtained by inverting h,
ˆ ρC = h
−1 (ˆ ρLSDT)
and a bias-corrected estimate of ϕ is given by
ˆ ϕC = ˆ ϕLSDT − bϕ (ˆ ρC).
Following the same reasoning as for Model 2,
√
N (ˆ ϕC − 1) converges in distribution to a



















ˆ ϕC − 1
ˆ σϕc
,
where ˆ σϕc is equal to σϕc evaluated at ˆ ϕC and ˆ ρC, is asymptotically standard normally
distributed.
One point needs to be clari￿ed, however. In Figure 5.3, h(ρ) is plotted. For T > 5, it
is no longer a monotonic function of ρ, but reaches a maximum at some point ρM inside
the interval (−1,1). The location of this maximum increases for increasing values of T and
S. These maximum values, hM, and the points where they are reached, ρM, are tabulated
for selected values of T for the error process starting in period 1 in Table 5.1 and for the
error process starting in the in￿nite past in Table 5.2.
The nonmonotonicity of h(ρ) raises two problems for our test statistic. First, for some
values of ˆ ρLSDT, we need to choose between two possible values of ˆ ρC. Second, in ρM
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Figure 5.3: The Probability Limit of ˆ ρLSDT when S = 1.
our test statistic has in￿nite variance. The following ad hoc solution which tackles both
problems, stems from the observation that, for T = 5, the funcion h(ρ) is monotonous.
De￿ne hD as the minimum value of h(ρ), for ρ ∈ [−1,1], for which one of the two problems
occurs. It is equal to either h(−1) or h(1). Whenever, for the number of periods T at
hand, ˆ ρLSDT;T ≥ hD;T, re-estimate ρ using only ￿ve consecutive periods, which results in
(ˆ ϕ, ˆ ρ)LSDT;5. A corrected estimate of ρ is obtained by inverting h(ρ;5),
ˆ ρD = h
−1 (ˆ ρLSDT;5).
The bias-corrected estimate of ϕ will be computed as
ˆ ϕD = ˆ ϕLSDT;T − bϕ (ˆ ρD;T).
√
N (ˆ ϕD − 1) converges in distribution to a normal variate with mean zero and variance
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T 6 7 8 9 10 11 12 13
ρM -0.20866 0.51848 0.74218 0.80298 0.83857 0.86309 0.88131 0.89547
hM 0.33775 0.32111 0.36081 0.40223 0.44063 0.47548 0.50690 0.53520
T 14 15 16 17 18 19 20 25
ρM 0.90682 0.91614 0.92392 0.93052 0.93617 0.94107 0.94535 0.96053
hM 0.56072 0.58378 0.60469 0.62370 0.64104 0.65692 0.67150 0.72939
T 30 40 50 60 70 80 90 100
ρM 0.96967 0.97995 0.98543 0.98877 0.99099 0.99255 0.99370 0.99457
hM 0.77019 0.82365 0.85704 0.87983 0.89638 0.90892 0.91876 0.92669




ϕD = ˜ H











where ˜ Σ is the variance matrix of (ˆ ϕT, ˆ ρ5)LSDT, which is as straightforward to estimate as
Σ. As in model 2, when ˆ ρLSDV < g (−1), set ˆ ρC = −1. This substitution is possible since
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This chapter introduces asymptotic unit root tests for panel data models where the errors
are serially correlated and the time dimension is ￿xed. The tests allow for ￿xed e￿ects
and individual deterministic time trends, and are based on the standardized least squares
estimator of the autoregressive coe￿cient. When ￿xed e￿ects and/or individual time trends
are included in the regression model, the coe￿cient is estimated inconsistently by standard
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T 6 7 8 9 10 11 12 13
ρM -0.19137 0.37871 0.62083 0.74554 0.81771 0.86310 0.89346 0.91475
hM 0.33757 0.31729 0.34273 0.37942 0.41748 0.45366 0.48694 0.51718
T 14 15 16 17 18 19 20 25
ρM 0.93025 0.94188 0.95083 0.95786 0.96349 0.96806 0.97182 0.98343
hM 0.54453 0.56925 0.59164 0.61195 0.63044 0.64732 0.66279 0.72378
T 30 40 50 60 70 80 90 100
ρM 0.98910 0.99426 0.99647 0.99761 0.99827 0.99870 0.99898 0.99918
hM 0.76634 0.82157 0.85576 0.87898 0.89577 0.90848 0.91842 0.92642
Table 5.2: The maxima of ˆ ρLSDT (ρ,T) for di￿erent values of T when S = −∞.
estimators and a bias-correction is needed. The limiting distributions of the tests are shown
to be normal. The inconsistency is calculated analytically and a procedure is proposed for
the estimation of the variance. A comparison is made with the tests proposed by Harris
and Tzavalis (1999), and it is shown that our test performs better, even if the amount of
serial correlation is fairly small.
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A Simple Estimator: Proofs of
Theorems
A.1 Decomposition of hε;i

































where E[Rε;iP2 (xi,wi,qi,vi)] = 0 , with P2 (xi,wi,qi,vi) any polynomial of maximal degree
two. Making use of the de￿nitions of ei and v∗







































i + Rε;i. (A.1)
From Assumption A and from (2.7) follows that
E[εi | xi,wi,qi] = E[E[εi | xi,wi,qi,vi] | xi,wi,qi] = E[hε;i | xi,wi,qi] = 0 .
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Premultiplying both sides of (A.1) with ri, we deduce that κ = 0. On the left-hand side
E[rihε;i] = 0, since E[hε;i | xi,wi,qi] = 0. On the right-hand side it holds that E[riRε;i] = 0,
since the elements of ri are monomials in xi, wi, qi and vi of degree two or less, and we
also have that E[riv0
i] = 0, by Assumption A and by de￿nition of ei.
A.2 Inconsistency of the SB Estimator
The inconsistency of the SB estimator is proved for scalar zi, which simpli￿es (2.2), (2.10)
and (2.11) to












iθε4 + eiθε5 + Rε;i.
I will prove that
















is correlated with (x0
i,zi), which implies inconsistency of Garen’s (1984) SB estimator of







































































In order to prove it’s incosistency, I compute the projection of hε;i on (vi,zivi)
0, i.e. the





































































































































































































































































































































































































































































































































































































































































































In general, neither (A.3) nor (A.4) is equal to zero. In the following cases, however, Garen’s
(1984) SB estimator is consistent:
• The linearity Assumption (2.4) holds, which implies that θε2,...,θε5 is equal to zero.
• The second and third order conditional moments of the disturbances of equation (2.2)
are not a function of the exogenous variables (x0
i,w0
i,q0



























In both cases it holds that (A.3) and (A.4) are both equal to zero.
98A.3. ASYMPTOTIC NORMALITY
A.3 Asymptotic Normality



























is proved, next asymptotic normal-
ity is proved.
The disturbance (2.15), can be rewritten as
˜ ζi = ζi − θ
0







































































vi − ˆ vi = −
³








B2 − ˆ B2
´
wi























, and can asymptotically be approximated by
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xi (vi − ˆ vi)
0¢0 θ2 + Vec
¡




qi (vi − ˆ vi)
0¢0 θ4 + (ei − ˆ ei)
0 θ5 + z
0





























The ￿rst two terms on the right-hand side are independent processes, which are uncorre-
lated, with variances equal to E[siζ2
i s0
i], respectively DΩD0. The conclusion follows by the
Lyapunov CLT.
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Semiparametric Estimation: Proofs of
Theorems
B.1 Preliminaries
De￿nitions. De￿ne the N × J, respectively N × L matrices




z = (z1hz (˜ v1),...,zNhz (˜ vN))
0 ,
and also H∗ = (Hx,H∗
z). De￿ne in the same fashion G∗ = Gε + G∗
u.
The ￿rst κm (N) = max(κε (N),κu (N)) elements of the family of orthonormal poly-
nomials with respect to the distribution F (˜ v), {ϕj (·) : j = 1,2,...}, will be estimated
by






























with ˆ FN the empirical CDF of ˆ ˜ v and δjk Kronecker’s delta. The following lemma assures the
convergence of the estimated orthogonal polynomials to the true orthogonal polynomials.





− → ϕj (·;β), ∀j = 1,...,κm (N).
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Proof. Since ˜ vi = Eβ [vi |xi,wi,zi], we can rewrite ϕj (·) as ϕj (·;β) which will be approxi-




. Now, since (i) ˆ β
p
− → β and since (ii) ˆ ϕjN (·;θ)
p
− → ϕj (·;θ)
uniformly on an open set B0 containing θ = β, with ϕj (z,p;θ) continuous at θ = β, it





− → ϕj (.;β) (Davidson (1994), theorem 21.6).
Condition (i) is satis￿ed by Assumption C and condition (ii) follows immediately from
Theorem 2 by Jennrich (1969).
Lemma B.2. For any N × I-matrix A and N × J-matrix B for which N−1A0A = Op (1)
and N−1B0B = Op (1), it holds that
N
−1A







where ˆ Π is a N × κ matrix of powers in ˜ vi,..., ˜ v
(κ+1)
i . The variables ˜ vi are continuous




ˆ β − β
´
= Op (1). If, in addition,
it holds that N−1A0Π = op (1), or N−1B0Π = op (1) then it holds that
N
−1A







Proof. Rewrite the left-hand side as
N
−1A
















































































































































































































M11 M12 M13 ··· M1κm
M12 M22 M23 ··· M2κm
M13 M23 M33 ··· M3κm
. . .
. . .
. . . ... . . .























i2 ... ˜ v
jκm−1
iκm−1. As
a consequence the (k,l)







can be written as
N
³

























i2 ... ˜ v
jκm
iκm − ˆ ˜ v
j1
i1 ˆ ˜ v
j2
i2 ... ˆ ˜ v
jκm
iκm can be decomposed in κm terms where only one factor










i2 ... ˜ v
jκm
iκm . This proves the lemma.
Lemma B.3. Under the assumptions of Theorem 3.1 it holds that
N
−1 ˆ ˜ S
³
ˆ β




= ¯ AN + op (1).
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Proof. First it holds that
N
−1 ˆ ˜ S
³
ˆ β





−1 ˆ ˜ S (β)







from Lemma B.2 and Assumption C. We further have that
N
−1 ˆ ˜ S (β)
0 ˆ ˜ S (β) − N
−1 ˜ S












= op (1). (B.2)
This will be shown term by term for the diagonal elements. For the other elements, the























































































∗ = op (1).
The second term is equal to
N
−1H














































































using independence and Assumption E.4 and the assumptions of Theorem 3.1. By the
Cauchy-Schwarz inequality we have that the (j1,j2)-th element of the covariance matrix
of N−1H∗0QΨ ˜ S is smaller than N−1∆
³
ehx;j1 (κε (N))ehx;j◦2 (κε (N))
´
for j1,j2 ≤ K1. The
(K1 + k1,K1 + k2)-th element is smaller than N−1∆
³
ehz;k1 (κu (N))ehz;k2 (κu (N))
´
. The
(j1,K1 + k2)-th element, ￿nally, is smaller than N−1∆
³
ehx;j1 (κε (N))ehz;k2 (κu (N))
´
. By
































−1∆(κε (N) + κu (N))
= op (1),




0 ˜ S − ¯ AN = op (1). (B.3)
Equalities (B.1), (B.2) and (B.3) entail Lemma B.3.
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B.2 Proofs of Theorems
Proof of Theorem 3.1. First, the estimator for the ’parametric part’ of the parameter








































The theorem will be proved by computing term by term the orders of convergence.
1. For the ￿rst factor, it holds that
µ
N−1 ˆ ˜ S
³
ˆ β




= Op (1) by Lemma B.3 and
Assumption E.2.




∗ + Ξ) = N
−1S
0QΨ (G
∗ + Ξ) + N
−1S






























0 (Qˆ Ψ − QΨ)(G
∗ + Ξ),
for which the orders of magnitude will be derived term by term.








































= 0 and we have for every
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where the ￿rst inequality holds by Assumption E.1, and the second by Assump-
tion E.6. Remark that κε + κu is equal to the trace of PΨ. By Chebyshev’s
inequality, above inequalities imply N−1 ˜ S0PΨΞ = Op
³





(c) For the third term,
N
−1H






0 QΨ (Gε + G
∗
u),
we will show that each element of N−1H0
xQΨ (Gε + G∗
u) is
Op (ehx (κε (N)){egε (κε (N)) + egu (κu (N))}). For H∗
z the proof is the same. It




xjQΨ (Gε + G
∗
u) = N

























= Op (ehx (κε (N))egε (κε (N)))
+Op (ehx (κε (N))egu (κu (N))),




−1 (Hxj − ΦNκηxj)






N−1 (Hx − ΦNκηxj)






N−1 (Gε − ΦNκπε)
0 (Gε − ΦNκπε)
¤
≤ ehx (κε (N))egε (κε (N)),
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where the ￿rst inequality follows from the Cauchy-Schwarz inequality, and the




z QΨ (Gε + G
∗
u)
= Op ({ehx (κε (N)) + ehz (κu (N))}{egε (κε (N)) + egu (κu (N))}).
(d) For the fourth term, N−1H∗0QΨΞ = N−1 (Hε,H∗
u)













−1 (Hxj − ΦNκηxj)
0 QΨΞ,




−2 (Hxj − ΦNκηxj)
0 QΨE[ΞΞ





−2 (Hxj − ΦNκηxj)
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(f) The last term can be written as
N
−1S
0 (Qˆ Ψ − QΨ)(Gε + G
∗
u + Ξ) = N
−1S
































































In order to prove Theorem 3.2, we ￿rst prove the following lemma.
Lemma B.4. It holds that
N
− 1














ˆ β − β
´i
+ op (1), (B.4)
√

















ˆ β − β
´i
d − → N
¡




Proof of (B.4). It holds that the left-hand side of (B.4) equals
N
− 1
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For the ￿rst term we have that
N
− 1








































+Op (egε (κε (N))) + Op (egu (κu (N))),


















∗0 (PΨ − Pˆ Ψ)
³
G




































ˆ β − β
´
+ op (1). ¤
Proof of (B.5). It holds that
N
− 1























where the second term N− 1
2S0 (Qˆ Ψ − QΨ)Ξ = op (1), by Lemma B.2, and the third term
N− 1
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Proof of (B.6). This expression holds by (B.4)-(B.5), by Assumption E.3, F and by the
asymptotic independence of both terms. ¤


























































0Ξ + op (1)
o












































ˆ β − β
´i
,
and Theorem 3.2 follows by the Lyapunov CLT. ¤
Proof of Theorem 3.3. It holds that



















A + Pˆ Ψ ˆ G
∗.
Rearranging terms and substraction of Qˆ ΨG∗ and making use of the decomposition S =


















A − Qˆ ΨG
∗ + Pˆ ΨΞ.
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and for the last term that N−1Ξ0Pˆ ΨΞ = Op ((Kε + Ku)N−1). Theorem 3.3 follows from
the triangle inequality. ¤
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IV Estimation in Panels: Proofs of
Theorems
C.1 Identi￿cation
Proof of Proposition 4.1. A necessary and su￿cient condition for identi￿ability of ϕ in
(4.9), is that PVR is of full column rank. Given Assumption A-D, a su￿cient prerequisite
for this is that both PVXX and PVSS are of full column rank. Since Pi, Pp and Pr are
mutually orthogonal, variables lying in one of the three subspaces can only have instruments
from that subspace and variables spanning two subspaces cannot have instruments from
the third subspace. Consider now all possible spaces generated by all possible unions of
these mutually orthogonal subspaces, then for each of these unions it must hold that the
number of variables lying within it should not be greater than the number of instruments
generated from it.
More speci￿cally, the number of variables in X that only have a nonzero component in
the individual-speci￿c dimension, ka¨ b¨ c + k˙ a¨ b¨ c, should not be greater than the number of
individual-speci￿c instruments, ka. Since we have that k¨ a¨ b¨ c = 0, the resulting identi￿cation
restriction is given by
k¨ b¨ c ≤ ka. (C.1)
The same holds for S (j¨ b¨ c ≤ ja) and the same condition holds for one component variables
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along other dimensions
m¨ a¨ c ≤ mb, (C.2)
m¨ a¨ b ≤ mc, (C.3)
for m = j,k. The number of variables in X that miss the individual-speci￿c dimension
is given by k¨ a, and it should not be greater than the sum of the period-speci￿c and the
idiosyncratic instruments (kb + kc)
k¨ a ≤ kb + kc, (C.4)
and similarly for variables in S that miss the individual-speci￿c dimension. Analogous
conditions are needed for variables also missing exactly one other dimension
m¨ b ≤ ma + mc, (C.5)
m¨ c ≤ ma + mb, (C.6)
for m = j,k. Finally, the number of variables in X and S needs to be smaller than the
number of instruments for X, respectively S,
K ≤ kVX,
J ≤ jVS. (C.7)
which, after simple algebra, leads to
m˙ a˙ b˙ c + (m¨ a˙ b˙ c + m˙ a¨ b˙ c + m˙ a˙ b¨ c) + (m˙ a¨ b¨ c + m¨ a˙ b¨ c + m¨ a¨ b˙ c)
≤ 2mabc + (m˙ abc + ma˙ bc + mab˙ c) + (m¨ abc + ma¨ bc + mab¨ c),
for m = j,k.
Having established the identi￿cation of X and S separately, we can easily verify that these








xit · (xit − µX)
0¤0 ,Vec
£






















Consider ￿rst variables with only one component. For instance, the number of individual-
speci￿c variables in R is given by the number of individual-speci￿c variables in X (k¨ b¨ c),
plus the number of individual-speci￿c variables in S (j¨ b¨ c), plus the number of individual-
speci￿c variables in P (k¨ b¨ c · (k¨ b¨ c + 1)/2), plus the number of individual-speci￿c variables in
Q (j¨ b¨ c · k¨ b¨ c) and totals (1 + k¨ b¨ c)(1 + k¨ b¨ c/2 + j¨ b¨ c)−1. Also, the number of individual-speci￿c
instruments in vit is equal to the number of individual-speci￿c instruments in vX,it (ka), plus
the number of individual-speci￿c instruments in vS,it (ja), plus the number of individual-





(ka (ka + 1)/2), plus the number of individual-





(ja · ka) and is equal to (1 + ka)(1 + ka/2 + ja)−1.
It is now easy to verify that the identi￿cation restriction
(1 + k¨ b¨ c)(1 + k¨ b¨ c/2 + j¨ b¨ c) − 1 ≤ (1 + ka)(1 + ka/2 + ja) − 1
is ful￿lled when the conditions k¨ b¨ c ≤ ka and j¨ b¨ c ≤ ja are ful￿lled. The reasoning is analogous
for the period-speci￿c and for the idiosyncratic variables in R.
Consider now variables with two components. For instance, the total number of variables
without idiosyncratic component in R is given by the number of variables without idiosyn-
cratic component in X (k¨ c) and in S (j¨ c), plus the number of individual-speci￿c variables
in Vech[xit · x0
it] (k¨ b¨ c (k¨ b¨ c + 1)/2) and in Vec[xit · s0
it] (j¨ b¨ c · k¨ b¨ c), plus the number of period-
speci￿c variables in Vech[xit · x0
it] (k¨ a¨ c (k¨ a¨ c + 1)/2) and in Vec[xit · s0
it] (j¨ a¨ c · k¨ a¨ c). It should
be smaller then or equal to the number of instruments without idiosyncratic component in
vit, which is equal to the number of instruments without idiosyncratic component in vX,it
















(ka · ja + kb · jb). The resulting identi￿cation restriction is given by
k¨ c + j¨ c + k¨ a¨ c (k¨ a¨ c + 1)/2 + k¨ b¨ c (k¨ b¨ c + 1)/2 + j¨ a¨ c · k¨ a¨ c + j¨ b¨ c · k¨ b¨ c
≤ ka + kb + ja + jb + ka (ka + 1)/2 + kb (kb + 1)/2 + ka · ja + kb · jb,
which is easily veri￿ed by (C.1), (C.2) and (C.6). The resulting inequalities for the variables
in R without individual-speci￿c component or without period-speci￿c component are also
easily veri￿ed.
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which follows trivially from (C.7), which completes the proof of Proposition 4.1. ¥
C.2 Estimation
Throughout the rest of this appendix denote PVR by ˆ R.
C.2.1 IV Estimation
Proof of Theorem 4.1. The consistency of




follows immediately from Assumption B.1-B.3, C and the choice of the instruments. In





















, and ΣC = E[CC0], with N1, N2 and N3 to be determined
shortly. From the construction of Pi, Pp and Pr in (4.6) we have, in general, that
PiH = Pi (Hλ + Hξ) ⇔ PrH = Pr (Hλ + Hξ) (C.8)
PpH = Pp (Hτ + Hξ) ⇔ PrH = Pr (Hτ + Hξ). (C.9)
The condition PiH = Pi (Hλ + Hξ) veri￿es the presence of period-speci￿c components in
the error term H. It is satis￿ed if the only coe￿cients that show period-speci￿c variation
are the ones associated with period-speci￿c variables or with the constant term. In that case
Hτ is also period-speci￿c and thus orthogonal to Pi and Pr. Similarly, PpH = Pp (Hτ + Hξ)
is satis￿ed if the only coe￿cients that show individual-speci￿c variation are the ones as-
sociated with individual-speci￿c variables or with the constant term. Ful￿llment of both
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conditions implies that only the constant term has a random coe￿cient associated with it,
i.e. the model is an error components model.

































which is a consequence of the block-diagonal structure of E[HλH0
λ], the permuted block-
diagonal structure of E[HτH0






1. In the ￿rst case, we have that PiH = Pi (Hλ + Hξ) and PpH = Pp (Hτ + Hξ). Rela-







NTPi (Hλ + Hξ)
ι0





















































corresponding to individual-speci￿c variables will be of the same order as the (1,1)-th
element of limN,T→∞ [ΣC], period-speci￿c variables correspond to the (2,2)-th element
and idiosyncratic variables to the (3,3)-th element. In order that Γ = O(1), we need
to impose that N1 = N, N2 = T and N3 = NT. Variables with more than one
component belong to the group of variables for which Ni is the lowest. For instance,
a variable with both an individual-speci￿c and a period-speci￿c component will be
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part of Ri if N = o(T), since insuch case it holds that T −1 = o(N−1). Such a variable






R¨ ab,R¨ a˙ b
´











, if T = o(N)
and always that Rr = R¨ a¨ b.
The expression for Γ in the ￿rst case can be simpli￿ed, by noticing that
R
0PVH = R
0PVi (Λ + Ξ) + R
0PVp (Υ + Ξ) + R
0PVrΞ.















































and further simpli￿cation results in Γ = Diag
3
j=1 [Mj], with M1 = σ2
λPi, M2 = σ2
τPp,
M3 = σ2






for j = i,p,r.








NTPi (Hλ + Hξ)
ι0
NTPp (Hλ + Hτ + Hξ)
ι0






















, if T = o(N).









NTPi (Hλ + Hτ + Hξ)
ι0
NTPp (Hτ + Hξ)
ι0











O(N−1 + T −1) O(T −1) O(T −1)
O(T −1) O(T −1) O(T −1)




with N1 = min(N,T), N2 = N3 = T and Ri =
¡
Ra,R˙ a¢
, if N = o(T).
4. In the fourth case, ￿nally, it holds that PiH 6= Pi (Hλ + Hξ) and PpH 6= Pp (Hτ + Hξ).







NTPi (Hλ + Hτ + Hξ)
ι0
NTPp (Hλ + Hτ + Hξ)
ι0




limN,T→∞ [ΣC] = O(N−1 + T −1)ΨCJ3ΨC, with J3 = ι3ι0
3 and thus Nj = min(N,T)
for j = 1,2,3.
Finally, asymptotic normality follows by a slight adaptation of Theorem 4.1, part (a) in
Hsiao (1974). ¥
C.2.2 Inverse of Ω and Order of X0
1Ω−1X2
C.2.2.1 Inverse of Ω
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then we have, by the equality



































































































and djt = z0
jt˜ Σξzjt.
C.2.2.2 Order of X0
1Ω−1X2




denote a LM × LM diagonal matrix with














a LM × LM matrix with nonzero ele-
ments where JL⊗IM has nonzero elements. The second argument of these matrices denotes
that their nonzero elements are functions of the matrix Σ.
Lemma C.1. The inverse (C.13) of a matrix which has a structure as given in (C.11), can
be asymptotically approximated by ΦA + ΦB + ΦC + ΦD in the sense that, for conformable









1 (ΦA + ΦB + ΦC + ΦD)X2 (C.16)
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where












V (B)0D−1 = BNT;T
³
T −1; ˜ Σξ
´
ΦC = D−1V (T)G
−1








1 V (T)0D−1 = SNT
³































Proof. The inverse of Ω−1
η is given by (C.13). Using the above notation and (C.15), the
inverse of the KN × KN matrix V (B)0D−1V (B) + IN ⊗ ˜ Σ
−1






















































































































−3; ˜ Σλ, ˜ Σξ
´
,
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De￿ne now F = V (T)0C−1V (T) +
³
IT ⊗ ˜ Σ−1
τ
´
, then we have that
F ≈ G1 − G2 + G3,
where












V (B)0D−1V (T) = STK
³





















































































































































which proves the lemma. ¥
Remark. Note that X1ΦJX2 = O(NT) for J = A,B,C,D, for all conformable matrices,
for which X1 = Op (1) and X2 = Op (1). Note also that the leading terms in the asymptotic
approximation of Ω−1
η are all functions of ˜ Σξ, but neither of ˜ Σλ nor ˜ Στ.
C.2.3 Aitken Estimation
Proof of Theorem 4.2. Consistency of










follows from the consistency of ˆ ϕIV . Following Lemma C.1 (see the remark above), we have






= 0, since both matrices ˆ R and R are Op (1), it
holds that PΩ = Op (1) Furthermore, for ΓΩ = limN,T→∞
h
(NT)




O(1), we need that Nj = NT for j = i,p,r. This proves the consistency rate in the general
case. Asymptotic normality again follows by a slight adaptation of Theorem 4.1. in Hsiao
(1974).
To prove the case of an error component model, we notice that Ωη can be written as






































¢−1 Pp + σ
−2
ξ Pr.




























































































































and Ni = N. Similarly, Np = T and Nr = NT. ¥
It can also be seen from (C.17) and (C.18) that variables containing more than one
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component have as consistency rate the highest (fastest) consistency rate of each of the
components. For example, consider a variable wit with both an individual-speci￿c and
a period-speci￿c component and assume that N = o(T), which implies T −1 = o(N−1).
Now (NT)
−1 W 0PVΩ−1
η W will be the sum of two terms: O(T −1) + O(N−1), of which
asymptotically O(N−1) (the period-speci￿c component) will dominate. The period speci￿c
component of (NT)
−2 W 0PVΩ−1
η PVW, will also dominate. Variables with both individual-

































O(N−1T −2) O(N−2T −2) O(N−1T −2)
O(N−2T −2) O(N−2T −1) O(N−2T −1)







will now be computed.
From the de￿nition H
(λ)
j = (ˆ ηj1ˆ ηj2, ˆ ηj1ˆ ηj3,..., ˆ ηj,T−1ˆ ηjT)



















































is {Σλ + δs=t (Στ + Σξ)}vit · v
0
jv {Σλ + δu=v (Στ + Σξ)}vju.





























is {Σλ + δs=t (Στ + Σξ)}vit · v
0
jv {Σλ + δu=v (Στ + Σξ)}vju
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if i 6= j, and it is equal to a T (T − 1)/2 × T (T − 1)/2 matrix with nonzero elements if
































= O(N (N − 1)T (T − 1)/2) + O
¡
NT




This is the sum of N blocks for which i = j, which contain T 2 (T − 1)
2 /4 nonzero elements
each, plus the N (N − 1) blocks for which i 6= j, which contain T (T − 1)/2 nonzero







= O(N (N − 1)T (T − 1)/2) + O
¡
N






















































is {Σλ + Στ + Σξ}vis · v
0
jt {Σλ + Στ + Σξ}vjt,


























2 + N (N − 1)T
¢
,
which is the sum of N blocks for which i = j, containing T 2 elements, and N (N − 1)



















































is {Σλ}vit · v
0
ju {Σλ + Στ + Σξ}vju,
is equal to OT(T−)×T, unless i = j, in which case all of its elements are nonzero. Conse-
quently we have that Cov
£
V (λ)0E(λ),V (ξ)0E(ξ)¤
= O(NT 2 (T − 1)), and, by the symmetry
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between N and T, Cov
£
V (τ)0E(τ),V (ξ)0E(ξ)¤









































iu {Σλ}viv · v
0
kt {Στ}vlt,
which is equal to zero, unless (h = i ∨ l = i) ∧ (u = t ∨ v = t), i.e. at (2N − 3)(2T − 3)
places. It follows that Cov
£
Z(λ)0E(λ),Z(τ)0E(τ)¤
= O(N (2N − 3)T (2T − 3)).










O(NT 4) + O(N2T 2) O(N3T) + O(NT 3) O(NT 3) + O(N2T)
O(N3T) + O(NT 3) O(N4T) + O(N2T 2) O(N3T) + O(NT 2)






















are given by (O(N−1) + O(T −2),O(N−2) + O(T),O(N−1) + O(T −1)), which proves the
proposition. ¥
C.2.5 Feasible Aitken Estimation
The proof of Theorem 4.3 consists of two parts. The ￿rst part proves the equivalence of
Aitken and feasible Aitken estimators in the case we are dealing with an error-components
model. The second part proves the rate of convergence of the variance in the general case.
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−1 ΨΩ ˆ R
0ˆ Ω
−1

















ξ ΨΩ ˆ R
0PrH
= T1 + T2 + T3 + T4,
where
T1 = (NT)
















































The ￿rst term, T1, is the numerator of the Aitken estimator (see Theorem 4.2) and it has































where the second line is equal to σ2
λ−ˆ σ2
λ, with ˆ σ2
λ the covariance estimator from subsection
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because the LHS is equal to zero if i 6= j or k 6= l. Similarly we have that Var[T3] =
NpO(N−2T −2)J(1+K)(1+K



























































































d − → (NT)
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and thus the ￿rst part of the theorem.
The second part of the theorem states that min(N,T)(ˆ ϕFIV A − ϕ) = Op (1) as N,T → ∞.














































with W = R,H, by Lemma C.1.
First it holds that (NT)
−1 ˆ R0ˆ Ω−1
η R = Op (1), because (NT)


















































































































by (4.19), using the de￿nitions of ˜ Σ(ξ) and v
(ξ)



















































−1 ˆ R0 ˆ D−1R = Op (1). The other terms in (C.20) are of of the same order
in probability as (NT)
−1 ˆ R0 ˆ D−1R and hence (NT)
−1 ˆ R0ˆ Ω−1
η R = Op (1).
Secondly, we have that (NT)































































































ˆ rit;q {Op (Rη)}ηit
and































































































by (4.19), using the de￿nitions of ˜ Σ(ξ) and v
(ξ)
it from subsection 4.4.3. The ￿rst term of
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Similarly, the following equalities can be shown: Var[Tj] = O(N−j + T −j),∀j ≥ 4,
Cov[Ti,Tj] = Op
¡
N−d(i+j)/2e + T −d(i+j)/2e¢
,∀i,j ≥ 4, where dxe is the smallest integer
greater than or equal to x.
It also holds that (NT)


















































−1 ˆ R0 ˆ D−1V (T) ˆ G
−1










































−1 ˆ R0 ˆ D−1V (T) ˆ G
−1
1 ˆ H1 ˆ G
−1



































































































From which the remark below Lemma C.1 can be veri￿ed, i.e. the terms of ˆ R0ΦjY , j =
B,C,D, converge at the same rates as the corresponding terms of ˆ R0 ˆ D−1Y .
The variance of (NT)
−1 ˆ R0 ˆ D−1H is now equal to O
¡
(NT)




−1 ˆ R0 ˆ D−1H = op (1), by the Chebyshev inequality. Suppose that N ∼ T κ, then,
since (NT)
−1 ˆ R0 ˆ D−1R = Op (1), it holds that




O(N−2) if κ < 1
O(N−1T −1), if κ = 1
O(T −2), if κ > 1
,
which can be summarized as
min(N,T)(ˆ ϕF2SA − ϕ) = Op (1),
which proves part 2 of the theorem. ¥
















and thus the asymptotic equivalence between Aitken and feasible Aitken estimator can not
be proved.
137Appendix D
Unit Roots in Panels: Proofs of
Theorems
D.1 Preliminaries
Under the unit root hypothesis, we have, from (5.1)-(5.3),
























where yi0 = τi = 0 for Model 1 and τi = 0 for Model 2. De￿ne the T × T matrices
KA = (kA)st =
(
0, s < t,
1−ρs−t+1
1−ρ s ≥ t,
and
LA = (lA)st =
(
0, s < t,
ρs−t, s ≥ t.
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Let εA
i = (εi1,...,εiT)
0, yi0 = yi0ιT, si = τiιT, ti = τiκT, with ιT a T ×1 vector of ones and
κ0
















1, s = t − j + 1,
0, otherwise,
(D.2)
where j = 1 for Model 1 and j = 2 for Models 2 and 3, and where OM×N is a M × N
matrix of zeroes. For S ≤ 0, de￿ne the T × (|S| + 1) matrices






LB = (lB)st = ρ
1+s−t−S,
and the (|S| + 1) × 1 vector εB
i = (εi,S,...,εi0)
0. For S = 1, take KB, LB and εB
i to be






































































































































































In the proofs the following matrix products are needed
KAK
0



























A = (llA)st =
( Ps
r=1 ρ2r+t−s−2, s < t,
Pt
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and, for any (T − j) × (T − j) matrix X,
T
0
T−jXTT−j = (txtT−j)st =
(





T−jXTT−j = (sxtT−j)st =
(
xs−j+1,t−j, s = j,...,T − 1;t = j + 1,...,T,
0, otherwise.
(D.15)
D.2 Proofs for Model 1
Proof of Theorem 5.1. Recalling, (5.14)-(5.15), the proof is complete if it is shown that














We have j = 1 and QT−j = IT−1 , so T 0
T−jQT−jTT−j = T 0
T−1TT−1, which is given by
T
0
T−1TT−1 = (ttT−1)st =
(
1, s = t = 1,...,T − 1,
0, otherwise.
This is a (T − 1) × (T − 1) identity matrix expanded with one column of zeroes to the
right, and one bottom row of zeroes. Hence, from (D.3), P equals the sum of the ￿rst
T −1 diagonal elements of KAK0
A+KBK0























(lkB)tt = ωρt−1 1−ρt
1−ρ ,
(llB)tt = ωρ2t−2.
The stated expressions for P, Q and R follow. Using (D.15), it holds that
S
0
T−1TT−1 = (stT−1)st =
(
1, s = t + 1 = 2,...,T,
0, otherwise
Since S0
T−1TT−1 is lower diagonal with diagonal elements equal to zero, and KA is lower di-
agonal, S0
T−1TT−1KA has a trace equal to zero, and similarly for S0
T−1TT−1LA. Hence, from
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This completes the proof. ¥
Remark. The probability limits P, Q and R appearing in Theorem 5.1 can further be
rewritten as
P =
T (T − 1)
2(1 − ρ)
2 −
(T − 1)(2ρ + ρ2)
(1 − ρ)





































































































and the substitutions q = r − s and p = t − s − 1. An induction on p ≥ 0 shows that
0 <
Pp
q=0 ρq ≤ 1, if − 1 < ρ < 0;
1 =
Pp
q=0 ρq, if ρ = 0;
1 ≤
Pp
q=0 ρq, if 0 < ρ < 1;
(D.17)
with strict inequalities for p ≥ 1. From expression (D.17) the inequalities (5.17) follow









T (T − 1)
2
.








q ≥ 0,∀ρ ∈ [−1,∞),
with strict inequality for t > 2. Hence Q(ρ,T) > 0. ¥
D.3 Proofs for Model 2
The proofs for Models 2 and 3 will make use of the following lemma.
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(f (r)g (r + t − s) + g (r)f (r + t − s)). (D.20)
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f (r + s − t)g (r),





















































































f (r + s − t)g (r).



















































f (r + s − t)g (r),
whence (D.20). ¥
Proof of Theorem 5.2. Under the assumptions made and given that
QT−j = IT−2 −
ιT−2ι0
T−2
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Taking into account the matrix products (D.8), (D.11) and (D.14), it holds that
T
0
T−2TT−2 = (ttT−2)st =
(










TT−2 = (tiitT−2)st =
(
1, s,t = 2,...,T − 1,
0, otherwise.
The tth diagonal element of T 0
T−2TT−2KAK0







A are equal to
T X
q=1







































B are given by
T X
q=1


















respectively, for 2 ≤ t ≤ T − 1.






















































Using Lemma D.1, identity (D.18), with f (r) = g (r) =
1−ρr









































Similarly, by (D.19) with f (r) = ρr−1 and g (r) =
1−ρr
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Taking into account the matrix products (D.15), it holds that
S
0
T−2TT−2 = (tsT−2)st =
(










TT−2 = (tiisT−2)st =
(
1, s = 2,...,T − 1, and t = 3,...,T,
0, otherwise,
and the diagonal elements of S0















































































Application of the central limit theorem and Slutzky’s theorem gives the desired result. ¥
149APPENDIX D. UNIT ROOTS IN PANELS
D.4 Proof for Model 3












































(T − 3)(T − 2)





S2 + 3S1 + 2S0
S3
=
4(T 2 + 2T + 3)





















(T − 1)(T − 2)(T − 3)
,
E =
S3 − S2 − 2S1 − S0
S3
=
T 3 − 10T 2 + 9T − 12
(T − 1)(T − 2)(T − 3)
,
F =
S2 + 2S1 + S0
S3
=
2(2T 2 + T + 3)
(T − 1)(T − 2)(T − 3)
.





T−2 , we can write



















































































































































































TT−2 = (tkitT−2)st =
(










TT−2 = (tkktT−2)st =
(
(s − 1)(t − 1), s,t = 2,...,T − 1,
0, otherwise.






















A are equal to
T X
s=1























































































B are equal to
T X
s=1


























































































































































































Using Lemma D.1, identities (D.18-D.20), with f (r) = g (r) =
1−ρr




































































































152D.4. PROOF FOR MODEL 3
Similarly, by (D.18-D.20) with f (r) = ρr−1 and g (r) =
1−ρr

































































































































































































































































































































































































































































































































































































































































































































































































TT−2 = (skitT−2)st =
(










TT−2 = (siktT−2)st =
(










TT−2 = (skktT−2)st =
(
(s − 1)(t − 2), s = 2,...,T − 1,t = 3,...,T,
0, otherwise.



















TT−2KA are given by
T X
q=1



























































































































































































Application of the central limit theorem and Slutzky’s theorem gives the desired result. ¥
Remark. Analogously with (D.16), the probability limits P, Q, R, V and W for
Models 2 and 3 can further be manipulated to obtain closed forms. These expressions are
available upon request.
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