The program of multislice calculations written by Ishizuka [ User's Manual of Multislice and Image-Simulation Programs (1982). Center for Solid-State Science, Arizona State Univ., USA] for large central computers has been successfully transferred to the 16-bit PDP-11/24 minicomputer, without disturbing its features and capacities. The structural modifications of the transferred program lead to a great reduction of the calculation time for running on the PDP-I 1/24. The function of halftone output of calculated diffraction patterns has been developed and added to the package. This package proves to be especially effective in image simulations for complex structures (medium or large unit cells) on a minicomputer.
Introduction
Multiple scattering is such an important effect in highresolution electron microscopy (HREM) that it is necessary to calculate electron diffraction intensities and simulate HREM images using dynamical diffraction theory in order to understand experimental results observed with microscopes (Cowley, 1975) . Image simulation involves the calculation of dynamical effects between a specimen potential and high-energy incident electrons (100 keV-1 MeV), and often deals with more than 10000 diffraction beams. Such a computation requires a large amount of computer memory to store the data as well as long computing times. The most common image simulation programs are based on the multislice method (Cowley & Moodie, 1957) , and are usually written for 32-bit or larger mainframe computers (O'Keefe, Buseck & Iijima, 1978; Skarnulis, 1982) . Recently, however, Lynch & Qin (1987) developed a multislice program for a PC-type microcomputer, suitable for small to medium-size unit cells.
In the multislice method, a crystal is considered to consist of successive two-dimensional slices normal to the direction of the incident beam. Each slice acts as a pure phase grating while propagation of electrons from one slice to the next is governed by the Fresnel formula. The whole diffraction process is described as a succession of phase-object transmission and Fresnel propagation. The procedure of image simulation thus consists of(l) phase-grating calculations using projected potentials obtained from the Fourier transforms of structure factors in the zeroth-order Laue zone perpendicular to the incident beam, (2) propagator calculations and multislice iterations in which fast Fourier transforms (FFT's) and multiplications are substituted for convolutions, and (3) image formation calculations by FFT of diffraction beams after the introduction of transfer and envelope functions (O'Keefe & Sanders, 1975) .
Features of Ishizuka's program
The set of programs written by Ishizuka (1982) in Fortran IV for 32-bit computers at the Center for Solid State Science, Arizona State University, consists of separate programs connected with data files: (1) MULTI for calculating phasegrating functions and carrying out multislice iterations, (2) IMAGE for calculating HREM images under different conditions, and (3) DFOUT for plotting diffraction amplitudes and phases vs thicknesses. The outstanding features of the program are: a large array, PMAP, occupying 256 Kbytes is used to store as many as 32 768 diffraction beams; 150000 atomic sites per unit cell are allowed (500 sites are input and 300 symmetry operations are available); and up to ten different phase gratings can be used in each calculation and can be extended arbitrarily and easily. Despite its large capacity, however, this package is very concise (fewer than 1800 statements) compared with those such as SHRLI written by O' Keefe et al. (1978) and CELLS by Skarnulis (1982) .
Adapting lshizuka's program to the PDP-I1/24
Our PDP-11/24 is a 16-bit minicomputer with 1 Mbyte main memory and a memory management unit (MMU). Because each of the three programs uses the large array PMAP, which greatly exceeds the limit of 64 Kbyte virtual address space (VAS) of the PDP-I 1/24, no direct use of the programs is possible on this computer. We have to make use of the 1 Mbyte memory space by means of the 64 Kbyte VAS. Since our machine uses a mapped operating system, RSX-11M (version 4.1), which supports the MMU, the VIRTUAL array facility can be used to put large arrays such as PMAP into physical main memory, which exceeds the directly addressable memory space (_< 64 Kbyte) (Digital Equipment Corporation, 1983) . When these arrays are referenced they are mapped to physical addresses by a WINDOW taking only 8 Kbyte of VAS. VAS can thus free executable codes and other data that will be stored in directly addressable memory space in running time. Note that for a user's program using VIRTUAL arrays only 56 Kbyte VAS can actually be available.
Great care must be taken in using VIRTUAL arrays in place of global or local arrays (COMMON or DIMENSION declared) which are referenced in subprograms. For example, an array that was associated with a subprogram by a common block can no longer stay in the block after being converted to VIRTUAL (Digital Equipment Corporation, 1983) ; dummy-actual argument can be employed to maintain this kind of data connection. The memory allocation map is very useful in transferring the programs, telling us whether the 56 Kbyte limit is met or not. This limit can be satisfied when a sufficient number of arrays have become VIRTUAL. After laborious modifications, computation of conventional image simulation can be carried out correctly. A typical result of the simulation obtained on the PDP-11/24 under RSX-11M is shown in Fig. 1 , where the halftone output of the simulated images was printed on a line printer in ten grey levels using three subroutines in the original package.
Speeding up the calculation on the PDP-I1/24
Unfortunately MULTI, the first program adapted to the PDP-11/24, required so much computer time that calculations for large unit cells (with lattice parameters around or larger than 20 A) were impractical on the PDP-11/24. The next problem was thus to reduce the running time of MULTI. Careful analysis demonstrated that this sharp increase of time was caused by VIRTUAL array mappings. Thus it is required to compress the use of VIRTUAL arrays without violating the 56 Kbyte limit.
In fact the most time-consuming part of MULTI is the calculation of structure factors because of the frequent use of some large VIRTUAL arrays. Analysing its structure, we can divide MULTI into two modules: one is for the calculation of structure factors, the other for the phasegrating calculation and multislice iteration. Correspondingly MULTI can be broken up into two independent programs SFCAL and MSCAL connected with a data file. There is some free VAS for each of the two smaller programs and more VIRTUAL arrays can be converted to ordinary ones. A further study of SFCAL shows that the PMAP array can be eliminated by using a variable, at the small cost of changing the structure of the file storing the structure-factor data. As the largest array PMAP has been abandoned and all other VIRTUAL arrays can be reduced in SFCAL, it has increased in speed by the remarkable factor of 16; MSCAL has also doubled in speed. For example, Pauling's (1987) model of icosatwin and decatwin against quasicrystals consists of nearly 1400 atomic sites of fractional occupancies per unit cell (virtually 820 atoms in a cell). The time required for a 128 x 128 structure factor calculation was reduced from 7 d to 11 h after the improvement. It takes about 8 rain per slice for 128 x 128 multislice iteration. Therefore calculations for large unit cells on the PDP-11/24 minicomputer have now become practical.
Halftone output of calculated diffraction patterns
In order to compare visually with experimental patterns a halftone facility is included to output diffraction intensities. A separate program DFPAT for this purpose has been developed and an example for silicon is shown in Fig. 2 . If ten grey levels are not enough, the number can be optionally increased according to users' needs.
(a) 
Concluding remarks
This work uses VIRTUAL arrays substituting for ordinary on-core arrays to store dynamical diffraction data in large ( >> 64 Kbyte) mapped areas that are accessed at high speed (relative to the disk-stored data), and successfully tailors Ishizuka's multislice program from the 32-bit mainframe computer to the 16-bit, PDP-11/24, minicomputer in Fortran 77. Furthermore, by program decomposition and file structure modification the calculation time has been greatly reduced and image simulations for complex structures become practical by using a minicomputer. Finally an additional program function offers a halftone map of dynamical diffractions under any thickness. This revised package, composed of the five separate SFCAL, MSCAL, IMAGE, DFOUT and DFPAT, provides a useful tool for HREM laboratories equipped with PDP-11 minicomputers where medium or large unit cells (> 15A~) are often encountered.
The minimum hardware requirements are a PDP-11 minicomputer with 1 Mbyte available memory, a memory management unit and a floating-point processor, one 10.4 Mbyte cartridge disk drive, and a DEC line printer. The package (together with the user's manual) will be distributed to any non-profit organizations on an 8-inch floppy disk formated under RSX-11M V4.1 mailed to the authors.
Introduction
In protein X-ray crystallography, two steps in scaling a complete unique set of intensity data from several protein crystals are usually calculated. One is the combination of the data sets from replacement of several crystals due to radiation damage. The other is the comparison of these merged and scaled data sets. In this paper a procedure is reported for scaling between two essentially complete data sets, which is the second kind of scaling stated above. The procedure uses the concept of 'local scaling' which was first suggested by Matthews & Czerwinski (1975) , and was recently reviewed by Weissman (1982) .
A commonly used procedure which has the form of 'local scaling' is simply to calculate scale factors in different resolution ranges. This would take care of the radial component of the spatial variation and normally involves an exponential function of the form, exp ( -kr*r), where r is the distance from the reflection point to the origin of the reciprocal space. However, this procedure does not take into account the angular component of the spatial systematic error. For film data, Weissman (1982) considered each reflection point to form a circular area and introduced a function that could be expanded in a Fourier-Bessel basis set.
Procedure
As the crystal rotates and the reciprocal-lattice point coincides with the Ewald sphere, Bragg's condition for reflection is satisfied. For the Ewald sphere, spherical coordinates are more suitable for describing the geometry of reciprocal space. In addition to the isotropic scaling, an angledependent systematic effect is included. A set of orthogonal spherical harmonics is used in the scaling function G which combines the radial and angular components, G(r,O, tp)=exp(-kr*r)I~Am.Y~,(O,~O)].
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