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Chapter 1
Introduction
1.1 Background
In 2001, O. Nygaard and D. Werner [NW] showed that in an infinite-dimensionaluniform algebra every nonempty relatively weakly open subset of its closed unitball has diameter equal to 2. If a Banach space satisfies this condition, thenit is said to have the diameter 2 property (D2P) (see, e.g., [ABGRP], [ALN1],and [BGRP]). Besides the infinite-dimensional uniform algebras, for example,Banach spaces with the Daugavet property (see [Shv]), infinite-dimensional C ∗-algebras (see [BGLPRP]), and nonreflexive M-embedded spaces (see [LP]) allhave the D2P.In addition to the diameter 2 property, T. A. Abrahamsen, V. Lima, and O. Nygaardin [ALN1] considered two other formally different diameter 2 properties—thelocal diameter 2 property and the strong diameter 2 property.According to the terminology in [ALN1], a Banach space has the local diameter2 property (LD2P) if every slice of its closed unit ball has diameter equal to 2;and it has the strong diameter 2 property (SD2P) if every convex combinationof slices of the unit ball has diameter equal to 2. For example, the classicalBanach spaces c0, `∞, C [0, 1], L1[0, 1], and L∞[0, 1] all have the SD2P.The D2P clearly implies the LD2P. The SD2P implies the D2P, this followsdirectly from Bourgain’s lemma (see [GGMS, Lemma II.1 p. 26]), which assertsthat every nonempty relatively weakly open subset of the unit ball contains someconvex combination of slices.In [ALN1], it was conjectured that these three diameter 2 properties are different.Recently, J. Becerra Guerrero, G. López Pérez, and A. Rueda Zoca have shown
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that c0 can be equivalently renormed to enjoy the LD2P, but failing the D2P(see [BGLPRZ2, Theorem 2.4]). The difference of the D2P and the SD2P wasobtained independently in [Lan] (see also [HL1]) and in [ABGLP]. The keyobservation is that the `p-sum of two Banach spaces never has the SD2P forany p with 1 < p <∞. However, the D2P is stable by forming the `p-sum.In 1989, G. Godefroy (see [God]) introduced the notion of an octahedral normin order to characterize Banach spaces containing an isomorphic copy of `1. ABanach space X is octahedral (OH) if, for every finite-dimensional subspace Eof X and every ε > 0, there is a norm one element y in X such that
‖x + y‖≥ (1− ε)(‖x‖+‖y‖) for all x ∈ E .
G. Godefroy (see [God, Remark II.5, 2)], see also [Dev, Remark (c), p. 119])remarks that a Banach space is OH if and only if every convex combination ofweak∗ slices of the dual unit ball is of diameter 2. From this, it follows that aBanach space has the SD2P if and only if its dual space is OH. Similarly, onecan characterize the dual space of a Banach space with the LD2P (cf. [DGZ,Proposition I.1.11]).In order to characterize the dual of Banach spaces with the D2P, the conceptof a weakly octahedral norm was introduced in [HLP]. A Banach space X isweakly octahedral (WOH) if, for every finite-dimensional subspace E of X , everyelement x∗ in the dual unit ball, and every ε > 0, there is a norm one elementy in X such that
‖x + y‖≥ (1− ε)(|x∗(x)|+ ‖y‖) for all x ∈ E .Clearly, every OH Banach space is WOH.Recently, almost square Banach spaces were introduced and studied (see [ALL]).A Banach space X is almost square (ASQ) if, for every natural number n andnorm one elements x1, . . . , xn in X there exists a sequence (yk ) of norm oneelements in X such that
‖xi ± yk‖→ 1 for all i ∈ {1, . . . , n},as k →∞. Our main motivation to study ASQ Banach spaces is their connectionto diameter 2 properties. If a Banach space is ASQ, then it has the SD2P, andthus its dual is OH.In [Whi], R. Whitley introduced the thickness index and the thinness index ofa Banach space. It turns out that these indices are closely related to theaforementioned properties. Namely, a Banach space is OH if and only if itsthickness index equals 2, and a Banach space is ASQ if and only if its thinnessindex equals 1.
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1.2. SUMMARY OF THE THESIS1.2 Summary of the thesis
The main aim of this thesis is to investigate diameter 2 properties in Banachspaces, and related notions and properties such as the octahedrality of the norm,almost square Banach spaces, and thickness and thinness indices. We establishthe dual connection between (weak∗) diameter 2 properties and octahedralities.Almost square Banach spaces have the strong diameter 2 property. It turns outthat octahedral Banach spaces are exactly the spaces whose thickness indexis 2, and almost square Banach spaces are exactly the spaces whose thinnessindex is 1.The thesis has been organized as follows.Chapter 1 briefly introduces the historic background of diameter 2 properties,provides a summary of the thesis, and describes the notation used in the thesis.In Chapter 2, we introduce three diameter 2 properties, the basic concepts ofthis thesis. We give a brief overview of the latest research showing the extremedifferences of these properties. Also, the weak∗ versions of the diameter 2 prop-erties are considered. A survey of some main classes of Banach spaces withdiameter 2 properties is given. We present the stability results of diameter 2properties when forming `p-sums. In particular, the (local) diameter 2 propertyis stable by taking the `p-sum for every p with 1 ≤ p ≤ ∞. However, the`p-sum of two Banach spaces never has the strong diameter 2 property for anyp with 1 < p <∞. We also show that diameter 2 properties carry over to thewhole space from a nonzero M-ideal. These results are obtained in [Lan] and[HL1].In Chapter 3, octahedral Banach spaces are introduced and studied. It is knownthat a Banach space has the strong diameter 2 property if and only if the normon its dual space is octahedral. We consider two more versions of octahedrality,which we show are dual properties to the diameter 2 property and to the localdiameter 2 property. We study stability properties of different types of octahe-drality and provide alternative proofs of some known stability results of diameter2 properties. Necessary and sufficient conditions for spaces of operators to beoctahedral are also considered. This chapter is mainly based on [HLP].In Chapter 4, we introduce and study almost square Banach spaces. Thesespaces have the strong diameter 2 property. We provide examples and charac-terizations of almost square Banach spaces. We prove that nonreflexive spaceswhich are M-ideals in their biduals are almost square. We show that every Ba-nach space containing a complemented copy of c0 can be renormed to be almostsquare. Furthermore, we study local and weak versions of almost squareness.
11
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This chapter is based on [ALL].In Chapter 5, we complement and extend some recent results on Whitley’s indicesof thickness and thinness in three directions. This is motivated by the fact that aBanach space is octahedral if and only if its thickness is 2, and a Banach spaceis almost square if and only if its thinness is 1. Firstly, we investigate both theindices when forming `p-sums of Banach spaces, and obtain estimations whichshow that they behave rather differently. Secondly, we examine the relationof the indices of the space and its subspace. Finally, every Banach spacecontaining a complemented copy of c0 can be equivalently renormed to havethickness and thinness 1. This chapter is based on [ALLN] and [HL2].In the Appendix, we summarize some important examples of Banach spaces withthe aforementioned properties and stability results in two cross tables.
1.3 Notation
Our notation is standard.We consider only nontrivial Banach spaces over the field of real numbers. Weusually assume that Banach spaces under consideration are infinite-dimensional.In a Banach space X , we denote the unit sphere by SX , the closed unit ball byBX , and the closed ball with center at x and radius r > 0 by B(x, r). By X ∗,we denote the dual space of X . For a subset A of X , its diameter is denoted bydiam(A), the set of its extreme points by ext(A), its norm closure is denoted byA, its linear span by span(A), and its convex hull by conv(A). The norm closuresof the latter two sets are denoted by span(A) and conv(A), respectively. Forclosures with respect to other topologies, we mark the topology separately, suchas convw∗(A), etc.A Banach space X will be regarded as a subspace of its bidual X ∗∗ under thecanonical embedding.For Banach spaces X and Y , by L(X, Y ) we will denote the Banach space ofall bounded linear operators acting from X to Y . We denote by F (X, Y ) thesubspace of L(X, Y ) of all finite rank operators. If T is an operator in L(X, Y ),then its kernel is denoted by ker T and its range by ranT . For a T in L(X, Y ),the corresponding adjoint operator is denoted by T ∗, and the restriction of T toa subset A of X will be denoted by T |A.We assume that the reader is familiar with well-known basic notions and the-orems from the theory of Banach spaces and topological vector spaces (such
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as the Alaoglu theorem, the Goldstine theorem, the Krein-Milman theorem, thePrinciple of Local Reflexivity, the Sobczyk theorem, etc.), and we shall sometimesuse them without proper references.
Chapter 2
Diameter 2 properties
Following [ALN1], we introduce the diameter 2 properties, the basic conceptof this thesis. We give a brief overview of the latest research showing theextreme differences of these properties. Also, the weak∗ versions of the diameter2 properties are considered. A survey of some main classes of Banach spaceswith the diameter 2 properties is given. We present the known stability resultsof diameter 2 properties when forming `p-sums. In particular, the `p-sum of twoBanach spaces, where p is such that 1 < p <∞, never has the strong diameter2 property. We also show that the diameter 2 properties carry over to the wholespace from a nonzero M-ideal. These results are obtained in [Lan] and [HL1].
2.1 Preliminaries
We start with an essential concept of this thesis—the notion of a slice.
Definition 2.1. Let X be a Banach space and let B be a nonempty boundedsubset of X . A slice of B is a set of the form
S(B, x∗, α) = {x ∈ B : x∗(x) > supy∈B x∗(y)− α},
where x∗ ∈ X ∗ and α > 0. We usually assume that the defining functional x∗is in SX ∗ .
If X is a dual space, then slices of B whose defining functional comes from (thecanonical image of the) predual of X are called weak∗ slices of B.
15
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A slice S(B, x∗, α) is clearly a nonempty intersection of B with an open half-space {x ∈ X : x∗(x) > supy∈B x∗(y)−α}. Therefore, a slice is always relativelyweakly open, and, a weak∗ slice is always relatively weak∗ open.A convex combination of slices of BX is a set of the formn∑
i=1 λiS(BX , x∗i , αi),where n ∈ N and λ1, . . . , λn ≥ 0 with ∑ni=1 λi = 1.In the thesis, we sometimes refer to the Radon–Nikodým property. Although ithas many equivalent formulations, it can also be characterized by slices.Definition 2.2 (see, e.g., [FHHMZ, Theorem 11.15]). A Banach space X is saidto have the Radon–Nikodým property, if every nonempty bounded subset of Xhas slices of arbitrarily small diameter, that is, for every bounded subset B of Xand for every ε > 0, there is an x∗ ∈ X ∗ and α > 0 such that S(B, x∗, α) hasdiameter less than ε.
We remark that all reflexive Banach spaces enjoy the Radon–Nikodým property(see, e.g., [FHHMZ, Corollary 11.10]).Lemma 2.3 (Choquet, 1969; see, e.g., [FHHMZ, Lemma 3.69]). Let X be a Banachspace. Let C be a weakly compact convex set in X and e an extreme point ofC . Then slices of C containing e form a neighborhood basis at e in the relativeweak topology of C .Remark 2.1. Observe that, for every c ∈ C , slices of C that contain c form aneighborhood subbasis for the relative weak topology of C at c; finite intersec-tions of slices therefore form a basis for the relative weak topology. Choquet’slemma says that under the assumptions for C at any extreme point e ∈ C thelatter subbasis is, in fact, a basis.
Similarly, we have the result for the relative weak∗ topology.Lemma 2.4 (Choquet). Let X be a Banach space. Let C be a weak∗ compactconvex set in X ∗ and e∗ an extreme point of C . Then weak∗ slices of C containinge∗ form a neighborhood basis at e∗ in the relative weak∗ topology of C .Remark 2.2. Observe that, for every c∗ ∈ C , weak∗ slices of C that containc∗ form a neighborhood subbasis for the relative weak∗ topology of C at c∗;finite intersections of weak∗ slices therefore form a basis for the relative weak∗topology. Choquet’s lemma says that under the assumptions for C at any extremepoint e∗ ∈ C the latter subbasis is, in fact, a basis.
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Lemma 2.5 (Bourgain, 1979; cf. [GGMS, Lemma II.1 p. 26]). Let X be a Banachspace. Let C be a bounded convex set in X ∗ and let U be a nonempty relativelyweak∗ open subset of C . Then there exists n ∈ N, weak∗ slices S∗1 , . . . , S∗n ofC , and scalars λ1, . . . , λn ≥ 0 with ∑ni=1 λi = 1 such that
n∑
i=1 λiS∗i ⊂ U.
Proof. Let U be a relatively weak∗ open subset of C containing an element x∗.Find a weak∗ convex neighbourhood V of zero such that (x∗ + 2V ) ∩ C ⊂ U .By the Banach–Alaoglu theorem (see, e.g., [Meg, Theorem 2.6.18]), Cw∗ is weak∗compact. Therefore, by the Krein–Milman theorem (see, e.g., [FHHMZ, Theorem3.65]), we have that Cw∗ = convw∗(ext(Cw∗)).Denote by E = ext(Cw∗). Then clearly x∗ ∈ convw∗(E ). Thus, there are n ∈ N,e∗1, . . . , e∗n ∈ E , and scalars λ1, . . . , λn ≥ 0 with ∑ni=1 λi = 1 such that
n∑
i=1 λie∗i ∈ x∗ + V .
By Lemma 2.4, there is a weak∗ slice S˜∗i of Cw∗ with S˜∗i ⊂ e∗i + V for everyi ∈ {1, . . . , n}. We take S∗i = S˜∗i ∩C for every i ∈ {1, . . . , n}. Then S∗1 , . . . , S∗nare weak∗ slices of C satisfying
n∑
i=1 λiS∗i ⊂
n∑
i=1 λi(e∗i + V ) ∩ C ⊂ (x∗ + 2V ) ∩ C ⊂ U.
Lemma 2.6 (Bourgain). Let X be a Banach space. If U is a nonempty relativelyweakly open subset of BX , then there exists n ∈ N, slices S1, . . . , Sn of BX , andscalars λ1, . . . , λn ≥ 0 with ∑ni=1 λi = 1 such that
n∑
i=1 λiSi ⊂ U.
Proof. Let U be a nonempty relatively weakly open subset of BX . Observethat U is a relatively weak∗ open subset of BX ⊂ X ∗∗. By Lemma 2.5, there
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exists n ∈ N, weak∗ slices S∗1 , . . . , S∗n of BX , and scalars λ1, . . . , λn ≥ 0 with∑ni=1 λi = 1 such that n∑
i=1 λiS∗i ⊂ U.
Notice that the weak∗ slices of BX are precisely the weak slices of BX . Thisproves the result.
2.2 Definitions and basic results
The Radon–Nikodým property, point of continuity property, and strong regularityare well-known and purely isomorphic properties. In Banach spaces with theRadon–Nikodým property one can always find arbitrarily small slices in anynonempty bounded set. Similarly, if a Banach space has the point of continuityproperty, then the unit ball has relatively weakly open subsets with diameterarbitrarily small. In a strongly regular Banach space, the unit ball has convexcombinations of slices with diameter arbitrarily small.In this chapter, we study the “extremely opposite” properties to these threeclassical properties, when all slices or all nonempty relatively weakly opensubsets or all convex combinations of slices of the unit ball of a Banach spacehave diameter 2. For example, the classical Banach spaces c0, `∞, C [0, 1], L1[0, 1],and L∞[0, 1] all have the property that every convex combinations of slices oftheir unit ball have diameter 2.The investigation of Banach spaces with this phenomena probably started in thepaper [NW] by O. Nygaard and D. Werner, where it is shown that in an infinite-dimensional uniform algebra every nonempty relatively weakly open subset ofthe unit ball has diameter 2. By now it is known that in an infinite-dimensionaluniform algebra even all convex combinations of slices of the unit ball are ofdiameter 2 (see [ALN1]).A systematic treatment of all three diameter 2 properties was started byT. A. Abrahamsen, V. Lima, and O. Nygaard in [ALN1]. This paper is also astarting point for this thesis.
Definition 2.7 (see [ALN1]). A Banach space X has the
(i) local diameter 2 property (LD2P) if every slice of BX has diameter equalto 2;
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(ii) diameter 2 property (D2P) if every nonempty relatively weakly open sub-set of BX has diameter equal to 2;
(iii) strong diameter 2 property (SD2P) if every convex combination of slicesof BX has diameter equal to 2.
We remark that the diameter 2 properties are isometric properties that might beruined by passing to an equivalent norm.Notice that in (an infinite-dimensional) Banach space a nonempty relativelyweakly open subset of its unit ball always intersects with the unit sphere sinceweak neighborhoods contain an intersection of a finite number of open half-spaces.A convex combination of slices need not be relatively weakly open (it might becontained in the open unit ball or even in some ball B(0, r), where r < 1 (see,e.g., [GGMS, Remark IV.5 p. 48] or the proof of Theorem 2.33 and the remarkafter that)).Remark 2.3.
(a) A Banach space X has the D2P if and only if every nonempty intersectionof a finite number of slices of BX has diameter 2 since slices form asubbasis of the relative weak topology.
(b) By Bourgain’s lemma (see Lemma 2.6), a Banach space X has the SD2P ifand only if every nonempty convex combination of relatively weakly opensubsets of BX is of diameter 2.For a Banach space to have the SD2P it is enough to assume that every averageof a finite number of slices is of diameter 2.
Proposition 2.8. A Banach space X has the SD2P if and only if every averageof a finite number of slices of BX has diameter 2, that is, diam( 1n∑ni=1 Si) = 2,whenever n ∈ N and S1, . . . , Sn are slices of BX .
For a Banach space the following implications hold:
SD2P⇒ D2P⇒ LD2P.
The first implication follows directly from Bourgain’s lemma (see Lemma 2.6).The second implication is clear since any slice of the unit ball is also relativelyweakly open.
In [ALN1], it was conjectured that these three diameter 2 properties are different.Recently, J. Becerra Guerrero, G. López Pérez, and A. Rueda Zoca have shownthat c0 can be equivalently renormed to enjoy the LD2P, but failing the D2P(see [BGLPRZ2]).Theorem 2.9 (see [BGLPRZ2, Theorem 2.4]). Let X be a Banach space. If Xcontains an isomorphic copy of c0, then X can be equivalently renormed so thatX has the LD2P and X contains nonempty relatively weakly open subsets witharbitrarily small diameter.
The difference of the D2P and the SD2P was obtained independently in [Lan](see also [HL1]) and in [ABGLP]. The key observation is that the `p-sum of twoBanach spaces, where p is such that 1 < p <∞, never has the SD2P. However,the D2P is stable by forming the `p-sum.Example 2.10 (see [Lan, Theorem 3.23], [HL1, Theorem 1] or [ABGLP, Theo-rem 3.2]). The Banach space c0 ⊕2 c0 has the D2P but fails to have the SD2P.Indeed, by Theorem 2.31, c0⊕2 c0 has the D2P and, by Theorem 2.33, it cannothave the SD2P.
Every convex combination of slices in c0 ⊕2 c0 has diameter at least 1 (see[BGLPRZ3, Proposition 2.1]). The next result tells us that the D2P and theSD2P can be extremely different too.Theorem 2.11 (see [BGLPRZ3, Theorem 2.5]). Let X be a Banach space. If Xcontains an isomorphic copy of c0, then X can be equivalently renormed so thatX has the D2P and X contains convex combinations of slices with arbitrarilysmall diameter.
A natural question to ask is whether diameter 2 properties of a dual spaceremain the same properties if, instead of all slices or relatively weakly opensubsets, one considers only weak∗ slices or relatively weak∗ open subsets. Thefollowing example shows us that in a dual space one might have that everyconvex combination of weak∗ slices is of diameter 2, however, it has slices witharbitrarily small diameter.Example 2.12 (see [BGLPRZ3] and [HLP, Example 1.1]). Every convex com-bination of weak∗ slices of BC [0,1]∗ has diameter 2 (this follows by observingthat every weak∗ slice of BC [0,1]∗ contains infinitely many different function-als arising via integrating against a measure supported at a singleton); how-ever, BC [0,1]∗ has slices with arbitrarily small diameter (to see this, observe thatC [0, 1]∗ ∼= `1([0, 1])⊕1 C [0, 1]∗, and `1([0, 1]) has the Radon–Nikodým property).
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Example 2.12 suggests that it makes sense to consider also the weak∗ versionsof the diameter 2 properties.Definition 2.13 (see [BGLPRZ3] and [HLP]). Let X be a Banach space. We saythat X ∗ has the
(i) weak∗ local diameter 2 property (w∗-LD2P) if every weak∗ slice of BX ∗has diameter equal to 2;(ii) weak∗ diameter 2 property (w∗-D2P) if every nonempty relatively weak∗open subset of BX ∗ has diameter equal to 2;(iii) weak∗ strong diameter 2 property (w∗-SD2P) if every convex combinationof weak∗ slices of BX ∗ has diameter equal to 2.
We first observe that for a dual Banach space the following implications hold:
w∗-SD2P⇒ w∗-D2P⇒ w∗-LD2P.
The first implication, similarly to the diameter 2 properties, follows directly fromthe weak∗ version of Bourgain’s lemma (see Lemma 2.5). The second implicationis clear since any weak∗ slice of the unit ball is also relatively weak∗ open.Remark 2.4 (cf. Remark 2.3). Let X be a Banach space.
(a) Then X ∗ has the w∗-D2P if and only if every nonempty intersection ofa finite number of weak∗ slices of BX ∗ has diameter 2 since weak∗ slicesform a subbasis of the relative weak∗ topology.(b) By the weak∗ version of Bourgain’s lemma (see Lemma 2.5), X ∗ has thew∗-SD2P if and only if every nonempty convex combination of relativelyweak∗ open subsets of BX ∗ is of diameter 2.(c) Similarly to Proposition 2.8, one can show that X ∗ has the w∗-SD2P ifand only if every average of a finite number of weak∗ slices of BX ∗ is ofdiameter 2.
The diameter 2 properties and the corresponding weak∗ diameter 2 propertiesare connected in a natural way.Proposition 2.14 (see [Lan, Proposition 3.3]). A Banach space X has the LD2P(resp. D2P, SD2P) if and only if X ∗∗ has the w∗-LD2P (resp. w∗-D2P, w∗-SD2P).
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Proof. We will only prove it for the LD2P case. The other cases are similar.Assume first that X has the LD2P. Let S(BX ∗∗, x∗, α) be a weak∗ slice of BX ∗∗ . Itis clear that S(BX , x∗, α) ⊂ S(BX ∗∗, x∗, α). By the assumption,2 = diam(S(BX , x∗, α)) ≤ diam(S(BX ∗∗, x∗, α)) ≤ 2.Thus X ∗∗ has the w∗-LD2P.Assume now that X ∗∗ has the w∗-LD2P. Let S(BX , x∗, α) be a slice of BX . ThenS(BX , x∗, α) is weak∗ dense in the corresponding weak∗ slice S(BX ∗∗, x∗, α) ofBX ∗∗ . Indeed, fix x∗∗ ∈ S(BX ∗∗, x∗, α). By Goldstine’s theorem (see, e.g., [FHHMZ,Theorem 3.96]), there is a net (xα ) in BX which converges to x∗∗ in the weak∗topology. Since 1− α < x∗∗(x∗) = limα x∗(xα ),there is an index α0 such that xα ∈ S(BX , x∗, α) whenever α ≥ α0. This provesour claim.Let ε > 0. By the assumption, there exist x∗∗, x˜∗∗ ∈ S(BX ∗∗, x∗, α) such that
‖x∗∗ − x˜∗∗‖ > 2− ε. Since S(BX , x∗, α) is weak∗ dense in S(BX ∗∗, x∗, α), thereare nets (xα ) and (x˜α ) in S(BX , x∗, α) such that the net (xα − x˜α ) converges tox∗∗ − x˜∗∗ in the weak∗ toplogy. We have
2− ε < ‖x∗∗ − x˜∗∗‖ ≤ lim infα ‖xα − x˜α‖ ,because the norm on X ∗∗ is weak∗ lower semicontinuous. Thus, the diameter ofS(BX , x∗, α) is equal to 2 and X has the LD2P.
Propositon 2.14 helps us to construct a dual space which has the w∗-LD2P(resp. w∗-D2P) but fails to have the w∗-D2P (resp. w∗-SD2P). Indeed, byProposition 2.14, it is enough to consider the bidual of the space in Theorem 2.9(resp. Example 2.10).Note that if a dual space has some diameter 2 property, then it will also havethe corresponding weak∗ diameter 2 property. Thus, from Proposition 2.14 weconclude that X inherits all three diameter 2 properties from its bidual X ∗∗.Corollary 2.15 (see [Lan, Corollary 3.4]). If X ∗∗ has the LD2P (resp. D2P,SD2P), then X has the LD2P (resp. D2P, SD2P).
The converses of Corollary 2.15 fail for each diameter 2 property.Example 2.16. The Banach space L1[0, 1] has the SD2P (see Proposition 2.25),but its bidual L1[0, 1]∗∗ contains slices with arbitrarily small diameter, thus it fails
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the LD2P. Indeed, since L1[0, 1]∗∗ is a dual space, then by the Krein–Milmantheorem the unit ball of L1[0, 1]∗∗ has extreme points. Now, by [BGM1] and[BGM2], the unit ball even has strongly exposed points, thus it contains sliceswith arbitrarily small diameter.
Recently, T. A. Abrahamsen, V. Lima, and O. Nygaard have generalized Corol-lary 2.15 to include almost isometric ideals. The notion of an almost isometricideal was introduced and studied in [ALN2].Definition 2.17 (see [ALN2]). Let X be a Banach space and Y a subspace. Yis called an almost isometric ideal (ai-ideal) in X if for every ε > 0 and everyfinite-dimensional subspace E ⊂ X there exists T : E → Y such that
(i) Te = e for all e ∈ E ∩ Y ;(ii) (1 + ε)−1‖e‖≤ ‖Te‖≤ (1 + ε)‖e‖ for all e ∈ E .
Note that, by the Principle of Local Reflexivity (see, e.g., [FHHMZ, Theorem 6.3]),any Banach space X is an ai-ideal in its bidual X ∗∗.Proposition 2.18 (see [ALN2, Propositions 3.2, 3.3, and Corollary 3.4]). Let Xbe a Banach space and Y an ai-ideal in X . If X has the LD2P (resp. D2P,SD2P), then Y has the LD2P (resp. D2P, SD2P).
2.3 Examples
Examples of classes of Banach spaces with diameter 2 properties includeinfinite-dimensionalM-embedded spaces, infinite-dimensional uniform algebras,and Banach spaces with the Daugavet property.Proposition 2.19. The Banach space c0 has the SD2P.
Proof. Let ∑ni=1 1nS(Bc0, x∗i , αi) be a convex combination of slices of Bc0 , wheren ∈ N, x∗1 , . . . , x∗n ∈ S`1 = Sc∗0 , and α1, . . . , αn > 0. We will show thatdiam( 1n∑ni=1 S(Bc0, x∗i , αi)) = 2.We take α = min{α1, . . . , αn}. The dual space c∗0 is identified with `1 in theusual way. Thus, for every i ∈ {1, . . . , n}, we identify the functional x∗i with anelement (βi,k ) from `1, where
x∗i (x) = ∞∑k=1 βi,kxk for all x = (xk ) ∈ c0.
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Let xi = (xi,k ) ∈ S(Bc0, x∗i , α), i ∈ {1, . . . , n}, be chosen. Choose a K ∈ N suchthat ∑Kk=1 βi,kxi,k > 1− α/2 for all i ∈ {1, . . . , n}. Thus ∑∞k>K |βi,k | < α/2 forall i ∈ {1, . . . , n}.Let PK+1 : c0 → c0 denote the projection onto the (K + 1)-coordinate, that is, ifx = (xk ), then PK+1(x) = (0, . . . , 0, xK+1, 0, . . . ).To show that c0 has the SD2P we will pick elements x and x˜ of1n∑ni=1 S(Bc0, x∗i , αi) such that ‖x − x˜‖ = 2 as follows.By setting x = 1n n∑i=1 (xi − PK+1(xi) + eK+1)and x˜ = 1n n∑i=1 (xi − PK+1(xi)− eK+1),where ek is the usual unit vector basis in c0. It is clear that x and x˜ are in Bc0 .For i ∈ {1, . . . , n}, we have
x∗i (xi − PK+1(xi)± eK+1) = K∑k=1 βi,kxi,k ± βK+1 · 1 +
∞∑
k>K+1 βi,kxi,k> 1− α/2− α/2 = 1− α ≥ 1− αi.
Therefore x and x˜ are in 1n∑ni=1 S(Bc0, x∗i , αi). Obviously, ‖x − x˜‖ = 2. Conse-quently, c0 has the SD2P.
Remark 2.5. Later on, we will see that c0 enjoys an even stronger property (seeExample 4.2).
A closed subspace Y of a Banach space X is called an M-ideal in X (see, e.g.,[HWW]) if there exists a norm one projection P on X ∗ with kerP = Y ⊥ = {x∗ ∈X ∗ : x∗(y) = 0 for all y ∈ Y } and
‖x∗‖ = ‖Px∗‖ + ‖x∗ − Px∗‖ for all x∗ ∈ X ∗.
If, in addition, the range ranP of P is 1-norming, that is,
‖x‖= sup{|x∗(x)| : x∗ ∈ ranP, ‖x∗‖≤ 1} for all x ∈ X ,
then Y is called a strict M-ideal.
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If a Banach space X is an M-ideal in its bidual X ∗∗, then X is said to beM-embedded .
Example 2.20. (see, e.g., [HWW, Example III.1.4, (a)]) The Banach space c0 isan M-ideal in its bidual `∞, that is, c0 is M-embedded.
The next theorem tells us that there is a whole class of spaces with the SD2Pand where c0 is a particular example of such spaces.
Theorem 2.21 (see [ALN1, Theorem 4.10]). Let X be a Banach space and leta proper subspace Y be a strict M-ideal in X . Then both Y and X have theSD2P. In particular, if X is a nonreflexive M-embedded Banach space, then bothX and X ∗∗ have the SD2P.
Now we will provide an example of a Banach space X such that X and X ∗∗ havethe SD2P, however, X is not an M-ideal in X ∗∗. Recall that a Lindenstraussspace is a Banach space such that the dual is an L1(µ)-space for some (positive)measure µ (see, e.g., [Lac]).
Example 2.22. The Banach space C [0, 1] is a Lindenstrauss space and thus, byProposition 4.6 in [ALN2], the bidual C [0, 1]∗∗ has the SD2P. From Corollary 2.15or Theorem 2.28 we deduce that C [0, 1] has the SD2P. However, C [0, 1] is notan M-ideal in its bidual. Indeed, suppose to the contrary that C [0, 1] is anM-ideal in its bidual, then all subspaces of C [0, 1] would also be M-embedded(see [HWW, Theorem III.1.6]). Since C [0, 1] is universal (see, e.g., [FHHMZ,Theorem 5.8]), this would imply that, for example, `1 is M-embedded, which isa contradiction (see [HaLi, Theorem 3.5]).
In Example 2.22, we saw that the Banach space C [0, 1] has the SD2P. Moregenerally, Banach spaces which are uniform algebras have the SD2P.
Definition 2.23. Let K be a nonempty compact Hausdorff space. A uniformalgebra A is a subalgebra of C (K ) that is closed in the norm topology, containsthe constant functions, and that separates the points of K .
Theorem 2.24 (see [ALN1, Theorem 4.2]). Infinite-dimensional uniform algebrashave the SD2P.
Proposition 2.25. The Banach space L1[0, 1] has the SD2P.
In order to prove this proposition, we use the following lemma.
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Lemma 2.26. Let α > 0, n ∈ N, and f1, . . . , fn ∈ SL∞ [0,1]. Then there arepairwise disjoint subsets E1, . . . , En of [0, 1] with positive measure such that, forevery i ∈ {1, . . . , n}, |fi(t)| ≥ 1− α for all t ∈ Ei.
Proof. We will show the existence of such subsets E1, . . . , En by induction. Theexistence of a set E1 is immediate from ‖f1‖ = 1.Suppose that, for some m ∈ N, where m < n, we can find sets E1, . . . , Em asneeded. We will show the existence of a suitable Em+1. Denote byDm+1 = {t ∈ [0, 1] : |fm+1(t)| ≥ 1− α}.
If µ(Dm+1 \⋃mi=1 Ei) > 0, then we may take Em+1 = Dm+1 \⋃mi=1 Ei. Otherwise,there is an index i0 ∈ {1, . . . , m} such that µ(Dm+1 ∩ Ei0) > 0. Choose disjointsubsets E˜i0, Em+1 ⊂ Dm+1 ∩ Ei0 with positive measure (see, e.g., [AB, Theorem10.52]) and redefine Ei0 = E˜i0 .
Proof of Proposition 2.25. Let 1n∑ni=1 S(BL1 [0,1], fi, αi) be a convex combination ofslices of BL1 [0,1], where n ∈ N, f1, . . . , fn ∈ SL∞ [0,1] = SL1 [0,1]∗ , and α1, . . . , αn > 0.We will show that diam( 1n∑ni=1 S(BL1 [0,1], fi, αi)) = 2.We take α = min{α1, . . . , αn}/2. By Lemma 2.26, there are pairwise dis-joint subsets E1, . . . , En ⊂ [0, 1] with positive measure such that, for everyi ∈ {1, . . . , n}, |fi(t)| ≥ 1− α for all t ∈ Ei.We shall split every Ei, i ∈ {1, . . . , n}, further into two disjoint subsets Fi andGi such that Ei = Fi ∪ Gi and µ(Fi) = µ(Gi) (see, e.g., [AB, Theorem 10.52]).We take x = 1n n∑i=1 sgnfi · χFiµ(Fi) and x˜ = 1n
n∑
i=1
sgnfi · χGiµ(Gi) .
Notice that ‖x‖ = 1, because∫ 1
0 |x(t)| dt = 1n
n∑
i=1
1µ(Fi)µ(Fi) = 1n
n∑
i=1 1 = 1,and, for every i ∈ {1, . . . , n}, one has∫ 1
0 fi(t)sgnfi(t) · χFi(t)µ(Fi) dt =
∫
Fi
|fi(t)|µ(Fi) dt ≥ 1− α > 1− αi.
2.4. STABILITY RESULTS OF DIAMETER 2 PROPERTIES 27
Thus, x is an element in 1n∑ni=1 S(BL1 [0,1], fi, αi). Similarly one can show that‖x˜‖ = 1 and x˜ is an element in 1n∑ni=1 S(BL1 [0,1], fi, αi).Therefore,
diam(1n n∑i=1 S(BL1 [0,1], fi, αi)
) ≥ ‖x − x˜‖ = ‖x‖ + ‖x˜‖ = 2.
More generally, Banach spaces with the Daugavet property have the SD2P.
Definition 2.27 (see, e.g., [Wer2]). A Banach space X has the Daugavet property(DP) if
‖IX + T‖ = 1 + ‖T‖for every rank one operator T : X → X .
The definition of the DP modestly involves only rank one operators, but it iswell-known that then the latter norm identity also holds for all compact andeven for all weakly compact operators.The class of Banach spaces with the DP include the spaces C (K ), whenever Kis a compact Hausdorff space without isolated points, and the spaces L1(µ) andL∞(µ), when µ is a nonatomic measure. For more details, we refer the interestedreader to a survey paper [Wer2] by D. Werner.
Theorem 2.28 (see [ALN1, Theorem 4.4]). Let X be a Banach space. If X hasthe DP, then X has the SD2P.
2.4 Stability results of diameter 2 properties
In this section, we study how diameter 2 properties are preserved by taking`p-sums of Banach spaces. We will also show that diameter 2 properties liftfrom M-ideals to the corresponding superspace.The paper [ALN1] is probably the first investigation in this direction. It wasshown that the LD2P and the D2P are stable by forming `p-sums, where p issuch that 1 ≤ p ≤ ∞. Some further development was carried out in [ABGLP]where, instead of `p-sums, product spaces with an absolute norm were con-sidered. The SD2P is stable by forming the `1-sum or the `∞-sum (see also[BGLP, Lemma 2.1]). Whether the SD2P is stable by forming the `p-sums, where
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p satisfies 1 < p <∞, was posed as a question in [ALN1]. In Theorem 2.33, wewill show that the SD2P is not stable by forming the `p-sums for any p with1 < p <∞.In Chapter 3, we will present a dual space approach to these stability results.In order to compare different approaches, we include here the original proofs.The following theorem lists the known stability results for the LD2P.Theorem 2.29. Let X and Y be Banach spaces.
(a) If X and Y have the LD2P, and p is such that 1 ≤ p < ∞, then X ⊕p Yhas the LD2P (cf. [ALN1, Theorem 3.2], see also [ABGLP, Theorem 2.4]).(b) If X ⊕p Y has the LD2P, where p is such that 1 ≤ p < ∞, then X hasthe LD2P (see [ABGLP, Proposition 2.5]).(c) If X has the LD2P, then X ⊕∞ Y has the LD2P (cf. [ALN1, Theorem 3.2],see also [ABGLP, Theorem 2.4]).
Proof. (a) Assume that X and Y have the LD2P, and p is such that 1 ≤ p <∞.Denote by Z = X ⊕p Y . Let q be such that 1/p+1/q = 1, if p > 1; and q =∞,if p = 1. Consider a slice S(BZ , z∗, α), where z∗ = (x∗, y∗) ∈ SZ ∗ = SX ∗⊕qY ∗and α > 0. Without loss of generality we may assume that α ≤ 1. Fix anarbitrary ε > 0. We will show the existence of elements in S(BZ , z∗, α) withdistance arbitrarily close to 2.Assume that x∗ = 0 or y∗ = 0. To be more specific, suppose that y∗ = 0,then x∗ ∈ SX ∗ . The other case is similar. Consider the slice S(BX , x∗, α). Bythe assumption, we can find x, x˜ ∈ S(BX , x∗, α) such that ‖x − x˜‖ ≥ 2 − ε.We take z = (x, 0) and z˜ = (x˜, 0). Clearly, z and z˜ are in S(BZ , z∗, α) with
‖z − z˜‖ ≥ 2− ε.Consider now the case x∗ 6= 0 and y∗ 6= 0. Find an element z0 = (x0, y0) ∈S(BZ , z∗, α/4) with ‖z0‖ = 1.Choose x, x˜ ∈ S(BX , x∗/ ‖x∗‖ , α/2) and y, y˜ ∈ S(BY , y∗/ ‖y∗‖ , α/2) such that
‖x − x˜‖ ≥ 2 − ε and ‖y− y˜‖ ≥ 2 − ε. We take z = (‖x0‖ x, ‖y0‖y) andz˜ = (‖x0‖ x˜, ‖y0‖ y˜). Observe that z, z˜ ∈ S(BZ , z∗, α). In fact,
‖z‖p = ‖x0‖p ‖x‖p + ‖y0‖p ‖y‖p ≤ ‖x0‖p + ‖y0‖p = 1,and z∗(z) = ‖x0‖ x∗(x) + ‖y0‖y∗(y) > (‖x0‖ ‖x∗‖ + ‖y0‖ ‖y∗‖)(1− α/2)≥ z∗(z0)(1− α/2) > (1− α/4)(1− α/2) > 1− α.
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Thus, z ∈ S(BZ , z∗, α). Similarly we have z˜ ∈ S(BZ , z∗, α). Finally,
‖z − z˜‖p = ‖x0‖p ‖x − x˜‖p + ‖y0‖p ‖y− y˜‖p≥ (2− ε)p(‖x0‖p + ‖y0‖p) = (2− ε)p.
(b) Assume that X⊕pY has the LD2P, where p is such that 1 ≤ p <∞. Denoteby Z = X ⊕p Y . Let S(BX , x∗, α) be a slice and ε be such that ε ∈ (0, α).Consider the slice S(BZ , z∗, ε), where z∗ = (x∗, 0). By the assumption there arez1 = (x1, y1) and z2 = (x2, y2) in S(BZ , z∗, ε) such that
(2− ε)p < ‖z1 − z2‖p= ‖x1 − x2‖p+‖y1 − y2‖p.
Since z∗(z1) > 1 − ε, we deduce that x∗(x1) > 1 − ε. Thus x1 ∈ S(BX , x∗, α).Similarly we have that x2 ∈ S(BX , x∗, α).From (1− ε)p + ‖y1‖p< ‖x1‖p+‖y1‖p≤ 1we deduce that ‖y1‖p≤ 1− (1−ε)p = δ(ε). Similarly one has that ‖y2‖p≤ δ(ε).Finally,
‖x1 − x2‖p> (2− ε)p − ‖y1‖p−‖y2‖p≥ (2− ε)p − 2δ(ε),
where δ(ε)→ 0 as ε → 0. Thus X has the LD2P.
(c) First, observe that if Z = X ⊕∞ Y , then for every slice S(BZ , z∗, α) thereexists a slice S of BX and y ∈ BY such that
S(BZ , z∗, α) ⊃ S × {y}.
Indeed, let z∗ = (x∗, y∗) ∈ SZ ∗ = SX ∗⊕1Y ∗ and let α > 0. If x∗ = 0, thenS(BZ , z∗, α) ⊃ BX × {y} for any y in the slice S(BY , y∗, α). This proves ourresult since BX can also be considered as a slice.Assume now that x∗ 6= 0. Choose an y ∈ BY such that y∗(y) > ‖y∗‖ − α/2. Itis straightforward to verify that
S(BZ , z∗, α) ⊃ S(BX , x∗/ ‖x∗‖ , β/ ‖x∗‖)× {y},
where β = α + ‖x∗‖ + y∗(y)− 1.This observation clearly implies that, if X has the LD2P, then also X ⊕∞ Y hasthe LD2P.
Lemma 2.30 (see [ALN1, Lemma 4.5]). Let X and Y be Banach spaces, W anonempty weakly open subset in Z = X ⊕∞ Y , and (x0, y0) ∈ W . There existweakly open subsets U of X and V of Y such that (x0, y0) ∈ U × V ⊂ W .Moreover, if W is a relatively weakly open subset of BZ , then U and V can bechosen to be relatively weakly open subsets of BX and BY , respectively.
Proof. We may assume that
W0 = {(x, y) ∈ Z : |z∗i (x, y)− z∗i (x0, y0)| < 1, i ∈ {1, . . . , n}} ⊂ Wfor some n ∈ N and z∗1 = (x∗1 , y∗1), . . . , z∗n = (x∗n, y∗n) ∈ X ∗ ⊕1 Y ∗.Set U = {x ∈ X : |x∗i (x)− x∗i (x0)| < 12 , i ∈ {1, . . . , n}}and V = {y ∈ Y : |y∗i (y)− y∗i (y0)| < 12 , i ∈ {1, . . . , n}}.Then U and V are weakly open in X and Y , respectively, and (x0, y0) ∈ U×V ⊂W0. In this part of the proof, we have not used the fact that Z is equipped withthe supremum norm.For the last part, notice that because of the supremum norm BZ = BX ×BY , andjust redefine U = U ∩ BX and V = V ∩ BY .
The following theorem lists the known stability results for the D2P.
Theorem 2.31. Let X and Y be Banach spaces.
(a) If X and Y have the D2P, and p is such that 1 ≤ p < ∞, then X ⊕p Yhas the D2P (see [ALN1, Theorem 3.2], see also [ABGLP, Theorem 2.4]).
(b) If X ⊕p Y has the D2P, where p is such that 1 ≤ p <∞, then X has theD2P (see [ABGLP, Proposition 2.5]).
(c) If X has the D2P, then X⊕∞Y has the D2P (see [LP, Lemma 2.1], see also[ALN1, Theorem 2.7 (ii), and Theorem 3.2] and [ABGLP, Theorem 2.4]).
Proof. (a) Assume that X and Y have the D2P, and p is such that 1 ≤ p <∞.Denote by Z = X ⊕p Y . Let W be a nonempty relatively weakly open subsetof BZ . Fix z0 = (x0, y0) ∈ W ∩ SZ . We may assume that
W ⊃ {z ∈ BZ : |z∗i (z − z0)| < 1, i ∈ {1, . . . , n}}
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for some n ∈ N, z∗1 = (x∗1 , y∗1), . . . , z∗n = (x∗n, y∗n) ∈ Z ∗. Fix an arbitrary ε > 0.We will show the existence of elements in W with distance arbitrarily close to2.Assume that x0 = 0 or y0 = 0. To be more specific, suppose that y0 = 0, thenx0 ∈ SX . The other case is similar. The setU = {x ∈ BX : |x∗i (x − x0)| < 1, i ∈ {1, . . . , n}}is a nonempty relatively weakly open subset of BX . By the assumption, we canfind x, x˜ ∈ U such that ‖x − x˜‖ ≥ 2 − ε. We take z = (x, 0) and z˜ = (x˜, 0).Clearly, z and z˜ are elements in W with ‖z − z˜‖ ≥ 2− ε.Suppose now that x0 6= 0 and y0 6= 0. Consider the sets
U = {x ∈ BX : |x∗i (x − x0‖x0‖ )| < 12 ‖x0‖ , i ∈ {1, . . . , n}},and V = {y ∈ BY : |y∗i (y− y0‖y0‖ )| < 12 ‖y0‖ , i ∈ {1, . . . , n}}.Clearly, U and V are nonempty relatively weakly open subsets of BX and BY ,respectively.By the assumption, we can find x, x˜ ∈ U and y, y˜ ∈ V such that ‖x − x˜‖ ≥ 2−εand ‖y− y˜‖ ≥ 2 − ε. We take z = (‖x0‖ x, ‖y0‖y) and z˜ = (‖x0‖ x˜, ‖y0‖ y˜).Observe that z, z˜ ∈ W . In fact
‖z‖p = ‖x0‖p ‖x‖p + ‖y0‖p ‖y‖p ≤ ‖x0‖p + ‖y0‖p = 1,and |z∗i (z − z0)| = |x∗i (‖x0‖ x − x0) + y∗i (‖y0‖y− y0)|≤ ‖x0‖ |x∗i (x − x0‖x0‖ )|+ ‖y0‖ |y∗i (y− y0‖y0‖ )|< ‖x0‖ 12 ‖x0‖ + ‖y0‖ 12 ‖y0‖ = 1,for fixed i ∈ {1, . . . , n}. Thus, z ∈ W . Similarly, z˜ ∈ W . Finally,
‖z − z˜‖p = ‖x0‖p ‖x − x˜‖p + ‖y0‖p ‖y− y˜‖p≥ (2− ε)p(‖x0‖p + ‖y0‖p) = (2− ε)p.
(b) The proof is similar to the proof of (b) in Theorem 2.29. Assume that X ⊕p Yhas the D2P, where p is such that 1 ≤ p <∞. Denote by Z = X ⊕p Y . Note
that, by Remark 2.3, it suffices to show that every nonempty intersection of afinite number of slices of BX has diameter 2. Let S = ⋂ni=1 Si(BX , x∗i , αi) be anonempty intersection of slices of BX , α = min{α1, . . . , αn}, and ε be such thatε ∈ (0, α). Consider the intersection of slices T = ⋂ni=1 Si(BZ , z∗i , ε), wherez∗i = (x∗i , 0) for every i ∈ {1, . . . , n}. By the assumption, there are z1 = (x1, y1)and z2 = (x2, y2) in Si(BZ , z∗i , ε) for every i ∈ {1, . . . , n} such that(2− ε)p < ‖z1 − z2‖p= ‖x1 − x2‖p+‖y1 − y2‖p.Since z∗i (z1) > 1 − ε, we deduce that x∗i (x1) > 1 − ε for every i ∈ {1, . . . , n}.Thus x1 ∈ S . Similarly we have that x2 ∈ S .From (1− ε)p + ‖y1‖p< ‖x1‖p+‖y1‖p≤ 1we deduce that ‖y1‖p≤ 1− (1−ε)p = δ(ε). Similarly one has that ‖y2‖p≤ δ(ε).Finally,
‖x1 − x2‖p> (2− ε)p − ‖y1‖p−‖y2‖p≥ (2− ε)p − 2δ(ε),where δ(ε)→ 0 as ε → 0. Thus X has the D2P.
(c) It is immediate from Lemma 2.30 that Z = X ⊕∞ Y has the D2P, wheneverX or Y has the D2P.
The following theorem lists the known stability results for the SD2P.Theorem 2.32. Let X and Y be Banach spaces.
(a) If X and Y have the SD2P, then X⊕1Y has the SD2P (see [ALN1, Theorem2.7 (iii)], see also [BGLP, Lemma 2.1], and [ABGLP, Proposition 3.1]).(b) If X ⊕1 Y has the SD2P, then X has the SD2P (see [ABGLP, Proposition3.1]).(c) If X has the SD2P, then X ⊕∞ Y has the SD2P (see [ALN1, Proposition4.6]).
Proof. (a) Assume that X and Y have the SD2P. Denote by Z = X ⊕1 Y . LetS = ∑ni=1 λiS(BZ , z∗i , αi) be a convex combination of slices, where n ∈ N,z∗1 = (x∗1 , y∗1), . . . , z∗n = (x∗n, y∗n) ∈ SZ ∗ , α1, . . . , αn > 0, and λ1, . . . , λn ≥ 0 with∑ni=1 λi = 1. We will show that the diameter of S is arbitrarily close to 2.Split the set {1, . . . , n} into two disjoint subsets I and J , such that ‖x∗i ‖ = 1 forevery i ∈ I and ∥∥y∗j ∥∥ = 1 for every j ∈ J . For every i ∈ I consider the slice
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S(BX , x∗i , αi) and for every j ∈ J consider the slice S(BY , y∗j , αj ). Observe thatS(BX , x∗i , αi) × {0} ⊂ S(BZ , z∗i , αi) for every i ∈ I and {0} × S(BY , y∗j , αj ) ⊂S(BZ , z∗j , αj ) for every j ∈ J .Denote by λI =∑i∈I λi and λJ =∑j∈J λj . Assume first that λI = 0 or λJ = 0. Tobe more specific, suppose that λJ = 0, then λI = 1. Let ε > 0. Since X has theSD2P, there are elements x, x˜ ∈∑i∈I λiS(BX , x∗i , αi) such that ‖x − x˜‖ > 2−ε.Note that (x, 0), (x˜, 0) are elements in S . Finally,
diam(S) ≥ ‖x − x˜‖ > 2− ε.
Suppose now that λI 6= 0 and λJ 6= 0. We have that∑
i∈I
λiλI S(BX , x∗i , αi)× {0} ⊂∑i∈I λiλI S(BZ , z∗i , αi)and {0} ×∑j∈J λjλJS(BY , y∗j , αj ) ⊂
∑
j∈J
λjλJS(BZ , z∗j , αj ).
Let ε > 0. Since X and Y both have the SD2P, there are elements x, x˜ ∈∑i∈I λiλIS(BX , x∗i , αi) and y, y˜ ∈∑j∈J λjλJS(BY , y∗j , αj ) such that ‖x − x˜‖ > 2− εand ‖y− y˜‖ > 2− ε. Note that (λIx, λJy) is an element in S , because(λIx, λJy) = (λIx, 0) + (0, λJy)∈∑i∈I λiS(BX , x∗i , αi)× {0}+ {0} ×
∑
j∈J λjS(BY , y∗j , αj )⊂∑i∈I λiS(BZ , z∗i , αi) +
∑
j∈J λjS(BZ , z∗j , αj ) = S.
Similarly, (λI x˜, λJy˜) is in S . Finally,diam(S) ≥ λI ‖x − x˜‖ + λJ ‖y− y˜‖ > 2− ε.
(b) Assume that X ⊕1 Y has the SD2P. Denote by Z = X ⊕1 Y . Let S =1n∑ni=1 Si(BX , x∗i , αi) be a nonempty convex combination of slices of BX , α =min{α1, . . . , αn}, and ε be such that ε ∈ (0, α). Consider the convex combinationof slices T = 1n∑ni=1 Si(BZ , z∗i , ε), where z∗i = (x∗i , 0) for every i ∈ {1, . . . , n}.Taking p = 1 in the proof of Theorem 2.29, (b), we see that
Si(BZ , z∗i , ε) ⊂ Si(BX , x∗i , αi)× εBY
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for every i ∈ {1, . . . , n}. Thus T ⊂ S×εBY and therefore diam(T ) ≤ diam(S)+2ε.By the assumption, T is of diameter 2. Thus diam(S) ≥ 2− 2ε and X has theSD2P.
(c) Our proof is a slight modification of the proof in [ALN1]. Assume that X hasthe SD2P. Let Z = X ⊕∞ Y and let P : Z → X be the natural projection ontoX . Let S = 1n∑ni=1 Si, where n ∈ N and S1, . . . , Sn are slices of BZ .We recall that slices S1, . . . , Sn are relatively weakly open in BZ . ByLemma 2.30, it follows that for every i ∈ {1, . . . , n} one can find relativelyweakly open subsets Ui of BX and Vi of BY such that Ui × Vi ⊂ Si.We have now P(S) = 1n n∑i=1 P(Si) ⊃ 1n
n∑
i=1 Ui.By Remark 2.3, diam( 1n∑ni=1 Ui) = 2. Since ‖P‖ = 1, we must havediam(P(S)) = diam(S) = 2.
We will now show that if X and Y are Banach spaces, then the Banach spaceX ⊕p Y , where p is such that 1 < p <∞, can never have the SD2P. This givesa negative answer to question (c) in [ALN1].Theorem 2.33 is a joint result with M. Põldvere. The lack of the SD2P in `p-sumsof Banach spaces, where p is such that 1 < p <∞, was obtained independentlyalso in [ABGLP, Theorem 3.2] (see also [Oja]).Theorem 2.33 (see [Lan, Theorem 3.23] or [HL1, Theorem 1]). Let X and Ybe Banach spaces and let p be such that 1 < p < ∞. The Banach spaceZ = X ⊕p Y does not have the SD2P.
To prove this theorem, we will need the following lemma.Lemma 2.34 (see [Lan, Lemma 3.24] or [HL1, Lemma 2]). Let q be such that1 < q <∞ and 1/p+ 1/q = 1. If z∗ = (x∗, y∗) is an element in SZ ∗ = SX ∗⊕qY ∗ ,then for every ε > 0 there exists α > 0 such that∣∣∣ ‖x‖− ‖x∗‖q−1 ∣∣∣+ ∣∣∣ ‖y‖− ‖y∗‖q−1 ∣∣∣ < ε,
whenever z = (x, y) is an element in S(z∗, α).
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Proof. Note that if z = (x, y) is an element in S(BZ , z∗, α), then (‖x‖ , ‖y‖)and (‖x∗‖q−1 , ‖y∗‖q−1) are both elements of the slice S(B`2p , (‖x∗‖ , ‖y∗‖), α).Obviously, when α tends to 0, then diam(S(B`2p , (‖x∗‖ , ‖y∗‖), α)) tends to 0 aswell. This proves the result.
Proof of Theorem 2.33. We will show that, for every λ ∈ (0, 1), there existsα > 0 and β > 0 such that
λS(BZ , z∗, α) + (1− λ)S(BZ , z˜∗, α) ⊂ (1− β)BZ ,where S(BZ , z∗, α) and S(Bz, z˜∗, α) are two suitable slices of BZ .Let x∗ ∈ SX ∗ and y∗ ∈ SY ∗ . We take z∗ = (x∗, 0) and z˜∗ = (0, y∗). Then z andz˜ are elements in SZ ∗ . Fix λ ∈ (0, 1). Denote by
ε = 1− (λp + (1− λ)p)1/p.
Clearly, ε > 0. By Lemma 2.34, there exists α > 0 such that((λ ‖x‖ + (1− λ) ‖x˜‖)p + (λ ‖y‖ + (1− λ) ‖y˜‖)p)1/p
≤ ((λ · 1 + (1− λ) · 0)p + (λ · 0 + (1− λ) · 1)p)1/p + ε2
= (λp + (1− λ)p)1/p + ε2 = 1− ε2 ,whenever z = (x, y) ∈ S(BZ , z∗, α) and z˜ = (x˜, y˜) ∈ S(BZ , z˜∗, α).One may take β = ε/2. Indeed, for z = (x, y) ∈ S(BZ , z∗, α) and z˜ = (x˜, y˜) ∈S(BZ , z˜∗, α), we have
‖λz + (1− λ)z˜‖ = ( ‖λx + (1− λ)x˜‖p + ‖λy+ (1− λ)y˜‖p )1/p
≤ ((λ ‖x‖ + (1− λ) ‖x˜‖)p + (λ ‖y‖ + (1− λ) ‖y˜‖)p)1/p
≤ 1− ε2 .
Relations between the M-ideal structure and diameter 2 properties were firstconsidered in [LP], where it was proven that if a proper subspace Y of a Banach
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space X is a strict M-ideal in X , then both Y and X have the D2P (see[LP, Theorem 2.4]). In [ALN1, Theorem 4.10], it is shown that, under the sameassumptions, one can conclude that both Y and X even have the SD2P. Animmediate corollary of this is that if a nonreflexive Banach space X is an M-ideal in its bidual X ∗∗, then both X and X ∗∗ have the SD2P. In Proposition 3.35,we shall present a simple proof of this result.Example 2.35. One can not omit here the assumption that an M-ideal Y in Xis a strict M-ideal. Indeed, let Y be any Banach space and let X = Y ⊕∞ c0.Then, by [ALN1, Proposition 4.6] (or Proposition 2.36), X has the SD2P and Yis an M-ideal in X .
In the following we will show that if a nonzero M-ideal Y in X has somediameter 2 property, then X has the same diameter 2 property without theassumption that the range of the projection is 1-norming. This also generalizes[ALN1, Theorem 3.2] (the case of p =∞) and [ALN1, Proposition 4.6].Proposition 2.36 (see [Lan, Proposition 3.28] or [HL1, Proposition 3]). Let X bea Banach space and let Y be a proper closed subspace of X . Assume that Y isan M-ideal in X . If Y has the SD2P, then X has the SD2P.
Proof. Let 1n∑ni=1 S(BX , x∗i , αi) be a convex combination of slices of BX ,where n ∈ N. By Proposition 2.8, it suffices to show the diameter of1n∑ni=1 S(BX , x∗i , αi) is 2. Let α = min{α1, . . . , αn} and ε be such thatε ∈ (0, α/3).We will show the existence of x1,1, . . . , x1,n and x2,1, . . . , x2,n in BX such thatx1,i, x2,i ∈ S(BX , x∗i , αi) for every i ∈ {1, . . . , n} and∥∥∥∥∥1n n∑i=1 (x1,i − x2,i)
∥∥∥∥∥ > 2− ε1 + ε .
Denote by P the M-ideal projection on X ∗ with kerP = Y ⊥. For all i ∈{1, . . . , n}, we take
y∗i = Px∗i‖Px∗i ‖ and βi = ε − ε ‖Px∗i ‖ + ε2‖Px∗i ‖ .Note that, if Px∗i 6= 0, then βi > 0. If Px∗i = 0, we can take y∗i ∈ SY ∗ and βi > 0to be arbitrary. Observe that 1n∑ni=1 S(BY , y∗i , βi) is a convex combination ofslices of BY . Since Y has the SD2P, we can find y1,1, . . . , y1,n and y2,1, . . . , y2,nin BY such that Px∗i (yj ,i) > (‖Px∗i ‖− ε)(1 + ε)
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and ∥∥∥∥∥1n n∑i=1 (y1,i − y2,i)
∥∥∥∥∥ > 2− ε.
There are x1, . . . , xn ∈ BX such that(x∗i − Px∗i )(xi) > (‖x∗i − Px∗i ‖− ε)(1 + ε)for all i ∈ {1, . . . , n}.Since Y is an M-ideal in X , then by [Wer1, Proposition 2.3], we can, for everyi ∈ {1, . . . , n}, choose zi ∈ BY such that∥∥yj ,i + xi − zi∥∥ < 1 + εand |Px∗i (xi − zi)| < ε.We take xj ,i = yj ,i + xi − zi1 + ε .Now, for every i ∈ {1, . . . , n} and j ∈ {1, 2}, xj ,i is an element in S(BX , x∗i , αi),because
x∗i (xj ,i) = x∗i (yj ,i + xi − zi)1 + ε= Px∗i (yj ,i) + (x∗i − Px∗i )(xi) + Px∗i (xi − zi)1 + ε> ‖Px∗i ‖− ε + ‖x∗i − Px∗i ‖− ε − ε= ‖x∗i ‖− 3ε > 1− αi.Finally, observe that∥∥∥∥∥1n n∑i=1 (x1,i − x2,i)
∥∥∥∥∥ = 11 + ε
∥∥∥∥∥1n n∑i=1 (y1,i − y2,i)
∥∥∥∥∥ > 2− ε1 + ε .
We conclude with the LD2P and the D2P versions of Proposition 2.36.Proposition 2.37 (see [Lan, Proposition 3.29] or [HL1, Proposition 4]). Let X bea Banach space and let Y be a proper closed subspace of X . Assume that Y isan M-ideal in X . If Y has the LD2P, then X has the LD2P.
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Proof. Take n = 1 in the proof of Proposition 2.36.
The next result is obtained in the proof of [LP, Theorem 2.4], but not statedexplicitly. We will give a direct proof of this result.
Proposition 2.38 (see [Lan, Proposition 3.30] or [HL1, Proposition 5]). Let X bea Banach space and let Y be a proper closed subspace of X . Assume that Y isan M-ideal in X . If Y has the D2P, then X has the D2P.
Proof. The proof is similar to the proof of Proposition 2.36.Let U be a nonempty relatively weakly open subset of BX containing an elementx0. We may assume that
{x ∈ BX : |x∗i (x − x0)| < γ, i ∈ {1, . . . , n}} ⊂ U,for some n ∈ N, x∗1 , . . . , x∗n ∈ SX ∗ , and γ > 0.Denote by P the M-ideal projection on X ∗ with kerP = Y ⊥, and let δ =max{‖Px∗i ‖ : i ∈ {1, . . . , n}}. Let ε > 0 be such that ε(4 + δ) < γ . We willshow the existence of elements x and x˜ in U such that
‖x − x˜‖ > 2− ε1 + ε .
Since BY is dense in BX in the weak topology σ (X, ran P), we can find anelement y0 ∈ BY such that
|Px∗i (x0 − y0)| < εfor every i ∈ {1, . . . , n}. Consider the set
V = {y ∈ BY : |Px∗i (y− y0)| < ε(δ + 1), i ∈ {1, . . . , n}}.Clearly, V is a nonempty relatively weakly open subset of BY . By the assump-tion, there are y1, y2 ∈ V with ‖y1 − y2‖ > 2− ε.Since Y is an M-ideal in X , by [Wer1, Proposition 2.3], there is an elementz0 ∈ BY such that ∥∥yj + x0 − z0∥∥ < 1 + εand |Px∗i (x0 − z0)| < εfor every i ∈ {1, . . . , n} and j ∈ {1, 2}.
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We take x1 = y1 + x0 − z01 + ε and x2 = y2 + x0 − z01 + ε .Now, for every i ∈ {1, . . . , n}, we have
|x∗i (x1 − x0)| = 11 + ε |x∗i (y1 − εx0 − z0)± Px∗i (x0)± Px∗i (y0)|≤ 11 + ε( |Px∗i (y1 − y0)|+ |Px∗i (x0 − z0)|+ ε |x∗i (x0)|+ |Px∗i (y0 − x0)|)< 11 + ε (εδ + 4ε) < γ.Thus, x1 ∈ U . Similarly, one can show that x2 ∈ U . Finally, observe that
‖x1 − x2‖ = 11 + ε ‖y1 − y2‖ > 2− ε1 + ε .
In Section 3.3, we will give a dual space approach to Propositions 2.36–2.38.
Chapter 3
Octahedral Banach spaces
It is known that a Banach space has the SD2P if and only if the norm on itsdual space is octahedral. We consider two more versions of octahedrality, whichwe show are dual properties to the D2P and to the LD2P. We study stabilityproperties of different types of octahedrality and provide alternative proofs ofsome known stability results of diameter 2 properties. Necessary and sufficientconditions for spaces of operators to be octahedral are also considered. Thischapter is mainly based on [HLP].
3.1 Definitions and basic results
Definition 3.1 (see [God] and [DGZ], cf. [Dev]). Let X be a Banach space. Thenorm on X is octahedral (OH) if, for every finite-dimensional subspace E of Xand every ε > 0, there is a y ∈ SX such that
‖x + y‖≥ (1− ε)(‖x‖+‖y‖) for all x ∈ E .
Whenever it makes no confusion, spaces whose norm is OH will also be calledOH for simplicity.
Octahedral norms were introduced by G. Godefroy and B. Maurey [GM] (seealso [God]) in order to characterize Banach spaces containing an isomorphiccopy of `1.
Theorem 3.2 (see [DGZ, Theorem III.2.5]). A Banach space X can be equivalentlyrenormed to be OH if and only if X contains an isomorphic copy of `1.
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We now point out some equivalent, but sometimes more convenient formulationsof octahedrality.Proposition 3.3 (see [HLP, Proposition 2.1]). Let X be a Banach space. Thefollowing assertions are equivalent:
(i) X is OH;(ii) whenever E is a finite-dimensional subspace of X and ε > 0, there is ay ∈ SX such that
‖x + ty‖≥ (1− ε)(‖x‖+t) for all x ∈ SE and t > 0; (3.1)
(ii’) whenever n ∈ N, x1, . . . , xn ∈ SX , and ε > 0, there is a y ∈ SX such that
‖xi + ty‖≥ (1− ε)(‖xi‖+t) for all i ∈ {1, . . . , n} and t > 0; (3.2)
(iii) whenever n ∈ N, x1, . . . , xn ∈ SX , and ε > 0, there is a y ∈ SX such that
‖xi + y‖≥ 2− ε for all i ∈ {1, . . . , n}.
Proof. (i)⇔(ii)⇒(ii’)⇒(iii) is obvious.
(iii)⇒(ii’). Assume that (iii) holds. Let x1, . . . , xn ∈ SX and let ε > 0. By (iii),pick any y ∈ SX with
‖xi + y‖≥ 2− ε for all i ∈ {1, . . . , n}.
We show that y satisfies (3.2). Suppose that i ∈ {1, . . . , n}, t > 0, and ε > 0.Then
‖xi + ty‖ ≥ max{1, t}‖xi + y‖−(max{1, t} − min{1, t})≥ (1− ε) max{1, t}+ min{1, t}= 1 + t − ε · max{1, t}≥ (1− ε)(1 + t).
(ii’)⇒(ii). Assume that (ii’) holds. Let E be a nontrivial finite-dimensionalsubspace of X and let ε > 0. We shall show that there is a y ∈ SX satisfying(3.1). Let A ⊂ SX be a finite ε/2-net for SE . By (ii’), there is a y ∈ SX satisfying
‖z + ty‖≥ (1− ε2 )(‖z‖+t) for all z ∈ A and t > 0.
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Let x ∈ SE and t > 0 be arbitrary. Letting z ∈ A be such that ‖x − z‖< ε/2,one has
‖x + ty‖ ≥ ‖z + ty‖−‖x − z‖≥ (1− ε2 )(1 + t)− ε2≥ (1− ε)(1 + t).
Example 3.4. The Banach space `1 is OH. Indeed, let n ∈ N, x1 =(α1,k ), . . . , xn = (αn,k ) ∈ S`1 and let ε > 0. By Proposition 3.3, it sufficesto find a y ∈ S`1 such that ‖xi + y‖≥ 2 − ε for all i ∈ {1, . . . , n}. Find anN ∈ N such that
N∑
k=1 |αi,k | > 1− ε/2 for all i ∈ {1, . . . , n}.Define y = eN+1, where (ek ) is the standard vector basis of `1. Now we havethat
‖xi + y‖ = N∑k=1 |αi,k |+ |1 + αi,N+1|+
∞∑
k=N+2 |αi,k |
≥ N∑k=1 |αi,k |+ 1− |αi,N+1| −
∞∑
k=N+2 |αi,k |≥ 1− ε/2 + 1− ε/2 = 2− ε
for all i ∈ {1, . . . , n}. Thus `1 is OH.
Similarly to Example 3.4, one can show that given a sequence of nontrivialBanach spaces (Xk ) the `1-sum (X1 ⊕ X2 ⊕ . . . )`1 is always OH.In order to show that spaces with the DP are OH, we recall a geometric char-acterization of the DP.Lemma 3.5 (see [KSSW, Lemma 2.2]). Let X be a Banach space. The followingassertions are equivalent.
(i) X has the DP;(ii) for every x ∈ SX , x∗ ∈ SX ∗ , and ε > 0 there is a y ∈ SX such thatx∗(y) > 1− ε and ‖x + y‖> 2− ε;
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(iii) for every x ∈ SX , x∗ ∈ SX ∗ , and ε > 0 there is a y∗ ∈ SX ∗ such thaty∗(x) > 1− ε and ‖x∗ + y∗‖> 2− ε.
Repeatedly using Lemma 3.5 gives us that X and X ∗ are OH whenever X hasthe DP. One can derive this result also from the duality of the SD2P and OHas it is done in [BGLPRZ1].
Theorem 3.6 (see [BGLPRZ1, Corollary 2.5]). If X has the DP, then X and X ∗are OH.
The following example of a Banach space X such that X and X ∗ are OH, butX fails to have the DP is given in [BGLPRZ1, Remark 2.6].
Example 3.7. Let X = L1[0, 1]⊕∞`1. We know that L1[0, 1] is OH, because it hasthe DP and, by Example 3.4, we have that `1 is OH. Now, by Proposition 3.32,(c), we get that X is OH. Since X ∗ = L∞[0, 1]⊕1 `∞ and L∞[0, 1] has the DP, itfollows, by Proposition 3.32, that X ∗ is also OH. Finally, X fails the DP, because`1 fails the DP.
In order to characterize the dual of Banach spaces with the D2P, we introducethe following octahedrality-type property of the norm.
Definition 3.8 (see [HLP, Definition 2.2]). Let X be a Banach space. We saythat (the norm on) X is weakly octahedral (WOH) if, for every finite-dimensionalsubspace E of X , every x∗ ∈ BX ∗ , and every ε > 0, there is a y ∈ SX such that
‖x + y‖≥ (1− ε)(|x∗(x)|+ ‖y‖) for all x ∈ E .
It is clear that if a Banach space is OH, then it is WOH.Next we point out some equivalent, but sometimes more convenient formulationsof weak octahedrality.
Proposition 3.9 (see [HLP, Proposition 2.4]). Let X be a Banach space. Thefollowing assertions are equivalent:
(i) X is WOH;
(ii) whenever E is a finite-dimensional subspace of X , x∗ ∈ BX ∗ , and ε > 0,there is a y ∈ SX such that
‖x + ty‖≥ (1− ε)(|x∗(x)|+ t) for all x ∈ SE and t > 0;
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(ii’) whenever n ∈ N, x1, . . . , xn ∈ SX , x∗ ∈ BX ∗ , and ε > 0, there is a y ∈ SXsuch that
‖xi + ty‖≥ (1− ε)(|x∗(xi)|+ t) for all i ∈ {1, . . . , n} and t > 0;
(iii) whenever n ∈ N, x1, . . . , xn ∈ SX , x∗ ∈ BX ∗ , and ε > 0, there is a y ∈ SXsuch that
‖xi + ty‖≥ (1− ε)(|x∗(xi)|+ t) for all i ∈ {1, . . . , n} and t ≥ ε.
Proof. (i)⇔(ii)⇒(ii’)⇒(iii) is obvious.
(iii)⇒(ii). Assume that (iii) holds. Let E be a nontrivial finite-dimensionalsubspace of X , let x∗ ∈ BX ∗ , and let ε be such that ε ∈ (0, 1). Pick δ > 0satisfying ε ≥ (2 − ε)δ , and γ > 0 satisfying γ(2 − δ) ≤ δ2. Let A ⊂ SX be afinite γ-net for SE . By (iii), there is a y ∈ SX satisfying
‖z + ty‖≥ (1− δ)(|x∗(z)|+ t) for all z ∈ A and all t ≥ δ .
Let x ∈ SE and t > 0 be arbitrary. First suppose that t ≤ δ . In this case,observing that −δ ≥ −ε + δ − εδ , i.e. 1 − δ ≥ (1 − ε)(1 + δ), and thus also1− δ ≥ (1− ε)(1 + t),
‖x + ty‖≥ 1− δ ≥ (1− ε)(1 + t) ≥ (1− ε)(|x∗(x)|+ t).
Now consider the case t ≥ δ . Letting z ∈ A be such that ‖x − z‖< γ , one has
‖x + ty‖ ≥ ‖z + ty‖−γ ≥ (1− δ)(|x∗(z)|+ t)− γ≥ (1− δ)(|x∗(x)|+ t)− γ(1− δ)− γ.
Since t ≥ δ , one has
γ(1− δ) + γ = γ(2− δ) ≤ δ2 ≤ δ(|x∗(x)|+ t),
and it follows that
‖x + ty‖≥ (1− 2δ)(|x∗(x)|+ t) ≥ (1− 2ε)(|x∗(x)|+ t).
Remark 3.1. We do not know whether the equivalences in Proposition 3.9 remainthe same by replacing the condition t > 0 with t = 1 (see also the remark after[HL2, Lemma 3.5]).
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Proposition 3.10 (see [HLP, Proposition 2.5]). Let X be a Banach space. Thefollowing assertions are equivalent:
(i) X ∗ is WOH;(ii) whenever E is a finite-dimensional subspace of X ∗, x ∈ BX , and ε > 0,there is a y∗ ∈ SX ∗ such that
‖x∗ + y∗‖≥ (1− ε)(|x∗(x)|+ ‖y∗‖) for all x∗ ∈ E ;
(iii) whenever n ∈ N, x∗1 , . . . , x∗n ∈ SX ∗ , x ∈ BX , and ε > 0, there is ay∗ ∈ SX ∗ such that
‖x∗i + ty∗‖≥ (1− ε)(|x∗i (x)|+ t) for all i ∈ {1, . . . , n} and t ≥ ε.
Proof. (i)⇒(ii)⇒(iii) is obvious.
(iii)⇒(ii) is similar to (iii)⇒(ii) in the proof of Proposition 3.9.
(ii)⇒(i). This is a standard use of the Principle of Local Reflexivity. Assume that(ii) holds. Let E be a finite-dimensional subspace of X ∗, let x∗∗ ∈ BX ∗∗ , and let εbe such that ε ∈ (0, 1). Let F = span{x∗∗}. By the Principle of Local Reflexivity,there is an ε-isometry T : F → X such that 1−ε ≤ ‖T f‖≤ 1+ε for all f ∈ SFand x∗(Tx∗∗) = x∗∗(x∗) for all x∗ ∈ E . It is clear that Tx∗∗/(1 + ε) ∈ BX . By(ii), there is a y∗ ∈ SX ∗ such that
‖x∗ + y∗‖ ≥ (1− ε2)(|x∗( Tx∗∗1 + ε
) |+ ‖y∗‖)
= (1− ε21 + ε
)(|x∗∗(x∗)|+ (1 + ε)‖y∗‖)
> (1− ε)(|x∗∗(x∗)|+ ‖y∗‖)for all x∗ ∈ E .
In order to characterize the dual of Banach spaces with the LD2P (similarly tothe D2P and the SD2P), we introduce the following octahedrality-type propertyof the norm.Definition 3.11 (see the comment after [HLP, Lemma 3.1]). Let X be a Banachspace. We say that (the norm on) X is locally octahedral (LOH) if, for everyx ∈ X and every ε > 0, there is a y ∈ SX such that
‖sx + y‖≥ (1− ε)(|s|‖x‖+‖y‖) for all s ∈ R.
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Clearly, every WOH Banach space is LOH.In the following we point out some equivalent, but sometimes more convenientformulations of LOH.
Proposition 3.12 (see [HLP, Lemma 3.1]). Let X be a Banach space. The fol-lowing assertions are equivalent:
(i) X is LOH;
(ii) whenever x ∈ SX and ε > 0, there is a y ∈ SX such that
‖x ± ty‖≥ (1− ε)(‖x‖+t) for all t > 0; (3.3)
(iii) whenever x ∈ SX and ε > 0, there is a y ∈ SX such that
‖x ± y‖≥ 2− ε.
(iv) whenever x ∈ SX then
lim sup
‖h‖→0
‖x + h‖+‖x − h‖−2‖x‖
‖h‖ = 2;
Proof. (i)⇔(ii)⇒(iii) is obvious. (iv)⇒(iii) and (ii)⇒(iv) are straightforward.
(iii)⇒(ii). Assume that (iii) holds. Let x ∈ SX and let ε > 0. By (iii), pick anyy ∈ SX with ‖x ± y‖≥ 2 − ε. We show that y satisfies (3.3). Suppose thatt > 0. Then
‖x ± ty‖ ≥ max{1, t}‖x ± y‖−(max{1, t} − min{1, t})≥ max{1, t}(1− ε) + min{1, t}= 1 + t − max{1, t}ε≥ (1 + t)(1− ε).
Thus y satisfies (3.3).
Remark 3.2. Condition (iv) in Proposition 3.12 means that the norm on X is2-rough. Thus X is LOH if and only if the norm on X is 2-rough. In orderto provide a unified octahedrality-based approach, we prefer to use the notionLOH instead of 2-rough.
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Definition 3.13 (see, e.g., [DGZ]). Let X be a Banach space and let ε > 0. Wesay that a norm ‖·‖ on X is ε-rough if
lim sup
‖h‖→0
‖x + h‖+‖x − h‖−2‖x‖
‖h‖ ≥ ε for all x ∈ X.
We say that X is rough, if it is ε-rough for some ε > 0, and we say that X isnonrough otherwise.
For a Banach space the following implications hold:
OH⇒ WOH⇒ LOH.
In general, these implications are not reversible. There is a Banach space whichis WOH, but fails to be OH.
Example 3.14. The Banach space `1⊕2`1 is WOH, however it is not OH. Indeed,by Proposition 3.30, `1 ⊕2 `1 is WOH and, by Proposition 3.32, `1 ⊕2 `1 cannotbe OH.
There is a Banach space which is LOH, but fails to be WOH.
Example 3.15. By Theorem 2.9, we can equivalently renorm c0 such that it hasthe LD2P and fails the D2P. Thus, by Theorems 3.27 and 3.24, its dual spaceis LOH, but fails to be WOH.
Similarly as with the diameter 2 properties (see Proposition 2.18), almost iso-metric ideals inherit all three octahedralities.
Proposition 3.16 (see [ALLN, Proposition 3.1]). Let X be a Banach space andY an ai-ideal in X . If X is OH, then Y is OH.
Proof. Assume that X is OH. Let y1, . . . , yn ∈ SY and ε > 0. Since X is OH,there is an x ∈ SX such that ‖yi + x‖ ≥ 2 − ε for all i ∈ {1, . . . , n}. LetE = span{x, y1, . . . , yn}. Since Y is an ai-ideal in X , there is a T : E → Ysuch that
(i) Te = e for all e ∈ E ∩ Y ;
(ii) (1 + ε)−1 ‖e‖ ≤ ‖Te‖ ≤ (1 + ε) ‖e‖ for all e ∈ E .
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Take z = Tx/ ‖Tx‖. Observe that z ∈ SY and ‖z − Tx‖ ≤ ε because (1 +ε)−1 ≤ ‖Tx‖ ≤ 1 + ε. We have that
‖yi + z‖ ≥ ‖T (yi + x)‖− ‖Tx − z‖ ≥ ‖yi + x‖1 + ε − ε ≥ 2− ε1 + ε − εfor all i ∈ {1, . . . , n}. Since ε > 0 was arbitrary, we deduce that Y is OH.Proposition 3.17. Let X be a Banach space and Y an ai-ideal in X . If X isLOH, then Y is LOH.
Proof. Take n = 2 and y2 = −y1 in the proof of Proposition 3.16.Proposition 3.18. Let X be a Banach space and Y an ai-ideal in X . If X isWOH, then Y is WOH.
Proof. Assume that X is WOH. Let y1, . . . , yn ∈ SY , y∗ ∈ BY ∗ , and let ε besuch that ε ∈ (0, 1). We will show that there is an element z ∈ SY such that
‖yi + z‖ ≥ (1− ε)(|y∗(yi)|+ t) for all i ∈ {1, . . . , n} and t ≥ ε.Since X is WOH, there is an x ∈ SX such that
‖yi + x‖ ≥ (1− ε4/4)(|y∗(yi)|+ t) for all i ∈ {1, . . . , n} and t > 0.Let E = span{x, y1, . . . , yn}. Since Y is an ai-ideal in X , there is a T : E → Ysuch that
(i) Te = e for all e ∈ E ∩ Y ;(ii) (1 + ε2/2)−1 ‖e‖ ≤ ‖Te‖ ≤ (1 + ε2/2) ‖e‖ for all e ∈ E .
Take z = Tx/ ‖Tx‖. Observe that z ∈ SY and ‖z − Tx‖ ≤ ε2/2 because(1 + ε2/2)−1 ≤ ‖Tx‖ ≤ 1 + ε2/2. For all i ∈ {1, . . . , n} and t ≥ ε, we have
‖yi + z‖ ≥ ‖T (yi + x)‖− ‖Tx − z‖
≥ ‖yi + x‖1 + ε2/2 − ε2/2 ≥ (1− ε4/4)(|y∗(yi)|+ t)1 + ε2/2 − ε2/2≥ (1− ε2/2)(|y∗(yi)|+ t)− ε2/2≥ (1− ε2/2)(|y∗(yi)|+ t)− tε/2≥ (1− ε/2)(|y∗(yi)|+ t)− tε/2≥ (1− ε)(|y∗(yi)|+ t).Since ε > 0 was arbitrary, we deduce that Y is WOH.
Recall that any Banach space is an ai-ideal in its bidual.
Corollary 3.19. If X ∗∗ is OH (resp. WOH, LOH), then X is OH (resp. WOH,LOH).
The converse of Corollary 3.19 fails for each level of octahedrality.
Example 3.20. The Banach space C [0, 1] is OH, but its bidual C [0, 1]∗∗ evenfails to be LOH. By Example 2.12, we know that C [0, 1]∗ fails to have the LD2P,thus, by Theorem 3.27, the bidual X ∗∗ cannot be LOH.
3.2 Duality of diameter 2 properties andoctahedrality
The goal of this section is to establish the duality between diameter 2 propertiesand octahedrality. We also show that one can think of diameter 2 properties assort of extension properties.It is well-known that a Banach space X is ε-rough if and only if the diameter ofevery weak∗ slice of BX ∗ is greater or equal to ε (see [DGZ, Proposition I.1.11]).Thus, by Remark 3.2, X is LOH if and only if X ∗ has the w∗-LD2P. In Theo-rem 3.25, we give an implicit proof for this result.G. Godefroy (see [God, Remark II.5, 2)], see also [Dev, Remark (c), p. 119])remarks that a Banach space is OH if and only if every convex combination ofweak∗ slices of BX ∗ is of diameter 2. A proof of this result can also be found in[BGLPRZ1, Theorem 2.1].
Theorem 3.21 (see [HLP, Theorem 2.2] and [God, Remark II.5, 2)], see also[BGLPRZ1, Theorem 2.1]). Let X be a Banach space. The following assertionsare equivalent:
(i) X ∗ has the w∗-SD2P;
(ii) X is OH;
(iii) whenever E is a finite-dimensional subspace of X , n ∈ N, x∗1 , . . . , x∗n ∈BX ∗ , ε > 0, and ε0 ∈ (0, ε), there is a y ∈ SX such that, whenever|γi| ≤ 1 + ε0, there are y∗i ∈ X ∗ satisfyingy∗i |E = x∗i |E , y∗i (y) = γi, and ‖y∗i ‖≤ 1 + ε for all i ∈ {1, . . . , n};
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(iv) whenever E is a finite-dimensional subspace of X , n ∈ N, x∗1 , . . . , x∗n ∈BX ∗ , and ε > 0, there are y ∈ SX and x∗1,i, x∗2,i ∈ X ∗, satisfyingx∗1,i|E = x∗2,i|E = x∗i |E , ‖x∗1,i‖, ‖x∗2,i‖≤ 1 + ε, (3.4)and x∗1,i(y)− x∗2,i(y) > 2− ε for all i ∈ {1, . . . , n}.
Proof. The equivalence of (i)⇔(ii) was pointed out in [God, Remark II.5, 2)]. Sinceno details of the proof were given in [God], we include the proof for completeness.(i)⇒(ii). Assume that (i) holds. Let n ∈ N, x1, . . . , xn ∈ SX , and let ε > 0. By(i), for every i ∈ {1, . . . , n}, there are x∗1,i, x∗2,i ∈ BX ∗ and y ∈ SX such that
x∗1,i(xi), x∗2,i(xi) > 1− ε and 1n n∑i=1 (x∗1,i(y)− x∗2,i(y)) > 2− εn.For every i ∈ {1, . . . , n}, since x∗1,i(y) > 1− ε, one has
‖xi + y‖≥ x∗1,i(xi + y) > 2− 2ε,and X is OH by (the equivalence (i)⇔(iii) of ) Proposition 3.3.
(ii)⇒(i). Assume that (ii) holds. Let S1 = S(BX ∗, x1, α1), . . . , Sn = S(BX ∗, xn, αn)be weak∗ slices of BX ∗ and S = 1/n∑ni=1 Si. Let α = min{α1, . . . , αn} and εbe such that ε ∈ (0, α). By (ii), there is an y ∈ SX such that
‖xi ± y‖> 2− ε/2 for all i ∈ {1, . . . , n}.For every i ∈ {1, . . . , n} find y∗i , z∗i ∈ SX ∗ such thaty∗i (xi + y) = ‖xi + y‖ and z∗i (xi − y) = ‖xi − y‖.Observe that y∗i (xi), z∗(xi) > 1−ε/2 and y∗i (y), z∗i (−y) > 1−ε/2. Thus y∗i , z∗i ∈Si for every i ∈ {1, . . . , n}. Define y∗ = 1/n∑ni=1 y∗i and z∗ = 1/n∑ni=1 z∗i .Thus y∗, z∗ ∈ S and
‖y∗ − z∗‖≥ 1n n∑i=1 (y∗i − z∗i )(y) > 1n
n∑
i=1 (2− ε) = 2− ε.Therefore X ∗ has the w∗-SD2P.
(ii)⇒(iii). Assume that (ii) holds. Let E be a finite-dimensional subspace of X ,let n ∈ N, x∗1 , . . . , x∗n ∈ BX ∗ , and let ε0 ∈ (0, ε). Choose y ∈ SX to satisfy
‖x‖+|t| ≤ 1 + ε1 + ε0‖x + ty‖ for all x ∈ E , t ∈ R, and i ∈ {1, . . . , n}.
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Letting γi ∈ [−1−ε0, 1+ε0], i = {1, . . . , n}, and defining gi ∈ (span(E∪{y}))∗by gi|E = x∗i |E and gi(y) = γi, it suffices to show that ‖gi‖≤ 1 + ε (because,in this case, one may define the desired y∗i ∈ X ∗ to be any norm-preservingextension of gi). To this end, it remains to observe that, whenever x ∈ E , t ∈ R,and i ∈ {1, . . . , n},
|gi(x + ty)| ≤ |x∗i (x)|+ |t| |γi| ≤ (1 + ε0)(‖x‖+|t|)≤ (1 + ε)‖x + ty‖.
(iii)⇒(iv) is obvious.
(iv)⇒(i). Let n ∈ N, x1, . . . , xn ∈ SX , and let ε > 0. For every i ∈{1, . . . , n}, choose x∗i ∈ BX ∗ , so that x∗i (xi) > 1 − ε, and let y ∈ SX andx∗1,1, x∗2,1, . . . , x∗1,n, x∗2,n ∈ X ∗ be as in (iv), where E = span{x1, . . . , xn}. It sufficesto observe that, for all i ∈ {1, . . . , n} and j ∈ {1, 2}, one has x∗j ,i1+ε ∈ BX ∗ ,x∗j ,i1 + ε (xi) = x∗i (xi)1 + ε > 1− ε1 + ε ,and
∥∥∥∥∥ n∑i=1 1n x
∗1,i1 + ε − n∑i=1 1n x
∗2,i1 + ε
∥∥∥∥∥ >
∣∣∣∣ n∑i=1 1n (x∗1,i(y)− x∗2,i(y))
∣∣∣∣1 + ε > 2− ε1 + ε .
The following theorem is an obvious consequence of Proposition 2.14 and The-orem 3.21.
Theorem 3.22 (see [BGLPRZ1, Corollary 2.2] and [HLP, Theorem 2.3]). Let Xbe a Banach space. The following assertions are equivalent:
(i) X has the SD2P;
(ii) X ∗ is OH.
The dual characterization of the D2P was established in [HLP].
Theorem 3.23 (see [HLP, Theorem 2.6]). Let X be a Banach space. The followingassertions are equivalent:
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(i) X ∗ has the w∗-D2P;(ii) X is WOH;(iii) for every finite-dimensional subspace E of X , every x∗ ∈ BX ∗ , every ε > 0,and every ε0 ∈ (0, ε), there is a y ∈ SX such that, whenever |γ| ≤ 1+ ε0,there is a y∗ ∈ X ∗ satisfying
y∗|E = x∗|E , y∗(y) = γ, and ‖y∗‖≤ 1 + ε;
(iv) for every finite-dimensional subspace E of X , every x∗ ∈ BX ∗ , and everyε > 0, there are y ∈ SX and x∗1 , x∗2 ∈ X ∗ satisfyingx∗1 |E = x∗2 |E = x∗|E , x∗1 (y)− x∗2 (y) > 2− ε,and ‖x∗1‖, ‖x∗2‖≤ 1 + ε;(v) whenever n ∈ N, x1, . . . , xn ∈ SX , x∗ ∈ SX ∗ , and ε > 0, there are y ∈ BXand x∗1 , x∗2 ∈ BX ∗ such that∣∣x∗1 (xi)− x∗(xi)∣∣ < ε and ∣∣x∗2 (xi)− x∗(xi)∣∣ < ε for all i ∈ {1, . . . , n},and x∗1 (y)− x∗2 (y) > 2− ε.
Proof. (i)⇒(ii). Assume that (i) holds. Let n ∈ N, x1, . . . , xn ∈ SX , let x∗ ∈ BX ∗ ,and let ε be such that ε ∈ (0, 1). Pick δ ∈ (0, ε2) satisfying δ < ε |x∗(xi)| forall i ∈ {1, . . . , n} with |x∗(xi)| 6= 0. By (i), there are u∗, v∗ ∈ BX ∗ and y ∈ SXsuch that∣∣u∗(xi)− x∗(xi)∣∣ < δ and ∣∣v∗(xi)− x∗(xi)∣∣ < δ for all i ∈ {1, . . . , n},and v∗(y)− u∗(y) > 2− ε.Since v∗(y) ≤ 1 and u∗(y) ≥ −1, it follows that v∗(y) > 1 − ε and u∗(y) <−1 + ε. Let i ∈ {1, . . . , n} and t ≥ ε be arbitrary. If x∗(xi) 6= 0, then, choosingz∗ ∈ {u∗, v∗} so that x∗(xi) and z∗(y) (and thus also z∗(xi) and z∗(y)) have thesame sign, one has
‖xi + ty‖ ≥ ∣∣z∗(xi) + tz∗(y)∣∣ = |z∗(xi)|+ t|z∗(y)|≥ |x∗(xi)| − |x∗(xi)− z∗(xi)|+ t|z∗(y)|≥ |x∗(xi)| − ε|x∗(xi)|+ (1− ε)t= (1− ε)(|x∗(xi)|+ t).
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If x∗(xi) = 0, then
‖xi + ty‖ ≥ ∣∣u∗(xi) + tu∗(y)∣∣ ≥ t|u∗(y)| − |u∗(xi)|≥ (1− ε)t − ε2 ≥ (1− ε)t − tε = (1− 2ε)(|x∗(xi)|+ t),
and it follows that X is WOH.
(ii)⇒(iii). Assume that (ii) holds. Let E be a finite-dimensional subspace of X ,let x∗ ∈ BX ∗ , and let ε0 ∈ (0, ε). Choose y ∈ SX to satisfy
|x∗(x)|+ |t| ≤ 1 + ε1 + ε0‖x + ty‖ for all x ∈ E and t ∈ R.Letting γ ∈ [−1− ε0, 1+ ε0], and defining g ∈ (span(E ∪{y}))∗ by g|E = x∗|Eand g(y) = γ , it suffices to show that ‖g‖≤ 1 + ε (because, in this case, onemay define the desired y∗ ∈ X ∗ to be any norm-preserving extension of g). Tothis end, it remains to observe that, whenever x ∈ E and t ∈ R,
|g(x + ty)| ≤ |x∗(x)|+ |t| |γ| ≤ (1 + ε0)(|x∗(x)|+ |t|)≤ (1 + ε)‖x + ty‖.
(iii)⇒(iv)⇒(v)⇒(i) is obvious.
The following theorem is an obvious consequence of Proposition 2.14 and The-orem 3.23.
Theorem 3.24 (see [HLP, Theorem 2.7]). Let X be a Banach space. The followingassertions are equivalent:
(i) X has the D2P;
(ii) X ∗ is WOH.
We conclude this section with the dual characterization of the LD2P.
Theorem 3.25 (cf. [DGZ, Proposition I.1.11]). Let X be a Banach space. Thefollowing assertions are equivalent:
(i) X ∗ has the w∗-LD2P;
(ii) X is LOH;
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(iii) for every x ∈ SX , every α ∈ [−1, 1], every ε > 0, and every ε0 ∈ (0, ε),there is a y ∈ SX such that, whenever |γ| ≤ 1 + ε0, there is a y∗ ∈ X ∗satisfying
y∗(x) = α, y∗(y) = γ, and ‖y∗‖≤ 1 + ε;
(iv) for every x ∈ SX , every α ∈ [−1, 1], and every ε > 0, there are y ∈ SXand x∗1 , x∗2 ∈ X ∗ satisfyingx∗1 (x) = x∗2 (x) = α, ‖x∗1‖, ‖x∗2‖≤ 1 + ε,and x∗1 (y)− x∗2 (y) > 2− ε.
Proof. (i)⇒(ii). Assume that (i) holds. Let x ∈ SX and let ε > 0. By (i), thereare x∗1 , x∗2 ∈ BX ∗ and y ∈ SX such thatx∗1 (x), x∗2 (x) > 1− ε/2 and (x∗1 (y)− x∗2 (y)) > 2− ε/2.Since x∗1 (y), x∗2 (−y) > 1− ε/2, one has
‖x + y‖≥ x∗1 (x + y) > 2− ε,and
‖x − y‖≥ x∗2 (x − y) > 2− ε.Thus X is LOH by Proposition 3.12.
(ii)⇒(i). Assume that (ii) holds. Let S(BX ∗, x, α) be a weak∗ slice of BX ∗ . Letε ∈ (0, α). By (ii), there is a y ∈ SX such that ‖x ± y‖> 2 − ε/2. Findy∗, z∗ ∈ SX ∗ such thaty∗(x + y) = ‖x + y‖ and z∗(x − y) = ‖x − y‖.
Observe that y∗(x), z∗(x) > 1 − ε/2 and y∗(y), z∗(−y) > 1 − ε/2. Thereforey∗, z∗ ∈ S(BX ∗, x, α) and
‖y∗ − z∗‖≥ (y∗ − z∗)(y) > 2− ε.
Thus X ∗ has the w∗-LD2P.
(ii)⇒(iii). Assume that (ii) holds. Let x ∈ SX , α ∈ [−1, 1], ε > 0, and let ε0 besuch that ε0 ∈ (0, ε). Choose y ∈ SX to satisfy
‖sx + y‖≥ 1 + ε01 + ε (|s|+ ‖y‖) for all s ∈ R.
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Now let |γ| ≤ 1 + ε0. Defining g ∈ (span{x, y})∗ by
g(x) = α, g(y) = γ,
one has, for all s ∈ R,
|g(sx + y)| ≤ |s||α|+ |γ| ≤ (1 + ε0)(|s|+ ‖y‖) ≤ (1 + ε)‖sx + y‖,
hence ‖g‖≤ 1 + ε. The desired y∗ can be defined to be any norm preservingextension to X of g.
(iii)⇒(iv) is obvious.
(iv)⇒(i). Let x ∈ SX , α = 1, and ε > 0 be arbitrary, and let y ∈ SX andx∗1 , x∗2 ∈ X ∗ be as in (iv). It remains to observe that x∗11+ε , x∗21+ε ∈ BX ∗ ,∥∥∥∥ x∗11 + ε − x∗21 + ε
∥∥∥∥ > |x∗1 (y)− x∗2 (y)|1 + ε > 2− ε1 + ε ,
and, for all i ∈ {1, 2}, x∗i1 + ε (x) = 11 + ε .
Corollary 3.26. The following assertions are equivalent:
(i) X is nonrough;
(ii) the dual unit ball BX ∗ has weak∗ slices of arbitrarily small diameter.
The next theorem is an obvious consequence of Proposition 2.14 and Theo-rem 3.25.
Theorem 3.27 (see [HLP, Theorem 3.3]). Let X be a Banach space. The followingassertions are equivalent:
(i) X has the LD2P;
(ii) X ∗ is LOH.
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In this section, we study how octahedralities are preserved by taking `p-sumsof Banach spaces. The obtained results are applied to provide a unified octahe-drality based approach to derive stability results of diameter 2 properties. Weconclude this section by characterizing octahedral spaces in terms of separablesubspaces.The following proposition is our main stability result for LOH spaces.Proposition 3.28 (see [HLP, Proposition 3.4]). Let X and Y be Banach spaces.
(a) If X is LOH, then X ⊕1 Y is LOH.(b) If X and Y are LOH, and p is such that 1 < p ≤ ∞, then X ⊕p Y is LOH.(c) If X ⊕p Y is LOH, where p is such that 1 < p ≤ ∞, then X is LOH.Remark 3.3. Note that Proposition 3.28, (c), fails if we take p = 1. This is clearby part (a).
Proof. (a). Assume that X is LOH. Fix (x, y) ∈ SX⊕1Y and ε > 0. By ourassumption, there exists a u ∈ SX such that
‖x ± u‖≥ (1− ε)(‖x‖+1).Hence, ∥∥(x, y)± (u, 0)∥∥1 ≥ (1− ε)(‖x‖+1)+ ‖y‖≥ 2− 2ε.Thus X ⊕1 Y is LOH.(b). Assume that X and Y are LOH, and let p be such that 1 < p ≤ ∞.Let (x, y) ∈ SX⊕pY and let ε be such that ε ∈ (0, 1). It suffices to find a(u, v ) ∈ SX⊕pY such that
‖(x, y)± (u, v )‖p≥ 2− ε.
We may (and do) assume that x 6= 0 and y 6= 0. By our assumption, there existu˜ ∈ SX and v˜ ∈ SY such that∥∥∥ x‖x‖ ± u˜∥∥∥ ≥ 2− ε and ∥∥∥ y‖y‖ ± v˜∥∥∥ ≥ 2− ε.
If 1 < p <∞, it follows that∥∥∥x ± ‖x‖u˜∥∥∥p + ∥∥∥y± ‖y‖v˜∥∥∥p ≥ (2− ε)p.
58 3. OCTAHEDRAL BANACH SPACES
This completes the proof for 1 < p <∞, because one may take u = ‖x‖u˜ andv = ‖y‖v˜ .If p =∞, one may take u = u˜ and v = v˜ because∥∥(x, y)± (u˜, v˜ )∥∥∞ = max{‖x ± u˜‖, ‖y± v˜‖} ≥ 2− ε.
(c). Assume that X ⊕p Y is LOH, where p is such that 1 < p ≤ ∞. Let x ∈ SXand let ε be such that ε ∈ (0, 1). Since ∥∥(x, 0)∥∥p= 1, whenever δ > 0, thereexists a (u, v ) ∈ SX⊕pY such that∥∥(x ± u, v )∥∥p ≥ 2− δ. (3.5)It suffices to show that (3.5), with δ small enough, implies that
‖x ± u‖≥ 2− ε, (3.6)
because, in this case, ‖u‖≥ 1− ε, thus∥∥∥∥x ± u‖u‖
∥∥∥∥ ≥ ‖x ± u‖−(1− ‖u‖) ≥ 2− 2ε,
and it follows that X is LOH.If p = ∞, (3.5) means that max{‖x ± u‖, ‖v‖} ≥ 2 − δ . Since ‖v‖≤ 1, takingδ = ε implies (3.6).If 1 < p <∞, (3.5) means that ‖x±u‖p+‖v‖p≥ (2−δ)p. Since ‖u‖p+‖v‖p= 1,this implies that
‖x ± u‖p≥ (2− δ)p − (1− ‖u‖p), (3.7)thus it suffices to show that ‖u‖ is as close to 1 as we want whenever δ is smallenough. The latter is true because, by (3.7),
(1 + ‖u‖)p − ‖u‖p≥ (2− δ)p − 1,
and the function f : [0, 1] → R, f (t) = (1 + t)p − tp, is strictly increasing withlimt→1 f (t) = 2p − 1.
Proposition 3.28 combined, respectively, with Theorems 3.27 and 3.25 immedi-ately gives the corresponding stability results for the LD2P (see Theorem 2.29)and for the w∗-LD2P.Corollary 3.29 (see [HLP, Corollary 3.6]). Let X and Y be Banach spaces.
(a) If X ∗ has the w∗-LD2P, then (X ⊕1 Y )∗ has the w∗-LD2P.
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(b) If X ∗ and Y ∗ have the w∗-LD2P, and p is such that 1 < p ≤ ∞, then(X ⊕p Y )∗ has the w∗-LD2P.(c) If (X ⊕p Y )∗ has the w∗-LD2P, where p is such that 1 < p ≤ ∞, then X ∗has the w∗-LD2P.
The following proposition is our main stability result for WOH spaces.Proposition 3.30 (see [HLP, Proposition 3.7]). Let X and Y be Banach spaces.
(a) If X is WOH, then X ⊕1 Y is WOH.(b) If X and Y are WOH, and p is such that 1 < p ≤ ∞, then X ⊕p Y isWOH.(c) If X ⊕p Y is WOH, where p is such that 1 < p ≤ ∞, then X is WOH.
Proof. (a). Assume that X is WOH. Let E and F be finite-dimensional subspacesof X and Y , respectively, let (x∗, y∗) ∈ BX ∗⊕∞Y ∗ , and let ε > 0. It suffices toshow that there exists a (u, v ) ∈ SX⊕1Y such that, for all x ∈ E , all y ∈ F , andall t ∈ R, one has∥∥(x, y) + t(u, v )∥∥1 ≥ (1− ε)(|x∗(x) + y∗(y)|+ |t|).By our assumption, there exists a u ∈ SX such that
‖x + tu‖≥ (1− ε)(|x∗(x)|+ |t|) for all x ∈ E and t ∈ R,
One has, for all x ∈ E , all y ∈ F , and all t ∈ R,∥∥(x, y) + t(u, 0)∥∥1 = ‖x + tu‖+‖y‖≥ (1− ε)(|x∗(x)|+ |t|)+ ‖y‖≥ (1− ε)(|x∗(x) + y∗(y)|+ |t|).
Thus X ⊕1 Y is WOH.
(b). Assume that X and Y are WOH, and let p be such that 1 < p ≤ ∞.Let E and F be finite-dimensional subspaces of X and Y , respectively, let(x∗, y∗) ∈ SX ∗⊕qY ∗ , where q is the conjugate exponent of p (i.e., 1/p + 1/q = 1if 1 < p < ∞, and q = 1 if p = ∞), and let ε ∈ (0, 1). It suffices to find a(u, v ) ∈ SX⊕pY such that for all x ∈ E , all y ∈ F , and all t ∈ R, one has∥∥(x, y) + t (u, v )∥∥p ≥ (1− ε)(|x∗(x) + y∗(y)|+ |t|).
We may (and do) assume that x∗ 6= 0 and y∗ 6= 0.By our assumption, there exist u˜ ∈ SX and v˜ ∈ SY such that
‖x + tu˜‖≥ (1− ε)( |x∗(x)|‖x∗‖ + |t|
) for all x ∈ E and t ∈ R,
and
‖y+ tv˜‖≥ (1− ε)( |y∗(y)|‖y∗‖ + |t|
) for all y ∈ F and t ∈ R.
If 1 < p < ∞, take u = ‖x∗‖q−1u˜ and v = ‖y∗‖q−1v˜ , and observe that, for allx ∈ E , all y ∈ F , and all t ∈ R,1(1− ε)p (‖x + tu‖p+‖y+ tv‖p)
≥ ( |x∗(x)|‖x∗‖ + ‖x∗‖q−1|t|
)p + ( |y∗(y)|‖y∗‖ + ‖y∗‖q−1|t|
)p
= ‖x∗‖q( |x∗(x)|‖x∗‖q + |t|
)p + ‖y∗‖q( |y∗(y)|‖y∗‖q + |t|
)p
≥ (‖x∗‖q |x∗(x)|‖x∗‖q + ‖y∗‖q |y∗(y)|‖y∗‖q + |t|
)p
= (|x∗(x)|+ |y∗(y)|+ |t|)p.
The last inequality holds because the function [0,∞) → R, s 7→ (s + |t|)p, isconvex for any fixed t ∈ R.If p = ∞, take u = u˜ and v = v˜ , and observe that, for all x ∈ E , all y ∈ F ,and all t ∈ R,1(1− ε) max{‖x + tu‖, ‖y+ tv‖}≥ 1(1− ε)(‖x∗‖ ‖x + tu‖+‖y∗‖ ‖y+ tv‖)≥ ‖x∗‖( |x∗(x)|‖x∗‖ + |t|
)+ ‖y∗‖( |y∗(y)|‖y∗‖ + |t|
)
= |x∗(x)|+ |y∗(y)|+ |t|.
(c). Assume that X ⊕p Y is WOH, where p is such that 1 < p ≤ ∞. Let E bea finite-dimensional subspace of X , let x∗ ∈ SX ∗ , and let ε ∈ (0, 1). Chooseδ > 0 to satisfy (1 + δ)q − (1 − δ)q < εq, where q is the conjugate exponentof p. By enlarging E if necessary, we may assume that ‖x∗|E‖≥ 1 − δ (notice
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that X must be infinite-dimensional because X is WOH). By (the equivalence(ii)⇔(iii) of ) Theorem 3.23, there are z ∈ X , y ∈ Y , with ‖(z, y)‖p= 1, andz∗i ∈ X ∗, y∗i ∈ Y ∗, with ‖(z∗i , y∗i )‖q≤ 1 + δ , satisfyingz∗i |E = x∗|E and z∗i (z) + y∗i (y) = (−1)i for all i ∈ {1, 2}.Since
‖y∗i ‖q≤ (1 + δ)q − ‖z∗i ‖q≤ (1 + δ)q − (1− δ)q < εq,one has |y∗i (y)| < ε for all i ∈ {1, 2}, and thus z∗2 (z) > 1−ε and z∗1 (z) < −1+ε.Now let x ∈ E be arbitrary. Choosing i ∈ {1, 2} so that x∗(x) and z∗i (z) havethe same sign, one has∥∥∥∥x + z‖z‖
∥∥∥∥ ≥ 11 + ε
∣∣∣∣z∗i (x) + z∗i (z)‖z‖
∣∣∣∣ = 11 + ε
(|x∗(x)|+ |z∗i (z)|‖z‖
)
≥ 11 + ε(|x∗(x)|+ 1− ε) ≥ 1− ε1 + ε(|x∗(x)|+ 1),and it follows that X is WOH.
Proposition 3.30 combined, respectively, with Theorems 3.24 and 3.23 immedi-ately gives the corresponding stability results for the D2P (see Theorem 2.31)and for the w∗-D2P.Corollary 3.31 (see [HLP, Corollary 3.9]). Let X and Y be Banach spaces.
(a) If X ∗ has the w∗-D2P, then (X ⊕1 Y )∗ has the w∗-D2P.(b) If X ∗ and Y ∗ have the w∗-D2P, and p is such that 1 < p ≤ ∞, then(X ⊕p Y )∗ has the w∗-D2P.(c) If (X ⊕p Y )∗ has the w∗-D2P, and p is such that 1 < p ≤ ∞, then X ∗ hasthe w∗-D2P.
The following proposition is our main stability result for OH spaces. It turns outthat OH spaces are stable under `p-sums only if p = 1 or p =∞.Proposition 3.32 (see [HLP, Proposition 3.10]). Let X and Y be Banach spaces.
(a) If X is OH, then X ⊕1 Y is OH.(b) If p is such that 1 < p <∞, then X ⊕p Y is not OH.(c) If X and Y are OH, then X ⊕∞ Y is OH.
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(d) If X ⊕∞ Y is OH, then X is OH.
Proof. (a). Assume that X is OH. Let n ∈ N, (x1, y1), . . . , (xn, yn) ∈ SX⊕1Y , andlet ε > 0. By our assumption, there exists a u ∈ SX such that
‖xi + u‖≥ (1− ε)(‖xi‖+1) for all i ∈ {1, . . . , n}.Hence, for all i ∈ {1, . . . , n},
‖(xi, yi) + (u, 0)‖1≥ (1− ε)(‖xi‖+1)+ ‖yi‖≥ 2− 2ε.
(b). Let x ∈ SX , y ∈ SY , and let p be such that 1 < p < ∞. We shall showthat, for sufficiently small ε > 0, there is no (u, v ) ∈ SX⊕pY such that∥∥(x, 0) + (u, v )∥∥p ≥ 2− ε and ∥∥(0, y) + (u, v )∥∥p ≥ 2− ε.If such an element (u, v ) existed, then∥∥(x + u, y+ v )∥∥pp= ‖x + u‖p+‖y+ v‖p≥ 2(2− ε)p − 1.On the other hand,∥∥(x + u, y+ v )∥∥pp≤ (‖(x, y)‖p+‖(u, v )‖p)p = (21/p + 1)p.For small ε, we would have a contradiction because
2p+1 − 1 > (21/p + 1)p.
The last inequality is easily obtained from the Minkowski’s inequality by con-sidering (21/p, 0), (1, 1) ∈ R2.(c). Assume that X and Y are OH. Let n ∈ N, (x1, y1), . . . , (xn, yn) ∈ SX⊕∞Y ,and let ε > 0. By our assumption, there are u ∈ SX and v ∈ SX such that
‖xi + u‖≥ (1− ε)(‖xi‖+1) for all i ∈ {1, . . . , n},and
‖yi + v‖≥ (1− ε)(‖yi‖+1) for all i ∈ {1, . . . , n}.Consequently, for all i ∈ {1, . . . , n},∥∥(xi, yi) + (u, v )∥∥∞ = max{‖xi + u‖, ‖yi + v‖}≥ (1− ε)(max{‖xi‖, ‖yi‖}+ 1)= (1− ε)(‖(xi, yi)‖∞+1).
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(d). Assume that X ⊕∞ Y is OH. Let n ∈ N, x1, . . . , xn ∈ SX , and let ε be suchthat ε ∈ (0, 1). By our assumption, there exists a (u, v ) ∈ SX⊕∞Y such that
max{‖xi + u‖, ‖v‖} ≥ 2− ε for all i ∈ {1, . . . , n}.
Since ‖v‖≤ 1, we have
‖xi + u‖≥ 2− ε for all i ∈ {1, . . . , n}.
It follows that ‖u‖≥ 1− ε. Therefore, for all i ∈ {1, . . . , n},∥∥∥∥xi + u‖u‖
∥∥∥∥ ≥ ‖xi + u‖−(1− ‖u‖) ≥ 2− 2ε.
Proposition 3.32 combined, respectively, with Theorems 3.22 and 3.21 immedi-ately gives the corresponding stability results for the SD2P (see Theorems 2.32and 2.33) and for the w∗-SD2P.
Corollary 3.33 (see [HLP, Corollary 3.12]). Let X and Y be Banach spaces.
(a) If X ∗ has the w∗-SD2P, then (X ⊕1 Y )∗ has the w∗-SD2P.(b) If p is such that 1 < p <∞, then (X ⊕p Y )∗ does not have the w∗-SD2P.(c) If X ∗ and Y ∗ have the w∗-SD2P, then (X ⊕∞ Y )∗ has the w∗-SD2P.(d) If (X ⊕∞ Y )∗ has the w∗-SD2P, then X ∗ has the w∗-SD2P.
In Chapter 2, we saw that if an M-ideal Y in X has some diameter 2 property,then X has the same diameter 2 property. Using the duality between diameter2 properties and octahedralities, we can give an alternative proof to this result.
Proposition 3.34 (see Propositions 2.36–2.38 and [HLP, Proposition 3.13]). LetX be a Banach space and let Y be an M-ideal in X .
(a) If Y has the LD2P, then also X has the LD2P.
(b) If Y has the D2P, then also X has the D2P.
(c) If Y has the SD2P, then also X has the SD2P.
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Proof. Since Y is an M-ideal in X , one has X ∗ = ranP ⊕1 kerP , whereP : X ∗ → X ∗ is the M-ideal projection. Since ranP is isometrically isomorphicto Y ∗, the assertions (a), (b), and (c) follow, respectively, from Theorem 3.27 com-bined with Proposition 3.28, (a), from Theorem 3.24 combined with Proposition3.30, (a), and from Theorem 3.22 combined with Proposition 3.32, (a).
Proposition 3.35 (see Theorem 2.21 and [HLP, Proposition 3.14]). Let X be aBanach space and let a proper subspace Y be a strict M-ideal in X . Then bothY and X have the SD2P.
Proof. We give an alternative octahedrality based proof to the original one givenin [ALN1, Theorem 4.10].Letting P : X ∗ → X ∗ be the M-ideal projection, throughout the proof, for con-venience, we identify ranP and Y ∗ in the usual way.By Proposition 3.34, it suffices to show that Y has the SD2P. To this end,letting n ∈ N, y∗1, . . . , y∗n ∈ SY ∗ , and ε > 0 be arbitrary, by Theorem 3.22 andProposition 3.3, it suffices to find a y∗ ∈ SY ∗ such that
(1 + ε)‖y∗i + y∗‖≥ 2− 7ε for all i ∈ {1, . . . , n}.Choose an x ∈ SX so that d(x, Y ) > 1 − ε, and y1, . . . , yn ∈ SY so thaty∗i (yi) > 1− ε. By [Wer1, Proposition 2.3], there is a z ∈ BY such that|y∗i (x − z)| < ε and ‖±yi + x − z‖< 1 + ε for all i ∈ {1, . . . , n}.Let y∗ ∈ SY ∗ be such that
y∗(x − z) > ‖x − z‖−ε ≥ d(x, Y )− ε > 1− 2ε.
Whenever i ∈ {1, . . . , n}, one has y∗(yi) > −3ε because
1 + ε > y∗(−yi + x − z) > −y∗(yi) + 1− 2ε,
thus
(1 + ε)‖y∗i + y∗‖ ≥ (y∗i + y∗)(yi + x − z)= y∗i (yi) + y∗i (x − z) + y∗(yi) + y∗(x − z)> 1− ε − ε − 3ε + 1− 2ε= 2− 7ε.
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The inspiration for Propositions 3.36–3.38 came from the studying done in [Dev].R. Deville (cf. [Dev, Proposition 5]) essentially showed that if a Banach spaceX is OH, then there is a separable closed subspace Y in X which is also OH.We will show that a slightly stronger version of this result holds.Proposition 3.36. A Banach space X is OH if and only if for every separablesubspace Y of X , there is a separable OH subspace Z of X such that Y ⊂ Z ⊂ X .
Proof. Necessity. Assume that X is OH. Let Y be a separable subspace of X ,let {um : m ∈ N} be a dense subset in Y , and, for every m ∈ N, let εm > 0 besuch that εm → 0 as m→∞. Put Y1 = span{u1}. For m ∈ N, choose Ym+1 asfollows: find a ym ∈ SX so that
‖x + ym‖≥ 2− εm for all x ∈ SYm ,and put Ym+1 = span(Ym ∪ {ym} ∪ {um+1}).Take Z = ⋃∞m=1 Ym. To see that Z is OH, let n ∈ N, z1, . . . , zn ∈ SZ , and letε > 0. It suffices to find a y ∈ SZ such that
‖zi + y‖≥ 2− ε for all i ∈ {1, . . . , n}.Pick m ∈ N so that εm ≤ ε/2 and, for every i ∈ {1, . . . , n}, there is an xi ∈ SYmsatisfying ‖zi − xi‖< ε/2. For every i ∈ {1, . . . , n}, one has
‖zi + ym‖≥ ‖xi + ym‖−‖zi − xi‖≥ 2− εm − ε2 ≥ 2− ε.Sufficiency. Let n ∈ N, x1, . . . , xn ∈ SX , and let ε > 0. Take Y =span{x1, . . . , xn}. By our assumption, there is a separable subspace Z of Xsuch that Y ⊂ Z ⊂ X and Z is OH. Therefore there is a z ∈ SZ ⊂ SX suchthat ‖xi + z‖ ≥ 2− ε for all i ∈ {1, . . . , n}. Thus X is OH.Proposition 3.37. A Banach space X is WOH if and only if for every separablesubspace Y of X , there is a separable WOH subspace Z of X such that Y ⊂Z ⊂ X .
Proof. Necessity. Assume that X is WOH. Let Y be a separable subspace of X ,let {um : m ∈ N} be a dense subset in Y , and, for every m ∈ N, let εm > 0 besuch that εm → 0 as m→∞. Put Y1 = span{u1}. For m ∈ N, choose Ym+1 asfollows: letting Am be a finite εm-net in BX ∗ for BY ∗m , for every g ∈ Am, choosea yg ∈ SX so that
‖x + tyg‖≥ (1− εm)(|g(x)|+ t) for all x ∈ SYm and t > 0,
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and put Ym+1 = span(Ym ∪ {yg : g ∈ Am} ∪ {um+1}).Take Z = ⋃∞m=1 Ym. To see that Z is WOH, let n ∈ N, z1, . . . , zn ∈ SZ , letz∗ ∈ BZ ∗ , and let ε be such that ε ∈ (0, 1). It suffices to show that there is ay ∈ SZ such that
‖zi + ty‖≥ (1− ε)(|z∗(zi)|+ t) for all i ∈ {1, . . . , n} and t ≥ ε,Pick m ∈ N so that εm ≤ ε2/4 and, for every i ∈ {1, . . . , n}, there is an xi ∈ SYmsatisfying ‖zi − xi‖≤ ε2/4. Let g ∈ Am be such that ‖z∗|Ym − g‖< εm < ε2/4.One has, for every i ∈ {1, . . . , n} and t ≥ ε,
‖zi + tyg‖ ≥ ‖xi + tyg‖−‖zi − xi‖
≥ (1− εm)(|g(xi)|+ t)− ε24≥ (1− εm)(|z∗(zi)| − |z∗(zi − xi)| − |z∗(xi)− g(xi)|+ t)− ε24≥ (1− εm)(|z∗(zi)|+ t)− 3ε24≥ (1− ε4)(|z∗(zi)|+ t)− 3ε4 t≥ (1− ε)(|z∗(zi)|+ t).Sufficiency. Let n ∈ N, x1, . . . , xn ∈ SX , let x∗ ∈ BX ∗ , and let ε > 0. TakeY = span{x1, . . . , xn}. By our assumption, there is a separable subspace Z ofX such that Y ⊂ Z ⊂ X and Z is WOH. Therefore there is a z ∈ SZ ⊂ SXsuch that
‖xi + tz‖≥ (1− ε)(|x∗(xi)|+ t)for all i ∈ {1, . . . , n} and t > 0. Thus X is WOH.Proposition 3.38. A Banach space X is LOH if and only if for every separablesubspace Y of X , there is a separable LOH subspace Z of X such that Y ⊂Z ⊂ X .
Proof. The proof is similar to the proof of Proposition 3.36.
3.4 Octahedral norms in spaces of operators
In this section, we study necessary and sufficient conditions for the space ofbounded linear operators to be LOH, WOH or OH.We start with the sufficient conditions.
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Theorem 3.39 (see [BGLPRZ4, Theorem 3.5]). Let X and Y be Banach spaces,and let H be a closed subspace of L(X, Y ) containing the finite rank operators.
(a) If X ∗ and Y are OH, then H is OH.
(b) If X ∗ is LOH, then H is LOH.
Proof. Our proof differs from the one in [BGLPRZ4] by not using the dualitybetween diameter 2 properties and octahedrality.(a) Assume that X ∗ and Y are OH. Let n ∈ N, S1, . . . , Sn ∈ SH , and let ε > 0.Choose xi ∈ SX to satisfy
‖Sixi‖≥ 1− ε.Since Y is OH, there is a y ∈ SY such that, for every i ∈ {1, . . . , n},
‖Sixi + y‖≥ (1− ε)(‖Sixi‖+‖y‖) ≥ (1− ε)(2− ε).
Choose y∗i ∈ SY ∗ to satisfyy∗i (Sixi + y) = ‖Sixi + y‖.Since X ∗ is OH, by Theorem 3.21, (iii), there are x∗ ∈ SX ∗ and x∗∗1 , . . . , x∗∗n ∈ X ∗∗such that, for every i ∈ {1, . . . , n},
x∗∗i (S∗i y∗i ) = (S∗i y∗i )(xi), x∗∗i (x∗) = 1, and ‖x∗∗i ‖≤ 1 + ε.Now, for T = x∗ ⊗ y, one has T ∈ SH and, for every i ∈ {1, . . . , n},
(1 + ε)‖Si + T‖ = (1 + ε)‖S∗∗i + T ∗∗‖≥ ‖(S∗∗i + T ∗∗)(x∗∗i )‖≥ ‖S∗∗i x∗∗i + x∗∗i (x∗)y‖= ‖S∗∗i x∗∗i + y‖≥ (S∗∗i x∗∗i + y)(y∗i ) = y∗i (Sixi + y)≥ (1− ε)(2− ε).
By Proposition 3.3, H is OH.
(b) Assume that X ∗ is LOH. Let S ∈ SH and let ε > 0. Choose x ∈ SX andy∗ ∈ SY ∗ to satisfy y∗(Sx) ≥ 1− ε.Since X ∗ is LOH, by Theorem 3.25, (iii), there are x∗ ∈ SX ∗ and x∗∗1 , x∗∗2 ∈ X ∗∗such that, for i ∈ {1, 2},
x∗∗i (S∗y∗) = ‖S∗y∗‖, x∗∗i (x∗) = (−1)i, and ‖x∗∗i ‖≤ 1 + ε.
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Now, for T = x∗ ⊗ Sx , one has T ∈ BH and, for i ∈ {1, 2},
(1 + ε)‖S + (−1)iT‖ = (1 + ε)‖S∗∗ + (−1)iT ∗∗‖≥ ‖(S∗∗ + (−1)iT ∗∗)(x∗∗i )‖≥ ‖S∗∗x∗∗i + (−1)ix∗∗i (x∗)Sx‖= ‖T ∗∗x∗∗i + Sx‖≥ (S∗∗x∗∗i + Sx)(y∗) = y∗(Sx + Sx)≥ 2− 2ε.
By Proposition 3.12, H is LOH.
Remark 3.4. A similar result to Theorem 3.39 for WOH Banach spaces seemsto be unknown.
As an application of Theorem 3.39, one obtains stability results of diameter 2properties for projective tensor products.
Corollary 3.40 (see [BGLPRZ4, Corollary 3.6]). Let X and Y be Banach spaces.
(a) If X and Y have the SD2P, then X ⊗ˆpiY has the SD2P.(b) If X has the LD2P, then X ⊗ˆpiY has the LD2P.
Proof. The dual (X ⊗ˆpiY )∗ is isometric to L(X, Y ∗) (see [Rya, Theorem 2.9]).Thus, the assertions (a) and (b) follow, by combining Theorem 3.22, respectivelyTheorem 3.27, with Theorem 3.39.
It seems to be unknown whether the projective tensor product of two Banachspaces always has the SD2P when one assumes that only one of the spaces hasthe SD2P. In [BGLPRZ4], it is proposed that to answer this question negativelya possible candidate could be X ⊗ˆpi`22 , for some Banach space X with the SD2P.We show in the forthcoming Proposition 3.42 that c0⊗ˆpi`22 has the SD2P, that is,L(c0, `22 ) is OH. Thus L(X, Y ) might be OH, when X ∗ is OH and Y is not OH.Theorem 3.41 (see [BGLPRZ4, Theorem 3.1 and 3.2]). Let X and Y be Banachspaces, and let H be a closed subspace of L(X, Y ) containing the finite rankoperators.
(a) If X ∗ is OH and there is a u in SY such that {y∗ ∈ BY ∗ : y∗(u) = 1} isnorming for Y , then H is OH.
(b) If Y is OH and there is a u∗ in SX ∗ such that {x∗∗ ∈ BX ∗∗ : x∗∗(u∗) = 1}is norming for X ∗, then H is OH.
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Remark 3.5. A similar result to Theorem 3.41 for WOH Banach spaces seemsto be unknown.As a consequence of Theorem 3.41, the Banach spaces L(c0, `n1 ), L(c0, `1),L(c0, `n∞), and L(c0, `∞) are all OH. However, Theorem 3.41 can not be ap-plied to L(c0, `22 ).We remark that L(c0, Y ) is WOH for any Banach space Y . This can be provedsimilarly to [BGLPRZ4, Proposition 4.1], which says that L(c0⊕p c0, Y ) is WOHfor every p ≥ 1 and any Banach space Y .Proposition 3.42. Let p be such that 1 ≤ p ≤ ∞. The Banach space L(c0, `2p )is OH.
The case when p = 1 or p =∞ is contained in Theorem 3.41, but one can alsoshow directly that L(c0, `21 ) and L(c0, `2∞) are OH. To prove the case, where pis such that 1 < p <∞, we use the following lemma.Lemma 3.43. Let n ∈ N and let p be such that 1 < p < ∞. Let a1 =(α1, β1), . . . , an = (αn, βn) ∈ S`2p be such that αi ≥ 0 for all i ∈ {1, . . . , n} andβ1 ≥ β2 ≥ · · · ≥ βn. Thenθ1 · a1 + an2 + θ2 · a2 − a12 + · · ·+ θn · an − an−12 ∈ B`2pfor all θ1, . . . , θn ∈ {−1, 1}.
Proof. Assume that θ1, . . . , θn ∈ {−1, 1}. Denote byx = θ1 · a1 + an2 + θ2 · a2 − a12 + · · ·+ θn · an − an−12 .We will show that x ∈ B`2p . Without loss of generality we may assume thatθ1 = 1. Observe thatan2 = a12 + a2 − a12 + · · ·+ an − an−12 .Therefore x = a1 + a2 − a12 + · · ·+ an − an−12 ++ θ2 · a2 − a12 + · · ·+ θn · an − an−12 .Hence there is an odd number of increasing indices k1, . . . , k2l+1 such that x isrepresentable as x = ak1 − ak2 + ak3 − · · · − ak2l + ak2l+1. (3.8)To show that x ∈ B`2p , we use the following geometric properties of `2p .
Fact. For a, b ∈ S`2p , denote by Θa,b = B`2p ∩ (B`2p + (a+ b)).
(a) If a, b ∈ S`2p and y ∈ Θa,b, then a− y+ b ∈ Θa,b.(b) If a, b, and c are pairwise different elements of S`2p and b ∈ Θa,c , thenΘa,b ⊂ Θa,c .
Since akl+1 ∈ Θakl ,akl+2 , we have that z = akl − akl+1 + akl+2 ∈ Θakl ,akl+2 by part(a) of the Fact above. We can write the middle part of the right hand side of(3.8) as . . . akl−1 − (akl − akl+1 + akl+2) + akl+3 . . .By part (b) of the Fact, z ∈ Θakl ,akl+2 ⊂ Θakl−1 ,akl+3 . Applying part (a) of the Factwe have that akl−1 − z + akl+3 ∈ Θakl−1 ,akl+3 . Continuing in this way, we willfinally have x ∈ Θak1 ,ak2l+1 ⊂ B`2p .
Proof of Proposition 3.42. Let n ∈ N, S1, . . . , Sn ∈ SL(c0,`2p ), and let ε be suchthat ε ∈ (0, 1). It suffices to show that there is a T ∈ SL(c0,`2p ) such that
‖Si + T‖≥ 2− 3ε for all i ∈ {1, . . . , n}.Choose xi ∈ Sc0 such that ‖Sixi‖≥ 1 − ε. Without loss of generality we mayassume that x1, . . . , xn are finitely supported, that is, there is a N1 ∈ N suchthat x1, . . . , xn ∈ span{e1, . . . , eN1}.Since S1, . . . , Sn ∈ F (c0, `2p ) and (ek ) is a weakly null sequence in c0, thereis a N2 ∈ N such that ‖Siek‖≤ ε/n for all i ∈ {1, . . . , n} and k ≥ N2. TakeN = max{N1, N2}.For all i ∈ {1, . . . , n}, denote by ai = Sixi/‖Sixi‖. By reordering a1, . . . , anand by replacing ai with −ai if necessary, we may assume that a1, . . . , ansatisfy the assumptions of Lemma 3.43.Define T : c0 → `2p by
TeN+1 = a1 + an2 , T eN+2 = a2 − a12 , . . . , T eN+n = an − an−12 ,and Tek = 0, if k ∈ N \ {N + 1, . . . , N + n}.By Lemma 3.43, ‖T‖≤ 1. On the other hand ‖T‖≥ 1, because T (eN+1 + · · ·+eN+n) = an. Thus ‖T‖= 1.Fix i ∈ {1, . . . , n}. Find θ1, . . . , θn ∈ {−1, 1} such that
θ1 · a1 + an2 + θ2 · a2 − a12 + · · ·+ θn · an − an−12 = ai.
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3.4. OCTAHEDRAL NORMS IN SPACES OF OPERATORS
Denote by yi = θ1eN+1 + · · ·+ θneN+n. Thus Tyi = Sixi/‖Sixi‖ and
‖Si + T‖ ≥ ‖(Si + T )(xi + yi)‖= ‖Sixi + Siyi + Tyi‖≥ ‖Sixi + Tyi‖−‖Siyi‖≥ 2‖Sixi‖−ε ≥ 2− 3ε.
We conclude this section with the necessary conditions for the space of boundedlinear operators to be LOH, WOH or OH. J. Becerra Guerrero, G. López Pérez,and A. Rueda Zoca showed in [BGLPRZ4] that if L(X, Y ) is OH (resp. LOH)and X ∗ is nonrough, then Y is OH (resp. LOH). We will show that a similarstatement is also true for WOH Banach spaces.Theorem 3.44 (see [BGLPRZ4, Proposition 3.9, Corollary 3.10]). Let X and Ybe Banach spaces, and let H be a closed subspace of L(X, Y ) containing thefinite rank operators. Assume that H is OH.
(a) If X ∗ is nonrough, then Y is OH.(b) If Y is nonrough, then X ∗ is OH.
Proof. Our proof differs from the one in [BGLPRZ4] by not using the dualitybetween diameter 2 properties and octahedrality.(a). Assume that X ∗ is nonrough. We will prove that Y is OH. Let n ∈ N,y1, . . . , yn ∈ SY , and let ε > 0. It suffices to show that there is a y ∈ BY suchthat ‖yi + y‖≥ 2− 2ε for all i ∈ {1, . . . , n}.Since X ∗ is nonrough, there is a slice S(BX , x∗, α) with diameter less than ε.One may assume that α ≤ ε.For every i ∈ {1, . . . , n}, put Si = x∗ ⊗ yi ∈ SH . Since H is OH, there is aT ∈ SH such that
‖Si + T‖> 2− α for all i ∈ {1, . . . , n}.Choose xi ∈ SX and y∗i ∈ SY ∗ such thaty∗i (Sixi + Txi) > 2− α,that is, x∗(xi)y∗i (yi) + y∗i (Txi) > 2− α.
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One may assume that both x∗(xi) > 0 and y∗i (yi) > 0, and thus xi ∈ S(BX , x∗, α).It follows that, for all i ∈ {1, . . . , n},
‖yi + Tx1‖ ≥ ‖yi + Txi‖−‖Txi − Tx1‖≥ y∗i (yi + Txi)− ‖xi − x1‖≥ x∗(xi)y∗i (yi) + y∗(Txi)− ‖xi − x1‖> 2− α − ε ≥ 2− 2ε.
(b). The proof is similar to the proof of (a).Theorem 3.45. Let X and Y be Banach spaces, and let H be a closed subspaceof L(X, Y ) containing the finite rank operators. Assume that H is LOH.
(a) If X ∗ is nonrough, then Y is LOH.(b) If Y is nonrough, then X ∗ is LOH.
Proof. (a). Take n = 2 and y2 = −y1 in the proof of part (a) of Theorem 3.44.(b). The proof is similar to the proof of (a).
Theorem 3.46 is a joint result with M. Põldvere.Theorem 3.46. Let X and Y be Banach spaces, and let H be a closed subspaceof L(X, Y ) containing the finite rank operators. Assume that H is WOH.
(a) If X ∗ is nonrough, then Y is WOH.(b) If Y is nonrough, then X ∗ is WOH.
Proof. (a). Assume that X ∗ is nonrough. We will show that Y is WOH. Letn ∈ N, y1, . . . , yn ∈ SY , y∗ ∈ SY ∗ , and let ε be such that ε ∈ (0, 1). ByTheorem 3.23, (v), it suffices to show that there are y ∈ BY and y∗1, y∗2 ∈ BY ∗such that∣∣y∗1(yi)− y∗(yi)∣∣ < 6ε and ∣∣y∗2(yi)− y∗(yi)∣∣ < 6ε for all i ∈ {1, . . . , n},and y∗1(y)− y∗2(y) > 2− 13ε.Since X ∗ is nonrough, there is a slice S(BX , x∗, α) with diameter less than ε.One may assume that α ≤ ε.
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Choose x∗∗ ∈ SX ∗∗ and y0 ∈ SY so that x∗∗(x∗) = 1 and y∗(y0) > 1 − α2.For all i ∈ {0, 1, . . . , n}, put Si = x∗ ⊗ yi ∈ SH and φ = x∗∗ ⊗ y∗ ∈ H∗.Since H is WOH, by Theorem 3.23, (iv), there are T ∈ SH and φ1, φ2 ∈ H∗,
‖φ1‖, ‖φ2‖< 1 + α2, such that
φ1(Si) = φ2(Si) = φ(Si) = y∗(yi) for all i ∈ {0, 1, . . . , n},
and φ1(T )− φ2(T ) > 2− ε.Observe that ∥∥ 1‖φj‖φj − φj∥∥ < α2 for all j ∈ {1, 2}. Therefore, since conv(BX ⊗BY ∗) is weak∗ dense in BH∗ , there are
ψj = mj∑k=1 λj ,kxj ,k ⊗ y∗j ,k ∈ conv(BX ⊗ BY ∗)
such that ∣∣ψj (T )− φj (T )∣∣ < α2 and, for all i ∈ {0, 1, . . . , n},∣∣ψj (Si)− φj (Si)∣∣ < α2,
that is, ∣∣∣∣ mj∑k=1 λj ,kx∗(xj ,k )y∗j ,k (yi)− y∗(yi)
∣∣∣∣ < α2.
For all j ∈ {1, 2}, denote by,
Mj = {k ∈ {1, . . . , mj} : x∗(xj ,k ) > 1− α} and λj = ∑k /∈Mj λj ,k .
One has λj < 2α , because
1− 2α2 < y∗(y0)− α2 < mj∑k=1 λj ,kx∗(xj ,k )y∗j ,k (y0)= ∑k∈Mj λj ,kx∗(xj ,k )y∗j ,k (y0) +
∑
k /∈Mj λj ,kx∗(xj ,k )y∗j ,k (y0)≤∑k∈Mj λj ,k +
∑
k /∈Mj λj ,kx∗(xj ,k )≤ 1− λj + (1− α) λj= 1− α λj .
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For all j ∈ {1, 2}, denote by y∗j =∑mjk=1 λj ,ky∗j ,k . We have that
∣∣y∗j (yi)− y∗(yi)∣∣ = ∣∣∣∣ mj∑k=1 λj ,ky∗j ,k (yi)− y∗(yi)
∣∣∣∣
≤ ∣∣∣∣ mj∑k=1 λj ,kx∗(xj ,k )y∗j ,k (yi)− y∗(yi)
∣∣∣∣
+ ∑k∈Mj λj ,k
∣∣1− x∗(xj ,k )∣∣ ∣∣y∗j ,k (yi)∣∣
+ ∑k /∈Mj λj ,k
∣∣1− x∗(xj ,k )∣∣ ∣∣y∗j ,k (yi)∣∣
< α2 + α + 2λj < 6α ≤ 6ε.
Fix any x ∈ S(BX , x∗, α). For all j ∈ {1, 2}, we have that
‖x − xj ,k‖< ε for all k ∈ Mj ,
thus ∣∣y∗j (Tx)− ψj (T )∣∣ = ∣∣∣∣ mj∑k=1 λj ,k (T ∗y∗j ,k )(x − xj ,k )
∣∣∣∣
≤ mj∑k=1 λj ,k‖x − xj ,k‖= ∑k∈Mj λj ,k‖x − xj ,k‖+
∑
k /∈Mj λj ,k‖x − xj ,k‖< ε + 2λj < ε + 4α ≤ 5ε.
It follows that
y∗1(Tx)− y∗2(Tx) = y∗1(Tx)− ψ1(T ) + ψ1(T )− φ1(T ) + φ1(T )− φ2(T )+ φ2(T )− ψ2(T ) + ψ2(T )− y∗2(Tx)≥ φ1(T )− φ2(T )− ∣∣y∗1(Tx)− ψ1(T )∣∣− ∣∣ψ1(T )− φ1(T )∣∣− ∣∣φ2(T )− ψ2(T )∣∣− ∣∣ψ2(T )− y∗2(Tx)∣∣> 2− ε − 5ε − α2 − α2 − 5ε > 2− 13ε.
(b). The proof is similar to the proof of (a).
Chapter 4
Almost square Banach spaces
In this chapter, we introduce and study almost square Banach spaces. Thesespaces have the SD2P and their duals are OH. We provide several examples andcharacterizations of almost square spaces. We prove that nonreflexive Banachspaces which are M-ideals in their biduals are almost square. We show thatevery Banach space containing a complemented copy of c0 can be renormed tobe almost square. A local and a weak version of almost square spaces are alsostudied. This chapter is based on [ALL].
4.1 Definitions and basic results
Definition 4.1 (see [ALL]). Let X be a Banach space. We say that X is
(i) locally almost square (LASQ) if for every x ∈ SX there exists a sequence(yk ) in BX such that ‖x ± yk‖→ 1 and ‖yk‖→ 1 as k →∞;
(ii) weakly almost square (WASQ) if for every x ∈ SX there exists a sequence(yk ) in BX such that ‖x ± yk‖→ 1, ‖yk‖→ 1 and yk → 0 weakly ask →∞;
(iii) almost square (ASQ) if for every n ∈ N, x1, . . . , xn ∈ SX there exists asequence (yk ) in BX such that ‖xi±yk‖→ 1 for every i ∈ {1, . . . , n} and
‖yk‖→ 1 as k →∞.
Remark 4.1. In the definitions above, one may choose the sequence (yk ) fromSX .
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For a Banach space the following implications hold:
ASQ⇒ WASQ⇒ LASQ.
The first implication will be shown in Theorem 4.14. The second implication isclear.The prototype of an ASQ space is c0.Example 4.2 (see [ALL, Example 2.1]). The Banach space c0 is ASQ. Indeed, letn ∈ N, x1, . . . , xn in Sc0 , and let ek be the k ’th standard basis vector in c0. Thenit is clear that ‖xi± ek‖→ 1 for all i ∈ {1, . . . , n} as k →∞. Thus c0 is ASQ.Similarly one can show that c0(X ) is ASQ for any Banach space X . Moregenerally, given a sequence of nontrivial Banach spaces (Xk ), the c0-sum (X1 ⊕X2 ⊕ . . . )c0 is ASQ.
On the other hand, the Banach spaces `∞, C [0, 1], and L∞[0, 1] are not LASQ,thus also not WASQ nor ASQ. Recall that C [0, 1] and L∞[0, 1] have the DP.With the help of the previous example, we can construct a Banach space whichis ASQ and has the DP, thus it is also OH by Theorem 3.6.Example 4.3. The Banach space c0(L1[0, 1]) is ASQ and has the DP. Indeed, byExample 4.2, c0(L1[0, 1]) is ASQ and, by [BKSW, Theorem 5.1], c0(L1[0, 1]) hasthe DP.
J. Gao and K.-S. Lau have shown in [GL] that L1[0, 1] is LASQ. We will showthat L1[0, 1] is WASQ.Example 4.4 (see [ALL, Example 2.4]). The Banach space L1[0, 1] is WASQ. Letf ∈ SL1 and define fk (t) = f (t) · rk (t) for all t ∈ [0, 1], where (rk ) are theRademacher functions. The sequence (fk ) in SL1 is weakly null (see, e.g., [AK,Lemma 6.3.2]) and we have that
‖f ± fk‖= ∫ 10 |f (t)|(1± rk (t))dt =
∫ 1
0 |f (t)|dt ±
∫ 1
0 |f (t)|rk (t)dt → 1as k →∞.
The Banach space L1[0, 1] is a Cesàro function space. In [ALL], it is shown thatall Cesàro function spaces are WASQ and fail to be ASQ. Thus ASQ is strictlystronger than WASQ.Question 4.5 (see [ALL, Question 3.12]). Is WASQ strictly stronger than LASQ?
4.1. DEFINITIONS AND BASIC RESULTS 77
The following two examples are from the class of Lindenstrauss spaces. Weremark that Lindenstrauss spaces whose unit ball contains an extreme point arenot LASQ (see [Lin, Theorem 6.1, (14)]). Although C [0, 1] is not LASQ, these twoexamples are codimension one subspaces of C [0, 1], which are ASQ and WASQ,respectively.Example 4.6. Let X = {f ∈ C [0, 1] : f (0) = 0}. By [Lac, p. 140], X is aLindenstrauss space. We will show that X is ASQ and OH. Let n ∈ N andf1, . . . , fn ∈ SX .First, let us show that X is ASQ. For all k ∈ N, find sk ∈ (0, 1) such that|fi(t)| < 1/k for all t ∈ (0, sk ) and i ∈ {1, . . . , n}. Choose gk in SX such thatgk (t) = 0 if t /∈ (0, sk ). Then 1−1/k ≤ ‖fi±gk‖≤ 1+1/k for all i ∈ {1, . . . , n}.Hence ‖fi ± gk‖→ 1 for all i ∈ {1, . . . , n} as k →∞ and X is ASQ.Now we will show that X is OH. Let ε > 0. Choose pairwise differentt1, . . . , tn ∈ [0, 1] such that |fi(ti)| > 1−ε/2. Let h ∈ SX be such that h(ti) = fi(ti)for all i ∈ {1, . . . , n}. Then ‖fi + h‖≥ 2|fi(ti)| > 2− ε for every i ∈ {1, . . . , n}and thus X is OH.Example 4.7. Let X = {f ∈ C [0, 1] : f (0) = −f (1)}. By [Lac, p. 140], X is aLindenstrauss space. We will show that X is WASQ but not ASQ.Let us show that X is WASQ. Let f ∈ SX . Since f has a zero in [0, 1] we canalways find a point s ∈ (0, 1] such that f (s) = 0. For all k ∈ N, let sk ∈ (0, s)be such that sk → s as k →∞ and |f (t)| < 1/k if t ∈ (sk , s). Choose gk in SXsuch that gk (t) = 0 if t /∈ (sk , s). Then 1 − 1/k ≤ ‖f ± gk‖≤ 1 + 1/k . Hence
‖f ± gk‖→ 1 as k → ∞ and X is LASQ. Finally, observe that gk convergespointwise to 0 which in turn implies that gk converges weakly to 0 (see, e.g.,[Die1, p. 66]). Thus X is WASQ.To see that X is not ASQ, let f1 be any function in SX which is equal to 1 on[0, 12 ] and let f2(t) = f1(1− t). Then maxi‖fi ± g‖= 2 for any g ∈ SX .We now point out some equivalent, but sometimes more convenient formulationsof LASQ and ASQ spaces.Proposition 4.8 (see [ALL, Proposition 3.3]). Let X be a Banach space.
(a) X is LASQ if and only if whenever x ∈ SX and ε > 0 there is a y ∈ SXsuch that
‖x ± y‖≤ 1 + ε.(b) X is ASQ if and only if whenever n ∈ N, x1, . . . , xn ∈ SX , and ε > 0,there is a y ∈ SX such that
‖xi + y‖≤ 1 + ε for all i ∈ {1, . . . , n}.
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To prove Proposition 4.8 we use the following elementary lemma, but we includeits proof for completeness.Lemma 4.9. If x, y ∈ SX and ε > 0 are such that ‖x ± y‖≤ 1 + ε, then(1− ε) max(|α|, |β|) ≤ ‖αx + βy‖≤ (1 + ε) max(|α|, |β|)
for all scalars α and β .
Proof. Let x, y ∈ SX and let ε > 0. Assume that ‖x ± y‖≤ 1 + ε. Observe firstthat ‖x ± y‖≥ 1 − ε. Indeed, suppose on the contrary that ‖x − y‖< 1 − ε.Then 1 = ‖x‖≤ 12‖x + y‖+12‖x − y‖< 12(1 + ε + 1− ε) = 1,which is a contradiction. Therefore ‖x − y‖≥ 1 − ε. Similarly, one can showthat ‖x + y‖≥ 1− ε.Fix λ ∈ R such that λ ∈ (0, 1]. To prove Lemma 4.9, it suffices to see that
(1− ε) ≤ ‖λx + y‖≤ (1 + ε).
Since ‖x − y‖≤ 1 + ε, we have
‖λ−1y+ x‖= ‖(1 + λ−1)y− (y− x)‖≥ (1 + λ−1)− ‖x − y‖≥ λ−1 − ε.
Hence ‖λx + y‖≥ 1− ελ ≥ 1− ε.Also
‖λ−1y+ x‖= ‖(λ−1 − 1)y+ (y+ x)‖≤ (λ−1 − 1) + 1 + ε = λ−1 + ε,
hence ‖λx + y‖≤ 1 + ελ ≤ 1 + ε.
Proof of Proposition 4.8. (a). Assume that X is LASQ. Let x ∈ SX and letε > 0. By the definition there is a sequence (yk ) in SX such that ‖x ± yk‖→ 1as k →∞. Find k ∈ N such that ‖x ± yk‖≤ 1 + ε.For the converse, let x ∈ SX . By the assumption, we can find a sequence(yk ) in SX such that ‖x ± yk‖≤ 1 + 1/k . By Lemma 4.9, we also have that1− 1/k ≤ ‖x ± yk‖. Thus ‖x ± yk‖→ 1 as k →∞, hence X is LASQ.(b). The proof is similar to the proof of (a).Corollary 4.10 (see [ALL, Corollary 3.5]). If X is LASQ, then X contains analmost isometric copy of `2∞.
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Proof. Assume that X is LASQ. Let x ∈ SX and let ε > 0. By the assumption,we can find an element y ∈ SX such that 1− ε ≤ ‖x ± y‖≤ 1 + ε.Let E = span{x, y}. Define T : `2∞ → E by T (1, 0) = x and T (0, 1) = y. ByLemma 4.9, T is an ε-isometry.
We will now show that ASQ spaces contain an almost isometric copy of c0.Theorem 4.11 (see [ALL, Theorem 3.6]). Let X be a Banach space. If X is ASQ,then for every finite-dimensional subspace E of X and ε > 0 there exists ay ∈ SX such that
(1− ε) max(‖x‖, |λ|) ≤ ‖x + λy‖≤ (1 + ε) max(‖x‖, |λ|)
for all scalars λ and all x ∈ E .Moreover, given a finite-dimensional subspace F of X ∗ we may choose the abovey so that |f (y)| ≤ ε‖f‖ for every f ∈ F .
It is clear from Proposition 4.8, that the above theorem is actually a characteri-zation of ASQ.
Proof. Assume that X is ASQ. Let E be a finite-dimensional subspace of X andlet ε > 0. Find an ε/2-net {x1, . . . , xn} in SX for SE . Choose a y ∈ SX suchthat 1− ε/2 < ‖xi ± y‖< 1 + ε/2 for all i ∈ {1, . . . , n}.Let x ∈ SE . Find i such that ‖xi − x‖< ε/2. Then
‖x ± y‖≤ ‖xi ± y‖+‖x − xi‖< 1 + ε.
Hence, by using Lemma 4.9, we get
(1− ε) max(‖x‖, |λ|) ≤ ‖x + λy‖≤ (1 + ε) max(‖x‖, |λ|)
for all scalars λ and all x ∈ E .For the moreover part, let F be a finite dimensional subspace of X ∗ and let{f1, . . . , fm} be an ε/2-net in SX ∗ for SF . For each i choose zi ∈ SX withfi(zi) > 1 − ε/4. Let E ′ = span(E ∪ {z1, . . . , zm}) and use the first part of theproof to find a y ∈ SX such that
(1− ε/4) max(‖x‖, |λ|) ≤ ‖x + λy‖≤ (1 + ε/4) max(‖x‖, |λ|)
for all scalars λ and all x ∈ E ′.
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Since |fi(zi ± y)| ≤ ‖zi ± y‖≤ 1 + ε/4, we get−ε/2 = 1− ε/4− (1 + ε/4) ≤ fi(zi)− fi(zi − y) = fi(y)= fi(zi + y)− fi(zi) ≤ 1 + ε/4− 1 + ε/4 = ε/2.Therefore |fi(y)| ≤ ε/2. Thus, for every f ∈ SF and for some i, we have|f (y)| ≤ |(f − fi)(y)|+ |fi(y)| ≤ ε.
Repeated use of Theorem 4.11 gives the following lemma.Lemma 4.12 (see [ALL, Lemma 3.9]). If X is ASQ, then for every finite-dimensional subspace E of X and every ε > 0 there exists a subspace Yof X which is ε-isometric to c0 such that E ⊕ Y is ε-isometric to E ⊕∞ c0.
Proof. Assume that X is ASQ. Let E be a finite-dimensional subspace of X andlet ε > 0. Find a sequence (εk ) in R+ such that ∏∞k=1(1 + εk ) < 1 + ε and∏∞k=1(1− εk ) > 1− ε. Using Theorem 4.11, we inductively choose a sequence(yk ) in SX such that(1− εk ) max{‖e‖, |λ|} ≤ ‖e+ λyk‖≤ (1 + εk ) max{‖e‖, |λ|}for every e ∈ span(E ∪ {y1, . . . , yk−1}) and every λ ∈ R. Denote by Y =span{y1, y2, . . . }. Note that E ∩ Y = {0} and T : c0 → Y , Tek = yk , is anε-isometry. Define S : E ⊕∞ c0 → E ⊕ Y by S(e, a) = e+ Ta.We have
‖S(e, n∑k=1 αkek )‖ = ‖e+
n∑
k=1 αkyk‖≤ (1 + εn) max{‖e+
n−1∑
k=1 αkyk‖, |an|}
≤ · · · ≤ n∏k=1(1 + εk ) max{‖e‖, |α1|, . . . , |αn|}
< (1 + ε)‖(e, n∑k=1 αkek )‖,and similarly, ‖S(e,∑nk=1 αkek )‖> (1 − ε)‖(e,∑nk=1 αkek )‖. Thus S is an ε-isometry onto E ⊕ Y .Corollary 4.13. If X is ASQ, then X contains an almost isometric copy of c0.
A consequence of Lemma 4.12 is that the sequence (yk ) in the definition of ASQmay be chosen to be weakly null. This enables us to connect the propertiesASQ and WASQ.
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Theorem 4.14 (see [ALL, Theorem 3.10]). Let X be a Banach space. If X is ASQ,then for every n ∈ N, x1, . . . , xn ∈ SX there exists a sequence (yk ) in BX suchthat
‖xi ± yk‖→ 1 for all i ∈ {1, . . . , n},yk → 0 weakly, and ‖yk‖→ 1 as k →∞.In particular, ASQ implies WASQ.
Proof. Assume that X is ASQ. Let n ∈ N and x1, . . . , xn ∈ SX . Put E =span{x1, . . . , xn} and choose sequences (εk ) in R+ and (yk ) in SX as in the proofof Lemma 4.12. Denote by Y = span{y1, y2, . . . }. Since the standard basis (ek )in c0 is weakly null, so is the sequence ((0, ek )) weakly null in E ⊕∞ c0. LetS : E ⊕∞ c0 → E ⊕ Y be the ε-isometry from the proof of Lemma 4.12. Theweak-weak continuity of S shows that yk → 0 weakly in E ⊕ Y as k → ∞,and hence also in X .By the definition, S(e,±ek ) = e± yk for every e ∈ E . Since
(1− εk ) max{‖e‖, 1} ≤ ‖e± yk‖≤ (1 + εk ) max{‖e‖, 1}
for every e ∈ E , we in particular have (1 − εk ) ≤ ‖xi ± yk‖≤ (1 + εk ), so
‖xi ± yk‖→ 1 for all i ∈ {1, . . . , n}.Corollary 4.15 (see [ALL, Corollary 3.11]). ASQ is strictly stronger than WASQ.
Proof. From Theorem 4.14 we have that all ASQ spaces are WASQ. By Exam-ple 4.4, L1[0, 1] is WASQ, but L1[0, 1] does not contain c0 (see [AK, Corollary5.2.11]) so it is not ASQ.
Our main interest in studying the properties LASQ, WASQ, and ASQ come fromtheir relation to diameter 2 properties. D. Kubiak observed that if a Banachspace is LASQ, then it has the LD2P, and similarly, if it is WASQ, then it hasthe D2P (see [Kub, Propositions 2.5 and 2.6]). The same idea from his proofworks also for ASQ, but we will prove it using the dual characterization of theSD2P.
Proposition 4.16 (cf. [ALL, Proposition 1.3]). Let X be a Banach space. If X isASQ, then X ∗ is OH.
Proof. Assume that X is ASQ. Let n ∈ N, x∗1 , . . . , x∗n ∈ SX ∗ , and let ε > 0. Findx1, . . . , xn ∈ SX such that x∗i (xi) > 1 − ε. Using Theorem 4.11, find a y ∈ SXsuch that ‖xi ± y‖≤ 1 + ε and |x∗i (y)| < ε for all i ∈ {1, . . . , n}.
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Find y∗ ∈ SX ∗ such that y∗(y) = 1. Then1 + ε ≥ ‖xi ± y‖≥ ±y∗(xi) + y∗(y) = ±y∗(xi) + 1and thus |y∗(xi)| ≤ ε. Now
‖xi + y‖‖x∗i + y∗‖ ≥ x∗i (xi) + x∗i (y) + y∗(xi) + y∗(y)> 1− ε − 2ε + 1
and hence
‖x∗i + y∗‖> 2− 3ε1 + ε ,which shows that X ∗ is OH by Proposition 3.3.Corollary 4.17. If X is ASQ, then X has the SD2P.
Proof. If X is ASQ, then, by Proposition 4.16, X ∗ is OH. Thus, X has the SD2Pby Theorem 3.22.
We know that every ASQ Banach space contains a copy of c0. Recall that,by [ALN1, Proposition 4.7], any Banach space containing c0 can be equivalentlyrenormed to have the SD2P. In [ALL, Theorem 3.14], it is claimed that any Banachspace containing c0 can be equivalently renormed to be ASQ. Unfortunately,there is a gap in that proof and we do not know whether the claim holds.However, every Banach space which contains a complemented copy of c0 canbe equivalently renormed to be ASQ.Proposition 4.18 (see also Proposition 4.22). Every Banach space which con-tains a complemented copy of an ASQ space can be equivalently renormed tobe ASQ.
Proof. Let (X, ‖·‖) be a Banach space which contains a complemented copy ofan ASQ space Y . We will show that X can be equivalently renormed to be ASQ.We may (and do) assume that X contains Y isometrically (see [DGZ, Lemma8.1]). Let P : X → X be a bounded linear projection onto Y .Define an equivalent norm on X by
|||x||| = max{‖Px‖, ‖x − Px‖} for all x ∈ X.
Note that ||| · ||| agrees with ‖·‖ on Y .Let us show that (X, ||| · |||) is ASQ. Let n ∈ N, x1, . . . , xn ∈ S(X,|||·|||), and letε > 0. Clearly ‖Pxi‖≤ 1 and ‖xi − Pxi‖≤ 1 for all i ∈ {1, . . . , n}. Since Y is
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ASQ, there is a norm one element y ∈ Y such that ‖Pxi + y‖≤ 1 + ε for alli ∈ {1, . . . , n}. Thus we have
|||xi + y||| = max{‖P(xi + y)‖, ‖xi + y− P(xi + y)‖}= max{‖Pxi + y‖, ‖xi − Pxi‖} ≤ 1 + εfor all i ∈ {1, . . . , n}. Therefore X is ASQ.Corollary 4.19. Every separable Banach space which contains a copy of c0 canbe equivalently renormed to be ASQ.
Proof. Let X be a separable Banach space which contains a copy of c0. BySobczyk’s theorem (see, e.g. [AK, Theorem 2.5.8]), X contains a complementedcopy of c0, and thus the conclusion follows from Proposition 4.18.
4.2 Stability results of almost square Banach spaces
In this section, we study stability results for almost square spaces by taking `p-sums of Banach spaces. We show that LASQ and WASQ are stable by forming`p-sums. It turns out that, for every p with 1 ≤ p < ∞, the `p-sum of twoBanach spaces is never ASQ. Further, we show that nonreflexive Banach spaceswhich are M-ideals in their biduals are ASQ. This improves Theorem 4.10 in[ALN1], where it is shown that such spaces have the SD2P.The following proposition is our main stability result for LASQ spaces.Proposition 4.20. Let X and Y be Banach spaces.
(a) If X and Y are LASQ, and p is such that 1 ≤ p < ∞, then X ⊕p Y isLASQ (see [ALL, Proposition 5.3]).(b) If X ⊕p Y is LASQ, where p is such that 1 ≤ p < ∞, then X is LASQ(see [ALL, Proposition 5.7]).(c) If X is LASQ, then X ⊕∞ Y is LASQ (see [ALL, Proposition 5.8]).(d) If X⊕∞Y is LASQ, then either X or Y is LASQ (see [ALL, Proposition 5.8]).
Proof. (a). Assume that X and Y are LASQ, and let p be such that 1 ≤ p <∞.Let (x, y) ∈ SX⊕pY and let ε > 0. It suffices to find a (u, v ) ∈ SX⊕pY such that
‖(x, y)± (u, v )‖p≤ 1 + ε.
3
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We may (and do) assume that x 6= 0 and y 6= 0. By our assumption, there existu˜ ∈ SX and v˜ ∈ SY such that∥∥∥ x‖x‖ ± u˜∥∥∥ ≤ 1 + ε and ∥∥∥ y‖y‖ ± v˜∥∥∥ ≤ 1 + ε.
It follows that ∥∥∥x ± ‖x‖u˜∥∥∥p + ∥∥∥y± ‖y‖v˜∥∥∥p ≤ (1 + ε)p.This completes the proof, because one may take u = ‖x‖u˜ and v = ‖y‖v˜ .(b). The function f (t) = t1/p is uniformly continuous on [0, 2], so given ε > 0there exists a δ > 0 such that |f (t)−f (s)| ≤ ε whenever |t−s| ≤ δ . The functiong(t) = tp is continuous at t = 1, so there exists η > 0 such that |g(1)−g(s)| ≤ δwhenever |1− s| ≤ η.Assume that X ⊕p Y is LASQ, where p is such that 1 ≤ p <∞. We will showthat X is LASQ. Let x ∈ SX and let ε be such that ε ∈ (0, 21/p − 1). Finda δ and a η as above such that η < δ < ε. By our assumption, there is a(u, v ) ∈ SX⊕pY such that
‖(x, 0)± (u, v )‖p= (‖x ± u‖p+‖v‖p)1/p ≤ 1 + η.(Note that u 6= 0, otherwise ‖(x, v )‖= 21/p > 1 + ε.) Then
‖x ± u‖p+‖v‖p≤ (1 + η)p.
Since |1− (1 + η)| ≤ η, we have
(1 + η)p = g(1 + η) ≤ g(1) + δ = 1 + δ.
Hence
‖x ± u‖p≤ 1 + δ − ‖v‖p= ‖u‖p+‖v‖p+δ − ‖v‖p= ‖u‖p+δ.
Take p-th roots to obtain
‖x ± u‖≤ (‖u‖p+δ)1/p.
Since |(‖u‖p+δ)− ‖u‖p| ≤ δ , we have
(‖u‖p+δ)1/p = f (‖u‖p+δ) ≤ f (‖u‖p) + ε = ‖u‖+ε.
Consequently,
‖x ± u‖≤ ‖u‖+ε.
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Denote by z = u/‖u‖. Then
‖x ± z‖≤ ‖x ± u‖+‖z − u‖≤ ‖u‖+ε + 1− ‖u‖= 1 + ε.
Thus X is LASQ.(c). Assume that X is LASQ. Denote by Z = X ⊕∞ Y . Let z = (x, y) ∈ SZand let ε > 0. We may assume that x 6= 0. By our assumption, we can find au ∈ SX such that ‖ x‖x‖ ± u‖≤ 1 + ε. Therefore
‖x ± u‖ = ∥∥∥∥ ‖x‖( x‖x‖ ± u)± (1− ‖x‖)u
∥∥∥∥≤ ‖x‖(1 + ε) + (1− ‖x‖)‖u‖≤ 1 + ε.
Take w = (u, 0) ∈ SZ . Thus
‖z ± w‖= max{‖x ± u‖, ‖y‖} ≤ 1 + ε
and Z is LASQ.(d). Assume that Z = X ⊕∞ Y is LASQ. We will show that X or Y is LASQ.Suppose to the contrary that neither X nor Y is LASQ. Thus there are x ∈ SX ,y ∈ SY , and ε > 0 such that
‖x + u‖> 1 + ε or ‖x − u‖> 1 + ε for all u ∈ SX
and
‖y+ v‖> 1 + ε or ‖y− v‖> 1 + ε for all v ∈ SY .
Take z = (x, y) ∈ SZ . By our assumption, there is a w = (u0, v0) ∈ SZ suchthat ‖z ±w‖= max{‖x ± u0‖, ‖y± v0‖} ≤ 1 + ε, a contradiction. Thus X or Ymust be LASQ.
The following proposition is our main stability result for WASQ spaces.
Proposition 4.21. Let X and Y be Banach spaces.
(a) If X and Y are WASQ, and p is such that 1 ≤ p < ∞, then X ⊕p Y isWASQ (see [ALL, Proposition 5.4]).
(b) If X ⊕p Y is WASQ, where p is such that 1 ≤ p < ∞, then X is WASQ(see [ALL, Proposition 5.7]).
(c) If X is WASQ, then X ⊕∞ Y is WASQ (see [ALL, Proposition 5.8]).
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(d) If X ⊕∞ Y is WASQ, then either X or Y is WASQ (see [ALL, Proposi-tion 5.8]).
Proof. (a). The proof is similar to the proof of Proposition 4.20, (a). Assume thatX and Y are WASQ, and let p be such that 1 ≤ p <∞. Let (x, y) ∈ SX⊕pY . Itsuffices to find a sequence (uk , vk ) ∈ SX⊕pY , k ∈ N, such that
‖(x, y)± (uk , vk )‖p≤ 1 + 1k for all k ∈ Nand (uk , vk )→ 0 weakly as k →∞.We may (and do) assume that x 6= 0 and y 6= 0. By our assumption, there existsequences (u˜k ) in SX and (v˜k ) in SY such that∥∥∥ x‖x‖ ± u˜k∥∥∥ ≤ 1 + 1k and ∥∥∥ y‖y‖ ± v˜k∥∥∥ ≤ 1 + 1k
and u˜k → 0, v˜k → 0 weakly as k →∞.It follows that ∥∥∥x ± ‖x‖u˜k∥∥∥p + ∥∥∥y± ‖y‖v˜k∥∥∥p ≤ (1 + 1k )pand (‖x‖u˜k , ‖y‖v˜k ) → 0 weakly as k → ∞. This completes the proof, becauseone may take uk = ‖x‖u˜k and vk = ‖y‖v˜k .The proof of (b), (c), and (d) is similar to the proof of Proposition 4.20, (b), (c),and (d), respectively.
The following proposition is our main stability result for ASQ spaces.
Proposition 4.22. Let X and Y be Banach spaces.
(a) If p is such that 1 ≤ p <∞, then X⊕pY is not ASQ (see [ALL, Lemma 5.6]).(b) If X is ASQ, then X ⊕∞ Y is ASQ (see [ALL, Proposition 5.8]).(c) If X ⊕∞ Y is ASQ, then either X or Y is ASQ (see [ALL, Proposition 5.8]).
Proof. (a). If p is such that 1 < p < ∞, then X ⊕p Y is not ASQ, because itfails the SD2P (see Theorem 2.33). Recall that the SD2P is stable by formingthe `1-sum (see Theorem 2.32), however we will show that X ⊕1 Y is not ASQ.
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Denote by Z = X ⊕1 Y . Let x ∈ SX and y ∈ SY . Consider norm one elementsz1 = (−x/3, 2y/3) and z2 = (2x/3,−y/3) in Z . Suppose to the contrary that Zis ASQ. Then there is a w = (u, v ) ∈ SZ with ‖zi±w‖≤ 1+1/9. We have that
‖u‖+‖23y‖ ≤ 12(‖−13x + u‖+‖13x + u‖+‖23y+ v‖+‖23y− v‖)= max{‖z1 + w‖, ‖z1 − w‖} ≤ 1 + 19 ,therefore ‖u‖≤ 1/3 + 1/9 = 4/9. Similarly, ‖v‖≤ 4/9. Thus we have ‖w‖=
‖u‖+‖v‖≤ 8/9 < 1, a contradiction.The proof of (b) and (c) is similar to the proof of Proposition 4.20, (b) and (c),respectively.
Example 4.23. The Banach space c0(L1[0, 1]) ⊕∞ `1 is ASQ and OH, but failsto have the DP. Indeed, by Example 4.3, c0(L1[0, 1]) is ASQ and OH. Thus, byPropositions 3.32 and 4.22, the Banach space c0(L1[0, 1])⊕∞ `1 is also both ASQand OH. It fails the DP, because `1 fails the DP.
The next lemma shows that LASQ and ASQ pass down from a Banach space toits ai-ideal.
Proposition 4.24 (see [ALL, Lemma 4.5]). Let X be a Banach space. If X is ASQ(resp. LASQ) and Y is an ai-ideal in X , then Y is ASQ (resp. LASQ).
Proof. We only show the ASQ case, the other case is similar. Assume that Xis ASQ and Y is an ai-ideal in X . Let n ∈ N, y1, . . . , yn ∈ SY and let εbe such that ε ∈ (0, 1). By our assumption, we can find a x ∈ SX such that
‖yi − x‖≤ 1 + ε/4 for all i ∈ {1, . . . , n}. Since Y is an ai-ideal in X , wecan choose an ε/4-isometry T : E → Y such that T is the identity on E ∩ Y ,where E = span{x, y1, . . . , yn}. Define z = Tx/‖Tx‖. Then z ∈ SY and
‖Tx − z‖= |‖Tx‖−1| ≤ ε/4, and
‖yi − z‖ ≤ ‖T (yi − x)‖+‖Tx − z‖≤ (1 + ε4 )(1 + ε4 ) + ε4 ≤ 1 + εfor all i ∈ {1, . . . , n}. Thus Y is ASQ by Proposition 4.8.
Remark 4.2. A similar result to Proposition 4.24 for WASQ spaces seems to beunknown.
For M-ideals we often get ASQ for free.
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Theorem 4.25 (see [ALL, Theorem 4.6]). Let X be a nonreflexive Banach spaceand Y be a proper subspace of X . If Y is both an M-ideal and an ai-ideal inX , then Y is ASQ.
Proof. Assume that Y is both an M-ideal and an ai-ideal in X . We will showthat Y is ASQ. Let n ∈ N, y1, . . . , yn ∈ SY and let ε > 0. Since Y is anM-ideal in X , we have that X ∗ = P(X ∗) ⊕1 Y ⊥, where P denotes here theM-ideal projection on X ∗. Then X ∗∗ = (P(X ∗))⊥ ⊕∞ Y ⊥⊥.Choose a δ ∈ (0, 1) with (1 + δ)2(1 + 3δ(1 + δ)2) < 1 + ε. Let z ∈ S(P(X ∗))⊥ .Note that ‖yi − z‖= max{‖yi‖, ‖z‖} ≤ 1 for all i ∈ {1, . . . , n}. Put E =span{y1, . . . , yn, z} ⊂ X ∗∗. Use the Principle of Local Reflexivity to find a δ-isometry S : E → X which is the identity on E ∩X . Further, put F = S(E ) ⊂ Xand use that Y is an ai-ideal in X to find a δ-isometry T : F → Y which is theidentity on F ∩ Y . Now with y = T (Sz)/‖T (Sz)‖∈ SY we use T (Syi) = yi toget
‖yi − y‖ = ‖yi − T (Sz)‖T (Sz)‖‖≤ (1 + δ)2‖yi − z‖T (Sz)‖‖≤ (1 + δ)2(‖yi − z‖+‖z − z‖T (Sz)‖‖) < 1 + ε,since
‖z − z‖T (Sz)‖‖ = 1‖T (Sz)‖∣∣∣1− ‖T (Sz)‖∣∣∣≤ (1 + δ)2(∣∣∣1− ‖Sz‖∣∣∣+ ∣∣∣‖Sz‖−‖T (Sz)‖∣∣∣)≤ (1 + δ)2(δ + δ(1 + δ)) ≤ 3δ(1 + δ)2.By Proposition 4.8, Y is ASQ.
Since every Banach space is an ai-ideal in its bidual, we immediately have thefollowing corollary.Corollary 4.26 (see [ALL, Corollary 4.7]). Nonreflexive M-embedded Banachspaces are ASQ.
For example, c0 and the Banach space K(H) of compact operators on a Hilbertspace H are M-embedded. (For more examples see Chapter III in [HWW].) ByExample 4.2, the Banach space c0(`1) is ASQ. However, this space contains acopy of `1 and therefore can not be M-embedded ([HaLi, Theorems 3.4.a and3.5]). Thus the class of ASQ spaces properly contains the class of M-embeddedspaces.
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In this section, we explore the connection between ASQ spaces and the inter-section property introduced in [BH] (see also [HWW, Chapter II.4]).
Definition 4.27 (see [BH]). A Banach space X has the intersection property(IP), if for every ε > 0 there exist n ∈ N, x1, . . . , xn in X with ‖xi‖< 1 for alli ∈ {1, . . . , n}, such that if y ∈ X with ‖xi−y‖≤ 1 for all i ∈ {1, . . . , n}, then
‖y‖≤ ε.
For a subset I of [0, 1], we will use the notation BI = {x ∈ X : ‖x‖∈ I}. Forexample BX = B[0,1], SX = B{1}, and BX \ SX = B[0,1).If X fails the IP, then for some ε ∈ (0, 1) we have γ(ε) ≤ 1, where
γ(ε) = supx1,...,xn∈B[0,1)n∈N infy∈B(ε,1] max1≤i≤n‖xi − y‖.
On the other hand, γ(ε) ≥ 1 for all ε > 0, because max{‖x+y‖, ‖x−y‖} ≥ ‖x‖for all x, y ∈ X . Thus, if X fails the IP, then γ(ε) = 1 for some ε ∈ (0, 1).We will say that X ε-fails the IP if γ(ε) = 1. The index γ(·) is very similarto the index α(·) defined by E. Maluta and P. L. Papini in [MP]. Here are twoequivalent definitions of α(ε), where ε ∈ [0, 1] (see Proposition 3.3 in [MP])
α(ε) = supx1,...,xn∈SXn∈N infy∈B[ε,1] max1≤i≤n‖xi − y‖= supx1,...,xn∈B[0,1)n∈N infy∈B[ε,1] max1≤i≤n‖xi − y‖.
It is clear that α(·) is monotone and α(0) = 1. A straightforward argument showsthat α(1) = 1 if and only if X is ASQ.In [GL], J. Gao and K.-S. Lau considered, for a Banach space X , the parameter
G(X ) = supx∈SX infy∈SX max{‖x + y‖, ‖x − y‖}.Observe that X is LASQ if and only if G(X ) = 1.
Proposition 4.28 (see [ALL, Theorem 6.1]). A Banach space X is ASQ if andonly if X ε-fails the IP for all ε ∈ (0, 1).
Proof. Assume that X is ASQ and let ε ∈ (0, 1). Since
1 = α(1) ≥ γ(ε) ≥ α(ε) ≥ α(0) = 1,
we get γ(ε) = 1.Assume now that X ε-fails the IP for all ε ∈ (0, 1). Let n ∈ N, x1, . . . , xn ∈ SXand let ε be such that ε ∈ (0, 1). Let zi = (1 + ε)−1xi. Since X (1− ε)-fails theIP, there is a y ∈ B(1−ε,1] with maxi‖zi − y‖≤ 1 + ε. Then
‖xi − y‖y‖‖≤ ‖xi − zi‖+‖zi − y‖+(1− ‖y‖) ≤ 1 + 3ε.
By Proposition 4.8, we conclude that X is ASQ.
In Proposition 4.28, we saw that a Banach space X is ASQ if and only if Xε-fails the IP for all ε ∈ (0, 1). We will now provide an example of a Banachspace, which is not LASQ (thus not ASQ), but ε-fails the IP for all ε ∈ (0, 1/2].
Example 4.29 (see [ALL, Example 6.4]). Let
X = {f ∈ C [0, 1] : f (0) = 2f (1)}.
We will show that X is a non-LASQ space which ε-fails the IP for all ε ∈(0, 1/2], but does not ε-fail the IP for any ε ∈ (1/2, 1).Let us first show that X is not LASQ. Let f (t) = 1− t/2. It is clear that f ∈ SX .Let g ∈ SX be arbitrary. Find t0 ∈ [0, 1] such that |g(t0)| = 1. Then12 + 1 ≤ max± |f (t0)± g(t0)| ≤ max± ‖f ± g‖.This shows that X is not LASQ since max±‖f ± g‖ is bounded away from 1.Let us now show that X ε-fails IP for all ε ∈ (0, 1/2]. Observe that for f ∈ Xwith ‖f‖< 1 we have |f (1)| < 1/2 (since 2|f (1)| = |f (0)| < 1).Let n ∈ N and f1, . . . , fn ∈ X with ‖fi‖< 1. Find an interval (s, 1) such that|fi(t)| < 1/2 for t ∈ (s, 1). Let g ∈ X with suppg ⊂ (s, 1). Then ‖fi + g‖<1/2 + ‖g‖, hence there exists a δ > 0 such that ‖fi + g‖+δ ≤ 1/2 + ‖g‖. If wechoose g as above with ‖g‖= 1/2 + δ , then maxi‖fi + g‖≤ 1 and ‖g‖> 1/2.Thus X ε-fails IP for all ε ∈ (0, 1/2].
We will now provide an example of a Banach space which is ASQ, but which isnot a c0-sum of some Banach spaces nor M-embedded.
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Example 4.30 (see [ALL, Example 6.3]). For all m ∈ N, denote by Xm = CΣ(Sm).The Banach space X = (X1 ⊕ X2 ⊕ . . . )`∞ is ASQ. Here Sm is the Euclideansphere in Rm+1 andCΣ(Sm) = {f ∈ C (Sm) : f (s) = −f (−s) for all s ∈ Sm}.The Banach space X is not a c0-sum of ASQ-spaces nor M-embedded (see[HWW, Example II.4.6, p. 78]), but a small adjustment to the proof of [HWW,Proposition II.4.2 (h), p. 76] shows that X ε-fails the IP for every ε ∈ (0, 1).Thus X is ASQ by Proposition 4.28.Let us first prove that for every f1, . . . , fm in the open unit ball of CΣ(Sm) and forevery ε ∈ (0, 1) there is a g ∈ CΣ(Sm) with ‖fi±g‖≤ 1 for every i ∈ {1, . . . , m},but ε < ‖g‖≤ 1.Indeed, let f1, . . . , fm ∈ CΣ(Sm) be such that ‖fi‖< 1 for every i ∈ {1, . . . , m}.Fix a s0 ∈ Sm such that f1(s0) = · · · = fm(s0) = 0. Such a s0 exists by acorollary of the Borsuk–Ulam theorem (see [AH, p. 485, Satz VIII]), according towhich any m functions in CΣ(Sm) have a common zero. Let ε and δ be such thatε ∈ (0, 1) and δ ∈ (ε, 1). To construct the desired g, choose a neighbourhoodU of s0 in Sm such that |fi(s)| < 1 − δ for all i ∈ {1, . . . , m} and s ∈ U , andso for s ∈ −U too. We may (and do) assume that U ∩ −U = ∅.Let h : Sm → [0, 1] be a continuous function vanishing outside U with h(s0) = 1.Define g(s) = δ(h(s) − h(−s)). Then g ∈ CΣ(Sm), ‖g‖= δ , and g vanishesoutside U ∩ −U . It follows that ‖fi ± g‖≤ 1 for all i ∈ {1, . . . , m}.Let us now show that X ε-fails the IP for all ε ∈ (0, 1). Suppose to the contrarythat for some ε ∈ (0, 1) there are n ∈ N and x1 = (x1,m), . . . , xn = (xn,m) ∈ Xsuch that ‖xi‖< 1 for every i ∈ {1, . . . , n} and if y ∈ X with ‖xi − y‖≤ 1 forall i ∈ {1, . . . , n}, then ‖y‖≤ ε.For an arbitrary m, we have that x1,m, . . . , xn,m are in the open unit ball ofCΣ(Sm). If n ≤ m, then by the argument above there is a ym ∈ CΣ(Sm) suchthat ‖xi,m − ym‖≤ 1 for all i ∈ {1, . . . , n}, but ‖ym‖> ε. Thus for y =(0, . . . , 0, ym, 0, . . . ) we have ‖xi − y‖≤ 1 for all i ∈ {1, . . . , n}, but ‖y‖> ε.Therefore, we must have that n > m for all m, which is a contradiction.
Next we will show that every ASQ space contains a separable subspace which isASQ. The basic idea for the next proof goes back to Theorem 4.4 in Lindenstrauss’memoir [Lin].Proposition 4.31 (see [ALL, Proposition 6.5]). A Banach space X is ASQ if andonly if for every separable subspace Y of X , there exists a separable ASQsubspace Z of X such that Y ⊂ Z ⊂ X .
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Proof. Necessity. Assume that X is ASQ. Let Y be a separable subspace of X ,let {um : m ∈ N} be a dense subset in Y , and, for every m ∈ N, let εm > 0 besuch that εm → 0 as m→∞. Put Y1 = span{u1}. For m ∈ N, choose Ym+1 asfollows: find a ym ∈ SX so that
‖x + ym‖≤ 1 + εm for all x ∈ SYm ,and put Ym+1 = span(Ym ∪ {ym} ∪ {um+1}).Take Z = ⋃∞m=1 Ym. To see that Z is ASQ, let n ∈ N, z1, . . . , zn ∈ SZ , and letε > 0. It suffices to find a y ∈ SZ such that
‖zi + y‖≤ 1 + ε for all i ∈ {1, . . . , n}.Pick m ∈ N so that εm ≤ ε/2 and, for every i ∈ {1, . . . , n}, there is an xi ∈ SYmsatisfying ‖zi − xi‖< ε/2. For every i ∈ {1, . . . , n}, one has
‖zi + ym‖≤ ‖zi − xi‖+‖xi + ym‖≤ ε2 + 1 + εm ≤ 1 + ε.Thus Z is ASQ.Sufficiency. Let n ∈ N, x1, . . . , xn ∈ SX , and let ε > 0. Denote by Y =span{x1, . . . , xn}. By our assumption, there is a separable subspace Z of Xsuch that Y ⊂ Z ⊂ X and Z is ASQ. Therefore there is a z ∈ SZ ⊂ SX suchthat ‖xi + z‖ ≤ 1 + ε for all i ∈ {1, . . . , n}. Thus X is ASQ.
In [BH], it is asked whether all dual Banach spaces have the IP. Similarly onecan ask the following.Question 4.32 (see [ALL, Question 6.6]). Is there a dual Banach space which isASQ?
Recall that a Banach space X is said to be weakly compactly generated if Xcontains a weakly compact absolutely convex set whose linear span is densein X . For example, reflexive Banach spaces are weakly compactly generated,because their unit ball is weakly compact. More examples can be found in, e.g.,[FHHMZ].Remark 4.3 (see [ALL, Remark 6.7]). In Remark 2a in [HR, p. 289], P. Harmandand T. S. S. R. K. Rao noted the following partial answer to the question aboutthe IP: If X ∗ is such that for any separable subspace Y of X ∗ there is separablesubspace Z with Y ⊂ Z ⊂ X ∗ and Z complemented in X ∗, then X ∗ has the IP.The assumption is satisfied if, for example, X ∗ is weakly compactly generated(see [Die2, p. 149]).
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Their argument works also for ASQ spaces and show that an ASQ space cannever be a subspace of a weakly compactly generated dual space. Indeed,suppose to the contrary that a Banach space X is ASQ and a subspace ofa weakly compactly generated dual space W ∗. By Proposition 4.31, there isa separable closed subspace Y of X which is also ASQ. From [Die2, p. 149]we conclude that there is a separable closed subspace Z of W ∗ such thatY ⊂ Z ⊂ W ∗ and Z is complemented in W ∗. By Corollary 4.13, Y contains anisomorphic copy of c0. Therefore Z contains an isomorphic copy of `∞ (see [Ros,Corollary 1.5]), which gives the contradiction, because Z is separable.
Proposition 4.33 (see [ALL, Proposition 6.8]). A Banach space X is LASQ ifand only if for every separable subspace Y of X , there exists a separable LASQsubspace Z of X such that Y ⊂ Z ⊂ X .
Proof. The proof is similar to the proof of Proposition 4.31.Remark 4.4. A similar result to Proposition 4.33 for WASQ Banach spaces seemsto be unknown.
Chapter 5
Thickness and thinness of Banachspaces
In this chapter, we complement and extend some recent results on Whitley’sindices of thickness and thinness in three directions. This is motivated by thefact that a Banach space is OH if and only if its thickness is 2, and a Banachspace is ASQ if and only if its thinness is 1. Firstly, we investigate both theindices when forming `p-sums of Banach spaces, and obtain formulas whichshow that they behave rather differently. Secondly, we consider the relation ofthe indices of the space and a subspace. Finally, we show that every Banachspace X containing a complemented copy of c0 can be equivalently renormedso that in the new norm both the thickness and thinness index of X equal to 1.This chapter is based on [ALLN] and [HL2].
5.1 Definitions and basic results
Let X be a Banach space. R. Whitley introduced in [Whi] the index of thickness,
TW (X ) = inf {r > 0 ∣∣∣∣ there exists n ∈ N and x1, . . . , xn ∈ SXsuch that SX ⊂ ⋃ni=1 B(xi, r)
} ,
and the index of thinness,
t(X ) = inf {r > 0 ∣∣∣∣ for all n ∈ N, x1, . . . , xn ∈ SX , and ε > 0 thereexists x ∈ SX with max1≤i≤n‖xi − x‖< r + ε
} .
The subscript W in TW (X ) is to indicate that this is Whitley’s original definition.As is easily observed, if dimX < ∞, then TW (X ) = 0 and t(X ) = 2, and if
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dimX =∞, then TW (X ), t(X ) ∈ [1, 2]. In [Whi], it is proved thatTW (`p) = 21/p = t(`p) for all 1 ≤ p <∞.Together with Whitley’s observations that TW (c0) = 1, TW (`∞) = 1, t(c0) = 1,and t(`∞) = 2, it is clear that the whole range [1, 2] of values is possible andthat (1, 2) is covered by indices of reflexive Banach spaces. We will see that,by choosing appropriate reflexive Banach spaces X and Y , we have TW (X ) = 1and t(Y ) = 2, but, for a reflexive Banach space X one never has TW (X ) = 2 nort(X ) = 1.Before proceeding, let us just mention that in [CPS] it is noted that if dimX =∞and SX ⊂ ⋃ni=1 B(xi, r), where x1, . . . , xn are in SX and r > 0, then BX ⊂⋃ni=1 B(xi, r). Thus, for dimX =∞, the index
T (X ) = inf {r > 0 ∣∣∣∣ there exists n ∈ N and x1, . . . , xn ∈ SXwith BX ⊂ ⋃ni=1 B(xi, r)
}
is equal to TW (X ). Note that when dimX < ∞, we always have T (X ) = 1(while TW (X ) = 0). From now on we are only interested in calculating theindex for infinite-dimensional Banach spaces and will thus take the freedom touse T (X ) in what follows to denote also TW (X ).We observe now that the octahedrality of the norm on X is characterized bythe condition T (X ) = 2. In fact, this is a direct consequence of the followingobservation made by G. Godefroy in [God].Proposition 5.1 (cf. [God, p. 12], see [HL2, Proposition 2.3] ). Let X be a Banachspace. The following assertions are equivalent:
(i) X is OH;(ii) if x1, . . . , xn ∈ SX and r1, . . . , rn > 0 are such that
SX ⊂ n⋃i=1B(xi, ri),then SX ⊂ B(xi, ri) for some i in {1, . . . , n};(iii) T (X ) = 2.
Proof. (i) ⇒ (ii). Assume that X is OH, and consider a finite number of closedballs B(x1, r1), . . . , B(xn, rn) in X , where x1 . . . , xn ∈ SX and r1, . . . , rn > 0 with
SX ⊂ n⋃i=1B(xi, ri).
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Since X is OH (see Proposition 3.3), for every ε > 0 there are i in {1, . . . , n}and norm one y in B(xi, ri) with
‖xi − y‖≥ 2− ε,
which yields ri ≥ 2 − ε. Consequently, ri ≥ 2 for at least one i in {1, . . . , n}.Thus SX ⊂ B(xi, ri) for some i in {1, . . . , n}.(ii) ⇒ (iii) is obvious.(iii) ⇒ (i). Assume that T (X ) = 2 holds. Let n ∈ N, x1, . . . , xn ∈ SX , and letε > 0. By Proposition 3.3, it suffices to find a y ∈ SX such that
‖xi − y‖≥ 2− ε for all i ∈ {1, . . . , n}.
Suppose to the contrary that, for every y ∈ SX there is an xi such that ‖xi−y‖<2− ε. Then SX ⊂ n⋃i=1B(xi, 2− ε).Thus T (X ) < 2, which is a contradiction.
Proposition 5.1, (ii), characterizes OH Banach spaces in terms of covering of theunit ball. We have similar characterizations also for LOH and WOH Banachspaces.
Proposition 5.2 (see [HL2, Proposition 3.2, Corollary 3.3]). Let X be a Banachspace. The following assertions are equivalent:
(i) X is LOH;
(ii) if SX ⊂ B(x, r) ∪ B(−x, r) for some x ∈ SX and r > 0, then SX ⊂ B(x, r);(iii) g′(X ) = 2, where
g′(X ) = inf{r > 0 : SX ⊂ B(x, r) ∪ B(−x, r) for some x in SX}.Remark 5.1. The interested reader can find more about this constant g′(X ) in[Pap], where P. L. Papini has compared it with R. Whitley’s thickness constant.
Proposition 5.3 (see [HL2, Proposition 3.4]). Let X be a Banach space. Thefollowing assertions are equivalent:
(i) X is WOH;
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(ii) if x1, . . . , xn ∈ X and r1, . . . , rn > 0 are such that
SX ⊂ n⋃i=1B(xi, ri),then for every x∗ ∈ SX ∗ one has SX ⊂ {x ∈ X : |x∗(x− xi)| ≤ ri} for somei in {1, . . . , n}.
Proof. (i) ⇒ (ii). Assume that X is WOH, and SX ⊂ ⋃ni=1 B(xi, ri) for somex1, . . . , xn ∈ X and r1, . . . , rn > 0. Let x∗ ∈ SX ∗ . We have to show that for somei ∈ {1, . . . , n}, one hasSX ⊂ {x ∈ X : |x∗(x − xi)| ≤ ri}.Suppose to the contrary that, for every i ∈ {1, . . . , n} there is an x ∈ SX suchthat |x∗(x − xi)| > ri. Pick ε > 0 satisfyingri < (1− ε)(1 + |x∗(xi)|) for all i ∈ {1, . . . , n}.Since X is WOH, there is a y ∈ SX such that(1− ε)(1 + |x∗(xi)|) ≤ ‖xi − y‖ for all i ∈ {1, . . . , n}.This yields ri < ‖xi − y‖ for every i ∈ {1, . . . , n}, which is a contradiction.(ii) ⇒ (i). Assume that (ii) holds. Let E be a finite-dimensional subspace of X .Let x∗ ∈ SX ∗ and let ε be such that ε ∈ (0, 1]. Suppose that, for every y ∈ SXthere is an x ∈ E such that
‖x − y‖< (1− ε)(|x∗(x)|+ 1). (5.1)Then ‖x‖< 2−εε . Denote by δ = ε/2. Consider now a finite δ-net {x1, . . . , xn}in X for 2−εε BE . If y ∈ SX , then find a corresponding x ∈ E such that (5.1)holds, and choose xi such that ‖x − xi‖< δ . By (5.1), we have
‖xi − y‖ ≤ ‖x − y‖+δ< (1− ε)(|x∗(x)|+ 1) + δ≤ (1− ε)(|x∗(xi)|+ δ + 1) + δ= (1− ε)|x∗(xi)|+ 1− εδ≤ (1− ε2/2)(|x∗(xi)|+ 1).Thus SX ⊂ ⋃ni=1 B(xi, ri), where ri = (1− ε2/2)(|x∗(xi)|+ 1). On the other hand,SX 6⊂ {x ∈ X : |x∗(x − xi)| ≤ ri} for all i ∈ {1, . . . , n}.This contradicts (ii).
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It is easily seen that ASQ Banach spaces X are characterized by the conditiont(X ) = 1.
Proposition 5.4. Let X be a Banach space. The following assertions are equiv-alent:
(i) X is ASQ;
(ii) for all x1, . . . , xn ∈ SX and ε > 0 we have that
SX ∩ n⋂i=1B(xi, 1 + ε) 6= ∅;
(iii) t(X ) = 1.
Proof. The equivalences follow immediately from the definitions.
In Proposition 4.16, we saw that the dual of an ASQ Banach space is OH. Interms of the thickness and thinness index, we thus get the following.
Corollary 5.5 (see [ALLN, Proposition 2.1]). If t(X ) = 1, then T (X ∗) = 2.
Remark 5.2. The converse of Corollary 5.5 is in general not true. As an example,consider the Banach space C [0, 1]. Since C [0, 1] has the DP, we have that C [0, 1]∗is OH (see Theorem 3.6). Thus T (C [0, 1]∗) = 2 by Proposition 5.1. However,by considering the constant one function in C [0, 1], it is clear that t(C [0, 1]) = 2(see also [Whi, Lemma 8]).
In Proposition 4.18, we saw that if X contains a complemented copy of c0, thenX can be equivalently renormed such that X in this new norm is an ASQ space,that is, t(X ) = 1 (see Proposition 5.4). We will now show that with respect tothis new norm T (X ) = 1.
Proposition 5.6. Every Banach space X which contains a complemented copyof an ASQ space Y can be equivalently renormed such that T (X ) ≤ T (Y ),t(X ) = 1, and X contains Y isometrically.
Proof. Assume that a Banach space (X, ‖·‖) contains a complemented ASQ sub-space Y . Let P : X → X be the bounded linear projection onto Y . Recall theequivalent norm ||| · ||| from the proof of Proposition 4.18, where
|||x||| = max{‖Px‖, ‖x − Px‖} for all x ∈ X.
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Note that ||| · ||| agrees with ‖·‖ on Y .By Proposition 4.18, we know that (X, ||| · |||) is ASQ, that is, t(X ) = 1. We willnow show that T (X ) ≤ T (Y ). Let ε > 0. It suffices to find x1, . . . , xn ∈ S(X,|||·|||)such that B(X,|||·|||) ⊂ n⋃i=1B(X,|||·|||)(xi, T (Y ) + ε).By the definition of T (Y ), there are y1, . . . , yn ∈ SY such that
BY ⊂ n⋃i=1BY (yi, T (Y ) + ε).Let x ∈ B(X,|||·|||). Then Px ∈ BY and hence, for some i ∈ {1, . . . , n}, we havethat ‖Px − yi‖≤ T (Y ) + ε. Therefore|||x − yi||| = max{‖P(x − yi)‖, ‖x − yi − P(x − yi)‖}= max{‖Px − yi‖, ‖x − Px‖}≤ max{‖Px − yi‖, 1}≤ T (Y ) + ε.
Remark 5.3. In [ALLN, Theorem 4.1], it is claimed that if a Banach spaceX contains a copy of c0, then it can be equivalently renormed such thatT (X ) = t(X ) = 1. This claim relies on the same renorming technique as in[ALL, Theorem 3.14] and it also has a gap (see the comment preceding Propo-sition 4.18).Corollary 5.7. Every separable Banach space X which contains a copy of c0can be equivalently renormed such that in this new norm T (X ) = t(X ) = 1.
Proof. Let X be a separable Banach space which contains a copy of c0. BySobczyk’s theorem, X contains a complemented copy of c0, and thus the conclu-sion follows from Proposition 5.6.
Dual to Proposition 5.6, using the norm suggested by W. B. Johnson (see [KSW,p. 11]), one can show that a Banach space X containing `1 may be equivalentlyrenormed to have T (X ) = t(X ) = 2.Theorem 5.8 (see [KSW, p. 11]). Let X be a Banach space. If X contains anisomorphic copy of `1, then X can be equivalently renormed so that T (X ) =t(X ) = 2.
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Proof. Let Y be a subspace of X isomorphic to `1, and let (ek ) be the canonicalbasis in `1. To begin with, we can renorm X in such a way that Y is isometricto `1 (see, e.g., [DGZ, Lemma II.8.1]), thus (ek ) is an isometric `1-basis in X .We denote by (rk ) the sequence of Rademacher functions in L∞[0, 1]. DefineS : Y → L∞[0, 1] by S(ek ) = rk for all k ∈ N. Thus ‖Sy‖= ‖y‖ for all y ∈ Y .Since L∞[0, 1] is 1-injective (see, e.g., [FHHMZ, Exercise 5.91]), the operator canbe extended to a norm one operator S : X → L∞[0, 1].Define |||x||| = ‖Sx‖+‖[x ]‖X/Y for all x ∈ X.We will show that ||| · ||| is an equivalent norm on X such that T (X ) = t(X ) = 2with respect to ||| · |||.Let us first show that 13‖x‖≤ |||x||| ≤ 2‖x‖ for all x ∈ X . For the upper estimatewe have |||x||| = ‖Sx‖+‖[x ]‖X/Y≤ ‖Sx‖+‖x‖≤ 2‖x‖for all x ∈ X .For the lower estimate, fix x ∈ X with ‖x‖= 1. If ‖[x ]‖X/Y≥ 1/3, there is nothingto prove. If ‖[x ]‖X/Y< 1/3, then there is a y ∈ Y such that ‖x − y‖< 1/3. Thus
‖y‖≥ ‖x‖−‖x − y‖> 2/3. We now have that
|||x||| ≥ ‖Sx‖≥ ‖Sy‖−‖S(x − y)‖≥ ‖y‖−‖x − y‖> 13 .Let us now show that T (X ) = 2. By Proposition 5.1, it suffices to show that X isOH. Let n ∈ N, x1, . . . , xn ∈ X with |||xi||| = 1, and let ε > 0. Find an N ∈ Nsuch that ‖Sxi + rN‖≥ ‖Sxi‖+1− ε for all i ∈ {1, . . . , n}. We have that|||xi + eN ||| = ‖S(xi + eN )‖+‖[xi + eN ]‖X/Y= ‖Sxi + rN‖+‖[xi]‖X/Y≥ ‖Sxi‖+1− ε + ‖[xi]‖X/Y= |||xi|||+ 1− ε = 2− εfor all i ∈ {1, . . . , n}. Thus X is OH by Proposition 3.3.Finally, let us show that t(X ) = 2. Let x ∈ X with |||x||| = 1. It suffices to seethat max± |||x ± e1||| = 2. Indeed,max± |||x ± e1||| = max± (‖S(x ± e1)‖+‖[x ± e1]‖X/Y)= max± ‖Sx ± r1‖+‖[x ]‖X/Y= ‖Sx‖+1 + ‖[x ]‖X/Y= |||x|||+ 1 = 2.
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Thus, by the definition of the thinness index, t(X ) = 2.
5.2 Stability results of thickness and thinness
We start this section by studying the behaviour of the thickness and thinnessindices when forming c0-sums and `p-sums of Banach spaces.Next we address the problem of the relation between the thickness and thinnessindices of the space and a subspace. Our generalization of the observationT (X ) ≥ T (X ∗∗) is that the thickness of an ai-ideal is at least as big as thethickness of the space itself. On the other hand, the thinness of an ai-idealcannot exceed the thinness of the space itself.It is well-known that a Banach space is a Lindenstrauss space if and only if itis an ideal in every superspace. Some spaces are even ai-ideals in every super-space; these spaces are exactly the Gurari˘ı spaces (see [ALN2, Theorem 4.3]).Being an ai-ideal in every superspace will imply that every Gurari˘ı space hasthickness index 2 and thinness index 1.Let us first observe that given a sequence of nontrivial Banach spaces (Xk ) thec0-sum (X1 ⊕ X2 ⊕ . . . )c0 has thinness 1.Proposition 5.9 (see [ALLN, Lemma 2.2]). If (Xk ) is a sequence of nontrivialBanach spaces, then t((X1 ⊕ X2 ⊕ . . . )c0) = 1.
Proof. From Example 4.2 we know that the c0-sum (X1 ⊕ X2 ⊕ . . . )c0 is alwaysASQ. Thus, by Proposition 5.4, t((X1 ⊕ X2 ⊕ . . . )c0) = 1.Remark 5.4. The thinness of a subspace may be greater than the thinness of thespace itself. For example, t(`1) = 2, however t(c0(`1)) = 1 by Proposition 5.9.With a little more work, we derive the corresponding result on the thicknessindex.Proposition 5.10 (see [ALLN, Lemma 2.3]). If (Xk ) is a sequence of nontrivialBanach spaces, then T ((X1 ⊕ X2 ⊕ . . . )c0) = infk T (Xk ).
Proof. The proof follows the idea in the proof of [CPS, Theorem 2, (3)].Denote by Z = (X1 ⊕ X2 ⊕ . . . )c0 . First we show that T (Z ) ≤ infk T (Xk ). Fixε > 0. Choose j ∈ N such that T (Xj ) ≤ infk T (Xk ) + ε. Find x1, . . . , xn in SXjsuch that BXj ⊂ n⋃i=1B(xi, T (Xj ) + ε).
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Then BZ ⊂ n⋃i=1BZ ((0, 0, . . . , xi, 0, . . .), T (Xj ) + 2ε)Thus T (Z ) ≤ infk T (Xk ).Now we will show that T (Z ) ≥ infk T (Xk ). Suppose to the contrary that T (Z ) <infk T (Xk ). Then we can find α > 0 and ε > 0 such that
T (Z ) < α − ε < α < α + ε < infk T (xk ).
By the definiton of the thickness index, there exists an α-net {z1, . . . , zm} in SZfor BZ . For every k define
Ik = {i ∈ {1, . . . , m} : ‖zi(k )‖Xk= 1}.
Note that for each i with 1 ≤ i ≤ m there is a k with i ∈ Ik .If Ik = ∅, then let xk = 0. If Ik 6= ∅, then we know that {zi(k )}i∈Ik is not an(α + ε)-net for BXk , and thus there exists xk ∈ BXk such that
‖zi(k )− xk‖> α + ε
for all i ∈ Ik . Define z = (xk ) ∈ BZ . Then
‖zi − z‖= max‖zi(k )− z(k )‖> α + ε > α
for all i ∈ {1, . . . , m}, which gives us a contradiction.Thus T (Z ) = infk T (Xk ).
Remark 5.5. Observe that Proposition 5.10 implies that there is in fact an equal-ity in [BJ, Proposition 2.14, (1)].
Proposition 5.11 (see [ALLN, Proposition 2.4]). For every α ∈ [1, 2], there is aBanach space X with T (X ) = α while t(X ) = 1 and T (X ∗) = 2.
Proof. The statement “and T (X ∗) = 2” is Corollary 5.5. From Whitley’s paper([Whi, Lemma 4]) we know that T (`p) = 21/p for every p with 1 ≤ p <∞. FromProposition 5.10, we get that also T (c0(`p)) = 21/p. From Proposition 5.9, weknow that t(c0(`p)) = 1. Thus the result has been proved for all α ∈ (1, 2]. Forα = 1 consider X = c0. Indeed, from [Whi], we know that T (c0) = 1 and, byExample 4.2, we have that t(c0) = 1.
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It is clear that t(X ) > 1 and T (X ) < 2 for all reflexive Banach spaces X , thisfollows from Propositions 5.1 and 5.4. The next proposition shows that all otherpossible values of t(X ) and T (X ) are covered by infinite-dimensional reflexivespaces.
Proposition 5.12 (see [ALLN, Proposition 2.5]). For every α ∈ [1, 2), thereis an infinite-dimensional reflexive Banach space X with T (X ) = α , and forevery α ∈ (1, 2], there is an infinite-dimensional reflexive Banach space X witht(X ) = α .
Proof. R. Whitley showed that T (`p) = 21/p = t(`p) for every p with 1 < p <∞,and this covers the interval (1, 2).Let Y be any infinite-dimensional reflexive Banach space. If we let X = Y⊕∞R,then it follows easily from the proof of [CPS, Lemma 3] that T (X ) = 1. Thus Xis a reflexive Banach space with T (X ) = 1.On the other hand, if we let X = Y ⊕1R, then t(X ) = 2 by Corollary 5.14 below,since t(R) = 2. Thus X is a reflexive Banach space with t(X ) = 2.
For `p-sums we have the following result.Proposition 5.13 (see [ALLN, Proposition 2.6]). Let X and Y be Banach spacesand let p be such that 1 ≤ p < ∞. Then t(Z ) ≥ ((t(X ) − 1)p + 1)1/p, whereZ = X ⊕p Y .
Proof. In Proposition 4.22, we saw that for 1 ≤ p < ∞, X ⊕p Y is never ASQ,i.e. t(X ⊕p Y ) > 1. Since ((t(X )−1)p+1)1/p = 1 when t(X ) = 1 we may assumethat t(X ) > 1.Fix an α with α ∈ (1, t(X )). There exist x1, . . . , xn in SX and ε > 0 such thatmaxi‖x − xi‖≥ α + ε for all x ∈ SX . Define zi = (xi, 0) for all i ∈ {1, . . . , n}.Let z = (x, y) ∈ SZ . If x = 0, then it is clear that maxi‖zi − z‖p= 2 ≥(α + ε − 1)p + 1. If x 6= 0, then
max1≤i≤n‖zi − z‖p = max1≤i≤n‖xi − x‖p+‖y‖p≥ (max1≤i≤n‖xi − x‖x‖‖−‖ x‖x‖ − x‖)p + ‖y‖p≥ (α + ε − 1 + ‖x‖)p + ‖y‖p≥ (α + ε − 1)p + ‖x‖p+‖y‖p= (α + ε − 1)p + 1.
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Since α < t(X ) and z ∈ SZ are arbitrary, we obtain t(Z ) ≥ ((t(X ) − 1)p +1)1/p.
Remark 5.6. As a general lower bound this is the best possible since t(`p⊕pX ) =21/p, by [BJ, Proposition 4.3], for any space with t(X ) = 2, for example, X = `1.On the other hand, Proposition 5.13 gives us that t(`1 ⊕2 `1) ≥ √2, howevert(`1 ⊕2 `1) = 2 (see [ALLN, Proposition 2.9]).Corollary 5.14 (see [ALLN, Corollary 2.7]).
(a) If X and Y are Banach spaces, then t(X ⊕1 Y ) ≥ max{t(X ), t(Y )}.(b) Let (Xk ) be a sequence of nontrivial Banach spaces and Z = (X1 ⊕ X2 ⊕. . . )`p . Then t(Z ) ≥ supk ((t(Xk )− 1)p + 1)1/p. Moreover, if supk t(Xk ) = 2,then t(Z ) = 21/p.
Proof. It is clear that (a) holds. For the moreover part in (b), it suffices to observethat the upper bound is proved in [BJ, Lemma 4.1].
Remark 5.7. Note that there appears to be a misprint in [BJ, Lemma 4.1]. Theauthors state that t((X1⊕X2⊕ . . . )`∞) = 1, but with Xk = R, we have t(`∞) = 2(see [Whi, Lemma 8]).
Proposition 5.15 (see [ALLN, Proposition 2.8]). Let X and Y be a Banach spaces.Then t(X ⊕∞ Y ) = min{t(X ), t(Y )}.
Proof. Let α and β be such that α < t(X ) and β < t(Y ). Then there existx1, . . . , xn in SX , y1, . . . , ym in SY and ε > 0 such that maxi‖xi− x‖≥ α + ε forall x ∈ SX and maxj‖yj − y‖≥ β + ε for all y ∈ SY .Without loss of generality we may assume that m = n by just repeating somevectors. Define zi = (xi, yi) for all i ∈ {1, . . . , n}. Let z = (x, y) ∈ X ⊕∞ Ywith ‖z‖= 1. Then either ‖x‖= 1 or ‖y‖= 1 and hence
max1≤i≤n‖zi − z‖= max1≤i≤n{‖xi − x‖, ‖yi − y‖} ≥ min{α, β}+ ε.
Thus t(X ⊕∞ Y ) ≥ min{t(X ), t(Y )}.Observe that the following holds in every Banach space: If two norm one ele-ments x and x ′ are such that ‖x − x ′‖< a, where a ≥ 1, then for all 0 ≤ r ≤ 1we have ‖rx − x ′‖< a. Indeed,
‖rx − x ′‖= ‖rx − rx ′ + rx ′ − x ′‖≤ r‖x − x ′‖+1− r < a.
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Now, suppose that min{t(X ), t(Y )} = t(X ) and let ε > 0. Let (x1, y1), . . . , (xn, yn)be a finite number of elements in the unit sphere of X ⊕∞ Y . Let ui = xi/‖xi‖,if xi 6= 0. Then there is an element x ∈ SX such that maxi‖ui − x‖< t(X ) + ε.Consider the element (x, 0) from the unit sphere of X ⊕∞ Y . By the observationabove, we get
max1≤i≤n‖(xi, yi)− (x, 0)‖= max1≤i≤n{‖‖xi‖ui − x‖, ‖yi‖} < t(X ) + ε.Finally, if xi = 0 for every i, then for any x ∈ SX we have
‖(0, yi)− (x, 0)‖= 1 ≤ t(X ).
The behavior of Whitley’s thickness index with respect to `p-sums has beenrecently studied in [BJ] and [CPS]. If X and Y are Banach spaces and p is suchthat 1 < p < ∞, then T (X ⊕p Y ) ≤ max{T (X ), T (Y )} (see [CPS, Theorem 2]),and for finite-dimensional X one has T (X ⊕p Y ) ≤ 21/p (see [BJ, Lemma 2.3]).We have the following estimation for X ⊕p Y .Proposition 5.16 (see [HL2, Proposition 2.7]). If X and Y are Banach spacesand 1 < p <∞, then
T (X ⊕p Y ) ≤ ( (21/p + 1)p + 12
)1/p .
Thus T (X ⊕2 Y ) ≤√2 +√2.
Remark 5.8. This estimation is sharp since T (`1 ⊕2 `1) = √2 +√2 (see [CPS,Lemma 2]). On the other hand, T (`p ⊕p Y ) = 21/p (see [CPS, Proposition 1])which is strictly less than our estimation shows.
Proof. Denote by Z = X ⊕p Y and r = ( (21/p+1)p+12 )1/p. Fix arbitrarily x1 ∈ SXand y1 ∈ SY . We will show that
SZ ⊂ B((x1, 0), r) ∪ B((0, y1), r).
Let (x, y) ∈ SZ and set
m = min{‖(x1, 0)− (x, y)‖p, ‖(0, y1)− (x, y)‖p}.
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Then
mp = min{‖x1 − x‖p+‖y‖p, ‖x‖p+‖y1 − y‖p}≤ ‖x1 − x‖p+‖y‖p+‖x‖p+‖y1 − y‖p2= ‖(x1 − x, y1 − y)‖p+12 .Since
‖(x1 − x, y1 − y)‖≤ ‖(x1, y1)‖+‖(x, y)‖= 21/p + 1,we get mp ≤ (21/p + 1)p + 12 .
Recall that T (X ∗∗) ≤ T (X ). This inequality may be strict. For example,T (C [0, 1]) = 2 while T (C [0, 1]∗∗) = 1. Indeed, T (C [0, 1]) = 2 by Theorem 3.6or by [Whi, Lemma 3]. Since C [0, 1]∗∗ can be viewed as a C (K ) space (see,e.g., [AK, Theorems 4.3.7 and 4.3.8]), we have that T (C [0, 1]∗∗) is either 1 or 2(see [Whi, Lemma 3]). By Example 2.12, we know that C [0, 1]∗∗ is not OH, thusT (C [0, 1]∗∗) 6= 2. Therefore T (C [0, 1]∗∗) = 1. Note that this answers a questionin [CP] whether we always have T (X ) = T (X ∗∗). We will now put these ob-servations into a broader perspective. Since a Banach space X is always anai-ideal in X ∗∗, the observation above that T (X ∗∗) ≤ T (X ) is a very particularcase of the following proposition.Proposition 5.17 (see [ALLN, Proposition 3.1]). Let X be a Banach space. If Yis an ai-ideal in X , then T (X ) ≤ T (Y ) and t(Y ) ≤ t(X ).
Proof. Let Y be an ai-ideal in X . Let y1, . . . , yn be a finite r-net for SY in SYfor some r > 0. Let ε > 0. Let x ∈ SX and E = span{x, y1, . . . , yn}. Find anε-isometry T : E → Y such that Ty = y for all y ∈ E ∩ Y . Let z = Tx/‖Tx‖.Then ‖Tx − z‖≤ ε since (1 + ε)−1 ≤ ‖Tx‖≤ 1 + ε. Now find j such that
‖yj − z‖≤ r , then
‖x − yj‖ ≤ (1 + ε)‖Tx − Tyj‖= (1 + ε)‖Tx − yj‖≤ (1 + ε)(‖Tx − z‖+‖yj − z‖)≤ (1 + ε)(r + ε).
Since ε > 0 is arbitrary, we get T (X ) ≤ T (Y ).
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For t(Y ) ≤ t(X ), let y1, . . . , yn ∈ SY and let ε > 0. Find x ∈ SX such thatmaxi‖x − yi‖< t(X ) + ε. Let x ∈ SX and E = span{x, y1, . . . , yn}. Find anε-isometry T : E → Y such that Ty = y for all y ∈ E ∩ Y . Let z = Tx/‖Tx‖.Then, as above, ‖Tx − z‖≤ ε. Now
‖yi − z‖ ≤ ‖Tx − yi‖+ε= ‖Tx − Tyi‖+ε≤ (1 + ε)‖x − yi‖+ε≤ (1 + ε)(t(X ) + ε)for all i ∈ {1, . . . , n}. Since ε > 0 is arbitrary, we have shown that t(Y ) ≤t(X ).Remark 5.9. An ai-ideal may well have strictly less thinness than its super-space. Note that t(c0) = 1 while t(`∞) = 2 (see [Whi]), so we have thatt(c0) < t(c∗∗0 ).Proposition 5.17 will turn out to provide us with a class of spaces which areboth OH and ASQ at the same time, namely the Gurari˘ı spaces. Selectedknown results of Gurari˘ı spaces can be found in [GK]. We will, however, use thealternative description of Gurari˘ı spaces (see [ALN2, Theorem 4.3]): The Gurari˘ıspaces is exactly the class of Banach spaces with the property that they forman ai-ideal in every super-space.Proposition 5.18 (see [ALLN, Proposition 3.2]). Let X be a Banach space. If Xis a Gurari˘ı space, then T (X ) = 2 and t(X ) = 1, that is, X is OH and ASQ.
Proof. Let X be a Gurari˘ı space. Then, by [ALN2, Theorem 4.3], X is an ai-idealin any super-space. Since every Banach space is isometrically isomorphic to aclosed subspace of Z = C (BX ∗, w∗) we have that X is an ai-ideal in Z . Notethat (BX ∗, w∗) does not have any isolated points. Thus, by [Whi, Lemma 3] andProposition 5.17 above, T (X ) ≥ T (Z ) = 2.Finally, let us show that t(X ) = 1. Note that X is isometrically isomorphic to(X ⊕ {0} ⊕ {0} . . . )c0 and since X is a Gurari˘ı space, by [ALN2, Theorem 4.3],it is an ai-ideal in Z = c0(X ). By Example 4.2, we know that t(Z ) = 1. Thus,by Proposition 5.17, t(X ) ≤ t(Z ) = 1.
Note that all Gurari˘ı spaces are Lindenstrauss spaces. Lindenstrauss proves inhis memoir (see [Lin, Theorem 6.1]) that when a Banach space X is such thatX ∗ = L1(µ) (i.e. X is a Lindenstrauss space) and BX has extreme points, then Xis isometric to a subspace of some C (K ) space that contains the constant onefunction. It follows that t(X ) = 2. Thus we have derived the following result.
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Proposition 5.19 (see [ALLN, Proposition 3.3]). If X is a Gurari˘ı space, thenext(BX ) = ∅.Proposition 5.20 (see [ALLN, Proposition 3.4]). For every α ∈ [1, 2], there is aLindenstrauss space X with t(X ) = α . For any Lindenstrauss space X we haveT (X ∗) = 2 and t(X ∗∗) = 2.
Proof. Let us first show that every Lindenstrauss space X has T (X ∗) = 2 andt(X ∗∗) = 2. By [ALN2, Proposition 4.6], X has the SD2P, thus T (X ∗) = 2 byTheorem 3.22. Because X ∗∗ is also a Lindenstrauss space and ext(BX ∗∗) 6= ∅,we have t(X ∗∗) = 2. Thus, if X is a Lindenstrauss space, then T (X ∗) = 2 andt(X ∗∗) = 2.Let us show that, for every α ∈ [1, 2], there is a Lindenstrauss space X witht(X ) = α . For α = 1, by Proposition 5.18, we can take X to be any Gurari˘ıspace. For α = 2, we can take X = C [0, 1].We now consider the case where α ∈ (1, 2). For this, let r > 1 and letXr = {f ∈ C [0, 1] : f (0) = rf (1)}. Then the space Xr is a Lindenstrauss space(see, e.g., [HWW, p. 83]). We are going to show that t(Xr) = 1 + 1/r . Note thatfor all f ∈ BXr , we have |f (1)| ≤ 1/r .To see that t(Xr) ≥ 1 + 1/r , consider f1, f2 ∈ SXr , where f1(t) = (1 − t) + t/rand f2(t) = −f1(t). If g ∈ SXr , then |g(s0)| = 1 for some s0 ∈ [0, 1]. Then1/r + 1 ≤ maxi |fi(s0)− g(s0)| ≤ maxi‖fi − g‖. Hence t(Xr) ≥ 1 + 1/r .To see that t(Xr) ≤ 1 + 1/r , let f1, . . . , fn ∈ SXr and let ε > 0. Find an interval(s, 1), where |fi(t)| < 1/r + ε for all i ∈ {1, . . . , n}. Now choose any g ∈ SXrwith support on (s, 1). Then ‖fi− g‖< 1 + 1/r + ε for all i ∈ {1, . . . , n}, hencet(X ) ≤ 1 + 1/r.
Appendix
In the following two tables, we summarize some important examples and stabilityresults obtained in the thesis.
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Exam
ples
c 0
Exam
ple2
.10
c 0⊕ 2
c 0
` 1
Exam
ple3
.14
` 1⊕ 2
` 1
` ∞
C[0,1
]L 1
[0,1]
Exam
ple4
.3
c 0(L 1[
0,1])
Exam
ple4
.23
c 0(L 1[
0,1])
⊕ ∞`
1
LD2P
yes
yes
no
no
yes
yes
yes
yes
yes
D2P
yes
yes
no
no
yes
yes
yes
yes
yes
SD2P
yes
no
no
no
yes
yes
yes
yes
yes
LASQ
yes
yes
no
no
no
no
yes
yes
yes
WAS
Qy
es
yes
no
no
no
no
yes
yes
yes
ASQ
yes
no
no
no
no
no
no
yes
yes
LOH
no
no
yes
yes
no
yes
yes
yes
yes
WOH
no
no
yes
yes
no
yes
yes
yes
yes
OH
no
no
yes
no
no
yes
yes
yes
yes
DP
no
no
no
no
no
yes
yes
yes
no
t(X)
1
>1
2
2
2
2
2
1
1
T(X)
1
1
2
√ 2+
√ 2
1
2
2
2
2
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Stability on `p-sums
X ⊕p Y X , Y p Related reference
LD2P X and Y LD2P 1 ≤ p <∞ Theorem 2.29X or Y LD2P p =∞
D2P X and Y D2P 1 ≤ p <∞ Theorem 2.31X or Y D2P p =∞
SD2P X and Y SD2P p = 1 Theorem 2.32X or Y SD2P p =∞
LASQ X and Y LASQ 1 ≤ p <∞ Proposition 4.20X or Y LASQ p =∞
WASQ X and Y WASQ 1 ≤ p <∞ Proposition 4.21X or Y WASQ p =∞ASQ X or Y ASQ p =∞ Proposition 4.22
LOH X or Y LOH p = 1 Proposition 3.28X and Y LOH 1 < p ≤ ∞
WOH X or Y WOH p = 1 Proposition 3.30X and Y WOH 1 < p ≤ ∞
OH X or Y OH p = 1 Proposition 3.32X and Y OH p =∞
DP X and Y DP p = 1 [KSSW]X and Y DP p =∞
t(X ⊕p Y ) ≥ ((max{t(X ), t(Y )} − 1)p + 1)1/p 1 ≤ p <∞ Proposition 5.13= min{t(X ), t(Y )} p =∞ Proposition 5.15
T (X ⊕p Y ) ≤ (((21/p + 1)p + 1)/2)1/p 1 ≤ p <∞ Proposition 5.16= min{T (X ), T (Y )} p =∞ [CPS]
From the table above, for example, it reads X ⊕p Y has the LD2P whenever Xand Y have the LD2P and p is such that 1 ≤ p <∞.
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Diameeter-2 omadusega Banachi ruumidegeomeetriline struktuur
Kokkuvõte
2001. aastal näitasid O. Nygaard ja D. Werner, et mis tahes lõpmatumõõtmelisesühtlases algebras on ühikkera iga mittetühja suhteliselt nõrgalt lahtise alamhul-ga diameeter kaks. Kui Banachi ruumil on selline omadus, siis öeldakse, et tal ondiameeter-2 omadus (vt. [ABGRP], [ALN1] ja [BGRP]). Diameeter-2 omadusegaon näiteks Daugaveti omadusega Banachi ruumid (vt. [Shv]), lõpmatumõõtme-lised C ∗-algebrad (vt [BGLPRP]) ja mitterefleksiivsed Banachi ruumid, mis onM-ideaalid oma teises kaasruumis (vt. [LP]).Suhteliselt nõrgalt lahtise alamhulga erijuhuks on viil, kusjuures on teada, etühikkera iga mittetühi suhteliselt nõrgalt lahtine alamhulk sisaldab teatud vii-lude kumerat kombinatsiooni. Seda asjaolu silmas pidades vaatlevad T. A. Abra-hamsen, V. Lima ja O. Nygaard artiklis [ALN1] diameeter-2 omaduse kõrval sellekahte erinevat versiooni – tugevat diameeter-2 omadust ja lokaalset diameeter-2omadust. Klassikalistest Banachi ruumidest on tugeva diameeter-2 omaduseganäiteks c0, `∞, C [0, 1], L1[0, 1] ja L∞[0, 1], aga näiteks c0 ⊕2 c0 on diameeter-2omadusega, kuid tal ei ole tugevat diameeter-2 omadust.Käesoleva väitekirja põhieesmärk on uurida diameeter-2 omadusi ning nendegaseotud mõisteid ja omadusi, nagu näiteks oktaeedrilised normid, peaaegu ruuduomadusega Banachi ruumid ning tihkuse ja peenuse indeks. Töös näidatak-se, kuidas diameeter-2 omadused on duaalselt seotud normi oktaeedrilisusega.Peaegu ruudu omadusega Banachi ruumid on ka tugeva diameeter-2 omaduse-ga, seega nende kaasruum on oktaeedriline. Uuritakse R. Whitley poolt sissetoodud Banachi ruumi tihkuse ja peenuse indeksit. Osutub, et Banachi ruum onoktaeedriline parajasti siis, kui tema tihkuse indeks on kaks ja Banachi ruum onpeaaegu ruudu omadusega parajasti siis, kui tema peenuse indeks on üks.Väitekiri koosneb viiest peatükist ja ühest lisast. Esimeses peatükis tutvustatakselühidalt diameeter-2 omaduste ajaloolist tausta, esitatakse väitekirja ülevaadeja kirjeldatakse töös kasutatavaid tähistusi.Teises peatükis tuuakse sisse kolm diameeter-2 omadust ja selgitatakse nendeekstremaalset erinevust. Vaadeldakse kaasruumi ∗-nõrkasid diameeter-2 oma-dusi ja näidatakse, et üldiselt erinevad need tavalistest diameeter-2 omadustest.Antakse lühiülevaade Banachi ruumide klassidest, millel on diameeter-2 oma-
121
dus. T. A. Abrahamsen, V. Lima ja O. Nygaard näitasid, et (lokaalne) diameeter-2omadus kandub liidetavatelt üle `p-summale iga 1 ≤ p ≤ ∞ korral (vt. [ALN1]).Teisalt, kui 1 < p <∞, siis Banachi ruumide `p-summal ei ole kunagi tugevatdiameeter-2 omadust. Kõik kolm diameeter-2 omadust kanduvad alamruumilt,mis on M-ideaal üle kogu ruumile. See peatükk tugineb magistritööle [Lan] (vt.ka [HL1]).Väitekirja kolmandas peatükis uurime oktaeedrilise normiga Banachi ruume.Varasemast on teada, et Banachi ruumil on tugev diameeter-2 omadus para-jasti siis, kui tema kaasruumi norm on oktaeedriline. Vaadeldakse oktaeedrili-suse kõrval selle kahte erinevat versiooni, mis vastavad diameeter-2 omaduseleja lokaalsele diameeter-2 omadusele. Uuritakse oktaeedrilisuse ülekandumist`p-summadele ja saadud stabiilsustulemusi rakendatakse diameeter-2 omadusteuurimisel. Antakse nii tarvilikke kui ka piisavaid tingimusi operaatorite ruumioktaeedrilisuseks. See peatükk põhineb peamiselt artiklil [HLP].Neljandas peatükis tuuakse sisse peaaegu ruudu mõiste. Kui Banachi ruum onpeaegu ruudu omadusega, siis tal on tugev diameeter-2 omadus. Esitatakse pea-aegu ruudu omadusega ruumide näiteid ja kirjeldusi. Näidatakse, et mittereflek-siivsed Banachi ruumid, mis on M-ideaalid oma teises kaasruumis, on peaaeguruudu omadusega. Tõestatakse, et iga Banachi ruumi, milles c0 on täiendatav, onvõimalik ekvivalentselt ümber normeerida nii, et tal on peaaegu ruudu omadus.Uuritakse peaaegu ruudu omaduse lokaalset ja nõrka versiooni. See peatükktugineb artiklile [ALL].Väitekirja viiendas peatükis täiendatakse mõningaid hiljutisi tulemusi Whitley’tihkuse ja peenuse indeksi kohta. Osutub, et Banachi ruum on oktaeedrilineparajasti siis, kui tema tihkus on kaks ja Banachi ruum on peaaegu ruudu oma-dusega parajasti siis, kui tema peenus on üks. Näidatakse, et need indeksidkäituvad `p-summadel erinevalt. Uuritakse Banachi ruumi ja tema alamruumitihkuse (peenuse) omavahelist seost. Tõestatakse, et iga Banachi ruumi, millesc0 on täiendatav, on võimalik ekvivalentselt ümber normeerida nii, et tema tihkusja peenus on mõlemad võrdsed ühega. See peatükk põhineb artiklitel [ALLN] ja[HL2].Väitekirja lisa kahte tabelisse on koondatud eelmainitud omaduste olulisemadnäited ja stabiilsustulemused.
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