Variance estimation is an important topic in nonparametric regression. In this paper, we propose a pairwise regression method for estimating the residual variance. Specifically, we regress the squared difference between observations on the squared distance between design points, and then estimate the residual variance as the intercept. Unlike most existing difference-based estimators that require a smooth regression function, our method applies to regression models with jump discontinuities. Our method also applies to the situations where the design points are unequally spaced. Finally, we conduct extensive simulation studies to evaluate the finite-sample performance of the proposed method and compare it with some existing competitors.
Introduction
Consider a nonparametric regression model with jump discontinuities,
where y i are observations, g is a continuous function, h is a step function, and ε i are independent and identically distributed random errors with zero mean and variance σ 2 . To be specific, we write the step function h as
where p is the number of jumps, I(·) is the identify function with value 1 when x > t j and value 0 otherwise, and c j are the magnitudes of jumps at the jump points t j ∈ (0, 1), respectively. Note that g + h is the mean function.
Model (1) has wide applications in statistical process control (Qiu & Hawkins 2001) , piecewise linear regression (Hinkley 1969 , Brown, Durbin & Evans 1975 , Kim & Siegmund 1989 , image processing (McDonald & Owen 1986 , Hall & Titterington 1992 , Qiu 2005 , and other related areas. It has also applied to many real data examples such as the Nile river discharge data (Cobb 1978) , the stock market return data (Wang 1995) , the sea-level pressure data (Qiu & Yandell 1998) , and the infants growth data (Müller & Stadtmüller 1999) . There is an abundant literature for analyzing model (1) including the detection and estimation of the number, positions, and magnitudes of jump points (Müller 1992 , Wu & Chu 1993a , Wu & Chu 1993b , Eubank & Speckman 1994 , Loader 1996 .
This paper considers the estimation of the residual variance σ 2 in model (1).
Needless to say, an accurate estimate of σ 2 is very important in regression models with jump discontinuities. Usually, one applies a two-step procedure to estimate σ 2 in such models. The first step is to estimate the positions of change points and then divide the mean function into several continuous sections accordingly. The second step is to estimate the residual variance within each individual section and then use them to make a final estimate of σ 2 . Note that one may apply the residual-based methods (Hall & Marron 1990) or apply the difference-based methods (Müller 1992 , Wu & Chu 1993a to estimate the residual variance within each individual section.
Apart from the above, Müller & Stadtmüller (1999) proposed a single-step method for estimating σ 2 in model (1). Consider the equally spaced design where x i = i/n, i = 1, . . . , n. Let
where k = 1, . . . , L with L = L(n) ≥ 1. Under certain conditions on the mean function and the bandwidth L, Müller and Stadtmüller showed that
where l k = k/(n − L), γ = p−1 j=1 (c j+1 − c j ) 2 /2 is the amount of discontinuity in the data, and δ = 1 0
[g ′ (x)] 2 dx/2 + p−1 j=1 g ′ (t j+1 )(c j+1 − c j ) is the measurement of the interaction between continuous and discontinuous parts. By (2), they fitted a quadratic regression that regresses z k on l k and then estimate the residual variance as the intercept. Specifically, they estimated σ 2 bŷ
This method does not require an estimate of the positions of change points and is popular in practice.
Note that z k only uses the first n − L pairs of observations for performing the quadratic regression. Ignoring the last L − k terms can make z k a less efficient representation for σ 2 , especially when L−k is large. In addition, Müller & Stadtmüller (1999) required that min 1≤i≤p−1 (t i+1 − t i ) ≥ 2L/N for the possibility of change-points separation. In the special case when γ = 0, i.e., when h(x) = 0, Tong, Ma & Wang (2012) have demonstrated that the least squares estimator in Tong & Wang (2005) provides a smaller mean squared error (MSE) thanσ 2 MS . In addition, the equally spaced design condition in Müller & Stadtmüller (1999) is somewhat strong and has limited the practical use ofσ
In this paper, we propose a pairwise regression method for estimating σ 2 in model (1). Specifically, we regress the squared difference between observations on the squared distance between design points, and then estimate the residual variance as the intercept. Our method generalizes the existing methods from the following perspectives: (i) it does not require to estimate the positions of change points compared to the two-step estimators in the literature; (ii) it does not require to estimate the discontinuity parameter γ compared to the single-step estimator in Müller & Stadtmüller (1999) ; and (iii) it also applies to the settings where the design points are unequally spaced.
The remainder of the paper is organized as follows. In Section 2.1, we review the difference-based methods in estimating the residual variance in continuous nonparametric regression. In Section 2.2, we propose a pairwise regression method that extends the least squares estimator in Tong & Wang (2005) to unequally spaced designs. In Section 2.3, we further extend the proposed pairwise regression method to adaptively estimate the residual variance in nonparametric regression with jump discontinuities. In Section 3, we conduct extensive simulation studies to evaluate the finite-sample performance of the proposed method with some existing competitors.
We then apply the proposed method to a real data example in Section 4 and conclude the paper in Section 5 with some discussions.
Main Results

Difference-based Estimators
In the special case when h(x) = 0, model (1) reduces to
Under model (4), there are many difference-based methods in the literature for es- von Neumann (1941) and Rice (1984) proposed a first order difference-based estimator,
Gasser, Sroka & Jennen-Steinmetz (1986) and Hall, Kay & Titterington (1990) extended the idea and proposed some higher order difference-based estimators. In addition, Müller, Schick & Wefelmeyer (2003) , Tong, Liu & Wang (2008) and Du & Schick (2009) proposed covariate-matched U-statistic estimators for the residual variance.
Apart form them, Tong & Wang (2005) and Tong et al. (2012) proposed a variation of the difference-based estimator in nonparametric regression. Let x i = i/n and
Suppose that g has a bounded first derivative. Tong & Wang (2005) showed that for any fixed m = o(n),
where
2 dx/2. By (5), they regressed s k on d k and then estimated the residual variance as the intercept. Specifically, their least squares estimator is given asσ
Recall thatσ 2 TW is developed under model (4) with a continuous mean function.
When h(x) = 0,σ 2 TW may not perform well in model (1). To illustrate this, we consider the following regression model with a single jump at t = 0.5,
Assume that J and c are both finite values. We have
Note that the bias owing to the jump, (k/n)c 2 , dominates the bias owing to the For a visualization of the bias pattern along with the c value, consider g(x) = 5x(1 − x) and h(x) = cI(x > 0.5) with 0 < c < 20. We let n = 100, m = 10 and σ 2 = 1 throughout the simulations. The estimated variance against the c value is plotted in Figure 1 . We observe thatσ 2 TW increases rapidly as c increases. As a consequence,σ 2 TW does not provide a satisfactory performance in this example.
Pairwise Regression
Recall that the least squares estimator in Tong & Wang (2005) only applies to the equally spaced design. This has largely restricted the usage of their method in practice. In this section, we introduce a pairwise regression method for estimating the residual variance that extends the least squares estimator from the equally spaced design to unequally spaced designs.
Let s ij = (y j − y i ) 2 /2 be the half squared differences and d ij = (x j − x i ) 2 be the corresponding squared distances for any 1 ≤ i < j ≤ n. Let d = o(1) be the Note that E(
When g is a linear function with slope
In view of this, for the paired data {(d ij , s ij ) :
, we fit a simple linear regression model that regresses s ij directly on d ij ,
We then use the ordinary least squares method to estimate σ 2 using the fitted intercept. This leads toσ
. We refer to (9) as a pairwise regression estimator.
Let c ij = S 2 − S 1 d ij and y = (y 1 , . . . , y n )
T . The estimator (9) has a quadratic form
where M is an n × n symmetric matrix with upper triangular
In what follows we draw some connection between the pairwise regression estimatorσ 2 and the least squares estimatorσ
With the above equalities, we havê
This shows that when the design points are equally spaced,σ 2 andσ 
Adaptive Pairwise Regression
As mentioned, most existing difference-based estimators were developed under model (4). In this section, we show that the pairwise regression method in Section 2.2 can be readily extended to model (1) with jump discontinuities.
To apply the pairwise regression to models with jump discontinuities, we revisit the simple regression model presented in (7). Let O = {(i, j) : 0.5 ∈ (x i , x j ]} be the pairs of design points that cross the jump point. By (9), we have
By (10), to obtain a good estimate of σ 2 , it is clear that the pairs in O should be excluded from the regression to eliminate the bias. Otherwise, given that the quantity c is large, the extra bias introduced by the jump can be very severe.
In what follows, we examine how excluding the pairs in O takes effect on the MSE of the estimator. We will also suggest ways to exclude certain pairs of data from the pairwise regression. Let z ij = y j − y i for any 1
To visualize the discrepancy between the two groups of z ij , we consider c = 0, 2 and 5 for the example in Section 2.1. All other settings are kept the same as before except that now σ = 0.5.
We plot the histograms of the simulated z ij values in the first column of Figure   2 , respectively. When the mean function is continuous (i.e., c = 0), the histogram is unimodal and almost symmetric around zero. When c increases, the histogram tends to be right-skewed and eventually separates to two disjoint sections, one consisting of the pairs without jump and the other consisting of the pairs with jump. To eliminate the impact of the jump on the variance estimation, we can treat the extremely large |z ij | values, or correspondingly the extremely large s ij values, as outliers and exclude them in the pairwise regression. In what follows, we suggest two practical rules that identify certain z ij values as outliers and then exclude them from the pairwise regression. The resulting methods are referred to as adaptive pairwise regression estimators.
Box Plot Method
The first method uses the box plot to detect certain z ij values as outliers. Let Q L ({z ij }) and Q U ({z ij }) denote the lower quartile and the upper quartile of the observed z ij values within the bandwidth, respectively. Follow the form of Sim, Gan
is the interquartile range and C is an adjustment factor. Here, we assign a value of 2 or 3 to C. We then identify z ij as an outlier if z ij ∈ (−∞, LB) or z ij ∈ (UB, ∞). We refer to the estimator by the box plot method asσ 2 box .
Cross-Validation Method
Note that the bandwidth d is also critical to the variance estimation. Our second method uses a V -fold cross-validation (CV) approach to simultaneously choose the bandwidth d and the adjustment factor C. Specifically, we first split the whole data set into V disjoint subsamples, S 1 , ..., S V as in Tong & Wang (2005) . Second, for
given d and C, we estimate σ 2 byσ 2 v (d, C) based on the subsample ∪ i =v S i and the pairs with d ij ≤ d and z ij ∈ [LB(C), UB(C)]. Finally, we choose the optimal tuning parameters d and C that minimize 
Simulations
In this section, we conduct extensive simulation studies to evaluate the finite-sample performance of the proposed estimators and compare them with some existing competitors.
Equidistant Design
The first study assumes an equally spaced design. Specifically, let x i = i/n with i = 1, . . . , n. We consider the following four estimators for comparison:σ 2 box ,σ
We consider a total of 9 mean functions with combinations g i + h j from the following functions:
and
For each mean function, we consider n = 30, 100 and 500, ranging from small to large sample sizes respectively, and σ = 0.2, 0.5, 1, 2 and 5, ranging from small to large variances respectively. Finally, for given n and σ, we simulate the random errors ε i independently from N(0, σ 2 ).
For each simulation setting, we generate observations and compute the estima-
Note that the bandwidth L in Müller & Stadtmüller (1999) is not very sensitive to the estimation of σ 2 . We consider both L s = m s = n 1/2 and L t = m t = n 1/3 as in Tong & Wang (2005) . This leads to the
Then together with C = 2 and 3, we have 4 different estimates forσ 2 box . Recall that the CV estimator,σ 2 cv , aims to figure out the best combination between d and C. We consider leave-one-out CV for n = 30, and 10-fold CV for n = 100 and n = 500, throughout the simulations.
We repeat the process 1000 times and compute the following relative MSEs, MSE/MSE opt , for each method. Here, MSE opt = n −1 (γ 4 − 1)σ 4 is specified as the optimal efficiency bound of all root-n consistent estimators of σ 2 , and γ 4 = E(ε 4 )/σ 4 .
For normal errors, we have γ 4 = 3 and MSE opt = 2σ 4 /n. We observe that negative estimates indicated by Tong & Wang (2005) and Müller & Stadtmüller (1999) do appear in certain simulations, though very rarely. We replace the negative estimates with zero when calculating the relative MSEs.
Non-equidistant Design
This section carries out simulation studies for unequally spaced designs. We generate design points from the beta distribution Beta(3, 3). This is a bell shaped distribution on [0,1] with a mode at 0.5. Also for simplicity, we consider only three mean functions g 3 + h i , where the first two functions are discontinuous and the last one is continuous.
All other settings are kept the same as those in Section 3.1.
Finally, recall that Müller & Stadtmüller (1999) 
Simulation Results
Tables 1 − 6 list the relative MSEs for the mean functions with jump points, respectively, under the equidistant design. In general, we observe that MSE(σ
) for small and moderate σ values, and MSE(σ
MS ) for large σ values. These results show that the proposed adaptive estimators outperform the existing estimators in the presence of jump discontinuities. We also observe that the comparative performance ofσ In contrast, we list in Tables 7 − 9 the relative MSEs for the continuous mean functions f 7 (x) through f 9 (x), under the equidistant design. We observe thatσ 
Case Study
For illustration, we apply the proposed methods to a real data example. The data were reported in Cobb (1978) on the annual volume of discharge in the Nile River from 1895 to 1934. In Figure 3 , we find several observations with large variation and we suspect that the mean function might contain jump discontinuities. For this data with n = 40 observations, we choose L t = m t = ⌊n 
Discussion
In this paper, we first introduced a pairwise regression method for estimating σ 2 in nonparametric regression models with continuous mean function. We further extended the pairwise regression method to model (1) with jump discontinuities via adaptation. As already mentioned in Section 1, the proposed adaptive method generalizes the existing methods from different points of view and has several important merits. In particular, our adaptive method turns out to be superior for its flexibility in eliminating the effect of potential jumps in the mean function and for its applicability in both equally and unequally design settings. In addition, compared with the residual-based estimators, our method provides a direct way to estimate the residual variance without the estimations of mean function and jump points. In conclusion, we recommend to use the estimatorσ 2 CV in practice. More work, though, is needed for demonstrating the theoretical results of our proposed estimators.
The proposed method can be readily extended to higher-dimensional regression models. Consider, for instance, the following bivariate nonparametric regression model with jump discontinuities,
|, and then proceed the estimation similarly as in Sections 2.2 and 2.3.
Further research is necessary to investigate the practical rules for the corresponding adaptive method as well as to evaluate its finite-sample performance. Further, recall that the proposed method in this paper is restricted to a constant residual variance assumption. As this may not be realistic in applications, it should be of interest to propose new pairwise regression methods for estimating the variance function in regression models with jump discontinuities. 
