This paper gives out the general solutions of variable coefficients Linear ODE and Riccati equation by way of integral series E(X) and F (X). Such kinds of integral series are the generalized form of exponential function, and keep the properties of convergent and reversible.
Introduction
It is a classical problem to solve the n-th order Linear ODE : dx n−2 u + · · · + a n (x)u = f (x) ( 1) which is equivalent to
with
As we all known, 1. if a n (x) are all constants, Eq.(1) could be solved by method of eigenvalue ( Euler), or by exponential function in matrix form
where C is a n × 1 constant matrix .
2. if a n (x) are some variable coefficients, such as some special functions [Wang, P337, 206] 
special function theory answers them.
But when it comes to the general circumstances, the existing methods meet difficulties in dealing with Eq.(2) , because of the variable coefficients. In order to overcome it, two functions are invited :
It will be seen that such definition is reasonable and necessary. Clearly, when X(x) and
Besides, E(X) and F (X) extend some main properties of the exponential functions, such as convergent , reversible and determinant (see Theorem 3.1). In addition, a n × m matrix A(x) = a i j (x) nm is bounded and integral in [0,b] means that all its element a i j (x) are bounded and integral in [0,b] .
Main Results
Theorem 2.1. the general solution of the Linear ODE (2) is:
where C is a n × 1 constant matrix . [0,b] , the general solution of Riccati equation
Theorem 2.2. For the bounded and integrable matrix , A(
where
or the other equivalent form:
Solutions of Linear ODE

Properties of E(X) and F (X)
From the Definition(4), it holds that
Now, we will see more explicit properties of E(X) and F (X).
Theorem 3.1 (Properties of E(X) and F (X)). If X(x) is bounded and integrable, it holds that
1. E(X) and
3. E(X) and F (X) are reversible, and
Proof.
Clearly, E(A) is convergent.
Similarly, F (X) is also convergent.
∀n × n matrix A(x), if trA(x) is bounded and integral , then
which is a special case of Abel's formula [Chen] : If W and B are n × n matrixes , s.t.
Here we just take 2 × 2 matrix for verification:
it follows
Thus, Abel's formula holds and E(A(x)) is reversible.
By the times:
so, all we need to proof is det e
Because e x 0 X(t)dt no longer satisfies Abel's formula (one reason is X and x 0 X(t)dt are unnecessarily exchangeable ) , we seek the other approach: ∀n × n matrix A, ∃n × n reversible matrix P , s.t.
J is A's Jordan matrix, J i is the Jordan block with eigenvalue λ i (x). It follows that 
Therefore, E(X) and F (X) are invertible. Furthermore, it holds that
Because:
(b) Due to the special property(21) of matrix, Eq.(22) is obtained.
Proof of Theorem2.1
Proof. According to Definition(4) and Theorem 3.1 , it follows
Moreover, since E(A) is reversible, U(x) is the general solution of Eq.(2). 
Theorem 3.2. Assume that A(x)
has general solutions
where C is n × m constant matrix.
So Eq.(24) could be reduced to
It's obviously that
C is n × m constant matrix .
Solutions of Riccati equation
In mathematical investigation of the dynamics of a system, the introduction of a nonlinearity always leads to some form of the Riccati equation [Watkins] :
But it is usually the case that not even one solution of the Riccati equation is known. In the following text, we try to give out solutions of Riccati equation in matrix form:
Proof of Theorem.2.2
Proof. 1. Firstly , define[Polyanin, Ch 0.1.4]
so W 2 is reversible, if PW + B is bounded; meanwhile,
Secondly, let W 1 := WW 2 , so
so, with Eq.(31) and Definition (32), it holds
Take the relationship (33) and (35) into consideration,
we can solve W 1 and W 2 .
On the other hand, according to Definition (32) , it's obviously that
so it goes without saying that
We immediately obtain
2 is the solution of Eq.(31). 2. Similarly, we can get
2 · U 1 is also the solution of Eq.(31). 3. But the two solutions are equivalence! That is,
Because, according to Eq.(36) and Eq.(40)
which implied that two solutions are equivalence.
4. Uniqueness. If Eq.(31) has more than one solution,such as X(x), Y(x), under the same initial condition,i.e.
So it is clear that what we need to prove is equitant to show
has uniqueness solution W(x) = 0.
Take advantage the proof steps we have established: according to step (39) 
and
Simplify solutions of Riccati equation by particular solution
In the research of Riccati equation, particular solution plays crucial important role. Too much of works have been done. The first important result in the analysis of the Riccati equation is that if one solution is known then a whole family of solutions can be found [Watkins] . 
