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Abstract
We consider the inverse diraction problem to recover a two-dimensional periodic
structure from scattered waves measured above and beneath the structure. The task
is reformulated in form of an optimization problem including special regularization
terms. The solvability and the dependence on the parameter of regularization is
analyzed. Numerical results for synthetic data demonstrate the practicability of the
inversion algorithm.
1 Introduction
The scattering theory in periodic structures has many applications in micro-optics, where
periodic structures are often called diraction gratings (cf. [21] for an introduction to the
direct problem). The treatment of the inverse problem, recovering the periodic structure
or the shape of the grating prole from the scattered eld, is useful e.g. in quality control
and design of diractive elements with prescribed far eld patterns (see [5], [22]).
Various methods for the computation of the grating prole curve of perfectly conducting
gratings have been proposed by Ito, Reitich, Arens, Kirsch, Hettlich, Bruckner, Elschner,
and Yamamoto ([14, 3, 18, 7, 8]). Chandezon, Poyedinchuk, and Yashina ([9]) propose
an algorithm for the determination of the interface separating dielectric substrate and
superstrate materials. We follow the technique of [7] (cf. [11, Section 5.4] for the original
algorithms applied to scattering obstacles). However, we consider reection by and tran-
sition through gratings described by general material dependent wave number functions,
and replace the boundary integral approach of [7] by a nite element algorithm (cf. [1]
for a similar nite element optimization of a dierent functional over a set of transition
curves). A related non-periodic inverse scattering problem has been studied by Angell,
Hsiao, and Wen ([2]) using a similar optimization procedure based upon a domain integral
representation.
To be more precise, we start with a short introduction to the direct problem of diraction
by gratings in Section 2. The TE component of the electric eld of the time-harmonic
light wave is the solution of a two-dimensional Helmholtz equation over the cross section
of the grating device. We recall the variational formulation corresponding to the coupling
of dierential and boundary integral representations and dene the Rayleigh coecients
of the Helmholtz solution. These correspond to the portion of light and the phase shift of
the reected and transmitted modes. In Section 3 we introduce the inverse problem. From
measured Rayleigh coecients for several incidence directions, we wish to reconstruct the
grating, i.e. the wave number distribution over the grating cross section. The solution
is obtained as the minimizer of an optimization problem, where the objective function
consists of three terms. The rst is the residual of the Helmholtz equation, the second the
deviation of the computed Rayleigh coecients from the measured data, and the third
is a regularization term to cope with the ill-posedness of the inverse problem. We show
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Figure 1: Cross section of grating.
the existence of minimizers and prove the convergence of these minimizers to the true
solution if the regularization parameter tends to zero. Section 4 is devoted to the nite
element discretization of the Helmholtz equation and Section 5 to the discretization of the
optimization problem. For the solution of the nite dimensional optimization problem we
propose the conjugate gradient algorithm of Fletcher, Reeves, Polak, and Ribière. In the
last section we present numerical experiments. In particular, we compare the conjugate
gradient algorithm with an SQP method.
Finally, we remark that the proposed treatment of the inverse problem is a rst theoretical
approach. Due to the severe ill-posedness of the problem the accuracy of the reconstruc-
tion cannot be satisfactory for realistic applications. For better approximations the class
of admissible gratings must be restricted in accordance with the technical requirements.
2 The Direct Problem
Consider an ideal optical grating (cf. the cross section in Figure 1). This is an ideal innite
plate in threedimensional space covering a half space lled by a substrate material. The
plate consists of dierent materials. Moreover, the materials are disposed in such a manner
that the material does not change in one of the two directions parallel to the plane of the
plate. With respect to the other direction parallel to the plane the material distribution
is supposed to be periodic with period d. The materials are non-magnetic with the
permeability 
0
and have the dielectric constants ". The coordinate system is chosen
such that the x
2
axis is perpendicular to the plane of the grating, such that the material
distribution together with the resulting diraction solution is invariant in the x
3
direction,
and such that the x
1
axis is parallel to the plane of the grating. Thus the materials of the
problem are determined by the function "(x
1
; x
2
) which is dperiodic in x
1
. Due to the
invariance with respect to x
3
it is sucient to consider the electromagnetic elds restricted
to the plane spanned by the x
1
and x
2
axes. More precisely, we introduce two articial
2
boundaries  

:= f(x
1
; x
2
) : x
2
= b

g forming the upper and lower bounds of the cross
section of the grating structure, respectively, and denote by 
 the rectangle (0; d)(b
 
; b
+
)
which covers one period of the cross section. We assume that the material above  
+
and
below  
 
is homogeneous with " = "
+
> 0 and " = "
 
, respectively. Between  
+
and
 
 
the material may be inhomogeneous and we assume that the function " is piecewise
continuous. Further, we introduce the wave number function k = k(x
1
; x
2
) := !
p

0
" and
k

:= !
p

0
"

with ! the angular frequency of the incident light wave. Thus the wave
can be described by a time independent factor times exp( i!t). We suppose that
k
+
> 0 ; <e k
 
> 0 ; =m k
 
 0 ; <e k(x
1
; x
2
) > 0 ; =m k(x
1
; x
2
)  0 : (2.1)
Moreover, we suppose that there exists b

1
with b
 
< b
 
1
< b
+
1
< b
+
such that kj



 k

for 

 
:= (0; d) (b
 
; b
 
1
) and 

+
:= (0; d) (b
+
1
; b
+
).
Assume that an incoming plane wave is incident in the (x
1
; x
2
)plane upon the grating
from the top with the angle of incidence  2 ( =2; =2). Then the electromagnetic
eld does not depend on x
3
. For simplicity, we restrict to the case of TE polarization,
i.e. the electric eld E is supposed to remain parallel to the x
3
axis (to the grooves) and is
therefore determined by a single scalar quantity v = v(x
1
; x
2
) (the transverse component
of E). The function v satises the twodimensional Helmholtz equation
v + k
2
v = 0 (2.2)
in the regions with continuous permittivity ". In the innite regions the usual outgoing
wave conditions are required. At the material interfaces the solutions are subjected to the
transmission conditions, i.e. the solution v and its normal derivative @
n
v have to cross
the interface continuously.
The diraction problems admit variational formulations in the bounded periodic cell 

which were introduced in [23, 6, 5, 15]. The incoming wave has the form v
i
(x
1
; x
2
) =
exp(ix
1
  ix
2
), where  = k
+
sin ,  = k
+
cos . If we dene the d-periodic function
u(x
1
; x
2
) := v(x
1
; x
2
) exp( ix
1
), then the diraction problem for TE polarization can be
transformed to a variational problem for u in the rectangle 
. Multiplying the dierential
equation (2.2) by some smooth function, applying Green's formula and taking into account
the transmission conditions at the material interfaces and the outgoing wave condition
on  

it can be shown (cf. [23, 5, 12]) that the diraction problem for TE polarization is
equivalent to the variational equation
B
TE
(u; ') :=
Z


r

u  r

' 
Z


k
2
u '+
Z
 
+
(T
+

u) '+
Z
 
 
(T
 

u) '
=  
Z
 
+
2i exp( ib
+
) ' (2.3)
for all ', where r

= (@
x
1
;
; @
x
2
) := r + i(; 0) and T


are the usual hypersingular
Dirichlet-to-Neumann maps for the solution in the outer domain. In particular, the func-
tions T


u are dened on  

as
(T


u)(x
1
; b

) :=  
1
X
n= 1
i

n
u^

n
exp(inKx
1
) ; (2.4)
3
where K := 2=d and u^

n
denote the Fourier coecients of u(x
1
; b

)
u^

n
:=
1
d
d
Z
0
u(x
1
; b

) exp( inKx
1
) dx
1
:
The numbers 

n
are dened as


n
= 

n
() :=
p
(k

)
2
  
2
n
; 0  arg 

n
<  ;
where as usual 
n
:= +nK and k

= k

(x
1
; b

). Note that any solution of (2.3) satises
on  

the non-local boundary conditions
@
n
uj
 
+
+ T
+

uj
 
+
=  2i exp( ib
+
) ; @
n
uj
 
 
+ T
 

uj
 
 
= 0 : (2.5)
The variational equation (2.3) should be satised for all test functions ' 2 H
1
per
(
), that
is the function space of all complexvalued functions ' which are d-periodic in x
1
and
which together with their rstorder partial derivatives are square integrable in 
 (cf. [10]
for the variational approach to classical elliptic boundary value problems).
The variational formulation (2.3) is very useful, because the transmission and outgoing
wave conditions are enforced implicitly and it allows to seek the solution in the function
space H
1
per
(
), which is natural for second order partial dierential equations on non-
smooth domains. Here one can apply well established methods for the analysis and
numerical solution of the diraction problems.
Theorem 2.1 (cf. e.g. [12]): Suppose that k satises condition (2.1). Then the sesquilin-
ear form B
TE
is strongly elliptic over H
1
per
(
).
We recall that a bounded sesquilinear form B
TE
(; ) given on the Hilbert space H
1
per
(
)
is called strongly elliptic if there exist a complex number , jj = 1, a constant c > 0,
and a compact form Q(; ) such that
<eB
TE
(u; u)  ckuk
2
X
 Q(u; u) ; 8 u 2 H
1
per
(
) :
As usual, the sesquilinear form B
TE
corresponds to a bounded linear operator B mapping
H
1
per
(
) into its dual H
1
per
(
)
0
via B
TE
(u; v) = hBu; vi; u; v 2 H
1
per
(
). According to
the proof of the last theorem (cf. [12]), the bilinear form B
TE
splits into the compact
form C
k
(u; v) :=  k
2
R


uv, into a strongly elliptic form P with P(u; u)  ckuk
2
H
1
per
(
)
and
constant c > 0, and a nite dimensional form T . Correspondingly, we get B = P +T +C
k
with hPu; ui  ckuk
2
H
1
per
(
)
, with nite range operator T , and with compact C
k
. From this
splitting we infer that B is a Fredholm operator of index zero. Thus the strong ellipticity
is the basis to prove the invertibility of operator B under additional conditions.
We write B = B(k; ) to indicate the dependence of B on the wave number function k
and on the incidence angle . The variational equation (2.3) is equivalent to the operator
equation B(k; )u = w with w 2 H
1
per
(
)
0
such that hw; ui with u 2 H
1
per
(
) is dened by
the right-hand side of (2.3). The operator B(k; ) is a second order dierential operator.
To get an equation with a well conditioned operator acting in the single space H
1
per
(
) we
4
multiply the equation by the inverse of
e
B() := B(
~
k; ) with a xed simple wave number
function
~
k. Thus (2.3) is equivalent to [
e
B()
 1
B(k; )]u =
e
B()
 1
w.
The invertibility of the operators
e
B() and B(k; ) will be supposed in the following.
Partial results on this are reported e.g. in [23, 5, 12]. Here we only give a stability result
with respect to the wave number function.
Theorem 2.2 Suppose that the squared wave number functions k
2
n
form a weakly conver-
gent sequence in the space L
2
(
). (Note that the squared wave number function enters
linearly into the scene.) If B(k
0
; ) is the operator dened with k
0
such that k
2
0
is the weak
limit of the k
2
n
and if this B(k
0
; ) is invertible, then there exist an integer n
0
> 0 and a
real c > 0 such that kB(k
n
; )uk
H
1
per
(
)
0
 ckuk
H
1
per
(
)
for any u 2 H
1
per
(
) and n  n
0
.
Since the B(k
n
; ) are Fredholm operators with index zero, the last estimate implies the
invertibility of B(k
n
; ) if n  n
0
.
Proof: If the theorem were not true, then there is a sequence fu
n
g  H
1
per
(
) such that
ku
n
k
H
1
per
(
)
= 1 and kB(k
n
; )u
n
k
H
1
per
(
)
0
! 0. Then, without loss of generality, we may
suppose that u
n
tends weakly to u
0
in H
1
per
(
). Hence, ku
n
 u
0
k
L
p
(
)
! 0 for any p with
1  p <1 . From the weak convergence of u
n
we infer the weak convergence in H
1
per
(
)
0
of [P + T ]u
n
* [P + T ]u
0
. Indeed Tu
n
! Tu
0
and hPu
n
; 'i = hu
n
; P
0
'i ! hu
0
; P
0
'i =
hPu
0
; 'i for all ' 2 H
1
per
(
).
Furthermore, since ku
n
  u
0
k
L
p
(
)
! 0 for any p <1, we obtain ku
n
'   u
0
'k
L
2
(
)
! 0
for any ' 2 H
1
per
(
). Hence, C
k
(u
n
; ') =  
R


k
2
n
u
n
' !  
R


k
2
0
u
0
'. Together with
the weak convergence [P + T ]u
n
* [P + T ]u
0
we have B(k
n
; )u
n
* B(k
0
; )u
0
. This
implies B(k
0
; )u
0
= 0 and u
0
= 0. Consequently, C
k
n
u
n
! 0 and Tu
n
! 0 together with
kB(k
n
; )u
n
k
H
1
per
(
)
0
! 0 yield Pu
n
! 0 which contradicts hPu
n
; u
n
i  cku
n
k
2
H
1
per
(
)
= 1.
Note that any periodic solution of (2.3) can be represented as a Fourier series on  

, i.e.
u(x
1
; b
+
) =
1
X
n= 1
A
+
n
exp(i
+
n
b
+
) exp(inKx
1
) + exp( ib
+
) ;
u(x
1
; b
 
) =
1
X
n= 1
A
 
n
exp( i
 
n
b
 
) exp(inKx
1
) ;
(2.6)
for suitable coecients A

n
. It is not hard to see that the extensions of these series
1
X
n= 1
A

n
exp(i

n
x
2
) exp(inKx
1
) ; x
2
>
<
b

(2.7)
dene solutions of the Helmholtz equation satisfying the outgoing wave condition. The
coecients A

n
in the expansion (2.7) are called Rayleigh coecients. The most interesting
are those with n 2 U

,
U

:=
(
n
n 2 Z : jn+ j < k

o
if =m k

= 0
; if =m k

> 0
:
5
Indeed, these coecients A

n
describe the magnitude and the phase shift of those terms
A

n
exp(inKx
1
) exp(i

n
x
2
) in the representation of u(x
1
; x
2
) for x
2 <
>
b

, which corre-
spond to propagating plane waves. The terms with n 62 U

lead to evanescent waves,
only. Hence, the A

n
with n 2 U

can be considered to be the far eld data of the
diraction problems at optical gratings. The optical eciencies of the grating are dened
by
e

n
:= (

n
=)jA

n
j
2
; (n;) 2 U

:=
n
(n;+) : n 2 U
+
o
[
n
(n; ) : n 2 U
 
o
; (2.8)
which is the ratio of the energy of the nth propagating mode to the energy of the incident
wave.
Restricting the solution 
 3 (x
1
; x
2
) 7! u(k; )(x
1
; x
2
) to  

, we get the Rayleigh coe-
cients A

n
by computing the Fourier coecients according to (2.6). The linear operator
of restricting u to  

and of computing the Rayleigh coecients A

n
will be denoted by
F (), i.e.,
A :=

A

n

(n;)2U

= F () u+ A
i
;
A
i
:=

  exp( ib
+
)Æ
(n;);(0;+)

(n;)2U

:
If the refractive indices of the cover material above the grating and the substrate material
beneath the grating are xed, then the operator F () is independent of the function k
inside the grating.
3 The Inverse Problem
For the inverse problem, we suppose that the distribution of the material in the grating
between the lines f(x
1
; b
+
1
) : 0 < x < dg and f(x
1
; b
 
1
) : 0 < x < dg is unknown. In other
words, our task is to determine the unknown function k(x
1
; x
2
) for b
 
1
< x
2
< b
+
1
. To get
this, we illuminate the grating by plane waves v
i
(x
1
; x
2
) = exp(ik
+
sin x
1
  ik
+
cos x
2
)
under the incident angles  = 
l
; l = 1; : : : ; L and measure the Rayleigh coecients
A

meas;n
(
l
) for (n;) 2 U

= U

(
l
) and for each angle 
l
; l = 1; : : : ; L. We seek a material
distribution and the corresponding wave number function k(x
1
; x
2
) such that the Rayleigh
coecients A

n
= A

n
(k; 
l
), obtained by solving the variational equation (2.3) with respect
to u(x
1
; x
2
) = u(k; 
l
)(x
1
; x
2
) and by computing the Fourier coecients A

n
(k; 
l
) of uj
 

according to (2.6), coincide with the measured data A

meas;n
(
l
) for (n;) 2 U

(
l
) and
l = 1; : : : ; L. In other words, we seek an unknown squared wave number function k
2
and
the corresponding solutions u(k; 
l
) from [
e
B(
1
)
 1
B(k; 
l
)]u(k; 
l
) =
e
B(
1
)
 1
w(
l
) such
that the computed Rayleigh coecients A(
l
) = F (
l
)u(k; 
l
) + A
i
(
l
) coincide with the
measured A
meas
(
l
) := (A

meas;n
(
l
))
(n;)2U

(
l
)
. Expressing our objective in formulae, we
seek k
2
and u
l
= u(k; 
l
) such that
L
X
l=1



h
e
B(
1
)
 1
B(k; 
l
)
i
u
l
 
e
B(
1
)
 1
w
l



2
L
2
(
)
= 0;
L
X
l=1




F (
l
) u
l
+ A
i
(
l
)

  A
meas
(
l
)



2
`
2
C
(U

(
l
))
= 0:
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Here w
l
= w(
l
) stands for the right-hand side functional in (2.3) with  replaced by 
l
.
The symbol `
2
C
(U

(
l
)) denotes the complex Euclidean space of vectors over the index set
U

(
l
).
The operator F (
l
) is smoothing and the equation F (
l
)u
l
= A(
l
)   A
i
(
l
) is severely
ill-posed. To cope with measurement errors in the values of A
meas
(
l
) we need a regular-
ization, i.e. we try to nd solutions k
2
and u
l
such that the left-hand sides of the last two
equations are small and that, simultaneously, the solution is relatively smooth. Relatively
smooth means that the H
1
per
Sobolev norms of u
l
and the H
1=2
per
Sobolev norm of k
2
do not
blow up. This will be helpful also if the solution should not be unique. Finally, we dene
the non-linear objective functional
F

k
2
; u
1
; : : : ; u
L
; 

:=
L
X
l=1



e
B(
1
)
 1
B(k; 
l
)u
l
 
e
B(
1
)
 1
w
l



2
L
2
(
)
L
X
l=1



e
B(
1
)
 1
w
l



2
L
2
(
)
+ c
d
L
X
l=1




F (
l
) u
l
+ A
i
(
l
)

  A
meas
(
l
)



2
`
2
C
(U

(
l
))
L
X
l=1



A
meas
(
l
)



2
`
2
C
(U

(
l
))
+ c
v



k
2


2
H
1=2
per
(
)
+ c
s

L
X
l=1
ku
l
k
2
H
1
per
(
)
: (3.1)
Here c
d
, c
v
, and c
s
denote appropriate equilibration constants which are to be determined
by numerical experiments. The number  is a small positive regularization parameter
which is to be chosen in dependence on the measurement error. Using the functional F ,
we nally arrive at the optimization problem
F

k
2
; u
1
; : : : ; u
L
; 

 ! min : (3.2)
k
2
2 H
1=2
per
(
);
u
l
2 H
1
per
(
); l = 1; : : : ; L
This optimization problem will be discretized and solved numerically in the next sections.
For its solvability and its connection to the exact inverse problem, we get the following
two theorems.
Theorem 3.1 For any xed positive regularization parameter , there exists a minimizer
fk
2
0
; u
l;0
; l = 1; : : : ; Lg of the optimization problem (3.2).
Proof: Suppose fk
2
n
; u
l;n
; l = 1; : : : ; Lg
n2N
is a minimizing sequence. Without loss
of generality we may suppose k
2
n
* k
2
0
in H
1=2
per
(
), k
2
n
! k
2
0
in L
2
(
), and u
l;n
*
u
l;0
weakly in H
1
per
(
) since kk
2
n
k
H
1=2
per
(
)
and ku
l;n
k
H
1
per
(
)
are trivially bounded. Simi-
larly to the proof of Theorem 2.2 we conclude B(k
n
; 
l
)u
l;n
* B(k
0
; 
l
)u
l;0
weakly in
H
1
per
(
)
0
and thus
e
B(
1
)
 1
B(k
n
; 
l
)u
l;n
*
e
B(
1
)
 1
B(k
0
; 
l
)u
l;0
weakly in H
1
per
(
). Hence,
7
eB(
1
)
 1
B(k
n
; 
l
)u
l;n
!
e
B(
1
)
 1
B(k
0
; 
l
)u
l;0
strongly in L
2
(
). Moreover, u
l;n
* u
l;0
im-
plies that u
l;n
j
 

! u
l;0
j
 

strongly in L
2
( 

) and the strong convergence F (
l
)u
l;n
!
F (
l
)u
l;0
. In other words, the rst two terms in the objective functionals converge and
the limit relations for weakly convergent sequences ku
l;n
k
H
1
per
(
)
 lim inf ku
l;n
k
H
1
per
(
)
and
kk
2
0
k
H
1=2
per
(
)
 lim inf kk
2
n
k
H
1=2
per
(
)
lead us to the upper estimate F(k
2
0
; u
1;0
; : : : ; u
L;0
; ) 
lim inf F(k
2
n
; u
1;n
; : : : ; u
L;n
; ). Since fk
2
n
; u
l;n
; l = 1; : : : ; Lg
n2N
is a minimizing sequence,
we get that F(k
2
0
; u
1;0
; : : : ; u
L;0
; ) is the attained minimal value.
Theorem 3.2 Suppose that, for the give data A
meas
(
1
); : : : ; A
meas
(
L
), there exists a
wave number function k
2

2 H
1=2
per
(
) such that the Rayleigh coecients corresponding to k

exactly match the values A
meas
(
1
); : : : ; A
meas
(
L
), i.e. F (
l
)u(k

; 
l
)+A
i
(
l
) = A
meas
(
l
)
for the solutions u(k

; 
l
) of B(k

; 
l
)u(k

; 
l
) = w
l
. Further suppose 0 < 
m
! 0 and
that fk
2
m
; u
l;m
; l = 1; : : : ; Lg is a minimizer of the functional F(: : : ; 
m
). Then there
exists a k
2
0
2 H
1=2
per
(
) and a subsequence of fk
2
m
g
m2N
converging to k
2
0
weakly in H
1=2
per
(
)
and strongly in L
2
(
). The corresponding solutions u(k
0
; 
l
) of the variational equa-
tions (cf. (2.3)) or equivalently of B(k
0
; 
l
)u(k
0
; 
l
) = w
l
satisfy F (
l
)u(k
0
; 
l
) + A
i
(
l
) =
A
meas
(
l
), i.e. their Rayleigh coecients coincide with the measured data A
meas
(
l
) for
l = 1; : : : ; L.
Proof: From our assumption on the existence of k

and from
c
v

m


k
2
m


2
H
1=2
per
(
)
+ c
s

m
L
X
l=1
ku
l;m
k
2
H
1
per
(
)
 F

k
2
m
; u
1;m
; : : : ; u
L;m
; 
m

 F

k
2

; u(k

; 
1
); : : : ; u(k

; 
L
); 
m

= c
v

m


k
2



2
H
1=2
per
(
)
+ (3.3)
c
s

m
L
X
l=1
ku(k

; 
1
)k
2
H
1
per
(
)
 ! 0;
we obtain the uniform boundedness of kk
2
m
k
H
1=2
per
(
)
and ku
l;m
k
H
1
per
(
)
. Therefore, we can
switch to weakly convergent subsequences. Without loss of generality suppose that k
2
m
and u
l;m
converge weakly in the corresponding Sobolev spaces. Repeating the arguments
of the proof to Theorem 3.1 and using (3.3) lead to
F

k
2
m
; u
1;m
; : : : ; u
L;m
; 
m

 !
L
X
l=1



e
B(
1
)
 1
B(k
0
; 
l
)u
l;0
 
e
B(
1
)
 1
w
l



2
L
2
(
)
L
X
l=1



e
B(
1
)
 1
w
l



2
L
2
(
)
+
c
d
L
X
l=1




F (
l
) u
l;0
+ A
i
(
l
)

  A
meas
(
l
)



2
`
2
C
(U

(
l
))
L
X
l=1



A
meas
(
l
)



2
`
2
C
(U

(
l
))
= 0 :
8
The assertions of the theorem follow.
Corollary 3.1 Suppose the assumptions of the last theorem and, additionally, that the
wave number function k

is the unique solution of the inverse problem, i.e. that the rela-
tions F (
l
)u(k; 
l
) + A
i
(
l
) = A
meas
(
l
) and B(k; 
l
)u(k; 
l
) = w
l
for k = 1; : : : ; L imply
k

= k. Then the whole sequence fk
2
m
g
m2N
converges to k
2

weakly in H
1=2
per
(
) and strongly
in L
2
(
).
Proof: The proof is straightforward since a sequence is convergent if all subsequences
have subsequences with a xed limit.
Remark 3.1 In general, the uniqueness assumption is hard to verify. For perfectly con-
ducting gratings bounded by a curve of small oscillation represented as a nite Fourier
series, uniqueness is proved in [16]. In [15] it has been shown that the knowledge of a nite
number of Rayleigh coecients even for all incident angles is not sucient to determine
the grating. The situation improves slightly if the measurement of Rayleigh coecients is
replaced by the measurement of the eld u restricted to the lines f(x
1
; b
+
2
) : 0 < x
1
< dg
and f(x
1
; b
 
2
) : 0 < x
1
< dg with b
 
2
< b
 
< b
+
< b
+
2
. Note that the dierences between
the two data types is not so essential if the second data is discretized. Moreover, the theo-
retical results of this section remain valid for the new kind of measurements. The case of
smooth wave number functions depending only on the x
1
variable is treated in [15]. For
grating structures corresponding to perfectly conducting gratings bounded by C
2
curves and
for the reected data measured in any direction of incidence, uniqueness is shown in [16].
A xed incidence direction together with measured data corresponding to a nite number
of wave lengths  is treated in [19]. Gratings consisting of two materials (corresponding
to the wave numbers k

) separated by a Lipschitz curve and absorbing substrate materi-
als are considered in the subsequent Theorem 3.3. If only local uniqueness in the inverse
problem is known, then the optimization problem and the numerical methods in Section
5 with suitable initial guess can be used to recover the grating. For local uniqueness, we
refer to the local stability results and the papers quoted in [13].
Corollary 3.2 Suppose the assumptions of Theorem 3.2 are satised. However, consider
noisy data A
noisy
meas
(m; 
l
) 2 `
2
C
(U

(
l
)) such that the error to the exactly measured data
A
meas
(
l
) satises kA
noisy
meas
(m; 
l
)   A
meas
(
l
)k
`
2
C
(U

(
l
))
 
m
. Suppose the minimizers are
determined for the functional F(: : : ; 
m
) with A
meas
(
l
) replaced by A
noisy
meas
(m; 
l
). Then
the assertions of Theorem 3.2 remains valid. If, additionally, k

is the unique solution of
the inverse problem, then the assertions of Corollary 3.1 stay in force.
Proof: The proof is a straightforward modication of that to Theorem 3.2.
Theorem 3.3 Assume that the graphs f(x
1
; f
j
(x
1
)) : 0 < x
1
< dg of two dierent Lip-
schitz continuous functions f
j
(j = 1; 2) cut 
 into an upper region f(x
1
; x
2
) : f
j
(x
1
) <
x
2
< b
+
g with constant wave number k
+
> 0 and a lower region f(x
1
; x
2
) : b
 
< x
2
<
f
j
(x
1
)g with constant wave number k
 
such that <e k
 
> 0 and =m k
 
> 0. For these
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Figure 2: Gratings dened by two graphs.
two gratings and for one planar incident wave (L = 1), we assume that u
1
and u
2
are the
solutions of the TE problem (i.e. 4u
j
 [k
+
]
2
u
j
= 0 holds on f(x
1
; x
2
) : f
j
(x
1
) < x
2
< b
+
g
and 4u
j
  [k
 
]
2
u
j
= 0 holds on f(x
1
; x
2
) : b
 
< x
2
< f
j
(x
1
)g, and the functions u
j
and
their normal derivatives are continuous across the surfaces f(x
1
; f
j
(x
1
)) : 0 < x
1
< dg).
Then coincidence of the data u
1
j
 
+
= u
2
j
 
+
and u
1
j
 
 
= u
2
j
 
 
implies f
1
= f
2
.
Remark 3.2 This generalizes the uniqueness result by Bao [4] for a perfectly reecting
substrate material below the interface.
Proof: Setting f(x
1
) := maxff
1
(x
1
); f
2
(x
1
)g and g(x
1
) := minff
1
(x
1
); f
2
(x
1
)g, we con-
sider the function u := u
1
  u
2
. Then uj
 
+
= 0, uj
 
 
= 0, @

uj
 
+
= 0, and @

uj
 
 
= 0
(cf. (2.5)), which together with the unique continuation theorem implies u = 0 in the
regions f(x
1
; x
2
) : f(x
1
) < x
2
< b
+
g and f(x
1
; x
2
) : b
 
< x
2
< g(x
1
)g. If D (cf. Figure
2) is a simply connected region bounded by the graphs of f and g (and possibly by the
vertical lines f(x
1
; x
2
) : x
2
= 0g and f(x
1
; x
2
) : x
2
= dg), then we have u
1
+[k
+
]
2
u
1
= 0
and u
2
+ [k
 
]
2
u
2
= 0 in D, or vice versa. Additionally, we get u
1
= u
2
and @

u
1
= @

u
2
on the boundary @D of D, where @

stands for the normal derivative at the boundary
points of @D. Applying Green's formula, which is justied for u
j
2 H
2
(
); j = 1; 2, we
arrive at
0 =
Z
D
fu
1
u
1
  u
1
u
1
g =
Z
@D
fu
1
@

u
1
  u
1
@

u
1
g =
Z
@D
fu
2
@

u
2
  u
2
@

u
2
g
=
Z
D
fu
2
u
2
  u
2
u
2
g = 2i=m [k
 
]
2
Z
D
ju
2
j
2
= 0:
Note that for the third equality we have used the quasi-periodicity of the solutions u
j
leading to fu
j
@

u
j
  u
j
@

u
j
g = 0 over the vertical boundary parts of D. Therefore,
u
2
= 0 in D. Consequently, u
2
= 0 in 
 which is a contradiction to the fact that u
2
is the
scattered wave component corresponding to a non-zero incident wave.
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4 The Finite Element Solution
To dene the nite element method, we split domain 
 into the union of triangles such
that the diameter of each triangle is less than a prescribed mesh size h and that the
triangles have no interior points in common. Moreover, we assume that any two triangles
of the partition are either disjoint or their intersection is a common edge or a common
corner point (no hanging nodes). By S
1
h
we denote the set of all piecewise linear func-
tions subordinate to the partition. Then, the nite element solution u
h
of the Helmholtz
equation (2.2) in its variational form (2.3) is the unique solution u
h
2 S
1
h
satisfying
B
TE
(u
h
; '
h
)=
Z


r

u
h
 r

'
h
 
Z


k
2
u
h
'
h
+
Z
 
+
(T
+

u
h
)'
h
+
Z
 
 
(T
 

u
h
)'
h
=  
Z
 
+
2i exp( ib
+
)'
h
; 8'
h
2 S
1
h
; (4.1)
Clearly, choosing the usual hat function basis f'
h;j
: j = 1; : : : ; Ng of S
1
h
, the last discrete
variational equation is equivalent to an equation in the N dimensional complex Euclidean
space `
2
C
(N), i.e. to the matrix equation B
h
 =  for the unknown coecients 
j
of the
function u
h
, where
B
h
:=

B
TE
('
h;j
; '
h;j
0
)

j
0
;j=1;:::;N
;
 := (
j
)
j=1;:::;N
; u
h
(x
1
; x
2
) =
N
X
j=1

j
'
h;j
(x
1
; x
2
);
 := (
j
)
j=1;:::;N
; 
j
:=  
Z
 
+
2i exp( ib
+
)'
h;j
:
In other words, if the function k = k(x
1
; x
2
) is given, then we can determine an ap-
proximate solution u
h
by solving B
h
 = . Clearly, the matrix, the right-hand side,
and the solution depend on the angle of incidence  and on the wave number function
k = k(x
1
; x
2
). To indicate this dependence, we write u
h
= u
h
(k; ) and the matrix equa-
tion as B
h
(k; )(k; ) = ().
Restricting the solution 
 3 (x
1
; x
2
) 7! u
h
(k; )(x
1
; x
2
) to  

, we get the Rayleigh coef-
cients A

n
by computing the Fourier coecients according to (2.6). We denote the so
obtained approximate values of A

n
by A

h;n
and get the approximate eciencies by setting
e

h;n
:= (

n
=)jA

h;n
j
2
. The linear operator of restricting u
h
to  

and of computing the
Rayleigh coecients A

h;n
will be denoted by F
h
(), i.e.,
A
h
:=

A

h;n

(n;)2U

= F
h
()  + A
i
():
If the refractive indices of the cover material above the grating and the substrate material
beneath the grating are xed, then the operator F
h
() is independent of the function k
inside of the grating.
Finally, we remark that the linear system of equations B
h
(k; )(k; ) = () is the dis-
cretization of a second order dierential equations. Consequently, the condition number
11
of the nite element matrix B
h
(k; ) behaves like O(h
 2
) for h tending to zero. Therefore,
a preconditioner is used for the iterative solution of B
h
(k; )(k; ) = (), i.e. we solve
[
e
B
h
()
 1
B
h
(k; )](k; ) =
e
B
h
()
 1
() instead of B
h
(k; )(k; ) = () with a matrix
e
B
h
() easy to invert and close to B
h
(k; ). Several preconditioning techniques are possible.
In our special case, we can choose
e
B
h
() e.g. as the nite element matrix
e
B
h
() := B
h
(
~
k; ),
where the wave number function
~
k(x
1
; x
2
) is equal to k
+
for x
2
> (b
 
+ b
+
)=2 and equal
to k
 
for x
2
< (b
 
+ b
+
)=2. If the partition of the nite element method is obtained by
dividing the rectangles of a uniform rectangular partition of the rectangle 
 along the
diagonals, then B
h
(
~
k; ) is easy to invert. Indeed, if we group the degrees of freedom in
clusters according to their x
2
coordinates, then B
h
(
~
k; ) is a triangular block matrix with
circular blocks.
5 The Discretized Inverse Problem
For a numerical solution of the inverse problem of Section 3, we switch to the discrete
level, i.e. we seek the coecient vectors (l) of the nite element solutions u
h
(k; 
l
) =
P
(l)
j
'
h;j
from
e
B
h
(
1
)
 1
B
h
(k; 
l
)(l)
e
B
h
(
1
)
 1
(
l
) such that the computed Rayleigh
coecients A
h
(
l
) = F
h
(
l
)(l)+A
i
(
l
) dier only slightly from the measured A
meas
(
l
) :=
(A

meas;n
(
l
))
(n;)2U

(
l
)
. The unknown squared wave number function k
2
is to be approx-
imated by a function from a discrete space. We x a partition coarser than that of the
nite element method and choose the space S
0
h
as the set of all functions which are piece-
wise constant subordinate to the xed partition and which fulll k
2
(x
1
; x
2
) = [k
+
]
2
for
0 < x
1
< d and b
+
1
< x
2
< b
+
as well as k
2
= [k
 
]
2
for 0 < x
1
< d and b
 
< x
2
< b
 
1
.
As usual, the corresponding basis of functions equal to one over one triangle of the grid
and to zero over the others will be denoted by f
h;j
: j = 1; : : : ;Mg. We can iden-
tify the functions k
2
2 S
0
h
with the vectors of coecients  = (
j
)
j=1;:::;M
satisfying
k(x
1
; x
2
)
2
=
P
j

j

h;j
(x
1
; x
2
). In particular, we write B
h
(; 
l
) for B
h
(
P
j
p

j

h;j
; 
l
).
Using the discretized and reduced H
1=2
per
(
) norm
kk
2
V (
)
:=
X
j
j
j
j
2
w
j
+
X
j;j
0
:
indices of
neighbours
j
j
  
j
0
j
2
p
w
j
with w
j
the measure of the jth triangle, we dene the discrete non-linear objective func-
tional by
F
h

; (1); : : : ; (L); 

:=
L
X
l=1



e
B
h
(
1
)
 1
B
h
(; 
l
)(l) 
e
B
h
(
1
)
 1
(
l
)



2
`
2
C
(N)
L
X
l=1



e
B
h
(
1
)
 1
(
l
)



2
`
2
C
(N)
+ c
d
L
X
l=1




F
h
(
l
) (l) + A
i
(
l
)

  A
meas
(
l
)



2
`
2
C
(U

(
l
))
L
X
l=1



A
meas
(
l
)



2
`
2
C
(U

(
l
))
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+ c
v
 kk
2
V (
)
+ c
s

L
X
l=1





N
X
j=1
(l)
j
'
h;j





2
H
1
per
(
)
: (5.1)
Here c
d
, c
v
, and c
s
denote appropriate equilibration constants which are to be determined
by numerical experiments, and  is the regularization parameter. Using the functional
F
h
, we nally arrive at the discrete optimization problem
F
h

; (1); : : : ; (L); 

 ! min : (5.2)
 2 `
2
C
(M);
(l) 2 `
2
C
(N); l = 1; : : : ; L
This will be solved using the following non-linear conjugate gradient algorithm which we
prepare by giving formulas for the gradients. Note that the complex variables are treated
as couples of real variables.
First we observe that the mapping k
2
7! [B
h
(k; 
l
)   B
h
(0; 
l
)] = ( 
R


k
2
'
h;j
'
h;j
0
)
j
0
;j
is
linear and independent of 
l
. We easily get that
r

B
h
(; 
l
) = r

B
h
=

h
r

B
h
i
j

j=1;:::;M
;
h
r

B
h
i
j
:=

 
Z


'
h;i
'
h;i
0

h;j

i
0
;i=1;:::;N
;
r

B
h

0
=
M
X
j=1
h
r

B
h
i
j

0
j
:
If h; i
`
2
C
(N)
stands for the scalar product in the N -dimensional Euclidean space, then the
gradient of F
h
is given by
rF
h

; (1); : : : ; (L); 


0
; (1)
0
; : : : ; (L)
0

=

r

F
h

; (1); : : : ; (L); 


0
;r
(1)
F
h

; (1); : : : ; (L); 

(1)
0
;
r
(2)
F
h

; (1); : : : ; (L); 

(2)
0
; : : : ;r
(L)
F
h

; (1); : : : ; (L); 

(L)
0

;
r

F
h

; (1); : : : ; (L); 


0
=
<e
*
2
1
L
X
l=1
D
e
B
h
(
1
)
 1
h
B
h
(; 
l
)(l)  (
l
)
i
;
e
B
h
(
1
)
 1
r

B
h
(l)
E
`
2
C
(N)
; 
0
+
`
2
C
(M)
+2c
v

X
j
<e
h

j

0
j
i
!
j
+ 2c
v

X
j;j

<e
h
(
j
  
j

)(
0
j
  
0
j

)
i
p
!
j
;
r
(l)
F
h

; (1); : : : ; (L); 

(l)
0
=
<e

2
1
h
e
B
h
(
1
)
 1
B
h
(; 
l
)
i

h
e
B
h
(
1
)
 1
B
h
(; 
l
)(l) 
e
B
h
(
1
)
 1
(
l
)
i
; (l)
0

`
2
C
(N)
+
13
<e
D
2
2
F
h
(
l
)

h

F
h
(
l
) (l) + A
i
(
l
)

  A
meas
(
l
)
i
; (l)
0
E
`
2
C
(N)
+
<e
*
2 c
s

"
N
X
j=1
(l)
j
'
h;j
#
;
"
N
X
j
0
=1
(l)
0
j
0
'
h;j
0
#+
H
1
per
(
)
;

1
:=
1
L
X
l=1



e
B
h
(
1
)
 1
(
l
)



2
`
2
C
(N)
; 
2
:=
c
d
L
X
l=1



A
meas
(
l
)



2
`
2
C
(U

(
l
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Here [
e
B
h
(
1
)
 1
B
h
(; 
l
)]

is the adjoint (transposed and complex conjugate) of matrix
[
e
B
h
(
1
)
 1
B
h
(; 
l
)] and F
h
(
l
)

that of F
h
(
l
). Treating the gradients as vectors, we arrive
at
rF
h

; (1); : : : ; (L); 

=

r

F
h

; (1); : : : ; (L); 

;r
(1)
F
h

; (1); : : : ; (L); 

;
r
(2)
F
h

; (1); : : : ; (L); 

; : : : ;r
(L)
F
h

; (1); : : : ; (L); 


;
r

F
h

; (1); : : : ; (L); 

=

r

F
h

; (1); : : : ; (L); 

j

j=1;:::;M
2 `
2
C
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
F
h

; (1); : : : ; (L); 
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j
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
L
X
l=1

e
B
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 1
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l
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(
l
);
e
B
h
(
1
)
 1
h
r

B
h
i
j
(l)

`
2
C
(N)
+
2 c
v


w
j

j
+
p
w
j
X
j
0
:j;j
0
are
indices of
neighbours
[
j
  
j
0
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
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F
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
; (1); : : : ; (L); 
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:
Now the non-linear conjugate gradient algorithm of Fletcher-Reeves modied by Polak-
Ribière (cf. e.g. [20]) takes the form
Conjugate Gradient Algorithm
Given the constant 0 < c
1
= 10
 3
;
14
Given the initial guess


0
; 
0
(1); : : : ; 
0
(L)

;
Evaluate F
h;0
= F
h


0
; 
0
(1); : : : ; 
0
(L); 

;rF
h;0
:= rF
h


0
; 
0
(1); : : : ; 
0
(L); 

;
Set the rst search direction p
0
:=


d
0
; 
d
0
(1); : : : ; 
d
0
(L)

=  rF
h;0
, set j = 0;
while rF
h;j
= rF
h


j
; 
j
(1); : : : ; 
j
(L); 

6= 0
Compute step size 
j
of the correction


j

d
j
; 
j

d
j
(1); : : : ; 
j

d
j
(L)

such
that 
j
is the largest number in f256; 128; 64; 32; 16; : : :g with
F
h


j
+ 
j

d
j
; 
j
(1) + 
j

d
j
(1); : : : ; 
j
(L) + 
j

d
j
(L); 


F
h


j
; 
j
(1); : : : ; 
j
(L); 

+ c
1

j
rF
T
h;j


d
j
; 
d
j
(1); : : : ; 
d
j
(L); 

;
Set the new iterate solution


j+1
; 
j+1
(1); : : : ; 
j+1
(L)

to


j
+ 
j

d
j
; 
j
(1) + 
j

d
j
(1); : : : ; 
j
(L) + 
j

d
j
(L)

;
Evaluate gradient rF
h;j+1
:= rF
h


j+1
; 
j+1
(1); : : : ; 
j+1
(L); 

;
Set 
j+1
= max

rF
T
h;j+1
(rF
h;j+1
 rF
h;j
)
krF
h;j
k
2
; 0

;
Set new search direction p
j+1
=


d
j+1
; 
d
j+1
(1); : : : ; 
d
j+1
(L)

to
p
j+1
:=  rF
h;j+1
+ 
j+1


d
j
; 
d
j
(1); : : : ; 
d
j
(L)

;
Set j = j + 1
end(while)
The line search part, i.e. the determination of the 
j
can be improved. In fact, instead of
changing 
j
to half its value, we can take the argument of the minimum of a quadratic
interpolation to 
j
7! F
h
(
j
+ 
j

d
j
; 
j
(1) + 
j

d
j
(1); : : : ; 
j
(L) + 
j

d
j
(L); ) as the next
value for 
j
.
Usually, this conjugate gradient method converges to a local minimum of the objective
function F
h
. The determination of the global minimum for high dimensional optimization
is a dicult and expensive problem. Note that a high number of degrees of freedom is
required for the nite element method in order to resolve the oscillations of the Helmholtz
equation. Even if a fast method for the computation of the global minimumwere available,
we would have to be careful. Indeed, the global solution of the optimization problem
with regularization parameter  set to zero might be close to a local minimum of the
regularized problem ( > 0) dierent from the global minimum. In any case, due to
the locality of the conjugate gradient solution, the choice of the initial solution is very
important. Fortunately, for our numerical experiments, the choice of the initial guess as
the mean value wave number function and the corresponding solutions of the Helmholtz
solutions, i.e.

0;j
:= k
2
0
; j = 1; : : : ;M; k
0
:=
k
 
+ k
+
2
;

0
(l) := [B
h
(k
0
; 
l
)]
 1
(
l
); l = 1; : : : ; L
was satisfactory.
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Figure 3: The two gratings: Rectangular & Two Towers
6 The Numerical Experiment
The conjugate gradient approach. For our numerical tests we consider two gratings.
Both are chosen with b
 
=  0:2m, b
 
1
= 0m, b
+
1
= 0:5m, and b
+
= 0:7m. The
period is d = 1m. The grating materials are characterized by the refractive index 
which determines the value of the wave number function by the formula k = d=. The
wave length of light is  = 635 nm. The cover material over the grating (for x
2
> b
+
1
)
is Air with  = 1. The index of the substrate material (for x
2
< b
 
1
) is  = 1:5. The
rst grating is rectangular (cf. Figure 3 where a continuous linear interpolation of the
piecewise constant function is plotted), i.e. the refractive index is
 = (x
1
; x
2
) :=
(
1:5 for


x
1
 
1
2



1
6
and x
2

1
4
1:0 for


x
1
 
1
2


>
1
6
or x
2
>
1
4
:
The second (cf. Figure 3) is a two-tower-grating with
 = (x
1
; x
2
) :=
8
>
>
>
>
<
>
>
>
>
:
1:5 for


x
1
 
3
4



1
6
and x
2

1
8
1:35 for


x
1
 
1
4



1
6
and x
2

3
8
1:5 for x
2
< 0
1:0 else .
For the two gratings, we have computed the Rayleigh coecients corresponding to non-
16
L c
v
q c
s
q Iterations
1 0.000 000 9 0.000 001 5 2 000
3 0.000 000 5 0.000 000 25 8 000
7 0.000 000 03 0.000 000 005 25 000
25 0.000 000 2 0.000 000 000 05 50 000
Table 1: Constants for the objective functional.
evanescent modes under the angles of incidence 
l
; l = 1; : : : L.
f
l
: l = 1; : : : Lg :=
8
>
>
<
>
>
:
f0g if L = 1
f 60; 0; 60g if L = 3
f 60; 40; 20; 0; 20; 40; 60g if L = 7
f 60; 55; 50; 45; : : : ; 45; 50; 55; 60g if L = 25 :
Depending on the angle of incidence, these Rayleigh coecients are three numbers of the
A
+
n
; n =  2; 1; 0; 1; 2 and ve numbers of the A
 
n
; n =  3; 2; 1; 0; 1; 2; 3. From these
numbers we have to recover the grating by the inverse algorithm described in Section 5.
Since our simulated measurement data should be obtained by a method dierent from that
involved in the inverse algorithm, we have computed the A

n
by a nite element method
over a high level non-uniform triangulation. Actually we have employed a standard grid
generator and more than 200 000 unknown nite elements. The nite element operator
B
h
(k; ) used for the algorithm of Section 5 is based on a coarse uniform triangulation.
More precisely, we split the domain 
 = (0; 1) ( 0:2; 0:7) into 4036 equal squares and
divide each square into two triangles by a cut along the diagonal. Taking into account the
periodicity, the resulting number of nite elements is 1 600. The unknown wave number
function is sought as a function piecewise continuous over the triangulation resulting from
halving the squares of a 2018 uniform rectangular partition. This means 720 triangles in

 and exactly 400 unknowns for the wave number function corresponding to the triangles
falling into the strip (0; d) (b
 
1
; b
+
1
) = (0; 1) (0; 0:5).
The constants c
s
, c
d
, c
v
, and  have to be adapted to the special case at hand. So
one should take a typical example with known wave number solution and determine the
constants such that the resulting approximation of the wave number function is the closest
to the known exact solution. Then the unknown gratings should be recovered using the
just obtained constants.
Following this philosophy, we have determined the optimal constants for the rst rectan-
gular grating. We have set c
d
= 0:005 and the other numbers including the number of
necessary conjugate gradient iterations are given in Table 1. The plots of the resulting re-
constructed wave number functions are shown in Figures 4 and 5. With larger L, i.e. with
more measurement data the recovered wave number improves slightly.
Next we have taken the optimal parameters of the rectangular grating and employed
them in the algorithm for the two-towers-grating. Figures 6 and 7 show the results of the
reconstruction which are close to the exact function (cf. Figure 3).
The SQP approach. Clearly, the conjugate gradient algorithm for the optimization
problem (5.2) can be replaced by dierent optimization methods. For example, we con-
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Figure 4: Reconstructed rectangular grating. L = 1 and L = 3. Conjugate grad. method.
sider the implementation SNOPT 5.3-4 of the SQP method [17]. Since this method is
capable to deal with constraints, we dene
(6.1)
F
sqp
h

; (1); : : : ; (L); 

:= c
d
L
X
l=1




F
h
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) (l) + A
i
(
l
)

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meas
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)
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`
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
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l
))
L
X
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A
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l
)
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`
2
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
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 kk
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)
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L
X
l=1





N
X
j=1
(l)
j
'
h;j





2
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1
per
(
)
:
and solve the optimization problem with constraints
F
sqp
h

; (1); : : : ; (L); 

 ! min : (6.2)
 2 `
2
C
(M);
(l) 2 `
2
C
(N); l = 1; : : : ; L :
B
h
(; 
l
)(l) = (
l
)
Taking c
d
= 0:005 and the parameters from Table 1 we arrive at visually the same
pictures of reconstructed gratings (cf. Figures 8 and 9 and compare with Figures 3
7). Due to the extra eort for solving the constraint equations B
h
(; 
l
)(l) = (
l
)
exactly, the SQP method is much slower. Moreover, the SQP algorithm requires more
storage capacity. However, to be fair, we have to admit that our simple test is performed
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Figure 5: Reconstructed rectangular grating. L = 7 and L = 25. Conjugate grad. method.
employing a general code and default parameters. Changing the SQP parameters and
including preconditioners might improve the performance.
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Figure 8: Reconstructed retangular grating. L = 3 and L = 7. SQP method.
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Figure 9: Reconstructed two towers. L = 3 and L = 7. SQP method.
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