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SUMMARY
This paper develops particle-based methods for sequential parameter learning and state ﬁl-
tering in nonlinear models. Sequential inference is notoriously difﬁcult in nonlinear state space
models. To overcome this, we use auxiliary slice variables to induce ﬁxed-dimension conditional
sufﬁcient statistics and, given these, we adapt existing particle learning algorithms to update
posterior beliefs about states and parameters. We provide three illustrations. First, a dynamic
exponential model with Gaussian errors. Second, a stochastic growth model with nonlinear state
evolution and t-distributed errors. Finally, a bivariate radar tracking problem which was orig-
inally analyzed in the nonlinear Monte Carlo ﬁltering literature. In all cases, we illustrate the
efﬁciency of our methodology.
Some key words: Nonlinear model; State Space Particle ﬁltering; Sequential parameter learning; Slice variable.
1. INTRODUCTION
This paper develops particle methods for sequential parameter learning and state ﬁltering in
nonlinear state space models. Nonlinearity creates difﬁculties for common particle ﬁltering algo-
rithms (Storvik (2002), Fearnhead (2002), and Johannes and Polson (2007)) that require param-
eter posteriors to admit low-dimensional sufﬁcient statistics, conditional on the observed data
and latent states. Due to these problems, until now, the only alternative in nonlinear models is
sequential importance sampling that, in the case of parameter learning, degenerates quickly as
time progresses.
The goal of this paper is to demonstrate how to use slice variables to induce conditional sufﬁ-
cient statistics in nonlinear models. The slice variables induce intervals whose endpoints become
the sufﬁcient statistics for the parameter posteriors. Given this, we adapt sufﬁcient-statistic based
particle ﬁltering algorithms to sequentially update the posterior distribution. Slice variables have
been widely used to sample from non-standard distributions with MCMC, see Besag and Green
(1993), Polson (1996), Damien, Wakeﬁeld and Walker (1999), and Neal (2003).
To demonstrate our approach, we consider three applications with increasing degrees of non-
linearities. The ﬁrst model has mild nonlinearities with an exponential term in the observation
equation, Gaussian errors, and a linear state evolution. The second model is a non-stationary
growth model with nonlinear state evolution and t-errors, originally considered in a smoothing
context by Kitagawa (1987) and Carlin, Polson and Stoffer (1992). The third model is a bivariate
radar tracking problem from the original nonlinear Monte Carlo ﬁltering literature, see Akashi
and Kumamoto (1977). This model has a number of additional complications, including multiple
latent states, switching errors, and deterministic and highly nonlinear state-dynamics.
For each application, we show that our algorithm is able to accurately track the parameters
sequentially through time. Moreover, we show that our algorithms signiﬁcantly improve the ef-
ﬁciency of existing particle ﬁltering algorithms in nonlinear models. Thus, we extend the appli-
cability of particle methods to a wide range of nonlinear models.49
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2 M. JOHANNES, N. G. POLSON AND S. M. YAE
The rest of the paper is outlined as follows. Section 2 describes our algorithm and shows
how auxiliary slice state variables can induce conditionally sufﬁcient statistics for sequential
parameter posterior learning. Section 3 describes results for our three empirical applications.
Finally, Section 4 concludes.
2. NONLINEAR FILTERING AND PARAMETER LEARNING
Consider a general nonlinear state space model where the system evolves from initial distri-
bution p(x0;µ) via
yt+1 = f (µ;xt+1;´t+1)
xt+1 = g
¡
µ;xt;´x
t+1
¢
;
where yt is the observed data, xt is the latent state, f and g are known analytical functions,
´t+1 and ´x
t+1 are errors, and µ is a vector of ﬁxed static parameters. We allow for and later
consider an example with deterministic state evolutions that occur when ´x
t+1 = 0. Typically
´t+1, ´x
t+1 are discrete orscale mixture of normal distributions.The observationequation induces
the conditional density p(yt+1jxt+1;µ) with p(xt+1jxt;µ) deﬁned similarly for the states.
A number of particle-based methods have been recently developed for sequential parameter
inference in state space models, see for example, Carpenter et al. (1999), Chopin (2002, 2004),
Storvik (2002), Fearnhead (2002), Andrieu, Doucet and Tadic (2003, 2005) and Johannes and
Polson (2007). Particle methods provide an approximate sample from the sequence of joint dis-
tributions p
¡
µ;xtjyt¢
, where yt = (y1;:::;yt), by discretizing the support of the distribution
into a ﬁnite set of i = 1;:::;N particles (µ;xt)
(i) with appropriate weights.
Particle methods have been widely used for state ﬁltering in nonlinear models, assuming pa-
rameters are known. Doucet et al. (2001) provides a review. This was the original goal of Gordon
et al. (1993), as well as earlier work on nonlinear Monte Carlo ﬁltering in Handschin and Mayne
(1969), Handschin (1970), Sorensen and Alspach (1971), Ackerson and Fu (1970). Given pa-
rameters, there are many reﬁnements that improve the efﬁciency of the algorithms. These include
Kitagawa (1996), Beadle and Djuric (1997), Pitt and Shephard (1999) and Chen and Liu (2000),
as well as recent work on state smoothing, see Godsill et al. (2004) and Guo et al. (2005). This
literature, however, has not addressed the problem of sequential parameter learning in nonlinear
models, as parameters are assumed known. A related approach is Gilks and Berzuini (2001), who
provide a hybrid particle ﬁltering and MCMC algorithm for sequential learning. Chopin (2002)
analyzes sequential parameter inference in nonlinear parametric models, without an explicit fo-
cus on state space models.
If a state space model admits ﬁxed-dimension sufﬁcient statistics for parameters, given latent
state variables, Fearnhead (2002), Storvik (2002), Johannes and Polson (2007), and Carvalho,
Johannes, Polson, and Lopes (2008) use particle based methods to sequentially learn parame-
ters and states. These algorithms utilize the fact that p(µjxt;yt) = p(µjst) and the fact that the
sufﬁcient statistics, st, can be recursively updated via a mapping st+1 = S (st;xt+1;yt+1). For
nonlinear models, conditional sufﬁcient statistics do not naturally exist. The purpose here is to
showhowslicestatevariablescaninduceconditionalsufﬁcientstatistics.Todevelopourmethod-
ology, we ﬁrst consider the simpler case of introducing slice variables into a general Bayesian
parameter updating problem, without latent states. Then, we add latent state variables and discuss
speciﬁc algorithms.97
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Particle Learning in Nonlinear Models using Slice Variables 3
2¢1. Bayesian Sequential Learning
Consider the problem of generating samples from a posterior distribution, p
¡
µjyt¢
; as new
data sequentially arrives, assuming that p
¡
µjyt¢
does not admit traditional sufﬁcient statistics.
By Bayes rule, the posterior sequentially updates via
p
¡
µjyt+1¢
=
p(yt+1jµ)p
¡
µjyt¢
p(yt+1jyt)
:
The goal is to efﬁciently sample update samples fromp
¡
µjyt¢
, as new data arrives. One approach
to sampling from this distribution to draw µ(i) » p
¡
µjyt¢
, compute weights that are proportional
to p
¡
yt+1jµ(i)¢
, and then re-sample the µ(i)’s given those weights. This is the original sequential
importance sampling/resampling (SIR) idea of Smith and Gelfand (1992).
This tends to be an inefﬁcient way of sampling from p
¡
µjyt+1¢
. The main reason is that the
particles are never replenished just re-sampled. Due to this, the support of the particles rapidly
declines over time leading to sample impoverishment. Additionally, there is limited scope for
sampling reﬁnements such as the auxiliary particle ﬁlter that “look-ahead” prior to resampling,
because of the lack of sufﬁcient statistics. To get around these extreme deﬁciencies, it is common
to add an MCMC step, as in Gilks and Berzuini (2001), to improve performance, see Chopin
(2002).
As an alternative, we use auxiliary slice variables ut+1 to induce conditional sufﬁcient st
statistics for µ, translating the parameter learning problem to one of ﬁltering conditional sufﬁ-
cient statistics. The slice variables induce a slice interval, and the endpoints of these intervals are
the conditional sufﬁcient statistics. These sufﬁcient statistics need to satisfy a recursive updat-
ing scheme st+1 = S (st;ut+1;yt+1), so the methods developed in Storvik (2002), Fearnhead
(2002), and Johannes and Polson (2007) apply. Given these sufﬁcient statistics, the parameters
can easily be updated or replenished.
The slice variable is deﬁned as follows. Consider the joint posterior distribution,
p
¡
µ;ut+1jyt¢
=
I[0 < ut+1 < p(yt+1jµ)]p
¡
µjyt¢
p(yt+1jyt)
.
For this to be a valid, slice variables must satisfy a consistency condition, which states that the
marginal from this joint distribution is the target distribution,
p(µjyt) =
Z p(yt+1jµ)
0
p
¡
µ;ut+1jyt¢
dut+1,
a basic consistency condition. Note that by deﬁnition more general slice regions such as
I[cpp(yt+1jµ) < ut+1 < Cpp(yt+1jµ)]
are admissible for any constants 0 < cp < Cp.
Given this slice region, we now consider sequential inference. Deﬁning a vector of slice state
variables ut = (u1;:::;ut), consider the conditional posterior distribution
p
¡
µ;ut+1jut;yt+1¢
/ p(ut+1jyt+1;µ)p
¡
µjut;yt¢
/ I[ut+1 < p(yt+1jµ)]p
¡
µjut;yt¢
/ I[a(ut+1;yt+1) · µ · A(ut+1;yt+1)]p
¡
µjut;yt¢
;145
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where we have assumed that that the slice region ut+1 < p(yt+1jµ) can be characterized by
simple endpoints a and A:
[ut+1 < p(yt+1jµ)] , [a(ut+1;yt+1) · µ · A(ut+1;yt+1)].
In the examples below, the endpoints can be computed analytically. However, the methodology is
more general only requiring that the endpoints can be computed, possibly by numerical or other
approximate means, see Neal (2003) for a thorough discussion of methods for computing slice
regions.
Theendpointsofthesliceregionareusedtogeneratesufﬁcientstatisticsthatsatisfyarecursive
updating scheme. By induction, assume that the posterior at time t is of the form p
¡
µjut;yt¢
/
I[at < µ < At]p(µ). Then the updated posterior is given by
p
¡
µjut+1;yt+1¢
/ I[a(ut+1;yt+1) < µ < A(ut+1;yt+1)]I[at < µ < At]p(µ):
Combining the indicators,
I[a(ut+1;yt+1) < µ < A(ut+1;yt+1)]I[at < µ < At] = I[at+1;At+1]
where
at+1 = max(at;a(ut+1;yt+1))
At+1 = min(At;A(ut+1;yt+1)).
Deﬁning st = (at;At) generates ﬁxed-dimension sufﬁcient statistics and a recursive mapping
st+1 = S (at;At;ut+1;yt+1), as required to update parameters.
Sampling from this distribution using particle methods is straightforward. At time t, the algo-
rithm provides a cloud of particles, (at;At)
(i) for i = 1;:::;N from p(at;Atjyt). The posterior
distribution can then be approximated by the particle representation
pN(µjyt) =
1
N
N X
i=1
p
³
µj(at;At)
(i)
´
and we can draw parameters,
©
µ(i)ªN
i=1 from p
³
µj(at;At)
(i)
´
. An “optimal” way to draw from
the mixture approximation to p
¡
µjyt+1¢
would be to ﬁrst computes weights w(i) proportional
to p
¡
yt+1jµ(i)¢
and re-sample the vector (µ;at;At)
(i) using those weights. Like the auxiliary
particle ﬁlter of Pitt and Shephard (1999), this propagates only high-likelihood particles. Next,
draw slice variables
u
(i)
t+1 » p
³
ut+1jµ(i);yt+1
´
» U
h
0;p
³
yt+1jµ(i)
´i
.
Given u
(i)
t+1, compute the slice regions, a
³
u
(i)
t+1;yt+1
´
and A
³
u
(i)
t+1;yt+1
´
, and the updated suf-
ﬁcient statistics, a
(i)
t+1 and A
(i)
t+1. Finally, update the parameters via µ(i) » p
³
µj(at+1;At+1)
(i)
´
to provide a particle approximation to the posterior p
¡
µjyt+1¢
.
This provides an alternative to the SIR, “Bayes without tears,” algorithm of Rubin (1988)
and Smith and Gelfand (1992) that degenerates rapidly, as discussed above. Via slice variables,
the new algorithm translates an intractable sampling problem into one that involves sufﬁcient
statistics and sampling from simple distributions. This is the main reason that slice samplers
often generate large efﬁciency gains. At some level, this observation is identical to much of the193
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Particle Learning in Nonlinear Models using Slice Variables 5
MCMC literature that introduces auxiliary state variables to translate an intractable sampling
problem into a Gibbs sampling-type algorithm, as an alternative to Metropolis-Hastings.
This algorithm is more efﬁcient than blind SIR due to the Rao-Blackwellization theorem. In
this context, we estimate the parameter posterior as the Monte Carlo average
pN ¡
µjyt¢
=
1
N
XN
i=1 p
³
µj(at;At)
(i)
´
=
1
N
XN
i=1 I
h
a
(i)
t · µ · A
(i)
t
i
p(µ)
! E
£
p(µjat;At)jyt¤
= p
¡
µjyt¢
,
as N increases. This result is reminiscent of Feller’s (1943) representation of a distribution as a
mixture of uniforms.
2¢2. Bayesian sequential learning in nonlinear state space models
Consider now the general problem of parameter and state learning in nonlinear state space
models. The existing approaches of Storvik (2002), Fearnhead (2002), and Johannes and Polson
(2007)assumetheparameterposteriorsadmitﬁxeddimensionsufﬁcientstatisticsthatrecursively
update. The ﬁxed dimension sufﬁcient statistics, st; are deﬁned via a sequential version of Bayes
rule for the conditional parameter posterior distribution:
p(µjst+1) = p(µjxt+1;xt;st;yt+1) / p(yt+1jxt+1;µ)p(xt+1jxt;µ)p(µjst).
This functional relationship deﬁnes a recursive representation for the sufﬁcient statistics via a
mapping S, where st+1 = S (st;xt+1;yt+1). If the likelihood and state evolution are linear and
the shocks are Gaussian, it is easy to uncover the mapping.
However, when either the likelihood or state evolution is nonlinear, it is not generally possible
to construct ﬁxed dimensional conditional sufﬁcient statistics, as the only sufﬁcient statistics are
the entire history
¡
xt;yt¢
, whose dimension grows with time. This is why traditional particle ﬁl-
tering algorithms have difﬁculties learning in these models, as the dimensionality of the problem
increases with time. As noted by a number of authors in the ﬁltering setting, the Monte Carlo
error present in sampling from p
¡
xtjµ;yt¢
is much lower than when sampling from p
¡
xtjµ;yt¢
,
see. e.g., Klaas et al. (2005), which is why it is easier to learn in models with sufﬁcient statistics.
We exploit this property in our approach.
Ourapproachworksasfollows.Fornotationalsimplicity,assumethatthenonlinearitiesappear
only in the likelihood, thus we will slice the nonlinearities from the likelihood. Then deﬁne the
auxiliary variables by
p
¡
µ;utjxt;yt¢
/
Yt
s=1 I[us · p(ysjxs;µ)]
Yt
s=1 p(xsjxs¡1;µ)p(µ),
This insures the important consistency property
p
¡
µjxt;yt¢
=
Z
p
¡
µ;utjxt;yt¢
dut /
Yt
s=1 p(ytjxt;µ)p(xsjxs¡1;µ)p(µ).
Next, we deﬁne the sufﬁcient statistics. Assuming the parameter nonlinearities appear in the
observation equation, the parameter posteriors for parameters in the state equation admit sufﬁ-
cient statistics, sx
t , which are deﬁned via
p
¡
µjsx
t+1
¢
/ p(xt+1jxt;µ)p(µjsx
t ): (1)
This is the standard deﬁnition and does not require auxiliary variables. The full vector of sufﬁ-
cient statistics, st, contains sx
t , and the endpoints of the slice regions. We assume these endpoints241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
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can be computed as before: 0 · ut+1 · p(yt+1jxt+1;µ) implies that
a¤
t+1 = a(ut+1;yt+1;xt+1) · µ · A(ut+1;yt+1;xt+1) = A¤
t+1,
leading to a set of recursively deﬁned conditional sufﬁcient statistics (at;At). Given xt+1;ut+1;
and yt+1, Bayes rule implies that
p(µjut+1;xt+1;xt;st;yt+1) / p(yt+1;xt+1;ut+1jxt;µ)p(µjst)
/ p(yt+1;ut+1jxt+1;µ)p(xt+1jxt;µ)I[at · µ · At]p(µjsx
t )
/ I
£
a¤
t+1 · µ · A¤
t+1
¤
I[at · µ · At]p(xt+1jxt;µ)p(µjsx
t ).
Combining indicators,
I
£
a¤
t+1 · µ · A¤
t+1
¤
I[at · µ · At] = I[at+1 · µ · At+1]
where the endpoints are given by
at+1 = max
¡
a¤
t+1;at
¢
and At+1 = min
¡
A¤
t+1;At
¢
. (2)
Thus, the posterior is
p(µjst+1) = I[at+1·µ·At+1]p
¡
µjsx
t+1
¢
;
where st = (at;At;sx
t ) are the sufﬁcient statistics with recursion
st+1 = S (st;ut+1;xt+1;xt;yt+1)
deﬁned via equation 2. We can now develop a general algorithm.
2¢3. Algorithms
Our general algorithm builds on existing nonlinear state ﬁltering algorithms by ﬁrst propa-
gating the states, re-sampling the triplet of states, parameters, and sufﬁcient statistics, drawing
auxiliary variables, updating sufﬁcient statistics, and ﬁnally drawing parameters from their ap-
propriateposterior distributions.As with anyparticle ﬁlteringalgorithm, there are manypotential
variants based on the ordering of updating and resampling/propagating.
The general algorithm that we consider assumes that the nonlinearity is sliced from the likeli-
hood. The algorithm is as follows: given particles
n
(µ;xt;st)
(i)
oN
i=1
:
———————————————————————————————-
Algorithm: Particle Learning with slice variables
Step 1. Propagate state variables: draw x
(i)
t+1 » p(xt+1j(xt;µ)(i)).
Step 2. Re-sample (xt+1;st;µ)(i): for i = 1;:::;N, draw k(i) » Multi
¡
w(i)¢
; where
w(i) =
p
¡
yt+1j(xt+1;µ)(i)¢
PN
j=1 p
¡
yt+1j(xt+1;µ)(j)¢
setting (xt+1;st;µ)(i) = (xt+1;st;µ)k(i).
Step 3. Draw auxiliary variables:
u
(i)
t+1 » p(ut+1j(xt+1;µ)
(i) ;yt+1) » U
h
0;p
³
yt+1j(xt+1;µ)
(i)
´i
Step 4. Update conditional sufﬁcient statistics, s
(i)
t+1:
s
(i)
t+1 = S
³
(st;xt+1;ut+1)
(i) ;yt+1
´289
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Step 5. Update parameters: for i = 1;:::;N,
µ(i) » p(µjs
(i)
t+1):
———————————————————————————————-
There are a number of immediate comments.
r Although this algorithm focuses on slicing the likelihood, it is also possible to slice nonlinear-
ities from the state equation. This requires no major changes, although the notation becomes
quite complicated. In general, the approach can handle one slice variable per equation, with
additional MCMC steps as in Gilks and Berzuini (2001). This is due to the fact that parti-
cle learning algorithms require that the parameters and states be updated sequentially. We
consider examples below with sliced nonlinearities in the observation equation and another
example with sliced nonlinearities in both equations.
r Given the recursive deﬁnition of at and At, it is clear that the slice intervals for each particle
shrink when updated, see equation 2. However, since
p(µjyt) =
Z
p(µjst)p
¡
stjyt¢
dst
and because the sufﬁcient statistics are resampled, the slice regions need not shrink, although
itisnaturalin mostcases forthem toshrink asmore informationarrives.Additionally,in many
models, there is additional marginalization, either in states or parameters, that can be used to
improve the performance, as discussed in Carvalho, Johannes, Lopes, and Polson (2008). This
can be done when p(yt+1jxt;µ) is available (xt+1 can be marginalized out of the predictive
likelihood) or when
p(xt+1jxt;st) =
Z
p(xt+1jxt;µ)p(µjst)dµ
is known. In the latter case, the parameters are integrated out of the state evolution.
r If the nonlinearities are in the state equation, it is possible to resample ﬁrst, prior to propaga-
tion, provided the predictive likelihood, p(yt+1jxt;µ) is available.
r The main competitor is a modiﬁcation of Storvik’s (2002), which proceeds as follows. Given
particles f(xt;st;µ)(i)gN
i=1, propagate states xt+1 with the evolution p(xt+1j(xt;µ)(i)); and
then re-sample with weights proportional to p
¡
yt+1j(xt+1;µ)(i)¢
. For sub-parameters that
have a sufﬁcient statistics, st+1 = S
¡
(st;xt+1;µ)(i);yt+1
¢
and then replenish particles with
a draw from µ(i) » p(µjs
(i)
t+1). For the parameters that do not admit sufﬁcient statistics, the
particles are only re-sampled. This leads to severe degeneracies for the parameters that en-
ter nonlinearly. In the particle ﬁltering literature, the main tool for comparing algorithms is
the effective sample size, see, e.g., Fearnhead (2002). This measures how many distinct par-
ticles are used at each time period in the particle approximation. The effective sample size
is bounded above by 100%, which would coincide with an exact or direct sample from the
particle approximation. It is common to use similar metrics such as ”efﬁciency factors” in
the MCMC literature. Ideally, we would like to compare the various particle ﬁlters to the
”true” posterior, p
¡
µjyt¢
and p
¡
xtjyt¢
. However, these are not known in nonlinear models.
Carvalho, Johannes, Lopes, and Polson (2008) show in dynamic linear models that particle ﬁl-
tering methods are as or more efﬁcient, in terms of accuracy and computing time, as MCMC
methods for computing smoothing distributions and parameter posteriors.
r The following convergence result holds.337
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8 M. JOHANNES, N. G. POLSON AND S. M. YAE
THEOREM 1. The particle-based estimate pN ¡
xt;µjyt¢
is consistent for p
¡
xt;µjyt¢
namely
°
°pN ¡
xt;µjyt¢
¡ p
¡
xt;µjyt¢°
° !P 0
with a
p
N convergence rate if
^ Ct =
Z
p2(st+1;st;xt+1jyt+1)
p(st;µjyt)
d(st+1;st;xt+1) < 1:
Proof: See Appendix A. These results suggest the usual asymptotic of particle methods. They
do not, however, provide a formal bound on the number of particle methods required for a
given level of accuracy. Like MCMC methods, this implies that experimentation is needed to
control Monte Carlo error. Unlike MCMC methods, there is no need to worry about Markov
Chain convergence, as the draws are i.i.d. In practice, a common to evaluate the Monte Carlo
error is to run the algorithm on a given dataset for multiple random seeds. If the results differ
substantially, this implies that the Monte Carlo error is large. An open issue with these algo-
rithms is how to increase N as the sample size increases. This is true not only of our nonlinear
examples, but also more generally in the particle ﬁltering literature.
We now turn to our empirical applications.
3. EMPIRICAL APPLICATIONS
In this section we consider three applications. We compare our slice particle ﬁltering and
learning algorithm with an extension of Storvik’s algorithm adapted for nonlinear settings. We
consider nonlinearity in the observation equation using an exponential growth model and nonlin-
earity in the state evolution using a non-stationary stochastic growth model. In the latter model,
the state ﬁltering distribution bifurcates, and we allow for heavy-tailed t-distributed errors. The
third example is a bivariate radar tracking problem with nonlinearities in both the observation
and evolution equations and a deterministic state evolution. This application was the original
example in the Monte Carlo nonlinear ﬁlter literature, see Akashi and Kumamoto (1977).
3¢1. Exponential State Space Model
Consider a state space model with an exponential term in the observation equation:
yt = exp(¡°xt) + ¾"
y
t
xt = ® + ¯xt¡1 + ¾x"x
t ;
where "
y
t;"x
t » N(0;1). We assume a uniform prior for ° » U(a°;A°), ¾2 » IG (b;B), and a
conjugate normal/inverse Gamma prior for
¡
®;¯;¾2
x
¢
» N
¡
c;C¾2
x
¢
IG (d;D). The state evo-
lution and priors are standard.
To implement the algorithm given earlier, we need to simulating persistent states, re-sample
the particles, update the auxiliary variables, update the sufﬁcient statistics, and draw the parame-
ters. The state simulation and re-sampling steps are straightforward, and the only detail requiring
discussion is the deﬁnition of the auxiliary variables and sufﬁcient statistics.
Deﬁning the sufﬁcient statistics for
¡
®;¯;¾2
x
¢
is straightforward: given a standard nor-
mal/inverse Gamma conjugate priors,
p
¡
®;¯;¾2
xjsx
t
¢
= N
¡
ct;Ct¾2
x
¢
IG (dt;Dt);385
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where the recursive formulas for sufﬁcient statistics (ct;Ct;dt;Dt) are straightforward to com-
pute, see, for example, West and Harrison (1997) or Johannes and Polson (2007). The difﬁcult
part is the sufﬁcient statistics for the parameters in the observation equation.
First, we can marginalize ¾2 in the likelihood. Given the inverse Gamma prior, the marginal
likelihood is a t-distribution:
p(ytjxt;°;bt¡1;Bt¡1) » t2bt¡1
³
exp(¡°xt);
p
Bt¡1=bt¡1
´
;
where the expressions for bt and Bt are given below in the sufﬁcient statistics for ¾2. The slice
variable ut is deﬁned as
0 · ut · p(ytjxt;°;bt¡1;Bt¡1) =
Ã
1 +
(yt ¡ exp(¡°xt))
2
2Bt¡1
!¡(2bt¡1+1)=2
;
with the normalisation constant absorbed into (cp;Cp). Inverting the slice variable constraint
deﬁnes a inequality region for the parameters:
[a¤
t;A¤
t] =
·
¡
1
xt
ln(yt + K);¡
1
xt
ln(yt ¡ K)
+
¸
, where K =
r
2Bt¡1
³
u
¡2(2bt¡1+1)¡1
t ¡ 2
´
.
The sufﬁcient statistics (at;At) are then deﬁned recursively as at = max(at¡1;a¤
t) and At =
min(At¡1;A¤
t).
Therefore, at every given time point t, the algorithm keeps track of the endpoints of the inter-
vals as conditional sufﬁcient statistics. The full parameter posteriors are
p(°jst+1) » U (at+1;At+1)
p(¾2jst+1) » IG (bt+1;Bt+1)
p
¡
¾2
xjst+1
¢
» IG (dt+1;Dt+1)
p(®;¯j¾2
x;st+1) » N
¡
ct+1;¾2
xCt+1
¢
for hyper-parameters deﬁned recursively using the usual conjugate Bayesian theory.
To illustrate the algorithm, and its performance relative to Storvik’s algorithm, we sim-
ulate artiﬁcial datasets for the following parameters: ° = 1, ® = 0, ¯ = 0:9, ¾ = 0:3, and
¾x = 0:2. The priors parameters are given by ° » U (0;4), b = 10, B = 0:72, c = (0;0:9);
C = diag (0:1;0:2), and d = 20; D = 0:76. In state space models and especially in nonlinear
models, there are additional identiﬁcation issues that are present, so it is not possible to have
extremely diffuse priors. Thus, the priors are mildly informative.
We simulated a time series of T = 100 observations from the model and implemented the
particle ﬁltering algorithm using N = 100K particles. The particle size was chosen so that the
Monte Carlo error was negligible. The results are summarized in Figures 1 and 2. The left hand
panels of Figure 1 summarize the marginal posterior distribution at time T = 100 for each pa-
rameter (e.g., p
¡
°jyt¢
) with the vertical bar indicating the true value, and the right hand panels
provide a sequential summary of the posterior mean (black line), a 95% Bayesian probability
region (solid grey lines), and the true values (straight thick solid grey line).
For each of the parameters, the posteriors are centered over the true values. Sequentially, the
posterior gradually tighten around the true values, although there is a fair amount of variation
across time. The algorithm learns some parameters, those in the observation equation, more
rapidly than those in the state equation. The most difﬁcult parameter to learn is ¾x, as this is the
volatility of the latent process.433
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To compare our algorithm with Storvik’s, Figure 2 reports, for time t, the number of distinct
° particles for the nonlinear parameters for the modiﬁcation of Storvik’s algorithm (solid line)
and our algorithm (dashed line). As the ﬁgure indicates, the number of distinct ° particles in our
algorithm is stable, whereas the effective sample size in Stovik’s algorithm decreases rapidly, as
expected. For time series of this size, the algorithm performs admirably.
3¢2. Univariate non-stationary growth model.
Consider an extension of the non-stationary growth model that has been considered by Kita-
gawa (1987) and Carlin, Polson, and Stoffer (1992):
yt =
jxtj®
20
+ ¾"
y
t
xt+1 = ¯1xt +
¯2xt
1 + x2
t
+ ¯3 cos(1:2t) + ¾x
p
¸t+1"x
t+1
where ¸t+1 » IG (º=2;º=2) and "
y
t and "x
t are independent standard normal. Extending pre-
vious models, we allow ® to be an unknown parameter. Previous papers assumed ® = 2. By
standard scale mixture theory, the marginal distribution of the state errors is t¡distributed with
º degrees of freedom (which is assumed to be known). For prior distributions, we assume stan-
dard conjugate priors for the state parameters, ¯1;¯2;¯3;¾2
x » N
¡
b;¾2
xB
¢
IG (d;D), parame-
ters ¾2 » IG(c;C), and a uniform prior for ® » U (a®;A®). In addition to the nonlinear term
in the observation equation, this model adds two layers of complications from the previous ex-
ample: t-distributed state errors and a nonlinear state equation that bifurcates.
The state evolution can be written as
xt+1 = Zt¯x + ¾x
p
¸t+1"x
t+1
where
Zt =
µ
xt;
xt
1 + x2
t
; cos(1:2t)
¶
and ¯x = (¯1;¯2;¯3)0.
Conditional on ¸t+1 and xt, it is straightforward to derive the conditional sufﬁcient statistic
recursion for the state evolution parameters. The parameter ® appears nonlinearly in the obser-
vation equation, and our algorithm will “slice” jxtj
® from the observation equation, generating
sufﬁcient statistics for updating ®.
Our algorithm requires simulating states, in this case ¸t+1 and xt+1, resampling the parti-
cles, drawing auxiliary variables, computing sufﬁcient statistics, and drawing parameters. We
simulate the states forward from a t¡distribution and compute the resampling weights from
p(yt+1jxt+1;®), again marginalizing out ¾2. By marginalizing out ¾2, the weights are ﬂatter and
are less likely to become unbalanced. We also draw ¸t+1 from the appropriate inverse Gamma
distribution. For the slice step, we again use the fact that p(yt+1jxt+1;®) is t¡distributed. The
region for nonlinear parameter ® is deﬁned using
[a¤
t;A¤
t] =
·
1
lnjxtj
ln20(yt + K);
1
lnjxtj
ln20(yt ¡ K)
+
¸
and K =
s
2Bt
µ
u
¡ 2
2bt+1
t ¡ 1
¶
To demonstrate the algorithm, we simulated data assuming that ® = 2;º = 3, ¯x =
(0:5;25;8), and ¾2
x = 1: For the priors, we assume ® » U (1;4), b = (0:5;25;8), B =
diag (0:025;40;2), c = 5; C = 40, d = 10; and D = 9. We provide two sets of results for this
model.481
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The ﬁrst set of results is a comparison of the effective sample sizes for our algorithm and
the modiﬁcation of Storvik’s algorithm. Here, we simulate 50 samples of length 200 and use
N = 500 particles. For each algorithm and path, we compute the effective sample size for a
number of different signal to noise ratios, indexed by ¾x. The results indicate that our algorithm
increases the effective sample size relative to Storvik’s algorithm, although the improvement is
greater when the evolution variance ¾x is small. In this calculation, the effective sample size is
for the entire vector of parameters and states, instead of just a single parameter (as in Figure 2).
Storvik’s algorithm also utilizes sufﬁcient statistics, which is why the overall effective sample is
not even smaller.
¾2
x 1 3 10
Slice approach 74 (2.9) 70 (3.6) 61 (4.7)
Blind 61( 3.7) 61 (4.3) 61 (4.7)
Table 1. Effective particle size of the ﬁltering with sequential parameter learning. All numbers
areexpressedinthepercentageofthephysicalparticlesize.Numbersinparenthesisarestandard
errors for the mean of effective particle size from 50 simulated time-series of length 200 from a
univariatenon-stationarygrowthmodel.Physicalparticlesizeis500.® = 2,¯1 = 0:5,¯2 = 25,
¯3 = 8 and ¾2 = 10.
Figure 3 displays a simulated sample path of the observations in the top panel and the true
xt’s (thick grey line), posterior mean of xt (solid black line), and the 95% Bayesian probability
interval for xt (thin grey lines) in the bottom panel. Notice the drastic changes in the xt, as
it bifurcates. Figure 4 summarizes the posterior distributions sequentially and at the end of the
sample, as in Figure 1. Again, all of the posteriors are centered over the true values. Sequentially,
the algorithm quickly learns ®. Since small variation in ® lead to drastic changes in the predictive
distribution, the algorithm learns this parameter rapidly, despite the need to use slice variables.
The algorithm learns ¾ quickly, as well as the regression coefﬁcients in the state evolution, ¯1,
¯2, and ¯3: The algorithm learns about ¾x more slowly. The second panel of Figure 2 displays
the number of unique ® particles, which is stable for our algorithm and steadily decreases for the
modiﬁcation of Stovik’s algorithm.
3¢3. Bivariate Radar Tracking
Consider a bivariate model for radar tracking of a vertically falling body. The distance, yt+1,
from the body to the radar is observed, and the true location of the body evolves according to the
state evolution. The system is deﬁned by
yt+1 =
q
x2
1;t+1 + ®2 + ¾zt+1"t+1
x1;t+1 = x1;t ¡ x2;t
x2;t+1 = x2;t ¡ ¯ exp(¡°x1;t)x2
2;t + g + ¾x"x
t+1
where x1;t+1;x2;t+1 and g are altitude (m), velocity (m/sec downward), and acceleration of grav-
ity (m/sec2) respectively. The error term in the observation takes one of two values, ¾0 and
¾1, with equal probability. The priors for the parameters are ® » U (a®;A®), ° » U (b;B), ¡
¯;¾2
x
¢
» N
¡
c;¾2
xC
¢
IG (d;D), ¾2
0 » IG (e;E), and ¾2
1 » IG (f;F).
This model introduces a number of additional complications. The observation equation is
highly nonlinear in both parameters states and has Markov switching errors. The model has two
latent state variables. The dynamics for the ﬁrst state variable are deterministic, and the dynamics
for the second are nonlinear in both state variables.529
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The algorithmic details are as follows. First, due to the deterministic state evolution, we can
substitute for x1;t+1 in the observation equation to ﬁnd the predictive distribution
p(yt+1jx1;t;zt+1;®) » N
µq
(x1;t ¡ x2;t)
2 + ®2;¾2
zt+1
¶
:
We can also marginalize out the state variable zt+1 and determine the predictive distribution:
p(yt+1jx1;t;x2;t;µ) » pN
µq
(x1;t ¡ x2;t)
2 + ®2;¾2
0
¶
+ (1 ¡ p)N
µq
(x1;t ¡ x2;t)
2 + ®2;¾2
1
¶
;
where p is the switching probability. Given the predictive, we ﬁrst re-sample the states, parame-
ters, and sufﬁcient statistics using the predictive likelihood. Using the resampled parameters and
states, we propagate the state particles using the deterministic evolution.
Next, the switching state can be updated using the “optimal” importance function taking into
account yt+1:
p(zt+1jx1;t;x2;t;®;yt+1) » Ber(pt+1) where pt+1 =
p(yt+1jx1;t;zt+1 = 1;®)
p(yt+1jx1;t;x2;t;µ)
1 ¡ p
p
:
Conditional on the Markov state, yt+1, x1;t, and x2;t, it is possible to update the posteriors for ¾0
and ¾1, using standard conjugate updating. For example,
p(¾2
1jyt+1;zt+1 = 1) » IG (et+1;Et+1) and p(¾2
0jyt+1;zt+1 = 0) » IG (ft+1;Ft+1).
For the other parameters, we have to introduce slice regions, one in the observation equation
and one in the second state evolution. For ®, conditional on the Markov state, the slice region is
deﬁned as
0 · u®
t+1 · exp
0
B
@¡
³
yt+1 ¡
q
x2
1;t+1 + ®2
´2
2¾2
zt+1
1
C
A,
where again the constants in the likelihood do not matter. This inequality is used to update u®
t+1
particles. Inverting this inequality, conditional on ut+1, and following the updating rules in equa-
tion 2, generates the conditional posterior for ®. For °, we note that
p
¡
x2;t+1jx2;t;x1;t;¯;°;¾2
x
¢
/ exp
Ã
¡
¡
x2;t+1 ¡ x2;t + ¯ exp(¡°x1;t)x2
2;t ¡ g
¢2
2¾2
x
!
.
To deﬁne the slice variable, we integrate ¯ and ¾2
x from p
¡
x2;t+1jx2;t;x1;t;¯;°;¾2
x
¢
generating
a t-distribution for the slice region for
0 · u
°
t+1 · p(x2;t+1jx2;t;x1;t;°;ct;Ct;dt;Dt) /
1
¾x2;t+1
µ
1 +
(x2;t ¡ x2;t+1 + g ¡ ¹x2;t+1)2
2dt(¾x2;t+1)2
¶¡(dt+ 1
2)
;
where ¹x2;t+1 = Gct, and
¾x2;t+1 =
r
Dt
dt
(1 + G2Ct), and G = x2
2;t exp(¡°x1;t).
The hyper-parameters ct, Ct, etc. are the resampled sufﬁcient statistics for ¯ and ¾2
x. Given the
slice variables, the rest of the parameter posteriors follow as in the previous examples.
We simulated the model with the same parameters for 10 seconds corresponding to a dis-
cretized total of 100 data points. The original approximate Monte Carlo nonlinear ﬁlter in Akashi577
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and Kumamoto (1997) considered only state ﬁltering for the ﬁrst 10 data-points. For the true pa-
rameters, we follow Akashi and Kumamoto (1977) and assume
® = 30;000;¯ = 3:3 £ 10¡3;° = 1:64 £ 10¡4.
We assume the following prior parameters: a® = 2:4; A® = 3:6, b = 0:82 £ 10¡4, B = 3:28 £
10¡4, c = 3:6 £ 10¡3, C = 10¡8, d = 5, D = 1600, e = 5; E = 3240000, f = 5, F = 3600.
The top panel of Figure 5 displays the observed path, the middle panel summarizes inference
on x1;t, and the bottom panel summarizes inference on x2;t. The algorithm does a good job of
tracking the state variables. In particular, note that the posterior bands on x2;t shrink substan-
tially over time. This is due to the decreased parameter uncertainty as the object falls over time.
Figure 6 summarizes the parameters, using the same format as in the previous example. Again,
the algorithm is able to track all of the parameters, but the posterior tail probabilities are more
difﬁcult to estimate, especially for °. Finally, Figure 2 displays the unique particles for ® and °,
with similar results as in the previous examples.
4. CONCLUSION
This paper develops a particle-based simulation method for nonlinear ﬁltering and sequen-
tial parameter learning using slice variables. The slice variables induce conditional sufﬁcient
statistics for the nonlinear parameters, allowing the use sufﬁcient statistic-based particle learning
algorithms. In a number of examples, we document substantial efﬁciency gains to using slice
variables when compared to existing methods.
These results suggest that slice variables can provide substantial efﬁciency gains. This, how-
ever, leaves open a number of questions that we intend to pursue in future research. First, the
other main competitor for estimating these models is repeated application of MCMC methods
for each time period. MCMC methods have difﬁculties in these models due to the requirement of
single state updating for the state variables. It would be useful to compare these methods in terms
of accuracy and computational time. Results in Carvalho, Johannes, Lopes, and Polson (2008)
indicate that particle methods outperform MCMC methods in dynamic linear models. Second, it
is important to study how many particles are required for accurate inference as the sample size
increases. Theory provides a rough guide, but it would be useful to provide a detailed study of
this tradeoff in a number of applications. We leave these for future applications.625
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Appendix A: We need to show that our particle approximation pN(xt;µjyt) converges to the
posterior p(xt;µjyt). First, write p(xt;µjyt) =
R
p(xt;µjst)p(stjyt)dst as a mixture. Then, we
show that the marginal sufﬁcient statistic posterior converges, namely pN(stjyt) ! p(stjyt), as
follows
pN ¡
st+1jyt+1¢
=
1
N
N X
i=1
w
³
(xt+1;st)(i)
´
p(st+1j(st;xt+1)(i);yt+1)
where w
¡
(xt+1;st)(i)¢
= p(yt+1j(xt+1;st)(i))=
PN
i=1 p(yt+1j(xt+1;st)(i)). The distribution
p(yt+1jxt+1;st) = p(yt+1jxt+1;µ)p(µjst)dµ and p(st+1jst;xt+1;yt+1) is deﬁned by the map-
ping st+1 = S (st;xt+1;yt+1).
Dividing numerator and denominator by p(yt+1jyt) we can analyze,
pN ¡
st+1jyt+1¢
=
1
N
PN
i=1 p
³
st+1j(st;xt+1)
(i) ;yt+1
´
p(yt+1j(xt+1;st)(i))
p(yt+1jyt)
1
N
PN
i=1
p(yt+1j(xt+1;st)(i))
p(yt+1jyt)
Taking expectations gives a denominator that converges to
E
Ã
1
N
N X
i=1
p(yt+1j(xt+1;µ)(i))
p(yt+1jyt)
!
= 1
and a numerator that converges to
E
Ã
1
N
N X
i=1
p(st+1j(st;xt+1)(i);yt+1)
p(yt+1j(xt+1;st)(i))
p(yt+1jyt)
!
=
Z
p(st+1jst;xt+1;yt+1)
p(yt+1jxt+1;st)p(st;xt+1jyt)
p(yt+1jyt)
d(st;xt+1)
=
Z
p(st+1jst;xt+1;yt+1)p(st;xt+1jyt+1)d(st;xt+1)
= p(st+1jyt+1)
Combining, we have pN(st+1jyt+1) ! p(st+1jyt+1); hence
°
°pN(stjyt) ¡ p(stjyt)
°
° ! 0,
where k¢k is the L1 norm.
For convergence of the joint posterior pN(xt;µjyt) we use the mixture representation
pN(xt;µjyt) =
R
p(xt;µjst)pN(stjyt)dst to obtain
°
°pN(xt;µjyt) ¡ p(xt;µjyt)
°
° =
¯ ¯
¯ ¯
Z
p(xt;µjst)(pN(stjyt) ¡ p(stjyt))dµdxtdst
¯ ¯
¯ ¯
·
Z
p(xt;µjst)
¯ ¯pN(stjyt) ¡ p(stjyt)
¯ ¯dµdxtdst
=
Z ¯ ¯pN(stjyt) ¡ p(stjyt)
¯ ¯dst
=
°
°pN(stjyt) ¡ p(stjyt)
°
° ! 0.
Thus, we conclude that
° °pN(xt;µjyt) ¡ p(xt;µjyt)
° ° ! 0.769
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For the variance we can use the inequality var(Á) · E(Á2) to deduce that
V ar
¡
pN ¡
st+1jyt+1¢¢
·
1
N
Z µ
p(st+1jst;xt+1;yt+1)
p(yt+1jxt+1;st)
p(yt+1jyt)
¶2
p(st;xt+1jyt)d(xt+1;st)
=
1
N
Z
p2(st+1;st;xt+1jyt+1)
p(st;xt+1jyt)
d(st+1;st;xt+1) =
b Ct+1
N
where we have used Bayes rule p(xt+1;stjyt+1)=p(xt+1;stjyt) = p(yt+1jxt+1;st)=p(yt+1jyt).817
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Fig. 1. Posterior distribution and sequential learning of the
parameters in the exponential state space model. The gray
vertical bar in the histogram represents the true value of the
parameters. The thick gray horizontal line in the sequen-
tial learning plot denotes true value of the parameters. The
thick black solid line and the thin gray lines show the pos-
terior mean and 95% Bayesian probability region at each
time respectively. Particle size is 100k.865
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Fig. 2. The number of distinct particles of non-linear pa-
rameters expressed by the cumulative average and the per-
centiles. The dashed line represents JPY method and the
solid line is standard method without sufﬁcient statistics.913
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Fig. 5. (Left column) Filtered state variable x1;t (Altitude)
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Fig. 6. (Left column) Parameter learning in the radar track-
ing problem. ¾0 = 900, ¾1 = 30, x1;1 = 50;000, x2;1 =
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cretized into total 100 data points. The lines in the plots
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