Quadratic permutation polynomial interleavers over integer rings have recently received attention in practical turbo coding systems from deep space applications to mobile communications. In this correspondence, a necessary and sufficient condition that determines the least degree inverse of a quadratic permutation polynomial is proven. Moreover, an algorithm is provided to explicitly compute the inverse polynomials.
I. INTRODUCTION
Interleavers for turbo codes have been extensively investigated [1] - [3] . Today the focus on interleaver constructions is not only for good error correction performance of the corresponding turbo codes but also for their hardware efficiency with respect to power consumption and speed.
The work in [2] opened the door to a class of polynomial based interleavers. In particular, quadratic permutation polynomials (QPP) were emphasized because of their simple construction and analysis. Their performance was shown to be excellent [2] , [3] . The practical suitability of QPP interleavers has been considered in a deep space application [7] and in 3GPP long term evolution (LTE) [19] .
The inverse function for a QPP is also a permutation polynomial (PP) but is not necessarily a QPP [7] . However, there exists a simple criterion for a QPP to admit a QPP inverse [5] . A simple rule for finding good QPPs has been suggested in [3] . Some examples in [3] do not have QPP inverses. Most of QPP interleavers proposed in 3GPP LTE [19] admit a quadratic inverse with the exception of 35 of them.
In [4] , a necessary and sufficient condition that determines the least degree inverse of a QPP by using Chinese remainder theorem and presenting the inverse function as a power series is given.
As an example, an exact formula that determines the degree of the inverse PP is shown when the degree is no larger than 3.
In this correspondence, we provide a necessary and sufficient condition by using linear congruence approach in [6, pp. 24-40] that determines the degree of the inverse when the degree is no larger than 50. The condition is characterized by an exact formula and consists of simple arithmetic comparisons. We further provide an algorithm to explicitly find the inverse PP(s). The algorithm is suitable for implementation since it consists of solving linear congruences.
This correspondence is organized as follows. In section II, we briefly review PPs [10] - [14] over the integer ring Z N and relevant results. The main result is derived in section III, and examples are given in section IV. Finally, conclusions are discussed in section V.
II. PERMUTATION POLYNOMIAL OVER INTEGER RINGS
In this section, we revisit the relevant facts about PPs and other additional results in number theory to make this paper self-contained. Given an integer N ≥ 2, a polynomial f (x) = K k=1 f k x k (mod N), where f 1 , f 2 , . . . , f K are non-negative integers and K ≥ 1, is said to be a PP over Z N when f (x) permutes {0, 1, 2, . . . , N − 1} [12] - [14] . It is immediate that we can use this constant-free PP without losing generality in our quest for an inverse PP by the Lemma 2.1 in [5] .
In this correspondence, let the set of primes be P = {2, 3, 5, ...}. Then an integer N can be factored as N = p∈P p n N,p , where p's are distinct primes. In addition, n N,p ≥ 1, for a finite number of p and n N,p = 0 otherwise.
Theorem 2.1 ( [2]
, [5] ): Let N = p∈P p n N,p and denote α divides β over Z by α|β. The necessary and sufficient condition for a quadratic polynomial f (x) = f 1 x + f 2 x 2 (mod N) to be a PP can be divided into two cases.
1) 2|N and 4 ∤ N (i.e., n N,2 = 1)
Theorem 2.2 ( [10]):
Let α, β be any integers and N be a positive integer. The linear congruence αx ≡ β (mod N) has at least one solution if and only if γ|β, where γ = gcd(α, N).
If γ|β, then it has γ mutually incongruent solutions. Let x 0 be one solution, then the set of the solutions is
, where x 0 is the unique solution of
Definition 2.3 ( [13] , [14] ): Two polynomials
Definition 2.4 ( [3]
, [13] , [14] ):
Specifically, z(x) = 0 is a trivial zero polynomial.
Proposition 2.5 ( [13] , [14] ): If two polynomials f 1 (x) and f 2 (x) are equivalent but not congruent, there exists a non-trivial null polynomial z(x) such that
Definition 2.6: Let f (x) be a PP. A PP of least degree has a least degree among all equivalent polynomials of f (x).
The following proposition was proposed in [13] , [14] . The proof is shown for its simplicity.
Proposition 2.7 ( [13] , [14] 
Then there exists an equivalent polynomial of f (x) such that the degree of the equivalent polynomial is less than N.
By applying this repeatedly, an equivalent polynomial of degree equal to N − 1 can be found.
2 be a QPP and let k be an integer such that k ≥ 1. Let us take f (x) such that 2 ∤ f 1 when 2|N and 4 ∤ N. Then f 1 + kf 2 is an unit for all k ≥ 1, i.e., f 1 + kf 2 is invertible and
is well defined.
Proof: By Theorem 2.2, an element f 1 + kf 2 in integer rings Z N is an unit if and only if gcd(f 1 + kf 2 , N) = 1. We show that gcd(f 1 + kf 2 , N) = 1.
In this case there exist two equivalent QPPs [9] , i.e., f 1 x+f 2 x 2 and (
where 2 ∤ f 1 . Let us take a polynomial f (x) = f 1 x + f 2 x 2 such that 2 ∤ f 1 . Suppose that gcd(f 1 + kf 2 , N) = 1. Then there exists a prime p such that p|(f 1 + kf 2 ) and p|N. By
In this case, there exist one (if 2 ∤ N) or two (if 4|N) equivalent QPPs [9] . In either case, by Theorem 2.1 and a similar argument in (1), gcd(f 1 + kf 2 , N) = 1.
Since the inverse of only one of the equivalent polynomials is sufficient for our purposes, f (x) = f 1 x + f 2 x 2 such that 2 ∤ f 1 will be considered in the rest of the correspondence. The following corollary is an extension of Proposition 2.8.
Corollary 2.9:
Let f 1 , f 2 and N be the integers in Theorem 2.1 and let k, k 1 and k 2 be integers such that 1 ≤ k 1 ≤ k 2 . Let us take f (x) such that 2 ∤ f 1 when 2|N and 4 ∤ N. Then
Proof: This is a direct consequence of Proposition 2.8.
III. INVERSES OF QUADRATIC PERMUTATION POLYNOMIALS
In this section, we derive a necessary and sufficient condition for a QPP to admit a least degree inverse in Theorem 3.10 (main Theorem). We also explicitly find the inverses in Algorithm I.
This section is organized as follows. We first show that the problem of finding inverse PP(s) of least degree is equivalent to solve a system of linear congruences. Then we show that the inverses can be found by factoring the matrix for a system of linear congruences and solving it.
We also show that solving the system of linear congruences can be much simplified and finally,
by showing the number and the form of zero polynomials, we find all the inverses of a QPP.
Then there exists at least one inverse
. Further, finding all inverse PP(s) up to degree N − 1 is equivalent to solving a system of linear congruences,
where
Proof: Since the set of PPs forms a group under function composition, the existence of an inverse for a QPP is guaranteed [7] , [15] . Let g(x) be an inverse PP of f (x) and suppose that deg{g(x)} ≥ N. Then by Proposition 2.7, it can be reduced to an equivalent polynomial of degree less than N. L is an N − 1 by N − 1 lower triangular matrix such that
U is an N − 1 by N − 1 upper triangular matrix such that
is a j by j upper triangular matrix such that
T is a j by 1 matrix.
Proof: See Appendix A.
The factorization in Lemma 3.2 is similar to LDU decomposition except that L has not 1s on the diagonal [8] . 
Let us identify
Then the degree and the number of g and h are equal.
Proof: Since all the diagonal elements of L are units by Corollary 2.9, L is an unit [11] .
is also an unit, the degree and the number of g and h are equal [17] , [18] .
In the following, two corollaries of Lemma 3.3 are shown.
Corollary 3.4:
The linear congruence Dh ≡ e has at least one solution, i.e., there exist h k 's
Proof: Suppose that for some k, there does not exist 
Proof:
Let g be a least degree inverse such that deg{g} = K. By Lemma 3.3, the degree of h is also
Since Dh ≡ e, e k ≡ 0, where
Then h ′ also satisfies the linear congruence Dh ′ ≡ e. Let g ′ be an N − 1 by 1 matrix such that
be a polynomial of least degree. This contradicts the assumption. Consequently, e K ≡ 0.
Then deg {h ′ } = K and h ′ also satisfies the linear congruence Dh ′ ≡ e. Then again by
cannot be a polynomial of least degree.
This contradicts the assumption e K ≡ 0, thus deg {g} cannot be less than K.
By (1) and (2), deg {g} = K.
In Lemma 3.3, since all the entries of L, L −1 , D, U and e can be computed for the given
, finding the inverse of f (x) reduces to solving N − 1 linear congruences
Dh ≡ e and h ≡ Ug. However, the cost of computation for the matrices can be substantial for a large N.
The computational complexity is shown to be significantly reduced by the following lemma and corollary. The following lemma shows that the degree of the least degree inverse has an upper bound.
Lemma 3.6 ( [7]):
is a QPP, then the inverse PP has degree no larger than max p∈P n N,p .
Proof: Since the set of PPs is a finite group as shown in Lemma 3.1, there exists an integer m called an order such that the m-fold composition of f (x) with itself is an inverse PP [15] .
Let f (n) (x) be n-fold composition of f (x) with itself. It is shown that the coefficient of the
. By induction, the coefficient of the degree k term of
Since f 2 is divisible by the factors of N, N|f
Consequently, there exists an inverse f (n) (x) that contains no terms of degree larger than max p∈P n N,p .
Corollary 3.7:
Let us consider the linear congruence Dh ≡ e in Lemma 3.3.
For all k such that k ≥ max p∈P n N,p + 1, e k ≡ 0.
Proof:
Let the degree of the least degree inverse be K. Since there exists an inverse such that the degree of the inverse is no larger than max In the following proposition and corollary, it is shown that the computational complexity for the matrices can be further reduced.
Proposition 3.8: Let e be an N − 1 by 1 matrix in Lemma 3.3. Let also C k , where k ≥ 0, be a sequence of integers known as Catalan numbers. The kth Catalan numbers are given by
A recurrence relation for C k is
i.e., C 0 = 1,
,
Proof: Let L, e and b be the matrices in Lemma 3.3. Let also the k by k leading submatrix of L, k by 1 leading submatrices of e and b be L ′ , e ′ and b ′ respectively.
The following statement, b ′ = L ′ e ′ , was verified to be correct for 1 ≤ k ≤ 50. If e k ≡ 0 for some k, then e n ≡ 0 for n ≥ k + 1.
, then clearly max p∈P n N,p ≤ 50. By Lemma 3.6 and Proposition 3.8,
. Consequently, e k+1 ≡ 0 if e k ≡ 0 for some k. By induction, if e k ≡ 0 for some k, e n ≡ 0, for n ≥ k + 1.
We are not aware of a closed-form expression of e when k is larger than 50. However, the investigation on the inverse of a QPP is not restricted under this condition since the interleaver size N is far less than 2 50 in practice. By Proposition 3.8 and Corollary 3.9, matrices L and L −1 need not to be computed for solving Dh ≡ e. Combining Lemma 3.1, 3.2, Proposition 3.8
and Corollary 3.9 we state the main theorem.
Theorem 3.10 (main Theorem):
. The necessary and sufficient condition for a QPP to admit a least degree inverse g such that deg{g} = K is finding a smallest integer K ≥ 1 such that
Let us slightly abuse the notation in this theorem (and in examples and Algorithm I) by writing D, U, g, h and e for K by K leading submatrices D, U and K by 1 leading submatrices g, h, e, respectively. The inverse PP(s) can be found by using either (1) or (2).
(1) Find all h's such that Dh ≡ e and corresponding g's such that h ≡ Ug.
, corresponding g and add it K k=1 gcd(k!, N) zero polynomials.
Zero polynomials of degree
Proof: The necessary and sufficient condition is shown by combining Corollaries 3.5 and 3.9. By Corollary 3.5, g is an inverse of least degree such that deg{g} = K if and only if e K ≡ 0 and e k ≡ 0 for K + 1 ≤ k ≤ N − 1. By Corollary 3.9, if e k ≡ 0 for some k, then e n ≡ 0 for n ≥ k + 1. Thus g is a least degree inverse such that deg{g} = K if and only if e K ≡ 0 and e K+1 ≡ 0. Since e 1 ≡ 0, finding the degree of the least degree inverse is equivalent to finding the smallest K such that e K+1 ≡ 0. Consequently, the necessary and sufficient condition 1 for a QPP to admit a least degree inverse is
The number of solutions of linear congruences Dh ≡ e is An alternative is to find one solution h and g such that Dh ≡ e, h ≡ Ug and add it zero polynomials of degree K. Consider kth linear congruence Dh ≡ e, i.e., d k,k · h k ≡ e k . Clearly
. The number and form of zero polynomials are shown in Appendix B.
IV. EXAMPLES
We present four examples to illustrate the necessary and sufficient conditions of Theorem 3.10.
The first and second examples consider interleavers that was investigated in [3] and [19] . The third example shows the exact least degree for inverse polynomials can be less than an upper bound derived in [7] and the fourth example shows the necessary and sufficient condition for a QPP to admit a least degree inverse g such that deg {g} = 2, 3, 4 and 5.
All good quadratic interleavers found in Table II admit low degree quadratic inverses. This observation may not be completely surprising because [2] , [3] shows that good interleavers should require the second degree coefficient to be relatively large (which works toward satisfying Theorem 3.10) but bounded by some constraints. 
for each k. 3) Let N = 2 24 , f 1 = 26119 and f 2 = 2 · 3 · 41 · 179 The least degree K is 12, which shows the upper bound 24 obtained by the technique in [7] is not tight. Table II An algorithm for finding the inverse PP(s) of least degree for a QPP f (x) = f 1 x + f 2 x 2 (mod N )
Find the smallest integer
Then, the least degree of the inverse PP(s) is K. 4. There exist two methods for finding the solution set of Ag ≡ b ⇔ Dh ≡ e, h ≡ Ug.
(1) All the h's and g's can be found by solving K linear congruences Dh ≡ e and h ≡ Ug.
g's can be computed by by back-substitution.
(2) Find one inverse and add it zero polynomials of degree K.
Convert K by 1 matrix g into a polynomial and add it z(
V. CONCLUSION
We derived in Theorem 3.10 a necessary and sufficient condition to determine the least degree inverse for a QPP. We also provided an algorithm to explicitly compute the inverse PP(s).
188 QPP interleavers were proposed in 3GPP LTE [19] . Most of the QPP interleavers in [19] admit a QPP inverse. We applied the theory in this correspondence to tabulate all inverse PPs of degree larger than two. Further, it was shown that inverses of good interleavers in [19] have low degrees and a possible explanation is given. We use two-fold induction and prove A = LDU by showing that column-reduced form of A is equivalent to LD.
Let us define an
, then it is easily verified that T = U −1 .
Let us also define N − 1 by N − 1 lower triangular matrices L (i,j) such that
Since U is an unit, A = LDU if and only if
We use induction on j and prove eq. (1) by showing that L (j−1,j) is as follows.
Upon completion of column reduction, j = N − 1, thus eq. (1) holds.
We first show that eq. (2) holds for j = 2.
By definition, L (1,2) = AT (1, 2) . Since t
Thus eq. (2) holds for j = 2. Suppose now that eq. (2) holds for j ≥ 2. For each j, we use induction on i and show that eq. (3) holds. Upon completion of induction on i, we show eq. (2) holds for j + 1.
In the following, L (i,j+1) is shown below in matrix form. 
The elementary matrix T (1,j+1) subtracts u 1,j+1 times column
We show that L (j−1,j) multiplied by T (1,j+1) leaves other columns unchanged except the column j + 1 and creates a zero in the
Thus l
(1,j+1)
1,j+1 = 0 as desired. Suppose now that eq. (3) holds for i. T (i+1,j+1) subtracts u i+1,j+1 times column i+1 from column
, where 2 ≤ i ≤ j. In the following, it is shown that that L (i,j+1) multiplied by T (i+1,j+1) leaves other columns unchanged except the column j + 1 and creates a zero in the
Thus,
i+1,j+1 = 0 and eq. (3) holds for i + 1. We now show that eq. (2) holds for j + 1. Let i = j in eq. (3). Then
m,j+1 = 0, where m ≤ j and
where j + 1 ≤ m ≤ N − 1. Consequently eq. (2) holds for j + 1.
(B) [The number and the form of zero polynomials of degree K]
We show the number and the explicit form of zero polynomials of degree K, where K ≤ N −1. In Lemma A.1, the necessary and sufficient conditions for a polynomial to be a zero polynomial is shown and in Lemma A.2 and A.3, the number and the explicit form of zero polynomials of degree K are derived by using Lemma A.1.
Let us define z n (x), where 0 ≤ x ≤ N − 1 as follows. (1) z(x) ≡ 0, where 0 ≤ x ≤ N − 1.
(2) z(x) ≡ 0, where 0 ≤ x ≤ K.
(3) z n (0) ≡ 0, where 0 ≤ n ≤ K.
Proof:
( (1) =⇒ (2) ) Trivial.
( (2) 
