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Abstract
How to give an upper bound, especially the smallest upper bound of Gini coefficient
based on grouped data in the absence of income brackets is still a problem not properly
solved. This article provides an upper bound which is easy to compute, and provides
an effective algorithm to calculate the exact value of the smallest upper bound. As
illustrations, the calculation results of bounds for Gini coefficients of urban and rural
China from 2003 to 2008 will be provided.
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1 Introduction
Gini coefficient is a very important and famous index to measure the wealth gap of a country
or district. The calculation of it requires the income information of the population. However,
the data of most countries and districts are published in groups instead of individually, such
as the data from 2003 to 2008 published on China Statistical Yearbook(see Table 3 and
Table 4). In these data, a large amount of respondents are divided into several groups
(eight groups for urban China, five groups for rural China) based on per capita annual
income from low to high. On each group, average per capita annual income and population
proportion are provided, while the income brackets are not given. How to estimate Gini
coefficient properly based on this type of data has been a problem receiving widespread
concern since the seventies of last century. This problem can be described mathematically
as follows:
We use non-negative random variable Y to represent the per capita annual income of
a country or district. Let F (x) = P (Y 6 x) be the distribution function of Y . Define
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µ = EY ∈ (0,+∞), and F−1(p) = inf{x : F (x) > p}, p ∈ [0, 1). Then Lorenz Function and
Gini coefficient are given by L(p) and G:
L(p) =
1
µ
∫ p
0
F−1(u)du, (0 6 p 6 1), (1)
G = 1− 2
∫ 1
0
L(p)dp. (2)
“p− L(p)” is also called as Lorenz curve.
As for “Grouped data”, set 0 = a0 < a1 < · · · < ak < ak+1 =∞ as the income brackets.
Define pi and µi:
p0 = 0, pi = F (ai), i = 1, · · · , k + 1, (3)
µ1 = E(Y |Y 6 a1), µi = E(Y |ai−1 < Y 6 ai), i = 2, · · · , k + 1. (4)
Then (ai−1, ai] is the income bracket of Group i (Group 1 specially with [a0, a1]), µi is its
theoretical average annual income, and pi−pi−1 is its theoretical population proportion. Since
the number of respondents is very large, according to the relationship between frequency and
probability and the strong law of large numbers, we are able to use pi − pi−1 and µi as the
empirical population proportion and average annual income of Group i (Here we assume
pi−pi−1 6= 0, which always holds in true-life cases). Given {pi, µi}, how to estimate the Gini
coefficient (2) corresponding to distribution function F (x) is the problem we are concerned
with.
Many scholars have obtained estimations of G by making assumptions on F (x) or L(p).
But this kind of estimations rely largely on the assumptions (i.e. model chosen), which
is discussed by Schader and Schmid(1994), Chong(2002) as well as Ogwang(2006). Some
other scholars, such as Gastwirth(1972), Mehran(1975) and Silber(1990), tried to look for
the upper and lower bounds of Gini coefficient with no assumptions on F (x) and L(p).
Obviously, if the upper and lower bounds were close to each other, then they would be very
helpful to know about G. The bounds of Gini coefficient can also be used as criterion of
estimations (Kakwani and Podder 1976), and is sometimes used to derive estimations of Gini
coefficient (Cowell and Mehta 1982).
According to (3), (4) and (1),
µ = EY =
k+1∑
i=1
(pi − pi−1)µi (5)
L(pi) =
i∑
j=1
(pj − pj−1)
µj
µ
(6)
{µ, pi, L(pi)} and {pi, µi} can be deduced from each other. Based on {µ, pi, L(pi)}, Gast-
wirth(1972) firstly provided the largest lower bound GL as:
GL = 1−
k+1∑
i=1
(pi − pi−1)(L(pi) + L(pi−1)) (7)
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Based on {pi, µi} and with {ai} known, he also provided the upper bound GU :
GU = GL+D, D ,
1
µ
{
k∑
i=1
(pi − pi−1)
2 (ai − µi)(µi − ai−1)
ai − ai−1
+ (1− pk)
2(µk+1 − ak)} (8)
However, when {ai} is absent, (8) cannot be used. In this situation, Mehran(1975) gave
the smallest upper bound GU using geometric method and unconsciously assuming Lorenz
function is derivable everywhere, here GU is given by:
GU = GL+∆∗, ∆∗ , sup
β∗
i
∈[βi,βi+1], i=1,··· ,k
∆(β∗1 , · · · , β
∗
k) (9)
where
∆(β∗1 , · · · , β
∗
k) = (p1 − p0)
2(β∗1 − β1)
β1
β∗1
+ (pk+1 − pk)
2(βk+1 − β
∗
k)
+
k∑
i=2
(pi − pi−1)
2 (β
∗
i − βi)(βi − β
∗
i−1)
β∗i − β
∗
i−1
(10)
βi =
L(pi)− L(pi−1)
pi − pi−1
=
µi
µ
, i = 1, · · · , k + 1 (11)
(set 0
0
= 0 in (10)). If we set li as the straight line passing through (pi, L(pi)) with the
slope of β∗i , then
1
2
∆ is the area between the piecewise linear function formed by connecting
(pi, L(pi)) with straight lines in sequence and the piecewise function formed by intersecting
li in sequence. Mehran held the opinion that ∆
∗ is reached at {β∗i }:
β∗i =

b∗i ,
L(pi)− ci
pi − di
, βi 6 b
∗
i 6 βi+1
βi, b
∗
i < βi
βi+1, b
∗
i > βi+1
(12)
where {di} and {ci} are recursively given by:
dk+1 = 1, di = 2pi − di+1, i = 1, · · · , k
c1 = 0, ci = 2L(pi−1)− ci−1, i = 2, · · · , k + 1
(13)
However, Our Example 6.1 in Section 6 shows that this result is not correct. Moreover,
when pi = di for some i, (12) cannot be used. As for the special situation when pi =
i
k+1
,
Mehran(1975) provided another method, which is
β∗i = βn−2[ 1
2
(n−i+1)]+1, i = 1, · · · , k (14)
where “[x]” represent the largest integer which is no greater than x, and n = k + 1. Exam-
ple 6.2 points out that this result is not correct either. Silber(1990) held the opinion that
∆∗ is reached at β∗i given by
β∗i =
si + si+1
ri + ri+1
, (15)
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where ri = pi − pi−1, si = L(pi) − L(pi−1). This is again not correct, which can be seen
in Example 6.3. Besides, Murray(1978), Fuller(1979), Giorgi and Pallini(1987), Cerone and
Dragomir(2007) also investigated the upper bound of Gini coefficient, but their methods
require the income brackets {ai}, and Ogwang(2003,2004) gave the relationship between (8)
and (9). We find that how to calculate the smallest upper bound of Gini coefficient in the
absence of income brackets is still not properly solved.
The main results of this articles are listed below: 1. Demonstrate that fomula (9) is
generally correct (Theorem 2.1) without requiring L(p) to be derivable everywhere. 2. Pro-
vide a fine and easy-to-compute upper bound when {pi, µi} are given but {ai} are absent
(Theorem 3.1), and this upper bound equals to the smallest upper bound under some situa-
tion (Theorem 3.2). 3. Provide an effective algorithm to calculate the exact smallest upper
bound (9), and use this algorithm together with (7) to calculate the upper and lower bounds
for rural and urban China from 2003 to 2008 using data from China Statistical Yearbook. 4.
Use some examples to illustrate that the methods of Mehran and Silber are inappropriate.
The following sections will discuss the foregoing four results separately. Proofs for lemmas
and theorems in Section 3 and Section 4 are left to the Appendix.
2 The Smallest Upper Bound of Gini coefficient
To prove Theorem 2.1, we first present Lemma 2.1 without proof.
Lemma 2.1. f(x) is a continuous convex function which is nondecreasing on [a, b]. β =
f(b)− f(a)
b− a
, u = f ′+(a), v = f
′
−
(b), h(x) = f(a) + β(x− a), then:
1. when v <∞,
∫ b
a
(h− f)dx 6
1
2
(b− a)2
(v − β)(β − u)
v − u
;
2. when v = +∞,
∫ b
a
(h− f)dx 6
1
2
(b− a)2(β − u).
Theorem 2.1. L(p) is a Lorenz Function, (pi, L(pi))(i = 0, · · · , k + 1) are k + 2 points
(including (0, 0) and (1, 1)) on L(p). Then GL + ∆∗ is the smallest upper bound of Gini
coefficient, where ∆∗ is given by (9) and (10).
Proof. Define H(p) = maxhi(p)
i=1,··· ,k+1
, where
hi(p) =
L(pi)− L(pi−1)
pi − pi−1
(p− pi−1) + L(pi−1), i = 1, · · · , k + 1.
Lorenz Function is a continuous convex monotonic nondecreasing function on [0, 1] according
to its definition (1). Therefore, H(p) is the piecewise linear function formed by intersecting
h1(p), · · · , hk+1(p) in sequence. According to Lemma 2.1,∫ pi
pi−1
(H(p)− L(p))dp 6
1
2
(pi − pi−1)
2 (L
′
−
(pi)− βi)(βi − L
′
+(pi−1))
L′
−
(pi)− L′+(pi−1)
, i = 1, · · · , k + 1.
4
The right side of the inequality above is nondecreasing in L′
−
(pi), thus,∫ pi
pi−1
(H(p)− L(p))dp 6
1
2
(pi − pi−1)
2 (L
′
+(pi)− βi)(βi − L
′
+(pi−1))
L′+(pi)− L
′
+(pi−1)
, i = 1, · · · , k + 1.
Adding them up we get:∫ 1
0
(H(p)− L(p))dp 6
1
2
k+1∑
i=1
(pi − pi−1)
2 (L
′
+(pi)− βi)(βi − L
′
+(pi−1))
L′+(pi)− L
′
+(pi−1)
6 sup
β∗
i
∈[βi,βi+1],i=0,··· ,k+1
1
2
k+1∑
i=1
(pi − pi−1)
2 (β
∗
i − βi)(βi − β
∗
i−1)
β∗i − β
∗
i−1
= sup
β∗
i
∈[βi,βi+1],i=1,··· ,k
{
1
2
k∑
i=2
(pi − pi−1)
2 (β
∗
i − βi)(βi − β
∗
i−1)
β∗i − β
∗
i−1
+
1
2
(p1 − p0)
2(β∗1 − β1)
β1
β∗1
+
1
2
(pk+1 − pk)
2(βk+1 − β
∗
k)}
=
1
2
sup
β∗
i
∈[βi,βi+1],i=1,··· ,k
∆
=
1
2
∆∗.
(16)
Suppose that the supremum in (16) is reached at β˜∗i , (i = 1, · · · , k). Define L˜(p) = max
i=1,··· ,k+1
{β˜∗i (p−
pi) + L(pi)}. Then L˜(p) is a continuous convex nondecreasing function between (0, 0) and
(1, 1), which could be the Lorenz Function corresponding to some distribution. From (7) we
know that 1− 2
∫ 1
0
H(p)dp = GL. Thus
G = 1− 2
∫ 1
0
L(p)dp 6 1− 2
∫ 1
0
H(p)dp+∆∗ = GL+∆∗ = 1− 2
∫ 1
0
L˜(p)dp. (17)
Therefore, GL+∆∗ is the smallest upper bound of Gini coefficient G.
From the discussion above, we know that to get the smallest upper bound, we only need
to look for the largest value of ∆ (defined by (10)) under the following condition:
β1 6 β
∗
1 6 β2 6 β
∗
2 6 · · · 6 βk 6 β
∗
k 6 βk+1. (18)
This is the same as Mehran’s conclusion. But in our proof, we do not require L(p) to be
derivable everywhere.
3 A Fine Upper Bound for Gini coefficient
Since it is very complicated to get the smallest upper bound, we will first demonstrate an
upper bound G˜U which is easy to compute and can equal to the smallest upper bound in
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some situations. It will be verified in Theorem 3.1 and 3.2. We first introduce Lemma 3.1.
Define the following notations:
∆1 , (p1 − p0)
2(β∗1 − β1)
β1
β∗1
∆i ,
 (pi − pi−1)2
(β∗i − βi)(βi − β
∗
i−1)
β∗i − β
∗
i−1
, β∗i−1 6= β
∗
i ,
0, β∗i−1 = β
∗
i .
i = 2, · · · , k.
∆k+1 , (pk+1 − pk)
2(βk+1 − β
∗
k).
(19)
Let li be the straight line y = β
∗
i (x − pi) + L(pi), (i = 1, · · · , k), and let l0 and lk+1
be the straight lines y = 0 and x = 1 respectively. Set (p∗i , q
∗
i )(i = 1, · · · , k + 1) as the
intersection of li−1 and li if β
∗
i 6= β
∗
i−1. By elementary calculating, p
∗
1 = p1(1 −
β1
β∗1
), p∗i =
pi(β
∗
i − βi) + pi−1(βi − β
∗
i−1)
β∗i − β
∗
i−1
(i = 2, · · · , k), and p∗k+1 = 1.
Lemma 3.1. When {β∗i } satisfy the following condition:
β1 < β
∗
1 < β2 < β
∗
2 < · · · < βk < β
∗
k < βk+1, (20)
then for i = 2, · · · , k,
∆i 6 (βi − β
∗
i−1)(z − pi−1)
2 + (β∗i − βi)(pi − z)
2, for all z ∈ R, (21)
and
∆1 6 β1z
2 + (β∗1 − β1)(p1 − z)
2, for all z ∈ R. (22)
Moreover, the “=” in (21) holds if and only if z = p∗i , and the “=” in (22) holds if and only
if z = p∗1.
Theorem 3.1. Define zi (i = 1, · · · , k + 1) recursively:
zk+1 = 1, zk−i = 2pk−i − zk−i+1, i = 0, · · · , k − 1. (23)
Then under condition (18), we have
∆ 6 β1z
2
1 +
k∑
i=1
(βi+1 − βi)(pi − zi)
2. (24)
And accordingly, G˜U defined below is an upper bound of Gini coefficient G:
G˜U = GL+ β1z
2
1 +
k∑
i=1
(βi+1 − βi)(pi − zi)
2 (25)
In fact, the upper bound in (25) can be reached in some situation, which is presented in
Theorem 3.2.
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Theorem 3.2. Define wi (i = 1, · · · , k + 1) recursively:
w1 = 0, wi = 2L(pi−1)− wi−1, i = 2, · · · , k + 1. (26)
Define Bi (i = 1, · · · , k) as follows:
Bi ,

wi+1 − wi
zi+1 − zi
, when zi 6= zi+1,
∞, when zi = zi+1 and wi 6= wi+1,
1
2
(βi + βi+1), when zi = zi+1 and wi = wi+1,
(27)
If the following inequality holds:
β1 < B1 < β2 < B2 < · · · < βk < Bk < βk+1 (28)
then
GU = G˜U = GL+ β1z
2
1 +
k∑
i=1
(βi+1 − βi)(pi − zi)
2. (29)
4 Method to Calculate the Smallest Upper Bound
When the bounds of Gini coefficient is used as criterion of estimations, exact solution is
much more valuable than approximate solutions given by numerical methods. The solutions
given by our method are exact ones.
When k + 1 = 1, ∆∗ = 1. So, we will only discuss the situation when k + 1 > 2.
Theorem 4.1 together with Theorem 3.2 indicates an algorithm to calculate the smallest
upper bound of Gini coefficient. Before we state Theorem 4.1, the main result of this section,
we first give four lemmas.
Lemma 4.1. If under condition (18), ∆ has maximum value ∆∗ at β∗i (i = 1, · · · , k), then
β∗i can only be in one of the following three situations:
1. β∗i = βi or β
∗
i = βi+1.
2.
β∗i =
β∗i+1(pi − pi−1)(βi − β
∗
i−1) + β
∗
i−1(pi+1 − pi)(β
∗
i+1 − βi+1)
(pi − pi−1)(βi − β∗i−1) + (pi+1 − pi)(β
∗
i+1 − βi+1)
, b∗i ∈ (βi, βi+1). (30)
3. ∆ does not rely on β∗i , i.e., β
∗
i could be any value in [βi, βi+1].
Lemma 4.2. If (28) does not hold, then in order to ensure that ∆ reaches maximum value
∆∗ at {β∗i } under condition (18), there must exist an j ∈ {1, · · · , k} such that β
∗
j belongs to
Situation (1) or (3) in Lemma 4.1.
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Lemma 4.3. For j = 1, · · · , k + 1, define ∆(j,1) and ∆(j,2) as follows:
∆(j,1)(β∗1 , · · · , β
∗
j−2) =

0, j = 1,
j−2∑
i=1
∆i +∆j−1|β∗
j−1
=βj , j = 2, · · · , k + 1,
(31)
∆(j,2)(β∗j+1, · · · , β
∗
k) =
 ∆j+1|β∗j=βj +
k+1∑
i=j+2
∆i, j = 1, · · · , k,
0, j = k + 1.
(32)
Then,
sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−1,j+1,··· ,k
∆|β∗
j
=βj = sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−2
∆(j,1) + sup
β∗
i
∈[βi,βi+1],i=j+1,··· ,k
∆(j,2), (33)
and
sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−1,j+1,··· ,k
∆|β∗
j
=βj+1 = sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−1
∆(j+1,1) + sup
β∗
i
∈[βi,βi+1],i=j+2,··· ,k
∆(j+1,2).
(34)
Lemma 4.4. 1. Transform (pi, L(pi))(i = 0, · · · , j − 1, j > 2) and βi =
L(pi)− L(pi−1)
pi − pi−1
(i = 1, · · · , j − 1, j > 2) to (p′i, L(pi)
′) and β ′i via the following affine transformation:{
x′ = aj1x+ bj1y, aj1 =
L(pj)−L(pj−1)
pj−1L(pj)−pjL(pj−1)
, bj1 =
1−aj1pj−1
L(pj−1)
y′ = cj1x+ dj1y, cj1 = 0, dj1 =
1
L(pj−1)
(35)
Set k′ = j − 2. Then
sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−2
∆(j,1) =
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 sup
β∗
i
∈[β′
i
,β′
i+1
],i=1,··· ,j−2
∆
′(j,1) ,
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 (∆′(j,1))∗,
(36)
where
∆
′(j,1) = (p′1 − p
′
0)
2(β∗1 − β
′
1)
β ′1
β∗1
+ (p′k′+1 − p
′
k′)
2(β ′k′+1 − β
∗
k′)
+
k′∑
i=2
(p′i − p
′
i−1)
2 (β
∗
i − β
′
i)(β
′
i − β
∗
i−1)
β∗i − β
∗
i−1
.
(37)
2. Transform (pi, L(pi))(i = j, · · · , k + 1, j 6 k) and βi =
L(pi)− L(pi−1)
pi − pi−1
(i = j +
1, · · · , k + 1, j 6 k) to (p′i, L(pi)
′) and β ′i via the following affine transformation:
x′ = aj2(x− pj) + bj2(y − L(pj)), aj2 =
1
1−pj
, bj2 = 0
y′ = cj2(x− pj) + dj2(y − L(pj)), dj2 =
pj−pj−1
pj−pj−1−L(pj)+L(pj−1)+pj−1L(pj)−pjL(pj−1)
,
cj2 =
1−dj2(1−L(pj))
1−pj
(38)
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Then
sup
β∗
i
∈[βi,βi+1],i=j+1,··· ,k
∆(j,2) =
∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 sup
β∗
i
∈[β′
i
,β′
i+1
],i=j+1,··· ,k
∆
′(j,2) ,
∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 (∆′(j,2))∗,
(39)
where
∆
′(j,2) = {(p′j+1 − p
′
j)
2(β∗j+1 − β
′
j+1)
β ′j+1
β∗j+1
+ (p′k+1 − p
′
k)
2(β ′k+1 − β
∗
k)
+
k∑
i=j+2
(p′i − p
′
i−1)
2 (β
∗
i − β
′
i)(β
′
i − β
∗
i−1)
β∗i − β
∗
i−1
}.
(40)
Notice that ∆
′(j,1) and ∆
′(j,2) have the same forms as (10), the proof of Lemma 4.4 is
omitted here.
Lemma 4.3 and Lemma 4.4 have obvious geometric meanings. Notice that Mehran(1975)
pointed out the geometric meaning of ∆:
1
2
∆ equals to the area between the piecewise
function formed by connecting (pi, L(pi)) with straight lines in sequence and the piecewise
function formed by intersecting li(the straight line passing through (pi, L(pi)) with slope
of β∗i ) in sequence. When β
∗
j−1 = β
∗
j = βj , area
1
2
∆ is divided into two parts:
1
2
∆(j,1),
and
1
2
∆(j,2) (see Figure ??). ∆(j,1) is only related to (p0, L(p0)), · · · , (pj−1, L(pj−1)), which
are in the smaller coordinate system on the left of Figure ??. ∆(j,2) is only related to
(pj, L(pj)), · · · , (pk+1, L(pk+1)), which are in the smaller coordinate system on the right of
Figure ??. Being affine transformed,
1
2
∆(j,1) and
1
2
∆(j,2) would have the same form as
1
2
∆.
After transformation, the areas are multiplied by the determinant of the parameters of affine
transformation, meanwhile bigger areas are still bigger ones. Therefore, to maximize the
areas
1
2
∆(j,1) and
1
2
∆(j,2) before affine transformation, we can insteadly maximize ∆
′(j,1) and
∆
′(j,2). In Figure ??, A1 = (
pj−1L(pj)−pjL(pj−1)
L(pj)−L(pj−1)
, 0), A2 = (1,
L(pj)−L(pj−1)−pj−1L(pj)+pjL(pj−1)
pj−pj−1
).
The first transformation in Lemma 4.4 transforms (0, 0), (pj−1, L(pj−1)) and A1 to (0, 0),
(1, 1) and (1, 0), respectively. The second transformation in Lemma 4.4 transforms (pj, L(pj)),
(1, 1) and A2 to (0, 0), (1, 1) and (1, 0), respectively.
Theorem 4.1. Define (∆(j))∗ as follows:
(∆(j))∗ ,
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 (∆′(j,1))∗ + ∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 (∆′(j,2))∗, (41)
where (∆
′(j,1))∗ and (∆
′(j,2))∗ are given by (36) and (39). If (28) does not hold, then
∆∗ = max
j=1,··· ,k+1
(∆(j))∗. (42)
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Although there is still no explicit solution for the smallest upper bound of Gini coefficient,
Theorem 3.2 and Theorem 4.1 indicate a recursive algorithm to calculate the exact value of
it. We know from Theorem 3.2 that if (28) holds, then β∗i = Bi maximize ∆ to ∆
∗ under
condition (18), and ∆∗ = β1z
2
1 +
∑k
i=1(βi+1 − βi)(pi − zi)
2. From Theorem 4.1 we know
that if (28) does not hold, we only need to firstly look for (∆
′(j,1))∗ and (∆
′(j,2))∗ for all
j = 1, · · · , k + 1, secondly calculate (∆(j))∗ =
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 (∆′(j,1))∗ + ∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 (∆′(j,2))∗,
and finally obtain ∆∗ = max
j=1,··· ,k+1
(∆(j))∗. The method to get (∆
′(j,1))∗ and (∆
′(j,2))∗ is the
same as the one to get ∆∗. This is actually a recursion, and its algorithm is stated as follows:
The original information is (pi, L(pi))(i = 0, · · · , k+1). If k+1 = 1, then return ∆
∗ = 1.
Otherwise, continue the following processes. Calculate βi(i = 1, · · · , k + 1) according to
(11), calculate (zi, wi)(i = 1, · · · , k + 1) according to (23), and calculate Bi(i = 1, · · · , k)
according to (27). Test whether (28) holds or not. If it holds, then β∗i = Bi maximize
∆ under condition (18), and return ∆∗ = β1z
2
1 +
∑k
i=1(βi+1 − βi)(pi − zi)
2. If not, calcu-
late aj1, bj1, cj1, dj1, aj2, bj2, cj2, dj2, (∆
′(j,1))∗ and (∆
′(j,2))∗ for j = 1, · · · , k + 1 according to
Lemma 4.4, and calculate (∆(j))∗ by
(∆(j))∗ =
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 (∆′(j,1))∗ + ∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 (∆′(j,2))∗.
Then ∆∗ = max
j=1,··· ,k+1
(∆(j))∗. As for (∆
′(j,1))∗ and (∆
′(j,2))∗, we can get them by using
(p′i, L(pi)
′)(i 6 j − 1) and (p′i, L(pi)
′)(i > j) as the original information of this algorithm
again. The return of first layer of this recursion will be GU −GL, while the last layer of this
recursion will only be in two situations: (28) holds, or k + 1 = 1.
Using a matrixM to store the intermediate processes, we can reduce the repeated calcula-
tion in this algorithm. Set M(i, j) as the return of this algorithm whose original information
is the affine transformed (pi, L(pi)), · · · , (pj, L(pj)). When they have to be used as original
information for the second time, we only need to use M(i, j) instead of calculating again. It
will improve the algorithm complexity from O(k!) to O(k3) (k+1 is the number of groups).
5 Bounds for Gini coefficient of China (2003-2008)
In Table 3 and 4, we display the data of China from 2003 to 2008 provided by China Statistical
Yearbook. Based on these data, we got lower bounds of Gini coefficients using (7) given by
Gastwirth, the smallest upper bounds(Upper Bound 1 in Table 1 and 2) using the algorithm
stated in section 4, and the easy-to-compute upper bounds(Upper Bound 2 in Table 1 and 2)
using (25). The difference between Upper Bound 1 and lower bounds(Width of Bounds) and
the difference between Upper Bound 1 and Upper Bound 2 are also provided in Table 1
and 2.
6 Several Examples
Example 6.1. (Counterexample for Mehran’s Method)
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Assume that (p1, L(p1)) =
(
3
10
,
1
10
)
, (p2, L(p2)) =
(
3
5
,
4
15
)
, and (p3, L(p3)) =
(
9
10
,
8
15
)
.
Then β1 =
1
3
, β2 =
5
9
, β3 =
8
9
and β4 =
14
3
. According to (12) given by Mehran(1975),
β∗1 =
5
9
, β∗2 =
5
9
, β∗3 = 2, and ∆ = 0.0617. However, using our recursive algorithm given in
Section 4, we get β∗1 =
5
9
, β∗2 =
5
9
, β∗3 =
14
9
, and ∆ = 0.0631 > 0.0617. Mehran’s method
fails to maximize ∆ under condition (18).
Example 6.2. (Counterexample for Mehran’s Method: When pi =
i
k + 1
)
Assume that (p1, L(p1)) =
(
1
4
,
1
12
)
, (p2, L(p2)) =
(
1
2
,
1
3
)
and (p3, L(p3)) =
(
3
4
,
7
12
)
.
Then β1 =
1
3
, β2 = 1, β3 = 1 and β4 =
5
3
. According to (14) given by Mehran(1975), β∗1 =
1
3
,
β∗2 = β
∗
3 = 1, and ∆ = 0.0417.
While using our recursive algorithm given by Section 4, firstly we got (z1, w1) = (0, 0), (z2, w2) =
(
1
2
,
1
6
), (z3, w3) = (
1
2
,
1
2
), (z4, w4) = (1,
2
3
), and then B1 =
1
3
, B2 = ∞, B3 =
1
3
. Since
B2 > β3 does not satisfy condition (20), we start calculating (∆
(j))∗ =
∣∣∣∣aj1 bj1cj1 dj1
∣∣∣∣−1 (∆′(j,1))∗+∣∣∣∣aj2 bj2cj2 dj2
∣∣∣∣−1 (∆′(j,2))∗, i = 1, 2, 3, 4, where (∆′(j,1))∗ and (∆′(j,2))∗ are got using this algorithm
again. Here we get ∆(1) = ∆|β∗
1
= 1
3
,β∗
2
=1,β∗
3
=1 = 0.0417, ∆
(2) = ∆|β∗
1
=1,β∗
2
=1,β∗
3
=1 = 0.0556,
∆(3) = ∆|β∗
1
=1,β∗
2
=1,β∗
3
=1 = 0.0556, ∆
(4) = ∆|β∗
1
=1,β∗
2
=1,β∗
3
= 5
3
= 0.0139. Therefore, ∆∗ =
max
i
∆(i) = 0.0556 > 0.0417. Mehran’s method again failed to maximize ∆ under condition
(18). This example also shows that our algorithm does not fail in the special situation of
pi =
i
k + 1
.
Example 6.3. (Counterexample for Silber’s Method)
Assume that (p1, L(p1)) =
(
1
4
,
1
20
)
and (p2, L(p2)) =
(
19
20
,
3
4
)
. Then β1 =
1
5
, β2 = 1
and β3 = 5. Using (15) given by Silber(1990), which indicates β
∗
i =
L(pi+1)− L(pi−1)
pi+1 − pi−1
, we
get β∗1 =
15
19
, β∗2 =
19
15
, and ∆ = 0.0763. However, using our algorithm in Section 4, we get
β∗1 =
1
5
, β∗2 = 5, and ∆ = 0.3267 > 0.0763. Silber’s method also failed to maximize ∆ under
condition (18).
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Appendix: Proofs of Lemmas and Theorems
Proof of Lemma 3.1
For i = 2, · · · , k, define fi(z) = ∆i − (βi − β
∗
i−1)(z − pi−1)
2 − (β∗i − βi)(pi − z)
2. Then
∂fi
∂z
= 0 ⇔ z =
pi(β
∗
i − βi) + pi−1(βi − β
∗
i−1)
β∗i − β
∗
i−1
= p∗i . (43)
Because
∂2fi
∂z2
= 2(β∗i−1 − β
∗
i ) < 0, fi(p
∗
i ) is the maximum of fi(z), which is 0. Therefore,
fi(z) 6 fi(p
∗
i ) = 0, for all z ∈ R, here “=”holds if and only if z = p
∗
i .
Define f1(z) = ∆1 − β1z
2 − (β∗1 − β1)(p1 − z)
2. Similarly, we get f1(z) 6 f1(p
∗
1) =
f1
(
p1
(
1−
β1
β∗1
))
= 0, for all z ∈ R, here “=”holds if and only if z = p∗1.
Proof of Theorem 3.1
According to Lemma 3.1, under condition (20),
∆1 6 β1z
2
1 + (β
∗
1 − β1)(p1 − z1)
2,
∆i 6 (βi − β
∗
i−1)(zi − pi−1)
2 + (β∗i − βi)(pi − zi)
2, i = 2, · · · , k.
Notice that ∆k+1 = (βk+1 − β
∗
k)(pk+1 − pk)
2. So under condition (20),
∆ =
k+1∑
i=1
∆i
6 β1z
2
1 + (β
∗
1 − β1)(p1 − z1)
2 +
k∑
i=2
(β∗i − βi)(pi − zi)
2
+
k∑
i=2
(βi − β
∗
i−1)(zi − pi−1)
2 + (βk+1 − β
∗
k)(pk+1 − pk)
2
= β1z
2
1 + (β
∗
1 − β1)(p1 − z1)
2 +
k∑
i=2
(β∗i − βi)(pi − zi)
2
+
k∑
i=2
(βi − β
∗
i−1)(pi−1 − zi−1)
2 + (βk+1 − β
∗
k)(pk − zk)
2
= β1z
2
1 +
k∑
i=1
{(βi+1 − β
∗
i ) + (β
∗
i − βi)}(pi − zi)
2
= β1z
2
1 +
k∑
i=1
(βi+1 − βi)(pi − zi)
2
Therefore, the inequality in this theorem holds under condition (20), i.e., on open set {βi <
β∗i < βi+1(i = 1, · · · , k)}. Since ∆ is continuous on {βi 6 β
∗
i 6 βi+1(i = 1, · · · , k)} with
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respect to β∗i (i = 1, · · · , k), the inequality in this theorem also holds on the closure of this
open set domain, i.e., under condition (18). As a result, β1z
2
1 +
k∑
i=1
(βi+1 − βi)(pi − zi)
2 is an
upper bound of ∆ under condition (18), and G˜U in (25) is an upper bound of G.
Proof of Theorem 3.2
It can be tested that when (28) holds and β∗i = Bi(i = 1, · · · , k),
p∗i =
pi(β
∗
i − βi) + pi−1(βi − β
∗
i−1)
β∗i − β
∗
i−1
= zi, i = 1, · · · , k + 1
This makes the equalities in (21) and (22) hold, and therefore the equality in (24) holds.
Meanwhile, β∗i = Bi(i = 1, · · · , k) satisfies (20), and therefore satisfies (18). All the above
implies that ∆∗ = β1z
2
1 +
∑k
i=1(βi+1 − βi)(pi − zi)
2, which leads to GU = G˜U .
Proof of Lemma 4.1
If β∗i+1 = βi+1 and β
∗
i−1 = βi hold simultaneously, then ∆i = 0 and ∆i+1 = 0, ∆ does not
rely on β∗i .
If β∗i+1 = βi+1 or β
∗
i−1 = βi does not hold, then b
∗
i can be defined.
∂∆
∂β∗i
= 0
⇔ β∗i =
β∗i+1(pi − pi−1)(βi − β
∗
i−1) + β
∗
i−1(pi+1 − pi)(β
∗
i+1 − βi+1)
(pi − pi−1)(βi − β∗i−1) + (pi+1 − pi)(β
∗
i+1 − βi+1)
= b∗i
(44)
∂2∆
∂β∗2i
= −2{
(pi − pi−1)
2(βi − β
∗
i−1)
2
(β∗i − β
∗
i−1)
3
+
(pi+1 − pi)
2(β∗i+1 − βi+1)
2
(β∗i+1 − β
∗
i )
3
}. (45)
If β∗i−1 and β
∗
i+1 are furthermore fixed under condition (18), then
∂2∆
∂β∗2i
6 0. Therefore,
the β∗i which maximizes ∆ under condition (18) must satisfy
β∗i =

βi, b
∗
i 6 βi,
b∗i , βi < b
∗
i < βi+1,
βi+1, b
∗
i > βi+1,
(46)
which completes the proof.
Proof of Lemma 4.2
Suppose this lemma is wrong. Then with the assumption that (28) does not hold, there
may still exist a group of β∗i (i = 1, · · · , k) s.t. β
∗
i ∈ (βi, βi+1) and at the same time
∆(β∗1 , · · · , β
∗
k) = ∆
∗. According to Lemma 4.1, β∗i = b
∗
i , b
∗
i given by (30). Then it can
be calculated that:
β∗i = b
∗
i , for all i ⇔ p
∗
i + p
∗
i+1 = 2pi, for all i ⇔ p
∗
i = zi, for all i.
Notice that (p∗i , q
∗
i ), (pi, L(pi)), (p
∗
i+1, q
∗
i+1) are all on the line of li (li is defined by y = β
∗
i (x−
pi) + L(pi), (p
∗
i , q
∗
i ) = li ∩ li−1). Thus, q
∗
i + q
∗
i+1 = 2L(pi), for all i, which leads to q
∗
i =
13
wi, for all i. Since β
∗
i ∈ (βi, βi+1) ensures p
∗
i 6= p
∗
i+1, i.e.zi 6= zi+1, we have
wi+1 − wi
zi+1 − zi
=
q∗i+1 − q
∗
i
p∗i+1 − p
∗
i
= β∗i ∈ (βi, βi+1), for all i.
i.e. (28) holds, which contradicts the assumptions at the beginning of this proof. As a result,
the lemma holds.
Proof of Lemma 4.3
(1) The case β∗j = βj
For j > 2, ∆|β∗
j
=βj =
j−1∑
i=1
∆i+∆j+1|β∗
j
=βj +
k+1∑
i=j+2
∆i. ∆|β∗
j
=βj is nondecreasing with respect
to β∗j−1, so β
∗
j−1 = βj makes ∆|β∗j=βj the largest value under condition (18), which is:
∆|β∗
j
=βj ,β∗j−1=βj
=
j−2∑
i=1
∆i +∆j−1|β∗
j−1
=βj +∆j+1|β∗j=βj +
k+1∑
i=j+2
∆i = ∆
(j,1) +∆(j,2).
For j = 1, ∆|β∗
j
=βj = ∆j+1|β∗j=βj +
k+1∑
i=j+2
∆i = ∆
(j,1) +∆(j,2).
To sum up, sup
β∗
i
∈[βi,βi+1]
∆|β∗
j
=βj = sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−2
∆(j,1) + sup
β∗
i
∈[βi,βi+1],i=j+1,··· ,k
∆(j,2).
(2) The case β∗j = βj+1
For j 6 k− 1, ∆|β∗
j
=βj+1 =
j−1∑
i=1
∆i +∆j |β∗
j
=βj+1 +
k+1∑
i=j+2
∆i. ∆|β∗
j
=βj+1 is nonincreasing with
respect to β∗j+1, so β
∗
j+1 = βj+1 makes ∆|β∗j=βj+1 the largest value under condition (18), which
is:
∆|β∗
j
=βj+1,β∗j+1=βj+1
=
j−1∑
i=1
∆i +∆j |β∗
j
=βj+1 +∆j+2|β∗j+1=βj+1 +
k+1∑
i=j+3
∆i = ∆
(j+1,1) +∆(j+1,2).
For j = k, ∆|β∗
j
=βj+1 =
j−1∑
i=1
∆i +∆j |β∗
j
=βj+1 = ∆
(j+1,1) +∆(j+1,2).
To sum up, sup
β∗
i
∈[βi,βi+1]
∆|β∗
j
=βj+1 = sup
β∗
i
∈[βi,βi+1],i=1,··· ,j−1
∆(j+1,1) + sup
β∗
i
∈[βi,βi+1],i=j+2,··· ,k
∆(j+1,2).
Proof of Theorem 4.1
According to Lemma 4.1, we know that even if (28) does not hold, the β∗i that maximize
∆ under condition (18) would still be in one of the three situations listed in Lemma 4.1.
Meanwhile, according to Lemma 4.2, in order to maximize ∆∗, there must exist an s ∈
{1, · · · , k} s.t. β∗s is not in Situation (2), i.e. β
∗
s = βs or β
∗
s = βs+1(put Situation (3) into
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Situation (1)). Then, according to Lemma 4.3 and Lemma 4.4, we get:
∆∗ = sup
β∗
i
∈[βi,βi+1],i=1,··· ,k
∆
= max{ sup
β∗
i
∈[βi,βi+1]
∆|β∗s=βs, sup
β∗
i
∈[βi,βi+1]
∆|β∗s=βs+1}
= max{ sup
β∗
i
∈[βi,βi+1],i=1,··· ,s−2
∆(s,1) + sup
β∗
i
∈[βi,βi+1],i=s+1,··· ,k
∆(s,2),
sup
β∗
i
∈[βi,βi+1],i=1,··· ,s−1
∆(s+1,1) + sup
β∗
i
∈[βi,βi+1],i=s+2,··· ,k
∆(s+1,2)}
= max{(∆(s))∗, (∆(s+1))∗}.
According to the definition of ∆∗, for all j = 1, · · · , k + 1, (∆(j))∗ 6 ∆∗. Therefore,
max{(∆(s))∗, (∆(s+1))∗} = max
j=1,··· ,k+1
(∆(j))∗, and
∆∗ = max
j=1,··· ,k+1
(∆(j))∗.
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Table 1: Bounds for Gini coefficients, Urban China (2003-2008)
2008 2007 2006 2005 2004 2003
Lower Bound 0.3293 0.3234 0.3264 0.3296 0.3236 0.3154
Upper Bound 1 0.3488 0.3427 0.3460 0.3494 0.3431 0.3341
Upper Bound 2 0.3605 0.3547 0.3580 0.3612 0.3543 0.3448
Width of Bounds 0.0195 0.0193 0.0196 0.0198 0.0195 0.0187
Upper Bound 2-Upper Bound 1 0.0117 0.0120 0.0120 0.0118 0.0112 0.0107
Table 2: Bounds for Gini coefficients, Rural China(2003-2008)
2008 2007 2006 2005 2004 2003
Lower Bound 0.3536 0.3496 0.3494 0.3507 0.3446 0.3551
Upper Bound 1 0.3989 0.3949 0.3951 0.3971 0.3906 0.4031
Upper Bound 2 0.4059 0.4019 0.4027 0.4043 0.3985 0.4108
Width of Bounds 0.0453 0.0453 0.0457 0.0464 0.0460 0.0480
Upper Bound 2-Upper Bound 1 0.0070 0.0070 0.0076 0.0072 0.0079 0.0077
1 Lower Bounds are calculated using (7), Upper Bound 1 using the recursive algorithm in
Section 4, Upper Bound 2 using (29), Width of Bounds=Upper Bound 1-Lower Bound.
17
Table 3: Data of Urban China (2003–2008)
Year Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 Group 8
Per Capita Annual Income/Yuan
2008 3734.35 5754.14 7363.28 10195.56 13984.23 19254.08 26250.10 43613.75
2007 3357.91 5058.81 6504.60 8900.51 12042.32 16385.80 22233.56 36784.51
2006 2838.87 4308.96 5540.71 7554.16 10269.70 14049.17 19068.95 31967.34
2005 2495.75 3777.53 4885.32 6710.58 9190.05 12603.37 17202.93 28773.11
2004 2312.50 3428.82 4429.05 6024.10 8166.54 11050.89 14970.91 25377.17
2003 2098.92 3094.93 3970.03 5377.25 7278.75 9763.37 13123.08 21837.32
Population Proportion/1.0000
2008 0.0558 0.0568 0.1112 0.2114 0.1998 0.1896 0.0898 0.0857
2007 0.0568 0.0570 0.1103 0.2103 0.1984 0.1887 0.0903 0.0883
2006 0.0565 0.0557 0.1088 0.2107 0.1988 0.1897 0.0914 0.0884
2005 0.0559 0.0556 0.1090 0.2106 0.2008 0.1891 0.0905 0.0885
2004 0.0573 0.0556 0.1087 0.2085 0.2007 0.1904 0.0912 0.0876
2003 0.0568 0.0553 0.1097 0.2092 0.2019 0.1903 0.0907 0.0861
1 Data source: China Statistical Yearbook. Group 1–8 are: Poor, Lowest Income (except for Poor), Low Income, Lower Middle
Income, Middle Income, Upper Middle Income, High Income, Highest Income.
2 Population Proportion is the normalization of House Hold Proportion × Average Household Size (person).
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Table 4: Data of Rural China (2003–2008)
Year Group 1 Group 2 Group 3 Group 4 Group 5
Per Capita Annual Income/Yuan
2008 1599.81 2934.99 4203.12 5928.60 11290.20
2007 1346.89 2581.75 3658.83 5129.78 9790.68
2006 1182.46 2222.03 3148.50 4446.59 8474.79
2005 1067.22 2018.31 2850.95 4003.33 7747.35
2004 1006.87 1841.99 2578.49 3607.67 6930.65
2003 865.90 1606.53 2273.13 3206.79 6346.86
Population Proportion/1.0000
2008 0.2263 0.2154 0.2029 0.1874 0.1680
2007 0.2269 0.2140 0.2011 0.1892 0.1688
2006 0.2259 0.2131 0.2013 0.1889 0.1707
2005 0.2248 0.2135 0.2013 0.1895 0.1708
2004 0.2255 0.2127 0.2010 0.1892 0.1716
2003 0.2249 0.2117 0.2005 0.1902 0.1727
1 Data source: China Statistical Yearbook. Group 1–5 are: Low Income, Lower Middle Income,
Middle Income, Upper Middle Income, High Income.
2 Population Proportion is the normalization of House Hold Proportion (20%) × Average
Number of Usual Residents Per Household.
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