Abstract. We continue the study of intersection algebras B = B R (I, J) of two ideals I, J in a commutative Noetherian ring R. In particular, we exploit the semigroup ring and toric structures in order to calculate various invariants of the intersection algebra when R is a polynomial ring over a field and I, J are principal monomial ideals. Specifically, we calculate the F -signature, divisor class group, and Hilbert-Samuel and Hilbert-Kunz multiplicities, sometimes restricting to certain cases in order to obtain explicit formulae. This provides a new class of rings where formulae for the F -signature and Hilbert-Kunz multiplicity, dependent on families of parameters, are provided.
Introduction
The intersection algebra B = B R (I, J) of two ideals I, J in a commutative Noetherian ring R was first introduced by J. B. Fields [7] in 2002 in his study of the function (r, s) → length(Tor R 1 (R/I r , R/J s )). Fields has shown that this algebra is finitely generated when I, J are monomial ideals in a polynomial ring in finitely many variables over a field. Not much is known about the properties of B R (I, J) when I, J are arbitrary ideals in a Noetherian ring R. The intersection algebra, which was the topic of S. Malec's dissertation [14] , was shown to be finitely generated over R in the case that the two ideals are principal ideals in a unique factorization domain and an algorithm was given that produces generators for this R-algebra. Of particular interest is the case where R is a polynomial ring over a field k and I, J are principal monomial ideals. In this case, the properties of the intersection algebra are a reflection of the combinatorics of the monomial exponents, which is often complicated. This project is a continuation of the study undertaken by Malec and Enescu [6] . In particular, we aim to calculate the F -signature, the Hilbert-Samuel and Hilbert-Kunz multiplicities, and the divisor class group of B.
The scope of the paper is to present general formulae for the invariants described above as functions of the monomial exponents. The F -signature and Hilbert-Kunz multiplicity are difficult to compute even for simple classes of rings of small dimension. In fact, the literature does not contain many examples when both of these invariants can computed simultaneously. Therefore, having general formulae for them for intersection algebras is extremely valuable. Our work provides such formulaae as functions of parameters, giving researchers the opportunity to test their questions about these invariants, while varying the parameters. Since intersection algebras are toric, approaching the topic from the point of view of toric ideals and dual cones, we take advantage of the wealth of material in the literature, namely [2] and [5] , and use software, such as Mathematica [21] and MATLAB [15] , when possible. We were able to accomplish this computation in a few important cases, while showing the limitations of current literature on toric rings, which might come as unexpected to some algebraists.
Let R = k[x 1 , . . . , x n ] over a field k and I = (x , where the exponents are nonnegative integers. For general n, we compute the Hilbert-Samuel multiplicity and divisor class group for B R (I, J). A closed formula in n, and a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ), in the general case for the F -signature and Hilbert-Kunz multiplicity could not be obtained, even with the high-performance computing capabilities offered by Georgia State University and, independently, the University of Mississippi. Whether this is possible remains for now an open problem. One challenge is the lack of a useful description of the Hilbert basis elements H in terms of a, b. The other, more serious one, is that, even when we know a description of the elements in H, the software has difficulty either completing an integration that depends upon multiple parameters, or providing meaningful results. In particular, even when n is simply equal to two, a myriad of cases arise in the geometry of the F -signature, preventing one from obtaining a general result. While we are able to provide some general formulae, because of the difficulty and technicality of the computations involved, we obtain the most complete results when each a i is a fixed multiple of b i ; i.e., a i = kb i ∀i and k ∈ N + , or when n = 1. If k = 1, then each of the algebras is Q-Gorenstein, and in fact, a hypersurface, and we are able to provide formulae for the F -signature and Hilbert-Kunz multiplicity. When n = 1, we compute the F -signature for a pair of positive integers a, b, with I = (x a ), J = (x b ), and provide a formula for the Hilbert-Kunz multiplicity in some special cases. In addition, we detail how one can use computer software to calculate the multiplicity for specific numerical examples.
The paper is laid out as follows. The first section gives the necessary background and preliminary results in preparation of exploiting the relevant literature. The second section details the calculation the Hilbert-Samuel multiplicity. In the third section, we provide formulae for the F -signature; in the fourth we compute the Hilbert-Kunz multiplicity, and in the Appendix we detail how Mathematica may be used in specific numerical computations and we provide 3-D renderings of the volumes in question.
Preliminaries, Notation, and Basic Results
The notation set in this section, especially that of Definition 1.2, Proposition 1.6, and Theorem 1.8, will be used throughout the paper. We provide a brief review of the relevant definitions and results. More background, details, and discussion can be found in [13] and [6] . Throughout the paper, N = Z ≥0 , N + = Z >0 , k is a field, and x 1 , . . . , x n will denote indeterminates over k. Definition 1.1. Let R be a commutative ring and I, J be two ideals of R. The intersection algebra of I and J is B R (I, J) = r,s∈N
If u, v are taken to be two indexing variables, then
In particular, set
. Without loss of generality, when no pair a i , b i is simultaneously zero for any i = 1, . . . , n, we may assume that the strings of nonnegative integers a = a 1 , . . . , a n and b = b 1 , . . . , b n are fan ordered, as per [13, Definition 2.7] ; i.e.,
for all i = 1, . . . , n, where by convention we write k 0 = ∞ for k > 0. We will denote the associated intersection algebra by B(a, b), or more briefly, B. One should note that B(a, b) is N-graded with m = (x t : t ∈ Q) as the unique homogeneous maximal ideal. Let a 0 = 1, b 0 = 0, a n+1 = 0, and
for all i = 0, . . . , n, then we call the fan non-degenerate. This implies, in particular, that b i is nonzero for all i ≥ 1.
We refer to a,b , formed by these cones and their faces, as the fan of a and b. (See [13, pp. 3-4] for more details.) Each segment Q i = C i ∩ N 2 of the fan admits a unique Hilbert basis H i = {(r i,j , s i,j ) : j = 1, 2, . . . , n i }. Denote its cardinality by h i . Definition 1.2. The set H = ∪ i=0,...,n H i is called the Hilbert set for B(a, b) and its cardinality, denoted by h, will be called the Hilbert number for B(a, b). Note that h = i h i − n when the fan is non-
Then Q is a commutative semigroup with identity (or, in other words, a commutative monoid). As per [2, p. 50], let gp(Q) be the smallest (abelian) group that contains Q. Lemma 1.3. With the notations above, gp(Q(a, b)) = Z n+2 .
Proof. Note that that if (r, s, t 1 , . . . , t i , . . . , t n ) ∈ Q = Q(a, b), then (r, s, t 1 , . . . , t i + 1, . . . , t n ) ∈ Q and so the standard basis vector e i+2 = (r, s, t 1 , . . . , t i + 1, . . . , t n ) − (r, s, t 1 , . . . , t i , . . . , t n ) ∈ gp(Q), for i = 1, . . . , n. A similar argument shows that e 1 , e 2 ∈ Q as well.
The following has been noted in [13, Theorem 3.5] and [6, Theorem 1.11] , and is key to our purpose.
, and it is generated as a k-algebra by {x 1 , . . . , x n } and the monomials with exponent vectors from G. Moreover, the minimal number of generators of m, the ideal in B generated by the monomials in Q, equals n + h. This is also called the embedding dimension of B, denoted ν(B). . The F -regularity property follows from [9] too, since normal toric rings are direct summands in a regular ring, hence they are F -regular.
It is useful to note that, in general, the study of intersection algebras B(a, b) can be reduced to the case of vectors a, b with positive entries. Proposition 1.6. Let a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) be nonnegative integer vectors. Fix 0 ≤ i, j ≤ n such that b 1 = · · · = b i = 0, while b l = 0 for all l > i, and a k = 0 for all k < j, while a j = · · · = a n = 0.
where U, V are indeterminates over k.
with the convention that if b 1 = 0 (or a n = 0) we do not adjoin the variables
Proof. We will prove (2), since (1) can be shown in a similar fashion. So, let us assume that i < j.
Note that
can be rewritten as
Consider the intersection algebra over k corresponding to the two vectors (
, where we use U, V as indeterminates to distinguish them from u, v. Hence
Map the two new indeterminates U, V to x
n v, respectively, and x l → x l , for l = 1, . . . , n, which results in a homomorphism:
By restriction, this induces a surjective homomorphism:
of rings of the same dimension, which must therefore be an isomorphism. Remark 1.7. In light of Proposition 1.6, for the remainder of this paper, we will assume that we are given two integer vectors a, b ∈ Z n with all entries positive, which are fan ordered.
The dual cone and primitive vectors. Because the aim is to apply results from [5] and [19] (among others), which take a toric approach, it is necessary to present the perspective of the dual cone. This requires some additional notation, which will be referenced in subsequent sections.
Notation. Given the strings of positive integers a 1 , . . . , a n and b 1 , . . . , b n , which are are fan ordered, set the following notation in Z n+2 :
The cone in R n+2 generated by e 1 , e 2 , α α α 1 , . . . , α α α n , β β β 1 , . . . , β β β n will be denoted by σ.
Additionally, take λ n+1 = 0 (and λ 0 = ∞). Set:
. . , a n−1 , a n ).
Theorem 1.8. With the notation as above,
hence C is a convex polyhedral cone. Moreover, the cones σ = Cone(e 1 , e 2 , α α α 1 , . . . , α α α n , β β β 1 , . . . , β β β n ) and C are dual to each other; i.e., σ ∨ = C.
Proof. Obviously, Cone(e 3 , . . . , e n+2 , w 0 , w 1 , . . . , w n , w n+1 ) ⊆ C, so it remains to prove the reverse inclusion. Let (r, s, t 1 , . . . , t n ) ∈ C. If r = 0, the claim is easy to show. Say r = 0 and let i,
, for all k = 1, . . . , n, it is enough to show that
Let γ, θ be nonnegative numbers such that
We claim that u = γw i + θw i+1 , which shows that u is an element in Cone(e 3 , . . . , e n+2 , w 0 , w 1 , . . . , w n , w n+1 ). Note that γw i + θw i+1 has, on position k + 2, the entry
and
In both cases, we get max(a k r, b k s) which matches the entry on position k + 2 for u.
Regarding the second part of the statement, for m ∈ R n+2 , let
. By definition, e 1 , e 2 , α α α 1 , . . . , α α α n , β β β 1 , . . . , β β β n are in C ∨ = {m ∈ R n+2 | m, u ≥ 0, for all u ∈ C}, and Proposition 1.2.8 (a) in [5] applies to give that C ∨ = Cone(e 1 , e 2 , α α α 1 , . . . , α α α n , β β β 1 , . . . , β β β n ).
In summary, we note that the intersection algebra
, and how we choose to describe B depends upon our perspective. Remark 1.10. The vectors e 1 , e 2 , α α α 1 , α α α 2 , . . . , α α α n , β β β 1 , . . . , β β β n are the primitive vectors of B in the sense [8, p. 2708 ] that they are a minimal system of generators for σ, none can be replaced with a multiple of r ∈ R with 0 < r < 1, and
The vectors e 3 , . . . , e n+2 , w 0 , w 1 , . . . , w n , w n+1 determine the nonnegative rays of the cone C and are the generators of this cone. (See Fact 2.2.) 1.1. Q-Gorenstein, Gorenstein, and the Divisor Class Group. Proposition 1.11. Let Q = Q(a, b) be the monoid in Z n+2 , as above. Then
Proof. We apply [2, Corollary 4.56] . (See also [3] .) Since there are 2n + 2 facets of C = H
. In particular, multiplication by A gives a Z-linear map from gp(Q(a, b)), which equals Z n+2 by Lemma 1.3, to Z 2n+2 . Since A is row equivalent to
Proposition 1.12. The intersection algebra B is Q-Gorenstein if and only if a i = b i for each i = 1, . . . , n. Moreover, in this case, the intersection algebra B is a hypersurface and
, the aim is to find a vector ω ∈ Q ⊗ Z R such that ω, − = 1 for all of the primitive generators of σ; i.e., for e 1 , e 2 , and for all α α α i , β β β j above. Set ω = (y 1 , y 2 , z 1 , z 2 , z 3 , . . . , z n ). From ω, e 1 = ω · (1, 0, 0, . . . , 0) = 1 it follows that y 1 = 1; likewise, y 2 = 1. Next, from (1, 1, z 1 , . . . , z n ), α α α i = 1, one obtains −a i +z i = 1; i.e., z i = 1+a i . Similarly,
The set G (see Definition 1.2) for B is easy to write down in this case: G = {(1, 0, a 1 , . . . , a n ), (0, 1, a 1 , . . . , a n ), (1, 1, a 1 , . . . a n )}, and hence 
Computing the Hilbert-Samuel Multiplicity
The main result of this section is Theorem 2.5, which computes the Hilbert-Samuel multiplicity of B = k[Q] by calculating the volume of a union of polytopes. The first two items provide the necessary machinery for our proof.
is a positive affine monoid of rank d, and I is a monomial ideal in R = k[Q] primary to the maximal ideal generated by all monomials = 1. Let P(I) be the convex hull of the lattice points corresponding to the monomials in I and C the cone generated by the nonnegative rays determined by the generators of Q. Then,
where although P(I) is an unbounded polyhedron in Z n+2 , the region C \ P(I) has finite (hyper) volume, and consists of the union of finitely many polytopes with apex 0 whose bases are the compact facets of P(I).
To set the stage for the proof, let a, b be two positive integer vectors and H = {v 1 , . . . , v h } the Hilbert set for B(a, b). We arrange our indexing of vectors in H in a counterclockwise manner, so that we start with v 1 = (1, 0), order the v = (r, s) via increasing slopes s/r, and end with v h = (0, 1). Moreover set u i = (v i , t(v i )), i = 1, . . . , h. Then, in our case, the generators of C referenced in Fact 2.2 are the generators of the cone C in Remark 1.10. Proposition 2.3. Using the notations above, the simplex S i generated by 0, e 3 , . . . , e n+2 , u i , u i+1 has volume 1/(n + 2)!, for each i = 1, . . . , h − 1.
Proof sketch. We apply Fact 2.1, taking v 0 = 0. Thus,
since the simplex is embedded in an n + 2-dimensional space. Next, because e 3 , . . . , e n+2 are standard basis vectors for R n+2 , the calculation of det(e 3 , . . . , e n+2 , u i , u i+1 ) simplifies to 1 Consider the simplex S i generated by 0, e 3 , . . . , e n+2 , u i , u i+1 , for any i = 1, . . . h−1, which has volume 1/(n + 2)!, by Proposition 2.3. One can see that S i ⊂ C \ P(m). We claim that S i and S i+1 intersect in the plane generated by 0, e 3 , . . . , e n+2 , u i+1 . Indeed, if these sets intersect, then there exist nonnegative
Projecting onto the first two coordinates we get µ 2 = γ 1 = 0 and µ 1 = γ 2 , hence the claim follows. Next, note that C \ P(m) is the union of all simplexes S i , i = 1, . . . , h − 1. Therefore,
Thus, e(m, B) = h − 1.
When the fan is non-degenerate, h = |H 0 | + · · · + |H n | − n and the statement follows.
The relation between the Hilbert-Samuel multiplicity and the embedding dimension shows that the intersection algebras of principal monomial ideals have minimal multiplicity Proof. First of all, ν(B) = h + n, as it is necessary to add the generators x 1 , . . . , x n to the list of generators of m. If the fan is non-generate, then h = i h i − n, and hence, ν(B) = |H 0 | + · · · + |H n |. Since dim B = n + 2, it is straightforward to see that e(m, B) = ν(B) − dim B + 1.
We highlight the case where a i = b i for all i = 1, . . . , n. Proof. As observed in Proposition 1.12, the Hilbert set can be easily described in this case. Since each point (b i , a i ) lies on the line y = x, the set is H = {(1, 0), (1, 1), (0, 1)}. Therefore, e(m, B) = 3 − 1, as per Theorem 2.5. Alternatively, the Hilbert-Samuel multiplicity of a hypersurface is its order, which in this case is 2. 
The F -signature
Besides maintaining the notations from Section I, we additionally assume that k is an F -finite field of positive characteristic; that is, [k : k p ] < ∞. We are interested in computing the F -signature of the intersection algebra, denoted s(B). The intersection algebra is an N-graded ring over a field, and therefore one can talk about its F -signature; see Chapter II in [12] . [12] ). Let R be a toric ring that does not contain any torus factors. Let v i , i = 1, . . . , m be its primitive vectors, and let P σ = {u ∈ R n : 0 ≤ u, v i < 1, for all i = 1, . . . , m}. Then s(R) = Vol(P σ ).
When n = 1, we give a formula for the F -signature of the ring B(a, b). In the computations, it is necessary to consider two cases, namely when a and b are equal, or not. When n > 1, the situation is much more complicated; we give a general formula for the F -signature only in the case that each a i = kb i for some positive integer k. The specific assumption k = 1 forces the intersection algebra to be a binomial hypersurface, as per Proposition 1.12, but for k > 1 this is not the case, as it can be seen in Proposition 4.5. Proof. We will apply Fact 3.1 and calculate the volume of P σ , where the primitive vectors of B are e 1 = (1, 0, 0), e 2 = (0, 1, 0), α α α = (−a, 0, 1), β β β = (0, −b, 1), as per Remark 1.10. Hence, the F -signature is the volume of the region bounded by the inequalities:
Thus, max(ax, by) ≤ z ≤ min(1 + ax, 1 + by). We calculate this volume in two main regions.
Consider the region where ax ≤ by. Then 
The sum of these results give the formulae in the statement.
Before we state the next result, which allows for n ≥ 1, we introduce some notation:
Let n ≥ 1 and b = (b i : i = 1, . . . , n) be a positive integer vector such that
. . , b n ) denote the elementary symmetric polynomial of degree i in b 1 , . . . , b n .
Denote
Lemma 3.3. With the notation introduced above,
Proof. Using the notation S i (b 1 , . . . , b n ) for the degree i symmetric polynomial in b 1 , . . . , b n ,
Note that for i ≥ 1 (and n ≥ 1),
, where, by conven-
, which equals, after reindexing,
Thus,
Lemma 3.5. With the notation introduced above,
, where, by convention, S i (b 2 , . . . , b n ) = 0
This equals, after reindexing,
Theorem 3.6. Let n ≥ 1 and b = (b i : i = 1, . . . , n) be a positive integer vector such that Proof. Generalizing the argument above, we want to find the volume of the figure made of all of the points ρ such that the inequalities below hold:
where α 1 = (−kb 1 , 0, 1, 0, . . . , 0) and β 1 = (0, −b 1 , 0, 1, 0, . . . , 0). This translates to finding those ρ = (x, y, z 1 , z 2 , . . . , z n ) satisfying
In particular, max(kb i x, b i y) ≤ z i ≤ min(1 + kb i x, 1 + b i y). We calculate this volume in two regions, namely when kx ≤ y and kx ≥ y.
Consider the region where kx ≤ y. Then kx ≤ y ≤ kx + 1 bi for each i, and hence kx ≤ y ≤ kx
Each function z j is bounded below by b j y and above by 1 + kb j x. The volume of this region is obtained by the sum of the two integrals:
Assume b 1 > 1. We will address the case b 1 = 1 at the end of the proof.
For the first integral, we will compute
Consider the substitution:
Now let us go to the second integral:
Let S = {(x, y) :
We will make the following substitution:
, where f = (g, h) : S → S . After the substitution we get
This equals 1 k
which, after a simple substitution, gives
When y ≤ kx and k ≥ 2, we have y + 
according to Remark 3.4.
When y ≤ kx and k = 1, then there are two integrals to compute:
The first integral uses S = {(x, y) :
The last integral uses S = {(x, y) :
which is k times the last double integral in Equation (3.6.4); i.e., this expression is equal to B.
Therefore, when k ≥ 2 (and b 1 > 1), one has 1
A, which simplifies to formula 
while the integrals in (3.6.6) and (3.6.7) are clearly 0. The formulae now follow.
Remark 3.7.
(1) The hypothesis b 1 ≥ b 2 ≥ . . . ≥ b n is nonrestrictive, since we can always reindex the indeterminates x 1 , . . . , x n to obtain this condition for the vector b.
(2) Not surprisingly, the denominators in these terms arise from polygonal sequences: those in the first term are the triangular numbers, i.e., n(n + 1)/2, while the denominators in the second term are the n-th n-gonal numbers minus n; i.e., (n(n − 1)(n − 2))/2.
(3) As an example, the intersection algebra B(3, 2) has F -signature equal to 11/36.
(4) For n = 2 and
The Hilbert-Kunz Multiplicity
Let k be a field of positive characteristic. The purpose of this section is to present formulae for the Hilbert-Kunz multiplicity of the intersection algebra of principal monomial ideals in some interesting cases. The Hilbert-Kunz multiplicity is notoriously difficult to compute, even for hypersurfaces in three variables. General formulae for classes of rings are seldom available. In the normal semigroup ring case, a general approach is already known due to K.-i. Watanabe [19] and subsequently, E. Kazufumi [11] , which reduces the computation of the Hilbert-Kunz multiplicity to that of a relative volume of a certain region. In the case of our rings B(a, b), we will present some computations that, besides providing clean formulae, show that general formulae for e HK (B(a, b) ) in terms of a, b can be very difficult to obtain. Moreover, in the Appendix, we give an example to show how one can calculate the Hilbert-Kunz multiplicity with the use of Mathematica when n = 1 and the values of a = a, b = b are specified.
Again, because our objects of study are normal semigroup rings, some of the existing literature addresses our situation. For example, by [19, Theorem 2.1], the Hilbert-Kunz multiplicity of the intersection algebra that we aim to compute is known to be a rational number. More importantly, the exact value can be obtained through calculating the volume of a particular region: Recall that B(a, b) = k [Q] . Index the vectors in the Hilbert set H = {v 1 , . . . , v h } in a counterclockwise manner, as described in Section 3, with v 1 = (1, 0) and v h = (0, 1). As mentioned previously, the generators of Q are u = u(v) = (v, t(v)), where t(v) = (max(a i r, b i s)) i=1,...,n , for v = (r, s) ∈ H. Let G = {u(v) : v ∈ H}. As in Section 3, the generators of C referenced in Fact 4.1 are the generators of the cone C in Remark 1.10. Set v = (r, s) and let C v denote the complement of the translation of the cone C by u(v); that is, the complement of u(v) + C. In other words, y, t 1 , . . . , t n ) : x < r or y < s or t i − max(a i r, b i s) < min(a i (x − r), b i (y − s)), i = 1, . . . , n}.
Therefore, regarding the intersection algebra, Fact 4.1 is applied and interpreted as the following: The first case where we compute the Hilbert-Kunz multiplicity essentially comes from knowing the F -signature. The result below provides the connection between the two invariants. Proof. Let I be an ideal generated by a system of parameters. Let u ∈ R be the socle generator for R. According to [10] , proof of Lemma 12, e HK (I) − e HK (I, u) = s(R). We can assume that I is generated by a minimal reduction for m (since enlarging the residue field does not change the invariants in the statement), and hence 2 = e(R) = e(I) = e HK (I). Therefore, it is enough to show that (I, u) = m. (2) In general (recalling that S k (a 1 , . . . , a n ) denotes the k-symmetric polynomial in a 1 , . . . , a n ), e HK (B(a, a)) = 2 − 2 1 − 1 a 1 n k=1 (−1) k+1 S k−1 (a 2 , . . . , a n )
(−1) k+1 S k−1 (a 2 , . . . , a n ) k(k + 1)(k + 2)a k+1 1
.
Proof. The Hilbert-Kunz multiplicity does not change if we enlarge the field k to its algebraic closure. So we can assume that k is F -finite and hence the intersection algebra is also F -finite. When a i = b i for all i = 1, . . . , n, the ring B = B(a, a) is a hypersurface, according to Proposition 1.12, of multiplicity 2. By Proposition 4.3, it is known that e HK (B) + s(B) = 2. Since we computed the F -signature in this case, the result follows.
The second case that we consider is B(a, b) = B(kb, b), where k and b are both positive integers and a = kb. Before calculating the Hilbert-Kunz multiplicity, we provide an explicit description of the intersection algebra B(kb, b). We calculate the volumes of each of the regions above, respectively, recalling that these formulae hold for b, k > 1 only. 
