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PSEUDODIFFERENTIAL OPERATORS WITH SYMBOLS IN THE HO¨RMANDER
CLASS S0α,α ON α-MODULATION SPACES
TOMOYA KATO AND NAOHITO TOMITA
Abstract. In this paper, we study the boundedness of pseudodifferential operators with symbols in the
Ho¨rmander class S0ρ,ρ on α-modulation spaces M
s,α
p,q , and consider the relation between α and ρ. In par-
ticular, we show that pseudodifferential operators with symbols in S0α,α are bounded on all α-modulation
spaces Ms,αp,q , for arbitrary s ∈ R and for the whole range of exponents 0 < p, q ≤ ∞.
1. Introduction
In Gro¨bner’s Ph.D. thesis [10], α-modulation spaces Ms,αp,q were introduced as intermediate spaces between
modulation spaces Msp,q and (inhomogeneous) Besov spaces B
s
p,q. The parameter α ∈ [0, 1) determines how
the frequency space is decomposed. Modulation spaces which are constructed by the uniform frequency
decomposition correspond to the case α = 0 and Besov spaces which are constructed by the dyadic de-
composition can be regarded as the limiting case α → 1. See the next section for the precise definition of
α-modulation spaces.
Let b ∈ R, 0 ≤ δ ≤ ρ ≤ 1, δ < 1, 1 < p, q <∞ and s ∈ R. It is known that all operators of class Op(Sbρ,δ)
are bounded on Lp(Rn) if and only if b ≤ −|1/p − 1/2|(1 − ρ)n (see [18, Chapter VII, Section 5.12]), and
the same condition assures the Bsp,q-boundedness, namely the boundedness of operators of class Op(S
b
ρ,δ),
b ≤ −|1/p − 1/2|(1 − ρ)n, on Bsp,q(Rn) holds (see, e.g., Bourdaud [6], Gibbons [9] and Sugimoto [19]). It
should be remarked that the boundedness of operators of class Op(S01,1) on B
s
p,q also holds for s > 0 (see
the references above). On the other hand, as a difference between boundedness on Besov and modulation
spaces, it is known that all operators of class Op(S00,0) are bounded on M
s
p,q (see, e.g., Gro¨chenig and Heil
[12], Tachizawa [22] and Toft [23]). Moreover, Sugimoto and Tomita [20, Theorem 2.1] proved that the
boundedness of operators of class Op(S01,δ), 0 < δ < 1, on M
0
p,q, q 6= 2, does not hold in general, and also
Theorem A ([21, Theorem 1]). Let 1 < q <∞, b ∈ R, 0 ≤ δ ≤ ρ ≤ 1 and δ < 1. Then, all pseudodifferential
operators with symbols in Sbρ,δ are bounded on M
0
2,q(Rn) if and only if b ≤ −|1/q − 1/2|δn.
In this paper, we discuss the Ms,αp,q -boundedness of pseudodifferential operators with symbols in the so-
called exotic class S0ρ,ρ, and try to clarify the relation between α and ρ. For the boundedness of pseudodif-
ferential operators, we will use the following terminology with a slight abuse. Let s, t ∈ R. If there exist a
constant Cσ such that the estimate
‖σ(X,D)f‖Mt,αp,q ≤ Cσ ‖f‖Ms,αp,q for f ∈ S(Rn)
holds, then we simply say that the pseudodifferential operator σ(X,D) is bounded from Ms,αp,q to M
t,α
p,q . In
particular, if s = t, then we say that σ(X,D) is bounded on Ms,αp,q . If p, q <∞, the boundedness mentioned
above can be extended to the formal one by density. Borup [1] proved that all pseudodifferential operators
of class Op(S0α,α) are bounded from M
s,α
p,q to M
s−(1−α),α
p,q for the space dimension n = 1. Borup and Nielsen
[3, 5] also obtained the boundedness of operators of class Op(S0α,0) on M
s,α
p,q . Our purpose is to improve the
result of [1] by removing the loss of the smoothness 1 − α and that of [3, 5] by replacing δ = 0 with δ = α
in the full range 0 < p, q ≤ ∞. Our main result is the following:
Theorem 1.1. Let 0 ≤ α < 1, 0 < p, q ≤ ∞ and s ∈ R. Then, all pseudodifferential operators with symbols
in S0α,α are bounded on M
s,α
p,q (Rn).
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2 T. KATO AND N. TOMITA
Remark 1.2. More precisely, we will prove that there exists a positive integer N such that the estimate
(1.1) ‖σ(X,D)f‖Ms,αp,q .
∥∥σ;S0α,α∥∥N ‖f‖Ms,αp,q
holds for all σ ∈ S0α,α and all f ∈ S(Rn).
Recalling the relation S0ρ,δ1 ⊂ S0ρ,δ2 for δ1 ≤ δ2, we see that the class S0α,α in Theorem 1.1 is wider than
S0α,0 in [3]. Furthermore, we recall the well-known result by Caldero´n and Vaillancourt [7], where it was
stated that for any 0 ≤ α < 1, Op(S0α,α) ⊂ L(L2). Since we have M0,α2,2 = L2 for any 0 ≤ α < 1, we see that
Theorem 1.1 contains their result.
Also, more generally, we have the following.
Corollary 1.3. Let 0 ≤ α < 1, 0 < p, q ≤ ∞, s, b ∈ R and 0 ≤ δ ≤ α ≤ ρ ≤ 1. Then, all pseudodifferential
operators with symbols in Sbρ,δ are bounded from M
s,α
p,q (Rn) to Ms−b,αp,q (Rn).
As a direct consequence of Theorem 1.1, Theorem A and inclusion relations between modulation and
α-modulation spaces, we immediately have the following statement.
Corollary 1.4. Let 1 < q < ∞, q 6= 2, s ∈ R, 0 ≤ δ ≤ ρ ≤ 1, 0 ≤ δ, α < 1 and α ≤ ρ. Then, all
pseudodifferential operators with symbols in S0ρ,δ are bounded on M
s,α
2,q (Rn) if and only if δ ≤ α.
To conclude the overview of our results, we comment on the optimality of the symbol class in Theorem
1.1. Corollary 1.4 implies that Op(S0α+ε,α+ε) 6⊂ L(Ms,α2,q ), q 6= 2, for any 0 < ε < 1− α. On the other hand,
Op(S0α−ε,α−ε) 6⊂ L(Ms,αp,q ), 0 < p < 1, for any 0 < ε < α (see Remark 4.3). Therefore, the class S0α,α in
Theorem 1.1 seems to be optimal to obtain the Ms,αp,q -boundedness.
The plan of this paper is as follows. In Section 2, we will state basic notations which will be used
throughout this paper, and then introduce the definition and some basic properties of α-modulation spaces.
After stating and proving some lemmas needed to show the main theorem in Section 3, we will actually
prove it in Section 4.
We end this section by mentioning a remark on arguments to give a proof of the boundedness. If we
prove estimate (1.1) for all Schwartz functions σ on R2n, then the same estimate holds for all σ ∈ S0α,α by a
limiting argument (see, e.g., the beginning of the proof of [18, Chapter VII, Section 2.5, Theorem 2]). Hence,
in the following statements, we will prove Theorem 1.1 for symbols σ belonging to S(R2n).
2. Preliminaries
2.1. Basic notations. In this section, we collect notations which will be used throughout this paper. We
denote by R, Z and Z+ the sets of reals, integers and non-negative integers, respectively. The notation a . b
means a ≤ Cb with a constant C > 0 which may be different in each occasion, and a ∼ b means a . b and
b . a. We will write 〈x〉 = (1 + |x|) for x ∈ Rn and [s] = max{n ∈ Z : n ≤ s} for s ∈ R. We will also use the
notation A = A(α) = α1−α (especially, in Sections 3 and 4).
We denote the Schwartz space of rapidly decreasing smooth functions on Rn by S = S(Rn) and its dual,
the space of tempered distributions, by S ′ = S ′(Rn). The Fourier transform of f ∈ S(Rn) is given by
Ff(ξ) = f̂(ξ) =
∫
Rn
e−iξ·xf(x)dx,
and the inverse Fourier transform of f ∈ S(Rn) is given by
F−1f(x) = fˇ(x) = (2pi)−n
∫
Rn
eix·ξf(ξ)dξ.
We next recall the symbol class Sbρ,δ = S
b
ρ,δ(Rn × Rn) for b ∈ R and 0 ≤ δ ≤ ρ ≤ 1, which consists of all
functions σ ∈ C∞(Rn × Rn) satisfying
|∂βx∂γξ σ(x, ξ)| ≤ Cβ,γ〈ξ〉b+δ|β|−ρ|γ|
for all multi-indices β, γ ∈ Zn+, and set∥∥σ;Sbρ,δ∥∥N = max|β|+|γ|≤N
(
sup
(x,ξ)∈Rn×Rn
〈ξ〉−(b+δ|β|−ρ|γ|)|∂βx∂γξ σ(x, ξ)|
)
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for N ∈ Z+. Note that Sb1ρ1,δ1 ⊂ Sb2ρ2,δ2 holds if b1 ≤ b2, ρ1 ≥ ρ2 and δ1 ≤ δ2. For σ ∈ Sbρ,δ, the
pseudodifferential operator σ(X,D) is defined by
σ(X,D)f(x) = (2pi)−n
∫
Rn
eix·ξσ(x, ξ)f̂(ξ)dξ
for f ∈ S(Rn). We denote by Op(Sbρ,δ) the class of all pseudodifferential operators with symbols in Sbρ,δ. For
the case 0 ≤ δ < 1 and δ ≤ ρ ≤ 1, we know the statement of the composition rule about the class Sbρ,δ called
the symbolic calculus. That is, if σ ∈ Sbρ,δ and τ ∈ Scρ,δ, then there exists a symbol θ ∈ Sb+cρ,δ satisfying that
θ(X,D) = σ(X,D) ◦ τ(X,D). Moreover, θ can be chosen so that∥∥∥θ;Sb+cρ,δ ∥∥∥
N
.
∥∥σ;Sbρ,δ∥∥M · ∥∥τ ;Scρ,δ∥∥M ,
where M depends on N , b, c, δ and ρ. See Stein [18, Chapter VII, Section 5.8]. The estimate for the symbols
just above can be found in Kumano-go [17, Lemma 2.4].
For m ∈ L∞(Rn), we write the associated Fourier multiplier operator as
m(D)f = F−1 [m · Ff ]
for f ∈ S(Rn), and especially the Bessel potential as (I −∆)s/2f = F−1 [(1 + | · |2)s/2 · Ff] for f ∈ S(Rn)
and s ∈ R.
In the following, we recall the definitions and properties of function spaces which we will use. The Lebesgue
space Lp = Lp(Rn) is equipped with the (quasi)-norm
‖f‖Lp =
(∫
Rn
∣∣f(x)∣∣pdx)1/p
for 0 < p < ∞. If p = ∞, ‖f‖∞ = ess supx∈Rn |f(x)|. Moreover, for a compact subset Ω ⊂ Rn, LpΩ =
LpΩ(Rn) = {f ∈ Lp(Rn) ∩ S ′(Rn) : supp (Ff) ⊂ Ω}. For 0 < q ≤ ∞, we denote by `q the set of all complex
number sequences {ak}k∈Zn such that
‖{ak}k∈Zn‖`q =
(∑
k∈Zn
|ak|q
)1/q
<∞,
if q < ∞, and ‖{ak}k∈Zn‖`∞ = supk∈Zn |ak| < ∞ if q = ∞. For the sake of simplicity, we will write ‖ak‖`q
instead of the more correct notation ‖{ak}k∈Zn‖`q . For a function space X, we denote by L(X) the space of
all bounded linear operators on X. We end this subsection with stating the following lemmas from [25].
Proposition 2.1 ([25, Section 1.5.3]). Let 0 < p ≤ 1. Then we have
‖f ∗ g‖Lp ≤ CRn(1/p−1)‖f‖Lp‖g‖Lp
for all f, g ∈ LpΩ, where Ω = {x ∈ Rn : |x− x0| ≤ R} and the constant C > 0 is independent of x0 and R.
Proposition 2.2 ([25, Theorem 1.4.1 (i) and Theorem 1.6.2]). Let 0 < p ≤ ∞. If 0 < r < p, then we have∥∥∥∥ sup
y∈Rn
|f(x− y)|
1 + |Ry|n/r
∥∥∥∥
Lp(Rnx )
≤ C‖f‖Lp
for all f ∈ LpΩ, where Ω = {x ∈ Rn : |x− x0| ≤ R} and the constant C > 0 is independent of x0 and R.
2.2. α-modulation spaces. We give the definition of α-modulation spaces and their basic properties. Let
C > 1 be a constant which depends on the space dimension and α ∈ [0, 1). Suppose that a sequence of
Schwartz functions {ηαk }k∈Zn satisfies that
• suppηαk ⊂
{
ξ ∈ Rn : ∣∣ξ − 〈k〉α/(1−α)k∣∣ ≤ C〈k〉α/(1−α)};
•
∣∣∣∂βξ ηαk (ξ)∣∣∣ ≤ C ′β〈k〉−|β|α/(1−α) for every multi-index β ∈ Zn+;
•
∑
k∈Zn
ηαk (ξ) = 1 for any ξ ∈ Rn.
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Then, for 0 < p, q ≤ ∞, s ∈ R, and α ∈ [0, 1), we denote the α-modulation space Ms,αp,q by
Ms,αp,q (Rn) =
{
f ∈ S ′(Rn) : ‖f‖Ms,αp,q =
∥∥∥〈k〉s/(1−α) ‖ηαk (D)f‖Lp∥∥∥
`q(Znk )
< +∞
}
.
See Borup and Nielsen [2, 3] for the abstract definition including the end point case α = 1.
We remark that Ms,αp,q is a quasi-Banach space (a Banach space if 1 ≤ p, q ≤ ∞) and S ⊂ Ms,αp,q ⊂ S ′. In
particular, S is dense in Ms,αp,q for 0 < p, q <∞ (see Borup and Nielsen [4]). Moreover, if we choose different
decompositions satisfying the conditions above, they determine equivalent (quasi)-norms of α-modulation
spaces, so that the definition of α-modulation spaces is independent of the choice of the sequence {ηαk }k∈Zn .
Next, we recall some basic properties of α-modulation spaces.
Proposition 2.3. Let 0 < p, q ≤ ∞, s, t ∈ R and 0 ≤ α < 1. Then the mapping (I−∆)t/2 : Ms,αp,q ↪→Ms−t,αp,q
is isomorphic.
The proof of Proposition 2.3 is similar to that for Besov spaces in [25, Section 2.3.8]. One can find the
explicit proof in [14, Appendix A].
Proposition 2.4 ([13, Proposition 6.1]). Let 0 < p, q ≤ ∞, s ∈ R and 0 ≤ α < 1. Let a smooth radial bump
function % satisfy that %(ξ) = 1 on |ξ| < 1, and %(ξ) = 0 on |ξ| ≥ 2. Then, we have
‖f‖Ms,αp,q ∼
∥∥∥〈k〉s/(1−α) ‖%αk (D)f‖Lp∥∥∥
`q(Znk )
for all f ∈Ms,αp,q , where
%αk (ξ) = %
(
ξ − 〈k〉α/(1−α)k
C〈k〉α/(1−α)
)
.
Here, the constant C > 1 is the same as in the definition of the sequence {ηαk }k∈Zn .
Lemma 2.5. Let 0 < p ≤ ∞ and 0 ≤ α < 1. If 0 < r < p, then we have
(2.1)
∥∥∥∥∥ supy∈Rn |[η
α
k (D)f ] (x− y)|
1 +
(〈k〉α/(1−α)|y|)n/r
∥∥∥∥∥
Lp(Rnx )
. ‖ηαk (D)f‖Lp
for all f ∈ S ′(Rn) and all k ∈ Zn.
Proof of Lemma 2.5. It follows from the definition of the decomposition {ηαk }k∈Zn that
suppF [ηαk (D)f ] ⊂
{
ξ ∈ Rn :
∣∣∣ξ − 〈k〉α/(1−α)k∣∣∣ ≤ C〈k〉α/(1−α)} ,
so that Lemma 2.5 follows from Proposition 2.2. 
Remark 2.6. Taking the `q(Znk ) (quasi)-norm of both sides of (2.1), we have for 0 ≤ α < 1, 0 < p, q ≤ ∞
and 0 < r < p ∥∥∥∥∥∥
∥∥∥∥∥ supy∈Rn |[η
α
k (D)f ] (x− y)|
1 +
(〈k〉α/(1−α)|y|)n/r
∥∥∥∥∥
Lp(Rnx )
∥∥∥∥∥∥
`q(Znk )
. ‖f‖M0,αp,q .
We end this subsection by stating the definition of modulation spaces, which arise as special α-modulation
spaces for the choice α = 0. Another definition and basic properties of modulation spaces can be found in
[8, 11, 15, 16, 26]. Let a sequence of Schwartz functions {ϕk}k∈Zn satisfy that
suppϕ ⊂ {ξ ∈ Rn : |ξ| ≤ √n} and ∑
k∈Zn
ϕk(ξ) = 1 for any ξ ∈ Rn,
where ϕk = ϕ(· − k). Then, for 0 < p, q ≤ ∞ and s ∈ R, we denote the modulation space Msp,q by
Msp,q(Rn) =
{
f ∈ S ′(Rn) : ‖f‖Msp,q =
∥∥∥〈k〉s ‖ϕk(D)f‖Lp ∥∥∥
`q(Znk )
< +∞
}
.
We finally note that Ms,0p,q = M
s
p,q.
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3. Lemmas
As stated in the beginning of Section 2, we will use the notation A = α1−α in the remainder of the paper.
In this section, we prepare some lemmas to use in the proof of Theorem 1.1. As mentioned in the end of
Section 1, we may assume σ ∈ S(Rn ×Rn) in the following statements. We remark that for the partition of
unity {ϕ`}`∈Zn used to construct modulation spaces, it holds that∑
`∈Zn
ϕ` (ξ) = 1 for any ξ ∈ Rn =⇒
∑
`∈Zn
ϕ`
(
ξ
〈m〉A
)
= 1 for any ξ ∈ Rn and m ∈ Zn.
Then, we can decompose the symbols σ as
σ(x, ξ) =
∑
m∈Zn
σ(x, ξ) · ηαm(ξ) =
∑
`,m∈Zn
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ) · ηαm(ξ),
where {ηαm}m∈Zn is the partition of unity used for defining the α-modulation spaces. Put
(3.1) σ`,m(x, ξ) =
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ) · ηαm(ξ).
Then, we have σ`,m ∈ S(Rn × Rn) and also by Proposition 2.4
‖σ(X,D)f‖Ms,αp,q ∼
∥∥〈k〉 s1−α ‖%αk (D) [σ(X,D)f ]‖Lp∥∥`q(Znk )
=
∥∥∥∥∥∥〈k〉 s1−α
∥∥∥∥∥∥
∑
`,m∈Zn
%αk (D) [σ`,m(X,D)f ]
∥∥∥∥∥∥
Lp
∥∥∥∥∥∥
`q(Znk )
.
(3.2)
In the following, we investigate some properties of %αk (D) [σ`,m(X,D)f ].
We first determine the relations among k, `,m ∈ Zn by considering the support of F [σ`,m(X,D)f ].
Lemma 3.1. It holds that
suppF [σ`,m(X,D)f ] ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈m〉A(`+m)∣∣ ≤ (C +√n)〈m〉A}
for all f ∈ S(Rn) and all `,m ∈ Zn. Here, C is the constant in the definition of the functions {ηαk }k∈Zn .
Furthermore, it holds that
supp%αk ∩ suppF [σ`,m(X,D)f ] 6= ∅ =⇒ |k −m| . 〈`〉
for all f ∈ S(Rn) and all k, `,m ∈ Zn.
Remark 3.2. Lemma 3.1 implies that %αk (D) [σ`,m(X,D)f ] always vanishes unless |k−m| . 〈`〉 is satisfied.
Before beginning with the proof of Lemma 3.1, we prepare one lemma.
Lemma 3.3. It holds that
(〈k〉A + 〈m〉A)|k −m| . ∣∣〈k〉Ak − 〈m〉Am∣∣
for all k,m ∈ Zn.
Proof of Lemma 3.3. By the symmetry of k,m ∈ Zn in the desired inequality, we may assume that |k| ≥ |m|,
and divide the argument into three cases.
Case 1: |k| ≥ 2|m|. Since
(〈k〉A + 〈m〉A)|k −m| . 〈k〉A|k|
and ∣∣〈k〉Ak − 〈m〉Am∣∣ ≥ 〈k〉A|k| − (1 + |k|
2
)A
· |k|
2
& 〈k〉A|k|,
we have (〈k〉A + 〈m〉A)|k −m| . ∣∣〈k〉Ak − 〈m〉Am∣∣.
Case 2: |k| = |m|. Obviously, (〈k〉A + 〈m〉A)|k −m| = 2|〈k〉Ak − 〈m〉Am|.
Case 3: |m| < |k| < 2|m| (⇒ 1 < 〈k〉/〈m〉 < 2). Note that
(3.3) |k −m| ≤
∣∣∣∣ 〈k〉A〈m〉A k −m
∣∣∣∣
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holds in this case. In fact, if A = 0 (⇔ α = 0), then (3.3) holds obviously true. Assume that 0 < A < ∞
(⇔ 0 < α < 1). Since 〈k〉A/〈m〉A > 1, we have the following equivalences by squaring both sides of the just
above estimate and by rewriting the euclidean norm |x|2 = x · x in terms of the standard inner product on
Rn:
|k −m| ≤
∣∣∣∣ 〈k〉A〈m〉A k −m
∣∣∣∣
⇐⇒ 2
( 〈k〉A
〈m〉A − 1
)
k ·m ≤
( 〈k〉2A
〈m〉2A − 1
)
|k|2
⇐⇒ 2k ·m ≤
( 〈k〉A
〈m〉A + 1
)
|k|2.
The last statement is justified from the facts k ·m < |k|2 and 2 < 〈k〉A〈m〉A + 1. Therefore, it follows that
(〈k〉A + 〈m〉A)|k −m| ∼ 〈m〉A|k −m| ≤ 〈m〉A
∣∣∣∣ 〈k〉A〈m〉A k −m
∣∣∣∣ = |〈k〉Ak − 〈m〉Am|.
Gathering all the cases, we obtain the desired estimate. 
Now, we start the proof of Lemma 3.1.
Proof of Lemma 3.1. We first consider the former part, that is, the support of F [σ`,m(X,D)f ]. By the
Fubini–Tonelli theorem and the definition of σ`,m in (3.1), we have
F [σ`,m(X,D)f ](ζ) = (2pi)−n
∫
Rnξ
f̂(ξ)
∫
Rnx
e−ix·(ζ−ξ)σ`,m(x, ξ)dxdξ
= (2pi)−n
∫
Rnξ
ηαm(ξ) · f̂(ξ)
∫
Rnx
e−ix·(ζ−ξ)
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ)dxdξ
= (2pi)−n
∫
Rnξ
ηαm(ξ) · ϕ
(
ζ − ξ
〈m〉A − `
)
· (Fxσ)(ζ − ξ, ξ) · f̂(ξ)dξ,
where Fxσ is the partial Fourier transform of σ(x, ξ) with respect to the x-variable. Hence, the facts
suppηαm ⊂
{
ξ ∈ Rn : ∣∣ξ − 〈m〉Am∣∣ ≤ C〈m〉A} ;
suppϕ
( ·
〈m〉A − `
)
⊂ {ξ ∈ Rn : ∣∣ξ − 〈m〉A`∣∣ ≤ √n 〈m〉A}
yield that
(3.4) suppF [σ`,m(X,D)f ] ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈m〉A(`+m)∣∣ ≤ (C +√n)〈m〉A} .
This is the former part of this lemma.
Next, we consider the latter part. Assume that supp%αk ∩ suppF [σ`,m(X,D)f ] 6= ∅, and recall from
Proposition 2.4 that
(3.5) supp%αk ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈k〉Ak∣∣ ≤ 2C〈k〉A} .
Then, combining (3.4) with (3.5), we obtain∣∣〈k〉Ak − 〈m〉A(`+m)∣∣ . 〈m〉A + 〈k〉A,
which implies that ∣∣〈k〉Ak − 〈m〉Am∣∣ . (〈m〉A + 〈k〉A)〈`〉.
Hence, we conclude from Lemma 3.3
|k −m| . 1〈k〉A + 〈m〉A ·
∣∣〈k〉Ak − 〈m〉Am∣∣ . 〈`〉,
which completes the proof. 
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We next prove that σ`,m(X,D)f has high decay rate with respect to |`|. For technical purposes to
prove our main theorem, we slightly change the formulation of σ`,m(X,D)f as follows. Choose a function
κ ∈ S(Rn) satisfying that κ(ξ) = 1 on |ξ| ≤ 1 and κ(ξ) = 0 on |ξ| ≥ 2, and set
καm(ξ) = κ
(
ξ − 〈m〉Am
C〈m〉A
)
with the constant C > 1 as in the definition of α-modulation spaces (see Section 2.2). Then, καm = 1 on the
support of ηαm and thus
[σ`,m(X,D)f ](x) = (2pi)
−n
∫
Rnξ
eix·ξ
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ) · ηαm(ξ) · f̂(ξ)dξ
= (2pi)−n
∫
Rnξ
eix·ξ
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ) · ηαm(ξ)καm(ξ) · f̂(ξ)dξ
= [σ˜`,m(X,D)η
α
m(D)f ](x),
(3.6)
where σ˜`,m(x, ξ) =
(
ϕ`
(
Dx
〈m〉A
)
σ
)
(x, ξ) · καm(ξ). For the symbol σ˜`,m, we have the following lemma.
Lemma 3.4. Let 0 < p ≤ ∞. For an arbitrary integer N ∈ Z+, there exists a constant N ′ ∈ Z+ such that
‖σ˜`,m(X,D)ηαm(D)f‖Lp . 〈`〉−N‖σ;S0α,α‖N ′ · ‖ηαm(D)f‖Lp
holds for all σ ∈ S0α,α(Rn × Rn), all f ∈ S(Rn) and all `,m ∈ Zn.
Before starting the proof, we prepare one lemma. In the first step of the proof of Lemma 3.4, we will use
the following estimate:
|[σ˜`,m(X,D)ηαm(D)f ](x)| ≤ (2pi)−n
∫
Rny
|ηαm(D)f(y)| ·
∣∣∣∣∣
∫
Rnξ
ei(x−y)·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ dy,
which is justified by the Fubini–Tonelli theorem and the fact σ˜`,m ∈ S(Rn × Rn). In view of this estimate,
the following lemma will be helpful.
Lemma 3.5. For arbitrary integers M,N ∈ Z+, we have∣∣∣∣∣
∫
Rnξ
eiy·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ . 〈`〉−N ‖σ;S0α,α‖M+N · 〈m〉An(1 + 〈m〉A|y|)M
for all σ ∈ S0α,α(Rn × Rn), all x, y ∈ Rn and all `,m ∈ Zn.
Proof of Lemma 3.5. In order to obtain the decay with respect to |y|, we will use integration by parts with
respect to the ξ-variable, so that we first consider the derivatives of σ˜`,m. For any multi-index γ ∈ Zn+ with
|γ| = M and N ∈ Z+, we have∣∣∣∂γξ (σ˜`,m(x, ξ))∣∣∣ . 〈`〉−N 〈m〉−AM ‖σ;S0α,α‖M+N · χ{ξ∈Rn:|ξ−〈m〉Am|≤2C〈m〉A}(ξ),
where χΩ is the characteristic function on the set Ω. In fact, the Leibniz rule yields that
(3.7)
∣∣∣∂γξ (σ˜`,m(x, ξ))∣∣∣ .∑
β≤γ
∣∣∣∣(ϕ`( Dx〈m〉A
)(
∂βξ σ
))
(x, ξ)
∣∣∣∣ · ∣∣∣∣(∂γ−βξ κ)(ξ − 〈m〉AmC〈m〉A
)∣∣∣∣ · 〈m〉−A|γ−β|.
Let us fix β ≤ γ for the moment. Next, note that 〈ξ〉 ∼ 〈m〉 11−α if ξ ∈ supp
(
∂γ−βξ κ
)(
·−〈m〉Am
C〈m〉A
)
in (3.7).
Then, using the Fubini–Tonelli theorem, we have∣∣∣∣(ϕ`( Dx〈m〉A
)(
∂βξ σ
))
(x, ξ)
∣∣∣∣ = (2pi)−n
∣∣∣∣∣
∫
Rnz
(
∂βξ σ
)
(z, ξ)
∫
Rnζ
ei(x−z)·ζϕ
(
ζ
〈m〉A − `
)
dζdz
∣∣∣∣∣
= (2pi)−n〈m〉An
∣∣∣∣∣
∫
Rnz
(
∂βξ σ
)
(z, ξ)
∫
Rnζ
ei〈m〉
A(x−z)·(ζ+`)ϕ (ζ) dζdz
∣∣∣∣∣
= 〈m〉An
∣∣∣∣∣
∫
Rnz
e−i〈m〉
A`·z
(
∂βξ σ
)
(z, ξ) · ϕˇ (〈m〉A(x− z)) dz∣∣∣∣∣ ,
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where, in the second identity, we used the changes of variables: ζ ′ = ζ/〈m〉A − `. If ` 6= 0, we apply an
N -fold integration by parts with respect to the z-variable to obtain∣∣∣∣∣
∫
Rnz
e−i〈m〉
A`·z
(
∂βξ σ
)
(z, ξ) · ϕˇ (〈m〉A(x− z)) dz∣∣∣∣∣
.
(〈m〉A|`|)−N ∑
β˜≤γ˜
|γ˜|=N
〈m〉A|γ˜−β˜|
∫
Rnz
∣∣∣(∂β˜z ∂βξ σ) (z, ξ)∣∣∣ · ∣∣∣(∂γ˜−β˜z ϕˇ)(〈m〉A(x− z))∣∣∣ dz
.
(〈m〉A|`|)−N ∑
β˜≤γ˜
|γ˜|=N
〈m〉A|γ˜−β˜| · 〈m〉A|β˜|−A|β| ‖σ;S0α,α‖M+N · 〈m〉−An
∼ 〈`〉−N 〈m〉−A|β|−An ‖σ;S0α,α‖M+N .
Here, we used 〈ξ〉α ∼ 〈m〉A in the second inequality, and the facts |β˜|+ |γ˜ − β˜| = |γ˜| = N and |`| ∼ 〈`〉 for
|`| ≥ 1 in the last equivalence. On the other hand, if ` = 0, then it similarly follows that∣∣∣∣∣
∫
Rnz
e−i〈m〉
A`·z
(
∂βξ σ
)
(z, ξ) · ϕˇ (〈m〉A(x− z)) dz∣∣∣∣∣ . 〈m〉−A|β|−An ‖σ;S0α,α‖M .
Hence, we obtain
(3.8)
∣∣∣∣(ϕ`( Dx〈m〉A
)(
∂βξ σ
))
(x, ξ)
∣∣∣∣ . 〈`〉−N 〈m〉−A|β| ‖σ;S0α,α‖M+N
for all ` ∈ Zn. Substituting (3.8) into (3.7), we have∣∣∣∂γξ (σ˜`,m(x, ξ))∣∣∣ .∑
β≤γ
〈`〉−N 〈m〉−A|β| ‖σ;S0α,α‖M+N ·
∣∣∣∣(∂γ−βξ κ)(ξ − 〈m〉AmC〈m〉A
)∣∣∣∣ · 〈m〉−A|γ−β|
. 〈`〉−N 〈m〉−AM ‖σ;S0α,α‖M+N · χ{ξ∈Rn:|ξ−〈m〉Am|≤2C〈m〉A}(ξ),
where we used the identity |β| + |γ − β| = |γ| = M to obtain the last inequality. This concludes the result
in this step.
Next, we actually investigate the decay of the given integral with respect to |y| and obtain the desired
estimate for arbitrary M,N ∈ Z+. Obviously, using the conclusion in Step 1 with γ = 0, we have∣∣∣∣∣
∫
Rnξ
eiy·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ . 〈`〉−N ‖σ;S0α,α‖N ·
∫
Rnξ
χ{ξ∈Rn:|ξ−〈m〉Am|≤2C〈m〉A}(ξ)dξ
. 〈`〉−N 〈m〉An ‖σ;S0α,α‖N .
(3.9)
On the other hand, by an M -fold integration by parts with respect to the ξ-variable, we get∣∣∣∣∣
∫
Rnξ
eiy·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ ≤ |y|−M ∑|γ|=M
∫
Rnξ
∣∣∣∂γξ (σ˜`,m(x, ξ))∣∣∣ dξ
. |y|−M 〈`〉−N 〈m〉−AM ‖σ;S0α,α‖M+N
∫
Rnξ
χ{ξ∈Rn:|ξ−〈m〉Am|≤2C〈m〉A}(ξ)dξ
∼ 〈`〉−N 〈m〉An ‖σ;S0α,α‖M+N
(〈m〉A|y|)−M
(3.10)
for y 6= 0. Combining the conclusions (3.9) and (3.10), we obtain∣∣∣∣∣
∫
Rnξ
eiy·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ . 〈`〉−N ‖σ;S0α,α‖M+N · 〈m〉An(1 + 〈m〉A|y|)M
for all x, y ∈ Rn and all `,m ∈ Zn. 
We are now in a position to prove Lemma 3.4.
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Proof of Lemma 3.4. We choose M = (n + 1) + [n/r] + 1 for 0 < r < p ≤ ∞ in Lemma 3.5. Then we have
by the Fubini–Tonelli theorem and Lemma 3.5
|[σ˜`,m(X,D)ηαm(D)f ](x)| ≤ (2pi)−n
∫
Rny
|ηαm(D)f(y)| ·
∣∣∣∣∣
∫
Rnξ
ei(x−y)·ξσ˜`,m(x, ξ)dξ
∣∣∣∣∣ dy
. 〈`〉−N ‖σ;S0α,α‖N ′
∫
Rny
|ηαm(D)f(y)| ·
〈m〉An
(1 + 〈m〉A|x− y|)(n+1)+[n/r]+1
dy
. 〈`〉−N ‖σ;S0α,α‖N ′ · sup
y∈Rn
|ηαm(D)f(x− y)|
1 + (〈m〉A|y|)n/r
·
∫
Rny
〈m〉An
(1 + 〈m〉A|y|)n+1 dy
∼ 〈`〉−N ‖σ;S0α,α‖N ′ · sup
y∈Rn
|ηαm(D)f(x− y)|
1 + (〈m〉A|y|)n/r
,
where N ′ = n+ [n/r] + 2 +N ∈ Z+. Then, taking the Lp (quasi)-norm of both sides and applying Lemma
2.5, we obtain
‖σ˜`,m(X,D)ηαm(D)f‖Lp . 〈`〉−N‖σ;S0α,α‖N ′ · ‖ηαm(D)f‖Lp ,
which is the desired result. 
4. Proof of the main theorems
In this section, we prove Theorem 1.1 and Corollaries 1.3 and 1.4 stated in Section 1. We first give a
proof of Theorem 1.1. To this end, we prepare two facts. The first one is as follows.
Lemma 4.1. Let 0 < p ≤ ∞. Then we have
‖%αk (D) [σ˜`,m(X,D)ηαm(D)f ]‖Lp . 〈`〉An(
1
min(1,p)
−1) ‖σ˜`,m(X,D)ηαm(D)f‖Lp
for all f ∈ S(Rn) and all k, `,m ∈ Zn.
Proof of Lemma 4.1. The case 1 ≤ p ≤ ∞ follows from the Young inequality. Assume that 0 < p < 1. We
recall from Proposition 2.4 and Lemma 3.1 that
supp%αk ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈k〉Ak∣∣ ≤ 2C〈k〉A} ;
suppF [σ`,m(X,D)f ] ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈m〉A(`+m)∣∣ ≤ (C +√n)〈m〉A} ,
and from (3.6) that
[σ`,m(X,D)f ](x) = [σ˜`,m(X,D)η
α
m(D)f ](x).
Combining these, we see that %αk (D) [σ˜`,m(X,D)η
α
m(D)f ] always vanishes unless∣∣〈m〉A(`+m)− 〈k〉Ak∣∣ ≤ 2C〈k〉A + (C +√n)〈m〉A.
Hence, in those cases when %αk (D) [σ˜`,m(X,D)η
α
m(D)f ] does not vanish identically, we obtain
suppF [σ`,m(X,D)f ] ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈k〉Ak∣∣ ≤ 2C〈k〉A + 2(C +√n)〈m〉A} ;
supp%αk ⊂
{
ζ ∈ Rn : ∣∣ζ − 〈k〉Ak∣∣ ≤ 2C〈k〉A + 2(C +√n)〈m〉A} .
Moreover, recalling Lemma 3.1 (or Remark 3.2), we have |k −m| . 〈`〉, which implies 〈m〉A . 〈k〉A + 〈`〉A.
Hence, we have by Proposition 2.1
‖%αk (D) [σ˜`,m(X,D)ηαm(D)f ]‖Lp .
(〈k〉A + 〈m〉A)n( 1p−1) ∥∥F−1[%αk ]∥∥Lp · ‖σ˜`,m(X,D)ηαm(D)f‖Lp
.
(〈k〉A + 〈`〉A)n( 1p−1) 〈k〉−An( 1p−1) · ‖σ˜`,m(X,D)ηαm(D)f‖Lp
. 〈`〉An( 1p−1) ‖σ˜`,m(X,D)ηαm(D)f‖Lp ,
which completes the proof. 
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As the second preparation for the proof of Theorem 1.1, we note that∥∥∥∥∥∑
`∈Zn
f`(x)
∥∥∥∥∥
Lp(Rnx )
≤
(∑
`∈Zn
‖f`(x)‖min(1,p)Lp(Rnx )
) 1
min(1,p)
;
∥∥∥∥∥∑
`∈Zn
ak,`
∥∥∥∥∥
`q(Znk )
≤
(∑
`∈Zn
‖ak,`‖min(1,q)`q(Znk )
) 1
min(1,q)
(4.1)
hold for 0 < p, q ≤ ∞. For p ≥ 1 or q ≥ 1, these are just the triangle inequality. For 0 < p < 1 or 0 < q < 1,
these estimates follow from the fact that |∑ ak|p ≤∑ |ak|p, i.e., the embedding `p ↪→ `1.
Now, we begin with the proof of Theorem 1.1.
Proof of Theorem 1.1. Due to Proposition 2.3 and the symbolic calculus (see Section 2.1), it suffices to
prove Theorem 1.1 only for s = 0. In fact, if σ ∈ S0α,α, then there is a symbol τ ∈ S0α,α such that
Jsσ(X,D)J−s = τ(X,D) and the estimate ‖τ ;S0α,α‖L ≤ C‖σ;S0α,α‖L′ holds, where the constants C and L′
depend on L, s, n. Here, we set J = (I −∆)1/2. Hence, assuming that Theorem 1.1 (or more precisely (1.1))
with s = 0 holds, we have by Proposition 2.3 for some L,L′
‖σ(X,D)f‖Ms,αp,q ∼
∥∥Jsσ(X,D)J−sJsf∥∥
M0,αp,q
= ‖τ(X,D) [Jsf ]‖M0,αp,q
. ‖τ ;S0α,α‖L ‖Jsf‖M0,αp,q . ‖σ;S0α,α‖L′ ‖f‖Ms,αp,q .
We actually prove Theorem 1.1 for s = 0. We first estimate the Lp (quasi)-norm of %αk (D)[σ(X,D)f ]. Set
p∗ = min(1, p). Then, we have
‖%αk (D) [σ(X,D)f ]‖Lp =
∥∥∥∥∥∥∥∥
∑
`∈Zn
∑
m∈Zn
|k−m|.〈`〉
%αk (D) [σ˜`,m(X,D)η
α
m(D)f ]
∥∥∥∥∥∥∥∥
Lp
≤
∑
`∈Zn
∑
m∈Zn
|k−m|.〈`〉
‖%αk (D) [σ˜`,m(X,D)ηαm(D)f ]‖p
∗
Lp

1/p∗
.
∑
`∈Zn
∑
m˜∈Zn
|m˜|.〈`〉
〈`〉{An( 1p∗−1)−N}·p∗ ∥∥σ;S0α,α∥∥p∗N ′ ∥∥ηαk−m˜(D)f∥∥p∗Lp

1/p∗
for all k ∈ Zn, where N ′ = N ′n,p,N ∈ Z+ is the constant given in Lemma 3.4. Also, we applied (3.2), (3.6)
and Lemma 3.1 to obtain the first line. In the second line, we used the first estimate in (4.1). In the last
line, we invoked Lemmas 3.4 and 4.1.
Next, recalling Proposition 2.4 and taking the `q(Znk ) (quasi)-norm of the above estimate, we obtain
‖σ(X,D)f‖M0,αp,q .
∥∥σ;S0α,α∥∥N ′
∥∥∥∥∥∥∥∥
∑
`∈Zn
∑
m˜∈Zn
|m˜|.〈`〉
〈`〉{An( 1p∗−1)−N}·p∗ ∥∥ηαk−m˜(D)f∥∥p∗Lp
∥∥∥∥∥∥∥∥
1/p∗
`q/p∗ (Znk )
≤ ∥∥σ;S0α,α∥∥N ′
∑
`∈Zn
∑
m˜∈Zn
|m˜|.〈`〉
〈`〉{An( 1p∗−1)−N}·min(1,p,q)
∥∥∥∥∥ηαk−m˜(D)f∥∥Lp ∥∥∥min(1,p,q)`q(Znk )

1
min(1,p,q)
.
∥∥σ;S0α,α∥∥N ′ ‖f‖M0,αp,q
(∑
`∈Zn
〈`〉{An( 1p∗−1)−N}·min(1,p,q)+n
) 1
min(1,p,q)
,
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where in the second inequality we used the second inequality in (4.1) and the identity
p∗ ·
(
q
p∗
)∗
= p∗ ·min
(
1,
q
p∗
)
= min(p∗, q) = min(1, p, q).
Therefore, choosing N ∈ Z+ such that
{
An( 1p∗ − 1)−N
}
·min(1, p, q) + n < −n, then we have
‖σ(X,D)f‖M0,αp,q .
∥∥σ;S0α,α∥∥N ′ ‖f‖M0,αp,q ,
which completes the proof of the main theorem. 
Next, we prove Corollary 1.3. This is immediately given from Theorem 1.1 and the symbolic calculus.
Proof of Corollary 1.3. We observe that if σ ∈ Sbρ,δ, then σ ∈ Sbα,α, since 0 ≤ δ ≤ α ≤ ρ. Here, recall that
0 ≤ α < 1. Then, the symbolic calculus shows that there is a symbol τ ∈ S0α,α such that J−bσ(X,D) =
τ(X,D), where J = (I−∆)1/2. Thus, Theorem 1.1 shows that ‖τ(X,D)f‖Ms,αp,q . ‖f‖Ms,αp,q for all f ∈ S(Rn).
In combination with Proposition 2.3, this implies that
‖σ(X,D)f‖Ms−b,αp,q ∼ ‖J−bσ(X,D)f‖Ms,αp,q = ‖τ(X,D)f‖Ms,αp,q . ‖f‖Ms,αp,q .
This completes the proof. 
We next prove Corollary 1.4. In order to achieve this, we recall the following inclusion relations between
modulation spaces and α-modulation spaces given by [13, Theorem 4.1] and [24, Section 1].
Lemma 4.2. Let 0 < q ≤ ∞ and 0 ≤ α < 1.
(1) Ms1,α2,q (Rn) ⊂M02,q(Rn) holds for s1 = nα ·max(0, 1/q − 1/2);
(2) M02,q(Rn) ⊂Ms2,α2,q (Rn) holds for s2 = nα ·min(0, 1/q − 1/2).
Now, let us start the proof.
Proof of Corollary 1.4. The “IF” part immediately follows from the relation S0ρ,δ ⊂ S0α,α for δ ≤ α ≤ ρ and
Theorem 1.1, so that we only consider the “ONLY IF” part. We assume that all σ(X,D) ∈ Op(S0ρ,δ) are
bounded on Ms,α2,q (Rn). Then all σ˜(X,D) ∈ Op(S−s1+s2ρ,δ ) are also bounded on M02,q(Rn), where s1, s2 are as
in Lemma 4.2. Indeed, the symbolic calculus shows that J−s+s1 σ˜(X,D)Js−s2 ∈ Op(S0ρ,δ) for σ˜ ∈ S−s1+s2ρ,δ ,
where J = (I −∆)1/2. Therefore, we have by Proposition 2.3 and Lemma 4.2
‖σ˜(X,D)f‖M02,q . ‖σ˜(X,D)f‖Ms1,α2,q .
∥∥J−s+s1 σ˜(X,D)f∥∥
Ms,α2,q
=
∥∥J−s+s1 σ˜(X,D)Js−s2J−s+s2f∥∥
Ms,α2,q
.
∥∥J−s+s2f∥∥
Ms,α2,q
∼ ‖f‖Ms2,α2,q . ‖f‖M02,q .
This yields that Op(S−s1+s2ρ,δ ) ⊂ L
(
M02,q(Rn)
)
, and thus Theorem A gives −s1 + s2 ≤ −|1/q− 1/2|δn. Here,
since −s1 + s2 = −nα|1/q − 1/2|, this is equivalent to 0 ≤ −|1/q − 1/2|(δ − α)n. Hence, because of q 6= 2,
we obtain δ ≤ α, which concludes the proof of “ONLY IF” part in Corollary 1.4. 
Remark 4.3. In this remark, we find a counterexample to the inclusion Op(S0α−ε,α−ε) ⊂ L(Ms,αp,q ) for
0 < ε < α and 0 < p < 1. We write Aε =
α−ε
1−α for 0 < ε < α. Choose ψ, ψ˜ ∈ S(Rn) satisfying that
suppψ ⊂ {ξ ∈ Rn : |ξ| ≤ c}, ψ˜(ξ) = 1 on {ξ ∈ Rn : |ξ| ≤ c} and supp ψ˜ ⊂ {ξ ∈ Rn : |ξ| ≤ 2c}. Here,
the constant c = cα > 0 is so small that the sets Bk, k ∈ Zn, are pairwise disjoint, where Bk = {ξ ∈ Rn :
|ξ − 〈k〉Ak| ≤ 2c〈k〉A}. We will see in Remark 4.4 that such a constant c > 0 exists. Set
σ(ξ) =
∑
m∈Zn
ψ
(
ξ − 〈m〉Am
〈m〉Aε
)
and f̂`(ξ) = ψ˜
(
ξ − 〈`〉A`
〈`〉A
)
for all ` ∈ Zn. Here, ψ( ·−〈m〉Am〈m〉Aε ) ⊂ Bm, since A > Aε. Then, it follows that
(4.2) suppψ
( · − 〈m〉Am
〈m〉Aε
)
∩ supp ψ˜
( · − 〈`〉A`
〈`〉A
)
⊂ Bm ∩B` = ∅ if m 6= `
and
(4.3) ψ˜
(
ξ − 〈m〉Am
〈m〉A
)
= 1 on suppψ
( · − 〈m〉Am
〈m〉Aε
)
.
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In addition, note that at most one term in the sum defining σ is non-zero for each ξ, since
(4.4) suppψ
( · − 〈m〉Am
〈m〉Aε
)
∩ suppψ
( · − 〈m′〉Am′
〈m′〉Aε
)
⊂ Bm ∩Bm′ = ∅ if m 6= m′.
Then, since 〈ξ〉 ∼ 〈m〉 11−α if ξ ∈ suppψ
(
·−〈m〉Am
〈m〉Aε
)
and σ is the x-independent symbol, we see that σ ∈ S0α−ε,δ
for any 0 ≤ δ ≤ 1. In particular, σ ∈ S0α−ε,α−ε. Now, by using these functions σ and f`, we will prove that
Op(S0α−ε,α−ε) ⊂ L(Ms,αp,q ) does not hold for 0 < p < 1.
We first estimate the α-modulation space quasi-norm of f`. By Proposition 2.4, we have
‖f`‖Ms,αp,q ∼
∥∥∥〈k〉s/(1−α) ‖%αk (D)f`‖Lp∥∥∥
`q(Znk )
=
∥∥∥∥∥〈k〉 s1−α
∥∥∥∥(F−1 [%αk ]) ∗ (F−1 [ψ˜( · − 〈`〉A`〈`〉A
)])∥∥∥∥
Lp
∥∥∥∥∥
`q(Znk :|k−`|.1)
for all ` ∈ Zn. Here, the summation in `q(Znk ) is restricted to |k− `| . 1 (otherwise, %αk (D)f` vanishes). This
restriction is due to the relation:
(4.5) |〈k〉Ak − 〈`〉A`| . 〈k〉A + 〈`〉A,
which is obtained from the information of supp%αk and supp f̂`:
|ξ − 〈k〉Ak| . 〈k〉A and |ξ − 〈`〉A`| . 〈`〉A,
and Lemma 3.3. Then, since this restriction leads 〈`〉 ∼ 〈k〉, it follows that
supp%αk ⊂
{
ξ ∈ Rn : |ξ − 〈k〉Ak| . 〈k〉A} ⊂ {ξ ∈ Rn : |ξ − 〈`〉A`| . 〈`〉A} .
This is because we have by (4.5)
|ξ − 〈k〉Ak| . 〈k〉A =⇒ |ξ − 〈`〉A`| . 〈k〉A + |〈k〉Ak − 〈`〉A`|
=⇒ |ξ − 〈`〉A`| . 〈`〉A.
Hence, Proposition 2.1 gives that
‖f`‖Ms,αp,q .
∥∥∥∥∥〈`〉 s1−α+An( 1p−1) ∥∥F−1 [%αk ]∥∥Lp ·
∥∥∥∥F−1 [ψ˜( · − 〈`〉A`〈`〉A
)]∥∥∥∥
Lp
∥∥∥∥∥
`q(Znk :|k−`|.1)
.
Performing the changes of the variables for both Lp (quasi)-norms and using the fact that 〈`〉 ∼ 〈k〉, we
conclude that
‖f`‖Ms,αp,q . 〈`〉
s
(1−α) · 〈`〉An(1− 1p ) ‖1‖`q(Znk :|k−`|.1) ∼ 〈`〉
s
1−α · 〈`〉An(1− 1p )
for all ` ∈ Zn.
We next consider the α-modulation space quasi-norm of σ(X,D)f`. Using (4.2), (4.3) and Proposition
2.4, we have
‖σ(X,D)f`‖Ms,αp,q ∼
∥∥∥∥∥〈k〉 s1−α
∥∥∥∥∥F−1
[
%αk ·
( ∑
m∈Zn
ψ
( · − 〈m〉Am
〈m〉Aε
))
· ψ˜
( · − 〈`〉A`
〈`〉A
)]∥∥∥∥∥
Lp
∥∥∥∥∥
`q(Znk )
≥ 〈`〉 s1−α
∥∥∥∥F−1 [%α` · ψ( · − 〈`〉A`〈`〉Aε
)]∥∥∥∥
Lp
.
If we recall the definition of the function % in Proposition 2.4, we see that %α` (ξ) = 1 on the support of
ψ
(
·−〈`〉A`
〈`〉Aε
)
(possibly after shrinking the constant c = cα further). Hence, we obtain
‖σ(X,D)f`‖Ms,αp,q & 〈`〉
s
1−α
∥∥∥∥F−1 [ψ( · − 〈`〉A`〈`〉Aε
)]∥∥∥∥
Lp
∼ 〈`〉 s1−α · 〈`〉Aεn(1− 1p ).
We are now in position to prove the conclusion of this remark. We assume toward a contradiction that
σ(X,D) is bounded on Ms,αp,q . Then, we have
〈`〉 s1−α · 〈`〉Aεn(1− 1p ) . ‖σ(X,D)f`‖Ms,αp,q . ‖f`‖Ms,αp,q . 〈`〉
s
1−α · 〈`〉An(1− 1p )
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for all ` ∈ Zn. However, since Aε < A and 0 < p < 1, this is a contradiction. Therefore, σ belongs to
S0α−ε,α−ε, but σ(X,D) is not bounded on M
s,α
p,q .
Remark 4.4. We determine the detail quantity of the small constant c = cα > 0 which was used to ensure
that the sets Bk in Remark 4.3 are pairwise disjoint. Assume that Bm ∩B` 6= ∅, which implies
|〈`〉A`− 〈m〉Am| ≤ 2c(〈`〉A + 〈m〉A).
We here recall from Lemma 3.3 that
(〈`〉A + 〈m〉A)|`−m| ≤ K ∣∣〈`〉A`− 〈m〉Am∣∣
holds for all m, ` ∈ Zn, where the constant K = Kα > 0 (careful reading gives that this constant is
max(6, 1 + 2A) at most). Then, we have
|m− `| ≤ K ∣∣〈`〉A`− 〈m〉Am∣∣ /(〈`〉A + 〈m〉A) ≤ 2cK.
Choosing the constant c satisfying 2cK < 1, we have |m− `| < 1, i.e., m = `.
Acknowledgments
The authors sincerely express deep gratitude to the anonymous referees for their careful reading and giving
fruitful suggestions and comments. The first author is supported by Grant-in-Aid for JSPS Research Fellow
(No. 17J00359). The second author is partially supported by Grant-in-aid for Scientific Research from JSPS
(No. 16K05201).
References
[1] Borup, L.: Pseudodifferential operators on α-modulation spaces. J. Funct. Spaces Appl. 2, 107–123 (2004).
[2] Borup, L., Nielsen, M.: Banach frames for multivariate α-modulation spaces. J. Math. Anal. Appl. 321, 880–895 (2006).
[3] Borup, L., Nielsen, M.: Boundedness for pseudodifferential operators on multivariate α-modulation spaces. Ark. Mat. 44,
241-259 (2006).
[4] Borup, L., Nielsen, M.: Nonlinear approximation in α-modulation spaces. Math. Nachr. 279, 101–120 (2006).
[5] Borup, L., Nielsen, M.: On anisotropic Triebel-Lizorkin type spaces, with applications to the study of pseudo-differential
operators. J. Funct. Spaces Appl. 6 (2008), no. 2, 107–154.
[6] Bourdaud, G.: Lp estimates for certain nonregular pseudodifferential operators. Comm. Partial Differential Equations 7,
1023–1033 (1982).
[7] Caldero´n A.-P., Vaillancourt, R.: A class of bounded pseudo-differential operators. Proc. Nat. Acad. Sci. U.S.A. 69, 1185–
1187 (1972).
[8] Feichtinger, H.G.: Modulation spaces on locally compact Abelian groups. Technical Report, University of Vienna (1983).
[9] Gibbons, G.: Ope´rateurs pseudo-diffe´rentiels et espaces de Besov. C. R. Acad. Sci. Paris Se´r. A-B 286, A895–A897 (1978).
[10] Gro¨bner, P.: Banachra¨ume glatter Funktionen und Zerlegungsmethoden. Ph.D. thesis, University of Vienna (1992).
[11] Gro¨chenig K.: Foundations of time-frequency analysis. Birkha¨user Boston (2001).
[12] Gro¨chenig, K., Heil, C.: Modulation spaces and pseudo differential operators. Integral Equations Operator Theory 34,
439–457 (1999).
[13] Han, J., Wang, B.: α-modulation spaces (I) scaling, embedding and algebraic properties. J. Math. Soc. Japan 66, 1315–1373
(2014).
[14] Kato, T.: The inclusion relations between α-modulation spaces and Lp-Sobolev spaces or local Hardy spaces. J. Funct.
Anal. 272, 1340–1405 (2017).
[15] Kobayashi, M.: Modulation spaces Mp,q for 0 < p, q ≤ ∞. J. Funct. Spaces Appl. 4, 329–341 (2006).
[16] Kobayashi, M.: Dual of modulation spaces. J. Funct. Spaces Appl. 5, 1–8 (2007).
[17] Kumano-go, H.: Pseudo-differential operators. MIT Press, Cambridge (1981).
[18] Stein, E.M.: Harmonic Analysis. Princeton Univ. Press (1993).
[19] Sugimoto, M.: Pseudo-differential operators on Besov spaces. Tsukuba J. Math. 12, 43–63 (1988).
[20] Sugimoto, M., Tomita, N.: A counterexample for boundedness of pseudo-differential operators on modulation spaces. Proc.
Amer. Math. Soc. 136, 1681–1690 (2008).
[21] Sugimoto, M., Tomita, N.: Boundedness properties of pseudo-differential and Caldero´n-Zygmund operators on modulation
spaces. J. Fourier Anal. Appl. 14, 124–143 (2008).
[22] Tachizawa, K.: The boundedness of pseudodifferential operators on modulation spaces. Math. Nachr. 168, 263–277 (1994).
[23] Toft, J.: Continuity properties for modulation spaces, with applications to pseudo-differential calculus—I. J. Funct. Anal.
207, 399–429 (2004).
[24] Toft, J., Wahlberg, P.: Embeddings of α-modulation spaces. Pliska Stud. Math. Bulgar. 21, 25–46 (2012).
[25] Triebel, H.: Theory of Function Spaces. Birkha¨user Verlag (1983).
[26] Wang, B., Hudzik, H.: The global Cauchy problem for the NLS and NLKG with small rough data. J. Differential Equations
232, 36–73 (2007).
14 T. KATO AND N. TOMITA
Department of Mathematics, Graduate School of Science, Osaka University, Toyonaka, Osaka 560-0043, Japan
E-mail address, Tomoya Kato: t.katou@cr.math.sci.osaka-u.ac.jp
E-mail address, Naohito Tomita: tomita@math.sci.osaka-u.ac.jp
