






















LOCAL WELL-POSEDNESS OF TWO DIMENSIONAL SQG EQUATION
AND RELATED MODELS
QUANSEN JIU1, HUAN YU2,WANWAN ZHANG3
Abstract. In this paper, we present a new and elementary proof of the local existence
and uniqueness of the classical solution to the Cauchy problem of the two-dimensional
generalized surface quasi-geostrophic (SQG) equation via the method of the contraction
mapping principle. Also, same result holds true for a kind of transport equation with
nonlocal velocity via the method of the contraction mapping principle.
1. Introduction and main results
In this paper, we consider the Cauchy problem of the two-dimensional transport equation




θt + u · ∇θ = 0, (x, t) ∈ R2 × R+,
u = ∇⊥(−∆)−1+αθ,
θ(x, 0) = θ0(x),
(1.1)
where 0 ≤ α ≤ 12 and ∇⊥ = (∂2,−∂1). The fractional Laplacian (−∆)s for any s ∈ R is
defined by the Fourier transform ̂(−∆)sf(ξ) = |ξ|2sf̂(ξ). Meanwhile, the expression of the
second equation in (1.1) implies that u is divergence-free, that is, ∇·u = ∂x1u1+∂x2u2 = 0.
Indeed, the second equation in (1.1) can be written as




|x− y|2+2α θ(y, t)dy,
where Cα = − 2αΓ(α)π22−2αΓ(1−α) . It is noted that the two-dimensional incompressible Euler
equations and the surface quasi-geostrophic (SQG) equation correspond to α = 0 and
α = 12 in (1.1) respectively.
The global regularity of the solution to the two-dimensional incompressible Euler equa-
tions, modeling motion of inviscid fluids, has been known since the work of Wolibner [21]
and Hölder [8], see also [10], [13] or [3] for more modern and accessible proofs. When α = 12 ,
(1.1) reduces to the SQG equation which describes a famous approximation model of the
nonhomogeneous fluid flow in a rapidly rotating 3D half-space (see [17]). The mathematical
studies on the SQG equation was first considered by Constantin, Majda and Tabak in [4]
in which it was shown that the possible singularity of the SQG equation is an analogue
to the 3D incompressible Euler equations. Also, as mentioned in [4], one can prove the
local well-posedness of the SQG equation in Hk(R2) for some integer k ≥ 3 using the same
techniques as for the incompressible Euler equation (see, e.g. [14]). Recently, H. Inci [9]
established the local well-posedness result for the SQG equation in Hs(R2) for s > 2 by
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using a geometric approach. Existence of global weak solutions for the SQG equation was
proved by Resnick [18]. However, it is still an outstanding open problem whether smooth
initial data will blow up in finite time for the SQG equation.
A natural family of active scalar equations that interpolate between the two-dimensional
incompressible Euler equations and the SQG equation are given by (1.1) with 0 < α < 12 .
This family has been called modified or generalized SQG equation in the literature (see [12]
and references therein). Kiselev, Yao, and Zlatos [12] established local H3 patch solution
to the generalized SQG equation on the half-plane (see [6] for more progress) and Kiselev,
Ryzhik, Yao and Zlatos [11] exhibited initial data that lead to a singularity of the patch
solution in finite time for α ∈ (0, 124 ). In [22], the authors proved that if the existence
interval of the smooth solution to (1.1) with α = α0 ∈ [0, 12 ] is [0, T ], then under the same
initial data, the existence interval of the solution to (1.1) with α which is close to α0 will
remain on [0, T ]. As a direct byproduct, their results imply that the construction of the
possible singularity of the smooth solution to (1.1) with α > 0 will be subtle, in comparison
with the singularity presented in [11].
In this paper, we also consider the following transport equation with nonlocal velocity,




θt + u · ∇θ = 0, (x, t) ∈ R2 × R+,
u = ∇(−∆)−1+αθ,
θ(x, 0) = θ0(x),
(1.2)
where ∇ = (∂1, ∂2). One motivation of (1.2) is that it can be regarded as a model equation
for understanding the SQG equation. Very recently, Dong and Li [5] showed that certain
radial solutions develop gradient blow-up in finite time. Chae in [2] proved the local well-
posedness of (1.2) in N-dimensional space for 0 < α < 1. More precisely, the author
obtained in [2] the existence and uniqueness of local smooth solution to (1.2) in Hs(RN )
with s > N2 + 1 for 0 < α ≤ 12 and with s > N2 + 2 for 12 < α ≤ 1.
The aim of this paper is to provide a new and elementary proof for the local existence
and uniqueness of classical solutions of (1.1) and (1.2) when 0 < α ≤ 12 via the contraction
mapping principle. Our main results can be stated as
Theorem 1.1. Let 0 < α ≤ 12 . For every θ0 ∈ Hs(R2), s > 1 + 2α, there exists a small
time T = T (‖θ0‖Hs(R2)) such that (1.1) admits a unique solution θ ∈ C([0, T ];Hs(R2)).
Theorem 1.2. Let 0 < α ≤ 12 . For every θ0 ∈ Hs(R2), s > 1 + 2α, there exists a small
time T = T (‖θ0‖Hs(R2)) such that (1.2) admits a unique solution θ ∈ C([0, T ];Hs(R2)).
Let us describe the approach in some detail. Given θ0 ∈ Hs(R2), we define a closed
ball BT in the space C([0, T ];L
2(R2)) (see (3.1) for the definition). Let θ ∈ BT , we take
advantage of the global well-posedness result of the linear transport equation (3.2) to define
a mapping T : BT → BT (see (3.3)). Then we will prove that the mapping T has a unique
fixed point θ in BT through the contraction mapping principle, which is exactly the solution
to (1.1) or (1.2). To this end, some delicate estimates on the singular integral involving the
expression u = ∇⊥(−∆)−1+αθ in (1.1) or u = ∇(−∆)−1+αθ in (1.2) will be applied. The
uniqueness of the solutions to (1.1) and (1.2) is a consequence of the straight-forward L2
energy estimate. In comparison with Inci [9] in which the case α = 12 was treated, our proof
is more elementary and our result holds true for 0 < α ≤ 12 in Theorem 1.1. In comparison
with Chae [2] in which the initial data belongs to Hs(R2) with s > 2 for 0 < α < 12 , less
regularity is imposed on the initial data in Theorem 1.2.
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The paper unfolds as follows. In Section 2, we recall some fundamental facts used in this
paper. The proof of Theorem 1.1 is given in Sections 3. Sections 4 is devoted to the proof
of Theorem 1.2. In the end, some basic facts on Littlewood-Paley decomposition and Besov
spaces are presented in Appendix A.
Throughout the paper, we denote C an absolute constant which may depend on α > 0
and may be different from line to line. To emphasize the dependence on α we sometimes
write Cα.
2. Preliminaries
This section is concerned with some basic lemmas needed later. We begin with the
well-known contraction mapping principle.
2.1. The contraction mapping principle. A mapping T from a normed linear space
V into itself is called a contraction mapping if there exists a number κ < 1 such that
‖T x− T y‖ ≤ κ‖x− y‖ for all x, y ∈ V.
Lemma 2.1. ([7]) It holds that
(1) A contraction mapping T in a Banach space B has a unique fixed point, that is there
exists a unique solution x ∈ B of the equation T x = x;
(2) The result of (1) remains true if the space B is replaced by any closed nonempty subset
of B.
2.2. Hardy-Littlewood-Sobolev inequality. In this subsection, we recall the well-
known Hardy-Littlewood-Sobolev inequality of fractional integral.
Let 0 < β < n. The Riesz potential Iβ = (−∆)−
β


















where Γ is the standard Gamma function.






. Then, there exists a
constant Cp,q depending on p, q such that
‖Iβ(f)‖Lq(Rn) ≤ Cp,q‖f‖Lp(Rn).
Taking n = 2, β = 1− 2α, p = 2 and q = 1
α
in Lemma 2.2, we obtain the following:






where we have used the standard notation Λ := (−∆) 12 .
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2.3. Existence of solutions for the transport equation. In this subsection, we recall
the well-posedness for the following linear transport equations:
{
∂tf + v · ∇f = g, (x, t) ∈ Rd × R+,
f|t=0 = f0,
(2.1)
where the functions v : R × Rd → Rd, f0 : Rd → RN , and g : R × Rd → RN are given. For
convenience, we present the definition and some properties of Besov spaces Bσp,r(R
d) in the
Appendix A.
Lemma 2.4. [1] Let 1 ≤ p ≤ p1 ≤ ∞, 1 < r < ∞ and p′ := pp−1 . Assume that










) if divv = 0.
Let f0 ∈ Bσp,r(Rd), g ∈ L1([0, T ];Bσp,r(Rd)) and v be a time-dependent vector field such that
v ∈ Lρ([0, T ];B−λ∞,∞(Rd)) for some ρ > 1 and λ > 0, and ∇v ∈ L1([0, T ];Bσ−1p1,r (Rd)) with
σ > 1 + d
p1
.
Then the equation (2.1) has a unique solution f in C([0, T ];Bσp,r(R
d)). Moreover, the
























with V ′p1(t) =: ‖∇v(t)‖Bσ−1p1,r (Rd).
Consequently, taking d = 2, N = 1, f = ω, v = u and g = 0 in Lemma 2.4 immediately
implies the existence and uniquess of the solution to the following scalar transport equation
{
∂tω + u · ∇ω = 0,
ω(·, 0) = θ0,
(2.3)
Corollary 2.5. Let α ∈ (0, 12 ] and θ0 ∈ Hs(R2), s > 1 + 2α. For θ ∈ L∞(0, T ;Hs(R2)),
define u = ∇⊥Λ−2+2αθ. Then there exists a unique solution ω ∈ C([0, T ];Hs(R2)) to (2.3),
satisfying
‖ω‖L∞(0,T ;Hs(R2)) ≤ ‖θ0‖Hs(R2)eCT‖θ‖L∞(0,T ;Hs(R2)) . (2.4)
Proof. Case 1: α = 12 . In this case, u = ∇⊥Λ−1θ = R⊥θ, where R denotes the
Riesz transform. We take p = p1 = 2, r = 2 and σ = s > 2 in Lemma 2.4. Since
θ ∈ L∞(0, T ;Hs(R2)), we have u = R⊥θ is also in L∞(0, T ;Hs(R2)). Therefore we have
∇u ∈ L1([0, T ];Bs−12,2 (R2)). Furthermore, by the standard embeddings of Besov spaces (see
Lemma A.1 in the Appendix A), we have
Hs(R2) = Bs2,2(R
2) →֒ Bs−1∞,2(R2) →֒ Bs−1∞,∞(R2) →֒ B−λ∞,∞(R2),
for any λ > 0, since s > 2. Therefore, we obtain u ∈ Lρ([0, T ];B−λ∞,∞(R2)) for any ρ > 1
and λ > 0. Then, by virtue of Lemma 2.4, we obtain that there exists a unique solution


























≤ ‖θ0‖Hs(R2)eCT‖θ‖L∞(0,T ;Hs(R2) ,
where we have used the equivalence between the Besov space Bs2,2(R
2) and the standard
sobolev space Hs(R2) and the fact that the Riesz transform R is bounded on the Sobolev
space Hs(R2). Therefore, we obtain (2.4).
Case 2: 0 < α < 12 . This case is more involved. u = ∇⊥Λ−2+2αθ = Λ−(1−2α)R⊥θ.
Similarly, we take p = 2, p1 =
1
α
, r = 2 and σ = s > 1 + 2α in Lemma 2.4. Since
θ ∈ L∞(0, T ;Hs(R2)), we have u ∈ L∞(0, T ;Bs1
α
,2
(R2)). Indeed, by the definition of the
norm of Besov space Bs1
α
,2






















































Therefore, we obtain u ∈ L∞(0, T ;Bs1
α
,2
(R2)). Similarly, by the standard embeddings of




(R2) →֒ Bs−2α∞,2 (R2) →֒ Bs−2α∞,∞ (R2) →֒ B−λ∞,∞(R2),
for any λ > 0, since s > 1 + 2α. Therefore, we obtain u ∈ Lρ([0, T ];B−λ∞,∞(R2)) for any
ρ > 1 and λ > 0. By virtue of u ∈ L∞(0, T ;Bs1
α
,2
(R2)) and Bernstein inequality (see Lemma
A.2 in the Appendix A), we can obtain ∇u ∈ L1([0, T ];Bs−11
α
,2
(R2)). Then, by virtue of
Lemma 2.4, we prove that there exists a unique solution ω ∈ C([0, T ];Hs(R2)) to (2.3).























≤ ‖θ0‖Hs(R2)eCT‖θ‖L∞(0,T ;Hs(R2) ,
which implies (2.4). The proof of Corollary 2.5 is complete.
3. Proof of Theorem 1.1
In this section, we will prove Theorem 1.1 by using the contraction mapping principle.
Before that, we introduce some notations. Given s > 1 + 2α , set
BT ={θ ∈ L∞(0, T ;Hs(R2)) ∩C([0, T ];L2(R2)) : ess sup
0≤t≤T
‖θ(t)‖Hs(R2) ≤ M,
θ(·, 0) = θ0 ∈ Hs(R2)},
(3.1)
where M = 2‖θ0‖Hs(R2) and T > 0 is later to be determined. We will construct the solution
to (1.1) as a fixed point of a mapping T : BT → BT . For any θ ∈ BT , let us consider the
following transport equation {
∂tω + u · ∇ω = 0,




According to Corollary 2.5, there exists a unique solution ω ∈ C([0, T ];Hs(R2)) to (3.2).
This process allows us to define the mapping
T (θ)(x, t) = ω(x, t). (3.3)
We claim that the mapping T : BT → BT has exactly one fixed point in BT . For clarity,
we state it as the following key lemma, which will be used to prove Theorem 1.1.
Lemma 3.1. The mapping T : BT → BT defined by (3.3) has exactly one fixed point in
BT .
Proof. The proof is divided into three steps.
Step 1. BT is a closed nonempty subset of C([0, T ];L
2(R2)).
It is not difficult to prove that BT is a closed nonempty subset of C([0, T ];L
2(R2)). BT
is nonempty, since θ0 ∈ BT . To show that BT is closed in C([0, T ];L2(R2)), we assume that
θn ∈ BT and
‖θn − θ‖C([0,T ];L2(R2)) → 0, (3.4)
as n → ∞. We have to show that θ ∈ BT . Indeed, for a.e. t ∈ [0, T ], ∀N > 0, by virtue of
















(1 + |ξ|2)s|θ̂n(t, ξ)|2dξ
) 1
2
≤ (1 +N2) s2‖θn − θ‖C([0,T ];L2(R2)) + ‖θn‖L∞(0,T ;Hs(R2))
≤ (1 +N2) s2‖θn − θ‖C([0,T ];L2(R2)) +M. (3.5)
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Fix N > 0, letting n → ∞ in (3.5) and using (3.4), we have
( ∫
B(0,N)
(1 + |ξ|2)s|θ̂(t, ξ)|2dξ
) 1
2 ≤ M.
Since N > 0 is arbitrary, we obtain θ ∈ L∞([0, T ];Hs(R2)) and
‖θ‖L∞(0,T ;Hs(R2)) ≤ M.
Moreover, it is clear that θ ∈ C([0, T ];L2(R2)) and θ(·, 0) = θ0 ∈ Hs(R2). Therefore,
θ ∈ BT ,
which shows that BT is a closed subset of C([0, T ];L
2(R2)).
Step 2. T maps BT into BT . In view of Corollary 2.5, it is clear that ω ∈ C([0, T ];L2(R2))
and ω(·, 0) = θ0 ∈ Hs(R2). Besides, by (2.4), we can obtain





provided T is chosen sufficiently small. This shows that ω ∈ BT . Therefore, T maps BT
into BT .
Step 3. The mapping T : BT → BT is strictly contractive in the topology of
C([0, T ];L2(R2)).
Suppose that θi ∈ BT , ui = ∇⊥Λ−2+2αθi and ωi = T θi(i = 1, 2). It follows from (3.2)
that {
∂tω1 + u1 · ∇ω1 = 0,
∂tω2 + u2 · ∇ω2 = 0.
(3.6)
Subtracting the equations in (3.6), we get
∂t(ω1 − ω2) + (u1 − u2) · ∇ω1 + u2 · ∇(ω1 − ω2) = 0. (3.7)
Taking the inner product of (3.7) with ω1 − ω2 in L2(R2) and using the divergence-free
condition, integration by parts, Hölder inequality, Lemma A.3 (used when α = 12 ), Corollary









((u1 − u2) · ∇ω1)(ω1 − ω2)dx−
∫
R2














≤C‖θ1 − θ2‖L2(R2)‖ω1‖Hs(R2)‖ω1 − ω2‖L2(R2)
≤CM‖θ1(t)− θ2(t)‖L2(R2)‖ω1(t)− ω2(t)‖L2(R2),
where we have used the convention that L
2




‖ω1(t)− ω2(t)‖L2(R2) ≤ CM‖θ1(t)− θ2(t)‖L2(R2). (3.8)
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By direct integration in (3.8), we obtain
‖ω1(t)− ω2(t)‖L2(R2)








≤CMT‖θ1 − θ2‖C([0,T ];L2(R2))
for t ∈ [0, T ].
Since ω1 − ω2 ∈ C([0, T ];L2(R2)), we have
‖ω1 − ω2‖C([0,T ];L2(R2)) ≤ CMT‖θ1 − θ2‖C([0,T ];L2(R2)) (3.9)
From (3.9), we can choose sufficiently small T > 0 such that 0 < CMT < 1, therefore the
mapping T : BT → BT is a contraction mapping in the topology of C([0, T ];L2(R2)).
Finally, combining step 1, step 2 and step 3, by virtue of Lemma 2.1, we can conclude the
proof of Lemma 3.1.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. By virtue of Lemma 3.1, there exists exactly one θ ∈ BT such




θt + u · ∇θ = 0, (x, t) ∈ R2 × R+,
u = ∇⊥(−∆)−1+αθ,
θ(x, 0) = θ0(x).
Moreover, in view of Corollary 2.5, we have θ is in C([0, T ];Hs(R2)). This is the ex-
istence part of Theorem 1.1. Next we turn to the uniqueness part. Suppose that
θi ∈ C([0, T ];Hs(R2)), i = 1, 2 are two solutions to the equation (1.1) with the same
initial data θ0 ∈ Hs(R2). Then
{
∂tθ1 + u1 · ∇θ1 = 0,
∂tθ2 + u2 · ∇θ2 = 0.
(3.10)
Subtracting the equations in (3.10), we obtain
∂t(θ1 − θ2) + (u1 − u2) · ∇θ1 + u2 · ∇(θ1 − θ2) = 0. (3.11)
Taking the inner product of (3.11) with θ1 − θ2 in L2(R2) and using the divergence-free
condition, integration by parts, Hölder inequality, Lemma A.3 (used when α = 12 ), Corollary









((u1 − u2) · ∇θ1)(θ1 − θ2)dx−
∫
R2















where we have used the convention that L
2





‖θ1(t)− θ2(t)‖L2(R2) ≤ C‖θ1(t)‖Hs(R2)‖θ1(t)− θ2(t)‖L2(R2).
Applying the Gronwall lemma leads us to the following inequality,




which clearly implies uniqueness of the solution. The proof of Theorem 1.1 is complete.
4. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. The key difference between (1.1) and (1.2) is that
the velocity in (1.1) is naturally divergence-free, while the velocity in (1.2) is not. However,
the local well-posedness still holds true for the equation (1.2).
Proof of Theorem 1.2. By checking the proof of Theorem 1.1, we note that there are
only two places needed to be modified to prove Theorem 1.2, that is, step 3 in the proof of
Lemma 3.1 and the uniqueness part of the solution.
To modify the Step 3 in the proof of Lemma 3.1, we can prove the contraction of the









((u1 − u2) · ∇ω1)(ω1 − ω2)dx−
∫
R2


















‖ω1 − ω2‖L2(R2) + ‖∇u2‖L∞(R2)‖ω1 − ω2‖2L2(R2)
≤C‖θ1 − θ2‖L2(R2)‖ω1‖Hs(R2)‖ω1 − ω2‖L2(R2) + C‖θ2‖Hs(R2)‖ω1 − ω2‖2L2(R2)
≤CM‖θ1(t)− θ2(t)‖L2(R2)‖ω1(t)− ω2(t)‖L2(R2) + CM‖ω1(t)− ω2(t)‖2L2(R2),








≤CM‖ω1(t)− ω2(t)‖L2(R2) + CM‖θ1(t)− θ2(t)‖L2(R2).
By virtue of the Gronwall lemma, we obtain, for t ∈ [0, T ]
‖ω1(t)− ω2(t)‖L2(R2)








≤CMTeCMT‖θ1 − θ2‖C([0,T ];L2(R2)).
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Since
ω1 − ω2 ∈ C([0, T ];L2(R2)),
we have
‖ω1 − ω2‖C([0,T ];L2(R2)) ≤ CMTeCMT ‖θ1 − θ2‖C([0,T ];L2(R2)) (4.1)
Thanks to (4.1), we can choose sufficiently small T > 0 such that 0 < CMTeCMT < 1,
therefore the mapping T : BT → BT is a contraction mapping in the topology of
C([0, T ];L2(R2)).









((u1 − u2) · ∇θ1)(θ1 − θ2)dx−
∫
R2


















‖θ1 − θ2‖L2(R2) + ‖∇u2‖L∞(R2)‖θ1 − θ2‖2L2(R2)




‖θ1(t)− θ2(t)‖L2(R2) ≤ C(‖θ1(t)‖Hs(R2) + ‖θ2(t)‖Hs(R2))‖θ1(t)− θ2(t)‖L2(R2).
By virtue of Gronwall inequality, we obtain
‖θ1(t)− θ2(t)‖L2(R2) ≤ eC
∫ t
0 (‖θ1(τ)‖Hs(R2)+‖θ2(τ)‖Hs(R2))dτ‖θ1(0)− θ2(0)‖L2(R2),
which implies uniqueness of the solution.
Appendix A. Littlewood-Paley theory and Besov spaces
In this appendix, we recall some basic facts about Littlewood-Paley decomposition and
inhomogeneous Besov spaces. For more details, it is referred to [1], [16], [20] and references
therein.
















ϕ(2−jξ) = 1 for each ξ ∈ Rn.
For every u ∈ S ′(Rn), we define the dyadic blocks as
∆−1u = χ(D)u and ∆ju := ϕ(2
−jD)u for each j ∈ N.
We shall also use the following low-frequency cut-off:
Sju := χ(2
−jD)u.





holds in S ′(Rn).
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u ∈ S ′(Rn) : ‖u‖Bsp,q(Rn) < +∞
}
.
Definition A.2. For s ∈ R, 1 ≤ p, q, σ ≤ ∞, I = [0, T ], the inhomogeneous space-time
Besov spaces are defined as
L̃q(I;Bsp,σ(R








It should be remarked that the usual Sobolev spaces Hs(Rn) coincide with Besov spaces
Bs2,2(R
n). Next, we give the embeddings of inhomogenesous Besov spaces.
Lemma A.1 (Embeddings of Besov spaces). Let s, s̃ ∈ R, and 1 ≤ p, q, p̃, q̃ ≤ ∞ The
following continuous embeddings hold true:
(1) Bsp,q(R









(Rn) whenever p̃ ≥ p.
The following lemma is the well-known Bernstein inequality.
Lemma A.2 (Bernstein’s inequality). Let B be a ball of Rn, and C be a ring of Rn.
There exists a positive constant C such that for all integer k ≥ 0, all 1 ≤ a ≤ b ≤ ∞ and








)‖u‖La(Rn), supp û ⊂ λB,
C−(k+1)λk‖u‖La(Rn) ≤ sup
|α|=k
‖∂αu‖La(Rn) ≤ Ck+1λk‖u‖La(Rn), supp û ⊂ λC.
Lastly, we review the classical Calderon-Zygmund inequality in harmonic analysis (see
[19]).
Lemma A.3 (Calderon-Zygmund inequality). For any f ∈ Lp(Rn), 1 < p < ∞, we
have the following inequality
‖Rjf‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
where Cp is a constant depending only on p, which is independent of the function f . Here
Rj denotes the j-th componet of the vectorial Riesz transform










We also remark here that the Riesz operator R is bounded on Sobolev spaces Hs(Rn),
since its Fourier symbol iξ|ξ| is bounded.
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