Global Attraction to Solitary Waves by Komech, Andrey
Global Attraction to Solitary Waves
Vom Fachbereich Mathematik
der Technischen Universita¨t Darmstadt
genehmigte
Habilitationsschrift
zur Erlangung des akademischen Grades
Doctor rerum naturalium habilitatus
(Dr. rer. nat. habil.)
von
Andrey Komech
aus Moskau
Eingereicht am 27. Juni 2008
Gutachter:
Prof. Dr. H.-D. Alber
Prof. Dr. R. Farwig
Prof. Dr. M. Kunze
Prof. Dr. H. Spohn
Prof. Dr. D. Stuart
Darmstadt 2009
Contents
0.1 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
0.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
0.3 Plan of the monograph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1 History of solitary asymptotics for dispersive systems 5
1.1 Quantum theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Solitary waves as global attractors for dispersive systems . . . . . . . . . . . . . . . . . . . 7
2 Description of models and results 11
2.1 Klein-Gordon with one oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Klein-Gordon with several oscillators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Klein-Gordon with mean field interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Attractors 19
3.1 Omega-limit points and omega-limit trajectories . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Global attractor and trajectory attractor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4 Klein-Gordon with one oscillator 25
4.1 Compactness and omega-limit trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Absolute continuity for large frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Spectral analysis of omega-limit trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5 Klein-Gordon with several oscillators 33
5.1 Compactness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Spectral representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3 Absolute continuity for large frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.4 Spectral analysis of omega-limit trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6 Klein-Gordon with mean field interaction 39
6.1 Compactness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2 Spectral representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.3 Absolute continuity for large frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.4 Spectral analysis of omega-limit trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7 Multifrequency solitary waves 51
7.1 Klein-Gordon with several oscillators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.1.1 Linear degeneration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.1.2 Wide gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.2 Klein-Gordon with mean field interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1
2 Andrey Komech
A Existence of solitary waves 55
A.1 Solitary waves for Klein-Gordon with N oscillators . . . . . . . . . . . . . . . . . . . . . . 55
A.2 Solitary waves for Klein-Gordon with mean field interaction . . . . . . . . . . . . . . . . . 56
B Global well-posedness 59
B.1 Klein-Gordon with one oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
B.1.1 Local well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
B.1.2 Smoothness of the solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
B.1.3 Energy conservation and global well-posedness . . . . . . . . . . . . . . . . . . . . 66
B.1.4 Conclusion of the proof of global well-posedness . . . . . . . . . . . . . . . . . . . . 67
B.1.5 Continuous dependence on the initial data in Y −ε . . . . . . . . . . . . . . . . . . 67
B.2 Klein-Gordon with mean field interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
B.2.1 Global well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
C Local energy decay 71
D Quasimeasures and multiplicators 73
D.1 Quasimeasures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
D.2 Multiplicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
D.3 Examples of quasimeasures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
D.4 Conditionally convergent oscillatory integrals . . . . . . . . . . . . . . . . . . . . . . . . . 77
E The Titchmarsh Convolution Theorem 79
E.1 Statement of the theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
E.2 Elementary proof via Paley-Wiener Theorem . . . . . . . . . . . . . . . . . . . . . . . . . 80
Global Attraction to Solitary Waves 3
0.1 Acknowledgments
The author is grateful to the professors at Technische Universita¨t Darmstadt who made the Habilitation
possible, and in particular to Prof. Dr. H.-D. Alber, Prof. Dr. R. Farwig, and Prof. Dr. S. Roch.
His warmest thanks to Prof. Dr. H.-D. Alber who has been patiently helping with all the stages of the
Habilitation process.
The author is grateful to his colleagues Gregory Berkolaiko, Vladimir Buslaev, Vladimir Chepyzhov,
Scipio Cuccagna, Markus Kunze, Dmitry Pelinovsky, Alexei Poltoratski, Alexander Shnirelman, Herbert
Spohn, Walter Strauss, David Stuart, Boris Vainberg, and Mark Vishik for numerous fruitful discussions.
The author is cordially indebted to his teachers and mentors, listed chronologically: R.K. Gordin
(Moscow Mathematical School 57), B.V. Fedosov (Moscow Institute for Physics and Technology), K.A. Ter-
Martirosyan (Institute for Theoretical and Experimental Physics, Moscow), D.H. Phong (Columbia Uni-
versity, New York), and V. Ivrii (University of Toronto).
The author expresses his warmest thanks and deepest respect to his parents, Alexander Komech and
Ljudmila Meister, who have been his most caring teachers and then most valuable advisors.
The author is indebted to his wife Natalia for all her help, care, patience, and love.
During the research, the author has been supported in part by Texas A&M University, the U.S.
National Science Foundation under Grants DMS-0434698 and DMS-0600863, the Institute for Information
Transmission Problems of Russian Academy of Sciences (Moscow), the research group of Prof. Dr. Spohn
at Technische Universita¨t Mu¨nchen (Garching bei Mu¨nchen), and the research group of Prof. Dr. Zeidler
at Max-Planck Institute for Mathematics in the Sciences (Leipzig).
The research and the manuscript preparation was conducted with the aid of the software available with
Debian/GNU Linux distribution under GNU General Public License, in particular TEX/LATEX, Emacs,
OCTAVE, and the freeware gnuplot.
0.2 Outline
The long time asymptotics for nonlinear wave equations have been the subject of intensive research,
starting with the pioneering papers by Segal [Seg63a, Seg63b], Strauss [Str68], and Morawetz and Strauss
[MS72], where the nonlinear scattering and local attraction to zero were considered. Global attraction
(for large initial data) to zero may not hold if there are quasistationary solitary wave solutions of the
form
ψ(x, t) = φ(x)e−iωt, with ω ∈ R, lim
|x|→∞
φ(x) = 0. (0.1)
We will call such solutions solitary waves. Other appropriate names are nonlinear eigenfunctions and
quantum stationary states (the solution (0.1) is not exactly stationary, but certain observable quantities,
such as the charge and current densities, are time-independent indeed).
Existence of such solitary waves was addressed by Strauss in [Str77], and then the orbital stability
of solitary waves in a general case has been considered in [GSS87]. The asymptotic stability of solitary
waves has been obtained by Soffer and Weinstein [SW90, SW92], Buslaev and Perelman [BP93, BP95],
and then by others.
The existing results suggest that the set of orbitally stable solitary waves typically forms a local
attractor, that is, attracts any finite energy solutions that were initially close to it. Moreover, a natural
hypothesis is that the set of all solitary waves forms a global attractor of all finite energy solutions. This
question is addressed in this paper. We develop required techniques and prove global attraction to solitary
waves in several models.
More precisely, for several U(1)-invariant Hamiltonian systems based on the Klein-Gordon equation,
we prove that under certain generic assumptions the global attractor of all finite energy solutions is
finite-dimensional and coincides with the set of all solitary waves. We prove the convergence to the global
attractor in the metric which is just slightly weaker than the convergence in the local energy seminorms.
0.3 Plan of the monograph
We sketch the development of the subject of long-time solitary wave asymptotics for U(1)-invariant
Hamiltonian systems and its relation to the Quantum Theory in Chapter 1. The definitions and results
on global attraction to solitary waves from the recent papers [KK07a, KK07b, KK08] are presented in
Chapter 2. We also give there a very brief sketch of the proof.
In Chapter 3, we formulate the definitions of the attractor and the trajectory attractor in terms of
omega-limit points and omega-limit trajectories. The proofs of the attraction to solitary waves in the
models we study are given in Chapters 4, 5, and 6. The examples of multifrequency solitary waves are
given in Chapter 7.
The existence of solitary waves is addressed in Appendix A. The global well-posedness in the energy
space is proved in Appendix B. In Appendix C we briefly derive the local energy decay for the linear
Klein-Gordon equation. The relevant results on quasimeasures are given in Appendix D. Finally, in
Appendix E, we give a proof of the Titchmarsh Convolution Theoreom.
Chapter 1
History of solitary asymptotics for
dispersive systems
1.1 Quantum theory
Bohr’s stationary orbits as solitary waves
Let us focus on the behavior of the electron in the Hydrogen atom. According to Bohr’s postulates
[Boh13], an unperturbed electron runs forever along certain stationary orbit, which we denote |E〉 and
call quantum stationary state. Once in such a state, the electron has a fixed value of energy E, with
the energy not being lost via emitted radiation. Under a perturbation, the electron can jump from one
quantum stationary state to another,
|E−〉 7−→ |E+〉, (1.1)
emitting or absorbing a quantum of light with the energy equal to the difference of the energies E+ and
E−. The old quantum theory was based on the quantization condition∮
p · dq = 2π~n, n ∈ N. (1.2)
This condition leads to the values
En = − m e
4
2~2n2
, n ∈ N, (1.3)
for the energy levels in Hydrogen, in a good agreement with the experiment. In the above formula, m > 0
is the mass of the electron, e < 0 is its charge, ~ is Planck’s constant, and we assume that the units are
chosen so that the speed of light is equal to 1.
Apparently, the quantization condition (1.2) did not explain the perpetual circular motion of the
electron. According to the classical Electrodynamics, such a motion would be accompanied by the loss
of energy via radiation.
In terms of the wavelength λ = 2π~|p| of de Broglie’s phase waves [Bro24], the condition (1.2) states
that the length of the classical orbit of the electron is the integer multiple of λ. Following de Broglie’s
ideas, Schro¨dinger identified Bohr’s stationary orbits, or quantum stationary states |E〉, with the wave
functions that have the form
ψ(x, t) = φω(x)e
−iωt, ω = E/~, (1.4)
where ~ is Planck’s constant. Physically, the charge and current densities
ρ(x, t) = eψ¯ψ, j(x, t) =
e
2i
(ψ¯ · ∇ψ −∇ψ¯ · ψ) (1.5)
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which correspond to the (quasi)stationary states of the form ψ(x, t) = φω(x)e
−iωt do not depend on time,
and therefore the generated electromagnetic field is also stationary and does not carry the energy away
from the system, allowing the electron cloud to flow forever around the nucleus.
Bohr’s transitions as global attraction to solitary waves
Bohr’s second postulate states that the electrons can jump from one quantum stationary state (Bohr’s
stationary orbit) to another. This postulate suggests the dynamical interpretation of Bohr’s transitions
as long-time attraction
Ψ(t) −→ |E±〉, t→ ±∞ (1.6)
for any trajectory Ψ(t) of the corresponding dynamical system, where the limiting states |E±〉 depend
on the trajectory. Then the quantum stationary states, denote them S, should be viewed as points of the
global attractor, which we denote A.

S
Ψ(t)
|E1〉
|E2〉
|E3〉
|E4〉
Figure 1.1: S is the set of quantum stationary states |En〉 = φn(x)e−iEn~ t, represented by dashed circles.
Under a perturbation, the electron wave function Ψ(t) leaves the initial state |E3〉 and approaches the
final state |E1〉 as t→ +∞. The outgoing photon of the energy hν = E3 − E1 is not pictured.
The attraction (1.6) takes the form of the long-time asymptotics
ψ(x, t) ∼ φω±(x)e−iω±t, t→ ±∞, (1.7)
which holds for each finite energy solution. See Figure 1.1. However, because of the superposition
principle, the asymptotics of type (1.7) are generally impossible for the linear autonomous equation, be
it the Schro¨dinger equation
i~∂tψ = − ~
2
2m
∆ψ − e
2
|x|ψ (1.8)
or relativistic Schro¨dinger or Dirac equation in the Coulomb field. An adequate description of this process
requires to consider the equation for the electron wave function (Schro¨dinger or Dirac equation) coupled
to the Maxwell system which governs the time evolution of the four-potential A(x, t) = (ϕ(x, t),A(x, t)):{
(i~∂t − eϕ)2ψ = (c~i∇− eA)2ψ +m2c4ψ,
¤ϕ = 4πe(ψ¯ψ − δ(x)), ¤A = 4πe ψ¯·∇ψ−∇ψ¯·ψ2i .
(1.9)
Consideration of such a system seems inevitable, because, again by Bohr’s postulates, the transitions
(1.1) are followed by electromagnetic radiation responsible for the atomic spectra which we observe in
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the experiment. Moreover, the Lamb shift (a relatively small difference between 2S1/2 and 2P1/2 energy
levels) can not be explained in terms of the linear Dirac equation in the external Coulomb field. Its
theoretical explanation within the Quantum Electrodynamics is based on taking into account the higher
order interaction of the electron wave function with the electromagnetic field.
The coupled Maxwell-Schro¨dinger system was initially introduced in [Sch26]. It is a U(1)-invariant
nonlinear Hamiltonian system. Its global well-posedness was considered in [GNS95]. One might expect
the following generalization of asymptotics (1.7) for solutions to the coupled Maxwell-Schro¨dinger (or
Maxwell-Dirac) equations:
(ψ(x, t), A(x, t)) ∼ (φω±(x)e−iω±t, Aω±(x)) , t→ ±∞. (1.10)
The asymptotics (1.10) would mean that the set of all solitary waves
{(φωe−iωt, Aω) : ω ∈ R}
forms a global attractor for the coupled system. The asymptotics of this form are not available yet in
the context of coupled systems. Let us mention that the existence of the solitary waves for the coupled
Maxwell-Dirac equations was established in [EGS96].
1.2 Solitary waves as global attractors for dispersive systems
Convergence to a global attractor is well known for dissipative systems, like Navier-Stokes equations (see
[BV92, Hen81, Tem97]). For such systems, the global attractor is formed by the static, stationary states,
and the corresponding asymptotics (1.7) only hold for t→ +∞.
We would like to know whether dispersive Hamiltonian systems could, in the same spirit, possess finite
dimensional global attractors, and whether such attractors are formed by the solitary waves. Although
there is no dissipation per se, we expect that the attraction is caused by certain friction via the dispersion
mechanism (local energy decay). Because of the difficulties posed by the system of interacting Maxwell
and Dirac (or Schro¨dinger) fields (and, in particular, absence of the a priori estimates for such systems),
we will work with simpler models which share certain key properties of the coupled Maxwell-Dirac or
Maxwell-Schro¨dinger systems. Let us try to single out these key features:
(1) The system is U(1)-invariant.
This invariance leads to the existence of solitary wave solutions φω(x)e
−iωt.
(2) The linear part of the system has a dispersive character.
This property provides certain dissipative features in a Hamiltonian system, due to local energy
decay via the dispersion mechanism.
(3) The system is nonlinear.
The nonlinearity is needed for the convergence to a single state of the form φω(x)e
−iωt. Bohr type
transitions to pure eigenstates of the energy operator are impossible in a linear system because of
the superposition principle.
We suggest that these are the very features responsible for the global attraction, such as (1.7) or (1.10),
to “quantum stationary states”.
Remark 1.1. The global attraction (1.7) or (1.10) for U(1)-invariant equations suggests the corresponding
extension to general G-invariant equations (G being the Lie group):
ψ(x, t) ∼ ψ±(x, t) = eΩ±tφ±(x), t→ ±∞, (1.11)
where Ω± belong to the corresponding Lie algebra and eΩ±t are the one-parameter subgroups. Respec-
tively, the global attractor would consist of the solitary waves (1.11). In particular, for the unitary group
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G = SU(3), the asymptotics (1.11) relate the “quantum stationary states” to the structure of the corre-
sponding Lie algebra su(3). On a seemingly related note, let us mention that according to Gell-Mann –
Ne’eman theory [GMN64] there is a correspondence between the Lie algebras and the classification of the
elementary particles which are the “quantum stationary states”. The correspondence has been confirmed
experimentally by the discovery of the Omega-Minus Hyperon.
Besides Maxwell-Dirac system, naturally, there are various nonlinear systems under consideration in
the Quantum Physics. One of the simpler nonlinear models is the nonlinear Klein-Gordon equation which
takes its origin from the articles by Schiff [Sch51a, Sch51b], in his research on the classical nonlinear meson
theory of nuclear forces. The mathematical analysis of this equation has been started by Jo¨rgens and
Segal [Jo¨r61, Seg63a], who studied its global well-posedness in the energy space. Since then, this equation
(alongside with the nonlinear Schro¨dinger equation) has been the main playground for developing tools to
handle more general nonlinear Hamiltonian systems. The nonlinear Klein-Gordon equation is a natural
candidate for having solitary asymptotics (1.7).
Now let us describe the existing results on attractors in the context of dispersive Hamiltonian systems.
Local and global attraction to zero
The asymptotics of type (1.7) were discovered first with ψ± = 0 in the scattering theory. Namely,
Segal, Morawetz, and Strauss studied the (nonlinear) scattering for solutions of nonlinear Klein-Gordon
equation in R3 [Seg66, Str68, MS72]. We may interpret these results as local (referring to small initial
data) attraction to zero:
ψ(x, t) ∼ ψ± = 0, t→ ±∞. (1.12)
The asymptotics (1.12) hold on an arbitrary compact set and mean well-known local (in space) energy
decay. These results were further extended in [GS79, Kla82, GV85, Ho¨r91]. Apparently, there could be
no global attraction to zero (global referring to arbitrary initial data) if there are solitary wave solutions
φω(x)e
−iωt.
Existence of solitary waves
The existence of solitary wave solutions of the form
ψω(x, t) = φω(x)e
−iωt, ω ∈ R, φω ∈ H1(Rn), (1.13)
to the nonlinear Klein-Gordon equation (and nonlinear Schro¨dinger equation) in Rn, in a rather generic
situation, was established in [Str77] (a more general result was obtained in [BL83a, BL83b]). Typically,
such solutions exist for ω from an interval or a collection of intervals of the real line. We denote the set
of all solitary waves by S.
The factor-space S/U(1) in a generic situation is isomorphic to a finite union of intervals. Let
us mention that there are numerous results on the existence of solitary wave solutions to nonlinear
Hamiltonian systems with U(1) symmetry. See e.g. [BL84, CV86, ES95].
While all localized stationary solutions to the nonlinear wave equations in spatial dimensions n ≥ 3
turn out to be unstable [Der64] (the result known as “Derrick’s Theorem”), quasistationary solitary waves
can be orbitally stable. Stability of solitary waves takes its origin from [VK73] and has been extensively
studied by Strauss and his school in [Sha83, SS85, Sha85, GSS87].
Local attraction to solitary waves
First results on the asymptotics of type (1.7) with ω± 6= 0 were obtained for the nonlinear U(1)-invariant
Schro¨dinger equation in the context of asymptotic stability. This establishes asymptotics of type (1.7)
but only for solutions close to the solitary waves, proving the existence of a local attractor. This was first
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done by Soffer and Weinstein and by Buslaev and Perelman in [SW90, BP93, SW92, BP95], and then
developed in [PW97, SW99, Cuc01a, Cuc01b, BS03, Cuc03] and other papers.
Global attraction to solitary waves
The global attraction of type (1.7) with ψ± 6= 0 and ω± = 0 was established in [Kom91, Kom95, KV96,
KSK97, Kom99, KS00] for a number of nonlinear wave problems. There the attractor is the set of all
static stationary states. Let us mention that this set could be infinite and contain continuous components.
In [Kom03] and [KK07a], the attraction to the set of solitary waves (see Figure 1.2) is proved for the
Klein-Gordon field coupled to a nonlinear oscillator. In [KK07b], this result has been generalized for the
Klein-Gordon field coupled to several oscillators. In [KK08], this result is extended to higher-dimensional
setting for a model with the nonlinear self-interaction of the mean field type. In this monograph, we
unify the approach to these models and present their analogues in higher dimensions.
S
Ψ(t)
Ψ|t→+∞
Ψ|t→−∞
Figure 1.2: For t→ ±∞, a finite energy solution Ψ(t) approaches the global attractor A which coincides
with the set of all solitary waves S.
We are aware of but one recent advance [Tao07] in the field of nontrivial (nonzero) global attractors
for Hamiltonian PDEs. In that paper, existence of the global attractor for the nonlinear Schro¨dinger
equation in dimensions n ≥ 5 was considered. The dispersive (outgoing) wave was explicitly specified
using the rapid local energy decay in higher dimensions. The global attractor was proved to be compact,
but it was neither identified with the set of solitary waves nor was proved to be finite-dimensional [Tao07,
Remark 1.18].
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Chapter 2
Description of models and results
2.1 Klein-Gordon with one oscillator
Model
We start with the simplest model, which is the Klein-Gordon equation with the nonlinearity located at
a point:
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) + δ(x)F (ψ(0, t)), x ∈ R, t ∈ R. (2.1)
Above, m > 0 and F is a nonlinear function describing a nonlinear oscillator at the point x = 0. The dots
stand for the derivatives in t, and the primes for the derivatives in x. All derivatives and the equation are
understood in the sense of distributions. We assume that equation (2.1) is U(1)-invariant, where U(1)
stands for the unitary group eiθ, θ ∈ R mod 2π. That is, we assume that
F (eiθψ) = eiθF (ψ), θ ∈ R, ψ ∈ C. (2.2)
This symmetry leads to the charge conservation and to the existence of the solitary wave solutions, which
are finite energy solutions of the following form:
ψω(x, t) = φω(x)e
−iωt, ω ∈ R, φω ∈ H1(R). (2.3)
Above, H1(R) is the Sobolev space.
If we identify a complex number ψ = u + iv ∈ C with the two-dimensional vector (u, v) ∈ R2, then,
physically, equation (2.1) describes small crosswise oscillations of the infinite string in three-dimensional
space (x, u, v) stretched along the x-axis. The string is subject to the action of an “elastic force”
−m2ψ(x, t) and coupled to a nonlinear oscillator of the force F (ψ) attached at the point x = 0.
Remark 2.1. In the context of this model, the assumption (2.2) means that the potential U(ψ) is rotation-
invariant with respect to the x-axis.
Solitary waves
Definition 2.2. (1) The solitary wave solutions (or, briefly, solitary waves) of (2.1) are finite energy
solutions to (2.1) of the form
ψ(x, t) = φω(x)e
−iωt, where ω ∈ R, φω ∈ H1(R). (2.4)
(2) The set of all solitary wave solutions is denoted by S:
S = {ψ ∈ C(R,H1(R)): ψ(x, t) = φω(x)e−iωt, ω ∈ R, φω ∈ H1(R)}. (2.5)
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(3) The solitary manifold is the set of corresponding initial data:
S = {(φω,−iωφω): φω(x)e−iωt ∈ S} . (2.6)
Remark 2.3. Since we only consider U(1)-invariant equations, the set S is invariant under multiplication
by eiθ, θ ∈ R.
The solitary waves for equation (2.1) are constructed in Appendix A.1. According to Remark A.3,
there are numerous nonlinearities leading to the existence of solitary waves.
Hamiltonian structure
We set Ψ(t) = (ψ(x, t), π(x, t)) ∈ C2 and rewrite equation (2.1) in the vector form:
Ψ˙(t) =
[
0 1
∆−m2 0
]
Ψ(t) + δ(x)
[
0
F (ψ(0, t))
]
, (2.7)
where x ∈ R and t ∈ R. We assume that the nonlinearity F admits a real-valued U(1)-invariant potential,
U(ψ) = w(|ψ|2), for some w ∈ C2(R):
F (ψ) = −∇U(ψ) = −2w′(|ψ|2)ψ,
where the gradient is taken with respect to (Reψ, Imψ):
∇U(ψ) = ∂uU + i∂vU, ψ = u+ iv, u, v ∈ R.
Then equation (2.7) can formally be written as a Hamiltonian system,
Ψ˙(t) = JH′(Ψ), J =
[
0 1
−1 0
]
, (2.8)
where H′ is the variational derivative of the Hamilton functional
H(Ψ) = 1
2
∫
R
(|π|2 + |ψ′|2 +m2|ψ|2) dx+ U(ψ(0)), Ψ = [ ψ(x)
π(x)
]
, (2.9)
taken with respect to (Reψ, Imψ) and (Reπ, Imπ).
Since (2.7) is U(1)-invariant, the No¨ther theorem formally implies that the charge functional
Q(ψ, π) = i
2
∫
R
(
ψπ − πψ) dx (2.10)
is (formally) conserved for solutions Ψ(t) =
[
ψ(x, t)
π(x, t)
]
to (2.7).
The phase space
Denote by ‖ · ‖L2 the norm in L2(Rn). Let Hs(Rn), s ∈ R, be the Sobolev space with the norm
‖ψ‖Hs = ‖(m2 −∆)s/2ψ‖L2 . (2.11)
For s ∈ R and R > 0, denote by Hs0(BnR) the space of distributions from Hs(Rn) supported in BnR
(the ball of radius R in Rn). We denote by ‖ · ‖Hs,R the norm in the space Hs(BnR) which is defined as
the dual to H−s0 (BR).
Definition 2.4. Let n ≥ 1.
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(1) X = H1(Rn)× L2(Rn) is the Hilbert space of states Ψ = (ψ, π), with the norm
‖Ψ‖2X = ‖π‖2L2 + ‖∇ψ‖2L2 +m2‖ψ‖2L2 = ‖π‖2L2 + ‖ψ‖2H1 .
(2) For ε ≥ 0, introduce the Banach spaces X −ε = H1−ε(Rn)×H−ε(Rn) with the norm
‖Ψ‖2
X −ε
= ‖(m2 −∆)−ε/2Ψ‖2X = ‖π‖2H−ε + ‖ψ‖2H1−ε .
(3) Define the seminorms
‖Ψ‖2
X −ε,R = ‖π‖2H−ε,R + ‖ψ‖2H1−ε,R, R > 0,
and denote by Y −ε the Banach space with the norm
‖Ψ‖Y −ε =
∞∑
R=1
2−R‖Ψ‖X −ε,R <∞. (2.12)
Lemma 2.5. For any ε > 0, the embedding X ⊂ Y −ε is compact.
Proof. Let Ψj ∈ X , j ∈ N be a sequence such that
‖Ψj‖X ≤ C <∞, j ∈ N. (2.13)
It suffices to specify a Cauchy subsequence in Ψj considered in the space Y
−ε.
Since X is a Hilbert space, we can choose a subsequence of Ψj which is weakly convergent in X to
some Ψ0 ∈ X . Since for any s > s′ and R > 0 the inclusion Hs0(BnR) ⊂ Hs
′
(Rn) is compact (with BnR
being a ball of radius R in Rn), we can choose a smaller subsequence of Ψj which converges in the metric
‖ · ‖X −ε,R. By the diagonalization process, we can choose a yet smaller subsequence of Ψj , which we
denote Ψjr , r ∈ N, which converges in the metric ‖ · ‖X −ε,R, for any R > 0.
Let us show that Ψjr , r ∈ N, is a Cauchy sequence in Y −ε. Pick δ > 0. Choose R0 ∈ N large enough
so that 2−R0C < δ/4, where C is from (2.13). Since Ψjr is convergent in ‖ · ‖X −ε,R for any fixed R > 0,
there is r0 ∈ N such that ‖Ψjr −Ψjr′‖X −ε,R0 < δ/2 for all r, r′ > r0. Then, for all r, r′ > r0,
‖Ψjr −Ψjr′‖Y −ε =
∞∑
R=1
2−R‖Ψjr −Ψjr′‖X −ε,R
≤
R0∑
R=1
2−R‖Ψjr −Ψjr′‖X −ε,R +
∞∑
R=R0+1
2−R‖Ψjr −Ψjr′‖X
≤ ‖Ψjr −Ψjr′‖X −ε,R0 + 2−R0 · 2C <
δ
2
+
δ
2
= δ.
This finishes the proof. 2
Equation (2.7) is formally a Hamiltonian system with the phase space X defined in Definition 2.4 (1)
(with n = 1) and the Hamilton functional H. Both H and Q are continuous functionals on X .
Theorem 2.6 (Global attraction for Klein-Gordon equation with one oscillator).
Assume that F (ψ) = −∇U(ψ), where
U(ψ) =
p∑
l=1
ul|ψ|2l, ul ∈ R, up > 0, and p ≥ 2. (2.14)
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For any (ψ0, π0) ∈ X , the solution ψ(t) to (2.1) with (ψ, ψ˙)|t=0 = (ψ0, π0) converges to the solitary
manifold S in the space Y −ε, for any ε > 0:
lim
t→±∞
dist Y −ε((ψ, ψ˙)|t ,S) = 0, (2.15)
where S is introduced in (2.6) and dist Y −ε(Ψ,S) := inf
s∈S
‖Ψ− s‖Y −ε , with ‖ · ‖Y −ε introduced in (2.12).
Remark 2.7. (1) The existence of a global solution ψ(t) for any finite energy initial data (ψ0, π0) ∈
H1 × L2 is proved in Appendix B.
(2) By (2.14), the nonlinearity is of polynomial character and is strictly nonlinear. This condition is
crucial in our argument: It will allow us to apply the Titchmarsh convolution theorem.
(3) It suffices to prove Theorem 2.6 for t→ +∞.
(4) For the real initial data, we obtain a real-valued solution ψ(t) to (2.1). Therefore, the convergence
(2.15) of (ψ(t), ψ˙(t)) to the set of pairs (φω,−iωφω) with ω ∈ R implies that ψ(t) locally converges
to zero or a static solution.
(5) As the matter of fact, the convergence (2.15) also holds in the local energy seminorms, and, in
particular, in Y −ε with ε = 0. The proof based on the technique of quasimeasures is presented in
[KK07a].
2.2 Klein-Gordon with several oscillators
Let us consider the Klein-Gordon equation with N nonlinear oscillators located at the points X1 < X2 <
· · · < XN :
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) +
N∑
I=1
δ(x−XI)FI(ψ(XI , t)), x ∈ R, t ∈ R. (2.16)
Above, m > 0 and FI are nonlinear functions describing nonlinear oscillators at the points XI . The dots
stand for the derivatives in t, and the primes for the derivatives in x. All derivatives and the equation
are understood in the sense of distributions. We assume that equation (2.16) is U(1)-invariant; that is,
each FI(ψ), 1 ≤ I ≤ N , satisfies (2.2):
FI(e
iθψ) = eiθFI(ψ), θ ∈ R, ψ ∈ C, 1 ≤ I ≤ N.
We denote by X the set of all the locations of oscillators:
X = {X1, X2, . . . , XN}. (2.17)
We will assume that the oscillator forces FI admit real-valued U(1)-invariant potentials:
FI(ψ) = −∇UI(ψ), UI(ψ) = uI(|ψ|2), uI ∈ C2(R), (2.18)
where uI are real-valued. The gradient is taken with respect to (Reψ, Imψ).
Equation (2.16) can formally be written as a Hamiltonian system, with the Hamiltonian
H(ψ, π) = 1
2
∫
R
(|π|2 + |ψ′|2 +m2|ψ|2) dx+ N∑
I=1
UI(ψ(XI)). (2.19)
Since (2.16) is U(1)-invariant, the No¨ther theorem formally implies that the values of the charge functional
Q(ψ, ψ˙) defined in (2.10) are conserved for solutions ψ(t) to (2.16). Both H and Q are continuous
functionals on the space X defined in Definition 2.4 (1).
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Theorem 2.8 (Global attraction for Klein-Gordon equation with N oscillators).
Assume that for all 1 ≤ I ≤ N , one has FI(ψ) = −∇UI(ψ), where
UI(ψ) =
pI∑
l=1
uI,l|ψ|2l, uI,l ∈ R, uI,pI > 0, and pI ≥ 2. (2.20)
If N ≥ 2, assume that the intervals [XI ,XI+1], 1 ≤ I ≤ N − 1, are so small that ∆ := max
1≤I≤N−1
|XI+1−
XI | satisfies ( π2
∆2
+m2
) 1
2
> m
N∏
l=1
(2pl − 1), (2.21)
where pI are exponentials from (2.20). Then for any (ψ0, π0) ∈ X the solution ψ(t) to (2.16) with the
initial data (ψ, ψ˙)|
t=0
= (ψ0, π0) converges to the solitary manifold S in the space Y −ε, for any ε > 0:
lim
t→±∞
dist Y −ε((ψ, ψ˙)|t ,S) = 0, (2.22)
where dist Y −ε(Ψ,S) := inf
s∈S
‖Ψ− s‖Y −ε .
Remark 2.9. The existence of solitary waves for equation (2.16) is addressed in Appendix A.1.
Remark 2.10. In Section 7.1, we construct counterexamples to the convergence (2.22) in the case when
some of FI are linear (in (2.20), some of pI are equal to 1) or when (2.21) is not satisfied.
2.3 Klein-Gordon with mean field interaction
To consider the higher dimensional analog of the above results, we substitute the δ-function coupling by
the one based on the mean field mechanism. This has to be done because the finite energy solutions to
the Klein-Gordon equation in higher dimensions are not necessarily continuous and can not be considered
at a particular point.
We consider the complex Klein-Gordon equation with the mean field self-interaction at N points:
ψ¨(x, t) = ∆ψ(x, t)−m2ψ(x, t) +
N∑
I=1
ρI(x)FI(〈ρI , ψ(·, t)〉), x ∈ Rn, t ∈ R, (2.23)
where
〈ρI , ψ(·, t)〉 =
∫
Rn
ρ¯I(x)ψ(x, t) d
nx.
We assume that ρI(x) = ρ(x − XI), where XI ∈ Rn and ρ is a smooth real-valued function from the
Schwartz class: ρ ∈ S (Rn), ρ 6≡ 0.
We will assume that the dimension is n ≥ 3.
We assume that (2.23) is U(1)-invariant:
FI(e
iθz) = eiθFI(z), z ∈ C, θ ∈ R, 1 ≤ I ≤ N.
We also assume that FI admit real-valued U(1)-invariant potentials:
FI(z) = −∇UI(z), UI(z) = uI(|z|2), uI ∈ C2(R),
where uI are real-valued.
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Solitary waves
The set S of solitary wave solutions to (2.23) is defined similarly to Definition 2.2 as the set of all finite
energy solutions of the form ψ(x, t) = φω(x)e
−iωt with φω ∈ H1(Rn):
S = {ψ ∈ C1(R,H1(Rn)): ψ(x, t) = φω(x)e−iωt, ω ∈ R, φω ∈ H1(Rn)}. (2.24)
The solitary manifold is the set of the corresponding initial data:
S = {(φω,−iωφω): φωe−iωt ∈ S}. (2.25)
Equation (2.23) can formally be written as a Hamiltonian system with the phase space X defined in
Definition 2.4 (1) and the Hamiltonian
H(ψ, π) = 1
2
∫
Rn
(|π|2 + |∇ψ|2 +m2|ψ|2) dnx+ N∑
I=1
UI(〈ρI , ψ〉). (2.26)
Due to U(1)-invariance of (2.23), the functional Q(ψ, ψ˙) (defined in (2.10)) is conserved (formally) for
the solutions of (2.23). Both H and Q are continuous functionals on X .
Let
Zρ = {ω ∈ R\[−m,m]: ρˆ(ξ) = 0 for all ξ ∈ Rn such that m2 + ξ2 = ω2}. (2.27)
Above, ξ2 = |ξ|2.
Define
ΣI(x, ω) = Fξ→x
[ ρˆI(ξ)
ξ2 +m2 − ω2
]
= Fξ→x
[ e−iξ·XI ρˆ(ξ)
ξ2 +m2 − ω2
]
, ω ∈ C+ ∪ (−m,m), (2.28)
where C+ = {ω ∈ C: Imω > 0}. Note that ΣI(·, ω) is an analytic function of ω ∈ C+ with the values
in S (Rn). Since |ΣI(x, ω)| ≤ const|Imω|−1 for ω ∈ C+, we can extend for any x ∈ Rn the function
ΣI(x, ω) to the entire real line ω ∈ R as a boundary trace:
ΣI(x, ω) = lim
ǫ→0+
ΣI(x, ω + iǫ), ω ∈ R, (2.29)
where the limit holds in the sense of tempered distributions.
Definition 2.11. For 1 ≤ I ≤ N , 1 ≤ J ≤ N , define
σIJ(ω) = 〈ρI , ΣJ (·, ω)〉 = 1
(2π)n
∫
Rn
ei(XI−XJ )·ξ|ρˆ(ξ)|2
ξ2 +m2 − (ω + i0)2 d
nξ. (2.30)
Let
ZNσ =
{
ω: det
1≤I,J≤N
σIJ(ω) = 0
}
.
More generally, for N ′ ≤ N , define
ZN
′
σ =
{
ω: ∃ I,J ⊂ {1, . . . , N}, |I| = |J | = N ′, det
I∈I,J∈J
σIJ (ω) = 0
}
.
Denote
Z∗σ = ∪
1≤N ′≤N
ZN
′
σ . (2.31)
Assumption 2.12. Z∗σ is a discrete set of points, and Z
∗
σ ∩ ([−m,m] ∪ Zρ) = ∅.
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Above, Zρ is defined in (2.27) and Z
∗
σ is defined in (2.31).
Remark 2.13. Assume that ξ0 and XI , 1 ≤ I ≤ N , are such that the matrix
SIJ = e
iξ0·(XI−XJ )
is non-degenerate and all its N ′ × N ′ minors, 1 ≤ N ′ ≤ N , are also non-zero. Then, if ρ is such that
ρˆ 6= 0 and ρˆ(ξ) is concentrated in a sufficiently small neighborhood of ξ = ξ0, one has
Z∗σ ∩ [−m,m] = ∅.
Therefore, Z∗σ ∩ ([−m,m] ∪ Zρ) = ∅ (Zρ = ∅ since ρˆ 6= 0).
Remark 2.14. The local well-posedness of (2.23) in the energy space, Theorem B.16, is similar to Theo-
rem B.1, but easier to prove. The local well-posedness of (2.23) is immediate since the nonlinearity in the
right-hand side in (2.23) belongs to H1(Rn). The global well-posedness follows from the a priori bound
on ‖(ψ, ψ˙)‖X which is a consequence of the energy conservation and the bound infz∈C U(z) > −∞.
Theorem 2.15 (Global attraction for Klein-Gordon with mean field interaction).
Assume that for all 1 ≤ I ≤ N , one has FI(z) = −∇UI(z), where
UI(z) =
p∑
l=1
uI,l|z|2l, uI,l ∈ R, uI,pI > 0, and pI ≥ 2. (2.32)
Assume that the coupling function ρ(x) and the points XI , 1 ≤ I ≤ N , are such that Assumption 2.12 is
satisfied.
Then for any (ψ0, π0) ∈ X the solution ψ(t) to equation (2.23) with the initial data (ψ, ψ˙)|t=0 =
(ψ0, π0) converges to the solitary manifold S in the space Y −ε, for any ε > 0:
lim
t→±∞
dist Y −ε((ψ, ψ˙)|t ,S) = 0, (2.33)
where dist Y −ε(Ψ,S) := inf
s∈S
‖Ψ− s‖Y −ε , with ‖ · ‖Y −ε introduced in (2.12).
Remark 2.16. We assume that n ≥ 3. In this case, ΣI(x, ω) defined in (2.29) is smooth near ω = ±m,
and hence is a multiplicator in S ′(R).
Remark 2.17. We do not know whether the Y −ε-convergence with ε > 0 stated in this theorem could be
improved to the Y 0-convergence.
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Chapter 3
Attractors
The consideration in this section applies to models (2.16) and (2.23). We assume that the equations are
written in the Hamiltonian form such as (2.8):
Ψ˙(t) = JH′(Ψ). (3.1)
We will follow the notations of the general theory of attractors [CV02].
Assumption 3.1. We assume that (3.1) satisfies the following properties:
(1) For any Ψ0 ∈ X , there is a unique solution Ψ ∈ C(R,X ) to (3.1) with Ψ|t=0 = Ψ0.
(2) For each Ψ0 ∈ X , there is a constant CΨ0 <∞ such that sup
t∈R
‖Ψ|
t
‖X ≤ CΨ0 .
(3) There is ε0 > 0 such that for any T > 0, any ε ∈ (0, ε0), and any Ψj ∈ C(R,X ), j ∈ N, which are
solutions to (3.1) satisfying
sup
j∈N
‖Ψj |t=0‖X <∞ and Ψj |t=0
Y
−ε
−−−−→
j→∞
X0 ∈ X ,
there is the convergence
Ψj
Cb([−T,T ],Y −ε)−−−−−−−−−−→
j→∞
X,
where X ∈ C(R,X ) is the solution to (3.1) with X|t=0 = X0.
(4) For any ε > 0, the embedding X ⊂ Y −ε is compact.
The space Cb([−T, T ],Y −ε) appearing above is equipped with the the sup-norm
‖Ψ‖Cb([−T,T ],Y −ε) := sup
t∈[−T,T ]
‖Ψ|t‖Y −ε .
Remark 3.2. The solutions to (2.16) and (2.23) satisfy the conditions (1), (2), and (3) of Assumption 3.1
due to Theorem B.1 and Theorem B.16 (see Appendix B). In the case of (2.16), one can take ε0 = 1/2;
for (2.23), one can take any ε0 > 0.
The condition (4) is satisfied for X , Y −ε defined in Definition 2.4 due to Lemma 2.5.
Let Sτ be the time shift operator acting on C(R,S
′):
SτΨ(t) = Ψ(τ + t). (3.2)
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3.1 Omega-limit points and omega-limit trajectories
Definition 3.3 (Omega-limit point of a trajectory). Let Ψ ∈ C(R,X ) be a solution to (3.1). We will
say that X0 ∈ X is the omega-limit point of Ψ, X0 ∈ ω(Ψ), if there is a sequence tj → +∞ such that
Ψ|
tj
S
′
−−−−→
j→∞
X0.
This definition could be reformulated as follows:
ω(Ψ) =
⋂
t≥0
⋃
s≥t
Ψ(s)
 ,
where
[ · ] denotes the closure of the set in the topology of S ′.
Lemma 3.4. Let Ψ ∈ Cb(R,X ). For any sequence {tj : j ∈ N} and any ε > 0,
Ψ|
tj
S
′
−−−−→
j→∞
X0 if and only if Ψ|tj
Y
−ε
−−−−→
j→∞
X0.
In either case, X0 ∈ X .
Due to the a priori bounds in X for solutions to (3.1) (Assumption 3.1 (2)), this lemma shows that
the S ′-convergence in Definition 3.3 could be substituted by the Y −ε-convergence.
Proof. Since Y −ε ⊂ S ′, it suffices to prove that the convergence Ψ|
tj
S
′
−−−−→ X0 as j → ∞ implies
the convergence Ψ|
tj
Y
−ε
−−−−→ X0, j →∞, for any ε > 0.
Since the set Ψ|
tj
is bounded in the Hilbert space X , it contains a weakly convergent (in X )
subsequence. On the other hand, any such subsequence would have to converge (weakly) to X0. It
follows that X0 ∈ X and Ψ|tj weakly converges to X0.
Assume that the sequence Ψ|
tj
does not converge to X0 in the metric ‖·‖Y −ε . Then there is δ > 0 and
a subsequence Ψ|
tjr
, r ∈ N, such that ‖Ψ|
tjr
−X0‖Y −ε > δ for all r ∈ N. On the other hand, due to the
compactness of the inclusion X ⊂ Y −ε (Assumption 3.1 (4)), a sequence Ψ|tjr would have to contain a
subsequence Ψ|
tjrs
, s ∈ N, convergent in Y −ε, whose limit would have to coincide with X0 ∈ X ⊂ Y −ε.
2
Definition 3.5 (Omega-limit set). The ω-limit set of a set B ⊂ X is defined by
ω(B) = {X0: ∃Ψ ∈ C(R,X ), Ψ˙ = JH′(Ψ), Ψ|t=0 ∈ B, X0 ∈ ω(Ψ)} =
⋃
Ψ: Ψ|t=0∈B
ω(Ψ).
This definition could be restated as
ω(B) =
⋂
t≥0
⋃
s≥t
W (s)B
 ,
where W (t) is the dynamical group of equation (3.1) and
[ · ] denotes the closure of the set in the
topology of S ′.
Definition 3.6 (Omega-limit trajectory). Let Ψ ∈ C(R,X ) be a solution to (3.1). We call X ∈ C(R,X )
the omega-limit trajectory of Ψ if there is a sequence tj → +∞ such that
StjΨ
S
′
−−−−→
j→∞
X.
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In this definition, the convergence is in the topology of the space of tempered distributions over space-
time. The following lemma shows that this convergence could be substituted by the Cb([−T, T ],Y −ε)-
convergence.
Lemma 3.7. Let Ψ ∈ C(R,X ) be a solution to either (2.16) or (2.23) written in the form (3.1). For
any sequence {tj : j ∈ N} and any ε > 0,
StjΨ
S
′
−−−−→
j→∞
X if and only if StjΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
j→∞
X, ∀T > 0.
In either case, X ∈ C(R,X ).
Proof. It suffices to prove that the convergence StjΨ
S
′
−→ X implies the convergence StjΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
X, for all T > 0; the converse statement is trivial.
Thus, we assume that
StjΨ
S
′
−→ X, j →∞. (3.3)
Assume that, contrary to the statement of the lemma, there is T > 0, ε > 0, and a subsequence tjr ,
r ∈ N, such that StjrΨ does not converge to X in the topology of Cb([−T, T ],Y −ε). It means that there
is δ > 0 such that
sup
|t|≤T
‖(StrΨ−X)|t‖Y −ε > δ, r ∈ N. (3.4)
By Assumption 3.1 (2), supt∈R ‖Ψ|t‖X < ∞. Therefore, we can choose a subsequence of Ψ|tjr weakly
convergent to some Y0 ∈ X . By Assumption 3.1 (4), we can choose a smaller subsequence, denoted
Ψ|tjrm , m ∈ N, which converges to Y0 in the norm ‖ · ‖Y −ε . Let Y ∈ C(R,X ) be a solution to equation
(3.1) with the initial data Y |
t=0
= Y0, which exists due to Assumption 3.1 (1). Due to the continuous
dependence on the initial data (Assumption 3.1 (3)),
Stjrm Ψ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
m→∞
Y. (3.5)
The convergence (3.3) implies that X = Y for |t| ≤ T , and we see that (3.5) contradicts (3.4). This
contradiction finishes the proof. 2
Now let us prove the existence of omega-limit trajectories.
Proposition 3.8 (Existence of omega-limit trajectories). Let Ψ ∈ C(R,X ) be a solution to equation
(3.1) with the initial data Ψ|
t=0
= Ψ0 ∈ X .
(1) Let ε ∈ (0, ε0). For any sequence tj → +∞ there exists a subsequence tjr , r ∈ N, such that, for any
T > 0,
StjrΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
X,
for some X ∈ C(R,X ).
(2) X(t) satisfies (3.1):
X˙ = JH′(X),
which is understood in the sense of distributions.
(3) There is the bound
sup
t∈R
‖X|
t
‖X <∞.
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Remark 3.9. According to Definition 3.6, the function X appearing as a limit in Part (1) is called
omega-limit trajectory.
Proof. First, let us note that for any Ψ0 ∈ X , Assumption 3.1 (1) provides a solution Ψ ∈ C(R,X ) to
equation (3.1) with the initial data Ψ|
t=0
= Ψ0.
Let tj > 0, j ∈ N be a sequence such that tj →∞. Fix ε ∈ (0, ε0), with ε0 from Assumption 3.1 (3).
Since Ψ|
tj
are bounded in X (Assumption 3.1 (2)) and the embedding X ⊂ Y −ε is compact by
Assumption 3.1 (4), we can pick a subsequence tjr , r ∈ N, of {tj : j ∈ N} such that
Ψ|
tjr
Y
−ε
−−−−→
r→∞
X0, (3.6)
for some X0 ∈ X . By Assumption 3.1 (1), there is a solution X ∈ C(R,X ) to equation (3.1) with the
initial data X|
t=0
= X0 ∈ X .
Let Sτ be the time shift operators on C(R,S
′), introduced in (3.2). By (3.6) and the continuous
dependence of solutions on initial data (Assumption 3.1 (3)), for any T > 0, there is the convergence
StjrΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
X. (3.7)
This finishes the proof of Part (1).
The limit (3.7), combined with equation (3.1), proves Part (2).
Part (3) of the Proposition follows from X|
t=0
= X0 ∈ X and Assumption 3.1 (2). 2
3.2 Global attractor and trajectory attractor
Definition 3.10 (Global attractor). The attractor A ⊂ X is the set of the initial data of all omega-limit
trajectories:
A = ω(X ) = ∪
Ψ(0)∈X
ω(Ψ).
Definition 3.11 (Trajectory attractor). The trajectory attractor (or path attractor) A of equation (3.1)
is the set of all omega-limit trajectories of all finite energy solutions:
A = {X ∈ C(R,X ): ∃Ψ ∈ C(R,X ), Ψ˙ = JH′(Ψ), ∃tj →∞, StjΨ
S
′
−−−−→
j→∞
X}.
Lemma 3.12. There is the following relation between A and A:
A = {Ψ|t=0 : Ψ ∈ A},
A = {Ψ ∈ C(R,X ): Ψ˙ = JH′(Ψ), Ψ|
t=0
∈ A}.
Proof. Assume that X0 ∈ A. By Definition 3.10, this means that there is Ψ ∈ C(R,X ) which is a
solution to (3.1) and a sequence tj → +∞ such that
Ψ|
tj
S
′
−−−−→
j→∞
X0.
By Lemma 3.4,
Ψ|
tj
Y
−ε
−−−−→
j→∞
X0 ∈ X .
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Let X ∈ C(R,X ) be a solution to (3.1) with the initial data X|t=0 = X0. Then, due to the continuous
dependence on the initial data (Assumption 3.1 (3)), for any T > 0 and ε > 0,
StjΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
j→∞
X.
By Definition 3.11, X ∈ A.
Now, conversely, assume that X ∈ A. Then there is Ψ ∈ C(R,X ) and a sequence tj → +∞ such
that StjΨ
S
′
−−−−→ X, and, by Lemma 3.7, for any T > 0 and ε > 0,
StjΨ
Cb([−T,T ],Y −ε)−−−−−−−−−−→
j→∞
X.
In particular, (
StjΨ
)|
t=0
= Ψ|
tj
Y
−ε
−−−−→
j→∞
X|
t=0
.
By Definition 3.10, X|
t=0
∈ A. 2
Lemma 3.13. Let Ψ ∈ C(R,X ) be a solution to Ψ˙ = JH′(Ψ). Then, for any ε > 0,
Ψ(t)
Y
−ε
−−−−→
t→∞
A.
Proof. Assume that, on the contrary, there are δ > 0, a solution Ψ ∈ C(R,X ) to (3.1), and a sequence
tj →∞ such that
dist Y −ε(Ψ|tj ,A) ≥ δ. (3.8)
Since Ψ|
tj
are bounded in X , there is a subsequence Ψ|
tjr
, r ∈ N, which converges in the topology of
Y −ε to some X0. By Definition 3.10, X0 ∈ A, contradicting (3.8). 2
Lemma 3.14. If the set A of all omega-limit trajectories coincides with the set S of all solitary waves,
then, for any finite energy solution Ψ(t) ∈ C(R,X ) and any ε > 0, one has
Ψ|
t
Y
−ε
−−−−→
t→∞
S.
Proof. Since all omega-limit trajectories are solitary waves, Lemma 3.12 implies that
A = {X(0): X ∈ A} = S.
Now the proof follows from Lemma 3.13. 2
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Chapter 4
Klein-Gordon with one oscillator
In this chapter, we give the proof of the global attraction to solitary waves for equation (2.1),
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) + δ(x)F (ψ(0, t)), x ∈ R, t ∈ R, (4.1)
which describes the Klein-Gordon string interacting with a nonlinear oscillator located at the origin
(Theorem 2.6).
We present the argument from [Kom03] and [KK07a], slightly shortened since we prove the convergence
to the attractor in the Y −ε-norm with ε > 0 (as opposed to the convergence in the local energy norm Y 0
proved in [Kom03] and [KK07a]). This argument illustrates the main common points of the arguments
for other models considered in this monograph.
Pick the initial data
(ψ0, π0) ∈ H1(R)× L2(R). (4.2)
According to Theorem B.1 (1) there exists a global solution to (4.1), which we denote ψ(x, t), with the
initial data
(ψ, ψ˙)|t=0 = (ψ0, π0). (4.3)
By Theorem B.1 (4),
(ψ, ψ˙) ∈ Cb(R,X ). (4.4)
4.1 Compactness and omega-limit trajectories
We fix ε ∈ (0, 1/2). According to Proposition 3.8 applied to the model (4.1) (see Remark 3.2), for any
sequence tj → +∞ there exists a subsequence tjr , r ∈ N, such that, for any T > 0,
Stjr (ψ, ψ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
(β, β˙), (4.5)
for some β ∈ C(R,H1(R)) with β˙ ∈ C(R, L2(R)). Recall that the space Y −ε is introduced in Defini-
tion 2.4 (3) and Sτ is the time shift operator (3.2) defined on C(R,S
′).
The function β(x, t) satisfies the equation
β¨(x, t) = β′′(x, t)−m2β(x, t) + δ(x)F (β(x, t)), x ∈ R, t ∈ R, (4.6)
which is understood in the sense of distributions. There is the bound
sup
t∈R
‖(β, β˙)|
t
‖X <∞. (4.7)
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By Lemma 3.14, to conclude the proof of Theorem 2.6, it suffices to check that every omega-limit
trajectory β(x, t) belongs to the set of solitary waves.
Let χ be the solution to the linear Klein-Gordon equation with the initial data (4.2):
χ¨(x, t) = χ′′(x, t)−m2χ(x, t), (χ, χ˙)|
t=0
= (ψ0(x), π0(x)). (4.8)
Lemma 4.1 (Local energy decay of the dispersive component). There is a local energy decay for χ:
lim
t→∞
‖(χ, χ˙)|t‖Y −ε = 0, ∀ε ≥ 0. (4.9)
See Corollary C.2 in Appendix C.
Remark 4.2. Lemma 4.1 means that the dispersive component χ does not give any contribution to the
omega-limit trajectories (see Definition 3.6).
4.2 Absolute continuity for large frequencies
Define
ϕ(x, t) =
{
0, t < 0;
ψ(x, t)− χ(x, t), t ≥ 0. (4.10)
Then ϕ(x, t) solves the following Cauchy problem:
ϕ¨(x, t) = ϕ′′(x, t)−m2ϕ(x, t) + δ(x)f(t), (ϕ, ϕ˙)|
t≤0
= (0, 0), (4.11)
where
f(t) := Θ(t)F (ψ(0, t)), t ∈ R, (4.12)
where Θ(t) is the Heaviside step function. Recall that (ψ, ψ˙) ∈ Cb(R,X ) by (4.4). On the other hand,
since χ(x, t) is a finite energy solution to the free Klein-Gordon equation, we also have (χ, χ˙) ∈ Cb(R,X ).
It follows that ϕ(x, t) = Θ(t)(ψ(x, t)− χ(x, t)) is finite in the energy norm:
(ϕ, ϕ˙) ∈ Cb(R,X ), t ∈ R. (4.13)
Let k(ω) be the analytic function with the domain D := C\((−∞,−m] ∪ [m,+∞)) such that
k(ω) =
√
ω2 −m2, Im k(ω) > 0, ω ∈ D. (4.14)
Let us also denote its limit values at the real axis by
k±(ω) := k(ω ± i0), ω ∈ R. (4.15)
As illustrated on Figure 4.1 (where all square roots take positive values), we have:
k−(ω) = k+(ω) for −m ≤ ω ≤ m,
k−(ω) = −k+(ω) for ω ∈ R\(−m,m), (4.16)
ω k+(ω) > 0 for ω ∈ R\[−m,m].
Let us consider the Fourier transform
ϕ˜(x, ω) = Ft→ω[ϕ(x, t)] =
∫ ∞
0
eiωtϕ(x, t) dt, (x, ω) ∈ R2. (4.17)
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︸ ︷︷ ︸
k(ω±i0)=i√m2−ω2
k(ω−i0)=−√ω2−m2
k(ω+i0)=+
√
ω2−m2
k(ω−i0)=+√ω2−m2
k(ω+i0)=−√ω2−m2 m0−m
..
Figure 4.1: Domain D and the boundary values k±(ω) := k(ω ± i0), ω ∈ R.
This is a continuous function of x ∈ R with values in tempered distributions of ω ∈ R, which satisfies the
following equation (Cf. (4.11)):
−ω2ϕ˜(x, ω) = ∂2xϕ˜(x, ω)−m2ϕ˜(x, ω) + δ(x)f˜(ω), (x, ω) ∈ R2, (4.18)
where
f˜(ω) = Ft→ω[f(t)](ω) =
∫ ∞
0
eiωtf(t) dt, ω ∈ R. (4.19)
Proposition 4.3 (Spectral representation). There is the following relation:
ϕ˜(x, ω) = −e
ik+(ω)|x|
2ik+(ω)
f˜(ω), x ∈ R, ω ∈ R\{±m}. (4.20)
Proof. According to (4.10), ϕ|
t≤0
≡ 0, hence the formula (4.17) could be extended to
ω ∈ C+ := {z ∈ C : Im z > 0},
defining complex Fourier transform of ϕ(x, t):
ϕ˜(x, ω) =
∫ ∞
0
eiωtϕ(x, t) dt, x ∈ R, Imω ≥ 0. (4.21)
Similarly, since f |
t<0
= 0, the formula (4.19) could be extended to ω ∈ C+:
f˜(ω) =
∫ ∞
0
eiωtf(t) dt, Imω ≥ 0. (4.22)
Due to (4.13), ϕ˜(·, ω) is an H1-valued analytic function of ω ∈ C+, and, by (4.11), it satisfies
−ω2ϕ˜(x, ω) = ∂2xϕ˜(x, ω)−m2ϕ˜(x, ω) + δ(x)f˜(ω), Imω ≥ 0. (4.23)
For ω ∈ C+, the solution ϕ˜(x, ω), could be written as a linear combination of the fundamental solutions
G±(x, ω) =
e±ik(ω)|x|
±2ik(ω) , x ∈ R, ω ∈ D,
with k(ω) defined in (4.14) and D plotted on Figure 4.1. These fundamental solutions satisfy
G′′±(x, ω) + (ω
2 −m2)G±(x, ω) = δ(x), x ∈ R, ω ∈ D.
We use the standard “limiting absorption principle” for the selection of the appropriate fundamental
solution. We proved that, for ω ∈ C+, ϕ˜(·, ω) ∈ H1; on the other hand, for ω ∈ C+, only the function
G+(·, ω) is in H1 due to the definition (4.14), while G−(·, ω) is not. This proves that
ϕ˜(x, ω) = −G+(x, ω)f˜(ω) = −e
ik(ω)|x|
2ik(ω)
f˜(ω), ω ∈ C+. (4.24)
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Lemma 4.4. (1)
f˜(ω) = lim
ǫ→0+
f˜(ω + iǫ), ω ∈ R, (4.25)
with the convergence in S ′(R).
(2)
ϕ˜(x, ω) = lim
ǫ→0+
ϕ˜(x, ω + iǫ), ω ∈ R, (4.26)
with the convergence in S ′(R,H1(R)).
Proof. By (4.4), the function ψ(·, t) is bounded in H1(R), uniformly in t ∈ R. By the Sobolev
embedding, ψ(0, ·) ∈ Cb(R), hence the function f(t) = Θ(t)F (ψ(0, t)) is bounded:
f(·) ∈ Cb(R). (4.27)
Since f |
t<0
≡ 0, one has:
f(t) = lim
ǫ→0+
f(t)e−ǫt,
where the convergence is in Cb(R). The convergence (4.25) takes place by the continuity of the Fourier
transform in the space of tempered distributions.
Now we need to consider ϕ˜(x, ω) for ω ∈ R. Since ϕ ∈ Cb(R,H1(R)) by (4.13) and ϕ|t≤0 ≡ 0, we have
ϕ(x, t) = lim
ǫ→0+
ϕ(x, t)e−ǫt, (4.28)
where the convergence holds in e.g. S ′(R,H1(R)), which is the space of H1-valued tempered distribu-
tions. The Fourier transform ϕ˜(x, ω) = Ft→ω[ϕ(x, t)] is defined as a tempered H1-valued distribution of
ω ∈ R. As it follows from (4.28) and the continuity of the Fourier transform in S ′(R), for each x ∈ R,
the function ϕ˜(x, ω) of ω ∈ R can be considered as the boundary value of the analytic function ϕ˜(x, ω),
ω ∈ C+. This proves (4.26). 2
Now we can extend the relation (4.24) to ω ∈ R. We use Lemma 4.4 (1) and (2) to take the limit
Imω → 0+ in both sides of the relation (4.24), and keep in mind that k(ω) is smooth for ω ∈ C+∪R\{±m}
and hence is a multiplicator in the space of distributions. 2
Remark 4.5. One can use the fact that for each x ∈ R, the distribution ϕ˜(x, ω) is a quasimeasure (see
Remark 4.6), while the factor in (4.24) is a multiplicator in the space of quasimeasures for all ω ∈ C+∪R.
Then the formula (4.20) follows for ω ∈ R.
Remark 4.6. A tempered distribution µ(ω) ∈ S ′(R) is called a quasimeasure if
µˇ(t) = F−1ω→t[µ(ω)] ∈ Cb(R).
For more details on quasimeasures and multiplicators in the space of quasimeasures, see Appendix D.
Proposition 4.7 (Absolute continuity of spectrum). The distribution f˜(ω) is absolutely continuous for
ω ∈ R\[−m,m], and moreover ∫
R\[−m,m]
|f˜(ω)|2 dω
ωk+(ω)
<∞, (4.29)
where ωk+(ω) > 0 for ω ∈ R\[−m,m] by (4.16).
Proof. We use the Paley-Wiener arguments. Namely, the Parseval identity and (4.13) imply that
∫
R
‖ϕ˜(·, ω + iǫ)‖2L2 dω = 2π
∞∫
0
e−2ǫt‖ϕ(·, t)‖2L2 dt ≤
const
ǫ
, ǫ > 0. (4.30)
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On the other hand, we can calculate the term in the left-hand side of (4.30) exactly. According to (4.24),
ϕ˜(x, ω + iǫ) = − e
ik(ω+iǫ)|x|
2ik(ω + iǫ)
f˜(ω + iǫ),
hence (4.30) results in
ǫ
∫
R
‖eik(ω+iǫ)|x|‖2L2
|k(ω + iǫ)|2 |f˜(ω + iǫ)|
2 dω ≤ const, ǫ > 0. (4.31)
Here is a crucial observation about the norm of eik(ω+iǫ)|x|.
Lemma 4.8. (1) For ω ∈ R\(−m,m),
lim
ǫ→0+
ǫ
‖eik(ω+iǫ)|x|‖2L2
|ωk(ω + iǫ)|2 =
1
ωk+(ω)
. (4.32)
(2) For any δ > 0 there exists ǫδ > 0 such that for ω ∈ R\[−m− δ,m+ δ] and ǫ ∈ (0, ǫδ),
ǫ
‖eik(ω+iǫ)|x|‖2L2
|ωk(ω + iǫ)|2 ≥
1
2ωk+(ω)
. (4.33)
Remark 4.9. The asymptotic behavior of the L2-norm of eik(ω+iǫ) stated in the lemma is easy to un-
derstand: for ω ∈ R\[−m,m], this norm is finite for ǫ > 0 due to the small positive imaginary part of
k(ω + iǫ), but it becomes unboundedly large when ǫ → 0+. Let us also mention that the expression in
the left-hand side of (4.32) is easy to evaluate in the momentum space. Since
Fx→ξ
[
eik(ω+iǫ)|x|
2ωk(ω + iǫ)
]
=
1
ξ2 +m2 − (ω + iǫ)2 =
1
ξ2 − k21
,
where k1 = k(ω + iǫ) ∈ C+, we have:
‖eik(ω+iǫ)|x|‖2L2
4|ωk(ω + iǫ)|2 =
1
2π
∫
R
dξ
|ξ2 − k21|2
=
1
2π
∫
R
dξ
(ξ + k1)(ξ − k1)(ξ + k¯1)(ξ − k¯1)
.
Closing the contour of integration at ξ → +i∞ and using the Cauchy Residue Theorem (note that
k1 ∈ C+ and −k¯1 ∈ C+), one gets:
‖eik(ω+iǫ)|x|‖2L2
4|ωk(ω + iǫ)|2 =
i
2(k21 − k¯21)
(
1
k1
+
1
k¯1
)
.
The relation (4.32) follows after we note that k21 − k¯21 = (ω + iǫ)2 − (ω − iǫ)2 = 4iωǫ.
Substituting (4.33) into (4.31), we get:∫
|ω|≥m+δ
|f˜(ω + iǫ)|2 dω
ωk+(ω)
≤ 2C, 0 < ǫ < ǫδ, (4.34)
with the same C as in (4.31). We conclude that for each δ > 0 the set of functions
gδ,ǫ(ω) =
f˜(ω + iǫ)
|ωk+(ω)|1/2 , 0 < ǫ < ǫδ,
defined for ω ∈ Ωδ, is bounded in L2(R\[−m− δ,m+ δ]), and hence is weakly compact. The convergence
of the distributions (4.26) implies the following weak convergence in L2(R\[−m− δ,m+ δ]):
gδ,ǫ ⇁ gδ, ǫ→ 0+,
where the limit function gδ(ω) coincides with the distribution f˜(ω)|ωk+(ω)|−1/2 restricted onto R\[−m−
δ,m + δ]. It remains to note that, by (4.34), the norms of all functions gδ, δ > 0, are bounded in
L2(R\[−m− δ,m+ δ]) by a constant independent on δ, hence (4.29) follows. 2
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4.3 Spectral analysis of omega-limit trajectories
By Lemma 4.1, as t → ∞, the dispersive component χ(·, t) converges to zero in Y −ε, for any ε ≥ 0.
On the other hand, according to (4.5), the functions ψ(x, tjr + t) converge to β(x, t) as r → ∞, in the
topology of Cb([−T, T ],Y −ε), for any T > 0 and 0 < ε < 1/2. Hence, the functions ϕ(x, tjr + t) =
Θ(tjr + t)(ψ(x, tjr + t)− χ(x, tjr + t)) also converge to β(x, t):
ϕ(x, tjr + t)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
β(x, t), (4.35)
for any T > 0 and 0 < ε < 1/2.
For brevity, we denote
β(t) := β(0, t), (4.36)
g(t) := F (β(0, t)). (4.37)
By (4.6), the function β˜(x, ω), which is the Fourier transform of β(x, t), satisfies the equation
−ω2β˜(x, ω) = β˜′′(x, ω)−m2β˜(x, ω) + δ(x)g˜(ω), (x, ω) ∈ R2, (4.38)
valid in the sense of tempered distributions of (x, ω) ∈ R2. Above, g˜(ω) is the Fourier transform of g(t).
According to (4.7), β˜(x, ω) is a continuous function of x ∈ R with values in tempered distributions of
ω ∈ R.
Lemma 4.10. Let u ∈ S ′(R) and {tj : j ∈ N} be such that limj→∞ tj = ∞. If
ei ωtju
S
′
−→ v ∈ S ′(R) (4.39)
and u|I ∈ L1loc(I) for some open set I ⊂ R, then v|I = 0.
Proof. Pick any ζ ∈ C∞0 (R) with supp ζ ⊂ I. Then, due to the convergence (4.39), 〈ζ, ei ωtjru〉 −→
〈ζ, v〉. On the other hand, 〈ζ, ei ωtjru〉 = Fω→t[ζ(ω)u(ω)](tjr ) → 0, as the Fourier transform of the L1-
function ζu. It follows that 〈ζ, v〉 = 0. Since ζ is an arbitrary smooth function with support in I, we are
done. 2
Lemma 4.11 (Compactness of spectrum).
supp β˜ ⊂ [−m,m].
Proof. By (4.35), for any x ∈ R, we have:
ϕ(x, tjr + t)
S
′
−→ β(x, t), t ∈ R. (4.40)
Since ϕ(x, tj + t) =
1
2π
∫
R
e−iωte−iωtj ϕ˜(x, ω) dω, the relation (4.40) implies that, for any x ∈ R,
e−iωtjr ϕ˜(x, ω) S
′
−→ β˜(x, ω), r →∞. (4.41)
By Proposition 4.7, ϕ˜(0, ω) is locally L2 for ω ∈ R\[−m,m]. Therefore, the convergence (4.41) and
Lemma 4.10 show that β˜(ω) := β˜(0, ω) vanishes for ω ∈ R\[−m,m]. 2
Lemma 4.12 (Spectral representation for β). The distribution β˜(x, ω) admits the following representa-
tion:
β˜(x, ω) = −e
ik+(ω)|x|
2ik+(ω)
g˜(ω), x ∈ R, ω ∈ R\{±m}. (4.42)
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Proof. Due to (4.5), we also have
f(tjr + t) := F (ψ(0, tjr + t))
S
′
−→ F (β(0, t)) =: g(t),
hence, due to the continuity of the Fourier transform in S ′,
eiωtjr f˜(ω)
S
′
−→ g˜(ω), ω ∈ R. (4.43)
Now the statement of the lemma can be proved by starting with the relation (4.20) proved in Proposi-
tion 4.3 and applying the limits (4.41) and (4.43). When taking the limits, we use the fact that k(ω) is
smooth for ω ∈ R\{±m} and hence the expression eik(ω)|x|2ik(ω) , ω ∈ R\{±m}, is a multiplicator in S ′ away
from ω = ±m. 2
Lemma 4.13. The points ω = ±m can not be isolated points of the support of g˜(ω).
Proof. Let us assume that, on the contrary, ω0 = m or −m is an isolated point of the support of g˜. Pick
an open neighborhood U of ω0 such that U ∩ supp g˜ = {ω0}. Pick ζ ∈ C∞0 (R) such that supp ζg˜ ⊂ U ,
ζ(ω0) = 1. Then
ζ(ω)g˜(ω) = Mδ(ω −m), M ∈ C\{0}, (4.44)
where the derivatives of δ(ω −m) do not appear since ζˇ ∗ g(t) is bounded. By (4.42), we have, for any
x ∈ R, U ∩ supp β˜(x, ·) ⊂ {ω0}, hence
ζ(ω)β˜(x, ω) = δ(ω − ω0)b(x), b ∈ H1(R). (4.45)
Again, the terms with the derivatives of δ(ω−ω0) are prohibited since 〈α, ζˇ ∗β(·, t)〉 are bounded for any
α ∈ C∞0 (R). The inclusion b(x) ∈ H1(R) is due to β˜ ∈ S ′(R,H1(R)).
Multiplying (4.38) by ζ(ω) and taking into account (4.44), (4.45), and the relation ω20 = m
2, we see
that the distribution b(x) satisfies the equation
0 = b′′(x) +Mδ(x).
M 6= 0 would lead to b 6∈ H1(R), contradicting the inclusion β˜ ∈ S ′(R,H1(R)). This contradiction
shows that ω = ±m can not be isolated points of the support of g˜, finishing the proof. 2
Lemma 4.14. supp g˜(·) ⊂ supp β˜.
Proof. By Lemma 4.12,
supp g˜(·) ⊂ supp β˜ ∪ {±m}.
Now the statement of the lemma follows from Lemma 4.13. 2
Lemma 4.15 (Reduction to point spectrum). Either supp β˜ = {ω⋆} for some ω⋆ ∈ [−m,m] or β˜ = 0.
Proof. By (2.20), the Fourier transform g˜(ω) of g(t) := F (β(0, t)) is given by
g˜ = −
p∑
l=1
2l ul (β˜ ∗ β˜) ∗ . . . ∗ (β˜ ∗ β˜)︸ ︷︷ ︸
l−1
∗β˜. (4.46)
Now we will use the Titchmarsh Convolution Theorem [Tit26] which could be stated as follows:
For any u, v ∈ E ′(R), sup supp(u ∗ v) = sup suppu+ sup supp v.
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Above, E ′(R) is the space of compactly supported distributions. For more details and a proof, see
Appendix E.
Applying the Titchmarsh Convolution Theorem to the convolutions in (4.46), we obtain the following
equality:
sup supp g˜ ≥ sup supp β˜ + (p− 1)(sup supp β˜− inf supp β˜). (4.47)
We used the relation
sup supp β˜ = − inf supp β˜.
We wrote “≥” in (4.47) because of possible cancellations in the summation in the right-hand side of
(4.46). Note that the Titchmarsh Theorem is applicable to each summand in the right-hand side of
(4.46) since by Lemma 4.11 the function β˜ is compactly supported (supp β˜ ⊂ [−m,m]).
Comparing (4.47) with the statement of Lemma 4.14, we conclude that
(p− 1)(sup supp β˜− inf supp β˜) = 0. (4.48)
Since p ≥ 2 by (2.20) (which means that the oscillator at x = 0 is nonlinear), we conclude that supp β˜
consists of at most a single point ω⋆ ⊂ [−m,m]. 2
Lemma 4.16. β(x, t) is a solitary wave:
β(x, t) = φ(x)e−iω⋆t,
where ω⋆ ∈ (−m,m) and φ ∈ H1(R) satisfies
−ω2⋆φ(x) = φ′′(x)−m2φ(x) + δ(x)F (φ(0)), x ∈ R. (4.49)
Proof. By Lemma 4.15, supp β˜ ⊂ {ω⋆}, with ω⋆ ∈ [−m,m]. Therefore,
β˜(ω) = a1δ(ω − ω⋆), with some a1 ∈ C. (4.50)
Note that the derivatives δ(k)(ω − ω⋆), k ≥ 1 do not enter the expression for β˜(ω) since β(t) = β(0, t)
is a bounded continuous function of t due to the bound (4.7). The relation (4.50), together with (4.46),
yield that
g˜(ω) = g1δ(ω − ω⋆), with some g1 ∈ C. (4.51)
Now Lemma 4.12 implies that the omega-limit trajectory β(x, t) is a solitary wave:
β(x, t) = φ(x)e−iω⋆t.
Since β˜(x, ω) solves (4.38), φ(x) satisfies (4.49).
Remark 4.17. By Lemma 4.13, ω⋆ = ±m could only correspond to the zero solution.
2
According to Lemma 3.14, Lemma 4.16 completes the proof of (2.15).
Chapter 5
Klein-Gordon with several oscillators
In this Chapter, we are going to prove Theorem 2.8, which states the global attraction to the set of
solitary waves for all finite energy solutions to the equation
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) +
N∑
I=1
δ(x−XI)FI(ψ(XI , t)), x ∈ R, t ∈ R, (5.1)
which describes the Klein-Gordon field interacting with oscillators FI , 1 ≤ I ≤ N , located at the points
XI ∈ R.
Pick
(ψ0, π0) ∈ H1(R)× L2(R). (5.2)
According to Theorem B.1 (1) there exists a global solution to (5.1), which we denote ψ(x, t), with the
initial data
(ψ, ψ˙)|
t=0
= (ψ0, π0). (5.3)
By Theorem B.1 (4),
(ψ, ψ˙) ∈ Cb(R,X ). (5.4)
5.1 Compactness
Fix ε ∈ (0, 1/2). Proposition 3.8, applied to the model (5.1), states that for any sequence tj → +∞ there
exists a subsequence tjr , r ∈ N, such that, for all T > 0,
Stjr (ψ, ψ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
(β, β˙), (5.5)
for some β ∈ C(R,H1(R)) with β˙ ∈ C(R, L2(R)). The function β(x, t) satisfies the equation (5.1),
β¨(x, t) = β′′(x, t)−m2β(x, t) +
N∑
I=1
δ(x−XI)FI(β(x, t)), x ∈ R, t ∈ R, (5.6)
which is understood in the sense of distributions, and obeys the bound
sup
t∈R
‖(β, β˙)|
t
‖X <∞. (5.7)
By Lemma 3.14, to conclude the proof of Theorem 2.8, it suffices to check that every omega-limit
trajectory β(x, t) belongs to the set of solitary waves.
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Let χ(x, t) be the solution to the following Cauchy problem:
χ¨(x, t) = χ′′ −m2χ, (χ, χ˙)|t=0 = (ψ0(x), π0(x)), (5.8)
where (ψ0(x), π0(x)) is the initial data from (5.2).
Let us denote
fI(t) := Θ(t)FI(ψ(XI , t)), t ∈ R. (5.9)
Since (ψ(x, t), ψ˙(x, t)) ∈ Cb(R,X ) by (5.4), one has ψ(XI , ·) ∈ Cb(R) for 1 ≤ I ≤ N by the Sobolev
embedding, and hence fI(t) ∈ Cb(R).
Define
ϕ(x, t) =
{
0, t < 0;
ψ(x, t)− χ(x, t), t ≥ 0.
Then ϕ(x, t) satisfies
ϕ¨(x, t) = ∂2xϕ(x, t)−m2ϕ(x, t) +
N∑
I=1
δ(x−XI)fI(t), t ≥ 0, (5.10)
with (ϕ, ϕ˙)|
t≤0
= (0, 0). With both (ψ, ψ˙) and (χ, χ˙) ∈ Cb(R,X ), one also has the same inclusion for
ϕ(x, t) = Θ(t)(ψ(x, t)− χ(x, t)):
(ϕ(x, t), ϕ˙(x, t)) ∈ Cb(R,X ), t ∈ R. (5.11)
5.2 Spectral representation
Proposition 5.1. There is the following representation for ϕ in terms of fI , 1 ≤ I ≤ N :
ϕ˜(x, ω) = −
N∑
I=1
eik+(ω)|x−XI |
2ik+(ω)
f˜I(ω), ω ∈ R. (5.12)
The function k+(ω) is defined in (4.16).
Proof. Let us analyze the complex Fourier transforms of ϕ(x, t):
ϕ˜(x, ω) = Ft→ω[ϕ(x, t)] =
∫ ∞
0
eiωtϕ(x, t) dt, ω ∈ C+, (5.13)
where C+ := {z ∈ C : Im z > 0}. Due to (5.11), ϕ˜(·, ω) are H1-valued analytic functions of ω ∈ C+.
Equation (5.10) implies that ϕ˜ satisfies
−ω2ϕ˜(x, ω) = ∂2xϕ˜(x, ω)−m2ϕ˜(x, ω) +
N∑
I=1
δ(x−XI)f˜I(ω), ω ∈ C+. (5.14)
The fundamental solutions G±(x, ω) =
e±ik(ω)|x|
±2ik(ω) satisfy
G′′±(x, ω) + (ω
2 −m2)G±(x, ω) = δ(x), ω ∈ C+.
The solution ϕ˜(x, ω) could be written as a linear combination of these fundamental solutions. Arguing
as before (4.24), we see that, as the matter of fact, ϕ˜(x, ω) is expressed in terms of G+ only:
ϕ˜(x, ω) = −
N∑
I=1
G+(x−XI , ω)f˜I(ω) = −
N∑
I=1
eik(ω)|x−XI |
2ik(ω)
f˜I(ω), ω ∈ C+. (5.15)
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Lemma 5.2. (1)
f˜I(ω) = lim
ǫ→0+
f˜I(ω + iǫ), ω ∈ R, 1 ≤ I ≤ N,
with the convergence in S ′(R).
(2)
ϕ˜(x, ω) = lim
ǫ→0+
ϕ˜(x, ω + iǫ), ω ∈ R,
with the convergence in S ′(R,H1(R)).
The proof repeats the proof of Lemma 4.4.
The formula (5.12) follows from taking the limit Imω → 0+ in both the left- and right-hand sides of
the relation (5.15) and using Lemma 5.2. Note that the exponential factors eik(ω+i0)|x−XI | are not smooth
as functions of ω, and therefore are not multipliers in the space of tempered distributions. To take the
limit Imω → 0+ in (5.15), we take into account that ϕ˜(XI , ω) and f˜I(ω) are quasimeasures, while the
exponential factors are multiplicators in the space of quasimeasures. For more details, see Appendix D,
Lemma D.6.
2
Denote
ϕI(t) := ϕ(XI , t), 1 ≤ I ≤ N. (5.16)
Lemma 5.3. For x ≤ X1 and x ≥ XN , one has:
ϕ˜(x, ω) =

e−ik+(ω)(x−X1)ϕ˜1(ω), x ≤ X1,
eik+(ω)(x−XN )ϕ˜N (ω), x ≥ XN ,
ω ∈ R.
Proof. For x ≤ X1, Proposition 5.1 yields
ϕ˜(x, ω) = −
N∑
I=1
e−ik(ω)(x−XI)
2ik(ω)
f˜I(ω) = −e−ik(ω)(x−X1)
N∑
I=1
e−ik(ω)(X1−XI)
2ik(ω)
f˜I(ω),
hence
ϕ˜(x, ω) = e−ik(ω)(x−X1)ϕ˜(X1, ω), x ≤ X1, ω ∈ R.
Similarly, for x ≥ XN , the relation (5.12) yields
ϕ˜(x, ω) = eik(ω)(x−XN )ϕ˜(XN , ω), x ≥ XN , ω ∈ R.
2
Lemma 5.4. For any I, 1 ≤ I < N − 1,
ϕ˜I+1(ω) = e
−i(XI+1−XI)k(ω)ϕ˜I(ω)−
∑
J≤I
eik(ω)(XI−XJ )
sin
(
k(ω)(XI+1 −XI)
)
k(ω)
f˜J(ω),
where ω ∈ R.
Proof. We have:
ϕ˜I(ω) := ϕ˜(XI , ω) = −
N∑
J=1
eik(ω)|XI−XJ |
2ik(ω)
f˜J(ω), ω ∈ R,
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ϕ˜I+1(ω) := ϕ˜(XI+1, ω) = −
N∑
J=1
eik(ω)|XI+1−XJ |
2ik(ω)
f˜J(ω), ω ∈ R.
Therefore, there is the following relation:
ϕ˜I+1(ω)− e−i(XI+1−XI)k(ω)ϕ˜I(ω)
= −
N∑
J=1
eik(ω)|XI+1−XJ | − eik(ω)|XI−XJ |e−i(XI+1−XI)k(ω)
2ik(ω)
f˜J(ω)
= −
∑
J≤I
eik(ω)(XI+1−XJ ) − eik(ω)(2XI−XI+1−XJ )
2ik(ω)
f˜J(ω)
= −
∑
J≤I
eik(ω)(XI−XJ )
sin
(
k(ω)(XI+1 −XI)
)
k(ω)
f˜J(ω), ω ∈ R. (5.17)
Let us note that the terms with J > I disappeared from the summation due to the ordering X1 < X2 <
· · · < XN . 2
5.3 Absolute continuity for large frequencies
Lemma 5.5. The distributions ϕ˜1(ω), ϕ˜N (ω) are absolutely continuous for ω ∈ R\[−m,m], and more-
over ∫
ω∈R\[−m,m]
[|ϕ˜1(ω)|2 + |ϕ˜N (ω)|2] k+(ω)
ω
dω <∞, (5.18)
where k+(ω)/ω > 0 for ω ∈ R\[−m,m] by (4.16).
The bound for each of ϕ˜1(ω), ϕ˜N (ω) is obtained by applying the proof of Proposition 4.7 and using
the representation for ϕ˜(x, ω) for x ≤ X1 and x ≥ XN from Lemma 5.3.
5.4 Spectral analysis of omega-limit trajectories
The Fourier transform of β in time, β˜(x, ω), is a continuous function of x ∈ R with values in tempered
distributions of ω ∈ R. By (5.6), it satisfies the equation
−ω2β˜(x, ω) = β˜′′(x, ω)−m2β˜(x, ω) +
N∑
I=1
δ(x−XI)g˜I(ω), (x, ω) ∈ R2, (5.19)
valid in the sense of tempered distributions of (x, ω) ∈ R2, where g˜I(ω) are the Fourier transforms of the
functions
gI(t) := FI(β(XI , t)), 1 ≤ I ≤ N. (5.20)
We also denote
βI(t) := β(XI , t), ΣI := supp β˜I , 1 ≤ I ≤ N. (5.21)
Lemma 5.6. There is the following relation:
β˜I+1(ω) = e
−i(XI+1−XI)k(ω)β˜I(ω)−
∑
J≤I
eik(ω)(XI−XJ )
sin
(
k(ω)(XI+1 −XI)
)
k(ω)
g˜J (ω),
where ω ∈ R.
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Proof. The convergence (5.5) implies that for all 1 ≤ I ≤ N ,
fI(tjr + t) := F (ψ(XI , tjr + t))
S
′
−→ F (β(XI , t)) =: gI(t), r →∞,
and hence
e−iωtjr f˜I(ω)
S
′
−→ g˜I(ω), r →∞. (5.22)
Corollary C.2 implies that, for any T > 0, Stj (χ, χ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→ (0, 0) as j → ∞, hence the
convergence (5.5) leads to
Stjr (ϕ, ϕ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
(β, β˙).
This, together with the continuity of the projection
Π : Y −ε → Cb([−X,X]), Π : (ψ, π) 7→ ψ, ∀X > 0
(see Lemma B.7 in Appendix B), implies that, for any x ∈ R, there is the convergence
ϕ(x, tjr + t)
Cb([−T,T ])−−−−→ β(x, t), r →∞,
for any T > 0, hence
e−iωtjr ϕ˜(x, ω) S
′
−→ β˜(x, ω), r →∞. (5.23)
To finish the proof, we apply (5.22) and (5.23) to the representation from Lemma 5.4. Note that the
factor
sin
(
k(ω)(XI+1−XI)
)
k(ω) is a smooth function of ω and defines a multiplicator in the space of tempered
distributions. The factors eik(ω)(XI−XJ ) are not smooth at ω = ±m; still, since ϕ˜I , f˜I belong to the
space of quasimeasures and eik(ω)(XI−XJ ) are multiplicators in this space (see Appendix D, Lemma D.6),
the proof follows. 2
Lemma 5.7. For I = 1 and I = N , one has ΣI := supp β˜I ⊂ [−m,m].
Proof. This follows from Lemma 4.10, applied to the convergence (5.23), and using the fact that ϕ˜1
and ϕ˜N are locally L
2 for ω ∈ R\[−m,m] (see Lemma 5.5). 2
Proposition 5.8. Any omega-limit trajectory β(x, t) is a solitary wave, i.e. β(x, t) = φ(x)e−iω⋆t with
ω⋆ ∈ [−m,m] and φ(x) ∈ H1(R).
Proof. The proof is based on the following lemmas.
Lemma 5.9. If Σ1 = ∅, then β(x, t) ≡ 0.
Proof. The condition Σ1 = ∅ is equivalent to β1(t) ≡ 0. This implies that g1(t) := F1(β1(t)) ≡ 0. By
Lemma 5.6, β2(t) ≡ 0. By induction, β˜I(ω) ≡ 0, g˜I(ω) ≡ 0 for 1 ≤ I ≤ N .
2
Now we consider the case Σ1 6= ∅.
Lemma 5.10. If Σ1 6= ∅, then Σ1 = {ω⋆} for some ω⋆ ∈ [−m,m].
Proof. By Lemma 5.7, we know that Σ1 ⊂ [−m,m]. To show that Σ1 consists of a single point, we assume
that, on the contrary, inf Σ1 < supΣ1. By (2.20), the Fourier transform g˜1(ω) of g1(t) := F1(β(X1, t)) is
given by
g˜1 = −
p1∑
l=1
2l u1,l (β˜1 ∗ β˜1) ∗ . . . ∗ (β˜1 ∗ β˜1)︸ ︷︷ ︸
l−1
∗β˜1. (5.24)
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Applying the Titchmarsh Convolution Theorem (see Appendix E) to the convolutions in (5.24), we obtain
the following equalities:
inf supp g˜1 = inf supp β˜1 + (p1 − 1) inf supp(β˜1 ∗ β˜1)
= inf Σ1 + (p1 − 1)(inf Σ1 − supΣ1), (5.25)
sup supp g˜1 = sup supp β˜1 + (p1 − 1) sup supp(β˜1 ∗ β˜1)
= supΣ1 + (p1 − 1)(sup Σ1 − inf Σ1), (5.26)
where we used the relations
inf supp β˜1 = − sup supp β˜1, sup supp β˜1 = − inf supp β˜1.
Note that the Titchmarsh Theorem is applicable since supp β˜1 is compact (supp β˜1 ⊂ [−m,m] by
Lemma 5.7). Note that, because of inf Σ1 ≥ −m and supΣ1 ≤ m, one has
supp g˜1 ⊂ [−(2p1 − 1)m, (2p1 − 1)m]. (5.27)
Since we assumed that inf Σ1 < supΣ1, (5.25) and (5.26) imply that inf supp g˜1 < inf Σ1, sup supp g˜1 >
supΣ1. The ratio sin(k+(ω)(X2 −X1))/k+(ω) could only vanish at the points ω = ±ω1,n, where
ωI,n :=
√
π2n2
|XI+1 −XI |2 +m
2, 1 ≤ I ≤ N − 1, n ∈ N.
Using the condition (2.21) and the inclusion (5.27), we conclude that supp g˜1 ∩ {±ω1,n: n ∈ N} = ∅.
Therefore, sin(k+(ω)(X2 −X1))/k+(ω) does not vanish on supp g˜1, and Lemma 5.6 with I = 1 implies
that
inf Σ2 := inf supp β˜2 = inf supp g˜1 < inf Σ1,
supΣ2 := sup supp β˜2 = sup supp g˜1 > supΣ1.
We proceed by induction, proving that
inf Σ1 > inf Σ2 > · · · > inf ΣN , supΣ1 < sup Σ2 < · · · < supΣN . (5.28)
It then follows that inf ΣN < supΣN . Starting from I = N and going to the left, we could as well prove
the opposite inequalities:
inf Σ1 < inf Σ2 < · · · < inf ΣN , supΣ1 > sup Σ2 > · · · > supΣN . (5.29)
The contradiction of (5.28) and (5.29) shows that our assumption that inf Σ1 < supΣ1 was false, hence
Σ1 ⊂ {ω⋆} for some ω⋆ ∈ [−m,m]. 2
Thus, supp β˜1(ω) = Σ1 ⊂ {ω⋆}, with ω⋆ ∈ [−m,m]. Therefore,
β˜1(ω) = a1δ(ω − ω⋆), with some a1 ∈ C. (5.30)
Note that the derivatives δ(k)(ω−ω⋆), k ≥ 1 do not enter the expression for β˜1(ω) = Ft→ω[β(X1, t)] since
β(x, t) is a bounded continuous function of (x, t) ∈ R2 due to the bound (5.7).
Lemma 5.11. β˜(x, ω) = 2πφ(x)δ(ω − ω⋆), where φ ∈ H1(R).
Proof. It suffices to notice that if supp β˜1 = {ω⋆}, then also supp g˜1 ⊂ {ω⋆}, and by the induction
argument applied to Lemma 5.6 one has the inclusions supp β˜I ⊂ {ω⋆} for all 1 ≤ I ≤ N . 2
Now we can finish the proof of Proposition 5.8. Lemma 5.11 implies that β(x, t) = φ(x)e−iω⋆t, where
φ ∈ H1(R) by (5.7). This finishes the proof of Proposition 5.8. Note that ω = ±m could only correspond
to the zero solution (see Remark A.2). 2
According to Lemma 3.14, Proposition 5.8 completes the proof of Theorem 2.8.
Chapter 6
Klein-Gordon with mean field
interaction
In this chapter, we are going to prove Theorem 2.15, which states the convergence to the set of solitary
waves for all finite energy solutions to the complex Klein-Gordon field ψ(x, t) with the mean field self-
interaction at N ∈ N points:
ψ¨(x, t) = ∆ψ(x, t)−m2ψ(x, t) +
N∑
I=1
ρI(x)FI(〈ρI , ψ(·, t)〉), x ∈ Rn, t ∈ R. (6.1)
Above, ρI(x) = ρ(x − XI), with XI ∈ Rn, 1 ≤ I ≤ N , and ρ a smooth coupling function from the
Schwartz class: ρ ∈ S (Rn), ρ 6≡ 0.
We assume that the dimension is n ≥ 3.
Pick
(ψ0, π0) ∈ H1(Rn)× L2(Rn). (6.2)
According to Theorem B.16 (1) there exists a global solution to (6.1), which we denote ψ(x, t), with the
initial data
(ψ, ψ˙)|
t=0
= (ψ0, π0). (6.3)
By Theorem B.1 (4),
(ψ, ψ˙) ∈ Cb(R,X ). (6.4)
6.1 Compactness
Fix any ε > 0. Proposition 3.8 applied to equation (6.1) (see Remark 3.2) states that, for any sequence
tj → +∞, there exists a subsequence tjr , r ∈ N, such that, for any T > 0,
Stjr (ψ, ψ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
(β, β˙), (6.5)
for some β ∈ C(R,H1(Rn)) such that β˙ ∈ C(R, L2(Rn)). The function β(x, t) satisfies equation (6.1),
β¨(x, t) = ∆β(x, t)−m2β(x, t) +
N∑
I=1
ρI(x)FI(〈ρI , β〉), x ∈ Rn, t ∈ R, (6.6)
which is understood in the sense of distributions, and obeys the following bound:
sup
t∈R
‖(β, β˙)|
t
‖X <∞. (6.7)
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By Lemma 3.14, the proof of Theorem 2.15 will follow if we check that every omega-limit trajectory
β(x, t) belongs to the set of solitary waves:
β(x, t) = φω⋆(x)e
−iω⋆t, x ∈ Rn, t ∈ R, (6.8)
with some ω⋆ ∈ R.
Define χ(x, t) as the solution to the following Cauchy problem:
χ¨(x, t) = ∆χ(x, t)−m2χ(x, t), (χ, χ˙)|
t=0
= (ψ0, π0), (6.9)
where (ψ0, π0) is the initial data from (6.2). Define ϕ(x, t) by
ϕ(x, t) =
{
0, t < 0,
ψ(x, t)− χ(x, t), t ≥ 0. (6.10)
Then ϕ(x, t) satisfies
ϕ¨(x, t) = ∆ϕ(x, t)−m2ϕ(x, t) +
N∑
I=1
ρI(x)fI(t), (ϕ, ϕ˙)|t≤0 = (0, 0), (6.11)
where
fI(t) := Θ(t)FI(〈ρI , ψ(·, t)〉).
Note that 〈ρI , ψ(·, t)〉 belongs to Cb(R) by (6.4). Hence,
fI(·) ∈ Cb(R). (6.12)
On the other hand, since χ(t) is a finite energy solution to the free Klein-Gordon equation, we also have
(χ, χ˙) ∈ Cb(R,X ). (6.13)
Hence, the function ϕ(t) = Θ(t)(ψ(t)− χ(t)) also satisfies
(ϕ, ϕ˙) ∈ Cb(R,X ), t ∈ R. (6.14)
6.2 Spectral representation
Let us consider the complex Fourier transform of ϕ(x, t):
ϕ˜(x, ω) = Ft→ω[ϕ(x, t)] :=
∫ ∞
0
eiωtϕ(x, t) dt, ω ∈ C+, x ∈ Rn, (6.15)
where C+ := {z ∈ C : Im z > 0}. Due to (6.14), ϕ˜(·, ω) is an H1-valued analytic function of ω ∈ C+.
Equation (6.11) for ϕ implies that
−ω2ϕ˜(x, ω) = ∆ϕ˜(x, ω)−m2ϕ˜(x, ω) +
N∑
I=1
ρI(x)f˜I(ω), ω ∈ C+, x ∈ Rn,
where
f˜I(ω) =
∫ ∞
0
eiωtfI(t) dt, ω ∈ C+, (6.16)
is the complex Fourier transform of fI(t). The solution ϕ˜(x, ω) is analytic for ω ∈ C+ and can be
represented by
ϕ˜(x, ω) =
N∑
I=1
ΣI(x, ω)f˜I(ω), ω ∈ C+. (6.17)
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Lemma 6.1. (1)
f˜I(ω) = lim
ǫ→0+
f˜I(ω + iǫ), ω ∈ R, 1 ≤ I ≤ N, (6.18)
with the convergence in S ′(R).
(2)
ϕ˜(x, ω) = lim
ǫ→0+
ϕ˜(x, ω + iǫ), ω ∈ R, (6.19)
with the convergence in S ′(R,H1(Rn)).
The proof repeats the proof of Lemma 4.4 and is based on the convergence
e−ǫtfI(t)
S
′
−−−−→
ǫ→0+
fI(t), e
−ǫtϕ(x, t)
S
′(R,H1(Rn))
−−−−−−−−−−→
ǫ→0+
ϕ(x, t)
which follows from fI |t<0 = 0, ϕ|t<0 = 0, and the bounds (6.12) and (6.14).
Now we can justify the representation (6.17) for ω ∈ R, if the multiplication in (6.17) is understood
in the sense of distributions.
Proposition 6.2. There is the following identity, understood in the sense of distributions:
ϕ˜(x, ω) =
N∑
I=1
ΣI(x, ω)f˜I(ω), ω ∈ R. (6.20)
Proof. Since we assume that n ≥ 3, for each x ∈ Rn,
ΣI(x, ω) =
1
(2π)n
∫
Rn
eiξ·xe−iξ·XI ρˆ(ξ) dξ
ξ2 +m2 − (ω + i0)2 (6.21)
is a smooth function of ω ∈ R, and hence is a multiplicator in the space of tempered distributions in the
variable ω. The rest of the proof is based on the relation (6.17) and the convergence stated in Lemma 6.1.
2
6.3 Absolute continuity for large frequencies
Let k(ω) denote the branch of
√
ω2 −m2 such that Im√ω2 −m2 ≥ 0 for ω ∈ C+; see (4.14). The
function k(ω) is analytic for ω ∈ C+. We extend it to ω ∈ C+ by continuity.
We write the Fourier transform of (6.20) as follows:
ϕ˜(ξ, ω) =
N∑
I=1
ΣˆI(ξ, ω)f˜I(ω) = Σˆ(ξ, ω)
N∑
I=1
e−iξ·XI f˜I(ω), ω ∈ R, (6.22)
where
Σˆ(ξ, ω) =
ρˆ(ξ)
ξ2 +m2 − (ω + i0)2 . (6.23)
Proposition 6.3. For any finite open interval W such that W ∩ ([−m,m] ∪ Zρ) = ∅ there is a constant
CW > 0 such that ∫
Sn−1×W
∣∣∣∣∣
N∑
I=1
e−ik(ω)θ·XI f˜I(ω)
∣∣∣∣∣
2
dΩθ dω ≤ CW . (6.24)
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Remark 6.4. By (6.18), f˜I(ω) = f˜I(ω + i0).
Proof. The Parseval identity applied to
ϕ˜(x, ω + iǫ) =
∫ ∞
0
ϕ(x, t)eiωt−ǫt dt, ǫ > 0 (6.25)
leads to ∫ ∞
−∞
‖ϕ˜(·, ω + iǫ)‖2L2 dω = 2π
∫ ∞
0
‖ϕ(·, t)‖2L2e−2ǫt dt.
Since supt≥0 ‖ϕ(·, t)‖H1 <∞ by (6.14), we may bound the right-hand side by C1/ǫ, with some C1 > 0.
Taking into account (6.17), we arrive at the key inequality∫ ∞
−∞
‖
N∑
I=1
ΣI(·, ω + iǫ)f˜I(ω + iǫ)‖2L2 dω ≤
C1
ǫ
. (6.26)
Noting that ΣˆI(ξ, ω + iǫ) = e
−iξ·XI Σˆ(ξ, ω + iǫ), with Σˆ(ξ, ω + iǫ) from (6.23), we rewrite (6.26) as∫
R
ǫ
∥∥∥∥∥
N∑
I=1
ΣI(·, ω + iǫ)f˜I(ω + iǫ)
∥∥∥∥∥
2
L2
dω
=
∫
Rn×R
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣
N∑
I=1
e−iξ·XI f˜I(ω + iǫ)
∣∣∣∣∣
2
dnξ
(2π)n
dω ≤ C1. (6.27)
Fix a finite open interval W such that W ∩ ([−m,m] ∪ Zρ) = ∅. Denote
W
ǫ := {(ξ, ω): ω ∈W, |ω −
√
ξ2 +m2| < ǫ} ⊂ Rn × R, (6.28)
as on Fig. 6.1. Due to the inequality (6.27), the following weaker inequality also takes place:∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣
N∑
I=1
e−iξ·XI f˜I(ω + iǫ)
∣∣∣∣∣
2
dnξ
(2π)n
dω ≤ C1. (6.29)
↓
↑
|
2ǫ
|ξ|0
m
k(W )
W ǫ
ω2 = ξ2 +m2
W
ω
Figure 6.1: Domain W ǫ and intervals W and k(W ).
Lemma 6.5. There exists a constant C2 > 0 such that for any ǫ ∈ (0, 1) there is the inequality∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣
N∑
I=1
e−ik(ω)θξ·XI f˜I(ω + iǫ)
∣∣∣∣∣
2
dnξ
(2π)n
dω ≤ C2, (6.30)
where θξ =
ξ
|ξ| .
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Proof. For brevity, denote fI = f˜I(ω+ iǫ). We are done if we can prove that the difference between the
left-hand sides of (6.29) and (6.30) is bounded by a constant which depends on W but not on ǫ ∈ (0, 1).
By the triangle inequality,∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣∣
∣∣∣∣∣
N∑
I=1
e−iξ·XI fI
∣∣∣∣∣
2
−
∣∣∣∣∣
N∑
I=1
e−ik(ω)θξ·XI fI
∣∣∣∣∣
2
∣∣∣∣∣∣ d
nξ
(2π)n
dω
≤
∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣
N∑
I=1
e−iξ·XI fI −
N∑
I=1
e−ik(ω)θξ·XI fI
∣∣∣∣∣
2
dnξ
(2π)n
dω
≤
∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2
∣∣∣∣∣
N∑
I=1
e−ik(ω)θξ·XI (ei(k(ω)θξ−ξ)·XI − 1)fI
∣∣∣∣∣
2
dnξ
(2π)n
dω. (6.31)
According to (6.4), |fI(t)| = |FI(〈ρI , ψ(·, t)〉)| is bounded uniformly in time. By (6.16), we know that
|fI | = |f˜I(ω + iǫ)| ≤ Cǫ−1. We also have |ei(k(ω)θξ−ξ)·XI − 1| ≤ Cǫ for (ξ, ω) ∈ W ǫ, with some C ∈ R
independent on ǫ ∈ (0, 1). Therefore, (6.31) is bounded by∫
W ǫ
ǫ|Σˆ(ξ, ω + iǫ)|2 d
nξ
(2π)n
dω ≤
∫
W ǫ
ǫ
|ρˆ(ξ)|2
4m2ǫ2
dnξ
(2π)n
dω ≤
∫
Rn
ǫ
|ρˆ(ξ)|2
4m2ǫ2
dnξ
(2π)n
2ǫ ≤ const, (6.32)
where const depends on W but not on ǫ. Above, we used the expression Σˆ(ξ, ω + iǫ) = ρˆ(ξ)ξ2+m2−(ω+iǫ)2
(see (6.23)) and the bound
|ξ2 +m2 − (ω + iǫ)2|2 ≥ |Im (ξ2 +m2 − (ω + iǫ)2)|2 ≥ 4m2ǫ2, (ξ, ω) ∈ W ǫ.
The integration in ω contributed 2ǫ, which is the thickness of W ǫ in the ω-direction (see Fig. 6.1).
It follows that the right-hand side in (6.31) is bounded by a constant independent on ǫ ∈ (0, 1). This
finishes the proof. 2
Lemma 6.6. There exist ǫW ∈ (0, 1) and C3 > 0 such that∫
W ǫ∩(Rn×{ω})
ǫ|Σˆ(ξ, ω + iǫ)|2 d
nξ
(2π)n
≥ C3, ω ∈W, 0 < ǫ ≤ ǫW .
Proof. First, we note that k(W ) is a finite open interval bounded away from 0; see Fig. 6.1. Since the
function
h(η) :=
1
(2π)n
∫
|ξ|=η
|ρˆ(ξ)|2 dn−1Sξ
is smooth and strictly positive for η ∈ k(W ), there exist ǫW > 0 and cW > 0 such that h(η) ≥ cW for all
η such that (ξ, ω) ∈ W ǫ for |ξ| = η, ǫ ∈ (0, ǫW ). Hence, using (6.23),∫
W ǫ∩(Rn×{ω})
ǫ|Σˆ(ξ, ω + iǫ)|2 d
nξ
(2π)n
≥
∫
W ǫ∩(Rn×{ω})
ǫ
∣∣∣∣ ρˆ(ξ)ξ2 +m2 − (ω + iǫ)2
∣∣∣∣2 dnξ(2π)n
≥ cW
∫
η>0, |ω−
√
η2+m2|<ǫ
ǫ dη
|η2 +m2 − (ω + iǫ)2|2 , (6.33)
where we took into account the definition (6.28). Pick δW < |k(W )|/2; then, for η0 ∈ k(W ), either
[η0− δW , η0] ⊂ k(W ), or [η0, η0 + δW ] ⊂ k(W ), or both. Therefore, the integration in η is over an interval
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of length at least ǫ2 minω∈W |k′(ω)|. Moreover, for |ω−
√
η2 +m2| < ǫ, the magnitude of the denominator
is bounded from above:
|η2 +m2 − (ω + iǫ)2|2 = (η2 +m2 − ω2 + ǫ2)2 + 4ω2ǫ2
≤ (
√
η2 +m2 − ω)2(
√
η2 +m2 + ω)2 + constǫ2 ≤ constǫ2,
where the constant in the right-hand side depends on W but not on ǫ. 2
Combining Lemmas 6.5 and 6.6, we get:∫
Sn−1×W
∣∣∣∣∣
N∑
I=1
e−ik(ω)θ·XI f˜I(ω + iǫ)
∣∣∣∣∣
2
dΩθ dω ≤ C2/C3, 0 < ǫ ≤ ǫW .
We conclude that the set of functions
gW,ǫ(θ, ω) =
N∑
I=1
e−ik(ω)θ·XI f˜I(ω + iǫ), 0 < ǫ ≤ ǫW ,
defined for θ ∈ Sn−1, ω ∈ W , is bounded in the Hilbert space L2(Sn−1 × W ), and hence is weakly
compact. The convergence of the distributions (6.18) implies the weak convergence gW,ǫ −⇁
ǫ→0+
gW in the
Hilbert space L2(Sn−1 ×W ). The limit function gW ∈ L2(Sn−1 ×W ). coincides with the distribution∑N
I=1 e
−ik(ω)θ·XI f˜I(ω), on Sn−1 ×W . This proves the bound (6.24). 2
Proposition 6.7. The distributions f˜I(ω + i0), 1 ≤ I ≤ N , are locally L2 for ω ∈ R\([−m,m] ∪ Zρ).
Proof. We split the proof into four lemmas.
Lemma 6.8. Let k > 0. Assume that the vectors XJ ∈ Rn, 1 ≤ J ≤ N , are pairwise different. Then
there exist vectors θI ∈ Sn−1, 1 ≤ I ≤ N , such that
det
1≤I,J≤N
e−ikθI ·XJ 6= 0.
Proof. Let us choose a (two-dimensional) plane A through the origin in Rn such that the orthogonal
projections of XJ onto A, which we denote by YJ = PA(XJ ), are pairwise different. It suffices to show
that we can choose θJ ∈ Sn−1 ∩A such that
det
1≤I,J≤N
e−ikθI ·YJ 6= 0. (6.34)
It is enough to consider the case when all YJ are pairwise linearly independent and have different lengths.
Indeed, since YJ are pairwise different, there exists Y0 ∈ A such that Y0 + YJ are pairwise linearly
independent and have different lengths; at the same time,
det
1≤I,J≤N
e−ikθI ·(Y0+YJ ) =
( N∏
I=1
e−ikθI ·Y0
)
det
1≤I,J≤N
e−ikθI ·YJ ,
with the factor
∏
I e
−ikθI ·Y0 different from zero.
We will prove (6.34) by induction in N , assuming that the vertices XJ are numbered so that
|Y1| < |Y2| < · · · < |YN |. (6.35)
The claim is true for N = 1 since e−ikθ1·Y1 6= 0 for any θ1 ∈ Sn−1 ∩ A. Assume that the statement is
true for some M ≥ 1, M < N : there exist vectors θI ∈ Sn−1 ∩A, 1 ≤ I ≤M , such that
det
1≤I,J≤M
e−ikθI ·YJ 6= 0. (6.36)
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Then we need to check that the statement is also true for M + 1. That is, we need to show that there
exists θM+1 ∈ Sn−1 ∩A such that
det
1≤I,J≤M+1
e−ikθI ·YJ 6= 0. (6.37)
According to (6.36), there is a unique set of numbers aJ ∈ C, 1 ≤ J ≤M , such that
M∑
J=1
aJ
 e
−ikθ1·YJ
...
e−ikθM ·YJ
+
 e
−ikθ1·YM+1
...
e−ikθM ·YM+1
 = 0. (6.38)
To prove (6.37), we need to show that the relation
M∑
J=1
aJe
−ikθ·YJ + e−ikθ·YM+1 = 0 (6.39)
can not be valid for all θ ∈ Sn−1 ∩A; this, in turn, will imply that there exists θM+1 ∈ Sn−1 ∩A such
that the columns
 e
−ikθ1·YJ
...
e−ikθM+1·YJ
, 1 ≤ J ≤M + 1, are linearly independent, leading to (6.37).
We parametrize θ ∈ Sn−1 ∩ A = S1 by the angle ϑ ∈ [0, 2π). Let γJ ∈ [0, 2π), 1 ≤ J ≤ M + 1,
be the angles corresponding to the directions YJ/|YJ | ∈ S1. Note that since YJ are pairwise linearly
independent, all the angles γJ are different. The relation (6.39) takes the form
f(ϑ) = 0, (6.40)
where
f(ϑ) =
M∑
J=1
aJe
−ik|YJ | cos(ϑ−γJ ) + e−ik|YM+1| cos(ϑ−γM+1). (6.41)
For ϑ ∈ C, the formula (6.41) defines an entire function; let us show that f is not identically zero. Let
ϑ = u+ iv, where u, v ∈ R. Since
cos(ϑ− γ) = cos(u+ iv − γ) = cos(u− γ) cosh v − i sin(u− γ) sinh v, γ ∈ R,
the definition (6.41) takes the form
f(ϑ) =
M∑
J=1
aJe
−k|YJ |(i cos(u−γJ ) cosh v+sin(u−γJ ) sinh v)
+e−k|YM+1|(i cos(u−γM+1) cosh v+sin(u−γM+1) sinh v). (6.42)
Taking into account (6.35), we derive the following asymptotics along the line Reϑ = γM+1 − π2 (which
means that u = γM+1 − π2 and v ∈ R):
f
(
γM+1 − π
2
+ iv
)
∼ ek|YM+1| sinh v, v → +∞. (6.43)
It follows that f(ϑ) is an entire function which is not identically equal to zero. Therefore, (6.40) can hold
at no more than finitely many values ϑ ∈ [0, 2π). We pick θM+1 so that the corresponding angle ϑ is
not a root of (6.40). With this particular value of θM+1, (6.37) is satisfied. This finishes the induction
argument. 2
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Lemma 6.9. For any ω ∈ R\[−m,m], there is an open neighborhood W ⊂ R\[−m,m] such that there is
a family of vectors θI(ω, τ ) ∈ Sn−1, 1 ≤ I ≤ N , smoothly parametrized by ω ∈W and τ ∈ Bn−1 ⊂ Rn−1,
with Bn−1 a unit ball in Rn−1, so that
det
1≤I,J≤N
e−ik(ω)θI(ω,τ )·XJ 6= 0
for all ω ∈W , τ ∈ Bn−1, and so that for each 1 ≤ I ≤ N and ω ∈W the map
τ 7→ θI(ω, τ ), τ ∈ Bn−1, (6.44)
is a diffeomorphism.
Proof. The proof immediately follows from Lemma 6.8. 2
Fix ω ∈ R\([−m,m] ∪ Zρ), and let W be an open neighborhood of ω as in Lemma 6.9. We assume
that W is small enough, so that
W ∩ ([−m,m] ∪ Zρ) = ∅. (6.45)
Let the matrix
RIJ(ω, τ ), ω ∈W, τ ∈ Bn−1,
be the inverse to AIJ (ω, τ ) = e
−ik(ω)θI(ω,τ )·XJ . Pick a function ς ∈ C∞0 (Bn−1) such that
∫
Bn−1
ς(τ ) dτ =
1. Denote
RI(ω,θ) =
∫
Bn−1
N∑
J=1
RIJ(ω, τ )δθJ (ω,τ )(θ) ς(τ ) dτ , (6.46)
where δθ0(θ) is a delta-function on S
n−1 supported at θ0 ∈ Sn−1.
Lemma 6.10. For each 1 ≤ I ≤ N , the operator
RI : u(ω,θ) 7→ RIu(ω) :=
∫
RI(ω,θ)u(ω,θ) dΩθ
acts continuously from L2(W × Sn−1) to L2(W ).
Proof. For a given value ω ∈ W , let τI(ω,θ) be the inverse function to θI(ω, τ ) which exists for
θ ∈ {θI(ω, τ ): τ ∈ Bn−1}. It suffices to notice that the function RI(ω,θ) defined in (6.46) is smooth,
since
δθI(ω,τ )(θ) ς(τ ) =
δ(τ − τI(ω,θ))∣∣∣det ∂θI(ω,τ )∂τ ∣∣∣ ς(τ ).
2
Lemma 6.11. For any functions f˜I ∈ L2loc(R), 1 ≤ I ≤ N , there is the identity
RI
( N∑
K=1
e−ik(ω)θ·XK f˜K(ω)
)∣∣∣∣
W
= f˜I |W .
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Proof.
RI
( N∑
K=1
e−ik(ω)θ·XK f˜K(ω)
)
=
N∑
K=1
∫
Sn−1
RI(θ, ω)e
−ik(ω)θ·XK f˜K(ω) dΩθ
=
N∑
K=1
∫
Sn−1
∫
Bn−1
N∑
J=1
RIJ(ω, τ )δ(θ − θJ(ω, τ )) ς(τ )e−ik(ω)θ·XK f˜K(ω) dτ dΩθ
=
N∑
K=1
∫
Bn−1
N∑
J=1
RIJ(ω, τ ) ς(τ )e
−ik(ω)θJ (ω,τ )·XK f˜K(ω) dτ
=
N∑
K=1
∫
Bn−1
δIK ς(τ )f˜K(ω) dτ = f˜I(ω).
2
By Proposition 6.3 and (6.45),
N∑
K=1
e−ik(ω)θ·XK f˜K(ω) ∈ L2(W × Sn−1).
Since RI is continuous from L
2(W×Sn−1) to L2(W ) by Lemma 6.10, Lemma 6.11 proves that f˜I ∈ L2(W ).
This finishes the proof of Proposition 6.7. 2
6.4 Spectral analysis of omega-limit trajectories
For a particular omega-limit trajectory β(x, t) which appears in (6.5), we denote
βI(t) = 〈ρI , β(·, t)〉, gI(t) = FI(〈ρI , β(·, t)〉). (6.47)
According to the convergence (6.5), for any T > 0 and any 1 ≤ I ≤ N ,
fJ(tjr + t) = FI(〈ρI , ψ(·, tjr + t)〉)
Cb([−T,T ])−−−−→
r→∞
FI(〈ρI , β(·, t)〉) = gI(t). (6.48)
Also, by (6.5) and Corollary C.2,
Stjr (ϕ, ϕ˙)
Cb([−T,T ],Y −ε)−−−−−−−−−−→
r→∞
(β, β˙). (6.49)
Using (6.20), (6.48), (6.49), and taking into account that ΣI(x, ω) is smooth (hence a multiplicator in
S ′), we obtain the following relation which holds in the sense of distributions:
β˜(x, ω) =
N∑
I=1
ΣI(x, ω)g˜I(ω), x ∈ Rn, ω ∈ R. (6.50)
Proposition 6.12. supp g˜I ⊂ [−m,m] ∪ Zρ, where Zρ is defined in (2.27).
Proof. By (6.48) and the continuity of the Fourier transform in the space of tempered distributions,
f˜I(ω)e
−iωtjr S
′
−−−−→
r→∞
g˜I(ω), 1 ≤ I ≤ N.
48 Andrey Komech
Since f˜I(ω) is locally L
2 for ω ∈ R\([−m,m]∪Zρ) by Proposition 6.7, the proof follows from Lemma 4.10.
2
From (6.50), we deduce that
β˜I(ω) =
N∑
J=1
σIJ(ω)g˜J (ω), ω ∈ R. (6.51)
Proposition 6.13. There exists ω⋆ ∈ Zρ ∪ [−m,m] such that supp β˜I ⊂ {ω⋆}, 1 ≤ I ≤ N .
Proof. Denote
ω− = min
I
{inf supp β˜I}, ω+ = max
I
{sup supp β˜I}. (6.52)
We claim that the assumption ω− < ω+ leads to a contradiction.
Lemma 6.14. supp β˜I ⊂ [−m,m] ∪ Zρ, ω± ∈ [−m,m] ∪ Zρ.
Proof. This follows from Proposition 6.12, the relation (6.51), and the definition (6.52). 2
Lemma 6.15. For all 1 ≤ I ≤ N ,
sup supp β˜I + (p− 1)(sup supp β˜I − inf supp β˜I) ≤ ω+,
inf supp β˜I − (p− 1)(sup supp β˜I − inf supp β˜I) ≥ ω−.
Remark 6.16. In particular, Lemma 6.15 states that if sup supp β˜I = ω
+, then supp β˜I = {ω+}; if
inf supp β˜I = ω
−, then supp β˜I = {ω−}.
Proof. Let us assume that, on the contrary, there is I, 1 ≤ I ≤ N , such that
sup supp β˜I + (p− 1)(sup supp β˜I − inf supp β˜I) > ω+. (6.53)
By the Titchmarsh Convolution Theorem applied to (2.32), we have:
sup supp g˜I = sup supp β˜I + (p− 1)(sup supp β˜I − inf supp β˜I). (6.54)
By (6.53) and (6.54), sup supp g˜I > ω
+. Then the right-hand side of (6.54) is strictly greater than
sup supp β˜I , hence there exists
ω > ω+ := max
1≤J≤N
(sup supp β˜J) (6.55)
such that ω ∈ supp g˜I . By Proposition 6.12 and (6.51),
supp β˜I ⊂ Zρ ∪ [−m,m], supp g˜I ⊂ Zρ ∪ [−m,m].
By Assumption 2.12, det
1≤I,J≤N
σIJ (ω) 6= 0 for ω ∈ ∪I supp g˜I , hence (6.51) implies that ω ∈ ∪I supp β˜I ,
contradicting (6.55). Thus, our assumption (6.53) can not be true. 2
Lemma 6.17. The points ω = ω− and ω = ω+ are isolated points of the supports of β˜I(ω) and g˜I(ω).
Proof. For the support of β˜I , the statement of the lemma follows from Lemma 6.15 (either ω
± /∈ supp β˜I
or supp β˜I ⊂ {ω±}). Now one can make the desired conclusion on the support of g˜I using (6.51) and the
property that det
1≤I,J≤N
σIJ (ω) vanishes at ω ∈ ZNσ , which is a discrete set of points by Assumption 2.12.
2
By Lemma 6.17, there exist open neighborhoods O− and O+ of ω = ω− and ω = ω+, respectively, so
that for any 1 ≤ I ≤ N ,
O± ∩ supp β˜I ⊂ {ω±}, O± ∩ supp g˜I ⊂ {ω±}.
Let ζ± ∈ C∞0 (R) be such that supp ζ± ⊂ O±.
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Lemma 6.18. There exist B±I , G
±
I ∈ C, 1 ≤ I ≤ N , such that
ζ±(ω)β˜I(ω) = 2πB±I δ(ω − ω±), ζ±(ω)g˜I(ω) = 2πG±I δ(ω − ω±), 1 ≤ I ≤ N.
Proof. One uses the inclusions supp ζ±β˜I ⊂ {ω±}, supp ζ±g˜I ⊂ {ω±}, and argues that the expressions
for ζ±(ω)β˜I(ω) and ζ±(ω)g˜I(ω) in terms of δ(ω − ω±) and its derivatives can not contain terms with
δ(k)(ω − ω±), k ≥ 1, due to the boundedness of (ζˇ± ∗ βI)(t) and (ζˇ± ∗ gI)(t), where ζˇ±(t) is the inverse
Fourier transform of ζ±. This boundedness takes place in view of the definition (6.47) and the bound
(6.7). 2
Now let us finish the proof of Proposition 6.13. Introduce the sets
I− = {I: supp β˜I = {ω−}} ⊂ N, I+ = {I: supp β˜I = {ω+}} ⊂ N. (6.56)
Let us assume that |I−| ≤ |I+| (the other case is treated similarly). Multiplying (6.51) by ζ−(ω) (and
factoring out δ(ω − ω−)), we obtain the following relations:
B−I =
N∑
J=1
σIJ (ω
−)G−J . (6.57)
For I ∈ I+, one has supp β˜I = {ω+}, supp g˜I ⊂ {ω+}, hence B−I = G−I = 0. Therefore, (6.57) yields
B−I =
N∑
J=1
σIJ (ω
−)G−J =
∑
J∈{1, ..., N}\I+
σIJ (ω
−)G−J . (6.58)
Since |I−| ≤ |I+|, we can pick I1 ⊂ {1, . . . , N} such that I1 ∩ I− = ∅ and |I1| = N − |I+|. Therefore,
considering the relations (6.58) with I ∈ I1 (when B−I = 0 due to I1 ∩ I− = ∅), we conclude that
0 = B−I =
∑
J∈{1, ..., N}\I+
σIJ (ω
−)G−J , I ∈ I1. (6.59)
We know from (6.57) that not all G−I , I ∈ {1, . . . , N}\I+, are equal to zero; hence, (6.59) implies that
det
I∈I1,J∈{1, ..., N}\I+
σIJ(ω
−) = 0. (6.60)
According to Definition 2.11, ω− ∈ Z∗σ. On the other hand, by Lemma 6.14, ω− ∈ [−m,m] ∩ Zρ,
contradicting Assumption 2.12.
The case |I−| ≥ |I+| is treated similarly; in that case, the conclusion is that ω+ ∈ Z∗σ, again leading
to a contradiction with Assumption 2.12.
It follows that there exists ω⋆ such that SpecβJ ⊂ {ω⋆} for 1 ≤ J ≤ N , finishing the proof of
Proposition 6.13. 2
By Proposition 6.13, β(x, t) is a solitary wave. According to Lemma 3.14, this finishes the proof of
Theorem 2.15.
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Chapter 7
Multifrequency solitary waves
We will show that when the assumptions of Theorem 2.8 are not satisfied, then the attractor could be
more complicated because the equation admits multifrequency solitary wave solutions.
7.1 Klein-Gordon with several oscillators
7.1.1 Linear degeneration
Let us consider equation (2.16) with N = 2, when some of FJ are linear, satisfying FJ(ψ) = cJψ, with
cJ ∈ R, cJ 6= 0 (in (2.20), some of pJ are equal to 1).
Proposition 7.1. If the condition pJ ≥ 2 in (2.20) is violated, so that FJ(ψ) = cψ for some J , with a
constant c ∈ R, c 6= 0, then the conclusion of Theorem 2.8 may no longer be correct.
Proof. We are going to construct the multifrequency solitary waves. Consider the equation
ψ¨ = ψ′′ −m2ψ + δ(x)F1(ψ) + δ(x− L)F2(ψ), (7.1)
where
F1(ψ) = αψ + β|ψ|2ψ, F2(ψ) = γψ, α, β, γ ∈ R. (7.2)
Note that the function F2 is linear, failing to satisfy (2.20) (where one now has p2 = 1).
We denote
κ(ω) := −ik+(ω), ω ∈ R, (7.3)
where k+(ω) was introduced in (4.15). We then have Reκ(ω) ≥ 0, and also
κ(ω) =
√
ω2 −m2 > 0 for −m < ω < m.
The function
ψ(x, t) =

(A+B)eκ(ω)x sinωt, x ≤ 0,(
Ae−κ(ω)x +Beκ(ω)x
)
sinωt+ C sinh(κ(3ω)x) sin 3ωt, x ∈ [0, L],
(Ae−κ(ω) +Beκ(ω)(2L−x)) sinωt+ Ce
−κ(3ω)(x−L) sin 3ωt
sinh(κ(3ω)L) , x ≥ L,
where ω ∈ (0,m/3), will be a solution if the jump conditions are satisfied at x = 0 and at x = L:
−ψ′(0+, t) + ψ′(0−, t) = αψ(0, t) + βψ3(0, t), (7.4)
−ψ′(L+, t) + ψ′(L−, t) = αψ(L, t) + βψ3(L, t). (7.5)
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Using the identity
sin3 θ =
3
4
sin θ − 1
4
sin 3θ, (7.6)
we see that
α(A+B) sinωt+ β((A+B) sinωt)3
=
(
α(A+B) + β
3(A+B)3
4
)
sinωt− β (A+B)
3
4
sin 3ωt.
Collecting the terms at sinωt and at sin 3ωt, we write the condition (7.4) as the following system of
equations:
2κ(ω)A =
(
α(A+B) + β
3(A+B)3
4
)
, (7.7)
−κ(3ω)C = −β (A+B)
3
4
. (7.8)
Similarly, the condition (7.5) is equivalent to the following two equations:
2Bκ(ω)eκ(ω)L = γ(Ae−κ(ω)L +Beκ(ω)L), (7.9)
κ(3ω)C
sinh(κ(3ω)L)
+ κ(3ω)C cosh(κ(3ω)L) = γC sinh(κ(3ω)L). (7.10)
Equations (7.7), (7.8), (7.9), and (7.10) could be satisfied for arbitrary L > 0. Namely, for any ω ∈
(0,m/3), one uses (7.10) to determine γ. For any β 6= 0, there is always a solution (A,B) to the
nonlinear system (7.7), (7.9). Finally, C is obtained from (7.8). 2
7.1.2 Wide gaps
Let us consider equation (2.16) with N = 2 when (2.20) is satisfied.
Proposition 7.2. If the inequality (2.21) is violated, then the conclusion of Theorem 2.8 may no longer
be correct.
Proof. We will show that if L := X2 − X1 is sufficiently large, then one can take F1(ψ) and F2(ψ)
satisfying (2.20) such that the trajectory attractor A of the equation contains the multifrequency solutions
which are not in the set S of solitary waves defined in (2.5). For our convenience, we assume that X1 = 0,
X2 = L. We consider the model (2.16) with
F1(ψ) = F2(ψ) = F (ψ), where F (ψ) = αψ + β|ψ|2ψ, α, β ∈ R. (7.11)
In terms of the condition (2.20), p1 = p2 = 2. We take L to be large enough:
L >
π
23/2m
. (7.12)
Consider the function
ψ(x, t) = A(e−κ(ω)|x| + e−κ(ω)|x−L|) sinωt+Bχ[0,L](x) sin(k(3ω)x) sin 3ωt, (7.13)
where A, B ∈ C. Then ψ(x, t) solves (2.16) for x away from the points XJ . We require that
k(3ω) =
π
L
, (7.14)
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so that ψ(x, t) is continuous in x ∈ R and symmetric with respect to x = L/2:
ψ(x, t) = ψ(
L
2
− x, t), x ∈ R.
We need |ω| < m to have κ(ω) > 0, and 3ω ∈ R\[−m,m] to have k(3ω) ∈ R. We take ω > 0, and thus
m < 3ω < 3m. By (7.14), this means that we need
m <
√
π2
L2
+m2 < 3m.
The second inequality is satisfied by (7.12).
Due to the symmetry of ψ(x, t) with respect to x = L/2, the jump conditions both at x = X1 = 0
and at x = X2 = L take the following identical form:
2Aκ(ω) sinωt−Bk(3ω) sin 3ωt = F (A(1 + e−κ(ω)L) sinωt). (7.15)
We use the following relation which follows from (7.6):
F
(
A(1 + e−κ(ω)L) sinωt
)
=
(
αA(1 + e−κ(ω)L) +
3
4
β|A|2A(1 + e−κ(ω)L)3
)
sinωt
−1
4
β|A|2A(1 + e−κ(ω)L)3 sin 3ωt. (7.16)
Collecting in (7.15) the terms at sinωt and at sin 3ωt, we obtain the following system:{
2Aκ(ω) = αA(1 + e−κ(ω)L) + 34β|A|2A(1 + e−κ(ω)L)3,
Bk(3ω) = 14β|A|2A(1 + e−κ(ω)L)3.
(7.17)
Assuming that A 6= 0, we divide the first equation by A:
2κ(ω) = α(1 + e−κ(ω)L) +
3
4
β|A|2(1 + e−κ(ω)L)3. (7.18)
The condition for the existence of a solution A 6= 0 is( 2κ(ω)
1 + e−κ(ω)L
− α
)
β > 0. (7.19)
Once we found A, the second equation in (7.17) can be used to express B in terms of A.
Remark 7.3. Condition (7.19) shows that we can choose β < 0 taking large α > 0. The corresponding
potential U(ψ) = −α|ψ|2/2− β|ψ|4/4 satisfies (2.20).
2
7.2 Klein-Gordon with mean field interaction
Now we consider the model (2.23) in the situation when Assumption 2.12 is violated. We will only consider
(2.23) with N = 1. In this case, we show that there could exist multifrequency solutions, indicating that
the set of all (one-frequency) solitary waves is only a subset of the global attractor.
Fix ω1 ∈ (m, 3m). Set ω0 = ω1/3 and pick ρ ∈ S (Rn) such that the following conditions are satisfied:
ρˆ|
|ξ|=
√
ω21−m
2
= 0, (7.20)
σ(ω1) :=
1
(2π)n
∫
Rn
|ρˆ(ξ)|2 dnξ
ξ2 +m2 − ω21
= 0. (7.21)
These two equalities imply that σ(ω) vanishes at a certain point of Zρ, violating Assumption 2.12.
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Lemma 7.4. There exist a ∈ R, b < 0 so that equation (2.23) with the nonlinearity
F (z) = az + b|z|2z, z ∈ C,
admits multifrequency solutions ψ ∈ C(R,H1) of the form
ψ(x, t) = φ0(x) sinω0t+ φ1(x) sinω1t, ω0 =
ω1
3
, φ0, φ1 ∈ H1(Rn),
with both φ0 and φ1 nonzero.
Proof. To make sure that the nonlinearity does not produce higher frequencies, we assume that
〈ρ, φ1〉 = 0. (7.22)
Due to this assumption,
F (〈ρ, ψ〉) = F (〈ρ, φ0〉 sinω0t) = a〈ρ, φ0〉 sinω0t+ b〈ρ, φ0〉3 3 sinω0t− sin 3ω0t
4
.
Collecting the terms with the factors of sinω0t and sinω1t = sin 3ω0t, we rewrite the equation ψ¨ =
∆ψ −m2ψ + ρF (〈ρ, ψ〉) as two following equalities:
−ω20φ0 = ∆φ0 −m2φ0 + ρ(x)
(
a〈ρ, φ0〉+ 3b〈ρ, φ0〉
3
4
)
, (7.23)
−ω21φ1 = ∆φ1 −m2φ1 − ρ(x)
b〈ρ, φ0〉3
4
. (7.24)
We define φ0(x) by φˆ0(ξ) =
ρˆ(ξ)
ξ2+m2−ω20 . Since m
2−ω20 > 0, there is the inclusion φ1 ∈ H1(Rn). Moreover,
〈ρ, φ0〉 = 1
(2π)n
∫
Rn
|ρˆ(ξ)|2 dnξ
ξ2 +m2 − ω20
= σ(ω0) > 0,
due to strict positivity of σ(ω) for |ω| < m (see (2.30)). Hence, for any b (we take b < 0 so that the
potential satisfies inf U > −∞, complying with (2.32)), we may pick a such that (7.23) is satisfied. We
then use (7.24) to define the function φ1(x) by
φˆ1(ξ) = −b〈ρ, φ0〉
3
4
ρˆ(ξ)
ξ2 +m2 − ω21
= −bσ(ω0)
3
4
ρˆ(ξ)
ξ2 +m2 − ω21
.
Due to (7.20), φ1 ∈ H1(Rn). We are left to check that φ0 satisfies the assumption (7.22). Indeed, due to
(7.21),
〈ρ, φ1〉 = −bσ(ω0)
3
4
1
(2π)n
∫
Rn
|ρˆ(ξ)|2 dnξ
ξ2 +m2 − ω21
= 0.
2
Appendix A
Existence of solitary waves
A.1 Solitary waves for Klein-Gordon with N oscillators
The following proposition provides a concise description of all solitary waves.
Proposition A.1. Assume that FJ(ψ), 1 ≤ J ≤ N , satisfy (2.2). Then the set of all solitary wave
solutions (2.5) of equation (2.16) consists of solutions ψ(x, t) = φω(x)e
−iωt with
φω(x) =
N∑
J=1
CJe
−κ(ω)|x−XJ |, κ(ω) =
√
m2 − ω2, (A.1)
where ω ∈ [−m,m] and CJ ∈ C, 1 ≤ J ≤ N , satisfy the following relations:
2κ(ω)CJ = FJ
( N∑
K=1
CKe
−κ(ω)|XJ−XK |
)
. (A.2)
Remark A.2. By (A.1), ω = ±m can only correspond to zero solution.
Remark A.3. In the case N = 1, the conditions of Proposition A.1 for the existence of a nonzero solitary
wave with some ω ∈ (−m,m) only require having C 6= 0 such that 2C√m2 − ω2 = F (C). Therefore, we
can state the following necessary and sufficient condition for having nonzero solitary waves:
∃C ∈ C\0 so that 0 < F (C)
2C
≤ m.
The case F (C)/(2C) = m corresponds to the solitary wave with ω = 0, which is a stationary solution to
(2.1) given by ψ(x, t) = Ce−m|x|.
Proof. We will only prove this Proposition A.1 for the case N = 1.
Substituting φω(x)e
−iωt into (2.1), we get the equation
−ω2φω(x)e−iωt = φ′′ω(x)e−iωt −m2φω(x)e−iωt + δ(x)F (e−iωtφω(0)), (A.3)
where (x, t) ∈ R × R. We can assume that φω(0) 6= 0. Indeed, if φω(0) = 0, then (A.3) turns into a
homogeneous second-order linear differential equation, which together with the inclusion φω ∈ H1(R)
results in φω(x) ≡ 0.
The relation (A.3) turns into the following eigenvalue problem:
−ω2φω(x) = φ′′ω(x)−m2φω(x) + δ(x)F (φω(x)), x ∈ R. (A.4)
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The phase factor e−iωt can be canceled out due to (2.2). Equation (A.4) implies that away from the
origin we have
φ′′ω(x) = (m
2 − ω2)φω(x), x 6= 0,
hence φω(x) = C±e−κ±|x| for ±x > 0, where κ± satisfy κ2± = m2−ω2. Since φω(x) ∈ H1, it is imperative
that κ± > 0; we conclude that |ω| < m and that κ± =
√
m2 − ω2 > 0. Moreover, since the function
φω(x) is continuous, C− = C+ = C 6= 0 (since we are looking for nonzero solitary waves). We see that
φω(x) = Ce
−κ|x|, C 6= 0, κ ≡
√
m2 − ω2 > 0. (A.5)
Equation (A.4) implies the following gluing condition at x = 0:
0 = φ′ω(0+)− φ′ω(0−) + F (φω(0)). (A.6)
This condition and (A.5) lead to the equation 2κC = F (C) which is equivalent to (A.2) with N = 1. 2
A.2 Solitary waves for Klein-Gordon with mean field interaction
Proposition A.4. Let ρ ∈ S (Rn), ρ 6≡ 0. Assume that detI,J σIJ(ω) 6= 0 for ω ∈ [−m,m] ∪ Zρ. There
may only be nonzero solitary wave solutions to (2.23) for ω ∈ [−m,m]∪Zρ, where Zρ is defined in (2.27).
The profiles of solitary waves are given by
φˆω(ξ) =
∑N
J=1 CJ ρˆJ(ξ)
ξ2 +m2 − ω2 , (A.7)
where CJ ∈ C, 1 ≤ J ≤ N , satisfy
FJ
( N∑
K=1
σJK(ω)CK
)
= CJ , (A.8)
with σIJ (ω) from (2.30). The existence of such solutions {CJ : 1 ≤ J ≤ N} is a necessary condition for
(A.7) to represent a solitary wave.
The condition (A.8) is also sufficient for (A.7) to represent a (finite energy) solitary wave in the case
n ≥ 5, and also in the case |ω| 6= m, n ≥ 2.
For |ω| = m, n ≤ 4, the following additional condition is needed for (A.7) to represent a finite energy
solitary wave: ∫
Rn
|ρˆ(ξ)|2
ξ4
dnξ <∞. (A.9)
Proof. Substituting the ansatz φω(x)e
−iωt into (2.23), we get the following equation on φω:
−ω2φω(x) = ∆φω(x)−m2φω(x) +
N∑
J=1
ρJ (x)FJ (〈ρJ , φω〉), x ∈ Rn.
Therefore, all solitary waves satisfy the relation
(ξ2 +m2 − ω2)φˆω(ξ) =
N∑
J=1
ρˆJ(ξ)FJ (〈ρJ , φω〉). (A.10)
For ω ∈ R\([−m,m] ∪ Zρ) the relation (A.10) leads to φω /∈ L2(Rn) (unless φω ≡ 0). We conclude that
there are no nonzero solitary waves for ω ∈ R\([−m,m] ∪ Zρ).
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Let us consider the case ω ∈ [−m,m] ∪ Zρ. From (A.10), we see that
φˆω(ξ) =
N∑
J=1
ρˆJ (ξ)
ξ2 +m2 − ω2FJ(〈ρJ , φω〉). (A.11)
Using the functions ΣJ(x, ω) defined in (2.28), we can write φω(x) =
∑N
J=1 CJΣJ (x, ω), with CJ ∈ C.
Substituting this ansatz into (A.11), we can write the condition on CJ in the following form:
N∑
J=1
σIJ(ω)FJ
( N∑
K=1
σJK(ω)CK
)
=
N∑
J=1
σIJ(ω)CJ , (A.12)
where σIJ (ω) is defined in (2.30). Since σIJ(ω) is nondegenerate for ω ∈ [−m,m] ∪ Zρ, we can rewrite
(A.12) in the form (A.8).
For n ≤ 4, the finiteness of the energy of solitons corresponding to ω = ±m is guaranteed by the
condition (A.9). 2
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Appendix B
Global well-posedness
B.1 Klein-Gordon with one oscillator
Here we state and prove the well-posedness result for the equation
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) +
N∑
J=1
δ(x−XJ)FJ (ψ(XJ , t)), x ∈ R, t ∈ R, (B.1)
which describes the Klein-Gordon field interacting with oscillators FJ , 1 ≤ J ≤ N , located at the points
XJ ∈ R.
We formulate the result for N oscillators, but only give a detailed proof for the case of one oscillator,
N = 1 (this corresponds to equation (2.1)). The proof for the case N > 1 requires minor modifications.
Global well-posedness
Theorem B.1. Assume that FJ(ψ) = −∇UJ(ψ), 1 ≤ J ≤ N , where
UJ(ψ) = uJ(|ψ|2), uJ(·) ∈ C2(R).
Assume that
inf
ψ∈C
UJ(ψ) > −∞, 1 ≤ J ≤ N. (B.2)
Then:
(1) For every (ψ0, π0) ∈ X the Cauchy problem{
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) +∑NJ=1 δ(x−XJ )FJ(ψ(XJ , t)), x ∈ R,
(ψ, ψ˙)|t=0 = (ψ0, π0),
where m > 0, has unique solution ψ(t), t ∈ R, such that (ψ, ψ˙) ∈ C(R,X ).
(2) The map W (t) : (ψ0, π0) 7→ (ψ(t), ψ˙(t)) is continuous in X for each t ∈ R.
(3) The values of the energy and charge functionals are conserved along the trajectory:
H(ψ(t), ψ˙(t)) = const, Q(ψ(t), ψ˙(t)) = const, t ∈ R.
(4) The following a priori bound holds:
‖(ψ(t), ψ˙(t))‖X ≤ C(ψ0, π0), t ∈ R. (B.3)
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(5) For any 0 ≤ ε < 1/2, E ∈ R, and T > 0, the map
W (t) : XE → XE , W (t) : (ψ0, π0) 7→ (ψ(t), ψ˙(t)),
is continuous in the topology of Y −ε, uniformly in t ∈ [−T, T ]. Above, XE is defined by
XE = {Ψ ∈ X : H(Ψ) ≤ E}. (B.4)
Remark B.2. In Theorem B.1 (5), we need ε < 1/2 to have the embedding H1−ε(R) ⊂ C(R).
Remark B.3. The condition (B.2) is satisfied if the assumption (2.20) of Theorem 2.8 holds.
Preparation
To simplify formulas, we will only prove Theorem B.1 for N = 1, assuming that the oscillator is at the
origin (X1 = 0); the corresponding equation is (2.1). The case N > 1 requires minor modifications.
Without loss of generality, the condition (B.2) could be substituted by
UJ(ψ) > 0, ψ ∈ C, 1 ≤ J ≤ N. (B.5)
The condition (B.5) is satisfied by UJ from (2.20).
We first need to adjust the nonlinearity F so that it becomes bounded, together with its derivatives.
Define
λ0 =
√
H(ψ0, π0)
m
, (B.6)
where the Hamiltonian H(Ψ) is defined in (2.9) and (ψ0, π0) ∈ X is the initial data from Theorem B.1.
We may pick a modified potential function U˜ ∈ C2(C,R), U˜(ψ) = U˜(|ψ|), so that
U˜(ψ) = U(ψ) for |ψ| ≤ λ0, (B.7)
U˜(ψ) ≥ 0, ψ ∈ C, (B.8)
and so that |U˜(ψ)|, |U˜ ′(ψ)|, and |U˜ ′′(ψ)| are bounded for all ψ ≥ 0. We define
F˜ (ψ) = −∇U˜(ψ), ψ ∈ C, (B.9)
where ∇ stands for the gradient with respect to Reψ, Imψ; Then F˜ (eisψ) = eisF˜ (ψ) for any ψ ∈ C,
s ∈ R.
We consider the Cauchy problem for equation (2.1) with the modified nonlinearity,{
ψ¨(x, t) = ψ′′(x, t)−m2ψ(x, t) + δ(x)F˜ (ψ(0, t)), x ∈ R, t ∈ R,
(ψ, ψ˙)|
t=0
= (ψ0, π0),
(B.10)
which we rewrite in the vector form in terms of Ψ =
[
ψ(x, t)
π(x, t)
]
:
Ψ˙ =
[
0 1
∂2x −m2 0
]
Ψ + δ(x)
[
0
F˜ (ψ)
]
, Ψ|
t=0
= Ψ0, (B.11)
where Ψ0 = (ψ0(x), π0(x)). Equation (B.10) can formally be written as the following Hamiltonian system
(Cf. (2.8)):
Ψ˙(t) = J H˜′(Ψ), J =
[
0 1
−1 0
]
, (B.12)
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where H˜′ is the variational derivative of the Hamilton functional
H˜(Ψ) =
∫
R
(|π|2 + |∇ψ|2 +m2|ψ|2) dx+ U˜(ψ(0, t)), Ψ = [ ψ(x)
π(x)
]
∈ X (B.13)
with respect to (Reψ, Imψ) and (Reπ, Imπ). Note that H˜(Ψ) is Fre´chet differentiable in the space
X = H1 × L2. By the Sobolev embedding theorem, H1(R) ⊂ L∞(R), and there is the following
inequality:
‖ψ‖2L∞ ≤
1
2m
(‖ψ′‖2L2 +m2‖ψ‖2L2) ≤
1
2m
‖Ψ‖2X . (B.14)
Taking into account (B.8) and (B.13), we obtain the inequality
‖Ψ‖2X = 2H˜(Ψ)− 2U˜(ψ(0)) ≤ 2H˜(Ψ), (B.15)
for any Ψ ∈ X .
Lemma B.4. (1) There is the identity H˜(Ψ0) = H(Ψ0).
(2) If Ψ =
[
ψ(x)
π(x)
]
∈ X satisfies H˜(Ψ) ≤ H˜(Ψ0), then U˜(ψ(x)) = U(ψ(x)) for any x ∈ R.
Proof. According to (B.15), the Sobolev embedding (B.14), and the choice of λ0 in (B.6),
‖ψ0‖2L∞ ≤
1
2m
‖Ψ0‖2X ≤
H(Ψ0)
m
= λ20. (B.16)
Thus, by (B.7), U˜(ψ0(x)) = U(ψ0(x)) for all x ∈ R. This proves (i).
By (B.14), the relation (B.15), the condition H˜(Ψ) ≤ H˜(Ψ0), and part (i) of the Lemma, we have:
‖ψ‖2L∞ ≤
1
2m
‖Ψ‖2X ≤
H˜(Ψ)
m
≤ H˜(Ψ0)
m
=
H(Ψ0)
m
= λ20.
Now the statement (ii) follows by (B.7). 2
If Ψ(t) solves (B.12), then, by the energy conservation, one has H˜(Ψ(t)) = H˜(Ψ0). By Lemma B.4 (2),
U˜(ψ(x, t)) = U(ψ(x, t)) for all x ∈ R, t ∈ R. Hence, one also has F˜ (ψ(x, t)) = F (ψ(x, t)) for all x ∈ R,
t ≥ 0, allowing us to conclude that ψ(t) solves (2.1) as well as (B.10).
B.1.1 Local well-posedness
The solution to the Cauchy problem
Ξ˙ =
[
0 1
∂2x −m2 0
]
Ξ, Ξ(x, 0) = ψ0(x) =
[
ψ0(x)
π0(x)
]
(B.17)
is represented by
Ξ(x, t) = W0(t)Ξ0 =
∫
R
[
∂tG(x− y, t) G(x− y, t)
∂2tG(x− y, t) ∂tG(x− y, t)
] [
ψ0(y)
π0(y)
]
dy, (B.18)
where G(x, t) is the forward fundamental solution to the Klein-Gordon equation,
G(x, t) =
1
2
Θ(t− |x|)J0(m
√
t2 − x2), (B.19)
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with Θ(t) the Heaviside step function and J0 the Bessel function (see e.g. [Kom94]). Then the solution
to the Cauchy problem (B.11) can be represented by
Ψ(x, t) = W0(t)Ψ0 + Z[ψ(0, ·)](t), (B.20)
where
Z[ψ(0, ·)](t) :=
∫ t
0
W0(t− s)
[
0
δ(·)F˜ (ψ(0, s))
]
ds.
Lemma B.5. For any nonnegative integers j and k there is a constant Cj,k > 0 such that
|∂jx∂kt J0(m
√
t2 − x2)| ≤ Cj,k(1 + t)j+k, |x| < t. (B.21)
Proof. The proof immediately follows from the observation that all the derivatives of the Bessel function
J0(z) are bounded for z ∈ R, and that J0(z) can be expanded into an absolutely converging Taylor series
in even powers of z. Hence, all derivatives of the function J0(
√
r) in r are bounded for r ≥ 0. 2
The next lemma establishes the contraction principle for the integral equation (B.20).
Lemma B.6. There exists a constant C <∞ such that for any two functions
Ψj(·, t) =
[
ψj(·, t)
πj(·, t)
]
∈ C([0, 1],X ), j = 1, 2,
we have:
‖Z[ψ1(0, ·)](t)− Z[ψ2(0, ·)](t)‖X ≤ Ct1/2 sup
s∈[0,t]
‖Ψ1(·, s)−Ψ2(·, s)‖X , (B.22)
for 0 ≤ t ≤ 1.
Moreover, for any 0 ≤ ε < 1/2, there is Cε <∞ such that
‖Z[ψ1(0, ·)](t)− Z[ψ2(0, ·)](t)‖X ≤ Cεt1/2 sup
s∈[0,t]
‖Ψ1(·, s)−Ψ2(·, s)‖Y −ε , (B.23)
for 0 ≤ t ≤ 1.
Proof. According to (B.18) and (B.20),
Z[ψ1(0, ·)](t)− Z[ψ2(0, ·)](t) =
[
I(x, t)
∂tI(x, t)
]
, (B.24)
where
I(x, t) :=
∫ t
0
G(x, t− s)
(
F˜ (ψ1(0, s))− F˜ (ψ2(0, s))
)
ds.
First we derive the L2 estimate for I(x, t):
‖I(·, t)‖L2 ≤ const
∥∥∥∥∫ t
0
Θ(t− s− |x|)|F˜ (ψ1(0, s))− F˜ (ψ2(0, s))| ds
∥∥∥∥
L2
≤ const sup
z∈C
|∇F˜ (z)|
∥∥∥∥∫ t
0
Θ(t− s− |x|) ds
∥∥∥∥
L2
sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|
≤ const t3/2 sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|, (B.25)
where we took into account that |∇F˜ (z)| is bounded due to the choice of U˜ .
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Similarly, we derive the L2 estimate for the derivative ∂tI(x, t). We first analyze
∂tG(x, t− s) = 1
2
Θ(t− s− |x|)∂tJ0(m
√
(t− s)2 − x2) + 1
2
δ(t− s− |x|).
By Lemma B.5, we have |∂tJ0(m
√
(t− s)2 − x2)| ≤ 2C0,1 for |x| ≤ |t− s| ≤ 1. We conclude that
‖∂tI(·, t)‖L2
≤
∥∥∥∥∫ t
0
[
2C0,1Θ(t− s− |x|) + δ(t− s− |x|)
2
]
ds
∥∥∥∥
L2
sup
s∈[0,t]
∣∣∣F˜ (ψ1(0, s))− F˜ (ψ2(0, s))∣∣∣
+ ‖G(·, 0+)‖L2
∣∣∣F˜ (ψ1(0, t))− F˜ (ψ2(0, t))∣∣∣
≤ const ‖Θ(t− |x|)‖L2 sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|
≤ const t1/2 sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|. (B.26)
Note that, by (B.19), ‖G(·, 0+)‖L2 = 0.
The norm ‖∂xI(·, t)‖L2 is estimated similarly, with the same result:
‖∂xI(·, t)‖L2 ≤ const t1/2 sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|.
Using the estimates ‖I(·, t)‖L2 , ‖∂xI(·, t)‖L2 , and ‖∂tI(·, t)‖L2 in (B.24), one arrives at
‖Z[ψ1(0, ·)](t)− Z[ψ2(0, ·)](t)‖X ≤ const t1/2 sup
s∈[0,t]
|ψ1(0, s)− ψ2(0, s)|, 0 ≤ t ≤ 1. (B.27)
Finally, to get (B.22), one uses the estimate
|ψ1(0, s)− ψ2(0, s)| ≤ const‖ψ1(·, s)− ψ2(·, s)‖H1 ≤ const‖Ψ1(·, s)−Ψ2(·, s)‖X . (B.28)
Let us obtain the refinement (B.23).
Lemma B.7. Let 0 ≤ ε < 1/2. For any X > 0, the projection
Π : (ψ, π) 7→ ψ
is continuous as a map from Y −ε to Cb([−X,X]). That is, there exists C <∞ (which depends on ε and
X) such that for any f ∈ H1−ε(R),
|f(x)| ≤ C
∑
R∈N
2−R‖f‖H1−εR , |x| ≤ X.
Proof. Recall that the norms in L2R(B
n
R) and in H
s
R(B
n
R) are defined by duality with L
2
0(B
n
R) and
H−s0 (B
n
R), where B
n
R ⊂ Rn is the ball of radius R.
Denote
s = 1− ε.
Pick R0 ∈ N such that R0 > X. Fix ρ ∈ C∞0 (−R0, R0), with ρ(x) = 1 for |x| ≤ X. By the Sobolev
embedding, there is C > 0 so that
|f(x)| = |ρ(x)f(x)| ≤ C‖ρf‖Hs = C‖ρf‖HsR0 , |x| ≤ X. (B.29)
64 Andrey Komech
Essentially, the desired bound follows from Hs(R) being an algebra for s > 1/2; anyways, let us give a
detailed proof. Due to the definition of ‖ · ‖HsR by duality, we have:
‖ρf‖HsR0 = sup
α∈C∞0 (−R0,R0)
‖α‖H−s=1
〈α, ρf〉 ≤ sup
α∈C∞0 (−R0,R0)
‖α‖H−s=1
‖αρ‖H−s‖f‖HsR0 . (B.30)
We claim that α 7→ αρ is continuous in H−s(R); it then would follow that ‖ρf‖HsR0 ≤ const‖f‖HsR0 .
Alternatively, we may prove that the map αˆ 7→ ρˆ ∗ αˆ is continuous in Ĥ−s(R), which is isometric to
L2(R, (1 + |ξ|)−2s dξ). Thus, we need to prove that the integral operator with the Schwartz kernel
K(ξ, η) = (1 + |ξ|)−sρˆ(ξ − η)(1 + |η|)s is continuous in L2(R). This continuity, in turn, follows from the
bound |ρˆ(ξ)| ≤ CN/(1 + |ξ|)N for some CN <∞, applying Peetre’s inequality, which gives
|K(ξ, η)| ≤
(
1 + |η|
1 + |ξ|
)s
CN
(1 + |ξ − η|)N ≤
CN
(1 + |ξ − η|)N−s ,
and then using the Schur test, which applies since both
sup
ξ
∫
R
|K(ξ, η)| dη, sup
η
∫
R
|K(ξ, η)| dξ
are finite when N is sufficiently large. Combining (B.29), (B.30), and the continuity of α → αρ in
H−s(R), we conclude that there is C ′ <∞ such that
|f(x)| ≤ C‖ρf‖HsR0 ≤ C
′‖f‖HsR0 ≤ C
′2R0
∞∑
R=1
2−R‖f‖HsR , |x| ≤ X.
We are done. 2
Lemma B.7 and Definition 2.4 (3) of the norm ‖ · ‖Y −ε show that for each 0 ≤ ε < 1/2 there exists
C <∞ such that
|ψ1(0, s)− ψ2(0, s)| ≤ C‖Ψ1(·, s)−Ψ2(·, s)‖Y −ε , (B.31)
for all Ψ1 = (ψ1, ψ˙1) ∈ C(R,X ), Ψ2 = (ψ2, ψ˙2) ∈ C(R,X ). Using this bound in (B.27), we arrive at
(B.23). 2
For E ≥ 0, define XE ⊂ X as the set of states of energy not larger than E (see (B.4)).
Corollary B.8. (1) For any E > 0 there exists τ = τ(E) > 0 such that for any Ψ0 ∈ XE there is
a unique solution Ψ(x, t) ∈ C([0, τ ],X ) to the Cauchy problem (B.11) with the initial condition
Ψ(0) = Ψ0.
(2) The map W (t) : Ψ0 7→ Ψ(t), t ∈ [0, τ ] is a continuous map from XE to X .
B.1.2 Smoothness of the solution
In this section, we will study the smoothness of the solution
Ψ(x, t) = (ψ(x, t), π(x, t)) ∈ C([0, τ ],X )
constructed in Corollary B.8 (1) assuming that ψ0(x), π0(x) ∈ C∞0 (R). According to the integral repre-
sentation (B.20), ψ(x, t), t ∈ [0, τ ], can be represented as
ψ(x, t) =
∫
R
(∂tG(x− y, t)ψ0(y) +G(x− y, t)π0(y)) dy +
t∫
0
G(x, t− s)F˜ (ψ(0, s)) ds. (B.32)
First, let us prove the smoothness of the function ψ(0, t).
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Lemma B.9. ψ(0, t) ∈ C∞([0, τ ]).
Proof. The integral representation (B.32) implies that, for t ∈ [0, τ ],
ψ(0, t) =
∫
R
(∂tG(y, t)ψ0(y) +G(y, t)π0(y)) dy +
1
2
t∫
0
J0(m(t− s))F˜ (ψ(0, s)) ds. (B.33)
The first integral is a smooth function. Further, from ‖ψ(·, t)‖H1 ≤ C < ∞, t ∈ [0, τ ], we conclude
that |ψ(0, t)| is bounded. Hence, (B.33) implies that ψ(0, ·) ∈ C([0, τ ]), and then by induction that
ψ(0, ·) ∈ C∞([0, τ ]) since the Bessel function is smooth. 2
Now, from (B.32), we conclude that ψ(x, t) is smooth away from the singularities of G(x, t).
Proposition B.10. The solution ψ(x, t) is piecewise smooth inside each of the four regions of [0, τ ]×R
cut off by the lines x = 0 and x = ±t.
Proof. The first integral in the right-hand side of (B.32) is infinitely smooth in x and t for all x ∈ R,
t ≥ 0. Now let us consider the second integral in the right-hand side of (B.32), which could be written
as follows:
Θ(t− |x|)
2
∫ t−|x|
0
J0(m
√
(t− s)2 − x2)F˜ (ψ(0, s)) ds. (B.34)
Here the function F˜ (ψ(0, s)) is smooth in s ∈ [0, τ ] by Lemma B.9. By Lemma B.5, all the partial
derivatives of J0(m
√
(t− s)2 − x2) in x and t are continuous and uniformly bounded for |x| < t − s,
t ≤ τ . Therefore, (B.34) is smooth, with all the derivatives uniformly bounded, in each of the regions
0 ≤ x ≤ t, −t ≤ x ≤ 0. In the regions |x| > t, (B.34) is identically equal to zero. 2
Lemma B.11. For 0 < t ≤ τ ,
lim
x→0−
ψ˙(x, t) = lim
x→0+
ψ˙(x, t). (B.35)
Proof. We have to analyze only the contribution from the second term in the right-hand side of (B.32),
that is,
∂t
t∫
0
G(x, t− s)F˜ (ψ(0, s)) ds = G(x, 0+)F˜ (ψ(0, t)) +
t∫
0
∂tG(x, t− s)F˜ (ψ(0, s)) ds.
The first term in the right-hand side is equal to zero for x 6= 0. The second term is continuous since the
Green function G(x, t− s) is smooth at x = 0 for t− s > 0. 2
Lemma B.12. For 0 < t ≤ τ ,
(1) ψ˙(x, t) + ψ′(x, t) is continuous across the characteristic x = t.
(2) ψ˙(x, t)− ψ′(x, t) is continuous across the characteristic x = −t.
Proof. The proofs for both statements of the Lemma are identical; we will only prove the first statement
with x > 0. We have to study only the contribution from the second term in the right-hand side of (B.32),
i.e.
(∂t + ∂x)
t∫
0
G(x, t− s)F˜ (ψ(0, s)) ds =
t∫
0
(∂t + ∂x)G(x, t− s)F˜ (ψ(0, s)) ds. (B.36)
Here we took into account that, as above, G(x, 0+)F˜ (ψ(0, t)) = 0 for x 6= 0. Next key observation is
that, for x > 0, the derivative ∂t + ∂x applied to G(x, t), does not produce a delta-function:
(∂t + ∂x)G(x, t) =
1
2
{
Θ(t− x)(∂t + ∂x)J0(m
√
t2 − x2)
}
.
Hence, the integral (B.36) is continuous in x and t across the line x = t, 0 < t ≤ τ by Lemma B.5. 2
66 Andrey Komech
B.1.3 Energy conservation and global well-posedness
Lemma B.13. For the solution to the Cauchy problem (B.11) with the initial data Ψ0 ∈ X , the energy
is conserved: H˜(Ψ(t)) = const, t ∈ [0, τ ].
Proof. We follow [Kom95]. First, we prove that the energy is conserved for the smooth initial data
with compact support: Ψ0 =
[
ψ0
π0
]
, with ψ0, π0 ∈ C∞0 (R). Consider the norm ‖ · ‖X introduced in
Definition 2.4 (1),
‖Ψ(t)‖2X =
∫ ∞
−∞
[|ψ˙|2 + |ψ′|2 +m2|ψ|2] dx, t ∈ [0, τ ]. (B.37)
We split this integral into four pieces: The integration over (−∞,−t), (−t, 0), (0, t), and (t,∞). By
Proposition B.10, on the support of each of these integrals ψ(x, t) for t ∈ [0, τ ] is a smooth function of x
and t. Then, differentiating, we may express ∂t‖Ψ(t)‖2X as
∂t‖Ψ(t)‖2X =
[
|ψ˙|2 + |ψ′|2 +m2|ψ|2
]x=−t+0
x=−t−0
(B.38)
−
[
|ψ˙|2 + |ψ′|2 +m2|ψ|2
]x=t+0
x=t−0
+ 2
∫ ∞
−∞
[ψ˙ψ¨ + ψ′ψ˙′ +m2ψψ˙] dx, t ∈ [0, τ ].
The terms m2|ψ|2 could be discarded due to continuity of ψ across the characteristics x = ±t. Integrating
by parts the terms ψ′ψ˙′ and using the cancellations of the integrals due to equation (B.10) away from
x = 0, we get:
∂t‖Ψ(t)‖2X =
[
|ψ˙|2 + |ψ′|2 − 2ψ′ψ˙
]x=−t+0
x=−t−0
−
[
|ψ˙|2 + |ψ′|2 + 2ψ′ψ˙
]x=t+0
x=t−0
− 2
[
ψ′ψ˙
]x=0+
x=0−
=
[
(ψ˙ − ψ′)2
]x=−t+0
x=−t−0
−
[
(ψ˙ + ψ′)2
]x=t+0
x=t−0
− 2
[
ψ′ψ˙
]x=0+
x=0−
. (B.39)
According to Lemma B.12, the first two terms in (B.39) do not give any contribution. Let us compute
the contribution of the last term. According to Lemma B.11, ψ˙(0±, t) = ψ˙(0, t) for t ∈ [0, τ ], therefore[
ψ′ψ˙
]x=0+
x=0−
= [ψ′(x, t)]x=0+x=0− ψ˙(0, t) = −F˜ (ψ(0, t))ψ˙(0, t) =
d
dt
U˜(ψ(0, t)).
In the second equality, we computed the jump of ψ′ using equation (B.10) and the piecewise smoothness
of the solution. We conclude that
d
dt
{
1
2
‖Ψ(t)‖2X + U˜(ψ(0, t))
}
= 0,
and hence the value of the functional H˜ defined in (B.13) is conserved.
Since we proved the energy conservation for the initial data that constitute a dense set in X and since
the dynamical group is continuous in X by Corollary B.8 (2), we conclude that the energy is conserved
for arbitrary initial data from X . 2
Corollary B.14. (1) The solution Ψ to the Cauchy problem (B.11) with the initial data Ψ|
t=0
= Ψ0 ∈
X exists globally: Ψ ∈ Cb(R,X ).
(2) The energy is conserved: H˜(Ψ(t)) = H˜(Ψ0), t ≥ 0.
Proof. Corollary B.8 (1) yields a solution Ψ ∈ L∞([0, τ ],X ) with a positive τ = τ(E). However, the
value of H(Ψ(t)) is conserved for t ≤ τ by Lemma B.13. Corollary B.8 (1) allows us to extend Ψ to the
interval [τ, 2τ ], and eventually to all t ≥ 0. In the same way we extend the solution Ψ(t) for all t < 0. 2
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B.1.4 Conclusion of the proof of global well-posedness
The trajectory Ψ =
[
ψ(x, t)
π(x, t)
]
∈ C(R,X ) is a solution to (B.11). Corollary B.14 (2) together with
Lemma B.4 (1) imply the energy and charge conservation. Then, by Lemma B.4 (2), U˜(ψ(0, t)) =
U(ψ(0, t)), for all t ∈ R. This tells us that ψ(x, t) is a solution to (2.1). The a priori bound (B.3) follows
from (B.15) and the conservation of H(Ψ(t)).
This finishes the proof of Parts (1), (2), (3), and (4) of Theorem B.1.
B.1.5 Continuous dependence on the initial data in Y −ε
Let us prove the continuous dependence on the initial data stated in Theorem B.1 (5).
For any Ψ1, Ψ2 ∈ C(R,X ), we have:
‖Ψ1(t)−Ψ2(t)‖Y −ε ≤ ‖W0(t)(Ψ1(0)−Ψ2(0))‖Y −ε + ‖Z[Ψ1](t)− Z[Ψ2](t)‖Y −ε .
The first term in the right-hand side is bounded by C‖Ψ1(0)−Ψ2(0)‖Y −ε , due to the continuity of W0
in X −ε and the finite speed of propagation.
The second term is bounded due to the bound (B.23) from Lemma B.6, which yields
‖Z[Ψ1](t)− Z[Ψ2](t)‖Y −ε ≤ Cεt1/2 sup
s∈[0,t]
‖Ψ1(s)−Ψ2(s)‖Y −ε , (B.40)
for 0 ≤ t ≤ 1.
Remark B.15. At this point, we utilize the fact that Ψ1, Ψ2 ∈ C(R,X ), since the bound (B.23) was
derived under the assumption of finite energy initial data (so that F , F ′ could be assumed bounded).
As it follows from (B.40), there is C > 1 and t0 > 0 such that for 0 ≤ t ≤ t0 one has
‖Ψ1(t)−Ψ2(t)‖Y −ε ≤ C‖Ψ1(0)−Ψ2(0)‖Y −ε .
Applying this bound recursively, we prove that
‖Ψ1(t)−Ψ2(t)‖Y −ε ≤ C1+
|t|
t0 ‖Ψ1(0)−Ψ2(0)‖Y −ε , t ∈ R.
This proves the continuity stated in Theorem B.1 (5), finishing the proof of Theorem B.1.
B.2 Klein-Gordon with mean field interaction
B.2.1 Global well-posedness
Now we consider the global well-posedness for the Klein-Gordon field with the mean field interaction at
N regions, which is described by equation (2.23):
ψ¨(x, t) = ∆ψ(x, t)−m2ψ(x, t) +
N∑
J=1
ρJ(x)FJ (〈ρJ , ψ(·, t)〉), x ∈ Rn, t ∈ R. (B.41)
We assume that ρJ(x) = ρ(x−XJ ), ρ ∈ S (Rn).
Theorem B.16. Let ρ ∈ S (Rn), n ≥ 1, and let FJ(z) = −∇UJ(z), 1 ≤ J ≤ N , where
UJ(z) = uJ(|z|2), uJ ∈ C2(R).
Assume that
inf
z∈C
UJ(z) > −∞, 1 ≤ J ≤ N. (B.42)
Then:
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(1) For every Ψ0 = (ψ0, π0) ∈ X , the Cauchy problem{
ψ¨(x, t) = ∆ψ −m2ψ +∑NJ=1 ρJ(x)FJ (〈ρJ , ψ(·, t)〉), x ∈ Rn,
(ψ, ψ˙)|
t=0
= (ψ0, π0),
(B.43)
where m > 0, has a unique global solution ψ(t), t ∈ R, such that (ψ, ψ˙) ∈ C(R,X ).
(2) The map W (t) : (ψ0, π0) 7→ (ψ(t), ψ˙(t)) is continuous in X for each t ∈ R.
(3) The values of the energy and charge functionals are conserved along the trajectory:
H(ψ(t), ψ˙(t)) = const, Q(ψ(t), ψ˙(t)) = const, t ∈ R.
(4) The following a priori bound holds:
‖(ψ(t), ψ˙(t))‖X ≤ C(ψ0, π0) <∞, t ∈ R. (B.44)
(5) For any ε ≥ 0, E ∈ R, and T > 0, the map
W (t) : XE → XE , W (t) : (ψ0, π0) 7→ (ψ(t), ψ˙(t)),
is continuous in the topology of Y −ε, uniformly in t ∈ [−T, T ]. Above, XE ⊂ X is the subset of
states of energy not larger than E (see (B.4)).
Proof. The proof of this theorem is much simpler than that of Theorem B.1, due to the function ρ in
the right-hand side being of Schwartz type. We will only give a sketch.
The local existence stated in Theorem B.1 is obtained by standard arguments from the contraction
mapping principle. To achieve this, we use the integral representation for the solutions to the Cauchy
problem (B.43) for t ≥ 0:
Ψ(t) = W0(t)Ψ0 + Z[Ψ](t),
where Ψ = (ψ, ψ˙) and
Z[Ψ](t) :=
N∑
J=1
∫ t
0
W0(t− s)
[
0
ρJ FJ (〈ρJ , ψ(·, s)〉)
]
ds.
Above, W0(t) is the dynamical group for the linear Klein-Gordon equation which is a unitary operator
in the space X −ε for any ε ≥ 0. For any ε ≥ 0, there exists Cε <∞ such that there is a bound
‖Z[Ψ1](t)− Z[Ψ2](t)‖X −ε ≤ Cε|t| sup
s∈[0,t]
‖Ψ1(s)−Ψ2(s)‖X −ε , |t| ≤ 1, (B.45)
which holds for any two functions Ψ1, Ψ2 ∈ C(R,X ). This bound shows that Z[ψ] is a contraction
operator in Cb([0, t],X
−ε), ε ≥ 0, if t > 0 is sufficiently small.
The contraction mapping theorem based on the bound (B.45) on the nonlinear term allows us to
prove the existence and uniqueness of a local solution in X , as well as the continuity of the map W (t)
(continuity with respect to the initial data). The continuity of W (t) in Y −ε follows from its continuity
in X −ε and the finite speed of propagation.
Now let us discuss the a priori bound stated in Part (4) of the Theorem. Adding to UJ(z), 1 ≤ J ≤ N ,
constants if necessary (this does not change equation (2.23)), we can substitute the condition (B.42) by
inf
z∈C
UJ(z) ≥ 0. (B.46)
The conservation of the values of the energy and charge functionals, H and Q, is obtained by approx-
imating the initial data in X with smooth initial data and using the continuity of W (t) in X . The a
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priori bound (B.44) follows from bounding ‖Ψ‖X in terms of the value of the Hamiltonian (2.26), with
the aid of (B.46):
‖Ψ‖2X ≤ 2 (H(Ψ)) , Ψ ∈ X . (B.47)
This bound allows us to extend the existence results for all times, proving the global well-posedness of
(B.43) in the energy space.
Finally, the continuity of W (t) in X −ε and Y −ε, ε ≥ 0 (Part (5) of Theorem B.16) follows from the
contraction mapping theorem (based on the bound (B.45)) and the finite speed of propagation. 2
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Appendix C
Local energy decay
Proposition C.1 (Local energy decay). For any n ∈ N and m > 0, if χ solves
χ¨ = ∆χ−m2χ, x ∈ Rn, (χ, χ˙)|
t=0
= (ψ0, π0) ∈ H1(Rn)× L2(Rn),
then, for any ρ ∈ S (Rn),
lim
t→∞
(‖ρ(·)χ(·, t)‖H1 + ‖ρ(·)χ˙(·, t))‖L2) = 0.
Proposition C.1 immediately yields the decay of the norm of (χ, χ˙) in the space Y −ε introduced in
Definition 2.4 (3):
Corollary C.2. For any ε ≥ 0,
lim
t→∞
‖(χ, χ˙)|
t
‖Y −ε = 0.
Proof. For the Fourier transform of χ(x, t) in x, we have:
χˆ(ξ, t) = ψˆ0(ξ) cos(ω(ξ)t) + πˆ0(ξ)
sin(ω(ξ)t)
ω(ξ)
,
where ω(ξ) =
√
m2 + ξ2.
We will only prove that
lim
t→∞
‖ρ(·)χ(·, t)‖H1 = 0;
the limit limt→∞ ‖ρ(·)χ˙(·, t)‖L2 = 0 is computed similarly.
Pick ǫ > 0. We split the initial data ψ0 and π0 into ψ0 = u1 + u2, π0 = v1 + v2, so that
‖u1‖H1 + ‖v1‖L2 < ǫ/2 (C.1)
and
uˆ2, vˆ2 ∈ S (Rn), supp uˆ2 ∪ supp vˆ2 ⊂ {ξ ∈ Rn: |ξ| ≥ λ}, (C.2)
for some λ > 0. Let χ1 and χ2 be the solutions to the linear Klein-Gordon equation with the initial data
(χ1, χ˙1)|t=0 = (u1, v1), (χ2, χ˙2)|t=0 = (u2, v2).
Due to (C.1) and the energy conservation, ‖χ1(t)‖H1 ≤ ǫ/2 for t ∈ R. It suffices to show that
lim
t→∞
‖ρ(·)χ2(·, t)‖H1 = 0. (C.3)
We have:
‖ρχ2(·, t)‖2L2 ≤ ‖ρ‖L2‖χ2(·, t)‖L2‖ρχ2(·, t)‖L∞ . (C.4)
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The first two factors in the right-hand side of (C.4) are bounded uniformly in time. For the last factor
in the right-hand side of (C.4), we have:
‖ρ(·)χ2(·, t)‖L∞ ≤
∥∥∥∥ρˆ ∗ (uˆ2(·) cos(ω(·)t) + vˆ2(·) sin(ω(·)t)ω(·)
)∥∥∥∥
L1
. (C.5)
Lemma C.3. Let f , g ∈ S (Rn), and 0 /∈ supp g. Then, for any N ∈ N, there is CN > 0 so that
‖f ∗ (g(·)eiω(·)t)‖L1 ≤ CN (1 + |t|)−N , t ∈ R.
Proof. Since 0 /∈ supp g, |∇ηω(η)| is bounded away from zero on the support of g. Therefore, the
expression
‖f ∗ (g(·)eiω(·)t)‖L1 = ∫ ∣∣∣∣∫ f(ξ − η)g(η)eiω(η)t dη∣∣∣∣ dξ (C.6)
decays faster than any negative power of t due to the stationary phase method. Namely, one can place
the operator L = 1i|∇ω(η)|2t∇ηω · ∇η in front of the exponential factor eiω(η)t under the inner integral in
the right-hand side of (C.6), and then integrate by parts in η. This gives a factor of t−1. The procedure
could be repeated arbitrarily many times. 2
Lemma C.3, applied to the right-hand side of (C.5), shows that lim
t→∞
‖ρχ2(·, t)‖L∞ = 0. This, together
with (C.4), yields
lim
t→∞
‖ρχ2‖2L2 = 0. (C.7)
Similarly, one proves that
lim
t→∞
‖∇x(ρχ2(·, t))‖2L2 = 0. (C.8)
Each of the terms in the right-hand side of (C.4) could accommodate a derivative in x: ‖∇ρ‖L2 is bounded,
‖∇χ(·, t)‖L2 is bounded uniformly in time, while ‖∇(ρχ2(·, t))‖L∞ is bounded by the expression similar
to the right-hand side of (C.6), which is dealt with by Lemma C.3.
Using (C.7) and (C.8), we obtain:
lim
t→∞
‖ρ(·)χ2(·, t)‖H1 = 0.
As we mentioned before, the convergence lim
t→∞
‖ρ(·)χ˙2(·, t)‖L2 = 0 is proved similarly.
This finishes the proof. 2
Appendix D
Quasimeasures and multiplicators
Here we give the details on quasimeasures from [Kom03] and [KK07a].
D.1 Quasimeasures
Let us denote by gˇ the inverse Fourier transform of a tempered distribution g:
gˇ(t) = F−1ω→t[g(ω)].
Definition D.1. A tempered distribution µ(ω) is a quasimeasure if µˇ ∈ Cb(R).
For example, any function from L1(R) is a quasimeasure, and so is any finite Borel measure on R.
Lemma D.2. Let µ(ω) be a quasimeasure and ϕ(ω) be a test function from the Schwartz space S (R).
Then
|〈µ(ω), ϕ(ω)〉| ≤ C‖ϕˇ(t)‖L1(R). (D.1)
The lemma is a trivial consequence of the Parseval identity:
|〈µ(ω), ϕ(ω)〉| = 2π|〈µˇ(t), ϕˇ(t)〉| ≤ 2π‖µˇ(t)‖L∞(R)‖ϕˇ(t)‖L1(R). (D.2)
Definition D.3. Cb,F (R) is the vector space of bounded functions f(t) ∈ Cb(R) endowed with the
following convergence: fǫ(t)
Cb,F−−−−→ f(t), ǫ→ 0+ if and only if
(1) ∀T > 0, ‖fǫ(t)− f(t)‖C[−T,T ] → 0, ǫ→ 0+;
(2) sup
ǫ∈(0,1]
‖fǫ(t)‖Cb(R) <∞.
This type of convergence coincides with the convergence stated in the Ascoli-Arzela` theorem. Next
we introduce the dual class of the “Ascoli-Arzela` quasimeasures”.
Definition D.4. Q(R) is the linear space of all quasimeasures µ(ω) endowed with the following conver-
gence:
µǫ(ω)
Q−−−−→
ǫ→0+
µ(ω) if and only if µˇǫ(t)
Cb,F−−−−→
ǫ→0+
µˇ(t).
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D.2 Multiplicators
Now let us give a simple characterization of multiplicators in Q(R). Let us consider a continuous function
M(ω) ∈ C(R). We also denote by M the corresponding operator of multiplication:
M : µ(ω) 7→M(ω)µ(ω), µ(ω) ∈ C∞0 (R).
Lemma D.5. (1) Let Mˇ(t) ∈ L1(R). Then the operator M extends to a linear continuous operator in
the space of quasimeasures:
M : Q(R) → Q(R).
(2) Let µǫ(ω)
Q−−−−→ µ(ω) and Mˇǫ(t)
L1−−−−→ Mˇ(t) as ǫ→ 0+. Then
Mǫ(ω)µǫ(ω)
Q−−−−→ M(ω)µ(ω), ǫ→ 0 + . (D.3)
Proof. First we define M(ω)µ(ω) := Ft→ω[
(
Mˇ ∗ µˇ)(t)](ω) that agrees with the case µ ∈ C∞0 (R). Then
(i) follows from (ii) with Mǫ = M and µǫ ∈ C∞0 (R). To prove (ii), we need to show that
F−1ω→t[Mǫ(ω)µǫ(ω)] =
(
Mˇǫ ∗ µˇǫ
)
(t)
Cb,F−−−−→ (Mˇ ∗ µˇ)(t). (D.4)
We have to check both conditions (i) and (ii) of Definition D.3 for the functions
fǫ(t) := F−1ω→t[Mǫ(ω)µǫ(ω)] =
(
Mˇǫ ∗ µˇǫ
)
(t),
f(t) := F−1ω→t[M(ω)µ(ω)] =
(
Mˇ ∗ µˇ)(t).
We have:
fǫ(t)− f(t) =
(
Mˇǫ ∗ µˇǫ
)
(t)− (Mˇ ∗ µˇ)(t) = ((Mˇǫ − Mˇ) ∗ µˇǫ)(t) + (Mˇ ∗ (µˇǫ − µˇ))(t).
The first term in the right-hand side converges to zero uniformly in t ∈ R since Mˇǫ − Mˇ → 0 in L1 while
µˇǫ ∈ Cb(R) and is bounded uniformly for ǫ ∈ (0, 1). Let us analyze the second term,∫
R
Mˇ(τ)(µˇǫ(t− τ)− µˇ(t− τ)) dτ. (D.5)
Since Mˇ ∈ L1, for any δ > 0 there exists a finite R > 0 so that ∫|τ |>R |Mˇ(τ)| dτ ≤ δ. On the other hand,
for any T > 0, the difference µˇǫ(t − τ) − µˇ(t − τ) is uniformly small for |t| ≤ T , |τ | < R and small ǫ.
Therefore, the integral (D.5) converges to zero uniformly in |t| ≤ T as ǫ → 0+. Hence, the convergence
(i) of Definition D.3 follows.
Finally, the uniform bound (ii) of Definition D.3 for the functions fǫ(t) is obvious. The convergence
(D.4) is proved. 2
Bounds for multiplicators
Let us justify the properties of the multiplicators which we used in Section 5.1. Recall that we use the
notation
Mx,ǫ(ω) := e
ik(ω+iǫ)|x|ζ(ω), x ∈ R, ǫ ≥ 0,
where ζ(ω) ∈ C∞0 (R) is a fixed cutoff function, and also the notation
Nx(ω) := (ik(ω) sgnx)
jeik(ω)|x|(−iω)kζ(ω), x ∈ R,
where j, k are fixed nonnegative integers.
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Lemma D.6. For any fixed x ∈ R we have:
(1) Mˇx,ǫ(t) ∈ L1(R) for any ǫ ≥ 0.
(2) Mˇx,ǫ(t)
L1−−−−→ Mˇx,0(t), ǫ→ 0.
(3) Nˇx ∈ L1(R), and for any R > 0 there exists Cj,k,R > 0 so that
sup
|x|≤R
‖Nˇx‖L1(R) ≤ Cj,k,R. (D.6)
Proof. For any fixed x ∈ R, the Puiseux expansion holds:
eik(ω+iǫ)|x| ∼ 1 +
∑
±
∞∑
j=1
C±j (x)(ω + iǫ∓m)j/2, ω + iǫ→ ±m, ǫ > 0. (D.7)
Therefore, the function Mˇx,ǫ(t) is smooth and decays at least like |t|−3/2 when t→∞. This finishes the
proof of the first statement of the lemma.
The second statement of the lemma follows from (D.7).
The last statement of the lemma follows by the same arguments from the Puiseux expansion for Nˇx(ω)
similar to expansion (D.7) with ǫ = 0. 2
D.3 Examples of quasimeasures
Let us consider the function
f(ω) =
1
ω
e
i
ω . (D.8)
Lemma D.7. (1) f(ω) dω is not a finite measure.
(2) |F (t)| ≤ const(1 + |t|−1/4), hence f ∈ Q(R).
Proof. Consider the intervals
In =
[ 1
2nπ + 1
,
1
2nπ − 1
]
, n ∈ N. (D.9)
Let χN (ω) =
∑N
n=1 χIn(ω). Then
Re
∫
R
f(ω)χN (ω) dω =
N∑
n=1
∫ (2nπ−1)−1
(2nπ+1)−1
cos
1
ω
dω
ω
=
N∑
n=1
∫ 2nπ+1
2nπ−1
cos s
ds
s
≥
N∑
n=1
2 cos 1
2nπ + 1
could be arbitrarily large when N goes to infinity. This shows that f(ω) is not a finite measure.
Assume that t > 0, and consider
F (t) =
∫
R
eiωt+
i
ω
dω
ω
= 2i
∞∫
0
sin(ωt+ ω−1)
dω
ω
= 4i
∞∫
t−
1
2
sin(ωt+ ω−1)
dω
ω
. (D.10)
For ω > t−1/2 the function φ(ω) = ωt+ ω−1 satisfies φ′(ω) > 0, φ′′(ω) > 0. By Lemma D.11, the limit
lim
Ω→∞
∫ Ω
t−1/2
sin(ωt+ ω−1)
dω
ω
(D.11)
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exists and is bounded by ∫ ω′
t−1/2
dω
ω
≤ ω
′ − t−1/2
t−1/2
= t1/2ω′ − 1,
where ω′ > t−1/2 is such that φ(ω′) = φ(t−1/2) + π:
ω′t+
1
ω′
= 2t1/2 + π,
hence
ω′ =
2t1/2 + π +
√
(2t1/2 + π)2 − 4t
2t
= t−1/2 +
π +
√
4πt1/2 + π2
2t
.
We conclude that ∣∣∣∣∣ limΩ→∞
∫ Ω
t−1/2
sin(ωt+ ω−1)
dω
ω
∣∣∣∣∣ ≤
√
4t1/2π + π2
t1/2
.
Let us show that (D.11) is also bounded for 0 < t ≤ 1. We split the integration into
∞∫
t−1/2
sin(ωt+ ω−1)
dω
ω
≤
2πt−1∫
t−1/2
sin(ωt+ ω−1)
dω
ω
+
∞∫
2πt−1
sin(ωt+ ω−1)
dω
ω
. (D.12)
As long as t ≤ 1, the absolute value of the first integral in (D.12) could be bounded by
2πt−1∫
t−1/2
(
| sin(ω−1)|+ ∣∣sin(ωt+ ω−1)− sin(ω−1)∣∣ )dω
ω
≤ C
2πt−1∫
t−1/2
(ω−1 + ωt)
dω
ω
≤ const.
The absolute value of the second integral in (D.12) is bounded with the aid of Lemma D.11:∫ ∞
2πt−1
sin(ωt+ ω−1)
dω
ω
≤ ω
′ − ω
2πt−1
,
where ω′ > 2πt−1 satisfies φ(ω′) = φ(2πt−1)+π, with φ(ω) = ωt+ω−1. Estimating ω′−ω by π/φ′(2πt−1),
we get ∫ ∞
2πt−1
sin(ωt+ ω−1)
dω
ω
≤ π
2πt−1(t− ( t2π )2)
=
π
2π − t2π
,
This proves the desired bound on (D.12).
The lemma is proved. 2
Remark D.8. We have heard from Stas Molchanov, UNC–Charlotte, that a similar example must have
been considered by O.S. Ivashov-Musatov.
Remark D.9. We have also heard from Stas Molchanov about the following related result proved by
Wiener:
Let ϕ(t) =
∫
R
eiωtµ(dω). Assume that the measure µ is of finite variation and that
lim
T→∞
1
2T
∫ T
−T
|ϕ(t)|2 dt = C.
Then µ =
∑
j αjδ(ω − ωj) + µa.c., with C =
∑
j |αj |2.
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Remark D.10. It is possible to have f , g ∈ Q(R) such that supp f ⊂ R+, supp f ∗ g ⊂ R+, while
supp g 6⊂ R+. Here is an example:
F (t) =
t− i
t+ i
, G0(t) =
t+ i
t− i , G(t) = G0(t) + F (t) =
t+ i
t− i +
t− i
t+ i
.
Then
f(ω) = δ(ω) + Θ(ω)e−ω, g0(ω) = δ(ω) + Θ(−ω)eω,
g(ω) = g0(ω) + f(ω) = 2δ(ω) + e
−|ω|,
f ∗ g = f ∗ g0 + f ∗ f = δ(ω) + f ∗ f,
with the support in R+. Recall that Θ(ω) is the Heaviside step function.
D.4 Conditionally convergent oscillatory integrals
Let us make precise the elementary observation that the oscillatory integral is approximated by the
integral over a half-wave.
Lemma D.11. Consider
I(Λ) =
∫ Λ
t
sin(φ(s))g(s) ds, φ ∈ C1(R), g ∈ C(R).
Assume that
lim
s→∞
g(s) = 0, (D.13)
and that
φ′(s) > 0, φ′′(s) ≥ 0; g(s) > 0, g′(s) ≤ 0
for s > t. Then the limit lim
Λ→∞
I(Λ) exists, and moreover
∣∣∣ lim
Λ→∞
I(Λ)
∣∣∣ ≤ ∫ t′
t
g(s) ds,
where t′ > t is such that φ(t′) = φ(t) + π.
Proof. Since φ is monotonically increasing for s > t, there exist tj , j ∈ N, so that φ(tj) = π(n + j).
Define
a0 =
∫ t1
t
sin(φ(s))g(s) ds, aj =
∫ tj+1
tj
sin(φ(s))g(s) ds, j ∈ N.
Due to the assumptions on φ and g, |a1| ≥ |a2| ≥ . . . , lim
j→∞
aj = 0, hence the sign-alternating series∑∞
j=0 aj is conditionally convergent, proving that limΛ→∞
I(Λ) exists. Finally,
∣∣∣∣∫ ∞
t
sin(φ(s))g(s) ds
∣∣∣∣ =
∣∣∣∣∣∣
∞∑
j=0
aj
∣∣∣∣∣∣ ≤ max(|a0|, |a1|) ≤
∫ t′
t
g(s) ds,
where t′ > t is such that φ(t′) = φ(t) + π. 2
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Appendix E
The Titchmarsh Convolution
Theorem
E.1 Statement of the theorem
The Titchmarsh Convolution Theorem has been originally formulated as follows [Tit26]:
If φ(t) and ψ(t) are integrable functions, such that
∫ x
0
φ(t)ψ(x− t) dt = 0 almost every-
where in the interval 0 < x < κ, then φ(t) = 0 almost everywhere in (0, λ), and ψ(t) = 0
almost everywhere in (0, µ), where λ+ µ ≥ κ.
The Titchmarsh Convolution Theorem could be restated as the equality
sup suppφ ∗ ψ = sup suppφ+ sup suppψ, (E.1)
which is satisfied if the quantity in its right-hand side is finite. Above, φ∗ψ is the convolution φ∗ψ(x) =∫
R
φ(x− t)ψ(t) dt. The equality similar to (E.1) takes place for inf suppφ∗ψ. These equalities imply that
the obvious inclusion suppφ ∗ ψ ⊆ suppφ + suppψ is sharp at the boundary if both suppφ and suppψ
are compact. The Titchmarsh Convolution Theorem was originally proved in [Tit26] for functions from
L1, but the statement is easily generalized for compactly supported distributions. The generalization of
the Titchmarsh Theorem to higher dimensions can be stated in terms of the convex hulls of the supports
[Lio51]:
Theorem E.1 (Titchmarsh Convolution Theorem). For f, g ∈ E ′(Rn),
c.h. supp f ∗ g = c.h. supp f + c.h. supp g. (E.2)
Above, E ′(R) is the space of distributions with compact support (dual to the space E (R) which is
C∞(R) with the seminorms supω |f (k)(ω)|). c.h. denotes the convex hull of the set.
Let us also note that we use the following conventions:
For X, Y ⊆ Rn, X + Y = {x+ y, x ∈ X, y ∈ Y }; (E.3)
For X ⊆ Rn, k ∈ R, kX = {kx, x ∈ X}. (E.4)
Different proofs of the Titchmarsh Convolution Theorem are contained in [Ho¨r90, Theorem 4.3.3] (Har-
monic Analysis style), [Yos80, Chapter VI] (Real Analysis style), and [Lev96, Lecture 16, Theorem 5]
(Complex Analysis style).
Some related results are studied in [Ho¨r63], [Dos67], [BD73, BD75], [Ho¨r79].
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E.2 Elementary proof via Paley-Wiener Theorem
We will give an elementary proof based on the Paley-Wiener Theorem. We will consider the one dimension
only. Higher dimensional case is proved in the same way, with the higher dimensional version of the Paley-
Wiener Theorem and utilizing the concept of the supporting function as in [Ho¨r90].
Titchmarsh Convolution Theorem for f ∗ f
Let us first show how to prove of the Titchmarsh Convolution Theorem for f ∗ f using the Paley-Wiener
Theorem (see [Yos80, Chapter VI] or [Ho¨r90, Theorem 7.3.1]) which relates the size of the support a
distribution f with the growth properties of its Fourier transform,
F (ζ) = Fω→ζ [f ](ζ) =
∫
R
e−iζωf(ω) dω. (E.5)
Namely, the Paley-Wiener Theorem states that f ∈ D(R), supp f ⊆ [−A,A], A ≥ 0 if and only if F (ζ)
is an entire function, and for any N ∈ N there exists CN > 0 such that
|F (ζ)| ≤ CN (1 + |ζ|)−NeA|Im ζ|, ζ ∈ C. (E.6)
The Paley-Wiener Theorem for distributions states that f ∈ E ′(R), supp f ⊆ [−A,A] if an only if F (ζ)
is an entire function and there exist C > 0 and m ∈ R so that F (ζ) satisfies
|F (ζ)| ≤ C(1 + |ζ|)meA|Im ζ|, ζ ∈ C. (E.7)
Lemma E.2 (Titchmarsh Convolution Theorem for f ∗ f). For any f ∈ E ′(R),
inf supp(f ∗ f) = 2 inf supp f, sup supp(f ∗ f) = 2 sup supp f.
We will show that Lemma E.2 is a consequence of the following Lemma.
Lemma E.3.
max
(
sup supp(f ∗ f),− inf supp(f ∗ f)
)
= 2max(sup supp f,− inf supp f).
Proof. Denote
a = max(sup supp f,− inf supp f). (E.8)
Assume that
supp(f ∗ f) ⊆ [−2a+ ǫ, 2a− ǫ] for some ǫ > 0. (E.9)
Then, by the Paley-Wiener Theorem, there are m ≥ 0 and C > 0 such that
|F (ζ)|2 = |Fω→ζ [f ∗ f ](ζ)| ≤ C(1 + |ζ|)me(2a−ǫ)|Im ζ|, ζ ∈ C. (E.10)
It follows that
|F (ζ)| = |F (ζ)2| 12 ≤ C 12 (1 + |ζ|)m2 e(a− ǫ2 )|Im ζ|, ζ ∈ C. (E.11)
By the Paley-Wiener Theorem, supp f ⊆ [−a + ǫ2 , a − ǫ2 ], ǫ > 0, contradicting the assumption of the
lemma. Therefore, the inclusion (E.9) is impossible. We are done. 2
Proof. [Proof of Lemma E.2] We can shift f so that inf supp f > 0 and apply Lemma E.3 to the shifted
distribution. It follows that sup supp(f ∗ f) = 2 sup supp f . Similarly for inf. 2
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Titchmarsh Convolution Theorem for f ∗ g
Lemma E.4. Let f, g ∈ E ′(R). Then, for any polynomials α, β,
inf supp(αf) ∗ (βg) ≥ inf supp f ∗ g, sup supp(αf) ∗ (βg) ≤ sup supp f ∗ g.
Proof. It suffices to prove the second inequality, and only for the polynomials α(ω) = ω, β(ω) = 1.
Denote
fn(ω) = ω
nf(ω), gn(ω) = ω
ng(ω), Amn := sup supp fm ∗ gn. (E.12)
Let us assume that, contrary to the statement of the Lemma,
sup supp f1 ∗ g > sup supp f ∗ g. (E.13)
This inequality can be rewritten as
A10 −A00 > 0. (E.14)
Due to the relation ω(f ∗ g)(ω) = (f1 ∗ g)(ω) + (f ∗ g1)(ω), we have:
sup supp(f1 ∗ g + f ∗ g1) = sup suppω(f ∗ g)(ω) ≤ sup supp f ∗ g = A00. (E.15)
It follows that
sup supp(f1 ∗ g ∗ f1 ∗ g + f1 ∗ g ∗ f ∗ g1) ≤ sup supp f1 ∗ g + sup supp(f1 ∗ g + f ∗ g1) ≤ A10 +A00.
If we had sup supp f1∗g∗f1∗g 6= sup supp f1∗g∗f ∗g1, then both these quantities would be smaller than or
equal to A10 +A00. By Lemma E.2 and (E.14), this would lead to sup supp f1 ∗g ≤ (A10 +A00)/2 < A10,
contradicting (E.12). Thus, sup supp f1 ∗ g ∗ f1 ∗ g = sup supp f1 ∗ g ∗ f ∗ g1, leading to
sup supp f1 ∗ g ∗ f1 ∗ g = sup supp f1 ∗ g ∗ f ∗ g1 ≤ sup supp f ∗ g + sup supp f1 ∗ g1. (E.16)
If we take into account that sup supp f1 ∗ g ∗ f1 ∗ g = 2 sup supp f1 ∗ g by Lemma E.2, then (E.16) could
be rewritten as
2 sup supp f1 ∗ g ≤ sup supp f ∗ g + sup supp f1 ∗ g1. (E.17)
This gives
A11 −A10 ≥ A10 −A00 > 0. (E.18)
In the last inequality, we took into account (E.14). The inequalities (E.18) imply that
sup supp f1 ∗ g1 > sup supp f1 ∗ g. (E.19)
Just as we derived (E.17) from (E.13), we could use (E.19) to derive
2 sup supp f1 ∗ g1 ≤ sup supp f1 ∗ g + sup supp f2 ∗ g1. (E.20)
The inequality (E.20) could be written as A21 −A11 ≥ A11 −A10, and, together with (E.18), this yields
A21 −A11 ≥ A11 −A10 ≥ A10 −A00 > 0.
Proceeding by induction, we prove that
A32 −A22 ≥ A22 −A21 ≥ A21 −A11 ≥ A11 −A10 ≥ A10 −A00 > 0,
hence
Ann ≥ A00 + 2n(A10 −A00). (E.21)
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At the same time, since sup supp fn ≤ sup supp f , sup supp gn ≤ sup supp g, we know that
sup supp fn ∗ gn ≤ sup supp fn + sup supp gn ≤ sup supp f + sup supp g.
This would be in contradiction with (E.21). Hence, (E.13) is not true. This finishes the proof of the
lemma. 2
Let us show how to complete the proof of the Titchmarsh theorem for f∗g. Assume that inf supp f ≥ 0,
inf supp g ≥ 0, and that
f ∗ g(t) = 0, 0 ≤ t ≤ κ. (E.22)
This implies that ∫ t
0
f(t− s)g(s) ds = 0, 0 ≤ t ≤ κ. (E.23)
We may assume that both f and g are continuous. (If not, we consider their antiderivatives F (t) =∫ t
−∞ f(s) ds, G(t) =
∫ t
−∞ g(s) ds, which also satisfy inf suppF ≥ 0, inf suppG ≥ 0; integrating (E.23)
twice, we obtain F ∗G(t) = 0, 0 ≤ t ≤ κ. We may repeat this process until we get functions continuous
on [0, κ].) By Lemma E.4, (E.23) leads to∫ t
0
f(t− s)g(s)sn ds = 0, n ∈ N, (E.24)
valid for all 0 ≤ t ≤ κ. Since f and g are continuous, Lerch’s lemma implies that
f(t− s)g(s) = 0, 0 ≤ s ≤ t. (E.25)
This in turn implies that there exists λ ≥ 0 such that f(s) = 0 for 0 ≤ s ≤ λ and g(s) = 0 for 0 ≤ s ≤ t−λ.
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