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Abstract
Fabricating electronic devices using solution-based processing methods opens up a broad
range of potential applications that are inaccessible to conventional semiconductor fabrica-
tion technologies. The chemically diverse family of carbon-based materials are suitable for
this purpose with almost limitless possibilities for molecular tailoring. The present work
is a study of some of the materials for and device physics of field-effect transistors based
on solution processable layers. Each aspect of this work is chosen to address a current
difficulty in the development solution-processable carbon-based electronics.
For portable and battery-powered applications, low-power circuits are required. This
can be achieved by using a complementary logic circuit architecture (that requires both
electron and hole transporting semiconductors) where the discrete devices operate at low
voltages. Practically, this requires a high capacitance gate dielectric which is compatible
with solution processing of a range of semiconductor materials. One family of molecules
suitable for this purpose are self-assembling phosphonic acids that can form molecular
monolayers. In the present study, molecular tailoring of this family of molecules is inves-
tigated as a route towards improving the compatibility of these dielectrics with solution
processed semiconductors.
One of the difficulties with utilising a complementary logic circuit architecture is the
requirement of a suitable electron transporting semiconductor. This semiconductor must
be solution-processable, exhibit a high electron mobility and be stable against degrada-
tion upon atmospheric exposure. Although many p-channel semiconductors fulfil these
requirements, equivalent performance in many families of n-channel semiconductors re-
mains challenging. In the present study, the use of fullerenes, a widely used family of
semiconductors, is explored for implementation as an n-channel material in field-effect
transistors. Their electronic structure is controlled by chemical tailoring of each molecule
and the impact of this parameter variation on the air-stability of these fullerenes is as-
8sessed.
Graphene, potentially one of the most important materials for future electronics, is
currently impractical to prepare over large areas. Chemical derivation routes are sought
which allow processing of graphene from solution. One of the most important routes
is solution phase exfoliation of graphene oxide followed by thermal or chemical reduc-
tion. Unfortunately this introduces a high density of defects within the final graphene
layer which ultimately limits the charge-carrier mobility. Here, a milder oxidation with
surfactant-assisted solution phase exfoliation is investigated as a route to improving the
quality of graphene films following reduction. The electronic properties of thin-films of
these chemically-derived graphene layers are explored as the active layer in field-effect
transistors.
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Chapter 1
Introduction
20
Despite the rapid growth in popularity of solution-processable semiconductors over
the last two decades, conduction in carbon-based solids has been known to be possible
for around a century.1 Landmark developments over the last 100 years include the first
observation of electroluminescence in anthracene crystals2 and pioneering studies in the
conductivity of polyacetylene.3 However, it was the demonstration of functional devices
based on conjugated small-molecules and polymers in the 1980’s that captured the interest
of many researchers.4–9
The modern appeal of carbon-based materials as layers in electronic devices, in com-
parison to their conventional inorganic counterparts, lies in their ease of processing near
room-temperature on low-cost substrates such as glass or plastics.10 With the use of so-
lution based semiconductor deposition procedures such as spin-coating, spray-coating and
ink-jet printing, the manufacturing cost of devices can potentially be significantly reduced.
With the plethora of materials that can be chemically synthesized and tailored for
purpose, organic semiconductors are expected to command attention in future electronic
devices. A variety of electronic and optoelectronic applications have been explored with
these semiconductors including organic photovoltaics (OPV),11–13 organic light emitting
devices (OLEDs),8, 14 photodetectors,15 memory devices16 and organic field-effect transis-
tors (OFETs).17–19 At the time of writing, the first generation of applications implement-
ing OLEDs, OPV and OFETs has reached or is on the verge of reaching commercialisation
with many more examples fast approaching.
Organic solids are relatively soft materials characterised by weak intermolecular van
der Waals interactions compared to stronger intramolecular covalent bonds found in hard,
brittle inorganic materials. This disparity in electronic coupling between charge trans-
port sites means that organic materials will never reach the electrical performance of
highly crystalline inorganic semiconductors. Development of organic semiconducting thin-
films20–23 has enabled room-temperature charge carrier mobilities to reach > 1 cm2/Vs,
significantly lower than typical mobilities of ∼ 103–104 cm2/Vs observed in crystalline
inorganic films.24 However, the ability to deposit these materials over large areas at low
cost with additional properties such as flexibility25 and transparency26 means that organic
semiconductors will be suitable for applications currently inaccessible to conventional in-
organic semiconductors. Chapter 2 of this thesis deals with the background theory and
important experimental advancements in organic semiconductors and organic field-effect
transistors required for a full understanding of subsequent chapters detailing the experi-
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mental results that comprise the present work.
OFETs are anticipated to meet the performance requirements for commercial imple-
mentation into integrated circuits (ICs),27 backplanes for optical displays28, 29 and micro-
electronic applications such as radio-frequency identification (RFID) tags.30, 31 However,
there are two major problems hindering the development of these applications. The first
of these involves low-cost, portable applications for which power consumption is an im-
portant consideration. The power consumption of circuits is dependent upon both the
architecture used and voltage required to drive the discrete devices. The latter is de-
pendent on the gate dielectric used in the FET. Chapter 3 explores the use of ultrathin,
high-capacitance gate dielectrics based on solution-processable self-assembled monolayers
of alkylphosphonic acids for the reduction of the OFET operating voltage. Some of the
properties of these dielectrics are investigated and their consequences for the operation of
devices and circuits are explored.
The second problem relates to charge transport in OFETs. Many reports have sug-
gested that organic semiconductor materials display conduction of only a single polarity
of charge carrier,17, 32–34 typically holes. As a result, a number of hole transporting (p-
channel) organic semiconductors have been developed and studied extensively and are
readily employed in organic unipolar logic circuits.31 However, it has been shown that
complementary inverters, a fundamental building block for logic circuits, comprising both
electron (n-channel) and hole transporting OFETs, provide lower power consumption and
wider noise margins compared to their unipolar counterparts.27 This presents the re-
quirement for the development of high performance n-channel organic semiconductors.35
Furthermore, air-stable, solution-processable materials could potentially be cheaper and
simpler for patterned deposition in comparison to conventional techniques. This has re-
sulted in a number of examples of soluble p-channel semiconductors with field-effect mo-
bilities comparable to amorphous silicon (a-Si).20, 21 In contrast, progress on development
of soluble n-channel semiconductors has yielded relatively few examples with high perfor-
mance.36–39
This discrepancy also has consequences for OPV. OPV devices present the prospect of
supplying low-cost energy that can help alleviate the global dependence on non-renewable
sources. Current state-of-the-art OPV cells have a power conversion efficiency of> 7%40, 41
with upper-limit estimates in the range 10–15%42, 43 for solution processed systems. Bulk-
heterojunction (BHJ) OPV cells are the most widely studied class of organic devices for
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extracting useful energy from the conversion of light to electrical current.11, 12 BHJ cells
comprise an interpenetrating network of both n-channel (electron acceptor, A) and p-
channel (electron donor, D) semiconductors to provide a charge separation surface area
within the blend larger than can be obtained with a bilayer. An efficient exciton dis-
sociation step is crucial for generating useful current and depends significantly on many
properties associated with the acceptor material such as its electronic structure, its ther-
modynamic properties within the blend, processability and charge carrier mobility.
The implementation of fullerenes into OFETs and OPV cells as electron transporters
has proven fruitful in several examples11, 36, 38, 44 towards overcoming the aforementioned
difficulties. Chapter 4 details an investigation into the properties of a series of soluble
fullerene derivatives and how these relate to the problems in developing high-performance,
air-stable complementary logic and OPV.
Due to the performance limitations imposed by the fundamental differences between
the solid-state structure of organic small-molecule/polymer films and inorganic crystals,
solution based fabrication routes are sought towards processing higher performance ma-
terials based on covalent crystals. Such materials may prove suitable for applications
which are unattainable with organic materials but at a lower-cost than inorganic materi-
als requiring conventional processing techniques. Graphene, a 2-dimensional, atomically
flat conjugated carbon sheet has become one of the most exciting materials in solid state
physics following its recent isolation.45 With extremely high charge-carrier mobilities,46, 47
it has the potential to supercede Si as a ubiquitous active component in high-performance
electronic circuits. In the short term, mono- and few-layer graphene films, with high trans-
parency, may also be useful as a transparent electrode material in organic electronic and
optoelectronic devices.48–50 Early studies on high quality graphene layers were limited to
low-throughput techniques. However, due to the flexibility of organic chemistry, solution
processing route may be enabled by tailoring its chemical structure. In chapter 6, a new
solution processing route for the production of large-area graphene layers based on reduc-
tion of a chemical precursor is investigated. Particular emphasis is given to the electronic
properties of the material as explored in FETs.
Finally, chapter 7 will form a review of the findings of the present work and provide a
perspective on future directions in the field.
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Chapter 2
Background
This chapter presents an overview of the requisite
background required for a complete understanding of
the subsequent chapters detailing experimental results.
It will include a review of the basic physics and mate-
rials science of solution processable layers, particularly
organic semiconductors, as used in field-effect transis-
tors.
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2.1 Carbon-Based Semiconductors
2.1.1 Organic Conjugated Molecules
In single crystal inorganic semiconducting materials the generation of delocalised energy
bands occurs for systems with large numbers of correlated covalently bonded atoms. The
energy levels of electrons from each atom are so numerous that they form continuous
bands. For the material to be semiconducting, a small energy gap is found at the Fermi
level between the valence band (localised states) and the conduction band (delocalised
states).1 In contrast, the energy gap in organic semiconductor materials emerges in the
delocalised molecular orbital of a conjugated carbon chain. These materials typically
form molecular solids where molecules are bound by van der Waals interactions. The
weak electronic coupling between molecules results in energy levels that are localised on
each molecule in the crystal, if there is any crystal structure at all.
To understand how this arises one must consider the electronic structure of carbon.
The ground state of a single carbon atom has an electronic configuration of 1s22s22p1x2p
1
y.
At first sight this would imply carbon atoms may only form two bonds by spin pairing
with other atoms to fill the 2px and 2py orbitals. However, one can visualise the ability
of carbon to form four bonds by considering the promotion of an electron from the 2s
orbital to the 2pz orbital giving rise to an electronic structure of 1s
22s12p1x2p
1
y2p
1
z. This is
possible in covalently bonded carbon structures in which the energetic cost of promoting
the electron is repaid through bond formation.
120o
π‐bond
σ‐bond
(a) (b) (c)sp2
sp2sp2 pz
pz
Figure 2.1: (a) Trigonal planar arrangement of an sp2 hybridised carbon atom. (b)
Orthogonal view of the same carbon atom highlighting the pz orbital perpendicular to
the plane. (c) Double bond between two carbon atoms where spin (red arrows) pairing
of the sp2 orbitals forms a σ-bond (not shown explicitly) and pairing of the pz orbitals
forms a pi-bond.1
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Interference of the 2s and 2p orbitals then results in orbital hybridisation depending
on the bonding state. If only two 2p orbitals are hybridised, three equivalent sp2 hybrid
orbitals are formed in a plane pointing to the corners of an equilateral triangle leaving
the third 2p orbital with its axis perpendicular to the plane of the hybrids. Carbon
atoms bonding by spin pairing of sp2 hybrid orbitals form a σ-bond. Spin pairing of
the electrons in the out of plane 2p orbitals from each carbon atom form a pi-bond. The
resulting interaction is known as a double bond as shown in Figure 2.1. The remaining sp2
hybrids can then form single σ-bonds with other carbons or, for example, the 1s electron
of a hydrogen atom. If one extends this to a long chain of sp2 hybridised carbon atoms,
the molecule will be built of alternating double and single bonds and is referred to as
conjugated.1
In discussions of the electronic structure of entire molecules, one may consider the
molecule as a linear combination of atomic orbitals (LCAO). The electrons are considered
not merely belonging to particular bonds but are spread across the entire molecule giving
rise to molecular energy levels known as molecular orbitals (MO). Because each carbon
atom in the conjugated chain contributes a pz orbital, the pi-electrons are considered
delocalised over the entire molecule. These electrons are said to belong to the pi-orbital.
To calculate the energy levels of these molecular orbitals, the Hu¨ckel approximation is
commonly employed. This treats the σ-bonds as fixed, determining the structure and
symmetry of the chain. Each carbon atom is then treated identically leaving the energies
of the pi-orbitals to be found. The highest occupied molecular orbital is known as the
HOMO and the lowest unoccupied molecular orbital is known as the LUMO. As more
carbon atoms are added to the chain and electrons fill the orbitals according to the Pauli
Principle, the number of possible energy levels increases and the gap between the HOMO
and LUMO levels decreases.1
For an infinite conjugated chain the pi-electrons form a partially filled delocalised energy
band.2 However, because this system has a degenerate ground state, it can lower its
energy by breaking the symmetry. Known as the Peierls distortion, a linear atomic chain
will spontaneously break its symmetry, i.e. alter the atomic spacing on a regular period,
to lower the energy of the system.3 In the case of the partially filled energy band in a
linear carbon chain, a band gap will open at the Fermi level by doubling the period of
alternation. This lowers the energy of electrons in the occupied band.4 This is evidenced
in polyacetylene whereby high conductivities are only observed upon doping to promote
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electrons into the unoccupied band (or holes into the occupied band).5
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Figure 2.2: Electron filling in (a) a short carbon chain, (b) an infinite linear chain and
(c) an infinite chain with the Peierls distortion.6
In many conjugated polymeric systems the ideal linear chain interpretation will be far
from accurate. Random orientations, kinks and defects will randomly alter the plane of
the pz orbitals which localises the wavefunction. Additionally, many important conjugated
carbon systems are small molecular where the molecular orbitals are intrinsically localised.
The length over which the pz orbitals remain in plane is known as the conjugation length,
which will, in disordered systems, generate a distribution of HOMO and LUMO levels
within the semiconductor.7 This is evidenced by broad Gaussian shaped peaks in optical
absorption spectra.8 Chemical modification of the molecules can alter conjugation lengths
and thus tailor semiconductors for specific applications.
2.1.2 Excitations
An important molecular excitation in organic semiconductors is known as a polaron.2 A
polaron is the resultant state of an electron injected into the LUMO level or a hole into the
HOMO level of a conjugated unit. The excitation produces an electrostatic distortion of
the molecule and the surrounding medium which results in negative and positive polaron
energy levels within the LUMO-HOMO gap. Addition of another charge to the conjugated
unit forms a spinless bipolaron with further lattice distortion and corresponding energy
levels further within the LUMO-HOMO gap.
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The second important excitation is the exciton.9 This is a bound state of an electron-
hole pair formed by promotion of an electron from the HOMO level, leaving a hole, into
the LUMO level. Excitons can be formed, for example, by absorption of a photon with
energy greater than or equal to the HOMO-LUMO gap. In the exciton the charge pair
remain spatially correlated by virtue of their Coulomb attraction resulting in a neutral
excitation. Again, due to the electrostatic distortion associated with this excitation the
exciton energy levels lie within the LUMO-HOMO gap. The energy required to separate
the pair is known as the exciton binding energy.
If the spins of the electron and hole are parallel the state is called a triplet and if they
are anti-parallel the state is a singlet. To conserve spin, photon absorption always creates
singlets. The triplet energy state is lower than that of the singlet but spin conservation
forbids optical transitions between these states. A singlet may therefore decay to a triplet
through non-radiative intersystem crossing. Also, due to spin conservation, the transition
from a triplet state to the ground state is forbidden resulting in longer triplet lifetimes
compared to singlets.10
2.1.3 Fullerenes
In 1985, Kroto et al. reported the discovery of the third allotrope of carbon.11 Known
as Buckminsterfullerene, C60 is a hollow truncated icosahedron comprised exclusively of
carbon atoms at each of its 60 vertices as shown in Figure 2.3a. This molecule was named
after the architect Richard Buckminster Fuller who popularised the use of its shape in
geodesic domes prior to the scientists’ discovery.
(a) (b) (c)
Figure 2.3: Molecular structures of the three most abundant fullerenes. (a) C60, (b) C70
and (c) C84 isomer with D2d symmetry.
The family of closed ellipsoidal fullerenes, analogues of the originally discovered molecule,
are comprised of 12 pentagons completely surrounded by n hexagons (isolated pentagon
32 Carbon-Based Semiconductors
rule, IPR) as required by Eulers theorem.12 C60, with 20 hexagons, is the smallest and
most abundant stable fullerene for which this rule is obeyed. Several smaller fullerenes
exist with fewer carbon atoms for which connected pentagons are required to close the
cage. Higher fullerenes that satisfy the IPR with more carbon atoms exist, the second
and third most abundant of which are C70 and C84. Only 3–4 % by weight
13 of fullerenes
produced by the graphite arc process14 are fullerenes other than C60 and C70. This has
resulted in relatively few reports of devices based on alternative fullerenes.
The electronic properties of a fullerene carbon cage arise from the confinement of the
constituent electrons, resulting in a structure that is electronically zero-dimensional. For
an individual fullerene, this gives rise to an electronic structure that is comprised of discrete
energy levels. In C60, each carbon atom is bound to three others at the intersection between
two hexagons and one pentagon. The pentagons allow sufficient curvature for the cage to
close introducing pyramidalisation of the σ-bonds of each vertex. This pyramidalisation
modifies the sp2 orbital hybridisation that would be expected from a planar conjugated
system. The diminished p character of the remaining electron orbital at each vertex
contributes to the modified delocalised molecular pi-orbital that is extended further beyond
the outer surface of the cage than within the interior.15 The energetically low lying 2s
orbital of each carbon mixes with the 2p orbital leading to a lowest unoccupied pi-orbital
with a higher electron affinity than that which typically results from purely 2p orbitals in
planar systems. This effect is diminished as the size of the fullerene cage increases because
the extent of pyramidalisation at each vertex is reduced.16
The highest occupied molecular orbital (HOMO) of C60 is completely filled (closed
shell). The lowest unoccupied molecular orbital (LUMO) is triply degenerate and there-
fore capable of accepting up to 6 electrons. Electrochemical measurements in solution
have detected all 6 reductions reversibly17 in qualitative agreement with predictions of the
electronic structure calculated by Hu¨ckel molecular orbital theory.18 The extent of LUMO
level degeneracy in extractable fullerenes is closely related to the fact that 12 pentagons
with a dimerised arrangement are required to close the cage.19 Common to the most abun-
dant fullerenes is energetic bunching of unoccupied molecular orbitals in groups of three,
spatially distributed around dimerised pentagons.19 The result is that all fullerenes that
fulfill the IPR have six low lying unoccupied energy levels even in larger, less symmetric
structures than C60.
The quasi-spherical surface of the carbon cage adds strain energy to the bonding
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between carbon atoms that is not encountered in planar systems.15 Relief from this strain
is the main driving force for exohedral chemical reactions of fullerenes. This means that
all chemical changes to fullerenes result in a change of structure and therefore a change in
the energy levels of molecular orbitals as the pyramidalisation of the vertices is modified.
The electronic properties of fullerenes can also be modified by both endohedral encap-
sulation20 and doping.18 The incorporation of metals and metal compounds into the C60
lattice can give rise to metallic and even superconductive behavior. Indeed, reasonably
high critical temperatures for the onset of superconductivity of ∼40 K for caesium doped
C60 have been observed.
21 However, applications based on these properties are not the
topic of the present work.
In practice, pristine fullerene cages are almost insoluble in many common organic
solvents.22, 23 Therefore, solution processable fullerenes incorporate an organic solubilising
side-chain. As solution processable small molecules, fullerene derivatives are typically
discussed as organic semiconductors.
2.1.4 Graphene
Graphene is the 2D conjugated carbon allotrope. As a single layer of graphite, it is an
atomically-thin carbon monolayer with a characteristic honeycomb lattice. This conju-
gated plane gives rise to a unique electronic structure and some remarkable properties
that currently constitutes the focus of the efforts of a rapidly growing community of re-
searchers.
Although its electronic structure was defined theoretically in 1947,24 it was thought
for many years subsequently that graphene would be unstable in nature to mechanical
distortion and therefore impossible to isolate. This was disproved in 2004 by A. Geim
and K. Novoselov when they demonstrated that monolayer graphene could be extracted
by repeated exfoliation of graphite using scotch-tape25 and deposited onto SiO2. The van
der Waals adhesion between graphene and the substrate prevents mechanical distortion.26
In the few years since that discovery, massive interest in this material has emerged and a
range of fabrication techniques have been developed.
Graphene has gained so much interest so quickly due to its properties that result
from the energetic distribution of its pi/pi*-bands. The following description of the elec-
tronic structure is based on several comprehensive reviews.24, 26–29 Figure 2.4a illustrates
the honeycomb graphene lattice as two interpenetrating triangular Bravais lattices, A
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and B, with two atoms per unit cell. The five vectors are the two primitive vectors,
a1 = a(3/2,
√
3/2) and a2 = a(3/2,−
√
3/2), and the three nearest-neighbour vectors,
δ1 = a(1/2,
√
3/2), δ2 = a(1/2,−
√
3/2) and δ3 = −a(1, 0), where the carbon-carbon
bond length is a ≈ 1.4A˚. Figure 2.4b is the corresponding Brillouin zone highlighting the
reciprocal lattice vectors, b1 = 2pi/3a(1,
√
3) and b2 = 2pi/3a(1,−
√
3), and the Dirac
points, K and K′.
A B
a1
a2
b1
b2
δ1
δ2
δ3
K
K'
kx
ky(a) (b)
Figure 2.4: (a) Real-space graphene lattice showing nearest-neighbour (δi) and primitive
(ai) vectors. (b) Corresponding Brillouin zone indicating the reciprocal-lattice vectors
(bi) and locations of the Dirac points (K and K
′).27
The electrons in graphene can be described with a tight-binding Hamiltonian that
allows electrons to hop to both nearest- and next-nearest-neighbour atoms with hopping
energies t and t′ respectively. In units such that h¯ = 1, this is given by:
Hˆ = −t
∑
〈i,j〉,σ
(a†σ,ibσ,j + h.c.)− t′
∑
〈〈i,j〉〉,σ
(a†σ,iaσ,j + b
†
σ,ibσ,j + h.c.) (2.1)
where a†σ,i and b
†
σ,i (aσ,i and bσ,i) are the creation (annihilation) operators for electrons
with spin σ = ↑, ↓ on the A and B sublattices respectively. The hermitian conjugate is
denoted by h.c.. The energy bands derived from this Hamiltonian are of the form
E±(k) = ±t
√
3 + 2 cos(
√
3kya) + 4 cos(
√
3
2
kya) cos(
3
2
kxa)
−t′[2 cos(
√
3kya) + 4 cos(
√
3
2
kya) cos(
3
2
kxa)]
(2.2)
where the positive and negative solutions correspond to the pi*- and pi-bands respectively.
The energy dispersion is shown graphically in Figure 2.5. In the case where t′ = 0 the
bands are symmetric about zero energy.
One of the interesting features of this spectrum is that the conduction and valance
bands touch at the points K = (2pi/3a, 2pi/3
√
3a) and K′ = (2pi/3a,−2pi/3√3a) with
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vanishing density of states at the Fermi level. Graphene is therefore termed a zero-gap
semiconductor or semimetal. If one expands the energy dispersion close to these points as
k = K+ q with |q| << |K| one obtains
E±(q) = ±vF |q|+O[(q/K)2] (2.3)
where vF = 3ta/2 is the Fermi velocity with a value vF≈1×106 m/s.
kx
ky
K
K'
12eV
−5eV
(b)
(c)
(a)
aky
ak x
Ek
Figure 2.5: (a) Electronic band structure of graphene using t = 2.7 eV and t′ = −0.54
eV.27 (b) pi*-band with overlaid Brillouin zone highlighting the Dirac points K and K′ as
the minima. (c) pi-band where Dirac points correspond to the maxima.
Comparing equation 2.3 to Einstein’s equation E =
√
m2c4 + p2c2 one finds that the
energy bands in graphene near the Dirac points are in the relativistic limit with m = 0
and c = vF implying the particles are massless fermions that obey the 2D Dirac equation.
Close to these points the density of states per unit cell varies linearly with energy as
ρ(E) =
2Ac|E|
piv2F
(2.4)
where Ac is the area of the unit cell.
Many physical effects emerge as a result of this electronic structure. Of particular
importance to electronics is the ability to dope the pi/pi*-bands using the electric field-
effect allowing control over its conductivity.25 Other phenomena unique to graphene have
been observed such as the unconventional quantum hall effect,30 quantum conductivity
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in the limit of a vanishing density of charge carriers,30 giant carrier mobility,31, 32 Klein
tunneling33 etc.24, 26–29, 34 In addition to these effects graphene, as an atomically thin-
film, has high thermal conductivity, stiffness and impermeability to gases which make it
suitable for many other applications.34
The fabrication of high-quality graphene crystals can be achieved with mechanical
exfoliation of graphene and thermal decomposition of SiC.29 However, these techniques
are too expensive for large-area fabrication. To reduce the cost of production, solution
processable routes have been developed based on the chemical derivation of graphite.29, 35
This is discussed in more detail in chapter 6.
2.2 Charge Transport
2.2.1 Band-like Transport
In inorganic atomic single crystals, the energy levels of electrons in the system form a
continuum known as an energy band. The bands are split into the valance band, where
electrons are bound to their respective nuclei, and the conduction band, where electrons
are delocalised across the molecule. In metals, the conduction and valance bands overlap
so there are always free charges in the conduction band. However, in semiconductors there
is a small gap between the bands with a characteristic energy known as the band-gap. At
0K electrons don’t have enough energy to cross the band-gap but at higher temperatures
or with optical stimulus or doping, electrons can be promoted from the valance band
(or holes into the valance band). The promoted charge carriers are then available for
conduction.36
The temperature dependence of the carrier mobility is unique in this regime because
of the delocalisation of charge carriers. As temperature increases, although more carriers
should be available for conduction, increasing lattice vibrations (phonons) scatter charge
carriers reducing the effective mobility.36 This characteristic of band-like transport has
been observed in a number of high-purity, well-ordered, high-mobility organic semicon-
ductors.37–39 In particular, evidence of mobilities of 100 cm2/Vs in some molecular single
crystals at low temperatures suggest carrier velocities faster than the speed of sound, pre-
cluding polaron hopping as a viable transport mechanism.37 However, where mobilities are
near the Ioffe-Regel limit (mean-free path of carriers is comparable to the intermolecular
spacing) recent evidence based on charge modulation spectroscopy has suggested carriers
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remain localised and the observation of a band-like temperature dependence emerges from
thermal lattice fluctuations.39
The emergence of band-like transport is a direct result of a highly-ordered system.
Many organic systems, particularly those fabricated by solution, are inherently disordered
restricting the formation of energy bands and, as such, do not display the same temperature
dependence of the mobility. In general, they display the opposite: carrier mobility increases
with increasing temperature. In such cases mobility is phonon-assisted and an alternative
approach is required to understand charge transport in these systems. Some of the most
important approaches are outlined below.
2.2.2 Multiple Trapping and Release
Mobility-edge and multiple trapping and release (MTR) transport models are constructed
on the premise that disordered regions of the charge transport medium create a distribution
of localised states or traps within the forbidden energy gap. This concept was originally
developed to describe charge transport for amorphous silicon.40 It is assumed that the
density of charge-carriers is much lower than the density of traps such that most charge
carriers are trapped in these localised states (trapped charge) but some can be promoted
to extended transport states (free charge)41 or the band-edge. The charge carriers travel-
ling through the extended transport level interact with localised trap states by trapping
followed by thermally activated release.42 This results in a mobility that increases with
increasing temperature. Such an approach may be applicable to polycrystalline materials
where, within crystal domains, the hopping sites may be considered isoenergetic i.e. fixed
transport energy.
To account for the temperature and gate voltage dependence on the mobility in sex-
ithiophene, Horrowitz41 utilised a MTR model. An important simplification invoked in
the model is that transport occurs at the interface between semiconductor and insulator
within the first monolayer of semiconductor.43 The temperature dependent drift mobility
in the case of a single trap level is given by42
µ = µ0α exp
(
− Et
kBT
)
. (2.5)
Here, µ0 is the mobility in the delocalised band, α is the is ratio of effective delocalised
states at the band edge to the density of trap states, and Et is gap between the trap level
and the transport level.
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At a given temperature the mobility will also have gate voltage dependance whereby
increasing the gate voltage induces a higher charge density into the channel. With more
charges in the channel, the trap states fill up allowing subsequent charges to occupy
delocalised states. This increases the effective mobility.44 Some models have tried to
account for this effect in more detail by assuming an energetic distribution of localised
states in which the Fermi level (F ) is controlled by the gate voltage. If charge carriers
occupy sites with energy  in the quasi-contiuum density of states (DOS) according to
Fermi-Dirac statistics then the Fermi level is defined at a given number density of charge
carriers (n) according to
n =
∫ ∞
−∞
g()f(, F ) d (2.6)
where g() is the DOS and f(, F ) is the Fermi-Dirac distribution. The solution to the
Fermi-Dirac integral cannot generally be expressed in terms of elementary functions so
there is no exact analytical expression for the Fermi-level as a function of charge density
(for some particular expressions of g() analytical solutions do exist but they are not
considered appropriate descriptions for organic semiconductors). Instead, equation 2.6
must be approximated or solved numerically. The mobility is then calculated assuming
µ = µ0nfree/n where nfree is the number density of carriers in extended states which is
calculated by solving equation 2.6 in the extended DOS from the band edge and µ0 is the
mobility of carriers in the band.
2.2.3 Polaron Transport
Other models for charge transport neglect the hypothetical extended states in organic
semiconductors and focus on the parameters that define the charge transfer interaction
between the local donor and the acceptor sites. These models approximate the mobility
as the sum of two contributions:8
µ = µtunneling + µhopping. (2.7)
In general, their contributions to the observed mobility as a function of temperature de-
pends on the electron-phonon coupling.8 Strong electron-phonon coupling favours hopping
transport at moderate temperatures where the probability of absorbing a phonon with suf-
ficient energy to hop to an adjacent site is higher. The hopping mobility decreases with
temperature as the density of phonon modes with sufficient energy required for hopping
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decreases. Therefore, at low temperatures the tunneling contribution dominates charge
transfer.
Polaron models attempt to define these carrier mobilities from first principles. The
most widely implemented example is Marcus theory.45 Marcus theory was originally
developed to assess charge transfer in chemical reactions but has also been applied to
transport problems in organic semiconductors.46, 47 Charge is only transferred between
polaron sites when the potential is identical between the initial and final states. The
transfer is driven both by electronic and vibrational contributions. The rate of transfer
between sites i and j is given by46
κij =
2pi
h¯
|Vij |2
√
1
4pikBTλ
exp
(
−(∆G+ λ)
2
4λkBT
)
(2.8)
where Vij is the transfer integral representing the electronic coupling between sites, λ is
the reorganisation energy arising from the electrostatic distortion created by the charge
(this includes a contribution from both the change in geometry of the initial and final sites
as well as in the surrounding medium) and ∆G is the change in Gibbs free energy during
the transfer. This equation implies transfer is thermally activated with an Arrhenius
temperature dependence. It also suggests that close packing between sites, presenting a
larger transfer integral, is desirable for fast hopping rates.
2.2.4 Disorder Models
In amorphous organic semiconductors, energetic disorder is thought to generate a distri-
bution of site energies which hides the contribution of polaron effects. Models developed
to account for disorder typically implement a hopping rate which varies according to the
distribution of the DOS. This is based on either the Marcus rate modified for hopping
between non-equivalent sites or a Miller-Abrahams hopping rate. The Miller-Abrahams
model, originally deduced to describe doped inorganic semiconductors,48 was used mainly
in early studies to analyse charge transport in organic materials with a hopping rate from
site i to site j given by8
κij = v0 · e−2αRij ·
 e
− j−i
kBT j > i
1 j < i
(2.9)
In equation 2.9 v0 is the hopping attempt frequency, α is the overlap factor, Rij is the
site separation and i,j are the site energies. The first exponential term represents the
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electronic coupling at a given site spacing and thus the tunnelling probability.8 Its in-
verse exponential site separation dependence implies coupling falls rapidly beyond nearest
neighbours and restricts hopping over larger distances. An extension to the model was in-
troduced by Mott to allow hopping over larger distances with a corresponding probability,
known as variable range hopping (VRH).49 The second exponential term is the Boltzmann
factor for a hop upward in energy representing the probability of hopping between sites at
a given temperature. The latter is equal to 1 for hopping downwards in energy. Hopping,
and thus mobility, is therefore thermally activated.8, 48
Ba¨ssler constructed a model where disorder, arising from structural inhomogeneity
resulting in a distribution of conjugation lengths, was separated into two contributing
parameters.50–52 The distinction was made between diagonal disorder (variation in site
energies with a Gaussian density of states of standard deviation σ) and off-diagonal dis-
order (variation in intersite distance with standard deviation Σ). This was placed in
the framework of Miller-Abrahams hopping of charges in an array of sites and analysed
by Monte Carlo simulations.51 The following equation for the mobility as a function of
temperature and electric field was found:
µ(E, T ) = µ0 · exp
[
C
√
E
(
σˆ2 − Σ2)− (2σˆ
3
)2]
. (2.10)
Here, C is an empirical constant dependent on the position of hopping sites, σˆ = σ/kBT
and µ0 is the mobility at zero electric field as T −→∞. This behaviour is observed at high
fields (> 105V/cm) but is not in agreement at lower fields.52 Theoretical work also suggests
that the value of σ extracted from fitting of experimental data is not representative of the
actual density of states.52
The downfall of equation 2.10 was suspected to originate from the approximation used
in the simulation that site energies were independent and randomly distributed. The
correlated disorder model (CDM), developed by Novikov et al.,52 supposed that charge-
dipole interactions be accounted for and gives rise to improved low field fits. The modified
form of the mobility is given as
µCDM (E, T ) = µ0 · exp
[
C0
√
qeaE
σ
(
σˆ3/2 − 2
)
−
(
3σˆ
5
)2]
. (2.11)
C0 = 0.78 and a is the intersite separation in the above equation.
These disorder models describe transport of single charge carriers and have been suc-
cessfully used to fit the temperature dependence of the conductivity in diodes where the
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charge density is low.53 However, in FETs where carrier densities are high, the quasi-Fermi
level may be established in the DOS and a significant proportion of transport sites may
become accessible. In this scenario, only a small fraction of carriers necessarily occupy
states in the tail of the DOS allowing a significant proportion of carriers to be more mo-
bile. The occupation of states is therefore dependent on the gate voltage. As charges are
induced into the channel and the quasi-Fermi level sweeps the DOS, they fill the lowest
energy states such that additional charges have to fill higher energy states. As an increas-
ing proportion of the DOS becomes thermally accessible, the additional charges in the
highest energy states will require a lower activation energy to hop to another site. This
results in a higher mobility at higher gate voltages.54
To define the quasi-Fermi level equation 2.6 is used. The conductivity is then obtained
by assuming charge carriers hop through a percolating resistive network (the resistances
of which are defined by the chosen hopping rate) which is limited by the slowest step.
Vissenberg and Matters54 suggested that charges occupy an exponential density of
localised energy states given by
g() =
Nt
kBT0
exp
(

kBT0
)
(2.12)
where (−∞ <  ≤ 0), Nt is the number of states per unit volume and T0 indicates the
width of the exponential distribution. For positive values of , g() = 0. When carriers
move through this DOS as a percolation network with variable-range hopping rates one
can arrive at a field-effect mobility given by:
µFE =
σ0
qe
·
(T0T )4 sin
(
pi TT0
)
(2α)3Bc
T0/T · ( (CiVeff )2
2kBT0εsε0
)(T0/T )−1
(2.13)
where α is an effective overlap parameter, σ0 is the conductivity prefactor, qe is the charge
of an electron, Bc is the percolation criterion (' 2.8 for a three-dimensional amorphous
system), Veff is the effective potential inducing charge at a given position along the channel
and εs is the dielectric constant of the semiconductor.
The saturated drain current (explained in more detail in section 2.3.1) is then shown
to be
ID,sat =
σ0
qe
·
(T0T )4 sin
(
pi TT0
)
(2α)3Bc
T0/T · ( 1
2kBT0εsε0
)(T0/T )−1
× C
2T0
T
−1
i ·
ZT 2
L2T0(2T0 − T ) · (VG − VT )
2T0
T
(2.14)
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In the case where T = T0, the third term in equation 2.13 becomes unity and the mobility
is independent of the gate voltage. This also causes equation 2.14 to simplify to the
standard equation for saturated drain current which is given later in equation 2.21. This
model to has been used successfully to explain the field-effect mobility in some systems,
as well as explaining the discrepancy between the mobility obtained in diodes compared
to FETs.43, 55, 56
2.3 Field-Effect Transistors
2.3.1 Operating Principles
The following description of device operation is based on recent reviews.57, 58 A field-effect
transistor is a type of variable resistor where the resistance is modulated with an electric
field. The device is constructed in triode structure where a third electrode modulates the
current flowing between the other two. The transistor consists of a gate electrode; a gate
insulation layer (dielectric) separating the gate from the semiconducting layer; and two
contact electrodes that inject and remove charges from the semiconductor referred to as
the source and drain. The width of source and drain electrodes defines the channel width
(W ) and their separation defines the channel length (L). The channel is the region in
which charge is transported between the source and drain. Additionally, this structure
can be built upon a glass or flexible plastic substrate although it is also common for a
highly doped silicon wafer to act as both gate electrode and substrate. The exact nature
and requirements of these device layers will be described in subsequent sections.
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Figure 2.6: Example transistor structure highlighting the main components
The relaxed constraints imposed by solution processing allow different device architec-
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tures to be fabricated. Four common variants that may be referred to in this report are
shown in Figure 2.7.
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Figure 2.7: Common FET device architectures. (a) bottom gate/bottom contact, (b)
bottom gate/top contact, (c) top gate/bottom contact and (d) top gate/top contact.
Voltage is applied to both the gate (VG) and drain (VD) electrodes with the source
typically grounded (VS = 0V). The potential difference between drain and source will be
called the drain-source voltage (VDS). When VDS = 0V and a gate voltage is applied,
charge carriers are accumulated at the semiconductor-insulator interface with uniform
charge density. For positive VG, electrons are accumulated and for negative VG, holes are
accumulated because the source and drain electrodes are always more negative or positive
than the gate respectively. However, not all charges are mobile and free to contribute to the
drain current. Any traps at the semiconductor-insulator interface will need to be filled if
additional charges are to be mobile.59 Therefore the gate voltage inducing mobile charges
above the threshold (VT ) is given by VG − VT where VT is the potential at which all traps
are filled. It has also been observed that interface dipoles or impurities etc. can generate
free charges in the channel even at VG = 0V. These devices are referred to as normally-on
and require the opposite polarity potential to that of the expected accumulation potential
to fully turn the device off.
The operating modes of an FET are summarised in Figure 2.8. When a drain-source
voltage is applied such that VDS << VG − VT , a linear gradient in charge density exists
across the channel from the source to the drain. This is referred to as the linear regime
of operation where the drain current (ID) increases linearly with increasing VDS . The
potential V (x) along the channel increases linearly from 0V at x = 0 to VDS at x = L.
Increasing VDS further results in the formation of a depletion region at the drain
electrode when VDS = VG − VT . This occurs because the potential at this point V (x)
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becomes lower than the threshold. A space-charge-limited current (SCLC) flows and the
device is said to be operating in the saturation regime. Since the potential V (x) at the
pinch-off point remains approximately constant, the potential between that point and the
source electrode remains constant, saturating the drain current. Any further increase in
VDS leaves the potential at the pinch-off point unaltered.
ID ID ID
VD VD VD
VG
VD<<VG−VT
VG
VD=VG−VT
VG
VD>VG−VT(a) (b) (c)
channel channel channel
Figure 2.8: Operating modes of an FET. Channel profile and and corresponding current
output in (a) the linear regime, (b) at pinch off and (c) the saturation regime.
The above operation is only achieved when the gradual channel approximation is sat-
isfied. This condition requires that the electric field parallel to the drain current due to
the drain-source voltage is much smaller than the perpendicular electric field generated
by the gate electrode. This ensures that the charge density in the channel is controlled by
the gate and is achieved typically at L > 10dinsulator.
The density of mobile charge induced by a gate voltage above the threshold is propor-
tional to the geometric capacitance (Ci) of the insulator. However the effective voltage
also depends on the potential at a given point along the channel. Thus the charge density
induced in the channel is
Qmob = Ci(VG − VT − V (x)) (2.15)
The drain current across the channel due to these mobile carriers is given by
ID = WµQmob
dV
dx
. (2.16)
Substitution of equation 2.15 into 2.16 yields the following:
IDdx = WµCi(VG − VT − V (x))dV. (2.17)
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Integrating both sides along the channel in the x direction from x = 0 to x = L and thus
V (x) = 0 to V (x) = VDS provides a general equation for the drain current in the transistor
channel:
ID =
W
L
µCi
[
(VG − VT )VDS − V
2
DS
2
]
. (2.18)
In the linear regime where VDS << VG − VT , equation 2.18 can be simplified to
ID,lin =
W
L
µlinCi(VG − VT )VDS . (2.19)
This equation has linear dependence on VG such that if the mobility is independent of
carrier density in the channel, and hence independent of VG, then µ can be calculated as
µlin =
∂ID
∂VG
L
WCiVDS
. (2.20)
At the point VDS = VG − VT the channel current cannot increase significantly and is said
to be saturated. In this case the drain current is given by
ID,sat =
W
2L
µsatCi(VG − VT )2. (2.21)
Thus if the mobility is independent of the gate voltage then it can be calculated by
µsat =
∂2ID
∂V 2G
L
WCi
. (2.22)
The independence of the mobility from the gate voltage is, in reality, inaccurate in many
solution processed organic semiconductor systems.60–62 To account for this discrepancy,
the mobility is estimated by presupposition of a particular transport model commonly
exhibiting a power-law dependence of the form µ = µ0(VG − VT )α.41, 63 Here, µ0 is the
mobility prefactor defined as the mobility at VG− VT = 1V and α is constant that can be
extracted from experimental data. Although there is a physical basis for this approach, it is
unsatisfactory as a stand-alone measure without experimental evidence further supporting
the use of a particular transport model. Alternatives have also been used that invoke a
transport model before the mobility is extracted.64 Attempts at re-formulating equations
2.19 and 2.21 using a mobility of the form of a polynomial of nth degree dependence on
the gate voltage can determine an accurate fit of the mobility without presupposition of
a transport model.65 Such fitting techniques, where the degree of precision is somewhat
arbitrary, do not provide a useful physical interpretation. A useful approximation of the
mobility, albeit without its gate dependence, is better extracted from linear fits to equation
2.19 for the linear regime and from the square root of equation 2.21 for the saturation
regime. Such fits are also used for determination of VT .
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2.3.2 Charge Injection
The injection of charge carriers into the semiconductor can have a significant impact
on device performance. Indeed, it has been shown that the resistance of the contact
electrodes can be greater that the resistance of the channel at low gate bias.66 This leads
to devices where the current is limited by the electrodes and not the semiconductor. A
full understanding of the origin and techniques for the measurement of contact effects is
necessary both for extraction of key device parameters and for device development.
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Figure 2.9: Energy level diagram depicting barriers to injection at (a) a metal-organic
semiconductor interface and (b) a metal-organic semiconductor interface modified by a
dipole buffer that offsets the vacuum energy of the organic layer by an amount ∆vac.
67, 68
Of particular importance for efficient injection is the alignment of the electrode work
function to the LUMO or HOMO for electron or hole injection respectively.58, 67, 69 Signif-
icant discrepancy is considered to generate a Mott-Schottky barrier of height determined
by the offset in energy between the metal Fermi level and the LUMO and HOMO levels
i.e. barrier heights of ϕe for electrons and ϕh for holes as shown in Figure 2.9. Indicative
of a large injection barrier is the exponential current increase seen in transistor output
curves at low VDS . The formation of an ohmic contact, where the potential drop at the
source and drain electrodes is small in comparison to that across the channel, occurs when
the barrier height is small. This is characterised by a linear increase in current as seen in
the output curves at low VDS .
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The Mott-Schottky picture has proved an informative contact design rule in certain
instances70 but does not account for all metal-organic interfaces. Dipole formation at the
interface can modify the work function of the metal and thus the injection barrier height
and is sometimes a resulting feature of particular device preparation methods.67 Efforts
utilising this effect by treatment of electrodes with self-assembled monolayers (SAMs)
have tailored the interface to improve injection.71–73 Additional factors including the area
of injecting electrodes in different device geometries74 and chemically-induced interface
states67 can play a role in some systems.
A number of methods have been suggested for experimental extraction of the contact
resistance. A widely used technique is the transmission line method.60, 75 This involves
extracting the total resistance of devices in the linear regime for a series of transistors
differing only in channel length. An extrapolation to L = 0 where the channel can have no
contribution should yield the combined series resistance of the source and drain electrodes
only and must be carried out at different gate voltages so the gate dependence of the
contact resistance can be found. The main drawback of this technique is that its accuracy
is subject to device variation. Other methods that have been applied include Kelvin probe
microscopy76, 77 and four-point probe measurements.78, 79 An attempt by Natali et al. to
extract the contact resistance directly from the transfer characteristics of a device based on
differential analysis of experimental data was found applicable under certain circumstances
i.e. where the mobility is constant or has power law gate voltage dependence and the
contact resistance is constant or has a predictable functional form of gate dependence.63
However, arbitrary or unknown functional forms of gate voltage dependence of mobility
and contact resistance could not be treated adequately.
2.3.3 The Gate Dielectric
Charge carrier transport has been shown to occur only in the first few monolayers of the
semiconductor at the semiconductor-insulator interface.41, 43 Therefore, the nature of this
interface, and hence the gate dielectric, can have profound effects on OFET performance.
The basic requirements for the dielectric are high dielectric breakdown strength, mini-
mal charge trap states, and obviously, present minimal leakage to the gate electrode.58, 80, 81
Furthermore, the layer must be compatible with other processing steps in the fabrication
of the device. These features can depend not only on the material itself but also on the
deposition technique.
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Equation 2.15 illustrates that the geometric capacitance of the dielectric layer, Ci =
εε0/d, determines the density of mobile charges that can be induced into the channel by
the gate electrode. Two characteristics of the insulating layer are therefore important
for functional devices: the thickness (d) and relative dielectric constant (ε, also known
as k). The most common inorganic dielectric layer is SiO2 but materials with a higher
ε (e.g. AlOx, Ta2O5, TiO2) enable higher carrier densities at reduced gate voltages.
81
However, processing of inorganic layers occurs by sputtering, evaporation, anodisation and
PECVD.81 This increases cost, limits processibility and results in films that are inflexible.
As an alternative, solution processable polymeric layers may be used to insulate the
gate. Such layers can be flexible; can be fabricated without the need for high temperatures;
can be used in self-encapsulating top-gate device architectures; and their characteristics
can be chemically modified allowing use in a wider range of device architectures than
inorganic layers.80, 81 This chemical tuning can also have influence on the morphology of
the semiconductor films processed on top, furthering impact on device performance.
Although reducing the operating voltage, high dielectric constant insulators have been
observed to hinder transport and reduce carrier mobility. If the dielectric surface is polar
and disordered, Veres et al. suggest that the local dipole orientation can modify the site
energy and broaden the density of states in the semiconductor at the interface.80, 82
Further reduction in the operating voltage can be made by reducing the dielectric
thickness and has been attempted with polymeric insulators.83–85 Successful methods
with these materials typically employ complex fabrication routes or increase gate leakage
currents. An alternative and equally successful approach is the use of an insulating self-
assembled monolayer (SAM).86–90 The monolayer molecules consist of a functional group
allowing binding to the gate, and an alkyl chain which presents a large tunnelling barrier
for charge carriers.91 Like polymers, SAMs can also be chemically tailored for optimising
material properties and device performance.
Surface roughness can prove to be a large hindrance in organic transistors. A non-
uniform semiconductor-dielectric interface can present traps for charge carriers. The
roughness of the solid can also influence the morphology of the film formed on its sur-
face. Additionally, the surface energy of the dielectric may also influence the morphology
of the semiconductor in bottom-gate device architectures.80, 92
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2.3.4 Semiconductor Materials for OFETs
There are a number of small molecule and polymeric organic semiconductor materials that
have been studied in depth through years of research and as such, have become benchmark
materials. The most important materials that have been studied are briefly summarised
in this subsection, split into three broad classes determined by the dominant species of
charge carrier. The majority of organic semiconductors only exhibit transport of a single
polarity of charge carrier. This is related to both a prohibitive energetic barrier at the
injecting contact to one species of charge carrier when using a single contact metal, and
also the spatial distribution of the molecular orbitals which dominate the transport of
either electrons or holes. The third family includes those materials in which both species
of carrier can be observed. As will be evident from this chapter, the performance of the
materials in transistors discussed here has dependence on myriad parameters and as such
further development is expected.
P-channel Materials
There are a number of small molecule and polymer families that have exhibited p-channel
transport in OFETs. Some of these are summarised in Figure 2.10. Those which have
received most attention include acenes and thiophenes from which there are many lengths
and functionalised derivatives that have been developed for a range of purposes.
Acenes are linear chains of fused benzene rings. The shortest of these to exhibit charge
transport in transistors is anthracene with a mobility of 0.02 cm2/Vs recorded in single
crystals at low temperature.93 However, far more widely used as a benchmark material is
pentacene.94–98 Mobilities >5 cm2/Vs have been demonstrated with evaporated films on
polymeric dielectrics.98 Substituted forms e.g. 6,13-bis(triisopropylsilylethynyl)-pentacene
(TIPS-pentacene),99 allow processing from solution using common organic solvents and
have provided high hole mobilities >2 cm2/Vs in a polymer blend formulation.100 The
highest mobilities recorded for any organic semiconductor have been achieved in an aryl-
substituted tetracene derivative called Rubrene. Rubrene, although soluble in common
organic solvents, has shown mobilities of 20 cm2/Vs in single crystals.101
Thiophene oligomers have proved useful for investigation of the effects of molecular
structure on charge transport in transistors.102 α-octithiophene (8T) has shown mobilities
approaching 0.2 cm2/Vs.102 Variations of the oligomer length and the addition of alkyl
side chains can induce well oriented molecular packing perpendicular to the substrate.
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Without side chains oligomers can lie parallel or perpendicular to the substrate. This
increase in structural order has seen mobilities as high as 1.1 cm2/Vs in ethyl substituted
sexithiophene (6T).102
F8T2
Figure 2.10: P-channel organic semiconductor materials used in OFETs
Some noteworthy polymers that have received attention in OFETs include polytriary-
lamine (PTAA)80 and the co-polymer poly(9,9’-dioctyl-fluorene-co-bithiophene) (F8T2)103
albeit with modest mobilities from standard solution processing. The most widely stud-
ied p-channel polymer is poly(3-hexylthiophene) (P3HT).104–106 It is soluble in common
solvents and is considered as an important test bed for charge transport studies.74, 107, 108
Many factors affecting its performance in thin-films have been investigated including
molecular weight and solvent boiling point.106 If the alkyl chain is at the same carbon
position on each thiophene the polymer is regioregular. If the carbon position varies for
the alkyl chain, the polymer is regiorandom.109 The extent of regioregularity of the poly-
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mer has been found to have significant influence on the film structure and therefore the
transport of charge carriers. In transistors, mobilities of 0.2 cm2/Vs105 have been reported
for highly regioregular P3HT whereas mobilities in regiorandom polymers are commonly a
few orders of magnitude lower.109 These studies on P3HT have led to more recent develop-
ments that enhance the properties of p-channel polymers such as reducing the side-chain
density to enhance molecular organisation and the introduction of additional repeat units
into the backbone to control the electronic structure for improved air-stability.110, 111
N-channel Materials
Figure 2.11 illustrates the molecular structures of some important n-channel organic semi-
conductors. One of the main factors thought to account for the relatively slow development
of n-channel transport in organic transistors arises from the offset of the work function of
common metallic injecting electrodes and the LUMO level of the semiconductor. Low work
function metals such as Ca etc. easily oxidise on exposure to air and can form charge trans-
fer complexes with the semiconductor that degrade performance.57 A successful strategy
for overcoming this problem is based on the addition of electron withdrawing groups to the
conjugated core of p-channel molecules to modify the LUMO level and reduce the barrier
to injection of electrons from stable metal electrodes.109
A good example of this approach is illustrated with metal phthalocyanines.112 They
typically show p-channel transport. However, by substituting the peripheral hydrogens
with electronegative fluorines, n-channel behaviour can be observed. Hexadecafluoro sub-
stituted copper phthalocyanine has shown electron mobilities of 0.03 cm2/Vs.112 Along
the same lines, addition of fluorocarbon sidechains to quarterthiophene enabled n-channel
transport with mobilities reaching 0.6 cm2/Vs in vapour deposited films.113 Electron
transport enabled by fluorocarbon addition to oligothiophenes has also been shown in a
number of reports.114, 115 A previous n-channel mobility record in organic semiconductors
was set using trifluoromethylphenyl as an electron withdrawing group to facilitate electron
transport in a dithiazole derivative. An impressive field-effect mobility of 1.83 cm2/Vs was
observed in a vapour deposited film.116
Perylene and naphthalene derivatives form a widely studied group of n-channel ma-
terials.117–120 For example, Chesterfield et al. demonstrated that the octyl substituted
perylene tetracarboxylic acid diimide has shown a mobility of 1.3 cm2/Vs.120 Tatemichi
et al. found that annealing of their perylene-based devices enhanced mobilities up to
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2.1 cm2/Vs.121 Soluble derivatives have become important in the development of high-
mobility, air-stable n-channel semiconductors122, 123 including the recent demonstration of
a copolymer based on perylene and thiophene units with mobilities in the range 0.40–0.85
cm2/Vs.124
Figure 2.11: N-channel organic semiconductor materials used in OFETs
Another important class of electron transporting semiconductors, which are a focus
of this report, are fullerenes.125, 126 Buckminsterfullerene (C60) films grown by hot wall
epitaxy have shown electron mobilities up to ∼ 6 cm2/Vs.127 Despite the impressive
performance, epitaxial films are impractical from a processing perspective. Among the
many soluble derivatives that have been developed128 to simplify device fabrication, [6,6]-
phenyl-C61-butyric-acid-methyl-ester (PCBM)
129 is the most widely studied, particularly
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in bulk-heterojunction photovoltaic cells.130–132 Although the same OFET performance
has not been achieved in films formed from solution, mobilities up to 0.2 cm2/Vs can be
observed with this derivative.133–135 Another soluble derivative, a fluorinated fulleropyrro-
lidine (F17-DOPF), has shown similar electronic properties to PCBM but with enhanced
lifetime under ambient conditions.136 Higher fullerene analogues with C70 and C84 carbon
cages have also been shown to exhibit electron transport.133, 137
Ambipolar Materials
Ambipolar transistors can be fabricated using binary blends of p-channel and n-channel
materials. Transport of each carrier is through percolation networks in either the n-
channel or the p-channel material. The reduction of possible paths by the addition of
a material of opposite transport polarity therefore leads to lower mobilities observed for
each carrier type in the blend than in separate pristine films.138 Common blends include
PCBM:P3HT139 and PCBM:PPV140, 141 that have shown electron and hole mobilities of
the order of 10−4–10−3 cm2/Vs.
Some single materials have shown transport of both carrier species with an appropriate
choice of electrodes. This is rarely observed because electrodes with a work function that
lies near the centre of the LUMO-HOMO gap show high injection barriers for both species.
Despite this, electron and hole transport has been shown in PCBM and also in its higher
C70 and C84 analogues.
66, 137, 142 Other materials that have shown similar behaviour
include phthalocyanines,143 pentacene144 and single crystal rubrene.145 In all of these
examples the dominant charge carrier mobility typically observed with these materials
(given in the previous subsections) suffers significantly as a consequence.
Narrow HOMO-LUMO gap organic materials present a route to surmounting the prob-
lem of high ambipolar injection barriers but examples so far (e.g. copper phthalocya-
nine146) have only reached mobilities ∼ 10−4 cm2/Vs. Use of asymmetric work function
electrodes has been demonstrated successfully to allow efficient injection of both car-
rier species with mobilities around 0.1 cm2/Vs in pentacene transistors.147 However, the
increased complexity of fabrication is a significant deterrent towards implementing this
method.
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2.3.5 Logic Circuits
The ultimate aim of transistor development is in their implementation to integrated cir-
cuits.148 It is therefore worthwhile to asses their performance as circuit elements. The
standard element for this assessment is the inverter which is an important building block
for logic gates. It is a two transistor device and can be used itself as a NOT- gate. The
truth table for the inverter is shown in Table 2.1.
IN OUT
1 0
0 1
Table 2.1: Truth table for an inverter.
In this report two families of organic logic are considered: unipolar, where both tran-
sistors are fabricated with the same semiconducting material that transports either holes
or electrons; and complementary, where one transistor is n-channel and the other is p-
channel.
Static Power
Static Power
VIN
V O
UT
V O
UT
VIN
(b)(a)
Figure 2.12: Example (a) unipolar and (b) complementary inverter operating character-
istics. The green line on both graphs illustrates the ideal step-function operation of a
voltage inverter.
There are strengths and weaknesses to both approaches.149 Unipolar inverters are easy
to fabricate because the same semiconductor material can be deposited on every transis-
tor. However, their performance is impeded by low noise-margins, low gain and high static
power consumption because both transistors are functioning in the high input state.150
Complementary inverters, although more difficult to fabricate because they require pat-
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terning of two different materials, have improved performance in all areas because only one
transistor is operating in each state meaning power is only dissipated when the inverter is
switching.151
The OFET connected to the load voltage (VDD) is the load transistor and the OFET
connected to ground is the driving transistor as shown in Figure 2.13. Under quasi-static
operation the inverter circuit can be considered as a potential divider. For a low input
signal (VIN = 0V), the driving transistor is switched off and thus behaves as a resistor
with R = ∞. The load transistor has a finite resistance, R1, and the output (VOUT ) is
the voltage across it i.e. the high output state. For a high VIN , the load transistor has
R = ∞ and VOUT is the voltage drop across the driving transistor (R2) which gives the
low output state.
VIN VOUT
VDD
P‐channel
N‐channel
(b)
VIN
VOUT
VDD
OFET 2
OFET 1
VIN=LOW
V O
UT
=V
DD
VDD
R1
R2=∞
VIN=HIGH
V O
UT
=G
rou
nd
VDD
R2
R1=∞
(d)(c)(a)
Figure 2.13: (a) Unipolar and (b) complementary inverter circuits and corresponding
potential divider representation for (c) low input and (d) high input.
In the unipolar case the load transistor cannot be switched off for high VIN but its
resistance will be made higher than the driving transistor by scaling the driving transistor
length and width. This gives rise to the aforementioned problems with unipolar logic
performance. Because both transistors are on in this state, there is a constant current
flowing from the load to ground so the circuit is consuming power. It also means that the
switch between states as VIN is increased is not very abrupt, giving rise to low gain and
low noise margins.
In the complementary case this problem does not arise. In either state, one of the
transistors is switched off fully so power is only consumed when switching between states.
Because one of the transistors is switching off completely when switching, the change in
VOUT is more abrupt providing a higher gain and higher noise margins.
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2.4 Surface Free Energy
The analysis of surface energy components of device layers is of high importance for so-
lution processing of organic semiconductor devices. The interaction between subsequent
layers during solution deposition can have influence over film formation properties, or
indeed, if film formation can occur at all. The interface between dielectric and semicon-
ductor, where the charge carriers are transported between the source and drain, will be
significantly determined by the wetting characteristics of the semiconductor solution on
the insulator (or vice versa), and hence will carry considerable weight in determining the
device performance.
Figure 2.14: Example liquid shapes on a solid surface.
2.4.1 Contact Angle
The key experimental result for analysis of surface energy used in this report is based on
the macroscopic contact angle (θC) made by a liquid on a solid surface. The equilibrium
contact angle is reached when a force balance is achieved at the triple point between a
solid, liquid and vapour of the liquid under investigation as shown in Figure 2.15.
Solid
LiquidVapour
γlv
γsv γsl
θC
Figure 2.15: Surface energy components defining the equilibrium liquid contact angle at
the triple point of intersection between the solid, liquid and vapour.152
This is described by Young’s equation assuming a completely smooth solid surface.152–155
γsv = γlv cos θC + γsl. (2.23)
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The terms, γsv, γsl and γlv, denote the free energy per unit area (force per unit length) of
the solid-vapour, solid-liquid and liquid-vapour interfaces respectively.
It is noted here that under normal experimental conditions, an atmosphere of saturated
vapour of the liquid under measurement is unlikely to be achieved. However, within certain
limitations even under the non-ideal conditions of the laboratory, Young’s equation is still
applicable. The energies of the vapour interfaces are suggested to differ from their pure
solid and liquid phases according to equations 2.24 and 2.25:152
γs − γsv = piesv (2.24)
γl − γlv = pielv. (2.25)
Here, pie is known as the equilibrium film pressure and is associated with an adsorbate
of monolayer or lower thickness from the vapour at its interfaces at the triple point of
intersection. De Gennes has suggested, based on experimental results, that this value is
0 for low volatility organic liquids on molecular solids.153 It can also be argued that for
appreciable values of θC , formation of a monolayer from the liquid’s vapour is unlikely by
virtue of the fact that the two phases do not sustain a strong interaction. Thus γs will
be used henceforth to denote the measured solid surface energy. For the liquid-vapour
interface, it is noted that in a common setup, the experiment should be carried out in a
clean and dry environment disallowing the formation of any possible adsorbate from the
atmosphere. The measured value can therefore be designated γl.
152 Thus it is important
that the atmospheric conditions are constant, or at least noted, if comparable discussions
are to be made between measurements.
2.4.2 Interfacial Free Energy and Work of Adhesion
Analysis of the solid-liquid interface can yield some important information elucidating the
wetting behaviour of liquids on solids. To describe its interaction one first considers the
liquid and solid surfaces as separated by a small gap. While the surfaces are separated,
the total free energy per unit area of the interface is simply the sum of that of the solid
and that of the liquid. As they are brought into contact, attractive forces between the two
surfaces lower the free energy per unit area of the interface by an amount Wsl as shown
in the following equation:153
γsl = γs + γl −Wsl. (2.26)
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Wsl is known as the work of adhesion and is defined as the work required to separate a unit
area of solid-liquid interface. At this point it is also useful to define the work of cohesion.
This is given as the work required to separate a unit area of solid-solid or liquid-liquid
interface (i.e. create a clean separation between two parts of the same material), denoted
as Wss and Wll respectively. Following the same line of argument as for Wsl but this time
noting that an interface of like-like phases in contact has 0 free energy per unit area, it is
shown that the works of cohesion are given thus:153
0 = 2γs −Wss (2.27)
0 = 2γl −Wll. (2.28)
It was first suggested by Fowkes,156 then extended by Owens, Wendt154 and Kael-
ble,157 that the interface is governed by two different types of interaction. One of these,
the dispersive component, interacts via instantaneous dipole forces i.e. van der Waals
forces. The other, the polar component, interacts via dipole-dipole forces e.g. hydrogen
bonds. The total solid and liquid surface free energies per unit area are a sum of the two
components i.e. γi = γ
P
i + γ
D
i . To continue the analysis, the two types of interaction
should be treated as separate terms leading to works of adhesion and cohesion given by
Wij = W
P
ij +W
D
ij where i and j can be any phase/material.
To evaluate the interactions between unlike pairs, in this case the component interac-
tions between molecules of the solid and those of the liquid, combining rules are applied
as an approximation. One such method is Berthelot’s rule which expresses a general po-
tential energy parameter of unlike pair interactions as the geometric mean of like pair
interactions as follows:158
ij =
√
iijj . (2.29)
As suggested in elsewhere,158 this is inadequate when the two molecular species differ. In
general this should be modified with a normalised function of the molecular polarisabilities
such that when the two species are identical equation 2.29 is recovered. When dealing with
common organic solids and liquids interactions should be, in general, quite similar. This
will be apparent by observation of low contact angles. For this reason we shall neglect any
modification in further discussions. However, it is worth pointing out that the observation
of a contact angle is a direct result of a weaker liquid-solid interaction than the liquid-liquid
interaction i.e. a discrepancy between the interactions of the solid and the liquid.
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Since the work of adhesion is proportional to the potential energy parameter, one can
proceed in extracting its surface free energy dependence with the aforementioned geometric
mean approximation. This leads to the following result:
Wsl =
√
WPssW
P
ll +
√
WDssW
D
ll = 2
√
γPs γ
P
l + 2
√
γDs γ
D
l . (2.30)
Subsequent substitution of equation 2.30 into equation 2.26 yields154, 157
γsl = γs + γl − 2
√
γPs γ
P
l − 2
√
γDs γ
D
l . (2.31)
Substitution of equation 2.23 into equation 2.31 provides the Owens-Wendt-Kaelble equa-
tion shown in equation 2.32. Comparison of equation 2.32 with equation 2.30 provides an
alternative expression for the work of adhesion, equation 2.33.
γl(cos θC + 1) = 2
√
γPs γ
P
l + 2
√
γDs γ
D
l (2.32)
Wsl = γl(cos θC + 1) (2.33)
The latter two equations are those most important for experimenatal extraction of the
surface free energy parameters as described in section (3.2.6).
The final equation used in this report describing the interfacial interaction between a
solid and a liquid is known as the spreading parameter, referred to in this report as ∆W ,
given by153
∆W = Wsl −Wll = γl(cos θC − 1). (2.34)
The spreading parameter is a measure of the relative strength of interaction at the solid-
liquid interface compared to that of the liquid-liquid interface. This provides a useful
quantification of the quality of the interface and is important for film formation from
solutions on solids. If there is a large discrepancy between the solid-liquid interaction
and the liqud-liquid interaction, the liquid will not adhere well to surface during solution
processing and film formation becomes less likely. In the special case of complete wetting,
θC = 0, ∆W = 0 and the liquid is shown to adhere equally well to the solid surface as it
would to itself.
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74 Device Fabrication
3.1 Device Fabrication
The fabrication of organic thin-film transistors used to gather results for this report follows
some general procedures. Deviations will be specified where appropriate. Unless other-
wise stated, the deposition of semiconductors and electrodes is carried out under inert
atmosphere or vacuum so that contamination of films by ambient impurities, particularly
oxygen and water, is minimised.
As previously mentioned, the transistor structure is built up on a fixed substrate. The
substrate is typically glass, indium tin oxide (ITO) coated glass, plastic or SiO2 coated
doped silicon. In any case the substrates are thoroughly cleaned in the first instance by
submerging them in solvents (acetone followed by isopropanol, IPA) and submitting them
to ultrasonic agitation to remove organic impurities.
Processing of organic semiconductors used in this report is almost exclusively by spin
coating from solution with a few instances of drop casting. Solutions of known concen-
tration are made by dissolving high purity organic semiconductors in common organic
solvents such as chlorobenzene, toluene etc. For spin coating, the substrate is attached
by vacuum onto a chuck. Having predefined the spin speed, acceleration and spin time,
the semiconductor solution is dropped onto the substrate and then the chuck is set in ro-
tation. The rotating substrate disperses the solution evenly to form a thin film. Solution
variables such as viscosity, surface energy, evaporation rate of solvent etc.1–4 all need to
be accounted for when determining a spin cycle if high quality homogeneous films are too
be formed. In some cases this is not possible. In such instances it may be possible to drop
cast the solution and simply leave the solvent to evaporate at a fixed temperature using
a hot plate. Films formed in this way typically appear inhomogeneous at the exposed
surface but the interface with the layer beneath may be of sufficient quality to support
charge transport. This technique can only be used in bottom-contact geometry where the
inhomogeneity in thickness of the semiconductor would disallow evaporation of smooth
contacts onto the semiconductor film.
Metal electrode contacts are formed on devices by evaporating the metal through a
shadow mask, much like a stencil, to clearly define the channel geometry. The metal is
evaporated by resistive heating of a tungsten filament/boat in contact with the metal (the
source). The source is positioned below the substrates and the procedure is carried out
under a vacuum of ∼ 5 × 10−6 mbar. The final thickness of the metal films is typically
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∼ 50 nm using a deposition rate ∼ 1A˚/s.
3.2 Material Chracterisation
3.2.1 Differential Scanning Calorimetry
Differential scanning calorimetry (DSC) is used to measure the evolution of the heat
capacity of a material as its temperature is varied. This provides information about the
phase behaviour of the material. A sample of the material under investigation is placed
within a crucible. The crucible is then heated over a predefined temperature range. The
power required to heat the sample for a fixed change in temperature (heat transfer) is
monitored as a function of temperature in comparison to a reference. This parameter is
dependent on the heat capacity and phase of the material.
The three major transitions that can typically be detected in a DSC experiment are
melting, crystallisation and the glass transition. Melting is an endothermic process occur-
ring in crystalline materials. Near the transition temperature, more heat is required to
raise the temperature of the material than in the solid state. This produces a peak in the
heat flow curve (assuming the convention that heat flow increases on the y-axis). Crys-
tallisation is an exothermic process which releases energy as the solid-state intermolecular
interaction is recovered so an inverted peak is observed in the thermogram. The glass
transition is an endothermic process characterised by a change in heat capacity of the
material between an amorphous solid and melt phases. This change may occur over sev-
eral Kelvin and appears as a shoulder in the thermogram. The features indicating these
transitions are illustrated in Figure 3.1.
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Figure 3.1: Example DSC thermogram highlighting common features corresponding to
phase transitions.
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DSC was conducted using a Mettler DSC822e with ∼ 3 mg of the sample under investi-
gation. Each sample was measured with a scan rate of 10◦C/min within a N2 environment.
3.2.2 UV Photoelectron Spectroscopy and Inverse Photoemission Spec-
troscopy
Ultra-violet photoelectron spectroscopy (UPS) and inverse photoemission spectroscopy
(IPES) are techniques used to probe the electronic structure at the surface of the sample
under measurement. Solid thin-films with a thickness of ∼20 nm of the semiconductor
material were prepared for measurement by spin-coating from solution onto ITO-coated
glass substrates. Measurements were performed under ultra-high vacuum (2×10−10 torr).
UPS utilises the photoelectric effect to measure the energies of electrons in occupied
states. In conjugated organic materials these states correspond to the molecular orbitals.
In the UPS setup, a UV photon source with fixed energy is directed at the sample. In the
present report the source was a He discharge lamp with energies of hν = 21.22 eV (HeI)
and hν = 40.8 eV (HeII). The intensity and energy of the ejected electrons is measured.
The kinetic energy (Ek) of an ejected electron is Ek = hν − Eb where hν is the incident
photon energy and Eb is the electron binding energy. The kinetic energy of the emitted
electrons is resolved by controlling their path with a fixed magnetic field. With this
information the electron intensity as a function binding energy can be found. Eb can also
be plotted with respect to the Fermi level which can be obtained from the onset of electron
emission i.e. EF = hν − Eonset. The resolution of UPS measurements was 0.15 eV.
IPES exploits the opposite effect. Electrons of known energy are fired at the sample.
These electrons fall into unoccupied electronic levels and the sample emits light with a
characteristic wavelength dependent of the position of the level with respect to the vacuum
level and the incident kinetic energy of the electron. Conservation of energy requires that
hν = Ek + Efinal where Efinal is the energy of the unoccupied orbital into which the
electron falls. By measuring the intensity of a fixed wavelength (using bandpass filter) of
emitted photons as a function of incident electron energy, the distribution of unoccupied
levels can be obtained. To minimise damage to the sample due the electron beam (which
can increase the uncertainty in the measurement), an average spectrum from 9 separate
positions is used. The UPS measurement is then repeated to confirm the absence of
electron-beam damage. The resolution of IPES measurements was 0.45 eV.
Example UPS/IPES spectra are shown in Figure 3.2 highlighting the important fea-
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tures. The peaks correspond to the energies of molecular orbitals and are broadened by
both static an dynamic disorder within the film. For the transistor measurements only the
energy states at the edge of the distribution are relevant to charge transport so the relevant
HOMO and LUMO levels are estimated from the onset of the corresponding peaks.
Figure 3.2: Example UPS/IPES highlighting common features corresponding to the en-
ergetic structure of the material under investigation.
3.2.3 Optical Microscopy
Optical microscopy is used to magnify small features of thin-films that can be resolved with
visible light such as crystal grains, graphene flakes etc. A typical setup allows observation
of the film in both transmission (if the substrate is transparent) and reflection. A linear
polarisor can be placed in the path of the light before transmission or reflection from
the sample and the final polarisation state of the light can be analysed by introducing
another linear polarisor before the light reaches the eyepiece or camera. This is useful when
observing berefringent materials where the polarisation state of the light evolves according
the orientation and/thickness of the material under investigation. Optical microscopy in
the present report was conducted using a Nikon Eclipse LV100.
3.2.4 Scanning Electron Microscopy
Scanning electron microscopy (SEM) is a surface imaging technique which can be used to
observe features smaller than the limit imposed by the diffraction of light in the visible
spectrum. In an SEM the sample is mounted within a vacuum chamber with its surface
grounded to prevent charging due to the accumulation of electrons. An electron gun
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fires electrons at the sample where the imaging resolution is determined by the focus of
the electron beam. When imaging the sample, the incident electrons interact with it via
inelastic scattering, emitting secondary electrons. Because the secondary electrons are of
low energy, only those emitted from the surface of the sample can reach the detector. The
sample is orientated at a fixed angle with respect to a detector. The topography of the
sample therefore determines the intensity of secondary electrons which are collected from
a particular position of the incident beam. The electron beam is scanned across the plane
of the sample in a raster pattern and the intensity of the secondary electrons is plotted at
each point to form a map of the surface. Magnification is determined by the size of the
raster scan over the sample
3.2.5 Scanning Force Microscopy
An important family of techniques for surface profiling also with resolution significantly
greater than optical microscopy is based on scanning force micrsoscopy (SFM). This en-
compasses a family of techniques dependent on the type probe used to measure the sample.
In addition to similar imaging capabilities to SEM, SFM techniques allow the direct mea-
surement of various properties of the sample. The measurement of the sample surface
is based on its interaction with a cantilever tip. The resolution of the measurement is
therefore limited by the radius of curvature of the tip. The basic set up for the apparatus
is presented in Figure 3.3.
Sample
Laser
Photodetector
Cantilever
Figure 3.3: Operating principle of an atomic force microscope.
In atomic force microscopy (AFM) the force exerted due to the interaction of the
sample with the tip causes a deflection of the cantilever according to Hooke’s law. To
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detect the cantilever deflection, a laser is reflected from the top of the cantilever onto a
photodetector array. The position of the cantilever can be controlled in three dimensions.
Typically a raster scan in the plane of the sample forms an image of its surface and the
height is controlled depending on the measurement mode.
For imaging the surface of soft materials in ambient conditions used in this report,
tapping mode is most appropriate to minimise damage to the sample by contact with the
scanning tip. In this mode the cantilever is forced to oscillate with a fixed amplitude. As
the tip approaches the sample, the force (intermolecular) acting on it causes a change in
oscillation amplitude. The height is adjusted based on a feedback loop to find a position
that restores the oscillation amplitude. This therefore allows production of a map of both
the force on the tip and the height of features on the surface.
A second scanning force probe used in this report is the kelvin probe (scanning kelvin
probe microscopy, SKPM). This can be used to form a work function map of the sample
under investigation. When using a SKPM, the force acting on probe tip is that due to the
contact poential difference (VCPD) between the work function (φ) of the tip and the sample
i.e. VCPD = φtip−φsurface. In the SKPM setup the tip is raised to scan at a constant height
above the sample (known from a previous AFM scan). The tip is forced to oscillate and
the force acting on it due to the contact potential difference, F = (1/2)(dC/dz)VCPDVAC ,
is obtained using a feedback loop to maintain the forced frequency. The accuracy and
precision of the potential obtained using SKPM is determined by the geometry of the tip
and its height above the surface.
3.2.6 Surface Energy Analysis
Surface energy measurements were carried out using a Kru¨ss DSA1000 drop shape analysis
system. For measurement of the solid surface energy components it is possible to use a
re-arranged version of equation 2.32 following the Owens-Wendt-Kaelble method.5, 6 From
measurements of the contact angle on the solid surface using liquids whose surface energy
components are known, one can make a linear fit to the equation 3.1 where the solid
surface energy components can be directly determined from the gradient and intercept.
γl(cos θC + 1)
2(γDl )
1/2
= (γPs )
1/2
(
γPl
γDl
)1/2
+ (γDs )
1/2 (3.1)
A useful representation of these values from which information can be inferred about
the surface is obtained by analysis of its wetting envelopes. These are lines of constant
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contact angle plotted on the co-ordinate axes of the liquid polar and dispersive surface
energy components. The wetting envelopes are calculated by solving equation 2.32 for γPl
using the substitution γl = γl
P + γlD to produce the following:
γPl =
2(γPs )1/2 +
√
4γPs − 4(cos θC + 1)[γDl (cos θC + 1)− 2(γDl γDs )1/2]
2(cos θC + 1)
2 . (3.2)
For measurement of the liquid surface energy components, one can form a relationship
based on the independence of the liquid surface energy from the surface it contacts.6 Along
this line of argument, rearranging equation 3.1 to make (γPl )
1/2 the subject leads to an
expression independent of the solid as follows:
(γPl )
1/2 =
γl(cos θi + 1)− 2(γDsiγDl )1/2
2(γPsi)
1/2
. (3.3)
Here, the subscript i allows for any surface. Equating the right hand side of equation 3.3
for two different surfaces and rearranging for γDl yields
γDl =
(
γl(cos θ1 + 1)(γ
P
s2)
1/2 − γl(cos θ2 + 1)(γPs1)1/2
2[(γDs1γ
P
s2)
1/2 − (γDs2γPs1)1/2]
)2
. (3.4)
This expression can be used to calculate the dispersive component of the liquid surface
energy from measurements of the liquid’s contact angle on two solid surfaces with known
surface energy components. As was mentioned in the discussion of Berthelot’s combining
rule in section 2.4, large differences between the solid and liquid surface energy compo-
nents can produce inaccuracies in measurement. Therefore, for the assumption to be valid
that the liquid surface energy components be independent of the solid surface, it is im-
portant that one uses surfaces with similar interactions to that of the liquid. This should
be reasonable for many organic liquids on organic solids. The polar component is then
calculated from measurements of the total surface energy of the liquid extracted from
pendant drops according to γPl = γl − γDl .
3.3 Device Characterisation
3.3.1 I-V Characterisation
The current-voltage characteristics of a field-effect transistor are used for analysis of the
electronic properties of the device as a whole. In the present study, the transfer (ID as a
function of VG at fixed VD) and output (ID as a function of VD at fixed VG) characteris-
tics were measured using a Semiconductor Parameter Analyser (Agilent 4156C or Keithley
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4200). The analyser was connected to the transistor terminals using fine tipped metal nee-
dles. The analyser was used to bias or sweep the source, gate and drain voltages according
to the input parameters and also measure each of the three terminal currents. Measure-
ments were performed under an inert nitrogen atmosphere (H2O∼ 2.5ppm, O2 < 0.1ppm),
under vacuum (∼ 10−5mbar) or within the laboratory atmosphere. For measurements un-
der vacuum, the substrate temperature was controlled using a flow of liquid nitrogen within
a resistively heated chuck.
3.3.2 Impedance Spectroscopy
Impedance spectroscopy was used in the present study for the experimental determination
of the geometrical capacitance of gate dielectric layers as well as equivalent circuit analysis
for more complicated structures. The impedance of a device is characterised by the differ-
ence in phase (δ) between a sinusoidal alternating voltage, V = V0e
iωt, and the resulting
alternating current, I = I0e
i(ωt+δ), between its terminals. The impedance is defined by
Z =
V
I
=
V0
I0
eiδ =
V0 cos δ
I0
+ i
V0 sin δ
I0
. (3.5)
For an ohmic resistor, i.e. I = V/R, on application of a sinusoidal voltage the current
is given by
I =
V0
R
sinωt. (3.6)
Hence the phase difference is 0 and the impedance of a resistor is given as
ZR =
V
I
= R. (3.7)
For an ideal capacitor the voltage across the plates obeys V = Q/C. By differentiating
this for time and solving for current (see equation 3.8), the phase difference can be found
upon application of a sinusoidal alternating voltage.
dV
dt
=
1
C
dQ
dt
=
I
C
=⇒ I = CdV
dt
= ωCV0 cosωt (3.8)
Equation 3.8 implies the current leads the voltage with δ = +pi/2 and the impedance of a
capacitor is
ZR =
V
I
=
−i
ωC
. (3.9)
To measure a capacitor, the impedance analyser measures the phase difference between
the driven alternating voltage at a fixed current level to provide the imaginary part of
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the circuit impedance. This is enough to calculate the geometric capacitance using the
following rearrangement (where A is the area of the plates):
C =
−1
Aω[=(Z)] (3.10)
To ensure the impedance of the measurement apparatus is excluded from the measure-
ment, it must be be subtracted. When attempting to measure the impedance of a sample,
the measurement equivalent circuit can be represented as shown in Figure 3.4.
Zc
ZsZo = ZmVAC VAC
Figure 3.4: Equivalent circuit of an impedance spectroscopy measurement.
In Figure 3.4 Zm, Zs, Zo and Zc are the measured, sample, open circuit and short
circuit impedances respectively. With ideal equipment, Zo and Zc should be infinite and
zero respectively with the implication that Zm = Zs. In practice, this is not the case.
Measurements of Zo and Zc are obtained by measuring the impedance of the apparatus
without the sample and with the measurement needles shorted together. Then, following
a sample measurement, the impedance of the non-ideal measurement equipment can be
subtracted to find the sample impedance.
The impedance analyser will measure over a range of frequencies with a logarithmic
progression. The amplitude of the applied AC voltage was 50 mV to which a DC offset
could be applied where required. Measurements were carried out in a nitrogen environment
or under vacuum.
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Chapter 4
Self-Assembled Monolayer Gate
Dielectrics
Self-assembled monolayers can be formed from a group
of chemically functional materials suitable for solution
deposition as nanodielectrics. They are explored as a
route toward solution processable low-voltage OFETs
and circuits and their chemical diversity is discussed
in the context of tailoring OFET properties.
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4.1 Introduction
Harnessing the phenomenon of molecular self-assembly is an interesting concept for solution-
based fabrication of OFETs and organic logic circuits.1 The concept of self-assembly refers
to the bulk organisation of particular molecular systems by exploiting specific intermolec-
ular interactions. For organic electronic applications this could, for example, be utilised
for controlling crystallisation of the active semiconductor layer to increase intermolecular
charge transfer rates.2, 3 However, in the present discussion, the process is utilised for
the formation of a dielectric layer with a thickness of only a single molecule. This has
the advantage of increasing the geometrical capacitance of the gate insulator, relative to
conventional approaches, to enable low-voltage transistor operation.
The current in an OFET channel at a given gate bias is directly proportional to the
geometrical capacitance of the gate dielectric according to equation 2.18. This implies
that a given current can be obtained at a reduced gate bias by increasing Ci. Because
Ci = ε0εr/d, this can be achieved by either increasing the relative dielectric constant (εr)
of the gate insulator or by reducing its thickness (d). The former approach has been
successfully demonstrated but is typically limited to materials with complex fabrication
procedures.4–7 These highly polarisable dielectrics are also thought to reduce the charge
carrier mobility by broadening the density of states at the channel interface.8, 9 Alterna-
tively, the latter approach can be achieved by utilising either a thin polymer layer10–12 or
a solution processable ultra-thin self-assembled monolayer (SAM).
Several groups have demonstrated OFETs based on SAM nanodielectrics13–19 as well
as SAM semiconductor layers.1, 20–22 SAM dielectrics have so far attracted most of the
attention because they enable fabrication of low-voltage, low-power transistors and inte-
grated circuits. In the majority of previous reports on self-assembling dielectrics the SAM
molecules used comprised of either trichlorosilane16 anchor groups on Si-SiO2 or phospho-
nic acid13 anchor groups on Al-AlOx in a bottom-gate device architecture. The choice of
anchor group is determined by its affinity to the gate electrode.23, 24 For example, Klauk
et al. made important progress towards low-voltage OFETs by using octadecylphospho-
nic acid (ODPA) as the SAM dielectric and thermally evaporated small molecules as the
organic semiconductors.13 This is desirable because, unlike previous reports that were
limited to brittle Si substrates, Al gate electrodes can be deposited onto flexible plastic
substrates increasing the functionality of the device. This was recently demonstrated in
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a flexible low-voltage pressure sensor based on ODPA.25 Phosphonic acids have also been
demonstrated as being suitable for functionalisation and formation of SAMs on alternative
oxides such as hafnia26 and even SiO2 under specific conditions.
27
The formation of the oxide is critical for functionalisation of the SAM. As such, all
dielectrics discussed here are most accurately described as oxide-SAM hybrids. A few
different approaches have been adopted in the literature for metal oxide growth includ-
ing atomic layer deposition,28 anodic deposition,29 sol-gel processing26 and exposure to
oxygen plasma.13 Although the latter may not form an oxide with equivalent uniformity
to alternative methods, it is likely to prove a simpler and cheaper option for mass man-
ufacture in keeping with a primary goal for organic electronics. Also, given that plasma
oxidation of aluminium has been previously demonstrated as compatible with the growth
of phosphonic acid monolayers,13 it has been adopted as the preferred method for the
present study.
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Figure 4.1: Molecular structures of octadecanoicphosphonic acid (ODPA), oc-
tadecanoic acid (ODA), phosphonohexanoic acid (PHA), phosphonohexadecanoic
acid (PHDA), phenyl-methoxyundecylphosphonic acid (Ph-UDPA) and phenyl-
methoxyheptoxyundecylphosphonic acid (Ph-ODPA).
Recently, OFETs based on ODPA SAM dielectrics and solution processed organic
semiconductors have also been reported.18 Unfortunately, methyl terminated SAMs, such
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as ODPA, exhibit a low surface energy making solution processing of various state-of-the-
art small-molecule organic semiconductors onto the SAM-functionalised gate electrodes
very challenging.18 Chemical tailoring of the insulating SAM molecule is a promising route
to improving the wetting behaviour of semiconductor solutions based on small-molecules
as well as modifying and optimising the semiconductor-insulator interface.
This chapter addresses the impact of the surface energy of SAM nanodielectrics on
the processability of semiconductor solutions for fabrication of OFETs in a bottom gate
architecture. It is shown that chemical tailoring of the SAM terminal group is a promising
route to controlling the surface energy of SAMs to enable processing of a wide range
of semiconductor solutions. The SAM molecules investigated in the present report are
shown in Figure 4.1. Parallel plate metal-insulator-metal (MIM) and metal-insulator-
semiconductor (MIS) structures are used to confirm the presence of a monolayer by analysis
of their capacitance and leakage current density in the context of other literature reports.
Both p- and n-channel low-voltage OFETs can be fabricated with solution processable
semiconductors with good performance. These can be combined to fabricate low-voltage
complementary logic circuits.
4.2 SAM Formation
The mechanism for the formation of monolayers of phosphonic acids on amorphous alu-
minium oxide is thought to be via anchoring of the acid by chemisorption. The results
of Polarisation Modulation Infrared Reflection Absorption Spectroscopy used by Thissen
et al. suggested that, after SAM functionalisation, features associated with the free acid
group (P-OH) were absent in the spectra but stretching peaks associated with the P=O
and PO3 group remained. They used this information to propose that binding was gov-
erned by bidentate condensation of the acid onto the oxide.30
To form a SAM on an oxide surface from a solution relies of specific intermolecular
interactions. This has been studied in detail by Nie et al. and Ito et al. for deposition
of phosphonic acids and trichlorosilanes onto SiO2.
27, 31 The solvent is chosen according
to its dielectric constant and boiling point. A moderate dielectric constant is required to
enable dissolution of the molecule but prevent a strong interaction with the polar anchor
group. An appropriate boiling point is required to allow sufficient time for the monolayer
to assemble before the solvent evaporates.
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In the present case, SAMs are deposited following the method depicted in Figure
4.2. A ∼50 nm layer of aluminium is thermally evaporated through a shadow mask onto a
clean glass substrate to form the gate electrodes. Although a native oxide is known to form
rapidly on the surface of Al upon its exposure to air, this oxide has always been found to be
unsuitable for SAM formation without further treatment. In this case, the gate electrode
is exposed to an oxygen plasma at 80 W for 30 s. This has been shown to increase the
oxide thickness13 and also removes any organic material adsorbed from the laboratory
atmosphere.32 A 5 mM solution of the desired phosphonic acid in isopropanol is then
immediately drop cast onto the substrate. During this period the hydrophilic phosphonic
acid anchor group physisorbs onto the activated oxide surface by dipolar attraction to form
the monolayer which self-assembles in the plain of the electrode.27 When the solvent has
evaporated, the substrate is rinsed with isopropanol to remove any residue. This process
is repeated twice more to ensure complete coverage of the oxide. Subsequent molecular
layers are unable to form in this procedure because the weak interactions between the
terminal group of the first monolayer and any residue on top is overcome by the residue’s
interaction with the rinsing solvent. The substrates are transferred to a nitrogen glovebox
and are maintained at 140◦C for ∼16 hours. This may cause residue to sublime and
encourage chemical bonding of the acid to the oxide. The substrates are then rinsed for a
final time in isopropanol in an ultrasonic bath.
Clean glass substrate Oxidise with O2 plasmaEvaporate Al gate electrode
SAM treatment from solutionHeat treatment in N2Spin‐coat semicondcutorand evaporate contacts
Figure 4.2: Scheme illustrating the basic steps for the formation of SAMs based on
phosphonic acids including those required for the formation of solution processed OFETs.
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4.3 Surface Energy Analysis
The surface energies of solid and liquid surfaces determines the strength of their interaction
when they are brought into contact as described in section 2.4. A weak interaction may
prevent the formation of the film with spin coating. It is therefore a useful parameter
to quantify when trying to understand the film formation properties of an organic device
layer when using solution processing methods. Although other factors influencing film
formation such as solute adsorption, surface roughness, viscosity, and solvent evaporation
rate also play a role in the process,2, 33–35 the surface energy can, for example, prohibit
the use of particular solvents that would otherwise produce high quality thin-films.
4.3.1 SAMs
Surface energy analysis obtained from liquid contact angles on the different SAM surfaces
was used primarily to confirm the presence of a SAM on the oxidised electrodes. This
information could then also be used as a guide to the compatibility of a particular SAM
surface with a semiconductor solution.
Water contact angle measurements were performed on Al-AlOx surfaces with and with-
out treatment with each of the SAMs. The control Al-AlOx surface was prepared by
treatment with pure IPA following the same method as used for SAM deposition. Figure
4.3 displays images of water droplets on each of the surfaces.
Figure 4.3: Water contact angles on SAM surfaces. From left to right: AlOx (no SAM),
ODPA, ODA, PHA, PHDA, Ph-UDPA and Ph-ODPA.
It is evident that upon treatment with methyl and phenyl terminated SAMs the water
contact angle increases from that obtained from bare AlOx indicating that functionalisa-
tion was successful. SAM surfaces comprised of molecules with a carboxylic acid terminal
group exhibit a lower contact angle compared to bare AlOx. A summary of the water
contact angles obtained from each solid surface is presented in Table 4.1. Water contact
angles obtained using the methyl terminated SAM, ODPA are in close agreement with
previous reports using this material13, 27 as well as reports using octadecyltricholosilane
(ODTS), its trichlorosilane analogue.36 The phenyl terminated SAMs exhibit comparable
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water contact angles to reports using surfaces with the same terminal group.17 PHDA
exhibits a comparable surface energy to a previous report based on a trichlorosilane ana-
logue.16 The discrepancy between the water contact angles on SAMs with carboxylic acid
terminal groups may be related to an increased polar contribution of the anchor group
in PHA compared to PHDA due to the reduced length of the alkyl spacer. These results
suggest that the hydrophobicity of a SAM surface can be controlled by chemically tailoring
its terminal group.
Carboxylic acid anchor groups have also been reported as being suitable for binding
to AlOx.
37 With two possible orientations for phosphonohexadecanoic acid (PHDA) and
phosphonohexanoic acid (PHA), it is necessary to distinguish which end of the molecule
is acting as the anchor. In an attempt to establish the relative affinity of the two acids
for binding to AlOx, water contact angle measurements were performed on ODPA and
octadecanoic acid (ODA) SAMS. The contact angle for ODPA is ∼ 105◦ as expected from
the hydrophobic methyl terminal group. However, the contact angle on ODA is lower
despite the methyl terminal group, as shown in Figure 4.3. Differences in the contact
angles of liquids can be observed on methyl terminated SAMs depending on whether
the number of carbon atoms in the alkyl chain is odd or even. However this has been
reported to be insignificant for long alkyl chains.38 We therefore attribute this mismatch
to the formation of a lower density ODA SAM as a result of the lower affinity of the
carboxylic acid to AlOx in comparison with the phosphonic acid. This is also supported
by the J–V characteristics as described in section 4.5.1. We can infer from this that when
forming PHDA SAMs following the aforementioned method, the phosphonic acid will be
the majority anchor group as a result of its higher affinity to AlOx. This trend is in
agreement with previous findings.23, 24
The surface energies of the Al-AlOx-SAM structures were measured following the
Owens-Wendt-Kaelble method described in section 3.2.6. Because the interaction of a
solid with a liquid is described by contributions resulting from both polar and apolar in-
teractions, the energies of both components are required for a complete characterisation.
Figure 4.4a shows an example linear fit used for the extraction of the polar and dispersive
surface energy components of a SAM according to equation 3.1. For PHA, ehtylene glycol
exhibited a contact angle of 0◦. Given a contact angle of 0◦ provides no unique solution to
Young’s equation (equation 2.23), it cannot be used in a linear extrapolation. Instead, the
surface energy components can be obtained from the simultaneous solution of equation
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3.1 using the remaining two liquids as shown in Figure 4.4b. The surface energy values
for all of the SAMs studied are summarised in Table 4.1.
(a) (b)
Figure 4.4: (a) Example linear fitting for extraction of the polar and dispersive surface
energy components of a PHDA SAM. Circles correspond to contact angles of different
liquids: diiodomethane, ehtylene glycol and water from left to right respectively. (b)
Simultaneous solution for extracting the surface energy components for a PHA SAM
using two liquids.
θwater γ
P
S γ
D
S
SAM (◦) (mN/m) (mN/m)
AlOx 54.7 20.6 21.9
ODPA 105.9 0.2 22.9
ODA 76.3 7.3 25.2
PHA 5.3 48.6 23.9
PHDA 35.8 36.6 19.7
Ph-UDPA 100.5 0.1 47.7
Ph-ODPA 82.2 2.8 35.3
Table 4.1: Summary of water contact angles, θwater, and SAM surface energy components,
γiS .
These values can be used to plot the θc = 0
◦ wetting envelopes for the SAM surfaces
as shown in Figure 4.5. These are lines of constant contact angle for liquids whose polar
and dispersive surface energy components lie on the line. Solutions whose surface energy
components lie within the wetting envelope should completely wet that surface and form
homogeneous thin-films by spin coating.
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(a) (b) (c)
Figure 4.5: Wetting envelopes for (a) AlOx, ODPA and ODA (including the coordinates
for semiconductor solutions detailed in Table 4.2); (b) carboxylic acid terminated SAMs;
and (c) phenyl terminated SAMs.
4.3.2 Semiconductor Solutions
The interaction of a solid surface with a semiconductor solution also depends on the
surface energy of the solution. In general the surface energy components of a solution
will be modified from that of the parent solvent by the solute-solvent interaction. The
surface energy of a solution is obtained by geometrical analysis of pendant drops of that
solution and its contact angles on two surfaces as discussed in section 3.2.6. Images of some
example pendant drops are shown in Figure 4.6, obtained in collaboration with Dr. Paul
Wo¨bkenberg. The molecular structures of the semiconductors investigated are shown in
4.7. The surface energy components of a series of small-molecule semiconductor solutions
obtained using this method are given in Table 4.2.18
(a) (b) (c)
Figure 4.6: Images of pendant drops of (a) PCBM (10 mg/ml in chlorobenzene), (b)
F17-DOPF (10 mg/ml in chlorobenzene) and (c) TIPS-Pentacene (40 mg/ml in tetralin)
solutions.
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Figure 4.7: Molecular structures of (a) phenyl-C61-butyric acid methyl ester (PCBM), (b)
PCB-F6, (c) PCB-F3, (d) F5-PCBM, (e) F17-DOPF, (f) 6,13-bis(triisopropylsilylethynyl)
pentacene (TIPS-pentacene), (g) 2,8-difluoro-5,11-bis(triethylsilylethynyl) anthradithio-
phene (diF-TESADT) and (h) poly(3-hexylthiophene) (P3HT).
Parameters
γP γD θ ∆W
Molecule (mN/m) (mN/m) (◦) (mN/m)
F17-DOPF 3.5 19.9 25.0 -2.2
PCB-F3 3.3 21.4 33.3 -4.1
PCB-F6 1.8 25.9 37.5 -5.7
F5-PCBM 6.3 18.5 40.1 -5.8
[60]-PCBM 3.4 26.4 42.8 -7.9
TIPS-pentacene 3.3 32.2 51.7 -13.5
Table 4.2: Summary of semiconductor solution properties (obtained in collaboration with
Dr. Paul Wo¨bkenberg).18 ∆W and θ were obtained using an ODPA SAM dielectric .
All measurements were performed using 10 mg/ml chlorobenzene solutions except TIPS-
pentacene which was measured using a 40 mg/ml tetralin solution
The surface energy components of these solutions are also included in Figure 4.5. The
wetting envelopes show that although spin coating of most of the solutions investigated
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is likely to be problematic on the ODPA SAM, wetting should not be a problem for the
carboxylic acid and phenyl terminated SAMs, in agreement with experimental findings.
4.4 AFM
AFM characterisation was carried out with the help of Jeremy Smith at Imperial College
London. It was used in an attempt to clarify the thickness of the SAM. Previous efforts de-
scribed in literature reports1, 27, 31 have demonstrated that SAMs partially functionalised
on atomically flat surfaces (e.g. SiO2) can be used to estimate the thickness of SAMs by
extracting a height profile across holes in the monolayer. This technique has not been
successfully demonstrated previously with evaporated and plasma oxidised Al on glass.
Alternative methods for estimating the SAM thickness such as X-ray diffraction (XRD)13
and transmission electron microscopy (TEM)25 have also been used in previous reports
but were inaccessible for the present investigation.
Representative AFM images and height profiles of the glass substrate, evaporated
aluminium, oxidised aluminium and AlOx treated with ODPA are shown in Figure 4.8.
They reveal surfaces with significant roughness. The images suggest that the rough surface
of the evaporated Al dictates that of the subsequent layers and is unaffected by subsequent
treatment. The root mean square (RMS) roughness extracted from the images were found
to be 2.32 nm, 2.57 nm and 2.82 nm for bare aluminium, alumina and ODPA treated
alumina, respectively. Although the images in Figure 4.8 appear relatively smooth, height
profiles suggest all layers above the substrate have a similar undulating surface with peak
heights between 5–10 nm over a lateral period of approximately 100–200 nm. This uneven
surface was also observed with TEM by Sekitani et al.25 For all surfaces studied, peaks
> 100 nm were not uncommon resulting from the defects in the glass substrate (see
Figure 4.8a). It is noted that on a surface with an RMS roughness comparable to the
assumed length of the molecules that comprise the SAM (∼2.5 nm),13 it is not possible
to identify the monolayer with AFM. Alternative oxide growth techniques, e.g. atomic
layer deposition, may yield a more suitable surface for this aim. This may also suggest
that long-range charge transport through a semiconducting SAM on an evaporated metal
gate will be problematic as a result of the disordered surface, inhibiting efficient hopping
between adjacent molecules.
96 AFM
122.93nm
0.00nm
(a)
15 μm
16.71nm
0.00nm
0.5 μm
(b)
(c) 19.16nm
0.00nm
0.5 μm
0.5 μm
(d)
25.69nm
0.00nm
Figure 4.8: AFM images and example line profiles of (a) the glass substrate, (b) the
evaporated Al electrode, (c) the oxidised electrode and (d) the ODPA functionalised
oxide.
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4.5 Capacitance and Leakage Current
4.5.1 Metal-Insulator-Metal
Metal-insulator-metal (MIM) structures are, in principle, the ideal tool for quantifying
the capacitance of the insulator as well as the leakage current across it. The insulator in
this case is the AlOx-SAM hybrid layer and the MIM structure can therefore be used to
characterise its electronic properties. Although simple to fabricate, the use of MIM devices
with an evaporated top contact metal have been found to suffer from significant device
variation.39 It has been suggested that metal permeation into the SAM can cause both
damage to the layer and form conductive filaments between the electrodes.40 Attempts to
circumvent this problem include use of a solution processable PEDOT:PSS top electrode41
or liquid metal drop (Hg and InGa) top electrode39, 42 to form a soft contact. These
attempts have achieved consistent results but are also not without their drawbacks. Using
a solution processed PEDOT:PSS layer may result an ill-defined interface which varies
depending on the structure of the SAM.39 Despite possessing high bulk conductivities,
liquid metal drops are prone to surface oxidation.39 The experiment therefore needs to be
conducted under inert atmosphere to remove this influence from the characterisation of
the MIM structure. From a practical perspective, this was not possible with the available
apparatus.
Despite these caveats in characterisation, the leakage current as a function of tempera-
ture19 and molecular length41 as well as current rectification39, 43 has lead serveral groups
to the conclusion that the saturated σ-bonded alykyl chains that comprise the SAMs act
as tunneling barriers to charge carriers and is the origin of their ability to act as suitable
insulators in OFETs.
In the present study I have used an evaporated metal top contact primarily because it is
the simplest approach and can be used for a comparison with many other equivalent reports
in the literature. Al-AlOx-SAM structures were fabricated following the method detailed
in section 4.2. These structures were completed with an evaporated Al top electrode to
complete parallel plate MIM devices with an area of A = 0.0025 cm2.
Figure 4.9 shows the current density (J) as a function of bias voltage across the plates
of MIM devices for each SAM studied. A summary of J at a bias of ± 1 V is given in
Table 4.3 for each SAM investigated. Firstly, it is important to note that in each case
the leakage current density is reduced by several orders of magnitude when a SAM is
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added to the insulator. This strongly supports the claim that functionalisation of the gate
oxide was successful. ODPA is found to exhibit the lowest leakage of all of the SAMs
investigated and its J-V curve is in reasonable agreement with previous reports using a
similar method of characterisation.13 The increased leakage exhibited by the other SAMs
of equivalent length in the present study may be indicative of a limitation to the packing
density by the relatively bulky carboxyl and phenyl terminal groups. The increase in J
for the shorter-chain carboxyl and phenyl SAMs is in agreement with the prediction that
a reduction in alkyl chain length reduces the height of the tunneling barrier presented by
the SAM.
(a) (b)
Figure 4.9: (a) Leakage current and (b) geometrical capacitance extracted from parallel
plate MIM devices using AlOx-SAM as the insulator. A = 0.0025 cm
2.
The same MIM structures were used to extract the geometrical capacitance of each
hybrid gate dielectric using electrical impedance spectroscopy. Figure 4.9 shows example
plots of capacitance extracted from the imaginary part of the impedance spectra as a func-
tion of AC frequency for each of the SAMs. The geometrical capacitances are summarised
in Table 4.3. ODPA has been characterised with this method before and literature reports
suggest a geometrical capacitance of 800 nF/cm2 using an Au top contact.13 Although
higher than measured here, the discrepancy may be attributed to a thicker oxide in the
present case in addition to the possibility of a variation in the permeation of the top elec-
trode due to a difference in the metal used. In general, shorter-chain SAMs are found in
the present report to exhibit an increased Ci as expected.
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Parameters
J at ±1 V (MIM) Ci (MIM) Ci (MIS)
SAM (A/cm2) (nF/cm2) (nF/cm2)
AlOx 10
−2 . . . . . .
ODPA 10−9 250–450 . . .
ODA 10−5 . . . . . .
PHA 10−6 550–900 1660
PHDA 10−7 350–550 980
Ph-UDPA 10−6 550–650 1060
Ph-ODPA 10−7 350–500 980
Table 4.3: Summary of SAM dielectric properties. Ranges for Ci (MIM) were obtained
from approximately 10 devices with each SAM.
4.5.2 Metal-Insulator-Semiconductor
An alternative method for extracting the capacitance of the dielectric layer is to use a
parallel plate metal-insulator-semiconductor (MIS) device. MIS diodes were fabricated
to extract the capacitance-voltage (C-V ) dependence for charge accumulation at the
semiconductor-insulator interface. In this structure a semiconductor layer is deposited
onto the AlOx-SAM layer before evaporation of the metal top contact. All MIS diode
measurements were performed using PCBM as the semiconductor.
Because the current across the electrodes in this device contains the series contribution
of the semiconductor and the insulator, it is not possible to use it for J-V characterisation
of the SAM alone. However, the leakage under charge accumulation will be indicative of
the gate leakage in transistors. When accumulating charge, gate leakage currents in MIS
devices were measured in the range of 1–30×10−5 A/cm2. This is a higher current density
than observed in MIM devices and is attributed to permeation of the semiconductor into
the SAM. These values are also higher than previous reports using evaporated semiconduc-
tor layers, suggesting that dissolution of the SAM in the semiconductor may compound
the problem.13, 17 The transistor operating characteristics may therefore be improved
by reducing the gate overlap with the source and drain electrodes and/or increasing the
channel conductivity.
In the following discussion the electrode on which the SAM is grown is the electrode
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under bias. For negative values of bias voltage, electrons cannot be injected into the
semiconductor and the impedance spectrum for the device will provide the capacitance of
both the semiconductor and the dielectric in parallel. As the bias is increased, electrons are
injected into the semiconductor and accumulate at the semiconductor-dielectric interface
reducing the capacitive contribution of the semiconductor. Under strong accumulation
the measured capacitance is that of the AlOx-SAM hybrid dielectric. By measuring the
impedance spectrum for the device at various bias voltages, the Ci-V characteristics can
be extracted.
An equivalent circuit for the device is shown in Figure 4.10d where Rcontact represents
the contact resistance to charge injection; R is the series resistance of the semiconductor
and insulator; and C is the capacitance between the electrodes. The impedance (Z) of the
equivalent circuit as a function of angular frequency (ω) is given by
Z = Rcontact +
R
1 + (RCω)2
− i R
2Cω
1 + (RCω)2
. (4.1)
The relationship between the real (Z ′) and imaginary (Z ′′) parts of Z is therefore given
by
Z ′′ =
√(
R
2
)2
−
(
Z ′ − R
2
−Rcontact
)2
. (4.2)
This is the equation of a circle in the complex plane with a diameter equal to R and
a lower real axis intercept equal to Rcontact. The electrical impedance spectrum of the
MIS diode plots out the semicircle in the complex plane when varying the AC frequency.
The resistances are extracted from this data by circle fitting as shown in Figure 4.10a.
Using the value of R from the circle fit, C can be found by fitting the imaginary part
of the impedance as a function of ω. Some example fits are shown in Figure 4.10b. All
fitting was carried out using the non-linear curve fitting function in Origin v8 using data
at various bias voltages in the frequency range 10-1000 Hz. This analysis is preceded by
subtraction of the impedance of the measurement equipment as discussed in section 3.3.2.
The Ci-V curves attained following parameter extraction from MIS diodes of area A =
0.0025 cm2 are shown in Figure 4.10c. When accumulating charge at the semiconductor-
SAM interfaces (V > 0 V) the geometrical capacitances are found to reach ∼1 µF/cm2.
Although higher, these values are still comparable to previously reported values for AlOx-
SAM dielectrics attained from MIM diodes.13 The discrepancy may be related to dissolu-
tion of the SAM in the semiconductor solvent allowing permeation of the semiconductor
into to the monolayer.
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Figure 4.10: Device characteristics of SAM-based MIS diodes using PCBM as the semi-
conductor. (a) Example circle fitting for a PHDA-based MIS diode using equation 4.2.
(b) Example imaginary part fitting for a PHDA-based MIS diode using the imaginary
part of equation 4.1. (c) Geometrical capacitance as a function of bias extracted from
fitting of the impedance spectra of MIS diodes. (d) Assumed equivalent circuit for a MIS
diode.
4.6 Devices
4.6.1 N-Channel
When using ODPA as the dielectric, its low surface energy prohibited the formation of
films based on the semiconductors investigated in Table 4.2 with the exception of F17-
DOPF and PCB-F3.18, 44 It was observed that a value of ∆W > −5 mN/m was required
to form films suitable for charge transport. Representative transfer and output curves for
a device implementing ODPA and F17-DOPF are given in Figure 4.11. A summary of the
device parameters is presented in Table 4.4.
Having established the favorable insulating and wetting properties of PHDA45 and
the phenyl terminated SAM dielectrics, bottom-gate/top-contact OFETs were fabricated.
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With the increased surface energy enabled by these modifications to the SAM terminal
group, it was possible to spin coat (1000 rpm for 60 s) PCBM as an n-channel semi-
conductor from a 10 mg/ml chlorobenzene solution without further processing. Al S/D
contacts were used to minimise the barrier to electron injection.46 Representative transfer
and output curves for devices implementing PHDA and phenyl terminated dielectrics are
given in Figures 4.12, 4.13 and 4.14. A summary of the device parameters is presented in
Table 4.4.
(a) (b)
Figure 4.11: (a) Transfer and (b) output characteristics of a transistor based on F17-
DOPF and ODPA with W = 1000µm, L = 60µm and Al contacts.
(a) (b)
Figure 4.12: (a) Transfer and (b) output characteristics of a transistor based on PCBM
and PHDA with W = 2000µm, L = 20µm and Al contacts.
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(a) (b)
Figure 4.13: (a) Transfer and (b) output characteristics of a transistor based on PCBM
and Ph-UDPA with W = 2000µm, L = 70µm and Al contacts.
(a) (b)
Figure 4.14: (a) Transfer and (b) output characteristics of a transistor based on PCBM
and Ph-ODPA with W = 2000µm, L = 70µm and Al contacts.
The charge carrier mobilities observed here for PCBM are lower than the highest
reported46, 47 by a factor of approximately 2–3, although they are comparable or greater
than many earlier reports.48, 49 Because electron mobility in PCBM in the present study
is nearly equivalent when using both carboxyl and phenyl terminated SAMs, the origin of
the reduced mobility is unlikely to be a direct consequence of the chemical composition
of the channel interface. In this case, the semiconductor-SAM interface roughness may be
the dominant factor. The highest electron mobilities in PCBM have been obtained using a
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polymeric divinyltetramethyldisiloxane-bis(benzocyclobutene) (BCB) dielectric. This has
been reported to exhibit an RMS roughness of 1.18 nm as measured using AFM.50 In
the present study, the ODPA SAM surface has a measured RMS roughness of 2.82 nm.
Increasing the roughness of the channel interface has previously been shown to impair
charge transport51 and may therefore explain the present decrease in mobility.
Electron transport is observed at the PHDA-PCBM interface despite the high density
of carboxylic acid groups present. It has been previously suggested that hydroxyl and car-
boxyl groups at the semiconductor-dielectric interface act as trapping centres for electrons
and prohibits the formation of a conductive channel.52 A plausible explanation for the
observation of electron transport is the carboxylic acid terminal groups in PHDA do not
present a significant energetic trap state for electrons below the LUMO of PCBM. This
may be a consequence of its large electron affinity (∼3.7, see section 5.4). As a result,
trapping at the channel interface is negligible and the electrons remain mobile. In addi-
tion, fullerene anions are particularly stable because the frontier orbitals are delocalised
over the large surface area of the molecule. This may yield significant kinetic stabilisation
of the charge carrier against trapping at the dielectric interface.
N-channel P-channel
µsat VT µsat VT
SAM (cm2/Vs) (V) (cm2/Vs) (V)
ODPA 0.02 0.02 0.006 −0.6
PHDA 0.03 0.1 0.005 −0.5
Ph-UDPA 0.09 −0.03 0.01 −0.9
Ph-ODPA 0.1 0.02 . . . . . .
Table 4.4: Summary of transistor characteristics. The N- and P- channel semiconductor
materials are specified in the text.
4.6.2 P-Channel
To demonstrate low-voltage complementary inverters based on ODPA a solution pro-
cessable p-channel semiconductor was required which is compatible with a low-surface
energy dielectric.44 P3HT has been previously been demonstrated as suitable for solution
processing on a methyl terminated SAM53 presumably as a result of its high molecu-
lar weight increasing the viscosity of the solution in comparison to those based on small
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molecules.34, 54, 55 Representative transfer and output curves for a device implementing
ODPA and P3HT are given in Figures 4.11. The P3HT film was annealed at 90◦C for
1 hour under N2 before testing. Au source and drain electrodes were used to minimise
the barrier to hole injection. A summary of the device parameters is presented in Table
4.4. The extracted parameters are comparable to previously reported low-voltage P3HT
transistors.53
(a) (b)
Figure 4.15: (a) Transfer and (b) output characteristics of a transistor based on P3HT
and ODPA with W = 1000µm, L = 60µm and Al contacts.
(a) (b)
Figure 4.16: (a) Transfer and (b) output characteristics of a transistor based on diF-
TESADT and PHDA with W = 2000µm, L = 20µm and Al contacts.
P-channel bottom-gate/top-contact OFETs based on PHDA and the phenyl termi-
nated SAMs were fabricated using diF-TESADT as a small molecule semiconductor spin-
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cast at 1000 rpm for 60 s from a 30 mg/ml chlorobenzene solution without further pro-
cessing. Au S/D contacts were used to minimise the barrier to hole injection.56 Represen-
tative transfer and output curves for devices implementing PHDA and phenyl terminated
dielectrics are given in Figures 4.16 and 4.17. A summary of the device parameters is
presented in 4.4.
(a) (b)
Figure 4.17: (a) Transfer and (b) output characteristics of a transistor based on diF-
TESADT and Ph-UDPA with W = 2000µm, L = 70µm and Al contacts.
200 μm
Figure 4.18: Optical microscopy image of a diF-TESADT film on PHDA (same device as
Figure 4.16) between crossed polarisers.
The hole mobility in diF-TESADT OFETs found here is lower than the highest re-
ported values.57 A plausible explanation for this observation is the high surface energy of
the PHDA and Ph-UDPA SAMs results in a strong interaction between the SAM and semi-
conductor. This may cause the formation of disordered diF-TESADT films, as observed
by optical microscopy shown in Figure 4.18. Previous reports with improved mobility sug-
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gest a relationship between crystallinity and mobility. Indeed, literature examples that use
pentafluorobenzenethiol (PFBT) functionalisation of the Au electrodes in bottom-contact
devices report a change in the film morphology at the injection interface that is found to
improve the device characteristics.58 This is likely to be a change which is dependent of
the surface energy on the electrode. Both Park et al. and Gundlach et al. have reported
comparable mobilities to those observed in the current report when they didn’t treat their
electrodes with PFBT.57, 58 The differing results suggest that tailoring the SAM termi-
nal group for specific semiconductors could allow control over film morphology at the
SAM-semiconductor interface.
4.7 Circuits
4.7.1 Unipolar Inverters
For ease of processing, unipolar inverters are advantageous because they allow deposition of
the semiconductor material in one step. N-channel unipolar voltage inverter circuits were
fabricated with low-voltage transistors by combining two discrete devices on the same
substrate for each SAM in a ratio logic configuration (device geometries determine the
ratio of the resistances of the load and driving transistors). Unipolar inverter circuits were
made using PHDA and Ph-UDPA as SAMs and PCBM as the semiconductor. The circuit
characteristics and their schematics are depicted in Figures 4.19 and 4.20. A summary of
parameters extracted from these circuits are presented in Table 4.5.
Unipolar Complementary
Gain Noise Margain VIN at Gainmax Gain Noise Margain VIN at Gainmax
SAM (V) (V) (V) (V)
ODPA . . . . . . . . . 10.5 0.32 0.45
PHDA 3.2 0.17 0.65 20 0.29 0.3
Ph-UDPA 3.6 0.2 0.5 25 0.19 0.2
Table 4.5: Summary of inverter characteristics at maximum performance (VDD = 1.4 V).
In both cases a voltage gain greater than unity was obtained confirming correct oper-
ation of the circuits. Both also show a similar gain to one another which is comparable to
literature reports of unipolar inverters.1 However a direct comparison with literature re-
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ports is not necessarily meaningful because the gain is partly determined by the geometry
of the devices. The gain can also be expected to be proportional to the rate of increase in
the resistance of the load transistor which in turn is proportional to the mobility of the
semiconductor. In the case of PHDA, the value of VOUT at low VIN is less than VDD.
This is a consequence of a non-zero off-current in the driving transistor.
(a)
(b)
VIN
VOUT
VDD
PCBM
(d)
(c)
PCBM
Figure 4.19: (a) Transfer characteristics, (b) voltage gain, (c) noise margin and (d) circuit
diagram (ratio logic) of a low-voltage unipolar voltage inverter based on PCBM as the
semiconductor and PHDA as the SAM. Load transistor dimensions: W = 1000µm, L =
50µm. Driving transistor dimensions: W = 2000µm, L = 20µm.
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(a)
(b)
VIN
VOUT
VDD
PCBM
(d)
PCBM
(c)
Figure 4.20: (a) Transfer characteristics, (b) voltage gain, (c) noise margin and (d) circuit
diagram (ratio logic) of a low-voltage unipolar voltage inverter based on PCBM as the
semiconductor and Ph-UDPA as the SAM. Load transistor dimensions: W = 1000µm,
L = 70µm. Driving transistor dimensions: W = 2000µm, L = 20µm.
4.7.2 Complementary Inverters
To improve the performance of inverters, complementary logic is advantageous because
it enables circuit operation with lower power consumption and increased noise margains.
Complementary voltage inverter circuits were fabricated with the aforementioned low-
voltage transistors by combining p- and n-channel devices on separate substrates. A
fully integrated example would require photolithographic patterning of the semiconductors
which is beyond the scope of the present report. Inverter circuits were made using OPDA,
PHDA and Ph-UDPA. The circuit characteristics and their schematics are depicted in
Figures 4.21, 4.22 and 4.23. A summary of parameters extracted from these circuits are
presented in Table 4.5.
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Solution-processed inverters based on ODPA SAMs were limited to F17-DOPF and
P3HT as the n- and p- channel organic semiconductors respectively as a result of the
low surface energy of the dielectric. The voltage characteristics of a representative device
including the voltage gain of the circuit are shown in Figure 4.21. This particular circuit
was measured in collaboration with Dr. Paul Wo¨bkenberg.
(a)
(b)
(c)
VIN VOUT
VDD
P3HT
F17‐DOPF
(d)
Figure 4.21: (a) Transfer characteristics, (b) voltage gain, (c) noise margin and (d) circuit
diagram of a low-voltage complementary voltage inverter based on F17-DOPF and P3HT
as the n- and p-channel semiconductors and ODPA as the SAM. The characteristics of
the transistors are shown in Figures 4.11 and 4.15.
With the improved wetting characteristics of PHDA and Ph-UDPA, solution-processed
complementary inverters based on PCBM and diF-TESADT as the n- and p-channel
semiconductors respectively could be fabricated. The device characteristics of are shown
in Figures 4.22 and 4.23.
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(a)
(b)
VIN VOUT
VDD
diF‐TESADT
PCBM
(d)
(c)
Figure 4.22: (a) Transfer characteristics, (b) voltage gain, (c) noise margin and (d) cir-
cuit diagram of a low-voltage complementary voltage inverter based on PCBM and diF-
TESADT as the n- and p-channel semiconductors and PHDA as the SAM.
The voltage gain exhibited using these complementary inverters is comparable to the
highest reported based on solution processed semiconductors.46 With slightly improved
mobilities for each device, inverters based on Ph-UDPA exhibited the highest voltage gain.
However, noise margains were reduced by a shift in the trip point (VIN = VOUT ). The
trip point is a parameter which is determined by the relative mobilities, threshold voltages
and geometries of each of the transistors in the circuit. The threshold voltage has recently
been demonstrated as a parameter which can be controlled with the terminal group of the
SAM and has been used to tune the trip point in complementary inverters.59
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(a)
(b)
VIN VOUT
VDD
diF‐TESADT
PCBM
(d)
(c)
Figure 4.23: (a) Transfer characteristics, (b) voltage gain, (c) noise margin and (d) cir-
cuit diagram of a low-voltage complementary voltage inverter based on PCBM and diF-
TESADT as the n- and p-channel semiconductors and Ph-UDPA as the SAM.
4.8 Summary and Outlook
The present work gives insight into how some of the properties of SAM based OFETs
can be controlled by chemical tailoring of the dielectric which may help guide future
development of low-voltage electronics. In this chapter it has been shown that SAMs
based on phosphonic acid anchor groups are suitable for functionalisation of Al-AlOx for
the fabrication of low-voltage OFETs using a simple solution-based fabrication procedure.
The presence of SAMs can be determined by their surface energy chracteristics and their
electrical properties in both MIM and MIS devices. Small changes in the length of the
alkyl chains that comprise the SAM molecules could be used to explain the differences
in both geometrical capacitance of and leakage current through the SAMs. These results
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confirmed that this family of dielectrics provided suitable gate insulation and capacitance
for low-voltage OFET operation.
The surface energy of SAMs was found to be determined by the terminal group of
the monolayer molecules. This is important for determining the range of semiconductor
solutions that can be processed on its surface by spin coating. In particular, both carboxyl
and phenyl terminal groups were found to increase the surface energy of SAMs in com-
parison to a methyl terminal group. This results in an increase of the wettability of the
surfaces enabling processing of a wider range semiconductor solutions thus removing some
limitations on the range of suitable solvents. This was demonstrated with the utilisation
of chlorobenzene solutions of PCBM and diF-TESADT that could not be processed on
ODPA.
Both n- and p-channel low-voltage OFETs could be fabricated based on these SAM
dielectrics. The electron mobility of the PCBM-based devices was found to be lower than
the highest reported value which is suggested here to be a result of the increased surface
roughness of the dielectric layer. Electron transport was found to be observable on PHDA
despite the presence of a high density of carboxyl groups which have previously been
suggested to act as electron traps. This may be a result of both the large electron affinity
of PCBM as well as the kinetic stability of the fullerene anion. Although detrimental
in the present example, the surface energy was found to alter the film morphology of
diF-TESADT in comparison to previous reports. This suggests that the morphology of
solution processed semiconductors may be controlled by chemical tailoring of the SAM
terminal group.
By combining these OFETs, solution-processed complementary voltage inverter cir-
cuits could be fabricated with device operating voltages of < |2| V. The voltage gain for
these devices was found to be comparable to other examples based on solution processed
semiconductors. The noise margin of these inverters may be improved by controlling the
the threshold voltage of the discrete OFETs with a suitable choice or mixture of SAM
terminal groups.
Of future interest, one implementation of self-assembled electronics may be the use of
bifunctional SAMs. These molecules would contain both the insulating alkyl chain and
conjugated charge transfer unit allowing deposition of both the gate dielectric and the
semiconductor layer simultaneously. Previous attempts have only proven successful over
submicron channel lengths with poor device performance and reproducibility.22 Improved
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control over the self-assembly of the layer may be afforded by the use of molecules with
longer aliphatic side-chains, as discussed by Smits et al.,1 in addition to a more suitable
anchor group for the gate oxide material to yield improved performance. An alternative
approach with an identical outcome would be to implement a step-wise SAM layer depo-
sition exploiting the chemical functionality of the previous layer’s terminal group. This
approach has been used for building self-assembled nanodielectrics (SANDs) with some
success most notably by the group of Marks and Facchetti.19, 60, 61 However, they are yet
to demonstrate capping of their SANDs with electronically functional conjugated units.
An alternative bifunctional implementation of SAMs may be as an intentional dopant
and insulator in top gate transistors. Here, chemical bonding of the SAM directly to the
top surface of the semiconductor layer (followed by top-gate deposition) could modify the
electronic structure of the semiconductor-SAM interface. Such a modification may give
rise to control over the carrier mobility or carrier polarity. Doping effects by assembly of
trichlorosilane SAMs on the p-channel organic semiconductor rubrene have been previously
observed by Calhoun et al.62 An extension of this work to high-mobility semiconducting
metal-oxides which can be readily functionalised would be an interesting investigation.
Chapter 4. Self-Assembled Monolayer Gate Dielectrics 115
References
[1] E. C. P. Smits, S. G. J. Mathijssen, P. A. van Hal, S. Setayesh, T. C. T. Geuns, K. A.
H. A. Mutsaers, E. Cantatore, H. J. Wondergem, O. Werzer, R. Resel, M. Kemerink,
S. Kirchmeyer, A. M. Muzafarov, S. A. Ponomarenko, B. de Boer, P. W. M. Blom
and D. M. de Leeuw, Nature, 455, (2008), 956–959
[2] J.-F. Chang, B. Sun, D. W. Breiby, M. M. Nielsen, T. I. So¨lling, M. Giles, I. McCulloch
and H. Sirringhaus, Chemistry of Materials, 16, (2004), 4772–4776
[3] R. Hamilton, J. Smith, S. Ogier, M. Heeney, J. E. Anthony, I. McCulloch, J. Veres,
D. D. C. Bradley and T. D. Anthopoulos, Advanced Materials, 21, (2008), 1166–1171
[4] C. D. Dimitrakopoulos, S. Purushothaman, J. Kymissis, A. Callegari and J. M. Shaw,
Science, 283, (1999), 822–824
[5] J. Tate, J. A. Rogers, C. D. W. Jones, B. Vyas, D. W. Murphy, W. Li, Z. Bao, R. E.
Slusher, A. Dodabalapur and H. E. Katz, Langmuir , 16, (2000), 6054–6060
[6] G. Wang, D. Moses, A. J. Heeger, H.-M. Zhang, M. Narasimhan and R. E. Demaray,
Journal of Applied Physics, 95, (2004), 316–322
[7] S. P. Tiwari, X.-H. Zhang, W. J. P. Jr. and B. Kippelen, Applied Physics Letters, 95,
(2009), 223303
[8] J. Veres, S. D. Ogier, S. W. Leeming, D. C. Cupertino and S. M. Khaffaf, Advanced
Functional Materials, 13, (2003), 199–204
[9] J. Veres, S. Ogier, G. Lloyd and D. de Leeuw, Chemistry of Materials, 16, (2004),
4543–4555
[10] L.-L. Chua, P. K. H. Ho, H. Sirringhaus and R. H. Friend, Applied Physics Letters,
84, (2004), 3400–3402
[11] M.-H. Yoon, H. Yan, A. Facchetti and T. J. Marks, Journal of the American Chemical
Society , 127, (2005), 10388–10395
[12] M. E. Roberts, N. Queralto´, S. C. B. Mannsfeld, B. N. Reinecke, W. Knoll and Z. Bao,
Chemistry of Materials, 21, (2009), 2292–2299
[13] H. Klauk, U. Zschieschang, J. Pflaum and M. Halik, Nature, 445, (2007), 745–748
116 References
[14] H. Klauk, U. Zschieschang and M. Halik, Journal of Applied Physics, 102, (2007),
074514
[15] H. Ma, O. Acton, G. Ting, J. W. Ka, H.-L. Yip, N. Tucker, R. Schofield and A. K.-Y.
Jen, Applied Physics Letters, 92, (2008), 113303
[16] J. Collet, O. Tharaud, A. Chapoton and D. Vuillaume, Applied Physics Letters, 76,
(2000), 1941–1943
[17] M. Halik, H. Klauk, U. Zschieschang, G. Schmid, C. Dehm, M. Schu¨tz, S. Maisch,
F. Effenberger, M. Brunnbauer and F. Stellacci, Nature, 431, (2004), 963–966
[18] P. H. Wo¨bkenberg, J. Ball, F. B. Kooistra, J. C. Hummelen, D. M. de Leeuw, D. D. C.
Bradley and T. D. Anthopoulos, Applied Physics Letters, 93, (2008), 013303
[19] S. A. DiBenedetto, A. Facchetti, M. A. Ratner and T. J. Marks, Journal of the
American Chemical Society
[20] X. Guo, M. Myers, S. Xiao, M. Lefenfeld, R. Steiner, G. S. Tulevski, J. Tang,
J. Baumert, F. Leibfarth, J. T. Yardley, M. L. Steigerwald, P. Kim and C. Nuckolls,
Proceedings of the National Academy of Sciences of the United States of America,
103, (2006), 11452–11456
[21] G. S. Tulevski, Q. Miao, M. Fukuto, R. Abram, B. Ocko, R. Pindak, M. L. Steiger-
wald, C. R. Kagan and C. Nuckolls, Journal of the Am, 126, (2004), 15058–15050
[22] M. Mottaghi, P. Lang, F. Rodriguez, A. Rumyantseva, A. Yassar, G. Horowitz,
S. Lenfant, D. Tondelier and D. Vuillaume, Advanced Functional Materials, 17,
(2007), 597–604
[23] J. P. Folkers, C. B. Gorman, P. E. Laibinis, S. Buchholz and G. M. Whitesides,
Langmuir , 11, (1995), 813–824
[24] W. Gao, L. Dickinson, C. Grozinger, F. G. Morin and L. Reven, Langmuir , 12,
(1996), 6429–6435
[25] T. Sekitani, T. Yokota, U. Zschieschang, H. Klauk, S. Bauer, K. Takeuchi,
M. Takamiya, T. Sakurai and T. Someya, Science, 326, (2009), 1516–1519
[26] O. Acton, G. Ting, H. Ma, J. W. Ka, H.-L. Yip, N. M. Tucker and A. K.-Y. Jen,
Advanced Materials, 20, (2008), 3697–3701
Chapter 4. Self-Assembled Monolayer Gate Dielectrics 117
[27] H.-Y. Nie, M. J. Walzak and N. S. McIntyre, Journal of Physical Chemistry B , 110,
(2006), 21101–21108
[28] L. Fumagalli, D. Natali, M. Sampietro, E. Peron, F. Perissinotti, G. Tallarida and
S. Ferrari, Organ, 9, (2008), 198–208
[29] L. A. Majewski, R. Schroeder, M. Grell, P. A. Glarvey and M. L. Turner, Journal of
Applied Physics, 96, (2004), 5781–5787
[30] P. Thissen, M. Valtiner and G. Grundmeier, Langmuir , 26, (2009), 156–164
[31] Y. Ito, A. A. Virkar, S. Mannsfeld, J. H. Oh, M. Toney, J. Locklin and Z. Bao, Journal
of the American Chemical Society , 131, (2009), 9396–9404
[32] L. Zazzera and J. F. Evans, Journal of Vacuum Science & Technology A, 11, (1993),
934–939
[33] S. Ramos and A. Tanguy, European Physical Journal E: Soft Matter , 19, (2006),
433–440
[34] L. W. Schwartz and R. V. Roy, Physics of Fluids, 16, (2004), 569–584
[35] R. D. Deegan, O. Bakajin, T. F. Dupont, G. Huber, S. R. Nagel and T. A. Witten,
Nature, 389, (1997), 827–829
[36] A. Virkar, S. Mannsfeld, J. H. Oh, M. F. Toney, Y. H. Tan, G. Liu, J. C. Scott,
R. Miller and Z. Bao, Advanced Functional Materials, 19, (2009), 1962–1970
[37] S. A. DiBenedetto, A. Facchetti, M. A. Ratner and T. J. Marks, Advanced Materials,
21, (2009), 1407–1433
[38] Y.-T. Tao, Journal of the American Chemical Society , 115, (1993), 4350–4358
[39] C. A. Nijhuis, W. F. Reus and G. M. Whitesides, Journal of the American Chemical
Society , 131, (2009), 17814–17827
[40] G. L. Fisher, A. V. Walker, A. E. Hooper, T. B. Tighe, K. B. Bahnck, H. T. Skriba,
M. D. Reinard, B. C. Haynie, R. L. Opila, N. Winograd and D. L. Allara, Journal of
the American Chemical Society , 124, (2002), 5528–5541
118 References
[41] P. A. V. Hal, E. C. P. Smits, T. C. T. Geuns, H. B. Akkerman, B. C. D. Brito,
S. Perissinotto, G. Lanzani, A. J. Kronemeijer, V. Geskin, J. Cornil, P. W. M. Blom,
B. de Boer and D. M. de Leeuw, Nature Nanotechnology , 3, (2008), 749–754
[42] R. Haag, M. A. Rampi, R. E. Holmlin and G. M. Whitesides, Journal of the American
Chemical Society , 121, (1999), 7895–7906
[43] A. Aviram and M. A. Ratner, Chemical Physics Letters, 29, (1974), 277–283
[44] J. Ball, P. H. Wo¨bkenberg, F. B. Kooistra, J. C. Hummelen, D. M. de Leeuw, D. D. C.
Bradley and T. D. Anthopoulos, Synthetic Metals, 159, (2009), 21–22
[45] J. M. Ball, P. H. Wo¨bkenberg, F. Colle´aux, M. Heeney, J. E. Anthony, I. McCulloch,
D. D. C. Bradley and T. D. Anthopoulos, Applied Physics Letters, 95, (2009), 103310
[46] P. H. Wo¨bkenberg, D. D. Bradley, D. Kronholm, J. C. Hummelen, D. M. de Leeuw,
M. Co¨lle and T. D. Anthopoulos, Synthetic Metals, 158, (2008), 468–472
[47] S. P. Tiwari, X.-H. Zhang, W. J. P. Jr. and B. Kippelen, Journal of Applied Physics,
106, (2009), 054504
[48] C. Waldauf, P. Schilinsky, M. Perisutti, J. Hauch and C. J. Brabec, Advanced Mate-
rials, 15, (2003), 2084–2088
[49] T. D. Anthopoulos, C. Tenase, S. Setayesh, E. J. Meijer, J. C. Hummelen, P. W. M.
Blom and D. M. de Leeuw, Advanced Materials, 16, (2004), 2174–2179
[50] P. H. Wo¨bkenberg, J. Ball, D. D. C. Bradley, T. D. Anthopoulos, F. Kooistra, J. C.
Hummelen and D. M. de Leeuw, Applied Physics Letters, 92, (2008), 143310
[51] L.-L. Chua, P. K. H. Ho, H. Sirringhaus and R. H. Friend, Advanced M , 16, (2004),
1609–1615
[52] L.-L. Chua, J. Zaumseil, J.-F. Chang, E. C.-W. Ou, P. K.-H. Ho, H. Sirringhaus and
R. H. Friend, Nature, 434, (2005), 194–199
[53] Y. D. Park, D. H. Kim, Y. Jang, M. Hwang, J. A. Lim and K. Choa, Applied Physics
Letters, 87, (2005), 243509
[54] M. Adam and M. Delsanti, Journal de Physique, 46, (1982), 549–557
Chapter 4. Self-Assembled Monolayer Gate Dielectrics 119
[55] P. Gupta, C. Elkins, T. E. Long and G. L. Wilkes, Polymer , 46, (2005), 4799–4810
[56] J. Smith, R. Hamilton, Y. Qi, A. Kahn, D. D. C. Bradley, M. Heeney, I. McCulloch
and T. D. Anthopoulos, Advanced Functional Materials, 20, (2010), 2330–2337
[57] S. K. Park, D. A. Mourey, S. Subramanian, J. E. Anthony and T. N. Jackson, Applied
Physics Letters, 93, (2008), 043301
[58] D. J. Gundlach, J. E. Royer, S. K. Park, S. Subramanian, O. D. Jurchescu, B. H.
Hamadani, A. J. Moad, R. J. Kline, L. C. Teague, O. Kirillov, C. A. Richter, J. G.
Kushmerick, L. J. Richter, S. R. Parkin, T. N. Jackson and J. E. Anthony, Nature
Materials, 7, (2008), 216–221
[59] U. Zschieschang, F. Ante, M. Schlorholz, M. Schmidt, K. Kern and H. Klauk, Ad-
vanced Materials, 22, (2010), 4489–4493
[60] M.-H. Yoon, A. Facchetti and T. J. Marks, Proceedings of the National Academy of
Sciences of the United States of America, 102, (2005), 4678–4682
[61] S. A. DiBenedetto, I. Paci, A. Facchetti, T. J. Marks and M. A. Ratner, Journal of
Physical Chemistry B , 110, (2006), 22394–22399
[62] M. F. Calhoun, J. Sanchez, D. Olaya, M. E. Gershenson and V. Podzorov, Nature
Materials, 7, (2008), 84–89

Chapter 5
Fullerenes for Electronic Devices
The family of soluble fullerene derivatives comprise an
interesting group of small molecule electron transport-
ing semiconducting materials used in electronic and
optoelectronic devices. This chapter addresses the im-
pact of electronic structure variation in a series of
fullerenes on the device performance of OFETs.
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5.1 Introduction
Exploiting the potential of solution processable organic field-effect transistors (OFETs)
for low-cost logic applications has been an ambition of the organic semiconductor research
community for several years. To optimise the speed, stability and power consumption of
organic logic circuits a complementary device architecture is utilised which requires both
n- and p-channel (electron and hole transporting) organic semiconductors1, 2 (see section
2.3.5). One family of electron-transporting carbon-based semiconductors that have re-
ceived significant attention are the fullerenes. Thin-films of insoluble C60 have been found
to exhibit a high field-effect electron mobility of > 5 cm2/Vs when deposited by hot wall
epitaxy3 or physical vapour deposition.4 Chemical derivation of the parent carbon cage
has yielded soluble fullerene derivatives that have also been successfully utilised in elec-
tronic5–11 and optoelectronic devices12–17 as electron transporting/accepting materials.
However, solution processed fullerenes have only exhibited charge carrier mobilities, at
best, one order of magnitude lower than their insoluble counterpart. The most widely
studied soluble fullerene, mono-[6,6]-phenyl-C61-butyric acid methyl ester (mono-PCBM,
Figure 5.1), has only exhibited a mobility of ∼0.2 cm2/Vs.10 Understanding this dis-
crepancy in mobility is therefore an interesting topic for maximising the performance of
solution processable logic circuits.
To minimise costs both commercially and for researchers, using air-stable semiconduc-
tor materials circumvents the necessity for fabrication under inert atmospheric conditions
and/or additional encapsulation layers. Previous efforts in the development of air-stable
p-channel organic semiconductors have yielded high performance materials.18–20 However,
producing solution processable air-stable n-channel devices with equivalent performance
has only been achieved in the last few years21–23 and remains challenging for many fami-
lies of materials. The current understanding of the origin of atmospheric instability of n-
channel materials is that mobility degradation is a result of electron trapping by adsorbed
atmospheric oxidants,24–26 namely water and oxygen. Stability is therefore determined
by the molecular orbital energetics of the semiconductor25–27 and morphological kinetic
barriers25, 28 against oxidant diffusion. Both analyses in the literature26 and empirical
studies25, 27 have concluded that if the LUMO level of the semiconductor can be lowered
below the trap energy of atmospheric oxidants then the semiconductor anionic species
should be stable against electron trapping. In particular, an analysis by Jones et al. of a
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series of arylene diimides25 concluded that the rate of degradation in this family of ma-
terials upon atmospheric exposure scales with electron affinity up to ∼4.3 eV (obtained
by solution phase electrochemical measurements) at which point long term stabilisation
is possible. Usta et al.27 found that the onset of stabilisation was achieved at an electron
affinity in the range of 4.0 - 4.1 eV.
Previous work on improving the stability of fullerenes in transistors has focused on
chemical doping to increase the mobile charge density29 or modifying the side-group to
produce a kinetic barrier to oxidant diffusion. Specifically the introduction of fluoro-
carbon side-chains was found by both Wo¨bkenberg et al.9 and Chikamatsu et al.8 to
yield improved stability of OFET performance in comparison to mono-PCBM. The use
of fluorocarbon as opposed to hydrocarbon side chains is thought to improve air stabil-
ity by reducing the free volume through which oxidants can diffuse to the channel due
to the increased van der Waals radius of fluorine;25 by increasing the hydrophobicity of
semiconductor film to limit water diffusion; and/or by increasing thin-film crystallinity.8
However, direct chemical modification of the carbon cage to increase the electron affinity
of fullerenes derived from C60 is yet to be investigated with regards to air-stability.
The soluble mono-PCBM derivative of C84 has been shown to exhibit improved air-
stability in comparison to its C60 analogue as a result of its higher electron affinity.
30
However, the low production yield currently limits application of the molecule. Previ-
ously, Brabec et al. used a series of C60 derivatives for investigation of the effect of the
LUMO level of the acceptor on the open circuit voltage (VOC) in bulk heterojunction
(BHJ) solar cells. They concluded that the off-set between the donor HOMO and the
acceptor LUMO plays an important role.31 In their study they used a quasifullerene con-
taining a ketolactam group in the carbon cage with a solubilising side-chain (Figure 5.1d).
The authors reported that this chemical change to the structure of the cage resulted in an
increase of the electron affinity of the fullerene relative to mono-PCBM. However, increas-
ing VOC in BHJ solar cells is achieved by reducing the electron affinity of the acceptor. One
fullerene that has received recent attention towards this aim is the bis-adduct of PCBM
(bis-PCBM, 5.1b).32–34 These two materials are therefore useful for extending the range
of LUMO levels of fullerenes for the current investigation and may also give insight into
degradation mechanisms applicable to BHJ solar cells.
This chapter will initially address the impact of the thin-film morphology of the
fullerene layer on the electron mobility and temperature-dependent current-voltage char-
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acteristics in FETs. The fullerenes investigated in this chapter are shown in Figure 5.1.
Optical microscopy, AFM, DSC and water contact angle measurements are used to char-
acterise the thin-film morphologies and hydrophobicity. A comparison of charge transport
between evaporated films of C60 and a series of solution-processed fullerene derivatives is
made where a significant discrepancy in room temperature mobility exists. The chapter
also discusses the implications due to variations in the electronic structure of a series of
soluble fullerenes on the device performance of OFETs. In particular, the chapter will
focus on the effects of electronic structure variation on contact resistance and air stability
of OFETs.
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Figure 5.1: Molecular strucutres of (a) mono-PCBM, (b) bis-PCBM, (c) Keto-1, (d)
Keto-2 and (e) C60.
5.2 Thin-Film Characterisation
5.2.1 Optical Microscopy
Optical microscopy was used to assess differences in crystallinity between thin-films of
the fullerenes. The crystallinity of organic films has previously been suggested to depend
on several parameters associated with the layer on which it is deposited, e.g. surface
energy35 and surface roughness,36 in addition to intermolecular interactions within the
semiconductor film itself. For a comparison between the morphology of fullerene layers as
used in devices it is therefore necessary to characterise the films in the OFET structure.
However, the use of a non-transparent Si substrate precludes the use of optical microscopy
in transmission. The following discussion is therefore limited to reflection measurements.
Optical microscopy has been used successfully before for the assessment of differences in
crystallinity between thin-films of soluble fullerene derivatives by Chikamatsu et al.8
Figure 5.2 shows images of each of the fullerene films between crossed polarisors in
reflection. All fullerene films shown here appear to have identical morphologies at the
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resolution limit of the microscope. This also appears to be a morphology with no crystal
structure. Although there are several examples of optical images showing clear crystalline
structure in thin-filims of organic semiconductors19, 37, 38 there are very few literature
examples of images of fullerene films. Chikamatsu et al. demonstrated that, following
their deposition protocol, the crystallinity of soluble fullerene derivatives was a function
of the length of the alkyl side-chain i.e. fullerenes with short side-chains did not show
crystallinity on a scale detectable by optical microscopy.8 Alternative assessments of films
based on C60 have suggested a polycrystalline morphology which may be difficult to detect
with this technique.4, 39–41
(a) (b)
(c) (d)
(e)
200 μm 200 μm
200 μm 200 μm
200 μm
Figure 5.2: Polarised optical microscopy images of thin-films of (a) mono-PCBM, (b)
bis-PCBM, (c) Keto-1, (d) Keto-2 and (e) C60. Light coloured structures are the source
and drain electrodes of the transistors.
5.2.2 AFM
AFM characterisation was carried out with the help of Jeremy Smith at Imperial Col-
lege London. It was used to assess any differences in crystallinity between thin-films of
the fullerenes on a much shorter length scale than is accessible using optical microscopy.
Conventional scanning probe techniques are useful for studying the thin-film crysallintity
of the exposed semiconductor surface.25, 27, 42 These measurements were performed using
films processed in OFET structures. AFM images of thin-films of each of the fullerenes are
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shown in Figure 5.3. All of the spin cast films show a similar smooth and uniform surface
with no discernible features. This has previously been observed for mono-PCBM where
corresponding XRD characterisation also revealed no features.7 RMS roughness values
for mono-PCBM, bis-PCBM, Keto-1 and Keto-2 thin-films were measured to be 0.21 nm,
0.35 nm, 0.23 nm and 0.36 nm respectively. AFM was also used to estimate the thin-film
thicknesses with values of 36 nm, 54 nm, 29 nm and 33 nm for mono-PCBM, bis-PCBM,
Keto-1 and Keto-2 respectively.
The kinetic barrier afforded by close packing in a crystalline structure8, 25 and the
consequences of trapping at grain boundaries28 have been suggested to be important pa-
rameters affecting air stability. The AFM images of the soluble derivatives show no crys-
talline structure or obvious differences in the density of grain boundaries for any of the
fullerenes suggesting the kinetic barrier will not be a significant variable when comparing
air stability.
The evaporated C60 film, shown in Figure 5.4a, exhibits some clear nanoscale features
which may be crystalline grains embedded in an amorphous background. The RMS rough-
ness in this image is 1.24 nm. Figure 5.4b shows a smooth region of the film in between
the grains in more detail (RMS roughness of 0.51 nm). Although this image shows some
defined features on the surface of the film, they are irregularly shaped. Previous stud-
ies on high-mobility C60 films using AFM and XRD characterisation observed a different
microstructure.4, 39–41 For example, Singh et al. found that films deposited by hot wall
epitaxy display a dense and regular polycrystalline morphology where the size of the grains
was dependent on the substrate temperature during deposition.41 XRD data suggested
a face-centred cubic (fcc) crystal structure with a grain size of ∼150–400 nm depending
on the substrate temperature during film growth.39, 41 Although the mobility could be
correlated with the size of the grains, the morphology they observed that corresponds with
the mobilities demonstrated in the present report are dissimilar. Other AFM data in the
literature shows films with regular spherical grains with a diameter of ∼50 nm as grown by
molecular beam deposition39 and physical vapour deposition.4 XRD studies in the former
report suggested that each of these grains was comprised of smaller crystallites. In the
present report the C60 film was only 20 nm thick compared to film thicknesses > 50 nm in
alternative reports. The apparent polycrystallinity at the exposed surface may therefore
be a feature of the film growth mode.
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Figure 5.3: AFM images of thin-films and corresponding line profiles (central horizontal
scan) of (a) mono-PCBM, (b) bis-PCBM, (c) Keto-1 and (d) Keto-2.
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Figure 5.4: AFM images of thin-films and corresponding line profiles (central horizontal
scan) of C60 over (a) a large area and (b) a smaller smooth region.
5.2.3 DSC
DSC characterisation was carried out with the help of Dr. Ester Buchaca Domingo at
Imperial College London. DSC was performed on solid films of each fullerene to investigate
its phase behaviour and relative crystallinity. C60 was not included in this study because it
is deposited by evaporation in quantities below the minimum requirement for an accurate
DSC analysis. The phase behaviour of fullerenes, aside from the present study, is also
relevant for the fabrication of high efficiency organic BHJ solar cells.14, 43 Films were
initially drop cast onto glass substrates from 10 mg/ml chlorobenzene solutions. The solid
film was then removed from the glass and transferred to a crucible for DSC measurements.
Although the drop cast films may be morphologically different from the spin cast films,
this data should be indicative of the relative ability of each fullerene to form crystalline
structures from solution.
The first, second and third heating and cooling heat-transfer thermograms for each
material are shown in Figure 5.5. Mono-PCBM is found to be the most capable of forming
crystalline structures of the four. This is exhibited by the exothermic transition (peak at
∼190◦C) during the first heating cycle corresponding to crystallisation of the amorphous
phase. Subsequent heating cycles do not show this transition suggesting that the films
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are less crystalline immediately after deposition than after the first melting transition. A
melting transition of the crystalline mono-PCBM phase is illustrated by the endotherm at
∼280◦C with a corresponding enthalpy of fusion of 14.44 J/g. A previous DSC analysis
of mono-PCBM obtained identical features in the first cooling and second heating.44
In comparison, thermograms for bis-PCBM, Keto-1 and Keto-2 show no features cor-
responding to crystalline transitions within the detection limit of the apparatus. As an
isomeric mixture, films of bis-PCBM are expected to be non-crystalline. During the first
heating cycle they exhibit broad endothermic changes most likely due to removal of resid-
ual solvent. These changes do not occur for subsequent heating cycles. For bis-PCBM,
Keto-1 and Keto-2, the second and third heating cycles show glass transitions as endother-
mic step changes at ∼165◦C, ∼100◦C and ∼95◦C respectively. This results from a change
in the heat capacity of the material as it makes a direct transition from an amorphous
solid to a liquid.
(a) (b)
(c) (d)
s s
ss
endothermic
Figure 5.5: DSC thermograms obtained from drop-cast films of (a) mono-PCBM, (b)
bis-PCBM, (c) Keto-1 and (d) Keto-2.
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This data suggests that none of the materials readily form crystalline morphologies
upon deposition from solution, in agreement with the AFM analysis. The relative crys-
tallinity of the films is therefore unlikely to be a variable when comparing their relative
air stabilities or charge transport characteristics.
5.2.4 Water Contact Angle
The contact angles of sessile water drops were also measured on the fullerene thin-films.
Images of the water drops on the fullerene films are shown in Figure 5.6. Contact angles of
89◦, 89◦, 87◦, 98◦ and 90◦ were obtained on mono-PCBM, bis-PCBM, Keto-1, Keto-2 and
C60 respectively. This suggests that water diffusion into the channel may be limited by its
weak interaction with the fullerenes but similarly so for each of mono-PCBM, bis-PCBM
and Keto-1. Films of these fullerenes exhibit a similar contact angle to C60 suggesting the
side-chain makes only a negligible difference to their hydrophobicity.
(a)
(a)
(b)
(c) (d)
Figure 5.6: Images of water drops on thin-films of (a) mono-PCBM, (b) bis-PCBM, (c)
Keto-1, (d) Keto-2 and (e) C60.
Keto-2, with a longer hydrophobic alkyl side-chain, exhibits a higher contact angle
comparable to that of phosphonoalkyl self-assembled monolayers (see section 4.3.1). This
may reduce the rate of transistor degradation resulting from electron trapping by water.
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The high water contact angle observed for the ketolactam fullerenes may be surprising
given the oxygen atoms in the ketolactam group are expected to be hydrogen bond ac-
ceptors. The result suggests this group does not dominate the macroscopic interaction of
ketolactam fullerene thin-films with water.
5.3 Devices
5.3.1 Transistors
OFETs with a bottom-gate, top-contact (BGTC) architecture were fabricated for a com-
parison of the electronic properties of the fullerene thin-films. Devices were fabricated on
doped Si wafers with a 400 nm thermally grown SiO2 layer. The gate oxide was passivated
with a thin polymer layer of divinyltetramethyl disiloxane-bis(benzocyclobutene) (BCB).11
The oxide-polymer composite gate insulator has a calculated geometric capacitance (Ci)
of 7.7 nF/cm2 (CBCB = 71.4 nF/cm
2 and Csilica = 8.6 nF/cm
2).11 All fullerenes except
C60 were spin cast from 10 mg/ml chlorobenzene solutions (filtered through 0.2 µm PTFE
filter) followed by shadow mask evaporation of metallic contacts. C60 was deposited by
evaporation to a thickness of ∼20 nm. The saturation electron mobility and threshold
voltage are calculated from a linear fit of the square-root of the drain current as a function
of gate voltage according to equation 2.21. The parameters extracted from the device
characteristics are summarised in Table 5.1.
µsat VT EA at VG = 50V
Molecule (cm2/Vs) (V) (meV)
mono-PCBM 0.09 9.0 115
bis-PCBM 0.003 5.8 180
Keto-1 0.008 5.8 135
Keto-2 0.008 12.6 138
C60 2.0 13.5 61
Table 5.1: Summary of representative OFET characteristics based on devices with W =
1500µm, L = 200µm and Al contacts.
The output characteristics of devices based on the fullerenes using Al source and drain
electrodes in Figures 5.7b, 5.8b, 5.9b, 5.10b and 5.11b show a linear increase in ID at
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increasing low VD suggesting ohmic injection with Al contacts. When using Au contacts
qualitatively equivalent behaviour is observed. All OFETs based on fullerenes exhibited
hysteresis-free current-voltage characteristics. The transfer characteristics are shown in
Figures 5.7a, 5.8a, 5.9a, 5.10a and 5.11a.
(a) (b)
Figure 5.7: (a) Transfer and (b) output characteristics of a mono-PCBM based OFET
with W = 1500µm, L = 200µm and Al contacts.
(a) (b)
Figure 5.8: (a) Transfer and (b) output characteristics of a bis-PCBM based OFET with
W = 1500µm, L = 200µm and Al contacts.
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(a) (b)
Figure 5.9: (a) Transfer and (b) output characteristics of a Keto-1 based OFET with
W = 1500µm, L = 200µm and Al contacts.
(a) (b)
Figure 5.10: (a) Transfer and (b) output characteristics of a Keto-2 based OFET with
W = 1500µm, L = 200µm and Al contacts.
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(a) (b)
Figure 5.11: (a) Transfer and (b) output characteristics of a C60 based OFET with
W = 1500µm, L = 200µm and Al contacts.
The values of µsat and threshold charge density, CiVT , for mono-PCBM are compa-
rable to previous reports with similar device architectures.10, 11 The value of µsat for
C60 is within a factor of 3 of the highest values ever reported for this material despite
the AFM characterisation suggesting a film morphology with a lower density of polycrys-
talline grains.4, 41 Both ketolactams and bis-PCBM show a reduction in µsat by at least
an order of magnitude compared to mono-PCBM. This may be surprising given that both
the DSC and AFM characteristion suggests all solution deposited films studied here are
likely to have an amorphous morphology. Bis-PCBM is processed as an isomeric mixture
so the increased energetic disorder may contribute to lowering the mobility of charge car-
riers. To investigate the charge transfer mechanisms involved in more detail, temperature
dependent measurements were carried out.
5.3.2 Charge Transport
Charge transport in the fullerene-based OFETs was assessed using temperature depen-
dent current-voltage measurements performed under vacuum. All temperature dependent
measurements used transistors with a channel length of L = 200µm and Al contact elec-
trodes to minimise the influence of contact resistance (see Figure 5.15). The Arrhenius
plots shown in Figures 5.12a–e describe the temperature dependence of ID in the lin-
ear regime (VD = 1 V) at various gate voltages according to ID = ID,0 exp(−EA/KBT ).
Measurements are included in the Figures for decreasing and then increasing temperature.
Chapter 5. Fullerenes for Electronic Devices 135
The graphs shows two distinct regions which shall be referred to as the moderate tem-
perature (350 K > T > 200 K) and low temperature (T < 200 K) regions. The linear
fit to the moderate temperature region is indicative of thermally activated hopping trans-
port and has been observed previously in both soluble fullerenes45, 46 and evaporated C60
films.47 The low temperature regime, where transport is almost temperature independent,
is typically attributed to transport dominated by tunnelling.
Figure 5.12f shows the activation energy (EA) at moderate temperatures extracted
from Arrhenius plots of ID in the linear regime as a function gate bias. The measured
activation energy is a function of the average energy required for a charge carrier to
hop from one transport site to the next. Qualitatively, in an energetically and spatially
disordered system with either a Gaussian or exponential localised density of states (DOS)
distribution the activation energy for hopping will depend on the induced charge density.
Upon increasing the gate bias an increasing number of carriers populate the DOS and more
sites become thermally accessible. This decreases the average activation energy. The rate
of decrease will depend on the energetic distribution of localised states which in general is
unknown.
The observation of a varying activation energy with gate voltage in amorphous mate-
rials suggests the use of a disorder model where the quasi-Fermi level is defined. However,
attempts to fit the data to known models for charge transport proved unsuccessful. In
particular, the variable-range hopping percolation model of Vissenberg and Matters us-
ing an exponential DOS produced unsatisfactory fitting errors. Some common features
of temperature dependent measurements appear in Figure 5.12 but inconsistently so. For
example, in mono-PCBM and Keto-1 the linear fits with varying gate voltage converge at
T =∞. This may be expected in a system of hopping transport where at infinite temper-
ature all hopping sites become thermally accessible. However, in bis-PCBM and Keto-2
the linear fits with varying gate voltage converge at a finite value of T . This is known as
a Meyer-Neldel process and occurs where the conductivity prefactor is also dependent on
the activation energy. The origin of this behaviour is not well understood.47, 48
Bis-PCBM is processed as an isomeric mixture and with its additional side-chain is
expected to form films with increased energetic disorder and reduced packing density in
comparison to mono-PCBM and Keto-1. It is therefore unsurprising to observe higher
activation energies for transport in films of this material. Increased energetic disorder is
expected to flatten and broaden the DOS distribution resulting in larger changes in EA
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as the charge density in the channel increases. Lenes et al. also concluded that the origin
of the decrease in the current in diodes using bis-PCBM compared to mono-PCBM was a
result of broadening of the DOS.33
(a) (b)
(c) (d)
(e) (f)
Figure 5.12: Arrhenius plots showing the temperature dependence of the drain current
at various gate voltages of (a) mono-PCBM, (b) bis-PCBM, (c) Keto-1, (d) Keto-2 and
(e) C60 based on OFETs with W = 1500µm, L = 200µm and Al contacts. (f) Avtication
energy as a function of bias extracted from the gradients of the Arrhenius plots.
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The rate of change of activation energy in Keto-2 suggests it has a broader DOS than
Keto-1. Although calculations suggest the length of the side-chain makes little difference
to the electronic structure of an isolated fullerene (see section 5.4.1), it may have an
impact on the energetic disorder in the thin film where it can locally contribute to the
polarisability of the charge transport medium. The origin of the difference in EA between
Keto-1 and mono-PCBM is not immediately clear. As both molecules have a similarly
sized side-chain and form apparently amorphous films the difference may be a result of
distortion of the LUMO causing a reduction in intermolecular orbital coupling.
To model transport in C60, Fishchuk et al. developed an effective-medium approxima-
tion approach in a Gaussian DOS that established a Meyer-Neldel compensation process
i.e. extrapolation of the current/mobility to higher temperatures yields a common temper-
ature at which all voltage dependent measurements converge.47 This feature is distinctly
absent in measurements of C60 in present study. Although the room temperature mobili-
ties are comparable in both studies the origin of the discrepancy may be microstructural.
A direct comparison is not possible because the authors in the former study state only a
“polycrystaline” microstructure. The AFM results in the present study do not conclusively
demonstrate a polycrystalline morphology. Further experiments based on the impact of
microstructural variation on the features of temperature dependent charge transport in
C60 are required to reconcile this difference.
In comparison to the soluble fullerenes, the rate of change of activation energy with
increasing charge density is large in films of C60 suggesting a broader density of states.
However, the absolute values of activation energy is lower in C60 at high charge density.
This may be qualitatively explained within the framework of hopping with a fixed transport
energy. Below the transport energy there is a distributed exponential DOS through which
the Fermi level moves with increasing gate voltage. When the Fermi level approaches the
transport energy, those carriers at the Fermi level hop through ordered regions of the film
with a narrow distribution of states. This may be justified if, as suggested by Kobayashi
et al. C60 films are composed of nanocrystallites.
39 Further XRD characterisation of the
present films would confirm this.
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5.4 Electronic Structure
The relief of strain is the main driving force for exohedral chemical reactions of fullerenes.
Therefore, chemical changes to the carbon cage alters its symmetry. This results in a
modification of the electronic structure (see section 2.1.3).49 The soluble fullerene deriva-
tives each have different or multiple side-chain bonding hence different molecular orbital
energies. Density functional theory (DFT) calculations, solution phase cyclic voltammetry
(CV) and solid-state ultraviolet photoelectron spectroscopy (UPS)/inverse photoemission
spectroscopy (IPES) measurements were performed to assess trends in the electronic struc-
ture variation. It should be emphasised that there are particular details of each technique
that preclude direct comparison of the extracted absolute energetic values for the elec-
tron affinity and ionisation potential of the fullerenes. These details will be highlighted
in the following sections. Therefore, only trends in electronic structure variation by cage
modification are comparable between the techniques. The results following each of the
characterisation techniques are summarised in Table 5.2 and are explained in more detail
in subsequent sections.
HOMO (eV) LUMO (eV)
Molecule DFT UPS CV DFT IPES CV
mono-PCBM -5.6 -5.8 . . . -3.7 -3.8 -3.72
bis-PCBM -5.5 -6.0 . . . -3.6 -3.6 -3.6
Keto-1 -5.9 -6.04 . . . -4.0 -4.17 -3.8931
Keto-2 -5.9 -6.10 . . . -4.0 -4.14 . . .
Table 5.2: Summary of electronic structure characterisation of the fullerenes.
5.4.1 DFT
The DFT calculations discussed here were carried out by Jarvist Frost at Imperial College
London. Ground state DFT calculations were performed to obtain the electronic structure
of a single molecule of each material given in Figure 5.13. The calculated energetic posi-
tions of the HOMO and LUMO are summarised in Table 5.2. Experimentally, bis-PCBM
is processed as an isomeric mixture.50 The values quoted are the average MO energies
accounting for all structural isomers.34 The discrepancy between a weighted mean with
the best guess at the relative abundance of each isomer and assuming a constant abun-
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dance distribution is negligible.34 The LUMO is derived by adding the energy of the first
singlet excitation calculated using time-dependent DFT (b3lyp/6-31g*) to the energy of
the HOMO calculated from hybrid DFT (b3lyp/6-31g*). The calculation simulates an
optical transition from the HOMO to the LUMO by explicitly solving the time-dependent
Schro¨dinger equation irrespective of whether the transition is optically active. It therefore
contains a contribution from the binding energy of the electron-hole pair thus represent-
ing the polaron levels. Further details of the calculation method have been published
elsewhere.34 This method has limitations when describing experimental thin-films. It
simulates the MO energetics for an isolated molecule in vacuum at 0 K. Static and dy-
namic disorder in the solid state that contributes to the energy distribution observed in
UPS/IPES and solvent-solute interactions in CV measurements are therefore neglected in
the calculation.
(a) (b)
Figure 5.13: (a) HOMO and (b) LUMO spin densities for a ketolactam fullerene with a
truncated side-chain.
The calculations suggest that this series of fullerenes exhibits an increasing electron
affinity from bis-PCBM to mono-PCBM to the ketolactam fullerenes. The frontier orbital
spin densities for a ketolactam fullerene with an equivalent cage structure to Keto-1 and
truncated side-chain are shown in Figure 5.13. The HOMO spin density indicates regions
of accessible oxidation. The LUMO spin density indicates regions of oxidation or trapping
of the charge transporting anion. Increasing the length of the alkyl side-chain was found
to have no effect on the calculated MO energies.
5.4.2 Cyclic Voltammetry
The CV data discussed here was obtained by Ricardo Bouwer at the University of Gronin-
gen. CV measurements to obtain the first reduction potential (Ered) of each fullerene are
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summarised in Table 5.2. The LUMO energy (ELUMO) of mono- and bis- PCBM are ob-
tained by assuming51 ELUMO = 4.8 + Ered where 4.8 eV is the work function of Fc/Fc+.
The LUMO value for Keto-1 is obtained assuming a difference in reduction potential rela-
tive to mono-PCBM as given by Brabec et al.31 Good agreement in the trend of increasing
electron affinity of the fullerenes between calculation and experiment is obtained.
5.4.3 UPS and IPES
The UPS/IPES measurements were performed by Dr. Yabing Qi at Princeton University
using thin-films prepared by myself at Imperial College London. Solid thin-films were
prepared for UPS/IPES measurements by spin coating each semiconductor onto a clean
ITO coated glass substrate. The spectral data from measurements of bis-PCBM, Keto-1
and Keto-2 are shown in Figure 5.14 and the extracted energetic positions of the HOMO
and LUMO are summarised in Table 5.2.
(a) (b) (c)
Figure 5.14: Ultraviolet photoelectron spectra (blue) and inverse photoemission spectra
(red) obtained from thin-films of (a) bis-PCBM, (b) Keto-1 and (c) Keto-2.
The UPS/IPES peaks associated with the occupied and unoccupied molecular orbitals
are broadened as a result of static and dynamic disorder in the solid state.52 The states at
the edge of the HOMO and LUMO distributions are of most relevance to charge transport.
Therefore, the HOMO and LUMO energies are estimated from the onset of the closest peak
to the Fermi level in the photoelectron and inverse photoemission spectra respectively. The
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energies quoted from mono-PCBM were obtained previously at Princeton and compare
favourably with a previous study employing the same techniques.53 The same trend in
increasing electron affinity as observed in DFT and CV results is obtained with IPES
measurements. Interestingly, the LUMO level of Keto-1 measured using this method is
comparable to the onset electron affinity previously reported as a requirement for air-stable
electron transport.25, 27
5.5 Impact of Electronic Structure Variation on Device Per-
formance
5.5.1 Contact Resistance
The observation of ohmic contacts with respect to the lateral field and the absence of
long-range crystallinity allows the use of the transmission line method54, 55 to quantify the
contact resistance (Rcontact = Rsource + Rdrain). Assuming the resistance of the contacts
is in series with that of the OFET channel (Rchannel), the transmission line method allows
extraction of Rcontact using a linear extrapolation of the total device resistance of a series
of transistors of varying channel length (but fixed width, W = 1500 µm) to L = 0 µm (i.e.
Rchannel = 0 Ω). An example of the use of the method is shown in Figure 5.15a where the
y-axis intercept of each linear fit determines Rcontact at different values of gate bias.
The energetic barrier to electron injection from the Fermi level of the metal to the
LUMO level of the semiconductor is expected to contribute to the contact resistance.56, 57
Additionally, in a BGTC transistor architecture, any space-charge effect resulting from
charge transport through the thickness of semiconductor layer beneath the contact will
also contribute to the measured contact resistance following this method. Because each
fullerene has a different electronic structure and mobility, these effects are difficult to
disentangle in this instance. In an attempt to minimise the contribution of the mobility,
the ratio of Rcontact/Rchannel is used as the figure of merit. This is shown in Figure 5.15b
for each device structure studied here as a function of gate bias for transistors of length
L = 200µm. Figure 5.15b indicates that the values for Rcontact/Rchannel are much less
than 1 in this device geometry. This suggests that the I-V characteristics of the devices
are dominated by the semiconducting channel as opposed to the contacts. As the channel
length decreases (not shown) the resistive contribution due to the contacts does become
significant with respect to the total device resistance.
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(a) (b)
Figure 5.15: (a) Example TLM plot used for the extraction of the contact resistance.
(b) Rcontact/Rchannel as a function of gate bias for each fullerene with either Al or Au
contacts.
When using different electrode metals for the same fullerene, one observes that increas-
ing the work function (φAl = 4.2 eV to φAu = 5.1 eV) increases the Rcontact/Rchannel ratio
in agreement with an increased barrier to electron injection into the LUMO level of the
semiconductor. The equivalent result has been observed previously in mono-PCBM.10, 11
However, a comparison of the resistance ratio between different fullerenes is more sub-
tle. In particular, bis-PCBM is expected to exhibit an increased Rcontact/Rchannel ratio
in comparison to the other fullerenes. This is not observed for all gate voltages. Addi-
tional details of the injection interface such as variations in the metal penetration into the
semiconductor during top contact deposition58 and dipole formation at the metal-fullerene
interface modifying the injection barrier59 may be influencing these results amongst other
effects.57 An additional structural analysis of the quality of the injection interfaces, using
SEM for example, may be required for a full understanding of this discrepancy.
5.5.2 Air Stability
The air stability of each solution-processed fullerene film was assessed using the transistor
transfer characteristics as a function of atmospheric exposure time. The measurements
were carried out in the dark with humidity and temperature maintained at ∼30% and
∼19◦C respectively. The device structure was equivalent to the previous OFET measure-
ments using stable Au source and drain electrodes to circumvent degradation of device
performance due to instability of the contacts. Figure 5.16a shows the mobility in the
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saturation regime as a function of exposure time (µt>0) normalised to the saturation mo-
bility as measured under inert conditions (µt=0) for all of the fullerenes. A summary of
the time after exposure at which µt>0 = 0.1µt=0 is given in Table 5.3.
t at µt>0 = 0.1µt=0
Molecule (minutes)
mono-PCBM ∼390
bis-PCBM ∼4
Keto-1 ∼520
Keto-2 ∼1900
Table 5.3: Summary of the of air-stability of fullerenes.
All fullerenes studied here suffered from mobility degradation as a function of exposure
time. Bis-PCBM, with the lowest electron affinity, exhibits the fastest mobility degrada-
tion upon atmospheric exposure in agreement with the hypothesis that the LUMO level
off-set with the reduction potential of atmospheric oxidants determines air stability. Both
Keto-1 and Keto-2, with the deepest LUMO levels, are also unstable despite the observa-
tion of a comparable electron affinity previously reported as required for stabilisation.27
The mobility in Keto-2 decreases at the slowest rate. This may be due to increased
hydrophobicity of the film reducing the ability for water to diffuse to the channel. Both
mono-PCBM and Keto-1 show a similar degradation as a function of exposure time despite
the experimentally obtained difference in electron affinity of ∼0.3 eV. This is surprising
given that the material characterisation suggests little difference in the kinetic barrier
between the films. However, because the electron mobilities in these two materials differ
by a factor of ten, the discrepancy between the result and hypothesis may be related to
the charge transport mechanism.
The values of EA may help to explain the small difference in air stability between
Keto-1 and mono-PCBM despite the experimentally observed differences in LUMO en-
ergy. Electron transfer rates in a Millar-Abrahams hopping process are determined by
the intersite coupling and the energetic off-set between hopping sites. The distribution of
the latter determines the measured thermal activation energy for hopping and therefore
the hopping rate. The relative electron transfer rates for fullerene-fullerene or fullerene-
oxidant hopping will determine the degradation of n-channel transport in the thin-film.
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For fullerene-fullerene electron transfer, a higher EA is required for hopping between Keto-
1 states relative to hopping between mono-PCBM states. Although the absolute value of
localised site energies with respect to the vacuum level are deeper in Keto-1, the reduced
probability for hopping to another fullerene increases the favourability for hopping into a
trap state.
(a) (b)
Figure 5.16: (a) Mobility as a function of exposure time (µt>0) divided by the mobility
measured under inert conditions (µt=0). (b) Energy diagram illustrating a possible mech-
anism that determines the relative air stability of fullerenes with different (black and red)
LUMO distributions (N(εLUMO)).
One possible description of the mechanism for the dependence of mobility degradation
on the DOS and LUMO level is shown in Figure 5.16b. In the case of a semiconductor
with a narrow DOS (black line) located above the reduction potential of traps (trap), the
probability of trapping is high and the rate of decrease in mobility will depend on the rate
of increase of the trap density. When the LUMO DOS is deeper in energy but broader
(red line) some states may be lower than the trap energy but because of broadening,
on average, more energy will be required for hopping within the DOS and many states
will remain unstable against trapping. Although a deeper LUMO will reduce the hopping
probability into trap states, these results suggest that energetic disorder may also influence
air stability.
5.6 Summary and Outlook
In summary, it has been confirmed both experimentally and theoretically that variation of
the electronic structure of soluble fullerene derivatives based on C60 is possible by chemical
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tailoring of the parent carbon cage. Despite differences in the side-chains of the fullerenes
in the present investigation, only minor differences in the thin-film morphology could be
detected in films deposited by solution. These similarities allow direct comparison of the
effects of the electronic structure variation on the properties of OFETs using fullerenes as
the active semiconducting layer.
In terms of charge transport, it was found that significant differences in the activation
energy for thermally activated charge carrier hopping were present between the differ-
ent fullerenes. Given the morphological similarities between films of solution processed
fullerenes, this behaviour was attributed to differences in both the energetic disorder and
the intermolecular coupling driven by distortion of the LUMO imposed by chemical mod-
ification. The origin of improved mobilities in C60 is tentatively suggested to be a result
of a nanocrystalline microstructure in which the density of states is narrow in comparison
to the soluble fullerenes.
The impact of the electronic structure variation on OFET measurements was man-
ifested in differences in the injection characteristics. In particular, it was found that
increasing the apparent energetic offset between the injecting metal work function and the
LUMO level of the fullerene increased the observed contact resistance. However, electrical
characterisation alone may be too limited for a complete comparison between different
fullerenes.
The impact of the electronic structure variation on the air stability of electron trans-
port in the fullerenes as studied with OFETs operating under ambient conditions was
found to show some deviation from the expected trend. Although anions of the keto-
lactam fullerenes were thought to be significantly energetically more stable to trapping
from atmospheric oxidents than mono-PCBM, this was found not to be the case. Instead,
this discrepancy is attributed to differences in the activation energy for hopping trans-
port between the fullerenes. It is suggested that the stability of electron transport in a
semiconductor film depends on the probability for charge carriers to hop into trap states.
Even though the absolute value of the LUMO level of the ketolactam fullerenes is deeper
than that obtained in mono-PCBM, the probability for hopping between fullerene sites is
relatively reduced. This offsets the hypothetical localised energetic advantage.
Ultimately, this study did not find a fullerene derivative based on C60 that is capable
of supporting electron transport under long-term exposure to the ambient atmosphere.
However, this work could be extended to fullerenes with even deeper LUMO levels. This
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may be possible with the incorporation of strongly electron withdrawing substituents onto
the carbon cage to increase the electron deficiency of the conjugated unit of the small
molecule as has been successfully demonstrated in other families of small molecule organic
semiconductors.23, 60 Although preferable for OFET applications, this may be unsuitable
for BHJ solar cells where such an increase in electron affinity is detrimental to the open
circuit voltage. Concurrent lowering of the LUMO and HOMO levels of the donor poly-
mer to optimise absorption, exciton dissociation efficiency and Voc in addition to suitable
modification of the electrode materials would be required to fully realise this advantage.
Interestingly in this report, it has been shown that mono-PCBM is capable of forming
crystalline films as observed in the DSC characteristics. Although this is thought to occur
in the binary phase separation of the semiconducting components in solar cells upon
annealing,61 the crystallisation of mono-PCBM has not been exploited for enhancement
of the mobility in OFETs. This is likely a result of the difficulty in controlling the degree
of crystallinity in a film that also readily forms amorphous structures. One possible route
that may be useful for studying the control of the crystallinity may be by controlling the
rate of cooling from the melt after thermal annealing. As suggested in the present report,
any improvement to the crystallinity and mobility may also provide an improvement in
the air stability.
An important feature of the present work was the discussion based on variations in
the density of electronic states within the films and its consequences on device operation.
Many attempts to formulate models to extract the functional form of the DOS from
transistor characteristics are based on assumptions of the shape of the DOS that have
not been directly experimentally verified. One method which could be developed for this
purpose is measurement of UPS spectra of an operating transistor channel. Under gate-
bias the quasi-Fermi level can be controlled within the DOS distribution. The onset of the
corresponding UPS peak probes the edge of the occupied state distribution. The rate of
change of this peak onset with increasing gate bias (and therefore charge density) is a direct
measurement of the rate of change in quasi-Fermi energy within the DOS. The technique
could be useful for verifying the fitting parameters extracted from models describing the
transistor characteristics.
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Chapter 6
Chemically Derived Graphene for
Electronic Devices
Graphene films derived from chemical precursors
present the possibility of forming high quality graphene
layers using solution processable techniques that may
be suitable for a range of applications. This chap-
ter examines how the electrical properties of graphene
films derived from an oxidised precursor depend on its
chemical composition.
154 Introduction
6.1 Introduction
Despite its relatively recent isolation,1 graphene has rapidly become one of the most ex-
citing materials in science. It is among the thinnest, strongest, most thermally and elec-
tronically conductive, most impermeable materials known and has an electronic structure
that gives rise to many interesting physical phenomena.1–10 For electronic applications,
its extraordinarily high charge-carrier conductivity7, 8 promises its use in future devices.
As a zero-gap semimetal, the conduction and valence bands can be doped with an exter-
nal electric field allowing operation of field-effect transistors.1 Additionally, at only one
atom thick, it has a high optical transmission presenting the possibility of its use as a
transparent electrode material.11–13
One of the important problems surrounding current graphene research into its device
applications is the difficulty in fabricating high quality samples over large areas, prefer-
ably at low cost.5 Solution processable routes based on a chemical precursor,14–18 i.e.
chemically derived graphene, may be able to produce films over large areas using simple
thin-film fabrication techniques. These films can exhibit sufficient performance for use
as an electrode material in organic electronic devices.12 In addition, using covalent func-
tional groups for exfoliation presents the prospect of chemically controlling the properties
of graphene sheets.
In the last few years graphite oxide has emerged as an important precursor mate-
rial from which graphene may be derived. Current synthetic routes for the preparation
of graphite oxide are based on methods developed over the last 150 years by Brodie,19
Staudenmaier20 and later by Hummers and Offeman.21 These techniques involve expos-
ing graphite to a concentrated acid environment in the presence of an oxidising agent.15
Following oxidation, in an aqueous environment graphite oxide hydrolyzes and, aided
with ultrasonication, can be exfoliated to form an electrostatically stable colloidal disper-
sion.15, 22 A suspension of monolayer flakes of graphene oxide (GO) can then be separated
by repeated centrifugation.15
GO is an electrical insulator. The formation of covalent oxygen functional groups con-
verts sp2 to sp3 hybridised carbon. Any remaining regions of sp2 carbon become localised
so the formation of the delocalised pi-bands is prohibited. These functional groups there-
fore need to be removed after exfoliation to recover the interesting electronic properties
of its parent graphene. Approaches towards the derivation of graphene from GO include
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chemical reduction in solution23 or post-deposition,24 as well as post-deposition thermal
reduction.25
Understanding the evolution of the properties of GO with reduction is of primary
importance for controlling those properties for device applications. A number of com-
plementary experimental techniques have been used to probe these properties. X-ray
photoelectron spectroscopy (XPS) shows that fully oxidised GO exhibits an oxygen con-
tent of ∼40% where ∼40% of the carbon is in an sp2 configuration.26, 27 Following thermal
reduction at 1100◦C the oxygen content can be lowered to ∼8% where ∼80% of the carbon
is in an sp2 configuration26 demonstrating that full recovery of the graphene sp2 network
is very difficult.
Concurrent changes to the structure of the film as the chemical composition evolves
with thermal reduction has been monitored using Raman spectroscopy.26 Typically the
G (1580 cm−1, stretching mode of sp2 carbon pairs) and D (1350 cm−1, breathing mode
of the aromatic rings) bands are used to assess disorder in GO.15 Because the D peak is
activated by defects, it is absent in spectra of pristine graphene.28 The area ratio of these
peaks may therefore be expected to change with oxygen removal.26, 29 The Tuninstra-
Keonig relation between these peaks is typically used to indicate the size of sp2 ring
clusters.26, 29, 30 Interestingly, Raman spectra at various stages of reduction has suggested
that the size of sp2 clusters remains ∼2.5 nm at all levels of reduction.26 The authors
suggested a model in which the removal of oxygen groups causes filamentation of sp2
carbon regions but also introduces vacancies into the lattice.26
Photoluminescence (PL) spectra as a function of exposure time to hydrazine vapor
have indicated blue emission.31 This is consistent with emission from aromatic clusters
with ∼20 rings, smaller than the average domains detected with Raman spectroscopy
(which have a predicted energy gap of only 0.5 eV).31 The emission intensity, after an
initial increase, decreases as a function of increasing reduction consistant with increasing
connectivity of sp2 regions at higher levels of reduction.
Finally, conductivity measurements in field-effect transistors indicate that at low-levels
of reduction the charge carrier mobility is low and the current on/off ratio is high.32 This
is indicative of poorly connected, localised hopping sites. Increasing reduction increases
the conductivity and lowers the current on/off ratio also suggesting that the energy gap
closes as the connectivity of sp2 carbon increases. At all levels of reduction this data could
be fitted using a Mott variable-range hopping model suggesting that trapping at defects
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still dominates charge transport. By maintaining a high degree of defects and disorder,
the charge carrier mobility is extremely limited in comparison to pristine graphene films.
Highly reduced graphene oxide can yield carrier mobilities of 1–10 cm2/Vs. However,
these mobilities are achieved following reduction at temperatures >800◦C and/or with
chemical treatment.33–35 These conditions are incompatible for processing with low-cost
fabrication techniques on plastic substrates. In addition, it has been shown that such high
temperatures actually stabilise particular oxygen functional groups.36 The initial oxygen
concentration in GO has been found to determine the concentration of residual oxygen
groups and defects post-reduction.36 Complementary studies of the electrical properties
of graphene derived from mildly oxidised graphene have exhibited superior performance
compared to GO.37, 38
The present chapter discusses the properties of field-effect transistors where the active
layer is derived from a mildly oxidised graphite precursor following a new chemical deriva-
tion route. The devices based on these partially oxidised graphene (POG) films show
distinct electrical properties in comparison to GO. In particular, the lower initial oxygen
content allows transistor operation without reduction. An equivalent charge carrier mo-
bility to single flakes of highly reduced GO can be achieved in percolating films of POG
reduced at significantly lower temperatures. This fabrication route is compatible for appli-
cation in low-voltage transistors using SAM gate dielectrics. Further details of the charge
transport mechanism in POG and reduced POG (rPOG) are presented based on temper-
ature dependent conductivity measurements. Finally, the distribution of the electric field
in operating devices is studied using scanning kelvin probe microscopy (SKPM).
6.2 Graphene Oxide or Partially Oxidised Graphene?
6.2.1 Chemical Analysis
The experimental undertaking of the chemical and material analysis of POG and rPOG
described in this section was conducted principly by Dr. Goki Eda and is described in
more detail elsewhere.27
Partial oxidation of graphite was achieved with Brodie’s agent (KClO3 + HNO3). Af-
ter filtration, the partially oxidised graphite was intercalated with a tetrabutylammonium
hydroxide (TBA) surfactant in a dimethylformamide (DMF) solution. Following ultrason-
ication, centrifugation was used to separate monolayer POG flakes from multilayer flakes
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and surfactant. POG could then be redispersed in DMF.
X-ray diffraction of POG powder exhibited peaks associated with graphite and graphite
oxide. Unlike GO paper, no amorphous background was observed for POG. Electron
diffraction indicated a single set of hexagonal patterns (as is also observed in graphene39
and GO40) and that the flakes were monolayer in thickness.
XPS spectra reveal the oxygen content of POG and rPOG (thermally reduced at
∼300◦C) to be ∼12% and ∼3% respectively. The fraction of carbon in rPOG in the sp2
configuration was found to be ∼82%. Features corresponding to carbonyl, carboxyl, epox-
ide and hydroxyl groups were not observed in infrared transmission absorbance spectra in
strong contrast to GO.
Raman spectra were used to compare the structural disorder in POG compared to GO.
Prominent D and G peaks were observable for both POG and GO. The intensity of the
peaks can be used to estimate the size of sp2 clusters according to the Tuinstra-Koenig
relation,
I(D)
I(G)
=
 CL−1a La > LcCL2a La < Lc (6.1)
where C is a constant dependent on the wavelength of the excitation laser, La is the
cluster diameter, Lc is the critical cluster size and I(D) and I(G) are the intensities of the
D and G peaks respectively.30, 41 Because the D peak is activated by defects, its intensity
increases with defect density. However, above a critical defect density the number of
aromatic rings decreases causing a decrease in the intensity of the D peak.41 Lc is the
cluster size at which this transition takes place. Although the peak ratio is larger for
POG, the full width at half maximum (FWHM) of the D peak is ∼20% wider for GO,
indicative of increased disorder.42 This can be explained if the defect density in GO is
above or close to the critical value (i.e. La < Lc) and is therefore more disordered than
POG. Assuming the average cluster size in GO is ∼3 nm2, equation 6.1 suggests it is
∼24 nm2 in POG. For rPOG, the D/G ratio decreases and the FWHM increases. This
suggests a transistion towards the level of disorder of GO which is in stark contrast to the
electronic properties described below as well as the analysis described above. This may be
related to the formation of particular defects with thermal treatment. It should be noted
that many metrics have been proposed based on empirical methods to describe Raman
data and the interpretation is still a matter of current debate.42 A possible illustration
of the differences between graphene, oxidised graphene and reduced oxidised graphene is
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shown in Figure 6.1.
(a) (b) (c)
Figure 6.1: Illustrations of (a) pristine graphene, (b) oxidised graphene and (c) oxdised
graphene after reduction.
6.3 Transistors
6.3.1 Monolayer Devices Before Annealing
POG was synthesised and deposited onto Si/SiO2 substrates for device measurement by
Dr. Goki Eda. The fabrication scheme is shown in Figure 6.2.
Thin-films of POG were deposited using the Langmuir-Blodgett technique. The POG
in DMF solution was suspended on a water surface. ∼50 µL was required to form a
continuous film. POG was transferred onto the surface of a Si/SiO2 substrate by briefly
placing it in contact with film from above the water, removing, and then evaporating the
solvent. This process was repeated for layer by layer deposition. Devices were completed
by thermal evaporation of Au source and drain contacts through a shadow mask.
The device characteristics for a representative FET based on 1 layer of POG without
further processing is presented in Figure 6.3 as measured within N2. Within the device
geometry investigated here the transistor channel is comprised on many flakes (see section
6.3.3). These devices show some distinct differences in comparison to those based on
organic semiconductors presented in previous chapters. In a semiconductor with a wide
enough energy gap there are no intrinsic carriers so at zero gate voltage there is practically
no source-drain current. However as the energy gap closes, some carriers will gain enough
thermal energy to dope the conduction/valence bands and a current can be observed at
zero gate bias. The electric field-effect is therefore only observable when the density of
gate induced carriers (n = Ci(VG − VT )/e) is greater than the intrinsic carrier density. In
pristine graphene with zero energy gap, it is possible to vary the carrier concentration with
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the gate electrode1 where the conductivity minimum (which occurs when the Fermi-level
is at conduction/valence band edge with vanishing density of states) is observed to be
σmin ∼ 4e2/h S/m at low temperatures (T < 5 K).43 As the temperature increases and
more thermal carriers are available for conduction the conductivity minimum increases
and the current on/off ratio (ION/IOFF ) decreases.
1 As the density of states in pristine
graphene is symmetric about the Dirac point, FETs display ambipolar characteristics.1
Graphite
Exfoliate in DMF 
solution
with surfactant
Partially oxidise 
graphite
in Brodie's agent
Drop POG solution onto waterLangmuir‐Blodgett depositiononto Si/SiO2
Evaporate contacts
Partially oxidised graphite Partially oxidised graphene
Figure 6.2: Scheme illustrating the basic steps for the symthesis of POG and fabrication
of solution processed OFETs. Photos courtesy of Dr. Goki Eda.
In contrast, GO is an insulator as deposited and its electrical properties can be tuned
through semiconducting and then semimetallic behaviour following reduction. At low
levels of reduction the isolated regions of sp2 carbon may be localised sufficiently to be
considered quantum dots with discrete energy levels and therefore, an energy gap. In
devices this is evidenced by an ION/IOFF ratio ∼103. At higher levels of reduction the
ION/IOFF ratio is lowered as more sp
2 carbon regions connect and the energy gap closes.
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(a) (b)
Figure 6.3: (a) Transfer and (b) output characteristics for a 1 layer POG-based FET with
L = 30µm, W = 1500µm and Au top contacts.
When POG is the active layer, the devices are found to exhibit ambipolar transfer
characteristics (Figure 6.3a) with an ION/IOFF ratio comparable to pristine graphene
at room temperature suggesting that sp2 carbon regions are large enough to close the
energy gap. The conductivity minimum is off-set to a positive gate voltage indicative of
hole doping by impurities. This feature is observed even in pristine graphene and may be
attributed to the nature of the dielectric surface. Furthermore, electron and hole transport
is assymmetric in these devices suggesting an assymetric DOS. The charge carrier mobility
in these devices is very low (see Figure 6.4c) and within a hopping regime (see section
6.4). The carrier mobilities observed here are comparable to GO reduced at 200◦C.
The output characteristics shown in Figure 6.3b are non-linear as is commonly ob-
served in FETs based on rGO. Because the intrinsic carrier density is comparable to the
field-induced carrier density, the intrinsic carriers can always satisfy the demands of the
drain voltage and current saturation is not observed. The non-linearity of the current
with drain voltage may be related to a field activation contribution to hopping transport.
Contact effects can cause this behaviour but is expected not to be dominating the device
characteristics in the present case (see section 6.4). The field dependence of the conductiv-
ity minimum, gate voltage at the conductivity mimimum, ION/IOFF and carrier mobility
are shown in Figure 6.4.
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(a) (b) (c)
Figure 6.4: (a) σmin and VG at σmin, (b) ION/IOFF and (c) charge carrier mobility as a
function of source-drain electric field (ED) for a 1 layer POG-based FET with L = 30µm,
W = 1500µm and Au top contacts.
6.3.2 Thermal Reduction
Thermal reduction of POG was carried out at 250◦C within N2 on completed devices. The
device characteristics of an rPOG-based FET are shown in Figure 6.5. It is immediately
clear that following reduction, the conductivity of the channel increases significantly. In
fact, σmin and the carrier mobility (Figure 6.6) increase by ∼5 orders of magnitude. This
is consistent with the removal of defects and restoration of the sp2 carbon network.
(a) (b)
Figure 6.5: (a) Transfer and (b) output characteristics for a 1 layer POG-based FET with
L = 30µm, W = 1500µm and Au top contacts after thermal reduction at 250◦C for 1
hour within N2.
The mobility (see Figure 6.6) obtained from these percolating films of rPOG show
162 Transistors
equivalent mobilities to single flake rGO reduced at 1000◦C. Also following annealing, the
field dependence of the device parameters is diminished, consistent with lower trap depths
at a lower defect density.
(a) (b) (c)
Figure 6.6: (a) σmin and VG at σmin, (b) ION/IOFF and (c) charge carrier mobility as a
function of source-drain electric field (ED) for a 1 layer POG-based FET with L = 30µm,
W = 1500µm and Au top contacts after thermal reduction at 250◦C for 1 hour within
N2.
6.3.3 Mono- and Multilayer FETs
It has been well established that few-layer graphene films show distinct conductivity
differences from their monolayer counterparts as a result of a modification to the elec-
tronic structure by interlayer electronic interactions.44 One interesting consequence in AB
stacked bilayer films is the formation of a band gap which is useful for enhancing the on/off
current ratio in transistors, therefore improving the stability of circuit performance. In
chemically derived films these effects may not be present because the functional groups in
the film increase the effective spacing between the layers of multilayer films, lowering the
electronic interaction. Additionally, there is no control with respect to the orientation of
stacked layers using Langmuir-Blodgett deposition.
In films deposited by the present technique, for channel lengths greater than the average
size of POG flakes, charge carriers will have to hop between flakes to bridge the channel.
SEM images showing the channel coverage for 1 and 2 depositions are shown in Figure
6.7. Analysis of these images suggests that the channel coverage is ∼86% for 1 layer and
increases to ∼98% after the second deposition.
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(a) (b)
Figure 6.7: SEM images of the transistor channel with (a) monolayer and (b) bilayer
POG films.
The electrical characteristics as a function of number of layers are presented in Figure
6.8. This figure compares the sheet conductivity minimum (σmin = IDL/VDW ), the
current on/off ratio (ION/IOFF where IOFF is the current at the conductivity minimum
and ION is the current at ±50 V) and the carrier mobility for devices with 1–4 POG
depositions.
(a) (b) (c)
Figure 6.8: Dependence of (a) the minimum conductivity, (b) current on/off ratio (ION
measured at VG = 50 V) and (c) the charge carrier mobilities on the number of POG
depositions (no. of layers) measured at a field of ED = 0.5 V/µm.
It can be seen from the results above that as the number of layers increases the charge-
carrier conductivity and mobility increases and ION/IOFF decreases. The sheet conduc-
tivity would be expected to increase with layer thickness assuming each layer contributes
an equal parallel resistance. However, if the resistors are equal, the field-effect mobility
should remain constant with increasing layer thickness as would ION/IOFF . The sheet
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resistance (Rsheet = 1/σmin) can be modelled as a parallel resistor network as shown in
Figure 6.9.
Rn
Rn
VD
Rn
Rn
Layer 1
Layer 2
Layer 3
Layer 4
(a) (b)
Figure 6.9: (a) Dependance of the sheet resistance at the conductivity miniumum on the
number of layers (dots) with corresponding fits assuming a parallel resistor network as
shown in (b) where each layer acts as an independent resistor.
Figure 6.9a shows two fittings based on the parallel resistor network shown in Figure
6.9b for increasing layer thickness where each layer contributes an equal resistance. The
fittings are based on resistors with the resistance of the first layer and half of two layers.
Both fits are unsatisfactory.
The observed rate of decrease in resistance may be attributed to increased percola-
tion between the flakes as more layers are added. In a percolating resistor network the
conductivity increases with a power law dependence of the form σ = A(C − C∗)t as the
ratio of connected resistors (C) increases above the percolation threshold (C∗) where A
is constant dependent on the conductivity of the resistors in the network and t is a con-
stant dependent on the dimensionality of the network. In the present case the flakes are
distributed in size and increasing the number of layers causes a transition from a 2D to a
3D network. This means all the parameters are dependent on the number of layers and a
complete description is beyond the scope of the present work. However, qualitatively, the
observation that the conductivity increases at a rate faster than would be expected from
a simple parallel resistor network suggests that increasing the number of layers increases
the ratio of connected flakes in the network. This also explains why the effective mobility
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increases with layer thickness. A direct confirmation may be obtained by varying the
number of layers in a device in which the flakes bridge the source and drain electrodes and
the possibility of a percolating contribution is invalid.
6.3.4 Low-Voltage Devices
As a demonstration of an ultrathin FET, monolayer POG was used as the active layer
in bottom gate, top contact transistors using phosphonohexadecanoic acid (PHDA) as a
SAM dielectric. As detailed in chapter 4, the use of a thin AlOx/SAM gate dielectric
enables the operation of FETs at voltages < |2|V.
The transfer and output characteristics of a representative device is shown in Fig-
ure 6.10. These devices show a qualitatively similar ambipolar field-effect behaviour to
monolayer POG devices based on SiO2 as the dielectric.
(a) (b)
Figure 6.10: (a) Transfer and (b) output characteristics of a monolayer POG-based FET
with W = 2000µm, L = 20µm and Al contacts.
The electron and hole mobilities extracted from linear fitting at VD = 1.5V are
2.3×10−3 cm2 and 4.1×10−3 cm2 respectively. In the absence of a saturation regime
in POG-based devices the operation of transistors with a low drain voltages is dependent
on the conductivity of the active layer.
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6.4 Charge Transport
Information regarding the impact of the composition of chemically derived graphene layers
on the charge transport characteristics and its evolution upon reduction may prove useful
for developing synthetic strategies that allow the recovery of high quality graphene layers.
To this end, temperature dependent conductivity measurements were performed on devices
before and after annealing in an attempt to ascertain the charge transport mechanism.
Previous studies on rGO have utilised a variable-range hopping theory for a 2D system.
However, in rPOG where the sp2 carbon ratio is greater, hopping between extended states
may provide a more realistic description.
To ensure that the temperature dependence of the channel conductivity dominates the
device performance it is necessary to quantify the contact resistance. However, extraction
of the contact resistance using the transmission line method was not possible in the present
study due to experimental limitations on the channel length disallowing the accurate
measurement of the current for long channel lengths. Alternatively, it can be demonstrated
that injection barriers do not dominate the device characteristics by attempting to fit the
data using a model developed to describe thermionic emission through a Schottky barrier
at the interface of a 2D electron gas. The current through this Schottky barrier is given
by45, 46
J =
2q
h2
√
2pim∗(KBT )3/2 exp
(
− qφb
KBT
)
exp
(
−q∆φb
KBT
)
(6.2)
where m∗ is the effective mass of the charge carrier, φb is the effective barrier height and
∆φb is the field dependence of the barrier. This has been found useful for the description of
GO-based devices when prepared under certain conditions46 but is not universal.47 Where
this is the dominant mechanism the current data should fit ID/T
3/2 = C exp(−B/T ) where
B and C are constants. Example fitting to the data in the present study is given in Figure
6.11.
The poor linear fitting to the data for devices both before and after annealing imme-
diately shows that the the current in these devices is not limited by an injection barrier
at the contact interface. The positive inflection in Figure 6.11a occurs where the cur-
rent decreases slower with decreasing temperature than T 3/2 when the current becomes
dominated by a tunneling regime (see below).
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(a) (b)
Figure 6.11: Temperature dependence of the current (dots) (a) before annealing (VD = 10
V) and (b) after annealing (VD = 0.1 V) at 250
◦C and corresponding fits (lines) for an
injection limited current model.
The variation of the temperature dependence of the current with both gate voltage
and source-drain voltage was therefore used to assess the charge transport characteristics
in POG before and after annealing. These characteristics are shown in Figure 6.12.
The temperature dependence under given biasing conditions displays some similar
features typically observed for systems dominated by hopping through localised states.
The plots show two regimes. At moderate temperatures with a high activation energy the
transport is dominated by thermally-activated hopping. At lower temperatures, where
the activation energy is lower, transport is dominated by a tunneling regime. Before
annealing, Figures 6.12a and b indicate a transition between these regimes at ∼200 K
for both electron and hole transport. After annealing, Figures 6.12d and e indicate a
more gradual transition between the regimes. This may be a result of a narrower density
of localised states closer in energy to the transport level allowing the persistance of the
thermally-activated hopping contribution at lower temperatures.
The activation energies extracted from Arrhenius fitting to the moderate temperature
regime are shown in Figures 6.12c and f as a function of gate bias for different drain volt-
ages. The values presented here are comparable to a previous study of GO reduced by
prolonged exposure to hydrazine.32 These plots suggest changing the charge density in
the channel changes the activation energy. This is indicative of an energetic distribution
of localised states in which the Fermi level can be controlled by the gate voltage. Pre-
vious efforts describing charge transport in the framework of variable-range hopping in
chemically derived graphene have not addressed this effect.32, 47
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(a) (d)
(b)
(c) (f)
(e)
Figure 6.12: Temperature dependence of the (a) electron and (b) hole current (dots) before
annealing (VD = 10 V) and the (d) electron and (e) hole current after annealing (VD = 0.1
V) with corresponding Arrhenius fits (lines). Gate voltage dependence of the activation
energy (c) before annealing and (f) after annealing. L = 30µm and W = 1000µm with
Au contact electrodes.
After annealing, the activation energies lower significantly and show a decreased de-
pendence on charge density. This suggests that the distribution of localised states which
dominate hopping becomes more narrow and may be a consequence of the increased sp2
carbon fraction following oxygen removal. Furthermore, both before and after annealing,
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there is an assymetry between electron and hole transport. In fact before annealing, al-
though increasing the density of electrons results in a decrease in the activation energy,
increasing of the density of holes increases the activation energy. This may occur in a
density of states which decreases with energy relative to the transport energy. This is
in strong contrast to a typically assumed density of states which increases towards the
transport energy. After reduction the symmetry improves, again suggesting recovery of
the graphene lattice.
Figures 6.12a,d and e appear to show an isoenergetic point at which the current is
independent of the gate voltage. This behaviour is typically attributed to a Meyer-Neldel
type process in which, for an Arrhenius process, the conductivity prefactor depends on
the activation energy as
σ0 = σ00 exp
(
EA
EMN
)
(6.3)
where EMN = KBT0 is the Meyer-Neldel energy which is extracted at the temperature
at which all linear fits intersect (T0). Such a process has been shown to exist in organic
field-effect transistors where the Fermi level is varied within a distributed density of states.
Figure 6.13 shows plots of the conductivity prefactor as a function of activation energy.
These plots should be linear with a gradient equal to E−1MN .
(a) (b) (c)
Figure 6.13: Dependance of the arrhenius conductivity prefactor on the activation energy
for (a) electron transport before annealing and (b) electron and (c) hole transport after
annealing.
In all cases, these plots show a slightly non-linear dependence on the activation energy
suggesting a stronger compensation effect than is typically observed in a Meyer-Neldel
process. The origin of this behaviour is unclear. One possible explanation for this type of
compensation effect is that increasing the change density modifies the phonon distribution
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through electrostatic distortion of the lattice. This could alter the probability of a charge
carrier obtaining enough energy through electron-phonon coupling to hop to an adjacent
hopping site. Raman spectroscopy of an active transistor as a function of gate voltage
may provide evidence for changes in the phonon distribution.
6.5 Scanning Kelvin Probe Microscopy
Thus far, evidence has been presented for variations in the electronic properties of POG
films based on their chemical composition and the flake connectivity by observing dif-
ferences in the current in FETs. Further information about how these properties effect
charge transport may also be gained by directly observing the potential variation within
the operating transistor channel. One method which has proven useful to this aim using
organic semiconductors48–50 and CVD grown single graphene flakes51 is Scanning Kelvin
Probe Microscopy (SKPM). SKPM allows the generation of a potential map of a transistor
channel which can highlight regions of relatively high and low conductivity as a variation
in the local potential. When compared with the topography map, any features of the
film which cause local potential variations can be identified. Recent interest has devel-
oped in using the scanning probe to manipulate the properties of graphene oxide using a
heated52 or conductive53 AFM tip but these techniques are not the focus of the current
investigation.
(a) (b)
Figure 6.14: (a) Transfer and (b) output characteristics of a monolayer POG-based FET
with W = 2000µm, L = 20µm and Au contacts operating in air.
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(a) (b)
Figure 6.15: (a) Transfer and (b) output characteristics of a reduced monolayer POG-
based FET with W = 2000µm, L = 50µm and Al contacts operating in air.
SKPM measurements were performed on reduced- and non-reduced- POG FETs in
two configurations. The first configuration varies the gate voltage with respect to the
shorted source and drain electrodes. This should provide information regarding how the
filling of the density of states varies locally in the film. The second configuration varies the
lateral field by varying the source-drain voltage at a fixed gate bias. This should provide
information regarding the connectivity of the percolating flakes along the channel. These
measurements were performed in air within the voltage range of 0–±10 V. The voltage
at each terminal of the FET was controlled using external sourcemeters (Keithley 2400)
maintaining a common ground with the Kelvin probe.
Devices were fabricated using methods described previously in this chapter using a
300 nm SiO2 dielectric, 1 layer POG deposition and Au top contacts. The source and
drain contacts were connected to the driving voltage supply by bonding fine wires us-
ing conductive silver paste between the electrodes and a plastic circuit board to which
the sourcemeters were connected. Due to the fragility of the wire bonded connections
and plastic circuit board, annealing could not be carried out on a mounted sample. Dis-
mounting the sample created undesirable debris in the channels of devices. The reduced
and non-reduced devices were therefore on different substrates. The characteristics of the
non-reduced and reduced devices are shown in Figures 6.14 and 6.15 respectively.
When operated in air the conductivity minimum shifts to more positive voltages in both
samples and is a result of doping with atmospheric oxidants. Otherwise the conductivity of
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each film is comparable to those layers as measured within an inert nitrogen atmosphere.
AFM could be used to quantify the thickness of the POG flakes to prove they are
monolayers. An example AFM image and corresponding height profile are shown in Figure
6.16. The flake thickness is measured at ∼1 nm in agreement with previous reports based
on GO.14
Figure 6.17 shows the variation of the potential in a POG-FET before annealing at
various values of gate bias with the source and drain grounded. In the images in Figure
6.17c the source and drain electrodes can be seen clearly as smooth regions on the left
and right hand edges. The potential difference between the electrode and the channel
at 0 V is due to the difference in work function between the POG and the electrode.
Although the AFM image in Figure 6.17a contains significant debris making clarification
of topogrpahical features challenging, some aspects of the SKPM images can be inferred.
(a) (b)
Figure 6.16: (a) AFM image and (b) height profile corresponding to the line highlighted
in the AFM image indicating the height of a POG flake. The dotted lines define the
average height of the flake and the substrate.
As the gate voltage increases or decreases, it is clear that the potential within the
channel begins to change. Within the channel there are some predominant regions which
become white at high voltage and black at low voltage. From the transistor characteris-
tics, the low ION/IOFF ratio suggests that the Fermi level does not very strongly within
the voltage region accessible to these experiments. These regions may therefore corre-
spond to areas where there are no POG flakes or where flakes are disconnected from the
percolating network. The change in potential in such regions is pronounced as a result
of gate-induced polarisation of the dielectric. Also within the channel there are regions
at the electrode edges where the potential remains approximately constant with varying
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gate voltage. These are regions should correspond to regions where the POG is well con-
nected to the electrodes. Further evidence to support this explanation is presented in the
description of the subsequent experiments.
Figure 6.18 shows the variation of the potential in a POG-FET before annealing at
various values of drain bias with a constant gate bias of 5 V. In a continuous channel, the
potential should evolve linearly from the source to the drain. However, in these devices
there is a clear discontinuity in the potential near the source electrode. This should be
associated with sharp change in resistance within the channel. Although it cannot be
conclusively demonstrated from the corresponding AFM topography image, it may be
reasonable to suggest the discontinuity could be associated with flake junctions. Higher
resolution images at this region should be able to provide the answer.
0 V 2 V 4 V 6 V 8 V 10 V
-10 V-8 V-6 V-4 V-2 V0 V
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(c)
Figure 6.17: (a) AFM image and (b) example SKPM images showing relevant scales based
on POG flakes before annealing. (c) SKPM images of POG-based FET at various gate
bias voltages (indicated in white) with source and drain voltages grounded.
Figure 6.19 shows the variation of the potential in a POG-FET after annealing at
various values of gate bias with the source and drain grounded. In Figure 6.19a the
edges that flakes make with bare dielectric are highlighted with black lines. These regions
correspond directly with the lighter regions in the example SKPM image in Figure 6.19b.
Again, the difference in contrast in the SKPM image is a result of differences in the work
function of the respective materials. As in Figure 6.17, those regions where there is no
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rPOG become white under positive bias and become black with negative bias as a result
of polarisation of the dielectric.
0 V 2 V 4 V 8 V 10 V6 V
>200 nm
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1.81 V
-1.87 V
(a) (b)
(c)
Figure 6.18: (a) AFM image and (b) example SKPM images showing relevant scales based
on POG flakes before annealing. (c) SKPM images of POG-based FET at various drain
bias voltages (indicated in black) with VG = 5 V.
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Figure 6.19: (a) AFM image and (b) example SKPM images showing relevant scales based
on POG flakes after annealing. Black lines highlight boundaries between areas covered
with falkes and clean ragions of the substrate. (c) SKPM images of POG-based FET at
various gate bias voltages (indicated in black) with source and drain voltages grounded.
Figure 6.18 shows the variation of the potential in a POG-FET after annealing with
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applied drain bias. Again the images show clear regions of good flake connectivity where
the potential within the channel evolves continuously. The images also show more abrupt
changes in potential. These also appear to correspond with flake junctions. Higher reso-
lution images could clarify this argument.
>200nm
0.0 nm
>0.1 V
<-0.1 V
(a) (b) (c) (d)
Figure 6.20: (a) AFM image and SKPM images with (b) VG = 0 V, VD = 0.5 V; (c)
VG = 3 V, VD = 0.5 V; and (d) VG = 3 V, VD = 3 V based on POG flakes after
annealing.
6.6 Summary and Outlook
In this a chapter the electronic properties of graphene derived from a chemical precursor
based on a new procedure have been investigated. Improving on previous methods using
graphene oxide, the technique used in the present work incorporates a lower oxygen content
into the precursor. This produces films which are intrinsically conductive, bypassing the
semiconducting transition encountered with reduction of GO. Thermal reduction of the
POG films produced layers with charge-carrier field-effect mobilities comparable to those
obtained from GO but under much milder conditions, consistent with low-cost fabrication
techniques.
Low-voltage device operation was enabled by utilising ultra-thin self-assembled mono-
layer gate dielectrics. This is the first example of such a device using a solution processed
graphene layer and demonstrates the compatibility of the respective layers with the fab-
rication procedure. With improvements in the conductivity of the graphene layer these
devices could prove an important route towards high-performance, low-cost, low-power
circuits.
The effect of multi-layer flakes was investigated in a percolating network. Multilayering
of pristine graphene flakes can give rise to changes of the conductivity through interflake
interactions modifying the band-structure. However, in the present case multilayering
caused an increase in the conductivity which is consistent with a percolating resistor
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network where additional layers give rise to increased connectivity of the network.
Charge transport in POG and rPOG films was found not to be limited by the contacts
but by a thermally activated hopping process at moderate temperatures and tunneling at
low temperatures. In contrast to previous studies based on GO where Mott variable-range
hopping was used to model charge transport, the gate dependence of the characteristics
suggests carriers occupy a distributed density of states. This is consistent with multiple
trapping and release model where charge carriers are transported through extended sp2
carbon regions between trapping in localised regions and defects from which they are
thermally released. The activation energies for hopping after annealing were found to
be lower than before annealing and showed a weaker gate-dependence. This suggests
that reduction causes a narrowing of the DOS and is consistent with an increased sp2
carbon fraction where a significant proportion of chemical defects have been removed. In
the present study it was not possible to disentangle the impact of interflake junctions
on charge transport. Further investigation into the charge transport within single-flake
devices of POG and rPOG is therefore an obvious extension of the aspect of the present
work.
SKPM was used to investigate variations in the potential across the channel of oper-
ating FETs based on percolating POG monolayers. Although the present work is limited,
it has highlighted the technique as important for investigating the properties of devices
based on POG. Of particular interest are the data recorded at varying lateral fields where
the potential map appears to highlight flake junctions. This could have significant con-
sequences on the limitations of large-area percolating films used as electrodes in organic
devices. Higher resolution SKPM imaging would also be beneficial towards understanding
how charge traverses the film. In particular, imaging at the level where defects can be
observed may highlight regions within the film that cause charge-trapping. By controlling
the gate bias, this could also highlight those regions sensitive to hole or electron transport,
providing information of the origin of the asymmetry in carrier mobility.
There is much room for further development of precursors based on oxidised graphene
towards recovery of high-quality graphene layers. The present work has highlighted how
controlling the defect density in the precursor can have significant consequences for the
electrical characteristics of the resulting films. It is likely that improvements to the elec-
trical properties of related materials will be gained through a careful understanding of the
material properties during synthesis. Further developments in circuit applications may be
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gained through controlled chemical doping to create devices with strong p- or n- chan-
nel character. Ultimately, if sp2 carbon regions can be extended significantly, chemical
treatment may allow the opening of a band-gap in high-mobility films.
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Research in the area of carbon-based electronics can briefly be summarised as the study
of the effects of the molecular structure and interactions of a material on its properties
in the solid state and its interfaces with other layers in devices. The prospect of using
solution-based processing techniques for the fabrication of low-cost electronic and opto-
electronic devices has been the driving force for the research and development of a broad
range of materials which will be suitable for applications currently inaccessible to con-
ventional semiconductor processing techniques. Using soluble carbon-based materials for
these applications, researchers can chemically control the properties of the materials with
which they work. As our understanding of the general rules which govern the attributes
of a material grows, device engineers will be able to select those materials best suited to
the application at hand. Towards the aims of this field of research, the present work has
highlighted some important areas where chemical tailoring of carbon-based materials has
allowed direct control over the properties of the devices in which they are implemented.
Self-assembled monolayers of alkyl-phosphonic acids were found to be suitable for the
functionalisation of the gate electrode in OFETs, serving as an effective gate insulator.
It was found that tailoring of the SAM terminal group has important consequences for
the fabrication of OFETs and circuits where solution-processed organic semiconductors,
both small molecular and polymeric, were employed as the active layer. In particular, the
surface energy of the dielectric is determined by the terminal group of the SAM molecules.
Although some terminal groups can limit the processability of particular semiconductor
solutions, careful modification can enable processing of a wide range of solutions. The high
capacitance of these SAM dielectrics enabled operation of discrete devices and circuits
below |2| V. The voltage gain of these complementary low-voltage logic circuits are among
the highest demonstrated with solution processed semiconductors. Such improvements
in the reduction of the operating voltage will be required in future portable, low-power
applications.
Of importance to both BHJ OPV and complementary logic based on OFETs is the
development of soluble fullerene derivatives. Both high electron-mobility and atmospheric
stability are paramount for circumventing encapsulation/inert conditions costs and for
fabricating useful devices with significant lifetime. It was shown that by chemically altering
the symmetry of the parent carbon-cage, the electronic structure of fullerenes can be
controlled. This parameter was previously shown to be dominant in determining the air-
stability of n-channel semiconductors. However, in the present case, the distribution of
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the DOS was suggested to also have a significant impact. A qualitative mechanism was
proposed in which thermal activation of charge hopping either to an adjacent fullerene
or to an atmospheric trap state determines the ambient stability as opposed to inherent
anion stability driven by the electron affinity of the molecule under investigation.
The development of solution-based processing routes for the fabrication of devices im-
plementing graphene is an exciting prospect towards high-performance, low-cost devices.
In this report, an improved route based on the recovery of graphene by reduction of a solu-
ble chemical precursor was presented. In comparison to previous attempts using graphene
oxide as the precursor material, partially-oxidised graphene was found to contain a lower
oxygen content which, upon reduction, affords electron and hole mobilities comparable to
those obtained in highly reduced GO but at significantly lower temperatures. Such layers
were found to be suitable for processing on SAM dielectrics using the Langmuir-Blodgett
technique allowing operation of graphene-based devices at low-voltage.
Of course, throughout this work and in the wider field there are many issues that re-
main unresolved. Of fundamental relevance is the nature of charge transport and energetic
disorder in organic thin-films. Although many of the concepts used in developing charge
transport models are well defined, a comprehensive and widely accepted theory remains
elusive. The reason for this is that the experimental confirmation of the assumptions in-
cluded within charge transport models is challenging. For example, many models allow
the extraction of effective parameters from the variable dependence of transistor charac-
teristics, but independent confirmation of the extracted parameters is not available. The
reliability of such parameters is therefore diminished. The use of complementary tech-
niques for extraction of the DOS is still in its infancy but will be important to develop to
confirm current hypotheses regarding the nature of charge transport within the limits of
solution processed semiconductors.
Furthermore, the use of solution processing methods to optimise the semiconductor
thin-film microstructure is inherently difficult to define but constitutes a significant pro-
portion of the workload for scientists working within this field. Although some parameters
have been found to dominate the processing of a particular materials system, the parame-
ter space which describes solution deposition is too large for an experimenter to exhaust for
each new material they wish to investigate. The development of effective computational
techniques could relieve some the experimental burden of process optimisation. Although
also a great challenge in its own right, once developed, computational methods could pro-
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vide experimenters with a more efficient tool than experimental trial and error and allow
them to focus their efforts on device physics.
As soluble carbon-based materials continue the transition from academic curiosity to
useful electronic and optoelectronic devices, the understanding researchers have gained
through recent endeavor will surely drive development of yet more novel applications with
ever greater control.
