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SCALING LIMITS FOR THE CRITICAL FORTUIN-KASTELYN MODEL ON A
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Abstract. We prove scaling limit results for the finite-volume version of the inventory accumulation
model of Sheffield (2011), which encodes a random planar map decorated by a collection of loops
sampled from the critical Fortuin-Kasteleyn (FK) model. In particular, we prove that the random walk
associated with the finite-volume version of this model converges in the scaling limit to a correlated
Brownian motion Z˙ conditioned to stay in the first quadrant for two units of time and satisfy Z˙(2) = 0.
We also show that the times which describe complementary connected components of FK loops in the
discrete model converge to the pi/2-cone times of Z˙. Combined with recent results of Duplantier,
Miller, and Sheffield, our results imply that many interesting functionals of the FK loops on a finite-
volume FK planar map (e.g. their boundary lengths and areas) converge in the scaling limit to the
corresponding “quantum” functionals of the CLEκ loops on a 4/
√
κ-Liouville quantum gravity sphere
for κ ∈ (4, 8). Our results are finite-volume analogues of the scaling limit theorems for the infinite-
volume version of the inventory accumulation model proven by Sheffield (2011) and Gwynne, Mao,
and Sun (2015).
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1. Introduction
Let Θ = { H , C , H , C , F }. The set of finite words consisting of elements of Θ, modulo the
relations
(1) C C = H H = C F = H F = ∅, C H = H C , H C = C H
forms a semigroup, which was first introduced by Sheffield in [She11]. Given a word x consisting of
elements of Θ, we write R(x) for its reduction modulo the relations (1), with all burgers to the right of
all orders. Following [She11], we think of elements of Θ as representing a hamburger, a cheeseburger, a
hamburger order, a cheeseburger order, and a flexible order (i.e. a request for the “freshest available”
burger of either type), respectively. A word x consisting of elements of Θ (read from left to right)
represents a sequence of burgers being produced and orders being placed. Whenever an order is placed,
it is fulfilled by the first burger of the appropriate type to the left of this order which has not yet been
consumed. The reduced word R(x) represents the set of unfulfilled orders (which were placed at a time
when no suitable burgers were available) and the set of unconsumed burgers.
The reason for our interest in the semigroup Θ is that there is a bijection, described in [She11,
Section 4.1], between words X˙ consisting of 2n elements of Θ, with the property that R(X˙) = ∅;
and triples (M, e0, S) consisting of a planar map M with n edges, an oriented root edge e0 of M ,
and a distinguished subset of the set of edges of M . This bijection generalizes a bijection due to
Mullin [Mul67] (see also [Ber07] for a more explicit description) and is essentially equivalent to the
construction of [Ber08, Section 4] for a fixed choice of planar map M . The edge set S gives rise to a
collection of loops L on M (described by sequences of edges in a certain quadrangulation Q = Q(M)
associated with M) which form interfaces between edges in S and edges of the dual map M∗ which do
not cross edges of S.
For p ∈ [0, 1], define a probability measure on Θ by
(2) P
(
H
)
= P
(
C
)
=
1
4
, P
(
H
)
= P
(
C
)
=
1− p
4
, P
(
F
)
=
p
2
.
Let X = . . . X−1X0X1 . . . be a bi-infinite word whose symbols are iid samples from the probability
measure (2). If p ∈ (0, 1/2) and we sample a word X˙ according to the conditional law of X1 . . . X2n
given {R(X1 . . . X2n) = ∅}, then (as explained in [She11, Section 4.2]) the law of the triple (M, e0,L) is
given by the uniform measure on such triples weighted by q#L/2, where q = 4p2/(1− p)2 ∈ (0, 4). This
implies that the conditional law of L given M is that of the critical Fortuin-Kasteleyn (FK) cluster
model with parameter q on M [FK72], which is closely related to the q-state Potts model for integer
values of q (see [KN04, Gri06] and the references therein for more on the FK model). We call a pair
(M,L) sampled according to this probability measure a (critical) FK planar map of size n and the
triple (M, e0,L) a rooted (critical) FK planar map of size n.
As alluded to in [She11], there is also an infinite-volume version of the above bijection, which relates
infinite-volume FK planar maps and bi-infinite words X with elements sampled independently according
to the probabilities (2). See [Che15,BLR15] for more details.
The law of of the FK planar map (M,L) is conjectured to converge in the scaling limit at n → ∞
to the law of a conformal loop ensemble (CLEκ) [She09, SW12, MS12a, MS12b, MS12c, MS13a] on top
of an independent γ-Liouville quantum gravity surface [DS11, She10, DMS14], where κ ∈ (4, 8) and
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γ ∈ (√2, 2) satisfy
(3) q =
4p2
(1− p)2 = 2 + 2 cos(8pi/κ) γ =
4√
κ
.
In the special case p = 1/3, the marginal law of the planar map M (without the collection of loops
L) is uniform on all such maps. Uniform random planar maps and their scaling limits have been
studied extensively. In particular, a uniformly chosen random quadrangulation with 2n edges converges
in law in the Gromov-Hausdorff topology to a continuum random metric space called the Brownian
map [LG13, Mie13]. See [Mie09, Le 14] and the references therein for more details. In [MS13b, MS15e,
MS15a, MS15b, MS15c, MS15d], Miller and Sheffield construct a metric on LQG for γ =
√
8/3 under
which it is isometric to the Brownian map.
In [She11, Theorem 2.5], it is shown that a certain non-Markovian random walk associated with the
bi-infinite word X sampled according to the probabilities (2) converges in the scaling limit to a pair of
correlated two-sided Brownian motions Z = (U, V ), started from Z(0) = 0 and satisfying
(4) Var(U(t)) =
1− p
2
|t| Var(V (t)) = 1− p
2
|t| Cov(U(t), V (t)) = p
2
|t|, ∀t ∈ R.
On the other hand, it was recently shown by Duplantier, Miller, and Sheffield [DMS14] that a whole-
plane CLEκ [KW14, MWW14b] on a certain infinite-volume Liouville quantum gravity (LQG) surface
called a γ-quantum cone can be encoded by a correlated two-dimensional Brownian motion Z = (U, V )
via a continuum analogue of the bijection of [She11, Section 4.1]. This encoding is called the peanosphere
construction and can be interpreted as a mating of two correlated continuum random trees [Ald91a,
Ald91b, Ald93]. Thus [She11, Theorem 2.5] can be interpreted as the statement that the contour
functions for infinite-volume FK planar maps converge in the scaling limit to the contour function
of a CLEκ on a γ-quantum cone. In other words, one has convergence of infinite-volume FK planar
maps toward a CLEκ-decorated γ-quantum cone the so-called peanosphhere topology. In [GMS15,
Theorem 1.9], this convergence statement is strengthened by proving that the times corresponding to
complementary connected components FK loops in Sheffield’s bijection converge in the scaling limit
to the pi/2-cone times of the correlated Brownian motion Z, which encode complementary connected
components of CLEκ loops in the construction of [DMS14].
In [MS15e, Theorem 1.1], the authors prove that one can encode a CLEκ on a finite-volume LQG sur-
face called a quantum sphere via a constant multiple of a correlated Brownian motion Z˙ with variances
and covariances as in (4) conditioned to stay in the first quadrant for two units of time and satisfy
Z˙(2) = 0 (this conditioning is made precise in [MS15e, Section 3]; see also Section 2 of the present
paper). Hence, it is natural to expect that the random walk associated with a word X˙ = X1 . . . X2n
sampled from the inventory accumulation model conditioned on the event that R(X˙) = ∅ (which en-
codes a finite-volume FK planar map) converges in the scaling limit to a correlated Brownian motion Z˙
conditioned to stay in first quadrant for two units of time and satisfy Z˙(2) = 0. This statement implies
the convergence of finite-volume FK planar maps toward CLEκ on an independent LQG sphere in the
peanosphere topology.
In this paper we will prove the above scaling limit statement, thereby extending [She11, Theorem
2.5] to the finite volume case. We will also obtain an exact analogue of [GMS15, Theorem 1.9], which
will imply, among other things, that the boundary lengths and areas of complementary connected
components of FK loops on a random planar map on the sphere converge in the scaling limit to the
quantum lengths and areas of complementary connected components of CLEκ loops on a γ-quantum
sphere. This latter result answers [DMS14, Question 13.3] in the finite-volume case. Furthermore, the
results of this paper will be used by the first author and J. Miller in [GM15b] to prove a stronger scaling
limit result for FK planar maps (i.e. the convergence of the law of the entire topological structure of the
FK loops on an FK planar map to that of CLEκ on an independent γ-quantum sphere). The scaling
limit result of [GM15b], in turn, will be used in the subsequent work [GM15a] to prove that the law of
whole-plane CLEκ is invariant under inversion for κ ∈ (4, 8) (see [KW14] for a proof in the case when
κ ∈ (8/3, 4]).
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The vast majority of the arguments in the present paper use only basic properties of the hamburger-
cheeseburger model and the results of [She11, GMS15, GS15], and can be read without any knowledge
of CLEκ or Liouville quantum gravity. However, unlike the proofs of the estimates and scaling limit
results for the hamburger-cheeseburger model proven in prior works [She11,GMS15,GS15,BLR15], our
proofs (in particular the arguments in Section 3) will make some use properties of FK planar maps, the
bijection of [She11], and the relationship between these objects and CLEκ on an independent Liouville
quantum gravity cone established in [DMS14, GMS15, GM15b]. We also use the scaling limit results
of [She11,GMS15], the estimates of [GS15], and at one point the infinite-volume version of the scaling
limit results of [GM15b].
Remark 1.1. The paper [GM15b] (currently in preparation) introduces a topological structure called a
lamination associated with a collection of non-crossing loops, an area measure, and a boundary length
measure, which (under certain hypotheses) determines the collection of loops and the two measures
modulo an ambient homeomorphism of C. It is then proven that the lamination of the FK loops on
an FK planar map converges in law to the lamination of a CLEκ on an independent Liouville quantum
gravity surface with parameter γ, where κ, γ, and p are related as in (3). This is accomplished for both
infinite-volume and finite-volume FK planar maps (which correspond to the case where the quantum
surface is a γ-quantum cone or a quantum sphere, respectively; see [DMS14] for definitions). In both
cases, the scaling limit result is proven by explicitly describing the lamination of an FK planar map (resp.
a CLEκ on an LQG surface) in terms of the word in Sheffield’s bijection (resp. the Brownian motion
in the peanosphere construction of [DMS14,MS15e]); then applying [She11, Theorem 2.5] and [GMS15,
Theorem 1.9] (in the infinite-volume case) or Theorems 1.8 and 1.11 of the present paper (in the
finite-volume case), plus some additional estimates (some of which use the results of [GS15]). The
only significant difference between the proofs in the two cases is which of these pairs of theorems is
applied. In particular, the infinite-volume version of the result of [GM15b] is proven independently
of the present paper. This point is crucial, as at one step of the proof of the main results of the
present paper (in particular the proof of Lemma 3.9), we need to apply the infinite-volume version of
the main result of [GM15b] in order to estimate the probability of a certain event defined in terms of an
infinite-volume FK planar map. We note, however, that the proof of inversion invariance of whole-plane
CLEκ in [GM15a] requires the finite-volume version of [GM15b]. In summary, we have the following
implication relations between various results (here an arrow from one result to another means that the
proof of the second result uses the first result).
[GMS15]
Finite-volume caseInfinite-volume case
[MS15]
[GM15a]
of [GM15b]of [GM15b] This paper
[She11]
[DMS14] [GS15a]
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1.1. Notation and preliminaries. In this section we will introduce some notation which will remain
fixed throughout the paper. This notation is in agreement with that used in [GMS15,GS15].
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1.1.1. Basic notation. Here we record some basic notations which we will use throughout this paper.
Definition 1.2. Let X be a random variable taking values in a countable state space Ω. A realization
of X is an element x ∈ Ω such that P(X = x) > 0.
Notation 1.3. For a < b ∈ R, we define the discrete intervals [a, b]Z := [a, b]∩Z and (a, b)Z := (a, b)∩Z.
Notation 1.4. If a and b are two quantities, we write a  b (resp. a  b) if there is a constant C
(independent of the parameters of interest) such that a ≤ Cb (resp. a ≥ Cb). We write a  b if a  b
and a  b.
Notation 1.5. If a and b are two quantities which depend on a parameter x, we write a = ox(b) (resp.
a = Ox(b)) if a/b → 0 (resp. a/b remains bounded) as x → 0 (or as x → ∞, depending on context).
We write a = o∞x (b) if a = ox(b
s) for each s > 0 (if b is tending to 0) or for each s < 0 (if b is tending
to ∞). The regime we are considering will be clear from the context.
Unless otherwise stated, all implicit constants in ,, and  and Ox(·) and ox(·) errors involved in
the proof of a result are required to satisfy the same dependencies as described in the statement of said
result.
1.1.2. Inventory accumulation model. Let p ∈ (0, 1/2). We will always treat p as fixed and do not make
dependence on p explicit.
Let Θ = { H , C , H , C , F } be the generating set for the semigroup described above. Given a
word x consisting of elements of Θ, we denote by R(x) the word reduced modulo the relations (1),
with all burgers to the right of all orders, as above. We also write |x| for the number of symbols in x
(regardless of whether or not x is reduced).
Let X = . . . X−1X0X1 . . . be a bi-infinite word with each symbol sampled independently according
to the probabilities (2). For a ≤ b ∈ R, let
(5) X(a, b) := R (Xbac . . . Xbbc) .
We adopt the convention that X(a, b) = ∅ if b < a.
By [She11, Proposition 2.2], it is a.s. the case that the “infinite reduced word” X(−∞,∞) is empty,
i.e. each symbol Xi in the word X has a unique match which cancels it out in the reduced word.
Notation 1.6. For i ∈ Z we write φ(i) for the index of the match of Xi.
Notation 1.7. For θ ∈ Θ and a word x consisting of elements of Θ, we write Nθ(x) for the number of
θ-symbols in x. We also let
(6) d(x) := N
H
(x)−N
H
(x), d∗(x) := N
C
(x)−N
C
(x), D(x) := (d(x), d∗(x))
and
(7) h(x) := N
H
(R(x)) , c(x) := N
C
(R(x)) , o(x) := N
H
(R(x)) +N
F
(R(x)) + 1.
We note that the definitions of h(x) and c(x) in (7) differ from the definitions in [GS15, Definition
3.1] (the definitions in this paper concern orders, whereas the definitions in [GS15] concern burgers).
For i ∈ Z, we define Yi = Xi if Xi ∈ { H , C , H , C }; Yi = H if Xi = F and Xφ(i) = H ; and
Yi = C if Xi = F and Xφ(i) = C . For a ≤ b ∈ R, define Y (a, b) as in (5) with Y in place of X.
For n ≥ 0, define d(n) = d(Y (1, n)) and for n < 0, define d(n) = −d(Y (n + 1, 0)). Define d∗(n)
similarly. Extend each of these functions from Z to R by linear interpolation. Let
(8) D(t) := (d(t), d∗(t)).
For n ∈ N and t ∈ R, let
(9) Un(t) := n−1/2d(nt), V n(t) := n−1/2d∗(nt), Zn(t) := (Un(t), V n(t)).
It is easy to see that the condition that X(1, 2n) = ∅ is equivalent to the condition that Zn([0, 2]) ⊂
[0,∞)2 and Zn(2) = 0.
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Let Z = (U, V ) be a two-sided two-dimensional Brownian motion with Z(0) = 0 and variances and
covariances as in (4). It is shown in [She11, Theorem 2.5] that as n→∞, the random paths Zn defined
in (9) converge in law in the topology of uniform convergence on compacts to the random path Z of (4).
There are several stopping times for the word X, read backward, which we will use throughout this
paper. Namely, let
(10) J := inf {j ∈ N : X(−j,−1) contains a burger} ,
so that {J > n} is the event that X(−n,−1) contains no burgers. For m ∈ N, let
(11) JHm := inf
{
j ∈ N : N
H
(X(−j,−1)) = m
}
, LHm := d
∗ (X(−JHm ,−1))
be, respectively, the mth time a hamburger is added to the stack when we read X backward and the
number of cheeseburgers minus the number of cheeseburger orders in X(−JHm ,−1). Define JCm and LCm
similarly with the roles of hamburgers and cheeseburgers interchanged.
Let
(12) µ :=
pi
2
(
pi − arctan
√
1−2p
p
) = κ
8
∈ (1/2, 1),
with p and κ related as in (3). The number µ arises frequently in the study of the hamburger-
cheeseburger model with parameter p. For example, it is shown in [GMS15] that the probability
that the correlated Brownian motion Z stays in the δ1/2-neighborhood of the first quadrant for 1 unit
of time is proportional to δµ (Lemma 2.2; see also [Shi85]); the probability that X(1, n) contains no
orders is regularly varying with exponent µ (Proposition 5.1); and X(1, n) typically contains at most
n−(1−µ)+on(1) flexible orders (Corollary 5.2). It is also shown in [GS15, Theorem 1.10] that the proba-
bility that X(1, 2n) = ∅ is proportional to n−1−2µ+on(1). See [BLR15] for some additional calculations
relating to the exponent µ.
1.2. Statements of main results. The first main result of this paper is the following finite-volume
analogue of [She11].
Theorem 1.8. Let Z˙ = (U˙ , V˙ ) be a correlated two-dimensional Brownian motion as in (4) started
from 0 conditioned to stay in the first quadrant during the time interval [0, 2] and satisfy Z˙(2) = 0. Also
define the paths Zn for n ∈ N as in (9). As n→∞, the conditional law of Zn|[0,2] given {X(1, 2n) = ∅}
converges to the law of Z˙ (with respect to the topology of uniform convergence).
The correlated two-dimensional Brownian motion Z˙ conditioned to stay in the first quadrant during
the time interval [0, 2] and satisfy Z˙(2) = 0 can be viewed as the two-dimensional analogue of a Brownian
excursion. The process Z˙ is defined and rigorously constructed in [MS15e, Section 3]. See Section 2
for a review of the definition of this process as well as an alternative (more explicit) construction. We
remark that the one-dimensional distributions of correlated Brownian motion conditioned to stay in the
first quadrant (as well as those of a more general class of conditioned Brownian motions) are computed
in [DW15a, Theorem 6].
As noted above, [MS15e, Theorem 1.1] implies that our Theorem 1.8 can be interpreted as the
statement that the contour function of a finite-volume FK planar map converges in the scaling limit
to the analogous function for a CLEκ on a γ-quantum sphere. We will prove Theorem 1.8 only in the
case where p ∈ (0, 1/2) (i.e. κ ∈ (4, 8)), which corresponds to a limiting Brownian motion with strictly
positive correlation. The version of Theorem 1.8 for p = 0 (i.e. κ = 8), in which case D(·) is a two-
dimensional simple random walk and the limiting object is a pair of independent Brownian excursions,
follows from basic scaling limit results for simple random walks. See [DW15b, Theorem 4] for a much
more general statement.
We remark that there are several other results in the literature concerning scaling limits of random
walks conditioned to stay in a cone (and possibly on their endpoint); see, e.g. [Shi91, Gar11, DW15a,
DW15b]. Theorem 1.8 extends [DW15b, Theorem 4] to a certain non-Markovian random walk.
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We will also obtain a finite-volume analogue of the main result of [GMS15]. To state this result, we
need to recall some definitions from [GMS15].
Definition 1.9. A time t is called a (weak) pi/2-cone time for a function Z = (U, V ) : R→ R2 if there
exists t′ < t such that Us ≥ Ut and Vs ≥ Vt for s ∈ [t′, t]. Equivalently, Z([t′, t]) is contained in the
“cone” Zt + {z ∈ C : arg z ∈ [0, pi/2]}. We write vZ(t) for the infimum of the times t′ for which this
condition is satisfied, i.e. vZ(t) is the entrance time of the cone. The pi/2-cone interval corresponding
to the time t is [vZ(t), t]. We say that t is a left (resp. right) pi/2-cone time if Vt = VvZ(t) (resp.
Ut = UvZ(t)). Two pi/2-cone times for Z are said to be in the same direction if they are both left or
both right pi/2-cone times, and in the opposite direction otherwise. For a pi/2-cone time t, we write
uZ(t) for the supremum of the times t
∗ < t such that
inf
s∈[t∗,t]
Us < Ut and inf
s∈[t∗,t]
Vs < Vt.
That is, uZ(t) is the last time before t that Z crosses the boundary line of the cone which it does not
cross at time vZ(t).
If i ∈ Z is such that Xi = F , then i/n and (i − 1)/n are (weak) pi/2-cone time for Zn with
vZn((i− 1)/n) = φ(i)/n.
Definition 1.10. A pi/2-cone time for Z is called a maximal pi/2-cone time in an (open or closed)
interval I ⊂ R if [vZ(t), t] ⊂ I and there is no pi/2-cone time t′ for Z such that [vZ(t′), t′] ⊂ I and
[vZ(t), t] ⊂ (vZ(t′), t′). An integer i ∈ Z is called a maximal flexible order time in an interval I ⊂ R if
Xi = F , {φ(i), . . . , i} ⊂ I, and there is no i′ ∈ Z with φ(i′) = F , {φ(i), . . . , i} ⊂ {φ(i′) + 1, . . . , i′−1},
and {φ(i′), . . . , i′} ⊂ I.
We can now state our second main result, which is an exact analogue of [GMS15, Theorem 1.9] in
the setting where we condition on {X(1, 2n) = ∅}.
Theorem 1.11. Let Z˙ = (U˙ , V˙ ) be a correlated two-dimensional Brownian motion as in (4) conditioned
to stay in the first quadrant during the time interval [0, 2] and satisfy Z˙(2) = 0. Let T be the set of pi/2-
cone times for Z˙. For n ∈ N, let X˙n = X˙n1 . . . X˙n2n be sampled according to the law of the word X1 . . . X2n
conditioned on the event {X(1, 2n) = ∅} and let Z˙n : [0, 2]→ R2 be the path (9) corresponding to X˙n.
Let In be the set of i ∈ [1, 2n]Z such that X˙ni = F and for n ∈ N let Tn = {n−1(i− 1) : i ∈ In}. Fix
a countable dense set Q ⊂ R. There is a coupling of the sequence (X˙n) with the path Z˙ such that the
following holds a.s.
(1) Z˙n → Z˙ uniformly.
(2) T is precisely the set of limits of convergent sequences (tnj ) ∈ Tnj satisfying lim infj→∞(tnj −
vZ˙nj (tnj )) > 0 as (nj) ranges over all strictly increasing sequences of positive integers.
(3) For each sequence of times tnj ∈ Tnj as in condition 2, we have limj→∞ vZ˙nj (tnj ) = vZ˙(t),
limj→∞ uZ˙nj (tnj ) = uZ˙(t), and the direction of the pi/2-cone time tnj is the same as the direc-
tion of t for sufficiently large j.
(4) Suppose given an open interval I ⊂ [0, 2] with endpoints in Q and a ∈ I ∩ Q. Let t be the
maximal (Definition 1.10) pi/2-cone time for Z˙ in I with a ∈ [vZ˙(t), t]. For n ∈ N, let in be the
maximal flexible order time (with respect to X˙n) i in nI with an ∈ [φ(i), i] (if such an i exists)
and in = banc otherwise; and let tn = n−1in. Then a.s. tn → t.
(5) For a ∈ (0, 2) and a ∈ (0, 2), let τa,r be the smallest pi/2-cone time t for Z˙ such that t ≥ a
and t − vZ˙(t) ≥ r. For n ∈ N, let ιa,rn be the smallest i ∈ N such that Xni = F , i ≥ an, and
i−φ(i) ≥ rn−1; and let τa,rn = n−1ιa,rn . We have τa,rn → τa,r for each (a, r) ∈ Q×(Q∩(0,∞)).
Theorem 1.11 will turn out to be a straightforward consequence of our proof of Theorem 1.8 combined
with [GMS15, Theorem 1.9].
The pi/2-cone times of the correlated Brownian motion Z˙ encode the CLEκ loops on a γ-quantum
sphere; whereas the times i for which Xi = F encode the FK loops on the FK planar map (M,L)
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(see [DMS14,GMS15,GM15b] for more details regarding this correspondence). Therefore, Theorems 1.8
and 1.11 together imply that many interesting functionals of the FK loops (e.g. the boundary lengths
and areas of their complementary connected components and the adjacency graph on the set of loops)
converge in the scaling limit to the corresponding functionals of the CLEκ loops on a γ-quantum sphere.
This answers [DMS14, Question 13.3] in the finite volume case.
1.3. Outline. In this subsection we will give an overview of the proofs of our main results and some
motivation for our method. We will also describe the content of the remainder of this article.
Remark 1.12. Sections 2 through 6 can be read largely independently of each other. Only a few main
results from each section are needed in subsequent sections, and these main results are stated near the
beginning of each section.
In Section 2, we will describe how to make sense of Brownian motion conditioned on various zero-
probability events. In particular, we will give a new construction of the limiting object in Theorem 1.8
(which was originally constructed in [MS15e, Section 3]) which gives an explicit formula for the law of
the conditioned Brownian path at each time.
In the remainder of the paper, we turn our attention to the proofs of Theorems 1.8 and 1.11. See
Figure 1 for an illustration of our argument.
l
D(ι0)
D(φ(ι0))
Figure 1. An illustration of the proof of Theorems 1.8 and 1.11. The left figure
shows that path D of (8) on the event {X(1, 2n) = ∅}. The first step, accomplished in
Section 3, is to prove the existence of a large interval [φ(ι0), ι0]Z with ι0−φ(ι0) ≈ 2n−nξ
for ξ slightly smaller than 1. The image of this interval under the path D is the left
curve minus the two red segments. We then condition on the two red segments and
consider the problem of showing convergence conditioned on the event that X(1, 2n)
contains l  nξ/2 cheeseburger orders and no other symbols (right figure). We analyze
this situation by first growing the curve backward up to time −(2n − δn) for fixed
δ > 0 (blue segment). Conditional on a realization of the blue curve, we continue until
we get to a certain time j at distance of order nξ from 2n, with the property that
each coordinate of D(X(−j,−1) lies at distance of order nξ/2 from the origin (green
segment). Estimates for this segment of the curve are proven in Sections 4 and 5.
Finally, we grow the purple segment of the curve until the path exits the first quadrant
at l. We analyze this part of the curve using the results of [GS15] together with the
regularity conditions on the event of Section 3.
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The basic idea of the proofs of Theorems 1.8 and 1.11 is as follows. Let δ > 0 be small but independent
of n. Suppose we read the word X backward and we are given a realization x of X−m . . . X−1 for some
m ∈ [2n− δn, 2n]Z such that the reduced word R(x) contains no burgers. Let h(x) = N H (R(x)) and
c(x) = N
C
(R(x)) be the number of hamburger orders and cheeseburger orders, respectively, in the
reduced word corresponding to this realization, as in Definition 1.7. Ideally, we would like to establish
the following (although we will actually prove something similar but more complicated).
• P (X(−2n,−1) = ∅ |X−m . . . X−1 = x) is bounded above by a constant times n−1−µ times a
slowly varying function of n, no matter how pathological the realization x is.
• For a typical realization x, P (X(−2n,−1) = ∅ |X−m . . . X−1 = x) is bounded below by a con-
stant times n−1−µ times this same slowly varying function of n.
• Conditional on {X(−2n,−1) = ∅} andX−m . . . X−1 = x, it is unlikely that supi∈[m,2n]Z |X(−j,−m−
1)| is larger than n1/2 times some quantity which tends to 0 as δ → 0.
• P (X(−2n,−1) = ∅ |X−m . . . X−1 = x) depends “continuously” on (h(x), c(x)), in the sense that
P (X(−2n,−1) = ∅ |X−m . . . X−1 = x)
P (X(−2n,−1) = ∅ |X−m . . . X−1 = x′)
is close to 1 when |h(x) − h(x′)| and |c(x) − c(x′)| are bounded above by a small multiple of
n1/2.
Using Bayes rule and the above statements, one obtains that the conditional law of X−m . . . X−1 given
{X(−2n,−1) = ∅} is close to its conditional law given only that X(−m,−1) contains no burgers; and
that the path Zn(−·) unlikely to move very much between times n−1m and 2 when we condition on
{X(−2n,−1) = ∅} and X−m . . . X−1 = x. This allows us to compare the limit of the conditional law of
Zn given {X(−2n,−1) = ∅} to the limit of the conditional law of Zn given that X(−2n,−1) contains
no orders. This latter scaling limit is obtained in [GMS15, Theorem 4.1]. See [GS15] for a similar
argument when we condition the tip of the path Zn to be in the interior of the first quadrant, rather
than at the origin; and [CC13, DW15b] for similar arguments in the case of random walks with iid
increments.
In order to use the above approach, one requires “local estimates”, i.e. estimates for the probability
that the word X(−2n,−m− 1) contains a particular number of symbols of a given type, under various
conditionings. Several such estimates are proven in [GS15], and we will expand on these estimates in
this paper.
However, local estimates are not sufficient for our purposes, for the following reason. The event
{X(−2n,−1) = ∅} is not determined solely by the number of symbols of each type in X(−2n,−m− 1)
and X(−m,−1). Rather, due to the presence of F -symbols, this event depends in a complicated
way on the precise ordering of the symbols in these two words. We know by [GMS15, Corollary 5.2]
that with overwhelming probability, the number of F -symbols in X(−m,−1) is of order at most
n1−µ+on(1) = on(n1/2). Nevertheless, fluctuations of order n1−µ+on(1) due to these flexible orders
can still effect whether X(−2n,−1) = ∅. Even inductive arguments as in [GS15, Section 5] produce
estimates which are off by a factor of non(1), which is not sufficiently precise for our purposes.
We are unable to address the combinatorics of how the words X(−2n,−m−1) and X(−m,−1) match
up in the presence of F -symbols (indeed, we expect that it is not possible to do so in a sufficiently
precise way for our purposes). Instead, we use various methods to avoid dealing with the matches of
flexible orders directly.
In Section 3, we prove a proposition which reduces the problem of showing convergence conditioned
on {X(−2n,−1) = ∅} to the problem of showing convergence conditioned on the event that X(−2n,−1)
contains a specific number (say l) of cheeseburger orders, with l  nξ/2 for ξ a little smaller than 1, and
no other symbols; plus some further regularity conditions. This problem turns out to be more tractable
than the original problem, since we can arrange that with high probability there is a k ∈ N with
k  nξ with the property that all of the flexible orders in X(−2n+ k,−1) are matched to hamburgers
in X(−2n,−2n+ k − 1) (so we only need to estimate about the total number of symbols of each type
in X(−2n,−2n+ k − 1), not their ordering).
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In order to reduce our problem in this manner, we will exploit a symmetry of finite-volume FK planar
maps which does not have a straightforward description in terms of the hamburger-cheeseburger model.
Namely, we will use that the law of a finite-volume rooted FK planar map is invariant under uniform
re-rooting. For this argument we read the word X forward, rather than backward. The scaling limit
results of [GMS15, GM15b] allow us to compare the local behavior of the FK loops on a finite-volume
FK planar maps to the local behavior of CLEκ loops on a γ-quantum cone when n is large. Using this,
we will argue that if n is large and we condition on {X(1, 2n) = ∅}, then with high probability the
following is true. Let (M, e0,L) be the rooted FK planar map associated with X1, . . . , X2n. Also let
(Q, e0) be the associated quadrangulation as in [She11, Section 4.1]. Then times i ∈ [1, 2n]Z correspond
to edges λ(i) of Q which are contained in a complementary connected component of some loop with
area  nξ and boundary length  nξ/2. By the explicit description of the loops of L in terms of the
F -symbols in the word X1 . . . X2n, if i ∈ [1, 2n]Z is such a time and we re-choose the root edge of
e0 of the FK planar map in such a way that λ(i) becomes the root edge of Q, then there is a time
ιn0 ∈ [2n − nξ, 2n]Z such that Xιn0 = F , Xφ(ιn0 ) = H , φ(ιn0 ) ∈ [0, nξ]Z, and |X(φ(ιn0 ), ιn0 )|  nξ/2.
By invariance of the rooted FK planar map (M, e0,L) under uniform rerooting, this shows that such
a time ιn0 exists with high probability when we condition on {X(1, 2n) = ∅}. The restriction of Zn
to [n−1φ(ιn0 ), n
−1ιn0 ] is likely to be close to Z
n itself, and the conditional law of Xφ(ιn0 ) . . . Xιn0 given
φ(ιn0 ), ι
n
0 , and |X(φ(ιn0 ), ιn0 )| is the same as its conditional law given that X(φ(ιn0 ), ιn0 ) contains exactly
|X(φ(ιn0 ), ιn0 )| cheeseburger orders and no other symbols. This accomplishes the desired reduction.
In Section 4, we will establish the existence of a time pin with the following properties. On the event of
Section 3, each cheeseburger in X(−J,−pin−1) is matched to a cheeseburger order in X(−pin,−1) (with
J as in (10)); and, although pin is not a stopping time for the word X, read backward, the conditional
law of X−J . . . X−pin−1 is “close” to the conditional law we would get if pin were a stopping time. The
time pin corresponds to the last point of the green segment and the first point of the purple segment in
Figure 1. The aforementioned properties of pin will enable us to apply the estimates of [GS15] to the
purple segment in Figure 1.
In Section 5, we will use the results of Section 4 together with the estimates of [GS15] to estimate
the conditional probability that the path D exits the first quadrant at the marked point l in Figure 1
given a realization of the blue part of the path. These estimates will be used together with Bayes’ rule
to compare the conditional law of the blue part of the path in Figure 1 given the event depicted on
the right side of the figure to its conditional law given only that it stays in the first quadrant until
time m; this latter conditional law can in turn be estimated using [GMS15, Theorem 4.1]. Roughly
speaking, we obtain that the former law is absolutely continuous with respect to the latter, with Radon-
Nikodym derivative bounded independently of n and of l  nξ/2; see Propositions 5.2 and 5.3 for precise
statements.
In Section 6, we will combine the results of Sections 2, 3, and 5 to prove Theorems 1.8 and 1.11. The
results of Sections 5 and 3 almost immediately imply tightness of the conditional laws of Zn|[0,2] given
{X(1, 2n) = ∅}. Hence to prove Theorem 1.8 we just need to show that any subsequently limiting law
is that of the path Z˙ in Theorem 1.8.
The estimates of Section 5 are not quite enough for this purpose, as these estimates are off by constant
factors, so can at best tell us that a subsequential limiting law is mutually absolutely continuous with
respect to the law of Z˙ when restricted to [0, t] for t < 2. To get around this difficulty, we use an
argument which is similar to the argument of the earlier sections of the paper, but with a small multiple
of n1/2 in place of nξ/2. Namely, we use the results of Sections 3 and 5 to show that with high
conditional probability given {X(1, 2n) = ∅}, there is a “macroscopic F -interval” in [1, 2n]Z satisfying
certain conditions, i.e., an i ∈ [1, 2n]Z such that Xi = F , Xφ(i) = H , 2n− i and φ(i) are small (but n-
independent) multiples of n1/2; |X(φ(i), i)| is a small (but n-independent) multiple of n1/2; and several
regularity conditions are satisfied. We then condition on X1 . . . Xφ(i)−1, Xi . . . X2n, and |X(φ(i), i)| for
such an i and show that, roughly speaking, the conditional law of the restriction of Zn to [φ(i)/n, i/n]
is close to what we expect it to be in the limit. This will yield Theorem 1.8. Our second main result
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Theorem 1.11 is extracted in Section 6.5 from the same estimates used to prove Theorem 1.8 together
with the results of [GMS15].
2. Conditioned Brownian motion
2.1. Definitions and characterization lemmas. In this section we will consider a correlated two-
dimensional Brownian motion Z = (U, V ) as in (4) conditioned on various zero-probability events.
We start by considering the law of Z conditioned to stay in the first quadrant, which is also studied
in [Shi85, GMS15]. In [Shi85, Theorem 2], Shimura proves, for each θ ∈ (0, 2pi), the existence of
a probability measure on the space of continuous functions [0, 1] → R2 which is interpreted as the
law of a standard two-dimensional Brownian motion (started from 0) conditioned to stay in the cone
{z ∈ C : 0 ≤ arg z ≤ θ} for one unit of time. By applying an appropriate linear transformation to a
path with this law, we obtain a random path Ẑ which we interpret as the correlated two-dimensional
Brownian motion Z in (4) conditioned to stay in the first quadrant for one unit of time. By scaling,
one obtains the law of Z conditioned to stay in the first quadrant for a general t > 0 units of time. The
following lemma, which is [GMS15, Lemma 2.1], uniquely characterizes the law of Ẑ.
Lemma 2.1 ( [GMS15]). Let Ẑ = (Û , V̂ ) : [0, 1] → R2 be a random path distributed according to the
conditional law of Z (started from 0) given that it stays in the first quadrant for one unit of time. Then
Ẑ is a.s. continuous and satisfies the following conditions.
(1) For each t ∈ (0, 1], a.s. Û(t) > 0 and V̂ (t) > 0.
(2) For each t ∈ (0, 1), the regular conditional law of Ẑ|[t,1] given Ẑ|[0,t] is that of a Brownian
motion with covariances as in (4), starting from Ẑ(t), parametrized by [t, 1], and conditioned
on the (a.s. positive probability) event that it stays in the first quadrant.
If Z˜ : [0, 1] → R2 is another random a.s. continuous path satisfying the above two conditions, then
Z˜
d
= Ẑ.
We will also need to consider the law of the correlated Brownian motion Z of (4) (started from 0)
conditioned to stay in the first quadrant for one unit of time and return to the origin at time 0. This
law is described in [MS15e, Theorem 3.1], and (by that theorem) is uniquely characterized as follows.
Lemma 2.2. Let Z˙ = (U˙ , V˙ ) : [0, 1]→ R2 be sampled from the conditional law of Z|[0,1] (started from
0) given that it stays in the first quadrant and returns to 0 at time 1. Then Z˙ is a.s. continuous and
satisfies the following conditions.
(1) For each t ∈ [0, 1], a.s. U˙(t) 6= 0 and V˙ (t) 6= 0.
(2) For each 0 < s < t < 1, the regular conditional law of Z˙|[s,t] given Z˙|[0,s] and Z˙|[t,1] is that
of a Brownian bridge with covariances as in (4) from Z˙(s) to Z˙(t), parametrized by [s, t], and
conditioned on the (a.s. positive probability) event that it stays in the first quadrant.
If Z¨ : [0, 1]→ R2 is another random continuous path satisfying the above two conditions, then Z¨ d= Z˙.
Lemma 2.2 is stated for the time interval [0, 1], but by Brownian scaling the analogous statement
holds for [0, T ] for any fixed T > 0. In particular, for T = 2 we get the limiting law in Theorem 1.8.
We note that Brownian motion conditioned to stay in a cone and return to the origin at time 1 (as
well as more general conditioned Brownian motions) is also studied in [DW15a, DW15b] as a limit of
conditioned random walks with iid increments.
2.2. A more explicit construction of a correlated Brownian loop in the first quadrant. In
this subsection we will give an alternative construction of correlated Brownian motion Z˙ conditioned
to stay in the first quadrant for one unit of time and satisfy Z˙(1) = 0. Our construction gives a
stronger convergence statement and more information about the limiting law than the construction
in [MS15e, Section 3].
To state our result, we need the following notation. Let Ẑ = (Û , V̂ ) be a random path with the
law of Z started from 0 and conditioned to stay in the first quadrant until time 1, as in Section 2.1.
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For t > 1, let f̂t be the density with respect to Lebesgue measure of the law of Ẑ
t(t), where Ẑt is a
correlated Brownian motion as in (4) started from 0 and conditioned to stay in the first quadrant until
time t. By [Shi85, Equation 3.2] and Brownian scaling,
(13) f̂t(z) =
detA
2µΓ(µ)t1+µ
|Az|2µe−|Az|2/2t sin (2µ arg(Az))
where
(14) A :=
√
2(1− p)
1− 2p
(
1 − p1−p
0
√
1−2p
1−p
)
,
so that AẐ is a standard two-dimensional Brownian (i.e. zero covariance and unit means) motion
conditioned to stay in a cone. Note that our µ is equal to 1/2 times the exponent µ of [Shi85].
The main result of this section is the following.
Proposition 2.3. Suppose we are in the setting described just above. Fix C > 1 and for δ > 0, let
(15) Bδ(C) :=
{
Ẑ(1) ∈
[
C−1δ1/2, Cδ1/2
]}
.
(1) As δ → 0, the conditional laws of Ẑ given Bδ(C) converges weakly (with respect to the uniform
topology) to the law of a correlated Brownian motion Z˙ with covariance as in (4) conditioned
to stay in the first quadrant until time 1 and satisfy Z˙(1) = 0.
(2) For each fixed t ∈ (0, 1), the conditional law of Ẑ|[0,t] given Bδ(C) converges in the strong
topology to the law of Z˙|[0,1] as δ → 0, in the sense that for each Borel measurable subset U of
the set of paths [0, t]→ R2,
(16) P
(
Ẑ|[0,t] ∈ U |Bδ(C)
)
→ P
(
Z˙|[0,t] ∈ U
)
.
(3) For each t ∈ (0, 1), the laws of Z˙|[0,t] and Ẑ|[0,t] are mutually absolutely continuous, and the
Radon-Nikodym derivative of the law of Z˙|[0,t] with respect to the law of Ẑ|[0,t] is given by
gt(Z˙(t)), where
(17) gt(z) :=
ctf̂1−t(z)
Pz (Z([0, 1− t]) ⊂ (0,∞)2)
with ct a normalizing constant, f̂1−t(z) as in (13), and Pz the law of a correlated Brownian
motion as in (4) started from z.
For the proof of Proposition 2.3, we use the following notation.
• For z ∈ R2, let Pz be as in the statement of Proposition 2.3 and let fzt be the density of Z(t)
under Pz (with respect to Lebesgue measure). Let Ez be the corresponding expectation.
• Let Gt be the event that Z stays in the first quadrant until time t.
• For z, w ∈ R2 and t ∈ R, let Pz,wt be the law of a correlated two-dimensional Brownian bridge
from z to w in time t, with covariance as in (4).
• For t ∈ [0, 1] let f̂1t be the density of the unconditional law of Ẑ(t) with respect to Lebesgue
measure.
Lemma 2.4. Fix C > 1 and t ∈ (0, 1). For δ > 0, let Bδ(C) be defined as in (15). For each bounded
measurable function ψ : (0,∞)2 → (0,∞)2, we have
lim
δ→0
E
(
ψ(Ẑ(t)) | Bδ(C)
)
=
∫
(0,∞)2 ψ(z)gt(z)f̂
1
t (z) dz∫
(0,∞)2 gt(z)f̂
1
t (z) dz
,
with gt as in (17) and f̂
1
t defined just above.
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Proof. For the proof we use the notation introduced just above. For each t ∈ (0, 1), the conditional law
of Ẑ|[t,1] given Ẑ|[0,t] is PẐ(t) (· |G1−t). Therefore,
E
(
ψ(Ẑ(t))1Bδ(C) | Ẑ|[0,t]
)
=
PẐ(t)
(
Z(1− t) ∈ [C−1δ1/2, Cδ1/2]2 , G1−t)ψ(Ẑ(t))
PẐ(t) (G1−t)
=
EẐ(t)
(
PẐ(t) (G1−t |Z(1− t))1(Z(1−t)∈[C−1δ1/2,Cδ1/2]2)
)
ψ(Z(t))
Xt(Ẑ(t))
(18)
where
(19) Xt(z) := P
z (G1−t) .
For each z ∈ R2, the regular conditional law of Z|[0,1−t] given Z(1− t) under Pz is Pz,Z(1−t)1−t . Further-
more, the density of the law of Z(1 − t) under Pz with respect to Lebesgue measure is given by fz1−t.
Therefore, taking expectations in (18) yields∫
(0,∞)2
∫
[C−1δ1/2,Cδ1/2]
2
P
z,w
1−t (G1−t) f
z
1−t (w)ψ(z)f̂
1
t (z)Xt(z)
−1 dw dz.(20)
By reversibility of Brownian bridge, we have Pz,w1−t (G1−t) = P
w,z
1−t (G1−t). Furthermore, the Gaussian
density fz1−t(w) is symmetric in z and w. By combining these observations with Fubini’s theorem, we
see that (20) equals∫
[C−1δ1/2,Cδ1/2]
2
∫
(0,∞)2
P
w,z
1−t (G1−t) f
w
1−t (z)ψ(z)f̂
1
t (z)Xt(z)
−1 dz dw
=
∫
[C−1δ1/2,Cδ1/2]
2
Ew
(
ψ(Z(1− t))f̂1t (Z(1− t))Xt(Z(1− t))−11G1−t
)
dw.
For w ∈ (0,∞)2, let A be as in (14) and let
∆(w) := |Aw|2µ sin (2µ argAw) .
It is clear from [Shi85, Equation 3.2] (which gives an explicit formula for the density of AẐ(t)) that
f̂1t (z)Xt(z)
−1 is a bounded function of z. By [Shi85, Corollary to Lemma 4] and the discussion imme-
diately thereafter, for w ∈ [C−1δ1/2, Cδ1/2]2 we have
Ew
(
ψ(Z(1− t))f̂1t (Z(1− t))Xt(Z(1− t))−11G1−t
)
= a0∆(w)
(∫
(0,∞)2
ψ(z)f̂1t (z)Xt(z)
−1f̂1−t(z) dz + oδ(1)
)
where a0 is a finite positive constant depending only on p and the oδ(1) depends only on C, t0, and ψ
(and in particular is uniform for w ∈ [C−1δ1/2, Cδ1/2]2). Therefore,
E
(
ψ(Z˜(t))1Bδ(C)
)
= a0
∫
[C−1δ1/2,Cδ1/2]
2
∫
(0,∞)2
∆(w)ψ(z)f̂1t (z)Xt(z)
−1f̂1−t(z) dz dw + oδ(δ1+µ)
= a0
(∫
(0,∞)2
ψ(z)f̂1t (z)gt(z) dz
)(∫
[C−1δ1/2,Cδ1/2]
2
∆(w) dw
)
+ oδ(δ
1+µ).(21)
In particular, by taking ψ ≡ 1 we get
(22) P
(Bδ(C)) = a0(∫
(0,∞)2
f̂1t (z)gt(z) dz
)(∫
[C−1δ1/2,Cδ1/2]
2
∆(w) dw
)
+ oδ(δ
1+µ).
By combining (21) and (22), we obtain the statement of the lemma. 
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Lemma 2.5. Fix C > 1 and  > 0. There exists t ∈ (0, 1) and δ > 0, depending only on C and ,
such that for δ ∈ (0, δ] we have
P
(
sup
t∈[t,1]
|Ẑ(t)| ≤  | Bδ(C)
)
≥ 1− .
Proof. For  > 0 and t ∈ (0, 1), let
F 1−t :=
{
sup
s∈[0,1−t]
|Z(s)| > 
}
.
By a similar argument to the one leading to (20) of Lemma 2.4, we have
P
(
sup
t∈[t,1]
|Ẑ(t)| > , Bδ(C)
)
=
∫
[C−1δ1/2,Cδ1/2]
2
Ew
(
f̂1t (Z(1− t))Xt(z)−11F 1−t∩G1−t
)
dw
=
∫
[C−1δ1/2,Cδ1/2]
2
Ew
(
f̂1t (Z(1− t))Xt(z)−11F 1−t |G1−t
)
Pw (G1−t) dw.(23)
with Xt(z) as in (19). Furthermore, by (20) with ψ ≡ 1,
P
(Bδ(C)) = ∫
[C−1δ1/2,Cδ1/2]
2
Ew
(
f̂1t (Z(1− t)) |G1−t
)
Pw (G1−t) dw.(24)
By [Shi85, Theorem 2], for each fixed t > 0
Ew
(
f̂1t (Z(1− t))Xt(z)−11F 1−t |G1−t
)
→ E
(
f̂1t (Ẑ(1− t))Xt(z)−11F 1−t
)
Ew
(
f̂1t (Z(1− t))Xt(z)−1 |G1−t
)
→ E
(
f̂1t (Ẑ(1− t))Xt(z)−1
)
as δ → 0, uniformly over all w ∈ [C−1δ1/2, Cδ1/2]2. By continuity of Ẑ, it follows that for each  > 0
and α > 0, there exists t ∈ (0, 1) and δ > 0, depending only on C, , and α such that for δ ∈ (0, δ]
and w ∈ [C−1δ1/2, Cδ1/2]2, we have
(25) Ew
(
f̂1t(Z(1− t))Xt(z)−11F 1−t |G1−t
)
≤ αEw
(
f̂1t (Z(1− t)) |G1−t
)
.
By [Shi85, Equation 4.2] and scale invariance, for w ∈ [C−1δ1/2, Cδ1/2]2 we have
Pw (G1−t)  (1− t)−µδµ,
with the implicit constant depending only on C. It therefore follows from (23), (24), and (25) that for
δ ∈ (0, δ] we have
P
(
sup
t∈[t,1]
|Ẑ(t)| >  | Bδ(C)
)
 α
with the implicit constant depending only on C. We now conclude by choosing α smaller than  divided
by this implicit constant. 
Proof of Proposition 2.3. Let U be as in the statement of the proposition. For z ∈ (0,∞)2, the regular
conditional law of Ẑ|[0,t] given {Ẑ(t) = z} and the event Bδ(C) is that of a correlated Brownian motion
as in (4) conditioned to stay in the first quadrant for t units of time and end up at z (see [GS15] for a
definition of this object). By [GS15, Lemma 1.11] and Lemma 2.2, the same is true of the conditional
law of Z˙ given {Z˙(t) = z}. Therefore, if δ < 1− t then
P
(
Ẑ|[0,t] ∈ U | Ẑ(t) = z, Bδ(C)
)
= P
(
Z˙|[0,t] ∈ U | Z˙(t) = z
)
.
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Call this quantity ψ(z). By Lemma 2.4 applied with this choice of ψ, it follows that
lim
δ→0
P
(
Ẑ|[0,t] ∈ U |Bδ(C)
)
= lim
δ→0
E
(
ψ(Ẑ(t)) | Bδ(C)
)
=
∫
(0,∞)2 ψ(z)gt(z)f̂
1
t (z) dz∫
(0,∞)2 gt(z)f̂
1
t (z) dz
.(26)
By (26), Lemma 2.5, and the Arze´la-Ascoli theorem, the family of conditional laws of Ẑ given Bδ(C)
for δ ∈ (0, 1) is tight. Let Z¨ be discributed according to any weak subsequential limit of these laws.
By (26), for each t ∈ (0, 1), the law of Z¨|[0,1] is obtained by re-weighting the unconditional law of
Ẑ|[0,t] by gt(Z¨(t)). Since this reweighting depends only on Ẑ(t), it follows that for each such t and a.e.
z ∈ (0,∞)2, the regular conditional law of Z¨|[0,t] given {Z¨(t) = z} is the same as the regular conditional
law of Ẑ|[0,t] given {Ẑ(t) = z}. By condition 2 of Lemma 2.1, for each s ∈ (0, t), the regular conditional
law of Ẑ|[s,t] given Ẑ(s) and Ẑ(t) is that of a Brownian bridge from Ẑ(s) to Ẑ(t) conditioned to stay
in the first quadrant. Therefore the same is true for Z¨. In other words, Z¨ satisfies condition 2 of
Lemma 2.2. It is clear from (26) that condition 1 of the same lemma is also satisfied. Thus Z¨
d
= Z˙.
This proves the first assertion of the proposition. The other two assertions are clear from (26). 
Remark 2.6. For δ > 0, let Ẑδ be a correlated Brownian motion as in (4) conditioned to stay in the
first quadrant for 1− δ units of time, so that Ẑδ|[1−δ,1] evolves as a Brownian motion as in (4) with no
conditioning. Also let
(27) B˜δ(C) :=
{
Ẑδ(1− δ) ∈
[
C−1δ1/2, Cδ1/2
]}
.
Essentially the same argument used to prove Proposition 2.3 shows that the statement of the proposition
remains true if we substitute Ẑδ for Ẑ and B˜δ(C) for Bδ(C). This fact will be used in Section 6.3 below.
3. Existence of a large loop
3.1. Statement and relationships between events. In this section we will prove a proposition
which will eventually allow us to reduce the proof of Theorem 1.8 to a convergence statement for the
path Zn conditioned on the event that X(1, n) contains a particular number l  nξ/2 of hamburger
orders and no other symbols (plus some regularity conditions.
Throughout this section we will use the following notation. Fix ξ ∈ (0, 1). For n ∈ N and 0 > 0, let
ιn0 = ι
n
0 (0) be the largest i ∈ [1, 2n]Z for which the following holds.
(1) Xi = F and Xφ(i) = H .
(2) 2n− nξ ≤ i− φ(i) ≤ 2n− 0nξ.
(3) 0n
ξ/2 ≤ |X(φ(i), i)| ≤ −10 nξ/2.
(4) The smallest i ∈ [ιn0 + 1, 2n]Z with Xi = F and φ(i) < φ(ιn0 ) (equivalently φ(i) < ιn0 ) satisfies
Xφ(i) = C .
If no such i exists, we set ιn0 = 0.
Also let ιn1 = ι
n
1 (0) be the largest i ∈ [φ(ιn0 ), ιn0 ]Z for which Xi = F , Xφ(i) = C , and i − φ(i) ≥
1
2 (ι
n
0 − φ(ιn0 )). We set ιn1 = 0 if no such i exists.
Remark 3.1. If ιn0 > 0, ι
n
1 < ι
n
0 , and {X(1, 2n) = ∅}, then under the bijection of [She11, Section
4.1], Xφ(ιn0 ) . . . Xιn0 corresponds to the largest complementary connected component of a certain loop
in the FK planar map corresponding to X1 . . . X2n; and Xφ(ιn1 ) . . . Xιn1 corresponds to a complemen-
tary connected component of one of the outermost loops contained in this complementary connected
component. See also [GM15b].
The main result of this section is the following proposition.
Proposition 3.2. For 0, 1 > 0, let Gn = Gn(0, 1) be the event that ιn0 = ιn0 (0) > 0, ιn1 = ιn1 (0) > 0,
X(1, 2n) = ∅, and the following additional conditions hold.
(1) ιn1 − φ(ιn1 ) ≥ ιn0 − φ(ιn0 )− −11 (ιn0 − φ(ιn0 ))ξ.
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(2) |X(φ(ιn1 ), ιn1 )| ≥ 1 (ιn0 − φ(ιn0 ))ξ/2.
For each q ∈ (0, 1), there exists 0, 1 > 0 and n∗ ∈ N such that for n ≥ n∗,
P (Gn |X(1, 2n) = ∅) ≥ 1− q.
The reason for introducing the times ιn0 and ι
n
1 is that conditioning on φ(ι
n
0 ), ι
n
0 , and |X(φ(ιn0 ), ιn0 )|
will allow us to reduce the problem of studying the conditional law of X1 . . . X2n given {X(1, 2n) = ∅}
to the more tractable problem of studying its conditional law given the following event.
Definition 3.3. Let J be the smallest j ∈ N for which X(−j,−1) contains a burger. For n ∈ N and
l ∈ N, let Ê ln be the event that J = n, X−J = H , and X(−n,−1) contains exactly one hamburger, l
cheeseburger orders, and no other symbols. For 1 > 0, let E ln = E ln(1) be the event that Ê ln occurs and
there exists j ∈ [1, J ]Z such that the following conditions hold.
(1) j ≥ n− −11 nξ.
(2) There are at least 1n
ξ/2 hamburger orders to the left of the leftmost flexible order in X(−j,−1).
(3) Each cheeseburger in X(−J,−j − 1) is matched to a cheeseburger order in X(−j,−1).
Let pin = pin() be the smallest j ∈ [1, J ]Z satisfying the above conditions (if it exists) and otherwise
let pin := J .
Remark 3.4. The time pin of Definition 3.3 is not a stopping time for the word X, read backward.
Rather, for any realization x of X−pin . . . X−1 for which pin < J , the conditional law of X−J . . . X−|x|
given {X−pin . . . X−1 = x} is the same as its conditional given {X−|x| . . . X−1 = x} and the additional
event that each cheeseburger in X(−J,−|x| − 1) is matched to a cheeseburger order in X(−|x|,−1).
Lemma 3.5. Fix 0, 1 > 0. Let ι
n
0 = ι
n
0 (0) and ι
n
1 = ι
n
1 (1) be defined as above and let Gn = Gn(0, 1)
be the event of Proposition 3.2. Also let G′n = G′n(0, 1) be the event that ιn0 > 0, X(1, 2n) = ∅, and
there exists i ∈ [φ(ιn0 ), ιn0 ]Z such that the following conditions hold:
(1) i ≤ φ(ιn0 ) + −11 (ιn0 − φ(ιn0 ))ξ.
(2) There are at least 1 (ι
n
0 − φ(ιn0 ))ξ/2 hamburger orders to the left of the leftmost flexible order in
X(i, ιn0 ).
(3) Each cheeseburger in X(φ(ιn0 ), i− 1) is matched to a cheeseburger order in X(i, ιn0 ).
Then Gn ⊂ G′n, so for each q ∈ (0, 1), there exists 0, 1 > 0 and n∗ ∈ N such that for n ≥ n∗,
P (G′n |X(1, 2n) = ∅) ≥ 1− q.
Proof. Observe that if Gn occurs, then the conditions for the time i in the definition of G′n are satisfied
with i = φ(ιn1 ). Indeed, the conditions 1 and 2 in the definition of Gn imply the conditions 1 and 2
in the definition of G′n. The condition 3 follows from maximality of ιn1 and the fact that X(φ(ιn0 ), ιn0 )
contains no cheeseburgers. 
The reason for our interest in the event G′n of Lemma 3.5 is as follows.
Lemma 3.6. Let 0, 1 > 0. Let ι
n
0 = ι
n
0 (0) be as in the beginning of this subsection and let G′n =
G′n(0, 1) be the event of Lemma 3.5. Suppose given realizations x of X1 . . . Xφ(ιn0 )−1, x′ of Xιn . . . X2n,
and l of |X(φ(ιn0 ), ιn0 )| for which
P
(
X1 . . . Xφ(ιn0 )−1 = x, Xιn . . . X2n = x
′, |X(φ(ιn0 ), ιn0 )| = l, G′n
)
> 0.
Let m := 2n− |x′| − |x| − 1. The conditional law of Xφ(ιn0 ) . . . Xιn0−1 given
{X1 . . . Xφ(ιn0 )−1 = x, Xιn . . . X2n = x′, |X(φ(ιn0 ), ιn0 )| = l, G′n}
is the same as the conditional law of the word X−m . . . X−1 given the event E lm = E lm(1) of Defini-
tion 3.3.
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Proof. Fix x, x′, and l as in the statement of the lemma. Also let n1 := |x|+ 1 and n2 := 2n− |x′| be
the corresponding realizations of φ(ιn0 ) and ι
n
0 , respectively. We first argue that the conditional law of
Xφ(ιn0 ) . . . Xιn0−1 given
(28) {X1 . . . Xφ(ιn0 )−1 = x, Xιn . . . X2n = x′, |X(φ(ιn0 ), ιn0 )| = l, X(1, 2n) = ∅}
is the same as the conditional law of X−m . . . X−1 given the event Ê ln of Definition 3.3.
To see this, we first observe that the event (28) is equal to the intersection of the following events:
E1 :=
{
Xn1 = H , φ(n1) = n2, and X(n1, n2 − 1) contains one H , l C ’s, and no other symbols
}
E2 := {X1 . . . Xn1−1 = x, Xn2 . . . X2n = x′}
E3 := {There is no i ∈ [n2 + 1, 2n]Z satisfying the defining conditions of ιn0}
E4 :=
{
The smallest i ∈ [n2 + 1, 2n]Z with Xi = F and φ(i) < n2 satisfies Xφ(i) = C .
}
E5 := {X(1, 2n) = ∅} .
The events E1 and E2 are independent. The event E3 ∩ E4 ∩ E5 depends only on X(n1, n2 − 1),
Xn2+1 . . . X2n, and X1 . . . Xn1−1, so by our choice of x, x
′, and l, this event always occurs when E1∩E2
occurs. It follows that the conditional law of the word Xn1 . . . Xn2−1 given the event (28) is the same
as its conditional law given E1, which by translation invariance is the same as the conditional law of
X−m . . . X−1 given Ê lm.
It is clear from the definitions of G′n and E lm that if we further condition on G′n, the the conditional
law of Xn1 . . . Xn2−1 under this conditioning is the same as the conditional law of X−m . . . X−1 given
E lm. 
3.2. Defining events in terms of the FK planar map. On the event {X(1, 2n) = ∅}, let (Mn, en0 ,Ln)
be the rooted FK planar map associated with X1 . . . X2n via Sheffield’s bijection. Let (Q
n, en0 ) be the
quadrangulation associated with Mn as in [She11, Section 4.1], i.e. the set of vertices of Qn is the union
of the set of vertices of Mn and the set of faces of Mn; two vertices of Qn are joined by an edge if and
only if these two vertices correspond to a face of Mn and a vertex adjacent to this face; and en0 is the
unique edge of Qn whose primal endpoint is adjacent to en0 and which is the first edge counterclockwise
from en0 with this property. Note that Q
n has 2n edges.
The idea of the proof of Proposition 3.2 is as follows. We will define events Ani = A
n
i (0, 1) for
i ∈ [1, n]Z (which depend only on the “local” behavior of the word near time i) and show that, roughly
speaking, the following holds.
(1) If 0 and 1 are small, then with high probability, A
n
i occurs for most i ∈ [1, n]Z, even if we
condition on {X(1, 2n) = ∅}.
(2) If Ani occurs, X(1, 2n) = ∅, and we choose a new root edge for the FK planar map in such a
way that the ith edge hit by the exploration path in Sheffield’s bijection becomes the root edge
of Qn, then Gn occurs for the word corresponding to the re-rooted map.
The statement of the proposition will follow from this together with invariance of the law of (Mn, en0 ,Ln)
under uniform re-rooting (see Lemma 3.11 below). The operation of choosing a new root edge does not
have a nice description in terms of the word X1 . . . X2n (indeed, we are not aware of a simple criterion
to determine whether two words x and x′ consisting of elements of Θ which have the same length and
both reduce to the empty word correspond under Sheffield’s bijection to the same FK planar map with
two different choices of root edge). Hence to exploit re-rooting invariance of (Mn, en0 ,Ln) we need to
study FK loops rather than burgers and orders.
In the remainder of this subsection we will construct events A˜ni which will eventually be used to
define the events Ani after we zoom in on an interval of length n
ξ. We will define these events in
terms of the infinite-volume rooted FK planar map associated with the bi-infinite word X, which we
denote by (M∞, e∞0 ,L∞). This FK planar map can be obtained from the word X via essentially the
same bijection described in [She11, Section 4.1]. See [BLR15, Che15] for more details regarding the
infinite-volume version of this bijection.
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Let (Q∞, e∞0 ) be the associated rooted quadrangulation (defined in the same manner as the rooted
quadrangulation (Qn, en0 ) at the beginning of this subsection but with (M
∞, e∞0 ) in place of (M
n, en0 )).
Let λ be the path which explores (Q∞, e∞0 ), i.e. λ(i) is the edge of Q
∞ corresponding to the symbol
Xi ∈ Θ under Sheffield’s bijection.
For i ∈ Z and j ∈ N, let {`i,j}j∈N be the ordered sequence of loops in L∞ which surround λ(i),
so that each `i,j is a cyclically ordered set of edges in Q
∞ and `i,j+1 disconnects `i,j from ∞ for each
j ∈ N.
We want to consider complementary connected components of the loops `i,j , which we define as
follows. For the definition we let S and S∗ be the primal and dual FK edge sets for the map M∞.
Definition 3.7. Let ` ∈ L∞ be an FK loop. Let A and A∗ be the clusters of edges in S and S∗ which
are separated by ` (so that A and A∗ are connected). A primal (resp. dual) complementary connected
component of ` is a set of edges U ⊂ Q∞ such that the following is true. There exists a simple cycle C of
S (resp. S∗) which is contained in A (resp. A∗) such that U is the set of edges of Q∞ disconnected from
` by C; and there is no set U ′ of edges of Q∞ satisfying the above property and properly containing U .
In this case we write C = ∂U .
Definition 3.8. Suppose U is a complementary connected component of a loop in L∞. We write
AreaU for the number of edges in U and len ∂U for the number of edges in ∂U .
For i ∈ Z and j ∈ N, let M0i,j (resp. M∞i,j) be the set of edges in Q∞ which belong to the same
complementary connected component of the loop `i,j as λ(i) (resp. the set of edges in Q
∞ which are
disconnected from ∞ by `i,j). See Figure 2 for an illustration.
∂M0i,j
∂M∞i,j
λ(i)
∂M0i,j+1
∂M∞i,j+1
`i,j+1
`i,j
Figure 2. An illustration of two consecutive loops surrounding λ(i) in the infinite-
volume rooted FK planar map (M∞, e∞0 ,L∞) together with the components M0i,j and
M0i,j+1 containing λ(i) and the complements M
∞
i,j and M
∞
i,j+1 of the unbounded com-
ponents. The boundaries of M0i,j+1 and M
∞
i,j (resp. M
0
i,j and M
∞
i,j+1) are either both
formed by edges of S or both formed by edges of S∗, so these pairs of boundaries are
shown in the same color.
Let θ˜i,j (resp. θi,j) be the time at which λ starts (resp. finishes) tracing `i,j , so that [θ˜i,j , θi,j − 1]Z
is the intersection of Z with the smallest interval which contains the set of k ∈ Z such that λ(k) ∈ `i,j .
It follows from the construction in [She11, Section 4.1] that Xθi,j = F and φ(θi,j) = θ˜i,j .
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Fix 0, 1 > 0. For n ∈ N and i ∈ [1, n]Z, let Jni (0) be the smallest j ∈ N for which `i,j is traced by
λ in the counterclockwise direction (equivalently Xθi,j = H ),
AreaM∞i,j ≥ 0n, and 0n1/2 ≤ len ∂M∞i,j ≤ −10 n1/2.
Here we use the notation of Definition 3.8. Set Jni (0) = 0 if no such j exists. Write
θni := θi,Jni (0), M
n
i := M
∞
i,Jni (0)
, `ni := `i,Jni (0)
θ
n
i := θi,Jni (0)+1, M
n
i := M
∞
i,Jni (0)+1
, `
n
i := `i,Jni (0)+1,(29)
where here we use the convention that θi,0 = i and M
∞
i,0 = `i,0 = ∅. Then `ni is the innermost
counterclockwise loop surrounding λ(i) with area at least 0n and outer boundary length between
0n
1/2 and −10 n
1/2; and `
n
i is the loop immediately outside `
n
i .
Let A˜ni = A˜
n
i (0, 1) be the event that the following is true.
(1) Jni (0) > 0.
(2) len
(
∂M
n
i
)
≥ 1n1/2.
(3) AreaM
n
i ≤ −11 AreaMni .
(4) [φ(θ
n
i ), θ
n
i ]Z ⊂ [1, n]Z.
3.3. Proof of Proposition 3.2. In this subsection we will prove Proposition 3.2 conditional on a
technical lemma which we state below, and prove in Section 3.4. Throughout, we continue to use the
notation introduced in the preceding two subsections.
Lemma 3.9. Define the events A˜ni = A˜
n
i (0, 1) as in Section 3.2. For each i ∈ [1, n]Z, the event A˜ni is
measurable with respect to X1 . . . Xn. Furthermore, for each q ∈ (0, 1), there exists n∗ ∈ N, 0, 1 > 0,
such that the following is true. For n ∈ N, let S˜n = S˜n(0, 1) be the set of i ∈ [1, n]Z for which A˜ni
occurs. For each n ≥ n∗,
P
(
#S˜n ≥ (1− q)n
)
≥ 1− q.
Lemma 3.9 will be proven in Section 3.4 below using the infinite-volume version of the results
in [GM15b] (c.f. Remark 1.1). In the remainder of this subsection, we assume Lemma 3.9 and use
it to prove Proposition 3.2.
By [GS15, Theorem 1.10], P (X(1, 2n) = ∅) decays slower than some negative power of n. Hence to
transfer the statement of Lemma 3.9 to a statement about conditional probabilities {X(1, 2n) = ∅}, it
suffices to produce an event whose probability decays faster than any power of n. We accomplish this
by dividing [1, 2n]Z into many intervals of length  n1−ξ for fixed ξ ∈ (0, 1) and independently applying
Lemma 3.9 in each interval.
Lemma 3.10. Fix ξ ∈ (0, 1), 0, 1 > 0. For n ∈ N and k ∈ N, let
(30) Ikn :=
[
(k − 1)nξ + 1, knξ]
Z
.
For i ∈ [0, 2n]Z let k be chosen so that i ∈ Ikn and let Ani = Ani (0, 1) be defined in the same manner as
the event A˜ni (0, 1) as above but with n
ξ in place of n and Ikn in place of [1, n]Z. Let S
n = Sn(0, 1) be
the set of i ∈ [1, 2n− nξ]Z for which Ani occurs. For each q ∈ (0, 1), there exists n∗ ∈ N and 0, 1 > 0
such that
P (#Sn ≥ (2− q)n) = 1− o∞n (n).
Proof. By the first assertion of Lemma 3.9, the random variables #(Ikn ∩ Sn) for k ∈ N are iid. By
Lemma 3.9, for any α > 0, we can find n∗ ∈ N, and 0, 1 > 0 such that for each k ∈ N and n ≥ n˜∗,
P
(
#(Sn ∩ Ikn) ≥ (1− α)nξ
) ≥ 1− α.
By Hoeffding’s inequality for Bernoulli sums, except on an event of probability o∞n (n), the number
of k ∈ [1, 2n1−ξ]Z for which #(Ikn ∩ Sn) ≥ (1 − α)nξ is at least 1 − 2α. If this is the case, then
#Sn ≥ 2(1−α)(1−2α+on(1))n. We conclude by choosing α small enough that 2(1−α)(1−2α) > 2−q
and n sufficiently large. 
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Before we can prove Proposition 3.2, we first need the following elementary observation about the
bijection of [She11].
Lemma 3.11. Let (Mn, en0 ,Ln) be a rooted FK planar map with n edges and let (Qn, en0 ) be the
rooted quadrangulation associated with (Mn, en0 ,Ln) as described in the beginning of Section 3.2. The
conditional law of en0 given (M
n,Ln) is given by the uniform measure on the 2n edges of Qn.
Proof. As explained in [She11, Section 4.2], the law of the triple (Mn, en0 ,Ln) conditioned on {X(1, 2n) =
∅} is equal to the uniform distribution on such triples for which Mn has n edges weighted by q#L, where
q = 4p2/(2p − 1)2. In particular, this weighting does not depend on en0 , so the conditional law given
(Mn,Ln) of the oriented root edge en0 of Mn is uniform over all 2n choices of oriented edges in Mn.
Each choice of root edge en0 for M
n determines a unique root edge en0 for Q
n, namely the edge of Qn
whose primal endpoint is the initial endpoint of en0 and which is the next edge clockwise from e
n
0 among
all edges of Mn and Qn that start at that endpoint; conversely, each edge of Qn arises from a unique
edge of Mn in this manner. The statement of the lemma follows. 
Proof of Proposition 3.2. On the event {X(1, 2n) = ∅}, let (Mn, en0 ,Ln) be the rooted FK planar map
associated with the word X1 . . . X2nand let (Q
n, en0 ) be the rooted quadrangulation constructed from
M , as described at the beginning of Section 3.2. Let λn be the discrete exploration path which traces
the edges of the quadrangulation Qn; i.e. for i ∈ [1, 2n]Z, λn(i) is the ith edge of Qn visited by the
exploration path (called ei in [She11]); and λ
n(0) = λn(2n) := en0 is the root edge of Q
n.
Given q ∈ (0, 1), let n∗ ∈ N and 0, 1 > 0 be chosen so that the conclusion of Lemma 3.10 is
satisfied. For i ∈ [1, 2n − 1]Z let Ani = Ani (0, 1) and Sn = Sn(0, 1) be defined as in that lemma.
By [GS15, Theorem 1.10], P (X(1, 2n) = ∅) ≥ n−1−2µ+on(1), with µ as in (12). It therefore follows from
Lemma 3.10 that
P (#Sn ≥ (2− q)n |X(1, 2n) = ∅) = 1− o∞n (n).
For i ∈ [1, 2n]Z such that Ani occurs, let Ikn be the interval as in (30) which contains i. Let `ni and
`
n
i be the loops in Ln surrounding λn(i) and contained in λn(Ikn) as in Section 3.2 but with Ikn in place
of [1, n]Z and the finite-volume bijection used in place of the infinite-volume one. Also define M
n
i and
M
n
i as in that section. For i ∈ [1, 2n− nξ]Z, on the event Ani we have the following.
(1) `ni is a counterclockwise loop, `
n
i is a clockwise loop which disconnects `
n
i from the root edge,
and there is no loop in Ln surrounding i which is disconnects `ni from `
n
i .
(2) 0n
ξ ≤ AreaMni ≤ nξ.
(3) 0n
ξ/2 ≤ len (∂Mni ) ≤ −10 nξ/2.
(4) AreaM
n
i ≤ −11 AreaMni .
(5) len
(
∂M
n
i
)
≥ 1nξ/2.
(6) There is no counterclockwise loop disconnected from the root edge by by `
n
i such that the set of
points disconnected from the root edge by this loop has area at least 0n
ξ and boundary length
between 0n
ξ/2 and −10 n
ξ/2.
For i ∈ [1, 2n− 1]Z, let Âni be the event that there exist loops `ni and `
n
i in Ln surrounding λn(i) such
that the above five conditions hold. Let Ŝn be the set of i ∈ [1, 2n − 1]Z such that Âni occurs. Then
Sn ⊂ Ŝn, so
(31) P
(
#Ŝn ≥ (2− q)n |X(1, 2n) = ∅
)
= 1− o∞n (n).
If Âni occurs and we re-root the quadrangulation Q
n so that λn(i) becomes the root edge, then the
complements of Mni and M
n
i become complementary connected components of loops which contain the
root edge whose area is close to 2n. Furthermore, the orientations of the loops `
n
i and `
n
i are flipped.
Consequently, there exist loops `n0 and `
n
0 in Ln such that the following is true.
(1) `n0 is a clockwise loop, `
n
0 is a counterlockwise loop disconnected from the root edge by `
n
0 , and
there is no loop in Ln surrounding i which is contained between `n0 and `
n
0 .
SCALING LIMITS FOR THE FK MODEL III 21
(2) Let Mn0 be the complementary connected component of `
n
0 with the largest area. Then M
n
0 lies
on the opposite side of `n0 from the root edge and 2n− nξ ≤ AreaMn0 ≤ 2n− 0nξ.
(3) 0n
ξ/2 ≤ len (∂Mn0 ) ≤ −10 nξ/2.
(4) Let M
n
0 be the complementary connected component of `
n
0 with the largest area. Then M
n
0 lies
on the opposite side of `
n
0 from the root edge and AreaM
n
0 ≥ 2n− −11 (2n−AreaMn0 ).
(5) len
(
∂M
n
0
)
≥ 1nξ/2.
(6) There is no clockwise loop which surrounds `
n
0 from the root edge such that the area of its
largest complementary connected component is at most 2n− 0nξ and the boundary length of
its largest complementary connected component is between 0n
ξ/2 and −10 n
ξ/2.
Let Ân0 be the event that there exist loops `
n
0 and `
n
0 such that the above 6 conditions hold.
By Lemma 3.11, if we condition on the un-rooted loop-decorated quadrangulation (Mn,Ln), the law
of the root edge en0 of Q
n is uniform among the edges of Qn. Since the events Âni depend only on
(Mn,Ln) (not on the choice of root edge) we have
P
(
Ân0 | (Mn,Ln)
)
=
#Ŝn()
2n
.
By averaging over all possible realizations of (Mn,Ln), and using (31), we get
(32) P
(
Ân0 |X(1, 2n) = ∅
)
≥ 1− q.
We will finish the proof by showing that for large enough n, we have Ân0 ⊂ Gn(0, ′1) for ′1 > 0
depending only on 1. Indeed, suppose Â
n
0 occurs, and let `
n
0 and `
n
0 be the loops satisfying the
conditions in the definition of Ân0 . Let ι˜
n
0 (resp. ι˜
n
1 ) be largest i ∈ [1, 2n]Z such that λn(i − 1) ∈ Mn0
(resp. λn(i − 1) ∈ Mn0 ). We claim that ι˜n0 = ιn0 and ι˜n1 = ιn1 on the event Ân0 . Our proof of this
claim relies on some basic facts about the times during which the path λn is tracing the edges of a
complementary connected component U of a loop ` ∈ Ln which lies on the opposite side of ` as the root
edge. These facts can be deduced from the construction of Sheffield’s bijection [She11, Section 4.1], and
are explained in more detail in [GM15b]. The facts are as follows.
(1) If i∗ is the largest i ∈ [1, n]Z for which λn(i∗ − 1) ∈ U , then Xi∗ = F and φ(i∗) is the time at
which λn begins filling in U . We have Xφ(i∗) = C (resp. Xφ(i∗) = H ) if ` is traced by λ
n in
the counterclockwise (resp. clockwise) direction. Furthermore, we have U = λn([φ(i∗), i∗−1]Z).
(2) We have AreaU = i∗ − φ(i∗) and len (∂U) = |X(φ(i∗), i∗)|+ 1.
(3) If i′∗ is the smallest i ≥ i∗ + 1 with Xi = F and φ(i) ≤ φ(i∗) − 1, then Xφ(i′∗) 6= Xφ(i∗).
Furthermore, i∗ (resp. φ(i′∗)) is the time at which λ
n finishes (resp. begins) tracing the loop `.
(4) Conversely, if i∗ ∈ [1, 2n]Z such that Xi∗ = F and, with i′∗ as above, we have Xφ(i′∗) 6= Xφ(i∗),
then λn([φ(i∗), i∗ − 1]Z) is a complementary connected component U of a loop ` ∈ Ln which
lies on the opposite side of ` as the root edge.
Since ι˜n0 is the time immediately after λ
n finishes filling in a complementary connected component
of clockwise loop which lies on the opposite side of this loop from the root edge, fact 1 above implies
that Xι˜n0 = F , Xφ(ι˜n0 ) = H , and M
n
0 = λ
n ([φ(ι˜n0 ), ι˜
n
0 ]Z). Therefore, condition 1 in the definition of ι
n
0
holds with i = ι˜n0 . Furthermore, fact 2 implies that
AreaMn0 = ι˜
n
0 − φ(ι˜n0 ) and len
(
∂M
n
0
)
= |X(φ(ι˜n0 ), ι˜n0 )|+ 1.
It follows from conditions 2 and 3 in the definition of Ân0 that conditions 2 and 3 in the definition of
ιn0 hold with i = ι˜
n
0 . By fact 3, we also have that condition 4 in the definition of ι
n
0 holds with i = ι˜
n
0 .
Therefore, ι˜n0 ≤ ιn0 on Ân0 .
Conversely, conditions 1 and 4 in the definition of ιn0 together with fact 4 imply that λ
n([φ(ιn0 ), ι
n
0 ]) is
a connected component of a loop of Ln which lies on the opposite side of this loop from the root edge.
Furthermore, by conditions 2 and 3 in the definition of ιn0 together with fact 2, this component has area
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between 2n − nξ and 2n − 0nξ and boundary length between 0nξ/2 and −10 nξ/2. This contradicts
condition 6 in the definition of Ân0 . Thus ι
n
0 = ι˜
n
0 on Â
n
0 .
Now we consider ι˜n1 . By fact 1 above, we have Xι˜n1 = F , Xφ(ι˜n1 ) = C , and M
n
0 = λ
n ([φ(ι˜n1 ), ι˜
n
1 ]Z).
Furthermore, by condition 1 in the definition of Ân0 , there is no i ∈ (ι˜n1 , ιn0 )Z with Xi = F , Xφ(i) =
C , and φ(i) < φ(ι˜n1 ) (by fact 4, the largest such i would correspond to the exit time of λ
n from a
complementary connected component of a loop lying between `n0 and `
n
0 ).
By conditions 4 and 5 in the definition of Ân0 together with fact 2, we have
|X(φ(ι˜n1 ), ι˜n1 )| = len
(
∂M
n
0
)
− 1 ≥ 1nξ/2 − 1 ≥ ′1 (ιn0 − φ(ιn0 ))ξ/2
ι˜n1 − φ(ι˜n1 ) = AreaM
n
0 ≥ 2n− −11 (2n−AreaMn0 )
≥ 2n− −11 nξ ≥ ιn0 − φ(ιn0 )− (′1)−1 (ιn0 − φ(ιn0 ))ξ
for ′1 slightly smaller than 1/2. The second inequality implies in particular that ι˜
n
1 − φ(ι˜n1 ) ≥
1
2 (ι
n
0 − φ(ιn0 )), so ι˜n1 = ιn1 . The two inequalities together imply that Gn(0, ′1) occurs. 
3.4. Proof of Lemma 3.9. In this subsection, we will prove Lemma 3.9 and thereby complete the
proof of Proposition 3.2. This section is the only place in the paper where the (infinite-volume version
of the) main result of [GM15b] is needed. Recall from Remark 1.1 that the proof of the infinite volume
version of the main result of [GM15b] requires only the results of [She11, GMS15, GS15, DMS14], not
the results of the present paper.
Proof of Lemma 3.9. We first prove the measurability statement. It follows from Sheffield’s bijection
(see also [GM15b]) that for i, j ∈ N, the time θi,j when λ finishes tracing the loop `i,j can be described
as follows: θi,j is the jth smallest k > i such that Xk = F , φ(k) < i, and Xφ(k) 6= Xφ(k˜), for k˜ the
largest k′ ∈ [i, k)Z satisfying Xk˜ = F and Xφ(k˜) < i. From this, we infer that for each k1, k2 ∈ N
with k1 < i < k2, the event {φ(θi,j) = k1, θi,j = k2} is determined by Xk1 . . . Xk2 . Furthermore, the
part of the infinite-volume FK planar map traced by the path λ during the time interval [φ(θ
n
i ), θ
n
i ]Z is
determined by the word Xφ(θni )
. . . Xθni
. It therefore follows from the definition of A˜ni that this event is
determined by X1 . . . Xn (here we note that J
n
i (0) is the smallest j ∈ N for which certain conditions
hold).
To prove the claimed estimate for #S˜n, let κ ∈ (4, 8) and γ ∈ (√2, 2) be determined by p as in (3).
Let Γ be a whole-plane CLEκ (as defined in [MWW14a, KW14]) and let (C, h, 0,∞) be a γ-quantum
cone independent from Γ (as defined in [DMS14, Section 4.3]). We will first estimate the probability of
a continuum analogue of the events A˜ni which is defined in terms of Γ and h. We will then apply the
infinite-volume version of the scaling limit results in [GM15b] to convert this into an estimate for #S˜n
(c.f. Remark 1.1).
To this end, fix α > 0 to be chosen later, depending only on q. Let η be a whole-plane space-filling
SLEκ process from ∞ to ∞ which traces the loops in Γ (as described in [MS13a, Sections 1.2.3 and
4.3] and [DMS14, Footnote 9]), parametrized by quantum mass with respect to h relative to time 0 (so
in particular η(0) = 0). For t ∈ (0, 1) and 0 > 0, let `t = `t(0) be the innermost clockwise loop ` in
Γ surrounding η(t) such that the set of points disconnected from ∞ by ` has quantum area at least 0
and quantum boundary length between 0 and 
−1
0 (both measured with respect to h). Let `
t
be the
next outermost loop in Γ surrounding η(t). Let At = At(0, 1) be the continuum analogue of the event
A˜nbtnc, i.e. the event that the following is true.
(1) The boundary of the set of points disconnected from ∞ by `t has quantum length at least
1n
1/2.
(2) The quantum area of the set of points disconnected from ∞ by `t is at most −11 times the
quantum area of the set of points disconnected from ∞ by `t.
(3) η traces all of ηt during the time interval [0, 1].
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For each t ∈ R, η a.s. traces arbitrarily small CLEκ loops surrounding η(t) whose outer boundaries have
finite positive quantum length in arbitrarily small intervals of time surrounding t. Since η(·− s) d= η for
each fixed s ∈ R [DMS14, Lemma 9.3], it follows that there exists and 0, 1 > 0 (depending only on α)
such that for each t ∈ [α, 1−α] we have P(At) ≥ 1−α. (We remark that the event At can equivalently
be described in terms of the pi/2-cone times of a correlated Brownian motion as in (4), which gives the
left and right quantum boundary lengths of η at time t with respect to h, in a manner which is directly
analogous to the description of the event A˜ni in terms of the word X; see [DMS14, Theorem 1.13] as
well as [GM15b].) By the infinite-volume version of the main theorem of [GM15b], we have
lim
n→∞P
(
A˜nbtnc
)
= P(At) ≥ 1− α, ∀t ∈ [α, 1− α].
By dominated convergence,
lim
n→∞n
−1E
(
#S˜n
)
= lim
n→∞n
−1
n∑
i=1
P
(
A˜ni
)
≥ 1− 4α.
Hence we can find n∗ = n∗(α, 0, 1) ∈ N such that for n ≥ n∗, it holds that E
(
#S˜n
)
≥ (1− 4α)n. So,
for n ≥ n∗ and q ∈ (0, 1) we have
E
(
#S˜n
)
≤ (1− q)n
(
1−P
(
#S˜n ≥ (1− q)n
))
+ nP
(
#S˜n ≥ (1− q)n.
)
.
By re-arranging this inequality, then choosing α sufficiently small depending on q (α ≤ q2/4 will suffice),
we obtain the statement of the lemma. 
4. Existence of a time with enough cheeseburger orders
The goal of this section is to address the following technical difficulty. Let pin = pin() be the time
of Definition 3.3. The time pin is not a stopping time for the word X, read backward. However, we
do have the following. Let x be a realization of X−pin . . . X−1. The conditional law of X−J . . . X−|x|−1
given {X−pin . . . X−1 = x} is the same as its conditional law given that {X−|x| . . . X−1 = x} and each
cheeseburger in X(−J,−|x| − 1) is matched to a cheeseburger order in R(x) (c.f. Remark 3.4).
We want to say that this conditional law is similar to the conditional law of X−J . . . X−|x|−1 given
only {X−|x| . . . X−1 = x}. For this, we need a lower bound on the conditional probability given
{X−|x| . . . X−1 = x} that there is no cheeseburger in X(−J,−|x| − 1) matched to a flexible order
in R(x). This probability is uniformly positive provided there are a large number of cheeseburger or-
ders to the left of the leftmost flexible order in R(x). But, we do not know that this is the case, so
instead we will construct a time pin ≥ pin which has similar properties to pin but has the additional
property that X(−pin,−1) is likely to contain a large number (of order nξ/2) cheeseburger orders to
the left of its leftmost flexible order. The precise properties of the time pin are described in Lemma 4.2
below.
Recall the definitions of JHm , L
H
m, J
C
m, and L
C
m from (11) and the discussion just below. We also
introduce the following additional notation.
Definition 4.1. For a word x consisting of elements of Θ, we write cf (x) for the number of cheeseburger
orders to the left of the leftmost flexible order in R(x) (or the number of cheeseburger orders in R(x)
if R(x) contains no flexible orders). We also let r(x) := cf (x)/o(x), with o(x) as in (7) of Notation 1.7.
The main result of this section is the following proposition.
Proposition 4.2. Let 1 > 2 > 0. and let pin = pin(1) be as in Definition 3.3 There is a random time
pin = pin(1, 2) ∈ [1, J ]Z with the following properties.
(1) We have pin ≥ pin and N F (X(−pin,−pin)) = 0.
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(2) Whenever pin < J , we have
N
H
(X(−pin,−1))− 2nξ/2 ≤ N H (X(−pin,−1)) ≤ N H (X(−pin,−1)) and
N
C
(X(−pin,−1))− 1
2
nξ/2 ≤ N
C
(X(−pin,−1)) .
(3) Let x be any realization of X−pin . . . X−1 and let o(x) be as in (7) of Notation 1.7. The condi-
tional law of X−J . . . X−|x|−1 given {X−pin . . . X−1 = x} is the same as the conditional law of
X−JH
o(x)
. . . X−1 (defined as in (11)) given the event that each cheeseburger in X(−JHo(x),−1) is
matched to a cheeseburger order in x when we consider the reduced word R
(
X(−JHo(x),−1)x
)
.
(4) There is an n∗ ∈ N such that for each n ≥ n∗ and each ζ ≥ n−ξ/2, we have (in the notation of
Definition 4.1)
P
(
cf (X(−pin,−1)) ≤ ζnξ/2 |X−pin . . . X−1
)
1(pin<J)  ζ100
with the implicit constant deterministic and independent of ζ and n.
Remark 4.3. Condition 4 is the key property of pin. The other conditions in Proposition 4.2 hold with
pin in place of pin. See the discussion above for an explanation of why we need condition 4.
Although pin is not a stopping time for the word X read backward, the following lemma allows us to
compare the conditional law of X−J . . . X−1 given a realization of X−pin . . . X−1 to the conditional law
we would get if pin were in fact a stopping time.
Lemma 4.4. Let x˜ be a realization of X−pin . . . X−1 for which pin < J . Let cf (x˜) and r(x˜) be
as in Definition 4.1 and let o(x˜) be as in (7). The conditional law of the word X−J . . . X−pin−1
given {X−pin . . . X−1 = x} is absolutely continuous with respect to its conditional law given only
{X−|x˜|−1 . . . X−1}, with Radon-Nikodym derivative bounded above by r(x˜)−1+or(x˜)(1). Here the or(x˜)(1)
tends to zero as r(x˜)→ 0, at a rate depending only on r(x˜)
Proof. Fix a realization x˜ as in the statement of the lemma. For m ∈ N, let JHx˜,m be the smallest
j ≥ |x˜|+ 1 for which X(−j,−|x˜|−1) contains m hamburgers and let LHx˜,m := d∗
(
X(−JHx˜,m,−|x˜| − 1)
)
.
Note that the conditional law of the pairs (JHx˜,m − |x˜|, LHx˜,m) given {X−|x˜| . . . X−1 = x˜} is the same as
the law of the pairs (JHm , L
H
m) of (11).
By condition 3 of Proposition 4.2, the conditional law of X−J . . . X−|x˜|−1 given {X−pin . . . X−1 = x˜} is
the same as the conditional law ofX−JH
x˜,o(x˜)
. . . X−|x˜|−1 given that every cheeseburger inX(−JHx˜,o(x˜),−|x˜|−
1) is matched to a cheeseburger order in X(−|x˜|,−1). By Lemma 4.6 (proven just below), the con-
ditional probability that this is the case given {X−|x˜| . . . X−1 = x˜} is at least r(x˜)1+or(x˜)(1). The
Radon-Nikodym derivative of the conditional law of X−J . . . X−|x˜|−1 given {X−pin . . . X−1 = x˜} with
respect to its conditional law given {X−|x˜| . . . X−1 = x˜} is bounded above by the reciporical of this
conditional probability. 
4.1. Probability of few cheeseburgers before a given number of hamburgers. In this section
we will prove an estimate for the probability that JHh < J
C
c for h larger than c. We start by addressing
the analogous problem for Brownian motion.
Lemma 4.5. Let Z = (U, V ) be a correlated Brownian motion as in (4). For b > 0, let τUb be the
smallest t > 0 for which U(t) = b and for ζ > 0, let τVζ be the smallest t > 0 for which V (t) = ζ. Then
we have
(33) P
(
τU1 < τ
V
ζ , V (τ
U
1 ) ≤ −1
)  ζ
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with the implicit constant depending only on p. Furthermore, for each q ∈ (0, 1), there exists δ0 > 0,
depending only on q, such that for each ζ > 0,
(34) P
(
V (τU1 )− sup
s∈[0,τU1 ]
V (s) ≤ −δ0 | τU1 < τVζ
)
≥ 1− q.
Proof. Let L := {1} × (−∞,−1] and for ζ > 0 let L′ζ := R× {ζ}. Let
A :=
(
1 − p1−p
0
√
1−2p
1−p
)
, Z˜ = (U˜ , V˜ ) := AZ.
Then Z˜ is a pair of independent Brownian motions. The event {τU1 ≤ τVζ , V (τV1 ) ≤ −1} is the same as
the event that Z˜ hits AL before hitting AL′ζ . The set AL
′
ζ is a horizontal line at distance proportional
to ζ from the origin. Therefore, the probability that Z˜ fails to hit AL′ζ before time 1 is proportional to
ζ. By [Shi85, Theorem 2], applied with angle pi, the conditional law of Z˜ given that it fails to hit AL′ζ
before time 1 converges as ζ → 0 (with respect to the uniform topology) to the law of a random path
in the lower half plane which has positive probability to hit AL before time 1. This yields (33).
To obtain (34), we will first argue that for any q ∈ (0, 1), there exists a deterministic time T > 0
such that for any ζ > 0, we have
(35) P
(
τU1 ≥ T | τU1 < τVζ
) ≥√1− q.
Let aζ be the distance from the point A(L ∩ L′ζ) to the origin. Note that aζ is bounded below by a
constant a which is independent of ζ. Let τ˜a be the first time U˜ hits a. Then τ˜a is independent from
V˜ and we have τU1 ≥ τ˜a. Therefore, for any T > 0 we have
P
(
τU1 < T | τU1 < τVζ
) ≤ P
(
τ˜a < T ∧ τVζ
)
P
(
τU1 < τ
V
ζ
)
 ζ−1
∞∑
k=dlog2 T−1e
P
(
τ˜a ≤ 2−k, τVζ ≥ 2−k−1
)
,
where in the last line we used (33). By the Gaussian tail bound,
P
(
τ˜a ≤ 2−k
)  e−b2k
for b a constant independent of k, T , and ζ. Furthermore, by Brownian scaling we have
P
(
τVζ ≥ 2−k−1
)
= P
(
τV1 ≥ ζ−22−k−1
)  ζ2k/2
where here we used that τV1 has the law of a constant multiple of a 1/2-stable random variable. It
follows that
P
(
τU1 < T | τU1 < τVζ
)  ∞∑
k=dlog2 T−1e
2k/2e−b2
k
,
which tends to 0 as T → 0. This implies (35).
By [Shi85, Theorem 2] with angle pi, for any q ∈ (0, 1) and T > 0, we can find δ0 > 0, depending
only on q and T , such that
P
(
V (τU1 )− sup
s∈[0,τU1 ]
V (s) ≤ −δ0 | τVζ > T
)
≥
√
1− q.
By combining this with (35), we infer (34). 
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Lemma 4.6. For m ∈ N, let JHm (resp. JCm) be the smallest j ∈ N for which X(−j,−1) contains m
hamburgers (resp. cheeseburgers). For  > 0, we have
P
(
JHm < J
C
bmc
)
 1+o(1)
with the implicit constant depending only on p and the o(1) depending only on  and p.
Proof. The proof is similar to some of the arguments in [GMS15, Section 2]. Fix δ > 0, to be chosen
later. For k ∈ N and  > 0, let rkm() := bδ−kmc. Also let k() := b log log δ c be the smallest k ∈ N
for which rkm() ≥ m. Let Ekm() be the event that X(−JHrkm(),−J
H
rk−1m ()
− 1) contains at least rkm()
cheeseburger orders and at most rk−1m () cheeseburgers. Then we have
(36)
k()⋂
k=1
Ekm() ⊂
{
JHm ≥ JCbmc
}
.
By [She11, Theorem 2.5] and Lemma 4.5, we have
P
(
Ekm()
)  δ + om(1),
with the implicit constant depending only on p and the om(1) depending only on m (not on k). Hence
there is a b > 0, depending only on p, such that for any given δ > 0, we can find n∗ = n∗(δ) ∈ N such
that whenever m ≥ n∗ and k ∈ N, we have
P
(
Ekm()
) ≥ bδ.
By (36), in this case we have
P
(
JHm ≥ JCbmc
)
≥ (bδ)k()  b log log δ .
Since δ does not depend on b, by making δ arbitrarily small relative to b, we obtain the statement of
the lemma. 
4.2. Monotonicity conditioned on cheeseburgers being matched to cheeseburger orders.
For a word x = x0 . . . x|x| consisting of elements of Θ and m ∈ N, let Fm(x) be the event that every
cheeseburger in X(−JHm ,−1) is matched to a cheeseburger order in x when we consider the reduced
word R(X(−JHm ,−1)x). Equivalently, there is not a j ∈ [1, JHm ]Z with the property that X−j = C ;
and on the event {X0 . . . X|x| = x}, we have φ(−j) ≥ 0 and either Xφ(−j) = F or φ(−j) > |x|.
For l ∈ N, let fl(x) be the lth smallest i ≥ 0 such that xi = F and xi does not have a match in x;
or fl(x) = |x|+ 1 if no such i exists. We note that with cf (x) as in Definition 4.1,
cf (x) = N C
(R(x0 . . . xf1(x)−1)) .
Lemma 4.7. Let x = x0 . . . x|x| and x′ = x′0 . . . x
′
|x′| be two words such that R(x) and R(x′) contain
no burgers; xf1(x) . . . x|x| = x
′
f1(x′) . . . x|x′|; N H
(R(x0 . . . xf1(x)−1)) = N H (R(x′0 . . . x′f1(x′))); and
cf (x) ≤ cf (x′). Then for each m ∈ N, we have Fm(x) ⊂ Fm(x′).
Proof. Let k := N
F
(R(x)) and h := N
H
(R(x0 . . . xf1(x)−1)). By hypothesis the definitions of k and
h, are unchanged if we replace x with x′.
We induct on k. The case k = 0 is trivial. Now assume k > 1 and we have proven Fm(x) ⊂ Fm(x′)
for words x and x′ satisfying the hypothesis of the lemma with N
F
(R(x)) < k. If Fm(x) occurs,
then either m ≤ h and JCcf (x)+1 > JHm ; or JHh+1 < JCcf (x)+1. In the former case, it is clear that
Fm(x
′) also occurs. Now assume we are in the latter case. Let x˜ := X(−JHh+1,−1)x and x˜′ :=
X(−JHh+1,−1)x′. The F symbol corresponding to xf1(x) is matched to X−JHh+1 in R(x˜), and the word
X(−JHh+1,−1) contains no flexible orders. Therefore, we have x˜f1(x˜) . . . x˜|x˜| = xf2(x) . . . x|x|. Similarly,
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x˜′f1(x˜′) . . . x˜
′
|x˜′| = x
′
f2(x′) . . . x
′
|x′|. By our hypothesis on x and x
′, we therefore have x˜f1(x˜) . . . x˜|x˜| =
x˜′f1(x˜′) . . . x˜
′
|x˜′|. Furthermore, we have
N
H
(R(x˜0 . . . x˜f1(x˜)−1)) = N H (R(xf1(x)+1 . . . xf2(x)−1)) = N H (R(x˜′0 . . . x˜′f1(x˜′)−1))
and since JCcf (x)+1 > J
H
h+1,
N
C
(R(x˜0 . . . x˜f1(x˜)−1)) = N C (R(xf1(x)+1 . . . xf2(x)−1))+ cf (x)− LHh+1
≤ N
C
(
R(x′f1(x′)+1 . . . x′f2(x′)−1)
)
+ cf (x
′)− LHh+1
= N
C
(
R(x˜′0 . . . x˜′f1(x˜′)−1)
)
.
Hence the words x˜ and x˜′ satisfy the hypotheses of the lemma.
If Fm(x) occurs, then every cheeseburger in X(−JHm ,−JHh+1−1) is matched to a cheeseburger order in
x˜ (here we use that X(−JHh+1,−1) contains no F ’s). Therefore, Fm−h−1(x˜) occurs. SinceN F (x˜) = k−
1, the inductive hypothesis implies that Fm−h−1(x˜′) occurs. Hence, we have JHh+1 < J
C
cf (x)+1
≤ JCcf (x′)+1
and each cheeseburger in X(−JHm ,−JHh+1 − 1) is matched to a cheeseburger order in X(−JHh+1,−1)x′.
It follows that Fm(x
′) occurs. That is, Fm(x) ⊂ Fm(x′). 
Lemma 4.8. Fix a word x = x0 . . . x|x| consisting of elements of Θ and write h := N H (R(x0 . . . xf1(x)−1)).
For any l ∈ Z, any m ∈ [1, h]Z, and any m′ ≥ m, we have
P
(
LHm ≤ l |Fm′(x)
) ≥ P(LHm ≤ l | JCcf (x)+1 > JHm) .
Proof. We have Fm′(x) ⊂ {JCcf (x)+1 > JHm}, so by Bayes’ rule,
P
(
LHm ≤ l |Fm′(x)
)
=
P
(
Fm′(x) |LHm ≤ l, JCcf (x)+1 > JHm
)
P
(
LHm ≤ l | JCcf (x)+1 > JHm
)
P
(
Fm′(x) | JCcf (x)+1 > JHm
) .(37)
On the event {JCcf (x)+1 > JHm}, the word R
(
X(−JHm ,−1)x
)
contains precisely h−m hamburger orders
and cf (x)− LHm cheeseburger orders to the left of its leftmost flexible order. By Lemma 4.7, it follows
that
P
(
Fm′(x) |LHm = l, JCcf (x)+1 > JHm
)
is decreasing in l. In particular,
P
(
Fm′(x) |LHm ≤ l, JCcf (x)+1 > JHm
)
≥ P
(
Fm′(x) | JCcf (x)+1 > JHm
)
.
Combining this with (37) yields the statement of the lemma. 
4.3. Regularity conditioned on few cheeseburgers before a given number of hamburgers.
In light of Lemma 4.8, to study the conditional law of X−JHm . . . X−1 given Fm′(x) (in the terminology of
that lemma), it suffices to study the conditional law of X−JHm . . . X−1 given J
H
m < J
C
c for an appropriate
choice of c. In this section, we will study this latter conditional law. In particular, we will prove the
following.
Lemma 4.9. For each q ∈ (0, 1), there is a ζ > 0 and an m∗ = m∗(q, ζ) ∈ N such that for each h ≥ m∗
and each c ∈ N,
P
(
N
C
(
X(−JHh ,−1)
) ≥ ζh | JHh < JCc ) ≥ 1− q.
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In the case where c ≥ h, we have P(JHh < JCc ) ≥ 1/2, so the statement of the Lemma 4.9 is immediate
from [She11, Theorem 2.5]. Hence we can assume without loss of generality that c < h.
The proof of Lemma 4.9 in this case is similar to the argument of [GMS15, Section 3.4]. For c ∈ N
and a ≥ 1, let mc,a := bacc. Also let
Fc,a :=
{
JHmc,a < J
C
c
}
, Ec,a(ζ) :=
{
N
C
(
X(−JHmc,a ,−1)
)
> ζmc,a
}
∩ Fc,a.
Roughly speaking, will prove by induction that for each q ∈ (0, 1), there exists a ζ > 0 and m∗ ∈ N
such that whenever mc,a ≥ m∗, we have
P (Ec,a(ζ) |Fc,a) ≥ 1− q.
Lemma 4.10. Let q ∈ (0, 1) and λ ∈ (0, 1/2). There is a δ0 > 0, depending only on q and λ, with
the following property. For each ζ > 0, there exists m∗ = m∗(ζ, δ0, q, λ) ∈ N such that for each c ∈ N
and a > 0 with mc,a ≥ m∗; each realization x of X−JHmc,a . . . X−1 for which Ec,a(ζ) occurs; and each
b ∈ [(1− λ)−1a, λ−1a], we have
P
(
Ec,b(δ0) |X−JHmc,a . . . X−1 = x, Fc,b
)
≥ 1− q.
Proof. For x as in the statement of the lemma, we have N
F
(R(x)) = 0, so the conditional law of
X−JHmc,b . . . X−JHmc,a−1 given {X−JHmc,a . . . X−1 = x} ∩ Fc,b is the same as its conditional law given that
N
C
(
X(−JHmc,b ,−JHmc,a − 1)
)
≤ N
C
(R(x)) + c. By [She11, Theorem 2.5], the probability of this
event is bounded below by a constant which depends on ζ and λ, but not on c.
By [She11, Theorem 2.5], as m→∞ we have(
m−2JHm ,−m−1N C
(
X(−JHm ,−1)
))→ (τU1 , V (τU1 )− sup
s∈[0,τU1 ]
V (s)
)
in law, with the objects on the right defined as in Lemma 4.5. The statement of the lemma now follows
from Lemma 4.5. 
Lemma 4.11. For each q, q0 ∈ (0, 1), λ ∈ (0, 1/2), and  > 0, there exists ζ0 = ζ0(q, q0, ) > 0 and a0 =
a0(q, q0, ) > 0 such that for each ζ ∈ (0, ζ0], there exists m∗ = m∗(q, q0, λ, , ζ) such that the following
is true. Suppose we are given c ∈ N and a ≥ a0 such that mc,a ≥ m∗ and P (Ec,a() |Fc,a) ≥ q0. Then
whenever b ∈ [(1− λ)−1a, λ−1a] and b′ ∈ [(1− λ)−1b, λ−1b],
(38)
P (Fc,b′ |Ec,b(ζ)c ∩ Fc,b)
P (Fc,b′ |Ec,b(ζ)) ≤ q.
Proof. By Lemma 4.10, we can find δ0 > 0, depending only on p, such that for each ζ > 0, there exists
m˜∗ = m˜∗(ζ, δ0, λ) such that whenever mc,a ≥ m˜∗ and b is as in the statement of the lemma, we have
P (Ec,b(δ0) |Ec,a(ζ) ∩ Fc,b) ≥ 1
2
.
Hence if mc,a ≥ m˜∗, then
P (Ec,b(δ0) |Ec,b(ζ)) ≥ P (Ec,b(δ0) | Fc,b)
≥ P (Ec,b(δ0) |Ec,a() ∩ Fc,b)P (Ec,a() |Fc,b)
≥ 1
2
P (Ec,a() |Fc,b) .(39)
By Bayes’ rule,
P (Ec,a() |Fc,b) = P (Fc,b |Ec,a())P (Ec,a() |Fc,a)
P (Fc,b |Ec,a())P (Ec,a() |Fc,a) +P (Fc,b ∩ Ec,a()c |Fc,a) .(40)
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By [She11, Theorem 2.5] and our assumption on P (Ec,a() |Fc,a), this quantity is bounded below by a
constant depending only on q0 and  (not on ζ). By (39), we arrive at
P (Ec,b(δ0) |Ec,b(ζ))  1.
By combining this with [She11, Theorem 2.5] we obtain that for b′ as in the statement of the lemma,
(41) P (Fc,b′ |Ec,b(ζ)) ≥ P (Fc,b′ |Ec,b(δ0))P (Ec,b(δ0) |Ec,b(ζ))  1.
Next we consider the numerator in (38). Observe that if Fc,b′∩Ec,b(ζ)c occurs, thenX(−JHmc,b′ ,−JHmc,b−
1) contains at most ζmc,b + c cheeseburgers. To estimate the probability that this occurs, consider the
correlated Brownian motion Z = (U, V ) of (4). By [She11, Theorem 2.5], for each s > 0, the proba-
bility that X(−JHmc,b′ ,−JHmc,b − 1) contains at most smc,b cheeseburgers converges as mc,b →∞ to the
probability that U reaches height b′ − b before V reaches height sb. The probability that this occurs
tends to 0 as s → 0, at a rate depending only on λ. It follows that for each α > 0, we can find ζ0 > 0
and a0 > 0 (depending only on α) such that for each ζ ∈ (0, ζ0], there exists m∗ = m∗(ζ, α, ) ≥ m˜∗
such that whenever a ≥ a0 and mc,a ≥ m∗, we have
(42) P (Fc,b′ |Ec,b(ζ)c ∩ Fc,b) ≤ α.
We conclude by combining (41) and (42) and choosing α sufficiently small depending on q and λ. 
Lemma 4.12. Let q, q0 ∈ (0, 1) and λ ∈ (0, 1/2). There is a ζ0 > 0 and an a0 > 0 (depending only
on q and q0) such that for each ζ ∈ (0, ζ0] we can find m∗ = m∗(q, q0, ζ) ∈ N with the following
property. Suppose c ∈ N and a ≥ a0 with mc,a ≥ m∗ and P (Ec,a(ζ) |Fc,a) ≥ q0. Suppose also that
b ∈ [(1− λ)−1a, λ−1a]. Then P (Ec,b(ζ) |Fc,b) ≥ 1− q.
Proof. Given a and b as in the statement of the lemma, let b˜ := (a + b)/2. By Lemma 4.10 we
can find ζ0 > 0 (depending only on q and λ) such that for ζ ∈ (0, ζ0] and  ∈ (0, ζ], there exists
m˜∗ = m˜∗(ζ, , q, λ) ∈ N such that if mc,a ≥ m˜∗ and b ∈
[
(1− λ)−1a, λ−1a], then
P
(
Ec,b(ζ) |Ec,˜b() ∩ Fc,b
)
≥ 1− q and P
(
Ec,˜b(ζ) |Ec,a(ζ) ∩ Fc,˜b
)
≥ 1− q.(43)
Henceforth fix ζ ∈ (0, ζ0].
Fix α ∈ (0, 1) to be chosen later (depending on q, q0, and ζ). By Lemma 4.11, we can find ζ ′ ∈ (0, ζ]
and a0 > 0 (depending on α, q0, and ζ) and m∗ ≥ m˜∗ (depending on α, q0, ζ ′, and ζ) for which the
following holds. If a ≥ a0, mc,a ≥ m∗, and P (Ec,a(ζ) |Fc,a) ≥ q0, then
(44) P
(
Fc,b |Ec,˜b(ζ ′)c ∩ Fc,˜b
)
≤ αP
(
Fc,b |Ec,˜b(ζ ′)
)
.
In this case we have
P (Ec,b(ζ) |Fc,b)(45)
≥
P
(
Ec,b(ζ) |Ec,˜b(ζ ′)
)
P
(
Ec,˜b(ζ
′) |Fc,˜b
)
P
(
Fc,b |Ec,˜b(ζ ′)
)
P
(
Ec,˜b(ζ
′) |Fc,˜b
)
+P
(
Fc,b |Ec,˜b(ζ ′)c ∩ Fc,˜b
)
P
(
Ec,˜b(ζ
′)c |Fc,˜b
)
≥
P
(
Ec,b(ζ) |Ec,˜b(ζ ′)
)
P
(
Fc,b |Ec,˜b(ζ ′)
) × P
(
Ec,˜b(ζ
′) |Fc,˜b
)
P
(
Ec,˜b(ζ
′) |Fc,˜b
)
+ αP
(
Ec,˜b(ζ
′)c |Fc,˜b
) .(46)
By (43),
P
(
Ec,b(ζ) |Ec,˜b(ζ ′)
)
P
(
Fc,b |Ec,˜b(ζ ′)
) = P(Ec,b(ζ) |Ec,˜b(ζ ′) ∩ Fc,b) ≥ 1− q.
Furthermore,
(47) P
(
Ec,˜b(ζ
′) |Fc,˜b
)
≥ P
(
Ec,˜b(ζ
′) |Ec,a(ζ) ∩ Fc,˜b
)
P
(
Ec,a(ζ) |Fc,˜b
)
≥ (1− q)P
(
Ec,a(ζ) |Fc,˜b
)
.
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By Bayes’ rule,
P
(
Ec,a(ζ) |Fc,˜b
)
≥
P
(
Fc,˜b |Ec,a(ζ)
)
P (Ec,a(ζ) |Fc,a)
P
(
Fc,˜b |Ec,a(ζ)
)
P (Ec,a(ζ) |Fc,a) +P
(
Fc,˜b |Ec,a(ζ)c ∩ Fc,a
) .(48)
By [She11, Theorem 2.5] and our assumption on P (Ec,a(ζ) |Fc,a), this quantity is at least a positive
constant c depending on q0, λ and ζ (but not on ζ
′). Therefore, (47) implies P
(
Ec,˜b(ζ
′) |Fc,˜b
)
≥ (1−q)c,
so (46) implies
P (Ec,b′(ζ) |Fc,b′) ≥ (1− q)
2c
(1− q)c+ α.
If we choose α sufficiently small relative to c (and hence ζ ′ sufficiently small and m∗ sufficiently large),
we can make this quantity as close to 1− q as we like. 
In order to deal with the case of very small values of c, we will need the following elementary lemma.
Lemma 4.13. There is a constant C > 0, depending only on p, such that for each m ∈ N and each
ζ > 0,
P
(
N
C
(
X(−JHr ,−1)
) ≤ ζm, ∀r ∈ [1,m]Z)  e−C/ζ
with the implicit constant depending only on p.
Proof. Let kζ := b1/ζc. For m ∈ N and k ∈ [1,kζ ]Z, let rkm(ζ) := bkζmc and let
Ekm(ζ) :=
{
LHbkζmc − LHb(k−1)ζmc+1 ≥ ζm
}
,
where here we use the convention that LH0 = 0. The events E
k
m(ζ) are independent. By [GMS15, Lemma
2.1], we can find q ∈ (0, 1), depending only on p, such that
P
(
Ekm(ζ)
) ≥ q, ∀m ∈ N, ∀ζ > 0, ∀k ∈ [1,kζ ]Z.
On the event Ekm(ζ), we have
N
C
(X(−bkζmc,−1)) ≥ ζm.
Hence
P
(
N
C
(
X(−JHr ,−1)
) ≤ ζm, ∀r ∈ [1,m]Z) ≤ P
 kζ⋂
k=1
Ekm(ζ)
 ≤ (1− q)kζ .

Proof of Lemma 4.9. By Lemma 4.12, for each q ∈ (0, 1/2) we can find ζ0 > 0 and a0 > 0 such that
for each ζ ∈ (0, ζ0], there exists m˜∗ = m˜∗(q, ζ) ∈ N with the following property. Suppose c ∈ N and
a ≥ a0 with mc,a ≥ m˜∗ and P (Ec,a(ζ) |Fc,a) ≥ 1/2. Then for each b ∈
[
(1− λ)−1a, λ−1a] we have
P (Ec,b(ζ) |Fc,b) ≥ 1− q. By [She11, Theorem 2.5], we can find ζ ∈ (0, ζ0] (depending on a0 and q) such
that for every c ∈ N and a ∈ [1, a0] we have P (Ec,a(ζ) |Fc,a) ≥ 1− q. By induction, it follows that for
every c ≥ m˜∗ and every a ≥ 1 we have P (Ec,a(ζ) |Fc,a) ≥ 1− q. Hence for h ≥ c ≥ m˜∗, we have
P
(
N
C
(
X(−JHh ,−1)
) ≥ ζh | JHh < JCc ) ≥ 1− q.
We still need to consider the case where c is smaller than m˜∗. For h ∈ N, let Mh be the smallest
m ∈ N for which N
C
(
X(−JHm ,−1)
) ≥ h1/3. By Lemma 4.13,
P
(
Mh < h
1/2
)
= o∞h (h),
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at a rate depending only on p. Hence for any c ∈ N,
P
(
Mh < h
1/2 | JHh < JCc
)
≤ o∞h (h)P
(
JHh < J
C
1
)−1
.
By, e.g., Lemma 5.5, we have that P
(
JHh < J
C
1
)
is bounded below by some power of h. It follows that
we can find m∗ ≥ m˜∗ such that m1/3∗ ≥ m˜∗ and for h ≥ m∗ and c ∈ N, we have
P
(
Mh < h
1/2 | JHh < JCc
)
≥ 1− q.
Let x be a realization of X−JHMh
. . . X−1 for which Mh < h1/2 and JCc > J
H
Mh
. The conditional law
of X−JHh . . . X−JHMh−1
given {X−JHMh . . . X−1} and {J
H
h < J
C
c } is the same as its conditional law given
{X−JHMh . . . X−1} and the event that X(−J
H
h ,−JHMh − 1) contains at most c − d∗(R(x)) ≥ h1/3 ≥ m˜∗
cheeseburger orders. By the c ≥ m˜∗ case, we infer that there exists ζ > 0 such that for each h ≥ m∗
and c ≤ h, we have
P
(
N
C
(
X(−JHh ,−JHMh − 1)
) ≥ ζh |Mh < h1/2, JHh < JCc ) ≥ 1− q.
Hence for such an h we have
P
(
N
C
(
X(−JHh ,−1)
) ≥ ζh | JHh < JCc ) ≥ (1− q)2.
Since q was arbitrary, this completes the proof. 
4.4. Proof of Proposition 4.2. To deduce Proposition 4.2 from the results of the preceding subsec-
tions, we will need two further lemmas.
Lemma 4.14. For n ∈ N, let pin = pin(1) be as in Definition 3.3. Let x = x−|x| . . . x−1 be a
word consisting of elements of Θ such that R(x) contains no orders and with positive probability we
have X−|x| . . . X−1 = x and pin < |x|. Then pin is determined by x on this event, i.e. there exists
j(x) ∈ [1, |x|]Z such that whenever X−|x| . . . X−1 = x and pin < |x|, it holds that pin = j(x).
Proof. Given x as in the statement of the lemma, let j(x) be the smallest j ∈ [1, |x|]Z such that
j ≥ n − 1nξ/2, there are at least 1nξ/2 hamburger orders to the left of the leftmost flexible order
in R(x−j . . . x−1), and each cheeseburger in R(x−|x| . . . x−j−1) is matched to a cheeseburger order in
R(x−j . . . x−1). Such a j exists since we are assuming that for some k ∈ N it holds with positive
probability we have X−pin−k . . . X−1 = x. We claim that for each k ∈ N for which this is the case, we
have j(x) = pin on the event {X−pin−k . . . X−1 = x}.
Indeed, suppose X−pin−k . . . X−1 = x. By definition, the time pin satisfies the defining properties of
j(x). Since j(x) is the smallest time in [1, |x|]Z satisfying these properties, it follows that pin ≥ j(x). If
pin > j(x), then by minimality of pin there is a cheeseburger in X(−J,−j(x)−1) which is either matched
to a flexible order in X(−j(x),−1) or does not have a match in X(−j(x),−1). By definition of j(x), this
cheeseburger cannot appear in X(−|x|,−j(x) − 1). Hence there is a cheeseburger in X(−J,−|x| − 1)
which either does not have a match in X(−|x|,−1) or is matched to a flexible order in X(−j(x),−1).
Since pin ≥ j(x), this cheeseburger appears in X(−J,−pin−1), which contradicts the definition of pin. 
Lemma 4.15. Let JHn,0 = pin and for m ∈ N let JHn,m be the smallest j ≥ pin for which X(−j,−pin− 1)
contains m hamburgers. Let x = x−|x| . . . x−1 be a realization of X(−JHn,m,−1) for which J > JHn,m
(i.e. R(x) contains no burgers). Let o(x) be as in (7). The conditional law of X−J . . . X−|x|−1 given
{X−JHn,m . . . X−1 = x} is the same as the conditional law of X−JHo(x) . . . X−1 given the event Fo(x)(x) of
Section 4.2.
Proof. For m ∈ N, let J˜Hx,m be the smallest j ≥ |x|+1 for which X(−j,−|x|−1) contains m hamburgers.
Also let j(x) be as in Lemma 4.14, so that on the event {X−JHn,m . . . X−1 = x}, we have pin = j(x).
The event {X−JHn,m . . . X−1 = x} is the same as the event that {X−|x| . . . X−1 = x} and each
j ∈ [|x|+1, J ]Z such that X−j = C and −φ(−j) ≤ j(x) is such that X−j is matched to a cheeseburger in
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X(−pin,−1) = R(x−j(x) . . . x−1). Since X(−JHn,m,−pin−1) contains no flexible orders, this is equivalent
to the condition that {X−|x| . . . X−1 = x} and each cheeseburger in X(−J,−|x| − 1) is matched to a
cheeseburger order in X(−|x|,−1). If this is the case, then every hamburger order and every flexible
order in X(−|x|,−1) is matched to a hamburger in X(−J,−|x| − 1), so J = J˜Hx,o(x).
Conversely, if X−|x| . . . X−1 = x and every cheeseburger in X(−J˜Hx,o(x),−|x| − 1) matched to a
cheeseburger order in X(−|x|,−1), then the rightmost o(x) − 1 hamburgers in X(−J˜Hx,o(x),−|x| − 1)
must be matched to the o(x) − 1 hamburger orders and flexible orders in X(−|x|,−1). The leftmost
hamburger in X(−J˜Hx,o(x),−|x| − 1) then has no match in X(−|x|,−1) so we have J˜Hx,o(x) = J .
Thus, {X−JHn,m . . . X−1 = x} is the same as the event that {X−|x| . . . X−1 = x} and every cheeseburger
in X(−J˜Hx,o(x),−|x| − 1) matched to a cheeseburger order in X(−|x|,−1). By translation invariance,
this implies the statement of the lemma. 
Proof of Proposition 4.2. For n,m ∈ N, let JHn,m be the smallest j ≥ pin such that X(−j,−pin − 1)
contains m hamburgers. Also let LHn,m := d
∗ (X(−JHn,m,−pin − 1)).
For n ∈ N let m0n = 0 and for k ∈ N, inductively define
mkn := b2−k−1(1 − 2)2nξ/2c+mk−1n .
Also let kn be the largest k ∈ N for which 2−k−1(1 − 2)2nξ/2 ≥ nξ/4.
Fix δ ∈ (0, 1/2) to be chosen later. For k ∈ [0,kn]Z, let
Ekn :=
{
cf
(
X(−JHn,mkn ,−1)
)
≥ δ2−knξ/2
}
.
Let Kn be the minimum of kn and the smallest k ∈ [0,kn]Z for which Ekn occurs and let
pin := J
H
n,mKnn
.
It is clear that pin ≥ pin, N F (X(−pin,−pin)) = 0, and N H (X(−pin,−1)) ≤ N H (X(−pin,−1)).
Furthermore,
mKnn ≤
kn∑
k=1
2−k−12nξ/2 ≤ 2nξ/2.
Hence if pin < J , we have
N
H
(X(−pin,−1)) ≥ N H (X(−pin,−1))− 2n
ξ/2.
By definition of pin, on the event {pin < J}, there are at least 1nξ/2 hamburger orders to the left of the
leftmost flexible order in X(−pin,−1). Since X(−pin,−pin−1) has at most 2nξ/2 ≤ 1nξ/2 hamburgers,
it follows that this flexible order does not have a match in X(−pin,−pin − 1). Therefore,
N
C
(X(−pin,−pin − 1)) ≤ cf (X(−pin,−1)) .
If in fact cf (X(−pin,−1)) ≥ nξ/2/2, we have pin = pin. Otherwise, we have
N
C
(X(−pin,−1)) ≥ N C (X(−pin,−1))−N C (X(−pin,−pin − 1)) ≥ N C (X(−pin,−1))−
1
2
nξ/2.
This verifies conditions 1 and 2 in the statement of the lemma.
To obtain condition 3, let x be a realization of X−pin . . . X−1. By Lemma 4.14, the time pin is
determined by the word X−pin . . . X−1, so also Kn is determined by X−pin . . . X−1 (since m
Kn
n is the
number of hamburgers in X(−pin,−pin− 1)). Let k be the realization of Kn corresponding to our given
word x. Since Kn is the minimum of kn and the smallest k ∈ [0,kn]Z for which Ekn occurs, the event
{X−pin . . . X−1 = x} is the same as the event that {X−JH
n,mkn
. . . X−1 = x}. Condition 3 now follows
from Lemma 4.15.
It remains to prove condition 4. Let k ∈ [0,kn − 1]Z and let xk be a realization of X−JH
n,mkn
. . . X−1
such that the number of hamburger orders to the left of the leftmost flexible order in R(xk) is at least
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mk+1n −mkn. By definition, there are at least 1nξ/2 hamburger orders to the left of the leftmost flexible
order in X(−pin,−1) on the event {pin < J} and we always have 1nξ/2 −mkn < mk+1n −mkn. Therefore
if pin < J , the realization of X−JH
n,mkn
. . . X−1 must satisfy the above condition.
By Lemma 4.15, the conditional law of X−J . . . X−JH
n,mkn
−1 given {X−JH
n,mkn
. . . X−1 = xk} is the same
as the conditional law of X−JH
o(xk)
. . . X−1 given the event Fo(xk)(xk) of Section 4.2. By Lemma 4.8, for
each l ∈ Z we have
(49) P
(
LH
n,mk+1n
− LHn,mkn ≤ l |X−JHn,mkn . . . X−1 = x
k
)
≥ P
(
LH
mk+1n −mkn
≤ l | JH
mk+1n −mkn
< JCcf (xk)+1
)
.
By Lemma 4.9, for each q ∈ (0, 1) we can find δ > 0 and n∗ ∈ N (depending only on 1 and 2) such
that for any n ≥ n∗ and any choice of realization xk as above, we have
(50) P
(
N
C
(
X(−JH
mk+1n −mkn
,−1
)
≥ δ2−knξ/2 | N
C
(
X(−JH
mk+1n −mkn
,−1
)
≤ cf (xk)
)
≥ 1− q.
If N
C
(
X(−JH
mk+1n −mkn
,−1
)
≥ δ2−knξ/2 and N
C
(
X(−JH
mk+1n −mkn
,−1
)
≤ cf (xk), then LHmk+1n −mkn ≤
cf (x
k)− δ2−knξ/2. By (49) and (50),
P
(
LH
n,mk+1n
− LHn,mkn ≤ cf (x
k)− δ2−knξ/2 |X−JH
n,mkn
. . . X−1 = xk
)
≥ 1− q.
If LH
n,mk+1n
− LHn,mkn ≤ cf (x
k)− δ2−knξ/2 and X−JH
n,mkn
. . . X−1 = xk, then
cf
(
X(−LH
n,mk+1n
,−1)
)
= cf (x
k)−
(
LH
n,mk+1n
− LHn,mkn
)
≥ δ2−knξ/2.
Note that here we use that mkn < 1n
ξ/2, so that the leftmost flexible order in R(xk) coincides with the
leftmost flexible order in X(−pin,−1). Hence for this choice of δ, we have
P
(
Ek+1n |X−JH
n,mkn
. . . X−1 = xk
)
≥ 1− q.
Since each realization xk as above encodes a realization of X−pin . . . X−1, it follows that
(51) P (Kn ≥ k |X−pin . . . X−1)1(pin<J) ≤ qk, ∀k ∈ [1,kn]Z.
For ζ ≥ nξ/2, let kζn := kn ∧ blog2 δζ − 1c be the minimum of kn and the smallest k ∈ N for which
δ2−knξ/2 ≥ ζnξ/2. By (51) and the definition of pin,
P
(
cf (X(−pin,−1)) ≤ ζnξ/2 |X−pin . . . X−1
)
≤ qkζn  (ζ ∧ n−ξ/4)a(q)
with the implicit constant independent of ζ and n; and a(q) → ∞ as q → 0, at a rate depending only
on 1 and 2. By choosing q sufficiently small (and hence δ sufficiently small) we can arrange that
a(q) ≥ 200, which yields condition 4. 
5. Local estimates for the last segment of the word
In this section we will use the following notation. Let J be as in (10). Let µ be as in (12) and fix
ν ∈ (1 − µ, 1/2) and ξ ∈ (2ν, 1). We treat ν and ξ as fixed throughout this section and do not make
dependence on these parameters explicit.
Fix 0, 1, 2 ∈ (0, 1) with 1 > 2. For l ∈ N, let E ln = E ln(1) be the event of Definition 3.3. Also let
pin = pin(1) be as in Definition 3.3 and let pin = pin(1, 2) be as in Proposition 4.2. We will also need
to consider the following event, which is illustrated in Figure 3.
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Definition 5.1. For n ∈ N and δ > 0, let mδn := b(1 − δ)nc. For C > 1, let Bδn(C) be the event that
the following is true:
J > mδn, N F
(
X(−mδn,−1)
) ≤ nν , and
Nθ
(
X(−mδn,−1)
) ∈ [C−1(δn)1/2, C(δn)1/2]
Z
, ∀θ ∈
{
H , C
}
.
Recall the definition of the path Zn = (Un, V n) from (9). Roughly speaking, Bδn(C) is the event that
Zn(1− δ) is where we expect it to be when we condition on E ln. The reader should note the similarity
between the event of Definition 5.1 and the event Bδ(C) of (15).
l [
C−1(δn)1/2, C(δn)1/2
]
Figure 3. An illustration of the path D of (8) on the event Bδn(C) ∩ E ln for l ∈[
0n
ξ/2, −10 n
ξ/2
]
Z
, as defined in Definitions 3.3 and 5.1. By Lemma 5.2, the conditional
law of the blue part of the path given Bδn(C)∩E ln is mutually absolutely continuous with
respect to its conditional law given only Bδn(C). By [GMS15, Theorem 4.1], this latter
conditional law converges as n → ∞ (δ fixed) to the conditional law of a correlated
Brownian motion Ẑ = (Û , V̂ ) conditioned to stay in the first quadrant until time 1− δ
and conditioned on the event Bδ(C) of (15) in Section 2, defined with 1− δ in place of
1.
The first main result of this subsection is a description of the conditional law of X−mδn . . . X−1 given
Bδn(C) ∩ E ln for l ∈
[
0n
ξ, −10 n
ξ
]
, which will allow us to compare this law to the law of a correlated
Brownian motion conditioned to stay in the first quadrant using [GMS15, Theorem 4.1].
Proposition 5.2. Fix C > 1. For δ ∈ (0, 1/2) and n ∈ N, let mδn and let Bδn(C) be as in Defini-
tion 5.1. For each δ ∈ (0, 1/2), there exists n∗ = n∗(δ, C, 0, 1) such that for each n ≥ n∗ and each
l ∈ [0nξ/2, −10 nξ/2]Z, the conditional law of X−mδn . . . X−1 given E ln ∩ Bδn(C) is mutually absolutely
continuous with respect to its conditional law given only Bδn(C), with Radon-Nikodym derivative bounded
above and below by positive constants depending only on C, 0, and 1.
To complement Lemma 5.3, we have a result which tells us that if C is large, then the event Bδn(C)
is likely to occur when we condition on E ln.
Proposition 5.3. For each q ∈ (0, 1), there is a C = C(q, 0, 1) > 1 such that the following is true.
For each δ ∈ (0, 1/2), there exists n∗ = n∗(δ, C, q, 0, 1) ∈ N such that for each n ≥ n∗ and each
l ∈ [0nξ/2, −10 nξ/2]Z, we have
P
(Bδn(C) ∣∣ E ln) ≥ 1− q.
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The following result is needed to prove tightness of the conditional law of Zn|[0,2] given {X(1, 2n) =
∅}, plus absolute continuity with respect to Lebesgue measure of the law of a subsequential limiting
path evaluated at a fixed time, in the next subsection.
Proposition 5.4. Define Zn = (Un, V n) as in (9). For α > 0 and n ∈ N, let G˜n(α, ζ) be the event
that the following is true. For each s, t ∈ [0, 1] with |s − t| ≤ ζ, we have |Zn(−s) − Zn(−t)| ≤ α. For
each α > 0 and q ∈ (0, 1), there exists ζ = ζ(q, α, 0, 1) > 0 and n∗ = n∗(α, ζ, 0, 1) ∈ N such that for
n ≥ n∗ and l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, we have
P
(
G˜n(α, ζ) | E ln
)
≥ 1− q.
Furthermore, for each t ∈ (0, 1), each q ∈ (0, 1), and each set A ⊂ [0,∞)2 with zero Lebesgue measure,
there exists β = β(t, q, A, 0, 1) > 0 and n∗ = n∗(t, q, A, 0, 1) ∈ N such that for each n ≥ n∗ and
l ∈ [0nξ/2, −10 nξ/2]Z, we have
P
(
dist(Zn(t), A) < β | E ln
) ≤ q.(52)
The idea of the proofs of Propositions 5.2, 5.3, and 5.4 is to estimate P
(E ln |X−mδn . . . X−1) when
l ∈ [0nξ/2, −10 nξ/2]Z using the results of [GS15] and Section 4; and to use such estimates, together
with Bayes’ rule, to obtain statements about the conditional law of X−mδn . . . X−1 given E ln.
In Section 5.1, we will recall some basic facts about regularly varying functions and some results
from [GMS15, GS15] regarding regular variation of certain quantities associated with the word X. In
Section 5.2, we will prove a lower bound for the conditional probability of E ln given a realization of
X−mδn . . . X−1 for which Bδn(C) occurs. In Section 5.3, we will prove our first upper bound for the
conditional probability of E ln given X−Nn . . . X−1, where Nn is a stopping time for the word X, read
backward. In Section 5.4, we will use the upper bound of Section 5.3 to deduce two sharper upper
bounds for the same probability. In Section 5.5, we will prove a regularity estimate for the last segment
of the word when we condition on E ln and a realization of X−mδn . . . X−1. In Section 5.6, we will combine
the estimates of the earlier subsections to prove Propositions 5.2, 5.3, and 5.4. The reader may wish
to read Section 5.6 before the other sections to get an idea for how all of the results of this section fit
together.
5.1. Regular variation. Here we recall some basic facts about regularly varying functions and some
results from [GMS15,GS15] which we will need in the sequel.
Let α > 0. Recall that a function f : [1,∞)→ (0,∞) is called regularly varying of exponent α if for
each λ > 0,
lim
t→∞
f(λt)
f(t)
= λ−α.
A function f is called slowly varying if f is regularly varying of exponent 0. A function f is regularly
varying of exponent α if and only if f(t) = ψ(t)t−α, where ψ is slowly varying. See [BGT87] for more
on regularly varying functions.
We recall the definition of the exponent µ from (12). The following lemma is taken from [GMS15,
Section A.2].
Lemma 5.5. Let I be the smallest i ∈ N for which X(1, i) contains an order. Then the law of I is
regularly varying with exponent µ, i.e. there exists a slowly varying function ψ0 : [0,∞)→ (0,∞) such
that
P (I > n) = ψ0(n)n
−µ, ∀n ∈ N.
The following is [GS15, Lemma 4.1].
Lemma 5.6. Let ψ0 be the slowly varying function from Lemma 5.5. There is a slowly varying function
ψ2 such that for n ∈ N and k ∈ [1, n]Z, we have
P (∃ j ∈ [n− k, n]Z such that X(−j,−1) contains no orders) = (1 + ok/n(1))ψ0(n)ψ2(k)(k/n)µ.
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We will make use of the functions ψ0 and ψ2 throughout the remainder of this section. The reason
why we use the notation ψ0 and ψ2 (and not ψ1) is to be consistent with [GS15] (which also includes
another slowly varying function ψ1 which is not needed for the present paper).
5.2. Lower bound. In this subsection we will prove the following lower bound for the conditional
probability of E ln given a realization of X−mδn . . . X−1 for which Bδn(C) occurs.
Proposition 5.7. For n ∈ N, δ > 0 and C > 1 let mδn and Bδn(C) be as in Definition 5.1. Also let
δ ∈ (0, 1/2) and let x be a realization of X−mδn . . . X−1 for which Bδn(C) occurs. Let ψ0 and ψ2 be the
slowly varying functions from Lemmas 5.5 and 5.6. There is an n∗ = n∗(δ, C, 0, 1) ∈ N such that for
each n ≥ n∗, each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, and each realization x as above we have
P
(E ln |X−mδn . . . X−1 = x)  ψ0 (δn)ψ2(nξ)δ−1−µn−1−µ+ξ(µ−1/2)
with the implicit constant depending only on 0, 1, and C.
Proof. Throughout, we assume that n is large enough that C−1δ1/2n1/2 ≥ 100nξ/2. Fix a realization
x as in the statement of the proposition and an l ∈ [0nξ/2, −10 nξ/2]Z. Let h(x) and c(x) be as in (7)
and let
hn(x) := h(x)− b21nξ/2 + nνc.
For m ∈ N, let JHx,m be the smallest j ≥ |x| for which X(−j,−|x| − 1) contains m hamburgers and let
LHx,m := d
∗ (X(−JHx,m,−|x| − 1)). Let E˜n(x) be the event that the following is true.
(1) JHx,hn(x) ∈
[
n− −11 nξ, n− nξ
]
Z
.
(2) LHx,hn(x) ∈
[
c(x)− l − 2nξ/2, c(x)− l − nξ/2]
Z
.
(3) N
C
(
X(−JHx,hn(x),−1)
)
≤ c(x)− l − nξ/2.
By [GS15, Proposition 4.4, Assertion 2] (applied with h = hn(x), c = c(x) − l − nξ/2, n − |x|  δn in
place of n, k  nξ, and r  nξ/2) we can find n0∗ = n0∗(0, 1, C) ∈ N such that for n ≥ n0∗,
(53) P
(
E˜n(x) |X−mδn . . . X−1 = x
)
 ψ0(δn)ψ2(nξ)δ−1−µn−(1−ξ)(1+µ),
with the implicit constant depending only on 0, 1, and C.
Let J˜Cx be the smallest j ≥ JHx,hn(x) + 1 for which X(−j,−JHx,hn(x) − 1) contains b(1/4)nξ/2c cheese-
burgers. Let F˜n(x) be the event that the following is true.
(1) N
H
(
X(−J˜Cx ,−JHx,hn(x) − 1)
)
≥ 1nξ/2.
(2) J˜Cx − JHx,hn(x) ≤ 12nξ.
(3) |X(−J˜Cx ,−JHx,hn(x) − 1)| ≤ 12nξ/2.
The event F˜n(x) is independent from E˜n(x) and by [She11, Theorem 2.5], by possibly increasing n
0
∗ we
can arrange that for n ≥ n0∗,
(54) P
(
F˜n(x) | E˜n(x), X−mδn . . . X−1 = x
)
 1,
with the implicit constant depending only on 1.
Let x˜ be a realization of X−J˜Cx . . . X−|x|−1 for which E˜n(x)∩ F˜n(x) occurs and let o(x˜x), c(x˜x), and
cf (x˜x) be as in (7) and Definition 4.1, respectively. Then whenever X−J˜Cx . . . X−1 = x˜x, we have the
following.
(1) |x˜x| ∈ [n− −11 nξ, n− 12nξ]Z.
(2) Since each of X(−J˜Cx ,−JHx,hn(x)−1) and X(−JHx,hn(x),−|x|−1) contains no flexible orders, also
R(x˜) contains no flexible orders and N
F
(R(x˜x)) ≤ N
F
(R(x)) ≤ nν .
(3) There are at least N
H
(R(x˜)) ≥ 1nξ/2 hamburger orders to the left of the leftmost flexible
order in R(x˜x).
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(4) We have
c(x˜) ≥ N
C
(
X(−JHx,hn(x),−|x| − 1)
)
−N
C
(
X(−J˜Cx ,−JHx,hn(x) − 1)
)
≥ −LHx,hn(x) −N C
(
X(−JHx,hn(x),−1)
)
− 1
4
nξ/2 ≥ 1
2
nξ/2,
so there are at least 12n
ξ/2 cheeseburger orders to the left of the leftmost flexible order in R(x˜x).
(5) By condition 3, we have 1n
ξ/2 ≤ o(x˜x) ≤ h(x)−hn(x)+nν + |X(−J˜Cx ,−JHx,hn(x)−1)| ≤ 2nξ/2.
(6) By our choice of l together with condition 2 in the definition of E˜n(x) and condition 3 in the
definition of F˜n(x) we have 0 ≤ 1− c(x˜x) ≤ −11 nξ/2.
For m ∈ N, let ĴHx˜x,m be the smallest j ≥ |x˜x| for which X(−j,−|x˜x| − 1) contains m hamburgers,
and set L̂Hx˜x,m := d
∗
(
X(JHx˜x,m,−|x˜x| − 1)
)
. By observation 4 above, if X−J˜Cx . . . X−1 = x˜x and(
ĴHx˜x,o(x˜x) − |x˜x|, L̂Hx˜x,o(x˜x)
)
= (n− |x˜x|, c(x˜x)− l)
N
C
(
X(−ĴHx˜x,o(x˜x),−|x˜x| − 1)
)
≤ 1
2
nξ/2
then J = ĴHx,o(x˜x) and Ê ln occurs and every cheeseburger in X(−ĴHx,o(x˜x),−|x˜x| − 1) is matched to a
cheeseburger order in R(x˜x). By observations 1 and 3 above, the time J˜Cx = |x˜x| satisfies the defining
conditions of pin. Therefore E ln occurs. By observations 5 and 6 together with [GS15, Lemma 2.10],
P
(
E ln | E˜n(x), F˜n(x), X−mδn . . . X−1 = x
)
 n−3ξ/2.
By combining this with (53) and (54), we obtain the statement of the proposition. 
5.3. Upper bound when the tip of the path is in the bulk. In this subsection, we will prove
an upper bound for the conditional probability of the event E ln given a realization of X−Nn . . . X−1,
where Nn is a stopping time for the word X, read backward. This upper bound degenerates near the
boundary of the first quadrant, but we will deduce from it various upper bounds without this drawback
in Section 5.4 below.
Proposition 5.8. Fix ξ ∈ (ξ, 1). Let Nn be a stopping time for the word x, read backward, and let x
be a realization of X−Nn . . . X−1 such that |x| < n− −11 nξ and R(x) contains no burgers, at least nξ/2
hamburger orders, at least nξ/2 cheeseburger orders, and at most nν flexible orders. Let h(x) and c(x)
be as in (7) and let
(55) m(x) := h(x) ∧ c(x).
Let ψ0 and ψ2 be the slowly varying functions from Lemmas 5.5 and 5.6. For each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
,
we have
P
(E ln |X−Nn . . . X−1 = x)  ψ0 (m(x)2)ψ2(nξ)m(x)−2−2µnξ(µ−1/2).
with the implicit constant depending only on ξ, 0, and 1.
Recall the time pin = pin(1, 2) from Proposition 4.2. We will prove Proposition 5.8 by considering
the time intervals [Nn, pin]Z and [pin, n]Z separately; estimating the former using [GS15, Proposition
4.4] and Proposition 4.2; and estimating the latter using [GS15, Proposition 2.2].
Lemma 5.9. Let x˜ be a realization of X−pin . . . X−1 for which pin < J . Let cf (x˜) and r(x˜) be as in
Definition 4.1 and let o(x˜) be as in (7). There are constants a0, a1 > 0, depending only on 1 and 2
such that for each n ∈ N, each realization x˜ as in that lemma, and each l ∈ N,
P
(E ln |X−pin . . . X−1 = x˜)  exp(−a0o(x˜)2n− |x˜| − a1|c(x˜)− l|(n− |x˜|)1/2
)
o(x˜)−3r(x˜)−1+or(x˜)(1),
with the implicit constants depending only on 1 and 2.
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Proof. Fix a realization x˜ as in the statement of the lemma. For m ∈ N, let JHx˜,m be the smallest
j ≥ |x˜|+ 1 such that X(−j,−|x˜| − 1) contains m hamburgers and let LHx˜,m := d∗
(
X(−JHx˜,m,−1)
)
.
On the event E ln, every cheeseburger in X(−J,−|x˜| − 1) is matched to a cheeseburger order in
X(−|x˜|,−1). It follows that
(JHx˜,o(x˜), L
H
x˜,o(x˜)) = (n, l − c(x˜)).
By Lemma 4.4 together with the second equation of [GS15, Lemma 2.8] (applied with m = o(x˜),
k = n− |x˜|, and R = |l − c(x˜)|), we therefore have
P
(E ln |X−pin . . . X−1 = x˜)
= P
(
(JHx˜,o(x˜), L
H
x˜,o(x˜)) = (n, l − c(x˜)) |X−pin . . . X−1 = x˜
)
≤ P
(
(JHx˜,o(x˜), L
H
x˜,o(x˜)) = (n, l − c(x˜)) |X−|x˜| . . . X−1 = x˜
)
r(x˜)−1+or(x˜)(1)
 exp
(
−a0o(x˜)
2
n− |x˜| −
a1|c(x˜)− l|
(n− |x˜|)1/2
)
o(x˜)−3r(x˜)−1+or(x˜)(1),
for constants a0, a1 > 0 as in the statement of the lemma. 
Fix a small constant η > 0. In what follows, we let
(56) kηn :=
⌊
log2
(
ηn(ξ−ξ)/2
)⌋
and k˜n :=
⌊
log2
(
ηnξ/2
)⌋
,
be the smallest k ∈ N for which 2knξ/2 ≥ ηnξ/2 (with ξ as in Proposition 5.8) and the smallest k ∈ N
for which 2−k ≤ n−ξ/2, respectively.
Lemma 5.10. Let x be a realization of X−Nn . . . X−1 as in Proposition 5.8 and define h(x), c(x), and
m(x) as in Proposition 5.8. For k, l ∈ N, let Eln(k) be the event that pin < J ,
N
H
(X(−pin,−1)) ≤ 2k1nξ/2, N C (X(−pin,−1))− l ≤ 2
knξ/2, and N
F
(X(−pin,−1)) ≤ 2nν .
There is an η > 0, depending only on 0, 1, and 2, such that for each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
and each
k ∈ [1,k2ηn ]Z, we have
P
(
Eln(k) |X−Nn . . . X−1 = x
)  ψ0 (m(x)2)ψ2 (22knξ)m(x)−2−2µ22(µ+1)knξ(µ+1)(57)
with ψ0 and ψ2 as in Section 5.1 and the implicit constants depending only on 0, 1, and 2.
Proof. Consider a realization x′ of X−pin . . . X−Nn−1 for which E
l
n(k) occurs when X−pin . . . X−1 = x
′x.
Since pin < J , the wordR(x′) contains at most c(x)+nν cheeseburgers and at most h(x)+nν hamburgers.
Since N
C
(R(x′x))− l ≤ 2knξ/2, we have
d∗ (R(x′)) ≥ c(x)− nν − l − 2knξ/2.
Hence
(58) N
C
(R(x′)) +N
F
(R(x′)) ≤ 3nν + l + 2knξ/2  2knξ/2.
Furthermore, we have
(59)
∣∣∣∣N C (R(x′))− c(x)
∣∣∣∣ ≤ nν + l + 2knξ/2  2knξ/2.
By definition of Eln(k), we have
(60) N
H
(R(x′x)) +N
F
(R(x′x))  2knξ/2,
whence
(61) N
H
(R(x′)) +N
F
(R(x′))  2knξ/2 and
∣∣∣∣h(x)−N H (R(x′))
∣∣∣∣  2knξ/2.
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By definition of pin, we also have
(62) 0 ≤ n− |x′x| ≤ −11 nξ  nξ ≤ 2knξ.
The implicit constants above depend only on 0, 1, and 2.
Since pin ≥ n−−11 nξ/2, equations (58), (59), (60), and (61) together imply that Eln(k) is contained in
the event E
h(x),c(x)
n,k′,r′ of [GS15, Proposition 4.4], defined with . . . X−|x|−2X−|x|−1 in place of . . . X−2X−1,
for k′  22knξ and r′  2knξ/2 (implicit constants depending only on 0, 1, and 2). By [GS15,
Proposition 4.4, Assertion 1], if we choose η < (2b)−1 (say), then whenever k ∈ [1,k2ηn ]Z and m(x) ≥
nξ/2, we have
P
(
Eln(k) |X−Nn . . . X−1 = x
)  ψ0 (m(x)2)ψ2 (22knξ)m(x)−2−2µ22(µ+1)knξ(µ+1).
The statement of the lemma follows. 
Lemma 5.11. Let x be a realization of X−Nn . . . X−1 as in Proposition 5.8 and define h(x), c(x), and
m(x) as in Proposition 5.8. For k1, k3, l ∈ N, let E˜ln(k1, k3) be the event that pin < J ∧ n and the
following is true:
N
H
(X(−pin,−1)) ≤ 2k1(1 − 2)nξ/2, N C (X(−pin,−1))− l ≤ 2
k1nξ/2,
N
F
(X(−pin,−1)) ≤ nν , and cf (X(−pin,−1)) ≤ 2−k3nξ/2.
Let η be chosen as in Lemma 5.11 and let kηn and k˜n be as in (56) for this choice of η. For each
l ∈ [0nξ/2, −10 nξ/2]Z and each (k1, k3) ∈ [1,kηn]Z × [1, k˜n]Z, we have
P
(
E˜ln(k1, k3) |X−Nn . . . X−1 = x
)
 ψ0
(
m(x)2
)
ψ2
(
22k1nξ
)
m(x)−2−2µ22(µ+1)k1−100k3nξ(µ+1)(63)
with ψ0 and ψ2 as in Section 5.1 and the implicit constants depending only on 0, 1, and 2.
Proof. Let Eln(k1 + 1) be as in Lemma 5.10 with k = k1 + 1. By condition 2 of Proposition 4.2, if
E˜ln(k1, k3) occurs, then E
l
n(k1 + 1) occurs. By condition 4 of Proposition 4.2, for (k1, k3) ∈ [1,kηn]Z ×
[1, k˜n]Z we have
P
(
cf (X(−pin,−1)) ≤ 2−k3nξ/2 |Eln(k1 + 1), X−Nn . . . X−1 = x
)
 (2k3 ∧ n)−100 .
By combining this with the estimate of Lemma 5.10, we obtain (63). 
Proof of Proposition 5.8. For k1, k2, k3, l ∈ N, let Êln(k1, k2, k3) be the event that pin < J ∧ n and the
following is true:
N
H
(X(−pin,−1)) ∈
[
2k1−1(1 − 2)nξ/2, 2k1(1 − 2)nξ/2
]
Z
N
C
(X(−pin,−1))− l ∈
[
2k2−1nξ/2, 2k2nξ/2
]
Z
,
N
F
(X(−pin,−1)) ≤ 2nν , and
cf (X(−pin,−1)) ∈
[
2−k3nξ/2, 2k3−1nξ/2
]
Z
.
Also let Êln(k1, 0, k3) be defined in the same manner as Ê
l
n(k1, k2, k3) above but with
[−−11 nξ/2, nξ/2]Z
in place of
[
2k2−1nξ/2, 2k2nξ/2
]
Z
; and let Êln(k1, k2, 0) be defined in the same manner as Ê
l
n(k1, k2, k3)
above but with
[
nξ/2,∞)
Z
in place of
[
2−k3nξ/2, 2−k3nξ/2
]
Z
.
Let η be as in Lemma 5.10 and let
Gn :=
{
sup
j∈[n−−11 nξ,n]Z
|X(−j,−n+ −11 nξ)| ≤
η
4
nξ/2
}
∩
{
sup
j∈[n/2,n]Z
N
F
(X(−j,−1)) ≤ 2nν
}
.
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Since ξ > ξ and ν > 1− µ, [She11, Lemma 3.13] together with [GMS15, Corollary 5.2] implies
(64) P (Gcn |X−Nn . . . X−1 = x) = o∞n (n).
By condition 1 of Proposition 4.2, on the event {pin < J ∧ n} we always have n− pin ≤ −11 nξ ≤ |x|.
By Lemma 5.9, for l ∈ [0nξ/2, −10 nξ/2]Z and (k1, k2, k3) ∈ [1,kηn]Z × [0,kηn]Z × [1, k˜n]Z, we have
(65)
P
(
E ln | Êln(k1, k2, k3), X−Nn . . . X−1 = x
)
 exp (−a022k1 − a12k2) 2−3k12(k1+k3)(1+ok1+k3 (1))n−3ξ/2
for positive constants a0 and a1 depending only on 0, 1, and 2. By Lemma 5.11, we have
P
(
Êln(k1, k2, k3) |X−Nn . . . X−1 = x
)
 ψ0
(
m(x)2
)
ψ2
(
22(k1∨k2)nξ
)
m(x)−2−2µ22(µ+1)(k1∨k2)−100k3nξ(µ+1).(66)
If n is chosen sufficiently large (depending only on 0 and η), E ln occurs for some l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
,
and Êln(k1, k2, k3) occurs for some (k1, k2) /∈ [1,kηn]2Z, then Gcn occurs. By (65) and (66), for each small
α > 0 we have
P
(E ln ∩Gn |X−Nn . . . X−1 = x)
ψ0 (m(x)2)ψ2 (nξ)m(x)−2−2µnξ(µ−1/2)

k
η
n∑
k1=1
k
η
n∑
k2=0
k˜n∑
k3=0
ψ2
(
22(k1∨k2)nξ
)
ψ2 (nξ)
22(µ+1)(k1∨k2)−(2−α)k1−(99−α)k3 exp
(−a022k1 − a12k2)

∞∑
k1=1
∞∑
k2=0
22(µ+1+α)(k1∨k2)−(2−α)k1 exp
(−a022k1 − a12k2)

∞∑
k1=1
∞∑
k2=k1
22(µ+1+α)k2 exp
(−a022k1 − a12k2)+ ∞∑
k2=0
∞∑
k1=k2
22(µ+1+α)k1 exp
(−a022k1 − a12k2)

∞∑
k1=1
exp
(−a022k1)+ ∞∑
k2=0
exp
(−a12k2)  1,
with implicit constants depending only on 0, 1, 2, and α. By combining this with (64), we obtain
the statement of the proposition. 
We end this subsection by recording the following consequence of the proof of Proposition 5.8, which
will be used in Section 5.5 below.
Corollary 5.12. For n ∈ N and B > 1, let
Hn,1(B) :=
{
B−1nξ/2 ≤ Nθ (X(−pin,−1)) ≤ Bnξ/2 ∀θ ∈
{
H , C
}}
Hn,2(B) :=
{
cf (X(−pin,−1)) ≥ B−1nξ/2
}
Hn,3(B) :=
{
n− pin ≥ B−1nξ/2
}
Fpin :=
{
N
F
(X(−pin,−1)) ≤ 2nν
}
Hn(B) := {pin < J ∧ n} ∩Hn,1(B) ∩Hn,2(B) ∩ Fpin .
Fix C > 1 and q ∈ (0, 1). There is a B > 1, depending only on C, q, 0, 1, and 2 such that the following
is true. Let x be a realization of X−mδn . . . X−1 for which Bδn(C) occurs (notation as in Definition 5.1).
Then for each l ∈ [0nξ/2, −10 nξ/2]Z, we have
P
(
Hn(B) |X−mδn . . . X−1 = x, E ln
) ≥ 1− q.
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Proof. Fix α > 0 to be chosen later, depending only on 0, 1, 2, C, and q. Since N F (R(x)) ≤ n
ν ,
by [GMS15, Corollary 5.2] we have P(F cpin |X−mδn . . . X−1 = x) = o∞n (n), at a rate depending only on
0, 1, and 2. Therefore, for each δ > 0 we can find n
0
∗ = n
0
∗(δ, α0, 1, 2) ∈ N such that for n ≥ n0∗,
(67) P
(
Fpin |X−mδn . . . X−1 = x, E ln
) ≥ 1− α.
For k1, k2, k3 ∈ N, define the events Êln(k1, k2, k3) as in the proof of Proposition 5.8. Also let kηn
be defined as in (56) with η as in Lemma 5.10. By (65) and (66), for l ∈ [0nξ/2, −10 nξ/2]Z and
(k1, k2, k3) ∈ [1,kηn]Z × [0,kηn]Z × [0,∞)Z, we have
P
(
E ln ∩ Êln(k1, k2, k3) |X−mδn . . . X−1 = x
)
ψ0 (δn)ψ2(nξ)δ−1−µn−1−µ+ξ(µ−1/2)
 ψ2
(
22(k1∨k2)nξ
)
ψ2(nξ)
exp
(−a022k1 − a12k2) 22(µ+1)(k1∨k2)−2k1−99k3+(k3+k1)(ok1+k3 (1))(68)
for positive constants a0 and a1 depending only on 0, 1, and 2.
For (k1, k2, k3) ∈ N × [0,∞)2Z, let K(k1, k2, k3) be the set of (k1, k2, k3) ∈ N × [0,∞)2Z for which
either k1 ≥ k1, k2 ≥ k2, or k3 ≥ k3. By the calculation at the end of the proof of Proposition 5.8, for
each α > 0 we can find k1, k2, k3 ∈ N and n1∗ = n1∗(δ, α, C, 0, 1, 2) ≥ n0∗ such that for n ≥ n1∗, we have
P
E ln ∩ ⋃
(k1,k2,k3)∈K(k1,k2,k3)
Êln(k1, k2, k3) |X−mδn . . . X−1 = x

 αψ0 (δn)ψ2
(
nξ
)
δ−1−µn−1−µ+ξ(µ−1/2)
with the implicit constants depending only on 0, 1, 2, and C. By combining this with Proposition 5.7
and possibly increasing n1∗, we find that for n ≥ n1∗,
P
 ⋃
(k1,k2,k3)∈K(k1,k2,k3)
Êln(k1, k2, k3) |X−mδn . . . X−1 = x, E ln
  α.
By definition of pin together with assertion 2 of Proposition 4.2, we always have N H (X(−pin,−1)) ≥
(1 − 2)nξ/2 on E ln. By combining this with (67), we infer that with B0 = (1 − 2)−1 ∨ 2k1 ∨ 2k2 ∨ 2k3 ,
(69) P
(
(Hn,1(B0) ∩Hn,2(B0))c |X−mδn . . . X−1 = x, E ln
)  α.
By Lemma 5.9, for each ζ > 0 we have
P
(E ln |n− pin ≤ ζn, Hn,1(B0) ∩Hn,2(B0) ∩ Fpin , X−mδn . . . X−1 = x)  exp(−a0ζ
)
n−3ξ/2
with the the constant a0 > 0 and the implicit constant depending only on B0, C, 0, 1, and 2. By
Lemma 5.11,
P
(
n− pin ≤ ζn, Hn,1(B0) ∩Hn,2(B0) ∩ Fpin |X−mδn . . . X−1 = x
)  ψ0(δn)ψ2(nξ/2)δ−1−µn−(1−ξ)(1+µ)
with the implicit constant depending only on B0, C, 0, 1, and 2. By combining this with Proposi-
tion 5.7 and Bayes’ rule, we find that if we choose ζ sufficiently small (depending on B0, C, 0, 1, and
2) and set B := ζ
−1 ∧B0, then for n ≥ n1∗, we have
P
(
Hn(B)
c |X−mδn . . . X−1 = x
)  α.
We now obtain the statement of the corollary by choosing n sufficiently large (depending only on
0, 1, 2, C, and δ) and α sufficiently small (depending only on 0, 1, 2, q, and C). 
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5.4. Stronger upper bounds. The estimate of Proposition 5.8 is not quite enough to prove Propo-
sition 5.3, as it degenerates when our realization x is such that (h(x), c(x)) is close to the boundary
of the first quadrant (i.e. m(x) is small). In this subsection we will deduce from Proposition 5.8 two
other upper bound which do not have this drawback, one with depends only on n− |x| and one which
depends on h(x)∨ c(x). These two upper bounded will be used in Section 5.6 to prove Proposition 5.3.
We start with the upper bound in terms of n − |x|. Note the similarity to the lower bound of
Proposition 5.7.
Proposition 5.13. For n ∈ N, let Nn be a stopping time for X, read backward. Let ψ0 and ψ2
be the slowly varying functions as above. For each δ > 0, there exists n∗ = n∗(δ, 0, 1) ∈ N such
that for each n ≥ n∗; each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
; and each realization x of X−Nn . . . X−1 such that
|x| ∈ [(1− 2δ)n, (1− δ)n]Z and R(x) contains at most nν flexible orders, we have
(70) P
(E ln |X−Nn . . . X−1 = x)  ψ0 (δn)ψ2(nξ)δ−1−µn−1−µ+ξ(µ−1/2)
with the implicit constant depending only on 0 and 1.
Proof. The proof is similar to that of condition 4 of Proposition 4.2. The idea is to grow a little more
of the word backward from time −Nn and argue that with high probability, we soon reach a time for
which N
H
(X(−j,−1)) ∧ N
C
(X(−j,−1)) is of order (δn)1/2. We then condition on the word up to
such a time and apply Proposition 5.8.
Fix ξ, ξ
′ ∈ (ξ, 1) with ξ < ξ′ and δ > 0. For n ∈ N, let
kn := blog2(δn1−ξ
′
)c
be the largest k ∈ N for which 2−k/2(δn)1/2 ≥ nξ′/2.
Let m0n = Nn and for k ∈ [1,kn]Z, inductively define mkn := b2−k−1δnc + mk−1n . For ζ > 0 and
k ∈ [1,kn]Z, let Ekn(ζ) be the event that
N
H
(
X(−mkn,−mk−1n − 1)
) ∧N
C
(
X(−mkn,−mk−1n − 1)
) ≥ ζ2−k/2(δn)1/2.
Let Kn(ζ) be the minimum of kn + 1 and the smallest k ∈ [1,kn]Z for which Ekn(ζ) occurs and let
N˜n(ζ) := m
Kn(ζ)
n . Note that if Nn ≤ (1− δ)n, then
N˜n(ζ) ≤ Nn +
kn∑
k=1
2−k−1δn ≤ (1− δ/2)n.
By [She11, Theorem 2.5], for each s ∈ (0, 1), we can find an ζ > 0 (depending only on s) and an
n0∗ = n
0
∗(ζ, s, δ) ∈ N such that for n ≥ n0∗ and k ∈ [1,kn]Z, we have
P
(
Ekn(ζ)
) ≥ 1− s.
Since the events {Ekn(ζ)} are independent from each other and from X−Nn . . . X−1, for such a choice of
ζ we have for n ≥ n0∗, k ∈ [1,kn]Z, and each realization x as in the statement of the proposition that
(71) P (Kn(ζ) ≥ k |X−Nn . . . X−1 = x) ≤ sk.
In particular,
(72) P (Kn(ζ) = kn + 1 |X−Nn . . . X−1 = x) ≤ skn ≤
(
δn1−ξ
′)−R
where the exponent R > 0 can be made as large as we like by choosing s (and hence also ζ) sufficiently
small, independently of δ, n, and x.
Let
(73) F kn :=
{
N
F
(
X(−mkn,−1)
) ≤ 2nν}
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with ν defined as in the beginning of this section. By [GMS15, Corollary 5.2], for any realization x as
in the statement of the proposition we have
(74) P
(
kn⋃
k=1
F kn |X−Nn . . . X−1 = x
)
= o∞n (n)
at a rate depending only on p.
On the event {Kn(ζ) = k} for k ∈ [1,kn]Z, we have
N
H
(X(−Nn(ζ),−1)) ∧N C (X(−Nn(ζ),−1)) ≥ ζ2
−k/2(δn)1/2.
Let n1∗ = n
1
∗(ζ, s, δ, ξ
′
, ξ) ≥ n0∗ be chosen so that ζnξ
′
/2 ≥ nξ′/2 for n ≥ n1∗. By Proposition 5.8 (applied
with N˜n(ζ) in place of Nn) and our choice of kn, by possibly increasing n
1
∗ we can arrange that for each
n ≥ n1∗, each k ∈ [1,kn]Z, and each l and x as in the statement of the proposition we have
P
(E ln |Kn(ζ) = k, F kn , X−Nn . . . X−1 = x)
 ψ0
(
2−kδn
)
ψ2(n
ξ/2)22k(1+µ)δ−1−µn−1−µ+ξ(µ−1/2)
with the implicit constants depending only on ζ, ξ, ξ
′
, 0, and 1. By combining this with (71), we infer
P
(E ln, Kn(ζ) = k, F kn |X−Nn . . . X−1 = x)
 ψ0
(
2−kδn
)
ψ2(n
ξ/2)sk22k(1+µ)δ−1−µn−1−µ+ξ(µ−1/2).(75)
By (72), (74), and (75), we find that if we choose s sufficiently small, depending only on ξ (and ζ
sufficiently small depending on s), then there exists q = q(s) ∈ (0, 1) and n2∗ = n2∗(s, ζ, δ, 0, 1) ≥ n1∗
such that for n ≥ n2∗ and any l and x as in the statement of the proposition, it holds for each k ∈ [1,kn]Z
that
P
(E ln, Kn(ζ) = k |X−Nn . . . X−1 = x)  qkψ0 (2−kδn)ψ2(nξ/2)δ−1−µn−1−µ+ξ(µ−1/2),
with the implicit constants depending only on 0, 1, s, and ζ; and
P (kn∗ (ζ) = kn + 1 |X−Nn . . . X−1 = x) ≤ δ−1−µn−100.
By summing over all k ∈ [1,kn + 1]Z, we obtain the statement of the proposition for n ≥ n2∗. 
Next we will prove a version of Lemma 5.8 with h(x) ∨ c(x) in place of h(x) ∧ c(x), which will help
us rule out the possibility that D(X(−Nn,−1)) is far from the origin.
Proposition 5.14. Fix ξ ∈ (ξ, 1) and for n ∈ N, let Nn be a stopping time for the word X, read
backward. Let
M(x) := h(x) ∨ c(x).
There exists n∗ = n∗(0, 1) such that for each n ≥ n∗; each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
; and each realization
x of X−Nn . . . X−1 such that |x| < n− −11 nξ, M(x) ≥ nξ/2, and N F (R(x)) ≤ n
ν , we have
(76) P
(E ln |X−Nn . . . X−1 = x)  ψ0 (M(x)2)ψ2(nξ)M(x)−2−2µnξ(µ−1/2)
with the implicit constant depending only on 0 and 1.
Proof. Fix a realization x as in the statement of the proposition. Suppose h(x) ≥ c(x), so that
M(x) = h(x) ≥ nξ/2 (the case where we have the reverse inequality is treated similarly). For
m ∈ N, let JHx,m be the smallest j ∈ N for which X(−j,−|x| − 1) contains m hamburgers and let
LHx,m := d
∗ (X(−JHx,m,−|x| − 1)). Let h0x = 0 and for k ∈ N, inductively define hkx := b2−kh(x)c+hk−1x .
For ζ > 0, let
Ekx :=
{
N
C
(
X(−JHx,hkx ,−J
H
x,hkx
− 1)
)
≥ 2−kh(x)
}
.
The proposition is proven by choosing ζ > 0 small and stopping at (roughly speaking) the smallest k
for which Ekx occurs. The rest of the argument is very similar to the proofs of Propositions 4.2 and 5.13,
so we omit the details. 
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5.5. Regularity for the last segment of the word. In this subsection we will prove a regularity
result for the last segment of the word conditioned on the event E ln. This result is needed in the proof
of Proposition 5.4 to show that it is unlikely that the path Zn of (9) moves a large amount during the
time interval [1− δ, 1] (i.e. that the purple segment in Figure 3 has huge diameter) when we condition
on E ln.
Proposition 5.15. Let mδn and Bδn(C) be as in Definition 5.1. For each C > 1 and each q ∈ (0, 1),
there is an A > 0, depending only on C, q, 0, and 1 such that for each δ > 0, there exists n∗ =
n∗(δ, C, q, 0, 1) ∈ N such that for each n ≥ n∗, each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, and each realization x of
X−mδn . . . X−1 for which Bδn(C) occurs, we have
P
(
sup
j∈[mδn+1,n]Z
|X(−j,−mδn − 1)| ≤ A(δn)1/2
∣∣X−mδn . . . X−1 = x, E ln
)
≥ 1− q.
Lemma 5.16. Fix C > 1. Also let δ > 0 and let x be a realization of X−mδn . . . X−1 for which Bδn(C)
occurs. For A > 0, let
Gn(x;A) :=
{
sup
j∈[|x|+1,pin]Z
|X(−j,−|x| − 1)| ≤ A(δn)1/2
}
.
For B > 1, let Hn(B) be the event of Corollary 5.12. There exists B0 > 0 such that for each q ∈ (0, 1)
and each B ≥ B0, there exists A = A(q,B,C, 0, 1, 2) such that for each δ > 0, we can find n∗ =
n∗(δ, A,B,C, 0, 1, 2) ∈ N such that for each n ≥ n∗ and each realization x as above, we have
P
(
Gn(x;A) |Hn(B), X−mδn . . . X−1 = x
) ≥ 1− q.
Proof. Fix a realization x as in the statement of the lemma. By Proposition 5.7 and Corollary 5.12, we
can find B > 1 such that for each δ > 0, there exists and n0∗ = n
0
∗(δ,B,C, 0, 1, 2) ∈ N such that for
n ≥ n0∗ and l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, we have
P
(
Hn(B) ∩ E ln |X−mδn . . . X−1 = x
)  ψ0(δn)ψ2(nξ)δ−1−µn−1−µ+ξ(µ−1/2)
with the implicit constants depending only on B, C, 0, 1, and 2. By Lemma 5.9,
P
(E ln |Hn(B), X−mδn . . . X−1 = x)  n−3ξ/2
with the implicit constant depending only on B. It follows that for n ≥ n0∗, we have
P
(
Hn(B) |X−mδn . . . X−1 = x
)
=
P
(
Hn(B) ∩ E ln |X−mδn . . . X−1 = x
)
P
(E ln |Hn(B), X−mδn . . . X−1 = x)
 ψ0(δn)ψ2(nξ)δ−1−µn−(1−ξ)(1+µ).(77)
Henceforth fix B > 1 for which (77) holds.
For B̂ > 1, let Ên(x; B̂) be the event that there is a j ∈ [n + 1, n + nξ]Z such that the following is
true:
N
H
(X(−j,−|x| − 1)) ∈
[
h(x)− B̂nξ/2, h(x) + B̂nξ/2
]
Z
,
N
C
(X(−j,−|x| − 1)) ∈
[
c(x)− B̂nξ/2, c(x) + B̂nξ/2
]
Z
,
N
H
(X(−j,−|x| − 1)) +N
F
(X(−j,−|x| − 1)) ≤ B̂nξ/2, and
N
C
(X(−j,−|x| − 1)) +N
F
(X(−j,−|x| − 1)) ≤ B̂nξ/2.(78)
We claim that there exists B̂ > 1, depending only on B, C, 0, 1, and 2 such that if n is cho-
sen sufficiently large, then for any realization x′ of X−pin . . . X−mδn−1 for which Hn(B) occurs when
X−pin . . . X−1 = x
′x, we have
(79) P
(
Ên(x; B̂) |X−pin . . . X−1 = x′x
)
 1,
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with the implicit constant depending only on B, C, 0, 1, and 2. To see this, let F̂n(x
′x) = F̂n(x′x;B′)
be the event that
sup
j∈[|x′x|,n+nξ]Z
|X(−j,−|x′x| − 1)| ≤ 2Bnξ/2, N
H
(
X(−n− nξ,−|x′x| − 1)) ≥ Bnξ/2 + 2nν , and
N
C
(
X(−n− nξ,−|x′x| − 1)) ≤ B−1nξ/2 − 2nν .
By condition 1 of Proposition 4.2, we have |x′x| ≥ n− −11 nξ. By [She11, Theorem 2.5], it follows that
we can find n1∗ = n
1
∗(δ,B,C, 0, 1, 2) ≥ n0∗ such that for each n ≥ n1∗ and each choice of realizations x′
and x as above, we have
P
(
F̂n(x
′x) |X−|x′x| . . . X−1 = x′x
)
 1,
with the implicit constant depending only on B and 1. By definition of Hn(B), if F̂n(x
′x) occurs and
X−|x′x| . . . X−1 = x′x, then J ≤ n+ nξ and each cheeseburger in X(−n− nξ,−|x′x| − 1) is matched to
a cheeseburger order in X(−|x′x|,−1). By condition 3 of Proposition 4.2, we therefore have
P
(
F̂n(x
′x) |X−pin . . . X−1 = x′x
)
 1,
with the implicit constant depending only on B and 1. On the other hand, the definition of Hn(B)
implies that R(x′) has at most Bnξ/2 + nν hamburger orders plus flexible orders; and between h(x)−
Bnξ/2 and h(x) + nν hamburgers. Similar statements hold for cheeseburger orders and hamburger
orders. Consequently, if n is chosen sufficiently large (depending only on B) then if F̂n(x
′x) occurs and
X−pin . . . X−1 = x
′x, we have that Ên(x; B̂) occurs for B̂ slightly larger than 2B + 1. This yields (79).
Now fix α > 0 to be chosen later, depending only on q, B, and C. By [GS15, Proposition 4.4,
Assertion 3] we can find A > 0, depending only on α, B, and C, such that for each δ > 0 there exists
n2∗ = n
2
∗(α, δ,B,C, 0, 1, 2) ≥ n1∗ such that for n ≥ n2∗ and each realization x as in the statement of
the lemma, we have
P
(
Gn(x;A)
c | Ên(x; B̂), X−mδn . . . X−1 = x
)
≤ α.
By [GS15, Proposition 4.4, Assertion 1],
(80) P
(
Gn(x;A)
c ∩ Ên(x; B̂) |X−mδn . . . X−1 = x
)
 αψ0(δn)ψ2(nξ)δ−1−µn−(1−ξ)(1+µ)
with the implicit constants depending only B̂ and C.
By combining (77), (79) and (80), we infer that for n ≥ n2∗,
P
(
Gn(x;A)
c |Hn(B), X−mδn . . . X−1 = x
)
≤
P
(
Gn(x;A)
c ∩ Ên(x; B̂) |X−mδn . . . X−1 = x
)
P
(
Ên(x; B̂) |Gn(x;A)c, Hn(B), X−mδn . . . X−1 = x
)
P
(
Hn(B) |X−mδn . . . X−1 = x
)  α,
with the implicit constants depending only on B, C, 0, 1, and 2. We now conclude by choosing α
smaller than q divided by this implicit constant. 
Proof of Proposition 5.15. By Corollary 5.12, we can findB = B(C,α, 0, 1) > 0 and n
0
∗ = n
0
∗(δ, C, α, 0, 1) ∈
N such that for n ≥ n0∗ and x, l as in the statement of the proposition, we have
(81) P
(
Hn(B)
∣∣X−mδn . . . X−1 = x, E ln) ≥ 1− q/2,
with Hn(B) as in Corollary 5.12. Henceforth fix such a B.
Fix α > 0 to be determined later depending on C and q. By Lemma 5.16, we can find A0 > 0,
depending only on B, C, α, 0, and 1 and n
1
∗ = n
1
∗(δ, C, α, 0, 1) ≥ n0∗ such that for n ≥ n1∗,
P
(
sup
j∈[mδn+1,pin]Z
|X(−j,−|x| − 1)| ≤ A0(δn)1/2
∣∣Hn(B), X−mδn . . . X−1 = x
)
≥ 1− α.
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By definition of pin, we have 0 ≤ n − pin ≤ −11 nξ/2 on E ln. By [She11, Lemma 3.13], for any given
A ≥ A0 we can find n2∗ = n2∗(δ, A,C, α, 0, 1) ≥ n2∗ such that for n ≥ n2∗,
(82) P
(
Ĝn(x;A)
∣∣Hn(B), X−mδn . . . X−1 = x) ≥ 1− 2α,
where
Ĝn(x;A) :=
{
sup
j∈[|x|+1,n]Z
|X(−j,−|x| − 1)| ≤ A(δn)1/2
}
.
By (81),
P
(
Ĝn(x;A)
c |X−mδn . . . X−1 = x, E ln
)
≤ P
(
Ĝn(x;A)
c ∩Hn(B) |X−mδn . . . X−1 = x, E ln
)
+
q
2
.(83)
By Bayes’ rule and (82),
P
(
Ĝn(x;A)
c |Hn(B), X−mδn . . . X−1 = x, E ln
)
=
P
(
E ln | Ĝn(x;A)c, Hn(B), X−mδn . . . X−1 = x
)
P
(
Ĝn(x;A)
c |Hn(B), X−mδn . . . X−1 = x
)
P
(E ln |Hn(B), X−mδn . . . X−1 = x)
≤
2αP
(
E ln | Ĝn(x;A)c, Hn(B), X−mδn . . . X−1 = x
)
P
(E ln |Hn(B), X−mδn . . . X−1 = x) .
(84)
By Lemma 5.9,
P
(
E ln | Ĝn(x;A)c, Hn(B), X−mδn . . . X−1 = x
)
 n−3ξ/2
with the implicit constants depending only on B, C, 0, 1, and 2. By assertion 3 of Proposition 4.2
together with [GS15, Lemma 2.9], we can find n3∗(δ, A,C, α, 0, 1) ≥ n2∗ such that for n ≥ n3∗ and x, l
as in the statement of the proposition,
P
(E ln |Hn(B), X−mδn . . . X−1 = x)  n−3ξ/2,
with the implicit constants depending only on B, C, 0, 1, and 2. By (84),
P
(
Ĝn(x;A)
c |Hn(B), X−mδn . . . X−1 = x, E ln
)
 α,
with the implicit constants depending only on B, C, 0, 1, and 2. By choosing α sufficiently small
relative to q (and hence A sufficiently large) and combining this with (83), we obtain the statement of
the proposition. 
5.6. Proofs of Propositions 5.2, 5.3, and 5.4. In this subsection we combine the earlier results
of this section to prove the main results stated at the beginning of the section. First we deduce
Proposition 5.2 from Propositions 5.7 and 5.8.
Proof of Proposition 5.2. By Propositions 5.7 and 5.8, we can find n0∗ = n
0
∗(δ, C, 0, 1) ∈ N such that
for each n ≥ n0∗, each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, and any two realizations x and x′ of X−mδn . . . X−1 for
which Bδn(C) occurs,
P
(E ln |X−mδn . . . X−1 = x)  P (E ln |X−mδn . . . X−1 = x′)
with the implicit constants depending only on C, 0, and 1. The statement of the proposition now
follows from Bayes’ rule. 
Next we deduce Proposition 5.3 from Propositions 5.7, 5.13, and 5.14.
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Proof of Proposition 5.3. Throughout the proof, we require implicit constants to depend only on 0 and
1. Fix q ∈ (0, 1). For n ∈ N and δ > 0, let mδn := b(1− δ)nc, as in Definition 5.1. For n ∈ N, let
Fn :=
{
sup
j∈[n/2,n]Z
N
F
(X(−j,−1)) ≤ nν
}
.
By [GMS15, Corollary 5.2], we have P(Fn) = o
∞
n (n), so for sufficiently large n ∈ N (depending only on
0 and 1) it holds for each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
that
(85) P
(
Fn | E ln
) ≥ 1− q
3
.
Now fix α > 0 to be chosen later, depending only on q, 0, and 1. For ζ > 0 and n ∈ N, let
Gδn(ζ) := Fn ∩ {J > mδn} ∩
{
N
H
(
X(−mδn,−1)
) ∧N
C
(
X(−mδn,−1)
) ≤ ζ(δn)1/2} .
By [GMS15, Theorem 4.1], we can find ζ > 0, depending only on α, such that for each δ ∈ (0, 1/2)
there exists n0∗ = n
0
∗(δ, α, ζ) ∈ N such that for n ≥ n0∗, we have
P
(
Gδn(ζ) |Gδn(1)
)
≤ α, P
(
Gδn(1) \Gδn(1/2) |Gδn(1)
)
 1.
By Proposition 5.13, we can find n1∗(δ, 0, 1) ≥ n0∗ such that for n ≥ n1∗,
P
(
E ln |Gδn(ζ)
)
 ψ0 (δn)ψ2(nξ)δ−1−µn−1−µ+ξ(µ−1/2).
By combining this with Proposition 5.7, possibly increasing n1∗, and applying Bayes’ rule, we obtain
P
(
Gδn(ζ) | E ln
)
≤ P
(
Gδn(ζ) | E ln ∩Gδn(1)
)
≤
P
(
E ln |Gδn(ζ)
)
P
(
Gδn(ζ) |Gδn(1)
)
P
(
E ln |Gδn(1) \Gδn(1/2)
)
P
(
Gδn(1) \Gδn(1/2) |Gδn(1)
)  α.(86)
By choosing α sufficiently small, depending only on q, 0, and 1 (and hence ζ sufficiently small), we
can arrange that
(87) P
(
Gδn(ζ) | E ln
)
≤ q
3
.
To ensure that the word X(−mδn,−1) does not contain too many orders when we condition on E ln,
for C > 1 define
G
δ
n(C) := Fn ∩
{
J > mδn, N H
(
X(−mδn,−1)
) ∨N
C
(
X(−mδn,−1)
) ≥ C(δn)1/2} .
By Proposition 5.14, for sufficiently large n (depending only on δ, 0, and 1), we have
P
(
E ln |G
δ
n(C)
)
 ψ0
(
C2δn
)
ψ2(n
ξ)C−2−2µδ−1−µn−1−µ+ξ(µ−1/2).
By the same argument used in (86), we can find n2∗ = n
2
∗(δ, 0, 1) ∈ N such that for n ≥ n2∗, we have
P
(
G
δ
n(C) | E ln
)
 C−2−2µ+oC(1).
By combining this with (85) and (87) and choosing C sufficiently large (depending only on q, 0, and
1), we obtain the statement of the proposition with C ∨ ζ−1 in place of C and an appropriate choice
of n∗ ≥ n1∗ ∨ n2∗. 
Finally, we prove Proposition 5.4 using Propositions 5.2, 5.3, and 5.15.
48 EWAIN GWYNNE AND XIN SUN
Proof of Proposition 5.4. Letmδn and Bδn(C) be as in Definition 5.1. By Lemma 5.3 together with [GMS15,
Lemma 2.8], we can find C = C(q, 0, 1) such that for each δ ∈ (0, 1/2), there exists n0∗ = n0∗(C, q, δ, 0, 1)
such that for n ≥ n0∗ and each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, we have
(88) P
(Bδn(C) ∣∣ E ln) ≥ 1− q.
By Proposition 5.15, there is an A > 0, depending only on C, q, 0, and 1 such that for each δ > 0,
there exists n1∗ = n
1
∗(δ, C, q, 0, 1) ≥ n0∗ such that for each n ≥ n1∗, each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, and
each realization x of X−mδn . . . X−1 for which Bδn(C) occurs, we have
(89) P
(
sup
j∈[mδn+1,n]Z
|X(−j,−mδn − 1)| ≤ A(δn)1/2
∣∣X−mδn . . . X−1 = x, E ln
)
≥ 1− q.
Henceforth assume we have chosen δ in such a way that Aδ1/2 ≤ α/2.
By Proposition 5.2, by possibly increasing n1∗ we can arrange that for each l as in the statement of
the lemma, the conditional law of X−mδn . . . X−1 given E ln ∩ Bδn(C) is mutually absolutely continuous
with respect to its conditional law given only Bδn(C), with Radon-Nikodym derivative bounded above
and below by positive constants depending only on C, 0, and 1.
By [GMS15, Theorem 4.1], the conditional laws of Zn(−·)|[0,1−δ] given Bδn(C) converge (in the uniform
topology) as n→∞ to the law of a correlated Brownian motion Ẑδ with variances and covariances as
in (4) conditioned to stay in the first quadrant until time 1−δ and satisfy Ẑδ(1−δ) ∈ [C−1δ1/2, Cδ1/2]2
(see Section 2.1 for a precise definition of this conditioned Brownian motion). Since Ẑδ is a.s. continuous,
it follows that we can find ζ > 0, depending only on δ, C, q, α, 0, and 1 and n
2
∗ = n
2
∗(δ, C, q, α, 0, 1) ≥
n1∗ such that for n ≥ n2∗, we have
(90) P
(
G˜δn(α, ζ) | Bδn(C) ∩ E ln
)
≥ 1− q
where G˜δn(α, ζ) is the event that for each s, t ∈ [0, 1−δ] with |s−t| ≤ ζ, we have |Zn(−s)−Zn(−t)| ≤ α/2.
If G˜δn(α, ζ) occurs and the event of (89) occurs, then G˜n(α, ζ) occurs. It now follows from (88), (89),
and (90) that for n ≥ n2∗,
P
(
G˜n(α, ζ) | E ln
)
≥ (1− q)(1− 2q).
Since q is arbitrary this proves the first statement of the lemma.
To obtain the second statement of the proposition, fix t, q ∈ (0, 1) and an open set A ⊂ [0,∞)2 with
zero Lebesgue measure. Suppose we have chosen C as above for our given choice of q, 1− δ > t, and n1∗
as above for this choice of δ and C. Since the law of Ẑδ(t) (as defined just above) has a bounded density
with respect to Lebesgue measure (see [Shi85, Section 3.2] for an explicit formula for this density), for
each q′ ∈ (0, q], we can find β = β(t, q′, C, δ) such that with B˜δ(C) as in (27), we have
P
(
Ẑδ(t) ∈ B2β(A) | B˜δ(C)
)
≤ q′.
By [GMS15, Theorem 4.1], the conditional law of Zn(t) given Bδn(C) converges as n → ∞ to the
conditional law of Ẑδ(t) given B˜δ(C). Therefore, if we choose q′ smaller than q/2 times the reciprocal of
the implicit constant in Proposition 5.2, then we can find n3∗ = n
3
∗(δ, C, t, q, A, 0, 1) ≥ n1∗ such that (52)
holds for each n ≥ n3∗ and l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
. 
6. Conclusion of the proofs
In this section we will combine the results of the previous subsections to prove our main results,
Theorem 1.8 and Theorem 1.11.
We will use the following notation. Let J be as in (10) and let µ be as in (12). Fix ν ∈ (1− µ, 1/2)
and ξ ∈ (2ν, 1).
We recall the definitions of Zn = (Un, V n) and of Z = (U, V ) from Section 1.1. We also recall the
definitions of the event E ln(1) for 1 > 0 and n, l ∈ N from Definition 3.3; and the event G′n = G′n(0, 1)
from Lemma 3.5. For 0 > 0, let ι
n
0 (0) be defined as in Section 3.1.
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This section is structured as follows. In Section 6.1, we will prove tightness of the conditional laws
of Zn|[0,2] given {X(1, 2n) = ∅}. In Section 6.2, we will prove a scaling limit result conditioned on
the event Ê ln of Definition 3.3, plus several regularity conditions, for l at distance of order n1/2 from
0 (rather than of order nξ/2, as was considered in Section 5). In Section 6.3, we will prove that if
we condition on E ln for l  nξ/2, then with high conditional probability there is a j ∈ [1, n]Z with
X−j = F , −φ(−j) − j a little bit less than n, and |X(φ(−j),−j)|  n1/2 with the property that the
event of Section 6.2 occurs with Xφ(−j) . . . X−j in place of X−n . . . X−1. In Section 6.4, we will deduce
Theorem 1.8 from the results of the preceding subsections together with the results of Section 3 and
Lemma 2.2 from Appendix 2. In Section 6.5, we will complete the proof of Theorem 1.11.
6.1. Tightness. In this subsection we establish tightness of the conditional law of Zn|[0,2] given {X(1, 2n) =
∅}.
Proposition 6.1. For n ∈ N, the family of conditional laws of Zn|[0,2] given {X(1, 2n) = ∅} is tight
in the topology of uniform convergence. Furthermore, if Z˜ is a path whose law is a weak subsequential
limit of the conditional laws of Zn|[0,2] given {X(1, 2n) = ∅}, then for each t ∈ (0, 2), the law of Z˜(t) is
absolutely continuous with respect to Lebesgue measure on [0,∞)2 (so in particular P(Z˜(t) ∈ (0,∞)2) =
1).
Proof. For ζ > 0 and k ∈ N, let Gkn(ζ) be the event that the following is true. For each s, t ∈ [0, 2] with
|s− t| ≤ ζ, we have |Zn(s)−Zn(t)| ≤ 2−k. By the Arze´la-Ascoli theorem, to prove tightness it suffices
to find for each q ∈ (0, 1) a sequence ζk → 0, independent of n, such that for each n ∈ N,
(91) P
( ∞⋃
k=1
Gkn(ζk)
)
≥ 1− q.
To this end, suppose given k ∈ N and q ∈ (0, 1). Also fix q′k > 0 to be determined later, depending
only on q and k. By Lemma 3.5, we can find 0, 1 ∈ (0, 1) depending only on q′k and n0∗ = n0∗(q′k) ∈ N
such that for n ≥ n0∗,
(92) P (G′n |X(1, 2n) = ∅) ≥ 1− q′k.
where G′n = G′n(0, 1) is defined as in Lemma 3.5.
By Lemma 3.6 and Proposition 5.4, we can find ζk ∈ N, depending on 0, 1, k, and q′k; and
n1∗ = n
1
∗(0, 2, k, q
′
k) ≥ n0∗ such that for each n ≥ n1∗ and each (m, l) as above, we have
(93) P
(
G˜kn(ζk) | G′n
)
≥ 1− q′k
where G˜kn(ζk) is the event that |Zn(−s) − Zn(−t)| ≤ 2−k−1 whenever s, t ∈ [φ(ιn0 )/n, ιn0/n]Z with
|s− t| ≤ ζk.
On the event G′n, we have |φ(ιn0 )| ≤ nξ/2 and n − ιn0 ≤ nξ/2. By [She11, Lemma 3.13] together
with [GMS15, Proposition 2.13], we can find n2∗ = n
2
∗(0, 2, k, q
′
k) such that the conditional probability
given {X(1, 2n) = ∅} that G′n(0, 1) occurs and
(94)
(
sup
j∈[1,φ(ιn0 )]Z
|X(1, j)|
)
∨
(
sup
j∈[ιn0 ,2n]Z
|X(1, j)|
)
≥ 2−k−1n1/2
is at most q′k. If (94) does not hold and G˜
k
n(ζk) occurs, then G
k
n(ζk) occurs. Hence (92) and (93) imply
that for n ≥ n2∗,
P
(
Gkn(ζk) |X(1, 2n) = ∅
) ≥ 1− (1− q′k)2 − q′k.
Choose q′k sufficiently small that this quantity is at least 1 − q2−k. Since there are only finitely many
n ≤ n2∗, by shrinking ζk we can arrange that
P
(
Gkn(ζk) |X(1, 2n) = ∅
) ≥ 1− q2−k, ∀n ∈ N.
Thus (91) holds.
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To obtain the last statement, fix a weak subsequential limit of the conditional laws of Zn given
{X(1, 2n) = ∅}, a time t ∈ (0, 2), and an open set A ⊂ [0,∞)2 with zero Lebesgue measure. Let Z˜ be
distributed according to our given limiting law. Choose 0, 1 > 0 and n
0
∗ ∈ N such that (93) holds with
q in place of q′k. Then choose β = β(q, t, A, 0, 1) > 0 and n
1
∗ = n
1
∗(q, t, A, 0, 1) ≥ n0∗ such that (52) of
Proposition 5.4 holds with 2β in place of β and t/2 in place of t. Finally, use [She11, Lemma 3.13] to
choose n2∗ = n
2
∗(q, t, β, 0, 1) ≥ n1∗ such that for n ≥ n2∗,
P
(
sup
s∈[t−nξ−1,t+nξ−1]Z
|Zn(s)− Zn(t)| > β |X(1, 2n) = ∅
)
≤ q.
Then for n ≥ n2∗, it holds that
P (dist(Zn(t), A) < β |X(1, 2n) = ∅) ≤ 3q.(95)
Since q is arbitrary, P(Z˜(t) ∈ A) = 0. 
6.2. Convergence conditioned on an exit position at macroscopic distance from 0. In this
section we will define a regularized version of the event Ê ln of Definition 3.3 for l  n1/2, which we
call E ln(α). Roughly speaking, we will then prove the following. Suppose we fix z1, z2 ∈ (0,∞)2 and
0 < s1 < s2 < 1. Then for sufficiently large n and sufficiently small α, the conditional law of Z
n|[s1,s2]
given E ln(α) and the event that Zn(s1) ≈ z1 and Zn(s2) ≈ z2 is close to the law of a Brownian bridge
from z1 to z2 conditioned to stay in the first quadrant (see Proposition 6.3 below for a precise statement).
This statement together with Lemma 2.2 will eventually be used to identify the law of a subsequential
limit of the conditional laws of Zn given {X(1, 2n) = ∅}.
We now proceed to define our events. We recommend that the reader consult Figure 4 for an
illustration before reading the formal definition of the events.
For n ∈ N, t ∈ (1/2, 1), and α > 0 let
(96) ραn = ρ
α
n(t) := J ∧ n ∧ inf
{
j ≥ tn : N
H
(X(−j,−1)) ≤ (αn)1/2
}
.
Let
Oαn = O
α
n(t) := N H (X(−ρ
α
n(t),−1))+N F (X(−ρ
α
n(t),−1))+1, Qαn = Qαn(t) := N C (X(−ρ
α
n(t),−1)) .
Also let
(97) ρ˜αn = ρ˜
α
n(t) := b(1− t)nc ∧ sup
{
j ≥ 1 : N
H
(X(−j,−1)) ≥ (αn)1/2
}
.
For t ∈ (1/2, 1), α > 0, and R > 1, let Gn(α) = Gn(α; t, R) be the event that the following is true.
(1) J > tn.
(2) R−1n1/2 ≤ Nθ (X(−tn,−1)) ≤ Rn1/2 for each θ ∈ { H , C }.
(3) infj∈[(1−t)n,tn]Z N H (X(−j,−1)) ≥ 2(αn)
1/2.
(4) N
C
(X(−ρ˜αn(t),−1)) ≤ R−1n1/2.
(5) supj∈[1,tn]Z N F (X(−j,−1)) ≤ n
ν .
For t ∈ (1/2, 1), α > 0, R > 1, and l ∈ N, let H˜ ln(α) = H˜ ln(α; t, R) be the event that the following is
true.
(1) Gn(α; t, R) occurs.
(2) n− ραn(t) ∈
[
R−1αn,Rαn
]
Z
.
(3) Qαn(t) ∈
[
l −R(αn)1/2, l +R(αn)1/2].
Let
(98) H ln(α) = H
l
n(α; t, R) := H˜
l
n(α; t, R) ∩
{
N
C
(X(−J,−ραn(t)) ≤ R−1n1/2
}
.
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l
(αn)1/2 2(αn)1/2
−ρ˜αn
−b(1− t)nc
−btnc
−ραn
[R−1n1/2, Rn1/2]2
−bs1nc
−bs2nc
Figure 4. An illustration of the path D of (8) when the event E ln of Section 6.2 occurs.
The event Gn(α) concerns the part of the path before the green segment. In particular,
the path is required to stay in the first quadrant until time −btnc, to stay to the right
of the vertical line at distance 2(αn)1/2 from the origin between times −b(1− t)nc and
−btnc, and to be in the rectangle [R−1n1/2, Rn1/2]2
Z
at time −btnc; and the path at
time −ρ˜αn is required to be within distance at most R−1n1/2 of the horizontal axis.
The event H˜ ln(α) specifies additional regularity conditions for the green part of the
path and the time −ραn. The event H ln(α) is the intersection of H˜ ln(α) and the event
that the diameter of the purple segment of the path is at most a small constant times
n1/2. On the event H ln(α), each cheeseburger in the reduced word corresponding to
the purple part of the path is matched to a cheeseburger order. This fact allows us
to apply the results of [GS15, Section 2] to estimate the conditional probability of the
event E ln(α) that H ln(α) occurs and the path exits the first quadrant at the position
(0, l) (which lies at distance proportional to n1/2 from the origin). Proposition 6.3 is
proven by showing that if we condition on E ln(α) and the approximate locations of the
path at times −btnc, −bs1nc, and −bs2nc, then the law of the blue part of the path is
approximately that of a correlated Brownian bridge conditioned to stay in the first
quadrant.
Let Ê ln be the event that J = n, X(−J) = H , and |X(−J,−1)| = l, as in Definition 3.3; and let
(99) E ln(α) = E ln(α; t, R) := Ê ln ∩H ln(α; t, R).
Our reason for including several of the conditions in the definitions of the events of this subsection
is to make the following lemma true.
Lemma 6.2. Define the time ραn = ρ
α
n(t) and the events as in the beginning of this subsection. Fix
t ∈ (1/2, 1) and R > 1. There exists α∗ = α∗(R) such that for each α ∈ (0, α∗], there exists n∗ =
n∗(α,R) ∈ N such that for α ∈ (0, α∗], n ≥ n∗, and l ≥ 3R−1n1/2, the following holds. On the
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event H ln(α) = H
l
n(α; t, R), each cheeseburger in X(−J,−ραn − 1) is matched to a cheeseburger order in
X(−ραn,−1).
Lemma 6.2 will allow us to apply the estimates of [GS15, Section 2] to the word X−J . . . X−ραn−1,
without having to worry about the matches of F ’s.
Proof of Lemma 6.2. Assume H ln(α) occurs. By definition of ρ
α
n, the word X(φ(−ραn),−1) contains at
most αn1/2 hamburger orders. By condition 3 in the definition of Gn(α) together with the definitions
of ραn and ρ˜
α
n, it follows that ρ
α
n is a hamburger and −φ(−ραn) = ρ˜αn. By condition 4 in the definition
of Gn(α), we have N C (X(−ρ˜
α
n,−1)) ≤ R−1n1/2. If we choose α small enough that Rα1/2 ≤ R−1 and
n sufficiently large depending on α, then for l ≥ 3R−1n1/2 we have by condition 3 in the definition of
H˜ ln(α) that
N
C
(X(−ραn,−ρ˜αn)) ≥ Qαn −N C (X(−ρ˜
α
n,−1)) ≥ R−1n1/2.
The word X(−ραn,−ρ˜αn) contains no flexible orders. By the definition (98) of H ln(α), we infer that each
cheeseburger in X(−J,−ραn−1) is matched to a cheeseburger order in X(−ραn, φ(−ραn)), as required. 
The main result of this subsection is the following proposition.
Proposition 6.3. Fix t ∈ (1/2, 1), R > 1, b ∈ (3R−1, 1), q ∈ (0, 1), s1 < s2 ∈ (1 − t, t), and
z1, z2 ∈ (0,∞)2. For ζ > 0 and n ∈ N, let Ps1,s2n (z1, z2; ζ) be the event that the following is true:
(100) |Zn(s1)− z1| ≤ ζn1/2, |Zn(s2)− z2| ≤ ζn1/2, and Zn([s1, s2]) ⊂ (0,∞)2.
Also define the objects and events as in the beginning of this subsection. There exists ζ∗ > 0 (depending
on the above parameters) such that for each ζ ∈ (0, ζ∗] there exists α∗ > 0 (depending on ζ and the
above parameters) such that for each α ∈ (0, α∗], there exists n∗ ∈ N (depending on α, ζ, and the above
parameters) with the following property. For each n ≥ n∗ and each l ∈ [bn1/2, b−1n1/2]Z, the Prokhorov
distance between the conditional law of Zn(−·)|[s1,s2] given Ps1,s2n (z1, z2; ζ) ∩ E ln(α) and the law of a
two-dimensional Brownian bridge from z1 to z2 in time s2−s1 with variances and covariances as in (4)
conditioned to stay in the first quadrant is at most q.
The idea of the proof of Proposition 6.3 is to show that if we are given two realizations x and x′ of
X−btnc . . . X−1 for which Gn(α) occurs and the corresponding realizations of Zn(t) are close together,
then the conditional probabilities of E ln(α) given {X−btnc . . . X−1 = x} and {X−btnc . . . X−1 = x′}
are close together. We then apply Bayes’ rule to invert the conditioning, and finally condition on
Ps1,s2n (z1, z2; ζ) for s1 < s2 ∈ (1− t, t).
Lemma 6.4. Define the times ραn = ρ
α
n(t) and ρ˜
α
n = ρ˜
α
n(t) and the events as at the beginning of this
subsection. Fix t ∈ (1/2, 1) and R > 1. For each q ∈ (0, 1), there exists α∗ = α∗(q,R) > 0 and
ζ0 = ζ0(q,R) > 0 such that for each α ∈ (0, α∗], there exists n∗ = n∗(α, q,R) with the following
property. Let α ∈ (0, α∗], n ≥ n∗, and l ≥ 3R−1n1/2. Suppose given two such realizations x and x′ for
which (in the notion of (7)),
(101) ||x| − |x′|| ≤ 2ζ0αn, |o(x)− o(x′)| ≤ 2ζ0(αn)1/2, |c(x)− c(x′)| ≤ 2ζ0(αn)1/2.
Then
(102) 1− q ≤
P
(
E ln(α) |X−ραn . . . X−1 = x
)
P
(
E ln(α) |X−ραn . . . X−1 = x′
) ≤ (1− q)−1.
Proof. Let x be a realization of X−ραn . . . X−1 for which H˜
l
n(α) occurs. By definition of H˜
l
n(α), if n is
chosen large enough that αn1/2 ≥ nν , then
(n− |x|, o(x), l − c(x)) ∈ [R−1αn,Rαn]
Z
×
[
1
2
(αn)1/2, 2(αn)1/2
]
Z
×
[
−R(αn)1/2, R(αn)1/2
]
Z
.
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For m ∈ N, let JHx,m be the smallest j ≥ |x|+ 1 for which X(−j,−|x| − 1) contains m hamburgers and
let LHx,m = d
∗(X(−JHx,m,−|x| − 1)). Lemma 6.2 implies that we can find α˜∗ = α˜∗(R) such that for
each α ∈ (0, α∗] there exists n˜∗ = n˜∗(α,R) such that if n ≥ n∗ and l ≥ 3R−1n1/2, then on the event
E ln(α) each cheeseburger in X(−J,−ραn − 1) is matched to a cheeseburger order in X(−ραn,−1). Hence
if X−ραn . . . X−1 = x, then E ln(α) occurs if and only if the following is true:
(JHx,o(x), L
H
x,o(x)) = (n− |x|, l − c(x)) and sup
i∈[|x|+1,JH
x,o(x)
]Z
|X(−i,−|x| − 1)| ≤ R−1n1/2.
By [GS15, Proposition 2.2 and Lemma 2.9],
P
(
E ln(α) |X−ραn . . . X−1 = x
)
= (1 + oα(1))o(x)
−3
(
g
(
n− |x|
o(x)2
,
l − c(x)
o(x)
)
+ oαn(1)
)
,
where
g(t, v) = a0t
−2 exp
(
−a1 + a2(v + a3)
2
t
)
for constants a0, a1, a2, a3 > 0 depending only on p; the oα(1) is uniform in the choice of n and l as
in the statement of the lemma; and the oαn(1) is depends on α and n only through αn. The function
(s, u, v) 7→ α3/2u−3g
(
s2
u2 ,
v
u
)
is continuous on
[
R−1α,Rα
] × [(1/2)α1/2, 2α1/2] × [−Rα1/2, Rα1/2],
with modulus of continuity depending only on R; and is bounded above and below on this set by finite
positive constants depending only on R and b.
It follows that we can find α∗ = α∗(q,R) ≥ α˜ such that for α ∈ (0, α∗], there exists n∗ = n∗(α, b,R) ≥
n˜∗ such that for each α ∈ (0, α∗], each n ≥ n∗, and each l and x as above,
(103) 1− q ≤
P
(
E ln(α) |X−ραn . . . X−1 = x
)
o(x)−3g
(
n−|x|
o(x)2 ,
l−c(x)
o(x)
) ≤ (1− q)−1.
Furthermore, we can find ζ0 > 0, depending only on R and b, such that for any α ∈ (0, α∗], n ≥ n∗,
l ≥ 3R−1n1/2, and any two realizations x and x′ of X−ραn . . . X−1 for which H˜ ln(α) occurs and (101)
holds, we have
(104) 1− q ≤
o(x)−3g
(
n−|x|
o(x)2 ,
l−c(x)
o(x)
)
o(x′)−3g
(
n−|x′|
o(x′)2 ,
l−c(x′)
o(x′)
) ≤ (1− q)−1.
By combining (103) and (104), we obtain (102) with (1− q)2 in place of 1− q. Since q is arbitrary we
conclude. 
For our next lemma, we will consider the following event. For (h, c) ∈ N2, let
(105) Bh,cn (ζ) :=
{∣∣∣∣N H (X(−tn,−1))− h
∣∣∣∣ ≤ ζn1/2, ∣∣∣∣N C (X(−tn,−1))− c
∣∣∣∣ ≤ ζn1/2} .
Lemma 6.5. Define the time ραn = ρ
α
n(t) and the events as at the beginning of this subsection and the
event Bh,cn (ζ) as in (105). Fix t ∈ (1/2, 1) and R > 1. For each q ∈ (0, 1), there exists α∗ = α∗(q, t, R) >
0 such that for each α ∈ (0, α∗], there exists ζ∗ = ζ∗(α, q, t, R) > 0 such that for each ζ ∈ (0, ζ∗], there
exists n∗ = n∗(ζ, α, q, t, R) with the following property. For each n ≥ n∗, l ∈
[
3R−1n1/2, 3Rn1/2
]
Z
, and
(h, c) ∈ [R−1n1/2, Rn1/2]2
Z
, the conditional law of X−btnc−1 . . . X−1 given Bh,cn (ζ)∩ E ln(α) is absolutely
continuous with respect to its conditional law given only Bh,cn (ζ)∩Gn(α), with Radon-Nikodym derivative
bounded below by 1− q and above by (1− q)−1.
Proof. Let α∗ = α∗(q,R) and ζ0 = ζ0(q,R) be chosen so that the conclusion of Lemma 6.4 holds with
our given q, t, and R. Henceforth fix α ∈ (0, α∗] and let n0∗ = n0∗(α, q,R) be as in Lemma 6.4 for this
choice of α.
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Given n ∈ N and l ∈ [3R−1n1/2, 3Rn1/2]
Z
, choose a finite collection Aln of disjoint subsets of Z3
such that⊔
A∈Aln
A =
[
n−Rαn, n−R−1αn]
Z
×
[
R−1(αn)1/2, 2(αn)1/2
]
Z
×
[
l −R(αn)1/2, l +R(αn)1/2
]
Z
and each A ∈ Aln is a box in the integer lattice (i.e. a product of three discrete invervals) with dimensions
at least (resp. at most) 18ζαn× 18ζ(αn)1/2 × 18ζ(αn)1/2 (resp. 14ζαn× 14ζ(αn)1/2 × 14ζ(αn)1/2).
Fix q′ ∈ (0, 1), to be chosen later. Let Z = (U, V ) be a correlated two-dimensional Brownian motion
as in (4) and for r1, r2 > 0, let τ
α(r1, r2) be the smallest s ∈ [0, 1− t] for which either U(s) ≤ −r1 + α
or V (s) ≤ −r2 (or τα(r1, r2) = 1− t if no such s exists).
It follows from [She11, Theorem 2.5] and conditions 2 and 5 in the definition of Gn(α) that we can
find n1∗ = n
1
∗(q
′, α, q, R) ≥ n0∗ such that the following is true. Let n ≥ n1∗, l ∈
[
3R−1n1/2, 3Rn1/2
]
Z
,
and let x be any realization of X−btnc . . . X−1 for which Gn(α) occurs. Then the Prokhorov distance
between the conditional law given {X−btnc . . . X−1 = x} of the pair(
(Zn(− · −t)− Zn(t)) |[0,1−t], n−1ραn − t
)
and the law of the pair (
Ẑ|[0,1−t], τα
(
h(x)
n1/2
,
c(x)
n1/2
))
is at most q′. Furthermore, by possibly increasing n1∗ we can arrange that for each n ≥ n1∗, each l, x as
above, and each A ∈ Aln,
P
(
(ραn, O
α
n , Q
α
n) ∈ A |X−btnc . . . X−1 = x
)  1
with the implicit constant depending only on α, ζ0, t, and R.
It is clear that the law of τα(r1, r2) depends continuously on r1 and r2. Hence we can find ζ∗ =
ζ∗(α, ζ0, q, R) with the following property. If ζ ∈ (0, ζ∗] and we choose q′ sufficiently small, depending
on α, q, ζ, and R, then for each n ≥ n1∗; each l ∈
[
3R−1n1/2, 3Rn1/2
]
Z
; and any two realizations x and
x′ of X−btnc . . . X−1 for which Gn(α) occurs, |h(x) − h(x′)| ≤ 2ζn1/2, and |c(x) − c(x′)| ≤ 2ζn1/2, it
holds for each A ∈ Aln that
(106) 1− q ≤ P
(
(ραn, O
α
n , Q
α
n) ∈ A |X−btnc . . . X−1 = x
)
P
(
(ραn, O
α
n , Q
α
n) ∈ A |X−btnc . . . X−1 = x′
) ≤ (1− q)−1.
Since we chose α∗ and ζ0 so that the conclusion of Lemma 6.4 holds, we also have
(107) 1− q ≤
P
(
E ln(α) | (ραn, Oαn , Qαn) ∈ A, X−btnc . . . X−1 = x
)
P
(
E ln(α) | (ραn, Oαn , Qαn) ∈ A, X−btnc . . . X−1 = x′
) ≤ (1− q)−1.
By multiplying (106) and (107), then summing over all A ∈ Aln, we obtain
(108) (1− q)2 ≤
P
(
E ln(α) |X−btnc . . . X−1 = x
)
P
(
E ln(α) |X−btnc . . . X−1 = x′
) ≤ (1− q)−2.
Now suppose we are given (h, c) ∈ [R−1n1/2, Rn1/2]2
Z
and a realization x as above for which Bh,cn (ζ)∩
Gn(α) occurs. By averaging (108) over all realizations x
′ for which Bh,cn (ζ) ∩Gn(α) occurs, we obtain
(109) (1− q)2 ≤
P
(
E ln(α) |X−btnc . . . X−1 = x
)
P
(
E ln(α) |Bh,cn (ζ) ∩Gn(α)
) ≤ (1− q)−2.
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By Bayes’ rule,
P
(
X−btnc . . . X−1 = x |Bh,cn (ζ) ∩ E ln(α)
)
=
P
(
E ln(α) |X−btnc . . . X−1 = x
)
P
(
X−btnc . . . X−1 = x |Bh,cn (ζ) ∩Gn(α)
)
P
(
E ln(α) |Bh,cn (ζ) ∩Gn(α)
) .
By combining this with (109) we obtain the statement of the lemma with (1 − q)2 in place of 1 − q.
Since q is arbitrary we conclude. 
For our next lemma we will need analogues of some of the above events for a correlated two-
dimensional Brownian motion. Namely, for t ∈ (1/2, 1) let Ẑt = (Û t, V̂ ) be a two-dimensional Brownian
motion with variances and covariances as in (4) conditioned to stay in the first quadrant until time t.
For t ∈ (1/2, 1) and R > 1 let G(α) = G(α; t, R) be the event that the following is true.
(1) infs∈[(1−t),t] Û(t) ≥ 2α1/2.
(2) Let σ˜t,α be the largest s ∈ [0, 1− t] for which Û(s) ≥ α1/2, or σ˜t,α = 0 if no such s exists. Then
V̂ (s) ≤ R−1.
For (u, v) ∈ (0,∞)2 and ζ > 0, let
(110) B̂u,v(ζ) = B̂u,v(ζ; t) :=
{
|Ẑ(t)− u| ≤ ζ, |Ẑ(t)− v| ≤ ζ
}
.
Lemma 6.6. Define the event E ln(α) as in (99), the event Bh,cn (ζ) as in (105), and the Brownian
motion events as above. Suppose given t ∈ (1/2, 1), R > 1, b ∈ (3R−1, 1), and q ∈ (0, 1). There
exists α∗ = α∗(q, t, b, R) > 0 such that for each α ∈ (0, α∗], there exists ζ∗ = ζ∗(α, q, t, b, R) > 0
such that for each ζ ∈ (0, ζ∗] there exists n∗ = n∗(ζ, α, q, t, b, R) with the following property. For
each n ≥ n∗, each l ∈ [bn1/2, b−1n1/2]Z, and each (h, c) ∈ [R−1n1/2, Rn1/2]Z, the Prokhorov distance
between the conditional law of Zn(−·)|[0,t] given Bh,cn (ζ)∩E ln(α) and the conditional law of Ẑ|[0,t] given
B̂h/n
1/2,c/n1/2(ζ) ∩G(α) is at most q.
Proof. For each α, ζ > 0, we have
inf
(u,v)∈[R−1,R]2
P
(
B̂u,v(ζ) ∩G(α)
)
> 0.
By [GMS15, Lemma 2.8 and Theorem 4.1], for each α, ζ > 0 and q ∈ (0, 1) there exists a positive integer
n∗ = n∗(α, ζ, q, t, R) such that for each n ≥ n∗ and each (h, c) ∈ [R−1n1/2, Rn1/2]2Z, the Prokhorov
distance between the conditional law of Zn(−·)|[0,t] given Bh,cn (ζ) ∩ Gn(α) and the conditional law
of Ẑ|[0,t] given B̂h/n1/2,c/n1/2(ζ) ∩ G(α) is at most q. Note that Zn(−·)|[0,t] is not determined by
X−btnc . . . X−1 due to the presence of flexible orders in X(−tn,−1); however, n−1/2 times the number
of such flexible orders tends to zero in law as n → ∞ by [GMS15, Lemma 2.8]. We conclude by
combining this with Lemma 6.5. 
Proof of Proposition 6.3. For z1, z2 ∈ (0,∞)2, let Pz1,z2s2−s1 be the law of a two-dimensional Brownian
bridge from z1 to z2 in time s2 − s1 with variances and covariances as in (4) conditioned to stay in the
first quadrant.
Since 1 − t < s1, it follows from the Markov property and the definition of G(α) that for each
z1, z2 ∈ (0,∞)2, each (u, v) ∈
[
R−1, R
]
, and each ζ˜ > 0, the regular conditional law of Ẑ|[s1,s2] given
{Ẑ(s1) = z1, Ẑ(s2) = z2, Ẑ(t) = (u, v)} and the event G(α) is given by
(111) Pz1,z2s2−s1
(
· | inf
s∈[0,s2−s1]
U(s) ≥ 2α1/2
)
.
As ζ → 0, the regular conditional law of Ẑ|[s1,s2] given {Ẑ(t) = (u, v)} and the event {|Ẑ(s1) −
z1| ∨ |Ẑ(s2) − z2| ≤ ζ} ∩ G(α) converges to its regular conditional law given {Ẑ(t) = (u, v), Ẑ(s1) =
z1, Ẑ(s2) = z2} and the event G(α), uniformly over all (u, v) ∈ [R−1, R]2. Hence we can find ζ∗ =
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ζ∗(q, s1, s2, z1, z2, t, b, R) > 0 such that for each ζ ∈ (0, ζ∗], and ζ˜ > 0, the Prokhorov distance between
the conditional law of Ẑ|[s1,s2] given {|Ẑ(s1)−z1|∨ |Ẑ(s2)−z2| ≤ ζ}∩ B̂u,v(ζ˜)∩G(α) and the law (111)
is at most q/3, where here B̂u,v(ζ˜) is as defined in (110).
Furthermore, we have
lim
α→0
P
z1,z2
s2−s1
(
inf
s∈[0,s2−s1]
U(s) ≥ 2α1/2
)
= 1,
where U denotes the first coordinate of the Brownian bridge. Therefore, we can find α˜∗ = α˜∗(q, s1, s2, z1, z2) >
0 such that
α˜∗ ≤ 1
2
min
i∈{1,2}
dist(zi, ∂(0,∞)2)
and for each α ∈ (0, α˜∗], the Prokhorov distance between the law Pz1,z2s2−s1 and the law (111) is at most
q/3.
Henceforth fix ζ ∈ (0, ζ∗]. We have
inf
(u,v)∈[R−1,R]
inf
α∈(0,α˜∗]
inf
ζ˜>0
P
(
|Ẑ(s1)− z1| ∨ |Ẑ(s2)− z2| ≤ ζ | B̂u,v(ζ˜) ∩G(α)
)
> 0.
It follows that there exists q˜ζ = q˜ζ(q, s1, s2, z1, z2, t, b, R) such that whenever (u, v) ∈
[
R−1, R
]
, α ∈
(0, α˜∗], ζ˜ > 0, and n, l ∈ N are such that the Prokhorov distance between the conditional law of
Zn(−·)|[0,t] given Bh,cn (ζ) ∩ E ln(α) and the conditional law of Ẑ|[0,t] given B̂u,v(ζ˜) ∩G(α) is at most q˜ζ ,
then the Prokhorov distance between the conditional law of Zn(−·)|[s1,s2] given Ps1,s2n (z1, z2; ζ)∩E ln(α)
and the conditional law of Ẑ|[s1,s2] given {|Ẑ(s1)− z1| ∨ |Ẑ(s2)− z2| ≤ ζ} ∩ B̂u,v(ζ˜) ∩G(α) is at most
q/3.
By Lemma 6.6, we can find α∗ = α∗(ζ, q, s1, s2, z1, z2, t, b, R) ∈ (0, α˜∗] such that for each α ∈ (0, α∗],
there exists ζ˜ = ζ˜(α, ζ, q, s1, s2, z1, z2, t, b, R) > 0 and n∗ = n∗(ζ, q, s1, s2, z1, z2, t, b, R) ≥ n˜∗ such that
for each n ≥ n∗, the Prokhorov distance between the conditional law of Zn(−·)|[0,t] given Bh,cn (ζ)∩E ln(α)
and the conditional law of Ẑ|[0,t] given B̂u,v(ζ˜)∩G(α) is at most q˜ζ . By the triangle inequality and our
choices of ζ∗ and α∗, we obtain the statement of the lemma. 
6.3. Existence of a macroscopic cone interval. In order to apply the results of Section 6.2 to study
the conditional law of X1 . . . X2n given {X(1, 2n) = ∅}, we need to show that with high conditional
probability given {X(1, 2n) = ∅}, the event E ln(α; t, R) occurs with some large sub-word of X1 . . . X2n
in place of X−n . . . X−1. By Lemmas 3.5 and 3.6, it suffices to prove this when we instead condition on
the event E ln = E ln(1) of Definition 3.3 for l ∈
[
0n
ξ/2, −10
]
and 0, 1 > 0 small but fixed. This is the
main purpose of the present subsection.
For n ∈ N, β ∈ (0, 1/2), and b ∈ (0, 1) let ιβn = ιβn(b) be the the smallest j ∈ [1, J ∧ βn]Z such that
the following is true:
(1) X−j = F , Xφ(−j) = H , and −φ(−j) ∈ [(1− β)n, (1− bβ)n]Z;
(2) |X(−j, φ(−j))| ∈ [bn1/2, b−1n1/2]
Z
;
or ιβn(b) = J ∧ bβnc if no such j exists. Let
Mβn = M
β
n (b) := −φ(−ιβn)− ιβn, Lβn = Lβn(b) := |X(φ(−ιβn),−ιβn, )|.
For n, l ∈ N, α, β > 0, b > 0, t ∈ (1/2, 1− β), and R > 1, let Hn(α, β) = Hn(α, β; t, b, R) be the event
that ιβn < J ∧bβnc and the event EL
β
n
Mβn
(α; t′, R) of Section 6.2 occurs with Mβn in place of n; L
β
n in place
of l; the word Xφ(−ιβn) . . . X−ιβn in place of the word X−Mβn . . . X−1; and t
′ chosen so that t′Mβn +ι
β
n = tn.
See Figure 5 for an illustration.
The reason for our interest in the event Hn(α, β) is the following lemma.
Lemma 6.7. Let x and x′ be realizations of X−ιβn . . . X−1 and X−n . . . Xφ(−ιβn)−1, respectively, and let
l′ ∈ N. Suppose
P
(
X−ιβn . . . X−1 = x, X−n . . . Xφ(−ιβn)−1 = x
′, Lβn = l
′, Hn(α, β)
)
> 0.
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l
−ρ˜αn
−b(1− t)nc
−btnc
−ραn
φ(−ιβn)
−ιβn
Figure 5. An illustration of the path D of (8) when the event Hn(α, β)∩E ln occurs for
l ∈ [0nξ/2, −10 nξ/2]Z. On this event the path exits the first quadrant at distance pro-
portional to nξ/2 from the origin, but there is a large pi/2-cone interval (corresponding
to the word Xφ(−ιβn) . . . X−ιβn , and to the part of the path not in brown in the figure)
for which the event ELβn
Mβn
(α) of Section 6.2 (depicted in Figure 4) occurs.
Let m := n− |x| − |x′|. The conditional law of Xφ(−ιβn) . . . X−ιβn given{
X−ιβn . . . X−1 = x, X−n . . . Xφ(−ιβn)−1 = x
′, Lβn = l
′, Hn(α, β)
}
is the same as the conditional law of X−m . . . X−1 given the event E l
′
m(α) of Section 6.2.
Proof. This is proven in exactly the same manner as Lemma 3.6. 
The main goal of this subsection is to show that for any given t and β, the event Hn(α, β; t, b, R)
occurs with high conditional probability given the event E ln of Definition 3.3 when R is large and α is
small.
Proposition 6.8. Define the events Hn(α, β) = Hn(α, β; t, b, R) as in the discussion just above. For
l ∈ N and 1 > 0, let E ln = E ln(1) be the event of Definition 3.3. For n ∈ N, δ > 0, and C > 1,
also let Bδn(C) be the event of Definition 5.1. Suppose given 0, 1 > 0, C > 1, q ∈ (0, 1), β > 0,
and t ∈ (1/2, 1 − β). There exists R = R(q, β, t, C, 0, 1) > 1, b = b(q, β, t, C, 0, 1) ≥ (3R)−1, and
α∗ = α∗(q, β, t, C, 0, 1) such that for each α ∈ (0, α∗], there exists δ∗ = δ∗(α, q, β, t, C, 0, 1) such
that for δ ∈ (0, δ∗], there exists n∗ = n∗(δ, α, q, β, t, C, 0, 1) ∈ N such that for each n ≥ n∗ and each
l ∈ [0nξ/2, −10 nξ/2]Z,
P
(Hn(α, β) | Bδn(C) ∩ E ln) ≥ 1− q.
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The proof of Proposition 6.8 proceeds as follows. We first prove in Lemma 6.11 a lower bound for the
probability of an analogue of the event Hn(α, β) for a correlated two-dimensional Brownian motion Z˙
started from 0 conditioned to stay in the first quadrant until time 1 and satisfy Z˙(1) = 0. In Lemma 6.12,
we use Proposition 2.3 to transfer this to an estimate for the probability of an analogous event for a
Brownian motion Ẑδ conditioned to stay in the first quadrant until time 1− δ, and conditioned on the
event Bδ(C) of (15) for C fixed and δ small. In Lemma 6.13, we take a scaling limit (using [GMS15,
Corollary 5.9]) to obtain an estimate for the probability of the event Hn(α, β) conditioned on the event
Bδn(C) of Proposition 5.2. We then deduce Proposition 6.8 from Proposition 5.2.
We first need to define the analogue of the event Hn(α, β) for a Brownian motion. For this purpose
it will be convenient to introduce the following terminology, which we take from [GMS15, Appendix A].
Definition 6.9. A time t is called a (weak) forward pi/2-cone time for a function Z = (U, V ) : R→ R2
if there exists t′ > t such that Us ≥ Ut and Vs ≥ Vt for s ∈ ([t, t′]. Equivalently, Z([t, t′]) is contained
in the “cone” Zt + {z ∈ C : arg z ∈ [0, pi/2]}. We write vZ(t) for the infimum of the times t′ for which
this condition is satisfied, i.e. vZ(t) is the exit time from the cone.
Let Z˙ = (U˙ , V˙ ) be a two-dimensional Brownian motion started from 0 with variances and covariances
as in (4) conditioned to stay in the first quadrant until time 1 and satisfy Z˙(1) = 0, as in Lemma 2.2.
For β ∈ (0, 1/2) and b ∈ (0, 1), let τβ = τβ(b) be the the smallest left forward pi/2-cone time s for Z˙
such that
(112) s ∈ [0, β], vZ˙(s) ∈ [1− β, 1− bβ], and V˙ (vZ˙(s))− V˙ (s) ≥ b;
or τβ = β if no such s exists. Let
tβ := vZ˙(τ
β)− τβ .
For α > 0 and t ∈ (1/2, 1− β), let
σα = σα,β(t, b) := vZ˙(τ
β) ∧ inf
{
s ≥ t : U˙(s) ≤ (αtβ)1/2 + U˙(τβ)
}
σ˜α = σ˜α,β(t, b) := (1− t) ∧ sup
{
s ∈ [τβ , 1− t] : U˙(s) ≥ (αtβ)1/2 + U˙(τβ)
}
.
For α > 0, β ∈ (0, 1/2), t ∈ (1/2, 1− β), b > 0, and R > 1, let H˙(α, β) = H˙(α, β; t, b, R) be the event
that the following is true.
(1) τβ < β.
(2) Z˙(t)−Z˙(τβ) ∈
[
R−1t1/2β , Rt
1/2
β
]2
, infs∈[1−t,t](U˙(s)−U˙(τβ)) ≥ 2(αtβ)1/2, and V˙ (σ˜α)−V˙ (τβ) ≤
R−1t1/2β .
(3) σα ∈ [vZ˙(τβ)−Rαtβ , vZ˙(τβ)−R−1αtβ] and V˙ (σα) ∈ [V˙ (vZ˙(τβ))−R(αtβ)1/2, V˙ (vZ˙(τβ)) +R(αtβ)1/2].
(4) infs∈[σα,vZ˙(τα)]
(
V˙ (s)− V˙ (vZ˙(τβ))
)
≥ −R−1tβ .
Remark 6.10. Condition 2 (resp. 3, 4) in the definition of H˙(α, β) is a continuum analogue of the
conditions in the definition of the event Gn(α) (resp. H˜
l
n(α); H
l
n(α)) of Section 6.2 but with τ
β−vZ˙(τβ)
playing the role of n and V˙ (vZ˙(τ
β))− V˙ (τβ) playing the role of l. The reason why the intervals in the
definition of H˙(α, β) are scaled by tβ or t1/2β is as follows. We want the event H˙(α, β) to be in some
sense the “scaling limit” of the events Hn(α, β) defined above. The event Hn(α, β) is defined so that the
event ELβn
Mβn
(α; t′, R) of Section 6.2 occurs. In particular, this latter event is defined using scales of size
Mβn or (M
β
n )
1/2 instead of size n or n1/2. The quantity tβ is the continuum analogue of the quantity
Mβn .
Lemma 6.11. Let Z˙ be as above. Suppose given q ∈ (0, 1), β ∈ (0, 1/2), and t ∈ (1/2, 1 − β). There
exists R = R(q, β, t), b = b(q, β, t) ≥ 3R−1, and α∗ = α∗(q, β, t) such that for each α ∈ (0, α∗], we have
P
(
H˙(α, β)
)
≥ 1− q.
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Proof. Since Z˙ is a.s. continuous and a.s. does not hit ∂(0,∞)2 except at its endpoints, Z˙([1− t, t]) is
a.s. bounded and a.s. lies at positive distance from (0,∞)2. Hence we can find some R0 > 1, depending
only on t, such that
(113) P
(
Z˙([1− t, t]) ⊂ [R−10 , R0]
)
≥ 1− q.
We will next argue that P˙(τβ(b) < β) is close to 1 if b is chosen sufficiently small. We do this
using [MS15e, Theorem 1.1]. Let κ and p be related as in (3). Let (C, h) be a 4/
√
κ-quantum sphere
and let η is a whole-plane space-filling SLEκ from −∞ to ∞ independent from h and parametrized
by quantum mass with respect to h. By [MS15e, Theorem 1.1], the left and right quantum boundary
lengths (L,R) of η with respect to h evolve as a constant multiple of Z˙. It is a.s. the case that the
time reversal of η (which has the same law as η) forms a counterclockwise “bubble” which disconnects 0
from ∞ and has quantum mass at least 1− β and positive quantum boundary length. The set of times
during which η is filling in such a bubble is equal to [s, v(L,R)(s)] for some left forward pi/2-cone time
s for (L,R) with v(L,R)(s) − s = 1 − β, and the quantum boundary length of this bubble is equal to
v(L,R)(s)− s for this pi/2-cone time s (c.f. [DMS14, Section 9]). Hence, for each β > 0 there a.s. exists
some b for which τβ(b) < β, so we can find some b for which this holds with probability as close to 1 as
we like. By shrinking b and using continuity, we can arrange that in fact
(114) P
(
τβ < β, |Z˙(τβ)| ≤ (2R0)−1
)
≥ 1− q
with R0 as in (113)
If β < 1− t, then U˙(s)− U˙(τβ) is a.s. positive for s ∈ [1− t, t] on the event {τβ < β}. It follows that
if β < 1− t, then there exists α0 > 0, depending only on t and β, such that
(115) P
(
inf
s∈[1−t,t]
(U˙(s)− U˙(τβ)) ≥ 2(α0tβ)1/2
)
≥ 1− q.
Equations (114) and (115) give us a lower bound on the probability of conditions 1 and 2 in the
definition of H˙(α, β), except for the condition that V˙ (σ˜α)− V˙ (τβ) ≤ R−1t1/2β . We will next find an R
for which conditions 3 and 4 hold with high probability, and finally argue that V˙ (σ˜α)−V˙ (τβ) ≤ R−1t1/2β
with high probability when α is small.
Let E0 be the union of the events of 113, (114), and (115), so that P(E0) ≥ 1 − 3q. On the event
E0, vZ˙(τ
β) (resp. σα) is the smallest s ≥ t for which U˙(s) ≤ U˙(τβ) (resp. U˙(s) ≤ (αtβ)1/2 + U˙(τβ)).
By Assertion 3 of Proposition 2.3, the regular conditional law of Z˙|[t,1−bβ] given almost any realization
z = (u, v) of Z˙|[0,t] for which z(t) ∈
[
R−10 , R0
]2
is absolutely continuous with respect to the law of a
Brownian motion as in (4) started from z(t) and run for 1 − bβ − t units of time. Now suppose given
realizations s of τβ and z = (u, v) of Z˙|[0,t] for which E0 can possibly occur. Then the regular conditional
law of Z˙|[0,t] given {(τβ , Z˙|[0,t]) = (s, z)} and the event E0 is the same as its conditional law given the
event G(s, z) that vZ˙(τ
β) ∈ [1− β, 1− bβ] and V˙ (vZ˙(τβ))− v(s) ≥ b.
Since z(t) ∈ [R−10 , R0]2 and |z(s)| ≤ (2R0)−1, we infer from the last assertion of Proposition 2.3 that
the conditional probability of G(s, z) given E0 and {(τβ , Z˙|[0,t]) = (s, z)} is a.s. bounded below by a
constant depending only on R0, α0, and b. Furthermore, by our above description of σ
α and v(τβ) on
the event E0, as R → ∞, the regular conditional probability given E0 and {(τβ , Z˙|[0,t]) = (s, z)} that
either
sup
s∈[σα,vZ˙(τβ)]
|Z˙(s)− Z˙(σα)| > R(αtβ)1/2 or vZ˙(τβ)− σα /∈ [R−1αtβ , Rαtβ ]
tends to zero, uniformly over all α ∈ (0, α0]. It follows that we can find R = R(q, t, α0, b, R0) ≥ 3b−1
and α1∗ = α
1
∗(q, t, R, b, R0) ∈ (0, α0] such that for α ∈ (0, α1∗], the conditional probability given E0 that
conditions 3 and 4 in the definition of H˙(α, β) occur is at least 1− q.
Finally, by continuity, we can find α2∗ = α∗(q, t, α0, b, R) ∈ (0, α1∗] such that for α ∈ (0, α2∗], we have
P
(
V˙ (σ˜α)− V˙ (τβ) ≤ R−1tbη
)
≥ 1− q.
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By combining our above observations, we obtain that for b and R as above,
P
(
H˙(α, β)
)
≥ (1− 3q)(1− q)− q.
Since q is arbitrary this implies the statement of the lemma. 
Lemma 6.12. For δ > 0 let Ẑδ = (Ûδ, V̂ δ) be a Brownian motion with variances and covariances as
in (4) conditioned to stay in the first quadrant until time 1−δ. Also let B˜δ(C) be defined as in (27) and
define the events Hδ(α, β) = Hδ(α, β; t, b, R) in the same manner as the events H˙(α, β) of Lemma 6.11
but with Ẑδ in place of Z˙. Suppose given C > 1, q ∈ (0, 1), β > 0, and t ∈ (1/2, 1 − β). There exists
R = R(q, β, t, C) > 1, b = b(q, β, t, C) ≥ (3R)−1, and α∗ = α∗(q, β, t, C) such that for each α ∈ (0, α∗],
there exists δ∗ = δ∗(α, q, β, t, C) such that for δ ∈ (0, δ∗],
P
(
Hδ(α, β) | B˜δ(C)
)
≥ 1− q.
Proof. The event Hδ(α, β) is measurable with respect to σ(Ẑδ|[0,1−bβ]). By Remark 2.6 and assertion 2
of Proposition 2.3, the conditional probability of H(α, β) given B˜δ(C) converges to P
(
H˙(α, β)
)
as
δ → 0. The statement of the lemma now follows from Lemma 6.11. 
Lemma 6.13. Define the events Hn(α, β) = Hn(α, β; t, b, R) as in the beginning of this subsection.
For n ∈ N, δ > 0, and C > 1, also let Bδn(C) be the event of Definition 5.1. Suppose given C > 1,
q ∈ (0, 1), β > 0, and t ∈ (1/2, 1 − β). There exists R = R(q, β, t, C) > 1, b = b(q, β, t, C) ≥ (3R)−1,
and α∗ = α∗(q, β, t, C) such that for each α ∈ (0, α∗], there exists δ∗ = δ∗(α, q, β, t, C) such that for
δ ∈ (0, δ∗], there exists n∗ = n∗(δ, α, q, β, t, C) ∈ N such that for n ≥ n∗,
P
(Hn(α, β) | Bδn(C)) ≥ 1− q.
Proof. Fix δ ∈ (0, 1/2) to be chosen later. Let Ẑδ, B˜δ(C), and Hδ(α, β) be as in Lemma 6.13. Define
the times τβ , tβ , and σ
α as in the discussion above Lemma 6.11 with Ẑδ in place of Z˙. We first claim
that the conditional joint law given {J > (1− δ)n} of the triple
(116)
(
Zn|[−(1−δ),0], n−1ιβn, −n−1φ(−ιβn)1(ιβn<b(1−β)nc)
)
converges as n→∞ to the joint law of the triple
(117)
(
Ẑδ(−·)|[−(1−δ),0], τβ , vẐδ(τβ)1(τβ<β)
)
.
Since τβ is the smallest forward pi/2 for Ẑδ satisfying (112) (with Z˙ in place of Ẑδ), continuity of
Ẑδ implies that on the event {τβ < β}, there a.s. exists a (random) interval I ⊂ [0, 1] with rational
endpoints and a time a ∈ I ∩Q such that τβ is the smallest forward pi/2-cone time s for Ẑδ in I with
a ∈ [s, vẐδ(s)].
For n ∈ N let X̂n be a word sampled from the conditional law of X given {J > (1− δ)n} and let Ẑn
be the path constructed from as in (9) with X̂n in place of X. By condition 4 of [GMS15, Corollary
5.9] (which is the analogue of Theorem 1.11 for words conditioned to have no burgers), we can find a
coupling of the sequence (X̂n) with the path Ẑδ such that on the event {τβ < β}, the following holds
a.s. Let I and a be as above and let ι˜βn be the smallest i ∈ N such that n−1i ∈ I, X̂n−i = F , and
an ∈ [i,−φ(−i)]. Then we have
(118) Ẑn → Ẑδ(−·) uniformly in [−1, 0], n−1ι˜βn → τβ and −n−1φ(−ι˜βn)→ vẐδ(τβ).
Henceforth fix a coupling satisfying (118). We claim that if we define ιβn with the word X̂
n in place of
the word X, then a.s.
(119) n−1ιβn → τβ and −n−1φ(−ιβn)1(ιβn<βn) → vẐδ(τβ)1(τβ<β).
This will prove our claim at the beginning of the proof.
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First suppose τβ < β. It is a.s. the case that τβ ∈ (0, β), vẐδ(τβ) ∈ (1−β, 1−bβ), and V̂ (vẐδ(τβ))−
V̂ (τβ) > b. Therefore, in a coupling satisfying (118), it is a.s. the case that for sufficiently large n ∈ N,
we have ι˜βn ∈ [1, βn]Z, −φ(−ι˜βn) ∈ [(1−β)n, (1− bβ)n]Z, and |X̂n(φ(−ι˜βn),−ι˜βn)| ≥ bn1/2, where X̂n(·, ·)
is defined as in (5) with X̂n in place of X. By minimality of ιβn for sufficiently large n ∈ N we have
ι˜βn ≥ ιβn and ιβn < b(1−β)nc. By (118), lim supn→∞ n−1ιβn ≤ τβ . Similarly, lim infn→∞(−n−1φ(−ι˜βn)) ≥
vẐδ(τ
β).
On the other hand, suppose s is a subsequential limit of the times −n−1ιβn (defined with X̂n in place
of X). By [GMS15, Lemma 5.7], we have that s is a forward pi/2-cone time for Ẑδ and −n−1φ(−ιβn)→
vẐδ(s). By definition of ι
β
n we have that s satisfies (112), so by minimality of τ
β we have s ≤ τβ . By
combining this with our above observation, s = τβ . We thus obtain (119) in the case τβ < β.
We will now complete the proof of (119) by showing that ιβn = b(1 − β)nc for sufficiently large n
whenever τβ = β. If not, then by the same argument as above, a subsequential limit s of the times
−n−1ιβn satisfies (112), whence τβ < β, which yields a contradiction. This completes the proof of our
claim regarding convergence in law.
Our above claim implies that for each fixed δ ∈ (0, 1/2), the conditional joint law of the triple (116)
given Bδn(C) converges as n → ∞ to the conditional joint law of the triple (117) given B˜δ(C). This
convergence together with Lemma 6.12 yields the statement of the lemma. 
Proof of Proposition 6.8. Combine Proposition 5.2 and Lemma 6.13. 
6.4. Proof of Theorem 1.8. The main input in the proof of Theorem 1.8 is the following proposition,
whose proof requires most of the preceding results in the paper. See Figure 6 for an illustration.
Proposition 6.14. Fix s1, s2 ∈ (0, 1), q ∈ (0, 2), and z1, z2 ∈ (0,∞)2. There is a ζ∗ = ζ∗(q, s1, s2, z1, z2) ∈
N such that for each ζ ∈ (0, ζ∗], there exists n∗ = n∗(ζ, q, s1, s2, z1, z2) such that the following is true.
For each n ≥ n∗, the Prokhorov distance between the conditional law of Zn|[s1,s2] given the event
Ps1,s2n (z1, z2; ζ) of (100); and the law of a two-dimensional Brownian bridge from z1 to z2 in time
s2 − s1 with variances and covariances as in (4) conditioned to stay in the first quadrant is at most q.
Proof. For z1, z2 ∈ (0,∞)2, let Pz1,z2s2−s1 be the law of a two-dimensional Brownian bridge from z1 to z2
in time s2 − s1 with variances and covariances as in (4) conditioned to stay in the first quadrant, as
in the proof of Lemma 6.3. By considering translations of a path with the law Pz1,z2s2−s1 , we can find
η = η(q, s1, s2, z1, z2) > 0 with
η ≤ 1
2
min
i∈{1,2}
dist(zi, ∂(0,∞)2)
such that for each w ∈ (0, η]2, the Prokhorov distance between the law Pz1,z2s2−s1 and the law
(120) Pz1+w,z2+ws2−s1
( · |Z([0, s2 − s1]) ⊂ w + (0,∞)2)
is at most q.
By Lemma 3.5, we can find 0, 1 ∈ (0, 1) depending only on q and n0∗ = n0∗(q) ∈ N such that for
n ≥ n0∗,
(121) P (G′n |X(1, 2n) = ∅) ≥ 1− q,
where G′n = G′n(0, 1) is as in Lemma 3.5. Let ιn0 = ιn0 (0) be as in Section 3.1. Also let
(122) Mn := ι
n
0 − φ(ιn0 ), Ln := |X(φ(ιn0 ), ιn0 )|.
For δ > 0 and C > 1, let B˙δMn(C) be defined in the same manner as the event BδMn(C) of Definition 5.1
but with Mn in place of n and the word Xιn0 (0) . . . Xφ(ιn0 (0)) in place of the word X−Mn . . . X−1. By
Lemma 3.6 and Proposition 5.3, there exists C = C(q, 0, 1) > 0 such that for each δ ∈ (0, 1/2), there
exists n1∗ = n
1
∗(δ, q, 0, 1) ≥ n0∗ such that for n ≥ n1∗,
(123) P
(
B˙δMn(C) | G′n
)
≥ 1− q.
For β ∈ (0, 1/2), t ∈ (1/2, 1− β), R > 1, b ∈ (0, 1), and α > 0 let H˙Mn(α, β) = H˙Mn(α, β; t, b, R) be
defined in the same manner as the event HMn(α, β) of Section 6.3 but with Mn in place of n and the
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ι0n
φ(ι0n)
D˙βn
Zn([s1, s2])
Figure 6. An illustration of the pathD of (8) when the event G′n∩H˙Mn(α, β)∩B˙δMn(C)
in the proof of Proposition 6.14 occurs; equivalently, the event event G′n of Lemma 3.5
occurs and the event depicted in Figure 5 occurs for the part of the curve not in red. By
Lemma 3.5, the conditional probability given {X(1, 2n) = ∅} of the event G′n is close
to 1 when 0 and 1 are small and n is large. By Lemmas 3.6 and 5.3, the conditional
probability given G′n of the event B˙δMn(C) is close to 1 when C is large, δ is small,
and n is large. By Proposition 6.8, the conditional probability given G′n ∩ B˙δMn(C) of
the event H˙Mn(α, β) is close to 1 when n is large. By Proposition 6.3, the conditional
law of the blue segment of the curve given G′n ∩ H˙Mn(α, β)∩ B˙δMn(C) and approximate
realizations of the endpoints of this segment is close to the law of a Brownian bridge
conditioned to stay in the first quadrant. Combining these statements proves Proposi-
tion 6.14.
word Xιn0 (0) . . . Xφ(ιn0 (0)) in place of the word X−Mn . . . X−1. Also let ι˙
β
Mn
= ι˙βMn(b) be defined in the
same manner as the time ιβMn of Section 6.3 but with Mn in place of n and the word Xιn0 (0) . . . Xφ(ιn0 (0))
in place of the word X−Mn . . . X−1.
By Proposition 6.1, [GMS15, Corollary 5.2], and the lower bound in [GS15, Theorem 1.10], we can
find β = β(η, s1, s2, 0) ∈ (0, s1) such that for each δ ∈ (0, 1/2), there exists n2∗ = n2∗(δ, q, η, β, 0, 1) ∈ N
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such that for each n ≥ n2∗,
P
(
sup
j∈[1,2βn+−10 nξ/2]Z
|X(2n− j, 2n)| ≤ η
2
n1/2
)
≥ 1− q/2
P
(
sup
j∈[1,2βn+−10 nξ/2]Z
N
F
(X(2n− j, 2n)) ≤ nν |X(1, 2n) = ∅
)
≥ 1− q/2.(124)
Henceforth fix such a β. Also choose t ∈ (1/2, 1 − β) such that 1 − t < s1 < s2 < t. By Lem-
mas 3.6 and 6.8, there exists R = R(q, β, t1, C, 0, 1) > 1, b = b(q, β, t, C, 0, 1) ≥ (3R)−1, and
α˜∗ = α˜∗(q, β, t, C, 0, 1) such that for each α ∈ (0, α˜∗], there exists δ∗ = δ∗(α, q, β, t, C, 0, 1) such that
for δ ∈ (0, δ∗], there exists n3∗ = n3∗(δ, α, q, β, t, C, 0, 1) ≥ n2∗ such that for each n ≥ n3∗
P
(
H˙Mn(α, β) | Bδn(C) ∩ G′n
)
≥ 1− q.
By (123), in fact
(125) P
(
H˙Mn(α, β) | G′n
)
≥ (1− q)2.
Henceforth fix such an r and such a b. Define
D˙βn := −D
(
X(2n− ιn0 − ι˙βn, 2n)
)
, W˙ βn := n
−1/2D˙βn,
F˙ βn :=
{
N
F
(
X(2n− ιn0 − ι˙βn, 2n)
) ≤ nν} .(126)
By (124), the conditional probability given {X(1, 2n) = ∅} that G′n ∩ H˙Mn(α, β) occurs and either
coordinate of D˙βn is larger than
1
2η is at most q.
By Lemma 6.7 and Proposition 6.3, there exists ζ∗ = ζ∗(q, s1, s2, z1, z2, t, b, R) > 0 such that for
each ζ ∈ (0, ζ∗] there exists α∗ = α∗(ζ, q, s1, s2, z1, z2, t, b, R) ∈ (0, α˜∗] such that for each α ∈ (0, α∗],
there exists δ = δ(α, ζ, q, s1, s2, z1, z2, t, b, R) and n
4
∗ = n
4
∗(δ, α, ζ, q, s1, s2, z1, z2, t, b, R, 0, 1) with the
following property. For each n ≥ n4∗, the Prokhorov distance between the conditional law of Zn|[s1,s2]
given D˙βn and the event
Ps1,s2n (z1, z2; ζ) ∩ H˙Mn(α, β) ∩ G′n ∩ F˙ βn
and the conditional law of a two-dimensional Brownian bridge from z1 + W˙
β
n to z2 + W˙
β
n in time s2− s1
with variances and covariances as in (4) conditioned to stay in the translated first quadrant W˙ βn +(0,∞)2
is at most q.
By our choice of η, on the event that each coordinate of D˙βn is at most
1
2η and F˙
β
n occurs, the
Prokhorov distance between this conditional law and the law Pz1,z2s2−s1 is at most q (here the event F˙
β
n is
used to ensure that Zn(2 − n−1ιn0 − n−1ι˙βn) is close to n−1/2D˙βn). By (121), (124), and (125), it holds
with conditional probability at least (1−q)2−2q given {X(1, 2n) = ∅} that H˙Mn(α, β)∩G′n occurs, each
coordinate of D˙βn is at most
1
2η, and F˙
β
n occurs. Since q is arbitrary the statement of the proposition
follows. 
Proof of Theorem 1.8. By Proposition 6.1, from any sequence of integers tending to ∞, we can extract
a subsequence along which the conditional laws of Zn|[0,2] given {X(1, 2n) = ∅} converge to the law of
a random continuous path Z˜ : [0, 2] → [0,∞)2 such that the law of Z˜(t) is absolutely continuous with
respect to Lebesgue measure on [0,∞)2 for each t ∈ (0, 2). Henceforth fix such a subsequential limit Z˜.
By Proposition 6.14, for each q ∈ (0, 1), s1 < s2 ∈ (0, 2), and z1, z2 ∈ (0,∞)2, there exists ζ∗ = ζ∗(q)
such that for each ζ ∈ (0, ζ∗], the Prokhorov distance between the conditional law of Z˜|[s1,s2] given
{|Z˜(s1) − z1| ∨ |Z˜(s2) − z2| ≤ ζ} and the law of a two-dimensional Brownian bridge from z1 to z2 in
time s2−s1 with variances and covariances as in (4) conditioned to stay in the first quadrant is at most
q. Denote this latter law by Pz1,z2s2−s1 . Also let P˜
z1,z2
s1,s2 be the regular conditional law of Z˜|[s1,s2] given
64 EWAIN GWYNNE AND XIN SUN
{Z˜(s1) = z1, Z˜(s2) = z2}. We claim that for Lebesgue almost every z1, z2 ∈ (0,∞)2, we have
(127) P˜z1,z2s1,s2 = P
z1,z2
s2−s1 .
Once (127) is established, the theorem follows from the uniqueness statement of Lemma 2.2 together
with the second statement of Proposition 6.1.
To obtain (127), fix N ∈ N and times t1, . . . , tN ∈ [s1, s2]. Also let C be the space of continuous
functions RN → R which vanish at ∞, with the supremum norm. The space C is separable, so we
can find a countable collection {fk}k∈N ⊂ C which is dense in C. Let E˜z1,z2s1,s2 and Ez1,z2s2−s1 denote the
expectations corresponding to P˜z1,z2s1,s2 and P
z1,z2
s2−s1 , respectively. For k ∈ N, let Ψk,Φk : [0,∞)2 ×
[0,∞)2 → R2 be defined by
Ψk(z1, z2) := E˜
z1,z2
s1,s2
(
fk
(
Z˜(t1), . . . , Z˜(tN )
))
, Φk(z1, z2) := E
z1,z2
s2−s1 (fk (Z(t1), . . . , Z(tN ))) .
By the above statement regarding Prokhorov distances, it holds for each z1, z2 ∈ (0,∞)2 that
lim
ζ→0
∫
Bζ(z1)
∫
Bζ(z2)
Ψk(w1, w2) dw1 dw2 = Φk(z1, z2), ∀k ∈ N.
By the Lebesgue differentiation theorem, for almost every z1, z2 ∈ (0,∞)2 we have
Ψk(z1, z2) = Φk(z1, z2), ∀k ∈ N.
For every such z1, z2, the law of (Z˜(t1), . . . , Z˜(tN )) under P˜
z1,z2
s1,s2 agrees with the law of (Z(t1), . . . , Z(tN ))
under Pz1,z2s2−s1 . For almost every z1, z2 ∈ (0,∞)2, these two laws agree for every finite vector of times
(t1, . . . , tN ) ⊂ Q ∩ [s1, s2]. It follows that (127) holds. 
6.5. Proof of Theorem 1.11. In this subsection we will deduce Theorem 1.11 from Theorem 1.8, the
earlier results of this paper, and the results of [GMS15].
Lemma 6.15. Fix a ∈ (−∞, 0) and r > 0. For n ∈ N, let ι̂a,rn be the minimum of 0 and the smallest
i ∈ N such that Xi = F , i ≥ an, and i− φ(i) ≥ rn− 1. For t ∈ R, let
(128) U
n
r (t) := U
n(t)− inf
s∈[t−r,t]
Un(s), V
n
r (t) := V
n(t)− inf
s∈[t−r,t]
V n(s), Z
n
r (t) := (U
n
r (t), V
n
r (t)).
For each α > 0 and q ∈ (0, 1), there exists ζ = ζ(α, q, a, r) > 0 and n∗ = n∗(α, q, a, r) ∈ N such that for
each n ≥ n∗, we have
P
(
inf
t∈[a,n−1 ι̂a,rn −α]Z
|Znr (t)| ≥ ζ | J > n
)
≥ 1− q.
Proof. Let Ẑ = (Û , V̂ ) have the law of a correlated Brownian as in (4) conditioned to stay in the first
quadrant until time −1 when run backward. Let τ̂a,r be the minimum of 0 and the smallest pi/2-cone
time t for Ẑ such that t ≥ a and t− vZ(t) ≥ r. Also let U , V , and Zr be as in (128) with Ẑ in place of
Zn. Observe that the zeros of Zr are precisely the pi/2-cone times t for Ẑ with t−vZ(t) ≥ r. Therefore,
τ̂a,r can equivalently be defined as the minimum of 0 and the smallest t ≥ a for which Zr(t) = 0. Hence,
for each α > 0 and q ∈ (0, 1) there exists ζ = ζ(α, q, a, r) > 0 such that
(129) P
(
inf
t∈[a,τ̂a,r−α]Z
|Zr(t)| ≥ 2ζ | J > n
)
≥ 1− q
2
.
By condition 5 of [GMS15, Corollary 5.9], the joint conditional law of the pair
(
Zn, n−1ι̂a,rn
)
given
{J > n} converges as n → ∞ to the joint law of the pair
(
Ẑ, τ̂a,r
)
. The statement of the lemma now
follows from (129). 
Lemma 6.16. Suppose we are in the setting of Lemma 6.15 with a ∈ (−1, 0) and r ∈ (0, 1). For each
α > 0 and q ∈ (0, 1), there exists ζ = ζ(α, q, a, r, 0, 1) > 0, β = β(α, q, a, r, 0, 1) ∈ (0, 1/2), and
n∗ = n∗(α, q, a, r, 0, 1) ∈ N such that for each n ≥ n∗ and each l ∈
[
0n
ξ/2, −10 n
ξ/2
]
Z
, we have
P
(
−(1− β)n ≤ φ(ι̂a,rn ) ≤ ι̂a,rn ≤ −βn, inf
t∈[a,n−1 ι̂a,rn −α]Z
|Znr (t)| ≥ ζ | E ln(1)
)
≥ 1− q,
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with E ln(1) as in Definition 3.3.
Proof. For δ > 0, let Ẑδ have the law of a correlated Brownian as in (4) conditioned to stay in the first
quadrant until time −(1 − δ) when run backward. Let τ̂a,rδ be defined as in the proof of Lemma 6.15
with Ẑδ in place of Ẑ. Also fix q
′ ∈ (0, 1) to be chosen later. For δ > 0 and C > 1, let
B̂δ(C) :=
{
Ẑδ(−1 + δ) ∈
[
C−1δ1/2, Cδ1/2
]
Z
}
.
We claim that for each C > 1 we can find β = β(q′, C, a, r, 0, 1) ∈ (0, 1/4) and δ = δ(q′, C, a, r, 0, 1) ∈
(0, β/2) such that
(130) P
(
−(1− β/2) ≤ τ̂a,rδ ≤ vẐδ(τ̂a,rδ ) ≤ −β/2 | B̂δ(C)
)
≥ 1− q′.
This follows from the same argument used in the proof of Proposition 6.11. To be more precise, let Z˙
be as in Lemma 6.11. The argument used in that lemma (involving CLE on a quantum sphere) shows
that with high probability there is a pi/2-cone interval for Z˙ of time length slightly less than 2, so the
analogue of (130) for Z˙ is true. By Proposition 2.3 the analogue of (130) for the path Ẑ conditioned
on Bδ(C) is true for small δ. By the argument of Lemma 6.12 we then obtain (130).
Since P
(
B̂δ(C)
)
> 0, it follows from Lemma 6.15 and [GMS15, Corollary 5.9] that for each α > 0
and C > 1, there exists ζ = ζ(α, q′, C, δ, β, a, r, C) > 0 and n∗ = n∗(α, q′, C, δ, β, a, r, C) ∈ N such that
for each n ≥ n∗, we have
P
(
−(1− β)n ≤ φ(ι̂a,rn ) ≤ ι̂a,rn ≤ −βn, inf
t∈[a,n−1 ι̂a,rn −α]Z
|Znr (t)| ≥ ζ | Bδn(C)
)
≥ 1− 2q′.
We conclude by combining this with Propositions 5.2 and 5.3. 
Lemma 6.17. For (a, r) ∈ (0, 2)2, let τa,r, ιa,rn , and τa,rn be defined as in Condition 5 of Theorem 1.11.
Let A be a finite collection of pairs (a, r) ∈ (0, 2)2. As n → ∞, the joint conditional law given
{X(1, 2n) = ∅} of (
Zn|[0,2], {τa,rn }(a,r)∈A
)
converges to the joint law of (
Z˙, {τa,r}(a,r)∈A
)
.
Proof. By Lemma 3.5, we can find 0, 1 ∈ (0, 1) depending only on q and n0∗ = n0∗(q) ∈ N such that for
n ≥ n0∗,
P (G′n |X(1, 2n) = ∅) ≥ 1− q,
where G′n = G′n(0, 1) is as in Lemma 3.5. Let ιn0 = ιn0 (0) be as in Section 3.1. If we define ι̂a,rn
as in Lemma 6.15 with the word . . . Xιn0−2Xιn0−1 in place of the word . . . X−2X−1, then on the event{ι̂a,rn < 0} ∩ G′n, it holds that ιa,rn = ιn0 + ι̂a,rn .
By Lemmas 3.6 and 6.16, for each α > 0 we can find ζ = ζ(α, q,A, 0, 1) > 0, β = β(α, q,A, 0, 1) ∈
(0, 1/2), and n1∗ = n
1
∗(α, q,A, 0, 1) ≥ n0∗ such that for each n ≥ n1∗ and each (a, r) ∈ A,
(131) P
(
βn ≤ φ(ιa,rn ) ≤ ιa,rn ≤ 2n− βn, inf
t∈[a,τa,rn −α]Z
|Znr (t)| ≥ ζ | G′n
)
≥ 1− q,
where here Z
n
r is as in (128).
For n ∈ N, let X˙n be a random word with the conditional law of Zn|[0,2] given {X(1, 2n) = ∅} and
let Z˙n be the corresponding path, as in (9). Assume that we have defined the times τa,rnk with respect to
the word X˙n. By Theorem 1.8, the Prokhorov theorem, and the Skorokhod theorem, for any sequence
of integers tending to ∞, we can find a subsequence nk → ∞, a family of random times {τ˜a,r}(a,r)∈A
coupled with Z˙, and a coupling of
(
X˙nk , {τa,rnk }(a,r)∈A
)
with
(
Z˙, {τ˜a,r}(a,r)∈A
)
such that a.s. Z˙nk → Z˙
uniformly on [0, 2] and τa,rnk → τ˜a,r for each (a, r) ∈ A.
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We will complete the proof by showing that in fact τ˜a,r = τa,r for each (a, r) ∈ A. By [GMS15,
Lemma 5.7], each τ˜a,r is a pi/2-cone time for Z˙ with τ˜a,r − vZ˙(τ˜a,r) ≥ r and τ˜a,r ≥ a. It follows that
a.s. τ˜a,r ≥ τa,r.
Now suppose by way of contradiction that P(τ˜a,r > τa,r) > 0 for some (a, r) ∈ A. Then we can find
deterministic α0 > 0 and q0 ∈ (0, 1) such that
(132) P (τ˜a,r ≥ τa,r + 2α0) ≥ 2q0
Let Zr be defined as in (128) with Z˙ in place of Z
n. Since Zr(τ
a,r) = 0, it follows from (132) and our
choice of coupling that for each ζ > 0, there exists k∗ ∈ N such that for k ≥ k∗, we have
P
(
inf
t∈[a,τa,rn −α0]
|Z˙n(t)| < ζ
)
≥ q0.
This contradicts (131). We conclude that τ˜a,r = τa,r a.s., which concludes the proof. 
Proof of Theorem 1.11. By Lemma 6.17, the finite-dimensional marginals of the joint conditional law
given {X(1, 2n) = ∅} of (
Zn|[0,2], {τa,rn }(a,r)∈Q×(Q∩(0,∞))
)
converge as n→∞ to the corresponding finite-dimensional marginals of the joint law of(
Z˙, {τa,r}(a,r)∈Q×(Q∩(0,∞))
)
.
The statement of the theorem follows from exactly the same argument used in the proof of [GMS15,
Theorem 1.9]. 
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