Diffuse optical tomography (DOT) is a non-invasive functional imaging modality that aims to image the optical properties of biological organs. The forward problem of the light propagation of DOT can be modelled as a diffusion process and is expressed as a differential diffusion equation with boundary conditions. The solution of the DOT inverse problem can be formulated as a minimization of some functional that measures the discrepancy between the measured data and the data produced by representation of the modelled object. The minimization of this term alone would force the solution to be consistent with the data and the solver used for this purpose. But since in practice data are always accompanied with noise and with some jump discontinuities, these will unavoidably yield unsatisfactory solutions, so some regularization to restore the solution is required. In this paper we introduce an anisotropic regularization term using a priori structural information about the object. This term aims to reduce the noise associated with the data and to preserve the edges in the solution by a combined strategy using the a priori edge information and the diffusion flux analysis of the local structures at each iteration. To accelerate the iterative solver we use a particular method called the lagged diffusivity Newton-Krylov method. The whole proposed strategy, which makes use of a priori diffusion information has been developed and evaluated on simulated data.
Introduction
Diffuse optical tomography (DOT) is an emerging medical imaging modality that aims to image the optical properties of biological tissue, particularly the peripheral muscle, breast and the brain [4, 14, 15, 21, 28] . It is non-invasive, portable and can produce images of clinically relevant parameters which cannot be obtained by other diagnostic methods, such as blood volume and oxygenation.
The forward problem of the light propagation of DOT can be modelled as a diffusion process and is expressed as a differential diffusion equation with Robin boundary conditions [1] . The solution of the DOT inverse problem can be formulated as a minimization of the distance measure that evaluates the discrepancy between the measured data and the data produced by representation of the modelled object. Since the measurements are always accompanied with noise and with some jump discontinuities, this minimization will inevitably give unsatisfactory solutions, so some prior information to regularize the solution is needed. The choice of an adequate prior function is a wide field of research in itself.
A popular choice that is used extensively in reconstruction problems is the Tikhonov method and its variants [3, 27, 34] . These regularization methods reduce high frequency noise and are suitable for homogeneous objects but for a heterogeneous medium, such as occurs in medical applications of DOT, these methods are predisposed to favour over-smooth solutions. To overcome this difficulty a technique based on the total variation (TV) norm was proposed [25, 29] . This technique aims to preserve edges but the images resulting from its application in the presence of noise are often piecewise constant; thus the finer details in the original object may not be recovered satisfactorily, and ramp structures give staircase effects that can destroy the structures present in a complex heterogeneous object [9] . A solution that allows smooth transitions without penalizing edges and ramp structures could be achieved by using high-order total variation-based methods [9] or using statistical methods such as Markov random fields [6] or histogram-based methods [22] or using an anisotropic regularization methods [12, 13] .
Recently, several researchers have investigated different approaches to incorporate structural priors in DOT [7, 8, 17, 23] . In common with these investigations we have found from our previous research [12, 13] that incorporating some knowledge of the structures of the internal objects can dramatically improve the quality of reconstructed DOT parameters. Such structural information on the object can be obtained from other modalities such as magnetic resonance image (MRI), ultrasound (US) or computed tomography (CT) [8] . This kind of dual modality imaging is feasible due to the portability of DOT instrumentation and the use of fibre optics which can easily combine with other systems.
The purpose of this paper is to introduce a novel alternative methodology to incorporate anatomical and morphological a priori information obtained from other medical imaging techniques in the optical tomography reconstruction. The idea is based on the techniques of anisotropic diffusion regularization which are well established in image processing applications, to smooth image noise whilst preserving geometrical structures such as edges or corners. This method was introduced to the DOT application in [13] , where the image structures were reconstructed from the data. In this paper we extend this idea to include defined edge structures determined by an auxiliary modality.
The paper is organized as follows. In sections 2 and 3 we define the forward and inverse problems of DOT and the general principles of regularization. In section 4 we describe the particular solver used and the method to incorporate the regularization term. In section 5 we review anisotropic diffuse regularization and introduce the particular method used herein, together with the extension to include edge priors. In section 6 we present some results on simulated data with noise. Finally in section 7 we present some conclusions.
The forward problem
In diffuse optical tomography acquisition systems a light source, such as an infrared laser, is used to illuminate the body surface at different source locations, and the light which has propagated through the volume under investigation is measured at multiple detector locations on the surface. This boundary data measurement can be used to recover the spatial distribution of internal absorption and scattering coefficients.
The forward problem of the light propagation of DOT can be modelled as a diffusion process [1] . Mathematically, this is expressed by the diffusion equation with Robin boundary condition, which is stated in the frequency domain as
where ω ∈ R + is the frequency modulation, is the photon density, c is the velocity of light, y − (r, ω) = y − (r) e iωt is a time-harmonic function of incoming flux, n is the outward normal at ∂ , D and µ a are the diffusion and absorption coefficients, respectively, and ζ is a factor determined from the refractive index mismatch at the boundary [31] . The diffusion coefficient is expressed in terms of the absorption and reduced scattering coefficients µ s by the relation
The measurable quantity (exitance) is the diffuse outgoing radiation given by the Neumann data:
The data acquisition provides the exitance y which can be expressed in a complex polar form |y| e i arg y , where arg y is the phase shift and |y| is the modulation amplitude. The measurement appropriate for the reconstruction is given by the logarithm of the polar form of the exitance.
The 
We define the following spaces:
The forward problem can be expressed in the form of a nonlinear operator and is denoted by
In practice, the measurement set {z} is given by the form:
where the tuple z i(j ) = (arg y, log |y|) i(j ) represents the measurement data collected at the boundary site r i(j ) ∈ ∂ associated with the source distributions y 
We denote by X M ⊂ X the subspace spanned by functions that map into the measurement space.
Inverse problem
The inverse problem consists in finding an estimate for the object x * which is mapped by the operator F M to perfect data {z * }. The measured data {z meas } approximate the perfect data {z * } with
To solve this inverse problem we have to check some assumptions in the forward operator F M . By Hadamard's definition [18] , this inverse problem is well-posed if F M is a homeomorphism between the complete metric spaces X M and M, i.e. the solution is unique (F M is injective), if for every z ∈ M there exists a solution (F M is surjective) and this solution depends continuously on the data z (F M is continuously invertible). The problem is ill-posed if it is not well-posed.
A mathematically well-posed problem may be ill-posed in practice, if the injectivity, surjectivity and stability cannot be ensured after the postprocessing stage. The approximation of the forward model, sampling of the data, discretization and other errors may misrepresent some aspects of the problem. The data z may not belong to the range (F M ) (F M is not surjective) and/or more than one vector in the subspace X M may be solutions of the problem (F M is not injective). Hence, it seems natural to replace the data z by its projections onto range (F M ) to re-establish the surjectivity. Moreover, we can select a meaningful solution in the subspace X M by introducing a priori information which involves the choice of some inference principle such as smoothness of the solution or other restoration criteria to reduce the subspace X M (injectivity condition) and regularize the inverse problem. Furthermore, the solution may be very sensitive to small perturbations of the data. A small perturbation δz may give rise to large perturbations δx = F −1 M δz, which may have dramatic consequences on the interpretation of the solution. In this case as well, the constraints need to be relaxed. The combination of these strategies for solving the inverse problem leads to recover a solution that optimizes a prior function (x) over the subspace X M , wherez is the projection of z onto the range of F M . This can be expressed by
M ({z}) fidelity term. (7) A standard and equivalent strategy of the problem (7) is to reformulate it to the minimization of a fidelity term (or fit term)
and y and can be regarded as a tolerant expression of the inverse problem. We can replace this distance by some other attracting function y to F M (x). Figure 1 summarizes the common strategy discussed above and used for many inverse problem applications.
In this paper, we will study the influence of the regularity term such that the problem has a unique and stable solution, that is physically relevant and computable. We consider that:
where ψ(|∇x|) is scalar function whose gradient ψ (|∇x|) is the flux function and
is the diffusion function. We specify the following assumptions on ψ 
Hypothesis 1.
Assume that ψ verifies the following hypothesis:
Concerning ourselves with the discrete data, and discrete forward operator, and considering a system corrupted by multivariate Gaussian additive noise, the maximum likelihood principle leads to
where x is the original object to be recovered, R is the dataspace correlation matrix and . R is the data-space norm [2] . A solution of the DOT inverse problem can then be given by minimizing the following objective function over the domain X of the object x = (µ a , µ s ):
The behaviour of the function ψ influences the local direction of the regularization. A specific estimation of this function in the minimization problem is crucial. In this work we will suggest a methodology for choosing an adequate function ψ combined with a priori edge information that improves dramatically the quality of DOT reconstruction. In practice the edge prior can be provided from another medical modality such as MRI or CT. This methodology could be extended to other large scale nonlinear inverse problems.
The lagged diffusivity Newton-Krylov solver
Let x be an estimate for the minimizer of E and assume that E(x) is twice Fréchet differentiable at x. Newton's method consists of expanding the functional E(x) in the second order at x, the quadratic approximation to E(x + h) is
E (x) and E (x) denote respectively the gradient and the
Hessian of the functional E(x).
Consider that E (x) is positive definite, then Q(h) has a unique minimizer which satisfies
If we replace the estimation x by x k and x + h by x k+1 := x k + h k as the new estimate for the minimizer E, where h k is a solution of the linear system E (x k ) + E (x k ) · h k = 0, we obtain the Newton iteration:
In this work, we use the lagged diffusivity Newton-Krylov method to improve convergence. This method is a combination of the lagged-diffusivity approach for the regularity term and the Gauss-Newton approach for the fidelity term [35] . Moreover, to avoid the explicit formation of the whole Hessian and the problem of lack of memory due to the large scale of the problem being considered, we will use the generalized minimal residual method (GMRES) in Krylov subspace for the linear stage [30] , which evaluates and stores sequentially only the results of matrix-vector operations. The Newton algorithm is as follows:
(1) initialization x 0 = initial guess, a constant background (2) iterations:
where d k is the descent direction and α k is the optimal step descent.
To calculate the gradient of the objective function, we simply compute its Fréchet derivative. We have then that the gradient of E(x) is as follows:
with:
where
|∇x| is the diffusion function. To deal with the non-differentiability of the absolute value |∇x| at ∇x = 0, many researchers replace |∇x| by other approximation functions such as |∇x| = |∇x| 2 + ε, ε > 0. In this work, we will choose a quadratic approximation of ψ at 0 to avoid this problem. We will explain this approximation in detail in the next section.
For the Hessian, we compute the second Fréchet derivative of the functional E(x). We find that the Hessian of E(x) is given by
where ⊗ denotes the Kronecker product.
Given the size of the data, an explicit discretization of the whole Hessian may be impractical. One possible solution is to ignore problematic terms and reformulate this huge Hessian by a near approximation.
On the one hand H(x)R is bounded:
T H(x)R is very small. Then, the terms with H(x)R can be ignored in line search or trust region procedures for the Newton method. Hence, the term (F M (x) − z) T H(x)R can be omitted in the Hessian term for Newton algorithm [11] . The approximated Hessian of the least squares functional becomes
On the other hand, we have
Under the Hypothesis 1 on ψ and if J T RJ is positive definite, it is quite easy to prove the global convergence of E(x), so no trust region strategy is necessary.
However, we have
The Gauss-Newton approach consists of dropping the negative semidefinite operator L (x) from the Hessian. This method is often called the lagged diffusivity approach, as the gradient and the Hessian in the Newton algorithm are calculated from the diffusion operator L(x).
We conclude that the approximated Hessian becomes
Diffusion regularization methods

Isotropic and anisotropic regularization
Weickert [36] makes an interesting analogy between the physical background of diffusion and its application in image processing. Indeed this inference allows a good understanding of the diffusion process. In physics, diffusion is a process of equilibration of concentration differences with mass conservation. An isotropic diffusion is a property that preserves its value when measured in different directions. An anisotropic diffusion is a property that has a different value when measured in different directions.
In image processing the concentration corresponds to the grey value or the colour index of the image. The diffusion process can be characterized by the behaviour of ψ with respect to the local image structure x. The diffusion function can be adapted to the local image structure. If the diffusion function is constant over the whole image domain, the process is called isotropic or homogeneous diffusion, and if the diffusion function is adapted to the local image structure, we have an anisotropic or nonhomogeneous diffusion process. The anisotropic diffusion model in image processing was introduced by Perona and Malik [26] by using a diffusion function dependent upon the norm of the gradient of the image. In the same context, Cottet and Germain [10] propose another alternative by choosing the diffusion function as a tensor-matrix. A drawback of the structure of the anisotropic diffusion matrix is the increased calculation time which discourages its utilization for large-scale inverse problems.
To investigate the behaviour of diffusivity, we decompose the gradient of the regularity term ∇.
ψ (|∇x|)
|∇x| ∇x by using the local object structures, that is, the tangent and the normal directions to the isosurface (isophote lines in 2D). We denote by N = ∇x |∇x| , where |∇x| = 0, the unit vector in the direction of the gradient of the object and T = N ⊥ the hyperplane tangent to the local isosurface. This decomposition can be expressed on the basis of eigenvectors as follows [33] :
Let K = PHP with P = I − NN T and H = ∇ 2 (x). Then (N, T 1 , T 2 ) are the eigenvectors of K with eigenvalues λ 1 , λ 2 , λ 3 .
Proposition 1.
∇.
ψ (|∇x|) |∇x| ∇x
where (N, T 1 , T 2 ) is an orthogonal basis in R 3 (see figure 2 ).
For the 2D case,
where (N, T ) are orthogonal in R 2 , x NN and x T T are the second derivatives of x in the T-direction and N-direction, respectively.
This proposition allows us to understand the action of the regularization divergence operator in the directions N and T = N ⊥ , and allows us to interpret the diffusion process along the flow line of the associated eigenvector fields.
In the case of isotropic diffusion regularization, that is Tikhonov regularization [34] , we have
The gradient of this regularity term is
The isotropic diffusion (Tikhonov) regularization acts in all directions. Consequently, the smoothing process does not only reduce the noise, but also blurs important structure features such as the edges and contours, thus making them hard to identify. Furthermore, isotropic diffusion regularization could dislocate structured information when mapping from finer to coarser grids, such as in the case of inverse problem solvers which use multigrid methods.
While the isotropic diffusion (Tikhonov) regularization does not preserve structures, we need to find a new function ψ that verifies the convergence hypothesis (Hypothesis 1) and allows an efficient noise reduction, taking fully into account the restoration and enhancement of the local structures' information present in the object. A good diffusion regularization consists in the following conditions:
(i) Hypothesis 1 (see section 3) is fulfilled.
(ii) The regularization must be isotropic in homogeneous regions, that is when |∇x| is small (low gradients). (iii) In the vicinity of an edge, the object presents a strong gradient. In order to preserve this edge the diffusion must act in the direction of N ⊥ and not across it.
The choice of a function satisfying these conditions is based on the directional interpretation (see equation (22)). These conditions are expressed by the following relations:
Unfortunately, conditions 2 and 3 are incompatible. One possible solution is to use a composite of two functions, the first one isotropic such as Tikhonov functional and the second one an anisotropic functional such as the total variation functional [29] . An alternative choice is also possible and leads to almost the same result, if we choose Perona-Malik functional [26] , Green functional [16] or Tukey's biweight functional [5] , etc. Given that must we decide between flat or edge regions, we can use a statistical threshold in the gradient of the object to make the right decision.
In this work, we will suggest and use the following function called 'Hubert function':
where σ is a scale that is adjusted in each iteration. An automatic choice of this parameter that can make a decision between flat or edge regions could be carried out by using a method based on the cumulated histogram [26] or on the local geometry [24] of the object at each iteration. The first part of equation (25) is tantamount to the assumption that the spatial gradient of the object in homogeneous regions is drawn from a zero-mean Gaussian probability density function with a small variance. However, this is not true in the neighbourhood of the edges where |∇x| contains large jumps. Thus, in the neighbourhood of the boundaries |∇x| can be viewed as an outlier because it does not conform to the statistical assumptions. Thus, we can use robust statistics tools to automatically select the robust estimator σ to distinguish the boundaries (outliers) between piecewise constant regions (inliers) in the object [5, 19] :
where MAD(∇x) = median[|∇x − median|∇x||] denotes the median absolute deviation and the constant is the ratio of the standard deviation of a normal random variable to its median absolute deviation. The Hubert regularizer can be seen as a robust estimation procedure that estimates a piecewise smooth object from noisy input data. Figure 3 illustrate the choice of σ . The local diffusion function that ensures the isotropy/anisotropy criterion is closely related to the error norm of ψ and the influence function is proportional to the derivative ψ in robust statistic analysis. In our experience, this method seems to act as a compromise between Tikhonov and TV regularization with a fast convergence as the objective function is strictly convex. It is simple to implement and gives reconstructed images of high quality without destroying any structural information.
The gradient of this regularity term is expressed by
It has been shown in a previous publication [13] that this adaptive anisotropic diffusion regularization method reduces high frequency noise in homogeneous regions and results in a notable enhancement in recovering the structural information present in the object and gives better results compared to Tikhonov or Total variation methods. In this paper, we further improve the reconstruction of this method by incorporating the edge prior information.
Incorporation of an edge prior
In the literature of image processing the function ψ (|∇x|) |∇x| is denoted the diffusion function κ(x) whence the regularization gradient can be written as
(28) This notation makes clear the role of κ in blocking image flow in regions where κ is small, and allowing flow as κ increases. In fact in many image denoising schemes using anisotropic diffusion, the κ function is constructed as a function of image geometry with the intention of controlling image smoothing between inhomogeneous image regions. One of the earliest and well-known schemes is due to Perona and Malik [26] who set the diffusion function by
with x T an edge threshold determined from the histogram of frequency of edges in an individual image. Note that κ(x) here is equal to 1 in the flat regions of the prior object and varying smoothly between 0 and 1 in the neighbourhood of the edges.
To make use of these ideas in our scheme, consider a prior of the form
where 
which we can write as
by which we see that the effect of the prior is to weight the diffusion function. Places where κ ref → 0 will be blocked from diffusing, regardless of the effect of the data. Using edge prior information for image reconstructions has the advantage of combining two edge preservation features. The method preserves internal gradients in the reconstructed image, as well as preserving gradients in regions where gradients are expected to be found from the prior. This methodology results in a dramatic improvement in DOT, and can also be extended to general linear or nonlinear inverse problems.
Simulations and results
We present in this section some results on the comparison of the reconstructions of the proposed method that couples anisotropic diffusion regularization with edge prior information (the diffusion tensor κ = κ (x)κ(x ref ) ). This method is tested and compared with 2D simulated data with three other methods: The adaptive anisotropic diffusion regularization method using robust statistics (the Hubert method) (κ = κ(x)), edge prior regularization method using the exact edge prior only (κ = κ(x ref )) and Tikhonov firstorder method (κ = 1) [32, 34] .
In order to show the advantage of the proposed method compared to the three other methods, we consider a 2D phantom object with several regions possessing several different optical parameter values. Figure 4 illustrates the object together with its optical properties.
We have used 32 sources placed at equidistant spacing along the surface, and 32 detectors located between two source sites. The measurements at any detector are acquired from every source except the two closest ones. The modulation frequency was 100 MHz for all simulations, and each measurement consists of the log of the modulation amplitude and the phase shift. The data z are computed with the finite element method (FEM) of the diffusion forward model. All the data for these simulations were corrupted with 1% Gaussian noise and we used a regularization parameter of order τ = 10 −4 determined according to the L-curve method [20] . For the reconstruction we assume no a priori knowledge about the true coefficient distributions and we use homogeneous (constant) values for the initial guess. Starting from this estimate, we perform the reconstruction in a regular grid of 71 × 71 that is mapped from the mesh of the object [32] . include the small region 2 which represents a tumour or other anomaly not seen in the reference image. Figure 6 shows the diffusion function κ at the second and last iteration of reconstructions for the three anisotropic methods. Note that Tikhonov method corresponds to uniform constant κ (isotropic diffusion) and is therefore not shown. These images clearly show that the anisotropic diffusion for the proposed method has the effect of removing the noise in the flat regions and preserving and enhancing the local edges present in the object. Figure 7 shows the reconstructions with the four methods: Tikhonov method, Hubert method, exact edge prior and the coupled edge prior with the adaptive anisotropic diffusion regularization method. To show a quantitative analysis of the proposed method, we have calculated the signal-to-noise ratio of each method (table 1) (SNR = 10 log 10 (var(x true )/ var(x true − x)) where var is the variance). The SNR of the proposed method is better than the SNR of the Hubert method and the exact edge prior method. This result is justified by the fact that the proposed method combines the advantage of the Hubert method (adaptive anisotropic diffusion regularization) and the edge prior leading to a better compromise in the quality and quantification of the reconstructed optical properties.
Conclusions
Visual inspection confirms the high quality of the proposed method that combines an edge prior with adaptive anisotropic diffusion regularization for the DOT inverse problem. Moreover, this method reduces the noise, recovers the edges and structures information present in the object and leads to a good quantification. This improvement in the reconstruction of the optical properties could open a new research development for qualitative and quantitative studies for coupling DOT and MRI or CT and could gives accurate reconstructed absorption and scattering coefficients that contribute to a better diagnosis in medical optical tomography.
