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Abstract-This paper studies the problem of control for a class of fuzzy system models by using 
a linear output controller. The system under consideration is described by a continuous-time fuzzy 
system model under sampled output measurements. The premise variables of the fuzzy system model 
are assumed unmeasurable. We develop a technique for designing an output feedback control law 
which globally stabiliies this class of fuzzy system models. A design algorithm for constructing the 
linear output controller is given. A numerical simulation example is given to show the potential of 
the proposed techniques. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-tizzy systems, Sampled measurements, 7-1, control, Output feedback. 
1. INTRODUCTION 
In order to design a model-based controller for a given process, a mathematical model which 
captures all the relevant, characteristics of the process is needed. Many practical systems are very 
complex; a suitable mathematical model that describes the dynamics of processes is very difficult, 
if not impossible to obtain. However, many of these systems can be expressed in some form of 
mathematical model locally or as an aggregation of a set of mathematical models. Based on this 
idea, Takagi, Sugeno and Kang have proposed a fuzzy inference system known as the TSK model 
in fuzzy system literature. For the representative work on this topic, we refer readers to the papers 
of [l-12]. This modelling provides a powerful tool for modelling complex nonlinear systems. 
Unlike conventional modelling where a single model is used to describe the global behavior of a 
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system, TSK modelling is essentially a multimode1 approach in which simple submodels (typically 
linear models) are combined to describe the global behavior of the system. 
Typically, a continuous-time Takagi-Sugeno fuzzy dynamic model is locally described by a set 
of linear models and is represented by fuzzy IF-THEN rules that have the following form. 
PLANT RULE i. IF vi(t) is A&i and . . . and I is A&, THEN 
i(t) = Aiz(t) + &u(t), i=1,2 )..., T-, 
where vi(t), . . . , ve(t) are the premise variables, Mij (j = 1,2,. . . , S) are fuzzy sets that are 
characterised by membership functions, s(t) E W is the state vector, u(t) E P” is the input, the 
matrices Ai and Bi are of appiopriate dimensions, and T is the number of IF-THEN rules. 
Given a pair [z(t) u(t)], by using a singleton fuzzifer, product fuzzy inference, and weighted 
average defuzzifier, the final state of the fuzzy system is inferred as follows: 
2 Ji(W)[Aix(t) + &+)I 
,qq = i=l 
I? JiW)> 
i=l (1.1) 
= 2 I*.i(v(t))[&(t) + &u(t)], 
i=l 
where Ji(v(t)) is the weight of each rule and it is calculated as follows: 
Ji(v(t)) = fi WjCvjCtII, 
p&(t)) = rJi(v(t)) 
j=l 
C Jj(dt)) 
&j 
Mij(Vj (t)) is the grade of membership of Uj(t) in Mij. It is assumed in this paper that 
Ji(W) 2 0, i=l,2,...,?-; 2 Ji(v(t)) > 0, 
i=l 
for all t. Therefore, 
Pi(W) 2 0, i=1,2 r...,T ~/-Ji(~(t))=17 
i=l 
for all t. For the convenience of notations, let Ji = Ji(V(t)) and pi = pi(V(t)); then the final 
state of the fuzzy system can be represented as 
k(t) = &Ais(t) + 2 pi&U(t). 
i=l i=l 
(1.2) 
For the fuzzy controller design, it is supposed that the fuzzy system is locally controllable. First, 
the local state feedback controllers are designed as follows, based on the pairs (Ai, Bi). 
CONTROLLER RULE i. IF ul(t) is A& and . . . and ue(t) is Mi4, THEN 
U(t) = -KiX(t), i=1,2 )..., r, 
then, the final fuzzy controller is 
u(t) = - &&x(t). 
i=l 
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In practice, not all the states are measurable. Indeed, for a continuous-time system, the output 
measurement is often available at discrete points, i.e., measured at sampled points. Therefore, 
it is necessary and practically useful to design an observer to estimate the system state. In [3], 
by restricting the premise variables (VI,. , v~) to be measurable, a fuzzy observer has been 
developed. This restriction enables the authors to select the fuzzy sets of the fuzzy observer to 
be the same as the fuzzy sets of the plant. Hence, the development of the separation property 
of contrbller and filter is possible. In general, however, the premise variables for a general TSK 
model can be unmeasurable. In this case, the fuzzy sets of the fuzzy observer cannot be selected 
to be the same as the fuzzy sets of the plant. Hence, the results given in [3] cannot be applied. 
What we intend in this paper is to design a linear 3-1, output feedback contro!ler for continuous 
time systems under sampled measurements by allowing the premise variables to be unmeasurable. 
NOTATION. Most of the notations used in this paper are fairly standard. 9” and !Rnxn denote, 
respectively, the n-dimensional Euclidean space and the set of all n x m real matrices. The 
superscript ‘7” denotes matrix transposition and the notation X 2 Y (respectively, X > Y), 
where X and Y are symmetric matrices, means that X - Y is positive semidefinite (respectively, 
positive definite). Lz[O, T] stands for the space of square integrable vector functions over [0, T], 
/z(O,T) is the space of square summable vector sequences over (O,T), 11 /[[O,TI will refer to 
the Lz[O,T] norm over [O,T], and 11 I[(o,J-) is the /z(O,T) norm over (0, T). T is allowed to be 00 
and, in this case by the notation [0, T] we mean [0, oo). F(@) and F(B+) stand for the left limit 
and right limit of a function F!(0), respectively. 
2. SYSTEM DESCRIPTION AND DEFINITION 
The class of nonlinear sampled-data systems under consideration is described by the following 
fuzzy systeni model. 
PLANT RULE i. IF zq(t) is Mil and . . . and z+(t) is M~,J, THEN, for i = 1,2, , T 
k(t) = Ais + Blw(t) + Bziu(t), 
z(t) = &Z(t) + &2u(t), 
zd(mh) = Cds(mh), 
y(mh) = Cw(mh) + Dzlv(mh), 
Vt E [O,T], z(O) = zo, (2.1) 
Vt E P,Tl, (2.2) 
Vmh E (0, T), (2.3) 
Vmh E (O,T), (2.4) 
where Fij (j = 1,2,. . ,6) are fuzzy sets, z(t) E ZRZn is the state, ~0 is an unknown initial 
state, w(t) E !I?P is the disturbance input, u(t) E !?P is control input, y E ti is the sampled 
measurement, u E jRQ is the measurement noise, z E ?R” is the controlled continuous output, 
i&j E !P is the controlled discrete output, 0 < h E R is the sampling period, m is a positive 
integer, Ai, B1, Bai, (71, Czi, Cd, 012, and D2l are known real time-varying bounded matrices of 
appropriate dimensions with Ai, B1, B2i, Cl, and D12 being piecewise continuous, and T is the 
number of IF-THEN rules. 
The resulting fuzzy system model is inferred as the weighted average of the local models and 
has the form 
i(t) = &Ais(t) + Blul(t) + 2 /.~Bzi~(t), Vt E [O,T], s(O) = 20, (2.5) 
i=l i=l 
z(t) = C1z(t) + &2u(t), 
zd(mh) = Cdx(mh), 
y(mh) = 2 /d’zi~(mh) + &lv(mh), 
i=l 
Vt E IO,Tl, 
Vmh E (O,T), 
Vmh E (0,T). 
(2.6) 
(2.7) 
(2.8) 
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We are concerned with designing a linear causal dynamic feedback control law for (2.5)-(2.8), 
based on the sampled output measurements of (2.8), i.e., u(mh+~) = B{y(kh), k = O,l, . . . ,m}, 
0<7<h,m=1,2 ,..., such that the controller Q reduces z uniformly for any ‘w, v, and zo in 
the sense that given a scalar 7 > 0, the worst-case performance measure of closed-loop system 
of (2.5)-(2.8) with the controller 0, defined by 
112 
&(C, R,T) = SUP 
ll4l~,q + ll~~ll~O,T) 
w,v,20 Il~II&,J-] + Il4l~O,T, + Gho 1 ’ I (2.9) 
(‘w, v,zo) E L2[0, Tl ee2(0,T) CD W : I141f,,,q + II~I~,,,T~ + 6Rzo # 0 , 
satisfies JK(C, R, T) < y. In the above, R = RT > 0 is a given weighting matrix for the initial 
state ~0. In this situation, the closed-loop system of (2.5)-(2.8) with 0 is said to have an H, 
performance y over the horizon [0, T]. 
The control problem we address in this paper is as follows. Given a scalar y > 0, design a 
linear causal controller (B) based on the sampled measurements, y(mh), such that: 
l in the finite horizon case, the closed-loop system of (2.5)-(2.8) with 9 has an H, perfor- 
mance y over a given horizon [O,T]; 
l in the infinite horizon case, i.e., T + co, the closed-loop system of (2.5)~(2.8) with 0 is 
uniformly exponentially stable and has an H, performance y over [0, co). 
In the infinite horizon case, the controller is required to ensure the uniform exponential stability 
of the closed-loop system. To be more precise, we introduce the uniform exponential stability for 
the unforced system 
(C) : k(t) = Ax(t), t#mh; z(O) =x0, 
z(mh) = ADZ (mh-) . 
It is easy to see that 
z(t) = @;“(t, s)z(s), t > s, 
where @i”(t, i) is piecewise continuous, with possible discontinuity at t, s = mh, and is given by 
; @?(t, s) = A(t)@id(t, s), t > s, t # ih, 
@? (mh+, s) = Ad(mh)@=d(mh, s), mh>s, 
a;+, s) = I. 
DEFINITION 2.1. System (C) is said to be uniformly exponentially stable if there exist positive 
constants kl and k2, such that 
Note that, first, for a given initial state, the solution z(t) to (C) is unique, right continuous but 
may be left discontinuous with possibly finite jumps at t = mh. Second, both continuous-time 
and discrete-time linear systems are special cases of the linear system (C) with Ad = I, and 
A = 0, respectively. 
The stability of the unforced system of (C) is equivalent to that of the following time varying 
discrete system: 
t(mh) = !Pt”(mh)z[(m - l)h], 
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where 
@ (mh) = Ad(mh)@id (mh, mh - h). 
Throughout the paper, we will abbreviate uniformly exponentially stable by simple stable. Also, 
‘(@id is stable” will mean that system (C) is stable. 
We now introduce the notion of stabilizability and detectability for systems of the following 
form: 
Pi> : k(t) = Az(t) + Bw(t), t#mh; x(O) = x0, (2.10) 
s(mh) = Ada: (mh-) + B,p(mh), Vmh E (O,T), (2.11) 
Z(t) = Cx(t), v’t E P,Tl, (2.12) 
&(mh) = cda: (mh-), Vmh E (0,T). (2.13) 
DEFINITION 2.2. System (2.10),(2.11) or (A, B,Ad, B d is said to be stabilizable if there exist ) 
bounded time-varying matrices K(t) and Kd(mh) such that @$$r2Kd (t, mh) is stable. 
DEFINITION 2.3. System (2.10)-(2.13) or (A, C, Ad, Cd) is said to be detectable if there exist 
bounded time-varying matrices L(t) and Ld(mh) such that !D2;tLLCdCd(t, mh) is stable. 
Note that the performance measure in (2.9) is in terms of not only of the controlled signals 
at the sampling instants but also of the continuous-time controlled output between the sampling 
instants. This allows the intersampling behaviour to be taken into account in the control design. 
When only the controlled continuous output is considered, (2.9) will reduce to the performance 
measure used in [ 131. 
REMARK 2.1. It should be remarked that (2.7),(2.8) can be viewed as a “mixed Lz/&” output 
signal. In real environmental systems, we always face continuous-time systems, discrete-time 
systems, sampled-data systems, and hybrid systems, i.e., systems with both continuous- and 
discrete-time states. The study of this kind of system is motivated by robust sampled-data 
control, filtering, and loop transfer recovery of sampled-data systems (141. 
3. ANALYSIS OF FUZZY SYSTEMS MODELS 
In thii section, we rewrite the fuzzy system model (2.5)-(2.8) in the form that we use to design 
a linear output feedback controller. To proceed, note that 
and 
It follows that we can express any one of the weights pk, k = 1,2, . . . , T in terms of the remaining 
weights where 
& = 1 - 2 ,&. (3.1) 
i=l,i#k 
Note that eaoh weight pk, k = 1,2,. . , T is unknown. Substituting (3.1) into (2.5)-(2.8) and 
performing simple manipulations yields 
k(t) = [A,+ + A-‘b(t)]x(t) + &w(t) + [&a + A&(t)]u(t), t E [O,Tl, x(0) = x0, (3.2) 
z(t) = Cl&) + D12u(t), t E [O,Tl, (3.3) 
zd(mh) = C&(mh), mh E (O,T), (3.4) 
y(mh) = [Gk + &dmh)]x(mh) + &14mh), mh E (O,T), (3.5) 
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A&(t) = c ~4% - Ad, AB2k(t) = c /-4B2i - B2k)r 
i=l,i#& i=l,i#k 
AGk(mh) = 2 PLi(‘%i - C2k)* 
i=l,i#k 
Clearly, the matrix functions A&(t), A&k(t), and A&k(mh) can be rewritten as the follows. 
where 
F(u) = 
[A&(t) A&v&)] = f&F [Elk E2k 1, (3.6) 
A%(mh) = HdkFdEdkr (3.7) 
r.4 - Ak 
A2 - & 
El&= . 
1 . A- - Al, 
c11(4I 0 
0 IlP@V 
0 0 
Note that the matrix functions F(v) and Fd(V) consist of the unmeasurable premise variables, 
and hence, we treat them as unknown parameters. It is easy to see that the matrix functions F(v) 
and Fd(v) satisfy the following norm-bounded constraints: 
ll@l12 1 llW@l12 2 0, 
11~112 2 llfi(dnl12 10, 
(3.8) 
(3.9) 
for any known matrix Cp and II. In particular, we may choose Cp E I and II E I, that is, 
llF(v)ll2 5 1 and ]]Fd(V)]]s 5 1 which is the usual assumption on uncertainties used in robust 
control and filtering problems; see, for example, [15-171. 
We shall make the following assumption for system (2.5)-(2.8). 
ASSUMPTION 3.1. 
(4 h(t) [ 1 &k(t) is of full coJumn rank on [0, T]. 
(b) [ &I (mh) Hdk (mh) ] is of full row rank on (0, T). 
REMARK 3.1. Assumption 3.1 means that the robust control problem is “nonsingular”. Observe 
that if the parameter uncertainty in the control and output matrices disappears, i.e., Es& G 0 
and Hdk E 0, Assumption 3.1 reduces to D12(t)TD12(t) > 0 and &(ih)D&(ih) > 0 on (O,T), 
which is a standard assumption in the nonsingular H, control problem for the nominal system 
of (2.1)-(2.4). 
In the case of a control problem on infinite horizon, the nominal system of (2.5)-(2.8) is assumed 
to be time-invariant and we shall adopt the following assumption. 
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ASSUMPTION 3.2. 
(a) The continuous-time pair (Ak, &k) is stabilizable, Vlc = 1,2,. , r. 
(b) The discrete-time pair (e Akh,C~k) is detectable, Vk = 1,2,. . . ,r. 
REMARK 3.2. It should be noted that Assumption 3.2 is sufficient for the existence of a stabilizing 
digital controlled with a generalized hold function for the nominal system of (2.1)-(2.4). 
Before ending this section, we recall the results on robust performance analysis of an uncertain 
system with discrete jumps of the form 
(Cl) : k(t) = [A + AA]@) + Bw(t), tfmh, 40) = x0, (3.10) 
z(mh) = [Ad + AA,& (mh-) + Bdw(mh), (3.11) 
z(t) = Cx(t), (3.12) 
zd(mh) = Cdz(mh), (3.13) 
where x(t) is the state, w(t) and v(mh) are the continuous and discrete inputs, respectively, 
z(t) and zd(mh) are continuous and discrete outputs, respectively, A, Ad, B, Bd,C, and Cd 
are known real time-varying bounded matrices with A, B, and C being piecewise continuous, 
and AA, AAd are parameter uncertainties. The admissible uncertainties AA and AAd are of the 
form 
AA = HFEl, AAd = HdlFdlEcil, 
where El, Edl, H, and Hdl are known real time-varying bounded matrices and F and Fdl are 
unknown matrix functions satisfying 
IIWll 5 1, Vt E [‘A~), IIFdl(mh)ll < 1, Vm = 0,1,2,. . 
The robust performance analysis problem for system (3.10)-(3.13), we shall consider is as follows: 
Given a scalar y > 0, find conditions which guarantee that 
{ lkll~o,q + lb.dfo,~)}1’2 < 7 { Ilwl&-] + b’ll~o,~, + x,TRx~}1’2 7 
for all nonzero (w, w, x0) E &[O,T] $ &(O, T) @ Rn and for all admissible uncertainties, where 
R = RT > 0 is a given weighting matrix for ~0. In such a situation, system (&) is said to have 
robust H, performance y over [O,T]. In the infinite horizon case, system (3.10)-(3.13) is also 
required to be robustly stable, in the sense that it is globally uniformly asymptotically stable for 
all admissible uncertainties. 
In order to solve the above robust performance analysis problem, we introduce the following 
system associated with (3.10)-(3.13): 
(C;) : i(t) = Ax(t) + [; H 7-‘B] 27(t), t#mh, 40) = x0, (3.14) 
z(mh) = Ada: (mh-) + [ $ Hdl 7-lBd] fi(mh), (3.15) EIEI 
E(t) = c [ 1 4th 
.&(mh) = x(mh). 
(3.16) 
(3.17) 
Our first result deals with the strict bounded realness of (3.10)-(3.13) over finite horizon. 
THEOREM 3.1. (See [Ml.) G iven a scalar 7 > 0, system (3.10)-(3.13) has a robust H, per- 
formance 7 over [0, T] if there exist ~1 > 0 and ~2 > 0 such ,that system (3.14)-(3.17) satisfies 
J(C&r2R,T) < 1. 
The infinite horizon counterpart of Theorem 3.1 is given by the next theorem. 
THEOREM 3.2. (See [18].) G iven a scalar 7 > 0, system (3.10)-(3.13) is robustly stable and 
has a robust H, performance 7 over [O,oo) if there exist ~1 > 0 and ~2 > 0 such that sys- 
tem (3.14)-(3.17) is globally uniformly asymptotically stable and satisfies J(XT, r2R, m) < 1. 
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4. ROBUST 7-& CONTROL VIA OUTPUT FEEDBACK 
This section deals with the Ho0 synthesis for system (2.5)-(2.8) in order to achieve a ro- 
bust H,‘ performhnce in the presence of parameter uncertainty, unmeasurable premise variables 
(4, ez,. . . , ~0). .We show that the problem of X, control of fuzzy system.models is solvable if 
an ‘H, control problem for a scaled linear system is solvable. We will derive results for the H, 
control problems on both finite and infinite horizon. 
In connection to the problem of robust H, control for system (2.5)-(2.8), we introduce the 
following auxiliary system: 
(IF) : k(t) = Au(t) + [; Hk r-‘&l G(t) + Bw(t), x(O) = x0, (4.1) 
i(t) = [Egq s(t) + [yj qt>, (4.2) 
y(mh) = &kX(mh) + [i Hdk Y’D21] c(mh), (4.4 
where x(t) is the state, G(t) is the disturbance input, i and ?d are the controlled continuous and 
discrete outputs, respectively, y is the sampled measurement, G is the measurement noise, y > 0 
is the prescribed robust Hw. performance we wish to achieve for system (2.5)-(2,8), and &, Bl, 
&k, Cl, C2k, Cd, 012, 021, Elk, &k, &k, Hk, and Hdk are the same as in System (2.5)-(2.8). 
Motivated by the results in [13,19,20], the admissible sampled-data controllers for sys- 
tem (2.5)-(2.8), we shall consider is of the following form: 
d(t) = &e(t), t # mh, .9(O) = 0, (4.5) 
e(mh) = Adke (mh-) + &ky(mh), (4.6) 
u(t) = cck@(t), (4.7) 
where the dimension of the controller n=, and the matrices &k, &k, and C&, possibly time- 
varying, are to be chosen. Note that (4.5)-(4.7) is a quite general form of a sampled-data 
controller. Indeed, it can be interpreted as a linear discrete time-varying controller with a gen- 
eralized hold function. The motivation for using the controller structure of (4.5)-(4.7) &that it 
can be applied to the case when the hold function is a part of the control.design, as well as in 
the situation when the hold function is a priori given. A digital controller with a zero-order hold 
is a special case of (4.5)-(4.7) with A,k = 0 and C& = K d, where Kck is a constant matrix. 
We now present a solution to the robust H, control problem for system (2.5)-(2.8) in the 
finite horizon case. 
THEOREM 4.1. Consider system (2.5)-(2.8) and let 0 denote a controller of form (4.5)-(4.7). 
Then, given a scalar y > 0, the closed-loop system of (2.5)-(2.8) with E has a robust H, 
performance y over the horizon [O,T] if there exist positive scalars ~1 and ~2 such that, for all 
k=l,2,... , T, the closed-loop system, (Ccl), of (4.1)-(4.4) with 8 satisfies J&I, r2R, T) < 1. 
PROOF. First, note that by defining q(t) = [XT(t) eT(t)lT, the closed-loop system of (2.5)- 
(2.8) with the controller of (4.5)-(4.7) is given by 
q(t) = [“k + IjkF(t)&k] r](t) + h(t), t # yh, 40) = f& olT, (4.8) 
v(mh) = [ad, + fidkFd(mh)fidk] 71 (mh-) + &fkW(mh), 
z(t) = elkfi’(t), 
zd(mh) = &(mh), 
(4.9) 
(4.10) 
(4.11) 
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where 
- 
Adk = B I ik], g= [“oil, (4.12) c 
ck 2k 
n 0 Bdk = &k&l ’ [ 1 6, = [cl D12Cck ] , ed=[Cd 01, 
fik = [El&k ElE2k’&], 
kdk = [&2Edk 01 I fik=[ifk], fidk= [iBykHdk]. 
(4.13) 
(4.14) 
On the other hand, the closed-loop system of (4.1)-(4.4) with the controller of (4.5)-(4.7) is of 
the form 
rj(t) = &7](t) + [&k ‘+B] G(t), t#mh, ~103 = lx,’ OIT, 
r](mh) = ad/$) (mh-) + [ fidk +&k] c(mh), 
(4.15) 
(4.16) 
where 
E2kdk id(mh) = - [ I cd rltmh), ^ n n Blk = Hk, &= : , [ I 
(4.17) 
(4.18) 
and the other matrices are as in (4.12)-(4.14). 
Now, by considering systems (4.8)-(4.11) and (4.15)-(4.18), the desired result follows immedi- 
ately from Theorem 3.1. I 
A solution to the robust H, control problem on infinite horizon is provided by the next 
theorem. 
THEOREM 4.2. Consider system (2.5)-(2.8) and let B denote a controller of form (4.5)-(4.7). 
Then, given a scalar y > 0, the closed-loop system of (2.5)-(2.8) with E is robustly stable and 
has a robust H, performance y over the horizon [0, oo) if there exist ~1 > 0 and ~2 > 0 such that, 
for all k = 1,2, . . , r, the closed-loop system, (C,l), of (4.1)-(4.4) with 0 is globally uniformly 
asymptotically stable and satisfies ;7&, +y2R, oo) < 1. 
PROOF. It can be established by applying Theorem 3.2 to the closed-loop system of (4.1)-(4.4) 
with G and the closed-loop system of (2.5)-(2.8) with B. I 
REMARK 4.1. It has been shown in Theorems 4.1 and 4.2 that the problem of nonlinear sampled- 
data fuzzy control can be sorted out by the techniques proposed for solving linear sampled-data 
control problem. It should be noted that if the premise variables are measurable, then the results 
derived in this paper are conservative. Furthermore, an observer may be developed to estimate 
the premise variables, and thus they can be used in the controller design. 
5. A SIMULATION EXAMPLE 
The following model is used in this simulation: 
kl(t) = -lOxI - 20x2(t) - sin(zl(t)) + 0.1~~ + u(t), 
52(t) = x1(t) + O.lW, 
z(t) = Zl@) +x2@) + u(t), 
zd(mh) = sl(mh) + sa(mh), 
y(mh) = q(mh) + zz(mh) + v(mh). 
(5.1) 
Rule 1: If 22(t) is Ml, THEN 
k(t) = A&) + Blw + B214t), 
z(t) = cl+) + Dl2’lL@), 
Zd(rnh) = ClZ(rnh), Vmh E C&T), 
(5.2) 
y(mh) = Cm(mh) + Pdmh), Vmh E (0, T). 
Rule 1: If x2(t) is M2, THEN 
i(t) = Ag(t) + BIW + B22u(t), 
z(t) = Cl+) + Dl24Q, 
zd(mh) = Clz(mh), Vmh E (O,T), (5.3) 
y(mh) = Gzz(mh) + Dzzv(mh), Vmh E (O,T), 
wherea: = [q(t) 22(t)], themembershipfunctionsM1 andA&aresin(zl(t))/q(t), and(zl(t)- 
sin(q(t)))/q(t), respectively, 
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A fuzzy system model under sampled output measurements for the above system is given as 
follows. 
Al= [-:’ -;I, A2= [-;” -:I, B1= [Of], B21=B22= [A], 
C1=[1 11, 012 = 1, C21=C22=[1 11, D22 = Dzl = 1. 
Following the development in Section 3, the fuzzy model of system (5.1) is 
i(t) = [AI + AA(t)]s(t) + Blw(t) + B&t), t E [O,T], 2(O) = zo = 0, (5.4) 
z(t) = Clz(t) + DlmW, t E P,q, (5.5) 
zd(mh) = Clz(mh), mh E (O,T), (5.6) 
y(mh) = Cm(mh) + Dw(mh), mh E (O,T), (5.7) 
where AA(t) = p2(A2 - AI), m@(t)) = Jz(4t))lL’fz1 Ji(@)), Jl(z(t>) = Ml(a(t)), ad 
Jz(z(t)) = M&2(t)). Th e matrix function AA can be rewritten as follows: 
AA = HFE, (5.8) 
where H = I, F(z) = ,42), and E = A2 - Al. Note that the premise variable of the above 
fuzzy system model is q(t) which is unmeasurable. Hence, the method proposed in [3] cannot 
be employed here. Selecting el = 0.01, ~2 = 0.01, 7 = 1, and applying Theorem 4.2, we have a 
stationary output feedback 3c, controller of form (4.5)-(4.7) 
b) = Ad(~), t # mh, ,9(O) = 0, 
e(mh) = Ad9 (mh-) + B,zy(mh), 
u(t) = CczW), 
where 
and Cc2 = [ -0.25 -13.91671. 
(5.9) 
(5.10) 
(5.11) 
B = 0.19234 
c2 [ 1 -0.0375 ’ 
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Time (set) 
Figure 1. ‘Ratio of the regulated energy to the disturbance energy. 
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4' I I I I I I I 1 I I 
0 50 loo 150 200 250 300 350 400 450 500 
Time (sec,J 
Figure 2. The disturbance input, w(t). 
REMARK 5.1. Simulation results for the ratio {~~z~~~o,~1+~~z~~~~o,~3}/{~~w~~~,~~+~~~~~~o,~~+~~~o} 
obtained by using the 31, controller for system (5.1) is depicted in Figure 1. Also, Figures 2 
and 3, respectively, show the input disturbance signals w(t) and v(mh) which were used during 
the simulation. The sampling time used in the simulation was 0.01 sec. From Figure 1, we can 
see that after 15 seconds the ratio {~~z\~~~,~~ + Ilzdll%,~)}/{llwll$,~~ + b’l&~‘) + 2:hd tends 
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150 200 259 300 
Time (set) 
500 
Figure 3. The disturbance input, v(mh). 
to a constant value which is about 0.05. So the Lz gain from {/Iw[([~,~~ + (l~U(ICO,Tj + s$&c~} to 
{ )~~~I[o,TI + IIz~JI(o,T)} is about ~6% = 0.2223, which is less than the prescribed value 1. 
6. CONCLUSION 
The problem of robust control for a class of fuzzy system models by using linear output con- 
troller is studied in this paper. The system under consideration is described by a continuous-time 
fuzzy system model under sampled output measurements. The premise variables of the fuzzy sys- 
tem model are assumed unmeasurable. An approach for designing an output feedback control 
law which globally stabiliies this class of fuzzy system models is developed. A design algorithm 
for constructing the linear output controller is given. A numerical simulation example is included 
to demonstrate the obtained theoretic results. 
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