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Advancements in technology have greatly influenced how students write, the 
ways they interact with readers, and the genres they create. In order to reflect real-world 
writing behaviors in the assessment setting and to be able to generalize test-takers’ 
performance from the assessment to their true writing ability, the current study 
investigated test-takers’ use of linguistic tools in second language academic writing 
assessment. The linguistic tools of interest involved three frequently used tool types: 
spelling, grammar, and reference tools (i.e., dictionary and thesaurus). Three highly 
contextualized tasks which reflect the tasks second language learners may encounter in 
the academic domain of language use (i.e., writing an apologetic email, a negative online 
review, and an opinion on a discussion board) were used as a way to elicit test-takers’ 
writing ability. Additionally, as a means of measuring writing performance, writing 
	ability was defined in terms of the accuracy and/or variety of grammatical forms, 
semantic meanings, and pragmatic meanings produced in the written responses (Purpura, 
2004, 2014, 2017).  
Using a mixed methods design, the current study first analyzed the quantitative 
data, which included 120 test-takers’ scores on the writing test, based on an analytic 
rubric through classical test theory, many-facet Rasch measurement, and multivariate 
generalizability theory. Test-takers’ scores across assessment conditions (i.e., access to 
no linguistic tools, spelling, grammar, or reference tool), proficiency levels (i.e., 
intermediate, advanced, and proficient) and three tasks (i.e., email, online review, and 
discussion board post) were compared. In order to explain the reasons behind the 
similarities and difference across the assessment conditions, proficiency levels, and tasks 
found in the quantitative analyses, the qualitative data, which included screen recordings 
of test-takers’ process of producing text, were analyzed.  
The results of the study were discussed to provide empirical evidence in 
supporting the domain description, evaluation, generalizability, explanation, 
extrapolation, and utilization claims (Kane, 2006, 2013) in regard to providing support in 
discussing the possibilities of allowing test-takers’ use of linguistic tools in second 
language writing assessment. Based on Kane’s framework for validation, the findings 
revealed that allowing linguistic tools—especially spelling and reference tools—in 
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 Enhancements in technology in recent years have greatly reshaped how we 
communicate and interact with others in schools, in the workplace, and in our daily lives 
(Chapelle, 2001; Goldberg, Russell, & Cook, 2003; Lunsford, 2006; Purpura, 2016; 
Scott, 2006). Such advancements have played a particularly significant role in changing 
the way we write, the genres we create, the forms of the final writing product, and the 
ways we engage with readers (Hyland, 2016). 
 These changes have begun to influence how writing tests are now designed and 
administered in some writing assessment contexts. For example, in an effort to assess 
students’ writing in conditions that parallel how they would normally write in real-life 
contexts, the Oregon Department of Education has allowed the use of various computing 
resources (e.g., graphic organizers, word processing applications, dictionaries, 
thesauruses, and spell checks) in their writing tests (https://www.oregon.gov/ode). 
Similarly, the National Assessment of Education Progress (NAEP) attempts to provide 
evaluation conditions resembling real-world contexts in their writing assessments 
(https://nces.ed.gov/nationsreportcard/writing). NAEP has included commonly available 
computing resources in the 8th and 12th grade writing tests since 2011, namely those 
involving prewriting/planning (e.g., notepad), editing (e.g., copy, cut, paste, undo, and 
redo), formatting (e.g., indenting and line spacing), spelling (e.g., spell check and 
	2 	
automatic capitalization), grammar (e.g., grammar check), and reference tools (e.g., 
dictionary and thesaurus). According to the 2011 Writing Framework for NAEP, 
eliminating access to these computing resources would make a highly artificial platform 
for writing, and the purpose of assessing writing on the computer may be questionable if 
access to these features was not permitted.  
 Among these computing resources, the linguistic tools (i.e., spelling, grammar, 
and reference tools) are especially important for second or foreign language (L2) learners 
when they write in a second or foreign language. In order to confirm that their spelling, 
grammar, and chosen words and/or phrases are accurate, L2 learners regularly refer to 
spell checks, grammar checks, dictionaries, and thesauruses prior to having their writing 
read by others. Also, as these tools are included in most word processing software 
programs and are easily accessible online, the general assumption is that L2 learners will 
make use of these tools when they write in real-life contexts.  
 As a result, to better understand how students use these linguistic tools while they 
write, and to identify if the tools are effective, there has been a substantial body of 
research on L2 learners’ usage of these tools in instructional and learning settings—
mostly focusing on the use of the dictionary and/or thesaurus (e.g., Barrow, 2009; 
Bishop, 1998; Bruton, 2007; Christianson, 1997; Chon, 2009; Harvey & Yuill, 1997; 
Jacobs, 1989; Jian, Sandnes, Law, Huang, & Huang, 2009; Laufer & Levitzky-Aviad, 
2006; Levey & Steel, 2015; Lew, 2011; Lew, Grzelak, & Leskowicz, 2013; Nesi, 2012; 
Stirling, 2005;) and the spell and/or grammar check (e.g., Burston, 2001; Figueredo & 
Varnhagen, 2004; Kitchin, 1991; Leacock, Chodorow, Gamon, & Tetreault, 2010; 
O’Regan, 2010; Potter & Fuller, 2008).  
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 Little research, however, has been conducted on L2 test-takers’ use of these tools 
in writing assessment contexts. This may be due to the fact that most L2 language tests 
prohibit the use of linguistic tools based on the assumption that having access to such 
resources may provide an inaccurate or unfair measure of the test-takers’ “true” writing 
ability. Nevertheless, if L2 writing ability were to be more broadly defined to include 
these tools, assessments would more closely simulate writing behaviors found in the real 
world, and we would be able to better generalize test-takers’ performance from the test to 
their actual writing ability (East, 2008; Weigle, 2002).  
 
Purpose of the Study 
 In order to reflect real-world writing behaviors in the assessment setting and to 
generalize test-takers’ performance from the assessment to their true writing ability, the 
current study aimed to examine the use of commonly available linguistic tools in 
academic writing assessment. In other words, the overarching goal of the current research 
was to validate the extent to which access to different linguistic tools in a writing test 
affects L2 English learners’ writing performance across different proficiency levels when 
writing different genres in an academic domain of language use. To be more specific, the 
linguistic tools of interest in this study involved three frequently used tool types: spelling 
tool, grammar tool, and reference tool (i.e., dictionary and thesaurus). As a means of 
measuring test-takers’ writing performance, writing ability was defined in terms of the 
accuracy and/or variety of grammatical forms, semantic meanings, and pragmatic 
meanings produced in the written responses (Purpura, 2004, 2014, 2017). Additionally, 
three tasks that reflect what L2 learners may encounter in the academic domain of 
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language use (i.e., email, online review, and discussion board post) were used as a way to 
elicit test-takers’ writing ability.  
 
Research Questions 
 To achieve the stated goals of validating the use of three different types of 
linguistic tools in an L2 writing test across language proficiency levels in an academic 
setting, the following specific research questions were investigated. 
1. To what extent do the test-takers perform differently on the components of second 
language writing ability (i.e., lexical form and meaning, morphosyntactic form 
and meaning, cohesive form and meaning, topical meaning, functional meaning, 
and implied meaning) as a function of the four assessment conditions (i.e., having 
access to no linguistic tools, spelling tool, grammar tool, or reference tool) across 
the three language proficiency levels (i.e., intermediate, advanced, and proficient) 
and across the three academic writing tasks (i.e., email, online review, and 
discussion board post)?  
2. What is the nature of the systematic interaction effects, if any, 1) between the four 
assessment conditions and the six components of second language writing ability, 
2) between the four assessment conditions and the three test tasks, and 3) between 
the four assessment conditions and the three proficiency levels?  
3. What is the relative contribution of multiple sources of variation (i.e., test-takers, 
raters, and tasks) to the total score variability in the writing test across the four 
assessment conditions and to what extent are the scores dependable across the 
four assessment conditions?  
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4. To what extent do the components of L2 writing ability contribute to the 
composite score of L2 writing ability across the four assessment conditions?  
5. What is the nature of test-takers’ usage of the spelling tool, grammar tool, and 




Kane’s Argument-based Approach to Validation  
 In order to make claims about score interpretation related to the use of linguistic 
tools in L2 writing assessment, the current study referenced Kane’s (2006, 2013) 
argument-based approach to validation and specified the proposed interpretations and 
uses of test results. The interpretation of the results was framed around the 
interpretation/use argument (IUA; Kane, 2013), including inferences about domain 
description, evaluation (scoring), generalization, explanation, extrapolation, and 
utilization (Bachman, 2005; Chapelle, Enright, & Jamieson, 2008; Kane, 2006, 2013; 
Purpura, Brown, & Schoonen, 2015). These chains of inferences were addressed in 
relation to the analyses conducted in response to the proposed research questions of the 
study.  
  In the IUA, domain description involves observation and identification of the 
contexts, tasks, and scenarios in which the KSAs of interest are used in the Target 
Language Use (TLU) domain. By providing a domain description, the current study aims 
to link the performance measured in the assessment tasks to the performance in the TLU 
domain.  
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 Evaluation or scoring is related to raters assigning a score on task performance. It 
is crucial for the research to ensure that the scores on the writing tasks are construct-
relevant so that the performance sample elicited by the tasks can be connected to an 
observed score. Therefore, rater performance, task performance, and scale functionality, 
were examined across different assessment conditions, using many-facet Rasch 
measurement (MFRM) analysis, in order to support the evaluation claim that using 
linguistic tools in writing assessment results in scores that are construct-relevant.  
 The generalization inference supports an argument that the observed score is 
generalizable and functions as an estimate of the expected score. In the current study, 
results from the multivariate generalizability theory (G-Theory) analysis were used to 
support the generalization claim that the observed scores in different assessment 
conditions using different linguistic tools can be generalized across test-takers, raters, and 
tasks. Additionally, the examination of the examinee, task, and rater facets from the 
MFRM analysis also provided support for the generalization claim.  
 The link between expected scores and the construct of the test can be made 
through the explanation inference, with the assumption behind this inference indicating 
that patterns in the observed scores reflect the construct measured associated with other 
related factors (e.g., use of linguistic tools) (Purpura et al., 2015). The examination of the 
internal consistency reliability provides one piece of evidence to support the explanation 
inference. Additionally, test-takers’ performances were compared across proficiency 
levels, and the fit statistics of the data in the facets included in the study (e.g., test-taker, 
rater, task, assessment condition) were examined in order to support the explanation 
claim.  
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 The extrapolation inference connects the test-takers’ scores associated with the 
construct to other criteria of language proficiency. In this study, test-takers’ scores were 
compared to a language proficiency test (i.e., Oxford Online Placement Test) that 
employs the same operational definition of language knowledge (i.e., knowledge of 
grammatical form, semantic meaning, and pragmatic meaning).  
 Lastly, the utilization inference links the target scores to making meaningful 
decisions about real-world applications. The present study used the scores of the writing 
test tasks across different assessment conditions to make inferences about whether 
permitting different types of linguistic tools in writing assessments affects test-takers’ 
writing performance and whether the inclusion of these linguistic tools in writing 
assessment is a viable possibility.  
 
Research Design  
 Quasi-experimental research design. As a way of comparing test-takers’ writing 
performance and their actual writing under different assessment conditions, the current 
study employed a quasi-experimental research design (Wiersma & Jurs, 2005). Three 
experimental groups and one control group were included in the research design. Based 
on the results of the Use of English section of the Oxford Online Placement Test, a 
similar number of participants from differing language proficiency levels were assigned 
to each of the four groups; thus, the samples in the three experimental groups and the 
control group reflect the same population of L2 language learners.  
 Mixed-method research design. To provide a stronger argument towards the use 
of linguistic tools in L2 writing assessment, the study adopted a mixed-method research 
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design (Brown, 2014; Creswell & Plano Clark, 2011). In this research design, 
quantitative data (i.e., the scores of the three tasks on six components of the rubric) were 
first analyzed with regard to research questions one to five. Once these quantitative 
analyses, including many-facet Rasch measurement and generalizability theory, had been 
performed, the qualitative data (i.e., video records of the test-taking process) were 
analyzed to address the sixth research question. Finally, findings from the quantitative 
and qualitative analysis phases were synthesized, and the combined findings from these 
analytic procedures were used to provide richer evidence for making an argument of the 
score interpretations.  
 
Definition of Terms 
 The terms relevant to the current study are briefly defined herein.  
 
L2 Knowledge 
 L2 knowledge is defined using Purpura’s (2004, 2017) and Bachman and 
Palmer’s (2010) definition of language knowledge. According to Purpura (2004, 2017), 
language knowledge can be defined as “a mental representation of informational 
structures related to language” (Purpura, 2004, p. 85), and involves “mental assets … 
linked at the level of meaning in communication” (Purpura, 2017, p. 27). Bachman and 
Palmer (2010) define language knowledge as “a domain of information in memory that is 
available to the language user for creating and interpreting discourse in language use” 
(p.44). In the current study, L2 knowledge refers to the language-related information 
stored in a L2 learner’s memory that can be used to create and interpret meaning.  
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L2 Ability  
 Bachman and Palmer (2010) define language ability as “a capacity that enables 
language users to create and interpret discourse” (p.33), and this includes, namely, 
language knowledge and strategic competence (metacognitive strategies). More 
specifically, Purpura (2017) views language ability as the ability to communicate 
meaning in a contextual domain of L2 use where language resources (i.e., semantico-
grammatical knowledge and pragmatic knowledge), topical resources (i.e., explicit 
semantic memory, explicit episodic memory, autobiographical memory, implicit 
memory, and visuospatial memory), and sociocognitive and dispositional resources (i.e., 
sociocognitive and psychological) interact. For the present study, L2 ability is defined as 
the ability of a second language learner to use knowledge of grammatical forms and their 
associated semantic meanings, as well as strategic competence, to convey topical, 
intended, and implied meanings by drawing on their topical resources and socio-cognitive 
and dispositional resources in a contextual domain of language use.  
 The level of L2 ability was measured by using a language proficiency test 
developed by Oxford University Press—the Oxford Online Placement Test (OOPT) 
(www.oxfordenglishtesting.com) for the purpose of the current study. The OOPT 
includes a section on Use of English and a section on Listening, with the items in both 
sections designed to tap into learners’ understanding and usage of second language 
knowledge in various contexts. The scores from each section of the test are linked to six 
levels of the Common European Framework of Reference (CEFR)—A1 and 2, B1 and 2, 
and C1, 2, and 2+. The CEFR levels assigned to test-takers within this study as the 
measure of their level of L2 ability resulted from only the English Use section of the 
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placement test, as several test-takers were not able to complete the Listening section due 
to audio problems. Test-takers who were at the B1 or B2 levels were labeled as 
intermediate, those at the C1 level were labeled as advanced, and those at the C2 or C2+ 
levels were labeled as proficient. There were no test-takers who were at the A1 and 2 
levels.  
 
L2 Writing Ability  
 Purpura (2014) views L2 writing ability as the language ability needed to perform 
tasks while writing. In the current study, L2 writing ability is defined as a second 
language learner’s ability to use knowledge of grammatical forms and the associated 
semantic meanings (i.e., language knowledge) when writing in combination with 
strategic competence (elicited through the use of linguistic tools to perform tasks while 
writing) to convey topical, intended, and implied meanings via the learners’ topical 
resources and socio-cognitive and dispositional resources. Taking into consideration the 
different assessment conditions of using various linguistic tools when writing, L2 writing 
ability is defined with respect to using different linguistic tools. For example, for the test-
takers in the group that has access to the spelling tool, their L2 writing ability is defined 
as the ability to use language knowledge in combination with strategic competence 






L2 Writing Performance  
 L2 writing performance in the current study is defined as the display of second 
language learner’s language ability shown in their written product. Based on Purpura 
(2004, 2014), L2 writing performance is measured in terms of the extent to which a 
second language learner can use their strategic competence (i.e., ability to use linguistic 
tools) and language knowledge (i.e., knowledge of grammatical forms and the associated 
semantic meanings to convey topical, intended, and implied meanings) in written forms 
within different tasks.  
 
Writing Resources and Computing Resources  
 There are many external resources which people commonly utilize when they 
write. For example, people may use graphic organizers, memo pads, websites with a 
variety of content, and tools that help them check their language. In the current study, all 
of these external resources people refer to when they write are defined as writing 
resources, and those that are used specifically on a computer are referred to as computing 
resources.  
 
Linguistic Tools  
 Among the various writing resources available, those specifically related to 
linguistic components (i.e., spelling, grammar, vocabulary) of writing are referred to as 
linguistic tools. Based on the terminology used in the 2011 NAEP writing framework, 
three types of linguistic tools are of interest in the current study: spelling, grammar, and 
reference tools. Spelling tool includes the function of checking the spelling and providing 
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suggestions of a word with correct spelling. Likewise, grammar tool incorporates the 
function of checking the grammar and providing suggestions of the correct grammar. In 
the current study, the spelling tool function or the grammar tool function were turned on 
in Microsoft Words for the test-takers who had access to either of these tools. Reference 
tool includes a dictionary and thesaurus, and in the present study, test-takers who had 
access to the reference tool were provided with an internal dictionary and thesaurus on 
their computers.  
 
Academic Writing  
 In the present study, L2 writing performance was measured in assessment 
conditions with different linguistic tools in the context of academic writing. Academic 
writing entails different types of writing done at the university level (Hamp-Lyons, 
1991), and these diverse types of writing can be contextualized by subdomains of 
language use in an academic context: social-interpersonal, social-transactional, and 
academic content domain (Purpura, 2014; Xi, 2015). Accordingly, this study used three 
tasks developed to represent the tasks L2 learners may encounter in these three sub-
domains of language use in the academic context: 1) writing an apology email to a 
project partner, 2) writing a negative catering service review, and 3) writing a discussion 






Significance of the Study 
As the importance of L2 learners’ access to linguistic tools when writing has been 
recognized, there have been a considerable number of studies devoted to L2 learners’ use 
of linguistic tools in instructional and learning settings as previously mentioned. 
However, relatively little research has been conducted on L2 learners’ use of linguistic 
tools in a second language writing assessment setting. A limited number of studies have 
focused on exploring the use of dictionaries in assessing writing in the context of foreign 
language exams for the General Certificate Secondary Education (GCSE) (Barnes, Hunt, 
& Powell, 1999; East, 2006a, 2006b, 2007), the use of spell checks in the context of 
comparing computer-based writing and paper-based writing tests (Joram, Woodruff, 
Lindsey, & Bryson, 1990; Pennington, 1996; Warschauer & Healey, 1998), and the 
frequency of using linguistic tools and young learners’ overall writing scores (National 
Center for Education Statistics, 2012). Many of these studies, however, do not provide a 
holistic picture of how adult English-as-a-second-language learners make use of different 
types of linguistic tools and how their use of these tools affects their writing performance. 
The current study has significant potential in addressing the question of whether 
linguistic tools can be a part of the construct of second language writing ability and 
therefore be included in writing assessments.  
 Another major importance of the current study is that test-takers’ writing 
performance was interpreted based on a theoretical model of language ability, which 
includes not only the accuracy, range and complexity of the language (i.e., grammatical 
form), but also the different types of meanings (i.e., topical meaning, intended meaning, 
and implied meaning) conveyed in the written product. Whereas most previous studies on 
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linguistic tools in writing assessment made use of a holistic rubric in measuring second 
language ability (e.g., East, 2007), the detailed way of measuring L2 writing ability 
employed here provides a more thorough understanding of test-takers’ writing 
performance across different assessment conditions using different linguistic tools.  
 In addition, three authentic writing genres that represent the social-interpersonal 
(i.e., email), social-transactional (i.e., online review), and academic content domains (i.e., 
discussion board post) of language use were used as writing tasks. Using these authentic 
tasks helps better generalize test-takers’ performance from the assessment to their real 
writing ability.   
 Methodologically, by using a mixed-methods research design, the current study 
allowed for data triangulation (Grotjahn, 1987). In the first quantitative phase, many-
facets Rasch measurement analysis and generalizability theory analysis were employed. 
Many-facets Rasch measurement analysis provides an understanding of how the 
components of the rubric measuring L2 writing ability function for different assessment 
conditions and allows researchers to investigate if there were any systematic interactions 
between the assessment conditions and other facets (i.e., tasks and rating scale 
components). Generalizability theory provides an understanding of the relative 
contribution of sources of variance (e.g., test-takers, raters, and tasks) to the total score 
variability and the extent to which the components of L2 writing ability contribute to the 
total score in different assessment conditions. In the second phase, which involved 
qualitative analyses, the process of how test-takers write when given access to different 
linguistic tools was explored. This information provided rich insight into understanding 
test-takers’ strategic competence in employing linguistic tools while using their language 
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knowledge and resources to convey meaning. No study that previously investigated the 
use of spell check, grammar check, dictionaries, or thesauruses has used a similarly 
systematic and thorough methodology in analyzing the test-takers’ writing performance.  
 Lastly, in discussing the findings, the present study drew on Kane’s (2006, 2013) 
argument-based approach to validity to support the claims about the score interpretation 
related to the use of linguistic tools in L2 writing assessment. Again, no previous study 
that examined the use of linguistic tools has used such a systematic approach in 
interpreting the results in order to validate the use of tools in assessment.  
 
Summary 
 Chapter I introduced the context of the study by describing the mismatch between 
how L2 learners write in real life and how they are tested during writing assessments, as 
well as emphasizing that if second language writing ability were more broadly defined to 
include the use of linguistic tools, assessments could better simulate learners’ real-world 
writing behaviors. Consequently, learners’ test performances would be more effectively 
generalized to their writing ability. The purposes of the current study, followed by the 
research questions and research design frameworks that informed the study, were detailed 
first, then several terms pertinent to the study were defined, and finally the significance of 






REVIEW OF THE LITERATURE 
 As technology and computers have become more prevalent in people’s lives, it is 
evident that advancements in technology have changed the way people write and the 
types of writing people do. This is especially the case for university students. Students no 
longer do much paper-based writing, and it is reported that more than 90% of students 
use computers for schoolwork (DeBell & Chapman, 2006). In addition, when using 
computers to write, many students make use of writing resources and especially linguistic 
tools (e.g., spell tool, grammar tool, and reference tool) in the process of writing. The 
enhancement in technology has also influenced the various genres of writing students 
need to write for in order to effectively communicate with a wide range of audiences 
(e.g., emails, writing on social media, discussion board posts, wiki pages, and portfolios). 
These are all also relevant for non-native speakers of English in an academic 
environment. Thus, it is apparent that having the ability to write in order to communicate 
with other people in a digital form while making use of available linguistic tools is 
crucial in university contexts. Accordingly, it is equally important to understand how 
these writing behaviors in real life can be simulated in an assessment setting and to 
understand how the writing performance from these assessments can be generalized to 
real-life writing ability.  
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Chapter II presents several strands of literature relevant to the current study. As 
Mislevy, Almond, and Lukas (2003) emphasize the importance of domain analysis and 
modeling as a means of understanding the context, tasks, and language function in a 
domain, this chapter first discusses research on the academic domain of language use. It 
then provides a review of studies on the use of linguistic tools in L2 writing assessment 
by addressing how reference (i.e., dictionary and thesaurus), spelling, and grammar tools 
have been investigated in previous studies. Lastly, in order to provide the background of 
how L2 writing ability will be defined and measured in the current study, the chapter 
includes a review of how L2 ability and L2 writing ability have been defined and 
measured in the context of language assessment. 
 
Domain of Language Use   
 Test-taker’s performance on a language test is used to make inferences about the 
test-taker’s language ability in a specific domain of language use (Bachman & Palmer, 
1996). For example, a test-taker’s performance on an English for academic purpose 
(EAP) test provides information about the test-taker’s language ability in an academic 
domain but not for other domains of language use (e.g., real-life domain or business 
setting). Thus, it is important for language tests to simulate and correspond to the domain 
of interest—the target language use (TLU) domain, as Bachman and Palmer (1996) 
explain—in order to be able to generalize the performance from assessment tasks to 
performance in the TLU domain.    
 In a university setting, which is the focus of the current study, several domains of 
language use are identified. Purpura (2014) illustrates four domains of language use that 
	18 	
test-takers in a university setting may encounter: the social-interpersonal, social-
transactional, academic, and professional domain. The social-interpersonal domain 
involves exchanging ideas and opinions for personal purposes (e.g., writing an email to a 
classmate about a personal matter); the social-transactional domain includes the 
transaction of information, ideas, and opinions with others for social reasons (e.g., 
writing a review of a school cafeteria); the academic domain refers to contexts of 
language use in which language is used to convey understanding about an academic topic 
for academic audiences (e.g., writing a report); and the professional domain includes 
language use in a professional setting (e.g., writing a conference abstract).  
 In a similar vein, Xi (2015) also categorizes the domains of language use in a 
university setting and the communication goals for each sub-domain as social-
interpersonal (i.e., to be able to explain and support or disagree about something 
personal), academic-navigational (i.e., to be able to explain relationships between issues, 
describe problems and solutions, evaluate and propose positions and options in order to 
be able to navigate around campus), and academic content (i.e., to be able to summarize, 
explain, and synthesize information, concepts, and ideas using formal and academic 
language).  
 As it is important to gather substantive information about the domain of interest, 
which will have implications for the assessment, it is essential to understand what 
knowledge, skills, and attributes (KSAs) are important for people and in what real-world 
situations people use these KSAs of interest (Kane, 2006, 2013; Mislevy et al., 2003; 
Mislevy & Yin, 2012). This procedure of information gathering about the domain to be 
assessed, referred to as domain analysis (Mislevy et al. 2003), is crucial in understanding 
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the contexts, tasks, and language features in a domain, making decisions about what 
linguistic content and tasks should be included in assessment, understanding contexts, 
and making claims about the interpretation of the assessment scores.  
 Burstein et al. (2014) surveyed educators to explore different genres of writing 
that students in higher education frequently engage in. They identified writing genres 
required in college level in comparison to both K-12 and workplace settings. Some of the 
genres of writing recognized to be important at the college level can be categorized as the 
following domains of language use: personal email and memo (i.e., social-interpersonal 
domain); academic email and online review (i.e., social-transactional or academic-
navigational domain); essay, abstract, research report, class presentation powerpoint, and 
annotated bibliography (i.e., academic or academic content domain); and cover letter, 
curriculum vitae, and personal statement (i.e., professional domain).  
 In an effort to understand adult L2 learners’ use of linguistic tools when writing in 
different domains of language use, Oh (forthcoming) asked 39 adult L2 learners about 
their experience of using linguistic tools when writing in general and for different 
purposes. In general, the participants reported that they frequently use spell checks, 
grammar checks, translating websites/apps, dictionaries, thesauruses, and search engines 
when writing in English. In addition, depending on the types of writings and the audience 
of the writing, learners made relatively more or less use of the linguistic tools. For 
example, many reported that they relied heavily on linguistic tools when writing for 
schoolwork (i.e., academic domain), but they relied less when writing on social network 
services (i.e., inter-personal domain). Learners further reported that when they write an 
email to someone important (e.g., professor or boss), they would ensure the language is 
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accurate by using linguistic tools; however, if they write an email to a friend, they would 
send it without using any linguistic tool. These results show that the use of linguistic tools 
may differ depending on the context of the writing including the audience and the 
purpose of the writing. Nevertheless, in general, linguistics tools are evidently part of L2 
learners’ writing processes especially in the academic domain.  
 
Linguistic Tools in Assessment 
Although the importance of L2 learners’ use of linguistic tools may have been 
recognized in the instructional and learning settings, linguistic tools in L2 writing 
assessment are often perceived to be a barrier in measuring one’s writing ability because 
of the assumption that the use of these tools masks one’s true writing ability. 
Consequently, permitting the use of such tools in assessment is debatable. The debate 
over permitting linguistic tools in writing assessment is mainly related to how the 
construct of writing ability is defined. When the construct of writing ability is defined 
solely in terms of test-takers’ knowledge of the components of writing (e.g., grammar, 
vocabulary, organization, and content) shown in their written products, allowing 
linguistic tools may not be an option. However, if the construct is more broadly defined 
to include the process of writing (i.e., including the strategies used when writing), the use 
of linguistic tools in assessment is actually a part of the construct that needs to be 
measured (Weigle, 2002). The following section presents a review of empirical studies 
that investigated the use of different linguistic tools in L2 writing assessment settings and 
the debates surrounding them. 
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Reference Tools (i.e., Dictionary and Thesaurus)   
 The linguistic tool that has most frequently been investigated in instructional and 
assessment settings is the dictionary. Although there is limited research on the use of 
dictionaries in assessing writing ability, the studies that do exist have mainly focused on 
exploring 1) the nature of test-takers’ use of dictionaries in writing assessment (East, 
2006b), 2) the difference in test-takers’ performance when using dictionaries (East, 
2007), and 3) stakeholders’ perspectives on the use of dictionaries during exams (Barnes 
et al., 1999; East, 2006a, 2006b). However, these studies have primarily focused on 
languages other than English (e.g., German or French) and were generally motivated by 
the debate of whether dictionaries should be permitted in foreign language exams for the 
General Certificate of Secondary Education (GCSE) in the UK.  
 In order to understand the extent to which test-takers were able to appropriately 
use a dictionary in writing tests, East (2006b) reports on the results from two studies that 
investigated how test-takers used a dictionary while taking a German writing exam. Test-
takers were asked to recall why they used the dictionary and to highlight or underline the 
words they looked up. He found that in both studies, test-takers mainly used the 
dictionary to check the meanings from their first language (L1) to second language (L2), 
and vice versa, then to check for spelling, and finally, to check the grammar (e.g., gender, 
plural, irregular verb). He also found that writers did not depend on dictionaries to 
precisely write phrases used to enhance discourse quality (e.g., translated in English as I 
believe that; It is often said that).  
 The findings from East (2006b), however, have limitations in broadly 
generalizing to English language learners’ use of dictionaries in writing exams as the test 
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was focused on assessing German for speakers whose L1 is mostly English. In addition, 
the dictionaries used in the study were print dictionaries, which are less commonly used 
compared to online dictionaries.   
 In a similar context, East (2007) investigated test-takers’ performance on a 
German writing test comparing groups of students who took the writing test with and 
without a dictionary. He sought to understand whether test-takers’ level of language 
ability or their prior experience with dictionaries made a difference in their performance. 
He found no statistically significant difference in test-takers’ scores with and without the 
access to a dictionary, overall. However, the results varied for different proficiency 
levels. Having access to a dictionary improved the lower intermediate students’ scores 
with a small observable difference, made no difference for the intermediate and upper 
intermediate level students, and actually lowered the score for the advanced students. He 
also found that test-takers’ prior experience with dictionaries made no significant 
difference in their performance. He states that finding no significant difference in test-
takers’ performance across the two conditions holds important implications for arguing 
for and against the use of dictionaries in writing tests (as allowing dictionaries does not 
hinder the measurement of test-takers’ writing ability, and thus does not contribute to 
construct-relevant variance), and the construct is also not necessarily under-represented if 
it is allowed.  
 Again, the findings from East (2007) have limitations in generalizability as the 
test was a German writing test, and the dictionaries that students used were also printed in 
German. In addition, test-takers’ performance on the writing test was measured 
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holistically rather than by measuring specific features of writing ability, and so the 
interpretation of test-takers’ performance may not be detailed enough.  
 The third focus of studies found on dictionary use in L2 writing assessment is on 
stakeholders’ perspectives on the use of dictionaries in exams. Many researchers have 
asserted the importance of collecting information from stakeholders to better understand 
the values and impact of assessment (Bachman & Palmer, 2010; Hamp-Lyons, 2003; 
Rea-Dickins, 1997; Shohamy, 2001). For this reason, stakeholders’ views on dictionaries 
in assessments were examined as a means of providing an important source of evidence 
in the debate over whether dictionaries should be allowed in assessments. In addition, 
understanding stakeholders’ thoughts on L2 learners’ use of dictionaries adds a richer 
layer of information to the description of the domain. In an attempt to understand the 
stakeholders' thoughts, several studies have investigated the perspectives of teachers, 
language professionals, and test-takers on this issue.  
 Barnes et al. (1999) gathered the opinions of 100 teachers on the use of bilingual 
dictionaries in exams in foreign languages in the UK. The teachers were generally in 
agreement that using dictionaries is relevant and authentic. They reported that having 
access to dictionaries in exams increases students’ language awareness, enables access to 
more difficult language, increases test-takers’ confidence, and improves spelling. 
However, some teachers questioned the use of dictionaries in exams for several reasons: 
it may be problematic for lower level students; it could lead to students not learning 
vocabulary; it is an additional skill that needs to be learned; it could lead students to 
attempt to translate word for word; and having such access to dictionaries may not be 
testing real linguistic abilities.  
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 In a small-scale study, East (2006b) interviewed three language professionals and 
nine students regarding their thoughts on the use of dictionaries in German exams. The 
findings were similar to those found in Barnes et al.’s (1999) study—recognizing the 
practice to be a confidence booster as well as making the exam more authentic despite 
some limitations. One interesting point was that the students who had experience using 
dictionaries in tests were more in favor of the practice, whereas those with no experience 
were more aware of its potential limitations.  
 Although these two studies provided insights into how stakeholders view the issue 
of allowing dictionaries in language exams, they maintained a focus on all four skills 
(i.e., reading, listening, writing, and speaking); thus, the responses may be confounded in 
terms of the specific skills that the respondents were referring to.  
 In the context of writing assessment, East (2006a) conducted a survey seeking to 
examine test-takers’ perceptions on having dictionaries available in writing assessment 
for a German writing exam. He asked 47 test-takers their thoughts on their personal 
preference, whether confidence was affected by having access to dictionaries in exams, 
and the fairness of allowing dictionaries in testing situations. More participants preferred 
having dictionaries than not. Regarding confidence, the majority felt more confident 
when they had a dictionary; however, the majority also thought it was fairer to have their 
writing skills assessed without a dictionary. The most clearly perceived advantage of 
dictionary availability was that test-takers could find or check words that they did not 
know or were unsure about, and the most clearly perceived disadvantage was that it took 
them too long to use it.  
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 Several points need to be noted about these studies on the use of dictionaries in 
writing assessment. First of all, they were all focused on assessing a foreign language 
(e.g., German or French) for speakers whose L1 was primarily English. Since the nature 
of some of these languages was quite different from English (e.g., having genders for 
nouns), there are some limitations in generalizing the findings to English language 
learners’ use of dictionaries in writing assessment. Also, the studies may have some 
limitations in understanding how second language learners use a dictionary in both 
writing assessments and in real life these days, as the dictionaries used in these studies 
were print dictionaries rather than online dictionaries or electronic pocket dictionaries. 
These studies have a number of other methodological limitations as well. For example, in 
order to investigate how students use dictionaries, test-takers were asked to underline and 
highlight the words they found in a dictionary after they took the test, but their actual 
behaviors of using the tool while writing were not examined. Furthermore, test-takers’ 
performance on the writing tests was measured holistically rather than analytically with 
specific components of writing ability (e.g., vocabulary knowledge, grammatical 
knowledge, content control), and this may mask the details of the writing ability.  
 In addition to dictionaries, a special kind of dictionary—the thesaurus—is also a 
very commonly used tool when people write. However, none of the aforementioned 
studies indicated the inclusion of a thesaurus in their research. Likewise, there has been 





Spelling Tool  
 Spelling tool is another linguistic tool that is frequently used when people write in 
real life, as word processors—which have become an integral part of writing— widely 
include this feature (Li, 2006; Li & Cumming, 2001; O’Regan, 2010). O’Regan states 
that generally, spelling tools are intended for native speakers of a language who make 
accidental typographical errors and not for L2 learners, as they may make errors due to 
their insufficient command of the language in addition to accidental typographical errors. 
However, Li and Cumming (2001) express a different perspective and explain that the 
use of spelling tools has positive and negative consequences for both L1 and L2 learners. 
For example, when spelling tools are allowed in assessments, test-takers’ anxiety 
regarding making spelling errors can be lowered to some extent (Warschauer & Healey, 
1998). However, it may make test-takers focus only on surface-level revisions (Joram et 
al., 1990).  
 Spelling tools have mostly been investigated in L2 writing assessment-related 
studies to compare computer-based writing and paper-and-pencil-based writing (e.g., 
Joram et al., 1990; Pennington, 1996; Warschauer & Healey, 1998). This comparison was 
actively explored when many large-scale writing tests started to be administered on the 
computer. In many of these studies, the spelling tool was investigated as one of the 
functions of writing on the computer, along with keyboarding skills and editing skills.  
 Although there has been some research conducted on how L1 learners use the 
spelling tool in writing assessments (e.g., Figueredo & Varnhagen, 2006; Gupta, 1998), 
there has been limited research investigating L2 test-takers’ use of spelling tools in 
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writing assessment that is not confounded with other non-linguistic functions of word 
processing (e.g., using a keyboard).  
Recently, however, in recognition of the spelling tool’s frequent use and the lack 
of understanding of how test-takers’ use it in an assessment context, Choi and Cho (2016) 
investigated how test-takers use spelling tools in a writing assessment and how the use of 
this tool impacts test-takers’ writing by examining three groups of 61 test-takers: 1) not 
allowed to use spelling tools, 2) allowed to use spelling tools but chose not to use, and 3) 
allowed to use spelling tool and chose to use. They found that generally, those who used 
spelling tools wrote less and unsurprisingly had fewer spelling errors in their writing. 
However, they did not observe a strong relationship between the use of spelling tools and 
test-takers’ English proficiency, nor test-takers spending too much time on using the tool.  
 In sum, despite the common use of spelling tools and despite the fact that spelling 
is usually not included as part of the measure of writing ability, spelling tools have not 
been included in many writing assessments. More importantly, even though spelling tools 
have begun to receive some attention in research (e.g., Choi & Cho, 2016), we are still 
lacking an in-depth understanding of test-takers’ use of spelling tools and the effects of 
using them in an assessment context.  
 
Grammar Tool 
 Another linguistic tool frequently used by word processors is the grammar tool. 
Although there are some studies that looked into the use of grammar tools in the 
instructional setting (e.g., Burston, 2001; Leacock et al., 2010), there has again been 
limited research on its use in assessment settings. Similar to spelling tools, there has been 
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some research investigating how grammar tools make a difference in L1 performance 
(e.g, Figueredo & Varnhagen, 2006), but the research on L2 test-takers is scarce.  
 There has also been an attempt to allow test-takers to use any type of linguistic 
tools as they might use in real life. Frankenberg-Garcia (2005, 2011) explored how 
English language learners whose L1 is Portuguese use linguistic tools while completing a 
given task. While the goal was to explore how learners actually use linguistic tools in real 
life, the tasks included in these studies did not require students to produce a constructed 
response but to translate and detect errors in provided sentences. Thus, what was 
determined in these studies may not be completely applicable to most writing 
assessments. However, there are some noteworthy findings. By observing test-takers’ use 
of dictionaries while translating a newspaper article from Portuguese to English, 
Frankenberg-Garcia (2005) was able to characterize students’ use of the dictionary into 
five distinct strategies: finding an L2 equivalent, confirming a hunch, finding a suitable 
collocate, choosing the best alternative, and checking spelling. It was also observed that 
many test-takers did not notice that the information they had found was incorrect, and 
even if they did find the correct information, they were not motivated to consult different 
tools. Consequently, many students simply gave up.  
 In sum, as described in the domain description, linguistic tools are an important 
part of the process of writing for many people, and in recognition of their importance, 
there has been some effort to investigate the use of dictionaries, spelling tool, and 
grammar tool. However, research on second language learners’ use of these linguistic 
tools in writing assessment is very limited, especially for an English as a Second 
Language (ESL) setting. Thus, a thorough investigation of the use of linguistic tools in 
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writing assessment, which can provide a better understanding of the construct of second 
language writing as a whole, is needed.   
 Since the focus of the current study is on L2 learners’ writing performance when 
using linguistic tools, the following sections present an overview of how the constructs of 
L2 language ability and L2 writing ability have been defined and how L2 writing 
performance has been assessed.  
 
L2 Language Ability  
  To understand the construct of L2 writing ability, it is important to first 
understand how L2 language ability has been defined in the literature. Purpura (2014) 
explains that L2 ability is formed by a combination of L2 knowledge and other attributes, 
such as topical knowledge, sociocognitive ability, and personal attributes. Learners use 
this L2 ability to perform tasks involving reading, listening, writing, and speaking skills, 
and these are individually referred to as L2 reading, listening, writing, and speaking 
abilities.   
 The construct of language ability can be defined through several different 
approaches, which Purpura (2016) categorizes as the 1) trait-centered, 2) task-centered, 3) 
interactionist, and 4) sociointeractional approaches to construct definition. The two 
approaches relevant to defining L2 writing ability in the current study are the trait-based 
approach and the interactionist approach, and these two approaches are described in 




Trait-based Approach  
 The trait-based approach has thus far been the predominant approach to defining 
second language ability. Through this approach, one’s language ability is conceptualized 
within a theoretical model of language knowledge and proficiency, with the assumption 
that the construct will generalize across contexts. Some examples of the trait-based 
approach are the skills-and-elements model (Carroll, 1961, 1968; Lado, 1961), the 
communicative competence model (Canale, 1983; Canale & Swain, 1980), and the 
communicative language ability model (Bachman, 1990; Bachman & Palmer, 1996, 
2010).  
In the late 1950s, the field of linguistics was dominated by structural and 
descriptive schools of linguistics believing that language could be dismantled into small 
elements, and that these elements could be combined again to form the whole. Influenced 
by this structuralist perspective, and as one of the earliest attempts to define L2 ability, 
Lado (1961) proposed a skills-and-elements model of L2 proficiency. The skills-and-
elements model was comprised of the elements of language knowledge (i.e., phonology, 
grammar, and the lexicon) and the four language skills (i.e., listening, reading, speaking, 
and writing). In his view, the examination of the elements of language knowledge led to 
an understanding of the phonological, morphological, and syntactic systems of the 
language. In his view, these elements can be assessed separately through the language 
skills, and the sum of the elements of each skill could be inferred as language 
proficiency.  
Similar to Lado’s (1961) work, Carroll (1961, 1968) also defined language 
proficiency in terms of elements, including phonology/orthography, morphology, syntax 
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and lexicon, in the context of the four language skills. Although Carroll believed that the 
discrete-point approach was useful in testing the knowledge of structure and lexicon, 
auditory discrimination, and reading and writing of individual words, he pointed out that 
“linguistic performance involves the individual’s capability of mobilizing his linguistic 
competence and performance abilities in an integrated way” (p. 56). Thus, he asserted 
that the assessment of language by discrete-point tasks should be complemented by 
integrative tasks, which assess the ability to use several elements of language knowledge 
simultaneously, with more attention paid to the total communicative effect of the 
utterance.  
Defining language proficiency in terms of the knowledge of phonology, 
grammar, and vocabulary through the skills-and-elements model drew criticisms. Spolsky 
(1973) questioned the notion that language knowledge was a sampling of surface 
features. He pointed out that the discrete-point approach is problematic because it 
assumes that a language is finite and that it is possible to make an exhaustive list of all 
the elements of the language. He suggested that the assessment of language proficiency 
should be based on functioning in a specific situation where characteristics of a language 
are naturally present and advocated for the use of performance assessment. This was 
further discussed in Jones (1979, 1985), by bringing up the notion of authenticity and 
criticizing the limitations of the discrete-point approach to testing knowledge.  
Hymes (1967) also proposed that language proficiency should include the ability 
to use language in practice and developed the first theory of communicative competence. 
This perspective shifted the trend of viewing language ability in terms of discrete skills to 
what has become known as communicative competence.   
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Influenced by Hymes’ (1967) model of language use, Canale and Swain (1980) 
adapted it for the L2 context and suggested a multi-componential model of 
communicative competence that broadened the conceptualization of L2 proficiency. 
Their framework of communicative competence included grammatical competence, 
sociolinguistic competence, and strategic competence. Grammatical competence in this 
framework referred to knowledge of the rules of phonology, the lexicon, syntax, and 
semantics, which included both the form and the meaning of grammar. Definitions of 
sociolinguistic competence stressed the appropriateness of language use, as well as the 
language user’s understanding of social relations and how language use relates to them. 
Strategic competence comprised the knowledge of verbal and nonverbal communication 
strategies and was called into action to compensate for breakdowns in communication.  
Canale (1983) later revised Canale and Swain's (1980) model of communicative 
competence to distinguish sociolinguistic competence from discourse competence. In this 
amended model, sociolinguistic competence included the appropriate use and 
understanding of language in different sociolinguistic contexts with an emphasis on the 
appropriateness of meaning and form, whereas discourse competence consisted of the 
competence of combining and interpreting meanings and form.  
On the basis of the framework of communicative competence proposed by these 
researchers, Bachman (1990) and later Bachman and Palmer (1996, 2010) put forth their 
own model of communicative language ability. Bachman and Palmer’s (2010) notion of 
communicative language ability consists of two main parts, namely language knowledge 
and strategic competence (metacognitive strategies), and they state that these two parts 
“provide language users with the ability, or capacity, to create and interpret discourse” (p. 
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44). Language knowledge included organizational knowledge (i.e., how individuals 
control the formal structure of language in order to produce or comprehend 
grammatically acceptable sentences and for organizing these sentences into larger texts) 
and pragmatic knowledge (i.e., how individuals relate utterances or sentences in texts to 
their meanings and communicate appropriately in a given context). Organizational 
knowledge was further divided into grammatical knowledge and textual knowledge. 
These distinctions differ in that grammatical knowledge accounts for the linguistic forms 
on the sentential level, such as the knowledge of grammar, vocabulary, syntax, and 
phonology, while textual knowledge refers to language use on the discourse level, such as 
the knowledge of cohesion and rhetorical organization. Pragmatic knowledge similarly 
has two subcomponents: functional knowledge and sociolinguistic knowledge. Functional 
knowledge refers to how language is related to the communicative goals of language 
users (e.g., speech acts and awareness of functional characteristics of language). In 
contrast, sociolinguistic knowledge refers to how language is related to the language use 
setting (e.g., dialect, register, and cultural references). The second component of 
Bachman and Palmer’s communicative language ability model, strategic competence, is a 
set of metacognitive strategies that provide a cognitive management function in language 
use and operate at all stages of language use, from planning to execution.  
In sum, the trait-based approaches to defining language ability assume that the 
KSAs required to use language when performing a specific task generalize across other 
tasks. However, the models of language proficiencies in the trait-based approach do not 
specify how L2 ability interacts with tasks in specific contexts (Purpura, 2014).  
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Interactionist Approach  
 As the trait-based approaches to defining language ability consider language 
ability independent of a context, they consequently have limitations in understanding 
language use in different contexts. The interactionist approach, proposed by Chapelle 
(1998), emphasizes the need to take into account not only the traits but also the 
contextual factors and their interactions when defining the construct. The major 
difference from the trait-based approach is that through the interactionist approach, “L2 
performance is interpreted as a combination of the trait of L2 knowledge and the 
characteristics of the context in which L2 ability is elicited and to which performance 
generalizes” (Purpura, 2016, p.196). An example of the interactionist approach in 
defining L2 ability can be found in Purpura’s (2004, 2014) model of L2 proficiency.   
Purpura (2004, 2014) advocates the importance of contexts and their interactions 
with the linguistic resources. In his model of L2 proficiency, language knowledge 
provides the fundamental linguistic resources for language ability. More specifically, 
language knowledge is defined in terms of grammatical knowledge and pragmatic 
knowledge, where the role of meaning and its relation to grammatical resources and 
meaning-making is crucial. Grammatical knowledge refers to grammatical forms and 
semantic meanings that occur on the subsentential level (i.e., phonological/graphological 
form and meaning, lexical form and meaning, and morphosyntactic form and meaning) 
and on the discourse or suprasentential level (i.e., cohesive form and meaning, 
information management form and meaning, and interactional form and meaning). These 
grammatical forms and semantic meanings are connected to pragmatic meanings 
depending on the context of the language use and are manifested by the learner’s ability 
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to convey context-dependent meanings, sociolinguistic meanings, sociocultural 
meanings, psychological meanings, and rhetorical meanings. This knowledge of the L2 is 
then combined with topical knowledge and other relevant factors to form the basis of 
one’s L2 ability.  
 Grabowski (2009) operationalized Purpura’s (2004) model to investigate 
grammatical and pragmatic knowledge in a highly-contextualized test of L2 speaking 
ability. She found that although grammatical knowledge made the greatest contribution to 
examinees’ overall speaking proficiency scores, the contribution of pragmatic knowledge 
increased for advanced L2 learners, and she advocates for the need to include pragmatic 
knowledge as a component in assessing L2 speaking ability.  
 While assessing a receptive skill, Kim (2015) utilized Purpura’s (2004) model in 
defining L2 reading ability. She identified reading comprehension items that measure 
attributes of grammatical meaning (e.g., lexical meaning and cohesive meaning) and 
pragmatic meanings (e.g., contextual meaning, sociolinguistic meaning, sociocultural 
meaning, psychological meaning, and rhetorical meaning), and then attempted to explore 
how these reading comprehension items could be used for diagnosing L2 reading ability 
as well as for understanding which attributes were more difficult to master than others. 
She found that pragmatic meaning was the easiest attribute to master, which counters the 
claim made by Grabowski (2009). However, as the nature of the skill being tested 
differed in each study (i.e., productive versus receptive), and as the reading text provides 
much more context, this difference in the finding might be understandable.   
Recently, Purpura (2017) re-conceptualized language proficiency as the ability to 
communicate meanings in the domains of language use by invoking language knowledge, 
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topical resources, and socio-cognitive and dispositional resources interact. In his 
meaning-oriented model of language knowledge, language knowledge is defined in terms 
of semantico-grammatical knowledge and pragmatic knowledge. Semantico-grammatical 
knowledge includes knowledge of grammatical forms and knowledge of semantic 
meanings that are associated with the forms. These grammatical forms and semantic 
meanings are further explained by components on the sentential level and discourse or 
suprasentential level, as in Purpura (2004). These grammatical forms and semantic 
meanings are additionally used to convey topical meaning (i.e., propositional meaning). 
The second component of language knowledge is pragmatic knowledge, which is based 
on one’s knowledge of grammatical forms and semantic meanings in a highly-
contextualized situation. Pragmatic knowledge is further categorized into knowledge of 
functional meaning and knowledge of implied meaning.  
To summarize, there have been many models of L2 ability, and these models can 
be explained by the approaches they use to conceptualize the construct of L2 ability (e.g., 
trait-based approach and interactionist approach). The following section focuses 
specifically on L2 writing ability and provides a review of how the construct of L2 
writing ability has been variously defined in the literature.  
 
L2 Writing Ability 
 L2 writing ability can be viewed as L2 language ability used by an individual to 
perform tasks while producing text (Purpura, 2014). Several efforts have been made to 
better understand how distinct this L2 writing ability is from L2 language ability in 
general. Many of these attempts have been based on models of L2 proficiency described 
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in the previous section (e.g., Bachman & Palmer, 1996; Canale & Swain, 1980) and/or on 
process-based approaches in L1 writing research (e.g., Bereiter & Scardamalia, 1987; 
Flower & Hayes, 1980; Zamel, 1982).  
Connor and Mbaye (2002) conceptualized a model of L2 writing ability based on 
the communicative competence model (Canale, 1983; Canale & Swain, 1980). They 
stated that all four components (i.e., grammatical, discourse, sociolinguistic, and strategic 
competence) in Canale (1983) are necessary in defining the communicative competence 
model of L2 writing. In this model of writing ability, Connor and Mbaye (2002) regard 
grammatical competence as the knowledge of grammar, vocabulary, spelling, and 
punctuation. Discourse competence refers to the way the text is structured, with special 
reference to how coherence and cohesion are established. Sociolinguistic competence 
comprises genre appropriateness, audience awareness, pertinence of claim, and tone. The 
fourth component, strategic competence was thought to include the use of metadiscourse 
markers and was equivalent to repair strategies found in spoken discourse. By defining 
writing ability through Canale’s (1983) and Canale and Swain’s (1980) model, Connor 
and Mbaye (2002) went beyond the conventional focus on linguistic competence when 
describing writing ability and attempted to give attention to both discourse and 
sociolinguistic competence, thereby allowing for a greater emphasis on the pragmatic 
features of writing ability. However, their model of L2 writing does not account for how 
well a writer is able to convey topical knowledge in their writing, nor for a distinction of 
the form and the meaning conveyed in the language.  
 With a somewhat different point of view, Celce-Mucia and Olshtain (2000) define 
L2 writing ability in terms of what is done during the process of writing. They described 
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the writing process as the interaction between top-down and bottom-up processing. Top-
down processing relates to a writer’s prior knowledge of the content, discourse 
knowledge, and awareness of goals and audience, while bottom-up processing relates to 
the writer’s language knowledge and editing. One’s ability is determined by how texts 
can be produced using these two forms of processing. Although their model drew 
attention to the process of writing in understanding L2 writing ability, it is unclear how 
the features of these processes could be measured in writing assessment.  
In combination of drawing on 1) theories of communicative language use or 
communicative competence (Bachman, 1990; Canale & Swain, 1980; Hymes, 1972) and 
2) the process-based approach in L1 writing research (Bereiter & Scardamalia, 1987; 
Flower & Hayes, 1980), Grabe and Kaplan (1996) adapted Chapelle, Grabe, and Berns’ 
(1997) model of communicative language use for academic purposes and proposed a 
model of L2 writing. In their model, L2 writing ability includes several components 
involving a writer’s ability to 1) understand the context for language use (i.e., participant, 
setting, task, text, and topic); 2) set internal goals; 3) take into account the context for 
language use in verbal processing, which involves language competence, knowledge of 
the world, and the ability to integrate the resources generated by language competence 
and the knowledge of the world; and lastly to compare and match the written output to 
the internal goal. Grabe and Kaplan’s (1996) model of L2 writing ability maintains its 
importance in the field because it acknowledges the distinction between both L1 and L2 
writing and L2 language ability and L2 writing ability, as well as through integrating 
issues related to the cognitive processing, social context, and the textual resources.  
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In a framework of L2 writing ability suggested by Cumming, Kantor, Powers, 
Santos, and Taylor (2000), which has provided the basis for the TOEFL iBT, L2 writing 
ability is divided into two main areas: discourse and language use. Discourse includes the 
organization, coherence, progression, and development of ideas, while language use 
includes the accuracy and appropriate use of vocabulary, discourse connections, and 
grammatical features. One thing to note regarding Cumming et al. (2000) is that, in 
defining L2 writing ability, they emphasize the importance of audience, observing how 
the audience even plays a role in determining good writing since the act of writing is a 
“social enterprise” (p. 3).  
 In summary, models of L2 writing ability have mostly included components 
related to language use (e.g., lexical and grammatical accuracy and appropriacy), 
discourse (e.g., organization and coherence), and sociolinguistic knowledge (e.g., 
audience awareness, and appropriate register and tone). Although some models include 
the pragmatic meaning component in defining L2 writing ability (e.g., Connor & Mbaey, 
2002; Cumming et al., 2000), the language use-related features in these models of L2 
writing ability have primarily focused on the form, without considering the semantic 
meaning conveyed by the language. The current study addresses this gap and includes the 
semantic meaning as part of the model of L2 writing ability.  
 
Methodological Review 
 In the research design of the current study, three types of quantitative analyses 
were conducted. The first type of quantitative analysis was the classical test theory, 
which included descriptive statistics, reliability analyses, and analysis of variance 
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(ANOVA). Most of the studies that investigated test-takers’ performance with or without 
access to a linguistic tool have used classical test theory (e.g., East, 2007; Figueredo & 
Varnhagen, 2006; Frankenberg-Garcia, 2011). However, in classical test theory, factors 
other than test-takers’ language abilities (e.g., raters and tasks) are considered as sources 
of variability.  
In order to compensate for the influence of these factors and to make a more 
meaningful comparison of test-takers’ ability (McNamara, 1996), many-facet Rasch 
measurement (MFRM) (Bond & Fox, 2007; Linacre, 1989) was employed as the second 
quantitative analysis procedure. Unlike classical test theory, MFRM compensates for the 
influences of the factors other than test-takers’ language ability in a series of probabilistic 
equations and estimates the variability associated with each facet (e.g., examinees, raters, 
tasks, and rating scales) involved in the performance assessment. In addition, by using 
MFRM, the interactions between facets can be investigated (e.g., between assessment 
conditions and other facets), which provides an understanding of whether a systematic 
interaction exists between the facets of interest.  
 The third quantitative analysis procedure that was utilized in the current study was 
multivariate generalizability theory (G-theory) (Brennan, 2001; Shavelson & Webb, 
1991). MFRM allows for adjustment of test-taker ability, task difficulty, and rater 
severity, but G-theory does not. However, unlike MFRM, G-theory provides information 
of the multiple sources of variance on test scores. That is, G-theory partitions the total 
variance into components associated with differing sources of variability such as test-
takers, raters, tasks, and the interaction between these sources of variance. Moreover, by 
using multivariate G-theory as opposed to Univariate G-theory, the relationships among 
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the components in an analytic rating scale can be investigated, providing valuable 
information on which components are more or less distinctive in measuring the construct.  
 Because of the rich information MFRM and G-theory each provide, there has 
been substantial research in L2 writing assessment that utilized either MFRM (e.g., di 
Gennaro, 2009; Johnson & Lim, 2009; Goodwin, 2016; Schaefer, 2008; Weigle, 1998; 
Wiseman, 2008) or G-theory (e.g., Gebril, 2009; Huang & Foote, 2010; In’nami & 
Koizumi, 2016; Park, 2007; Shin & Ewert, 2015; Shoonen, 2005) analyses. Still, only a 
small amount of L2 writing research has drawn on MFRM and G-theory together. Harsch 
and Rupp (20011) used MFRM and G-theory to align writing tasks with the Common 
European Framework of Reference (CEFR), and Sudweeks, Reeve, and Bradsaw (2004) 
investigated the writings of college sophomores using both MFRM and G-theory. 
However, MFRM and G-theory, specifically multivariate G-theory, have not yet been 
used in combination to investigate group differences in performance of test-takers in 
different assessment conditions, as in the case of the current study. Accordingly, in order 
to make meaningful comparison of test-takers’ writing performance across the different 
assessment conditions, the degree to which the sources of variance differ across the 
different assessment conditions, and the degree to which the relative contribution of the 
subscales of the rubric differ across the different assessment conditions, the current study 
analyzed the quantitative data by not only using classical test theory (i.e., descriptive 
statistics, reliability analysis, and ANOVA), but also by using two sophisticated 





 Chapter II presented several strands of the literature that are relevant to this study. 
First, the chapter provided an overview of the domain of language use, specifically how 
the academic domain of language use has been viewed. The chapter also provided a 
review of how linguistic tools in L2 writing assessment have been addressed in previous 
research. This was followed by a look into how both L2 ability and L2 writing ability 
have been defined and measured in L2 assessment. Lastly, a methodological review was 
provided. In the next chapter, the details of the methodology of the current study will be 











 Several strands of relevant literature were reviewed in Chapter II to establish the 
background of the current study in discussing test-takers’ use of linguistic tools in L2 
academic writing assessment contexts. Chapter III presents the methodology used in the 
current study to examine the writing performance of second language learners utilizing 
different linguistic tools in the academic domain of language use across different 
language proficiency levels. More specifically, the participants, instruments, data 




 A total of 120 adult L2 speakers of English participated in the current study. The 
test-takers were voluntarily recruited and not randomly selected. Thus, the study used a 
non-probability sampling method (Wiserma & Jurs, 2005). The test-taker were either 
undergraduate or graduate students, visiting scholars, or English as a Second Language 
(ESL) students (i.e., enrolled in an English language program) in U.S. universities in the 
New York City area. These participants have a diverse background in terms of their age, 
first language, language proficiency level, educational background, professional 
experience, and the duration of their residency in an English-speaking country. Table 3.1 
summarizes the test-takers’ demographic characteristics.  
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Table 3.1 






















Background Information Frequency % 
Gender Female 97 80.83% Male 23 19.17% 
Native language 
Japanese 36 30.00% 
Spanish 23 19.17% 
Mandarin 15 12.50% 
Korean 14 11.67% 
French 5 4.17% 
German 5 4.17% 
Italian 5 4.17% 
Portuguese 5 4.17% 
Turkish 3 2.50% 
Cantonese 2 1.67% 
Russian 2 1.67% 
Polish 1 0.83% 
Thai 1 0.83% 
Basque 1 0.83% 
Belarusian 1 0.83% 
Farsi 1 0.83% 
Age 
18 to 22 11 9.17% 
23 to 29 43 35.83% 
30 to 39 43 35.83% 
40 to 49 19 15.83% 
50 and above 4 3.33% 
Duration of living in 
an English-speaking 
country 
Less than 1 year 53 44.17% 
1 to less than 2 years 26 21.67% 
2 to less than 3 years 15 12.50% 
3 to less than 4 years 7 5.83% 
4 to less than 5 years 6 5.00% 
5 years or more 13 10.83% 
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Raters  
  Two raters, who were highly experienced ESL teachers as well as highly 
experienced writing test raters, scored the written responses. The two raters were also 
currently enrolled in a doctoral program majoring in Applied Linguistics. The details of 
the rating process along with the training process are described in the data collection and 
scoring procedure section.  
 
Coders 
 Two coders, who were similarly highly experienced ESL teachers, documented 
the recorded writing process of the test-takers and coded the data based on a coding 
scheme they developed. One coder, who was also one of the raters, coded the entire data, 
whereas the second coder coded approximately 40% of the data to ensure the consistency 




Proficiency Test  
 Prior to taking the writing test, all test-takers took the Oxford Online Placement 
Test (OOPT) (www.oxfordenglishtesting.com), which is a language proficiency test 
developed to measure examinees’ communicative English language ability. The purpose 
of having the test-takers take the OOPT was to be able to classify them into groups of 
language proficiency levels and assign them into four different assessment conditions: 
one control group (i.e., the group with access to no linguistic tools) and three 
	46 	
experimental groups (i.e., the groups with access to the spelling tool, grammar tool, or the 
reference tool).  
 The OOPT was designed based on Purpura’s (2004) model of language 
knowledge; thus, the test assesses not only test-takers’ knowledge of grammatical forms 
but also their understanding of meanings when communicating in a wide range of 
contexts, and is reported to be highly reliable with r = .91 between the test-retest scores 
(Pollitt, n.d.). The OOPT consists of two sections: the Use of English section 
(approximately 30 items) and the Listening section (approximately 15 items). In the Use 
of English section, examinees answer multiple-choice questions that test their 
understanding of grammatical form and grammatical meaning. In the Listening section, 
examinees listen to a number of dialogues and a monologue, and answer multiple-choice 
questions that test their understanding of the literal, intended, and implied meanings 
being communicated.    
 The test is given online, is computer-adaptive, and is automatically scored. Once 
test-takers of the current study took the OOPT, the following information for the two 
sections separately and on average was provided to the researcher: 1) a score of 0 to 120, 
2) the Common European Framework of Reference (CEFR) level, and 3) a descriptor of 
their English proficiency.  
 Because some students had problems with the audio of the Listening section, only 
the Use of English section results were used as the basis of assigning the test-takers into 
the four assessment conditions (i.e., one control group and three experimental groups). 
Based on the results of the Use of English section of OOPT, there were a total of 44 test-
takers whose English proficiency was in the CEFR B1 or B2 level (i.e., intermediate), 46 
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test-takers in the C1 level (i.e., advanced), and 30 test-takers in the C2 or C2+ level (i.e., 
proficient). These test-takers were assigned to four different assessment conditions by the 
researcher so that each assessment conditions had a similar number of test-takers from 
the three levels. Table 3.2 presents the classification of the four groups of assessment 
conditions by test-takers’ proficiency level based on the results of the Use of English 
section of the OOPT.  
Table 3.2 











With Access to No Linguistic Tools 
(Control Group) 11 11 7 29 
With Access to Spelling Tool  
(Experimental Group) 13 11 6 30 
With Access to Grammar Tool 
(Experimental Group) 9 12 9 30 
With Access to Reference Tool 
(Experimental Group) 11 12 8 31 
Total 44 46 30 120 
 
 
 In addition to ensuring that the number of test-takers from the three proficiency 
levels was similar across the assessment conditions, it was also checked that the 
demographic characteristics of the test-takers were similar across the four assessment 
conditions in terms of their gender, native language, age, and the number of years they 
have lived in an English-speaking country. The demographic information of the test-
takers that was included in Table 3.1 is presented in more detail across the four 
assessment conditions in Table 3.3.  
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Table 3.3 
Test-takers’ Demographic Characteristics by Assessment Conditions (N=120) 
 
 
Background Survey  
 Test-takers were asked questions regarding their demographic characteristics, 















Gender Female 97  23 24 27 23 Male 23  6 7 3 7 
Native 
language 
Japanese 36  9 8 11 8 
Spanish 23  6 7 5 5 
Mandarin 15  4 2 4 5 
Korean 14  3 5 4 2 
French 5  2 1 2 0 
German 5  0 1 1 3 
Italian 5  2 0 1 2 
Portuguese 5  0 2 0 3 
Turkish 3  1 1 0 1 
Cantonese 2  0 1 0 1 
Russian 2  1 0 1 0 
Polish 1 1 0 0 0 
Thai 1 0 1 0 0 
Basque 1  0 0 1 0 
Belarusian 1  0 1 0 0 
Farsi 1  0 1 0 0 
Age 
18 to 22 11  3 1 4 3 
23 to 29 43  13 10 9 11 
30 to 39 43  8 14 11 10 
40 to 49 19  3 4 6 6 







Less than 1 year 53  12 13 19 9 
1 to less than 2 years 26  8 7 3 8 
2 to less than 3 years 15  4 2 4 5 
3 to less than 4 years 7  1 3 1 2 
4 to less than 5 years 6  3 2 0 1 
5 years or more 13  1 4 3 5 
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purposes, and their experience using linguistic tools when writing in English for different 
purposes (see Appendix A for the survey questions). The purpose of obtaining this 
information was to understand how generalizable the findings of the current study are. 
The survey was administered using a web-based survey platform, Qualtrics 
(www.qualtrics.com).  
 
The Writing Test   
  Test-takers in all four assessment conditions were given the same writing test that 
was administered on Microsoft Word (see Appendix B for the screenshots of the test).  
Those who had access to the spelling or the grammar tool while taking the writing test 
were provided with the spelling or grammar tool function embedded on Microsoft 
Word—i.e., a line appeared to denote a spelling or grammar error. The test-takers who 
had access to the reference tool were provided with the New Oxford American 
Dictionary and the Oxford Writer’s Thesaurus, which are part of the Dictionary 
Application on a Mac Computer.  
The writing test included three tasks. The first involved writing an email, the 
second writing an online review, and the third writing an opinion on an online discussion 
board. These three tasks represent tasks that a student could possibly encounter in a 
social-interpersonal, a social-transactional, and an academic domain of language use 






Test Task Specifications 
 Task 1 Task 2 Task 3 
Target Domain Social-interpersonal Social-transactional Academic 
Genre Email Online Review Online discussion 
board post 
Audience Project group partner Potential customer 
and restaurant owner 





Use appropriate grammatical forms and meanings (lexical, 
morphosyntactic, and cohesive forms and their associated meanings) 
to produce text 
Topical goal of 
communication 
Write about the 
situation you are in 
and the solution to 
the problem (topical 
meaning) 
Write about a 
negative experience 
(topical meaning) 
Write an argument 
for or against online 
education (topical 
meaning) 
Pragmatic     
goal of 
communication 








meaning) in an email 
(rhetorical meaning) 
Evaluate and provide 
information 
(functional meaning) 
by expressing anger 
(psychological 
meaning) to the 




meaning) in an 
online review 
(rhetorical meaning) 


















The first writing task involved writing an email to a group project partner. The 
purpose was to apologize and make a suggestion to a group project partner. Test-takers 
were given the following contextual information: the test-taker is working on a course 
project with a partner named Robin, and, after deciding on a timeline for the project, the 
test-taker’s part of the work is due tomorrow. However, the test-taker does not think 
he/she can complete it by tomorrow. The test-taker met Robin in the library and 
mentioned that he/she needs a couple more days, but Robin looked quite frustrated 
because the test-taker has been late with deadlines before. As the test-taker did not have 
the chance to explain the situation in detail, he/she is told in the task to write an email to 
the project partner explaining the reason for the lateness, letting the partner know his/her 
feelings, and explaining what he/she will do.  
The second writing task involved writing an online review about a catering 
service. This task represents a target language use task within the social-transactional 
domain and is provided in the following context. The test-taker has been planning for an 
invited lecture on behalf of the student organization of the department, but the lecture 
was ruined because of a negative experience with a catering service. The negative 
experience involved the poor quality and insufficient amount of food, the bad quality of 
the service provided, and the high price. In the prompt, the test-taker is told to write a 
negative review describing the experience and warn others about the catering service. 
The test-taker is also told to inform readers of the reasons why he/she is upset and why 
he/she will never use the catering service of the restaurant again.  
 The third writing task type involved posting an opinion on an online discussion 
board, which is an increasingly common writing task in the academic domain. The 
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intended audience for this task type was the professor and peers taking the same course, 
with primary focus on the peers to whom the test-taker was replying to on the discussion 
board. The topic of the discussion board was online education. In the instructions, the 
test-taker is given information about the teacher’s post on the discussion board. The 
teacher wrote that they will read about online education in class next week, and that 
he/she wants the class to share their opinions on the topic prior to class. Two students 
started the discussion thread, and it turned into a heated debate. The test-taker is told to 
read the discussion between the two classmates and reply to the thread by agreeing and 
disagreeing with the ideas the two students presented. The test-taker is also told that the 
opinion should not only address the two classmates’ opinions, but it should also be 
supported with details, explanations, and examples.  
 As can be seen, the tasks are specifically designed to elicit language that can be 
scored for not only grammatical forms and their associated semantic meanings (i.e., 
lexical form and meaning, morphosyntactic form and meaning, and cohesive form and 
meaning), but also topical meaning, intended meaning (i.e., functional meaning), and 
implied meaning (i.e., sociolinguistic appropriateness, psychological appropriateness, and 
rhetorical appropriateness). To illustrate, in addition to the grammatical forms and 
meanings of the language, the tasks are designed to elicit different topical information 
(e.g., apology and suggestion; a negative experience with a service; and details about the 
pros and/or cons of online education), different functions (e.g., making a suggestion, 
evaluating and providing information, and making an argument), different psychological 
meanings (e.g., apologizing, expressing anger, and politely interrupting), and different 
sociolinguistic meaning of language (e.g., writing to a frustrated friend, writing to a 
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service provider, and participating in a written conversation between peers) in different 
genres of writing (i.e., email, online review, and online discussion board) eliciting 
different rhetorical meanings.  
 
Scoring Rubric  
  Considering how L2 ability has been defined in previous research, the scoring 
rubric used in the current study is based on the construct of language ability defined in 
Bachman and Palmer (1996, 2010) and Purpura (2004, 2014, 2017). To be specific, L2 
writing ability was operationalized in terms of the ability to use language knowledge in 
combination with topical knowledge and strategic competence to convey meaning in 
writing tasks. Figure 3.1 presents the graphical representation of the operationalized 

























Bachman and Palmer (2010) define language ability in terms of language 
knowledge and strategic competence, which are the two main resources that provide 
language users the ability to communicate. In the current study, language knowledge is 
further defined using Purpura’s (2017) model of language knowledge.    
In Purpura’s (2017) model, language knowledge is defined in terms of semantico-
grammatical knowledge and pragmatic knowledge. Semantico-grammatical knowledge 
includes knowledge of grammatical forms and knowledge of semantic meanings that are 
associated with those forms. These grammatical forms and semantic meanings are further 
explained by components on both the sentential level and the discourse or suprasentential 
level.  
 The components in Purpura’s model of language knowledge applicable to 
defining writing ability in the current study are identified here. On the sentential level, 
knowledge of lexical form allows learners to produce words that encode the form of the 
word without revealing the meaning (e.g., countability, words that mark gender, word 
formation); knowledge of lexical meaning enables learners to interpret and use words 
based on their literal meanings (e.g., literal meaning of a word or a formulaic expression); 
knowledge of morphosyntactic form refers to knowledge related to morpholoical and 
syntactic forms (e.g., syntactic structures, word order, articles, prepositions, affixes); and 
knowledge of morphosyntactic meaning allows learners to express meanings from 
nuances (e.g., difference in factual conditionals, predictive conditionals, and hypothetical 
conditionals). On the discourse or suprasentential level, knowledge of cohesive form 
enables learners to use features of language to interpret and express cohesion on the 
sentence and discourse levels (e.g., referential forms, lexical forms, logical connectors) 
	55 	
and knowledge of cohesive meaning permits learners to connect the cohesive forms and 
their referential meaning.  
 These grammatical forms and semantic meanings provide the basis of conveying 
the topical meaning (i.e., propositional meaning), which can be explained in terms of “the 
extent to which a user gets her message across” (Purpura, 2017, p. 29) and how 
meaningful the written product is. This topical meaning, which is derived directly from 
the grammatical forms and semantic meanings present in the writing, remains 
distinguished from the pragmatic meaning.  
In Purpura’s (2017) model, pragmatic meaning is highly contextualized in 
situations in which language is used. The knowledge of pragmatic meaning can be 
explained in terms of functional meaning (i.e., intended meaning) and implied meaning. 
Functional knowledge refers to the knowledge of language functions (i.e., speech acts). 
Among the components of implicational knowledge in this model, those applicable to 
understanding L2 writing ability in this study are knowledge of sociolinguistic meaning, 
psychological meaning, and rhetorical meaning. Knowledge of sociolinguistic meaning 
refers to the knowledge of understanding social norms and expectations and being able to 
use language specific to the modality of the language (e.g., expressing group membership 
and social meanings appropriately). Knowledge of psychological meaning is related to 
the affective stance (e.g., expressing sarcasm, anger, irony, criticism appropriately). 
Finally, knowledge of rhetorical meaning enables learners to produce coherent language 
appropriate for the given genre of writing.   
 Although not directly reflected in the scoring rubric used in this study, strategic 
competence (Bachman and Palmer, 1996, 2010) is also implied in the model of L2 
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writing ability used for the current study. Specifically, as one of the purposes of the study 
was to investigate whether test-takers’ use of linguistic tools is part of the construct of L2 
writing ability, strategic competence is included in understanding L2 writing ability as 
the means to reflect test-takers’ cognitive ability to use linguistic tools when producing 
text.  
 Based on this model of L2 writing ability, the written responses for the three tasks 
were scored on an analytic rubric, which included the following components: lexical form 
and meaning, morphosyntactic form and meaning, cohesive form and meaning, topical 
meaning, functional meaning, and implied meaning. Figure 3.2 presents the components 



































Figure 3.2. Operationalized Model of L2 Writing Ability. 
 
 
Language Knowledge  
(Reflected in the 
scoring rubric) 
Strategic Competence 













Topical Meaning  
Morphosyntactic  
Form & Meaning 
Cohesive  
Form & Meaning 
Lexical  




 Lexical form and meaning was rated on how well test-takers display the ability to 
write words in correct forms (e.g., correct usage of orthographic forms, countability, 
word compounds, co-occurrence restrictions) and the extent to which test-takers 
demonstrate the ability to write words with correct meanings (e.g., use of appropriate 
adjectives when describing an object).   
 Morphosyntactic form and meaning was scored through test-takers’ use of 
morphology and syntactic forms (e.g., syntactic structure, word order, articles, 
prepositions) and how test-takers express meanings using different morphology and 
syntax (e.g., being able to use factual conditions, predictive conditions, or hypothetical 
conditions depending on the meaning being conveyed).  
 Cohesive form and meaning was rated on how well test-takers can express 
cohesion at the sentence and discourse level by using referential forms, lexical forms and 
logical connectors, as well as how well these cohesive forms and their referential 
meanings are connected.  
 Topical meaning was scored on how meaningful the content is—i.e., how relevant 
and sufficiently elaborated the content is.  
 Functional meaning was scored on how well the function of the language is 
conveyed. In other words, functional meaning was rated based on how effectively the 
intention of the writer was expressed in the writing.  
Implied meaning was scored according to three types of meanings: sociolinguistic 
meaning, psychological meaning, and rhetorical meaning. Sociolinguistic meaning 
referred to how well test-takers’ written responses showed their understanding of the 
social norms, social identity markers, and social meanings (e.g., register, formality, 
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politeness). Psychological meaning referenced the extent to which test-takers expressed 
their affective stance and an appropriate attitude, tone, and affect in their writing (e.g., 
sarcasm, understatement, anger, impatience). Lastly, rhetorical meaning corresponded to 
how well test-takers appropriately refer to the organizational modes and coherence for the 
given modality and genre of writing.  
  A score of 0 to 5 was assigned for all six components of the rubric (see Appendix 
C for the entire rubric). The rating design was fully crossed, with the two raters scoring 
all three tasks written by all 120 test-takers. An additional precaution taken to maintain 
the independence of the scores given meant that the raters scored all writings blind, 
without knowing the test-takers’ background, the assessment conditions, nor the other 
rater’s scores.  
 Although not reflected in the rubric, as discussed in the previous chapter, L2 
writing ability not only includes language knowledge (i.e., the six components reflected 
in the rubric) but also strategic competence (i.e., competence in using linguistic tools 
when writing). Strategic competence of the test-takers is not scored based on a scoring 
rubric but is investigated in the analysis of the recorded writing process of the test-takers.  
 
Data Collection and Scoring Procedure 
Participant Recruitment   
 After the research was approved by the Institutional Review Board at Teachers 
College, Columbia University, participants who were adult second language speakers of 
English and those who were currently a student enrolled in an English language program, 
an undergraduate, a graduate, or a visiting scholar were recruited from colleges in the 
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New York City area. They were either given the information regarding the research in 
their classes or through flyers. Participants who were interested in participating in the 
study were asked to email the researcher for the details of the study, and those who 
contacted the researcher were provided with the schedule in which they signed up for two 
time slots one to two weeks apart for the Oxford Online Placement Test (OOPT) and the 
Writing Test.  
 
Data Collection Day 1: Test Overview and Proficiency Test  
For each time slot scheduled for the OOPT, one to 10 test-takers came to a 
computer lab. Upon arrival, participants were provided with the description of the study 
orally and in writing, and they were given consent forms to complete and sign. In the 
consent form, they were also asked whether they would consent for the screen of the 
computer to be recorded while they take the Writing Test on Day 2 or not. Out of the 120 
participants, 111 participants agreed for the screens to be recorded. Table 3.5 shows the 
number of test-takers from each assessment condition who agreed to have their screens 
recorded. 
Table 3.5 
Number of Test-takers Consent to Have Screen Recorded  
Assessment Condition 
Number of Test-takers 
(Recorded/Total) 
Intermediate Advanced Proficient Total 
Access to No Linguistic Tools  10/11 9/11 7/7 26/29 
Access to Spelling Tool  13/13 11/11 6/6 30/30 
Access to Grammar Tool 8/9 10/12 9/9 27/30 
Access to Reference Tool 10/11 10/12 8/8 28/31 
Total 41/44 40/46 30/30 111/120 
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 After collecting the signed consent forms, participants were assigned to a 
computer. They logged on to the OOPT website using the codes provided by the 
researcher. The entire time allotted for the Use of English and the Listening sections was 
approximately 90 minutes, but since the OOPT was a computer adaptive test, the 
durations of the test time varied. When taking the Listening test, the participants used 
their own headphones or earbuds or a headphone provided by the researcher.  
 
Data Collection Day 2: Background Survey and the Writing Test 
 The participants came to the computer lab again on the second day they signed up 
for and were individually assigned a computer as on the first day they came to take the 
OOPT. They were first asked to answer survey questions about their experience with 
writing in the selected domains of language use and their experience with using linguistic 
tools when writing. The questions were shown on a webpage, and their responses were 
saved to an Excel file. It took approximately 15 to 20 minutes for the participants to 
complete the survey.  
  Based on the OOPT results, a similar number of participants from each 
proficiency level was grouped into four groups by assessment condition: the group of 
test-takers with access to no linguistic tool, access to the spelling tool, access to the 
grammar tool, and access to the reference tool. Participants in each of the four groups 
were given different instructions orally and in writing in regard to the linguistic tools they 
were allowed and not allowed to use.  
 As for the writing test, test-takers were given 15 minutes for the first task (i.e., 
apology email to a project partner), 20 minutes for the second task (i.e., negative catering 
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service review), and 40 minutes for the third task (i.e., discussion board post about online 
education). The entire writing test took about 1 hour and 15 minutes. All responses were 
saved in a Word document, which included the test-takers’ responses and the task 
numbers (See Appendix B). For the participants who agreed to have the computer screens 
recorded (n = 111), the screens were recorded using the Quick Time Player screen 
recorder, thereby capturing the full process of writing.  
 
Norming and Scoring   
 Prior to the rater norming session, the two raters first reviewed the tasks and the 
rubric. The raters discussed the tasks and the scoring rubric during the norming session. 
They then individually scored the norming sample responses, and any discrepancies were 
discussed and resolved. After being normed, the raters were provided with the rubric, the 
test-takers’ written responses, and a scoring form. For each written response, a score 
between 0 and 5 for all six components of the rubric was given. To avoid bias in the 
ratings, the raters were not provided with information about the test-takers’ proficiency 
nor with the information of under which assessment condition they had completed the 
test. In addition, the written responses were grouped and separately packaged by task, so 








 To develop a coding scheme for the qualitative data (i.e., the recorded screen of 
the test-takers’ writing process), the two coders first discussed the possible categories that 
could be included in the coding scheme building on the strategies identified in 
Frankenberg-Garcia (2005). Based on the initial coding scheme, they individually coded 
two files of recorded screens each from the three assessment conditions that included a 
linguistic tool (i.e., test-takers who had access to the spelling, grammar, and reference 
tool) and discussed how the coding scheme can be revised. Using the agreed upon coding 
scheme, the two coders coded approximately 40% of the data individually. After the 
initial coding, discrepancies were discussed and resolved, and the coding scheme was 
then revised again in accordance with the discussion. The remaining data were coded by 
only one of the coders.  
 
Data Management  
 The data master file contained all information obtained for the current study. It 
included information on test-takers’ identification numbers, their OOPT results (i.e., 
scores and CEFR levels), the assessment conditions, the responses for Tasks 1 to 3, 
scores from the two raters for each component of the rubric for each task, and the 
responses to the survey questionnaire. 
 
Analysis Procedures  
 In order to understand the extent to which access to linguistic tools in a writing 
test affects second language English learners’ writing performance across different 
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domains of language use, several research questions were addressed. To this end, an 
explanatory mixed-method research design was employed, which involves the analyses 
of quantitative data, the analyses of qualitative data, and a synthesis of these two phases 
of analysis, with the analytic procedures ultimately providing the basis for a validity 
argument (Kane, 2013).   
 
Quantitative Analyses   
 Prior to addressing the specific research questions of the study, the results on the 
Use of English section of the OOPT, which was used for defining proficiency levels and 
assigning test-takers into different assessment conditions, were examined. The 
descriptive statistics of the scores for the Use of English section were calculated to 
examine the central tendency, variability, and the distribution of the scores. Additionally, 
several ANOVAs and post hoc pairwise tests were performed to compare test-takers’ 
scores on the Use of English section of the test across the assessment conditions within 
each proficiency level. Finally, the correlation between test-takers’ scores on the Use of 
English and their scores on the writing test as well as the correlation between test-takers’ 
proficiency level (based on the Use of English results) and their scores on the writing test 
were examined for each assessment condition and for the entire group of test-takers.  
As with the actual writing test, the quality of the writing test tasks used in the 
study was first examined. The scores from the group of test-takers who took the test 
under four different assessment conditions were included in the analysis. First, 
descriptive statistics of the scores of the components of the rubric were calculated to 
confirm the normality of the data. Measures of central tendency (i.e., mean, mode, and 
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median), score variability (i.e., standard deviation, range, and minimum and maximum 
scores), and the distributional characteristics of the scores (i.e., skewness and kurtosis) 
were determined and interpreted.  
 Inter-rater reliability for the scores given for each of the components of the rubric 
and for the average score was calculated, and internal consistency reliability was also 
estimated by calculating Cronbach’s alpha for the scores given by the two raters.  
 To address the first four research questions, several quantitative analyses were 
conducted. Due to the small number of test-takers within each proficiency level in each 
assessment conditions, the quantitative analyses are exploratory, and the results are 
interpreted with caution. The quantitative analyses in response to each research question 
are described below.  
Research question 1.  To what extent do the test-takers perform differently on the 
components of second language writing ability (i.e., lexical form and meaning, 
morphosyntactic form and meaning, cohesive form and meaning, topical meaning, 
functional meaning, and implied meaning) as a function of the four assessment conditions 
(i.e., having access to no linguistic tools, spelling tool, grammar tool, or reference tool) 
across the three language proficiency levels (i.e., intermediate, advanced, and proficient) 
and across the three academic writing tasks (i.e., email, online review, and discussion 
board post)?  
 To answer the first research question, which pertains to the nature of L2 writing 
ability across assessment conditions, different language proficiency levels, and different 
writing tasks, the mean scores across assessment conditions, across proficiency levels, 
and across test tasks were first compared through a series of mean comparisons using 
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Analysis of Variance (ANOVA) as well as the comparison of the 95% confidence 
interval of the mean scores. Test-takers’ L2 writing ability across different assessment 
conditions across the three proficiency levels was then compared (i.e., the assessment 
conditions as the independent variables, and the scores across the six components of the 
rubric of test-takers from three different proficiency as the dependent variables). Next, 
test-takers’ L2 writing ability across language proficiency across the four assessment 
conditions was compared (i.e., the proficiency levels as the independent variables and the 
scores across the six components of the rubric of test-takers in the four assessment 
conditions as the dependent variables). Lastly, test-takers’ L2 writing ability across 
different language proficiency levels for each task was compared (i.e., the proficiency 
levels as the independent variables and the scores for each task across the four assessment 
conditions as the dependent variables).  
 In addition, to obtain a better understanding of examinee ability, examinee level 
ability, task difficulty, rater severity, rating component difficulty, and scale functionality 
across the four assessment conditions, four separate models of MFRM were examined. 
Each model included the following five facets in the partial credit model: examinee, 
examinee level, task, rater, and rating scale. The five-facet partial credit model that was 







log (Pnijlk / Pnjilk-1) = Bn – Gm – Ci – Dj – El – Filk 
where 
Pnijk = probability of examinee n being awarded a rating of k when rated by rater j  
on task i for component l 
Pnijk-1= probability of examinee n being awarded a rating of k-1 when rated by  
rater j on task i for component l 
Bn = ability of examinee n 
Gm = ability of examinee level m  
Ci = difficulty of task i 
Dj = severity of rater j  
El = difficulty of rating scale l 
             Flk = difficulty of achieving a score within a particular score category (k) on a   
                     particular task (i) for a particular rating scale (l)  
 
Research Question 2. What is the nature of the systematic interaction effects, if 
any, 1) between the four assessment conditions and the six components of second 
language writing ability, 2) between the four assessment conditions and the three test 
tasks, and 3) between the four assessment conditions and the three proficiency levels?  
Pertinent to the second research question, a partial credit model with six facets 
was created in the MFRM analysis. The MFRM model used included the following 
facets: examinee, examinee level, task, assessment condition, rater, and rating scale. All 
test-takers from the four assessment conditions were incorporated into this model, and 
compared to the previous models, the additional facet assessment condition was included. 







log (Pnijlk / Pnjilk-1) = Bn – Gm – Ci – Ho – Dj – El – Filk 
where 
Pnijk = probability of examinee n being awarded a rating of k when rated by rater j  
on task i for component l 
Pnijk-1= probability of examinee n being awarded a rating of k-1 when rated by  
rater j on task i for component l 
Bn = ability of examinee n 
Gm = ability of examinee group m  
Ci = difficulty of task i 
Ho = difficulty of assessment condition o 
Dj = severity of rater j  
El = difficulty of rating scale l 
             Flk = difficulty of achieving a score within a particular score category (k) on a  
          particular task (i) for a particular rating scale (l)  
 
  Using this model, systematic interactions between the assessment conditions and 
1) task, 2) rating scale, and 3) test-takers’ proficiency level were explored. By 
investigating the size and direction of the interactions between the three pairs of 
interactions, it could be determined whether any of the tasks and/or components of the 
rubric were unexpectedly easier or more difficult for test-takers who took the test in a 
particular assessment condition, or if any of the test-takers from the proficiency levels 
performed unexpectedly better or worse in a particular assessment condition.  
Research Question 3. What is the relative contribution of multiple sources of 
variation (i.e., test-takers, raters, and tasks) to the total score variability in the writing test 
across the four assessment conditions and to what extent are the scores dependable across 
the four assessment conditions?  
 To investigate the relative contribution of multiple sources of variation in the 
writing test under different assessment conditions, a series of multiple G-theory studies 
were conducted. For each of the four groups of test-takers, persons (p) was identified as 
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the object of measurement since the primary interest was in the systematic differences 
among test-takers’ writing ability. The random facets of interests were tasks (t) and raters 
(r). These facets are important because test performance is not only affected by the 
constructs of interest but may also be influenced by other sources of measurement error, 
such as variability in task and rater judgment. Tasks and raters were treated as random 
facets because the tasks and raters in this study are interchangeable with any other sets of 
tasks and raters from the universe of admissible observations. The object of 
measurement, (p), and the two random facets, (t) and (r), were all crossed with the fixed 
facet (i.e., the components in the rating scale), resulting in a pl × tl × rl multivariate 
design.  
 With this multivariate design for all four groups, the relative effect of variance 
components related to persons, raters, and tasks was estimated in terms of the sources of 
evidence of the persons (s2p), tasks (s2t), raters (s2r), and their interactions (s2pt, s2pr, 
s2rt , and s2ptr,e). The total score variance in this pl × tl × rl multivariate design can be 
represented by the following equation.  
s2x = s2p + s2t + s2r + s2pt + s2pr + s2rt + s2ptr,e  
where 
s2x = total score variance of the observed score 
s2p = person (i.e., test-taker) variance 
s2t = rater variance 
s2r = task variance 
s2pt = person-by-task interaction 
s2pr = person-by-rater interaction 
s2tr = task-by-rater interaction  
s2ptr,e = three-way interaction between person, task, and rater    




 The extent to which the scores are dependable across the four assessment 
conditions was examined by computing the absolute error variance (σ2abs) and the phi-
coefficient (Φ) across the six components of the rubric for all four assessment conditions 
for the entire test and separately for the three tasks. The dependability phi-coefficient (Φ) 
represents the proportion of total score variance that is accounted for by the universe 
score variance. In other words, the dependability of scores indicates the comparison 
between test-takers’ observed score and the universe score across different facets of 
measurement (e.g., test-takers, raters, and tasks).  
Research Question 4. To what extent do the components of L2 writing ability 
contribute to the composite score of L2 writing ability across the four assessment 
conditions? 
 Although equal weights were assigned to each of the components in the rubric 
(16.67% each for the six components), the degree to which the components contribute to 
the composite score of L2 writing ability may differ depending on the size of variance 
components and the relationships among the components. Thus, in order to understand 
the extent to which each rating scale contributes to the composite score of L2 writing 
ability given the assessment conditions, effective weights of the components were 







Qualitative Analyses   
 In order to provide further valuable insight, a research question related to the 
nature of test-takers’ use of linguistic tools was included in the current study. A 
qualitative analysis procedure was implemented to complement and support the findings 
from the quantitative analyses to address this research question.  
Research Question 5. What is the nature of test-takers’ use of different linguistic 
tools across different L2 writing proficiencies?  
The recorded screens of the test-takers from the experimental groups (i.e., group 
of test-takers that had access to the spelling tool, the grammar tool, and the reference 
tool) were analyzed using coding schemes developed by the two coders of the study 
based on the provided data.  
For the group of test-takers that had access to the spelling tool, their behaviors 
while using the spelling tool were coded on 13 dimensions. The coding scheme used in 
analyzing the recorded screens of the group of test-takers who had access to the spelling 











Coding Scheme for Test-takers’ Use of the Spelling Tool 
Coding Description Example (ID #43) 
Word underlined  The word detected to have a spelling error lazania 
Target word The correct target word with the correct spelling   lasagna 
Final word The final word used in the writing (if the target word and final word were different) NA 
Target vs Final  
Indication of whether the target word and the final 
word used are the same or different 
- Same or Different 
same 
Changed  
Indication of whether the underlined error was 
changed  
- Change or No change 
change 
Number of changes The number of changes in the process of editing the spelling error 1 
Process description The description of the process of editing the spelling error 
lazania  →lasagna  
Type of error 
(specific) 
The type(s) of errors 
- Capitalization              - Space 
- Part of speech error    - Prefix 
- Plural –s                      - Countable/Uncountable    




Type of error 
(general) 
The type(s) of errors based on Purpura (2017) 
- LF (Lexical Form) 
- MF (Morphosyntactic Form)         
MF  
Usage of tool  
Identification of whether the usage of the spelling 
tool was correct or not 
- Correct or Wrong 
Correct 
Method of editing 
The method(s) of editing the error 
- Add in letter       - Delete entire word  
- Add in space       - Click → Auto change           
- Edit letter           - Click → Manual change 
- Delete letter       - Backspace and rewrite letter(s) 
- NA (if the error was not edited)  
Click 
 → Auto  
change           
Suggestion 
Identification if wrong suggestions were provided 




Multiple occurrence of the same error across the 
three tasks 




First, the word that was detected as including a spelling error, along with the word 
with the correct spelling that the test-takers should have used (i.e., target word), was 
recorded. If the final word used in the writing was different from the target word, this was 
also documented, and it was further noted whether the target word and the final words 
were same or different. In addition, it was identified whether the test-taker made an 
attempt to change the spelling error (not whether the change was correct or not), and the 
number of changes and process of the changes made were noted. The type of error 
detected was identified in two ways; the specific type of error was first recorded (e.g., 
spelling error, countability), and then the type of error was coded based on Purpura’s 
(2017) model of language knowledge (e.g., lexical form, morphosyntactic form). It was 
also determined whether the usage of the spelling tool was correct or not—that is, 
whether the final word used in the writing was correct or not. The method of editing the 
error, whether the test-taker used the word suggestions provided by Microsoft Word in 
the process of editing, and the provided suggestions that were in fact incorrect 
suggestions were also noted. Lastly, any cases in which a test-taker made multiple errors 
across the three tasks were noted as well.   
The behaviors of the group of test-takers that had access to the grammar tool were 
coded on 11 dimensions. The coding scheme, followed by an example case from one test-







Coding Scheme for Test-takers’ Use of the Grammar Tool 








The final word or phrases changed in the writing  each moment 
Changed  Indication of whether the underlined error was changed  - Change or No change change 
Number of 
changes 
The number of changes in the process of editing the 
spelling error 1 
Process 
description The description of the process of editing the error 





The type(s) of errors 
- Comma                             - Question mark 
- Plural                               - Verb form 
- Capitalization                  - Extra space 





The type(s) of errors based on Purpura (2017) 
- LF (Lexical Form) 




Identification of whether the usage of the tool was 
correct or not 




The method(s) of editing the error 
- Backspace                         - Click → Auto change               
- Delete word(s)                  - Add space  
- Edit                                   - Add punctuation   
- NA (if the error was not edited)  
Edit/Backspace       
Suggestion 
Identification if wrong suggestions were provided when 





Multiple occurrence of the same grammar error across 
the three tasks 





This coding scheme included similar dimensions as the ones detailed for the 
previous two groups. The word or phrase that was detected to include an error, along with 
the final changes made in the writing, were first identified. Because there were cases in 
which changes were not made, coding also addressed whether the underlined error was 
changed in the final writing. Next, the number of changes, along with a description of the 
changes made, was recorded. The type of errors identified by the grammar tool was also 
identified—as with the previous coding schemes, these were coded once for the specific 
type of error and the second time for the general type of error based on Purpura’s (2017) 
definition of language knowledge. In addition, the usage of the tool was coded for 
whether the final usage was correct or not. The method of editing the error was identified, 
as were any wrong suggestions provided by the tool when the test-taker clicked on the 
error to review it. Lastly, multiple occurrences of errors across the three tasks were noted.  
The last coding scheme developed was for the group of test-takers that had access 
to the reference tool. The coding scheme used in analyzing the recorded screens of the 
group of test-takers who had access to the reference tool included eight dimensions. The 
coding scheme used in analyzing the recorded screens of the group of test-takers who had 
access to the reference tool, as well as an example case from one test-taker, is presented 








Coding Scheme for Test-takers’ Use of the Reference Tool 
Coding Description Example (ID #57) 
Word(s) 
looked up  
The word(s) looked up using the reference 
tool awful 
Final 
word(s)  The final word(s) used in the writing terrible 
Tool used 
Identification of which reference tool was 
used  
- Dictionary  
- Thesaurus 




A detailed description of the process of using 
the reference tool  
Look up “awful” 
 → Change to “terrible” 
Pattern  Identification of the pattern of the process of using the reference tool 
Look up a word  → Change to synonym  
Purpose 
The purpose of using the reference tool based 
on Purpura (2017) 
- LF (Lexical Form) 
- LM (Lexical Meaning) 
- MF (Morphosyntactic Form)        




Identification of whether the usage of the 
reference tool was correct or not 




Multiple occurrence of the same spelling error 
across the three tasks 




First, the word(s) that the test-takers searched for in the reference tool, along with 
the final word(s) used in the writing, were identified. In addition, the type of reference 
tool used in search of the word(s) was noted—whether it was the dictionary, the 
thesaurus, or both. Similar to the coding scheme created for the use of the spelling tool, 
the process of using the reference tool was described. However, rather than recording the 
methods used to change the error as with the spelling tool, the patterns of the entire 
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process of using the reference tool were coded, as there were a number of distinct 
patterns observed in test-takers’ usage of the tools. The observed pattern was connected 
to the purpose of the use of the reference tool and was coded based on Purpura’s (2017) 
model of language knowledge (e.g., lexical form, lexical meaning, morphosyntactic form, 
morphosyntactic meaning). Again, similar to the spelling tool, the usage of the tool was 
coded by whether it was a correct usage of the tool or not, and multiple errors across the 
three tasks were also noted.  
 
Synthesis of the Quantitative and Qualitative Analyses 
 Finally, the results from these various quantitative and qualitative analyses were 
synthesized, and the findings from these analytic procedures were used to discuss the 
evidence supporting the domain description claims (i.e., connecting the target language 
use domain to the performance sample), evaluation claim (i.e., connecting the 
performance sample elicited by the tasks to an observed score), the generalizability claim 
(i.e., connecting the observed score to the estimate of the expected score), the explanation 
claim (i.e., connecting the expected scores and the construct of the test), the extrapolation 
claim (i.e., connecting the construct of the test to other criteria of language proficiency), 
and lastly the utilization claim (i.e., connecting the scores to make meaningful decisions 
in the real use), in order to provide an argument towards the use of linguistic tools in L2 






 A description of the research methodology that was employed in the current study 
was provided in Chapter III. The overall sequential explanatory mixed-method research 
design was first introduced. Then, the details of the participants (i.e., test-takers, raters, 
coders), the proficiency test, the background survey, the writing test tasks, and the 
scoring rubric, were described. In addition, the data collection and scoring procedure, 
including the administration of the proficiency test, the background survey, and the 
writing test, followed by the processes involved in norming, scoring, data coding, and 
data management were described. Finally, quantitative and qualitative analyses used to 
address the research questions were outlined in the current chapter. The following chapter 













QUANTITATIVE FINDINGS AND DISCUSSION 
 The main purpose of this study was to examine the extent to which access to 
different linguistic tools in a writing test affects L2 English learners’ writing performance 
in terms of their appropriate use of the forms and meaning of language across different 
proficiency levels in an academic domain of language use. In the current chapter, the 
quantitative findings are reported and discussed. First, the extent to which the test-takers 
performed differently on the rating scales as a function of the assessment conditions (i.e., 
access to no linguistic tools, spelling tool, grammar tool, or reference tool) across 
different language proficiency (i.e., intermediate, advanced, and proficient) and across 
writing tasks (i.e., apology email to a project partner, negative online review of a catering 
service, and discussion board post about online education) was analyzed through 
descriptive statistics, Analysis of Variance (ANOVA), and many-facet Rasch 
measurement (MFRM). In addition, the nature of the interaction effects between the 
assessment conditions and the components of the rubric, between the assessment 
conditions and the tasks, and between the assessment conditions and the test-takers’ 
language proficiency were examined by performing bias analyses in MFRM. Lastly, the 
relative contribution of multiple sources of variance to the total score variability in the 
writing test and the extent to which the components of the rubric contribute to the 
composite score was compared across the different assessment conditions by employing 
multivariate generalizability theory. It is important to note that due to the small number 
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of test-takers within each proficiency level in each assessment condition, the nature of the 
quantitative analyses is exploratory, and the interpretation of the results of the analyses 
may be limited.  
 
Descriptive Statistics and Mean Score Comparisons 
Use of English Section of the Oxford Online Placement Test  
 Prior to investigating the test-takers’ performance on the writing test, which was 
the main focus of the current study, their performance on the Use of English section of 
the Oxford Online Placement Test (OOPT), which was used as the criterion to distinguish 
proficiency levels and group the test-takers into the four assessment conditions, was 
examined. The descriptive statistics of the Use of English section were first calculated 
and are presented in Table 4.1. Overall, test-takers scored between 41 and 119 (out of 
120). The standard deviation of the intermediate test-takers for the four assessment 
conditions (ranging from 7.84 to 11.91) was larger than that of the advanced test-takers 
(ranging from 2.81 to 5.61) and proficient test-takers (ranging from 5.46 to 8.03) as the 
intermediate level group included those between the CEFR B1 and B2 levels, whereas the 
advanced group and the proficient group included those in the CEFR C1 level and CEFR 
C2 and C2+ levels, respectively. The skewness values ranged from -0.61 to 0.93, and the 
kurtosis values ranged from -2.27 to -0.25 across the three proficient levels and four 







Descriptive Statistics for the Use of English Section of OOPT Across Assessment 
Condition and Proficiency Level (N=120) 
Condition Level  n 
Central Tendency Dispersion Distribution 
Mean Med. Min. Max SD Skw. Krt. 
Access to 
no tools 
Int. 11 65.36 63.00 49.00 77.00 10.48 -0.18 -1.77 
Adv. 11 93.55 93.00 89.00 97.00 2.81 -0.19 -1.32 
Prof. 7 108.86 111.00 100.00 119.00 8.03  0.11 -1.91 




Int. 13 59.38 60.00 41.00 79.00 11.91 -0.05 -0.71 
Adv. 11 93.64 93.00 86.00 99.00 4.76 -0.24 -1.57 
Prof. 7 111.71 114.00 101.00 119.00 7.57 -0.37 -2.05 




Int. 9 65.56 67.00 52.00 76.00 7.84 -0.22 -0.25 
Adv. 12 90.67 91.50 80.00 98.00 6.33 -0.52 -1.15 
Prof. 9 108.22 106.00 101.00 119.00 5.61  0.93  0.26 




Int. 11 63.45 66.00 43.00 78.00 11.06 -0.61 -0.52 
Adv. 12 90.67 92.00 82.00 98.00 5.88 -0.26 -1.47 
Prof. 7 111.14 110.00 105.00 119.00 5.08  0.70 -0.77 
Total  30 85.47 87.50 43.00 119.00 20.37 -0.29 -0.67 
Note.  Int. = Intermediate; Adv. = Advanced; Prof. = Proficient  
 
 
 To examine whether the differences among the scores on the Use of English 
section of OOPT across the four assessment conditions within each proficiency level 
were statistically significant multiple ANOVAs and post hoc pairwise tests were 
performed. As can be seen in Table 4.2, the diversity of the mean scores across 
assessment conditions was found not to be statistically significant for all three proficiency 
levels. Furthermore, a considerable overlap was found in the 95% confidence interval for 
the mean of the four assessment conditions. This suggests that the four groups of test-
takers in each of the three proficiency levels did not differ in their mean scores on the 




Mean Comparison of the Use of English Section of OOPT by Assessment Condition 
Across Proficiency Level (N = 120) 
Level Condition n Mean 
95% CI for Mean ANOVA 
Result and 
Effect Size Lower Upper 
Intermediate  
Access to no tools 11 65.36 58.32 72.40 
F(3,40) = 
0.86, p = .47, 
η2 = .06 
Access to spelling tool 13 59.38 52.19 66.58 
Access to grammar tool 9 65.56 59.53 71.58 
Access to reference tool 11 63.45 56.03 70.88 
Advanced 
Access to no tools 11 93.55 91.66 95.43 
F(3,42) = 
1.20, p = .31,  
η2 = .08 
Access to spelling tool 11 93.64 90.44 96.83 
Access to grammar tool 12 90.67 86.65 94.69 
Access to reference tool 12 90.67 86.93 94.74 
Proficient 
Access to no tools 7 108.86 101.43 116.28 F(3, 26) = 
0.51, p = .68, 
η2 = .06 
Access to spelling tool 7 111.71 104.72 118.71 
Access to grammar tool 9 108.22 103.91 112.53 
Access to reference tool 7 111.14 101.43 116.28 
Total  
Access to no tools 29 86.55 79.18 93.93 F(3, 116) = 
0.32, p = .81, 
η2 = .01 
Access to spelling tool 31 83.35 74.74 91.97 
Access to grammar tool 30 88.40 81.65 95.15 
Access to reference tool 30 85.47 77.86 93.07 
 
 
 Finally, the correlation between the scores on the Use of English section of OOPT 
and the writing test scores as well as the correlation between the proficiency level (based 
on the Use of English section of OOPT) and the writing test scores were examined for 
each assessment condition and for the entire group of test-takers. Table 4.3 displays the 
results of the Pearson Product-moment correlation estimates between the Oxford 
grammar test scores and the writing test scores and the results of the Spearman rank-order 
correlation estimates between the identified proficiency levels and the writing test scores. 
Generally, for all four assessment conditions, both the correlation estimates between the 
Oxford Use of English scores and the writing test scores and between the proficiency 
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levels and the writing test scores were moderately high (ranging from .53 to .78 and .62 
to .77, respectively). However, the group of test-takers who had access to the spelling 
tool or the reference tool showed a higher correlation estimate between their scores on the 
Use of English section (and their proficiency level based on these test scores) and their 
writing test scores than those who had access to either the grammar tool or no linguistic 
tool. This indicates that the writing test scores of the test-takers who had access to the 
spelling or the reference tool were in better alignment with the Oxford grammar test 
results and the proficiency level derived from those scores in terms of the rank ordering 
than those of the test-takers who had access to no linguistic tools or to the grammar tool.  
Table 4.3 
Correlation between the Oxford Grammar Test Results and the Writing Test Results 
 
n 
Correlation between  
Oxford Use of English 




 and writing test scores 
Access to no tools 29 .65** .67** 
Access to spelling tool 31 .77** .77** 
Access to grammar tool 30 .53** .62** 
Access to reference tool 30 .78** .71** 
All  120 .68** .67** 
Note. ** p < .01 level 
 
  
 In sum, since the Use of English section of OOPT was used as the criterion to 
categorize the test-takers into three experimental groups (i.e., have access to spelling, 
grammar, or reference tool) and one control group (i.e., have access to no linguistic tools) 
and provides important information for the purposes of data comparison in this study, the 
test scores on the Use of English section of OOPT were examined. When the mean scores 
across the assessment conditions were compared within each proficiency level, the results 
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showed that they proved not statistically different. The following sections investigate 
test-takers’ performance on the writing test comparing the results by tasks, rating 
components, proficiency levels, and/or assessment conditions.  
 
Writing Test  
 A series of quantitative analyses of the writing test were conducted to address the 
first research question:  
Research Question 1. To what extent do the test-takers perform differently on the 
components of second language writing ability (i.e., lexical form and meaning, 
morphosyntactic form and meaning, cohesive form and meaning, topical meaning, 
functional meaning, and implied meaning) as a function of the four assessment 
conditions (i.e., having access to no linguistic tools, spelling tool, grammar tool, 
or reference tool) across the three language proficiency levels (i.e., intermediate, 
advanced, and proficient) and across the three academic writing tasks (i.e., email, 
online review, and discussion board post)?  
Descriptive statistics were first calculated to explore how test-takers performed on 
the three tasks of the writing test (i.e., apology email, negative online, and discussion 
board post), across the components of the rubric (i.e., Lexical Form and Meaning, 
Morphosyntactic Form and Meaning, Cohesive Form and Meaning, Topical Meaning, 
Functional Meaning, and Implied Meaning), and/or across the assessment conditions 
(i.e., have access to no linguistic tools, spelling, grammar, or reference tool). The data 
were structured through three different methods: by tasks across rating components, tasks 
across assessment conditions, and assessment conditions across rating components.  
		
85 
Results across tasks and rating components. Table 4.4 presents the descriptive 
statistics of the average writing scores of the two raters for the three tasks and for the 
overall average of the three tasks across the six components of the rubric.  
Table 4.4 
Descriptive Statistics for the Writing Test across Tasks and Rating Scales (N = 120) 
Scale Task Central Tendency Dispersion Distributions Mean Med. Mode Min. Max SD Skw. Krt. 
LFM 
1 Apology Email 3.30 3.00 3.00 2.00 5.00 0.87 0.22 -0.73 
2 Negative Review 3.38 3.50 4.00 1.00 5.00 0.90 -0.11 -0.22 
3 Discussion Post 3.75 4.00 3.00 2.00 5.00 0.82 0.11 -1.03 
Overall 3.48 3.50 4.00 1.67 5.00 0.73 0.00 -0.60 
MFM 
1 Apology Email 3.34 3.25 3.00 2.00 5.00 0.88 0.05 -0.75 
2 Negative Review 3.22 3.00 3.00 1.00 5.00 0.93 0.06 -0.46 
3 Discussion Post 3.62 3.50 3.00 2.00 5.00 0.80 0.05 -0.57 
Overall 3.39 3.50 3.67 1.67 5.00 0.75 0.01 -0.58 
CFM 
1 Apology Email 3.43 3.50 3.00 1.50 5.00 0.95 0.07 -0.83 
2 Negative Review 3.40 3.00 3.00 1.00 5.00 0.98 0.04 -0.57 
3 Discussion Post 3.95 4.00 5.00 2.00 5.00 0.83 -0.22 -1.04 
Overall 3.59 3.58 2.83 1.83 5.00 0.79 -0.14 -0.70 
TM 
1 Apology Email 3.54 3.50 3.00 1.00 5.00 0.90 -0.03 -0.44 
2 Negative Review 3.50 3.50 3.00 1.00 5.00 0.95 -0.06 -0.43 
3 Discussion Post 3.90 4.00 5.00 2.00 5.00 0.87 -0.20 -0.98 
Overall 3.65 3.67 4.00 1.67 5.00 0.75 -0.19 -0.27 
FM 
1 Apology Email 3.80 4.00 4.00 1.50 5.00 0.87 -0.34 -0.36 
2 Negative Review 3.80 4.00 4.00 1.00 5.00 0.85 -0.62 0.87 
3 Discussion Post 4.08 4.00 4.00 2.00 5.00 0.78 -0.42 -0.58 
Overall 3.89 4.00 3.67 1.67 5.00 0.72 -0.47 -0.12 
IM 
1 Apology Email 3.68 4.00 4.00 1.50 5.00 0.92 -0.23 -0.85 
2 Negative Review 3.67 4.00 4.00 1.00 5.00 0.85 -0.46 0.48 
3 Discussion Post 4.00 4.00 4.00 2.00 5.00 0.79 -0.36 -0.51 
Overall 3.79 3.83 4.00 1.67 5.00 0.72 -0.47 -0.14 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 




For the average score of the three tasks overall, Functional Meaning had the 
highest mean, i.e., being the easiest rating scale (𝑋 = 3.89), followed by Implied Meaning 
(𝑋 = 3.79), Topical Meaning (𝑋 = 3.65), Cohesive Form and Meaning (𝑋 = 3.59), Lexical 
Form and Meaning (𝑋 = 3.48), and Morphosyntactic Form and Meaning (𝑋 = 3.39). Not 
surprisingly, test-takers received a higher score on the components that focused solely on 
meaning than those that focused on both form and meaning. Components that tapped into 
pragmatic knowledge (i.e., functional and implied meaning) were similarly easier to 
achieve a higher score on for the test-takers than those that tapped into topical/content 
knowledge (i.e., topical meaning) and semantico-grammatical knowledge (i.e., lexical, 
morphosyntactic, and cohesive forms and meanings).  
In comparing the means of the six components within each task, the pattern of 
easiness/difficulty for Task 2 (negative online review of a catering service) was the same 
as that for the overall average. However, there were observable differences in both Task 1 
(apology email to a project partner), in which Morphosyntactic Form and Meaning (𝑋 = 
3.34) was easier than Lexical Form and Meaning (𝑋 = 3.30), and in Task 3 (discussion 
board post about online education), in which Cohesive Form and Meaning (𝑋 = 3.95) 
was easier than Topical Meaning (𝑋 = 3.90). However, these differences were minor, and 
despite their occurrence in the data, the overall pattern of the meaning-focused pragmatic 
components being easier to score higher on than other components was maintained in 
Tasks 1 and 3.  
 The standard deviation of the scores for the rating scales for all three tasks, as 
well as overall scores, were close to 1.00, ranging from 0.80 to 0.98. The skewness and 
kurtosis values were close to zero (ranging from -0.62 to 0.22 and from -1.03 to 0.87, 
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respectively) and fell within the acceptable range (i.e., ±2.0), indicating that the 
distribution was normal (Bachman, 2010). 
 When the average scores for the three tasks were compared within each 
component of the rubric, the mean scores on each component of the rubric for Task 1 
(apology email to a project partner) and those for Task 2 (negative online review of a 
catering service) were similar, but the mean scores of the six components of the rubric for 
Task 3 (discussion board post about online education) were distinctly higher than those 
for Tasks 1 and 2: 𝑋 = 3.30, 3.38, and 3.75 for Tasks 1, 2, and 3, respectively, for Lexical 
Form and Meaning; 𝑋 = 3.34, 3.22, and 3.62 for Morphosyntactic Form and Meaning; 𝑋 
= 3.43, 3.40, and 3.95 for Cohesive Form and Meaning; 𝑋 = 3.54, 3.50 and 3.90 for 
Topical Meaning; 𝑋 = 3.80, 3.80, and 4.08 for Functional Meaning; and 𝑋 = 3.68, 3.67, 
and 4.00 for Implied Meaning. Figure 4.1 depicts the mean scores across the six rating 
components, organized by task. 
 
 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 
 CFM = Cohesive Form and Meaning   IM = Implied Meaning  
  
Figure 4.1. Writing Test Mean Scores across Tasks and Rating Scales. 
 











LFM MFM CFM TM FM TM
Task 1 Apology Email
Task 2  Negative Catering Service Review
Task 3  Discussion Board Post about Online Education
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Initially, it was assumed that Task 3 (discussion board post about online 
education) would be more difficult in comparison to Task 1 (apology email to a project 
partner) and Task 2 (negative online review of a catering service), as Task 3 focused on 
academic content. However, the results showed that Task 3 was in fact easier than the 
other two tasks. Four reasons may explain this phenomenon. First, in contrast to Tasks 1 
and 2, test-takers were given more time to write and thus produced longer texts for Task 
3 in order to fulfill the given task, and the topic of Task 3 (i.e., expressing one’s opinion 
on online education) was more sophisticated than that of Tasks 1 (i.e., apologizing for 
lateness) and 2 (i.e., complaining about a bad catering service). Thus, test-takers were 
able to utilize a wider range of lexical, morphosyntactic, and cohesive forms and 
meanings in their responses for Task 3. In addition, in Tasks 1 and 2, test-takers had to 
think of personal examples to fill the content of the tasks (i.e., convey the topical 
meaning). For Task 1, they needed to create a reason why they may have been late in the 
apology email, and for Task 2, they had to supply examples of how bad a catering service 
can be while making their complaint in the online review. However, even though test-
takers were asked to express their opinion on online education in Task 3, they did not 
have to come up with personal reasons for their response as in the former two tasks. In 
the same way, the genre of the tasks may have made a difference. Task 3 was a 
discussion board post, and the test-takers were told to participate in a discussion which 
had already been started by two other students. Accordingly, test-takers had more 
resources available to incorporate into their responses in comparison to the other two 
tasks. Lastly, the functional and implied meaning may have been easier to convey in Task 
		
89 
3 since it could be more straightforward to express one’s opinion about a given topic in a 
discussion than to appropriately express an apology or a complaint.  
 Results across tasks and assessment conditions. As the writing test was 
administered in different assessment conditions, the results of the three tasks and overall 
writing score were also organized by assessment conditions rather than by rubric 
components. The descriptive statistics of the average writing scores of the two raters 
across the three tasks and the overall average for each assessment condition were 
computed, and the results presented in Table 4.5. Consistent with the previous analysis of 
the three tasks across the components of the rubric, test-takers in all four assessment 
conditions received similar mean scores for Tasks 1 and 2 but a relatively higher score 
for Task 3. The standard deviations across the three tasks in the four assessment 
conditions were close to 1.00. The skewness and kurtosis values were again within the 
acceptable range (i.e., ±2.0), indicating that the distributions of the data grouped by 













Descriptive Statistics for the Writing Test across Assessment Conditions and Tasks       
(N = 120) 
Condition  Task Central Tendency Dispersion   Distributions 
  Mean Med. Mode Min. Max SD Skw. Krt. 
Access to 
no tools  
(n = 29) 
1 Apology Email 3.73 3.75 4.58 1.83 5.00 0.85 -0.35 -0.61 
2 Negative Review 3.69 3.58 2.67 2.50 5.00 0.78 0.22 -1.09 
3 Discussion Post 4.09 4.00 3.50 2.67 5.00 0.60 -0.23 -0.47 




(n = 31) 
1 Apology Email 3.42 3.42 3.33 2.17 5.00 0.80 0.21 -0.77 
2 Negative Review 3.49 3.67 4.17 1.75 5.00 0.82 -0.22 -0.42 
3 Discussion Post 3.86 3.58 3.58 2.58 5.00 0.87 0.11 -1.61 




(n = 30) 
1 Apology Email 3.43 3.54 3.25 1.58 4.83 0.81 -0.38 -0.50 
2 Negative Review 3.23 3.17 2.50 1.00 4.83 0.80 -0.21 1.10 
3 Discussion Post 3.75 3.67 4.83 2.25 5.00 0.73 0.07 -0.71 




(n = 30) 
1 Apology Email 3.49 3.58 3.58 2.08 5.00 0.81 0.29 -0.71 
2 Negative Review 3.58 3.67 2.83 1.00 5.00 0.92 -0.50 0.63 
3 Discussion Post 3.83 3.75 5.00 2.42 5.00 0.75 0.25 -0.98 
Overall 3.63 3.60 3.00 1.83 5.00 0.75 0.02 -0.15 
 
 
 Results across assessment conditions and rating components. The data were 
further organized by assessment conditions across rating components in order to examine 
how the rating components functioned within each assessment condition. The descriptive 
statistics of the average writing scores of the two raters for the rating scales across the 
four assessment conditions (i.e., have access to no linguistic tools, spelling tool, grammar 
tool, or reference tool) were then calculated, as presented in Table 4.6. For the control 
group (i.e., have access to no tools) and all three experimental groups (i.e., have access to 
spelling tool, grammar tool, and reference tool), the ranking of difficulty of the rating 
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scales remained the same when all test-takers’ scores were compared across the six rating 
scales. That is, Functional Meaning had the highest mean, marking it as the easiest rating 
scale, followed by Implied Meaning, Topical Meaning, Cohesive Form and Meaning, 
Lexical Form and Meaning, and Morphosyntactic Form and Meaning. The rank-ordering 
of the scales in terms of difficulty is discussed in more detail in the following MFRM 
analysis.  
 To compare the mean scores across the assessment conditions within each rubric 
component, the group that had access to no linguistic tools received a slightly higher 
score across all components of the rubric, followed by the group that had access to either 
the spelling tool or reference tool. The group that had access to the grammar tool, then, 
received the lowest score among the four groups. The disparity of these mean scores 
across the assessment conditions will be considered in more detail in the ANOVA 
analysis.  
The standard deviations of the scores on the six rating scales for the four 
assessment conditions were close to 1.00, ranging from 0.62 to 0.83, and the skewness 











Descriptive Statistics for the Writing Test across Assessment Conditions and Rating 
Scales (N = 120) 
Scale Condition 
Central Tendency Dispersion   Distributions 
Mean Med. Mode Min. Max SD Skw. Krt. 
LFM Access to 
no tool 3.66 3.83 4.00 2.33 5.00 0.67 -0.22 -0.56 
spelling tool  3.50 3.50 4.00 2.17 5.00 0.78 0.17 -0.73 
grammar tool 3.29 3.42 2.67 1.67 4.33 0.68 -0.27 -0.53 
reference tool 3.48 3.50 3.00 2.00 5.00 0.76 0.15 -0.53 
MFM Access to 
no tool 3.57 3.67 3.17 2.33 4.83 0.67 -0.08 -0.82 
spelling tool  3.41 3.50 2.33 2.17 5.00 0.80 0.26 -0.57 
grammar tool 3.15 3.25 2.33 1.67 4.33 0.75 -0.25 -0.53 
reference tool 3.45 3.41 3.00 2.00 5.00 0.74 0.16 -0.38 
CFM Access to 
no tool 3.76 3.83 4.17 2.17 5.00 0.78 -0.34 -0.82 
spelling tool  3.54 3.67 2.33 2.00 5.00 0.84 -0.20 -1.08 
grammar tool 3.42 3.50 3.83 2.00 4.50 0.72 -0.40 -0.39 
reference tool 3.64 3.50 2.83 1.83 5.00 0.82 0.15 -0.41 
TM Access to 
no tool 3.86 3.83 3.50 2.50 5.00 0.71 -0.23 -0.63 
spelling tool  3.54 3.67 3.67 2.00 5.00 0.76 -0.14 -0.48 
grammar tool 3.52 3.58 4.00 2.00 5.00 0.69 -0.43 0.14 
reference tool 3.68 3.67 5.00 1.67 5.00 0.80 -0.15 0.09 
FM Access to 
no tool 4.14 4.33 4.33 2.83 5.00 0.62 -0.44 -0.77 
spelling tool  3.84 4.00 4.00 2.33 5.00 0.73 -0.21 -0.89 
grammar tool 3.79 3.83 3.83 2.17 5.00 0.69 -0.73 0.46 
reference tool 3.82 3.67 3.67 1.67 5.00 0.80 -0.44 0.34 
IM Access to 
no tool 4.05 4.17 4.67 2.67 5.00 0.62 -0.44 -0.76 
spelling tool  3.71 3.83 3.83 2.17 4.83 0.75 -0.50 -0.62 
grammar tool 3.68 3.83 4.00 1.67 4.67 0.67 -1.03 1.53 
reference tool 3.72 3.67 3.67 1.83 5.00 0.80 -0.07 -0.47 
All Access to 
no tool  3.84 4.03 3.17 2.61 4.94 0.65 -0.30 -0.90 
spelling tool  3.59 3.75 2.36 2.36 4.92 0.75 -0.10 -0.99 
grammar tool 3.47 3.56 3.42 1.86 4.58 0.66 -0.51 -0.14 
reference tool 3.63 3.60 3.00 1.83 5.00 0.75 0.02 -0.15 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 





 In order to more effectively review test-takers’ performance within each 
assessment condition and examine whether the difference in their performance is 
statistically significant, the mean and standard deviation, along with the lower and upper 
bound of the 95% confidence interval of the mean of each rating scale, were compared 
across assessment conditions and proficiency levels for each task. In addition, the means 
of the four assessment condition groups were compared by each proficiency level using 
one-way ANOVA. The results for Task 1, 2, and 3 are displayed in Tables 4.7, 4.8, and 
4.9, respectively.  
 As presented in Table 4.7, test-takers within the same proficiency level received a 
similar score on the six components of the rating rubric across the four assessment 
conditions for Task 1 (apology email to a project partner), with a correspondingly similar 
standard deviation. The ANOVA analysis results indicate that the mean score differences 
across the four assessment conditions for each proficiency level within each rating scale 
were not statistically significant, and the overlapping of the 95% confidence interval of 
the means among all assessment conditions supports these results.  
Although there was no statistically significant difference in the mean scores 
among the four assessment conditions for each proficiency level within each rating scale, 
it is worth noting that the group of test-takers who had access to no linguistic tools 
performed generally better than the other three groups of test-takers who had access to a 
linguistic tool. This pattern was found in all six components of the rubric for the 
advanced and proficient test-takers and in four components for the intermediate test-
takers (excluding Morphosyntactic Form and Meaning and Cohesive Form and 
Meaning). This tendency toward test-takers performing better on the task without access 
		
94 
to a linguistic tool than with access to a linguistic tool may be due to the fact that Task 1 
was the initial writing task, and those who had access to a linguistic tool had to first 
figure out how to best utilize the given tool. Another possible reason behind this 
phenomenon may simply be attributable to the nature of the task. Since the test-takers 
were given a relatively short amount of time (i.e., 15 minutes) to complete Task 1, merely 
having access to a linguistic tool may not have been helpful under this constraint. The 
task—writing an email—may also be characterized as a comparatively simple task, so 
again this access to a linguistic tool may not have naturally led to a better performance in 
all six aspects of writing ability. However, as noted previously, the differences observed 


















Descriptive Statistics for Task 1 (Apology Email to a Project Partner) across Rating 
Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 2.91 0.70 [2.44, 3.38] 
F(3, 40) = 0.38, 
p = .77;  
η2 = .03 
Access to spelling tool  13 2.69 0.56 [2.35, 3.03] 
Access to grammar tool 9 2.67 0.71 [2.12, 3.21] 
Access to reference tool 11 2.64 0.71 [2.16, 3.11] 
Adv. 
Access to no tools 11 3.68 0.78 [3.16, 4.21] 
F(3, 42) = 1.14, 
p = .34; 
η2 = .08 
Access to spelling tool  11 3.18 0.72 [2.70, 3.66] 
Access to grammar tool 12 3.25 0.75 [2.77, 3.73] 
Access to reference tool 12 3.21 0.69 [2.77, 3.65] 
Prof. 
Access to no tools 7 4.36 0.56 [3.84, 4.87] F(3, 26) = 1.59, 
p = .22; 
η2 = .16 
Access to spelling tool  7 4.29 0.76 [3.59, 4.98] 
Access to grammar tool 9 3.72 0.62 [3.25, 4.20] 
Access to reference tool 7 4.21 0.70 [3.57, 4.86] 
MFM 
Int. 
Access to no tools 11 2.82 0.75 [2.31, 3.32] F(3, 40) = 0.10, 
p = .96; 
η2 = .01 
Access to spelling tool  13 2.85 0.47 [2.56, 3.13] 
Access to grammar tool 9 2.72 0.75 [2.14, 3.30] 
Access to reference tool 11 2.73 0.65 [2.29, 3.16] 
Adv. 
Access to no tools 11 3.55 0.93 [2.92, 4.17] F(3, 42) = 1.06, 
p = .38; 
η2 = .07 
Access to spelling tool  11 3.45 0.72 [2.97, 3.94] 
Access to grammar tool 12 3.04 1.05 [2.37, 3.71] 
Access to reference tool 12 3.58 0.51 [3.26, 3.91] 
Prof. 
Access to no tools 7 4.29 0.76 [3.59, 4.98] F(3, 26) = 0.83, 
p = .49; 
η2 = .09 
Access to spelling tool  7 4.14 0.80 [3.40, 4.88] 
Access to grammar tool 9 3.78 0.44 [3.44, 4.12] 
Access to reference tool 7 4.14 0.75 [3.59, 4.98] 
CFM 
Int. 
Access to no tools 11 2.86 0.90 [2.26, 3.47] 
F(3, 40) = 0.16, 
p = .92; 
η2 =.01 
Access to spelling tool  13 2.69 0.69 [2.27, 3.11] 
Access to grammar tool 9 2.89 0.82 [2.26, 3.52] 
Access to reference tool 11 2.86 0.71 [2.39, 3.34] 
Adv. 
Access to no tools 11 3.59 0.76 [3.01, 4.17] 
F(3, 42) = 0.22, 
p = .88; 
η2 = .02 
Access to spelling tool  11 3.55 0.82 [2.99, 4.10] 
Access to grammar tool 12 3.33 1.05 [2.67, 4.00] 
Access to reference tool 12 3.42 0.63 [3.01, 3.82] 
Prof. 
Access to no tools 7 4.57 0.61 [4.01, 5.13] 
F(3, 26) = 1.87, 
p = .16; 
η2 = .18 
Access to spelling tool  7 4.21 0.76 [3.51, 4.91] 
Access to grammar tool 9 3.83 0.75 [3.26, 4.41] 
Access to reference tool 7 4.50 0.65 [3.90, 5.10] 
Note.  LFM = Lexical Form and Meaning   Int. = Intermediate 
 MFM = Morphosyntactic Form and Meaning Adv. = Advanced 
 CFM = Cohesive Form and Meaning   Prof. = Proficient    
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Table 4.7 (continued) 
Descriptive Statistics for Task 1 (Apology Email to a Project Partner) across Rating 
Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 3.23 0.79 [2.70, 3.76] 
F(3, 40) = 0.36, 
p = .78;  
η2 = .03 
Access to spelling tool  13 2.92 0.53 [2.60, 3.25] 
Access to grammar tool 9 3.11 1.19 [2.19, 4.03] 
Access to reference tool 11 3.23 0.85 [2.66, 3.80] 
Adv. 
Access to no tools 11 3.95 0.76 [3.45, 4.46] 
F(3, 42) = 1.20, 
p = .32;  
η2 = .08 
Access to spelling tool  11 3.41 0.83 [2.85, 3.97] 
Access to grammar tool 12 3.46 1.03 [2.80, 4.11] 
Access to reference tool 12 3.38 0.64 [2.97, 3.78] 
Prof. 
Access to no tools 7 4.57 0.45 [4.16, 4.99] F(3, 26) = 2.10, 
p = .13;  
η2 = .20 
Access to spelling tool  7 4.07 0.93 [3.21, 4.93] 
Access to grammar tool 9 3.72 0.71 [3.17, 4.27] 
Access to reference tool 7 4.36 0.69 [3.72, 5.00] 
FM 
Int. 
Access to no tools 11 3.55 0.93 [2.92, 4.17] F(3, 40) = 0.54, 
p = .66;  
η2 = .04 
Access to spelling tool  13 3.15 0.52 [2.84, 3.47] 
Access to grammar tool 9 3.39 0.93 [2.68, 4.10] 
Access to reference tool 11 3.23 0.85 [2.66, 3.80] 
Adv. 
Access to no tools 11 4.18 0.80 [3.75, 4.61] F(3, 42) = 1.43, 
p = .25;  
η2 = .09 
Access to spelling tool  11 3.86 0.81 [3.32, 4.41] 
Access to grammar tool 12 3.67 0.83 [3.14, 4.20] 
Access to reference tool 12 3.54 0.84 [3.01, 4.07] 
Prof. 
Access to no tools 7 4.71 0.39 [4.35, 5.08] F(3, 26) = 0.91, 
p = .45;  
η2 = .10 
Access to spelling tool  7 4.57 0.53 [4.08, 5.07] 
Access to grammar tool 9 4.28 0.67 [3.77, 4.79] 
Access to reference tool 7 4.57 0.53 [4.08, 5.07] 
IM 
Int. 
Access to no tools 11 3.41 0.94 [2.78, 4.04] 
F(3, 40) = 0.60, 
p = .62;  
η2 = .04 
Access to spelling tool  13 2.96 0.75 [2.51, 3.41] 
Access to grammar tool 9 3.28 1.00 [2.51, 4.05] 
Access to reference tool 11 3.09 0.83 [2.53, 3.65] 
Adv. 
Access to no tools 11 3.91 0.58 [3.52, 4.30] 
F(3, 42) = 0.63, 
p = .60;  
η2 = .04 
Access to spelling tool  11 3.77 0.72 [3.29, 4.26] 
Access to grammar tool 12 3.50 0.93 [2.91, 4.09] 
Access to reference tool 12 3.58 0.85 [3.04, 4.12] 
Prof. 
Access to no tools 7 4.86 0.24 [4.63, 5.08] 
F(3, 26) = 1.42, 
p = .26;  
η2 = .14 
Access to spelling tool  7 4.21 0.91 [3.38, 5.05] 
Access to grammar tool 9 4.28 0.51 [3.89, 4.67] 
Access to reference tool 7 4.43 0.79 [3.70, 5.16] 
Note.  TM = Topical Meaning    Int. = Intermediate  
 FM = Functional Meaning   Adv. = Advanced 
 IM = Implied Meaning     Prof. = Proficient 
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 For Task 2 (negative online review of a catering service), again, the test-takers in 
the four assessment conditions for each proficiency level received a similar score for the 
six rating scales (see Table 4.8). In examining the best performing group of test-takers 
within each proficiency level and rating scale, a slightly different pattern was found 
compared to what was found in Task 1. For Task 1, generally, test-takers who had access 
to no linguistic tool outperformed others with access to linguistic tools, and this was 
observed in all three proficiency levels. However, for Task 2, although the same pattern 
emerged for the intermediate and advanced test-takers, the proficient test-takers 
established a different pattern. That is, among the intermediate and advanced test-takers, 
those who did not have access to any linguistic tool received the highest score across all 
components of the rubric. Contrastingly, among proficient level test-takers, it was the 
test-takers who had access to the reference tool that received the highest score, and this 
was found in all six components of the rubric. This implies that although test-takers from 
all three proficiency levels had access to the reference tool, it was only the proficient test-
takers who were able to make effective use of the dictionary and/or thesaurus and 
perform better in their writing.  
It is worthwhile to note why this pattern was observed in Task 2 but not in Task 1. 
As mentioned previously, all test-takers may have needed time to get accustomed to the 
given linguistic tool when writing for Task 1; thus, having access to a linguistic tool may 
not have been of merit to any of the three proficiency levels. However, by the time test-
takers were writing for the second task, the proficient test-takers may have been able to 
make use of the linguistic tool in a way that helped them perform better in all aspects of 
writing ability. Additionally, it is interesting to note that among the three groups that had 
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access to different linguistic tools, it was the group of test-takers who had access to the 
reference tool that performed the best across all six components of the rubric for Task 2. 
This could again be related to the requirements of the task. In Task 2, test-takers were 
asked to describe the negative experience they had with a catering service. They had to 
detail how the quality and amount of the provided food and service were not satisfying, 
and in doing so, having access to the reference tool (i.e., dictionary and/or thesaurus) may 
have helped test-takers complete the task with better forms and meanings in all aspects of 
their writing. To reiterate, it may have been only the proficient test-takers who were able 
to master the use of the reference tool in a way that helped them fulfill the task.  
Through examining the statistically significant difference between the assessment 
conditions, it was determined that the proficient test-takers who had access to the 
reference tool and those who had access to the grammar tool showed a statistically 
significant difference in their mean scores for Cohesive Form and Meaning and Implied 
Meaning. The mean score of Cohesive Form and Meaning for the test-takers who had 
access to the reference tool (𝑋 = 4.64) was statistically higher than the mean score of 
those who had access to the grammar tool (𝑋 = 3.56), and the mean score of Implied 
Meaning of the test-takers who used the reference tool (𝑋 = 4.71) was again higher than 
the score of those who had access to the grammar tool (𝑋 = 3.83). Additionally, there was 
no overlap between the 95% confidence interval of the means for both components—
[3.07, 4.04] and [4.20, 5.08] for Cohesive Form and Meaning and [3.50, 4.17] and [4.35, 5.08] 
for Implied Meaning.  
 It is interesting to note that for both components, it is the group that had access to 
the reference tool performing statistically better than the group that had access to the 
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grammar tool. When the test-takers’ actual use of the linguistic tools was analyzed (see 
Chapter V for more detail), the grammar tool provided assistance in morphosyntactic 
form (e.g., syntactic form and word order) and lexical form (e.g., affixes), whereas the 
reference tool provided assistance in both morphosyntactic form and meaning (e.g., 
cause-effect, passivization) and lexical form and meaning (e.g., meaning of individual 
words, meanings of formulaic expressions, collocation). The fact that the group that had 
access to the reference tool performed better in Cohesive Form and Meaning and Implied 
Meaning than the group that had access to the grammar tool suggests that having access 
to a linguistic tool that provides assistance in both the forms and meanings of the lexical 
and morphosyntactic elements of language knowledge enables test-takers to write with 
better cohesion and more effectively convey the implied meaning than having access to a 















Descriptive Statistics for Task 2 (Negative Online Review of a Catering Service) across 
Rating Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 3.23 0.88 [2.64, 3.82] 
F(3,40) = 0.62, 
p = .61; 
η2 = .04 
Access to spelling tool  13 2.85 0.72 [2.41, 3.28] 
Access to grammar tool 9 2.78 0.79 [2.17, 3.39] 
Access to reference tool 11 2.86 0.98 [2.21, 3.52] 
Adv. 
Access to no tools 11 3.82 0.75 [3.31, 4.32] 
F(3, 42) = 2.51, 
p = .18; 
η2 = .11 
Access to spelling tool  11 3.64 0.67 [3.18, 4.09] 
Access to grammar tool 12 3.04 1.12 [2.33, 3.75] 
Access to reference tool 12 3.50 0.83 [2.98, 4.02] 
Prof. 
Access to no tools 7 3.86 0.63 [3.28, 4.44] F(3, 26) = 2.12, 
p = .12; 
η2 = .20 
Access to spelling tool  7 4.07 0.93 [3.21, 4.93] 
Access to grammar tool 9 3.44 0.46 [3.09, 3.80] 
Access to reference tool 7 4.21 0.57 [3.69, 4.74] 
MFM 
Int. 
Access to no tools 11 3.00 0.84 [2.44, 3.56] F(3,40) = 1.27, 
p = .30; 
η2 = .09 
Access to spelling tool  13 2.54 0.69 [2.12, 2.96] 
Access to grammar tool 9 2.33 0.71 [1.79, 2.88] 
Access to reference tool 11 2.68 0.93 [2.06, 3.31] 
Adv. 
Access to no tools 11 3.73 0.79 [3.20, 4.26] F(3, 42) = 2.51, 
p = .07; 
η2 = .15 
Access to spelling tool  11 3.59 0.70 [3.12, 4.06] 
Access to grammar tool 12 2.88 0.98 [2.25, 3.50] 
Access to reference tool 12 3.33 0.72 [2.88, 3.79] 
Prof. 
Access to no tools 7 3.57 0.45 [3.16, 3.99] F(3, 26) = 2.97, 
p = .05; 
η2 = .26 
Access to spelling tool  7 4.21 0.76 [3.52, 4.91] 
Access to grammar tool 9 3.44 0.77 [2.85, 4.04] 
Access to reference tool 7 4.21 0.57 [3.69, 4.74] 
CFM 
Int. 
Access to no tools 11 3.18 1.12 [2.43, 3.94] 
F(3,40) = 0.88, 
p = .46; 
η2 = .06 
Access to spelling tool  13 2.65 0.69 [2.24, 3.07] 
Access to grammar tool 9 2.67 0.66 [2.16, 3.18] 
Access to reference tool 11 2.95 1.01 [2.28, 3.63] 
Adv. 
Access to no tools 11 3.77 1.01 [3.09, 4.45] 
F(3, 42) = 1.32, 
p = .28; 
η2 = .09 
Access to spelling tool  11 3.64 0.87 [3.05, 4.22] 
Access to grammar tool 12 3.04 1.14 [2.32, 3.76] 
Access to reference tool 12 3.54 0.72 [3.08, 4.00] 
Prof. 
Access to no tools 7 3.86 0.48 [3.42, 4.30] 
F(3, 26) = 5.62, 
p = .00; 
η2 = .39 
Access to spelling tool  7 4.21 0.57 [3.69, 4.74] 
Access to grammar tool 9 3.56 0.63 [3.07, 4.04] 
Access to reference tool 7 4.64 0.48 [4.20, 5.08] 
Note.  LFM = Lexical Form and Meaning   Int. = Intermediate 
 MFM = Morphosyntactic Form and Meaning Adv. = Advanced 




Table 4.8 (continued) 
 Descriptive Statistics for Task 2 (Negative Online Review of a Catering Service) across 
Rating Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 3.41 1.14 [2.65, 4.17] 
F(3,40) = 0.82, 
p = .49;  
η2 = .06 
Access to spelling tool  13 2.96 0.56 [2.62, 3.30] 
Access to grammar tool 9 2.83 0.66 [2.32, 3.34] 
Access to reference tool 11 3.05 1.06 [2.33, 3.76] 
Adv. 
Access to no tools 11 3.73 0.93 [3.10, 4.35] 
F(3, 42) = 0.51, 
p = .68;  
η2 = .04 
Access to spelling tool  11 3.64 0.84 [3.07, 4.20] 
Access to grammar tool 12 3.29 0.96 [2.68, 3.90] 
Access to reference tool 12 3.58 0.87 [3.03, 4.14] 
Prof. 
Access to no tools 7 4.00 0.65 [3.40, 4.60] F(3, 26) = 1.99, 
p = .14;  
η2 = .19 
Access to spelling tool  7 4.07 0.93 [3.21, 4.93] 
Access to grammar tool 9 3.67 0.97 [2.92, 4.41] 
Access to reference tool 7 4.64 0.48 [4.20, 5.08] 
FM 
Int. 
Access to no tools 11 3.59 0.89 [2.99, 4.19] F(3,40) = 0.64, 
p = .59;  
η2 = .05 
Access to spelling tool  13 3.23 0.60 [2.87, 3.59] 
Access to grammar tool 9 3.17 0.61 [2.70, 3.64] 
Access to reference tool 11 3.27 0.93 [2.65, 3.90] 
Adv. 
Access to no tools 11 4.14 0.71 [3.66, 4.61] F(3, 42) = 0.75, 
p = .53;  
η2 = .05 
Access to spelling tool  11 3.91 0.83 [3.35, 4.47] 
Access to grammar tool 12 3.63 1.05 [2.96, 4.29] 
Access to reference tool 12 3.83 0.65 [3.42, 4.25] 
Prof. 
Access to no tools 7 4.36 0.48 [3.92, 4.80] F(3, 26) = 1.99, 
p = .14;  
η2 = .19 
Access to spelling tool  7 4.50 0.50 [4.04, 4.96] 
Access to grammar tool 9 4.06 0.68 [3.53, 4.58] 
Access to reference tool 7 4.71 0.49 [4.26, 5.17] 
IM 
Int. 
Access to no tools 11 3.55 0.91 [2.94, 4.15] 
F(3,40) = 1.40, 
p = .26; η2 
= .10 
Access to spelling tool  13 3.15 0.59 [2.80, 3.51] 
Access to grammar tool 9 3.06 0.68 [2.53, 3.58] 
Access to reference tool 11 2.91 0.83 [2.35, 3.47] 
Adv. 
Access to no tools 11 4.00 0.67 [3.55, 4.45] 
F(3, 42) = 1.11, 
p = .36;  
η2 = .07 
Access to spelling tool  11 3.91 0.83 [3.35, 4.47] 
Access to grammar tool 12 3.42 1.04 [2.76, 4.08] 
Access to reference tool 12 3.83 0.75 [3.36, 4.31] 
Prof. 
Access to no tools 7 4.21 0.39 [3.85, 4.58] 
F(3, 26) = 5.05, 
p = .01;  
η2 = .37 
Access to spelling tool  7 4.29 0.57 [3.76, 4.81] 
Access to grammar tool 9 3.83 0.43 [3.50, 4.17] 
Access to reference tool 7 4.71 0.39 [4.35, 5.08] 
Note.  TM = Topical Meaning    Int. = Intermediate  
 FM = Functional Meaning   Adv. = Advanced 




Finally, the descriptive statistics for Task 3 (discussion board post about online 
education) of the writing test across the rating scales, proficiency levels, and assessment 
conditions are presented in Table 4.9. Overall, as with Tasks 1 and 2, the test-takers in the 
four assessment conditions for each proficiency level received a similar score for each of 
the six rating scales. Echoing the analysis conducted for the previous two tasks, the best 
performing group of test-takers within each proficiency level and rating scale was 
examined. Similar to Task 2, when looking at the intermediate and the advanced test-
takers, it was the test-takers did not have access to a linguistic tool that was the best 
performing group across all six scales; for the proficient test-takers, it was the group of 
test-takers that had access to a linguistic tool that received the highest score across all 
components of the rubric. Unlike the findings of Task 2, in which the group of test-takers 
who had access to the reference tool outperformed the others, it was the group of test-
takers who had access to the spelling tool that received the highest scores for Task 3.  
As with the previous task, the reason behind the superior performance of 
intermediate and advanced test-takers without access to a linguistic tool over those who 
had access to a linguistic tool may be that the linguistic tool is not contributing anything 
to the intermediate and advanced test-takers’ performance in writing. Intriguingly, 
however, the group of test-takers that had access to the spelling tool performed better 
among the proficient test-takers here, which differs from the success of those using the 
reference tool observed in Task 2. This could because, in writing descriptive language for 
the second task, the reference tool proved helpful, whereas in Task 3, in which test-takers 
did not need to be descriptive but needed to express their opinion in relatively extended 
writing, having access to the spelling tool was more useful. Of course, this applies only 
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for the proficient test-takers, which implies that having assistance in the lexical and 
morphosyntactic forms in writing an extended response (as in Task 3) enables test-takers 
to perform better. However, again, since most of the differences in the mean scores were 
not statistically significant, the fact that the proficient test-takers who had access to the 
spelling tool performed better than others may be attributable to chance.  
In examining the pairs with a significant difference in the mean score,  
the intermediate test-takers who had access to no linguistic tool performed better than 
those who had access to the spelling tool for Morphosyntactic Form and Meaning, and 
this mean difference was statistically significant with no overlap between the 95% 
confidence interval of the means between the two groups. With access to the spelling 
tool, test-takers are given assistance with the lexical form (e.g., orthographical forms and 
countability) and morphosyntactic form (e.g., affix). For the intermediate test-takers, 
having assistance with these forms did not lead to a better performance, even leading test-



















Descriptive Statistics for Task 3 (Discussion Board Post about Online Education) across 
Rating Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 3.36 0.74 [2.86, 3.86] 
F(3, 40) = 0.41, 
p = .75;  
η2 = .03 
Access to spelling tool  13 3.23 0.63 [2.85, 3.61] 
Access to grammar tool 9 3.11 0.33 [2.85, 3.37] 
Access to reference tool 11 3.36 0.55 [2.99, 3.73] 
Adv. 
Access to no tools 11 4.05 0.69 [3.58, 4.51] 
F(3, 42) = 0.96, 
p = .42;  
η2 = .06 
Access to spelling tool  11 3.91 0.83 [3.35, 4.47] 
Access to grammar tool 12 3.50 1.02 [2.85, 4.15] 
Access to reference tool 12 3.75 0.66 [3.33, 4.17] 
Prof. 
Access to no tools 7 4.14 0.63 [3.56, 4.72] F(3, 26) =2.82, 
p = .06;  
η2 = .25 
Access to spelling tool  7 4.93 0.19 [4.75, 5.10] 
Access to grammar tool 9 4.11 0.70 [3.58, 4.65] 
Access to reference tool 7 4.50 0.76 [3.79, 5.21] 
MFM 
Int. 
Access to no tools 11 3.50 0.45 [3.20, 3.80] F(3,40) = 3.79, 
p = .02;  
η2 = .22 
Access to spelling tool  13 2.81 0.60 [2.45, 3.17] 
Access to grammar tool 9 3.00 0.50 [2.62, 3.38] 
Access to reference tool 11 3.23 0.52 [2.88, 3.58] 
Adv. 
Access to no tools 11 3.91 0.58 [3.52, 4.30] F(3, 42) = 2.66, 
p = .06;  
η2 = .16 
Access to spelling tool  11 3.77 0.56 [3.39, 4.15] 
Access to grammar tool 12 3.17 0.86 [2.62, 3.71] 
Access to reference tool 12 3.58 0.63 [3.18, 3.99] 
Prof. 
Access to no tools 7 4.29 0.57 [3.76, 4.81] F(3, 26) =1.64, 
p = .21;  
η2 = .16 
Access to spelling tool  7 4.79 0.39 [4.42, 5.15] 
Access to grammar tool 9 4.11 0.65 [3.61, 4.61] 
Access to reference tool 7 4.43 0.79 [3.70, 5.16] 
CFM 
Int. 
Access to no tools 11 3.64 0.55 [3.27, 4.01] 
F(3,40) = 0.97, 
p = .42;  
η2 = .07 
Access to spelling tool  13 3.27 0.75 [2.81, 3.72] 
Access to grammar tool 9 3.17 0.61 [2.70, 3.64] 
Access to reference tool 11 3.45 0.76 [2.95, 3.96] 
Adv. 
Access to no tools 11 4.50 0.50 [4.16, 4.84] 
F(3, 42) = 1.56, 
p = .22;  
η2 = .10 
Access to spelling tool  11 4.09 0.80 [3.55, 4.63] 
Access to grammar tool 12 3.92 0.85 [3.38, 4.46] 
Access to reference tool 12 3.88 0.86 [3.33, 4.42] 
Prof. 
Access to no tools 7 4.43 0.67 [3.81, 5.05] 
F(3, 26) = 1.63, 
p = .21;  
η2 = .16 
Access to spelling tool  7 4.93 0.19 [4.75, 5.10] 
Access to grammar tool 9 4.33 0.61 [3.86, 4.80] 
Access to reference tool 7 4.57 0.61 [4.01, 5.13] 
Note.  LFM = Lexical Form and Meaning   Int. = Intermediate 
 MFM = Morphosyntactic Form and Meaning Adv. = Advanced 




Table 4.9 (continued) 
Descriptive Statistics for Task 3 (Discussion Board Post about Online Education) across 
Rating Scales, Proficiency Levels, and Assessment Conditions (N = 120) 






Access to no tools 11 3.36 0.50 [3.02, 3.70] 
F(3,40) = 0.68, 
p = .57;  
η2 = .05 
Access to spelling tool  13 3.04 0.80 [2.55, 3.52] 
Access to grammar tool 9 3.28 0.67 [2.77, 3.79] 
Access to reference tool 11 3.41 0.77 [2.89, 3.93] 
Adv. 
Access to no tools 11 4.45 0.52 [4.10, 4.81] 
F(3, 42) = 1.60, 
p = .20;  
η2 = .10 
Access to spelling tool  11 4.00 0.81 [3.46, 4.54] 
Access to grammar tool 12 3.88 0.86 [3.33, 4.42] 
Access to reference tool 12 3.83 0.78 [3.34, 4.33] 
Prof. 
Access to no tools 7 4.57 0.53 [4.08, 5.07] F(3, 26) = 1.60, 
p = .22;  
η2 = .16 
Access to spelling tool  7 5.00 0.00 [5.00, 5.00] 
Access to grammar tool 9 4.44 0.63 [3.96, 4.93] 
Access to reference tool 7 4.57 0.61 [4.01, 5.13] 
FM 
Int. 
Access to no tools 11 3.91 0.58 [3.52, 4.30] F(3,40) = 1.32, 
p = .28;  
η2 = .09 
Access to spelling tool  13 3.46 0.52 [3.15, 3.78] 
Access to grammar tool 9 3.44 0.53 [3.04, 3.85] 
Access to reference tool 11 3.55 0.82 [2.99, 4.10] 
Adv. 
Access to no tools 11 4.68 0.46 [4.37, 4.99] F(3, 42) = 3.05, 
p = .04;  
η2 = .18 
Access to spelling tool  11 4.14 0.71 [3.66, 4.61] 
Access to grammar tool 12 3.96 0.75 [3.48, 4.44] 
Access to reference tool 12 3.88 0.80 [3.37, 4.38] 
Prof. 
Access to no tools 7 4.57 0.53 [4.08, 5.07] F(3, 26) = 1.18, 
p = .34;  
η2 = .12 
Access to spelling tool  7 5.00 0.00 [5.00, 5.00] 
Access to grammar tool 9 4.56 0.46 [4.20, 4.91] 
Access to reference tool 7 4.71 0.76 [4.02, 5.41] 
IM 
Int. 
Access to no tools 11 3.86 0.60 [3.46, 4.26] 
F(3,40) = 1.92, 
p = .14;  
η2 = .13 
Access to spelling tool  13 3.27 0.60 [2.91, 3.63] 
Access to grammar tool 9 3.61 0.49 [3.24, 3.98] 
Access to reference tool 11 3.41 0.80 [2.87, 3.95] 
Adv. 
Access to no tools 11 4.59 0.49 [4.26, 4.92] 
F(3, 42) = 2.90, 
p = .05; 
η2 = .17 
Access to spelling tool  11 4.00 0.81 [3.46, 4.54] 
Access to grammar tool 12 3.88 0.80 [3.37, 4.38] 
Access to reference tool 12 3.83 0.62 [3.44, 4.22] 
Prof. 
Access to no tools 7 4.57 0.53 [4.08, 5.07] 
F(3, 26) = 2.03, 
p = .14;  
η2 = .19 
Access to spelling tool  7 5.00 0.00 [5.00, 5.00] 
Access to grammar tool 9 4.33 0.56 [3.90, 4.76] 
Access to reference tool 7 4.64 0.75 [3.95, 5.33] 
Note.  TM = Topical Meaning    Int. = Intermediate  
FM = Functional Meaning   Adv. = Advanced 
 IM = Implied Meaning     Prof. = Proficient 
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 In sum, when the mean scores of the writing test were compared across the four 
assessment conditions for each proficiency level within each rating scale for all three 
tasks, no statistically significant difference was found.  
In addition to the individual components of the rubric, the average scores across 
the six scales were examined by task, and the mean scores were once again compared 
across proficiency levels and assessment conditions, with the results presented in Table 
4.10. In terms of the mean comparisons across the rating scales for Task 1, the group that 
did not have access to a linguistic tool performed better than the other three groups that 
had access to a linguistic tool, for all three proficiency levels. However, the mean 
differences were not statistically significant. For Task 2, regarding the mean comparisons 
across the components of the rubric for intermediate and advanced test-takers, the group 
of test-takers who did not have access to a linguistic tool received the highest score; 
among the proficient test-takers, the group that had access to the reference tool received 
the highest score. In addition, post hoc tests revealed that the difference between the 
mean scores of the proficient test-takers who had access to the grammar tool and those 
who had access to the reference tool was statistically significant, with those who had 
access to the reference tool performing better than those who had access to the grammar 
tool. Lastly, for Task 3, the same pattern of mean differences was found across the rating 
scales once again. For both the intermediate and advanced levels, the group that had 
access to no linguistic tool received the highest score for the third task, but for the 
proficient level, the group that had access to the spelling tool received the highest score 
compared to the other groups of test-takers. However, the results should again be 




Descriptive Statistics of Writing Test across Tasks, Proficiency Levels, and Assessment 
Conditions (N = 120) 








Access to no tools 11 3.13 0.77 [2.61, 3.65] 
F(3,40) = 0.27,  
p = .85;  
η2 = .02 
Access to spelling tool  13 2.88 0.49 [2.58, 3.17] 
Access to grammar tool 9 3.01 0.83 [2.37, 3.64] 
Access to reference tool 11 2.96 0.70 [2.49, 3.43] 
Adv. 
Access to no tools 11 3.81 0.67 [3.36, 4.26] 
F(3, 42) = 0.81,  
p = .50;  
η2 = .06 
Access to spelling tool  11 3.54 0.71 [3.06, 4.01] 
Access to grammar tool 12 3.38 0.86 [2.83, 3.92] 
Access to reference tool 12 3.45 0.57 [3.09, 3.82] 
Prof. 
Access to no tools 7 4.56 0.36 [4.23, 4.89] F(3, 26) = 2.11,  
p = .12;  
η2 = .20 
Access to spelling tool  7 4.25 0.63 [3.67, 4.83] 
Access to grammar tool 9 3.94 0.47 [3.57, 4.30] 





Access to no tools 11 3.33 0.90 [2.72, 3.93] F(3,40) = 1.02,  
p = .39;  
η2 = .07 
Access to spelling tool  13 2.90 0.55 [2.57, 3.23] 
Access to grammar tool 9 2.81 0.50 [2.42, 3.19] 
Access to reference tool 11 2.95 0.90 [2.35, 3.56] 
Adv. 
Access to no tools 11 3.86 0.76 [3.35, 4.38] F(3, 42) = 1.45,  
p = .24;  
η2 = .09 
Access to spelling tool  11 3.72 0.71 [3.24, 4.20] 
Access to grammar tool 12 3.22 0.97 [2.60, 3.83] 
Access to reference tool 12 3.60 0.66 [3.18, 4.02] 
Prof. 
Access to no tools 7 3.98 0.36 [3.64, 4.31] F(3, 26) = 3.98,  
p = .02;  
η2 = .32 
Access to spelling tool  7 4.23 0.62 [3.65, 4.80] 
Access to grammar tool 9 3.67 0.58 [3.22, 4.12] 





Access to no tools 11 3.61 0.47 [3.29, 3.92] 
F(3,40) = 1.62,  
p = .20;  
η2 = .11 
Access to spelling tool  13 3.18 0.54 [2.85, 3.51] 
Access to grammar tool 9 3.23 0.36 [2.96, 3.51] 
Access to reference tool 11 3.40 0.60 [3.00, 3.81] 
Adv. 
Access to no tools 11 4.36 0.47 [4.05, 4.68] 
F(3, 42) = 2.23,  
p = .10;  
η2 = .14 
Access to spelling tool  11 3.98 0.70 [3.52, 4.45] 
Access to grammar tool 12 3.72 0.79 [3.21, 4.22] 
Access to reference tool 12 3.79 0.60 [3.41, 4.18] 
Prof. 
Access to no tools 7 4.43 0.53 [3.94, 4.92] 
F(3, 26) = 2.09,  
p = .13;  
η2 = .19 
Access to spelling tool  7 4.94 0.08 [4.87, 5.01] 
Access to grammar tool 9 4.31 0.55 [3.89, 4.74] 
Access to reference tool 7 4.57 0.68 [3.94, 4.92] 
Note.  Task 1 = Apology email to a project partner   Int. = Intermediate  
Task 2 = Negative online review of a catering service Adv. = Advanced 
 Task 3 = Discussion board post about online education Prof. = Proficient 
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 Figure 4.2 once again depicts the mean scores denoted with the dots along with 
the upper and lower bounds of the 95% confidence intervals across the three tasks, the 
three proficiency levels, and the four assessment conditions.  
 
    Note. NT = Access to No Tool                ST = Access to Spelling Tool 
             GT = Access to Grammar Tool      RT = Access to Reference Tool 
 
Figure 4.2. Writing Test Mean Scores Comparison across Tasks, Proficiency Levels, and 
Assessment Conditions (N = 120). 
 
 
To summarize thus far, the differences in the mean scores across the four 
assessment conditions for each proficiency level were not considerable on the whole. 
Still, when the highest scores across the six components of the rubric and overall for each 
task were examined, an interesting pattern emerged. Among the intermediate and the 
advanced test-takers, generally, those who had access to no linguistic tool performed 
better than those who had access to a linguistic tool across all three tasks. However, 
among the proficient test-takers, who had adhered to the same pattern as the other two 
proficiency levels for Task 1, there emerged a different pattern in the subsequent tasks. 
For the task that required the use of more descriptive language, the proficient test-takers 
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meanings (i.e., reference tool) performed better than both those who had access to a tool 
that only focused on the form and those who were not given any assistance. For the task 
that did not demand as much descriptive language but was comparatively lengthy, having 
access to a tool that focused on features related to the lexical and morphosyntactic forms 
(i.e., spelling tool), especially related to the orthography, aided the proficient test-takers’ 
performance.  
 Results across assessment conditions and proficiency levels. As there were 
test-takers with three distinct proficiency levels who took the test in four different 
conditions, the test-takers’ scores across the six components of the rubric for each 
assessment condition were compared across the three proficiency levels to determine 
whether the test-takers with varying proficiency levels performed differently. The 
descriptive statistics for the test-takers’ scores for Tasks 1, 2, and 3 are displayed in 
Tables 4.11, 4.12, and 4.13, respectively. 
 Table 4.11 presents the descriptive statistics along with the results of ANOVA for 
Task 1 (apology email to a project partner). All proficient test-takers performed better 
than the advanced test-takers, and the advanced test-takers performed better than the 
intermediate test-takers for all six scales of the rubric in all four assessment conditions. 
However, when the post hoc Tukey test results and the 95% confidence interval of the 
means were examined to identify the pairs of proficiency levels that showed a statistically 
significant difference in their mean scores, the results were somewhat different across the 
assessment conditions.  
 For the group of test-takers that did not have access to any tools, the difference of 
the mean scores between the intermediate and the proficient test-takers for all six scales 
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for Task 1 was statistically significant and did not show any overlap between the 95% 
confidence interval of the mean scores. Implied Meaning was the only component that 
further showed a statistically significant difference between the advanced and the 
proficient test-takers.  
 Similar to this control group, the group of test-takers that had access to the 
spelling tool also showed a statistically significant difference of the mean scores between 
the intermediate and the proficient test-takers for Task 1. However, for Topical Meaning 
and Implied Meaning, there was an overlap of the 95% confidence interval of the mean 
scores between the two proficiency levels, which suggests that the apparent difference 
may not be entirely trustworthy given the current sample of test-takers and the current 
observed means and score distribution.  
 The least number of statistically significant differences between proficiency levels 
was found within the group that had access to the grammar tool for Task 1. Lexical Form 
and Meaning and Morphosyntactic Form and Meaning were the two components of the 
rubric where the intermediate and the proficient test-takers showed statistically 
significant difference in their mean scores.  
 Finally, for the group that had access to the reference tool, as with the groups of 
test-takers who had access to either no linguistic tool or to the spelling tool, the 
intermediate and the proficient test-takers showed significant difference in their mean 
scores for all six components of the rubric for Task 1. In addition to this disparity, the 
intermediate and advanced test-takers showed statistically significant difference in their 
mean scores for Morphosyntactic Form and Meaning, with the advanced and proficient 
test-takers additionally displaying statistically significant difference in their mean scores 
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for Lexical Form and Meaning, Cohesive Form and Meaning, Topical Meaning, and 
Functional Meaning. However, for Lexical Form and Meaning and Topical Meaning, 
there were overlaps of the 95% confidence intervals of the mean scores between the two 
proficiency levels. Thus, the difference of the mean scores between the advanced and the 
proficient test-takers for these two components may be due to chance.  
In sum, in writing Task 1, the intermediate and the proficient test-takers were 
noticeably distinct in their writing performance across all components of the rubric 
without the assistance of any linguistic tool. However, when writing with the assistance 
of the spelling tool or the grammar tool, distinctions in test-taker performance across 
proficiency levels were less apparent, while it became easier to identify more variance in 
test-taker performance across proficiency levels for those writing with the assistance of 
the reference tool. These findings indicate that for Task 1 (apology email to a project 
partner), the writing performances of the intermediate and the proficient test-takers were 
statistically different, but that having access to the reference tool (i.e., assistance in 
lexical and morphosyntactic forms and meanings) enabled the advanced test-takers to be 
distinct from the intermediate in terms of the component focused on both form and 
meaning of the language (i.e., Morphosyntactic Form and Meaning) and distinct from the 
proficient test-takers in the somewhat more meaning-based overall feature of language 
performance (i.e., Cohesive Form and Meaning and Functional Meaning), thus 
suggesting that providing access to the reference tool could be helpful in distinguishing 








Descriptive Statistics for Task 1 (Apology Email to a Project Partner) by Scale, 
Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 




(n = 29) 
LFM 
Int. 11 2.91 0.70 [2.44, 3.38] F(2, 26) = 9.34, p = .00,  
η2 = .42 
(Int. & Prof.) 
Adv. 11 3.68 0.78 [3.16, 4.21] 
Prof. 7 4.36 0.56 [3.84, 4.87] 
MFM  
Int. 11 2.82 0.75 [2.31, 3.32] F(2, 26) = 6.85, p = .00,  
η2 = .35 
(Int. & Prof.) 
Adv. 11 3.55 0.93 [2.92, 4.17] 
Prof. 7 4.29 0.76 [3.59, 4.98] 
CFM  
Int. 11 2.86 0.90 [2.26, 3.47] F(2, 26) = 9.20, p = .00,  
η2 = .41 
(Int. & Prof.) 
Adv. 11 3.59 0.86 [3.01, 4.17] 
Prof. 7 4.57 0.61 [4.01, 5.13] 
TM  
Int. 11 3.23 0.79 [2.70, 3.76] F(2, 26) = 7.94, p = .00,  
η2 = .38 
(Int. & Prof.) 
Adv. 11 3.95 0.76 [3.45, 4.46] 
Prof. 7 4.57 0.45 [4.16, 4.99] 
FM  
Int. 11 3.55 0.93 [2.92, 4.17] F(2, 26) = 5.72, p = .01,  
η2 = .31 
(Int. & Prof.) 
Adv. 11 4.18 0.64 [3.75, 4.61] 
Prof. 7 4.71 0.39 [4.35, 5.08] 
IM  
Int. 11 3.41 0.94 [2.78, 4.04] F(2, 26) = 9.23, p = .00,  
η2 = .42 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 3.91 0.58 [3.52, 4.30] 




(n = 31) 
LFM 
Int. 13 2.69 0.56 [2.35, 3.03] F(2, 28) = 13.15, p = .00,  
η2 = .48 
(Int. & Prof.) 
Adv. 11 3.18 0.72 [2.70, 3.66] 
Prof. 7 4.29 0.76 [3.59, 4.98] 
MFM  
Int. 13 2.85 0.47 [2.56, 3.13] F(2, 28) = 9.30, p = .00,  
η2 = .40 
(Int. & Prof.) 
Adv. 11 3.45 0.72 [2.97, 3.94] 
Prof. 7 4.14 0.80 [3.40, 4.88] 
CFM  
Int. 13 2.69 0.69 [2.27, 3.11] F(2, 28) = 9.91, p = .00, 
 η2 = .41 
(Int. & Prof.) 
Adv. 11 3.55 0.82 [2.99, 4.10] 
Prof. 7 4.21 0.76 [3.52, 4.91] 
TM  
Int. 13 2.92 0.53 [2.60, 3.25] F(2, 28) = 5.45, p = .01,  
η2 = .28 
(Int. & Prof.) 
Adv. 11 3.41 0.83 [2.85, 3.97] 
Prof. 7 4.07 0.93 [3.21, 4.93] 
FM  
Int. 13 3.15 0.52 [2.84, 3.47] F(2, 28) =11.57, p = .00,  
η2 = .45 
(Int. & Prof.) 
Adv. 11 3.86 0.81 [3.32, 4.41] 
Prof. 7 4.57 0.53 [4.08, 5.07] 
IM  
Int. 13 2.96 0.75 [2.51, 3.41] F(2, 28) = 6.76, p = .00,  
η2 = .33 
(Int. & Prof.) 
Adv. 11 3.77 0.72 [3.29, 4.26] 
Prof. 7 4.21 0.91 [3.38, 5.05] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
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Table 4.11 (continued) 
Descriptive Statistics for Task 1 (Apology Email to a Project Partner) by Scale, 
Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 





(n = 30) 
LFM 
Int. 9 2.67 0.71 [2.12, 3.21] F(2, 27) = 5.11, p = .01, 
 η2 = .28 
(Int. & Prof.) 
Adv. 12 3.25 0.75 [2.77, 3.73] 
Prof. 9 3.72 0.62 [3.25, 4.20] 
MFM  
Int. 9 2.72 0.75 [2.14, 3.30] F(2, 27) = 3.92, p = .03,  
η2 = .23 
(Int. & Prof.) 
Adv. 12 3.04 1.05 [2.37, 3.71] 
Prof. 9 3.78 0.44 [3.44, 4.12] 
CFM  
Int. 9 2.89 0.82 [2.26, 3.52] F(2, 27) = 2.46, p = .10,  
η2 = .15 Adv. 12 3.33 1.05 [2.67, 4.00] Prof. 9 3.83 0.75 [3.26, 4.41] 
TM  
Int. 9 3.11 1.19 [2.19, 4.03] F(2, 27) = 0.84, p = .44,  
η2 = .06 . Adv. 12 3.46 1.03 [2.80, 4.11] Prof. 9 3.72 0.71 [3.17, 4.27] 
FM  
Int. 9 3.39 0.93 [2.68, 4.10] F(2, 27) = 2.80, p = .08,  
η2 = .17 Adv. 12 3.67 0.83 [3.14, 4.20] Prof. 9 4.28 0.67 [3.77, 4.79] 
IM  
Int. 9 3.28 1.00 [2.51, 4.05] F(2, 27) = 3.48, p = .05, 




(n = 30) 
LFM 
Int. 11 2.64 0.71 [2.16, 3.11] F(2, 27) = 10.90, p = .00,  
η2 = .45 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.21 0.69 [2.77, 3.65] 
Prof. 7 4.21 0.70 [3.57, 4.86] 
MFM  
Int. 11 2.73 0.65 [2.29, 3.16] F(2, 27) = 11.94, p = .00,  
η2 = .47 
(Int. & Adv.; Int. & Prof.) 
Adv. 12 3.58 0.51 [3.26, 3.91] 
Prof. 7 4.14 0.75 [3.45, 4.83] 
CFM  
Int. 11 2.86 0.71 [2.39, 3.34] F(2, 27) = 12.98, p = .00, 
 η2 = .49 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.42 0.63 [3.01, 3.82] 
Prof. 7 4.50 0.65 [3.90, 5.10] 
TM  
Int. 11 3.23 0.85 [2.66, 3.80] F(2, 27) = 5.62, p = .01,  
η2 = .29 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.38 0.64 [2.97, 3.78] 
Prof. 7 4.36 0.69 [3.72, 5.00] 
FM  
Int. 11 3.23 0.85 [2.66, 3.80] F(2, 27) = 6.53, p = .01,  
η2 = .33 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.54 0.84 [3.01, 4.07] 
Prof. 7 4.57 0.53 [4.08, 5.07] 
IM  
Int. 11 3.09 0.83 [2.53, 3.65] F(2, 27) = 5.58, p = .01,  
η2 = .29 
(Int. & Prof.) 
Adv. 12 3.58 0.85 [3.04, 4.12] 
Prof. 7 4.43 0.79 [3.70, 5.16] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
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Resembling the results of Task 1, unsurprisingly, proficient test-takers performed 
better in general than the advanced test-takers on Task 2 (negative online review of a 
catering service), and the advanced test-takers performed better than the intermediate 
test-takers. This pattern was found for all six scales across the four assessment 
conditions, except for Morphosyntactic Form and Meaning among test-takers without 
access to any tools, where the advanced test-takers’ mean score was higher than that of 
the proficient test-takers. However, the difference between these two mean scores was 
not statistically significant.  
 When the test-takers’ Task 2 scores across proficiency levels for each rating scale 
were compared across the assessment conditions by examining the post hoc Tukey test 
results and the 95% confidence interval of the means, there were somewhat different 
results depending on the assessment condition. Table 4.12 presents the descriptive 
statistics for Task 2 along with comparisons of the mean scores across the proficiency 
levels for each rating scale and assessment condition.  
 For the test-takers who did not have access to any tools, the differences in the 
mean scores for Task 2 between the proficiency levels were not statistically significant, 
and this applied to all six components of the rubric. This finding is not consistent with 
what was observed for Task 1, where at least the lowest level (intermediate) and the 
highest level (proficient) test-takers displayed a statistically significant difference in their 
scores.  
 As for the group of test-takers who had access to the spelling tool, the mean 
scores for Task 2 between the intermediate and the proficient test-takers showed 
significant difference in four rating scales: Morphosyntactic Form and Meaning, 
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Cohesive Form and Meaning, Functional Form and Meaning, and Implied Meaning. In 
addition to the disparity between intermediate and proficient test-takers, the intermediate 
and the advanced test-takers showed statistically significant difference in their mean 
scores for Morphosyntactic Form and Meaning; however, the 95% confidence interval of 
the mean scores overlapped, indicating that this apparent difference may not be 
completely trustworthy.  
 Similar to the test-takers who had access to no linguistic tools when writing for 
Task 2, the test-takers who wrote Task 2 with access to the grammar tool also generally 
did not show significant difference in their mean scores across the proficiency levels. The 
post hoc test results indicated that the mean scores for Morphosyntactic Form and 
Meaning between the intermediate and the proficient test-takers were different, but the 
95% confidence interval suggest that this difference may be attributable to chance. Thus, 
in general, the group that had access to the grammar tool demonstrated a similar pattern 
as those who took the test without access to any linguistic tool.  
 Lastly, and somewhat different from the test-takers who completed Task 2 under 
the previous three assessment conditions, test-takers who had access to the reference tool 
showed statistically significant difference between the intermediate and the proficient 
test-takers for all six scales, and between the advanced and the proficient test-takers for 
four scales (i.e., Cohesive Form and Meaning, Topical Meaning, Functional Meaning, 
and Implied Meaning).  
 In sum, for Task 2 (negative online review of a catering service), among those 
with no assistance from any linguistic tools, the difference in test-takers’ performance 
across proficiency levels was not found to be meaningful. With the assistance of the 
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spelling tool, the intermediate test-takers’ writing performance of several components of 
the rubric were distinguishable from that of the proficient test-takers. With the assistance 
of the reference tool, even more distinctions were found. The intermediate level test-
takers were distinct in their performance from the proficient test-takers across all features 
of the writing performance, and the advanced test-takers were distinct from the proficient 
test-takers in the components that are relatively more meaning-focused (i.e., Cohesive 
Form and Meaning, Topical Meaning, Functional Meaning, and Implied Meaning). 
However, test-takers were not distinct in their writing performance when given the 
assistance of the grammar tool for Task 2. These findings may suggest that, as with Task 
1, in order to better distinguish the advanced test-takers from the proficient test-takers—
especially in terms of the meanings of the language—providing access to a reference tool 


























Descriptive Statistics for Task 2 (Negative Online Review of a Catering Service) by Scale, 
Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 




(n = 29) 
LFM  
Int. 11 3.23 0.88 [2.64, 3.82] F(2, 26) = 2.09, p = .15, 
 η2 = .14 Adv. 11 3.82 0.75 [3.31, 4.32] Prof. 7 3.86 0.63 [3.28, 4.44] 
MFM  
Int. 11 3.00 0.84 [2.44, 3.56] F(2, 26) = 2.83, p = .08,  
η2 = .18 Adv. 11 3.73 0.79 [3.20, 4.26] Prof. 7 3.57 0.45 [3.16, 3.99] 
CFM  
Int. 11 3.18 1.12 [2.43, 3.94] F(2, 26) = 1.45, p = .25,  
η2 = .10 Adv. 11 3.77 1.01 [3.09, 4.45] Prof. 7 3.86 0.48 [3.42, 4.30] 
TM  
Int. 11 3.41 1.14 [2.65, 4.17] F(2, 26) = 0.84, p = .45,  
η2 = .06 Adv. 11 3.73 0.93 [3.10, 4.35] Prof. 7 4.00 0.65 [3.40, 4.60] 
FM  
Int. 11 3.59 0.89 [2.99, 4.19] F(2, 26) = 2.66, p = .09,  
η2 = .17 Adv. 11 4.14 0.71 [3.66, 4.61] Prof. 7 4.36 0.48 [3.92, 4.80] 
IM  
Int. 11 3.55 0.91 [2.94, 4.15] F(2, 26) = 2.07, p = .15,  




(n = 31) 
LFM  
Int. 13 2.85 0.72 [2.14, 3.28] F(2, 28) = 6.91, p = .00,  
η2 = .33 Adv. 11 3.64 0.67 [3.18, 4.09] Prof. 7 4.07 0.93 [3.21, 4.93] 
MFM  
Int. 13 2.54 0.69 [2.12, 2.96] F(2, 28) = 14.25, p = .00,  
η2 = .50 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 3.59 0.70 [3.12, 4.06] 
Prof. 7 4.21 0.76 [3.52, 4.91] 
CFM  
Int. 13 2.65 0.69 [2.24, 3.07] F(2, 28) = 11.48, p = .00,  
η2 = .45 
(Int. & Prof.) 
Adv. 11 3.64 0.87 [3.05, 4.20] 
Prof. 7 4.21 0.57 [3.69, 4.74] 
TM  
Int. 13 2.96 0.56 [2.62, 3.30] F(2, 28) = 5.42, p = .01,  
η2 = .28 Adv. 11 3.64 0.84 [3.07, 4.20] Prof. 7 4.07 0.93 [3.21, 4.93] 
FM  
Int. 13 3.23 0.60 [2.87, 3.59] F(2, 28) = 8.50, p = .00, 
 η2 = .38 
(Int. & Prof.) 
Adv. 11 3.91 0.83 [3.35, 4.47] 
Prof. 7 4.50 0.50 [4.04, 4.96] 
IM  
Int. 13 3.15 0.59 [2.80, 3.51] F(2, 28) = 7.25, p = .00,  
η2 = .34 
(Int. & Prof.) 
Adv. 11 3.91 0.83 [3.35, 4.47] 
Prof. 7 4.29 0.57 [3.76, 4.81] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
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Table 4.12 (continued) 
Descriptive Statistics for Task 2 (Negative Online Review of a Catering Service) by Scale, 
Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 





(n = 30) 
LFM  
Int. 9 2.78 0.79 [2.17, 3.39] F(2, 27) = 1.34, p = .28,  
η2 = .09 Adv. 12 3.04 1.12 [2.33, 3.75] Prof. 9 3.44 0.46 [3.09, 3.80] 
MFM  
Int. 9 2.33 0.71 [1.79, 2.88] F(2, 27) = 3.89, p = .03,  
η2 = .22 
(Int. & Prof.) 
Adv. 12 2.88 0.98 [2.25, 3.50] 
Prof. 9 3.44 0.77 [2.85, 4.04] 
CFM  
Int. 9 2.67 0.66 [2.16, 3.18] F(2, 27) = 2.31, p = .12, 
 η2 = .15 Adv. 12 3.04 1.14 [2.32, 3.76] Prof. 9 3.56 0.63 [3.07, 4.04] 
TM  
Int. 9 2.83 0.66 [2.32, 3.34] F(2, 27) = 2.00, p = .16,  
η2 = .13 Adv. 12 3.29 0.96 [2.68, 3.90] Prof. 9 3.67 0.97 [2.92, 4.41] 
FM  
Int. 9 3.17 0.61 [2.70, 3.64] F(2, 27) = 2.56, p = .10,  
η2 = .16 Adv. 12 3.63 1.05 [2.96, 4.29] Prof. 9 4.06 0.68 [3.53, 4.58] 
IM  
Int. 9 3.06 0.68 [2.53, 3.58] F(2, 27) = 2.15, p = .14, 




(n = 30) 
LFM  
Int. 11 2.86 0.98 [2.21, 3.52] F(2, 27) = 5.62, p = .01,  
η2 = .29 
(Int. & Prof.) 
Adv. 12 3.50 0.83 [2.98, 4.02] 
Prof. 7 4.21 0.57 [3.69, 4.74] 
MFM  
Int. 11 2.68 0.93 [2.06, 3.31] F(2, 27) = 8.37, p = .00,  
η2 = .38 
(Int. & Prof.) 
Adv. 12 3.33 0.72 [2.88, 3.79] 
Prof. 7 4.21 0.57 [3.69, 4.74] 
CFM  
Int. 11 2.95 1.01 [2.28, 3.63] F(2, 27) = 9.54, p = .00,  
η2 = .41 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.54 0.72 [3.08, 4.00] 
Prof. 7 4.64 0.48 [4.20, 5.08] 
TM  
Int. 11 3.05 1.06 [2.33, 3.76] F(2, 27) = 7.05, p = .00,  
η2 = .34 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.58 0.87 [3.03, 4.14] 
Prof. 7 4.64 0.48 [4.20, 5.08] 
FM  
Int. 11 3.27 0.93 [2.65, 3.90] F(2, 27) = 8.12, p = .00,  
η2 = .38 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.83 0.65 [3.42, 4.25] 
Prof. 7 4.71 0.49 [4.26, 5.17] 
IM  
Int. 11 2.91 0.83 [2.35, 3.47] F(2, 27) = 13784, p = .00,  
η2 = .51 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.83 0.75 [3.36, 4.31] 
Prof. 7 4.71 0.39 [4.35, 5.08] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
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For Task 3 (discussion board post about online education), again, the proficient 
test-takers generally received a higher score than the advanced test-takers, and the 
advanced test-takers received a higher score than the intermediate test-takers. However, 
the order was reversed for the advanced test-takers and the proficient test-takers when it 
came to the components Cohesive Form and Meaning, Functional Meaning, and Implied 
Meaning for the group of test-takers who did not have access to any linguistic tools, 
although the difference of the mean scores between the advanced test-takers and the 
proficient test-takers was not statistically significant.  
 In comparing the mean difference across proficiency levels for the six rating 
scales under each assessment condition by examining the post hoc Tukey test results and 
the 95% confidence interval of the means, as with Tasks 1 and 2, there were somewhat 
different results according to the assessment condition. Table 4.13 presents the 
descriptive statistics for Task 3, along with the comparisons of the mean scores across the 
proficiency levels for each rating scale and assessment condition.  
 First, for the group that did not have access to any linguistic tools, the 
intermediate test-takers and the advanced test-takers showed a statistically significant 
difference in three rating scales for Task 3: Cohesive Form and Meaning, Topical 
Meaning, and Functional Meaning. In addition, the intermediate and the proficient level 
test-takers showed a statistically significant difference for Topical Meaning.  
 Regarding the test-takers who had access to the spelling tool, the difference of the 
Task 3 mean score between the intermediate test-takers and the proficient test-takers was 
statistically significant across all six rating scales. In addition, the mean difference 
between the advanced test-takers and the proficient test-takers was also statistically 
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significant for five scales, excluding only Cohesive Form and Meaning. Moreover, the 
difference of the mean scores between the intermediate test-takers and the advanced test-
takers was also statistically significant for Morphosyntactic Form and Meaning; thus, all 
three pairs showed statistically significant difference in the mean score for this 
component. Compared to test-takers who wrote Task 3 under the other three conditions, 
those who completed it with access to the spelling tool showed the greatest number of 
significant pairs in terms of proficiency level.   
 As for the group of test-takers who had access to the grammar tool, the difference 
between the intermediate and the proficient test-takers was statistically significant for all 
components for Task 3 besides Implied Meaning. Additionally, Morphosyntactic Form 
and Meaning was able to differentiate the advanced level test-takers from the proficient 
level test-takers.  
 Finally, among the test-takers who had access to the reference tool, the difference 
between the intermediate test-takers and the proficient test-takers was statistically 
significant across the six rating scales for Task 3. However, the difference between these 
two levels observed for Functional Meaning should be accepted with caution, as the 95% 
confidence interval of the mean scores of the two levels overlaps.  
 In sum, for Task 3 (discussion board post about online education), when writing 
with no assistance from the linguistic tools, marginal differences between the proficiency 
levels were identified. Interestingly, the intermediate and the proficient test-takers were 
statistically different only for the component Topical Meaning. When using the grammar 
tool or the reference tool, the intermediate and the proficient test-takers performed 
statistically differently for the majority of the components of the rubric. However, it was 
		
121 
the group that had access to the spelling tool that displayed a statistically significant 
difference between the intermediate and the proficient test-takers across all components 
of the rubric. In addition to this divergence between the intermediate and the proficient 
levels, the advanced test-takers performed contrastingly from the intermediate test-takers 
on Morphosyntactic Form and Meaning for Task 3, a result also found for the group who 
had access to the reference tool for Task 1. Moreover, when given the assistance of the 
spelling tool, advanced test-takers were distinguished from the proficient test-takers on 
all components of the rubric except Cohesive Form and Meaning. It is worthwhile to note 
that, provided access to the reference tool, the advanced test-takers performed distinctly 
on the more meaning-focused components of the rubric for Tasks 1 and 2, but, given 
access to the spelling tool, these advanced test-takers were distinct in their performance 
on both forms and meanings in writing for Task 3. Lastly, when writing with access to 
the spelling tool for Task 3, all three pairs of proficiency levels were statistically different 






















Descriptive Statistics for Task 3 (Discussion Board Post about Online Education) by 
Scale, Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 




(n = 29) 
LFM  
Int. 11 3.36 0.74 [2.86, 3.86] F(2, 26) = 3.68, p = .04,  
η2 = .22 Adv. 11 4.05 0.69 [3.58, 4.51] Prof. 7 4.14 0.63 [3.56, 4.72] 
MFM  
Int. 11 3.50 0.45 [3.20, 3.80] F(2, 26) = 4.81, p = .02,  
η2 = .27 Adv. 11 3.91 0.58 [3.52, 4.30] Prof. 7 4.29 0.57 [3.76, 4.81] 
CFM  
Int. 11 3.64 0.55 [3.27, 4.01] F(2, 26) = 7.54, p = .00,  
η2 = .37 
(Int. & Adv.) 
Adv. 11 4.50 0.50 [4.16, 4.84] 
Prof. 7 4.43 0.67 [3.81, 5.05] 
TM  
Int. 11 3.36 0.50 [3.02, 3.70] F(2, 26) = 16.51, p = .00,  
η2 = .56 
(Int. & Adv.; Int. & Prof.) 
Adv. 11 4.45 0.52 [4.10, 4.81] 
Prof. 7 4.57 0.53 [4.08, 5.07] 
FM  
Int. 11 3.91 0.58 [3.52, 4.30] F(2, 26) = 6.61, p = .01,  
η2 = .34 
(Int. & Adv.) 
Adv. 11 4.68 0.46 [4.37, 4.99] 
Prof. 7 4.57 0.53 [4.08, 5.07] 
IM  
Int. 11 3.86 0.60 [3.46, 4.26] F(2, 26) = 6.00, p = .01,  




(n = 31) 
LFM  
Int. 13 3.23 0.63 [2.85, 3.61] F(2, 28) = 15.45, p = .00, 
 η2 =.53 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 3.91 0.83 [3.35, 4.47] 
Prof. 7 4.93 0.19 [4.75, 5.10] 
MFM  
Int. 13 2.81 0.60 [2.45, 3.17] F(2, 28) = 30.62, p = .00,  
η2 = .69 
(All three pairs) 
Adv. 11 3.77 0.56 [3.39, 4.15] 
Prof. 7 4.79 0.39 [4.42, 5.15] 
CFM  
Int. 13 3.27 0.75 [2.81, 3.72] F(2, 28) = 14.49, p = .00, 
 η2 = .49 
(Int. & Prof.) 
Adv. 11 4.09 0.80 [3.55, 4.63] 
Prof. 7 4.93 0.19 [4.75, 5.10] 
TM  
Int. 13 3.04 0.80 [2.55, 3.52] F(2, 28) = 17.75, p = .00,  
η2 = .56 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 4.00 0.81 [3.46, 4.54] 
Prof. 7 5.00 0.00 [5.00, 5.00] 
FM  
Int. 13 3.46 0.52 [3.15, 3.78] F(2, 28) = 18.44, p = .00,  
η2 = .57 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 4.14 0.71 [3.66, 4.61] 
Prof. 7 5.00 0.00 [5.00, 5.00] 
IM  
Int. 13 3.27 0.60 [2.91, 3.63] F(2, 28) = 17.80, p = .00, 
 η2 = .56 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 4.00 0.81 [3.46, 4.54] 
Prof. 7 5.00 0.00 [5.00, 5.00] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
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Table 4.13 (continued) 
Descriptive Statistics for Task 3 (Discussion Board Post about Online Education) by 
Scale, Assessment Condition, and Proficiency Level (N = 120) 
Condition Scale Level n Mean SD 95% CI of Mean 
ANOVA Result and 





(n = 30) 
LFM  Int. 9 3.11 0.33 [2.85, 3.37] F(2, 27) = 3.81, p = .04,  
η2 = .22 
(Int. & Prof.) 
 Adv. 12 3.5 1.02 [2.85, 4.15] 
 Prof. 9 4.11 0.70 [3.58, 4.65] 
MFM  Int. 9 3.00 0.50 [2.62, 3.38] F(2, 27) = 6.62, p = .01,  
η2 = .33 
(Int. & Prof.; Adv. & Prof.) 
 Adv. 12 3.17 0.86 [2.62, 3.71] 
 Prof. 9 4.11 0.65 [3.61, 4.61] 
CFM  Int. 9 3.17 0.61 [2.70, 3.64] F(2, 27) = 6.14, p = .01,  
η2 = .31 
(Int. & Prof.) 
 Adv. 12 3.92 0.85 [3.38, 4.46] 
 Prof. 9 4.33 0.61 [3.86, 4.80] 
TM  Int. 9 3.28 0.67 [2.77, 3.79] F(2, 27) = 5.57, p = .01, 
 η2 = .29 
(Int. & Prof.) 
 Adv. 12 3.88 0.86 [3.33, 4.42] 
 Prof. 9 4.44 0.63 [3.96, 4.93] 
FM  Int. 9 3.44 0.53 [3.04, 3.85] F(2, 27) = 7.39, p = .00,  
η2 = .35 
(Int. & Prof.) 
 Adv. 12 3.96 0.75 [3.48, 4.44] 
 Prof. 9 4.56 0.46 [4.20, 4.91] 
IM  Int. 9 3.61 0.49 [3.24, 3.98] F(2, 27) = 2.85, p = .08,  




(n = 30) 
LFM  Int. 11 3.36 0.55 [2.99, 3.73] F(2, 27) = 6.63, p = .01,  
η2 = .33 
(Int. & Prof.) 
 Adv. 12 3.75 0.66 [3.33, 4.17] 
 Prof. 7 4.93 0.19 [4.75, 5.10] 
MFM  Int. 11 3.23 0.52 [2.88, 3.58] F(2, 27) = 7.82, p = .00,  
η2 = .37 
(Int. & Prof.) 
 Adv. 12 3.58 0.63 [3.18, 3.99] 
 Prof. 7 4.43 0.79 [3.70, 5.16] 
CFM  Int. 11 3.45 0.76 [2.95, 3.96] F(2, 27) = 4.50, p = .02,  
η2 = .25 
(Int. & Prof.) 
 Adv. 12 3.88 0.86 [3.33, 4.42] 
 Prof. 7 4.57 0.61 [4.01, 5.13] 
TM  Int. 11 3.41 0.77 [2.89, 3.96] F(2, 27) = 5.28, p = .01,  
η2 = .28 
(Int. & Prof.) 
 Adv. 12 3.83 0.78 [3.34, 4.33] 
 Prof. 7 4.57 0.61 [4.01, 5.13] 
FM  Int. 11 3.55 0.82 [2.99, 4.10] F(2, 27) = 4.67, p = .02,  
η2 = .26 
(Int. & Prof.) 
 Adv. 12 3.88 0.8 [3.37, 4.38] 
 Prof. 7 4.71 0.76 [4.02, 5.41] 
IM  Int. 11 3.41 0.80 [2.87, 3.95] F(2, 27) = 6.33, p = .01,  
η2 = .32 
(Int. & Prof.) 
 Adv. 12 3.83 0.62 [3.44, 4.22] 
 Prof. 7 4.64 0.75 [3.95, 5.33] 
Note.  LFM = Lexical Form and Meaning; MFM = Morphosyntactic Form and Meaning 
CFM = Cohesive Form and Meaning; TM = Topical Meaning; FM = Functional Meaning 
IM = Implied Meaning; Int. = Intermediate; Adv. = Advanced; Prof. = Proficient 
Significant pairs crossed out if there was an overlap between the two CIs. 
		
124 
To sum up thus far, in comparing the scores on the six components of the rubric 
across the three proficiency levels within each assessment condition, for all three tasks, 
the proficient test-takers performed better than the advanced test-takers, and the advanced 
test-takers performed better than the intermediate test-takers across all four assessment 
conditions. Additionally, differences were found across the assessment conditions, in 
terms of which pairs of the proficiency level groups showed a statistically significant 
difference in their scores on the six components of the rubric for each task.  
In order to examine the test-takers’ scores across their proficiency level by task, 
the scores on the six scales were averaged for each task, and the descriptive statistics for 
the scores for each task across assessment conditions are presented along with the 95% 
confidence interval and ANOVA results in Table 4.14. The assessment conditions that 
allowed for the most distinct differences among test-takers’ mean scores across the 
proficiency levels were the groups given access to the spelling tool or to the reference 
tool. However, exactly where this statistical difference lies (i.e., between which level of 
test-takers) varied according to the task.  
For Task 1 (apology email to a project partner), both groups (i.e., have access to 
the spelling tool or the reference tool) showed statistically significant differences between 
the intermediate and the proficient test-takers. In addition to this, the group that had 
access to the reference tool showed difference between the advanced and the proficient 
test-takers.  
Regarding Task 2 (negative online review on a catering service), again, both 
groups demonstrated statistically significant differences between the intermediate and the 
proficient test-takers. Furthermore, the group of test-takers who had access to the spelling 
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tool showed distinction between the intermediate and the advanced test-takers, whereas 
the group that had access to the reference tool showed statistically significant difference 
between the advanced and the proficient test-takers.  
Lastly, for Task 3 (discussion board post about online education), both groups 
continued to present statistically significant difference between the intermediate and the 
proficient test-takers. However, the group that had access to the spelling tool additionally 
differentiated between the intermediate and the advanced test-takers and between the 
advanced and the proficient test-takers. As for the group that had access to the reference 
tool, the post hoc test results showed that there was a difference between the advanced 
and the proficient test-takers, but because the 95% confidence interval overlapped, this 
outcome may not be entirely trustworthy.  
These findings indicate that, in comparison to not providing test-takers with the 
assistance of a linguistic tool (i.e., the control group), having access to the spelling tool 
and/or to the reference tool helps distinguish between test-takers with different 
proficiency levels for Task 3. However, the specific variances found among differing 
pairs of proficiency levels depend on the linguistic tools in play. In addition to the 
difference between the lowest (i.e., intermediate) and the highest (i.e., proficient) level 
test-takers, the spelling tool tended to be useful in differentiating the intermediate and the 
advanced levels, and the reference tool tended to be helpful in distinguishing between the 







Descriptive Statistics by Assessment Condition, Task, and Proficiency Level (N = 120) 
Condition Task Level n Mean SD 95% CI of Mean 
ANOVA Result and 
 Effect Size  
(Post Hoc Significant Pair) 
Access to 
no tools 
(n = 29) 
Task 1  
Int. 11 3.13 0.77 [2.61, 3.65] F(2, 26) = 10.23, p = .00, η2 
= .44 
(Int. & Prof.) 
Adv. 11 3.81 0.67 [3.36, 4.26] 
Prof. 7 4.56 0.36 [4.23, 4.89] 
Task 2  
Int. 11 3.33 0.90 [2.72, 3.93] F(2, 26) = 2.09, p = .14,  
η2 = .14 Adv. 11 3.86 0.76 [3.35, 4.38] Prof. 7 3.98 0.36 [3.64, 4.31] 
Task 3 
Int. 11 3.61 0.47 [3.29, 3.92] F(2, 26) = 9.05, p = .00,  
η2 = .41 
(Int. & Prof.; Adv. & Prof.) 
Adv. 11 4.36 0.47 [4.05, 4.68] 




(n = 31) 
Task 1 
Int. 13 2.88 0.49 [2.58, 3.17] F(2, 28) = 12.06,  p = .00,  
η2 = .46 
(Int. & Prof.) 
Adv. 11 3.54 0.71 [3.06, 4.01] 
Prof. 7 4.25 0.63 [3.67, 4.83] 
Task 2 
Int. 13 2.90 0.55 [2.57, 3.23] F(2, 28) = 11.33,  p = .00,  
η2 = .45 
(Int. & Adv.; Int. & Prof.) 
Adv. 11 3.72 0.71 [3.24, 4.20] 
Prof. 7 4.23 0.62 [3.65, 4.80] 
Task 3 
Int. 13 3.18 0.54 [2.85, 3.51] F(2, 28) = 24.00,  p = .00, 
η2 = .63 
(All three pairs) 
Adv. 11 3.98 0.70 [3.52, 4.45] 




(n = 30) 
Task 1 
Int. 9 3.01 0.83 [2.37, 3.64] F(2, 27) = 3.46,  p = .046,  
η2 = .20 
(Int. & Prof.) 
Adv. 12 3.38 0.86 [2.83, 3.92] 
Prof. 9 3.94 0.47 [3.57, 4.30] 
Task 2 
Int. 9 2.81 0.50 [2.42, 3.19] F(2, 27) = 3.00,  p = .07,  
η2 = .18 Adv. 12 3.22 0.97 [2.60, 3.83] Prof. 9 3.67 0.58 [3.22, 4.12] 
Task 3 
Int. 9 3.23 0.36 [2.96, 3.51] F(2, 27) = 6.93,  p = .00,  
η2 = .34 
(Int. & Prof.) 
Adv. 12 3.72 0.79 [3.21, 4.22] 




(n = 30) 
Task 1  
Int. 11 2.96 0.70 [2.49, 3.43] F(2, 27) = 11.11, p = .00, 
η2 = .45 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.45 0.57 [3.09, 3.82] 
Prof. 7 4.37 0.55 [3.86, 4.88] 
Task 2  
Int. 11 2.95 0.90 [2.35, 3.56] F(2, 27) = 10.32,  p = .00, 
η2 = .43 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.6 0.66 [3.18, 4.02] 
Prof. 7 4.52 0.40 [4.15, 4.90] 
Task 3 
Int. 11 3.40 0.60 [3.00. 3.81] F(2, 27) = 7.59, p = .00,  
η2 = .36 
(Int. & Prof.; Adv. & Prof.) 
Adv. 12 3.79 0.6 [3.41, 4.18] 
Prof. 7 4.57 0.68 [3.94, 5.20] 
Note.  Task 1 = Apology email to a project partner   Int. = Intermediate  
Task 2 = Negative online review of a catering service Adv. = Advanced 
 Task 3 = Discussion board post about online education Prof. = Proficient 




Figures 4.3 a-d once again depict the mean scores denoted with dots along with 
the upper and lower bounds of the 95% confidence intervals across the proficiency levels 





Note. Int = Intermediate; Adv = Advanced; Prof = Proficient 
Figure 4.3 a, b, c, d. Writing Test Mean Scores Comparison across Assessment 
Condition, Task, and Proficiency Level (N = 120). 
 
 
In this section, the descriptive statistics and the mean of the writing scores were 
first compared across assessment conditions and were then compared across proficiency 
levels. The following paragraphs reiterate some intriguing findings.  
First, through a comparison of the writing scores across the assessment 
conditions, it was found that the mean score differences across the four assessment 
conditions for each proficiency level within each of the six rating scales were not 







a. Group with Access to No Tools















b. Group with Access to Spelling Tool














c. Group with Access to Grammar Tool













d. Group with Access to Spelling Tool







Through the comparison of the writing scores across the proficiency level, it was 
found that for all three tasks, the intermediate and the proficient test-takers were 
consistently distinct in their scores. However, in distinguishing the intermediate from the 
advanced test-takers and the advanced from the proficient test-takers, having access to 
the spelling tool or the reference tool proved helpful. The spelling tool was generally 
useful in distinguishing the intermediate test-takers from the advanced test-takers, and the 
reference tool was similarly valuable in differentiating the advanced test-takers from the 
proficient test-takers.  
The following section investigates the reliability of the writing test in regard to 
the external consistency reliability (i.e., inter-rater reliability and agreement rate) and the 
internal consistency reliability (i.e., Cronbach’s alpha and item-total correlations).  
 
Reliability Estimation 
 In order to examine the degree of agreement between the two raters, inter-rater 
reliability estimates were first calculated. Inter-rater reliability estimates regarding the 
rating scales of the three tasks were determined using Spearman rank-order correlation. 
As can be viewed in Table 4.15, the inter-rater reliability estimates ranged from .81 to .87 
for Task 1, from .83 to .89 for Task 2, and from .80 to .88 for Task 3, and were all 
statistically significant at the .01 level, which demonstrates that the two raters were fairly 







Inter-rater Reliability Analysis across Tasks and Rating Components (N = 120) 










Board Post  
Lexical Form & Meaning .87** .85** .88** 
Morphosyntactic Form & Meaning .86** .84** .85** 
Cohesive Form & Meaning .85** .86** .80** 
Topical Meaning .81** .89** .86** 
Functional Meaning .85** .83** .88** 
Implied Meaning .86** .83** .86** 
Note. ** p < .01 level 
  
 
In addition to the inter-rater reliability analysis, the rater agreements on the rating 
scales by task were calculated and are presented in Table 4.16. The patterns of the 
agreement rate across the rating scales for the three tasks were found to be similar. For all 
six rating scales across the tasks, the two raters’ scores were either exact or adjacent, with 
exact scores being the majority. For Task 1 (apology email to a project partner), 
Morphosyntactic Form and Meaning showed the highest exact rate (77.50%), and for 
Task 2 (negative online review on a catering service), three components showed the 
highest exact rates, also measured as 77.50%:  Lexical Form & Meaning, Topical 
Meaning, and Functional Meaning.  Lastly, for Task 3 (discussion board post about 
online education), exact rates were generally higher compared to those of Tasks 1 and 2, 












 Task 2 
Negative Review 
 Task 3 
Discussion Board  
Exact Adjacent  Exact Adjacent  Exact Adjacent 
LFM 77.50% 22.50%  77.50% 22.50%  80.83% 19.17% 
MFM 78.33% 21.67%  74.17% 25.83%  79.17% 20.83% 
CFM 68.33% 31.67%  72.50% 27.50%  62.50% 37.50% 
TM 67.50% 32.50%  77.50% 22.50%  76.67% 23.33% 
FM 74.17% 25.83%  77.50% 22.50%  83.33% 16.67% 
IM 71.67% 28.33%  70.83% 29.17%  80.83% 19.17% 
 Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 
 CFM = Cohesive Form and Meaning   IM = Implied Meaning  
 
 
 The degree of agreement between the two raters in regard to the average score of 
each rating rubric across the three tasks was also examined through Pearson product-
moment correlations. Table 4.17 displays the results. The inter-rater reliability estimates 
ranged from .91 for Cohesive Form and Meaning to .94 for Lexical Form and Meaning 
and Morphosyntactic Form and Meaning, and being statistically significant at the .01 
level, showing a high degree of consistency in the two raters’ scoring for the six 
components of the rubric across tasks.  
Table 4.17 
Inter-rater Reliability Analysis Across Rating Components (N = 120) 
 Inter-rater reliability estimates 
Lexical Form & Meaning .94** 
Morphosyntactic Form & Meaning .94** 
Cohesive Form & Meaning .91** 
Topical Meaning .92** 
Functional Meaning .93** 
Implied Meaning .93** 
Note. ** p < .01 level 
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 Next, following the investigation into the raters’ consistency in their rating 
patterns, the internal consistency reliability was also analyzed. In order to determine the 
internal consistency of each rating scale, Cronbach’s alpha estimates of the six rating 
scales and item-total correlations of each task within each scale were calculated. First, 
Cronbach’s alpha and the item-total correlations were calculated for all the test-takers, 
and the results are presented in Table 4.18. All six scales showed moderately high 
coefficients (α = .76 for Topical Meaning to .83 for Morphosyntactic Form and Meaning) 
providing evidence that the three tasks under each scale were measuring the same 
construct. In addition, the item-total correlation coefficients for each rating scale across 
the three tasks further supports the claim that the scales were measuring the same 
construct across the tasks.  
Table 4.18 
Internal Consistency Reliability Across Tasks and Rating Components  
(All groups, N = 120) 










Board Post  
Lexical Form & Meaning .80 .69 .64 .60 
Morphosyntactic Form & Meaning .83 .68 .71 .66 
Cohesive Form & Meaning .82 .68 .70 .65 
Topical Meaning .76 .57 .65 .56 
Functional Meaning .83 .67 .72 .67 






 Additionally, because the writing test was administered in four different 
assessment conditions, the internal consistency of each rating scale was examined 
separately for each assessment condition, as presented in Tables 4.19 to 4.22. For the 
control group and the three experimental groups, the three tasks under each scale were 
shown to measure the same construct, with moderately high Cronbach’s alpha estimates 
(α = .75 to .81, .78 to .86, .59 to .79, and .83 to .87 for the group that had access to no 
linguistic tools, spelling tool, grammar tool, and reference tool, respectively) and a 
moderate to moderately high item-total correlation coefficients. In comparing the four 
groups, the group that had access to the reference tool had a relatively higher internal 
consistency reliability, with higher Cronbach’s alpha estimates and higher item-total 
correlations across the six scales (see Table 4.22). However, the group that had access to 
the grammar tool had a relatively lower internal consistency reliability, with lower 
Cronbach’s alpha estimates and lower item-total correlations, especially for Topical 
Meaning (see Table 4.21). 
Table 4.19 
Internal Consistency Reliability Across Tasks and Rating Components for the Group with 














Board Post  
Lexical Form & Meaning .76 .55 .51 .72 
Morphosyntactic Form & Meaning .78 .63 .63 .68 
Cohesive Form & Meaning .81 .75 .69 .63 
Topical Meaning .77 .69 .52 .61 
Functional Meaning .77 .64 .68 .50 






Internal Consistency Reliability Across Tasks and Rating Components for the Group with 














Board Post  
Lexical Form & Meaning .84 .76 .73 .61 
Morphosyntactic Form & Meaning .85 .66 .83 .69 
Cohesive Form & Meaning .86 .72 .76 .72 
Topical Meaning .78 .56 .72 .58 
Functional Meaning .87 .71 .82 .73 




Internal Consistency Reliability Across Tasks and Rating Components for the Group with 














Board Post  
Lexical Form & Meaning .73 .62 .58 .47 
Morphosyntactic Form & Meaning .79 .75 .60 .56 
Cohesive Form & Meaning .71 .50 .52 .56 
Topical Meaning .59 .35 .56 .32 
Functional Meaning .77 .56 .68 .58 









Internal Consistency Reliability Across Tasks and Rating Components for the Group with 














Board Post  
Lexical Form & Meaning .84 .80 .69 .64 
Morphosyntactic Form & Meaning .84 .72 .72 .70 
Cohesive Form & Meaning .87 .74 .83 .69 
Topical Meaning .85 .67 .80 .72 
Functional Meaning .85 .72 .69 .76 
Implied Meaning .83 .72 .64 .75 
 
 
Mancy-facet Rasch Measurement Analyses 
 Many-facet Rasch measurement (MFRM) compares variables of interest onto a 
common interval scale and calculates examinees’ ability taking into account the potential 
sources of variations (i.e., tasks, raters, and the components of the rubric across the three 
tasks). In this section, the results of MFRM analyses of the four assessment conditions 
(i.e., have access to no linguistic tools, spelling tool, grammar tool, and reference tool) 
are first compared. Then MFRM analysis was performed with test-takers from all four 
groups in order to examine the potential bias between the four assessment conditions and 







Comparison of the Four Assessment Conditions 
Facet map summary. Figures 4.4 to 4.7 present the FACET maps produced 
from the MFRM analyses across the four assessment conditions (i.e., access to no 
linguistic tools, spelling tool, grammar tool, and reference tool), which provides a 
summary of the analyses. All four FACET maps include 11 columns. The first column 
presents the logit scale, which is on an equal interval scale, and this scale is used to 
measure the facets in the model. The average measure is set as 0.  
The second column shows the spread of the examinee’s ability. The higher 
ability examinees are depicted on the upper end of the column, and the lower ability 
examinees are depicted on the lower end. The letters in this second column, P, A, and I, 
denote the test-takers with the proficient, advanced, and intermediate level of English 
ability determined by the Use of English Section of the Oxford Online Placement Test. 
As can be seen in all four FACET maps, in general, there were more proficient and 
advanced test-takers depicted above the 0 logit than intermediate test-takers, and most of 
the intermediate level test-takers were portrayed below the 0 logit. In addition, in all four 
maps, there were more test-takers above the 0 logit than those below the 0 logit, which 
indicates that the writing test was relatively easy for all the test-takers in all four 
assessment conditions.  
The third column provides the information of the difficulty of the three tasks. 
The more difficult task is presented on the upper part of the column, whereas the easier 
task is shown on the lower part of the column. For all four assessment conditions, Task 3 
(discussion board post about online education) is shown on the lowest part of the column 
compared to the other two tasks and shows to have a negative logit value. This indicates 
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that in comparison to the other tasks, Task 3 was the easiest and generally was relatively 
easy for the test-takers. On the contrary, Task 1 (apology email to a project partner) and 
Task 2 (negative catering service review) are shown to have a positive logit value slightly 
above 0 for all four assessment conditions, which indicates that Tasks 1 and 2 were 
slightly difficult for the test-takers in all assessment conditions. The order of difficulty 
between Tasks 1 and 2, however, differed across the assessment conditions. For the group 
of test-takers that had access to no tools, the difficulty of the two tasks appeared to be 
similar. As for the group of test-takers that had access to the spelling tool and the 
reference tool, Task 1 was more difficult than Task 2, whereas for the group of test-takers 
that had access to the grammar tool, Task 2 was more difficult than Task 1. These 
findings correspond to what was found in the descriptive statistics.   
The fourth column shows the severity of the raters. The higher the raters are 
depicted on the column, the more severe they were. In the current study, the severity 
measures of the two raters were close together and were near 0 for all four assessment 
conditions, which indicates that the two raters were similar in terms of the severity in 
their ratings in all four assessment conditions.  
The fifth column displays the information of the difficulty of the scale. The 
difficulty of the six components of the rubric on average of the three tasks are presented 
in this column. The higher the component is shown, the more difficult the scale is. For 
the three experimental groups (i.e., group of test-takers that had access to a linguistic 
tool), Lexical Form and Meaning, Morphosyntactic Form and Meaning, and Cohesive 
Form and Meaning are depicted above the 0 logit, and Topical Meaning, Functional 
Meaning, and Implied Meaning are presented above the 0 logit. However, for the control 
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group (i.e., test-takers who did not have access to any linguistic tools), it was Topical 
Meaning instead of Cohesive Form and Meaning that was shown to have a positive logit 
measure, and Cohesive Forma and Meaning instead of Topical Meaning that had a 
negative logit measure. The details of the measure of the six scales will be discussed 
further in the following section.  
The sixth to eleventh columns provide graphical information of the rating scale 
components. As the horizontal lines dividing the components differ across the rating 
scale and across the tasks for all four assessment conditions, this shows that the ways 
raters interpreted the difficulty of the six components of the rubric for each task differed. 






























Note. Examinee Facet:   I = Intermediate; A = Advanced; P = Proficient  
 Task Facet:           Task 1 = Apology email to a project partner;  
  Task 2 = Negative catering service review 
  Task 3 = Discussion board post about online education 
 Scale Facet:           LFM = Lexical Form and Meaning 
  MFM = Morphosyntactic Form and Meaning 
  CFM = Cohesive Form and Meaning 
  TM = Topical Meaning 
  FM = Functional Meaning 
  IM = Implied Meaning 
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The details of each facet are compared across the four assessment conditions in 
the following section. The examinee facet is first compared across the four assessment 
conditions in terms of the examinee ability estimates and the fit statistics. This is 
followed by a comparison of the task difficulty estimate and its fit statistics and a 
comparison of the rater behavior (i.e., severity and consistency) and rater fit statistics 
across the four assessment conditions. Then the difficulty of the six rating components 
and their fit statistics are once again compared across the four conditions. Lastly, the 
functionality of the six components of the rating scale is examined by investigating the 
average measure and the outfit mean square of each score.  
 Examinee ability. A summary of the FACETS results for the examinee facet are 
compared across the four assessment conditions in Table 4.23. The examinees’ ability 
centered around a mean of 1.50 logit with a standard deviation of 2.11 logit for the group 
of test-takers with no access to linguistic tools. Compared to these figures of the control 
group, the average examinee ability and the standard deviation of the experimental 
groups slightly differed with a mean of 1.16 logit, 1.30 logit, and 2.06 logit and a 
standard deviation of 2.54 logit, 1.78 logit, and 2.70 logit for the group of test-takers who 
had access to the spelling tool, grammar tool, and reference tool, respectively. Thus, on 
average, the test-takers who had access to the reference tool performed best followed by 
those who did not have access to the linguistic tools, those who had access to the 
grammar tool, and lastly those who had access to the spelling tool. This result, however, 
differs from what was found from the descriptive statistics in which the order of the raw 
mean scores from the highest to the lowest was from the examinees with access to no 
linguistic tools (𝑋 = 3.84), grammar tool (𝑋 = 3.63), reference tool (𝑋 = 3. 59), and 
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spelling tool (𝑋 = 3.47). This is because, as previously mentioned, MFRM takes into 
account the potential variation in factors that affect the interpretation of test-takers’ 
ability (i.e., rater severity, task difficulty, and rating scale difficulty). Despite the slight 
differences in the test-takers’ ability across the four assessment conditions, the mean 
examinee abilities were all positive, suggesting that the test was relatively easy for this 
group of test-takers. This is expected as the current study only included test-takers who 
have an English proficiency between upper B1 to C2 in the CEFR scale and did not 
include those in the beginner (A1) and the elementary (A2) levels.  
 The range of the examinee ability estimates was the widest for the group of test-
takers who had access to the reference tool (10.58 logits) compared to the test-takers in 
the other three conditions (8.68, 9.44, and 7.51 logits for those who had access to no 
tools, spelling tool, and grammar tool, respectively). This is also graphically reported in 
the FACET maps in Figures 4.2 to 4.5, where the examines depicted in the second 
column showed the widest spread for those who had access to the reference tool.  
 Despite this noticeable wider spread of logits of the test-takers with access to the 
reference tool, the differences of strata (i.e., examinee separation index) across the four 
assessment conditions were slightly different. The largest strata index was found from the 
group of test-takers who had access to the spelling tool (10.78) followed by the group of 
test-takers who had access to the reference tool (9.96) and the group that had access to no 
tools (8.89) and the grammar tool (8.86). The strata index indicates the number of distinct 
levels that the test separates the examinees into. In other words, the writing test was able 
to distinguish the examinees, who took the test in the conditions in which they had access 
to no tools, spelling tool, grammar tool, and reference tool, into approximately nine, 11, 
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nine, and 10 levels, respectively. These strata indices are perceived to be high, and this 
suggests that the variance among the test-taker is considerably larger than the error of 
estimates (Barkaoui, 2014).  
For all four assessment conditions, the values of the reliability of separation were 
all very high (.97 or .98), which indicates that the degree to which examinees are 
distinguished based on the ability levels was reliably accurate. The high reliability of 
separation also suggests that the same order of test-takers would be more likely to be 
obtained if they were to take another test measuring the same ability (Barkaoui, 2014). In 
addition, the hypotheses that the abilities of all examinees are equal were all rejected in 
the four chi-square tests. The high test-taker strata indices and high reliability estimates 
show that the writing test was able to distinguish the test-takers’ writing ability and that 
one can place confidence in the replicability of test-taker performance across other tests 
that measure the same construct (Bond & Fox, 2007). 
 As for the fit statistics, first of all, the mean fit values across the four assessment 
conditions were all close to the expected value of 1.0 (i.e., infit mean square mean of 
1.00, 1.01, 0.99, and 0.99). Using infit mean square mean ± 2 × infit mean square 
standard deviation as the range of acceptable fit statistics (Pollitt & Hutchinso, 1987), one 
misfitting examinee was each identified in the assessment conditions in which test-takers 
had access to no linguistic tools and grammar tool, two misfitting examinees were 
identified in the assessment condition in which test-takers had access to the reference 
tool, and three misfitting examinees in which test-takers had access to the spelling tool. 
Misfit indicates unusual ratings compared to what the model expects given the test-taker 
ability. However, Bonk and Ockey (2003) note that test-taker misfit may not be a crucial 
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problem with analytic scales as Rasch models may consider different scores on different 
rating criteria as unexpected and flag the test-takers who received different scores on 
different rating components as misfitting.  
Table 4.23 
Comparison of the Examinee Facet across the Four Assessment Conditions 
 Access to 
No Tools 
(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
Examinee ability estimates 
Mean (SE) 1.50 (0.31) 1.16 (0.32) 1.30 (0.28) 2.06 (0.36) 
SD (SE) 2.11(0.08) 2.54 (0.06) 1.78 (0.01) 2.70 (0.29) 
Max 6.35 6.26 4.42 7.13 
Min -2.33 -3.18 -3.09 -3.45 
Spread of 
Logits 8.68 9.44 7.51 10.58 
 
Separation statistics 
Strata 8.89 10.78 8.86 9.96 
Reliability  .98 .98 .98 .98 
Chi-square 
Statistics 
𝜒2(28) = 1106.8 
p = .00 
𝜒2(30) = 1638.0 
p = .00 
𝜒2(29) = 1162.8 
p = .00 
𝜒2(29) = 1284.6 




Mean 1.00 1.01 0.99 0.99 
Infit MnSq 
SD 0.38 0.41 0.39 0.42 
Misfitting 
examinee 
n = 1 
(3.45%) 
n = 3 
(10%) 
n = 1 
(3.33%) 




n = 0 
(0%) 
n = 0 
(0%) 
n = 0 
(0%) 
n = 0 
(0%) 




Task difficulty. The second facet of interest was the task, and the summary of the 
FACETS results for the task facet is compared across the four assessment conditions in 
Table 4.24. The means of the task difficulty for all four assessment conditions were all 0 
logit with a model standard error of 0.09 or 0.10. The low standard error indicates the 
precision of the estimate of the task difficulty.  
 The three tasks are ordered from most difficult (i.e., have the highest measure) to 
least difficult (i.e., have the lowest measure), and as previously shown in the FACET 
maps, Task 3 (discussion board post about online education) was the least difficult task in 
all four assessment conditions. In addition, the difficulty estimates for Task 3 were all 
negative logits (-0.84, -0.91, -0.78, and -0.67), and this indicates that Task 3 was 
relatively easy for this group of test-takers. As for Task 1 (apology email to a project 
partner) and Task 2 (negative catering service review), they all showed a positive 
difficulty estimates, thus was relatively difficult for the test-takers; however, the order of 
difficulty was different across the assessment conditions. For the group of test-takers who 
had access to no linguistic tools or the grammar tool, Task 2 was more difficult than Task 
1. However, for the group of test-takers who had access to the spelling tool or the 
reference tool, Task 1 was more difficult than Task 2. As the high strata indices (ranging 
from 8.51 to 11.41), the high reliability estimates (ranging from .98 to .99), and the 
significant chi-square statistics (p = .00 for all conditions) indicate, the three tasks 
differed significantly in terms of the difficulty in all four assessment conditions. The 
difference of the difficulties between the task are investigated in more detail in the 
following bias/interaction analysis.  
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 The fit statistics for each task are also presented in Table 4.24. The mean infit 
mean-square statistics for all four assessment conditions were all 1.0, which is the 
expected value of the infit mean-square statistics. No task was identified as misfitting 
(i.e., tasks that do not form part of a set of tasks that define a single measurement trait, 
McNamara, 1996) or overfitting (i.e., tasks that are redundant and provide information 
that are too predictable in comparison to other tasks, McNamara, 1996) using infit mean 
square mean ± 2 × infit mean square standard deviation as the range of acceptable fit 



















Comparison of the Task Facet across the Four Assessment Conditions 
 Access to 
No Tools 
(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool  
(n = 30) 
Task difficulty estimates 
Mean (SE) 0.00 (0.10) 0.00 (0.10) 0.00 (0.09) 0.00 (0.10) 
SD (SE) 0.73 (0.00) 0.80 (0.00) 0.73 (0.00) 0.60 (0.00) 
Highest 
measure 0.49 (Task 2) 0.57 (Task 1) 0.66 (Task 2) 0.49 (Task 1) 
 
 0.35 (Task 1) 0.34 (Task 2) 0.11 (Task 1) 0.18 (Task 2) 
Lowest 
measure -0.84 (Task 3) -0.91 (Task 3) -0.78 (Task 3) -0.67 (Task 3) 
Spread of 
Logits  1.33 1.48 1.44 1.16 
     
Separation Statistics 
Strata 10.31 11.41 11.40 8.51 
Reliability  .98 .99 .99 .97 
Chi-square 
Statistics 
𝜒2(2) = 109.9, 
p = .00 
𝜒2(2) = 138.3, 
p = .00 
𝜒2(2) = 138.5, 
p = .00 
𝜒2(2) = 76.2, 
p = .00 
     
Infit Statistics 
Infit MnSq 
Mean 1.00 1.00 1.00 1.00 
Infit MnSq 
SD 0.03 0.16 0.07 0.04 
Misfitting 
task none none none none 
Overfitting 








Rater behavior. The two raters’ behaviors in terms of the severity and 
consistency of their ratings were compared across the four assessment conditions and 
presented in Table 4.25. The two raters were very close in their rating severity in all four 
assessment conditions (spread of 0.06 to 0.16 logits). The low strata indices (ranging 
from 0.33 to 1.63), the low reliability estimates (.00 to .48), and the nonsignificant chi-
square statistics indicate that the raters were similar in severity. The low strata indices 
show that there is basically a small difference in the level of severity of between the 
raters. For the rater facet, a reliability estimate of .00 is desirable as it indicates the ability 
to reliably separate the raters into different levels of severity. In the current data, for all 
assessment conditions, the two raters were interchangeable as the severity of ratings were 
similar. The nonsignificant chi-square also indicates that the assumption that the raters 
are equal in their variance was met.  
 The observed and expected percentage of exact rater agreement was also 
computed by FACETS. The expected percentage of exact agreement was in the range of 
47.3% to 53.6%. However, the observed percentage of the exact agreement were 
approximately 20% higher for all four conditions, ranging from 73.2% to 76.5%. If the 
observed percentage is higher than the expected percentage, there is a possibility that the 
raters were performing like rating machines (Linacre, 2011). As the two raters spent a 
considerable amount of time norming, it may be the case that the agreement in their 
ratings were found much more than was expected.  
 As for the rater fit statistics, the mean infit mean-square was 1.00 (which is the 
expected value) for all four assessment conditions. This shows that the raters were self-
consistent across the examinees, tasks, and the rating scales (Bond & Fox, 2007). Using 
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infit mean square mean ± 2 × infit mean square standard deviation as the range of 
acceptable fit statistics (Pollitt & Hutchinso, 1987), none of the raters were identified as 
misfitting (i.e., raters that show inconsistency in applying the rating scale across tasks and 
examinees) nor overfitting (i.e., raters that are overly consistent or overly cautious in 
using the upper and lower ends of the rating scale). Bonk and Ockey (2003) note that 
rater misfit may be more problematic than examinee misfit as unlike the case of rater 
severity, Rasch does not adjust scores for misfitting raters, and thus the effect of 



















Comparison of the Rater Facet Across the Four Assessment Conditions 
 Access to 
No Tools 
(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool  
(n = 30) 
Rater severity estimates 
Mean (SE) 0.00 (0.08) 0.00 (0.08) 0.00 (0.07) 0.00 (0.08) 
SD (SE) 0.05 (0.00) 0.07 (0.00) 0.04 (0.00) 0.11 (0.00) 
Higher 
Measure 0.04 (Rater 1) 0.05 (Rater 1) 0.03 (Rater 2) 0.08 (Rater 1) 
Lower 
Measure -0.04 (Rater 2) -0.05 (Rater 2) -0.03 (Rater 1) -0.08 (Rater 2) 
Spread of 
Logits  0.08 0.10 0.06 0.16 
  
Separation Statistics 
Strata 0.33 0.33 0.33 1.63 
Reliability  .00 .00 .00 .48 
Chi-square 
Statistics 
𝜒2(1) = 0.4,  
p = .50 
𝜒2(1) = 0.8, 
p = .38 
𝜒2(1) = 0.4, 
p = .55 
𝜒2(1) = 1.9, 




Opportunities 522 558 540 540 
Expected 
Agreement 271.9 (52.1%) 297.5(53.3%) 255.2 (47.3%) 289.6 (53.6%) 
Observed 




Mean 1.00 1.00 1.00 1.00 
Infit MnSq 
SD 0.02 0.01 0.03 0.02 
Misfitting 
rater none none none none 
Overfitting 




 Scale difficulty. The rating scale components were compared across the four 
assessment conditions in terms of their difficulty and fit statistics. The results show that, 
unsurprisingly, it was most difficult to receive a high score on Morphosyntactic Form 
and Meaning (ranging from 0.52 to 1.41 logits) followed by Lexical Form and Meaning 
(ranging from 0.38 to 1.05 logits) in all four assessment conditions. Functional Meaning 
was the easiest scale for all four conditions (ranging from -1.47 to -0.42 logits). However, 
the order of the remaining three components showed a different order of difficulty in the 
three assessment conditions in comparison to the control group. For the test-takers who 
did not have access to the linguistic tools, Cohesive Form and Meaning (-0.68 logit) was 
easier than Topical Meaning (0.34 logit) and Implied Meaning (-0.36 logit). Conversely, 
for the three experimental groups, Cohesive Form and Meaning was more difficult than 
Topical Meaning and Implied Meaning as the italicized bold figures show in Table 4.26. 
However, as the figures show, the difference of logits among these components that show 
a different order between the control group and the experimental groups was minor, and 
the difference in the order may not have a significant meaning. In the bias/interaction 
analysis, the interactions between the rating scale and the assessment conditions are 
examined.  
Another interesting finding was that the spread of the logits (i.e., the difference of 
difficulty between the most difficult scale and the least difficult scale) was smaller for the 
test-takers who had access to the reference (0.94 logit) or grammar tool (1.21 logit) as 
opposed to those who had access to the spelling tool (2.86 logit) or did not have access to 
any tool (2.64 logit).   
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 The difference among the four groups of test-takers was also found in the strata 
indices. For the group of test-takers who had access to the reference or grammar tool, a 
smaller level of difficulty among the rating scale was distinguished (i.e., approximately 
four or five levels) with a high reliability estimate (.86 and .92), whereas for those who 
had access to the spelling tool or did not have access to any linguistic tools, a wider level 
of difficulty among the rating scale components was identified (i.e., approximately 13 or 
10 levels) with again a high reliability estimate (.99 and .98). This difference indicates 
that the test-takers who had access to the spelling tool and who did not have access to any 
linguistic tool performed more differently in the six aspects of the writing compared to 
those who had access to the reference or the grammar tool.  
 The fit statistics of the six components of the rating scale were also evaluated. 
Again, infit mean square mean ± 2 × infit mean square standard deviation was used as 
the criteria of acceptable fit statistics (Pollitt & Hutchinso, 1987). It was found that none 
of the rating scales were identified as misfitting (i.e., rating scales that do not form part of 
the same dimension as defined and is measuring a different construct, Barkaoui, 2014) 
nor overfitting (i.e., rating scales that are measuring the same ability as other criteria 










Comparison of the Scale Facet Across the Four Assessment Conditions 
 Access to 
No Tools 
(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool  
(n = 30) 
Scale difficulty estimates 
Mean (SE) 0.0 (0.14) 0.00 (0.14) 0.00 (0.12) 0.00 (0.14) 
SD (SE) 1.01 (0.01) 1.30 (0.01) 0.44 (0.00) 0.37 (0.00) 
Highest 
Measure 1.21 (MFM) 1.41 (MFM) 0.58 (MFM) 0.52 (MFM) 
 0.93 (LFM) 1.05 (LFM) 0.27 (LFM) 0.38 (LFM) 
0.34 (TM) 1.03 (CFM) 0.12 (CFM) -0.12 (CFM) 
-0.36 (IM) -0.85 (TM) 0.02 (TM) -0.14 (TM) 
-0.68 (CFM) -1.17 (IM) -0.36 (IM) -0.23 (IM) 
Lowest 
Measure -1.43 (FM) -1.47 (FM) -0.63 (FM) -0.42 (FM) 
Spread of 
Logits  2.64 2.86 1.21 0.94 
     
Separation Statistics 
Strata 10.01 13.04 4.87 3.68 
Reliability  .98 .99 .92 .86 
Chi-square 
Statistics 
𝜒2(5) = 263.0, 
p = .00 
𝜒2(5) = 450.9, 
p = .00 
𝜒2(5) = 60.5, 
p = .00 
𝜒2(5) = 35.4, 
p = .00 
     
Infit Statistics 
Infit MnSq 
Mean 1.00 0.99 0.99 1.00 
Infit MnSq 
SD 0.05 0.15 0.13 0.05 
Misfitting 
scale none none none none 
Overfitting 





 Scale functionality. The rating scale was also evaluated in order to understand if 
the rating scale functioned well in measuring the construct—i.e., whether raters used all 
parts of the rating scale; whether raters used the scale consistently; and whether raters did 
not assign unexpected scores at any particular score level. To examine these criteria, the 
functionality of each component of the rating scales was compared across the four 
assessment conditions in terms of 1) the observed count and the percentage of the scores 
(0 to 5) used across the three tasks, 2) the average examinee ability measures and outfit 
mean-square indices associated with each score across the three tasks, and 3) the scale 
category probability curves across the three tasks.  
 Observed count and percentage of scores. Tables 4.27 to 32 provide the observed 
counts and percentages of each score for the six components of the rubric across the three 
tasks for test-takers in the four assessment conditions. The results are presented in the 
following order of the rating scale: Lexical Form and Meaning, Morphosyntactic Form 
and Meaning, Cohesive Form and Meaning, Topical Meaning, Functional Meaning, and 
Implied Meaning.   
 For Lexical Form and Meaning, as shown in Table 4.27, scores 0 and 1 were not 
used in the three tasks for the group of test-takers who did not have access to the 
linguistic tools nor those who had access to the spelling tool. Although the score of 1 was 
employed for the group of test-takers who had access to the grammar or reference tool, 
the frequency was low. A score of 3 was assigned the most across the three tasks to the 
test-taker groups that had access to the spelling, grammar, and reference tools followed 
by a score of 4; however, with a small difference, a score of 4 was assigned more than a 




Observed Score Counts and Percentages Across the Four Assessment Conditions for 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 0 0% 0 0% 2 1% 2 1% 
2 14 8% 26 14% 32 18% 21 12% 
3 62 36% 76 41% 72 40% 72 41% 
4 68 39% 50 27% 60 33% 58 33% 
5 30 17% 34 18% 14 8% 21 12% 
 
 
 The observed score counts and percentages across the three tasks for the 
Morphosyntactic Form and Meaning component are presented in Table 4.28. Similar to 
what was found for Lexical Form and Meaning, test-takers who had access to no 
linguistic tools or those who had access to the spelling tool received a score between 2 
and 5, whereas those who had access to the grammar or reference tool received a score 
between 1 and 5 with only a small percentage of a score of 1in both assessment 
conditions. For all four assessment conditions, there was a similar portion of scores of 3 
and 4 given across the three tasks (i.e., ranging from 34% to 43% for score of 3 and from 








Observed Score Counts and Percentages Across the Four Assessment Conditions for 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 0 0% 0 0% 2 1% 2 1% 
2 17 10% 34 18% 48 27% 20 11% 
3 67 39% 67 36% 61 34% 75 43% 
4 64 37% 59 32% 59 33% 61 35% 
5 26 15% 26 14% 10 6% 16 9% 
 
 
 The same information for Cohesive Form and Meaning is presented in Table 4.29. 
The group of test-takers who had access to the spelling tool received scores between 2 
and 5, whereas the other three groups received scores between 1 and 5 with again a small 
percentage of the score of 1 assigned. Again, the most frequently occurring scores were 3 
and 4 in all four assessment conditions. Compared to the previous two rating components 
(i.e., Lexical and Morphosyntactic Form and Meaning), however, there was a larger 
percentage a score of 5 given for Cohesive Form and Meaning in the group of test-takers 
who had access to no linguistic tools and those who had access to the reference tool (27% 












Observed Score Counts and Percentages Across the Four Assessment Conditions for 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 1 1% 0 0% 4 2% 2 1% 
2 18 10% 36 19% 23 13% 14 8% 
3 50 29% 51 27% 76 42% 73 42% 
4 58 33% 61 33% 48 27% 48 28% 
5 47 27% 38 20% 29 16% 37 21% 
 
 
 Table 4.30 presents the results of the counts and percentages of the scores 
assigned for Topical Meaning across the three tasks. Again, generally, scores of 3 and 4 
were assigned the most for all assessment conditions. Especially for the group of test-
takers who did not have access to a linguistic tool, the grammar tool, or the reference 
tool, the occurrences of scores of 3 and 4 were similar. However, in comparison to the 
aforementioned three groups, a slightly different pattern was observed for the group that 
had access to the spelling tool. There were comparatively more occurrences of a score of 
3 (42%) and less occurrence of a score of 4 (26%) compared to the other three groups. 
For all three experiment groups, the scores ranged between 1 and 5 with a small count of 
a score of 1, and for the control group, the scores ranged between 2 and 5, with a 











(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 0 0% 1 1% 5 3% 2 1% 
2 11 6% 21 11% 17 9% 15 9% 
3 52 30% 78 42% 68 38% 63 36% 
4 62 36% 48 26% 59 33% 59 34% 
5 49 28% 38 20% 31 17% 35 20% 
 
 
 The results of the observed score counts and percentages across the four 
assessment conditions for Functional Meaning are presented in Table 4.31. Scores ranged 
from 1 to 5 for all assessment conditions with again a small percentage of a score of 1. 
Compared to the previously described components, the most frequently occurring score 
was a score of 4 for all four conditions (ranging from 40% to 44%). The second most 
observed score was a score of 3 for the experimental groups but was a 5 for the control 
group. Also, compared to the previous components, there were relatively fewer lower 
scores (i.e., scores of 1s and 2s) which corresponds to the fact that Functional Meaning 
had the lowest logit among the six components in measuring the scale difficulty. 
Although the scores were negatively skewed for all four conditions, there was slightly a 






Observed Score Counts and Percentages Across the Four Assessment Conditions for 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 1 1% 1 1% 3 2% 2 1% 
2 2 1% 7 4% 7 4% 11 6% 
3 33 19% 56 30% 53 29% 51 29% 
4 74 43% 78 42% 79 44% 70 40% 
5 64 37% 44 24% 38 21% 40 23% 
 
 
 The observed score counts and percentages for the last component, Implied 
Meaning, is presented in Table 4.32. A similar pattern was observed for this component 
as was observed for Functional Meaning in that the most frequently observed score was 4 
across the four assessment conditions, but the second most frequently observed score was 
3 for the experimental groups but was 5 for the control group. In addition, the 











Observed Score Counts and Percentages Across the Four Assessment Conditions for 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 
(n = 30) 
 Count % Count % Count % Count % 
0 0 0% 0 0% 0 0% 0 0% 
1 0 0% 1 1% 3 2% 2 1% 
2 5 3% 16 9% 13 7% 14 8% 
3 38 22% 58 31% 51 28% 59 34% 
4 75 43% 72 39% 85 47% 62 36% 
5 56 32% 39 21% 28 16% 37 21% 
  
 
Average examinee ability measures and outfit mean-square. The average 
examinee ability measure associated with each score across the three tasks and the outfit 
mean-square indices for each score across the three tasks for the four assessment 
conditions are presented in Tables 4.33 to 38. The average measure indicates the average 
logit of test-taker ability measures for all the test-takers who were assigned each score. 
These measures are expected to increase as the score increases as it is expected for the 
average test-takers’ scores to increase as the difficulty level increases (Bond & Fox, 
2007). In addition, the outfit mean-square index indicates the difference between the 
observed and the expected examinee ability with an expected value of 1.0 which is 
computed when the two measures are equal. An outfit mean-square index greater than 2.0 
is problematic as it suggests that the rating for one or more test-takers may not be 
contributing to meaningful measurement (Linacre, 2011). Tables 4.33 to 4.38 present the 
results in the following order of the rating scale: Lexical Form and Meaning, 
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Morphosyntactic Form and Meaning, Cohesive Form and Meaning, Topical Meaning, 
Functional Meaning, and Implied Meaning.   
 The results of the average examinee ability measures of each score in Tables 4.33 
to 38 show that all six components of the rubric functioned as expected for all four 
assessment conditions since the average measures increased proportional to the score 
levels for all six components of the rubric in all four assessment conditions. In addition, 
for all six components of the rubric, the outfit mean-square indices were less than 2.0 in 
all four assessment conditions. This indicates that no unexpected ratings were found in 
rating for the six components of the rubric across the four assessment conditions.  
Table 4.33 
Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1     -4.02  0.5 -4.01  0.6 
2 -2.66  0.9 -3.49 0.9  -0.97 1.0  -1.27  0.9 
3  -0.71 1.2 -0.86 1.0    0.62 1.1   0.44   0.9 
4  1.34  0.8 1.17 1.0   2.28  0.9  2.52 1.0 










Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1     -4.33  0.5 -4.15  0.6 
2 -3.01   0.8  -3.20 1.6 -1.25  0.7 -1.46  0.8 
3  -0.82   0.9  -1.26 1.1   0.71  0.8   0.40 1.1 
4  1.34  1.6   1.01  0.9  2.17  0.7  2.45 1.1 




Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1 -2.03  .8   -3.05  .7 -3.51   0.5 
2  -.87  .9 -3.25 1.1 -0.91 1.1  -1.12  0.9 
3   .81 1.1  -.82 1.0   .67 1.2   0.79   1.3 
4  2.69  .9  1.03 1.2  2.16 1.0  2.29   0.6 









Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1   -2.73   0.8 -2.71   0.8 -3.49  0.6 
2  -2.19   0.9 -1.60  1.1  -0.84  1.3 -1.04  1.0 
3   -0.44  1.2   0.99  1.6   0.72  1.3   0.72  0.9 
4   1.44   0.8  2.85   0.9  1.87  1.3  2.45  0.9 




Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1 -1.28  0.8 -2.10  0.7 -2.61  .7 -3.20  0.6 
2 -1.31  0.4 -1.35  0.9 -1.01 1.0  -0.50 1.7 
3   0.42  0.7   0.06  0.7   0.63 1.0   0.72 1.0 
4  2.72 1.0  3.20  0.6  2.34 0.9  2.17  0.8 









Average Examinee Ability Measures and Outfit Mean-Square Indices of Scores Across 




(n = 29) 
Access to 
Spelling Tool 
(n = 31) 
Access to 
Grammar Tool 
(n = 30) 
Access to 
Reference Tool 

















1   -2.41  0.7 -2.88  0.6 -3.40   0.6 
2 -1.91   0.8 -1.63  0.8 -1.20   0.9  -0.48  1.4 
3  -0.34  0.9   0.81 1.6   0.66 1.1   0.68  1.2 
4  1.83   0.8  2.93  1.0  2.25  1.0  2.21  0.9 
5  3.74  1.2  5.22 1.0  3.55  1.0  5.10   0.8 
 
 
  Scale category probability curves. Figures 4.8 a-d to 4.13 a-d present the scale 
category probability curves for the six components of the rubric across the four 
assessment conditions. These figures graphically show the structure of the rating scales 
and provide information of whether raters are using all the score categories for the rating 
scales. The horizontal axis depicts the examinee ability in logits, while the vertical axis 
represents the probability (ranging from 0 to 1) of examinees receiving the particular 
score. In examining these scale category probability curves, three points should be 
verified: 1) the peaks for each score category should be distinct (Barkaoui, 2014; Linacre, 
2011); 2) the peaks should appear in the order of the scores—i.e., the lowest score 
appearing on the left side of the graph, while the highest score appearing on the right side 
of the graph (reference); and 3) the curves should appear as an evenly spaced series of 
hills (Barkaoui, 2014).   
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 If the peaks of each curve distinct, this indicates that the score category is the 
most probable rating for a certain range of examinee ability being measured. For 
example, in Figure 4.8.a, four peaks can be found (i.e., for scores of 2, 3, 4, and 5), and 
the peaks are separate from each other (i.e., a peak for score 2 at -6.0 logit; a peak for 
score 3 at around -1.8 logit; a peak for score 4 at around 1.8 logit; and a peak for score 5 
at 6.0 logit. This implies that scores of 2, 3, 4, and 5 are the most probable rating for 
examinees with an ability of approximately -6.0, -1.8, 1.8, and 6.0 logits, respectively. 
 In addition, the peaks should appear in the order of the scores, with the lowest 
score on the left side and the highest on the right side of the graph, since the higher score 
should represent greater examinee ability. For example, if scores between 1 and 3 are 
shown in the scale category probability curves, the three curves presenting the scores 1, 
2, and should appear in this numeric order from left to right.  
 Lastly, having evenly spaced hills representing each score is important as this 
indicates that the scores are being assigned to the test-takers with a similar probability. 
For example, in comparing the hills in Figure 4.9 c and d, it can be noticed that the hills 
in 4.9 d are more evenly spaced, and this indicates that the scores to the test-takers who 
took the test with access to the reference tool were assigned with a similar probability, 
whereas the probability of being assigned a score for the test-takers who had access to the 
grammar tool varied across the scores.  
 Figures 4.8 to 4.13 present the graphs in the following order of the rating scale: 
Lexical Form and Meaning, Morphosyntactic Form and Meaning, Cohesive Form and 
Meaning, Topical Meaning, Functional Meaning, and Implied Meaning. Within each 
component, there are four figures each representing the four assessment conditions. In 
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general, distinct peaks were identified for the curves across the assessment conditions and 
across the rating scale components. However, as can be seen in Figures 4.12 a-d, a 
distinct peak was not identified for the score of 2 for Functional Meaning in the three 
assessment conditions besides the group that had access to the reference tool. This 
indicates that for Functional Meaning, score of 2 was most probable for at least some 
combinations of examinee measure and scale difficulty only for the group of test-takers 
who had access to the reference tool (Boone, Staver, & Yale, 2014). In addition, for all 
24 figures (four assessment conditions across the six rating scale components), the peaks 
of the curves appeared numerically, from the lowest on the left side of the horizontal axis 
and the highest on the right side of the horizontal axis, which suggests that higher scores 

















a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool 
(n = 31) 
  
c. Group with Access to Grammar Tool  
(n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.8 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 













a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool  
(n = 31) 
  
c. Group with Access to Grammar Tool  
(n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.9 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 





















a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool  
(n = 31) 
  
c. Group with Access to Grammar Tool  
(n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.10 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 





















a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool  
(n = 31) 
  
c. Group with Access to Grammar Tool  
(n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.11 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 





















a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool  
(n = 31) 
  
c. Group with Access to Grammar Tool 
 (n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.12 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 





















a. Group with Access to No Tools  
(n = 29) 
b. Group with Access to Spelling Tool  
(n = 31) 
  
c. Group with Access to Grammar Tool  
(n = 30) 
d. Group with Access to Reference Tool  
(n = 30) 
 
Figures 4.13 a, b, c, d. Scale Probability Curves Across the Four Assessment Conditions 




 In order to examine if any of the groups of test-takers who took the test in the four 
assessment conditions performed systematically better or worse differently across the 
tasks, across the components of the rating scales, and across their proficiency levels, 
interactions between the assessment condition facet and the task facet; between the 
assessment condition facet and the rating scale facet; and between the assessment 
condition facet and the proficiency level were examined using bias/interaction analyses. 
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More specifically, the bias/interaction analyses were conducted to address the following 
research question: 
Research Question 2. What is the nature of the systematic interaction effects, if 
any, 1) between the four assessment conditions and the six components of second 
language writing ability, 2) between the four assessment conditions and the three 
test tasks, and 3) between the four assessment conditions and the three proficiency 
levels? 
 A series of bias/interaction analyses were conducted with a MFRM model 
including all 120 test-takers from the four assessment conditions. Figure 4.14 present the 




























Note. Examinee Facet:   I = Intermediate; A = Advanced; P = Proficient  
C = Control Group; S = Spelling Tool Group;  
G = Grammar Tool Group; R = Reference Tool Group 
 Task Facet:           Task 1 = Apology email to a project partner;  
  Task 2 = Negative catering service review 
  Task 3 = Discussion board post about online education 
 Scale Facet:           LFM = Lexical Form and Meaning 
  MFM = Morphosyntactic Form and Meaning 
  CFM = Cohesive Form and Meaning 
  TM = Topical Meaning 
  FM = Functional Meaning 
  IM = Implied Meaning 
 
Figure 4.14. Facet Map for All Four Groups (N = 120). 
 
 
Compared to the previous FACET maps, this includes two more facets, the 
proficiency level, and the assessment conditions, shown in the third and fourth columns 
in the map. The facets that were of interest in the bias/interaction analyses include: 
assessment condition, task, rating scale, and proficiency level.  
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 Interaction between assessment condition and task. As there were three tasks, 
and test-takers wrote for these three tasks in four different assessment conditions, some 
group of test-takers may have systematically performed better or worse than expected on 
different writing tasks. In order to investigate whether there were systematic interactions 
between the assessment conditions and the tasks, a bias/interaction analysis was 
performed, and Table 4.39 summarizes the results. For each assessment condition by 
task, the observed score along with the expected score from the Rasch model, the size of 
the bias in logits and the probability of the significance of the bias are presented. The bias 
size is in logits and has either a positive or negative value. The positive value denotes that 
the given task was easier than expected for the group of test-takers in the given 
assessment condition. The negative value, on the other hand, denotes that the given task 
was more difficult than expected for the group of test-takers in the given assessment 
condition. The probability values greater than .05 indicates that the bias is not statistically 
significant and may be due to chance. However, the probability values less than .05 
indicate that the bias statistically significant and that a systematic interaction between the 











Bias/Interaction between Assessment Condition and Task  





Access to No Tools Task 1 1299 1295.90   0.03       .77 
Access to Spelling Tool Task 1 1273 1292.92 -0.16       .07 
Access to Grammar Tool Task 1 1236 1206.19   0.24       .01** 
Access to Reference Tool Task 1 1195 1207.75  -0.11       .23 
      
Access to No Tools Task 2 1283 1288.41  -0.05       .61 
Access to Spelling Tool Task 2 1298 1284.87   0.11       .24 
Access to Grammar Tool Task 2 1162 1198.08  -0.29       .00** 
Access to Reference Tool Task 2 1229 1200.41   0.26       .01** 
      
Access to No Tools Task 3 1424 1421.45   0.02       .80 
Access to Spelling Tool Task 3 1437 1430.01   0.06       .51 
Access to Grammar Tool Task 3 1354 1347.51   0.05       .55 
Access to Reference Tool Task 3 1319 1334.64  -0.14       .13 
Task 1 = Apology email to a project partner 
Task 2 = Negative online review of a catering service 
Task 3 = Discussion board post about online education  
 
 
 For Task 1 (apology email to a project partner), the group of test-takers who had 
access to no tools or the grammar tool performed better than was expected, and the group 
of test-takers who had access to the spelling tool and the reference tool received a lower 
score than was expected. However, the interaction that was statistically significant was 
only the ones for the group of test-takers who had access to the grammar tool. In other 
words, the test-takers who had access to the grammar tool systematically performed 
better than was expected for Task 1.  
 As for Task 2 (negative online review of a catering service), the group of test-
takers who had access to no tools or the grammar tool received a lower score than was 
expected, and the group of test-takers who had access to the spelling tool or the reference 
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tool performed better than was expected. The direction of bias (i.e., positive or negative) 
between the four assessment conditions and Task 2 was the opposite of what was found 
between the four assessment conditions and Task 1. However, again, not all the 
interactions were statistically significant. The only interaction that showed a statistically 
significant bias was the one with the test-takers who had access to the grammar tool or 
the reference tool. For the test-takers who had access to the grammar too, Task 2 was 
systematically more difficult than was expected leading them to receive a lower score 
than expected. As for the test-takers who had access to the reference tool, Task 2 was 
systematically easier than was expected, and this lead them to receive a higher score than 
expected. 
 For Task 3 (discussion board post about online education), although there were 
some differences in the observed scores and what was expected across the four 
assessment conditions, the interactions between the task and the assessment conditions 
were not systematic. That is, none of the groups of test-takers in the four assessment 
conditions performed systematically better or worse than was expected for Task 3.  
 In discussing the results in terms of the assessment conditions, the group of test-
takers who had access to no linguistic tools and those who had access to the spelling tool 
did not show any systematic interactions with the tasks. However, the group of test-takers 
who had access to the grammar tool was inconsistent in their performance. They 
performed better than expected for Task 1, received a lower score than expected for Task 
2, but did not systematically perform better or worse for Task 3. This may be because of 
the nature of the linguistic tool as the assistance the grammar tool provided was not as 
consistent and detailed as the other two linguistic tools (see Chapter V for more details). 
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The group of test-takers who had access to the reference tool did not show any systematic 
interactions with Tasks 1 and 3, but they received a higher score than expected for Task 2 
(negative online review of a catering service). As discussed earlier, Tasks 2 involved 
writing descriptive language (i.e., describing the negative experience of the food, price, 
and the service), and having access to the reference tool and being provided with 
assistance in lexical form and meaning may have helped these test-takers perform better 
than expected. 
 In addition to examining whether the writing tasks were easier or more difficult 
than expected for each assessment conditions, the pairwise interaction effects were also 
examined to understand which task systematically was more difficult or easier than which 
task in different assessment conditions. The results are shown in Table 4.40. The higher 
the target measure, the more difficult the task was.  
Table 4.40 









Access to No Tools 
Task 1   -.03 Task 2    .05   -.07        .57 
Task 1   -.03 Task 3   -.02    .00      .99 
Task 2    .05 Task 3   -.02    .07      .60 
       
Access to Spelling 
Tool 
Task 1    .16 Task 2   -.11    .27      .04* 
Task 1    .16 Task 3   -.06      .22      .09 
Task 2   -.11 Task 3   -.06   -.05      .72 
       
Access to Grammar 
Tool 
Task 1   -.24 Task 2    .29   -.53      .00** 
Task 1   -.24 Task 3   -.05   -.19      .14 
Task 2    .29 Task 3   -.05    .35      .01** 
       
Access to Reference 
Tool 
Task 1    .11 Task 2   -.26    .37      .01** 
Task 1    .11 Task 3    .14   -.03      .82 




 Interaction between assessment condition and rating scale. In addition to the 
bias analysis between the assessment condition facet and the task facet, a bias/interaction 
analysis between the assessment condition facet and the rating scale facet was performed 
in order to identify if any group of test-takers in the four different assessment conditions 
performed differently than was expected. Table 4.41 presents the results of the bias 
analysis between the assessment condition and the rating scale component.  
 It was found that although some of the rating components were easier than 
expected or more difficult than expected for groups of test-takers in different assessment 
conditions, none of the interactions were statistically significant. In other words, none of 
the groups of test-takers in the four different assessment conditions systematically 
received a higher and/or lower score for any of the six components of the rating rubric. 
Differences between the scores that were expected and that were observed existed, but 














Bias/Interaction between Assessment Condition and Rating Scale  







Access to No Tools LFM 636 639.91  -0.07 .60 
Access to Spelling Tool LFM 650 639.72   0.17 .18 
Access to Grammar Tool LFM 592 597.18  -0.03 .50 
Access to Reference Tool LFM 597 598.07  -0.01 .88 
      
Access to No Tools MFM 621 624.56  -0.06 .63 
Access to Spelling Tool MFM 635 623.61   0.20 .14 
Access to Grammar Tool MFM 567 582.30  -0.26 .05 
Access to Reference Tool MFM 591 583.43   0.14 .31 
      
Access to No Tools CFM 654 663.90  -0.16 .20 
Access to Spelling Tool CFM 659 659.38  -0.01 .96 
Access to Grammar Tool CFM 615 615.56  -0.01 .95 
Access to Reference Tool CFM 626 615.04   0.18 .16 
      
Access to No Tools TM 671 672.39  -0.02 .86 
Access to Spelling Tool TM 659 671.16  -0.19 .13 
Access to Grammar Tool TM 634 671.16   0.04 .37 
Access to Reference Tool TM 632 625.52   0.11 .39 
      
Access to No Tools FM 720 711.42   0.18 .22 
Access to Spelling Tool FM 715 717.63  -0.05 .72 
Access to Grammar Tool FM 682 675.21   0.12 .38 
Access to Reference Tool FM 657 669.53 -0.24 .08 
      
Access to No Tools IM 704 693.57   0.20 .15 
Access to Spelling Tool IM 690 696.32  -0.11 .41 
Access to Grammar Tool IM 662 654.74   0.12 .35 
Access to Reference Tool IM 640 651.20  -0.21 .13 
 
  
 However, by examining the pairwise bias/interaction between the assessment 
condition and the rating scale, several pairs of rating scales were identified to have 















Access to No Tools LFM     .07 MFM     .06     .01       .98 
LFM     .07 CFM     .16    -.09       .62 
LFM     .07 TM     .02     .05       .81 
 LFM     .07 FM    -.18     .25       .21 
 LFM     .07 IM    -.20     .27       .16 
 MFM     .06 CFM     .16    -.10       .60 
 MFM     .06 TM     .02     .04       .83 
 MFM     .06 FM    -.18     .24       .22 
 MFM     .06 IM    -.20     .27       .17 
 CFM     .16 TM     .02     .14       .45 
 CFM     .16 FM    -.18     .34       .08 
 CFM     .16 IM    -.20     .36       .06 
 TM     .02 FM    -.18     .20       .30 
 TM     .02 IM    -.20     .23       .24 
 FM    -.18 IM    -.20     .03       .90 
       
Access to Spelling 
Tool 
LFM    -.17 MFM    -.20     .02      .90 
LFM    -.17 CFM     .01    -.18      .32 
LFM    -.17 TM     .19    -.36      .04** 
 LFM    -.17 FM     .05    -.22      .24 
 LFM    -.17 IM     .11    -.28      .13 
 MFM    -.20 CFM     .01    -.20      .26 
 MFM    -.20 TM     .19    -.39      .03 
 MFM    -.20 FM     .05    -.24      .19 
 MFM    -.20 IM     .11    -.31      .10 
 CFM     .01 TM     .19    -.18      .29 
 CFM     .01 FM     .05    -.04      .82 
 CFM     .01 IM     .11    -.10      .57 
 TM     .19 FM     .05     .14      .43 
 TM      .19 IM     .11     .08      .65 








Table 4.42 (continued) 










Access to Grammar 
Tool 
LFM     .09 MFM     .26    -.18      .34 
LFM     .09 CFM     .01     .08      .66 
LFM     .09 TM    -.11     .20      .27 
 LFM     .09 FM    -.12     .21      .27 
 LFM     .09 IM    -.12     .21      .25 
 MFM     .26 CFM     .01     .26      .16 
 MFM     .26 TM    -.11     .38      .04* 
 MFM     .26 FM    -.12     .38      .04* 
 MFM     .26 IM    -.12     .39      .04* 
 CFM     .01 TM    -.11     .12      .49 
 CFM     .01 FM    -.12     .13      .49 
 CFM     .01 IM    -.12     .13      .47 
 TM     -.11 FM    -.12     .01      .98 
 TM    -.11 IM    -.12     .01      .95 
 FM    -.12 IM    -.12     .00      .98 
       
Access to Reference 
Tool 
LFM     .02  MFM    -.14    .16       .41 
LFM     .02  CFM    -.18    .20       .28 
LFM     .02  TM    -.11    .13       .48 
 LFM     .02  FM     .24   -.22       .25 
 LFM     .02  IM     .21   -.19       .33 
 MFM    -.14  CFM    -.18    .05       .81 
 MFM    -.14  TM    -.11   -.02       .90 
 MFM    -.14  FM     .24   -.38       .05 
 MFM    -.14  IM     .21   -.34       .07 
 CFM    -.18  TM    -.11   -.07       .71 
 CFM    -.18  FM     .24   -.42       .03* 
 CFM    -.18  IM     .21   -.39       .04* 
 TM    -.11  FM     .24   -.36       .06 
 TM    -.11  IM     .21   -.32       .09 







 As the asterisks indicate the probability of the interaction being significant, none 
of the pairs of the rating components showed to be systematically more difficult or easier 
than another for the test-takers who took the test without access to any linguistic tools. 
However, for those who had access to the spelling tool, the pairwise bias/interaction 
analysis showed that Lexical Form and Meaning was systematically easier than Topical 
Meaning. Similarly, for those who had access to the reference tool, it was observed that 
Cohesive Form and Meaning was systematically easier than Topical Meaning and 
Implied Meaning. As can be seen for these two group, with the assistance of the spelling 
tool and the reference tool, the components that focus on form and meaning were easier 
than the meaning-based component—which was not the general case overall. It is also 
interesting to note that with access to the tool that focused more on the lexical and 
morphosyntactic form (i.e., spelling tool), Lexical Form and Meaning was easier than the 
meaning-focused component, whereas with the tool that focused on the lexical and 
morphosyntactic forms and meanings (i.e., reference tool), Cohesive Form and Meaning 
was easier than the meaning-focused component. This may be because compared to 
Lexical Form and Meaning, Cohesive Form and Meaning goes beyond the lexicon and 
focuses more on the logic, organization, and flow of the language, thus having access to a 
tool that provides assistance in meaning as well as form may have helped receive a 
systematically higher score in the scale compared to the overall relevance and the 
intention of the content and language (i.e., Topical Meaning and Functional Meaning).  
 For those who had access to the grammar tool, contradictory results were found. 
That is, with access to the grammar tool, Morphosyntactic Form and Meaning, another 
component of the rubric that focuses on the form and meaning was more difficult than 
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Topical Meaning, Functional Meaning, and Implied Meaning. This could be because as 
the test-takers knew that they had access to a tool named the grammar tool, they may 
have expected the tool to identify the morphosyntactic errors made in their writing. 
However, the tool actually did not provide as much grammar-related assistance as it 
focused more on errors such as punctuation, capitalization, spacing, and forms of words. 
Thus, the test-takers may have paid less attention to the morphosyntactic form and 
meaning errors they were making in their writing, which lead them to receive a lower 
score on this component in comparison to the meaning-related components of the rubric.  
 Interaction between assessment condition and proficiency level. Another pair 
of interaction—between the assessment condition and proficiency level—was examined, 
and the results are presented in Table 4.43. As can be seen none of the proficiency level 
of test-takers showed systematic interaction with the condition tools.  
Table 4.43 
Bias/Interaction between Assessment Condition and Proficiency Level 







Access to No Tools Int 1328 1327.94 .00 .99 
Access to Spelling Tool Int 1397 1396.98 .00 .99 
Access to Grammar Tool Int 981 980.97 .00 .99 
Access to Reference Tool Int 1230 1229.97 .00 .99 
      
Access to No Tools Adv 1589 1588.89 .00 .99 
Access to Spelling Tool Adv 1484 1483.88 .00 .99 
Access to Grammar Tool Adv 1484 1483.92 .00 .99 
Access to Reference Tool Adv 1562 1561.87 .00 .99 
      
Access to No Tools Prof 1089 1088.92 .00 .99 
Access to Spelling Tool Prof 1127 1126.94 .00 .99 
Access to Grammar Tool Prof 1287 1286.89 .00 .99 




 In summarizing the MFRM results, it was found that the fit statistics for all the 
facets within each MFRM model were within the acceptable range for all assessment 
conditions. Additionally, the raters were very close in severity and also in strong 
agreement in their scores for all assessment conditions. However, a slight difference in 
the difficulty of the tasks across the assessment conditions. As for the scales 
functionality, all components of the scales functioned as expected for all four assessment 
conditions, but for Functional Meaning, when compared across the assessment 
conditions, score of 2 was most probable for at least some combinations of examinee 
measure and scale difficulty only for the group of test-takers who had access to the 
reference tool. Lastly, systematic interactions were found between certain assessment 
conditions and certain tasks and between certain assessment conditions and certain rating 
scales. However, no systematic interactions were found between the assessment condition 
and the proficiency level.  
 In the MFRM analyses, facets other than test-takers’ ability—task, rater, rating 
scale—were considered as sources of variability and the influence of these facets were 
compensated for, and the variability associated with each facet were estimated in order 
have a meaningful comparison of test-takers’ ability. Additionally, bias/interaction 
between facets were examined in the MFRM analyses to examine if there were any 
systematic interactions between the facets of interest. It is important to note that the 
findings from the MFRM analyses are exploratory due to the small sample size in each of 
the four assessment conditions and the three proficiency levels, and the interpretation of 
the findings may be limited.  
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In addition to the information obtained from the MFRM analyses, multivariate G-
theory analyses were conducted in order to have an understanding of the multiple sources 
of variance on the components of the rubric and the dependability of the analytic scores 
of the rubric and that of the composite score, and in order to understand the relationship 
among the components of the analytic rubric.  
 
Multivariate Generalizability Theory Analyses  
 Unlike in MFRM analyses, where the influences of factors other than test-takers’ 
writing ability were compensated for in a series of probabilistic equation to estimate the 
variability associated with each factor, all variance components besides the variance 
component for the test-taker were included as error to measure the absolute level of test-
takers’ writing ability in the generalizability theory (G-theory) analyses. A series of 
multivariate G-theory analyses were conducted to examine the following two research 
questions:  
Research Question 3. What is the relative contribution of multiple sources of 
variation (i.e., test-takers, raters, and tasks) to the total score variability in the 
writing test across the four assessment conditions and to what extent are the 
scores are dependable across the four assessment conditions?  
Research Question 4. To what extent do the components of L2 writing ability 





 A multivariate study includes two stages: a G-study and D-study. In a G-study, 
variance and covariance component estimates are calculated for different sources of score 
variation, and these estimates are based on a single observation of each of the test facets 
(i.e., a single score given on a single task). In a D-study, variance and covariance 
component estimates and dependability coefficients are obtained for the actual 
operational measurement design (i.e., scores given on three tasks by two raters). The 
findings of the generalizability analysis in the current study are based on the second 
stages, the D-studies, of a series of generalizability analyses.  
 
Variance Component Estimates for the Test  
In order to obtain the variance component estimates separately for the four groups 
of test-takers who took the writing test in different assessment conditions, four two-facet 
multivariate studies were performed, with rating scale components as the fixed facet, the 
test-takers (p) as the object of measurement, the tasks (t) and the raters (r) as the random 
facets, where the person, task, and rater facets were fully crossed (i.e., p• × t• × r• 
design). The tasks (t) and the raters (r) were treated as random facets as they were 
assumed to be interchangeable with other equally possible tasks and raters. The test may 
be problematic if one or more of these facets, and/or their interactions accounted for a 
significant portion of the variance.  
Table 4.44 to 4.47 present the results of the relative contribution of the sources of 
variation (i.e., person, task, rater, person-by-task, person-by-rater, task-by-rater, and 
person-by-task-by-rater and error) to the total score variability for the groups that had 




Variance Component Estimates for the Group with Access to No Linguistic Tools  
(n =29; Number of Task = 3; Number of Raters = 2) 
Source of 
Variance 
Variance Estimates s2 
(% of Variance Explained) 
LFM MFM CFM TM FM IM 
Persons (p) 0.3540 0.3666 0.4891 0.3973 0.3036 0.2968 (75.82%) (76.13%) (75.67%) (75.40%) (74.82%) (72.79%) 
       











       











       











       











       











       











       











Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 










Variance Component Estimates for the Group with Access to Spelling Tool  
(n = 31; Number of Task = 3; Number of Raters = 2) 
Source of 
Variance 
Variance Estimates s2 
(% of Variance Explained) 
LFM MFM CFM TM FM IM 











       











       











       











       











       











       











       











Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 











Variance Component Estimates for the Group with Access to Grammar Tool  
(n = 30; Number of Task = 3; Number of Raters = 2) 
Source of 
Variance 
Variance Estimates s2 
(% of Variance Explained) 
LFM MFM CFM TM FM IM 











       











       











       











       











       











       











       











Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 










Variance Component Estimates for the Group with Access to Reference Tool  
(n = 30; Number of Task = 3; Number of Raters = 2) 
Source of 
Variance 
Variance Estimates s2 
(% of Variance Explained) 
LFM MFM CFM TM FM IM 











       











       











       











       











       











       











       











Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 
 CFM = Cohesive Form and Meaning   IM = Implied Meaning  
 
 
The estimated variance components for persons (p) indicate the proportion of total 
variance in the scores explained by true difference among the test-takers in the 
components being assessed in the rubric, and it is desirable that true difference in the test-
taker’s ability accounts for the largest proportion of variance. For all six components of 
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the rubric for the group of test-takers that had access to no linguistic tools, the estimated 
variance components for persons (p) was the highest ranging from 72.79% to 76.13%. In 
comparison to the group of test-takers who had access to no linguistic tools, for those that 
had access to the spelling tool, test-takers’ ability accounted for slightly more, especially 
for Morphosyntactic Form and Meaning (84.16%) and Functional Meaning (84.23%). As 
for the group of test-takers with access to the grammar tool, a relatively lower percentage 
of variance was found in the persons (p) component for Cohesive Form and Meaning 
(67.80%) and Topical Meaning (60.94%). Lastly, for the test-takers with access to the 
reference tool, the percentage which persons (p) accounted for in explaining the variance 
of test-takers’ scores was the largest compared to the percentage persons (p) accounted 
for in the previous three assessment conditions ranging from 81.80% to 86.94%.  
When the estimated variance components for persons (p) for each component of 
the rubric were compared across the four assessment conditions, it was found that test-
takers’ ability accounted for generally the largest portion for Morphosyntactic Form and 
Meaning across all four assessment conditions (76.13%, 84.16%, 80.83%, and 83.85%). 
This is expected as among the six components of the rubric, Morphosyntactic Form and 
Meaning is the component that is the least task dependent and is also the component that 
raters are the most familiar with in assigning a score to. 
It was expected for tasks (t) to be accounted for a small portion (but not as close 
to 0.00%) as the three tasks were designed to have different difficulties. As expected, 
tasks (t) accounted for a small portion across the components of the rubric and across the 
assessment conditions ranging from 0.37% to 5.51%, 0.89% to 5.08%, 1.35% to 5.11%, 
and 0.81% to 3.06% for the group of test-takers with access to no linguistic tools, 
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spelling, grammar, and reference tools, respectively. Interestingly, when compared across 
the six components of the rubric, for those who had access to no linguistic tools, spelling 
tool, and the grammar tool, tasks (t) accounted for the largest proportion for Cohesive 
Form and Meaning (5.51%, 5.08%, and 5.11, respectively). However, for those who had 
access to the reference tool, tasks (t) did not accounted for the largest proportion for 
Cohesive Form and Meaning (1.54%) but for Lexical Form and Meaning (3.06%). In 
other words, for the test-takers who had access to no linguistic tools, spelling tool, or the 
grammar tool, the difficulty of the three tasks had a relatively larger effect on the test-
takers’ scores on Cohesive Form and Meaning compared to the effect of the tasks on the 
other components of the rubric. However, for those who had access to the reference tool, 
the difficulty of the tasks had a comparatively larger effect on the test-takers’ scores on 
Lexical Form and Meaning as opposed to the other components of the rubric. This 
difference is probable because it was the group that had access to the dictionary and 
thesaurus for which Lexical Form and Meaning had a relatively larger task effect.  
As for the raters (r), it was desirable for the variance component estimates to be 
close to 0 as the difference in rater severity should not be contributing to the total score 
variability. Again, as expected, there were almost no contribution to the overall score 
variability from the raters across all six components of the rubric across the four 
assessment conditions. 
In terms of the interactions, the person-by-task (pt) accounted for the second 
largest percentage for all components of the rubric across the four assessment conditions. 
This indicates that the test-takers were rank-ordered differently on which task they 
responded to. In comparing the percentage of the person-by-task effect across the six 
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components of the rubric and across the assessment conditions, it was found that for the 
group of test-takers who had access to the grammar tool, there was a comparably larger 
person-by-task effect on Topical Meaning compared to that on the other components. 
This indicates that there was a higher chance for the test-takers who had access to the 
grammar tool to be rank-ordered differently by task for Topical Meaning.  
As for the interactions that involve rater (i.e., person-by-rater (pr), task-by-rater 
(tr)), the percentage of the variance component estimates were close to 0 for all 
components of the rubric across the four assessment conditions, indicating that there was 
almost no contribution to the overall score variability from the rank ordering differences 
associated with raters.  
Lastly, in comparing the three-way interaction between person, task, and rater 
plus the error variance across the six components of the rubric and across the four 
assessment conditions, it was found that relatively the three-way interaction between 
person, task, and rater plus the error variance was small across the six components of the 
rubric. However, it was comparably larger across the six components of the rubric for the 
group of test-takers who had access to the grammar tool (ranging from 4.32% to 9.26%), 
while it ranged from 2.02% to 5.38% for other three groups of test-takers. This result 
corresponds to the relatively lower percentage of variance found in the persons (p) 
component for the group of test-takers with access to the grammar tool.  
 
Score Dependability  
 In addition to examining the estimates of the variance components, the 
dependability of the ratings was examined. Tables 4.48 to 4.51 present the absolute error 
variance (σ2abs) and the phi-coefficient (Φ) across the six components of the rubric for all 
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four assessment conditions for the entire test and separately for the three tasks. The 
dependability phi-coefficient (Φ) represents the proportion of total score variance that is 
accounted for by the universe score variance and is analogous to the criterion-reference 
reliability coefficient in classical test theory. In other words, the dependability of scores 
indicates the comparison between test-takers’ observed score and the universe score 
across different facets of measurement (e.g., examinee, raters, and tasks).  
 As can be seen in Table 4.48, the entire test had a high dependability across the 
six components of the rubric (Φ ranging from .73 to .86 for the rating scale and from .82 
to .90 overall). This indicates that overall, the observed scores of all test-takers were 
generalizable to their theoretical scores to a great extent.   
In comparing the control group to the experimental groups, it was found that the 
test was more dependable for the test-takers who took the test with access to a linguistic 
tool. When compared across the three experimental groups, the test was slightly more 
dependable across the six components of the rubric and overall for the test-takers who 
had access to the reference tool. This indicates that the observed scores of those who had 
access to the reference tool were comparably more generalizable to their universe scores 
under all possible conditions compared to that of those who did not have access to the 










Score Dependability of the Entire Test Across the Four Assessment Conditions 
 Group with 
Access to  LFM MFM CFM TM FM IM 
Absolute Error 
Variance (σ2abs) 
No Tools 0.11 0.12 0.16 0.13 0.10 0.11 
Spelling Tool 0.13  0.10 0.16 0.15 0.09 0.12 
Grammar Tool 0.13 0.11 0.16 0.18 0.12 0.13 
Reference Tool 0.12 0.09 0.10 0.10 0.09 0.11 
        
Dependability 
Coefficient Phi (Φ) 
No Tools .76 .76 .76 .75 .75 .73 
Spelling Tool .80 .84 .79 .76 .84 .79 
Grammar Tool .74 .81 .68 .61 .75 .76 
Reference Tool .82 .84 .86 .85 .86 .84 




No Tools 0.08 
Spelling Tool 0.08 
Grammar Tool 0.08 
Reference Tool 0.06 
   
Composite Score 
Phi (Φ) 
No Tools .82 
Spelling Tool .86 
Grammar Tool .81 
Reference Tool .90 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 
 CFM = Cohesive Form and Meaning   IM = Implied Meaning  
 
 
 When the tasks were broken up, and when the score dependability was examined 
for each task, again, overall the tasks showed a generally high phi-coefficient, suggesting 
that the tasks were dependable. However, in comparing the dependability across the 
assessment conditions, a slightly different result was found across the three tasks. Task 1 
(apology email to a project partner) was found to be most dependable in the assessment 
condition in which test-takers did not have access to any linguistic tools; Task 2 (negative 
online review on a catering service) exhibited the most dependable task in the condition 
where they had access to the reference tool; and Task 3 (discussion board post about 
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online education) yielded the highest dependability in the conditions where test-takers 
had access to either the spelling tool or the reference tool (see Tables 4.49 to 51). This 
indicates that the observed scores on Task 1of those who had access to no linguistic tool 
were relatively more generalizable to their universe scores when tested on a similar 
condition (e.g., similar task and raters); however, the observed scores on Tasks 2 and 3 
were relatively more generalizable to their universe scores for those who had access to 
the reference tool and reference/spelling tool, respectively. These results coincide with 
what was discussed in the previous sections—the nature of the tasks influencing 
performance of test-takers with difference assistance. As for Task 1, since this was the 
first task assigned to the test-takers and since they were given only 15 minutes to 
complete it, for the test-takers who had access to a linguistic tool may have needed time 
to get accustomed to the given tool when writing for Task 1, and having access to a 
linguistic tool may not have influenced the dependability of the scores. However, it is 
important to note that for Tasks 2 and 3, it was when test-takers had access to the 
reference tool and the reference or spelling tool that the tasks were more dependable. 
This indicates that for tasks that are relatively long and more complicated, having access 
to a linguistic tool, especially the reference tool, produces scores that are more 









Score Dependability of Task 1 Across the Four Assessment Conditions 
 Group with 
Access to  LFM MFM CFM TM FM IM 
Absolute Error 
Variance (σ2abs) 
No Tools 0.03 0.03 0.07 0.07 0.07 0.06 
Spelling Tool 0.07 0.06 0.08 0.07 0.04 0.12 
Grammar Tool 0.04 0.03 0.08 0.09 0.09 0.10 
Reference Tool 0.06 0.09 0.10 0.09 0.07 0.07 
        
Dependability 
Coefficient Phi (f) 
No Tools .96 .96 .94 .91 .90 .92 
Spelling Tool .92 .92 .92 .91 .94 .86 
Grammar Tool .93 .96 .91 .90 .86 .88 
Reference Tool .92 .85 .88 .87 .92 .91 




No Tools 0.02 
Spelling Tool 0.02 
Grammar Tool 0.02 
Reference Tool 0.02 
   
Composite Score 
Phi (f) 
No Tools .98 
Spelling Tool .97 
Grammar Tool .96 
Reference Tool .95 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 













Score Dependability of Task 2 Across the Four Assessment Conditions 
 Group with 
Access to  LFM MFM CFM TM FM IM 
Absolute Error 
Variance (σ2abs) 
No Tools 0.09 0.09 0.08 0.06 0.08 0.08 
Spelling Tool 0.02 0.07 0.08 0.05 0.04 0.06 
Grammar Tool 0.06 0.04 006 0.05 0.06 0.08 
Reference Tool 0.07 0.06 0.04 0.09 0.03 0.08 
        
Dependability 
Coefficient Phi (Φ) 
No Tools .85 .86 .92 .93 .87 .87 
Spelling Tool .97 .93 .91 .93 .94 .90 
Grammar Tool .92 .95 .93 .94 .92 .88 
Reference Tool .93 .94 .96 .93 .96 .93 




No Tools 0.03 
Spelling Tool 0.02 
Grammar Tool 0.02 
Reference Tool 0.01 
   
Composite Score 
Phi (Φ) 
No Tools .95 
Spelling Tool .97 
Grammar Tool .97 
Reference Tool .99 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 














Score Dependability of Task 3 Across the Four Assessment Conditions 
 Group with 
Access to  LFM MFM CFM TM FM IM 
Absolute Error 
Variance (σ2abs) 
No Tools 0.08 0.09 0.10 0.07 0.03 0.04 
Spelling Tool 0.02 0.06 0.11 0.04 0.04 0.06 
Grammar Tool 0.05 0.03 0.11 0.05 0.09 0.07 
Reference Tool 0.04 0.03 0.06 0.08 0.01 0.07 
        
Dependability 
Coefficient Phi (Φ) 
No Tools .87 .74 .79 .87 .93 .91 
Spelling Tool .97 .94 .87 .96 .94 .93 
Grammar Tool .93 .95 .86 .93 .83 .86 
Reference Tool .92 .94 .92 .88 .99 .89 




No Tools 0.02 
Spelling Tool 0.02 
Grammar Tool 0.02 
Reference Tool 0.01 
   
Composite Score 
Phi (Φ) 
No Tools .95 
Spelling Tool .98 
Grammar Tool .96 
Reference Tool .98 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 













Relative Contribution of Rating Scale to the Composite Universe Score Variance 
 The previous section discussed the multiple sources of variance (person, task, 
rater, and their interactions) on the rating scale and the dependability of the scores on the 
rating scale and on the composite score. In order to understand the degree to which each 
rating scale contributed to the composite score variance, effective weights of the scales 
were examined.  
The a priori weights (16.67%) were theoretically assumed equal across the six 
components of the rubric, but the degree to which each component contributed to the 
composite score may have differed depending on the absolute error variance of each 
components. Tables 4.52 to 4.55 present the results for the entire test and for each task. 
The results show that in general, the effective weights of each component did not differ 
much compared to the a priori weights in general. However, for the group that had access 
to no linguistic tool, Cohesive Form and Meaning accounted for slightly more in 
contributing to the composite score than other components for Tasks 1 and 2 (19.14% 
and 20.19%) and Lexical Form and Meaning accounted for somewhat more in 
contributing to the composite score than other components for Task 3 (20.05%). 
However, in general, the contribution of each of the six components of the rubric to the 









Relative Contributions of Each Rating Scale to the Composite Universe Score Variance 
by Assessment Conditions for the Entire Test 
 LFM MFM CFM TM FM IM 
A priori weights 16.67% 16.67% 16.67% 16.67% 16.67% 16.67% 
       
Effective weights        
Access to No Tools 16.09% 17.26% 18.98% 17.49% 15.22% 14.95% 
Access to Spelling Tool 16.92% 17.11% 18.26% 16.09% 16.21% 15.41% 
Access to Grammar Tool 16.33% 19.23% 16.44% 15.15% 16.39% 16.45% 
Access to Reference Tool 16.38% 16.01% 17.89% 17.02% 16.17% 16.53% 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 




Relative Contributions of Each Subscale to the Composite Universe Score Variance by 
Assessment Conditions for Task 1  
 LFM MFM CFM TM FM IM 
A priori weights 16.67% 16.67% 16.67% 16.67% 16.67% 16.67% 
       
Effective weights        
Access to No Tools 16.72% 18.24% 19.14% 16.21% 14.25% 15.44% 
Access to Spelling Tool 17.67% 15.58% 18.86% 16.49% 16.39% 15.01% 
Access to Grammar Tool 14.67% 16.50% 17.55% 18.38% 16.02% 16.89% 
Access to Reference Tool 17.02% 13.28% 18.28% 15.89% 18.02% 17.50% 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 








Relative Contributions of Each Subscale to the Composite Universe Score Variance by 
Assessment Conditions for Task 2 
 LFM MFM CFM TM FM IM 
A priori weights 16.67% 16.67% 16.67% 16.67% 16.67% 16.67% 
       
Effective weights        
Access to No Tools 15.35% 14.63% 20.19% 19.10% 15.84% 14.89% 
Access to Spelling Tool 16.98% 18.30% 17.88% 15.56% 16.08% 15.21% 
Access to Grammar Tool 16.32% 17.28% 16.18% 16.92% 17.50% 15.81% 
Access to Reference Tool 15.99% 16.92% 16.97% 17.88% 15.53% 16.71% 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 




Relative Contributions of Each Subscale to the Composite Universe Score Variance by 
Assessment Conditions for Task 3  
 LFM MFM CFM TM FM IM 
A priori weights 16.67% 16.67% 16.67% 16.67% 16.67% 16.67% 
       
Effective weights        
Access to No Tools 20.05% 13.67% 15.90% 18.84% 15.81% 15.73% 
Access to Spelling Tool 16.93% 16.50% 16.75% 18.87% 14.90% 16.05% 
Access to Grammar Tool 18.39% 16.94% 17.49% 16.92% 16.38% 13.88% 
Access to Reference Tool 15.87% 15.46% 17.23% 16.85% 18.25% 16.36% 
Note.  LFM = Lexical Form and Meaning   TM = Topical Meaning 
 MFM = Morphosyntactic Form and Meaning FM = Functional Meaning 
 CFM = Cohesive Form and Meaning   IM = Implied Meaning  
 
To sum the multivariate generalizability analyses, first of all, in terms of the 
relative contribution of multiple sources of variance to the total score, as expected, test-
takers’ ability accounted for the most in explaining the total score variance. Especially, 
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the person-effect was the largest in explaining the total score variance for 
Morphosyntactic Form and Meaning. As for the three-way interactions between person, 
task, and rater plus the error variance, compared to other groups of test-takers, the group 
that had access to the grammar tool included a larger percentage of the three-way 
interaction and the measurement of error. As for the dependability of the scores, overall, 
all tasks yielded a high dependability across all assessment conditions. However, there 
was a small difference in the dependability of the test across the assessment conditions. 
Lastly, despite some differences, overall, the relative contribution of the six components 
of the rubric were similar in explaining the composite universe score variance across the 
four assessment conditions. Similar to the MFRM analyses, the findings from the G-
theory analyses are exploratory due to the small sample size in each of the four 
assessment conditions and the three proficiency levels, and the interpretation of the 
results may yield limitations.   
 
Summary 
 In Chapter IV, the findings from three types of quantitative analyses were 
discussed. First, findings from the classical test theory, which included descriptive 
statistics, reliability analyses, and analysis of variance (ANOVA) were discussed. 
Additionally, in order to compare test-takers’ ability by compensating for the influence of 
factors other than test-takers’ ability (e.g., tasks, raters, rating scales), the results from 
many-facet Rasch measurement (MFRM) analyses were discussed. Moreover, from the 
MFRM analyses, the bias/interaction between the assessment condition and 1) task, 2) 
rating scale) and 3) proficiency level were examined. Lastly, the findings from the G-
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theory analyses were discussed to provide information of the multiple sources of variance 
on test scores and the extent to which the scores were dependable, and to provide 
information on which components are more or less distinctive in measuring the construct. 
Although the findings from the quantitative analyses provide important insights, having 
an understanding of how test-takers actually used the linguistic tools while taking the 
writing test will help explain some of the reasons behind the findings from the 
quantitative analyses. Therefore, the qualitative data were analyzed, and the findings of 













QUALITATIVE FINDINGS AND DISCUSSION 
 
 The previous chapter discussed the findings from the quantitative analyses of test-
takers’ writing scores across tasks, rating scales, and test-takers’ proficiency levels. 
Among these findings, systematic interactions were found between certain assessment 
conditions and tasks, and between certain assessment conditions and the components of 
the rubric. Additionally, significant differences in the writing scores were found between 
levels in certain assessment conditions. The analyses of the qualitative data in the current 
chapter aim to provide the empirical evidence of the reasons why test-takers with access 
to certain linguistic tools may have systematically performed better or worse on certain 
tasks and/or received a higher or lower score on certain components of the rubric and 
why a significant difference between two levels were found in some assessment 
conditions, but not in others. The analyses of the qualitative data included the 
examination of the screen recordings of the process of completing the writing tasks by 
test-takers who had access to a linguistic tool (i.e., those who had access to the spelling 
tool, grammar tool, or reference tool) recorded via QuickTime Player.  
 In addition to providing empirical evidence for the findings from the quantitative 
analyses, the process of test-takers using these three tools while writing for the three tasks 
is illustrated and the functions of the three tools are evaluated. These findings are 
discussed as a means of complementing the findings from the quantitative analyses. This 
second part of the study addresses the following research question. 
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Research Question 5. What is the nature of test-takers’ use of different linguistic tools 
across different tasks and proficiency levels?  
 The findings of the qualitative analyses are presented in the following order: test-
takers’ usage of spelling tool, grammar tool, and reference tool.  
 
Test-takers’ Use of the Spelling Tool 
Occurrences of Errors Detected by the Spelling Tool 
Among the 31 test-takers who took the writing test with access to the spelling 
tool, 30 test-takers consented for their writing process to be recorded. In the emails (Task 
1), online reviews (Task 2), and discussion board posts (Task 3) written by these 30 test-
takers, the spelling tool detected a total of 707 occurrences of spelling errors (i.e., a red 
line appeared under a word indicating a spelling error). Table 5.1 shows the descriptive 
statistics of the occurrences of the spelling errors from the three tasks written by 30 test-













Descriptive Statistics of Spelling Error Occurrences (n = 30) 





Intermediate (n = 12) 353 9 61 29.42 
Advanced (n = 11) 288 4 65 26.36 
Proficient (n = 7) 66 4 14 9.43 
All levels (n = 30) 707 4 65 23.57 
      
Task 1 
(Apology Email 
to a Project 
Partner) 
Intermediate (n = 12) 77 2 12 6.42 
Advanced (n = 11) 59 1 12 5.36 
Proficient (n = 7) 14 1 3 2.00 
All levels (n = 30) 150 1 12 5.00 
      
Task 2 
(Negative Online 
Review of a 
Catering Service) 
Intermediate (n = 12) 92 1 16 7.67 
Advanced (n = 11) 91 1 21 8.27 
Proficient (n = 7) 21 0 6 3.00 
All levels (n = 30) 204 0 21 6.80 
      
Task 3 
(Discussion Board 
Post about Online 
Education) 
Intermediate (n = 12) 184 3 37 14.42 
Advanced (n = 11) 138 2 35 12.55 
Proficient (n = 7) 31 1 8 4.43 
All levels (n = 30) 353 1 37 11.40 
 
 
Among the 707 cases, 150 instances of errors were found in the emails written in 
Task 1, 204 occurrences were detected in the online review written in Task 2, and 353 
cases were identified in the discussion board post in Task 3. This difference in the 
number of errors is expected as the number of words in the responses was the highest for 
Task 3, followed by Tasks 2 and 1.  
However, when compared across the proficiency levels, for all three tasks, in the 
intermediate and advanced level test-takers’ responses, the spelling tool detected a similar 
number of spelling errors, while compared to these two levels (i.e., intermediate and 
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advanced), considerably fewer spelling errors were detected in the proficient level test-
takers’ responses, as can be seen in the total count of spelling errors and the average 
number of spelling errors detected per test-taker. In addition, the range of the number of 
spelling errors was much less in the proficient level test-takers’ responses for all three 
tasks (i.e., difference between the maximum and the minimum ranging from 2 to 7) in 
comparison to those in the responses written by test-takers in the lower levels (i.e., 
difference between the maximum and the minimum ranging from 9 to 34).  
 
Evaluation of the Spelling Tool  
Since the errors detected by the spelling tool were the focus of the study (as 
opposed to the errors that existed in the test-takers’ responses, but were not detected by 
the tool), the spelling tool was evaluated based on the errors that were detected by the 
spelling tool and on the suggestions provided by the tool. The analysis was not based on 
the errors that may have existed yet were not detect by the tool.  
 In a response for Task 1 (apology email) written by a proficient test-taker, the 
word, gonna, was identified as a spelling error. It may be said that this word does not 
contain a spelling error given the fact that it is an informal way of saying going to in 
spoken language. Additionally, since it was a word used in an email written to a peer, it 
may be argued that the word is genre-appropriate. Another word identified to include a 
spelling error that may be of concern is the word hungover, written in Task 2 by a 
proficient test-taker. This word was detected to include a spelling error when it was 
actually spelled correctly. Interestingly, these two words were found in the same test-
taker’s (test-taker #115) responses, and although this test-taker made changes to all other 
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words underlined, he/she did not make the attempt to change these two words. This may 
be because of the test-taker’s proficiency. If the test-taker had had a lower proficiency, 
he/she may have reacted differently (e.g., spending time figuring out how to change the 
words and/or eventually changing the word, so that the line underneath would disappear).  
 Another aspect of the spelling tool that can be evaluated is the corrective 
suggestions provided by the tool. When writers clicked on a word that was detected to 
include a spelling error, a list of words was provided as suggestions. Among the 707 
cases of errors, for 198 cases, test-takers clicked on the word that contained an error. Out 
of these 198 instances, 10 cases (5.05%) were identified to include no suggestions or 
inaccurate suggestions. An example of a case where no suggestion was provided was 
when an advanced test-taker (test-taker #92) wrote and clicked on the word wenforments. 
The intended word was enforcement, but because the actual word written was so distant 
from the correctly spelled word, the spelling tool was not able to provide any suggestion. 
In addition, there were cases where inaccurate suggestions were provided. For example, 
for facilite (intended to write facilitate), facility and facilities were given as suggestions; 
for actited (intended to write attitude), actinide, act tied, and acetified were provided as 
an alternative; and for disrecommend (intended to write not recommend), discommend 
was provided as an option. Interestingly, these wrong or absent suggestions were only 
found in writings of intermediate and advanced test-takers, which indicates that compared 
to the proficient test-takers, the words misspelled by lower level test-takers tend to be 




 As previously stated, the errors that were not detected by the spelling tool were 
not the focus of the analyses; however, in the process of evaluating the errors that were 
actually identified and the suggestions provided by the tool, an important aspect of an 
error was noticed. An intermediate test-taker (test-taker #23) wrote tna when the intended 
word was than, and when tna was underlined, this test-taker changed the spelling to tan. 
This was another typo, but the spelling tool was not able to detect this as an error as it is 
an existing word (correct form) but is not correctly used in the given context (incorrect 
meaning). Although no further examples of these word that were correct in their forms 
but not in their meanings were identified in the analyses as they were not the focus of the 
analysis, there may have been more instances of errors that would be considered 
misspelled when the meaning of the word was taken into account.  
 
Types of Errors Detected by the Spelling Tool 
In order to have a better understanding of the errors detected by the spelling tool, 
the 707 cases of errors were categorized in terms of the types of the errors. Tables 5.2 to 
5.5 present the types of errors identified in test-takers writings in the three tasks for the 
entire group of test-takers and across the three proficiency levels—intermediate, 
advanced, and proficient, respectively. These types of errors identified were grouped 
based on Purpura’s (2017) model of language knowledge (e.g., lexical form, 
morphosyntactic form, implied meaning), which was also employed as the theoretical 








Types of Errors Detected by the Spelling Tool from All Test-takers’ Writings 
  Task 1 
(Apology 













  Freq. % Freq. % Freq. % 
Lexical Form 
 
Typo 115 76.67% 177 86.76% 303 85.84% 
Space 18 12.00% 13 6.37% 25 7.08% 
Capitalization 6 4.00% 5 2.45% 12 3.40% 
Punctuation 6 4.00% 1 0.49% 3 0.85% 
Countability 2 1.33% 3 1.47% 4 1.13% 
Proper noun 1 0.67% 0 0.00% 1 0.28% 








language 1 0.67% 0 0.00% 0 0.00% 




Types of Errors Detected by the Spelling Tool from Intermediate Test-takers’ Writings 
  Task 1 
(Apology Email 












  Freq. % Freq. % Freq. % 
Lexical Form 
 
Typo 61 79.22% 76 82.61% 155 84.24% 
Space 8 10.39% 7 7.61% 11 5.98% 
Capitalization 5 6.49% 5 5.43% 10 5.43% 
Punctuation 2 2.60% 0 0.00% 2 1.09% 
Countability 0 0.00% 2 2.17% 3 1.63% 





1 1.30% 2 2.17% 2 1.09% 




Types of Errors Detected by the Spelling Tool from Advanced Test-takers’ Writings 
  Task 1 
(Apology Email 












  Freq. % Freq. % Freq. % 
Lexical Form Typo 46 77.97% 85 93.41% 123 89.13% 
Space 6 10.17% 4 4.40% 9 6.52% 
Capitalization 1 1.69% 0 0.00% 2 1.45% 
Punctuation 4 1.69% 1 1.10% 1 0.72% 
Countability 1 1.69% 0 0.00% 0 0.00 % 
Proper noun 1 1.69% 0 0.00% 0 0.00% 





0 0.00% 1 1.10% 2 1.45% 




Types of Errors Detected by the Spelling Tool from Proficient Test-takers’ Writings 
  Task 1 
(Apology 












  Freq. % Freq. % Freq. % 
Lexical Form Typo 8 57.14% 16 76.19% 25 80.65% 
Space 4 28.57% 2 9.52% 5 16.13% 










1 7.14% 0 0.00% 0 0.00% 





  Unsurprisingly, most of the errors detected by the spelling tool were related to the 
lexical form (i.e., typo, spacing, capitalization, punctuation, countability, proper noun, 
and plural forms). There were also several derivational affix errors, which according to 
Purpura (2017) would be classified as a morphosyntactic form error. There was also one 
instance of an error related to the implied meaning, specifically the rhetorical meaning, 
where the test-taker spelled a word as it is used in spoken language, rather than according 
to standard writing conventions.  
The most frequently detected type of error across all levels of test-takers and 
across the three tasks was typos, which is a type of a lexical form error. The typos 
detected as errors were mostly misspelled words that were close to the target word but a 
letter(s) was missing (e.g., diferent, excelent, realy, interrup, clasmates, personaly, and 
recomend), an incorrect vowel was used (e.g., complite, apologyze, nervouse, cople, 
seriouse, dinamic, and previosly), or an incorrect consonant was used (e.g., lifes, proyect, 
choise, wonderwul, sence, and avobe). With the provided data, it was unclear whether 
these typos were made accidentally or made because the test-taker did not know how to 
spell the word. However, some typos were found in misspelled words that were 
somewhat distinct from the target word or not able to be easily resolved by the test-
takers. In other words, it appeared that for some of the misspelled words, the test-taker 
did not misspell the word by accident, but may not have known the proper spelling of the 
word. Examples of these cases include the following errors: represtivative 
(representative), appoligize (apologize), effiecal (effeciently), flexicibility (flexibility), 
cantalopes (cantaloupes) and deciplined (disciplined).  
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 Another type of error identified across all tasks and proficiency levels (although 
not as frequently as typos) was the space-related errors. Spacing errors were detected 
when there was no space between two words (e.g., havea, toattend, topick, upto, 
everybodyis), when there was no space between a punctuation mark and a word (e.g., 
class.Therefore, tuition.I, weekdays,but), and when there was an unnecessary space 
within a word (e.g., coupl e, so metimes, perspecti ve). Again, there was one instance that 
showed that the spacing error was not made accidentally, but because the test-taker was 
unaware of the spacing in the spelling. This was observed in a proficient test-taker’s (test-
taker #94) writing for Task 3. The word selforganizing, was detected to be misspelled 
because it did not have a hyphen between self and organizing. This was the only instance 
of a hyphen-related spacing error found in writings of test-takers who had access to the 
spelling tool, but this type of error was actually identified more frequently in writings of 
test-takers who had access to the grammar tool, which is discussed in the following 
section.  
 Countability errors (i.e., countable vs uncountable noun) were another type of a 
lexical form error that was detected across all levels—once again with a low frequency of 
occurrences. The words detected to have a countability error were the following: 
homeworks, childrens, everythings, informations, gradings, equipments, and learnings.  
The types of lexical form error found only among the writings produced by 
intermediate and advanced test-takers were capitalization, punctuation, and proper noun 
errors. Among the 23 capitalization errors, 18 of them were detected because the first 
person I was not capitalized. Among these 18 errors of the first-person pronoun, I, 16 of 
them were made by one intermediate level test-taker (test-taker #90), and the remaining 
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two were made each by two advanced test-takers (test-takers #92 and #100). The 
remaining five capitalization errors were related to not capitalizing acronyms (e.g., inc. 
instead of Inc. and tv instead of T.V.) and not capitalizing the first letter of a sentence. 
The 10 cases of punctuation errors identified were those that omitted a punctuation mark 
(e.g., Im, thats, and etc), added an extra punctuation mark (e.g., won’’t and wan’t), or 
used an incorrect punctuation (e.g., don,t). There were only two instances of proper noun 
errors, and these were related to the name of a person and a product (e.g., iPad).  
The only morphosyntactic form related error detected by the spelling tool was the 
misuse of derivational affixes. This misuse was found in responses written by test-takers 
across all three proficiency levels. These mistakes regarding derivational affixes include 
prefix errors (e.g., unindependent, nontrained, unformal, improfessional, disrecommend, 
and unattentive) and suffix errors (e.g., presence (instead of present), option (instead of 
optional), healthly (instead of healthy), and catastrophical (instead of catastrophically).  
 Lastly, there was one instance of an implied meaning (specifically concerning 
rhetorical meaning) error detected in the email written in Task 1 by a proficient test-taker 
(test-taker #115). The word detected to include a spelling error was gonna. Because this 
word is perceived as a misspelled word in written language but perhaps not in spoken 
language, it was not coded as a typical typo but as an error related to rhetorical meaning. 
However, as discussed earlier, since the genre that this word was produced in was an 
email—a genre that allows language that falls somewhat in the middle of written and 
spoken conventions—and because the reader of the email was a peer, identifying gonna 
as a spelling error in this context may not be appropriate.  
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The 707 errors detected by the spelling tool were classified into several different 
types of errors, and examples of each were provided in this section. The following section 
describes how test-takers dealt with these 707 errors detected by the spelling tool.   
 
Patterns of Dealing with Errors Detected by the Spelling Tool  
 In addition to identifying the types of errors detected by the spelling tool, another 
significant piece of information that would help understanding test-takers’ usage of the 
spelling tool comes through examining the patterns of how test-takers coped with the 
errors detected by the spelling tool. In doing so, it was first noted whether the test-taker 
attempted to make a change, and if they did, the number of changes involved in the 
correction process was identified. Specifically, for each error detected by the spelling 
tool, test-takers made one change, two changes, three or more changes, or no changes, or 
the test-taker deleted the word. Tables 5.6 to 5.9 present the number of changes made to 
the words that were detected to include an error by the spelling tool. The number of 
changes made by all test-takers and by test-takers with different proficiency levels are 











Number of Changes Made on Spelling Errors by All Test-takers 
 Task 1 
(Apology Email 








Post about Online 
Education) 
 Freq. % Freq. % Freq. % 
One change 129 88.97% 163 79.90% 294 83.29% 
Two changes 12 8.28% 18 8.82% 18 5.10% 
Three or more changes 1 0.69% 13 6.37% 14 3.97% 
No change 1 0.69% 2 0.98% 2 0.57% 
Delete word 2 1.38% 8 3.92% 7 1.98% 




Number of Changes Made on Spelling Errors by Intermediate Test-takers 
 Task 1 
(Apology Email 








Post about Online 
Education) 
 Freq. % Freq. % Freq. % 
One change 65  90.28% 71  78.02% 142  77.17% 
Two changes 6  8.33% 12  13.04% 11  5.98% 
Three or more changes 0 0.00% 6 6.52% 10 5.43% 
No change 0  0.00% 0  0.00% 1  0.54% 
Delete word 1  1.39% 3  3.30% 2  1.09% 










Number of Changes Made on Spelling Errors by Advanced Test-takers 
 Task 1 
(Apology Email 








Board Post about 
Online Education) 
 Freq. % Freq. % Freq. % 
One change 51 86.44% 78 85.71% 123 89.13% 
Two changes 6 10.17% 4 4.40% 6 4.88% 
Three or more changes 1 1.69% 4 4.40% 4 3.25% 
No changes 0 0.00% 1 1.10% 0 0.00% 
Delete word 1 1.69% 4 4.40% 5 3.62% 




Number of Changes Made on Spelling Errors by Proficient Test-takers 
 Task 1 
(Apology Email 








Board Post about 
Online Education) 
 Freq. % Freq. % Freq. % 
One change 13 92.86% 14 66.67% 29 93.55% 
Two changes 0 0.00% 2 9.52% 1 3.23% 
More than two changes 0 0.00% 3 14.29% 0 0.00% 
No change 1 7.14% 1 4.76% 1 3.23% 
Delete word 0 0.00% 1 4.76% 0 0.00% 
Total cases 14 100% 21 100% 31 100% 
 
 
Across all three proficiency levels, the majority of the errors detected by the 
spelling tool were dealt with in some manner. That is, there was only a low number of 
cases (i.e., frequency of either 0 or 1 across the three tasks) in which no changes were 
made to the word detected with an error. Among the remaining cases where some 
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changes were made to the errors, the majority were those that resolved the errors by 
making one change. This was followed in prevalence by making two changes, making 
three or more changes, and then by deleting the words in question.  
The five words that were underlined by the spelling tool, yet were not made any 
changes by the test-takers, are listed in Table 5.10. In writing the email for Task 1, as 
previously discussed, test-taker #115 made no attempt to make any revision to the word 
gonna (which could be considered to be appropriate for the given genre). For Task 2, 
test-taker #68 did not make any changes to the misspelled word restauant, and this could 
have been due to chance as this test-taker made an effort to resolve the other 22 errors 
that were classified to include the same type of errors as restaurant. In addition, test-taker 
#115 did not make an attempt to change hungover (which was spelled correctly, as 
previously mentioned) in the online review written for Task 2. Lastly, for Task 3, the 
intermediate level test-taker #23 did not make an attempt to change the word tv. This may 
be because the word is an acronym, and since the error involved capitalization, it may not 
have been considered a major issue to the test-taker. Test-taker #4 also made no change 
to the word gradings. This test-taker could have missed the underline and, therefore, was 
not able to address the error, but the lack of action could also be due to the fact that the 
error had to do with countability. The test-taker may not have been aware that the 
spelling tool provides assistance with countability issues as well, and could have thought 







Misspelled Words with No Change 
Task Proficiency Test-taker ID Word made no change to 
1 Proficient 115 gonna 
2 Advanced 68 restauant 
2 Proficient 115 hungover 
3 Intermediate 23 tv 
3 Proficient 4 gradings 
 
 
It can be expected that generally as test-takers’ proficiency levels increase, the 
occurrences of making more than two changes when editing a word may decrease, as 
making more than two changes could indicate that the test-taker may not have been 
familiar with the spelling of the target word. However, this pattern was only found in 
Task 3. That is, as the proficiency level increased, the percentage of making more than 
two changes while fixing the error decreased only in the responses written for the 
discussion board post (Task 3). This may be due to Task 3 eliciting more written product 
than the other two tasks. Some examples of the process of making two or more changes 
to a word detected to include an error by the spelling tool are shown in Table 5.11. 
Table 5.11 
Examples of Making Two or More Changes in Editing 
Task Proficiency Test-taker ID Process 
1 Intermediate 7 finist	→ finiss → finish 
1 Advanced 94 carring →	caring →	carying  
2 Intermediate 16 appoligize	→ appligize	→	apoligize	→ apoloigize →	apologize 
2 Advanced 68 dispointed → disppointed → disappointed 
2 Proficient 41 tase	→	taset →	taste 
3 Intermediate 23 knowglegt → knowlegt →	knowleg → knowledge 
3 Advanced 92 disadavantes →disadadvantes → disadvantages 
3 Proficient 115 sreally → realy →	really  
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In addition to identifying the number of changes made in the process of amending 
a word flagged to include an error, three additional patterns were established: the test-
taker 1) changed the word identified to include an error to a different word(s) rather than 
editing the form of the underlined word; 2) made an incorrect change; and 3) made the 
same error multiple times across the three tasks. Table 5.12 presents the findings for all 
test-takers and across the three proficiency levels.  
Table 5.12 
Three Patterns of Dealing with Spelling Errors  
 Task 1 
(Apology Email to 
a Project Partner) 
Task 2 
(Negative Online 




Post about Online 
Education) 
 Freq. % Freq. % Freq. % 
All test-takers 
Change to alternative 2 1.38% 16 7.84% 18 5.10% 
Incorrect change 1 0.69% 6 2.94% 8 2.27% 
Multiple errors  8 5.52% 12 5.88% 10 2.83% 
Total cases 145 100% 204 100% 353 100% 
 
Intermediate test-takers 
Change to alternative 0 0.00% 10 10.99% 9 4.89% 
Incorrect change 0 0.00% 4 4.40% 8 4.35% 
Multiple errors  4 5.56% 6 6.59% 8 4.35% 
Total cases 72 100% 92 100% 184 100% 
 
Advanced test-takers 
Change to alternative 2 3.39% 4 4.40% 9 6.52% 
Incorrect change 1 1.69% 1 1.10% 0 0.00% 
Multiple errors  3 5.08% 5 5.49% 2 1.45% 
Total cases 59 100% 91 100% 138 100% 
 
Proficient test-takers 
Change to alternative 0 0.00% 2 9.52% 0 0.00% 
Incorrect change 0 0.00% 1 4.76% 0 0.00% 
Multiple errors  1 7.14% 1 4.76% 0 0.00% 




In general, there were more cases found in which a word identified with an error 
was changed to an alternative word in Tasks 2 and 3 compared to what was found in Task 
1. As for the incorrect edits made, the number of incorrect changes made in the responses 
for Tasks 2 and 3 were similar. Lastly, there were a total of 32 words that were identified 
multiple times to include an error. Among these 32 words, 31 words were typos (e.g., 
studng (studying), finsh (finish), defficult (difficult), proyect (project)), and only one 
word, the first person i (I), was a capitalization error.  
Among these three patterns previously mentioned, test-takers changing the 
misspelled word to a different word (i.e., changing the form and meaning) rather than 
merely editing the spelling error (i.e., form-related error) could provide empirical 
evidence of why systematic interactions were found between the assessment condition in 
which test-takers had access to the spelling tool and the tasks, and between the same 
assessment condition and the components of the rubric. That is, it was found from the 
bias/interaction analyses that Task 2 (the online review) was systematically easier than 
Task 1(the email) for the test-takers who had access to the spelling tool, and Lexical 
Form and Meaning was systematically easier than Topical Meaning for, again, the group 
of test-takers with access to the spelling tool. The reason behind these interactions can be 
better illustrated by the following cases in which words containing a spelling error were 
changed to an entirely different word.  
Thirty cases that involved this pattern of changing a word identified to include an 
error to a different word were found. Among these 30 cases, two cases were found in 
Task 1, with both written by an advanced level test-taker; 14 cases were found in Task 2 
written by seven intermediate, three advanced, and two proficient level test-takers; and 14 
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cases were found in Task 3 written by four advanced and six proficient test-takers. Table 
5.13 presents how the words that included errors were changed to a different word.  
Table 5.13 
Changing Words with Errors to an Alternative Word 
Task Level Test-taker ID Process 




16 represtivative →	represtivative → manager 
28 hygine →	cleaness → cleanness 
54 growed → changed 
82 chesse →	cheese →	cucumber 
82 mak → make → decide 
90 uswill → us can have 
113 slitry →	sliterry → high 
120 unfortunelly →	unfortunely →	unfortunelly →	saddly →	sadly 
120 waither → whitness → witness 
Advanced 
43 lazania → lasagna → sushi → lazania →	lasagna 
68 simpleness →	cheapedness →	cheapness 
92 problemwas →	problem surged 
Proficient 4 
cantalopes → cantalops → water mellons → 
watermellons → watermellons 




16 colleage → universitys →	universities 
16 supersivor → teacher 
82 absolutily → whole 
82 afordd → have 
82 presencial → pressencial →	egular →	regular 
90 everytime →	whenever 
120 cultive →	captive →	plant 
Advanced 
29 oversear → abroad 
40 benefitly →	efficiently 
40 turtors →	tortors →	supervisors 
42 rifht →	right → immediately 
43 studng →	education 
67 abrosd → foreign 





Among these cases in which a misspelled word was changed to an alternative, 
there were three instances in which the initial attempt was changed to another word that 
could be used as an alternative example (e.g., chesse (cheese) to cucumber, lazania 
(lasagna) to sushi and back to lasagna, and cantalopes (cantaloupes) to watermellons).  
The change from cantaloupe to watermelon was merely a change in the example 
used in the response, and the change did not affect the meaning conveyed in the response 
much. However, the other two cases (i.e., cheese to cucumber and lasagna to sushi and 
back to lasagna) were slightly different.  
When test-taker #82 noticed that the word chesse was detected to be misspelled, 
the test-taker changed the word to a correct spelling, cheese, and the word cheese was 
used in the following context: and made a mess with the lettuce and tomatoes, the smell 
of the cheese was awful. It can be assumed that although the spelling of the word cheese 
was correct, based on the context of the word was used in (i.e., mention of lettuce and 
tomatoes and mention of the smell), the test-taker may have thought that changing cheese 
to cucumber was a better choice.  
For a similar reason (i.e., to use a word appropriate within a certain context), test-
taker #43 switched back to the original word. After noticing that the spelling tool 
detected an error in lazania, the test-taker clicked on the word and selected the correct 
spelling from the suggestions. Then, after completing writing the sentence, Also, lasagna 
was cold and hard to eat, the test-taker went back to change lasagna to sushi. However, 
this led to the formation of the clause sushi was cold, and the test-taker changed sushi 
back to lasagna. This return to lasagna may have been because sushi being cold does not 
provide a negative example for a review, as sushi should be served cold. In making the 
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change back to the original word, however, the test-taker was again unable to use the 
correct spelling and reverted to the same misspelling (i.e., lazania), clicked on the 
suggestion function, and ultimately changed the word to the correct spelling.  
 In changing the misspelled word to an alternative, some cases involved changing 
the word containing an error to a synonym. For example, in the online review (Task 2), 
test-takers #28 and #120 changed the words hygine (hygiene) to cleanness and 
unfortunelly (unfortunately) to sadly, and in the discussion board post (Task 3), test-
takers #29, #67, and #120 changed the words oversear (oversea) to abroad, abraosd 
(abroad) to foreign, and cultive (cultivate) to plant.  
 There were also instances of revision where the selected alternative was a better 
word choice within the context. For example, in the online review (Task 2), the change 
from represtivative (representative) to manager made by test-taker #16 resulted in a 
better choice given the context of describing the person in charge of the catering service. 
Additionally, as previously mentioned, the change from chesse (cheese) to cucumber 
made by test-taker #82 was also a more suitable choice since the word was written as part 
of a list of vegetables. Furthermore, the change from simpleness (simplicity) to cheapness 
was again a better choice in terms of its meaning given the context describing the quality 
of the food, and the change made from unattentive (inattentive) to unprofessional also 
made the meaning clearer in describing how students may act in an online environment. 
In the discussion board post (Task 3), the alterations from supersivor (supervisor) to 
teacher by test-taker #16, and benefitly (beneficially) to efficiently and turtors (tutors) to 
supervisors by test-taker #40 also resulted in more appropriate sentences given the 
context in which the words were used.  
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 Lastly, in some cases, the selection of an alternative word was an effective change 
because it made the meaning more precise. These cases were found in the online review 
(Task 2). For example, test-taker #52 changed the word growed (grew) to changed, test-
taker #82 changed the word mak (make) to decide, test-taker #90 changed uswill (us will) 
to us can have, and test-taker #92 changed problemwas (problem was) to problem 
surged. For all of these cases, the intended meaning of the word and phrases became 
more precise.  
 In sum, when test-takers were informed that a word contained a form-related 
error, in addition to changing the forms (e.g., spelling, space, punctuation, capitalization, 
etc.), some test-takers made the effort to change the word to another word to better fit the 
given context and to make their meaning more precise. That is, when alerted to pay 
attention to a certain word, some test-takers would re-think the meaning of the word and 
may end up making a different, yet better choice.  
This phenomenon was especially evident in the online review written for Task 2, 
which explains why test-takers who had access to the spelling tool systematically 
performed better in Task 2 than in the other two tasks, as was found in the pairwise 
bias/interaction analyses. Although Task 2 was easier than both Tasks 1 and 3, significant 
difference of the target measures was found only between Tasks 1 and 2. As described 
earlier, far less evidence of test-takers making better decisions regarding meaning by 
changing their initial word choice to an alternative was found in Task 1 in comparison to 
Task 2, and this may have led to the significant difference of the measures between the 
two tasks. Additionally, forms were part of the components included in the rubric, and 
with the assistance of the spelling tool, test-takers may have been able to improve their 
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forms in all three tasks; however, in terms of the meaning component, test-takers may 
have improved the meaning of the words they used more in Task 2 than in Task 1.  
 Furthermore, from the pairwise bias/interaction analyses between the assessment 
condition and the rating scale, it was found that the group of test-takers who had access to 
the spelling tool performed better for Lexical Form and Meaning in comparison to the 
meaning-focused components, and the difference between the score on Lexical Form and 
Meaning and Topical Meaning was statistically significant. With access to the spelling 
tool, test-takers received assistance with lexical form, and most of them utilized the tool 
to improve the lexical form. However, some test-takers went further and used the 
opportunity to improve the lexical meaning of words as well. This may have led the test-
takers who had access to the spelling tool performing systematically better on the Lexical 
Form and Meaning component in comparison to the meaning-related components of the 
rubric, which were easier for the group of test-takers who did not have access to any 
linguistic tools.  
 
Test-takers’ Use of the Grammar Tool 
Occurrences of Errors Detected by the Grammar Tool 
Among the 30 test-takers who took the writing test with access to the grammar 
tool, four test-takers opted not to have their writing process recorded; thus, the writing 
processes of 26 test-takers who had access to the grammar tool were analyzed. In the 
emails (Task 1), online reviews (Task 2), and discussion board posts (Task 3) written by 
these 26 test-takers, the grammar tool detected a total of 172 occurrences of grammar 
errors (i.e., a green or blue line appeared in Microsoft Word indicating a grammar error). 
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Compared to the number of errors detected by the spelling tool (i.e., 707 cases), the 
number of errors detected by the grammar tools was considerably smaller. Table 5.14 
presents the descriptive statistics of the occurrences of the grammar errors from the three 
tasks written by 26 test-takers of three different proficiency levels.  
Table 5.14 
Descriptive Statistics of Spelling Error Occurrences (n = 26) 





Intermediate (n = 8) 61 1 13 7.63 
Advanced (n = 9) 64 1 10 7.11 
Proficient (n = 9) 47 1 9 5.22 
All levels (n = 26) 172 1 13 6.62 
      
Task 1 
(Apology Email to a 
Project Partner) 
Intermediate (n = 8) 13 1 3 1.63 
Advanced (n = 9) 12 1 4 1.33 
Proficient (n = 9) 8 1 2 0.89 
All levels (n = 26) 33 1 4 1.27 
      
Task 2 
(Negative Online 
Review of a Catering 
Service) 
Intermediate (n = 8) 14 1 4 1.75 
Advanced (n = 9) 19 1 6 2.11 
Proficient (n = 9) 6 1 3 0.67 
All levels (n = 26) 39 1 6 1.50 
      
Task 3 
(Discussion Board 
Post about Online 
Education) 
Intermediate (n = 8) 34 1 13 4.25 
Advanced (n = 9) 33 1 10 3.67 
Proficient (n = 9) 33 1 9 3.67 
All levels (n = 26) 100 1 13 3.85 
 
 
Among the 172 cases, 33 instances of errors were found in the emails written in 
Task 1, 39 occurrences were detected in the online reviews written in Task 2, and 100 
cases were identified in the discussion board posts in Task 3. Unlike the errors detected 
by the spelling tool, where there was a linear relationship between the number of errors 
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detected and the tasks (i.e., the largest number of errors being detected in Task 3, 
followed by Task 2, and Task 1), the number of errors detected by the grammar tool in 
Tasks 1 and 2 were similar (i.e., a total of 33 and 39 errors and 1.27 and 1.50 errors per 
test-taker), and the number of errors was markedly different only in Task 3 (i.e., a total of 
100 errors and 3.85 errors per test-taker).  
When Tasks 1 and 2 were compared across the proficiency levels, the grammar 
tool detected a similar number of errors in the intermediate and the advanced test-takers’ 
responses (12 to 19 errors), and compared to these two levels, a smaller number of errors 
were detected in the proficient test-takers’ responses (6 to 8 errors). As for Task 3, 
however, the number of errors detected by the grammar tool was actually almost identical 
across the three proficiency levels (34, 33, and 33 errors). Additionally, for all three 
tasks, the range of the number of grammar errors was similar across all three tasks 
(difference ranging from 1 to 3 for Task 1, 2 to 5 for Task 2, and 8 to 12 for Task 3). This 
result is somewhat different from what was found in the number of errors detected by the 
spelling tool. Regarding the test-takers who had access to the spelling tool, the proficient 
test-takers showed a distinct difference in comparison to the intermediate and advanced 
test-takers in terms of the number of errors being detected in their responses. However, as 
for the test-takers who had access to the grammar tool, the difference of the number of 
errors found in the responses written by test-takers across the three proficiency levels was 






Evaluation of the Grammar Tool  
Similar to the evaluation of the spelling tool, since the errors detected by the 
grammar tool were the focus of the study (as opposed to errors that existed in the test-
takers’ responses but were not detected by the tool), the grammar tool was evaluated 
based on the errors that were detected and on the suggested solutions provided by the tool 
but not on the errors that were not detected by the tool.  
 One of the main differences found between the function of the grammar tool and 
the function of the spelling tool was the time it required to visually identify the errors. 
Unlike the spelling tool, which underlined a word determined to contain an error right 
after the test-taker pressed the space bar (i.e., indicating the end of a word), the grammar 
tool showed a delay in identifying errors, and there were variations in the length of these 
delays. In other words, for some cases, errors were identified after the sentence was 
continued with a few more words; in other cases, errors were identified after the 
completion of the sentence; and in further cases, errors were identified much later (e.g., 
after writing a few more sentences). These unsystematic appearances of the error 
identifications may have led test-takers to have difficulty in noticing the errors. This 
phenomenon is explained in more detail in the following section.  
 Related to the errors being identified after a delay, another important feature of 
the grammar tool that should be pointed out is that the lines below the word(s) containing 
errors would disappear at times even though the errors remained. That is, in some cases, 
these underlines would disappear only after the test-taker had made some kind of a 
change to the words, and in other cases, these underlines would first appear then 
disappear without the test-taker making any changes to the errors. Additionally, in many 
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of the cases where some kind of a change was made to the grammar errors, the changes 
were not necessarily a correct change (i.e., errors were not fixed). For example, test-taker 
#89 wrote a sentence containing a comma splice error, as in Motivation is a big issue 
when studying either face-to-face or online, you need to commit yourself. The entire 
sentence was underlined as it was ungrammatical. The test-taker then attempted to 
change the sentence but was not able to fix the comma splice. The revised sentence was 
as follows: Motivation is a big issue when studying, you need to commit yourself, either 
in a face-to-face environment or online. However, this new sentence, which still 
contained the same type of error (i.e., comma splice), was not identified to include an 
error (i.e., the underline disappeared). This inconsistency in the recognition of errors 
could have provided the wrong message to the test-taker in suggesting that the revised 
version did not contain any grammatical errors.  
 The last point of the performance of the grammar tool that needs to be addressed 
is whether the errors that the tool identified as errors were in fact errors, and whether they 
were identified in the correct way. First of all, there were five cases where So was 
identified as an error when a sentence started with So was not followed by a comma. In 
all cases, the test-takers either manually added a comma after So or clicked on the word 
for suggestions and chose the option to include the comma, and this process made the 
underline disappear. However, instead of identifying this type of error as a comma-
related error, it should have been identified as a coordinating conjunction error within a 
compound sentence, and the entire sentence should have been underlined. For the 
students who added a comma after So after they were notified that not including a comma 
after So at the beginning of a sentence was incorrect, they may have had the opportunity 
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to learn the correct usage of a coordinating conjunction, but they missed this opportunity 
due to the way the grammar tool provided assistance in correcting the error. Additionally, 
there were two examples of wrongly identified errors: their own and each other. Both 
were found in Task 3 texts written by two advanced test-takers. In both cases, the 
sentences in which these phrases were included were grammatically correct. However, 
the two words, their own and each other were underlined indicating that there were errors 
in these two examples. The two test-takers made different choices in the way they dealt 
with these apparent errors. Test-taker #105 deleted own and kept their in the sentence, 
and test-taker #107 ignored the underline and kept each other as it was originally written. 
These two advanced level test-takers did not spend much time in making a decision of 
what to do, but if this wrong detection occurred for other test-takers (especially for lower 
level test-takers), they might have spent a much more considerable time figuring out what 
to do, which could have affected their writing performance.  
 
Types of Errors Detected by the Grammar Tool 
In order to have a better understanding of the errors detected by the grammar tool, 
as done for the 707 errors detected by the spelling tool, the 172 cases of errors detected 
by the grammar tool were categorized in terms of the types of errors. Tables 5.15 to 5.18 
present the types of errors identified in test-takers’ writings in the three tasks for the 
entire test-taker group and across the three proficiency levels—intermediate, advanced, 
and proficient, respectively. Similar to what was done for the analysis of the spelling tool, 
the type of errors identified by the grammar tool were grouped based on Purpura’s (2017) 




Types of Errors Detected by the Grammar Tool from All Test-takers’ Writings 
    
Task 1 Task 2 Task 3 
(Apology Email 










   Freq. % Freq. % Freq. % 
Lexical 
Form 
space  17 51.51 20 51.28 35 53.00 
(extra space) 13 39.39 8 20.51 34 34.00 
(need space) 2 6.06 11 28.21 17 17.00 
(space in a word) 2 6.06 1 2.56 2 2.00 
capitalization 3 9.09 3 7.69 4 4.00 




comma 7 21.21 4 10.26 12 12.00 
other punctuation 1 3.03 0 0.00 1 1.00 
article form 1 3.03 1 2.56 4 4.00 
article with plural 1 3.03 0 0.00 1 1.00 
verb form  1 3.03 1 2.56 1 1.00 
verb tense 0 0.00 1 2.56 2 2.00 
two verbs 0 0.00 1 2.56 0 0.00 
word form 0 0.00 1 2.56 2 2.00 
plural 1 3.03 2 5.13 2 2.00 
pronoun form 0 0.00 0 0.00 2 2.00 
possessive noun 0 0.00 0 0.00 2 2.00 
reflexive pronoun 0 0.00 0 0.00 1 1.00 
sub-verb agreement 1 3.03 0 0.00 5 5.00 
comma splice 0 0.00 4 10.26 2 2.00 
sentence structure 0 0.00 0 0.00 3 3.00 




passivation 0 0.00 0 0.00 1 1.00 









Types of Errors Detected by the Grammar Tool from Intermediate Test-takers’ Writings 
    
Task 1 Task 2 Task 3 
(Apology Email 










    Freq. % Freq. % Freq. % 
 space 8 61.54 6 42.86 16 47.05 
Lexical 
Form 
(extra space) 7 53.85 4 28.57 12 35.29 
(need space) 0 0.00 2 14.29 4 11.76 
(space in word) 1 7.69 0 0.00 0 0.00 




comma 2 15.38 2 14.29 5 14.70 
other punctuation 1 7.69 0 0.00 0 0.00 
article form 1 7.69 1 7.14 2 5.88 
pronoun form 0 0.00 0 0.00 2 5.88 
verb form  0 0.00 1 7.14 1 2.94 
verb tense 0 0.00 1 7.14 1 2.94 
plural 1 7.69 1 7.14 2 5.88 
sub-verb agreement 0 0.00 0 0.00 2 5.88 

























Types of Errors Detected by the Grammar Tool from Advanced Test-takers’ Writings 
    
Task 1 Task 2 Task 3 
(Apology 











    Freq. % Freq. % Freq. % 
Lexical 
Form 
space 5 41.67 12 63.16 23 69.69 
(extra space) 2 16.67 3 15.79 11 33.33 
(need space) 2 16.67 9 47.37 11 33.33 
(space in word) 1 8.33 0 0.00 1 3.03 
capitalization 3 25.00 1 5.26 1 3.03 




comma 3 25.00 2 10.53 3 9.09 
other punctuation 0 0.00 0 0.00 1 3.03 
verb form  1 8.33 0 0.00 0 0.00 
plural 0 0.00 1 5.26 0 0.00 
reflexive pronoun 0 0.00 0 0.00 1 3.03 
sub-verb agreement 0 0.00 0 0.00 2 6.06 
comma splice 0 0.00 2 10.53 0 0.00 
sentence structure 0 0.00 0 0.00 2 6.06 























Types of Errors Detected by the Grammar Tool from Proficient Test-takers’ Writings 
  
  
Task 1 Task 2 Task 3 
(Apology 











    Freq. % Freq. % Freq. % 
Lexical 
Form 
space 4 50.00 2 33.34 14 42.42 
(extra space) 4 50.00 1 16.67 11 33.33 
(need space) 0 0.00 0 0.00 2 6.06 
(space in word) 0 0.00 1 16.67 1 3.03 




comma 2 25.00 0 0.00 4 12.12 
article form 0 0.00 0 0.00 2 6.06 
article with plural 1 12.50 0 0.00 1 3.03 
possessive noun 0 0.00 0 0.00 2 6.06 
verb tense 0 0.00 0 0.00 1 3.03 
two verbs 0 0.00 1 16.67 0 0.00 
word form 0 0.00 1 16.67 2 6.06 
sub-verb agreement 1 12.50 0 0.00 1 3.03 
comma splice 0 0.00 2 33.33 2 6.06 
incomplete sentence 0 0.00 0 0.00 1 3.03 




passivation 0 0.00 0 0.00 1 3.03 
Total 8 100.00 6 100.00 33 100.00 
 
 
The types of errors identified by the grammar tool were errors related to lexical 
form, morphosyntactic form, and morphosyntactic meaning. In terms of the number of 
errors detected from each of these categories, the majority of the errors found were from 
the lexical form category. However, in terms of the types of errors discovered, there was 
a much wider range of errors in the morphosyntactic form category, which led to having a 
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wider range of types of errors detected by the grammar tool in comparison to the types of 
errors detected by the spelling tool.  
The most frequent type of error identified by the grammar tool across the three 
levels of test-takers and across the three tasks was the space-related error, which can be 
categorized as a type of lexical form error. As described in the previous section, the 
spelling tool also detected space-related errors; however, there was a difference in how 
each of these tools identified this type of error. The spelling tool detected space-related 
errors when a space was omitted 1) between two words, 2) between a word and a 
punctuation mark, and 3) within a single word. In contrast, the grammar tool did not 
identify the first case (i.e., two words connected without a space) as an error. It did, 
however, identify a word and a punctuation mark connected without a space as an error 
(i.e., the second case), and in addition to this, the grammar tool also detected space-
related errors when an extra space was found between two words (e.g., you  are) and 
between a word and a punctuation mark (e.g., you ?). Another difference between the 
space-related errors detected by the spelling tool and by the grammar tool concerned the 
spacing within a word. The spelling tool flagged a word when a space was included in a 
random position as in coupl e and so metimes, as each part of a word separated with a 
space is identified as a word that is misspelled. However, the errors within a word that the 
grammar tool detected were spaces that were not placed randomly but in a more plausible 
position, as in can not, an other, and lunch time. In other words, the random positioning 
of a space within a word, which the spelling tool was able to detect, was not recognized 
by the grammar tool.  
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 Two other types of lexical form errors identified by the grammar tool that 
occurred less frequently than the space-related errors were capitalization errors and 
missing hyphens. As for the capitalization errors, again, there were some differences in 
terms of the types of errors identified by the spelling tool and the grammar tool, 
respectively. As mentioned in the previous section, the spelling tool identified 
capitalization errors when the first person singular was not capitalized, when a letter(s) in 
an acronym was not capitalized, and when the first letter of a sentence was not 
capitalized. However, the grammar tool detected capitalization errors only when the first 
letter of a word, which was not functioning as the first word of a sentence, was 
capitalized (e.g., as M in My was capitalized in Recently, My family is in trouble in 
economic situation.) Additionally, hyphen-related errors were found in two instances in 
Task 3 (the online discussion board post). These two errors flagged by the grammar tool 
were long term education (long-term education) and face to face (face-to-face).  
 Another type of error that was often identified by the grammar tool was 
punctuation errors. Punctuation errors were also detected by the spelling tool, and as 
previously explained, these were coded as part of the lexical form errors because these 
punctuation errors included omitting or adding an extra apostrophe within a word, or 
omitting a period for an acronym. However, the punctuation errors flagged by the 
grammar tool were missing or additional commas, periods, and question marks on the 
sentential level and not the lexical level; thus, these errors were coded as morphosyntactic 
form errors.  
 Among the punctuation errors, comma-related errors were detected the most 
often. These comma-related errors included cases in which a comma was not written after 
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an introductory word (e.g., Again), an introductory phrase (e.g., At the end), an 
introductory clause (e.g., If her baby was born), in front of a relative clause (e.g., I am 
overhelmed [sic] by really serious familair [sic] troubles which are making difficult for 
me working as usual.), and between two clauses connected with a coordinating 
conjunction (e.g., This situation has been really time consuming for me and this is the 
reason why I won’t be able to finish my part of the project.).  
 Among the comma-related errors, about 22% were those that appeared when the 
test-takers started a sentence with So without placing a comma after So. Once test-takers 
added a comma manually or from the suggested list that the tool provided, the underline 
denoting that there is an error disappeared.  
 In addition to these issues relating to spacing and punctuation in the response, the 
grammar tool also identified some “grammatical” errors—of these, some related to the 
form of a part of speech and others related to the structure of a sentence. As for those 
related to the part of speech, the forms of some articles were detected as being misused. 
The errors of these forms included using a instead of an (e.g., a event) and using an 
indefinite article in front of a plural noun as in a satisfying results. There were also errors 
identified by the grammar tool which were related to verb forms. These instances 
included using an incorrect form of the verb (e.g., may lost), using the incorrect form of 
the verb tense (e.g., have chose), and juxtaposing two verbs in a sentence (e.g., gave 
behaved). Additionally, three errors related to the word form were identified (all from a 
proficient test-taker’s response), such as writing a complain instead of a complaint. Some 
nouns were similarly flagged to include an error, and these included errors found in the 
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forms of a regular plural noun (e.g., how many guest), possessive noun (e.g., limit 
students possibilities), and pronoun (e.g., for their to). 
 Other types of “grammatical” errors detected by the grammar tool, in addition to 
the errors related to the part of speech, were errors related to the structure of a sentence. 
These included subject-verb agreement errors (e.g., Results arrives), comma splices (e.g., 
We had to wait 40 minutes for the first dish, everyone was hungy [sic] and impatient.), 
incorrect sentence structures (e.g., Students could speak to each other, have lunch after 
class ask questions to the teacher.), and incomplete sentences (e.g., there are high). 
These errors related to sentence structure were more commonly found in the proficient 
test-takers’ responses and in Task 3 specifically. This may be because proficient test-
takers attempted to use more complex sentences than test-takers in the other two levels, 
and compared to the first two tasks, it was able to elicit more of these complex sentences 
in test-takers’ responses through Task 3.  
 There was only one case of a mean-focused error detected by the grammar tool, 
and this instance was related to passivation. This error was found in a proficient test-
taker’s response for Task 3, involving the following clause produced by the test-taker: 
many communities will be benefited by that. This clause was correct in terms of the form, 
but the grammar tool suggested that it should be changed to that will benefit many 
communities. Although the test-taker was able check the suggestion and make the change 
manually, he/she was not able to spell beneficial correctly and wrote benefitial, and of 





Patterns of Dealing with Errors Detected by the Grammar Tool  
 Similar to the analyses conducted for the errors detected by the spelling tool, the 
patterns of how test-takers dealt with the errors detected by the grammar tool were 
analyzed in order to better understand test-takers’ usage of the grammar tool. It was first 
identified whether a test-taker attempted to make a change, and if they did, the number of 
changes involved in the revision process was then identified. Specifically, for each error 
detected by the grammar tool, the test-taker made either one change, two changes, three 
or more changes, or no changes, or the test-taker deleted the word in question. Tables 
5.19 to 5.22 present the number of changes made to a word that were marked as including 
an error by all test-takers and by test-takers with different proficiency levels.  
Table 5.19 
Number of Changes Made on Grammar Errors by All Test-takers 
  
Task 1 Task 2 Task 3 
(Apology Email 
to a Project 
Partner) 
(Negative Online 
Review of a 
Catering Service) 
(Discussion 
Board Post about 
Online 
Education) 
  Freq. % Freq. % Freq. % 
One change 19 57.58 27 69.23 86 86.00 
Two changes 2 6.06 1 2.56 3 3.00 
Three or more changes 0 0.00 2 5.13 1 1.00 
No change 10 30.30 9 23.08 9 9.00 
Delete 2 6.06 0 0.00 1 1.00 














Number of Changes Made on Grammar Errors by Intermediate Test-takers 
  
Task 1 Task 2 Task 3 
(Apology Email 
to a Project 
Partner) 
(Negative Online 
Review of a 
Catering Service) 
(Discussion 
Board Post about 
Online 
Education) 
  Freq. % Freq. % Freq. % 
One change 10 76.92 11 78.57 33 97.06 
Two changes 1 7.69 0 0.00 0 0.00 
Three or more changes 0 0.00 1 7.14 0 0.00 
No change 1 7.69 2 14.29 1 2.94 
Delete 1 7.69 0 0.00 0 0.00 




Number of Changes Made on Grammar Errors by Advanced Test-takers 
  
Task 1 Task 2 Task 3 
(Apology Email 
to a Project 
Partner) 
(Negative Online 
Review of a 
Catering Service) 
(Discussion 
Board Post about 
Online 
Education) 
  Freq. % Freq. % Freq. % 
One change 4 33.33 10 52.63 24 72.73 
Two changes 0 0.00 1 5.26 2 6.06 
Three or more changes 0 0.00 1 5.26 1 3.03 
No change 7 58.33 7 36.84 6 18.18 
Delete 1 8.33 0 0.00 0 0.00 









Number of Changes Made on Grammar Errors by Proficient Test-takers 
  
Task 1 Task 2 Task 3 
(Apology Email 
to a Project 
Partner) 
(Negative Online 
Review of a 
Catering Service) 
(Discussion 
Board Post about 
Online 
Education) 
  Freq. % Freq. % Freq. % 
One change 5 62.50 6 100 29 87.88 
Two changes 1 12.50 0 0 1 3.03 
Three or more changes 0 0.00 0 0 0 0.00 
No change 2 25.00 0 0 2 6.06 
Delete 0 0.00 0 0 1 3.03 
Total cases 8 100.00 6 100 33 100.00 
 
 
 Similar to the results from the analyses of the number of changes made to errors 
by the test-takers who had access to the spelling tool, the majority of the test-takers who 
had access to the grammar tool made only one change to an underlined error. However, 
compared to the occurrences of no change being made by the group of test-takers who 
had access to the spelling tool (i.e., five cases out of 707), there were considerably more 
cases in which no changes were made by the group of test-takers who had access to the 
grammar tool (i.e., 28 cases out of 172). Table 5.23 presents the errors that were not 









Cases of No Changes Made to Errors 
Type of Error Word(s) with Error Task Proficiency Test-taker ID 
capitalization 
delate 1 Advanced 62 
course 1 Advanced 107 
the 2 Intermediate 106 
comma 
Of course 1 Advanced 34 
trouble which 1 Advanced 62 
Actually 2 Advanced 34 
After the party 2 Advanced 34 
hyphen long term edudcation 2 Advanced 105 
extra space 
so  I 1 Proficient 47 
than  that 2 Advanced 34 
you  can 3 Proficient 47 
you  can 3 Proficient 47 
need space 
Again,please 1 Advanced 85 
up,with 1 Advanced 85 
forever.The 2 Advanced 85 
forever.The 2 Advanced 85 
Awful!!!The 2 Advanced 85 
word,Pam's 3 Advanced 85 
paces.Besides 3 Advanced 85 
First,speaking 3 Advanced 85 
in class,you 3 Advanced 85 
questions.You 3 Advanced 85 
space in word can not 1 Intermediate 106 each other 3 Advanced 107 
sub-verb agreement results arrives 1 Proficient 39 
verb 
did expected 1 Advanced 34 
have to waited 2 Intermediate 85 
would have went 3 Intermediate 33 
 
 
Among these 28 cases, four cases were each found in intermediate and proficient 
test-takers’ responses, and the remaining 20 cases were found in advanced test-takers’ 
responses. The reason why there were significantly more cases in which no changes were 
made in the advanced test-takers’ responses was because there were 11 cases in which no 
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changes were made to the error detected by the grammar tool in one test-taker’s response 
alone (test-taker #85). The types of errors that did not receive attention from the test-
takers and were not edited in any way were mostly space-related errors—missing a space 
between a punctuation mark and word, including an extra space between two words, and 
including a space within a word.  
One of the main reasons why there were considerably more errors that were not 
changed in any way in the responses written by the test-takers who had access to the 
grammar tool compared to the responses written by those who had access to the spelling 
tool is related to when the errors were detected. As for the spelling tool, right after a word 
was written (i.e., a space or punctuation was added after a word), the spelling tool was 
able to detect whether the word included an error or not, and if it did, a red line appeared 
below the word immediately. However, as described earlier, for the grammar tool, this 
process was somewhat different. There were cases in which the grammar tool was able to 
detect an error right away (i.e., a green or blue line appeared below the word(s) 
immediately), but there were numerous cases in which the error was detected much later. 
Thus, the test-takers may not have been able to notice the line indicating the presence of 
an error. In addition, the errors detected by the spelling tool could have been more 
apparent to the test-takers, as most of the errors identified were typos. However, in the 
case of the errors detected by the grammar tool, test-takers may have had a more difficult 
time figuring out what the error entailed. For example, with did expected underlined by 
the grammar tool, it would have taken test-takers more effort and time to make sense of 
what the error in this phrase would be compared to figuring out what the error in expcted 
is, when it was marked as including an error by the spelling tool. Lastly, as some test-
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takers were aware that the “grammar” errors detected by Microsoft Word are not 
necessarily reliable, they may have paid less attention to the errors detected by the 
grammar tool compared to those detected by the spelling tool.  
 Among the cases in which there was a change made to the errors detected by the 
grammar tool, and these errors were correctly identified (i.e., excluding cases in which 
the grammar tool did not perform properly as identifying their own or each other as an 
error, as previously described), there were 15 cases in which the test-taker did not make a 
correct change in response to the grammar tool’s prompting. The descriptions of the 
incorrect changes made to the errors detected by the grammar tool are presented in Table 
5.24.  
Table 5.24 








article form Instead of changing a to an, a was deleted. a operation → operation 1 Int. 11 
capitalization 
Instead of changing the capital I in It which did 
not start the sentence, the space was deleted.  
, It → ,It 2 Int. 33 
Changed the capital letters in IF to if, but But 
was changed to Althoug, which made the 
sentence ungrammatical. 
But, IF → Althoug, if 3 Int. 33 
extra space 
Instead of deleting the extra space between the 
two words, the correctly spelled word was 
changed to a wrong spelling.  
recommend  this → recomend  this 2 Int. 12 
need space 
Instead of adding a space between a period and a 
word, the period was changed to a comma.   





Instead if adding a comma after finally, the 
correctly spelled word was changed to a wrong 
spelling.  
finally → finaly 3 Adv. 31 
comma 
splice 
Instead of editing the comma splice error, the 
correct form of the be verb was changed.  
In We had to wait 40 minutes for the first dish, 
everyone was hungy and impatient. was → were 2 Adv. 107 
Instead of editing the comma splice error, the 
entire sentence was revised but the comma 
splice error remained.  
snacks and cheese weren’t fresh, they seemed to 
be old →	 food wasn’t fresh, it seemed to be old and 
ricycled 
2 Adv. 62 
Instead of editing the comma splice error, the 
entire sentence was revised but the comma 
splice error remained.  
The food didn’t taste good, the ingreadients 
were not fresh.  →	The ingredients were not fresh, they brought 
less food than what they were supposed to bring 
and ran 
2 Prof. 89 
Instead of editing the comma splice error, the 
entire sentence was revised but the comma 
splice error remained.  
Motivation is a big issue when studying either 
face-to-face or online, you need to commit 
yourself. →Motivation is a big issue when studying, you 
need to commit yourself, either in a face-to-face 
environment or online. 
3 Prof. 104 
extra space 
Instead of editing both the extra space and the 
subject-verb agreement, only the extra space 
was edited, leaving the sentence to still include 
an error.  
student  have → student have 3 Int. 9 
possessive 
noun 
Instead of adding an apostrophe after the s to 
make a plural possessive noun, it was added 
before the s and made the noun a singular 
possessive noun.  
limit students possibilities  → limit student’s possibilities 






Instead of editing the subject-verb agreement 
error, the spelling of a misspelled word was 
changed to a correct spelling, and this involved 
five changes.  
In it also invovle to be independent 
invovle → imvolve →involve →imvolve →invovle →involve 
3 Adv. 31 
sentence 
structure 
Instead of adding a coordinating conjunction in 
a compound sentence, to was added.  
, ask →	, to ask  3 Adv. 107 
Instead of adding and a coordinating 
conjunction in a compound sentence, a singular 
noun was changed to a misspelled plural noun.  
homework, it is → homewors, it is  3 Adv. 107 
Note. Int. = Intermediate; Adv. = Advanced; Prof. = Proficient   
 
 
 Among the 15 cases of incorrect changes, three cases were found in proficient 
test-takers’ responses, and six cases each were found in intermediate and advanced test-
takers’ responses. For most of these instances, a change other than what had been 
detected by the grammar tool was made. For example, although the grammar tool 
identified the punctuation or spacing used as an error, instead of making changes to those 
errors, the test-taker changed the spelling of a word, which in fact was already spelled 
correctly (e.g., recommend to recomend and finally to finaly). These were mostly 
observed in situations where the underline appeared under a word or a short phrase. In 
cases where the entire sentence was underlined because the sentence included a comma 
splice error, test-takers attempted to edit the entire sentence, but were unsuccessful in 
editing the comma splice error and making the sentence grammatical.  
 One reason why there were considerably more errors that were revised incorrectly 
in responses written by those who had access to the grammar tool compared to those 
written by test-takers with access to the spelling tool may be because when test-takers 
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made some type of a change (as shown in the examples above), the green or blue line 
indicating a grammar error disappeared even though the revised version included a 
different type of error or still included the same type of error. In some cases, as 
previously explained, the underline which disappeared would reappear, but this did not 
happen instantly. Thus, this unsystematic appearance of the lines denoting errors may 
have affected test-takers’ performance in properly revising the errors.  
 In summarizing the performance of the grammar tool and test-takers’ usage of the 
tool, it can be remarked that the grammar tool was somewhat inconsistent and 
unsystematic in its performance as a linguistic tool, and compared to the responses 
written by test-takers who had access to the spelling tool, the responses written by those 
who had access to the grammar tool demonstrated more instances of both incorrect 
changes or no attempted changes being made. 
As described in the G-theory analysis in the previous chapter, there was a 
comparably larger person-by-task interaction, meaning that test-takers were rank ordered 
differently by task, and this was explained by the results from the bias/interaction 
analysis (i.e., Task 1 was easier than expected; Task 2 was more difficult than expected; 
and Task 3 was neither easier nor more difficult than expected). However, through 
examining the quantitative analyses alone, it was uncertain why the difficulty of some 
tasks was different from what was expected and why the direction of the bias was 
different (i.e., being more difficult or easier than expected). This unexplainable 
phenomenon may be attributed to the fact that, first of all, there were inconsistencies in 
how errors were identified by the grammar tool, which led to test-takers not being able to 
make effective use of the grammar tool. This may also have influenced the low 
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dependability of the writing test (i.e., the dependability coefficient of the writing test was 
the lowest for the test-takers who had access to the grammar tool in comparison to those 
who had access to other linguistic tools or no linguistic tools). 
 
Test-takers’ Use of the Reference Tool 
Cases of Test-takers’ Use of the Reference Tool 
 In the context of the current study, unlike the spelling tool and the grammar tool, 
the reference tool (i.e., dictionary and thesaurus), did not automatically provide assistance 
for the test-takers (e.g., detect spelling or grammar errors), but the tool was provided to 
the test-takers to use as an external linguistic resource if needed. In other words, in using 
the reference tool, test-takers had to be more actively engaged with the given tool 
compared to those who had access to the spelling and grammar tool. Thus, the nature of 
test-takers’ usage of the tool differs from that of the aforementioned tools.  
Three test-takers elected that their writing process not be recorded; thus, there 
were 27 recordings of test-takers’ writing processes to analyze. When the recordings 
were examined, it was found that among these 27 test-takers, three test-takers—one 
intermediate and two advanced—made use of neither the dictionary nor the thesaurus.  
The frequency of the cases of test-takers’ usage of the dictionary and/or the 
thesaurus and the average number of cases of the usage of these tools per test-taker were 
examined. In these analyses, a ‘case’ of test-takers using the reference tool refers to the 
instance(s) of using the tool in order to check a word or phrase. One example of such a 
case is an instance of referring to either the dictionary or to the thesaurus once to get 
assistance with a particular word or phrase, as test-taker #15 did in the following process: 
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wrote accomplish in the response, searched for accomplish in the dictionary, and kept 
accomplish in the response. However, a case of using the reference tool could also 
include several instances of using the tool to get assistance with a word or phrase. This 
circumstance would entail going through a longer process, as test-taker #69 did: wrote a 
wast of time in the response, searched for a wast of time in the dictionary, searched for 
wat of time in the dictionary, searched for waest of time in the dictionary, searched for 
weast of time in the dictionary, searched for weast of time in the thesaurus, searched for 
time in the dictionary, searched for of time in the dictionary, searched for wast in the 
dictionary, found waste as part of the suggested word, and used a waste of time in the 
response. As illustrated, in some cases, test-takers made use of either the dictionary or the 
thesaurus per case, but in other instances, they used both the dictionary and the thesaurus 
for a single case.  
Table 5.25 presents the frequency of the cases of test-takers’ usage of the tools 
(i.e., usage of the dictionary, thesaurus, or both), and the average number of cases of the 
usage of these tools per test-taker. The figures presented in Table 5.25 took into account 
the three test-takers who opted not to use the tool (i.e., cases of using the reference tool 
found to be 0 across all tasks) since test-takers were all given the choice whether or not to 
use the dictionary and/or the thesaurus; thus, their choice of not using the tool needed to 








Descriptive Statistics of the Cases of Using the Reference Tool (n = 27) 
Task Level 
Dictionary Thesaurus Both Tools 
Freq. Mean Freq. Mean Freq. Mean 
All Tasks 
Intermediate (n = 10) 42 4.20 5 0.50 8 0.80 
Advanced (n = 10) 47 4.70 24 2.40 4 0.40 
Proficient (n = 7) 23 3.29 8 1.14 4 0.14 
All levels (n = 27) 112 4.15 37 1.37 16 0.59 
        
Task 1 
(Apology 
Email to a 
Project 
Partner) 
Intermediate (n = 10) 3 0.30 0 0.00 1 0.10 
Advanced (n = 10) 8 0.80 3 0.30 0 0.00 
Proficient (n = 7) 8 1.14 1 0.14 0 0.00 
All levels (n = 27) 19 0.70 4 0.15 1 0.04 




of a Catering 
Service) 
Intermediate (n = 10) 13 1.30 3 0.30 4 0.40 
Advanced (n = 10) 17 1.70 11 1.10 2 0.20 
Proficient (n = 7) 9 1.29 2 0.29 0 0.00 
All levels (n = 27) 39 1.44 16 0.59 6 0.22 






Intermediate (n = 10) 26 2.60 2 0.20 3 0.30 
Advanced (n = 10) 22 2.22 10 1.00 2 0.20 
Proficient (n = 7) 6 0.86 5 0.71 4 0.57 
All levels (n = 27) 54 2.00 17 0.63 9 0.33 
Note. Freq. = Frequency 
 
 
As for test-takers’ usage of the dictionary, when compared across the three tasks, 
it was found that the intermediate and advanced test-takers utilized the dictionary the 
most when writing for Task 3 (the online discussion post), then for Task 2 (the negative 
online review), and the least for Task 1 (the apologetic email). The total frequency of the 
cases of using the dictionary and the average cases of using the dictionary per test-taker 
were also similar for the intermediate and advanced test-takers (i.e., a total of 42 and 47 
cases and an average of 4.20 and 4.70 cases per test-taker, respectively). However, these 
		
255 
figures were comparably smaller for the proficient test-takers (i.e., a total of 23 cases and 
an average of 3.29), and the difference in the number of cases found across the three tasks 
was not notable for the proficient test-takers—the frequency of using the dictionary for 
assistance in writing for all three tasks was similar for the proficient test-takers (i.e., a 
total of eight, nine, and six cases for Tasks 1, 2, and 3, respectively).  
Compared to the number of cases of test-takers’ dictionary use found while 
writing for the three tasks (112 cases across the three proficiency levels and the three 
tasks and an average of 4.15 cases per test-taker across the three tasks), generally, a 
smaller number of instances of thesaurus use was found across the three tasks (37 cases 
across the three levels and three tasks and an average of 1.37 cases per test-taker across 
the task). Additionally, a similar pattern of using the dictionary across the tasks as 
previously noted for the intermediate and advanced test-takers were not reflected in their 
use of the thesaurus across the tasks. In fact, the advanced test-takers showed a difference 
in the number of cases in which they used the thesaurus, especially for Tasks 2 (the 
negative online review) and Task 3 (the discussion board post). That is, compared to the 
number of instances of using the thesaurus by the intermediate and proficient test-takers 
(ranging from 0 to 3 and 1 to 5 cases, and ranging from 0.00 to 0.30 and 0.14 to 0.71 
cases per test-taker), the frequency of cases of using the thesaurus by the advanced test-
takers when writing for Tasks 1, 2 and 3 were 3, 11, and 10, and the average cases per 
test-taker were 0.30, 1.10, and 1.00, respectively.  
Lastly, there were cases in which test-takers made use of both the dictionary and 
the thesaurus while seeking assistance with a word or phrase. These were found to be 
comparably higher when writing for Tasks 2 and 3 as compared to Task 1. Also, test-
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takers from all three levels made use of both of the tools when writing for Task 3. 
Compared to the individual use of either the dictionary or the thesaurus, the number of 
cases in which both tools were used was considerably smaller.  
 
Evaluation of the Reference Tool 
As previously mentioned, the nature of test-takers’ usage of the reference tool 
varied from that of the spelling and grammar tools, as the function of the reference tool 
differed from that of the spelling and grammar tools. Accordingly, the focus of the 
evaluation of the reference tool in the present study also differed from that of the spelling 
and grammar tools. Instead of evaluating the errors detected and the suggestions provided 
by the tools as was done for the previous two tools, the layout and features of the 
reference tool are discussed in this section to better understand the nature of test-takers’ 
use of the reference tool. 
 The reference tool included in the current study was the New Oxford American 
Dictionary and the Oxford Writer’s Thesaurus and is part of the Dictionary Application 
on a Mac Computer. The image of the reference tool provided to the test-takers is 










Figure 5.1. Layout of the Reference Tool. 
 
 On the upper right corner of the application window, there is a search box in 
which test-takers typed in the word or phrase they were seeking assistance with. When 
test-takers typed the letters of the beginning of a word or phrase into the search box, a list 
of words that start with the same letters were populated on the left side of the window, 
and the definition or synonym of the first word on the list was provided on the right side 
of the window. For example, as shown in Figure 5.1, when a test-taker typed wor, the 
tool automatically listed the words that start with wor and provided the definition of the 
word word, which was the first item on the list that started with the combination wor.  
 Below the search box, on the left, there were two buttons—dictionary and 
thesaurus—which test-takers clicked on to move from one tool to the other. The two 
buttons were presented in the order of dictionary first, then thesaurus, thus making the 
default tool the dictionary. This may be one of the reasons why there were more instances 
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of dictionary use than thesaurus use found among test-takers. The number of cases 
observed per tool may have been different if the thesaurus were placed first and acted as 
the default tool.  
 In cases where a word with the wrong spelling was typed into the search box, a 
list of suggestions was given on the left side of the window followed by the question, Did 
you mean? Again, the definition or synonym of the first word on the list was provided on 
the right side of the window. Figure 5.2 provides a screen shot of an example case in 
which a word with an incorrect spelling was entered into the search box.  
 
Figure 5.2. Example of Typing a Wrong Word in the Reference Tool. 
 
 
 Another feature of the reference tool that should be discussed is that the 
dictionary and thesaurus provided not only definitions and synonyms for words, but also 
provided examples of the word’s use in different contexts. For example, a list of phrases 
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that the word could be used in (i.e., collocations), a list of phrasal verbs the word is 
included in, and derivations of the word in different parts of speech were provided below 
the definitions and synonyms in the dictionary and thesaurus, respectively. 
 Lastly, since the reference tool was an electronic dictionary and thesaurus, test-
takers were able to click on any of the words provided in the definition, examples, and 
derivations of the word of interest to search their meanings. This feature is not something 
that test-takers would be able to access with print dictionaries and thesauruses.  
 
Test-takers’ Purposes of Using the Reference Tool 
  Each case of test-takers’ use of the reference tool was coded based on the 
observable purposes of the writer. In cases where the test-taker wrote a word or phrase in 
the response then searched for the word or phrase in the dictionary and/or the thesaurus 
(e.g., wrote library; searched library; and used library in response), it was assumed that 
the test-taker was confirming what they wrote. However, it was uncertain whether they 
were confirming either the form (e.g., spelling) and/or the meaning of the word or phrase; 
thus, these types of cases were coded as confirmation of form and/or meaning, and it was 
noted that this purpose of using the tool constituted receiving assistance regarding lexical 
form and meaning.  
 There were also cases in which the focus of the assistance needed was more 
apparent. These include cases where the test-taker was using the tool to check different 
aspects of the language knowledge. Some test-takers used the reference tool to verify the 
lexical form: to check the spelling (e.g., wrote wether; searched wether; searched 
whether; and used whether in response) or to check the word form (e.g., searched accep; 
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clicked on acceptable; clicked on acceptably; and used acceptably in response). Some 
also used the tool to seek for assistance with the lexical meaning: to search the meaning 
of a word/phrase (e.g., search a word from the prompt) or to find a synonym (e.g., 
searched develop; searched progress; searched advanced; searched emerging; used 
developed in response; and changed to advance in response). There were additional cases 
in which test-takers used the reference tool to check the morphosyntactic form: to search 
the verb tense (e.g., wrote throwed; searched throw; and changed to threw in response) or 
to find information on the usage of the word/phrase within a sentence (e.g., wrote I think 
not enough only education; searched enough; and changed the sentence to I think it is not 
enough only online education then to I think only online education not enough.).  
 In addition, in some cases, there were multiple purposes involved when using the 
reference tool in seeking assistance with a particular word or phrase. Three cases, which 
demonstrate these multiple purposes, were identified, and these were all found in cases 
where both the dictionary and thesaurus were utilized. An example of a case in which a 
search was performed for multiple observable purposes is: in the dictionary, wrote 
apporogy and searched apor, aappo, and appor; in the thesaurus, searched sorry and 
changed the word to aporlogy  
 Lastly, there were cases in which the test-taker’s purpose was unobservable 
and/or uncertain, and the two coders decided to code these cases as unknown. Cases in 
which the purpose of the writer was unclear are exemplified by the following: searched 
attention and used attention in response.  
Tables 5.26 to 5.29 present the frequency and percentage of the different purposes 
of using the dictionary, thesaurus, or both dictionary and thesaurus across the three tasks 
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for all test-takers and separately for the test-takers with different proficiencies. Similar to 
what was done for the spelling and the grammar tool, these purposes are again classified 
based on Purpura’s (2017) model of language knowledge which formed the basis of the 




























Task 1 Task 2 Task 3 
(Apology 


















7 36.84 8 20.51 19 35.19 
Lexical Form Spelling 4 21.05 11 28.21 12 22.22 Word form  0 0.00 1 2.56 3 5.56 
Lexical Meaning Meaning  0 0.00 6 15.38 4 7.41 Synonym 0 0.00 0 0.00 1 1.85 
Morphosyntactic 
Form  
Verb tense 0 0.00 3 7.69 0 0.00 
Usage within a 
sentence 0 0.00 0 0.00 1 1.85 
Unknown 8 42.11 10 25.64 14 25.93 







0 0.00 3 18.75 1 5.88 
Lexical Meaning Synonym 2 50.00 10 62.50 13 76.47 
Morphosyntactic 
Form Verb tense 0 0.00 1 6.25 0 0.00 
Unknown  2 50.00 2 12.50 3 17.65 
Total  4 100.00 16 100.00 17 100.00 






0 0.00 0 0.00 3 33.33 
Lexical Form Spelling 0 0.00 1 16.67 0 0.00 
Lexical Meaning Synonym 0 0.00 0 0.00 2 22.22 Meaning  0 0.00 0 0.00 2 22.22 
Multiple purposes 1 100.00 2 33.33 0 0.00 
Unknown 0 0.00 3 50.00 2 22.22 
Total  1 100.00 6 100.00 9 100.00 










Task 1 Task 2 Task 3 
(Apology 


















1 33.33 3 23.08 8 30.77 
Lexical Form Spelling 0 0.00 5 38.46 2 7.69 Word form  0 0.00 0 0.00 2 7.69 
Lexical Meaning Meaning  0 0.00 4 30.77 3 11.54 Synonym 0 0.00 0 0.00 1 3.85 
Morphosyntactic 
Form  
Usage within a 
sentence 0 0.00 0 0.00 1 3.85 
Unknown 2 66.67 1 7.69 9 34.62 
Total 3 100.00 13 100.00 26 100.00 
Thesaurus  
Lexical Meaning Synonym 0 0.00 3 100.00 2 100.00 
Total 0 0.00 3 100.00 2 100.00 
Both Dictionary and Thesaurus 
Lexical Form Spelling 0 0.00 1 25.00 0 0.00 
Lexical Meaning Synonym 0 0.00 0 0.00 1 33.33 Meaning  0 0.00 0 0.00 2 66.67 
Multiple purposes 1 100.00 1 25.00 0 0.00 
Unknown 0 0.00 2 50.00 0 0.00 
Total  1 100.00 4 100.00 3 100.00 











Advanced Test-takers’ Purposes of Using the Reference Tool 
  
  
Task 1 Task 2 Task 3 
(Apology 


















2 25.00 1 5.88 8 36.36 
Lexical Form Spelling 2 25.00 3 17.65 8 36.36 Word form  0 0.00 1 5.88 1 4.55 
Lexical Meaning Meaning  0 0.00 2 11.76 1 4.55 
Morphosyntactic 
Form Verb tense 0 0.00 2 11.76 0 0.00 
Unknown 4 50.00 8 47.06 4 18.18 







0 0.00 3 27.27 1 10.00 
Lexical Meaning Synonym 2 66.67 5 45.45 7 70.00 
Morphosyntactic 
Form Verb tense 0 0.00 1 9.09 0 0.00 
Unknown 1 33.33 2 18.18 2 20.00 
Total 3 100.00 11 100.00 10 100.00 






0 0.00 0 0.00 1 50.00 
Lexical Meaning Synonym 0 0.00 0 0.00 1 50.00 
Multiple purposes 0 0.00 1 50.00 0 0.00 
Unknown 0 0.00 1 50.00 0 0.00 
Total 0 0.00 2 100.00 2 100.00 






Proficient Test-takers’ Purposes of Using the Reference Tool 
  
  
Task 1 Task 2 Task 3 
(Apology 


















4 50.00 4 44.44 3 50.00 
Lexical Form Check spelling 2 25.00 3 33.33 2 33.33 
Morphosyntactic 
Form Verb tense 0 0.00 1 11.11 0 0.00 
Unknown 2 25.00 1 11.11 1 16.67 
Total  8 100.00 9 100.00 6 100.00 
Thesaurus 
Lexical Meaning Synonym 0 0.00 2 100.00 4 80.00 
Unknown 1 100.00 0 0.00 1 20.00 
Total  1 100.00 2 100.00 5 100.00 






0 0.00 0 0.00 2 50.00 
Unknown 0 0.00 0 0.00 2 50.00 
Total 0 0.00 0 0.00 4 10.00 
Note. Freq. = Frequency 
 
 
 As can be expected, in general, the dictionary was used for more diverse purposes 
than the thesaurus was used for. When considering test-takers from all three proficiency 
levels, the purpose of using the dictionary was to confirm the form and/or meaning of a 
word/phrase, check the spelling or the meaning of a word/phrase, search for the meaning 
of a word/phrase, find a synonym, check the form of the verb in a different tense, and 
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check the usage of the word/phrase within a sentence. However, the thesaurus was 
primarily used to check for synonyms, though there were also several cases in which the 
thesaurus was used to confirm the form and meaning of a word/phrase and to check the 
form of a verb.  
 In comparing the purposes of using the reference tool across tasks, a more diverse 
range of intentions for using the tool was found among test-takers for Tasks 2 and 3 than 
was found for Task 1. This finding of test-takers using the reference tool for comparably 
fewer reasons when writing for Task 1 has potential for providing evidence of what was 
discussed earlier in the quantitative analyses. It was found from the mean comparisons of 
the writing scores across the different proficiency levels of test-takers who had access to 
the reference tool that the differences of the scores among the three proficiency levels 
were not as significant in Task 1 in comparison to that observed for Tasks 2 and 3.  It was 
hypothesized then that the reason behind this could be because test-test-takers were not 
able to utilize the reference tool for Task 1 as much as they did for Tasks 2 and 3, as they 
may have needed some preparation time to become accustomed to the tool. The 
qualitative data shows that this hypothesis was indeed true—test-takers were not only 
making less use of the reference tool, but they were also using the tool with a narrower 
range of editing purposes in mind during that time.  
 Additionally, in comparing the purposes of using the reference tool across the 
three proficiency levels, it was found that more diverse purposes of using the reference 
tool were evident in the advanced test-takers’ writing processes compared to the 
processes of intermediate and proficient test-takers. Since the entire number of cases of 
using the reference tool by the advanced and the proficient test-takers differed, the 
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comparison may not be appropriate. However, a similar number of cases of using the 
reference tool was found for the intermediate and advanced test-takers, yet there was still 
a wider range of purposes represented in the reference tool usage of advanced test-takers 
compared to the ways intermediate test-takers made use of the tool.  
 
Test-takers’ Misuse of the Reference Tool  
 Not all of the 116 cases of test-takers’ use of the reference tool in seeking 
linguistic assistance were cases in which the use of the tool led to an appropriate and 
correct choice in their responses. Some cases involved instances in which the decisions 
made after consulting the dictionary and/or the thesaurus (e.g., keeping a certain word 
already written in the response or changing a certain word in the response to a different 
word after checking the reference tool) were in fact not appropriate in terms of their form 
or meaning.  
However, one aspect of the errors identified that should be noted is that the errors 
associated with the misuse of the tools do not necessarily correspond to the test-taker’s 
purpose of using a tool. For example, although the purpose of using the dictionary was 
coded as unknown through the given data, it was not clear what the test-taker’s exact 
purpose of using the tool was, and the error found in the result of using the tool could 
have been clear.  
Tables 5.30 to 5.32 present the cases in which the use of the tool led to an 
incorrect result in the intermediate, advanced, and proficient test-takers’ responses, 
respectively, and the misuses were identified as either a lexical form, lexical meaning, or 









Misuse  Description of the Process 
1 D 37 Lexical Meaning 
1) Wrote ner in response 2) Searched nerves 3) Used 
nerves in wrong context  
2 T 117 Lexical Form 
1) Searched awful 2) Used discusting in wrong 
spelling 
2 T 111 Lexical Meaning 
1) Wrote cheap 2) Searched cheap 3) Used low-priced 
in wrong context  
3 D 10 Lexical Form 
1) Wrote actualy 2) Searched actually 3) Kept the 
original wrong spelling 
3 D 10 Lexical Form 
1) Searched accep 2) Found acceptable and 
acceptably 3) Used acceptably in wrong word form in 
so it maybe acceptably 
3 D 69 Lexical Meaning 
1) Wrote sathis 2) Searched thesis 3) Used thesis in 
wrong context 
3 D 69 Lexical Meaning 
1) Searched develop 2) Searched progress 3) Searched 
advance 4) Searched emerging 5) Used developed in 
developed country 5) Searched advance 6) Changed 
phrase to advanced country 7) Searched proceeding 8) 
Used proceeding in wrong collocation (in proceeding 
countries) 




1) Wrote I think not enough only education 2) 
Searched enough 3) Changed the sentence to I think it 
is not enough only online education then to I think 
only online education not enough. with wrong 
structure 
















Misuse  Description of the Process 
1 D 96 Lexical Meaning 
1) Wrote seemed 2) Searched seamed 3) Changed to 
seamed in wrong meaning (seamed instead of 
seemed) 
2 D 95 Lexical Form 
1) Searched bring 2) Wrote brouht in wrong 
spelling 
 D 95 Lexical Meaning 
1) Wrote re 2) Searched refere 3) Wrote referee in 
wrong meaning (referee instead of refer) 




1) Wrote will be regret 2) Searched regret 3) Used 
regret in wrong verb tense 




In D: 1) Wrote wor 2) Searched wordid 3) Searched  
wordit 4) Searched word  
In T: 5) Searched worded  
In D: 6) Searched wording 7) Searched worth 8) 
Found worth it 9) Used worth it in wrong form (in it 
didn’t worth it) 
3 D 17 Lexical Form 
1) Wrote auto 2) Searched auto 3) Used auto in 
wrong form (in autodiscipline) 
 D 35 Lexical Form 
1) Searched insecurity 2) Wrote insequrity in wrong 
spelling 
 D 58 Lexical Form 
1) Wrote dicipline 2) Searched diciplined 3) Found 
discipline 4) Used diciplinable in wrong spelling  




1) Wrote true 2) Searched true 3) Searched truth 4) 
Used truth in wrong form (in it its truth that)  




1) Searched prefer 2) Used prefer in wrong form (in 
prefer share) 
 T 108 Lexical Meaning 
1) Wrote purs 2) Searched pursuit 3) Used pursuit 
in wrong meaning (pursuit instead of pursue) 













Misuse  Description of the Process 
2 D 56 Lexical Meaning 
1) Searched elabo 2) Found elaborated 3) Wrote 
elaborated in wrong context 
3 D 65 Lexical Form 
1) Searched stay at home 2) Found stay-at-home 3) 
Used stay at home (instead of adding the hyphens) 
Note: D = Dictionary; T = Thesaurus  
 
 The lexical form errors made were mostly related to spelling errors. For example, 
the intermediate test-taker (test-taker #117) used the word discusting (disgusting) with 
the wrong spelling after initially searching for the word awful in the thesaurus while 
writing for Task 2. Similar misuse of the reference tool also led to several lexical 
meaning errors. For instance, in an advanced test-taker’s (test-taker #108) response for 
Task 3, it was found that the test-taker first wrote purs, then searched for the word pursuit 
in the thesaurus, and eventually used the word pursuit in the response. Although the form 
of the word was correct, the word was not used correctly in terms of its meaning, as 
based on the context of the response, the intended word was pursue. Thus, this type of 
misuse was coded as a lexical meaning error.  
 Several cases of morphosyntactic form errors were further identified in the misuse 
of the reference tool. These include test-takers making a tense error (e.g., regret instead 
of will regret) or a word form error (e.g., it its truth that) in their writing after consulting 
the tool, as well as using a word in an incorrect structure (e.g., I think only online 
education not enough. with wrong structure).  
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  In comparing the misuse of the tools across the three proficiency levels, it was 
found that in the intermediate test-takers’ writings (see Table 5.30), there were eight 
cases of misuse of the reference tool out of the 42 cases, which means that 19.05% of the 
cases of using the reference tool led to some kind of an error for the intermediate test-
takers. The majority of these errors were found when using the tool for Task 3. 
Additionally, the misuse of the reference tool by intermediate test-takers were primarily 
related to lexical form and lexical meaning.  
 As for the advanced test-takers (see Table 5.31), out of the 47 cases of using the 
reference tool, 11 cases resulted in a lexical form, lexical meaning, or morphosyntactic 
form error, which means that 23.40% of instances of reference tool usage led to an error 
related to the lexical form or meaning and morphosyntactic form. This figure is slightly 
higher than the percentage reported for the intermediate test-takers’ responses. Also, 
compared to the errors found in the intermediate test-takers’ misuse of the tool, there 
were more morphosyntactic errors involved. This may be because advanced test-takers 
attempted to write more complex phrases, clauses, and sentences, and this led to test-
takers making more morphosyntactic errors.  
 Lastly, quite different results were found when analyzing proficient test-takers’ 
use of the reference tool. As shown in Table 5.32, compared to the list of the misuses of 
the reference tool found among the intermediate and advanced test-takers, the list of 
misuses was considerably shorter for the proficient test-takers. There were only two cases 
of using a reference tool that led to either a lexical form error or a lexical meaning error. 
Needless to say, the total number of cases of using the reference tool was noticeably less 
for the proficient test-takers compared to that for the two lower levels. However, despite 
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the fact that there were fewer total cases found overall, the percentage of cases that 
resulted in an error was still significantly smaller. In the proficient test-takers’ responses, 
there were two cases that resulted in an error out of a total of 23 cases, meaning that there 
was only 8.70% of misuse of the reference tool, and this figure is markedly smaller than 
what was found for the intermediate (19.05%) and the advanced (23.40%) test-takers.  
 The findings of the ratio of test-takers’ misuse of the reference tool may provide 
empirical evidence of why the difference in test-takers’ writing scores between the 
advanced and proficient test-takers who had access to the reference tool was significant 
as opposed to those who took the writing test in different conditions. In comparing the 
mean scores of each task across the proficiencies, it was found that, generally, the writing 
scores of the intermediate and the proficient test-takers were significantly different. 
However, it was the group that had access to the reference tool that additionally showed 
significant difference in the writing scores between the advanced and the proficient test-
takers. As the ratio of the misuse of the tool was considerably lower for the proficient 
test-takers, in addition to one’s writing ability in writing the responses for the three tasks, 
one’s ability to correctly use the reference tool could have played a role in distinguishing 
the advanced and the proficient test-takers’ writing scores. This also provides insights 
that in understanding test-takers’ writing ability, not only should test-takers’ use of the 
tool but also their misuse of a linguistic tool be taken into account, as the ability to use a 
linguistic tool involves knowing which word/phrase to use in a correct form and meaning 






 In Chapter V, the findings that emerged from the qualitative analysis of the 
current study were described, interpreted, and discussed. The research question pertaining 
to the qualitative analysis was first presented, followed by the analysis of test-takers’ 
usage of the spelling tool, grammar tool, and reference tool. In analyzing test-takers’ use 
of the spelling and grammar tool, the functions of the tool, the occurrences and types of 
errors detected, and test-takers’ patterns of dealing with the errors were discussed. As for 
test-takers’ use of the reference tool, the functions of the tool, the cases and purposes of 
test-takers’ use of the tool, and their misuse of the tool were discussed. Throughout the 
discussion of these qualitative analyses, the findings were also interpreted as the means to 
provide empirical evidence of some of the findings from the quantitative analyses. In the 
final chapter, the results from both the quantitative and qualitative analyses are 
synthesized and the findings from these analyses are used to discuss the evidence 
supporting various claims in order to provide an argument towards the use of linguistic 












In recent years, advances in technology have greatly influenced how we write, the 
ways we interact with readers, and the genres we create (Hyland, 2016). These changes in 
how we communicate and collaborate are especially evident in academic writing. For 
example, in the academic domain of language use, students are expected to write using a 
computer and are expected to be able to interact with others in various genres of writing 
for a range of purposes. In an attempt to reflect real-world writing behaviors in 
assessment, many writing tests are being administered on a computer, and test-takers are 
asked to write for different genres of writing (e.g., email), rather than merely producing a 
five-paragraph essay in many writing assessment contexts. However, one aspect of real-
world writing behaviors that is not reflected in these assessments yet is allowing writers 
to use commonly available linguistic tools (e.g., spelling, grammar, and reference tools) 
in writing assessment contexts.  
In order to better reflect authentic writing behaviors in the assessment setting and 
to better generalize test-takers’ performance from the assessment to their true writing 
ability, the current study aimed to examine the use of commonly available linguistic tools 
in an academic writing assessment context. In doing so, the current study aimed to 
validate the consequences of test-takers having access to different linguistic tools (i.e., 
spelling, grammar, and reference tools) in an L2 English learners’ writing assessment 
when writing for different genres (i.e., email, online review, and discussion board post)
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across different proficiency levels in an academic domain of language use. Moreover, 
based on Purpura’s (2017) model of language knowledge, in the current study, writing 
ability was defined with great detail in terms of the accuracy and/or variety of 
grammatical forms, semantic meanings, and pragmatic meanings produced in the written 
responses as a means of measuring test-takers’ writing performance. In examining test-
takers’ writing performance across different proficiency levels, tasks, and assessment 
conditions, sophisticated statistical procedures (classical test theory analyses, many-
faceted Rasch measurement, and multivariate generalizability theory) were used to 
answer one set of research questions in the quantitative analyses. The quantitative 
analyses were then complemented by the qualitative analyses. The qualitative data 
included screen recordings of the process of test-takers writing to complete the three 
tasks in the writing test which also involved their use of the linguistic tools they were 
permitted to use. The findings from these quantitative and qualitative analyses were 
discussed in the previous two chapters.  
In this concluding chapter, the results of the study are summarized and discussed 
based on Kane’s argument-based approach to validation (Kane, 2013). The summary of 
the findings is followed by a discussion of the theoretical, methodological and 
pedagogical implications of the study. Finally, the chapter concludes by discussing the 
limitations of the study along with suggestions for further research.  
 
Summary of the Findings Based on Kane’s Framework of Validation 
In order to make claims about score interpretation related to the use of linguistic 
tools in second language writing assessment from the current study, the interpretation of 
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the results of the current study is summarized and framed around the interpretation/use 
argument (IUA; Kane, 2013). More specifically, the findings from the analytic 
procedures are used to discuss the evidence supporting the domain description claims 
(i.e., connecting the target language use domain to the performance sample), the 
evaluation claim (i.e., connecting the performance sample elicited by the tasks to an 
observed score), the generalizability claim (i.e., connecting the observed score to the 
estimate of the expected score), the explanation claim (i.e., connecting the expected 
scores and the construct of the test), the extrapolation claim (i.e., connecting the 
construct of the test to other criteria of language proficiency), and lastly the utilization 
claim (i.e., connecting the scores to make meaningful decisions in the real use) 
(Bachman, 2005; Chapelle et al., 2008; Kane, 2006, 2013; Purpura et al., 2015). 
 
Domain Description Inference 
In the IUA, domain description inference involves observation and identification 
of the contexts, tasks, and scenarios in which the knowledge, skills, and attributes (KSAs) 
of interest in the assessment are used in the Target Language Use (TLU) domain.  In 
other words, by providing a domain description, the current study aimed to link the 
performance measured from the assessment tasks to the performance in the TLU domain. 
The warrant that this inference is based on is that the observed writing performances on 
the email, online review, and discussion board tasks reveal L2 writing KSAs relevant to 




 In order to support this warrant, the academic domain of language use was first 
specified into three different sub-domains based on Purpura (2014) and Xi (2015): social-
interpersonal, social-transactional, and academic. Next, three tasks (i.e., email, online 
review, and discussion board) were developed to represent these three sub-domains of the 
academic domain of language use by consulting Burstein et al.’s (2014) large-scale 
survey of educators on the writing genres recognized to be important at the college level. 
Additionally, the test task specifications were written with detail for each task by 
operationalizing Purpura’s (2017) model of language knowledge, specifying the target 
domain, genre, audience, grammatical goal of communication (i.e., lexical, 
morphosyntactic, and cohesive forms and their associated meanings), topical goal of 
communication (i.e., topical meaning), and pragmatic goal of communication (i.e., 
functional, psychological, sociolinguistic, and rhetorical meaning).  
 Since the current study focused on test-takers’ use of commonly available 
linguistic tools, the domain description inference was also based on the warrant that the 
observed writing performance on the email, online review, and discussion board tasks 
while using linguistic tools, such as spelling, grammar, and reference tool, reveal L2 
writing KSAs relevant to the academic domain of language use. In backing this warrant, a 
study that examined adult L2 learners’ experience of using linguistic tools when writing 
for different purposes and genres of writing was conducted (Oh, forthcoming). The 
results from the study revealed that linguistic tools are evidently part of L2 learners’ 






 The evaluation or scoring inference describes how the observed scores reflect 
test-takers’ writing ability. In the current study, the evaluation inference links the test-
takers’ writing performance in each of the four different assessment conditions (i.e., with 
access to no linguistic tools, spelling tool, grammar tool, or reference tool) to their true 
writing ability. In providing the evaluation claim, it is crucial to ensure that the scores on 
the writing tasks are construct-relevant in all four assessment conditions so that the 
performance sample elicited by the tasks can be connected to the observed score. 
Additionally, it is also important to provide evidence that the raters have reliably assigned 
scores on test-takers’ writing performance in all four assessment conditions.  
The evaluation claim is supported by several types of evidence in the current 
study. First of all, in terms of the scale functionality, the MFRM analysis showed that that 
none of the rating scales across all four assessment conditions were identified as 
misfitting (rating scales did not form part of the same dimension as defined and are 
measuring a different construct) nor overfitting (rating scales are measuring the same 
ability as some other scales and/or affecting the scores assigned on other rating scales). 
Furthermore, the functionality of the rating scales across the four assessment conditions 
were examined in terms of 1) the observed count and the percentage across the three 
tasks, 2) the average examinee ability measures and outfit mean-square indices associated 
with each score across the three tasks, and 3) the scale category probability curves across 
the three tasks. It was found that in general, all six components of the rubric functioned as 




Moreover, the performance of the raters also provides evidence to support the 
evaluation claim. The two raters went through an extensive amount of rating training, 
which was reflected in the high inter-rater reliability estimates and the high agreement 
rates across the rating components and tasks. Additionally, the MFRM results showed 
that the observed percentages of the exact agreement were approximately 20% higher 
than what was expected across all four assessment conditions. In terms of the rater fit 
statistics, the mean infit mean-square was 1.00 in all four conditions, showing that the 
raters were self-consistent across the examinees, tasks, and the rating scales. Also, there 
were no biases between the rater facet and any other facets (i.e., task, test-taker 
proficiency level, and rating scale). Lastly, from the G-theory analyses, it was found that 
the severity of the raters’ ratings had almost no contribution in explaining the total score 
variance in all four assessment conditions.  
These findings from the quantitative analyses provide evidence to support the 
evaluation claim that the writing scores observed while using different types of linguistic 
tools in writing assessment result in scores that are construct-relevant.  
 
Generalization Inference 
 The generalization inference supports the argument that the observed score is 
generalizable and functions as an estimate of the expected score. In the current study, the 
generalization inference is based on the warrant that the observed scores in different 
assessment conditions using different linguistic tools can be generalized across test-
takers, raters, and tasks. The results from the MFRM and the G-theory analyses can 
provide evidence supporting this generalizability claim. 
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 First of all, the three tasks should have provided accurate and stable estimates of 
the test-takers’ writing ability in order to claim that the test-takers would receive similar 
scores on similar tasks under similar conditions. The analyses of the task facet from 
MFRM support this assumption. The three tasks showed differences in the level of 
difficulty, which demonstrates that each task contributed in measuring test-takers’ 
abilities. In addition, the fit statistics across the tasks were observed to be stable, which 
indicates that the three tasks contributed to measuring one underlying construct. These 
findings were made evident in the MFRM analyses conducted separately for each 
assessment condition, and these indicate that the test-takers would produce similar 
performances on similar tasks under the same assessment conditions.  
 Furthermore, dependability of scores in the G-study refers to the extent to which 
the observed score can be generalized to a universe score. In other words, the 
dependability of scores indicates the comparison between test-takers’ observed score and 
the universe score across different facets of measurement (e.g., test-takers, raters, and 
tasks). In the current study, it was found that the dependability of the scores across the 
components of the rubric and tasks were generally high in all assessment conditions. 
However, the highest dependability coefficient was found for the group of test-takers 
who had access to the reference tool. This means that the observed scores of all test-
takers were generalizable to their theoretical scores to a great extent, but that the 
observed scores of those who had access to the reference tool were comparably more 






 The link between expected scores and the construct of the test can be made 
through the explanation inference, with the assumption behind this inference indicating 
that patterns in the observed scores reflect the construct measured (Purpura et al., 2015). 
In the current study, the construct being measured (i.e., writing ability) was associated 
with an additional related factor for the three assessment conditions in which access to a 
linguistic tool (i.e., spelling, grammar, or reference tool) was allowed.  
 In supporting the explanation claim, the examination of the internal consistency 
reliability provided one piece of evidence. Generally, all components of the rubric 
showed moderately high Cronbach’s alpha estimates, providing evidence that the tasks 
under each component were measuring the same construct. In addition, the moderately 
high item-total correlation coefficients for each component of the rubric across the three 
tasks further supported that the scales were measuring the same construct across the 
tasks. In comparing the internal consistency reliability across the four assessment 
conditions, it was found that the group that had access to the reference tool had a 
relatively higher internal consistency reliability and the group that had access to the 
grammar tool had a relatively lower internal consistency reliability.  
 In understanding the reason why the internal consistency reliability could have 
been higher for those who had access to the reference tool and lower for those who had 
access to the grammar tool, the qualitative analysis may further have provided the reason. 
When test-takers took the writing test while making use of the reference tool, the writing 
tasks were not only eliciting the language knowledge directly related to what they were 
actually writing but also the language knowledge beyond what they were writing, as they 
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had to use their language knowledge to decide what they should select from the 
dictionary and/or thesaurus in their responses in terms of the forms and meanings of the 
language. However, for those who took the test while having access to the grammar tool, 
as mentioned in the previous chapters, the gap between test-takers’ expectation of the 
detection of a grammar error and what was actually performed by the tool may have 
weakened the reflection of the construct being measured to the observed score.  
 
Extrapolation Inference  
 The extrapolation inference connects the test-takers’ scores associated with the 
construct to other criteria of language proficiency. In this study, test-takers’ scores were 
compared to the Use of English section of the Oxford Online Placement Test that uses the 
same theoretical and operational definition of language knowledge (i.e., knowledge of 
grammatical form, semantic meaning, and pragmatic meaning).  
The correlation coefficients between the Use of English section scores of the 
Oxford Online Placement Test and the writing test scores were computed separately for 
the four groups of test-takers who took the test in different assessment conditions. The 
correlation between the grammar test scores of the Oxford Online Placement Test and the 
writing test scores for all four groups of test-takers were all moderately high. In addition, 
since the levels of the test-takers’ proficiency used in the study were based on the 
Common European Framework of Reference (CEFR) levels, the correlation between the 
CEFR levels based on the Use of English section of the Oxford Online Placement Test 
and their writing test scores were also computed, and the results also reflected the same—
having a moderately high correlation.  
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Although comparing the construct-related scores to the scores on the Use of 
English section of a language proficiency test may not help in understanding whether the 
construct-related scores can reflect scores that would be similar to the scores from real-
life performance, the comparison between their writing scores and the grammar scores 
can partially provide evidence of criterion validity.  
 
Utilization Inference  
 Lastly, the utilization inference links the target scores to making meaningful 
decisions about real-world applications. Based on the findings from the qualitative and 
quantitative analyses, the spelling tool and the reference tool have the potential to be 
included in academic writing assessment contexts to better assess one’s writing ability as 
a second language learner in the academic domain of language use.  
Although there were some differences depending on the tasks involved, generally, 
the difference of the scores of the writing tests were more apparent across the three 
proficiency levels with access to the spelling tool or the reference tool. In addition, the 
observed scores of those who had access to the reference tool were relatively more 
generalizable to their universe score, and the internal consistency reliability of the scores 
was also higher for the test-takers who had access to the reference tool. Lastly, from the 
qualitative analysis, it was found that with access to the spelling tool, test-takers were 
given more opportunity to show their language knowledge in their writing. That is, 
although the spelling tool detected form-related errors, test-takers were also able to use 
that opportunity to make changes in the meaning, which they may not have done without 
being alerted of an error by the spelling tool. Furthermore, the qualitative analysis of test-
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takers’ use of the reference tool showed that the reference tool helped elicit a broader 
scope of one’s language knowledge, as they had to use their language knowledge to make 
decisions about whether to use and how to use the information provided by the reference 
tool.  
In sum, in this section, Kane’s argument-based framework of validation was used 
to make claims about the score interpretations related to the use of linguistic tools in 
second language writing assessment. The findings of the analyses were used to support 
the inferences about whether permitting different types of linguistic tools in writing 
assessments affects test-takers’ writing performance and whether the inclusion of these 
linguistic tools in writing assessment is a viable possibility.  
 
Implications of the Study 
 A number of theoretical, methodological, and pedagogical implications can be 
drawn from the current study in which test-takers’ use of linguistic tools was examined in 
an academic writing assessment context.  
 
Theoretical Implications 
First of all, some insights regarding the definition of the construct of writing 
ability were obtained from the results of the current study. In a narrow sense, in 
understanding second language learners’ writing ability in terms of language knowledge 
and other attributes to perform tasks involving the writing skill, many previous models of 
L2 writing ability have mostly included components related to form-related language use, 
discourse, and sociolinguistic knowledge. However, these language use-related 
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components have primarily focused on the form without distinguishing the semantic 
meaning conveyed by the language. In the current study, this gap was taken into 
consideration when defining L2 writing ability by operationalizing Purpura’s (2017) 
meaning-oriented model of language knowledge.  
In a broader sense, the current study aimed to provide evidence that second 
language learners’ writing ability needs to be more expansively defined by including the 
learners’ strategic competence (cognitive and metacognitive strategy use) to use linguistic 
tools in addition to their language knowledge. This coincides with what East (2008) 
advocated in allowing the use of a dictionary in German writing tests for English 
speakers.  
More specifically, the spelling tool and the reference tool (i.e., dictionary and 
thesaurus) were shown to have greater potentials in developing a better understanding of 
second language learners’ writing ability and in assessing it. However, the findings of the 
study suggest that the grammar tool (at least the tool provided in Microsoft Word) has 




The explanatory mixed methods design (Brown, 2014; Creswell & Plano Clark, 
2011), which the current study employed, contributes to our understanding of test-takers’ 
writing ability with or without access to different types of linguistic tools. In the current 
study, the quantitative analyses included classical test theory, many-faceted Rasch 
measurement, and G-theory. The classical test theory analyses involved examining the 
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descriptive statistics, reliability, and mean differences, and these analyses were conducted 
in a detailed manner, taking into account all the facets involved in the study (i.e., 
assessment conditions, test-taker proficiency levels, tasks, and rubric components). The 
many-faceted Rasch measurement analyses included five different models, in which test-
takers who took the test in the four different assessment conditions were included 
separately and as a whole group in order to compare the models across the conditions and 
also to conduct bias/interaction analyses. Similarly, for the G-theory analyses, separate 
models including different group of test-takers were made part of the analyses in order to 
compare the dependability of the writing scores.  
 The findings from these quantitative analyses yielded evidence of making 
evaluation, generalizability, explanation, extrapolation, and utilization claims in order to 
provide an argument towards the use of certain linguistic tools in second language 
writing assessment contexts. No previous study that examined second language learners’ 
use of linguistic tools in either the instructional or the assessment settings has used such 
sophisticated quantitative analyses in order to interpret learners’ writing performance.  
Furthermore, the analyses of the qualitative data included the examination of the 
screen recordings of the process of completing the writing tasks by test-takers who had 
access to a linguistic tool (i.e., those who had access to the spelling tool, grammar tool, or 
reference tool). Findings from the qualitative analyses complemented the findings from 
the quantitative analyses by illustrating test-takers’ usage of the linguistic tools while 
writing for the three different tasks (i.e., apology email to a project partner, negative 
online review of a catering service, and discussion board post about online education) and 
by evaluating the various functions of the linguistic tools. Moreover, the qualitative 
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analyses provided empirical evidence for several findings from the quantitative analyses, 
and this information helped better support the claims about the score interpretations 
related to the use of linguistic tools in writing assessment contexts. Again, although some 
studies have employed qualitative analyses in investigating test-takers’ use of linguistic 
tools, no other study has recorded the entire process of writing and analyzed the data. In 
examining the extent to which test-takers were able to use a dictionary in writing tests, 
East (2006b) had test-takers recall why they had used the dictionary and highlight or 
underline the words they found. As for the spelling tool, in a recent study by Choi and 
Cho (2017), test-takers’ use of the spelling tool was captured through keystroke logs 
which documented which key was typed where and when. However, this information 
does not provide as rich insight into the actual usage of such tools as what was provided 
in the current study, such as understanding how test-takers changed a misspelled word.  
 
Implications for Language Assessment  
 The current study has implications for language assessment in terms of providing 
evidence of the usefulness (Bachman & Palmer, 1996) of writing tests with linguistic 
assistance. First and foremost, the results of the classical test theory, MFRM, and G-
theory analyses revealed that compared to when no linguistic assistance was provided, 
when test-takers had access to a linguistic tool (especially the spelling and reference tool) 
the writing test still maintained to have a high reliability and dependability. In addition, 
the quantitative findings also showed that the validity of the writing test was maintained 
when test-takers took the test with access to a linguistic tool as opposed without access to 
a linguistic tool.  
		
288 
 As for the authenticity of the test, by allowing test-takers make use of linguistic 
tools, which are commonly available and are widely used in the target language use 
domain in writing assessment contexts, test-takers’ writing behaviors in the real-world 
are being better reflected in the assessment context, and their writing performance on the 
test are being better generalized to their real writing ability.  
 The interactiveness of the writing test is also enhanced with access to the 
linguistic tool as interactiveness refers to the extent to which test-takers’ characteristics—
language knowledge, strategic competence, or metacognitive strategies, topical 
knowledge, and affective schemata—are involved in accomplishing a test task. As shown 
from the qualitative analysis, test-takers were able to go beyond utilizing their language 
knowledge in writing and use their strategic competence and topical knowledge in 
producing the text when they used a linguistic tool while writing.  
 The impact of allowing test-takers to use linguistic tools could be positive in a 
sense that the use of linguistic tools provides test-takers the opportunity to learn while 
taking the test (i.e., learning-oriented assessment) (Purpura, 2016), and it also allows test-
takers to feel more confident when taking a writing test while having access to a 
linguistic tool (East, 2006a; Oh, forthcoming). 
 Lastly, in terms of practicality, the findings showed that although test-takers may 
have needed time to figure out how to make use of the linguistic tool in the given context 
when writing for the first task, overall, at least for test-takers with a proficiency of 
intermediate and above as in the current study, having access to a linguistic tool did not 




Pedagogical Implications  
 While the findings of the study may ultimately provide more insights for test 
developers, there are a number of important pedagogical implications for classroom 
teachers as well. The use of linguistic tools in the classroom is often considered to be 
cheating and distracting by teachers (Barnes et al., 1999; East, 2006; Oh, forthcoming); 
however, as advocated in the current study, if we are defining writing ability by including 
learners’ strategic competence to use linguistic tools, this ability should also be made part 
of the instruction. As the qualitative data showed, test-takers’ usage of the linguistic tools 
varied across their proficiency level and individually. Some test-takers were successful in 
making use of the tool, some test-takers spent more time than others figuring out how to 
use the tool, and some did not make the attempt to use the tool, as they may not have 
known how to use it effectively.   
 In addition, the interactions between the assessment conditions and the test tasks 
found in the bias/interaction analysis may indicate that the characteristics of the tasks 
may have an effect on how a certain linguistic tool functions within a test task. Thus, 
when developing writing test tasks for classroom use, if having access to linguistic tool is 
part of the writing assessment, writing tasks need to be carefully designed taking into 
account the test task specifications. 
 
Limitations and Suggestions for Further Research 
Although the current study employed a research design which involved test-takers 
being grouped into different assessment conditions, a group that had access to all three 
types of linguistic tools was not included in the comparison because including this group 
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would lead to having a smaller number of test-takers within each group. Including this 
group of test-takers who have access to all linguistic tools as part of the analyses will 
provide much more robust information in understanding how test-takers actually make 
use of the tools while writing as in their real-life writing behaviors.  
Related to this first suggestion, one important limitation of the study that has been 
noted throughout the study is the fact that the sample size representing each proficiency 
level in each assessment condition was fairly small. As acknowledged in Chapter IV, the 
interpretation of the results from the quantitative analyses, especially the MFRM and the 
G-theory analyses, may be limited.  
Furthermore, in the current study, Microsoft Word was used as the program in 
which the test-was administered, but for further research, using a more sophisticated 
writing program that includes the linguistic features and also better resembles the real-life 
writing platforms for different genres of writing (e.g., email, online review, and 
discussion board post) will provide additional findings of how enhancement in 
technology has reshaped how we write in real life.  
Lastly, although the current study examined the qualitative data that included a lot 
of information, by including a cognitive lab component to the current study (e.g., think-
aloud protocol or retrospect verbal recall), information that was not clear in the current 
study could be clarified. For example, in analyzing test-takers’ use of the reference tool, 
the purposes of some cases were not determinable thus were coded as unknown. With the 






 The current study was motivated by questioning whether linguistic tools could be 
included in academic writing assessment contexts given the common use in real-life 
writing tasks. In order to seek an answer for this question, test-takers’ use of linguistic 
tools in an academic second language writing assessment was examined. More 
specifically, their use of three commonly available linguistic tools—spelling, grammar, 
and reference tools—were investigated by using a mixed methods approach. The analyses 
of the data involved a series of quantitative analyses of test-takers’ writing test scores 
based on a model of language knowledge that includes components focusing on the 
semantico-grammatical knowledge and pragmatic knowledge. In addition, qualitative 
analyses of test-takers’ use of the linguistic tools while producing text in an assessment 
context were also part of the analyses that compensated for the findings from the 
quantitative analyses. Based on Kane’s framework for validation, the quantitative and 
qualitative findings revealed that allowing linguistic tools—especially spelling and 
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Appendix A  
Background Questionnaire  
[Page 1]  
Thank you for participating in this project! 
Please fill out some information before we begin. As you have been informed, your 
responses will be confidential (kept secret) and will only be used for research purposes. 
 
1-1. ID (Given to each participant)  
 
1-2. First language  
 
1-3. Gender  
Male – Female  
 
1-4. Age range  
 18 – 22, 25 – 29, 30 – 40, 40 – 49, 50+  
 
1-5. How many years have you studied English in your country?  
 
1-6. Which level of your education did you receive in an English-speaking country?  
• Elementary school  
• Middle school 
• High school 
• College/University: Major _______________ 
• Graduate school (Master’s): Major _______________ 
• Graduate school (Doctorate): Major _______________ 
• Other _______________________ 
 
1-8. How many months/years have you worked in an English-speaking country?  
Please describe briefly what kind of work (or jobs) you have done?  
 









[Page 2]  
Email  
Introduction 
At school, many students write emails to their close friends, classmates, and professors. 
There are many purposes for emails (e.g., to ask for information, to ask for permission, to 
request something, to give instructions).  
 
Questions 
Answer some questions about your experience writing emails in your native language and 
in English.  
 
1-1. Have you written emails in your native language in an academic environment? 
Yes/No 
[The following question is shown, if the answer was yes] 
What are some purposes of writing emails in your native language? (Choose all 
that applies.)   
To communicate about a personal topic with friends  
To communicate about a personal topic with professors 
To communicate about an academic topic with friends  
To communicate about an academic topic with professors  
To communicate about an administrative issue with college staff  
Other:  
 
1-2. Have you written emails in English in an academic environment? Yes/No 
[The following question is shown, if the answer was yes] 
What are some purposes of writing emails in English in an academic 
environment?   
To communicate about a personal topic with friends  
To communicate about a personal topic with professors 
To communicate about an academic topic with friends  
To communicate about an academic topic with professors  







Online Review Writing  
Introduction  
Many people read reviews before they buy a product or choose a service, such as a 
restaurant. This helps people make decisions.  
Many people also write reviews after they used a product (e.g., books, clothes, 
electronics) or used a service (e.g., restaurant, flight, hotel). This helps other people make 
decisions.  
These reviews could be about people’s good experiences or bad experiences.  
 
Questions  
Answer some questions about your experience reading and writing restaurant reviews. 
How often do you read and write reviews in your native language and in English?  
2-1. Before choosing a restaurant, how often do you read reviews in your language?  
Never – Rarely – Sometimes – Usually –  Always 
2-2. After visiting a restaurant, how often do you write reviews in your language?  
Never – Rarely – Sometimes – Usually –  Always 
2-3. Before choosing a restaurant, how often do you read reviews in English?  
Never – Rarely – Sometimes – Usually –  Always 
2-4. After visiting a restaurant, how often do you write reviews in English?  








[Page 4]  
Online Discussion Board  
Introduction  
Many students are asked to write on online discussion boards to discuss a topic and write 
opinions.  
Many students also read other people’s posts on online discussion boards to read what 
other people think.  
Online discussion boards help people share opinions or persuade other people.  
 
Questions  
Answer some questions about your experience participating in discussion boards in your 
language and in English.  
 
3-1. Have you participated in discussion boards in your native language?  Yes/No 
 [The following question is shown, if the answer was yes.] 
What are some topics you’ve discussed? 
3-2. Have you participated in discussion boards in English?  Yes/No 
 [The following question is shown, if the answer was yes.] 











[Page 5]  
Linguistic Tools  
When people write in English, they often use linguistic tools such as the spell check, 
grammar check, dictionary, and/or the thesaurus. Please answer some questions about 
your experience using these tools.  
 
 






5-1. I use the spell check when I write emails in English at school.  
       [Only shown when “Yes” is selected for Question 1-2.]  
       Never – Rarely – Sometimes – Usually – Always  
 
5-2. How much do you agree with the statement? 
       [Only shown when “Never” is not selected for 5-1.] 
 
      Using spell check is helpful when I write emails in English at school.  
       Strongly disagree – Disagree – Neutral – Agree – Strongly Agree 
 
5-3. I use the spell check when I write an online review in English.  
       [Only shown when “Never” is not selected for Question 2-4.] 
       Never – Rarely – Sometimes – Usually – Always  
 
5-4 How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 5-3.] 
 
      Using spell check is helpful when I write an online review in English.  
Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
 
5-5. I use the spell check when I write on discussion boards in English for schoolwork.  
       [Only shown when “Yes” is selected for Question 3-2.]   
       Never – Rarely – Sometimes – Usually – Always  
 
5-6. How much do you agree with the statement?   
       [Only shown when “Never” is not selected for 5-5.] 
       
       Using spell check is helpful when I write on discussion boards in English for 
schoolwork.  





[Page 6]  
Grammar Check shows your grammar mistake and/or provides suggestions.  
 
Example: I sings yesterday.  
 
 
6-1. I use the grammar check when I write emails in English at school.  
       [Only shown when “Yes” is selected for Question 1-2.]  
       Never – Rarely – Sometimes – Usually – Always  
 
6-2. How much do you agree with the statement? 
       [Only shown when “Never” is not selected for 6-1.] 
        
       Using grammar check is helpful when I write emails in English at school. 
       Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
 
6-3. I use grammar check when I write an online review in English.  
       [Only shown when “Never” is not selected for Question 2-4.] 
       Never – Rarely – Sometimes – Usually – Always  
 
6-4. How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 6-3.] 
 
Using grammar check is helpful when I write an online review in English.  
Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
 
6-5. I use grammar check when I write on discussion boards in English for schoolwork.  
       [Only shown when “Yes” is selected for Question 3-2.]   
       Never – Rarely – Sometimes – Usually – Always  
 
6-6. How much do you agree with the statement?   
       [Only shown when “Never” is not selected for 6-5.] 
       
Using grammar check is helpful when I write on discussion boards in English for   
schoolwork.  














Dictionary gives you the meaning and example of word.  
 
When you find an English word in an English-English dictionary, you get the meaning 







7-1. I use an English-English dictionary when I write an email in English at school.  
[Only shown when “Never” is not selected for Question 1-2.] 
Never – Rarely – Sometimes – Usually – Always  
 
7-2. How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 7-1.] 
 
Using an English-English dictionary is helpful when I write an email in English 
Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
 
7-3. I use an English-English dictionary when I write an online review in English.  
[Only shown when “Never” is not selected for Question 2-4.] 
Never – Rarely – Sometimes – Usually – Always  
 
7-4. How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 7-3.] 
 
Using an English-English dictionary is helpful when I write an online review in 
English 




7-5. I use an English-English dictionary when I write on discussion boards in English for     
       schoolwork.  
       [Only shown when “Yes” is selected for Question 3-2.]   
       Never – Rarely – Sometimes – Usually – Always  
 
7-6. How much do you agree with the statement?   
       [Only shown when “Never” is not selected for 7-5.] 
 
      Using an English-English dictionary is helpful when I write on discussion boards in 
English  
for schoolwork.  
















8-1. I use a thesaurus when I write emails in English.  
[Only shown when “Never” is not selected for Question 1-2.] 
Never – Rarely – Sometimes – Usually – Always  
 
8-2. How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 8-1.] 
 
Using a thesaurus is helpful when I write emails in English 
Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
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8-3. I use a thesaurus when I write an online review in English.  
[Only shown when “Never” is not selected for Question 2-4.] 
Never – Rarely – Sometimes – Usually – Always  
 
8-4. How much do you agree with the statement?  
      [Only shown when “Never” is not selected for Question 8-3.] 
 
Using a thesaurus is helpful when I write an online review in English 
Strongly disagree – Disagree – Neutral – Agree – Strongly Agree  
 
8-5. I use a thesaurus when I write on discussion boards in English for     
       schoolwork.  
       [Only shown when “Yes” is selected for Question 3-2.]   
       Never – Rarely – Sometimes – Usually – Always  
 
8-6. How much do you agree with the statement?   
       [Only shown when “Never” is not selected for 8-5.] 
 
      Using a thesaurus is helpful when I write on discussion boards in English  
      for schoolwork.  
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Scoring Rubric  
 
Lexical Form and Meaning  
 
Form  
• Orthographic forms  
• Syntactic features and restrictions (noun) 
• Morphological irregularity  
• Word formation (compounding, derivational affixation) 
• Countability  
• Co-occurrence restrictions (e.g., depend on, in spite of) 
• Formulaic forms  
 
Meaning 
• Meaning of individual words  
• Denotation and connotation 
• Meanings of formulaic expressions 
• Meanings of false cognates 




5 The response shows evidence of the ability to write a range of words with 
accurate forms without errors that obscure meaning.  
4 The response generally shows evidence of the ability to write a range of words 
with accurate forms without errors that obscure meaning. 
3 The response somewhat shows evidence of the ability to write a range of 
words with accurate forms without errors that obscure meaning. 
2 The response somewhat does not show evidence of the ability to write a range 
of words with accurate forms without errors that obscure meaning. 
1 The response generally does not show evidence of the ability to write a range 
of words with accurate forms without errors that obscure meaning. 
0 The response does not show evidence of the ability to write a range of words 











Morphosyntactic Form and Meaning 
 
Form  
• Inflectional affixes (-ed) 
• Derivational affixes (un-) 
• Syntactic structure (tense, aspect) 
• Simple, compound, and complex sentences 




• Interrogation, passivization 




5 The response shows evidence of the ability to write a range of grammatical 
structure (including basic and complex) with accurate forms without errors 
that obscure meaning. 
4 The response generally shows evidence of the ability to write a range of 
grammatical structure (including basic and complex) with accurate forms 
without errors that obscure meaning. 
3 The response somewhat shows evidence of the ability to write a range of 
grammatical structure (including basic and complex) with accurate forms 
without errors that obscure meaning. 
2 The response somewhat does not show evidence of the ability to write a range 
of grammatical structure (including basic and complex) with accurate forms 
without errors that obscure meaning. 
1 The response generally does not show evidence of the ability to write a range 
of grammatical structure (including basic and complex) with accurate forms 
without errors that obscure meaning. 
0 The response does not show evidence of the ability to write a range of 
grammatical structure (including basic and complex) with accurate forms 















Cohesive Form and Meaning  
 
Form  
• Referential forms (personal, demonstrative, comparative)  
• Substitutions and ellipsis 
• Logical connectors 
• Adjacency pairs  
 
Meaning 
• Possession, reciprocity 
• Spatial, temporal, or psychological links 
• Informational links to avoid redundancy 




5 The response shows evidence of the ability to write with a range of cohesions 
with accurate forms without errors that obscure meaning. 
4 The response generally shows evidence of the ability to write with a range of 
cohesions with accurate forms without errors that obscure meaning. 
3 The response somewhat shows evidence of the ability to write with a range of 
cohesions with accurate forms without errors that obscure meaning. 
2 The response somewhat does not show evidence of the ability to write with a 
range of cohesions with accurate forms without errors that obscure meaning. 
1 The response generally does not show evidence of the ability to write with a 
range of cohesions with accurate forms without errors that obscure meaning. 
0 The response does not show evidence of the ability to write with a range of 





















Topical Meaning  
• Relevance of content 
• Completeness of content  
 
Score Description 
5 The response shows evidence of the ability to write with relevant and 
sufficient content.  
4 The response generally shows evidence of the ability to write with relevant 
and sufficient content. 
3 The response somewhat shows evidence of the ability to write with relevant 
and sufficient content. 
2 The response somewhat does not show evidence of the ability to write with 
relevant and sufficient content. 
1 The response generally does not show evidence of the ability to write with 
relevant and sufficient content. 




Functional Meaning  
• Intention conveyed  
• Function of language 
 
Score Description 
5 The response shows evidence of the ability to convey the intentional meaning 
in writing.   
4 The response generally shows evidence of the ability to convey the 
intentional meaning in writing.   
3 The response somewhat shows evidence of the ability to convey the 
intentional meaning in writing.   
2 The response somewhat does not show evidence of the ability to convey the 
intentional meaning in writing.   
1 The response generally does not show evidence of the ability to convey the 
intentional meaning in writing.   
0 The response does not show evidence of the ability to convey the intentional 













Implied Meaning (Sociolinguistic, Psychological, and Rhetorical Meaning) 
 
Sociolinguistic Meaning  
• Social identity markers (age, gender, status, and group membership) 
• Social meanings (power, politeness)  
• Social norms, preference, and expectations 
Psychological Meaning 
• Attitude and tone (sarcasm, deference, importance, irony, understatement, humor, 
critical)  
• Affect (anger, impatience, worry)  
Rhetorical Meaning 
• Genre appropriateness  
• Modality appropriateness  
 
Score Description 
5 The response shows evidence of the ability to write using appropriate implied 
meanings.  
4 The response generally shows evidence of the ability to write using 
appropriate implied meanings. 
3 The response somewhat shows evidence of the ability to write using 
appropriate implied meanings. 
2 The response somewhat does not show evidence of the ability to write using 
appropriate implied meanings. 
1 The response generally does not show evidence of the ability to write using 
appropriate implied meanings. 
0 The response does not show evidence of the ability to write using appropriate 
implied meanings. 
 
 
 
