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This work presents the implementation of a high-order, finite-volume scheme suit-
able for rotor flows. The formulation is based on the variable extrapolation MUSCL-
scheme, where high-order spatial accuracy (up to 4th-order) is achieved using cor-
rection terms obtained through successive differentiation. A variety of results are
presented, including two-and three-dimensional test cases. Results with the proposed
scheme, showed better wake and higher resolution of vortical structures compared with
the standard MUSCL, even when coarse meshes were employed. The method was also
demonstrated for three-dimensional unsteady flows using overset and moving grids for
the UH-60A rotor in forward flight and the ERICA tiltrotor in aeroplane mode. For
medium grids, the present method adds reasonable CPU and memory overheads and
offers good accuracy on relatively coarse grids.
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I. Introduction
In recent years, significant progress has been made in accurately predicting rotorcraft flows
using Computational Fluid Dynamics (CFD) [1]. Nevertheless, computational aeroacoustics, and
the need to resolve the wake far from rotor, call for high resolution methods, if results are to be
obtained on grids of reasonable density [1–3]. In addition, since first and second-order methods
are dissipative, high-order methods are needed to accurately predict vortex dominated flows (e.g.
vortex wake of a helicopter rotor in hover [4]). However, high-order schemes are less robust and
slower to converge to steady-state solutions than low-order methods, and present higher memory
requirements especially when implicit time stepping techniques are required.
A numerical method is K-order accurate if the solution error e is proportional to the mesh size
h raised to a power K. If K is greater or equal than three, the method is considered "high-order".
The reason of this criterion (K  3) is due to the fact that most CFD solvers used in the aerospace
community are second-order accurate. Given the same CPU time, high-order methods achieve high
level of accuracy on coarse grids than low-order methods, so they are more efficient.
Several types of high-order methods have been developed in the past three decades to cope with
a wide range of problems. Spectral methods firstly introduced by Orszag et al. [5] and first-order
schemes (Godunov’s scheme [6]) represent the most and least accurate methods, respectively. A
first classification covers high-order schemes developed either for structured [7, 8] or unstructured
meshes [9–12]. The formulation of those methods in Finite-Difference (FD) [13, 14] or Finite-Volume
(FV) [15, 16] frameworks is also a means of classification. A more complete classification is given
by Ekaterinaris [17] in his review paper.
Numerous studies in high-order methods have been formulated in the FD framework [13] and is
well known that FD schemes have advantages in developing high-order spatial discretisation meth-
ods. However, they can only be applied on smooth, structured, and curvilinear meshes. In this
regard, Tam et al. [13] developed a high-order Dispersion-Relation-Preserving (DRP) finite differ-
ence scheme, where the high-order derivatives were computed in the wave number and frequency
space (using Fourier transforms) which led to preserve the dispersion relation of the scheme. Vis-
bal et al. [14] applied a high-order methods (up to 6th-order accurate) on a structured curvilinear
mesh using implicit and compact finite-difference schemes. The method was observed to be robust
through the use of a spatial filtering strategy (low-pass Pade-type non-dispersive) that smoothed
the solution.
By contrast, FV formulations are the most popular choice for the discretisation of the fluid
flow equations. Despite these methods being robust, they are typically restricted to second-order
accuracy in space [18].
In gas dynamics, it is common to find problems that involve shocks and other discontinuities
or high gradient regions in the solution, making it difficult to develop stable and robust high-
order methods. To address this issue, Essentially Non-Oscillatory (ENO) [19–21] and Weighted
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Essentially Non-Oscillatory (WENO) [8] schemes were designed and applied to complex flows. In
1994, the first WENO scheme was designed by Liu et al. [8] and was third-order accurate in a finite-
volume framework. Two years later, Jiang et al. [22] extended the WENO schemes to multi-space
dimensions using third and fifth-order finite differences, whilst Balsara et al. [23] developed higher-
order finite difference schemes (up to 11th-order accurate). A substantial effort was also made to
construct compact central WENO schemes [24, 25]. Along with the WENO scheme, a Compact-
Reconstruction Weighted Essentially Non-Oscillatory Scheme (CRWENO) was introduced by Ghosh
[26] (up to 5th-order accurate) using the finite-volume method. A more detailed review of ENO and
WENO schemes can be found in the work of Shu [27].
This paper demonstrates a high-order method (up to 4th-order), which is achieved using high-
order correction terms through successive differentiation [11, 12]. The method can be implemented
as a correction to existing MUSCL schemes and offers good accuracy with very easy implementation
in existing codes. Unlike ENO and WENO schemes [28–30], MUSCL schemes are easier to code
and represent a good compromise between level of accuracy and CPU and memory overheads for
rotorcraft applications.
The structure of this paper is as follows. First, a high-order scheme using a successive differen-
tiation approach is derived for one-dimensional (1D) problems, where spectral resolution properties
(dissipation and dispersion errors) are also shown. Then, results obtained with the new scheme for
a wide variety of test cases are presented. The application of the scheme to Euler’s equations covers
the first part, where a convection of an isentropic vortex and the aerodynamic interaction between
a vortex and a NACA-0012 aerofoil (blade-vortex interaction) are studied. The new methodology is
extended and applied to steady, transonic, turbulent flow, where the capability of the scheme in pre-
serving accuracy under non-smooth solution is investigated using the RAE2822 transonic aerofoil.
Moreover, three-dimensional steady flows around the 7AD and S-76 rotor, the JORP propeller, and
the XV-15 tiltrotor blades are put forward, as a means of comparing the resolution of near-blade and
wake flow features with standard MUSCL results with the same CFD code. Finally, the capability
of the present method in preserving the wake structure for complex unsteady flows such the UH-60A
rotor in forward flight and the ERICA tiltrotor in aeroplane mode is also showcased.
This high-order method (up to 4th-order) was presented by Yang et al. [11, 12] and implemented
into an unstructured CFD solver. To the author’s knowledge, this is the first time that this kind
of scheme is implemented in a structured finite-volume CFD method and demonstrated for rotor
flows. Moreover, the application of the scheme to three-dimensional steady and unsteady flows
around complex geometries with the use of the chimera technique is also novel.
The Helicopter Multi-Block (HMB) code will be used to demonstrate the scheme [31–34]. This
is a well-validated tool used by academia [4] and industry [35] for rotorcraft CFD.
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II. High-order formulation
This section describes the formulation of the high-order correction terms. This formulation
was firstly proposed by Burg [36] for unstructured finite-volume codes, where a third-order spatial
accuracy was achieved for two-and three-dimensional problems. Yang et al. [11, 12] extended the
scheme to fourth-order spacial accuracy. The scheme resembles the MUSCL-schemes [37] (Monotonic
Upstream-centered Scheme for Conservation Laws) and used here to discretised the convective part
of the Navier–Stokes equations. It represents a one-parameter family of equations, where a third-
order spatial accuracy can be achieved. For 1-dimensional problems and on uniform grids (see
Figure 1), the extrapolation of the flow variables to both sides of the cell-face located at j+1=2 for
a MUSCL-scheme is given:
j+1jj−1
j−1/2 j+1/2
Cell−faceCell−centre
Fig. 1: Illustration of the domain discretisation.
FLj+1=2 = Fj +

k1
2
(Fj+1   Fj) + (1  k1)~rFj ~rfj

(1)
FRj+1=2 = Fj+1  

k1
2
(Fj+1   Fj) + (1  k1)~rFj+1 ~rfj+1

(2)
In Eqns. 1 and 2, the vectors ~rfj and ~rfj+1 represent the distances between the cell-face j + 1=2
and the cell-centre volumes j, and j + 1, respectively. To reconstruct the gradient ~rFj and ~rFj+1
at cell-centre volumes j and j + 1, either the Green-Gauss or the Least-Squares approaches can be
used. By setting k1 = 0, a 2nd-order upwind scheme is obtained. If k1 = 1=3, a third order, upwind
biased scheme is derived [38]. If k1 is set to 1, a 2nd-order central difference scheme is obtained. It
is clear that the present MUSCL-schemes are limited to third-order accurate.
Following Yang et al. [11], the proposed 4th-order structured MUSCL scheme is written in a
similar fashion, where the extrapolation to both sides of the face located at j + 1=2 is given as:
FLj+1=2 =
Standard MUSCL for the left statez }| {
Fj +
k1
2
(Fj+1   Fj) + (1  k1)~rFj ~rfj
+
1
2

k2
2
 
~rFj+1 ~rfj   ~rFj ~rfj

+ (1  k2)~r
 
~rFj ~rfj
 ~rfj| {z }
High-order corrections for the left state
(3)
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FRj+1=2 =
Standard MUSCL for the right statez }| {
Fj+1   k1
2
(Fj+1   Fj)  (1  k1)~rFj+1 ~rfj+1
+
1
2

k2
2
 
~rFj+1 ~rfj+1   ~rFj ~rfj+1

+ (1  k2)~r
 
~rFj+1 ~rfj+1
 ~rfj+1| {z }
High-order corrections for the right state
(4)
As can be observed, this new variable extrapolation formulation represents a two-parameter
family (k1 and k2), and is equivalent to the standard MUSCL-scheme under certain values of k1
and k2. As shown in Eqns. 3 and 4, the high-order correction terms have been developed using a
Taylor series expansion about the centre of the face j + 1=2. The terms require knowledge of the
second derivatives ~r ~rFj  ~rfj and ~r ~rFj+1  ~rfj+1. Once the first derivatives are computed,
the second derivatives can be estimated by successive application of the Green-Gauss or the Least
Squares methods to the first derivatives.
Regarding the standard HMB solver, gradients ~rFj and ~rFj+1 at cell-centre volumes j and
j + 1 are computed using a second-order finite difference approximation:
~rFj ~rfj =
1
4

Fj+1   Fj 1

: (5)
~rFj+1 ~rfj+1 =
1
4

Fj+2   Fj

: (6)
This formulation is less expensive than Green-Gauss or Least Squares methods, and it does not
require exchanging data for parallel execution. So, this presents a compromise between accuracy
and computational time. However, this approximation can not be used when high-order schemes
are employed as will be discussed in the next paragraph.
A. Green-Gauss Formulation
As discussed earlier, to reconstruct the gradient ~rFj and ~rFj+1 at cell-centre volumes j and
j +1, either the Green-Gauss or the Least-Squares approaches can be considered. It is well known,
that the Least-Square approach for gradient reconstruction provides higher accuracy than the Green-
Gauss for most discretisation techniques [39]. However, if highly stretched meshes are used, this
formulation fails to provide good estimates of gradients and also presents stability issues [39]. The
Green-Gauss formulation presents an alternative solution to the unweighted/weighted Least-Square
methods with similar accuracy, while maintaining robustness. Therefore, this technique is selected
to reconstruct the gradient ~rFj and the second derivatives ~r(~rFj) when high-order schemes are
used.
The Green-Gauss formulation computes the gradient of any quantity Fj by integrating around
the control-volume Vj with closed boundaries S. Figure 2 shows the stencil for Green-Gauss gradient
5
calculation for cell-centre discretisation in 2D. The components of the average gradients (~rF1) over
the control-volume Vj can be written as:
@F1
@x
=
1
Vj

F12S12
 !n 12 + F13S13 !n 13 + F14S14 !n 14 + F15S15 !n 1

 !e x;
@F1
@y
=
1
Vj

F12S12
 !n 12 + F13S13 !n 13 + F14S14 !n 14 + F15S15 !n 1

 !e y:
(7)
where F12;F13;F14, and F15 are the approximation of the variable F on the faces 12, 13, 14, and
15 with longitudes (2D) or surfaces (3D) S12;S13;S14 and S15 and unit normal vectors ~n12; ~n13; ~n14
and ~n15 and can be expressed as:
F12 =
1
2
(F1 + F2); F13 =
1
2
(F1 + F3);
F14 =
1
2
(F1 + F4); F15 =
1
2
(F1 + F5):
(8)
Higher accuracy can be obtained using advance quadratures in space to evaluate F on the faces
like the fourth-order introduced by McCorquodale et al. [15]. However, this formulation is more
expensive and it requires adding a new layer of halo cells to the standard HMB. The components
of the unit vectors ~ex; ~ey are written in 2D as: ~ex = [1 0] and ~ey = [0 1], respectively.
y
x
n12
n
n
n
13
14
F
F
F
F
F
15
1
2
3
4
5
S
S
S
S
15
14
12
13
Fig. 2: Stencil for Green-Gauss gradient calculation for cell-centre discretisation in 2D.
B. Derivation of the high-order scheme
The high-order formulation requires optimal values of k1 and k2 to assure higher-order of accu-
racy. In this regard, we derive the order of accuracy of the scheme in 1D, considering the approxi-
6
mation of the derivates at the cell-centre as:Z x+ 12
x  12
@F
@x
dx  FLj+ 12   F
L
j  12 =
1 + k2
32
Fj+2 +
7 + 8k1   3k2
32
Fj+1 +
11  12k1 + k2
16
Fj
+
 19 + 12k1 + k2
16
Fj 1 +
9  8k1   3k2
32
Fj 2 +
 1 + k2
32
Fj 3
= F0jx+
1 + 6k1
24
F000j x
3 +
1  2k1 + k2
16
F
(4)
j x
4 +O(x5)
(9)
One can observe that this formula is at least 2nd-order accurate for all values of k1 and k2, while
if k1 =  16 and k2 =  43 , the approximation of the derivative at the cell-centre is 4th-order accurate,
with no mechanism of dissipation. Moreover, a small amount of dissipation  can be introduced to
reduce spurious oscillation and at the same time maintain the high-order accuracy when k2 is set to
 43 + . A value of  = 1 10 4 is used throughout this work, which represents a compromise value
between stability and level of accuracy obtained. The effect of  on the solution is discussed later.
C. Fourier analysis
Fourier analysis is now used to assess the spectral properties of the proposed 4th-order scheme.
If the flux is assumed to be a periodic sinusoidal function over a domain of unit length:
F (x) = e2i!x = e2i!(jx) (10)
dissipation and dispersion errors can be quantified as functions of the grid wavenumber !x.
The phase error (!x) of the Fourier transformation of (Eqn. 9) is given as:
!x =
45  16k1   5k2
32
sin(!x) +
 8 + 8k1 + 4k2
32
sin(2!x) +
1  k2
32
sin(3!x) (11)
Figure 3 shows the imaginary and real parts of the phase error or modified wavenumber of the
derivative at the cell-centre, which are associated to dispersion and dissipation errors, respectively.
The MUSCL-4 scheme (k1=-1/6 and k2=-4/3) is compared with the MUSCL-2 (2nd upwind scheme
k1=0), as well as the exact solution. It is observed that the proposed high-order scheme has a sig-
nificantly higher spectral resolution than the standard MUSCL-2 schemes. Therefore, a wider range
of wavenumbers can be accurately resolved for the MUSCL-4 schemes. Regarding the dissipation
error, the MUSCL-4 scheme shows a considerable reduction compared to MUSCL-2. Moreover, at
higher wavenumbers (!x  1.5), the new scheme shows higher spectral resolution, which allows
for capturing higher frequencies associated to the flow features (vortices, small length-scale waves).
D. Shock limiter
The HMB solver uses the alternative form of the Albada limiter [40] being activated in regions
where a large gradients are encountered, mainly due to shock waves, avoiding the non-physical
spurious oscillations. This limiter function is always differentiable.
Introducing the limiter function , first-order and high-order schemes can be both combined. In
fact, if  = 0 the first-order is activated while if  = 1 a higher-order scheme is activated, which is
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Fig. 3: Fourier analysis for MUSCL-2 and MUSCL-4 schemes.
at least second-order of accuracy. When the fourth-order scheme is used, a limiter function should
be applied to the high-order terms (see Michalak et al. [41]). However, the high CPU overhead
added (30%-35%) in limiting high-order solutions, makes these limiters not yet suitable for high-
order volume methods. Since no stability or convergence issues were observed for the variety of
results presented here, the idea of not limiting the high-order term, but keeping the function  for
the 2nd-order terms is put forward:
FLj+1=2 = Fj +

k1
2
(Fj+1   Fj) + (1  k1)~rFj ~rfj

+
1
2

k2
2
 
~rFj+1 ~rfj   ~rFj ~rfj

+ (1  k2)~r
 
~rFj ~rfj
 ~rfj: (12)
E. Memory Overhead
Eqns. 3 and 4 can be extended using Cartesian coordinates:
FLj+1=2 = Fj +
k1
2
(Fj+1   Fj) + (1  k1)~rFj ~rfj
+
1
2

k2xfj
2

(
@F
@x
)j+1   (@F
@x
)j

+ (1  k2)xfj ~r

@F
@x

j
~rfj

+
1
2

k2yfj
2

(
@F
@y
)j+1   (@F
@y
)j

+ (1  k2)yfj ~r

@F
@y

j
~rfj

+
1
2

k2zfj
2

(
@F
@z
)j+1   (@F
@z
)j

+ (1  k2)zfj ~r

@F
@z

j
~rfj

:
(13)
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FRj+1=2 = Fj+1  
k1
2
(Fj+1   Fj)  (1  k1)~rFj+1 ~rfj+1
+
1
2

k2xfj+1
2

(
@F
@x
)j+1   (@F
@x
)j

+ (1  k2)xfj+1 ~r

@F
@x

j+1
~rfj+1

+
1
2

k2yfj+1
2

(
@F
@y
)j+1   (@F
@y
)j

+ (1  k2)yfj+1 ~r

@F
@y

j+1
~rfj+1

+
1
2

k2zfj+1
2

(
@F
@z
)j+1   (@F
@z
)j

+ (1  k2)zfj+1 ~r

@F
@z

j+1
~rfj+1

:
(14)
These equations extrapolate the flow variables to both sides of the cell-face at j + 1=2, so first
and second derivatives and the vector distances ~rfj and ~rfj+1 need to be computed (see Figure 4).
For each direction and in 3D, 6 components of the vector distances are required (xfj ;yfj ;zfj ;
xfj+1 ;yfj+1; zfj+1), so 18 components are needed.
If two equation turbulence models are used, MUSCL-4 provides a memory overhead of 23%.
Its breakdown is as follows: 3  7 and 6  7 doubles per cell for the first and second derivatives,
respectively, and 18 extra doubles for the distance vectors in 81 doubles. This value needs to be
added to the 350 doubles of the standard HMB [4, 42–44], resulting in the aforementioned 23% of
memory overhead.
FFj j+1
fjr rf j+1
Fig. 4: Stencil for distance calculation for left and right states of j planes in 2D.
F. Implementation details
Some implementation details are listed here:
 Near solid bodies, the current implementation drops the order of the scheme to 2nd-order
using 2 cells above the surfaces. Since the mesh is quite fine near solid bodies anyway, this is
not a problem and allows for easy implementation of the scheme.
 At chimera boundaries, the current implementation drops the order of the scheme to 2nd-order.
This was found to have a minimal overall effect.
 For parallel computations, the current implementation exchanges a halo of 2 cells for the first
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and second derivatives. The standard HMB scheme only exchanges a halo of 2 cells for the
solution.
 Most of the CPU penalties of the current implementation comes from additional data ex-
changed for parallel computations and extra effort is needed to calculate gradients with Green-
Gauss’s method.
 High-order derivatives are only applied to the inviscid flux, while the viscous flux remains
second order.
 Due to the robustness of the scheme, there is not need to initialise the solution with a 2nd-order
method solution.
III. Demonstration of the method and discussion of the results
In this section, numerical simulations with the high-order scheme are presented. The first part
is devoted to the application of the scheme to Euler’s equations. The convection of an isentropic
vortex and the aerodynamic interaction between a vortex and a NACA-0012 aerofoil (blade-vortex
interaction) are studied to verify the level of accuracy and resolution of flow features. Theoretical
and numerical analyses of the truncation error are also included. The method is also applied to the
steady, transonic, turbulent flow over the RAE2822 aerofoil, where the capability of the scheme in
preserving accuracy for non-smooth solutions is investigated.
The second part concerns the application of the new scheme to three-dimensional turbulent
steady and unsteady flows. Table 1 lists the test cases used in the validation of the present high-
order scheme.
Table 1: List of test cases used in the validation of high-order methods.
Test Case Equations Steady/Unsteady
Isentropic vortex Euler (2D) Unsteady
BVI Euler (2D) Unsteady
RAE2822 aerofoil Navier-Stokes (2D) Steady
7AD rotor Euler (3D) Steady
S-76 rotor Navier-Stokes (3D) Steady
JORP propeller Navier-Stokes (3D) Steady
XV-15 tiltrotor Navier-Stokes (3D) Steady
UH-60A Navier-Stokes (3D) Unsteady
ERICA tiltrotor Navier-Stokes (3D) Unsteady
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A. Vortex transported by uniform flow
The transport of a 2D isentropic vortex by a freestream flow is considered here. This problem
has a well-known analytical solution [45], without numerical errors associated to dissipation and
dispersion. Therefore, the capability of different numerical schemes in preserving the vortex shape
and strength of the convected vortex can be evaluated. The computational domain is taken as
[0; 10] [0; 10] core-radii, where the initial flowfield is given as:
 =

1  (   1)b
2
82
e1 r
2
 1
 1
; p = 
u =u1   b
2
e
1 r2
2 (y   yc)
v =v1 +
b
2
e
1 r2
2 (x  xc)
(15)
with freestream velocity values set as u1 = 0:2; v1 = 0, respectively. The distance r from the vortex
centre (xc; yc) = (0; 0) to a point (x; y) is expressed as r =
p
(x  xc)2 + (y   yc)2 and b = 5 is the
non-dimensionalised vortex strength. Periodic boundary conditions were applied in both directions.
Here,  is fluid density, p static pressure, and u; v the two velocity components.
To evolve the solution in time, a fourth-order Runge-Kutta scheme (RK4) was employed, where
the time-step selected was small enough to ensure conformity with the solution with the spatial
resolution employed. Solutions were obtained on 32  32, 64  64, 128  128, and 256  256 equi-
spaced Cartesian grids to study the spatial accuracy of different schemes, after the vortex travels a
distance of two times the computational domain. Figure 5 shows the L1 error of the convergence
rate for the MUSCL-2 (2nd-order upwind), MUSCL-3 (3rd-order upwind), and MUSCL-4 (4th-order
upwind) schemes. The present 4th-order upwind scheme shows 4th-order error convergence, while
the 3rd and 2nd-order upwind schemes give a 2nd-order error convergence. Similar convergence
rates were also reported in the literature et al. [12].
Despite that the 2nd and 3rd-order upwind schemes present similar error convergence rates, the
3rd-order upwind scheme shows a faster convergence to the solution. It is interesting to note that
the solutions obtained using the 4th order scheme have a significantly lower error than the 2nd and
3rd-order upwind schemes. This highlights the benefits of the higher-order method.
Figure 6 shows pressure contours of the isentropic vortex convection corresponding to the an-
alytical and numerical solutions obtained by the MUSCL-2, MUSCL-3, and MUSCL-4 schemes on
a 6464 mesh. The solution obtained by the MUSCL-2 scheme shows significant dissipation of the
vortex core and distortion of its shape. On the other hand, the MUSCL-4 scheme has the lowest
dissipation error in comparison to all other schemes, which highlights the ability of this scheme in
preserving the vortex shape and strength.
Comparisons of cross-sectional pressure contours computed by several schemes are given in
Figure 7, using the 128128 equi-spaced Cartesian grid. In addition to the numerical solutions
obtained, the analytical solution is also included (represented by a solid line). It is seen that the
MUSCL-2 scheme is not able to predict the peak of pressure mainly due to dissipation error (8.33%
11
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Fig. 5: Error convergences rate of MUSCL-2 (2nd-order upwind), MUSCL-3 (3rd-order upwind),
and MUSCL-4 (4th-order upwind) schemes for vortex transport problem.
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(a) Exact solution.
2 3 4 5 6 7 82
3
4
5
6
7
8
P
0.95
0.91
0.87
0.83
0.79
0.75
0.71
0.67
0.63
0.59
0.55
0.51
0.47
0.43
0.39
0.35
x
y
(b) MUSCL-2 scheme.
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(c) MUSCL-3 scheme.
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(d) MUSCL-4 scheme.
Fig. 6: Pressure contours for isentropic vortex convection after travelling two times the
computational domain. Solutions were obtained on a 6464 equi-spaced Cartesian grid.
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discrepancy with the exact solution). By contrast, solutions using MUSCL-3 and MUSCL-4, show
fair agreement with the exact solution with 2.95% and 0.26% discrepancies, respectively.
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(a) Pressure distribution.
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(b) Close view of the pressure distribution.
Fig. 7: Comparison of cross-sectional pressure contours computed by several schemes on a
128128 equi-spaced Cartesian grid.
B. Blade-vortex interaction
The aerodynamic interaction between a vortex and a NACA-0012 blade, Blade-Vortex Interac-
tion (BVI), is studied in this section. The BVI has been widely investigated in the past through
theoretical research and experiments [46]. Numerical simulation of the BVI has been attempted us-
ing different methods, such as the indicial method [47], the cloud-in-cell method [48], or full potential
methods [49]. Neither non-linearities of the flow associated to compressibility effects, nor rotational
flow predictions are taken into account by these approaches, which may lead to errors in the flow
predictions. By contrast, CFD methods allow a much better representation of the BVI mainly due
to well-preserved vortices. Indeed, the vortex shape and strength are crucial for simulating BVI,
and can be preserved using high-order schemes [50].
The test case presented here concerns the aerodynamic interaction between a vortex and a
NACA-0012 aerofoil at freestream Mach number M1= 0.57, which refers to Case 1 in the exper-
iments carried out by Lee and Bershader [51]. The surface pressure coefficients on the upper and
lower sides of the blade were measured. Considering the set-up of the initial condition, a Scully-
vortex with a non-dimensionalised vortex strength b  =  0:283 and core radius Rc = 0:018c was
introduced in the flowfield, 1.5c ahead the aerofoil.
Two multi-block grids were built. The coarse mesh (G1) is composed by 42 blocks with a total
size of 35,000 cells, while the medium mesh (G2) has a size of 70,000 cell. This mesh is refined
close to the aerofoil surface and along the path travelled by the convected vortex. Views of the
computational domain and the multi-block topology of the medium mesh are shown in Figures 8
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(a) and (b), respectively.
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(a) Computational domain.
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(b) Multi-block topology.
Fig. 8: Computational domain and multi-block topology of the medium grid (G2) used for the
simulation of the head-on BVI, NACA-0012 aerofoil.
To march the unsteady solution in time, the RK4 scheme was used, and the effect of the spatial
discretisation was evaluated through the use of the MUSCL-2 and MUSCL-4 schemes on the coarse
and medium grids. No-slip wall and free-stream conditions were applied on the aerofoil surface and
outer boundaries, respectively.
Comparisons of the time histories of the predicted and experimental surface pressure coefficients
are given in Figure 9. Probes on the upper and lower sides of the aerofoil surface were considered,
corresponding to x=c = 0.02, 0.05, and 0.10. Regarding the probes located on the upper surface (see
Figures 9 (a),(c), and (e)), results obtained with the MUSCL-4 on the coarse grid (G1) show a higher
resolution of the suction peak CP compared with standard MUSCL solutions using the medium grid
(G2). The low dissipation of the present high-order schemes gives a much better representation of
the blade-vortex interaction. Comparisons of the CP on the lower side (see Figures 9 (b),(d), and
(f)) also support this idea, where the small features of the flowfield were only captured by the
MUSCL-4 scheme.
The overall agreement between CFD and test data is as reported by other authors in the liter-
ature using different schemes including the Compressible Vorticity Confinement Method (CVCM)
[52].
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(c) Upper surface, x=c = 0.05.
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(d) Lower surface, x=c = 0.05.
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(e) Upper surface, x=c = 0.10.
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(f) Lower surface, x=c = 0.10.
Fig. 9: Influence of the high spatial accurately numerical schemes on the time history of the
surface pressure coefficient. Head-on BVI problem, NACA-0012 aerofoil, inviscid calculations,
M1=0.5, Scully-model with b =-0.283 and Rc=0.018.
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C. Turbulent flow over the RAE2822 aerofoil
The application of the MUSCL-4 scheme to the steady, transonic, turbulent flow over the
RAE2822 aerofoil is presented here. This test case is designed to gain information on how the shock
limiter works with the new high-order scheme. In this regard, results are compared with available
experimental data in terms of the surface pressure coefficient. The case considered here corresponds
to Case 6 in Cook et al. [53], where the freestream Mach and Reynolds numbers were set to 0.731
and 6.5 million (based on the mean aerodynamic chord) with an angle of attack of 2:51. For
this particular case, the Mach number and angle of attack were corrected by Tatsumi et al. [54]
to account wind tunnel effects. The flow solutions were computed solving the RANS equations,
coupled with Menter’s k-! SST turbulence model [55].
A C-H mesh topology was employed with the outer boundaries located 50 chord lengths away.
The mesh had 371 nodes on the aerofoil surface along with 91 points in the normal direction following
an exponential distribution (the mesh wall distance was 4 10 6cref), which resulted in a grid size
of 93,000 cells.
The numerical solutions were obtained using the MUSCL-2 and MUSCL-4 schemes, and the
RK4 scheme to march the solution in time to steady state. Figure 10 (a) shows contours of pressure
around the transonic RAE2822 aerofoil. The shock on the upper surface of the aerofoil is visible.
Figure 10 (b) shows a comparison of CP between the MUSCL-4 scheme and experiments [53] on
the aerofoil surface. Despite small discrepancies found in the predicted suction peak, an excellent
agreement is observed between the numerical simulation and the experimental data, where the
position of the shock is well captured. Figure 11 shows a comparison of skin friction coefficient
between both schemes and experiments [53]. Both schemes predict similar trends on the upper and
lower surface of the aerofoil, and good agreement is observed.
D. 7AD helicopter blade
The flow around the 7AD four-bladed main rotor is now used to demonstrate the performance
of the MUSCL-4 scheme on a three-dimensional flow and on a coarse mesh with the Euler equations.
In fact, the lack of natural dissipation mechanism of Euler equations (such as viscosity in the Navier-
Stokes equations) makes it easier to analyse the impact of the numerical dissipation associated to
spatial discretisation in preserving the vortex core. Numerical simulations using the MUSCL-2 are
also undertaken for comparison.
The 7AD main rotor consists of four blades of aspect ratio (R=c) of 15. The blades are comprised
of aerofoils of the OA2XX series of 9% thickness. The 7AD rotor blade had 2.1 m radius, 0.14 m
chord, linear twist distribution, and was equipped with anhedral tips with parabolic taper [56].
Experiments were conducted at the DNW wind tunnel within the European project HEL-
ISHAPE [57]. The hover conditions considered here employ a blade-tip Mach number Mtip = 0:66,
blade pitch angle of 7.5 degrees and blade loading coefficient CT ==0.076, where  represents the
rotor solidity.
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Fig. 10: (a) Contours of pressure and (b) CP profile comparison between CFD and experiments
[53] around the RAE2822 aerofoil. Red and black lines correspond to MUSCL-2 and MUSCL-4
solutions, respectively.
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Fig. 11: Skin friction coefficient comparison between CFD and experiments [53] around the
RAE2822 aerofoil. Red and black lines correspond to MUSCL-2 and MUSCL-4 solutions,
respectively.
As the 7AD is a four-bladed rotor, only a quarter of the domain was meshed, assuming periodic
conditions for the flow in the azimuthal direction. Outer boundaries were located 2R (above) and
4R (below) away of the blade tip, while the mesh extended by 3 rotor radii (3R) in the radial
direction. A C-topology around the leading edge of the blade was selected, whereas an H-topology
was employed at the trailing edge of the blade, resulting in a coarse mesh with dimensions of 1
million nodes per blade. The domain was decided based on previous experience [34], and the mesh
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density is coarse.
Figure 12 shows comparisons of CP profiles between CFD and experiment [57] at radial stations
r=R = 0.5, 0.7, and 0.915 for MUSCL-2 and MUSCL-4 schemes. At inboard stations (r=R = 0.5 and
0.7) both schemes are in close agreement with the experiments with negligible differences between
them. At the most outboard station (r=R = 0.915), however, the effect of the scheme becomes
more noticeable on the prediction of the suction peak. Table 2 reports the predicted suction peak
CP for both schemes as well as the experimental one for the most outboard stations. Especially,
for r=R = 0.915, MUSCL-4 appears to agree better with test data even if there is scatter between
measurements obtained on each of the four blades as can be seen by the test data where four symbols
are present at each x=cref station.
(a) Radial stations.
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(d) r=R = 0.915.
Fig. 12: CP profile comparisons between experiment [57] and MUSCL-2 and MUSCL-4 schemes.
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Table 2: Predictions and experimental suction peak CP for the full-scale 7AD rotor.
Experiment CFD
r=R MUSCL-2 MUSCL-4
(% change) (% change)
0.915 -1.47 -1.75 (19.04) -1.58 (7.48)
0.975 -1.20 -1.82 (51.66) -1.70 (41.66)
Figure 13 shows the wake visualisation of the 7AD rotor using iso-surfaces of Q-criterion. The
quantity Q is defined as follows:
Q =
1
2
(
ij
ij   SijSij); (16)
where 
ij and Sij are the antisymmetric and symmetric part of the velocity gradient, respectively:

ij =
1
2

@ui
@xj
  @uj
@xi

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+
@uj
@xi

: (17)
The quantity Q has the dimensions of a velocity squared divided by a length squared, and it is
therefore nondimensionalised in HMB as follows:
Q = Q

Lref
Vref
2
= Q

cref
Vtip
2
: (18)
The capability of both schemes in preserving the helical tip vortex in the wake can thus be assessed.
It is observed that the MUSCL-2 scheme can only resolve the first vortex passage (wake age of 90
radians). The MUSCL-4 scheme shows a completely preservation of the first and second vortex
passage (wake age of 180 radians).
(a) Wake flow using MUSCL-2 scheme. (b) Wake flow using MUSCL-4 scheme.
Fig. 13: Wake flowfield for the 7AD rotor using Q-criterion ( Q = 0:05) obtained with MUSCL-2
(left) and MUSCL-4 (right) schemes.
Figure 14 shows the vorticity field near the tip vortex and the vortex of the preceding blade gen-
erated by the hovering 7AD rotor in azimuthal planes located behind the blade. The visualisations
highlight the ability of the present high-order scheme to capture and preserve the wake vortices.
For instance, vorticity values of the tip vortex core computed with MUSCL-2 presents a reduction
of the core vorticity by almost 20% with respect to the MUSCL-4 results.
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Fig. 14: Vorticity field of the 7AD hovering rotor using MUSCL-2 (top) and MUSCL-4 (bottom)
schemes.
E. S-76 helicopter blade in hover
In this section, the flow around the 1/4.71 scale S-76 rotor blade, in hover, is computed using
the MUSCL-2 and MUSCL-4 schemes. Due to the public availability of the case, and data sets
with various tip shapes, the AIAA Applied Aerodynamics Rotor Simulations Working Group [58–
61] was established in 2014 to evaluate the current state-of-the-art performance prediction using
different CFD solvers and methods for the same blade geometry. Therefore, this blade has been
extensively studied [62–66] and represent a unique benchmark for the validation of MUSCL-4 scheme
on hovering helicopter rotors.
The four-bladed S-76 model rotor, of 1/4.71 scale, has -10 of non-linear twist, and three aerofoil
sections comprise its planform: the SC-1013-R8 is used from the root of the blade up to 18.9% R,
the SC-1095-R8 aerofoil is used from 40% R to 80% R, and the SC-1095 aerofoil is used from 84%
R to the tip. For this study, the planform of the S-76 model rotor with 60% taper and 35 swept tip
is selected at a scale of 1/4.71. The main characteristics of the model rotor blades are summarised
in Table 3.
The blade-tip Mach number was set to 0.65 and three blade collective angles were considered,
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Table 3: Geometric properties of the 1/4.71 scale S-76 rotor [67].
Parameter Value
Number of blades, Nb 4
Rotor radius, R 56.04 inches
Reference blade chord, cref 3.1 inches
Aspect ratio, R=cref 18.07
Rotor solidity,  0.0704
Non-linear twist,  -10
corresponding to low, medium, and high thrust. The Reynolds number, based on the reference
blade chord of 3.1 inches and on the tip speed, was 1:18  106. All flow solutions were computed
by solving the RANS equations, coupled with Menter’s k-! SST turbulence model [55]. The flow
equations were integrated with the implicit dual-time stepping method of HMB.
A mesh generated using the chimera technique was used for the design study of the S-76 rotor,
composed of a periodic background mesh and a component mesh for the blade (see Figure 15 (a)).
As the S-76 is a four-bladed rotor, only a quarter of the domain was meshed. A C-topology around
the leading edge of the blade was selected, whereas an H-topology was employed at the trailing
edge of the blade (see Figure 15 (b)). Coarse and medium grids were built. Table 4 shows the
breakdown in terms of number of cells (per blade) used for the background, and for the body-fitted
meshes around the S-76 rotor blade. Because the number of cells of the foreground mesh is sufficient
to accurately capture the loads on the blade, the second-order scheme is used in this level, while
MUSCL-4 scheme is activated at the background level.
(a) Computational domain. (b) S-76 rotor mesh.
Fig. 15: Computational domain and boundary conditions employed (left) and detailed view of the
body-fitted S-76 rotor mesh (right).
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Table 4: Mesh size in million cells for the S-76 rotor mesh.
Coarse Mesh Mesh
Background mesh size 2 million 3.5 million
Blade mesh size 3 million 4 million
Overall mesh size 5 million 7.5 million
Wall distance 1:0 10 5cref 1:0 10 5cref
The effect of the spatial discretisation on the figure of merit and torque coefficient as a function
of the blade loading coefficient CT = is shown in Figures 16 (a) and (b), respectively. Vertical
lines are labelled as empty (3,177 kg, CT == 0.06) and maximum gross (5,307 kg, CT == 0.1)
weight, define the hovering range of the S-76 helicopter rotor. CFD solutions were obtained with
the MUSCL-2 and MUSCL-4 schemes using a coarse (red and black lines, respectively) and medium
grids (green solid lines and pink deltas, respectively). The test data of Balch and Lombardi [67] are
represented by opened squares. The ability to resolve the vortex structure at the background level
is key for accurate predictions of the loading on the blade. Hence, half million cells were added to
the new background mesh (see Table 4). Consequently, the medium mesh shows a better agreement
at low, medium, and high thrust coefficients with the test data of Balch and Lombardi [67]. Results
obtained with the MUSCL-4 scheme and the coarse mesh show a very good agreement with the
experimental data and with the MUSCL-2 scheme results on the medium grid.
(a) FoM - CT =.
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Fig. 16: Effect of the MUSCL-2 and MUSCL-4 schemes on the figure of merit (left) and torque
coefficient (right) for the 1/4.71 scale S-76 rotor blade.
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F. CPU and memory overheads
Table 5 reports the computational run-time in work units (non-dimensional time requires to com-
pute 1 implicit iteration of MUSCL-2) per implicit iteration for the S-76 rotor blade when MUSCL-2
and MUSCL-4 schemes are used on the coarse and medium grids, respectively (see Table 4). So-
lutions were computed on 8 cores of the high performance cluster of Glasgow University, Jupiter,
comprised of Intel Xeon E5620 3.2 GHz processors. For both meshes, a CPU overhead of about 22%
is found. Implicit iterations were used, so the time required to compute the pre-conditioner matrix
and resolve the linear system (when using the same number of Conjugate Gradient steps) should
be similar for both schemes. So, the extra CPU time required by the MUSCL-4 scheme is shared
across five main jobs: computing the cell-centre values for the first and second derivatives using
Green-Gauss’s method, exchanging data between processors for the first and second derivatives,
and computing the new left and right states (high-order correction terms). Regarding the coarse
mesh, CPU overheads of 0.5% and 0.95% were found for computing first and second derivatives,
showing a small penalty. Halo data exchanges, however require: 1.5% and 4.2% for the first and
second derivatives, respectively. For this case, penalties of 8.25% and 5.6% need to be paid when
computing the new residual Jacobian matrix with the high-order correction terms, and resolve the
linear systems, respectively. CPU overheads of 0.6% (first derivative calculation), 1.16% (second
derivative calculation), 1.66% (data exchange for the first derivative), and 5.23% (data exchange
for the second derivative) were reported for the medium mesh. Run-times associated to the com-
putation of the first and second derivatives do not show a strong dependency on either the mesh
size nor the parallel process, while the halo data exchange for the first and second derivatives seems
to be more affected. This is due to the fact that the parallelisation technique used for the halo
data exchange of both derivatives follows the same logic that the standard HMB with the solution
vector. Instead of sharing between processors a single vector of 9 variables
 
@F
@x ;
@F
@y ;
@F
@z ;
@2F
@x2 ,
@2F
@y2 ,
@2F
@z2 ,
@2F
@xy ,
@2F
@xz ,
@2F
@yz

, each variable is exchanged individually.
Table 5: Computational run-time for the S-76 rotor blade with MUSCL-2 and MUSCL-4 schemes
on the coarse and medium meshes.
Mesh Scheme CPU CPU [%]
work units/iteration
Coarse Mesh (5 million cells) MUSCL-2 1 1
MUSCL-4 1.21 (21%) 1.21 (21%)
Medium Mesh (7.5 million cells) MUSCL-2 1 1.38 (38%)
MUSCL-4 1.22 (22%) 1.68 (68%)
The computational efficiency of the MUSCL-4 schemes can be now demonstrated. For this
case, the MUSCL-4 scheme is more expensive than the MUSCL-2 scheme on the same grid (
22%). When comparing solutions, however, with the similar errors, the MUSCL-4 scheme is less
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expensive. As discussed before, MUSCL-2 on the medium mesh provides similar blade loads than
MUSCL-4 on the coarse mesh (see Figure 16). However, the MUSCL-4 on the coarse mesh is 14.7%
less expensive that the MUSCL-2 on the medium mesh.
G. JORP propeller blade
As a means of evaluating the high-order method in accurately predicting airloads for modern
propeller blades at high cruise speed, the Joint Open Rotor Propeller (JORP) propeller blade is
considered [68]. A single row of six blades were built with an unswept planform in conjunction with
a minimum interference spinner.
Like for the S-76, a mesh using the chimera technique is used here, composed of a periodic
background mesh, where MUSCL-4 was activated, and a component mesh for the blade (MUSCL-2
scheme was activated). Table 6 shows the number of cells (per blade) used for the background mesh
(6.3 million cells), and for the foreground (3.1 million cells).
Table 7 shows the condition employed for the axial flight. The cruise condition was modelled
at 0 ft (ISA+0), with a blade-tip Mach number of 0.529 and advance ratio 1.309. The Reynolds
number for this case was 1:163 106, based on the reference blade chord and rotor tip speed (with
no account for the advance velocity). The blade pitch angle 70 was set to 60 degrees.
Table 6: Mesh size in million cells for the JORP rotor mesh.
Mesh
Background mesh size 6.3 million
Blade mesh size 3.1 million
Overall mesh size 9.4 million
Wall distance 1:0 10 5cref
Table 7: Flow conditions for the propeller blade.
Parameter Value
Blade-tip Mach number, Mtip 0.54
Freestream Mach number, M1 0.69
Advance ratio,  1.309
Reynolds number, Re 1:163 106
Blade pitch angle, 70 60
Turbulence model k-! SST
All flow solutions were computed by solving the RANS equations, coupled with Menter’s k-!
SST turbulence model [55]. The flow equations were integrated with the implicit dual-time stepping
method of HMB, using a pseudo-time Courant–Friedrichs–Lewy CFL equal to 3. Typically, 40,000
iterations were necessary to drop the residual by almost 6 orders of magnitude for the flow solutions.
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As discussed earlier, in 1D the approximation of the derivative at the cell-centre is 4th-order accurate,
with no mechanism of dissipation. Moreover, a low dissipation  can be introduced to reduce spurious
oscillation and at the same time maintain the high-order accuracy. This allows us to use MUSCL-4
without a lower-order solution to initiate the flow, keeping the robustness of the standard HMB
solver as shown in Figure 17.
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Fig. 17: Residual of the flow solution of the JORP propeller blade as function of the number of
iterations for the MUSCL-2 and MUSCL-4 schemes.
Figure 18 shows CP profile comparisons between experimental data [68] and HMB at the radial
stations r=R = 0.6 and 0.9. The CFD results obtained with both schemes provide good resolution
of the airloads of the propeller blade for this demanding flight condition, and are almost identical
between the two methods. The use of a thin aerofoil in conjunction with a moderate taper tip shape
tends to limit the compressibility effects at the tip region encountered in this flight condition at
high advance ratio.
Figure 19 shows iso-surfaces of Q-criteria obtained with the MUSCL-2 (left) and MUSCL-4
(right) solutions. It is clear that the helical vortex filaments trailing from the tip-blade are preserved
much better by the MUSCL-4 scheme. The same is seen for the blade root vortices.
H. CPU and memory overheads
Table 8 reports the computational run-time in work units per implicit iteration for the JORP
propeller blade when MUSCL-2 and MUSCL-4 schemes are used on the same grid. Solutions were
computed on 8 cores of the high performance cluster of Glasgow University Jupiter, comprised of
Intel Xeon E5620 3.2 GHz processors. This case has a lower penalty compared to the S-76, with a
CPU overhead of about 13%. CPU overheads of 0.7% and 1.3% are reported for the computation of
the first and second derivatives. Halo data exchanges have penalties of 1.6% and 4.17% for the first
and second derivatives, respectively. Computing the new residual Jacobian matrix with the high-
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(a) r=R = 0.6 (b) r=R = 0.9.
Fig. 18: CP profile comparisons between experimental data [68] and HMB at radial stations r=R
= 0.6 (left) and 0.9 (right).
(a) Wake flow using MUSCL-2 scheme. (b) Wake flow using MUSCL-4 scheme.
Fig. 19: Wake flowfield for the JORP propeller blade using Q-criterion ( Q = 0:1) obtained with
MUSCL-2 (left) and MUSCL-4 (right) schemes.
order correction terms and resolving the linear systems add 4.1% and 1.3% in CPU, respectively. Like
for the S-76, a memory overhead of 23% is added when the MUSCL-4 scheme is used. Nevertheless,
solutions obtained with MUSCL-4 provide better wake resolution with only a small penalty in CPU
and memory for this medium mesh of 9 million cells.
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Table 8: Computational run-time for the JORP propeller blade with MUSCL-2 and MUSCL-4
schemes.
Mesh Scheme CPU
work units/iteration
9.4 million cells mesh MUSCL-2 1
MUSCL-4 1.13 (13%)
I. XV-15 tiltrotor blade
This section demonstrates the performance of the MUSCL-4 scheme when used with chimera
grids for a three-dimensional tiltrotor flow. This highly loaded rotor produces strong wakes, thus
the resolution of which may benefit from a higher-order scheme.
The flow around the three-bladed XV-15 rotor [69] is solved in hover by casting the equations
as a steady-state problem in a noninertial reference frame. The MUSCL-4 scheme is compared with
MUSCL-2 in terms of integrated airloads (FoM, CT , and CQ), visualisation of the wake flow features,
and wake structure. All flow solutions were computed using the RANS equations and Menter’s k-!
SST turbulence model [55]. The flow equations were integrated with the implicit dual-time stepping
method of HMB.
The three-bladed XV-15 rotor comprises NACA 6-series, five-digit aerofoil sections, and its
main characteristics [69] are summarised in Table 9. Regarding test conditions, the blade-tip Mach
number was set to 0.69, and five blade collective angles were considered (75 = 3; 5; 7; 10; and
13), corresponding to low, medium, and high disc loadings. The Reynolds number, based on the
reference blade chord of 14 inches and on the tip speed, was 4:95 106.
Table 9: Geometric properties of the full-scale XV-15 rotor [69].
Parameter Value
Number of blades, Nb 3
Rotor radius, R 150 inches
Reference blade chord, cref 14 inches
Aspect ratio, R=cref 10.71
Rotor solidity,  0.089
Non-linear twist,  -40.25
The computational domain includes a cylindrical off-body mesh used as background (Figure
20 (a)), and a body-fitted mesh of C-H topology for the blade (Figure 20 (b)). Table 10 lists the
grids used and the breakdown of cells per blade. The coarse and medium grids have 6.2 and 9.6
million cells per blade (equivalent to 18.6 and 28.8 million cells for three-bladed rotor, respectively),
with the same grid resolution for the body-fitted mesh (3.6 million cells). The background mesh,
however, was refined at the wake and near-body regions, increasing the grid size from 2.6 to 6 million
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cells. Solutions were obtained with the MUSCL-2 scheme using the coarse and medium grids, whilst
the MUSCL-4 was only employed with the coarse grid. Like all chimera cases, the MUSCL-2 and
MUSCL-4 schemes were activated at the foreground and background levels, respectively.
Table 10: Mesh size in million cells for the XV-15 rotor mesh.
Coarse Mesh Medium Mesh
Background mesh size 2.6 million 6.0 million
Blade mesh size 3.6 million 3.6 million
Overall mesh size 6.2 million 9.6 million
Wall distance 1:0 10 5cref 1:0 10 5cref
Far−field
Far−field
Far−field
(a) Computational domain. (b) XV-15 rotor mesh.
Fig. 20: Computational domain and boundary conditions employed (left) and detailed view of the
body-fitted XV-15 rotor mesh (right).
Regarding the stability of the MUSCL-4 scheme, Figure 21 shows the residual of the flow solution
for the XV-15 tiltrotor blade, with the coarse mesh, as function of the number of iterations for the
MUSCL-2 and MUSCL-4 schemes. A similar behaviour is seen between both schemes, with no sign
of lack of stability for the MUSCL-4 scheme. This supports the idea that with the introduction of a
small amount of dissipation , the robustness of the standard HMB solver is maintained when the
high-order scheme is used.
Figure 22 shows the effect of the MUSCL-2 and MUSCL-4 schemes on the figure of merit
and torque coefficient for the full-scale XV-15 rotor. Experimental data is also shown, carried out
by Felker et al. [70] at the Outdoor Aeronautic Research Facility (OARF), and by Light [71] and
Betzina [69] at the NASA 80120ft wind tunnel. Vertical lines labelled as empty (4,574 kg, CT=
0.0073) and maximum gross (6,000 kg, CT= 0.0096) weight, define the hover range of the XV-15
tiltrotor in hover [72]. Momentum-based estimates of the figure of merit [73] are also included,
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Fig. 21: Residual of the flow solution of the XV-15 tiltrotor blade (coarse mesh) as function of the
number of iterations for the MUSCL-2 and MUSCL-4 schemes.
where an induced power factor ki of 1.1 and overall profile drag coefficient CDO of 0.01 were used.
Polynomial fit curves were computed using the obtained CFD results and shown with solid lines
and squares (MUSCL-2 with a coarse grid), deltas (MUSCL-2 with a medium grid), and triangles
(MUSCL-4 with a coarse grid). The CFD results obtained with the MUSCL-2 scheme are in good
agreement with the test data of Betzina [69] for all blade collective angles. Moreover, the grid size
has a negligible effect on the overall performance at low thrust, with a small influence at high thrust.
Regarding the results obtained with the MUSCL-4 scheme, good agreement is obtained with the
MUSCL-2 scheme when using a medium grid, and the experimental data of Betzina.
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Fig. 22: Effect of the MUSCL-2 and MUSCL-4 schemes on the figure of merit (left) and torque
coefficient (right) for the full-scale XV-15 rotor.
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To assess the ability of the MUSCL-4 scheme in accurately predicting loads when a coarse mesh
is employed, a comparison between the predicted and measured [74, 75] FoM at a collective angle
of 10 is reported in Table 11. Predictions with the MUSCL-2 scheme using coarse and medium
grids indicate good correlation with experiments (1.5 and 0.8 counts of FoM, respectively). Results
obtained with the MUSCL-4 scheme on a coarse grid present a small discrepancy of 0.5 counts of
FoM, which highlights the benefit of using higher-order numerical scheme in accurately predicting
integrated airloads.
Table 11: Predicted and experimental [74, 75] figure of merit at collective pitch angle of 10.
Case FoM Difference [%]
Experiment 0.760 -
MUSCL-2 coarse grid 0.775 1.97%
MUSCL-2 medium grid 0.768 1.05%
MUSCL-4 coarse grid 0.765 0.65%
Despite that the lower-order scheme is sufficient to predict the blade loads [26], it did not
preserve the near-blade and wake flow features. In hover, to ensure realistic predictions of the wake-
induced effects and therefore induced-drag, the radial and vertical displacements of the vortex core
should be resolved, at least for the first and second wake passages.
Figure 23 shows the wake for the full-scale XV-15 rotor using iso-surfaces of Q-criteria obtained
with MUSCL-2 (a) and MUSCL-4 (b) on the same coarse grid of Table 10. It should be mentioned
that, a collective pitch angle of 10 degrees was selected for such comparison. It is observed that
the MUSCL-4 scheme preserves much better the helical vortex filaments that trail from each of the
tip-blade, and the wake sheets trailed along the trailing edge of the blade if compared with the
MUSCL-2 solution. Therefore, the lower dissipation of the MUSCL-4 scheme results in an improved
preservation of the rotor wake. In this regard, if MUSCL-2 is employed, the vorticity of the vortex
cores (computed using the local vorticity maximum criterion) is significantly dissipated at a wake
age of 2=3 (first blade passage in Figure 24) while MUSCL-4 results show a much better wake
preservation. Likewise, at wake ages of 4=3 (second blade passage) and 2 (third blade passage) a
reduction of vorticity by 42.8% and 45.2% is observed when MUSCL-2 is employed.
J. CPU and memory overheads
As dicussed earlier, solutions obtained with the MUSCL-4 scheme on the coarse grid show better
predicted loads and rotor wake structures. Table 12 reports the computational time, in work units
per implicit iteration, for the XV-15 tiltrotor blade when the MUSCL-2 and MUSCL-4 schemes are
used with the coarse grid. Solutions were computed on 8 cores of the high performance cluster of
Glasgow University Jupiter, comprised of Intel Xeon E5620 3.2 GHz processors. This case shows
similar CPU overheads compared to the S-76 and JORP blades, with a penalty of about 16%. CPU
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(a) Wake flow using MUSCL-2 scheme. (b) Wake flow using MUSCL-4 scheme.
Fig. 23: Wake flowfield for the full-scale XV-15 rotor using Q-criterion ( Q=0.05). Results with the
MUSCL-2 (left) and MUSCL-4 (right) schemes.
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Fig. 24: Vorticity of the tip vortex as function of the wake age in degrees, obtained with the
MUSCL-2 and MUSCL-4 schemes on the coarse grid.
overheads of 0.5% and 0.95% are reported for computing the first and second derivatives. Halo data
exchanges require 1.71% and 4.4% CPU overheads for the first and second derivatives, respectively,
and 6.4% and 2% for computing the new residual Jacobian matrix with the high-order correction
terms, and for the solution of the linear system. When comparing solutions with similar errors (see
Figure 22 and Table 11), MUSCL-4 scheme on the coarse mesh is 25% less expensive than MUSCL-2
scheme on the medium mesh. Like previous cases, a memory overhead of 23% is added when the
MUSCL-4 scheme is used.
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Table 12: Computational run-time for the XV-15 tiltrotor blade with MUSCL-2 and MUSCL-4
schemes on the coarse mesh.
Mesh Scheme CPU
work units/iteration
Coarse Mesh (6.2 million cells) MUSCL-2 1
MUSCL-4 1.16 (16%)
Medium Mesh (9.6 million cells) MUSCL-2 1.41 (41%)
K. UH-60A rotor in forward flight
To validate the present high-order scheme for three-dimensional unsteady flows with overset and
moving grids, the UH-60A rotor in forward flight is also considered. The UH-60A is a four-bladed
rotor made of two aerofoil profiles; the SC-1095 and SC-1095R [76]. The planform of the UH-60A
rotor features a 20 swept tip covering 6% of the blade radius, with a -16 of non-linear twist. The
main geometric characteristics of the UH-60A blade [67, 77, 78] are summarised in Table 13.
Table 13: Geometric properties of the UH-60A rotor [67, 77, 78].
Parameter Value
Number of blades, Nb 4
Rotor radius, R 321.96 inches
Reference blade chord, cref 20.76 inches
Aspect ratio, R=cref 15.5
Rotor solidity,  0.0821
Non-linear twist,  -16
The multi-block structured grid for the full rotor has a total of 42.2 million cells with 2,064
blocks, with 42.2 and 8.2 million cells for the background and body-fitted grids, respectively. A hub
is also included in the computational domain a modelled as a generic ellipsoidal surface.
The test case selected for validation corresponds to the UH-60A main rotor at high-speed forward
flight. Flight test data for this demanding configuration (flight C8534) was acquired by the U.S.
Army/NASA UH-60A Airloads Program [79]. The rotor advance ratio was = 0.368, and the
freestream Mach number was 0.236. To meet the target thrust coefficient (blade loading coefficient
CT == 0.08) while having zero roll and pitch moments, a matrix trimming method is used in HMB
[34], which uses the Blade Element Theory (BET) to compute the elements of the sensitivity matrix.
The flow solutions corresponding to the MUSCL-2 and MUSCL-4 schemes were computed solving
the URANS equations, coupled with Menter’s k-! SST turbulence model [55]. The employed time
step corresponds to 0.25 deg in the azimuthal direction and was based on experience gained with
previous rotor computations in forward flight [33]. The trim state is specified in Table 14 and the
comparison of the blade normal force and pitch moment (with mean value removed) at three radial
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stations is shown in Figure 25. Good agreement is seen between experimental data and predicted
loads with similar trends observed between the MUSCL-2 and MUSCL-4 results.
Table 14: Trim state for the UH-60A forward flight case using MUSCL-2 and MUSCL-4 schemes.
Parameter Value
MUSCL-2 MUSCL-4
 0.368 0.368
Mtip 0.648 0.648
shaft 7:30
 7:30
0 12:13
 11:97
1s 8:58
 8:35
1c  2:27  2:17
0 3:43
 3:43
1s  1:0  1:0
1c  0:70  0:70
Visualisation of the UH-60A rotor flowfield using the Q-criterion [80] is presented in Figure
26 for the MUSCL-2 and MUSCL-4 approaches. The wake obtained with MUSCL-4 is preserved
better than the one obtained with MUSCL-2. Three radial stations are selected for comparisons.
Figures 27 and 28 show vorticity contours at planes x=R= 0.5 and 1, respectively, of blade 1 ( =
0). Results with MUSCL-4 show a higher resolution of the rotor wake structures at the advancing
and retreating rotor disk sides if compared with MUSCL-2. In fact, vortex C ( = 270) computed
with MUSCL-2 in Figures 27 and 28 show a reduction of the core vorticity by almost 20% respect
to the MUSCL-4 results. Figure 29 shows vorticity contours at the plane x=R= 2 (dashed lines in
Figure 26), which highlight the capacity of the MUSCL-4 scheme in preserving the vortex cores and
rotor wake structures (A, and B in Figure 29).
L. CPU and memory overheads
Table 15 reports the computational run-time in work units per implicit iteration for the UH-
60A rotor in forward flight when MUSCL-2 and MUSCL-4 schemes are used on the same grid.
The multi-block structured grid for this case has a total of 39.3 million cells with 2,064 blocks,
with 31.1 and 8.2 million cells for the background and body-fitted grids, respectively. Due to the
large size, this case needs to be computed in parallel mode, so solutions employed 48 cores of the
high performance cluster of Glasgow University Jupiter. For the S-76, JORP propeller, and XV-15
blades, results with MUSCL-4 show CPU penalties of 22%, 13%, and 16%, respectively, where the
computational cost associated with the halo data of the first and second derivatives is less than
5%. This is not the case when larger meshes are used, mainly due to the amount of data exchange
between processors. A CPU overhead of about 130% is added for MUSCL-4 if used for the UH-60A
rotor in forward flight. CPU overheads of 0.69% and 1.52% are required for computing the first
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and second derivatives and 39.95% and 79.98% for the halo data exchanges for the first and second
derivatives, respectively. This calls for better parallelisation of the scheme in order to reduce the
CPU overheads. Regarding memory overheads, 23% is added when the MUSCL-4 scheme is used.
Table 15: Computational run-time for the UH-60A rotor in forward flight with MUSCL-2 and
MUSCL-4 schemes on the same mesh.
Mesh Scheme CPU
work units/iteration
39.3 million cells mesh MUSCL-2 1
MUSCL-4 2.3 (130%)
M. ERICA tiltrotor in aeroplane mode
To demonstrate the current scheme for complex cases, a complete tiltrotor is simulated. Numer-
ical simulations of the ERICA aircraft using the MUSCL-2 and MUSCL-4 schemes were performed
and results are presented here. The ERICA tiltrotor is a tiltwing aircraft, where an outboard part of
the wing can be partially rotated to mitigate the strong aerodynamic interaction between rotor and
wing and to reduce the downward force acting on the wings in hover. In this regard, the research
project NICETRIP [81] (Novel Innovative Competitive Effective Tilt Rotor Integrated Project) was
funded by the European Union (EU) to develop a database covering aerodynamic interactional
phenomena and other technology aspects of tiltwing vehicles. In this framework, a 1:5 motorised
model-scale tiltrotor was designed and manufactured under the name of ERICA (Enhanced Rotor-
craft Innovative Concept Achievement) [82] and experiments were undertaken using the 9.59.5m
DNW-LLF (German-Dutch Wind Tunnels Large Low-speed Facility) and the 8m S1MA ONERA
wind tunnels. For this study, an aeroplane configuration was selected, where the rotor blades were
fully resolved.
The chimera method was employed to ease mesh generation. Self-contained component grids for
the main fuselage and the nacelle-tiltable wing were built, while four ADYN blades were embedded
in the nacelle mesh component. A Cartesian off-body mesh was used as background to capture the
convection of the tip vortex generated by the blades. Table 16 compares the mesh size used here for
CFD computation. The multi-block overset arrangement of the ERICA tiltrotor for an aeroplane
mode case is shown in Figure 30.
Table 17 summarises the employed test conditions. The aeroplane mode is labelled AC1 (Aero-
plane Configuration 1), and refers to a very low speed aeroplane-mode M1= 0.168, along with a
large aircraft AoA of FU= 10.02 degrees. Neither the nacelles nor the tiltable wings were tilted
with respect to the fuselage (FU= NAC= TW). The Reynolds numbers, based on the reference
length Lref and on the freestream velocity V1, was 1:70 106.
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Fig. 25: Comparison between experimental data and predictions using MUSCL-2 and MUSCL-4
schemes for the UH-60A blade normal force and pitch moment (with mean value removed) at
advance ratio (= 0.368) at three radial stations.
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Fig. 26: Wake-visualisation of the UH-60A rotor in forward flight using Q-criterion ( Q=0.0007).
Results with the MUSCL-2 (top) and MUSCL-4 (bottom) schemes.
(a) MUSCL-2 scheme. (b) MUSCL-4 scheme.
Fig. 27: Vorticity contours at the plane x=R= 0.5 of the blade 1 ( = 0) for the MUSCL-2 and
MUSCL-4 schemes.
36
(a) MUSCL-2 scheme. (b) MUSCL-4 scheme.
Fig. 28: Vorticity contours at the plane x=R= 1 of the blade 1 ( = 0) for the MUSCL-2 and
MUSCL-4 schemes.
(a) MUSCL-2 scheme. (b) MUSCL-4 scheme.
Fig. 29: Vorticity contours at the plane x=R= 2 of the blade 1 ( = 0) for the MUSCL-2 and
MUSCL-4 schemes.
Table 16: ERICA model-scale component mesh sizes, given as million nodes.
Components Aeroplane Mode
Fuselage and fixed wing 9.9
Nacelle and tiltable wing 30.3
Rotor blades (x4) 11.4
Wind tunnel 4.6
Total 56.2
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(a) Multi-block grid. (b) Cross section of the multi-block grid.
Fig. 30: Details of the multi-block overset arrangement of the ERICA tiltrotor in aeroplane mode
configuration. Blue line=background component; Purple line=fuselage component; Green line=
nacelle component; Grey line=blade component.
Table 17: Test conditions for the aeroplane mode AC1 [83, 84].
Parameters Aeroplane Mode
AC1
M1 0.168
Mtip 0.470
 =M1=Mtip 0.357
Reref 1.70106
FU [deg] 10.02
NAC [deg] 10.02
TW [deg] 10.02
RPM blade rotor 2130
75 [deg] 27.36
38
Eight cross-sections were selected for CP profile comparisons between CFD and experiments
[85, 86] (see Table 18). One section was selected on the top symmetry planes of the fuselage
(labelled with SYM-TOP), one section on the fixed wing (labelled with FW), two on the tiltable
wing (labelled with TW) that define the zone of aerodynamic interaction between the tiltable wing
and the blades, and four on the fuselage (labelled with FU). Figure 31 shows the position of the
selected sections on the ERICA tiltrotor for the aeroplane mode AC1.
Table 18: Nomenclature of the stations selected for CP profile comparisons. FU=Fuselage;
FW=Fixed Wing; TW=Tiltable Wing; SYM=Symmetry.
Nomenclature Description
SYM-TOP Fuselage symmetry plane (top), station y=0 mm.
FW-A Fixed wing, station y=490 mm.
TW-A Tiltable wing, station y=855 mm.
TW-B Tiltable wing, station y=1117.5 mm.
FU-A Fuselage, station x=260 mm.
FU-B Fuselage, station x=1163 mm.
FU-C Fuselage, station x=1810 mm.
FU-D Fuselage, station x=2760 mm.
(a) Sections on the fixed and tiltable wings. (b) Sections on the fuselage.
Fig. 31: Cross-sections selected for comparisons between CFD and experiments [85, 86] on the
fixed and tiltable wings, and fuselage of the ERICA tiltrotor for the aeroplane mode configuration.
MUSCL-2 solution.
CP profile comparisons between CFD and experiments [85, 86] on the fuselage, fixed and tiltable
wings of the ERICA tiltrotor are given in Figure 32. They correspond to the top fuselage centre-line
and inner, middle, and outer tiltable and fixed wing sections. The CFD results were not averaged
in phase, which could lead to a source of error in comparisons, since all test data is phase averaged.
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For both cases, CP values were averaged over the last computed rotor revolution. Regarding
the CP profile at the centre-line of the fuselage (Figure 32 (a)), a zone of recirculation is seen in
both sets of experiments (Modane and DNW experiments are denoted by squares and triangles,
respectively) represented by a pressure plateau after the wing leading edge suction peak. The HMB
predictions (MUSCL-2=red line, MUSCL-4=green line) overestimate the suction peak and do not
capture the region of recirculation. This can be due to a failure of the employed turbulence model,
wind tunnel effects, and lack of the exact trim state used during the tunnel tests.
In the middle fixed and tiltable wing sections (Figures 32 (c) and 32 (d)), wind tunnel exper-
iments show good agreement, with small differences of 9% for the suction peak. Note that the
differences between the two sets of experiments are always larger than the differences between the
MUSCL-2 and MUSCL-4 results.
Figure 33 presents CP comparisons on the ERICA fuselage at four cross-sections. As can been
seen, all CFD curves are close to the experimental data. Better agreement is obtained at the front
of the fuselage, where the flow is attached. Both solutions capture well all features shown by the
experiments. Even for stations located behind the fixed wing, the agreement is still fair near the
sponsons and the fin of the model.
Regarding the MUSCL-2 solution, the wake behind the rotor disk (see Figure 34a) is preserved
for more than one rotor diameter downstream. This informative plot shows the interaction of the
rotor wake with the nacelle and tiltable wings. From these iso-surfaces it can be seen that the
rotor wake does not directly interact with the fuselage and the fixed part of the wings. Iso-surface
contours of Q-criterion are also shown for the MUSCL-4 scheme in Figure 34b. The Figure reveals
that the detailed wake characteristics can be easily identified when using high-order schemes.
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(a) SYM-TOP, section y=0 mm. (b) FW-A, section y=490 mm.
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(c) TW-A, section y=855 mm. (d) TW-B, section y=1117.5 mm.
Fig. 32: CP profile comparisons between CFD and experiments [85, 86] on the fixed and tiltable
wings of the ERICA tiltrotor for the aeroplane mode configuration AC1.
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(a) FU-A, section x=260 mm. (b) FU-B, section x=1163 mm.
(c) FU-C, section x=1810 mm. (d) FU-D, section x=2760 mm.
Fig. 33: CP profile comparisons between CFD and experiments [85, 86] on the fuselage of the
ERICA tiltrotor for the aeroplane mode configuration AC1.
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(a) Wake of the MUSCL-2 solution.
(b) Wake of the MUSCL-4 solution.
Fig. 34: Wake-visualisation of the ERICA tiltrotor in aeroplane mode configuration using
Q-criterion ( Q=0.007) shaded by contour of Mach numbers. Results with the MUSCL-2 (top) and
MUSCL-4 (bottom) schemes.
43
N. CPU and memory overheads
Table 19 reports the run-time in work units per implicit iteration for the ERICA tiltrotor with
the MUSCL-2 and MUSCL-4 schemes are used on the same grid. Solutions were computed on 48
cores of the high performance cluster of Glasgow University Jupiter, comprised of Intel Xeon E5620
3.2 GHz processors. As seen with the UH-60A rotor in forward flight, a penalty is paid when the
halo data of the first and second derivatives are exchanged for parallel execution. So, this case
shows CPU overheads of 144%. CPU overheads of 0.13% and 0.26% are reported to compute first
and second derivatives, showing a small penalty of 0.39%. However, halo data exchanges require
48.2% and 96.31% for the first and second derivatives, respectively. Despite their promising results
obtained with MUSCL-4 showing the ability of the scheme in preserving much better the wake, a
more efficient parallelisation of the halo exchange data is needed for grids of more than 10 million
cells.
Table 19: Computational run-time for the ERICA tiltrotor with MUSCL-2 and MUSCL-4 schemes
on the same mesh.
Mesh Scheme CPU
work units/iteration
56.2 million cells mesh MUSCL-2 1
MUSCL-4 2.44 (144%)
IV. Summary and Future Work
The implementation of a high-order, finite-volume scheme in the HMB CFD solver has been
presented. The scheme showed a higher level of accuracy if compared with the standard-MUSCL
extrapolation, and 4th-order accuracy was achieved on Cartesian grids. Furthermore, a significantly
higher spectral resolution (dispersion and dissipation) of the new scheme is observed. Two-and
three-dimensional test cases have been considered to demonstrate the new formulation. Results of
the steady flow around the 7AD, the S-76 helicopter rotor, the JORP propeller, and the XV-15
tiltrotor blades showed a better wake and higher resolution of the vortical structures compared with
the standard MUSCL solution, with a small CPU and memory overhead. The method was also
demonstrated for three-dimensional unsteady flows using overset and moving grid computations
for the UH-60A rotor in forward flight and the ERICA tiltrotor in aeroplane mode. However, the
computational expense associated to the parallelisation of the halo data exchange between processors
for the first and second derivate make this scheme not efficient for large meshes (above 50 million
cells). Nevertheless, the method shows promising results in capturing and preserving the rotor wake
along with small penalty in terms of CPU and memory if compared with MUSCL-2 scheme for
medium grid size (up to 10 million cells). We believe that similar penalties can be obtained for
larger grids with a modification of the data exchange process in parallel.
44
Based on the aforementioned conclusions, the following future steps are suggested:the halo data
exchanges for the first and second derivatives need to be optimised to lower CPU overheads for the
investigated MUSCL-4 scheme and the use of this scheme combined with LES techniques will be
used to evaluate far wake encounters.
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