Introduction
The context of our work is the following: we wish to estimate the functional dependency between an input x and an output y of a system given a set of examples {(x i , y i ), x i ∈ X , y i ∈ Y, i = 1 . . . n} which have been drawn i.i.d from an unknown probability law P (X, Y ). Thus, our aim is to recover the function f which minimizes the following risk
but as P (X, Y ) is unknown, we have to look for the function f which minimizes the empirical risk :
This problem is ill-posed and a classical way to turn it into a well-posed one is to use regularization theory (Tikhonov & Arsénin, 1977; Girosi et al., 1995) . In this context, the solution of the problem is the function f ∈ H that minimizes the regularized empirical risk :
where H is the hypothesis space, Ω is a functional which measures the smoothness of f and λ a regularization parameter (Wahba, 1990 ). Under general conditions on H (Reproducing Kernel Hilbert Space) (Kimeldorf & Wahba, 1971) , the solution of this minimization problem is of the form:
where K is the reproducing kernel of H. The objective of this paper is two-fold: to propose a method to build a sparse kernelbased solution for this regression problem and to introduce new solutions for the biasvariance compromise problem. The question of the sparsity of the solution f can be addressed in two different ways. The first approach is to use a regularization term in equation 3 that imposes sparsity of β whereas the second one is based on stepwise method consisting in adding functions from a dictionary. The bias-variance problem involves several parameters, especially the kernel parameters and the hyper-parameter trading between goodness-of-fit and regularization.
Our solution is based on ℓ 1 regularization, we use Ω = β ℓ1 in equation 3. This formulation is called the Least Absolute Shrinkage and Selection Operator (LASSO) (Tibshirani, 1996) , it will enable us to improve sparsity. Our solver relies on the Stepwise Least Angle Regression (LARS) algorithm (Efron et al., 2004) , which is an iterative forward algorithm. Thus, the sparsity of the solution is closely linked to the efficiency of the method. We use Vincent and Bengio's strategy (Vincent & Bengio, 2002) to kernelize the resulting method. Finally, we end at the Kernel Basis Pursuit algorithm.
Associated with this learning problem, there are two major tasks to build a good regression function with kernel: optimizing the kernel and choosing a good compromise between fitness and regularization. The use of multiple kernels is a way to make the first task easier. We will use the optimal path regularization properties of the LARS to propose new heuristics, in order to set dynamically the fitness-regularization compromise.
In section 2, we will compare two approaches to the question of sparsity: the Matching Pursuit and the Basis Pursuit. We will explain the building and the use of the multiple kernels, combined with the LARS in section 3. Our results on synthetic and real data are presented in section 4. Section 5 gives our conclusions and perspectives on this work.
Basis vs Matching Pursuit
Two common strategies are available to face the problem of building a sparse regression function f . The first one relies on an iterative building of f . At each step k, the comparison between the target y and the function f k leads to add a new source of information to build f k+1 . This approach is fast but it is greedy and thus sub-optimal. The second solution consists in solving a learning problem, by minimizing the regularized empirical risk of equation 3.
Mallat and Zhang introduced the Matching Pursuit algorithm (Mallat & Zhang, 1993) : they proposed to construct a regression function f as a linear combination of elementary functions g picked from a finite redundant dictionary D. This algorithm is iterative and one new function g is introduced at each step, associated with a weight β. At step k, we get the following approximation of f :
Given R k , the residue generated by f k , the function g k+1 and its associated weight β k+1 are selected according to:
The improvements described by Pati et al. (Orthogonal Matching Pursuit algorithm) (Pati et al., 1993) keep the same framework, but optimize all the weights β i at each Matchin Pursuit does not allow to get rid of a previous source of information, which means that its solution is sub-optimal. The approach of Chen et al. (Chen et al., 1998) is really different: they consider the whole dictionary of functions and look for the best linear solution (equation 5) to estimate y, namely, the solution which minimizes the regularized empirical risk. Using Ω = β ℓ1 leads to the LASSO formulation. Such a formulation requires costly and complex linear programming (Chen, 1995) or modified EM implementation (Grandvalet, 1998) to be solved. Finally it enables them to find an exact solution to the regularized learning problem.
The Stepwise Least Angle Regression (LARS) (Efron et al., 2004) offers new opportunities, by combining an iterative and efficient approach with the exact solution of the LASSO. The fact that the LARS begins with an empty set of variables, combined with the sparsity of the solution explains the efficiency of the method. The ability of deleting dynamically useless variables enables the method to converge to the exact solution of the LASSO problem.
3 Learning with multiple kernels 3.1 Building a multiple kernel regression function Vincent and Bengio (Vincent & Bengio, 2002) propose to treat the kernel K exactly in the same way as the matrix X . Each column of K is then a source of information that can be added to the linear regression model f . Given an input vector x and a parametric mapping function Φ θ defined by
where F is the spanned feature space, we consider K θ (x, .) as a source of information. It becomes easy to deal with multiple mapping functions Φ i . The multiple resulting kernels K i are placed side by side in a big matrix K:
N is the number of kernels. In this situation, each source of information K i (x j , ·) is characterized by a point x j of the learning set and a kernel parameter i. The number of information sources is then s = nN and K ∈ R n×s . The learning problem becomes a variable selection problem where the β i coefficients can be seen as the weights of the sources of information. We simplify the notations:
It is important to note that no assumption is made on the kernel K θ which can be non-positive. K can associate kernels of the same type (e.g. Gaussian) with different parameter values as well as different types of kernels (e.g. Gaussian and polynomial). The resulting matrix K is neither positive definite or square.
LARS
The LARS (Efron et al., 2004 ) is a stepwise iterative algorithm which provides an exact to minimization of the regularized empirical risk (equation 3) with Ω = β ℓ1 . We use the following formulation, which is equivalent to the LASSO:
We denote by β i the regression coefficient associated to the i th source of information and byŷ (j) = Kβ (j) the regression function at step j. More generally, we will use exponent to characterize the iteration. LARS is made of the following main steps:
1. Initialization: the active set of information source A is empty, all β coefficients are set to zero.
2. Computation of the correlation between the sources of information and the residue. The residue R is defined by R = y −ŷ.
3. The most correlated source is added to the active set.
4. Definition of the best direction in the active set: − → u A This is the most expensive part of the algorithm in time computation since it requires the inversion of the matrix K T A K A . 5. The original part of the algorithm resides in the computation of the step γ. The idea is to compute γ such as two functions are equi-correlated with the residue (cf Fig. 1 ) whereas Ordinary Least Square (OLS) algorithm defines γ such as − → u A and − −−−− → y (j+1) , y become orthogonal.
6. The regression function is updated:
It is necessary to introduce the ability of suppressing a function from the active set to fit the LASSO solution, namely to turn the forward algorithm into a stepwise method. When the sign of a β i changes during the update (equation (12), the step γ is reduced so that this β i becomes zero. Then, the corresponding source is removed from the active set and an optimization is performed over the new active set. Solving the LASSO is really fast with this method, due to the fact that it is both forward and sparse. The first steps are not expensive, because of the small size of the active set, then it becomes more and more time consuming with iterations. But the sparsity of ℓ 1 regularization limits the number of required iterations. LARS begins with an empty active set whereas linear programming and other backward methods begin with all functions and require to solve high dimensional linear system to put irrelevant coefficients to zero. Given the fact that only one point is added (or removed) during an iteration, it is possible to update the inverted matrix of step four instead of fully computing it. This leads to a simple-LARS algorithm, similarly to the simple-SVM formulation (Loosli et al., 2004) , which also increases the speed of the method.
Optimization of regularization parameter
One of the most interesting property of the LARS is the fact that it computes the whole regularization path. The regularization parameter λ of equation 3 is equivalent to the bound t of equation 10. At each step, the introduction of a new source of information leads to an optimal solution, corresponding to a given value of t. In the other classical algorithms, λ is set a priori and optimized by cross-validation. The LARS enables us to compute a set of optimal solutions corresponding to different values of t, with only one learning stage. It also enables us to optimize the value of t dynamically, during the learning stage.
Finding a good setting for t is very important: when t becomes too large, the resulting regression function is the same as the Ordinary Least Square (OLS) regression function. Hence, it requires the resolution of linear system of size s × s. Early stopping should enable us to decrease the time computation (which is linked to the sparsity of the solution) as well as to improve the generalization of the learning (by regularizing).
Different compromise parameters
The computation of the complete regularization path offers the opportunity to set the compromise parameter dynamically (Bach et al., 2004) . The first step is to look for different expressions of the regularization parameter t of equation (10). The aim is to find the most meaningful one, namely the easiest way to set this parameter.
-The original formulation of the LARS relies on the compromise parameter t which is a bound on the sum of the absolute values of the β coefficients. t is difficult to set because it is somewhat meaningless.
-It is possible to apply Ljung criterion (Ljung, 1987) on the autocorrelation of the residue. The parameter is then a threshold which decides when the residue can be considered as white noise.
-Another solution consists in the study of the evolution of loss function ℓ(y i , f j θ (x i )) with regards to the step j. The criterion is a bound on the variation of this cost.
-ν-LARS. It is possible to define a criterion on the number of support vectors or on the rate of support vectors among the learning set. It is important to note that the ν threshold is then a hard threshold, whereas in the ν-SVM method where ν can be seen as an upper bound on the rate of support vectors (Schölkopf & Smola, 2002) .
However, all these methods require the setting of a parameter a priori. The value of this parameter is estimated by cross-validation.
Trap source
We propose another method based on a trap parameter. The idea is to introduce one or many sources of information that we do not want to use. When the most correlated source with the residue belongs to the trap set, the learning procedure is stopped.
The trap sources of information can be built on different heuristics:
-according to the original signal noise when there exists prior knowledge on the data, -with regards to the distribution of the learning points, to prevent overfitting (cf Fig. 2 ), in this case, a Gaussian kernel K = K σ of is added to the information sources, with σ of very small, -by adding random variables among the sources of information (with Gaussian or uniform distribution). This kind of heuristic has already been used in variable selection (Bi et al., 2003) .
The use of a trap scale is closely linked to the way that LARS selects the sources of information. As seen in section 3.2, the selected source of information at a given iteration is the most correlated with the residue. Those heuristics are based on the meaning of the trap scale: the learning stage should be stopped when the residue is most correlated respectively with the noise, with only one source of information or with an independent random variable generated according to the uniform distribution. This means that no more relevant information is present in the sources that are not in the active set. When K σ2 (x, ·) is the most correlated source of information with the residue, it means that the error is caused by only one point, it is a way to detect the beginning of overfitting.
Optimizing kernel parameters
Instead of searching an optimal parameter (or parameter vector) for the problem, we propose to find a key scale to fit the regions where there are the highest point density in the input space. We aim at finding a reference Gaussian parameter so that the two nearest points in the input space have few influence on each other. This reference parameter represents the smallest bandwidth which can be interesting for a given problem. Then, we propose to build a series of bigger Gaussian parameters from this scale to fit the different densities of points that can append in the whole input space.
A one nearest neighbors is performed on the training data. To describe high density regions, we focus on the shortest distances between neighbors. The key distance D k is defined as the distance between x i and x j , the two nearest points in the input space.The corresponding key Gaussian parameter σ k is defined so that:
That is to say, the bandwidth σ k is designed so that a learning point has few influences on its neighbors in high density regions. For more robustness, it is recommended to use an improved definition of D k . Given S the set of the one-nearest-neighbor distances. We define D k as the mean of the 0.01 quantile of S. Then, a series of bandwidth is build as follow:
We choose to set the cardinal of σ to six, given the fact that experimental results are not improved beyond this value. Cross validations over synthetic data lead to set p = 3.5. Another advantage of multiple kernels is that the LARS will optimize the scale for each point dynamically in the training stage. It offers the opportunity to adapt to the local density of points of the input space.
Experiments
We illustrate the efficiency of the methodology on synthetic and real data. Tables 1 and  2 present the results with two different algorithms: the SVM and the LARS. We use four strategies to stop the learning stage of the LARS.
-LARS-i |β i | is the classical method where a bound is defined on the sum of the regression coefficient. This bound is estimated by cross validation.
-ν-LARS is based on the fraction of support vectors. ν is also estimated by cross validation.
-LARS-RV relies on the introduction of random variables as sources of information. The learning stage is stopped when one of these sources is picked up as most correlated with the residue.
-LARS-σ s relies also on a trap scale, but this scale is built according to the distribution the learning set. Selecting a source in this trap scale can be seen as overfitting. We use σ s = σ k of equation (13).
To validate this approach, we compare the results with classical Gaussian ǫ-SVM regression, Parameters ǫ, C and σ are optimized by cross validation. In order to distinguish the benefit of the LARS from the benefits of the multiple kernel learning, we also give the results of LARS algorithm combined with single kernel.
Synthetic data
The learning of cos(exp(ωt)) regression function, with random sampling show the multiple kernel interest. We try to identify:
where b(t) is a Gaussian white noise of variance σ 2 b = 0.4. t ∈ [0, 2] is drawn according to a uniform distribution, ω = 2.4. We also tested the method over classical synthetic data described by Donoho and Johnstone (Donoho & Johnstone, 1994) . For those signals, we took t ∈ [0, 1], drawn according to a uniform distribution.
We use 200 points for the learning set and 1000 points for the testing set. The noise is added only on the learning set. Parameters (ν, i |β i |...) are computed by cross validation on the learning set. Table 1 presents the results over 30 runs for each data base.
These results point out the sparsity and the efficiency of LARS solutions. Figure 3 illustrates how multiple kernel learning enables the regression function to fit the local frequency of the model. It also shows that selected points belong higher and higher scales with iterations. Indeed, the correlation with the residue can be seen as an energetic criterion: when the amplitude of the signal remain constant, there is more energy in the low frequency part of the signal. That is why the first selected sources of information describe those parts of the signal. The results with different Donoho's synthetic signals enable us to distinguish the benefits of the LARS method from the benefits of It is important to note that LARS-RV and LARS-σ s are parameter free methods when combined with the heuristic described in section 3.4. Best results are achieved with LARS-i |β i |, however, LARS-RV results are almost equivalent without any parameters.
Real data
Experiments are carried out over regression data bases pyrim and triazines available in the UCI repository (Blake & Merz, 1998) . We compare our results with (Chang & Lin, 2005) .
The experimental procedure for real data is the following one: Thirty training/testing set are produced randomly, table 2 presents mean and standard deviation of MSE (mean square error) on the test set. 80% of the points are used for training and the remaining paramters (ν, i |β i |...) are computed by cross validation on the learning set.
The results obtained with LARS algorithm are either equivalent to Chang and Lin's ones or better. ǫ-SVM solution is not really competitive but it gives an interesting information on the number of support vectors required for each solution. LARS-RV and LARS-σ s results are very interesting: they are parameter free using the heuristic describe in section 3.4, moreover the LARS-RV achieves the best results for pyrim. 
Conclusion
This paper enables us to meet two objectives: proposing a sparse kernel-based solution for the regression problem and introducing new solutions for the bias-variance compromise problem. The LARS offers opportunities for both problems. It gives an exact solution to the LASSO problem, which is sparse due to ℓ 1 regularization. The ability of dealing with multiple kernels allows rough setting for the kernel parameters. Then, LARS algorithm optimizes the parameters at each iteration, selecting a new point in the optimal scale. The fact that the LARS computes the regularization path offers efficient and non parametric settings for the compromise parameter.
This methodology gives good results on synthetic and real data. In the meantime, the required time computation is reduced compared with SVM, due to the sparsity of the obtained solutions.
The perspectives of this work are threefold. We have to test LARS-methods on more databases to evaluate all properties. We also want to improve the multiple kernel building. Indeed, the use of the current σ k often leads to a slight overfitting and to less sparse solutions. Finally, we will analyze the LARS-RV results deeper, to explain the good results and possibly improve them.
