Abstract We study the semi-classical trace formula at a critical energy level for a Schrödinger operator on R n . We assume here that the potential has a totally degenerate critical point associated to a local minimum. The main result, which computes the contribution of this equilibrium, is valid for all time in a compact and establishes the existence of a total asymptotic expansion whose top order coefficient depends only on the germ of the potential at the critical point.
of the Hamiltonian flow of p 0 on the energy surface Σ E . This duality between spectrum and periodic orbits exists also in a non-semiclassical context such as in the Selberg trace formula or for the trace of the wave operator on compact manifolds. In the semi-classical setting this kind of correspondence was initially pointed out in the physic literature : Gutzwiller [10] , Balian&Bloch [1] . From a mathematical point of view, and when E is a regular energy, a non-exhaustive list of references is Brummelhuis&Uribe [3] , Petkov&Popov [14] , Paul&Uribe [13] and more recently Combescure et al. [7] with a different approach based on coherent states.
When one drops the assumption that E be a regular value, and this will be the case here, the behavior of (1) depends on the nature of the singularities of p on Σ E . This problem is too complicated in general position and some extra hypotheses on p are required. The case of a non-degenerate critical energy, i.e. such that the critical-set C(p 0 ) = {(x, ξ) ∈ T * R n / dp 0 (x, ξ) = 0} is a compact C ∞ manifold with a Hessian d 2 p 0 transversely non-degenerate along this manifold, has been investigated first by Brummelhuis et al. in [2] . They treated this question for quite general operators but it was assumed that 0 was the only period of the linearized flow in supp(φ). The case of the non-zero periods of the linearized flow was obtained by Khuat-Duy [12] with supp(φ) compact, but for Schrödinger operators with non-degenerate potentials. Our contribution was to generalize his result for some more general operators, but under some geometrical assumptions on the flow (see [4] ). Finally, in [5, 6] the case of degenerate critical points for h-pseudo-differential operators was obtained respectively for elliptic and real-principal type singularities but with a very restrictive assumption on the dimension for the later. In this work we treat the case of Schrödinger operators near a degenerate minimum of the potential.
After a reformulation, the spectral function (1) can be expressed in terms of oscillatory integrals whose phases are related to the Hamiltonian flow Φ t = exp(tH p0 ). Precisely, the asymptotic behavior as h tends to 0 of these oscillatory integral is related to the closed orbits of this flow. When (x 0 , ξ 0 ) is a critical point of p 0 , and hence an equilibrium of the flow, it is well known that the relation :
leads to the study of degenerate oscillatory integrals. In this work we consider :
but the main result can be applied to an h-admissible operator, of principal symbol ξ 2 + V (x). In particular, we investigate the case of a smooth potential V with a single and degenerate critical point x 0 attached to a local minimum. An immediate consequence is that the symbol admits a unique critical point z 0 = (x 0 , 0) and that the linearized flow at this point is given by the flow of the free Laplacian. Also, Eq. (3) is automatically satisfied with :
and
Hence, the stationary phase method cannot be applied, same in a version with parameter, in a neighborhood of t = 0.
The proof is based on the BKW ansatz and on the existence of suitable local normal forms near the equilibrium for our phase functions with a generalization Semiclassical spectral estimates for Schrödinger operators at a critical energy level 3 of the stationary phase formula for these normal forms. This generalization holds only in the case of a local minimum of the potential and cannot be applied, for example, to the case of a local maximum of the potential.
Hypotheses and main result.
Let be p(x, ξ) = ξ 2 + V (x) where the potential V is smooth on R n and real valued. To this symbol is attached the h-differential operator
Clearly, P h is essentially autoadjoint if V is positive. To have a well defined spectral problem we use :
For example (H 1 ) is certainly satisfied if V tends to infinity at infinity. By Theorem 3.13 of [15] the spectrum σ(P h ) ∩ [E − ε, E + ε] is discrete and consists in a sequence λ 1 (h) ≤ λ 2 (h) ≤ ... ≤ λ j (h) of eigenvalues of finite multiplicities if ε and h are small enough. In this setting, and with E c critical, we want to study the asymptotics of the spectral function :
To avoid any problem of convergence we impose the classical condition :
. To simplify notations we will write z = (x, ξ) for any point of the phase space. Let be Σ Ec = p −1 ({E c }), we impose :
. This critical point is degenerate and associated to a local minimum of the potential V .
By degenerate we mean that the Hessian at the critical point x 0 is zero. It is clear that the germ of V at the critical point must be of the form :
where the function V j are homogeneous of degree j w.r.t. (x − x 0 ). Also, k ≥ 4 is even and V k has to be definite positive.
Remark 1.
Since all previous derivatives are 0 in x 0 , V k is invariantly defined w.r.t. the choice of local coordinates on R n near x 0 . Also, since ξ 2 > 0 for ξ = 0, elementary considerations show that (x 0 , 0) is isolated on Σ Ec .
Let be Θ a cutoff function near the critical energy E c and ψ ∈ C ∞ 0 (T * R n ) microlocally supported near z 0 . To understand the contribution of the equilibrium it suffices to study the microlocal problem :
See section 3 below for the introduction of Θ(P h ) and section 4 for ψ w (x, hD x ). The main result of the present work is :
where the Λ j,l are some computable distributions. The leading coefficient is :
where S(S n−1 ) is the surface of the unit-sphere of R n .
The leading term of Theorem 1 differs from the regular case. For E non-critical and supp(φ) small enough near the origin a classical estimates, see e.g. [13] , is :
where LVol(Σ E ) is the Liouville measure of the compact energy surface Σ E . Hence, for n > 1 the main term of Theorem 1 is smaller since
This result can be interpreted if we consider high energies estimates :
By the Weyl-law, we know that the trace makes a sense if ϕ decreases fast enough. This trace can be computed via :
Hence, the main contribution in the expansion of γ z0 (E c , h, ϕ) is just (2πh)
−n times the high energies estimate of Eq. (10). But Theorem 1 shows more since we have the existence of a complete asymptotic expansion for γ z0 (E c , h, ϕ). Finally, the contribution studied in Theorem 1 is exactly γ(E c , h, ϕ) if the critical point is attached to a strict minimum of the potential since in this case Σ Ec = {z 0 }.
Oscillatory representation.
Let be ϕ ∈ S(R) withφ ∈ C ∞ 0 (R), we recall that :
with 0 < ε < ε 0 and p −1 (I ε0 ) compact in T * R n . We localize near the critical energy E c with a cut-off function Θ ∈ C ∞ 0 (]E c − ε, E c + ε[), such that Θ = 1 near E c and 0 ≤ Θ ≤ 1. The associated decomposition is :
Semiclassical spectral estimates for Schrödinger operators at a critical energy level 5 with :
As concerns γ 1 (E c , h, ϕ) a well known result, see e.g. [5] , is :
Consequently, for the study of γ(E c , h, ϕ) modulo O(h ∞ ), we have only to consider γ 2 (E c , h, ϕ). By inversion of the Fourier transform we have :
The trace of the left hand-side is exactly γ 2 (E c , h, ϕ) and Lemma 1 gives :
Let be U h (t) = exp(− it h P h ), the evolution operator. For each integer N we can approximate U h (t)Θ(P h ) by a Fourier integral-operator depending on the parameter h. If Λ is the Lagrangian manifold associated to the flow of p :
a general result, see e.g. Duistermaat [8] for a proof and details, is :
The remainder, associated to R (N ) h (t), is under control via the trick :
The proof is easy by cyclicity of the trace (see e.g. [5] or [15] ).
In the particular case of Schrödinger operators it is well known, via the BKW ansatz, that the integral kernel of U
(N )
Θ,h can be written as :
where the function S satisfies the Hamilton-Jacobi equation :
with initial condition S(0, x, ξ) = x, ξ . This imply that :
and that the function S is a generating function of the flow, i.e. :
Multiplying Eq. (14) byφ(t) exp(itE c /h), passing to trace and integrating w.r.t. the time yields :
Remark 2. By a theorem of Helffer&Robert, see e.g. [15] , Theorem 3.11 and Remark 3.14, Θ(P h ) is h-admissible with a symbol supported in p −1 (I ε ). This allows us to consider only oscillatory-integrals with compact support.
Classical dynamic near the equilibrium.
Critical points of the phase function of (16) are given by the equations :
where the right hand side defines a closed trajectory of the flow inside Σ Ec . To obtain the contribution of the critical point, we choose a function ψ ∈ C ∞ 0 (T * R n ), with ψ = 1 near z 0 and such that supp(ψ) ∩ Σ Ec = {z 0 }. Hence :
where the asymptotics of the second term is given by the semi-classical trace formula on a regular level. The first term, which is precisely the quantity γ z0 (E c , h, ϕ) studied in Theorem 1, is micro-locally supported near z 0 and the only contribution for this term, when h tends to 0, arises from the set {(t, z 0 ), t ∈ supp(φ)}. Now, we restrict our attention to γ z0 (E c , h, ϕ). Since z 0 is an equilibrium, by a standard argument in classical mechanics, we obtain that :
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The computation of this linear operator is easy and gives :
A well known result is that the singularities w.r.t. (x, ξ), in the sense of the Morse lemma, of the function S(t, x, ξ) − x, ξ are supported in the set :
see e.g. Lemma 9 of [4] . As mentioned in the introduction we obtain :
To simplify notations, and until further notice, all derivatives d will be taken with respect to initial conditions (x, ξ). We can also identify each total derivatives d l f (z 0 ) with a form of degree l via :
The next terms of the germ of the flow in z 0 are computed via :
Lemma 2. Let be z 0 an equilibrium of the C ∞ vector field X and Φ t the flow of X. Then for all m ∈ N * , there exists a polynomial map P m , vector valued and of degree at most m, such that :
For a proof we refer to [4] or [5] . Here we use that our vector field is :
and we identify the linearized flow in z 0 with a matrix multiplication operator :
Clearly, with the hypothesis (H 3 ) we obtain the polynomials :
Where the notation Y 
If z 0 = 0 the germ of order k − 1 of the flow can be written as :
and can be computed explicitly. Terms of higher degree can be recursively obtained but we do not need them for the present work.
Normal forms of the phase function.
Since the contribution we study is micro-local, in a neighborhood V (z 0 ) of the critical point we can work in local coordinates and we identify T * R n ∩ V (z 0 ) with an open of R 2n . We define :
We start by a more precise description of our phase function.
Lemma 3. Near z 0 , here supposed to be 0 to simplify, we have :
where S k is homogeneous of degree k w.r.t. (x, ξ) and is uniquely determined by
Proof. In view of Eq. (20), it is natural to try :
where the S j are time dependant and homogeneous of degree j w.r.t. (x, ξ). Combining Φ t (∂ ξ S(t, x, ξ), ξ) = (x, ∂ x S(t, x, ξ)) and Eq. (20), we obtain first :
Similarly, if we retain only terms homogeneous of degree k − 1, we get :
If J is the matrix of the usual symplectic form σ we rewrite this as :
By homogeneity we obtain :
and this gives the result since d k−1 Φ t (0) is given by Eq. (19).
Fortunately, we will not have to compute the remainder explicitly because of some homogenous considerations. Now, we study carefully the function S k .
Corollary 2. The function S k satisfies :
where the functions g jl are smooth and vanish in (x, ξ) = 0.
Proof. If f is homogeneous of degree k > 2 w.r.t. (x, ξ) we can write :
A similar result is valid if f has time dependant coefficients. Hence, it remains to compute terms of degree 0 and 1 w.r.t. ξ. By construction we have :
Clearly, the term homogeneous of degree k w.r.t. x is given by :
By combinatoric and linear operations, the term linear in ξ can be written :
This complete the proof.
These two terms can be also derived more intuitively. From the Hamilton-Jacobi equation we obtain S(0, x, ξ) = x, ξ , ∂ t S(0, x, ξ) = −p(x, ξ) and :
We get ∂ Lemma 4. In a neighborhood of (t, z) = (t, z 0 ), there exists local coordinates y such that :
Proof. We can here assume that z 0 is the origin. We proceed in two steps. First we want to eliminate terms of high degree. Let be :
Since S(t, x, ξ) − x, ξ = O(t), we have Ψ (t, z) = O(t). Hence, all terms of the expansion are O(t) and this allows to write E = tẼ and R k+1 = tR k+1 . We use polar coordinates x = rθ, ξ = qη, θ, η ∈ S n−1 (R), q, r ∈ R + . This induces naturally a jacobian r n−1 q n−1 . By construction, there exists a function F vanishing in (q, r) = (0, 0) such that :
With Lemma 3 and Corollary 2, near the critical point we have :
Thanks to the Taylor formula, the remainderR k+1 can be written as :
where R 1 vanishes in r = 0 and R 2 vanishes in q = 0. We obtain :
with :
Since V k (θ) > 0, we can eliminate α 1 and α 2 by a local change of coordinates :
(qα
near (q, r) = (0, 0). We obtain the new phase :
where :
In a second time, we eliminate the nonlinear term in t. To do so, we write :
Finally, we can factor out the last term. To do so, we define :
6. Proof of the main result.
Let be k the even integer attached to our potential. We start by a lemma which allows to compute the asymptotic expansion of our oscillatory integrals.
, the asymptotic equivalent :
holds, as λ → +∞, with the distributional coefficients :
whereâ is the partial Fourier transform of a w.r.t. y 0 .
Proof. Let us consider first an amplitude a 1 (y 0 )a 2 (y 1 )a 3 (y 2 ). We note I(λ) our integral, changing (y 1 , y 2 ) by (λ
and integrating w.r.t. y 0 yields :
2 ) decreases faster than any polynomial when y 1 or y 2 tends to infinity we insert finite Taylor expansions for a 2 and a 3 to obtain :
Since k > 2, easy estimates and support considerations show that :
Finally, since the coefficients obtained are continuous linear functionals, the general formula holds for a ∈ C
Remark 4. This lemma holds also for integration w.r.t (y 1 , y 2 ) on R 2 . But this lemma cannot be applied for a difference y 
.
We apply Lemma 5 to our amplitude A(y 0 , y 1 , y 2 ) to prove the existence of the complete asymptotic expansion. Using Remark 3, we obtain that the first nonzero coefficient of this expansion occurs for j = l = n − 1 with : 
But by construction we have :
A(y 0 , y 1 , y 2 ) = y * (a|Jy|(t, rθ, qη))(y 1 y 2 ) 1−n dy 3 ...dy 2n .
Easy manipulations and the properties of the coordinates y (cf. Lemma 4 and Remark 3) show that :
A(y 0 , 0, 0) =φ(y 0 )
Setting λ = h −1 , dividing by (2πh) n and substituting Eq. (39) in Eq. (38) we obtain the result stated in Theorem 1.
The main result can be extended to the case of an h-admissible operator. If p 1 is the sub-principal symbol the half-density of the propagator is given by : exp(i 
see [9] concerning the solution of the first transport equation. But the critical point is invariant under the flow and if p 1 vanishes at the critical point the statement is the same. Otherwise, the first term of the BKW expansion satisfies a (0) (t, z 0 ) =φ(t) exp(itp 1 (z 0 )) and this causes a shift by p 1 (z 0 ) in Theorem 1.
