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ABSTRACT
There is a strong motivation to reduce the amount of acquired data necessary to reconstruct clinically useful MR images,
since less data means faster acquisition sequences, less time for the patient to remain motionless in the scanner and better
time resolution for observing temporal changes within the body. We recently introduced an improvement in image quality
for reconstructing parallel MR images by incorporating a data ordering step with compressed sensing (CS) in an algorithm
named ‘PECS’.1 That method requires a prior estimate of the image to be available. We are extending the algorithm
to explore ways of utilising the data ordering step without requiring a prior estimate. The method presented here first
reconstructs an initial image x1 by compressed sensing (with sparsity enhanced by SVD), then derives a data ordering
from x1, R
′
1, which ranks the voxels of x1 according to their value. A second reconstruction is then performed which
incorporates minimisation of the first norm of the estimate after ordering by R′1, resulting in a new reconstruction x2.
Preliminary results are encouraging.
Keywords: Parallel Magnetic Resonance Imaging (pMRI), Compressed Sensing (CS)
1. INTRODUCTION
In recent years compressed sensing (CS), also known as compressive sampling or sparse recovery, has attracted considerable
attention in different areas of information theory, digital signal processing and imaging. The traditional Shannon-Nyquist
sampling theorem specifies that a band limited analog signal can be perfectly reconstructed from captured samples if
the sampling rate is at least twice the signal bandwidth. In applications like remote surveillance, spectroscopy, medical
imaging and genomic data analysis, data acquisition at a high sampling rate is difficult to implement or sometimes
physically impossible. To address this challenge, Candes and Romberg2 showed that it is practical to recover certain
types of signals accurately from a small number of linear, random samples or measurements. Their results predict that
it is possible to sense sparse signals by acquiring far fewer measurements than the Shannon-Nyquist limit using highly
nonlinear methods. CS relies on the fundamental fact that many types of images and signals can be represented by using
only a few non-zero coefficients in a suitable basis. These types of signals are called very sparse or highly compressible
and lossy compression techniques like JPEG and MP3 exploit the property. A compression is obtained by storing only
the largest basis coefficients. When full information of the signal is available, a reasonable strategy for reconstructing
the signal is to set the non-stored coefficients to zero. However, when the signal first has to be acquired by a difficult
measurement (sensing) procedure, this method is a waste of resources, since after a large effort is made to obtain full
information on the signal, most of the information is thrown away at the compression stage.
Of course measuring directly the large coefficients as suggested above without knowing a priori their locations is
not possible. However it has been shown that the precise number of required measurements for an accurate recovery of
compressed version of the original signal is comparable to the compressed size of the signal.2 Two principles make sensing a
sparse object by taking as few measurements possible: sparsity, which pertains to the signals of interest, and incoherence,
which pertains to the sensing modality. As stated above, sparsity expresses that many natural signals are sparse or
compressible in the sense that they have concise representations when expressed in the proper basis. Incoherence reveals
the idea that signals having a sparse representation in any defined domain must be spread out in the domain in which
they are acquired.3,4 An incoherent measurement system is shown to inherently satisfy the restricted isometry property
(RIP).5 Since the signal is greatly undersampled, the linear system describing the measurements is underdetermined and
therefore has infinitely many solutions. The key idea in CS is that the sparsity helps in isolating the original vector by
using efficient algorithms. The reconstruction algorithm searches for the sparsest vector that is consistent with the linear
measurements. This idea leads to the combinatorial l0-norm or lp-norm problems.
4
Magnetic resonance imaging (MRI) is a non-invasive and highly flexible medical imaging modality with three dimen-
sional capabilities. In conventional Cartesian Fourier transform-based imaging, samples are acquired in spatial Fourier
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space (“k-space”) along readout lines uniformly spaced in the phase-encode directions. Then the image is reconstructed us-
ing an inverse discrete Fourier transform. The time required to sample enough points of k-space for the desired field of view
(FOV), resolution, and signal-to-noise ratio (SNR) is limited by the inherent spin relaxation properties of the material and
by the technical and physiologic problems associated with rapidly switched magnetic field gradients. This time-consuming
nature of image encoding has inspired novel data acquisition and image reconstruction techniques. For example parallel
imaging uses multiple receiver coils to reduce the scan time. In parallel MRI (pMRI) an array of coils is used to collect
undersampled k-space data simultaneously without the need of further increased gradient performance. The different
spatial sensitivity profiles of receiver coils are used for spatial encoding to produce high-quality images without aliasing.6
Despite the many advances in pMRI, there is always a need for further increases in the speed of image acquisition. CS has
generated significant interest in MRI due to its potential for increasing data acquisition speed. Since sparse representation
is one of the crucial requirements in successful recovery in CS MRI, different orthogonal transformations to sparsify the
images were proposed and investigated. In early CS MRI work, classical analytical transforms such as total-variation,3
identity transform for angiograms,3 nonsubsampled contourlet transform,7 combined transforms8 and dual-tree complex
wavelets transform9 were employed. These constraints impose uniqueness to the solution of ill-posed problems. More
recently, to achieve high quality reconstruction results with high reduction factors in data sampling, adaptive transforms
(or dictionaries) were focused rather than blindly and uniformly enforcing traditional methods. Data-driven adaptive
redundant dictionaries,10 reference-guided sparsifying transform11 and K-SVD dictionary learning12 are some examples
in this area.
In a previous paper1 we demonstrated an improvement in image quality in reconstructing parallel MR images by
incorporating a data ordering step with compressed sensing in an algorithm named ‘prior estimation-based compressed
sensing’ (PECS). That method requires a prior estimate of the image to be available.1 Extending the use of data sorting
as first proposed by Adluru and DiBella,13 PECS allows prior knowledge of the underlying image to be intrinsically
incorporated in the image recovery process. In Adluru and DiBella’s proposal, the intensities of the signal estimate are
reordered according to a preprocessing step when applying the constraints on the estimated solution within the iterative
reconstruction.13 The ordering of the intensities was monotonic and thus minimized the finite differences norm if the
correct image was estimated (the constraint Adluru and DiBella used in their CS work was the total-variation transform).
An undersampled measured dataset was used for the estimated ordering. In PECS, the required sorting order was obtained
from rearranging the elements in the underlying image based on the magnitude information gathered from a prior image
estimate, so that the underlying image can be recovered in a new form that exhibits a higher level of sparsity. The
prior image used for sorting order was estimated from the fully sampled central regions of k-space, i.e., a low resolution
reconstruction. Comparing the results proved that the PECS reconstruction led to better image contrast and details.1
In the following we extend the algorithm by exploring ways of utilising the data ordering step without requiring a
prior estimate. We first reconstruct an initial image x1 by CS, then derive a sorting order from x1, R1, which ranks
the voxels of x1 according to their value. A new reconstruction is performed which incorporates R1 and results in a
new reconstruction x2. Preliminary results are encouraging. This paper is organized as follows. First, we provide the
necessary background on CS MRI and then in pMRI. In the remainder of the paper we describe the proposed algorithm
and show results illustrating the performance of our algorithm. The final section provides discussion and conclusions.
2. METHODS
In principle, MR images can be reconstructed from a sequence of acquisitions using various k-space trajectories which
cover a whole region of k-space. Conventionally the k-space sampling pattern needs to be designed to satisfy the Shannon-
Nyquist sampling criterion, which in turn depends on the resolution and field of view (FOV). Having different sparsifying
transforms for MR images and the nature of MR acquisition are two key properties enabling CS to suceed in MRI.
Reconstruction from Cartesian acquisitions is as simple as applying the inverse Fast Fourier Transform (FFT) to k-space
dataset. In this work we consider 2D Cartesian pMRI imaging.
2.1 CS MRI
The goal in CS MRI is to reconstruct the unknown image from limited k-space measurements. Consider a finite-length,
discrete-time signal f , which can be viewed as an N × 1 vector in <N with elements f [n], n = 1, 2 . . . , N . (We treat an
image by vectorizing it into a one-dimensional vector). The imaging process is commonly modeled as
y = Fu f , (1)
where Fu ∈ CM×N is the undersampled Fourier encoding matrix relating the unknown image f to the limited k-space
measurements y ∈ CM. In general, one would not expect to be able to accurately recover f when M < N . However
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it is possible to accurately estimate f if it is ‘K-sparse’ by itself or in some other transformation domain; with a high
probability CS can reconstruct f exactly from only M measurements, where M = O(K log(N/K)).2,14
It has been justified that measurement matrices constructed by randomly drawing entries from a certain distribution
are largely incoherent with any fixed basis and ensure an exact recovery.4,14 Gaussian and Bernoulli measurement matrices
are two examples of random matrices which can recover all sparse signals with high probability.15 For an orthonormal
basis matrix, the use of a random measurement matrix leads to a sensing matrix that obeys the uniform uncertainty
principle (UUP) with overwhelming probability.5 Lustig exhibited a uniform random distribution of samples in spatial
frequency does not take into account the energy distribution of MR images in the center of k-space.3 Consequently they
proposed a random variable-density sampling with denser sampling near the center of k-space which characterized the
incoherence properties of pure random sampling. The designed nonuniform random undersampling leads to incoherency of
the aliasing artifacts caused by k-space undersampling and has been employed in many CS MRI reconstruction methods.
Assuming for a moment that f exhibits sparsity in itself, one of the theoretically simplest ways to recover such a
vector from its measurements is l0-minimization. Consider the l0-norm that counts the number of non-zero entries in f ,
Therefore a K-sparse vector has l0-norm equal to K. The modified optimization for Eq. (1) is
min
f∈<N
‖f‖0 subject to y = Fuf . (2)
In practice, the sparsity of f may only be evident after some transformation. Any signal in <N can be represented in
terms of a basis of N × 1 vectors ψi, i = 1, 2, . . . , N . For simplicity, assume that the basis is orthonormal. Thus a signal
f can be expressed as
f =
N∑
i=1
si ψi or f = Ψ s, (3)
where the vectors ψi are columns of the N × N basis matrix, Ψ = [ψ1|ψ2| . . . |ψN ] and s is a N × 1 column vector of
weighting coefficients. Since Ψ is assumed to be orthogonal, si = ψ
T
i f (
T denotes transposition). Thus s is the equivalent
representation of the signal in the Ψ domain.
The signal f is K-sparse if to a close approximation it is a linear combination of only K basis vectors; that is, only K
of the coefficients si in Eq. (3) are nonzero and (N −K) are zero. The case of interest is when K << N . The signal f is
compressible if the representation has just a few large coefficients and many small coefficients.
By substituting Ψ from Eq. (3), y in Eq. (2) can be written as synthesis-based sparse reconstruction
min
s∈<N
‖s‖0 subject to y = Fu Ψs. (4)
Typical formulations of the CS reconstruction problem with the analysis-based and synthesis-based regularization are
in the following Lagrangian setup:
fˆ = arg min
f
‖y − Fuf‖22 + λΓ(Φf), sˆ = arg min
s
‖y − FuΨs‖22 + λΓ(s), (5)
where the function Γ(.) is a variant of the lp-norm with 0 ≤ p ≤ 1 to enforce sparsity in both cases.3 λ is the regularization
parameter which balances the trade off between the acquired data consistency and sparsity of the image representation.
The key property in designing or learning the sparsifying transform Ψ is its sparsifying ability to capture the local
(spatial) contextual information in an image and suppress incoherent noise, i.e., an appropriate transform should produce
high-magnitude sparse coefficients such that by imposing Γ(Φf), the lp-norm significantly constrains the solution space of
f .11 The analytical total-variation transform imposes sparseness on the whole image domain such that finite differences in
horizontal and vertical directions in the image are sparse. Typically this transform is considered as an additional constraint
with the other proposed transforms to smooth the difference between the recovered values of adjacent pixels. For instance,
artifacts usually exist in CS reconstructions when the wavelet transform is used alone for the sparse representation. Thus
total variation (TV) terms are frequently combined with the wavelet transform to suppress these artifacts and enforce
spatial homogeneity.3
Two distinct major approaches to sparse recovery have been presented with different benefits and shortcomings. l1-
minimization methods such as Basis Pursuit provides strong guarantees of exact recovery and stability, but relies on
Linear Programming and carries the burden of polynomial time and increased implementation complexity.16 The second
approach uses greedy methods (matching pursuit). While there is no guarantee that matching pursuit computes sparse
representations, it is easily implemented, converges quickly, and has good approximation properties.17
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2.2 Sparsifying Transforms and Dictionaries
According to restricted isometry property (RIP) condition,2 for a given amount of data, the sparser a signal is, the better
the reconstruction that can be expected. Therefore sparse approximation is at the heart of many efficient compression
and compressed sensing algorithms. However, fixed common orthogonal sparsifying transforms are not flexible enough to
capture the complex characteristics of different signals of interest in particular applications. An extensive body of work
investigated different sparsifying transforms that exploit the image characteristics for accurate reconstruction.?, 18–21 For
example the wavelet transform fails to compress regular edges efficiently. In22 this problem was addressed by use of the
curvelets transform. Recently, adaptive transforms (or dictionaries) have become increasingly popular as they can more
accurately capture characteristics of the images during reconstruction. Instead of regularizing the CS inverse problem
with a fixed basis, Peyre´ proposed a framework which uses sparsity in a a tree-structured dictionary of orthogonal bases
which are adapted to a given image.19 Most of the work in dictionary-based recovery involves learning a dictionary from
a collection of pre-collected reference images. The trained dictionary is then employed as the sparse representation basis
for the CS recovery procedure. Learning sparsifying transform from a reference image to capture the anatomical structure
of unknown image to guide the reconstruction process was demonstrated by Babican et al .11
2.3 CS in Parallel MRI
In recent years, Parallel MRI (pMRI) has been used for accelerating the MRI scans. In pMRI, multiple receiver coils are
employed in data acquisition and due to the distinct sensitivity of each individual receiver coil to the object magnetization,
the different coils receive somewhat independent measurements from the imaged object. Thus it is possible to recover
the image using the undersampled data sets simultaneously acquired by the coils. To achieve further acceleration, both
pMRI and CS-MRI were employed in our work. In the direct application of CS recovery with pMRI to accommodate
multiple receiver measurements, the distinctive coil sensitivity encoding in different receiver coils needs to be employed .
The SENSE6-like reconstruction formulation in pMRI is presented as follows:
fˆ = arg min
f
‖y −Ef‖22 , E =

Fudiag(c1)
Fudiag(c2)
...
Fudiag(cM )
 , y =

y1
y2
...
yM
 , (6)
where y is the vector formed from k-space data acquired in all the M channels, f is the unknown vector defining the desired
full (FOV) image to be computed, E is the sensitivity encoding matrix, cn denotes the coil sensitivity profile for the nth
coil, and diag(cn) is a diagonal matrix with the elements of vector cn on the main diagonal and zero elsewhere. The
direct generalization of CS in parallel imaging23,24 formulates the reconstruction from multi-channels, as the same convex
optimization problem as CS-MRI in Eq. 5, except that the encoding matrix is the Fourier transform of the channel-specific
sensitivity modulation E, thus
fˆ = arg min
f
‖y −Ef‖22 + λΓ(Φf). (7)
2.4 PECS
Our group proposed ‘prior estimation-based compressed sensing’ (PECS) in a previous paper.1 PECS is a promising
technique that exploits prior knowledge of the underlying image in pMRI reconstruction. It has been proved in various
studies that the success of CS recovery is fundamentally limited by the sparsity level of the underlying image. The more
compressible the signal, the sparser its Fourier, DCT, Wavelet, etc. transform is and consequently if we decrease K, then
we can reconstruct the original signal from fewer samples.
Adluru and DiBella proposed a preprocessing technique to improve the reconstruction of the signals that may not fit
the TV constraint well.13 Their method used non-reordered reconstructions to obtain information about the signal to
be reconstructed to determine the orderings of the pixel intensities. They also proposed that ordering estimation can be
performed from the low-resolution images when a variable density undersampling scheme is used, and from non-reordered
constrained reconstructions. The TV norm corresponding to the optimal regularization parameter with an appropriate
ordering, is lower than the corresponding optimal regularization parameter without reordering. Clearly, by reducing
sudden variations in the rapidly varying curves, reordering gives a better match to the TV constraint.
Interestingly, reordering of data has recently found application in a very different application of compressed sensing.
To enhance CS through improving signal compressibility a method by finding a sub-optimal permutation of wireless sensor
networks was proposed.25 It was stated that their sub-optimal reordering stably maintains a more compressible view of
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the signal. The presented method increased signal reconstruction accuracy at the same spatial sampling rate. The signal
vector was rearranged so that its sparse representation in the transform domain (the Fourier transform was used) has
much of the energy of the signal concentrated on the first few frequency coefficients.
A data ordering step is a crucial component of PECS. The basis of the PECS algorithm is illustrated in Figure
1. Consider a 2D signal, extracted from a brain cross-sectional slice as shown in Fig. 1(a). In Fig. 1(b) the pixels of
the image have been reordered to yield a monotonically increasing variation starting from the lower right corner. We
depict the ordering process as applying the operator R. The discrete cosine transformation (DCT) coefficients of the two
images were calculated and their magnitudes are depicted in Fig. 1(c) and Fig. 1(d), respectively. Note that many fewer
coefficients appear to have substantial magnitude in Fig. 1(d) than in Fig. 1(c). Subsequently the highest magnitude
5% of the coefficients were retained and the rest relaxed to zero. Finally images were reconstructed from the resulting
compressed data. Fig. 1(e) shows the result corresponding to applying conventional compression to the original image
in Fig. 1a. Fig. 1(f) shows the result obtained after reconstructing the compressed version of Fig. 1(d), followed by an
inverse ordering process (R−1). It is clear that the results for the case incorporating the reordering step are superior. A
significant loss of high frequency information was resulted from the first decompression outcome.
To compare the reconstructed images the normalized mean square error (NMSE) between the reference signal and
reconstructed one was calculated by:
NMSE =
√∑P
i=1(|Ireferencei | − |Ireconstructedi |)2∑P
i=1 |Ireferencei |2
, (8)
where P denotes the number of elements within the reference signal. As reported in the captions for Fig. 1(e) and Fig. 1(f)
the NMSE value for the reconstructed image utilizing the reordering step is significantly decreased.
In PECS, we applied the data sorting strategy to the CS recovery process. Hence, instead of the underlying signal f
estimation, an attempt to recover the sorted signal g was made , where f
R→ g. PECS is therefore formulated as follows:
gˆ = arg min
g
‖y −ER g‖22 + λΓ(Φg), gˆ R
−1→ fˆ (9)
where fˆ and gˆ are the estimates of the underlying signal and the sorted signal under sorting order R, respectively. In Eq.
(9), ER represents the sensitivity encoding matrix introduced in Eq. (6) with columns reordered according to R. The
results presented showed that the data sorting allows the underlying signal to be recovered in an alternative form that
possesses a higher level of sparsity, and hence leads to a better signal recovery.1
As exact knowledge of the underlying signal (image) is not available prior the reconstruction to gain the exact sorting
order (R), we used a signal prior estimate to give an approximate sorting order R′. To perform PECS a low-resolution
approximation of the image was achieved using only the central regions of k-space from multiple coil data sets. Then, the
sorting order was obtained by sorting this low-resolution approximation into a 2D monotonical form, similar to Fig. 1.
Although applying an approximate sorting order results in an imperfectly sorted signal, which is inherently less sparse
than if R was used, it appeared to modify the form of reconstruction artifacts. In general, applying a data sorting
modifies the form of reconstruction artifacts in PECS from those in conventional CS. There are some structured artifacts
in conventional CS recovery which are dependent on the specific transform used and the signal features. In PECS on the
other hand, the structured artifacts present in the sorted signal/image domain and, after imposing the inverse ordering, are
likely to be become unstructured in the final reconstruction. These high-frequency noise-like variations can be suppressed
using a total variation constraint.
2.5 Proposed Method: SPECS
As a method of utilising the data ordering without requiring a prior estimation, we propose to reconstruct the initial image
by applying singular value decomposition (SVD) to the CS algorithm. Classical approaches in CS consider non-adaptive,
analytical transforms such as wavelets, total-variation, and contourlets.?, 3 A data-adaptive transform which captures
important characteristics of the images of interest, can better reveal anatomical structures.
SVD has been used for texture characterization, image restoration and for facial recognition.26 SVD is an effective
tool for minimizing data storage and data transfer.27 Since the approximation error for an image represented by SVD is
simply the sum of all unused singular values, removing the lowest valued high-order values will not significantly reduce
the approximation accuracy. Thus using SVD as the data-adaptive sparsity basis results in a sparse representation which
can be employed in the CS algorithm.
The singular value decomposition of a matrix factors an M ×N matrix A into the form
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(a) Original 2D image (b) Reordered image
(c) DCT coefficients of the image (d) DCT coefficients of the reordered image
(e) Decompressed image (f) Decompressed image after unsorting
Figure 1: (a) Illustrates the original image of an axial plane brain slice which reconstructed from full sampled
k-space and considered as the reference; (b) image (a) ordered into a a 2D monotonically decreasing variation
(R); (c) DCT coefficients of (a) for which the summation of the coefficients is 5947; (d) DCT coefficients of (b) for
which summation of the coefficients is 472; (e) reconstructed image using only the 5% largest DCT coefficients
from (c), NMSE= 0.1823 ; (f) reconstructed image using only the 5% largest DCT coefficients from (d) and
reordering (R−1), NMSE= 0.0018.
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A = UΣVT (10)
where U is an M ×M orthonormal matrix; V an N ×N orthonormal matrix, and Σ an M ×N matrix containing the
singular values of A along its main diagonal, arranged in descending order. Calculating the SVD consists of finding the
eigenvalues and eigenvectors of AAT and ATA. The eigenvectors of ATA make up the columns of V and the eigenvectors
of AAT make up the columns of U. The eigenvalues of both ATA and AAT are the squares of the singular values for
A. Equation (10) can be expressed as
A =
p∑
i=1
uiσiv
T
i , σ1 ≥ σ2 ≥ σ3 ≥ · · · , σi = 0 for r < i ≤ p (11)
where r is the rank of matrix A, p is the smaller of the dimensions M or N , and ui, vi are the i
th column vectors of U,
V respectively, and σi are the singular values. The matrix A can be approximated by matrix Aˆ with rank k by
Aˆ =
k∑
i=1
uiσiv
T
i , (12)
(a) (b)
Figure 2: The results of an SVD-based image compression with different compression ratios: in (a) 50% and in
(b) 10% of coefficients in Σ were used to accomplish compression. The original uncompressed image is shown in
Fig. 1(a).
As the singular values are in descending order it can be seen that the error decreases towards zero in the 2-norm
sense. In Fig. 2 the same image as in Fig. 1(a) was used to assess the compression obtainable via SVD. In Fig. 2(a) and
Fig. 2(b) reconstructions are shown from 50% and 10% of the singular values, respectively.
Incorporating Equation (10) into the optimization expressed in Equation (7) allows reconstruction of an image with
SVD as the sparsifying transform. Direct inverse Fourier transform from the undersampled k-space is used for the initial
estimate (A) of the target U, Σ and V. The CS reconstruction with the SVD transformation recovered image is used
to derive the data order approximation and that is incorporated into the second CS recovery framework. After applying
the unsorting process to the second CS, a final reconstruction with high fidelity is obtained. We named this new method
‘SPECS’ since it represents an SVD-based modification of PECS. A summary of the SPECS algorithm is presented below:
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SPECS Algorithm
Initialization:
Set y: under-sampled k-space measurements, Fu: under-sampled Fourier matrix
E: sensitivity encoding operator,
A: initial image reconstructed by inverse Fourier transformation of the under-sampled k-space data
SVD: sparsifying transform, image A to sparse representation Σ
CS algorithm:
Solve The l1-norm optimization defined in (7), with added total variation term, to reconstruct the image
SVD regularization parameter λ1 = 0.03, TV regularization parameter λ2 = 0.01
max number of iterations = 5
Repeat the iterations in NLCG3 algorithm until the stopping criterion is met
Output: x1 reconstruction result which is used to derive sorting order R
′
1.
Initialization:
Set y: under-sampled k-space measurements, Fu: under-sampled Fourier matrix
E: sensitivity encoding operator, DCT: sparsifying transform, R′1: approximate sorting order
PECS algorithm:
Solve The l1-norm optimization defined in (9), with added total variation term, to reconstruct the image
DCT regularization parameter λ1 = 0.02, TV regularization parameter λ2 = 0.02
max number of iterations = 30
Repeat the iterations in NLCG algorithm until the stopping criterion is met
Output: reordered reconstruction
Invoke the unsorting process (R′−1) to form the final reconstructed image
Final output: x2
3. EXPERIMENTS
To evaluate the performance of the proposed SPECS method an in vivo experimental data set was acquired on a normal
volunteer. The data used was obtained using a 1.5T GE scanner equipped with an eight-channel head coil. A T2-
weighted axial brain slice was obtained with the following parameters: FOV = 22cm, matrix size = 256 × 256, TR/TE
= 2270/85msec. The phase encoding and frequency encoding directions were set to be posterior/anterior and left/right,
respectively. Consent from the volunteer was obtained prior to the scan. A full k-space data set was first obtained, then
various forms of sampling patterns were applied to simulate the undersampling required. The sparsifying transforms used
in the two phases of the algorithm were 2D SVD and 2D DCT. Lustigs nonlinear conjugate gradient descent toolbox3 was
modified from its initial form and used in the iterative reconstruction. A sampling pattern suitable for CS is one of the key
ingredients in a successful recovery. Therefore, the k-space data were randomly undersampled along the phase-encoding
direction with denser sampling near the k-space center than near the higher frequency periphery.
Fig. 3 and Fig. 4 compare the reconstruction outcomes of CS, PECS, and the proposed SPECS reconstruction algo-
rithms. In each subfigure within the figures the top left section of the image is expanded to allow closer inspection of the
quality. The NMSE value (cf. Eq. (8)) is listed in the caption for each subfigure/reconstruction method.
In Fig. 3 the k-space dataset was undersampled at an acceleration factor of 2, in other words just 50% of the full set
of k-space samples were retained. Fig. 3(a) depicts the reconstructed image from the k-space data, with all missing data
points replaced by zero values and after a straightforward inverse DFT. A conventional CS reconstruction is shown in
Fig. 3(b). It can be seen to generate a reconstruction with significant loss of image contrast and details, which is due to
the lack of frequency components. The PECS reconstruction, incorporating a prior image approximation (a low resolution
image) to derive a data ordering, is shown in Fig. 3(c). Finally, the same direct reconstruction as shown in Fig. 3(a) is
decomposed by SVD for the first phase of the new SPECS algorithm. As seen Fig. 3(d), the final reconstruction by the
SPECS method achieved a noticeably superior outcome with a significantly lower NMSE than the other methods, yet it
did not require any prior estimate.
In Fig. 4 the comparison was performed applying a significantly higher value of acceleration (acceleration factor = 5,
or only 20% of the data acquired) on the same dataset. In general, it is seen that even after applying such a high degree
of under-sampling, the proposed SPECS method achieves improved results compared with the other methods.
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(a) Zero-filled reconstructed image (b) CS
(c) PECS (d) SPECS
Figure 3: Reconstructed images from the undersampled k-space dataset for an acceleration factor AF = 2: (a)
image reconstructed with zero-filled k-space, NMSE = 0.1840; (b) reconstructed by the conventional CS method
using the DCT as the sparsifying transform, NMSE = 0.1298; (c) reconstructed image by the PECS method
using a low resolution image to derive the sorting order, NMSE = 0.1320; and (d) reconstructed image by the
new SPECS method, NMSE = 0.0877.
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(a) Zero-filled reconstructed image (b) CS
(c) PECS (d) SPECS
Figure 4: Reconstructed images from the undersampled k-space dataset for an acceleration factor AF = 5: (a)
image reconstructed with zero-filled k-space; (b) reconstructed by the conventional CS method using the DCT as
the sparsifying transform, NMSE = 0.1862; (c) reconstructed image by the PECS method using a low resolution
image to derive the sorting order, NMSE = 0.1751; and (d) reconstructed image by the new SPECS method,
NMSE = 0.1352.
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4. DISCUSSION & CONCLUSION
Compressed sensing (CS) is a relatively new approach for the acquisition and recovery of incomplete information which
exploits the inherent sparsity (explicit and implicit) of the underlying signal. The potential for incorporating image prior
knowledge into CS recovery at high acceleration factors has been exploited here. Thus in PECS we had introduced
a method for incorporating prior estimation of the underlying image in the reconstruction. Instead of recovering the
transform of the image itself, the transform of a sorted image (based on the sorting required to place the pixels of a
reference image in monotonic magnitude order) was recovered.
In the new method introduced here, SPECS, an alternative approach to capturing the underlying information needed
for optimal reordering was employed: an adaptive, data-driven sparsifying transform was employed in CS algorithm to
achieve an initial, relatively poor reconstruction, x1. SVD was chosen as the transform, since other studies suggested that
it can reveal more underlying structure of the image than the other more commonly employed transforms. Using x1 to
derive an approximate data ordering, R′1, makes the ordering process independent of prior image knowledge. The final
reconstruction is performed as for PECS, exploiting the significant increase in sparsity the ordering process provides.
The preliminary results presented in Figs. 3 and 4 show It was presented that the recovered images after incorporating
the obtained reordering in the second CS recovery, outperforms the PECS initial results. However SPECS requires no
prior information about the image to be recovered, the only trade-off of this method is the slightly increased computational
complexity compared to only using each method alone.
Despite the promising results achieved for compressed sensing in MRI, with pMRI there is difficulty in combining the
requirements for a regular sampling pattern to exploit sensitivity encoding across the array of coil signals6 with the re-
quirements for a random sampling pattern suited to CS.3 Recent findings28 have emphasized this difficulty. We argue that
the data ordering step which has been incorporated into PECS and SPECS helps overcome this restriction. Consider the
reconstruction with CS incorporating the DCT with that of SPECS: in the former case the compression combines a series
of sinusoids giving rise to smoothly varying artifacts (loss of signal detail); in contrast, in SPECS the unsorting process
causes the effective basis functions to becomes unstructured, resulting in the artifacts being distributed and effectively
random in nature. We argue that they become less destructive and true image features are thereby more observable.
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