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Abstract
We prove local in time Strichartz estimates without loss for the restriction of the solution of
the Schro¨dinger equation, outside a large compact set, on a class of asymptotically hyperbolic
manifolds.
1 The results
Let (M, G) be a riemannian manifold of dimension n ≥ 2. Denote by ∆G the associated Laplace-
Beltrami operator and by dG the riemannian volume density. The Strichartz estimates for the
Schro¨dinger equation
i∂tu+∆Gu = 0, u|t=0 = u0, (1.1)
are basically estimates of
||u||Lp([0,1],Lq(M,dG)) :=
(∫ 1
0
||u(t, .)||pLq(M,dG)dt
)1/p
,
in terms of certain L2 quantities of u0, when the pair of exponents (p, q) satisfies the so called
admissibility conditions
2
p
+
n
q
=
n
2
, p ≥ 2, (p, q) 6= (2,∞). (1.2)
We recall that Strichartz inequalities play an important role in the proof of local existence results
for non linear Schro¨dinger equations. We won’t consider such applications in this paper and will
only focus on Strichartz estimates.
Let us review some classical results. If M = Rn with the flat metric GEucl, it is well known
[24, 14, 17] that
||u||Lp([0,1],Lq(Rn)) . ||u0||L2(Rn). (1.3)
In this model case, the time interval [0, 1] can be replaced by R and the Strichartz estimates
are then said to be global in time1. Furthermore, the conditions (1.2) are seen to be natural by
considering the action of the scaling u(t, x) 7→ u(t/λ2, x/λ) on both Schro¨dinger equation and
Strichartz estimates.
1In this paper, however, we will only consider local in time Strichartz estimates, ie with t ∈ [0, 1].
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In more general situations, estimates of the form (1.3) have sometimes to be replaced by
||u||Lp([0,1],Lq(M,dG)) . ||u0||Hs(M,dG), s ≥ 0, (1.4)
where
||u0||Hs(M,dG) := ||(1−∆G)s/2u0||L2(M,dG),
is the natural L2 Sobolev norm. If s > 0, (1.4) are called Strichartz estimates with loss (of s deriva-
tives). Notice that, under fairly general assumptions on (M, G), we have the Sobolev embeddings,
namely Hs(M, dG) ⊂ Lq(M, dG) for s > n2 − nq . They show that (1.4) holds automatically if s
is large enough and the point of Strichartz estimates with loss (and a fortiori without loss) is to
consider smaller s than those given by Sobolev embeddings.
Such inequalities have been proved by Bourgain [9] for the flat torus Tn , n = 1, 2, with any
s > 0, ie with ’almost no loss’ (for certain (p, q)) and by Burq-Ge´rard-Tzvetkov [10] for any compact
manifold with s = 1/p. The techniques of [10] are actually very robust and can be applied to prove
the same results on many non compact manifolds. The estimates of [10] are known to be sharp,
by considering for instance M = S3 with p = 2 and certain subsequences of eigenfunctions of the
Laplacian. This counterexample can then be used to construct quasi-modes and show that (1.4)
can not hold in general with s = 0, even for non compact manifolds.
A natural question is therefore to find (sufficient) conditions leading to estimates with no loss.
A classical one is the non trapping condition. We recall that (M, G) is non trapping if all
geodesics escape to infinity (which forces M to be non compact). It was for instance shown in
[25, 22, 7] that, for non trapping perturbations of the flat metric on Rn, (1.4) holds with s = 0.
By perturbation, we mean that G − GEucl is small near infinity and we refer to these papers
for more details. In [15], the more general case of non trapping asymptotically conic manifolds
was considered. To emphasize the difference with asymptotically hyperbolic manifolds studied in
this paper, we simply recall that (M, G) is asymptotically conic if G is close to dr2 + r2g, in
a neighborhood of infinity diffeomorphic to (R,+∞) × S, for some fixed metric g on a compact
manifold S. The asymptotically Euclidean case corresponds to the case where S = Sn−1.
The non trapping condition has however several drawbacks. First it is a non generic property
and second there is no simple criterion to check whether a manifold is trapping or not. Furthermore,
it is not clearly a necessary condition to get Strichartz estimates without loss.
In [7], we partially got rid off this condition by considering Strichartz estimates localized near
spatial infinity. For long range perturbations of the Euclidean metric2 G on M = Rn, trapping or
not, we proved the existence of R > 0 large enough such that, if χ ∈ C∞0 (Rn) satisfies χ ≡ 1 for
|x| ≤ R, then
||(1 − χ)u||Lp([0,1];Lq(Rn,dG)) . ||u0||L2(Rn,dG). (1.5)
This shows that the possible loss in Strichartz estimates can only come from a bounded region
where the metric is essentially arbitrary (recall that being asymptotically Euclidean is only a
condition at infinity). One can loosely interpret this result as follows: as long as the metric is close
to a model one, for which one has Strichartz estimates without loss, the solution to the Schro¨dinger
equation satisfies Strichartz estimates without loss too.
The first goal of the present paper is to show that the same result holds in negative curvature,
more precisely for asymptotically hyperbolic (AH) manifolds. Let us however point out that, even
if our result (Theorem 1.2 below) is formally the same as in the asymptotically Euclidean case [7,
Theorem 1], its proof involves new arguments using the negative curvature. Slightly more precisely,
2ie, for some τ > 0, ∂αx (G(x) −GEucl) = O(〈x〉
−τ−|α|)
2
one of the messages of this paper is that, by taking advantage of certain curvature effects described
at the end of this Section, we prove Strichartz estimates using long time (microlocal) parametrices
of the Schro¨dinger group which are localized in very narrow regions of the phase space, much
smaller than those considered in the asymptotically Euclidean situation [7].
As far as the Schro¨dinger equation is concerned, Strichartz estimates on negatively curved
spaces have been studied by Banica [1] and Pierfelice [20, 21] (see [26] for the wave equation).
In [20], the author considers perturbations of the Schro¨dinger equation on the hyperbolic space
Hn by singular time dependent radial potentials, with radial initial data (and also radial source
terms) and derives some weighted Strichartz estimates without loss. The non radial case for the
free Schro¨dinger equation on Hn is studied in [1] where weighted Strichartz estimates are obtained
too. The more general case of certain Lie groups, namely Damek-Ricci spaces, was considered in
[21] for global in time estimates (see also [2] for the 2-dimensional case) and further generalized in
[3]. In these last papers, only radial data are considered.
In this article, we give a proof of Strichartz estimates at infinity which is purely (micro)local
and therefore, to many extents, stable under perturbation. In particular, we do not use any Lie
group structure nor any spherical symmetry. We won’t assume either any non trapping condition.
We refer to Definition 1.1 below for precise statements and simply quote here that our class of
manifolds contains Hn, some of its quotients and perturbations thereof. In particular, we do not
assume that the curvature is constant, even near infinity.
Powerful microlocal techniques for AH manifolds have already been developed by Melrose and
its school (see [18] and the references in [19]). These geometric methods, based on compactifica-
tion and blowup considerations, are perfectly designed for conformally compact manifolds (with
boundary) but do not clearly apply to the more general manifolds we shall study here.
Let us finally mention that Theorem 1.2 reduces the proof of potential improvements of Burq-
Ge´rard-Tzvetkov inequalities to local in space estimates of the form
||χu||Lp([0,1],Lq(M,dG)) . ||u0||Hs(M,dG),
with 0 ≤ s < 1/p. It would be interesting to know if such inequalities holds for some trapping AH
manifolds.
Before stating and discussing precisely our result, let us fix the framework.
Definition 1.1 (AH manifold). (Mn, G) is asymptotically hyperbolic if there exist a compact set
K ⋐M, a real number RK > 0, a compact manifold without boundary S and a function
r ∈ C∞(M,R), r(m)→ +∞, m→∞, (1.6)
which is a coordinate near M\K such that: we have an isometry
Ψ : (M\K, G)→ ((RK,+∞)r × S, dr2 + e2rg(r)) , (1.7)
where g(r) is a family of metrics on S depending smoothly on r such that, for some τ > 0 and
some fixed metric g on S, we have
||∂kr (g(r) − g) ||C∞(S,T∗S⊗T∗S) . r−τ−k, r > RK, (1.8)
for all k ≥ 0 and all semi-norms || · ||C∞(S,T∗S⊗T∗S) in the space of smooth sections of T ∗S⊗T ∗S.
3
With no loss of generality, we can assume that the decay rate τ in (1.8) satisfies
0 < τ < 1. (1.9)
Therefore, by analogy with the standard terminology in Euclidean scattering, dr2 + e2rg(r) can
be considered as a long range perturbation of the metric dr2 + e2rg. Notice that the conformally
compact case quoted above corresponds to the special situation where g(r) is of the form g˜(e−r),
for some family of metrics (g˜(x))0≤x≪1 depending smoothly on x ∈ [0, x0) (x0 small enough) up
to x = 0. In that case, g(r) is an exponentially small perturbation of g = g˜(0). The assumption
(1.8) is therefore more general.
We next denote by ∆G the Laplace-Beltrami operator associated to this metric. It is classical
that this operator is essentially self-adjoint on L2(M, dG), from C∞0 (M), and therefore generates
a unitary group eit∆G .
Our main result is the following.
Theorem 1.2. There exists χ ∈ C∞0 (M), with χ ≡ 1 on a sufficiently large compact set, such
that, for all pair (p, q) satisfying (1.2),
||(1− χ)eit∆Gu0||Lp([0,1];Lq(M,dG)) . ||u0||L2(M,dG), u0 ∈ C∞0 (M). (1.10)
This theorem is the AH analogue of Theorem 1 of [7] in the asymptotically Euclidean case.
To be more complete, let us point out that the analysis contained in this paper and a classical
argument due to [25] (see also [7, Section 5]), using the local smoothing effect [12], would give the
following global in space estimates.
Theorem 1.3. If in addition (M, G) is non trapping, then we have global in space Strichartz
estimates with no loss: for all pair (p, q) satisfying (1.2),
||eit∆Gu0||Lp([0,1];Lq(M,dG)) . ||u0||L2(M,dG), u0 ∈ C∞0 (M).
We state this result as a theorem although we won’t explicitly prove it. The techniques are
fairly well known and don’t involve any new argument in the present context. We simply note that
resolvent estimates implying the local smoothing effect can be found in [11].
We now describe, quite informally, the key points of the analysis developed in this paper.
Assuming for simplicity that S = S1 we consider the model case where the principal symbol of the
Laplacian is
p = ρ2 + e−2rη2.
For convenience, we introduce
P := −e(n−1)r/2∆Ge−(n−1)r/2
which is self-adjoint with respect to drdθ, instead of e(n−1)rdrdθ for the Laplacian itself.
Recall first that, by the Keel-Tao TT ∗ Theorem [17], proving Strichartz estimates (without
loss) is mainly reduced to prove certain dispersion estimates. Using the natural semi-classical time
scaling t 7→ ht, this basically requires to control the propagator e−ithP for semi-classical times of
order h−1. Such a control on the full propagator is out of reach (basically because of trapped
trajectories) but, fortunately, studying some of its cutoffs will be sufficient.
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After fairly classical reductions, we will work with semi-classical pseudo-differential operators
localized where r ≫ 1 and p ∈ I, I being a (relatively) compact interval of (0,+∞). We can split
the latter region into two areas defined by
Γ+ =
{
r ≫ 1, p ∈ I, ρ > −p
1/2
2
}
, Γ− =
{
r ≫ 1, p ∈ 1, ρ < p
1/2
2
}
,
respectively called outgoing and incoming areas. In the asymptotically Euclidean case, it turns
out that one can give accurate approximations of e−ithPχ± for times t such that 0 ≤ ±t . h−1, if
χ± are pseudo-differential cutoffs localized in Γ±. This is not the AH case: here we are only able
to approximate e−ithPχ±s for cutoffs χ
±
s localized in much smaller areas, namely
Γ+s (ǫ) =
{
r ≫ 1, p ∈ I, ρ
p1/2
> 1− ǫ2
}
, Γ−s (ǫ) =
{
r ≫ 1, p ∈ I, ρ−p1/2 < ǫ
2 − 1
}
,
which we call strongly outgoing/incoming areas. Here ǫ will be a fixed small real number. We then
obtain approximations of the form
e−ithPχ±s = JS±(a
±)e−ithD
2
rJS±(b
±)∗ +O(hN ), 0 ≤ ±t . h−1. (1.11)
Here e−ithD
2
r is the semi-classical group associated to the radial part D2r of P . JS±(a
±) and
JS±(b
±) are Fourier integral operators with phase essentially of the form
S± ≈ rρ+ θη + e
−2rη2
4ρ
,
that is the sum of the free phase rρ+θη and of a term whose Hessian is non degenerate in η, which
will be crucial for the final stationary phase argument (the small factor e−2r will be eliminated by
a change of variable). The non degeneracy of the full phase of the parametrix (1.11) in ρ will come
of course from e−ithD
2
r .
The approximation (1.11) is the AH Isozaki-Kitada parametrix and it will be used very similarly
to the usual Euclidean one as in [7]. Its main interest is to give microlocal approximations of
the propagator for times of size h−1. Recall however the big difference with the asymptotically
Euclidean case where one is able to consider cutoffs supported in Γ± rather than Γ±s (ǫ) in the AH
case. We therefore have to consider the left parts, namely
Γ±inter = Γ
± \ Γ±s (ǫ),
which we call intermediate areas. These areas will only contribute to the dispersion estimates for
small times using the following argument. By choosing δ small enough and by splitting the interval
(−1/2, 1− ǫ2) into small intervals of size δ, we can write
Γ±inter = ∪l.δ−1
{
r ≫ 1, p ∈ I, ± ρ
p1/2
∈ (σl, σl + δ)
}
= ∪l.δ−1Γ±inter(l, ǫ, δ).
By looking carefully at the Hamiltonian flow Φtp of p, it turns out that, for any fixed (small) time
t0, we can choose δ (which depends also on ǫ) such that
Φtp
(
Γ±inter(l, ǫ, δ)
) ∩ Γ±inter(l, ǫ, δ) = ∅, ±t ≥ t0. (1.12)
By semi-classical propagation, this implies that, for pseudo-differential operators χ±inter localized
in Γ±inter(l, ǫ, δ),
χ±intere
−ithPχ±∗inter = O(h∞), ±t ≥ t0.
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Such operators typically appear in the TT ∗ argument and the estimate above reduces the proof
of dispersion estimates to times |t| ≤ t0. The latter range of times can then be treated by fairly
standard geometric optics approximation.
We interpret (1.12) as a negative curvature effect on the geodesic flow which we can roughly
describe as follows, say in the outgoing case. For initial conditions (r, θ, ρ, η) in Γ+inter(l, ǫ, δ), the
bounds 1/2 < ρ ≤ (1 − ǫ2)p1/2 yields the following lower bound,
ρ˙t = 2e−2r
t
(ηt)2 & ǫ2,
over a sufficiently long time, if we set (rt, θt, ρt, ηt) := Φtp. This ensures that ρ
t/p1/2 increases fast
enough to leave the interval (σl, σl + δ) before t = t0 and give (1.12). In the asymptotically flat
case, ie with r−2 instead of e−2r, we have ρ˙2 = 2(rt)−3(ηt)2 and its control from below is not as
good, basically because of the ‘extra’ third power of (rt)−1.
This paper is organized as follows.
In Section 2, we introduce all the necessary definitions, and some additional results, needed to
prove Theorem 1.2. The latter proof is given in Subsection 2.5 using microlocal approximations
which will be proved in Sections 5, 6 and 7.
In Section 3, we study the properties of the geodesic flow in outgoing/incoming areas required
to construct the phases involved in the Isozaki-Kitada parametrix. This parametrix is then con-
structed in Section 5.
In Section 6 we prove two results: the small semi-classical time approximation of the Schro¨dinger
group by the WKBmethod and the propagation of the microlocal support (Egorov theorem). These
results are essentially well known. We need however to check that all the symbols and phases belong
to the natural classes (for AH geometry) of Definition 2.2 below. Furthermore, we use our Egorov
theorem to obtain a propagation property in a time scale of size h−1 which is not quite standard.
Finally, in Section 7, we prove dispersion estimates using basically stationary phase estimates
in the parametrices obtained in Sections 5 and 6.
Up to the semi-classical functional calculus, which is taken from [5, 6] and whose results are
recalled in subsection 2.3, this paper is essentially self contained. This is not only for the reader’s
convenience, but also due to the fact that the results of Section 6 do require proofs in the AH
setting, although they are in principle well known. The construction of Section 5 is new.
2 The strategy of the proof of Theorem 1.2
2.1 The setup
Before discussing the proof of Theorem 1.2, we give the form of the Laplacian, volume densities
and related objects on AH manifolds.
The isometry (1.6) defines polar coordinates: r is the radial coordinate and S will be called the
angular manifold. Coordinates on S will be denoted by θ1, . . . , θn−1.
A finite atlas on M \ K is obtained as follows. By (1.7), we have a natural ‘projection’ πS :
(M\K, G)→ S defined as the second component of Ψ, ie
Ψ(m) = (r(m), πS(m)) ∈ (RK,+∞)× S, m ∈M \ K. (2.1)
Choosing a finite cover of the angular manifold by coordinate patches Uι, ie
S = ∪ι∈IUι, (2.2)
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with corresponding diffeomorphisms
ψι : Uι → ψι(Uι) ⊂ Rn−1, (2.3)
we consider the open sets
Uι := Ψ−1 ((RK,+∞)× Uι) ⊂M\K,
and then define diffeomorphisms
Ψι : Uι → (RK,+∞)× ψι(Uι) ⊂ Rn, (2.4)
by
Ψι(m) = (r(m), ψι(πS(m))) .
The collection (Uι,Ψι)ι∈I is then an atlas on M\K. If θ1, . . . , θn−1 are the coordinates in Uι, ie
ψι = (θ1, . . . , θn−1), the coordinates in Uι are then (r, θ1, . . . , θn−1).
We now give formulas for the riemannian measure dG and the Laplacian ∆G on M \ K. In
local coordinates θ = (θ1, . . . , θn−1) on S, the riemannian density associated to g(r) reads
dg(r) := det (g(r, θ))1/2 |dθ1 ∧ · · · ∧ dθn−1|,
where det(g(r, θ)) = det(gjk(r, θ)) if g(r) = gjk(r, θ)dθjdθk (using the summation convention).
Then, in local coordinates on M\K, the riemannian density is
dG = e(n−1)rdet (g(r, θ))
1/2 |dr ∧ dθ1 ∧ · · · ∧ dθn−1|. (2.5)
Let us now consider the Laplacian. Slightly abusing the notation, we set
c(r, s) =
1
2
∂rdet(g(r, s))
det(g(r, s))
, r > RK, s ∈ S. (2.6)
This means, for fixed r, that the quotient of ∂rdet(gjk(r, θ)) by 2det(gjk(r, θ)) defines a function
on S (ie is independent of the coordinates). We then have
∆G = ∂
2
r + e
−2r∆g(r) + c(r, s)∂r + (n− 1)∂r.
It will turn out be convenient to work with the following density
d̂G = e(1−n)rdG, (2.7)
rather than dG itself. In particular, we will use the following elementary property: for all relatively
compact subset V ′ι ⋐ ψι(Uι), all R > RK and all 1 ≤ q ≤ ∞, we have the equivalence of norms
||u||
Lq(M,cdG)
≈ ||u ◦Ψ−1ι ||Lq(Rn), supp(u) ⊂ (R,+∞)× V ′ι , (2.8)
Lq(Rn) being the usual Lebesgue space. This is a simple consequence of (1.8) and (2.5) (we consider
R > RK since (1.8) gives an upper bound for det (g(r, θ)) as r → RK , not a lower bound).
We then have a unitary isomorphism
L2(M, d̂G) ∋ u→ e− (n−1)r2 u ∈ L2(M, dG), (2.9)
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and ∆G is unitarily equivalent to the operator
∆̂G := e
γnr∆Ge
−γnr, γn =
n− 1
2
, (2.10)
on L2(M, d̂G). This operator reads
∆̂G = ∂
2
r + e
−2r∆g(r) + c(r, θ)∂r − γnc(r, θ)− γ2n, (2.11)
and we will work the following one
P = −∆̂G − γ2n. (2.12)
If qι(r, ., .) is the principal symbol of −∆g(r) in the chart Uι, namely
qι(r, θ, ξ) =
∑
1≤k,l≤n−1
gkl(r, θ)ξkξl, (2.13)
the principal symbol of P in the chart Uι is then
pι = ρ
2 + e−2rqι(r, θ, η), (2.14)
= ρ2 + qι(r, θ, e
−rη),
The full symbol of P is of the form pι + pι,1 + pι,0 with
pι,j =
∑
k+|β|=j
aι,kβ(r, θ)ρ
k(e−rη)β , j = 0, 1. (2.15)
The terms of degree 1 in η come from the first order terms of the symbol of −∆g(r). In the
expression of ∆G they carry a factor e
−2r and therefore, if j = 1, k = 0 and |β| = 1 above, we
could write aι,kβ(r, θ) = e
−rbι,kβ(r, θ) for some function bι,kβ bounded as r → ∞. This remark
and (1.8) show more precisely that, for all V ⋐ ψι(Uι), the coefficients in (2.15) decay as
|∂jr∂αθ aι,kβ(r, θ)| ≤ CV jα〈r〉−τ−1−j , θ ∈ V, r ≥ RK + 1. (2.16)
The decay rate −τ − 1 − j will be important to solve transport equations for the Isozaki-Kitada
parametrix. This is the main reason of the long range assumption (1.8).
2.2 Pseudo-differential operators and the spaces Bhyp(Ω)
We will consider h-pseudo-differential operators (h-ΨDos) in a neighborhood of infinity and the
‘calculus’ will be rather elementary. For instance, we will only consider compositions of operators
with symbols supported in the same coordinate patch and no invariance result under diffeomor-
phism will be necessary.
The first step is to construct a suitable partition of unity near infinity. Using the cover (2.2)
and the related diffeomorphisms (2.3), we consider a partition of unity on S of the form∑
ι∈I
κι ◦ ψι = 1, with κι ∈ C∞0 (Rn−1), supp(κι) ⋐ ψι(Uι), (2.17)
and a function κ ∈ C∞(R) such that
supp(κ) ⊂ [RK + 1,+∞), κ ≡ 1 on [RK + 2,+∞). (2.18)
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Then, the functions (κ⊗ κι) ◦Ψι ∈ C∞(M) satisfy∑
ι∈I
(κ⊗ κι) ◦Ψι(m) =
{
1 if r(m) ≥ RK + 2,
0 if r(m) ≤ RK + 1,
(2.19)
which means that they define a partition of unity near infinity. We could obtain a partition of
unity on M by adding a finite number of compactly supported functions (in coordinate patches)
be we won’t need it since the whole analysis in this paper will be localized near infinity.
We also consider κ˜ ∈ C∞(R) and κ˜ι ∈ C∞0 (Rn−1), for all ι ∈ I, with the following properties
κ˜ ≡ 1 on (RK + 1/2,+∞), κ˜ι ≡ 1 near supp(κι), (2.20)
supp(κ˜) ⊂ (RK + 1/4,+∞), supp(κ˜ι) ⋐ ψι(Uι). (2.21)
We next choose, for each ι ∈ I, two relatively compact open subsets Vι and V ′ι such that
supp(κι) ⋐ Vι ⋐ V
′
ι ⋐ supp(κ˜ι) and κ˜ι ≡ 1 near V ′ι . (2.22)
We are now ready to define our ΨDOs. In the following definition, we will say that a ∈ C∞(R2n)
is a symbol if either a ∈ C∞b (R2n), ie bounded with all derivatives bounded, or
a(r, θ, ρ, η) =
∑
akβ(r, θ)ρ
kηβ ,
with akβ ∈ C∞b (Rn), the sum being finite. We shall give examples below. Notice that throughout
this paper, ρ and η will denote respectively the dual variables to r and θ.
Definition 2.1. For ι ∈ I, all h ∈ (0, 1] and all symbol a such that
supp(a) ⊂ [RK + 1,+∞)× V ′ι × Rn, (2.23)
we define
Ôpι(a) : C
∞
0 (M)→ C∞(M),
by (
Ôpι(a)u
)
◦Ψ−1ι (r, θ) = a(r, θ, hDr, hDθ)
(
κ˜(r)κ˜ι(θ)(u ◦Ψ−1ι )(r, θ)
)
. (2.24)
Note the cutoff κ˜⊗ κ˜ι in the right hand side of (2.24). It makes the Schwartz kernel of Ôpι(a)
supported in a closed subset ofM2 strictly contained in the patch U2ι so that Ôpι(a) is fully defined
by the prescription of Ψι∗Ôpι(a)Ψ
∗
ι . For future reference, we recall that the kernel of the latter
operator is
(2πh)−n
∫ ∫
e
i
h (r−r
′)ρ+ ih (θ−θ
′)·ηa(r, θ, ρ, η)dρdηχ˜(r′)χ˜ι(θ
′). (2.25)
The notation Ôpι refers to the following relation with the measure d̂G: if a ∈ C∞b (R2n) satisfies
(2.23), then
||Ôpι(a)||L2(M,cdG)→L2(M,cdG) . 1, h ∈ (0, 1]. (2.26)
This is a direct consequence of the Caldero´n-Vaillancourt theorem using (2.8) with q = 2, (2.21)
and (2.22). In the ‘gauge’ defined by dG, the latter gives
||e−γnrÔpι(a)eγnr||L2(M,dG)→L2(M,dG) . 1, h ∈ (0, 1]. (2.27)
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Working with the measure d̂G is therefore more transparent and avoid to deal with exponential
weights.
Let us now describe the typical symbols we shall use in this paper. Using (2.17), (2.18), (2.19)
and (2.22), we can write
h2P =
∑
ι∈I
Ôpι
(
(κ⊗ κι)× (pι + hpι,1 + h2pι,0)
)
, r > RK + 2, (2.28)
using (2.13), (2.14) and (2.15). One observes that the symbols involved in (2.28) are of the form
aι(r, θ, ρ, η) = a˜ι(r, θ, ρ, e
−rη), (2.29)
with a˜ι ∈ S2(Rn×Rn). It will turn out that the functional calculus of h2P (or h2∆G) will involve
more generally symbols of this form with aι ∈ S−∞(Rn × Rn). For instance, if f ∈ C∞0 (R), the
semi-classical principal symbol of f(h2P ) or f(−h2∆G) will be
f(ρ2 + qι(r, θ, e
−rη)), (2.30)
which, once multiplied by the cutoff κ⊗ κι, is of the form (2.29) with a˜ι ∈ S−∞(Rn × Rn). This
type of symbols is the model of functions described in Definition 2.2 below. To state this definition,
we introduce the notation
Djαkβhyp := e
r|β|∂βη ∂
j
r∂
α
θ ∂
k
ρ ,
for all j, k ∈ N and α, β ∈ Nn−1.
Definition 2.2. Given an open set Ω ⊂ T ∗Rn+ = (0,+∞)r × Rn−1θ × Rρ × Rn−1θ , we define
Bhyp(Ω) = {a ∈ C∞(Ω) | Djαkβhyp a ∈ L∞(Ω), for all j, k ∈ N, α, β ∈ Nn−1},
and
Shyp(Ω) = {a ∈ C∞(R2n) | supp(a) ⊂ Ω and a ∈ Bhyp(Ω)}.
A family (aν)ν∈Λ is bounded in Bhyp(Ω) if, for all j, k, α, β, (Djαkβhyp aν)ν∈Λ is bounded in L∞(Ω).
Note that considering Ω ⊂ T ∗Rn+ is not necessary but, since we shall work only in the region
where r ≫ 1, this will be sufficient.
Example 2.3. Consider the following diffeomorphism from R2n onto itself
Fhyp : (r, θ, ρ, η) 7→ (r, θ, ρ, e−rη). (2.31)
If aι ∈ S0(Rn × Rn) is supported in Fhyp(Ω), with Ω ⊂ T ∗Rn+, then (2.29) belongs to Shyp(Ω).
Proof. We only need to check that (2.29) belongs to Bhyp(Ω). We have
∂r
(
a˜ι(r, θ, ρ, e
−rη)
)
= (∂ra˜ι)(r, θ, ρ, e
−rη) + e−rη · (∂ξa˜ι)(r, θ, ρ, ξ)|ξ=e−rη,
which is bounded since ξ · ∂ξaι is bounded. Similarly
er∂η
(
a˜ι(r, θ, ρ, e
−rη)
)
= (∂ξa˜ι)(r, θ, ρ, ξ)|ξ=e−rη,
is bounded too. Derivatives with respect to ρ, θ are harmless and higher order derivatives in r, η
are treated similarly. 
In the following lemma, we give a characterization of functions in Bhyp(Ω).
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Lemma 2.4. Let Ω ⊂ T ∗Rn+ be an open subset and assume that
Fhyp(Ω) ⊂ Rn+ ×B, with B bounded. (2.32)
Then, a function a ∈ C∞(Ω) is of the form
a(r, θ, ρ, η) = a˜(r, θ, ρ, e−rη) with a˜ ∈ C∞b (Fhyp(Ω)) , (2.33)
if and only if, for all j, k, α, β,
Djαkβhyp a ∈ L∞(Ω). (2.34)
Here C∞b (Ω) (resp. C
∞
b (Fhyp(Ω))) is the space of smooth functions bounded with all derivatives
bounded on Ω (resp. Fhyp(Ω)).
Proof. That (2.33) implies (2.34) is proved in the same way as Example 2.3: the boundedness
of ξ · ∂ξa˜ follows from the boundedness of ξ = e−rη in Fhyp(Ω) by (2.32) and the fact that
a˜ ∈ C∞b (Fhyp(Ω)). Conversely, one checks by induction that
a˜(r, θ, ρ, ξ) := a(r, θ, ρ, erξ),
belongs to C∞b (Fhyp(Ω)), using again the boundedness of ξ on Fhyp(Ω). 
Example 2.5. For all f ∈ C∞0 (Rn), all R > RK and all V ⋐ Ψι(Uι), (2.30) satisfies the conditions
of this lemma with Ω = (R,+∞)× V × Rn.
Proof. By (1.8), there exists C > 1 such that
C−1|ξ|2 . qι(r, θ, ξ) . C|ξ|2, r > R, θ ∈ V, ξ ∈ Rn−1, (2.35)
and, using the notation (2.13),
|∂jr∂αθ gkl(r, θ)| ≤ Cjk, r > R, θ ∈ V. (2.36)
Therefore, (2.35) and the compact support of f ensure that e−rη and ρ are bounded, ie that (2.32)
holds on the support of (2.30). Then, (2.36) implies that f(ρ2+qι(r, θ, ξ)) belongs to C
∞
b (Fhyp(Ω))
(notice that here Fhyp(Ω) = (R,+∞)× V × Rn). 
We conclude this subsection with the following useful remarks. If a, b ∈ Shyp(Ω) for some Ω
(such a, b satisfy (2.23)), we have the composition rule
Ôpι(a)Ôpι(b) = Ôpι((a#b)(h)), (2.37)
if (a#b)(h) denotes the full symbol of a(r, θ, hDr, hDθ)b(r, θ, hDr, hDθ). In particular all the terms
of the expansion of (a#b)(h) belong to Shyp(Ω) and are supported in supp(a)∩ supp(b). Similarly,
for all N ≥ 0, we have
Ôpι(a)
∗ = Ôpι(a
∗
0 + · · ·+ hNa∗N) + hN+1RN (a, h) (2.38)
with a∗0, . . . , a
∗
N ∈ Shyp(Ω) supported in supp(a) and ||RN (a, h)||L2(M,cdG)→L2(M,cdG) . 1 for h ∈
(0, 1].
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2.3 The functional calculus
In Proposition 2.7 below, we give two pseudo-differential approximations of f(h2P ) near infinity
of M, when f ∈ C∞0 (R). The first approximation, namely (2.43), is given in terms of the ‘quanti-
zation’ Ôpι defined in the previous subsection. This is the one we shall mostly use in this paper.
However, at some crucial points, we shall need another approximation, (2.44), which uses properly
supported ΨDO.
To define such properly supported operators, we need a function
ζ ∈ C∞0 (Rn), ζ ≡ 1 near 0, supp(ζ) small enough,
which will basically be used as a cutoff near the diagonal. The smallness of the support will be
fixed in the following definition.
Definition 2.6. For ι ∈ I, all h ∈ (0, 1] and all symbol a satisfying (2.23), we define
Opι,pr(a) : C
∞
0 (M)→ C∞(M),
as the unique operator with kernel supported in U2ι and such that the kernel of Ψ∗ι Ôpι(a)Ψι∗ is
(2πh)−n
∫ ∫
e
i
h (r−r
′)ρ+ ih (θ−θ
′)·ηa(r, θ, ρ, η)dρdηζ(r − r′, θ − θ′). (2.39)
The interest of choosing the support of ζ small enough is that, using (2.23), we can assume
that, on the support of (2.39), r′ belongs to a neighborhood of [RK + 1,+∞) and θ′ belongs to a
neighborhood of V ′ι . For instance, we may assume that r
′ ∈ κ˜−1(1) and θ′ ∈ κ˜−1ι (1) so that we can
put a factor κ˜(r′)κ˜ι(θ
′) for free to the right hand side of (2.39). The latter implies, using (2.8),
(2.25), (2.39), the standard off diagonal fast decay of kernels of ΨDO and the Caldero´n-Vaillancourt
theorem that, for all a ∈ C∞b (R2n) satisfying (2.23) and all N ∈ N, we have
||Ôpι(a)−Opι,pr(a)||L2(M,cdG)→L2(M,cdG) . hN , h ∈ (0, 1]. (2.40)
This shows that, up to remainders of size h∞, Ôpι(a) and Opι,pr(a) coincide as bounded operators
on L2(M, d̂G). Under the same assumptions on a, we also have
||Opι,pr(a)||L2(M,dG)→L2(M,dG) . 1, h ∈ (0, 1], (2.41)
which is a first difference with Ôpι(a) for which we have only (2.27) in general. The estimate
(2.41) is equivalent to the uniform boundedness3 of eγnrOpι,pr(a)e
−r on L2(M, d̂G). The latter is
obtained similarly to (2.26), using the Caldero´n-Vaillancourt theorem, for we only have to consider
the kernel obtained by multiplying (2.39) by eγn(r−r
′) which is bounded (as well as its derivatives)
on the support of ζ(r − r′, θ − θ′).
In other words, (2.41) can be interpreted as a boundedness result between (exponentially)
weighted L2 spaces. Similar properties holds for Lq spaces (under suitable assumptions on the
symbol a) and they are the main reason for considering properly supported operators. In particular,
they lead to following proposition where we collect the estimates we shall need in this paper. We
refer to [5] for the proof.
3for h ∈ (0, 1]
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Proposition 2.7. Let f ∈ C∞0 (R) and I ⋐ (0,∞) be an open interval containing supp(f). Let
χK ∈ C∞0 (M) and R > RK + 1 be such that
χK(m) = 1 if r(m) ≤ R+ 1.
Then, for all N ≥ 0 and all ι ∈ I, we can find symbols
aι,0(f), . . . , aι,N(f) ∈ Shyp
(
(R,∞)× Vι × Rn ∩ p−1ι (I)
)
, (2.42)
(where pι is the principal symbol of P in the chart Uι) such that, if we set
a(N)ι (f, h) = aι,0(f) + haι,1(f) + · · ·+ hNaι,N(f),
we have
(1− χK)f(h2P ) =
∑
ι∈I
Ôpι(a
(N)
ι (f, h)) + h
N+1R̂N (f, h), (2.43)
=
∑
ι∈I
Opι,pr(a
(N)
ι (f, h)) + h
N+1RN,pr(f, h), (2.44)
where, for each q ∈ [2,∞],
||e−γnrRN,pr(f, h)||L2(M,cdG)→Lq(M,dG) . h−n(
1
2−
1
q ), h ∈ (0, 1], (2.45)
and
||R̂N (f, h)||L2(M,cdG)→L2(M,cdG) . 1, h ∈ (0, 1]. (2.46)
In addition, for all ι ∈ I and all q ∈ [2,∞], we have
||e−γnrOpι,pr(a(N)ι (f, h))||L2(M,cdG)→Lq(M,dG) . h−n(
1
2−
1
q ), h ∈ (0, 1], (2.47)
and, for all q ∈ [1,∞] and all γ ∈ R,
||e−γrOpι,pr(a(N)ι (f, h))eγr||Lq(M,cdG)→Lq(M,cdG) . 1, h ∈ (0, 1]. (2.48)
To make (2.42) more explicit, let us quote for instance that
aι,0(f)(r, θ, ρ, η) = κ(r)κι(θ)f(ρ
2 + qι(r, θ, e
−rη))× (1− χK)(Ψ−1ι (r, θ)).
More generally, (2.42) and Lemma 2.4 show that aι,0(f), . . . , aι,N(f) are of the form (2.29) with
a˜ι(r, θ, ρ, ξ) compactly supported with respect to (ρ, ξ).
The estimate (2.48) basically means that Opι,pr(a
(N)
ι (f, h)) preserves all Lq spaces with any
exponential weights. In particular, since Lq(M, dG) = e−γnr/qLq(M, d̂G), replacing d̂G by dG
in (2.48) would give a completely equivalent statement. This estimate is the main reason for
introducing properly supported operators. Of course, (2.48) holds for other symbols than those
involved in the functional calculus of P . We have more generally (see [5]) for all γ ∈ R,
||e−γrOpι,pr(aι)eγr||Lq(M,cdG)→Lq(M,cdG) . 1, h ∈ (0, 1], (2.49)
for any q ∈ [1,∞] and any
aι ∈ Shyp
(
(RK + 1,+∞)× V ′ι × Rn ∩ p−1ι (I ′)
)
,
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provided I ′ is bounded.
By the unitary equivalence of P and −∆G−γ2n, we would get a very similar pseudo-differential
expansion for f(−h2∆G). Note that, here, we have only described (1− χK)f(h2P ) since this will
be sufficient for our present purpose, but of course there is a completely analogous result for the
compactly supported part χKf(h
2P ) (see [5]). Such an approximation of f(−h2∆G) was used in
[6] to prove the next two propositions.
Proposition 2.8. Consider a dyadic partition of unit
1 = f0(λ) +
∑
k≥0
f(2−kλ),
for λ in a neighborhood of [0,+∞), with
f0 ∈ C∞0 (R), f ∈ C∞0 ([1/4, 4]) . (2.50)
Then, for all χ ∈ C∞0 (M), for all q ∈ [2,∞), we have
||(1− χ)u||Lq(M,dG) .
∑
k≥0
||(1 − χ)f(−h2∆G)u||2Lq(M,dG)
2 + ||u||L2(M,dG).
This proposition leads to the following classical reduction.
Proposition 2.9. Let χ ∈ C∞0 (M) and (p, q) be an admissible pair. Then (1.10) holds true if and
only if there exists C such that
||(1− χ)eit∆Gf(−h2∆G)u0||Lp([0,1];Lq(M,dG)) ≤ C||u0||L2(M,dG), (2.51)
for all h ∈ (0, 1] and u0 ∈ C∞0 (M).
This result is essentially well known and proved in [6] for a class of non compact manifolds.
We simply recall here that the Lq → Lq boundedness of the spectral cutoffs f(−h2∆G) is not
necessary to prove this result, although the latter slightly simplifies the proof when it is available.
2.4 Outgoing and incoming areas
Propositions 2.7 and 2.9 lead to a microlocalization of Theorem 1.2: as we shall see more precisely
in subsection 2.5, they allow to reduce the proof of (1.10) to the same estimate in which (1−χ) is
replaced by h-ΨDOs. This microlocalization, ie the support of the symbols in (2.42), is however
still too rough to simplify the proof of Theorem 1.2 in a significant way. The purpose of this
subsection is to describe convenient regions which will refine this localization.
Definition 2.10. Fix ι ∈ I. Let R > RK + 1, V ⋐ V ′ι be an open subset (see 2.22), I ⋐ (0,+∞)
be an open interval and σ ∈ (−1, 1). We define
Γ±ι (R, V, I, σ) = {(r, θ, ρ, η) ∈ R2n | r > R, θ ∈ V, pι ∈ I, ±ρ > −σp1/2ι },
where pι is the principal symbol of P in the chart Uι given by (2.14). The open set Γ+ι (R, V, I, σ)
(resp. Γ−ι (R, V, I, σ)) is called an outgoing (resp. incoming) area.
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We note in passing that, except from the localization in θ, these areas are defined using only the
variable r, its dual ρ and the principal symbol of P . In particular, up to the choice of the coordinate
r, the conditions r > R, pι ∈ I and ±ρ > −σp1/2ι define invariant subsets of T ∗M. However the
whole analysis in this paper will be localized in charts and we will not use this invariance property.
Let us record some useful properties of outgoing/incoming areas. First, they decrease with
respect to V, I, σ and R−1:
R1 ≥ R2, V1 ⊂ V2, I1 ⊂ I2, σ1 ≤ σ2 ⇒ Γ±ι (R1, V1, I1, σ1) ⊂ Γ±ι (R2, V2, I2, σ2). (2.52)
Second, we have
Γ+ι (R, V, I, 1/2) ∪ Γ−ι (R, V, I, 1/2) = (R,+∞)× V × Rn ∩ p−1ι (I). (2.53)
Here we have chosen σ = 1/2 but any σ ∈ (0, 1) would work as well.
We will use the following elementary property.
Proposition 2.11. Any symbol a ∈ Shyp
(
(R,+∞)× V × Rn ∩ p−1ι (I)
)
can be written
a = a+ + a−, with a± ∈ Shyp
(
Γ±ι (R, V, I, 1/2)
)
.
Proof. See part ii) of Proposition 4.2. 
This splitting into outgoing/incoming areas was sufficient to use the Isozaki-Kitada parametrix
in the asymptotically Euclidean case; in the AH case, we will only be able to construct this
parametrix in much smaller areas, called strongly outgoing/incoming areas, which we now intro-
duce.
We first describe briefly the meaning of such areas, say in the outgoing case. Basically, being
in an outgoing area means that ρ is not too close to −p1/2; the aim of strongly outgoing areas is to
guarantee that ρ is very close to p1/2, which is of course a much stronger restriction. This amounts
essentially to chose σ close to −1 in the definition of outgoing areas. We will measure this closeness
in term of a small parameter ǫ. It will actually be convenient to have the other parameters, namely
R, V, I, depending also on ǫ, so we introduce
R(ǫ) = 1/ǫ, Vι,ǫ = {θ ∈ Rn−1 | dist(θ, Vι) < ǫ2}, I(ǫ) = (1/4− ǫ, 4 + ǫ), (2.54)
where we recall that Vι is defined in (2.22).
Definition 2.12. For all ǫ > 0 small enough, we set
Γ±ι,s(ǫ) := Γ
±(R(ǫ), Vι,ǫ, I(ǫ), ǫ
2 − 1).
The open set Γ+ι,s(ǫ) (resp. Γ
−
ι,s(ǫ)) is called a strongly outgoing (resp. incoming) area.
The main interest of such areas is to ensure that e−r|η| is small if ǫ is small. Indeed, if
q ∈ [0,+∞) and −1 < σ < 0, we have the equivalence
± ρ > −σ(ρ2 + q)1/2 ⇔ ±ρ > 0 and q < σ−2(1− σ2)ρ2. (2.55)
Therefore, there exists C such that, for all ǫ small enough and (r, θ, ρ, η) ∈ Γ±ι,s(ǫ),
qι(r, θ, e
−rη) ≤ Cǫ2,
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which, by (2.35), is equivalent to
|e−rη| . ǫ. (2.56)
Note also that, by (2.52), strongly outgoing/incoming areas decrease with ǫ.
We now quote a result which motivates, at least partially, the introduction of strongly outgo-
ing/incoming areas.
Denote by Φtι the Hamiltonian flow of pι. This is of course the geodesic flow written in the
chart Ψι(Uι)× Rn of T ∗M.
Proposition 2.13. Let σ ∈ (−1, 1). Then, for all ǫ > 0 small enough, there exists Tǫ > 0 such
that,
Φtι
(
Γ±ι (R(ǫ), Vι, I(ǫ), σ)
) ⊂ Γ±ι,ǫ(ǫ), ±t ≥ Tǫ.
Proof. Follows from Corollary 3.10 and Proposition 4.6. 
Note that, since pι is only defined in the chart Ψι(Uι)× Rn, its flow is not complete. We shall
however see in Section 3 that, for any initial data (r, θ, ρ, η) ∈ Γ±ι (R(ǫ), Vι, I, σ), Φtι(r, θ, ρ, η) is
well defined for all ±t ≥ 0, ie Φtι(r, θ, ρ, η) ∈ Ψι(Uι)× Rn for all ±t ≥ 0.
Proposition 2.13 essentially states that the forward (resp. backward flow) sends outgoing (resp.
incoming) areas into strongly outgoing (resp. incoming) areas in finite positive (resp. negative)
time.
The last type of regions we need to consider are the intermediate areas. They should have
two properties: firstly they should essentially cover the complement of strongly outgoing/incoming
areas in outgoing/incoming areas and, secondly, be small enough.
To define them we need the following. For all ǫ > 0 and all δ > 0, we can find L + 1 real
numbers, σ0, . . . , σL, ( ǫ
2
)2
− 1 = σ0 < σ2 < . . . < σL = 1/2, (2.57)
such that
((ǫ/2)2 − 1, 1/2) = ∪L−1l=1 (σl−1, σl+1), (2.58)
and
|σl+1 − σl−1| ≤ δ. (2.59)
Note that the intervals overlap in (2.58), since (σl−1, σl+1) always contains σl.
Definition 2.14. The intermediate outgoing/incoming area associated to the cover (2.58) are
Γ±ι,inter(ǫ, δ; l) :=
{
(r, θ, ρ, η) ∈ R2n | r > R(ǫ), θ ∈ Vι, pι ∈ I(ǫ), ± ρ
p
1/2
ι
∈ (−σl+1,−σl−1)
}
,
for 1 ≤ l ≤ L− 1.
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Notice that, by definition,
Γ±ι,inter(ǫ, δ; l) ⊂ Γ±ι (R(ǫ), Vι, I(ǫ), 1/2). (2.60)
In the notation, we only specify the parameters which are relevant for our analysis, namely
ǫ, δ, but, of course, intermediate areas depend on the choice of σ1, . . . , σL. Here δ measures the
smallness and Proposition 2.16 below will explain how to choose this parameter.
We first give the following result.
Proposition 2.15. Fix ǫ > 0 small enough, δ > 0 and σ0, . . . , σL satisfying (2.57), (2.58) and
(2.59). Then, any symbol
a± ∈ Shyp(Γ±ι (R(ǫ), Vι, I(ǫ), 1/2))
can be written
a± = a±s + a
±
1,inter + · · ·+ a±L−1,inter,
with
a±s ∈ Shyp(Γ±ι,s(ǫ)), a±l,inter ∈ Shyp(Γ±ι,inter(ǫ, δ; l)).
Proof. Follows from Proposition 4.9. 
We conclude this subsection with the following proposition which will be crucial for the proof
of Theorem 1.2 and motivates the introduction of intermediate areas.
Proposition 2.16. Fix t > 0. Then, for all ǫ > 0 small enough, we can find δ > 0 small
enough such that, for any choice of σ0, . . . , σL satisfying (2.57), (2.58) and (2.59), we have, for
all 1 ≤ l ≤ L− 1,
Φtι
(
Γ±ι,inter(ǫ, δ; l)
)
∩ Γ±ι,inter(ǫ, δ; l) = ∅,
provided that
± t ≥ t.
Proof. Follows from Corollary 3.10 and Proposition 4.10.
2.5 The main steps of the proof of Theorem 1.2
We already know from Proposition 2.9 that we only have to find χ ∈ C∞0 (M) such that (2.51)
holds, which is equivalent to
||e−γnr(1− χ)f(h2P )e−itPu0||Lp([0,1];Lq(M,dG)) ≤ C||u0||L2(M,cdG), (2.61)
using the unitary map (2.9) and (2.11), (2.12).
Before choosing χ, we introduce the following operators. Choose a cutoff f˜ ∈ C∞0 ((0,+∞))
such that f˜ f = f .
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Lemma 2.17. For all χ ∈ C∞0 (M), we can write
(1− χ)f˜(h2P ) = (1 − χ)Apr(h) +R(h)
with R(h) satisfying, for all q ∈ [2,∞],
||e−γnrR(h)||
L2(M,cdG)→Lq(M,dG)
. 1, (2.62)
and Apr(h) such that, for all q ∈ [2,∞],
||e−γnrApr(h)||L2(M,cdG)→Lq(M,dG) . h−n(
1
2−
1
q ), (2.63)
||e−γnrApr(h)eγnr||L∞(M,dG)→L∞(M,dG) . 1, (2.64)
||Apr(h)∗e−γnr||L1(M,cdG)→L2(M,cdG) . h−n/2, (2.65)
||eγnrApr(h)∗e−γnr||L1(M,cdG)→L1(M,cdG) . 1. (2.66)
Proof. It is an immediate consequence of Proposition 2.7. Using (2.44), with N such that N +1 ≥
n/2, we define Apr(h) as the sum of the properly supported pseudo-differential operators. We thus
have (2.62), (2.63) and (2.64). The estimates (2.65) and (2.66) are obtained by taking the adjoints
(with q =∞ in (2.63)) with respect to d̂G. 
Basically, the operators e−γnrApr(h) and Apr(h)
∗e−γnr will be used as ’ghost cutoffs’ to deal
with remainder terms of parametrices which will be O(hN ) in L(L2(M, d̂G)), using the Sobolev
embeddings (2.63) and (2.65). They will be ’transparent’ for the principal terms of the parametrices
by (2.64) and (2.66), which use crucially that they are properly supported.
For ǫ to be fixed below, we choose χ ∈ C∞0 (M) such that
χ ≡ 1 for r(m) ≤ 3ǫ−1.
Proposition 2.18. To prove (2.61), it is sufficient to show that, for some ǫ small enough and all
aι ∈ Shyp
(
R(ǫ)× Vι × Rn ∩ p−1ι (I(ǫ))
)
, (2.67)
where we recall that R(ǫ) = ǫ−1 and I(ǫ) = (1/4− ǫ, 4 + ǫ), we have
||e−γnrApr(h)Ôpι(aι)e−itPu0||Lp([0,1];Lq(M,dG)) ≤ C||u0||L2(M,cdG). (2.68)
Proof. Choose χ0 ∈ C∞0 (M) such that
χ0 ≡ 1 for r(m) ≤ ǫ−1, χ0 ≡ 0 for r(m) ≥ 2ǫ−1.
We then have (1− χ0) ≡ 1 near supp(1− χ) so, by the proper support of the kernel of Apr(h), we
also have
(1 − χ)Apr(h) = (1− χ)Apr(h)(1 − χ0),
at least for ǫ small enough. The latter and (2.62) reduces the proof of (2.61) to the study of
e−γnrApr(h)(1 − χ0)f(h2P )e−itP .
By splitting (1− χ0)f(h2P ) using (2.43) with N + 1 ≥ n/2, we obtain the result using (2.46) and
(2.63). 
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We now introduce a second small parameter δ > 0. By Propositions 2.11 and 2.15, for all δ > 0,
any aι satisfying (2.67) can be written
aι = a
+
s + a
−
s +
L−1∑
l=1
a+l,inter + a
+
l,inter, (2.69)
with
a±s ∈ Shyp(Γ±ι,s(ǫ)), a±l,inter ∈ Shyp(Γ±ι,inter(ǫ, δ; l)). (2.70)
Proposition 2.19. To prove (2.68), it is sufficient to show that, for some ǫ and δ small enough,
we have:
||e−γnrApr(h)Ôpι(a±s )e−ithP Ôpι(a±s )∗Apr(h)∗e−γnr||L1(cdG)→L∞(dG) ≤ Cǫ|ht|−n/2, (2.71)
and
||e−γnrApr(h)Ôpι(a±l,inter)e−ithP Ôpι(a±l,inter)∗Apr(h)∗e−γnr||L1(cdG)→L∞(dG) ≤ Cǫ,δ|ht|−n/2, (2.72)
for
h ∈ (0, 1] 0 ≤ ±t ≤ 2h−1. (2.73)
Recall that the important point in this lemma is (2.73), ie that we can take t ≥ 0 for outgoing
localizations, and t ≤ 0 for incoming ones.

Proof. Let us define
T±s (t, h, ǫ) = e
−γnrApr(h)Ôpι(a
±
s )e
−itP ,
and
T±l,inter(t, h, ǫ, δ) = e
−γnrApr(h)Ôpι(al,inter)e
−itP .
By (2.26) and (2.63) (with q = 2), we have,
||T±s (t, h, ǫ)||L2(cdG)→L2(dG) + ||T±l,inter(t, h, ǫ, δ)||L2(cdG)→L2(dG) ≤ Cǫ,δ, h ∈ (0, 1], t ∈ R,
hence by the Keel-Tao Theorem [17], (2.68) would follow from the estimates
||T±s (t, h, ǫ)T±s (s, h, ǫ)∗||L1(dG)→L∞(dG) ≤ Cǫ|t− s|−n/2, (2.74)
and
||T±l,inter(t, h, ǫ)T±l,inter(s, h, ǫ)∗||L1(dG)→L∞(dG) ≤ Cǫ,δ|t− s|−n/2, (2.75)
for h ∈ (0, 1] and t, s ∈ [0, 1]. Using the time rescaling t 7→ ht, the fact that L1(dG) = e−2γnrL1(d̂G)
and that the adjoint of (2.9) is given by eγnr, (2.74) and (2.75) are respectively equivalent to (2.71)
and (2.72), for h ∈ (0, 1] and |t| ≤ 2h−1. The reduction (2.73) to ±t ≥ 0 is obtained similarly to
[7, Lemma 4.3]. We only recall here that it is based on the simple observation that the operators
T (t)T (s)∗ considered above are of the form Be−i(t−s)PB∗ so that L∞ bounds on their Schwartz
kernel for ±(t− s) ≥ 0 give automatically bounds for ±(t− s) ≤ 0 by taking the adjoints. 
As we shall see, there basically be two reasons for choosing ǫ small enough. The next result is
the first condition.
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Proposition 2.20. For all ǫ > 0 small enough and all a±s ∈ Shyp
(
Γ±ι,s(ǫ)
)
, we can write
e−ithP Ôpι(a
±
s )
∗ = E±IK(t, h) + h
nR±IK(t, h),
with
||e−γnrE±IK(t, h)e−γnr||L1(cdG)→L∞(dG) . |ht|−n/2, (2.76)
||R±IK(t, h)||L2(cdG)→L2(cdG) . 1, (2.77)
for
h ∈ (0, 1], 0 ≤ ±t ≤ 2h−1.
Proof. By (2.38), the result follows from Theorem 5.1 and Section 7. 
Proposition 2.20 is mainly an application of the Isozaki-Kitada parametrix. It has the following
consequence.
Proposition 2.21. For all ǫ > 0 small enough, (2.71) holds for all h, t satisfying (2.73).
Proof. We first replace Ôpι(a
±
s ) by Opι,pr(a
±
s ) to the left of e
−ithP in (2.71). The remainder term,
which is O(h∞) in L(L2(d̂G)) by (2.40), produces a term of size O(h∞) in L(L1(d̂G), L∞(dG))
using (2.63) (with q =∞) and (2.65). We then use Proposition 2.20: the remainder term satisfies
||e−γnrApr(h)Opι,pr(a±s )e−ithPhnR±IK(t, h)Apr(h)∗e−γnr||L1(cdG)→L∞(dG) . 1 . |ht|−d/2,
and the main term E±IK(t, h) gives the expected contribution using (2.64), (2.66) and (2.49) for
Opι,pr(a
±
s ). 
The second condition on ǫ will come from Proposition 2.16. The latter proposition depends on
some fixed small time which will be given by the following result.
Proposition 2.22. There exists tWKB > 0 such that, for all ǫ > 0 small enough and all symbol
a± ∈ Shyp (Γ±ι (R(ǫ), Vι, I, 1/2)), we can write
e−ithP Ôpι(a
±)∗ = E±WKB(t, h) + h
nR±WKB(t, h),
with
||e−γnrE±WKB(t, h)e−γnr||L1(cdG)→L∞(dG) . |ht|−n/2, (2.78)
||R±WKB(t, h)||L2(cdG)→L2(cdG) . 1,
for
h ∈ (0, 1], 0 ≤ ±t ≤ tWKB. (2.79)
Proof. See Sections 6 and 7.
The first consequence of this proposition are the following small times dispersion estimates.
Proposition 2.23. For all ǫ > 0, all δ > 0 and all a±l,inter satisfying (2.70), the estimate (2.72)
holds for all h, t satisfying (2.79).
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Proof. It is completely similar to the proof of Proposition 2.21. 
We can now give the second condition on ǫ, also giving the choice of δ.
Proposition 2.24. If ǫ is small enough, we can choose δ > 0 small enough such that, for all
1 ≤ l ≤ L− 1, all
b±l,inter ∈ Shyp(Γ±ι,inter(ǫ, δ; l)),
and all N ≥ 0, we have
||Ôpι(b±l,inter)e−ithP Ôpι(b±l,inter)∗||L2(cdG)→L2(cdG) ≤ Cl,NhN (2.80)
for
h ∈ (0, 1], tWKB ≤ ±t ≤ 2h−1.
Proof. See Section 6.
This is, at least intuitively, a consequence of Proposition 2.16 with t = tWKB and of the Egorov
Theorem which states that e−ithP Ôpι(b
±
l,inter)
∗ lives semi-classically in the region Φtι
(
supp(b±l,inter)
)
.
We summarize the above reasoning as follows.
Proof of Theorem 1.2. Using Proposition 2.21, we choose first ǫ0 > 0 small enough so that, for
all ǫ ∈ (0, ǫ0], (2.71) holds for 0 ≤ ±t ≤ 2h−1. By possibly decreasing ǫ0, we then choose tWKB
according to Proposition 2.22, uniformly with respect to ǫ ∈ (0, ǫ0]. Next, according to Proposition
2.24, we fix ǫ ∈ (0, ǫ0] and δ > 0 small enough such that (2.80) holds for tWKB ≤ ±t ≤ 2h−1. Using
(2.63), (2.65) and Proposition 2.24 with N = n and b±l,inter = a
±
l,inter defined by (2.69), we have
||e−γnrApr(h)Ôpι(a±l,inter)e−ithP Ôpι(a±l,inter)∗Apr(h)∗e−γnr||L1(cdG)→L∞(dG) ≤ Cǫ,δ
. |ht|−n/2,
for tWKB ≤ ±t ≤ 2h−1. On the other hand, (2.72) holds for 0 ≤ ±t ≤ tWKB, using Proposition
2.22. Therefore (2.72) holds for 0 ≤ ±t ≤ 2h−1. By Proposition 2.19, this proves (2.68) for all
aι satisfying (2.67). By Proposition 2.18, this implies (2.61) which, by Proposition 2.9, implies
Theorem 1.2. 
3 Estimates on the geodesic flow near infinity
In this section, we describe some properties of the Hamiltonian flow of functions of the form
p(r, θ, ρ, η) = ρ2 + w(r)q(r, θ, η), (3.1)
on T ∗Rn+ = R
+
r × Rn−1θ × Rρ × Rn−1η . Here q is an homogeneous polynomial of degree 2 w.r.t η
and w a positive function. Naturally, the motivation for the study of (3.1) comes from the form of
the principal symbol of P given by (2.14).
In subsection 3.2, we will assume that w(r) = e−2r but we start with more general cases in
subsection 3.1. We emphasize that p is defined on T ∗Rn+ whereas pι is only defined on a subset
of the form T ∗(RK,+∞) × Vι. The result of subsection 3.2 will nevertheless hold for pι with no
difficulty for we shall have good localization of the flow in the regions we consider (see Corollary
3.10).
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3.1 A general result
Let w = w(r) be a smooth function on R+ = (0,+∞) such that
w > 0, w′ < 0,
(
w′
w
)′
≥ 0, (3.2)
and, for some 0 < γ < 1,
lim sup
r→+∞
∫ (1+γ)r
r
w′
w
∈ [−∞, 0). (3.3)
Note that limr→+∞ w(r) exists, by (3.2), and that (3.3) imply that this limit must be 0. Note also
that, for all R > 0, we have
w(r) . 1 and |w′(r)| . w(r), on [R,+∞).
These assumptions are satisfied for instance by w(r) = r−2 or w(r) = e−2r.
We assume that q is an homogeneous polynomial of degree 2 w.r.t η of the form
q(r, θ, η) = q0(θ, η) + q1(r, θ, η) (3.4)
with q0, q1 homogeneous polynomials of degree 2 w.r.t η satisfying, for some 0 < τ ≤ 1,
|∂αθ ∂βη q0(θ, η)| . 〈η〉2−|β|, (3.5)
|∂jr∂αθ ∂βη q1(r, θ, η)| . 〈r〉−τ−j〈η〉2−|β|, (3.6)
and, for some C > 0,
C−1|η|2 ≤ q(r, θ, η) ≤ C|η|2, (3.7)
for (r, θ, η) ∈ R+ × Rn−1 × Rn−1. The latter implies, by possibly increasing C, that
C−1|η|2 ≤ q0(θ, η) ≤ C|η|2, (θ, η) ∈ Rn−1 × Rn−1. (3.8)
Setting q′ = ∂rq (ie ∂rq1), we finally assume that,
q′
q
× w
w′
−→ 0 as r → +∞, (3.9)
uniformly with respect to θ ∈ Rn−1 and η ∈ Rn−1 \ 0.
The Hamiltonian flow Φt = (rt, θt, ρt, ηt), generated by p, is the solution to the system
r˙ = 2ρ
θ˙ = w∂q/∂η
ρ˙ = −w′q − wq′
η˙ = −w∂q/∂θ
(3.10)
with initial condition
(rt, θt, ρt, ηt)|t=0 = (r, θ, ρ, η). (3.11)
22
Our main purpose is to show that, if ρ > −p1/2 (with p = p(r, θ, ρ, η)) and r is large enough,
then Φt is defined for all t ≥ 0 and rt → +∞ as t→ +∞ (we will obtain a similar result for t ≤ 0
provided ρ < p1/2). This result relies mainly on the following remark: if η 6= 0, we can write
−w′q − wq′ = −w
′
w
(
p− ρ2)(1 + w
w′
× q
′
q
)
.
Using (3.9) and the negativity of w′/w, this shows that, for all ǫ > 0, we can find R > 0 such that
− w′q − wq′ ≥ −(1− ǫ)(p− ρ2)w
′
w
, on [R,+∞)r × Rn−1θ × Rρ × Rn−1η (3.12)
which we shall exploit to prove that ρ˙ ≥ 0.
In the following lemma and in the sequel, we shall extensively use the shorter notation
p = p(r, θ, ρ, η).
Lemma 3.1. Denote by (−t−, t+) (t± ∈ (0,+∞]) the maximal interval on which the solution of
(3.10), with initial condition (3.11), is defined. Then
t± ≥ r
2p1/2
.
Furthermore, either rt → 0 as t→ t+ (resp. t→ −t−) or t+ = +∞ (resp. t− = +∞).
Note that, if p(r, θ, ρ, η) = 0, i.e. ρ = 0 and η = 0, then it is trivial that t± = +∞.
Proof. We will only consider the case of t+, the one of t− being similar. By the conservation of
energy we have |ρt| ≤ p1/2 thus, for t ∈ [0, t+), r˙t is bounded,
|rt − r| ≤ 2tp1/2, (3.13)
and rt ≥ r − 2tp1/2. We now argue by contradiction and assume that t+ < r/2p1/2 (in particular,
that t+ is finite). Then r+ := r−2t+p1/2 > 0 and rt ≥ r+ for all t ∈ [0, t+). Furthermore, by (3.7),
we have |w∂ηq| ≤ C(wq + w) ≤ C(p + w), with w bounded on [r+,+∞), hence θ˙t is bounded on
[0, t+). One shows similarly that ρ˙
t and η˙t are bounded on [0, t+), using that |w′| . w on [r+,+∞)
for ρ˙. This implies that limt→t+(r
t, θt, ρt, ηt) exists and belongs to (0,+∞) × Rn−1 × R × Rn−1.
The solution can therefore be continued beyond t+ which yields the contradiction.
We now consider the second statement. Assume that t+ < +∞. We must show that rt → 0
as t → t+. Assume that this is wrong. Then there exists R > 0 small enough and a sequence
tk → t+ such that rtk ≥ R for all k ≥ 0. On the other hand, by energy conservation, we have
|rt − rs| ≤ 2p1/2|t− s| for all t, s ∈ [0, t+), hence
rt ≥ rtk − 2p1/2|t− tk| ≥ R/2
provided |t − tk| ≤ R/4p1/2. Since tk can be chosen as close to t+ as we want, there exists ǫ > 0
small enough such that rt ≥ R/2 for t ∈ [t+ − ǫ, t+). Then, by the same argument as above,
limt→t+(r
t, θt, ρt, ηt) exists and belongs to (0,+∞) × Rn−1 × R × Rn−1. The solution can be
continued beyond t+ hence t+ = +∞ which is a contradiction. 
Lemma 3.2. Let 0 < ǫ < 1. For any R > 0 such that (3.12) holds, we have the following: if
rt0 ≥ R and ρt0 > 0 (resp. ρt0 < 0) for some t0 ∈ [0, t+) (resp. t0 ∈ (−t−, 0]), then t+ = +∞
(resp. −t− = −∞) and
rt ≥ R, ρt ≥ ρt0 (resp. ρt ≤ ρt0) ∀ t ≥ t0 (resp. t ≤ t0).
Furthermore, rt ≥ rt0 + 2(t− t0)ρt0 for all t ≥ t0 (resp. t ≤ t0).
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Proof. As in Lemma 3.1, we only consider the case of t+. It suffices to show that
rt ≥ R, for all t ∈ [t0, t+). (3.14)
Indeed, if this is true, Lemma 3.1 shows that t+ = +∞ and then, by (3.12 ), we have ρ˙t ≥ 0 hence
ρt ≥ ρt0 and rt − rt0 ≥ 2ρt0(t− t0). Let us prove (3.14). We consider the set
I = {t ∈ [t0, t+) | rs ≥ R and ρs ≥ ρt0 ∀ s ∈ [t0, t]}.
It is clearly an interval containing t0 and we set T := sup I. By continuity, ρ
t ≥ ρt0/2 > 0 for t in a
small neighborhood J of t0. This implies that r˙
t > 0 on J , hence that rt ≥ rt0 ≥ R on J ∩ [t0, t+)
and thus that ρ˙t ≥ 0 on J ∩ [t0, t+) which in turn shows that ρt ≥ ρt0 on J ∩ [t0, t+). This proves
that T > t0. Then, on [t0, T ), we have
rt ≥ R, ρt ≥ ρt0 . (3.15)
Now assume, by contradiction, that T < t+. Then (3.15) holds on [t0, T ] and in particular we
have rT ≥ rt0 + 2(T − t0)ρt0 > rt0 . Thus rt ≥ R in a neighborhood of T and this implies that
ρ˙t ≥ 0 in this neighborhood. Hence there exists T ′ > T such that (3.15) holds on [t0, T ′] yielding
a contradiction. 
To state the next result, we define l ∈ (0,+∞] as
l = − lim sup
r→+∞
∫ (1+γ)r
r
w′
w
(3.16)
and we choose an arbitrary σ ∈ R such that
0 < σ <
{
− 2l +
(
4
l2 + 1
)1/2
if l < +∞
1 if l = +∞ . (3.17)
Note that, if l is finite, 0 < − 2l + ( 4l2 + 1)1/2 < 1 and that (3.17) is equivalent to
(1− σ2)l/2 > 2σ > 0.
Proposition 3.3. For any σ satisfying (3.17), there exists Rw,γ,σ > 0 large enough such that: if
r > Rw,γ,σ and ρ > −σp1/2 (resp ρ < σp1/2), then t+ = +∞ (resp −t− = −∞) and for all t ≥ 0
(resp. t ≤ 0) we have
rt ≥ max
(
(1 − γ)r, (1− γ − σγ)r + 2σp1/2|t|
)
. (3.18)
This proposition means that, by choosing an initial data with r large enough and ρ > −σp1/2
(resp. ρ < σp1/2), the forward (resp. backward) trajectory lies in a neighborhood of infinity.
In particular, the forward (resp. backward) flow starting at (r, θ, ρ, η), with ρ > −σp1/2 (resp
ρ < σp1/2 ) depends only on the values of p on [(1− γ)r,+∞)× Rn−1 × R× Rn−1.
Proof. We only consider the case where ρ > −σp1/2, the case where ρ < σp1/2 being similar. If
l <∞, (3.17) allows to choose 0 < ǫ < 1 such that
(1 − ǫ)2(1− σ2)l/2 ≥ 2σ. (3.19)
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If l =∞, we choose an arbitrary ǫ ∈ (0, 1). We next choose R so that (3.12) holds with the above
choice of ǫ. If ρ ≥ σp1/2 (recall that p1/2 > 0 since ρ > −σp1/2) and r ≥ R, then Lemma 3.2 shows
that the result holds with Rw,γ,σ = R. We can therefore assume that ρ < σp
1/2. Let us set
R1 = (1− γ)−1R and T = γr/2p1/2. (3.20)
By Lemma 3.1, we have t+ > T and, if r ≥ R1,
rt ≥ r − 2tp1/2 ≥ (1− γ)r ≥ R, for t ∈ [0, T ].
Using (3.12), this implies that ρ˙t ≥ 0 on [0, T ] and hence that ρt ≥ −σp1/2 for all t ∈ [0, T ]. Let
us now prove by contradiction that there exists t ∈ [0, T ] such that ρt ≥ σp1/2. If this is wrong,
we have (ρt)2 ≤ σ2p on [0, T ], thus (3.12) shows that, for all t ∈ [0, T ],
ρ˙t ≥ −(1− ǫ)(1− σ2)pw
′
w
(rt) ≥ −(1− ǫ)(1 − σ2)pw
′
w
(
r + 2tp1/2
)
,
using the third estimate of (3.2) and the fact that rt ≤ r + 2tp1/2 in the second inequality. By
integration over [0, T ], we get
ρT − ρ ≥ −(1− ǫ)(1− σ2)p1/2 1
2
∫ (1+γ)r
r
w′
w
, (3.21)
using the second equality in (3.20). Let us now fix R2 such that, for all r > R2,
−
∫ (1+γ)r
r
w′
w
>
{
(1 − ǫ)l if l < +∞
4σ
(1−ǫ)(1−σ2) if l = +∞
.
With such a choice (and (3.19) if l is finite), we see that, if r ≥ max(R1, R2), (3.21) implies that
ρT − ρ ≥ 2σp1/2 and hence that ρT ≥ σp1/2 which yields the expected contradiction.
In summary, we have shown that for any r ≥ max(R1, R2) and any ρ > −σp1/2, there exists
t0 ∈ [0, T ] such that ρt0 ≥ σp1/2 > 0 and rt0 ≥ R, hence t+ = +∞ by Lemma 3.2. Furthermore,
rt ≥ (1− γ)r on [0, T ] and rt ≥ rT + 2(t− T )σp1/2 ≥ (1− (1 + σ)γ)r +2tσp1/2 on [T,+∞). Since
max
(
(1 − γ)r, (1− γ − σγ)r + 2σp1/2t
)
=
{
(1− γ)r if t ∈ [0, T ]
(1− γ − σγ)r + 2σp1/2t if t > T ,
the result follows. 
3.2 The asymptotically hyperbolic case
In this part, we prove more precise estimates on the Hamiltonian flow of p when
w(r) = e−2r.
In that case, the conditions (3.2), (3.3) and (3.9) are fulfilled, with any 0 < γ < 1 in (3.3) and we
have l = +∞ in (3.16).
In the sequel, we shall need the following improvement of Proposition 3.3.
Proposition 3.4. Let 0 < σ < 1. There exist Rσ > 0 and Cσ > 0 such that: if r ≥ Rσ and
ρ > −σp1/2 (resp. ρ < σp1/2), then
rt ≥ r + 2σp1/2|t| − Cσ, for all t ≥ 0 (resp. t ≤ 0).
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The improvement consists in replacing (1 − γ − σγ)r in the estimate (3.18) by r − Cσ.
Proof. Here again we only consider the case t ≥ 0. By Proposition 3.3, we may assume that rt ≥ R
for all t ≥ 0, with R large enough so that (3.12) holds with ǫ = 1/2. This implies that
ρ˙t = 2e−2r
t
q(rt, θt, ηt)− e−2rt∂rq1(rt, θt, ηt) ≥ e−2rtq(rt, θt, ηt) = p− (ρt)2. (3.22)
If ρ ≥ σp1/2, then the result follows from Lemma 3.2 (with Cσ = 0). If ρ < σp1/2, we will show
that, with T = 2σp−1/2/(1− σ2), there exists t ∈ [0, T ] such that ρt ≥ σp1/2. Assume that this is
wrong. Then (ρt)2 ≤ σ2p on [0, T ] and by integrating the above estimate on ρ˙t, we get
ρT − ρ ≥ T (1− σ2)p = 2σp1/2.
This proves that ρT ≥ σp1/2 which is a contradiction. Therefore, by Lemma 3.2, we see that
rt − rT ≥ 2σp1/2(t− T ) for t ≥ T . On the other hand, we have rt ≥ r − 2p1/2t for t ∈ [0, T ]. The
latter implies that rt ≥ r + 2σp1/2t− 2p1/2(1 + σ)t ≥ r + 2σp1/2t− 4σ/(1− σ) for t ∈ [0, T ]. This
holds in particular for t = T and then for t ≥ T . Thus the results holds with Cσ = 4σ/(1− σ). 
We have so far only studied some localization properties of Φt, the Hamiltonian flow of p. We
shall now give estimates on derivatives of Φt. We start with the following proposition giving some
rough estimates. They will serve as a priori estimates for the proof of Proposition 3.9 below.
Lemma 3.5. For all 0 < σ < 1, there exists R > 0 such that, for all (r, θ, ρ, η) ∈ T ∗Rn+ satisfying
r > R, ±ρ > −σp1/2, p ∈ (1/4, 4), (3.23)
and all ±t ≥ 0, we have ∣∣∣er|β|∂βη ∂jr∂αθ ∂kη (Φt − Φ0) (r, θ, ρ, η)∣∣∣ . 〈t〉.
Note the er|β| factor in front of the derivatives.
We will need two lemmas. The first one is a soft version of the classical Faa Di Bruno formula.
Lemma 3.6. Let Ω1 ⊂ Rn1 , Ω2 ⊂ Rn2 be open subsets, with n1, n2 ≥ 1. Consider smooth maps
y = (y1, . . . , yn2) : Ω1 → Ω2 and Z : Ω1 × Ω2 → Rn3 , with n3 ≥ 1. Then, for all |γ| ≥ 1,
∂γx (Z(x, y(x))) = (∂yZ)(x, y(x))∂
γ
xy(x) + (∂
γ
xZ) (x, y(x)) +Rγ(x)
where Rγ(x) ≡ 0 if |γ| = 1 and, otherwise, is a linear combination of(
∂γ−γ
′
x ∂
ν
yZ
)
(x, y(x))
(
∂
γ11
x y1(x) . . . ∂
γ1ν1
x y1(x)
)
. . .
(
∂
γ
n2
1
x yn2(x) . . . ∂
γn2νn2
x yn2(x)
)
,
with γ, γ′, γkj ∈ Nn1 , ν = (ν1, . . . , νn2) ∈ Nn2 satisfying γ′ 6= 0, ν 6= 0 and
γ′ ≤ γ, 2 ≤ |ν|+ |γ − γ′| ≤ |γ|, γ11 + · · ·+ γ1β1 + · · ·+ γn21 + · · ·+ γn2βn2 = γ
′,
and using the convention that ∂
γk1
x yk(x) . . . ∂
γkνk
x yk(x) ≡ 1 if νk = 0 (if νk 6= 0 then γk1 , . . . , γkνk are
all non zero).
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Proof. It follows by a direct induction. 
In the second lemma, we consider the linear differential equation
X˙ = A(t)X + Y (t), (3.24)
with A(·) ∈ C([0,+∞),MN×N(R))4 and Y (·) ∈ C([0,+∞),CN ) for some N ≥ 1. We assume that
A(·) belongs to a subset B ⊂ C([0,+∞),MN×N(R)) for which there exist δB > 0 and CB > 0 such
that
|||A(t)||| ≤ CBe−δBt, t ≥ 0, A(·) ∈ B,
with ||| · ||| a matrix norm associated to the norm || · || on CN , i.e. such that ||MZ|| ≤ |||M |||||Z||,
for all M ∈MN×N (R) and Z ∈ CN .
Lemma 3.7. There exists C > 0 such that, for all A(·) ∈ B and all Y (·) satisfying∫ ∞
0
||Y (t)||dt <∞,
the solutions X(·) of (3.24) satisfy
||X(t)|| ≤ C
(
||X(0)||+
∫ ∞
0
||Y (s)||ds
)
, t ≥ 0. (3.25)
Proof. Fix first 0 < δ < δB and ε = δB − δ. Choose T > 0 such that CBe−δBt ≤ ε for t ≥ T . By
the Gronwall Lemma, we have
||X(t)|| ≤
(
||X(T )||+
∫ ∞
T
||Y (s)||ds
)
eε(t−T ), t ≥ T,
and
||X(t)|| ≤
(
||X(0)||+
∫ T
0
||Y (s)||ds
)
eCBT , t ∈ [0, T ].
These two inequalities give, for some C depending only on CB, δB, δ and T ,
||X(t)|| ≤ C
(
||X(0)||+
∫ ∞
0
||Y (s)||ds
)
eεt, t ≥ 0.
Used as an a priori estimate in (3.24), this yields
||X˙(t)|| ≤ ||Y (t)||+ CCBe−δt
(
||X(0)||+
∫ ∞
0
||Y (s)||ds
)
, t ≥ 0,
which implies (3.25). 
Proof of Lemma 3.5. As before, we only prove the result for t ≥ 0. For |β| + j + |α| + k = 0,
the result is a consequence of the motion equations (3.10) and the energy conservation. Indeed,
for rt − r, the estimate follows directly from (3.13). Next, the motion equation for θ, (3.7) and
Proposition 3.4 show that
|θ˙t| . e−2rt |ηt| . e−2rt〈ηt〉2 . 1 + p
4MN×N (R) the space of N ×N matrices with real entries
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hence that |θt − θ| . 〈t〉 by integration. One similarly shows that |ρt − ρ| + |ηt − ρ| . 〈t〉. We
now consider the derivatives and denote for simplicity ∂γ = ∂βη ∂
j
r∂
α
θ ∂
k
η . Denoting by Hp is the
Hamiltonian vector field of p and applying ∂γ to (3.10), we obtain
er|β|∂γΦ˙t = (dHp)(Φ
t)er|β|∂γΦt +R(t)
where, by Lemma 3.6, R(t) = 0 if |γ| = 1 or, if |γ| ≥ 2, is a linear combination of
(∂νHp)(Φ
t)er|β|
(
∂γ
1
1rt · · · ∂γ1ν1 rt
)
· · ·
(
∂γ
2n
1 ηtn−1 · · · ∂γ
2n
ν2nηtn−1
)
. (3.26)
Here ν = (ν1, . . . , ν2n) is of length at least 2, all the derivatives of Φ
t involved in R(t) are of strictly
smaller order than γ (ie γili ≤ γ and γili 6= γ) and
2 ≤ |ν| ≤ |γ|, γ11 + · · ·+ γ2nν2n = γ. (3.27)
Writing dHp as a matrix, we have
dHp =

0 0 2 0
0 0 0 0
0 0 0 0
0 0 0 0
+ e−2r

0 0 0 0
∂2rηq1 − 2∂ηq ∂2θηq 0 ∂2ηηq
4∂rq1 − 4q − ∂2rrq1 2∂θq − ∂2θrq1 0 2∂ηq − ∂2ηrq1
2∂θq − ∂2rθq1 −∂2θθq 0 −∂2ηθq
 .
Defining M as the first (constant) matrix of the right hand side and using Proposition 3.4, we have∣∣dHp(Φt)−M ∣∣ . e−2rt〈ηt〉2 . e−2r−2σt(〈η〉2 + 〈t〉2) . e−σt,
using that 2p1/2 ≥ 1 and that e−2r〈η〉2 is bounded, by (3.23). We then set
A(t) = e−tM
(
dHp(Φ
t)−M) etM ,
X(t) = e−tMer|β|∂γΦt − er|β|∂γΦ0,
Y (t) = e−tMR(t) +A(t)er|β|∂γΦ0,
so that
X˙(t) = A(t)X(t) + Y (t), X(0) = 0.
Noting that M2 = 0, we have
exp(±tM) = 1± tM, | exp(±tM)| . 〈t〉, (3.28)
thus
|A(t)| . e−σt〈t〉2 . e−σt/2. (3.29)
To estimate X(t) by Lemma 3.7, we still need to estimate Y (t). We first assume that ∂γ = ∂βη
with |β| = 1. We then have R(t) = 0 and
A(t)er|β|∂γΦ0 = e−tM (∂βηHp)(Φ
t)er
since M∂βηΦ
0 = 0. By Proposition 3.4 and (3.23) again, we obtain
|(∂βηHp)(Φt)| . e−2r−2σt〈ηt〉 . e−r−σt,
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so that |Y (t)| . e−σt/2. Using (3.29) and Lemma 3.7, we get |X(t)| . 1. Since M∂βηΦ0 = 0, we
can rewrite X(t) = e−tMer∂βη (Φ
t − Φ0) and, using (3.28), finally get∣∣er∂βη (Φt − Φ0)∣∣ . 〈t〉.
The other first order derivatives of Φt − Φ0 are studied similarly (note that there is no er factor
then), by showing that X(t) is bounded and using that X(t) = e−tM∂γ(Φt−Φ0)+(e−tM −1)∂γΦ0
with (3.28) to get
|∂γ(Φt − Φ0)| . 〈t〉.
For higher order derivatives, ∂γΦ0 = 0 and ∂γ(Φt−Φ0) = ∂γΦt. Furthermore, since the derivatives
of Φt involved in R(t) are of strictly smaller order than γ, we can proceed by induction. By writing
xt for rt, ρt, θt and ∂γ
i
l = ∂
βil
η ∂
kil
r ∂
αil
θ ∂
jil
ρ for the derivatives involved in (3.26), with 1 ≤ i ≤ 2n and
1 ≤ l ≤ νi (recall that, if νi = 0, the corresponding product in (3.26) is 1), the induction hypothesis
yields
|e|βil |r∂γilxt| . 〈t〉,
since, if βil 6= 0, ∂β
i
l
η xt = ∂
βil
η (xt − x0). If n+ 2 ≤ i ≤ 2n (and νi 6= 0), we also have
|e|βil |r∂γil ηti−n−1| . 〈t〉,
unless ∂γ
i
l = ∂
βil
η with |βil | = 1, in which case we only have |∂γ
i
l ηti−n−1| . 〈t〉. By setting
E = {n+ 2 ≤ i ≤ 2n ; ∃1 ≤ l ≤ νi such that ∂γil = ∂β
i
l
η with |βil | = 1},
and N = #E , we thus obtain
|(3.26)| . eNr|(∂νHp)(Φt)|〈t〉|ν|−N
∏
E
|∂γil ηti−n−1|.
Since the components of Hp are polynomial of degree 2 with respect to the last n − 1 variables,
we only need to consider the case where N ≤ 2, otherwise νn+2 + · · · + ν2n ≥ 3 and ∂νHp ≡ 0.
Furthermore
|(∂νHp)(Φt)| . e−2r
t〈ηt〉2−νn+2−···−ν2n . e−2rt〈ηt〉2−N .
For N ≤ 2, we have 〈ηt〉2−N . 〈η〉2−N + 〈t〉2−N so, using that eNre−2rt . e−(2−N)r−2σt, we see
that eNre−2r
t〈ηt〉2−N . e−σt which finally implies
|(3.26)| . 〈t〉|ν|e−σt . e−σt/2.
Therefore |Y (t)| . 〈t〉e−σt and, by Lemma 3.7, |X(t)| is bounded . The result follows then easily.

Lemma 3.8. For all 0 < σ < 1, there exist R > 0 and C > 0 such that, for all (r, θ, ρ, η) satisfying
(3.23),
|ρt ∓ p1/2| ≤ Ce−|t|/C , ±t ≥ 0. (3.30)
In particular, ρt → ±p1/2 as t→ ±∞.
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Proof. We consider the case where t ≥ 0, the case of negative times being similar. Using (3.12),
Proposition 3.4 and Lemma 3.5, we can choose R large enough such that ρ˙t ≥ 0 and
ρ˙t . e−2r
t |ηt|2 . e−2rt(|η| + 〈t〉)2 . e−2r−2σt(|η|+ 〈t〉)2 . e−σt, (3.31)
using the fact that e−2r|η|2 . p in the last estimate. Therefore, ρt has a limit as t→ +∞. By the
energy conservation and the estimate on e−2r
t |ηt|2 given by (3.31), we have p = (ρt)2 +O(e−σt),
which shows that (ρt)2 → p. Since ρt is non decreasing and ρ0 = ρ > −p1/2, the limit must be
p1/2. Then we get (3.30) by integrating the motion equation for ρt between t and +∞, namely
p1/2 − ρt =
∫ ∞
t
ρ˙sds =
∫ ∞
t
e−2r
s
(2q(rs, θs, ηs)− (∂rq1)(rs, θs, ηs)) ds (3.32)
where, by Proposition 3.4 and Lemma 3.5, the integrand is O(e−2r−2σs(〈s〉 + 〈η〉)2). 
Proposition 3.9. For all 0 < σ < 1, there exists R > 0 such that, for all j, k ∈ N, α, β ∈ Nn−1,
with the notation
Djαkβhyp = e
r|β|∂βη ∂
j
r∂
α
θ ∂
k
ρ ,
(introduced before Definition 2.2) and (l)+ = max(0, l), we have
|Djαkβhyp (rt − r − 2|t|p1/2)| .
(
e−r〈η/p1/2〉
)(2−|β|)+
p−(k+|β|)/2,
|Djαkβhyp (θt − θ)| . e−r
(
e−r〈η/p1/2〉
)(1−|β|)+
p−(k+|β|)/2,
|Djαkβhyp (ρt − ρ)|+ |Djαkβhyp (ηt − η)| .
(
e−r〈η/p1/2〉
)(2−|β|)+
p(1−k−|β|)/2,
and, for all 0 < ε < 1,
|Djαkβhyp (ρt ∓ p1/2)| .
(
e−r〈η/p1/2〉
)(2−|β|)+
e−4(1−ε)|t|p
1/2
p(1−k−|β|)/2,
uniformly with respect to (r, θ, ρ, η) and t satisfying
r > R, ±ρ > −σp1/2, ±t ≥ 0. (3.33)
We point out that, apart from the energy localization and the localization in θ, the conditions
(3.33) are the main ones that define outgoing/incoming areas according to Definition 2.10.
Note also that, if (r, θ, ρ, η) are restricted to a subset where p belongs to a compact subset of
(0,+∞), the estimates of Proposition 3.9 read
|Djαkβhyp (rt − r − 2|t|p1/2)|+ |Djαkβhyp (ρt − ρ)|+ |Djαkβhyp (ηt − η)| .
(
e−r〈η〉)(2−|β|)+ , (3.34)
|Djαkβhyp (θt − θ)| . e−r
(
e−r〈η〉)(1−|β|)+ , (3.35)
|Djαkβhyp (ρt ∓ p1/2)| .
(
e−r〈η〉)(2−|β|)+ e−4(1−ε)|t|p1/2 . (3.36)
Actually the latter estimates are equivalent to Proposition 3.9 by the following elementary scaling
properties,
(rt, θt)(r, θ, ρ, η) = (rλt, θλt)(r, θ, ρ/λ, η/λ), (3.37)
(ρt, ηt)(r, θ, ρ, η) = λ(ρλt, ηλt)(r, θ, ρ/λ, η/λ), (3.38)
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for λ > 0. Note that the condition (3.33) is invariant under the scaling (t, ρ, η) 7→ (λt, ρ/λ, η/λ).
Proof. We only need to prove (3.34), (3.35) and (3.36) with p ∈ (1/4, 4) and, again, we only
consider t ≥ 0 and ρ > −σp1/2. We first assume that j + |α|+ k+ |β| = 0. By (3.10), Proposition
3.4 and Lemma 3.5, we have
|θ˙t| . e−2r−2σt(|η|+ 〈t〉) . e−2r−σt〈η〉,
|η˙t| . e−2r−2σt(|η|+ 〈t〉)2 . e−2r−σt〈η〉2,
hence |ηt− η| . e−2r〈η〉2 and |θt− θ| . e−2r〈η〉. In particular, ηt− η and θt− θ are bounded. The
motion equation for rt yields
rt − r − 2tp1/2 = 2
∫ t
0
(ρs − p1/2)ds, (3.39)
and, using (3.30), we get |rt − r − 2tp1/2| . 1. The latter estimate, the boundedness |ηt − η| and
(3.32) imply
|ρt − p1/2| . e−2r−4tp1/2〈η〉2. (3.40)
Furthermore, since |p1/2 − ρ| = |ρ2 − p|/|ρ + p1/2| . e−2r|η|2, we also have |ρt − ρ| . e−2r〈η〉2.
Putting (3.40) into (3.39), we obtain |rt − r − 2tp1/2| . e−2r〈η〉2 which completes the proof of
(3.34), (3.35) and (3.36) for j + |α|+ k + |β| = 0 (note that we can choose ε = 0 in this case).
Let us now prove (3.35) when j + |α|+ k + |β| ≥ 1. We first note that, by Lemma 3.5 and the
boundedness of |rt − r − 2tp1/2|, we have
|Dj′α′k′β′hyp (e−r
t
ηt)| ≤ |Dj′α′k′β′hyp (e−r
t
(ηt − η))|+ |Dj′α′k′β′hyp (e−r
t
η)|,
. e−2tp
1/2〈t〉j′+|α′|+k′+|β′|
(
e−r + (e−r|η|)(1−|β′|)+
)
,
. e−2tp
1/2〈t〉j′+|α′|+k′+|β′| (e−r〈η〉)(1−|β′|)+ , (3.41)
for all j′ + |α′|+ k′ + |β′| ≥ 0. By writing
θt − θ =
∫ t
0
e−r
s
(∂ηq)(r
s, θs, e−r
s
ηs)ds,
and using (3.41), Lemma 3.5 (ie |Dj′′α′′k′′β′′hyp rt|+ |Dj
′′α′′k′′β′′
hyp θ
t| . 〈t〉 if j′′ + |α′′|+ k′′ + |β′′| 6= 0),
the Leibniz formula and Lemma 3.6, we obtain (3.35). We obtain similarly (3.36) and then (3.34)
(also using that (e−r〈η〉)2 . e−r〈η〉 . 1). Note that, for rt − r − 2tp1/2, (3.34) follows directly
from (3.36) and (3.39). 
Corollary 3.10. Let V ⋐ V ′ ⋐ Rn−1 be two relatively compact open subsets and let 0 < σ < 1.
There exists R > 0 and C > 0 such that the conditions
r > R, θ ∈ V, ±ρ > −σp1/2, (3.42)
imply that, for all ±t ≥ 0,
rt > r − C, θt ∈ V ′.
In particular, if (3.42) holds, the flow Φt(r, θ, ρ, η) depend only on p on T ∗ ((r − C,+∞)× V ′) for
±t ≥ 0.
This corollary allows us to localize the estimates of Proposition 3.9 in charts of asymptotically
hyperbolic manifolds.
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4 The Hamilton-Jacobi and transport equations
In this section, we develop the analytical tools necessary for the Isozaki-Kitada parametrix that
will be constructed in Section 5.
As in subsection 3.2, we consider
p = p(r, θ, ρ, η) := ρ2 + e−2rq(r, θ, η), (4.1)
where q is defined by (3.4) with q0, q1 satisfying (3.5), (3.6), (3.7) and (3.8). Although the functions
q and q0 are well defined for θ ∈ Rn−1, we shall mainly work with θ in a neighborhood of a fixed
bounded open set
V0 ⋐ R
n−1
θ .
Here V0 is arbitrary. In the applications, p will be replaced by pι = ρ
2 + e−2rqι(r, θ, η), the
principal symbol of P in the patch Ψι(Uι), and V0 will be replaced by Vι (see (2.22)) contained in
a coordinate patch of the angular manifold. Although pι is not defined on T
∗
R
n
+, this does not
cause any problem since, as proved by Corollary 3.10 and as will be clear from the analysis below,
the constructions of phases, flows, etc... depend on pι only through its values for θ in an arbitrary
neighborhood of Vι and r ≫ 1. Therefore, there will be no loss of generality in assuming that
pι is the restriction to a neighborhood of [R,+∞)× V ι × Rn of a symbol of the form (4.1). The
construction of such a continuation of pι is fairly standard using (1.8).
4.1 Properties of outgoing, incoming and intermediate areas
Definition 4.1. For all R > 0, all relatively compact open subset V ⋐ Rn−1, all σ ∈ (−1, 1) and
all open interval I ⋐ (0,+∞), we define
Γ±(R, V, I, σ) = {(r, θ, ρ, η) ∈ R2n | r > R, θ ∈ V, p ∈ I, ±ρ > −σp1/2}. (4.2)
The open set Γ+(R, V, I, σ) (resp. Γ−(R, V, I, σ)) is called an outgoing (resp. incoming) area.
Definition 2.10 is of course a special case of the above one with p = pι, V ⋐ V
′
ι (see (2.22)) and
R large enough.
Note that Γ±(R, V, I, σ) ⊂ Γ±(R, V, I, |σ|). Therefore, by Proposition 3.3, outgoing (resp.
incoming) areas are regions where the forward (resp. backward) flow of p is well defined and non
trapping in the future (resp. in the past) in the sense that rt → +∞ as t→ +∞ (resp t→ −∞).
We now prove two useful propositions on outgoing/incoming areas using the classes Shyp(Ω)
introduced in Definition 2.2.
Proposition 4.2. i) Assume that
R1 > R2, V1 ⋐ V2, I1 ⋐ I2, σ1 < σ2. (4.3)
Then we can find χ±1→2 ∈ Shyp (Γ±(R2, V2, I2, σ2)) such that
χ±1→2 ≡ 1 on Γ±(R1, V1, I1, σ1).
ii) Any symbol a ∈ Shyp
(
(R,+∞)× V × Rn ∩ p−1(I)) can be written
a = a+ + a−, with a± ∈ Shyp
(
Γ±(R, V, I, 1/2)
)
.
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One important point in this proposition is that χ±1→2 and a
± can be chosen in Shyp.
Proof. i) We may for instance choose
χ±1→2(r, θ, ρ, η) = χR1→R2(r)χV1→V2(θ)χI1→I2(p)χσ1→σ2 (±ρ/p1/2),
with χR1→R2 , χσ1→σ2 ∈ C∞(R), χV1→V2 ∈ C∞0 (V2) and χI1→I2 ∈ C∞0 (I2) such that
supp(χR1→R2) ⊂ (R2,+∞), supp(χσ1→σ2) ⊂ (−σ2,+∞)
and
χR1→R2 ≡ 1 on (R1,+∞), χV1→V2 ≡ 1 on V1, χI1→I2 ≡ 1 on I1, χσ1→σ2 ≡ 1 on (−σ1,+∞).
Notice that ρ/p1/2 is smooth on the support of χI1→I2(p). So defined χ
±
1→2 is smooth on R
2n,
supported in Γ±(R2, V2, I2, σ2), ≡ 1 on Γ±(R1, V1, I1, σ1) and one easily checks that it belongs to
Bhyp (Γ±(R2, V2, I2, σ2)), using for instance Lemma 2.4.
ii) It is very similar to the first case. We may for instance choose
a±(r, θ, ρ, η) = a(r, θ, ρ, η)χ±1/2(ρ/p
1/2),
with χ±−1/2→1/2 ∈ C∞(R) such that
χ+1/2 + χ
−
1/2 ≡ 1, supp(χ+1/2) ⊂ (−1/2,+∞), supp(χ+1/2) ⊂ (−∞, 1/2).
Here again ρ/p1/2 is smooth on the support of a and a± ∈ Bhyp (Γ±(R, V, I, 1/2)). 
Let us remark that, by the first part of Proposition 4.2, Γ±(R2, V2, I2, σ2) is a neighborhood of
the closure of Γ±(R1, V1, I1, σ1) under the assumption (4.3). In the following proposition, we make
this remark more quantitative.
Proposition 4.3. Assume (4.3). There exists ε > 0 such that, for all (r′, θ′, ρ′, η′) ∈ R2n and all
(r, θ, ρ, η) ∈ Γ±(R1, V1, I1, σ1),
|(r, θ, ρ, η)− (r′, θ′, ρ′, η′)| ≤ ε ⇒ (r′, θ′, ρ′, η′) ∈ Γ±(R2, V2, I2, σ2).
Proof. Choose first ε0 > 0 such that, if |r − r′| + |θ − θ′| ≤ ε0, r′ > R2 and θ′ ∈ V2. Then, by
writing
q(r′, θ′, e−r
′
η′)− q(r′, θ′, e−rη) = e−2r′q(r′, θ′, η′ − η) + (e2(r−r′) − 1)q(r′, θ′, e−rη), (4.4)
and using (3.5), (3.6) with the Taylor formula, we get
|p(r′, θ′, ρ′, η′)− p(r, θ, ρ, η)| ≤ |ρ2 − ρ′2|+ C|η′ − η|2 + C(|r − r′|+ |θ − θ′|)e−2r|η|2,
where e−2r|η|2 is bounded, using (3.7). Since ρ is bounded too, we obtain
|p(r′, θ′, ρ′, η′)− p(r, θ, ρ, η)| ≤ C|(r, θ, ρ, η) − (r′, θ′, ρ′, η′)|,
provided that |(r, θ, ρ, η) − (r′, θ′, ρ′, η′)| ≤ ε0 and therefore,
|p1/2(r′, θ′, ρ′, η′)− p1/2(r, θ, ρ, η)| ≤ C|(r, θ, ρ, η) − (r′, θ′, ρ′, η′)|,∣∣∣∣ ρ′p1/2(r′, θ′, ρ′, η′) − ρp1/2(r, θ, ρ, η)
∣∣∣∣ ≤ C|(r, θ, ρ, η) − (r′, θ′, ρ′, η′)|,
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if |(r, θ, ρ, η)− (r′, θ′, ρ′, η′)| is small enough, using that I2 ⋐ (0,+∞). The conclusion is then easy.

Similarly to (2.54), we set
R(ǫ) = 1/ǫ, Vǫ = {θ ∈ Rn−1 | dist(θ, V0) < ǫ2}. (4.5)
Definition 4.4. For all 0 < ǫ < 1/4, we set
Γ±s (ǫ) := Γ
±(R(ǫ), Vǫ, (1/4− ǫ, 4 + ǫ), ǫ2 − 1).
The open set Γ+s (ǫ) (resp. Γ
−
s (ǫ)) is called a strongly outgoing (resp. incoming) area.
Here again, Definition 2.12 is a special case of the latter. We also recall that, for all ǫ small
enough and all (r, θ, ρ, η) ∈ Γ±s (ǫ), (2.56) holds, as explained after Definition 2.12.
In the sequel, we shall need very often the following result.
Proposition 4.5. For all M > 0, there exist ǫM > 0 and CM > 1 such that, for all 0 < ǫ ≤ ǫM ,
the following holds: if
(r, θ, ρ, η) ∈ Γ±s (ǫ), (4.6)
and
r′ − r ≥ −M, |θ′ − θ| < Mǫ2, |ρ′ − ρ| < Mǫ2, |η′ − η| < Mǫe1/ǫ, (4.7)
then, for all 0 ≤ s ≤ 1,
(r′, θ′, ρ′, sη′) ∈ Γ±s (CM ǫ).
In particular, (r′, θ′, ρ′, 0) ∈ Γ±s (CM ǫ).
Proof. Using (2.56) and (4.4), we first note the existence of M ′ > 0 such that, for all 0 < ǫ < 1/4,
if (4.6) and (4.7) hold then
|p(r′, θ′, ρ′, sη′)− p(r, θ, ρ, η)| ≤M ′ǫ2,
using in particular that sη′ − η = s(η′ − η) + (s− 1)η. If CM is large enough and 0 < ǫCM < 1/4,
we obtain
0 <
1
4
− CM ǫ < 1
4
− ǫ−M ′ǫ2 ≤ p(r′, θ′, ρ′, sη′) ≤ 4 + ǫ+M ′ǫ2 < 4 + CM ǫ.
If 0 < ǫ ≤ ǫM with ǫM small enough, then p(r′, θ′, ρ′, sη′)/p(r, θ, ρ, η) = 1 +O(ǫ2) so that
±ρ′
p(r′, θ′, ρ′, sη′)1/2
=
±ρ
p(r, θ, ρ, η)1/2
p(r, θ, ρ, η)1/2
p(r′, θ′, ρ′, sη′)1/2
± ρ
′ − ρ
p(r′, θ′, ρ′, sη′)1/2
,
> 1− (CM ǫ)2,
by possibly increasing CM . In addition, dist(θ, V0) ≤ |θ′ − θ| + dist(θ, V0) < (CM ǫ)2, by possibly
increasing CM again and decreasing ǫM . Finally, r
′ ≥ r − M > e1/ǫ − M > e1/CMǫ, for all
0 < ǫ ≤ ǫM by possibly decreasing ǫM again, so (r′, θ′, ρ′, sη′) ∈ Γ±s (CM ǫ). 
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Proposition 4.6. Fix σ ∈ (−1, 1). Then, there exists R′σ > 0 such that for all R ≥ R′σ and all
ǫ > 0 small enough, there exists tR,ǫ ≥ 0 such that
Φt
(
Γ±(R, V0, (1/4− ǫ, 4 + ǫ), σ)
) ⊂ Γ±s (ǫ), for all ± t ≥ tR,ǫ,
where Φt is the Hamiltonian flow of p.
In other words, one can reach a strongly outgoing (resp. incoming) area from an outgoing (resp.
incoming) one in finite time, along the geodesic flow.
Proof. We consider only the outgoing case. With no loss of generality, we may assume that
0 < σ < 1. By choosing R ≥ R′σ large enough, we can use Proposition 3.4 and Corollary 3.10.
By Proposition 3.4, we have rt ≥ r + ct − C for some C, c > 0, hence rt > R(ǫ) for all t ≥ tR,ǫ,
provided
ctR,ǫ − C +R > R(ǫ). (4.8)
By Proposition 3.9, we have |θt − θ| . e−r hence θt ∈ Vǫ, for ǫ small enough and all t ≥ 0, since
e−1/ǫ ≪ ǫ2. Using (3.36) and the energy conservation, we shall have ρt/p1/2(rt, θt, ρt, ηt) > 1− ǫ2
provided for instance that
e−p
1/2tR,ǫ ≤ ǫ3, (4.9)
with ǫ small enough. Choosing tR,ǫ so that (4.8) and (4.9) hold, we get the result. 
We conclude this part with the following explicit construction of cutoffs.
In Section 5, we will need a result similar to part i) of Proposition 4.2. This is the purpose of
the following result.
Proposition 4.7. We can find 0 < ν < 1 and a family of cutoffs χ±ǫ2→ǫ ∈ Shyp(Γ±s (ǫ1+ν)), defined
for all ǫ small enough, such that,
χ±ǫ2→ǫ = 1 on Γ
±
s (ǫ
2), (4.10)
and, uniformly on R2n,∣∣e−2r|η|j∂r,θ,ρ,ηχ±ǫ2→ǫ∣∣+ ∣∣e−2r|η|2∂ρ,η∂r,θχ±ǫ2→ǫ∣∣ . ǫ1/2, j = 1, 2. (4.11)
That we can find, for each ǫ, χ±ǫ2→ǫ ∈ Shyp(Γ±s (ǫ1+ν)) satisfying (4.10) would follow directly
from Proposition 4.2. The important additional point here is the control with respect to ǫ given
by (4.11). Note also that the power 1/2 is essentially irrelevant: we only mean that the left hand
side of (4.11) is uniformly small as ǫ→ 0. This rather technical point will only be used in Section
5 to globalize suitably certain phase functions.
Proof. For 0 < δ < 1 to be chosen later, we consider the characteristic functions χ¯Iǫ1+δ and χ¯
V
ǫ2+δ of
(1/4− ǫ1+δ, 4+ ǫ1+δ) and V +B(0, ǫ2+δ) respectively. Let us choose ζI ∈ C∞0 (R), ζV ∈ C∞0 (Rn−1)
both equal to 1 near 0, such that
∫
ζI =
∫
ζV = 1 and set
χIǫ1+δ(λ) =
∫
χ¯Iǫ1+δ(µ)ζ
I
(
λ− µ
ǫ1+2δ
)
ǫ−1−2δdµ,
χVǫ2+δ(θ) =
∫
χ¯Vǫ2+δ(ϑ)ζ
V
(
θ − ϑ
ǫ2+2δ
)
ǫ−(n−1)(2+2δ)dϑ.
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One then easily checks that, if ǫ is small enough,
χIǫ1+δ ≡ 1 on (1/4− ǫ2, 4 + ǫ2), χIǫ1+δ ≡ 0 outside (1/4− ǫ1+
δ
4 , 4 + ǫ1+
δ
4 ),
χVǫ2+δ (θ) = 1 if dist(θ, V ) < ǫ
4, χVǫ2+δ(θ) = 0 if dist(θ, V ) ≥ ǫ2+
δ
2 .
Choosing ω ∈ C∞(R) supported in (1/4,+∞) such that ω = 1 near [1/3,∞), we now define
χ±ǫ2→ǫ(r, θ, ρ, η) = ω(r/R(ǫ
3/2))χVǫ2+δ (θ)χ
I
ǫ1+δ (p)ω(±ρ)ζI(e−2r|η|2/ǫ4−δ).
On the support of χIǫ1+δ(p), we have ρ
2 ≥ 1/4 − O(ǫ) so the factor ω(±ρ) only determines the
sign of ρ. By (2.55) and (2.56), one sees that (4.10) holds with ν = δ/2, if ǫ is small enough.
Furthermore, χ±ǫ2→ǫ is supported in Γ
±
s (ǫ
1+ν) and belongs to Bhyp(Γ±s (ǫ1+ν)).
Let us prove (4.11). Since e−2r|η|2 . ǫ4−δ on the support of χ±ǫ2→ǫ, the first order derivatives
satisfy
|∂rχ±ǫ2→ǫ| . R(ǫ3/2)−1 + e−2r|η|2(ǫ−1−2δ + ǫ−4+δ) . 1,
|∂ρχ±ǫ2→ǫ| . ǫ−1−2δ,
|∂θχ±ǫ2→ǫ| . ǫ−2−2δ + ǫ−1−2δe−2r|η|2 . ǫ−2−2δ,
|∂ηχ±ǫ2→ǫ| . e−2r|η|(ǫ−1−2δ + ǫ−4+δ)≪ e−ǫ
−1/2
,
using the fact that e−2r|η| . e−r ≤ e−ǫ−1 for the last estimate. Similarly
|∂ρ∂r,θχ±ǫ2→ǫ| . ǫ−2−2δ × ǫ−1−2δ = ǫ−3−4δ,
|∂η∂r,θχ±ǫ2→ǫ| . e−ǫ
−1/2
.
Since e−2r|η|2e−3−4δ . ǫ1−5δ and e−2r|η| ≪ e−ǫ−1/2 , the result follows with δ = 1/10 (hence with
ν = 1/20). 
We finally consider the case of intermediate areas.
Definition 4.8. Given V ⋐ Rn−1, ǫ > 0, δ > 0 and σ0, . . . , σL satisfying (2.57), (2.58), (2.59),
we set
Γ±inter(ǫ, δ; l) :=
{
(r, θ, ρ, η) ∈ R2n | r > R(ǫ), θ ∈ V, p ∈ I(ǫ), ± ρ
p1/2
∈ (−σl+1,−σl−1)
}
,
for 1 ≤ l ≤ L− 1.
As previously, this definition is nothing but Definition 2.14, with p and V instead of pι and Vι.
Proposition 4.9. Fix ǫ > 0 small enough, δ > 0 and σ0, . . . , σL satisfying (2.57), (2.58) and
(2.59). Then, any symbol
a± ∈ Shyp(Γ±ι (R(ǫ), Vι, I, 1/2))
can be written
a± = a±s + a
±
1,inter + · · ·+ a±L−1,inter,
with
a±s ∈ Shyp(Γ±ι,s(ǫ)), a±l,inter ∈ Shyp(Γ±ι,inter(ǫ, δ; l)).
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Proof. By (2.57) and (2.58), we can find χ−∞, χ+∞ ∈ C∞(R) and χl ∈ C∞0 (−σl+1,−σl−1), for
1 ≤ l ≤ L− 1, such that
supp(χ−∞) ⊂ (−∞,−σL−1), supp(χ+∞) ∈ (1 − ǫ2,+∞),
and
χ+∞ +
L−1∑
l=1
χl + χ−∞ ≡ 1 on R.
This simply relies on the overlapping property of the intervals in (2.58). We then obtain the result
by considering
a±s (r, θ, ρ, η) = a
±(r, θ, ρ, η)× χ+∞(±ρ/p1/2),
a±l,inter(r, θ, ρ, η) = a
±(r, θ, ρ, η)× χl(±ρ/p1/2), 1 ≤ l ≤ L− 2,
a±L−1,inter(r, θ, ρ, η) = a
±(r, θ, ρ, η)× (χL−1 + χ−∞)(±ρ/p1/2).
since, in the definition of a±L−1,inter, the cutoff guarantees that ±ρ/p1/2 < −σL−2 and a± that
±ρ/p1/2 > −1/2 = −σL. 
We conclude this subsection with the following proposition giving the main property of inter-
mediate areas.
Proposition 4.10. Fix t > 0. Then for all ǫ > 0 small enough, we can find δ > 0 small enough
such that, for any choice of σ0, . . . , σL satisfying (2.57), (2.58) and (2.59), we have
Φt
(
Γ±inter(ǫ, δ; l)
) ∩ Γ±inter(ǫ, δ; l) = ∅, ±t ≥ t, (4.12)
for all 1 ≤ l ≤ L− 1.
Proof. We consider the outgoing case, the incoming one being similar. Using Corollary 3.10, we
may assume that, if ǫ is small enough, (3.22) holds for any initial condition such that r > R(ǫ),
θ ∈ V and ρ ≥ −p1/2/2. In particular t 7→ ρt is non decreasing for t ≥ 0. Assume that 1/2 ≤
ρ/p1/2 ≤ 1− (ǫ/2)2 and set
tǫ = tǫ(r, θ, ρ, η) := sup
{
t ≥ 0 | ρ
s
p1/2
<
ρ
p1/2
+ ǫ4 for all s ∈ [0, t]
}
.
Notice that tǫ is finite by Lemma 3.8 and that ρ
tǫ = ρ+ p1/2ǫ4. If 1− (ǫ/2)2 + ǫ4 ≥ 1/2, we have
|ρt/p1/2| ≤ 1− (ǫ/2)2+ ǫ4 on [0, tǫ). Thus, if ǫ is small enough (independent of (r, θ, ρ, η)), we have
(ρt)2/p ≤ 1 − (ǫ/2)2 for all t ∈ [0, tǫ) and then, by (3.22) again, we have ρ˙t ≥ (ǫ/2)2p on [0, tǫ] so
that
ρtǫ − ρ ≥ (ǫ/2)2ptǫ.
This shows that tǫ ≤ ǫ4/(ǫ/2)2p = 4ǫ2/p. Then, for ǫ small enough such that 4ǫ2/p ≤ t for all
(r, θ, ρ, η) in{
(r, θ, ρ, η) ∈ R2n | r > R(ǫ), θ ∈ V, p ∈ I(ǫ), −1/2 ≤ ρ
p1/2
≤ 1− (ǫ/2)2
}
, (4.13)
and with δ = ǫ4/2, we have ρt − ρ ≥ 2δp1/2 for all t ≥ t. This implies (4.12) since, for any choice
of σ0, . . . , σL and any l, Γ
±
inter(ǫ, δ; l) is contained in (4.13). 
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4.2 Hyperbolic long/short range symbols
In this short subsection, we introduce the definitions of short/long range hyperbolic symbols which
will be useful for the resolution of transport equations in Subsection 4.5. We prove in passing
Proposition 4.12 below which will be used at several places, in particular in Subsection 4.3.
Definition 4.11. A smooth function a± on Γ
±
s (ǫ) is said to be of hyperbolic short range if
|∂jr∂αθ ∂kρ∂βη a±(r, θ, ρ, η)| . 〈r − log〈η〉〉−τ−1−j , (r, θ, ρ, η) ∈ Γ±s (ǫ), (4.14)
and of hyperbolic long range if
|∂jr∂αθ ∂kρ∂βη a±(r, θ, ρ, η)| . 〈r − log〈η〉〉−τ−j , (r, θ, ρ, η) ∈ Γ±s (ǫ). (4.15)
Notice that in this definition, we do not assume that a ∈ Bhyp(Γ±s (ǫ)). However, this will be the
case in the applications and we now give a simple criterion to check that a symbol a ∈ Bhyp(Γ±s (ǫ))
is of hyperbolic short/long range.
For ǫ small enough, by restricting a to a smaller area Γ±s (ǫ/C), with C > 1 large enough (or to
Γ±s (ǫ
2), Γ±s (ǫ
3) as it will be the case in the applications), using Lemma 2.4 and Proposition 4.5,
we have
a(r, θ, ρ, η) = a(r, θ, ρ, 0) +
∫ 1
0
(∂ξa˜)(r, θ, ρ, sξ)|ξ=e−rηds · e−rη, (4.16)
where a˜ belongs to C∞b (Fhyp(Γ
±
s (ǫ))) and (r, θ, ρ, sη) ∈ Γ±s (ǫ) if (r, θ, ρ, η) ∈ Γ±s (ǫ/C). Since, for
all N > 0,
|∂jr∂βη e−rη| . 〈r − log〈η〉〉−N , (r, θ, ρ, η) ∈ Γ±s (ǫ),
we obtain that, for a ∈ Bhyp(Γ±s (ǫ)),
a is of hyperbolic short/long range in Γ±s (ǫ/C) ⇔ a|η=0 is of usual short/long range (4.17)
in the sense that
| (∂jr∂αθ ∂kρa) (r, θ, ρ, 0)| . 〈r〉−τ−j , (r, θ, ρ, 0) ∈ Γ±s (ǫ),
in the long range case (recall that 0 < τ ≤ 1) and
| (∂jr∂αθ ∂kρa) (r, θ, ρ, 0)| . 〈r〉−τ−1−j , (r, θ, ρ, 0) ∈ Γ±s (ǫ),
in the short range case.
To calculate a|η=0 in some applications, we shall use the following elementary result.
Proposition 4.12. For all r > 0, all θ ∈ Rn−1 and all ±ρ > 0, we have, for all ±t ≥ 0,
(rt, θt, ρt, ηt)|η=0 = (r + 2tρ, θ, ρ, 0), (4.18)
∂η(r
t, θt, ρt, ηt)|η=0 =
(
0,
∫ t
0
e−2r−4sρhessη[q](r + sρ, θ)ds, 0, Id
)
. (4.19)
where hessη[q](r, θ) is the Hessian matrix of q with respect to η (which is independent of η).
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Proof. One simply checks that the right hand side of (4.18) is a solution to (3.10) (with w(r) = e−2r)
for ±t ≥ 0. Applying then ∂η to (3.10), one sees easily as well that the right hand side of (4.19) is
a solution to the corresponding system. 
Remark. If ǫ is small enough then, on Γ±s (ǫ), we have
r − log〈η〉 ≥ 0. (4.20)
In particular, in this region, 〈r − log〈η〉〉 is equivalent to the weight
〈r − log〈η〉〉+ := max(1, r − log〈η〉)
which was introduced by Froese-Hislop in [13]. For the study of global in time estimates, which
hope to consider in a separate paper, the resolvent estimates proved in [4] suggest that these
hyperbolic short/long range conditions would play the same role as the usual Euclidean short/long
range conditions used in [8].
4.3 The Hamilton-Jacobi equation
In this subsection, we use the results of subsection 3.2 to solve the time independent Hamilton-
Jacobi equations giving the phases of the Isozaki-Kitada parametrix.
Lemma 4.13. There exists 0 < ǫ0 < 1 such that, for all 0 < ǫ ≤ ǫ0 and all ±t ≥ 0, the map
Ψ±t : (r, θ, ρ, η) 7→ (r, θ, ρt, ηt)
is a diffeomorphism from Γ±s (ǫ) onto its range and
Γ±s (ǫ
3) ⊂ Ψ±t
(
Γ±s (ǫ)
)
, for all ± t ≥ 0. (4.21)
Proof. See Appendix A.
The power ǫ3 in (4.21) is not very important. It is only a rough explicit quantitative bound
for the size of a strongly outgoing (resp. incoming) area which is contained in Ψ+t (Γ
+
s (ǫ)) (resp.
Ψ−t (Γ
−
s (ǫ))) for all t ≥ 0 (resp. t ≤ 0).
The components of the inverse map (Ψ±t )
−1 are of the form (r, θ, ρt, ηt) with
ρt = ρt(r, θ, ρ, η), ηt = ηt(r, θ, ρ, η).
Here we omit the ± dependence for notational simplicity. We thus have
ρt(r, θ, ρt, ηt) = ρ, η
t(r, θ, ρt, ηt) = η, (4.22)
at least for all (r, θ, ρ, η) ∈ Γ±s (ǫ30) and ±t ≥ 0.
Remark. It follows from the Proof of Lemma 4.13 and the scaling properties (3.37), (3.38) that
Ψ±t is actually a diffeomorphism from the cone generated by Γ
±
s (ǫ0) onto its range, the latter range
containing the cone generated by Γ±s (ǫ
3
0). Therefore (ρt, ηt) is actually the restriction to Γ
±
s (ǫ
3
0) of
a map defined on the cone generated by Γ±s (ǫ
3
0) and, using (3.38), we have
(ρt, ηt)(r, θ, λρ, λη) = λ(ρλt, ηλt)(r, θ, ρ, η), ±t ≥ 0, (r, θ, ρ, η) ∈ Γ±s (ǫ30), (4.23)
for all λ > 0.
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Proposition 4.14. There exists ǫ1 ≤ ǫ30 such that, for all j, k ∈ N, α, β ∈ Nn−1,∣∣Djαkβhyp (ρt − ρ)∣∣+ ∣∣Djαkβhyp (ηt − η)∣∣ . 1, (r, θ, ρ, η) ∈ Γ±s (ǫ1), ±t ≥ 0. (4.24)
In addition, if (r, θ, ρ, 0) ∈ Γ±s (ǫ1), we have
(ρt, ηt)|η=0 = (ρ, 0), (4.25)
∂η(ρt − ρ, ηt − η)|η=0 = (0, 0). (4.26)
Proof. By (4.21), any (r, θ, ρ, η) ∈ Γ±s (ǫ30) can be written Ψ±t (r, θ, ρ˜, η˜) with (r, θ, ρ˜, η˜) ∈ Γ±s (ǫ0),
hence
sup
Γ±s (ǫ30)
|ρt − ρ|+ |ηt − η| ≤ sup
Γ±s (ǫ0)
|ρ˜− ρt(r˜, θ˜, ρ˜, η˜)|+ |η˜ − ηt(r˜, θ˜, ρ˜, η˜)|.
By (3.34), the right hand side is bounded so we obtain (4.24) for j + |α|+ k+ |β| = 0. Then, for ǫ
small enough, using Proposition 3.9 and Lemma 4.12, we remark that, for (r, θ, ρ, η) ∈ Γ±s (ǫ),∣∣∂ρ,η (ρt − ρ, ηt − η)∣∣ ≤ ∫ 1
0
∣∣∂η∂ρ,η(ρt, ηt)(r, θ, ρ, sη)∣∣ ds|η| . |e−rη| . ǫ,
since, by Proposition 4.5, (r, θ, ρ, sη) ∈ Γ±s (ǫ0) if (r, θ, ρ, η) ∈ Γ±s (ǫ) and ǫ is small enough. There-
fore, if ǫ is small enough,
|∂ρ,η(ρt, ηt)− Idn| ≤ 1/2, on Γ±s (ǫ), (4.27)
for all ±t ≥ 0. Here |.| is a matrix norm. We can now prove (4.24) when j + |α| + k + |β| ≥ 1.
Assume first that Djαkβhyp = e
r∂βη , with |β| = 1, and denote for simplicity
Ξt(r, θ, ρ, η) = (ρt, ηt)(r, θ, ρ, η), Ξ
t(r, θ, ρ˜, η˜) = (ρt, ηt)(r, θ, ρ˜, η˜), Ξ = (ρ, η),
when (r, θ, ρ, η) ∈ Γ±s (ǫ3), (r, θ, ρ˜, η˜) ∈ Γ±s (ǫ) and ±t ≥ 0. Applying er∂βη to ( 4.22), we get
(∂ρ˜,η˜Ξ
t)(r, θ,Ξt)e
r∂βηΞt = (0, e
r∂βη η) = e
r∂βηΞ,
and using that (∂ρ˜,η˜Ξ
t)∂βηΞ = ∂
β
η˜Ξ
t, we obtain
(∂ρ˜,η˜Ξ
t)(r, θ,Ξt)e
r∂βη (Ξt − Ξ) = er
(
∂η˜(Ξ− Ξt)
)
|(r,θ,Ξt)
,
where the right hand side is bounded, by (3.34). Using (4.27), we see that er∂αη (Ξt − Ξ) is
bounded on Γ±s (ǫ1) for ±t ≥ 0, by choosing ǫ1 ≤ ǫ30 and such that (4.27) holds. The other
first order derivatives are treated similarly and are simpler to handle since there is no er. When
j + |α| + k + |β| ≥ 2, we iterate this process using Lemma 3.6. To complete the proof of the
proposition, we finally note that (4.25) and (4.26) are easy consequences of (4.22) and Proposition
4.12. 
By Propositions 4.13 and 4.14, we can define rst = r
s
t (r, θ, ρ, η) and θ
s
t = θ
s
t (r, θ, ρ, η) on Γ
±
s (ǫ1)
by
rst = r
s(r, θ, ρt, ηt), θ
s
t = θ
s(r, θ, ρt, ηt), ±t ≥ ±s ≥ 0,
where ±t ≥ ±s ≥ 0 means more precisely that t ≥ s ≥ 0 if (r, θ, ρ, η) ∈ Γ+s (ǫ1) and that t ≤ s ≤ 0
if (r, θ, ρ, η) ∈ Γ−s (ǫ1). Here we assume that ǫ1 is small enough so that Proposition 3.9 hold for
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r > R(ǫ1) and σ = 1/2 (for instance), which justifies that r
s
t and θ
s
t are well defined (and that
their derivatives can be estimated using Proposition 3.9).
By the classical Hamilton-Jacobi theory, the function Σ± defined by
Σ±(t, r, θ, ρ, η) = r
t
tρ+ θ
t
t · η − tρ2 − te−2r
t
tq(rtt , θ
t
t , η) (4.28)
solve the following time dependent eikonal equation, for (r, θ, ρ, η) ∈ Γ±s (ǫ1) and ±t ≥ 0,
∂tΣ± = p(r, θ, ∂rΣ±, ∂θΣ±), Σ±|t=0 = rρ+ θ · η. (4.29)
To put it in a more standard way, note that (4.28) is obtained by defining Σ± via Σ±(t, r, θ, ρ
t, ηt) =
rtρt + θt · ηt − tp(rt, θt, ρt, ηt). Note also that this simple expression uses the fact that p is
homogeneous of degree 2 in (ρ, η). Now assume for a while that
S±(r, θ, ρ, η) := rρ+ θ · η +
∫ ±∞
0
∂t
(
Σ±(t, r, θ, ρ, η)− tρ2
)
dt (4.30)
is well defined on Γ±s (ǫ1). Then, at least formally,
∂r,θS±(r, θ, ρ, η) = lim
t→±∞
∂r,θΣ±(t, r, θ, ρ, η). (4.31)
The latter only uses the fact that the term tρ2 inside the integral is independent of r, θ. If we know
in addition that
lim
t→±∞
∂ρΣ±(t, r, θ, ρ, η) = +∞, (4.32)
then, using that Σ± are generating functions of Φt, namely
Φt(r, θ, ∂rΣ±, ∂θΣ±) = (∂ρΣ±, ∂ηΣ±, ρ, η), ±t ≥ 0, (4.33)
we obtain, on Γ±s (ǫ1),
p(r, θ, ∂rS±, ∂θS±) = lim
t→±∞
p(∂ρΣ±, ∂ηΣ±, ρ, η) = ρ
2.
Let us state the following proposition.
Proposition 4.15. There exists 0 < ǫ2 ≤ ǫ1 such that we can find S± = S±(r, θ, ρ, η), defined on
Γ±s (ǫ2), real valued, satisfying
p(r, θ, ∂rS±, ∂θS±) = ρ
2, on Γ±s (ǫ2), (4.34)
and such that
S±(r, θ, ρ, η) = rρ+ θ · η + ϕ±(r, θ, ρ, η), (4.35)
for some ϕ± ∈ Bhyp(Γ±s (ǫ2)) satisfying, when (r, θ, ρ, 0) ∈ Γ±s (ǫ2),
ϕ±|η=0 = 0, (4.36)
er∂ηϕ±|η=0 = 0, (4.37)
e2rhessη[ϕ±]|η=0 =
∫ ±∞
0
e−4tρhessη[q](r + 2tρ, θ)dt. (4.38)
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It is convenient to note that, by possibly decreasing ǫ2 and by using Lemma 2.4, (4.16), (4.36)
and (4.37), we can write
ϕ±(r, θ, ρ, η) =
∑
|β|=2
a±β (r, θ, ρ, e
−rη)e−2rηβ , (4.39)
with a±β ∈ C∞b (Fhyp(Γ±(ǫ2))).
Proof. We consider only the outgoing case. To complete the proof of (4.34), we have to prove
the missing details, namely the convergence of the integral in (4.30) (plus its derivability) and the
limits (4.31) and (4.32). Defining (ρst , η
s
t ) := (ρ
s, ηs)(r, θ, ρt, ηt), the motion equations yield
rtt = r + 2
∫ t
0
ρstds,
= r + 2tρ− 2
∫ t
0
∫ t
s
e−2r
u
t (2q(rut , θ
u
t , η
u
t )− (∂rq)(rut , θut , ηut )) duds. (4.40)
By Propositions 3.9 and 4.14, we have the following bounds on Γ+s (ǫ1), for s ≥ 0 and t ≥ 0,∣∣∣Dhypjαkβ (rst − r)∣∣∣ . 〈s〉, ∣∣∣Dhypjαkβ (θst − θ)∣∣∣ . e−r, ∣∣∣Dhypjαkβ (ηst − η)∣∣∣ . 1. (4.41)
In addition, using Proposition 3.4 and (4.21), we have, for s ≥ 0 and t ≥ 0,
rst ≥ r + 2(1− ǫ6)sp1/2(r, θ, ρt, ηt)− C ≥ r + s/4− C, on Γ+s (ǫ3), (4.42)
with ǫ small enough such that, p1/2(r, θ, ρt, ηt) ≥ 1/4. Using (4.40), (4.41), (4.42), with ǫ2 :=
ǫ3 ≤ ǫ1 small enough, and Lemma 3.6, we obtain the existence of a bounded family (at)t≥0 in
Bhyp(Γ+s (ǫ2)) such that
rtt = r + 2tρ+ at(r, θ, ρ, η), t ≥ 0. (4.43)
One shows similarly that (θtt − θ) · η = er(θtt − θ) · e−rη is bounded in Bhyp(Γ+s (ǫ2)) for t ≥ 0 and
hence that
Σ+ − (rρ+ θ · η + tρ2) is bounded in Bhyp(Γ+s (ǫ2)) for t ≥ 0, (4.44)
which proves (4.32). Then, using (4.29) and (4.33), we note that
∂tΣ+ − ρ2 = e−2∂ρΣ+q(∂ρΣ+, ∂ηΣ+, η). (4.45)
Therefore, using (4.42), (4.43), (4.44) and (4.45), we obtain the convergence of the integral in
(4.30) and the limit (4.31) as well as the fact that S+(r, θ, ρ, η)− rρ−θ ·η belongs to Bhyp(Γ+s (ǫ2)).
Finally, the formulas (4.36), (4.37) and (4.38) follow directly from (4.45) combined with (4.25) and
(4.18). 
Remark 1. We point out that, by applying ∂η to (4.44), there exists C such that, for all
(r, θ, ρ, η) ∈ Γ+s (ǫ2) and t ≥ 0,
|∂ηΣ+(t, r, θ, ρ, η)− θ| ≤ Ce−r . e−R(ǫ2).
This shows, in the spirit of Corollary 3.10, that the proof above depends only on the definition of
q(r, θ, η) for θ in an arbitrarily small neighborhood of V0, provided ǫ2 is small enough.
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Remark 2. Using (3.37), (3.38) and (4.23), one sees that S± is actually well defined on the conical
area given by
r > R(ǫ2), θ ∈ Vǫ2 , ±ρ > (1− ǫ22)p1/2,
and that
Σ±(t, r, θ, λρ, λη) = λΣ±(λt, r, θ, ρ, η), λ > 0.
This implies that S± is the restriction to Γ
±
s (ǫ2) of an homogeneous function of degree 1, with
respect to (ρ, η).
We conclude this part with a useful result to consider phases globally defined on R2n when we
shall construct Fourier integral operators.
Proposition 4.16. For some small enough ǫ3 > 0, there exists a family of functions (S±,ǫ)0<ǫ≤ǫ3 ,
globally defined on R2n, such that
ϕ±,ǫ(r, θ, ρ, η) := S±,ǫ(r, θ, ρ, η)− rρ− θ · η
coincides with ϕ± on Γ
±
s (ǫ) and satisfies
supp(ϕ±,ǫ) ⊂ Γ±s (ǫ1/2), (4.46)
ϕ±,ǫ ∈ Bhyp(Γ+s (ǫ1/2)), (4.47)
|∂ρ,η ⊗ ∂r,θϕ±,ǫ(r, θ, ρ, η)| ≤ 1/2, (r, θ, ρ, η) ∈ R2n, 0 < ǫ ≤ ǫ3, (4.48)
with | · | a matrix norm.
In further applications, (4.48) will also be used under the equivalent form
|∂ρ,η ⊗ ∂r,θS±,ǫ(r, θ, ρ, η)− Idn| ≤ 1/2, (r, θ, ρ, η) ∈ R2n, 0 < ǫ ≤ ǫ3. (4.49)
Remark. Although this proposition allows to assume that they are globally defined, the phases
S± solve the Hamilton-Jacobi equations on Γ
±
s (ǫ2) only.
Proof. We use Lemma 4.7 and consider
S±,ǫ(r, θ, ρ, η) := rρ + θ · η + χǫ1/2→ǫ(r, θ, ρ, η)ϕ±(r, θ, ρ, η), (4.50)
with ϕ± defined in Proposition 4.15. We have S±,ǫ = S± on Γ
±
s (ǫ) and, using(4.11) and (4.39),
|∂ρ,η ⊗ ∂r,θS±,ǫ(r, θ, ρ, η)− Idn| . ǫ1/4, on R2n,
since e−r|η| . ǫ1/2 on Γ+s (ǫ1/2). This yields the result if ǫ is small. 
4.4 Fourier integral operators on Rn
In this subsection, we derive some basic properties of Fourier integral operators associated to the
phases S± obtained in Proposition 4.15.
For simplicity, we introduce the shorter notation
B±s (ǫ) := Bhyp(Γ±s (ǫ)), S±s (ǫ) := S±hyp(Γ±s (ǫ)), (4.51)
where the classes Bhyp and Shyp were defined in Definition 2.2.
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By Propositions 4.15 and 4.16, for all h ∈ (0, 1], all ǫ small enough and all a± ∈ S±s (ǫ), we can
define the operator
J±h (a
±) : S(Rn)→ S(Rn), (4.52)
as the operator with Schwartz kernel
K±h (r, θ, r
′, θ′) = (2πh)−n
∫
e
i
h (S±(r,θ,ρ,η)−r
′ρ−θ′·η)a±(r, θ, ρ, η) dρdη.
Since the symbol a± is supported in Γ±s (ǫ), the phase S± can be replaced by S±,ǫ which is globally
defined (see Proposition 4.16). Note also that J±h (a
±) maps clearly the Schwartz space into itself
since, for fixed h say h = 1, it can be considered as the pseudo-differential operator with symbol
eiϕ±a± = eiϕ±,ǫa± which belongs to C∞b (R
2n).
To obtain the L2 boundedness of such operators uniformly in h ∈ (0, 1] as well as the factor-
ization Lemma 4.19 below, which are both consequences of the usual Kuranishi trick, we need a
preliminary result.
Consider the maps (ρ
±,ǫ
, η
±,ǫ
) : R3n → Rn defined by
(ρ
±,ǫ
, η
±,ǫ
)(r, θ, r′, θ′, ρ, η) :=
∫ 1
0
∂r,θS±,ǫ(r
′ + s(r − r′), θ′ + s(θ − θ′), ρ, η)ds (4.53)
so that
(r − r′)ρ
±,ǫ
+ (θ − θ′) · η
±,ǫ
= S±,ǫ(r, θ, ρ, η)− S±,ǫ(r′, θ′, ρ, η). (4.54)
Lemma 4.17. For all (r, θ, r′, θ′) ∈ R2n and all 0 < ǫ ≤ ǫ3, the map (ρ, η) 7→ (ρ±,ǫ, η±,ǫ) is a
diffeomorphism from Rn onto itself. Denoting by (ρ±,ǫ, η±,ǫ) the corresponding inverse, we have,
for all 0 < ǫ ≤ ǫ3, ∣∣∣∂βη ∂jr∂j′r′∂αθ ∂α′θ′ ∂kρ ((ρ±,ǫ, η±,ǫ)− (ρ, η))∣∣∣ . 1, on R3n. (4.55)
Furthermore, there exists ǫ6 > 0 such that, for all 0 < ǫ ≤ ǫ6, we have
(r, θ, ρ, η) ∈ Γ±s (ǫ) ⇒
(
r, θ, ρ
±,ǫ
, η
±,ǫ
)
|r=r′,θ=θ′
∈ Γ±s (ǫ1/3), (4.56)(
r, θ, ρ
±,ǫ
, η
±,ǫ
)
|r=r′,θ=θ′
∈ Γ±s (ǫ3) ⇒ (r, θ, ρ, η) ∈ Γ±s (ǫ), (4.57)
and ∣∣∣∂βη ∂jr∂j′r′∂αθ ∂α′θ′ ∂kρ ((ρ±,ǫ, η±,ǫ)− (ρ, η))|r=r′,θ=θ′∣∣∣ . e−|β|r, on Γ+s (ǫ3). (4.58)
Proof. The estimate (4.49) implies directly that (ρ, η) 7→ (ρ
±,ǫ
, η
±,ǫ
) is a diffeomorphism for all
(r, θ, r′, θ′) ∈ R2n and 0 < ǫ ≤ ǫ3. Evaluating (4.53) at (r, θ, r′, θ′, ρ±,ǫ, η±,ǫ), namely
(ρ, η) = (ρ
±,ǫ
, η
±,ǫ
)(r, θ, r′, θ′, ρ±,ǫ, ρ±,ǫ), (4.59)
yields
(ρ, η)− (ρ±,ǫ, η±,ǫ) =
∫ 1
0
∂r,θϕ±,ǫ(r
′ + s(r − r′), θ′ + s(θ − θ′), ρ±,ǫ, η±,ǫ)ds. (4.60)
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By (4.46) and (4.47), ϕ±,ǫ ∈ C∞b (R2n), so (ρ±,ǫ, η±,ǫ)−(ρ, η) is bounded, for fixed ǫ. For the deriva-
tives, we apply ∂βη ∂
j
r∂
j′
r′∂
α
θ ∂
α′
θ′ ∂
k
ρ to the right hand side of (4.60) and obtain (4.55) by induction,
using Lemma 3.6.
To prove (4.56), we simply notice that ϕ±,ǫ coincides with ϕ± on Γ
±
s (ǫ
3) so that∣∣(ρ, η)− (ρ
±,ǫ
, η
±,ǫ
)|r=r′,θ=θ′
∣∣ = |∂r,θϕ±(r, θ, ρ, η)| . ǫ2,
using (2.56) and (4.39). The result follows from Proposition 4.5 and the fact that Γ±s (Cǫ) ⊂
Γ±s (ǫ
1/3) for ǫ small enough. To get (4.57), we use directly Proposition A.1 proving that Γ±s (ǫ
3) ⊂
Ψt(Γ±s (ǫ)) with
Ψt(r, θ, ρ, η) := (r, θ, ρ
±,ǫ
, η
±,ǫ
)|r=r′,θ=θ′ = (r, θ, ∂rS±(r, θ, ρ, η), ∂θS±(r, θ, ρ, η)),
which is actually independent of t and ǫ.
By (4.55), (4.58) holds when β = 0. Consider next the first order derivatives when |β| = 1 and
the other multi-indices are 0. Applying ∂βη to (4.59) and evaluating at r = r
′, θ = θ′, we get(
∂ρ,η(ρ±,ǫ, η±,ǫ)
)
∂βη
(
(ρ±,ǫ, η±,ǫ)− (ρ, η)
)
= ∂βη ∂r,θϕ±(r, θ, ρ±,ǫ, η±,ǫ)
where we have replaced ϕ±,ǫ by ϕ± using (4.57). Since
(
∂ρ,η(ρ±,ǫ, η±,ǫ)
)−1
is uniformly bounded
and erβ∂βη ∂r,θϕ±(r, θ, ρ±,ǫ, η±,ǫ) is bounded, using (4.57) again, we get the result in this case.
Higher order derivatives are obtained similarly by induction, using Lemma 3.6. 
Proposition 4.18. For all 0 < ǫ ≤ ǫ6 and all a±, b± ∈ S±s (ǫ), we have∣∣∣∣J±h (a±)J±h (b±)∗ − ∑
k≤N
hkc±k (r, θ, hDr, hDθ)
∣∣∣∣
L2(Rn)→L2(Rn)
≤ ChN+1, h ∈ (0, 1], (4.61)
where the constant C can be chosen uniformly with respect to a± and b± when they vary in bounded
subsets of S±s (ǫ) and where the symbols c±k are given by
c±k =
∑
j+|α|=k
1
j!α!
∂jr′∂
α
θ′D
j
ρD
α
η
(
a(r, θ, ρ±,ǫ, η±,ǫ)b(r
′, θ′, ρ±,ǫ, η±,ǫ)Jac(ρ±,ǫ, η±,ǫ)
)
|r=r′, θ=θ′
,(4.62)
with Jac(ρ±,ǫ, η±,ǫ) = |det(∂ρ,η(ρ±,ǫ, η±,ǫ))|. In particular,
c±k ∈ S±s (ǫ1/3). (4.63)
Proof. The Schwartz kernel of J±h (a
±)J±h (b
±)∗ takes the form
(2πh)−n
∫
e
i
h (S±,ǫ(r,θ,ρ,η)−S±,ǫ(r
′,θ′,ρ,η))a(r, θ, ρ, η)b(r′, θ′, ρ, η)dρdη
and this can be rewritten using the Kuranishi trick, ie (4.54) and Lemma 4.17, as
(2πh)−n
∫
e
i
h ((r−r
′)ρ+(θ−θ′)·η)a(r, θ, ρ±,ǫ, η±,ǫ)b(r
′, θ′, ρ±,ǫ, η±,ǫ)Jac(ρ±,ǫ, η±,ǫ)dρdη. (4.64)
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By (4.55), the symbol in (4.64) belongs to C∞b (R
3n). Therefore, the standard h-pseudo-differential
calculus implies that, with ck defined by (4.62), we obtain the L
2 bound (4.61) by the Caldero´n-
Vaillancourt Theorem. In addition, by (4.56) (applied with (ρ, η) = (ρ±,ǫ, η±,ǫ)|r=r′,θ=θ′), we have
supp(c±k ) ⊂ Γ+s (ǫ1/3). One then checks that c±k ∈ B±s (ǫ1/3), using (4.58). 
We note in passing that this proposition shows that, for all 0 < ǫ ≤ ǫ6 and all a± ∈ S±s (ǫ),
||J±h (a±)||L2(Rn)→L2(Rn) ≤ C, h ∈ (0, 1]. (4.65)
More precisely, the constant C can be chosen independently of a± if, for ǫ fixed, a± vary in a
bounded subset of S±s (ǫ).
Proposition 4.19. For all 0 < ǫ ≤ ǫ6, the following hold: if we are given
a±0 , . . . , a
±
N ∈ S±s (ǫ),
with a±0 such that
a±0 & 1, on Γ
±
s (ǫ
3), (4.66)
then, for all χ±s ∈ S±s (ǫ9), we can find b±0 , . . . , b±N ∈ S±s (ǫ3) such that, if we set
a±(h) = a±0 + · · ·+ hNa±N , b±(h) = b±0 + · · ·+ hNb±N ,
we have∣∣∣∣J±h (a±(h))J±h (b±(h))∗ − χ±s (r, θ, hDr, hDθ)∣∣∣∣L2(Rn)→L2(Rn) ≤ ChN+1, h ∈ (0, 1].
Proof. By Proposition 4.18 and the notation therein, we only need to find b±0 , . . . , b
±
N such that
c±0 = χ
±
s , c
±
k = 0, k = 1, . . . , N.
Using Lemma 4.17 and (4.62), the first equation, ie c±0 = χ
±
s , is solved explicitly by
b±0 (r, θ, ρ, η) =
(
χ±s (r, θ, ρ±,ǫ, η±,ǫ)Jac(ρ±,ǫ, η±,ǫ)
)
|r′=r, θ′=θ
× 1
a±0 (r, θ, ρ, η)
,
where 1/a±0 is well defined since χ
±
s (r, θ, ρ±,ǫ, η±,ǫ)|r′=r, θ′=θ is supported in Γ
±
s (ǫ
3) by (4.57).
Thus, b±0 is well defined, supported in Γ
±
s (ǫ
3) and belongs to B±s (ǫ3) by (4.53) and Proposition
4.15 (since (ρ
±,ǫ
, η
±,ǫ
)|r′=r, θ′=θ = ∂r,θS± in Γ
±
s (ǫ
3)). Furthermore, b±0 (r, θ, ρ±,ǫ, η±,ǫ)|r′=r, θ′=θ is
supported in Γ±s (ǫ
9). We then find the other symbols by induction for we have a triangular system
of equations. More precisely, the k-th equation ck ≡ 0 (k ≥ 1), reads(
b±k (r, θ, ρ±,ǫ, η±,ǫ)a
±
0 (r, θ, ρ±,ǫ, η±,ǫ)Jac(ρ±,ǫ, η±,ǫ)
)
|r=r′,θ=θ′
= d±k (r, θ, ρ, η)
where d±k is a linear combination of symbols of the form
(∂γb±k2)(r, θ, ρ±,ǫ, η±,ǫ)r=r′,θ=θ′(∂
γ′a±k1)(r, θ, ρ±,ǫ, η±,ǫ)r=r′,θ=θ′δk1k2γγ′(r, θ, ρ, η)
with k2 < k and δk1k2γγ′ a product of derivatives of order ≥ 1 of (ρ±,ǫ, η±,ǫ)(r, θ, r′, η′, ρ, η) eval-
uated at r = r′, θ = θ′. By the induction assumption (∂γb±k2)(r, θ, ρ±,ǫ, η±,ǫ)r=r′,θ=θ′ is supported
in Γ±s (ǫ
9), so we have
(r, θ, ρ
±,ǫ
, η
±,ǫ
)r=r′,θ=θ′ ∈ Γ±s (ǫ3),
using (4.56). Therefore, δk1k2γγ′(r, θ, ρ±,ǫ, η±,ǫ)r=r′,θ=θ′ belongs to B±s (ǫ3) by (4.58) and b
±
k satisfies
the expected properties. 
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4.5 The transport equations
In this subsection, we solve the time independent transport equations related to the phases con-
structed in Proposition 4.15. If we define (v±, w±) = (v±, w±)(r, θ, ρ, η) by(
v±
w±
)
:=
(
(∂ρp)(r, θ, ∂rS±, ∂θS±)
(∂ηp)(r, θ, ∂rS±, ∂θS±)
)
=
(
2∂rS±
e−2r(∂ηq)(r, θ, ∂θS±)
)
, (4.67)
these transport equations take the form
v±∂ra
± + w± · ∂θa± + y±a± = z±, (4.68)
where y±, z± are given and a± is the unknown function of (r, θ, ρ, η). Such equations arise naturally
in the construction of the Isozaki-Kitada parametrix (see Section 5). They can be solved standardly
by the method of characteristics and therefore, we start with the study the integral curves of the
vector field (v±, w±).
Given (r, θ, ρ, η) ∈ Γ±s (ǫ2), with ǫ > 0 small enough (to be specified below), we denote by
r±t = r
±
t (r, θ, ρ, η), θ
±
t = θ
±
t (r, θ, ρ, η),
the solution to {
r˙±t = v
±(r±t , θ
±
t , ρ, η),
θ˙±t = w
±(r±t , θ
±
t , ρ, η),
(4.69)
with initial data
r±0 (r, θ, ρ, η) = r θ
±
0 (r, θ, ρ, η) = θ.
In this problem, ρ and η are parameters. Equivalently,
φ±t = φ
±
t (r, θ, ρ, η) := (r
±
t , θ
±
t , ρ, η),
is the flow of the autonomous vector field (v±, w±, 0, 0).
Proposition 4.20. There exist ǫ4 > 0 such that for all (r, θ, ρ, η) ∈ Γ±s (ǫ24), the solution (r+t , θ+t )
(resp. (r−t , θ
−
t )) is globally defined on [0,+∞) (resp. (−∞, 0]). There also exists C > 0 such that,
for all 0 < ǫ ≤ ǫ4 and all (r, θ, ρ, η) ∈ Γ±s (ǫ2), we have
(r±t , θ
±
t , ρ, η) ∈ Γ±s (ǫ), ±t ≥ 0, (4.70)
and ∣∣r±t − r − 2tρ∣∣ ≤ Cǫ2min(1, |t|), (4.71)∣∣θ±t − θ∣∣ ≤ Ce−r. (4.72)
Furthermore, ∣∣Djαkβhyp (r±t − r − 2tρ)∣∣+ ∣∣Djαkβhyp (θ±t − θ)∣∣ ≤ Cjαkβ . (4.73)
for (r, θ, ρ, η) ∈ Γ±s (ǫ24) and ±t ≥ 0.
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Since S±,ǫ = S± on Γ
±
s (ǫ), the localization property (4.70) shows that φ
±
t still solves (4.69) on
Γ±s (ǫ
2) if one replaces (v±, w±) by (v±ǫ , w
±
ǫ ), the latter being obtained by replacing S± by S±,ǫ in
(4.67).
Proof. Here again we only consider the outgoing case. By (4.39), there exists C0 ≥ 1 such that,
for all (r, θ, ρ, η) ∈ Γ+s (ǫ2),
|∂rS+ − ρ| ≤ C0e−r|η|, |e−2r(∂ηq)(r, θ, ∂θS+)| ≤ C0e−2r|η|. (4.74)
By (2.56), there exists C1 ≥ 1 such that, for all ǫ > 0 small enough and all (r, θ, ρ, η) ∈ Γ+s (ǫ),
e−r|η| ≤ C1ǫ, e−2r|η| ≤ C1ǫ2, (4.75)
the last inequality following from e−R(ǫ) ≤ ǫ. If ǫ small enough, we may also assume that, for all
(r, θ, ρ, η) ∈ Γ+s (ǫ),
ρ > 1/8.
Fix now M = 5C0C1, and for (r, θ, ρ, η) ∈ Γ+s (ǫ2), consider T := T (r, θ, ρ, η) defined by
T = {t ≥ 0 | (r+s , θ+s ) is defined and r+s ≥ r + s/8, |θ+s − θ| ≤Mǫ2, ∀ s ∈ [0, t]}.
The set T is clearly an interval containing 0 and, if ǫ is small enough, Proposition 4.5 shows that
(r+s , θ
+
s , ρ, η) ∈ Γ+s (ǫ) for all s ∈ T . Thus, by (4.74) and (4.75), we have
|r˙+s − 2ρ| ≤ 2C0C1ǫ, |θ˙+s | ≤ C0C1ǫ2, s ∈ T ,
and, by possibly assuming that C0C1ǫ < 1/8, we have r˙
+
s > 0 on T . Choosing CM ≥ 1 as in
Proposition 4.5, we now claim that, if
ǫ < ǫ2/CM and r > R(CM ǫ),
then T := supT = +∞. Assume that this is wrong. Then T is finite, belongs to T and, on [0, T ],
we have
r+s ≥ r + s/8 ≥ r, |θ+s − θ| ≤ C1ǫ2 < Mǫ2,
so, by Proposition 4.5, (r+s , θ
+
s , ρ, η) ∈ Γ+s (CM ǫ) ⊂ Γ+s (ǫ2) and, by (4.74), (4.75),
|r+T − r − 2ρT | ≤ C0e−r|η|
∫ T
0
e−s/8ds ≤ C0e−r|η|T ≤ C0C1ǫT, (4.76)
|θ+T − θ| ≤ C0e−2r|η|
∫ T
0
e−s/4ds ≤ 4C0e−2r|η| < 5C0C1ǫ2. (4.77)
This implies that r+T > r + T/8 and that |θ+T − θ| < Mǫ2 so the flow can be continued beyond T ,
yielding a contradiction with the definition of T . The flow is thus well defined for t ≥ 0. Then,
(4.71) and (4.72) follow from the first inequalities of (4.76) and (4.77) with an arbitrary t ≥ 0
instead of T , since e−r|η| . ǫ2 for (r, θ, ρ, η) ∈ Γ+s (ǫ2). If ǫ is small enough, Proposition 4.5, (4.70)
shows that is a direct consequence of (4.71) and (4.72), using that e−r ≪ ǫ4.
It remains to prove (4.73) for j + |α|+ k + |β| ≥ 1. We consider r+t := r+t − 2tρ and θ
+
t := θ
+
t ,
which satisfy
dr+t /dt = v(t, r
+
t , θ
+
t , ρ, η), dθ
+
t /dt = w(t, r
+
t , θ
+
t , ρ, η), (4.78)
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with
v(t, r, θ, ρ, η) = (∂rϕ+)(r + 2tρ, θ, ρ, η),
w(t, r, θ, ρ, η) = e−2r−4tρ (∂ηq) (r + 2tρ, θ, ∂θS+(r + 2tρ, θ, ρ, η)) .
Using (4.39), we have, for all j′, α′, k′, β′,
|Dj′α′k′β′hyp (v, w)| . 〈t〉k
′
e−4tρ . e−2tρ, t ≥ 0, on Γ+s (ǫ2/C), (4.79)
with C such that if (r, θ, ρ, η) ∈ Γ+s (ǫ2/C) then (r + 2tρ, θ, ρ, η) ∈ Γ+s (ǫ2/C). Note also that if ǫ is
small enough and (r, θ, ρ, η) ∈ Γ+s (ǫ2), we have (r+t , θ
+
t , ρ, η) ∈ Γ+s (ǫ2/C), using (4.71), (4.72) and
Proposition 4.5. We then obtain (4.73) by induction by applying Djαkβhyp to (4.78). Indeed, using
Lemma 3.6 and (4.79), we have
d
dt
Djαkβhyp
(
r+t , θ
+
t
)
= (∂r,θ(v, w))D
jαkβ
hyp (r
+
t , θ
+
t ) +O(e−2ρt),
where O(e−2ρt) = 0 for first order derivatives and, otherwise, follows from the induction assump-
tion. Since |∂r,θ(v, w)| . e−2ρt, Lemma 3.7 yields the result. 
We now come to the resolution of (4.68) in a way suitable to further purposes.
Proposition 4.21. There exists ǫ5 > 0 such that, for all 0 < ǫ ≤ ǫ5 and all y± ∈ Bhyp(Γ±s (ǫ)) of
hyperbolic short range in Γ±s (ǫ), the function
a±hom = exp
(∫ ±∞
0
y± ◦ φ±s ds
)
,
solves (4.68) on Γ±s (ǫ
2) with z± ≡ 0 , belongs to Bhyp(Γ±s (ǫ2)) and
a±hom − 1 is of hyperbolic long range in Γ±s (ǫ2).
In addition, for all z± ∈ Bhyp (Γ±s (ǫ)), of hyperbolic short range in Γ±s (ǫ), the function
a±inhom = −
∫ ±∞
0
z± ◦ φ±s exp
(∫ s
0
y± ◦ φ±u du
)
ds,
solves (4.68) on Γ±s (ǫ
2), belongs to Bhyp(Γ±s (ǫ2)) and
a±inhom is of hyperbolic long range in Γ
±
s (ǫ
2).
We need the following lemma.
Lemma 4.22. There exists ǫ5 > 0 such that, for all j, α, k, β and all N ≥ 0,∣∣∂jr∂αθ ∂kρ∂βη (r±t − r − 2tρ)∣∣+ ∣∣∂jr∂αθ ∂kρ∂βη (θ±t − θ)∣∣ . 〈r − log〈η〉〉−N ,
on Γ±s (ǫ5), uniformly with respect to ±t ≥ 0.
Proof. By Proposition 4.5, there exists C > 0 such that, for all ǫ small enough and all s ∈ [0, 1],
(r, θ, ρ, η) ∈ Γ±s (ǫ2) ⇒ (r, θ, ρ, sη) ∈ Γ±s (Cǫ2). (4.80)
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Therefore, if Cǫ2 ≤ ǫ24 and if we set X±t (r, θ, ρ, η) = (r±t − r − 2tρ, θ±t − θ), we can write
X±t (r, θ, ρ, η) = X
±
t (r, θ, ρ, 0) +
∫ 1
0
(er∂ηX
±
t )(r, θ, ρ, sη)ds · e−rη,
on Γ±s (ǫ
2). The crucial remark is that X±t (r, θ, ρ, 0) = 0. Indeed, by (4.35) and (4.36), we have
∂rS± ≡ ρ and ∂θS± ≡ 0 at η = 0 (notice that (r, θ, ρ, 0) ∈ Γ±s (ǫ2) if Cǫ2 ≤ ǫ2), so the solution to
(4.69) is simply (r+2tρ, θ) in this case. In addition, by (4.73), (X±t )t≥0 is bounded in Bhyp(Γ±s (ǫ2)).
Thus, for all N ≥ 0,∣∣∂jr∂αθ ∂kρ∂βηX±t (r, θ, ρ, η)∣∣ . e−r〈η〉 . 〈r − log〈η〉〉−N , ±t ≥ 0, (r, θ, ρ, η) ∈ Γ±s (ǫ2),
which yields the result. 
Proof of Proposition 4.21. For simplicity we set ∂γ = ∂jr∂
α
θ ∂
k
ρ∂
β
η . Then, using Lemma 3.6 with
|γ| ≥ 1, ∂γ (y± ◦ φ±s ) is the sum of
(∂ry
±) ◦ φ±s ∂γr±s + (∂θy±) ◦ φ±s · ∂γθ±s + δj0δα0(∂kρ∂βη y±) ◦ φ±s (4.81)
and of a linear combination of
(∂k−k
′
ρ ∂
β−β′
η ∂
ν
r,θy
±) ◦ φ±s
(
∂γ
1
1r±s . . . ∂
γ1ν1r±s
)
. . .
(
∂γ
n
1 (θ±s )n−1 . . . ∂
γnνn
x (θ
±
s )n−1
)
, (4.82)
where (θ±s )1, . . . , (θ
±
s )n−1 are the components of θ
±
s , (0, 0, k
′, β′) +
∑
γji = γ, using the convention
and the notation of Lemma 3.6. By (4.73), we have
|(∂ry±) ◦ φ±s ∂γr±s | . 〈r±s − log〈η〉〉−τ−2e−r|β|〈s〉κ,
where κ = 1 if k = 1 and j + |α| + |β| = 0, and κ = 0 otherwise. On the other hand, by Lemma
4.22, we have
|(∂ry±) ◦ φ±s ∂γr±s | . 〈r±s − log〈η〉〉−τ−2〈r − log〈η〉〉−j˜〈s〉κ,
with the same κ as above and j˜ = j if j ≥ 2, or j˜ = 0 for j ≤ 1. Similarly, we also have
|(∂θy±) ◦ φ±s · ∂γθ±s | . 〈r±s − log〈η〉〉−τ−1 ×min
(
e−|β|r, 〈r − log〈η〉〉−j
)
,
while, for the last term of (4.81), we have
|δj0δα0(∂kρ∂βη y±) ◦ φ±s | . min
(
e−|β|re−2|β||ρs|, 〈r±s − log〈η〉〉−τ−1−j
)
,
since e−|β|r
±
s . e−|β|re−2|β||s| for r±s − r− 2ρs is bounded from below and ρs ≥ 0. Now, we remark
that ∣∣ (∂γ11r±s . . . ∂γ1ν1 r±s ) ∣∣ . 〈s〉ν˜1〈r − log〈η〉〉−N0 ,
where ν˜1 is the number of ∂
γ1l = ∂
j1l
r ∂
α1l
θ ∂
k1l
ρ ∂
β1l
η for which j1l = 0, N0 = 0 if j
1
l ≤ 1 for all l and N0
is any positive number if j1l ≥ 2 for at least one l. We therefore obtain, if β = β′,
|(4.82)| . 〈r±s − log〈η〉〉−τ−1−ν1 min
(
e−r|β|〈s〉ν1 , 〈r − log〈η〉〉ν1−ν˜1−j〈s〉ν˜1
)
,
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since ν1 − ν˜1 − j ≥ 0 in the case where no r derivative fall on the components of θ±s and only r
derivatives of order at most 1 fall on r±s . If β 6= β′, we have
|(4.82)| . min
(
e−2|β−β
′||ρs|e−|β|r〈s〉ν1 , 〈r±s − log〈η〉〉−τ−1−ν1〈r − log〈η〉〉ν1−ν˜1−j〈s〉ν˜1
)
.
Since r±s − r − 2ρs is bounded from below, ρs ≥ 0 (with |ρ| & 1) and using (4.20), we have
〈r±s − log〈η〉〉−τ−1−ν1 . 〈r − log〈η〉+ |s|〉−τ−1−ν1 .
All this implies that
|Djαkβhyp
(
y± ◦ φ±s
) | . 〈s〉−τ−1,
|∂jr∂αθ ∂kρ∂βη
(
y± ◦ φ±s
) | . 〈r − log〈η〉 + |s|〉−τ−1〈r − log〈η〉〉−j ,
and since ∫ +∞
0
〈r − log〈η〉 + |s|〉−τ−1ds . 〈r − log〈η〉〉−τ ,
(using (4.20) on strongly outgoing/incoming areas), we see that the function
∫ ±∞
0 y
±◦φ±s ds belongs
to Bhyp(Γ±s (ǫ2)) and is of hyperbolic long range. This implies easily that the same holds for
a±hom − 1. One then checks that a±hom solves the homogeneous transport equation by computing
d(a±hom ◦ φ±t )/dt at t = 0±. One studies similarly the case of a±inhom. 
5 An Isozaki-Kitada type parametrix
In this section, we prove an approximation of e−ithP Ôpι(χ
±
s ) when χ
±
s is supported in the strongly
outgoing (+)/ incoming (−) region Γ±ι,s(ǫ) (see Definition 2.12 for these areas and Definition 2.1
for Ôpι(·)). We recall that ι is an arbitrary index corresponding to the chart at infinity we consider
and where the symbols are supported (see (2.4) and (2.19)).
Here we will prove an L2 approximation, valid for times such that 0 ≤ ±t . h−1. Basically, we
will show that, for any N , e−ithP Ôpι(χ
±
s ) is the sum of a Fourier integral operator and of a term
of order hN in the operator norm of L2(M, d̂G), uniformly for 0 ≤ t . h−1.
We will therefore essentially prove half of Proposition 2.20, namely the estimate (2.77). The
dispersion estimate (2.76), following from a stationary phase argument on the Fourier integral
operator, will be proved in Section 7.
In Theorem 5.1 below, we use the classes of symbols Shyp(·) introduced in Definition 2.2 and
the Fourier integral operators (4.52) defined in Subsection 4.4. For these operators, the phases are
associated to the Hamiltonian p = pι, the principal symbol of P in the ι-th chart, as explained in
the beginning of Section 4.
In the sequel, we fix ι ∈ I (see (2.2)).
Theorem 5.1. For all N ≥ 0, there exists ǫ(N) > 0 such that, for all 0 < ǫ ≤ ǫ(N), the following
holds: there exists a±(h) = a±0 + · · ·+ hNa±N with
a±0 , . . . , a
±
N ∈ Shyp
(
Γ±ι,s(ǫ)
)
,
such that for all
χ±s ∈ Shyp
(
Γ±ι,s(ǫ
9)
)
, (5.1)
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we can find b±(h) = b±0 + · · ·+ hNb±N , with
b±0 , . . . , b
±
N ∈ Shyp
(
Γ±ι,s(ǫ
3)
)
, (5.2)
such that, for all T > 0, there exists C > 0 such that∣∣∣∣∣∣ e−ithP Ôpι (χ±s )−Ψ∗ι (J±h (a±(h)) e−ithD2rJ±h (b±(h))∗) (Ψ−1ι )∗∣∣∣∣∣∣
L2(cdG)→L2(cdG)
≤ ChN−1,
provided
0 ≤ ±t ≤ Th−1, h ∈ (0, 1].
We emphasize that, by (2.21), (2.22) and (2.54), the symbols a±(h) and b±(h) are supported
in (ǫ−1,+∞) × Vι,ǫ × Rn ⊂ (RK + 1,+∞)× V ′ι × Rn, for ǫ small. Therefore the Schwartz kernel
of the operator J±h (a
±(h)) e−ithD
2
rJ±h (b
±(h))
∗
is supported in ((RK + 1,+∞)× V ′ι )2 and hence
Ψ∗ι
(
J±h
(
a±(h)
)
e−ithD
2
rJ±h
(
b±(h)
)∗) (
Ψ−1ι )
∗
is well defined on the whole manifold (by the implicit requirement that its kernel vanishes outside
the coordinate patch Uι × Uι of M×M).
We also remark that ǫ(N) could certainly be chosen independently of N . However this is useless
for the applications we have in mind and we will not consider this refinement.
Before starting the proof, we fix or recall some notation. We set
Pι =
(
Ψ−1ι
)∗
P
(
Ψι
)∗
= p(r, θ,Dr, Dθ) + p1(r, θ,Dr, Dθ) + p2(r, θ)
with p the principal symbol and pk of degree 2− k in (ρ, η) for k = 1, 2.
Accordingly, we drop the indices ι from the notation of strongly outgoing/incoming areas . In
other words, we consider the areas given by Definition 4.4 with V0 = Vι. The explanation at the
beginning of Section 4 shows this should no cause any ambiguity.
For simplicity, we also use the notation (4.51).
Recall finally that, for some fixed ǫι > 0 small enough, Proposition 4.16 proves the existence of
S± solving
p(r, θ, ∂rS±, ∂θS±) = ρ
2, (r, θ, ρ, η) ∈ Γ+s (ǫι). (5.3)
Proof of Theorem 5.1. We denote for simplicity
A± = J
±
h (a
±(h)), B± = J
±
h (b
±(h)).
By the Duhamel formula, we have
e−ithPΨ∗ιA± = Ψ
∗
ιA±e
−ithD2r − i
h
∫ t
0
e−i(t−s)hPΨ∗ι (h
2PιA± −A±h2D2r)e−ishD
2
rds. (5.4)
Multiplying (5.4) by B∗±(Ψ
−1
ι )
∗ and denoting
C± := χ
±
s (r, θ, hDr, hDθ)(κ˜⊗ κ˜ι)−A±B∗±, (5.5)
D±(s) := (h
2PιA± −A±h2D2r)e−ishD
2
rB∗±, (5.6)
52
(where κ˜ and κ˜ι are the cutoffs used in Definition 2.1), we obtain
e−ithP Ôpι(χ
±
s ) = Ψ
∗
ιA±e
−ithDrB∗±(Ψ
−1
ι )
∗
+e−ithPΨ∗ιC±(Ψ
−1
ι )
∗ − i
h
∫ t
0
e−i(t−s)hPΨ∗ιD±(s)(Ψ
−1
ι )
∗ds.
Using (2.8) with q = 2, the theorem will then be proved if we find a±(h) and b±(h) such that
||C±||L2(Rn)→L2(Rn) . hN , ||D±(s)||L2(Rn)→L2(Rn) . hN+1, h ∈ (0, 1], (5.7)
uniformly with respect to 0 ≤ ±s ≤ Th−1 for D±(s).
For simplicity we only consider the outgoing case but the incoming one is of course completely
similar.
Construction of a+(h). We first define (v+, w+) by (4.67) and also set
y+ := p(r, θ, ∂r, ∂θ)S+ + p1(r, θ, ∂r , ∂θ)S+. (5.8)
Lemma 5.2. There exists ǫ˜ι ≤ ǫι such that y+ belongs to Bhyp(Γ+s (ǫ˜ι)) and is of hyperbolic short
range on Γ+s (ǫ˜ι).
Proof. It follows from (2.11) and (4.17) since Proposition 4.15 shows that y+|η=0 ≡ 0. 
Elementary computations show that, for all a+0 , . . . , a
+
N ∈ S+hyp(ǫ) and a+(h) = a+0 +· · ·+hNa+N ,
h2PιJ
+
h (a
+(h))− J+h (a+(h))h2D2r =
N+2∑
l=0
hlJ+h (d
+
l ),
where the symbols are given by
d+l =
(
p(r, θ, ∂rS+, ∂θS+)− ρ2
)
a+l − i
(
v+∂ra
+
l−1 + w
+ · ∂θa+l−1 + y+a+l−1
)
+ Pιa
+
l−2
= −i (v+∂ra+l−1 + w+ · ∂θa+l−1 + y+a+l−1)+ Pιa+l−2, (5.9)
using (5.3) and assuming ǫ ≤ ǫι. Here, we have 0 ≤ l ≤ N + 2 and the convention that a+−2 =
a+−1 = a
+
N+1 = a
+
N+2 ≡ 0. In particular, the first three terms are given by
d+0 = 0, (5.10)
id+1 = v
+∂ra
+
0 + w
+ · ∂θa+0 + y+a+0 , (5.11)
id+2 = v
+∂ra
+
1 + w
+ · ∂θa+1 + y+a+1 + iPιa+0 . (5.12)
Using Proposition 4.21, Lemma 5.2 and assuming ǫˆι ≤ min(ǫ˜2ι , ǫ5) we can define
aˆ+0 (r, θ, ρ, η) = exp
(∫ +∞
0
y+ ◦ φ+s (r, θ, ρ, η)ds
)
, (r, θ, ρ, η) ∈ Γ+s (ǫˆι)
so that aˆ+0 ∈ Bhyp(Γ+s (ǫˆι)), aˆ+0 − 1 is of hyperbolic long range in Γ+s (ǫˆι) and
v+∂raˆ
+
0 + w
+ · ∂θaˆ+0 + y+aˆ+0 ≡ 0 on Γ+s (ǫˆι).
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Since the function
∫∞
0
y+ ◦ φ+s ds is bounded on Γ+s (ǫˆι) (see the proof of Proposition 4.21), we also
have
aˆ+0 (r, θ, ρ, η) & 1, (r, θ, ρ, η) ∈ Γ+s (ǫˆι). (5.13)
Using (2.11) and the fact that aˆ+0 − 1 is of hyperbolic long range, it is easy to check that Pιaˆ+0 is
of hyperbolic short range in Γ+s (ǫˆ
2
ι ). By Proposition 4.21, we can then define
aˆ+1 = i
∫ +∞
0
(Pιaˆ
+
0 ) ◦ φ+s exp
(∫ s
0
y+ ◦ φ+u du
)
ds, on Γ+s (ǫˆ
2
ι ),
which belongs to Bhyp(Γ+s (ǫˆ2ι )), is of hyperbolic long range in Γ+s (ǫˆι) and satisfies
v+∂raˆ
+
1 + w
+ · ∂θaˆ+1 + y+aˆ+1 ≡ −iPιaˆ+0 on Γ+s (ǫˆ2ι ).
More generally, for 1 ≤ l ≤ N , we can define iteratively
aˆ+l = i
∫ +∞
0
(Pιaˆ
+
l−1) ◦ φ+s exp
(∫ s
0
y+ ◦ φ+u du
)
ds, on Γ+s (ǫˆ
2l
ι ),
which belongs to Bhyp(Γ+s (ǫˆ2
l
ι )), is of hyperbolic long range in Γ
+
s (ǫˆ
2l
ι ) and satisfies
v+∂raˆ
+
l + w
+ · ∂θaˆ+l + y+aˆ+l ≡ −iPιaˆ+l−1 on Γ+s (ǫˆ2
l
ι ),
using Proposition 4.21 and the fact that Pιaˆ
+
l−1 is of hyperbolic short range if aˆ
+
l is of hyperbolic
long range. Hence, using Lemma 4.7 with ǫ ≤ ǫˆ2Nι and setting
a+l = χ
+
ǫ2→ǫaˆ
+
l , 0 ≤ l ≤ N
with the aˆ+l defined above, we have constructed a
+
0 , . . . , a
+
N ∈ S+hyp(ǫ) with a+0 satisfying (4.66), by
(5.13). Furthermore,
d+l ∈ S+hyp(ǫ) for 0 ≤ l ≤ N + 2, (5.14)
d+l ≡ 0 on Γ+s (ǫ2) for 0 ≤ l ≤ N. (5.15)
Construction of b+(h). Given χ+s ∈ S+hyp(ǫ9), we then simply choose the symbols b+0 , . . . , b+N
according to the Proposition 4.19, with ǫ ≤ min(ǫˆ2Nι , ǫ6).
Justification of the parametrix. Since κ˜⊗ κ˜ι ≡ 1 near the support of χ+s , we have∣∣∣∣χ+s (r, θ, hDr, hDθ)− χ+s (r, θ, hDr, hDθ)(κ˜⊗ κ˜ι)∣∣∣∣L2(Rn)→L2(Rn) . hM , h ∈ (0, 1],
for all M , using the standard symbolic calculus, the Caldero´n-Vaillancourt Theorem and the fact
that S+hyp(ǫ) ⊂ C∞b (R2n). Using Proposition 4.19, we therefore obtain∣∣∣∣C+∣∣∣∣
L2(Rn)→L2(Rn)
. hN+1, h ∈ (0, 1].
It remains to consider D+(s) which reads
D+(s) =
N+2∑
l=0
N∑
m=0
hl+mJ+h (d
+
l )e
−ishD2rJ+h (b
+
m)
∗.
By (4.65) and (5.14), the part of the sum where l ≥ N+1, has an L2 operator norm of order hN+1.
Once divided by h and integrated over an interval of size at most h−1, the corresponding operator
norm is O(hN−1). The control of the other terms of the sum will follow from the next result.
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Proposition 5.3. If ǫ is small enough, then, for all 0 ≤ l,m ≤ N and all M ≥ 0, we have∣∣∣∣∣∣J+h (d+l )e−ishD2rJ+h (b+m)∗∣∣∣∣∣∣
L2(Rn)→L2(Rn)
≤ CǫhM , h ∈ (0, 1], 0 ≤ s ≤ Th−1.
The proof is based on a fairly elementary non stationary phase argument. To control the
operator norms of the kernels obtained after integrations by parts, we need the following rough
lemma.
Lemma 5.4. For a ∈ C∞b (R3n) compactly supported with respect to ρ, let us set
[a]+h (r, θ, r
′, θ′) = (2πh)−n
∫ ∫
e
i
h (S+,ǫ(r,θ,ρ,η)−sρ
2−S+,ǫ(r
′,θ′,ρ,η))a(r, θ, r′, θ′, ρ, η)dρdη,
using S+,ǫ defined in Proposition 4.16. Denote by A+h : L2(Rn) → L2(Rn) the operator with
Schwartz kernel [a]+h . Then, there exists n0(n) ≥ 0 such that, for all ǫ small enough,
||A+h ||L2(Rn)→L2(Rn) ≤ Cǫh−n0〈s〉n0 max
|γ|≤n0
sup
R3n
||∂γa||∞,
for all h ∈ (0, 1], all s ∈ R and all a ∈ C∞b (R3n) satisfying
supp(a) ⊂ {|ρ| ≤ 10}.
Proof. It is a simple consequence of the Caldero´n-Vaillancourt Theorem by interpreting A+h as the
pseudo-differential operator with symbol
e
i
h (ϕ+,ǫ(r,θ,ρ,η)−sρ
2−ϕ+,ǫ(r
′,θ′,ρ,η))a(r, θ, r′, θ′, ρ, η),
where ϕ+,ǫ is defined in Proposition 4.16. 
Proof of Proposition 5.3. We notice first that, by Proposition 4.15 and (4.39)
∂ρ
(
S+(r, θ, ρ, η)− sρ2 − S+(r′, θ′, ρ, η)
)
= r − r′ − 2sρ+O(ǫ2), (5.16)
∂η
(
S+(r, θ, ρ, η) − sρ2 − S+(r′, θ′, ρ, η)
)
= θ − θ′ +O(e−1/ǫ), (5.17)
on the support of d+l (r, θ, ρ, η)b
+
m(r
′, θ′, ρ, η). On the other hand, by construction, we have
d+l = i
−1
(
v+∂rχǫ2→ǫ + w
+ · ∂θχǫ2→ǫ
)
aˆ+l−1 + Pι(χǫ2→ǫaˆ
+
l−2)− χǫ2→ǫPιaˆ+l−2,
(with the convention that aˆ+−2 = aˆ
+
−1 ≡ 0). Using in particular that
w+ = e−r(∂ηq)(r, θ, e
−r∂θS+),
d+l is a sum of terms of the form c(r, θ, ρ, η)∂
j
r(e
−r∂θ)
αχ+ǫ2→ǫ, with j + |α| ≥ 1 and c ∈ B+s (ǫ).
Using the form of χ+ǫ2→ǫ given by Lemma 4.7, we see that, on the support of such terms, at least
one of the following properties hold
ǫ−1 ≤ r ≤ ǫ−2, (5.18)
p(r, θ, ρ, η) ≤ 1/4− ǫ2 or p(r, θ, ρ, η) ≥ 4 + ǫ2, (5.19)
ǫ4−2κ . e−2r|η|2 . ǫ2, (5.20)
dist(θ, Vι) ≥ ǫ4, (5.21)
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for some fixed 0 < κ < 1 in (5.20). For terms such that (5.18) holds on their supports, we have
(5.16) ≤ ǫ−2 − ǫ−3 − 2sρ+ C ≤ −1− 2sρ. (5.22)
for ǫ small enough and integrate by parts w.r.t ρ. For those satisfying (5.19) on their supports,
then we must have
ρ2 − 1/4 ≤ −ǫ2 or ρ2 − 4 & ǫ2,
since e−2r|η|2 . ǫ2 in any case, whereas on the support of b+l , where p(r′, θ′, ρ, η) ∈ (1/4−ǫ3, 4+ǫ3)
and e−2r
′ |η|2 . ǫ6,
ρ2 − 1/4 & −ǫ3 and ρ2 − 4 ≤ ǫ3,
so that the amplitude vanishes identically, again if ǫ is small enough. For those satisfying (5.20)
on their supports, we have er|η|−1 . ǫκ−2. Since e−r′|η| . ǫ3, we get
er−r
′ ≤ C + (1 + κ) ln ǫ≪ 0,
which implies again that (5.16) ≤ −1 − 2sρ, if ǫ is small enough. Thus on the supports of terms
satisfying either (5.18) or (5.19) or (5.20), we have |(5.16)| & 〈s〉. By standard integrations by parts,
the kernel of corresponding operator can be written, for all M , as in Lemma 5.4 with amplitudes
of order (h/〈s〉)M in C∞b (R3n). Hence, their L2 operator norms are of order (h/〈s〉)M−n0 with an
arbitrary M .
For the remaining terms satisfying (5.21) on their supports, we remark that |θ′ − θ| ≥ ǫ5
(otherwise dist(θ, Vι) ≤ |θ − θ′|+ dist(θ′, Vι) < ǫ5 + ǫ6 ≪ ǫ4) hence
|(5.17)| & ǫ5.
Thus, for all M ≥ 0, the kernel of the corresponding operators can be written as in Lemma 5.4
with amplitudes of order hM in C∞b (R
3n). Since M is arbitrary, their L2 operator norms are of
order hM if |s| . h−1. 
This completes the proof of Theorem 5.1. 
6 Geometric optics and Egorov Theorem on AH manifolds
6.1 Finite time WKB approximation
In this subsection, we give a short time parametrix of e−ithP Ôpι(χ
±) when χ± is supported in
an outgoing (+) or an incoming (−) area. This parametrix is the standard geometric optic (or
WKB) approximation which is basically well known. Nevertheless, in the literature, one mostly
find local versions (ie with χ ∈ C∞0 ) or versions in Rn for elliptic operators. Here we are neither
in a relatively compact set nor in the uniformly elliptic setting so we recall the construction with
some details.
Analogously to Section 5, we prove here an L2 approximation. The related dispersion estimates
leading to (2.78) will be derived in Section 7.
We also emphasize that, although we shall prove this approximation with a specified time
orientation (ie t ≥ 0 for χ+ and t ≤ 0 for χ−), this result has nothing to do with outgoing/incoming
areas; in principle we should be able to state a similar result for any χ supported in p−1(I) and
for times |t| ≪ 1. We restrict the sense of time for only two reasons: firstly, because it is sufficient
for our purpose and, secondly, because we can use directly Proposition 3.9 (we should otherwise
give a similar result for the geodesic flow for t in an open neighborhood of 0).
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In this subsection ι is fixed (ie we work in a fixed coordinate patch). We drop the subscript ι
from the notation of symbols, phases, etc... For instance, we replace pι by p everywhere (see the
beginning of Section 4).
Fix then
I1 ⋐ I2 ⋐ I3 ⋐ (0,+∞),
three relatively compact open subsets of V ′ι (see (2.22)),
V1 ⋐ V2 ⋐ V3 ⋐ V
′
ι ,
and three real numbers
−1 < σ1 < σ2 < σ3 < 1.
For some R3 large enough to be fixed below, we also choose arbitrary R1, R2 real numbers such
that
R1 > R2 > R3.
Theorem 6.1. For all R3 large enough, there exists tWKB > 0 and a function
Σ ∈ C∞ ([0,±tWKB]× R2n,R) ,
such that, for any
χ± ∈ Shyp
(
Γ±ι (R1, V1, I1, σ1)
)
, (6.1)
we can find
a±0 (t), . . . , a
±
N (t) ∈ Shyp
(
Γ±ι (R2, V2, I2, σ2)
)
,
depending smoothly on t for 0 ≤ ±t ≤ tWKB, and such that, if we set
a±N (t, h) = a
±
0 (t) + · · ·+ hNa±N (t),
the operator defined on C∞0 (R
n) by the following kernel
[J ±h (t, a±N(t, h))] (t, r, θ, r′, θ′) = (2πh)−n ∫ ∫ e ih (Σ±(t,r,θ,ρ,η)−r′ρ−θ′·η)a±N(t, h, r, θ, ρ, η)dρdη,
satisfies, with 1ι the characteristic function of (R3,+∞)× V3,∣∣∣∣∣∣ e−ithP Ôpι (χ±)−Ψ∗ιJ±h (t, a±N (t, h))1ι (Ψ−1ι )∗∣∣∣∣∣∣
L2(M,cdG)→L2(M,cdG)
≤ ChN+1, (6.2)
for
0 ≤ ±t ≤ tWKB, h ∈ (0, 1].
In addition, the functions Σ± are of the form
Σ±(t, r, θ, ρ, η) = rρ+ θ · η + (Σ±0 (t, r, θ, ρ, η)− rρ − η · η)χ±2→3(r, θ, ρ, η),
with χ±2→3 ∈ Shyp(Γ±ι (R3, V3, I3, σ3)) such that χ±2→3 ≡ 1 on Γ±ι (R2, V2, I2, σ2), and some bounded
family (Σ±0 (t))0≤±t≤tWKB in Bhyp(Γ±ι (R3, V3, I3, σ3)) satisfying{
∂tΣ
±
0 + p(r, θ, ∂rΣ
±
0 , ∂θΣ
±
0 ) = 0,
Σ±0 (0, r, θ, ρ, η) = rρ+ θ · η
, (6.3)
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and
|Djαkβhyp
(
Σ±0 (t, r, θ, ρ, η) − rρ− θ · η − tp(r, θ, ρ, η)
) | ≤ Cjαkβ t2, (6.4)
both for
0 ≤ ±t ≤ tWKB and (r, θ, ρ, η) ∈ Γ±ι (R3, V3, I3, σ3).
We also have(
Σ±(t, r, θ, ρ, η) − rρ− θ · η)
0≤±t≤tWKB
bounded in Shyp
(
Γ±ι (R3, V3, I3, σ3)
)
. (6.5)
Finally, for all 0 ≤ j ≤ N ,(
a±j (t)
)
0≤±t≤tWKB
is bounded in Shyp
(
Γ±ι (R2, V2, I2, σ2)
)
. (6.6)
Notice that V1 ⋐ V
′
ι so it makes sense to consider Ôpι(χ
±) (see (2.23)).
In principle it is not necessary to have R3 large to get such a lemma, but this will be sufficient
for our applications. The interest of choosing R3 large is simply to allow to use directly Proposition
3.9.
Note also that, by (6.6), the kernel of J ±h
(
t, a±N (t, h)
)
1ι is supported in ((R3,+∞)× V3)2.
The rest of the subsection is devoted to the proof of Theorem 6.1. We need to find Σ± and
a±N (t, h) such that
J ±h
(
0, a±N (0, h)
)
= χ±(r, θ, hDr, hDθ), (6.7)(
hDt + h
2Pι
)J ±h (t, a±N(t, h)) = hN+2R±N (t, h), (6.8)
where Pι = (Ψ
−1
ι )
∗PΨ∗ι and
||R±N (t, h)||L2(Rn)→L2(Rn) ≤ C, h ∈ (0, 1], 0 ≤ ±t ≤ tWKB. (6.9)
Indeed, if (6.7), (6.8) and (6.9) hold then
Ψ∗ιJ±h
(
t, a±N (t, h)
)
1ι
(
Ψ−1ι
)∗ − e−ithPΨ∗ιχ±(r, θ, hDr, hDθ)1ι (Ψ−1ι )∗ =
ihN+1
∫ t
0
e−i(t−s)h
ePΨ∗ιRN (s, h)1ι
(
Ψ−1ι
)∗
ds
will yield (6.2) since, for all M > 0,
||Ψ∗ιχ±(r, θ, hDr, hDθ)1ι
(
Ψ−1ι
)∗ − Ôpι(χ±)||L2(M,cdG)→L2(M,cdG) ≤ CMhM ,
by standard off diagonal decay (see Definition 2.1 for Ôpι), since 1ι ≡ 1 near Πr,θ (supp(χ±)).
To get the conditions to be satisfied by Σ± and a±0 , . . . , a
±
N we observe that
(
hDt + h
2Pι
)J ±h (t, a±N (t, h)) = N+2∑
j=0
hjJ ±h
(
t, b±j (t)
)
, (6.10)
where, if we additionally set a±−2 = a
±
−1 = a
±
N+1 = a
±
N+2 ≡ 0,
bj = (∂tΣ
± + p(r, θ, ∂rΣ
±, ∂θΣ
±))a±j + i
−1(∂t + T ±)a±j−1 + Pa±j−2, (6.11)
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with
T ± = 2∂rΣ±∂r + (∂ηq)(r, θ, e−r∂θΣ±) · e−r∂θ + (p+ p1)(r, θ, ∂r , ∂θ)Σ±, (6.12)
where q is defined in (4.1) and p1 is the homogeneous part of degree 1 of the full symbol of Pι. To
obtain (6.7), (6.8) and (6.9) it will therefore be sufficient to solve the eikonal equation (6.3), then
the transport equations
(∂t + T ±)a±0 = 0, a±0 (0, .) = χ±(.), (6.13)
(∂t + T ±)a±k = −iPιa±k−1, a±k (0, .) = 0, (6.14)
for 1 ≤ k ≤ N , and finally to get an L2 bound for Fourier integral operators of the form J ±h (t, a)
(using the Kuranishi trick).
To solve (6.3), we need the following lemma for which we recall that (rt, θt, ρt, ηt) is the Hamil-
tonian flow of p.
Lemma 6.2. For all −1 < σeik < σ′eik < 1, all open intervals Ieik ⋐ I ′eik ⋐ (0,+∞), all open
subsets Veik ⋐ V
′
eik ⋐ V
′
ι and all Reik > R
′
eik large enough, there exists t1 > 0 small enough such
that
Ψt± : (r, θ, ρ, η) 7→ (rt, θt, ρ, η)
is a diffeomorphism from Γ±(R′eik, V
′
eik, I
′
eik, σ
′
eik) onto its range for all 0 ≤ ±t < t1 and
Γ±(Reik, Veik, Ieik, σeik) ⊂ Ψt±
(
Γ±(R′eik, V
′
eik, I
′
eik, σ
′
eik)
)
for all 0 ≤ ±t < t1.
Proof. Let us choose first σ′′eik ∈ R, I ′′eik open interval and V ′′eik open set such that
σ′eik < σ
′′
eik < 1, I
′
eik ⋐ I
′′
eik ⋐ (0,+∞) and V ′eik ⋐ V ′′eik ⋐ V ′ι .
We also choose R′′eik > 0 large enough such that Proposition 3.9 holds with σ = |σ′′eik| and R = R′′eik.
We then choose arbitrary Reik and R
′
eik such that
Reik > R
′
eik > R
′′
eik,
and then χ±′→′′ ∈ Shyp (Γ±(R′′eik, V ′′eik, I ′′eik, σ′′eik)) such χ±′→′′ ≡ 1 on Γ±(R′eik, V ′eik, I ′eik, σ′eik). The
existence of such a function follows from Proposition 4.2 i). In particular, χ±′→′′ and ∂r,θ,ρ,ηχ
±
′→′′
are bounded on R2n. For ±t ≥ 0, consider the map
εt± : R
2n ∋ (r, θ, ρ, η) 7→
(∫ t
0
2ρsds,
∫ t
0
e−r
s
(∂ηq)(r
s, θs, e−r
s
ηs)ds
)
χ±′→′′(r, θ, ρ, η) ∈ Rn, (6.15)
so that, by the motion equations,
Ψt± = IdR2n +
(
εt±, 0
)
on Γ±(R′eik, V
′
eik, I
′
eik, σ
′
eik).
By Proposition 3.9 we have |∂r,θ,ρ,ηεt±| . |t|, hence IdR2n +
(
εt±, 0
)
is a diffeomorphism from R2n
onto itself, for all ±t ≥ 0 small enough. Therefore, it remains to show that, if t is small enough
and (r, θ, ρ, η) ∈ Γ±(Reik, Veik, Ieik, σeik) is of the form
(r, θ, ρ, η) = (r′, θ′, ρ′, η′) + (εt±(r
′, θ′, ρ′, η′), 0),
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then (r′, θ′, ρ′, η′) ∈ Γ±(R′eik, V ′eik, I ′eik, σ′eik). We have trivially ρ = ρ′ and η = η′. By Proposition
3.9, |εt±| . |t| on R2n, so |r − r′|+ |θ − θ′| . |t|, hence r′ > R′eik and θ′ ∈ V ′eik if t is small enough.
Furthermore, by writing
q(r, θ, e−rη)− q(r′, θ′, e−r′η) = q(r, θ, e−rη)− q(r′, θ′, e−rη) + (1 − e−2(r′−r))q(r′, θ′, e−rη),
we see that
|p(r, θ, ρ, η)− p(r′, θ′, ρ, η)| . |t|
using the boundedness of |e−r′η| and the Taylor formula. Hence
p(r′, θ′, ρ, η) ∈ I ′eik and ± ρ > −σ′eikp(r′, θ′, ρ, η)1/2
if t is small enough, since p(r, θ, ρ, η) ∈ Ieik and ±ρ > −σeikp(r, θ, ρ, η)1/2. This completes the
proof. 
Let us now fix Ieik, I
′
eik, Veik, V
′
eik, and σeik, σ
′
eik as in Lemma 6.2 with the additional conditions
Veik = V3, Ieik = I3, σeik = σ3.
We denote by Ψ±t the inverse of Ψ
t
± and define (rt, θt) = (rt, θt)(r, θ, ρ, η) by
Ψ±t (r, θ, ρ, η) = (rt, θt, ρ, η) ∈ Γ±(R′eik, V ′eik, I ′eik, σ′eik),
if (r, θ, ρ, η) ∈ Γ±(Reik, Veik, Ieik, σeik) and 0 ≤ ±t < t1. Here t1, Reik and R′eik are those given by
Lemma 6.2.
Proposition 6.3. For all R3 > Reik, there exists teik > 0 such that
Σ±0 (t, r, θ, ρ, η) := rtρ+ θt · η + tp(rt, θt, ρ, η),
solves (6.3) on Γ±(R3, V3, I3, σ3) for 0 ≤ ±t ≤ teik, and such that
(Σ±0 (t, r, θ, ρ, η)− rρ− θ · η)0≤±t≤teik is bounded in Bhyp
(
Γ±(R3, V3, I3, σ3)
)
. (6.16)
Proof. That Σ±0 solves the eikonal equation is standard so we only have to show (6.16). Since
Σ±0 (t, r, θ, ρ, η) = rρ+ θ · η + (rt − r)ρ+ er(θt − θ) · e−rη + te−2(rt−r)q(rt, θt, e−rη),
(6.16) would follow from the following estimates
|Djαkβhyp (rt − r)| + |Djαkβhyp (er(θt − θ)) | ≤ Cjαkβ , (6.17)
for 0 ≤ ±t ≤ ±teik and (r, θ, ρ, η) ∈ Γ±(R3, V3, I3, σ3). The motion equations yield
rt = r +
∫ t
0
2ρsds, θt = θ +
∫ t
0
e−r
s
(∂ηq)(r
s, θs, e−r
s
ηs)ds, (6.18)
so, by Proposition 3.9 with R′eik of Lemma 6.2 and by choosing teik small enough, we see that, for
0 ≤ ±t ≤ teik, we have
|∂r,θ(rt, θt)− Idn| ≤ 1/2, on Γ±(R′eik, V ′eik, I ′eik, σ′eik),
60
where |.| is a matrix norm. Therefore, by differentiating the identity (rt, θt)(rt, θt, ρ, η) = (r, θ) one
obtains, similarly to Proposition 4.14,
|Djαkβhyp (rt − r)|+ |Djαkβhyp (θt − θ)| ≤ Cjαkβ , (6.19)
for 0 ≤ ±t ≤ teik and (r, θ, ρ, η) ∈ Γ±(R3, V3, I3, σ3). This proves the expected estimates for rt− r.
The second equation of (6.18) evaluated at (rt, θt, ρ, η) yields
er (θ − θt) =
∫ t
0
er−r
s
t (∂ηq)(r
s
t , θ
s
t , e
−rst ηst )ds, (6.20)
where xst = x
s(rt, θt, ρ, η) for x = r, θ, η. Combining (6.19) and Proposition 3.9, we have, on
Γ±(R3, V3, I3, σ3),
|Djαkβhyp (rst − r)|+ |Djαkβhyp (θst − θ)|+ |Djαkβhyp (ηst − η)| ≤ Cjαkβ , 0 ≤ ±t,±s ≤ teik,
from which the estimate of the second term of (6.17) follows using (6.20). 
We now solve the transport equations. By (6.12), we have to consider the time dependent
vector field (v±t , w
±
t ) defined on Γ
±(R3, V3, I3, σ3), for 0 ≤ ±t ≤ teik, by(
v±t
w±t
)
:=
(
(∂ρp)(r, θ, ∂rΣ
±
0 , ∂θΣ
±
0 )
(∂ηp)(r, θ, ∂rΣ
±
0 , ∂θΣ
±
0 )
)
=
(
2∂rΣ
±
0
e−2r(∂ηq)(r, θ, ∂θΣ
±
0 )
)
. (6.21)
We then denote by φ±s→t the flow, from time s to time t, of (v
±
t , w
±
t , 0Rn) namely the solution to
∂tφ
±
s→t = (v
±
t (φ
±
s→t), w
±
t (φ
±
s→t), 0), φ
±
s→s(r, θ, ρ, η) = (r, θ, ρ, η). (6.22)
Lemma 6.4. For all Itr open interval, σtr ∈ R and Vtr ⊂ Rn−1 open subset such that
Rtr > R3, Vtr ⋐ V3, Itr ⋐ I3, −1 < σtr < σ3,
there exists 0 < t2 ≤ teik small enough such that:
φ±s→t is well defined on Γ
±(Rtr, Vtr, Itr, σtr), for all 0 ≤ ±s ≤ t2, 0 ≤ ±t ≤ t2, (6.23)
and ∣∣∣Dhypjαkβ (φ±s→t − Id)∣∣∣ . 1, on Γ±(Rtr, Vtr, Itr, σtr), for 0 ≤ ±s,±t ≤ t2. (6.24)
By (6.23), we mean in particular that
φs→t
(
Γ±(Rtr, Vtr, Itr, σtr)
) ⊂ Γ±(R3, V3, I3, σ3), 0 ≤ ±s,±t ≤ t2. (6.25)
The estimate (6.24) can be restated by saying that the components of φ±s→t − Id are bounded
families of Bhyp (Γ±(Rtr, Vtr, Itr, σtr)) for 0 ≤ ±s,±t ≤ t2.
Proof. For all δ > 0 small enough, we have
|r − r′|+ |θ − θ′| ≤ δ and (r, θ, ρ, η) ∈ Γ±(Rtr, Vtr, Itr, σtr)⇒ (r′, θ′, ρ, η) ∈ Γ±(R3, V3, I3, σ3)(6.26)
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by Proposition 4.3. Denoting by (r±s→t, θ
±
s→t, ρ, η) the components of φ
±
s→t, they must be solutions
of the problem
(r±s→t, θ
±
s→t) = (r, θ) +
∫ t
s
(v±τ , w
±
τ )(r
±
s→τ , θ
±
s→τ , ρ, η)dτ.
By (6.16), we have
|(v±τ , w±τ )|+ |∂r,θ(v±τ , w±τ )| ≤ C, (6.27)
on Γ±(R3, V3, I3, σ3), for 0 ≤ ±τ ≤ teik. Therefore, the sequence u±n (t) = u±n (t, s, r, θ, ρ, η) defined
by
u±0 (s) = (r, θ), u
±
k+1(t) = (r, θ) +
∫ t
s
(v±τ , w
±
τ )(u
±
k (τ), ρ, η)dτ,
is a Cauchy sequence in C0([0,±t2],Rn) for all (r, θ, ρ, η) ∈ Γ±(Rtr, Vtr, Itr, σtr) and 0 ≤ ±s ≤ t2,
for some t2 small enough independent of (r, θ, ρ, η). Indeed, using (6.26) and choosing t2 small
enough so that
∑
k≥0(Ct2)
k+1 ≤ δ, a standard induction using (6.27) shows that
|u±k+1(t)− u±k (t)| ≤ (Ct2)k+1,
which makes the sequence well defined and convergent. This proves (6.23). We then obtain (6.24)
by induction by differentiating the equations in (6.22). This proof is completely similar to the one
of the estimate (4.73) in Proposition 4.20 (and much simpler for it is local in time) so we omit the
details. 
In the next proposition, we denote by q±t = q
±
t (r, θ, ρ, η) the function defined on [0,±teik] ×
Γ±(R, V, I, σ) by
q±t := (p+ p1)(r, θ, ∂r , ∂θ)Σ
±
0 ,
which is involved in (6.12).
Proposition 6.5. Choose Rtr, Vtr, Itr and σtr such that
R2 > Rtr > R3, V2 ⋐ Vtr ⋐ V3, I2 ⋐ Itr ⋐ I3, σ2 < σtr < σ3
Then, there exists ttr > 0 small enough such that, for all χ
± satisfying (6.1), the functions
a±0 , . . . , a
±
N : [0,±ttr]× R2n → C,
defined iteratively by
a±0 (t) := χ
± ◦ φ±t→0 exp
(∫ t
0
q±s ◦ φ±t→s
)
and
a±k (t) := −
∫ t
0
i(Pιa
±
k−1)(s1, φ
±
t→s1 ) exp
(∫ t
s1
q±s2 ◦ φ±t→s2ds2
)
ds1, 1 ≤ k ≤ N,
on Γ±(R2, V2, I2, σ2) and by 0 outside are smooth and solve (6.13) and (6.14). Furthermore, for
all 0 ≤ k ≤ N ,
(a±k (t))0≤±t≤ttr is bounded in Shyp
(
Γ±(R2, V2, I2, σ2)
)
. (6.28)
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Proof. Let us fix R′tr, V
′
tr, I
′
tr and σ
′
tr such that
R2 > R
′
tr > Rtr, V2 ⋐ V
′
tr ⋐ Vtr, I2 ⋐ I
′
tr ⋐ Itr, σ2 < σ
′
tr < σtr.
By choosing 0 < ttr ≤ t2 small enough, we then have, for all 0 ≤ ±s,±t ≤ ttr,
φ±s→t
(
Γ±(R1, V1, I1, σ1)
) ⊂ Γ±(R2, V2, I2, σ2), (6.29)
φ±s→t
(
Γ±(R2, V2, I2, σ2)
) ⊂ Γ±(R′tr, V ′tr, I ′tr, σ′tr), (6.30)
φ±s→t
(
Γ±(R′tr, V
′
tr, I
′
tr, σ
′
tr)
) ⊂ Γ±(Rtr, Vtr, Itr, σtr). (6.31)
This follows from Proposition 4.3 and the fact that |φ±t→s − Id| . |t − s|, which comes from
the integration of (6.22) between s and t, using (6.24). By Lemma 6.4, the flow is well defined on
Γ±(Rtr, Vtr, Itr, σtr), therefore the condition (6.31) ensures that we have the pseudo-group property
φ±t→u ◦ φ±s→t = φ±s→u, 0 ≤ ±s,±t,±u ≤ ttr, (6.32)
on Γ±(R′tr, V
′
tr, I
′
tr, σ
′
tr). In particular, φ
±
t→s ◦ φ±s→t = Id on this set. Therefore, by (6.30), we have
Γ±(R2, V2, I2, σ2) ⊂ φ±t→s
(
Γ±(R′tr, V
′
tr, I
′
tr, σ
′
tr)
)
.
This implies that the map
(t, r, θ, ρ, η) 7→ (t, φ±s→t(r, θ, ρ, η))
is a diffeomorphism from (0,±ttr)×Γ±(R′tr, V ′tr, I ′tr, σ′tr) onto its range and that this range contains
(0,±ttr) × Γ±(R2, V2, I2, σ2). Restricted to the latter set, the inverse is given by (t, φ±t→s) which
shows that φ±t→s is smooth with respect to t. Furthermore, by differentiating in t the relation
φ±t→s ◦ φ±s→t = Id, one obtains
∂tφ
±
t→s + (∂r,θφ
±
t→s) · (v±t , w±t ) = 0, on Γ±(R2, V2, I2, σ2),
for 0 < ±t < ttr. Using this relation, one easily checks that a±0 solves (6.13) on Γ±(R2, V2, I2, σ2).
In addition, if
(r, θ, ρ, η) ∈ Γ±(R′tr, V ′tr, I ′tr, σ′tr) \ Γ±(R2, V2, I2, σ2),
we have φ±t→0(r, θ, ρ, η) /∈ supp(χ±) otherwise (r, θ, ρ, η) ∈ Γ±(R2, V2, I2, σ2) by (6.1), (6.29) and
(6.32). This shows that, extended by 0 outside Γ±(R2, V2, I2, σ2), a
±
0 is smooth. The property
(6.28) for k = 0 is then a direct consequence of (6.24). We note in passing that we have
supp(a±0 (t)) ⊂ φ±0→t(supp(χ±)).
The proof for the higher order terms a±k , k ≥ 1, is then obtained similarly by induction using that
supp(Pιa
±
k−1(s1)) ⊂ φ±0→s1(supp(χ±)) for all s1. 
Proof of Theorem 6.1. It remains to prove (6.4), to globalize Σ±0 , to prove (6.5) and the bound
(6.9). By Proposition 4.2, we can choose
χ±2→3 ∈ Shyp(Γ±(R3, V3, I3, σ3)) such that χ±2→3 ≡ 1 on Γ±(R2, V2, I2, σ2).
We set
Σ±(t, r, θ, ρ, η) = rρ+ θ · η + χ±2→3(r, θ, ρ, η) ×
(
Σ±0 (t, r, θ, ρ, η)− rρ− θ · η
)
.
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It coincides with Σ±0 on [0,±teik]× Γ±(R2, V2, I2, σ2) so it is a solution to the eikonal equation on
[0,±tWKB] × Γ±(R2, V2, I2, σ2), for any 0 < tWKB ≤ teik. Furthermore, (6.16) implies (6.5) and,
by using
Σ±0 (t, r, θ, ρ, η) = rρ+ θ · η +
∫ t
0
p(r, θ, ∂rΣ
±
0 (s), ∂θΣ
±
0 (s))ds, (6.33)
we get (6.4) since (6.16) and (6.33) itself show that the components of (∂rΣ
±(s)− ρ, ∂θΣ±(s)− η)
are O(s) in Bhyp(Γ±(R3, V3, I3, σ3)).
To prove (6.9), we use the Kuranishi trick which is as follows. By the Taylor formula, we can
write
Σ±(t, r, θ, ρ, η)− Σ±(t, r′, θ′, ρ, η) = (r − r′)ρ˜±(t, r, θ, r′, θ′, ρ, η) + (θ − θ′) · η˜±(t, r, θ, r′, θ′, ρ, η).
Using again (6.33) and (6.16), we obtain
|∂jr∂αθ ∂j
′
r′∂
α′
θ′ ∂
k
ρ∂
β
η
(
(ρ˜±, η˜±)(t, r, θ, r′, θ′, ρ, η)− (ρ, η)) | ≤ Cjαj′α′kβ |t|, (6.34)
for (r, θ, r′, θ′, ρ, η ∈ R3n) and 0 ≤ ±t ≤ teik. The latter implies that, for all 0 ≤ ±t ≤ tWKB small
enough and all (r, θ, r′, θ′) ∈ R2n, the map
(ρ, η) 7→ (ρ˜±, η˜±),
is a diffeomorphism from Rn onto itself. Furthermore, proceeding similarly to the proof of (4.55)
in Lemma 4.17, we see that its inverse (ρ˜, η˜) 7→ (ρ±, η±) satisfies
|∂jr∂αθ ∂j
′
r′∂
α′
θ′ ∂
k
ρ˜∂
β
η˜
(
(ρ±, η±)(t, r, θ, r′, θ′, ρ˜, η˜)− (ρ˜, η˜)) | ≤ Cjαj′α′kβ , (6.35)
on R3n, uniformly with respect to 0 ≤ ±t ≤ tWKB. Thus, for any bounded family (a±(t))0≤±t≤tWKB
in Shyp(Γ±(R2, V2, I2, σ2)), the kernel of J±h (t, a±(t))J±h (t, a±(t))∗, which reads
(2πh)−n
∫
e
i
h (Σ
±(t,r,θ,ρ,η)−Σ±(t,r′,θ′,ρ,η))a±(t, r, θ, ρ, η)a±(t, r′, θ′, ρ, η)dρdη, (6.36)
can be written
(2πh)−n
∫
e
i
h ((r−r
′)ρ˜+(θ−θ′)·η˜))B(t, r, θ, r′, θ′, ρ˜, η˜)dρ˜dη˜, (6.37)
with B(t, .) bounded in C∞b (R
3n) as 0 ≤ ±t ≤ tWKB. By the Caldero´n-Vaillancourt Theorem we
obtain the uniform boundedness of the operator given by (6.37) hence
||J ±h
(
t, a±(t)
) ||L2(Rn)→L2(Rn) ≤ C, 0 ≤ ±t ≤ tWKB, h ∈ (0, 1],
where C depends only a finite number of semi-norms of a±(t) in C∞b (R
2n). Using (6.10), (6.11)
(with a±k (t) solutions to the transport equations) and (6.28), the bound above yields (6.9) which
completes the proof of Theorem 6.1. 
6.2 Proof of Proposition 2.24
To prove Proposition 2.24, we first need a version of the semi-classical Egorov Theorem in the
asymptotically hyperbolic setting.
As in the previous subsection, ι is fixed and we drop the subscript ι from most notations. In
particular p = pι and Φ
t = (rt, θt, ρt, ηt) denotes the Hamiltonian flow of p studied in subsection
3.2.
Fix V ⋐ V ′ι an open subset, I ⋐ (0,+∞) an open interval and −1 < σ < 1.
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Theorem 6.6. If R > 0 is large enough the following holds: for all T > 0, all N ≥ 0 and all
a ∈ Shyp
(
Γ±ι (R, V, I, σ)
)
, (6.38)
we can find
a0(t), . . . , aN (t) ∈ Shyp
(
Φt (supp(a))
)
, 0 ≤ ±t ≤ T, (6.39)
such that,∣∣∣∣∣
∣∣∣∣∣e−ithP Ôpι(a)eithP −
N∑
k=0
hkÔpι(ak(t))
∣∣∣∣∣
∣∣∣∣∣
L2(M,cdG)→L2(M,cdG)
≤ CN,T,ahN+1, (6.40)
for all 0 ≤ ±t ≤ T and all 0 < h ≤ 1.
This theorem is basically well known. Here the main point is to check (6.39), namely that
a0(t), . . . , aN (t) ∈ Bhyp (Φt (supp(a))). Notice that, by Corollary 3.10, Φt (supp(a)) is contained in
the same chart as a in which it is therefore sufficient to work.
Using the group property, it is sufficient to prove the result when T is small enough (depending
only on V, I, σ). To check this point, we choose open sets V1, V2 such that V ⋐ V1 ⋐ V2 ⋐ V
′
ι .
Then for some C > 0 and all R large enough
Φt
(
Γ±ι (R, V, I, σ)
) ⊂ Γ±ι (R− C, V1, I, σ), ±t ≥ 0,
and
Φt
(
Γ±ι (R − C, V1, I, σ)
) ⊂ Γ±ι (R − 2C, V2, I, σ), ±t ≥ 0.
This follows from Corollary 3.10 and the fact that ρt can be assumed to be non decreasing, using
(3.22). Thus, it is sufficient to prove (6.40) for 0 ≤ ±t ≤ ε with ε > 0 small enough independent
of a ∈ Shyp (Γ±ι (R− C, V1, I, σ)). Indeed if this holds, it holds for a satisfying (6.38) and
eiεhP Ôpι(a)e
−iεhP −
N∑
k=0
hkÔpι(ak(ε)) + h
N+1RN (h, ε)
with RN (h, ε) uniformly bounded on L
2(M, d̂G) and ak(ε) ∈ Shyp(Γ±ι (R−C, V1, I, σ)), with ak(ε)
supported in Φε (supp(a)) more precisely. Conjugating the expression above by e−iεhP and then
applying the same result with ak(ε) instead of a we can write
ei2εhP Ôpι(a)e
−2iεhP −
N∑
k=0
hkÔpι(ak(2ε)) + h
N+1RN (h, 2ε),
where ak(2ε) is supported in Φ
2ε (supp(a)) which is still contained in Γ±ι (R−C, V1, I, σ) and thus
allows to iterate the procedure.
The interest of considering small times is justified by the following lemma.
Lemma 6.7. Fix V1, I, σ as above, then for some R1 > 0 large enough and ε > 0 small enough,∣∣∣Djαkβhyp ((Φt)−1 − Id2n)∣∣∣ ≤ Cjαkβ on Φt (Γ±ι (R1, V1, I, σ)) ,
for all 0 ≤ ±t ≤ ε.
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Proof. Using the identity
d
(
Φt − Id2n
)
=
∫ t
0
dHp(Φ
s)dΦsds
and Proposition 3.9, we have |d (Φt − Id2n) | . |t| hence |(dΦt)−1| . 1 on Γ±ι (R1, V1, I, σ) if R1 is
large enough and t is small enough. We then obtain the result by applying Djαkβhyp to Φ
t ◦ (Φt)−1
and using the Faa Di Bruno formula. For instance, if j = k = |α| = 0 and |β| = 1, we have
dΦt|(Φt)−1e
r∂βη
(
(Φt)−1 − Id2n
)
= (Id2n − dΦt|(Φt)−1)er∂βη Id2n
where, using Proposition 3.9, the right hand side is bounded for this is simply er∂βη (Id2n − Φt)
evaluated at (Φt)−1. Higher order derivatives are studied similarly by iteration using Lemma 3.6.

Naturally, (Φt)−1 is the reverse Hamiltonian flow, namely flowing Φt (Γ±ι (R1, V1, I, σ)) back to
Γ±ι (R1, V1, I, σ). More precisely, for 0 ≤ ±t ≤ ε,
d
dt
(Φt)−1(r, θ, ρ, η) = −Hp
(
(Φt)−1(r, θ, ρ, η)
)
, (r, θ, ρ, η) ∈ Φ±ε (Γ±ι (R1, V1, I, σ)) . (6.41)
We prefer to keep the notation (Φt)−1 on Φt(Γ±ι (R1, V1, I, σ)) rather than using Φ
−t since we have
only studied Φt for t ≥ 0 on outgoing areas and t ≤ 0 on incoming areas.
We have essentially all the necessary tools to solve the transport equations considered in the
following lemma.
Lemma 6.8. There exists C > 0 such that, for all R large enough, the following holds: for all
aini ∈ Shyp (Γ±ι (R, V, I, σ)) and
(f(t))0≤±t≤ε a bounded family of Shyp
(
Γ±ι (R− C, V1, I, σ)
)
,
smooth with respect to t and such that
supp(f(t)) ⊂ Φt(supp(aini)),
the function defined for 0 ≤ ±t ≤ ε by
a(t) :=
{
aini ◦ (Φt)−1 +
∫ t
0
f(s) ◦ Φs ◦ (Φt)−1ds on Φt (supp(a)) ,
0 outside,
is smooth and satisfies
∂ta(t) + {p, a(t)} = f(t), a(0) = aini. (6.42)
Furthermore
(a(t))0≤±t≤ε is bounded in Shyp
(
Γ±ι (R− C, V1, I, σ)
)
. (6.43)
In (6.43), we consider Γ±ι (R−C, V1, I, σ) for it is independent of t but, by construction, a(t) is
supported in the smaller region Φt(supp(a)).
Proof. To check the smoothness of a0(t) it is sufficient to see that aini ◦ (Φt)−1 and f(s) ◦ (Φt−s)−1
are defined and smooth in a neighborhood of Φt (supp(a)) where they vanish on the complement
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of Φt (supp(a)). Indeed (Φt)−1 is defined on Φt (Γ±ι (R− C, V1, I, σ)) and if (r, θ, ρ, η) belongs to
Φt (Γ±ι (R− C, V1, I, σ)) but doesn’t belong to Φt (supp(a)), then acirc ◦ (Φt)−1(r, θ, ρ, η) = 0 other-
wise, (Φt)−1(r, θ, ρ, η) should belong to supp(a) and thus (r, θ, ρ, η) should belong to Φt(supp(a)).
Similarly
∫ t
0 f(s) ◦ Φs ◦ (Φt)−1(r, θ, ρ, η)ds must vanish otherwise there would be an s between 0
and t such that Φs ◦ (Φt)−1(r, θ, ρ, η) ∈ Φs(supp(a)) implying that (r, θ, ρ, η) ∈ Φt(supp(a)). Then
(6.42) follows directly from (6.41) and (6.43) follows from Lemma 6.7. 
Proof of Theorem 6.6. By Lemma 6.8, the solutions of the transport equations (6.42) belongs
to Shyp (Γ±ι (R − C, V1, I, σ)). The proof is then standard (see for instance [23]). 
Proof of Proposition 2.24. We start by choosing ǫ > 0 and δ > 0 according to Proposition 4.10
with t = tWKB. Then, using (2.26), (2.37), (2.38) and Theorem 6.6, it is straightforward that, for
all T ≥ tWKB and all N ≥ 0,
||Ôpι(b±l,inter)e−ithP Ôpι(b±l,inter)∗||L2(cdG)→L2(cdG) ≤ CT,l,NhN , h ∈ (0, 1], tWKB ≤ ±t ≤ T.
It is therefore sufficient to show the existence of T large enough such that,
||Ôpι(b±l,inter)e−ithP Ôpι(b±l,inter)∗||L2(cdG)→L2(cdG) ≤ Cl,NhN , h ∈ (0, 1], T ≤ ±t ≤ 2h−1. (6.44)
For simplicity we consider positive times and set B = Ôpι(b
+
l,inter). For T to be chosen, we write
e−ithPB∗ = e−i(t−T )hPB(T )∗e−iThP , B(T ) = e−iThPBeiThP .
As above, we may write
B(T )∗ =
∑
k≤N
hkÔpι(b
∗
k(T )) + h
N+1BN (h)
with BN (h) uniformly bounded on L
2(M, d̂G) and
b∗k(T ) ∈ Shyp
(
ΦT
(
supp(b+l,inter)
))
⊂ Shyp
(
ΦT
(
Γ+ι,inter(ǫ, δ; l)
))
.
By Proposition 4.6, for all ǫ˜ > 0, we can choose Tǫ˜ large enough such that
ΦT
(
Γ+ι,inter(ǫ, δ; l)
)
⊂ Γ+ι,s(ǫ˜9).
Thus, if ǫ˜ is small enough, Theorem 5.1 allows to write, for t ≥ Tǫ˜,
e−i(t−Tǫ˜)hP Ôpι(b
∗
k(Tǫ˜)) = Ψ
∗
ι
(
J+h (a˜ǫ˜(h))e
−i(t−Tǫ˜)hD
2
rJ+h (b˜ǫ˜(h))
∗
)
(Ψ−1ι )
∗ + hNRN (t, h),
with RN (t, h) uniformly bounded on L
2(M, d̂G) for h ∈ (0, 1] and 0 ≤ t− Tǫ˜ ≤ 2h−1, and
a˜ǫ˜(h) ∈ Shyp
(
Γ+ι,s(ǫ˜)
)
.
We will therefore get (6.44) with T = Tǫ˜ if we choose ǫ˜ small enough such that, for all N ,
||b+l,inter(r, θ, hDr, hDθ)J+h (a˜ǫ˜(h))||L2(Rn)→L2(Rn) ≤ CNhN .
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By the standard composition rule between pseudo-differential and Fourier integral operators (see
[23]), b+l,inter(r, θ, hDr, hDθ)J
+
h (a˜ǫ˜(h)) is the sum of an operator with norm of order h
N and of
Fourier integral operators with amplitudes vanishing outside the support of
b+l,inter(r, θ, ∂rS+, ∂θS+)a˜ǫ˜(r, θ, ρ, η, h),
where S+ = S+(r, θ, ρ, η) is the phase defined in Proposition 4.15. It is therefore sufficient to show
that, for ǫ˜ small enough, the support of the amplitude above is empty. Indeed, on this support we
have
∂rS+
p(r, θ, ∂rS+, ∂θS+)1/2
≤ 1− (ǫ/2)2 ρ
p(r, θ, ρ, η)1/2
> 1− ǫ˜2. (6.45)
Furthermore, by Proposition 4.15, we also have
|∂rS+ − r|+ |∂θS+ − η| . ǫ˜2,
on Γ+ι,s(ǫ˜) where a˜ǫ˜(h) is supported. Since p is bounded from above and from below on Γ
+
ι,s(ǫ˜), we
obtain that, for all ǫ˜ small enough,
ρ
p(r, θ, ρ, η)1/2
≤ 1− (ǫ/2)2 + Cǫ˜2 ≤ 1− (ǫ/4)2,
which is clearly incompatible with the second condition of (6.45). 
7 Dispersion estimates
In this section, we prove Propositions 2.20 and 2.22, using respectively the parametrices given in
Theorems 5.1 and 6.1. For simplicity, we drop the index ι from the notation.
7.1 Stationary and non stationary phase estimates
The dispersion estimates will basically follow from the Stationary Phase Theorem in the WKB
or the Isozaki-Kitada parametrices. In both cases, we have to consider oscillatory integrals of the
form
(2πh)−n
∫ ∫
e
i
hΦ
±(t,r,θ,r′,θ′,ρ,η)A±(t, r, θ, r′, θ′, ρ, η)dρdη. (7.1)
For the Isozaki-Kitada parametrix, the amplitude is independent of t and of the form
A±IK(t, r, θ, r
′, θ′, ρ, η) = a±(r, θ, ρ, η)b±(r′, θ′, ρ, η),
with
a± ∈ Shyp
(
Γ±s (ǫ)
)
, b± ∈ Shyp
(
Γ±s (ǫ
3)
)
, (7.2)
with ǫ > 0 small to be fixed. The phase reads
Φ±IK(t, r, θ, r
′, θ′, ρ, η) = S±,ǫ(r, θ, ρ, η) − tρ2 − S±,ǫ(r′, θ′, ρ, η),
where S±,ǫ is defined in Proposition 4.16. We recall that it coincides with S± on Γ
±
s (ǫ) (hence on
Γ±s (ǫ
3) too), where S± is given by Proposition 4.15. We can therefore freely replace S±,ǫ by S±,
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or more generally by any other continuation of S± outside Γ
±
s (ǫ). Here we have 0 ≤ ±t ≤ 2h−1.
The integral (7.1) is well defined for (r, θ, r′, θ′) ∈ R2n but, using (7.2), we can assume that
r ≥ ǫ−1, θ ∈ Vǫ, r′ ≥ ǫ−3, θ′ ∈ Vǫ3 . (7.3)
The first purpose of this section is to prove that, if ǫ is small enough, we can use stationary phase
estimates.
The second purpose is to show a similar result for the WKB parametrix, using tWKB as small
parameter (see Theorem 6.1). In this case, we have to consider
A±WKB(t, r, θ, r
′, θ′, ρ, η) = a±(t, r, θ, ρ, η),
where, for V2 ⋐ ψι(Uι), I2 ⋐ (0,+∞), σ2 ∈ (−1, 1), some R2 > 0 large enough and some tWKB > 0,
we have
(a±(t))0≤±t≤tWKB bounded in Shyp
(
Γ±(R2, V2, I2, σ2)
)
. (7.4)
In particular, we can assume that
r ≥ R2, θ ∈ V2. (7.5)
The phase is of the form
Φ±WKB(t, r, θ, r
′, θ′, ρ, η) = Σ±(t, r, θ, ρ, η)− r′ρ− θ′ · η, (7.6)
and we refer to Theorem 6.1 for more details. We only recall here that the phase Σ± is defined
on [0,±tWKB]×R2n and solves the eikonal equation (6.3) on [0,±tWKB]×Γ±(R3, V3, I3, σ3), with
Γ±(R2, V2, I2, σ2) ⊂ Γ±(R3, V3, I3, σ3). Here again, the condition (7.4) implies that we can freely
modify Σ± outside Γ±(R2, V2, I2, σ2).
Below, we will use the notation Φ± (resp. A±) either for Φ±IK or Φ
±
WKB (resp. A
±
IK or A
±
WKB),
as long as a single analysis for both cases will be possible. For convenience we also define
0 ≤ ±t ≤ T (h) :=
{
2h−1 for Isozaki-Kitada,
tWKB for WKB
.
In the next lemma, we summarize the basic properties of A± and Φ± needed to get a first non
stationary phase result. For simplicity, we set ∂γ = ∂jr∂
α
θ ∂
j′
r′∂
α′
θ′ ∂
k
ρ∂
β
η .
Lemma 7.1. In each case, for all |γ| ≥ 0, the amplitude satisfies
|∂γA±(t, r, θ, r′, θ′, ρ, η)| ≤ Cγ , (7.7)
for all
(r, θ, r′, θ′, ρ, η) ∈ R3n, h ∈ (0, 1], 0 ≤ ±t ≤ T (h), (7.8)
and we may assume that the phase satisfies,
|∂γ (Φ±(t, r, θ, r′, θ′, ρ, η)− (r − r′)ρ− (θ − θ′) · η) | ≤ Cγ〈t〉, (7.9)
under the condition (7.8) too. In particular, for all |γ| ≥ 1,
|∂γ∂ρΦ±(t, r, θ, r′, θ′, ρ, η)| ≤ Cγ〈t〉, (7.10)
under the condition (7.8).
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Proof. If A± = A±IK, (7.7) follows easily from Definition 2.2, (7.2), (7.4) and the time independence
of A±IK. If A
± = A±WKB, (7.7) is a direct consequence of (7.4). For the phase, Proposition 4.16
(resp. Lemma 7.5) show that Φ±IK − (r − r′)ρ− (θ − θ′) · η (resp. Φ±WKB − (r − r′)ρ− (θ − θ′) · η)
is the sum of a function f ∈ C∞b (R3n) and −tρ2 (resp. −tp(r, θ, ρ, η)). Since the amplitude
is compactly supported with respect to ρ and p(r, θ, ρ, η), we may replace Φ±IK (resp Φ
±
WKB) by
(r−r′)ρ− (θ−θ′) ·η+f − tρ2χ1(ρ) (resp. by (r−r′)ρ− (θ−θ′) ·η+f − tp(r, θ, ρ, η)χ1(p(r, θ, ρ, η)))
for some χ1 ∈ C∞0 (R). This implies (7.9) and completes the proof. 
Let us choose now χ1 ∈ C∞0 (−1, 1), χ2 ∈ C∞0 (Rn−1), both equal to 1 near 0 and define, for any
c1, c2 > 0,
A±c1,c2 = χ1
(
∂ρΦ
±
c1〈t〉
)
χ2
(
∂ηΦ
±
c2
)
A±.
We denote by E±(t, h) the operator with Schwartz kernel (7.1) and by E±c1,c2(t, h) the operator
with Schwartz kernel
(2πh)−n
∫ ∫
e
i
hΦ
±(t,r,θ,r′,θ′,ρ,η)A±c1,c2(t, r, θ, r
′, θ′, ρ, η)dρdη, (7.11)
for h ∈ (0, 1] and 0 ≤ ±t ≤ T (h).
Proposition 7.2 (Semi-classical finite speed of propagation). For all c1, c2 > 0 and all N ≥ 0,
we have
||E±(t, h)− E±c1,c2(t, h)||L2(Rn)→L2(Rn) ≤ CN,A,Φ,c1,c2hN , h ∈ (0, 1], 0 ≤ ±t ≤ T (h). (7.12)
In addition, if c1 is small enough, there exists C ≥ 0, independent of ±t ∈ [0, T (h)] and of c2 > 0,
such that
r′ − r ≤ C, (7.13)
on the support of A±c1,c2 .
Proof. The kernel of E±(t, h)−E±c1,c2(t, h) is an oscillatory integral similar to (7.11) with amplitude
A± −A±c1,c2 =
(
1− χ1
(
∂ρΦ
±
c1〈t〉
))
χ2
(
∂ηΦ
±
c2
)
A± +
(
1− χ2
(
∂ηΦ
±
c2
))
A±.
On the support of the second term of the right hand side, we integrate by part M times with
h
i|∂ηΦ±|2 ∂ηΦ
± · ∂η.
Here we note that all derivatives of ∂ηΦ
±/|∂ηΦ±|2 are bounded since t is bounded in the WKB
case and since ∂γ∂ηΦ
±
IK is independent of t and bounded for |γ| ≥ 1. On the support of the first
term, we integrate by part M times with
h
i∂ρΦ±
∂ρ.
Using (7.10), we have, on the support of the first term, |∂γ(1/∂ρΦ±)| . 1, for all γ. Thus, using
also (7.7), we end up in both cases with an integral of the form
hM−n
∫ ∫
e
i
hΦ
±(t,r,θ,r′,θ′,ρ,ξ)B±(t, r, θ, r′, θ′, ρ, ξ)dρdξ
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with B±(t, .) bounded in C∞b (R
3n), for 0 ≤ ±t ≤ T (h). We then interpret this integral as the
kernel of a pseudo-differential operator with symbol hM exp{i(Φ± − (r − r′)ρ− (θ− θ′) · η)/h}B±
(in the spirit of Lemma 5.4). By the Caldero´n-Vaillancourt Theorem and (7.9), its operator norm
is of order hM (〈t〉/h)n0 , for some universal n0 (depending only on n). We therefore get (7.12) by
choosing M = N + 2n0.
To prove the second statement, we consider separately the two cases. For the WKB parametrix,
t is bounded. Thus, by (7.9), ∂ρΦ
±
WKB − (r − r′) is bounded and since |∂ρΦ±WKB| . c1〈t〉, on the
support of A±WKB,c1,c2 , r − r′ must be bounded too. For the Isozaki-Kitada parametrix, as long
as t belongs to a bounded set the same argument holds. We may therefore assume that ±t ≥ T
with T > 0 a fixed large constant. We then exploit two facts: first, for some c > 0, we have
c < ±ρ < c−1 and tρ ≥ 0 on the support of A±IK. Second, f± := Φ±IK − (r− r′)ρ− (θ− θ′) · η+ tρ2
is independent of t and bounded, together with all its derivatives on the support of A±IK. Then
∂ρΦ
±
IK = r − r′ − 2tρ+ ∂ρf±,
hence, on the support of χ1(∂ρΦ
±
IK/c1〈t〉), we have
r − r′ ≥ −c1〈t〉+ 2tρ− ∂ρf±.
If c1 is small enough and T large enough, we have 2tρ− c1〈t〉 ≥ 0 for t ≥ T and this completes the
proof. 
Remark. It is clear from the proof that the constant C in (7.13) is uniform to ǫ > 0 small in the
Isozaki-Kitada case (recall that the amplitudes depend respectively on t and ǫ for the WKB and
the IK parametrices).
From now on, we fix c1 > 0 small enough such that (7.13) holds.
Proposition 7.3 (Dispersion estimate for times ≤ h). For all c2 > 0, we have
||e−γnrE±c1,c2(t, h)e−γnr||L1(Rn)→L∞(Rn) ≤ CA,Φ,c2 |ht|−n/2, 0 < ±t ≤ min(T (h), h),
where we recall that γn = (n− 1)/2.
Note that the condition ±t ≤ min(T (h), h) is essentially the condition ±t ≤ h. We have put it
under this form to only because of those h such that h ≥ tWKB. The latter will not modify the rest
of the analysis. Furthermore, such h correspond to bounded frequencies and their contribution to
the Strichartz estimates can be treated by Sobolev embeddings.
Proof. In the Isozaki-Kitada case, both e−r
′
η = ξ and e−rη are supported in a compact set. In the
WKB one, e−rη is compactly supported but, using (7.13), this also implies that e−r
′
η is compactly
supported. Therefore, in both cases, the change of variable e−r
′
η = ξ shows that the kernel of
E±c1,c2(t, h) is an integral of the form
h−ne(n−1)r
′
∫
e
i
hΦ
±(t,r,θ,r′,θ′,ρ,er
′
ξ)B±(t, θ, r′, θ′, ρ, ξ)dρdξ,
with B± bounded on [0,±T (h)]× R3n and supported in a region where |ρ|+ |ξ| . 1. The kernel
of e−γnrE±c1,c2(t)e
−γnr is then simply obtained by multiplying the above integral by e−γn(r+r
′) so
its modulus is controlled by
h−neγn(r
′−r) . |ht|−n/2,
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using (7.13) and the fact that 0 < ±t ≤ h. This completes the proof. 
To prove the dispersion estimates for h ≤ ±t ≤ T (h) we need to analyze more precisely the
phases.
In the following lemma and its proof, we shall use the notation (3.4).
Lemma 7.4. For all ǫ˜ > 0 small enough (fixed), we can find a family of real valued functions
(ϕst±,ǫ)0<ǫ≪1 such that,
ϕst±,ǫ = ϕ± = ϕ±,ǫ on Γ
±
s (ǫ), (7.14)
ϕst±,ǫ ∈ Shyp (Γs(ǫ˜)) , (7.15)
and, if we set
R±,ǫ(r, θ, ρ, η) = ϕ
st
±,ǫ(r, θ, ρ, η) −
q0(θ, e
−rη)
4ρ
,
the following holds for j + |α| ≤ 1: if k + |β| ≤ 2
sup
(r,θ,η)∈R2n−1 ,
±ρ∈[1/4,4]
∣∣(er∂η)β∂jr∂αθ ∂kρ R±,ǫ(r, θ, ρ, η)∣∣ ≤ Cǫτ/2, (7.16)
and if k + |β| ≥ 3,
sup
(r,θ,η)∈R2n−1 ,
±ρ∈[1/4,4]
∣∣(er∂η)β∂jr∂αθ ∂kρ R±,ǫ(r, θ, ρ, η)∣∣ ≤ Cǫjαkβ ,
where τ , the decay rate in (1.8), satisfies (1.9).
Proof. Using (4.36), (4.37), (4.38) and Taylor’s formula, we can write
ϕ±(r, θ, ρ, η) =
∫ ±∞
0
e−4tρq(r + 2tρ, θ, e−rη)dt+
∑
|γ|=3
aγ(r, θ, ρ, η)(e
−rη)γ ,
with aγ ∈ Bhyp(Γ±s (ǫ0)) for some fixed ǫ0 > 0. Therefore,
ϕ±(r, θ, ρ, η) − q0(θ, e
−rη)
4ρ
=
∫ ±∞
0
e−4tρq1(r + 2tρ, θ, e
−rη)dt+
∑
|γ|=3
aγ(r, θ, ρ, η)(e
−rη)γ , (7.17)
with q1 satisfying (3.6). Denote by R(r, θ, ρ, η) the right hand side of (7.17) and choose χ1 ∈
C∞0 (R), χ2 ∈ C∞0 (Rn−1) both equal to 1 near 0. For some ǫ˜ > 0 to be fixed below, we also choose
χ±ǫ˜ such that
χ±ǫ˜ ∈ Shyp(Γ±s (ǫ˜)), χ±ǫ˜ ≡ 1 on Γ±s (ǫ˜2),
using Proposition 4.2 (we don’t need Proposition 4.7 here, since ǫ0 will be fixed). We then claim
that, if ǫ˜ is small enough (and fixed) and ǫ with ǫ˜′ is small enough too, the function
ϕst±,ǫ(r, θ, ρ, η) :=
q0(θ, e
−rη)
4ρ
+R(r, θ, ρ, η)χ±ǫ˜ (r, θ, ρ, η)χ2(e
−rη/ǫ1/2)(1 − χ1)(ǫ1/2r),
satisfies (7.14), (7.15) and (7.16). Indeed, by choosing ǫ˜ small enough, we have ±ρ ≈ 1 on the
support of χ±ǫ˜ so the integral in (7.17) is exponentially convergent. Furthermore, since
|(er∂η)β∂jr
(
(e−rη)γχ1(e
−rη/ǫ1/2)
)
| ≤ C(ǫ1/2)|γ|−|β|,
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for all γ, and using the fact that, if tρ ≥ 0 and r ≥ 0,
|(er∂η)β∂jr∂αθ ∂kρ q1(r + tρ, θ, e−rη)| ≤ C|t|k〈r〉−τ |e−rη|2−|β|,
we get the estimate (7.16). Finally, since er|η| . ǫ and r ≥ ǫ on Γ±s (ǫ), we have (7.14) for all ǫ
small enough. The property (7.15) is clear thanks to χ±ǫ˜ . 
In the following lemma, we use the notation of Theorem 6.1.
Lemma 7.5. We can find a family of real valued functions (Σ±st(t))0≤±t≤tWKB such that
Σ±st(t) = Σ
±(t) on Γ±(R2, V2, I2, σ2), (7.18)
and, for all k, β,
sup
R2n
∣∣(er∂η)β∂kρ (Σ±st(t, r, θ, ρ, η)− rρ− θ · η − tp(r, θ, ρ, η))∣∣ ≤ Ckβt2. (7.19)
Proof. Using the function χ±2→3 of Theorem 6.1, the result is straightforward by considering
Σ±st(t, r, θ, ρ, η) = χ
±
2→3(r, θ, ρ, η)
(
Σ±0 (t, r, θ, ρ, η)− rρ − θ · η − tp(r, θ, ρ, η)
)
+
rρ+ θ · η + tp(r, θ, ρ, η),
and using (6.4). 
Let us remark that Σ± satisfies (6.5) whereas Σ±st does not. This was the reason for considering
Σ± first, since the property (6.5) is convenient to prove L2 bounds for Fourier integral operators.
The estimates (7.16) and (7.19) show that we have good asymptotics for the phases in certain
regimes, namely ǫ → 0 for the Isozaki-Kitada parametrix and t → 0 for the WKB parametrix.
Using Lemma 7.4 (resp. Lemma 7.5), we replace ϕ±,ǫ (resp. Σ
±) by ϕst±,ǫ (resp. by Σ
±
st) in the
expression of Φ±IK (resp. Φ
±
WKB).
To use a single formalism for both cases, we introduce the parameter
λst :=
{
ǫ for the Isozaki-Kitada parametrix
tstWKB for the WKB parametrix
,
where tstWKB > 0 will denote the size of the time interval where t will be allowed to live. Using the
change of variable ξ = e−r
′
η and factorizing by t in the phase, the integral (7.11) can be written
(2πh)−ne2γnr
′
∫
ei
t
h
eΦ±λst
(z,ρ,ξ)A˜±c1,c2λst(z, ρ, ξ)dρdξ,
where h ∈ (0, 1],
Φ˜±λst(y, ρ, ξ) =
1
t
Φ±(t, r, θ, r′, θ′, ρ, er
′
ξ), (7.20)
A˜±c1,c2,λst(y, ρ, ξ) = Ac1,c2(t, r, θ, r
′, θ′, ρ, er
′
ξ), (7.21)
and
y = (h, t, r, θ, r′, θ′), (7.22)
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with r, r′ satisfying (7.13) and
0 < ±t ≤ T (h, λst) :=
{
2h−1 for the Isozaki-Kitada parametrix
tstWKB for the WKB parametrix
,
The kernel of e−γnrE±c1,c2(t, h)e
−γnr then reads
(2πh)−neγn(r
′−r)
∫
ei
t
h
eΦ±λst
(y,ρ,ξ)A˜±c1,c2,λst(y, ρ, ξ)dρdξ.
Proposition 7.6 (Non stationary phase). There exists C′ > 0 such that the condition∣∣∣∣r − r′t
∣∣∣∣ + er′ ∣∣∣∣θ − θ′t
∣∣∣∣ ≥ C′, (7.23)
imply that for all c2 > 0, all N ≥ 0 and all 0 < λst ≪ 1, we can find Cc2,N,λst such that, for all
h ∈ (0, 1], ±t ∈ [h, T (h, λst)], ω ≥ 1, (r, θ, r′, θ′) ∈ R2n,
with r, r′ satisfying (7.13), we have∣∣∣∣(2πh)−neγn(r′−r) ∫ eiωeΦ±λst (y,ρ,ξ)A˜±c1,c2,λst(y, ρ, ξ)dρdξ∣∣∣∣ ≤ Cc2,N,λsth−nω−N .
Proof. For t 6= 0, we define Φ˜freet := r−r
′
t ρ+ e
r′ θ−θ′
t · ξ for which
∇ρ,ξΦ˜freet =
(
r − r′
t
, er
′ θ − θ′
t
)
.
We then start with the case of Φ±WKB. By Lemma 7.5 and (7.13), ∇ρ,ξ(Φ˜λst − Φ˜freet ) is a function
of (t, r, θ, r′, ρ, ξ) which is bounded on the support of the amplitude, as well as all its derivatives
in ρ, ξ, uniformly with respect to (t, r, θ, r′). Therefore, if C′ is large enough, we have∣∣∣∇ρ,ξΦ˜λst ∣∣∣ & ∣∣∣∣r − r′t
∣∣∣∣+ er′ ∣∣∣∣θ − θ′t
∣∣∣∣ , (7.24)
and the result follows from standard integrations by parts. Note that, here, we have not used
the smallness of λst (ie of t). We shall use it for the case of Φ
±
IK which we now consider. Since
±ρ ∈ [1/4, 4] on the support of the amplitude if ǫ = λst is small enough, Lemma 7.4 and Taylor’s
formula imply that
∇ρ,ξ(Φ˜λst − Φ˜freet ) = (−2ρ, 0) +∇ρ,ξ
q0(θ, e
r′−rξ)− q0(θ′, ξ)
tρ
+ εǫ(y, ρ, ξ)
(
r − r′
t
,
θ − θ′
t
)
,
where εǫ(y, ρ, ξ) and all its derivatives in ρ, ξ go to 0 as ǫ → 0, uniformly with respect to y (see
(7.22)) with r, r′ satisfying (7.13) and (±ρ, ξ) ∈ [1/4, 4]×Rn−1. Furthermore, using (7.13) and the
fact that |ξ| . ǫ3 on the support of the amplitude, we have∣∣∣∣∣∇ρ,ξ q0(θ, er
′−rξ)− q0(θ′, ξ)
tρ
∣∣∣∣∣ . ǫ3
∣∣∣∣(r − r′t , θ − θ′t
)∣∣∣∣
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thus, using that r′ ≥ 0 on the support of the amplitude, we have (7.24) if ǫ is small enough. In
addition, for all k + |β| ≥ 2, we also have∣∣∣∂kρ∂βξ Φ˜λst ∣∣∣ . ∣∣∣∣(r − r′t , θ − θ′t
)∣∣∣∣
on the support of the amplitude, using (7.13). The result then follows again from integrations by
parts. 
We next state a convenient form of the Stationary Phase Theorem with parameters.
Proposition 7.7 (Stationary Phase Theorem). Let Ω be a set and f be a function
f : Rn × Ω ∋ (x, y) 7→ f(x, y) ∈ R
smooth with respect to x, such that :
Hessx[f ](x, y) = S(y) +R(x, y), (x, y) ∈ Rn × Ω, (7.25)
with S(y) a symmetric non singular matrix such that
|S(y)−1| . 1, y ∈ Ω, (7.26)
and R(x, y) a symmetric matrix such that
||S(y)−1R(x, y)|| ≤ 1/2 (x, y) ∈ Rn × Ω, (7.27)
where || · || is the Euclidean matrix norm. Then there exists N ≥ 0 such that, for all K ⋐ Rn,
there exists CK > 0 satisfying∣∣∣∣∫ eiωf(x,y)u(x)dx∣∣∣∣ ≤ CKω−n/2 sup
|α|≤N
||∂αu||L∞(K) sup
2≤|α|≤N
(
sup
x∈K
|∂αf(x, y)|+ 1
)N
,
for all y ∈ Ω, all u ∈ C∞0 (K) and all ω ≥ 1.
Proof. It is a simple adaptation of the proof of Theorem 7.7.5 in [16]. We give a proof in Appendix
B for completeness. 
For the WKB parametrix, we shall use this proposition fairly directly by considering
Ω±WKB
(
tstWKB
)
=
{
(h, t, r, θ, r′, θ′) | h ∈ (0, 1],
∣∣∣∣r − r′t
∣∣∣∣ ≤ C′, h ≤ ±t ≤ tstWKB} .
Notice that, since tstWKB is bounded (it will be chosen small enough), r − r′ is bounded on
ΩWKB (t
st
WKB).
Proposition 7.8 (Dispersion estimate for the WKB parametrix). Fix c2 > 0. There exists t
st
WKB >
0 small enough such that, for all y = (h, t, r, θ, r′, θ′) ∈ Ω±WKB (tstWKB) and all ω ≥ 1, we have∣∣∣∣(2πh)−neγn(r′−r) ∫ eiωeΦ±tstWKB (y,ρ,ξ)A˜±c1,c2,tstWKB(y, ρ, ξ)dρdξ
∣∣∣∣ . ω−n/2.
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Proof. It is a straightforward application of Proposition 7.7 since, using (7.19), we have
Hessρ,ξ[Φ˜tstWKB ] =
(
2 0
0 Hessη(q)
)
+O(tstWKB),
where the first matrix of the right hand side satisfies (7.26) by the uniform ellipticity of q. The
conclusion is then clear since all derivatives, in ρ, ξ, of A˜±
tstWKB
are bounded, as well as those of
Φ˜tstWKB of order at least 2, on the support of the amplitude. 
To be in position to use Proposition 7.7 for the Isozaki-Kitada parametrix, we still need two
lemmas.
Lemma 7.9 (Sharper localization for IK). Let χ0 ∈ C∞0 (R) be equal to 1 near 0 and set
χǫ(y, ρ) = χ0
(
ǫ−τ/4
(
2ρ− r − r
′
t
))
. (7.28)
Then, for all ǫ > 0 small enough, all N ≥ 0 and all c2 > 0, there exists Cc2,N,ǫ such that, for all
h ∈ (0, 1], ±h ≤ t ≤ 2h−1, ω ≥ 1,
and all (r, θ, r′, θ′) ∈ R2n satisfying (7.3) and such that∣∣∣∣r − r′t
∣∣∣∣ + er′ ∣∣∣∣θ − θ′t
∣∣∣∣ ≤ C′, (7.29)
we have∣∣∣∣(2πh)−neγn(r′−r) ∫ eiωeΦ±ǫ (y,ρ,ξ)(1− χǫ(y, ρ))A˜±c1,c2,ǫ(y, ρ, ξ)dρdξ∣∣∣∣ ≤ Cc2,N,ǫh−nω−N .
Proof. By the same analysis as in the proof of Proposition 7.6, using Lemma 7.4 and (7.29), we
may write
Φ˜±ǫ (y, ρ, ξ) =
(r − r′)
t
ρ− ρ2 +R±ǫ (y, ρ, ξ)
where, on the support of the amplitude,
|∂ρR±ǫ | . ǫτ/2, |∂kρ∂βξ R±ǫ | . 1,
for k + |β| ≥ 1. On the other hand, on the support of (1− χǫ(y, ρ)) we also have, for some c > 0,
r − r′
t
− 2ρ ≥ cǫτ/4 or r − r
′
t
− 2ρ ≤ −cǫτ/4.
Therefore, if ǫ is small enough,
|∂ρΦ˜±ǫ (y, ρ, ξ)| & ǫτ/4,
on the support of the amplitude and the result follows from integrations by parts in ρ. 
Basically, the interest of the localization (7.30) is to replace 1/4ρ in (7.16) by 2t/(r− r′) up to
a small error. We implement this idea as follows. By Lemma 7.9, we can replace A˜±c1,c2,ǫ(y, ρ, ξ)
in (7.21) by
χǫ(y, ρ)A˜
±
c1,c2,ǫ(y, ρ, ξ). (7.30)
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If ǫ is small enough, ±ρ ∈ [1/4, 4] on the support of A˜±c1,c2,ǫ hence, for some c > 0,
c|t| ≤ r − r′ ≤ c−1|t|, (7.31)
on the support of (7.30), which is stronger than (7.13). Furthermore, the condition (7.29) together
with (7.3) implies that we may assume that |θ − θ′| ≤ C′e−ǫ−3|t|. We fix from now on
c2 = ǫ.
Thus, by writing
∂ηΦ
±
IK = θ − θ′ + ∂ηϕ±(r, θ, ρ, η)− ∂ηϕ±(r′, θ′, ρ, η),
with ϕ± ∈ Bhyp(Γ±(ǫ2)), we have|∂ηϕ±(r, θ, ρ, η)| . e−r and |∂ηϕ±(r′, θ′, ρ, η)| . e−r′ on the
support of the amplitude. By (7.3), we have for instance |∂ηΦ±IK − (θ − θ′)| ≤ ǫ2 if ǫ is small
enough. We may therefore assume that
|θ − θ′| ≤ C′′ǫ |t|〈t〉 . (7.32)
To be set of parameters for the stationary phase theorem, we will thus choose
Ω±IK(ǫ) =
{
(h, t, r, θ, r′, θ′) | h ∈ (0, 1], ±t ∈ [h, 2h−1] and (7.3), (7.29), (7.31), (7.32) hold} .
Before applying Proposition 7.7, we still need to modify the phase Φ˜±ǫ outside the support of the
new amplitude (7.30).
Lemma 7.10. We can find Ψ±ǫ smooth and real valued such that, on the support of (7.30),
Ψ±ǫ (y, ρ, ξ) = Φ˜
±
ǫ (y, ρ, ξ),
and,
Ψ±ǫ (y, ρ, ξ) =
r − r′
t
ρ+
θ − θ′
t
er
′
ξ − ρ2 − 1− e
2(r′−r)
2(r − r′) q0(θ
′, ξ) + ψ±ǫ (y, ρ, ξ), (7.33)
where, for all k + |β| ≤ 2,
sup
(ρ,ξ)∈Rn,
y∈Ω
±
IK
(ǫ)
|〈t〉|β|/2∂kρ∂βξ ψ±ǫ (y, ρ, ξ)| → 0, ǫ→ 0, (7.34)
and, |k|+ |β| ≥ 3,
sup
(ρ,ξ)∈Rn,
y∈Ω
±
IK
(ǫ)
| ∂kρ∂βξ ψ±ǫ (y, ρ, ξ)| ≤ Cǫ,k,β . (7.35)
Proof. We shall basically combine (7.16) with the fact that
|2ρ− (r − r′)/t| . ǫτ/4, (7.36)
on the support of (7.30). By Lemma 7.4, the phase reads
r − r′
t
ρ+
θ − θ′
t
er
′
ξ − ρ2 − q0(θ
′, ξ)− e2(r′−r)q0(θ, ξ)
4ρt
+
R±,ǫ(r, θ, ρ, e
r′ξ)− R±,ǫ(r′, θ′, ρ, er′ξ)
t
.
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The last term of this sum satisfies the estimates (7.34) and (7.35): for 0 < ±t ≤ 1, it follows from
Taylor’s formula using (7.29) and Lemma 7.4 with j + |α| = 1, and for ±t ≥ 1 it follows from
Lemma 7.4 with j + |α| = 0. For the term involving q0 we write
1
4ρt
=
1
2(r − r′) +
(
1
4ρt
− 1
2(r − r′)
)
χ1
(
2ρ− (r − r′)/t
ǫτ/8
)
,
using (7.36) with ǫ small enough and χ1 ∈ C∞0 (Rn−1) equal to 1 near 0, and
q0(θ, e
r′−rξ) = e2(r
′−r)q0(θ
′, ξ) + e2(r
′−r)(q0(θ, ξ) − q0(θ′, ξ))χ2(ξ),
with χ2 ∈ C∞0 (Rn−1) equal to 1 near 0. We obtain the estimates (7.34) and (7.35) for
1
4ρt
e2(r
′−r)(q0(θ, ξ)− q0(θ′, ξ))χ2(ξ),
using (7.32), and for
(1− e2(r′−r))q0(θ′, ξ)
(
1
4ρt
− 1
2(r − r′)
)
χ1
(
2ρ− (r − r′)/t
ǫτ/8
)
using (7.31). In both cases, we can freely multiply the functions by a compactly support cutoff in
ρ using that ± ≈ 1 on the support of the amplitude. This completes the proof. 
Proposition 7.11 (Bounded times). There exists ǫst > 0 such that, for all T > 0, all 0 < ǫ ≤ ǫst,
there exists Cǫ,T such that, for all
h ∈ (0, 1], h ≤ ±t ≤ T, (r, θ, r′, θ′) satisfying (7.3), (7.31) and (7.32) , (7.37)
we have ∣∣∣∣(2πh)−neγn(r′−r) ∫ ei th eΦ±ǫ (y,ρ,ξ)χǫ(y, ρ)A˜c1,ǫ,ǫ(y, ρ, ξ)dρdξ∣∣∣∣ ≤ Cǫ,T |ht|−n/2. (7.38)
Proof. By Lemma 7.10, we can replace Φ˜±ǫ by Ψ
±
ǫ . We then have
Hessρ,ξ[Ψ
±
ǫ ] =
(
2 0
0 1−e
2(r′−r)
2(r−r′) Hessη(q0)
)
+ o(1),
where o(1)→ 0 as ǫ→ 0 , uniformly with respect to (ρ, ξ) ∈ Rn and to the parameters satisfying
(7.37). Using the upper bound in (7.31) and the boundedness of t, the positive number
1− e2(r′−r)
2(r − r′)
belongs to a compact subset of (0,∞), yielding the condition (7.26). We conclude by applying
Proposition 7.7. 
Notice that, to obtain (7.38), we have used the boundedness of eγn(r
′−r), since |r − r′| was
bounded. In principle, the condition (7.31) implies that eγn(r
′−r) decays exponentially in time. We
shall exploit the latter below.
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Proposition 7.12 (Large times). There exists T > 0 and ǫ′st such that, for all 0 < ǫ ≤ ǫ′st, there
exists Cǫ such that, for all
h ∈ (0, 1], T ≤ ±t ≤ 2h−1, (r, θ, r′, θ′) satisfying (7.3), (7.31) and (7.32) , (7.39)
we have ∣∣∣∣(2πh)−neγn(r′−r) ∫ ei th eΦ±ǫ (y,ρ,ξ)χǫ(y, ρ)A˜c1,ǫ,ǫ(y, ρ, ξ)dρdξ∣∣∣∣ ≤ Cǫ|ht|−n/2.
Proof. Choose T large enough such that, for t ≥ T and r, r′ satisfying (7.31), we have e2(r′−r) ≤ 1/2.
To compensate the factor 1/(r−r′) in (7.33) (of order 1/|t| by (7.31)), we consider the new variable
|t|1/2ζ = ξ. By (7.34), if ǫ is small enough, this new phase satisfies the assumptions of Proposition
7.7. In the corresponding estimate given by Proposition 7.7, derivatives of the new amplitude as
well as derivatives of the new phase of order at least 3 will grow at most polynomially with respect
to t. This gives a polynomial growth in t of the coefficient in the stationary phase estimate of
Proposition 7.7 but such a growth is controlled by the exponential decay of eγn(r
′−r) . e−c|t|. This
completes the proof. 
7.2 Proof of Proposition 2.20
By (2.38), up to a remainder of operator norm of size hn (uniformly in time), we may replace
Ôpι(a
±
s )
∗ by a linear combination of operators of the form Ôpι(a˜
±
s ) with supp(a˜
±
s ) ⊂ supp(a±s ). We
next apply Theorem 5.1 to order n+1 and are left with the study of the Fourier integral operator
part. By Proposition 7.2, the amplitude can be modified so that, up to a remainder of operator
norm of order hn uniformly in time, we are left with an operator whose kernel K±(r, θ, r′, θ′, t, h)
satisfies
|e−γnrK±(r, θ, r′, θ′, t, h)e−γnr′ | . |ht|−n/2, h ∈ (0, 1], 0 < ±t ≤ 2h.
Indeed, for t ≤ h, this follows from Proposition 7.3 and for t ≥ h, from Propositions 7.11 and 7.12
with ω = ±t/h and also from Proposition 7.6 and Lemma 7.9 with N ≥ n/2. 
7.3 Proof of Proposition 2.22
It is completely similar to the one of Proposition 2.20 by considering times 0 ≤ ±t ≤ tstWKB with
tstWKB small enough to be in position to use both Theorem 6.1 and Proposition 7.8. 
A Control on the range of some diffeomorphisms
In this section, we prove a proposition implying Lemma 4.13 and (4.57) in Lemma 4.17. For
simplicity, we consider the outgoing case only but the symmetric result holds in the incoming one.
Let us define the following conical subset of T ∗Rn+ \ 0,
Γ+s−con(ǫ) =
{
(r, θ, ρ, η) | r > R(ǫ), θ ∈ Vǫ, ρ > (1− ǫ2)(ρ2 + q(r, θ, e−rη))1/2
}
, (A.1)
which is the cone generated by Γ+s (ǫ).
Proposition A.1. Assume that, for some 0 < ǫ¯ < 1/4, we are given a family of maps (Ψt)t≥0
defined on Γ+s−con(ǫ¯), of the form
Ψt(r, θ, ρ, η) = (r, θ, ρt(r, θ, ρ, η), ηt(r, θ, ρ, η)) ∈ R2n,
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satisfying, for all r > R(ǫ¯), θ ∈ Vǫ¯, ρ > (1− ǫ¯2)p1/2, t ≥ 0 and λ > 0,
(ρt, ηt)(r, θ, λρ, λη) = λ(ρλt, ηλt)(r, θ, ρ, η), (A.2)
(ρt, ηt)(r, θ, ρ, 0) = (ρ, 0), (A.3)
and such that,
(ρt − ρ)t≥0 and (the components of) (ηt − η)t≥0 are bounded in Bhyp(Γ+s (ǫ¯)). (A.4)
Then, there exists 0 < ǫ˜ ≤ ǫ¯ such that, for all t ≥ 0 and all 0 < ǫ ≤ ǫ˜, Ψt is a diffeomorphism from
Γ+s (ǫ) onto its range and
Γ+s (ǫ
3) ⊂ Ψt (Γ+s (ǫ)) , t ≥ 0, 0 < ǫ ≤ ǫ˜.
Lemma 4.13 is indeed a consequence of Proposition A.1 since Proposition 3.9, (3.38) and (4.18)
show that (A.2), (A.3) and (A.4) hold with (ρt, ηt) = (ρt, ηt). Similarly, for Lemma 4.17, we
consider
(ρt, ηt)(r, θ, ρ, η) := (ρ
+
, η
+
)(r, θ, r, θ, ρ, η)
which is independent of t and satisfies the assumptions (A.2), (A.3), (A.4) by (4.53), Proposition
4.15 and Remark 2 after Proposition 4.15.
To prove the proposition, we need another conical subset of T ∗Rn+ \ 0:
Γ˜+s−con(ǫ) =
{
(r, θ, ρ, η) | r > R(ǫ), θ ∈ Vǫ, ρ > (1− ǫ2)(ρ2 + |η|2)1/2
}
.
Using the diffeomorphism Fhyp defined by (2.31), we have
F−1hyp
(
Γ˜+s−con(ǫ)
)
=
{
(r, θ, ρ, η) | r > R(ǫ), θ ∈ Vǫ, ρ > (1 − ǫ2)(ρ2 + |e−rη|2)1/2
}
. (A.5)
The latter is of interest in view of the following lemma.
Lemma A.2. There exists C > 1 such that, for all ǫ > 0 small enough,
Γ+s−con(ǫ/C) ⊂ F−1hyp
(
Γ˜+s−con(ǫ)
)
⊂ Γ+s−con(Cǫ).
Proof. By (3.7), we have, for some 0 < c < 1,
ce−2r|η|2 ≤ q(r, θ, e−rη) ≤ c−1|e−rη|2, r > R(ǫ), θ ∈ Vǫ, η ∈ Rn−1.
Using (2.55), it suffices to show the existence of C > 1 satisfying, for all ǫ small enough,
c−1(1− (ǫ/C)2)−2 (1− (1 − (ǫ/C)2)2) ≤ (1− ǫ2)−2 (1− (1− ǫ2)2) , (A.6)
and
(1− ǫ2)−2 (1− (1− ǫ2)2) ≤ c(1− (Cǫ)2)−2 (1− (1− (Cǫ)2)2) . (A.7)
For ǫ → 0, the left hand side of (A.6) is equivalent to 2c−1(ǫ/C)2 and the right hand side to 2ǫ2.
Therefore, (A.6) holds if c−1/C2 < 1 and ǫ is small enough. We get (A.7) similarly. 
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Let us now consider (1, 0) = (1, 0, . . . , 0) ∈ Rn \ 0. For all 0 < ǫ < 1, let us denote by C+(ǫ) the
cone generated by B((1, 0), ǫ), namely
C+(ǫ) = {(λρ, λη) | λ > 0, (ρ− 1)2 + |η|2 < ǫ2}.
Since ρ > 1− ǫ > 0 and ρ2/(ρ2+ |η|2) > 1− ǫ2/(1− ǫ)2 on B((1, 0), ǫ), it is then not hard to check
that, for all ǫ small enough,
C+(ǫ2/4) ⊂ {ρ > (1− ǫ2)(ρ2 + |η|2)1/2},
and
{ρ > (1 − ǫ2)(ρ2 + |η|2)1/2} ⊂ C+(2ǫ),
since, if ρ > (1−ǫ2)(ρ2+ |η|2)1/2 then (1, η/ρ) ∈ B((1, 0), 2ǫ), using that 1−(1−ǫ2)2 < 4ǫ2(1−ǫ2)2
for ǫ small enough. In particular, we obtain
(R(ǫ),+∞)× Vǫ × C+(ǫ2/4) ⊂ Γ˜+s−con(ǫ) ⊂ (R(ǫ),+∞)× Vǫ × C+(2ǫ). (A.8)
We next recall a standard lemma the simple proof of which we omit.
Lemma A.3. Let x0 ∈ Rn, ε > 0 and f : B(x0, ε)→ Rn such that f(x0) = x0 and f − id is 1/2
Lipschitz, ie |f(x)− x+ y − f(y)| ≤ |x− y|/2, on B(x0, ε). Then f is injective on B(x0, ε) and
B(x0, ε/2) ⊂ f(B(x0, ε)).
Proof of Proposition A.1. Let us set
fr,θ,t(ρ, ξ) =
(
ρt(r, θ, ρ, erξ), e−rηt(r, θ, ρ, erξ)
)
.
By Lemma 2.4 and (A.4), we have, for k + |β| = 2,
|∂kρ∂βη fr,θ,t(ρ, η)| . 1, t ≥ 0, (r, θ, ρ, ξ) ∈ Fhyp(Γ+s (ǫ¯)), (A.9)
and, by choosing ǫ¯1 small enough, we also have
r > R(ǫ¯), θ ∈ Vǫ¯, (ρ, ξ) ∈ B((1, 0), ǫ¯1) ⇒ (r, θ, ρ, ξ) ∈ Fhyp(Γ+s (ǫ¯)).
By (A.3) ∂ρ,ξfr,θ,t(ρ, 0) = Idn , so (A.9) implies that fr,θ,t − Idn is 1/2-Lipschitz on B((1, 0), 2ǫ)
for all ǫ small enough, all t ≥ 0, r > R(ǫ¯), and θ ∈ Vǫ¯. Therefore, by Lemma A.3,
B((1, 0), ǫ) ⊂ ft,r,θ (B((1, 0), 2ǫ)) , t ≥ 0, r > R(ǫ˜), θ ∈ Vǫ˜.
Using (A.2), we can replace the balls in the above inclusion by the cones they generate and, using
Lemma A.2 with (A.8), we get
Γ+s−con(ǫ/2C) ⊂ Ψt
(
Γ+s−con(2
√
2Cǫ1/2)
)
, t ≥ 0, (A.10)
for all ǫ small enough, with the C > 1 of Lemma A.2. Since fr,θ,t − Idn is 1/2-Lipschitz on
B((1, 0), 2ǫ) for all t ≥ 0, (A.2) implies that it is also 1/2-Lipschitz on the cone generated by
B((1, 0), 2ǫ) so fr,θ,t is injective on this cone. Thus, for all ǫ small enough and t ≥ 0, Ψt is injective
on Γ+s−con(ǫ) and is a diffeomorphism onto its range. By (A.10), we have
Γ+s (ǫ
3) ⊂ Γ+s−con(ǫ3) ⊂ Ψt
(
Γ+s−con(ǫ)
)
,
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for all t ≥ 0 and all ǫ small enough, so the proof will be complete by showing that, for all ǫ small
enough and all t ≥ 0, the following implication holds
(r, θ, ρ, η) = Ψt(r, θ, ρ1, η1) ∈ Γ+s (ǫ3) with (r, θ, ρ1, η1) ∈ Γ+s−con(ǫ)
⇒ p(r, θ, ρ1, η1) ∈ (1/4− ǫ, 4 + ǫ). (A.11)
Assume the first line of (A.11). Using (A.3) at (ρ1, 0) and the fact that ft,r,θ− Idn is 1/2-Lipschitz,
we have
|(ρ, e−rη)− (ρ1, e−rη1)| = |ft,r,θ(ρ1, e−rη1)− (ρ1, e−rη1)| ≤ |e−rη1|/2. (A.12)
Therefore |e−rη − e−rη1| ≤ |e−rη1|/2 and we get |η1| ≤ 2|η|. Since e−r|η| . ǫ3, (A.12) shows that
|ρ− ρ1|+ |e−r(η − η1)| . ǫ3 hence that
|p(r, θ, ρ1, η1)− p(r, θ, ρ, η)| . ǫ3.
Since p(r, θ, ρ, η) ∈ (1/4− ǫ3, 4 + ǫ3), the latter yields (A.11) for ǫ small enough. 
B Proof of Lemma 7.7
Note first that, for all y ∈ Ω, the map
R
n ∋ x 7→ ∇xf(x, y) ∈ Rn
is a diffeomorphism since, by considering F (x, y) := S(y)−1∇xf(x, y) and using (7.25), (7.27) and
(7.26), x 7→ F (x, y)− x is 1/2 Lipschitz. For all y ∈ Ω, we then denote by x0 = x0(y) the unique
solution to
∇xf(x0, y) = 0.
Let us now consider
g(x, y) = f(x, y)− f(x0, y)− 〈Hessx[f ](x0, y)(x − x0), x− x0〉 /2,
and, for all s ∈ [0, 1],
fs(x, y) = f(x0, y) + 〈Hessx[f ](x0, y)(x− x0), x − x0〉 /2 + sg(x, y).
Notice that f1 = f , that f0 − f(x0, y) is quadratic with respect to x− x0 and that
∇xfs(x, y) =
{
S(y) + s
∫ 1
0
R(x0 + t(x − x0), y)dt+ (1− s)R(x0, y)
}
(x− x0),
by the Taylor formula and (7.25). By (7.26), there exists c > 0 such that |S(y)X | ≥ 2c|X |, for all
X ∈ Rn and all y ∈ Ω hence (7.27) implies that
|∇xfs(x, y)| ≥ c|x− x0(y)|, s ∈ [0, 1], (x, y) ∈ Rn × Ω. (B.1)
Lemma B.1. For all K ⋐ Rn and all integer k ≥ 1, there exists C > 0 and N > 0 such that, for
all s ∈ [0, 1], all y ∈ Ω and all u such that
u ∈ C2k−10 (K) ∩ C2k(Rn \ {x0(y)}), (B.2)
∂αx u(x0(y)) = 0, |α| < 2k, (B.3)
∂αx u ∈ L∞(Rn), |α| = 2k, (B.4)
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we have∣∣∣∣∫ eiωfs(x,y)u(x)dx∣∣∣∣ ≤ Cω−k max|α|≤2k ||∂αu||L∞(K) max2≤|α|≤2k
(
1 + sup
x∈K
|∂αfs|
)N
, ω ≥ 1.
Notice that the assumption (B.4) is only a condition near x0(y). It guarantees the boundedness
of ∂αu(x)/|x− x0|2k−|α|.
Proof. We proceed by induction and consider first k = 1. We would like to integrate by part
using the operator |∇xfs|−2∇xfs ·∇x but, since ∇xfs may vanish on the support of u, we consider
Lδ := (|∇xfs|2 + δ)−1∇xfs · ∇x which satisfies
iω
∫
eiωfs(x,y)u(x)dx = lim
δ↓0
∫
(Lδe
iωfs(x,y))u(x)dx.
We then integrate by part at fixed δ > 0, using that
tLδ = − 1|∇xfs|2 + δ
{
∇xfs · ∇x +∆xfs − 2|∇xfs|2 + δ 〈Hessx[fs]∇xfs,∇xfs〉
}
.
Since |∆xfs(x, y)u(x)| . max|α|=2 ||∆xfs(., y)||L∞(K)||∂αu||L∞ |x − x0(y)|2 and using (B.1), by
letting δ ↓ 0 we get∣∣∣∣iω ∫ eiωfs(x,y)u(x)dx∣∣∣∣ ≤ C max|α|≤2 ||∂αu||L∞(K) max|α|=2
(
1 + sup
x∈Rn
|∂αfs|
)
.
Here the constant C is independent of y, u, s and ω; it depends only on K and the constant c in
(B.1). The result then follows by induction using that
|∇xfs|−2〈∇xfs, ∂xu〉, |∇xfs|−2(∆xfs)u, |∇xfs|−4 〈Hessx[fs]∇xfs,∇xfs〉u
satisfy the assumptions (B.2), (B.3) and (B.4) if u does for k + 1. 
End of the proof of Lemma 7.7. We next consider I(s) =
∫
eiωfs(x,y)u(x)dx so that, for all j ∈ N,
we have
I(2j)(s) = (iω)2j
∫
eiωfs(x,y)g(x, y)2ju(x)dx.
Since ∂αx
(
g(x, y)2j
)
|x=x0(y)
= 0 for all |α| < 6j, Lemma B.1 yields, with k = 3j ≥ n/2,
|I(2j)(s)| ≤ Cω−n/2 max
|α|≤6j
||∂αu||L∞(K) max
2≤|α|≤6j
(
1 + sup
x∈Rn
|∂αfs|
)N
, s ∈ [0, 1].
Since I(1) =
∫
eiωf(x,y)u(x)dx, the estimate
|I(1)−
∑
l<2j
I(l)(0)/l!| ≤ sup
s∈[0,1]
|I(2j)(s)|/(2j)!,
reduces the proof to estimating the integrals I(l)(0) whose common phase f0 is quadratic, up
to a constant term and whose amplitude is u(x)g(x, y)l. By Taylor’s formula g(x, y) is of order
|x−x0(y)|2 so the derivatives of u(x)g(x, y)l may be of order 〈x0(y)〉2l on which we have no control.
By choosing K˜ a bounded neighborhood ofK and applying Lemma B.1 to the subset of Ω on which
x0(y) /∈ K˜, we can assume that we consider those y for which x0(y) ∈ K˜. We then use the Lemma
7.7.3 of [16] on oscillatory integrals with quadratic phases, observing that ||∂αx g(., y)l||L∞(Kx) is
controlled by (products of) of norms ||∂βx f(., y)||L∞(Kx) with |β| ≥ 2, since x is bounded on the
support of u and x0(y) remains bounded. 
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