In the field of neutrino astronomy, glacial ice or deep ocean water are used as detector medium. Elementary particle interactions are studied using in situ detectors recording time distributions and fluxes of the faint photon fields of Cherenkov radiation, typically generated by ultra-relativistic muons.
Introduction
In optical high energy neutrino astronomy light from particle physics events is observed using a large number of detectors placed in glacial ice or deep ocean water. Successful simulation and reconstruction of such events relies on accurate knowledge of light propagation within the detector medium. Light propagating through even the clearest water or ice is affected by scattering and absorption. For light sources and receivers separated by distances comparable to the photon mean free path, scattering effects can neither be ignored nor analytically calculated. The typical scattering lengths in these detection media are of the order of tens to hundreds of metres. Since this scale is comparable to the typical detector separation, detailed simulation of the photon propagation is required to obtain information necessary for event simulation and reconstruction. The problem is complicated further by the anisotropy of the light emitted in particle interactions and the heterogeneity of detector media. Photonics is a software package containing routines for detailed photon Monte Carlo simulations, which take into account such complexities to provide, in tabulated form, the photon flux distribution for an input light source throughout a specified medium. The program is freely avaliable [1] .
In this paper we first introduce the relevant physics of the photon propagation (section 2) and the details of the Photonics implementation (section 3). We then compare our results with observations of calibration light sources in sea water and glacial ice (section 4). In section 5, we present some photon tracking results relevant to the detection of neutrinos with the IceCube neutrino telescope.
Light propagation in diffuse media
Our goal was to model the transport of light through glacial ice and water. Photon propagation depends on the optical properties of the medium, in particular on the velocity of light and the absorption and scattering cross-sections. Glacial ice is optically inhomogeneous due to depth dependent variations in temperature, pressure, and concentrations of insoluble dust and air bubbles. Since the dust deposits track climatological changes and are therefore assumed to be arranged in horizontal layers, their effect is parameterized as a vertical variation of the optical properties. In addition to this spatial variation, the wavelength dependence of the medium parameters must be taken into account. Our goal was then to model the transport of light through transparent media with wavelength and depth dependent optical properties. Before describing our implementation to achieve this goal, we review in more detail the optical quantities that must be considered in the simulation.
The time of light travel is determined by the group velocity of light, which is parameterized by the group refractive index n g (λ), while various transmission and scattering coefficients depend on the phase velocity [2] and its index of refraction n p (λ).
Absorption of visible and near UV photons in pure water and ice is due to electronic and molecular excitation processes and is characterized by the absorption length λ a (λ). Measurements of light attenuation in sea water have been performed at relevant wavelengths by the Dumand, Nestor, Baikal and Antares collaborations [3, 4, 5, 6] . The Amanda collaboration has developed an empirical model for optical absorption in deep glacial ice by combining laboratory and in situ measurements [7, 8, 9] . At wavelengths λ < 210 nm and λ > 500 nm, absorption is dominated by the properties of pure ice, while in the intermediate range absorption by impurities dominates.
Photon scattering by scattering centra of general sizes is described by Mie scattering theory [10] , which for any wavelength and scattering centre size gives the scattering angle distribution, the phase function. In water and ice, light is scattered by centra of very different types and sizes: from ice crystal point defects to air bubbles and ash particles in ice, to biological matter in water. Rahman scattering, where the scattering centre is affected by the scattered photon, and Brillouin scattering, where photons are scattered on (thermal) density fluctuations, also occur and may result in a change of photon energy. However, these processes are subdominant to Mie scattering on air bubbles and insoluble particles (such as salt grains and mineral grains) in ice [8] , and biological particles in water [6] .
In natural ice and water it can be difficult to determine the phase function from in situ measurements. Instead, the IceCube and Antares collaborations have used calibration light sources to determine the propagation characteristics assuming certain forms of the scattering angle distributions. In the case of ice, a one parameter Henyey-Greenstein (HG) phase function is often used, approximating Mie scattering under the assumption that scattering is forward peaked [11] . For water, a two parameter phase function is more useful. For this paper we will mostly use the single parameter HG phase function dp(cos θ; λ)
which is completely characterized by the τ (λ) parameter, the mean of the cosine of the scattering angle θ for the wavelength λ,
The absorption length, λ a , and scattering length, λ s , are the mean free paths of exponential distributions. The probability distribution of the path length l to the next scatter is dp(l; λ)
When determining ice or water optical properties, there is a strong degeneracy between λ s and τ . One therefore considers the effective scattering length, λ e , defined as
For a collimated beam in a non-absorbing medium, λ e has a natural interpretation as the distance in the original direction after which the net flux in that direction is zero. The projection of the photon velocity vector on its original direction is decreased on average by τ = cos θ in each scattering step [12] . Hence, the net flux in the original direction will be zero at a forward distance of
Monte Carlo simulation implementation
In this section we present the main ingredients in our photon Monte Carlo simulation implementation. The end product is a set of photon flux density tables. For a given source, a user-specified large number of photons are generated according to the source characteristics and are then tracked and recorded throughout the simulation volume with the resulting photon flux tabulated in a six dimensional table. Four of these dimensions are for the spatial and temporal location in the simulation volume with respect to the emission point. As the light sensors are assumed to have azimuthal symmetry the photon impact direction is characterized only by the zenith angle. The sixth dimension is the angle from the light source major axis at which a photon is emitted. These latter two dimensions are usually integrated over when the photon tables are used with detector simulations. For each light source position and orientation one table is produced, while a set of tables describes a range of source locations and directions.
Media and light source properties
As discussed in section 2, the properties of the optical medium are described by the group and phase refractive indices, n g , n p , the average scattering angle τ , the effective scattering length λ e , and the absorption length λ a . These parameters are taken to be functions of wavelength and a spatial dimension Z, typically specifying the ice or water depth. Thus, the propagation medium is divided into horizontal regions which differ by their optical properties. For media where the single parameter HG approximation does not provide an adequate description of the scattering it can be replaced by other scattering phase functions. An example of this is the treatment of sea water in section 4.1.
A single simulation run begins with the injection of a photon with wavelength and emission direction chosen from user-specified probability distributions and at a user-specified location. Our procedures support point-like (infinitesimal) light sources, where all emitted photons originate from the same point, and volume light sources where the emission is distributed over a volume. All light sources are assumed to have an axis around which the source displays mirror symmetry. An example light source, essential for neutrino astrophysics, is that of a Cherenkov emitter. In Photonics a Cherenkov emitter is a point-like (infinitesimal) light source with a Cherenkov spectrum and an angular emission in a Cherenkov cone [13] . In this case the emission is symmetric about the principal axis of the Cherenkov emitter. Closely related are light sources composed of many short Cherenkov tracks, such as electromagnetic cascades. Simulation results using Cherenkov properties are presented in Section 5. Another category of sources are laser or LED light sources, and in Section 4 we compare our simulation of these sources with observations. Continuous and extended light sources are composed by integration of infinitesimal, point-like sources. For example, the light distribution due to relativistic muons are composed by integrating a series of infinitesimal Cherenkov emitters over space and time as will be described in section 3.4.
Coordinate systems for photon flux recording
The Cherenkov light source example possesses a cylindrical symmetry. Although that symmetry is typically broken by the response functions of the propagation medium and the detector, it is usually a natural choice for recording the light flux in Monte Carlo simulation, and is therefore used in the following. In addition to cylindrical (ρ, l, φ) coordinates, we have also included functionality to allow the flux to be recorded in spherical (r, ϑ, φ) or Cartesian (x, y, z) coordinates. A grid over the spatial coordinates defines cells in which the photon flux density and time distributions are averaged. In some dimensions it can be desirable to have denser binning close to the origin. Therefore, equidistant as well as linearly increasing bin size is supported for ρ, l and the time parameter t. In addition to specifying the spatial coordinates where the light flux is recorded relative to the source, the location of the source and its direction of the axis of symmetry with respect to the medium are needed. These can be characterized using just two coordinates, the depth Z s and zenith angle Θ s . This is due to the horizontal symmetry of the medium, as discussed in section 3.1. Figure 1 shows the coordinates and the unit cell over which the flux is recorded.
To illustrate the size of the simulation output, a binning example is shown in Table . 1 for the cylindrical coordinate system. As each single precision floating point number requires four bytes, the size of this example table would be 3 megabytes. To get the total table set size this must be multiplied with the number of light source positions Z s and zenith angles Θ s of interest. For example, with 50 depth bins and 20 angular bins, the total table set size is 3 gigabytes.
Photon propagation
The photon trajectories are determined by directly performing the stochastic scattering processes, usually using the HG phase function given in equation (1) . The length of each step is an exponential random variable, characterized by the local scattering length. The scattering and absorption parameters are updated , from (λ s , λ a ) to (λ Photon absorption is taken into account by successively updating the photon survival probability weight w as the photons propagate through regions of different absorption. For a photon tracked n steps, each considered to be within a locally homogeneous medium, the weight is given by
where λ is the wavelength of the photon and l i is the length of step i, in a region with absorption length λ a (λ; i).
The photon flux Φ (particles per area and time) at any point (ρ, l, φ) at a time T after the emission from a light source at a depth
, where t 0 is a reference time typically chosen to be the first time causally connected to the light emitted by the source,
where c is the speed of light in vacuum and n ref is a user specified reference refractive index. 1 The residual time t = T − t 0 is the time delay caused by scattering, relative to the propagation time for a photon traveling in a straight line.
The probability density function, f pdf , for a photon flux at time t is given by
where I is the time integrated photon flux, or intensity,
Since the photon fluxes are additive we can determine the time distribution of a combination of light sources throught
The photon flux in a particular spatial cell can be calculated by one of two methods: the area-crossing method or the volume-density method. In the areacrossing method, the contribution of each photon to the total flux depends on the projected surface area of a unit cell as seen from the direction of the photon at the time the photon crosses the cell boundary. In the volume-density method, all photons that enter a unit cell contribute to its photon density, which is converted to the total flux through multiplication with the distance ∆s between photon position sampling points. The respective equations for the calculation of flux per emitted photon are
where the γ sum runs over the N simulated photons, w γ is the survival weight of each photon, A ⊥ is the unit cell area projected perpendicular to the direction of the photon, V is the volume of the unit cell and ∆s is the step size used for photon tracking. The S sum runs over unit cell surfaces with areas A S which are projected onto the photon direction d γ .
The calculation and recording of a photon's contribution to the flux in a unit cell is the most expensive computational step, thus a suitable choice of calculation method (area crossing or volume-density) can speed up the simulation.
To optimize for speed and accuracy one considers the parameter ∆s/D uc , the ratio of the step size to the scale dimension of a unit cell. If ∆s/D uc < 1, the area-crossing method is efficient; otherwise, the volume-density method should be used. Thus, the area-crossing method typically results in a faster code execution for large detection volumes with large unit cells, while the volume-density method is faster for small, dense unit cell configurations.
Another way to improve the speed of the Monte Carlo simulation is through importance-weighted scattering. This means that the photons are propagated using scattering parameters which are different from those of the scattering problem to be solved in order to get better statistics at low probability phase space locations. When solving a Monte Carlo problem for random numbers x i (for example, scattering angles) from a probability density distribution f 1 (x), we can choose to instead sample from another distribution f 2 (x) while applying a weight of f 1 (x i )/f 2 (x i ). As an example, photons can be propagated using isotropic scattering while weighting with the physical scattering distribution. For the Henyey-Greenstein function, the τ parameter can be modified so as to correspond to an effective scattering length a factor k τ longer than that of the physical medium to be simulated. Equation (4) implies
For importance sampling of the scattering lengths λ s , the f 2 distribution is taken to be an exponential distribution scaled with another factor k s . Selecting k s > 1 and k τ > 1 oversamples straighter paths and can be useful for enhancing the statistics of early photons at large source-receiver distances.
We have described how the photon flux density is calculated in cells throughout the simulation volume. In neutrino astronomy, the quantity of interest is the number of photons detected by an optical detector such as a photomultiplier (PM). As the PM response is wavelength and angle dependent, and as we do not want to store the wavelength and arrival direction of the simulated photons, it is practical to be able to fold the PM response into our simulation. Wavelength and angular efficiency files are used to weight the photon flux density to obtain the detected photon flux. Fresnel transmittance and absorbance by detector components can also be included.
Propagating light sources
To this point we have discussed how to obtain a set of tables describing the photon flux from a point-like, stationary light source for a range of locations and orientations. A propagating light source is different in that it can not be satisfactorily approximated as a flash of light from a single spatial point. We frame the following discussion of modeling propagating sources using high energy muons, which give rise to kilometer scale Cherenkov emitting tracks in water or ice. Our method, however, applies also to other line-like light sources such as high energy tauons.
To calculate the photon flux distribution generated by a muon we integrate over the photon flux distributions of many point-like Cherenkov emitters. A set of point-like photon tables provide the differential light flux at any spacetime location from sources at any causally connected location. This serves as integration kernel, Φ point (x s , t s , x rec , t rec ), where x s , t s and x rec , t rec are the emission and receiver coordinates for calculating the propagating source light distribution. For now, we will omit the explicit dependency on Θ s since the symmetry axis is fixed for a light source traveling in a straight line. The integrated flux distributions are generated by convolving this kernel with a delta function propagating through space along the track of the muon. To ensure numerical stability we use linear interpolation in all dimensions (not shown) and operate on integrals (cumulative sums),
The resulting light flux is stored in tables just as those of the point-like light sources. In principle, this integration can also be done by the detector Monte Carlo or event reconstruction codes, but such an approach would be significantly slower since the number of considered events, and therefore the number of required flux calculations, is typically large.
The integral over the source path need not necessarily be taken from or to infinity. Most often, the user would need to consider tracks of varying lengths. To provide photon flux for any given track length, without having to dynamically perform the time consuming integration of Eq. (13), we have developed a scheme based on the subtraction of semi-infinite tracks. A semi-infinite track is a track with a defined starting or stopping point, and with sufficient length such that away from this point, the recorded flux approach that of a truly infinite track. The flux at (x rec , t rec ) arising from a finite muon starting at x A and stopping at x B can be expressed as the difference between two such semi-infinite tracks. For two semi-infinite starting tracks, one (denoted A →) starting at the point x A and another (B →) starting at x B located further along the muon track, we write
This principle is depicted in figure 2 (I.-III. ). The finite track pdf, as per Eq. (10) is given by
Alternatively, we can use two semi-infinite stopping tracks, stopping at the same points x A and x B , and write Mathematically, using either starting or stopping semi-infinite track information is sufficient for describing any finite track anywhere within the simulated volume. However, it is numerically superior to dynamically choose between both these descriptions depending on where on the finite track a query is being made. As an example, consider the point p 0 , close to the finite track start point. The photon distribution at this point is best described as the difference between two semi-infinite starting tracks (Eq. 14), since Φ µ B→ is small and Φ µ AB ≈ Φ µ A→ . However, at the point p 1 closer to the end of the finite track, Φ µ A→ ≈ Φ µ B→ so that the calculation of Φ µ AB becomes dependent on exact numerical cancelation. In this case, using semi-infinite stopping tracks (Eq. 16) would be superior. Our algorithms chooses dynamically between Eq. (14) and Eq. (16) based on which of the vertices is closer to the observation point. It allows dynamic and fast access to the finite track photon distribution without the need for real time integration.
In some cases, it is sufficient to consider a track as semi-infinite, either starting or stopping depending on which of the subtracted quantities in Eq. (14-17) can be neglected. In the intermediate region, any of the descriptions are valid.
It can even be desirable to regard tracks as completely infinite. By using the degeneracy of infinite tracks with respect to a starting/stopping point, such tables can be made much smaller, since there is one dimension less to consider, namely l. For each l, one can find another source location z, with a different l, corresponding to exactly the same light profile. Figure 2 (III. and IV.) illustrates the two ways of accessing information about virtually infinite tracks. In Figure 2 (IV.), a special, degenerate, infinite table with a single l bin (l = 0) is shown. The size of an infinite table is typically about 1% of the size of the corresponding semi-infinite description, which can be on the order of tens of gigabytes. Hence, the infinite tables can easily be loaded into computer memory all at once, which is particularly useful in event reconstruction, where it can be hard to estimate in advance the properties of an event to be reconstructed. Since only redundant information is removed, the degenerate muon tables contain exactly the same level of flux details, under the infinite track assumption. Reconstruction and large table support is discussed in the following section, describing the Photonics reader library.
Accessing photon flux simulation results
We provide a convenient interface to the Photonics flux tables for incorporating the photon flux results into experiment simulation or event reconstruction. Its functionality can be accessed directly using a set of ansi-c functions and procedures, or through a more abstract (root compliant) user interface written in c ++ . A simulation chain for a whole experimental setup can be achieved by using these interfaces in combination with routines applying detector specific details such as modeling of the electronics and data acquisition. For event reconstruction, Photonics provides probability density functions (pdf) for individual photons, and the expected number of detected photons N, which is based on a photon flux intensity. These can be used by track-fitting algorithms, for example maximum-likelihood routines.
Using the table reader library, the user can query the photon flux tables by specifying location, orientation and other properties of sources, as well as the location of the light detectors. On request, a set of tables are loaded into memory, and the reader library determines which of the loaded tables best matches the user request. Photonics performs linear interpolation in all dimensions (individually enabled using a bitmask) for time integrated flux and pdf values.
Any number of table sets can be loaded simultaneously (limited only by available memory), making it possible to simulate or reconstruct the cumulative signal from different types of light sources. This is useful, for example, in the simulation of secondary electromagnetic showers from a primary muon track. In an experiment simulation, the user first requests the expected number of detected photons, specifying light source and detector positions, N(x rec , x s , Θ s , E, L), where x s and x rec are the light source and receiver locations, L is the light source length if applicable (as described in section 3.4), and E is the light source energy used for scaling the light source intensity. The expected photon number query also returns a photon flux table reference which can be used to get photon arrival times randomly drawn from the tabulated time distribution at the corresponding coordinates. For event reconstruction, the pdf is provided in the form f pdf (x rec , x s , Θ s , t, L). Both photon intensity and f pdf are naturally continuous in L and E, and are made continuous in x rec , x s , Θ s , t by multidimensional linear interpolation. The interpolation of time distributions is flux weighted, in agreement with (10),
In event reconstruction, it can also be desirable to convolve the differential time distributions with the detector time response function or the emission time distribution. This can be done using a routine operating on the simulated photon flux tables. As examples, we have implemented Gaussian convolution as well as two light source time distributions described in [6] (see section 4).
Since detailed photon table sets are often many times larger than the primary memory of a computer, we provide some memory management tools. Users can dynamically load and unload tables, and select loading of tables corresponding to limited ranges of depths (Z s ) and light source angles (Θ s ). In experiment simulations, this is particularly useful, since the parameters of a particle to be simulated can be known beforehand. In event reconstructions, the fitting algorithms need to be restricted to the interval covered by the loaded tables. The regions of interest can first be determined with a set of smaller Photonics tables (for muons, this could be the much smaller infinite tables, see section 3.4) or by using other first-guess approaches.
In addition to what has already been mentioned, the Photonics package includes several other tools for processing of the photon flux tables, including integration in any dimension and conversion between differential and cumulative time distributions.
In this section we use measurements with artificial calibration light sources in deep sea and glacial ice to demonstrate that Photonics accurately reproduces the general behavior of the observed photon distributions.
Modeling of natural water and Antares' Mediterranean water surveys
The Antares collaboration is constructing a 0.1 km 2 water neutrino detector in the deep Mediterranean sea [6] . In the present design the detector has 12 vertical strings, each of which has a total height of about 350 metres and consist of 25 storeys made up of three optical modules.
Three strings were deployed in 2006 and the remaining strings are scheduled to be installed during 2007.
Absorption and effective scattering lengths in the deep Mediterranean sea water have been investigated by the Antares collaboration and presented in Ref. [6] . The surveys were performed during several seasons using a calibrated setup of isotropic light sources, one in the blue at 473 nm, and one in UV at 375 nm. For blue (UV) they quote λ a of 60 (26) m and λ e of 265 (122) m, with 15% time variability. The details of the experimental setup such as the time distributions of the light emission from the source and detector efficiency curves, play a large role in the details of the photon flux time distribution profile in media, like ocean water, where scattering is weaker than absorption. In addition, since the light will typically be observed at distances smaller than or comparable to the effective scattering length, the scattering phase function plays an even larger role. Antares assumed a weighted sum of a Petzold and a molecular (Einstein-Smoluchowski) distribution. The Petzold distribution has τ =0.924, and is here approximated by a HG distribution, while the molecular distribution is approximated by a second HG distribution with τ =0. Figure 3 compares our simulation results using this model, for distances of 24 and 44 m from the light source, with Antares measured distributions of June 2000 [6] . The agreement verifies the validity of the model given in [6] and our photon flux simulation for this case.
Modeling of ice and IceCube's Antarctic glacial ice surveys
The IceCube neutrino telescope, under construction deep in the Antarctic glacial ice, is planned to become a high-energy neutrino detector of roughly 1 km 3 instrumented volume [14] . It is planned to have 80 strings, of which 22 have The time distributions of the light sources (dashed lines) were measured in air, where scattering and absorption can be neglected. We use the water properties and experimental data of ref [6] and apply the same convention to normalize the time distributions to the peak value.
been deployed so far, each equipped with 60 encapsulated PMs distributed over the depth of a kilometre. It builds on to the 19 strings of the Amanda array.
A detailed study of the properties of the deep Antarctic glacial ice has been performed by the Amanda collaboration. All model parameters used in this section were determined in the work presented in [9] . The glacial ice is very clear in the optical and near UV with absorption lengths of 20-120 m depending on wavelength. The effective scattering lengths are on the order of 25 m, less for shorter wavelengths. Both scattering and absorption are strongly depth dependent and vary on all depth scales. The variations at depth greater than 1450 m, where bubbles no longer exist, are explained by changes in climatic conditions which correlate with concentrations of insoluble dust deposits. By using physics motivated functional forms for the wavelength and depth dependencies of scattering and absorption, the Amanda collaboration fitted a large number of recorded light distributions generated by in situ pulsed and steady light sources at different wavelengths to form a heterogeneous ice model. At each 10 m depth interval, the effective scattering and absorptions lengths, λ e and λ a as function of wavelength was determined.
We have calculated the time distributions corresponding to two combinations of wavelength and light source-receiver positions, and compare them with experimental distributions. Our results are shown in figure 4 . The dots show the time distributions of experimental data, while the solid lines show our simulation results. Thick black lines show our results when using the scattering and absorption parameters measured with these particular source-receiver combinations [9] , with a gray shaded area representing two opposing deviations within the parameter uncertainty of these models. The parameters of the sin-gle data point models were λ e = 27.6 m, λ a = 20.5 m for the 532 nm curve, and λ e = 22.6 m, λ a = 82.0 m for the 470 nm curve, both with τ = 0.94. The slight overestimation in the tail in figure 4 (b) is due to a large uncertainty in the measured absorption length for this particular case. The thin lines show our simulation results with the heterogeneous ice model which is based on data from many source-receiver combinations at different depths and wavelengths. The thick black lines show our results using the scattering and aborption parameters of these particular source-receiver combinations, and thin dashed lines represent two oposite parameter variations within parameter uncertainty. The thin lines show our simulation results with the heterogeneous ice model. The ice model parameters were determined in the work presented in [9] where the data is also found.
Application to neutrino astronomy
In neutrino astronomy, the universe is studied using high energy neutrinos as messengers. The neutrinos are only detected after interacting with matter in the vicinity of the neutrino telescope and producing charged, Cherenkov light emitting particles like muons. Some of the emitted light is recorded by optical sensors distributed throughout the detector volume.
Ultra-relativistic muons are the primary channel through which high energy neutrinos are detected by optical neutrino telescopes. They are also the primary background in the form of so-called atmospheric muons arising from high energy cosmic-ray interactions in the Earth's atmosphere. Since the way of distinguishing a neutrino signal from the background is through energy spectra and angular distributions, it is important to establish the particle energy and the direction in every recorded event as accurately as possible. Our software contributes to this aim by providing means for detailed photon flux simulations, using the optical properties as established at a specific site. To further illustrate the utility of Photonics, we present in this section photon propagation results for the inhomogeneous ice at the site of the IceCube neutrino telescope, using the heterogeneous ice model of [9] .
The flux in all figures is given per emitted photon, and is weighted with the angular and wavelength dependent acceptance of optical detectors, so that the figures display the expectation number of detections per square meter of the detector module. It is not scaled to represent any particular light source energy. Figure 5 shows the photon flux from an infinitesimal electromagnetic cascade. Cascades are initiated in muon energy loss processes as well as in primary neutrino interactions. The light spectra of hadronic and electromagnetic cascades are also Cherenkov in nature, but the light originates from many Cherenkov light emitting particles. Since the trajectories of the emitting particles are not necessarily parallel to the parent particle, the Cherenkov emission cone is distorted [15] . The photon flux of figure 5 is that of a simulated point-like cascade, located in the IceCube detector site (Z s = 0, at a depth of 1730 m). The cascade is oriented towards the surface at Θ s = 135
• , up and left in the figures. A vertical slice through the photon flux, containing the principal axis of the light source origin is displayed. The angular distribution of emitted photons is peaked at the Cherenkov angle, but the photon flux is smoothed out by scattering as it evolves through the ice. After 100 ns, we can still observe a peaked light distribution in the forward direction. At later times, the flux becomes more and more isotropic, to finally resemble that of an isotropic flash.
The photon flux tables used for these figures were convolved with a 10 ns Gaussian to account for PM jitter, which is useful in event reconstruction but in experiment simulation it is easy to apply the random jitter times to each photon. A strength of our simulation is that we can include angular variation in the acceptance of the detectors. Since the IceCube PMs are pointed downwards they detect up-going light with a higher efficiency than down-going light, which needs to be scattered to reach the PM photocathode cathode. This results in the direction of a light source appearing to point higher (more upward) than it actually points. This can be seen in Figure 5 where the direction of the light source appears to be oriented at an angle larger than Θ s = 135
• .
While the ice is very clear in the centre of the Amanda telescope, there are other depths where stronger scattering and absorption distort the photon flux. In the upper panel of figure 6 results are shown for a setup analogous to that of figure 5 but with the shower origin placed 350 m deeper in the ice. This location is immediately below a region of peak scattering and absorption. The direction is the same, Θ s = 135
• , but due to the particular medium profile, the particle track appears more isotropic, or even downward pointing. However, it does differ from truly downward pointing events at the same location, shown in the lower panel of figure 6 . In this particular case it is exceptionally hard to characterize the event correctly, but by using the correct heterogeneous medium profile we improve the possibility to distinguish these cases. This is important for event simulation and reconstruction of parameters such as the zenith angle and the cascade energy.
We now turn our focus to muons. Figure 7 shows the light distribution of a sim- ulated muon moving upwards, on its way through the point x = 0, z = 0. At the front of the track, we observe a cross section of the unscattered Cherenkov wavefront, followed by a diffuse light cloud as the photons are scattered away from the geometrical Cherenkov cone. At locations with more scattering, photons are obstructed and absorbed before they can travel very far. This deforms the conical light front, which appears to be bent backwards as is easily observed in the f pdf (t). We observe a weak deflection of the photons with higher flux Φ(t) both above and below the dusty region near z = −350 m. Figure 8 shows the light generated by a 141 metre long muon track. The muon was created at the origin and propagated upwards at Θ s = 135
• until it decayed at x = −100, z = 100. The figure shows a snapshot 147 ns after the muon disappeared. The probability density function f pdf (t) of these rather short tracks shows a shape that is similar to point-like cascades. Using the correct medium and light source description allows us to isolate the difference in light profiles of these different cases. The photon flux Φ(t), and (b) the probability density function f pdf (t) which for such comparably short track shows a distribution reminiscent to one produced by point-like cascade. The light from secondary events, the cascades responsible for the muon energy loss, was not included in this simulation.
In this paper we have introduced the concepts, methods and routines which combine into the Photonics software package. We have explained how the program can be used for calculating and tabulating light distributions around a stationary or moving source, as a function of time and space in scattering and absorbing heterogeneous media. The light distributions obtained from our Monte Carlo simulation agree well with observations of callibration light sources in deep sea water and glacial ice surveys. In the last section, we demonstrated how Photonics can be used to model how optical inhomogeneities of the Antarctic ice at the location of the IceCube neutrino telescope distort the footprints of elementary particle interactions.
