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1 UVOD
Magistrsko delo sodi na podrocˇje podatkovnega rudarjenja. Podatkovno rudarjenje
vkljucˇuje racˇunske postopke, s katerimi odkrivamo vzorce v podatkih. Cilj procesa je
pridobiti informacije iz podatkovne zbirke in jih pretvoriti v razumljive strukture za
nadaljnjo uporabo.
Z rastjo in razvojem gospodarstva se je sˇtevilo ponudnikov storitev vecˇalo, medtem ko
kolicˇina povprasˇevalcev stagnira in s tem raste konkurenca med podjetji. Konkurenca
je neizogibna in v vecˇini primerov zazˇeljena. Konkurenca na trgu pomeni mozˇnost
vstopa novih ponudnikov na trg, racionalnost trzˇnih osebkov, optimizacijo proizvodnih
procesov kar vse se odrazˇa na ceni proizvoda. Posledica tega pojava je odhajanje ob-
stojecˇih in tezˇavno pridobivanje novih strank. V ta namen so podjetja poleg splosˇnega
oglasˇevanja, ki nagovarja celotno populacijo, zacˇela izvajati posebne ponudbe in akcije,
ki so bile namenjene le izbranemu naboru strank. Zacˇetki pametnih izbir potencial-
nih strank so se zacˇeli s posˇiljanjem ponudbe izbranim osebam, ki so bile dolocˇene po
nekem kriteriju (starost, spol, lokacija bivanja itd.). Ker so podjetja s takim nacˇinom
trzˇenja pridobivala vecˇji odziv na ponudbo kot pri nakljucˇno poslanih ponudbah, so
zacˇela izpopolnjevati model. Prvi pogoj za izpopolnjevanje izbire potencialnih strank
je pridobivanje podrobnejˇsih informacij o strankah. V ta namen so postopoma uvedli
zbiranje osebnih podatkov, belezˇenje nakupov obstojecˇe stranke in ostale navade, ki
jih je mocˇ pridobiti iz nakupa. Vsaka od strank je imela svoj nacˇin obnasˇanja, vendar
se je hitro opazilo, da je stranke mozˇno razvrsˇcˇati v vecˇ skupin. V vsako skupino so
porazdeljeni posamezniki, ki imajo podoben nacˇin obnasˇanja in se podobno odzovejo
ob posebnih prilozˇnostih. Pripadnike take skupine dojemamo kot en tip stranke, ki ji
na podlagi njenih preferenc in zmozˇnosti ponudimo posebej prilagojeno ponudbo. Ker
obnasˇanje strank postaja vedno bolj kompleksno, saj je podatkov vedno vecˇ, je analiza
le-teh postala bolj zahtevna in posledicˇno ne vecˇ intuitivna. Posledicˇno je potrebno za
pravilno razcˇlenitev trga strank in za pridobivanje znanja iz zbranih podatkov upora-
bljati matematicˇne metode podatkovnega rudarjenja.
Splosˇno znano je, da podjetje enostavneje obdrzˇi obstojecˇo stranko, kot pridobi novo.
Kazalnika, ki kazˇeta na to, sta nasicˇenost trga in ekonomska kriza, ki zmanjˇsata nabor
potencialnih strank. Zato so se podjetja odlocˇila razvijati modele, ki napovedujejo
odhod stranke v konkurencˇno podjetje.
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V magistrskem delu smo se osredotocˇili na panogo zavarovalniˇstva, v kateri so z zakoniki
kot so: Zakon o varstvu konkurence, Zakon o preprecˇevanju omejevanja konkurence,
Zakon o varstvu potrosˇnikov, Zakon o zavarovalniˇstvu in Obligacijski zakonik, zasta-
vljena pravila, katerim mora zadostiti vsaka zavarovalnica. V zakonikih so zavedene
konkretne prepovedi omejevanja konkurence, kot so: dogovarjanja o viˇsini premije, o
pogojih za opravljanje zavarovalnih storitev, o medsebojnem nadziranju in podobno.
Zaradi zakonskih omejitev in temeljnih matematicˇnih pravil, s katerimi je izracˇunana
minimalna viˇsina premije, s katero zavarovalnica krije potencialne sˇkode, je iz zava-
rovalniˇskega staliˇscˇa kljucˇnega pomena zadovoljstvo stranke. Hipoteza magistrskega
dela je:“Ali znamo napovedati karakteristike zavarovanca, ki bo opustil zavarovanje?”
Podatke smo pridobivali iz obstojecˇih zbirk podatkov o zavarovancih.
V prvem poglavju smo opisali strukturo podatkovne zbirke, razlozˇili proces pridobiva-
nja znacˇilk in postopek analize podatkovne zbirke. Opisan je tudi proces modeliranja
podatkov in potek vrednotenja zgrajenih modelov. Drugo poglavje je namenjeno pred-
stavitvi dobljenih rezultatov. V zadnjem, tretjem poglavju smo povzeli rezultate in jim
pripisali pomen.
1.1 Pregled podrocˇja
V cˇlanku [19] je zajeta vecˇina raziskav med letom 2000 in 2006, katere so uporabljale
tehnike podatkovnega rudarjenja na podrocˇju upravljanja odnosov s strankami (CRM).
CRM delimo na sˇtiri skupine:
• Opredelitev stranke.
• Zanimivost stranke.
• Zadrzˇanje stranke.
• Razvoj stranke.
S temi skupinami lahko predstavimo sistem za upravljanje odnosa s strankami. Cilj
vsake skupine je zbiranje podatkov in s tem pripomocˇi k boljˇsemu razumevanju stranke.
Tehnike podatkovnega rudarjenja lahko pomagajo pri doseganju tega cilja tako, da
poiˇscˇejo prostemu ocˇesu skrite vzorce strankinega obnasˇanja in strankinih lastnosti iz
podatkovne baze. Podatkovno rudarjenje iz podatkov zgradi model. Vsaka tehnika po-
datkovnega rudarjenja je lahko vsebovana v enem ali vecˇ nasˇtetih tipov podatkovnega
modeliranja:
• Zdruzˇevanje (ang. Association) uporabimo, kadar zˇelimo odkriti, med katerimi
parametri znotraj zapisa obstaja povezava. Obicˇajno se tak tip podatkovnega
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rudarjenja uporablja pri trzˇni analizi nakupovalne kosˇarice in navzkrizˇni prodaji
produktov. Orodja, s katerimi izvajamo ta tip modeliranja, sta testne statistike
in apriori algoritmi.
• Klasifikacija (ang. Classification) je ena od najpogostejˇsih ucˇnih modelov v po-
datkovnem rudarjenju. Za razvrsˇcˇanje se najvecˇkrat uporabi odlocˇitveno drevo.
• Rojenje [5] (ang. Clustering) poskusˇa heterogeno populacijo razvrstiti v vecˇ
homogenih rojev. Od klasifikacije se razlikuje v tem, da je sˇtevilo in tip rojev
neznano.
• Napovedovanje (ang. Forecasting) dolocˇi pricˇakovano vrednost v naslednji cˇasovni
enoti glede na pretekle vzorce vedenja. Tehniki podatkovnega rudarjenja za na-
povedovanje sta nevronske mrezˇe in analiza prezˇivetja.
• Regresija (ang. Regression) je ena izmed tehnik statisticˇnega ocenjevanja. Upo-
rablja se za preslikavo vsakega podatkovnega objekta v realno vrednost. Teh-
niki, ki ju najpogosteje uporabljamo, sta linearna regresija in logisticˇna regresija
( [12], [21]).
• Odkrivanje zaporedja (ang. Sequence discovery) je zaznavanje povezanih vzorcev
skozi neko cˇasovno obdobje. Cilj tega modela je napovedati trende in dolocˇiti
faze procesa ter zaznati nenavadne vzorce.
• Vizualizacija (ang. Visualization) je predstavitev podatkovne zbirke uporabni-
kom, tako da je lahko videti vzorce v podatkih.
Sˇe veliko tehnik podatkovnega rudarjenja je preucˇenih:
• Metoda podpornih vektorjev in model nevronskih mrezˇ sta tehniki podatkovnega
rudarjenja, ki sta bili uporabljeni v cˇlanku [3]. Avtor ju uporabi za odkrivanje
potencialnih odhodov strank. Izkazˇe se, da je metoda podpornih vektorjev boljˇsa,
saj je bolj ucˇinkovita pri razvrsˇcˇanju in manj obcˇutljiva na sˇum v podatkih.
• Metoda nakljucˇnih gozdov je uporabljena v cˇlanku [25]. V cˇlanku so uporabili iz-
boljˇsano metodo ucˇenja, ki se imenuje izboljˇsana uravnotezˇena metoda nakljucˇnih
gozdov (IBRF) in predstavili njegovo uporabo na dejanskih podatkih. Izkazˇe se,
da je uporabljena izboljˇsana metoda klasifikacije strank boljˇsa od nevronskih
mrezˇ, odlocˇitvenih dreves in metode podpornih vektorjev.
V cˇlanku [21] avtorji odgovorijo na vprasˇanja, kot so: kako ugotoviti katere spremen-
ljivke prinesejo modelu najvecˇ informacije, relativni pomen spremenljivke in kako im-
plementirati model v posel. V cˇlanku je predstavljen razvoj modela z uporabo logisticˇne
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regresije. Model iˇscˇe ponavljajocˇe vzorce, ki nakazujejo na strankino nezadovoljstvo
in mozˇen odhod. Model je bil zgrajen na podlagi zadnjega stanja stranke in cilj je
bilo napovedati status stranke, oznacˇen kot aktiven oziroma preklican. Uporabljene
niso bile samo police, ki so prenehale veljati v raziskovanem letu, ampak tudi pretekla
leta, zato da zadosti posplosˇitvi podatkov na cˇasovno obdobje in zajame demografske
spremembe. Da bi model ustvarjal manjˇso napako napovedovanja odhoda stranke, so
nad podatki v prvem koraku izvrsˇili rojenje ter zavarovance razdelili v dva roja. V na-
slednjem koraku so nad vsakim rojem aplicirali logisticˇno regresijo, katera je dolocˇila
verjetnost odhoda. Rezultati cˇlanka so pokazali, da je za stalnost stranke kljucˇnega
pomena, koliko cˇasa je stranka v doticˇni zavarovalnici, koliko cˇasa je pri zadnjem pro-
duktu ter koliko cˇasa traja veljavna polica.
Cˇlanek [9] predstavi teoreticˇne osnove modeliranja z logisticˇno regresijo na primeru
zavarovalniˇskih podatkov. V prvem koraku mora raziskovalec izbrati atribute, ki da-
jejo pomen napovedani vrednosti. Ocˇitno je, da bo zavarovanec z 20 letno zgodovino
na zavarovalnici bolj zvest kot zavarovanec, ki je sˇele priˇsel. Torej v tem primeru leta
pomenijo veliko pri napovedovanju odhoda zavarovanca. V drugem koraku je potrebno
oceniti interakcijo med atributoma. Vcˇasih se lahko zgodi, da kombinacija vrednosti
dveh atributov, ki delujeta skupaj, sprozˇi drugacˇen odziv, kot cˇe bi vsak od teh atri-
butov deloval posebej. Potrebno je tudi paziti na neodvisnost med atributi in izlocˇiti
atipicˇne zapise, ki mocˇno odstopajo od mnozˇice, saj lahko le-ti mocˇno popacˇijo model.
V raziskovalnem delu je avtor priˇsel do ugotovitve, da so stranke, ki imajo zavarovano
motorno vozilo, zelo dovzetne za odhod. Na drugi strani so zavarovanci, ki imajo vsaj
dve aktivni polici premozˇenjskega zavarovanja, ki se izkazˇejo za zelo zveste zavarovance,
saj je verjetnost, da bodo odsˇli, zelo majhna.
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2 METODOLOGIJA DELA
V magistrskem delu smo poskusili analizirati podatkovno zbirko zavarovancev, ki je
sestavljena iz oseb, ki so zavarovanje prekinili, in oseb, ki imajo sˇe vedno aktivno
zavarovalno polico. Cilj analize je bil zgraditi matematicˇni model, ki bo znal prepoznati
zavarovanca, ki bo zavarovanje prekinil, in opredeliti njegove karakteristike.
2.1 Predstavitev podatkovne zbirke
Pred analizo podatkov je potrebno pripraviti podatke, ki najbolje opiˇsejo problem, s
katerim se spopadamo. Bistvo tega koraka je v model vpeljati tiste parametre, ki bodo
modelu prinesle kar se da vecˇ informacije. Takim parametrom pravimo v jeziku podat-
kovnega rudarjenja znacˇilke ali atributi. Le tako bomo dobili kvalitetne in razumljive
rezultate.
V nasˇem primeru smo zgradili podatkovno zbirko iz sedemnajstih parametrov. Vsak
zapis predstavlja enega zavarovanca. En zapis poseduje sedemnajst lastnosti zava-
rovanca. Podatkovna zbirka zajema vzorce zavarovancev, ki so bodisi imeli, bodisi
imajo aktivno avtomobilsko zavarovanje. Nakljucˇno smo zajeli 44967 zavarovancev
pod sledecˇimi pogoji:
• zavarovanec je imel sklenjeno vsaj eno avtomobilsko zavarovanje,
• zavarovanec je fizicˇna oseba,
• zavarovanec mora biti star vsaj 18 let,
• zavarovanec mora biti v enem izmed statusov: brezposeln, sˇtudent, dijak, upo-
kojenec, zaposlen. Izlocˇili smo osebe s statusom umrl.
Prvih osem parametrov, ki so vkljucˇeni v podatkovno zbirko, smo zgradili tako, da smo
zajeli trenutni status osebe ter sˇteli dogodke iz zavarovancˇeve zgodovine. Prva dva pa-
rametra, katera smo vkljucˇili v podatkovno zbirko, sta spol in starost. V podatkovno
zbirko je vkljucˇen tudi parameter imenovan status, ki oznacˇuje trenutno aktivnost
osebe. Mozˇni statusi so: brezposeln, sˇtudent, dijak, upokojenec, zaposlen. Cˇetrti in
peti parameter sˇtejeta, koliko polic je zavarovanec sklenil. Naslednji parameter bo sˇtel,
preko koliko prodajnih poti je zavarovanec sklepal avtomobilska zavarovanja. Z besedo
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Tabela 1: Pregled zbranih parametrov.
Kategorijski parametri spol,
status
Zvezni parametri starost,
sˇtevilo avtomobilskih polic,
sˇtevilo vseh polic,
sˇtevilo prodajnih poti,
sˇtevilo zavarovalniˇskih stebrov,
sˇtevilo let pri zavarovalnici,
sˇtevilo let pri avtomobilskem zavarovanju,
sˇtevilo sˇkodnih zahtevkov,
vsota vseh likvidiranih sˇkod,
vsota likvidiranih sˇkod avtomobilskega zavarovanja,
vsota vseh vplacˇanih premij,
vsota vplacˇanih premij avtomobilskega zavarovanja,
sˇtevilo let z vsaj enimi sˇkodnim dogodkom,
sˇtevilo sˇkodnih dogodkov v prvih dveh tretjinah in
sˇtevilo sˇkodnih dogodkov v zadnji tretjini
cˇasovne premice.
prodajna pot oznacˇujemo nacˇin, preko katerega je zavarovanec sklenil zavarovanje.
Mozˇne prodajne poti so: agencije, poslovna enota, elektronska prodaja (sklepanje za-
varovanj preko spleta), mobilna prodaja (sklepanje zavarovanj prek mobilnih naprav),
itd. Parameter sˇtevilo prodajnih poti bo nakazoval na fleksibilnost zavarovanca, ozi-
roma bo v nasprotnem primeru izkazal nezadovoljstvo nad raznimi nacˇini sklepanja.
Sedmi parameter sˇteje, v koliko zavarovalniˇskih stebrih je zavarovanec vkljucˇen. Za-
varovalniˇske stebre smo definirali tako, da smo zavarovanja grupirali v sˇtiri skupine.
Grupirali smo avtomobilska zavarovanja, zˇivljenjska zavarovanja, zdravstvena zava-
rovanja in premozˇenjska zavarovanja. Osmi in deveti parameter, ki smo ju vkljucˇili v
podatkovno zbirko, sˇtejeta, koliko let je zavarovanec na zavarovalnici oziroma koliko let
je bil aktiven na podrocˇju avtomobilskega zavarovanja. Deseti parameter sˇteje sˇkodne
zahtevke. S tem parametrom poskusˇamo opisati frekvenco uveljavljanja sˇkodnih do-
godkov pri posameznem zavarovancu. Naslednji sˇtirje parametri sesˇtevajo vplacˇana
in izplacˇana sredstva. Prva dva sta vsota likvidiranih sˇkod iz naslova avtomobilskega
zavarovanja ter vsota vseh likvidiranih sˇkod. Druga dva parametra opisujeta kolicˇino
vplacˇanih sredstev v avtomobilsko zavarovanje in vsa ostala zavarovanja. Petnajsti
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parameter, ki smo ga vkljucˇili v podatkovno zbirko, oznacˇuje sˇtevilo let, ki so imela
vsaj en sˇkodni dogodek. Sˇestnajsti in sedemnajsti parameter opisujeta dogajanje na
dolocˇenem cˇasovnem intervalu zgodovine zavarovanca. Sˇestnajsti parameter presˇteje
sˇtevilo sˇkodnih dogodkov v prvih dveh tretjinah cˇasovne premice. Sˇestnajsti parameter
pa sˇteje sˇkodne dogodke, ki so se zgodili v zadnji tretjini.
2.2 Izpeljava in analiza znacˇilk
Podatkovna zbirka, katero smo analizirali, sestavlja sˇtirinajst numericˇnih in dve kate-
gorijski znacˇilki. V nadaljevanju smo z izpeljavo opisnih znacˇilk dolocˇili gradnike, s
katerimi smo gradili model.
2.2.1 Izpeljava znacˇilk
Naslednji korak pri gradnji podatkovne zbirke je pridobivanje znacˇilk z zbranimi para-
metri. Znacˇilke, kot so spol, starost, status, sˇtevilo let pri avtomobilskem zavarovanju,
sˇtevilo let pri zavarovalnici, sˇtevilo prodajnih poti in sˇtevilo zavarovalniˇskih stebrov,
ne potrebujejo nikakrsˇne obdelave in jih dobimo neposredno iz zbranih parametrov.
Oznacˇujemo jih z oznakami spol, starost, status, sˇt. let avto, sˇt. let, sˇt. poti in sˇt. ste-
brov.
Da bi zadostili pogoju neodvisnosti med znacˇilkami, smo naslednje znacˇilke normi-
rali. Znacˇilka z oznako sˇt. sˇkod bo izrazˇala povprecˇno frekvenco uveljavljanja sˇkodnih
zahtevkov na letni ravni na eno avtomobilsko polico. Znacˇilko smo pridobili tako, da
smo sˇtevilo sˇkodnih zahtevkov iz naslova avtomobilskih zavarovanj delili s produktom
sˇtevila let na avtomobilskem zavarovanju in sˇtevilom sklenjenih avtomobilskih polic:
sˇt. sˇkod =
sˇt. sˇkodnih zahtevkov
(sˇt. let avto. zavarovanja ∗ sˇt. avtomobilskih polic) . (2.1)
Naslednje sˇtiri znacˇilke predstavljajo povprecˇno vsoto izplacˇil oziroma vplacˇil na polico.
Prvi dve znacˇilki oznacˇujeta povprecˇna vplacˇila in izplacˇila, vezana na avtomobilsko
zavarovanje. Znacˇilka oznacˇena kot avto. premija, oznacˇuje povprecˇno vplacˇano pre-
mijo na polico v obdobju enega koledarskega leta. Pridobljena je iz razmerja med
parametrom, ki sˇteje vsoto vplacˇanih premij, in produktom parametra, ki sˇteje leta
avtomobilskih zavarovanj, s sˇtevilom sklenjenih veljavnih avtomobilskih polic.
avto. premija =
vsota vplacˇanih premij
(sˇt. let avto. zavarovanja ∗ sˇt. avtomobilskih polic) . (2.2)
Preostale tri znacˇilke so pridobljene na podoben nacˇin kot zgoraj opisana znacˇilka
avto. premija. Znacˇilka, oznacˇena kot avto. sˇkode, oznacˇuje povprecˇno izplacˇano sˇkodo
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v obdobju enega leta. Drugi dve znacˇilki opisujeta povprecˇna vplacˇila in izplacˇila,
vezana na vse veljavne sklenjene police. Znacˇilko, ki opisuje povprecˇno izplacˇano sˇkodo
na polico v obdobju enega koledarskega leta, oznacˇujemo z oznako sˇkode. Znacˇilko,
ki opisuje povprecˇno vplacˇano premijo na polico v obdobju enega koledarskega leta,
oznacˇujemo z oznako premija.
Naslednja znacˇilka izrazˇa aktivnost zavarovanca tako, da presˇteje povprecˇno sˇtevilo
sklenjenih polic na leto. Znacˇilko oznacˇimo z oznako sˇt. polic.
sˇt. polic =
sˇt. sklenjenih polic
sˇt. let na zavarovalnici
. (2.3)
Znacˇilka, ki odrazˇa delezˇ sˇkodnih let v zgodovini avtomobilskega zavarovanja zava-
rovanca, je dobljena iz parametrov sˇtevilo let avtomobilskega zavarovanja in sˇtevilo
sˇkodnih let avtomobilskega zavarovanja. Znacˇilko smo oznacˇili kot leta sˇkod.
leta sˇkod =
sˇt. let avto. zavarovanja
sˇt. let z vsaj eno prijavljeno sˇkodo
. (2.4)
Zadnja, sˇestnajsta znacˇilka, imenovana naklon, bo opisovala trend narasˇcˇanja oziroma
padanja sˇkodnih dogodkov skozi cˇas. Taki znacˇilki pravimo dinamicˇna znacˇilka [6].
Dinamicˇna znacˇilka je odvisna od vrednosti drugih parametrov v nekem cˇasovnem
intervalu. V nasˇem primeru je to razmerje med sˇtevilom sˇkodnih dogodkov v prvih
dveh tretjinah zgodovine zavarovanca in sˇtevilom sˇkodnih dogodkov v zadnji tretjini
njegove zgodovine na zavarovalnici.
naklon =
sˇt. sˇkod v zadnji tretjini
sˇt. let v zadnji tretjini
:
sˇt. sˇkod v prvih dveh tretjinah
sˇt. let v prvih dveh tretjinah
. (2.5)
Slika 1: Modre tocˇke oznacˇujejo sˇtevilo sˇkod v prvih dveh tretjinah. Roza tocˇke oznacˇujejo
sˇtevilo sˇkod v zadnji tretjini. Rdecˇi tocˇki pa povprecˇje sˇkod na leto. Premica nakazˇe na trend
rasti.
Zaradi lazˇjega razumevanja si poglejmo en primer. Zavarovanec je pri zavarovalnici
polnih 9 let. Kar moramo narediti, je presˇteti, koliko sˇkodnih dogodkov je uveljavljal v
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prvih sˇestih letih ter presˇteto sˇtevilo normirati tako, da dobimo povprecˇno sˇtevilo sˇkod
na leto. V naslednjem koraku moramo presˇteti koliko sˇkodnih dogodkov v povprecˇju
je imel v zadnjih treh letih ter vsoto normirati tako, da dobimo povprecˇje sˇkod na leto.
V kolikor je kolicˇnik (2.5) vecˇji od 1, je trend uveljavljanja sˇkod rasel, v kolikor pa je
manjˇsi od 1, je trend sˇkod padal.
V nasˇem primeru imamo eno odzivno kategorijsko znacˇilko, ki nakazˇe, ali je zavarovanec
prekinil zavarovalniˇsko razmerje, ali ne. Na podlagi te smo gradili nasˇe modele.
2.2.2 Analiza znacˇilk
Analizo znacˇilk smo izvedli z namenom odkrivanja dodatnih informacij o znacˇilkah,
ki bodo pripomogle pri gradnji modela. Znacˇilke, ki smo jih vkljucˇili v podatkovno
zbirko, smo gradili z namenom, da najbolje opiˇsemo problem odhoda zavarovancev. Z
analizo smo dobili dodatno informacijo o mocˇi selekcije znacˇilke, ki deli zavarovance na
aktivne in neaktivne.
Analiza podatkovne zbirke prispeva veliko k razumevanju in oceni kvalitete zbranih
podatkov. Ocenili smo, ali obstaja signifikantna razlika med osebami, ki pripadajo
razlicˇnim razredom odzivne znacˇilke. Analizirali smo podatke glede na to, ali je zava-
rovanec prekinil zavarovalno razmerje ali ne. Uporabili smo metodologijo preverjanja
hipotez, kjer smo za vsako znacˇilko preverjali hipotezo, ali obstajajo razlike med vzorci
zavarovancev, ki so prekinili razmerje in tistimi, ki niso prekinili. Hipoteze smo testirali
po standardnih postopkih z uporabo ustreznih statisticˇnih testov.
Lilliefors test [16] je dvostranski test, ki preverja, kako dobro se vzorec prilagaja druzˇini
normalnih porazdelitev. V cˇlanku [16] je predstavljena tabela in osnovni princip delo-
vanja Lilliefors testa. Statistika testa je definirana s konstanto
D = max
X
| F ∗(X)− SN(X) |,
kjer je SN(X) funkcija kumulativne porazdelitve mnozˇice meritev X in F
∗(X) je funk-
cija kumulativne normalne porazdelitve vzorca s povprecˇjem vzorca in varianco vzorca.
Cˇe vrednost D presezˇe kriticˇno vrednost tabele, se nicˇta hipoteza, da mnozˇica meritev
X izhaja iz normalne porazdelitve, zavrne. Iz cˇesar sledi, da porazdelitev vzorca ne
pripada druzˇini normalne porazdelitve.
Wilcoxon-ov test vsote rangov [18] je neparametricˇni test, ki ga lahko uporabimo,
kadar imamo dva vzorca z ordinalnimi vrednostmi, ki nista normalno porazdeljena, sta
neodvisna in zˇelimo ugotoviti ali se mediani rangov vzorcev statisticˇno signifikantno
razlikujeta. Wilcoxonov test ni obcˇutljiv na odstopajocˇe tocˇke (ang. outlier), saj
meritve vseh vzorcev razvrsti v eno vrsto po velikosti narasˇcˇajocˇe in jim dodeli rang.
Najmanjˇsa meritev dobi rang 1. V kolikor sta v vrsti dve ali vecˇ enakih meritev, potem
vsaki od meritev pripiˇsem povprecˇni rang enakih meritev.
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Izbira testne statistike je odvisna tudi od tipa spremenljivke, ki jo testiramo. V pri-
meru, ko testiramo kategorijske lastnosti populacije, se lahko posluzˇujemo χ2 testa, ki
je natancˇneje opisan v knjigi [18]. χ2 test odgovori na vprasˇanje, ali je pricˇakovana
porazdelitev spremenljivke enaka izmerjeni porazdelitvi spremenljivke.
Statistika, s katero izmerimo, ali se izmerjena in pricˇakovana porazdelitev razlikuje je:
χ2 =
∑
i
(Oi − Ei)2
Ei
, (2.6)
kjer je Oi izmerjena porazdelitev in Ei pricˇakovana porazdelitev spremenljivke v ra-
zredu i.
Z uporabo Lilliefors-ovega testa se je izkazalo, da znacˇilke niso normalno porazdeljene,
zato smo uporabili neparametricˇni test, tako imenovani Wilcoxon-ov test. Nicˇta hipo-
teza testa: Mediani rankov vzorcev sta enaki. Alternativna hipoteza testa: Mediani
rankov vzorcev se razlikujeta.
V primeru kategorijskih podatkov smo uporabljali χ2-test, ki primerja razmerje med
delezˇi. Nicˇta hipoteza testa: Pricˇakovana porazdelitev se ne razlikuje od izmerjene
porazdelitve vzorca.
Nicˇto hipotezo smo zavrnili, cˇe je p-vrednost izbrane testne statistike manjˇsa od 0.05.
P -vrednost je verjetnost, da testna statistika ob predpostavki, da nicˇta hipoteza velja,
zavzame vrednost, ki je vecˇja ali enaka izracˇunani testni statistiki iz vzorca. P -vrednost
pove vecˇ kot statisticˇna znacˇilnost. Pri statisticˇni znacˇilnosti povemo, da smo npr. v
primeru napake zavrnitve 5% sprejeli hipotezo. Tu pa sˇe izvemo, koliksˇna je verjetnost,
da bi ob izracˇunani testni statistiki naredili napako zavrnitve hipoteze.
2.3 Predstavitev in gradnja modelov
V nadaljevanju smo poskusˇali poiskati skupine podatkov, ki so med seboj povezane.
To smo izvedli s postopkom faktorske analize. Predstavitev podatkovne zbirke s fak-
torji smo uporabili za gradnjo modelov za napovedovanje prekinitve zavarovalniˇskih
razmerij.
2.3.1 Faktorska analiza
Faktorsko analizo [14] smo v nasˇem primeru izvedli z uporabo analize glavnih kompo-
nent (PCA) [22] z ustrezno rotacijo.
Skupna tocˇka metode glavnih komponent in faktorske analize je reduciranje podatkov
in dimenzije prostora. Cilj faktorske analize je opisati lastnosti, ki niso merljive (npr.
druzˇbeni status) in povzrocˇajo povezanost med spremenljivkami, ki smo jih zajeli v
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podatkovno zbirko z neposrednimi meritvami (npr. sˇtevilo avtomobilov, mesecˇni pri-
hodek, itd.). Na tak nacˇin model poskusˇa pojasniti povezave med vecˇjim sˇtevilom
spremenljivk, ki podobno kovarirajo, z manjˇsim sˇtevilom faktorjev. Metoda PCA zno-
traj podatkovne zbirke poiˇscˇe smeri najvecˇje variance in jih uporabi za razvrstitev
podatkov v nekaj dimenzij. Tako poiˇscˇe mnozˇice spremenljivk, ki so si med seboj
pomensko povezane.
Z metodo faktorske analize zˇelimo ugotoviti, ali se zveze med spremenljivkami, ki smo
jih pridobili neposredno z meritvami, lahko pojasni z manjˇsim sˇtevilom posredno opa-
zovanih faktorjev.
V nasˇem primeru smo poskusˇali poiskali povezavo med 14-timi numericˇnimi znacˇilkami,
ter predstaviti isti prostor z manjˇsim sˇtevilom faktorjev in najmanjˇso mozˇno rekon-
strukcijsko napako.
Ideja PCA metode je preslikati viˇsji n dimenzionalni prostor v nizˇji m dimenzionalni
prostor, tako da bo rekonstrukcijska napaka minimalna. Metoda tvori nov prostor
spremenljivk, ki ga definirajo glavne komponente. Glavne komponente so med seboj
ortogonalne, tvorijo bazo m dimenzionalnega prostora in vsako meritev iz zacˇetnega
prostora spremenljivk lahko zapiˇsemo z linearno kombinacijo glavnih komponent. Ge-
ometrijsko gledano so glavne komponente koordinatne osi prostora Rm. Algebrsko,
pa lahko glavne komponente predstavimo z linearno kombinacijo slucˇajnih spremen-
ljivk xi : x1, x2, . . . , xn, X = (x1, x2, . . . , xn)
T ∈ Rn. Definirajmo linearno preslikavo
L : Rn → Rm, za katero velja
X 7→ F TX + b =: Z = (z1, z2, . . . , zm)T ∈ Rm, (2.7)
kjer je F ortonormirana projekcijska matrika iz Rn×m in b korekcijski vektor iz prostora
Rm.
V kolikor predhodno vsaki spremenljivki xi odsˇtejemo pricˇakovano vrednost µi, oziroma
centriramo prostor Rn, lahko linearno preslikavo L predstavimo tudi kot
X 7→ F TX =: Z. (2.8)
Ko poskusˇamo iz vektorja Z nazaj pridobiti centriran vektor X, se posluzˇujemo po-
vratne projekcije L−1 : Rm → Rn
Z 7→ FZ = FF TX =: X˜. (2.9)
Vrednosti vektorja X˜ so zaradi preslikave F izpostavljene rekonstrukcijski napaki r :=
r(X, X˜). Rekonstrukcijska napaka r je definirana kot vsota razlik spremenljivk xi in
preslikanih spremenljivk x˜i s povratno projekcijo:
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r(X, X˜) :=
n∑
i=1
E[(xi − x˜i)2]. (2.10)
Cilj metode je poiskati tako preslikavo, da bo rekonstrukcijska napaka najmanjˇsa.
Lema 2.1. Velja
n∑
i=1
E[x2i ] =
n∑
i=1
E[x˜i
2] +
n∑
i=1
E[(xi − x˜i)2]. (2.11)
Dokaz. Za vsako meritev x = X(ω), zaradi lastnosti linearne preslikave, velja:
‖x‖2 = ‖x˜‖2 + ‖x− x˜‖2 oz.
n∑
i=1
x2i =
n∑
i=1
x˜i
2 +
n∑
i=1
(xi − x˜i)2. (2.12)
Iz enakosti (2.12) z uporabo povprecˇne vrednosti sledi:
n∑
i=1
E[x2i ] =
n∑
i=1
E[x˜i
2] +
n∑
i=1
E[(xi − x˜i)2]. (2.13)
Lema 2.2. Velja
n∑
i=1
E[x˜i
2] =
m∑
i=1
E[z2i ]. (2.14)
Dokaz. Ker za ∀x˜ = FF TX(ω) velja:
x˜ =
m∑
i=1
fizi, (2.15)
sledi
n∑
i=1
x˜i
2 =
n∑
i=1
‖x˜‖2 =
m∑
i=1
‖fizi‖2 =
m∑
i=1
‖fi‖2z2i =
m∑
i=1
z2i .
Pri tem smo uporabili dejstvo, da je F ortonormirana baza. Uporabimo pricˇakovane
vrednosti in vidimo, da velja:
E[
n∑
i=1
x˜i
2] =
n∑
i=1
E[x˜i
2] =
m∑
i=1
E[z2i ].
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Cˇe povzamemo do sedaj izpeljana dejstva vemo, da je
E[zi] = E[f
T
i X] = f
T
i
n∑
i=1
E[xi] = f
T
i µ,
kjer z µ := (µ1, µ2, . . . , µn)
T oznacˇujemo vektor povprecˇij spremenljivk xi. Vemo tudi,
da je
Var(zi) = E[z
2
i ]− E2[zi].
Torej velja:
E[z2i ] = E
2[zi] + Var(zi)
n∑
i=1
E[x˜i
2] =
m∑
i=1
E[z2i ] = (f
T
i µ)
2 +
m∑
i=1
Var(zi).
Da bi lazˇje interpretirali minimizacijo rekonstrukcijske napake r predpostavimo, da
smo zacˇetni prostor Rn centrirali in je zaradi tega povprecˇje µT = (0, · · · , 0). Iz tega
sledi:
n∑
i=1
E[x˜i
2] =
m∑
i=1
Var(zi). (2.16)
Z uporabo enacˇbe (2.11) in enacˇbe (2.16) lahko sklepamo sledecˇe:
r =
n∑
i=1
E[(xi − x˜i)2] =
n∑
i=1
E[x2i ]−
m∑
i=1
Var(zi). (2.17)
Ker je E[x2i ] dolocˇen in zˇelimo minimizirati E[(xi − x˜i)2] je to enako, kot da bi maksi-
mizirali varianco vektorjev zi.
Trditev 2.3.
∑m
i=1 Var(zi) je najvecˇja, cˇe stolpci matrike F predstavljajo prvih m
lastnih vektorjev, ki pripadajo prvim m najvecˇjim lastnim vrednostim kovariancˇne ma-
trike Σ.
Dokaz. Piˇsimo Σ = (Σij)
n,n
i,j=1, kjer je
Σi,j = E[(xi − µi)(xj − µj)].
Dokazˇimo trditev z indukcijo. Dokazˇimo najprej korak m− 1→ m. Velja
Var(zm) = Var(f
T
mX) = E[(f
T
mX)(f
T
mX)
T ]− E2[fTmX]
= E[fTmXX
Tfm]− (E[fTmX] · E[XTfm])
= fTmE[XX
T ]fm − (fTmE[X] · E[XT ])fm
= fTm(E[XX
T ]− E[X] · E[XT ])fm
= fTmΣfm.
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Ker je Σ kovariancˇna matrika, lahko naredimo lastni razcep PΛP T , kjer je P matrika
lastnih vektorjev in Λ matrika lastnih vrednosti. Iz tega sledi:
fTmΣfm = f
T
mPΛP
Tfm = w
TΛw,
kjer je wT = [w1, . . . , wn] = f
T
mP . Torej velja, da je
Var(zm) =
n∑
i=1
wiλiwi =
n∑
i=1
λiw
2
i . (2.18)
Ker velja, da je ‖fm‖ = 1 in je P ortogonalna matrika z enotskimi stolpci, velja:
‖w‖2 = ‖fTmP‖2 = fTmP (fTmP )T
= fTmPP
Tfm = f
T
mIfm
= ‖fm‖2 = 1.
Po indukcijski predpostavki velja, da so bazni vektorji fi enaki lastnim vektorjem ei
matrike Σ, za i ∈ {1, . . . ,m− 1}. Potem sledi, da je wi = 0,i ∈ {1, . . . ,m− 1} ker so
lastni vektorji ei pravokotni na prejˇsnje bazne vektorje. Torej velja:
Var(zm) =
n∑
i=m
λiw
2
i . (2.19)
Ocˇitno velja, da je Var(zm) je najvecˇja, cˇe vzamemo wm = 1 in wj = 0, za j ∈ {m +
1 . . . , n}, zaradi tega ker so lastne vrednosti razvrsˇcˇene v strogo padajocˇem vrstnem
redu λ1, λ2, . . . , λn ≥ 0.
Ker je wT = eTmP , sledi da mora biti bazni vektor fm enak lastnemu vektorju em,
kateremu pripada m-ta najvecˇja lastna vrednost λm.
Dokazˇimo sedaj trditev sˇe za m = 1. Po istem postopku sledi:
Var(z1) =
n∑
i=1
λiw
2
i .
Var(z1) je najvecˇja, cˇe vzamemo w1 = 1 in wj = 0, za j ∈ {2, 3 . . . , n}.
Ker je wT = eT1 P , sledi da mora biti bazni vektor f1 enak lastnemu vektorju e1.
Potrebno je poudariti sˇe, da resˇitev ni enolicˇna v dveh primerih:
• Kadar je nekaj lastnih vrednosti enakih.
• Cˇe je ena lastna vrednost enaka 0.
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Cˇe predpostavimo, da imajo vhodne meritve X povprecˇje µT = (0, . . . , 0), potem velja:
n∑
i=1
λi = tr(Σ) =
n∑
i=1
E[x2i ],
kjer z tr(A) oznacˇujemo sled matrike A. Izpeljemo pa lahko tudi sledecˇo enakost:
Var(zi) = Var(f
T
i X) = Var(e
T
i X) = e
T
i Σei = e
T
i PΛP
T ei = λi. (2.20)
Cˇe sˇe enkrat pogledamo enacˇbo (2.10) sledi, da bazo novega prostora Rm gradi m
lastnih vektorjev matrike Σ, katerim pripada m najvecˇjih lastnih vrednosti.
Oziroma cˇe povemo drugacˇe, vidimo, da je rekonstrukcijska napaka r enaka vsoti n−m
najmanjˇsih lastnih vrednosti neuporabljenih lastnih vektorjev:
r(X, X˜) =
n∑
i=1
E[x2i ]−
n∑
i=1
Var(zi)
=
n∑
i=1
λi −
m∑
i=1
λi =
n∑
i=m+1
λi.
Cˇe PCA metodo uporabimo v namen faktorske analize, se posluzˇujemo linearnega
modela faktorske analize z ortogonalnimi faktorji, kot je navedeno v cˇlanku [14]:
X˜ = Q · F, (2.21)
kjer z F oznacˇujemo faktorje, kjer je F matrika lastnih vektorjev (baza prostora), in
z U faktorske utezˇi, ki so koeficienti pri lastnih vrednostih za dolocˇeno meritev xi, da
velja: xi = q1f1 + q2f2 + q3f3 + ...+ qmfm.
V magistrskem delu smo se odlocˇili pokriti 80% varianco, kar nam je uspelo z osmimi
faktorji. Varianca prostora je izracˇunana tako, da vsota vseh lastnih vrednosti pred-
stavlja 100% varianco prostora.
Da bi ugotovili, kako dobro smo opisali znacˇilke z izbranim sˇtevilom faktorjev, izra-
cˇunamo komunalnost znacˇilke (ang. communality). Komunalnost znacˇilke izracˇuna-
mo tako, da sesˇtejemo kvadrate utezˇi faktorjev, s katerimi opiˇsemo izbrano znacˇilko.
Komunalnost pove, koliksˇen delezˇ variance znacˇilke predstavimo z izbranim sˇtevilom
faktorjev. Omenjeni parameter je eden od pokazateljev, kako dobro manj dimenzionalni
prostor opisuje znacˇilke iz osnovnega prostora.
Da bi enostavneje pojasnili pomen faktorja, dobili enostavne utezˇi faktorja in da bi bile
te pomensko razlozˇljive, smo v magistrskem delu izvedli sˇe rotacijo faktorjev. Uporabili
smo varimax rotacijo [10]. Enostavnost utezˇi je definirana tako, da zadosti sledecˇim
pogojem [23]:
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• Vsaka vrstica premore vsaj eno utezˇ enako 0.
• Za vsak par faktorjev, obstaja velik delezˇ utezˇi enak 0.
• Za vsak par faktorjev, obstaja le majhno sˇtevilo velikih utezˇi.
Da bi zadostili zgornjim pogojem, je potrebno matriko utezˇi matrike Q zarotirati. V
magistrskem delu smo uporabili ortogonalno rotacijo V ∈ Rm×m, kjer vrstice opisujejo
faktorje, stolpci pa zarotirane faktorje [2]. Element vi,j ∈ V je enak kosinusu kota θ
med zacˇetnim faktorjem in zarotiranim faktorjem:
vi,j = cos θi,j (2.22)
Denimo, da imamo dva faktorja in zˇelimo zarotirati koordinatni sistem. Zapiˇsimo
ortogonalno rotacijsko matriko V , kot kazˇe slika 2, za primer, ko imamo dva faktorja:
V =
[
cos θ1,1 cos θ1,2
cos θ2,1 cos θ2,2
]
=
[
cos θ1,1 − sin θ1,1
sin θ1,1 cos θ1,1
]
.
Slika 2: Ortogonalna rotacija V v dvorazsezˇnem prostoru. Kot rotacije med staro osjo j in
novo zarotirano osjo i oznacˇimo kot θi,j (vzeto iz [2]).
Iz tega je jasno sklepati, da je V TV = I. Rotacija V zarotira faktorske osi. Rotacijo
vpeljemo v model tako, da med utezˇi in faktorje vrinemo matriko V in njen inverz:
X˜ = QV V −1F = Q′F ′,
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pri cˇemer produkt QV predstavlja nove utezˇi Q′ in produkt matrik V −1F predstavlja
faktorje F ′ na zarotiranem koordinatnem sistemu.
Cilj varimax rotacije V je najti tako resˇitev, da bo vsak od faktorjev imel majhno
sˇtevilo velikih utezˇi in veliko sˇtevilo nicˇelnih oziroma majhnih utezˇi. Tako smo lazˇje
dobili obcˇutek, iz katerih znacˇilk je faktor sestavljen, ter mu pripisali pomen. Varimax
metoda iˇscˇe tako rotacijo oziroma linearno kombinacijo pravokotnih faktorjev, da bo
varianca zarotiranih utezˇi Q′ maksimirana:
ν =
(
1
n
m∑
i=1
(
n∑
j=1
qj, i4 − 1
n
(
n∑
j=1
q2j,i)
2
))
, (2.23)
kjer je qj,i ∈ Q′ utezˇ j-te znacˇilke i-tega faktorja [10].
V magistrskem delu smo se posluzˇevali opisanega postopka faktorske analize s PCA
metodo in varimax rotacijo. Tako smo vsak faktor fi prestavili z linearno kombina-
cijo spremenljivk xj, katerih absolutna vrednost utezˇi qi je strogo vecˇja od 0.5. Tak
nacˇin predstavitve faktorjev smo lahko uporabili zaradi uporabe varimax rotacije. Kot
posledico rotacije smo dobili zelo malo velikih utezˇi in veliko majhnih utezˇi, ki smo
jih zanemarili. Kakovost faktorske analize smo utemeljevali z izracˇunom komunalnosti
spremenljivk in opisanim delezˇem variance manj dimenzionalnega prostora.
2.3.2 Modeliranje podatkov
Faktorje, pridobljene s faktorsko analizo, smo uporabili za modeliranje nasˇih podatkov.
Zgradili smo dva modela:
• model logisticˇne regresije,
• regresijsko drevo.
Vsakega od modelov smo gradili dvakrat. Enkrat smo za ucˇenje modelov uporabili vse
znacˇilke iz podatkovne zbirke, drugicˇ pa izvedene znacˇilke z uporabo faktorske analize.
Osnovni principi regresijske analize
Statisticˇno modeliranje predstavi vzorec iz podatkovne zbirke z matematicˇnim mode-
lom. Osnovno vodilo pravi, da se morajo vzorci cˇim bolj ujemati z izbranim modelom
in modeli morajo biti cˇim bolj preprosti. V nadaljevanju smo se osredotocˇili na regre-
sijsko analizo. Osnovno vodilo regresijske analize je opisati razmerje med odzivno in
opisno spremenljivko.
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Regresijsko analizo uporabljamo za napovedovanje, razvrsˇcˇanje in pojasnjevanje zveze
med podatki. Poznamo dva tipa regresijske analize: parametricˇno in neparametricˇno
regresijsko analizo.
Parametricˇna regresijska analiza je definirana z regresijsko funkcijo. Tako opiˇsemo
razmerje med odzivno spremenljivko y in opisno spremenljivko x kot:
Y = f(X, β), (2.24)
kjer so parametri β koncˇni in neznani in jih je potrebno oceniti. Parametre β dolocˇimo
tako, da minimiziramo napako modela:
min
β
∑`
i=1
(yi − f(xi, β)) . (2.25)
Parametricˇne metode regresijske analize obsegajo linearno regresijo ter vse izpeljave
posplosˇene linearne regresije. V magistrskem delu smo kot prvi model uporabili model
logisticˇne regresije.
Logisticˇna regresija
Logisticˇna regresija je tip regresijske analize, s katero opisujemo razmerje med binarno
odzivno spremenljivko in opisnimi spremenljivkami. Nelinearna razmerja med f(X) in
X so obicˇajno monotona, tako da f(X) monotono narasˇcˇa z vecˇanjem spremenljivke
X oziroma pada. Taksˇen pojav lahko opiˇsemo s krivuljo v obliki cˇrke S (slika 3), ki jo
predstavimo z zvezo:
Y = f(X) =
eβX
1 + eβX
. (2.26)
Izpeljava za vezno funkcijo modela logisticˇne regresije:
Y =
eβX
1 + eβX
Y
1− Y = e
βX
ln
Y
1− Y = βX.
V nasˇem primeru je odzivna spremenljivka odhod zavarovanca, ki ima vrednost 0 ali
1 in je binomsko porazdeljena. X predstavlja spremenljivke in faktorske spremenljivke.
Odzivna spremenljivka z oznako Odhod je kategorijska z dvema razredoma. Model
logisticˇne regresije uporabimo zaradi narave odzivne spremenljivke. Izbrani model
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Slika 3: Logisticˇna funkcija glede na vrednost prametra β (vzeto iz [1]).
napoveduje binarne izide, saj so izhodne vrednosti modela na intervalu (0, 1) in imajo
binomsko porazdelitev. Blizˇje kot je izhodna vrednost modela sˇtevilu ena, z vecˇjo
verjetnostjo lahko trdimo, da vzorec pripada razredu oznacˇenem z 1.
Regresijsko drevo
Drugi model, ki smo ga uporabili, je regresijsko drevo [11]. Regresijsko drevo predsta-
vlja neparametricˇen model regresijske analize. Cilj regresijskega drevesa je z delitvijo
podatkov na particije cˇim bolj natancˇno napovedati vrednost odzivne spremenljivke.
Metoda uporablja tehniko rojenja in sicer rekurzivno deli podatkovno zbirko tako, da
se bosta particiji najbolje prilagajali odzivni spremenljivki. Vecˇ smo opisali pri pred-
stavitvi algoritma. Koncˇni model lahko predstavimo kot dvojiˇsko drevo.
Poznamo dva tipa odlocˇitvenih dreves. To sta regresijsko drevo in klasifikacijsko drevo.
Imata enak nacˇin delovanja, vendar sta prilagojena glede na vrsto napovedovanja.
Regresijsko drevo napoveduje zvezne vrednosti odzivne spremenljivke. Klasifikacijsko
drevo napoveduje diskretne vrednosti kategorijske odzivne spremenljivke. Potrebno je
opozoriti, da so opisne spremenljivke lahko diskretne in zvezne. Kateri tip drevesa
bomo uporabili, je odvisno izkljucˇno od odzivne spremenljivke. V magistrskem delu
smo uporabili regresijsko drevo in napovedovali vrednosti odzivne spremenljivke na
intervalu [0, 1], kjer smo z 0 oznacˇevali aktivne zavarovance, z 1 pa zavarovance, ki niso
podaljˇsali zavarovalne police.
V nadaljevanju smo opisali CART algoritem [4]. CART drevo je binarno odlocˇitveno
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drevo. Ideja regresijskega drevesa je dolocˇiti vejitve opisnih spremenljivk tako, da
so particije podatkovne zbirke, povzrocˇene z vejitvami, cˇim bolje napovedale odzivno
spremenljivko.
CART algoritem [4] sledi sledecˇim korakom:
1. Zacˇnemo v glavi drevesa s celotnimi podatki in izvedemo vse binarne vejitve za
vsako od opisnih spremenljivk.
2. Za vsako od vejitev izracˇunamo povprecˇno vsoto kvadratov napake MSR,
MSR =
1
2
∑
c sin vozliˇscˇa T
(
1
`
∑
i∈c
yi −mc
)2
, (2.27)
kjer s T oznacˇujemo vozliˇscˇe, ki ga zˇelimo vejit, ` sˇtevilo meritev in kjer
mc =
1
`c
∑
i∈c
yi, (2.28)
predstavlja povprecˇno napovedano vrednost sina vejitvenega vozliˇscˇa T .
Izberemo tisto vejitev, pri kateri je vsota kvadratov napake najmanjˇsa. Tako
vejitev imenujemo optimalna vejitev.
3. Izvedemo vse binarne vejitve za vsakega od sinov opisnih spremenljivk v notra-
njem vozliˇscˇu.
4. Ponavljamo drugi in tretji korak rekurzivno, dokler ne pridemo do zaustavitve-
nega pogoja.
Osnovno pravilo zaustavitvenega pogoja je, da prenehamo graditi drevo, kadar nada-
ljnje vejitve ne prinesejo izboljˇsave rezultata. Obicˇajno se to zgodi, kadar delimo cˇista
vozliˇscˇa in kadar bi z nadaljnjo vejitvijo zajeli manj kot 5% celotnih meritev podatkovne
zbirke, oziroma ustavimo se, kadar z vejitvijo dosezˇemo prednastavljen minimalni delezˇ
meritev podatkovne zbirke.
Tezˇava, s katero smo se srecˇali pri gradnji regresijskega drevesa, je tezˇava prenasicˇenosti
s podatki (ang. overfitting). Prenasicˇenost s podatki lahko, zaradi prevelikega prilaga-
janja ucˇni mnozˇici, povzrocˇi izjemno veliko napako, ko model razvrsˇcˇa nove podatke.
Mozˇni vzroki so: prevelik sˇum v ucˇni mnozˇici, model je prezapleten in ucˇna mnozˇica
ni reprezentativen vzorec populacije.
Da bi se izognili prenasicˇenosti, se regresijsko drevo lahko obrezˇe z dolocˇitvijo mini-
malnega sˇtevila meritev v listih drevesa. Vecˇkratno grajenje drevesa nad razlicˇnimi
podatki pa oceni kakovost zgrajenega modela.
Topic´ V. Statisticˇna analiza lojalnosti uporabnikov zavarovalniˇskih storitev.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2015 21
Obrezovanje drevesa poleg tega, da pripomore k posplosˇitvi modela, naredi model bolj
preprost in kakovosten. Poznamo dva nacˇina obrezovanja: naknadno obrezovanje (ang.
postpruning) in vnaprejˇsnje rezanje (ang. prepruning) [24].
Vnaprejˇsnje rezanje je metoda sprotnega odlocˇanja. Metoda ne rezˇe vej, ampak za
vsako novo vejitev ugotavlja, koliko bo pripomogla h kakovosti modela. Metoda je zelo
uporabna, saj preprecˇuje nepotrebno racˇunanje vejitev, ki bi jih z metodo naknadnega
obrezovanja odstranili iz drevesa. Vendar ima metoda naknadnega obrezovanja kljub
vsemu nekaj prednosti. Velikokrat se zgodi, da posamicˇno testiranje dveh spremenljivk
ne pripomore veliko h kakovosti modela. Vendar, cˇe bi ti dve spremenljivki uporabili
skupaj, bi dobili veliko boljˇso kakovost modela. Metoda naknadnega obrezovanja ne
dopusˇcˇa, da bi se kaj takega zgodilo, saj algoritmu za grajenje drevesa pusti prosto
pot, nato pa zgrajeno drevo postopoma rezˇe od dna drevesa proti glavi drevesa.
Metoda naknadnega obrezovanja se posluzˇuje dveh operacij: zamenjava poddrevesa
in povzdigovanje poddrevesa. Metoda zamenjava poddrevesa zacˇne pregledovati drevo
od listov proti glavi. Z vsakim pomikom proti glavi zamenjamo vejitev za list drevesa,
ki nosi informacijo, kaksˇno odlocˇitev smo sprejeli. Medtem ko metoda povzdigovanja
drevesa vejitev na viˇsjem nivoju drevesa zamenja tako, da povzdigne vejitev iz nizˇjega
nivoja na njeno mesto in na novo razvrsti meritve v liste drevesa.
V magistrskem delu smo se osredotocˇili na regresijsko drevo. Odzivna spremenljivka
vsebuje dve mozˇni vrednosti 0 in 1, vendar bo model napovedoval vrednosti na inter-
valu [0, 1]. Zaustavitveni pogoj grajenja drevesa je bil, da je v listu drevesa vsaj 5%
meritev. Pravilo vejitve je bilo dolocˇeno z minimizacijo MSR, kot je bilo opisano s
CART algoritmom. Nato smo zgrajeno drevo obrezali na optimalno globino drevesa.
Obrezali smo ga z metodo naknadnega obrezovanja in minimizirali izgubo navzkrizˇnega
preverjanja.
2.4 Vrednotenje modeliranja
Da bi ocenili kakovost modela, smo uporabili metodo navzkrizˇnega preverjanja [8] ter
napako modela predstavili z ROC krivuljo [7]. Mocˇ napovedovanja zgrajenih modelov,
ki je predstavljena z ROC krivuljami, smo testirali s statistiko analize variance, kjer smo
parne primerjave naredili s post-hoc analizo po LSD statistiki (ang. least significant
difference) [18].
Navzkrizˇno preverjanje je statisticˇna metoda, namenjena razvoju in primerjavi ucˇnih
algoritmov, tako da razdelimo podatke na dva dela:
• Del, ki je namenjen ucˇenju oziroma grajenju modela in dolocˇa parametre modela.
• Testni del, namenjen validaciji oziroma preverjanju ustreznosti modela.
Topic´ V. Statisticˇna analiza lojalnosti uporabnikov zavarovalniˇskih storitev.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2015 22
Metodo navzkrizˇnega preverjanja uporabimo, kadar je premalo zbranih podatkov.
Standardna metoda za evaluacijo se imenuje k-kratno navzkrizˇno preverjanje (ang. k-
fold cross-validation). V tej metodi podatke razdelimo na k enakomerno velikih delov,
katerih presek je prazna mnozˇica. Nato k − 1 podmnozˇic uporabimo za ucˇenje, 1 pa
za testiranje zgrajenega modela. V vsakem koraku zamenjamo testno mnozˇico.
Slika 4 prikazuje izvajanje 5-kratnega navzkrizˇnega preverjanja. Mnozˇico podatkov
smo razdelili na 5 enakovrednih podmnozˇic. Sˇtiri podmnozˇice smo uporabili za grajenje
modela, eno pa za testiranje. Ob vsakem koraku zamenjamo testno mnozˇico. Torej je
vseh korakov natanko 5. V praksi je 10-kratno navzkrizˇno preverjanje dalo najboljˇse
rezultate, zato smo tega tudi uporabili v magistrskem delu.
Slika 4: Potek izvajanja 5-kratnega navzkrizˇnega preverjanja.
Metoda, ki preprecˇi mozˇnost pojavitve prekrivanja, se imenuje k-kratno navzkrizˇno
preverjanje (ang. k-fold cross-validation). Metodo izvedemo v dveh korakih:
• celotno mnozˇico razdelimo v k podmnozˇic enakih velikosti,
• Nad k − 1 podmnozˇic izvedemo ucˇenje, nad preostalo pa izvedemo testiranje.
Postopek ponovimo k-krat, tako da vsakicˇ izberemo sˇe neizbrano testno mnozˇico,
kot je prikazano na sliki 4.
Koncˇno stopnjo napake pridobimo s povprecˇenjem vseh iteracij.
Pri delitvi na k podmnozˇic je potrebno paziti na to, da bo vsaka od podmnozˇic repre-
zentativna predstavitev celotnih podatkov.
Kakovost modela pri binarni klasifikaciji se lahko oceni z ROC krivuljo (ang. Receiver
operating characteristic). Krivulja ROC je dvodimenzionalni graf. Y os predstavlja
senzitivnost, X os pa 1−specificˇnost. Senzitivnost nam pove, koliksˇen delezˇ pozitivnih
primerkov smo pravilno razvrstili, medtem ko nam 1− specificˇnost pove, koliksˇen delezˇ
negativnih primerkov oznacˇujemo napacˇno kot pozitivne. V kolikor graf vsebuje tocˇko
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(1, 0), smo dosegli najboljˇso binarno klasifikacijo, kar pomeni, da smo vse pozitivne pri-
mere pravilno razvrstiti in nobenega negativnega nismo napacˇno razvrstili. V splosˇnem
je potrebno tezˇiti k temu, da je plosˇcˇina pod krivuljo ROC, ki jo imenujemo AUC (ang.
area under curve), cˇim blizˇje 1 in strogo vecˇja od 0.5. V kolikor je plosˇcˇina pod krivuljo
enaka ali manjˇsa od 0.5, je model potrebno opustiti, saj bi enako natancˇnost dobili, cˇe
bi nakljucˇno dolocˇali pripadnost k razredom brez modela.
Primerjavo med modeli smo naredili tako, da smo vsakega od modelov predstavili z
desetimi AUC plosˇcˇinami, ki smo jih dobili z 10-kratnim navzkrizˇnim preverjenem.
Da bi ugotovili, ali obstajajo statisticˇno signifikantne razlike med zgrajenimi modeli,
smo uporabili testno statistiko ANOVA [18] s post-hoc analizo. Ker se je izkazalo, da
se modeli med seboj statisticˇno signifikantno razlikujejo, smo za primerjavo modelov
uporabili post-hoc analizo po LSD statistiki.
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3 REZULTATI
V tem razdelku smo vsako od opisanih metod uporabili na podatkovni zbirki zavaro-
vancev in predstavili dobljene rezultate.
3.1 Analiza podatkovne zbirke
V prvem koraku analize podatkovne zbirke smo ocenili znacˇilke, ki smo jih vkljucˇili
v podatkovno zbirko. Vsako od znacˇilk smo razdelili v dve podmnozˇici. V prvi so
zajete vse meritve zavarovancev, ki so podaljˇsali avtomobilsko zavarovanje, v drugi pa
so tisti zavarovanci, ki avtomobilskega zavarovanja pri opazovani zavarovalnici niso po-
daljˇsali. Cilj tega koraka je ugotoviti, ali se ti dve podmnozˇici statisticˇno signifikantno
razlikujeta.
Statistika, ki smo jo uporabili pri kategorijskih znacˇilkah, je χ2 test. Testirali smo ali
obstaja signifikantna razlika med pricˇakovano in izmerjeno porazdelitvijo meritev med
kategorijami. Zvezne znacˇilke smo testirali z Lilliefors-ovim testom, da bi ugotovili
ali sta vzorca normalno porazdeljena. Izkazˇe se, da porazdelitev nobena znacˇilke ne
pripada druzˇini normalnih porazdelitev, zato v drugem koraku uporabimo Wilcoxon-ov
test vsote rangov.
Ker je znacˇilka spol kategorijska, smo za testno statistiko izbrali χ2 test. P -vrednost
testne statistike je manjˇsa od 0.01, zato nicˇto hipotezo zavrnemo.
Naslednja znacˇilka, ki smo jo testirali, je starost. Zanima nas, ali obstaja signifikantna
razlika v starosti med mnozˇico oseb, ki imajo aktivno avtomobilsko zavarovanje in
tistimi, ki ga nimajo. Na podlagi razultatov statistike Wilcoxon-ovega testa, ker je
p-vrednost manjˇsa od 0.01, nicˇto hipotezo zavrnemo.
Naslednja znacˇilka, imenovana status, je kategorijska. Ker je p-vrednost testne stati-
stike χ2 enaka 0.02, nicˇto hipotezo zavrnemo.
Pri znacˇilki, ki opisuje, koliko let ima zavarovanec sklenjeno avtomobilsko zavarovanje,
se prav tako izkazˇe, da je signifikantna razlika med osebami, ki so zavarovanje prekinili,
in osebami, ki imajo zavarovanje sˇe vedno aktivno. Testna statistika Lilliefors testa
zavrne nicˇto hipotezo, ki pravi, da je vzorec normalno porazdeljen s p-vrednostjo,
manjˇso od 0.01. Ker vzorca nista normalno porazdeljena, uporabimo Wilcoxonov test.
Nicˇta hipoteza je tudi s tem testom zavrnjena in glede na to, da je p-vrednost Wilcoxon-
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Tabela 2: Pregled podatkovne zbirke zavarovancev.
Znacˇilke
Aktivni
zavarovanci
(n = 22487)
Neaktivni
zavarovanci
(n = 22480)
p-vrednost
Mosˇki spol (%) 14754 (65.6) 14300 (63.6) < 0.01
Starost (µ± σ) 51.5± 13.9 48.9± 14.4 < 0.01
Status (%) 0.02
Brezposeln 4 (0.02) 9 (0.05)
Zaposlen 22376 (99.5) 22395 (99.6)
Dijak 17 (0.08) 9 (0.05)
Sˇtudent 12 (0.05) 17 (0.08)
Upokojenec 78 (0.35) 50 (0.22)
Sˇt. let avto 13.4± 5.7 9.2± 5.1 < 0.01
Sˇt. let 16.1± 5.3 13.3± 5.9 < 0.01
Sˇt. poti 2.7± 1.3 2.6± 1.3 < 0.01
Sˇt. stebrov 2.6± 1.0 2.3± 1.1 < 0.01
Sˇt. sˇkod 0.22± 0.2 0.24± 0.4 < 0.01
Sˇt. polic 2.2± 1.9 1.7± 1.2 < 0.01
Sˇt. avto. polic 1.1± 0.2 1.1± 0.8 < 0.01
Premija 693± 117 519± 121 < 0.01
Avto. premija 370± 165 325± 314 < 0.01
Sˇkode 402± 117 360± 123 < 0.01
Avto. sˇkode 181± 742 270± 156 < 0.01
Naklon 0.71± 1.6 0.51± 1.43 < 0.01
Leta sˇkod 0.14± 0.15 0.16± 0.24 < 0.01
ovega testa manjˇsa od 0.01 lahko sklepamo, da se mnozˇici statisticˇno signifikantno
razlikujeta.
Da bi ugotovili, ali je dejstvo, da stranka sklepa police preko raznih prodajnih kanalov,
vplivalo na odhod stranke, smo tudi to lastnost vpeljali v model. Zanima pa nas, ali
obstaja signifikantna razlika v kolicˇini prodajnih kanalov med osebami, ki so ostale
aktivne in osebami, ki v tem trenutku nimajo aktivnega avtomobilskega zavarovanja.
Wilcoxonov test zavrne nicˇto hipotezo s p-vrednostjo, manjˇso od 0.01 in potrdi, da
obstaja signifikantna razlika med medianama rangov vzorcev.
Naslednja znacˇilka na podoben nacˇin poskusˇa ugotoviti, ali je zvestost in razprsˇenost
zavarovanj kljucˇnega pomena, da zavarovanec ohrani aktivno polico. Znacˇilka presˇteje,
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v koliko zavarovalnih stebrih je zavarovanec imel sklenjeno zavarovanje. P -vrednost
Wilcoxon-ovega testa je bila manjˇsa od 0.01, iz cˇesar sledi da lahko zavrnemo nicˇto
hipotezo.
Pri znacˇilki, ki presˇteje leta, v katerih je zavarovanec imel aktivno vsaj eno zavarovanje,
pricˇakujemo podobne rezultate kot pri znacˇilki, ki je sˇtela aktivna leta v avtomobil-
skem stebru zavarovanj. In testna statistika Wilcoxon-ovega testa znova zavrne nicˇto
hipotezo, ki pravi, da sta vzorca aktivnih in neaktivnih oseb enako porazdeljena, s
p-vrednostjo manjˇso od 0.01.
Naslednjih 5 znacˇilk bo poskusˇalo ugotoviti mozˇnost nezadovoljstva med zavarovanci.
Predpostavka, iz katere lahko razberemo nezadovoljstvo je, da so bili zavarovanci, ki
so bolj pogosto imeli sˇkode, nezadovoljni z uslugami zavarovalnice in so zaradi tega
neaktivni. Vse znacˇilke somo testirali z Lilliefors testom in s p-vrednostjo, manjˇso
od 0.01, se zavrne nicˇta hipoteza, da je katerikoli izmed vzorcev znacˇilk normalno
porazdeljen.
Prva med petimi znacˇilkami je znacˇilka, ki sˇteje, koliko sˇkod na eni polici je zavarova-
nec v povprecˇju na leto uveljavljal. S statistiko Wilcoxon-ovega testa zavrnemo nicˇto
hipotezo, da sta mediani vzorcev enaki.
Druga izmed petih znacˇilk je likvidirana sˇkoda, ki smo jo v povprecˇju izplacˇali zava-
rovancu na polico. Rezultat Wilcoxon-ovega testa nam da vedeti, da je ocˇitna razlika
med osebami, ki so aktivne, in tistimi, ki so prekinile zavarovanje z p-vrednostjo manjˇso
od 0.01.
Tretja od petih znacˇilk, ki obravnavajo sˇkodne dogodke, je delezˇ sˇkodnih let. Zanima
nas, ali obstaja signifikantna razlika med aktivnimi in neaktivnimi osebami v delezˇu
sˇkodnih let. Preverimo, kaksˇno ugotovitev smo dobili s testno statistiko. P -vrednost
Wilcoxon-ovega testa je manjˇsa od 0.01. Sprejmemo alternativno hipotezo, da se me-
diana prvega vzorca statisticˇno signifikantno razlikuje od mediane drugega vzorca.
Znacˇilka, ki bi lahko veliko povedala o naravi in lastnostih zavarovancev, je, koliko
likvidiranih sˇkod v povprecˇju zavarovancu zavarovalnica izplacˇa na leto. Wilcoxon-
ov test je zavrnil nicˇto hipotezo, da imata vzorca enako porazdelitev s p-vrednostjo,
manjˇso od 0.01.
Zadnja znacˇilka, ki opisuje sˇkodno obnasˇanje zavarovanca, je dinamicˇna znacˇilka, ime-
novana naklon. Znacˇilka opisuje trend upadanja oziroma narasˇcˇanja uveljavljanja sˇkod.
Zanima nas, ali je med zavarovanci, ki niso podaljˇsali zavarovanja, veliko tistih, kate-
rim je trend uveljavljanja sˇkod proti koncu narasel. Wilcoxon-ov test je nakazal na
signifikantno razliko vzorcev, kjer je bila p-vrednost manjˇsa od 0.01.
Naslednji znacˇilki, ki smo ju analizirali, opisujeta vsoto vplacˇanih premij v avtomo-
bilsko oziroma vsa zavarovanja na zavarovalnici. Wilcoxon-ov test je v obeh primerih
zavrnil nicˇto hipotezo z p-vrednostjo manjˇso od 0.01, da sta si vzorca enaka.
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Zadnja izmed sˇestnajstih opisnih znacˇilk je povprecˇje sklenjenih polic na leto. Znacˇilka
nam bo poskusˇala odgovoriti na vprasˇanje, ali se kolicˇina polic pri osebah, ki so av-
tomobilsko zavarovanje podaljˇsali, razlikuje od kolicˇine polic, ki niso podaljˇsali avto-
mobilskega zavarovanja. Uporabili smo enostranski Wilcoxon-ov test. Alternativna
hipoteza v primeru sprejetja potrdi razliko med medianami in sicer mediana vzorca
oseb, ki so sˇe vedno aktivne, je vecˇja kot mediana oseb, ki niso vecˇ aktivne. Testna
statistika zavrne nicˇto hipotez pri p-vrednosti manjˇsi od 0.01.
3.2 Cˇasovna analiza odhodov zavarovancev
Slika 5: Krivulje prezˇivetja za zavarovance, razdeljene po kriteriju delezˇa sˇkodnih let.
Z analizo prezˇivetja, ki uporabi Kaplan-Meierjevo neparametricˇno metodo [13], smo
predstavili cˇas zavarovancev do odhoda. Zavarovance, ki so prekinili zavarovanje, smo
razdelili v dve skupini. Parameter, s katerim smo zavarovance razvrsˇcˇali, je bil delezˇ
sˇkodnih let. Analizo smo ponovili trikrat. V prvem koraku smo v eno skupino razvrstili
vse osebe, ki so vsako tretje leto ali pogosteje imele kaksˇen sˇkodni dogodek. V drugo
skupino pa osebe, ki so sˇkodne dogodke uposˇtevale manj. Opaziti je, da delezˇ oseb,
ki so bile bolj izpostavljene sˇkodnim, hitreje upada v primerjavi z drugo skupino, ki
sˇkodnih let prakticˇno ni imela. Primerjali smo sˇe osebe, ki so imele kaksˇen sˇkodni
dogodek vsaj vsako drugo leto z osebami, ki so imela manj sˇkodnih let. In kot tretjo
primerjavo smo razdelili podatkovno zbirko na zavarovance, ki so bile le vsako tretje leto
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brez sˇkodnega dogodka in na tiste, ki so bile manj izpostavljene sˇkodnim dogodkom.
Slika 5 prikazˇe krivulje prezˇivetja za vsako od pripadajocˇih skupin. Opaziti je vecˇji
osip zavarovancev v skupinah, kjer smo zajeli zavarovance, ki so izpostavljeni sˇkodnim
dogodkom. Trend hitrejˇsega upadanja je viden zˇe pri zavarovancih, ki so imeli vsako
tretje leto sˇkodni dogodek, v primerjavi z njimi nasprotno skupino, ki je imela delezˇ
sˇkodnih dogodkov manjˇsi od 33%. Z vecˇanjem delezˇa sˇkodnih let je jasno opaziti, da se
vsako leto delezˇ zavarovancev obcˇutno zmanjˇsa. Krivulja prezˇivetja za zavarovance, ki
so so imeli delezˇ sˇkodnih dogodkov vecˇji od 66%, dosezˇe 50% osip zavarovancev po petih
letih, medtem ko krivulja komplementarne skupine potrebuje 11 let, da dosezˇe 50% osip
zavarovancev. Osip zavarovancev lahko pripiˇsemo nezadovoljstvu, kumuliranju sˇkodnih
tocˇk in posledicˇno manjˇsanju bonusov, kar je povzrocˇilo viˇsje premije.
Skupine zavarovancev, ki opisujejo zavarovance z manjˇsim delezˇem sˇkodnih let, opisuje
linearna krivulja, pri cˇemer ne moremo izpostaviti nobene kriticˇne tocˇke. V povprecˇju
je vsako leto osip zavarovancev 5%, kar je lahko posledica trzˇne konkurence oziroma
nakljucˇnih dogodkov.
3.3 Faktorska analiza
V magistrskem delu smo uporabili faktorsko analizo s PCA metodo in varimax rotacijo,
da bi ugotovili povezanost med opisnimi znacˇilkami. V faktorsko analizo smo vkljucˇili
vseh sˇtirinajst numericˇnih znacˇilk in dobili sˇtirinajst faktorjev. V nadaljnjo analizo smo
vzeli prvih osem faktorjev, saj ti pokrijejo malo vecˇ kot 80% variance prostora. Kumu-
lativna varianca faktorjev in varianca prvih desetih faktorjev je predstavljena s tako
imenovanim Paretto grafom (slika 6). Poznamo vecˇ smernic, koliko faktorjev izbrati.
Faktorje uredimo od najviˇsjega do najnizˇjega, glede na opisano varianco prostora.
• Izberemo prvih n, ki skupaj opiˇsejo vsaj 80% variance.
• Zadnji zajeti faktor mora opisati vsaj 5% variance.
• Sˇtevilo faktorjev dolocˇimo glede na graficˇni prikaz. Izriˇsemo razmerje med opi-
sano varianco in sˇtevilom faktorjev. “Koleno” grafa nam nakazˇe na ustrezno
sˇtevilo faktorjev.
V magistrskem delu smo se odlocˇili za dolocˇitev sˇtevila faktorjev, tako da zajamemo
vsaj 80% variance prvotnega prostora.
Kakovost modela lahko preverimo tudi s preverjanjem komunalnosti znacˇilk. Tabela 3
prikazˇe, koliksˇen delezˇ znacˇilke opiˇsemo z izbranim sˇtevilom faktorjev.
Kot je opaziti, je model najslabsˇe opisal znacˇilke, ki predstavljajo kolicˇino sklenjenih
polic ter leta pri zavarovalnici in avtomobilskem zavarovanju.
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Slika 6: Graf opisanega delezˇa variance prostora.
Tabela 3: Tabela opisuje, koliksˇen delezˇ znacˇilke opiˇsemo z osmimi faktorji.
Naklon 98.4%
Sˇkoda za avto. zav 97.2%
Vplacˇane premije 96.4%
Likvidirane sˇkode 96.2%
Sˇt. prodajnih kanalov 92.4%
Sˇt. sˇkod 91.5%
Delezˇ sˇkodnih let 90.4%
Starost: 90.3%
Sˇt. tipov zavarovanj 89.3%
Premija za avto. zav. 85.3%
Leta na zavarovalnici 82.7%
Leta pri avto. zav. 78.5%
Sˇt. avto polic 75.6%
Sˇt. polic 70.9%
Prvi faktor, ki opiˇse najvecˇji delezˇ variance, lahko opiˇsemo kot stalnost zavarovanca.
Znacˇilki, ki sestavljata prvi faktor, sta sˇtevilo stebrov zavarovanj, v katere je vkljucˇen
zavarovanec in sˇtevilo let pri zavarovalnici. Enostavno se lahko razlozˇi, da vecˇ let kot
smo na zavarovalnici, vecˇ raznolikih zavarovanj sklenemo. Drugi faktor predstavi po-
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vezavo med znacˇilkama sˇkodnih dogodkov. Vecˇ sˇkodnih dogodkov kot imamo, vecˇji
je delezˇ sˇkodnih let. Faktor bi lahko poimenovali kot sˇkodno tveganje. Tretji faktor
opiˇse povezavo med vplacˇanimi premijami in sˇkodami. Faktor opisuje izpostavljenost
sˇkodnim izplacˇilom. Vecˇje kot je vplacˇilo premije na polico, vecˇje je tudi tveganje
za sˇkodni dogodek. Cˇetrti faktor je opisan z eno dominantno znacˇilko, ki predstavlja
likvidirane sˇkode avtomobilskih zavarovanj. Cˇe podrobneje pregledamo faktor, ugo-
tovimo, da je nanj, sicer z zelo majhno utezˇjo, vezano sˇtevilo zavarovancˇevih let na
avtomobilskem zavarovanju, kar jasno opiˇse izpostavljenost sˇkodnih dogodkov. Peti
faktor opisuje povezavo med vplacˇanimi premijami in sˇtevilom sklenjenih polic, kar
nakazˇe na premozˇenjski status. Sˇesti faktor dominantno opisuje znacˇilka naklon. Fak-
tor predstavlja trend rasti uveljavljanja sˇkod. Sedmi faktor opisuje povezavo med
menjavo prodajnih kanalov glede na leta zavarovanja. Lahko ga opiˇsemo kot fleksibil-
nost stranke pri nacˇinu sklepanja zavarovanj. Osmi faktor opisuje pricˇakovano dobo
podaljˇsevanja zavarovanj glede na starostno skupino zavarovanca.
Struktura faktorjev z utezˇenimi znacˇilkami je natancˇneje predstavljena v tabeli 4.
Tabela 4: Tabela opisuje, kako je znacˇilka utezˇena za posamezen faktor.
Faktor1 : 0.925 stTipZavarovanj + 0.618 letaAS
Faktor2 : 0.924 stSkod + 0.918 letaSkod
Faktor3 : 0.947 premije + 0.912 skode
Faktor4 : 0.935 skodaAvto
Faktor5 : (-0.845) premijaAvto + (-0.618) stPolic
Faktor6 : 0.966 naklon
Faktor7 : 0.534 letaAvto + 0.956 stProdajnihKanalov
Faktor8 : (-0.949) starost + (-0.546) letaAvto + (-0.524) letaAS
3.4 Analiza modela
V magistrskem delu smo za napovedovanje odhoda zavarovancev uporabili dva modela:
model logisticˇne regresije in regresijsko drevo.
Vsakega od modelov smo gradili dvakrat. Prvicˇ smo v model vkljucˇili vse znacˇilke,
saj smo z analizo podatkovne zbirke ugotovili, da je pri vsaki znacˇilki signifikantna
razlika med osebami, ki so ostale zavarovane in osebami, ki niso podaljˇsale zavarovanja.
Podatkovno zbirko smo razdelili na 10 enako velikih podmnozˇic. Ena podmnozˇica je
bila uporabljena za testiranje modela, ostalih devet pa smo uporabili za ucˇenje modela.
Da bi ugotovili, ali obstajajo razlike med mnozˇicami, smo gradnjo modela ponovili
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desetkrat ter v vsakem koraku izbrali drugo testno mnozˇico. Tako smo dobili 10 ROC
krivulj za en model. Na podlagi dobljenih krivulj smo izrisali povprecˇno ROC krivuljo.
Ko smo model gradili drugicˇ, smo celoten postopek ponovili, le zamenjali smo tip po-
datkov, ki smo jih vkljucˇili v model. V drugem koraku smo namesto znacˇilk podatkovne
zbirke modelirali faktorje, pridobljene s faktorsko analizo.
Tabela 5: Tabela kakovosti zgrajenih modelov.
Model Povprecˇna AUC plosˇcˇina ± σ
Logisticˇna regresija 0.738± 0.006
Logisticˇna regresija s faktorji 0.694± 0.009
Regresijsko drevo 0.724± 0.008
Regresijsko drevo s faktorji 0.621± 0.004
Poleg ROC krivulje nam veliko o kvaliteti modela pove tudi AUC plosˇcˇina pod krivuljo.
Zgrajeni model ima povprecˇno plosˇcˇino AUC enako 0.738. Poglejmo sˇe, kako je model
zgrajen in katere znacˇilke najvecˇ pripomorejo pri gradnji modela. Znacˇilke razvrstimo
po p-vrednostih od najmanjˇse do najvecˇje. Znacˇilke, ki imajo p-vrednost manjˇso od
0.05, imajo velik vpliv na model. Med prvimi po p-vrednosti sodijo: sˇtevilo let pri
avtomobilskem zavarovanju, sˇtevilo zavarovalnih stebrov, v katerih ima zavarovanec
aktivno polico ter sˇtevilo let na zavarovalnici. Znacˇilki, ki nista signifikantno znacˇilni
za model, sta spol in status.
V naslednjem koraku smo ponovili celoten postopek gradnje modela s faktorji.
Dobljena rezultata modelov najlazˇje primerjamo, cˇe povprecˇni ROC krivulji izriˇsemo
na eni sliki. Zelo enostavno se opazi razlika tudi v primerjavi AUC plosˇcˇin. AUC
plosˇcˇine drugega modela so na intervalu [0.683, 0.699].
Povprecˇna AUC plosˇcˇina drugega modela je 0.694. Poglejmo sˇe, kaksˇne p-vrednosti je
model dodelil faktorjem. Vsi faktorji, razen tretjega in cˇetrtega, imajo p-vrednosti tako
majhne, da jih oznacˇujemo z 0. Tretji in cˇetrti faktor imata p-vrednost vecˇjo od 0.3,
kar pomeni, da ne vplivata na model. Iz tega lahko sledi, da vsota vplacˇanih premij in
skupna vsota izplacˇanih sˇkod ne vplivata na odhod zavarovanca.
Naslednji model, s katerim smo se srecˇali, je regresijsko drevo. Regresijsko drevo je ne-
parametricˇni model, pri katerem ne predpostavljamo zvezo med opisnimi in odzivnimi
znacˇilkami v obliki funkcije, ampak iˇscˇemo vzorce v obliki pravil iz vhodnih podatkov.
Postopek grajenja je potekal na enak nacˇin, kot pri logisticˇni regresiji. V prvem koraku
smo gradili model iz znacˇilk, ki smo jih zajeli v podatkovni zbirki.
Povprecˇna AUC plosˇcˇina je 0.724. Znacˇilke, ki so najbolj diskriminatorne in najbolje
delijo mnozˇico na particije, so na vrhu drevesa. Med prvimi tremi znacˇilkami je sˇtevilo
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Slika 7: ROC krivulje zgrajenih modelov.
let z aktivno polico pri avtomobilskem zavarovanju, povprecˇna vplacˇana premija in
znacˇilka, ki sˇteje, v koliksˇnih zavarovalniˇskih stebrih ima zavarovanec aktivno polico.
Sedaj smo regresijsko drevo uporabili za modeliranje faktorjev. ROC krivulje regresij-
skega drevesa, ki je grajen iz faktorjev, so nizˇje kot pri modelu, grajenim iz znacˇilk.
Povprecˇna AUC plosˇcˇina pa je 0.621. Faktor 1, ki je opisan z znacˇilkama sˇtevilo
aktivnih let na zavarovalnici in znacˇilko, ki sˇteje v koliksˇnih zavarovalniˇskih stebrih
ima zavarovanec aktivno polico, je glava drevesa, kar pomeni, da najvecˇ pripomore pri
gradnji modela.
Cˇe primerjamo povprecˇne plosˇcˇine modelov, bi lahko rekli, da obstaja razlika med njimi,
vendar vprasˇamo se lahko, ali je razlika statisticˇno signifikantna. Na to vprasˇanje smo
si odgovorili v razdelku, ki sledi.
Natancˇneje povedano, preverili smo, ali obstajajo statisticˇno signifikantne razlike med
kakovostjo modelov.
Za testno statistiko smo uporabili enosmerno analizo variance oz. ANOVA. S testno
statistiko ANOVA smo ugotovili, da je p-vrednost manjˇsa od 0.01. Iz tega lahko na
podlagi AUC plosˇcˇin sklepamo, da se modeli napovedovanja odhoda zavarovanca sta-
tisticˇno signifikantno razlikujejo.
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Da bi ugotovili, kateri modeli se razlikujejo in katere lahko posplosˇimo, smo uporabili
postopke vecˇkratnih primerjav (ang. multiple comparison methods). S post-hoc analizo
s kriterijem LSD smo ugotovili, da se vse AUC vrednosti med razlicˇnimi modeli paroma
statisticˇno signifikantno razlikujejo, s cˇimer lahko sklepamo, da z razlicˇnimi modeli
dobimo razlicˇne rezultate napovedovanja odhodov zavarovancev. Iz grafov ROC (slika
7) in tabele AUC (tabela 5) lahko ugotovimo, da najboljˇse rezultate dobimo z modelom
logisticˇne regresije.
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4 RAZPRAVA
Rezultate, ki smo jih predstavili v predhodnem poglavju, smo obrazlozˇili in pojasnili,
kako vplivajo na trg zavarovalniˇskih poslov. Iz dobljenih modelov smo predstavili tipe
zavarovancev.
V razdelku analiza podatkovne zbirke smo z analizo prezˇivetja ocenjevali, koliksˇen bo
upad zavarovancev iz avtomobilskega zavarovanja glede na sˇtevilo sˇkodnih let. Ugo-
tovili smo, da so zavarovanci, kateri vsaj vsako tretje leto uposˇtevajo sˇkodni dogo-
dek, veliko bolj podvrzˇeni odhodu kot preostali zavarovanci. Z zavarovalniˇskega vidika
lahko sklepamo, da je posledica odhoda pripisovanje malusov, kar povzrocˇi referentu
nezmozˇnost nizˇanja premije in nezmozˇnost uveljavljanja komercialnih in izrednih po-
pustov, kar posledicˇno pomeni viˇsjo premijo. Zaradi tega zavarovanci raje odidejo h
konkurenci, saj ta nima vpogleda v zgodovino sˇkod in jim ponudi popuste za novo skle-
njeno zavarovanje, na podlagi premijskega razreda v katerem se oseba nahaja. Pred-
videvamo, da so taki zavarovanci nestalni in bolj naklonjeni menjavam zavarovalnic.
V letnem porocˇilu zavarovalnice [26] je bilo tudi navedeno, da zavarovalnica zdaj obli-
kuje avtomobilska zavarovanja po meri stranke, prav tako pa oblikuje premijo glede
na rizicˇnost posameznih manjˇsih segmentov zavarovancev, pri cˇemer uposˇteva sˇtevilne
dejavnike, med njimi pa tudi starost voznika in kraj stalnega bivaliˇscˇa, kar se s krivuljo
prezˇivetja tudi opazi.
Opaziti je tudi, da zavarovalnica za vsako zavarovancˇevo leto izgubi 5% zavarovancev.
Sklepamo lahko, da je to posledica konkurence in ekonomske krize, saj se fakturirana
premija kasko zavarovanj iz leta v leto znizˇuje in je bila 12% nizˇja od premije v letu
2012. Tudi pri avtomobilskih zavarovanjih se odrazˇa ekonomska kriza, saj se ljudje
vedno manj odlocˇajo za zavarovanje drugega avtomobila, ki ga sˇe imajo. Trg novih
vozil je sicer ohranil raven prodaje, vendar prodajalci menijo, da je to vecˇinoma na
racˇun enodnevnih registracij vozil, ki se izvozijo v tujino. Nekateri prodajalci vozil
govorijo tudi o 20% do 30% manjˇsanju prodaje vozil, kar se zelo pozna tudi na zava-
rovanosti. Izpad premije pri kasko zavarovanju je rezultat hude konkurence in upada
sˇtevila zavarovanj [26].
V naslednjem koraku smo z modeli logisticˇne regresije in regresijskim drevesom gradili
model iz znacˇilk in faktorjev. Modele smo uporabili za napovedovanje odhodov strank.
Testna statistika LSD je pokazala, da je najbolj kakovosten model logisticˇne regresije,
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ki za vhodne podatke uporabi znacˇilke podatkovne zbirke.
Model logisticˇne regresije je kot najpomembnejˇse znacˇilke oznacˇil starost, leta pri av-
tomobilskem zavarovanju, sˇtevilo prodajnih poti, naklon, povprecˇje vseh sˇkod, sˇtevilo
zavarovalnih stebrov, v katere je zavarovanec vkljucˇen, sˇtevilo let na zavarovalnici.
Znacˇilkam sˇtevilo let pri avtomobilskem zavarovanju in sˇtevilo zavarovalnih stebrov, v
katere je zavarovanec vkljucˇen, je pripisal izjemno visok negativni parameter. Iz tega
parametra lahko zakljucˇimo sledecˇe: z vsako dodatno enoto parametra se zmanjˇsa ver-
jetnost, da bi zavarovanec odsˇel od zavarovalnice. Vzemimo za primer, da imamo dva
zavarovanca, ki se razlikujeta samo v eni enoti znacˇilke sˇtevilo zavarovalniˇskih stebrov.
Zakljucˇimo lahko, da zavarovanec, ki bo imel vecˇjo vrednost te znacˇilke, je za 0.6-krat
manj naklonjen k odhodu kot zavarovanec, ki ima nizˇjo vrednost znacˇilke sˇt. zava-
rovalniˇskih stebrov. Enako lahko sklepamo za znacˇilko sˇtevilo let pri avtomobilskem
zavarovanju, le da se pri tej znacˇilki z vsakim letom zmanjˇsa mozˇnost odhoda za 0.8-
krat. Znacˇilka, ki je nakazala na vecˇje tveganje odhoda, je naklon. V kolikor bi imeli
dva zavarovanca z enakimi vrednostmi znacˇilk, bi oseba z vecˇjim naklonom imela za
1.2-krat vecˇ mozˇnosti za odhod.
Povzamemo lahko, da je model nakazal na pricˇakovane rezultate ter nakazal, da so
osebe, ki so manj podvrzˇene sˇkodnim dogodkom, osebe, ki imajo dlje cˇasa sklenjeno
zavarovaje in osebe, katerih zavarovalne police so razprsˇene na vecˇ zavarovalnih stebrov,
manj naklonjene k odhodu.
Kot manj ucˇinkovit se je izkazal model, ki je za vhodne podatke vzel faktorje. Kot smo
ugotovili z logisticˇnim modelom, ki je za vhodne podatke vzel znacˇilke iz podatkovne
zbirke, sta se sˇtevilo let pri zavarovalnici in sˇtevilo let pri avtomobilskem zavarovanju,
izkazala za zelo pomembna parametra. S pregledom komunalnosti smo opazili, da je
faktorska analiza ravno ta dva parametra najslabsˇe opisala, zato lahko predpostavimo,
da je ena od posledic upada kakovosti ravno v tem. Vendar vsekakor je model logisticˇne
regresije s faktorji dolocˇil enake karakteristike, kot predhodno opisan model. Prvi
faktor, kateri nakazuje na stalnost stranke, je oznacˇen kot najpomembnejˇsi faktor.
Nakazˇe, da ob primerjavi zavarovancev in ob predpostavki, da je vrednost preostalih
faktorjev enaka, ima za 0.6-krat manjˇso mozˇnost prekinitve police zavarovanec, ki ima
vecˇje vrednosti faktorja stalnost. Medtem ko ob enaki predpostavki, pri analiziranju
drugega faktorja, ugotovimo, da je vecˇja izpostavljenost sˇkodnim dogodkom povecˇa za
1.3-krat mozˇnosti odhoda.
Cˇe razdelimo modele glede na vhodne podatke, se je model regresijskega drevesa v obeh
primerih izkazal s slabsˇo kakovostjo napovedovanja. Vendar zanimivo je opaziti, da sta
tudi ta dva modela izpostavila enake lastnosti zavarovanca. Model, katerega vhodni
podatki so bile znacˇilke, je za najpomembnejˇsi znacˇilki pri klasifikaciji uporabnikov
dolocˇil sˇtevilo let pri avtomobilskem zavarovanju in delezˇ sˇkodnih let. Prav tako je
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model, grajen s faktorji, oznacˇil prvi faktor in peti faktor za najpomembnejˇsa faktorja.
Spomnimo se, da prvi faktor oznacˇuje stalnost stranke, peti faktor pa kolicˇino sklenjenih
zavarovanj.
Cˇe se sprehodimo skozi celotno analizo, lahko zakljucˇimo, da so osebe, izpostavljene
pogostejˇsim sˇkodnim zahtevkom, nestalne in je njihova cˇasovna premica za polovico
krajˇsa od oseb, ki imajo manjˇsi delezˇ sˇkodnih let. Z gradnjo modelov smo ugotovili,
da je stalnost zavarovanca opisana s sˇtevilom let pri zavarovalnici in razprsˇenostjo
zavarovalnih polic med ostale zavarovalne produkte, kljucˇnega pomena pri ohranjanju
stranke. V bodocˇe bi lahko predlagali trzˇno akcijo, ki bi nagovarjala zavarovance
avtomobilskih zavarovanj k sklenitvi dodatnega zavarovanja, ki bi stranko vkljucˇila v
nov zavarovalniˇski steber.
Pomembno je poudariti, da lahko uporabljen nacˇin modeliranja podatkov uporabimo
za resˇevanje razlicˇnih binarnih vprasˇanj, ne glede na podrocˇje raziskovanja. Potrebno
je razumeti delovanje statisticˇnih metod, znati interpretirati dobljene rezultate ter jih
umestiti v raziskovano podrocˇje.
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5 ZAKLJUCˇEK
Zmozˇnost napovedati, s koliksˇno verjetnostjo bo obstojecˇa stranka odsˇla h konkurenci
oziroma ocenjevati lojalnost stranke, je neprecenljiva za razvoj podjetja in uspeh na
trgu. Prednost je boljˇse razumevanje strank in njenih potreb. Cˇe razumemo potrebe
strank, lahko oddelek za stranke na podlagi ugotovljenih vzorcev prilagodi ponudbo.
Zavedati pa se moramo, da je potrebno konstantno spremljati dogajanje, saj en poseg ne
odpravi tezˇave. Potrebe povprasˇevalcev po storitvah se s cˇasom spreminjajo, potrebno
je izvajanje akcij vseskozi prilagajati novim potrebam in razmeram na trgu, pri tem
pa nam pomagajo razlicˇne analize.
Glede na danasˇnje stanje trga, njegovo raznolikost in kompleksnost, je zelo tezˇko s pro-
stim ocˇesom zaznati, kaj naj bi bil vzorec, zaradi katerega povzrocˇamo nezadovoljstvo
med strankami. S tem modelom lahko zaznamo kljucˇne dejavnike, ki vplivajo na zado-
voljstvo in lojalnost stranke in zmanjˇsamo strosˇke trzˇne akcije, saj nagovorimo le tiste
stranke, na katere zaznani dejavniki najbolj vplivajo. V splosˇnem izvajamo trzˇno akcijo
na neko ciljno skupino. Prednost take akcije je boljˇsi odziv na akcijo, manjˇsi strosˇki
akcije, saj nagovorimo manjˇse sˇtevilo strank, in prilagajanje akcije profilu stranke tako,
da se stranki dejansko ponudi tocˇno to, kar potrebuje.
V magistrskem delu smo predstavili model, ki ga lahko uporabimo na raznih podrocˇjih
in ne zgolj na podrocˇju avtomobilskih zavarovanj oziroma trzˇenja. Za razumevanje
rezultatov, ki jih model izracˇuna, je potrebno teoreticˇno znanje o modelu in strokovno
znanje raziskovanega podrocˇja.
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