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Resumo
Nesta dissertação apresentamos um novo formalismo lógico, baseado no sistema
modal S4, introduzido por Décio Krause e Jonas Arenhart, para tratar dos conceitos
da mecânica quântica de superposição e medida. Além disso, desenvolvemos, de modo
informal, uma extensão do formalismo apresentado para ser possível tratar de sistemas
quânticos compostos e do conceito de emaranhamento.
No capítulo 1 apresentando conceitos matemáticos e físicos básicos, essenciais para
a compreensão do tema.
Em seguida, no capítulo 2, apresentamos a abordagem por teoria de reticulados,
que deu início à área de pesquisa conhecida como Lógica Quântica.
Por fim, no capítulo 3, apresentamos a abordagem dada pelos autores, citados acima,
e, por fim, propomos um modo de estender o formalismo de forma a permitir que tratemos
de sistemas quânticos compostos e dar uma propriedade que sistemas emaranhados devem
possuir.
Abstract
In this work we present a new logical formalism based on the modal system S4,
introduced by Décio Krause and Jonas Arenhart, to address the concepts of quantum
mechanical superposition and measure. In addition, we informally develop an extension of
the formalism to make possible to treat compound quantum systems and the concept of
entanglement.
In Chapter 1 we present basic mathematical and physical concepts, essential for
understanding the subject.
Then, in Chapter 2, we present the lattice theory approach, which initiated the
research field known as Quantum Logic.
Finally, in Chapter 3, we present the approach taken by the authors, cited above,
and, finally, we propose a way to extend the formalism to allow us to deal with compound
quantum systems and we define a property that entangled systems should have.
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Introdução
O emaranhamento é um dos principais fenômenos que diferenciam a mecânica quântica
da mecânica clássica. É um fenômeno em que entre duas ou mais partículas há uma
correlação, de tal forma, que realizar uma medida em uma delas define o estado das
outras instantaneamente, não importando a distância entre elas. É um dos aspectos mais
impressionantes da mecânica quântica. Schrödinger, em [Schrödinger 1935], diz:
I would not call [entanglement] one but rather the characteristic trait of quantum
mechanics, the one that enforces its entire departure from classical lines of
thought.
Em 1935, no artigo Can quantum-mechanical description of physical reality be
considered complete?, Einstein, Podolsky e Rosen, que defendiam a localidade e a separa-
bilidade dos sistemas físicos, tentaram mostrar, usando ferramentas da própria teoria da
Mecânica Quântica, que a teoria era incompleta, através de argumentos que justificam
que a teoria é não-local e que nem todos os estados do sistema seriam separáveis - isso
significaria, principalmente, que há transferência de informação, entre os subsistemas, em
velocidade maior que a da luz e que nem todos os estados de um sistema composto podem
ser completamente definidos através do conhecimento do estado de cada uma das partes do
sistema. Nesse artigo os autores não faziam qualquer previsão que pudesse ser testada em
laboratório para corroborar suas conclusões. No mesmo ano e no ano seguinte, Schrödinger
publicou um artigo (mencionado no início da introdução), em duas partes, sob o título
de Discussion of probability relations between separated systems, onde discute e estende
os argumentos de Einstein, Podolsky e Rosen (EPR). As discussões sobre o fenômeno
continuam, mas apenas em 1964, Bell publica On the Einstein-Podolsky-Rosen paradox, no
qual deduz o que hoje são conhecidas como as desigualdades de Bell, que faziam previsões
baseadas no argumento EPR, tornando possível testar a validade dos resultados teóricos
no laboratório. Depois foi verificado que, no que diz respeito às desigualdades de Bell, a
visão de Einstein e seus companheiros estava equivocada.
Atualmente, o estudo do emaranhamento é central em mecânica quântica, sendo
um dos principais ingredientes para a computação quântica, onde pretende-se, dentre
outros objetivos, resolver problemas complexos em tempo polinomial, o que em computação
clássica levaria tempo exponencial. Apesar do grande interesse da comunidade científica,
até hoje o emaranhamento não está completamente compreendido. Sendo assim, outras
abordagens ao tema, além de interessantes, podem vir a contribuir para a elucidação do
fenômeno.
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Neste trabalho pretendemos dar uma nova abordagem ao emaranhamento, sob o
ponto de vista da lógica. Krause e Arenhart fazem duas tentativas, [Krause e Arenhart,
2013] e [Krause e Arenhart, 2015]. Em [Krause e Arenhart, 2013], os autores baseiam-se
nas lógicas quânticas que têm como realização algébrica os reticulados ortomodulares para
tentar definir conectivos que capturem as noções de superposição, medida e emaranhamento
da mecânica quântica. No outro artigo, [Krause e Arenhart, 2015], ainda não publicado,
os autores propõem, usando como base o sistema modal S4, uma lógica em que são
introduzidos os conectivos que representam a superposição e a medida. A diferença
fundamental entre os dois artigos é que o segundo apresenta uma abordagem sintática. No
contexto do segundo artigo, pretendemos discutir quais seriam as propriedades sintáticas
fundamentais para definirmos o que é emaranhamento nessa lógica.
No primeiro capítulo apresentamos alguns conceitos básicos de matemática, tais
como espaços vetoriais, produto interno sobre um espaço vetorial, espaço de Hilbert,
operadores hermitianos, álgebra de Boole e reticulados ortomodulares; e de física, por
exemplo estado de um sistema físico, superposição, emaranhamento, interpretações da
mecânica quântica, formalismos da mecânica quântica e spin de uma partícula. Buscamos
introduzir o mínimo de teoria necessária ao leitor para que ele possa acompanhar o
desenvolvimento de nosso trabalho. Familiaridade com teoria de conjuntos e lógica é
pressuposta.
No segundo capítulo damos uma introdução ao que era o projeto da lógica quântica
de Birkhoff e von Neumann. Mostramos que a mecânica clássica tem a estrutura de
uma álgebra de Boole - um reticulado distributivo - e que a mecânica quântica, assim
como abordada por eles, tem a estrutura de um reticulado ortomodular. Em seguida,
discutimos o chamado "problema da implicação quântica". Em geral, a implicação das
lógicas quânticas não goza das mesmas propriedades da implicação clássica (como valer o
Teorema da Dedução). A implicação clássica não pode ser usada pois gera um reticulado
distributivo, que queremos evitar. Mostramos as cinco implicações possíveis para essa
lógica e indicamos a equivalência entre elas.
No terceiro capítulo apresentamos a abordagem de Décio Krause e Jonas Arenhart
por lógica modal, onde é introduzido um conectivo que representa a superposição de
estados quânticos e um que representa que foi realizada uma medida sobre um sistema
quântico. Depois de apresentarmos o trabalho desenvolvido pelos autores, introduzimos
nossas ideias de como modificar a notação (em trabalhos futuros faremos de modo mais
formal), de possíveis postulados adicionais para que possamos tratar de sistemas compostos,
um argumento que defende o sistema modal S4 como o menor sistema possível para se
tratar, no formalismo dos autores, de sistemas compostos separáveis e uma propriedade
que captura a noção de estado emaranhado.
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Finalmente, nas Considerações Finais, discutimos o desenvolvimento de nosso
trabalho, bem como questões que nos interessam para investigação futura.
Por fim, no Apêndice, apresentamos o trabalho de Bob Coecke que aborda o
emaranhamento com o ferramental de teoria de categorias.
No Apêndice A apresentamos as principais definições, uma linguagem gráfica para
categorias e dois teoremas que são relacionados com o teletransporte quântico e o swap de
emaranhamento, fenômenos onde o emaranhamento apresenta papel fundamental.
No Apêndice B descrevemos os teoremas introduzidos no Apêndice A em linguagem
gráfica e mostramos a relação desses teoremas com o teletransporte quântico e o swap de
emaranhamento.
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1 Conceitos Básicos e Formalismo
Neste capítulo apresentaremos alguns dos conceitos físicos básicos da Mecânica Clássica
(MC) e da Mecânica Quântica (MQ). Discutiremos seus significados intuitivos e suas
possíveis representações matemáticas. Como há várias formulações e interpretações da
mecânica quântica, em geral vamos nos referir à formulação padrão, baseada em espaços
de Hilbert e operadores hermitianos. Sempre que possível faremos um paralelo entre as
duas teorias, a clássica e a quântica.
Iniciaremos com duas seções nas quais estabeleceremos conceitos matemáticos
essenciais para o desenvolvimento deste trabalho. Em seguida, estabeleceremos os conceitos
físicos básicos, com os quais trabalharemos.
1.1 Conceitos Matemáticos Básicos
Nesta seção introduziremos conceitos matemáticos básicos importantes para o estudo da
mecânica quântica, como abordada por John von Neumann em seu trabalho, originalmente
publicado em 1932 [von Neumann 1955]. Primeiramente, definiremos espaço de Hilbert,
que é a base sobre a qual é construída a teoria da mecânica quântica aqui considerada, e
depois alguns outros conceitos relacionados aos espaços de Hilbert, como os de operador e
subespaço fechado.
Definição 1.1.1. Corpo
Um corpo é uma estrutura algébrica K = 〈K,+, ·, 0, 1〉, em que K é um conjunto não vazio,
0, 1 são constantes de K (0, 1 ∈ K), + e · são operações binárias sobre K (+ : K×K→
K, · : K×K→ K), tal que valem as seguintes propriedades, para quaisquer a, b, c elementos
de K:
(K1) a+ (b+ c) = (a+ b) + c , ou seja, a operação de adição é associativa;
(K2) a.(b.c) = (a.b).c , ou seja, a operação de multiplicação é associativa;
(K3) a+ b = b+ a , ou seja, a operação de adição é comutativa;
(K4) a.b = b.a , ou seja, a operação de multiplicação é comutativa;
(K5) a+ 0 = a , ou seja, 0 é o elemento neutro da adição;
(K6) a.1 = a , ou seja, 1 é o elemento neutro da multiplicação;
(K7) ∀a ∈ K, ∃(−a) ∈ K tal que a+ (−a) = 0 , ou seja, existe o elemento oposto, −a ∈ K,
de cada elemento a ∈ K.
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(K8) ∀a ∈ K∗, ∃(1/a) ∈ K tal que a.(1/a) = 1, onde K∗ = K − {0} , ou seja, existe o
elemento inverso, 1/a, de cada elemento a ∈ K∗;
(K9) a.(b+ c) = a.b+ a.c , ou seja, a multiplicação é distributiva com relação à adição, à
esquerda.
O conjunto K é dito universo da estrutura algébrica. Observamos que a propriedade
(a+b).c = a.c+b.c pode ser deduzida de (K4) e (K9), e que as propriedades a+0 = 0+a = a,
a.1 = 1.a = a, a+ (−a) = (−a) + a = 0 e a.(1/a) = (1/a).a = 1, para a 6= 0, podem ser
deduzidas, essencialmente, de (K3) e (K4).
Como é comum, faremos referência unicamente ao domínio da estrutura. Assim,
denominaremos de corpo o conjunto K e não toda a estrutura, esta ficando subentendida.
O mesmo se dará com os conceitos de espaço vetorial e de espaço de Hilbert, que veremos
adiante.
Definição 1.1.2. Espaço vetorial
Um espaço vetorial sobre um corpo K (consideramos, em geral, o corpo dos números reais,
R, ou o dos números complexos, C) é uma estrutura matemática V = 〈V,K,+, ·,~0, 1〉, em
que ~0 ∈ V , 1 ∈ K, + é uma operação binária sobre V (+ : V × V → V ) e · é uma lei de
composição externa (· : K× V → V ), tal que, para todo a, b ∈ K e ψ, φ, ϕ ∈ V :
(V1) ψ + (φ+ ϕ) = (ψ + φ) + ϕ, ou seja, a adição de vetores em V é associativa;
(V2) ψ + φ = φ+ ψ, ou seja, a adição de vetores em V é comutativa;
(V3) ψ +~0 = ψ, ou seja, ~0 é o elemento neutro da adição em V ;
(V4) ∀ψ∃(−ψ) tal que ψ + (−ψ) = ~0; em que −ψ = −1ψ .
(E1) a.(ψ + φ) = a.ψ + a.φ, ou seja, a multiplicação de escalar por vetor é distributiva
sobre a adição de vetores, à esquerda;
(E2) a.(b.ψ) = (ab).ψ;
(E3) (a+ b).ψ = a.ψ + b.ψ;
(E4) 1.ψ = ψ.
Os elementos de V são chamados de vetores e os elementos de K de escalares. O elemento
neutro da adição de vetores, ~0, é chamado de vetor nulo. Como é usual, indicamos o
produto a.ψ apenas por aψ e a soma ψ + (−φ) por ψ − φ.
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Definição 1.1.3. Restrição de uma operação
Sejam V um espaço vetorial e X ⊆ V . Chamamos restrição da operação + sobre V a X à
operação +X definida do seguinte modo para todo ψ, φ ∈ X:
ψ +X φ↔ (ψ + φ) ∧ (ψ ∈ V ) ∧ (φ ∈ V ).
E também, Chamamos restrição da operação · sobre V a X à operação ·X definida do
seguinte modo para todo ψ ∈ X e a ∈ K:
a ·X ψ ↔ (a.ψ) ∧ (a ∈ K) ∧ (ψ ∈ V ).
Definição 1.1.4. Subespaço de um espaço vetorial
Seja V um espaço vetorial. Um subconjunto não vazio X ⊆ V é um subespaço vetorial de
V se X é um espaço vetorial com as restrições a X das operações definidas para o espaço
vetorial V .
Teorema 1.1.5. 1 Sejam V um espaço vetorial e ∅ 6= X ⊆ V . Então X é um subespaço
de V se, e somente se, as seguintes condições são satisfeitas:
1. Se ψ, φ ∈ X, então ψ + φ ∈ X;
2. Se ψ ∈ X e a ∈ K, então aψ ∈ X.
Definição 1.1.6. Combinação linear de vetores
Seja V um espaço vetorial. Uma combinação linear dos vetores v1, v2, ..., vn ∈ V é um
vetor da forma v = a1v1 + a2v2 + ...+ anvn, com a1, a2, ..., an ∈ K.
Definição 1.1.7. Conjunto de vetores linearmente independentes
Seja V um espaço vetorial. Um conjunto de vetores de V , S = {v1, v2, ..., vn}, é linearmente
independente (LI) se para quaisquer a1, a2, ..., an ∈ K:
a1v1 + a2v2 + ...+ anvn = ~0 ⇒ 2 a1 = a2 = ... = an = 0.
Caso contrário, o conjunto S é linearmente dependente (LD). Por convenção, estabelecemos
que o conjunto vazio é LD.
Definição 1.1.8. Subespaço gerado por um conjunto de vetores
Seja V um espaço vetorial e S ⊆ V . O subespaço gerado por S, denotado por [S], é o
conjunto:
[S] = {ψ ∈ V : ψ = a1v1 + a2v2 + ...+ anvn, ai ∈ K}.
Definição 1.1.9. Base de um espaço vetorial
Seja V um espaço vetorial. Uma base para V é um conjunto de vetores LI que gera V .
1 A demonstração deste teorema pode ser encontrada em [Feitosa, 2014; pg 34].
2 Usamos "A⇒ B"e "A⇔ B" para (meta)denotar "se A, então B"e "A se, e somente se, B", respectiva-
mente
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Definição 1.1.10. Dimensão de um espaço vetorial
Seja V um espaço vetorial. A dimensão de V é igual ao número de vetores de qualquer
base de V (toda base tem o mesmo número de vetores)3.
Definição 1.1.11. Produto tensorial de espaços vetoriais
Sejam U e V espaços vetoriais de dimensões m e n, respectivamente. O produto tensorial
de U por V é um par (Z,⊗) que satisfaz as seguintes propriedades:
1. Z é um espaço vetorial e ⊗ : U × V → Z é uma aplicação bilinear de um par
(u, v) ∈ U × V em Z;
2. Se E = {e1, e2, ..., em} e F = {f1, f2, ..., fn} são bases de U e V , respectivamente,
então a mn-upla ⊗(ei, fj), que podemos representar como ei ⊗ fj, 1 ≤ i ≤ m,
1 ≤ j ≤ n, forma uma base para Z.
Podemos representar o produto tensorial de U por V como U ⊗V , pois o produto tensorial
é único [Lima 2012, pg 56].
Definição 1.1.12. Produto interno
Sejam V um espaço vetorial, ψ, φ, ϕ ∈ V e a, b ∈ K. Um produto interno sobre o espaço
vetorial V é uma função 〈 〉 : V × V → K que satisfaz:
(PI1) 〈ψ|ψ〉 ≥ 0;
(PI2) 〈ψ|ψ〉 = 0 ⇔ ψ = ~0;
(PI3) 〈aψ|φ〉 = a〈ψ|φ〉;
(PI4) 〈(φ+ ϕ)|ψ〉 = 〈φ|ψ〉+ 〈ϕ|ψ〉;
(PI5) 〈ψ|φ〉 = 〈φ|ψ〉∗. Em que 〈φ|ψ〉∗ é o complexo conjugado de 〈φ|ψ〉 no caso de K = C
e é 〈ψ|φ〉 no caso de K = R.
Um produto interno é uma operação definida sobre um espaço vetorial, de modo a
generalizar o conceito de produto escalar da geometria analítica. Aqui, consideraremos
espaços vetoriais reais ou complexos. Ou seja, o corpo K sobre o qual o espaço vetorial é
determinado pode ser tanto R, como C.
Definição 1.1.13. Espaço vetorial com produto interno
Um espaço vetorial com produto interno é um espaço vetorial, V , munido de um produto
interno sobre V .
3 Ver [Feitosa, 2014; pg 45]
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Definição 1.1.14. Transformação linear
Sejam V e W dois espaços vetoriais sobre o mesmo corpo K, a ∈ K e ψ, φ ∈ V . Uma
transformação linear é uma função Â : V → W tal que:
1. Â(ψ + φ) = Â(ψ) + Â(φ);
2. Â(aψ) = aÂ(ψ).
Definição 1.1.15. Operador linear
Um operador linear é uma transformação linear da seguinte forma:
Â : V → V
Definição 1.1.16. Operadores hermitianos
Sejam V um espaço vetorial sobre o corpo dos números complexos C tal que, para
todo a ∈ C, então a∗ ∈ C denota seu complexo conjungado. Um operador hermitiano,
Â : V → V , é um operador linear que satisfaz, para todo ψ, φ ∈ V :
〈ψ|Âφ〉 = 〈φ|Âψ〉
Definição 1.1.17. Norma de um vetor advinda de um produto interno
Seja V um espaço vetorial com produto interno. A norma de um vetor ψ ∈ V , denotada
por ||ψ||, é definida por ||ψ|| =
√
〈ψ|ψ〉.
Definição 1.1.18. Vetor unitário (normalizado)
Seja V um espaço vetorial com produto interno. Um vetor, ψ ∈ V , é unitário se ||ψ|| = 1.
Definição 1.1.19. Vetores ortogonais
Seja V um espaço vetorial com produto interno. Dois vetores ψ, φ ∈ V são ortogonais se
〈ψ|φ〉 = 0.
Definição 1.1.20. Conjunto de vetores ortonormais
Seja V um espaço vetorial com produto interno e X ⊆ V . Os vetores de X são ortonormais
se são unitários e dois a dois ortogonais.
Definição 1.1.21. Base ortonormal de um espaço vetorial
Seja V um espaço vetorial. Uma base ortonormal de V é uma base de V em que seus
vetores são, dois a dois, ortonormais.4
Definição 1.1.22. Métrica
Seja M um conjunto não vazio. Uma métrica (ou distância) definida sobre M é uma
função, d : M ×M → R+, tal que valem, para todo a, b, c ∈M , as seguintes propriedades:
4 Utilizando o lema de Zorn, conseguimos provar que todo espaço vetorial tem uma base. E, dado uma
base qualquer B, de um espaço vetorial, podemos obter uma base ortonormal B′ pelo processo de
ortogonalização de Gram-Schmidt [Feitosa, 2014 - pg. 62].
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1. d(a, b) = 0⇔ a = b;
2. d(a, b) = d(b, a);
3. d(a, b) ≤ d(a, c) + d(c, b).
Um conjunto M , sobre o qual foi definida uma métrica d, é chamado de espaço métrico e
os elementos de M são chamados de pontos.
Definição 1.1.23. Métrica induzida pela norma
Seja V um espaço vetorial com produto interno. A norma || || induz uma métrica d em
V através da seguinte relação:
d(ψ, φ) =def ||ψ − φ||.
Definição 1.1.24. Sequência convergente na norma
Seja V um espaço vetorial com produto interno. Uma sequência {ψi}i∈N de vetores em V
converge na norma para um vetor φ de V se limi→∞ d(ψi, φ) = 0.
Definição 1.1.25. Sequência de Cauchy de vetores
Seja V um espaço vetorial com produto interno. Uma sequência de Cauchy de vetores é
uma sequência {ψi}i∈N, ψi ∈ V , tais que limi,j→∞ d(ψi, ψj) = 0.
Definição 1.1.26. Espaço vetorial com produto interno e metricamente completo
Seja V um espaço vetorial com produto interno. V é completo com relação à métrica d,
induzida por 〈 〉, se toda sequência de Cauchy de vetores de V converge para algum vetor
em V .
Definição 1.1.27. Espaço de Hilbert
Um espaço de Hilbert, H, é um espaço vetorial com produto interno e metricamente
completo.
Definição 1.1.28. Subespaço fechado de um espaço de Hilbert
Seja H um espaço de Hilbert. Um subespaço fechado de H é um conjunto X ⊆ H de
vetores que satisfaz as seguintes condições:
1. X é um subespaço vetorial de H. Ou seja, ψ, φ ∈ X implica aψ + bφ ∈ X, para
todo a, b ∈ K;
2. X é fechado sob limites de sequências de Cauchy. Em outras palavras: se cada
elemento de uma sequência de Cauchy é um vetor pertencente a X, então o limite
da sequência também pertence a X.
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1.2 Conceitos Algébricos Básicos
Falaremos, nesta seção, de importantes conceitos algébricos básicos, necessários para o
desenvolvimento deste trabalho.
Definição 1.2.1. Relação de ordem parcial
Seja A um conjunto. Uma relação binária sobre A, ≤, é uma ordem parcial em A se satisfaz
as seguintes condições, para todo a, b, c ∈ A:
1. a ≤ a, ou seja, ≤ é uma relação reflexiva;
2. a ≤ b e b ≤ a ⇒ a = b, ou seja, ≤ é uma relação antissimétrica;
3. a ≤ b e b ≤ c ⇒ a ≤ c, ou seja, ≤ é uma relação transitiva.
Definição 1.2.2. Conjunto parcialmente ordenado
Um conjunto parcialmente ordenado, que denotamos por poset, é uma estrutura algébrica
B = 〈B,≤〉, em que B é um conjunto não vazio, chamado de suporte da estrutura, e ≤ é
uma relação de ordem parcial em B.
Definição 1.2.3. Ínfimo e supremo de uma estrutura algébrica
Sejam B uma estrutura algébrica, B o suporte de B e a e b elementos de B. O ínfimo de a e b,
denotado por a∧b, é definido por: a∧b ≤ a, b, e ∀c ∈ B : c ≤ a, b ⇒ c ≤ a∧b; e o supremo
de a e b, denotado por a∨ b, é definido por: a, b ≤ a∨ b, e ∀c ∈ B : a, b ≤ c ⇒ a∨ b ≤ c.
Definição 1.2.4. Mínimo e máximo de uma estrutura algébrica
Sejam B uma estrutura algébrica, B o suporte de B e a ∈ B. O mínimo de B, que é
denotado por 0, é definido por: ∀a ∈ B,0 ≤ a; o máximo de B, que é denotado por 1, é
definido por: ∀a ∈ B, a ≤ 1.
Definição 1.2.5. Poset com mínimo e máximo
Um poset com mínimo e máximo é uma estrutura algébrica B = 〈B, ≤,0,1〉, em que
〈B, ≤〉 é um poset, 0,1 ∈ B são o mínimo e o máximo, respectivamente, com respeito à
ordem ≤.
Definição 1.2.6. Reticulado
Um reticulado é um poset B = 〈B, ≤〉, no qual para todo par de elementos, a, b ∈ B,
existem ínfimo, a ∧ b, e supremo, a ∨ b, em B.
Definição 1.2.7. Complemento generalizado (ou involução)
Um complemento generalizado é uma operação unária, em B, denotada por ′, que satisfaz
as seguintes condições, para todo a, b ∈ B:
1. a = a′′, ou seja, o complemento generalizado possui a propriedade da dupla negação;
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2. a ≤ b ⇒ b′ ≤ a′, ou seja, o complemento generalizado satisfaz a propriedade de
contraposição em relação à ordem parcial.
Definição 1.2.8. Poset (reticulado) involutivo com mínimo e máximo
Um poset (reticulado) involutivo com mínimo e máximo, que chamaremos de orto-poset
(ortorreticulado), é uma estrutura B = 〈B,≤, ′,0,1〉, em que 〈B,≤,0,1〉 é um poset
(reticulado) com mínimo e máximo e ′ é um complemento generalizado sobre B.
Definição 1.2.9. Ortogonalidade
Sejam B um poset (reticulado) involutivo com mínimo e máximo, B o suporte de B e
a, b ∈ B. Dizemos que a é ortogonal a b, o que é indicado por a ⊥ b, se a ≤ b′.
Temos que a ⊥ b⇔ a ≤ b′ ⇔ b′′ ≤ a′ ⇔ b ≤ a′ ⇔ b ⊥ a. Portanto, ⊥ é simétrica.
Definição 1.2.10. Orto-poset (ortorreticulado)
Um orto-poset (ortorreticulado) é um poset (reticulado) involutivo com mínimo e máximo
B = 〈B,≤, ′,0,1〉, que satisfaz as seguintes condições para todo a ∈ B:
1. a ∧ a′ = 0 (Princípio da (Não-)Contradição);
2. a ∨ a′ = 1 (Princípio do Terceiro Excluído).
A operação ′ de um orto-poset (ortorreticulado) é também chamada de ortocomplementação
ou ortocomplemento.
Definição 1.2.11. Orto-poset (ortorreticulado) σ-ortocompleto
Um orto-poset (ortorreticulado) σ-ortocompleto é um orto-poset (ortorreticulado) B tal
que, para todo conjunto enumerável {ai}i∈I (em que I é um conjunto enumerável de
índices) de elementos do suporte B, dois-a-dois ortogonais, existe o supremo ∨{ai}i∈I , em
B.
Definição 1.2.12. Reticulado distributivo
Um reticulado B = 〈B,∧,∨〉 é distributivo se, e somente se, vale a seguinte condição para
todo a, b, c ∈ B:
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).
Observamos que a propriedade a∨ (b∧ c) = (a∨ b)∧ (a∨ c) pode ser deduzida da fórmula
acima.
Definição 1.2.13. Reticulado involutivo distributivo (reticulado de De Morgan)
Um reticulado involutivo distributivo é um reticulado involutivo que é distributivo.
Definição 1.2.14. Álgebra Booleana
Uma álgebra Booleana é uma estrutura algébrica B = 〈B,∧,∨, ′,0,1〉 que é um ortorreti-
culado distributivo.
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Definição 1.2.15. Poset (reticulado) ortomodular
Um poset (reticulado) ortomodular é um orto-poset (ortorreticulado) B = 〈B,≤, ′,0,1〉
que satisfaz as seguintes condições, para todo a, b ∈ B:
1. a ⊥ b ⇒ a ∨ b ∈ B;
2. a ≤ b ⇒ b = a ∨ (a ∨ b′)′.
Definição 1.2.16. Modularidade
Um reticulado B é dito modular se, para todo a, b ∈ B:
a ≤ b ⇒ ∀c ∈ B (a ∧ (c ∨ b) = (a ∧ c) ∨ b).
Definição 1.2.17. Átomo
Um elemento b de B é um átomo de B se b 6= 0 e, para todo c ∈ B:
c ≤ b ⇒ c = 0 ou c = b.
1.3 Conceitos Físicos Básicos
Nesta seção, finalmente, introduziremos os conceitos básicos de mecânica clássica e mecânica
quântica. Na verdade, alguns dos conceitos aqui apresentados são primitivos, como sistema
e estado. Portanto, serão explicados intuitivamente.
1.3.1 Mecânica Clássica (MC)
1.3.1. Sistemas
Os sistemas físicos são idealizações feitas para tornar o estudo físico viável. Ao invés de
tentarmos estudar todo o universo, estudamos apenas uma parte desse universo, ignorando
interações que essa parte possa ter com o resto do universo, ou simplificando essas
interações.
O estado de um sistema corresponde ao conjunto máximo de informações que se
pode ter sobre o sistema.
O estado de um sistema físico clássico, em geral, é representado por um par ordenado
composto pelo vetor posição, ~x, e pelo vetor momento linear, ~p, (~p = m.~v, tal que m é a
massa da partícula e ~v é o vetor velocidade).
O estado de um sistema é, em geral, representado por apenas esses dois vetores,
pois as outras grandezas podem ser calculadas a partir deles. Então, esse ponto, 〈~x, ~p〉,
representa a informação necessária sobre o sistema num dado instante.
Em alguns sistemas, entretanto, o estado também pode ser representado por outros
valores, que também permitem esse conhecimento maximal sobre o sistema.
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Os sistemas físicos são representados pelo conjunto de todos os seus possíveis
estados, o que é chamado de espaço de fase, e que será denotado por Σ.
1.3.2. Observáveis
Um observável é uma grandeza física mensurável qualquer, como posição, velocidade ou
energia.
Os observáveis são representados por funções do tipo f : X ⊆ P(Σ) → R, que
levam um conjunto de estados a um número real, o que corresponde ao valor do observável
associado àquele conjunto de estados.
Por exemplo, a energia cinética de uma partícula com massa m é dada pela função
T (~x, ~p) = ||~p||22m .
1.3.3. Eventos
Os eventos, também chamados de qualidades físicas, propriedades físicas, questões físicas
ou proposições físicas, são as proposições que podemos enunciar sobre um sistema físico
e que somos capazes, em qualquer estado desse sistema, de dizer se esse sistema tem a
propriedade ou não. Por exemplo, se fizermos a pergunta a partícula A tem velocidade
1± 0.5 m/s?, independente do estado do sistema, poderemos dizer se essa proposição é
verdadeira ou não. O subconjunto do espaço de fase em que todos os estados verificam
essa propriedade será o representante do evento em questão. Ou seja, os eventos são
representados por subconjuntos, X, do espaço de fase, X ⊆ Σ.
1.3.4. Proposições experimentais
As proposições experimentais sobre um sistema físico são proposições do tipo "o valor do
observável O está no intervalo I".
As proposições experimentais são representadas pelos eventos. Se o par ordenado,
〈~x, ~p〉, que representa o estado do sistema, estiver contido no subconjunto X, que é o evento
que representa a nossa proposição experimental, dizemos que a proposição experimental é
verdadeira. Note que mais de um evento pode representar a mesma proposição experimental.
1.3.5. Onda
Uma onda, em física, é uma perturbação periódica num meio (por exemplo, numa corda
de violão) ou no vácuo (por exemplo, num campo elétrico). Caso a onda se desloque, há
transferência de energia, mas não de matéria.
1.3.6. Equação de onda
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em que ψ = ψ(x, y, z, t) e v identifica a velocidade da onda. As soluções de uma equação
de onda são funções que descrevem o movimento da onda como, por exemplo, uma onda
em uma corda de um instrumento musical.
1.3.7. Superposição
Sejam uma equação de onda e duas ou mais soluções desta equação. O princípio da
superposição afirma que uma combinação linear dessas soluções é também uma (nova)
solução da equação.
1.3.2 Mecânica Quântica (MQ)
Neste trabalho, lidamos apenas com a mecânica quântica não-relativista. Então, vamos
nos referir a ela apenas como mecânica quântica, ou MQ.
1.3.8. Sistemas
A noção de sistema quântico é a mesma de sistema clássico. Procuramos analisar uma
parte do universo sem nos preocuparmos com todas as suas interações.
Assim como na Mecânica Clássica, um estado na mecânica quântica representa a
totalidade de informação que é possível obtermos do sistema.
Os sistemas quânticos, em geral, são associados matematicamente a um espaço de
Hilbert, denotado por H.
Os estados de um sistema na mecânica quântica são representados por vetores do
espaço de Hilbert, H, associado ao sistema, os quais são funções (as "funções de onda" da
mecânica quântica), o que caracteriza uma das diferenças em relação à mecânica clássica.
Em geral, usamos letras gregas para denotar essas funções.
Convenciona-se que se ψ representa um estado quântico, então aψ, para a ∈ C,
representa o mesmo estado.
Como é sabido em mecânica clássica os estados são representados por pontos
pertencentes ao espaço de fase, já em mecânica quântica, os estados representados por
vetores do espaço de Hilbert subjacente à teoria quântica nem sempre descrevem o
sistema completamente. No caso negativo, os estados são chamados de misturas (misturas
estatísticas de estados puros – ou seja, dão a probabilidade do sistema estar em cada
estado puro). Além disso, a interpretação da mecânica quântica, adotada neste trabalho,
é probabilística (Copenhague). Ou seja, dado um estado, podemos calcular diversas
probabilidades para resultados de medida de observáveis, mas apenas em casos específicos
teremos certeza do resultado para um dado estado.
1.3.9. Spin
O spin é uma característica intrínseca das partículas quânticas, assim como a carga elétrica.
Não há paralelo clássico. Classificamos uma partícula como férmion, se ela apresentar
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valores possíveis de spin ±12 , ±32 , ±52 , ..., e como bóson, se ela apresentar valores possíveis
de spin que são múltiplos de 1.
1.3.10. Observáveis
A noção de observável é a mesma da mecânica clássica. Os observáveis correspondem a
grandezas físicas.
Os observáveis são representados por operadores hermitianos, que são mapas que
levam vetores (funções de onda) de um subconjunto, o domínio do operador, do espaço de
Hilbert no próprio espaço de Hilbert. Além disso, eles satisfazem algumas propriedades
essenciais, como possuir autovalores reais, pois estes serão identificados com os valores da
medida do observável. Denotamos os observáveis como Â : Dom(Â)→ H.
1.3.11. Eventos
Os eventos na mecânica quântica têm o mesmo significado que na mecânica clássica.
Intuitivamente eles são questões que podem ser respondidas com ’sim’ ou ’não’ e mais
nenhuma outra possibilidade, independente do estado em que o sistema se encontra.
Representaremos os eventos da mecânica quântica como subespaços fechados do
espaço de Hilbert subjacente ao sistema. Denotaremos o conjunto de todos os subespaços
de um espaço de Hilbert H, por C(H).
1.3.12. Proposições experimentais
Proposições experimentais são proposições, sobre o sistema, do tipo "o valor do observável
O está no intervalo I", assim como na mecânica clássica.
As proposições experimentais na mecânica quântica também são representadas
pelos eventos.
1.3.13. Equação de Schrödinger





em que Hˆ é o operador Hamiltoniano, i é a unidade imaginária, ~ é a constante de Planck
dividida por 2pi.
As soluções da equação de Schrödinger são chamadas de funções de onda. Essa
equação determina como um sistema quântico evolui no tempo.
1.3.14. Superposição
O princípio da superposição também se aplica às soluções da equação de Schrödinger. A
diferença está na interpretação da nova solução obtida pelo princípio da superposição.
Em mecânica quântica a solução gerada pelo princípio da superposição dá uma lista de
possibilidades de estados puros para os quais o sistema pode evoluir ao se realizar uma
medida (e as respectivas probabilidades).
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1.3.15. Emaranhamento
Dados dois espaços de Hilbert, H1 e H2, os espaços subjacentes a dois subsistemas de um
sistema quântico cujo espaço de Hilbert associado é denotado por H = H1 ⊗H2.
Um estado, ψ, de H é separável se existem φ1 ∈ H1, φ2 ∈ H2, tais que ψ = φ1⊗φ2,
em que φ1 ⊗ φ2 denota o produto tensorial entre φ1 e φ2. Caso contrário, ψ é emaranhado.
Em mecânica quântica sistemas emaranhados aparecem, por exemplo, quando
tratamos de sistemas com partículas idênticas. Eles refletem as condições de simetria
do sistema (bósons, simétricos ou férmions, antissimétricos). Parecem implicar um tipo
de "ação à distância"(transmissão de informação numa velocidade superior à da luz),
pois ao realizarmos uma medida num subsistema, outros subsistemas têm seus estados
imediatamente definidos, não importando a distância entre eles.
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2 Álgebras da Mecânica Clássica e da Mecâ-
nica Quântica
Neste capítulo mostraremos que, aceitando as interpretações usuais da MC e da MQ
[von Neumann 1955], as estruturas algébricas associadas a essas teorias são uma álgebra
Booleana e um reticulado ortomodular, respectivamente.
2.1 Mecânica Clássica e a Álgebra Booleana
Consideramos a interpretação dada por Birkhoff e von Neumann em [Birkhoff e von
Neumann 1936] de que proposições experimentais sobre um sistema físico clássico são
bem representadas por subconjuntos do seu espaço de fase. Mostraremos que a estrutura
algébrica formada pelo conjunto dos subconjuntos do espaço de fase, ou seja, o conjunto
das partes do espaço de fase, P(Σ), munido das operações usuais entre conjuntos, é uma
álgebra Booleana.1
Seja a estrutura
B = 〈P(Σ),⊆,∪,∩, c, ∅,Σ〉,
em que ⊆ é a relação de inclusão de conjuntos, ∪ é a união de conjuntos, ∩ é a intersecção
de conjuntos, c é a complementação relativa de conjuntos, ∅ é o conjunto vazio e Σ é o
espaço de fase de um sistema clássico.
As demonstrações das proposições a seguir utilizam resultados básicos de teoria de
conjuntos. Indicamos como referência, por exemplo, [Hrbacek, Jech 1999].
Proposição 2.1.1. B é um poset.
Prova. Sejam X, Y, Z ∈ P(Σ).
1. X ⊆ X . Portanto, ⊆ é reflexiva;
2. Se X ⊆ Y e Y ⊆ X, então X = Y . Logo, ⊆ é antissimétrica;
3. Se X ⊆ Y e Y ⊆ Z, então X ⊆ Z. Logo, ⊆ é transitiva.

Proposição 2.1.2. B é um poset com mínimo e máximo.
1 Este resultado é bem conhecido nas teorias usuais de conjuntos. Apresentamos a prova para facilidade
de compreensão daqueles não habituados com teoria de conjuntos
Capítulo 2. Álgebras da Mecânica Clássica e da Mecânica Quântica 27
Prova. Seja X ∈ P(Σ).
1. B é um poset;
2. Por definição de ∅ e da inclusão, ∅ ⊆ X. Portanto, ∅ é elemento mínimo de B;
3. Por definição de conjunto das partes, X ⊆ Σ. Portanto, Σ é elemento máximo de B.

Proposição 2.1.3. B é um reticulado.
Prova. Sejam X, Y, Z ∈ P(Σ).
1. B é um poset;
2. a) X ∩ Y ⊆ X, Y ;
b) Z ⊆ X, Y ⇒ Z ⊆ X ∩ Y .
Portanto, X ∩ Y é o ínfimo de {X, Y }.
3. a) X, Y ⊆ X ∪ Y ;
b) X, Y ⊆ Z ⇒ X ∪ Y ⊆ Z.
Portanto, X ∪ Y é o supremo de {X, Y }.

Proposição 2.1.4. B é um reticulado involutivo com mínimo e máximo.
Prova. Sejam X, Y ∈ P(Σ).
1. B é um poset com mínimo e máximo e um reticulado;
2. X = (Xc)c. Portanto, c possui a propriedade de dupla negação;
3. X ⊆ Y ⇔ Y c ⊆ Xc. Portanto, c possui a propriedade de contraposição.

Proposição 2.1.5. B é um ortorreticulado.
Prova. Seja X ∈ P(Σ).
1. B é um reticulado involutivo com mínimo e máximo;
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2. X ∩Xc = ∅. Portanto, ∩ satisfaz o Princípio da (Não-)Contradição;
3. X ∪Xc = Σ. Portanto, ∪ satisfaz o Princípio do Terceiro Excluído.

Proposição 2.1.6. B é um reticulado distributivo involutivo.
Prova. Sejam X, Y, Z ∈ P(Σ).
1. B é um reticulado involutivo;
2. X ∩ (Y ∪ Z) = (X ∩ Y ) ∪ (X ∩ Z). Portanto, ∩ é distributivo em relação à ∪;
3. X ∪ (Y ∩ Z) = (X ∪ Y ) ∩ (X ∪ Z). Portanto, ∪ é distributivo em relação à ∩.

Proposição 2.1.7. B é uma álgebra Booleana.
Prova.
1. B é um reticulado distributivo;
2. B é um ortorreticulado.
Portanto, pela Definição 1.2.14, B é uma álgebra Booleana.

2.2 Mecânica Quântica e o Reticulado Ortomodular
Nesta seção, seguindo Birkhoff e von Neumann, consideraremos que os subespaços fechados
do espaço de Hilbert subjacente a um sistema quântico são bons representantes das
proposições experimentais da MQ. Mostraremos que a estrutura algébrica formada pelo
conjunto dos subespaços fechados do espaço de Hilbert subjacente ao sistema, C(H), é um
reticulado ortomodular.
Seja a estrutura
B = 〈C(H),⊆, [∪],∩, ⊥,0,H〉,
em que ⊆ é a relação de inclusão de conjuntos, [∪] é o menor subespaço fechado que
inclui a união de conjuntos, ∩ é a intersecção de conjuntos, ⊥ é o complemento ortogonal,
definido como A⊥ = {ψ ∈ H : ∀φ(φ ∈ A→ 〈ψ|φ〉 = 0)}, 0 é o subespaço fechado formado
pelo vetor nulo e H é o espaço de Hilbert que representa o sistema.
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Proposição 2.2.1. B é um poset.
Prova. Sejam A, B, C ∈ C(H).
1. A ⊆ A e, portanto, ⊆ é reflexiva;
2. Se A ⊆ B e B ⊆ A, então A = B. Logo, ⊆ é antissimétrica;
3. Se A ⊆ B e B ⊆ C, então A ⊆ C. Logo, ⊆ é transitiva.

Proposição 2.2.2. B é um poset com mínimo e máximo.
Prova. Seja A ∈ C(H).
1. B é um poset;
2. Por definição de 0, 0 ⊆ A. Portanto, 0 é elemento mínimo de B;
3. Por definição de espaço de Hilbert, A ⊆ H. Portanto, H é elemento máximo de B.

Proposição 2.2.3. B é um reticulado.
Prova. Sejam A,B,C ∈ C(H).
1. A ∩B é o ínfimo de A e B, pois:
(a) Sejam ψ1, ψ2 ∈ A∩B, então ψ1, ψ2 ∈ A; ψ1, ψ2 ∈ B e, por definição de subespaço
fechado de H, aψ1 + bψ2 ∈ A,B (∀a, b ∈ K). Podemos concluir, por definição
de ∩, que aψ1 + bψ2 ∈ A ∩B (∀a, b ∈ K). Portanto, A ∩B é um subespaço de
H.
(b) Seja uma sequência de Cauchy {ψi}i∈N, tal que ψi ∈ A ∩ B (i ∈ N). Então
ψi ∈ A,B (i ∈ N). Logo, por definição de subespaço fechado de H, o limite da
sequência também pertence a A e B: limi→∞{ψi}i∈N ∈ A,B. Por definição de
∩, limi→∞{ψi}i∈N ∈ A∩B . Ou seja, A∩B é fechado por limites de sequências
de Cauchy.
(c) A ∩B ⊆ A,B.
(d) Seja C ⊆ A,B, então ψ ∈ C → ψ ∈ A e ψ ∈ C → ψ ∈ B. Então se ψ ∈ C,
podemos concluir ψ ∈ A e ψ ∈ B. Logo, por definição de ∩, ψ ∈ A ∩ B.
Portanto, ψ ∈ C → ψ ∈ A ∩B, ou seja, C ⊆ A ∩B.
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De (a) e (b) temos que, para todo A,B ∈ C(H), existe A ∩B ∈ C(H). Por (c) e (d)
garantimos que ∩ satisfaz as condições de ínfimo.
2. A[∪]B = ⋂{X ∈ C(H) : A ∪B ⊆ X} é o supremo de A e B, pois:
a) A[∪]B é definido como intersecção de subespaços fechados, e C(H) é fechado
por ∩. Logo, existe A[∪]B ∈ C(H) para todo A,B ∈ C(H);
b) A,B ⊆ A ∪B ⊆ A[∪]B;
c) Suponha que A,B ⊆ C então, A ∪B ⊆ C. Como A[∪]B é o menor subespaço
fechado que inclui A ∪B, e C é um subespaço fechado que inclui A ∪B, então
A[∪]B ⊆ C.

Lema 2.2.4. [Kalmlbach 1983] Se A ∈ C(H), ψ ∈ (H − A) e δ = inf{‖ψ − φ‖|φ ∈ A},
então ∃φ, φ ∈ A, tal que ‖ψ − φ‖ = δ e θ = ψ − φ ∈ A⊥.

Proposição 2.2.5. B é um reticulado involutivo com mínimo e máximo.
Prova. Sejam A,B ∈ C(H).
1. Suponha que ψ ∈ A e ψ /∈ A⊥⊥. De ψ /∈ A⊥⊥ temos que ∃x ∈ A⊥, 〈ψ|x〉 = 〈x|ψ〉∗ 6= 0.
Como x ∈ A⊥, então ∀y ∈ A, 〈x|y〉 = 0. Desde que ψ ∈ A, então 〈x|ψ〉 = 0. Portanto,
〈x|ψ〉 = 0. Contradição. Logo, se ψ ∈ A, então ψ ∈ A⊥⊥, ou seja, A ⊆ A⊥⊥.
2. Suponha que ψ ∈ A⊥⊥ − A. Pelo lema anterior, existe θ = ψ − φ ∈ A⊥, com
φ ∈ A (como, pelo item anterior, A ⊆ A⊥⊥ e ψ ∈ A⊥⊥, (ψ − φ) ∈ A⊥⊥). Então,
θ ∈ A⊥⊥ ∩ A⊥, o que implica que θ ∈ A⊥⊥ e θ ∈ A⊥. Logo, 〈θ|θ〉 = 0, e portanto,
θ = 0. Como φ ∈ A, segue que ψ ∈ A. Contradição. Assim, temos que A⊥⊥ = A.
3. Sejam x ∈ A, y ∈ B e A ⊆ B. Como A ⊆ B, se 〈x|y〉 = 0, ∀y ∈ B , então
〈x|y〉 = 0, ∀x ∈ A. Logo, por definição de ⊥, B⊥ ⊆ A⊥.
De (1) e (2) temos que A = A⊥⊥, e de (3) temos que A ⊆ B ⇒ B⊥ ⊆ A⊥. Portanto,
⊥ é um complemento generalizado. Assim, B é um reticulado involutivo com mínimo e
máximo.

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Proposição 2.2.6. B é um ortorreticulado.
Prova. Seja A ∈ C(H).
1. B é um reticulado involutivo com mínimo e máximo.
2. Suponha que A ∩ A⊥ 6= 0, então, ∃ψ ∈ A ∩ A⊥ tal que ‖ψ‖ 6= 0. Mas, ψ ∈ A ∩ A⊥
⇔ ψ ∈ A e ψ ∈ A⊥, então, 〈ψ|ψ〉 = 0. Logo, ‖ψ‖ = 0. Contradição. Dessa forma,
concluímos que A ∩ A⊥ = 0. Portanto, ∩ satisfaz o Princípio da (Não)-Contradição.
3. A[∪]A⊥ = H, pois o menor subespaço fechado que inclui dois espaços complementares
é o espaço todo.

Lema 2.2.7. Se ψ, φ ∈ B, e B é um ortorreticulado, então (ψ ∨ φ⊥)⊥ = ψ⊥ ∧ φ
Prova.
1. ψ ⊆ ψ ∨φ, ψ⊥ ∧φ ⊆ φ. Pela Definição 1.2.7: (ψ ∨φ⊥)⊥ ⊆ ψ⊥, (ψ ∨φ⊥)⊥ ⊆ φ. Como
B é um reticulado e pela Definição 1.2.6, (ψ ∨ φ⊥)⊥ ⊆ ψ⊥ ∧ φ.
2. ψ⊥ ∧ φ ⊆ ψ⊥, ψ⊥ ∧ φ ⊆ φ. Pela Definição 1.2.7: ψ ⊆ (ψ⊥ ∧ φ)⊥, φ⊥ ⊆ (ψ⊥ ∧ φ)⊥.
Como B é um reticulado e pela Definição 1.2.6, ψ ∨ φ⊥ ⊆ (ψ⊥ ∧ φ)⊥. Pela Definição
1.2.7: ψ⊥ ∧ φ ⊆ (ψ ∨ φ⊥)⊥.
Portanto, (ψ ∨ φ⊥)⊥ = ψ⊥ ∧ φ.

Proposição 2.2.8. B é um reticulado ortomodular.
Prova.
1. Como B é um reticulado, então ∀ψ, φ ∈ B, ψ∨φ ∈ B. Logo, ∀ψ, φ ∈ B, ψ⊥φ implica
ψ ∨ φ ∈ B.
2. Suponha que ψ ⊆ φ.
a) Pelo lema anterior, ψ[∪](ψ[∪]φ⊥)⊥ = ψ[∪](ψ⊥ ∩ φ).
(ψ⊥ ∩ φ) ⊆ φ e, pela hipótese, ψ ⊆ φ. Como B é um reticulado, pela Definição
1.2.6, ψ[∪](ψ⊥ ∩ φ) ⊆ φ. Portanto, ψ[∪](ψ[∪]φ⊥)⊥ ⊆ φ.
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b) ϕ ∈ ψ[∪](ψ⊥ ∩ φ) ⇔ ∀X(X ∈ {Y ∈ C(H)|ψ ∪ (ψ⊥ ∩ φ) ⊆ Y } → ϕ ∈ X) ⇔
∀X(X ∈ {Y ∈ C(H)|(ψ∪ψ⊥)∩φ ⊂ Y } → ϕ ∈ X)⇔ ∀X(X ∈ {Y ∈ C(H)|φ ⊆
Y } → ϕ ∈ X). Em particular, a parte esquerda da implicação da expressão
anterior é válida para X = φ. Portanto, se ϕ ∈ ψ[∪](ψ⊥ ∩ φ), então ϕ ∈ φ.
Logo, ψ[∪](ψ⊥ ∩ φ) ⊆ φ. Pelo lema anterior, ψ[∪](ψ[∪]φ⊥)⊥ ⊆ φ.
Dos itens (1) e (2) temos que, se ψ ⊆ φ, então ψ[∪](ψ[∪]φ⊥)⊥ = φ. Logo, B é um reticulado
ortomodular.

2.3 O Problema da Implicação Quântica
Na descrição algébrica da MQ, não podemos definir um conectivo implicativo baseado na
caracterização da implicação material da lógica clássica, ψ →0 φ =def ¬ψ unionsq φ. O motivo é
que, para a implicação clássica, vale a regra implicativa [Smets, 2010],
ψ, φ ` ϕ ⇔ ψ ` φ→ ϕ,
que acarreta, como foi provado por Skolem em [Skolem, 1919], que um reticulado com
um conectivo binário que satisfaça a regra implicativa é, necessariamente, distributivo, e,
como discutido anteriormente, para reticulados ortomodulares não vale a lei distributiva
(mas vale uma versão mais fraca, a lei ortomodular).
Nesta seção, vamos dar uma caracterização algébrica para um conectivo implicativo,
de modo que ele possa ser definido em reticulados ortomodulares, mas que ainda mantenha,
mesmo que de modo enfraquecido, propriedades essenciais da implicação material e
exibiremos os conectivos que satisfazem essas propriedades sem que isso implique a
distributividade. Por fim, vamos apresentar uma possível axiomatização para as lógicas
que têm como realizações algébricas os reticulados ortomodulares.
Caracterização Semântica de um Conectivo Implicativo
Definição 2.3.1. Realização algébrica
Uma realização algébrica para uma lógica L é uma estrutura A = 〈B, υ〉, em que B é uma
estrutura algébrica (no caso deste trabalho, reticulados ortomodulares), e υ é uma função
de L em B, υ : L→ B, chamada de valoração.
Definição 2.3.2. Verdade em uma realização algébrica com elementos mínimo (0) e
máximo (1)
Dizemos que uma fórmula, ψ, é verdadeira numa realização algébrica, A, se υ(ψ) = 1.
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Definição 2.3.3. Validade em uma realização algébrica
Dizemos que uma fórmula, ψ, é válida numa realização algébrica, A, se υ(ψ) = 1 para
toda valoração υ.
Definição 2.3.4. Validade
Dizemos que uma fórmula, ψ, é válida, se ψ for válida para todas as realizações algébricas.
Definição 2.3.5. Conectivo implicativo
Seja L uma lógica. Um conectivo implicativo, denotado por →, é um conectivo binário que
satisfaz as seguintes condições, para toda fórmula ψ de L:
1. ψ → ψ é verdadeiro em todas realizações algébricas e em todas as valorações.
2. se ψ e ψ → φ são verdadeiros numa realização algébrica, então φ também é verdadeiro
nessa realização.
Numa realização algébrica, se a estrutura algébrica for um reticulado ortomodular,
para que um conectivo seja implicativo, é suficiente que ele satisfaça a seguinte condição
[Dalla Chiara, 2002]:
Propriedade de Birkhoff-von Neumann: υ(ψ → φ) = 1 ⇔ v(ψ) ≤ v(φ).2
Implicações Quânticas
Exibiremos um exemplo de um reticulado ortomodular em que o condicional clássico não
é um conectivo implicativo. Em seguida, exibiremos os únicos cinco [Kalmbach 1974],
condicionais polinomiais que são conectivos implicativos em reticulados ortomodulares, ou
seja, que satisfazem a condição de Birkhoff-von Neumann.
Consideremos uma realização A = 〈B, υ〉 tal que o condicional seja o clássico,
υ(ψ →0 φ) = υ(ψ)′ ∨ υ(φ), e que o domínio, B, seja o reticulado ortomodular conhecido
como lanterna chinesa (abaixo):
Figura 1 – v(ψ) = a, v(φ) = b, v(ψ⊥) = a′, v(φ⊥) = b′.
2 Em [Smets, 2010], a autora usa uma versão sintática desta propriedade, a saber, a lei da consequência:
ψ ` φ⇔ ` ψ → φ, que é uma forma enfraquecida do Teorema da Dedução.
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É imediato que υ(ψ⊥) ∨ υ(φ) = 1. Logo, υ(ψ →0 φ) = 11 e υ(ψ)  υ(φ), pois
υ(ψ) e υ(φ) não são comparáveis pela relação ≤. Portanto, não vale a propriedade de
Birkhoff-von Neumann.
Os únicos condicionais que satisfazem a propriedade de Birkhoff-von Neumann
para reticulados ortomodulares são os seguintes [Kotas, 1967]. Para facilitar a leitura,
denotaremos υ(X) apenas por X no lado direito das equações:
1. υ(ψ →1 φ) := ψ⊥ ∨ (ψ ∧ φ) (Sasaki)
2. υ(ψ →2 φ) := φ ∨ (ψ⊥ ∧ φ⊥) (Dishkant)
3. υ(ψ →3 φ) := ((ψ⊥ ∧ φ) ∨ (ψ⊥ ∧ φ⊥)) ∨ (ψ ∧ (ψ⊥ ∨ φ)) (Kalmbach)
4. υ(ψ →4 φ) := ((ψ ∧ φ) ∨ (ψ⊥ ∧ φ)) ∨ ((ψ⊥ ∨ φ) ∧ φ⊥) (Non-Tollens)
5. υ(ψ →5 φ) := ((ψ ∧ φ) ∨ (ψ⊥ ∧ φ)) ∨ (ψ⊥ ∧ φ⊥) (Relevância).
Em 1998 Pavčić e Megill mostraram que as cinco implicações podem ser utilizadas de
forma equivalente para definir a disjunção, ∨, em qualquer lógica que tem como realização
algébrica reticulados ortomodulares [Pavčić e Megill, 1998]. A fórmula da disjunção em
função de qualquer uma das implicações é:
ψ ∨ φ = (ψ →i φ)→i (((ψ →i φ)→i (φ→i ψ))→i ψ),
em que 1 ≤ i ≤ 5. Isso mostra que, de certa forma, esses cinco condicionais são equivalentes.
A seguir, exibiremos uma axiomatização dada por Pavčić, em que podemos utilizar qualquer
uma dessas implicações de forma equivalente.
Axiomatização
Apresentaremos uma das possíveis axiomatizações [Pavčić, 1992] para a lógica quântica,
LQ, que tem como realização algébrica os reticulados ortomodulares.
Utilizaremos ⇒,⇔,&,∼, na metalinguagem, com os significados clássicos, e →
corresponde a qualquer dos condicionais →i, em que 1 ≤ i ≤ 5.
O conjunto de proposições de LQ, Q0, é definido formalmente como segue:
1. pj é uma proposição para j = 0, 1, 2, ...;
2. ¬A é uma proposição se, e somente se, A é uma proposição;
3. A→ B é uma proposição se, e somente se, A e B são proposições;
4. A ∨B é uma proposição se, e somente se, A e B são proposições.
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Esquema de axiomas
(A1) A→ A ;
(A2) A↔ ¬¬A;
(A3) A→ A ∨B;
(A4) B → A ∨B;
(A5) B → A ∨ ¬A.
Regras de inferência
(R1) ` A→ B & ` B → C ⇒ ` A→ C;
(R2) ` A→ B ⇒ ` ¬B → ¬A;
(R3) ` A→ C & B → C ⇒ ` A ∨B → C;
(R4) ` (B ∨ ¬B)→ A⇔ ` A.
2.4 Superposição e Emaranhamento
Baseados nesta abordagem, por reticulados, da mecânica quântica, Krause e Arenhart
tentaram desenvolver uma abordagem algébrica que capturasse os conceitos físicos de
superposição, medida e emaranhamento [Krause e Arenhart, 2013]. Porém encontraram
dificuldades em trabalhar com estes conceitos nesse formalismo. A próxima tentativa de
Krause e Arenhart consiste de tratar os conceitos de superposição e medida num formalismo
com enfoque sintático, utilizando como base o sistema modal S4 (possivelmente um sistema
modal mais fraco). Essa segunda tentativa será apresentada no capítulo seguinte.
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3 Uma Lógica Modal da Superposição e da
Medida
Neste capítulo apresentamos a abordagem modal, dada por Krause e Arenhart em [Krause
e Arenhart, 201-], à superposição e à medida na mecânica quântica. O objetivo do trabalho
dos autores é tratar a superposição de estados de sistemas quânticos com foco na sintaxe,
e não na semântica – de acordo com a literatura, abordagem típica das lógicas quânticas.
A princípio, os autores introduzem uma sintaxe baseada no sistema modal S4
– possivelmente um sistema mais fraco que S4, visto que, nos teoremas demonstrados
no artigo, são usados, no máximo, os axiomas do sistema T – na qual introduzem dois
conectivos novos, a fim de capturar as noções de superposição e de medida.
Em seguida discutem a negação no contexto da mecânica quântica, utilizando como
exemplo o caso do gato de Schrödinger e defendem que, ao contrário do que propõem
outros autores, como em [da Costa e de Ronde, 2013], não há contradição em relação ao
estado superposto do gato, que, como se costuma dizer, está "vivo e morto". A solução
dos autores está numa "boa leitura" da mecânica quântica e exibem uma sintaxe com três
negações, de forma que contradições não são derivadas. Neste trabalho não abordaremos a
questão das negações, que poderá ser explorada em trabalhos futuros.
Iniciaremos introduzindo, de forma sucinta, a sintaxe e a semântica do sistema
S4, como referência ver [Hughes e Cresswell, 1996]. Depois, introduziremos a sintaxe
desenvolvida pelos autores e, em seguida, a semântica. Chamaremos a lógica criada pelos




Uma linguagem, denotada por L, do sistema S4 consiste de:
(LS41) Símbolos primitivos
1. Um conjunto de variáveis proposicionais, Ω;
2. Operadores unários: ¬, ;
3. Operador binário: →;
4. Símbolos auxiliares: ),(.
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Em geral, denotamos variáveis proposicionais por p, q, r, ... .
(LS42) Fórmulas bem formadas
1. Variáveis proposicionais (p ∈ Ω) são fórmulas bem formadas;
2. Se α é uma fórmula bem formada, então ¬α é uma fórmula bem formada;
3. Se α é uma fórmula bem formada, então α é uma fórmula bem formada;
4. Se α e β são fórmulas bem formadas, então α→ β é uma fórmula bem formada;
5. Estas são as únicas fórmulas bem formadas.
Chamaremos uma fórmula bem formada apenas de fórmula.
(LS43) Definições auxiliares
1. α ∨ β =def ¬α→ β;
2. α ∧ β =def ¬(α→ ¬β);
3. α↔ β =def (α→ β) ∧ (β → α);
4. ♦α =def ¬¬α.
Esquemas de axiomas
(Ax1) Se α é uma fórmula bem formada válida do cálculo proposicional clássico, então α é
um axioma;
(Ax2) (α→ β)→ (α→ β);
(Ax3) α→ α;
(Ax4) α→ α.
Os axiomas (Ax2), (Ax3) e (Ax4), em geral, são denotados de ’(K)’, ’(T)’ e ’(4)’, respecti-
vamente.
Regras de inferência
(R1) Se ` α, então ` α[β1/p1, β2/p2, ..., βn/pn];
(R2) Se ` α e ` α→ β, então ` β;
(R3) Se ` α, então ` α.
Semântica de S4
A semântica, apresentada aqui, do sistema S4 é chamada de semântica de mundos possí-
veis. Nesta semântica podemos atribuir diferentes valores de verdade para uma mesma
proposição, p, se considerarmos p em diferentes mundos. Assim, podemos tratar de noções
como necessidade e possibilidade.
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Definição 3.1.1. Frame
Sejam W um conjunto de mundos e R uma relação de acessibilidade sobre W , ou seja,
R ⊆ W ×W . Um frame, denotado por F , é um par 〈W,R〉.
Definição 3.1.2. Valoração
Sejam Ω um conjunto de variáveis proposicionais de uma linguagem L e 〈W,R〉 um frame.
Uma valoração, denotada por µ, é uma função µ : Ω×W → {0, 1}.
Definição 3.1.3. Estrutura padrão
Sejam 〈W,R〉 um frame, Ω um conjunto de variáveis proposicionais de uma linguagem L e
uma valoração, µ : Ω ×W → {0, 1}. Uma estrutura padrão, denotado por E , para uma
linguagem L é uma terna 〈W,R, µ〉. Neste capítulo chamaremos uma estrutura padrão
apenas de estrutura.
Definição 3.1.4. Verdade em um mundo
Seja L uma linguagem, e E uma estrutura E = 〈W,R, µ〉. Uma fórmula, γ, de L é verdadeira
num mundo ω (ω ∈ W ) de E e denotamos isso por Eω γ, se, e somente se, uma das seguintes
condições é satisfeita:
(VS41) Eω p⇔ µ(p, ω) = 1; γ = p e p ∈ Ω;
(VS42) Eω ¬α⇔ 2Eω α; γ = ¬α e α é uma fórmula de L;
(VS43) Eω α ∨ β ⇔ (Eω α ou Eω β); γ = α ∨ β e α e β são fórmulas de L;
(VS44) Eω α⇔ para todo ω′ ∈ W : se ωRω′, então Eω α; γ = α e α é uma fórmula de L;
(VS45) Eω ♦α⇔ existe ω′ ∈ W : ωRω′ e Eω α; γ = ♦α e α é uma fórmula de L.
Caso nenhuma das condições acima seja satisfeita, dizemos que γ é falsa em ω de E .
Denotaremos isso por 2Eω γ.
Definição 3.1.5. Verdade em uma estrutura
Seja L uma linguagem e E = 〈W,R, µ〉 uma estrutura. Uma fórmula, α, de L é verdadeira
na estrutura E se, e somente se, para todo ω ∈ W : Eω α. Denotaremos isso por E α.
Definição 3.1.6. Validade
Seja L uma linguagem. Uma fórmula, α, de L é válida (ou logicamente verdadeira) se,
para toda estrutura E : E α.
Definição 3.1.7. Validade em relação a uma classe de estruturas
Seja L uma linguagem e C uma classe de estruturas. Uma fórmula, α, de L é válida na
classe de estruturas C, se, para todo E ∈ C: E α.
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Definição 3.1.8. Modelo
Seja L uma lógica. Um modelo de L é uma estruturaM na qual, para todo axioma A de
L, µ(A) = 1 e se alguma fórmula C de L é derivada, pelas regras de inferência, de uma
fórmula B de L, tal que µ(B) = 1, então µ(C) = 1.
Teorema 3.1.9. O sistema S4 é correto e completo em relação à classe de modelos em
que a relação de acessibilidade, R, é reflexiva e transitiva.

3.2 Sintaxe de SM
Linguagem
A linguagem da lógica SM consiste de:
(L1) Variáveis proposicionais: |ψ〉, |ψ1〉, ..., |φ〉, |φ1〉,... ;
(L2) Conectivos primitivos: ¬, ∨, ∧, ♦, ?, M ;
(L3) Fórmulas básicas:
1. Variáveis proposicionais, |ψ〉, |φ〉, são fórmulas básicas;
2. Se α e β são fórmulas básicas, tais que α e β não possuam subfórmulas próprias
em comum, então (α ? β) é uma fórmula básica;
3. Estas são as únicas fórmulas básicas.
O conjunto das fórmulas básicas é indicado como B.
(L4) Fórmulas moleculares:
1. Se α e β são fórmulas básicas ou fórmulas moleculares, então ¬α, (α ∨ β), (α ∧ β) e
♦α são fórmulas moleculares;
2. Se α é uma fórmula básica, então Mα é uma fórmula molecular;
3. Estas são as únicas fórmulas moleculares.
O conectivo binário ’?’ e o conectivo unário ’M ’ representam ’superposição’ e ’uma medida
é realizada sobre’, respectivamente. Os demais conectivos e o operador modal são os usuais.
Variáveis proposicionais denotam estados puros que não são superposições.
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Definições auxiliares
Definição 3.2.1. Implicação
Os autores definem o conectivo de implicação utilizando a implicação de Sasaki, definida
por
α→ β =def ¬α ∨ (α ∧ β).
Esta definição é utilizada por ser uma das cinco possíveis implicações para as lógicas
quânticas baseadas em reticulados ortomodulares, e que se reduz à implicação usual,
¬α ∨ β, quando os conectivos utilizados para definí-la são os da lógica clássica.
Definição 3.2.2. Bicondicional
Definimos o bicondicional de modo usual,
α↔ β =def (α→ β) ∧ (β → α).
Em que a implicação é a definida acima.
Definição 3.2.3. Operador de necessidade
Definimos o operador de necessidade de modo usual,
ψ =def ¬♦¬ψ.
Em que ♦ é o operador de possibilidade.
Postulados, esquemas de axiomas e regras de inferência
(P1) Esquemas de axiomas e regras de inferência do sistema S4;
(P2) |ψ1〉 ? |ψ2〉 → ¬(|ψ1〉 ∨ |ψ2〉);
(P3) M |ψ〉 → |ψ〉;
(P4) M(|ψ1〉 ? |ψ2〉) ∧ (|ψ1〉 ? |ψ2〉)→ (♦|ψ1〉 ∨ ♦|ψ2〉);
(P5) M(|ψ1〉 ? |ψ2〉)→ ¬♦(|ψ1〉 ∧ |ψ2〉).
O postulado (P2) representa o fato de que se um sistema se encontra num estado superposto,
ele não poderá estar em qualquer um dos estados que compõem a superposição.
O postulado (P3) captura a noção de que medir um sistema que não se encontra
num estado superposto faz o sistema evoluir para o mesmo estado.
O postulado (P4) captura a noção de que medir um sistema que está num estado
superposto faz o sistema evoluir para um estado que é componente do estado em que se
encontra o sistema.
Por fim, o postulado (P5) representa o fato que um sistema não pode evoluir, ao
ser medido, para mais de um estado, simultaneamente.
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3.3 Semântica de SM
Aqui introduziremos uma semântica de mundos possíveis para a lógica modal da superposi-
ção e da medida, baseada em S4. Mostramos apenas as ideias centrais para esta semântica,
já que estamos mais preocupados com a parte sintática.
Definição 3.3.1. Valoração aceitável
Sejam B um conjunto de fórmulas básicas, 〈W,R〉 um frame e µ : B ×W → {0, 1} uma
valoração. Uma valoração aceitável é uma valoração, tal que, para todo mundo w ∈ W , se
µ(α ? β, w) = 1, então para toda subfórmula γ, de α ou β, µ(γ, w) = 0.
A definição de valoração aceitável é coerente no contexto da MQ, pois um sistema
pode estar em apenas um estado puro e a superposição de dois estados puros é, também, um
estado puro. Portanto se um sistema está num estado superposto, por exemplo, (|ψ1〉? |ψ2〉)
(ou seja, µ(|ψ1, w〉 ? |ψ2〉) = 1), então ele não pode estar nos estados |ψ1〉 e/ou |ψ2〉, ou
seja, precisamos que µ(|ψ1〉, w) = µ(|ψ2〉, w) = 0.
Definição 3.3.2. Valoração dos conectivos e operadores modais
(V1) Os conectivos proposicionais e operadores modais têm as atribuições de valores de
verdade usuais;
(V2) µ(M |ψ〉, w) = 1 ⇔ µ(|ψ〉, w) = 1 e ∃w′, w′ 6= w,wRw′ tal que µ(|ψ〉, w′) = 1;
(V3) µ(M(α ? β), w) = 1 ⇔
i) ∃w′, w′ 6= w,wRw′ tal que µ(α,w′) 6= µ(β, w′); e
ii) ∀w′, w′ 6= w, se wRw′, então µ(α,w′) 6= µ(β, w′).
3.4 Análise
Nesta seção analisaremos como podemos estudar, usando o formalismo da lógica SM,
sistemas compostos (com estados separáveis, a princípio), por exemplo, um sistema de duas
partículas. Para tanto, apresentaremos, informalmente, as ideias básicas, uma notação
modificada, que é auto-explicativa, e possíveis novos postulados. Por fim, defenderemos
que a semântica adequada para essa lógica (que chamaremos de lógica SM’) é a de S4.
Notação
1. Estados: |ψ〉A indicará que ’o sistema A está no estado |ψ〉’. |φ〉AB indicará que ’o
sistema composto AB está no estado |φ〉’.
2. Medidas: MA indicará que ’uma medida é realizada sobre o sistema A’. MAB indicará
que ’uma medida é realizada sobre o sistema composto AB’.
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Esta notação pode ser generalizada para qualquer número de estados. Indicamos
apenas a forma mais compacta da notação para simplificar a explicação das ideias.
Os postulados da lógica SM não mudam em forma, precisamos apenas colocar os
índices correspondentes no sistema em questão.
Composição de sistemas
A composição de sistemas quânticos, segundo o formalismo de espaços de Hilbert, é
representada pelo produto tensorial dos espaços de Hilbert subjacentes a cada sistema.
Cada estado do sistema composto, se for separável, é representado pelo produto tensorial
entre dois vetores de estado, um de cada espaço de Hilbert.
Representamos o produto tensorial entre vetores de estado pela conjunção. No
formalismo dos espaços de Hilbert, a ordem dos fatores, no produto tensorial, é o que indica
o estado que está associado a cada sistema. No formalismo da lógica SM’, a ordem dos
fatores na conjunção não importa, já que os índices esclarecem qual estado está associado
a cada sistema. De forma similar, os índices indicam sobre qual sistema queremos realizar
uma medida.
Aqui consideraremos apenas os casos onde nosso sistema composto é separável.
Precisamos esclarecer como o operador de medida interage com a conjunção. Considere o
seguinte caso:
MAB(|ψ〉A ∧ |φ〉B).
Queremos indicar, por essa fórmula, que uma medida é realizada em A e outra em B,
simultaneamente. Portanto, gostaríamos que valesse:
MAB(|ψ〉A ∧ |φ〉B)↔ (MA|ψ〉A ∧MB|φ〉B).
Repare que, ao contrário de medidas que se aplicam a um só sistema, MAB(|ψ〉A ∧ |φ〉B)
é uma fórmula complexa produzida pela aplicação de MAB em outra fórmula complexa.
Porém, podemos substituir o termo (|ψ〉A ∧ |φ〉B) por |ϕ〉AB, que é uma fórmula básica
para o sistema AB, não contrariando (de certa forma) a regra de formação de fórmulas
complexas da lógica SM.
Precisamos, finalmente, esclarecer quais são as possíveis medidas que podemos
realizar num sistema. Seja um sistema, AB, composto por dois subsistemas, A e B.
Intuitivamente, podemos dizer que é possível realizar medidas nos seguintes sistemas: A,
B e AB.
Gostaríamos que nossa lógica capture a noção de que sempre poderemos realizar
essas medidas no nosso sistema. Um modo de conseguirmos isso é garantir que valha, para
toda fórmula básica, |ψ〉 (ou |ψi〉i), em que , i ∈ {A,B}:
|ψ〉 → ♦M
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Exemplo de um sistema composto separável e um argumento em favor da se-
mântica de mundos possíveis do sistema S4
Seja um sistema, AB, composto por dois subsistemas, A e B. Intuitivamente, podemos
dizer que é possível realizar medidas nos seguintes sistemas: A, B e AB.
Dado um mundo inicial, em que nosso sistema se encontra no estado descrito por
(|ψ1〉A ? |ψ2〉A) ∧ (|φ1〉B ? |φ2〉B)
se realizarmos uma medida MA, podemos obter um mundo onde é verdade
|ψ1〉A ∧ (|φ1〉B ? |φ2〉B)
e se, em seguida, realizarmos uma medida MB, podemos obter um mundo final onde é
verdade
|ψ1〉A ∧ |φ1〉B.
Considerando esta situação, teríamos um mundo intermediário entre o mundo inicial e o
final.
Sempre que um resultado é obtido através de sucessivas aplicações de operadores
de medida, no nosso exemplo: primeiro MA e depois MB, também é possível chegar àquele
resultado através de uma única aplicação de um operador de medida – o operador definido
pelos índices de todos os operadores de medida utilizados nas aplicações sucessivas, no
nosso exemplo: MAB.
Portanto, para que a semântica reflita a propriedade descrita acima, a relação de
acessibilidade precisa ser transitiva.
Considerando que o Axioma T é utilizado para provar alguns teoremas no artigo
[Krause e Arenhart, 201-], se adicionarmos a condição de que a relação de acessibilidade é
transitiva, então necessitamos do sistema S4, no qual a relação de acessibilidade é reflexiva,
como exige o Axioma T, e transitiva, como exige a situação descrita acima.
Postulados adicionais
A lógica SM’ tem como novos postulados as seguintes fórmulas:
(Ax6) MAB(|ψ〉A ∧ |φ〉B)↔ (MA|ψ〉A ∧MB|φ〉B);
(Ax7) ∧i=ni=1{|ψi〉i} → ♦M1...n .
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Propriedade de um estado emaranhado
Seja um sistema AB, composto por dois subsistemas, A e B. Se AB estiver num es-
tado |ψ〉 emaranhado, então os subsistemas não estarão, individualmente, em algum estado
puro. Utilizaremos Em como um conectivo unário, aplicável sobre estados, que indicará
que o estado é emaranhado. Ou seja, para quaisquer estados de A, |φ〉A, e para quaisquer
estados de B, |ϕ〉B:
Em|ψ〉AB =def |ψ〉AB ∧ ¬(|ψ〉AB ↔ (|φ〉A ∨ |ϕ〉B)).
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Considerações Finais
Neste trabalho tínhamos o objetivo de apresentar novas abordagens da noção de emara-
nhamento.
Para tanto, no Capítulo 1, introduzimos conceitos físicos e matemáticos básicos,
necessários para uma boa compreensão do trabalho.
Em seguida, no Capítulo 2, exibimos os resultados, da literatura, que servem
de base para os dois artigos de Décio Krause e Jonas Arenhart. O primeiro artigo dos
autores, apresentado em seminário realizado na UNICAMP no início de 2014, no qual
tentam, através de uma abordagem algébrica, capturar as noções da mecânica quântica,
de superposição, medida e emaranhamento. Encontramos um possível desacordo entre
o formalismo apresentado e a teoria da mecânica quântica. Além disso, a dificuldade
de se tratar, nesse formalismo, essas noções físicas, focando-se na sintaxe, motivou os
autores a procurar uma outra abordagem, que foi desenvolvida no segundo artigo e que foi
apresentada sucintamente no capítulo seguinte.
No Capítulo 3, apresentamos uma abordagem, que tomamos conhecimento em
Julho de 2015, durante nosso exame de qualificação. Nessa abordagem, em trabalho ainda
não publicado, baseados no sistema modal S4 (a princípio), Krause e Arenhart desenvolvem
um formalismo, em que introduzem novos conectivos na linguagem, e descrevem as noções
de superposição e de medida, da mecânica quântica. Após a apresentação do formalismo
introduzido pelos autores, defendemos a utilização de classes de modelos onde a relação
de acessibilidade é, pelo menos, transitiva (por exemplo, S4). Para isso, consideramos
situações nas quais temos sistemas físicos compostos e, utilizando os postulados criados
pelos autores (e, possivelmente, novos postulados para podermos lidar com sistemas
compostos), mostramos que é necessário que a relação de acessibilidade seja transitiva.
Também discutimos uma possível propriedade que deve ter um conectivo que almeje
descrever o fenômeno do emaranhamento.
Por fim, nos Apêndices, exibimos a abordagem dada por Bob Coecke, que utiliza
teoria de categorias para descrever boa parte da mecânica quântica. Em seu trabalho, o
autor consegue demonstrar, com grande facilidade, teoremas relativamente complicados da
computação quântica e que envolvem emaranhamento. Estudamos, também, o trabalho de
Coecke, por se relacionar de perto com nossos interesses de pesquisa futura.
Apêndices
47
APÊNDICE A – Categorias para a Mecânica
Quântica
Nesta parte vamos discutir a abordagem categorial da mecânica quântica, especialmente
sobre emaranhamento. Para tanto, analisaremos sistemas mais simples - os Qubits, que
formam a base para a computação quântica. Vamos considerar espaços de Hilbert finitos, o
que já é suficiente para entendermos vários conceitos de computação quântica. Em especial,
vamos trabalhar com emaranhamentos de dois Qubits. Esta abordagem foi proposta por
Coecke e Abramsky em [Abramsky e Coecke, 2004].
A abordagem categorial usando linguagem gráfica foi utilizada em [Coecke 2005]
para estudar o emaranhamento, conseguindo demonstrar teoremas da Física com uma
facilidade maior, comparada à abordagem usual por espaços de Hilbert. Essa abordagem
vê o emaranhamento como um canal de comunicação de informação quântica, uma nova
forma de estudarmos o emaranhamento. Daremos a definição das categorias que usare-
mos, mostraremos como definir os conceitos físicos básicos em teoria das categorias e
introduziremos também a linguagem gráfica associada a elas.
A.1 Definições Principais
Definição A.1.1. Categorias
Uma categoria, C, consiste de uma classe Ob(C) de elementos A,B,C, ..., denominados
objetos de C e uma classe Mor(C) de elementos f, g, h, ..., denominados morfismos de C,
sujeitos às seguintes condições:
1. A cada morfismo f de C é atribuído um par de objetos dom(f) e cod(f), denominados
domínio de f e codomínio de f . Se A = dom(f) e B = cod(f), diz-se que f é um
morfismo de A em B e denota-se por f : A→ B ou A f−→ B;
2. Para cada par de morfismos, f : A→ B, g : B → C, de C tal que dom(g) = cod(f)
é atribuído um morfismo g ◦ f : A→ C, denominado a composição de f e g;
3. Para cada objeto A de C é atribuído um morfismo 1A : A → A, denominado o
morfismo identidade de A;
4. Dados os morfismos f : A → B, g : B → C e h : C → D temos que h ◦ (g ◦ f) =
(h ◦ g) ◦ f , ou seja, a composição de morfismos é associativa;
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5. Para cada objeto B de C, dados os formismos f : A→ B e g : B → C de C, temos
que 1B ◦ f = f e g ◦ 1B = g;
6. Para quaisquer objetos A e B de C, a coleção Mor(A,B) de morfismos de A em B é
um conjunto.
Objetos Morfismos Identidade Composição
A f : A→ B IA : A→ A g ◦ f : A→ C
Tabela 1 – Linguagem Gráfica para Categorias [Coecke, 2005]
Linguagem Gráfica A.1.1’. Na linguagem gráfica para categorias os objetos são repre-
sentados por fios, os morfismos por cubos ou retângulos, a identidade por fios contínuos
(ausência de retângulos) e a composição pela conexão dos fios de saída de um retângulo
com os fios de entrada de outro. Os diagramas são lidos de baixo para cima. A tabela
acima ilustra cada caso.
Definição A.1.2. Diagrama em uma categoria
Um diagrama em uma categoria C é um conjunto (possivelmente vazio) de objetos de C
junto com um conjunto (possivelmente vazio) de morfismos, em C, entre esses objetos. Os
objetos de um diagrama D são denominados vértices de D e os morfismos são denominados
arestas de D.
Definição A.1.3. Ramo de um diagrama
Um ramo num diagrama D é uma sequência finita (f1, f2, ..., fn) de arestas de D, tal
que cod(fi+1) = dom(fi)), para i ∈ {1, 2, ..., n − 1}. O número natural n determina o
comprimento do ramo.
Definição A.1.4. Diagrama comutativo
Um diagrama D é comutativo se, para quaisquer ramos (f1, f2, ..., fn), (g1, g2, ..., gm) em
D, com n ≥ 2 ou m ≥ 2, temos que fn ◦ fn−1 ◦ ... ◦ f1 = gm ◦ gm−1 ◦ g1.
Definição A.1.5. Categorias monoidais
Uma categoria monoidal é uma categoria com a seguinte estrutura adicional:
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1. Uma nova operação sobre objetos, A⊗B.
2. Uma nova constante de objeto, I, chamado de objeto unitário.
3. Uma nova operação sobre morfismos, f ⊗ g, que respeita: Se f : A→ C e g : B → D,
então f ⊗ g : A⊗B → C ⊗D. Essa operação é chamada de tensor.
4. Isomorfismos (denotados por ∼−→):
a) αA,B,C : ((A⊗B)⊗ C) ∼−→ (A⊗ (B ⊗ C)).
b) λA : A ∼−→ I ⊗ A.
c) ρA : A ∼−→ A⊗ I.
5. Propriedades do tensor:
a) ⊗ é um bifunctor, o que significa que satisfaz: 1A ⊗ 1B = 1A⊗B e
(l ⊗ h) ◦ (g ⊗ f) = (l ◦ g)⊗ (h ◦ f).
b) α, λ e ρ são transformações naturais. Ou seja, satisfazem as seguintes equações:
(f ⊗ (g ⊗ h)) ◦ αA,B,C = αA′,B′,C′ ◦ ((f ⊗ g) ⊗ h); f ◦ λ−1A = λ−1A′ ◦ (1I ⊗ f);
f ◦ ρ−1A = ρ−1A′ ◦ (f ⊗ 1I).
6. Axiomas de Coerência, apresentados graficamente a seguir.
a) Axioma do Pentágono
b) Axioma Triangular
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Linguagem Gráfica A.1.5’
Aqui expandimos as representações dadas na Tabela 1. A operação de produto tensorial
é representada pela disposição em paralelo de fios (tensor para objetos) e de retângulos
ou quadrados (tensor para morfismos); o objeto unitário, I, é representado pela ausência
de fio e morfismos podem ter mais de um fio de entrada e de saída. Convencionamos
representar os elementos do produto tensorial da esquerda para a direita. A tabela seguinte
mostra cada caso.
Produto Tensorial
de Objetos Objeto Unitário Morfismos
Produto Tensorial
de Morfismos
A⊗B I f : A1⊗ ... ⊗An →
B1 ⊗ ... ⊗Bm
(f : A→ C)⊗
(g : B → D)
Tabela 2 – Linguagem Gráfica para Categorias Monoidais [Coecke, 2005]
Comentários
1. Intuitivamente o tensor entre objetos e morfismos representa "ações" independentes e
simultâneas, porém com a descrição completa do sistema composto não conseguimos
dizer como são as partes. Isso diferencia, por exemplo, o produto tensorial do produto
cartesiano.
2. αA,B,C está ligado à associatividade do produto tensorial.
3. λ e ρ preparam o sistema para realizarmos a composição com outro sistema, "criando
espaço para o novo sistema" (como vimos, o objeto unitário, I, é representado na
linguagem gráfica por espaço em branco) e dizendo que isso não influencia nas
propriedades do sistema original.
Definição A.1.6. Categorias Monoidais Simétricas
Categorias monoidais simétricas são categorias monoidais que também têm simetrias, ou
seja, têm famílias naturais de isomorfismos σA,B : A ⊗ B → B ⊗ A, que respeitam os
seguintes axiomas:
1. σB,A ◦ σA,B = 1A⊗B.
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2. σA,B ◦ (f ⊗ g) = (g ⊗ f) ◦ σA,B.
Linguagem Gráfica A.1.6’.
Representamos σA,B e seus axiomas como na tabela abaixo.
σA,B Axioma 1 Axioma 2
Tabela 3 – Linguagem Gráfica para Categorias Monoidais Simétricas [Coecke, 2005]
Definição A.1.7. Categorias Compactas Fechadas (Estritas)
Uma categoria compacta fechada é uma categoria monoidal simétrica em que, para cada
objeto A:
1. Existe um objeto, A∗, chamado de dual de A, tal que A∗∗ = A (caso seja estrita).
2. Existe um morfismo, ηA : I → A∗ ⊗ A, chamado de unidade de A.
3. Existe um morfismo, A : A⊗ A∗ → I, chamado de co-unidade de A.
4. Vale o seguinte axioma para todo objeto A e para seu dual A∗:
Definição A.1.8. Nome de um morfismo
O nome, pfq, de um morfismo f : A→ B em uma categoria compacta fechada é dado por
pfq = (1A∗ ⊗ f) ◦ ηA. Graficamente:
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Definição A.1.9. Co-nome de um morfismo
O co-nome ,xfy, de um morfismo f : A→ B em uma categoria compacta fechada é dado
por xfy = B ◦ (f ⊗ 1B∗). Graficamente:
Linguagem Gráfica A.1.7’.
Dado um morfismo f : A→ B, representaremos o nome de f por um triângulo com a base
para cima e o co-nome de f por um triângulo com a base para baixo. Nos dois triângulos
existem um par de fios na base, assim como na tabela abaixo.
Nome de f Conome de f
Tabela 4 – Linguagem Gráfica para Categorias Compactas Fechadas [Coecke, 2005]
A.2 Teoremas Principais
Nesta seção vamos demonstrar três teoremas que serão usados no Apêndice B, para
interpretar o teletransporte quântico e o swap de emaranhamento na linguagem gráfica.
Teorema A.2.1. Absorção
Sejam A f−→ B g−→ C. Então temos que (1A∗ ⊗ g) ◦ pfq = pg ◦ fq.
Prova. Considere o diagrama abaixo:
Os triângulos (1) e (2) comutam pela definição de nome de um morfismo. O
triângulo (3) comuta pelas propriedades de composição e produto tensorial. O triângulo
(4) comuta pela definição de identidade. Logo, o diagrama acima comuta, então podemos
concluir que (1A∗ ⊗ g) ◦ f = pfq.

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Linguagem Gráfica A.2.1’
Na linguagem gráfica representamos este teorema por:
Teorema A.2.2. Composicionalidade
Sejam A f−→ B g−→ C, temos que λ−1C ◦ (xfy⊗ 1C) ◦ (1A ⊗ pgq) ◦ ρA = g ◦ f .
Prova.
Considere o seguinte diagrama.
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Os sub-diagramas (1) e (4) comutam, pois ρ e λ são isomorfismos e, pelas pro-
priedades do produto tensorial. (2) e (3), comutam pelas definições de nome e co-nome.
(5), (6) e (7) comutam pelas propriedades do produto tensorial. E (8) comuta pois é uma
instância do axioma das categorias compactas fechadas.

Linguagem Gráfica A.2.2’
Na linguagem gráfica representamos este teorema por:
Teorema A.2.3. Corte Composicional
Sejam A f−→ B g−→ C h−→ D. Temos que (ρ−1A ⊗ 1D∗) ◦ (1A∗ ⊗ xgy⊗ 1D) ◦ (pfq⊗ phq) ◦ ρI =
ph ◦ g ◦ fq.
Prova. Considere o seguinte diagrama:
O sub-diagrama (1) comuta por propriedades do produto tensorial e por ρ ser
isomorfismo. (2) comuta por propriedades do produto tensorial e pela definição de nome.
(3) comuta por propriedades do produto tensorial. (4) comuta por ser uma instância do
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teorema anterior. (5) comuta por propriedades do produto tensorial e da composição de
morfismos. E (6) comuta por propriedades do produto tensorial.

Linguagem Gráfica A.2.3’
Na linguagem gráfica representamos este teorema por:
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Um qubit é um sistema quântico que possui apenas dois estados ortogonais, representados
por |0〉 e |1〉, e está na superposição desses estados, |ψ〉 = a|0〉+b|1〉, com a, b ∈ C; a2+b2 =
1.
Definição B.1.2. Par de Bell













Esses estados são os estados maximalmente emaranhados de um Qubit e formam uma
base ortonormal, chamada de base de Bell.
Definição B.1.3. Par EPR
Um par EPR é o seguinte estado de um par de Qubits: β00 = |00〉+|11〉√2 .
Definição B.1.4. Representação matricial de bases ortonormais
Podemos utilizar essa representação quando trabalhamos com portas quânticas. Assim,
podemos tratar a aplicação de uma porta quântica sobre um ket (|x〉) como uma multipli-



































Definição B.1.5. Portas quânticas
As portas quânticas são, na computação quântica, as portas lógicas da computação clássica.
APÊNDICE B. Teletransporte Quântico e Swap de Emaranhamento 57
Também podem ser representadas por matrizes com uma restrição: as matrizes devem ser
unitárias, ou seja, X†X = I, em que X† é a matriz transposta conjugada de X. Algumas
















1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

As três primeiras portas e a matriz identidade são chamadas de matrizes de Pauli. A porta
X é a porta que representa a negação clássica NOT ; H é chamada de Hadamard e é usada,
em geral, para criar uma superposição (aplicando-se H num bit); e CNOT é abreviação
de controled NOT , ela aplica NOT apenas no segundo elemento de um estado do tipo
|xy〉 (com x, y ∈ {0, 1} ), caso o primeiro elemento seja 1. Pode ser usada juntamente
com H para criar um estado emaranhado usando como material de entrada bits (estados
clássicos).
B.1.6. Notação
Usaremos como notações equivalentes para produto tensorial de dois estados |ψ〉 e |φ〉:
|ψ〉 ⊗ |φ〉, |ψ〉|φ〉 e |ψφ〉.
B.2 Teletransporte Quântico
Teletransporte quântico [Bennett, Brassard, Crépeau, Jozsa, Peres e Wootters, 1993] é a
transmissão de um estado desconhecido de um Qubit, |ψ〉 = a|0〉+ b|1〉, entre dois agentes,
Alice e Bob. Os elementos necessários para o teletransporte são: um par EPR, |00〉+ |11〉,
compartilhado por Alice e Bob (cada um tem uma partícula), um canal de transmissão
de informação clássica e as portas lógicas Hadamard, CNOT, X e Z. Basicamente, Alice
realiza uma medida no sistema composto por |ψ〉 e sua metade do par EPR, obtendo um
dos seguintes resultados clássicos: |00〉, |01〉, |10〉, |11〉. Comunica esse resultado para Bob,
que realiza uma operação (dependente do resultado clássico obtido por Alice) em sua
metade do par EPR e obtém |ψ〉.
Com mais detalhes (ainda vamos suprimir alguns fatores de probabilidade, sem
perda de generalidade, para simplificar a notação), suponhamos que Alice tem o Qubit
|ψ〉 e quer transmiti-lo a Bob. O procedimento se dá da seguinte forma:
1. Alice interage a metade dela do par EPR com |ψ〉. O sistema Qubit-par EPR é
descrito por |ψ〉A ⊗ (|00〉+ |11〉)BC = a|0〉A(|00〉+ |11〉)BC + b|1〉A(|00〉+ |11〉)BC =
a(|00〉BC |0〉A + |01〉BC |1〉A) + b(|10〉BC |0〉A + |11〉BC |1〉A)
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2. Aplica-se a porta CNOT no subsistemaBC, obtendo a|0〉A(|00〉+ |11〉)BC+b|1〉A(|01〉+
|10〉)BC
3. Aplica-se a porta Hadamard no subsistema A, obtendo a(|0〉+ |1〉)A(|00〉+ |11〉)BC +
b(|0〉 − |1〉)A(|01〉+ |10〉)BC
4. Reescrevendo o estado do sistema, obtemos |00〉AB(a|0〉 + b|1〉)C + |01〉AB(a|1〉 +
b|0〉)C + |10〉AB(a|0〉 − b|1〉)C + |11〉AB(a|1〉 − b|0〉)C
5. Alice realiza uma medida no subsistema AB – ou seja, no subsistema formado
pela sua metade do par EPR e pelo Qubit a ser transportado – usando a base
{|00〉, |01〉, |10〉, |11〉} assim, dependendo do resultado da medida de Alice, o Qubit
de Bob colapsará para algum dos seguintes estados:
|00〉 7→ (a|0〉+ b|1〉)
|01〉 7→ (a|1〉+ b|0〉)
|10〉 7→ (a|0〉 − b|1〉)
|11〉 7→ (a|1〉 − b|0〉)
6. Alice comunica a Bob qual foi o resultado e Bob aplica uma das seguintes portas:
no caso |00〉, Bob não precisa aplicar qualquer porta, pois esse é o Qubit |ψ〉; para
|01〉, Bob aplica a porta X; para |10〉, Bob aplica a porta Z; e para |11〉, Bob aplica
a porta X e depois a Z. Assim Bob recupera o estado |ψ〉.
O teletransporte quântico parece contradizer resultados da física: o de não ser
possível transmitir informação além da velocidade da luz, visto que esse resultado é
independente da distância entre Alice e Bob, e o de não ser possível copiar um Qubit
(@U,U |ψ〉|X〉 = |ψ〉|ψ〉), pois o que o teletransporte parece fazer é "clonar"|ψ〉. Porém, não
há transmissão de informação além da velocidade da luz, pois é necessária a transmissão
da informação clássica sobre o resultado da medida de Alice, já que sem isso, Bob não tem
acesso a nada sobre a sua metade do par EPR. Quanto a copiar o Qubit, não há violação
do teorema, pois o Qubit original é destruído.
B.3 Swap de Emaranhamento
O swap de emaranhamento é caracterizado pelo aparecimento de emaranhamentos entre
sistemas não interagentes, A e D, e também entre B e C, após uma medida na base de
Bell no sistema composto BC, sendo que A e B estavam emaranhados e C e D também
estavam esmaranhados.
O swap de emaranhamento se dá produzindo-se dois pares EPR - AB; CD -, sendo
que uma parte de cada par será dada para Bob - BC. Alice recebe um dos sistemas
restantes - A, e Charlie recebe o que sobrou - D. Bob realiza uma medida na base de
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Bell no seu sistema composto, e como resultado, deixa o sistema emaranhado. Assim, ao
comunicar seu resultado para Alice e Charlie, eles conseguem saber em qual estado está o
sistema AD, e percebem que ele também estará emaranhado.
Em detalhes:
1. Produzimos dois pares EPR de Qubits emaranhados, A−B e C−D, então o sistema
é descrito por:
(|00〉+|11〉)AB⊗(|00〉+|11〉)CD = |0〉A|0〉B|0〉C |0〉D+|0〉A|0〉B|1〉C |1〉D+|1〉A|1〉B|0〉C |0〉D+
|1〉A|1〉B|1〉C |1〉D = |0〉A|0〉D|0〉B|0〉C+|0〉A|1〉D|0〉B|1〉C+|1〉A|0〉D|1〉B|0〉C+|1〉A|1〉D|1〉B|1〉C =
|00〉AD|00〉BC + |01〉AD|01〉BC + |10〉AD|10〉BC + |11〉AD|11〉BC .
2. Colocando o subsistema BC na base de Bell, temos:
|00〉AD(β00 + β01) + |01〉AD(β00 − β01) + |10〉AD(β10 + β11) + |11〉AD(β10 − β11) =
|00〉ADβ00 + |00〉ADβ01 + |01〉ADβ00−|01〉ADβ01 + |10〉ADβ10 + |10〉ADβ11 + |11〉ADβ10−
|11〉ADβ11 = (|00〉+ |11〉)ADβ00 + (|00〉 − |11〉)ADβ01 + (|01〉+ |10〉)ADβ10 + (|01〉 −
|10〉)ADβ11.
3. Realizando uma medida em BC na base de Bell, otemos as seguintes possibilidades:
BC : β00 7→ AD : |00〉+ |11〉 = β00
BC : β01 7→ AD : |00〉 − |11〉 = β01
BC : β10 7→ AD : |01〉+ |10〉 = β10
BC : β11 7→ AD : |01〉 − |10〉 = β11.
4. Comunicamos o resultado da medida em BC para A e para D. Com essa informação
(clássica), quem só tem acesso a A e quem só tem acesso a D descobre em qual estado
o subsistema AD está após a medida (e qualquer estado possível é emaranhado).
B.4 Teletransporte Quântico e Swap de Emaranhamento em Lin-
guagem Gráfica
Nesta seção vamos mostrar como representar esses dois teoremas da física em linguagem
gráfica.
B.4.1 Teletransporte Quântico
O protocolo para teletransporte quântico pode ser dividido em: criação de um estado
desconhecido (sistema A) e de um par EPR (sistema BC), realocação espacial de um dos
elementos do par EPR para perto de A e medida conjunta desse elemento e do estado de
A, e aplicação de uma operação unitária.
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• Criação de um estado desconhecido e de um par EPR
• Realocação espacial, medida e aplicação do operador unitário
• Resultado: aplicando-se o Teorema A.2.2, obtemos
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B.4.2 Swap de Emaranhamento
O protocolo para o swap de emaranhamento pode ser descrito como: criação de dois
pares EPR, realocação espacial de um elemento de cada par, medida nos elementos
não-realocados, e aplicação de uma operação unitária.
• Criação dos pares EPR
• Realocação espacial e medida
• Resultado: aplicando-se o Teorema A.2.3, obtemos
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B.4.3 Comentários
Como interpretam os autores em [Bob Coecke, 2005], parece haver um fluxo de informação
quântica, pelos fios. Essa é uma nova visão sobre o emaranhamento. Ele parece ser essencial
para transferir informação quântica de um sistema para outro.
Para podermos descrever mais aspectos da teoria quântica e dos canais clássicos de
informação neste formalismo necessitamos aumentar nosso ferramental matemático para
as †-categorias fortemente fechadas, o que não abordamos neste trabalho.
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