A new feature indexing scheme for binary images is proposed. Using the structures of the conjugaie classification ofihe hexagonal grid, ten inirinsically geometric invariant clusters are identified to partition a binary image into ten feature cluster images. The numbers offeature points in feature images are evaluated. Using the ten integers, a probability model is defined to generate quantitative measurements for feature indexing. This provides intrinsic feature indexing sets for rapid retrieval images based on their contents. Two vectors oftwelve probability measurements are used to describe different images in varying sizes and sample pictures and thive feature indices are illustrated.
Introduction

Visual Information Management
Human information processing often involves the recognition, storage, and retrieval of images and pictorial information. Although large numbers of images are generated and used everyday, current information systems are incapable of dealing with them efficiently, as these systems are primarily designed to function with symbolic and structured data. While there is no difficulty for humans to flexibly recognize and retrieve the contents in an image, this presents severe difficulties for current computers. To effectively exploit Pattern Recognition, Computer Vision and Visual Information Management Systems (VIMS) [1] , it requires new techniques for feature representation and data management, and images must be suitably organized for rapid retrieval based on their contents.
Problem
It is widely accepted that efficient feature indexing is central to any successful VIMS implementation. Such indexing may be automated in varying degrees, and a number of researchers have been interested in this issue. Using object partitioning, Oommen and Fothergill [2] proposes an automatic indexing scheme for image databases, where the task is not merely viewed as recognition or classification, but instead as one of partitioning the image set in terms of their visual resemblances. A key problem they identify is that of partitioning the images into unequal size sub-databases.
A New Scheme
In this paper, a new partition scheme based on a hierarchical organization of classification, the Conjugate Classification [3] of Hexagonal Grid for 2D binary images, is proposed to partition a given binary image into feature images dependent on their intrinsic properties of discrete geometry.
Following this scheme, quantitative measurements of feature indexing are investigated. Using the conjugate classification, it is always feasible to decompose a binary image into 2n feature [4] (n images representing 0 feature points and another ii images representing 1 feature points). It is convenient to use a specific scheme of the conjugate classification using three parameters. Using this scheme, the set of entire patterns can be classified into 22 classes. After the operation of classification, a feature image composed of three parameters for each point can be generated from the initial image. Repartitioning these feature classes into ten feature clusters and applying the partition to the feature images, the numbers of points in ten feature clusters can be calculated respectively. These clusters represent "Inner, Block Edge, Line Connection, Intersection and Noise" points for 1 and 0 values respectively. Ten numbers of these feature points can retain invariance under the transportation, rotation and reflection operations on the initial image.
The organization of this paper is as follows. The procedure of feature indexing is shown in Figure 1 . The conjugate classification are explained in section 3. The feature partition of ten feature clusters is introduced in section 4. The enumeration is formulated in section 5. Probability and two vectors of feature indexing are defined in section 6. To show the usefulness of our proposal, four sets of sample images and their feature indices are illustrated in section 7 and finally the main application areas of the proposal are discussed in section 8.
Classification
Kernel Form of Hexagonal Grid
Let X denote a binary image on the hexagonal grid, x X be a given point of the image. The simplest scheme for feature indexing on the hexagonal grid uses seven adjacent grid points (the kernel form of the hexagonal grid) as the structuring form. The kernel form is a regular form composed of seven grid points for which one point x is at the centre and another six neighbouring points x0 -x5 are around it. The kernel form can be denoted by K(x) shown in Figure 2 
5 Enumeration
For any point x X, the conjugate classification generates a corresponding feature point G(x) = (a;, p, q). Applying this procedure to Vx X, a feature image denoted by G(X) = (X, P, Q) is evaluated from the initial image X. Because each feature point G(x) has to belong in one of feature clusters either in {C} or {C}. This relationship can be used to enumerate ten numbers of feature points for corresponding specific feature clusters. A projective operation can be defined and denoted by T(.). Let
where C indicates one feature class.
Undertaking the projective operation, ten integers {N} and {N} can be generated; consequently:
VG(x) 6 Probability and Feature Indexing
Using the ten integers, a probability model can be defined to represent feature indexing vectors in a normalized form. Owing to the direct correspondence among 1 and 0 feature points between clusters and enumerated values, more parameters can be deduced. Summarizing total numbers of 1 and 0 points, there are the following equations: N = ENj; 
