We introduce an automated change detection and delineation tool for remote sensing images: the Land-cover Change Mapper (LCM). LCM 
Introduction
Monitoring changes in the landscape is a prerequisite for sustainably managing the use and development of land resources. Remote sensing imagery, with its timely and synoptic view of the Earth's surface, constitutes the prime source for spatial change analysis, an active research topic within Geographic Information Science (Singh, 1989; Coppin et al., 2004; Lu et al., 2004; Radke et al., 2005) . Despite the many change detection algorithms developed, most government agencies still rely on photointerpretation to fulfill their monitoring mandates. A possible reason is that, to date, there is no strong conviction that automated processes are sufficiently accurate to be used at an operational level, especially when the changes are to be mapped using very high resolution (Ͻ5 m) imagery. Object-based change detection methods (Hall and Hay, 2003; Flanders et al., 2003; Walter, 2004; Blaschke, 2004; Desclee et al., 2006; Im et al., 2007) provide increased accuracy and thus may be incorporated in near future into resource
The Land-cover Change Mapper (LCM) and its Application to Timber Harvest Monitoring in Western Canada Guillermo Castilla, Richard H. Guthrie, and Geoffrey J. Hay management; yet the benefits have to be fully realized. As a point of fact, up to now, there is no automated system able to exploit the entire suite of interpretative criteria employed by a skilled analyst (Wulder et al., 2008) . Since significant research remains until fully automated image interpretation is achieved, we concur with Leckie et al. (1998) that the short-term goal, rather than trying to replace human interpreters, should be to support them in generating more timely, consistent, and accurate products with new tools that increase their productivity. Such tools need not provide final solutions or 100 percent correct results; they simply must be easy to apply, not require expensive equipment, not substantially alter the mapping workflow, nor involve inordinate fine-tuning by the interpreter (Leckie et al., 1998) . The tool introduced here, the Land-cover Change Mapper (LCM), fulfils these requirements. LCM rapidly generates a polygon vector layer of change that can subsequently be refined by the interpreter, who simply needs to remove, correct, or leave as they are the output polygons. This tool is an implementation of a simple but innovative object-based approach to image differencing and thresholding. In principle, it can be used to monitor any kind of extensive changes (at the spatial resolution of the imagery) involving a complete disappearance of the original land-cover such as those created by forest fires and clear-cutting.
The objective of this paper is twofold: (a) to describe in depth the workflow and methods behind the LCM tool, and (b) to demonstrate its accuracy and effectiveness in an operational scenario, namely, the monitoring of timber harvesting, an activity that generates 40 billion Canadian dollars (ϳ36B USD) per year in Canada. The study area chosen is representative of the harvesting practices in the forests of Western Canada and the Pacific Northwest of the U.S.
Materials and Methods

Study Area
The study area is delimited by a 20 km by 50 km rectangle of 27.5°azimuth and center coordinates 124°50Ј 30Љ W, 48°54Ј 16Љ N, located in Vancouver Island, British Columbia, Canada (Figure 1 ). The study area covers roughly a thirtieth of the island, includes part of the Pelham and Somerset Ranges (with elevations up to 2,000 m), and is roughly bound by the fjordal Port Alberni Inlet to the northwest and Nitnat Lake to the southeast. Precipitation falls primarily as rain in the winter months, averaging 3,000 mm/yr at sea level, while mean annual temperature is around 10°C. The result is a rich coastal temperate rainforest dominated by coastal Douglas fir (Pseudotsuga menziesii ssp. menziesii), western hemlock (Tsuga heterophylla), and western red cedar (Thuja plicata) with distributions depending on the local moisture conditions (Guthrie and Brown, 2008) . Logging activities in this area are carried out by forestry companies under registered Tree Farm Licenses. Most clear-cuts in the area correspond to old growth Douglas fir, which can yield timber harvests as high as 800 m 3 /ha.
Remote Sensing Data
The imagery used in this study comes from two B.C. government 
Reference GIS Data
The polygon vector layer used as reference in this study was created by a geomatics company hired by the B.C. government to map cut-blocks (patches of clear-cut) that were harvested between 2004 and 2006 in Vancouver Island. They manually digitized on screen new cut-blocks based on the visual interpretation of the same SPOT mosaics. The delivered product was externally audited and was found to comply with the high quality standards required for the project. We clipped their vector layer using the 50 km by 20 km frame of the study area; and removed 18 cut-blocks (11 ha) that were smaller than the Minimum Mapping Unit (MMU) we used in our study (1 ha) and three holes (small patches of forest left inside a cut-block) that were smaller than the MMU for holes (0.1 ha). The resulting vector layer, hereafter called the "interpreter layer" or "the human layer" has 166 cut-blocks, totaling 2,364 ha, and, excluding the frame, 439 km of outlines.
The LCM Method
The Land-cover Change Mapper (LCM) is a creation of Dr. Castilla, who devised the method and implemented the tool in the IDL programming language (ITTVIS, 2008a) . In order to use LCM, the user simply needs to select the initialstate and final-state images (which must have the same dimensions and be co-registered), and indicate the minimum size (MMU) required for change regions and for holes within change regions (if different than the former). LCM workflow is as follows (Figure 2 ): (a) a difference image is generated from the two co-registered images using a novel robust method, (b) the histogram of this difference image is used to automatically select a set of three change thresholds, lower, medium and upper, (c) the initial change regions are created using the upper change threshold, and then grown subject to the other thresholds and to adjacency and similarity constraints, (d) then all regions of change smaller than the MMU are either removed or aggregated to a neighboring change region depending on proximity, and (e) the resulting change mask is converted into a polygon vector layer.
Robust Image Differencing
In practice, even when two images are co-registered at sub-pixel accuracy (i.e., when the co-registration error as estimated by the set of available ground control points is less than the ground sampling interval, i.e., pixel size), the true location of a pixel's central point may be anywhere within a 3 by 3 window of pixels surrounding the point (Goodchild, 1994) . In addition, due to erratic variations in platform attitude between different acquisitions, it is unlikely that the footprint of two coincident pixels from images acquired by the same satellite are identical (Bruzzone and Cossu, 2003) . This is further complicated in the case of multi-temporal imagery from very high resolution (VHR, Ͻ5 m pixel size) satellites with off-nadir viewing capabilities. Typically these images have been acquired with different look angles; therefore, will have different geometric distortions, such as horizontal layover of trees and buildings (Im and Jensen, 2005) . Given these limitations, it is clear that an image differencing algorithm that accounts for the neighborhood of pixels will outperform one that does not. The three main approaches of this kind that we have found in the literature involve (a) the filtering of the difference image (Gong et al., 1992) , (b) the adaptive estimation of the magnitude of registration errors to select the pair of neighboring pixels best suited to compute the difference image at each location (Bruzzone and Cossu, 2003) , and (c) the substitution of the difference image by a neighborhood correlation image (NCI) derived by regressing each pixel in the final-state image with pixels of the initial-state image within a fixed-size window centered at that pixel (Im and Jensen, 2005) . Our approach is simpler, and is based on the assumption that given two co-registered images, the pixel of the first image whose footprint overlaps the most with that of a given pixel of the second image is the neighboring pixel that shows the least difference in digital number (DN) with the pixel under consideration. Thus, we compute the LCM robust difference image as:
( 1) where x dif (i,j) is the output DN of the pixel located in column i and row j of the difference image, x 2 (i,j) is the DN of that pixel in the second (final-state) image, and x 1 (p,q) is the DN in the first (initial-state) image of a pixel that is within a square window of width 2*w ϩ 1 centred at (i,j) (therefore the number of elements of the set of difference values from which the minimum is extracted is (2*w ϩ 1) 2 ). The "Ͼ" symbol denotes that if a difference is negative, then it is set to 0. Consequently, the LCM robust difference image only records changes that involve an increase of brightness. When the changes of interest involve a decrease in brightness (e.g., for vegetation index images), the order of the initial and final-state images is reversed in Equation 1. The default value of w is 1, i.e., a 3 by 3 window. After inspection of the level of misalignment, which can be performed by switching between the images in a common display window, the user can optionally set a greater value if the average displacement of features is larger than a pixel (e.g., we used w ϭ 2 in this
study). We note that in the case of multi-channel images, x 2 and x 1 would be the coordinates of the respective pixels in the multidimensional data space defined by the different channels. Furthermore, (x 2 Ϫ x 1 ) would be the Euclidean distance in the data space between these two points, with the particularity that when the difference is negative in some of the channels, it is zeroed as in the single-channel case. Finally, we also note that the only radiometric calibration requirement between the images is that the mean of the initial-state image is lower than the mean of the final-state image for each channel. If this is not the case, the final-state image is offset in each channel as to fulfill this condition. Using this simple technique, spurious change due to misregistration is effectively removed, as illustrated in Figure 3c (conventional difference image) and 3d (LCM robust difference image). In Figure 3c , pre-existing forest roads appear as if they were new roads due to the slight misalignment between the images. This difference image also exhibits salt and pepper noise in the forested areas. This noise is caused by textural differences that are a product of not only misalignment but to different sun elevation angles in the two acquisition dates. In the LCM robust difference image (Figure 3d ), both types of artifacts are removed. An additional advantage is that, free of noise, this difference image can also be used to create a neat bi-temporal RGB composite for visual interpretation (Plate 1: difference image, in the Red channel; finalstate image, in Green; and initial-state image, in Blue). Since this composite has a wider palette than the traditional duplication of one of the images (e.g., R ϭ final-state; G ϭ initial-state; B ϭ initial-state), it provides more visual cues for the interpreter. For example, in the images of Plate 1, new cut-blocks appear conspicuously in yellow, and can be easily distinguished from old cut-blocks (cyan), or from regions shaded by clouds in the first date image (orange).
Automated Selection of Thresholds
Most binary change detection algorithms (i.e., change versus no change) based on a difference image require the selection of a suitable threshold beyond which a pixel or region is deemed to have suffered a significant change. The threshold is used to create a raster mask of change that can be subsequently converted into a polygon vector layer that may be subject to further analysis using other layers of geographic information. The threshold may be obtained through any of (a) trial-and-error adjustment by a human analyst, (b) selection of a suitable percentile of the histogram of the difference image, or (c) optimal selection through a heuristic algorithm (e.g., Im et al., 2008) . The manual method is labor intensive and highly subjective. The heuristic optimization algorithms can efficiently search the threshold yielding the highest change detection accuracy. However, they require representative reference data that are usually unavailable in operational scenarios. Therefore, we prefer to rely on histogram-based methods.
From the many image thresholding algorithms that exist in the literature (Sezgin and Sankur, 2004) , we have chosen the "histogram-corner method" proposed by Rosin (2001) because of its simplicity and effectiveness. This method uses as a threshold the corner in the histogram plot of the difference image. It is based on the assumptions that (a) change in the imaged scene is scarce, and (b) the main peak (corresponding to unchanged pixels) of the histogram has a detectable corner at its base that can be used as a suitable change threshold. This corner is operationally defined as the point of the histogram curve that is farthest away from the line connecting the peak and the end of the right-hand tail of the histogram, which is trivial to locate (Rosin, 2001 ). Since remote sensing images usually have millions of pixels, we plot the histogram using the square root of the number of pixels in each bin to avoid dealing with a too strongly peaked histogram, which would lead to an overestimation of change. Also, to prevent the presence of secondary peaks due to quantization artifacts, we smooth the histogram curve by averaging each bin with the previous and next. By adding these two modifications and using the LCM robust difference image, we obtain a histogram curve that has a pronounced corner, which contrasts with the more round curve of the conventional difference image (Figure 4) .
Despite the effectiveness of this method, a single threshold usually does not work for all regions of change, and as a result, the output usually includes spurious change in addition to true land-cover change (Lu et al., 2004) . In particular, our previous empirical tests indicate that the histogram-corner method alone tends to overestimate change, meaning that it yields more errors of commission than of omission. To circumvent this, we fuzzify the membership to the "change" class by selecting two additional thresholds: (a) an upper threshold, beyond which change is considered to be certain, and (b) a medium threshold that divides the interval of the histogram between the upper and lower (from Rosin's method) thresholds into "likely change" and "possible change" (Figure 4 ). After experimentation, we observed no major changes as a result of selecting values for the medium and lower thresholds distant enough from the lower threshold but neither too high. Therefore, we opted for a simple heuristic scheme whereby the medium and upper thresholds are respectively the 25 percent and 50 percent (i.e., the median) percentiles of the frequency distribution of pixels temporarily marked as change, i.e., those with a value greater than the lower threshold. These thresholds form the basis of the region growing procedure described in the next section.
Growing of Regions of Change
Using the upper change threshold, we derive from the LCM robust difference image a binary (1, change; 0, no change) mask with the initial set of regions of change that are used as seeds for the subsequent region growing process. The latter is based on the assumptions that (a) most areas that have undergone a real change in land-cover contain at least one of these seeds, (b) most areas that correspond to spurious change consist of pixels with DNs between the lower and medium threshold, i.e., they have no seeds, and (c) most regions of true change are relatively internally homogenous in both the initial and final-state images. The mask is used to construct a labeled image where each pixel has as DN either 0 (no change) or the numeric identifier of the region to which it belongs. A region in turn is a set of connected change pixels (no diagonal connections allowed). Later, two additional pairs of binary mask plus labeled image are created, one with regions of "likely change" (between the medium and upper threshold) and the other with "possible change" (between the lower and medium threshold). The three labeled images are subsequently combined into a single one where each region has a unique identifier, after which a region adjacency graph is computed. Using this graph, it is possible to extract the identifiers of pairs or sets of regions of different class that are either adjacent or connected through adjacent regions. Then for each interconnected set i of regions of change ch and likely change lch, the mean DN of each subset ch i and lch i in the initial-state image (respectively ch1 and lch1 ) and the final-state image (respectively, ch2 and lch2 ) are computed, and their dissimilarity is evaluated using the following Equations:
That is, d 1 (ch i , lch i ) and d 2 (ch i , lch i ) are respectively the absolute normalized difference between the "change" and "likely change" subsets compounding set i in the initial and final-state images. For multi-channel images, is an m-component vector with the mean DN in each of the m channels, thus dissimilarity d is the Euclidean distance in the data space between the centroids of the subsets. If both d 1 and d 2 are less than the dissimilarity threshold d th , then the subset lch i is appended to ch i , otherwise it is deleted, meaning that all pixels within it are set to 0 (no change) in the mask. The default value of d th is 0.25, but it can be changed by the user to a value between 0.05 (the regions of likely change have to look practically the same as their adjacent change regions in both images) and 1 (no similarity constraint). This procedure is repeated for the "possible change" class (pch), and afterwards once again for the "likely change" (lch) class. The reason for this repetition is that there may be regions of the lch class that are not adjacent to a "change" (ch) region but are adjacent to a pch region that is in turn adjacent to a
ch region. This region growing process significantly reduces the amount of spurious change that would have been produced had the lower threshold been used directly.
Removal of Regions Smaller than the MMU
The next step is removing all regions of change that are smaller than the specified Minimum Mapping Unit (MMU), i.e., the minimum size that a change region has to exceed in order to be represented in the output layer. The default value, if the user does not know what MMU to use (unlikely in an operational scenario, as this is a cartographic requirement), is 25 pixels. Prior to this, all holes (i.e., no-change regions) within change regions that are smaller than the MMU for holes (the default value if not specified is MMU holes ϭ MMU) are removed, and the size of the regions recomputed. Also, the vicinity of to-be-removed regions is searched for nearby change regions. If they are found within an annexation distance a th , the space separating them (usually a road) is set to change, so that they become connected.
Vectorization
The last step in the workflow is to convert the final binary mask of change into a polygon vector layer in ESRI shapefile format (.shp), for which we use the same procedure as in Castilla et al. (2008) . First, the background (no change areas) is set to 2, and a 1-pixel thick boundary (where boundary pixels have DN ϭ 0) is created around the regions of change. Then the centers of boundary pixels are considered the initial vertices forming the outlines. This is analogous to considering boundary pixels as a transition zone between change and no-change that can be represented by its medial axis. Then nodes (junctions connecting arcs) are the centers of those boundary pixels having more than two non-diagonal neighbors that are boundary pixels. Arcs (line segments) on the other hand correspond to chains of boundary pixels that start and end by a node. Finally, polygons are delimited by the set of arcs bounding the corresponding region. In order to give a "natural" appearance to arcs, a spline interpolation is applied to the centroid of each three consecutive vertices within the arc. The smoothed arc is further simplified with a proprietary implementation of the Douglas-Peucker (1973) algorithm, which deletes redundant vertices using a tolerance of half the pixel size. These results are then saved as a shapefile, and the associate database file (.dbf) is filled with radiometric statistics about each polygon (i.e., mean DN and standard deviation in each image). A number of output options are available: for example, if linear features of change (e.g., new roads) are of no interest, the user can provide a width tolerance w th below which any elongated spur extruding from a polygon is clipped. These and other parameters, however, are optional, so in its typical usage LCM remains a fully unsupervised tool.
ENVI Change Detection
In order to compare our tool with a commercially available one, we created another vector layer of change for the study area using the same input images and the remote sensing package ENVI (ITTVIS, 2008b stretch value corresponding to this situation is the selected threshold (DN ϭ 25).
Using this threshold as input to Basic ToolsϾ Change
DetectionϾ Compute Difference Map, we created a classified image with two classes (change and no-change). 4. We set change regions smaller than 400 pixels (1 ha) to "unclassified" using ClassificationϾ Post-classificationϾ Sieve classes, with the 4-neighborhood (no diagonals) rule. 5. We smoothed the boundaries between change and no-change and removed isolated pixels using Cl.Ͼ Post-cl.Ͼ Clump classes with a 3 by 3 window. 6. We reclassified the unclassified pixels (change regions smaller than 1 ha) as no-change using Cl.Ͼ Post-cl.Ͼ Combine classes. 7. We converted the final change map into an ENVI vector file (.evf) using Vector.Ͼ Classification to Vector and later to an ESRI shapefile. 8. Finally, in ESRI ArcMap © , we removed holes within "change" polygons smaller than MMU (0.1 ha). It took us about an hour to complete the whole process.
Manual Correction of the LCM Vector Layer
We evaluated the possibility of incorporating LCM into operational landscape monitoring projects based largely on photointerpretation. In such projects, the LCM vector layer may be used as an initial template that is subsequently inspected and corrected where necessary by an interpreter. Our hypothesis is that this would lead to considerable time savings compared to the traditional modus operandi where the interpreter starts digitizing from scratch. We therefore duplicated the LCM vector layer and edited the copy in ESRI ArcView © using as background the multitemporal color composite described in the Robust Image Differencing section. We zoomed into every delineated polygon, and took one of following three alternative actions:
1. leave it as it is, if the outline fairly represents the boundary of the new cut-block, 2. correct some portion(s) of the outline, in case they misrepresent the boundary of the new cut-block, or 3. remove the polygon (by merging it to the surrounding nochange polygon) if it doesn't correspond to a new cut-block. Also, on a few occasions, we had to digitize some small new cut-blocks that had not been detected by LCM. Action 2 consists of two separate operations: (a) digitizing the arc that replaces the incorrectly delineated portion of the outline, and (b) merging the resulting spurious polygon to either the exterior of the new cut-block or its interior, depending respectively on whether the error was of commission or omission. Action 2a was performed with the Minnesota Department of Natural Resources (MNDR) Stream Digitizing Extension for ArcView © (MNDR, 2000) , using a distance between vertices of 10 m. Action 2b was performed with an ad hoc button created in the ArcView © toolbar that merges one or more selected polygons to the larger of them. The selection is carried out by simply holdclicking and dragging with the left mouse button a rectangle completely contained within the to-be-merged polygons. It took two hours to complete the manual evaluation and correction of the 242 cut-blocks within the LCM layer. Finally, in order to compute the amount of outlines manually digitized in the corrected LCM layer, we converted it from polygon to polyline and created a new polyline vector layer with only those arcs that were not present in the LCM original layer.
Accuracy Assessment
In order to estimate the accuracy of the tested methods in terms of area, we performed a conventional remote sensing accuracy assessment using the interpreter layer as "ground truth" and a 100 percent sample size (meaning that we used all the pixels in the computation of the confusion matrix). We rasterized the four layers (ENVI, LCM, LCM corrected, and human) using a 10 m grid cell size, and for each layer we counted the number of (a) cells correctly classified as change (both in the layer being assessed and in the interpreter's layer), (b) errors of omission (cells labeled as "no-change" in the layer and as "change" in the interpreter's layer), and (c) errors of commission (cells labeled as "change" in the layer and as "no-change"' in the interpreter's layer). Table 1 summarizes the results in terms of number (n), average size and perimeter length ( ) of detected cut-blocks, false cut-blocks, and undetected cut-blocks for each of the methods considered. Plate 1 illustrates sample LCM results across the study area together with those of the interpreter. The degree of coincidence is in general excellent. Figure 3 shows three different delineations of a new cut-block, respectively, from ENVI (Figure 3e ), LCM (Figure 3f) , and the human interpreter (Figure 3g ). The three delineations are highly coincident (Figure 3h) , with the human's slightly more generalized than LCM's and LCM's more than ENVI's. Figure 5 shows two examples [(a1) through (a8) and (b1) through (b8)] of how the manually corrected LCM layer looks [(a4) and (b4)], and how it compares with the human's [(a3) and (b3)]. It also shows the manually delineated portions in the corrected LCM layer for these two examples [(a8) and (b8)], and the accuracy map for ENVI [(a5) and (b5)], LCM [(a6) and (b6)] and the corrected LCM [(a7) and (b7)]. The result of the pixel-based accuracy assessment can be found in Table 2 . Further detail on each method follows.
Results and Discussion
LCM Vector Layer
We ran the LCM tool on the 2004 and 2006 SPOT images to map new cut-blocks in the 1,000 km 2 study area using a minimum mapping unit of 1 ha (400 pixels) and of 0.1 ha (40 pixels) for holes (islands of remnant forest within the cut-blocks). The full LCM process, from the initial and finalstate images to the polygon vector layer, took 96 seconds to complete in an AMD Opteron with 2 GHz CPU and 8 Gb of RAM. This is less than three seconds per Megapixel (where the latter refers to the dimensions of the image plane irrespective of the number of channels), which is faster than any commercial tool of which we are aware. Furthermore, all these tools require some degree of user interaction and supervision during the processing, whereas with LCM. The output vector layer is just one click away from the input images.
LCM detected 242 new cut-blocks (2,481 ha), of which 53 (238 ha) are false positives. The latter mainly correspond to old cut-blocks that appear darker in 2004 than in 2006, where in many cases this was due to a cloud shading the area in the 2004 image (e.g., Plate 1a and 1b). LCM did miss five small cut-blocks totaling 7 ha, which were probably removed because their LCM delineation was smaller than the MMU. In terms of area, the overall accuracy of the tool was 87 percent, with 301 ha of errors of omission and 426 ha of errors of commission, respectively 13 percent and 18 percent of the 2,364 ha reported as new cut-blocks by the interpreter. As stated above, errors of commission are mainly located in old cut-blocks shaded by clouds or simply darker in the 2004 image. When this situation occurs next to a new cut-block, the automated delineation will include portions of the old cutblock in the change polygon (Figure 5b) . Errors of omission occur in areas within new cut-blocks that are darker in the L , 2006, 2004] ) of the 20 km ϫ 50 km study area. New cut-blocks appear yellow. Right Panel: eight sample 2 km ϫ 2 km sites with new cut-blocks labeled (a) through (h), correspond to the small white squares in the left panel image. Within the small images, LCM outlines are displayed as a black continuous line, and the photointerpreter's as a dashed red line. To appreciate how composite colors portray the differences between the images, see Figure 5b1 through 5b8, which displays the same area as (a).
2006 image either because they are shaded by neighboring trees or terrain, or because they contain patches of grass or shrubs, or because they correspond to a north-facing slope, like the thin corridor separating the upper part of the cutblock in Figure 5a . It should be noted that some omission errors are actually pre-existing roads inside new cut-blocks that were included in the more generalized delineation of the interpreter, such as the road in Plate 1h. Note that most outlines in the corrected LCM layer come from the automated delineation (labeled as "used" in (a8) and (b8)). 
ENVI Vector Layer
The ENVI change detection procedure yielded 247 new cutblock polygons (2,283 ha), of which 53 (170 ha) are false positives, where the latter have the same cause as in LCM, although they are not always spatially coincident. There were eight small cut-blocks (11 ha in total) that remained undetected. As with the LCM test, this was probably because they were partially detected and considered smaller than the MMU. The overall accuracy was 83 percent, with 387 ha of errors of omission and 314 ha of errors of commission, respectively 16 percent and 13 percent of the 2,364 ha reported by the interpreter. These results are comparable to the LCM results, with slightly inferior accuracy and slightly more errors of omission, but with less errors of commission. The reason for the latter is that the threshold we manually selected for ENVI is 25, whereas the (lower) one automatically selected by LCM is 4. Had we selected an equivalent threshold of 6 (the mean brightness of the LCM robust difference image is around 2 DN less than the ENVI difference image), we would had obtained an overwhelming error of commission: 6,500 ha, coming from 2.6 million pixels greater than 6 and less than 25 in the ENVI difference image. Put another way, we could have selected a lower threshold for ENVI and reduce the errors of omission, at the cost of greatly increasing the errors of commission. LCM can adopt such a low threshold because the majority of "false" change regions contain no seed of "true" change and therefore get discarded. It also should be noted that spurious change due to misregistration barely affected ENVI results. However, the reason is not that spurious change was rare, but that it mainly consisted of segments of pre-existing roads that were smaller than the MMU (400 pixels). With a MMU of a few tens of pixels, this kind of error would have appeared in the ENVI layer. Another drawback is that the jagged ENVI outlines are not suitable for a cartographic scale 1:10 000 or coarser, as they appear ill-defined. It could be argued that this problem may be tackled by simplifying the outlines with a line generalization algorithm, but the presence of spurs or spikes of one-pixel width can create topological errors and sliver polygons that are complicated to correct automatically.
Manually Corrected LCM Vector Layer
After removing false new cut-blocks and digitizing incorrectly delineated portions of LCM outline, the corrected LCM layer contains 185 cut-block polygons (2,346 ha). Upon further inspection by an independent analyst, two of these polygons were found not to correspond to cut-blocks but to a new road and to a landslide along a new road (the latter can be appreciated in Figure 5b7 , lower left portion). The degree of agreement in terms of area of this layer with the manually photo-interpreted layer used as reference is 92 percent. Disagreements (181 ha of omission and 162 ha of commission, respectively 8 percent and 7 percent, of the total clear-cut area reported by the interpreter) occur mainly along the perimeter of cut-blocks due to slightly different delineations, as can be appreciated in Figures 5a7 and 5b7. As a point of fact, multiplying the total length of outlines (439 km) by the 10 m cell size used for accuracy assessment yields 439 ha of cells that are prone to disparate labeling in these two layers, which is close to the sum of reported disagreements between the layers. Finally, the difference in number of cut-blocks between both layers (183 in the corrected LCM's versus 166 in the interpreter's) is due to the fact that some cut-blocks in the corrected LCM layer are actually portions of a larger cut-block separated by preexisting roads, like the one shown in Plate 1h.
Estimation of Time Savings
Based on statistics derived from the B.C. government contract within which the reference layer was produced, we estimate that an experienced analyst can find and digitize about 220 ha of cut-blocks per hour at an average digitization scale of 1:5 000 in the intensively harvested B.C. coastal forests. This translates to approximately 40 km of line work at the 1:1 scale per hour. Considering that the interpreter's layer contains 439 km of outlines (discounted the 140 km frame), it took him 10 hours to complete it. On the other hand, the corrected LCM layer contains 36.61 km of manually-delineated outlines out of a total of 424 km (again discounted the frame). That is, more than 90 percent of the total length of this final product comes from the automated delineation, which was created in less than two minutes. Then, the circa 37 km could have been delineated by an experienced interpreter in around an hour, to which it must be added the time required to perform the drag and click merging operations that remove both false positives and the spurious polygons created along the manually digitized portions of outlines. The GIS union of the LCM layer with the manually corrected one has 477 polygons, whereas the latter has 312 polygons (holes included), i.e., 165 merges were performed. Allocating a generous 10 seconds per merging operation (note for example, that many of the merges can be performed simultaneously), this represents half an hour. So overall, the mapping of new cut-blocks in the study area could have been completed in one and a half hours instead of ten hours, had the interpreter simply corrected the LCM layer instead of starting from scratch. This is more than six times faster than the conventional procedure. We note that these time savings could be further improved by the addition of some simple logical rules during the region growing phase. For example, many of the errors of commission could have been avoided by setting a brightness threshold beyond which a region under evaluation is likely to correspond to a cut-block in the initial-state image. However, such threshold would have to be determined by the user, therefore adding some degree of supervision to the process.
Applicability to other Land-cover Monitoring Issues
We have not yet evaluated the manual correction in other areas, but we have made tests with LCM in other parts of the world with different imagery (specifically, Landsat TM, IRS pan, and QuickBird MSS), and the results have similar quality to those obtained in this study. Therefore, we expect that these time savings can be extrapolated to other situations akin to clear-cutting where the disturbances to be monitored involve clear changes in radiometry between the initial and final-state images, such as forest fires, tropical deforestation, glacier retreat, and any other extensive (at the spatial resolution of the imagery) change involving a complete disappearance of the original land-cover. However, we anticipate that for linear features that have a few pixels width at the resolution of the imagery (e.g., roads, landslides, etc.), or when the changes in land-cover are partial (e.g., insect outbreaks, selective cutting, etc.), results may not be optimal, an issue that we will investigate in future research. Finally, we would like to note that LCM can also be easily used for multi-temporal change analysis by applying it sequentially to consecutive pairs of images in the time stack.
Conclusions
In this paper we have introduced the Land-cover Change Mapper (LCM), an automated tool that rapidly (Ͻ3 secs/ Mpixel) generates a polygon shapefile with regions of change between two co-registered single or multi-channel remote sensing images acquired at different dates. The only userdefined parameter required in a typical application is the size of the minimum mapping unit (MMU), although there are a number of optional parameters that allow to fine-tune the output. We tested the LCM's ability to detect and delineate new cut-blocks in a 1,000 km 2 forested area of British Columbia. Despite being fully unsupervised, LCM achieved better accuracy than a user-intensive procedure based on commercial software, and provided higher quality outlines enabling a full integration with vector-based GIS. Our results indicate that LCM output layer is directly usable within projects requiring moderate accuracy (Ͼ85 percent), or can be manually corrected for projects requiring the highest accuracy, such as those currently relying on photointerpretation. In this latter case, where the LCM layer is used as an intermediate product, more than 90 percent of the outlines in the final product came from LCM automated delineation, which translated into a sixfold time saving compared to the normal procedure where the interpreter starts digitizing from scratch. A hybrid approach of this type will increase business productivity several times and will foster monitoring agencies' trust in semi-automated change detection. A freeware version of LCM may be downloaded from the Internet (http://sites.google.com/site/gcastillatools/lcm) during 2009.
