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Abstract 
Productivity improvement within the construction industry has addressed 
issues that are predominantly associated with activities and tasks on 
construction sites, and less so in the office work. The lack of an understanding 
of the proportion of productive time during working hours for designers, as well 
as the measurement method forms a significant gap in the knowledge of the 
design process. Productivity management cycle comprised of 4 phases: 
measurement; evaluation; planning; and improvement. Therefore, 
measurement becomes essential in productivity improvement. This study 
identifies the lack of defined duration for design task and measurement of 
design activity time as an essential gap in the productivity knowledge that 
relates to designers.  
This research was aimed at measuring the productivity of the designer based 
on the amount of time spent during working hours, to facilitate the 
establishment of a realistic output value for the design stage. The study 
presented in this thesis focuses on investigating a standard activity time for 
design tasks along with establishing a set of explanatory statistical models that 
could be employed as a solution for complementing existing design 
productivity efforts. The data for this study obtained through a convenience 
sample of six cases comprising building consultant companies in Iran, with the 
key data mobilised by video observation.  
The findings of the research show that the proportion of productive time in 1 
hour of working is 75% which is 45 minutes, while the proportion of non-
productive time in 1 hour of working is 25% which is 15 minutes.  In order to 
provide a means to validate the findings reached, 2 Iranian and 2 British 
consultant managers were interviewed separately to gain an industry 
perspective and it verify that the minimum acceptable level of productive time 
hovers around 75%. 
Keywords: productivity, design activities time, construction project, 
measurement.  
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Chapter 1. INTRODUCTION 
1.1 BACKGROUND TO THE RESEARCH  
Productivity as a subject has been extensively studied and become a highly 
specialised and important topic. The basic concept, of outputs divided by 
inputs, becomes increasingly more complicated when the productivity 
environment (Mason, 1979), scale and technological base (Del Gatto et al., 
2011) is also considered.  
Historically, the focus for productivity was manufacturing and a large body of 
the theory is based upon the work done in this sector (Yalley and Sekhon, 
2014). As understanding of the uniqueness of economic sectors has grown, 
the work on productivity has expanded to accommodate the respective 
differences (Yalley and Sekhon, 2014).  Various investigations such as Price 
(1986) and Olomolaiye (1988) have conducted studies that focus on specific 
work section in construction to achieve improvement in productivity for site 
activities in construction. These studies along with similar efforts from the 
construction industry, have contributed to the evolution of activity times for on-
site tasks.  
However, the focus in construction, perhaps understandably so, has been on 
the production site and the operatives in such work environments.  By contrast, 
very little research exists on the productivity of non-site based workers, and 
more specifically, designers (both architectural and engineering) who play a 
crucial part in the delivery of solutions within the construction industry.  There 
is no clear understanding of how productive designers are or how to measure 
activity or utilisation time for the designer. The lack of detail and transparency 
on designer times for their work output makes the design phase of the 
construction process the weaker counterpart that consequently affects the 
entire project process.  This can be appreciated in the inordinate time that is 
increasingly required for design compared to site operations in the delivery of 
construction projects. 
Many reports such as BBC (2015), Allen (2015), Harari (2016) have highlighted 
the progressive decline in productivity across the UK economy as a whole.  
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Harare (2016) in particular illustrates this decline by arguing that the productive 
capacity of UK workers fell to 20% below the average of their G7 counterparts 
in 2014.  Similarly, a study by the Office for National Statistics (ONS) that 
addressed an international comparison of productivity showed that based on 
Gross Domestic Product (GDP) per hour worked, Germany and Japan were 
highest and lowest respectively among G7 countries.  Significantly, the UK 
lagged behind other developed countries and ranked sixth out of the G7 
(Harari, 2016).  Figure 1-1 shows the results of the international comparison of 
productivity by ONS. 
 
Chapman (2015) focused on the detailed measures in productivity gap 
between the UK and the rest of the G7.  His analysis showed that the 
productivity gap of the UK was 18% while that of the rest of the G7 was 7%. 
The overall low productivity in the UK economy reflects in the construction 
industry.  
Table 1-1 presents the contribution that the construction industry makes to the 
UK economy measured by Gross Value Added (GVA).  
In 2014, the contribution of construction industry to the UK economy was 6.5%, 
which translates to £103 billion.  The contribution in 2014 is markedly lower 
compared to the output a decade earlier in 2004 (6.8%), with a peak of 6.9% 
in 2007.  The decline from 2007 coincided with the genesis of the global 
financial crisis. 
Figure 1-1: International comparison of productivity by the 
ONS.(Harari, 2016) 
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Table 1-1: Contribution of construction industry to the UK economy (Rhodes, 2015). 
 £ billions (current 
prices) 
£ billions (2011 
prices) 
Real % 
change 
% of economy 
1997 43 79 … 5.5% 
1998 47 80 1.5% 5.7% 
1999 48 81 1.3% 5.6% 
2000 56 82 0.9% 6.1% 
2001 59 83 1.8% 6.2% 
2002 66 88 5.7% 6.6% 
2003 72 92 4.8% 6.8% 
2004 76 97 5.3% 6.8% 
2005 81 95 -2.4% 6.8% 
2006 86 96 0.8% 6.8% 
2007 91 98 2.2% 6.9% 
2008 90 95 -2.6% 6.6% 
2009 81 83 -13.2% 6.0% 
2010 84 90 8.5% 6.0% 
2011 92 92 2.2% 6.3% 
2012 89 85 -7.5% 6.0% 
2013 92 86 1.4% 6.0% 
2014 103 94 9.5% 6.5% 
 
In Table 1-2 construction’s contribution to employment in the UK ties in with 
the pattern of its GVA contribution.  The data indicates that the proportion of 
construction jobs out of all jobs in the UK was 7% in 2005, and grew to a peak 
in 2007.  Thereafter, it reflected a progressive declined to it recent value of 
6.2% in 2015.  The progressive decline reflects the trend of productivity decline 
in the construction industry. 
Table 1-2: Construction jobs in the UK industry (Rhodes, 2015). 
 Millions % of all jobs 
1982 1.79 7.0% 
1992 1.94 7.0% 
2005 2.18 7.0% 
2006 2.25 7.1% 
2007 2.30 7.2% 
2008 2.28 7.1% 
2009 2.24 7.1% 
2010 2.08 6.6% 
2011 2.05 6.5% 
2012 2.05 6.4% 
2013 2.04 6.4% 
2014 2.10 6.3% 
2015 2.11 6.2% 
 
Focussing on the services sub-sector of construction, the picture is similar to 
the overall productivity trends.  Table 1-3 presents the total value of 
construction work in which architects and other designers played a key role for 
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the period between 2001 and 2010.  In Table 3–1 the aggregate value of 
production drawings analysed by building type in United Kingdom in 2010 was 
£ 55,313 million while in 2008 it was £ 82,198 million.  Here again the decline 
from 2008 to 2010 reflects the general trend of a decreasing productivity. 
Table 1-3: Estimated value of production drawings analysed by building type in United Kingdom 
(National Statistics, 2011) 
 Housing Non-housing Total 
Year2 Private Public All Private Public All Private Public All 
2001 28,830 3,486 32,317 35,284 8,706 43,990 64,114 12,192 76,306 
2002 26,537 9,736 36,273 18,282 7,170 25,453 44,819 16,907 61,726 
2003 22,367 11,142 33,510 20,878 6,472 27,350 43,245 17,614 60,860 
2004 35,046 4,227 39,273 19,524 4,561 24,086 54,570 8,788 63,358 
2005 42,206 3,563 45,769 25,407 8,227 33,634 67,613 11,790 79,403 
2006 31,926 3,165 35,091 37,197 11,126 48,324 69,123 14,291 83,414 
2007 22,273 5,335 27,607 40,393 11,931 52,325 62,666 17,266 79,932 
2008 22,896 2,487 25,383 42,703 14,111 56,815 65,599 16,599 82,198 
2009 11,290 625 11,914 22,205 11,053 33,258 33,495 11,677 45,172 
2010 9,946 1,917 11,863 15,923 27,527 43,450 25,869 29,444 55,313 
 
The declining  trend in productivity in UK construction is not unique and shared 
by other economies.  Overall, average productivity levels in global construction 
reflect a downward trend, albeit at a much gentler slope. The construction 
industry in Iran has been experiencing a similar reduction in annual growth. 
The progressive decline in productivity could be associated with economic 
fluctuation in Iran from 1979, and especially pronounced after the presidential 
elections in 2009.  The escalation of international sanctions on the exports and 
imports from that date led to a serious crisis in the economy of the country (Gal 
and Minzili, 2011).  According to Keihan News (2013), the economic 
contribution of the construction industry in Iran declined from 37% to 35% 
between 2005 and 2009.  This decline is in keeping with a general downward 
trend in output for the construction industry.  Nowwhere is this better reflected 
than in the housing sector, which is influenced directly and indirectly by the 
changes in the national economy. The evidence of the decline in the housing 
sector as measured bythe number of permits issued for housing projects fell 
by 5% over the same period (Statistic Centre of Iran, 2015). 
The foregoing analysis demonstrates the common global need for a general 
improvement in the delivery of the outputs in the construction industry 
(Overduin, 2012).  Clearly, such improvements for site related tasks has 
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achieved significant progress because of the foundation created by 
establishing utilisation times.  Such a foundation is yet to be established for 
the pre-site related tasks, in particular, the design phase.  The lack of a 
standard activity time for design as benchmark in design productivity means 
that it is impossible for designers and clients to understand how productive 
their teams are and if any interventions are required to improve their 
performance.  Creating the basics and foundation for establishing such activity 
times is the essential breakthrough required to support the accelerated 
improvement of the design phase in the construction sector.  For the 
construction industry in Iran, such a foundation is critical for its construction 
industry if it has to compete on a global basis.  Current practices and 
preliminary engagements with practitioners appear to suggest that estimates 
and assessments of utilisation times for designers are based on individual 
experiences and opinions, and the output rates can vary significantly without 
any justifiable explanations.  While such a detail exists for some market 
segments of design in manufacturing, the same is not the case for 
construction.  It is easy to argue that construction should adopt the 
manufacturing standards.  However, productivity standards do not simply 
translate from one sector to another, and the application of the theory has to 
be adapted from sector to sector.  These important considerations provided a 
motivation for focussing on the options for improving the activity time definition 
for design tasks in construction projects, to facilitate the establishment of a 
realistic output value for the design stage, with a view to assisting construction 
companies to have a more reliable measure of the designer activity time. 
 
1.2 KEY QUESTIONS 
In order to undertake this research effectively, it is critical to develop questions 
tailored towards achieving the research aim, as well as identifying vital aspects 
of designer utilisation times.  The following questions were formulated from the 
background to the study and preliminary literature review to aid this particular 
research.  
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1. What factors affect designers’ productive time in a consultant design 
office with particular emphasis on building projects?  
2. How is design as an activity measured by practitioners in the 
construction industry? 
3. How can construction industry measure productivity in design phases? 
4. What are the standard times for delivering design activities? 
Resolving these questions would enable design in construction to create the 
platform for resolving the conundrum of utilisation time for the designer. 
1.3 AIM AND OBJECTIVES 
The aim of the research is to develop a measurement tool to measure the 
productivity of the designer based on the amount of time spent during working 
hours, to facilitate the establishment of a realistic output value for the design 
stage, thereby assisting construction companies to have a more accurate 
measure of the design activity time. The following objectives were used to 
achieve the aim of the study: 
1. Produce a review that addresses recent and current developments and 
improvements in the research within the discipline of design and 
productivity and in particular utilisation time.  
2. Develop a framework that would serve as a foundation for a standard 
activity time for design tasks (SAT-D) as a solution for complementing 
existing design productivity efforts. 
3. Establish explanatory statistical equations to address the variability in 
design activity time and measure design activity time. 
4. Validate the findings to create how practitioners can best make use of 
activity times for improving designer productivity. 
5. Propose recommendations for adoption of the framework for the 
measurement of designer utilisation times by practitioners in 
construction. 
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Table 1-4 shows how these objectives are linked to achieve the aim of this 
study.  Also, the required data and the methods used to achieve the research 
objectives are shown. 
 
Table 1-4: Summary of research objectives and the methods to achieve them 
Objectives 
Data required to 
achieve the objective 
Methods to achieve the 
objective 
Tools 
Produce a report on recent 
and current development in 
research within the 
discipline of design and 
productivity. 
Journal papers, Books, 
research 
A comprehensive review of: 
-Design and its related tasks within 
the construction sector and how 
design currently addresses efficiency 
measurement. 
-Productivity improvement theories 
and their application in different 
sectors; to include manufacturing 
and services as well as construction. 
 Internet 
 Catalogue Plus 
 Books 
 Journals 
 Magazines  
 
Develop a fundamental 
standard activity time for 
design tasks (SAT-D) as a 
solution for completing 
existing design productivity 
efforts. 
Time lapse data Interviews and video recording 
observations. 
Using INTERACT software to classify 
data, Coding data. 
Video-Camera  
(Kodak Zi8 Pocket 
Video Camera) 
Establish an explanatory 
mathematical equation to 
establish the amount of time 
that each design activity 
should take improving 
design productivity. 
The coded data from 139 
days observation. 
Linear regression is in order to 
produce explanatory statistical 
models. In addition, backward 
variable selection procedure is 
applied to select and keep most 
relevant independent variables in 
the models. 
SPSS 
Validate the research 
findings to establish how 
practitioners can best make 
use of that for improving 
design productivity. 
 
 
Findings of the research  Interviews with professionals in 
design field.  Telephone 
 Email 
 
Propose recommendations 
for adoption of the standard 
activity time for design tasks 
(SAT-D) by practitioners in 
construction. 
Data from analysed data, 
interviews and limitation 
in the study 
 
 
 
1.4 RESEARCH DESIGN 
The investigation employed three dominant stages, a comprehensive literature 
review of existing sources, followed by attitudinal data obtained through 
interviewing, and lastly, observational study of 22 working designers to support 
the development of time utilisation.   
Due to the lack of existing research in in the area of productivity measurement 
in design offices, the literature review also addressed the core aspect of 
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identifying an appropriate methodology for studying productivity in the design 
environment. This included developing a comprehensive coverage of the 
current knowledge of both productivity and design improvement efforts.  In 
order to explain any productivity trends identified in the study, the literature 
review also explored potential factors that could affect productivity and 
investigated options for improving the activity time definition for design tasks 
in construction projects.  The effort to mobilise data involved observational 
studies and interviews to establish current practices and the activity times that 
can be associated with design.  To obtain the observation data the study relied 
on direct surveillance complemented by a high-resolution motion camera video 
recording. 
Subsequently, the collected data was coded and analysed to provide dominant 
representation of designer activity times.  At this stage, a designer activity is 
categorised into productive and non-productive. Based on this classification, 
the spend time on each activity is measured and analysed.  The measured 
spend time then provides a baseline for establishing a fundamental Standard 
Activity Time for Design tasks (SAT-D).  SAT-D comprises a list of normal time 
for each activity that shows a benchmark for the design activities.  Thus, a 
designer in a construction design office can compare his/her activities time with 
SAT-D.   
Finally, the SAT-D and statistical models are examined and validated through 
interviewing experts in design field. The validation of finding assists in 
recalibrating and adjusting the findings of the research. The research design 
is organized into five main steps which presented in Figure 1-2. 
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Figure 1-2: Research design 
 
Also, Figure 1-3 illustrates the flow diagram of research design. The aim of this 
research is to develop a measurement tool to measure the activity time for 
design tasks in construction projects, to facilitate the establishment of a 
realistic output value for the design stage, thereby assisting construction 
companies to have a more accurate measure of the design activity time.  
This research is based on the measurement of designers’ time. In order to 
initiate data collection, practitioners are interviewed to provide a wider view 
towards the design phase and activities involved. Also, it is followed by 
physical observation, where video camera is used for direct observation of 
designers’ behaviour. The observational study is conducted from design 
offices. In this research, the collected data are limited to 6 consultant building 
design companies in Iran.  
Time/work measurement is the technique of this study to measure a designer’s 
activity time. The needed data is collected via observational studies. The 
observational study method is used for data collection. This research studies 
are limited to 6 consultant building design companies in Iran. The activity of 
architects and structural designers are studied. Limitation of participant’s time, 
Stage 1
•Refining the definition of the research gap through a comprehensive review of the design process and 
its related tasks within construction sectors followed by a comprehensive review of productivity 
improvement and their application in different sections. This has been achieved in the first year report.
Stage 2
•Collecting  video data from observational studies and conducting comprehensive interviews with 
identified key participants in the design process.
Stage 3
•Analysis collected data  statistically.
Stage 4
•Establish a set of standard activity time for dsign tasks,and develope a  set of explanatory statistcal 
model to measure design activity time.
Stage 5
•Validation of findings through interviews with experts to find other aspects which may have potential 
to improve research findings and propose these aspects for future research .
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the requirement to probe into area, that may come up or may develop and the 
open-ended nature of some of the questions lead this research to choose 
semi-structured interviews. For this research study, the direct or non-
participant observation is chosen. In direct observation, the observer does not 
become involved in any activity and remains a passive observer. Also, video 
recording observation is used in order to focus the same events at the same 
time for reliability of the observation. 
 
 
 
Figure 1-3: Flow diagram of research design 
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1.5 SCOPE OF THE STUDY 
The scope of this study involves assessing activity times in a design office.  
More specifically, the analysis conducted addresses designers that engage in 
the production of architectural and engineering solutions for building projects. 
While other areas of design within construction, such as infrastructure 
development, there is ample evidence of a shared work culture and practice 
between design in building projects and these areas to make the outcome of 
the study relevant.  As such, the adopted scope for the study should yield 
results that can in turn be adapted for application in these additional areas of 
design in construction. 
 
1.6 KEY FINDINGS 
The study demonstrates the potential for assessment of activity time 
measurement in design offices, and this is currently addressed inadequately.  
It also supports the view that utilisation times for design tasks can be measured 
through qualitative and quantitative factors such as time, cost and aesthetic 
value.  The latter two factors are easy to configure, though no less easy to 
measure.  In respect of time measurement in the design consultant office, the 
research revealed that effective time spent on design tasks and productivity 
outcomes for designer activities can be measured objectively using the 
approach proposed in this thesis.  Additionally, the study found that work 
measurement in the design phase has hitherto, not addressed the designer 
activity times.   
Establishing an optimum duration for tasks undertaken in the design phase 
was an essential contribution of the thesis. The analysis culminated in a 
definition of the generic level of utilisation in the form of standard activity time 
for design tasks and activities. In addition, the investigation resulted in the 
development of a set of mathematical relationships to depict the utilisation 
level that can be associated with designer activity time that provided for the 
contribution of effective designer effort and ineffective designer effort.  The 
findings of the research showed that the proportion of productive time in one-
hour (1) of production work is 75%, which accounts for 45 minutes, while the 
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proportion of non-productive time associated with one-hour of working is 25%, 
which is 15 minutes.  As the major task of a designer is drawing, the results 
also addressed this specific task, and indicated that the proportion of drawing 
time in one-hour of working is 39% which is 23 minutes and the rest of his/her 
time is spent for other tasks. In addition to these specific utilisation times, the 
findings of the research showed that design activity times are influenced by 
personal, environmental and project factors.  
 
1.7 THESIS STRUCTURE 
This thesis consists of eight chapters, with each chapter making a unique and 
related contribution as described below. 
Chapter 1- INTRODUCTION 
This Chapter presents an introduction to the research and to the thesis. 
The Chapter begins with the background to the research which 
describes the origination of the research based on research gap. This 
is then followed by the background to the research and then key 
research questions. Afterward, this Chapter presents the research aim 
and objectives. After that, research approach is presented. Finally, 
scope of the study, key finding and thesis structure are presented 
respectively.   
 
Chapter 2- DESIGN IMPROVEMENT IN CONSTRUCTION 
This Chapter states and discusses the current design process and 
improvement. It includes the nature of problem in design, design 
problems solving and, design tools. After that, design as information 
transaction is discussed. Finally, the last part of this Chapter states that 
the current improvements do not address the productivity improvement 
in design phase via measuring the design task. 
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Chapter 3- REVIEW OF PRODUCTIVITY IN DIFFERENT SECTORS 
This Chapter starts with an introduction to the productivity concepts and 
productivity definitions. This follows by reviewing the scopes of 
productivity in manufacturing and construction sectors. This is with a 
view to have insights into the productivity in construction fields, and the 
factors that influences both positive and negative impacts on 
productivity activity time in construction projects. Afterwards, factors 
affecting productivity measurements in the office environment are 
presented. Then, work study is presented as method to measure 
productivity. Finally, work/activity sampling is determined as suitable 
measurement technique for time study method. 
 
Chapter 4- RESEARCH METHODOLOGY AND DESIGN  
This Chapter presents details of the research methodology and 
justification behind selected research method. The Chapter begins with 
an introduction to the philosophical stance of this research. It then 
presents an overview of forms of reasoning and research strategies for 
the design of this research. The last section presents detail of data 
collection methods used in this research. 
 
Chapter 5- DATA MANAGEMENT 
In this Chapter the collected data in the form of interview records and 
video data are coded. This then followed by presenting correlation 
between variables. 
 
Chapter 6- INFERENTIAL ANALYSIS AND RESULTS 
This Chapter presents details of inferential data analysis for design 
activity. The Chapter begins with defining a fundamental standard 
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activity time for design task. This then followed by developing a set of 
explanatory statistical models. 
 
Chapter 7- DISCUSSION  
This Chapter interprets the results of the data analysis in a form of a 
discussion. Then it follows by presenting validation of results and results 
contribution to productivity measurement. 
 
Chapter 8 – CONCLUSIONS AND RECOMMENDATIONS 
This Chapter draws the conclusions and recommendations of the 
research study. This Chapter presents the conclusions and 
recommendations of the research. The Chapter starts with a discussion 
of how the objectives of this research were achieved. This is then 
followed by a discussion of contributions to the knowledge. This 
Chapter also discusses the limitations of this research and 
recommendations for further research. 
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Chapter 2. REVIEW OF DESIGN IMPROVEMENT 
2.1 INTRODUCTION 
The purpose of this chapter is to provide a comprehensive review of current 
knowledge and practice of design and its related tasks within the construction 
sector.  The chapter also addresses how design in the sector currently 
evaluates efficiency in it performance. For this purpose, the definition of 
design, the design process, the nature of problems in design, problems 
solving, design as an information transaction and design tools are defined and 
discussed.  In the design definition section, several of the most approved 
definitions of design are provided. In the design process section, the division 
of the design process is addressed. Additionally, some design problem factors 
are explored along with some common design solution methods followed by a 
discussion of dominant design problems at various design stages, and leads 
to the connection between currents tools, solutions and practices and the 
research problem. 
 
2.2 DESIGN 
Design is a procedure that is undertaken by a team of people through human 
interaction; where the end product is a direct result of the interpretations, 
participations and prejudices of those involved (Gray and Hughes, 2001). 
According to Fielden (1963) design is “The use of a scientific principles, 
technical information and imagination in the definition of a structure, machine 
or system to perform pre-specified functions with the maximum economy and 
efficiency”. Luckman (1967) defines design, as “The translation of information 
in the form of requirements, constraints into probable and potential solutions 
by the designer to meet needs and required performance characteristics forms 
the process of design; and the presence of creativity and originality in the 
process of design are necessary”.  
It can be deduced from the definitions of design above that it is a crucial aspect 
of any project, and therefore requires more attention and a fixed timeline to 
prompt designers and their team to innovate more rapidly and achieve 
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continued improvement in creativity. However, in recent times, designing as 
an activity has become more difficult and specialized. In addition, rapid 
technological advancement makes the designer’s task easy in one respect and 
more complex at the same time.  The impact of such complexity on design is 
appreciated by exploring the design process.  
 
2.3 DESIGN PROCESS 
While design can also be defined as a temporary activity in order to create a 
unique product (Project Management Institute, 2013), Haponava and Al-
Jibouri (2010) describe the process involve in achieving the product as “the 
transformation of a set of input into desired output using various actions, 
methods and operations”. From the explanation, it can be deduced that the 
design process is a temporary task comprising a series of activities that 
involves transforming input (in the form of demands and requirements) into 
desired output (in the form of conceptual solutions to client needs).  
In this respect, every project has three main characteristics which are: unique, 
temporary, and predefined goals (Zwikael, 2009). According to Hughes et al. 
(2004) and Zwikael (2009) all projects are expected to succeed, although not 
all of them do. However, such consideration often only covers the site 
production phase of the project.  This makes it less applicable to the design 
phase.  For example, the typical site production phase of the construction 
project has success factors comprising cost, schedule, quality of performance 
and safety. These factors are hardly employed to evaluate the product and the 
process of the design phase.  Building design process includes various 
professionals working together in an environment that is integrated, and 
sharing flow of information among relevant parties. During different stages of 
the design process, substantial amount of data are generated and transferred 
between different project participants.  
The design process is a multi-disciplinary process. There are many activities 
during the design stage, for instance, collecting and exchanging information, 
transforming input into output, which may involve an output of a preceding 
activity becoming an input for the succeeding activity. To justify the total results 
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alternatives   the model has remained the de facto reference for the building 
design process in the UK and many other parts of the world”.  
Sinclair (RIBA, 2013) has suggested that “the RIBA Outline Plan of Work 2007 
is part of mind set of every architect and most other professionals involved in 
the construction industry and is woven into their processes”. The conceptual 
section from the RIBA Outline Plan of Work 2007 is utilised in RIBA Plan of 
Work 2013. The RIBA Outline Plan of Work 2007 includes eleven stages 
defined by letters A-L, while the RIBA Plan of Work 2013 consists of eight 
stages defined by numbers 0-7 and eight task bars. Figure 2-1 illustrates the 
RIBA Plan of Work 2013.   
 
Stage 0, which is Strategic Definition, is a new stage which is a project 
strategically defined and determined before starting the next stage which is 
Preparation and Brief. In this stage the context of a project may determine that 
a refurbishment or extension may be more appropriate than a new building. 
The former Stage A in the RIBA Outline Plan of Work 2007 is the source of 
certain activities in Stage 0. In this stage the client’s “Business Case” and 
Figure 2-1: the RIBA Plan of Work 2013. (RIBA, 2013) 
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“Strategic Brief” are considered before commencing developing the initial 
project brief (RIBA, 2013). Stage 1, which is Preparation and Brief,  unites the 
Appraisal and Design Brief stage from the RIBA Outline Plan of Work 2007. In 
this stage, the initial project brief is prepared and feasibility studies are 
developed along with collecting the project team and specifying each group’s 
tasks. During stage 2, which is Concept Design, the derived information from 
Preparation and Brief stage assists to form the concept of a design of a project. 
Further developments in the Design Concept take place in Stage 3 which is 
Developed Design. In Stage 4, which is Technical Design, the detailed designs 
are provided by architects, structural and mechanical engineers.  In Stage 5, 
which is Construction, building is constructed according to “Construction 
Programme”. Construction includes activities such as excavation, importing 
material to the construction site, erection of components, and conveying waste 
out of site. At the final stage, Stage 6, which is Handover and Close, the 
building is handed over to the clients. In this stage, buildings are inspected to 
define and rectify defects. Stage 7, which is In Use, is new stage within RIBA 
Plan of Work which includes “Post-occupancy Evaluation” and review of 
“Project Performance” (RIBA, 2013).  
The Royal Architectural Institute of Canada (RAIC) and the American Institute 
of Architects (AIA) define the design stage as follows: schematic design, 
design development, construction document ( American Institute of Architects, 
2009; RAIC, 2009). Table 2-1 shows the classification of the design process 
based on RAIC and AIA. 
Table 2-1: Three main stages of the design process based on RAIC and AIA 
AIA (2007) and RAIC (2009) 
Schematic Design 
Design development 
Construction Document 
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The building of the design process goes through three stages before its 
completion, in order to be ready for the construction stage, these include; 
schematic (conceptual) design, development (preliminary) design, and 
documented (detailed) design. 
 
2.3.1 Schematic/concept design stage 
The Schematic design stage can also be referred to as the Conceptual design 
stage, it is the first stage where the most important decision are defined and 
made regarding the building architecture. The nature of the conceptual design 
phase of any project is a vibrant, creative and dynamic (Austin et al., 2001). It 
is therefore imperative that all avenues are properly researched at this stage, 
as any subsequent change in the architectural design at a later stage could 
cause rework and even abortive works that is always expensive (Baldwin et 
al., 2009).  
The Conceptual design stage also involves the exchange of information 
between design team members, rethinking, backtracking; which can cause 
disorganisation and ambiguities if not managed appropriately. In this stage the 
provided brief from the preparation stage and additional data, form a concept 
(RIBA, 2007). According to Austin et al. (2001), concepts are developed by the 
transfer of information, data, ideas and opinions. This is very critical and needs 
to be well understood and managed. Different professionals working together 
in the building of the design process with their own building design disciplines 
and methods could possibly instigate multiple conflicts during the building 
design stage. It happens during this stage, especially between the architectural 
and structural domain. Proposals for structural type, building services system, 
specification and preliminary cost are outlined (RIBA, 2007). Mora et al. (2006) 
makes it clear that improving the collaboration between architectures and 
engineers during conceptual structural design is necessary.  
There are usually three types of people who are included in this phase of the 
project, they usually consist of the designer, project manager and client. The 
designers usually work with the project manager to head this stage; the latter 
provides the designer with the process management and the production 
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method of evaluation. The client also plays a key role in the design process; 
they are mainly involved in the decision-making sections of this stage and must 
be kept informed of any key choices made (Gray and Hughes, 2001). 
 
2.3.2 Design development stage 
In the development stage also known as the preliminary stage, all plans from 
the schematic design stage are further developed and become more advanced 
before being transformed into a detailed level. The brief and specifics are 
completed and the building’s major system are stated precisely and integrated 
into the final project scheme (RIBA, 2007). In parallel with the architectural 
concept development, other engineers work on the structural, mechanical and 
electrical models. The client, architects, engineers, quality surveyors and other 
design specialists are the main contributors during the preliminary design 
stage (Choong, 2006). Figure 2-2 shows activities during this stage. 
 
 
Similar to the pervious stage, the designers lead ‘Design Development’ Stage 
of the project with information provided by the managers, regarding process 
management and the production method evaluation. The client or the client’s 
representatives are also kept well informed of any decisions made and are 
often a part of the decision-making process as well (Gray and Hughes, 2001). 
 
Design development stage 
Schematic 
design stage 
Documentation 
stage 
Figure 2-2: Activities during design development stage 
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2.3.3 Documentation stage 
This is the closing stage of the design process, where all parties come to an 
amicable conclusion and make final decisions on all matters related to designs, 
specifications, actual construction and initial estimated project cost (RIBA, 
2007). This final stage requires all parties to be well coordinated in order to 
avoid unnecessary conflicts and prevent any extra cost, which could cause 
delays in the design stage and ultimately affect the whole construction 
process. It is very critical that all parties are involved to facilitate a favourable 
outcome. 
Almost all parties are involved in this stage of the building design process. The 
most dominant roles at this stage are those involved in the management 
process. The specialist trade contractors are brought in to work closely with 
the designers, providing them with advice and knowledge on their systems. 
The client is also kept informed of the key decisions made during this stage. 
 
2.4 THE NATURE OF PROBLEMS IN DESIGN 
In general, during design process the natural of problems are thought, 
assessed and the proper solutions are recommended. The relevant parties like 
architects, engineers, quantity surveyors are involved to transform clients’ 
needs into architectural, structural and mechanical plans. According to Emmitt 
and Ruikar (2013) design process goes through thinking, interaction and 
communication in order to address all aspect of design and in the meanwhile 
manage multi-lateral processes to prevent conflict of vagueness. The 
problems in design can be address from different point of views like Type, 
Coupling, Abstraction, Scope, The level of design fragmentation and 
complexity. 
 
2.4.1 Type  
Designers are occasionally confronted with problems and difficulties during the 
design process, common design queries could include; how to design a unique 
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building, and how to embed all aspects of client’s needs and demands in the 
design.  
Several difficulties that architects encounter differ in many ways, and their 
solution needs different types of approaches. As Holyoak and Morrison (2012) 
point out in their research, the lack of knowledge in approaching goals allows 
room for complications. These problems mainly arise when the designers do 
not know how to reach proposed project goals. Brown and Chandrasekaran 
(1989) proclaimed that design problems are divided into three classes, which 
are as follows: 
Class1: design is open-ended, ill-defined goals and non-routine creative 
activities are undertaken to produce a design model. 
Class 2: design is classified by existence of potential problem decomposition 
plans, as well as robust designs for example design of a new automobile. 
Class 3: design is routine, decompositions plans and action plans to deal with 
failure of design that is known and explicit. 
Ostergaard and Summers (2009) alternatively suggest that design problems 
are categorized into “novel” and “routine” in which, a novel design problem has 
no predefined design guidance and a routine design problems use existing 
well-developed design and formula/rules. In comparison a research by 
Casakin (2010) indicated design problems as well-defined and ill-defined 
problems. Well-defined problems recognize that initial requirements and 
design goals are specified, and are also described as routine problems. He 
further concluded that an appropriate algorithm to generate some possible 
solutions is applicable to well-defined problems. In contrast to well-defined 
problems, Casakin (2010) characterised ill-defined problems as “fuzzy, initial 
requirements; not completely specified goals; an unknown number of 
solutions; and the inexistence of algorithms or operators to generate such 
solutions”. 
Jonassen and Hung (2008) showed in their research that design problems 
based on its context may change from well-structured to ill-structured, if not 
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well managed. Figure 2-3 presents the spectrum of the well-structured to ill-
structured representation of the activities.  
In the produced model for typology of problem types by Jonassen and Hung 
(2008) the ill-structured problem is dilemmas. In design process it makes the 
final design to become vague. It happens when the states of the problems are 
not known and it does not have particular order. While, well-structured 
problems have particular orders and algorithm, thus a designer can develop a 
logical solution for it.  
 
 
Furthermore, Jonassen (2011) draws attention to the fact that problems are 
different in terms of being structure-less, its complexity and context. In parallel 
with these, Litzinger et al. (2011) stated that there are multifaceted problems 
between well-structured problems and ill-structured problems. Also, the study 
by Antonenko et al. (2011) found that “multi-faceted problems lie somewhere 
between well-structured textbook-type problems and large, ill-defined, open-
ended real-world challenges with respect to the degree of difficulty that these 
types of problems pose for students” and concepts are required to be 
integrated in order to reach the applicable solution.  
 
Figure 2-3: “Typology of problem types”. (Jonassen and 
Hung, 2008) 
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2.4.2  Coupling  
The construction industry in order to promote technological innovation pursued 
the differentiation and specialization within the construction process (Choong, 
2006). A lot of research has been undertaken to define the main process 
performance of design stage and main key sub-process to show the 
interrelation between key-sub process and end-project goals. The degree of 
coupling of sub-process has a significant effect on the communication 
requirements of the team (Ostergaard and Summers, 2009). The various 
factors such as connectivity, relationship and interaction increase the degree 
of coupling (Palmer et al., 2010). Thus, this causes complexity in design 
process. Ostergaard and Summers (2009) and Palmer et al. (2010) disclosed 
in their various studies that the communication requirements between design 
team are influenced by the degree of coupling of sub-tasks. Ostergaard and 
Summers (2009) suggest that the information management requirements of 
the team may be influenced by the degree of the coupling of the tasks. 
 
2.4.3 Abstraction  
Design problem solving begins with an idea and then forms the idea into 
abstraction. An abstraction enables the designer to extract the problem from 
its physical reality and its role is vital in problem solving (Nagel et al., 2011). 
Abstraction simplifies the description and specification of a problem 
(Efatmaneshnik and Reidsema, 2010). Figure 2-4 illustrates a design process 
from an idea to a draft and the level of abstraction based on level of complexity.  
A research by Ostergaard and Summers (2009) and Christoff et al. (2009) 
categorized the level of abstraction into concrete, intermediate, and vague. 
High levels of abstraction (vague) contain less design detail, while low levels 
of abstraction contain high levels of design detail (Jeppson et al., 2010). They 
also pointed-out that the design process is a continuous development practice 
to refine the design problem to a lower level of abstraction.  
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In a separate study, Thompson (2012) found that refining to a lower level of 
abstraction leads to the design process having more specification details and 
complexity and enforces designers to start at higher level of abstraction. Dietz 
(2010) also, indicated that abstraction decreases complexity in design and 
assists in characterizing problems which helps to achieve solution. Therefore, 
it can be observed that an appropriate level of abstraction should be chosen 
to cope with complexity.  Figure 2-4 indicates that the improvement in level of 
abstraction from vague to concert decreases the level of complexity. So it helps 
the design process to move from abstract to modelling.  
 
2.4.4 Scope 
Lack of accuracy of delineation of the scope of design arouses suspicion about 
delivering designs. Júnior and Melhado (2011) in an investigation observed 
that inaccurate scopes of design lead to ambiguity about what, when and how 
a design should be produced, progressed and delivered. They also revealed 
that when the projects commence without consensus, they result in uncertainty 
about circumstances of undertaking the project. Also, in this regard the 
American Institute of Architects (2009) noted the importance of determining 
the scope of project in both design and construction field in contract 
documents. 
Many investigations have been done, such as Creedy et al. (2010), Love et al. 
(2012) and Taylor et al. (2012), to show that the scope changes can lead to a 
cost overrun. Designers should identify and determine the boundaries of their 
design outcome. Any changes in the scope of design during the design 
Abstract 
Draft Concept Model 
Low 
High 
Idea 
Complexity 
Figure 2-4: The level of abstraction based on complexity level in design process 
from an idea to a draft. 
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process can have a domino effect on the rest of the project and it may cause 
rework, cost overrun and time overrun. Creedy et al. (2010) in their study noted 
that the ambiguity in the scope of the design and project is one of factors that 
have impact on project cost and budget. Also, a study by Adnan et al. (2012) 
mentioned the influence of the scope of design on complexity.  
 
2.4.5 The level of design fragmentation 
The design process involves interaction within the design team and the 
expected outcome includes interpretation, understanding, prejudgment and 
prejudice of the people involved Gray and Hughes (2001). The construction 
industry in order to promote technological innovation pursued the 
differentiation and specialization within the construction process (Choong, 
2006). Despite the influence of specialization on flexibility and productivity of 
projects, the benefits of specialization are reduced as a result of the problems 
associated with fragmentation, such as weakness in communication, the 
growth of adversarial culture, lack of coordination between other disciplines 
caused by the use of different design tools, and different standard format 
(Choong, 2006). Therefore, interference, contradictions, disagreements, 
oversight and error in design are inevitable.  
 
2.4.6 Complexity 
As earlier mentioned in the types of problems that may arise, Jonassen (2011) 
claims that the problems differ in terms of being structure-less, complex, and 
its context. There are many forms to study and describe complexity in the field 
of design. According to Palmer et al. (2010) Complexity may be caused by 
“design’s first formal understanding of a problem”, “problem statement and 
requirements” and “detailed stages within design”. As can be observed in the 
computer field, there are numerous numbers of operations running by 
computers and inevitable complexity are involved in each operation. An 
increase in operations can lead to more complexity in computational task. 
Hence, computers’ ability to complete a specific task is often the concerns of 
computer scientists, as the complexity of the design process is the 
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responsibility of an architect and the design team. In terms of complex project, 
Huang and Chen (2006) mentioned that complexity often arises from 
interdependent tasks in the project. 
Ameri et al. (2008) believe that the level of entropy or uncertainty has influence 
over the amount of complexity in a design. Consequently, the entropy or 
uncertainty causes more complexity. The amount of uncertainty in achieving 
functional requirements forms a measure for complexity (Palmer et al., 2010). 
As a result, an increase in the amount of information required in achieving the 
functional requirements can lead to more complexity in the design process. In 
terms of design content, Palmer et al. (2010) make a clear division of 
complexity into structural and functional. The quantity of information on the 
structure of the design forms structural complexity and the information that 
allows the design to accomplish its goals, define functional complexity. 
In other studies, such as Ameri et al. (2008) and Summers and Shah (2010), 
complexity was measured through three aspects:  
- Size: The numbers of the parts form the size aspect of complexity.  
- Degree of coupling: Degree of interaction and possible connection between 
all of the parts, shape the degree of coupling. 
- Solvability: The solvability aspect of complexity involves all the possible 
approaches to accomplish the design. 
 
2.5 DESIGN PROBLEMS SOLVING 
There are many approaches to manage complexity in design process. In this 
section some methods and techniques are proposed which have been proven 
to manage the complexity in the design stages. These methods are courses of 
action which can help designers to manage the complexity in the design 
process. These methods and technique along with design tools are taken to 
manage the complexity of various problems. Table 2-2 presents these 
techniques and where they are used to manage design problems. 
31 
 
Table 2-2: Design approaches. 
 
Conceptual 
stage 
Design Development 
stage 
Technical 
Design stage 
Integrated Approach X X  
Top-Down Approach X X X 
Decomposition Design  X X 
Concurrent Process  X X 
Design Quality Indicator (DQI)  X X 
Decision Spiral X   
 
2.5.1 Integrated approach 
Integrated approach facilitates the design process. According to Palmer et al. 
(2010) reusability and reduction in design development cost are achievable 
through integrated process of validating of early designs and combining them 
together.  Construction area is one of the most high potential risk areas which 
are a major problem in construction worldwide .Atkinson and Westall (2010) 
suggest that the improvement in integration between designers and 
constructors may be an instrumental factor to reduce accident in construction 
site and improve safety. Their study indicated that “communication” and 
“positive relationship” between designers and constructors help in improved 
safety because of the design influence on the method of construction.  
Many theories have proposed integration between key parties about avoiding 
accident on construction site such as investigations by Whittington et al. 
(1992), Atkinson (1998), Suraji et al. (2001), Hide et al. (2003) and Suraji 
(2006).  Whittington et al. (1992) identified some management and 
organisational factors which weaken safety performance for instance, 
Fluctuation in demand; Structural issues; Divers nature of work; Organisational 
culture. Also, Atkinson (2002) observed that the most important factor in 
managerial error is related to communication. Behm (2005) and Gambatese et 
al. (2008) investigated the effect of architectural design on construction 
accidents. Behm (2005) linked the “design for construction safety” concept to 
fatalities by examining 244 fatality investigation reports in the USA. In parallel 
with these studies the work of Atkinson et al. (2010) reveals that designers 
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have a lot of influence over construction accident. It can be observed that the 
importance and impact of integrated approach on design process, especially 
on cost of project. 
 
2.5.2 Top-down 
Design process can approach the solution from upper level to the lower level, 
which is called top-down approach (Narayan et al., 2008).  In top-down 
approach, design process starts from scheming of overall aspect of topic into 
increasingly detailed level of subsystem. According to Palmer et al. (2010) the 
decomposition of initial design can manage the complexity of top-down 
approach. The sequence of top-down design activities in product design is 
shown in Figure 2-5.   
 
 
In a building design process, after strategic definition stage, in preparation and 
brief stage building specifications are developed and made ready for next 
stage which is concept design stage. In top-down approach a design concept 
can be revised several times. Therefore, concept, development, and technical 
design stage are an evolving process for building design. 
Feedback 
Other process 
Product Specification
Conceptual Design
Detailed Design
Design Analysis
Figure 2-5: Top-down design process. (Wu et al., 2012) 
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Chen (2008) makes clear that top-down leads the design process form abstract 
to concrete, from fuzzy to precise, from rough to detail. He also noted that top-
down design method is applicable for collaborative activities in a concurrent 
engineering approach. In an  investigation, Wu et al. (2012) observed that the 
inherent tendency of top-down method can be a basis for a conceptual 
collaborative design environment which all involved parties during this stage 
can define the product model at any levels of  conceptual layout and assembly 
level concurrently. 
 
2.5.3 Concurrent process 
In competitive industry, competitive pressure is increased and the construction 
life cycle time compressed. Construction companies try to shorten the duration 
of task and construction. Therefore, attention has been drawn from sequential 
process to concurrent process. A concurrent design process consists of the 
overlapping of design activities and iteration to shorten design completion item 
(JUN, 2008; Giudice et al., 2009; Yan et al., 2010; Chen et al., 2011; Le et al., 
2012). In a study, Hossain et al. (2012) found that overlapping as a common 
method in implementing concurrent design activities may not be effective in 
reducing design duration, if it is an unplanned overlapping without modelling 
the whole process. However, Giudice et al. (2009) observed that evolutionary 
mechanisms that are needed in concurrent process are based on improvement 
feedback. 
In Concurrent design, subsequent design activities are started before previous 
design activities are accomplished. But the probable problems may be arisen 
in concurrency design are additional cost and management risk (JUN, 2008; 
Yan et al., 2010). Usually, during design process, iteration of design activities 
is undeniable. 
The iteration of design activities entails redoing and revising the related design 
result. Yan et al. (2010) in a research noted that overlapping of design activities 
causes the iteration to become more complex during concurrent approach. 
However, Chen et al. (2011) pointed out that iteration has impact on cost and 
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time of design and a successful iteration has positive impact on design 
process. 
 
2.5.4 Decomposition 
Decomposition method divides problem into coordinated and independent 
sub-problems (Shan and Wang, 2010). Chen and Li (2005) also stated in a 
research that the decomposition patterns exist in two types; ideal and 
coordination-based. In order to manage complexity, decomposition of a 
complex system divides the complexity into categorized sub-systems (Palmer 
et al., 2010; Shan and Wang, 2010).  
Ideal decomposition can diagonalise a matrix bond into numerous different 
independent blocks without the blocks interacting in any way (i.e. no variable 
belongs to two blocks). An ideal decomposition can be attained, if a design 
firmly follows the axiomatic design theory (Suh, 2001). The coordination-based 
decomposition is a more representative decomposition pattern of the exact 
situation, thus exhibiting more interactions between the blocks (Chen et al., 
2005). From the coordination viewpoint, decomposition patterns can be 
classified as hierarchical or non-hierarchical (Chen and Liu, 1999; Shan and 
Wang, 2010). Hierarchical decomposition is a tree structure while non-
hierarchical decomposition is a network structure (Renaud and Gabriele, 
1991). 
Decomposition optimizes the multi-disciplinary design process and helps the 
designer identify an insufficient connection between sub-processes. In a 
decomposition approach, a problem is reduced to sub-problems that may be 
allocated to discrete design teams and all the solved sub-problems are 
integrated together as an integrated body (Efatmaneshnik and Reidsema, 
2010). Decomposition may be implemented in different ways. In this regards, 
Narayan et al. (2008) suggested that decomposition approach can be 
achieved by “Dividing the problems according to the nature of the solution 
technique adopted” and “Dividing the design itself into a series of elements”. 
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The decomposition activity begins from the design development stage, where 
the design process are programmed, hence there is a possibility of breaking 
down the problems into sub-problems (Giudice et al., 2009), which can 
facilitate invention of better and faster solutions. This decomposition acts as a 
basis for optimizing the multidisciplinary design process and decomposition 
based design optimization (Shan and Wang, 2010). 
 
2.5.5 Design quality indicator (DQI) 
All subsequent stages of a project cycle are influenced by the quality of the 
design. Design management has a critical role in improving the quality of the 
design. A study by Zaneldin (2000) showed that the quality of design had an 
influence on all the subsequent stages of the construction project’s life cycle. 
During the design process regular meetings are held to establish the design 
criteria. In the early stages of the life cycle of a project, any change has a 
minimal impact on the cost of the project (Kirk and Dell’Isola, 1995). Figure 2-6 
illustrates the time-cost diagram in a construction project.  
 
The figure shows that any changes at initial stage of construction project have 
less cost effect on the whole project in comparison with changes at later 
Figure 2-6: Life Cycle Costing.(Kirk and Dell’Isola J., 1995) 
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stages. In a study by Choong (2006) it is confirmed that changes made to a 
project during the design stage have a low effect on the cost of the project, he 
further points out that a high quality design should be provided during the initial 
stages, because problems and changes at later stages are more costly and 
makes redesigning extremely expensive. Design Quality Indicator has been 
developed to measure the quality of design. According to Gann et al. (2003) 
DQI is based on providing feedback and gain insight into of design quality 
embodied in building. All subjective and objective design aspects are 
determined by all stakeholders during the design stage. However, Haponava 
and Al-Jibouri (2010) claimed that DQI is limited only to design building and it 
does not provide an absolute measure of the quality of design.  
 
2.5.6 Decision spiral 
Research in problem solving has been seeking to find the one best solution 
applicable for all kinds of problems. However, diversity in existing problem 
makes this unfeasible (Jonassen, 2011) at present several models have been 
suggested to solve design problems. For example, Dym et al. (2009) proposed 
a problem solving design process; ”Problem definition, from the client 
statement, clarify objectives, establish user requirements, identify constraints, 
and establish functions of product by providing a list of attributes; In conceptual 
design phase, establish design specifications and generate alternatives; In the 
preliminary design (design development), create model of design and test and 
evaluate the conceptual design by creating morphological charts or decision 
matrices; During the detailed design, refine and optimize the chosen design; 
For the final design, document and communicate the fabrication specifications 
and the justifications for the final design”.  Jonassen (2011) argues that the 
building design process can be represented as a series of decisions in order 
to solve the design process problem. He proclaimed in a study that design is 
also a process of model building as well as decision making, and that the 
design problem space can be represented by a model. During the design 
decision making process, designers start to instigate the construction of 
sketches that later transform into models then into prototypes. Figure 2-7 
illustrates the process of decision making in a design process. 
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Design decisions are based on several limitations and constraint operations in 
the design space. At the initial stage of the design process, functional 
specifications and initial constraints are specified by some sort of requirement 
analysis process. In the next stage, designers commence the refinement of 
the problem space by making the necessary decisions needed to produce 
required outcomes. 
 
The solution to each resolution depends on what kind of choice is made, 
evaluation of additional constraints introduced into the problem, and all the 
beliefs proposed by the designer. 
 
2.6 DESIGN TOOLS 
The construction industry is yet to achieve full awareness of the need to 
improve the integration, planning and control of its design and production 
process. To improve the planning, control and management of building design 
through the collaboration of main designers, suppliers and contractors working 
on complex building projects, several research projects have been conducted. 
These projects have been undertaken and classified into an all-purpose model 
Figure 2-7: Iterative design process. (Jonassen, 2011) 
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of design and construction and have thrown light on interfaces and overlaps in 
the IT tool which are available to be applied to specific stages of the process. 
Namely some of these were investigated by Loughborough, Salford and 
Cambridge Universities which are: Integrated Collaborative Design (ICD) 
within the supply chain; IT and tools to support construction briefing (CoBrITe), 
The Design and Construction Process (Process Protocol II), Planning and 
Managing Design Activity using the Analytical Design Planning Technique 
(ADePT) methodology and Mapping the Design Phase (MDP) (Austin et al., 
2002). Table 2-3 shows the relationship between some design tools and 
design process. 
 
Table 2-3: Design process and related design tools. 
 
Conceptual 
design stage 
Design Development 
stage 
Technical Design 
stage 
DSM  X X 
ADePT  X X 
CAD X X X 
BIM  X X 
StAr X   
CoBrITe X   
MDP X   
FMEA  X X 
TRIZ X   
SDBAM X   
KPI X X X 
 
 
2.6.1 DSM (Design Structure Matrix) 
Design Structure Matrix (DSM) is one of tools to analyse the rework of tasks 
in projects. DSM was ntroduced by Steward (1981) in order to analyse the 
engineering design process. Huang and Chen (2006) describe DSM as 
“Square matrix with n rows and columns, and m non-zero elements, where n 
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is the number of nodes, tasks or system elements and m is the number of 
edges or links of dependencies in the network of the system. If there is an edge 
from node i to node j, the value of element ij is a unity or a marked sign in the 
matrix, otherwise the value of the element is zero or empty. When each 
nonzero element in DSM is replaced by a numerical value (ranging from 0 to 
1) to indicate the strength of task interaction, it is called a numerical DSM”, and 
“the best use of available human resources to improve the efficiency of project 
execution”.  Xiao et al. (2011) observed that previous tools to represent product 
development, such Critical Path Method (CPM), Program Evaluation and 
Review (PERT) are unable to model iteration and DSM has a compact matrix 
form to widely apply for product design. Currently, traditional representations 
of product development process, such as a digraph, can be undertaken 
regarding to their relation in three different ways. According to Tseng and 
Torng (2011) there are three possible relations between two tasks which as 
follows: dependent, Independent, Interdependent. Figure 2-8 shows the 
possible relation types between two tasks. 
 
 
 
In dependent relation, task B requires the output of task A and they undertook 
in series. In independent relation, task A and B are undertaken simultaneously 
in parallel without any interaction. Tseng and Torng (2011) claimed that 
parallel task can be accomplished more quickly in the case of unlimited 
sources. In interdependent relation, task A and task B have interaction and 
they require information of each other’s output. It can be seen that 
B A 
A 
B 
A 
B 
Independ InterdependDepend
Figure 2-8: Three possible relations for two tasks. 
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interdependent relation makes tasks more challenging. Therefore, they 
required more design time and iteration of information. According to Yan et al. 
(2010) indicated that DSM helps in reducing the degree of activities coupling 
and avoiding unrequired iteration. Fang and Marle (2012) in their investigation, 
Project Risk Management (PRM), applied the DSM method for identifying risk 
iteration. 
 
2.6.2 ADEPT (the Analytical Design Planning Technique) 
The ADePT technique developed in initial research at Loughborough 
University and it has been co-operated in the management of the design of 
many construction projects and engineering products (Baldwin et al., 2009). 
The methodology has helped in the planning of design rigorously, controlling 
design delivery, managing design expectation and changing management, 
developing process and controlling system (Baldwin et al., 2009). According to 
Baldwin et al. (2007) the summary of technique is: 
“ADePT enables the planning of building design to be approached in a more 
systematic manner through the use of process modelling to produce a model 
of the information required, analysis of the models by a technique known as 
the Dependency Structure Matrix, and the production of design programmes. 
It provides a way to understand the entire design process by taking a systems 
view to design. The technique improves the efficiency of the design process 
by reducing the level of iteration in design tasks, providing an understanding 
of the effects of change and reducing abortive work. It enables the constraints 
of earlier design and subsequent construction processes to be managed. The 
technique may be viewed as a four-stage technique. The first stage involves 
the production of a model of the design process, which identifies the design 
tasks involved, and the information requirements for each of these tasks. (To 
assist with this task a generic model of the information required at the detailed 
design stage of a building design comprising some 106 tasks and 104 
information flows is available.) The second stage transfers the data into a 
matrix form, (the Dependency Structure Matrix, DSM), which is used to identify 
loops within the iteration process. The third stage is the re-arrangement of the 
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task order to break down the iteration block producing an optimized DSM. This 
enables the programme for the design of the building to be revised based on 
the optimized design process. The fourth stage enables the output from the 
DSM matrix to be input into a conventional project planning software package”.  
These four stages of ADePT are shown in Figure 2-9. 
 
It evaluates the way the product is viewed and emphasizes the understanding 
and analysing the process of design (Austin et al., 2002). It makes an 
environment to exchange appropriate information between relevant members 
of design team and it minimizes the problem of information overloaded. 
According to Austin et al. (2002) it allows objectives decision to be made about 
the effects of changes in project duration, and resource level. The work of 
Baldwin et al. (2009) revealed that whole process can be monitored by an 
additional set of tools and techniques based upon spreadsheet methods. It is 
presented in Figure 2-10. 
 
Figure 2-9: The four stages of the Analytical Design Planning 
Technique in diagrammatic form. (Baldwin et al., 2009) 
Figure 2-10: “The further ADePT methodology”. (Baldwin et al., 2009) 
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The work of Austin et al. (2002) revealed the benefits of ADePT which were: 
“improved understanding of the optimal design programme (especially the 
construction stage); integration with the overall project programme; 
assessment of the effects of decisions on cost, risk and design flexibility; and 
reduction in abortive work through the timely undertaking and approval of 
interrelated loops of design.”  
In parallel with Austin et al. (2002) the study by Baldwin et al. (2009) indicated 
that the ADePT is well qualified to be applied in design process. Furthermore, 
their work presented that modelling process provided a comprehensive tool-kit 
for design management by use of the Dependency Structure Matrix (DSM) and 
link to other conventional project planning software (Baldwin et al., 2009).  
 
2.6.3 CAD (Computer-Aided Design) 
In 1963, Ivan Sutherland devised the “Sketchpad” system which was graphical 
communication system (Planchard and Planchard, 2012). It was the prototype 
of modern CAD. Computer-Aided Design programme (CAD) was designed to 
assist craftsman to create, modify, analysis and optimize a design. It is based 
on vector data and widely applicable in many fields such as, automotive, 
shipbuilding, aerospace, architectural design and prosthetics (Lee and Kwon, 
2010). 
 According to Narayan et al. (2008) CAD reduces the time for developing 
conceptual design, analysing and drawing which leads to increasing the 
productivity of the design process. The use of CAD during the design process 
has a great advantage on the quantity and quality of the design. Quantity 
benefits of CAD are measurable and tangible, some of them are classified by 
Narayan et al. (2008) as follows: “Productivity improvement in design”, 
“Shorter lead times”, “Design analysis”, “Fewer errors”, “Flexibility in design”, 
“Standardization of design, drafting, and documentation”, “Drawings are more 
understandable”, “Improved procedure for engineering changes”.  CAD assists 
designers in drawing 2D and 3D plans. In the construction field, 2D draft 
context in development phase involves architectural design, structural design, 
mechanical and electrical design. An  investigation by Park et al. (2012) 
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identified 3D CAD accelerates concurrent activities, for instance, analysis of 
design stages can be undertaken in parallel with electrical design and 
mechanical design concurrently. Figure 2-11 illustrates the combination of 2D 
and 3D CAD. However, another research by Krish (2011) and Afacan and 
Demirkan (2011) observed that CAD is rarely able to assist designers in the 
conceptual design phase. 
 
2.6.4 StAr (Structure-Architecture) 
The conceptual design stage is the first stage where the most important 
decision are defined and made regarding building the architecture. Research 
by Mora et al. (2006) showed that the constructability, cost and overall 
performance are influenced by these decisions. Different working disciplines 
involved in the building design process with their own building design criteria 
may lead to multiple conflicts within the building design stage. This especially 
happens between architecture and structural domain during the conceptual 
design stage. Mora et al. (2006) makes it clear that improving the collaboration 
between architects and engineers during the conceptual structural design 
stage is needed.   
The research by Mora et al. (2006) revealed that computer programs, such as 
the StAr prototype (structure-architecture) have been developed to act as a 
basis for the collaboration between architects and engineers during the early 
building design stage. In this regard, one of designed soft-wares to promote 
integration and collaboration between relevant parties in construction project 
Figure 2-11: 2D and 3D Auto CAD. 
(http://store.autodesk.co.uk/store/adsk/es_ES/html/pbPage.Trial/T
hemeID.1293100) 
44 
 
is BIM. Eastman et al. (2011) claim that Building Information Modelling (BIM) 
has become known as a recent popular tool to manage complex collaboration 
and communication processes among architecture, structural engineering and 
the construction industry. However, in other research by Svoboda et al. (2012) 
it is argued that BIM is rather complicated and too general to create the close 
interaction required between the architecture and client during the initial stage 
of the project in order to verify and confirm the basic project concept.  
 
2.6.5 CoBrITe 
Having the important role of briefing during the design stage has made the 
process critical. In order to reduce both the cost and elevate quality of building, 
improvements are needed in this process (Austin et al., 2002). Briefing 
consists of understanding the client’s needs and demands which leads to the 
result of the project fulfilling the client’s expectation (Austin et al., 2002). 
The encountered problems in the way of construction briefing are insufficient 
guidance and support for clients; difficulties in capturing the clients’ demands 
and conveying conceptual design option to them; and having no common 
language between clients and designers, which makes difficult the 
communication and the exchange of information between them (Austin et al., 
2002).   
Research by Austin et al. (2002) showed the potential of CoBrITe in assisting 
the briefing process. It showed the five key areas for technological 
improvement which was communication, information capture, information 
representation, information and change management, and information 
referencing. This IT tool provides the design team with web-based solution 
which they can share, change and present information in a secure workspace.  
The shared work-space holds all brief information and its evolution. The stored 
information contains bitmap images, text documents, CAD drawings, detailed 
spread sheets and structured data stored in relational databases. Austin et al. 
(2002) point out that CoBrITe gives designer a visual area of briefing process 
to locate relevant information and tools.  
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2.6.6 MDP (Mapping the Design Phase) 
The conceptual design phase in any project is the most vibrant, dynamic and 
creative stage of the overall design process (Austin et al., 2002). Cambridge 
University conducted a research on Mapping the Design Phase (MDP) which 
aimed at generating a flexible and adaptable design framework and providing 
the conceptual design phase of building projects with an application to improve 
the effectiveness of interdisciplinary interaction and collaborative design 
activity (Austin et al., 2002).The conceptual design phase was transformed into 
a prototype web-based support system and it was flexible and responsive to 
ensure that the system supported the dynamic and iterative nature of 
conceptual design activity (Austin et al., 2002). The system was designed to 
have the capability to: aid the process without imposing a procedure; support 
interdisciplinary team’s interaction and collaboration; make a record of all data 
and responsibilities (Austin et al., 2002). 
 
2.6.7 FMEA (Failure Modes and Effects Analysis) 
The design stage is very critical to the whole project. Any errors made at this 
stage will maximize amount of damages in the project (Bahrami et al., 2012). 
Failure Modes and Effect Analysis (FMEA) is a set of organized activity to 
identify and estimate the potential failure in a design process (Palmer et al., 
2010). According to Bahrami et al. (2012) Failure Modes and Effects Analysis 
(FMEA) investigates the functionality of a product and analyses its potential 
failure modes, considering their effects and the effects’ criticality. 
Moreover, by using it, designers can avoid costly changes in a product, or 
rework in later stages of the design process because potential problems are 
detected as early as the design stage (Liu et al., 2012). All in all, the FMEA is 
integrated in the design stages to prevent iterative design cycles. 
Liu et al. (2012) describe FMEA as “as a very important safety and reliability 
analysis tool” to determine and evaluate the potential failure modes by risk 
factors like “occurrence”, “severity”, and “detection”. Palmer et al. (2010) 
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claims that FMEA identifies the all failure mode and prevents the iteration of 
design cycles in detailed design stages, and also it is a systematic approach 
to identify and estimate failure. Bahrami et al. (2012), however, argue that not 
only FMEA identifies and estimates the potential errors in a design  process 
and outcomes results from these errors, but it is also  determines actions which 
need to be undertaken to mitigate and  eliminate the probability of the 
occurrence of potential errors. Liu et al. (2012) concluded in a research that 
when evaluating risk through the FMEA in real life applications, fuzzy set 
theory can be considered as an appropriate tool to avoid uncertainty issues.  
This helps the designers find the potential problems and risks during the earlier 
stages of the design process (design development and detailed design), in 
order to avoid any changes and rework in later stages of the design process.  
 
2.6.8 SDBAM (Scheme Design Buildability Assessment Model) 
Construction projects face the problem of inefficiency in the constructed 
building or not being built as designed. These may happen where the design 
and construction are separated, and the design does not have the attributes 
necessary to be built (Hussein Mydin et al., 2011). Carbon and Naab (2010) 
defined constructability as the extent of the design to facilitate ease of building 
construction. It can be seen that the design have so many impacts on the 
downstream activities. Thus, the integration of good constructability into the 
overall design process would lead to the final design outcome, meeting all the 
design criteria (Hussein Mydin et al., 2011). 
Many researches on a Buildability Assessment Model (BAM) have been 
undertaken to show that the level of constructability in design influences the 
budget and timeline, and also at the same time reduce waste (Lam and Wong, 
2011). The importance of the scheme design phase for the whole project has 
drawn lots of attention. In a study, Lam et al. (2012) suggested that buildability 
assessment is better to be placed in the design scheme phase where the most 
important decisions are taken and any changes have minimum impact on the 
design and submission programme. Scheme Design Buildability Assessment 
model (SDBAM) enables design team to measure buildability at an early stage 
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of design and modify design as required before detailed design is continued 
further to the statutory submission proposal stage (Lam et al., 2012). 
 
2.6.9 KPIs (Key Performance Indicators) 
The design process plays a main role in the overall project. The output of the 
design process has a great influence on the rest of the project and the final 
product. In recent years, improvements in the performance of the design 
process have been sought, due to the complexity of a construction project. 
Many researches has been undertaken to define the main process 
performance of the design stage and the main key sub-process to show the 
inter-relation between key-sub process and end-project goals. Table 2-4 
provided by Haponava and Al-Jibouri (2010) shows the main process of the 
design stage in construction and their main sub-process.  
To manage a process, variability of outputs has to be controlled. Koontz (1908) 
and Weihrich (1990) pointed out that it is necessary to establish a set of 
standards, desired target and measuring performance to control the process 
performance. 
Table 2-4: The main process of the design stage. (Haponava and Al-Jibouri, 2010) 
Phase Sub-Phases Main Sub-Processes Author 
Preliminary 
(conceptual) 
Conceptual 
design 
Develop spatial and architectonic idea of 
the project, check and adjust 
constructions and installations; estimate 
conceptually construction costs and look 
globally on building of investments’ costs 
Develop business need into design 
strategy and develop design strategy into 
conceptual proposal 
BNA, Standaardvoorwaarden 
(1997) 
 
 
 
 
Austin et al. (2002) 
 
 
 
Kagioglou et al. (1998) 
 
 
 
 
Al-Reshaid et al. (2005) 
 
Outline 
conceptual 
design 
Prepare cost plan, prepare outline 
concept designs; Prepare work packages 
and revise project plan, business case, 
project execution plan, procurement plan, 
CDM assessment and process execution 
plan 
Preliminary 
Design 
 
Formulate; analyse; search; decide; 
specify and modify 
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Full 
conceptual 
Full 
conceptual 
design 
Identify the major design elements of the 
proposed solution; develop design to 
enable the validation of the functional 
attributes; ensure that full concept design 
considers the methods of construction to 
be used and problems with regards to 
those methods and prepare maintenance 
plan 
 
 
 
 
Kagioglou et al. (1998) 
 
 
 
 
 
 
BNA, Standaardvoorwaarden 
(1997) 
 
 
 
 
Kagioglou et al. (1998) 
 
 
 
 
 
 
Austin et al. (2002) 
 
 
Hughes (2003) 
 
 
 
 
Al-Reshaid et al. (2005) 
 
 
 
Al-Reshaid et al. (2005) 
Detailed 
Definitive design 
Develop spatial and architectonic 
provision of the project; architectural 
integration of constructions and 
installations; materialization and 
dimensions of architectural work and 
detailed cost estimation 
Coordinated 
design 
Prepare detailed design work in the form 
of product model: site-related information; 
comprise all the major design elements 
such as structural, mechanical and 
electrical with corresponding 
specifications; consider build-ability 
aspects and prepare work packages 
Detailed design 
Make architectural design, civil design, 
structural design, mechanical design and 
electrical design 
rganize design team; complete user 
studies; review cost plan, detail design, 
engineering detail design, services detail 
design and cost studies; complete design 
and make specification notes 
Calculate and analyse; check and assess; 
estimate cost and value engineering; 
review and audit; use information 
technology and approve detailed 
design 
Tender phase 
Schedule tender; allocate milestones and 
monitor schedules and follow up  
 
In this regard, Haponava and Al-Jibouri (2010) compiled a list of end-project 
goals based on the comment of the experts which are as follows: “meeting 
financial requirements”; “meeting schedule requirements”; “meeting functional 
requirements”; “client satisfaction; health and safety”; and; “build quality”. Also 
they propose a conceptual model which demonstrates the link between sub-
process performances and the desired goals.  
Study by Haponava and Al-Jibouri (2010) identified four process-based KPIs 
that control process performance during design stage. 
These KPIs are “management of design interaction”, “management of project 
value”, “control management program” and “management of project 
requirements”. 
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Furthermore their studies concluded that the sub-processes of the design 
stage mostly influence the two end project goals which are “meeting financial 
requirements” and “meeting functional requirements” and “management of 
project requirements” has the highest contribution to this. 
 
2.6.10 TRIZ 
The theory of TRIZ was proposed by Russian researchers in 1946 that is 
“Theory of Inventive Problem Solving” (Fresner et al., 2010; Li et al., 2010). 
TRIZ has been developed over six decades with a systematic approach to 
analyse and solve problems (Tsai and Chen, 2012). TRIZ is applicable during 
the conceptual design phase where innovation is needed (Kengpol and 
Boonkanit, 2011). This theory is based on a number of key concepts that can 
categorize inventive solution (Palmer et al., 2010). Li et al. (2010) defined TRIZ 
as “a problems solving based on logic and data”. 
 According to Palmer et al. (2010) TRIZ method has 5 specific attributes that 
make it different from other methods to solve problems in the preparation 
stage, which are: “functionality”, “contradiction”, “ideality resources” and 
“shifting perspective”. TRIZ consists of “40 principles and the matrix of 
contradictions”, “laws of technical system evolution”, “substance-field 
analysis”, “ARIZ (algorithm of inventive problems solving)” (Li et al., 2010; Tsai 
and Chen, 2012).  In an investigation Dietz (2010) mentioned that TRIZ divides 
a system into sub-system and also distinguish the useful and destructive 
functions of the system.  
In general TRIZ reformulates everyday problems into generic TRIZ problem, 
then the appropriate tools analyse the problems and propose a general 
solution, and the provided solution allocated to a specific inventive problem 
(Kubota and Cantorski da Rosa, 2012). Figure 2-12 demonstrates TRIZ 
methodology. 
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The application of TRIZ is generally done in the following way: first by 
reformulating an inventive problem a generic TRIZ problem is created, then 
general solutions are proposed and analysed using TRIZ tools, at the next step 
the generic solution is then formulated (which should be interpreted to solve a 
specific inventive problem) (Yang and Chen, 2011). 
 
2.7 DESIGN AS AN INFORMATION TRANSACTION 
Design is a multi-disciplinary process. During design process information and 
required data are collected and exchanged. The Information input needs to be 
transformed into output. The output of each activity may involve a preceding 
activity becoming an input for the one succeeding it. The design stage is the 
first stage of the construction process. Baldwin et al. (2009) claimed that any 
changes in this stage can result in rework or in the worst case scenario abortive 
work. Any change may produce a domino effect on the rest of the project that 
could lead to a delay in accomplishing project in time and within budget. Also, 
according to Anumba et al. (2002), adopting sequential approach to the design 
of the project with limited influence at design stage, over the wall, has resulted 
in numerous problems such as: “Inadequate capture, analysis and 
Figure 2-12: TRIZ methodology. (Kubota and Cantorski da Rosa, 2012) 
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prioritization of client requirements, The fragmentation of design and 
construction information with data generated at one stage not automatically 
available for reuse ‘downstream’, The lack of communication of design intent 
and rationale, Unwarranted design changes, disputes and liability claims, 
Increase in design cost and time”. Edum-Fotwe et al. (2001) in an investigation 
made clear that several stakeholders participate in supplying inputs for the 
successful delivery of each stage of the construction supply chain. Conducting 
the design process in a sequential fashion facilitates the looping feedback from 
key participants in various stages that complement the flow of information 
among team members (Ali et al., 2008). Edum-Fotwe et al. (2001) pointed out 
that information is the “heart” of transactions that are undertaken between 
people who engage in the process.  
A design solution can be produced using one or more of three methods to 
deliver to the next level or a client. These are Individual solution, Individual 
supported solution, and Collaborated solution. Figure 2-13 illustrates the 
three methods of producing a design solution. In the individual solution a sole 
designer produces the design without reference to any other specialist. 
Contributing to the solution by a group of designers with different skills in the 
design process forms an individual supported solution. In the collaborated 
design, different groups work together on a particular project. 
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2.7.1 Client classification in construction project 
 
The needs and demands of clients is the motivation of initiation of projects. 
Clients may be in the form of an individual, group, or an organisation. The rule 
of the Client in projects is so significant and this makes them one of the key 
members during decision-making. The nature of the client should be taken in 
to account. The nature of the client and their experiences are considered 
crucial factors in identifying complexity of the client. Also, the client can be 
formed as an organisation which can be different according to its size, 
composition and nature. Evidently, the large size of an organisation plays an 
important role in increasing the degree of complexity. For instance, having less 
collaboration and cooperation among sub organisations may cause conflict 
between their demands.  
Many researches have been conducted in the area of classification of client 
types. Nahapiet and Nahapiet (1985) in their research state that client can be 
Individual solution 
Individual supported 
solution 
Collaborated solution 
Figure 2-13: Methods of producing design solution. 
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divided based on ‘their level of project experience’. In parallel with their study 
area, Masterman and Gameson (1994) proposed the model of client 
classification according to their level of construction experience whether they 
are primary or secondary constructors. Also, Kamara et al. (2002) in an 
investigation classified clients into two groups: professional and 
unprofessional. Table 2-5 indicates this client classification. 
Table 2-5: Client classification. (Masterman and Gameson, 1994) 
Classification Definition 
Primary 
Clients such as property developers, whose main business and primary 
income derive from constructing buildings. 
Secondary 
Clients for whom expenditure on constructing buildings is a small 
percentage of their turnover, and from whom buildings are necessary in 
order to undertake a specific business activity, such as manufacturing. 
Experienced 
Recent and relevant experience of constructing certain types of building, 
with established access to construction expertise either in-house or 
externally. 
Inexperienced 
No recent and relevant experience of constructing buildings with no 
established access to construction expertise. 
 
In another investigation, Love et al. (1998) divides client types into four 
categories, they are as follows: secondary inexperienced; secondary 
experienced; primary inexperienced and primary experienced. In a design 
process, a designer needs to inform his/her client of any improvement and 
changes. Thus, in the case of working with an inexperienced client, the 
collaboration among all parties plays an important role to inform the client of 
process and any changes in the project.   
 
2.7.2 ICT (Information and Communication Technologies) 
As mentioned, the building design process is multi-disciplinary process which 
many participants from different perspectives are brought together at different 
stages to accomplish the project successfully. Each participant from a different 
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background provides the project with information in different levels of detail. 
Therefore, the fragmentation of information takes place during the design 
process. Furthermore, poor communicating and coordinated information 
among design team members can be time consuming and costly (Hegazy et 
al., 2001).   
Many studies have been conducted on the importance of Information and 
Communication Technology (ICT). ICT has improved the level of 
communication among participants. Communication technology, such as 
electronic transfer data, has enhanced communication and information 
management among design team members. It also solved the problem of 
geographical location differences which may happen to design team members. 
In an investigation, Senescu et al. (2012) revealed that importance of 
communication is highlighted when project faces complexity.  In order to 
improve collaboration and integration among design participant, many ICT 
tools have been produced such as BIM. 
 
2.7.1 BIM (Building Information Modelling) 
Building Information Modelling (BIM) is an ICT technology used to make the 
building lifecycle process more efficient, and to facilitate the building design 
lifecycle for its operators and produce a productive environment for users 
(Arayici et al., 2012). BIM is one of important recent developments in the 
architecture, engineering, and construction (AEC) industry. It produces “Virtual 
Building Construction” data based on parametric CAD (Woo, 2007) which 
helps architects, engineers, and constructors to identify any potential design, 
construction, or operational issues. In another definition, by Steel et al. (2012), 
constitution of BIM methodology is an “interdependent network of policies, 
process and technology” during whole building project lifecycle to organize 
important and indispensable information and data in digital format. BIM 
methodology emphasises and highlights the integration of all digital data from 
all involved parties which pave the way for the precise simulation and 
estimation of all activities and their results during project lifecycle. BIM can 
promote collaboration and integration among different parties from different 
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backgrounds which is presented in Figure 2-14. In this regard, Arayici et al. 
(2012) believe that it can be considered as an answer to the existed 
fragmentation within construction fields. 
 
 
A major advantage of BIM implementation is that any change in the design of 
the model will be automatically be applied to all the other parts. BIM can also 
capture and maintain information for its reuse in future projects.  
BIM is an evolution of 3D CAD programmes. It can also be used for producing 
2D and 3D drawings and analyse another aspect of construction building. For 
example, cost estimation and schedule are other dimensions of the BIM. Many 
researches, such as Haque and Mishra (2007), Lai et al. (2010), Azhar (2011), 
Deutsch (2011), Mitchell (2012) and Redmond et al. (2012), have been done 
to explore and facilitate these stages such as, having estimation of the time 
required to complete the project (4D or 3D + time), determination the total cost 
of the project before it actually starts (5D or 3D + Time +Cost), measuring 
building sustainability (6D) to reach to the nD operations. This evolution is 
presented in Figure 2-15. 
 
Figure 2-14: BIM for collaboration ( http://www.slideshare.net/kavaskar/revit-
architecture-overviewbrochurea4) 
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2.8 GAPS IN DESIGN IMPROVEMENT 
The improvements in design are mostly about sequencing and programing. 
The investigations regarding design problems have addressed the nature of 
problems in design and solution for them which are mostly consist of finding 
best sequence and logical approach to solve the problems. Also, improvement 
in software, such as BIM, has facilitated drawing plans with more accuracy. 
Furthermore, it provides all relevant parties in a project with a communication 
system. This communication system connects the all parties together that they 
can keep each other informed of on-going task. So far, research has been 
undertaken to improve the efficiency of logical sequencing by streamlining 
activities to minimise the incidence of delays, which ultimately contribute to 
achieving productivity.  
However, such logical sequencing is predicated upon activity times that in 
themselves should be based on optimum durations. Furthermore, the 
improvements in programming and sequencing have not helped to 
characterise how such improvements further the enhancement of designer 
activity time. In addition, the same issue is applied to influence of design 
problems and design problems solving method on design activity time. 
nD 
6D 
5D 
4D 
3D 
2D 
nD
.
.
.
Sustainability
Cost
Schaduale
Vizualization
CAD
 
Figure 2-15: BIM evolution from 2D to nD. 
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As it is mention in previous section, a design can be produced in three methods 
to deliver to the next level or a client such as, Individual solution; Individual 
supported solution; Collaborated solution. However, it has not been addressed 
by any research how these methods affect design activity time. Working as an 
individual supported solution needs the contribution of a group of designers 
with different skills in the design process. But it can be a question that how 
working in a group can affect design activity time for each designer?  
Design as an activity has not been measured and also factors may affect the 
design activity time are not defined. The lack of such definition for design 
activities could account for the missing link in achieving optimum levels of 
productivity in the delivery of the design phase of construction projects.  
 
2.9 SUMMARY 
The review revealed that the process of improving productivity in the delivery 
of solutions within design has covered the area of the programming and 
sequencing of activities. Typical developments in this regard include the logical 
sequencing of design tasks.  The contribution of the logical sequencing effort 
to improving design delivery has been the streamlining of activities to minimise 
the incidence of delays, which contribute to achieving productivity.  However, 
such logical sequencing is predicated upon activity times that in themselves 
should be based by optimum durations. 
Thus optimum activity times for the design process needs to be assessed to 
achieve the optimum levels of productivity in the delivery of the design phase 
of construction projects.  The next Chapter addresses productivity 
improvement in the construction industry, with particular emphasis on 
Construction in Iran, to explore solutions for design.  
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Chapter 3. DESIGN PRODUCTIVITY IN IRANIAN CONSTRUCTION 
3.1 INTRODUCTION 
This chapter presents a review of productivity improvement theories and their 
application in different sectors including manufacturing and construction. The 
object of the review is to explore opportunities for improving designer 
productivity based on the essential lessons from considerations of productivity 
from site construction and similar fields.  Identified productivity factors with 
positive and negative impacts on performance within construction projects are 
deployed in exploring options for evaluating activity time in design.  The 
chapter also explores how such factors could be employed to determine 
productivity measurements in the office environment, and culminates in a 
proposed technique for investigating how to measure design activity time.  
Finally, it addresses the important context of status of Iranian construction, 
which forms a backdrop to the research. 
 
3.2 CONSTRUCTION AND PRODUCTIVITY 
Driven by the intense competition in its industry, manufacturing relies on a 
profit-orientated approach to achieve the optimum transformation of input into 
output. In this regard, much research regarding productivity, has been 
conducted to present the effective and efficient conversion of resources into 
marketable products. Relatively, it could be argued that productivity 
considerations in the construction industry have not matured in a similar 
fashion compared to the manufacturing industry as reported by Latham and 
Egan (Overduin, 2012). Many investigations have been undertaken to 
determine the timeline for on-site tasks. However, regarding the establishment 
of a benchmark for office tasks in construction industry needs more 
investigation. Having a benchmark in the design process can show the 
required time necessary to complete a design process. It also helps the 
construction manager to have a more realistic estimation of productive time 
spent by designers in the design office; leading to the whole project fulfilment 
within the time and budget. This is in accordance with findings of Shehata and 
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El-Gohary (2011) that states accurate resource management results in 
significant time and cost saving. 
3.3 PRODUCTIVITY DEFINITION 
Many definitions for productivity have been provided. From economist point of 
view, productivity is often defined in the ratio of physical output to physical 
input (Olomolaiye et al., 1998). English and Marchione (1983) claimed that 
output, not only has a quantitative aspect, but also a qualitative. In parallel with 
this definitions, Fenske (1967) describes productivity as “the ratio between the 
value of a unit of output and the cost of all of the inputs”. similarly, Adrian (1987) 
believed that the ratio of output to input is an economic measure for 
productivity. However, Olomolaiye et al. (1998) clarifies that productivity is not 
the same as performance. Chew (1988) defined productivity mathematically 
as presented in Equation 3-1. 
 
𝑆𝑖𝑛𝑔𝑙𝑒 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑃) =
Output (O)
Input (I)
 Eqn. 3-1 
 
Therefore, productivity essentially measures how much output can be 
achieved for a certain level of input. The more effective expended time during 
working, the greater the output produced, and thus the higher the overall 
productivity. The potential issue with Equation 3-1 is limited to only one input 
and output, but in reality complex systems can have multiple inputs and 
outputs (Raa and Mohnen, 2002).  
The first issue is that input and output requires being captured and measured. 
Horne (2014) divided the activities of a system into primary and secondary 
roles. The primary activities are directly related to the system (such as 
materials) and are easily accounted for. While secondary roles support 
influencing factors such as human resources, training and technological 
development. Horne (2014) indicated that these activities can have significant 
impacts on productivity; however, they are often omitted in costs associated 
with the system. The second issue identified, is providing all the inputs and 
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outputs in the same unit of measurement used for calculations (SPRING 
Singapore, 2011).  
Attempt to resolve the two issues mentioned usually result in some form of 
combination of either inputs or outputs of project resources. For example, 
converting inputs and outputs into monetary values and then comparing input 
cost against output value (SPRING Singapore, 2011). This enables a measure 
of productivity to be obtained that can be compared to other systems. Del Gatto 
et al. (2011) however suggest that such an approach may be simplistic. For a 
meaningful definition, productivity should not only focus on just ratio of outputs 
to inputs but should also consider the changes in outputs that are not easily 
explained by the changes in inputs (Gatto et al., 2011). In another definition of 
productivity, Park (2006) stated that there are two types of productivity that are 
in terms of number of variables: Total factor productivity (TFP) and Partial 
factor or Single factor productivity. The total factor or multi factor consists of all 
involved factors as inputs, such as labour, equipment, material and capital. 
Park (2006) also mentioned that total factor productivity is appropriate to use 
in economic field rather than in construction field. Single productivity has only 
one or selected inputs to calculate productivity, such as labour. One of the 
most common methods to determine TFP is given in Equation 3-2. 
 
𝑇𝐹𝑃 =
Dollars of input
Dollars of output
=
Labour + Equipment + Material + Capital
Total output
 
Eqn. 3-2 
 
Measuring TFP has spawned a variety of different approaches which also seek 
to accommodate the issue previously identified. These methods can be 
classed in a variety of ways including: Micro or Macro, Frontier or Non Frontier, 
Deterministic or Econometric. Critically these classifications are dependent on 
what aspects of productivity are being studied and alter the definition of 
productivity (Gatto et al., 2011). The micro methods are aimed at individual 
subjects or company whereas macro methods consider productivity on a 
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national or international level. The non-frontier models assume that the 
available technology is utilised with 100% efficiency and thus only 
improvements in technology can increase productivity. The frontier methods 
allow for inefficiency in impact productivity. Finally, the deterministic methods 
calculate TFP from the outputs where econometric methods are employed to 
estimate TFP from empirical data (Gatto et al., 2011). The aim of this study is 
to evaluate the productivity of designers in construction projects. This is clearly 
a micro level study since it focuses only on the activities performed by 
individuals in the design process. 
 
3.4 SCOPE OF PRODUCTIVITY 
3.4.1 Manufacturing field 
In the competitive industry, manufacturing has commenced a profit-orientated 
approach to achieve the optimum transformation of input into output. In this 
regard, much research regarding productivity, has been undertaken to 
demonstrate the effective and efficient conversion of resources into 
marketable products. Figure 3-1 shows manufacturing operation system. Price 
(1986) identified that there are distinct differences between construction and 
manufacturing fields, these include: short period of activities, long gaps in the 
repetition of activities, plant used for activities influenced by availability as well 
as appropriateness for the activity.  
Productivity in manufacturing can be calculated in a number of ways; for 
instance, total factor productivity, partial productivity, and labour productivity. 
Total productivity is the ratio of all outputs to inputs (Battisti and Iona, 2009). 
Partial factor productivity or single factor productivity is the ratio of output to a 
single input (Raj, 2011). Labour productivity is the ratio of output to labour 
hours. Islam and Shazali (2011) drew attention to the importance of skills of 
work force in their research. They stated that the skills of the work force has a 
prevailing role as an input of a manufacturing system and in improving 
manufacturing performance. They also indicated that work environment as a 
factor increases the motivation to produce more output. A manufacturing 
product is produced in a fixed location along with connection of workstations. 
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Ballard and Tommelein (2012) pointed out that during manufacturing, series of 
tasks and materials are bound together in repetitive manufacturing process. 
 
 
Although a manufacturing product is fabricated in a specific location, there is 
however, no limitation on where it is to be used.  For instance, automobiles, 
laptops and mobile phones can be produced in a defined location, but are 
utilised worldwide. Ballard and Tommelein (2012) in their research addressed 
the difference between manufacturing and construction industries; with 
manufacturing firms producing multiple copies of a product while construction 
project deals mainly with building of prototypes. The identification of these 
differences provides further evidence of being careful when applying aspects 
of productivity developed from one sector to another. It also suggested that if 
construction could have both differences and similarities with manufacturing, 
the same might be true for design and construction.   As such, it would be 
beneficial to consider the findings of productivity studies in construction. 
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Figure 3-1: Manufacturing operation system. 
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3.4.2 Construction field 
Every construction project commences and ends in a specific location and it is 
highly influenced by physical, social, environmental and aesthetic contextual 
factors. Construction projects are characterised by their uniqueness and the 
intensity of their labour force required (Jang et al., 2011; Moselhi and Khan, 
2012). The labour force of any construction project is extremely important in 
its fruition. In contrast to other resources needed for a construction project, 
labour is flexible and manageable (Park, 2006). In construction, the term 
referred to as labour productivity; basically means units of work placed or 
produced per man-hour which can also be measured in terms of man-hours 
per unit (unit rate). Horner and Talhouni (1993) pointed-out that “A popular 
concept in the USA, and increasingly in the UK, is the concept of earned hours 
and it relies on the establishment of a set of standard outputs or norms” for 
every unit operation. Hence, a number of “earned” hours are linked with every 
unit of work concluded. Productivity can however be defined as the ratio of 
earned to actual hours (Shehata and El-Gohary, 2011). The dilemma with this 
notion is the establishment of reliable “norms”, for generating a benchmark. 
This would depend on the technique used to quantify productivity, as well as 
the degree to which all the variables involved are considered and accounted 
for. 
Researchers such as Horner and Talhouni (1993) and Thomas and Sakarcan 
(1994) reached a consensus that the construction industry is highly labour 
intensive and has a higher labour component when compared with other 
industries. In addition, Smithers and Walker (2000) in their study stated that 
“the construction process is largely a ‘people’ management business”. The 
construction industry’s productivity level has been criticised because of its 
decline in productivity (Rojas and Aramvareekul, 2003; Crawford and Vogl, 
2006; Merrow et al., 2009; Bröchner and Olofsson, 2012; Siriwardana and 
Ruwanpura, 2012). Calvert et al. (1995) reinforced this point by stating that 
“despite the great advances made in the utilisation of mechanical plant, 
building seems certain to remain a high labour-content industry, so that the 
personnel function is of necessity the most important factor in construction 
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management”. Thus, many studies are linked to construction labour 
productivity. However, many researchers, according to Chan (2002), only 
consider isolation factors due to complexity and multifaceted issues in labour 
productivity.  
It is crucial to recognise the factors that may influence making of reliable 
productivity indicators in the actual construction process. Kim et al. (2011) in a 
study reported that productivity exists in three forms: ideal, actual, and 
obtainable productivity. Ideal productivity (IP) refers to outcomes yielded 
under an ideal situation. Actual productivity (AP) is the total opposite of the 
ideal situation which simply implies that the end results are dependent on real 
time circumstances and that all variables simulated in a virtual situation might 
not be present, thereby altering the product which would have been attained 
in an ideal situation. In reality various factors can prevent the achievement of 
IP. Last but not least is the Obtainable productivity (OP), this subsists in a 
controllable environment where maximum productivity can be attained through 
ample management of all variables that can be directed and modified to suit 
required standards. The factors pose obstacle to achieve IP are defined as 
Reduction Factors (RFs) (Kim et al., 2011). Thus, an AP can be formulated as 
the difference between IP and RF and is presented in Error! Reference 
source not found. as the Actual Productivity relationship (Kim et al., 2011). 
 
𝐴𝑃 = 𝐼𝑃 − 𝑅𝐹 Eqn. 3-3 
 
In the office environment, these factors need to be defined and analysed to 
derive more accurate and reliable productivity measurement. The factors could 
be personal, environmental or even project factors, which may have either 
positive (increment factor) or negative (reduction factor) influence on the 
designers’ productivity.   
 
66 
 
3.4.2.1 Productivity factors in construction project 
Various operations are performed on a construction site. For instance, 
excavating, conveying waste material out or into a construction site, concreting 
and welding operations. Each operation includes several sub-operations. For 
example, concrete operation comprises of batching, transporting and placing. 
Each operation is affected by many factors, which either can decrease or 
increase the productivity of operations. Much research has been conducted to 
define these factors. Regarding to concreting operation, many investigators 
such as Wang et al. (2001); and Dunlop and Smith (2003) investigated the 
influence of labour and equipment on productivity of concerting operation. In 
another research Olatunde et al. (2011) in their investigation revealed that the 
pour size is one of the construction site factors that have an impact on 
concreting. 
Rojas and Aramvareekul (2003) in a research found 18 factors that have 
influence on labour productivity and divided them in four groups which are as 
follows: management systems and strategies, manpower, industry 
environment, and external factors. They observed that the two groups out of 
four, which are management skills and manpower, have the most effect on 
labour productivity. Table 3-1 presents the classification of labour productivity 
factors. Also, Liberda et al. (2004) identified most critical factors and classified 
them in three categories as follows: human, management, and external. 
In an investigation, Dai et al. (2009) compared 83 productivity factors and 
identified the ones that had the greatest impact on the craft workers’ 
productivity, which are tools, materials, engineering drawing management and 
construction equipment. Construction projects bring different teams with 
various skills together.  
Hayes (2002) and Baiden et al. (2006) mentioned teamwork as a potential 
holder for increasing productivity. Baiden and Price (2011) in another study 
pointed out that integration helps in improving the effectiveness and 
performance of teamwork.  
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Each construction project team has its own characteristics that can make the 
productivity of the project either low or high. Table 3-2 highlights some of these 
characteristics proposed by Chan (2002). 
Table 3-2: Differences in project characteristics. (Chan, 2002) 
Projects with high productivity Projects with low productivity 
 Well-thought out, realistic plan 
 Building design that enables the 
use of trade skills 
 Good communication between 
senior management and 
operatives 
 Training investment 
 Experienced staff 
 High staff morale 
 Good welfare 
 Experienced and self-motivated 
site 
 Site near to home 
 Job security and retention of 
staff 
 Poor planning, inexperienced 
planner 
 Repetitive, simple design that uses 
very little or none of trade skill 
 ‘Them’ and ‘Us’ attitude between 
senior management and operatives 
 Lack of training 
 Inexperienced staff 
 Low staff morale 
 Little or no welfare 
 Inexperience site manager 
 Site far away from home 
 Subcontractors or Labour only 
subcontractors 
 
Management systems and 
strategies
•Management skills
•Scheduling
•Material and equipment management
•Quality control
Manpower
•Work experience
•Specific training
•Education
•Motivation
•Seniority
Industry environment
•Adverse weather conditions
•Uniqueness
•Working conditions
•Interactions
•Subcontractor integration
External system
•Scope changes
•The economy
•Research and development
•Information technologies
Table 3-1: Labour productivity factors. (Rojas and Aramvareekul, 2003) 
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Out of the aforementioned project characteristic, Chan (2002) highlighted four 
key factors that are deemed as most effective in productivity improvement.  
These were planning, teamwork, welfare, job security. In the work of 
Olomolaiye (1988) he showed that motivation did simply affect productivity and 
that this was expressed not in a higher or lower work rate but in the amount of 
time applied to undertake the work. Furthermore, Shan et al. (2011) used a 
survey to assess the various factors having positive impact on mechanical 
productivity which are, as follows: pre-project planning, team building, 
automation and integration of information system, and safety. In order to 
enhance productivity Siriwardana and Ruwanpura (2012) suggested that 
worker performance index helps construction management team to evaluate 
and rank their level of performance. They explored motivation, technical skills 
and management factors to evaluate the worker performance index.  
In his findings Price (1986) highlighted the principal influences on productivity 
was as motivation and delays/waiting due to poor management, with the work 
rate varying only slightly. He established that the site workers needed 
approximately 20% of their working time to relax and recover from their 
physical exertion.  He further argued that due to the delays occurring, this level 
of relaxation rarely become a governing factor (Price, 1986). This figure 
appears to have remained largely unchanged with Rojas (2008) using 20% as 
minimum amount of expected ‘not useful’ time for construction workers. Whilst 
designers are unlikely to exert themselves physically at work, they do exert 
themselves mentally and a similar period of mental relaxation may be needed. 
One interesting aspect of Price’s (1986) work is that whilst work rate varies 
slightly, motivation has a significant impact on productivity. Olomolaiye (1988) 
expanded on this work and concluded that motivation affect time spent working 
as oppose to speed at which work is undertaken. Effectively, a motivated 
worker is less likely to be distracted, so whilst they do not work any faster, they 
work more frequently. As a result, for the same period of time a motivated 
worker can complete more work than an unmotivated worker, assuming similar 
skill levels. 
Many investigations have been undertaken to indicate factors which have 
negative impacts on productivity. Table 3-3 presents adverse factors studied 
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by Tucker (1986), Borcherding et al. (1980), Thomas and Sakarcan (1994). In 
a research by Chapman and Butry (2008) productivity factors are categorised 
into “life-cycle construction process”, “technology utilization”, “skilled labour 
availability”, “office fabrication” and “modularisation”. 
Table 3-3: Adverse factors 
Adverse factors 
 Relative influence of 
labour cost 
 More sophisticated 
labour demand 
 More larger and complex 
project 
 More participants and 
communication 
 Centralisation and 
specialisation 
 Accelerated schedule 
 Increase paperwork 
 Lack of research 
 
(Tucker, 1986) 
 
 Union workmen 
selection 
 Motivation 
 Bureaucracy 
 Scheduled overtime 
 Change order 
 
(Borcherding et al., 1980) 
 
 Congestion 
 Sequencing 
 Weather 
 Supervision 
 Plant status 
 Information 
 Equipment 
 Tools 
 Materials 
 Rework 
 
(Thomas and Sakarcan, 
1994) 
 
 
Design has an influence on construction productivity. Previous researches 
(Gray, 1983; Anderson et al., 2000; Fox et al., 2002) revealed that buildability 
and design imperative have an effect on construction productivity. Jarkas 
(2012) in an investigation revealed that buildable design is one of the important 
factors to improve productivity of in-situ reinforced concrete material, for 
instance rebar installation. Beside mentioned factors, changing orders has an 
adverse impact on productivity. According to Naoum (1994) the lack of 
effective communication, lack of efficient integration among involved teams, 
complexity of project, uncertainty and changing environment lead to 
construction project encounter alternative methods and orders. Consequently, 
any change orders cause change in contract duration, project completion time 
and increase the total direct and indirect cost. In an investigation Moselhi and 
Khan (2012) identified related parameters that cause productivity loss related 
to change orders, as follows: timing of change order, complexity of work, 
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processing time, interdependencies, intensity of work, frequency of design 
errors and omission, contractor management, lack of A/E supervision.  
The determined factors for construction site-work showed that researcher 
dismantled every piece of workers task along with surrounding factors. This 
suggests that a designer’s activities during working-day have to be separated 
into sub-activities and subsequently classified into groups.  
 
3.5 PRODUCTIVITY MEASUREMENT IN CONSTRUCTION 
Much research has been conducted on productivity measurements, but there 
is no consensus on a standard measurement system. In general, productivity 
is defined as the ratio of output to input, and often some measures of 
construction productivity can be calculated in this way (Adrian, 1987).  
According to Talhouni (1990) and Rakhra (1991), construction productivity can 
be calculated in two ways, as Total factor productivity, and Partial factor 
productivity. In the use of the total factor, outputs are compared with all inputs. 
Also, it is referred to as multifactor productivity (Bröchner, 2011). Partial factor 
productivity shows the ratio of outputs to a single or selected inputs. Goodrum 
et al. (2009) in a research found that partial productivity is more affected by 
changes in material technology than in labour. In addition, the relation between 
output and different inputs such as labour, capital and material also provide 
various definitions for productivity. The different qualities and effectiveness of 
the inputs (such as labour or material) have varying effect on each ratio.  
It would therefore appear that there is no general consensus among 
researchers on a standard method to measure construction productivity. In 
connection with the difficulty of a common measure, Park (2006) has 
suggested that each project has complexity and its own unique characteristic. 
This makes it challenging to attain a common standard method to measure 
overall construction productivity. In construction, the different purposes for 
tasks and activities can lead to different levels productivity measurement 
(Song and AbouRizk, 2008). To simplify the this conundrum, a number of 
commentators have suggested that construction productivity should be 
analysed at three levels as follows: “Activities / Tasks”; “Projects” and 
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“Industry” (Chapman and Butry, 2008; Huang et al., 2009; Bröchner, 2011). 
Task level metrics are used to calculate single task productivity such as 
concreting, formwork or structure steel erection. According to Chapman and 
Butry (2008), task metric levels are predominant in the construction industry.  
Typically, task level metrics as a Construction Productivity Metric System 
(CPMS), usually take into account inputs such as labour productivity factor to 
assess the amount of a produced output by a designated work force in a 
standard 8 hours working per day.  
In order to assess industrial efficiency, the amount or value of output is 
compared with the unit of input.  Multiple outputs make the process of 
assessment very difficult. In order to obtain a single output, Chapman and 
Butry (2008) pointed out that “Törnqvist index (weighted sum of the natural log 
of the ratio of output in different time periods)” binds multiple output indices 
together. In order to assess the Industrial performance several models have 
been proposed, such as CIM3. Willis and Rankin (2012) in their study 
highlighted the importance of Construction Industry Macro Maturity Model 
(CIM3). CIM3 uses the maturity of the construction industry as exemplary 
context to simplify and facilitate comparison between different performance 
over time and different areas. According to Park et al. (2005) measuring 
productivity at project level sets an internal benchmark and measuring 
productivity at company level defines external benchmark.  
However, the site construction factor, complexity of the project and the unique 
characteristic of construction projects present considerable difficulty in 
measuring productivity (Oglesby et al., 1989). Based on recommendation to 
establish a productivity measurement programme by CICE (Construction 
Industry Cost Effectiveness), Construction Industry Institute (CII) generated an 
approach to calculate productivity in 1990 (Park et al., 2005). This approach 
contains a reporting method, method of calculating output and input, and a 
performance assessment approach to calculate site-level productivity (Park, 
2006).  Projects consist of multi-disciplinary activates to achieve the project 
aims and objectives. The inputs and outputs of each task differ from one 
another. For instance excavation, formwork, concrete placement, structure 
steel erection have different input and output. Therefore, compiling various 
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data from varying tasks complicates the assessment of project productivity at 
project level metrics (Chapman and Butry, 2008).  
 
3.6 PRODUCTIVITY MEASUREMENT DESIGN ENVIRONMENT 
There are two reasons why it is essential to understand what factors may affect 
a designer’s productivity. Firstly, Chew (1988) has argued that measuring 
productivity alone does not provide useful data. There must be sufficient 
information to explain the level of productivity observed. Secondly, if a 
designer’s productivity relative to the optimum level is to be calculated, an 
optimum level must be defined. It is unreasonable to expect this level to be 
100% (Rojas, 2008).  To ascertain the level from observation alone would 
require an expansive and extensive survey, which would most likely be beyond 
the means of a single organisation and would call for many studies. By 
understanding the factors that influence productivity, potential variances can 
be explained thus enabling an estimate for optimum performance to be made. 
The measured output can be based on either physical or financial attributes. 
In a study, Yates (2014) provides a range of approaches to measuring 
quantities which are: Units Completed, Percent Completed, Level of Effort, 
Incremental Milestones, and Start to Finish Percentage. Physical output is the 
key to employing any of these measures to calculate productivity. In the design 
process the physical output can be drawings, models, calculations, 
specifications. However, the process of designing from an idea to a sketch and 
design solution is somewhat intangible. The scope of design as a task in the 
building sector is varied and it can address anything from a simple residential 
house to a complex hospital. It is obvious that designing a hospital in 
comparison with a residential building takes more time and effort. It is needless 
to say that requirements and detailed specifications in designing a hospital 
demand experienced designers. It can be seen that considering physical 
outputs alone is not enough to assess productivity and it may overlook the 
intangible nature of design in the sector. In the same way, Yates (2014) 
indicated that the mere physical measure is unable to assess the level of 
required effort for a project properly. Also, if a study of design area is restricted 
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to one discipline of design or specific type of project, it would greatly reduce 
any future applicability of the study’s findings. As such, measuring the ‘level of 
effort’ without considering type of project is not accurate. A more complicated 
design might be expected to require more activities and effort. Therefore, more 
complex design requires more time for activities such as thinking, drawing and 
communication.  
It is reasonable to argue that if designers spend more time for drawing and 
thinking regarding complex projects, they may subsequently need more time 
for relaxation. Moreover, working behind the desk and sitting for a long time 
may cause in physical pain during the period and subsequently lead to more 
illness and absence from work. This would imply a reduction in designer 
productivity.  It is equally plausible to argue that they may spend less time on 
relaxation for less complex project. Most of the research on productivity 
measurement in design are about measuring the output of design and the 
factors that may affect these outputs, and less about the designer’s optimum 
time for activities. The essential argument here is that the time spent for each 
activity by the designer needs to be assessed to close the productivity circle. 
For managers it is important to know how their employees spend their time 
effectively in the work place, and the percentage of their productive time.  Such 
knowledge becomes beneficial to the individual designer as well as the 
practice.  The output is the number of hours which may be used effectively or 
ineffectively, and input is the total working hours.  
 
3.7 FACTORS AFFECTING DESIGN PRODUCTIVITY 
In order to derive a reasonable and optimum productivity level for the designer, 
it is necessary to establish the factors determine the level of productivity in 
design work environments. To this end the relevance of Maslow’s hierarchy of 
needs is explored for its potential to explain the attainment of different levels 
of productivity for different workers in the social strata. The relevance of those 
needs to the construction context was then employed for options and means 
by which productivity could be improved for the designer.   
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3.7.1 Clarification of productive and unproductive behaviour 
A key assumption was made that it is unreasonable to expect a designer to be 
100% productive (Rojas, 2008). This was deemed unrealistic as it would 
require the designer to use every moment of their working time productively. 
Evidence supporting this assumption was found by looking at work done with 
operatives on construction sites. Studies investigating the productivity of 
construction site operatives have previously been undertaken in exhaustive 
detail. Rojas (2008) concluded that the ideal ratio could be placed around 45% 
productive time, 35% contributory time and 20% unproductive time. However, 
such studies could not be applied to designers without further research due 
the numerous differences between the two occupations. These included the 
likely different physical and mental demands, environment and culture for 
conducting work.  
If the maximum achievable output could not be assumed to be 100% then it 
had to be established as part of the investigation. In order to do this, it was 
necessary to be able to identify productive and unproductive behaviour as well 
as to recognize what caused this behaviour. It was reasonable to presume 
some factors contributing to unproductive behaviour will be avoidable and 
some will not. By identifying those factors which are avoidable, the amount of 
unproductive time that results could also be identified. This offered a means 
for determining the amount of time that has the potential to be productive and 
thus allow a maximum potential output to be calculated. 
A number of commentators have postulated that the key to establishing 
potential optimum levels of productivity was determined by the factors that 
cause productive or unproductive behaviours such as stress.  In their 
investigation, Halkos and Bousinakis (2010) proposed that productivity was 
fundamentally affected by job stress and satisfaction. The results of the study 
by Halkos and Bousinakis (2010) indicated that stress did lead to a decline in 
productivity, particularly, when work started to impact on time outside of work. 
Furthermore, satisfaction, as result of a stable working environment, quality 
work and trust in the senior management, did appear to increase productivity 
(Halkos and Bousinakis, 2010). A key observation from the study of Halkos 
and Bousinakis (2010) was that the causes of stress and satisfaction appeared 
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to vary from person to person. This was not a surprising finding, as people are 
individuals with their own circumstances and personalities but it did severely 
limit the ability to apply their theory.  
The concept of stress and satisfaction in relation to productivity was quite 
interesting. In particular, it raised the question; did stress cause a decline in 
productivity or was it simply a shared symptom?  Potentially stress and 
satisfaction could have been symptoms of factors that affect productivity and 
not the cause. The rationale for this theory came from Maslow’s hierarchy of 
needs (Griffith and Watson, 2004). Shown in Figure 3-2, Maslow’s hierarchy 
of needs provides a model for human motivation. Each level of the pyramid 
represents increasingly complex needs a person would seek to fulfil.  
 
 
Crucially, they would seek to fulfil the needs at the bottom of the pyramid first 
(Griffith and Watson, 2004). This meant the desire to fulfil these needs can act 
as a motivator that stimulates productivity. On a very basic level, money often 
provided the means to secure food, water and shelter and the need for these 
things provided motivation to an individual to find employment. 
Relating Maslow’s hierarchy back to Halkos and Bousinakis’ (2010) work 
provided a new interpretation of stress and satisfaction. Stress could be 
considered the consequence of not fulfilling a need and satisfaction the 
consequence of fulfilling a need. This concept could be extended to include 
Self-Actulisation
Esteem and Ego
Social
Safety and Security
Physiological
Figure 3-2: Maslow’s Hierarchy of Needs (Griffith and Watson, 2004) 
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productivity. A decrease in productivity might occur when working would not 
help fulfil a need; this would have also resulted in stress. Similarly, where 
working harder would help to fulfil a need, satisfaction was deemed likely to 
occur and productivity would have increased. 
The simple example of hunger, the need for food, was considered. If a person 
was hungry but was unable to access food, working harder offered no way of 
fulfilling their need. Furthermore, the presence of hunger could distract them 
from their work. In such a situation the likely outcome was stress and a decline 
in productivity. However, if the situation was changed so that once they 
completed their work, they could eat, working became a means to fulfil their 
need. In such a circumstance, it is possible that that they might work harder 
than usual in order to fulfil their need sooner. In this case productivity would 
be observed to increase. Whilst this was a simplistic thought experiment, it 
demonstrated the possible logical connection between needs and productivity. 
In this respect, designers’ needs during work, such as drinking, break could 
have a correlation with their productive time. In order to confirm or deny this 
potential connection, it is necessary to investigate that correlation and its 
possible effect on the productivity. 
 
3.7.1.1 MOTIVATION 
In many parts of the world, fulfilment of most these basic needs would be 
facilitated by money and thus, as mentioned previously, provide the motivation 
to be employed. A designer working in construction is considered by their 
nature to be employed, and it is assumed this would provide sufficient money 
to fulfil most of their basic physiological needs.  Van Biesebroeck (2011) 
studied three sub Saharan countries (Tanzania, Kenya and Zimbabwe) and 
found that the correlation between labour productivity and wages was minimal 
in poorly developed economies (Tanzania) but became increasingly relevant 
the more developed the economy of country was. A great deal of caution is 
needed with these results as they examined macro trends limited to three 
countries in a single geographical area. However, they did present evidence 
of instances of low wages with high productivity and low productivity with high 
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wages occurring in the same country. Van Biesebroeck  (2011) did not 
speculate nor provide evidence for why this is the case, nor was an explanation 
provided for why correlation between wages and productivity tended to occur 
in more developed economies. However the lack of a relationship between 
long term productivity and financial incentives has been established (Baines, 
1997). The key issue being that financial incentives rarely addressed the issue 
causing lower productivity (Baines, 1997). 
The fact that financial incentives appeared to have a mixed impact on 
productivity could be explained by its interaction with needs. As previously 
stated, money would likely facilitate fulfilment of many basic physiological 
needs. It may also help facilitate some safety and security needs, and perhaps 
have contributed to the fulfilment of some social needs.  However, it appeared 
that money, as mean of need fulfilment, was having increasing less of an effect 
in fulfilling higher-level needs. As such it was considered that long term, 
financial incentives were likely only to motivate when it came to fulfilling basic 
needs. If the monetary returns from a job cannot secure their basic needs, then 
a person would almost certainly seek alternate employment. Once those 
needs were met, money whilst still useful, would have less of impact in fulfilling 
needs and provided less motivation to work harder than necessary to maintain 
their employment. However, in this study it is deemed to assess correlation 
between productivity and motivations in a design office.  
 
3.7.1.2 RELAXATION 
Physiological needs were also considered to vary throughout the day and a 
person would likely seek to fulfil them.  Hunger and thirst were obvious 
candidates, but the need for rest and comfort in the environment were also 
considered.  Throughout the day, it was expected for a person to become 
hungry and thirsty, and for them to eat and drink as a response. Edwards 
(1993), following an extensive literature review, concluded that the impact on 
productivity of eating or not eating at certain times of the day had not been 
proven conclusively. Based upon these observations it appeared that fulfilling 
a need associated with hunger, and possibly thirst would not impact 
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significantly on productivity. However, Edwards (1993) also proposed that 
changes to a person’s eating routine did have a negative impact on 
productivity. This included such activities as missing or delaying lunch. This 
provided some support to Halkos and Bousinakis (2010) principle that stress 
resulted in a decrease in productivity.  
Further support for stress decreasing productivity was found by examining the 
office environment. Mak and Lui (2012) found that levels of light, sound and 
temperature, along with office layout all contributed or hindered productivity. 
An important aspect of their research was that it did not focus on absolutes, 
but instead sought to determine if the individual was comfortable in their 
environment. This aligned with the idea that factors influencing productivity are 
personal to each individual. This approach meant that no optimum conditions 
for a productive environment could be established. However, if the premise 
that factors affecting productivity are unique to each individual is held to be 
true, then an optimum set of parameters would be difficult if not impossible to 
determine. What could be concluded from this research was that when the 
environment did not fulfil the basic physiological need for comfort, productivity 
declined.  
Finally, it has been observed that the need for regular breaks, even when 
engaging in purely mental activities is essential (Mt. San Jacinto College, 
2015; Stanford University, 2015). These micro-breaks were recommended to 
be 30 seconds to 5 minutes long and taken every half an hour to an hour (Mt. 
San Jacinto College, 2015). Taking such breaks was found to improve 
productivity and was found to be more effective than fewer longer breaks (Mt. 
San Jacinto College, 2015). Work by Fritz (2012), supported the concept of 
micro-breaks but found that productivity only increased in certain 
circumstances. In particular, that micro-breaks were only effective at 
increasing productivity when they involved a work related activity such as 
aiding a colleague. The traditional coffee break and other similar non-work 
related activities were potentially detrimental to productivity. A potential 
explanation for this was found when investigating social needs.  To sum up, it 
appeared that failure to meet the basic physiological needs of a person 
resulted in a decrease in productivity. However once those needs were met, 
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no further gains to productivity occurred. This was consistent with the 
interpretation of Maslow’s hierarchy of needs. The potential for these factors 
to improve productivity is thus limited provided the environment and working 
conditions were reasonable. Furthermore such factors were likely to be 
constant and would probably have minimal impact on day to day productivity. 
 
3.7.1.1 WORKING POSTURE 
A simple aspect of human body is defined as body posture that can affect 
overall health and wellness. Posture is how a person holds his/her body up 
right, whether sitting or standing. According to Isherwood et al. (2005) posture 
balances and aligns the skeleton of human body to protect it from progressive 
deformity and injury. Task can be performed either stationary or in motion. 
Therefore, posture can be assessed in two ways which are statically and 
dynamically (Isherwood et al., 2005). Performing a task in one posture may 
have effect on the other one. However, Kritz and Cronin (2008) pointed out 
that there is no clear relationship between static posture evaluation and 
dynamic movement assessment. 
A report at 2007 by the European Agency for Safety and Health at Work: 
"Musculoskeletal disorders (MSDs) are the most common work-related health 
problem in Europe, affecting millions of workers. Across the EU27, 25% of 
workers complain of backache and 23% report muscular pains. MSDs are 
caused mainly by manual handling, heavy physical work, awkward and static 
postures, repetition of movements and vibration. The risk of MSDs can 
increase with the pace of work, low job satisfaction, high job demands, job 
stress and working in cold environments. MSDs are the biggest cause of 
absence from work in practically all Member States. In some states, MSDs 
account for 40% of the costs of workers' compensation, and cause a reduction 
of up to 1.6% in the gross domestic product (GDP) of the country itself. MSDs 
reduce companies' profitability and add to the social costs of governments."(A. 
Chapman, 2015) 
It can be inferred that the major reason for causing workplace illness and 
absence is musculoskeletal disorders (MSDs). Furthermore, back pain in each 
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of them plays the big role (Ricci et al., 2006; Coenen et al., 2013). Posture of 
the human body affects worker’s health and safety. Hrysomallis and Goodman 
(2001) investigated that the position of body segments for extended periods of 
time impacts on the muscles. Also, Novak (2004) added to the importance of 
posture by referring to adverse effect of prolonged misalignment on nerve 
tissue and function. The adverse impact on nerve tissue results in muscle 
imbalances which can lead to a number of health consequences. Poor posture 
at work results in back pain, workplace stress, repetitive strain injury, resulting 
in lost time, reduced productivity, poor employee health, low morale, and 
higher costs. Investigating in improving posture at workplace can lead to higher 
productivity (Stewart et al., 2003; Ricci et al., 2006; Leider et al., 2015). The 
need for identifying Reduction Factors (RF) in a design environment makes 
MSDs one of factors to be assessed to determine correlation between physical 
pain and designers’ productivity. 
 
3.7.2  Selection of factors for the study 
In section 3.7.1, the factors could affect office workers were presented. In order 
to the select the most appropriate factors, it is deemed necessary to develop, 
from existing literature, a classification of factors. Therefore, the factors that 
are deemed to have impact on the designers’ productivity are classified into 
personal, environmental factors and project factors. 
The factors which are related to a designer directly are considered as personal 
factors. These factors comprise of profession, years of experience, motivation, 
physical pain, and recreational sport. The involved designers in a project can 
be architects, structural, mechanical and electrical engineers with different 
years of experience. Years of experience as a factor show the skill of a 
designer. In addition, a designer has a motivation to work. This motivation can 
have a financial reason. However, money is not the only motivation for a 
designer and then the other motivations should be explored. Research on 
musculoskeletal disorders (MSDs) shows that it needs to be considered as a 
reason for low productivity in work place. Accordingly, a designer physical pain 
is considered as one of personal factor. However, some designer may mitigate 
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the risk of musculoskeletal disorders (MSDs) by doing daily or weekly exercise. 
Thus, recreation sport is deemed as one of personal factors. 
For a designer’s work spot can be behind a desk or hot desk in an office with 
a specified space to move his/her chair. Working in an office with limited size 
can have influence on their productivity. As such, the suitability of light, colour 
of indoor walls and temperature may affect a designer’s activity time. The effect 
of working environment on a designer’s activity time is presented as 
environmental factors. In this study, the following factors are deemed as 
environmental factors, which are: size of office; size of personal space; form 
of desk; form of chair; chair suitability; the colour of walls; light suitability; and 
temperature.   
A project specification can consist of type of project, size of project, and/or type 
of structure. Different types of building lend themselves to different times for 
delivering the design solution. According to Love et al. (1998) the design 
classification types can be as follows for buildings:  
- residential;  
- commercial;  
- recreational;  
- administration and civic; 
- industrial; hospital; and 
- educational.  
Research effort needs to be directed at investigating the effect of a project 
specification on design activity time. Also, each phase of design process may 
affect a designer’s activity time. In this research, the following factors are 
deemed as project factors, which are: type of project, size of project, type of 
structure, and phase of design process. The classification of personal, 
environmental and project factors are presented in Table 3-4. 
Table 3-4: Personal, environmenta, and project factors. 
Personal Factors 
Profession 
Years of experience 
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Motivation 
Physical pain 
Recreational sport 
Environment Factors 
Size of the office 
Size of personal space 
Form of desk 
Form of Chair 
Chair suitability 
The colour of walls 
Light suitability 
Temperature 
Project Factors 
Type of project 
Size of project 
Type of structure 
Phase of the design 
process 
 
 
3.8 WORK STUDY METHOD 
3.8.1 Preamble 
Since, the aim of the research is to develop and establish the utilisation times, 
time study is reviewed to explore how it can best assist in measuring such a 
utilisation time for the designer. 
 
3.8.2 Work study concept 
It is important in any organisation that the available resources are utilised most 
effectively and the logical approach is adopted to production improvement. 
Thomas et al. (1991) referred to work study as a systematic study of work 
system in order to achieve standards for cost efficient method, and the time for 
its delivery.  The British Standard provides the following regarding the concept 
of Work Study as follows. “A measurement service based on those techniques, 
particularly method study and work measurement, which are used in the 
examination of human work in all its contexts, and which lead to the systematic 
investigation of all the resources and factors which affect the efficiency and 
economy of the situation being reviewed, in order to effect improvement” 
(British Standards Institution 3138, 1969).   
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A work study is formed from two main parts, which are: a method study and 
work measurement. According to Harris et al. (2013) work study is a 
management tool that use method study and work measurement technique to 
pave a way to improve productivity. Figure 3-3 presents work study process.   
A method study contains finding the preferred method of performing a task. A 
work measurement / time study involves finding standard time for doing a task. 
According to Thomas et al. (1991), general data collection method for work 
study includes video photography, stopwatch timing, and work sampling. 
Price (1986) defines the objective of method study as achieving progress in an 
economical way for doing a specific task.  
Method study is a technique to record the work procedure systematically, 
examine resource involved in performing tasks critically and to overhaul the 
method completely. Harris et al. (2013) states that method study can be 
executed in 4 steps such as: “Define the problem; Record the work being done; 
Analysis of the present method; develop alternatives, Install and maintain”. 
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At the first steps the problem is defined. Then it is followed by recording the 
work and outlining a flow diagram, or a string multiple-activity chart. Recording 
includes manual and video tape recording. The video is then viewed several 
times to develop an overall understanding of the content and flow of work and 
its associated bottlenecks. Afterwards, the extracted time information is 
interpreted and reassembled into charts, flow diagrams and multi-activity 
charts for further method study analysis. The present method is analysed and 
alternatives is developed. Then the best model is adopted for the task.  
As the objective of this research is to determine a standard activity time for a 
task, work measurement is applied for this purpose. 
Figure 3-3: Work study process. (Derwin, 1985 cited in Thomas et al., 
1991) 
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3.8.3 A focus on method study 
In method study technique, the existing work procedure is recorded and then 
analysed with the aim of managerial purposes, such as reduction in cost by 
improvement the working method under consideration. In construction project, 
many situations can arise which can affect the project progress. Method study 
can help in better progress. Work by Harris et al. (2013) defined five areas that 
the symptoms of problems may appear there which are labours, plants, 
materials, plan of work, management system.  
Method study includes the following stages: define the problem, record the 
working procedure, analyse the obtained data, propose alternatives, adopt the 
proposed working procedure, asses the outcomes (Price, 1986; Harris et al., 
2013).  Method study can be classified based on three visual techniques, which 
are: flow charts, process charts, and multiple activity charts. 
In flow charts method, symbols are used on a plan of the work to illustrate the 
movement of material and work cycle. The five generally recognized symbols 
are presented in Figure 3-4. 
Symbol Activity 
 Operation 
 Inspection 
 Transportation 
 Storage 
 Delay 
Figure 3-4: Flow chat symbols (Harris et al., 2013). 
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In some cases, several operations are limited to one site and it is not possible 
to show the flow chart of work on the site. In this case, a process chart can 
illustrate the operation, where symbols present the sequence of events. 
In the case of set of interrelated activities, multiple activity charts are used to 
draw all activities against a general time scale in order to select and determine 
an improved method.   
 
3.8.4 A focus on time study/work measurement 
Time study is a technique of work measurement. In this technique, the times 
and rates of working for particular tasks performed under specific conditions 
are recorded and obtained data is then analysed to the optimum time for 
undertaking that specific job at a determined level of performance (Price, 
1986). Harris et al. (2013) concur on this explanation and stated that the 
measurement of the required time to perform a task is called work 
measurement. Such a measure helps to determine the output standard of 
production for a worker, which informs other functional tasks, for example the 
estimating process in construction. British Standards Institution 3138 (1969) 
defines work measurement or time study as “The application of techniques 
designed to establish the time for a qualified worker to carry out a specified job 
at a defined level of performance”. A time study contains five stages which are: 
Select; Record; Examine; Develop; Install and Maintain (Daniels, 1993). In 
time study, times and rate of working under specific conditions are recorded 
and analysed in order to determine the needed time for doing a job under a 
level of performance. In this regard, Price (1986) has suggested that certain 
important features are typical of time studies, which are: flyback time, 
cumulative timing, rating, and activity sampling. 
In flyback timing, a stop-watch is used to measure time for each element 
directly along with rate assessment. It is started from zero and restarted at the 
end of each element. While in cumulative timing, the stop-watch runs without 
stopping through the study. In a cycle work, it starts from the first element of 
the cycle until the end of the whole study. To have a realistic output from time 
study, it requires considering effective work rate of subject. According to British 
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Standards Institution 3138 (1969) rating can be defined as: “The rating 
corresponding to the average rate at which qualified workers will naturally work 
at a job, provided they adhere to specified method and are motivated to apply 
themselves to their work. If the Standard Rating is maintained and appropriate 
relation is taken, a worker will achieve Standard Performance over the working 
day or shift”. Design activity can be performed with different levels of designer 
performance achieved over a short period of time. Typical rating assessments, 
as suggested by British Standards Institution (1969), are presented in Table 
3-5.  
Table 3-5: Typical rating assessments (British Standards Institution, 1969) 
125: 
100: 
75: 
50: 
Very quick, high skill, highly 
motivated. 
Brisk, qualified skill, motivated. 
Not fast, average skill, disinterested. 
Very slow, unskilled, unmotivated. 
 
The work measurement data is applicable to: determining suitable time levels 
on design activities; setting standard of designer’s performance; providing a 
basis for cost control by setting a benchmark; and determining the most 
optimum way from alternative methods. In an investigation, Price (1986) stated 
that activity sampling for group of worker  and cumulative timing techniques 
are well-matched to typical construction activities. Activity sampling is applied 
for constantly changing work patterns, while cumulative timing is utilised for 
type of task that predominates the machine operation with reiterative work 
pattern. 
Time study processes include field recording, field observation/video camera 
and followed by interpreting obtained data. As the objective of time study is to 
achieve a realistic time for the activities, the observer’s judgment on the 
effective rate of working classifies the working rate for an identical task 
between workers (Harris et al., 2013). Therefore, it can indicate the average 
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rate for a specific task and subsequently provides a scale to measure the level 
of performance achieved over a short time period.  The advantage of time 
studies is that an effort is made to record all relevant observations and then 
establish what work was productive or not. As such, multiple factors can be 
used to determine if productive work is being undertaken. The principal 
disadvantage is that they require an observer to be onsite and provide no 
evidence as to the occurrences beyond what was recorded by the observer.  
Rojas (2008) suggested time lapse studies as an alternative to record the 
functionality of the subjects. Some of the advantages of video recording data 
include time and cost efficient. Furthermore, it provides a permanent record 
footage that can be studied multiple times. However, the main disadvantage is 
that the footage is limited to one position and also restricted to visual content. 
In addition to the disadvantages of time lapse studies, video camera cannot 
capture smell and observes features such as temperature. 
Accurate and reliable data is essential to estimating and planning the design 
phase of construction project. In order to collect reliable data, it is preferable 
that design activities are measured in a planned environment, and not to be 
collected from a disorganized design office with undefined working practices. 
Although such a disorganised environment would provide a stronger basis for 
improvement, its usefulness for establishing an appropriate performance 
benchmark as a first step would be very much limited.  For instance, the time 
for designing a building based on definitive procedure, with cooperation and 
collaboration approach between team members and clients is likely to be quite 
different to time for designing with no or ill-defined procedure. Furthermore, 
the observed time can be affected by the following factors:  
- the skill of the designers,  
- the condition of equipment used,  
- work atmosphere; and  
- motivation.  
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It is essential to quantify these factors that can interfere with standard 
conditions in order to estimate an effective utilisation time for a designer.  
 
3.8.5 Work/activity sampling 
The common findings from research conducted by Yalley and Sekhon (2014) 
and Yates (2014) show that they are largely influenced by behavior of the 
designer. The designer is the key person in the design process and key 
lessons can be drawn from site related techniques for measuring the utilisation 
level of the design worker. According to Moselhi and Khan (2012), the 
dominant techniques found in publications to measure productivity at 
construction sites are: field rating; work/activity sampling; five-minute rating; 
field surveys; foremen delay surveys; and craftsmen questionnaire.  Each of 
these techniques needs to be adapted for them to be employed in assessing 
the utilisation level of the designer. 
In his study Rojas (2008) employed activity sampling as a measure where the 
activity level of labour is classified based on observations. Worthy of mention 
is the agree of Rojas (2008) on three of the major methods for activity 
sampling, namely, field ratings, productivity ratings and five-minute ratings as 
suitable instruments for conducting the exercise. In field ratings, workers are 
classified into working and non-working at the time of the observation. In the 
five-minute ratings, which is a specialized form of field rating, the study period 
is limited to five minutes. The overall productivity rating defines a worker’s 
activity as effective, contributory, and not useful activities. Essentially, the 
notion of productivity rating requires the definition of the key level of effective 
activity, and in particular, as it relates to the output. Contributory activity could 
be considered as required but ineffective activity. Lastly, not useful activity 
would refer to non-productive activity. It can be argued that non-productive 
activities could be divided into effective and ineffective. Therefore, productive 
and non-productive activities can both be subdivided into effective and 
ineffective contributions. Table 3-6 shows the productive and non-productive 
classifications as an important schema for evaluating designer activities.  
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Table 3-6: Productive and non-productive classifications. 
Productive 
Effective 
Ineffective  
Non-
Productive 
Effective 
Ineffective  
 
According to Rojas (2008) the activity of labour could be classified based on 
observations. During the observation, the judgment of the investigator on the 
effective rate of working can influence the definition of a designer activity 
classification.  Typically, activity sampling ignores the skill or experience of the 
individual. It could result in an inexperienced designer being considered more 
productive than an experienced designer, despite completing designs at a 
slower rate. This reflects the fact which has already been established, design 
productivity cannot be sensibly assessed using outputs. By disregarding the 
output, activity sampling requires a simple decision as to whether the designer 
is engaged in work. 
For the designer, these methods employ time both as the input and the output 
for establishing utilisation, with the input defined as the total time worked, and 
the output as the amount of time deemed useful. The determination of the 
useful time was made by observing the worker and recording their behaviour. 
Daniels (1993) and Rojas (2008) disagreed slightly on this methodology. 
Daniels (1993) used the recorded observations to determine how productive 
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the observed activity was. In contrast, Rojas (2008) decided if an activity was 
productive at the time of observation, and used the observation to provide 
additional information. For example, Rojas (2008) suggested that the 
productivity of construction workers recorded in the rain should not be 
aggregated with those taken in dry weather, as the level of productivity differs 
distinctly between the two cases. The observation relating to the weather had 
no impact on whether an activity was considered productive or not but was 
instead used to identify that weather was a key influencing factor. This 
difference was partly due to varying aims. The method of Daniels (1993) 
focused on the activity, whereas Rojas (2008) focused on the workers. 
Daniels (1993) recommended times from the study of office work 
measurement, which provides useful insights for this research. In this study, 
rating is an appropriate measure for assessing utilisation times in the design 
office. The rating method defines workers performance at the time of 
observation. In this study, it is deemed that a designer’s activity can be divided 
into productive and non-productive which this division further can be 
subdivided into effective and ineffective activities. Each of these sub-groups 
has direct effect on productivity/non-productivity while ineffective activities only 
have indirect effect. 
 
3.8.5.1 Establishing key objectives 
Work sampling is utilised to define how active the workers are for the observed 
task. The extracted data assists in achieving efficient work flow and high level 
of productivity for a task or an operation. Also, it helps managers effectively to 
determine a benchmark for each task and highlight the productivity limitations. 
The basics of work sampling are: observation and classifying proportion of 
project activities. Liou and Borcherding (1986) defined three objectives for 
work sampling which are: time-use, cause of work delay, base line. 
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3.8.5.2 Time-use 
It is important to define how workers spend their time. Their spent times can 
be categorized into: effective, contributory, and ineffective. Effective activities 
which are directly done for project purposes. These are activities that directly 
contribute to completing the activity in question. Similarly, ‘non-working time’ 
and ‘not useful’ behaviour include activities which do not contribute to 
completing the task. Productivity rating however also includes ‘contributory 
behaviour’. These are activities, that whilst not directly helping complete the 
activity, provide support indirectly. For instance, relaxation, tea time or 
stretching hands behind the desk to relax muscles help worker to continue task 
operation effectively. In addition, a time classification can be simply as 
productive and non-productive.  But it may be asked how effective a productive 
activity is and a productive activity can be divided into effective and ineffective. 
Likewise, non-productive activity can have the same division. This helps to 
have a detailed classification of activities and spent time. 
 
3.8.5.3 Cause of work delay 
Work sampling aid the manager to find the cause of delay and put more 
attention to the areas where it is most needed. For instance, if the analysed 
data indicate that proportion of productive working time in a day for a designer 
is lower that other one, a more managerial attention is needed. The cause of 
this variation in productive time needs to be investigated. In a design office, 
differences between designers productive time can be because of spending 
more time on non-productive activities, such as playing on the phone rather 
that working. Thus, this causes delay in delivering a task on time. Apart from 
that, the cause of delay in an operation can be because of spending more time 
on break and resting. This implies that poor working posture may have impact 
on productive time. Many investigations have been undertaken to show the 
importance of posture at work, such as work by Stewart et al. (2003), Ricci et 
al. (2006) and Leider et al. (2015). In the recent report by Chapman (2015), 
the significant role of working posture and Musculoskeletal disorders (MSDs) 
are presented in a reduction of up to 1.6% in the gross domestic product (GDP) 
and companies' profitability. 
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3.8.5.4 Base line 
It is important for any company to have high productivity and work sampling 
sets up a base line for improvement. It provides the managers with necessary 
information to determine the remedial actions in order to improve the 
productive time spent by workers. Having a comprehensive work sampling 
from more workers can make a basic activity time for each task. It paves the 
way to assess the individual and total productivity in office and site work. But 
it is necessary to investigate the effect of other factors, such as environmental 
factors, on working time.  
 
3.9 CONSTRUCTION INDUSTRY OF IRAN 
3.9.1 Preamble 
The construction industry of Iran provides the context for exploring opportunity 
to improve designer performance.  This section provides a coverage of the 
industry, with an emphasis on housing, to establish the right platform for 
appreciating the primary data that was employed for the analysis and 
modelling in this study.   
Iran covers a land area of 1,628,763 square kilometers in the year 2013 
consists of 31 provinces, 422 sub-provinces, 1041 counties, 1224 cities and 
2566 rural agglomerations. The Islamic Republic of Iran is located in the 
southern half of the northern temperate zone, between latitude 25º 00' and 39º 
47' North, and longitudes 44º 02' and 63º 20' East of Greenwich Meridian.  
According to the latest population estimates reported by Statistic Centre of Iran 
(SCI) (2015), the nation's population in the year 2013 was 76942000 persons, 
of whom about 50.4% are male and 49.6% are female. Moreover, based on 
the estimates made, the populations living in urban areas and rural areas were 
55506000 (72.14%) and 21436000 (27.86%), respectively, the unsettle 
population was estimated at 21436000 persons, (27.86%).  
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The population of Tehran is around 9 million in the city and 16 million in the 
wider metropolitan area. Figure 3-5 illustrates Iran on the world map. 
 
 
Figure 3-5: Iran on the World map 
Tehran is the largest city and urban area of Iran. According to the statistical 
report from City Mayaors Statistics (2006) Tehran is the second largest city in 
Western Asia and the third largest in the Middle East. The majority of Tehran 
residents are Twelve Shia Muslims. The other religions in Tehran include 
Sunni and Mystic branches of Islam, various Christian denominations, 
Judaism, Zoroastrianism and Indian Sikh. 
3.9.2 Industry characteristics 
Construction in Iran can be categorised into two market segments: the Public, 
comprising government infrastructure; and the Private, which is predominantly 
housing and commercial developments (Nash, 2013). As a market, housing 
activity is directly and indirectly influenced by the vagaries of the national and 
regional economic activity. For example, the general decline in the world 
economy affected the Iranian economy, with a parallel decrease in 
construction sector growth. Furthermore, the population increase in Tehran 
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along with a growing trend of urbanisation has caused the housing market to 
face critical challenges. Meeting housing demand is one of the obligations of 
the Iranian government.  Fulfilling that obligation relies on the government 
taking advantage of private sector provision, with the public sector only offering 
a planning, policy and regulatory role as an enabling contribution. According 
to a report by the Statistic Centre of Iran - SCI (2015), in 2013, the various 
municipalities issued over 206,000 permits for nearly 76 million square meters 
of floor area, which respectively amount to 0.01% and 10.3% increases 
compared with the previous year. Furthermore, over 85.23% of the issued 
permits were for housing units. Figure 3-6 shows that from 2009 to 2010 the 
number of issued permits increased from 170 to 240, and decreased to 220 
and 210 from 2011 to 2012. The number of permits issued did not change from 
2012 to 2013. 
 
Figure 3-6: Number of permits issued for construction of buildings (Statistic Centre of Iran, 2015) 
 
In 2013, the private sector invested 754.2 million dollars in urban areas for 
newly-started, semi-finished and completed buildings. Figure 3-7 shows that 
there was 23.1% increase in 2013 compared with the same statistic in 2012. 
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Figure 3-7: Private sector investment for construction of building.(Statistic Centre of Iran, 2015) 
 
In the year 2013, cities such as Tehran, Esfahan and Arak witnessed the 
highest average price per square meter of floor area in housing units with 401, 
169 and 149 dollars.  At the same time cities such as Yasuj, Ilam and Kerman 
experienced the lowest average price transacted in real estate agencies with 
34, 56 and 61 dollars respectively. Also, the highest average price per square 
meter of floor area in housing units was in Tehran, Esfahan and Arak cities 
with 180, 74 and 65 dollars while the lowest average price transacted in real 
estate agencies belonged to Ilam, Yazd and Yasuj with 21, 21 and 24 dollars 
respectively. Figure 3-8 shows that in 2011 the total housing units was 20 
million and that over 99% of housing units were provided with water closet and 
electricity. In addition, over 90% had at least a kitchen, piped water and 
bathroom; and 0.02% of total housing units were supplied with central heat 
and central air services.  
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Figure 3-8: Estimated number of conventional housing units by type of facilities, 2011 census. 
(Statistic Centre of Iran, 2015) 
 
Figure 3-9 illustrates the proportion of the permits issued in urban areas, of 
which the highest share belonged to construction of five or more storey 
buildings in urban areas and accounted for 26% of the total. This was closely 
followed by one to two storey buildings with 23.7% and 23.2% share of permits 
issued. 
 
Figure 3-9: Permits issued in urban areas, the year 2013.(Statistic Centre of Iran, 2015) 
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3.9.3 The geographical context 
Typically, the metropolises own the most housing unit permits measured as 
ratio of floor to land area in Iran. Figure 3-10 illustrates the cities with the most 
housing unit permits in dark brown colour, while the cities in light brown colour 
have the lowest housing unit permits. In 2013, the provinces located in the 
centre and north-western region of the country had the highest density in 
housing unit permits while the eastern provinces had a much lower density. 
The reason for the distribution could be attributed to the extremely dry climate 
in the area of the eastern provinces.  
In 2013, the hottest cities of Iran comprised of the cities of Ahwaz, Bandar 
Abbass and Bushehr with the average maximum temperatures of 32.6ºC, 
31.3ºC and 29.2ºC respectively (Statistic Centre of Iran, 2015). In the same 
year, the coldest cities of the country were the cities of Shahr-e-Kord 
Hamadan, and Ardebil with the average minimum temperatures of 0.7ºC, 
3.3ºC and 3.4ºC respectively.  
 
Figure 3-10: Average floor area ratio in housing units permits in 2013. (Statistic Centre of Iran, 
2015) 
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Also with respect to the average annual temperature of the provincial capitals, 
Figure 3-11 presents the relative positions and shows that Bandar Abbass, 
Ahwas and Bushehr were among the hottest, and Ardebil, Shahr-e-Kord and 
Orumiye, were among the coldest urban settlements in 2013. 
 
 
In addition, Figure 3-12 shows the average annual precipitation for the 
provincial capitals with the cities of Rasht, Sari and Ilam recording 1325, 741 
and 664 mm, representing the higher end of annual precipitation.  On the 
opposite side were provincial capitals such as Yazd, Semnan, Tehran and 
Qom with 64, 80, 82 and 82 mm, representing the lower end of annual 
precipitation. 
 
Centigrad
Figure 3-11: Average annual temperatures in capitals of provinces, the year 2013. 
(Statistic Centre of Iran, 2015) 
Figure 3-12: Annual rainfall in provincial capitals in 2013. (Statistic Centre of Iran, 2015) 
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It can be seen from Figure 3-12 that Tehran had the lowest annual 
precipitation.  However, because it is the national capital of Iran it still rated as 
one of the cities with most housing projects.  
The shortage of water supply in recent years has been one of the major 
challenges faced by the national government. According to data provided by 
Statistic Centre of Iran (2015), inflow of large reservoir dams was 30048 million 
cubic meter in 2013, which represents a 22.04% decrease compared with 
2012. 
 
3.9.4 Stages of design in Iranian construction industry 
The design process in Iranian construction industry is divided in 3 phases as 
follows:  
1) phase 0;  
2) phase 1; and  
3) phase 2.  
Each of these phases are detailed in the subsequent sections herein under.   
Phase 0 includes studies and research regarding the project requirements, 
climate, environmental requirements, laws and standards. In this basic step of 
design, the designer must think and decide on many issues, and has to provide 
the right answers for many important questions. For example, questions such 
as, is there harmony between the location of the building on the ground and 
the local laws? or is there a logical integration between function and forms? 
In phase 1, the information obtained from phase 0, is transformed in the form 
of sketches and preliminary drawings. In this phase, all preliminary drawings 
are provided to obtain the necessary permits to build.  
In the phase 2, the executive plans are drawn based on the phase 1 plans and 
details of the project implementation are expressed.    
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It is important to note that nowhere in the phase definition of the design stages 
is the rate of delivery for the solution addressed.  For many clients therefore, 
they have no clear basis for judging how quickly their design solution will be 
delivered. 
 
3.9.5 Impact of international sanction on construction in Iran 
Iran is a country that is located in the middle of the Silk Road and has access 
to the ocean from the south with most of its products exported from the sea 
port located in the south. According to Jahan News (2013), young people make 
up twenty-five percent (25%) of the population and this represents the high 
potential in terms of housing development for the workforce in this region of 
Iran. 
The need for housing and services in general constitutes a major influence on 
development programmes of the government of Iran. Such need for housing 
as well as jobs have led to the building industry and in particular, housing, to 
feature regularly on the agenda of the government, with a substantial budget 
allocated to housing provision (Arbabian and Sarmadi, 2004). However, due 
to the weak economy reflected in inadequate infrastructure and a dependence 
on oil, whatever substantial budgetary allocations still fall short of the housing 
development needs of the country.  More specifically the building industry has 
been grossly influenced by the oil-base that underpins the national economy 
(Majidpour, 2013). For example, the current oil crises had such an incalculable 
effect through the loss of capacity to import goods for incorporation in building 
developments.  For example, the period from 2009 witnessed an escalation of 
international sanctions on the exports and imports, with a concomitant shock 
to the economy of Iran and creating a crisis for housebuilding (Gal and Minzili, 
2011). The housing sector in Iran is highly correlated with other economic 
sectors as well as overall macroeconomic condition of the country 
(Architectural Network of Iran, 2015). 
Among the sanctions imposed on Iran, the boycott on the sale of construction 
machinery has aimed specifically at the construction industry. As a result the 
transition from traditional to modern construction that rely on processed 
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materials for the building industry has been severely affected.  The ability of 
the construction industry in Iran to move forward in order not to lag behind 
productivity levels in other countries has suffered greatly (Arbabian and 
Sarmadi, 2004).  
The sanctions caused Iranian construction industry to stagnate and decline to 
its lowest output in the past 10 years. Reduction in Iran's oil export revenues 
under the influence of the oil embargo in recent years has also caused the 
building industry and general employment in this sector to experience severe 
and progressive weakening.  The sanctions and reduction in construction 
projects have in turn led to many more building companies stopping work 
during the winter months to reduce their wage bill.  The alternative to such 
reduction in activity by the companies is bankruptcy.  In addition, a 300% 
increase in inflation for the Iranian economy has contributed to a progressive 
reduction in the purchasing power.  Since housing relies on private sector 
demand, a decline in purchasing power cause a direct reduction in demand for 
housing (Bourse News, 2015). 
Also, under the rules of construction in the country, carrying out all construction 
work in temperatures below 5ºC  is prohibited , thus in winter the construction 
industry move slower and more work is focused on the design phase of the 
building (Abbaszadeh, 2014). So, most construction companies in this season 
put greater emphasis on exploiting work by their design force.  This makes the 
design work in housing very much a seasonal activity.  
 
3.10 SUMMARY 
The chapter has explored productivity from a conceptual standpoint as well as 
its consideration in different sectors. In order to define a designer’s 
productivity, it was necessary to review alternative approaches for measuring 
a designer’s productive time.  In particular, the definition of productivity was 
found to differ based upon the environment of study. In addition, the review 
revealed that construction as an industry was highly labour intensive. The 
reviewed also established that a productivity study aimed at individual designer 
level is best addressed using a micro method. Furthermore, review has 
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demonstrated that Reduction Factors (RFs) changed the ideal productivity into 
actual productivity and they needed to be determined. Along with the RFs, 
motivation, relaxation and physical pain had an effect on site construction 
labour as well as office-based workers. The evidence from literature also 
showed that the factors that were deemed to have an impact on the 
productivity of the designers could be classified into personal, environmental 
and project factors. 
The review of rating methods provided an appropriate measure for assessing 
utilisation in the design office.  In particular, it revealed that a designer’s activity 
can be divided into productive and non-productive elements which could 
further be subdivided into effective and ineffective categories for each element. 
Each of the effective sub-categorisations has a direct effect on the level of 
productivity/non-productivity while ineffective only has an indirect effect. 
Finally, the review of construction in Iran showed that it is an industry that has 
considerable room for improvement in its practices generally, and more 
specifically in raising productivity levels for the designer. 
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Chapter 4. RESEARCH METHODOLOGY  
4.1 INTRODUCTION 
It is essential to choose an appropriate research approach for achieving a 
viable outcome. The main concept of this study is to develop a template that 
could form the basis for determining the fundamental standard activity time to 
facilitate measuring productivity. The nature of this work is rooted in time study 
and measurement that leads to a quantitative research approach. The 
quantitative research approach generally involves undertaking a more 
pragmatic research where data collected are numerical. Additionally, the 
observational study method that was adopted is described to cover the nature 
of the study, as well as the supporting interviews. 
 
4.2 PHILOSOPHICAL APPROACH 
4.2.1 Ontology 
The ontological perspective that informs the study is rooted in an area that 
predominantly is associated with reality (Saunders et al., 2011; Bryman, 2012; 
Easterby-Smith et al., 2012). Ontology definitions encompass the 
philosophical thinking about the nature and existing of the world (Walliman, 
2006). Reich (1994) stated that the major ontological questions are “what we 
know about the world and is our knowledge a reflection of our interpretation or 
an abstract”. According to Walliman (2006) and Bryman (2012), ontology can 
be considered in two positions; objectivism and constructionism; where the first 
one looks at social phenomena as an independent existence and it is not 
affected by any other social actors; whereas a constructionist believes that the 
social interaction among social phenomena causes continual changes to them.  
Objectivists believe in existence independency in each social entities without 
being affected by social actors (Saunders et al., 2011; Bryman, 2012). 
Bernstein (2011) defines objectivism as “permanent, a -historical matrix or 
framework to which one can ultimately appeal in determining the nature of 
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rationality, knowledge, truth, reality, goodness, or rightness”. This can be 
interpreted as comparing the outcome of research with an existing case in the 
design world in the design process to justify the conclusion. Objectivism can 
be applied to this research by comparing spent time among designers to 
determine a set of time. 
 
4.2.2 Epistemology 
Epistemology is about “how we know things and what we can regard as 
acceptable knowledge in a discipline” (Walliman, 2006). It deals with set of 
assumptions that assist to explore the philosophical world view in the study. 
Therefore, the most agreed and important knowledge can be highlighted and 
applied within the scope of the study (Saunders et al., 2011). Easterby-Smith 
et al. (2012) regard epistemology as a general set of assumptions about the 
best way of exploring the nature of the world. There are two dominant 
epistemological positions: positivism, interpretivism.  
Positivism is about using natural science methods in the study of social 
sciences (Flick, 2006; Walliman, 2006; Bryman, 2012). Bryman (2012) defines 
positivism as “an epistemological position that advocates the application of 
methods of natural sciences to the study of social reality and beyond”. The 
positivist takes the view that reality can be observed and studied while in 
comparison, an interpretivist holds the view that reality is only arrived at by 
interpreting such phenomena. 
Interpretivism is defined as the “recognition that subjective meaning play a 
crucial role in a social action” (Walliman, 2006). Culture and history of past 
events are used to interpret the social world in a social research. In 
interpretivism’s point of view, the world view of the participants is being taking 
into account (Saunders et al., 2011) which is in contrast with positivism 
(Bryman, 2012). 
The epistemological stance adopted for this research is based on positivism. 
This is because the design activities in a design office are observed via video 
recording technique. The conducted data are revised and coded in order to 
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specify time spent that participant takes during designing process. Then, the 
coded data is analysed statistically.  
 
4.3 FORM OF REASONING  
Research theory provides an insight in to how to design a research question, 
select a sample group and related data to obtain, form a basis for 
understanding data and outline fundamental factors. Theory provides reasons 
for phenomena or events (Robson, 2011). Although Creswell (2013) declares 
that a theory is an “interrelated sets of constructs or variables formed into  
proposition, or hypothesis, that specify the relationship among variables (in 
terms of magnitude and direction).” Hence, theories form a widespread 
theoretical analysis of events and phenomena that are unstructured and 
unformed. A good research theory gives a clear idea about problems or social 
issues to the researcher and highlights the most important part of collected 
data to extract an appropriate result of the study. There are two main 
approaches in forming the reasoning part which are deductive and inductive 
(Schwandt, 2007; Bryman, 2012). Gray (2009) states that through the 
inductive approach correlations among variables are examined and analysed; 
whereas the deductive approach starts from a theory to reach an effective 
hypothesis regarding relationships between variables.  
 
4.3.1 Inductive research  
According to Bryman (2012), researchers gather data in order to investigate a 
phenomenon and then create theoretical framework to ratify the results of the 
data collected. Researchers that adopt inductive reasoning tend to understand 
the veracity within the framework of study, and subsequently devise theories 
out of the information gathered. Because of the researcher’s limitations, the 
inductive technique utilises a much smaller sample for the study than the 
deductive technique. Also an inductive exploration approach leans closer 
towards the qualitative analysis technique and uses a range of approaches to 
collect data so as to establish diverse perspectives.  
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4.3.2 Deductive research  
The deductive theory is more towards obtaining specific data out of general 
data. In this regard, Chinn et al. (2008) defines that deductive theory moves 
from more general information to specific data. The deductive approach 
applies when the researcher starts from an assumption through literature 
review and leads it to planning a strategy and then testing and validating the 
assumption (Bryman, 2012; Gill  1930- and Johnson  1955-, 2002). In this 
method, research questions are developed and then be validated by being 
tested (Gray, 2009; Bryman, 2012). Deductive theory is connected to a 
quantitative research approach where the relationships between variables are 
characterised by use of numerical data. Thus; this research will appoint the 
use of deductive theory approach to collect information and exploit the result 
of the data analysis to improve the framework and subsequently scrutinise the 
framework to certify authenticity. 
 
4.4 RESEARCH STRATEGIES  
The most widely used research methods amongst social researchers remain 
the qualitative and quantitative, these are generally presented as two vying 
options (Creswell, 2013; Bryman, 2012; Fellows and Liu, 2009; Blaxter et al., 
2010). Meanwhile, according to Creswell (2013) these two approaches ought 
not be considered as contraries because they present distinctive perspectives 
to the research background. Various authors also debate that the disparities 
between qualitative and quantitative research methods depends on their 
epistemological base. Table 4-1 below highlights the dissimilarities between 
qualitative and quantitative research approaches. The most obvious difference 
between them is the nature of data and approach employed for the collection 
of the data. Qualitative methods of collecting and analysing data are 
established using words “arguments and/or flexible questions” (conducting 
interviews), while the quantitative method is structured/conducted by utilising 
statistics or using quantitative postulations. 
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4.4.1 Quantitative  
The quantitative research approach generally involves undertaking a more 
pragmatic research where data collected are numerical. Creswell (2013) in a 
study which considered quantitative research to investigate different 
magnitudes of analysing objective concepts by studying the connections 
between data collected (Bryman, 2012). The data collected is subsequently 
measured and examined using advanced tools to determine the ‘how’ and the 
‘what’ and then evaluated by employing statistical methods (Easterby-Smith et 
al., 2012; Creswell, 2013). The authenticity of quantitative approaches to 
research is frequently interrelated to the scope and size of the sample (usually 
on a large-scale) to define the set of data. Blaxter et al. (2010) disputes that 
quantitative research refers to the gathering of ‘facts’, that are genuine, as 
numbers leans more towards greater accuracy, thus signifying a vibrant 
conclusion of the study. An explicit feature of this approach to research is that 
the author remains objective and distant from the research procedure 
(Coombes, 2001). According to Robson (2011), several specific features of 
quantitative research approaches acknowledged by various authors includes: 
Quantification turns the data into numbers and statistics; An investigation into 
human activities either they say or do; The scientific approach is adhered to, 
as would be done in a physics or chemistry experiment for example. The 
quantitative research approach is most closely associated with the positivist 
paradigm. Quantitative methods were focused on measuring and sought to 
convert the observations made into numbers that can be statically analysed 
(Punch, 2013). The association with the positivist paradigm and thus the aim 
to improve the activity time definition for design tasks, means that quantitative 
approaches were systematic, objective and when repeated should be 
expected to give the same results. In keeping with positivist paradigm and as 
the nature of this work is time study, a quantitative methodology is adopted for 
the main study. The alternative to quantitative methodologies is qualitative 
methodologies. 
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4.4.2 Qualitative 
Qualitative research consists of empirical research where there is no numerical 
data along with focusing on theory generation (Bryman, 2012). It is an 
empirical research where collecting and analysing data are chiefly non-
numeric as possible (Blaxter et al., 2010). In another study,  Fellows and Liu 
(2009) state that the qualitative methods seek to gain insights and to 
understand people’s understandings, opinions, views of people are 
investigated. Therefore, qualitative study means to search, recognize and 
understand the separate entities in a social issues (Creswell, 2013). . Table 
4-1 presents some differences between qualitative and quantitative research 
methods provided by Bryman (2012) and  Blaxter et al. (2010). 
Table 4-1: Some differences between qualitative and quantitative research methods (adopted 
from Blaxter et al. (2010) and Bryman (2012)). 
Qualitative paradigm Quantitative paradigm 
Inductive: generation of theory Deductive: testing of theory 
Concerned with understanding behaviour 
from actor’s own frames of reference 
Seeks the facts/causes of social 
phenomena 
Interpretivism Natural science model, in particular 
positivism 
Naturalistic and uncontrolled observation Obstructive and controlled measurement 
Constructionism and Subjective Objectivism 
Close to the data: the ‘insider’ perspective Removed from the data: the ‘outsider’ 
perspective 
Grounded, discovery oriented, exploratory, 
expansionist, descriptive, inductive 
Ungrounded, verification oriented, 
reductionist, hypothetico-deductive 
Process-oriented Outcome-oriented 
Valid: real, rich, deep data Reliable: hard and replicable data 
Un-generalizable: single case studies Generalisable: multiple case studies 
Holistic Particularistic 
Assumes a dynamic reality  Assumes a stable reality 
 
In the qualitative method, the investigator has social interaction with individuals 
during the process (Coombes, 2001). This method of research more tends to 
follow the inductive style which involves concentration on individuals and 
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interpretation (Creswell, 2013).  Robson (2011) identified other characteristics 
of qualitative research which are: verbal presentation of findings which are less 
numerical, an inductive approach is based for data collection and analysing 
data 
Qualitative approaches are inherently subjective and closely associate with 
both interpretivism and constructivism paradigm in so much that they seek to 
explain individual occurrences. Qualitative data are typically words or possibly 
images (Punch, 2013).  
 
4.4.3 Mixed methods 
The combination of these two methods, quantitative and qualitative, is known 
as mixed methods or triangulation. This method blends quantitative and 
qualitative methods in a different procedure from simple to complex form 
(Saunders et al., 2011; Creswell, 2013). The opportunity to achieve both 
quantitative and qualitative methods of data collection and analysis is provided 
in a single study for researchers to have deeper understanding of outcome. 
Creswell (2013), in an investigation, classified mixed method strategy into 
sequential mixed methods, concurrent mixed method and transformative 
mixed method. 
Sequential methods enable the researcher to develop results of one method 
with another method. According to Creswell (2013), it could start with 
qualitative method and be followed by quantitative approach and conversely. 
While with concurrent mixed methods, the investigator uses both quantitative 
and qualitative methods within study progress (Saunders et al., 2011). With 
this method, both sets of results are analysed simultaneously to deliver a wide-
ranging response to the research questions (Creswell, 2013).  But, the 
transformative mixed methods establish a theoretical base that uses both 
quantitative and qualitative data. This theoretical base would then provide “a 
framework for methods for collecting data, and outcomes or changes 
anticipated by the study” (Creswell, 2013). Within this base, these could be a 
data collection method that comprises a sequential or concurrent method. 
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4.4.4 Justification of the research strategy 
The aim of this study, which is to develop a measurement tool to measure the 
productivity of the designer based on the amount of time spent during working 
hours, shows that numerical data is needed.  Thus, the data needs to be 
quantified into hours and statistics. In addition, a designer’s activity either 
he/she does or says has to be investigated based on time of each activity and 
compared to other designers. 
The technique of this study is time study which fields observation/video camera 
to achieve a realistic time for the activities. Therefore, it can indicate the 
average rate for a specific task and subsequently provides a scale to measure 
the level of performance achieved over a short period of time. As such, the 
positivist takes the view that reality can be observed and studied while in 
comparison an interpretivist hold the view that reality can be interpreted. As 
mentioned in Section 4.3.2 this study is a deductive research which started 
from an assumption through literature review and leads it to planning a strategy 
and then testing and validating the assumption. Deductive theory is connected 
to a quantitative research approach where the relationships between variables 
are characterised by use of numerical data.  
Based upon the philosophical approach and form of reasoning, a quantitative 
strategy was deemed most appropriate converting the collected data from 
observations into hours.  
4.5 Case study approach 
Case studies, as the name indicates relies on details that are provided by 
particular cases. This approach is ideally suited for small-scale research 
investigations (Blaxter, 2006). This could be in an organisation such as a 
company, school, or even for studying a single individual’s behaviour. Case 
studies could illustrate problems or good practices to provide a basis for 
devising a utilisation level for designers.   
Typically case studies are employed to address situations that require 
“exploratory”, “explanatory”, and “descriptive” insights (Yin 2009). Exploratory 
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case study is often a “prelude” to establishing a hypothetical or theoretical idea 
for research (Baker and Charvat 2008). Furthermore, it can help to establish a 
basis for future studies. In an explanatory case study, the questions regarding 
links and correlations between dependent variables are answered. Descriptive 
case study is utilised in order to provide detail of defined phenomena in the 
case. 
Baker and Charvat (2008) defined three approach to select a case study, which 
are as follows: “convenience”, “purposive”, as “probability”. A convenience 
approach provides a convenient and timely access to data source. A deliberate 
information selection in data sampling is purposive sampling, also it is called 
judgment sampling (Tongco 2007). While, in probability sampling, probability 
is the basis for data selection.  
An explanatory case approach was adopted for the research, as one of the 
objectives was to develop an explanatory statistical model, along with 
convenience case study for data sampling. The reasons for adopting 
convenience case study are as follows: limitation on collecting video data in 
the UK, familiarity of researcher with construction industry in Iran, having more 
case studies in Iran than the UK. 
 
4.5.1 Unit of analysis 
Selecting the unit of analysis is fundamental for effective manipulation of any 
research data and subsequent interpretation of the results of the analysis. 
Typically, most research studies would gather different types of data.  The unit 
of analysis is the major entity that enables the researcher to respond 
appropriately to the research question and the aim of the study.  According to 
Trochim (2006), the unit of analysis can be in the following forms: “individuals”; 
“groups”; “artefacts”; “geographical units”; and “social interactions”.  
Graneheim and Lundman (2004) in their study evaluated alternatives of a 
person, a program, an organisation, and a classroom as possible unit of 
analysis to measure the phenomenon of interest to them. 
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The purpose of this study is to develop a measurement tool to measure the 
productivity of the designer based on the amount of time spent during working 
hours and developing a fundamental standard activity time for design tasks 
(SAT-D).  The essential variable that makes SAT-D possible is the designer 
time spent on the various activities that contributes to a working day, week, 
month or year. The adoption of time measure provides the means for analysing 
the detailed contributions to the overall productivity that characterises design 
work in any given timeframe.  To investigate the level of productive effort 
applied by the designer in their activities, this study adopts the individual 
designer (individual time utilisation) as the unit of analysis.  This is measured 
at the level of time in seconds.  The measurement of time to such a fine detail 
would have been rather difficult at the time when much of the site based 
investigations were conducted in the late 1980s and early 1990s.  However, 
improvements in digital videography has paved the way for measuring still and 
dynamic observations to very fine details.  Examples from sports in athletics, 
where micro-seconds make a difference in establishing winners provide ample 
cases for contemplating similar measures within design work. 
 
4.6 DATA COLLECTION METHODS 
Research methods comprises of the forms of data collection, analysis and 
interpretation (Creswell, 2013). The investigation consisted of two stages. 
Stage one is a comprehensive review of: design and its related tasks within 
the construction sector and how design currently addresses efficiency 
measurement; and productivity improvement theories and their application in 
different sections including manufacturing as well as construction. Second 
stage is followed by an observational study of 22 designers working along with 
conducting semi-structured interviews. The data collected form 6 consultant 
building design companies in Iran.  Due to the lack of previous research in this 
area, the literature focused on identifying an appropriate methodology for 
studying productivity in the design environment. This included developing an 
understanding of both productivity and design. In order to explain any 
productivity trends identified in the study, the literature review also explored 
potential factors that could impact productivity. 
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Based upon the research reviewed, a positivist paradigm using a quantitative 
methodology was deemed most appropriate for interpreting the observations 
undertook. The observation consisted of time lapse footage 22 designers 
working over a week, covering a total of 797 hours. The dataset available was 
limited and as a result the validity of conclusions made from the analysis was 
considered to be equally limited. 22 semi-structured interviews were 
undertaken with the observed practitioners to obtain independent set of data 
that could be compared to the analysed activities time. Two interviews with 
industry professionals were thus also undertaken in order to provide an 
independent set of opinions that could be compared to conclusions obtained.  
For data collection, 25 companies were invited to participate in the data 
collection process, but 6 case companies agreed to be involved in the data 
collection effort and accepted to let-in a camera to record their daily activities. 
An enquiry was made as to the reason why the companies declined the 
request to participate in the study. Their responses cover personal for social 
reasons, and company related factors as presented in Table 4-2. 
 
Table 4-2: Reasons why to decline participating in this research  
Company related Social related 
Policy of the company 
The importance of their project 
Voice recording 
Trust 
Financial incentive 
Phobia at presence of camera 
 
Since the data collection was conducted in winter, it had to face the seasonal 
reduction in construction development activity. As a consequence, out of 100 
invitations issued only 6 companies accepted and participated in data 
collection. According to the date of data collection as well as the peak 
sanctions, most construction companies that participated in the survey had the 
least numbers making up their design workforce and the projects in their books 
were mostly residential projects. 
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In this research 6 companies participated in the study. The data collection 
commenced in December 2013 and finished in February 2014. The company 
names and respective number of participants for each case are presented in 
Table 4-3. 
Table 4-3: The participated design offices in the study 
Design Office Participant Day Time (hr) 
Ati.Tarh A 5 8.49 
Eshel 
E-1 9 51 
E-2 10 60.87 
E-3 9 59.36 
E-4 11 68.64 
Mehrazan-Atiehsaz M-1 6 34.74 
Padideh Sazan P-1 6 11.45 
Tina Farayand 
T-1 5 21 
T-2 4 16.72 
T-3 5 31.16 
T-4 5 21.83 
T-5 5 25.23 
T-6 5 32.35 
T-7 4 23.77 
T-8 5 31.84 
T-9 4 25.64 
T-10 5 25.82 
Xema 
X-1 8 58.85 
X-2 8 44.82 
X-3 7 49.69 
X-4 4 30.32 
X-5 9 63.78 
Total 22 139 797.39 
 
4.6.1 Interview 
According to Naoum (1994), an interview is “ a face-to-face interpersonal role 
situation in which an interviewer asks respondents questions designed to elicit 
answers relevant to the research objectives”. He further provides that there are 
three types of interviews and these are: structured interviews, unstructured 
interviews, and semi-structured interviews. 
A structured interview is used where the interviewer starts with some brief 
background questions and then breaks into strict closed questions. This type 
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of interview is favoured for getting accurate and consistency in the answers 
provided by interviewees. Unstructured interview is applied where the 
interviewer uses open ended questions that are set up in a very general level 
to give the interviewee the flexibility of response. In this type, there is no 
standard order of questions and the interview can be described as an "open 
discussion". This type is favoured when the interviewer wants to investigate 
the topic from a broader perspective. Semi-structured interview fills the 
spectrum between the other two types of interview. It is neither fully fixed nor 
free questions. Its main character is that the respondent can raise his enquiries 
and interact with the interviewee based on the questions asked. Semi-
structured interviews can be used where a short time interview is needed, for 
instance an hour, and open ended questions may be used during the 
interviewing in a conversational manner. However, the interview is more likely 
to be pursued with a certain set of questions (Bryman and Bell, 2007; Yin, 
2009; O’Leary, 2004; Oishi, 2003; Gillham, 2000). 
The limitation of participant’s availability and the time demands required to 
probe into interesting aspects that may develop in an open-ended nature of 
questions lead most investigators to choose a semi-structured interview 
approach for construction research.  
 
4.6.1.1 Semi-structured interviews 
The used questionnaire for semi-structured interviews in this study covers the 
area of personal factors, environmental factors and the project factors. The 
questions for personal factors consist of questions regarding motivation to 
work, physical pain during work, recreational sport, their professions and the 
years of experience. For the purpose of ascertaining the associations between 
sedentary behaviour and productivity in a design office, the visual anatomic 
regions, investigated by the Nordic Musculoskeletal Symptoms Questionnaire 
(NMQ), is applied during interview to facilitate the process of interviews (Figure 
4-1). The participants simply show their bodies area on the photo, where they 
feel pain during work. NMQ is applicable in a wide range of workplace and for 
a large number of workers. The sample of Nordic questionnaire is presented 
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in Figure 4-1. In this research, only the pain, discomfort, and location on the 
body are explored. Musculoskeletal disorders symptoms are out of scope of 
this study and suggested for future research. 
 
 
The questions for environmental factors are: what is the size of the office and 
personal space, shape of desk, adjustability of chair, the level of chair 
suitability, level of artificial light suitability during work, the office wall colour, 
and temperature. The project factors are classified under: type of project they 
work on, the size of project, type of structure and the phase of project at the 
time of observation. Table 4-4 shows these classifications.  
 
 
Figure 4-1: "Anatomic regions investigated by the Nordic Musculoskeletal 
Symptoms Questionnaire". (Pinheiro et al., 2002) 
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Table 4-4: Questionnaire classifications 
Factors Type Structure Answer 
Personal Factors 
Profession  
Years of experience  
Motivation  
Physical pain  
Recreational sport  
Environment 
Factors 
Size of the office  
Size of personal space  
Form of desk  
Form of Chair  
Chair suitability  
The colour of walls  
Light suitability  
Temperature  
Project Factors 
Type of project  
Size of project  
Type of structure  
Phase of the design 
process 
 
 
4.6.2 Observation 
In this method the observer watches, records and analyses the collected data 
(Blaxter et al., 2010).  Observation can generally be conducted either by direct 
or non-participant, and each can be categorised as structured or unstructured 
method. Structured observation follows established rules to guide on what, 
why and how to record the observations; while unstructured observation aims 
to record as much details as possible of participants’ behaviour to develop a 
narrative account of it. However, direct observation requires the presence of 
the observer, whereas non-participant observation the researcher is not 
directly involved in the group activities but remain as a passive observer.  In 
this study a combination of time lapse and time studies are used as robust 
approach to observing the designer’s productivity. Also, unstructured 
observation method is adopted using video recording camera; where by the 
researcher will remain passive. More so, this method helps in capturing varied 
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amount of data without any restriction. Observational study is done through six 
design offices. 
 
4.6.2.1 Video recording observation 
 The use of camera to capture real-time video of design process is known as 
video studies. Table 4-5 presents some of advantages of video studies. Video 
recording has the advantage of investigating the recorded data from different 
analytical perspective. While the study is progressing, one aspect of study is 
brought to light, and the researcher has the opportunity to review the original 
data. Therefore, the most important data can be reviewed repeatedly while the 
study is progressing. It is necessary to classify video recorded data. Heath et 
al. (2010) classify the approach of reviewing video recorded data into: 
“preliminary review”, “substantive review of data” and “analytical review of 
data”, as shown in Figure 4-2. In preliminary review, the basic aspect of the 
recorded activities is identified and then classified. In preliminary review, the 
describing and classifying processes can be done on paper or using software 
to process it.  
 
Figure 4-2: The approach of reviewing video recorded data (Heath et al., 2010) . 
 
preliminary 
review
•Describing data
•Classifying data
substantive 
review of 
data
•Basic analysis
•Identifying events
•Comparing events
analytical 
review of 
data
•Reviewing data
•Sorting data
•Cataloguing data
•Detailed analysis of 
data
• Performing the 
comparative analysis
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Substantive review of data is more focused on the basic and initial analysis of 
data pieces; in order to find events for comparison, identifying and describing 
in great details. On the other hand, analytical review of data contains all steps 
of reviewing, sorting, cataloguing and classifying video data to refine the 
analysis and then perform the comparative analysis. The designer’s activity 
has to be reviewed and analysed in great details and then followed by the 
comparative analysis. Thus, the analytical review of data was more 
appropriate for this research. 
Table 4-5: Advantages of video studies. (Rojas, 2008) 
Advantage 
 A permanent record of the operation can be created that can be studied by 
variety if individuals. 
 By using time-lapse photography, operation, or process that take hours can be 
studied in minutes. 
 The video can be shown to craft people, foreman, and supervisors to gather their 
opinion regarding improving in productivity, quality, and safety. 
 Inefficiencies and unbalances such as interferences among crew members, lack 
of materials or tools, and changes in procedures, among others, can also be 
uncovered. 
 The detailed records provided by these studies can help resolve disputes in the 
project. 
 The photographic/video record can provide excellent support for or refutation 
of claims. 
 They can be excellent training and teaching aids. 
 They can be used to capture and support lessons learned. 
 
4.6.2.2 Video recording tools 
There are many ways for video recording. A video camera can be fixed or 
mobile. The mobile cameras can be carried along with participants. In this 
regard Mark et al. (2001) suggested a mini camera that can be located in a 
pair of glasses and then the camera captures what a participant does.  This 
method enables a researcher to form a remote video analysis and monitor 
candidates in different locations (Hagen et al., 2005). Also, in an investigation 
Kjeldskov and Stage (2004) indicated a mini camera even can be attached to 
the handheld device which are used by candidates.  The mini high definition 
(HD) camera is mounted on the tripod in an appropriate corner to cover the 
whole scene. It is able to capture video events with high resolution during the 
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design process in a design office along without distraction. Thus, the use of 
mini HD camera in this research is essential in order to obtain a high resolution 
video film without disruption in the work area. An appropriate location where 
the desired activity can be observed is selected. All relevant details are 
recorded and then reviewed to establish productivity levels.  
In research, in order to minimise the potential disadvantages, the work context 
is explained to participants.  The presence of video camera would potentially 
disrupt the designers work. In order to minimise this risk, a pocket video 
camera can be employed to record the scene in high definition along with 
sound. 
 
4.6.2.3 The factors affecting observed time 
The observer has to be wary of disguising inefficiency by malpractices. Also, 
the observer must be aware of the whole practice to assess the true effort 
required for the task. For instance, the easy and complex design could be 
assessed by the same rating.  In an investigation by Harris et al. (2013), two 
types of factor are identified. The first one has to be taken into consideration 
by observers before assessing the rating. The second one should be removed 
before the assessment rating. Table 4-6 indicates these factors. 
Table 4-6: Affecting and removable factors (Harris et al., 2013) 
Affecting Factors Removable Factors 
 Quality of tools used; 
 Type and quality of material worked 
on; 
 Learning period required before task 
becomes familiar; 
 Interruption of supply of material; 
 Quality of working drawing; 
 Supervision; 
 Quality specification. 
 Intelligence and education; 
 Attitude and motivation; 
 Skills and training; 
 Personal discipline and organisation; 
 Health; 
 Level of fatigue. 
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4.7 DATA COLLECTION LOCATION  
The geographical location of data collection is Tehran, the capital of The 
Islamic Republic of Iran. The data collection effort is conducted in six case 
companies as detailed in the previous chapter.  The subsequent sections detail 
the essential information for each case as well as the nature of observation 
conducted. 
 
4.7.1 Case study-1 
The design office-1 is located in Tehran, capital of Iran. The office-1 workers 
consisted of an architect and a structural designer. 
4.7.1.1 Working environment 
The size of office is 5x12 𝑚2 and is divided by partition panels. The office in 
peak months recruits 4 designers while in off-peak months the owner and his 
brother do the all drawings. Thus, the number of workers depends on the 
seasonal works. The observation was made during the low season time and 
only the office owner and his brother were working there. 
The First designer does the structural design and the second one is 
responsible for the architectural job. Based on the results from semi-structured 
interviews with both of them, friendly environment and mutual respect prevail 
in the working environment.  Figure 4-3 illustrates the designer-A in their 
working environment.  
The location of Designer-A in the office is next to the printer. Also the kitchen 
and restroom doors are right in front of him. It implies that designer-A does not 
need to leave his chair because of printing. Also, the short distance between 
his workstation and service spaces considerably reduces the access time.  
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4.7.1.1 Type of project 
The types of the projects the company involved in usually are residential and 
industrial building in limited size. Their responsibilities usually consist of 
providing their clients with architectural and structural plans along with 
supporting them with as-built plans during construction. The architect did the 
most office work, thus he was the focus of data collection process and it is 
referred to him as Designer-A.  
At the time of observation, he was working on designing a warehouse with 
2000 𝑚2  area for a company and he was at developing stage of design 
process. Their responsibility is to deliver architectural and structural plans on 
time. 
4.7.1.1 Working method 
Their responsibilities for the project do not limit to designing and supervision 
of projects is their responsibility for projects. They divide their time into morning 
for supervising the projects and evening for office work. 
They use a set of software for their project which helps them from sketch phase 
to technical design phase. The set of software comprise of Auto CAD, 3D-
MAX, Revit, ETABS, SAFE, SAP2000. It shows that they are capable of using 
multi-software to design in both architectural and structural areas. 
Furthermore, during the absence of one of designers, he would be informed 
Figure 4-3: Designer A workstation 
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regarding projects through telecommunication. It shows integration and flow of 
information among them which are important in a project delivery. 
 
4.7.2 Case study-2 
The design office-2 is located in Tehran. The office-2 consult is divided into 3 
departments which are: contract and statements; supervision and 
management; and design and planning. The employees who worked in 
department of design and planning were the focus of the data collection.  
Their responsibilities usually consist of providing their clients with architectural 
and structural plans along with supporting them with as-built plans during 
construction. The four designers’ data in the plan department are coded as E1-
E4. 
4.7.2.1 Working environment  
The office-2 workers in the design and planning department consist of two 
architects and two structural designers which they work in a 5x7𝑚2-design 
studio. Figure 4-4 presents their working spots. 
 
The architectural and structural designers are next to each other. This 
facilitates the verbal communication between designers; especially they do not 
Figure 4-4: Designers E1-E4 workstations. 
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have to leave their desk for talking to each other. The recorded data revealed 
that most of their communications were for personal issues and social 
interaction rather than project issues. Thus, it may have impact on their 
productivity. Because, spending most of the working time on social interaction 
may make them disengaged from the on-going project, and subsequently they 
may need to spend more time.  
In addition, their supervisor’s working spot is in another room and based on 
recorded data he attends up to five times per day in their room for meeting and 
observing. Most of their communications with the supervisor are on the phone. 
This may look the lack of enough presence of the supervisor gives them a 
chance for spending their time on other activities, such as social interaction 
and Face-Book. However, they cited team work as one of their motivations for 
working in the design office-3.  
4.7.2.2 Type of project 
The types of the projects the company are involved in usually are residential, 
industrial and commercial buildings. Their annual report shows that the total 
designed area per year is over 20,000 𝑚2. They provide their clients with both 
design and supervision on construction.  
At the time of observation, they were working on a 10 floor-residential building 
with 3000 𝑚2 area. The two architects were working on the interior design of 
the residential building and the two structural designers were working on final 
design.  
4.7.2.3 Working method 
As mentioned, their responsibilities for the project are comprised of designing 
and providing their clients with as-built plans. They receive the needed data 
about on-going project from their colleagues in supervision and management 
sector. The fellow of information between two sectors is via meeting and 
telephone. 
They use a set of software for their project which helped them from sketch 
phase to technical design phase. The set of software comprises of Auto CAD, 
3D-MAX, Revit, ETABS, SAFE, SAZEH-NEGAR. It shows that they are 
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capable of using multi-software to design in both architectural and structural 
areas.  
 
4.7.3 Case study-3 
The design office-3 is located in Tehran. The office-3 is divided into 3 
departments which are: contract and statements; supervision and 
management; and design and planning. The employee who works in plan 
department is the focus of the data collection. The office in peak months 
recruits 4 designers while in off-peak months the owner and his brother do the 
all drawings. Thus, the number of workers depends on the seasonal works. 
The observation was made during the low season time and only one architect 
designer was available. At the time of observation, he was working on 
residential and commercial buildings.  
4.7.3.1 Working environment 
The size of office is 8x4 𝑚2 and is divided by partition panels. The design office 
has one fixed architect designer and during peak months recruits 3 more 
architect designers. Thus, the number of workers depends on the seasonal 
works. The observation was made during the low season time and only one 
designer was working there. 
The designer is separated from other departments and his workstation is close 
to printer. Thus, for printing he does not have to leave his chair. But, service 
spaces are located in other rooms which increase the trip time to them. 
Furthermore, the head of group’s working spot is in other room. The architect 
designer’s data in the planning department is coded as M1. Figure 4-5 
illustrates their working spots. 
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The director did not come to the office every day due to academic position in 
a university. Thus, the designer is responsible for all architectural drawing and 
he has to make it ready for every day meeting with the supervisor. The 
recorded data showed he spend most of his time on working. It can because 
of his heavy responsibility make him to have more productive time to deliver 
projects on time.  Also, based on the results from semi-structured interviews 
with the designer, friendly environment, mutual respect and trust prevail in the 
working environment.    
4.7.3.2 Type of project 
The types of the projects the company involved in usually are residential, 
industrial and commercial buildings. Their responsibilities usually consist of 
providing their clients with architectural and structural and mechanical plans 
along with supporting them with as-built plans during construction. 
At the time of observation, he was working on project which comprised of a 
bank and a medical centre. The bank and medical centre areas were 1100 and 
1900 𝑚2 respectively. 
4.7.3.3 Working method 
As mentioned, their responsibilities for the project limits to designing and 
providing their clients with as-built plans. They receive the needed data about 
Figure 4-5: Designers M1 workstations. 
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on-going project from contractors involved in project. The flow of information 
between them is via meeting, telephone and e-mail. 
They use a set of software for their project which helped them from sketch 
phase to technical design phase. The set of software comprises of Auto CAD, 
3D-MAX. It can be seen that the range of software in-use is limited and this 
may affect not only the quantity out-put but also quality out-put. 
 
4.7.4 Case study-4 
The design office-4 is located in Lavasan next to Tehran. The office-4 is an 
architectural design office.  
4.7.4.1 Working environment 
The size of office is 6x8 𝑚2 and is divided by partition panels. The office in 
peak months recruits 2 designers while in off-peak months the owner does the 
all drawings. Thus, the number of workers depends on the seasonal works. 
The observation was made during the low season time and only the office 
owner was working there. 
During the data collection only one architect designer was available.  The 
architect designer’s data in the plan department is coded as P-1. Figure 4-6 
presents her working spots. 
 
Figure 4-6: Designers P1 workstations 
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Designer P-1 location in the office is next to the printer. Also kitchen and 
restroom doors are right in front of him. It shows that designer P-1 does not 
need to leave her chair because of printing. Also, the short distance between 
her workstation and service spaces considerably reduces the access time.  
4.7.4.2 Type of project 
The type of the project the company involved in usually is villa buildings. Their 
responsibilities usually consist of providing their clients with architectural plans. 
At the time of observation, the designer was working on 2 villa building with 
810 and 1100 𝑚2 area.  
4.7.4.3 Working method 
Their responsibilities usually consist of providing their clients with architectural 
plans along with supporting them with as-built plans during construction. The 
designer uses a set of software for their project which helps them from sketch 
phase to technical design phase. The set of software comprise of Auto CAD, 
3D-MAX, Sketch-Up, Photo Shop. It shows that the designer is capable of 
using multi-software to design in architectural. 
 
4.7.5 Case study-5 
The design office-5 is located in Tehran. The office-5 is divided into 3 
departments which are: contract and statements; supervision and 
management; and design and planning. Design sector in itself is divided into 
architectural, structural, mechanical, and electrical sections. The employees 
who work in architectural, structural and mechanical sections are the focus of 
the data collection. The office-5 workers in the design sections consist of eight 
architects, two structural and one mechanical designer. One of structural 
designers did not accept to participate in data collection and in total the number 
of participants is ten. The ten designers’ data in the plan department are coded 
as T1-T10.  
4.7.5.1 Working environment 
The size of office is 9x9 𝑚2  and the designers are separated from other 
departments and for printing they have to leave their chairs to access the 
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printer which is located in other side of the room. Also, service spaces are 
located in other rooms which increase the trip time to them. Furthermore, the 
head of group works with the rest of team in a same design studio, while their 
supervisor works in another room and usually visits them during the day.  
The designers have their own desks and they have to leave their desk for 
talking to each other regarding the project. But, having separate desk does not 
stop them from social interaction. The recorded data revealed that their verbal 
communications comprised of project issues and social interaction equally 
which made the working atmosphere so friendly for them. Based on the results 
from semi-structured interviews with the designers, friendly environment and 
mutual respect prevail in the working environment. Also, the presence of head 
of group in the design studio along with continues observations by the 
supervisor are mentioned by the designers as a motivation. 
Figure 4-7 and Figure 4-8 illustrate their working spots. The two captured 
pictures are from two opposite angles to cover whole working area. These 
pictures show the design studio layout and the designers working spots. The 
working spot give them more space for moving their chairs and stretching 
body. Also, the table in the middle design studio is used for group meeting and 
presenting different paper plans. 
 
Figure 4-7: Designers T1-T10 workstations 
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4.7.5.2 Type of project 
The types of the projects the company involved in usually are residential, 
industrial, hospital, educational and commercial buildings. Their 
responsibilities usually consist of providing their clients with architectural, 
structural and mechanical plans along with supporting them with as-built plans 
during construction. Their annual report shows that the total designed area per 
year is over 80,000 𝑚2 . They provide their clients with both design and 
supervision on construction.  
At the time of observation, they were working on residential, commercial and 
hospital buildings with 15000, 10000 and 50000 𝑚2 respectively.  
4.7.5.3 Working method 
As mentioned, their responsibilities for the projects are comprised of designing 
and providing their clients with as-built plans. They receive the needed data 
about on-going project from their colleagues in supervision and management 
sector. The flow of information between two sectors is via meeting and 
telephone. 
They use a set of software for their project which helped them from sketch 
phase to technical design phase. The set of software comprises of Auto CAD, 
3D-MAX, Revit, Photo Shop, Navisworks, ETABS, SAFE, SAZEH-NEGAR. It 
Figure 4-8: Designers T1-T10 workstations 
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shows that they are capable of using multi-software to design in both 
architectural and structural areas. 
 
4.7.6 Case study-6 
The design office-6 is located in Tehran. The office-6 is an architectural design 
office. The office workers consist of eight architects. Three architects did not 
accept to participate in data collection and in total the number of participants 
is five. The five designers’ data in the plan department are coded as X1-X5.  
4.7.6.1 Working environment 
The size of office is 5x16 𝑚2  and is divided into supervisor office, design 
studio, kitchen and restroom. The supervisor room is separated from the 
design studio by glazing panel and it gives the supervisor to have direct visual 
observation on the designers during his presence in the office. 
Figure 4-9 and Figure 4-10 present the designers working spots in the design 
studio. The two captured pictures are from two parallel angles to cover whole 
working area. The designers working spots do not give them much space for 
stretching body. The tight workspace makes them to work near each other. 
The recorded data revealed that most of their communications were for project 
issues and less for social interaction. The presence of supervisor and head of 
group in the design office can be a reason for that. Also, the interviews made 
showed that a friendly atmosphere and trust between the manager and the 
designers have been one of their motivations to work there.  
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Their quick meeting is hold in the design studio and they use a small table in 
the middle of the design studio for presenting their paper plans.  In addition, 
there is a small book shelves as a small library on a corner of the design studio 
and they use it as a source of data for their project. 
 
 
For printing they have to leave their chairs to access the printer which is 
located in other side of the room. However, the service areas are located next 
Figure 4-9: Designers X1-X5 workstations 
Figure 4-10: Designers X1-X5 workstations 
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to the design studio which this makes short the distance between their 
workstations and service spaces; thus the access time is reduced 
considerably.  
4.7.6.2 Type of project 
The types of the projects the company involved in usually are residential, 
industrial and commercial buildings. Their responsibilities usually consist of 
providing their clients with architectural plans along with supporting them with 
as-built plans during construction. Also, design office-6 has a reputation in 
design competitions in the country and along with their normal projects they 
may have to spend time for attending in design competitions. 
At the time of observation, they were working on residential, commercial and 
hospital buildings. 
4.7.6.3 Working method 
As mentioned, their responsibilities for the project are comprised of designing 
and providing their clients with as-built plans. They receive the needed data 
about on-going project from their colleagues in supervision and management 
sector. The flow of information between two sectors is via meeting and 
telephone. 
They use a set of software for their project which helped them from sketch 
phase to technical design phase. The set of software comprises of Auto CAD, 
3D-MAX, Revit, Sketch-UP, Rhino-3D, Photo Shop. It shows that they are 
capable of using multi-software to design in planning and presenting. 
 
4.8 SUMMARY 
The nature of this study reflected a time study approach to establish designer 
utilisation in their work environment and adopted a quantitative research 
approach. This also involved taking a more pragmatic approach accessing the 
data collected, which was numerical. This study was required to obtain insight 
into contemporary phenomenon in depth and within its real context of design 
activities. Thus, observational study was applied to enables the scholar to an 
in depth study in programs, events, activities and processes of designers’ 
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activities time; however, analysis of the design offices could need a 
quantitative analysis to find the connection between various events, variables 
and outcomes. Since the designers were the focus of data collection, 
interviews were deemed necessary to achieve information in relation to 
personal, environmental, and project factors.  Limitation of participant’s time 
and the open-ended nature of some of the questions led to a choice of semi-
structured interviews. An unstructured observation method was adopted using 
video recording camera; whereby the researcher would be expected in a 
passive mode. More so, this method helped in capturing varied amount of data 
without any restriction. In this investigation 6 companies cooperated in data 
collect process and all their employee were interviewed and after signing 
consent forms the cameras were located in the offices. The next Chapter 
presents how to manage and analyse the collected data.  
As the second objective of this study was to set a standard activity time for 
designer’s activities, it determined that the most appropriate method to assess 
productivity in the design environment was to take time spent for each activity 
based as outputs and total time as input. A video camera was considered as 
data collection tools and in order to minimise the potential disadvantages, the 
work context was explained to participants.  However, the presence of video 
camera would potentially disrupt the designers work. To minimise this risk a 
small size camera was employed to record the scene in high definition along 
with sound. Furthermore, to assess worker’s behaviour productivity-rating 
method was deemed to have better classification of designer’s activities. 
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Chapter 5. DATA MANAGEMENT 
5.1 INTRODUCTION 
This chapter address the handling of the data that was yielded from the 
elicitation effort.  In particular, it was important to make sense of that raw data 
to provide a basis for the subsequent analysis and modelling.   
As mentioned in research method all designers’ activities are observed and 
recorded via video camera. Video recording method gives the chance of 
checking the data repeatedly. Since in direct method, the presence of the 
researcher may interrupt the participant from performing their duties, the small 
size video camera was chosen to minimise the impact on the participant 
working behaviour. The employees in each office were informed on the 
research aim and presented with ethical forms to which they agreed to 
contribute and signed a consent form.  After obtaining their permissions, they 
were interviewed and two cameras were located at two opposite angles to 
cover the area. Man-Gold software is utilised for writing code on each of the 
video footage. The results from Man-Gold contain activities along with spent 
time for each company. Statistical Package for Social Sciences (SPSS) is used 
to analyse the result from Man-Gold. 
There are two kind of statistics which are descriptive and inferential that can 
be used in a case study (Gillham 2000). Descriptive statistic consists of 
functions such as ‘summaries’, ‘average’, ‘maximum’, ‘minimum’, ‘mode’, 
‘median’. An inferential statistic provides information about the extent of 
correlation, the significance of differences between groups. An inferential 
statistic can include testing hypotheses and deriving estimates about a 
population from observations and specific analyses of a sample. 
In this study, it was important to show minimal, maximal, modal as well as 
arithmetic averages of design activity tasks. Also, the factors may have 
influence on productive time has to be identified along with deriving 
explanatory equations from independent variables. Thus, both descriptive and 
inferential statistics are utilised. 
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5.1.1.1 Activities classification 
As mentioned, Rojas (2008) referred to activity sampling as a measure where 
labour activities categorised according to observations. Field and activity 
ratings are the two main methods for activity sampling. Activity/work sampling 
is used as a measure to assess productivity in the design office. It defines the 
performance of workers at the time of observation. 
The data collected from 6 companies and activities of 22 participants were 
observed. Their activities were divided into 2 main groups. These include 
Productive and Non-Productive Activity. These groups are further subdivided 
into Effective and Ineffective Activities. Each of these sub-groups has direct 
effect on ‘Productivity’/’Non-productivity’ while ‘Ineffective’ activities have 
indirect effect. The effective and ineffective activities consist of daily working 
activities. Table 5-1 shows this classification. 
Table 5-1: Activity classification 
Productive 
Effective 
Drawing 
Engagement 
Meeting 
Reading 
Searching 
Talking 
Writing 
Preparation  Document 
Motion Activity 
Presentation 
Checking 
Ineffective  
Relaxation 
Disengaged 
Non-
Productive 
Effective 
Break 
Preparation 
Social interaction 
Ineffective  Other activity 
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Based on 797 hours captured lapse data, the ‘Productive-Effective’ activities 
are: ‘Drawing’, ‘Engagement’, ‘Meeting’, ‘Reading’, ‘Searching’, ‘Writing’, 
‘Preparation documents’, ‘Motion activity’, ‘Presenting plans’, and ‘Checking’.  
‘Drawing’ defines activity using manual or any computer aid drawing software. 
‘Engagement’ activity shows that the designer is in thinking mode. ‘Meeting’ 
creates an opportunity for any of designers, clients and managers to meet and 
discuss project issues either behind the desk or in a meeting room.  ‘Reading’ 
and ‘Searching’ activities include obtaining information for the project. 
Activities such as printing and tiding papers are considered as ‘Preparation 
document’. Any physical activity, for example handing, and fetching is 
regarded as ‘Motion activities’. ‘Presenting plans’ before submission is 
presenting activity. ‘Checking’ activities involve reviewing and improving plans 
by designers.   
The ‘Productive-Ineffective’ activities are: ‘Relaxation’ and ‘Disengagement’. 
Activities such as drinking tea, stretching and smoking behind the desk are 
regarded as ‘Relaxation’. These activities help a designer to relax for a few 
seconds and resume working more effectively. ‘Disengagement’ refers to 
activities that disengage a designer from work for few moments.  
‘Non-Productive-Effective’ activities are: taking a break, preparation before 
starting of work, and social interactions. Activities such as smoking, having 
lunch and visit to kitchen/restroom where by a designer needs to leave his/her 
own desk is considered as ‘Break’. While, ‘Preparation’ activities involve 
booting/shooting down computers, turning on/off light or air conditioner, 
opening/closing windows, watering flower and adjusting swivel chair. All social 
behaviours among designers and clients with no relation to project are called 
‘Social interaction’. 
‘Non-Productive-Ineffective’ activities include: ‘Other activity’, this refers to all 
activities such as personal use of computer, using social web sites, listening 
to music, sending SMS and personal talking on the phone. Table 5-2 presents 
a summary of definitions of a designer’s activities. 
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Table 5-2: Definitions of activities of a designer. 
Drawing  Manual drawing on paper, Working on computer to draw a building plan 
Engaged  All activities that show a designer is thinking such as staring at monitor. 
Meeting  
Any coming together of either a designer and his/her colleague, or a 
designer and client for the project 
Reading The action of reading from any source to obtain information for the project.  
Searching The action of searching on any source to obtain information for project 
Talking 
The action of verbal communication between a designer and his/her 
colleague, or designer and client regarding project 
Writing The action of writing either manually or via computer 
Preparation 
documents 
Any action of preparing project documents, such as printing, coping. 
Motion 
activity 
Any type of activity that designer needs to move between to location, such 
as fetching book from library. 
Presentation 
The action of presenting plan to supervisor or client on computer desk top 
or on the paper plan.  
Checking 
Any action of controlling plans by designer and supervisor, or designer and 
client. 
Relaxation Any action and state of being free from tension and anxiety. 
Disengaged Any action and state of being detached from thinking for few moments. 
Break The pause during work, such as tea time, lunch time. 
Preparation 
Any action and process of making ready environment before starting to 
work, such as adjusting the chair or opening windows. 
Social 
Interaction 
Any social action that designers interact with each other 
Other 
Activity 
Any type of activity that is not in other classifications, such as playing with 
cellphone, personal use of computer 
 
As mentioned in Chapter 3.7.1.1 working posture affect productivity of workers 
thus body posture is considered as an important factor to be investigated in 
this study. Based on the captured video-data, the designers working posture 
behind the desk is divided into: bent over, reclined, slouch, up-right, forward, 
and stand-up postures. Table 5-3 shows each of the body postures against a 
code.  
Table 5-3: Codes for body posture 
BoP-1 Bent over posture 
BoP-2 Reclined posture 
BoP-3 Slouch posture 
BoP-4 Stand-up posture 
BoP-5 Up right posture 
BoP-6 Forward posture 
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Figures 24-29 illustrate different postures: bent over, reclined, slouch, stand-
up, upright, and forward respectively. 
 
In above picture, the participant bent forwards with straight arms to read his 
lap-top screen from a close distance. In bent over/forward sitting posture, a 
designer loses the normal curve of the back. 
 
In above picture, the participant’s neck is straight and reclines between 105 
and 120 degrees from the thighs. 
 
Figure 5-1: Bent over posture 
Figure 5-2: Reclined posture 
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In above picture, the participant in slouched posture puts a lot of pressure on 
the discs in the low back with a pushed head forward.  
 
 
In above picture, the participant is doing a task in standing posture.  
 
Figure 5-3: Slouch posture 
 
Figure 5-4: Stand-up posture 
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In above picture, the participant leans forward while his back is straight. 
 
 
In above picture, the participant sits upright 90-degree angle. 
 
5.1.1.2 Factors classification 
The factors that are deemed to have impact on the designers’ productivity are 
classified into personal, environmental, and project factors. Table 5-4, Table 
5-5 and Table 5-6 present in detail how factors and their answers are coded. 
 
Figure 5-5: Forward posture 
Figure 5-6: Up-right posture 
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Table 5-4: Classification of factors and codes-Personal Factors 
Factors Activities Codes 
P
e
rs
o
n
a
l 
F
a
c
to
rs
 
Profession 
Architect 1 
Structural engineer 2 
Mechanical engineer 3 
Years of experience Number of years  
Motivation 
Personal Interest Yes/No 
Financial reason Yes/No 
Friendly atmosphere Yes/No 
Social value Yes/No 
Learning Yes/No 
Physical pain  
(No=0, Yes=1) 
Neck Yes/No 
Shoulders Yes/No 
Upper back Yes/No 
Elbows Yes/No 
Wrists/Hands Yes/No 
Lower back Yes/No 
Hips/Thighs Yes/No 
Knees Yes/No 
Ankles/Feet Yes/No 
Sore eyes Yes/No 
Fatigue Yes/No 
Recreational sport 
None 1 
Body building 2 
swimming 3 
Hiking 4 
Karate 5 
Tennis 6 
Yoga 7 
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Table 5-5: Classification of factors and codes-Environment Factors 
Factors Activities Codes 
E
n
v
ir
o
n
m
e
n
t 
F
a
c
to
rs
 
Size of the office Based on square meters   
Size of personal 
space 
Based on square meters   
Form of desk 
Rectangular 1 
Curved rectangular 2 
Form of Chair 
Height adjustable 1 
Back adjustable 2 
both 3 
Stable chair 4 
The level of suitability 
of chair 
Unsuitable 1 
  2 
  3 
  4 
So suitable 5 
The colour of walls 
Neutral 0 
Cold 1 
Warm 2 
Light suitability 
Dim 1 
Feeble 2 
Clear 3 
Bright 4 
Intense 5 
Temperature Based on Celsius (18-27 ℃)   
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Table 5-6: Classification of factors and codes_ Project Factors 
Factors Activities Codes 
P
ro
je
ct
 F
ac
to
rs
 
Type of project 
Residential 1 
Commercial 2 
Recreational 3 
Administration and Civic 4 
Industrial 5 
Hospital 6 
Educational 7 
Size of project Based on square meters   
Type of structure 
Steel 1 
Concrete 2 
Mix 3 
Phase of the design 
process 
Architecture-Phase-1 1 
Architecture-Phase-2 2 
Architecture-Phase-3 3 
Structure-Phase-1 4 
Structure-Phase-2 5 
Structure-Phase-3 6 
 
After interviews some of physical pains which were not issues of any of 
percipients were removed and the remained ones named as physical pain. The 
new classification for adjusted physical pains is shown in Table 5-7. 
 
Table 5-7: New adjustment for Physical pain 
Backache Physical pain-1 
Pain in the neck Physical pain-2 
Fatigue Physical pain-3 
Sore eyes Physical pain-4 
Wrist pain Physical pain-5 
 
Motivations are named as motivation 1-5. Table 5-8 presents motivations 
divisions. 
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Table 5-8: Motivations classification 
Personal Interest Motivation 1 
Financial reason Motivation 2 
Friendly atmosphere Motivation 3 
Social value Motivation 4 
Learning Motivation 5 
 
 
5.2 DESCRIPTIVE ANALYSIS AND RESULTS 
First step is to generate descriptive or summary statistics. This quantitative 
research generated masses of data out of 139 days observation of 22 
participants. To make sense of this data it needs to be summarized. 
Descriptive statistics are used to describe the basic features of the data in the 
study. The two major types of descriptive statistics are measure of central 
tendency and measures of dispersion. The descriptive statistics and then 
inferential statistics analysed by SPSS version 22 are presented respectively. 
 
5.2.1 Descriptive statistic of activity variables 
In this part of analysis, all variables, the dispersion index will be shown along 
with the diagram of them. As participants have various working time, the 
obtained time for each variable are divided by the total working time per day. 
It shows the spent time for each activity out of an hour working time. Working 
time include productive and non-productive time.  
In Table 5-9 ‘P’, ‘NP’, ‘Dr’, and ‘En’ represent ‘Productivity’, ‘Non-productivity’, 
‘Drawing’, and ‘Engaged’ respectively. Mean of ‘Productivity’ is 0.75 (which is 
45 minutes and 75% of an hour working). While mean of ‘Non-productivity’ is 
0.24 (which is 15 minutes and 25% of an hour working). Also, mean of 
‘Drawing’ is 0.39 (which is 23 minutes and 0.39% of an hour working). Mean 
of ‘Engaged’ is 0.04 (which is 2.4 minutes and 4% of an hour working).  
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Table 5-9: Descriptive statistic of productivity, non-productivity, dewing, and engaged. 
 P NP Dr En 
N Valid 139 139 139 139 
Missing 0 0 0 0 
Mean .7511866168 .2488133832 .3924028386 .0449197322 
Std. Deviation .1650941822 .1650941822 .1871735128 .0650915965 
Skewness -.813 .813 .056 4.006 
Std. Error of Skewness .206 .206 .206 .206 
Kurtosis .294 .294 -.352 20.178 
Std. Error of Kurtosis .408 .408 .408 .408 
Minimum .2141039165 .0000000000 .0000000000 .0000000000 
Maximum 0.9000000 .7858960835 .9173488148 .4408140733 
Sum 104.4149397 34.58506027 54.54399457 6.243842775 
 
In Figure 5-7, horizontal vector indicates an hour working and vertical vector 
shows the frequency of activities. ‘Productivity’ and ‘Drawing’ have symmetric 
distribution and it shows the mode, mean, and median are identical. While, 
‘Non-productivity’ and ‘Engaged’ have skewed (non-symmetric) distributions.  
 
 
Figure 5-7: Productivity, Non-productivity, Drawing and Engaged histogram diagram. 
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Their skewed distributions are positive and it shows the mean of distribution is 
higher than median and mean. Furthermore, median is higher than mode 
(Mode<Median<Mean). It can be seen that ‘Productivity’ and ‘Drawing’ 
distribution in all design offices were the same, while ‘Non-productivity’ and 
‘Engaged’ had different distributions. 
In ‘P’ diagram (which refers to ‘Productivity’), the most frequency of productive 
time is seen between 80 to 90 percent of one hour working. While the mean of 
productive time, which is 75 percent of one hour working, has lower frequency 
in comparison with the most frequent one.  It can be because of continues 
distribution with slight negative skew. 
In ‘NP’ diagram (which refers to ‘Non-productivity’), the most frequencies are 
seen between 10 to 20 percent of one hour working. While the mean of ‘Non-
productivity’, which is 24 percent of one hour working, has lower frequency in 
comparison with the most frequent one. It can be because of a continuous 
distribution with a positive skew. 
 In ‘Dr’ diagram (which refers to ‘Drawing’), the most frequency of drawing time 
is seen between 25 to 35 percent of one hour working and it does not have 
noticeable differences with frequency of average drawing time. It can be 
because of a normal distribution.  
In ‘En’ diagram (which refers to ‘Engagement’), the most frequency of 
‘Engagement’ is seen between 1 to 2.5 percent of one hour working. While the 
mean of ‘Engagement’, which is 4 percent of one hour working, has lower 
frequency in comparison with the most frequent one. It can be because of a 
continuous distribution with a large positive skew.  
In the Table 5-10 ‘Me’, ‘Re’, ‘Se’, and ‘Ta’ represent ‘Meeting’, ‘Reading’, 
‘Searching’ and ‘Talking’ respectively. Mean of ‘Meeting’ is 0.06 (which is 3.6 
minutes and 6% of an hour working). While mean of ‘Reading’ is 0.01 (which 
is 0.6 minutes and 1% of an hour working). Also, mean of ‘Searching’ is 0.016 
(which is 0.96 minutes and 1.6 % of an hour working). Mean of ‘Talking’ is 
0.149 (which is 8.94 minutes and 14.9% of an hour working).  
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Table 5-10: Descriptive statistic of meeting, reading, searching, and talking. 
 Me Re Se Ta 
N Valid 139 139 139 139 
Missing 
0 0 0 0 
Mean .0615657986 .0106280290 .0169577466 .1493559220 
Std. Deviation .0847746598 .0315435056 .0621074606 .0932053680 
Skewness 1.841 4.600 5.745 .676 
Std. Error of Skewness .206 .206 .206 .206 
Kurtosis 2.962 24.429 35.671 .486 
Std. Error of Kurtosis .408 .408 .408 .408 
Minimum .0000000000 .0000000000 .0000000000 .0023412582 
Maximum .3829394687 .2346874114 .4599408681 .4784698112 
Sum 8.557646000 1.477296030 2.357126782 20.76047316 
 
In Figure 5-8, talking has almost symmetric distribution and it shows the mode, 
mean, and median are nearly identical. While, ‘Meeting’, ‘Reading’, and 
‘Searching’ have skewed (non-symmetric) distributions.  
 
 
 
Figure 5-8: Meeting, Reading, Searching and Talking histogram diagram. 
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Their skewed distributions are positive and it shows the mean of distribution is 
higher than median and mean. Furthermore, median is higher than mode 
(Mode<Median<Mean). 
In ‘Me’ diagram (which refers to ‘Meeting’), the most frequency of ‘Meeting’ is 
seen between 1 to 5 percent of one hour working. While the mean of ‘Meeting’, 
which is 6 percent of one hour working, has lower frequency in comparison 
with the most frequent one. It can be because of distribution with a large 
positive skew. 
In ‘Re’ diagram (which refers to ‘Reading’), the most frequencies are seen 
between 0.1 to 0.2 percent of one hour working. While the mean of ‘Reading’, 
which is 1 percent of one hour working, has lower frequency in comparison 
with the most frequent one. It can be because of a discontinuous distribution 
with a large positive skew. 
 In ‘Se’ diagram (which refers to ‘Searching’), the most frequency of ‘Searching’ 
is seen between 1 to 3 percent of one hour working. While the mean of 
‘Searching’, which is 10 percent of one hour working, has lower frequency in 
comparison with the most frequent one. It can be because of a discontinuous 
distribution with a large positive skew. 
In ‘Ta’ diagram (which refers to ‘Talking’), the most frequency of ‘Talking’ is 
seen between 10 to 13 percent of one hour working. While the mean of 
‘Engagement’, which is 14 percent of one hour working, has lower frequency 
in comparison with the most frequent one. It can be because of a continuous 
distribution with a slight positive skew.  
In the Table 5-11 ‘Wr’, ‘PrD’, ‘Mo’, and ‘Prs’ represent ‘Writing’, ‘Preparation 
document’, ‘Motion activity’, and ‘Presentation’ respectively. Mean of ‘Writing’ 
is 0.024 (which is 1.44 minutes and 2.4% of an hour working). While mean of 
‘Preparation’ document is 0.009 (which is 0.54 minutes and 0.9% of an hour 
working). Also, mean of ‘Motion activity’ is 0.03 (which is 1.8 minutes and 3% 
of an hour working). Mean of ‘Presentation’ is 0.0008 (which is almost 0.048 
minutes and 0.08% of an hour working).  
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Table 5-11: Descriptive statistic of writing, preparation document, motion activity, and 
presentation. 
 Wr PrD Mo Prs 
N Valid 139 139 139 139 
Missing 
0 0 0 0 
Mean .0243675649 .0095219375 .0306389067 .0008376328 
Std. Deviation .0533833551 .0426125963 .0453652831 .0054242836 
Skewness 4.655 6.739 2.732 6.982 
Std. Error of Skewness .206 .206 .206 .206 
Kurtosis 28.695 48.995 9.239 48.738 
Std. Error of Kurtosis .408 .408 .408 .408 
Minimum .0000000000 .0000000000 .0000000000 .0000000000 
Maximum .4361782850 .3629845667 .2870792013 .0417711151 
Sum 3.387091526 1.323549308 4.258808027 .1164309541 
 
In Figure 5-9, ‘Writing’, ‘Preparation document’, ‘Motion activity’, and 
‘Presentation’ have skewed (non-symmetric) distributions. Their skewed 
distributions are positive and it shows the mean of distribution is higher than 
median and mean.  
 
 
 
Figure 5-9: Writing, Preparation document, Motion activity and Presentation histogram 
diagram. 
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Furthermore, median is higher than mode (Mode<Median<Mean).  In ‘Wr’ 
diagram (which refers to ‘Writing’), the most frequency of ‘Writing’ is seen 
between 0.1 to 0.3 percent of one hour working. While the mean of ‘Writing’, 
which is 2 percent of one hour working, has lower frequency in comparison 
with the most frequent one. It can be because of discontinues distribution with 
a large positive skew. 
In ‘PrD’ diagram (which refers to ‘Preparing document’), the most frequencies 
are seen between 0.01 to 0.02 percent of one hour working. While the mean 
of ‘Preparing document’, which is 0.9 percent of one hour working, has lower 
frequency in comparison with the most frequent one. It can be because of a 
discontinuous distribution with a large positive skew. 
 In ‘Mo’ diagram (which refers to ‘Motion activity’), the most frequency of 
‘Motion activity’ is seen between 0.1 to 0.3 percent of one hour working. While 
the mean of ‘Motion activity’, which is 3 percent of one hour working, has lower 
frequency in comparison with the most frequent one. It can be because of a 
discontinuous distribution with a large positive skew. 
In ‘Prs’ diagram (which refers to ‘Presentation’), the most frequency of 
‘Presentation’ is seen between 0.01 to 0.03 percent of one hour working. While 
the mean of ‘Presentation’, which is 0.08 percent of one hour working, has 
lower frequency in comparison with the most frequent one. It can be because 
of a discontinuous distribution with a large positive skew.  
In the Table 5-12 ‘Chk’, ‘Rx’, ‘DisE’ and ‘Br’ represents ‘Checking’, 
‘Relaxations’, ‘Disengaged’, and ‘Break’ respectively. Mean of checking is 
0.089 (which is 5.34 minutes and 8.9% of an hour working). While mean of 
‘Relaxation’ is 0.05 (which is 3 minutes and 5% of an hour working). Also, 
mean of ‘Disengaged’ is 0.002 (which is 0.12 minutes and 0.2% of an hour 
working). Mean of ‘Break’ is 0.118 (which is almost 7.08 minutes and 11.8% of 
an hour working).  
In Figure 5-10, ‘Break’ has almost symmetric distribution and it shows the 
mode, mean, and median are nearly identical. While ‘Checking’, ‘Disengaged’, 
and ‘Relaxation’ have skewed distributions (non-symmetric). 
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Table 5-12: Descriptive statistics of checking, relaxation, disengaged, and break. 
 Chk Rx DisE Br 
N Valid 139 139 139 139 
Missing 0 0 0 0 
Mean .0897218502 .0507364953 .0023900704 .1181740237 
Std. Deviation .0949904174 .0506885452 .0042271544 .0706992897 
Skewness 2.651 1.794 3.714 .724 
Std. Error of Skewness .206 .206 .206 .206 
Kurtosis 12.180 4.565 18.309 1.804 
Std. Error of Kurtosis .408 .408 .408 .408 
Minimum .0000000000 .0000000000 .0000000000 .0000000000 
Maximum .7049423288 .2975745995 .0282337919 .4247564315 
Sum 12.47133718 7.052372851 .3322197895 16.42618929 
 
Their skewed distributions are positive and it shows the mean of distribution is 
higher than median and mean. Furthermore, median is higher than mode 
(Mode<Median<Mean). 
 
 
Figure 5-10: Checking, Disengaged, Relaxation, and Break histogram diagram. 
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In ‘Chk’ diagram (which refers to ‘Checking’), the most frequency of ‘Checking’ 
is seen between 0.01 to 0.05 percent of one hour working. While the mean of 
‘Checking’, which is 8 percent of one hour working, has lower frequency in 
comparison with the most frequent one. It can be because of discontinues 
distribution with a large positive skew.  In ‘DisE’ diagram (which refers to 
‘Disengagement’), the most frequencies are seen between 0.001 to 0.005 
percent of one hour working. While the mean of ‘Disengagement’, which is 0.2 
percent of one hour working, has lower frequency in comparison with the most 
frequent one. It can be because of a discontinuous distribution with a large 
positive skew.  In ‘Rx’ diagram (which refers to ‘Relaxation’), the most 
frequency of ‘Relaxation’ is seen between 0.01 to 0.03 percent of one hour 
working. While the mean of ‘Relaxation’, which is 5 percent of one hour 
working, has lower frequency in comparison with the most frequent one. It can 
be because of a discontinuous distribution with a large positive skew.  In ‘Br’ 
diagram (which refers to ‘Break’), the most frequency of break is seen between 
10 to 11 percent of one hour working. While the mean of ‘Break’, which is 12 
percent of one hour working, has lower frequency in comparison with the most 
frequent one. It can be because of a discontinuous distribution with a slight 
positive skew.  In the Table 5-13 ‘Pre’, ‘SoI’, and ‘OthA’ represent ‘Preparation’, 
‘Social interaction’, and ‘Other activity’ respectively.  
Table 5-13: Descriptive statistics of preparation, social interaction, and other activity. 
 Pre SoI OthA 
N Valid 139 139 139 
Missing 0 0 0 
Mean .0065553360 .1555858419 .0738213903 
Std. Deviation .0324473905 .1353204682 .0936702665 
Skewness 8.032 1.224 1.883 
Std. Error of Skewness .206 .206 .206 
Kurtosis 65.759 1.082 3.504 
Std. Error of Kurtosis .408 .408 .408 
Minimum .0000000000 .0000000000 .0000000000 
Maximum .2952109021 .6111716765 .4364778769 
Sum .9111917082 21.62643203 10.26117325 
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Mean of ‘Preparation’ is 0.006 (which is 0.36 minutes and 0.6% of an hour 
working). While mean of ‘Social interaction’ is 0.155 (which is 9.30 minutes 
and 15.5% of an hour working). Also, mean of ‘Other activity’ is 0.073 (which 
is 4.38 minutes and 7.3% of an hour working). 
In Figure 5-11, ‘Preparation’, ‘Social interaction’, and ‘Other activity’ have 
skewed (non-symmetric) distributions. Their skewed distributions are positive 
and it shows the mean of distribution is higher than median and mean. 
Furthermore, median is higher than mode (Mode<Median<Mean). 
 
 
In ‘Pre’ diagram (which refers to ‘Preparation’), the most frequency of 
‘Preparation’ is seen between 0.001 to 0.003 percent of one hour working. 
While the mean of ‘Preparation’, which is 0.6 percent of one hour working, has 
lower frequency in comparison with the most frequent one. It can be because 
of discontinues distribution with a large positive skew. 
Figure 5-11: Preparation, Social interaction, and Other activity histogram diagram. 
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In ‘SoI’ diagram (which refers to ‘Social interaction’), the most frequencies are 
seen between 1 to 5 percent of one hour working. While the mean of ‘Social 
interaction’, which is 15 percent of one hour working, has lower frequency in 
comparison with the most frequent one. It can be because of a discontinuous 
distribution with a positive skew. 
In ‘OthA’ diagram (which refers to ‘Other activity’), the most frequency of ‘Other 
activity’ is seen between 0.01 to 0.03 percent of one hour working. While the 
mean of ‘Other activity’, which is 7 percent of one hour working, has lower 
frequency in comparison with the most frequent one. It can be because of a 
discontinuous distribution with a large positive skew.  
5.2.2 Descriptive statistic of personal, environment and project 
factors 
The participants were working with different personal and project factors. Also, 
the working environments were not same. Below figures and tables are show 
the distributions of each factor. ‘Motivation’s answers were defined by binary 
codes (No=0, Yes=1). Table 5-14 shows descriptive analysis of motivations 1-
5. 
 
Table 5-14: Descriptive analysis of motivations 1-5 
Statistics 
 Motivation1 Motivation2 Motivation3 Motivation4 Motivation5 
N Valid 139 139 139 139 139 
Missing 
0 0 0 0 0 
Mode 1.0 .0 1.0 .0 .0 
Skewness -1.201 .558 -.400 .692 .987 
Std. Error of Skewness .206 .206 .206 .206 .206 
Kurtosis -.565 -1.713 -1.867 -1.544 -1.040 
Std. Error of Kurtosis .408 .408 .408 .408 .408 
Sum 105.0 51.0 83.0 47.0 39.0 
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Motivations 1 to 5 represent: personal interest, financial reason, friendly 
atmosphere, social value, and learning respectively. Mode for ‘Motivation’ 1 
and 3 are 1 which is yes; it means majority of participants had them. It can be 
seen in all design offices with different amount of productive time, personal 
interest and friendly atmosphere motivated them and can be considered as 
common motivations between designers. 
However, Mode for ‘Motivation’ 2, 4, and 5 is 0 which is No. It can be concluded 
that financial reason, social value and learning were not common motivations 
by the majority of the designers. 
Figure 5-12 shows ‘Motivation’ 1-5 distribution diagrams. ‘Motivation’ 1 and 3 
have slight negative skewed distributions. However, ‘Motivation’ 2, 4, and 5 
have slight positive skewed distribution. But, the distributions of motivations’ 
dataset are not important because each column represent an individual 
category or characteristic rather than intervals for a continuous measurement. 
 
Figure 5-12: Motivations 1-5 distribution diagrams 
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In ‘Motivation-1’ diagram (which refers to personal interest), the most 
frequency of ‘Motivation-1’ is seen between 0.5 to 1.5 and it means that the 
most participant answered ‘Yes’. Also, the mode of ‘Motivation-1’ is 1 and it 
has equal frequency in comparison with the most frequent one.  
In ‘‘Motivation-2’’ diagram (which refers to Financial reason), the most 
frequency of ‘‘Motivation-2’’ is seen between -0.5 to 0.5 and it means that the 
most participant answered ‘No’. Also, the mode of ‘‘Motivation-2’’ is 0 and it 
has equal frequency in comparison with the most frequent one.  
In ‘‘Motivation-3’’ diagram (which refers to friendly atmosphere), the most 
frequency of ‘‘Motivation-3’’ is seen between 0.5 to 1.5 and it means that the 
most participant answered ‘Yes’. Also, the mode of ‘‘Motivation-3’’ is 1 and it 
has equal frequency in comparison with the most frequent one.  
In ‘‘Motivation-4’’ diagram (which refers to social value), the most frequency of 
‘‘Motivation-4’’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘‘Motivation-4’’ is 0 and it has 
equal frequency in comparison with the most frequent one.  
In ‘‘Motivation-5’’ diagram (which refers to learning), the most frequency of 
‘‘Motivation-5’’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘‘Motivation-5’’ is 0 and it has 
equal frequency in comparison with the most frequent one.  
Table 5-15 indicates that mode for ‘Physical pain’ 1, 2, 3, and 5 are 0 which is 
No. However, mode for ‘Physical pain-4’ is 1 which is yes.  
Figure 5-13 shows ‘Physical pain’ 1-5 distribution diagrams. ‘Physical pains’ 1, 
2, and 4 have almost symmetric distribution. However, ‘Physical pains’ 3 and 
5 have slight positive skewed distributions. But, the distributions of the physical 
pains dataset are not important because the columns each represent an 
individual category or characteristic rather than intervals for a continuous 
measurement. 
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Table 5-15: Descriptive analysis of physical pains 1-5. 
Statistics 
 
Physical_pain
1 
Physical_pain
2 
Physical_pain
3 
Physical_pain
4 
Physica
l_pain5 
N Valid 139 139 139 139 139 
Missing 0 0 0 0 0 
Mode .0 .0 .0 1.0 .0 
Skewness .161 .339 2.052 -.161 2.555 
Std. Error of 
Skewness 
.206 .206 .206 .206 .206 
Kurtosis -2.003 -1.913 2.241 -2.003 4.594 
Std. Error of 
Kurtosis 
.408 .408 .408 .408 .408 
Sum 64.0 58.0 20.0 75.0 15.0 
 
In ‘Physical_Pain-1’ diagram (which refers to backache), the most frequency 
of ‘Physical_Pain-1’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘Physical_Pain-1’ is 0 and it has 
equal frequency in comparison with the most frequent one.  
 Figure 5-13: Physical pain 1-5 distribution diagrams. 
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In ‘Physical_Pain-2’ diagram (which refers to neck pain), the most frequency 
of ‘Physical_Pain-2’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘Physical_Pain-2’ is 0 and it has 
equal frequency in comparison with the most frequent one.  
In ‘Physical_Pain-3’ diagram (which refers to fatigue), the most frequency of 
‘Physical_Pain-3’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘Physical_Pain-3’ is 0 and it has 
equal frequency in comparison with the most frequent one.  
In ‘Physical_Pain-4’ diagram (which refers to sore eyes), the most frequency 
of ‘Physical_Pain-4’ is seen between 0.5 to 1.5 and it means that the most 
participant answered ‘Yes’. Also, the mode of ‘Physical_Pain-4’ is 1 and it has 
equal frequency in comparison with the most frequent one.   
In ‘Physical_Pain-5’ diagram (which refers to wrist pain), the most frequency 
of ‘Physical_Pain-5’ is seen between -0.5 to 0.5 and it means that the most 
participant answered ‘No’. Also, the mode of ‘Physical_Pain-5’ is 0 and it has 
equal frequency in comparison with the most frequent one.  The scales of ‘Size 
of the office’, ‘Size of personal space’ and ‘Size of project’ are square meters.  
Table 5-16 shows that the mean of size of office distribution is 57.21 square 
meters, while the mean of size of personal space and project distribution are 
2 and 8485.61 square meters respectively. The mean of ‘Temperature’ is 22.5 
℃. 
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Table 5-16: Descriptive analysis of ‘size of office’, ‘size of personal space’, ‘temperature’ and 
‘size of project’. 
Statistics 
 
Size of the office 
Size of personal 
space 
Temperature Size of project 
N Valid 
139 139 139 139 
Missing 0 0 0 0 
Mean 
57.219 2.0030 22.791 8485.612 
Std. Deviation 
25.7868 1.05604 2.6471 8250.8108 
Skewness 
-.363 3.950 .676 .578 
Std. Error of Skewness 
.206 .206 .206 .206 
Kurtosis 
-1.767 16.065 -.753 -1.430 
Std. Error of Kurtosis 
.408 .408 .408 .408 
Minimum 
16.0 1.50 18.0 500.0 
Maximum 
80.0 7.00 27.0 23000.0 
 
In Figure 5-15, ‘Size of personal space’ distribution diagrams has positive 
skewed.  
 
 
Figure 5-14: ‘Size of project’, ‘Size of personal space’, ‘Temperature’, and ‘Size of project’ 
distribution diagrams. 
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‘Size of the office’ and ‘Size of project’ indicate the flatness of the distribution 
(which is platykurtic). But, ‘Temperature’ has almost a symmetric distribution. 
In ‘Size of the office’ diagram, the design offices between 75 to 85 𝑚2 area 
had the most frequency. While the mean of ‘Size of the office’, which is 57 
square meters, has lower frequency in comparison with the most frequent one. 
It can be because of a discontinuous distribution with a slight negative skew. 
In ‘Size of personal space’ diagram, the size of personal space with less than 
2 𝑚2 area had the most frequency. While the mean of ‘Size of personal space’, 
which is 2 square meters, has lower frequency in comparison with the most 
frequent one. It can be because of a discontinuous distribution with a negative 
skew. 
In ‘Temperature’ diagram, the temperature of the design offices with 21℃ had 
the most frequency. While the mean of ‘Temperature’, which is 22℃, has lower 
frequency in comparison with the most frequent one. It can be because of a 
discontinuous distribution with a slight negative skew. 
In ‘Size of project’ diagram, the size of the projects 4000 square meters had 
the most frequency. While the mean of ‘Size of project’, which is 8485 square 
meters, has lower frequency in comparison with the most frequent one. It can 
be because of a discontinuous distribution with a positive skew. 
Table 5-17 indicated that the mode of profession is 1 which is architecture. 
Also the mode of ‘Recreational sport’ is 4 (which is hiking) respectively. 
Furthermore, the mode of ‘Form of desk’ is 1 (which is rectangular form) while 
this value for ‘Form of chair’ is 3 (which is full adjustable chair). 
Table 5-18 showed that the mean of ‘years of experience’ is 7.97 which 
indicate that the average years of experience among participants is 7.97 years. 
Also the minimum years of experience are 1 and the maximum is 50 years. 
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Table 5-17: Descriptive analysis of profession, years of experience, recreational sport, form of 
des, and form of chair. 
 
Profession 
Recreational 
sport 
Form of 
desk 
Form of Chair 
N Valid 139 139 139 139 
Missing 0 0 0 0 
Mode 1.0 4.0 1.0 3.0 
Skewness 1.883 .328             5.038 -.955 
Std. Error of 
Skewness 
.206 .206              .206 .206 
Kurtosis 2.748 -.503 23.725 -.380 
Std. Error of Kurtosis .408 .408 .4
08 
.408 
Sum 175.0 419.0 144.0 363.0 
 
 
Table 5-18: Descriptive analysis of 'Years of experience' 
Descriptive Statistics 
 N Minimum Maximum Mean 
Years_of_experience 22 1.0 50.0 7.978 
Valid N (listwise) 22    
 
Figure 5-15 indicated that the form of chair distribution diagram has symmetric 
shape. ‘The recreational sport’ diagram is nearly symmetric curve. ‘Profession’ 
has positive skewed distribution. In addition, years of experience presents the 
flatness of the distribution (which is platykurtic). Although, ‘Form of desk’ and 
‘Profession’ diagram peak sharply (this is leptokurtic). But, the distribution of 
the ‘Form of desk’, ‘Form of chair’, ‘Profession’, and ‘The recreational sport’ 
dataset are not important because the columns each represent an individual 
category or characteristic rather than intervals for a continuous measurement. 
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Figure 5-15: Descriptive analysis of profession, years of experience, recreational 
sport, form of des, and form of chair distribution diagrams. 
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In ‘Profession’ diagram (which refers to profession of participants in the design 
offices), the most frequency of ‘Profession’ is seen between 0.5 to 1.5 and it 
means that the most participant were architects. Also, the mode of ‘Profession’ 
is 1 and it has equal frequency in comparison with the most frequent one. 
In ‘Years of experience’ diagram (which refers to the years of experience of 
participants in the design offices), the most frequency of ‘Years of experience’ 
is seen between 2 to 4 years. Also, the mean of ‘Profession’ is 7.97 years and 
it has lower frequency in comparison with the most frequent one. It can be 
because of a discontinuous distribution with a positive skew. 
In ‘Recreational sport’ diagram, the most frequency of ‘Recreational sport’ is 
number 4. Also, the mode of ‘Recreational sport’ is number 4 (which is hiking) 
and it has equal frequency in comparison with the most frequent one.  
In ‘Form of desk’ diagram (which refers to the form of desk used by participants 
in the design offices), the most frequency of ‘Form of desk’ is seen between -
0.5 to 1.5. Also, the mode of ‘Form of desk’ is number 1 (which is rectangular) 
and it has equal frequency in comparison with the most frequent one.  
In ‘Form of chair’ diagram (which refers to the form of desk used by participants 
in the design offices), the most frequency of ‘Form of desk’ is number 3. Also, 
the mode of ‘Form of chair’ is number 3 (which is back and height adjustable) 
and it has equal frequency in comparison with the most frequent one.  
Table 5-19 showed that the mode of ‘The Level of Chair Suitability’ and ‘The 
Colour of the Walls’ are 5 and 1. It can be interpreted that majority of participant 
were happy with their chairs and the colour of the walls in most of design offices 
were cold colour. The mode of ‘Lights’, ‘Type of Project’ and ‘Type of Structure’ 
are 2, 1 and 1 respectively.  It indicates that most of participants were not 
satisfied with artificial lights in their working environment. Also, type of project 
and structure in most cases were commercial and steel frame.  
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Table 5-19: Descriptive analysis of ‘the level of chair suitability’, ‘the colour of the walls’, ‘lights’, 
‘type of project’, and ‘type of structure’. 
 The level of 
chair’ suitability 
The colour of 
walls 
Lights 
Type of 
project 
Type of 
structure 
N Valid 139 139 139 139 139 
Missi
ng 0 0 0 0 0 
Mode 5.0 1.0 2.0 1.0 1.0 
Skewness -.557 -.871 .574 1.289 .190 
Std. Error of 
Skewness 
.206 .206 .206 .206 .206 
Kurtosis -1.076 -1.259 -.619 .658 -1.993 
Std. Error of 
Kurtosis 
.408 .408 .408 .408 .408 
Sum 511.0 97.0 351.0 318.0 202.0 
 
Figure 5-16indicated that ‘The Level of Chair Suitability’ and ‘The Colour of the 
Walls’ have slightly negative skewed.   
 
 
 
Figure 5-16: Descriptive analysis of the level of chair ‘suitability, the colour of the walls, 
lights, type of project, and type of structure distribution diagrams 
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But, ‘Light’, ‘Type of Project’ and ‘Type of Structure’ indicate adverse trend 
which is positive skewed. However, the distributions of ‘The Level of Chair 
Suitability’, ‘Lights’, ‘The colour of walls’, ‘Type of Project’, and ‘Type of 
Structure’ dataset are not important because the columns each represent an 
individual category or characteristic rather than intervals for a continuous 
measurement. 
 
In ‘The level of chairs’ suitability’ diagram (which refers to comfort-ability of 
chairs used by participants in the design offices), the most frequency of ‘The 
level of chairs’ suitability’ is number 5. Also, the mode of ‘The level of chairs’ 
suitability’ is number 5 (which is back and height adjustable) and it has equal 
frequency in comparison with the most frequent one.  
In ‘The colour of walls’ diagram (which refers to the colour of the internal walls 
in the design offices), the most frequency of ‘The colour of walls’ is seen 
between 0.5 to 1.5. Also, the mode of ‘The colour of walls’ is number 1 (which 
is cold colours) and it has equal frequency in comparison with the most 
frequent one.  
In ‘Lights’ diagram (which refers to lights suitability for participant in the design 
offices), the most frequency of ‘Lights’ is seen between 1.5 to 2.5. Also, the 
mode of ‘Lights’ is number 2 (which is feeble) and it has equal frequency in 
comparison with the most frequent one.  
In ‘Type of project’ diagram (which refers to the projects that participants were 
working on during the observation), the most frequency of ‘Type of project’ is 
number 1. Also, the mode of ‘Type of project’ is number 1 (which is residential) 
and it has equal frequency in comparison with the most frequent one.  
In ‘Type of structure’ diagram (which refers to the type of projects’ structure 
that participants were working on during the observation), the most frequency 
of ‘Type of structure’ is seen between 0.5 to 1.5. Also, the mode of ‘Type of 
structure’ is number 1 (which is steel structure) and it has equal frequency in 
comparison with the most frequent one.  
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Table 5-20 presents that the mode of phase of the design process is 1. This 
indicates that the majority of the project were in architectural phase one 
(which is schematic design phase). Also, Figure 5-17 showed that phase of 
the design process distribution diagram has a slight positive skewed. 
However, the distributions of ‘Phase of project’ dataset are not important 
because the columns each represent an individual category or characteristic 
rather than intervals for a continuous measurement. 
 
Table 5-20: Descriptive analysis of phase of the design process. 
 Phase of 
 the  project 
N Valid 139 
Missing 0 
Mode 1.0 
Skewness 1.070 
Std. Error of Skewness .206 
Kurtosis -.261 
Std. Error of Kurtosis .408 
Sum 313.0 
 
 
 
In ‘Phase of project’ diagram (which refers to the phase of projects’ design that 
participants were working on during the observation), the most frequency of 
Figure 5-17: Phase of project distribution diagram. 
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‘Phase of project’ is number 1. Also, the mode of ‘Phase of project’ is number 
1 (which is schematic design phase) and it has equal frequency in comparison 
with the most frequent one.  
 
5.2.3 Parametric method for data analysis 
The outcome preliminary inspection showed that the data are not normally 
distributed and have positive skewness. This suggests a possible indication of 
behaviour calling for a non-parametric test (Ghasemi and Zahediasl, 2012). 
However many other studies, such as Lumley et al. (2002), Norman (2010) 
and Li et al. (2012), have proved that with the for large sample size that the 
assumption of normality is not required for conducting parametric testing. 
According to Lumley et al. (2002) “It is widely but incorrectly believed that the 
t-test and linear regression are valid only for Normally distributed outcomes”. 
The mean of an outcome variable for different subjects are compared via linear 
regression and t-test.  Norman (2010) stated that parametric methods analyse 
differences between means, if the sample size is greater than 5 the assumption 
of normality is not needed. In this study, there are 139 records of 22 
participants that show the parametric methods can be applicable for data 
analysis. 
 
5.2.4 Correlation and dependencies 
It is essential to find correlation among type of activities and factors which are 
personal and project factors. At the first step, the correlations between body 
postures and physical pain need to be determined. It helps to define any 
connection and association between two variables for instance back pain and 
bent over sitting posture. At the second step, the correlation among productive-
effective, productive-ineffective, non-productive-effective and non-productive -
ineffective activities have to be determined. 
The numerical nature of data leads the study to choose Pearson correlation 
method. Pearson’s correlation coefficient (r) is a measure to define the strength 
of the association between the two variables. Pearson’s correlation coefficient 
among all variables is presented in Appendix B.1. Table 5-21 is selected from 
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the total table in Appendix B.1 to show how productivity, non-productivity and 
drawing are correlated with other factors. The significant variables at the 0.01 
level are highlighted. 
 
Table 5-21: coefficient: Pearson's Correlation 
 
P_2 NP_2 Dr-2 
Pearson 
Correlation 
Sig. 
(2-
tailed) 
N 
Pearson 
Correlation 
Sig. 
(2-
tailed) 
N 
Pearson 
Correlation 
Sig. 
(2-
tailed) 
N 
Profession -.068 .424 139 .068 .424 139 -.024 .779 139 
Years of 
experience 
.258** .002 139 -.258** .002 139 -.012 .890 139 
Recreational 
sport 
-.029 .730 139 .029 .730 139 .123 .149 139 
Size of the 
office 
-.010 .905 139 .010 .905 139 .254** .003 139 
Size of personal 
space 
.414** .000 139 -.414** .000 139 .241** .004 139 
The colour of 
walls 
.200* .018 139 -.200* .018 139 .010 .904 139 
Lights .109 .203 139 -.109 .203 139 .091 .285 139 
Temperature .108 .206 139 -.108 .206 139 .244** .004 139 
Type of project .059 .491 139 -.059 .491 139 .189* .026 139 
Size of project .094 .271 139 -.094 .271 139 .224** .008 139 
Type of 
structure 
.012 .893 139 -.012 .893 139 .124 .146 139 
Phase of the 
design process 
-.091 .289 139 .091 .289 139 .004 .960 139 
Dr-2 .476** .000 139 -.476** .000 139 1   139 
En-2 .213* .012 139 -.213* .012 139 -.083 .331 139 
Me-2 .224** .008 139 -.224** .008 139 -.188* .026 139 
Re-2 -.143 .093 139 .143 .093 139 -.270** .001 139 
Se-2 .093 .276 139 -.093 .276 139 -.196* .021 139 
Ta-2 .416** .000 139 -.416** .000 139 -.158 .064 139 
Wr-2 -.168* .048 139 .168* .048 139 -.431** .000 139 
PrD-2 .072 .399 139 -.072 .399 139 -.176* .039 139 
Mo-2 .068 .427 139 -.068 .427 139 -.294** .000 139 
Prs-2 .159 .062 139 -.159 .062 139 -.095 .265 139 
Chk-2 .340** .000 139 -.340** .000 139 -.177* .037 139 
Rx-2 .084 .325 139 -.084 .325 139 .233** .006 139 
DisE-2 .163 .055 139 -.163 .055 139 .136 .111 139 
Br-2 -.645** .000 139 .645** .000 139 -.141 .098 139 
Pre-2 -.117 .169 139 .117 .169 139 -.126 .138 139 
SoI-2 -.736** .000 139 .736** .000 139 -.428** .000 139 
OthA-2 -.756** .000 139 .756** .000 139 -.329** .000 139 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
  
173 
 
‘Years of experience’, ‘Size of personal space’, ‘Drawing’, ‘Meeting’, ‘Talking’, 
and ‘Checking’ have positive correlation with productivity. This means that as 
each of the variables increase in value, productivity increase in value. Though 
break, social interaction, and other activities have negative correlations with 
productivity.   
 
‘Years of experience’, ‘Size of personal space’, ‘Drawing’, ‘Meeting’, ‘Talking’ 
and ‘Checking’ have negative correlation with ‘Non-productivity’. However, 
‘Break’, ‘Social interaction’ and ‘Other activities’ have positive correlation with 
‘Non-productivity’. 
 
‘Sizes of the office’, ‘Temperature’, ‘Size of project’, and ‘Relaxation’ have 
positive correlations with ‘Drawing’. The range of temperature in working 
environments was from 18 to 27 ℃ and the data were obtained during winter. 
It means that the increase of temperature in this range assists in improving the 
time for ‘Drawing’.  ‘Writing’, ‘Motion activity’, ‘Social interaction’, and ‘Other 
activities’ have negative correlations with ‘Drawing’. From this, it can be 
assumed that among participant who spends more time on ‘Motion activities’, 
‘Social interaction’ and ‘Other activities’ may spend less time on ‘Drawing’.  
 
5.2.5 Independent-samples t-test 
It is important to find that if there is any relation between motivations and more 
productive time. Similarly, it is needed to test that if there is connection 
between motivations and spend more time on drawing along with detecting 
association between physical pains and long sitting postures. 
To find the answer for them, it is important to make comparison between the 
‘Means’ of motivations with productive time and the same method for others. 
To compare the ‘Means’ from two groups of data, T-test is utilised and it helped 
to indicate which means is significantly different from another one another. 
Motivations (1-5) and physical pains were coded binary. Number 0 is for 
participants who do not have any of motivations or physical pains and number 
1 for participants who have any of motivations or physical pains. The same 
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method is used to compare the ‘Means’ from physical pains and body postures. 
Physical pains were coded as binary variable.  
Binary variables which are also known as indicator variable or dummy variable, 
take the value of only 0 or 1 (Garavaglia et al. 1998; Rawlings et al. 1998). It 
indicates the presence or absences of explanatory or outcome variables and 
according to Garavaglia et al. (1998) they are used in applications such as 
“time series analysis with seasonality or regime switching”, “analysis of 
qualitative data”, “survey responses”, “categorical representation”, and 
“representation of value levels”.  
In this study, ‘Physical pains’ and ‘Motivations’ are divided into subsets, for 
instance ‘Motivation’ is classified into personal Interest, financial reason, 
friendly atmosphere, social value, and learning. Each participant might have 
one or more motivations to work, thus in an explanatory regression model, 
binary variables with values of 0 and1 cause their coefficient to disappear and 
function respectively. Also, Garavaglia et al. (1998) stated that utilising dummy 
variables in a linear regression model is useful to determine subsets of 
observation with no need to create separate models. 
 
5.2.5.1 Motivation-1 
Table 5-22 and Table 5-23 show the obtained results from T-test analysis.  
Table 5-22: Group Statistics_Motivation-1 
Group Statistics 
Motivation1 N Mean Std. Deviation Std. Error Mean 
P_2 
.0 34 .641 .144 .024 
1.0 105 .786 .155 .015 
Dr-2 
.0 34 .360 .157 .027 
1.0 105 .402 .195 .019 
 
There was a significant difference in the scores for not having ‘Motivation-1’ 
(M=0.641, SD=0.144) and having motivation (M=0.786, SD=0.155) conditions 
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in productivity; t (137) = -4.786, p = 0.00. Also, there was difference in the 
score for having ‘Motivation-1’ (M=0.360, SD=0.157) and not having 
‘Motivation-1’ (M=0.402, SD=0.195) conditions in drawing; t (137) = -1.144, p 
= 0.256. 
Table 5-23: Independent Samples_Test_Motivation-1 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
P_2 Equal 
variances 
assumed 
.161 .689 -4.786 137 .000 -.145 .030 -.205 -.085 
Equal 
variances 
not 
assumed 
    -4.972 59.776 .000 -.145 .029 -.203 -.087 
Dr-
2 
Equal 
variances 
assumed 
1.102 .296 -1.141 137 .256 -.042 .037 -.115 .031 
Equal 
variances 
not 
assumed 
    -1.273 68.596 .207 -.042 .033 -.108 .024 
 
In ‘Productivity’ row (P-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-1’and not having ‘Motivation-
1’conditions is about the same. Thus, Sig. (2-tailed) is read from the same row. 
The Sig. (2-tailed) is less than 0.05 which it can be concluded that there is a 
statistically significant difference between the two conditions. The Group 
Statistics box revealed that the ‘Mean’ for the having ‘Motivation-1’condition 
was greater than the ‘Mean’ for the not having ‘Motivation-1’condition. Thus, it 
can be interpreted that ‘Motivation-1’ (personal interest) can affect productive 
time. 
In ‘Drawing’ row (Dr-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-1’and not having ‘Motivation-
1’conditions is about the same. Thus, Sig. (2-tailed) is read from the same row. 
The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and there is no 
relation between drawing time and ‘Motivation-1’ (personal interest).  
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5.2.5.2 Motivation-2 
The results of t-test analysis are presented in Table 5-24 and Table 5-25. 
There was no a significant difference in the scores for not having ‘Motivation-
2’ (M=0.753, SD=0.139) and having ‘Motivation-2’ (M=0.747, SD=0.203) 
conditions in productivity; t (77.058) = 1.59, p = 0.874. Also, there was no a 
significant difference in the score for not having ‘Motivation-2’ (M=0.415, 
SD=0.167) and having ‘Motivation-2’ (M=0.352, SD=0.212) conditions in 
drawing; t (137) = 1.909, p = 0.058.  
Table 5-24: Group Statistics_’Motivation-2’ 
Group Statistics 
Motivation2 N Mean 
Std. 
Deviation 
Std. Error 
Mean 
P_2 .0 88 .753 .139 .014 
1.0 51 .747 .203 .028 
Dr-2 .0 88 .415 .167 .017 
1.0 51 .352 .212 .029 
 
Table 5-25: Independent Samples Test_’Motivation-2’ 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower Upper 
P_2 Equal 
variances 
assumed 
11.967 .001 .175 137 .861 .0051 .0292 -.0526 .063 
Equal 
variances 
not 
assumed 
    .159 77.658 .874 .0051 .0321 -.0589 .069 
Dr-
2 
Equal 
variances 
assumed 
2.020 .157 1.909 137 .058 .0623 .0326 -.0022 .127 
Equal 
variances 
not 
assumed 
    1.794 86.254 .076 .0623 .0347 -.0067 .131 
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In ‘Productivity’ (Pr-2) row, the value of Sig. column is less than 0.05 and it 
means that the variability in having ‘Motivation-2’ and not having ‘Motivation-
2’ is significantly different. Thus, Sig. (2-tailed) is read from the second row. 
The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Motivation-2’ (Financial) and productivity.  
In ‘Drawing’ (Dr-2) row, the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-2’ and not having ‘Motivation-
2’ conditions is about the same. Thus, Sig. (2-tailed) is read from the same 
row. The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Motivation-2’ (Financial) and drawing.  
 
5.2.5.3 Motivation-3 
Table 5-26 and Table 5-27 show the result from t-test analysis. There was no 
a significant difference in the scores for not having ‘Motivation-3’ (M=0.761, 
SD=0.171) and having ‘Motivation-3’ (M=0.74, SD=0.161) conditions in 
productivity; t (137) = 0.588, p = 0.557. Also, there was no a significant 
difference in the score for not having ‘Motivation-3’ (M=0.387, SD=0.150) and 
having ‘Motivation-3’ (M=0.395, SD=0.209) conditions in ‘Drawing’; t (136) = - 
0.258, p = 0.797.  
Table 5-26: Group Statistics_’Motivation-3’ 
Group Statistics 
Motivation3 N Mean Std. Deviation Std. Error Mean 
P_2 .0 56 .761234725157294 .171151153471431 .022871034915759 
1.0 83 .744407170142132 .161576534093702 .017735328696494 
Dr-2 .0 56 .387704486426497 .150739508673056 .020143414146615 
1.0 83 .395572811168978 .209030261195656 .022944051935593 
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Table 5-27: Independent Samples Test_’Motivation-3’ 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
P_2 Equal 
variances 
assumed 
.002 .963 .588 137 .557 .0168 .029 -.040 .073 
Equal 
variances 
not 
assumed 
    .581 114 .562 .0168 .029 -.041 .074 
Dr-
2 
Equal 
variances 
assumed 
11.606 .001 -.242 137 .809 -.0079 .032 -.072 .056 
Equal 
variances 
not 
assumed 
    -.258 136 .797 -.0079 .031 -.068 .053 
 
In ‘Productivity’ row (Pr-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-3’ and not having ‘Motivation-
3’ is about the same. Thus, Sig. (2-tailed) is read from the same row. The Sig. 
(2-tailed) is greater than 0.05 which it can be concluded that the differences 
between condition ‘Means’ are likely due to chance and then there is no 
connection between ‘Motivation-3’ (friendly environment) and ‘Productivity’.  
In ‘Drawing’ row (Dr-2), the value of Sig. column is less than 0.05 and it means 
that the variability in having ‘Motivation-3’ and not having ‘Motivation-3’ 
conditions is significantly different. Thus, Sig. (2-tailed) is read from the second 
row. The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Motivation-3’ (friendly environment) and drawing.  
 
5.2.5.4 Motivation-4 
The t-test results are shown in Table 5-28 and Table 5-29.There was no a 
significant difference in the scores for not having ‘Motivation-4’ (M=0.758, 
SD=0.163) and having ‘Motivation-4’ (M=0.737, SD=0.168) conditions in 
productivity; t (137) = 0.711, p = 0.478. However, there was difference in the 
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score for not having ‘Motivation-4’ (M=0.423, SD=0.168) and having 
‘Motivation-4’ (M=0.331, SD=0.207) conditions in ‘Drawing’; t (137) = 2.796, p 
= 0.006.  
Table 5-28: Group Statistics_’Motivation-4’ 
Group Statistics 
Motivation4 N Mean Std. Deviation Std. Error Mean 
P_2 .0 92 .758312672172270 .163968163829483 .017094862802460 
1.0 47 .737237742356523 .168170318176117 .024530162030957 
Dr-2 .0 92 .423373823373239 .168658418836225 .017583855689714 
1.0 47 .331778783331298 .207738426742745 .030301763850616 
 
Table 5-29: Independent Samples Test_’Motivation-4’ 
  
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
P_2 Equal 
variances 
assumed 
.102 .750 .711 137 .478 .021 .030 -.038 .080 
Equal 
variances 
not 
assumed 
    .705 90.715 .483 .021 .030 -.038 .080 
Dr-
2 
Equal 
variances 
assumed 
3.431 .066 2.796 137 .006 .092 .033 .027 .156 
Equal 
variances 
not 
assumed 
    2.614 77.740 .011 .092 .035 .022 .161 
 
In ‘Productivity’ row (Pr-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-4’ and not having ‘Motivation-
4’ is about the same. Thus, Sig. (2-tailed) is read from the same row. The Sig. 
(2-tailed) is greater than 0.05 which it can be concluded that the differences 
between condition ‘Means’ are likely due to chance and then there is no 
connection between ‘Motivation-4’ (social value) and ‘Productivity’.  
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In ‘Drawing’ row (Dr-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-4’ and not having ‘Motivation-
4’ conditions is about the same. Thus, Sig. (2-tailed) is read from the same 
row. The Sig. (2-tailed) is less than 0.05 which it can be concluded that there 
is a statistically significant difference between the two conditions. The Group 
Statistics box revealed that the ‘Mean’ for the not having ‘Motivation-4’ 
condition was greater than the ‘Mean’ for the having ‘Motivation-4’ condition. 
So, it can be interpreted that participants who expended more time on 
‘Drawing’ did not have ‘Motivation-4’ (social value) condition. 
 
5.2.5.5 Motivation-5 
Table 5-30 and Table 5-31 show the t-test results. There was no a significant 
difference in the scores for not having ‘Motivation-5’ (M=0.742, SD=0.180) and 
having ‘Motivation-5’ (M=0.773, SD=0.114) conditions in productivity; t (108) = 
-1.207, p = 0.23. Also, there was no a significant difference in the score for not 
having ‘Motivation-5’ (M=0.374, SD=0.196) and having ‘Motivation-5’ 
(M=0.437, SD=0.154) conditions in ‘Drawing’; t (137) = -1.774, p = 0.078.  
Table 5-30: Group Statistics_’Motivation-5’ 
Group Statistics 
Motivation5 N Mean Std. Deviation Std. Error Mean 
P_2 .0 100 .742478494412609 .180878010283167 .018087801028317 
1.0 39 .773515135624220 .114172605759978 .018282248575461 
Dr-2 .0 100 .374946874977227 .196403723249495 .019640372324950 
1.0 39 .437161719722726 .154512106586136 .024741738368173 
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Table 5-31: Independent Samples Test_’Motivation-5’ 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
P_2 Equal 
variances 
assumed 
10.497 .002 -.996 137 .321 -.031 .031 -.093 .031 
Equal 
variances 
not 
assumed 
    -1.207 108.791 .230 -.031 .026 -.082 .020 
Dr-
2 
Equal 
variances 
assumed 
2.750 .100 -1.774 137 .078 -.062 .035 -.132 .007 
Equal 
variances 
not 
assumed 
    -1.969 87.625 .052 -.062 .032 -.125 .001 
 
In ‘Productivity’ row (Pr-2), the value of Sig. column is less than 0.05 and it 
means that the variability in having ‘Motivation-5’ and not having ‘Motivation-
5’ is significantly different. Thus, Sig. (2-tailed) is read from the second row. 
The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Motivation-5’ (learning) and ‘Productivity’. 
In ‘Productivity’ row (Pr-2), the value of Sig. column is greater than 0.05 and it 
means that the variability in having ‘Motivation-5’ and not having ‘Motivation-
5’ is about the same. Thus, Sig. (2-tailed) is read from the same row. The Sig. 
(2-tailed) is greater than 0.05 which it can be concluded that the differences 
between condition ‘Means’ are likely due to chance and then there is no 
connection between ‘Motivation-5’ (learning) and ‘Productivity’. 
 
5.2.5.6 Physical pain-1 
Table 5-32 and Table 5-33 show the t-test results for ‘Physical pain-1’ and 
Body postures. ‘Physical pain-1’ and ‘Body postur-1’: There was not a 
significant difference in the scores for not having ‘Physical pain-1’ (M=0.021, 
SD=0.03) and having ‘Physical pain-1’ (M=0.015, SD=0.022) conditions in 
‘Body posture-1’; t (134.59) = 1.46, p = 0.146. In ‘Body postur-1’ (Bop-1) row, 
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the value of Sig. column is less than 0.05 and it means that the variability in 
having ‘Physical pain-1’ and not having ‘Physical pain-1’ is significantly 
different. Thus, Sig. (2-tailed) is read from the second row. The Sig. (2-tailed) 
is greater than 0.05 which it can be concluded that the differences between 
condition ‘Means’ are likely due to chance and then there is no connection 
between ‘Body posture-1’ (bent over) and ‘Physical pain-1’ (backache). 
‘Physical pain-1’and ‘Body postur-2’: There was not a significant difference in 
the scores for not having ‘Physical pain-1’ (M=0.098, SD=0.174) and having 
‘Physical pain-1’ (M=0.099, SD=0.155) conditions in ‘Body posture-2’; t (137) 
= -0.024, p = 0.981. In ‘Body posture-2’ (Bop-2) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-1’ 
and not having ‘Physical pain-1’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Body posture-2’ and 
‘Physical pain-1’. 
‘Physical pain-1’and ‘Body postur-3’: There was a significant difference in the 
scores for not having ‘Physical pain-1’ (M=0.1, SD=0.132) and having 
‘Physical pain-1’ (M=0.581, SD=0.097) conditions in ‘Body posture-3’; t 
(134.302) = 2.179, p = 0.031. In ‘Body posture-3’ (Bop-3) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having ‘Physical 
pain-1’ and not having ‘Physical pain-1’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is less than 0.05 which 
it can be concluded that there is a statistically significant difference between 
the two conditions. Since the Group Statistics box revealed that the ‘Mean’ for 
the not having ‘Physical pain-1’ condition was greater than the ‘Mean’ for the 
having ‘Physical pain-1’ condition, it can be determined that the average of 
designers with sitting postir-3 (slouch) did not have ‘Physical pain-1’ 
(backache). 
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Table 5-32: Group Statistics _ Physical pain-1 
Group Statistics 
Physical_pain1 N Mean Std. Deviation Std. Error Mean 
BoP-1 .0 75 .021605395649230 .030479353360607 .003519452573494 
1.0 64 .015005055617619 .022663697943633 .002832962242954 
BoP-2 .0 75 .098987335758053 .174104082171610 .020103807741758 
1.0 64 .099678447747119 .155816142310848 .019477017788856 
BoP-3 .0 75 .100769580752454 .132258008465874 .015271839358051 
1.0 64 .058192411693651 .097528299661384 .012191037457673 
BoP-4 .0 75 .007985805170888 .021569259621192 .002490603569703 
1.0 64 .003518312055193 .008158260938876 .001019782617359 
BoP-5 .0 75 .103554119559444 .100159070949590 .011565373314906 
1.0 64 .153075032987474 .149976397494867 .018747049686858 
BoP-6 .0 75 .311032628948528 .165174641880046 .019072724790549 
1.0 64 .306248751800742 .206755695405224 .025844461925653 
 
‘Physical pain_1’and ‘Body postur-4’: There was not a significant difference in 
the scores for not having Physical_pain-1 (M=0.007, SD=0.0215) and having 
‘Physical_pain-1’ (M=0.003, SD=0.008) conditions in body posture-4; t (97.66) 
= 1.66, p = 0.1. In ‘Body posture-4’ (Bop-4) row, the value of Sig. column is 
less than 0.05 and it means that the variability in having ‘Physical pain-1’ and 
not having ‘Physical pain-1’ is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Body posture-4’ (stand-up) 
and ‘Physical pain-1’ (backache). 
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Table 5-33: Independent Samples Test _ Physical pain-1 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
BoP-
1 
Equal 
variances 
assumed 
6.763 .010 1.428 137 .156 .007 .005 -.003 .016 
Equal 
variances 
not 
assumed 
    1.461 134.591 .146 .007 .005 -.002 .016 
BoP-
2 
Equal 
variances 
assumed 
.139 .710 -.024 137 .981 -.001 .028 -.057 .055 
Equal 
variances 
not 
assumed 
    -.025 136.675 .980 -.001 .028 -.056 .055 
BoP-
3 
Equal 
variances 
assumed 
5.403 .022 2.128 137.000 .035 .043 .020 .003 .082 
Equal 
variances 
not 
assumed 
    2.179 134.302 .031 .043 .020 .004 .081 
BoP-
4 
Equal 
variances 
assumed 
4.871 .029 1.564 137 .120 .004 .003 -.001 .010 
Equal 
variances 
not 
assumed 
    1.660 97.668 .100 .004 .003 -.001 .010 
BoP-
5 
Equal 
variances 
assumed 
11.108 .001 -2.318 137 .022 -.050 .021 -.092 -.007 
Equal 
variances 
not 
assumed 
    -2.248 106.897 .027 -.050 .022 -.093 -.006 
BoP-
6 
Equal 
variances 
assumed 
7.947 .006 .152 137 .880 .005 .032 -.058 .067 
Equal 
variances 
not 
assumed 
    .149 120.005 .882 .005 .032 -.059 .068 
 
‘Physical pain-1’and ‘Body postur-5’: There was a meaningful difference in the 
score for not having ‘Physical pain-1’ (M=0.103, SD=0.1) and having ‘Physical 
pain-1’ (M=0.153, SD=0.149) conditions in ‘Body posture-5’; t (106.89) = -2.24, 
p = 0.027. In ‘Body posture-5’ (Bop-5) row, the value of Sig. column is less 
than 0.05 and it means that the variability in having ‘Physical pain-1’and not 
having ‘Physical pain_1’is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is less than 0.05 which it can be 
concluded that there is a statistically significant difference between the two 
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conditions. Since the Group Statistics box revealed that the ‘Mean’ for the 
having ‘Physical pain-1’ condition was greater than the ‘Mean’ for the not 
having ‘Physical pain-1’ condition. It can be determined that the average of 
designers with sitting postir-5 (up right) had more ‘Physical pain-1’ (backache). 
‘Physical pain_1’and ‘Body postur-6’: There was not a significant difference in 
the score for not having physical_pain-1 (M=0.311, SD=0.165) and having 
‘Physical pain-1’ (M=0.306, SD=0.206) conditions in ‘Body posture-6’; t (120) 
= 0.149, p = 0.88. In ‘Body posture-6’ (Bop-6) row, the value of Sig. column is 
less than 0.05 and it means that the variability in having ‘Physical pain-1’ and 
not having ‘Physical pain-1’ is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-1’ (backache) 
and ‘Body posture-6’ (forward). 
These results suggest that ‘Physical pain-1’ (backache) is seen among the 
participants who had long sitting ‘Posture-5’ (up right), while who had long 
sitting posture-3 (slouch) did not have ‘Physical pain-1’ (backache) during 
work. 
 
5.2.5.7 Physical pain-2 
The t-test results are shown in Table 5-34 and Table 5-35. Physical pain-2 and 
‘Body posture-1’: There was a significant difference in the scores for not having 
‘Physical pain-2’ (M=0.012, SD=0.186) and having ‘Physical pain-2’ (M=0.271, 
SD=0.034) conditions in body posture-1; t (80.97) = -2.981, p = 0.004. In ‘Body 
posture-1’ (Bop-1) row, the value of Sig. column is less than 0.05 and it means 
that the variability in having ‘Physical pain-2’ and not having ‘Physical pain-2’ 
is significantly different. Thus, Sig. (2-tailed) is read from the second row. The 
Sig. (2-tailed) is less than 0.05 which it can be concluded that there is a 
statistically significant difference between the two conditions. Since the Group 
Statistics box revealed that the ‘Mean’ for the having ‘Physical pain-2’ condition 
was greater than the ‘Mean’ for the not having ‘Physical pain-2’ condition, it 
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can be determined that the average of designers with sitting postir-1 (bent 
over) had more ‘Physical pain-2’ (pain in neck). 
 
Table 5-34: Group Statistics _ Physical pain-2 
Group Statistics 
Physical_pain2 N Mean Std. Deviation Std. Error Mean 
BoP-1 .0 81 .012388182048403 .018646900137860 .002071877793096 
1.0 58 .027194577367227 .034382536519758 .004514648223079 
BoP-2 .0 
81 .143115797138181 .195273226642698 .021697025182522 
1.0 58 .038122263266844 .078311563481433 .010282812052415 
BoP-3 .0 
81 .088213364377865 .135450931608628 .015050103512070 
1.0 58 .071323282590011 .091657771986700 .012035255083443 
BoP-4 .0 
81 .007633809055886 .020933125120808 .002325902791201 
1.0 58 .003547738376245 .008045484926004 .001056423926260 
BoP-5 .0 
81 .124121535856738 .113540958631490 .012615662070166 
1.0 58 .129474425409671 .145807018837247 .019145399529429 
BoP-6 .0 
81 .295496621379748 .190033964890303 .021114884987811 
1.0 58 .327450706114268 .177174856945335 .023264198457924 
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Table 5-35: Independent Samples Test _ Physical pain-2 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
BoP-
1 
Equal 
variances 
assumed 
19.804 .000 -3.265 137 .001 -.015 .005 -.024 -.006 
Equal 
variances 
not 
assumed 
    -2.981 80.979 .004 -.015 .005 -.025 -.005 
BoP-
2 
Equal 
variances 
assumed 
33.224 .000 3.875 137 .000 .105 .027 .051 .159 
Equal 
variances 
not 
assumed 
    4.373 112.040 .000 .105 .024 .057 .153 
BoP-
3 
Equal 
variances 
assumed 
6.831 .010 .824 137 .412 .017 .021 -.024 .057 
Equal 
variances 
not 
assumed 
    .876 136.62 .382 .017 .019 -.021 .055 
BoP-
4 
Equal 
variances 
assumed 
4.511 .035 1.413 137 .160 .004 .003 -.002 .010 
Equal 
variances 
not 
assumed 
    1.600 109.851 .113 .004 .003 -.001 .009 
BoP-
5 
Equal 
variances 
assumed 
2.306 .131 -.243 137 .808 -.005 .022 -.049 .038 
Equal 
variances 
not 
assumed 
    -.233 103.361 .816 -.005 .023 -.051 .040 
BoP-
6 
Equal 
variances 
assumed 
1.436 .233 -1.005 137 .317 -.032 .032 -.095 .031 
Equal 
variances 
not 
assumed 
    -1.017 127.799 .311 -.032 .031 -.094 .030 
 
‘Physical pain-2’ and ‘Body posture-2’: There was a meaningful difference in 
the score for not having physical pain-2 (M=0.143, SD=0.195) and having 
‘Physical pain-2’ (M=0.038, SD=0.078) conditions in ‘Body posture-2’; t 
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(112.04) = 4.373, p = 0.000. In ‘Body posture-2’ (Bop-2) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having ‘Physical 
pain-2’ and not having ‘Physical pain-2’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is less than 0.05 which 
it can be concluded that there is a statistically significant difference between 
the two conditions. Since the Group Statistics box revealed that the ‘Mean’ for 
the not having ‘Physical pain-2’ condition was greater than the ‘Mean’ for the 
having ‘Physical pain-2’ condition. It can be determined that the average of 
designers with sitting postir-2 (reclined) did not have more ‘Physical pain-2’ 
(pain in neck). 
‘Physical pain-2’ and ‘Body posture-3’: There was not a significant difference 
in the score for not having ‘Physical_pain-2’ (M=0. 088, SD=0. 135) and having 
‘Physical pain-2’ (M=0. 071, SD=0. 091) conditions in body posture-3; t 
(136.62) = 0. 876, p = 0.382. In ‘Body posture-3’ (Bop-3) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having ‘Physical 
pain-2’ and not having ‘Physical pain-2’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is greater than 0.05 
which it can be concluded that the differences between condition ‘Means’ are 
likely due to chance and then there is no connection between ‘Physical pain-
2’ (pain in neck) and ‘Body posture-3’ (slouch). 
‘Physical pain-2’ and ‘Body posture-4’: There was a significant difference in 
the score for not having ‘Physical_pain-2’ (M=0. 007, SD=0.02) and having 
‘Physical pain-2’ (M=0.003, SD=0.008) conditions in ‘Body posture-4’; t (137) 
= 1.413, p = .035. In ‘Body posture-4’ (Bop-4) row, the value of Sig. column is 
less than 0.05 and it means that the variability in having ‘Physical pain-2’ and 
not having ‘Physical pain-2’ is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-2’ (pain in 
neck) and ‘Body posture-4’ (stand-up). 
‘Physical pain-2’ and ‘Body posture-5’: There was not a significant difference 
in the score for not having ‘Physical_pain-2’ (M=0.124., SD=0.113) and having 
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‘Physical pain-2’ (M=0.129, SD=0.145) conditions in ‘Body posture-5’; t (120) 
= 0.149, p = 0.131. In ‘Body posture-5’ (Bop-5) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-2’ 
and not having ‘Physical pain-2’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-2’ (pain in 
neck) and ‘Body posture-5’ (up right). 
‘Physical pain-2’ and ‘Body posture-6’: There was not a significant difference 
in the score for not having ‘Physical_pain-2’ (M=0.295, SD=0.19) and having 
‘Physical pain-2’ (M=0.327, SD=0.177) conditions in ‘Body posture-6’; t (137) 
= -1.005, p = 0.317. In ‘Body posture-6’ (Bop-6) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-2’ 
and not having ‘Physical pain-2’ is about the same. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-2’ (pain in 
neck) and ‘Body posture-6 (forward). 
These results suggest that ‘Physical pain-2’ (pain in neck) is seen among the 
participants who had long ‘Sitting posture-1’ (bent over), while who had long 
sitting posture-2 (reclined) did not have ‘Physical pain-2’ (pain in neck) during 
work. 
 
5.2.5.8 Physical pain-3 
Table 5-36 and Table 5-37 present the t-test results. ‘Physical pain-3’ and 
‘Body posture-1’: There was not a significant difference in the scores for not 
having ‘Physical pain-3’ (M=0.018, SD=0.027) and having ‘Physical pain-3’ 
(M=0.021, SD=0.029) conditions in ‘Body posture-1’; t (137) = -0.5, p = 0.618. 
In ‘Body posture-1’ (Bop-1) row, the value of Sig. column is greater than 0.05 
and it means that the variability in having ‘Physical pain-3’ and not having 
‘Physical pain-3’ is about the same. Thus, Sig. (2-tailed) is read from the same 
row. The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
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differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Physical pain-3’ (fatigue) and ‘Body posture-1’ (bent 
over). 
‘Physical pain-3’ and ‘Body posture-2’: There was a meaningful difference in 
the score for not having ‘Physical pain-3’ (M=0.114, SD=0.174) and having 
‘Physical pain-3’ (M=0.008, SD=0.011) conditions in ‘Body posture-2’; t 
(124.136) = 6.521, p = 0.00. In ‘Body posture-2’ (Bop-2) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having Physical 
pain-2 and not having ‘Physical pain-3’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is less than 0.05 which 
it can be concluded that there is a statistically significant difference between 
the two conditions. Since the Group Statistics box revealed that the ‘Mean’ for 
the not having ‘Physical pain-3’ condition was greater than the ‘Mean’ for the 
having ‘Physical pain-3’ condition, it can be determined that the average of 
designers with sitting postir-2 (reclined) did not have ‘Physical pain-3’ (fatigue). 
 
Table 5-36: Group Statistics _ Physical pain-3 
Group Statistics 
Physical_pain3 N Mean Std. Deviation Std. Error Mean 
BoP-1 .0 119 .018091185336230 .027060491298679 .002480631170234 
1.0 20 .021393858910425 .029032280805021 .006491815342189 
BoP-2 .0 119 .114495098288104 .174159665398783 .015965190351400 
1.0 20 .008927707069262 .011989648309492 .002680966864634 
BoP-3 .0 119 .082938379789109 .121362429109107 .011125275636001 
1.0 20 .070618285496189 .106539275884589 .023822906315155 
BoP-4 .0 119 .006209480385688 .017662088306628 .001619080980507 
1.0 20 .004258959672600 .011319268721605 .002531065431709 
BoP-5 .0 119 .125769290441057 .116168114229372 .010649113571667 
1.0 20 .129840775783546 .185159542225403 .041402932309874 
BoP-6 .0 119 .291283182186998 .175629397692454 .016099920489864 
1.0 20 .413233430306714 .207541334849897 .046407653286542 
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Table 5-37: Independent Samples Test _ Physical pain-3 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
BoP-
1 
Equal 
variances 
assumed 
.000 .982 -.500 137 .618 -.003 .007 -.016 .010 
Equal 
variances 
not 
assumed 
    -.475 24.868 .639 -.003 .007 -.018 .011 
BoP-
2 
Equal 
variances 
assumed 
22.251 .000 2.702 137 .008 .106 .039 .028 .183 
Equal 
variances 
not 
assumed 
    6.521 124.136 .000 .106 .016 .074 .138 
BoP-
3 
Equal 
variances 
assumed 
.527 .469 .427 137 .670 .012 .029 -.045 .069 
Equal 
variances 
not 
assumed 
    .469 27.977 .643 .012 .026 -.042 .066 
BoP-
4 
Equal 
variances 
assumed 
.499 .481 .477 137 .634 .002 .004 -.006 .010 
Equal 
variances 
not 
assumed 
    .649 36.740 .520 .002 .003 -.004 .008 
BoP-
5 
Equal 
variances 
assumed 
4.534 .035 -.132 137 .895 -.004 .031 -.065 .057 
Equal 
variances 
not 
assumed 
    -.095 21.582 .925 -.004 .043 -.093 .085 
BoP-
6 
Equal 
variances 
assumed 
2.119 .148 -2.797 137 .006 -.122 .044 -.208 -.036 
Equal 
variances 
not 
assumed 
    -2.483 23.793 .020 -.122 .049 -.223 -.021 
 
‘Physical pain-3’ and ‘Body posture-3’: There was not a significant difference 
in the scores for not having ‘Physical pain-3’ (M=0.082, SD=0.121) and having 
‘Physical pain-3’ (M=0.07, SD=0.106) conditions in ‘Body posture-3’; t (137) = 
0.427, p = 0.67. In ‘Body posture-3’ (Bop-3) row, the value of Sig. column is 
greater than 0.05 and it means that the variability in having ‘Physical pain-3’ 
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and not having ‘Physical pain-3’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-3’ (fatigue) and 
‘Body posture-3’ (slouch). 
‘Physical pain-3’ and ‘Body posture-4’: There was not a significant difference 
in the scores for not having ‘Physical pain-3’ (M=0.006, SD=0.017) and having 
‘Physical pain-3’ (M=0.004, SD=0.011) conditions in ‘Body posture-4’; t (137) 
= 0.477, p = 0.634. In ‘Body posture-3’ (Bop-4) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-3’ 
and not having ‘Physical pain-3’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-3’ (fatigue) and 
‘Body posture-4’ (stand up). 
‘Physical pain-3’ and ‘Body posture-5’: There was a significant difference in 
the scores for not having ‘Physical pain-3’ (M=0.125, SD=0.116) and having 
‘Physical pain-3’ (M=0.129, SD=0.185) conditions in ‘Body posture-5’; t 
(21.582) = -0.095, p = 0.925. In ‘Body posture-5’ (Bop-5) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having ‘Physical 
pain-3’ and not having ‘Physical pain-3’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is greater than 0.05 
which it can be concluded that the differences between condition ‘Means’ are 
likely due to chance and then there is no connection between ‘Physical pain-
3’ (fatigue) and ‘Body posture-5’ (up right). 
‘Physical pain-3’ and ‘Body posture-6’: There was a significant difference in 
the scores for not having ‘Physical pain-3’ (M=0.291, SD=0.175) and having 
‘Physical pain-3’ (M=0.413, SD=0.207) conditions in ‘Body posture-6’; t (137) 
= -2.797, p = 0.006. In ‘Body posture-6’ (Bop-6) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-3’ 
and not having ‘Physical pain-3’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is less than 0.05 which it can be 
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concluded that there is a statistically significant difference between the two 
conditions. Since the Group Statistics box revealed that the ‘Mean’ for the 
having ‘Physical pain-3’ condition was greater than the ‘Mean’ for the not 
having ‘Physical pain-3’ condition. It can be determined that the average of 
designers with sitting postir-6 (forward) had ‘Physical pain-3’ (fatigue). 
These results suggest that the participants who had long sitting posture-6 
(forward) had ‘Physical pain-3’ (fatigue), while who had long sitting posture-2 
(reclined) did not have ‘Physical pain-3’ (Fatigue) during work. 
 
5.2.5.9 Physical pain-5 
The t-test results are shown in Table 5-38 and Table 5-39 ‘Physical pain-5’ and 
‘Body posture-1’: There was not a significant difference in the scores for not 
having ‘Physical pain-5’ (M=0.0189, SD=0.027) and having ‘Physical pain-5’ 
(M=0.0149, SD=0.0211) conditions in ‘Body posture-1’; t (137) = 0.538, p = 
0.657. In ‘Body posture-1’ (Bop-1) row, the value of Sig. column is greater than 
0.05 and it means that the variability in having ‘Physical pain-5’ and not having 
‘Physical pain-5’ is about the same. Thus, Sig. (2-tailed) is read from the same 
row.  
Table 5-38: Group Statistics _ Physical pain-5 
Group Statistics 
Physical_pain5 N Mean Std. Deviation Std. Error Mean 
BoP-1 .0 124 .018999933552204 .027960277047240 .002510907001911 
1.0 15 .014982431516436 .021102943109303 .005448756481219 
BoP-2 .0 124 .107009251320420 .173304557798812 .015563208723036 
1.0 15 .035621578262502 .027050626102257 .006984441626568 
BoP-3 .0 124 .090507603210379 .122778898886860 .011025870608545 
1.0 15 .003939340449384 .011340321011745 .002928058294609 
BoP-4 .0 124 .005928541196900 .017648542668548 .001584885918158 
1.0 15 .005931216728888 .008445700425739 .002180670473063 
BoP-5 .0 124 .125360718311258 .129177421271003 .011600474881209 
1.0 15 .134575467170709 .116643886095142 .030117321885560 
BoP-6 .0 124 .288318378916107 .181685466947198 .016315836582464 
1.0 15 .478392553385990 .109935768159772 .028385293282355 
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The Sig. (2-tailed) is greater than 0.05 which it can be concluded that the 
differences between condition ‘Means’ are likely due to chance and then there 
is no connection between ‘Physical pain-5’ (wrist pain) and ‘Body posture-1’ 
(bent over).  
‘Physical pain-5’ and ‘Body posture-2’: There was a significant difference in 
the scores for not having ‘Physical pain-5’ (M=0.107, SD=0.173) and having 
‘Physical pain-5’ (M=0.035, SD=0.027) conditions in ‘Body posture-2’; t (130) 
= 4.185, p = 0.0. In ‘Body posture-2’ (Bop-2) row, the value of Sig. column is 
less than 0.05 and it means that the variability in having ‘Physical pain-5’ and 
not having ‘Physical pain-5’ is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is less than 0.05 which it can be 
concluded that there is a statistically significant difference between the two 
conditions. Since the Group Statistics box revealed that the ‘Mean’ for the not 
having ‘Physical pain-5’ condition was greater than the ‘Mean’ for the having 
‘Physical pain-5’ condition, it can be determined that the average of  designers 
with sitting postir-2 (reclined) did not have ‘Physical pain-5’ (wrist pain). 
‘Physical pain-5’ and ‘Body posture-3’: There was a significant difference in 
the scores for not having ‘Physical pain-5’ (M=0.09, SD=0.122) and having 
‘Physical pain-5’ (M=0.003, SD=0.011) conditions in body posture-3; t (135) = 
7.588, p = 0.00. In ‘Body posture-3’ (Bop-3) row, the value of Sig. column is 
less than 0.05 and it means that the variability in having ‘Physical pain-3’ and 
not having ‘Physical pain-5’ is significantly different. Thus, Sig. (2-tailed) is read 
from the second row. The Sig. (2-tailed) is less than 0.05 which it can be 
concluded that there is a statistically significant difference between the two 
conditions. Since the Group Statistics box revealed that the ‘Mean’ for the not 
having ‘Physical pain-5’ condition was greater than the ‘Mean’ for the having 
‘Physical pain-5’ condition. It can be determined that the average of designers 
with sitting postir-3 (slouch) did not have ‘Physical pain-5’ (wrist pain). 
 
195 
 
Table 5-39: Independent Samples Test _ Physical pain-5 
Independent Samples Test 
  
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
F Sig. t df 
Sig. 
(2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% 
Confidence 
Interval of the 
Difference 
Lower Upper 
BoP-
1 
Equal 
variances 
assumed 
.199 .657 .538 137.000 .592 .004 .007 -.011 .019 
Equal 
variances 
not 
assumed 
    .670 20.472 .511 .004 .006 -.008 .017 
BoP-
2 
Equal 
variances 
assumed 
13.169 .000 1.588 137.000 .115 .071 .045 -.018 .160 
Equal 
variances 
not 
assumed 
    4.185 130.889 .000 .071 .017 .038 .105 
BoP-
3 
Equal 
variances 
assumed 
17.738 .000 2.721 137.000 .007 .087 .032 .024 .149 
Equal 
variances 
not 
assumed 
    7.588 135.059 .000 .087 .011 .064 .109 
BoP-
4 
Equal 
variances 
assumed 
.277 .600 -.001 137.000 1.000 .000 .005 -.009 .009 
Equal 
variances 
not 
assumed 
    -.001 31.690 .999 .000 .003 -.005 .005 
BoP-
5 
Equal 
variances 
assumed 
.066 .798 -.263 137.000 .793 -.009 .035 -.078 .060 
Equal 
variances 
not 
assumed 
    -.286 18.416 .778 -.009 .032 -.077 .058 
BoP-
6 
Equal 
variances 
assumed 
5.238 .024 -3.957 137.000 .000 -.190 .048 -.285 -.095 
Equal 
variances 
not 
assumed 
    -5.805 24.475 .000 -.190 .033 -.258 -.123 
 
 ‘Physical pain-5’ and ‘Body posture-4’: There was not a significant difference 
in the scores for not having ‘Physical pain-5’ (M=0.005, SD=0.017) and having 
‘Physical pain-5’ (M=0.005, SD=0.008) conditions in ‘Body posture-4’; t (137) 
= -0.001, p = 1. In ‘Body posture-4’ (Bop-4) row, the value of Sig. column is 
greater than 0.05 and it means that the variability in having Physical pain-3 
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and not having ‘Physical pain-5’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig.(2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-5’ (wrist pain) 
and ‘Body posture-4’ (stand up). 
‘Physical pain-5’ and ‘Body posture-5’: There was not a significant difference 
in the scores for not having ‘Physical pain-5’ (M=0.125, SD=0.129) and having 
‘Physical pain-5’ (M=0.134, SD=0.116) conditions in ‘Body posture-5’; t (137) 
= -2.263, p = 0.793. In ‘Body posture-5’ (Bop-5) row, the value of Sig. column 
is greater than 0.05 and it means that the variability in having ‘Physical pain-5’ 
and not having ‘Physical pain-5’ is about the same. Thus, Sig. (2-tailed) is read 
from the same row. The Sig. (2-tailed) is greater than 0.05 which it can be 
concluded that the differences between condition ‘Means’ are likely due to 
chance and then there is no connection between ‘Physical pain-5’ (fatigue) and 
‘Body posture-5’ (stand up). 
‘Physical pain-5’ and ‘Body posture-6’: There was a significant difference in 
the scores for not having ‘Physical pain-5’ (M=0.288, SD=0.181) and having 
‘Physical pain-5’ (M=0.478, SD=0.109) conditions in ‘Body posture-6’; t 
(24.475) = -5.805, p= 0.0. In ‘Body posture-6’ (Bop-6) row, the value of Sig. 
column is less than 0.05 and it means that the variability in having ‘Physical 
pain-5’ and not having ‘Physical pain-5’ is significantly different. Thus, Sig. (2-
tailed) is read from the second row. The Sig. (2-tailed) is less than 0.05 which 
it can be concluded that there is a statistically significant difference between 
the two conditions. Since the Group Statistics box revealed that the ‘Mean’ for 
the having ‘Physical pain-5’ condition was greater than the ‘Mean’ for the not 
having ‘Physical pain-5’ condition. It can be determined that the average of 
designers with sitting postir-6 (forward) had ‘Physical pain-5’ (wrist pain). 
These results suggest that ‘Physical pain-5’ (wrist pain) is seen among the 
participants who had long sitting posture-6 (forward), while who had long sitting 
posture-2 (reclined) and sitting posture-3 (slouch) did not have ‘Physical pain-
5’ (wrist pain) during work.  The subsequent sections present a condensed for 
of the preliminary organisation of the data.  Summary statistics of minimum, 
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mean and maximum of design task activities are presented in Table 5-40. 
Minimum productive time was 0.21 while maximum productive time was 90% 
in one hour working. It indicates that the participants could effectively utilise 
their time during 1 hour working. 
 
Table 5-40: Summary of activities' time 
Activities Minimum Mean Maximum 
Productive time 21% 75% 90% 
Non-productive time 0 24% 78% 
Drawing 0 39% 91% 
Engagement 0  4% 44% 
Meeting 0 6% 38% 
Reading 0 1% 23% 
Searching 0 1% 45% 
Talking 0 14% 47% 
Writing 0 2% 43% 
Preparation Document 0 0.9% 36% 
Motion Activity 0 3% 28% 
Presentation 0 0.08% 4% 
Checking 0 8% 70% 
Relaxation 0 5% 29% 
Disengaged 0 0.2% 2% 
Break 0 11% 42% 
Preparation 0 0.6% 29% 
Social interaction 0 15% 61% 
Other activity 0 7% 43% 
 
Minimum, maximum, mean and mode of personal factors are presented in 
Table 5-41. It indicates that majority of participants were architect. The average 
number of participants had personal interest and friendly environment as the 
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motivations to work in their consultant building design companies. Also, the 
average number of participants suffered from sore eyes. In addition, hiking was 
the recreational sport among the majority of them. 
 
Table 5-41: Summary of Personal factors. 
Personal Factors Minimum Maximum Mode Mean 
Profession (Architect =1, Structural engineer=2, 
Mechanical engineer=3) 
- - 1 - 
Years of experience 1 50 - 8 
Motivation 
(No=0, Yes=1) 
Personal Interest 0 1 1 - 
Financial reason 0 1 0 - 
Friendly atmosphere 0 1 1 - 
Social value 0 1 0 - 
Learning 0 1 0 - 
Physical pain 
(No=0, Yes=1) 
Backache 0 1 0 - 
Pain in the neck 0 1 0 - 
Fatigue 0 1 0 - 
Sore eyes 0 1 1 - 
Wrist pain 0 1 0 - 
Recreational sport (None=1, Body building=2, 
Swimming=3, Hiking=4, Karate=5, Tennis=6, 
Yoga=7 
- - 4 - 
 
Minimum, maximum, mean and mode of environmental factors are shown in 
Table 5-42. Mode for light suitability is 2 which means the participants were 
not happy with light in their working environment and it can be an explanation 
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for having sore eyes by majority of participants. Furthermore, average number 
of participant’s chairs were fully adjustable and average number of ‘the level 
of suitability of chair’ shows that their chairs were suitable for them. Thus, it 
can be deduced that sitting posture can be the cause of their physical pains. 
Table 5-42: Summary of Environmental factors. 
Environment Factors Minimum Mean Maximum  Mode 
Size of the office (𝑚2) 16 57 80 - 
Size of personal space (𝑚2) 1.5 2 7 - 
Form of desk (Rectangular=1, Curved 
rectangular=2) 
- - - 1 
Form of Chair (Height adjustable=1, Back 
adjustable=2, Both=3,Stable chair=4) 
- - - 3 
The level of suitability of chair (from Unsuitable=1 
to So suitable=5) 
1 - 5 5 
The colour of walls (Neutral=0, Cold=1, Warm=2) - - - 1 
Light suitability ( from Dim =1 to Intense=5) 1 - 4 2 
Temperature (℃) 18 22 27 - 
 
Minimum, maximum, mean and mode of project factors are presented in Table 
5-43 and it indicates that the average of participants was working on residential 
project with steel structure specification. Furthermore, average number of 
project were in architectural phase one which was schematic design phase. 
Thus, the finding may only be applicable only to architectural design in 
schematic design phase.  
 
Table 5-43: Summary of Project factors. 
Project Factors Minimum Mean Maximum Mode 
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Type of project (Residential=1, Commercial=2, 
Administration and Civic=3, Industrial=4, 
Hospital=5, Educational=6) 
- - - 1 
Size of project (𝑚2) 500 8485 23000  
Type of structure (Steel=1, Concrete=2, Mix=3) - - - 1 
Phase of the design process (Architecture-Phase-
1=1, Architecture-Phase-2=2, Architecture-Phase-
3=3, Structure-Phase-1=4, Structure-Phase-2=5, 
Structure-Phase-3=6 
- - - 1 
  
Pearson Correlation presented in Table 5-44 shows that ‘years of experience’, 
‘size of personal space’, ‘meeting’ and ‘checking’ had positive correlation with 
productivity of the participants. ‘Drawing’ had the most influence on productive 
time and it can be explained by phase of the design process.  
 
Table 5-44: Summary of Correlation. 
 
Productivity 
Pearson 
Correlation 
Sig. 
(2-
tailed) 
N 
Years of 
experience 
.258** .002 139 
Size of the office -.010 .905 139 
Size of personal 
space 
.414** .000 139 
Temperature .108 .206 139 
Size of project .094 .271 139 
Dr-2 .476** .000 139 
Me-2 .224** .008 139 
Re-2 -.143 .093 139 
Wr-2 -.168* .048 139 
Mo-2 .068 .427 139 
Chk-2 .340** .000 139 
Rx-2 .084 .325 139 
SoI-2 -.736** .000 139 
OthA-2 -.756** .000 139 
 
But, ‘social interaction’ and ‘other activity’ had strongly negative impact on the 
participants’ productive time. It shows that the more time they spend on ‘social 
interaction’ and ‘other activity’, the less time was spent for productive activities.  
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These results from Table 5.45 suggest that participant with personal interest 
as a motivation had more productivity. Physical pains such as ‘backache’, ‘pain 
in neck’ and ‘fatigue’ were seen among the participants who had long ‘up right’, 
‘bent over’ and ‘forward’ sitting postures respectively. Also, ‘wrist pain’ were 
found among the participants who had long forward sitting posture. 
 
Table 5-45: Summary of Independent sample T-test. 
 
To make a base for any estimation of spend time for designer’s activities, an 
explanatory model needs to be made along with a standard activity time for 
design tasks (STA-D) as fundamental findings for design measurement. 
 
 
5.3 SUMMARY 
In this Chapter, the collected data was organised in preparation for the main 
analyses stipulated by the objectives.  The organised data was classified into: 
productive and non-productive which in themselves were subdivided into 
effective and ineffective. Also, obtained information regarding project, 
participants’ interviews and office environment were divided into: personal, 
environmental and project factors. In order to find association between these 
factors and productive time; non-productive; and drawing time were 
investigated through utilising Pearson correlation. Furthermore, motivation 
Independent sample T-test 
Motivation-1 (personal interest) Productivity 
Physical pain-1 (Backache) Sitting Posture-5’ (up right) 
Physical pain-2 (pain in neck) Sitting posture-1 (bent over) 
Physical pain-3 (fatigue) Sitting posture-6 (forward) 
Physical pain-5’ (wrist pain) Sitting posture-6 (forward) 
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factors association with productivity and drawing time were assessed. The 
same assessment was applied to find relation between physical pains and long 
sitting postures.  
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Chapter 6: Inferential Analysis and 
Results 
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Chapter 6. INFERENTIAL ANALYSIS AND RESULTS 
6.1 STANDARD ACTIVITY TIME FOR DESIGN TASKS (SAT-D) 
The main objective of this study is to find and develop a fundamental standard 
activity time for design tasks (SAT-D) as a solution for completing existing 
design productivity efforts. To find a fundamental standard time for the 
obtained data set, the total time for each activity is calculated and then the 
percentage of each activity in an hour working is determined. The total time for 
each activity is presented in Table 6-1.  
Table 6-1: The total activities time for 139 working days 
Activity Total time (hr) 
Productivity (P) 590.20 
Non-Productivity (NP) 207.20 
Drawing (Dr) 312.41 
Engaged (En) 30.05 
Meeting (Me) 49.08 
Reading (Re) 9.28 
Searching (Se) 8.90 
Talking (Ta) 115.23 
Writing (Wr) 22.38 
Preparation Document (PrD) 7.99 
Motion activity (Mo) 22.24 
Presentation (Prs) 0.28 
Checking (ChK) 70.31 
Relaxation (Rx) 42.27 
Disengaged (DisE) 1.80 
Break (Br) 98.67 
Preparation (Pr) 5.21 
Social Interaction (SoI) 132.07 
Other Activity (OthA) 59.74 
 
Table 6-2 and Table 6-3 present a fundamental standard activity time for 
design tasks. It provides the proportion of each activity in an hour of working 
and productive working. Besides, it compares the proportion of relaxation in 1 
hour drawing and productive working; the proportion of break, Preparation 
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document, social interaction, and other activity in an hour of working and non-
productive working time. 
Table 6-2: Standard activity time for design tasks (SAT-D) 
Activities 
Proportion of 
Activities in Percent 
Proportion of  Productivity (P) in 1 hour of working 74.02 
Proportion of Non-Productivity (NP) in 1 hour of working 25.98 
Proportion of  Drawing (Dr) in 1 hour of working 39.18 
Proportion of  Drawing (Dr) in 1 hour of productive working 52.93 
Proportion of  Engaged (En) in 1 hour of working 3.77 
Proportion of  Engaged (En) 1 hour of productive working 5.09 
Proportion of  Meeting (Me) in 1 hour of working 6.15 
Proportion of Meeting (Me) 1 hour of productive working 8.32 
Proportion of  Reading (Re) in 1 hour of working 1.16 
Proportion of  Reading (Re) in 1 hour of productive working 1.57 
Proportion of Searching (Se) in 1 hour of working 1.12 
Proportion of  Searching (Se) in 1 hour of productive working 1.51 
Proportion of  Talking (Ta) in 1 hour of working 14.45 
Proportion of  Talking in 1 hour of productive working 19.52 
Proportion of  Writing (Wr) in 1 hour of working 2.81 
Proportion of Writing (Wr) in 1 hour of Productive working 3.79 
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Table 6-3: Standard activity time for design tasks (SAT-D) 
Proportion of Preparation Document (PrD) in 1 hour of working 
1.00 
Proportion of Preparation Document (PrD) in an hour of Productive 
working 
1.35 
Proportion of Motion Activity (Mo) in 1 hour of working 
2.79 
Proportion of  Motion Activity (Mo) in 1 hour of Productive working 
3.77 
Proportion of  Presentation(Prs) in 1 hour of working 
0.03 
Proportion of  Presentation (Prs) in 1 hour of Productive working 
0.05 
Proportion of  Checking (ChK) in 1 hour of working 
8.82 
Proportion of  Checking (ChK) in an hour of Productive working 
11.91 
Proportion of  Relaxation (Rx) in 1 hour of working 5.30 
Proportion of  Relaxation (Rx) in an hour of Productive working 7.16 
Proportion of  Relaxation (Rx) in 1 hour of Drawing 13.53 
Proportion of  Disengaged (DisE) in 1 hour of working 0.23 
Proportion of  Disengaged (DisE) in 1 hour of Productive working 0.30 
Proportion of  Break (Br) in 1 hour of working 12.37 
Proportion of  Break (Br) in 1 hour of Non-Productive working 47.62 
Proportion of  Preparation (Pre) in 1 hour of working 0.65 
Proportion of  Preparation (Pre) in 1 hour of Non-Productive working 2.51 
Proportion of  Social Interaction (SoI) in 1 hour of working 16.56 
Proportion of  Social Interaction (SoI) in 1 hour of Non-Productive working 63.74 
Proportion of  Other Activity (OthA) in 1 hour of working 7.49 
Proportion of Other Activity (OthA) in 1 hour of Non-Productive working 28.83 
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It is essential to determine how dependant variables affect productivity. In 
order to find a model to explain it, linear regression is selected as an approach. 
In addition, backward variable selection procedure is applied to select and 
keep most relevant independent variables in the models. 
 
6.2 MEASUREMENT TOOL 
6.2.1 Productivity measurement tool 
In this study, to make a base for any estimation of spend time for designer’s 
activities, an explanatory model needs to be made. Along with observing the 
participants’ activities and dividing their activities into subdivisions such as 
‘Productive’ and ‘Non-productive, the data regarding other factors that could 
influence a designer’s productive time were obtained through interviews (as 
shown in Chapter 5). In order to find how a designer’s productive time could 
be affected by dependent variables, the variables are categorised into 
‘Activities’ and ‘Factors’.  
As mentioned in Chapter 5, parametric method for data analysis is chosen. 
Linear regression is a simple parametric test to demonstrate how the variables 
could influence the time taken by an activity during working hours. Linear 
regression is the approach to model a relationship between dependent 
variable (Productivity= Y) and independent variables (Personal, environmental 
and project factors =𝑋𝑖, 𝑋𝑖= 1, …, n). The analysis and selection of variables 
in linear regression can be done in different technique such as stepwise, 
forward, and backward method (Casella et al., 2006). It is important to choose 
a criterion to decide which method fit best.  Forward selection method is the 
best fit when the number of observation is less than the number of variable. 
While in backward selection method the number of observation is more than 
the number of variables. According to Casella et al. (2006) stepwise selection 
method  produces a model that “contain none of the variables that are in the 
best regressions”. In a study, Ratner (2010) addressed and list a set of 
weaknesses of the stepwise selection method:  “1-it yields R-squared values 
that are strongly biased on the high side; 
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2-the F and chi-squared tests quoted next to each variable on the printout do 
not have the claimed distribution; 
3-the method yields confidence intervals for effects and predicted values that 
are falsely narrow; 
4-it yields P-values that do not have the proper meaning, and their proper 
correction is a difficult problem; 
5-it gives biased regression coefficients that need shrinking (the coefficients 
for remaining variables are too large); 
6-it has severe problems in the presence of collinearity; 
7-it is based on methods (for example, F tests) that were intended to be used 
to test pre-specified hypotheses; 
8-increasing the sample size does not help significantly; 
9-the number of candidate predictor variables affected the number of noise 
variables that gained entry to the model; 
10-it prevents us from thinking about the problem; and 
11-it uses a lot of paper”. 
In this study the number of variables and observation are 17 and 139 
respectively. It indicates that backward selection method is more appropriate 
in producing linear regression model.  
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6.2.1.1 ‘Productivity’ measurement based on ‘Activities’ 
Table 6-4 shows the last model of backward variable selection procedure.  
Table 6-4: Coefficient of variables in ‘Productivity’ measurement 
Coefficientsa,b 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity Statistics 
B Std. Error Beta Tolerance VIF 
6 Dr 1.011 .017 .571 60.448 .000 .347 2.879 
En .688 .082 .071 8.417 .000 .441 2.269 
Me .987 .051 .134 19.474 .000 .654 1.528 
Re .875 .142 .038 6.148 .000 .823 1.215 
Se .612 .087 .051 7.063 .000 .593 1.685 
Ta .585 .054 .134 10.855 .000 .204 4.898 
Wr 1.019 .088 .078 11.579 .000 .692 1.444 
PrD 1.045 .104 .059 10.085 .000 .902 1.109 
Mo .737 .108 .052 6.817 .000 .527 1.898 
 
Prs 3.341 .851 .024 3.924 .000 .846 1.182 
Chk .924 .049 .157 19.029 .000 .457 2.187 
SoI .063 .029 .017 2.140 .034 .502 1.993 
a. Dependent Variable: P 
b. Linear Regression through the Origin 
 
The selected variables’ p-values are less than 0.05 which it shows their strong 
correlations between them and productivity. Also to avoid collinearity, Variance 
inflation factors (VIF) is used to describe how much correlation between 
predictors is in the regression analysis. The backward regression results in 
Table 6-4 indicated ‘Drawing’, ‘Engaged’, ‘Meeting’, ‘Reading’, ‘Searching’, 
‘Talking’, ‘Writing’, ‘Preparation Document’, ‘Motion Activity’, ‘Presentation’, 
‘Checking’, and ‘Social Interaction’ are determined as predictors of 
productivity. The standardised coefficient puts all variables on the same scale. 
Among the variables drawing and checking have the higher coefficient in 
predicting productivity, while social interaction has the lower coefficient. The 
selected independent variables are presented in Table 6-5. 
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Table 6-5: Productivity variables. 
Dependent variable Independent variables 
Y = Productivity (P)  
 
𝑿𝟏= Drawing (Dr)  
𝑿𝟐= Engaged (En)   
𝑿𝟑= Meeting (Me)         
𝑿𝟒= Reading (Re)   
𝑿𝟓= Searching (Se)   
𝑿𝟔= Talking (Ta)   
𝑿𝟕= Writing (Wr)   
𝑿𝟖= Preparation Document (PrD)  
𝑿𝟗= Motion activity (Mo)  
𝑿𝟏𝟎= Presentation (Prs)          
𝑿𝟏𝟏= Checking (Chk)  
𝑿𝟏𝟐= Social Interaction (SoI) 
 
Y= 1.011𝑿𝟏+ 0.688𝑿𝟐+ 0.987𝑿𝟑+ 0.875𝑿𝟒+ 0.612𝑿𝟓+ 0.585𝑿𝟔+ 
1.019𝑿𝟕+ 1.045𝑿𝟖+ 0.737𝑿𝟗+ 3.341𝑿𝟏𝟎+ 0.924 𝑿𝟏𝟏+ 0.063 𝑿𝟏𝟐 
Eqn. 6-1 
 
Correlation and multiple regression analyses were conducted to examine the 
relationship between ‘Productivity’ and various potential predictors. Table 6-4 
summarises the descriptive statistics and analysis results. As can be seen 
each of the activities is positively and significantly correlated with ‘Productivity’, 
also those with higher Standardised Coefficients scores among these 
variables tend to have higher influence on ‘Productivity’. The variables’ units 
are proportion of them in 1 hour of working time. Thus, the result would be 
proportion of Productivity in one hour of working. 
The coefficient for ‘Drawing’ is 1.011.  So for every unit increase in ‘Drawing’, 
a 1.011-unit increase in ‘Productivity’ is predicted, holding all other variables 
constant. 
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6.2.1.2 ‘Productivity’ measurement based on ‘Factors’ 
Table 6-6 shows the last model of backward variable selection procedure.  
Table 6-6: Coefficient of variables in ‘Productivity’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
4 (Constant) .150 .189  .796 .427   
Motivation1 .291 .041 .759 7.174 .000 .417 2.398 
Motivation2 .068 .034 .200 2.011 .046 .473 2.114 
Motivation3 -.056 .026 -.166 -2.116 .036 .758 1.320 
Motivation4 -.120 .033 -.345 -3.670 .000 .528 1.894 
Motivation5 .107 .037 .293 2.884 .005 .453 2.207 
Years of 
experience 
.004 .001 .243 2.837 .005 .639 1.565 
Temperature .020 .007 .319 2.874 .005 .380 2.632 
Type of project .050 .013 .483 3.842 .000 .296 3.377 
Size of project -5.925E-6 .000 -.296 -2.435 .016 .316 3.163 
Type of structure -.150 .038 -.453 -3.896 .000 .347 2.886 
Phase of the 
design process 
.031 .011 .270 2.745 .007 .484 2.065 
a. Dependent Variable: P 
 
The backward regression results in Table 6-6 presented ‘Motivation’ 1-5, 
‘Years of experience’, ‘Temperature’, ‘Type of project’, ‘Size of project’, ‘Type 
of structure’, and Phase of project are selected as predictors of ‘Productivity’. 
Based on the standardised coefficient, ‘Motivation-1’has higher coefficient and 
‘Motivation-3’ has the lower coefficient. The selected independent variables 
are shown in Table 6-7. 
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Table 6-7: Productivity variabls (Based on environmenatal, persoanl and project factors) 
Dependent variable Independent variables 
Y = Productivity (P)  
 
Constant = 0.15 
𝑿𝟏= Motivation1 
𝑿𝟐= Motivation2  
𝑿𝟑= Motivation3 
𝑿𝟒= Motivation4   
𝑿𝟓= Motivation5  
𝑿𝟔= Years of experience  
𝑿𝟕= Temperature  
𝑿𝟖= Type of project 
𝑿𝟗= Size of Project  
𝑿𝟏𝟎= Type of structure          
𝑿𝟏𝟏= Phase of the design process  
 
Y= 0.291𝑿𝟏+ 0.068𝑿𝟐 − 0.056𝑿𝟑 − 0.120𝑿𝟒  + 0.107𝑿𝟓 + 0.004𝑿𝟔 
+ 0.020𝑿𝟕 + 0.05𝑿𝟖  − 5.925E-6𝑿𝟗 − 0.15𝑿𝟏𝟎. + 0.031𝑿𝟏𝟏 + 
0.15 
Eqn. 6-2 
 
The relationship between ‘Productivity’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-6 
summarises the descriptive statistics and analysis results. As can be seen 
‘Motivation-3’, ‘Motivation-4’, ‘Size of Project’ and ‘Type of project’ are 
negatively and significantly correlated with ‘Productivity’, also those with higher 
Standardised Coefficients scores among these variables tend to have higher 
influence on ‘Productivity’. The variables’ units are based on their codes and 
the result of equation would be proportion of productivity in one hour of 
working. For every unit increase in ‘Motivation-3’, it is expected a 0.056-unit 
decrease in the ‘Productivity’ score, holding all other variables constant.  
Because ‘Motivation-3’ is coded 0/1 (0=No, 1=Yes), the interpretation would 
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be: for not having the ‘Motivation-3’, the predicted Productivity score would be 
0. 
 
6.2.2 ‘Drawing’ measurement tool 
In this study, ‘Activities’ and ‘Factors’ are selected as variables to show how 
they could affect ‘Drawing’, as a main activity by a designer. 
6.2.2.1 ‘Drawing’ measurement based on ‘Activities’ 
Table 6-8 shows the last model of backward variable selection procedure.  
 
Table 6-8: Coefficient of variables in ‘Drawing’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
3 (Constant) .456 .025  17.919 .000   
Rx .881 .273 .239 3.223 .002 .974 1.026 
Pre -.811 .424 -.141 -1.914 .058 .990 1.010 
SoI -.522 .114 -.378 -4.593 .000 .790 1.265 
OthA -.298 .166 -.149 -1.800 .074 .778 1.285 
a. Dependent Variable: Dr 
 
The backward regression results in Table 6-8 demonstrated ‘Relaxation’, 
‘Preparation’, ‘Social Interaction’, and ‘Other Activity’ as predictors of drawing. 
Based on the standardised coefficient, Social Interaction has higher coefficient 
and ‘Preparation’ has the lower coefficient. The selected independent 
variables are presented in Table 6-9. 
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Table 6-9: Drawing variables 
Dependent variable Independent variables 
Y = Drawing (Dr) 
 
Constant = 0.456 
𝑿𝟏= Relaxation (Rx) 
𝑿𝟐= Preparation (Pre)  
𝑿𝟑= Social Interaction (SoI) 
𝑿𝟒= Other Activities (OthA)  
 
Y= 0.881𝑿𝟏 − 0.811𝑿𝟐 − 0.522𝑿𝟑 − 0.298𝑿𝟒  + 0.456 Eqn. 6-3 
 
The association between ‘Drawing’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-8 
summarises the descriptive statistics and analysis results. As can be seen only 
‘Relaxation’ is positively and significantly correlated with ‘Drawing’, also those 
with higher Standardised Coefficients scores among these variables tend to 
have higher influence on Drawing. The variables’ units are based on their 
proportion in one hour working and the result of equation would be proportion 
of ‘Drawing’ in one hour of working. For every unit increase in Relaxation, it is 
predicted a 0.881-unit increase in the ‘Drawing’ score, holding all other 
variables constant.   
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6.2.2.2 Drawing measurement based on ‘Factors’ 
Table 6-10 shows the last model of backward variable selection procedure.  
Table 6-10: Coefficient of variables in ‘Drawing’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B 
Std. 
Error Beta Tolerance VIF 
11 (Constant) 
-.496 .123  
-
4.030 
.000   
Motivation1 .127 .040 .293 3.175 .002 .613 1.631 
Size of the office .005 .001 .751 6.031 .000 .338 2.961 
The colour of walls .303 .057 .746 5.285 .000 .262 3.810 
Type of project .095 .017 .804 5.689 .000 .262 3.821 
Size of project 
-7.142E-6 .000 -.315 
-
2.801 
.006 .414 2.414 
Phase of the 
design process 
.050 .012 .385 4.253 .000 .637 1.570 
a. Dependent Variable: Dr 
 
The backward regression results in Table 6-10 showed that ‘Motivation 1, ‘Size 
of office’, ‘Colour of walls’, ‘Type of project’, ‘Size of project’, and ‘Phase of 
project’ are selected as predictors of ‘Drawing’. Based on the standardised 
coefficient, Type of project has higher coefficient and ‘Motivation-1’has the 
lower coefficient. The selected independent variables are shown in Table 6-11. 
The association between Drawing and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-10 
summarises the descriptive statistics and analysis results. As can be seen only 
‘Size of project’ is negatively and significantly correlated with ‘Drawing’, also 
those with higher Standardised Coefficients scores among these variables 
tend to have higher influence on ‘Drawing’. 
Table 6-11: Drawing measurement (based on personal, environmental and project factors) 
Dependent variable Independent variables 
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Y = Drawing (D)  
 
Constant = - 0.496 
𝑿𝟏= Motivation1 
𝑿𝟐= Size of office 
𝑿𝟑= Colour of walls 
𝑿𝟒= Type of project  
𝑿𝟓= Size of project  
𝑿𝟔= Phase of project 
 
Y= 0.127𝑿𝟏 + 0.005𝑿𝟐 + 0.303𝑿𝟑 + 0.095𝑿𝟒  − 7.142E-6 𝑿𝟓  + 0.05𝑿𝟔 
− 0.496 
Eqn. 6-4 
 
 
The variables’ units are based on their codes in one hour working and the 
result of equation would be proportion of ‘Drawing’ in one hour of working. For 
every unit increase in ‘Motivation-1’, it is expected a 0.127-unit decrease in the 
‘Drawing’ score, holding all other variables constant.  Because ‘Motivation-1’is 
coded 0/1 (0=No, 1=Yes), the interpretation would be: for not having the 
‘Motivation-1’, the predicted ‘Drawing’ score would be 0. 
 
6.2.3 ‘Engaged’ measurement based on activities 
To produce regression model for ‘Engaged’, ‘Activities’ is selected as variables 
to show how could affect it. Table 6-12 shows the last model of backward 
variable selection procedure. 
 
 
Table 6-12: Coefficient of variables in ‘Engaged’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients t Sig. 
Collinearity 
Statistics 
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B Std. Error Beta Tolerance VIF 
5 (Constant) .051 .010  4.946 .000   
DisE 5.675 1.204 .369 4.715 .000 1.000 1.000 
Br 
-.167 .072 -.181 
-
2.315 
.022 1.000 1.000 
a. Dependent Variable: En 
 
The backward regression results in Table 6-12 presented ‘Disengaged’ and 
‘Break’ are selected as predictors of engaged. Based on the standardised 
coefficient, ‘Disengaged’ has higher coefficient. The selected independent 
variables are presented in Table 6-13. 
Table 6-13: Engaged variables 
Dependent variable Independent variables 
Y = Engaged (En) 
 
Constant = 0.051 
𝑿𝟏= Disengaged (DisE) 
𝑿𝟐= Break (Br) 
 
Y= 5.675𝑿𝟏 − 0.167𝑿𝟐 + 0.051 Eqn. 6-5 
 
The association between ‘Engaged’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-12 
summarises the descriptive statistics and analysis results. As can be seen only 
‘Break’ is negatively and significantly correlated with ‘Engaged’, also those with 
higher Standardised Coefficients scores among these variables tend to have 
higher influence on ‘Engaged’. The variables’ units are based on their 
proportion in one hour working and the result of equation would be proportion 
of Engaged in one hour of working. For every unit increase in ‘Break’, it is 
expected a 0.167-unit decrease in the ‘Engaged’ score, holding all other 
variables constant.  
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6.2.4 ‘Talking’ measurement based on activities 
To produce regression model for ‘Talking’, ‘Activities’ is selected as variables 
to show how could affect it. Table 39 shows the last model of backward 
variable selection procedure. 
 
Table 6-14: Coefficient of variables in ‘Talking’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
5 (Constant) .208 .014  14.462 .000   
Br -.339 .108 -.257 -3.127 .002 .905 1.105 
OthA -.246 .082 -.247 -3.000 .003 .905 1.105 
a. Dependent Variable: Ta 
 
The backward regression results in Table 6-14 presented Break and ‘Other 
Activities’ are selected as predictors of ‘Talking’. Based on the standardised 
coefficient, ‘Break’ has higher coefficient. The selected independent variables 
are shown in Table 6-15. 
Table 6-15: Talking variables 
Dependent variable Independent variables 
Y = Talking (Ta) 
 
Constant =  0.208 
𝑿𝟏= Break (Br) 
𝑿𝟐= Other Activity (OthA) 
 
Y= − 0.339𝑿𝟏 − 0.246𝑿𝟐 + 0.208 Eqn. 6-6 
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The association between ‘Talking’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-14 
summarises the descriptive statistics and analysis results. As can be seen 
‘Break’ and ‘Other activities’ are negatively and significantly correlated with 
Talking, also the one with higher Standardised Coefficients scores among 
these variables tend to have higher influence on ‘Talking’. The variables’ units 
are based on their proportion in one hour working and the result of equation 
would be proportion of ‘Talking’ in one hour of working. For every unit increase 
in Break, it is predicted a 0.339-unit decrease in the ‘Talking’ score, holding all 
other variables constant. 
 
6.2.5 ‘Relaxation’ measurement based on activities 
To produce regression model for ‘Relaxation’, ‘Activities’ is selected as 
variables to show how could affect it. Table 6-16 shows the last model of 
backward variable selection procedure. 
 
Table 6-16: Coefficient of variables in ‘Relaxation’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
10 (Constant) -.060 .020  -2.950 .004   
Dr .140 .025 .516 5.610 .000 .656 1.524 
Re .289 .127 .180 2.282 .024 .894 1.119 
Ta .131 .047 .241 2.775 .006 .738 1.354 
PrD .458 .093 .385 4.906 .000 .904 1.106 
Br .126 .061 .175 2.047 .043 .759 1.318 
SoI .091 .035 .244 2.638 .009 .649 1.540 
a. Dependent Variable: Rx 
 
The backward regression results in Table 6-16 indicated that ‘Drawing’, 
‘Reading’, ‘Talking’, ‘Preparation Document’, ‘Break’, and ‘Social Interaction’ 
selected as predictors of relaxation. Based on the standardised coefficient, 
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‘Drawing’ has higher coefficient and ‘Break’ has the lower coefficient. The 
selected independent variables are presented in Table 6-17. 
Table 6-17: Relaxation variables 
Dependent variable Independent variables 
Y = Relaxation (Rx) 
 
Constant = - 0.06 
𝑿𝟏= Drawing (Dr) 
𝑿𝟐= Reading (Re) 
𝑿𝟑= Talking (Ta) 
𝑿𝟒= Preparation Document (PrD)  
𝑿𝟓= Break (Br) 
𝑿𝟔= Social Interaction (SoI) 
 
Y= 0.127𝑿𝟏 + 0.14𝑿𝟐 + 0.131𝑿𝟑 + 0.458𝑿𝟒  + 0.126 𝑿𝟓  + 0.091𝑿𝟔 − 
0.06 
Eqn. 6-7 
 
The association between Relaxation and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-16 
summarises the descriptive statistics and analysis results. As can be seen 
‘Drawing’, ‘Reading’, ‘Talking’, ‘Preparation document’, ‘Break’, ‘Social 
interaction’ are positively and significantly correlated with ‘Relaxation’, also the 
one with higher Standardised Coefficients scores among these variables tend 
to have higher influence on ‘Relaxation’. The variables’ units are based on their 
proportion in one hour working and the result of equation would be proportion 
of Relaxation in one hour of working. For every unit increase in ‘Break’, it is 
expected a 0.126 unit increase in the ‘Relaxation’ score, holding all other 
variables constant. 
6.2.6 ‘Break’ measurement based on activities 
To produce regression model for ‘Break’, ‘Activities’ is selected as variables to 
show how could affect it. Table 6-18 shows the last model of backward variable 
selection procedure. 
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Table 6-18: Coefficient of variables in ‘Break’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
5 (Constant) .361 .030  12.005 .000   
Dr -.282 .039 -.745 -7.304 .000 .390 2.562 
En -.223 .086 -.205 -2.604 .010 .656 1.524 
Me -.312 .064 -.374 -4.879 .000 .692 1.445 
Re -.478 .152 -.213 -3.138 .002 .879 1.137 
Se -.376 .095 -.331 -3.968 .000 .586 1.707 
Ta -.272 .057 -.359 -4.772 .000 .720 1.390 
Wr -.452 .102 -.341 -4.447 .000 .691 1.447 
PrD -.558 .112 -.336 -4.977 .000 .892 1.121 
Chk -.258 .058 -.347 -4.445 .000 .669 1.494 
OthA -.162 .070 -.215 -2.327 .022 .476 2.101 
a. Dependent Variable: Br 
 
The backward regression results in Table 6-18 showed that ‘Drawing’, 
‘Engaged’, ‘Meeting’, ‘Reading’, ‘Searching’, ‘Talking’, ‘Writing’, ‘Preparation 
Documents’, ‘Checking’, and ‘Other Activity’ are selected as predictors of 
break. Based on the standardised coefficient, ‘Drawing’ has higher coefficient 
and ‘Engaged’ has the lower coefficient. The selected independent variables 
are shown in Table 6-19. 
 
 
 
Table 6-19: Break variables 
Dependent variable Independent variables 
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Y = Break (Br) 
 
Constant = 0.361 
𝑿𝟏= Drawing (Dr) 
𝑿𝟐= Engaged (En)  
𝑿𝟑= Meeting (Me) 
𝑿𝟒= Reading (Re)  
𝑿𝟓= Searching (Se)  
𝑿𝟔= Talking (Ta)  
𝑿𝟕= Writing (Wr) 
𝑿𝟖= Preparation Document (PrD) 
𝑿𝟗= Checking (ChK) 
𝑿𝟏𝟎= Other Activity (OthA)          
 
Y= − 0.282𝑿𝟏  −0.223𝑿𝟐 − 0.312𝑿𝟑 − 0.478𝑿𝟒  − 0.376𝑿𝟓 − 0.272𝑿𝟔 
− 0.452𝑿𝟕 − 0. 558𝑿𝟖 − 0.258𝑿𝟗 − 0.162𝑿𝟏𝟎 + 0.361 
Eqn. 6-8 
 
The association between ‘Break’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-18 
summarises the descriptive statistics and analysis results. As can be seen 
‘Drawing’, ‘Engaged’, ‘Meeting’, ‘Reading’, ‘Searching’, ‘Talking’, ‘Writing’, 
‘Preparation document’, ‘Checking’, and ‘Other activities’ are negatively and 
significantly correlated with ‘Break’, also the one with higher Standardised 
Coefficients scores among these variables tend to have higher influence on 
‘Break’. The variables’ units are based on their proportion in one hour working 
and the result of equation would be proportion of ‘Break’ in one hour of working. 
For every unit increase in ‘Meeting’, it is expected a 0.312 unit decrease in the 
‘Break’ score, holding all other variables constant. 
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6.2.7 ‘Social interaction’ measurement based on activities 
To produce regression model for ‘Social interaction’, ‘Activities’ is selected as 
variables to show how could affect it. Table 6-20 shows the last model of 
backward variable selection procedure. 
 
Table 6-20: Coefficient of variables in ‘Social Interaction’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
8 (Constant) .479 .029  16.639 .000   
Dr 
-.469 .047 -.649 
-
10.081 
.000 .823 1.216 
En -.600 .124 -.289 -4.854 .000 .966 1.036 
Me -.404 .098 -.253 -4.124 .000 .908 1.101 
Ta -.440 .093 -.303 -4.754 .000 .840 1.190 
PrD -.336 .200 -.106 -1.680 .095 .859 1.164 
Chk -.416 .092 -.292 -4.547 .000 .826 1.210 
Rx 
.366 .176 .137 2.086 .039 .789 1.268 
a. Dependent Variable: SoI 
 
The backward regression results in Table 6-20 determined ‘Drawing’, 
‘Engaged’, ‘Meeting’, ‘Talking’, ‘Preparation Documents’, ‘Checking’, and 
‘Relaxation’ as predictors of social interaction. Based on the standardised 
coefficient, ‘Drawing’ has higher coefficient and ‘Preparation Documents’ has 
the lower coefficient. The selected independent variables are presented in 
Table 6-21. 
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Table 6-21: Social interaction variables 
Dependent variable Independent variables 
Y = Social Interaction (SoI) 
 
Constant = 0.479 
𝑿𝟏= Drawing (Dr) 
𝑿𝟐= Engaged (En)  
𝑿𝟑= Meeting (Me) 
𝑿𝟒= Talking (Ta)  
𝑿𝟓= Preparation Document (PrD) 
𝑿𝟔= Checking (ChK)  
𝑿𝟕= Relaxation (Rx)        
 
 Y= −0.469𝑿𝟏 − 0.6𝑿𝟐 − 0.404𝑿𝟑 − 0.44𝑿𝟒  − 0.336𝑿𝟓 − 0.416𝑿𝟔 
+ 0.366𝑿𝟕 + 0.479 
Eqn. 6-9 
 
The association between ‘Social interaction’ and various potential predictors 
were examined through Correlation and multiple regression analyses. Table 
6-20 summarises the descriptive statistics and analysis results. As can be seen 
‘Drawing’, ‘Engaged’, ‘Meeting’, ‘Talking’, ‘Preparation document’, and 
‘Checking’ are negatively and significantly correlated with ‘Social interaction’, 
also the one with higher Standardised Coefficients scores among these 
variables tend to have higher influence on Social interaction. The variables’ 
units are based on their proportion in one hour working and the result of 
equation would be proportion of ‘Social interaction’ in one hour of working. For 
every unit increase in ‘Drawing’, it is expected a 0.469 unit decrease in the 
‘Social interaction’ score, holding all other variables constant. 
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6.2.8 ‘Other activities’ measurement based on activities 
To produce regression model for ‘Other activity’, ‘Activities’ is selected as 
variables to show how could affect it. Table 6-22 shows the last model of 
backward variable selection procedure. 
Table 6-22: Coefficient of variables in ‘Other Activity’ measurement 
Coefficientsa 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
t Sig. 
Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
4 (Constant) .528 .050  10.586 .000   
Dr 
-.527 .053 -1.053 
-
10.008 
.000 .275 3.635 
En -.230 .109 -.160 -2.112 .037 .533 1.878 
Me -.600 .075 -.543 -8.022 .000 .664 1.505 
Se -.482 .108 -.320 -4.472 .000 .595 1.680 
Ta -.325 .072 -.323 -4.518 .000 .596 1.679 
Wr -.565 .124 -.322 -4.540 .000 .606 1.650 
PrD -.520 .134 -.237 -3.870 .000 .814 1.229 
Mo -.448 .136 -.217 -3.296 .001 .704 1.420 
Prs -1.965 1.027 -.114 -1.914 .058 .861 1.161 
Chk -.504 .073 -.511 -6.883 .000 .552 1.812 
Br -.315 .096 -.238 -3.284 .001 .579 1.726 
Pre -.596 .168 -.207 -3.551 .001 .900 1.111 
SoI -.146 .058 -.211 -2.499 .014 .428 2.338 
a. Dependent Variable: OthA 
 
The backward regression results in Table 6-22 presented that ‘Drawing’, 
‘Engaged’, ‘Meeting’, ‘Searching’, ‘Talking’, ‘Writing’, ‘Preparation Document’, 
‘Motion Activity’, ‘Presentation’, ‘Checking’, ‘Break’, ‘Preparation’, and ‘Social 
Interaction’ are selected as predictors of other activity. Based on the 
standardised coefficient, ‘Drawing’ has higher coefficient and ‘Presentation’ 
has the lower coefficient. The selected independent variables are shown in 
Table 6-23. 
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Table 6-23: Other activities variables 
Dependent variable Independent variables 
Y = Other Activity (OthA) 
 
Constant = 0.528 
𝑿𝟏= Drawing (Dr)  
𝑿𝟐= Engaged (En)   
𝑿𝟑= Meeting (Me)         
𝑿𝟒= Searching (Se)  
𝑿𝟓= Talking (Ta)  
𝑿𝟔= Writing (Wr)  
𝑿𝟕= Preparation Document (PrD)  
𝑿𝟖= Motion Activity (Mo) 
𝑿𝟗= Presentation (Prs)  
𝑿𝟏𝟎= Checking (ChK)          
𝑿𝟏𝟏= Break (Br)  
𝑿𝟏𝟐= Preparation (Pre) 
𝑿𝟏𝟑= Social Interaction (SoI) 
 
Y= −0.527𝑿𝟏− 0.23𝑿𝟐− 0.6𝑿𝟑− 0.482𝑿𝟒− 0.325𝑿𝟓− 0.565𝑿𝟔− 
0.52𝑿𝟕− 0.448𝑿𝟖− 1.965𝑿𝟗− 0.504𝑿𝟏𝟎− 0.315 𝑿𝟏𝟏− 0.596𝑿𝟏𝟐− 
0.146 𝑿𝟏𝟐 + 0.528 
 
Eqn. 6-10 
 
 
The association between ‘Other activity’ and various potential predictors were 
examined through Correlation and multiple regression analyses. Table 6-22 
summarises the descriptive statistics and analysis results. As can be seen 
‘Drawing’, ‘Engaged’, ‘Meeting’, ‘Searching’, ‘Talking’, ‘Writing’, ‘Preparation 
document’, ‘Motion activity’, ‘Presentation’, ‘Checking’, ‘Break’, ‘Preparation’, 
and ‘Social interaction’ are negatively and significantly correlated with ‘Other 
activity’, also the one with higher Standardised Coefficients scores among 
these variables tend to have higher influence on ‘Social interaction’. The 
variables’ units are based on their proportion in one hour working and the result 
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of equation would be proportion of ‘Other activity’ in one hour of working. For 
every unit increase in Drawing, it is expected a 0.527 unit decrease in the 
‘Other activity’ score, holding all other variables constant. 
 
6.3 SUMMARY 
In this Chapter a set of explanatory mathematical equations were established 
to measure the amount of time that each design activity should take. In Chapter 
7, correlation and multiple regression analyses were conducted to examine the 
relationship between productivity, activities and various potential predictors. 
The results were presented as statistical models. The result of each model was 
the proportion of them in one hour of working. Also, the results in productivity 
measurement indicated that design activity is not only the factor in improving 
productivity in design office. The derived result from explanatory equation 
showed that design as an activity is influenced by other activities and factors. 
These activities and factors can have either positive or negative impact on 
design activity. 
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Chapter 7. DISCUSSION  
7.1 INTRODUCTION 
The research has found that the proportion of productive time in 1 hour of 
working by a designer is 74% (͟~ 75%). Also, the proportion of drawing in 1 
hour of working is 39%. In addition, the proportion of drawing in 1 hour of 
productive working is 52.93%. Among the variables drawing and checking 
have the higher, while social interaction has the lower coefficient. It is 
noticeable that social interaction has positive effect on productive time, while 
it has negative effect on drawing time. Moreover, relaxation did not have any 
negative impact on productivity but it had positive effect on drawing time. The 
provided models for each activity have revealed factors with positive and 
negative impacts. It shows that design as an activity cannot be explained and 
measured on its own. The factors which have impact on drawing have to be 
investigated and measured.  
 
7.2 Personal, environmental and project Factors 
The obtained data from interviews indicated that the majority of participants 
were architects. Also, average of interviewees had 8 years’ experience of 
working which is presented in Table 7-1. The data from interviews showed that 
the over 90% of participants referred to personal interest to their job and 
friendly environment as their motivations to work for their employers. In 
addition, the majority of answerers to the question regarding physical and 
recreational sport showed that most of the participants chose sore eyes and 
hiking.  
Table 7-1: Personal Factors results. 
Personal Factors 
Profession Architect 
Years of experience 8 
Motivation 
Personal interest 
Friendly environment 
Physical pain Sore eyes 
Recreational sport Hiking 
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The average results from project factors are presented in Table 7-2. The 
average sizes of projects were 8485 square meters. In addition, majority of 
Architects responded during the video recording observation they were 
working on residential project, as such the majority of structural engineer were 
working on steel structure projects. Also, over 90% of participants were 
working on schematic and development design phase of their projects, when 
the video data were collected.  
 
Table 7-2: Project factors results. 
Project Factors 
Type of project Residential 
Size of project 8485 m2 
Type of structure Steel 
Phase of the design 
process 
Schematic and 
development phase 
 
The results from environment factors are presented in Table 7-3. Average size 
for office and personal were 57.21 and 2 square meters respectively. The data 
from interviews indicated that majority of participants were working behind 
rectangular desk along with using fully adjustable chair. Regarding the 
suitability of their chairs, their responses indicated the suitability of the chair 
for majority of participants. The data showed that most designers were working 
in an area surrounded by cold colours and suitable light. In addition, the 
average temperature in working environment was 22 ℃. 
Table 7-3: Environment factors results. 
Environment Factors 
Size of the office 57.21 𝑚2 
Size of personal space 2𝑚2 
Form of desk Rectangular 
Form of Chair Fully adjustable 
Chair suitability 5 (Suitable) 
The colour of walls Cold 
Light suitability Feeble 
Temperature 22℃ 
 
The obtained data from personal, environmental and project factors could 
affect the statistical equation derived in the main analysis. The obtained 
statistical equations in Chapter 7 could mostly be relevant to a project with 
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aforementioned factors. The applicability of statistical equations could be 
limited due to these factors.  
 
7.2.1 Positive and negative factors in productivity 
The positive factors are as follows: Temperature, Motivation, Years of 
experience, Type of project, Phase of project, and Social Interaction. The 
highlighted cells in Table 7-4 present the positive factors. 
 
Table 7-4: Positive Factors in productivity 
P
e
rs
o
n
a
l 
F
a
c
to
rs
 
Profession 
Years of experience 
Motivation (1,2,5) 
Physical pain 
Recreational sport 
E
n
v
ir
o
n
m
e
n
t 
F
a
c
to
rs
 Size of the office 
Size of personal space 
Form of desk 
Form of Chair 
The level of comfort 
The colour of walls 
Lights 
Temperature 
P
ro
je
c
t 
F
a
c
to
rs
 Type of project 
Size of project 
Type of structure 
Phase of the design process 
 
As model showed motivation1, 2 and 5 have positive impact one productive 
time. Besides, by comparing the magnitude of the motivations’ coefficients to 
see which one has more of an effect, ‘Motivation-1’(personal interest reason) 
comes first and ‘Motivation-5’ (learning reason) and 2 (financial reason) come 
after that.  It made it clear that personal interest comes before financial factor 
as a motivation, and obtaining knowledge through working is in the middle. 
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The data set showed raising temperature to a moderate temperature is helping 
in improving working time in cold seasons. Furthermore, by progressing in 
design process participant spend more time on the project.  
From similar works in construction area, such as Olomolaiye (1988) and Rojas 
and Aramvareekul (2003), it can be seen that work experience, motivation, 
working condition and complexity of project are the common productive factors 
between construction work and office work.  
The adverse factors are as follows: Motivation (3,4), Size of project, and Type 
of structure. The highlighted cells in Table 7-5 present the negative factors.  
Table 7-5: Negative factors 
P
e
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a
l 
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to
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Profession 
Years of experience 
Motivation (3,4) 
Physical pain 
Recreational sport 
E
n
v
ir
o
n
m
e
n
t 
F
a
c
to
r 
Size of the office 
Size of personal space 
Form of desk 
Form of Chair 
The level of comfort 
The colour of walls 
Lights 
Temperature 
P
ro
je
c
t 
F
a
c
to
rs
 Type of project 
Size of project 
Type of structure 
Phase of the design process 
 
As the model presented motivation 3 and 4 had negative impact one productive 
time. Besides, by comparing the magnitude of the motivations’ coefficients to 
see which one has more of an effect, ‘Motivation-4’ (social value) comes first 
and ‘Motivation-3’ (friendly atmosphere) comes after that. The data set 
revealed increasing the size and complexity of project has negative impact on 
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productivity. Moreover, participants had more productive time on steel 
structure project in comparison with concrete structure. 
The results from T-test showed the association between body postures and 
physical pains. Participant with more up-right sitting posture had more 
backache and those who had more bent over sitting posture had pain in the 
neck, while those participant who had more forward sitting posture had wrist 
pain along with fatigue. As it was mentioned in Chapter 3.7.1.1, poor posture 
at work results in back pain and reduced productivity. The investigations by  
Stewart et al.( 2003), Ricci et al. (2006) and Leider et al. (2015) indicated that 
improving posture at workplace can lead to higher productivity. The report by 
Chapman (2015) emphasized the importance of health and safety at work in 
improving productivity. The report stressed that Musculoskeletal disorders 
(MSDs) are the most cause of health problem in working environment in 
Europe 
7.2.2 Positive and negative factors in drawing 
The statistical model showed that relaxation, preparation, social interaction 
and other activity had effect on drawing time. Relaxation had positive effect 
while the other factors had negative impact on drawing time. The standard 
coefficients in Table 6-8 indicated that social interaction had more effect on 
drawing time while preparation had lower effect. 
The results in Table 6-10 showed that motivation 1 (personal interest), size of 
office, colour of walls, type of project, size of project, and phase of project are 
selected as predictors of drawing. Based on the standardised coefficient, type 
of project has higher coefficient and ‘Motivation-1’(personal interest) has the 
lower coefficient.  
 
7.3 VALIDATION 
It was established that how to classify designers’ activities into productive, non-
productive or effective and ineffective. These classifications were only possible 
because it was assumed the approach to categorise the designers’ activities 
was how direct they contributed in the project gaol. However, in order to have 
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some confidence in the numerical finding, it was necessary to provide some 
validation for it. Also, providing validation was the fourth objective of the 
research. It was validating the SAT-D and explanatory mathematical equations 
to establish how practitioners can best make use of that for improving design 
productivity.  
In order to validate the research finding over 20 requests for cooperation were 
sent to different consultant building design companies in Iran. From 20 
requests only 4 design offices accept to take a part for validation of the finding. 
The findings were emailed to them and after a week they discussed their views 
over SKYPE. 
7.3.1 First participant 
The first consultant was located in Urmia which is the second largest city in the 
north-west of Iran. The office-1 workers consisted of four architects and two 
structural designers over ten years’ experience. The types of the projects the 
company involved in usually were residential and commercial building in a 
limited size. Their responsibilities usually consist of providing their clients with 
architectural and structural plans along with supporting them with as-built plans 
during construction. At the time of validation process, they were in the 
schematic and design development stage of design process of a project. They 
agreed on SAT-D results, however the time for ‘Engaged’ and ‘Thinking’ were 
not as they believed. They suggested more investigation was needed to find 
the nature of thinking and consequently find more accurate time for ‘Thinking’ 
and ‘Engaged’. Also, regarding the explanatory mathematical equations, they 
stated that if the explanatory mathematical equations were in a form of 
software it would be user friendly and easy to use. Thus, they only used the 
first one, which is productivity measurement based on activities, and the results 
were convincing for them.  Regarding the proportion of productive time out of 
1 hour working, the first consultant considered 75% as the normal productive 
time in one hour working. 
7.3.2 Second participant 
The second consultant was located in Tehran, capital of Iran. The second 
consultant is divided into 3 departments which are: contract and statements; 
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supervision and management; and design and planning. The workers in the 
design sections consist of five architects, three structural and two mechanical 
designers. The types of the projects the second consultant involved in usually 
are residential, industrial, hospital, and commercial buildings. Their 
responsibilities usually consist of providing their clients with architectural, 
structural and mechanical plans along with supporting them with as-built plans 
during construction. Their annual report shows that the total designed area per 
year is over 100,000 square meters. They provide their clients with both design 
and supervision on construction.  
At the time of validation, they were in documentation stage of design process 
of a project. The second consultant criticised the numerical findings. They 
believed that these results would be applicable to simple consultancy offices. 
They stated that the time for ‘Writing’ and ‘Reading’ are so short. Also, they 
mentioned that the tasks in the design section are not limited to design; a 
designer might need to make a brief of project needs and spend more time for 
it based on size of project. Therefore, they may spend more time on writing 
and reading the document. In the second consultant, 75% productive time was 
normal while work load could increase it up to 85%. 
Also, they used the explanatory mathematical equations to measure their 
activities and their assessment results were not so convincing for them. In 
addition, they mentioned that the explanatory mathematical equations should 
be presented in a form of software rather than a set of formula. 
7.3.3 Third participant 
The third consultant was located in London. The company are comprised of 
several branches which are located in other countries. The third consultant is 
divided into 3 departments which are: contract and statements; supervision 
and management; and design and planning. The workers in the design 
sections consist of over twenty-five architects, fifteen structural and ten 
mechanical designers. The types of the projects the second consultant 
involved in usually are residential, industrial, hospital, and commercial 
buildings. Their responsibilities usually consist of providing their clients with 
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architectural, structural and mechanical plans along with supporting them with 
as-built plans during construction.  
The third participant did not provide the research with more information 
regarding his company current projects due to the importance of the projects. 
So, the questions for interview covered the area of time utilisation and 
productive time. The context of the conversation showed that the workload 
could change their designers productive time from 75% up to 90%. Thus, 
having 75 % productive time out of one hour working was considered normal 
time. The interview showed that the spent time for break and relaxation were 
5 minutes while for lunch was 15 minutes. However, break and relaxation time 
could be reduced due to meeting a project dead line. The interview showed 
that personal, environmental and project factors have influence on productivity 
of the designers in the company. 
7.3.4 Fourth participant 
The fourth consultant was located in London. The company are comprised of 
several branches which are located in other countries. The interview with one 
of its managers showed that the working hours more than 75% is the company 
target. Thus, the range between 75% to 90% are the productive area for the 
company. The workload can influence this range, when there is workload thus 
an employee has to spend more time on working and less for relaxation or 
break. The company had an open-plan office with wide windows toward the 
river Thames to let their designers to have enough natural light. The form of 
office provided a designer with enough area for motion activity.  
The interview showed 75% productive time was normal while work load could 
increase it up to 90%. In addition, it suggested the importance of project and 
environmental factors in increasing the productive time. 
7.3.5 Interview results 
The responses are gathered in Table 7-6 to facilitate the decision-making for 
validating the research findings.   
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Table 7-6: Interview results from 4 participants. 
Item Divisions 
Participant 
1 
Participant 
2 
Participant 
3 
Participant 
4 
SAT-D 
Overall Time 
Overall Productive 
time 
    
Overall Non-
Productive time 
    
Productive 
Effective 
Drawing    - 
Engagement    - 
Meeting    - 
Reading    - 
Searching    - 
Talking    - 
Writing    - 
Preparation  
Document 
   - 
Motion Activity    - 
Presentation    - 
Checking    - 
Ineffective  
Relaxation    - 
Disengaged    - 
Non-
Productive 
Effective 
Break    - 
Preparation    - 
Social interaction    - 
Ineffective  Other activity    - 
Statistical 
Equations 
Productive 
Effective 
Productive time   - - 
Drawing - - - - 
Engaged - - - - 
Talking - - - - 
Ineffective Relaxation - - - - 
Non-
Productive 
Effective Social interaction - - - - 
Ineffective Other activities - - - - 
Effective 
Factors 
Personal Factor      
Environmental Factor     
Project Factors     
Current 
Project  
Type of project Residential  Commercial - - 
Type of structure Steel Concrete - - 
Phase of the design process 
schematic and 
design 
development 
documentation - - 
 
The interviewees provided a fairly robust set of limits for productivity stating 
the minimum acceptable level was 75% of their time being productive and 
billable. However, if the work was there, this might go as high as 90%. This 
was broadly in line with the 90% figure derived for the maximum potential 
productivity by the investigation.  
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The interviewees’ statements on the findings of this project imply that the 
results can be applied for ‘Schematic’ and ‘Development’ design phase and 
more research is needed to improve it. Also, their responses regarding 
‘Personal’, ‘Environmental’ and ‘Project’ factors provide a measure of 
confidence that the investigation has identified factors worthy of further 
research. Their statements on the findings of this project imply that the results 
can be applied for specific cases and more research is needed to improve it. 
Also, converting the explanatory mathematical equations into software can be 
suggested for future research. 
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Chapter 8: Conclusion 
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Chapter 8. CONCLUSIONS AND RECOMMENDATIONS  
8.1 MAIN CONCLUSION 
This investigation has examined the productivity of designers working in the 
construction industry and made a fundamental standard activity time for a 
design task (SAT-D) and a set of statistical models to measure the productivity 
of designers working in the construction industry. Existing theory has been 
reviewed in the areas of general design process, productivity, productivity 
measurement, and productivity factors in construction industry.  This was used 
to undertake a detailed investigation, via time study technique, of 22 designers 
working over 139 days. Their activities were classified into ‘productive’ and 
‘non-productive’. These groups were further subdivided into ‘Effective’ and 
‘Ineffective’ activities. Each of these sub-groups had direct effects on 
‘Productivity’/’Non-productivity’ while ‘Ineffective’ activities had indirect effects. 
The results of study were statistically analysed to identify the basic time for 
each activity in productive time, and to make explanatory mathematical model 
of each activity. Furthermore, the impact of personal, environmental and 
project factors on productivity were investigated.  
The investigation found that the proportion of productivity in 1 hour of working 
for a designer in construction was 75%. Also, this study established a set of 
equations within a mathematical model of activities. ‘Personal interest’ was a 
positive factor on productivity. It made it clear that personal interest comes 
before financial factor as a motivation, and obtaining knowledge through 
working is in the middle. The results from analysing physical pain and body 
posture indicated that poor body posture had an association with backache, 
pain neck and fatigue. 
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8.2 ACHIEVEMENT OF OBJECTIVES 
8.2.1 Achievement of first objective 
8.2.1.1 Review of design improvement 
Objective one was addressed via a comprehensive literature review on recent 
and current development in research within the discipline of design and 
productivity. Some methods and tools were offered in relation to each of the 
problems highlighted in the design stage. In addition, the addressed materials 
regarding design problem s’ solutions showed that the process of improving 
productivity in the delivery of solutions within design had covered the area of 
the programming and sequencing of activities. Typical developments in this 
regard involved the logical sequencing of design tasks.  The contribution of the 
logical sequencing effort to improving design delivery has been the 
streamlining of activities to minimise the incidence of delays, which contributes 
to achieving productivity.  However, such logical sequencing is predicated 
upon activity times that in themselves should be based by optimum durations. 
Furthermore, the improvements in programming and sequencing had not 
shown how design activity time are affected. In addition, the same issue could 
be applied to influence design problems and design problems solving method 
on design activity time. As is mention in Chapter 2, a design could be produced 
in three methods to deliver to the next level or a client such as, Individual 
solution; Individual supported solution; Collaborated solution. However, it had 
not been addressed by any research how these methods affect design activity 
time. Design as an activity had not been measured and also factors affected 
the design activity time were not defined. The lack of such definition for design 
activities were addressed in Chapter 1 and it showed the missing link in 
achieving optimum levels of productivity in the delivery of the design phase of 
construction projects.  
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8.2.1.2 Review of productivity in different sectors 
In Chapter 4, an overview of the productivity definition and productivity in 
different sectors was presented. In order to define a designer’s productivity, it 
was necessary to find an appropriate approach to measuring designer’s 
productive time. The definition of productivity was found to differ based upon 
the environment of study. Investigations showed that construction industry was 
highly labour intensive. As it aimed at individuals, micro method was defined 
as suitable for this study. Furthermore, study showed that “Reduction Factors” 
(RFs) (negative impact) changed the ideal productivity into actual productivity 
and these factors needed to be determined. Along with this, motivation, 
relaxation and physical pain had effects on construction labour. This 
suggested that the investigation needed to consider these factors and 
determine their impacts. In order to select the most appropriate factors, it was 
deemed necessary to develop a classification of factors from existing literature. 
Therefore, the factors that were deemed to have impact on the designers’ 
productivity were classified into ‘personal’, ‘environmental’ and ‘project’ 
factors. 
In this Chapter, it is seen that after reviewing work study, time study, as one of 
work study methods, was deemed more appropriate for measuring a 
designer’s activity in this study. It was fundamental to find an appropriate 
approach to measuring a designer’s activity time. The advantage of time study 
was that an effort was made to record all relevant observations and then 
established what activity was productive or not. As such, multiple factors could 
be used to determine if productive work was being undertaken. The principle 
disadvantage was that it required an observer to be onsite which it could have 
impact on people’s work. It led this research to take a combination of time lapse 
and time studies to robust the approach to observing the designer’s 
productivity.  Daniels (1993) recommended times study for office work 
measurement which it was considered for this research.  
In this study, productivity rating was considered as most appropriate measure 
for assessing productivity in the design office. The productivity rating method 
defined workers’ performance at the time of observation. In this study, it was 
deemed that a designer’s activity could be divided into productive and non-
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productive which this division further could be subdivided into effective and 
ineffective activities. Each of these sub-groups had direct effect on 
productivity/non-productivity while ineffective activities have indirect effect. 
 
8.2.2 Achievement of second objective 
In this study, a fundamental standard activity time for design tasks (SAT-D) 
was developed as a solution for completing existing design productivity efforts. 
22 designers, from 6 design consultancies, were observed and their activities 
were classified into ‘productive’ and ‘non-productive’. These groups were 
further subdivided into ‘Effective’ and ‘Ineffective’ activities. Each of these sub-
groups had direct effect on ‘Productivity’/’Non-productivity’ while Ineffective 
activities had indirect effect. Based on these divisions, designers’ activities 
time were measured and analysed. The proportion of ‘productivity’ in 1 hour of 
working was 74.02% (͟~ 75%) and proportion of ‘drawing’ in 1 hour of working 
was 39.18%. While this amount for proportion of ‘drawing’ in 1 hour of 
‘productive’ working was 52.93%. The proportion of talking, as a mean to 
transfer information in this research, in one hour of working was 14.45%, while 
this amount for 1 hour ‘productive’ working is 19.52.  
The proportion of ‘break’ in a 1-hour slot of working was 12.37% which meant 
that for 8 hours working a designer needed 98 minutes break. Also, the results 
presented that: the proportion of ‘relaxation’ in 1 hour of working was 5.30%, 
the proportion of ‘relaxation’ in an hour of productive working was 7.16%, and 
the proportion of ‘relaxation’ in 1 hour of drawing was 13.53%. The proportion 
of ‘social interaction’ in 1 hour of working was 16.56%, while this amount for 1 
hour of ‘non-productive’ working is 63.74%. It signified that the ‘social 
interaction’ proportion in non-productive working was more than ‘productive’ 
working. 
 
8.2.3 Achievement of third objective 
In this study, a set of explanatory mathematical equations was established to 
measure the amount of time that each design activity should take. Correlation 
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and multiple regression analyses were conducted to examine the relationship 
between ‘productivity’, ‘activities’ and various potential predictors. The results 
were presented as statistical models. The result of each model was the 
proportion of them in one hour of working. Also, the results in productivity 
measurement indicated that design activity was not only the factor in improving 
productivity in design office. The derived result from explanatory equation 
showed that design as an activity were influenced by other activities and 
factors. These activities and factors could have either positive or negative 
impact on design activity. 
 
8.2.4 Achievement of fourth objective 
In this study, the findings of the study were validated to establish how 
practitioners could make best use of the findings in this research for improving 
design productivity. It was established that how to classify designers activities 
into productive, non-productive or effective and ineffective. These 
classifications were only possible because an assumption was made that each 
category of designers’ activities contributed directly to the project goal. 
However, in order to have some confidence in the numerical finding, it was 
necessary to provide some validation for it.  
Providing validation was the fourth objective of the research. It was validating 
the SAT-D and explanatory mathematical equations to establish how 
practitioners can make best use of that for improving design productivity. In 
order to validate the research findings over 20 requests for cooperation were 
sent to different consultant building design companies in Iran. Out of 20 
requests only 2 design offices accepted to take part in the validation process. 
The findings were emailed to them and after a week they discussed their views 
over SKYPE. The first consultant was in the schematic and development 
phase of the design process while the second consultant was in the 
documentation phase of the design process.  
The findings of this study were derived from observing 22 designers that were 
in the schematic and design development stages of the design process. The 
reasons why the first and second consultants agreed and disagreed 
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respectively with the findings are therefore evident. Their statements on the 
findings of this project imply that the results can be applied for specific cases 
and more research is needed to improve it. Also, converting the explanatory 
mathematical equations into software can be suggested for future research. 
8.2.5 Achievement of fifth objective 
In this study, all criticism and limitation were utilised to propose 
recommendations for adoption of the measurement tool by practitioners in 
construction. These recommendations are presented in section 9.3. 
 
8.2.5.1 OTHER FINDINGS 
The research literature showed that poor posture at work results in back pain, 
workplace stress, repetitive strain injury, resulting in lost time, reduced 
productivity, poor employee health, low morale, and higher costs. The derived 
‘t-test’ results showed the correlations between body postures and physical 
pain among designers. Back pain was observed mostly among designers that 
had ‘slouch’ and ‘up-right’ sitting posture for most of their working time. 
Furthermore, ‘pain in the neck’ was significant among designers that had ‘bent 
over’ and ‘reclined’ sitting posture most of their working time. Finally, fatigue 
and wrist pain were found among designers that ‘reclined’, ‘slouch’ and 
‘forward’ sitting posture were their major posture. 
More investigation on the impact that physical pain and body posture have on 
productivity were out of the scope of this research and the aforementioned 
results were the initial findings. Further work needs to be done to establish 
rational between physical pain and growth in productivity/non-productivity.  
 
8.3 RECOMMENDATIONS FOR FUTURE RESEARCH 
This investigation has highlighted several opportunities for further research. 
Firstly, more research that incorporate a broader number of subjects, cultures 
and roles is needed to confirm that 74% (͟~ 75%) is the proportion of 
productivity in 1 hour of working for designers in construction. Secondly, the 
factors affecting the motivation of designers require more investigation. In 
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particular, the influence of the perceived value of the work, impact of peer 
pressure from the wider design team, and the importance of fatigue. The role 
management plays in these events should also be considered. Thirdly, the 
strong correlation between motivation and productivity observed warrants 
further investigation due to its potential predictive power. Fourthly, the 
association between physical pain and body posture investigated require more 
exploration because of impact of musculoskeletal disorders (MSDs) on 
productivity. Fifthly, environmental factors have influence on designers 
working in a design office and it needs to be studied. For instance, how colours 
in a design office affects productive times. 
Finally, other aspects of construction design productivity need to be 
considered. This investigation focused on the ability of a designer to apply 
themselves to their work. The rate at which a designer can work, their technical 
skill and the impact of technology was assumed constant but may in fact play 
an important role in productivity. 
Any future research should consider the following. 
- Software in use: the effect of the design software, for instance AutoCAD 
and Revit, on drawing time and productivity needs to be investigated to 
show how it may affect productivity. In this research, the effect of 
programming was assumed constant and thus do not influence 
productivity of a designer.  
 
- Designer’s discipline in a design office: the activity of each designer 
based on his/her profession (such as architect, structural engineer, 
mechanical and electrical engineers) needs to be assessed to 
determine how much time they may spend for the design activity task. 
In this study, the majority of participants were architect and the results 
could be more applicable to architect. 
 
- Phases of design process: the design activities at each phase of design 
process (such as schematic, development and documentation phase) 
is suggested to be studied to determine how much time they may spend 
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for design activity task. In this study, most of the participant were on 
schematic and development phase of the design process and the 
finding of this study may not be applicable for documentation phase of 
design process.  
 
- Design output: a designer with more experience may spend less time 
on designing in compare with a low experience designer, while his/her 
output is higher than the low experience one. In this study the 
productivity measurement was based on a designer’s activity time and 
the effect of design output on productivity was assumed constant and 
thus do not influence productivity of a designer. 
 
- Effect of complexity of a design on design activity time: complexity of 
design can affect break, relaxation and drawing time. For instance, a 
designer may spend more time on thinking and relaxation in a complex 
project. In this study the productivity measurement was based on a 
designer’s activity time and the effect of complexity of the design on 
productivity was assumed constant and thus do not influence 
productivity of a designer. 
 
- Effect of type of construction project on design activity time: the different 
type of project with different specification can affect break, relaxation 
and drawing time. In this study the effect of construction project type on 
productivity was assumed constant and thus do not influence 
productivity of a designer. 
 
- Effect of design style on design activity time: the design style in a 
construction project, such as modernism, post modernism and Hi-Tech, 
can be considered as factors in work measurement. In this project the 
effect of design style on productivity was assumed constant and thus 
do not influence productivity of a designer. 
 
- Effect of culture on design activity time: designers with different culture 
may have different design activity time. In this project the effect of a 
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designer’s culture on productivity was assumed constant and thus do 
not influence productivity of the designer. 
 
 
8.4 CONTRIBUTION TO KNOWLEDGE 
It has been established that the productivity level in the construction industry 
is not as efficient as that of its manufacturing counterpart, hence the need for 
further investigation. The means by which productivity is being improved in the 
design field is currently based on programming or sequencing of activities. So 
far, research has been undertaken to improve the efficiency of logical 
sequencing by streamlining activities to minimise the incidence of delays, 
which ultimately contribute to achieving productivity. However, such logical 
sequencing is predicated upon activity times that in themselves should be 
based by optimum durations. 
In this research: 
- For the first time, the content of design task is classified, which can be 
applied to any white colour works in design office. 
- For the first time, the design activity times is measured through a set of 
explanatory mathematical model to assess design activity time. 
- For the first time, it is explained how factors affect productive time of 
design task.  
 
8.5 LIMITATIONS 
This investigation observed 22 designers for over 10 days (in total 139 days). 
As a result, the conclusions are based on the productivity of 22 subjects over 
a short period of time.  The limitations on this study are shown below. 
- In this study, number of participants and companies: more participants 
for the research would help to have a rich data set and consequently 
more accurate results. 
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- In this study, each designer was observed for over a week. The 
presence of cameras in design offices for more number of days could 
give them a sense of uncomfortability.  
 
- In this study, the participants’ body postures were defined visually, 
which decrease the accuracy of measurement. In order to determine a 
designer’s body posture a mechanical tool is needed. 
 
- Camera: Whilst the camera was strategically placed to capture as many 
designers’ activities as possible the limitation of using a camera is that 
designers can move out of the frame and it was not feasible to place a 
camera in every room. Assumptions had to be made to handle these 
issues and whilst reasonable, they do limit the reliability of the 
conclusions. 
 
- The validity of the conclusions was strengthened by the responses 
obtained in the interview and it was limited to 2 respondents out of 20 
requests. Thus, the conclusions drawn should still be considered as 
possible trends in need of further research. 
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APPENDICES 
Appendix A.   INTERVIEW TRANSCRIPTS 
In this research it was established that how to classify designers activities into 
productive, non-productive or effective and ineffective. These classifications were only 
possible because it was assumed the approach to categorise the designers’ activities 
was how direct they contributed in the project gaol. However, in order to have some 
confidence in the numerical finding, it was necessary to provide some validation for it. 
Also, providing validation was the fourth objective of the research. It was validating the 
SAT-D and explanatory mathematical equations to establish how practitioners could 
best make use of that for improving design productivity. 
 
A.1 INTERVIEW PROFESSIONAL _A 
Interviewer: First of all, would you please talk about your responsibilities in your 
company, type of project you are working and yours years of experience?  
Professional: Oh, Yes. I am working in an architectural office and I have almost 10 
years’ experience of working as an architect in construction field. The design consult 
company I work for comprises of 3 sections which are architecture and structure and 
contract. This company is so well-known in Urmia. 
 
Interviewer: Would you please talk about your company and type of project that the 
company involved in? 
Professional: The company workers consisted of four architects and two structural 
designers over ten years’ experience. The types of the projects the company involved 
in usually were residential and commercial building in a limited size.  
 
Interviewer: Would you please talk about your company responsibilities? 
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Professional: the responsibilities usually consist of providing their clients with 
architectural and structural plans along with supporting them with as-built plans during 
construction. 
 
Interviewer: As we talked over SKYPE, I emailed you the research findings. I hope you 
had time to go through it from our last conversation. 
Professional: I went through them during this time. It is my first time that someone has 
produced a table for design activity time along with statistical equation to measure a 
designer’s activity time. I tried to have same self-assessment for a colleague of mine. 
Most of the results were so close to your SAT-D. However, some results such as time 
for “Engaged” and “Thinking” were so different. 
 
Interviewer: Could you please explain it more? 
Professional: Yes, well, when I asked my colleague about “Thinking” and “Engaged”, 
he responded that “it is difficult to measure it because most of the time I think about 
the project even at home. So, you cannot say I do not spend enough time for thinking 
or even engaging in a project”. He believed that thinking process needed more 
investigation to find accurate time for “Thinking” and “Engaged”. 
 
Interviewer: What phase of design process he was working in? 
Professional: He was working in the schematic and design development stage of 
design process of a residential project. 
 
Interviewer: Would please tell me about the explanatory mathematical equations? 
Professional: To be honest with you, it was so time consuming to put all numerical 
value in the formula manually, so I could only use the first formula which was 
productivity measurement based on activities, and the results was so close to my 
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colleague activity time.  If you convert these formulas into type of software it would be 
more convenient for me to use it. 
 
Interviewer: Ok, Thank you for your time and valuable information that you gave me 
through this conversation. This research made only a fundamental tool for productivity 
assessment in design field. 
Professional: You are so welcome. 
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A.2 INTERVIEW PROFESSIONAL _B 
Interviewer: Thank you for accepting to participate in this research. 
Professional: No problem. Well, your research topic was so interesting to me, that is 
why I decided to take part in it. 
 
Interviewer: In my research, I defined a fundamental activities time in design office and 
I emailed it to you. Would you please talk about your responsibilities in your company, 
type of project you are working and yours years of experience? 
Professional: Oh, Yes. I am working in an architectural office and I have 10 years’ 
experience of working as an architect in construction field. The design consult 
company I work for comprises of 3 sections which are contract and statements; 
supervision and management; and design and planning. This company is located in 
Tehran. 
 
Interviewer: What type of project do the company involved in? 
Professional: The workers in the design sections consist of five architects, three 
structural and two mechanical designers. 
 
Interviewer: how many designers are you in design and planning section? 
Professional: The types of the projects the consultant involved in usually are 
residential, industrial, hospital, and commercial buildings.  
 
Interviewer: And how about your company responsibilities? 
Professional: The company responsibilities usually consist of providing their clients 
with architectural, structural and mechanical plans along with supporting them with as-
built plans during construction. Also, based on the company annual report, the total 
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designed area per year is over 100,000 square meters. They provide their clients with 
both design and supervision on construction. 
 
Interviewer: Wow, It shows that your company must be well-known and has lots of 
project in hand. 
Professional: Yes, that is right. 
 
Interviewer: This research is going to investigate design activity measurement in a 
design office. As we talked over SKYPE, I emailed you the findings in this research to 
have your experience of using SAT-D and explanatory educational models. 
Professional: During last week, I compared them to what we do here. I think your data 
is only applicable to an architectural design office that their responsibilities are 
preparing building plans. 
 
Interviewer:  Would please explain more about it? How did you come to this point? 
Professional: The numerical findings which is named as SAT-D was different with what 
I see in my design office. For instance, the time for ‘Writing’ and ‘Reading’ are so short, 
while I believed the normal time for them is more than what you defined. . Also, the 
tasks in the design section are not limited to design; a designer might need to make a 
brief of project needs and spend more time for it based on size of project. Therefore, 
they may spend more time on writing and reading the document. 
 
Interviewer:  Please tell me at the time of comparing my data with your designers’ 
activities time, what was the stage of the design process in your office? 
Professional: At the time of validation they were in documentation stage of design 
process of a project. 
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Interviewer: Well. The design consult offices that participated in my research are only 
architectural offices and at the time of observation they were in schematic and 
development phase of design process.  
Professional: So, in that case, your data can only cover a limited area, for example 
how about documentation phase? 
 
Interviewer: Did you use the explanatory mathematical equations in your productivity 
assessment? 
Professional: Yes. I need to tell that it was so time consuming to input data manually. 
You need to think about using software for it. I use them and the results did not show 
my designers productivity.  
 
Interviewer: well, how did you use them and what were the results? 
Professional: I assessed one of my designer’s activities for two days and during these 
two days she was correcting the final documents of a project. In the first formula which 
was productivity measurement based on activities, “Drawing” has most influence on 
“Productivity” amount. While, in documentation phase, “Writing” and “Reading” should 
have most influence on “Productivity”. 
 
Interviewer: Ok. Thank you for taking part in this research.   
Professional: You are so welcome. 
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A.3 INTERVIEW QUESTIONNAIRE  
Appendix A. 1: Interview questionnaire for personal factors. 
Date: 
Company: 
Name: 
Factors Activities Codes 
P
e
rs
o
n
al
 F
ac
to
rs
 
Profession 
Architect 1 
Structural engineer 2 
Mechanical engineer 3 
- - 
Years of experience Number of years  
Motivation 
Personal Interest Yes/No 
Financial reason Yes/No 
Friendly atmosphere Yes/No 
Social value Yes/No 
Learning Yes/No 
- - 
Physical pain  
(No=0, Yes=1) 
Neck Yes/No 
Shoulders Yes/No 
Upper back Yes/No 
Elbows Yes/No 
Wrists/Hands Yes/No 
Lower back Yes/No 
Hips/Thighs Yes/No 
Knees Yes/No 
Ankles/Feet Yes/No 
Sore eyes Yes/No 
Fatigue Yes/No 
- - 
Recreational sport 
None 1 
Body building 2 
swimming 3 
Hiking 4 
Karate 5 
Tennis 6 
Yoga 7 
- - 
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Appendix A. 2: Interview questionnaire for environment factors 
Date: 
Company: 
Name: 
Factors Activities Codes 
En
vi
ro
n
m
en
t 
Fa
ct
o
rs
 
Size of the office Based on square meters   
Size of personal 
space 
Based on square meters   
Form of desk 
Rectangular 1 
Curved rectangular 2 
Form of Chair 
Height adjustable 1 
Back adjustable 2 
both 3 
Stable chair 4 
The level of 
suitability of chair 
Unsuitable 1 
  2 
  3 
  4 
So suitable 5 
The colour of walls 
Neutral 0 
Cold 1 
Warm 2 
Light suitability 
Dim 1 
Feeble 2 
Clear 3 
Bright 4 
Intense 5 
Temperature 
Based on Celsius (18-27 
℃) 
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Appendix A. 3: Interview questionnaire for project factors 
Date: 
Company: 
Name: 
Factors Activities Codes 
P
ro
je
ct
 F
ac
to
rs
 
Type of project 
Residential 1 
Commercial 2 
Recreational 3 
Administration and Civic 4 
Industrial 5 
Hospital 6 
Educational 7 
Size of project Based on square meters   
Type of structure 
Steel 1 
Concrete 2 
Mix 3 
Phase of the design 
process 
Architecture-Phase-1 1 
Architecture-Phase-2 2 
Architecture-Phase-3 3 
Structure-Phase-1 4 
Structure-Phase-2 5 
Structure-Phase-3 6 
- - 
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A.3.1 A SAMPLE OF NORDIC QUESTIONNAIRE 
 
 
 
 
 
 
 
 
 
 
 
  
Appendix A. 4: Nordic questionnaire. 
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Appendix B.   Statistics Tables 
B.1 Pearson correlation Table 
 
Appendix B. 1: Pearson correlation between variables. 
Correlations 
 
 
 
 
Profession 
 
Years_of_exper 
ience 
 
Recreational_s 
port 
 
Profession Pearson Correlation 1 .418
**
 .047 
 Sig. (2-tailed)  .000 .582 
 N 139 139 139 
Years_of_experience Pearson Correlation .418
**
 1 .282
**
 
 Sig. (2-tailed) .000  .001 
 N 139 139 139 
Recreational_sport Pearson Correlation .047 .282
**
 1 
 Sig. (2-tailed) .582 .001  
 N 139 139 139 
Size_of_the_office Pearson Correlation -.494
**
 -.108 .482
**
 
 Sig. (2-tailed) .000 .207 .000 
 N 139 139 139 
Size_of_personal_space Pearson Correlation -.217
*
 -.014 -.188
*
 
 Sig. (2-tailed) .010 .870 .027 
 N 139 139 139 
Form_of_desk Pearson Correlation -.097 -.091 -.120 
 Sig. (2-tailed) .254 .286 .159 
 N 139 139 139 
Form_of_Chair Pearson Correlation .366
**
 .387
**
 -.107 
 Sig. (2-tailed) .000 .000 .211 
 N 139 139 139 
The_level_of_chair Pearson Correlation .237
**
 -.055 -.318
**
 
suitability 
Sig. (2-tailed) .005 .520 .000 
 N 139 139 139 
The_color_of_walls Pearson Correlation .179
*
 -.111 -.436
**
 
 Sig. (2-tailed) .035 .193 .000 
 N 139 139 139 
Lights Pearson Correlation -.215
*
 -.008 -.076 
 Sig. (2-tailed) .011 .930 .371 
 N 139 139 139 
Temprature Pearson Correlation -.231
**
 -.213
*
 .114 
 Sig. (2-tailed) .006 .012 .180 
 N 139 139 139 
Type_of_project Pearson Correlation -.012 .215
*
 .325
**
 
 Sig. (2-tailed) .888 .011 .000 
 N 139 139 139 
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Correlations 
  
Size_of_the_off 
ice 
 
Size_of_person 
al_space 
 
 
 
Form_of_desk 
 
Profession Pearson Correlation -.494
**
 -.217
*
 -.097 
 Sig. (2-tailed) .000 .010 .254 
 N 139 139 139 
Years_of_experience Pearson Correlation -.108 -.014 -.091 
 Sig. (2-tailed) .207 .870 .286 
 N 139 139 139 
Recreational_sport Pearson Correlation .482
**
 -.188
*
 -.120 
 Sig. (2-tailed) .000 .027 .159 
 N 139 139 139 
Size_of_the_office Pearson Correlation 1 -.205
*
 -.304
**
 
 Sig. (2-tailed)  .016 .000 
 N 139 139 139 
Size_of_personal_space Pearson Correlation -.205
*
 1 .917
**
 
 Sig. (2-tailed) .016  .000 
 N 139 139 139 
Form_of_desk Pearson Correlation -.304
**
 .917
**
 1 
 Sig. (2-tailed) .000 .000  
 N 139 139 139 
Form_of_Chair Pearson Correlation -.475
**
 -.065 .082 
 Sig. (2-tailed) .000 .445 .338 
 N 139 139 139 
The_level_of_chair Pearson Correlation -.730
**
 .167
*
 .191
*
 
suitability 
Sig. (2-tailed) .000 .049 .024 
 N 139 139 139 
The_color_of_walls Pearson Correlation -.558
**
 .240
**
 .127 
 Sig. (2-tailed) .000 .005 .136 
 N 139 139 139 
Lights Pearson Correlation -.012 .221
**
 .158 
 Sig. (2-tailed) .885 .009 .063 
 N 139 139 139 
Temprature Pearson Correlation .440
**
 .024 -.131 
 Sig. (2-tailed) .000 .778 .124 
 N 139 139 139 
Type_of_project Pearson Correlation .313
**
 .227
**
 .332
**
 
 Sig. (2-tailed) .000 .007 .000 
 N 139 139 139 
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Correlations 
 
 
 
 
Form_of_Chair 
 
The_level_of_c 
hair suitability 
 
The_color_of_w 
alls 
 
Profession Pearson Correlation .366
**
 .237
**
 .179
*
 
 Sig. (2-tailed) .000 .005 .035 
 N 139 139 139 
Years_of_experience Pearson Correlation .387
**
 -.055 -.111 
 Sig. (2-tailed) .000 .520 .193 
 N 139 139 139 
Recreational_sport Pearson Correlation -.107 -.318
**
 -.436
**
 
 Sig. (2-tailed) .211 .000 .000 
 N 139 139 139 
Size_of_the_office Pearson Correlation -.475
**
 -.730
**
 -.558
**
 
 Sig. (2-tailed) .000 .000 .000 
 N 139 139 139 
Size_of_personal_space Pearson Correlation -.065 .167
*
 .240
**
 
 Sig. (2-tailed) .445 .049 .005 
 N 139 139 139 
Form_of_desk Pearson Correlation .082 .191
*
 .127 
 Sig. (2-tailed) .338 .024 .136 
 N 139 139 139 
Form_of_Chair Pearson Correlation 1 .267
**
 -.364
**
 
 Sig. (2-tailed)  .001 .000 
 N 139 139 139 
The_level_of_chair Pearson Correlation .267
**
 1 .509
**
 
suitability 
Sig. (2-tailed) .001  .000 
 N 139 139 139 
The_color_of_walls Pearson Correlation -.364
**
 .509
**
 1 
 Sig. (2-tailed) .000 .000  
 N 139 139 139 
Lights Pearson Correlation -.158 -.022 .245
**
 
 Sig. (2-tailed) .064 .797 .004 
 N 139 139 139 
Temprature Pearson Correlation -.854
**
 -.197
*
 .447
**
 
 Sig. (2-tailed) .000 .020 .000 
 N 139 139 139 
Type_of_project Pearson Correlation .276
**
 -.385
**
 -.674
**
 
 Sig. (2-tailed) .001 .000 .000 
 N 139 139 139 
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Correlations 
 
 
 
 
Lights 
 
 
 
Temprature 
 
Type_of_projec 
t 
 
Profession Pearson Correlation -.215
*
 -.231
**
 -.012 
 Sig. (2-tailed) .011 .006 .888 
 N 139 139 139 
Years_of_experience Pearson Correlation -.008 -.213
*
 .215
*
 
 Sig. (2-tailed) .930 .012 .011 
 N 139 139 139 
Recreational_sport Pearson Correlation -.076 .114 .325
**
 
 Sig. (2-tailed) .371 .180 .000 
 N 139 139 139 
Size_of_the_office Pearson Correlation -.012 .440
**
 .313
**
 
 Sig. (2-tailed) .885 .000 .000 
 N 139 139 139 
Size_of_personal_space Pearson Correlation .221
**
 .024 .227
**
 
 Sig. (2-tailed) .009 .778 .007 
 N 139 139 139 
Form_of_desk Pearson Correlation .158 -.131 .332
**
 
 Sig. (2-tailed) .063 .124 .000 
 N 139 139 139 
Form_of_Chair Pearson Correlation -.158 -.854
**
 .276
**
 
 Sig. (2-tailed) .064 .000 .001 
 N 139 139 139 
The_level_of_chair Pearson Correlation -.022 -.197
*
 -.385
**
 
suitability 
Sig. (2-tailed) .797 .020 .000 
 N 139 139 139 
The_color_of_walls Pearson Correlation .245
**
 .447
**
 -.674
**
 
 Sig. (2-tailed) .004 .000 .000 
 N 139 139 139 
Lights Pearson Correlation 1 .076 -.071 
 Sig. (2-tailed)  .371 .407 
 N 139 139 139 
Temprature Pearson Correlation .076 1 -.367
**
 
 Sig. (2-tailed) .371  .000 
 N 139 139 139 
Type_of_project Pearson Correlation -.071 -.367
**
 1 
 Sig. (2-tailed) .407 .000  
 N 139 139 139 
283 
 
 
Correlations 
 
 
 
 
Size_of_project 
 
Type_of_struct 
ure 
 
Phase_of_the_ 
project 
 
Profession Pearson Correlation .088 .104 .768
**
 
 Sig. (2-tailed) .304 .225 .000 
 N 139 139 139 
Years_of_experience Pearson Correlation .313
**
 .148 .168
*
 
 Sig. (2-tailed) .000 .081 .048 
 N 139 139 139 
Recreational_sport Pearson Correlation .300
**
 .231
**
 .121 
 Sig. (2-tailed) .000 .006 .156 
 N 139 139 139 
Size_of_the_office Pearson Correlation .472
**
 .322
**
 -.384
**
 
 Sig. (2-tailed) .000 .000 .000 
 N 139 139 139 
Size_of_personal_space Pearson Correlation -.127 -.222
**
 -.309
**
 
 Sig. (2-tailed) .136 .009 .000 
 N 139 139 139 
Form_of_desk Pearson Correlation -.152 -.176
*
 -.168
*
 
 Sig. (2-tailed) .073 .038 .048 
 N 139 139 139 
Form_of_Chair Pearson Correlation -.234
**
 .039 .319
**
 
 Sig. (2-tailed) .006 .649 .000 
 N 139 139 139 
The_level_of_chair Pearson Correlation -.544
**
 -.504
**
 .211
*
 
suitability 
Sig. (2-tailed) .000 .000 .013 
 N 139 139 139 
The_color_of_walls Pearson Correlation -.208
*
 -.282
**
 .061 
 Sig. (2-tailed) .014 .001 .478 
 N 139 139 139 
Lights Pearson Correlation .029 -.052 -.253
**
 
 Sig. (2-tailed) .737 .543 .003 
 N 139 139 139 
Temprature Pearson Correlation .283
**
 .094 -.272
**
 
 Sig. (2-tailed) .001 .271 .001 
 N 139 139 139 
Type_of_project Pearson Correlation .523
**
 -.056 -.117 
 Sig. (2-tailed) .000 .512 .169 
 N 139 139 139 
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Correlations 
 
 
 
 
P_2 
 
 
 
NP_2 
 
 
 
Dr-2 
 
 
 
En-2 
 
 
 
Me-2 
 
Profession Pearson Correlation -.068 .068 -.024 -.093 -.152 
 Sig. (2-tailed) .424 .424 .779 .275 .073 
 N 139 139 139 139 139 
Years_of_experience Pearson Correlation .258
**
 -.258
**
 -.012 .344
**
 .109 
 Sig. (2-tailed) .002 .002 .890 .000 .201 
 N 139 139 139 139 139 
Recreational_sport Pearson Correlation -.029 .029 .123 -.047 .172
*
 
 Sig. (2-tailed) .730 .730 .149 .583 .043 
 N 139 139 139 139 139 
Size_of_the_office Pearson Correlation -.010 .010 .254
**
 .124 .130 
 Sig. (2-tailed) .905 .905 .003 .147 .128 
 N 139 139 139 139 139 
Size_of_personal_space Pearson Correlation .414
**
 -.414
**
 .241
**
 .182
*
 -.137 
 Sig. (2-tailed) .000 .000 .004 .032 .107 
 N 139 139 139 139 139 
Form_of_desk Pearson Correlation .254
**
 -.254
**
 .177
*
 -.042 -.141 
 Sig. (2-tailed) .003 .003 .037 .621 .098 
 N 139 139 139 139 139 
Form_of_Chair Pearson Correlation -.107 .107 -.342
**
 .191
*
 .141 
 Sig. (2-tailed) .209 .209 .000 .024 .099 
 N 139 139 139 139 139 
The_level_of_chair Pearson Correlation -.038 .038 -.286
**
 -.069 -.203
*
 
suitability 
Sig. (2-tailed) .657 .657 .001 .420 .017 
 N 139 139 139 139 139 
The_color_of_walls Pearson Correlation .200
*
 -.200
*
 .010 -.195
*
 -.260
**
 
 Sig. (2-tailed) .018 .018 .904 .022 .002 
 N 139 139 139 139 139 
Lights Pearson Correlation .109 -.109 .091 -.115 .179
*
 
 Sig. (2-tailed) .203 .203 .285 .178 .035 
 N 139 139 139 139 139 
Temprature Pearson Correlation .108 -.108 .244
**
 -.137 -.293
**
 
 Sig. (2-tailed) .206 .206 .004 .109 .000 
 N 139 139 139 139 139 
Type_of_project Pearson Correlation .059 -.059 .189
*
 .151 .124 
 Sig. (2-tailed) .491 .491 .026 .077 .147 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Re-2 
 
 
 
Se-2 
 
 
 
Ta-2 
 
 
 
Wr-2 
 
 
 
PrD-2 
 
Profession Pearson Correlation .210
*
 -.101 .184
*
 -.030 .206
*
 
 Sig. (2-tailed) .013 .236 .030 .729 .015 
 N 139 139 139 139 139 
Years_of_experience Pearson Correlation -.146 .105 .074 -.120 .226
**
 
 Sig. (2-tailed) .086 .219 .384 .159 .007 
 N 139 139 139 139 139 
Recreational_sport Pearson Correlation -.153 -.208
*
 -.118 -.205
*
 -.071 
 Sig. (2-tailed) .072 .014 .167 .015 .405 
 N 139 139 139 139 139 
Size_of_the_office Pearson Correlation -.289
**
 -.111 -.300
**
 -.341
**
 -.217
*
 
 Sig. (2-tailed) .001 .193 .000 .000 .010 
 N 139 139 139 139 139 
Size_of_personal_space Pearson Correlation -.106 .091 .143 -.133 -.038 
 Sig. (2-tailed) .215 .288 .093 .119 .659 
 N 139 139 139 139 139 
Form_of_desk Pearson Correlation -.063 -.053 .117 -.078 .003 
 Sig. (2-tailed) .463 .536 .171 .361 .970 
 N 139 139 139 139 139 
Form_of_Chair Pearson Correlation .071 .052 .118 .067 .160 
 Sig. (2-tailed) .409 .546 .165 .435 .060 
 N 139 139 139 139 139 
The_level_of_chair Pearson Correlation .232
**
 .166 .329
**
 .303
**
 .114 
suitability 
Sig. (2-tailed) .006 .051 .000 .000 .180 
 N 139 139 139 139 139 
The_color_of_walls Pearson Correlation .215
*
 .179
*
 .314
**
 .265
**
 .123 
 Sig. (2-tailed) .011 .035 .000 .002 .148 
 N 139 139 139 139 139 
Lights Pearson Correlation -.045 -.127 -.157 .009 .124 
 Sig. (2-tailed) .598 .135 .065 .921 .147 
 N 139 139 139 139 139 
Temprature Pearson Correlation -.072 .064 .068 -.085 -.053 
 Sig. (2-tailed) .400 .454 .427 .322 .533 
 N 139 139 139 139 139 
Type_of_project Pearson Correlation -.229
**
 -.193
*
 -.258
**
 -.286
**
 -.030 
 Sig. (2-tailed) .007 .023 .002 .001 .727 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Mo-2 
 
 
 
Prs-2 
 
 
 
Chk-2 
 
 
 
Rx-2 
 
 
 
DisE-2 
 
Profession Pearson Correlation -.063 -.073 -.014 .515
**
 .012 
 Sig. (2-tailed) .461 .392 .868 .000 .890 
 N 139 139 139 139 139 
Years_of_experience Pearson Correlation -.013 .153 .024 .290
**
 .174
*
 
 Sig. (2-tailed) .878 .072 .780 .001 .040 
 N 139 139 139 139 139 
Recreational_sport Pearson Correlation -.103 -.180
*
 .009 .204
*
 -.003 
 Sig. (2-tailed) .226 .034 .913 .016 .975 
 N 139 139 139 139 139 
Size_of_the_office Pearson Correlation -.218
*
 -.075 -.085 -.091 .176
*
 
 Sig. (2-tailed) .010 .382 .317 .284 .039 
 N 139 139 139 139 139 
Size_of_personal_space Pearson Correlation .009 .155 .338
**
 -.180
*
 .017 
 Sig. (2-tailed) .916 .069 .000 .034 .840 
 N 139 139 139 139 139 
Form_of_desk Pearson Correlation .007 -.030 .344
**
 -.131 -.110 
 Sig. (2-tailed) .931 .726 .000 .124 .199 
 N 139 139 139 139 139 
Form_of_Chair Pearson Correlation .060 .067 .016 -.134 -.104 
 Sig. (2-tailed) .485 .433 .856 .116 .222 
 N 139 139 139 139 139 
The_level_of_chair Pearson Correlation .303
**
 .114 .128 -.068 -.178
*
 
suitability 
Sig. (2-tailed) .000 .180 .133 .425 .036 
 N 139 139 139 139 139 
The_color_of_walls Pearson Correlation .177
*
 .092 .102 .227
**
 -.039 
 Sig. (2-tailed) .037 .282 .230 .007 .651 
 N 139 139 139 139 139 
Lights Pearson Correlation -.064 -.001 -.044 -.035 -.008 
 Sig. (2-tailed) .455 .988 .604 .686 .925 
 N 139 139 139 139 139 
Temprature Pearson Correlation .006 -.066 .050 .234
**
 .122 
 Sig. (2-tailed) .942 .437 .561 .005 .152 
 N 139 139 139 139 139 
Type_of_project Pearson Correlation -.111 -.091 .044 -.109 -.026 
 Sig. (2-tailed) .193 .289 .611 .202 .759 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Br-2 
 
 
 
Pre-2 
 
 
 
SoI-2 
 
 
 
OthA-2 
 
Profession Pearson Correlation -.038 .173
*
 .080 .048 
 Sig. (2-tailed) .656 .042 .347 .573 
 N 139 139 139 139 
Years_of_experience Pearson Correlation -.176
*
 .217
*
 -.212
*
 -.261
**
 
 Sig. (2-tailed) .038 .010 .012 .002 
 N 139 139 139 139 
Recreational_sport Pearson Correlation .260
**
 -.043 .005 -.041 
 Sig. (2-tailed) .002 .619 .956 .631 
 N 139 139 139 139 
Size_of_the_office Pearson Correlation .349
**
 -.054 -.117 -.077 
 Sig. (2-tailed) .000 .528 .169 .368 
 N 139 139 139 139 
Size_of_personal_space Pearson Correlation -.416
**
 .013 -.369
**
 -.198
*
 
 Sig. (2-tailed) .000 .880 .000 .020 
 N 139 139 139 139 
Form_of_desk Pearson Correlation -.324
**
 -.001 -.220
**
 -.076 
 Sig. (2-tailed) .000 .994 .009 .374 
 N 139 139 139 139 
Form_of_Chair Pearson Correlation -.108 .100 .097 .168
*
 
 Sig. (2-tailed) .208 .243 .256 .047 
 N 139 139 139 139 
The_level_of_chair Pearson Correlation -.250
**
 -.005 .081 .109 
suitability 
Sig. (2-tailed) .003 .958 .340 .203 
 N 139 139 139 139 
The_color_of_walls Pearson Correlation -.351
**
 .110 -.045 -.162 
 Sig. (2-tailed) .000 .198 .601 .056 
 N 139 139 139 139 
Lights Pearson Correlation -.112 .114 -.254
**
 .067 
 Sig. (2-tailed) .191 .180 .003 .436 
 N 139 139 139 139 
Temprature Pearson Correlation .037 .077 -.070 -.196
*
 
 Sig. (2-tailed) .666 .367 .412 .021 
 N 139 139 139 139 
Type_of_project Pearson Correlation .087 .008 -.130 -.018 
 Sig. (2-tailed) .307 .922 .126 .835 
 N 139 139 139 139 
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Correlations 
 
 
 
 
Profession 
 
Years_of_exper 
ience 
 
Recreational_s 
port 
 
Size_of_project Pearson Correlation .088 .313
**
 .300
**
 
 Sig. (2-tailed) .304 .000 .000 
 N 139 139 139 
Type_of_structure Pearson Correlation .104 .148 .231
**
 
 Sig. (2-tailed) .225 .081 .006 
 N 139 139 139 
Phase_of_the_project Pearson Correlation .768
**
 .168
*
 .121 
 Sig. (2-tailed) .000 .048 .156 
 N 139 139 139 
P_2 Pearson Correlation -.068 .258
**
 -.029 
 Sig. (2-tailed) .424 .002 .730 
 N 139 139 139 
NP_2 Pearson Correlation .068 -.258
**
 .029 
 Sig. (2-tailed) .424 .002 .730 
 N 139 139 139 
Dr-2 Pearson Correlation -.024 -.012 .123 
 Sig. (2-tailed) .779 .890 .149 
 N 139 139 139 
En-2 Pearson Correlation -.093 .344
**
 -.047 
 Sig. (2-tailed) .275 .000 .583 
 N 139 139 139 
Me-2 Pearson Correlation -.152 .109 .172
*
 
 Sig. (2-tailed) .073 .201 .043 
 N 139 139 139 
Re-2 Pearson Correlation .210
*
 -.146 -.153 
 Sig. (2-tailed) .013 .086 .072 
 N 139 139 139 
Se-2 Pearson Correlation -.101 .105 -.208
*
 
 Sig. (2-tailed) .236 .219 .014 
 N 139 139 139 
Ta-2 Pearson Correlation .184
*
 .074 -.118 
 Sig. (2-tailed) .030 .384 .167 
 N 139 139 139 
Wr-2 Pearson Correlation -.030 -.120 -.205
*
 
 Sig. (2-tailed) .729 .159 .015 
 N 139 139 139 
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Correlations 
  
Size_of_the_off 
ice 
 
Size_of_person 
al_space 
 
 
 
Form_of_desk 
 
Size_of_project Pearson Correlation .472
**
 -.127 -.152 
 Sig. (2-tailed) .000 .136 .073 
 N 139 139 139 
Type_of_structure Pearson Correlation .322
**
 -.222
**
 -.176
*
 
 Sig. (2-tailed) .000 .009 .038 
 N 139 139 139 
Phase_of_the_project Pearson Correlation -.384
**
 -.309
**
 -.168
*
 
 Sig. (2-tailed) .000 .000 .048 
 N 139 139 139 
P_2 Pearson Correlation -.010 .414
**
 .254
**
 
 Sig. (2-tailed) .905 .000 .003 
 N 139 139 139 
NP_2 Pearson Correlation .010 -.414
**
 -.254
**
 
 Sig. (2-tailed) .905 .000 .003 
 N 139 139 139 
Dr-2 Pearson Correlation .254
**
 .241
**
 .177
*
 
 Sig. (2-tailed) .003 .004 .037 
 N 139 139 139 
En-2 Pearson Correlation .124 .182
*
 -.042 
 Sig. (2-tailed) .147 .032 .621 
 N 139 139 139 
Me-2 Pearson Correlation .130 -.137 -.141 
 Sig. (2-tailed) .128 .107 .098 
 N 139 139 139 
Re-2 Pearson Correlation -.289
**
 -.106 -.063 
 Sig. (2-tailed) .001 .215 .463 
 N 139 139 139 
Se-2 Pearson Correlation -.111 .091 -.053 
 Sig. (2-tailed) .193 .288 .536 
 N 139 139 139 
Ta-2 Pearson Correlation -.300
**
 .143 .117 
 Sig. (2-tailed) .000 .093 .171 
 N 139 139 139 
Wr-2 Pearson Correlation -.341
**
 -.133 -.078 
 Sig. (2-tailed) .000 .119 .361 
 N 139 139 139 
290 
 
 
Correlations 
 
 
 
 
Form_of_Chair 
 
The_level_of_c 
hair suitability 
 
The_color_of_w 
alls 
 
Size_of_project Pearson Correlation -.234
**
 -.544
**
 -.208
*
 
 Sig. (2-tailed) .006 .000 .014 
 N 139 139 139 
Type_of_structure Pearson Correlation .039 -.504
**
 -.282
**
 
 Sig. (2-tailed) .649 .000 .001 
 N 139 139 139 
Phase_of_the_project Pearson Correlation .319
**
 .211
*
 .061 
 Sig. (2-tailed) .000 .013 .478 
 N 139 139 139 
P_2 Pearson Correlation -.107 -.038 .200
*
 
 Sig. (2-tailed) .209 .657 .018 
 N 139 139 139 
NP_2 Pearson Correlation .107 .038 -.200
*
 
 Sig. (2-tailed) .209 .657 .018 
 N 139 139 139 
Dr-2 Pearson Correlation -.342
**
 -.286
**
 .010 
 Sig. (2-tailed) .000 .001 .904 
 N 139 139 139 
En-2 Pearson Correlation .191
*
 -.069 -.195
*
 
 Sig. (2-tailed) .024 .420 .022 
 N 139 139 139 
Me-2 Pearson Correlation .141 -.203
*
 -.260
**
 
 Sig. (2-tailed) .099 .017 .002 
 N 139 139 139 
Re-2 Pearson Correlation .071 .232
**
 .215
*
 
 Sig. (2-tailed) .409 .006 .011 
 N 139 139 139 
Se-2 Pearson Correlation .052 .166 .179
*
 
 Sig. (2-tailed) .546 .051 .035 
 N 139 139 139 
Ta-2 Pearson Correlation .118 .329
**
 .314
**
 
 Sig. (2-tailed) .165 .000 .000 
 N 139 139 139 
Wr-2 Pearson Correlation .067 .303
**
 .265
**
 
 Sig. (2-tailed) .435 .000 .002 
 N 139 139 139 
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Correlations 
 
 
 
 
Lights 
 
 
 
Temprature 
 
Type_of_projec 
t 
 
Size_of_project Pearson Correlation .029 .283
**
 .523
**
 
 Sig. (2-tailed) .737 .001 .000 
 N 139 139 139 
Type_of_structure Pearson Correlation -.052 .094 -.056 
 Sig. (2-tailed) .543 .271 .512 
 N 139 139 139 
Phase_of_the_project Pearson Correlation -.253
**
 -.272
**
 -.117 
 Sig. (2-tailed) .003 .001 .169 
 N 139 139 139 
P_2 Pearson Correlation .109 .108 .059 
 Sig. (2-tailed) .203 .206 .491 
 N 139 139 139 
NP_2 Pearson Correlation -.109 -.108 -.059 
 Sig. (2-tailed) .203 .206 .491 
 N 139 139 139 
Dr-2 Pearson Correlation .091 .244
**
 .189
*
 
 Sig. (2-tailed) .285 .004 .026 
 N 139 139 139 
En-2 Pearson Correlation -.115 -.137 .151 
 Sig. (2-tailed) .178 .109 .077 
 N 139 139 139 
Me-2 Pearson Correlation .179
*
 -.293
**
 .124 
 Sig. (2-tailed) .035 .000 .147 
 N 139 139 139 
Re-2 Pearson Correlation -.045 -.072 -.229
**
 
 Sig. (2-tailed) .598 .400 .007 
 N 139 139 139 
Se-2 Pearson Correlation -.127 .064 -.193
*
 
 Sig. (2-tailed) .135 .454 .023 
 N 139 139 139 
Ta-2 Pearson Correlation -.157 .068 -.258
**
 
 Sig. (2-tailed) .065 .427 .002 
 N 139 139 139 
Wr-2 Pearson Correlation .009 -.085 -.286
**
 
 Sig. (2-tailed) .921 .322 .001 
 N 139 139 139 
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Correlations 
 
 
 
 
Size_of_project 
 
Type_of_struct 
ure 
 
Phase_of_the_ 
project 
 
Size_of_project Pearson Correlation 1 .128 -.126 
 Sig. (2-tailed)  .133 .138 
 N 139 139 139 
Type_of_structure Pearson Correlation .128 1 .232
**
 
 Sig. (2-tailed) .133  .006 
 N 139 139 139 
Phase_of_the_project Pearson Correlation -.126 .232
**
 1 
 Sig. (2-tailed) .138 .006  
 N 139 139 139 
P_2 Pearson Correlation .094 .012 -.091 
 Sig. (2-tailed) .271 .893 .289 
 N 139 139 139 
NP_2 Pearson Correlation -.094 -.012 .091 
 Sig. (2-tailed) .271 .893 .289 
 N 139 139 139 
Dr-2 Pearson Correlation .224
**
 .124 .004 
 Sig. (2-tailed) .008 .146 .960 
 N 139 139 139 
En-2 Pearson Correlation .031 -.015 -.170
*
 
 Sig. (2-tailed) .720 .862 .046 
 N 139 139 139 
Me-2 Pearson Correlation -.022 .092 -.017 
 Sig. (2-tailed) .797 .283 .842 
 N 139 139 139 
Re-2 Pearson Correlation -.200
*
 -.075 .275
**
 
 Sig. (2-tailed) .018 .383 .001 
 N 139 139 139 
Se-2 Pearson Correlation -.133 -.151 -.168
*
 
 Sig. (2-tailed) .119 .076 .049 
 N 139 139 139 
Ta-2 Pearson Correlation -.173
*
 .000 .168
*
 
 Sig. (2-tailed) .042 1.000 .048 
 N 139 139 139 
Wr-2 Pearson Correlation -.216
*
 -.261
**
 -.076 
 Sig. (2-tailed) .011 .002 .374 
 N 139 139 139 
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Correlations 
 
 
 
 
P_2 
 
 
 
NP_2 
 
 
 
Dr-2 
 
 
 
En-2 
 
 
 
Me-2 
 
Size_of_project Pearson Correlation .094 -.094 .224
**
 .031 -.022 
 Sig. (2-tailed) .271 .271 .008 .720 .797 
 N 139 139 139 139 139 
Type_of_structure Pearson Correlation .012 -.012 .124 -.015 .092 
 Sig. (2-tailed) .893 .893 .146 .862 .283 
 N 139 139 139 139 139 
Phase_of_the_project Pearson Correlation -.091 .091 .004 -.170
*
 -.017 
 Sig. (2-tailed) .289 .289 .960 .046 .842 
 N 139 139 139 139 139 
P_2 Pearson Correlation 1 -1.000
**
 .476
**
 .213
*
 .224
**
 
 Sig. (2-tailed)  .000 .000 .012 .008 
 N 139 139 139 139 139 
NP_2 Pearson Correlation -1.000
**
 1 -.476
**
 -.213
*
 -.224
**
 
 Sig. (2-tailed) .000  .000 .012 .008 
 N 139 139 139 139 139 
Dr-2 Pearson Correlation .476
**
 -.476
**
 1 -.083 -.188
*
 
 Sig. (2-tailed) .000 .000  .331 .026 
 N 139 139 139 139 139 
En-2 Pearson Correlation .213
*
 -.213
*
 -.083 1 .023 
 Sig. (2-tailed) .012 .012 .331  .788 
 N 139 139 139 139 139 
Me-2 Pearson Correlation .224
**
 -.224
**
 -.188
*
 .023 1 
 Sig. (2-tailed) .008 .008 .026 .788  
 N 139 139 139 139 139 
Re-2 Pearson Correlation -.143 .143 -.270
**
 -.052 -.013 
 Sig. (2-tailed) .093 .093 .001 .547 .877 
 N 139 139 139 139 139 
Se-2 Pearson Correlation .093 -.093 -.196
*
 .524
**
 -.144 
 Sig. (2-tailed) .276 .276 .021 .000 .092 
 N 139 139 139 139 139 
Ta-2 Pearson Correlation .416
**
 -.416
**
 -.158 .018 -.018 
 Sig. (2-tailed) .000 .000 .064 .829 .835 
 N 139 139 139 139 139 
Wr-2 Pearson Correlation -.168
*
 .168
*
 -.431
**
 -.184
*
 .105 
 Sig. (2-tailed) .048 .048 .000 .031 .219 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Re-2 
 
 
 
Se-2 
 
 
 
Ta-2 
 
 
 
Wr-2 
 
 
 
PrD-2 
 
Size_of_project Pearson Correlation -.200
*
 -.133 -.173
*
 -.216
*
 .053 
 Sig. (2-tailed) .018 .119 .042 .011 .536 
 N 139 139 139 139 139 
Type_of_structure Pearson Correlation -.075 -.151 .000 -.261
**
 .005 
 Sig. (2-tailed) .383 .076 1.000 .002 .955 
 N 139 139 139 139 139 
Phase_of_the_project Pearson Correlation .275
**
 -.168
*
 .168
*
 -.076 .068 
 Sig. (2-tailed) .001 .049 .048 .374 .429 
 N 139 139 139 139 139 
P_2 Pearson Correlation -.143 .093 .416
**
 -.168
*
 .072 
 Sig. (2-tailed) .093 .276 .000 .048 .399 
 N 139 139 139 139 139 
NP_2 Pearson Correlation .143 -.093 -.416
**
 .168
*
 -.072 
 Sig. (2-tailed) .093 .276 .000 .048 .399 
 N 139 139 139 139 139 
Dr-2 Pearson Correlation -.270
**
 -.196
*
 -.158 -.431
**
 -.176
*
 
 Sig. (2-tailed) .001 .021 .064 .000 .039 
 N 139 139 139 139 139 
En-2 Pearson Correlation -.052 .524
**
 .018 -.184
*
 -.042 
 Sig. (2-tailed) .547 .000 .829 .031 .625 
 N 139 139 139 139 139 
Me-2 Pearson Correlation -.013 -.144 -.018 .105 -.059 
 Sig. (2-tailed) .877 .092 .835 .219 .493 
 N 139 139 139 139 139 
Re-2 Pearson Correlation 1 -.023 .078 .123 -.029 
 Sig. (2-tailed)  .791 .362 .151 .731 
 N 139 139 139 139 139 
Se-2 Pearson Correlation -.023 1 .070 .018 -.036 
 Sig. (2-tailed) .791  .415 .834 .672 
 N 139 139 139 139 139 
Ta-2 Pearson Correlation .078 .070 1 -.001 -.005 
 Sig. (2-tailed) .362 .415  .989 .958 
 N 139 139 139 139 139 
Wr-2 Pearson Correlation .123 .018 -.001 1 .053 
 Sig. (2-tailed) .151 .834 .989  .539 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Mo-2 
 
 
 
Prs-2 
 
 
 
Chk-2 
 
 
 
Rx-2 
 
 
 
DisE-2 
 
Size_of_project Pearson Correlation -.076 -.117 -.051 .279
**
 .111 
 Sig. (2-tailed) .375 .171 .552 .001 .194 
 N 139 139 139 139 139 
Type_of_structure Pearson Correlation -.258
**
 -.137 -.010 .238
**
 .152 
 Sig. (2-tailed) .002 .108 .906 .005 .074 
 N 139 139 139 139 139 
Phase_of_the_project Pearson Correlation -.098 -.106 .008 .489
**
 -.064 
 Sig. (2-tailed) .253 .215 .921 .000 .454 
 N 139 139 139 139 139 
P_2 Pearson Correlation .068 .159 .340
**
 .084 .163 
 Sig. (2-tailed) .427 .062 .000 .325 .055 
 N 139 139 139 139 139 
NP_2 Pearson Correlation -.068 -.159 -.340
**
 -.084 -.163 
 Sig. (2-tailed) .427 .062 .000 .325 .055 
 N 139 139 139 139 139 
Dr-2 Pearson Correlation -.294
**
 -.095 -.177
*
 .233
**
 .136 
 Sig. (2-tailed) .000 .265 .037 .006 .111 
 N 139 139 139 139 139 
En-2 Pearson Correlation .157 .259
**
 -.110 -.093 .369
**
 
 Sig. (2-tailed) .064 .002 .197 .274 .000 
 N 139 139 139 139 139 
Me-2 Pearson Correlation -.112 -.015 -.011 -.267
**
 -.062 
 Sig. (2-tailed) .191 .864 .896 .001 .471 
 N 139 139 139 139 139 
Re-2 Pearson Correlation -.049 -.050 -.037 .069 -.117 
 Sig. (2-tailed) .567 .555 .661 .421 .171 
 N 139 139 139 139 139 
Se-2 Pearson Correlation .252
**
 .090 -.101 -.137 .137 
 Sig. (2-tailed) .003 .291 .238 .109 .108 
 N 139 139 139 139 139 
Ta-2 Pearson Correlation .327
**
 .214
*
 .368
**
 .039 -.004 
 Sig. (2-tailed) .000 .011 .000 .648 .963 
 N 139 139 139 139 139 
Wr-2 Pearson Correlation .021 -.055 -.093 -.095 -.145 
 Sig. (2-tailed) .803 .523 .275 .268 .087 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Br-2 
 
 
 
Pre-2 
 
 
 
SoI-2 
 
 
 
OthA-2 
 
Size_of_project Pearson Correlation .160 .169
*
 -.138 -.164 
 Sig. (2-tailed) .060 .047 .105 .053 
 N 139 139 139 139 
Type_of_structure Pearson Correlation .189
*
 .128 -.159 -.015 
 Sig. (2-tailed) .026 .134 .061 .860 
 N 139 139 139 139 
Phase_of_the_project Pearson Correlation .099 .055 .166 .041 
 Sig. (2-tailed) .248 .520 .051 .632 
 N 139 139 139 139 
P_2 Pearson Correlation -.645
**
 -.117 -.736
**
 -.756
**
 
 Sig. (2-tailed) .000 .169 .000 .000 
 N 139 139 139 139 
NP_2 Pearson Correlation .645
**
 .117 .736
**
 .756
**
 
 Sig. (2-tailed) .000 .169 .000 .000 
 N 139 139 139 139 
Dr-2 Pearson Correlation -.141 -.126 -.428
**
 -.329
**
 
 Sig. (2-tailed) .098 .138 .000 .000 
 N 139 139 139 139 
En-2 Pearson Correlation -.182
*
 .015 -.222
**
 -.110 
 Sig. (2-tailed) .032 .860 .009 .199 
 N 139 139 139 139 
Me-2 Pearson Correlation -.144 .071 -.159 -.232
**
 
 Sig. (2-tailed) .091 .405 .062 .006 
 N 139 139 139 139 
Re-2 Pearson Correlation -.085 -.025 .146 .227
**
 
 Sig. (2-tailed) .318 .770 .087 .007 
 N 139 139 139 139 
Se-2 Pearson Correlation -.192
*
 .063 -.001 -.119 
 Sig. (2-tailed) .024 .464 .991 .162 
 N 139 139 139 139 
Ta-2 Pearson Correlation -.333
**
 .073 -.303
**
 -.326
**
 
 Sig. (2-tailed) .000 .395 .000 .000 
 N 139 139 139 139 
Wr-2 Pearson Correlation -.061 -.045 .255
**
 .106 
 Sig. (2-tailed) .473 .601 .002 .216 
 N 139 139 139 139 
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Correlations 
 
 
 
 
Profession 
 
Years_of_exper 
ience 
 
Recreational_s 
port 
 
PrD-2 Pearson Correlation .206
*
 .226
**
 -.071 
 Sig. (2-tailed) .015 .007 .405 
 N 139 139 139 
Mo-2 Pearson Correlation -.063 -.013 -.103 
 Sig. (2-tailed) .461 .878 .226 
 N 139 139 139 
Prs-2 Pearson Correlation -.073 .153 -.180
*
 
 Sig. (2-tailed) .392 .072 .034 
 N 139 139 139 
Chk-2 Pearson Correlation -.014 .024 .009 
 Sig. (2-tailed) .868 .780 .913 
 N 139 139 139 
Rx-2 Pearson Correlation .515
**
 .290
**
 .204
*
 
 Sig. (2-tailed) .000 .001 .016 
 N 139 139 139 
DisE-2 Pearson Correlation .012 .174
*
 -.003 
 Sig. (2-tailed) .890 .040 .975 
 N 139 139 139 
Br-2 Pearson Correlation -.038 -.176
*
 .260
**
 
 Sig. (2-tailed) .656 .038 .002 
 N 139 139 139 
Pre-2 Pearson Correlation .173
*
 .217
*
 -.043 
 Sig. (2-tailed) .042 .010 .619 
 N 139 139 139 
SoI-2 Pearson Correlation .080 -.212
*
 .005 
 Sig. (2-tailed) .347 .012 .956 
 N 139 139 139 
OthA-2 Pearson Correlation .048 -.261
**
 -.041 
 Sig. (2-tailed) .573 .002 .631 
 N 139 139 139 
298 
 
 
Correlations 
  
Size_of_the_off 
ice 
 
Size_of_person 
al_space 
 
 
 
Form_of_desk 
 
PrD-2 Pearson Correlation -.217
*
 -.038 .003 
 Sig. (2-tailed) .010 .659 .970 
 N 139 139 139 
Mo-2 Pearson Correlation -.218
*
 .009 .007 
 Sig. (2-tailed) .010 .916 .931 
 N 139 139 139 
Prs-2 Pearson Correlation -.075 .155 -.030 
 Sig. (2-tailed) .382 .069 .726 
 N 139 139 139 
Chk-2 Pearson Correlation -.085 .338
**
 .344
**
 
 Sig. (2-tailed) .317 .000 .000 
 N 139 139 139 
Rx-2 Pearson Correlation -.091 -.180
*
 -.131 
 Sig. (2-tailed) .284 .034 .124 
 N 139 139 139 
DisE-2 Pearson Correlation .176
*
 .017 -.110 
 Sig. (2-tailed) .039 .840 .199 
 N 139 139 139 
Br-2 Pearson Correlation .349
**
 -.416
**
 -.324
**
 
 Sig. (2-tailed) .000 .000 .000 
 N 139 139 139 
Pre-2 Pearson Correlation -.054 .013 -.001 
 Sig. (2-tailed) .528 .880 .994 
 N 139 139 139 
SoI-2 Pearson Correlation -.117 -.369
**
 -.220
**
 
 Sig. (2-tailed) .169 .000 .009 
 N 139 139 139 
OthA-2 Pearson Correlation -.077 -.198
*
 -.076 
 Sig. (2-tailed) .368 .020 .374 
 N 139 139 139 
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Correlations 
 
 
 
 
Form_of_Chair 
 
The_level_of_c 
hair suitability 
 
The_color_of_w 
alls 
 
PrD-2 Pearson Correlation .160 .114 .123 
 Sig. (2-tailed) .060 .180 .148 
 N 139 139 139 
Mo-2 Pearson Correlation .060 .303
**
 .177
*
 
 Sig. (2-tailed) .485 .000 .037 
 N 139 139 139 
Prs-2 Pearson Correlation .067 .114 .092 
 Sig. (2-tailed) .433 .180 .282 
 N 139 139 139 
Chk-2 Pearson Correlation .016 .128 .102 
 Sig. (2-tailed) .856 .133 .230 
 N 139 139 139 
Rx-2 Pearson Correlation -.134 -.068 .227
**
 
 Sig. (2-tailed) .116 .425 .007 
 N 139 139 139 
DisE-2 Pearson Correlation -.104 -.178
*
 -.039 
 Sig. (2-tailed) .222 .036 .651 
 N 139 139 139 
Br-2 Pearson Correlation -.108 -.250
**
 -.351
**
 
 Sig. (2-tailed) .208 .003 .000 
 N 139 139 139 
Pre-2 Pearson Correlation .100 -.005 .110 
 Sig. (2-tailed) .243 .958 .198 
 N 139 139 139 
SoI-2 Pearson Correlation .097 .081 -.045 
 Sig. (2-tailed) .256 .340 .601 
 N 139 139 139 
OthA-2 Pearson Correlation .168
*
 .109 -.162 
 Sig. (2-tailed) .047 .203 .056 
 N 139 139 139 
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Correlations 
 
 
 
 
Lights 
 
 
 
Temprature 
 
Type_of_projec 
t 
 
PrD-2 Pearson Correlation .124 -.053 -.030 
 Sig. (2-tailed) .147 .533 .727 
 N 139 139 139 
Mo-2 Pearson Correlation -.064 .006 -.111 
 Sig. (2-tailed) .455 .942 .193 
 N 139 139 139 
Prs-2 Pearson Correlation -.001 -.066 -.091 
 Sig. (2-tailed) .988 .437 .289 
 N 139 139 139 
Chk-2 Pearson Correlation -.044 .050 .044 
 Sig. (2-tailed) .604 .561 .611 
 N 139 139 139 
Rx-2 Pearson Correlation -.035 .234
**
 -.109 
 Sig. (2-tailed) .686 .005 .202 
 N 139 139 139 
DisE-2 Pearson Correlation -.008 .122 -.026 
 Sig. (2-tailed) .925 .152 .759 
 N 139 139 139 
Br-2 Pearson Correlation -.112 .037 .087 
 Sig. (2-tailed) .191 .666 .307 
 N 139 139 139 
Pre-2 Pearson Correlation .114 .077 .008 
 Sig. (2-tailed) .180 .367 .922 
 N 139 139 139 
SoI-2 Pearson Correlation -.254
**
 -.070 -.130 
 Sig. (2-tailed) .003 .412 .126 
 N 139 139 139 
OthA-2 Pearson Correlation .067 -.196
*
 -.018 
 Sig. (2-tailed) .436 .021 .835 
 N 139 139 139 
301 
 
 
Correlations 
 
 
 
 
Size_of_project 
 
Type_of_struct 
ure 
 
Phase_of_the_ 
project 
 
PrD-2 Pearson Correlation .053 .005 .068 
 Sig. (2-tailed) .536 .955 .429 
 N 139 139 139 
Mo-2 Pearson Correlation -.076 -.258
**
 -.098 
 Sig. (2-tailed) .375 .002 .253 
 N 139 139 139 
Prs-2 Pearson Correlation -.117 -.137 -.106 
 Sig. (2-tailed) .171 .108 .215 
 N 139 139 139 
Chk-2 Pearson Correlation -.051 -.010 .008 
 Sig. (2-tailed) .552 .906 .921 
 N 139 139 139 
Rx-2 Pearson Correlation .279
**
 .238
**
 .489
**
 
 Sig. (2-tailed) .001 .005 .000 
 N 139 139 139 
DisE-2 Pearson Correlation .111 .152 -.064 
 Sig. (2-tailed) .194 .074 .454 
 N 139 139 139 
Br-2 Pearson Correlation .160 .189
*
 .099 
 Sig. (2-tailed) .060 .026 .248 
 N 139 139 139 
Pre-2 Pearson Correlation .169
*
 .128 .055 
 Sig. (2-tailed) .047 .134 .520 
 N 139 139 139 
SoI-2 Pearson Correlation -.138 -.159 .166 
 Sig. (2-tailed) .105 .061 .051 
 N 139 139 139 
OthA-2 Pearson Correlation -.164 -.015 .041 
 Sig. (2-tailed) .053 .860 .632 
 N 139 139 139 
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Correlations 
 
 
 
 
P_2 
 
 
 
NP_2 
 
 
 
Dr-2 
 
 
 
En-2 
 
 
 
Me-2 
 
PrD-2 Pearson Correlation .072 -.072 -.176
*
 -.042 -.059 
 Sig. (2-tailed) .399 .399 .039 .625 .493 
 N 139 139 139 139 139 
Mo-2 Pearson Correlation .068 -.068 -.294
**
 .157 -.112 
 Sig. (2-tailed) .427 .427 .000 .064 .191 
 N 139 139 139 139 139 
Prs-2 Pearson Correlation .159 -.159 -.095 .259
**
 -.015 
 Sig. (2-tailed) .062 .062 .265 .002 .864 
 N 139 139 139 139 139 
Chk-2 Pearson Correlation .340
**
 -.340
**
 -.177
*
 -.110 -.011 
 Sig. (2-tailed) .000 .000 .037 .197 .896 
 N 139 139 139 139 139 
Rx-2 Pearson Correlation .084 -.084 .233
**
 -.093 -.267
**
 
 Sig. (2-tailed) .325 .325 .006 .274 .001 
 N 139 139 139 139 139 
DisE-2 Pearson Correlation .163 -.163 .136 .369
**
 -.062 
 Sig. (2-tailed) .055 .055 .111 .000 .471 
 N 139 139 139 139 139 
Br-2 Pearson Correlation -.645
**
 .645
**
 -.141 -.182
*
 -.144 
 Sig. (2-tailed) .000 .000 .098 .032 .091 
 N 139 139 139 139 139 
Pre-2 Pearson Correlation -.117 .117 -.126 .015 .071 
 Sig. (2-tailed) .169 .169 .138 .860 .405 
 N 139 139 139 139 139 
SoI-2 Pearson Correlation -.736
**
 .736
**
 -.428
**
 -.222
**
 -.159 
 Sig. (2-tailed) .000 .000 .000 .009 .062 
 N 139 139 139 139 139 
OthA-2 Pearson Correlation -.756
**
 .756
**
 -.329
**
 -.110 -.232
**
 
 Sig. (2-tailed) .000 .000 .000 .199 .006 
 N 139 139 139 139 139 
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Correlations 
 
 
 
 
Re-2 
 
 
 
Se-2 
 
 
 
Ta-2 
 
 
 
Wr-2 
 
 
 
PrD-2 
 
PrD-2 Pearson Correlation -.029 -.036 -.005 .053 1 
 Sig. (2-tailed) .731 .672 .958 .539  
 N 139 139 139 139 139 
Mo-2 Pearson Correlation -.049 .252
**
 .327
**
 .021 .176
*
 
 Sig. (2-tailed) .567 .003 .000 .803 .039 
 N 139 139 139 139 139 
Prs-2 Pearson Correlation -.050 .090 .214
*
 -.055 -.035 
 Sig. (2-tailed) .555 .291 .011 .523 .685 
 N 139 139 139 139 139 
Chk-2 Pearson Correlation -.037 -.101 .368
**
 -.093 .020 
 Sig. (2-tailed) .661 .238 .000 .275 .817 
 N 139 139 139 139 139 
Rx-2 Pearson Correlation .069 -.137 .039 -.095 .274
**
 
 Sig. (2-tailed) .421 .109 .648 .268 .001 
 N 139 139 139 139 139 
DisE-2 Pearson Correlation -.117 .137 -.004 -.145 -.081 
 Sig. (2-tailed) .171 .108 .963 .087 .344 
 N 139 139 139 139 139 
Br-2 Pearson Correlation -.085 -.192
*
 -.333
**
 -.061 -.173
*
 
 Sig. (2-tailed) .318 .024 .000 .473 .041 
 N 139 139 139 139 139 
Pre-2 Pearson Correlation -.025 .063 .073 -.045 -.026 
 Sig. (2-tailed) .770 .464 .395 .601 .760 
 N 139 139 139 139 139 
SoI-2 Pearson Correlation .146 -.001 -.303
**
 .255
**
 .068 
 Sig. (2-tailed) .087 .991 .000 .002 .425 
 N 139 139 139 139 139 
OthA-2 Pearson Correlation .227
**
 -.119 -.326
**
 .106 -.029 
 Sig. (2-tailed) .007 .162 .000 .216 .734 
 N 139 139 139 139 139 
304 
 
 
Correlations 
 
 
 
 
Mo-2 
 
 
 
Prs-2 
 
 
 
Chk-2 
 
 
 
Rx-2 
 
 
 
DisE-2 
 
PrD-2 Pearson Correlation .176
*
 -.035 .020 .274
**
 -.081 
 Sig. (2-tailed) .039 .685 .817 .001 .344 
 N 139 139 139 139 139 
Mo-2 Pearson Correlation 1 .090 .013 -.092 .025 
 Sig. (2-tailed)  .293 .883 .280 .767 
 N 139 139 139 139 139 
Prs-2 Pearson Correlation .090 1 .059 -.148 .291
**
 
 Sig. (2-tailed) .293  .492 .082 .001 
 N 139 139 139 139 139 
Chk-2 Pearson Correlation .013 .059 1 -.075 -.061 
 Sig. (2-tailed) .883 .492  .383 .474 
 N 139 139 139 139 139 
Rx-2 Pearson Correlation -.092 -.148 -.075 1 -.013 
 Sig. (2-tailed) .280 .082 .383  .884 
 N 139 139 139 139 139 
DisE-2 Pearson Correlation .025 .291
**
 -.061 -.013 1 
 Sig. (2-tailed) .767 .001 .474 .884  
 N 139 139 139 139 139 
Br-2 Pearson Correlation -.087 -.100 -.199
*
 .021 -.004 
 Sig. (2-tailed) .308 .241 .019 .802 .966 
 N 139 139 139 139 139 
Pre-2 Pearson Correlation -.017 -.013 -.078 -.016 -.058 
 Sig. (2-tailed) .846 .880 .359 .847 .501 
 N 139 139 139 139 139 
SoI-2 Pearson Correlation -.029 -.149 -.267
**
 .061 -.216
*
 
 Sig. (2-tailed) .732 .079 .002 .474 .011 
 N 139 139 139 139 139 
OthA-2 Pearson Correlation -.093 -.111 -.252
**
 -.103 -.136 
 Sig. (2-tailed) .276 .194 .003 .228 .110 
 N 139 139 139 139 139 
 
Correlations 
 
 
 
 
Br-2 
 
 
 
Pre-2 
 
 
 
SoI-2 
 
 
 
OthA-2 
 
PrD-2 Pearson Correlation -.173
*
 -.026 .068 -.029 
 Sig. (2-tailed) .041 .760 .425 .734 
 N 139 139 139 139 
Mo-2 Pearson Correlation -.087 -.017 -.029 -.093 
 Sig. (2-tailed) .308 .846 .732 .276 
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 N 139 139 139 139 
Prs-2 Pearson Correlation -.100 -.013 -.149 -.111 
 Sig. (2-tailed) .241 .880 .079 .194 
 N 139 139 139 139 
Chk-2 Pearson Correlation -.199
*
 -.078 -.267
**
 -.252
**
 
 Sig. (2-tailed) .019 .359 .002 .003 
 N 139 139 139 139 
Rx-2 Pearson Correlation .021 -.016 .061 -.103 
 Sig. (2-tailed) .802 .847 .474 .228 
 N 139 139 139 139 
DisE-2 Pearson Correlation -.004 -.058 -.216
*
 -.136 
 Sig. (2-tailed) .966 .501 .011 .110 
 N 139 139 139 139 
Br-2 Pearson Correlation 1 .005 .333
**
 .308
**
 
 Sig. (2-tailed)  .951 .000 .000 
 N 139 139 139 139 
Pre-2 Pearson Correlation .005 1 -.012 -.091 
 Sig. (2-tailed) .951  .889 .288 
 N 139 139 139 139 
SoI-2 Pearson Correlation .333
**
 -.012 1 .444
**
 
 Sig. (2-tailed) .000 .889  .000 
 N 139 139 139 139 
OthA-2 Pearson Correlation .308
**
 -.091 .444
**
 1 
 Sig. (2-tailed) .000 .288 .000  
 N 139 139 139 139 
      **. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
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B.2 Productivity measurement using backward regression (variables 
are activities) 
 
Appendix B. 2: Productivity measurement using backward regression. 
Variables Entered/Removed
a,b
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Prs-2,   
 
 
 
 
. 
 
 
 
 
 
Enter 
 Pre-2, PrD-2, 
 Se-2, Me-2, 
 Re-2, Wr-2, 
 DisE-2, Chk- 
 2, Mo-2, Rx-2,    
 En-2, SoI-2,    
 Dr-2, Br-2,    
 Ta-2
c
    
2    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . Br-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
   (criterion: 
. Rx-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
c. All requested variables entered. 
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Model Summary
h,i
  
 
 
Model 
 
R R Square
b
 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
6 
.998
a
 
.998
c
 
.998
d
 
.998
e
 
.998
f
 
.998
g
 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.996 
.0508405858 
.0506417555 
.0504868086 
.0503550734 
.0503382859 
.0505056410 
 a. Predictors: OthA-2, Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, DisE-2, 
Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, 
Br-2, Ta-2 
b. For regression through the origin (the no-intercept model), R Square 
measures the proportion of the variability in the dependent variable 
about the origin explained by regression. This CANNOT be compared 
to R Square for models which include an intercept. 
c. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, DisE-2, Chk-2, 
Mo-2, Rx-2, En-2, SoI-2, Dr-2, Br-2, 
Ta-2 
d. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-
2, En-2, SoI-2, Dr-2, Br-2, Ta-2 
e. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-
2, En-2, SoI-2, Dr-2, Ta-2 
f. Predictors: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, 
SoI-2, Dr-2, Ta-2 
g. Predictors: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, En-2, SoI-
2, Dr-2, Ta-2 
h. Dependent Variable: P_2 
i. Linear Regression through the Origin 
 
 
 
 
 
 
 
ANOVA
a,b
  
 
Model Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression 81.881 17 4.817 1863.433 .000
c
 
 Residual .315 122 .003 
 Total 82.196d 139 
2 Regression 81.881 16 5.118 1995.472 .000
e
 
 Residual .315 123 .003 
 Total 82.196d 139 
3 Regression 81.880 15 5.459 2141.572 .000
f
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 Residual .316 124 .003 
 Total 82.196d 139 
4 Regression 81.879 14 5.849 2306.538 .000
g
 
 Residual .317 125 .003 
 Total 82.196d 139 
5 Regression 81.877 13 6.298 2485.551 .000
h
 
 Residual .319 126 .003 
 Total 82.196d 139 
6 Regression 81.872 12 6.823 2674.712 .000
i
 
 Residual .324 127 .003 
 Total 82.196d 139 
 a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
c. Predictors: OthA-2, Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, DisE-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, 
Br-2, Ta-2 
d. This total sum of squares is not corrected for the constant because the constant is zero for regression through 
the origin. 
e. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, DisE-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, Br-2, 
Ta-2 
f. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, Br-2, Ta-2 
g. Predictors: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, Ta-2 
h. Predictors: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, Ta-2 
i. Predictors: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, En-2, SoI-2, Dr-2, Ta-2 
 
 
 
 
Coefficients
a,b
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 Dr-2 .996 .020 .563 48.853 .000 .237 
En-2 .665 .088 .068 7.546 .000 .384 
Me-2 .994 .054 .135 18.413 .000 .584 
Re-2 .875 .150 .038 5.852 .000 .755 
Se-2 .626 .090 .052 6.927 .000 .554 
Ta-2 .562 .057 .129 9.948 .000 .188 
Wr-2 1.027 .089 .078 11.521 .000 .683 
PrD-2 1.010 .114 .057 8.891 .000 .761 
Mo-2 .751 .111 .053 6.750 .000 .504 
Prs-2 3.418 .890 .024 3.839 .000 .784 
Chk-2 .930 .050 .158 18.696 .000 .442 
Rx-2 .122 .103 .011 1.188 .237 .341 
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DisE-2 .562 1.169 .004 .480 .632 .580 
Br-2 .037 .067 .007 .556 .579 .221 
Pre-2 .124 .138 .005 .901 .369 .904 
SoI-2 .045 .040 .012 1.131 .260 .278 
OthA-2 -.011 .057 -.002 -.200 .842 .406 
2 Dr-2 .996 .020 .563 49.101 .000 .238 
 En-2 .662 .086 .068 7.661 .000 .397 
 Me-2 .996 .053 .135 18.910 .000 .609 
 Re-2 .868 .144 .037 6.015 .000 .805 
 Se-2 .629 .089 .052 7.085 .000 .569 
 Ta-2 .562 .056 .129 9.987 .000 .188 
 Wr-2 1.026 .089 .078 11.579 .000 .687 
 PrD-2 1.009 .113 .057 8.930 .000 .764 
 Mo-2 .751 .111 .053 6.787 .000 .505 
 Prs-2 3.427 .886 .024 3.869 .000 .786 
 Chk-2 .930 .049 .158 18.808 .000 .443 
 Rx-2 .126 .101 .012 1.251 .213 .353 
 DisE-2 .573 1.164 .004 .492 .623 .581 
 Br-2 .033 .063 .006 .522 .603 .243 
 Pre-2 .126 .137 .005 .919 .360 .907 
 SoI-2 .042 .037 .011 1.141 .256 .322 
3 Dr-2 .998 .020 .564 50.123 .000 .245 
 En-2 .674 .082 .069 8.179 .000 .433 
 Me-2 .995 .052 .135 18.963 .000 .610 
 Re-2 .865 .144 .037 6.020 .000 .806 
 
 
 
Coefficients
a,b
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 Dr-2 4.222 
En-2 2.602 
Me-2 1.711 
Re-2 1.324 
Se-2 1.806 
Ta-2 5.313 
Wr-2 1.463 
PrD-2 1.314 
Mo-2 1.983 
Prs-2 1.275 
Chk-2 2.263 
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Rx-2 2.929 
DisE-2 1.725 
Br-2 4.530 
Pre-2 1.106 
SoI-2 3.599 
OthA-2 2.465 
2 Dr-2 4.210 
 En-2 2.520 
 Me-2 1.642 
 Re-2 1.242 
 Se-2 1.757 
 Ta-2 5.313 
 Wr-2 1.456 
 PrD-2 1.309 
 Mo-2 1.980 
 Prs-2 1.272 
 Chk-2 2.256 
 Rx-2 2.829 
 DisE-2 1.721 
 Br-2 4.111 
 Pre-2 1.102 
 SoI-2 3.110 
3 Dr-2 4.080 
 En-2 2.308 
 Me-2 1.640 
 Re-2 1.240 
 
Coefficients
a,b
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 Br-
2 
Pre-2 
SoI-2 
.628 
.562 
1.027 
1.007 
.752 
3.526 
.930 
.127 
.037 
.123 
.040 
.088 
.056 
.088 
.113 
.110 
.860 
.049 
.101 
.063 
.136 
.036 
.052 
.128 
.078 
.057 
.053 
.025 
.158 
.012 
.007 
.005 
.011 
7.102 
10.009 
11.635 
8.948 
6.814 
4.099 
18.862 
1.268 
.590 
.901 
1.099 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.207 
.556 
.369 
.274 
.569 
.188 
.687 
.764 
.505 
.829 
.443 
.354 
.247 
.909 
.325 
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4 Dr-2 1.002 .019 .566 53.723 .000 .278 
 En-2 .679 .082 .070 8.298 .000 .437 
 Me-2 .997 .052 .136 19.094 .000 .613 
 Re-2 .860 .143 .037 6.012 .000 .809 
 Se-2 .620 .087 .052 7.114 .000 .583 
 Ta-2 .560 .056 .128 10.018 .000 .189 
 Wr-2 1.027 .088 .078 11.665 .000 .687 
 PrD-2 .995 .110 .056 9.019 .000 .792 
 Mo-2 .762 .109 .054 7.000 .000 .517 
 Prs-2 3.534 .858 .025 4.120 .000 .829 
 Chk-2 .934 .049 .158 19.124 .000 .450 
 Rx-2 .132 .100 .012 1.323 .188 .356 
 Pre-2 .129 .135 .006 .957 .340 .916 
 SoI-2 .052 .030 .014 1.741 .084 .478 
5 Dr-2 1.000 .019 .565 53.884 .000 .280 
 En-2 .679 .082 .070 8.294 .000 .437 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Coefficients
a,b
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
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Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 Br-
2 
Pre-2 
SoI-2 
1.757 
5.311 
1.455 
1.309 
1.980 
1.207 
2.256 
2.827 
4.046 
1.100 
3.076 
4 Dr-2 3.599 
 En-2 2.286 
 Me-2 1.633 
 Re-2 1.236 
 Se-2 1.714 
 Ta-2 5.295 
 Wr-2 1.455 
 PrD-2 1.263 
 Mo-2 1.935 
 Prs-2 1.207 
 Chk-2 2.222 
 Rx-2 2.809 
 Pre-2 1.092 
 SoI-2 2.094 
5 Dr-2 3.568 
 En-2 2.286 
 
 
 
 
 
 
 
 
 
 
 
 
Coefficients
a,b
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
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Me-2 
Re-2 
Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 
SoI-2 
1.003 
.852 
.626 
.569 
1.020 
.993 
.755 
3.502 
.929 
.136 
.054 
.052 
.143 
.087 
.055 
.088 
.110 
.109 
.857 
.049 
.100 
.030 
.136 
.037 
.052 
.130 
.078 
.056 
.054 
.025 
.157 
.013 
.015 
19.339 
5.969 
7.195 
10.357 
11.630 
9.006 
6.953 
4.087 
19.140 
1.359 
1.816 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.177 
.072 
.621 
.812 
.586 
.195 
.692 
.792 
.519 
.830 
.455 
.356 
.480 
6 Dr-2 1.011 .017 .571 60.448 .000 .347 
 En-2 .688 .082 .071 8.417 .000 .441 
 Me-2 .987 .051 .134 19.474 .000 .654 
 Re-2 .875 .142 .038 6.148 .000 .823 
 Se-2 .612 .087 .051 7.063 .000 .593 
 Ta-2 .585 .054 .134 10.855 .000 .204 
 Wr-2 1.019 .088 .078 11.579 .000 .692 
 PrD-2 1.045 .104 .059 10.085 .000 .902 
 Mo-2 .737 .108 .052 6.817 .000 .527 
 Prs-2 3.341 .851 .024 3.924 .000 .846 
 Chk-2 .924 .049 .157 19.029 .000 .457 
 SoI-2 .063 .029 .017 2.140 .034 .502 
 
Coefficients
a,b
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Me-2 
Re-2 
Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 
SoI-2 
1.611 
1.232 
1.707 
5.128 
1.444 
1.263 
1.926 
1.205 
2.196 
2.805 
2.083 
6 Dr-2 2.879 
 En-2 2.269 
 Me-2 1.528 
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 Re-2 1.215 
 Se-2 1.685 
 Ta-2 4.898 
 Wr-2 1.444 
 PrD-2 1.109 
 Mo-2 1.898 
 Prs-2 1.182 
 Chk-2 2.187 
 SoI-2 1.993 
   a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
 
 
 
 
 
 
 
 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
Dr-2 En-2 Me-2 Re-2 
1 1 6.136 1.000 .00 .00 .00 .00 
2 1.736 1.880 .00 .04 .00 .03 
3 1.159 2.301 .02 .01 .02 .07 
4 1.109 2.352 .00 .00 .02 .02 
5 1.036 2.434 .00 .00 .06 .01 
6 .968 2.518 .01 .01 .08 .03 
7 .831 2.717 .00 .00 .05 .27 
8 .806 2.759 .00 .00 .00 .30 
9 .701 2.959 .00 .04 .18 .05 
10 .579 3.255 .00 .02 .21 .00 
11 .501 3.500 .00 .02 .00 .04 
12 .436 3.753 .03 .00 .04 .00 
13 .304 4.491 .01 .39 .06 .03 
14 .229 5.175 .24 .32 .01 .00 
15 .182 5.805 .20 .05 .18 .13 
16 .161 6.165 .14 .07 .07 .00 
17 .127 6.963 .33 .01 .02 .02 
2 1 5.786 1.000 .00 .00 .01 .00 
 2 1.638 1.879 .00 .05 .00 .03 
 3 1.138 2.255 .02 .00 .01 .04 
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 4 1.083 2.312 .00 .00 .05 .06 
 5 1.001 2.404 .00 .00 .00 .10 
 6 .920 2.508 .01 .01 .08 .02 
 7 .827 2.645 .00 .00 .06 .52 
 8 .754 2.769 .00 .00 .01 .02 
 9 .687 2.902 .00 .06 .35 .05 
 10 .522 3.331 .00 .00 .08 .02 
 11 .494 3.423 .00 .02 .03 .02 
 12 .389 3.859 .05 .00 .01 .01 
 13 .269 4.637 .02 .81 .15 .00 
 14 .201 5.364 .45 .00 .13 .05 
 15 .164 5.949 .07 .03 .02 .03 
 16 .127 6.740 .37 .00 .01 .04 
3 1 5.511 1.000 .01 .01 .01 .00 
 2 1.504 1.914 .00 .07 .00 .02 
 3 1.096 2.243 .01 .00 .06 .01 
 4 1.074 2.265 .01 .00 .01 .15 
 5 .994 2.354 .00 .00 .00 .06 
 
 
 
 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 Chk-2 
1 1 .00 .00 .00 .00 .01 .00 .01 
2 .05 .00 .02 .01 .01 .08 .00 
3 .15 .00 .07 .00 .01 .00 .04 
4 .01 .00 .00 .44 .05 .01 .00 
5 .01 .00 .00 .00 .00 .03 .00 
6 .02 .01 .16 .00 .01 .16 .03 
7 .03 .00 .06 .05 .01 .22 .00 
8 .02 .01 .07 .03 .00 .15 .05 
9 .00 .01 .02 .11 .14 .03 .06 
10 .02 .00 .33 .04 .07 .00 .00 
11 .12 .00 .01 .02 .36 .10 .09 
12 .00 .00 .00 .07 .05 .12 .33 
13 .21 .01 .15 .01 .00 .01 .00 
14 .21 .06 .00 .06 .02 .00 .09 
15 .02 .03 .06 .13 .00 .00 .00 
16 .14 .10 .01 .00 .02 .02 .03 
17 .00 .77 .03 .03 .26 .06 .26 
316 
 
 
2 1 .00 .00 .00 .00 .01 .00 .01 
 2 .07 .00 .03 .01 .00 .09 .00 
 3 .15 .00 .08 .07 .04 .02 .02 
 4 .01 .00 .04 .34 .02 .00 .00 
 5 .00 .00 .07 .02 .00 .09 .00 
 6 .04 .01 .05 .07 .01 .22 .02 
 7 .01 .00 .10 .01 .01 .08 .00 
 8 .01 .02 .09 .03 .06 .11 .15 
 9 .00 .01 .00 .13 .07 .08 .01 
 10 .08 .00 .20 .00 .32 .00 .17 
 11 .07 .00 .09 .01 .13 .19 .00 
 12 .00 .02 .07 .09 .03 .03 .24 
 13 .47 .01 .08 .01 .00 .02 .03 
 14 .00 .01 .04 .19 .03 .00 .06 
 15 .10 .15 .02 .00 .02 .02 .03 
 16 .00 .77 .03 .02 .25 .06 .26 
3 1 .00 .00 .00 .00 .01 .00 .01 
 2 .12 .00 .02 .01 .02 .11 .00 
 3 .05 .00 .04 .29 .04 .02 .01 
 4 .05 .00 .15 .12 .00 .02 .02 
 5 .01 .00 .04 .02 .00 .16 .01 
 
 
 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
Variance Proportions 
Rx-2 DisE-2 Br-2 Pre-2 SoI-2 OthA-2 
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1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
.00 
.00 
.01 
.01 
.00 
.02 
.01 
.00 
.01 
.08 
.00 
.13 
.01 
.06 
.37 
.23 
.02 
.00 
.04 
.01 
.01 
.03 
.01 
.00 
.02 
.09 
.06 
.29 
.24 
.12 
.00 
.07 
.00 
.00 
.00 
.00 
.00 
.01 
.00 
.01 
.00 
.01 
.00 
.00 
.00 
.00 
.03 
.02 
.36 
.35 
.20 
.00 
.00 
.00 
.00 
.61 
.04 
.17 
.05 
.01 
.01 
.01 
.04 
.01 
.00 
.00 
.00 
.05 
.00 
.01 
.01 
.00 
.00 
.00 
.00 
.02 
.00 
.00 
.01 
.00 
.19 
.17 
.02 
.55 
.01 
.00 
.02 
.02 
.01 
.02 
.01 
.01 
.03 
.01 
.08 
.01 
.07 
.16 
.22 
.26 
.05 
.01 
 
2 1 .01 .01 .00 .00 .01  
 2 .01 .05 .00 .00 .01 
 3 .00 .03 .01 .00 .01 
 4 .02 .00 .00 .12 .00 
 5 .01 .00 .00 .54 .00 
 6 .02 .01 .01 .10 .01 
 7 .02 .00 .00 .08 .00 
 8 .01 .09 .01 .03 .04 
 9 .00 .03 .01 .01 .02 
 10 .03 .00 .03 .01 .03 
 11 .00 .47 .01 .04 .06 
 12 .23 .14 .04 .01 .11 
 13 .00 .10 .01 .01 .00 
 14 .53 .05 .08 .00 .12 
 15 .11 .01 .60 .00 .56 
 16 .01 .00 .19 .05 .02 
3 1 .01  .01 .00 .01  
 2 .01 .00 .00 .01 
 3 .00 .01 .06 .00 
 4 .02 .00 .04 .01 
 5 .01 .00 .52 .00 
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Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
Dr-2 En-2 Me-2 Re-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.907 
.827 
.715 
.661 
.521 
.407 
.284 
.206 
.164 
.128 
2.464 
2.581 
2.776 
2.888 
3.252 
3.678 
4.409 
5.169 
5.791 
6.573 
.02 
.00 
.00 
.00 
.00 
.04 
.02 
.43 
.10 
.37 
.01 
.00 
.01 
.10 
.00 
.01 
.71 
.03 
.05 
.01 
.07 
.06 
.16 
.22 
.07 
.00 
.20 
.10 
.03 
.01 
.01 
.52 
.07 
.00 
.02 
.00 
.00 
.07 
.03 
.04 
4 1 4.872 1.000 .01 .01 .01 .00 
 2 1.477 1.816 .00 .06 .00 .03 
 3 1.077 2.127 .01 .00 .08 .00 
 4 1.074 2.130 .01 .00 .01 .15 
 5 .992 2.216 .00 .00 .00 .05 
 6 .889 2.341 .02 .02 .05 .06 
 7 .819 2.439 .00 .00 .08 .43 
 8 .661 2.716 .00 .10 .23 .00 
 9 .655 2.728 .02 .00 .15 .16 
 10 .496 3.134 .00 .00 .04 .00 
 11 .375 3.604 .01 .02 .01 .00 
 12 .278 4.187 .02 .75 .18 .00 
 13 .200 4.941 .65 .00 .13 .04 
 14 .135 6.011 .23 .03 .01 .07 
5 1 4.832 1.000 .01 .01 .01 .00 
 2 1.474 1.810 .00 .06 .00 .03 
 3 1.076 2.119 .02 .00 .02 .07 
 4 1.064 2.131 .00 .00 .06 .11 
 5 .903 2.313 .02 .02 .01 .00 
 6 .834 2.406 .00 .00 .13 .50 
 7 .667 2.692 .00 .09 .30 .03 
 8 .655 2.715 .03 .00 .09 .15 
 9 .497 3.117 .00 .00 .04 .00 
 10 .376 3.586 .02 .03 .01 .00 
 11 .282 4.142 .01 .75 .17 .00 
 12 .200 4.910 .68 .00 .12 .04 
 13 .140 5.880 .20 .04 .03 .06 
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Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 Chk-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.04 
.01 
.00 
.00 
.09 
.04 
.47 
.01 
.10 
.00 
.00 
.00 
.01 
.02 
.00 
.02 
.02 
.01 
.16 
.76 
.09 
.11 
.03 
.00 
.17 
.17 
.10 
.03 
.02 
.03 
.12 
.01 
.01 
.11 
.00 
.08 
.00 
.21 
.00 
.02 
.01 
.01 
.01 
.19 
.36 
.07 
.00 
.02 
.02 
.25 
.16 
.08 
.28 
.01 
.00 
.00 
.07 
.00 
.02 
.06 
.00 
.00 
.07 
.09 
.17 
.21 
.05 
.05 
.04 
.26 
4 1 .00 .01 .01 .00 .01 .00 .01 
 2 .11 .00 .03 .02 .01 .11 .00 
 3 .07 .00 .02 .27 .04 .03 .02 
 4 .05 .00 .15 .11 .00 .02 .02 
 5 .01 .00 .03 .02 .00 .14 .01 
 6 .03 .00 .14 .13 .01 .19 .00 
 7 .01 .00 .06 .03 .01 .19 .00 
 8 .00 .02 .00 .12 .19 .01 .09 
 9 .00 .00 .08 .06 .05 .15 .05 
 10 .12 .00 .08 .04 .39 .00 .31 
 11 .02 .01 .28 .01 .02 .01 .09 
 12 .54 .02 .05 .00 .00 .06 .07 
 13 .00 .02 .01 .17 .02 .01 .05 
 14 .03 .92 .05 .01 .25 .07 .28 
5 1 .00 .01 .01 .00 .01 .00 .01 
 2 .12 .00 .03 .02 .01 .11 .00 
 3 .12 .00 .13 .03 .01 .06 .05 
 4 .00 .00 .06 .39 .02 .01 .00 
 5 .04 .00 .14 .12 .01 .37 .00 
 6 .01 .00 .09 .00 .01 .14 .00 
 7 .00 .02 .02 .17 .14 .00 .07 
 8 .00 .01 .07 .03 .10 .15 .07 
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 9 .12 .00 .09 .04 .39 .00 .31 
 10 .03 .01 .28 .01 .02 .01 .09 
 11 .52 .03 .05 .00 .00 .06 .07 
 12 .00 .01 .01 .17 .02 .00 .05 
 13 .04 .92 .04 .01 .25 .07 .27 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Rx-2 DisE-2 Br-2 Pre-2 SoI-2 OthA-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.02 
.02 
.01 
.01 
.03 
.16 
.04 
.53 
.13 
.01 
 .01 
.00 
.03 
.00 
.02 
.04 
.02 
.09 
.56 
.21 
.18 
.08 
.01 
.02 
.01 
.00 
.02 
.00 
.00 
.05 
.00 
.00 
.07 
.00 
.02 
.18 
.01 
.13 
.53 
.03 
 
4 1 .01   .00 .01  
 2 .01 .00 .02 
 3 .00 .06 .01 
 4 .02 .04 .02 
 5 .01 .59 .00 
 6 .03 .10 .00 
 7 .01 .11 .00 
 8 .01 .03 .00 
 9 .06 .00 .11 
 10 .00 .00 .05 
 11 .11 .00 .69 
 12 .03 .02 .03 
 13 .68 .01 .00 
 14 .02 .04 .06 
5 1 .01    .01  
 2 .01 .02 
 3 .00 .02 
 4 .02 .00 
 5 .02 .00 
 6 .02 .00 
 7 .00 .00 
 8 .07 .11 
 9 .00 .05 
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 10 .10 .69 
 11 .04 .03 
 12 .66 .00 
 13 .04 .06 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
Dr-2 En-2 Me-2 Re-2 
6 1 4.356 1.000 .01 .01 .01 .01 
 2 1.422 1.750 .00 .06 .02 .04 
 3 1.075 2.013 .02 .00 .05 .03 
 4 1.017 2.070 .00 .01 .01 .18 
 5 .872 2.235 .03 .01 .01 .11 
 6 .791 2.346 .00 .00 .12 .44 
 7 .666 2.557 .00 .09 .36 .06 
 8 .555 2.802 .11 .01 .13 .03 
 9 .497 2.961 .00 .00 .05 .00 
 10 .335 3.605 .18 .16 .19 .01 
 11 .273 3.998 .21 .61 .05 .01 
 12 .142 5.546 .42 .04 .01 .08 
 
Collinearity Diagnostics
a,b
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 Chk-2 
6 1 .00 .01 .01 .00 .01 .00 .01 
 2 .11 .00 .06 .01 .01 .11 .00 
 3 .12 .01 .08 .12 .02 .07 .05 
 4 .03 .00 .03 .51 .03 .00 .01 
 5 .03 .00 .06 .04 .00 .61 .00 
 6 .00 .00 .31 .02 .00 .02 .02 
 7 .00 .01 .04 .22 .10 .00 .05 
 8 .01 .01 .01 .01 .15 .06 .05 
 9 .12 .00 .08 .05 .43 .00 .31 
 10 .15 .01 .29 .00 .00 .03 .10 
 11 .40 .05 .01 .03 .02 .04 .16 
 12 .03 .90 .04 .00 .23 .06 .24 
 
Collinearity Diagnostics
a,b
 
  Variance Proportions 
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Model 
 
Dimension 
Rx-2 DisE-2 Br-2 Pre-2 SoI-2 OthA-2  
6 1     .01  
 2 .02 
 3 .02 
 4 .00 
 5 .00 
 6 .00 
 7 .01 
 8 .35 
 9 .04 
 10 .40 
 11 .10 
 12 .05 
        a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
 
 
 
 
Excluded Variables
a,b
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 OthA-2 -.002
c
 -.200 .842 -.018 .406 2.465 
3 OthA-2 -.002
d
 -.223 .824 -.020 .407 2.460 
 DisE-2 .004d .492 .623 .044 .581 1.721 
4 OthA-2 .000
e
 -.036 .971 -.003 .447 2.237 
 DisE-2 .004e .564 .574 .051 .590 1.694 
 Br-2 .007e .590 .556 .053 .247 4.046 
5 OthA-2 -.001
f
 -.068 .946 -.006 .448 2.235 
 DisE-2 .004f .532 .595 .048 .591 1.692 
 Br-2 .007f .669 .505 .060 .249 4.017 
 Pre-2 .006f .957 .340 .085 .916 1.092 
6 OthA-2 -.002
g
 -.277 .782 -.025 .459 2.180 
 DisE-2 .004g .575 .566 .051 .592 1.690 
 Br-2 .009g .777 .438 .069 .251 3.989 
 Pre-2 .006g 1.003 .318 .089 .917 1.091 
 Rx-2 .013g 1.359 .177 .120 .356 2.805 
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Excluded Variables
a,b
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 OthA-2 .188 
3 OthA-2 .188 
 DisE-2 .188 
4 OthA-2 .189 
 DisE-2 .189 
 Br-2 .188 
5 OthA-2 .195 
 DisE-2 .195 
 Br-2 .195 
 Pre-2 .189 
6 OthA-2 .204 
 DisE-2 .204 
 Br-2 .204 
 Pre-2 .197 
 Rx-2 .195 
 a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
 
c. Predictors in the Model: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, DisE-2, Chk-2, Mo-2, Rx-2, En-2, 
SoI-2, 
Dr-2, Br-2, Ta-2 
d. Predictors in the Model: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-
2, Dr-2, Br- 2, Ta-2 
e. Predictors in the Model: Prs-2, Pre-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-
2, Dr-2, Ta- 2 
f. Predictors in the Model: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, Rx-2, En-2, SoI-2, Dr-2, Ta-
2 
g. Predictors in the Model: Prs-2, PrD-2, Se-2, Me-2, Re-2, Wr-2, Chk-2, Mo-2, En-2, SoI-2, Dr-2, Ta-2 
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Residuals Statistics
a,b
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.2273025662 
-.174187943 
-3.059 
-3.449 
1.098037243 
.1397506744 
2.052 
2.767 
.7484568979 
.0027297189 
.000 
.054 
.1703873954 
.0483734245 
1.000 
.958 
139 
139 
139 
139 
 a. Dependent Variable: P_2 
b. Linear Regression through the Origin 
 
 
 
Charts 
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B.3 Productivity measurement using backward regression 
(variables are personal, environmental and project factors) 
  
 
Appendix B. 3: Productivity measurement using backward regression (variables are personal, 
environmental and project factors) 
Variables Entered/Removed
a
 
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Metho
d 
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1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2 
 
 
 
 
 
3 
Phase_of_the 
_project, 
Motivation4, 
Motivation3, 
Years_of_exp 
erience, 
Physical_pain 
2, 
Form_of_desk 
, 
Physical_pain 
1, 
Tempareture, 
Lights, 
Motivation5, 
Physical_pain 
4, 
Recreational_ 
sport, 
Motivation2, 
Type_of_struc 
ture, 
Size_of_proje 
ct, 
Motivation1, 
Form_of_Chai 
r, 
Physical_pain 
5, 
The_level_of_ 
comfort, 
Physical_pain 
3, 
Size_of_the_o 
ffice
b
 
 
 
. 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Size_of_the_o 
ffice 
 
 
 
 
Physical_pain 
2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Backwar
d 
(criterion: 
Probabilit
y of F-to-
remove 
>= .100). 
Backwar
d 
(criterion: 
Probabilit
y of F-to-
remove 
>= .100). 
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Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
4 
 
 
 
. 
 
 
Form_of_Chai 
r 
Backward 
 (criterion: 
Probability 
of F-to-
remove    >= .100). 
5   Backward 
  
. 
Phase_of_the 
_project 
(criterion: 
Probability 
of F-to-
remove    >= .100). 
6   Backward 
  
. 
Years_of_exp 
erience 
(criterion: 
Probability 
of F-to-
remove    >= .100). 
7   Backward 
  (criterion: 
. Form_of_desk Probability 
of F-to-
remove >= .100). 
     a. Dependent Variable: P_2 
b. Tolerance = .000 limit reached. 
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Model Summary
h
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
6 
7 
.794
a
 
.794
b
 
.794
c
 
.793
d
 
.791
e
 
.789
f
 
.787
g
 
.631 
.631 
.630 
.629 
.626 
.622 
.619 
.565 
.568 
.571 
.574 
.574 
.573 
.573 
.1089266155 
.1085014133 
.1081268819 
.1078114266 
.1078106914 
.1079141285 
.1079222813 
 a. Predictors: (Constant), Phase_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, 
The_level_of_suitability, Physical_pain3, Size_of_the_office 
b. Predictors: (Constant), Phase_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, 
The_level_of_suitability, Physical_pain3 
c. Predictors: (Constant), Phase_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, The_level_of_suitability, 
Physical_pain3 
d. Predictors: (Constant), Phase_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Physical_pain5, 
The_level_of_suitability, Physical_pain3 
e. Predictors: (Constant), Motivation4, Motivation3, 
Years_of_experience, Form_of_desk, Physical_pain1, 
Tempareture, Lights, Motivation5, Physical_pain4, 
Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Physical_pain5, 
The_level_of_suitability, Physical_pain3 
f. Predictors: (Constant), Motivation4, Motivation3, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, 
Physical_pain5, The_level_of_suitability, Physical_pain3 
g. Predictors: (Constant), Motivation4, Motivation3, 
Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, 
Physical_pain5, The_level_of_suitability, Physical_pain3 
h. Dependent Variable: P_2 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression 2.373 21 .113 9.524 .000
b
 
 Residual 1.388 117 .012 
 Total 3.761 138 
2 Regression 2.372 20 .119 10.075 .000
c
 
 Residual 1.389 118 .012 
 Total 3.761 138 
3 Regression 2.370 19 .125 10.669 .000
d
 
 Residual 1.391 119 .012 
 Total 3.761 138 
4 Regression 2.367 18 .131 11.311 .000
e
 
 Residual 1.395 120 .012 
 Total 3.761 138 
5 Regression 2.355 17 .139 11.918 .000
f
 
 Residual 1.406 121 .012 
 Total 3.761 138 
6 Regression 2.341 16 .146 12.562 .000
g
 
 Residual 1.421 122 .012 
 Total 3.761 138 
7 Regression 2.329 15 .155 13.329 .000
h
 
 Residual 1.433 123 .012 
 Total 3.761 138 
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a. Dependent Variable: P_2 
b. Predictors: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
The_level_of_suitability, Physical_pain3, Size_of_the_office 
c. Predictors: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
d. Predictors: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, The_level_of_suitability, 
Physical_pain3 
e. Predictors: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Physical_pain5, The_level_of_suitability, Physical_pain3 
f. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Form_of_desk, Physical_pain1, 
Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Physical_pain5, The_level_of_suitability, Physical_pain3 
g. Predictors: (Constant), Motivation4, Motivation3, Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, 
Physical_pain5, The_level_of_suitability, Physical_pain3 
h. Predictors: (Constant), Motivation4, Motivation3, Physical_pain1, Tempareture, Lights, Motivation5, 
Physical_pain4, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, 
Physical_pain5, The_level_of_suitability, Physical_pain3 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
1 (Constant) -.090 .524  
 
.561 
-.171 .865 
Motivation1 .215 .111 1.929 .056 
Motivation2 .170 .057 .499 2.996 .003 
Motivation3 -.200 .073 -.595 -2.735 .007 
Motivation4 -.146 .063 -.419 -2.306 .023 
Motivation5 .299 .101 .817 2.969 .004 
Years_of_experience .003 .002 .212 1.465 .146 
Physical_pain1 -.113 .064 -.342 -1.766 .080 
Physical_pain2 -.047 .102 -.142 -.462 .645 
Physical_pain3 -.137 .157 -.292 -.872 .385 
Physical_pain4 .222 .099 .673 2.246 .027 
Physical_pain5 .817 .150 1.541 5.447 .000 
Recreational_sport -.034 .024 -.342 -1.425 .157 
Size_of_the_office -.001 .003 -.147 -.284 .777 
Form_of_desk .049 .129 .055 .378 .706 
Form_of_Chair .029 .054 .160 .533 .595 
The_level_of_suitability -.084 .054 -.685 -1.562 .121 
Lights .136 .074 .478 1.835 .069 
Tempareture .052 .027 .837 1.908 .059 
Size_of_project -2.693E-5 .000 -1.346 -5.254 .000 
Type_of_structure -.240 .065 -.727 -3.719 .000 
Phase_of_the_project -.024 .036 -.213 -.674 .502 
2 (Constant) -.089 .522  
 
.621 
-.170 .865 
 Motivation1 .238 .076 3.107 .002 
 Motivation2 .171 .057 .500 3.017 .003 
 Motivation3 -.182 .037 -.542 -4.956 .000 
 Motivation4 -.153 .057 -.441 -2.715 .008 
 Motivation5 .311 .091 .849 3.407 .001 
 Years_of_experience .003 .002 .216 1.504 .135 
 Physical_pain1 -.102 .051 -.309 -1.992 .049 
 Physical_pain2 -.022 .053 -.067 -.424 .672 
 Physical_pain3 -.142 .155 -.302 -.913 .363 
 Physical_pain4 .218 .097 .660 2.237 .027 
 Physical_pain5 .815 .149 1.537 5.461 .000 
 Recreational_sport -.040 .012 -.401 -3.376 .001 
 Form_of_desk .079 .073 .089 1.081 .282 
 Form_of_Chair .018 .038 .099 .473 .637 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
1 (Constant)  
 
.037 
 
 
26.811 Motivation1 
Motivation2 .114 8.791 
Motivation3 .067 14.993 
Motivation4 .096 10.451 
Motivation5 .042 24.006 
Years_of_experience .151 6.643 
Physical_pain1 .084 11.863 
Physical_pain2 .033 29.890 
Physical_pain3 .028 35.512 
Physical_pain4 .035 28.440 
Physical_pain5 .039 25.386 
Recreational_sport .055 18.220 
Size_of_the_office .012 85.561 
Form_of_desk .148 6.740 
Form_of_Chair .035 28.440 
The_level_of_suitability .016 60.985 
Lights .047 21.504 
Tempareture .016 61.051 
Size_of_project .048 20.798 
Type_of_structure .082 12.130 
Phase_of_the_project .032 31.712 
2 (Constant)  
 
.078 
 
 
12.750  Motivation1 
 Motivation2 .114 8.785 
 Motivation3 .262 3.815 
 Motivation4 .118 8.440 
 Motivation5 .050 19.861 
 Years_of_experience .152 6.584 
 Physical_pain1 .130 7.688 
 Physical_pain2 .125 8.016 
 Physical_pain3 .029 35.076 
 Physical_pain4 .036 27.824 
 Physical_pain5 .040 25.307 
 Recreational_sport .222 4.502 
 Form_of_desk .460 2.174 
 Form_of_Chair .071 14.060 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
Phase_of_the_project 
-.071 
.129 
.046 
-2.639E-5 
-.231 
-.016 
.029 
.070 
.014 
.000 
.054 
.019 
-.580 
.456 
.731 
-1.319 
-.698 
-.138 
-2.492 
1.840 
3.222 
-5.564 
-4.235 
-.811 
.014 
.068 
.002 
.000 
.000 
.419 
3 (Constant) -.211 .434  
 
.618 
-.486 .628 
 Motivation1 .236 .076 3.104 .002 
 Motivation2 .182 .050 .532 3.616 .000 
 Motivation3 -.181 .036 -.540 -4.960 .000 
 Motivation4 -.143 .051 -.413 -2.802 .006 
 Motivation5 .333 .075 .909 4.442 .000 
 Years_of_experience .003 .002 .214 1.499 .136 
 Physical_pain1 -.087 .038 -.265 -2.304 .023 
 Physical_pain3 -.194 .093 -.415 -2.098 .038 
 Physical_pain4 .246 .071 .746 3.489 .001 
 Physical_pain5 .855 .114 1.613 7.496 .000 
 Recreational_sport -.043 .010 -.427 -4.222 .000 
 Form_of_desk .092 .066 .104 1.390 .167 
 Form_of_Chair .020 .037 .113 .548 .584 
 The_level_of_suitability -.072 .029 -.583 -2.514 .013 
 Lights .149 .053 .525 2.830 .005 
 Tempareture .047 .014 .749 3.373 .001 
 Size_of_project -2.745E-5 .000 -1.372 -6.848 .000 
 Type_of_structure -.222 .050 -.672 -4.412 .000 
 Phase_of_the_project -.019 .017 -.170 -1.135 .259 
4 (Constant) -.003 .210  
 
.643 
-.013 .989 
 Motivation1 .246 .074 3.328 .001 
 Motivation2 .168 .044 .493 3.839 .000 
 Motivation3 -.183 .036 -.546 -5.054 .000 
 Motivation4 -.156 .046 -.448 -3.410 .001 
 Motivation5 .334 .075 .912 4.472 .000 
 Years_of_experience .003 .002 .210 1.477 .142 
 Physical_pain1 -.088 .038 -.266 -2.323 .022 
 Physical_pain3 -.163 .073 -.348 -2.247 .026 
 Physical_pain4 .222 .055 .673 4.035 .000 
 Physical_pain5 .838 .109 1.580 7.677 .000 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
Phase_of_the_project 
.058 
.051 
.061 
.056 
.115 
.109 
17.311 
19.635 
16.442 
17.949 
8.676 
9.188 
3 (Constant)  
 
.079 
 
 
12.733  Motivation1 
 Motivation2 .144 6.968 
 Motivation3 .263 3.809 
 Motivation4 .143 6.973 
 Motivation5 .074 13.483 
 Years_of_experience .152 6.580 
 Physical_pain1 .235 4.260 
 Physical_pain3 .079 12.583 
 Physical_pain4 .068 14.717 
 Physical_pain5 .067 14.903 
 Recreational_sport .304 3.289 
 Form_of_desk .557 1.794 
 Form_of_Chair .073 13.711 
 The_level_of_suitability .058 17.295 
 Lights .090 11.088 
 Tempareture .063 15.864 
 Size_of_project .077 12.912 
 Type_of_structure .134 7.455 
 Phase_of_the_project .138 7.255 
4 (Constant)  
 
.083 
 
 
12.064  Motivation1 
 Motivation2 .187 5.341 
 Motivation3 .265 3.772 
 Motivation4 .179 5.595 
 Motivation5 .074 13.473 
 Years_of_experience .152 6.562 
 Physical_pain1 .235 4.258 
 Physical_pain3 .129 7.745 
 Physical_pain4 .111 9.002 
 Physical_pain5 .073 13.704 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Recreational_sport 
Form_of_desk 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
Phase_of_the_project 
-.043 
.091 
-.063 
.131 
.040 
-2.648E-5 
-.219 
-.014 
.010 
.066 
.024 
.041 
.007 
.000 
.050 
.014 
-.430 
.103 
-.514 
.462 
.644 
-1.324 
-.664 
-.127 
-4.270 
1.379 
-2.650 
3.188 
5.655 
-7.381 
-4.393 
-.999 
.000 
.171 
.009 
.002 
.000 
.000 
.000 
.320 
5 (Constant) .087 .190  
 
.753 
.457 .649 
 Motivation1 .288 .061 4.756 .000 
 Motivation2 .152 .041 .446 3.734 .000 
 Motivation3 -.196 .034 -.584 -5.786 .000 
 Motivation4 -.175 .042 -.502 -4.185 .000 
 Motivation5 .346 .074 .944 4.686 .000 
 Years_of_experience .002 .002 .132 1.111 .269 
 Physical_pain1 -.086 .038 -.262 -2.284 .024 
 Physical_pain3 -.123 .061 -.263 -2.031 .044 
 Physical_pain4 .180 .036 .546 5.040 .000 
 Physical_pain5 .826 .108 1.558 7.614 .000 
 Recreational_sport -.040 .010 -.398 -4.168 .000 
 Form_of_desk .086 .066 .097 1.313 .192 
 The_level_of_suitability -.057 .023 -.461 -2.471 .015 
 Lights .106 .033 .373 3.259 .001 
 Tempareture .038 .007 .612 5.605 .000 
 Size_of_project -2.515E-5 .000 -1.257 -7.550 .000 
 Type_of_structure -.247 .041 -.748 -5.955 .000 
6 (Constant) .136 .185  
 
.872 
.735 .464 
 Motivation1 .334 .045 7.468 .000 
 Motivation2 .161 .040 .471 4.017 .000 
 Motivation3 -.211 .031 -.628 -6.779 .000 
 Motivation4 -.184 .041 -.530 -4.520 .000 
 Motivation5 .389 .063 1.063 6.206 .000 
 Physical_pain1 -.069 .034 -.208 -2.000 .048 
 Physical_pain3 -.135 .060 -.287 -2.245 .027 
 Physical_pain4 .174 .035 .526 4.918 .000 
 Physical_pain5 .887 .093 1.674 9.507 .000 
 Recreational_sport -.036 .009 -.361 -4.031 .000 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
Recreational_sport 
Form_of_desk 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
Phase_of_the_project 
.305 
.558 
.082 
.147 
.238 
.096 
.135 
.193 
3.279 
1.793 
12.162 
6.798 
4.202 
10.407 
7.387 
5.191 
5 (Constant)  
 
.123 
 
 
8.113  Motivation1 
 Motivation2 .217 4.616 
 Motivation3 .303 3.295 
 Motivation4 .215 4.659 
 Motivation5 .076 13.142 
 Years_of_experience .219 4.575 
 Physical_pain1 .235 4.251 
 Physical_pain3 .184 5.435 
 Physical_pain4 .263 3.803 
 Physical_pain5 .074 13.543 
 Recreational_sport .339 2.953 
 Form_of_desk .561 1.784 
 The_level_of_suitability .089 11.253 
 Lights .235 4.247 
 Tempareture .259 3.855 
 Size_of_project .111 8.971 
 Type_of_structure .196 5.101 
6 (Constant)  
 
.227 
 
 
4.403  Motivation1 
 Motivation2 .225 4.446 
 Motivation3 .360 2.776 
 Motivation4 .225 4.449 
 Motivation5 .106 9.471 
 Physical_pain1 .287 3.490 
 Physical_pain3 .189 5.285 
 Physical_pain4 .271 3.693 
 Physical_pain5 .100 10.011 
 Recreational_sport .386 2.589 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Form_of_desk 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
.063 
-.045 
.098 
.035 
-2.518E-5 
-.264 
.062 
.021 
.032 
.006 
.000 
.039 
.071 
-.368 
.344 
.568 
-1.258 
-.799 
1.009 
-2.205 
3.082 
5.579 
-7.551 
-6.831 
.315 
.029 
.003 
.000 
.000 
.000 
7 (Constant) .233 .158  
 
.924 
1.479 .142 
 Motivation1 .353 .040 8.805 .000 
 Motivation2 .158 .040 .464 3.960 .000 
 Motivation3 -.216 .031 -.643 -7.016 .000 
 Motivation4 -.203 .036 -.585 -5.620 .000 
 Motivation5 .407 .060 1.111 6.765 .000 
 Physical_pain1 -.065 .034 -.198 -1.910 .058 
 Physical_pain3 -.146 .059 -.311 -2.471 .015 
 Physical_pain4 .168 .035 .508 4.818 .000 
 Physical_pain5 .899 .093 1.695 9.700 .000 
 Recreational_sport -.037 .009 -.370 -4.161 .000 
 The_level_of_suitability -.040 .020 -.322 -2.003 .047 
 Lights .092 .031 .324 2.950 .004 
 Tempareture .035 .006 .555 5.496 .000 
 Size_of_project -2.587E-5 .000 -1.293 -7.925 .000 
 Type_of_structure -.278 .036 -.841 -7.710 .000 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
Form_of_desk 
The_level_of_suitability 
Lights 
Tempareture 
Size_of_project 
Type_of_structure 
.625 
.111 
.249 
.299 
.111 
.226 
1.601 
9.016 
4.017 
3.343 
8.970 
4.416 
7 (Constant)  
 
.281 
 
 
3.554  Motivation1 
 Motivation2 .226 4.428 
 Motivation3 .369 2.711 
 Motivation4 .286 3.500 
 Motivation5 .115 8.718 
 Physical_pain1 .289 3.457 
 Physical_pain3 .196 5.108 
 Physical_pain4 .278 3.597 
 Physical_pain5 .101 9.863 
 Recreational_sport .391 2.560 
 The_level_of_suitability .120 8.322 
 Lights .257 3.890 
 Tempareture .304 3.293 
 Size_of_project .116 8.593 
 Type_of_structure .260 3.845 
    a. Dependent Variable: P_2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity .  
 
Tolerance 
1 Size_of_personal_space .b . . . .000 
 The_color_of_walls .b . . . .000 
 Type_of_project .b . . . .000 
2 Size_of_personal_space -.992
c
 -.284 .777 -.026 .000 
 The_color_of_walls .232c .284 .777 .026 .005 
 Type_of_project .264c .284 .777 .026 .004 
 Size_of_the_office -.147c -.284 .777 -.026 .012 
3 Size_of_personal_space .191
d
 .378 .706 .035 .012 
 The_color_of_walls -.091d -.257 .797 -.024 .025 
 Type_of_project .342d .381 .704 .035 .004 
 Size_of_the_office .058d .215 .830 .020 .044 
 Physical_pain2 -.067d -.424 .672 -.039 .125 
4 Size_of_personal_space .152
e
 .305 .761 .028 .013 
 The_color_of_walls -.145e -.565 .573 -.052 .047 
 Type_of_project .244e .658 .512 .060 .023 
 Size_of_the_office .108e .484 .629 .044 .063 
 Physical_pain2 -.079e -.507 .613 -.046 .128 
 Form_of_Chair .113e .548 .584 .050 .073 
5 Size_of_personal_space .300
f
 .973 .333 .088 .032 
 The_color_of_walls -.219f -1.005 .317 -.091 .065 
 Type_of_project .344f 1.048 .297 .095 .029 
 Size_of_the_office .165f 1.047 .297 .095 .124 
 Physical_pain2 -.125f -.902 .369 -.082 .160 
 Form_of_Chair -.012f -.067 .946 -.006 .102 
 Phase_of_the_project -.127f -.999 .320 -.091 .193 
6 Size_of_personal_space .377
g
 1.375 .172 .124 .041 
 The_color_of_walls -.037g -.203 .839 -.018 .095 
 Type_of_project -.036g -.170 .865 -.015 .069 
 Size_of_the_office .055g .396 .693 .036 .159 
 Physical_pain2 -.067g -.507 .613 -.046 .178 
 Form_of_Chair .042g .252 .801 .023 .111 
 Phase_of_the_project -.024g -.222 .825 -.020 .276 
 Years_of_experience .132g 1.111 .269 .100 .219 
7 Size_of_personal_space .107
h
 1.363 .176 .122 .503 
 The_color_of_walls -.076h -.430 .668 -.039 .100 
 Type_of_project .089h .729 .467 .066 .211 
 Size_of_the_office .036h .257 .798 .023 .162 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
1 Size_of_personal_space . .000 
 The_color_of_walls . .000 
 Type_of_project . .000 
2 Size_of_personal_space 3871.272 .000 
 The_color_of_walls 211.981 .005 
 Type_of_project 274.561 .003 
 Size_of_the_office 85.561 .012 
3 Size_of_personal_space 81.003 .012 
 The_color_of_walls 40.295 .025 
 Type_of_project 257.709 .003 
 Size_of_the_office 22.946 .031 
 Physical_pain2 8.016 .029 
4 Size_of_personal_space 79.647 .013 
 The_color_of_walls 21.159 .047 
 Type_of_project 44.369 .020 
 Size_of_the_office 15.884 .059 
 Physical_pain2 7.817 .038 
 Form_of_Chair 13.711 .058 
5 Size_of_personal_space 30.857 .032 
 The_color_of_walls 15.399 .065 
 Type_of_project 34.833 .026 
 Size_of_the_office 8.087 .069 
 Physical_pain2 6.238 .050 
 Form_of_Chair 9.811 .071 
 Phase_of_the_project 5.191 .073 
6 Size_of_personal_space 24.486 .041 
 The_color_of_walls 10.512 .090 
 Type_of_project 14.538 .069 
 Size_of_the_office 6.282 .096 
 Physical_pain2 5.623 .073 
 Form_of_Chair 9.005 .082 
 Phase_of_the_project 3.619 .084 
 Years_of_experience 4.575 .074 
7 Size_of_personal_space 1.989 .091 
 The_color_of_walls 9.954 .094 
 Type_of_project 4.743 .085 
 Size_of_the_office 6.169 .100 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity 
. 
 
 
Tolerance 
Physical_pain2 -.106
h
 -.893 .373 -.081 .219 
Form_of_Chair .028
h
 .167 .868 .015 .112 
Phase_of_the_project -.036
h
 -.345 .731 -.031 .281 
Years_of_experience .082
h
 .727 .469 .066 .244 
Form_of_desk .071
h
 1.009 .315 .091 .625 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
Physical_pain2 4.575 .077 
Form_of_Chair 8.941 .089 
Phase_of_the_project 3.564 .086 
Years_of_experience 4.107 .079 
Form_of_desk 1.601 .100 
    a. Dependent Variable: P_2 
b. Predictors in the Model: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, 
Physical_pain2, Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, 
Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, The_level_of_suitability, Physical_pain3, Size_of_the_office 
c. Predictors in the Model: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, 
Physical_pain2, Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, 
Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, The_level_of_suitability, Physical_pain3 
d. Predictors in the Model: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, 
Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
The_level_of_suitability, Physical_pain3 
e. Predictors in the Model: (Constant), Phase_of_the_project, Motivation4, Motivation3, Years_of_experience, 
Form_of_desk, Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Physical_pain5, The_level_of_suitability, 
Physical_pain3 
f. Predictors in the Model: (Constant), Motivation4, Motivation3, Years_of_experience, Form_of_desk, 
Physical_pain1, Tempareture, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Physical_pain5, The_level_of_suitability, Physical_pain3 
g. Predictors in the Model: (Constant), Motivation4, Motivation3, Form_of_desk, Physical_pain1, Tempareture, 
Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Physical_pain5, The_level_of_suitability, Physical_pain3 
h. Predictors in the Model: (Constant), Motivation4, Motivation3, Physical_pain1, Tempareture, Lights, Motivation5, 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Motivation1 
 
Motivation2 
1 1 13.981 1.000 .00 .00 .00 
2 1.989 2.651 .00 .00 .01 
3 1.321 3.253 .00 .00 .01 
4 1.264 3.326 .00 .00 .00 
5 .752 4.312 .00 .00 .00 
6 .621 4.743 .00 .00 .00 
7 .451 5.566 .00 .00 .00 
8 .440 5.637 .00 .00 .02 
9 .292 6.915 .00 .00 .00 
10 .272 7.169 .00 .01 .00 
11 .184 8.705 .00 .00 .06 
12 .138 10.072 .00 .00 .00 
13 .113 11.107 .00 .00 .13 
14 .053 16.301 .00 .02 .14 
15 .050 16.690 .00 .01 .00 
16 .026 23.353 .00 .00 .01 
17 .021 25.588 .00 .02 .06 
18 .018 27.613 .00 .01 .02 
19 .007 46.310 .00 .02 .02 
20 .005 52.424 .00 .27 .01 
21 .000 197.928 .55 .07 .31 
22 .000 316.748 .45 .56 .21 
2 1 13.185 1.000 .00 .00 .00 
 2 1.941 2.607 .00 .00 .00 
 3 1.294 3.192 .00 .00 .01 
 4 1.225 3.281 .00 .00 .00 
 5 .752 4.188 .00 .00 .00 
 6 .617 4.622 .00 .00 .00 
 7 .450 5.416 .00 .00 .01 
 8 .422 5.592 .00 .00 .02 
 9 .273 6.953 .00 .01 .00 
 10 .264 7.063 .00 .00 .01 
 11 .184 8.462 .00 .01 .05 
 12 .128 10.150 .00 .00 .02 
 13 .104 11.271 .00 .00 .11 
 14 .052 15.888 .00 .04 .13 
 15 .050 16.238 .00 .03 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
 
Physical_pain1 
1 1 .00 .00 .00 .00 .00 
2 .00 .00 .00 .00 .00 
3 .00 .00 .01 .00 .00 
4 .00 .00 .00 .01 .00 
5 .00 .01 .00 .00 .01 
6 .01 .01 .00 .03 .00 
7 .01 .03 .00 .01 .03 
8 .00 .01 .01 .05 .00 
9 .02 .02 .00 .01 .00 
10 .00 .04 .01 .01 .00 
11 .00 .00 .01 .03 .00 
12 .00 .00 .00 .02 .04 
13 .00 .00 .00 .05 .02 
14 .00 .00 .00 .14 .00 
15 .02 .01 .00 .01 .04 
16 .05 .01 .02 .06 .02 
17 .00 .06 .00 .11 .00 
18 .00 .03 .01 .02 .03 
19 .09 .00 .43 .07 .17 
20 .05 .19 .18 .35 .06 
21 .39 .05 .26 .03 .45 
22 .33 .51 .05 .01 .12 
2 1 .00 .00 .00 .00 .00 
 2 .00 .01 .00 .00 .00 
 3 .00 .00 .00 .00 .01 
 4 .00 .00 .01 .01 .00 
 5 .01 .01 .00 .00 .01 
 6 .05 .01 .00 .03 .00 
 7 .02 .04 .00 .00 .04 
 8 .00 .00 .01 .07 .01 
 9 .06 .03 .02 .01 .00 
 10 .07 .04 .00 .00 .01 
 11 .02 .01 .01 .03 .01 
 12 .05 .00 .00 .07 .07 
 13 .00 .02 .00 .00 .02 
 14 .01 .00 .00 .13 .00 
 15 .07 .02 .00 .00 .05 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Physical_pain2 
 
Physical_pain3 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
1 1 .00 .00 .00 .00 .00 
2 .00 .00 .00 .00 .00 
3 .00 .00 .00 .00 .00 
4 .00 .00 .00 .01 .00 
5 .01 .00 .00 .00 .00 
6 .01 .00 .00 .00 .00 
7 .00 .00 .00 .00 .00 
8 .00 .00 .01 .00 .00 
9 .01 .01 .01 .00 .00 
10 .00 .00 .00 .00 .00 
11 .00 .00 .00 .01 .02 
12 .01 .01 .00 .03 .01 
13 .01 .00 .01 .00 .01 
14 .01 .01 .00 .05 .00 
15 .01 .05 .04 .00 .01 
16 .00 .00 .00 .01 .02 
17 .00 .00 .00 .00 .08 
18 .00 .01 .00 .08 .08 
19 .02 .27 .12 .39 .00 
20 .00 .00 .06 .05 .01 
21 .68 .50 .34 .19 .51 
22 .23 .13 .41 .16 .26 
2 1 .00 .00 .00 .00 .00 
 2 .00 .00 .00 .00 .00 
 3 .00 .01 .00 .00 .00 
 4 .00 .00 .00 .01 .00 
 5 .02 .00 .00 .00 .00 
 6 .02 .00 .00 .00 .00 
 7 .00 .00 .00 .00 .00 
 8 .01 .00 .01 .00 .00 
 9 .00 .00 .00 .00 .00 
 10 .07 .02 .01 .00 .01 
 11 .00 .00 .00 .01 .07 
 12 .02 .01 .00 .04 .02 
 13 .04 .00 .00 .00 .13 
 14 .02 .02 .01 .05 .01 
 15 .03 .04 .04 .01 .03 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Size_of_the_off 
ice 
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.02 
.00 
.02 
.02 
.00 
.42 
.52 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.01 
.00 
.09 
.00 
.01 
.06 
.03 
.58 
.21 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.01 
.01 
.00 
.01 
.03 
.01 
.01 
.04 
.01 
.87 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.03 
.02 
.01 
.07 
.14 
.74 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.01 
.00 
.00 
.00 
.10 
.08 
.23 
.58 
2 1  .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .00 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .00 .00 .00 .00 
 11 .00 .00 .00 .00 
 12 .00 .01 .00 .00 
 13 .00 .01 .00 .00 
 14 .03 .02 .00 .00 
 15 .01 .01 .01 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Tempareture 
 
Size_of_project 
Type_of_struct 
ure 
Phase_of_the_ 
project 
1 1 .00 .00 .00 .00 
2 .00 .00 .00 .00 
3 .00 .00 .00 .00 
4 .00 .00 .00 .00 
5 .00 .00 .00 .00 
6 .00 .00 .00 .00 
7 .00 .00 .00 .00 
8 .00 .00 .00 .00 
9 .00 .00 .00 .00 
10 .00 .01 .00 .00 
11 .00 .02 .00 .00 
12 .00 .02 .00 .01 
13 .00 .00 .01 .01 
14 .00 .00 .03 .00 
15 .00 .04 .01 .02 
16 .00 .00 .01 .00 
17 .00 .03 .05 .00 
18 .00 .11 .06 .03 
19 .00 .23 .03 .05 
20 .00 .00 .37 .05 
21 .07 .05 .38 .06 
22 .93 .48 .06 .76 
2 1 .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .01 
 7 .00 .01 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .01 .00 .02 
 10 .00 .00 .00 .00 
 11 .00 .03 .00 .00 
 12 .00 .02 .01 .02 
 13 .00 .00 .00 .06 
 14 .00 .01 .04 .02 
 15 .00 .04 .01 .06 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Motivation1 
 
Motivation2 
16 
17 
18 
19 
20 
21 
.022 
.021 
.010 
.005 
.003 
.000 
24.544 
24.970 
36.596 
49.917 
70.143 
252.039 
.00 
.00 
.00 
.00 
.01 
.99 
.00 
.07 
.00 
.61 
.00 
.21 
.01 
.05 
.04 
.00 
.02 
.51 
3 1 12.758 1.000 .00 .00 .00 
 2 1.873 2.610 .00 .00 .01 
 3 1.283 3.153 .00 .00 .01 
 4 1.186 3.280 .00 .00 .00 
 5 .684 4.320 .00 .00 .00 
 6 .495 5.078 .00 .00 .00 
 7 .441 5.380 .00 .00 .02 
 8 .378 5.810 .00 .00 .01 
 9 .273 6.842 .00 .01 .00 
 10 .184 8.318 .00 .01 .07 
 11 .149 9.250 .00 .00 .00 
 12 .117 10.450 .00 .01 .09 
 13 .061 14.439 .00 .05 .18 
 14 .051 15.769 .00 .00 .05 
 15 .023 23.317 .00 .00 .00 
 16 .021 24.514 .00 .06 .08 
 17 .011 34.281 .00 .00 .05 
 18 .007 41.604 .02 .04 .00 
 19 .005 50.380 .00 .55 .00 
 20 .000 217.973 .98 .26 .40 
4 1 11.861 1.000 .00 .00 .00 
 2 1.870 2.519 .00 .00 .01 
 3 1.277 3.048 .00 .00 .02 
 4 1.180 3.170 .00 .00 .00 
 5 .677 4.186 .00 .00 .00 
 6 .494 4.902 .00 .00 .00 
 7 .425 5.282 .00 .00 .04 
 8 .377 5.610 .00 .00 .02 
 9 .272 6.600 .00 .01 .00 
 10 .175 8.235 .00 .01 .16 
 11 .148 8.943 .00 .01 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
 
Physical_pain1 
16 
17 
18 
19 
20 
21 
.13 
.01 
.07 
.39 
.02 
.02 
.04 
.03 
.01 
.18 
.08 
.47 
.03 
.00 
.11 
.53 
.23 
.04 
.00 
.10 
.02 
.46 
.01 
.06 
.00 
.00 
.00 
.28 
.41 
.07 
3 1 .00 .00 .00 .00 .00 
 2 .00 .01 .00 .00 .00 
 3 .00 .00 .01 .00 .01 
 4 .00 .00 .01 .01 .01 
 5 .03 .00 .00 .00 .02 
 6 .01 .06 .00 .05 .02 
 7 .02 .02 .00 .03 .02 
 8 .06 .01 .02 .02 .08 
 9 .04 .05 .03 .01 .01 
 10 .03 .01 .02 .03 .02 
 11 .08 .04 .00 .01 .04 
 12 .01 .01 .00 .06 .11 
 13 .01 .01 .01 .04 .03 
 14 .05 .00 .00 .09 .06 
 15 .17 .01 .07 .00 .00 
 16 .00 .06 .00 .10 .00 
 17 .04 .00 .24 .01 .03 
 18 .00 .02 .12 .09 .36 
 19 .43 .32 .46 .36 .16 
 20 .02 .36 .01 .08 .01 
4 1 .00 .00 .00 .00 .00 
 2 .00 .01 .00 .00 .00 
 3 .00 .00 .01 .00 .01 
 4 .00 .00 .01 .01 .01 
 5 .03 .00 .00 .01 .02 
 6 .01 .07 .01 .05 .02 
 7 .03 .04 .00 .03 .04 
 8 .05 .01 .02 .02 .07 
 9 .04 .06 .03 .01 .01 
 10 .02 .01 .02 .02 .04 
 11 .09 .06 .00 .01 .02 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Physical_pain2 
 
Physical_pain3 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
16 
17 
18 
19 
20 
21 
.01 
.00 
.01 
.01 
.49 
.24 
.00 
.00 
.05 
.06 
.26 
.51 
.00 
.00 
.07 
.01 
.15 
.70 
.05 
.01 
.21 
.19 
.10 
.31 
.18 
.10 
.22 
.02 
.07 
.13 
3 1  .00 .00 .00 .00 
 2 .00 .00 .01 .00 
 3 .01 .00 .00 .00 
 4 .01 .00 .01 .00 
 5 .00 .02 .00 .00 
 6 .01 .00 .00 .01 
 7 .00 .01 .00 .00 
 8 .03 .00 .00 .00 
 9 .00 .00 .01 .00 
 10 .00 .00 .01 .08 
 11 .00 .01 .01 .15 
 12 .02 .01 .03 .06 
 13 .00 .03 .12 .00 
 14 .17 .07 .01 .04 
 15 .01 .00 .11 .10 
 16 .00 .00 .00 .26 
 17 .24 .18 .31 .12 
 18 .09 .00 .00 .14 
 19 .03 .06 .23 .02 
 20 .37 .62 .13 .02 
4 1  .00 .00 .00 .00 
 2 .00 .00 .01 .00 
 3 .03 .00 .00 .00 
 4 .01 .00 .01 .00 
 5 .00 .03 .00 .00 
 6 .02 .01 .00 .01 
 7 .00 .02 .00 .00 
 8 .05 .00 .00 .00 
 9 .00 .00 .01 .01 
 10 .00 .00 .01 .07 
 11 .00 .01 .01 .15 
351 
 
 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Size_of_the_off 
ice 
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
16 
17 
18 
19 
20 
21 
 .25 
.08 
.17 
.15 
.15 
.16 
.10 
.01 
.02 
.04 
.10 
.69 
.01 
.12 
.02 
.32 
.14 
.37 
.00 
.00 
.08 
.02 
.12 
.77 
3 1  .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .00 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .00 .00 .00 .00 
 11 .00 .00 .00 .00 
 12 .00 .01 .00 .00 
 13 .00 .01 .01 .01 
 14 .05 .03 .00 .01 
 15 .35 .08 .00 .00 
 16 .02 .03 .12 .01 
 17 .20 .01 .00 .19 
 18 .03 .00 .25 .00 
 19 .30 .06 .15 .09 
 20 .06 .77 .48 .70 
4 1  .00  .00 .00 
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .00 .00 
 8 .00 .00 .00 
 9 .00 .00 .00 
 10 .00 .00 .00 
 11 .00 .00 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Tempareture 
 
Size_of_project 
Type_of_struct 
ure 
Phase_of_the_ 
project 
16 
17 
18 
19 
20 
21 
.00 
.00 
.00 
.00 
.15 
.84 
.04 
.00 
.33 
.04 
.01 
.45 
.00 
.12 
.03 
.49 
.19 
.09 
.05 
.06 
.06 
.04 
.06 
.54 
3 1 .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .01 .00 .00 
 8 .00 .00 .00 .01 
 9 .00 .02 .00 .02 
 10 .00 .04 .00 .01 
 11 .00 .01 .00 .06 
 12 .00 .02 .01 .01 
 13 .00 .02 .03 .03 
 14 .00 .06 .01 .09 
 15 .00 .05 .04 .07 
 16 .00 .02 .12 .03 
 17 .00 .33 .02 .13 
 18 .04 .05 .00 .00 
 19 .02 .06 .73 .10 
 20 .94 .31 .02 .43 
4 1 .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .01 
 6 .00 .00 .00 .00 
 7 .00 .01 .00 .01 
 8 .00 .00 .00 .01 
 9 .00 .02 .00 .03 
 10 .00 .06 .00 .01 
 11 .00 .00 .00 .09 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Motivation1 
 
Motivation2 
12 
13 
14 
15 
16 
17 
18 
19 
.096 
.059 
.040 
.022 
.011 
.008 
.007 
.001 
11.108 
14.190 
17.282 
23.347 
32.322 
39.399 
42.666 
104.833 
.00 
.00 
.00 
.00 
.01 
.06 
.01 
.92 
.01 
.04 
.03 
.06 
.00 
.12 
.20 
.50 
.01 
.14 
.22 
.07 
.06 
.00 
.00 
.24 
5 1 11.152 1.000 .00 .00 .00 
 2 1.869 2.442 .00 .00 .01 
 3 1.207 3.039 .00 .00 .02 
 4 1.177 3.078 .00 .00 .00 
 5 .629 4.210 .00 .00 .01 
 6 .493 4.754 .00 .01 .00 
 7 .415 5.185 .00 .00 .07 
 8 .358 5.579 .00 .00 .00 
 9 .234 6.904 .00 .04 .00 
 10 .173 8.027 .00 .01 .16 
 11 .105 10.314 .00 .00 .01 
 12 .084 11.521 .00 .03 .00 
 13 .042 16.313 .00 .11 .43 
 14 .030 19.395 .00 .07 .03 
 15 .015 27.187 .00 .00 .09 
 16 .008 38.187 .07 .20 .00 
 17 .007 40.012 .02 .20 .01 
 18 .001 89.618 .91 .34 .15 
6 1 10.712 1.000 .00 .00 .00 
 2 1.800 2.439 .00 .00 .01 
 3 1.207 2.979 .00 .00 .02 
 4 1.033 3.220 .00 .00 .01 
 5 .619 4.159 .00 .01 .00 
 6 .451 4.873 .00 .01 .03 
 7 .361 5.447 .00 .00 .00 
 8 .257 6.461 .00 .03 .06 
 9 .196 7.394 .00 .02 .12 
 10 .156 8.279 .00 .07 .05 
 11 .086 11.152 .00 .07 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
 
Physical_pain1 
12 
13 
14 
15 
16 
17 
18 
19 
.04 
.04 
.00 
.05 
.00 
.09 
.47 
.04 
.01 
.01 
.02 
.04 
.01 
.01 
.35 
.28 
.00 
.00 
.01 
.02 
.10 
.41 
.30 
.06 
.11 
.00 
.12 
.09 
.01 
.16 
.07 
.29 
.11 
.09 
.00 
.00 
.01 
.45 
.01 
.10 
5 1 .00 .00 .00 .00 .00 
 2 .00 .01 .00 .00 .00 
 3 .01 .00 .01 .00 .01 
 4 .00 .00 .01 .02 .01 
 5 .03 .00 .00 .01 .04 
 6 .01 .09 .01 .07 .02 
 7 .02 .06 .00 .07 .01 
 8 .13 .00 .02 .01 .07 
 9 .00 .12 .02 .02 .02 
 10 .01 .00 .02 .01 .04 
 11 .19 .00 .00 .16 .18 
 12 .03 .06 .01 .02 .00 
 13 .00 .01 .00 .20 .01 
 14 .03 .00 .02 .02 .02 
 15 .01 .09 .05 .01 .00 
 16 .12 .02 .48 .22 .46 
 17 .42 .37 .32 .03 .01 
 18 .00 .16 .04 .13 .11 
6 1 .00 .00 .00  .00 
 2 .00 .02 .00 .00 
 3 .01 .00 .01 .01 
 4 .00 .00 .01 .02 
 5 .03 .01 .00 .03 
 6 .00 .16 .00 .03 
 7 .19 .00 .02 .08 
 8 .02 .08 .07 .00 
 9 .06 .02 .01 .01 
 10 .04 .01 .01 .20 
 11 .11 .07 .01 .04 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Physical_pain2 
 
Physical_pain3 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
12 
13 
14 
15 
16 
17 
18 
19 
 .09 
.07 
.10 
.02 
.37 
.21 
.00 
.03 
.02 
.11 
.03 
.00 
.31 
.00 
.03 
.43 
.12 
.06 
.00 
.04 
.16 
.12 
.40 
.04 
.06 
.00 
.24 
.09 
.06 
.04 
.08 
.18 
5 1  .00 .00 .00 .00 
 2 .01 .00 .01 .00 
 3 .02 .00 .01 .00 
 4 .03 .00 .01 .00 
 5 .00 .09 .00 .00 
 6 .02 .01 .00 .01 
 7 .00 .03 .00 .00 
 8 .07 .00 .00 .00 
 9 .02 .00 .01 .03 
 10 .01 .00 .00 .14 
 11 .18 .21 .07 .00 
 12 .00 .10 .09 .15 
 13 .07 .01 .01 .34 
 14 .01 .01 .04 .03 
 15 .09 .28 .09 .00 
 16 .35 .02 .16 .03 
 17 .09 .00 .46 .15 
 18 .02 .24 .04 .11 
6 1  .00 .00 .00 .00 
 2 .01 .00 .01 .00 
 3 .03 .00 .01 .00 
 4 .03 .00 .03 .00 
 5 .01 .11 .00 .00 
 6 .02 .00 .01 .01 
 7 .07 .00 .00 .00 
 8 .00 .03 .04 .01 
 9 .08 .04 .01 .10 
 10 .04 .05 .02 .09 
 11 .04 .19 .05 .12 
356 
 
 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Size_of_the_off 
ice 
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
12 
13 
14 
15 
16 
17 
18 
19 
 .00 
.00 
.17 
.16 
.23 
.00 
.19 
.23 
 .00 
.01 
.01 
.11 
.01 
.51 
.02 
.32 
.00 
.02 
.00 
.01 
.30 
.00 
.03 
.63 
5 1  .00  .00 .00 
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .00 .00 
 8 .00 .00 .00 
 9 .00 .00 .00 
 10 .00 .00 .00 
 11 .01 .00 .00 
 12 .00 .00 .00 
 13 .08 .03 .01 
 14 .29 .04 .03 
 15 .02 .09 .45 
 16 .00 .57 .00 
 17 .35 .02 .00 
 18 .26 .26 .49 
6 1  .00  .00 .00 
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .00 .00 
 8 .00 .00 .00 
 9 .00 .00 .00 
 10 .00 .00 .00 
 11 .00 .01 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Tempareture 
 
Size_of_project 
Type_of_struct 
ure 
Phase_of_the_ 
project 
12 
13 
14 
15 
16 
17 
18 
19 
.00 
.00 
.00 
.01 
.01 
.05 
.20 
.74 
.02 
.05 
.12 
.00 
.27 
.00 
.30 
.14 
.03 
.02 
.01 
.17 
.01 
.05 
.45 
.27 
.01 
.13 
.02 
.13 
.24 
.00 
.08 
.24 
5 1 .00 .00 .00  
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .01 .00 
 8 .00 .00 .00 
 9 .00 .02 .00 
 10 .00 .08 .00 
 11 .00 .00 .01 
 12 .00 .09 .07 
 13 .00 .08 .00 
 14 .00 .02 .13 
 15 .02 .08 .07 
 16 .05 .01 .09 
 17 .17 .54 .52 
 18 .76 .06 .10 
6 1 .00 .00 .00  
 2 .00 .01 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .01 .00 
 7 .00 .00 .00 
 8 .00 .01 .00 
 9 .00 .05 .00 
 10 .00 .04 .01 
 11 .00 .08 .05 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Motivation1 
 
Motivation2 
12 
13 
14 
15 
16 
17 
.056 
.030 
.015 
.010 
.007 
.002 
13.839 
18.811 
26.446 
32.261 
39.040 
82.429 
.00 
.00 
.00 
.02 
.05 
.92 
.15 
.07 
.00 
.20 
.15 
.22 
.32 
.00 
.05 
.06 
.01 
.24 
7 1 9.765 1.000 .00 .00 .00 
 2 1.800 2.329 .00 .00 .01 
 3 1.198 2.855 .00 .00 .02 
 4 1.027 3.084 .00 .00 .01 
 5 .619 3.972 .00 .01 .00 
 6 .447 4.672 .00 .01 .04 
 7 .361 5.204 .00 .00 .00 
 8 .256 6.175 .00 .04 .06 
 9 .196 7.066 .00 .03 .13 
 10 .156 7.909 .00 .09 .05 
 11 .086 10.672 .00 .07 .01 
 12 .051 13.815 .00 .24 .30 
 13 .016 24.668 .00 .03 .02 
 14 .012 29.016 .00 .37 .07 
 15 .010 31.981 .10 .00 .02 
 16 .002 71.875 .89 .10 .26 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
 
Physical_pain1 
12 
13 
14 
15 
16 
17 
.03 
.03 
.01 
.13 
.31 
.03 
.01 
.00 
.06 
.13 
.31 
.11 
.00 
.03 
.12 
.55 
.16 
.00 
 .07 
.02 
.00 
.42 
.01 
.03 
7 1 .00 .00 .00  .00 
 2 .00 .02 .00 .00 
 3 .01 .00 .02 .01 
 4 .00 .00 .01 .03 
 5 .03 .01 .00 .03 
 6 .00 .20 .00 .03 
 7 .20 .00 .02 .08 
 8 .02 .10 .07 .00 
 9 .06 .03 .01 .01 
 10 .04 .01 .01 .20 
 11 .10 .09 .01 .04 
 12 .02 .01 .00 .09 
 13 .09 .02 .26 .01 
 14 .33 .47 .44 .15 
 15 .01 .01 .12 .29 
 16 .10 .02 .04 .03 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Physical_pain2 
 
Physical_pain3 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
12 
13 
14 
15 
16 
17 
 .00 
.03 
.17 
.45 
.02 
.00 
.00 
.02 
.31 
.01 
.00 
.23 
.01 
.03 
.11 
.07 
.36 
.23 
.37 
.00 
.00 
.01 
.22 
.05 
7 1  .00 .00 .00 .00 
 2 .01 .00 .01 .00 
 3 .03 .00 .01 .00 
 4 .04 .00 .03 .00 
 5 .01 .11 .00 .00 
 6 .02 .00 .01 .01 
 7 .07 .00 .00 .00 
 8 .00 .03 .04 .01 
 9 .08 .04 .01 .10 
 10 .04 .06 .02 .09 
 11 .04 .20 .05 .14 
 12 .01 .01 .01 .37 
 13 .27 .31 .22 .02 
 14 .19 .01 .18 .10 
 15 .20 .02 .02 .04 
 16 .00 .21 .39 .11 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Size_of_the_off 
ice 
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
12 
13 
14 
15 
16 
17 
 .05 
.36 
.02 
.02 
.34 
.19 
 .02 
.02 
.05 
.74 
.01 
.15 
.01 
.02 
.48 
.00 
.00 
.47 
7 1    .00 .00 
 2 .00 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .00 .00 
 8 .00 .00 
 9 .00 .00 
 10 .00 .00 
 11 .01 .01 
 12 .03 .03 
 13 .04 .33 
 14 .31 .14 
 15 .51 .03 
 16 .10 .46 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Tempareture 
 
Size_of_project 
Type_of_struct 
ure 
Phase_of_the_ 
project 
12 
13 
14 
15 
16 
17 
.00 
.00 
.03 
.01 
.24 
.72 
.06 
.04 
.10 
.06 
.46 
.08 
.02 
.17 
.11 
.16 
.42 
.04 
 
7 1 .00 .00 .00  
 2 .00 .01 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
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 5 .00 .00 .00 
 6 .00 .01 .00 
 7 .00 .00 .00 
 8 .00 .01 .00 
 9 .00 .05 .00 
 10 .00 .04 .01 
 11 .00 .09 .06 
 12 .00 .04 .06 
 13 .02 .24 .36 
 14 .04 .24 .48 
 15 .12 .05 .02 
 16 .83 .22 .00 
      a. Dependent Variable: P_2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.3497235477 
-.455109805 
-3.090 
-4.217 
.9395489097 
.2294061929 
1.450 
2.126 
.7511866168 
.0000000000 
.000 
.000 
.1299033188 
.1018882563 
1.000 
.944 
139 
139 
139 
139 
 a. Dependent Variable: P_2 
 
Chart 
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B.4 Drawing measurement  using backward regression  
 
 
Appendix B. 4: Drawing measurement  using backward regression 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . Br-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
   (criterion: 
. DisE-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: Dr-2 
b. All requested variables entered. 
 
Model Summary
d
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
.534
a
 
.534
b
 
.533
c
 
.285 
.285 
.284 
.253 
.258 
.263 
.1617705668 
.1612381364 
.1607345791 
 a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, SoI-2 
c. Predictors: (Constant), OthA-2, Pre-2, Rx-2, SoI-2 
d. Dependent Variable: Dr-2 
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ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression 1.380 6 .230 8.791 .000
b
 
 Residual 3.454 132 .026 
 Total 4.835 138 
2 Regression 1.377 5 .275 10.593 .000
c
 
 Residual 3.458 133 .026 
 Total 4.835 138 
3 Regression 1.373 4 .343 13.283 .000
d
 
 Residual 3.462 134 .026 
 Total 4.835 138 
 a. Dependent Variable: Dr-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, SoI-2 
d. Predictors: (Constant), OthA-2, Pre-2, Rx-2, SoI-2 
 
Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .445 .033  
 
.238 
13.516 .000  
 
.973  Rx-2 .879 .275 3.193 .002 
 DisE-2 1.249 3.360 .028 .372 .711 .940 
 Br-2 .075 .211 .028 .355 .723 .849 
 Pre-2 -.805 .428 -.140 -1.882 .062 .984 
 SoI-2 -.524 .120 -.379 -4.385 .000 .724 
 OthA-2 -.306 .170 -.153 -1.800 .074 .745 
2 (Constant) .451 .028  
 
.239 
15.993 .000  
 
.974  Rx-2 .882 .274 3.216 .002 
 DisE-2 1.353 3.336 .031 .405 .686 .947 
 Pre-2 -.800 .426 -.139 -1.877 .063 .985 
 SoI-2 -.514 .116 -.372 -4.441 .000 .767 
 OthA-2 -.294 .166 -.147 -1.770 .079 .776 
3 (Constant) .456 .025  
 
.239 
17.919 .000  
 
.974  Rx-2 .881 .273 3.223 .002 
 Pre-2 -.811 .424 -.141 -1.914 .058 .990 
 SoI-2 -.522 .114 -.378 -4.593 .000 .790 
 OthA-2 -.298 .166 -.149 -1.800 .074 .778 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.026  Rx-2 
 DisE-2 1.056 
 Pre-2 1.015 
 SoI-2 1.303 
 OthA-2 1.289 
3 (Constant)  
 
1.026  Rx-2 
 Pre-2 1.010 
 SoI-2 1.265 
 OthA-2 1.285 
 a. Dependent Variable: Dr-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.120 1.000 .02 .03 .02  
 2 .980 1.784 .00 .00 .01 
 3 .890 1.873 .00 .01 .56 
 4 .577 2.325 .00 .48 .20 
 5 .264 3.436 .02 .25 .00 
 6 .169 4.300 .95 .23 .22 
3 1 2.915 1.000 .03 .03   
 2 .980 1.725 .00 .00 
 3 .638 2.137 .01 .40 
 4 .264 3.321 .03 .24 
 5 .203 3.790 .93 .33 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00 .03 .03 
 2 .92 .00 .02 
 3 .00 .04 .10 
 4 .03 .00 .20 
 5 .02 .59 .65 
 6 .02 .34 .02 
3 1 .01 .03 .03 
 2 .91 .00 .02 
 3 .04 .02 .28 
 4 .02 .62 .65 
 5 .02 .33 .01 
 a. Dependent Variable: Dr-2 
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics 
 
Tolerance 
 
VIF 
2 Br-2 .028
b
 .355 .723 .031 .849 1.178 
3 Br-2 .031
c
 .390 .697 .034 .855 1.169 
 DisE-2 .031c .405 .686 .035 .947 1.056 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Br-2 .724 
3 Br-2 
DisE-2 
.749 
.767 
a. Dependent Variable: Dr-2 
b. Predictors in the Model: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, SoI-2 
c. Predictors in the Model: (Constant), OthA-2, Pre-2, Rx-2, SoI-2 
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Residuals Statistics
a
 
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.0760310814 
-.382944107 
-3.172 
-2.382 
.6787689328 
.4870805144 
2.871 
3.030 
.3924028386 
.0000000000 
.000 
.000 
.0997355357 
.1583879629 
1.000 
.985 
139 
139 
139 
139 
 
Charts 
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B.5 Drawing measurement using backward regression (variables 
are personal, environmental and project factors) 
 
 
Appendix B. 5: Drawing measurement using backward regression (variables are personal, 
environmental and project factors) 
Variables Entered/Removed
a
 
 
 
Model 
Variables Entered Variables Removed  
Method 
1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2 
 
 
 
 
 
3 
Pahse_of_the 
_project, Motivation4, 
Motivation3, Years_of_exp 
erience, Physical_pain 2, 
Form_of_desk 
, 
Physical_pain 1, 
Temprature, Lights, 
Motivation5, Physical_pain 
4, 
Recreational_ sport, 
Motivation2, Type_of_struc 
ture, Size_of_proje ct, 
Motivation1, Form_of_Chai 
r, Physical_pain 5, 
Profession, The_level_of_ 
comfort, Type_of_proje 
ct
b
 
 
 
. 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Physical_pain 4 
 
 
 
 
 
Temprature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Backward (criterion: 
Probability of F-to-
remove 
>= .100). 
Backward (criterion: 
Probability of F-to-
remove 
>= .100). 
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Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
4 
 
 
 
. 
 
 
Pahse_of_the 
_project 
Backward 
 (criterion: 
Probability of F-to-
remove 
   >= .100). 
5   Backward 
  
. 
Type_of_proje 
ct 
(criterion: 
Probability of F-to-
remove 
   >= .100). 
6   Backward 
  
. 
The_level_of_ 
comfort 
(criterion: 
Probability of F-to-
remove 
   >= .100). 
7   Backward 
   (criterion: 
 . Form_of_desk Probability of 
   F-to-remove 
   >= .100). 
8   Backward 
  
. 
Recreational_ 
sport 
(criterion: 
Probability of F-to-
remove 
   >= .100). 
9   Backward 
   (criterion: 
 . Lights Probability of 
   F-to-remove 
   >= .100). 
10   Backward 
  
. 
Physical_pain 
1 
(criterion: 
Probability of F-to-
remove 
   >= .100). 
11   Backward 
   (criterion: 
 . Motivation2 Probability of 
   F-to-remove 
   >= .100). 
12   Backward 
 
. 
Years_of_exp 
erience 
(criterion: 
Probability of F-to-
remove 
>= .100). 
     a. Dependent Variable: Dr-2 
b. Tolerance = .000 limit reached. 
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Model Summary
m
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .640
a
 .410 .304 .1561905974 
2 .640
b
 .409 .309 .1555618812 
3 .640
c
 .409 .315 .1549209914 
4 .639
d
 .408 .319 .1544119208 
5 .638
e
 .407 .324 .1539404381 
6 .637
f
 .405 .327 .1535017200 
7 .635
g
 .404 .331 .1530972095 
8 .632
h
 .399 .332 .1530308776 
9 .625
i
 .391 .327 .1535190423 
10 .616
j
 .379 .320 .1543537641 
11 .612
k
 .375 .321 .1542432129 
12 .606
l
 .367 .318 .1545740070 
 
374 
 
 
a. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Temprature, Lights, Motivation5, Physical_pain4, Recreational_sport, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
b. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Temprature, Lights, Motivation5, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
c. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort, ... 
d. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort, Type_of_project 
e. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort 
f. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession 
g. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, Lights, 
Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, Profession 
h. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, Lights, 
Motivation5, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
Profession 
i. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, 
Motivation5, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
Profession 
j. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Motivation5, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
k. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Motivation5, 
l.        Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
m. Predictors: (Constant), Motivation4, Motivation3, Physical_pain2, Motivation5, Type_of_structure, 
n. Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
o. Dependent Variable: Dr-2 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression 1.980 21 .094 3.866 .000
b
 
 Residual 2.854 117 .024 
 Total 4.835 138 
2 Regression 1.979 20 .099 4.089 .000
c
 
 Residual 2.856 118 .024 
 Total 4.835 138 
3 Regression 1.979 19 .104 4.339 .000
d
 
 Residual 2.856 119 .024 
 Total 4.835 138 
4 Regression 1.974 18 .110 4.598 .000
e
 
 Residual 2.861 120 .024 
 Total 4.835 138 
5 Regression 1.967 17 .116 4.883 .000
f
 
 Residual 2.867 121 .024 
 Total 4.835 138 
6 Regression 1.960 16 .123 5.199 .000
g
 
 Residual 2.875 122 .024 
 Total 4.835 138 
7 Regression 1.952 15 .130 5.551 .000
h
 
 Residual 2.883 123 .023 
 Total 4.835 138 
8 Regression 1.931 14 .138 5.889 .000
i
 
 Residual 2.904 124 .023 
 Total 4.835 138 
9 Regression 1.889 13 .145 6.164 .000
j
 
 Residual 2.946 125 .024 
 Total 4.835 138 
10 Regression 1.833 12 .153 6.410 .000
k
 
 Residual 3.002 126 .024 
 Total 4.835 138 
11 Regression 1.813 11 .165 6.929 .000
l
 
 Residual 3.021 127 .024 
 Total 4.835 138 
12 Regression 1.776 10 .178 7.435 .000
m
 
 Residual 3.058 128 .024 
 Total 4.835 138 
 a. Dependent Variable: Dr-2 
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b. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Temprature, Lights, Motivation5, Physical_pain4, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
c. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Temprature, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
d. Predictors: (Constant), Pahse_of_the_project, Motivation4, Motivation3, Years_of_experience, Physical_pain2, 
Form_of_desk, Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort, ... 
e. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort, Type_of_project 
f. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession, The_level_of_comfort 
g. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession 
h. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, Lights, 
Motivation5, Recreational_sport, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, Profession 
i. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, Lights, 
Motivation5, Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
Profession 
j. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Physical_pain1, Motivation5, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, 
Profession 
k. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Motivation5, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
l. Predictors: (Constant), Motivation4, Motivation3, Years_of_experience, Physical_pain2, Motivation5, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
m. Predictors: (Constant), Motivation4, Motivation3, Physical_pain2, Motivation5, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
1 (Constant) .738 .542  
 
.448 
1.361 .176 
Profession .163 .109 1.492 .138 
Motivation1 .200 .110 .462 1.814 .072 
Motivation2 .098 .067 .252 1.457 .148 
Motivation3 -.205 .110 -.538 -1.867 .064 
Motivation4 -.119 .075 -.302 -1.583 .116 
Motivation5 .276 .133 .665 2.081 .040 
Years_of_experience -.007 .005 -.378 -1.356 .178 
Physical_pain1 .056 .059 .151 .962 .338 
Physical_pain2 -.234 .109 -.619 -2.140 .034 
Physical_pain4 .015 .068 .041 .228 .820 
Physical_pain5 .460 .251 .766 1.837 .069 
Recreational_sport .028 .028 .244 1.010 .314 
Form_of_desk .177 .224 .177 .791 .430 
Form_of_Chair -.030 .067 -.146 -.443 .658 
The_level_of_comfort -.037 .047 -.267 -.797 .427 
Lights -.024 .062 -.073 -.381 .704 
Temprature .005 .019 .068 .250 .803 
Type_of_project -.042 .071 -.358 -.599 .550 
Size_of_project -8.301E-6 .000 -.366 -1.545 .125 
Type_of_structure -.325 .153 -.867 -2.125 .036 
Pahse_of_the_project -.021 .042 -.165 -.508 .612 
2 (Constant) .813 .426  
 
.432 
1.909 .059 
 Profession .157 .105 1.487 .140 
 Motivation1 .217 .083 .500 2.606 .010 
 Motivation2 .090 .057 .231 1.582 .116 
 Motivation3 -.212 .105 -.557 -2.023 .045 
 Motivation4 -.129 .061 -.327 -2.104 .038 
 Motivation5 .289 .118 .697 2.454 .016 
 Years_of_experience -.007 .005 -.400 -1.534 .128 
 Physical_pain1 .064 .047 .172 1.375 .172 
 Physical_pain2 -.232 .109 -.614 -2.137 .035 
 Physical_pain5 .467 .248 .778 1.888 .062 
 Recreational_sport .028 .027 .248 1.038 .301 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
1 (Constant)  
 
.056 
 
 
17.894 Profession 
Motivation1 .078 12.846 
Motivation2 .168 5.954 
Motivation3 .061 16.460 
Motivation4 .138 7.231 
Motivation5 .049 20.208 
Years_of_experience .065 15.387 
Physical_pain1 .205 4.877 
Physical_pain2 .060 16.597 
Physical_pain4 .153 6.523 
Physical_pain5 .029 34.441 
Recreational_sport .087 11.512 
Form_of_desk .101 9.922 
Form_of_Chair .046 21.535 
The_level_of_comfort .045 22.318 
Lights .137 7.299 
Temprature .069 14.426 
Type_of_project .014 70.882 
Size_of_project .090 11.116 
Type_of_structure .030 32.998 
Pahse_of_the_project .048 20.844 
2 (Constant)  
 
.059 
 
 
16.834  Profession 
 Motivation1 .136 7.348 
 Motivation2 .234 4.276 
 Motivation3 .066 15.127 
 Motivation4 .207 4.841 
 Motivation5 .062 16.127 
 Years_of_experience .074 13.559 
 Physical_pain1 .319 3.134 
 Physical_pain2 .061 16.470 
 Physical_pain5 .029 33.910 
 Recreational_sport .088 11.426 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Form_of_desk 
Form_of_Chair 
The_level_of_comfort 
Lights 
Temprature 
Type_of_project 
Size_of_project 
Type_of_structure 
Pahse_of_the_project 
.178 
-.033 
-.030 
-.035 
.002 
-.044 
-7.816E-6 
-.334 
-.017 
.223 
.065 
.034 
.037 
.016 
.070 
.000 
.147 
.037 
.178 
-.162 
-.216 
-.108 
.032 
-.375 
-.345 
-.891 
-.132 
.799 
-.504 
-.877 
-.939 
.147 
-.635 
-1.591 
-2.265 
-.456 
.426 
.615 
.382 
.350 
.884 
.527 
.114 
.025 
.649 
3 (Constant) .866 .233  
 
.432 
3.709 .000 
 Profession .157 .105 1.494 .138 
 Motivation1 .218 .083 .501 2.630 .010 
 Motivation2 .088 .055 .228 1.589 .115 
 Motivation3 -.212 .104 -.559 -2.041 .043 
 Motivation4 -.129 .061 -.328 -2.118 .036 
 Motivation5 .293 .114 .707 2.569 .011 
 Years_of_experience -.007 .005 -.405 -1.576 .118 
 Physical_pain1 .067 .042 .180 1.605 .111 
 Physical_pain2 -.232 .108 -.613 -2.144 .034 
 Physical_pain5 .471 .245 .784 1.919 .057 
 Recreational_sport .029 .027 .251 1.057 .293 
 Form_of_desk .186 .216 .186 .865 .389 
 Form_of_Chair -.037 .059 -.182 -.629 .531 
 The_level_of_comfort -.029 .032 -.204 -.879 .381 
 Lights -.036 .035 -.113 -1.030 .305 
 Type_of_project -.046 .068 -.393 -.683 .496 
 Size_of_project -7.524E-6 .000 -.332 -1.682 .095 
 Type_of_structure -.333 .147 -.890 -2.272 .025 
 Pahse_of_the_project -.017 .037 -.133 -.461 .646 
4 (Constant) .824 .214  
 
.315 
3.847 .000 
 Profession .114 .050 2.299 .023 
 Motivation1 .225 .081 .519 2.788 .006 
 Motivation2 .086 .055 .223 1.568 .120 
 Motivation3 -.183 .082 -.481 -2.232 .027 
 Motivation4 -.139 .057 -.353 -2.430 .017 
 Motivation5 .271 .103 .653 2.628 .010 
 Years_of_experience -.006 .004 -.341 -1.581 .116 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
Form_of_desk 
Form_of_Chair 
The_level_of_comfort 
Lights 
Temprature 
Type_of_project 
Size_of_project 
Type_of_structure 
Pahse_of_the_project 
.101 
.049 
.083 
.378 
.103 
.014 
.107 
.032 
.060 
9.918 
20.585 
12.081 
2.648 
9.697 
69.768 
9.371 
30.890 
16.693 
3 (Constant)  
 
.059 
 
 
16.834  Profession 
 Motivation1 .137 7.322 
 Motivation2 .242 4.131 
 Motivation3 .066 15.091 
 Motivation4 .207 4.836 
 Motivation5 .066 15.261 
 Years_of_experience .075 13.306 
 Physical_pain1 .394 2.539 
 Physical_pain2 .061 16.465 
 Physical_pain5 .030 33.586 
 Recreational_sport .088 11.360 
 Form_of_desk .107 9.329 
 Form_of_Chair .059 16.857 
 The_level_of_comfort .092 10.893 
 Lights .412 2.426 
 Type_of_project .015 66.738 
 Size_of_project .128 7.830 
 Type_of_structure .032 30.885 
 Pahse_of_the_project .060 16.686 
4 (Constant)  
 
.264 
 
 
3.794  Profession 
 Motivation1 .142 7.028 
 Motivation2 .243 4.115 
 Motivation3 .106 9.430 
 Motivation4 .234 4.270 
 Motivation5 .080 12.534 
 Years_of_experience .106 9.428 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Physical_pain1 
Physical_pain2 
Physical_pain5 
Recreational_sport 
Form_of_desk 
Form_of_Chair 
The_level_of_comfort 
Lights 
Type_of_project 
Size_of_project 
Type_of_structure 
.072 
-.190 
.438 
.019 
.154 
-.056 
-.021 
-.039 
-.028 
-7.627E-6 
-.288 
.041 
.059 
.234 
.017 
.203 
.043 
.028 
.035 
.055 
.000 
.108 
.193 
-.502 
.728 
.167 
.154 
-.273 
-.150 
-.120 
-.239 
-.336 
-.768 
1.774 
-3.240 
1.872 
1.095 
.758 
-1.297 
-.751 
-1.107 
-.512 
-1.713 
-2.661 
.079 
.002 
.064 
.276 
.450 
.197 
.454 
.270 
.610 
.089 
.009 
5 (Constant) .801 .209  
 
.342 
3.834 .000 
 Profession .124 .046 2.724 .007 
 Motivation1 .234 .079 .539 2.966 .004 
 Motivation2 .080 .053 .206 1.493 .138 
 Motivation3 -.149 .047 -.391 -3.178 .002 
 Motivation4 -.141 .057 -.357 -2.471 .015 
 Motivation5 .244 .088 .587 2.777 .006 
 Years_of_experience -.005 .003 -.271 -1.626 .107 
 Physical_pain1 .064 .037 .171 1.716 .089 
 Physical_pain2 -.168 .041 -.445 -4.129 .000 
 Physical_pain5 .342 .139 .568 2.459 .015 
 Recreational_sport .015 .015 .127 .972 .333 
 Form_of_desk .061 .092 .061 .669 .505 
 Form_of_Chair -.073 .026 -.359 -2.858 .005 
 The_level_of_comfort -.012 .022 -.085 -.553 .581 
 Lights -.041 .035 -.126 -1.173 .243 
 Size_of_project -8.624E-6 .000 -.380 -2.160 .033 
 Type_of_structure -.246 .071 -.657 -3.455 .001 
6 (Constant) .785 .206  
 
.335 
3.805 .000 
 Profession .121 .045 2.689 .008 
 Motivation1 .239 .078 .551 3.070 .003 
 Motivation2 .074 .052 .190 1.414 .160 
 Motivation3 -.153 .046 -.403 -3.332 .001 
 Motivation4 -.154 .052 -.390 -2.963 .004 
 Motivation5 .262 .081 .632 3.251 .001 
 Years_of_experience -.005 .003 -.282 -1.710 .090 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
Physical_pain1 
Physical_pain2 
Physical_pain5 
Recreational_sport 
Form_of_desk 
Form_of_Chair 
The_level_of_comfort 
Lights 
Type_of_project 
Size_of_project 
Type_of_structure 
.418 
.205 
.033 
.211 
.120 
.111 
.124 
.420 
.023 
.128 
.059 
2.393 
4.871 
30.688 
4.737 
8.346 
8.992 
8.081 
2.380 
44.121 
7.810 
16.903 
5 (Constant)  
 
.311 
 
 
3.213  Profession 
 Motivation1 .149 6.730 
 Motivation2 .258 3.877 
 Motivation3 .324 3.086 
 Motivation4 .235 4.256 
 Motivation5 .110 9.108 
 Years_of_experience .176 5.679 
 Physical_pain1 .495 2.020 
 Physical_pain2 .421 2.374 
 Physical_pain5 .092 10.904 
 Recreational_sport .286 3.496 
 Form_of_desk .586 1.707 
 Form_of_Chair .310 3.226 
 The_level_of_comfort .206 4.860 
 Lights .425 2.352 
 Size_of_project .158 6.317 
 Type_of_structure .135 7.383 
6 (Constant)  
 
.315 
 
 
3.178  Profession 
 Motivation1 .151 6.620 
 Motivation2 .269 3.716 
 Motivation3 .334 2.994 
 Motivation4 .282 3.546 
 Motivation5 .129 7.752 
 Years_of_experience .179 5.597 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Physical_pain1 
Physical_pain2 
Physical_pain5 
Recreational_sport 
Form_of_desk 
Form_of_Chair 
Lights 
Size_of_project 
Type_of_structure 
.071 
-.171 
.358 
.013 
.054 
-.075 
-.045 
-8.742E-6 
-.246 
.035 
.040 
.135 
.015 
.090 
.025 
.034 
.000 
.071 
.190 
-.452 
.596 
.116 
.054 
-.369 
-.138 
-.385 
-.656 
2.047 
-4.229 
2.647 
.897 
.594 
-2.971 
-1.322 
-2.199 
-3.456 
.043 
.000 
.009 
.371 
.554 
.004 
.189 
.030 
.001 
7 (Constant) .858 .165  
 
.341 
5.202 .000 
 Profession .124 .045 2.753 .007 
 Motivation1 .258 .071 .594 3.605 .000 
 Motivation2 .078 .051 .202 1.525 .130 
 Motivation3 -.157 .045 -.413 -3.466 .001 
 Motivation4 -.166 .047 -.421 -3.505 .001 
 Motivation5 .275 .078 .661 3.530 .001 
 Years_of_experience -.005 .003 -.301 -1.859 .065 
 Physical_pain1 .070 .035 .188 2.028 .045 
 Physical_pain2 -.179 .038 -.473 -4.712 .000 
 Physical_pain5 .375 .132 .623 2.837 .005 
 Recreational_sport .014 .015 .121 .945 .347 
 Form_of_Chair -.073 .025 -.357 -2.921 .004 
 Lights -.047 .033 -.146 -1.407 .162 
 Size_of_project -9.392E-6 .000 -.414 -2.465 .015 
 Type_of_structure -.263 .065 -.701 -4.054 .000 
8 (Constant) .941 .140  
 
.305 
6.741 .000 
 Profession .111 .043 2.589 .011 
 Motivation1 .230 .065 .530 3.527 .001 
 Motivation2 .069 .050 .177 1.365 .175 
 Motivation3 -.156 .045 -.411 -3.454 .001 
 Motivation4 -.182 .044 -.461 -4.110 .000 
 Motivation5 .270 .078 .651 3.482 .001 
 Years_of_experience -.004 .003 -.228 -1.604 .111 
 Physical_pain1 .061 .033 .164 1.840 .068 
 Physical_pain2 -.167 .036 -.442 -4.661 .000 
 Physical_pain5 .396 .130 .658 3.039 .003 
 Form_of_Chair -.086 .021 -.421 -4.141 .000 
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Coefficients
a
 
 
 
 
Model 
 
Collinearity Statistics 
 
Tolerance VIF 
Physical_pain1 
Physical_pain2 
Physical_pain5 
Recreational_sport 
Form_of_desk 
Form_of_Chair 
Lights 
Size_of_project 
Type_of_structure 
.565 
.427 
.096 
.294 
.599 
.316 
.445 
.159 
.135 
1.769 
2.345 
10.400 
3.404 
1.669 
3.165 
2.249 
6.299 
7.381 
7 (Constant)  
 
.317 
 
 
3.157  Profession 
 Motivation1 .179 5.591 
 Motivation2 .275 3.631 
 Motivation3 .341 2.930 
 Motivation4 .336 2.974 
 Motivation5 .138 7.242 
 Years_of_experience .185 5.400 
 Physical_pain1 .566 1.766 
 Physical_pain2 .480 2.082 
 Physical_pain5 .100 9.959 
 Recreational_sport .295 3.387 
 Form_of_Chair .324 3.082 
 Lights .451 2.217 
 Size_of_project .172 5.821 
 Type_of_structure .162 6.171 
8 (Constant)  
 
.348 
 
 
2.870  Profession 
 Motivation1 .214 4.669 
 Motivation2 .287 3.488 
 Motivation3 .341 2.929 
 Motivation4 .385 2.599 
 Motivation5 .139 7.217 
 Years_of_experience .239 4.190 
 Physical_pain1 .612 1.633 
 Physical_pain2 .538 1.859 
 Physical_pain5 .103 9.681 
 Form_of_Chair .468 2.135 
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Coefficients
a
 
 
 
 
Model 
  
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Lights 
Size_of_project 
Type_of_structure 
-.045 
-1.061E-5 
-.242 
.033 
.000 
.061 
-.139 
-.468 
-.645 
-1.341 
-2.958 
-3.972 
.182 
.004 
.000 
9 (Constant) .831 .113  
 
.321 
7.338 .000 
 Profession .117 .043 2.730 .007 
 Motivation1 .204 .062 .470 3.265 .001 
 Motivation2 .078 .050 .201 1.558 .122 
 Motivation3 -.171 .044 -.449 -3.869 .000 
 Motivation4 -.153 .039 -.388 -3.945 .000 
 Motivation5 .290 .076 .699 3.796 .000 
 Years_of_experience -.004 .003 -.246 -1.730 .086 
 Physical_pain1 .050 .032 .133 1.541 .126 
 Physical_pain2 -.157 .035 -.415 -4.464 .000 
 Physical_pain5 .432 .128 .719 3.388 .001 
 Form_of_Chair -.090 .020 -.444 -4.411 .000 
 Size_of_project -1.078E-5 .000 -.475 -2.997 .003 
 Type_of_structure -.233 .061 -.622 -3.837 .000 
10 (Constant) .886 .108  
 
.313 
8.198 .000 
 Profession .113 .043 2.644 .009 
 Motivation1 .192 .062 .442 3.080 .003 
 Motivation2 .039 .044 .102 .905 .367 
 Motivation3 -.169 .044 -.444 -3.806 .000 
 Motivation4 -.152 .039 -.385 -3.895 .000 
 Motivation5 .270 .076 .650 3.566 .001 
 Years_of_experience -.003 .002 -.192 -1.383 .169 
 Physical_pain2 -.164 .035 -.434 -4.676 .000 
 Physical_pain5 .412 .128 .685 3.228 .002 
 Form_of_Chair -.090 .021 -.441 -4.362 .000 
 Size_of_project -1.172E-5 .000 -.517 -3.292 .001 
 Type_of_structure -.231 .061 -.615 -3.779 .000 
11 (Constant) .900 .107  
 
.336 
8.408 .000 
 Profession .122 .042 2.915 .004 
 Motivation1 .179 .060 .412 2.951 .004 
 Motivation3 -.162 .044 -.426 -3.709 .000 
 Motivation4 -.151 .039 -.382 -3.870 .000 
 Motivation5 .251 .073 .605 3.453 .001 
 Years_of_experience -.003 .002 -.170 -1.245 .215 
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Coefficients
a
 
 
 
 
Model 
  
Collinearity Statistics 
 
Tolerance VIF 
Lights 
Size_of_project 
Type_of_structure 
.454 
.194 
.184 
2.204 
5.158 
5.447 
9 (Constant)  
 
.352 
 
 
2.841  Profession 
 Motivation1 .235 4.254 
 Motivation2 .292 3.423 
 Motivation3 .362 2.766 
 Motivation4 .504 1.985 
 Motivation5 .144 6.953 
 Years_of_experience .241 4.154 
 Physical_pain1 .656 1.523 
 Physical_pain2 .563 1.775 
 Physical_pain5 .108 9.249 
 Form_of_Chair .482 2.076 
 Size_of_project .194 5.152 
 Type_of_structure .186 5.384 
10 (Constant)  
 
.353 
 
 
2.834  Profession 
 Motivation1 .239 4.187 
 Motivation2 .390 2.566 
 Motivation3 .362 2.763 
 Motivation4 .504 1.984 
 Motivation5 .148 6.749 
 Years_of_experience .257 3.897 
 Physical_pain2 .573 1.745 
 Physical_pain5 .109 9.149 
 Form_of_Chair .482 2.075 
 Size_of_project .200 5.001 
 Type_of_structure .186 5.380 
11 (Constant)  
 
.371 
 
 
2.699  Profession 
 Motivation1 .253 3.951 
 Motivation3 .372 2.685 
 Motivation4 .505 1.982 
 Motivation5 .160 6.231 
 Years_of_experience .265 3.778 
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Coefficients
a
 
 
 
 
Model 
  
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
 
B Std. Error Beta 
Physical_pain2 
Physical_pain5 
Form_of_Chair 
Size_of_project 
Type_of_structure 
-.171 
.364 
-.084 
-1.193E-5 
-.234 
.034 
.116 
.020 
.000 
.061 
-.453 
.605 
-.416 
-.526 
-.625 
-5.019 
3.139 
-4.282 
-3.359 
-3.851 
.000 
.002 
.000 
.001 
.000 
12 (Constant) .914 .107  
 
.270 
8.581 .000 
 Profession .098 .037 2.632 .010 
 Motivation1 .128 .045 .294 2.858 .005 
 Motivation3 -.137 .039 -.362 -3.521 .001 
 Motivation4 -.143 .039 -.363 -3.714 .000 
 Motivation5 .201 .060 .483 3.316 .001 
 Physical_pain2 -.175 .034 -.462 -5.122 .000 
 Physical_pain5 .267 .086 .445 3.096 .002 
 Form_of_Chair -.090 .019 -.444 -4.706 .000 
 Size_of_project -1.064E-5 .000 -.469 -3.126 .002 
 Type_of_structure -.205 .056 -.547 -3.647 .000 
 
Coefficients
a
 
 
 
 
Model 
  
Collinearity Statistics 
 
Tolerance VIF 
Physical_pain2 
Physical_pain5 
Form_of_Chair 
Size_of_project 
Type_of_structure 
.604 
.132 
.522 
.201 
.187 
1.654 
7.557 
1.914 
4.980 
5.356 
12 (Constant)  
 
.468 
 
 
2.136  Profession 
 Motivation1 .467 2.143 
 Motivation3 .469 2.134 
 Motivation4 .517 1.934 
 Motivation5 .233 4.297 
 Physical_pain2 .608 1.644 
 Physical_pain5 .239 4.175 
 Form_of_Chair .554 1.805 
 Size_of_project .219 4.557 
 Type_of_structure .220 4.547 
388 
 
 
a. Dependent Variable: Dr-2 
 
 
Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity .  
 
Tolerance 
1 Physical_pain3 .b . . . .000 
 Size_of_the_office .b . . . .000 
 Size_of_personal_space .b . . . .000 
 The_color_of_walls .b . . . .000 
2 Physical_pain3 .063
c
 .228 .820 .021 .067 
 Size_of_the_office .254c .228 .820 .021 .004 
 Size_of_personal_space .144c .228 .820 .021 .013 
 The_color_of_walls 1.264c .228 .820 .021 .000 
 Physical_pain4 .041c .228 .820 .021 .153 
3 Physical_pain3 .030
d
 .127 .899 .012 .088 
 Size_of_the_office .076d .213 .832 .020 .039 
 Size_of_personal_space .144d .272 .786 .025 .018 
 The_color_of_walls .179d .185 .854 .017 .005 
 Physical_pain4 .015d .104 .918 .010 .228 
 Temprature .032d .147 .884 .013 .103 
4 Physical_pain3 -.002
e
 -.008 .994 -.001 .096 
 Size_of_the_office .119e .480 .632 .044 .081 
 Size_of_personal_space .173e .331 .741 .030 .018 
 The_color_of_walls -.139e -.338 .736 -.031 .029 
 Physical_pain4 -.011e -.083 .934 -.008 .268 
 Temprature .034e .156 .876 .014 .103 
 Pahse_of_the_project -.133e -.461 .646 -.042 .060 
5 Physical_pain3 .053
f
 .282 .778 .026 .141 
 Size_of_the_office .129f .522 .603 .048 .081 
 Size_of_personal_space .235f .580 .563 .053 .030 
 The_color_of_walls -.072f -.183 .855 -.017 .032 
 Physical_pain4 .006f .048 .962 .004 .286 
 Temprature .058f .275 .784 .025 .109 
 Pahse_of_the_project -.018f -.078 .938 -.007 .091 
 Type_of_project -.239f -.512 .610 -.047 .023 
6 Physical_pain3 -.024
g
 -.178 .859 -.016 .271 
 Size_of_the_office .155g .656 .513 .060 .088 
 Size_of_personal_space .158g .406 .686 .037 .032 
 The_color_of_walls -.132g -.550 .583 -.050 .085 
 Physical_pain4 -.030g -.286 .775 -.026 .438 
 Temprature -.015g -.087 .931 -.008 .162 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
1 Physical_pain3 . .000 
 Size_of_the_office . .000 
 Size_of_personal_space . .000 
 The_color_of_walls . .000 
2 Physical_pain3 14.924 .011 
 Size_of_the_office 246.307 .004 
 Size_of_personal_space 78.643 .009 
 The_color_of_walls 6099.763 .000 
 Physical_pain4 6.523 .014 
3 Physical_pain3 11.330 .013 
 Size_of_the_office 25.680 .010 
 Size_of_personal_space 55.705 .010 
 The_color_of_walls 188.652 .005 
 Physical_pain4 4.385 .015 
 Temprature 9.697 .014 
4 Physical_pain3 10.425 .015 
 Size_of_the_office 12.397 .023 
 Size_of_personal_space 54.740 .013 
 The_color_of_walls 34.150 .021 
 Physical_pain4 3.726 .021 
 Temprature 9.693 .021 
 Pahse_of_the_project 16.686 .015 
5 Physical_pain3 7.105 .067 
 Size_of_the_office 12.314 .081 
 Size_of_personal_space 33.317 .030 
 The_color_of_walls 31.474 .032 
 Physical_pain4 3.492 .091 
 Temprature 9.133 .089 
 Pahse_of_the_project 11.031 .068 
 Type_of_project 44.121 .023 
6 Physical_pain3 3.695 .093 
 Size_of_the_office 11.383 .088 
 Size_of_personal_space 30.776 .032 
 The_color_of_walls 11.722 .085 
 Physical_pain4 2.282 .093 
 Temprature 6.185 .090 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity .  
 
Tolerance 
Pahse_of_the_project .000
g
 .002 .999 .000 .093 
Type_of_project -.018
g
 -.049 .961 -.004 .038 
The_level_of_comfort -.085
g
 -.553 .581 -.050 .206 
7 Physical_pain3 -.027
h
 -.202 .840 -.018 .271 
 Size_of_the_office .086h .391 .697 .035 .102 
 Size_of_personal_space .069h .680 .498 .061 .478 
 The_color_of_walls -.129h -.538 .591 -.049 .085 
 Physical_pain4 -.045h -.444 .658 -.040 .477 
 Temprature .001h .004 .996 .000 .166 
 Pahse_of_the_project -.057h -.286 .775 -.026 .121 
 Type_of_project .094h .461 .646 .042 .117 
 The_level_of_comfort -.070h -.458 .648 -.041 .211 
 Form_of_desk .054h .594 .554 .054 .599 
8 Physical_pain3 -.020
i
 -.152 .880 -.014 .272 
 Size_of_the_office .134i .640 .524 .058 .110 
 Size_of_personal_space .053i .528 .598 .048 .490 
 The_color_of_walls -.194i -.919 .360 -.083 .109 
 Physical_pain4 -.006i -.066 .947 -.006 .552 
 Temprature .013i .073 .942 .007 .166 
 Pahse_of_the_project .044i .256 .799 .023 .168 
 Type_of_project .136i .689 .492 .062 .125 
 The_level_of_comfort -.044i -.290 .772 -.026 .217 
 Form_of_desk .059i .661 .510 .059 .602 
 Recreational_sport .121i .945 .347 .085 .295 
9 Physical_pain3 -.045
j
 -.341 .734 -.031 .278 
 Size_of_the_office .153j .729 .468 .065 .111 
 Size_of_personal_space .068j .683 .496 .061 .497 
 The_color_of_walls -.248j -1.211 .228 -.108 .116 
 Physical_pain4 .042j .494 .622 .044 .667 
 Temprature .049j .290 .772 .026 .171 
 Pahse_of_the_project .020j .116 .908 .010 .170 
 Type_of_project .161j .822 .413 .074 .127 
 The_level_of_comfort -.081j -.552 .582 -.050 .226 
 Form_of_desk .072j .808 .421 .072 .610 
 Recreational_sport .108j .840 .403 .075 .297 
 Lights -.139j -1.341 .182 -.120 .454 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
Pahse_of_the_project 10.806 .070 
Type_of_project 26.532 .038 
The_level_of_comfort 4.860 .092 
7 Physical_pain3 3.689 .097 
 Size_of_the_office 9.827 .099 
 Size_of_personal_space 2.090 .091 
 The_color_of_walls 11.717 .085 
 Physical_pain4 2.097 .095 
 Temprature 6.041 .095 
 Pahse_of_the_project 8.273 .086 
 Type_of_project 8.548 .057 
 The_level_of_comfort 4.749 .097 
 Form_of_desk 1.669 .096 
8 Physical_pain3 3.679 .099 
 Size_of_the_office 9.057 .101 
 Size_of_personal_space 2.042 .095 
 The_color_of_walls 9.159 .096 
 Physical_pain4 1.813 .100 
 Temprature 6.009 .098 
 Pahse_of_the_project 5.955 .097 
 Type_of_project 7.980 .057 
 The_level_of_comfort 4.610 .101 
 Form_of_desk 1.660 .098 
 Recreational_sport 3.387 .100 
9 Physical_pain3 3.603 .105 
 Size_of_the_office 9.014 .105 
 Size_of_personal_space 2.012 .098 
 The_color_of_walls 8.638 .098 
 Physical_pain4 1.499 .108 
 Temprature 5.848 .104 
 Pahse_of_the_project 5.891 .100 
 Type_of_project 7.894 .057 
 The_level_of_comfort 4.423 .104 
 Form_of_desk 1.638 .102 
 Recreational_sport 3.368 .106 
 Lights 2.204 .103 
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Excluded Variables
a
 
 
 
 
Model 
  
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity .  
 
Tolerance 
10 Physical_pain3 .062
k
 .558 .578 .050 .398 
Size_of_the_office .214
k
 1.041 .300 .093 .116 
Size_of_personal_space .073
k
 .730 .467 .065 .498 
The_color_of_walls -.279
k
 -1.362 .176 -.121 .117 
Physical_pain4 .009
k
 .112 .911 .010 .707 
Temprature .074
k
 .437 .663 .039 .173 
Pahse_of_the_project -.083
k
 -.534 .594 -.048 .206 
Type_of_project .215
k
 1.114 .267 .099 .132 
The_level_of_comfort -.147
k
 -1.070 .287 -.095 .260 
Form_of_desk .058
k
 .648 .518 .058 .616 
Recreational_sport .050
k
 .399 .690 .036 .319 
Lights -.089
k
 -.887 .377 -.079 .486 
Physical_pain1 .133
k
 1.541 .126 .137 .656 
11 Physical_pain3 .030
l
 .278 .782 .025 .433 
 Size_of_the_office .083l .460 .647 .041 .154 
 Size_of_personal_space .094l 1.018 .311 .090 .579 
 The_color_of_walls -.119l -.681 .497 -.061 .161 
 Physical_pain4 .000l -.005 .996 .000 .719 
 Temprature .054l .321 .749 .029 .175 
 Pahse_of_the_project -.090l -.581 .562 -.052 .206 
 Type_of_project .219l 1.135 .259 .101 .132 
 The_level_of_comfort -.085l -.666 .507 -.059 .300 
 Form_of_desk .073l .841 .402 .075 .651 
 Recreational_sport .040l .321 .749 .029 .322 
 Lights -.107l -1.114 .268 -.099 .531 
 Physical_pain1 .066l .874 .384 .078 .876 
 Motivation2 .102l .905 .367 .080 .390 
12 Physical_pain3 .029
m
 .271 .787 .024 .433 
 Size_of_the_office .068m .379 .705 .034 .154 
 Size_of_personal_space .093m 1.012 .313 .089 .579 
 The_color_of_walls -.135m -.773 .441 -.068 .162 
 Physical_pain4 .014m .167 .867 .015 .733 
 Temprature .037m .218 .828 .019 .177 
 Pahse_of_the_project -.103m -.665 .507 -.059 .207 
 Type_of_project .272m 1.550 .124 .136 .159 
 The_level_of_comfort -.109m -.863 .390 -.076 .309 
 Form_of_desk .089m 1.041 .300 .092 .671 
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Excluded Variables
a
 
 
 
 
Model 
 Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
10 Physical_pain3 2.511 .109 
Size_of_the_office 8.592 .107 
Size_of_personal_space 2.010 .099 
The_color_of_walls 8.541 .100 
Physical_pain4 1.414 .109 
Temprature 5.792 .105 
Pahse_of_the_project 4.861 .104 
Type_of_project 7.567 .060 
The_level_of_comfort 3.841 .107 
Form_of_desk 1.622 .102 
Recreational_sport 3.132 .106 
Lights 2.057 .103 
Physical_pain1 1.523 .108 
11 Physical_pain3 2.307 .126 
 Size_of_the_office 6.511 .117 
 Size_of_personal_space 1.726 .129 
 The_color_of_walls 6.195 .104 
 Physical_pain4 1.390 .132 
 Temprature 5.702 .129 
 Pahse_of_the_project 4.848 .127 
 Type_of_project 7.564 .067 
 The_level_of_comfort 3.333 .120 
 Form_of_desk 1.536 .128 
 Recreational_sport 3.109 .125 
 Lights 1.883 .131 
 Physical_pain1 1.142 .130 
 Motivation2 2.566 .109 
12 Physical_pain3 2.307 .204 
 Size_of_the_office 6.484 .154 
 Size_of_personal_space 1.726 .165 
 The_color_of_walls 6.159 .162 
 Physical_pain4 1.363 .214 
 Temprature 5.664 .177 
 Pahse_of_the_project 4.824 .167 
 Type_of_project 6.291 .141 
 The_level_of_comfort 3.239 .199 
 Form_of_desk 1.490 .190 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity .  
 
Tolerance 
Recreational_sport -.026
m
 -.231 .817 -.021 .391 
Lights -.118
m
 -1.235 .219 -.109 .537 
Physical_pain1 .052
m
 .694 .489 .061 .892 
Motivation2 .075
m
 .671 .503 .059 .402 
Years_of_experience -.170
m
 -1.245 .215 -.110 .265 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity Statistics  
 
VIF 
Minimum 
Tolerance 
Recreational_sport 2.556 .166 
Lights 1.863 .217 
Physical_pain1 1.121 .214 
Motivation2 2.488 .199 
Years_of_experience 3.778 .132 
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a. Dependent Variable: Dr-2 
b. Predictors in the Model: (Constant), Pahse_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Temprature, Lights, Motivation5, Physical_pain4, 
Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, 
Physical_pain5, Profession, The_level_of_comfort, Type_of_project 
c. Predictors in the Model: (Constant), Pahse_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Temprature, Lights, Motivation5, Recreational_sport, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
d. Predictors in the Model: (Constant), Pahse_of_the_project, Motivation4, 
Motivation3, Years_of_experience, Physical_pain2, Form_of_desk, 
Physical_pain1, Lights, Motivation5, Recreational_sport, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, Profession, 
The_level_of_comfort, Type_of_project 
e. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Form_of_desk, Physical_pain1, 
Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort, ... 
f. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Form_of_desk, Physical_pain1, 
Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession, 
The_level_of_comfort 
g. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Form_of_desk, Physical_pain1, 
Lights, Motivation5, Recreational_sport, Motivation2, Type_of_structure, 
Size_of_project, Motivation1, Form_of_Chair, Physical_pain5, Profession 
h. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Physical_pain1, Lights, Motivation5, 
Recreational_sport, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, Form_of_Chair, Physical_pain5, Profession 
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i. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Physical_pain1, Lights, 
Motivation5, Motivation2, Type_of_structure, Size_of_project, 
Motivation1, 
Form_of_Chair, Physical_pain5, Profession 
j. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Physical_pain1, Motivation5, 
Motivation2, Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, Profession 
k. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, Motivation5, Motivation2, 
Type_of_structure, Size_of_project, Motivation1, Form_of_Chair, 
Physical_pain5, 
Profession 
l. Predictors in the Model: (Constant), Motivation4, Motivation3, 
Years_of_experience, Physical_pain2, 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
1 1 14.571 1.000 .00 .00 .00 
2 1.962 2.725 .00 .00 .00 
3 1.270 3.387 .00 .00 .00 
4 .819 4.219 .00 .00 .00 
5 .703 4.553 .00 .00 .00 
6 .619 4.852 .00 .00 .00 
7 .466 5.589 .00 .00 .00 
8 .422 5.876 .00 .00 .00 
9 .312 6.839 .00 .00 .00 
10 .262 7.451 .00 .00 .02 
11 .164 9.427 .00 .00 .00 
12 .160 9.542 .00 .00 .00 
13 .105 11.795 .00 .00 .01 
14 .063 15.149 .00 .00 .01 
15 .038 19.639 .00 .02 .06 
16 .027 23.175 .00 .03 .07 
17 .017 29.524 .00 .00 .03 
18 .009 41.397 .02 .15 .09 
19 .006 51.308 .00 .29 .24 
20 .004 62.632 .01 .19 .19 
21 .001 123.114 .00 .31 .05 
22 .000 205.241 .97 .01 .21 
2 1 14.036 1.000 .00 .00 .00 
 2 1.939 2.690 .00 .00 .00 
 3 1.262 3.335 .00 .00 .00 
 4 .813 4.155 .00 .00 .00 
 5 .634 4.705 .00 .00 .00 
 6 .551 5.046 .00 .00 .00 
 7 .466 5.486 .00 .00 .00 
 8 .319 6.633 .00 .00 .00 
 9 .285 7.012 .00 .00 .01 
 10 .246 7.548 .00 .00 .02 
 11 .164 9.253 .00 .00 .00 
 12 .105 11.567 .00 .00 .01 
 13 .069 14.249 .00 .00 .02 
 14 .038 19.217 .00 .02 .09 
 15 .027 22.605 .00 .03 .09 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
1 1 .00 .00 .00 .00 .00 
2 .01 .00 .01 .00 .00 
3 .00 .00 .00 .01 .00 
4 .01 .00 .03 .00 .00 
5 .01 .01 .00 .00 .00 
6 .00 .01 .00 .00 .01 
7 .00 .01 .02 .00 .00 
8 .02 .00 .01 .01 .03 
9 .02 .01 .00 .00 .00 
10 .00 .00 .09 .02 .01 
11 .03 .00 .00 .00 .00 
12 .04 .03 .02 .01 .02 
13 .19 .00 .03 .00 .00 
14 .13 .00 .02 .01 .04 
15 .01 .00 .00 .00 .00 
16 .13 .01 .02 .01 .03 
17 .07 .06 .01 .21 .03 
18 .00 .00 .03 .05 .12 
19 .02 .04 .26 .08 .06 
20 .01 .01 .12 .04 .01 
21 .07 .67 .11 .25 .47 
22 .21 .14 .21 .30 .16 
2 1 .00 .00 .00 .00 .00 
 2 .01 .00 .01 .00 .00 
 3 .01 .00 .00 .01 .00 
 4 .02 .00 .04 .00 .01 
 5 .01 .00 .00 .00 .00 
 6 .00 .02 .00 .01 .02 
 7 .00 .01 .03 .00 .00 
 8 .00 .02 .04 .00 .00 
 9 .06 .00 .10 .00 .04 
 10 .05 .01 .03 .04 .00 
 11 .05 .00 .01 .00 .00 
 12 .27 .00 .04 .00 .00 
 13 .17 .00 .00 .00 .05 
 14 .01 .00 .00 .00 .00 
 15 .17 .01 .05 .01 .02 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
.00 
.00 
.00 
.04 
.00 
.01 
.09 
.00 
.02 
.00 
.04 
.03 
.04 
.01 
.00 
.00 
.00 
.05 
.24 
.04 
.00 
.38 
.00 
.00 
.00 
.00 
.02 
.02 
.00 
.01 
.00 
.00 
.01 
.01 
.00 
.00 
.02 
.01 
.01 
.00 
.03 
.07 
.77 
.01 
.00 
.00 
.00 
.00 
.03 
.00 
.00 
.04 
.00 
.00 
.00 
.11 
.00 
.02 
.00 
.00 
.01 
.02 
.27 
.04 
.02 
.42 
.00 
.00 
.01 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.08 
.00 
.00 
.22 
.01 
.08 
.01 
.49 
.08 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.05 
.00 
.04 
.00 
.00 
.03 
.04 
.15 
.01 
.02 
.62 
.04 
2 1 .00 .00  .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .01 .00 
 4 .06 .00 .00 .00 
 5 .00 .04 .00 .00 
 6 .01 .01 .00 .00 
 7 .13 .00 .00 .00 
 8 .03 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .01 .00 .00 .00 
 11 .08 .00 .00 .05 
 12 .07 .00 .00 .04 
 13 .00 .00 .08 .00 
 14 .00 .02 .00 .00 
 15 .00 .01 .00 .03 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
1 1 .00 .00 .00 .00 .00 
2 .00 .00 .00 .00 .00 
3 .00 .00 .00 .00 .00 
4 .00 .00 .00 .00 .00 
5 .00 .00 .00 .00 .00 
6 .00 .00 .00 .00 .00 
7 .00 .00 .00 .00 .00 
8 .00 .00 .00 .00 .00 
9 .00 .00 .00 .00 .00 
10 .00 .00 .00 .00 .00 
11 .00 .00 .00 .00 .00 
12 .00 .00 .00 .00 .00 
13 .00 .01 .00 .00 .00 
14 .00 .00 .00 .01 .00 
15 .01 .02 .03 .03 .00 
16 .01 .01 .05 .01 .00 
17 .00 .05 .00 .12 .00 
18 .00 .01 .08 .00 .03 
19 .01 .01 .13 .24 .01 
20 .32 .02 .01 .06 .04 
21 .58 .75 .42 .05 .02 
22 .06 .11 .27 .47 .91 
2 1 .00 .00 .00 .00 .00 
 2 .00 .00 .00 .00 .00 
 3 .00 .00 .00 .00 .00 
 4 .00 .00 .00 .00 .00 
 5 .00 .00 .00 .00 .00 
 6 .00 .00 .00 .00 .00 
 7 .00 .00 .00 .00 .00 
 8 .00 .00 .00 .00 .00 
 9 .00 .00 .00 .00 .00 
 10 .00 .00 .00 .00 .00 
 11 .00 .00 .00 .00 .00 
 12 .00 .01 .00 .00 .00 
 13 .00 .00 .00 .01 .00 
 14 .01 .02 .05 .06 .00 
 15 .01 .01 .11 .05 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
1 1 .00 .00 .00 .00 
2 .00 .00 .00 .00 
3 .00 .00 .00 .00 
4 .00 .00 .00 .00 
5 .00 .00 .00 .00 
6 .00 .00 .00 .00 
7 .00 .01 .00 .00 
8 .00 .01 .00 .00 
9 .00 .01 .00 .01 
10 .00 .01 .00 .00 
11 .00 .07 .00 .00 
12 .00 .01 .00 .00 
13 .00 .05 .00 .00 
14 .01 .01 .01 .03 
15 .01 .03 .00 .00 
16 .00 .04 .00 .04 
17 .00 .18 .01 .01 
18 .00 .08 .00 .02 
19 .01 .04 .03 .33 
20 .04 .24 .10 .05 
21 .79 .03 .73 .45 
22 .14 .21 .11 .03 
2 1 .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .01 .00 .00 
 8 .00 .02 .00 .00 
 9 .00 .00 .00 .01 
 10 .00 .02 .00 .00 
 11 .00 .08 .00 .00 
 12 .00 .06 .00 .00 
 13 .00 .00 .02 .03 
 14 .01 .03 .00 .01 
 15 .00 .04 .00 .05 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
16 
17 
18 
19 
20 
21 
.018 
.013 
.008 
.004 
.001 
.001 
27.714 
33.331 
41.745 
60.512 
118.596 
157.053 
.00 
.00 
.02 
.03 
.01 
.94 
.00 
.02 
.31 
.32 
.26 
.03 
.01 
.55 
.00 
.15 
.04 
.00 
3 1 13.077 1.000 .00 .00 .00 
 2 1.937 2.599 .00 .00 .00 
 3 1.245 3.242 .00 .00 .00 
 4 .813 4.012 .00 .00 .00 
 5 .633 4.545 .00 .00 .00 
 6 .545 4.896 .00 .00 .00 
 7 .466 5.297 .00 .00 .00 
 8 .319 6.406 .00 .00 .00 
 9 .285 6.779 .00 .00 .01 
 10 .242 7.355 .00 .00 .02 
 11 .164 8.932 .00 .00 .00 
 12 .103 11.292 .00 .00 .01 
 13 .069 13.768 .00 .00 .02 
 14 .038 18.552 .00 .02 .09 
 15 .026 22.481 .00 .04 .08 
 16 .018 26.763 .00 .01 .01 
 17 .012 32.361 .01 .03 .56 
 18 .006 47.292 .10 .52 .07 
 19 .003 66.136 .63 .08 .09 
 20 .001 119.424 .25 .30 .03 
4 1 12.350 1.000 .00 .00 .00 
 2 1.928 2.531 .00 .00 .00 
 3 1.232 3.166 .00 .00 .00 
 4 .790 3.955 .00 .00 .00 
 5 .598 4.546 .00 .00 .00 
 6 .519 4.879 .00 .00 .00 
 7 .455 5.209 .00 .00 .00 
 8 .309 6.327 .00 .00 .00 
 9 .249 7.045 .00 .00 .03 
 10 .180 8.274 .00 .01 .00 
 11 .151 9.049 .00 .08 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
16 
17 
18 
19 
20 
21 
.03 
.04 
.00 
.01 
.08 
.02 
.06 
.03 
.00 
.00 
.70 
.14 
.00 
.21 
.24 
.07 
.11 
.01 
.11 
.29 
.00 
.01 
.30 
.20 
.00 
.15 
.05 
.00 
.53 
.11 
3 1 .00 .00 .00 .00 .00 
 2 .02 .00 .01 .00 .00 
 3 .01 .00 .00 .01 .00 
 4 .02 .00 .04 .00 .01 
 5 .01 .00 .00 .00 .00 
 6 .00 .02 .00 .01 .02 
 7 .00 .01 .03 .00 .00 
 8 .00 .02 .04 .00 .00 
 9 .06 .00 .11 .00 .04 
 10 .06 .01 .02 .04 .00 
 11 .06 .00 .01 .00 .00 
 12 .27 .00 .05 .00 .00 
 13 .18 .00 .00 .00 .05 
 14 .01 .00 .00 .00 .00 
 15 .16 .01 .03 .01 .01 
 16 .03 .06 .00 .13 .00 
 17 .04 .03 .26 .29 .14 
 18 .00 .00 .11 .01 .07 
 19 .03 .00 .22 .01 .02 
 20 .04 .84 .06 .47 .62 
4 1 .00 .00 .00 .00 .00 
 2 .02 .00 .01 .00 .00 
 3 .01 .00 .00 .02 .00 
 4 .02 .00 .05 .00 .01 
 5 .01 .00 .00 .00 .00 
 6 .02 .02 .00 .01 .04 
 7 .02 .03 .03 .00 .00 
 8 .01 .02 .12 .00 .04 
 9 .02 .01 .07 .05 .00 
 10 .07 .00 .01 .01 .02 
 11 .03 .00 .00 .00 .02 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
16 
17 
18 
19 
20 
21 
.04 
.26 
.00 
.15 
.00 
.13 
.01 
.01 
.01 
.09 
.69 
.10 
 .11 
.13 
.06 
.03 
.45 
.13 
.04 
.00 
.16 
.02 
.58 
.08 
3 1 .00 .00  .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .01 .00 
 4 .08 .00 .00 .00 
 5 .01 .04 .00 .00 
 6 .02 .00 .00 .00 
 7 .16 .00 .00 .00 
 8 .04 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .02 .00 .00 .00 
 11 .09 .00 .00 .05 
 12 .10 .00 .00 .04 
 13 .00 .00 .07 .00 
 14 .00 .02 .00 .00 
 15 .00 .01 .00 .01 
 16 .05 .01 .11 .04 
 17 .29 .01 .15 .00 
 18 .03 .06 .07 .21 
 19 .10 .03 .01 .01 
 20 .01 .81 .57 .63 
4 1 .00 .00  .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .01 .00 
 4 .08 .00 .00 .00 
 5 .01 .15 .00 .00 
 6 .10 .00 .00 .00 
 7 .10 .01 .00 .00 
 8 .03 .00 .00 .00 
 9 .02 .01 .00 .00 
 10 .04 .01 .00 .11 
 11 .07 .00 .00 .03 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
16 
17 
18 
19 
20 
21 
.00 
.00 
.00 
.33 
.47 
.17 
.05 
.00 
.00 
.01 
.87 
.02 
.00 
.17 
.02 
.00 
.63 
.00 
.53 
.07 
.07 
.03 
.08 
.10 
.00 
.00 
.05 
.04 
.10 
.81 
3 1 .00 .00 .00 .00  
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .00 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .00 .00 .00 .00 
 11 .00 .00 .00 .00 
 12 .00 .02 .00 .00 
 13 .00 .00 .00 .01 
 14 .01 .03 .06 .07 
 15 .02 .02 .15 .05 
 16 .00 .07 .00 .57 
 17 .00 .00 .16 .09 
 18 .08 .04 .01 .04 
 19 .28 .02 .01 .14 
 20 .60 .81 .61 .02 
4 1 .00 .00 .00 .00  
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .00 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .00 .00 .00 .00 
 11 .00 .00 .00 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
16 
17 
18 
19 
20 
21 
.00 
.00 
.00 
.04 
.68 
.25 
.18 
.01 
.07 
.35 
.03 
.10 
.00 
.04 
.00 
.07 
.76 
.11 
.00 
.07 
.16 
.17 
.42 
.07 
3 1 .00 .00 .00 .00 
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .01 .00 .00 
 8 .00 .02 .00 .01 
 9 .00 .00 .00 .01 
 10 .00 .03 .00 .00 
 11 .00 .09 .00 .00 
 12 .00 .08 .00 .00 
 13 .00 .00 .02 .03 
 14 .01 .04 .00 .01 
 15 .00 .02 .00 .05 
 16 .00 .21 .00 .00 
 17 .00 .02 .04 .09 
 18 .02 .00 .02 .25 
 19 .04 .41 .03 .04 
 20 .92 .06 .89 .49 
4 1 .00 .00 .00  
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .01 .00 
 8 .00 .02 .00 
 9 .00 .04 .00 
 10 .00 .03 .00 
 11 .01 .06 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
12 
13 
14 
15 
16 
17 
18 
19 
.102 
.051 
.037 
.020 
.018 
.009 
.003 
.002 
11.009 
15.613 
18.374 
25.010 
26.109 
36.676 
62.057 
87.992 
.00 
.00 
.00 
.00 
.00 
.04 
.90 
.06 
.01 
.06 
.27 
.02 
.07 
.38 
.00 
.08 
.01 
.15 
.02 
.00 
.02 
.65 
.08 
.01 
5 1 11.656 1.000 .00 .00 .00 
 2 1.823 2.528 .00 .00 .00 
 3 1.228 3.081 .00 .00 .00 
 4 .770 3.892 .00 .00 .00 
 5 .597 4.418 .00 .00 .00 
 6 .517 4.749 .00 .00 .00 
 7 .428 5.220 .00 .00 .00 
 8 .266 6.619 .00 .00 .00 
 9 .232 7.095 .00 .00 .04 
 10 .172 8.236 .00 .00 .00 
 11 .102 10.685 .00 .03 .01 
 12 .085 11.697 .00 .28 .00 
 13 .051 15.179 .00 .05 .16 
 14 .026 21.069 .00 .06 .00 
 15 .019 25.005 .00 .00 .00 
 16 .017 25.911 .00 .11 .03 
 17 .009 36.343 .03 .46 .64 
 18 .003 60.385 .96 .00 .09 
6 1 10.792 1.000 .00 .00 .00 
 2 1.739 2.491 .00 .00 .00 
 3 1.214 2.982 .00 .00 .00 
 4 .764 3.759 .00 .00 .00 
 5 .597 4.253 .00 .00 .00 
 6 .516 4.572 .00 .00 .00 
 7 .428 5.024 .00 .00 .00 
 8 .262 6.415 .00 .00 .00 
 9 .231 6.828 .00 .00 .05 
 10 .170 7.956 .00 .00 .00 
 11 .102 10.300 .00 .03 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
12 
13 
14 
15 
16 
17 
18 
19 
.24 
.37 
.01 
.01 
.03 
.04 
.01 
.06 
.00 
.00 
.00 
.06 
.06 
.04 
.01 
.73 
.05 
.01 
.00 
.19 
.05 
.03 
.37 
.00 
.00 
.01 
.00 
.19 
.07 
.30 
.03 
.32 
.00 
.07 
.01 
.00 
.00 
.32 
.01 
.45 
5 1 .00 .00 .00 .00 .00 
 2 .02 .00 .01 .00 .00 
 3 .00 .00 .00 .02 .01 
 4 .02 .01 .06 .00 .01 
 5 .01 .01 .00 .00 .00 
 6 .02 .07 .00 .01 .07 
 7 .03 .05 .09 .01 .00 
 8 .02 .16 .00 .04 .05 
 9 .00 .01 .13 .03 .08 
 10 .11 .00 .00 .02 .00 
 11 .26 .00 .06 .00 .01 
 12 .00 .01 .00 .01 .00 
 13 .38 .00 .01 .01 .12 
 14 .03 .04 .01 .02 .00 
 15 .01 .28 .04 .32 .01 
 16 .02 .03 .21 .00 .00 
 17 .05 .24 .01 .46 .63 
 18 .01 .09 .36 .06 .01 
6 1 .00 .00 .00 .00 .00 
 2 .02 .00 .02 .00 .00 
 3 .01 .00 .00 .03 .01 
 4 .03 .01 .07 .00 .01 
 5 .01 .01 .00 .00 .00 
 6 .02 .07 .00 .01 .07 
 7 .03 .05 .10 .01 .00 
 8 .02 .15 .01 .05 .06 
 9 .00 .01 .15 .03 .08 
 10 .11 .00 .01 .02 .00 
 11 .29 .00 .07 .00 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
12 
13 
14 
15 
16 
17 
18 
19 
.10 
.02 
.00 
.06 
.12 
.08 
.03 
.14 
.01 
.09 
.01 
.00 
.02 
.04 
.06 
.57 
 .00 
.09 
.02 
.12 
.06 
.03 
.01 
.65 
.10 
.00 
.00 
.15 
.04 
.20 
.07 
.31 
5 1 .00 .00  .00 .00 
 2 .00 .00 .01 .00 
 3 .00 .00 .02 .00 
 4 .10 .00 .00 .00 
 5 .02 .30 .00 .00 
 6 .10 .00 .00 .00 
 7 .15 .03 .00 .00 
 8 .03 .00 .00 .00 
 9 .01 .02 .03 .00 
 10 .11 .02 .00 .17 
 11 .10 .03 .01 .14 
 12 .01 .01 .04 .00 
 13 .02 .21 .24 .00 
 14 .01 .00 .01 .02 
 15 .00 .05 .43 .22 
 16 .20 .00 .00 .01 
 17 .10 .13 .14 .36 
 18 .03 .18 .07 .07 
6 1 .00 .00  .00 .00 
 2 .00 .01 .01 .00 
 3 .00 .01 .02 .00 
 4 .12 .01 .00 .00 
 5 .02 .30 .00 .00 
 6 .11 .00 .00 .00 
 7 .18 .03 .00 .00 
 8 .04 .00 .00 .00 
 9 .01 .02 .04 .00 
 10 .14 .02 .00 .18 
 11 .11 .02 .01 .15 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
12 
13 
14 
15 
16 
17 
18 
19 
.00 
.00 
.02 
.01 
.00 
.05 
.12 
.79 
.03 
.00 
.05 
.09 
.08 
.05 
.03 
.67 
.00 
.04 
.03 
.33 
.04 
.07 
.00 
.48 
.00 
.01 
.08 
.01 
.70 
.00 
.18 
.01 
 
5 1 .00 .00 .00 .00  
 2 .00 .00 .00 .00 
 3 .00 .00 .00 .00 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .00 .00 .00 .00 
 7 .00 .00 .00 .00 
 8 .00 .00 .00 .00 
 9 .00 .00 .00 .00 
 10 .00 .00 .00 .00 
 11 .00 .07 .00 .00 
 12 .02 .08 .00 .01 
 13 .00 .02 .08 .02 
 14 .45 .09 .00 .12 
 15 .00 .46 .23 .25 
 16 .03 .00 .65 .42 
 17 .07 .24 .03 .00 
 18 .42 .04 .01 .18 
6 1 .00 .00  .00  
 2 .00 .00 .00 
 3 .00 .00 .00 
 4 .00 .00 .00 
 5 .00 .00 .00 
 6 .00 .00 .00 
 7 .00 .00 .00 
 8 .00 .00 .00 
 9 .00 .00 .00 
 10 .00 .00 .00 
 11 .00 .08 .00 
411 
 
 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
12 
13 
14 
15 
16 
17 
18 
19 
.00 
.00 
.02 
.00 
.00 
.01 
.00 
.95 
.08 
.01 
.04 
.08 
.16 
.02 
.32 
.14 
.00 
.01 
.00 
.00 
.00 
.18 
.09 
.70 
 
5 1  .00 .00  
 2 .01 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .01 .00 
 8 .07 .00 
 9 .00 .00 
 10 .10 .00 
 11 .09 .01 
 12 .00 .01 
 13 .01 .03 
 14 .04 .03 
 15 .25 .00 
 16 .03 .04 
 17 .02 .60 
 18 .37 .28 
6 1  .00 .00  
 2 .01 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .01 .00 
 8 .08 .00 
 9 .00 .00 
 10 .09 .00 
 11 .09 .01 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
12 
13 
14 
15 
16 
17 
.085 
.044 
.026 
.018 
.009 
.003 
11.299 
15.711 
20.276 
24.294 
34.703 
57.984 
.00 
.00 
.00 
.00 
.03 
.97 
.30 
.06 
.05 
.04 
.51 
.00 
.00 
.19 
.01 
.02 
.62 
.10 
7 1 9.858 1.000 .00 .00 .00 
 2 1.727 2.389 .00 .00 .00 
 3 1.211 2.853 .00 .00 .00 
 4 .755 3.613 .00 .00 .00 
 5 .593 4.078 .00 .00 .00 
 6 .513 4.383 .00 .00 .00 
 7 .426 4.811 .00 .00 .00 
 8 .260 6.162 .00 .00 .00 
 9 .231 6.528 .00 .00 .05 
 10 .170 7.610 .00 .00 .01 
 11 .102 9.845 .00 .03 .01 
 12 .078 11.249 .00 .34 .00 
 13 .043 15.120 .00 .04 .22 
 14 .018 23.202 .00 .03 .02 
 15 .010 31.583 .00 .53 .66 
 16 .005 43.750 .99 .02 .00 
8 1 9.081 1.000 .00 .00 .00 
 2 1.691 2.317 .00 .00 .00 
 3 1.207 2.743 .00 .00 .00 
 4 .730 3.528 .00 .00 .00 
 5 .574 3.977 .00 .00 .01 
 6 .513 4.207 .00 .00 .00 
 7 .419 4.653 .00 .00 .00 
 8 .260 5.915 .00 .00 .00 
 9 .231 6.277 .00 .00 .07 
 10 .125 8.519 .00 .01 .01 
 11 .078 10.796 .00 .37 .00 
 12 .045 14.241 .00 .07 .18 
 13 .027 18.370 .03 .02 .26 
 14 .013 26.203 .05 .49 .33 
 15 .006 37.917 .92 .03 .13 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
12 
13 
14 
15 
16 
17 
.00 
.34 
.03 
.02 
.07 
.01 
.01 
.01 
.04 
.30 
.23 
.10 
.00 
.06 
.02 
.01 
.00 
.48 
.01 
.05 
.02 
.24 
.44 
.08 
.00 
.13 
.00 
.00 
.62 
.01 
7 1 .00 .00 .00 .00 .00 
 2 .02 .00 .02 .00 .00 
 3 .01 .00 .00 .03 .01 
 4 .03 .01 .08 .00 .01 
 5 .02 .01 .00 .00 .00 
 6 .02 .08 .00 .01 .08 
 7 .03 .05 .13 .01 .00 
 8 .01 .15 .01 .05 .07 
 9 .00 .01 .18 .04 .08 
 10 .11 .00 .01 .03 .00 
 11 .29 .00 .09 .00 .01 
 12 .01 .01 .00 .00 .01 
 13 .31 .01 .08 .06 .12 
 14 .02 .28 .01 .24 .00 
 15 .02 .34 .03 .52 .46 
 16 .11 .04 .37 .00 .15 
8 1 .00 .00 .00 .00 .00 
 2 .02 .00 .02 .00 .01 
 3 .01 .00 .00 .03 .01 
 4 .04 .01 .09 .00 .02 
 5 .01 .01 .01 .00 .00 
 6 .02 .08 .00 .01 .10 
 7 .03 .05 .18 .01 .00 
 8 .01 .15 .01 .05 .09 
 9 .00 .00 .18 .05 .10 
 10 .37 .00 .03 .01 .01 
 11 .01 .01 .00 .00 .01 
 12 .36 .02 .04 .04 .11 
 13 .00 .06 .08 .00 .11 
 14 .05 .48 .00 .72 .44 
 15 .06 .12 .34 .07 .00 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
12 
13 
14 
15 
16 
17 
.01 
.08 
.01 
.08 
.07 
.02 
.01 
.21 
.00 
.05 
.12 
.19 
 .05 
.34 
.01 
.33 
.11 
.08 
.00 
.01 
.02 
.13 
.42 
.07 
7 1 .00 .00  .00 .00 
 2 .00 .01 .01 .00 
 3 .00 .01 .02 .00 
 4 .12 .01 .00 .00 
 5 .03 .33 .00 .00 
 6 .10 .00 .00 .00 
 7 .18 .04 .00 .00 
 8 .03 .00 .00 .00 
 9 .01 .02 .04 .00 
 10 .14 .02 .00 .18 
 11 .11 .03 .01 .15 
 12 .01 .01 .06 .00 
 13 .09 .25 .35 .01 
 14 .08 .06 .33 .13 
 15 .06 .16 .15 .23 
 16 .04 .05 .02 .28 
8 1 .00 .00  .00  
 2 .00 .01 .01 
 3 .00 .01 .02 
 4 .15 .00 .00 
 5 .01 .43 .00 
 6 .10 .00 .00 
 7 .20 .02 .00 
 8 .04 .00 .00 
 9 .02 .02 .04 
 10 .26 .00 .01 
 11 .01 .01 .06 
 12 .07 .23 .36 
 13 .13 .00 .02 
 14 .00 .00 .44 
 15 .00 .26 .02 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
12 
13 
14 
15 
16 
17 
.02 
.01 
.46 
.00 
.06 
.45 
.07 
.04 
.09 
.37 
.28 
.04 
 .01 
.04 
.13 
.61 
.00 
.20 
 
7 1  .00  .00  
 2 .00 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .00 .00 
 8 .00 .00 
 9 .00 .00 
 10 .00 .00 
 11 .08 .00 
 12 .11 .02 
 13 .07 .06 
 14 .36 .65 
 15 .11 .02 
 16 .25 .23 
8 1  .00  .00  
 2 .00 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .01 .00 
 8 .00 .00 
 9 .01 .00 
 10 .03 .00 
 11 .16 .02 
 12 .23 .03 
 13 .52 .35 
 14 .00 .22 
 15 .04 .38 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
12 
13 
14 
15 
16 
17 
 .00 
.02 
.05 
.26 
.01 
.38 
.01 
.04 
.02 
.01 
.62 
.28 
 
7 1  .00 .00  
 2 .01 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .01 .00 
 8 .09 .00 
 9 .00 .00 
 10 .10 .00 
 11 .10 .01 
 12 .00 .00 
 13 .03 .05 
 14 .26 .00 
 15 .08 .87 
 16 .32 .05 
8 1  .00 .00  
 2 .01 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .01 .00 
 8 .09 .00 
 9 .00 .00 
 10 .24 .02 
 11 .00 .01 
 12 .04 .06 
 13 .10 .01 
 14 .21 .45 
 15 .29 .46 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
9 1 8.165 1.000 .00 .00 .00 
2 1.687 2.200 .00 .00 .00 
3 1.197 2.612 .00 .00 .00 
4 .727 3.350 .00 .00 .00 
5 .573 3.776 .00 .00 .01 
6 .496 4.056 .00 .00 .00 
7 .413 4.444 .00 .00 .00 
8 .257 5.635 .00 .00 .00 
9 .218 6.125 .00 .00 .10 
10 .125 8.097 .00 .02 .02 
11 .073 10.581 .00 .40 .03 
12 .043 13.822 .00 .04 .09 
13 .017 22.002 .27 .33 .58 
14 .008 31.234 .72 .20 .16 
10 1 7.689 1.000 .00 .00 .00 
 2 1.674 2.143 .00 .00 .00 
 3 1.193 2.538 .00 .00 .00 
 4 .627 3.501 .00 .00 .01 
 5 .559 3.709 .00 .00 .00 
 6 .469 4.047 .00 .00 .00 
 7 .263 5.411 .00 .00 .00 
 8 .219 5.920 .00 .00 .10 
 9 .162 6.898 .00 .01 .00 
 10 .073 10.256 .00 .41 .03 
 11 .044 13.173 .00 .03 .13 
 12 .019 20.239 .30 .31 .52 
 13 .009 30.008 .69 .23 .21 
11 1 7.368 1.000 .00 .00 .00 
 2 1.428 2.272 .00 .00 .00 
 3 1.114 2.572 .00 .00 .00 
 4 .608 3.481 .00 .00 .01 
 5 .528 3.737 .00 .00 .00 
 6 .325 4.758 .00 .02 .00 
 7 .246 5.468 .00 .00 .00 
 8 .217 5.833 .00 .00 .11 
 9 .078 9.702 .00 .34 .09 
 10 .060 11.110 .00 .04 .07 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
9 1 .00 .00 .00 .00 .00 
2 .03 .00 .03 .00 .01 
3 .01 .00 .00 .04 .01 
4 .04 .01 .11 .00 .01 
5 .02 .00 .01 .00 .00 
6 .01 .12 .00 .01 .10 
7 .03 .03 .23 .01 .00 
8 .01 .16 .03 .04 .13 
9 .00 .00 .27 .07 .05 
10 .37 .00 .06 .01 .01 
11 .02 .00 .01 .00 .02 
12 .36 .05 .01 .06 .07 
13 .08 .09 .03 .36 .54 
14 .01 .53 .19 .40 .04 
10 1 .00 .00 .00 .00 .00 
 2 .03 .00 .03 .00 .01 
 3 .01 .00 .00 .04 .01 
 4 .03 .02 .20 .00 .05 
 5 .04 .03 .01 .00 .02 
 6 .10 .12 .09 .00 .05 
 7 .03 .15 .00 .06 .15 
 8 .01 .01 .34 .07 .06 
 9 .35 .00 .08 .01 .01 
 10 .04 .00 .01 .00 .02 
 11 .35 .06 .02 .07 .09 
 12 .01 .05 .02 .25 .47 
 13 .00 .56 .21 .48 .07 
11 1  .00 .00 .00 .00 
 2 .00 .05 .00 .01 
 3 .00 .03 .05 .00 
 4 .01 .10 .00 .04 
 5 .12 .00 .01 .09 
 6 .07 .19 .04 .01 
 7 .13 .14 .01 .15 
 8 .00 .20 .08 .04 
 9 .01 .04 .00 .07 
 10 .02 .01 .02 .06 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
.00 
.00 
.00 
.16 
.02 
.09 
.27 
.02 
.01 
.26 
.00 
.04 
.11 
.02 
.00 
.01 
.01 
.00 
.45 
.00 
.03 
.00 
.02 
.01 
.00 
.24 
.03 
.21 
 .00 
.01 
.03 
.00 
.00 
.00 
.00 
.00 
.05 
.01 
.07 
.41 
.18 
.23 
 
10 1  .00  .00  
 2 .01 .01 
 3 .01 .02 
 4 .08 .00 
 5 .39 .00 
 6 .02 .00 
 7 .00 .00 
 8 .02 .05 
 9 .00 .00 
 10 .00 .07 
 11 .26 .44 
 12 .02 .12 
 13 .19 .28 
11 1  .00  .00  
 2 .01 .04 
 3 .03 .01 
 4 .29 .00 
 5 .13 .00 
 6 .05 .00 
 7 .01 .01 
 8 .03 .05 
 9 .02 .21 
 10 .22 .21 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
 .00 
.00 
.00 
.00 
.00 
.00 
.01 
.00 
.01 
.02 
.20 
.45 
.17 
.13 
   
10 1  .00    
 2 .00 
 3 .00 
 4 .00 
 5 .00 
 6 .01 
 7 .00 
 8 .01 
 9 .03 
 10 .20 
 11 .37 
 12 .26 
 13 .12 
11 1  .00    
 2 .00 
 3 .00 
 4 .00 
 5 .00 
 6 .02 
 7 .00 
 8 .02 
 9 .09 
 10 .38 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
 .00 
.01 
.00 
.00 
.00 
.00 
.01 
.09 
.02 
.23 
.00 
.08 
.00 
.56 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.02 
.00 
.06 
.16 
.75 
 
10 1  .00 .00  
 2 .01 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .00 .00 
 7 .06 .00 
 8 .00 .00 
 9 .26 .02 
 10 .00 .00 
 11 .10 .06 
 12 .00 .12 
 13 .55 .80 
11 1  .00 .00  
 2 .01 .00 
 3 .01 .00 
 4 .00 .00 
 5 .00 .00 
 6 .01 .01 
 7 .15 .00 
 8 .04 .00 
 9 .06 .00 
 10 .17 .06 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
 
 
 
Eigenvalue 
 
 
 
Condition Index 
Variance Proportions  
 
(Constant) 
 
Profession 
 
Motivation1 
11 
12 
.019 
.009 
19.716 
29.353 
.30 
.70 
.36 
.24 
.49 
.23 
12 1 6.863 1.000 .00 .00 .00 
 2 1.337 2.266 .00 .00 .00 
 3 1.091 2.508 .00 .00 .00 
 4 .583 3.430 .00 .00 .02 
 5 .384 4.227 .00 .00 .00 
 6 .316 4.662 .00 .02 .00 
 7 .222 5.561 .00 .00 .14 
 8 .097 8.394 .00 .15 .38 
 9 .065 10.291 .01 .30 .06 
 10 .033 14.478 .10 .38 .26 
 11 .009 27.548 .88 .14 .13 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Motivation2 
 
Motivation3 
 
Motivation4 
 
Motivation5 
Years_of_exper 
ience 
11 
12 
 .04 
.59 
.02 
.21 
.24 
.55 
.45 
.08 
12 1  .00 .00 .00  
 2 .00 .07 .00 
 3 .00 .01 .08 
 4 .00 .08 .01 
 5 .40 .03 .00 
 6 .00 .37 .06 
 7 .02 .07 .14 
 8 .00 .15 .03 
 9 .01 .01 .03 
 10 .00 .02 .16 
 11 .56 .18 .48 
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Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportion s  
 
Physical_pain1 
 
Physical_pain2 
 
Physical_pain4 
 
Physical_pain5 
Recreational_s 
port 
11 
12 
 .01 
.19 
 .10 
.36 
 
12 1  .00  .00  
 2 .01 .06 
 3 .02 .04 
 4 .42 .01 
 5 .00 .03 
 6 .05 .04 
 7 .03 .05 
 8 .07 .34 
 9 .12 .06 
 10 .03 .04 
 11 .23 .34 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
 
Form_of_desk 
 
Form_of_Chair 
The_level_of_c 
omfort 
 
Lights 
 
Temprature 
11 
12 
 .34 
.14 
   
12 1  .00    
 2 .00 
 3 .00 
 4 .00 
 5 .01 
 6 .02 
 7 .02 
 
Collinearity Diagnostics
a
 
 
 
 
Model 
 
 
 
Dimension 
Variance Proportions  
Type_of_projec 
t 
 
Size_of_project 
Type_of_struct 
ure 
Pahse_of_the_ 
project 
11 
12 
 .00 
.55 
.13 
.80 
 
12 1  .00 .00  
 2 .02 .00 
 3 .00 .00 
 4 .00 .00 
 5 .00 .00 
 6 .04 .01 
 7 .14 .00 
 8 .19 .00 
 9 .09 .02 
 10 .01 .24 
 11 .51 .73 
      a. Dependent Variable: Dr-2 
8 .01 
 9 .42 
 10 .26 
 11 .26 
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Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.1879439056 
-.393538147 
-1.802 
-2.546 
.5591891408 
.4797004163 
1.470 
3.103 
.3924028386 
.0000000000 
.000 
.000 
.1134556566 
.1488681896 
1.000 
.963 
139 
139 
139 
139 
 a. Dependent Variable: Dr-2 
 
 
Charts 
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B.6 Engaged measurement using backward regression (variables are 
activities) 
 
 
Appendix B. 6: Engaged measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . Rx-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. SoI-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: En-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.430
a
 
.430
b
 
.428
c
 
.421
d
 
.411
e
 
.185 
.185 
.184 
.177 
.169 
.148 
.154 
.159 
.159 
.157 
.0600785774 
.0598711432 
.0596883447 
.0596999202 
.0597707210 
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a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), DisE-2, Br-2 
f. Dependent Variable: En-2 
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ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .108 6 .018 4.998 .000
b
 
 Residual .476 132 .004 
 Total .585 138 
2 Regression .108 5 .022 6.023 .000
c
 
 Residual .477 133 .004 
 Total .585 138 
3 Regression .107 4 .027 7.529 .000
d
 
 Residual .477 134 .004 
 Total .585 138 
4 Regression .104 3 .035 9.684 .000
e
 
 Residual .481 135 .004 
 Total .585 138 
5 Regression .099 2 .049 13.832 .000
f
 
 Residual .486 136 .004 
 Total .585 138 
a. Dependent Variable: En-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), DisE-2, Br-2, SoI-2 
f. Predictors: (Constant), DisE-2, Br-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .059 .012  
 
-.076 
4.859 .000  
 
.973  Rx-2 -.098 .102 -.957 .340 
 DisE-2 5.410 1.248 .351 4.335 .000 .940 
 Br-2 -.142 .079 -.154 -1.803 .074 .849 
 Pre-2 .072 .159 .036 .455 .650 .984 
 SoI-2 -.049 .044 -.102 -1.102 .272 .724 
 OthA-2 .018 .063 .026 .288 .774 .745 
2 (Constant) .060 .012  
 
-.080 
4.940 .000  
 
.996  Rx-2 -.102 .101 -1.016 .312 
 DisE-2 5.385 1.241 .350 4.341 .000 .944 
 Br-2 -.137 .077 -.149 -1.787 .076 .884 
 Pre-2 .067 .157 .034 .428 .670 .996 
 SoI-2 -.044 .041 -.092 -1.076 .284 .840 
3 (Constant) .060 .012  
 
-.080 
5.033 .000  
 
.996  Rx-2 -.103 .100 -1.026 .307 
 DisE-2 5.352 1.234 .348 4.336 .000 .948 
 Br-2 -.137 .076 -.148 -1.786 .076 .884 
 SoI-2 -.045 .041 -.093 -1.091 .277 .840 
4 (Constant) .056 .011  
 
.348 
5.035 .000  
 
.948  DisE-2 5.351 1.235 4.334 .000 
 Br-2 -.137 .076 -.148 -1.787 .076 .884 
 SoI-2 -.047 .041 -.098 -1.150 .252 .843 
5 (Constant) .051 .010  
 
.369 
4.946 .000  
 
1.000  DisE-2 5.675 1.204 4.715 .000 
 Br-2 -.167 .072 -.181 -2.315 .022 1.000 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.059 
 Br-2 1.131 
 Pre-2 1.004 
 SoI-2 1.191 
3 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.055 
 Br-2 1.131 
 SoI-2 1.190 
4 (Constant)  
 
1.055  DisE-2 
 Br-2 1.131 
 SoI-2 1.186 
5 (Constant)  
 
1.000  DisE-2 
 Br-2 1.000 
 a. Dependent Variable: En-2 
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Collinearity 
Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.428 1.000 .01 .03 .02 .02 
 2 .970 1.880 .00 .00 .06 .00 
 3 .788 2.086 .00 .01 .69 .00 
 4 .463 2.720 .00 .81 .02 .04 
 5 .226 3.894 .07 .04 .16 .36 
 6 .124 5.263 .92 .12 .05 .58 
3 1 3.385 1.000 .01 .03 .02 .02 
 2 .799 2.058 .00 .01 .75 .00 
 3 .464 2.702 .00 .81 .02 .04 
 4 .228 3.857 .07 .04 .16 .35 
 5 .125 5.213 .91 .12 .05 .59 
4 1 2.835 1.000 .02  .03 .03 
 2 .795 1.888 .00 .73 .01 
 3 .233 3.488 .11 .19 .25 
 4 .136 4.558 .87 .05 .72 
5 1 2.207 1.000 .04  .08 .04 
 2 .656 1.834 .03 .89 .06 
 3 .137 4.014 .93 .04 .89 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00 .02  
 2 .91 .00 
 3 .07 .07 
 4 .00 .12 
 5 .01 .78 
 6 .01 .01 
3 1  .02  
 2 .06 
 3 .12 
 4 .79 
 5 .01 
4 1  .03  
 2 .08 
 3 .88 
 4 .01 
5 1    
 2 
 3 
 a. Dependent Variable: En-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 OthA-2 .026
b
 .288 .774 .025 .745 1.341 
3 OthA-2 .022
c
 .242 .809 .021 .754 1.326 
 Pre-2 .034c .428 .670 .037 .996 1.004 
4 OthA-2 .035
d
 .391 .696 .034 .771 1.297 
 Pre-2 .035d .444 .658 .038 .996 1.004 
 Rx-2 -.080d -1.026 .307 -.088 .996 1.004 
5 OthA-2 -.004
e
 -.049 .961 -.004 .887 1.128 
 Pre-2 .037e .476 .635 .041 .997 1.003 
 Rx-2 -.085e -1.088 .279 -.093 .999 1.001 
 SoI-2 -.098e -1.150 .252 -.099 .843 1.186 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 OthA-2 .724 
3 OthA-2 .725 
 Pre-2 .840 
4 OthA-2 .733 
 Pre-2 .842 
 Rx-2 .840 
5 OthA-2 .887 
 Pre-2 .997 
 Rx-2 .999 
 SoI-2 .843 
 a. Dependent Variable: En-2 
b. Predictors in the Model: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors in the Model: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), DisE-2, Br-2, SoI-2 
e. Predictors in the Model: (Constant), DisE-2, Br-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.019711653 
-.157097802 
-2.415 
-2.628 
.1936037689 
.3475055993 
5.556 
5.814 
.0449197322 
.0000000000 
.000 
.000 
.0267610308 
.0593360191 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: En-2 
Charts 
 
 
B.7 Meeting measurement using backward repression (variables are 
activities) 
 
 
Appendix B. 7: Meeting measurement using backward repression (variables are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . SoI-2  Probability of 
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    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . Br-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. DisE-2  Probability of 
F-to-remove 
>= .100). 
a. Dependent Variable: Me-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.394
a
 
.393
b
 
.391
c
 
.387
d
 
.373
e
 
.155 
.154 
.153 
.150 
.139 
.117 
.122 
.128 
.131 
.127 
.0796589003 
.0794139548 
.0791833949 
.0790325293 
.0792226245 
a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2 
c. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2 
d. Predictors: (Constant), OthA-2, Rx-2, DisE-2 
e. Predictors: (Constant), OthA-2, Rx-2 
f. Dependent Variable: Me-2 
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ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .154 6 .026 4.049 .001
b
 
 Residual .838 132 .006 
 Total .992 138 
2 Regression .153 5 .031 4.852 .000
c
 
 Residual .839 133 .006 
 Total .992 138 
3 Regression .152 4 .038 6.044 .000
d
 
 Residual .840 134 .006 
 Total .992 138 
4 Regression .149 3 .050 7.927 .000
e
 
 Residual .843 135 .006 
 Total .992 138 
5 Regression .138 2 .069 11.010 .000
f
 
 Residual .854 136 .006 
 Total .992 138 
a. Dependent Variable: Me-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2 
d. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2 
e. Predictors: (Constant), OthA-2, Rx-2, DisE-2 
f. Predictors: (Constant), OthA-2, Rx-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .118 .016  
 
-.289 
7.244 .000  
 
.973  Rx-2 -.483 .136 -3.563 .001 
 DisE-2 -2.096 1.655 -.105 -1.267 .208 .940 
 Br-2 -.061 .104 -.051 -.590 .556 .849 
 Pre-2 .100 .211 .038 .477 .634 .984 
 SoI-2 -.025 .059 -.040 -.428 .669 .724 
 OthA-2 -.216 .084 -.239 -2.576 .011 .745 
2 (Constant) .116 .016  
 
-.293 
7.383 .000  
 
.985  Rx-2 -.489 .134 -3.641 .000 
 DisE-2 -1.964 1.621 -.098 -1.212 .228 .974 
 Br-2 -.072 .101 -.060 -.713 .477 .899 
 Pre-2 .099 .210 .038 .472 .637 .984 
 OthA-2 -.229 .078 -.253 -2.953 .004 .864 
3 (Constant) .117 .016  
 
-.294 
7.528 .000  
 
.985  Rx-2 -.491 .134 -3.667 .000 
 DisE-2 -2.020 1.612 -.101 -1.253 .212 .979 
 Br-2 -.070 .100 -.058 -.697 .487 .901 
 OthA-2 -.233 .077 -.258 -3.031 .003 .874 
4 (Constant) .110 .012  
 
-.297 
9.015 .000  
 
.989  Rx-2 -.497 .133 -3.721 .000 
 DisE-2 -2.068 1.607 -.103 -1.286 .200 .981 
 OthA-2 -.250 .073 -.276 -3.431 .001 .970 
5 (Constant) .104 .011  
 
-.294 
9.224 .000  
 
.989  Rx-2 -.492 .134 -3.678 .000 
 OthA-2 -.237 .072 -.262 -3.277 .001 .989 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.016  Rx-2 
 DisE-2 1.027 
 Br-2 1.112 
 Pre-2 1.016 
 OthA-2 1.158 
3 (Constant)  
 
1.015  Rx-2 
 DisE-2 1.021 
 Br-2 1.110 
 OthA-2 1.144 
4 (Constant)  
 
1.011  Rx-2 
 DisE-2 1.020 
 OthA-2 1.030 
5 (Constant)  
 
1.011  Rx-2 
 OthA-2 1.011 
 a. Dependent Variable: Me-2 
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Collinearity 
Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.237 1.000 .02 .03 .02 .02 
 2 .979 1.818 .00 .00 .02 .00 
 3 .809 2.000 .00 .00 .62 .01 
 4 .578 2.367 .00 .50 .18 .00 
 5 .272 3.451 .07 .35 .11 .33 
 6 .124 5.100 .91 .13 .04 .65 
3 1 3.200 1.000 .02 .03 .02 .02 
 2 .810 1.988 .00 .00 .64 .01 
 3 .585 2.338 .00 .47 .19 .00 
 4 .279 3.385 .07 .38 .11 .31 
 5 .125 5.055 .91 .12 .04 .67 
4 1 2.423 1.000 .04 .05 .05  
 2 .793 1.747 .00 .00 .61 
 3 .584 2.037 .00 .44 .19 
 4 .200 3.478 .95 .50 .16 
5 1 2.151 1.000 .07 .07   
 2 .622 1.859 .00 .32 
 3 .226 3.084 .93 .61 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00  .03 
 2 .92 .01 
 3 .00 .19 
 4 .03 .22 
 5 .04 .54 
 6 .01 .00 
3 1   .03 
 2 .19 
 3 .25 
 4 .53 
 5 .00 
4 1   .05 
 2 .26 
 3 .33 
 4 .36 
5 1   .08 
 2 .58 
 3 .34 
 a. Dependent Variable: Me-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
 
2 SoI-2 -.040
b
 -.428 .669 -.037 .724 1.380 
3 SoI-2 -.040
c
 -.423 .673 -.037 .725 1.380 
 Pre-2 .038c .472 .637 .041 .984 1.016 
4 SoI-2 -.052
d
 -.577 .565 -.050 .768 1.303 
 Pre-2 .036d .445 .657 .038 .986 1.014 
 Br-2 -.058d -.697 .487 -.060 .901 1.110 
5 SoI-2 -.031
e
 -.345 .731 -.030 .791 1.264 
 Pre-2 .043e .535 .594 .046 .991 1.009 
 Br-2 -.063e -.749 .455 -.064 .902 1.108 
 DisE-2 -.103e -1.286 .200 -.110 .981 1.020 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 SoI-2 .724 
3 SoI-2 .725 
 Pre-2 .864 
4 SoI-2 .768 
 Pre-2 .960 
 Br-2 .874 
5 SoI-2 .786 
 Pre-2 .981 
 Br-2 .893 
 DisE-2 .970 
 a. Dependent Variable: Me-2 
b. Predictors in the Model: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2 
c. Predictors in the Model: (Constant), OthA-2, Rx-2, DisE-2, Br-2 
d. Predictors in the Model: (Constant), OthA-2, Rx-2, DisE-2 
e. Predictors in the Model: (Constant), OthA-2, Rx-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.043046501 
-.103584319 
-3.306 
-1.308 
.1040379256 
.2883957326 
1.342 
3.640 
.0615657986 
.0000000000 
.000 
.000 
.0316461448 
.0786464524 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: Me-2 
Charts 
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B.8 Reading measurement using backward regression (variable are 
activities) 
 
Appendix B. 8: Reading measurement using backward regression (variable are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
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 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . SoI-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. Rx-2  Probability of 
F-to-remove 
>= .100). 
a. Dependent Variable: Re-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.315
a
 
.315
b
 
.308
c
 
.298
d
 
.280
e
 
.099 
.099 
.095 
.089 
.078 
.058 
.065 
.068 
.068 
.065 
.0306133100 
.0304981015 
.0304518113 
.0304442883 
.0305050589 
a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, Rx-2, Br-2, SoI-2 
d. Predictors: (Constant), OthA-2, Rx-2, Br-2 
e. Predictors: (Constant), OthA-2, Br-2 
f. Dependent Variable: Re-2 
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ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .014 6 .002 2.419 .030
b
 
 Residual .124 132 .001 
 Total .137 138 
2 Regression .014 5 .003 2.925 .015
c
 
 Residual .124 133 .001 
 Total .137 138 
3 Regression .013 4 .003 3.518 .009
d
 
 Residual .124 134 .001 
 Total .137 138 
4 Regression .012 3 .004 4.382 .006
e
 
 Residual .125 135 .001 
 Total .137 138 
5 Regression .011 2 .005 5.778 .004
f
 
 Residual .127 136 .001 
 Total .137 138 
a. Dependent Variable: Re-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), OthA-2, Rx-2, Br-2, SoI-2 
e. Predictors: (Constant), OthA-2, Rx-2, Br-2 
f. Predictors: (Constant), OthA-2, Br-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .010 .006  
 
.093 
1.580 .116  
 
.973  Rx-2 .058 .052 1.114 .267 
 DisE-2 -.488 .636 -.065 -.768 .444 .940 
 Br-2 -.085 .040 -.191 -2.131 .035 .849 
 Pre-2 -.002 .081 -.002 -.029 .977 .984 
 SoI-2 .018 .023 .078 .800 .425 .724 
 OthA-2 .085 .032 .252 2.635 .009 .745 
2 (Constant) .010 .006  
 
.093 
1.594 .113  
 
.974  Rx-2 .058 .052 1.120 .265 
 DisE-2 -.487 .632 -.065 -.770 .442 .944 
 Br-2 -.085 .040 -.191 -2.142 .034 .850 
 SoI-2 .018 .023 .078 .803 .423 .725 
 OthA-2 .085 .032 .252 2.664 .009 .754 
3 (Constant) .008 .006  
 
.094 
1.426 .156  
 
.974  Rx-2 .058 .052 1.128 .261 
 Br-2 -.088 .040 -.197 -2.218 .028 .856 
 SoI-2 .021 .022 .092 .966 .336 .751 
 OthA-2 .087 .032 .257 2.721 .007 .757 
4 (Constant) .009 .006  
 
.103 
1.655 .100  
 
.986  Rx-2 .064 .051 1.242 .216 
 Br-2 -.079 .039 -.178 -2.054 .042 .902 
 OthA-2 .099 .029 .293 3.366 .001 .893 
5 (Constant) .013 .005  
 
-.172 
2.488 .014  
 
.905  Br-2 -.077 .039 -1.983 .049 
 OthA-2 .094 .029 .280 3.238 .002 .905 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.026  Rx-2 
 DisE-2 1.059 
 Br-2 1.176 
 SoI-2 1.380 
 OthA-2 1.326 
3 (Constant)  
 
1.026  Rx-2 
 Br-2 1.168 
 SoI-2 1.331 
 OthA-2 1.321 
4 (Constant)  
 
1.014  Rx-2 
 Br-2 1.108 
 OthA-2 1.120 
5 (Constant)  
 
1.105  Br-2 
 OthA-2 1.105 
 a. Dependent Variable: Re-2 
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Collinearity 
Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.883 1.000 .01 .02 .01 .01 
 2 .891 2.087 .00 .01 .56 .00 
 3 .586 2.574 .00 .47 .21 .00 
 4 .290 3.661 .03 .37 .03 .14 
 5 .225 4.151 .05 .01 .14 .27 
 6 .125 5.584 .90 .11 .05 .57 
3 1 3.672 1.000 .01 .02  .01 
 2 .649 2.379 .01 .38 .00 
 3 .301 3.491 .07 .49 .20 
 4 .249 3.841 .05 .00 .09 
 5 .129 5.331 .86 .11 .69 
4 1 2.944 1.000 .02 .04  .02 
 2 .626 2.168 .00 .36 .00 
 3 .301 3.128 .08 .50 .24 
 4 .129 4.773 .89 .11 .74 
5 1 2.429 1.000 .04   .04 
 2 .431 2.374 .11 .06 
 3 .139 4.176 .85 .91 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1  .02 .02 
 2 .03 .09 
 3 .00 .19 
 4 .12 .66 
 5 .82 .04 
 6 .01 .00 
3 1  .02 .02 
 2 .02 .30 
 3 .01 .48 
 4 .95 .20 
 5 .00 .00 
4 1   .04 
 2 .46 
 3 .50 
 4 .00 
5 1   .07 
 2 .92 
 3 .02 
 a. Dependent Variable: Re-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Pre-2 -.002
b
 -.029 .977 -.003 .984 1.016 
3 Pre-2 .002
c
 .025 .980 .002 .989 1.011 
 DisE-2 -.065c -.770 .442 -.067 .944 1.059 
4 Pre-2 .004
d
 .051 .959 .004 .990 1.010 
 DisE-2 -.078d -.939 .349 -.081 .979 1.021 
 SoI-2 .092d .966 .336 .083 .751 1.331 
5 Pre-2 .001
e
 .016 .987 .001 .991 1.010 
 DisE-2 -.081e -.973 .332 -.083 .980 1.021 
 SoI-2 .103e 1.096 .275 .094 .760 1.315 
 Rx-2 .103e 1.242 .216 .106 .986 1.014 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Pre-2 .724 
3 Pre-2 .749 
 DisE-2 .725 
4 Pre-2 .884 
 DisE-2 .874 
 SoI-2 .751 
5 Pre-2 .897 
 DisE-2 .887 
 SoI-2 .760 
 Rx-2 .893 
 a. Dependent Variable: Re-2 
b. Predictors in the Model: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors in the Model: (Constant), OthA-2, Rx-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), OthA-2, Rx-2, Br-2 
e. Predictors in the Model: (Constant), OthA-2, Br-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.019702377 
-.034721293 
-3.436 
-1.138 
.0427469797 
.1919404268 
3.639 
6.292 
.0106280290 
.0000000000 
.000 
.000 
.0088272578 
.0302832010 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: Re-2 
Charts 
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B.9 Searching measurement using backward regression (variable are 
activities) 
 
 
Appendix B. 9: Searching measurement using backward regression (variable are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . SoI-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
    (criterion: 
 . Rx-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
   (criterion: 
. DisE-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: Se-2 
b. All requested variables entered. 
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Model Summary
g
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
6 
.315
a
 
.309
b
 
.290
c
 
.269
d
 
.235
e
 
.192
f
 
.099 
.096 
.084 
.072 
.055 
.037 
.058 
.062 
.057 
.052 
.041 
.030 
.0602640024 
.0601612848 
.0603214864 
.0604782016 
.0608090106 
.0611774366 
 a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, DisE-2, Br-2 
e. Predictors: (Constant), DisE-2, Br-2 
f. Predictors: (Constant), Br-2 
g. Dependent Variable: Se-2 
 
ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .053 6 .009 2.429 .029
b
 
 Residual .479 132 .004 
 Total .532 138 
2 Regression .051 5 .010 2.815 .019
c
 
 Residual .481 133 .004 
 Total .532 138 
3 Regression .045 4 .011 3.073 .019
d
 
 Residual .488 134 .004 
 Total .532 138 
4 Regression .039 3 .013 3.512 .017
e
 
 Residual .494 135 .004 
 Total .532 138 
5 Regression .029 2 .015 3.978 .021
f
 
 Residual .503 136 .004 
 Total .532 138 
6 Regression .020 1 .020 5.228 .024
g
 
 Residual .513 137 .004 
 Total .532 138 
a. Dependent Variable: Se-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
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c. Predictors: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), Rx-2, DisE-2, Br-2 
f. Predictors: (Constant), DisE-2, Br-2 
g. Predictors: (Constant), Br-2 
 
 
Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .036 .012  
 
-.151 
2.897 .004  
 
.973  Rx-2 -.185 .103 -1.806 .073 
 DisE-2 2.308 1.252 .157 1.844 .067 .940 
 Br-2 -.182 .079 -.207 -2.307 .023 .849 
 Pre-2 .118 .159 .062 .740 .461 .984 
 SoI-2 .075 .045 .164 1.687 .094 .724 
 OthA-2 -.077 .063 -.117 -1.221 .224 .745 
2 (Constant) .037 .012  
 
-.153 
3.014 .003  
 
.974  Rx-2 -.188 .102 -1.834 .069 
 DisE-2 2.244 1.247 .153 1.800 .074 .944 
 Br-2 -.180 .079 -.204 -2.286 .024 .850 
 SoI-2 .076 .044 .165 1.701 .091 .725 
 OthA-2 -.082 .063 -.124 -1.309 .193 .754 
3 (Constant) .035 .012  
 
-.137 
2.890 .004  
 
.996  Rx-2 -.168 .101 -1.653 .101 
 DisE-2 2.345 1.248 .160 1.880 .062 .948 
 Br-2 -.200 .077 -.227 -2.586 .011 .884 
 SoI-2 .054 .041 .118 1.305 .194 .840 
4 (Constant) .040 .012  
 
-.131 
3.449 .001  
 
.999  Rx-2 -.160 .102 -1.579 .117 
 DisE-2 1.975 1.218 .134 1.622 .107 1.000 
 Br-2 -.166 .073 -.188 -2.272 .025 1.000 
5 (Constant) .032 .010  
 
.136 
3.051 .003  
 
1.000  DisE-2 1.999 1.225 1.633 .105 
 Br-2 -.168 .073 -.191 -2.294 .023 1.000 
6 (Constant) .037 .010  
 
-.192 
3.637 .000  
 
1.000  Br-2 -.168 .074 -2.286 .024 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.026  Rx-2 
 DisE-2 1.059 
 Br-2 1.176 
 SoI-2 1.380 
 OthA-2 1.326 
3 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.055 
 Br-2 1.131 
 SoI-2 1.190 
4 (Constant)  
 
1.001  Rx-2 
 DisE-2 1.000 
 Br-2 1.000 
5 (Constant)  
 
1.000  DisE-2 
 Br-2 1.000 
6 (Constant) 
Br-2 
 
 
1.000 
 a. Dependent Variable: Se-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.883 1.000 .01 .02 .01 .01 
 2 .891 2.087 .00 .01 .56 .00 
 3 .586 2.574 .00 .47 .21 .00 
 4 .290 3.661 .03 .37 .03 .14 
 5 .225 4.151 .05 .01 .14 .27 
 6 .125 5.584 .90 .11 .05 .57 
3 1 3.385 1.000 .01 .03 .02 .02 
 2 .799 2.058 .00 .01 .75 .00 
 3 .464 2.702 .00 .81 .02 .04 
 4 .228 3.857 .07 .04 .16 .35 
 5 .125 5.213 .91 .12 .05 .59 
4 1 2.764 1.000 .02 .04 .04 .03 
 2 .709 1.974 .00 .09 .88 .01 
 3 .402 2.623 .03 .75 .04 .20 
 4 .125 4.697 .94 .12 .04 .76 
5 1 2.207 1.000 .04  .08 .04 
 2 .656 1.834 .03 .89 .06 
 3 .137 4.014 .93 .04 .89 
6 1 1.859 1.000 .07   .07 
 2 .141 3.631 .93 .93 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1  .02 .02 
 2 .03 .09 
 3 .00 .19 
 4 .12 .66 
 5 .82 .04 
 6 .01 .00 
3 1  .02  
 2 .06 
 3 .12 
 4 .79 
 5 .01 
4 1    
 2 
 3 
 4 
5 1    
 2 
 3 
6 1 
2 
   
a. Dependent Variable: Se-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Pre-2 .062
b
 .740 .461 .064 .984 1.016 
3 Pre-2 .072
c
 .874 .384 .076 .996 1.004 
 OthA-2 -.124c -1.309 .193 -.113 .754 1.326 
4 Pre-2 .069
d
 .835 .405 .072 .996 1.004 
 OthA-2 -.064d -.726 .469 -.063 .874 1.144 
 SoI-2 .118d 1.305 .194 .112 .840 1.190 
5 Pre-2 .072
e
 .858 .393 .074 .997 1.003 
 OthA-2 -.047e -.531 .596 -.046 .887 1.128 
 SoI-2 .109e 1.206 .230 .103 .843 1.186 
 Rx-2 -.131e -1.579 .117 -.135 .999 1.001 
6 Pre-2 .064
f
 .757 .450 .065 1.000 1.000 
 OthA-2 -.066f -.753 .453 -.064 .905 1.105 
 SoI-2 .071f .795 .428 .068 .889 1.125 
 Rx-2 -.133f -1.589 .114 -.135 1.000 1.000 
 DisE-2 .136f 1.633 .105 .139 1.000 1.000 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Pre-2 .724 
3 Pre-2 .840 
 OthA-2 .725 
4 Pre-2 .996 
 OthA-2 .874 
 SoI-2 .840 
5 Pre-2 .997 
 OthA-2 .887 
 SoI-2 .843 
 Rx-2 .999 
6 Pre-2 1.000 
 OthA-2 .905 
 SoI-2 .889 
 Rx-2 1.000 
 DisE-2 1.000 
a. Dependent Variable: Se-2 
b. Predictors in the Model: (Constant), OthA-2, Rx-2, DisE-2, Br-2, SoI-2 
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c. Predictors in the Model: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), Rx-2, DisE-2, Br-2 
e. Predictors in the Model: (Constant), DisE-2, Br-2 
f. Predictors in the Model: (Constant), Br-2 
 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.034676492 
-.036860473 
-4.336 
-.603 
.0368604735 
.4248112142 
1.672 
6.944 
.0169577466 
.0000000000 
.000 
.000 
.0119070893 
.0609553762 
1.000 
.996 
139 
139 
139 
139 
a. Dependent Variable: Se-2 
 
Charts 
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B.10 Talking measurement using backward regression (variables are 
activities) 
 
 
Appendix B. 10: Talking measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . Rx-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. SoI-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: Ta-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.435
a
 
.434
b
 
.431
c
 
.426
d
 
.408
e
 
.189 
.188 
.186 
.182 
.166 
.153 
.158 
.161 
.163 
.154 
.0858021220 
.0855407274 
.0853557506 
.0852492281 
.0857234142 
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a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), OthA-2, Pre-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), OthA-2, Br-2, SoI-2 
e. Predictors: (Constant), OthA-2, Br-2 
f. Dependent Variable: Ta-2 
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ANOVA
a
  
 
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .227 6 .038 5.140 .000
b
 
 Residual .972 132 .007 
 Total 1.199 138 
2 Regression .226 5 .045 6.168 .000
c
 
 Residual .973 133 .007 
 Total 1.199 138 
3 Regression .223 4 .056 7.637 .000
d
 
 Residual .976 134 .007 
 Total 1.199 138 
4 Regression .218 3 .073 9.987 .000
e
 
 Residual .981 135 .007 
 Total 1.199 138 
5 Regression .199 2 .100 13.570 .000
f
 
 Residual .999 136 .007 
 Total 1.199 138 
a. Dependent Variable: Ta-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), OthA-2, Pre-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), OthA-2, DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), OthA-2, Br-2, SoI-2 
f. Predictors: (Constant), OthA-2, Br-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .214 .017  
 
.035 
12.250 .000  
 
.973  Rx-2 .064 .146 .437 .663 
 DisE-2 -1.352 1.782 -.061 -.759 .449 .940 
 Br-2 -.295 .112 -.224 -2.632 .009 .849 
 Pre-2 .150 .227 .052 .660 .510 .984 
 SoI-2 -.111 .063 -.161 -1.745 .083 .724 
 OthA-2 -.185 .090 -.186 -2.049 .042 .745 
2 (Constant) .217 .016  
 
-.062 
13.618 .000  
 
.940  DisE-2 -1.361 1.777 -.766 .445 
 Br-2 -.294 .112 -.223 -2.628 .010 .850 
 Pre-2 .147 .226 .051 .649 .518 .985 
 SoI-2 -.108 .063 -.156 -1.714 .089 .733 
 OthA-2 -.191 .089 -.192 -2.146 .034 .763 
3 (Constant) .218 .016  
 
-.065 
13.822 .000  
 
.945  DisE-2 -1.440 1.769 -.814 .417 
 Br-2 -.291 .111 -.221 -2.613 .010 .851 
 SoI-2 -.107 .063 -.156 -1.710 .090 .733 
 OthA-2 -.197 .088 -.198 -2.230 .027 .771 
4 (Constant) .214 .015  
 
-.227 
14.419 .000  
 
.857  Br-2 -.299 .111 -2.695 .008 
 SoI-2 -.098 .062 -.142 -1.587 .115 .760 
 OthA-2 -.193 .088 -.193 -2.186 .031 .774 
5 (Constant) .208 .014  
 
-.257 
14.462 .000  
 
.905  Br-2 -.339 .108 -3.127 .002 
 OthA-2 -.246 .082 -.247 -3.000 .003 .905 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.064  DisE-2 
 Br-2 1.177 
 Pre-2 1.015 
 SoI-2 1.365 
 OthA-2 1.311 
3 (Constant)  
 
1.059  DisE-2 
 Br-2 1.175 
 SoI-2 1.364 
 OthA-2 1.297 
4 (Constant)  
 
1.167  Br-2 
 SoI-2 1.315 
 OthA-2 1.292 
5 (Constant)  
 
1.105  Br-2 
 OthA-2 1.105 
 a. Dependent Variable: Ta-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.420 1.000 .02  .02 .02 
 2 .981 1.867 .00 .00 .00 
 3 .881 1.970 .00 .63 .00 
 4 .358 3.089 .07 .16 .07 
 5 .226 3.891 .06 .14 .22 
 6 .135 5.041 .85 .05 .70 
3 1 3.384 1.000 .02  .02 .02 
 2 .881 1.960 .00 .63 .00 
 3 .373 3.010 .07 .17 .06 
 4 .226 3.868 .06 .14 .21 
 5 .135 5.007 .85 .04 .71 
4 1 3.180 1.000 .02   .02 
 2 .432 2.712 .11 .06 
 3 .249 3.574 .05 .09 
 4 .139 4.780 .81 .83 
5 1 2.429 1.000 .04   .04 
 2 .431 2.374 .11 .06 
 3 .139 4.176 .85 .91 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00 .02 .03 
 2 .93 .00 .01 
 3 .00 .03 .07 
 4 .06 .04 .82 
 5 .00 .89 .06 
 6 .00 .02 .01 
3 1  .02 .03 
 2 .03 .07 
 3 .03 .82 
 4 .89 .07 
 5 .02 .02 
4 1  .03 .03 
 2 .00 .74 
 3 .97 .21 
 4 .00 .02 
5 1   .07 
 2 .92 
 3 .02 
 a. Dependent Variable: Ta-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Rx-2 .035
b
 .437 .663 .038 .973 1.027 
3 Rx-2 .033
c
 .417 .677 .036 .974 1.026 
 Pre-2 .051c .649 .518 .056 .985 1.015 
4 Rx-2 .034
d
 .425 .672 .037 .974 1.026 
 Pre-2 .055d .705 .482 .061 .990 1.010 
 DisE-2 -.065d -.814 .417 -.070 .945 1.059 
5 Rx-2 .019
e
 .246 .806 .021 .986 1.014 
 Pre-2 .052e .662 .509 .057 .991 1.010 
 DisE-2 -.039e -.495 .621 -.043 .980 1.021 
 SoI-2 -.142e -1.587 .115 -.135 .760 1.315 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Rx-2 .724 
3 Rx-2 .725 
 Pre-2 .733 
4 Rx-2 .751 
 Pre-2 .760 
 DisE-2 .733 
5 Rx-2 .893 
 Pre-2 .897 
 DisE-2 .887 
 SoI-2 .760 
 a. Dependent Variable: Ta-2 
b. Predictors in the Model: (Constant), OthA-2, Pre-2, DisE-2, Br-2, SoI-2 
c. Predictors in the Model: (Constant), OthA-2, DisE-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), OthA-2, Br-2, SoI-2 
e. Predictors in the Model: (Constant), OthA-2, Br-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.0148834325 
-.187407106 
-3.537 
-2.186 
.2071200311 
.2722216547 
1.519 
3.176 
.1493559220 
.0000000000 
.000 
.000 
.0380162721 
.0850999629 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: Ta-2 
Charts 
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B.11 Writing measurement using backward regression (variable are 
activities) 
 
Appendix B. 11: Writing measurement using backward regression (variable are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. Rx-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: Wr-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.332
a
 
.332
b
 
.328
c
 
.318
d
 
.298
e
 
.110 
.110 
.108 
.101 
.089 
.070 
.077 
.081 
.081 
.076 
.0514924877 
.0512992633 
.0511709978 
.0511695222 
.0513246809 
471 
 
 
a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, Br-2, SoI-2 
e. Predictors: (Constant), Br-2, SoI-2 
f. Dependent Variable: Wr-2 
 
ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .043 6 .007 2.720 .016
b
 
 Residual .350 132 .003 
 Total .393 138 
2 Regression .043 5 .009 3.288 .008
c
 
 Residual .350 133 .003 
 Total .393 138 
3 Regression .042 4 .011 4.048 .004
d
 
 Residual .351 134 .003 
 Total .393 138 
4 Regression .040 3 .013 5.066 .002
e
 
 Residual .353 135 .003 
 Total .393 138 
5 Regression .035 2 .018 6.646 .002
f
 
 Residual .358 136 .003 
 Total .393 138 
a. Dependent Variable: Wr-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), Rx-2, Br-2, SoI-2 
f. Predictors: (Constant), Br-2, SoI-2 
 
Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .029 .010  
 
-.112 
2.806 .006  
 
.973  Rx-2 -.118 .088 -1.345 .181 
 DisE-2 -1.097 1.070 -.087 -1.026 .307 .940 
 Br-2 -.118 .067 -.156 -1.753 .082 .849 
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 Pre-2 -.078 .136 -.048 -.576 .565 .984 
 SoI-2 .117 .038 .297 3.079 .003 .724 
 OthA-2 -.003 .054 -.006 -.061 .951 .745 
2 (Constant) .029 .010  
 
-.111 
2.828 .005  
 
.996  Rx-2 -.117 .086 -1.356 .177 
 DisE-2 -1.092 1.063 -.087 -1.028 .306 .944 
 Br-2 -.119 .066 -.157 -1.808 .073 .884 
 Pre-2 -.078 .135 -.047 -.575 .566 .996 
 SoI-2 .116 .035 .295 3.303 .001 .840 
3 (Constant) .029 .010  
 
-.110 
2.788 .006  
 
.996  Rx-2 -.116 .086 -1.351 .179 
 DisE-2 -1.054 1.058 -.083 -.996 .321 .948 
 Br-2 -.119 .066 -.158 -1.821 .071 .884 
 SoI-2 .117 .035 .296 3.328 .001 .840 
4 (Constant) .026 .010  
 
-.110 
2.608 .010  
 
.996  Rx-2 -.116 .086 -1.351 .179 
 Br-2 -.124 .065 -.164 -1.900 .060 .889 
 SoI-2 .125 .034 .316 3.650 .000 .886 
5 (Constant) .020 .009  
 
-.165 
2.244 .026  
 
.889  Br-2 -.124 .066 -1.896 .060 
 SoI-2 .122 .034 .310 3.568 .000 .889 
 
Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.059 
 Br-2 1.131 
 Pre-2 1.004 
 SoI-2 1.191 
3 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.055 
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 Br-2 1.131 
 SoI-2 1.190 
4 (Constant)  
 
1.004  Rx-2 
 Br-2 1.125 
 SoI-2 1.129 
5 (Constant)  
 
1.125  Br-2 
 SoI-2 1.125 
 a. Dependent Variable: Wr-2 
 
Collinearity 
Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.428 1.000 .01 .03 .02 .02 
 2 .970 1.880 .00 .00 .06 .00 
 3 .788 2.086 .00 .01 .69 .00 
 4 .463 2.720 .00 .81 .02 .04 
 5 .226 3.894 .07 .04 .16 .36 
 6 .124 5.263 .92 .12 .05 .58 
3 1 3.385 1.000 .01 .03 .02 .02 
 2 .799 2.058 .00 .01 .75 .00 
 3 .464 2.702 .00 .81 .02 .04 
 4 .228 3.857 .07 .04 .16 .35 
 5 .125 5.213 .91 .12 .05 .59 
4 1 3.142 1.000 .02 .03  .02 
 2 .468 2.591 .00 .76 .04 
 3 .261 3.472 .11 .09 .23 
 4 .129 4.929 .88 .12 .71 
5 1 2.585 1.000 .03   .03 
 2 .274 3.069 .15 .12 
 3 .141 4.282 .82 .85 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00 .02  
 2 .91 .00 
 3 .07 .07 
 4 .00 .12 
 5 .01 .78 
 6 .01 .01 
3 1  .02  
 2 .06 
 3 .12 
 4 .79 
 5 .01 
4 1  .03  
 2 .17 
 3 .80 
 4 .00 
5 1  .05  
 2 .95 
 3 .00 
 a. Dependent Variable: Wr-2 
 
Excluded 
Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 OthA-2 -.006
b
 -.061 .951 -.005 .745 1.341 
3 OthA-2 .000
c
 .001 .999 .000 .754 1.326 
 Pre-2 -.047c -.575 .566 -.050 .996 1.004 
4 OthA-2 .006
d
 .062 .950 .005 .757 1.321 
 Pre-2 -.042d -.512 .610 -.044 1.000 1.000 
 DisE-2 -.083d -.996 .321 -.086 .948 1.055 
5 OthA-2 .024
e
 .261 .795 .022 .774 1.292 
 Pre-2 -.040e -.489 .626 -.042 1.000 1.000 
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 DisE-2 -.084e -.994 .322 -.085 .948 1.055 
 Rx-2 -.110e -1.351 .179 -.116 .996 1.004 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 OthA-2 .724 
3 OthA-2 .725 
 Pre-2 .840 
4 OthA-2 .751 
 Pre-2 .886 
 DisE-2 .840 
5 OthA-2 .760 
 Pre-2 .889 
 DisE-2 .843 
 Rx-2 .886 
 a. Dependent Variable: Wr-2 
b. Predictors in the Model: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors in the Model: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), Rx-2, Br-2, SoI-2 
e. Predictors in the Model: (Constant), Br-2, SoI-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.019780431 
-.064661510 
-2.772 
-1.260 
.0684818774 
.4000820220 
2.769 
7.795 
.0243675649 
.0000000000 
.000 
.000 
.0159291201 
.0509514056 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: Wr-2 
 
 
Charts 
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B.12 Preparation document measurement using backward regression 
(variables are activities) 
 
 
 
Appendix B. 12: Preparation document measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
 
1 OthA-2, Pre-   
. 
 
Enter  2, Rx-2, DisE- 
 2, Br-2, SoI-2
b
    
2    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
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    >= .100). 
5    Backward 
   (criterion: 
. SoI-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: PrD-2 
b. All requested variables entered. 
 
Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of 
the 
Estimate 1 
2 
3 
4 
5 
.353
a
 
.353
b
 
.352
c
 
.348
d
 
.327
e
 
.124 
.124 
.124 
.121 
.107 
.085 
.091 
.098 
.102 
.094 
.0407706045 
.0406183110 
.0404780567 
.0403916769 
.0405596706 
 a. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
b. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, Br-2, SoI-2 
e. Predictors: (Constant), Rx-2, Br-2 
f. Dependent Variable: PrD-2 
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ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .031 6 .005 3.125 .007
b
 
 Residual .219 132 .002 
 Total .251 138 
2 Regression .031 5 .006 3.777 .003
c
 
 Residual .219 133 .002 
 Total .251 138 
3 Regression .031 4 .008 4.735 .001
d
 
 Residual .220 134 .002 
 Total .251 138 
4 Regression .030 3 .010 6.198 .001
e
 
 Residual .220 135 .002 
 Total .251 138 
5 Regression .027 2 .013 8.162 .000
f
 
 Residual .224 136 .002 
 Total .251 138 
a. Dependent Variable: PrD-2 
b. Predictors: (Constant), OthA-2, Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
e. Predictors: (Constant), Rx-2, Br-2, SoI-2 
f. Predictors: (Constant), Rx-2, Br-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearit
y 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .009 .008  
 
.272 
1.129 .261  
 
.973  Rx-2 .228 .069 3.292 .001 
 DisE-2 -.555 .847 -.055 -.655 .514 .940 
 Br-2 -.131 .053 -.218 -2.466 .015 .849 
 Pre-2 -.028 .108 -.022 -.264 .792 .984 
 SoI-2 .034 .030 .108 1.131 .260 .724 
 OthA-2 .004 .043 .009 .091 .928 .745 
2 (Constant) .009 .008  
 
.271 
1.150 .252  
 
.996  Rx-2 .228 .068 3.329 .001 
 DisE-2 -.560 .842 -.056 -.665 .507 .944 
 Br-2 -.130 .052 -.216 -2.507 .013 .884 
 Pre-2 -.029 .107 -.022 -.276 .783 .996 
 SoI-2 .035 .028 .111 1.259 .210 .840 
3 (Constant) .009 .008  
 
.271 
1.131 .260  
 
.996  Rx-2 .228 .068 3.345 .001 
 DisE-2 -.545 .837 -.054 -.651 .516 .948 
 Br-2 -.131 .052 -.217 -2.520 .013 .884 
 SoI-2 .035 .028 .112 1.271 .206 .840 
4 (Constant) .008 .008  
 
.271 
.979 .329  
 
.996  Rx-2 .228 .068 3.352 .001 
 Br-2 -.133 .052 -.221 -2.581 .011 .889 
 SoI-2 .039 .027 .125 1.461 .146 .886 
5 (Constant) .010 .007  
 
.278 
1.393 .166  
 
1.000  Rx-2 .234 .068 3.427 .001 
 Br-2 -.108 .049 -.179 -2.212 .029 1.000 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
1.027  Rx-2 
 DisE-2 1.064 
 Br-2 1.178 
 Pre-2 1.016 
 SoI-2 1.380 
 OthA-2 1.341 
2 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.059 
 Br-2 1.131 
 Pre-2 1.004 
 SoI-2 1.191 
3 (Constant)  
 
1.004  Rx-2 
 DisE-2 1.055 
 Br-2 1.131 
 SoI-2 1.190 
4 (Constant)  
 
1.004  Rx-2 
 Br-2 1.125 
 SoI-2 1.129 
5 (Constant)  
 
1.000  Rx-2 
 Br-2 1.000 
 a. Dependent Variable: PrD-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Rx-2 DisE-2 Br-2 
1 1 3.918 1.000 .01 .02 .01 .01 
 2 .981 1.999 .00 .00 .00 .00 
 3 .891 2.097 .00 .01 .56 .00 
 4 .578 2.603 .00 .50 .19 .00 
 5 .283 3.720 .03 .34 .03 .14 
 6 .225 4.176 .05 .01 .14 .29 
 7 .124 5.626 .90 .12 .05 .56 
2 1 3.428 1.000 .01 .03 .02 .02 
 2 .970 1.880 .00 .00 .06 .00 
 3 .788 2.086 .00 .01 .69 .00 
 4 .463 2.720 .00 .81 .02 .04 
 5 .226 3.894 .07 .04 .16 .36 
 6 .124 5.263 .92 .12 .05 .58 
3 1 3.385 1.000 .01 .03 .02 .02 
 2 .799 2.058 .00 .01 .75 .00 
 3 .464 2.702 .00 .81 .02 .04 
 4 .228 3.857 .07 .04 .16 .35 
 5 .125 5.213 .91 .12 .05 .59 
4 1 3.142 1.000 .02 .03  .02 
 2 .468 2.591 .00 .76 .04 
 3 .261 3.472 .11 .09 .23 
 4 .129 4.929 .88 .12 .71 
5 1 2.461 1.000 .03 .06  .04 
 2 .410 2.450 .03 .82 .17 
 3 .129 4.362 .94 .12 .79 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Pre-2 SoI-2 OthA-2 
1 1 .00 .02 .02 
 2 .92 .00 .02 
 3 .00 .03 .09 
 4 .03 .00 .17 
 5 .03 .15 .68 
 6 .00 .79 .02 
 7 .01 .01 .00 
2 1 .00 .02  
 2 .91 .00 
 3 .07 .07 
 4 .00 .12 
 5 .01 .78 
 6 .01 .01 
3 1  .02  
 2 .06 
 3 .12 
 4 .79 
 5 .01 
4 1  .03  
 2 .17 
 3 .80 
 4 .00 
5 1    
 2 
 3 
 a. Dependent Variable: PrD-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 OthA-2 .009
b
 .091 .928 .008 .745 1.341 
3 OthA-2 .011
c
 .120 .905 .010 .754 1.326 
 Pre-2 -.022c -.276 .783 -.024 .996 1.004 
4 OthA-2 .015
d
 .161 .873 .014 .757 1.321 
 Pre-2 -.019d -.235 .814 -.020 1.000 1.000 
 DisE-2 -.054d -.651 .516 -.056 .948 1.055 
5 OthA-2 .061
e
 .714 .476 .061 .893 1.120 
 Pre-2 -.021e -.254 .800 -.022 1.000 1.000 
 DisE-2 -.078e -.964 .337 -.083 1.000 1.000 
 SoI-2 .125e 1.461 .146 .125 .886 1.129 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 OthA-2 .724 
3 OthA-2 .725 
 Pre-2 .840 
4 OthA-2 .751 
 Pre-2 .886 
 DisE-2 .840 
5 OthA-2 .893 
 Pre-2 .999 
 DisE-2 .999 
 SoI-2 .886 
 a. Dependent Variable: PrD-2 
b. Predictors in the Model: (Constant), Pre-2, Rx-2, DisE-2, Br-2, SoI-2 
c. Predictors in the Model: (Constant), Rx-2, DisE-2, Br-2, SoI-2 
d. Predictors in the Model: (Constant), Rx-2, Br-2, SoI-2 
e. Predictors in the Model: (Constant), Rx-2, Br-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.025060164 
-.056402955 
-2.479 
-1.391 
.0773250684 
.3561189473 
4.861 
8.780 
.0095219375 
.0000000000 
.000 
.000 
.0139494919 
.0402646872 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: PrD-2 
Charts 
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B.13 Relaxation measurement using backward regression 
(variables are activities) 
 
Appendix B. 13: Relaxation measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
 
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, PrD-  
 
 
 
 
 
. 
 
 
 
 
 
Enter 
 2, Pre-2, En- 
 2, Wr-2, Re-2, 
 Mo-2, Prs-2, 
Me-2, Chk-2, 
 Br-2, SoI-2,    
 Se-2, Ta-2,    
 Dr-2
b
    
2    Backward 
    (criterion: 
 . Wr-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Pre-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
487 
 
 
 . Chk-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
    (criterion: 
 . Se-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
    (criterion: 
 . En-2  Probability of 
    F-to-remove 
    >= .100). 
7    Backward 
    (criterion: 
 . Prs-2  Probability of 
    F-to-remove 
    >= .100). 
8    Backward 
   (criterion: 
. Mo-2  Probability of 
F-to-remove 
>= .100). 
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Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
9 
 
 
 
. 
 
 
 
OthA-2 
Backward 
 (criterion: 
 Probability of 
   F-to-remove 
   >= .100). 
10   Backward 
  (criterion: 
. Me-2 Probability of 
F-to-remove 
>= .100). 
    a. Dependent Variable: Rx-2 
b. All requested variables entered. 
 
Model Summary
k
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
.560
a
 
.560
b
 
.560
c
 
.558
d
 
.551
e
 
.547
f
 
.539
g
 
.530
h
 
.523
i
 
.516
j
 
.314 
.314 
.314 
.311 
.304 
.299 
.290 
.281 
.274 
.266 
.230 
.236 
.242 
.245 
.243 
.245 
.241 
.237 
.235 
.233 
.0444691774 
.0442943873 
.0441243281 
.0440297933 
.0440900327 
.0440556495 
.0441705091 
.0442708371 
.0443427908 
.0443933945 
 a. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, 
Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2, Dr-2 
b. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, 
Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2, 
Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, 
Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, 
Prs-2, Me-2, Br-2, SoI-2, Se-2, Ta-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, 
Prs-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
f. Predictors: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Prs-2, 
Me-2, Br-2, SoI-2, Ta-2, Dr-2 
g. Predictors: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Me-2, 
Br-2, SoI-2, Ta-2, Dr-2 
h. Predictors: (Constant), OthA-2, PrD-2, Re-2, Me-2, Br-2, 
SoI-2, Ta-2, Dr-2 
i. Predictors: (Constant), PrD-2, Re-2, Me-2, Br-2, SoI-2, Ta-
2, Dr-2 
j. Predictors: (Constant), PrD-2, Re-2, Br-2, SoI-2, Ta-2, Dr-2 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .111 15 .007 3.753 .000
b
 
 Residual .243 123 .002 
 Total .355 138 
2 Regression .111 14 .008 4.051 .000
c
 
 Residual .243 124 .002 
 Total .355 138 
3 Regression .111 13 .009 4.393 .000
d
 
 Residual .243 125 .002 
 Total .355 138 
4 Regression .110 12 .009 4.741 .000
e
 
 Residual .244 126 .002 
 Total .355 138 
5 Regression .108 11 .010 5.036 .000
f
 
 Residual .247 127 .002 
 Total .355 138 
6 Regression .106 10 .011 5.468 .000
g
 
 Residual .248 128 .002 
 Total .355 138 
7 Regression .103 9 .011 5.859 .000
h
 
 Residual .252 129 .002 
 Total .355 138 
8 Regression .100 8 .012 6.364 .000
i
 
 Residual .255 130 .002 
 Total .355 138 
9 Regression .097 7 .014 7.046 .000
j
 
 Residual .258 131 .002 
 Total .355 138 
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10 Regression .094 6 .016 7.985 .000
k
 
 Residual .260 132 .002 
 Total .355 138 
a. Dependent Variable: Rx-2 
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b. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, 
Chk-2, Br-2, SoI-2, Se-2, 
Ta-2, Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-
2, Br-2, SoI-2, Se-2, Ta-2, 
Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, 
SoI-2, Se-2, Ta-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, 
Se-2, Ta-2, Dr-2 
f. Predictors: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, 
Ta-2, Dr-2 
g. Predictors: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2, 
Dr-2 
h. Predictors: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
i. Predictors: (Constant), OthA-2, PrD-2, Re-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
j. Predictors: (Constant), PrD-2, Re-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
k. Predictors: (Constant), PrD-2, Re-2, Br-2, SoI-2, Ta-2, Dr-2 
 
 
 
 
 
 
 
 
Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) -.010 .054  
 
.313 
-.176 .860  
 
.129  Dr-2 .085 .056 1.503 .135 
 En-2 .095 .082 .122 1.158 .249 .504 
 Me-2 -.127 .070 -.213 -1.820 .071 .408 
 Re-2 .246 .139 .153 1.761 .081 .741 
 Se-2 -.106 .086 -.129 -1.222 .224 .497 
 Ta-2 .116 .057 .213 2.040 .044 .512 
 Wr-2 .017 .101 .017 .165 .869 .495 
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 PrD-2 .408 .107 .343 3.820 .000 .691 
 Mo-2 -.134 .107 -.120 -1.252 .213 .608 
 Prs-2 -1.200 .772 -.128 -1.555 .122 .818 
 Chk-2 -.028 .066 -.053 -.428 .669 .362 
 Br-2 .093 .078 .130 1.201 .232 .475 
 Pre-2 .032 .131 .021 .245 .807 .791 
 SoI-2 .075 .044 .200 1.685 .095 .396 
 OthA-2 -.094 .066 -.175 -1.435 .154 .377 
2 (Constant) -.004 .042  
 
.291 
-.093 .926  
 
.220  Dr-2 .079 .043 1.831 .070 
 En-2 .090 .075 .115 1.189 .237 .589 
 Me-2 -.132 .065 -.220 -2.031 .044 .472 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
7.757  Dr-2 
 En-2 1.985 
 Me-2 2.452 
 Re-2 1.350 
 Se-2 2.014 
 Ta-2 1.953 
 Wr-2 2.018 
 PrD-2 1.448 
 Mo-2 1.644 
 Prs-2 1.222 
 Chk-2 2.765 
 Br-2 2.105 
 Pre-2 1.264 
 SoI-2 2.524 
 OthA-2 2.652 
2 (Constant)  
 
4.554  Dr-2 
 En-2 1.697 
 Me-2 2.119 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Re-2 Se-
2 Ta-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Br-2 
Pre-2 
SoI-2 
OthA-2 
.241 
-.108 
.114 
.403 
-.139 
-1.220 
-.034 
.088 
.025 
.073 
-.099 
.136 
.084 
.055 
.102 
.102 
.759 
.057 
.070 
.124 
.043 
.060 
.150 
-.133 
.209 
.339 
-.124 
-.131 
-.064 
.122 
.016 
.195 
-.182 
1.775 
-1.284 
2.060 
3.958 
-1.360 
-1.606 
-.597 
1.261 
.205 
1.708 
-1.632 
.078 
.202 
.041 
.000 
.176 
.111 
.552 
.210 
.838 
.090 
.105 
.778 
.516 
.537 
.754 
.662 
.838 
.488 
.589 
.877 
.426 
.443 
3 (Constant) -.002 .040  
 
.281 
-.038 .970  
 
.240  Dr-2 .076 .041 1.860 .065 
 En-2 .089 .075 .114 1.182 .239 .592 
 Me-2 -.134 .064 -.223 -2.095 .038 .483 
 Re-2 .237 .134 .148 1.770 .079 .789 
 Se-2 -.110 .084 -.134 -1.304 .195 .518 
 Ta-2 .114 .055 .209 2.069 .041 .537 
 PrD-2 .401 .101 .337 3.976 .000 .764 
 Mo-2 -.143 .100 -.128 -1.421 .158 .682 
 Prs-2 -1.234 .753 -.132 -1.638 .104 .845 
 Chk-2 -.037 .055 -.069 -.679 .499 .525 
 Br-2 .087 .069 .121 1.254 .212 .592 
 SoI-2 .072 .042 .191 1.704 .091 .437 
 OthA-2 -.101 .059 -.187 -1.726 .087 .466 
4 (Constant) -.018 .031  
 
.340 
-.591 .555  
 
.360  Dr-2 .092 .033 2.762 .007 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Re-2 1.285 
Se-2 1.936 
Ta-2 1.864 
PrD-2 1.326 
Mo-2 1.511 
Prs-2 1.193 
Chk-2 2.049 
Br-2 1.699 
Pre-2 1.141 
SoI-2 2.350 
OthA-2 2.255 
3 (Constant)  
 
4.160  Dr-2 
 En-2 1.688 
 Me-2 2.070 
 Re-2 1.267 
 Se-2 1.930 
 Ta-2 1.864 
 PrD-2 1.308 
 Mo-2 1.467 
 Prs-2 1.183 
 Chk-2 1.904 
 Br-2 1.689 
 SoI-2 2.288 
 OthA-2 2.146 
4 (Constant) 
Dr-2 
 
 
2.776 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
En-2 
Me-2 
Re-2 Se-
2 Ta-2 
PrD-2 
Mo-2 
Prs-2 Br-
2 SoI-2 
OthA-2 
.098 
-.115 
.257 
-.093 
.114 
.415 
-.124 
-1.174 
.100 
.083 
-.086 
.074 
.057 
.131 
.080 
.055 
.099 
.096 
.746 
.066 
.038 
.054 
.126 
-.192 
.160 
-.114 
.209 
.349 
-.111 
-.126 
.139 
.223 
-.159 
1.330 
-2.003 
1.964 
-1.161 
2.075 
4.210 
-1.290 
-1.573 
1.513 
2.192 
-1.591 
.186 
.047 
.052 
.248 
.040 
.000 
.199 
.118 
.133 
.030 
.114 
.612 
.596 
.827 
.564 
.537 
.797 
.734 
.857 
.644 
.529 
.544 
5 (Constant) -.029 .030  
 
.384 
-.969 .335  
 
.397  Dr-2 .104 .032 3.264 .001 
 En-2 .059 .065 .075 .895 .373 .778 
 Me-2 -.093 .054 -.155 -1.715 .089 .667 
 Re-2 .269 .130 .167 2.063 .041 .833 
 Ta-2 .124 .054 .227 2.274 .025 .549 
 PrD-2 .438 .097 .369 4.542 .000 .833 
 Mo-2 -.134 .096 -.120 -1.398 .165 .740 
 Prs-2 -1.073 .742 -.115 -1.446 .151 .869 
 Br-2 .119 .064 .166 1.861 .065 .688 
 SoI-2 .082 .038 .218 2.145 .034 .530 
 OthA-2 -.070 .053 -.130 -1.338 .183 .582 
6 (Constant) -.018 .027  
 
.356 
-.659 .511  
 
.427  Dr-2 .096 .031 3.142 .002 
 Me-2 -.100 .054 -.167 -1.869 .064 .682 
 Re-2 .262 .130 .163 2.011 .046 .836 
 Ta-2 .110 .052 .203 2.111 .037 .594 
 PrD-2 .425 .095 .357 4.460 .000 .854 
 Mo-2 -.126 .096 -.113 -1.315 .191 .747 
 Prs-2 -.940 .727 -.101 -1.294 .198 .905 
 Br-2 .107 .063 .149 1.712 .089 .719 
 SoI-2 .073 .037 .194 1.979 .050 .571 
 OthA-2 -.075 .052 -.139 -1.440 .152 .588 
7 (Constant) -.024 .027  
 
.384 
-.896 .372  
 
.443  Dr-2 .104 .030 3.449 .001 
 Me-2 -.092 .053 -.153 -1.721 .088 .692 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
En-2 
Me-2 
Re-2 Se-
2 Ta-2 
PrD-2 
Mo-2 
Prs-2 Br-
2 SoI-2 
OthA-2 
1.633 
1.679 
1.209 
1.774 
1.864 
1.254 
1.363 
1.167 
1.552 
1.889 
1.838 
5 (Constant)  
 
2.520  Dr-2 
 En-2 1.286 
 Me-2 1.498 
 Re-2 1.201 
 Ta-2 1.821 
 PrD-2 1.201 
 Mo-2 1.352 
 Prs-2 1.151 
 Br-2 1.454 
 SoI-2 1.886 
 OthA-2 1.719 
6 (Constant)  
 
2.344  Dr-2 
 Me-2 1.465 
 Re-2 1.196 
 Ta-2 1.684 
 PrD-2 1.172 
 Mo-2 1.338 
 Prs-2 1.105 
 Br-2 1.390 
 SoI-2 1.750 
 OthA-2 1.700 
7 (Constant)  
 
2.256  Dr-2 
 Me-2 1.444 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Re-2 .277 .130 .173 2.137 .034 .844 
Ta-2 .106 .052 .195 2.027 .045 .596 
PrD-2 .436 .095 .366 4.579 .000 .860 
Mo-2 -.121 .096 -.108 -1.261 .209 .748 
Br-2 .112 .063 .157 1.794 .075 .722 
SoI-2 .080 .036 .212 2.188 .030 .584 
OthA-2 -.070 .052 -.130 -1.346 .181 .591 
8 (Constant) -.034 .026  
 
.432 
-1.328 .187  
 
.500  Dr-2 .117 .028 4.103 .000 
 Me-2 -.076 .052 -.127 -1.462 .146 .733 
 Re-2 .301 .129 .187 2.339 .021 .862 
 Ta-2 .096 .052 .176 1.853 .066 .610 
 PrD-2 .426 .095 .358 4.480 .000 .866 
 Br-2 .116 .063 .161 1.847 .067 .724 
 SoI-2 .084 .036 .224 2.318 .022 .590 
 OthA-2 -.062 .052 -.115 -1.194 .235 .601 
9 (Constant) -.046 .024  
 
.474 
-1.953 .053  
 
.563  Dr-2 .128 .027 4.769 .000 
 Me-2 -.056 .049 -.094 -1.141 .256 .815 
 Re-2 .276 .127 .171 2.168 .032 .886 
 Ta-2 .118 .049 .216 2.427 .017 .697 
 PrD-2 .440 .094 .370 4.659 .000 .880 
 Br-2 .111 .063 .155 1.772 .079 .727 
 SoI-2 .080 .036 .213 2.203 .029 .596 
10 (Constant) -.060 .020  
 
.516 
-2.950 .004  
 
.656  Dr-2 .140 .025 5.610 .000 
 Re-2 .289 .127 .180 2.282 .024 .894 
 Ta-2 .131 .047 .241 2.775 .006 .738 
 PrD-2 .458 .093 .385 4.906 .000 .904 
 Br-2 .126 .061 .175 2.047 .043 .759 
 SoI-2 .091 .035 .244 2.638 .009 .649 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Re-2 1.185 
Ta-2 1.678 
PrD-2 1.163 
Mo-2 1.336 
Br-2 1.384 
SoI-2 1.712 
OthA-2 1.691 
8 (Constant)  
 
2.001  Dr-2 
 Me-2 1.364 
 Re-2 1.161 
 Ta-2 1.639 
 PrD-2 1.155 
 Br-2 1.382 
 SoI-2 1.696 
 OthA-2 1.665 
9 (Constant)  
 
1.778  Dr-2 
 Me-2 1.227 
 Re-2 1.128 
 Ta-2 1.435 
 PrD-2 1.136 
 Br-2 1.376 
 SoI-2 1.678 
10 (Constant)  
 
1.524  Dr-2 
 Re-2 1.119 
 Ta-2 1.354 
 PrD-2 1.106 
 Br-2 1.318 
 SoI-2 1.540 
  a. Dependent Variable: Rx-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 6.343 1.000 .00 .00 .00 .00 
2 1.572 2.008 .00 .00 .04 .00 
3 1.140 2.359 .00 .00 .01 .03 
4 1.063 2.443 .00 .00 .01 .00 
5 .996 2.523 .00 .00 .00 .00 
6 .910 2.640 .00 .00 .00 .03 
7 .814 2.792 .00 .00 .00 .05 
8 .783 2.847 .00 .00 .00 .00 
9 .658 3.104 .00 .00 .08 .12 
10 .505 3.545 .00 .00 .00 .06 
11 .363 4.182 .00 .02 .00 .06 
12 .321 4.442 .00 .00 .31 .04 
13 .227 5.290 .00 .01 .30 .04 
14 .170 6.101 .00 .00 .05 .00 
15 .130 6.980 .00 .03 .01 .00 
16 .004 40.979 1.00 .94 .19 .58 
2 1 6.155 1.000 .00 .00 .00 .00 
 2 1.526 2.008 .00 .00 .05 .00 
 3 1.112 2.353 .00 .00 .01 .04 
 4 1.058 2.412 .00 .00 .00 .01 
 5 .995 2.488 .00 .00 .00 .00 
 6 .868 2.664 .00 .00 .00 .00 
 7 .799 2.776 .00 .00 .00 .03 
 8 .669 3.033 .00 .00 .07 .19 
 9 .529 3.411 .00 .01 .03 .09 
 10 .403 3.906 .00 .02 .11 .05 
 11 .346 4.220 .00 .01 .24 .00 
 12 .228 5.197 .00 .01 .28 .03 
 13 .175 5.928 .00 .00 .10 .01 
 14 .132 6.828 .00 .05 .01 .00 
 15 .006 31.167 1.00 .89 .07 .54 
3 1 6.114 1.000 .00 .00 .00 .00 
 2 1.522 2.004 .00 .00 .05 .00 
 3 1.110 2.347 .00 .00 .01 .04 
 4 1.046 2.418 .00 .00 .01 .01 
 5 .887 2.625 .00 .00 .00 .00 
 6 .812 2.745 .00 .00 .00 .05 
 7 .677 3.006 .00 .00 .06 .19 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proporti ons  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
.00 
.03 
.06 
.02 
.02 
.16 
.03 
.37 
.01 
.00 
.04 
.01 
.02 
.06 
.02 
.15 
.00 
.07 
.11 
.01 
.01 
.01 
.04 
.00 
.00 
.07 
.01 
.22 
.20 
.08 
.00 
.18 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.01 
.00 
.01 
.00 
.04 
.11 
.56 
.26 
.00 
.02 
.03 
.00 
.00 
.10 
.08 
.10 
.02 
.03 
.04 
.12 
.01 
.02 
.01 
.41 
.00 
.00 
.01 
.39 
.05 
.00 
.06 
.00 
.14 
.04 
.00 
.00 
.00 
.03 
.02 
.25 
.00 
.01 
.01 
.03 
.00 
.00 
.00 
.00 
.11 
.43 
.00 
.00 
.00 
.01 
.19 
.19 
.00 
.09 
.01 
.00 
.14 
.17 
.25 
.16 
.00 
.00 
.00 
.06 
.01 
.01 
.05 
.06 
2 1 .00 .00 .00  .00 .00 .00 
 2 .03 .09 .00 .00 .02 .09 
 3 .08 .10 .00 .00 .00 .02 
 4 .01 .00 .00 .44 .04 .00 
 5 .02 .01 .00 .07 .00 .18 
 6 .41 .02 .00 .04 .00 .17 
 7 .15 .03 .00 .01 .00 .36 
 8 .00 .00 .02 .11 .09 .01 
 9 .00 .02 .00 .08 .44 .00 
 10 .05 .18 .00 .00 .04 .02 
 11 .03 .10 .00 .00 .02 .05 
 12 .03 .17 .05 .00 .01 .01 
 13 .07 .13 .14 .04 .02 .02 
 14 .02 .00 .53 .02 .20 .05 
 15 .10 .16 .25 .18 .12 .03 
3 1 .00 .00 .00  .00 .01 .00 
 2 .02 .09 .00 .00 .02 .10 
 3 .08 .10 .01 .00 .00 .03 
 4 .01 .00 .00 .53 .05 .04 
 5 .32 .03 .00 .03 .00 .37 
 6 .26 .02 .00 .00 .00 .27 
 7 .00 .00 .01 .12 .09 .02 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
1 1 .00 .00 .00 .00 .00 
2 .00 .00 .00 .01 .02 
3 .02 .00 .01 .01 .01 
4 .01 .00 .08 .00 .01 
5 .00 .00 .49 .00 .00 
6 .00 .01 .03 .00 .01 
7 .00 .00 .14 .00 .02 
8 .02 .00 .00 .01 .01 
9 .03 .00 .02 .00 .00 
10 .07 .00 .00 .00 .00 
11 .15 .00 .00 .00 .11 
12 .00 .01 .02 .12 .08 
13 .02 .05 .00 .11 .27 
14 .01 .33 .00 .31 .00 
15 .10 .14 .04 .01 .00 
16 .58 .44 .16 .41 .45 
2 1 .00 .00 .00 .00 .00 
 2 .00 .00 .00 .01 .02 
 3 .03 .00 .01 .01 .03 
 4 .00 .00 .12 .00 .00 
 5 .00 .00 .50 .00 .00 
 6 .00 .01 .10 .00 .00 
 7 .02 .01 .08 .01 .03 
 8 .05 .00 .03 .00 .00 
 9 .06 .00 .01 .00 .00 
 10 .13 .00 .00 .06 .00 
 11 .10 .01 .02 .05 .22 
 12 .03 .08 .00 .13 .32 
 13 .02 .37 .00 .28 .00 
 14 .12 .20 .04 .03 .00 
 15 .43 .31 .08 .41 .36 
3 1 .00 .00  .00 .00 
 2 .00 .00 .01 .02 
 3 .04 .00 .01 .04 
 4 .00 .00 .00 .00 
 5 .00 .00 .00 .00 
 6 .01 .01 .01 .04 
 7 .07 .00 .00 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
8 
9 
10 
11 
12 
13 
14 
.531 
.405 
.350 
.228 
.175 
.137 
.007 
3.392 
3.888 
4.179 
5.179 
5.907 
6.676 
29.828 
.00 
.00 
.00 
.00 
.00 
.00 
1.00 
.01 
.02 
.02 
.01 
.00 
.06 
.88 
.03 
.13 
.23 
.29 
.11 
.01 
.07 
.08 
.05 
.00 
.03 
.01 
.01 
.53 
4 1 5.673 1.000 .00 .00 .01 .00 
 2 1.522 1.931 .00 .00 .05 .00 
 3 1.047 2.328 .00 .00 .00 .03 
 4 1.018 2.360 .00 .00 .01 .06 
 5 .884 2.533 .00 .00 .00 .00 
 6 .796 2.669 .00 .00 .00 .14 
 7 .616 3.036 .00 .00 .09 .07 
 8 .485 3.421 .00 .04 .02 .22 
 9 .371 3.910 .00 .00 .38 .00 
 10 .239 4.872 .00 .00 .17 .02 
 11 .183 5.571 .00 .03 .22 .03 
 12 .155 6.051 .00 .11 .01 .01 
 13 .011 22.625 1.00 .81 .04 .42 
5 1 5.577 1.000 .00 .00 .01 .00 
 2 1.319 2.057 .00 .00 .06 .00 
 3 1.045 2.310 .00 .00 .01 .01 
 4 .923 2.458 .00 .01 .00 .05 
 5 .800 2.640 .00 .00 .00 .19 
 6 .660 2.908 .00 .00 .02 .10 
 7 .556 3.167 .00 .00 .67 .00 
 8 .483 3.397 .00 .05 .00 .23 
 9 .270 4.548 .00 .00 .04 .02 
 10 .201 5.271 .00 .02 .01 .00 
 11 .155 5.992 .00 .13 .02 .01 
 12 .012 21.425 1.00 .79 .16 .37 
6 1 5.253 1.000 .00 .00  .01 
 2 1.202 2.090 .00 .00 .01 
 3 1.036 2.252 .00 .00 .02 
 4 .919 2.391 .00 .01 .04 
 5 .800 2.563 .00 .00 .19 
 6 .655 2.831 .00 .00 .10 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proporti ons  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
8 
9 
10 
11 
12 
13 
14 
.00 
.05 
.03 
.03 
.07 
.02 
.09 
.02 
.19 
.09 
.17 
.13 
.00 
.16 
.00 
.00 
.00 
.05 
.15 
.50 
.27 
 .08 
.00 
.00 
.00 
.04 
.02 
.17 
.45 
.05 
.02 
.01 
.02 
.20 
.10 
.00 
.02 
.05 
.01 
.02 
.05 
.03 
4 1 .00 .00 .00  .00 .01 .00 
 2 .03 .10 .00 .00 .02 .10 
 3 .00 .01 .00 .49 .05 .06 
 4 .19 .12 .00 .08 .00 .02 
 5 .25 .05 .00 .04 .00 .46 
 6 .26 .00 .00 .00 .00 .17 
 7 .01 .02 .03 .16 .34 .01 
 8 .05 .00 .01 .03 .18 .01 
 9 .00 .28 .01 .00 .10 .06 
 10 .08 .14 .10 .00 .04 .00 
 11 .09 .18 .22 .03 .09 .06 
 12 .00 .01 .16 .03 .14 .03 
 13 .05 .09 .46 .14 .04 .01 
5 1 .00  .00  .00 .01 .00 
 2 .06 .00 .00 .02 .23 
 3 .01 .00 .59 .05 .03 
 4 .36 .00 .01 .00 .23 
 5 .29 .00 .01 .00 .07 
 6 .01 .01 .18 .30 .25 
 7 .00 .03 .03 .05 .11 
 8 .04 .02 .04 .19 .00 
 9 .02 .01 .00 .01 .00 
 10 .15 .29 .02 .16 .03 
 11 .00 .18 .02 .15 .04 
 12 .04 .45 .11 .05 .01 
6 1 .00  .00  .00 .01 .00 
 2 .09 .01 .02 .04 .27 
 3 .00 .00 .59 .04 .07 
 4 .34 .00 .00 .00 .33 
 5 .29 .01 .01 .00 .07 
 6 .01 .01 .20 .35 .18 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proporti ons  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
8 
9 
10 
11 
12 
13 
14 
.06 
.13 
.11 
.04 
.02 
.12 
.39 
.00 
.00 
.01 
.08 
.36 
.21 
.31 
 .00 
.07 
.05 
.13 
.28 
.04 
.39 
.00 
.00 
.23 
.33 
.00 
.00 
.33 
4 1  .00  .00 .00 
 2 .00 .01 .02 
 3 .00 .00 .00 
 4 .00 .01 .03 
 5 .00 .00 .00 
 6 .01 .01 .05 
 7 .00 .01 .02 
 8 .00 .03 .03 
 9 .00 .11 .13 
 10 .10 .13 .47 
 11 .15 .29 .01 
 12 .46 .13 .00 
 13 .26 .26 .22 
5 1  .00  .00 .01 
 2 .00 .02 .04 
 3 .00 .00 .00 
 4 .00 .00 .02 
 5 .01 .01 .06 
 6 .00 .01 .01 
 7 .00 .00 .02 
 8 .00 .03 .04 
 9 .02 .37 .59 
 10 .27 .15 .03 
 11 .45 .10 .01 
 12 .22 .31 .18 
6 1  .01  .01 .01 
 2 .00 .01 .05 
 3 .00 .00 .00 
 4 .00 .00 .01 
 5 .01 .02 .06 
 6 .00 .01 .01 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
7 .483 3.297 .00 .05  .24 
8 .277 4.356 .00 .00 .02 
9 .203 5.088 .00 .02 .00 
10 .158 5.758 .00 .12 .01 
11 .014 19.077 1.00 .79 .37 
7 1 5.232 1.000 .00 .00  .01 
 2 1.101 2.180 .00 .00 .01 
 3 1.007 2.280 .00 .01 .07 
 4 .817 2.530 .00 .00 .09 
 5 .697 2.739 .00 .00 .20 
 6 .484 3.288 .00 .05 .24 
 7 .278 4.340 .00 .00 .02 
 8 .207 5.022 .00 .03 .00 
 9 .161 5.700 .00 .12 .01 
 10 .015 18.748 1.00 .78 .36 
8 1 4.904 1.000 .00 .00  .01 
 2 1.036 2.176 .00 .01 .07 
 3 .977 2.240 .00 .00 .01 
 4 .815 2.453 .00 .00 .12 
 5 .552 2.980 .00 .02 .44 
 6 .279 4.189 .00 .02 .02 
 7 .252 4.414 .00 .10 .00 
 8 .169 5.383 .00 .09 .00 
 9 .016 17.387 1.00 .76 .32 
9 1 4.458 1.000 .00 .00  .01 
 2 .977 2.136 .00 .00 .01 
 3 .919 2.203 .00 .01 .01 
 4 .698 2.528 .00 .00 .52 
 5 .503 2.976 .00 .03 .19 
 6 .256 4.175 .00 .13 .00 
 7 .171 5.113 .00 .11 .00 
 8 .019 15.303 1.00 .73 .26 
10 1 4.122 1.000 .00 .01   
 2 .972 2.059 .00 .00 
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Collinearity Diagnostics
a
 
 
 
Model Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
7 .04  .02  .04 .19 .00 
8 .02 .00 .01 .01 .00 
9 .15 .36 .01 .16 .03 
10 .00 .18 .03 .11 .02 
11 .04 .40 .09 .09 .03 
7 1 .00  .00  .00 .01  
 2 .17 .01 .22 .08 
 3 .10 .00 .38 .01 
 4 .48 .01 .00 .01 
 5 .01 .01 .23 .31 
 6 .04 .02 .04 .21 
 7 .02 .00 .01 .00 
 8 .15 .37 .01 .19 
 9 .00 .13 .03 .10 
 10 .03 .43 .08 .09 
8 1 .01  .00  .00   
 2 .30 .01 .01 
 3 .00 .00 .80 
 4 .46 .01 .01 
 5 .04 .06 .00 
 6 .00 .00 .02 
 7 .16 .34 .03 
 8 .01 .01 .03 
 9 .02 .56 .11 
9 1 .01  .01  .00   
 2 .01 .00 .82 
 3 .77 .00 .00 
 4 .02 .00 .02 
 5 .02 .11 .00 
 6 .12 .36 .04 
 7 .01 .02 .03 
 8 .05 .50 .10 
10 1 .01  .01  .00   
 2 .03 .00 .83 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
7  .00  .03 .04 
8 .03 .41 .59 
9 .25 .12 .04 
10 .51 .14 .00 
11 .19 .25 .17 
7 1  .01  .01 .01 
 2 .00 .01 .06 
 3 .00 .01 .03 
 4 .02 .02 .05 
 5 .00 .00 .00 
 6 .00 .03 .04 
 7 .03 .40 .61 
 8 .19 .13 .03 
 9 .57 .15 .01 
 10 .18 .24 .17 
8 1  .01  .01 .01 
 2 .00 .01 .08 
 3 .00 .00 .00 
 4 .02 .02 .05 
 5 .00 .03 .04 
 6 .02 .44 .54 
 7 .06 .01 .11 
 8 .70 .25 .01 
 9 .19 .23 .16 
9 1  .01  .01  
 2 .00 .00 
 3 .00 .01 
 4 .03 .06 
 5 .02 .16 
 6 .03 .12 
 7 .65 .32 
 8 .26 .33 
10 1  .01  .01  
 2 .00 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
3 .911 2.127 .00 .01   
4 .543 2.756 .00 .02 
5 .256 4.011 .00 .15 
6 .171 4.914 .00 .13 
7 .025 12.764 1.00 .68 
 
Collinearity Diagnostics
a
 
 
 
Model Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
3 .76  .00  .02   
4 .02 .11 .00 
5 .12 .36 .04 
6 .01 .02 .03 
7 .05 .49 .07 
 
Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
3  .01  .00  
4 .04 .24 
5 .04 .13 
6 .67 .35 
7 .23 .27 
      a. Dependent Variable: Rx-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Wr-2 .017
b
 .165 .869 .015 .495 2.018 
3 Wr-2 .009
c
 .093 .926 .008 .549 1.822 
 Pre-2 .016c .205 .838 .018 .877 1.141 
4 Wr-2 .035
d
 .385 .701 .034 .684 1.462 
 Pre-2 .029d .379 .705 .034 .944 1.059 
 Chk-2 -.069d -.679 .499 -.061 .525 1.904 
5 Wr-2 .037
e
 .418 .677 .037 .684 1.461 
 Pre-2 .027e .356 .722 .032 .944 1.059 
 Chk-2 -.032e -.321 .749 -.029 .571 1.750 
 Se-2 -.114e -1.161 .248 -.103 .564 1.774 
6 Wr-2 .012
f
 .141 .888 .013 .747 1.339 
 Pre-2 .026f .344 .731 .031 .944 1.059 
 Chk-2 -.055f -.596 .552 -.053 .640 1.562 
 Se-2 -.054f -.616 .539 -.055 .716 1.397 
 En-2 .075f .895 .373 .079 .778 1.286 
7 Wr-2 .024
g
 .283 .778 .025 .756 1.322 
 Pre-2 .033g .426 .671 .038 .948 1.054 
 Chk-2 -.037g -.404 .687 -.036 .653 1.530 
 Se-2 -.053g -.598 .551 -.053 .716 1.397 
 En-2 .051g .615 .540 .054 .810 1.234 
 Prs-2 -.101g -1.294 .198 -.114 .905 1.105 
8 Wr-2 .036
h
 .426 .671 .037 .767 1.304 
 Pre-2 .042h .545 .586 .048 .957 1.044 
 Chk-2 -.002h -.024 .981 -.002 .713 1.403 
 Se-2 -.066h -.752 .454 -.066 .728 1.374 
 En-2 .041h .496 .621 .044 .817 1.224 
 Prs-2 -.097h -1.239 .218 -.108 .907 1.103 
 Mo-2 -.108h -1.261 .209 -.110 .748 1.336 
9 Wr-2 .044
i
 .523 .602 .046 .772 1.295 
 Pre-2 .052i .681 .497 .060 .971 1.030 
 Chk-2 .020i .234 .815 .021 .748 1.337 
 Se-2 -.032i -.378 .706 -.033 .792 1.262 
 En-2 .053i .644 .520 .056 .831 1.204 
 Prs-2 -.090i -1.152 .251 -.101 .911 1.098 
 Mo-2 -.094i -1.097 .275 -.096 .760 1.315 
 OthA-2 -.115i -1.194 .235 -.104 .601 1.665 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Wr-2 .129 
3 Wr-2 .156 
 Pre-2 .220 
4 Wr-2 .289 
 Pre-2 .350 
 Chk-2 .240 
5 Wr-2 .315 
 Pre-2 .383 
 Chk-2 .287 
 Se-2 .360 
6 Wr-2 .361 
 Pre-2 .411 
 Chk-2 .336 
 Se-2 .363 
 En-2 .397 
7 Wr-2 .379 
 Pre-2 .429 
 Chk-2 .356 
 Se-2 .375 
 En-2 .404 
 Prs-2 .427 
8 Wr-2 .433 
 Pre-2 .487 
 Chk-2 .431 
 Se-2 .402 
 En-2 .441 
 Prs-2 .481 
 Mo-2 .443 
9 Wr-2 .490 
 Pre-2 .554 
 Chk-2 .505 
 Se-2 .485 
 En-2 .505 
 Prs-2 .544 
 Mo-2 .507 
 OthA-2 .500 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
10 Wr-2 .044
j
 .522 .603 .046 .772 1.295 
 Pre-2 .049j .650 .517 .057 .971 1.029 
 Chk-2 .036j .417 .677 .036 .769 1.301 
 Se-2 .000j -.003 .997 .000 .878 1.138 
 En-2 .066j .820 .414 .071 .853 1.172 
 Prs-2 -.080j -1.033 .304 -.090 .920 1.088 
 Mo-2 -.070j -.835 .405 -.073 .795 1.259 
 OthA-2 -.070j -.767 .444 -.067 .668 1.498 
 Me-2 -.094j -1.141 .256 -.099 .815 1.227 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
10 Wr-2 .559 
 Pre-2 .642 
 Chk-2 .605 
 Se-2 .608 
 En-2 .599 
 Prs-2 .639 
 Mo-2 .613 
 OthA-2 .622 
 Me-2 .563 
   a. Dependent Variable: Rx-2 
b. Predictors in the Model: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, 
Se-2, Ta-2, Dr-2 
c. Predictors in the Model: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2, Dr-2 
d. Predictors in the Model: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, Se-2, Ta-2, Dr- 
2 
e. Predictors in the Model: (Constant), OthA-2, PrD-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
f. Predictors in the Model: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
g. Predictors in the Model: (Constant), OthA-2, PrD-2, Re-2, Mo-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
h. Predictors in the Model: (Constant), OthA-2, PrD-2, Re-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
i. Predictors in the Model: (Constant), PrD-2, Re-2, Me-2, Br-2, SoI-2, Ta-2, Dr-2 
j. Predictors in the Model: (Constant), PrD-2, Re-2, Br-2, SoI-2, Ta-2, Dr-2 
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Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.001097222 
-.140113562 
-1.982 
-3.156 
.1653744578 
.1780384183 
4.383 
4.010 
.0507364953 
.0000000000 
.000 
.000 
.0261579996 
.0434175964 
1.000 
.978 
139 
139 
139 
139 
a. Dependent Variable: Rx-2 
 
Charts 
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B.14 Disengaged measurement using backward regression 
(variable are activities) 
 
Appendix B. 14: Disengaged measurement using backward regression (variable are activities). 
Variables Entered/Removed
a
 
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, PrD-  
 
 
 
 
 
. 
 
 
 
 
 
Enter 
 2, Pre-2, En- 
 2, Wr-2, Re-2, 
 Mo-2, Prs-2, 
Me-2, Chk-2, 
 Br-2, SoI-2,    
 Se-2, Ta-2,    
 Dr-2
b
    
2    Backward 
    (criterion: 
 . Dr-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Wr-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . Mo-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
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    (criterion: 
 . Re-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
    (criterion: 
 . PrD-2  Probability of 
    F-to-remove 
    >= .100). 
7    Backward 
    (criterion: 
 . Se-2  Probability of 
    F-to-remove 
    >= .100). 
8    Backward 
   (criterion: 
. Pre-2  Probability of 
F-to-remove 
>= .100). 
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Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
9 
 
 
 
. 
 
 
 
Chk-2 
Backward 
 (criterion: 
 Probability of 
   F-to-remove 
   >= .100). 
10   Backward 
   (criterion: 
 . OthA-2 Probability of 
   F-to-remove 
   >= .100). 
11   Backward 
   (criterion: 
 . Ta-2 Probability of 
   F-to-remove 
   >= .100). 
12   Backward 
   (criterion: 
 . Me-2 Probability of 
   F-to-remove 
   >= .100). 
13   Backward 
   (criterion: 
 . Br-2 Probability of 
   F-to-remove 
   >= .100). 
14   Backward 
  (criterion: 
. SoI-2 Probability of 
F-to-remove 
>= .100). 
    a. Dependent Variable: DisE-2 
b. All requested variables entered. 
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Model Summary
o
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .486
a
 .237 .144 .0039120426 
2 .486
b
 .237 .150 .0038962689 
3 .486
c
 .236 .157 .0038811814 
4 .486
d
 .236 .163 .0038667283 
5 .484
e
 .235 .168 .0038551916 
6 .482
f
 .232 .172 .0038457491 
7 .480
g
 .230 .177 .0038357211 
8 .476
h
 .226 .179 .0038310510 
9 .472
i
 .223 .181 .0038245266 
10 .464
j
 .216 .180 .0038276398 
11 .459
k
 .210 .181 .0038262834 
12 .453
l
 .205 .181 .0038253781 
13 .437
m
 .191 .173 .0038439679 
14 .421
n
 .177 .165 .0038627165 
 a. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2, Dr-2 
b. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2 
c. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
d. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
e. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
f. Predictors: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
g. Predictors: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
h. Predictors: (Constant), OthA-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
i. Predictors: (Constant), OthA-2, En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
j. Predictors: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
k. Predictors: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2 
l. Predictors: (Constant), En-2, Prs-2, Br-2, SoI-2 
m. Predictors: (Constant), En-2, Prs-2, SoI-2 
n. Predictors: (Constant), En-2, Prs-2 
o. Dependent Variable: DisE-2 
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ANOVA
a
 
 
Model 
 Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .001 15 .000 2.542 .003
b
 
 Residual .002 123 .000 
 Total .002 138 
2 Regression .001 14 .000 2.745 .001
c
 
 Residual .002 124 .000 
 Total .002 138 
3 Regression .001 13 .000 2.977 .001
d
 
 Residual .002 125 .000 
 Total .002 138 
4 Regression .001 12 .000 3.244 .000
e
 
 Residual .002 126 .000 
 Total .002 138 
5 Regression .001 11 .000 3.538 .000
f
 
 Residual .002 127 .000 
 Total .002 138 
6 Regression .001 10 .000 3.873 .000
g
 
 Residual .002 128 .000 
 Total .002 138 
7 Regression .001 9 .000 4.289 .000
h
 
 Residual .002 129 .000 
 Total .002 138 
8 Regression .001 8 .000 4.751 .000
i
 
 Residual .002 130 .000 
 Total .002 138 
9 Regression .001 7 .000 5.369 .000
j
 
 Residual .002 131 .000 
 Total .002 138 
10 Regression .001 6 .000 6.052 .000
k
 
 Residual .002 132 .000 
 Total .002 138 
11 Regression .001 5 .000 7.086 .000
l
 
 Residual .002 133 .000 
 Total .002 138 
12 Regression .001 4 .000 8.628 .000
m
 
 Residual .002 134 .000 
 Total .002 138 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
13 Regression .000 3 .000 10.628 .000
n
 
 Residual .002 135 .000 
 Total .002 138 
14 Regression .000 2 .000 14.634 .000
o
 
 Residual .002 136 .000 
 Total .002 138 
      a. Dependent Variable: DisE-2 
b. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2, Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2 
d. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
e. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
f. Predictors: (Constant), OthA-2, PrD-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
g. Predictors: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
h. Predictors: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
i. Predictors: (Constant), OthA-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
j. Predictors: (Constant), OthA-2, En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
k. Predictors: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
l. Predictors: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2 
m. Predictors: (Constant), En-2, Prs-2, Br-2, SoI-2 
n. Predictors: (Constant), En-2, Prs-2, SoI-2 
o. Predictors: (Constant), En-2, Prs-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .003 .005  
 
-.010 
.724 .471  
 
.129 Dr-2 .000 .005 -.045 .964 
En-2 .020 .007 .307 2.763 .007 .504 
Me-2 -.006 .006 -.116 -.942 .348 .408 
Re-2 -.006 .012 -.043 -.473 .637 .741 
Se-2 -.004 .008 -.057 -.511 .610 .497 
Ta-2 -.003 .005 -.061 -.558 .578 .512 
Wr-2 -.002 .009 -.019 -.169 .866 .495 
PrD-2 -.005 .009 -.049 -.517 .606 .691 
Mo-2 -.002 .009 -.024 -.239 .812 .608 
Prs-2 .157 .068 .202 2.315 .022 .818 
Chk-2 -.004 .006 -.085 -.652 .515 .362 
Br-2 .004 .007 .074 .647 .519 .475 
Pre-2 -.009 .012 -.068 -.763 .447 .791 
SoI-2 -.004 .004 -.142 -1.131 .260 .396 
OthA-2 -.005 .006 -.117 -.911 .364 .377 
2 (Constant) .003 .001  
 
.309 
2.376 .019  
 
.587  En-2 .020 .007 3.012 .003 
 Me-2 -.006 .004 -.112 -1.306 .194 .834 
 Re-2 -.006 .011 -.042 -.498 .620 .878 
 Se-2 -.004 .007 -.055 -.546 .586 .607 
 Ta-2 -.003 .005 -.059 -.589 .557 .605 
 Wr-2 -.001 .007 -.016 -.184 .854 .844 
 PrD-2 -.005 .008 -.047 -.565 .573 .888 
 Mo-2 -.002 .008 -.022 -.247 .805 .776 
 Prs-2 .158 .065 .203 2.420 .017 .878 
 Chk-2 -.004 .004 -.081 -.908 .365 .772 
 Br-2 .005 .006 .077 .816 .416 .694 
 Pre-2 -.009 .010 -.066 -.821 .413 .956 
 SoI-2 -.004 .003 -.138 -1.393 .166 .626 
 OthA-2 -.005 .004 -.113 -1.162 .247 .650 
3 (Constant) .003 .001  
 
.312 
2.378 .019  
 
.610  En-2 .020 .006 3.121 .002 
 Me-2 -.006 .004 -.115 -1.362 .176 .859 
 Re-2 -.006 .011 -.042 -.509 .611 .880 
 Se-2 -.004 .007 -.057 -.573 .568 .615 
 Ta-2 -.003 .005 -.060 -.602 .548 .606 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
7.757 Dr-2 
En-2 1.985 
Me-2 2.452 
Re-2 1.350 
Se-2 2.014 
Ta-2 1.953 
Wr-2 2.018 
PrD-2 1.448 
Mo-2 1.644 
Prs-2 1.222 
Chk-2 2.765 
Br-2 2.105 
Pre-2 1.264 
SoI-2 2.524 
OthA-2 2.652 
2 (Constant)  
 
1.705  En-2 
 Me-2 1.199 
 Re-2 1.140 
 Se-2 1.646 
 Ta-2 1.654 
 Wr-2 1.185 
 PrD-2 1.126 
 Mo-2 1.289 
 Prs-2 1.139 
 Chk-2 1.295 
 Br-2 1.441 
 Pre-2 1.046 
 SoI-2 1.597 
 OthA-2 1.538 
3 (Constant)  
 
1.639  En-2 
 Me-2 1.165 
 Re-2 1.137 
 Se-2 1.625 
 Ta-2 1.650 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Br-2 
Pre-2 
SoI-2 
OthA-2 
-.005 
-.002 
.158 
-.004 
.005 
-.008 
-.004 
-.005 
.008 
.008 
.065 
.004 
.006 
.010 
.003 
.004 
-.047 
-.022 
.202 
-.080 
.079 
-.065 
-.142 
-.114 
-.570 
-.252 
2.427 
-.900 
.849 
-.814 
-1.469 
-1.177 
.570 
.802 
.017 
.370 
.398 
.417 
.144 
.241 
.888 
.776 
.878 
.777 
.705 
.960 
.655 
.652 
4 (Constant) .003 .001  
 
.311 
2.399 .018  
 
.612  En-2 .020 .006 3.123 .002 
 Me-2 -.006 .004 -.114 -1.357 .177 .860 
 Re-2 -.005 .011 -.041 -.493 .623 .885 
 Se-2 -.004 .007 -.062 -.630 .530 .635 
 Ta-2 -.003 .004 -.069 -.741 .460 .692 
 PrD-2 -.005 .008 -.052 -.639 .524 .928 
 Prs-2 .158 .065 .203 2.439 .016 .878 
 Chk-2 -.003 .004 -.078 -.885 .378 .783 
 Br-2 .005 .006 .077 .834 .406 .710 
 Pre-2 -.008 .010 -.064 -.802 .424 .964 
 SoI-2 -.004 .003 -.143 -1.485 .140 .655 
 OthA-2 -.005 .004 -.114 -1.184 .239 .652 
5 (Constant) .003 .001  
 
.311 
2.402 .018  
 
.613  En-2 .020 .006 3.136 .002 
 Me-2 -.006 .004 -.116 -1.382 .169 .862 
 Se-2 -.004 .007 -.060 -.621 .536 .636 
 Ta-2 -.003 .004 -.076 -.829 .409 .709 
 PrD-2 -.005 .008 -.049 -.611 .542 .932 
 Prs-2 .160 .064 .205 2.474 .015 .881 
 Chk-2 -.003 .004 -.076 -.872 .385 .784 
 Br-2 .005 .005 .084 .927 .356 .728 
 Pre-2 -.008 .010 -.063 -.796 .428 .964 
 SoI-2 -.005 .003 -.148 -1.554 .123 .664 
 OthA-2 -.006 .004 -.125 -1.337 .184 .689 
6 (Constant) .003 .001  
 
.311 
2.334 .021  
 
.613  En-2 .020 .006 3.143 .002 
 Me-2 -.006 .004 -.110 -1.331 .186 .871 
 Se-2 -.004 .007 -.055 -.573 .568 .640 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Br-2 
Pre-2 
SoI-2 
OthA-2 
1.126 
1.289 
1.139 
1.287 
1.418 
1.042 
1.528 
1.534 
4 (Constant)  
 
1.633  En-2 
 Me-2 1.162 
 Re-2 1.130 
 Se-2 1.574 
 Ta-2 1.444 
 PrD-2 1.077 
 Prs-2 1.138 
 Chk-2 1.277 
 Br-2 1.409 
 Pre-2 1.037 
 SoI-2 1.526 
 OthA-2 1.533 
5 (Constant)  
 
1.633  En-2 
 Me-2 1.160 
 Se-2 1.573 
 Ta-2 1.410 
 PrD-2 1.073 
 Prs-2 1.136 
 Chk-2 1.276 
 Br-2 1.374 
 Pre-2 1.037 
 SoI-2 1.507 
 OthA-2 1.452 
6 (Constant)  
 
1.633  En-2 
 Me-2 1.149 
 Se-2 1.562 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Ta-2 -.003 .004 -.074 -.801 .424 .711 
Prs-2 .161 .064 .206 2.497 .014 .881 
Chk-2 -.003 .004 -.076 -.874 .384 .784 
Br-2 .006 .005 .097 1.096 .275 .767 
Pre-2 -.008 .010 -.062 -.790 .431 .964 
SoI-2 -.005 .003 -.155 -1.648 .102 .674 
OthA-2 -.005 .004 -.121 -1.303 .195 .692 
7 (Constant) .003 .001  
 
.281 
2.317 .022  
 
.843  En-2 .018 .005 3.346 .001 
 Me-2 -.005 .004 -.100 -1.240 .217 .913 
 Ta-2 -.003 .004 -.077 -.838 .404 .713 
 Prs-2 .163 .064 .209 2.551 .012 .886 
 Chk-2 -.003 .004 -.073 -.834 .406 .789 
 Br-2 .006 .005 .105 1.202 .232 .786 
 Pre-2 -.008 .010 -.065 -.827 .410 .968 
 SoI-2 -.005 .003 -.166 -1.799 .074 .701 
 OthA-2 -.005 .004 -.113 -1.234 .220 .708 
8 (Constant) .003 .001  
 
.281 
2.308 .023  
 
.844  En-2 .018 .005 3.342 .001 
 Me-2 -.005 .004 -.104 -1.291 .199 .916 
 Ta-2 -.004 .004 -.084 -.929 .355 .721 
 Prs-2 .165 .064 .212 2.583 .011 .887 
 Chk-2 -.003 .004 -.064 -.744 .458 .799 
 Br-2 .006 .005 .102 1.168 .245 .787 
 SoI-2 -.005 .003 -.168 -1.819 .071 .701 
 OthA-2 -.005 .004 -.107 -1.169 .244 .713 
9 (Constant) .003 .001  
 
.292 
2.189 .030  
 
.872  En-2 .019 .005 3.539 .001 
 Me-2 -.005 .004 -.100 -1.246 .215 .920 
 Ta-2 -.005 .004 -.101 -1.153 .251 .769 
 Prs-2 .165 .064 .211 2.585 .011 .887 
 Br-2 .006 .005 .106 1.219 .225 .790 
 SoI-2 -.005 .003 -.157 -1.726 .087 .719 
 OthA-2 -.005 .004 -.100 -1.102 .272 .720 
10 (Constant) .002 .001  
 
.293 
2.003 .047  
 
.872  En-2 .019 .005 3.547 .001 
 Me-2 -.004 .004 -.083 -1.054 .294 .955 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Ta-2 1.407 
Prs-2 1.135 
Chk-2 1.276 
Br-2 1.304 
Pre-2 1.037 
SoI-2 1.483 
OthA-2 1.446 
7 (Constant)  
 
1.186  En-2 
 Me-2 1.096 
 Ta-2 1.402 
 Prs-2 1.129 
 Chk-2 1.268 
 Br-2 1.273 
 Pre-2 1.034 
 SoI-2 1.427 
 OthA-2 1.412 
8 (Constant)  
 
1.185  En-2 
 Me-2 1.092 
 Ta-2 1.387 
 Prs-2 1.128 
 Chk-2 1.251 
 Br-2 1.270 
 SoI-2 1.426 
 OthA-2 1.402 
9 (Constant)  
 
1.147  En-2 
 Me-2 1.087 
 Ta-2 1.301 
 Prs-2 1.128 
 Br-2 1.265 
 SoI-2 1.391 
 OthA-2 1.388 
10 (Constant)  
 
1.147  En-2 
 Me-2 1.048 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Ta-2 -.004 .004 -.082 -.952 .343 .801 
Prs-2 .166 .064 .213 2.596 .010 .887 
Br-2 .006 .005 .095 1.098 .274 .801 
SoI-2 -.006 .003 -.189 -2.188 .030 .800 
11 (Constant) .002 .001  
 
.303 
1.909 .058  
 
.888  En-2 .020 .005 3.708 .000 
 Me-2 -.004 .004 -.076 -.968 .335 .963 
 Prs-2 .154 .063 .197 2.459 .015 .922 
 Br-2 .007 .005 .117 1.416 .159 .867 
 SoI-2 -.005 .003 -.170 -2.026 .045 .843 
12 (Constant) .001 .001  
 
.304 
1.655 .100  
 
.888  En-2 .020 .005 3.724 .000 
 Prs-2 .156 .062 .200 2.501 .014 .923 
 Br-2 .007 .005 .125 1.522 .130 .876 
 SoI-2 -.005 .003 -.160 -1.922 .057 .856 
13 (Constant) .002 .001  
 
.291 
3.389 .001  
 
.898  En-2 .019 .005 3.563 .001 
 Prs-2 .154 .063 .197 2.448 .016 .924 
 SoI-2 -.004 .002 -.122 -1.526 .129 .942 
14 (Constant) .001 .000  
 
.315 
3.349 .001  
 
.933  En-2 .020 .005 3.910 .000 
 Prs-2 .163 .063 .209 2.597 .010 .933 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Ta-2 1.249 
Prs-2 1.128 
Br-2 1.248 
SoI-2 1.251 
11 (Constant)  
 
1.127  En-2 
 Me-2 1.038 
 Prs-2 1.085 
 Br-2 1.153 
 SoI-2 1.187 
12 (Constant)  
 
1.126  En-2 
 Prs-2 1.083 
 Br-2 1.142 
 SoI-2 1.169 
13 (Constant)  
 
1.113  En-2 
 Prs-2 1.082 
 SoI-2 1.062 
14 (Constant)  
 
1.072  En-2 
 Prs-2 1.072 
  a. Dependent Variable: DisE-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
6.343 
1.572 
1.140 
1.063 
.996 
.910 
.814 
.783 
.658 
.505 
.363 
.321 
.227 
.170 
.130 
.004 
1.000 
2.008 
2.359 
2.443 
2.523 
2.640 
2.792 
2.847 
3.104 
3.545 
4.182 
4.442 
5.290 
6.101 
6.980 
40.979 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
1.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.02 
.00 
.01 
.00 
.03 
.94 
.00 
.04 
.01 
.01 
.00 
.00 
.00 
.00 
.08 
.00 
.00 
.31 
.30 
.05 
.01 
.19 
.00 
.00 
.03 
.00 
.00 
.03 
.05 
.00 
.12 
.06 
.06 
.04 
.04 
.00 
.00 
.58 
2 1 5.708 1.000 .00  .00 .01 
 2 1.572 1.905 .00 .05 .00 
 3 1.091 2.287 .00 .02 .07 
 4 1.058 2.323 .00 .00 .02 
 5 .993 2.398 .00 .00 .00 
 6 .847 2.596 .00 .00 .04 
 7 .812 2.651 .00 .00 .09 
 8 .779 2.708 .00 .00 .00 
 9 .654 2.955 .00 .10 .26 
 10 .501 3.377 .00 .00 .09 
 11 .322 4.213 .00 .35 .07 
 12 .260 4.690 .00 .18 .22 
 13 .189 5.494 .01 .15 .00 
 14 .170 5.798 .00 .04 .00 
 15 .045 11.298 .98 .10 .12 
3 1 5.500 1.000 .00  .01 .01 
 2 1.522 1.901 .00 .05 .00 
 3 1.087 2.250 .00 .02 .07 
 4 1.054 2.285 .00 .00 .04 
 5 .992 2.354 .00 .00 .00 
 6 .827 2.579 .00 .00 .00 
 7 .799 2.624 .00 .00 .06 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 .00 .00 .00 .00 .00 .00 .00 
2 .03 .07 .00 .02 .00 .01 .09 
3 .06 .11 .00 .03 .01 .01 .01 
4 .02 .01 .00 .00 .39 .03 .00 
5 .02 .01 .00 .00 .05 .00 .14 
6 .16 .01 .00 .10 .00 .00 .17 
7 .03 .04 .00 .08 .06 .00 .25 
8 .37 .00 .00 .10 .00 .00 .16 
9 .01 .00 .01 .02 .14 .11 .00 
10 .00 .07 .00 .03 .04 .43 .00 
11 .04 .01 .01 .04 .00 .00 .00 
12 .01 .22 .00 .12 .00 .00 .06 
13 .02 .20 .04 .01 .00 .00 .01 
14 .06 .08 .11 .02 .03 .01 .01 
15 .02 .00 .56 .01 .02 .19 .05 
16 .15 .18 .26 .41 .25 .19 .06 
2 1 .00 .00 .00 .01 .00 .01 .00 
 2 .03 .08 .00 .03 .00 .02 .09 
 3 .06 .15 .01 .01 .01 .00 .02 
 4 .01 .00 .00 .01 .48 .05 .00 
 5 .03 .02 .00 .00 .09 .00 .21 
 6 .32 .00 .00 .23 .01 .00 .04 
 7 .10 .04 .00 .10 .10 .00 .28 
 8 .29 .00 .01 .24 .00 .01 .25 
 9 .01 .00 .02 .07 .16 .13 .00 
 10 .01 .09 .00 .03 .04 .55 .00 
 11 .02 .25 .00 .18 .00 .00 .07 
 12 .04 .18 .01 .04 .00 .03 .02 
 13 .01 .10 .31 .00 .03 .15 .00 
 14 .08 .08 .25 .05 .03 .04 .02 
 15 .00 .00 .40 .01 .04 .01 .01 
3 1 .00 .00 .00  .00 .01 .00 
 2 .03 .10 .00 .00 .02 .10 
 3 .07 .13 .01 .04 .00 .02 
 4 .00 .00 .00 .45 .05 .01 
 5 .03 .02 .00 .10 .01 .22 
 6 .58 .00 .00 .08 .00 .10 
 7 .12 .03 .00 .02 .00 .41 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
1 1 .00 .00 .00 .00 .00 
2 .00 .00 .00 .01 .02 
3 .02 .00 .01 .01 .01 
4 .01 .00 .08 .00 .01 
5 .00 .00 .49 .00 .00 
6 .00 .01 .03 .00 .01 
7 .00 .00 .14 .00 .02 
8 .02 .00 .00 .01 .01 
9 .03 .00 .02 .00 .00 
10 .07 .00 .00 .00 .00 
11 .15 .00 .00 .00 .11 
12 .00 .01 .02 .12 .08 
13 .02 .05 .00 .11 .27 
14 .01 .33 .00 .31 .00 
15 .10 .14 .04 .01 .00 
16 .58 .44 .16 .41 .45 
2 1 .01 .00 .00 .01 .01 
 2 .00 .00 .01 .01 .03 
 3 .06 .00 .02 .01 .04 
 4 .00 .00 .17 .00 .00 
 5 .01 .00 .49 .00 .00 
 6 .00 .03 .02 .01 .03 
 7 .00 .00 .19 .00 .03 
 8 .05 .00 .01 .01 .01 
 9 .04 .00 .03 .00 .01 
 10 .21 .00 .00 .00 .00 
 11 .01 .02 .03 .19 .18 
 12 .10 .11 .01 .02 .58 
 13 .38 .03 .03 .30 .05 
 14 .07 .41 .01 .39 .00 
 15 .05 .39 .00 .06 .04 
3 1 .01 .00 .00 .01 .01 
 2 .00 .00 .00 .01 .03 
 3 .06 .00 .01 .01 .05 
 4 .00 .00 .20 .00 .00 
 5 .01 .00 .47 .00 .00 
 6 .00 .02 .11 .00 .00 
 7 .03 .01 .10 .02 .05 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
8 
9 
10 
11 
12 
13 
14 
.669 
.510 
.367 
.264 
.189 
.175 
.045 
2.867 
3.283 
3.868 
4.561 
5.388 
5.605 
11.063 
.00 
.00 
.00 
.00 
.01 
.00 
.98 
 .07 
.02 
.42 
.09 
.12 
.10 
.10 
.35 
.10 
.06 
.16 
.00 
.02 
.14 
4 1 5.121 1.000 .00  .01 .01 
 2 1.473 1.865 .00 .06 .00 
 3 1.087 2.171 .00 .02 .07 
 4 1.009 2.253 .00 .00 .02 
 5 .972 2.295 .00 .00 .01 
 6 .826 2.489 .00 .00 .00 
 7 .797 2.535 .00 .01 .07 
 8 .637 2.835 .00 .04 .45 
 9 .371 3.714 .00 .46 .06 
 10 .270 4.357 .00 .07 .16 
 11 .215 4.883 .00 .09 .00 
 12 .177 5.384 .00 .15 .01 
 13 .045 10.610 .99 .09 .14 
5 1 4.987 1.000 .00  .01 .01 
 2 1.439 1.861 .00 .06 .00 
 3 1.061 2.168 .00 .02 .07 
 4 1.008 2.224 .00 .00 .03 
 5 .962 2.277 .00 .00 .00 
 6 .801 2.495 .00 .01 .07 
 7 .637 2.797 .00 .04 .45 
 8 .371 3.665 .00 .46 .06 
 9 .281 4.210 .00 .07 .14 
 10 .224 4.723 .00 .03 .01 
 11 .184 5.212 .00 .22 .02 
 12 .045 10.470 .99 .09 .14 
6 1 4.943 1.000 .00  .01 .01 
 2 1.433 1.857 .00 .06 .00 
 3 1.059 2.160 .00 .02 .08 
 4 .998 2.226 .00 .00 .01 
 5 .806 2.477 .00 .01 .05 
 6 .645 2.769 .00 .04 .47 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proporti ons  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
8 
9 
10 
11 
12 
13 
14 
.00 
.00 
.00 
.06 
.02 
.08 
.00 
.00 
.05 
.34 
.10 
.07 
.14 
.01 
.02 
.00 
.00 
.00 
.34 
.20 
.42 
 .13 
.06 
.00 
.00 
.03 
.04 
.05 
.10 
.56 
.02 
.02 
.17 
.03 
.01 
.01 
.00 
.09 
.01 
.01 
.03 
.01 
4 1 .00 .00 .01  .00  .00 
 2 .03 .11 .00 .00 .12 
 3 .07 .14 .01 .04 .02 
 4 .00 .00 .00 .15 .08 
 5 .04 .04 .00 .60 .11 
 6 .61 .00 .00 .06 .09 
 7 .10 .04 .00 .01 .42 
 8 .00 .01 .02 .03 .01 
 9 .00 .30 .00 .00 .08 
 10 .04 .14 .03 .00 .02 
 11 .05 .01 .44 .00 .01 
 12 .06 .20 .08 .06 .02 
 13 .00 .00 .41 .04 .01 
5 1  .00 .01  .00  .00 
 2 .13 .00 .01 .13 
 3 .14 .01 .01 .07 
 4 .00 .00 .18 .06 
 5 .02 .00 .64 .08 
 6 .05 .00 .03 .51 
 7 .01 .02 .03 .01 
 8 .30 .00 .00 .08 
 9 .11 .00 .00 .01 
 10 .00 .51 .00 .02 
 11 .24 .02 .06 .01 
 12 .00 .42 .04 .01 
6 1  .00 .01    .00 
 2 .13 .00 .13 
 3 .14 .01 .06 
 4 .01 .00 .12 
 5 .05 .00 .54 
 6 .01 .02 .01 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
8 
9 
10 
11 
12 
13 
14 
.08 
.21 
.00 
.10 
.40 
.05 
.05 
.00 
.00 
.00 
.14 
.02 
.42 
.38 
.04 
.00 
.02 
.01 
.03 
.00 
.00 
.00 
.00 
.17 
.05 
.28 
.39 
.07 
.00 
.00 
.09 
.68 
.04 
.00 
.04 
4 1 .01 .01 .00 .01 .01 
 2 .00 .00 .01 .01 .03 
 3 .06 .00 .01 .01 .05 
 4 .01 .00 .60 .00 .00 
 5 .00 .00 .07 .00 .00 
 6 .00 .02 .11 .00 .00 
 7 .03 .01 .12 .01 .05 
 8 .18 .00 .02 .00 .00 
 9 .01 .00 .02 .16 .11 
 10 .22 .13 .02 .02 .57 
 11 .42 .01 .02 .16 .13 
 12 .00 .45 .00 .54 .00 
 13 .06 .38 .00 .07 .04 
5 1 .01 .01 .00 .01 .01 
 2 .00 .01 .01 .01 .03 
 3 .06 .00 .00 .02 .06 
 4 .00 .00 .59 .00 .00 
 5 .00 .00 .13 .00 .01 
 6 .03 .00 .18 .01 .04 
 7 .18 .00 .03 .00 .00 
 8 .01 .00 .02 .16 .11 
 9 .12 .20 .01 .02 .61 
 10 .51 .03 .02 .06 .03 
 11 .00 .36 .00 .64 .05 
 12 .06 .39 .00 .07 .05 
6 1 .01 .01 .00 .01 .01 
 2 .00 .01 .01 .01 .03 
 3 .06 .00 .01 .02 .06 
 4 .01 .00 .73 .00 .01 
 5 .03 .00 .17 .01 .04 
 6 .17 .00 .03 .00 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
7 .372 3.646 .00  .45 .06 
8 .281 4.191 .00 .07 .14 
9 .224 4.699 .00 .02 .01 
10 .193 5.063 .00 .22 .02 
11 .047 10.237 .99 .10 .13 
7 1 4.853 1.000 .00  .01 .01 
 2 1.264 1.960 .00 .06 .01 
 3 1.000 2.203 .00 .01 .04 
 4 .862 2.372 .00 .04 .09 
 5 .667 2.698 .00 .25 .30 
 6 .560 2.943 .00 .40 .34 
 7 .301 4.016 .00 .00 .07 
 8 .227 4.627 .00 .02 .00 
 9 .218 4.715 .01 .06 .01 
 10 .047 10.139 .99 .16 .14 
8 1 4.808 1.000 .00  .01 .01 
 2 1.260 1.953 .00 .06 .01 
 3 .888 2.327 .00 .03 .15 
 4 .679 2.660 .00 .24 .28 
 5 .561 2.928 .00 .42 .32 
 6 .308 3.953 .00 .00 .08 
 7 .229 4.586 .00 .03 .00 
 8 .220 4.679 .00 .05 .01 
 9 .047 10.091 .99 .16 .14 
9 1 4.362 1.000 .00  .01 .01 
 2 1.232 1.882 .00 .09 .01 
 3 .831 2.291 .00 .00 .36 
 4 .575 2.754 .00 .69 .10 
 5 .450 3.114 .01 .05 .37 
 6 .278 3.959 .00 .03 .01 
 7 .222 4.428 .00 .01 .00 
 8 .050 9.369 .99 .13 .13 
10 1 3.928 1.000 .00  .02 .02 
 2 1.127 1.867 .00 .08 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
7  .29 .00    .08 
8 .11 .00 .01 
9 .00 .52 .02 
10 .24 .01 .01 
11 .00 .43 .01 
7 1   .01    .00 
 2 .01 .27 
 3 .00 .10 
 4 .01 .22 
 5 .02 .06 
 6 .01 .31 
 7 .01 .00 
 8 .40 .01 
 9 .11 .01 
 10 .43 .01 
8 1   .01    .00 
 2 .01 .29 
 3 .01 .31 
 4 .02 .05 
 5 .00 .32 
 6 .02 .00 
 7 .46 .02 
 8 .04 .00 
 9 .44 .01 
9 1   .01    .00 
 2 .01 .35 
 3 .00 .27 
 4 .00 .29 
 5 .21 .06 
 6 .11 .01 
 7 .04 .00 
 8 .61 .01 
10 1   .01    .00 
 2 .00 .52 
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Collinearity Diagnostics
a
 
 
 
Model Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
7 .01 .00 .02 .17 .12 
8 .12 .21 .01 .02 .61 
9 .52 .04 .02 .04 .03 
10 .00 .37 .00 .63 .05 
11 .06 .36 .00 .09 .04 
7 1 .01 .01 .00 .01 .01 
 2 .01 .01 .01 .03 .07 
 3 .00 .00 .70 .00 .02 
 4 .11 .00 .18 .01 .06 
 5 .14 .00 .06 .00 .00 
 6 .02 .00 .00 .01 .00 
 7 .13 .08 .03 .20 .76 
 8 .25 .31 .01 .05 .03 
 9 .27 .23 .01 .59 .02 
 10 .06 .36 .00 .10 .04 
8 1 .01 .01  .01 .01 
 2 .01 .01 .03 .06 
 3 .07 .00 .01 .08 
 4 .18 .00 .00 .00 
 5 .02 .00 .01 .00 
 6 .16 .07 .18 .73 
 7 .32 .23 .00 .05 
 8 .17 .32 .65 .02 
 9 .06 .36 .10 .04 
9 1  .01  .01 .01 
 2 .00 .02 .05 
 3 .00 .01 .09 
 4 .00 .01 .00 
 5 .00 .00 .16 
 6 .09 .33 .65 
 7 .52 .53 .00 
 8 .37 .08 .03 
10 1  .01  .01  
 2 .01 .03 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
3 .704 2.363 .00  .03 .57 
4 .574 2.617 .00 .66 .17 
5 .394 3.156 .00 .07 .13 
6 .222 4.202 .00 .01 .00 
7 .051 8.762 .99 .14 .11 
11 1 3.266 1.000 .01  .02 .03 
 2 1.119 1.709 .00 .10 .00 
 3 .704 2.155 .00 .03 .58 
 4 .572 2.389 .00 .63 .19 
 5 .236 3.717 .03 .05 .04 
 6 .103 5.623 .96 .16 .16 
12 1 2.917 1.000 .02  .03  
 2 1.118 1.615 .00 .10 
 3 .600 2.205 .00 .60 
 4 .245 3.448 .06 .09 
 5 .119 4.955 .92 .18 
13 1 2.169 1.000 .06  .07  
 2 1.065 1.427 .01 .05 
 3 .582 1.931 .00 .59 
 4 .185 3.423 .93 .29 
14 1 1.714 1.000 .15  .16  
 2 .877 1.398 .15 .02 
 3 .410 2.045 .70 .82 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
3   .00    .10 
4 .00 .29 
5 .35 .07 
6 .05 .00 
7 .59 .01 
11 1       .00 
 2 .56 
 3 .11 
 4 .32 
 5 .00 
 6 .00 
12 1       .01 
 2 .56 
 3 .43 
 4 .00 
 5 .00 
13 1       .02 
 2 .60 
 3 .38 
 4 .00 
14 1       .09 
 2 .82 
 3 .09 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Br-2 Pre-2 SoI-2 OthA-2 
3  .02  .08  
4 .00 .00 
5 .01 .15 
6 .53 .59 
7 .41 .14 
11 1  .02  .02  
 2 .01 .03 
 3 .02 .08 
 4 .00 .01 
 5 .37 .80 
 6 .58 .06 
12 1  .02  .03  
 2 .01 .03 
 3 .01 .05 
 4 .29 .86 
 5 .67 .03 
13 1    .06  
 2 .06 
 3 .13 
 4 .75 
14 1      
 2 
 3 
      a. Dependent Variable: DisE-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Dr-2 -.010
b
 -.045 .964 -.004 .129 7.757 
3 Dr-2 .014
c
 .083 .934 .007 .220 4.554 
 Wr-2 -.016c -.184 .854 -.017 .844 1.185 
4 Dr-2 .027
d
 .174 .862 .016 .257 3.884 
 Wr-2 -.016d -.190 .850 -.017 .844 1.184 
 Mo-2 -.022d -.252 .802 -.023 .776 1.289 
5 Dr-2 .046
e
 .311 .757 .028 .281 3.553 
 Wr-2 -.018e -.214 .831 -.019 .846 1.182 
 Mo-2 -.019e -.213 .831 -.019 .781 1.281 
 Re-2 -.041e -.493 .623 -.044 .885 1.130 
6 Dr-2 .071
f
 .532 .596 .047 .336 2.975 
 Wr-2 -.019f -.226 .821 -.020 .847 1.181 
 Mo-2 -.029f -.339 .735 -.030 .817 1.223 
 Re-2 -.038f -.455 .650 -.040 .888 1.126 
 PrD-2 -.049f -.611 .542 -.054 .932 1.073 
7 Dr-2 .088
g
 .703 .484 .062 .385 2.597 
 Wr-2 -.024g -.292 .771 -.026 .858 1.165 
 Mo-2 -.036g -.427 .670 -.038 .839 1.193 
 Re-2 -.037g -.447 .656 -.039 .889 1.125 
 PrD-2 -.045g -.562 .575 -.050 .939 1.065 
 Se-2 -.055g -.573 .568 -.051 .640 1.562 
8 Dr-2 .105
h
 .868 .387 .076 .404 2.473 
 Wr-2 -.020h -.242 .809 -.021 .861 1.161 
 Mo-2 -.032h -.380 .704 -.033 .841 1.189 
 Re-2 -.036h -.433 .666 -.038 .889 1.125 
 PrD-2 -.044h -.549 .584 -.048 .939 1.065 
 Se-2 -.060h -.620 .536 -.055 .642 1.557 
 Pre-2 -.065h -.827 .410 -.073 .968 1.034 
9 Dr-2 .121
i
 1.110 .269 .097 .500 1.999 
 Wr-2 -.015i -.180 .857 -.016 .867 1.153 
 Mo-2 -.026i -.313 .755 -.027 .848 1.179 
 Re-2 -.034i -.412 .681 -.036 .890 1.124 
 PrD-2 -.044i -.556 .579 -.049 .939 1.065 
 Se-2 -.053i -.555 .580 -.049 .647 1.545 
 Pre-2 -.057i -.737 .463 -.064 .981 1.020 
 Chk-2 -.064i -.744 .458 -.065 .799 1.251 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Dr-2 .129 
3 Dr-2 .220 
 Wr-2 .587 
4 Dr-2 .257 
 Wr-2 .589 
 Mo-2 .606 
5 Dr-2 .281 
 Wr-2 .589 
 Mo-2 .610 
 Re-2 .612 
6 Dr-2 .336 
 Wr-2 .589 
 Mo-2 .610 
 Re-2 .612 
 PrD-2 .613 
7 Dr-2 .385 
 Wr-2 .660 
 Mo-2 .633 
 Re-2 .668 
 PrD-2 .692 
 Se-2 .613 
8 Dr-2 .404 
 Wr-2 .661 
 Mo-2 .642 
 Re-2 .672 
 PrD-2 .693 
 Se-2 .613 
 Pre-2 .701 
9 Dr-2 .500 
 Wr-2 .672 
 Mo-2 .690 
 Re-2 .677 
 PrD-2 .710 
 Se-2 .620 
 Pre-2 .716 
 Chk-2 .701 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
10 Dr-2 .146
j
 1.445 .151 .125 .581 1.722 
 Wr-2 -.020j -.244 .807 -.021 .870 1.149 
 Mo-2 -.023j -.274 .784 -.024 .849 1.178 
 Re-2 -.053j -.668 .505 -.058 .946 1.057 
 PrD-2 -.040j -.497 .620 -.043 .942 1.062 
 Se-2 -.037j -.384 .701 -.034 .662 1.511 
 Pre-2 -.051j -.654 .515 -.057 .986 1.014 
 Chk-2 -.054j -.630 .530 -.055 .807 1.239 
 OthA-2 -.100j -1.102 .272 -.096 .720 1.388 
11 Dr-2 .157
k
 1.714 .089 .148 .695 1.438 
 Wr-2 -.024k -.284 .777 -.025 .872 1.147 
 Mo-2 -.045k -.574 .567 -.050 .954 1.048 
 Re-2 -.060k -.762 .447 -.066 .956 1.046 
 PrD-2 -.036k -.452 .652 -.039 .944 1.060 
 Se-2 -.043k -.454 .650 -.039 .666 1.502 
 Pre-2 -.057k -.739 .461 -.064 .994 1.006 
 Chk-2 -.072k -.866 .388 -.075 .872 1.147 
 OthA-2 -.079k -.889 .376 -.077 .750 1.333 
 Ta-2 -.082k -.952 .343 -.083 .801 1.249 
12 Dr-2 .169
l
 1.937 .055 .166 .769 1.301 
 Wr-2 -.034l -.414 .679 -.036 .889 1.125 
 Mo-2 -.035l -.451 .653 -.039 .969 1.032 
 Re-2 -.060l -.756 .451 -.065 .956 1.046 
 PrD-2 -.030l -.380 .705 -.033 .949 1.054 
 Se-2 -.025l -.266 .791 -.023 .690 1.450 
 Pre-2 -.062l -.806 .422 -.070 .999 1.001 
 Chk-2 -.065l -.792 .429 -.069 .876 1.141 
 OthA-2 -.062l -.711 .478 -.062 .772 1.295 
 Ta-2 -.073l -.854 .394 -.074 .808 1.237 
 Me-2 -.076l -.968 .335 -.084 .963 1.038 
13 Dr-2 .165
m
 1.885 .062 .161 .769 1.300 
 Wr-2 -.055m -.676 .500 -.058 .918 1.089 
 Mo-2 -.043m -.544 .587 -.047 .973 1.028 
 Re-2 -.076m -.969 .334 -.083 .978 1.023 
 PrD-2 -.054m -.693 .489 -.060 .994 1.006 
 Se-2 -.047m -.515 .607 -.044 .710 1.409 
 Pre-2 -.061m -.786 .433 -.068 .999 1.001 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
10 Dr-2 .537 
 Wr-2 .735 
 Mo-2 .713 
 Re-2 .771 
 PrD-2 .761 
 Se-2 .623 
 Pre-2 .794 
 Chk-2 .742 
 OthA-2 .719 
11 Dr-2 .640 
 Wr-2 .775 
 Mo-2 .842 
 Re-2 .818 
 PrD-2 .825 
 Se-2 .638 
 Pre-2 .843 
 Chk-2 .789 
 OthA-2 .735 
 Ta-2 .800 
12 Dr-2 .685 
 Wr-2 .795 
 Mo-2 .855 
 Re-2 .830 
 PrD-2 .836 
 Se-2 .643 
 Pre-2 .856 
 Chk-2 .805 
 OthA-2 .737 
 Ta-2 .808 
 Me-2 .843 
13 Dr-2 .733 
 Wr-2 .882 
 Mo-2 .881 
 Re-2 .898 
 PrD-2 .898 
 Se-2 .643 
 Pre-2 .898 
544 
 
 
 
Excluded Variables
a
 
 
 
 
Model 
  
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
Chk-2 
OthA-2 
Ta-2 
Me-2 
Br-2 
-.082
m
 
-.036
m
 
-.102
m
 
-.087
m
 
.125
m
 
-1.000 
-.410 
-1.227 
-1.112 
1.522 
.319 
.683 
.222 
.268 
.130 
-.086 
-.035 
-.105 
-.096 
.130 
.895 
.801 
.870 
.973 
.876 
1.117 
1.249 
1.149 
1.027 
1.142 
14 Dr-2 .184
n
 2.395 .018 .202 .987 1.013 
 Wr-2 -.079n -.997 .320 -.086 .966 1.035 
 Mo-2 -.044n -.559 .577 -.048 .973 1.028 
 Re-2 -.090n -1.162 .247 -.100 .996 1.004 
 PrD-2 -.061n -.777 .438 -.067 .998 1.002 
 Se-2 -.065n -.712 .477 -.061 .723 1.383 
 Pre-2 -.060n -.766 .445 -.066 .999 1.001 
 Chk-2 -.040n -.504 .615 -.043 .980 1.021 
 OthA-2 -.080n -1.020 .309 -.087 .981 1.020 
 Ta-2 -.057n -.717 .475 -.062 .953 1.050 
 Me-2 -.066n -.847 .399 -.073 .999 1.001 
 Br-2 .078n .978 .330 .084 .964 1.038 
 SoI-2 -.122n -1.526 .129 -.130 .942 1.062 
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Excluded Variables
a
 
 
 
 
Model 
 Collinearity ...  
Minimum 
Tolerance 
Chk-2 
OthA-2 
Ta-2 
Me-2 
Br-2 
.860 
.769 
.860 
.898 
.856 
14 Dr-2 .927 
 Wr-2 .904 
 Mo-2 .915 
 Re-2 .931 
 PrD-2 .932 
 Se-2 .680 
 Pre-2 .932 
 Chk-2 .917 
 OthA-2 .926 
 Ta-2 .889 
 Me-2 .932 
 Br-2 .908 
 SoI-2 .898 
   a. Dependent Variable: DisE-2 
b. Predictors in the Model: (Constant), OthA-2, PrD-2, Pre-2, En-2, Wr-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, 
SoI-2, Se-2, Ta-2 
c. Predictors in the Model: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Mo-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, 
Se-2, Ta-2 
d. Predictors in the Model: (Constant), OthA-2, PrD-2, Pre-2, En-2, Re-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, 
Ta-2 
e. Predictors in the Model: (Constant), OthA-2, PrD-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
f. Predictors in the Model: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Se-2, Ta-2 
g. Predictors in the Model: (Constant), OthA-2, Pre-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
h. Predictors in the Model: (Constant), OthA-2, En-2, Prs-2, Me-2, Chk-2, Br-2, SoI-2, Ta-2 
i. Predictors in the Model: (Constant), OthA-2, En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
j. Predictors in the Model: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2, Ta-2 
k. Predictors in the Model: (Constant), En-2, Prs-2, Me-2, Br-2, SoI-2 
l. Predictors in the Model: (Constant), En-2, Prs-2, Br-2, SoI-2 
m. Predictors in the Model: (Constant), En-2, Prs-2, SoI-2 
n. Predictors in the Model: (Constant), En-2, Prs-2 
 
Residuals Statistics
a
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 Minimum Maximum Mean Std. Deviation N  
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
.0013348352 
-.008377314 
-.593 
-2.169 
.0151776327 
.0264681000 
7.188 
6.852 
.0023900704 
.0000000000 
.000 
.000 
.0017789030 
.0038346237 
1.000 
.993 
139 
139 
139 
139 
a. Dependent Variable: DisE-2 
 
Charts 
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B.15 Break measurement using backward regression (variables are 
activities) 
 
 
Appendix B. 15: Break measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, PrD-    
 
 
. 
 
 
 
 
Enter 
 2, Prs-2, Wr- 
 2, Se-2, Re-2, 
 Chk-2, Mo-2, 
 Me-2, DisE-2,    
 Rx-2, Ta-2,    
 En-2, Dr-2
b
    
2    Backward 
    (criterion: 
 . Rx-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . Prs-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
   (criterion: 
. Mo-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: Br-2 
b. All requested variables entered. 
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Model Summary
f
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
.707
a
 
.705
b
 
.702
c
 
.698
d
 
.692
e
 
.500 
.496 
.493 
.487 
.479 
.443 
.444 
.444 
.443 
.439 
.0527468547 
.0527122099 
.0527056418 
.0527616755 
.0529661235 
 a. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-
2, DisE-2, Rx-2, Ta-2, En-2, 
Dr-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-
2, DisE-2, Ta-2, En-2, Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-
2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, 
En-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Me-2, Ta-2, En-2, 
Dr-2 
f. Dependent Variable: Br-2 
 
 
ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .345 14 .025 8.852 .000
b
 
 Residual .345 124 .003 
 Total .690 138 
2 Regression .342 13 .026 9.481 .000
c
 
 Residual .347 125 .003 
 Total .690 138 
3 Regression .340 12 .028 10.193 .000
d
 
 Residual .350 126 .003 
 Total .690 138 
4 Regression .336 11 .031 10.980 .000
e
 
 Residual .354 127 .003 
 Total .690 138 
5 Regression .331 10 .033 11.787 .000
f
 
 Residual .359 128 .003 
 Total .690 138 
a. Dependent Variable: Br-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
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c. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
f. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Me-2, Ta-2, En-2, Dr-2 
 
 
 
 
 
 
Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .370 .033  
 
-.825 
11.267 .000  
 
.335 Dr-2 -.312 .041 -7.517 .000 
En-2 -.227 .092 -.209 -2.477 .015 .566 
Me-2 -.316 .069 -.378 -4.554 .000 .584 
Re-2 -.537 .156 -.240 -3.454 .001 .837 
Se-2 -.363 .097 -.319 -3.748 .000 .558 
Ta-2 -.242 .060 -.319 -4.021 .000 .639 
Wr-2 -.474 .103 -.358 -4.614 .000 .671 
PrD-2 -.577 .118 -.348 -4.895 .000 .798 
Mo-2 -.158 .121 -.102 -1.310 .193 .671 
Prs-2 -1.060 .929 -.081 -1.141 .256 .794 
Chk-2 -.271 .061 -.364 -4.473 .000 .608 
Rx-2 .096 .105 .069 .914 .362 .707 
DisE-2 1.174 1.204 .070 .976 .331 .779 
OthA-2 -.171 .073 -.227 -2.363 .020 .437 
2 (Constant) .377 .032  
 
-.823 
11.822 .000  
 
.335  Dr-2 -.311 .041 -7.505 .000 
 En-2 -.224 .092 -.207 -2.451 .016 .567 
 Me-2 -.335 .066 -.402 -5.092 .000 .647 
 Re-2 -.521 .154 -.232 -3.372 .001 .849 
 Se-2 -.377 .095 -.331 -3.955 .000 .574 
 Ta-2 -.236 .060 -.311 -3.943 .000 .648 
 Wr-2 -.479 .102 -.362 -4.679 .000 .673 
 PrD-2 -.545 .112 -.328 -4.847 .000 .877 
 Mo-2 -.177 .119 -.113 -1.482 .141 .690 
 Prs-2 -1.203 .915 -.092 -1.315 .191 .818 
 Chk-2 -.281 .060 -.377 -4.710 .000 .628 
 DisE-2 1.184 1.203 .071 .984 .327 .779 
 OthA-2 -.184 .071 -.244 -2.584 .011 .453 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
2.985 Dr-2 
En-2 1.767 
Me-2 1.712 
Re-2 1.194 
Se-2 1.791 
Ta-2 1.564 
Wr-2 1.491 
PrD-2 1.253 
Mo-2 1.490 
Prs-2 1.259 
Chk-2 1.643 
Rx-2 1.415 
DisE-2 1.284 
OthA-2 2.291 
2 (Constant)  
 
2.983  Dr-2 
 En-2 1.765 
 Me-2 1.547 
 Re-2 1.178 
 Se-2 1.743 
 Ta-2 1.543 
 Wr-2 1.485 
 PrD-2 1.140 
 Mo-2 1.450 
 Prs-2 1.223 
 Chk-2 1.593 
 DisE-2 1.284 
 OthA-2 2.209 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
3 (Constant) .379 .032  
 
-.817 
11.918 .000  
 
.336 Dr-2 -.309 .041 -7.463 .000 
En-2 -.198 .088 -.183 -2.263 .025 .618 
Me-2 -.340 .066 -.408 -5.186 .000 .651 
Re-2 -.528 .154 -.235 -3.423 .001 .851 
Se-2 -.383 .095 -.336 -4.023 .000 .576 
Ta-2 -.239 .060 -.315 -3.998 .000 .650 
Wr-2 -.480 .102 -.363 -4.689 .000 .673 
PrD-2 -.552 .112 -.332 -4.914 .000 .880 
Mo-2 -.176 .119 -.113 -1.480 .141 .690 
Prs-2 -1.006 .892 -.077 -1.127 .262 .859 
Chk-2 -.283 .060 -.380 -4.744 .000 .628 
OthA-2 -.189 .071 -.250 -2.661 .009 .455 
4 (Constant) .376 .032  
 
-.798 
11.852 .000  
 
.344  Dr-2 -.301 .041 -7.370 .000 
 En-2 -.222 .085 -.204 -2.606 .010 .656 
 Me-2 -.332 .065 -.398 -5.089 .000 .658 
 Re-2 -.513 .154 -.229 -3.333 .001 .857 
 Se-2 -.370 .095 -.325 -3.911 .000 .585 
 Ta-2 -.250 .059 -.329 -4.240 .000 .668 
 Wr-2 -.473 .102 -.357 -4.625 .000 .676 
 PrD-2 -.543 .112 -.327 -4.844 .000 .884 
 Mo-2 -.168 .119 -.108 -1.412 .160 .692 
 Chk-2 -.278 .059 -.373 -4.670 .000 .632 
 OthA-2 -.180 .071 -.239 -2.553 .012 .460 
5 (Constant) .361 .030  
 
-.745 
12.005 .000  
 
.390  Dr-2 -.282 .039 -7.304 .000 
 En-2 -.223 .086 -.205 -2.604 .010 .656 
 Me-2 -.312 .064 -.374 -4.879 .000 .692 
 Re-2 -.478 .152 -.213 -3.138 .002 .879 
 Se-2 -.376 .095 -.331 -3.968 .000 .586 
 Ta-2 -.272 .057 -.359 -4.772 .000 .720 
 Wr-2 -.452 .102 -.341 -4.447 .000 .691 
 PrD-2 -.558 .112 -.336 -4.977 .000 .892 
 Chk-2 -.258 .058 -.347 -4.445 .000 .669 
 OthA-2 -.162 .070 -.215 -2.327 .022 .476 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
3 (Constant)  
 
2.974 Dr-2 
En-2 1.617 
Me-2 1.537 
Re-2 1.175 
Se-2 1.736 
Ta-2 1.539 
Wr-2 1.485 
PrD-2 1.136 
Mo-2 1.450 
Prs-2 1.164 
Chk-2 1.591 
OthA-2 2.198 
4 (Constant)  
 
2.907  Dr-2 
 En-2 1.524 
 Me-2 1.519 
 Re-2 1.166 
 Se-2 1.711 
 Ta-2 1.496 
 Wr-2 1.480 
 PrD-2 1.131 
 Mo-2 1.444 
 Chk-2 1.583 
 OthA-2 2.173 
5 (Constant)  
 
2.562  Dr-2 
 En-2 1.524 
 Me-2 1.445 
 Re-2 1.137 
 Se-2 1.707 
 Ta-2 1.390 
 Wr-2 1.447 
 PrD-2 1.121 
 Chk-2 1.494 
 OthA-2 2.101 
  a. Dependent Variable: Br-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 5.850 1.000 .00 .00 .00 .00 
2 1.609 1.907 .00 .00 .04 .00 
3 1.116 2.290 .00 .00 .01 .01 
4 1.087 2.319 .00 .00 .00 .02 
5 .931 2.506 .00 .00 .01 .06 
6 .874 2.587 .00 .00 .00 .05 
7 .739 2.814 .00 .00 .01 .01 
8 .670 2.954 .00 .00 .04 .17 
9 .568 3.208 .00 .00 .01 .08 
10 .496 3.435 .00 .00 .02 .00 
11 .441 3.640 .00 .01 .00 .01 
12 .266 4.686 .00 .01 .77 .04 
13 .194 5.490 .00 .11 .06 .16 
14 .144 6.374 .00 .03 .00 .00 
15 .014 20.612 .99 .83 .02 .37 
2 1 5.381 1.000 .00 .00 .01 .01 
 2 1.565 1.854 .00 .00 .04 .01 
 3 1.107 2.205 .00 .00 .01 .03 
 4 1.053 2.261 .00 .00 .01 .00 
 5 .883 2.469 .00 .00 .01 .00 
 6 .833 2.542 .00 .00 .00 .12 
 7 .736 2.704 .00 .00 .01 .01 
 8 .669 2.835 .00 .00 .04 .19 
 9 .521 3.214 .00 .00 .02 .12 
 10 .494 3.299 .00 .00 .01 .01 
 11 .342 3.968 .00 .07 .04 .03 
 12 .258 4.567 .00 .00 .79 .13 
 13 .145 6.098 .00 .05 .00 .00 
 14 .014 19.405 .99 .87 .02 .34 
3 1 5.089 1.000 .00 .00 .01 .01 
 2 1.443 1.878 .00 .00 .06 .01 
 3 1.082 2.169 .00 .00 .01 .03 
 4 1.039 2.213 .00 .00 .01 .01 
 5 .882 2.403 .00 .00 .01 .00 
 6 .822 2.488 .00 .00 .00 .12 
 7 .678 2.740 .00 .00 .00 .03 
 8 .663 2.771 .00 .00 .09 .17 
 9 .504 3.177 .00 .00 .00 .09 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 .00 .00 .00 .00 .00 .01 .00 
2 .04 .06 .00 .02 .01 .00 .09 
3 .13 .13 .00 .08 .00 .01 .01 
4 .05 .01 .00 .00 .42 .04 .02 
5 .02 .01 .00 .14 .02 .01 .15 
6 .15 .05 .00 .00 .07 .00 .37 
7 .15 .01 .02 .13 .04 .05 .00 
8 .24 .00 .00 .04 .12 .07 .01 
9 .02 .03 .00 .20 .02 .10 .00 
10 .07 .09 .00 .00 .02 .30 .11 
11 .00 .00 .00 .00 .07 .05 .12 
12 .01 .41 .00 .07 .04 .01 .03 
13 .06 .06 .01 .03 .11 .01 .01 
14 .06 .01 .89 .02 .01 .20 .07 
15 .03 .12 .07 .25 .04 .13 .02 
2 1 .00 .00 .00 .00 .00 .01 .00 
 2 .05 .06 .00 .04 .01 .00 .09 
 3 .05 .15 .00 .04 .08 .04 .02 
 4 .16 .01 .00 .00 .41 .03 .00 
 5 .08 .04 .00 .04 .04 .00 .57 
 6 .06 .02 .00 .24 .07 .00 .00 
 7 .15 .01 .02 .08 .07 .04 .00 
 8 .23 .00 .00 .06 .16 .06 .01 
 9 .05 .01 .00 .12 .01 .08 .09 
 10 .05 .11 .00 .00 .04 .41 .06 
 11 .02 .02 .02 .00 .00 .01 .05 
 12 .00 .47 .00 .10 .01 .00 .02 
 13 .07 .00 .86 .02 .00 .19 .07 
 14 .04 .10 .09 .25 .08 .11 .01 
3 1 .00 .00 .01 .00 .00 .01 .00 
 2 .05 .11 .00 .03 .00 .01 .10 
 3 .15 .11 .00 .06 .00 .01 .03 
 4 .06 .00 .00 .00 .59 .05 .02 
 5 .08 .04 .00 .04 .02 .00 .64 
 6 .09 .02 .00 .31 .03 .00 .00 
 7 .40 .01 .01 .04 .00 .00 .05 
 8 .01 .00 .02 .04 .20 .12 .00 
 9 .00 .09 .00 .05 .05 .48 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.00 
.00 
.02 
.00 
.01 
.00 
.09 
.01 
.01 
.04 
.27 
.02 
.04 
.18 
.30 
.01 
.01 
.01 
.01 
.04 
.00 
.00 
.00 
.09 
.00 
.13 
.04 
.60 
.01 
.04 
.01 
.04 
.02 
.01 
.02 
.02 
.12 
.00 
.04 
.35 
.25 
.07 
.05 
.01 
.00 
.00 
.01 
.02 
.01 
.02 
.02 
.03 
.05 
.13 
.03 
.02 
.01 
.06 
.02 
.58 
2 1 .01  .01 .00 
 2 .00 .05 .01 
 3 .02 .02 .01 
 4 .01 .01 .02 
 5 .00 .00 .00 
 6 .00 .02 .05 
 7 .09 .13 .05 
 8 .01 .00 .04 
 9 .05 .31 .08 
 10 .09 .20 .02 
 11 .27 .10 .08 
 12 .00 .14 .04 
 13 .17 .01 .03 
 14 .28 .00 .56 
3 1 .01   .00 
 2 .00 .02 
 3 .03 .03 
 4 .00 .01 
 5 .00 .00 
 6 .00 .04 
 7 .03 .15 
 8 .06 .00 
 9 .13 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
10 
11 
12 
13 
.361 
.276 
.146 
.014 
3.753 
4.293 
5.901 
18.854 
.00 
.00 
.00 
.99 
.06 
.00 
.04 
.88 
.01 
.78 
.01 
.03 
.08 
.11 
.00 
.34 
4 1 5.045 1.000 .00 .00 .01 .01 
 2 1.349 1.934 .00 .00 .07 .01 
 3 1.071 2.171 .00 .00 .00 .02 
 4 1.033 2.210 .00 .00 .01 .01 
 5 .822 2.477 .00 .00 .00 .12 
 6 .688 2.707 .00 .00 .00 .01 
 7 .664 2.757 .00 .00 .09 .19 
 8 .504 3.163 .00 .00 .00 .09 
 9 .362 3.731 .00 .06 .02 .07 
 10 .295 4.135 .00 .00 .75 .13 
 11 .153 5.742 .00 .04 .00 .00 
 12 .014 18.666 .99 .88 .04 .34 
5 1 4.663 1.000 .00 .00 .01 .01 
 2 1.304 1.891 .00 .00 .09 .00 
 3 1.070 2.087 .00 .00 .00 .02 
 4 .971 2.192 .00 .00 .00 .01 
 5 .822 2.382 .00 .00 .00 .13 
 6 .688 2.604 .00 .00 .00 .03 
 7 .623 2.737 .00 .00 .07 .29 
 8 .363 3.586 .00 .07 .02 .07 
 9 .295 3.975 .00 .00 .75 .14 
 10 .184 5.029 .00 .05 .00 .00 
 11 .016 16.971 .99 .86 .04 .30 
557 
 
 
 
Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
10 
11 
12 
13 
.05 
.00 
.08 
.04 
.00 
.51 
.01 
.10 
.01 
.00 
.87 
.09 
.04 
.12 
.02 
.25 
.00 
.01 
.00 
.08 
.00 
.01 
.20 
.11 
.00 
.08 
.06 
.01 
4 1 .00 .00 .01 .00 .00 .01  
 2 .05 .17 .00 .03 .00 .02 
 3 .24 .07 .00 .07 .01 .00 
 4 .01 .00 .00 .02 .62 .04 
 5 .08 .01 .00 .32 .02 .00 
 6 .42 .00 .01 .02 .00 .01 
 7 .03 .00 .02 .05 .20 .12 
 8 .00 .09 .00 .05 .05 .48 
 9 .05 .00 .01 .03 .00 .00 
 10 .00 .55 .00 .13 .01 .00 
 11 .07 .00 .85 .02 .01 .21 
 12 .03 .09 .10 .25 .08 .11 
5 1 .01 .00 .01 .01 .00   
 2 .05 .19 .00 .04 .01 
 3 .25 .07 .00 .07 .01 
 4 .01 .01 .00 .02 .76 
 5 .08 .01 .00 .33 .03 
 6 .46 .00 .01 .03 .01 
 7 .01 .03 .02 .08 .05 
 8 .05 .00 .01 .02 .00 
 9 .00 .54 .00 .14 .00 
 10 .06 .02 .74 .04 .00 
 11 .02 .12 .21 .23 .11 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
10 
11 
12 
13 
.26 
.01 
.18 
.28 
  .15 
.03 
.02 
.56 
4 1 .01   .00 
 2 .00 .02 
 3 .03 .04 
 4 .00 .00 
 5 .00 .04 
 6 .04 .15 
 7 .05 .00 
 8 .13 .00 
 9 .26 .15 
 10 .00 .02 
 11 .20 .03 
 12 .28 .56 
5 1 .01   .00 
 2 .00 .01 
 3 .04 .04 
 4 .00 .00 
 5 .00 .04 
 6 .03 .15 
 7 .14 .01 
 8 .29 .15 
 9 .00 .03 
 10 .24 .02 
 11 .23 .55 
     a. Dependent Variable: Br-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Rx-2 .069
b
 .914 .362 .082 .707 1.415 
3 Rx-2 .070
c
 .923 .358 .082 .707 1.415 
 DisE-2 .071c .984 .327 .088 .779 1.284 
4 Rx-2 .082
d
 1.103 .272 .098 .728 1.373 
 DisE-2 .050d .711 .479 .063 .818 1.222 
 Prs-2 -.077d -1.127 .262 -.100 .859 1.164 
5 Rx-2 .096
e
 1.304 .195 .115 .746 1.341 
 DisE-2 .051e .723 .471 .064 .818 1.222 
 Prs-2 -.071e -1.034 .303 -.091 .862 1.160 
 Mo-2 -.108e -1.412 .160 -.124 .692 1.444 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Rx-2 .335 
3 Rx-2 .336 
 DisE-2 .335 
4 Rx-2 .343 
 DisE-2 .344 
 Prs-2 .336 
5 Rx-2 .386 
 DisE-2 .390 
 Prs-2 .383 
 Mo-2 .344 
 a. Dependent Variable: Br-2 
b. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, 
En-2, Dr-2 
c. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, 
Dr-2 
d. Predictors in the Model: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
e. Predictors in the Model: (Constant), OthA-2, PrD-2, Wr-2, Se-2, Re-2, Chk-2, Me-2, Ta-2, En-2, Dr-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
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Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.043035120 
-.127463534 
-3.293 
-2.407 
.2600537837 
.2224972695 
2.898 
4.201 
.1181740237 
.0000000000 
.000 
.000 
.0489517101 
.0510109757 
1.000 
.963 
139 
139 
139 
139 
a. Dependent Variable: Br-2 
 
Charts 
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B.16 Preparation measurement using backward regression 
(variables are activities) 
 
 
Appendix B. 16: Preparation measurement using backward regression (variables are activities). 
Variables Entered/Removed
a
 
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, PrD-    
 
 
. 
 
 
 
 
Enter 
 2, Prs-2, Wr- 
 2, Se-2, Re-2, 
 Chk-2, Mo-2, 
 Me-2, DisE-2,    
 Rx-2, Ta-2,    
 En-2, Dr-2
b
    
2    Backward 
    (criterion: 
 . Rx-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Se-2  Probability of 
    F-to-remove 
    >= .100). 
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4    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
    (criterion: 
 . Ta-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
    (criterion: 
 . Prs-2  Probability of 
    F-to-remove 
    >= .100). 
7    Backward 
    (criterion: 
 . Re-2  Probability of 
    F-to-remove 
    >= .100). 
8    Backward 
   (criterion: 
. PrD-2  Probability of 
F-to-remove 
>= .100). 
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Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
9 
 
 
 
. 
 
 
 
Me-2 
Backward 
 (criterion: 
 Probability of 
   F-to-remove 
   >= .100). 
10   Backward 
   (criterion: 
 . En-2 Probability of 
   F-to-remove 
   >= .100). 
11   Backward 
  (criterion: 
. Mo-2 Probability of 
F-to-remove 
>= .100). 
    a. Dependent Variable: Pre-2 
b. All requested variables entered. 
 
Model Summary
l
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the Estimate 
1 .380
a
 .144 .048 .0316629180 
2 .379
b
 .144 .055 .0315466926 
3 .378
c
 .143 .061 .0314425900 
4 .374
d
 .140 .065 .0313707097 
5 .367
e
 .135 .067 .0313402998 
6 .362
f
 .131 .070 .0312890350 
7 .352
g
 .124 .070 .0312854950 
8 .343
h
 .117 .070 .0312882638 
9 .334
i
 .111 .071 .0312764373 
10 .320
j
 .103 .069 .0313092612 
11 .291
k
 .084 .057 .0315072673 
 a. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, 
En-2, 
Dr-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, 
Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
f. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
g. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
h. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
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i. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, En-2, Dr-2 
j. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Dr-2 
k. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Dr-2 
l. Dependent Variable: Pre-2 
 
 
 
ANOVA
a
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .021 14 .001 1.494 .123
b
 
 Residual .124 124 .001 
 Total .145 138 
2 Regression .021 13 .002 1.615 .089
c
 
 Residual .124 125 .001 
 Total .145 138 
3 Regression .021 12 .002 1.747 .064
d
 
 Residual .125 126 .001 
 Total .145 138 
4 Regression .020 11 .002 1.876 .048
e
 
 Residual .125 127 .001 
 Total .145 138 
5 Regression .020 10 .002 1.992 .039
f
 
 Residual .126 128 .001 
 Total .145 138 
6 Regression .019 9 .002 2.156 .029
g
 
 Residual .126 129 .001 
 Total .145 138 
7 Regression .018 8 .002 2.305 .024
h
 
 Residual .127 130 .001 
 Total .145 138 
8 Regression .017 7 .002 2.488 .020
i
 
 Residual .128 131 .001 
 Total .145 138 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
9 Regression .016 6 .003 2.754 .015
j
 
 Residual .129 132 .001 
 Total .145 138 
10 Regression .015 5 .003 3.043 .012
k
 
 Residual .130 133 .001 
 Total .145 138 
11 Regression .012 4 .003 3.090 .018
l
 
 Residual .133 134 .001 
 Total .145 138 
      a. Dependent Variable: Pre-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, 
Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
f. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
g. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
h. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
i. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
j. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, En-2, Dr-2 
k. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Dr-2 
l. Predictors: (Constant), OthA-2, Wr-2, Chk-2, Dr-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .076 .020  
 
-.538 
3.834 .000  
 
.335 Dr-2 -.093 .025 -3.747 .000 
En-2 -.031 .055 -.063 -.572 .569 .566 
Me-2 -.052 .042 -.136 -1.250 .214 .584 
Re-2 -.107 .093 -.104 -1.145 .255 .837 
Se-2 -.026 .058 -.050 -.453 .652 .558 
Ta-2 .030 .036 .087 .839 .403 .639 
Wr-2 -.158 .062 -.260 -2.565 .012 .671 
PrD-2 -.069 .071 -.090 -.968 .335 .798 
Mo-2 -.145 .073 -.203 -1.999 .048 .671 
Prs-2 -.444 .558 -.074 -.797 .427 .794 
Chk-2 -.114 .036 -.335 -3.146 .002 .608 
Rx-2 -.018 .063 -.029 -.290 .772 .707 
DisE-2 -.480 .722 -.063 -.665 .507 .779 
OthA-2 -.124 .044 -.358 -2.848 .005 .437 
2 (Constant) .074 .019  
 
-.538 
3.889 .000  
 
.335  Dr-2 -.093 .025 -3.767 .000 
 En-2 -.032 .055 -.064 -.583 .561 .567 
 Me-2 -.048 .039 -.126 -1.224 .223 .647 
 Re-2 -.110 .092 -.107 -1.191 .236 .849 
 Se-2 -.024 .057 -.045 -.412 .681 .574 
 Ta-2 .029 .036 .084 .813 .418 .648 
 Wr-2 -.157 .061 -.258 -2.561 .012 .673 
 PrD-2 -.075 .067 -.098 -1.110 .269 .877 
 Mo-2 -.142 .071 -.198 -1.986 .049 .690 
 Prs-2 -.417 .548 -.070 -.761 .448 .818 
 Chk-2 -.113 .036 -.330 -3.155 .002 .628 
 DisE-2 -.482 .720 -.063 -.670 .504 .779 
 OthA-2 -.122 .043 -.351 -2.855 .005 .453 
3 (Constant) .072 .018  
 
-.520 
3.962 .000  
 
.371  Dr-2 -.090 .023 -3.841 .000 
 En-2 -.042 .048 -.085 -.874 .384 .719 
 Me-2 -.043 .037 -.112 -1.157 .250 .730 
 Re-2 -.108 .092 -.105 -1.173 .243 .852 
 Ta-2 .030 .036 .085 .833 .406 .649 
 Wr-2 -.156 .061 -.257 -2.561 .012 .674 
 PrD-2 -.070 .066 -.092 -1.062 .290 .899 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
2.985 Dr-2 
En-2 1.767 
Me-2 1.712 
Re-2 1.194 
Se-2 1.791 
Ta-2 1.564 
Wr-2 1.491 
PrD-2 1.253 
Mo-2 1.490 
Prs-2 1.259 
Chk-2 1.643 
Rx-2 1.415 
DisE-2 1.284 
OthA-2 2.291 
2 (Constant)  
 
2.983  Dr-2 
 En-2 1.765 
 Me-2 1.547 
 Re-2 1.178 
 Se-2 1.743 
 Ta-2 1.543 
 Wr-2 1.485 
 PrD-2 1.140 
 Mo-2 1.450 
 Prs-2 1.223 
 Chk-2 1.593 
 DisE-2 1.284 
 OthA-2 2.209 
3 (Constant)  
 
2.696  Dr-2 
 En-2 1.390 
 Me-2 1.369 
 Re-2 1.174 
 Ta-2 1.540 
 Wr-2 1.485 
 PrD-2 1.112 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Mo-2 
Prs-2 Chk-
2 DisE-2 
OthA-2 
-.143 
-.393 
-.110 
-.464 
-.116 
.071 
.543 
.035 
.716 
.040 
-.200 
-.066 
-.321 
-.060 
-.336 
-2.011 
-.725 
-3.148 
-.648 
-2.875 
.046 
.470 
.002 
.518 
.005 
.691 
.827 
.656 
.782 
.499 
4 (Constant) .071 .018  
 
-.527 
3.942 .000  
 
.373  Dr-2 -.091 .023 -3.912 .000 
 En-2 -.052 .046 -.104 -1.118 .266 .788 
 Me-2 -.041 .037 -.108 -1.122 .264 .733 
 Re-2 -.105 .092 -.102 -1.148 .253 .854 
 Ta-2 .031 .036 .088 .867 .387 .651 
 Wr-2 -.156 .061 -.257 -2.562 .012 .674 
 PrD-2 -.068 .066 -.090 -1.033 .303 .902 
 Mo-2 -.143 .071 -.200 -2.016 .046 .691 
 Prs-2 -.473 .527 -.079 -.898 .371 .872 
 Chk-2 -.109 .035 -.319 -3.144 .002 .656 
 OthA-2 -.115 .040 -.332 -2.850 .005 .500 
5 (Constant) .077 .017  
 
-.540 
4.498 .000  
 
.378  Dr-2 -.094 .023 -4.033 .000 
 En-2 -.055 .046 -.111 -1.202 .232 .795 
 Me-2 -.044 .037 -.115 -1.208 .229 .739 
 Re-2 -.093 .090 -.090 -1.024 .308 .876 
 Wr-2 -.157 .061 -.259 -2.583 .011 .674 
 PrD-2 -.074 .066 -.097 -1.131 .260 .911 
 Mo-2 -.126 .068 -.176 -1.851 .066 .746 
 Prs-2 -.395 .519 -.066 -.760 .448 .898 
 Chk-2 -.102 .034 -.298 -3.026 .003 .697 
 OthA-2 -.125 .039 -.361 -3.245 .001 .546 
6 (Constant) .075 .017  
 
-.525 
4.445 .000  
 
.385  Dr-2 -.091 .023 -3.971 .000 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Mo-2 1.447 
Prs-2 1.210 
Chk-2 1.525 
DisE-2 1.279 
OthA-2 2.006 
4 (Constant)  
 
2.680  Dr-2 
 En-2 1.269 
 Me-2 1.364 
 Re-2 1.171 
 Ta-2 1.537 
 Wr-2 1.485 
 PrD-2 1.109 
 Mo-2 1.447 
 Prs-2 1.147 
 Chk-2 1.524 
 OthA-2 1.999 
5 (Constant)  
 
2.649  Dr-2 
 En-2 1.258 
 Me-2 1.353 
 Re-2 1.142 
 Wr-2 1.484 
 PrD-2 1.097 
 Mo-2 1.340 
 Prs-2 1.113 
 Chk-2 1.434 
 OthA-2 1.830 
6 (Constant) 
Dr-2 
 
 
2.596 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
En-2 -.062 .045 -.125 -1.381 .170 .827 
Me-2 -.042 .036 -.109 -1.145 .254 .745 
Re-2 -.089 .090 -.086 -.985 .326 .879 
Wr-2 -.154 .061 -.254 -2.545 .012 .677 
PrD-2 -.071 .065 -.093 -1.082 .281 .916 
Mo-2 -.125 .068 -.175 -1.839 .068 .746 
Chk-2 -.102 .034 -.298 -3.026 .003 .697 
OthA-2 -.121 .038 -.350 -3.178 .002 .556 
7 (Constant) .071 .016  
 
-.493 
4.336 .000  
 
.410  Dr-2 -.085 .022 -3.848 .000 
 En-2 -.059 .045 -.118 -1.310 .193 .831 
 Me-2 -.039 .036 -.101 -1.069 .287 .750 
 Wr-2 -.152 .061 -.250 -2.504 .014 .678 
 PrD-2 -.066 .065 -.087 -1.012 .314 .921 
 Mo-2 -.117 .067 -.163 -1.728 .086 .759 
 Chk-2 -.099 .033 -.288 -2.948 .004 .703 
 OthA-2 -.122 .038 -.353 -3.211 .002 .557 
8 (Constant) .067 .016  
 
-.467 
4.217 .000  
 
.428  Dr-2 -.081 .022 -3.720 .000 
 En-2 -.054 .045 -.107 -1.201 .232 .843 
 Me-2 -.034 .036 -.089 -.949 .344 .763 
 Wr-2 -.148 .060 -.243 -2.442 .016 .681 
 Mo-2 -.121 .067 -.169 -1.802 .074 .762 
 Chk-2 -.095 .033 -.280 -2.868 .005 .709 
 OthA-2 -.117 .038 -.337 -3.098 .002 .568 
9 (Constant) .059 .014  
 
-.420 
4.372 .000  
 
.508  Dr-2 -.073 .020 -3.644 .000 
 En-2 -.050 .044 -.101 -1.131 .260 .848 
 Wr-2 -.142 .060 -.234 -2.363 .020 .687 
 Mo-2 -.102 .064 -.143 -1.593 .113 .835 
 Chk-2 -.088 .032 -.258 -2.722 .007 .750 
 OthA-2 -.102 .034 -.293 -2.978 .003 .693 
10 (Constant) .053 .012  
 
-.385 
4.290 .000  
 
.545  Dr-2 -.067 .019 -3.465 .001 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
En-2 1.210 
Me-2 1.342 
Re-2 1.138 
Wr-2 1.478 
PrD-2 1.092 
Mo-2 1.340 
Chk-2 1.434 
OthA-2 1.799 
7 (Constant)  
 
2.438  Dr-2 
 En-2 1.203 
 Me-2 1.333 
 Wr-2 1.475 
 PrD-2 1.086 
 Mo-2 1.318 
 Chk-2 1.422 
 OthA-2 1.797 
8 (Constant)  
 
2.339  Dr-2 
 En-2 1.187 
 Me-2 1.311 
 Wr-2 1.469 
 Mo-2 1.312 
 Chk-2 1.410 
 OthA-2 1.760 
9 (Constant)  
 
1.970  Dr-2 
 En-2 1.180 
 Wr-2 1.455 
 Mo-2 1.197 
 Chk-2 1.333 
 OthA-2 1.442 
10 (Constant) 
Dr-2 
 
 
1.833 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Wr-2 -.122 .058 -.201 -2.121 .036 .753 
Mo-2 -.106 .064 -.148 -1.643 .103 .837 
Chk-2 -.079 .031 -.231 -2.517 .013 .800 
OthA-2 -.093 .033 -.268 -2.792 .006 .731 
11 (Constant) .043 .011  
 
-.313 
3.985 .000  
 
.645  Dr-2 -.054 .018 -3.046 .003 
 Wr-2 -.106 .057 -.175 -1.863 .065 .775 
 Chk-2 -.071 .031 -.208 -2.275 .024 .820 
 OthA-2 -.079 .032 -.228 -2.437 .016 .782 
 
Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
VIF 
Wr-2 1.327 
Mo-2 1.195 
Chk-2 1.250 
OthA-2 1.369 
11 (Constant)  
 
1.550  Dr-2 
 Wr-2 1.291 
 Chk-2 1.220 
 OthA-2 1.278 
  a. Dependent Variable: Pre-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 5.850 1.000 .00 .00 .00 .00 
2 1.609 1.907 .00 .00 .04 .00 
3 1.116 2.290 .00 .00 .01 .01 
4 1.087 2.319 .00 .00 .00 .02 
5 .931 2.506 .00 .00 .01 .06 
6 .874 2.587 .00 .00 .00 .05 
7 .739 2.814 .00 .00 .01 .01 
8 .670 2.954 .00 .00 .04 .17 
9 .568 3.208 .00 .00 .01 .08 
10 .496 3.435 .00 .00 .02 .00 
11 .441 3.640 .00 .01 .00 .01 
12 .266 4.686 .00 .01 .77 .04 
13 .194 5.490 .00 .11 .06 .16 
14 .144 6.374 .00 .03 .00 .00 
15 .014 20.612 .99 .83 .02 .37 
2 1 5.381 1.000 .00 .00 .01 .01 
 2 1.565 1.854 .00 .00 .04 .01 
 3 1.107 2.205 .00 .00 .01 .03 
 4 1.053 2.261 .00 .00 .01 .00 
 5 .883 2.469 .00 .00 .01 .00 
 6 .833 2.542 .00 .00 .00 .12 
 7 .736 2.704 .00 .00 .01 .01 
 8 .669 2.835 .00 .00 .04 .19 
 9 .521 3.214 .00 .00 .02 .12 
 10 .494 3.299 .00 .00 .01 .01 
 11 .342 3.968 .00 .07 .04 .03 
 12 .258 4.567 .00 .00 .79 .13 
 13 .145 6.098 .00 .05 .00 .00 
 14 .014 19.405 .99 .87 .02 .34 
3 1 5.265 1.000 .00 .00 .01 .01 
 2 1.441 1.912 .00 .00 .04 .00 
 3 1.056 2.233 .00 .00 .00 .00 
 4 .939 2.368 .00 .01 .01 .06 
 5 .845 2.496 .00 .00 .02 .11 
 6 .750 2.650 .00 .00 .04 .02 
 7 .671 2.801 .00 .00 .03 .19 
 8 .626 2.901 .00 .00 .11 .02 
 9 .519 3.185 .00 .00 .02 .12 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 .00 .00 .00 .00 .00 .01 .00 
2 .04 .06 .00 .02 .01 .00 .09 
3 .13 .13 .00 .08 .00 .01 .01 
4 .05 .01 .00 .00 .42 .04 .02 
5 .02 .01 .00 .14 .02 .01 .15 
6 .15 .05 .00 .00 .07 .00 .37 
7 .15 .01 .02 .13 .04 .05 .00 
8 .24 .00 .00 .04 .12 .07 .01 
9 .02 .03 .00 .20 .02 .10 .00 
10 .07 .09 .00 .00 .02 .30 .11 
11 .00 .00 .00 .00 .07 .05 .12 
12 .01 .41 .00 .07 .04 .01 .03 
13 .06 .06 .01 .03 .11 .01 .01 
14 .06 .01 .89 .02 .01 .20 .07 
15 .03 .12 .07 .25 .04 .13 .02 
2 1 .00 .00 .00 .00 .00 .01 .00 
 2 .05 .06 .00 .04 .01 .00 .09 
 3 .05 .15 .00 .04 .08 .04 .02 
 4 .16 .01 .00 .00 .41 .03 .00 
 5 .08 .04 .00 .04 .04 .00 .57 
 6 .06 .02 .00 .24 .07 .00 .00 
 7 .15 .01 .02 .08 .07 .04 .00 
 8 .23 .00 .00 .06 .16 .06 .01 
 9 .05 .01 .00 .12 .01 .08 .09 
 10 .05 .11 .00 .00 .04 .41 .06 
 11 .02 .02 .02 .00 .00 .01 .05 
 12 .00 .47 .00 .10 .01 .00 .02 
 13 .07 .00 .86 .02 .00 .19 .07 
 14 .04 .10 .09 .25 .08 .11 .01 
3 1 .00  .01 .00 .00 .01 .00 
 2 .08 .00 .06 .01 .00 .14 
 3 .10 .00 .00 .51 .06 .00 
 4 .17 .00 .02 .05 .01 .22 
 5 .01 .00 .22 .02 .00 .18 
 6 .19 .02 .14 .01 .00 .05 
 7 .19 .00 .05 .23 .12 .00 
 8 .06 .00 .00 .08 .28 .15 
 9 .08 .00 .11 .00 .01 .14 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.00 
.00 
.02 
.00 
.01 
.00 
.09 
.01 
.01 
.04 
.27 
.02 
.04 
.18 
.30 
.01 
.01 
.01 
.01 
.04 
.00 
.00 
.00 
.09 
.00 
.13 
.04 
.60 
.01 
.04 
.01 
.04 
.02 
.01 
.02 
.02 
.12 
.00 
.04 
.35 
.25 
.07 
.05 
.01 
.00 
.00 
.01 
.02 
.01 
.02 
.02 
.03 
.05 
.13 
.03 
.02 
.01 
.06 
.02 
.58 
2 1 .01  .01 .00 
 2 .00 .05 .01 
 3 .02 .02 .01 
 4 .01 .01 .02 
 5 .00 .00 .00 
 6 .00 .02 .05 
 7 .09 .13 .05 
 8 .01 .00 .04 
 9 .05 .31 .08 
 10 .09 .20 .02 
 11 .27 .10 .08 
 12 .00 .14 .04 
 13 .17 .01 .03 
 14 .28 .00 .56 
3 1 .01  .01 .00 
 2 .00 .08 .02 
 3 .00 .01 .02 
 4 .03 .01 .02 
 5 .00 .02 .05 
 6 .11 .08 .02 
 7 .01 .01 .02 
 8 .03 .01 .05 
 9 .02 .40 .12 
576 
 
 
 
Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
10 
11 
12 
13 
.391 
.335 
.145 
.016 
3.667 
3.966 
6.027 
18.245 
.00 
.00 
.00 
.99 
.01 
.07 
.05 
.86 
.58 
.03 
.00 
.12 
.07 
.11 
.00 
.29 
4 1 4.982 1.000 .00 .00 .01 .01 
 2 1.273 1.978 .00 .00 .05 .00 
 3 1.039 2.189 .00 .00 .01 .01 
 4 .934 2.309 .00 .01 .01 .05 
 5 .835 2.442 .00 .00 .02 .13 
 6 .706 2.657 .00 .00 .10 .00 
 7 .664 2.738 .00 .00 .13 .23 
 8 .623 2.828 .00 .01 .06 .01 
 9 .422 3.437 .00 .00 .38 .23 
 10 .359 3.723 .00 .07 .08 .04 
 11 .147 5.828 .00 .04 .00 .00 
 12 .016 17.741 .99 .87 .14 .29 
5 1 4.210 1.000 .00 .00 .01 .01 
 2 1.262 1.826 .00 .00 .06 .00 
 3 1.039 2.013 .00 .00 .01 .01 
 4 .932 2.125 .00 .01 .01 .05 
 5 .835 2.246 .00 .00 .02 .14 
 6 .690 2.469 .00 .00 .01 .06 
 7 .636 2.574 .00 .00 .25 .13 
 8 .605 2.639 .00 .00 .01 .03 
 9 .422 3.160 .00 .00 .39 .24 
 10 .352 3.457 .00 .08 .10 .05 
 11 .017 15.646 .99 .90 .13 .28 
6 1 4.175 1.000 .00 .00 .01 .01 
 2 1.138 1.915 .00 .00 .05 .00 
 3 1.032 2.011 .00 .00 .01 .02 
 4 .852 2.214 .00 .00 .06 .18 
 5 .704 2.435 .00 .00 .14 .00 
 6 .675 2.486 .00 .01 .10 .12 
 7 .611 2.614 .00 .00 .08 .08 
 8 .439 3.084 .00 .00 .34 .22 
 9 .356 3.423 .00 .08 .05 .08 
 10 .017 15.450 .99 .90 .16 .28 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
10 
11 
12 
13 
.02 
.01 
.07 
.03 
 .00 
.02 
.86 
.09 
.05 
.03 
.03 
.27 
.00 
.00 
.01 
.06 
.12 
.04 
.20 
.14 
.02 
.02 
.06 
.00 
4 1 .00  .01 .00 .00 .01 .00 
 2 .12 .00 .08 .00 .01 .21 
 3 .05 .00 .00 .60 .05 .02 
 4 .18 .00 .02 .02 .01 .34 
 5 .03 .00 .30 .01 .00 .08 
 6 .30 .01 .06 .02 .01 .01 
 7 .08 .01 .05 .18 .08 .00 
 8 .08 .00 .00 .10 .30 .19 
 9 .00 .00 .18 .01 .18 .07 
 10 .04 .01 .01 .00 .00 .02 
 11 .08 .87 .02 .01 .21 .05 
 12 .03 .09 .27 .06 .14 .00 
5 1 .01   .01 .00 .01 .00 
 2 .13 .07 .00 .01 .23 
 3 .05 .00 .61 .05 .02 
 4 .19 .02 .02 .01 .34 
 5 .04 .30 .00 .01 .08 
 6 .35 .10 .11 .07 .01 
 7 .05 .00 .00 .03 .14 
 8 .06 .00 .19 .37 .05 
 9 .00 .18 .00 .19 .08 
 10 .06 .02 .00 .00 .02 
 11 .06 .29 .05 .24 .02 
6 1 .01   .01 .00 .01  
 2 .27 .11 .01 .02 
 3 .01 .03 .63 .05 
 4 .12 .20 .00 .02 
 5 .07 .14 .11 .15 
 6 .37 .01 .02 .01 
 7 .03 .01 .17 .23 
 8 .00 .18 .01 .27 
 9 .07 .03 .00 .00 
 10 .06 .29 .05 .24 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
10 
11 
12 
13 
.16 
.20 
.18 
.25 
 .13 
.24 
.02 
.00 
.00 
.12 
.03 
.52 
4 1 .01   .00 
 2 .00 .03 
 3 .00 .00 
 4 .02 .02 
 5 .00 .04 
 6 .12 .07 
 7 .05 .00 
 8 .01 .08 
 9 .05 .07 
 10 .31 .12 
 11 .19 .03 
 12 .25 .52 
5 1 .01   .01 
 2 .00 .03 
 3 .00 .01 
 4 .02 .01 
 5 .00 .04 
 6 .06 .07 
 7 .16 .02 
 8 .07 .08 
 9 .06 .07 
 10 .23 .17 
 11 .38 .48 
6 1 .01   .01 
 2 .01 .05 
 3 .00 .00 
 4 .01 .05 
 5 .11 .00 
 6 .00 .13 
 7 .17 .05 
 8 .09 .04 
 9 .21 .20 
 10 .39 .48 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
7 1 4.054 1.000 .00 .00 .01 .01 
 2 1.036 1.978 .00 .00 .04 .01 
 3 .973 2.042 .00 .00 .07 .02 
 4 .797 2.256 .00 .00 .01 .24 
 5 .699 2.408 .00 .01 .22 .01 
 6 .614 2.569 .00 .00 .10 .12 
 7 .439 3.038 .00 .00 .34 .23 
 8 .370 3.308 .00 .09 .05 .08 
 9 .019 14.788 .99 .89 .15 .28 
8 1 3.994 1.000 .00 .00 .01 .01 
 2 .985 2.013 .00 .00 .11 .00 
 3 .805 2.228 .00 .00 .02 .28 
 4 .729 2.340 .00 .01 .05 .00 
 5 .655 2.470 .00 .00 .28 .11 
 6 .441 3.008 .00 .00 .33 .25 
 7 .370 3.284 .00 .10 .05 .08 
 8 .019 14.344 .99 .88 .14 .26 
9 1 3.650 1.000 .00 .01 .02  
 2 .984 1.926 .00 .00 .11 
 3 .730 2.236 .00 .02 .07 
 4 .697 2.288 .00 .00 .17 
 5 .531 2.621 .00 .00 .33 
 6 .381 3.093 .00 .10 .16 
 7 .026 11.842 .99 .88 .16 
10 1 3.312 1.000 .00 .01   
 2 .909 1.909 .00 .01 
 3 .721 2.144 .00 .01 
 4 .619 2.313 .00 .00 
 5 .409 2.846 .00 .09 
 6 .031 10.394 .99 .89 
11 1 2.980 1.000 .01 .01   
 2 .907 1.813 .00 .01 
 3 .664 2.118 .00 .00 
 4 .409 2.699 .01 .10 
 5 .040 8.635 .99 .87 
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Collinearity Diagnostics
a
 
 
 
Model Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
7 1    .01 .00 .01  
 2 .09 .52 .03 
 3 .26 .13 .05 
 4 .01 .02 .01 
 5 .09 .07 .16 
 6 .02 .20 .23 
 7 .18 .01 .28 
 8 .04 .00 .00 
 9 .30 .05 .23 
8 1    .01  .01  
 2 .35 .01 
 3 .00 .07 
 4 .10 .34 
 5 .00 .07 
 6 .20 .24 
 7 .04 .00 
 8 .30 .26 
9 1    .01  .02  
 2 .36 .01 
 3 .08 .39 
 4 .02 .00 
 5 .19 .36 
 6 .00 .03 
 7 .34 .19 
10 1    .01  .02  
 2 .45 .01 
 3 .08 .37 
 4 .15 .35 
 5 .03 .00 
 6 .28 .24 
11 1    .02    
 2 .46 
 3 .22 
 4 .03 
 5 .27 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
7 1 .01   .01 
 2 .00 .00 
 3 .00 .04 
 4 .03 .20 
 5 .10 .02 
 6 .15 .03 
 7 .09 .04 
 8 .22 .15 
 9 .39 .52 
8 1 .01   .01 
 2 .01 .04 
 3 .03 .15 
 4 .01 .09 
 5 .24 .02 
 6 .10 .04 
 7 .22 .15 
 8 .39 .51 
9 1 .02   .01 
 2 .01 .06 
 3 .02 .07 
 4 .25 .20 
 5 .00 .13 
 6 .34 .12 
 7 .36 .40 
10 1 .02   .02 
 2 .06 .06 
 3 .01 .21 
 4 .18 .14 
 5 .42 .20 
 6 .31 .37 
11 1 .03   .03 
 2 .06 .06 
 3 .16 .38 
 4 .44 .21 
 5 .32 .32 
     a. Dependent Variable: Pre-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Rx-2 -.029
b
 -.290 .772 -.026 .707 1.415 
3 Rx-2 -.021
c
 -.219 .827 -.020 .726 1.377 
 Se-2 -.045c -.412 .681 -.037 .574 1.743 
4 Rx-2 -.022
d
 -.231 .817 -.021 .727 1.376 
 Se-2 -.041d -.373 .710 -.033 .576 1.736 
 DisE-2 -.060d -.648 .518 -.058 .782 1.279 
5 Rx-2 -.012
e
 -.125 .901 -.011 .738 1.356 
 Se-2 -.044e -.405 .686 -.036 .577 1.734 
 DisE-2 -.064e -.689 .492 -.061 .784 1.276 
 Ta-2 .088e .867 .387 .077 .651 1.537 
6 Rx-2 -.002
f
 -.024 .981 -.002 .751 1.332 
 Se-2 -.033f -.304 .762 -.027 .587 1.705 
 DisE-2 -.076f -.843 .401 -.074 .825 1.213 
 Ta-2 .073f .724 .470 .064 .671 1.491 
 Prs-2 -.066f -.760 .448 -.067 .898 1.113 
7 Rx-2 -.016
g
 -.172 .864 -.015 .768 1.302 
 Se-2 -.027g -.248 .804 -.022 .588 1.700 
 DisE-2 -.070g -.780 .437 -.068 .828 1.208 
 Ta-2 .057g .570 .570 .050 .686 1.459 
 Prs-2 -.061g -.705 .482 -.062 .901 1.110 
 Re-2 -.086g -.985 .326 -.086 .879 1.138 
8 Rx-2 -.042
h
 -.470 .639 -.041 .846 1.182 
 Se-2 -.011h -.107 .915 -.009 .600 1.667 
 DisE-2 -.065h -.722 .471 -.063 .830 1.204 
 Ta-2 .068h .692 .490 .061 .696 1.436 
 Prs-2 -.055h -.637 .525 -.056 .905 1.105 
 Re-2 -.079h -.906 .367 -.079 .884 1.132 
 PrD-2 -.087h -1.012 .314 -.088 .921 1.086 
9 Rx-2 -.014
i
 -.161 .873 -.014 .932 1.072 
 Se-2 .019i .185 .854 .016 .661 1.514 
 DisE-2 -.059i -.660 .511 -.058 .834 1.199 
 Ta-2 .077i .785 .434 .068 .704 1.421 
 Prs-2 -.048i -.561 .576 -.049 .911 1.098 
 Re-2 -.073i -.835 .405 -.073 .888 1.126 
 PrD-2 -.075i -.883 .379 -.077 .936 1.068 
 Me-2 -.089i -.949 .344 -.083 .763 1.311 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Rx-2 .335 
3 Rx-2 .369 
 Se-2 .335 
4 Rx-2 .371 
 Se-2 .336 
 DisE-2 .371 
5 Rx-2 .376 
 Se-2 .341 
 DisE-2 .375 
 Ta-2 .373 
6 Rx-2 .383 
 Se-2 .351 
 DisE-2 .384 
 Ta-2 .379 
 Prs-2 .378 
7 Rx-2 .409 
 Se-2 .375 
 DisE-2 .408 
 Ta-2 .398 
 Prs-2 .403 
 Re-2 .385 
8 Rx-2 .427 
 Se-2 .396 
 DisE-2 .425 
 Ta-2 .418 
 Prs-2 .421 
 Re-2 .404 
 PrD-2 .410 
9 Rx-2 .501 
 Se-2 .495 
 DisE-2 .501 
 Ta-2 .501 
 Prs-2 .503 
 Re-2 .481 
 PrD-2 .494 
 Me-2 .428 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
10 Rx-2 -.004
j
 -.051 .960 -.004 .941 1.062 
 Se-2 -.033j -.363 .717 -.032 .845 1.183 
 DisE-2 -.086j -1.016 .311 -.088 .952 1.051 
 Ta-2 .082j .834 .406 .072 .705 1.418 
 Prs-2 -.067j -.790 .431 -.069 .954 1.048 
 Re-2 -.066j -.762 .447 -.066 .892 1.122 
 PrD-2 -.064j -.758 .450 -.066 .946 1.057 
 Me-2 -.080j -.857 .393 -.074 .767 1.303 
 En-2 -.101j -1.131 .260 -.098 .848 1.180 
11 Rx-2 .001
k
 .014 .989 .001 .943 1.061 
 Se-2 -.051k -.571 .569 -.049 .860 1.163 
 DisE-2 -.088k -1.044 .298 -.090 .952 1.050 
 Ta-2 .033k .349 .727 .030 .762 1.312 
 Prs-2 -.068k -.809 .420 -.070 .955 1.048 
 Re-2 -.049k -.560 .577 -.048 .904 1.106 
 PrD-2 -.078k -.921 .359 -.080 .957 1.045 
 Me-2 -.029k -.325 .746 -.028 .842 1.187 
 En-2 -.107k -1.196 .234 -.103 .849 1.177 
 Mo-2 -.148k -1.643 .103 -.141 .837 1.195 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
10 Rx-2 .535 
 Se-2 .507 
 DisE-2 .545 
 Ta-2 .539 
 Prs-2 .532 
 Re-2 .519 
 PrD-2 .534 
 Me-2 .462 
 En-2 .508 
11 Rx-2 .627 
 Se-2 .574 
 DisE-2 .645 
 Ta-2 .612 
 Prs-2 .625 
 Re-2 .622 
 PrD-2 .620 
 Me-2 .587 
 En-2 .587 
 Mo-2 .545 
   a. Dependent Variable: Pre-2 
b. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, 
En-2, Dr-2 
c. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Ta-2, En-2, 
Dr-2 
d. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Ta-2, En-2, Dr-2 
e. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
f. Predictors in the Model: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
g. Predictors in the Model: (Constant), OthA-2, PrD-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
h. Predictors in the Model: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Me-2, En-2, Dr-2 
i. Predictors in the Model: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, En-2, Dr-2 
j. Predictors in the Model: (Constant), OthA-2, Wr-2, Chk-2, Mo-2, Dr-2 
k. Predictors in the Model: (Constant), OthA-2, Wr-2, Chk-2, Dr-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.014070384 
-.026981289 
-2.188 
-.856 
.0323450640 
.2635163367 
2.735 
8.364 
.0065553360 
.0000000000 
.000 
.000 
.0094286478 
.0310472825 
1.000 
.985 
139 
139 
139 
139 
a. Dependent Variable: Pre-2 
 
Charts 
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B.17 Social interaction measurement using backward regression 
(variables are activities) 
 
 
 
Appendix B. 17: Social interaction measurement using backward regression (variables are activities) 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 OthA-2, PrD-    
 
 
. 
 
 
 
 
Enter 
 2, Prs-2, Wr- 
 2, Se-2, Re-2, 
 Chk-2, Mo-2, 
 Me-2, DisE-2,    
 Rx-2, Ta-2,    
 En-2, Dr-2
b
    
2    Backward 
    (criterion: 
 . Se-2  Probability of 
    F-to-remove 
    >= .100). 
3    Backward 
    (criterion: 
 . Prs-2  Probability of 
    F-to-remove 
    >= .100). 
4    Backward 
    (criterion: 
 . OthA-2  Probability of 
    F-to-remove 
    >= .100). 
5    Backward 
    (criterion: 
 . DisE-2  Probability of 
    F-to-remove 
    >= .100). 
6    Backward 
    (criterion: 
 . Re-2  Probability of 
    F-to-remove 
    >= .100). 
7    Backward 
    (criterion: 
 . Wr-2  Probability of 
    F-to-remove 
    >= .100). 
8    Backward 
   (criterion: 
. Mo-2  Probability of 
F-to-remove 
>= .100). 
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 a. Dependent Variable: SoI-2 
b. All requested variables entered. 
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Model Summary
i
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
5 
6 
7 
8 
.764
a
 
.763
b
 
.762
c
 
.759
d
 
.755
e
 
.752
f
 
.748
g
 
.744
h
 
.583 
.582 
.580 
.576 
.570 
.566 
.559 
.553 
.536 
.539 
.540 
.539 
.537 
.535 
.532 
.529 
.0921570090 
.0919078405 
.0917831285 
.0919013448 
.0921087318 
.0922488079 
.0925587202 
.0928737333 
 a. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-
2, 
Dr-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-
2 
c. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
f. Predictors: (Constant), PrD-2, Wr-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
g. Predictors: (Constant), PrD-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
h. Predictors: (Constant), PrD-2, Chk-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
i. Dependent Variable: SoI-2 
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ANOVA
a
  
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression 1.474 14 .105 12.396 .000
b
 
 Residual 1.053 124 .008 
 Total 2.527 138 
2 Regression 1.471 13 .113 13.397 .000
c
 
 Residual 1.056 125 .008 
 Total 2.527 138 
3 Regression 1.466 12 .122 14.498 .000
d
 
 Residual 1.061 126 .008 
 Total 2.527 138 
4 Regression 1.454 11 .132 15.655 .000
e
 
 Residual 1.073 127 .008 
 Total 2.527 138 
5 Regression 1.441 10 .144 16.985 .000
f
 
 Residual 1.086 128 .008 
 Total 2.527 138 
6 Regression 1.429 9 .159 18.661 .000
g
 
 Residual 1.098 129 .009 
 Total 2.527 138 
7 Regression 1.413 8 .177 20.621 .000
h
 
 Residual 1.114 130 .009 
 Total 2.527 138 
8 Regression 1.397 7 .200 23.138 .000
i
 
 Residual 1.130 131 .009 
 Total 2.527 138 
a. Dependent Variable: SoI-2 
b. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Se-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, 
Dr-2 
c. Predictors: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
f. Predictors: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
g. Predictors: (Constant), PrD-2, Wr-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
h. Predictors: (Constant), PrD-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
i. Predictors: (Constant), PrD-2, Chk-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .589 .057  
 
-.825 
10.268 .000  
 
.335 Dr-2 -.597 .072 -8.239 .000 
En-2 -.555 .160 -.267 -3.467 .001 .566 
Me-2 -.540 .121 -.338 -4.462 .000 .584 
Re-2 -.329 .272 -.077 -1.212 .228 .837 
Se-2 -.096 .169 -.044 -.570 .570 .558 
Ta-2 -.391 .105 -.270 -3.717 .000 .639 
Wr-2 -.311 .179 -.123 -1.735 .085 .671 
PrD-2 -.364 .206 -.115 -1.768 .080 .798 
Mo-2 -.413 .211 -.138 -1.955 .053 .671 
Prs-2 -1.422 1.623 -.057 -.876 .383 .794 
Chk-2 -.547 .106 -.384 -5.170 .000 .608 
Rx-2 .281 .184 .105 1.524 .130 .707 
DisE-2 -2.407 2.103 -.075 -1.145 .255 .779 
OthA-2 -.168 .127 -.117 -1.328 .187 .437 
2 (Constant) .579 .054  
 
-.808 
10.700 .000  
 
.369  Dr-2 -.584 .069 -8.486 .000 
 En-2 -.597 .142 -.287 -4.210 .000 .718 
 Me-2 -.515 .112 -.322 -4.586 .000 .676 
 Re-2 -.323 .271 -.075 -1.194 .235 .839 
 Ta-2 -.390 .105 -.269 -3.716 .000 .639 
 Wr-2 -.308 .179 -.121 -1.722 .088 .672 
 PrD-2 -.353 .205 -.111 -1.724 .087 .806 
 Mo-2 -.414 .211 -.139 -1.967 .051 .671 
 Prs-2 -1.302 1.605 -.052 -.811 .419 .808 
 Chk-2 -.534 .103 -.375 -5.191 .000 .642 
 Rx-2 .298 .181 .112 1.645 .103 .726 
 DisE-2 -2.336 2.094 -.073 -1.116 .267 .782 
 OthA-2 -.145 .120 -.100 -1.212 .228 .488 
3 (Constant) .575 .054  
 
-.799 
10.684 .000  
 
.374  Dr-2 -.577 .068 -8.462 .000 
 En-2 -.611 .141 -.294 -4.341 .000 .728 
 Me-2 -.506 .112 -.317 -4.535 .000 .682 
 Re-2 -.313 .270 -.073 -1.157 .249 .841 
 Ta-2 -.407 .103 -.280 -3.953 .000 .664 
 Wr-2 -.299 .178 -.118 -1.677 .096 .674 
 PrD-2 -.355 .204 -.112 -1.738 .085 .806 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
2.985 Dr-2 
En-2 1.767 
Me-2 1.712 
Re-2 1.194 
Se-2 1.791 
Ta-2 1.564 
Wr-2 1.491 
PrD-2 1.253 
Mo-2 1.490 
Prs-2 1.259 
Chk-2 1.643 
Rx-2 1.415 
DisE-2 1.284 
OthA-2 2.291 
2 (Constant)  
 
2.711  Dr-2 
 En-2 1.393 
 Me-2 1.479 
 Re-2 1.192 
 Ta-2 1.564 
 Wr-2 1.489 
 PrD-2 1.241 
 Mo-2 1.490 
 Prs-2 1.238 
 Chk-2 1.557 
 Rx-2 1.377 
 DisE-2 1.279 
 OthA-2 2.049 
3 (Constant)  
 
2.671  Dr-2 
 En-2 1.374 
 Me-2 1.466 
 Re-2 1.190 
 Ta-2 1.505 
 Wr-2 1.483 
 PrD-2 1.241 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Mo-2 
Chk-2 Rx-
2 
DisE-2 
OthA-2 
-.399 
-.528 
.320 
-2.723 
-.137 
.209 
.102 
.179 
2.036 
.119 
-.134 
-.371 
.120 
-.085 
-.095 
-1.905 
-5.157 
1.791 
-1.338 
-1.152 
.059 
.000 
.076 
.183 
.251 
.676 
.645 
.743 
.824 
.491 
4 (Constant) .530 .037  
 
-.740 
14.507 .000  
 
.529  Dr-2 -.535 .057 -9.309 .000 
 En-2 -.575 .137 -.277 -4.185 .000 .764 
 Me-2 -.447 .099 -.280 -4.505 .000 .865 
 Re-2 -.340 .269 -.079 -1.262 .209 .847 
 Ta-2 -.372 .099 -.256 -3.777 .000 .726 
 Wr-2 -.251 .173 -.099 -1.445 .151 .714 
 PrD-2 -.327 .203 -.103 -1.612 .109 .817 
 Mo-2 -.345 .204 -.116 -1.689 .094 .712 
 Chk-2 -.485 .096 -.341 -5.080 .000 .743 
 Rx-2 .348 .177 .130 1.962 .052 .757 
 DisE-2 -2.554 2.033 -.080 -1.256 .211 .829 
5 (Constant) .529 .037  
 
-.750 
14.452 .000  
 
.535  Dr-2 -.542 .057 -9.475 .000 
 En-2 -.637 .129 -.307 -4.956 .000 .877 
 Me-2 -.441 .099 -.276 -4.436 .000 .867 
 Re-2 -.318 .270 -.074 -1.180 .240 .851 
 Ta-2 -.374 .099 -.258 -3.788 .000 .726 
 Wr-2 -.250 .174 -.098 -1.435 .154 .714 
 PrD-2 -.316 .203 -.100 -1.555 .122 .819 
 Mo-2 -.345 .205 -.116 -1.684 .095 .712 
 Chk-2 -.485 .096 -.340 -5.061 .000 .743 
 Rx-2 .350 .178 .131 1.966 .051 .757 
6 (Constant) .515 .035  
 
-.719 
14.798 .000  
 
.605  Dr-2 -.520 .054 -9.632 .000 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
Mo-2 1.478 
Chk-2 1.551 
Rx-2 1.345 
DisE-2 1.213 
OthA-2 2.036 
4 (Constant)  
 
1.889  Dr-2 
 En-2 1.308 
 Me-2 1.156 
 Re-2 1.180 
 Ta-2 1.377 
 Wr-2 1.401 
 PrD-2 1.223 
 Mo-2 1.405 
 Chk-2 1.346 
 Rx-2 1.321 
 DisE-2 1.207 
5 (Constant)  
 
1.868  Dr-2 
 En-2 1.140 
 Me-2 1.153 
 Re-2 1.176 
 Ta-2 1.377 
 Wr-2 1.401 
 PrD-2 1.221 
 Mo-2 1.405 
 Chk-2 1.346 
 Rx-2 1.321 
6 (Constant) 
Dr-2 
 
 
1.653 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
En-2 -.625 .128 -.301 -4.868 .000 .883 
Me-2 -.432 .099 -.270 -4.352 .000 .872 
Ta-2 -.387 .098 -.267 -3.938 .000 .735 
Wr-2 -.238 .174 -.094 -1.369 .173 .716 
PrD-2 -.290 .202 -.091 -1.433 .154 .829 
Mo-2 -.306 .203 -.103 -1.513 .133 .730 
Chk-2 -.468 .095 -.328 -4.933 .000 .760 
Rx-2 .323 .177 .121 1.830 .070 .769 
7 (Constant) .491 .030  
 
-.670 
16.421 .000  
 
.779  Dr-2 -.485 .048 -10.159 .000 
 En-2 -.578 .124 -.278 -4.657 .000 .950 
 Me-2 -.431 .100 -.270 -4.328 .000 .872 
 Ta-2 -.392 .099 -.270 -3.981 .000 .736 
 PrD-2 -.284 .203 -.089 -1.399 .164 .829 
 Mo-2 -.278 .202 -.093 -1.376 .171 .738 
 Chk-2 -.438 .093 -.307 -4.729 .000 .803 
 Rx-2 .328 .177 .123 1.854 .066 .770 
8 (Constant) .479 .029  
 
-.649 
16.639 .000  
 
.823  Dr-2 -.469 .047 -10.081 .000 
 En-2 -.600 .124 -.289 -4.854 .000 .966 
 Me-2 -.404 .098 -.253 -4.124 .000 .908 
 Ta-2 -.440 .093 -.303 -4.754 .000 .840 
 PrD-2 -.336 .200 -.106 -1.680 .095 .859 
 Chk-2 -.416 .092 -.292 -4.547 .000 .826 
 Rx-2 .366 .176 .137 2.086 .039 .789 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
En-2 1.132 
Me-2 1.146 
Ta-2 1.360 
Wr-2 1.397 
PrD-2 1.207 
Mo-2 1.370 
Chk-2 1.316 
Rx-2 1.300 
7 (Constant)  
 
1.284  Dr-2 
 En-2 1.053 
 Me-2 1.146 
 Ta-2 1.358 
 PrD-2 1.206 
 Mo-2 1.355 
 Chk-2 1.246 
 Rx-2 1.299 
8 (Constant)  
 
1.216  Dr-2 
 En-2 1.036 
 Me-2 1.101 
 Ta-2 1.190 
 PrD-2 1.164 
 Chk-2 1.210 
 Rx-2 1.268 
  a. Dependent Variable: SoI-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 5.850 1.000 .00 .00 .00 .00 
2 1.609 1.907 .00 .00 .04 .00 
3 1.116 2.290 .00 .00 .01 .01 
4 1.087 2.319 .00 .00 .00 .02 
5 .931 2.506 .00 .00 .01 .06 
6 .874 2.587 .00 .00 .00 .05 
7 .739 2.814 .00 .00 .01 .01 
8 .670 2.954 .00 .00 .04 .17 
9 .568 3.208 .00 .00 .01 .08 
10 .496 3.435 .00 .00 .02 .00 
11 .441 3.640 .00 .01 .00 .01 
12 .266 4.686 .00 .01 .77 .04 
13 .194 5.490 .00 .11 .06 .16 
14 .144 6.374 .00 .03 .00 .00 
15 .014 20.612 .99 .83 .02 .37 
2 1 5.749 1.000 .00 .00 .01 .00 
 2 1.462 1.983 .00 .00 .04 .00 
 3 1.090 2.296 .00 .00 .00 .02 
 4 .961 2.446 .00 .01 .00 .00 
 5 .915 2.507 .00 .00 .02 .15 
 6 .750 2.768 .00 .00 .04 .01 
 7 .683 2.901 .00 .00 .00 .10 
 8 .655 2.962 .00 .00 .15 .12 
 9 .545 3.249 .00 .00 .00 .07 
 10 .442 3.608 .00 .01 .00 .01 
 11 .389 3.846 .00 .00 .62 .08 
 12 .200 5.365 .00 .13 .00 .13 
 13 .144 6.308 .00 .04 .00 .00 
 14 .015 19.265 .99 .81 .12 .30 
3 1 5.705 1.000 .00 .00 .01 .00 
 2 1.284 2.108 .00 .00 .05 .00 
 3 1.083 2.295 .00 .00 .01 .02 
 4 .916 2.496 .00 .00 .01 .15 
 5 .824 2.632 .00 .01 .11 .00 
 6 .724 2.808 .00 .00 .00 .02 
 7 .673 2.911 .00 .00 .04 .18 
 8 .565 3.177 .00 .00 .02 .11 
 9 .468 3.491 .00 .01 .00 .01 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.00 
.04 
.13 
.05 
.02 
.15 
.15 
.24 
.02 
.07 
.00 
.01 
.06 
.06 
.03 
.00 
.06 
.13 
.01 
.01 
.05 
.01 
.00 
.03 
.09 
.00 
.41 
.06 
.01 
.12 
.00 
.00 
.00 
.00 
.00 
.00 
.02 
.00 
.00 
.00 
.00 
.00 
.01 
.89 
.07 
.00 
.02 
.08 
.00 
.14 
.00 
.13 
.04 
.20 
.00 
.00 
.07 
.03 
.02 
.25 
.00 
.01 
.00 
.42 
.02 
.07 
.04 
.12 
.02 
.02 
.07 
.04 
.11 
.01 
.04 
.01 
.00 
.01 
.04 
.01 
.00 
.05 
.07 
.10 
.30 
.05 
.01 
.01 
.20 
.13 
.00 
.09 
.01 
.02 
.15 
.37 
.00 
.01 
.00 
.11 
.12 
.03 
.01 
.07 
.02 
2 1 .00  .00 .00 .00 .01 .00 
 2 .06 .00 .05 .02 .00 .15 
 3 .11 .00 .02 .38 .02 .01 
 4 .03 .00 .12 .10 .05 .23 
 5 .15 .00 .06 .01 .00 .00 
 6 .18 .02 .11 .01 .00 .07 
 7 .07 .00 .00 .15 .30 .07 
 8 .16 .00 .09 .02 .06 .16 
 9 .07 .00 .16 .04 .01 .08 
 10 .00 .00 .00 .07 .03 .13 
 11 .01 .00 .07 .00 .12 .01 
 12 .06 .01 .01 .14 .03 .00 
 13 .06 .88 .02 .01 .21 .07 
 14 .03 .08 .27 .04 .15 .01 
3 1 .00  .00 .00 .00 .01  
 2 .14 .00 .10 .02 .00 
 3 .06 .00 .00 .46 .03 
 4 .12 .00 .09 .01 .01 
 5 .00 .00 .10 .02 .11 
 6 .18 .02 .09 .03 .17 
 7 .27 .00 .03 .14 .07 
 8 .05 .00 .20 .01 .01 
 9 .00 .00 .00 .11 .09 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
1 1 .00 .01 .01 .00 
2 .00 .01 .04 .01 
3 .02 .01 .02 .02 
4 .00 .01 .01 .01 
5 .01 .04 .02 .02 
6 .00 .00 .02 .02 
7 .09 .00 .12 .03 
8 .01 .00 .00 .05 
9 .01 .09 .04 .13 
10 .04 .00 .35 .03 
11 .27 .13 .25 .02 
12 .02 .04 .07 .01 
13 .04 .60 .05 .06 
14 .18 .01 .01 .02 
15 .30 .04 .00 .58 
2 1 .01 .01 .01 .00 
 2 .00 .01 .08 .02 
 3 .00 .02 .00 .02 
 4 .00 .02 .00 .00 
 5 .03 .02 .03 .05 
 6 .11 .00 .08 .03 
 7 .00 .02 .02 .02 
 8 .02 .02 .00 .02 
 9 .00 .04 .17 .20 
 10 .26 .14 .30 .02 
 11 .06 .01 .26 .01 
 12 .06 .65 .02 .05 
 13 .19 .01 .02 .03 
 14 .26 .02 .00 .53 
3 1 .01 .01 .01 .00 
 2 .00 .00 .10 .03 
 3 .00 .02 .01 .01 
 4 .02 .03 .03 .05 
 5 .06 .05 .06 .01 
 6 .05 .02 .05 .02 
 7 .00 .00 .01 .06 
 8 .01 .03 .23 .14 
 9 .27 .15 .14 .07 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
10 
11 
12 
13 
.389 
.200 
.153 
.016 
3.828 
5.337 
6.114 
19.125 
.00 
.00 
.00 
.99 
.00 
.12 
.04 
.81 
.61 
.00 
.00 
.13 
.08 
.13 
.00 
.30 
4 1 5.409 1.000 .00 .00 .01 .01 
 2 1.222 2.104 .00 .00 .07 .00 
 3 1.062 2.257 .00 .00 .00 .06 
 4 .857 2.513 .00 .00 .00 .10 
 5 .810 2.584 .00 .01 .13 .02 
 6 .712 2.756 .00 .00 .00 .06 
 7 .634 2.921 .00 .00 .04 .35 
 8 .490 3.322 .00 .01 .02 .02 
 9 .391 3.718 .00 .00 .63 .11 
 10 .220 4.956 .02 .15 .00 .15 
 11 .159 5.824 .00 .01 .00 .01 
 12 .032 13.004 .97 .80 .10 .11 
5 1 5.132 1.000 .00 .00 .01 .01 
 2 1.063 2.198 .00 .00 .01 .05 
 3 1.058 2.203 .00 .01 .07 .01 
 4 .857 2.448 .00 .00 .00 .10 
 5 .776 2.571 .00 .01 .20 .03 
 6 .667 2.773 .00 .00 .19 .22 
 7 .602 2.921 .00 .01 .04 .16 
 8 .431 3.451 .00 .01 .36 .15 
 9 .223 4.794 .02 .15 .02 .13 
 10 .159 5.673 .00 .01 .00 .01 
 11 .032 12.663 .97 .81 .10 .11 
6 1 5.024 1.000 .00 .00 .01 .01 
 2 1.060 2.178 .00 .00 .02 .05 
 3 .969 2.277 .00 .00 .06 .08 
 4 .799 2.508 .00 .01 .20 .00 
 5 .671 2.737 .00 .00 .13 .31 
 6 .618 2.851 .00 .01 .09 .15 
 7 .432 3.412 .00 .01 .37 .15 
 8 .230 4.672 .02 .18 .02 .13 
 9 .162 5.562 .00 .01 .00 .02 
 10 .036 11.819 .97 .77 .10 .11 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
10 
11 
12 
13 
.02 
.05 
.07 
.02 
 .00 
.02 
.85 
.09 
.07 
.01 
.03 
.27 
.00 
.15 
.01 
.04 
.12 
.04 
.21 
.14 
 
4 1 .00  .01 .00 .00 .01  
 2 .11 .00 .13 .08 .00 
 3 .09 .00 .03 .42 .03 
 4 .34 .00 .13 .00 .05 
 5 .18 .00 .03 .01 .08 
 6 .01 .02 .07 .08 .23 
 7 .07 .00 .24 .13 .01 
 8 .02 .00 .01 .08 .09 
 9 .03 .00 .06 .00 .15 
 10 .03 .00 .00 .14 .02 
 11 .02 .95 .01 .03 .23 
 12 .11 .01 .28 .03 .11 
5 1 .00  .01 .00 .00 .01  
 2 .18 .00 .10 .25 .03 
 3 .10 .00 .14 .28 .00 
 4 .31 .00 .15 .01 .05 
 5 .15 .00 .01 .00 .20 
 6 .01 .02 .01 .12 .10 
 7 .07 .00 .21 .10 .00 
 8 .00 .00 .09 .03 .25 
 9 .03 .00 .00 .15 .01 
 10 .02 .95 .01 .03 .23 
 11 .12 .01 .28 .03 .11 
6 1   .01 .00 .00 .01  
 2 .00 .01 .54 .02 
 3 .00 .42 .00 .00 
 4 .00 .00 .00 .26 
 5 .02 .01 .15 .11 
 6 .00 .15 .08 .00 
 7 .00 .08 .03 .26 
 8 .01 .01 .14 .01 
 9 .93 .01 .04 .24 
 10 .03 .30 .02 .09 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
10 
11 
12 
13 
.04 
.07 
.20 
.26 
.01 
.65 
.00 
.02 
.33 
.03 
.00 
.00 
.01 
.05 
.03 
.53 
4 1 .01 .01 .01  
 2 .00 .00 .13 
 3 .00 .02 .00 
 4 .00 .07 .00 
 5 .07 .02 .07 
 6 .08 .03 .09 
 7 .00 .03 .04 
 8 .31 .07 .31 
 9 .07 .00 .33 
 10 .03 .71 .02 
 11 .28 .03 .00 
 12 .15 .00 .00 
5 1 .01 .01   
 2 .00 .02 
 3 .00 .01 
 4 .00 .07 
 5 .02 .03 
 6 .11 .00 
 7 .16 .08 
 8 .23 .01 
 9 .03 .73 
 10 .28 .03 
 11 .15 .00 
6 1 .01 .01   
 2 .00 .02 
 3 .00 .02 
 4 .01 .09 
 5 .08 .00 
 6 .21 .09 
 7 .24 .02 
 8 .01 .68 
 9 .30 .07 
 10 .13 .01 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
7 1 4.876 1.000 .00 .00 .01 .01 
 2 1.057 2.147 .00 .00 .02 .06 
 3 .799 2.470 .00 .01 .24 .00 
 4 .703 2.634 .00 .01 .02 .54 
 5 .661 2.716 .00 .01 .31 .03 
 6 .457 3.267 .00 .01 .33 .07 
 7 .232 4.589 .02 .24 .03 .11 
 8 .165 5.437 .00 .01 .00 .03 
 9 .050 9.863 .97 .70 .04 .16 
8 1 4.515 1.000 .00 .01 .01 .01 
 2 1.042 2.082 .00 .00 .03 .05 
 3 .713 2.516 .00 .01 .18 .33 
 4 .693 2.553 .00 .00 .48 .18 
 5 .539 2.894 .00 .03 .15 .17 
 6 .234 4.397 .03 .21 .06 .13 
 7 .211 4.631 .00 .07 .03 .00 
 8 .054 9.166 .97 .67 .06 .13 
 
Collinearity Diagnostics
a
 
 
 
Model Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
7 1   .01  .00 .01  
 2 .00 .54 .02 
 3 .00 .00 .26 
 4 .00 .17 .01 
 5 .02 .03 .10 
 6 .00 .06 .24 
 7 .02 .14 .00 
 8 .89 .04 .28 
 9 .06 .02 .08 
8 1   .01  .00   
 2 .00 .58 
 3 .01 .20 
 4 .00 .01 
 5 .02 .02 
 6 .00 .13 
 7 .78 .00 
 8 .18 .05 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 OthA-2 
7 1 .01 .01   
 2 .00 .03 
 3 .02 .08 
 4 .00 .06 
 5 .20 .04 
 6 .35 .03 
 7 .01 .67 
 8 .33 .08 
 9 .07 .01 
8 1 .01 .01   
 2 .00 .04 
 3 .03 .06 
 4 .12 .03 
 5 .32 .12 
 6 .09 .74 
 7 .39 .00 
 8 .04 .00 
     a. Dependent Variable: SoI-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Se-2 -.044
b
 -.570 .570 -.051 .558 1.791 
3 Se-2 -.035
c
 -.461 .646 -.041 .568 1.761 
 Prs-2 -.052c -.811 .419 -.072 .808 1.238 
4 Se-2 -.006
d
 -.076 .940 -.007 .630 1.587 
 Prs-2 -.046d -.716 .475 -.064 .813 1.230 
 OthA-2 -.095d -1.152 .251 -.102 .491 2.036 
5 Se-2 .000
e
 .003 .997 .000 .633 1.581 
 Prs-2 -.062e -.988 .325 -.087 .859 1.164 
 OthA-2 -.087e -1.055 .293 -.093 .494 2.025 
 DisE-2 -.080e -1.256 .211 -.111 .829 1.207 
6 Se-2 .005
f
 .067 .947 .006 .635 1.576 
 Prs-2 -.056f -.901 .369 -.079 .864 1.158 
 OthA-2 -.095f -1.159 .249 -.102 .498 2.008 
 DisE-2 -.075f -1.174 .242 -.103 .832 1.202 
 Re-2 -.074f -1.180 .240 -.104 .851 1.176 
7 Se-2 -.001
g
 -.009 .993 -.001 .637 1.571 
 Prs-2 -.053g -.843 .401 -.074 .865 1.156 
 OthA-2 -.064g -.793 .429 -.070 .528 1.893 
 DisE-2 -.074g -1.169 .245 -.102 .832 1.202 
 Re-2 -.069g -1.097 .275 -.096 .853 1.172 
 Wr-2 -.094g -1.369 .173 -.120 .716 1.397 
8 Se-2 -.011
h
 -.144 .886 -.013 .643 1.556 
 Prs-2 -.048h -.760 .449 -.067 .868 1.152 
 OthA-2 -.038h -.486 .628 -.043 .552 1.810 
 DisE-2 -.075h -1.178 .241 -.103 .832 1.202 
 Re-2 -.054h -.866 .388 -.076 .874 1.144 
 Wr-2 -.083h -1.216 .226 -.106 .724 1.382 
 Mo-2 -.093h -1.376 .171 -.120 .738 1.355 
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Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Se-2 .335 
3 Se-2 .343 
 Prs-2 .369 
4 Se-2 .519 
 Prs-2 .525 
 OthA-2 .374 
5 Se-2 .524 
 Prs-2 .533 
 OthA-2 .375 
 DisE-2 .529 
6 Se-2 .594 
 Prs-2 .604 
 OthA-2 .397 
 DisE-2 .594 
 Re-2 .535 
7 Se-2 .637 
 Prs-2 .703 
 OthA-2 .528 
 DisE-2 .736 
 Re-2 .681 
 Wr-2 .605 
8 Se-2 .643 
 Prs-2 .773 
 OthA-2 .552 
 DisE-2 .789 
 Re-2 .734 
 Wr-2 .646 
 Mo-2 .736 
 a. Dependent Variable: SoI-2 
b. Predictors in the Model: (Constant), OthA-2, PrD-2, Prs-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, 
En-2, Dr-2 
c. Predictors in the Model: (Constant), OthA-2, PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, 
Dr-2 
d. Predictors in the Model: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, DisE-2, Rx-2, Ta-2, En-2, Dr-2 
e. Predictors in the Model: (Constant), PrD-2, Wr-2, Re-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
f. Predictors in the Model: (Constant), PrD-2, Wr-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
g. Predictors in the Model: (Constant), PrD-2, Chk-2, Mo-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
   h. Predictors in the Model: (Constant), PrD-2, Chk-2, Me-2, Rx-2, Ta-2, En-2, Dr-2 
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Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.044923980 
-.205014750 
-1.993 
-2.207 
.4340715110 
.2985881567 
2.768 
3.215 
.1555858419 
.0000000000 
.000 
.000 
.1006162297 
.0904875872 
1.000 
.974 
139 
139 
139 
139 
a. Dependent Variable: SoI-2 
 
 
Charts 
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B.18 Other activities measurement using backward regression 
(variables are activities) 
 
Appendix B. 18: Other activities measurement using backward regression (variables are activities) 
Variables Entered/Removed
a
  
 
 
Model 
Variables 
Entered 
Variables 
Removed 
 
Method 
1 SoI-2, Se -2,  
 
 
 
 
 
. 
 
 
 
 
 
Enter 
 Pre-2, Pr D-2, 
 Re-2, Prs-2, 
 Me-2, Ch 
Wr-2, Mo 
k-2, 
-2, 
 DisE-2, Rx-2,    
 Br-2, Ta-2,    
 En-2, Dr- 2b    
2     Backward 
     (criterion: 
  . Re-2  Probability of 
     F-to-remove 
     >= .100). 
3     Backward 
     (criterion: 
  . DisE-2  Probability of 
     F-to-remove 
     >= .100). 
4     Backward 
    (criterion: 
 . Rx-2  Probability of 
F-to-remove 
>= .100). 
 a. Dependent Variable: OthA-2 
b. All requested variables entered. 
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Model Summary
e
  
 
 
Model 
 
R 
 
R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 
2 
3 
4 
.795
a
 
.793
b
 
.792
c
 
.787
d
 
.631 
.629 
.627 
.619 
.583 
.584 
.585 
.580 
.0604796303 
.0604183944 
.0603484272 
.0607242951 
 a. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Re-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, DisE-2, Rx-2, Br-2, 
Ta-2, En-2, Dr-2 
b. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, DisE-2, Rx-2, Br-2, Ta-2, 
En-2, Dr-2 
c. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Rx-2, Br-2, Ta-2, En-2, Dr-2 
d. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Br-2, Ta-2, En-2, Dr-2 
e. Dependent Variable: OthA-2 
 
 
 
 
ANOVA
a
  
 
 
Model 
Sum of 
Squares 
 
df 
 
Mean Square 
 
F 
 
Sig. 
1 Regression .765 16 .048 13.064 .000
b
 
 Residual .446 122 .004 
 Total 1.211 138 
2 Regression .762 15 .051 13.913 .000
c
 
 Residual .449 123 .004 
 Total 1.211 138 
3 Regression .759 14 .054 14.891 .000
d
 
 Residual .452 124 .004 
 Total 1.211 138 
4 Regression .750 13 .058 15.644 .000
e
 
 Residual .461 125 .004 
 Total 1.211 138 
a. Dependent Variable: OthA-2 
b. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Re-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, DisE-2, Rx-2, Br-2, 
Ta-2, En-2, Dr-2 
c. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, DisE-2, Rx-2, Br-2, Ta-2, 
En-2, Dr-2 
d. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Rx-2, Br-2, Ta-2, En-2, Dr-2 
e. Predictors: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Br-2, Ta-2, En-2, Dr-2 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
1 (Constant) .543 .055  
 
-1.055 
9.812 .000  
 
.205 Dr-2 -.528 .061 -8.690 .000 
En-2 -.199 .114 -.138 -1.744 .084 .482 
Me-2 -.637 .078 -.576 -8.200 .000 .612 
Re-2 -.166 .192 -.056 -.867 .388 .725 
Se-2 -.512 .109 -.340 -4.701 .000 .578 
Ta-2 -.299 .074 -.297 -4.051 .000 .560 
Wr-2 -.577 .127 -.329 -4.558 .000 .580 
PrD-2 -.474 .148 -.216 -3.206 .002 .668 
Mo-2 -.497 .139 -.241 -3.567 .001 .663 
Prs-2 -2.084 1.066 -.121 -1.955 .053 .793 
Chk-2 -.527 .077 -.535 -6.875 .000 .499 
Rx-2 -.172 .122 -.093 -1.410 .161 .697 
DisE-2 -1.218 1.390 -.055 -.876 .383 .768 
Br-2 -.321 .102 -.242 -3.136 .002 .506 
Pre-2 -.616 .170 -.214 -3.628 .000 .872 
SoI-2 -.144 .060 -.209 -2.405 .018 .401 
2 (Constant) .522 .050  
 
-1.007 
10.502 .000  
 
.259  Dr-2 -.504 .054 -9.340 .000 
 En-2 -.186 .113 -.129 -1.647 .102 .490 
 Me-2 -.621 .075 -.562 -8.236 .000 .648 
 Se-2 -.499 .108 -.331 -4.629 .000 .590 
 Ta-2 -.298 .074 -.296 -4.040 .000 .561 
 Wr-2 -.555 .124 -.316 -4.480 .000 .605 
 PrD-2 -.442 .143 -.201 -3.091 .002 .712 
 Mo-2 -.471 .136 -.228 -3.465 .001 .694 
 Prs-2 -1.990 1.059 -.115 -1.878 .063 .801 
 Chk-2 -.507 .073 -.514 -6.953 .000 .552 
 Rx-2 -.189 .120 -.102 -1.581 .116 .718 
 DisE-2 -1.171 1.387 -.053 -.844 .400 .769 
 Br-2 -.292 .097 -.220 -3.022 .003 .568 
 Pre-2 -.592 .167 -.205 -3.536 .001 .898 
 SoI-2 -.135 .059 -.195 -2.291 .024 .414 
3 (Constant) .522 .050  
 
-1.014 
10.514 .000  
 
.261  Dr-2 -.508 .054 -9.451 .000 
 En-2 -.211 .109 -.147 -1.939 .055 .526 
 Me-2 -.619 .075 -.560 -8.222 .000 .649 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
 
VIF 
1 (Constant)  
 
4.879 Dr-2 
En-2 2.076 
Me-2 1.634 
Re-2 1.378 
Se-2 1.729 
Ta-2 1.785 
Wr-2 1.725 
PrD-2 1.497 
Mo-2 1.508 
Prs-2 1.261 
Chk-2 2.002 
Rx-2 1.435 
DisE-2 1.302 
Br-2 1.977 
Pre-2 1.146 
SoI-2 2.492 
2 (Constant)  
 
3.855  Dr-2 
 En-2 2.041 
 Me-2 1.543 
 Se-2 1.694 
 Ta-2 1.784 
 Wr-2 1.653 
 PrD-2 1.404 
 Mo-2 1.440 
 Prs-2 1.249 
 Chk-2 1.813 
 Rx-2 1.394 
 DisE-2 1.300 
 Br-2 1.761 
 Pre-2 1.114 
 SoI-2 2.414 
3 (Constant)  
 
3.829  Dr-2 
 En-2 1.900 
 Me-2 1.541 
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Coefficients
a
 
 
 
 
Model 
 
Unstandardized Coefficients 
Standardized 
Coefficients 
 
 
 
t 
 
 
 
Sig. 
Collinearity 
Statistics 
 
B Std. Error Beta Tolerance 
Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 Br-
2 
Pre-2 
SoI-2 
-.498 
-.296 
-.557 
-.440 
-.473 
-2.194 
-.506 
-.191 
-.300 
-.586 
-.131 
.108 
.074 
.124 
.143 
.136 
1.030 
.073 
.120 
.096 
.167 
.059 
-.330 
-.295 
-.318 
-.200 
-.229 
-.127 
-.514 
-.104 
-.226 
-.203 
-.189 
-4.627 
-4.024 
-4.507 
-3.078 
-3.481 
-2.129 
-6.954 
-1.601 
-3.125 
-3.509 
-2.231 
.000 
.000 
.000 
.003 
.001 
.035 
.000 
.112 
.002 
.001 
.027 
.590 
.561 
.605 
.712 
.694 
.845 
.552 
.718 
.573 
.899 
.417 
4 (Constant) .528 .050  
 
-1.053 
10.586 .000  
 
.275  Dr-2 -.527 .053 -10.008 .000 
 En-2 -.230 .109 -.160 -2.112 .037 .533 
 Me-2 -.600 .075 -.543 -8.022 .000 .664 
 Se-2 -.482 .108 -.320 -4.472 .000 .595 
 Ta-2 -.325 .072 -.323 -4.518 .000 .596 
 Wr-2 -.565 .124 -.322 -4.540 .000 .606 
 PrD-2 -.520 .134 -.237 -3.870 .000 .814 
 Mo-2 -.448 .136 -.217 -3.296 .001 .704 
 Prs-2 -1.965 1.027 -.114 -1.914 .058 .861 
 Chk-2 -.504 .073 -.511 -6.883 .000 .552 
 Br-2 -.315 .096 -.238 -3.284 .001 .579 
 Pre-2 -.596 .168 -.207 -3.551 .001 .900 
 SoI-2 -.146 .058 -.211 -2.499 .014 .428 
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Coefficients
a
 
 
 
 
Model 
Collinearity 
Statistics 
VIF 
Se-2 
Ta-2 
Wr-2 
PrD-2 
Mo-2 
Prs-2 
Chk-2 
Rx-2 Br-
2 
Pre-2 
SoI-2 
1.694 
1.783 
1.652 
1.404 
1.440 
1.184 
1.813 
1.393 
1.744 
1.112 
2.398 
4 (Constant)  
 
3.635  Dr-2 
 En-2 1.878 
 Me-2 1.505 
 Se-2 1.680 
 Ta-2 1.679 
 Wr-2 1.650 
 PrD-2 1.229 
 Mo-2 1.420 
 Prs-2 1.161 
 Chk-2 1.812 
 Br-2 1.726 
 Pre-2 1.111 
 SoI-2 2.338 
  a. Dependent Variable: OthA-2 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
1 1 6.741 1.000 .00 .00 .00 .00 
2 1.646 2.024 .00 .00 .04 .00 
3 1.145 2.427 .00 .00 .00 .01 
4 1.083 2.495 .00 .00 .00 .03 
5 1.001 2.594 .00 .00 .00 .00 
6 .922 2.705 .00 .00 .01 .05 
7 .829 2.851 .00 .00 .00 .04 
8 .755 2.989 .00 .00 .00 .01 
9 .687 3.132 .00 .00 .05 .23 
10 .522 3.595 .00 .00 .00 .05 
11 .497 3.682 .00 .00 .01 .02 
12 .389 4.165 .00 .01 .00 .01 
13 .269 5.003 .00 .00 .67 .09 
14 .215 5.600 .00 .06 .00 .11 
15 .164 6.407 .00 .01 .02 .01 
16 .129 7.225 .00 .04 .00 .00 
17 .007 31.913 1.00 .88 .18 .33 
2 1 6.638 1.000 .00 .00 .00 .00 
 2 1.610 2.031 .00 .00 .04 .00 
 3 1.132 2.421 .00 .00 .00 .02 
 4 1.062 2.500 .00 .00 .00 .03 
 5 .966 2.622 .00 .00 .00 .02 
 6 .918 2.689 .00 .00 .01 .03 
 7 .757 2.961 .00 .00 .00 .02 
 8 .695 3.089 .00 .00 .05 .26 
 9 .527 3.549 .00 .00 .00 .04 
 10 .502 3.638 .00 .00 .02 .04 
 11 .391 4.122 .00 .01 .00 .01 
 12 .270 4.954 .00 .01 .68 .09 
 13 .224 5.448 .00 .07 .00 .12 
 14 .168 6.277 .00 .01 .02 .02 
 15 .132 7.091 .00 .05 .00 .01 
 16 .008 28.385 1.00 .85 .17 .29 
3 1 6.359 1.000 .00 .00 .00 .00 
 2 1.487 2.068 .00 .00 .06 .00 
 3 1.102 2.403 .00 .00 .00 .04 
 4 1.030 2.484 .00 .00 .00 .00 
 5 .965 2.567 .00 .00 .00 .02 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
.00 
.02 
.03 
.05 
.08 
.01 
.42 
.02 
.04 
.01 
.02 
.01 
.00 
.04 
.03 
.02 
.20 
.00 
.06 
.13 
.01 
.01 
.04 
.01 
.01 
.00 
.07 
.07 
.00 
.44 
.00 
.09 
.00 
.06 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.02 
.00 
.00 
.00 
.02 
.01 
.00 
.10 
.68 
.16 
.00 
.02 
.06 
.03 
.05 
.03 
.07 
.06 
.00 
.14 
.07 
.05 
.06 
.02 
.02 
.02 
.31 
.00 
.01 
.07 
.27 
.02 
.06 
.01 
.02 
.11 
.00 
.01 
.07 
.01 
.14 
.00 
.03 
.18 
.00 
.01 
.04 
.01 
.00 
.01 
.01 
.05 
.07 
.28 
.13 
.03 
.00 
.02 
.01 
.23 
.10 
.00 
.09 
.01 
.00 
.09 
.22 
.07 
.10 
.08 
.00 
.19 
.03 
.02 
.00 
.02 
.06 
.02 
2 1  .00 .00 .00 .00 .00 .00 
 2 .07 .00 .02 .01 .00 .10 
 3 .10 .00 .04 .18 .05 .02 
 4 .03 .00 .04 .15 .00 .03 
 5 .00 .00 .19 .03 .00 .06 
 6 .05 .01 .00 .09 .01 .22 
 7 .01 .01 .05 .02 .06 .14 
 8 .00 .01 .00 .12 .05 .09 
 9 .09 .00 .08 .00 .38 .00 
 10 .04 .00 .12 .01 .07 .19 
 11 .01 .02 .04 .08 .04 .02 
 12 .46 .01 .05 .01 .00 .03 
 13 .00 .00 .05 .13 .01 .00 
 14 .09 .14 .03 .00 .03 .03 
 15 .00 .60 .02 .04 .23 .05 
 16 .04 .19 .28 .13 .06 .01 
3 1  .00 .00 .00 .00 .00 .00 
 2 .12 .00 .01 .01 .02 .11 
 3 .03 .00 .02 .32 .04 .02 
 4 .07 .00 .08 .02 .00 .14 
 5 .00 .00 .20 .03 .00 .05 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 Br-2 Pre-2 SoI-2 
1 1 .00 .00 .00 .00 .00 .00 
2 .00 .01 .05 .00 .00 .01 
3 .01 .00 .03 .00 .00 .00 
4 .00 .02 .00 .00 .12 .00 
5 .00 .01 .01 .00 .49 .00 
6 .01 .02 .01 .00 .10 .00 
7 .00 .02 .00 .00 .08 .00 
8 .09 .01 .09 .01 .03 .02 
9 .01 .00 .03 .01 .01 .01 
10 .10 .03 .01 .01 .01 .01 
11 .00 .00 .48 .00 .03 .03 
12 .14 .22 .14 .02 .00 .06 
13 .02 .00 .10 .00 .01 .00 
14 .04 .53 .04 .01 .00 .06 
15 .02 .08 .01 .36 .00 .31 
16 .15 .02 .00 .11 .04 .01 
17 .41 .03 .00 .45 .08 .47 
2 1 .00 .00 .00 .00 .00 .00 
 2 .00 .01 .05 .00 .00 .01 
 3 .01 .00 .03 .00 .00 .00 
 4 .01 .02 .02 .00 .30 .00 
 5 .00 .03 .00 .00 .30 .00 
 6 .01 .01 .01 .01 .19 .01 
 7 .09 .02 .08 .01 .04 .02 
 8 .01 .00 .04 .00 .02 .01 
 9 .10 .04 .00 .02 .00 .01 
 10 .00 .00 .48 .01 .04 .04 
 11 .16 .23 .12 .03 .00 .06 
 12 .02 .00 .08 .00 .01 .00 
 13 .02 .44 .07 .03 .00 .08 
 14 .04 .15 .01 .34 .00 .26 
 15 .16 .03 .00 .17 .04 .03 
 16 .34 .01 .00 .38 .05 .47 
3 1 .00 .00  .00 .00 .00 
 2 .00 .01 .00 .00 .00 
 3 .00 .01 .00 .05 .00 
 4 .02 .01 .00 .24 .01 
 5 .00 .03 .00 .29 .00 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
 
 
Eigenvalue 
 
 
Condition Index 
Variance Proportions  
(Constant) Dr-2 En-2 Me-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.909 
.726 
.662 
.527 
.408 
.284 
.232 
.170 
.132 
.008 
2.646 
2.960 
3.099 
3.474 
3.949 
4.735 
5.239 
6.123 
6.938 
27.780 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
1.00 
.00 
.00 
.00 
.00 
.01 
.00 
.07 
.01 
.05 
.85 
.01 
.01 
.08 
.00 
.01 
.58 
.04 
.04 
.00 
.18 
.04 
.16 
.15 
.05 
.00 
.14 
.07 
.03 
.01 
.29 
4 1 5.862 1.000 .00 .00 .00 .00 
 2 1.441 2.017 .00 .00 .06 .01 
 3 1.090 2.319 .00 .00 .00 .02 
 4 1.022 2.395 .00 .00 .00 .00 
 5 .926 2.516 .00 .00 .00 .00 
 6 .864 2.605 .00 .00 .00 .04 
 7 .698 2.898 .00 .00 .03 .31 
 8 .648 3.007 .00 .00 .06 .04 
 9 .506 3.405 .00 .00 .00 .08 
 10 .342 4.143 .00 .04 .06 .13 
 11 .278 4.593 .00 .03 .57 .05 
 12 .181 5.686 .00 .00 .05 .00 
 13 .134 6.625 .00 .07 .00 .00 
 14 .008 26.524 1.00 .86 .17 .32 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Re-2 Se-2 Ta-2 Wr-2 PrD-2 Mo-2 Prs-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
 .05 
.00 
.00 
.08 
.04 
.45 
.02 
.10 
.00 
.04 
.00 
.00 
.02 
.00 
.01 
.01 
.00 
.15 
.60 
.19 
.02 
.01 
.00 
.10 
.12 
.08 
.04 
.02 
.02 
.28 
.12 
.01 
.10 
.00 
.07 
.00 
.15 
.00 
.04 
.13 
.00 
.02 
.17 
.35 
.07 
.00 
.01 
.03 
.23 
.06 
.18 
.33 
.01 
.00 
.00 
.07 
.00 
.02 
.05 
.01 
4 1  .00 .00 .00 .00 .01 .00 
 2 .13 .00 .02 .00 .01 .11 
 3 .03 .00 .06 .33 .04 .03 
 4 .06 .00 .02 .04 .00 .16 
 5 .04 .00 .06 .25 .00 .02 
 6 .01 .00 .23 .00 .00 .35 
 7 .01 .00 .00 .01 .00 .15 
 8 .00 .03 .02 .15 .14 .05 
 9 .09 .00 .03 .04 .49 .00 
 10 .10 .01 .19 .00 .00 .02 
 11 .39 .02 .03 .01 .01 .05 
 12 .09 .19 .04 .03 .02 .02 
 13 .00 .55 .01 .03 .20 .04 
 14 .04 .18 .28 .12 .07 .01 
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Collinearity Diagnostics
a
 
 
 
Model 
 
 
Dimension 
Variance Proportions  
Chk-2 Rx-2 DisE-2 Br-2 Pre-2 SoI-2 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
.00 
.04 
.07 
.11 
.14 
.04 
.02 
.04 
.16 
.34 
.01 
.02 
.01 
.04 
.17 
.04 
.44 
.18 
.03 
.01 
 .01 
.01 
.00 
.02 
.02 
.01 
.03 
.32 
.18 
.38 
.25 
.02 
.02 
.01 
.00 
.02 
.00 
.00 
.04 
.06 
.00 
.03 
.00 
.01 
.10 
.00 
.09 
.23 
.03 
.48 
4 1 .00   .00 .00 .00 
 2 .00 .00 .00 .01 
 3 .00 .00 .04 .00 
 4 .03 .00 .37 .01 
 5 .01 .00 .39 .01 
 6 .00 .00 .03 .00 
 7 .01 .02 .03 .04 
 8 .10 .01 .01 .02 
 9 .14 .00 .01 .00 
 10 .10 .01 .01 .12 
 11 .08 .01 .01 .00 
 12 .04 .34 .00 .28 
 13 .14 .22 .04 .05 
 14 .35 .38 .05 .47 
       a. Dependent Variable: OthA-2 
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Excluded Variables
a
 
 
 
 
Model 
 
 
 
Beta In 
 
 
 
t 
 
 
 
Sig. 
 
 
Partial 
Correlation 
Collinearity Statistics  
 
Tolerance 
 
VIF 
2 Re-2 -.056
b
 -.867 .388 -.078 .725 1.378 
3 Re-2 -.054
c
 -.834 .406 -.075 .727 1.376 
 DisE-2 -.053c -.844 .400 -.076 .769 1.300 
4 Re-2 -.069
d
 -1.087 .279 -.097 .748 1.337 
 DisE-2 -.055d -.871 .385 -.078 .769 1.300 
 Rx-2 -.104d -1.601 .112 -.142 .718 1.393 
 
 
 
 
 
Excluded Variables
a
 
 
 
 
Model 
Collinearity ...  
Minimum 
Tolerance 
2 Re-2 .205 
3 Re-2 .206 
 DisE-2 .259 
4 Re-2 .222 
 DisE-2 .273 
 Rx-2 .261 
 a. Dependent Variable: OthA-2 
b. Predictors in the Model: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, DisE-2, Rx-2, 
Br-2, Ta-2, En-2, Dr-2 
c. Predictors in the Model: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Rx-2, Br-2, Ta- 
2, En-2, Dr-2 
d. Predictors in the Model: (Constant), SoI-2, Se-2, Pre-2, PrD-2, Prs-2, Me-2, Chk-2, Wr-2, Mo-2, Br-2, Ta-2, En- 
2, Dr-2 
 
Residuals Statistics
a
  
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 
Residual 
Std. Predicted Value 
Std. Residual 
-.083530769 
-.165238112 
-2.135 
-2.721 
.3251335621 
.2984768152 
3.409 
4.915 
.0738213903 
.0000000000 
.000 
.000 
.0737159844 
.0577933602 
1.000 
.952 
139 
139 
139 
139 
a. Dependent Variable: OthA-2 
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Charts 
 
 
 
 
 
 
