Abstract. Quantitative versions of sharp estimates for the supremum of Sobolev functions in W 1,p (R n ), p > n, with remainder terms depending on the distance from the families of extremals, are established.
Introduction and results
The present paper is concerned with the Morrey-Sobolev embedding theorem stating that any weakly differentiable function u in R n , n ≥ 2, with |∇u| ∈ L p (R n ) for some p > n, and decaying to 0 at infinity, is essentially bounded (and, in fact, locally Hölder continuous) in R n (see e.g. [Ad, M2, Z] ). A special form of such an embedding tells us that u L ∞ (R n ) can be estimated in terms of ∇u L p (R n ) under the assumption that
where L n denotes the Lebesgue measure in R n , sprt u stands for {x ∈ R n : |u(x)| > 0}, and ∇u L p (R n ) denotes the L p (R n ) norm of the length of the gradient ∇u. In particular, an optimal version of the relevant estimate yields
for every u as above fulfilling (1.1) (see e.g. [T2, Theorem 2E] ). Here,
ω n = π n/2 /Γ(1 + n/2), the measure of the unit ball in R n , and p = for some a ∈ R, b ≥ 0 and x 0 ∈ R n . When assumption (1.1) is dropped, bounds for u L ∞ (R n ) by ∇u L p (R n ) are possible only in conjunction with some other norm u L q (R n ) , with q ∈ [1, ∞). A sharp form of these bounds is available in the endpoint case where q = 1. Actually, [T2, Theorem 2C] tells us that
Furthermore, a family of extremals in (1.5) is given by
for a ∈ R, b ≥ 0 and x 0 ∈ R n . Inequalities (1.2) and (1.5) rely upon classical properties of Schwarz symmetrization, and, in particular, on the Pólya-Szegö principle on the decrease of gradient norms under symmetrization. A refined form of this principle, including the characterization of the cases of equality, is contained in [BZ] (see also [FV] ), and could be used to show that the (n + 2)-parameter families of functions given by (1.4) and (1.8) provide, in fact, all the extremals in (1.2) and (1.5), respectively.
Our aim here is to strengthen the above results and to exhibit quantitative versions of (1.2) and (1.5) with a remainder term depending on the distance from extremals. Loosely speaking, we estimate the distance of any function u from the family of extremals v a,b,x 0 in terms of the gap between the two sides of inequality (1.2), and similarly for inequality (1.5) and its extremals w a,b,x 0 . More precisely, our result concerning (1.2) reads as follows. Theorem 1.1. Let p > n. Then there exist positive constants α and C 3 , depending only on p and n, such that
for every weakly differentiable function u in R n satisfying (1.1) and such that |∇u| ∈ L p (R n ). Here, the infimum is extended over all a ∈ R, b ≥ 0 and x 0 ∈ R n , and is understood to agree with 0 if u ≡ 0.
The counterpart of Theorem 1.1 for inequality (1.5) is contained in the next statement. 
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Here, the infimum is defined similarly as in Theorem 1.1.
The remaining part of the paper is devoted to the proofs of Theorems 1.1 and 1.2, which will be accomplished in Sections 2 and 3, respectively. Let us just recall that Sobolev type inequalities, with optimal constants, are known for p ∈ [1, n) as well (and are probably even more popular than (1.2) and (1.4)), and go back to [FF] and [M1] in the case when p = 1, and to [A] and [T1] in the case when 1 < p < n. Sharp Sobolev and related inequalities involving remainder terms have been the object of a quite rich literature in the last few decades, including [BFT, BWW, BL, BN, DHA, FMT, GGS] . In particular, our recent paper [C] deals with an inequality estimating the distance from extremals, in the spirit of Theorems 1.1 and 1.2, but in the opposite endpoint situation, having a geometric character, where p = 1. As far as intermediate values of p ∈ (1, n) are concerned, a quantitative form of the optimal Sobolev inequality for p = 2 was established in [BE] by Hilbert spaces and PDE's techniques; the general case requires methods different from those of [BE] , [C] and of this paper, and is the object of [CFMP] .
2. Proof of Theorem 1.1
Our approach to Theorem 1.1 consists of two steps. First, inequality (1.9) is established for spherically symmetric functions. Second, the (normalized) distance in L ∞ (R n ) of any u from a suitable translate of its Schwarz symmetral u is estimated in terms of the gap between the two sides of (1.2). Recall that, given any measurable function u :
and its Schwarz symmetral u :
The above definitions entail that
A much deeper property is provided by the Pólya-Szegö principle, which tells us that if u fulfills (2.1), is weakly differentiable in
* is locally absolutely continuous in (0, +∞), u is weakly differentiable in R n , and
(see e.g. [BZ, H, K, S, T1] ). Moreover, since
where s = ω n |x| n , one has
Our discussion of inequality (1.9) for spherically symmetric functions is inspired by the approach of [T2] , and requires the following quantitative version of Hölder's inequality.
Lemma 2.1. Let (X, m) be a (positive) measure space, and let
, and set
Proof. One has
Applying this inequality with r = ϑf and s = g/ϑ and integrating over X yield (2.9). A key tool in the second step of our proof, dealing with the distance between u and (a suitable translate of) u , is a quantitative form of inequality (2.5), recently proved in [CEFT, Theorem 4 .1] (see also [CF] for the one-dimensional case), which reads as follows. Let n ≥ 1 and let p > 1. Given any weakly differentiable function u satisfying (1.1) and such that |∇u| ∈ L p (R n ), define
Then there exist positive constants r 1 , r 2 , r 3 and C, depending only on p and n, such that (2.10) min
for every σ > 0. Notice that, in particular, the exponents r 1 , r 2 and r 3 in (2.10) can be chosen arbitrarily small.
Proof of Theorem 1.1. Assume, for the time being, that
These estimates will immediately lead to (1.9). Consider the latter first. Define
and (2.17) Λ = nω 1/n n λ . Equations (2.4) and (2.12), an application of Lemma 2.1, and (2.7) tell us that
Coupling (2.15) and (2.18) yields (2.19)
provided that a and b are suitably chosen. Since u
(2.20)
Hence, by (2.19) and (2.17),
for some constant C 5 depending only on p and n. Owing to (2.7) and (2.15), inequality (2.21) entails that, for every x 0 ∈ R n ,
for every x 0 ∈ R n . Thus, there exists a constant C 6 , depending only on p and n, such that, under (2.11) and (2.12),
. It is at this stage that the quantitative Pólya-Szegö inequality (2.10) comes into play. Let r 1 , r 2 , r 3 be any positive numbers which make (2.10) true. By (2.6),
Thanks to inequality (2.24) and to the inclusion
which holds for any functions ϕ, ψ : [0, 1] → [0, +∞) and every t > 0, we get that
On the other hand,
Combining (2.25)-(2.27) yields
Let γ be a number in (0, 1) so close to 1 that r 2 − 1−γ p > 0, where r 2 is the exponent appearing in (2.10). On choosing σ = 1 λ 1−γ p in (2.28), and observing that
By (2.14) and (2.15),
Hence, owing to (2.5) and (2.31),
From (2.10) applied with σ = 1 λ 1−γ p , one deduces via (2.5), (2.30), (2.31), (2.32) and (2.29) that a constant C 7 , depending only on p and n, exists such that
To fix ideas, let us suppose that min ± is attained in (2.33) with the minus sign, the other case being completely analogous. Assume, for a moment, that ≤ 1. Then, by (2.33) and (2.13), positive constants C 8 and δ, depending only on p and n, exist such that (2.34) inf
Inequalities (1.5) and (2.5) entail that, for every
On exploiting again the fact that ≤ 1, we deduce from (2.13), (2.34) and (2.35) that (2.36) inf
for some positive constant C 9 depending only on p and n. Combining (2.36) and (2.23) tells us that
if u satisfies (2.11), (2.12) and ≤ 1.
for some positive constant C 10 depending only on p and n, and for every function u as in the statement satisfying, in addition, (2.11), (2.12) and ≤ 1. An inequality of type (2.38) trivially continues to hold even if > 1, provided that (2.11) and (2.12) are in force, since in this case
Finally, if u is just as in the statement, then an application of (2.38) to the function u given by
where c = L n (sprt u) 1/n (a function fulfilling (2.11) and (2.12)), yields (1.9), with α = 1/ν.
Proof of Theorem 1.2
The outline of the proof of Theorem 1.2 is similar to that of Theorem 1.1. However, some complications arise, owing to the fact that Theorem 1.2 deals with a multiplicative inequality, and that functions whose support need not have finite measure are involved.
Proof of Theorem 1.2. Set
Assume, for the time being, that u satisfies the additional conditions (2.12) and
Then, by (2.5), (2.4) and (1.5),
, and observe that
The following chain holds:
where the inequality is a consequence of Lemma 2.1, and the last equality of (3.1). From (3.4) and (3.7) we deduce that (3.8)
and (3.10)
Notice that, in deriving (3.10), we have made use of the fact that p(s
and for an appropriate choice of a and b. Then, via an analogous argument as in the proof of (2.21), inequality (3.8) entails that 
for some positive constant C 14 depending only on p and n. Notice that the second inequality is a consequence of (3.9) and (3.10), the equality of (3.1), and the last inequality of (3.4). Inequalities (3.11) and (3.13), and the fact that 1 − η/p > 1/p, easily imply that a constant C 15 , depending only on p and n, exists such that (3.14) inf a,b
for every x 0 ∈ R n . Our next task is to estimate min ± inf x 0 u(·) ± u (· − x 0 ) L ∞ (R n ) . Define u 1 and u 2 : R n → R as u 1 (x) = sign(u(x)) max{|u(x)| − u * (1), 0}
