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Abstract
We review on-shell methods for computing multi-parton scattering amplitudes in perturbative
QCD, utilizing their unitarity and factorization properties. We focus on aspects which are useful
for the construction of one-loop amplitudes needed for phenomenological studies at the Large
Hadron Collider.
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1. Introduction
The Large Hadron Collider (LHC) is poised to begin exploration of the multi-TeV
energy frontier within the next year. It is widely anticipated that physics beyond the
Standard Model will emerge at this scale, most likely via the production of new, heavy
particles which may be associated with the mechanism of electroweak symmetry breaking.
At the very least, the scalar Higgs boson of the Standard Model awaits discovery. New,
heavy particles typically will decay rapidly into the known leptons, neutrinos, quarks
and gluons. When the new physics model includes a dark matter candidate (as in su-
persymmetric models with conserved R parity), this particle can terminate the decay
chain. In this case, sharp peaks in invariant-mass distributions may be scarce; they can
be replaced by missing-energy signals. Quite often then, the signals for new physics have
to be assessed against a signiﬁcant background of Standard Model physics. The better
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the background is understood, the better the prospects for discovery. Once new physics is
discovered, we will want to measure its properties precisely, via production cross sections,
branching ratios and masses. A numerically precise understanding of the backgrounds
and of theoretical aspects of luminosity measurement will be essential to this endeavor.
In some cases backgrounds can be understood without much theoretical input. For
example, in the decay of a light Higgs boson to a pair of photons, the signal is a very
narrow peak in the di-photon invariant mass. The QCD background, in contrast, is a
smooth distribution which can be interpolated easily under a candidate peak. However,
many signals involve much broader kinematic distributions, with ﬁnal states including
jets and missing energy in addition to charged leptons and photons. A classic example
is the production of a Higgs boson in association with a W boson at the Tevatron, with
the Higgs decaying to a bb¯ pair, and the W decaying to a charged lepton plus a neutrino.
For such signals, a much more detailed understanding of the backgrounds is typically
required.
Many methods are available for computing Standard Model backgrounds at the lead-
ing order (LO) in QCD perturbation theory. For example, MADGRAPH [1], CompHEP [2]
and AMEGIC++ [3] automatically sum tree-level Feynman graphs for helicity amplitudes.
Other programs, such as ALPGEN [4] and HELAC [5] are based on ‘oﬀ-shell’ recursive al-
gorithms [6,7]. For these algorithms, the building blocks are quantities in which at least
one external leg is oﬀ shell (in contrast to the on-shell recursion relations [8,9] described
later in this article). These recursion relations were ﬁrst constructed in the QCD context
by Berends and Giele [6], and applied early on to matrix elements for backgrounds to
top quark production [10].
For quite a while, simpler processes have been incorporated into parton-shower Monte
Carlo programs that provide realistic event simulation at the hadron level. These pro-
grams, including PYTHIA [11] and HERWIG [12], perform parton showering and hadroniza-
tion. They implement an approximation to the perturbative expansion that resums lead-
ing logarithms. More complex processes are now being included in this framework, using
leading-order parton-level matrix elements provided by MADGRAPH or ALPGEN, for example,
combined with a matching scheme [13] that avoids double-counting between the leading-
order matrix elements and the parton shower. Yet these leading-order results often have a
strong sensitivity to higher-order corrections. Gluon-initiated processes are particularly
sensitive. For example, the cross section for production of the Standard Model Higgs
boson via gluon-fusion at the LHC is boosted by roughly a factor of two as one goes
from leading order to next-to-next-to-leading order (NNLO) in the perturbative QCD
expansion [14].
For this reason, quantitative estimates for most processes require a calculation at next-
to-leading order (NLO). Ideally, one would also match such results to a parton-shower
Monte Carlo as well [15,16]. For a growing list of processes, this has been achieved,
particularly within the program MC@NLO [15].
NLO calculations require knowledge of both virtual and real-emission corrections to the
basic process. The real-emission corrections are constructed from tree-level amplitudes
with one additional parton present, either an additional gluon, or a quark–antiquark pair
replacing a gluon in the LO process. They can be computed using the same tree-level
techniques used for the basic process. In addition, we need a method for extracting the
infrared singularities arising from integration of the real-emission contributions over un-
resolved regions of phase space. These singularities cancel against those in the virtual
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corrections or against counterterms from the evolution of parton distributions. Several
such methods are have been developed for use in generic NLO processes [17–20]. Sub-
traction methods based on dipole subtraction [19,20] are the most widely used today.
A related subtraction method, based on so-called antenna factorization [21], has even
been extended to NNLO [22]. In this review, we will focus on techniques for computing
the virtual one-loop corrections to processes. Once the virtual corrections are known,
their incorporation into a numerical program for the full NLO result is straightforward,
because they do not need to be integrated over unresolved regions of phase space, and
all of their infrared singularities will be manifest.
The computation of one-loop virtual corrections for processes with multiple partons,
plus electroweak particles, is the bottleneck currently limiting availability of NLO results.
The state of the art for complete computations is processes with up to three objects —
jets, vector bosons, or scalars — in the ﬁnal state (see e.g. refs. [23–29]). A number of new
approaches aimed at one-loop multi-parton amplitudes are currently under development.
Some are already producing results applicable to processes with four ﬁnal-state objects.
These approaches fall into three basic categories of improved traditional (including semi-
numerical) [30–42], purely numerical [43,29], and on-shell analytic [44–60].
The semi-numerical approach of Ellis, Giele and Zanderighi [38] has already been
used to compute loop corrections to the amplitudes involving a Higgs boson and four
external partons [36], and to the six-gluon amplitude [39]. Nagy and Soper [43] have
proposed a subtraction method for use in a purely numerical evaluation of one-loop am-
plitudes, and have evaluated the six-photon helicity amplitudes purely numerically [61].
The six-photon result has been reproduced very recently using both on-shell analytical
and semi-numerical methods [62,63]. Binoth et al. [37] have developed a combined alge-
braic/numerical algorithm for multi-parton amplitudes; the algebraic part has been used
to determine the rational parts of several types of amplitudes including the six-photon
amplitude (for which the rational parts vanish). The full algorithm is also being incorpo-
rated into a NLO QCD framework by the GRACE collaboration [32]. A purely numerical
approach combining sector decomposition and contour deformations has recently been
used to calculate tri-vector boson production [29]. Denner and Dittmaier have developed
a numerically stable method for reducing one-loop tensor integrals [33], which has been
used in various electroweak processes, but also in NLO QCD computations, including
the production of a top quark pair in association with a jet at hadron colliders [28].
In this review we describe on-shell analytic methods for one-loop computations. The
‘on-shell’ terminology means that essentially all information is extracted from simpler
(lower-loop and lower-point) amplitudes for physical states. In contrast, the conventional
Feynman-diagram approach requires building blocks with oﬀ-shell states. The on-shell
approach eﬀectively restricts the states used in a calculation to physical ones. The re-
striction falls on some internal as well as external states. The approach relies on three
general properties of perturbative amplitudes in any ﬁeld theory: factorization, unitarity,
and the existence of a representation in terms of Feynman integrals. An earlier form
of on-shell methods was used to compute the one-loop amplitudes for e+e− → Z → 4
partons and (by crossing) pp → W,Z + 2 jets [64]. The latter have been implemented
in the MCFM program [25]. More recently, all six-gluon helicity amplitudes have been
computed (primarily) with these methods [44,45,48,50,51,57,55,56,40].
On-shell methods provide a means for determining scattering amplitudes directly from
their poles and cuts. Perturbative unitarity, applied to a one-loop amplitude, determines
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its branch cuts in terms of products of tree amplitudes [65]. The unitarity method [44,45]
provides a technique for producing functions with the correct branch cuts in all chan-
nels. Its power is enhanced by relying on the decomposition of loop amplitudes into a
basis of loop-integral functions. Matching the cuts with the cuts of basis integrals in this
decomposition provides a direct and eﬃcient means for producing expressions for am-
plitudes. It is most convenient to use dimensional regularization to handle both infrared
and ultraviolet divergences in massless gauge-theory scattering amplitudes. We take the
number of space-time dimensions to be D = 4−2. We can use fully D-dimensional states
and momenta in the unitarity method to obtain complete amplitudes, at least when all
internal particles are massless [46]. (In the older language of dispersion relations [65], am-
plitudes can be reconstructed fully from cuts in D dimensions because of the convergence
of dispersion integrals in dimensional regularization [66].) In most cases, however, it is
much simpler to use four-dimensional states and momenta in the cuts. This procedure
correctly yields all terms in the amplitudes with logarithms and polylogarithms [45], but
it generically drops rational terms, which have to be recovered via another method.
The basic framework of the unitarity method was set up in refs. [44,45]. In ref. [64], gen-
eralized unitarity was introduced as a means for simplifying cut calculations, by limiting
the number of integral functions contributing to a cut. These techniques were applied to
a variety of calculations in QCD and supersymmetric gauge theories [67,68]. More recent
improvements to the unitarity method, by Britto, Cachazo and Feng [49], use complex
momenta within generalized unitarity, allowing for a simple and purely algebraic de-
termination of all box integral coeﬃcients. Britto, Buchbinder, Cachazo and Feng [51]
have shown how triangle and bubble integral coeﬃcients may be evaluated by extracting
residues in contour integrals. This approach has been used to compute various contribu-
tions to the six-gluon amplitude [51,57]. Very recently, Forde has proposed an eﬃcient
new approach to computing these coeﬃcients [69].
The four-dimensional version of the unitarity method leaves undetermined additive
rational-function terms in the amplitudes. These rational functions can be characterized
by their kinematic poles. An eﬃcient, systematic means for constructing these terms from
their poles and residues is to use on-shell recursion relations [52–56], which were ﬁrst
devised by Britto, Cachazo, Feng and Witten, as a means for constructing tree-level am-
plitudes [8,9]. In a related development, Brandhuber et al. [70] and Anastasiou et al. [58]
have investigated how to determine the rational parts of amplitudes from D-dimensional
unitarity, extending earlier work [46,71]. Another approach to computing rational terms
uses a clever organization of Feynman diagrams, together with the observation that only a
limited set of tensor integrals can contribute to the rational terms [40,41]. Brandhuber et
al. [72] have argued that rational terms can be obtained using a set of Lorentz-violating
counterterms. Finally, Ossola, Papadopoulos and Pittau [42,63] have developed a new
loop-integral decomposition method, which we expect will mesh well with generalized
unitarity techniques reviewed here.
Most of the recent development of on-shell techniques at one loop has focused on QCD
amplitudes in which all of the external particles are gluons. Amplitudes containing mass-
less external quarks pose no inherent diﬃculty. The same basis of integrals can be used,
and individual amplitudes should have comparable analytic complexity. However, they
have fewer discrete symmetries, so the number of amplitudes that need to be computed
is larger for the same total number of partons. Amplitudes with external electroweak
particles (vector bosons or Higgs bosons) in addition to QCD partons are of even greater
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phenomenological interest. Such amplitudes can also be built from the same basis of
integrals. (For amplitudes with massive internal lines, such as in top-quark production,
additional integrals are required.) In this review, in order to simplify the discussion, we
focus primarily on amplitudes with external gluons only.
Recent years have also seen the emergence of on-shell methods at tree level, which
have provided a basis for some of the recent developments at one loop. We will give some
tree-level examples, but refer the reader to refs. [73–75] for a more extensive exposition.
It is also worth noting that the improved understanding of the structure of scattering
amplitudes, stemming from on-shell methods, has also led to advances in more theoretical
issues related to the AdS/CFT conjecture and in quantum gravity – see e.g. refs. [76].
This review is organized as follows. In section 2 we describe how the use of complex
momenta is intrinsic to on-shell methods. In section 3 we review the BCFW on-shell
recursion relations for tree amplitudes, giving a few examples. We turn to one-loop am-
plitudes in section 4, where we describe the unitarity-based method and some recent
improvements. In section 5, we show how on-shell recursion is an eﬃcient way to con-
struct rational terms in one-loop amplitudes. We give our conclusions in section 6, and
comment on the prospects for evaluating new amplitudes of phenomenological interest
at the LHC with these methods.
2. Uses of Complex Kinematics
Multi-parton amplitudes in QCD are functions of a large number of variables, de-
scribing polarization states, color quantum numbers, and kinematics. It is important to
disentangle the dependence on all these variables to as great an extent as possible. In
this section we focus on techniques for separating and simplifying the kinematic behav-
ior. The polarization-state dependence may be handled eﬃciently by computing helicity
amplitudes, using the spinor-helicity formalism for external gluons [77,78].
The color dependence can be organized using the notion of color-ordered subampli-
tudes, or primitive amplitudes. Primitive amplitudes are deﬁned for speciﬁc cyclic order-
ings of the external partons, but carry no explicit color indices. They can be computed
using ‘color-ordered’ Feynman diagrams. Such diagrams can be drawn on the plane for
the speciﬁed external ordering of the partons. (There are also restrictions on the direction
of fermion ﬂow through the diagrams in loop amplitudes.) The color indices have been
stripped from all the vertices and propagators for these diagrams. The full amplitude
can be assembled from the primitive amplitudes by dressing them with appropriate color
factors.
For example, for n-gluon amplitudes, the tree-level color factors have the form of single
traces, tr(T a1T a2 · · ·T an), where T ai is an SU(Nc) generator matrix in the fundamental
representation, for gluon i [79,78]. The coeﬃcients of these color structures deﬁne the
tree-level primitive amplitudes Atreen (1, 2, 3, . . . , n). At one loop, the n-gluon color factors
can be either single traces — with an additional factor of Nc present — or double traces.
The coeﬃcients of the single-traces, which would dominate in the large-Nc limit, are given
directly by one-loop primitive amplitudes. The coeﬃcients of the double-traces are given
by sums over permutations of primitive amplitudes [80,44,71]. Therefore we can focus on
the coeﬃcients of Nc tr(T a1T a2 · · ·T an), which we denote here by A1-loopn (1, 2, 3, . . . , n).
(Elsewhere in the literature, they are often denoted An;1, to distinguish them from the
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double-trace coeﬃcients An;c for c > 1.) The one-loop primitive amplitudes A1-loopn have
the same symmetry under cyclic permutations of the external legs as the tree amplitudes
Atreen . Similar results hold when external quarks — fermions in the fundamental repre-
sentation — are present as well [81]. We refer the reader to previous reviews [78,71] for
a more complete description of helicity and color decompositions.
In this review we concentrate on methods for computing the building blocks, primitive
helicity amplitudes, which are functions only of the kinematic variables. A key property
of primitive amplitudes is that their singularities, branch cuts (at loop level) as well
as factorization poles, depend only on a restricted set of kinematic variables. This set
consists of the squares of sums of cyclically adjacent momenta, Ki···j = ki + ki+1 +
· · ·+ kj−1 + kj , where all indices are taken modulo n. Furthermore, the singularities are
determined by lower-loop primitive amplitudes in the case of cuts, and by lower-point
primitive amplitudes in the case of poles. This reducibility suggests the possibility of
developing a recursive computational framework.
The singularity information can be accessed more easily if we deﬁne primitive ampli-
tudes for suitable complex, yet on-shell, values of the external momenta. This simple
observation came out of Witten’s development of twistor string theory [82], and many
subsequent papers sparked by that article. Witten’s work demonstrated a remarkable
simplicity for tree amplitudes, and suitable parts of loop amplitudes, when they were
mapped into the twistor space of Penrose [83] in which twistor strings propagate. This
space can be deﬁned as a ‘half Fourier transform’ of the space of left- and right-handed
two-component (Weyl) spinors u±(ki) associated with a massless vector, k2i = 0. The
left-handed spinors are Fourier transformed, while the right-handed spinors remain as
coordinates.
Here we will not rely directly on any concrete properties of twistor space. However,
two conceptual ideas from that work underpin our approach:
(i) Use two-component spinor variables as the independent variables for scattering
processes, rather than four-component momenta.
(ii) Treat opposite-helicity spinors as independent variables. For real Minkowski mo-
menta, there is a complex-conjugation relation between the two. This treatment
requires momenta to be generically complex.
Complex momenta are certainly not a new notion. Wick rotation allows the analytic
properties of amplitudes for real Minkowski momenta to be deduced by continuation
from the Euclidean region, in which the time components of Minkowski momenta are
imaginary. Similarly, the complex analyticity of the S matrix, expressed as a function
of the Lorentz-invariant products sij = 2ki · kj , depends implicitly on having complex
momenta ki. On the other hand, arriving at complex momenta by thinking of the spinor
variables as fundamental, leads to new ways of organizing the kinematic properties of
helicity amplitudes.
2.1. Complex Kinematics and the Three-point Amplitude
The ﬁrst hint that this approach might be useful comes from investigating three-point
helicity amplitudes [82], displayed in ﬁg. 1(a). For real momenta, an on-shell process with
three external massless legs i, j, k is always singular, because sij = 0 for all three pairs of
legs. These conditions force the three momenta to be collinear with each other — if they
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Fig. 1. Two types of processes involving massless particles for which complex momenta are very useful:
(a) three-point amplitudes, and (b) generalized unitarity cuts.
are real — which in turn makes all kinematic quantities vanish. Using complex momenta
to deﬁne the amplitude for three massless particles is also not a new idea. For example,
Goroﬀ and Sagnotti [84] used complex momenta to deﬁne non-singular three-graviton
kinematics, in their on-shell computation of the two-loop divergence in pure Einstein
gravity. However, there is a natural way to take the kinematics to be complex using
spinor variables, which meshes neatly with the structure of helicity amplitudes.
First we introduce a shorthand notation for the two-component (Weyl) spinors asso-
ciated with an n-parton process [82]:
(λi)α ≡ [u+(ki)]α , (λ˜i)α˙ ≡ [u−(ki)]α˙ , i = 1, 2, . . . , n. (2.1)
It is also convenient to describe the spinors with a ‘bra’ and ‘ket’ notation,
λi = |i+〉 = 〈i−| , λ˜i = |i−〉 = 〈i+| . (2.2)
One can always reconstruct the momenta from the spinors, using the positive-energy
projector for massless spinors, u(k)u¯(k) = /k, or
kμi (σμ)αα˙ = (/ki)αα˙ = (λi)α(λ˜i)α˙ . (2.3)
Equation (2.3) shows that a massless momentum vector, written as a bi-spinor, is simply
the product of a left-handed spinor with a right-handed one. This result is also valid for
complex momenta.
Lorentz-invariant spinor products can be deﬁned using the antisymmetric tensors εαβ
and εα˙β˙ for the SU(2) factors in the Lorentz algebra, SL(2, R) ∼ SU(2)L × SU(2)R:
〈j l〉= εαβ(λj)α(λl)β = u¯−(kj)u+(kl) , (2.4)
[j l] = εα˙β˙(λ˜j)α˙(λ˜l)β˙ = u¯+(kj)u−(kl) . (2.5)
(The sign of [j l] in eq. (2.5) matches that in most of the QCD literature; in much of the
‘twistor’ literature, e.g. refs. [82,49,8,9], the opposite sign is used.) These products are
antisymmetric, 〈j l〉 = −〈l j〉, [j l] = − [l j]. The usual momentum dot products, can be
constructed from the spinor products using the relation,
〈l j〉 [j l] = 1
2
Tr[/kj/kl] = 2kj · kl = sjl . (2.6)
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We will also use the notation
〈
a−
∣∣Kr···s ∣∣b−〉= u¯−(ka)γμu−(kb)Kμr···s = s∑
i=r
〈a i〉 [i b] , (2.7)
〈
a−
∣∣Kr···sc ∣∣b+〉= s∑
i=r
〈a i〉 [i c] 〈c b〉 , (2.8)
where the sums run over cyclically ordered labels between r and s, as well as,
sr···s = K2r···s , sjlm = (kj + kl + km)
2 . (2.9)
Parity acts on a helicity amplitude by ﬂipping the sign of all helicities. This symmetry
may be implemented by exchanging the left- and right-handed spinor products in the
amplitude, 〈j l〉 ↔ [l j].
For real momenta, λi and λ˜i are complex conjugates of each other. Therefore the spinor
products are complex square roots of the Lorentz products,
〈j l〉 =√sjleiφjl , [j l] = ±√sjle−iφjl . (2.10)
In this case, if all the sjl vanish, then so do all the spinor products. However, for complex
momenta, eq. (2.10) does not hold. In fact, it is possible to choose all three left-handed
spinors to be proportional, λ˜1 = c1λ˜3, λ˜2 = c2λ˜3, while the right-handed spinors are not
proportional, but obey the relation, c1λ1 + c2λ2 +λ3 = 0, which follows from momentum
conservation, k1 + k2 + k3 = 0, and eq. (2.3). Then
[1 2] = [2 3] = [3 1] = 0, (2.11)
while 〈1 2〉, 〈2 3〉 and 〈3 1〉 are all nonvanishing.
For this kinematical choice, the tree-level primitive amplitude for two negative helicities
and one positive helicity, Atree3 , is nonsingular, even though all momentum invariants sjl
vanish according to eq. (2.6). (We assign helicities to particles under the assumption that
they are outgoing; if a particle is incoming, its true helicity is opposite to the label.) For
three gluons, Atree3 can be evaluated using the three-gluon-vertex in the color-ordered
Feynman rules [71], as
Atree3 (1
−, 2−, 3+) =
i√
2
[
ε−1 · ε−2 ε−3 · (k1 − k2) + ε−2 · ε+3 ε−1 · (k2 − k3)
+ε+3 · ε−1 ε−2 · (k3 − k1)
]
. (2.12)
In the spinor-helicity formalism [77,78], the polarization vectors ε±i are expressed as,
ε±,μi = ε
±,μ(ki, qi) = ±〈q
∓
i |γμ|k∓i 〉√
2〈q∓i |k±i 〉
, (2.13)
in terms of null reference momenta qi, which may be chosen to simplify the computation.
In eq. (2.12), if we choose q2 = q1 and q3 = k1, then ε−1 · ε−2 = ε+3 · ε−1 = 0. Upon using a
Fierz rearrangement and momentum conservation, the lone surviving term in eq. (2.12)
becomes,
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Atree3 (1
−, 2−, 3+) = i
√
2 ε−2 · ε+3 ε−1 · k2
= i
[q1 3] 〈1 2〉
[q1 2] 〈1 3〉
[q1 2] 〈2 1〉
[q1 1]
= i
〈1 2〉2
〈3 1〉
[q1 3]
[q1 1]
〈3 2〉
〈3 2〉
=−i 〈1 2〉
2
〈3 1〉
[q1 1] 〈1 2〉
[q1 1] 〈3 2〉 , (2.14)
or
Atree3 (1
−, 2−, 3+) = i
〈1 2〉4
〈1 2〉 〈2 3〉 〈3 1〉 . (2.15)
Equation (2.15) is the ﬁrst member of the sequence of Parke-Taylor, or maximally-
helicity-violating (MHV), tree amplitudes for n gluons [85–87],
AtreeMHV, jkn ≡ Atreen (1+, . . . , j−, . . . , k−, . . . , n+) = i
〈j k〉4
〈1 2〉 〈2 3〉 · · · 〈n 1〉 . (2.16)
In this expression, only gluons j and k have negative helicity; the remaining (n − 2)
gluons have positive helicity. For n ≥ 4, these amplitudes are well-deﬁned for real mo-
menta. However, for n = 3, formula (2.15) only makes sense for complex momenta of the
type (2.11).
There is a class of complex momenta conjugate to eq. (2.11), for which
〈1 2〉 = 〈2 3〉 = 〈3 1〉 = 0, (2.17)
while [1 2], [2 3] and [3 1] are all nonvanishing. Such momenta make the parity-conjugate
three-point amplitude,
Atree3 (1
+, 2+, 3−) = −i [1 2]
4
[1 2] [2 3] [3 1]
, (2.18)
well-deﬁned. When the amplitude Atree3 (1−, 2−, 3+) appears in the ‘wrong’ kinemat-
ics (2.17), it should be set to zero, because more vanishing spinor products appear in the
numerator than in the denominator.
For any on-shell complex momenta, the all-positive amplitude vanishes,
Atree3 (1
+, 2+, 3+) = 0. (2.19)
This result follows easily by choosing all reference momenta qi to be the same, which
forces ε+i · ε+j to vanish for all pairs i, j. The same result holds for Atree3 (1−, 2−, 3−),
of course. In a similar fashion, the three-point amplitude for a pair of massless quarks
(which must carry opposite helicity) plus one gluon is well-deﬁned and nonzero using
the kinematics (2.11) if the gluon helicity is negative, and the kinematics (2.17) if it is
positive. It vanishes for the ‘wrong’ kinematics. These rules will become important later
for evaluating generalized unitarity cuts and recursive diagrams containing three-point
vertices.
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2.2. Complex Kinematics to Utilize Factorization Information
We have seen how suitable complex kinematics can simplify the structure of the three-
point amplitude. Much more signiﬁcantly, however, complex kinematics allow the explo-
ration of generic factorization singularities of on-shell amplitudes, and the use of factoriza-
tion information to reconstruct the amplitude, as was recognized at tree-level by Britto,
Cachazo, Feng and Witten (BCFW) [9]. We will review the BCFW recursion relations
in the next section. Here we shall just discuss the simple example of the Parke-Taylor
amplitudes. The idea is to embed a tree amplitude Atreen into a one-complex-parameter
family of on-shell amplitudes Atreen (z). The rationale for introducing the complex param-
eter z is that it allows us to apply the full power of complex variable theory to reconstruct
amplitudes from their poles. The simplest way to introduce this parameter is by modi-
fying, or ‘shifting’ the momenta of just two of the n partons, in a way that keeps them
on shell. Because of eq. (2.3), the two momenta will automatically remain on shell if we
shift the spinor variables, and then deﬁne the shifted momenta to be the products of the
new left- and right-handed spinors.
We deﬁne the [j, l〉 shift to be [9],
λ˜j → λ˜j − zλ˜l , λl → λl + zλj , (2.20)
where z is a complex parameter. The shift leaves untouched λj , λ˜l, and the spinors for
all the other particles in the process. Under the shift, the corresponding momenta shift
as,
kμj → kμj (z) = kμj −
z
2
〈
j−
∣∣ γμ ∣∣l−〉,
kμl → kμl (z) = kμl +
z
2
〈
j−
∣∣ γμ ∣∣l−〉 , (2.21)
which preserves their masslessness, k2j (z) = 0 = k
2
l (z), as well as overall momentum
conservation.
Suppose we apply the [n, 1〉 shift, λ˜n → λ˜n − zλ˜1, λ1 → λ1 + zλn, to the MHV
amplitude (2.16), for the case k = n (and j 
= 1). Because the formula contains only
right-handed λi spinors, the only induced z dependence arises from terms containing λ1.
The spinor product 〈1 2〉 is shifted to 〈1 2〉 → 〈1 2〉+ z 〈n 2〉 The spinor product 〈n 1〉 is
unaﬀected, because 〈n 1〉 → 〈n 1〉 + z 〈nn〉, but 〈nn〉 = 0 by antisymmetry. Thus the
MHV amplitude becomes
AtreeMHV, jnn (z) = i
〈j n〉4
(〈1 2〉+ z 〈n 2〉) 〈2 3〉 · · · 〈n 1〉 . (2.22)
If we divide this shifted amplitude by z, we get a function with two poles at ﬁnite z, one
at the origin and one at z = −〈1 2〉 / 〈n 2〉, as shown in ﬁg. 2. The function behaves like
1/z2 as z →∞, so the integral around the circle C at inﬁnity vanishes,
0 =
∮
C
dz
2πi
AtreeMHV, jnn (z)
z
. (2.23)
Cauchy’s theorem then guarantees that the two poles at ﬁnite z have equal and opposite
residue.
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Fig. 2. Analytic structure of AtreeMHV, jnn (z)/z under the [n,1〉 shift.
The residue of the pole at the origin is simply the MHV amplitude we want to compute,
AtreeMHV, jnn (0) = A
treeMHV, jn
n ≡ An. The residue of the second pole is determined
by the factorization properties of the amplitude, because it occurs at the point that
the intermediate momentum K12(z) ≡ k1(z) + k2 goes on shell, K212(z) = (〈1 2〉 +
z 〈n 2〉) [2 1] → 0. That is, at the value z = z12 ≡ −〈1 2〉 / 〈n 2〉 we have,
〈1ˆ 2〉 = 〈1 2〉+ z12 〈n 2〉 = 0,
[1ˆ 2] = [1 2] 
= 0, (2.24)
s1ˆ2 = 〈1ˆ 2〉 [2 1ˆ] = 0.
A hat on a kinematic variable means that a shift of the form (2.20) has been applied
to the variable, with z then ﬁxed to the value that puts an intermediate momentum on
shell. The key point is that, because an intermediate state goes on shell, the amplitude
factorizes at this point into the product of two lower-point amplitudes, multiplied by the
diverging propagator. In general there is a sum over the helicity h of the intermediate
state, h = ±1 for intermediate gluons.
Equating the residue at z = z12 to the negative of the one at the origin, we have
Atreen =
∑
h=±
Atreen−1(Kˆ
h
12, 3
+, . . . , j−, . . . nˆ−)
×
[
− Res
z=z12
(1
z
i
Kˆ212(z)
)]
Atree3 (1ˆ
+, 2+,−Kˆ−h12 )
= Atreen−1(Kˆ
+
12, 3
+, . . . , j−, . . . nˆ−)
i
s12
Atree3 (1ˆ
+, 2+,−Kˆ−12) . (2.25)
In the second step we evaluated the residue in brackets, and used the vanishing of
Atree3 (1
+, 2+, 3+) in eq. (2.19) to reduce the helicity sum to a single term.
Equation (2.25) is the prototype for the tree-level BCFW recursion relation reviewed
in section 3. In general, there will be several terms on the right-hand side, corresponding
to diﬀerent nontrivial factorization channels which can be probed for suitable values of
z. The MHV amplitudes are unique in having no multi-particle poles, which is related to
the vanishing of n-gluon amplitudes with fewer negative helicities,
Atreen (1
±, 2+, 3+, . . . , n+) = 0. (2.26)
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For this reason, the recursion relation (2.25) in the MHV case has but a single term.
We can further evaluate eq. (2.25) using the explicit form (2.16) of the MHV am-
plitudes, as a simple exercise in manipulating the hatted variables that appear, and
as an on-shell recursive proof of the formula. (As an historical note, the ﬁrst proof of
eq. (2.16) employed recursion relations of the oﬀ-shell variety [6].) Inserting the forms of
the (n− 1)-point and three-point amplitudes, eq. (2.25) becomes,
Atreen =
i 〈j nˆ〉4
〈Kˆ12 3〉 〈3 4〉 · · · 〈(n− 1) nˆ〉 〈nˆ Kˆ12〉
i
s12
−i [1ˆ 2]3
[2 (−Kˆ12)] [(−Kˆ12) 1ˆ] . (2.27)
We need to continue the spinors for (−Kˆ12) into those for Kˆ12. Because a pair of such
spinors appears, we pick up a minus sign. (Determining the sign for the case of an
intermediate quark line is more subtle.)
Because the [n, 1〉 shift leaves λ˜1 and λn alone, we can let nˆ〉 → n〉 and 1ˆ] → 1] in
eq. (2.27). Because the shifted momentum is proportional to λ˜1λn, a hatted momentum
appearing in a right-handed spinor product with n, or in a left-handed spinor product
with 1, can have its hat removed as well. For this reason, it is very convenient to use
factors of 〈n Kˆ12〉 and [Kˆ12 1] to clean up other spinor products containing Kˆ12, inserting
them into the numerator and denominator of expressions as needed. In the present case,
the necessary factors are already present. Equation (2.27) becomes,
Atreen = i
〈j n〉4 [1 2]3
〈3 4〉 · · · 〈(n− 1)n〉 〈n−|Kˆ12|2−〉 〈3−|Kˆ12|1−〉
1
〈1 2〉 [1 2]
= i
〈j n〉4 [1 2]3
〈3 4〉 · · · 〈(n− 1)n〉 〈n 1〉 [1 2] 〈3 2〉 [2 1]
1
〈1 2〉 [1 2]
= i
〈j n〉4
〈1 2〉 〈2 3〉 〈3 4〉 · · · 〈(n− 1)n〉 〈n 1〉 . (2.28)
The ﬁnal form indeed matches the expression (2.16), thus conﬁrming it recursively.
2.3. Complex Kinematics for Generalized Unitarity
Figure 1(b) shows a second class of conﬁgurations for which complex kinematics are
useful, namely generalized unitarity conditions, which will be discussed in more detail in
section 4. At one loop, conventional unitarity constraints on amplitudes are analyzed by
putting two intermediate states on shell. For example, if legs 1, 2, 3 and 4 in ﬁg. 2(b)
are outgoing, and legs 5, 6, 7 and 8 are incoming, then the conventional cut in the 1234
channel is computed by imposing 21 = 
2
5 = 0. This constraint can be realized with
all momenta real in Minkowski space. It can then be interpreted as a 4 → 2 particle
scattering process, followed by a 2 → 4 particle scattering.
Generalized unitarity corresponds to requiring more than two internal particles to
be on shell. Often these constraints cannot be realized with real Minkowski momenta.
Suppose we try to add the condition 23 = 0 to the standard cut constraints 
2
1 = 
2
5 = 0
in ﬁg. 2(b). The problem is that 1 → 3 processes are forbidden for real, non-collinear
massless momenta, although 2 → 2 processes are allowed. After setting 23 = 0, ﬁg. 2(b)
contains a four-point subamplitude in which leg 1 is incoming, and legs 1 and 2 are
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outgoing with s12 nonzero. We can arrange for this to be a real Minkowski process by
taking 3 to be incoming. But then the subamplitude below it in the ﬁgure has only leg 5
incoming, and legs 3, 3 and 4 outgoing. It cannot correspond to a real on-shell process,
as long as s34 is nonzero.
Similarly, we cannot impose 27 = 0 on top of 21 = 25 = 0, in the process 5 + 6+ 7+ 8 →
1 + 2 + 3 + 4, and still have real momenta. Typically then, one needs to allow for complex
momenta in order to implement generalized cut conditions. As an even simpler example,
if we consider a quadruple cut with fewer than the eight external momenta shown in
ﬁg. 2(b), then at least one tree amplitude will have only three external legs, and this fact
alone dictates complex momenta.
On the other hand, generalized cut conditions can sometimes be satisﬁed with only
real momenta. In ﬁg. 2(b), suppose now that the scattering process has legs 4, 5, 6 and
7 incoming, and legs 8, 1, 2 and 3 outgoing. Then it is possible to solve all four internal
constraints, 21 = 
2
3 = 
2
5 = 
2
7 = 0, with real Minkowski momenta, corresponding to
scattering that proceeds from the lower left to the upper right of the ﬁgure; that is,
5 + 6 → 7 + 5, followed by 7 + 7 → 8 + 1 and 4 + 5 → 3 + 3, followed by
3 + 1 → 1 + 2.
3. On-Shell Recursion for Tree Amplitudes
3.1. General Framework
In this section we describe the construction of tree amplitudes via on-shell recursion.
As alluded to in the previous section, the BCFW recursion relation [8,9] is based on intro-
ducing a complex-parameter-dependent shift of two of the external massless spinors, as
given in eq. (2.20). The construction of tree amplitudes via on-shell recursion essentially
amounts to generalizing and reversing the steps in section 2.2. Instead of starting with a
known amplitude, and verifying its analytic properties under the parameter-dependent
shift, we use such properties to systematically construct unknown amplitudes.
Following the same procedure as for the MHV case in eq. (2.22), for generic amplitudes
we deﬁne an analytically continued amplitude,
A(z) = A(k1, . . . , kj(z), kj+1, . . . , kl(z), . . . , kn), (3.1)
which remains on-shell, but depends on the complex parameter z. If A is a tree amplitude,
then A(z) is a rational function of z. The physical amplitude is given by A(0).
Following the MHV case (2.23) consider the contour integral,
1
2πi
∮
C
dz
z
A(z) , (3.2)
where the contour is taken around the circle at inﬁnity. If A(z) → 0 as z → ∞, the
contour integral vanishes and we obtain a relationship between the physical amplitude,
at z = 0, and a sum over residues for the poles of A(z), located at zα,
A(0) = −
∑
poles α
Res
z=zα
A(z)
z
. (3.3)
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Fig. 3. Diagrammatic representation of one term in the tree-level recursion relation. The label ‘T ’ refers
to tree vertices, which are on-shell lower-point amplitudes. The momenta jˆ and lˆ undergo the [j, l〉 shift
in eq. (2.20). The two shifted legs must be attached to separate tree vertices.
To determine the residues at each pole, we use the general factorization properties that
any amplitude must satisfy as an intermediate momentum Kμ goes on shell, K2 → 0.
In general, the residue is given by a product of lower-point on-shell amplitudes. Only
a subset of the possible factorization limits for an amplitude are explored by the z-
dependent shift. Poles in the z plane can develop in any channel that has leg j on one
side of the pole and leg l on the other side, because the intermediate momentum is
z-dependent. Thus we can solve the on-shell condition,
0 = [Kr···s(z)]2 =
(
kr + kr+1 + · · ·+ kj(z) + · · ·+ ks
)2
= K2r···s − z
〈
j−
∣∣Kr···s ∣∣l−〉 . (3.4)
The solution is
zrs =
K2r···s〈
j−
∣∣Kr···s ∣∣l−〉 . (3.5)
A contribution to the recursion relation from this residue is illustrated diagrammat-
ically in ﬁg. 3. To get the precise form of the contribution, using eq. (3.3), we need to
evaluate the residue (as we did in eq. (2.25) for a special case),
Res
z=zrs
(1
z
i
K2r···s(z)
)
=
i
K2r···s
. (3.6)
The ﬁnal form of the tree-level recursion relation is [8,9]
A(0) =
∑
r,s,h
AhL(z = zrs)
i
K2r···s
A−hR (z = zrs) . (3.7)
Generically we have a double sum, labeled by r, s, over recursive diagrams, with legs
j and l always appearing on opposite sides of the pole. There is also a sum over the
helicity h of the intermediate state. The squared momentum associated with the pole,
K2r···s, arising from eq. (3.6), is evaluated in the unshifted kinematics. The on-shell tree
amplitudes AL and AR are evaluated in kinematics that have been shifted by eq. (2.20),
with z = zrs. The shifted momenta for such kinematics are indicated by hats.
Equation (3.7) may alternatively be derived by expressing A(z) as a sum over poles
multiplied by their residues (under our assumption that A(z) → 0 as z → ∞). This
representation, valid for all z, is
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A(z) =
∑
r,s,h
AhL(z = zrs)
i
K2r···s − z
〈
j−
∣∣Kr···s ∣∣l−〉A−hR (z = zrs) . (3.8)
By setting z = 0 in this formula, we recover the recursion relation (3.7).
To derive the recursion relation, we assumed that the amplitude A(z) vanishes as
z → ∞. If all the external particles are gluons, then the validity of this assumption
depends only on the helicity of the two shifted legs. There are four diﬀerent cases, which
we can label by [hj , hl〉 = [±,±〉. A shift of type [+,−〉 does not generally make A(z)
vanish at inﬁnity. As an example, the MHV amplitude (2.16) behaves as either z2 or z3 as
z →∞, because of the factor of 〈j k〉4 in the numerator. The case [−,+〉 is the simplest
to analyze because each individual Feynman diagram vanishes separately [9]. Shifts of
type [−,−〉 and [+,+〉 also make the amplitude vanish as z →∞, but here cancellations
between Feynman diagrams are required. The vanishing behavior has been proven using
generalizations of the shift (2.20) that aﬀect three or more momenta [88,75].
The on-shell recursion relation 3.7 contains spinor products involving hatted momenta.
For the purposes of numerical evaluation, we can leave the amplitudes in this form,
because the complex hatted momenta are built from well-deﬁned spinors, whose inner
products can be computed from eqs. (2.4) and (2.5). However, for analytic purposes it is
useful to eliminate the hatted momenta in favor of external momenta. We can make use
of the following relations,
〈jˆ a〉 = 〈j a〉 , [jˆ a] = [j a]− zrs [l a] ,
[lˆ a] = [l a] , 〈lˆ a〉 = 〈l a〉+ zrs 〈j a〉 ,
[Kˆr···s a] =
〈
j−
∣∣ Kˆr···s ∣∣a−〉
〈j Kˆr···s〉
=
〈
j−
∣∣Kr···s ∣∣a−〉
〈j Kˆr···s〉
,
〈a Kˆr···s〉 =
〈
a−
∣∣ Kˆr···s ∣∣l−〉
[Kˆr···s l]
=
〈
a−
∣∣Kr···s ∣∣l−〉
[Kˆr···s l]
,
[Kˆr···s jˆ] =
−K2r...s + 2kj ·Kr···s
〈j Kˆr···s〉
,
〈Kˆr···s lˆ〉 = −K
2
r...s + 2kl ·Kr···s
[Kˆr···s l]
. (3.9)
To simplify the expressions we used, for example,〈
j−
∣∣ Kˆr···s ∣∣a−〉 = 〈j−∣∣Kr···s ∣∣a−〉− zrs2 〈j−∣∣ γμ ∣∣a−〉 〈j−∣∣ γμ ∣∣l−〉 , (3.10)
where the last term vanishes by a Fierz identity. The product AhL×A−hR is homogeneous
in the spinors carrying the intermediate momentum Kˆr···s. Because of this, any remaining
factors of 〈j Kˆr···s〉 and [Kˆr···s l] can be paired up to give factors of
〈j Kˆr···s〉 [Kˆr···s l] =
〈
j−
∣∣Kr···s ∣∣l−〉 . (3.11)
Recursive diagrams containing three-point amplitudes often vanish because the ‘wrong’
kinematics are present. In general, if a [j, l〉 shift is used, and the recursive diagram
contains a three-vertex with two positive helicities, one of which is j, then the diagram
vanishes. The reason is that the spinor λj is unaﬀected by the shift, so its product
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Fig. 4. The two on-shell recursive diagrams obtained from the [1, 2〉 shift. The label ‘T ’ in the blobs
indicates that the vertices are tree amplitudes. Diagram (a) vanishes, as explained in the text.
with the spinor for the other external leg a in the three-point amplitude, 〈j a〉, remains
nonvanishing. Therefore [j a], and all of the left-handed spinor products, must vanish,
and so the three-vertex with two positive helicities vanishes, as discussed in section 2.
Similarly, three-vertices with two negative helicities can also be dropped, when one of
the three legs is l.
3.2. Tree-level examples
As a ﬁrst example, consider the amplitude Atree4 (1
−, 2−, 3+, 4+). This amplitude can be
constructed recursively from the three-point amplitudes given in eqs. (2.15) and (2.18).
As discussed above, for the [1, 2〉 shift (a [−,−〉 shift) the amplitude vanishes for large
z. Using this shift, there are two potential terms in the recursion relation, corresponding
to diagrams (a) and (b) in ﬁg. 4.
Atree4 (1
−, 2−, 3+, 4+) = D(a)4 + D
(b)
4 . (3.12)
The ﬁrst of these diagrams,
D
(a)
4 =A
tree
3 (2ˆ
−, 3+,−Kˆ−23)
i
s23
Atree3 (4
+, 1ˆ−, Kˆ+23) , (3.13)
vanishes because of the ‘wrong’ kinematics discussed above.
Now evaluate diagram (b), using eqs. (2.15) and (2.18), with an overall minus sign for
the continuation −Kˆ23 → Kˆ23,
D
(b)
4 =A
tree
3 (2ˆ
−, 3+,−Kˆ+23)
i
s23
Atree3 (4
+, 1ˆ−, Kˆ−23)
=−i [3 Kˆ23]
3
[2ˆ 3] [Kˆ23 2ˆ]
1
s23
〈1ˆ Kˆ23〉3
〈4 1ˆ〉 〈Kˆ23 4〉
. (3.14)
This form is already satisfactory for the purposes of evaluating the amplitude numerically.
It is, however, a useful exercise to eliminate hatted momenta in favor of unhatted external
momenta. Applying the substitutions (3.9) and simplifying the expression for diagram
(b), we ﬁnd
Atree4 (1
−, 2−, 3+, 4+) = i
〈1 2〉4
〈1 2〉 〈2 3〉 〈3 4〉 〈4 1〉 , (3.15)
in agreement with the MHV formula (2.16).
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Fig. 5. The nonvanishing recursive diagrams for Atree6 (1
−, 2−, 3−, 4+, 5+, 6+), using a [3, 4〉 shift.
Interestingly, using the on-shell recursion relations, the four-point amplitude, and in-
deed all tree amplitudes, can be constructed from the on-shell three-vertices. The four-
point vertex in the Yang-Mills Feynman rules is unnecessary. On the other hand, the
four-point vertex is related by gauge invariance to the three-point vertex. Gauge in-
variance is necessary to decouple unphysical states. The recursion relations rely on the
fact that such states are not present in factorization limits. In this way, they implicitly
incorporate the correct four-point vertex.
Consider now the less trivial example of a six-point next-to-MHV (NMHV) amplitude
Atree6 (1−, 2−, 3−, 4+, 5+, 6+). Using a [3, 4〉 shift (a [−,+〉 shift) yields the two recursive
diagrams in ﬁg. 5,
Atree6 (1
−, 2−, 3−, 4+, 5+, 6+) = D(a)6 + D
(b)
6 . (3.16)
The ﬁrst of these diagrams gives,
D
(a)
6 =A
tree
3 (2
−, 3ˆ−,−Kˆ+23)
i
s23
Atree5 (4ˆ
+, 5+, 6+, 1−, Kˆ−23) (3.17)
= i
〈2 3ˆ〉3
〈3ˆ Kˆ23〉 〈Kˆ23 2〉
1
s23
〈1 Kˆ23〉3
〈4ˆ 5〉 〈5 6〉 〈6 1〉 〈Kˆ23 4ˆ〉
. (3.18)
Applying eq. (3.9), we may rewrite this expression in terms of unhatted momenta, using
the deﬁnitions in eqs. (2.7) and (2.9),
D
(a)
6 = i
〈2 3〉3〈
3−
∣∣K23 ∣∣4−〉 〈2−∣∣K23 ∣∣4−〉 1〈2 3〉 [3 2]
×
〈
1−
∣∣K23 ∣∣4−〉3
(〈4 5〉+ [2 3] 〈3 5〉 / [2 4]) 〈5 6〉 〈6 1〉 s234
= i
〈2 3〉2
〈3 2〉 [2 4] 〈2 3〉 [3 4]
1
[3 2]
× [2 4]
〈
1−
∣∣K23 ∣∣4−〉3〈
5−
∣∣K34 ∣∣2−〉 〈5 6〉 〈6 1〉 s234
= i
〈
1−
∣∣K23 ∣∣4−〉3
[2 3] [3 4] 〈5 6〉 〈6 1〉 〈5−∣∣K34 ∣∣2−〉 s234 . (3.19)
Similarly, diagram (b) in ﬁg. 5 is given by
D
(b)
6 =A
tree
5 (6
+, 1−, 2−, 3ˆ−, Kˆ+45)
i
s45
Atree3 (4ˆ
+, 5+,−Kˆ−45)
17
= i
〈
3−
∣∣K12 ∣∣6−〉3
[6 1] [1 2] 〈3 4〉 〈4 5〉 〈5−∣∣K61 ∣∣2−〉 s345 . (3.20)
It is interesting that this kind of representation of the amplitude is intimately con-
nected [89] to the forms in which tree amplitudes appear in the infrared singularities of
certain one-loop amplitudes [68]. This feature is related to the appearance of denomina-
tor factors such as
〈
5−
∣∣K34 ∣∣2−〉 at one loop, where they arise in the reduction of various
loop integrals to a basic set of integrals. They can be thought of as spinor ‘square roots’
of certain Gram determinants.
The expression
〈
5−
∣∣K34 ∣∣2−〉 vanishes on a subspace of phase space. For example,
when Kμ34 is any linear combination of k
μ
2 and k
μ
5 , it vanishes using the massless Dirac
equation, /ku±(k) = 0. Note that
〈
5−
∣∣K34 ∣∣2−〉 = − 〈5−∣∣K61 ∣∣2−〉 by momentum con-
servation, and so the latter form also vanishes on the same subspace. This subspace does
not correspond to physical factorizations of the amplitude, so D(a)6 and D
(b)
6 each have
spurious singularities on it. However, their sum, the full amplitude Atree6 , is nonsingular.
In principle, a numerical program should check for small values of such spurious denom-
inator factors, in order to avoid round-oﬀ errors. (Near a spurious singularity for the
above representation (3.16), one could for example make use of a diﬀerent shift (2.20),
whose spurious singularities are located elsewhere.) On the other hand, the singularity
is fairly mild, because only one power of
〈
5−
∣∣K34 ∣∣2−〉 appears in the denominator.
Curiously, the introduction of denominators such as
〈
5−
∣∣K34 ∣∣2−〉, gives a much more
compact representation of amplitudes (for n ≥ 7) than forms without such denominators.
The compactness is basically due to the more manifest factorization properties of ampli-
tudes constructed via on-shell recursion relations. For example, the representation (3.16)
makes manifest the correct behavior Atree6 ∼ 1/
√
si(i+1) as any pair of adjacent momenta
become collinear, ki ‖ ki+1, because the spinor products are square roots of momentum
invariants, as described in eq. (2.10).
3.3. Generalizations
Many applications of these techniques have already been carried out at tree level. In
the case of n-gluon amplitudes, a closed-form formula for the ‘split helicity’ conﬁguration,
Atreen (1−, 2−, . . . , i−, (i+1)+, . . . , n+), has been constructed recursively, using essentially
the same shift described above for Atree6 (1
−, 2−, 3−, 4+, 5+, 6+) [90]. The recursion re-
lations have been implemented numerically, and the computer time required for their
evaluation is competitive with other methods [91].
In many circumstances it can be useful to generalize the shift to act on more than two
spinor variables. For example, using the shift,
λ˜1 → λ˜1 + z 〈2 3〉 η˜ , λ˜2 → λ˜2 + z 〈3 1〉 η˜ , λ˜3 → λ˜3 + z 〈1 2〉 η˜ , (3.21)
for the case where gluons 1, 2 and 3 are of negative helicity and the rest are of posi-
tive helicity, and η˜ is an arbitrary left-handed spinor, the recursive diagrams that are
generated [92] are in one-to-one correspondence with the MHV construction of Cachazo,
Svrcˇek and Witten [93,73]. The MHV construction was developed prior to the BCFW
recursion relations. It provides a diagrammatic representation of tree amplitudes which
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makes manifest their remarkable twistor-space properties [82,93]. It is quite interesting
that these two diﬀerent approaches can be directly connected.
Other types of shifts of multiple legs are useful because they can lead to improved
behavior of the shifted amplitudes as z →∞. Such a shift was used to construct a recur-
sion relation for the one-loop amplitudes A1-loopn (1+, 2+, . . . , n+) containing n identical-
helicity gluons [52]. As mentioned above, multiple shifts can also be used to construct
proofs of the proper large z behavior for tree amplitudes A(z), under a standard shift of
the form (2.20) [88,75].
The BCFW recursive analysis of n-gluon amplitudes was quickly extended to ampli-
tudes with massless external quarks as well as gluons [94]. Recursion relations have also
been established for tree-level amplitudes containing massive external particles, such as
electroweak vector bosons, Higgs bosons, heavy quarks and squarks [88,95]. Processes in
abelian theories such as QED can also be handled recursively [96]. The general recursive
construction of all tree-level amplitudes in QCD with massive quarks has been described
recently by Schwinn and Weinzierl [75]. In particular, they enumerate all possible stan-
dard shifts that lead to a vanishing amplitude A(z) as z →∞.
4. The Unitarity-Based Method
Our goal is to compute a variety of one-loop amplitudes eﬃciently. For pedagogical
reasons, we focus on higher-multiplicity multi-gluon amplitudes. Conventional Feynman-
diagram methods in gauge theories involve unphysical states inside diagrams. This ren-
ders computations vastly more complicated than ﬁnal results, because most of the com-
putational eﬀort is devoted to manipulating unphysical information which ultimately
cancels out.
On-shell methods, as discussed in the Introduction, restrict states used in a calculation
to physical states. For external gluons, the spinor-helicity basis imposes this restriction
eﬃciently. We must also impose the restriction on internal states. We then rely on fac-
torization, unitarity, and the existence of a representation in terms of Feynman integrals
in order to compute amplitudes. We will also make use of several simpliﬁcations for the
purely-massless amplitudes we are considering in this review.
4.1. Structure of the Amplitude
The ﬁrst simpliﬁcation comes from the use of color ordering, as mentioned in section 2.
This reduces our problem to that of computing a color-ordered one-loop amplitude,
in which external legs are ordered cyclicly. We can correspondingly introduce color-
ordered Feynman diagrams, in which each vertex inherits an ordering from the overall
ordering of the diagram. Although we do not want to use Feynman diagrams, not even the
smaller set of color-ordered ones, to perform explicit computations, we can nonetheless
imagine performing a gedanken calculation. By considering which Feynman diagrams
would contribute to the amplitudes, and properties of the one-loop integrals they would
generate, we shall arrive at a compact set of loop-integral functions, in terms of which
we will ultimately express the amplitudes.
In a gauge theory, we have both trivalent and tetravalent vertices. Let us ﬁrst con-
sider the diagrams built only out of gluons. Any diagram with four-point vertices can be
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(b) (c)
Fig. 6. (a) A ring diagram, for a gluon propagating in the loop. It contains the maximal possible powers
of loop momenta in the numerator. Each black square, at a trivalent vertex, contributes one factor of
loop momentum. (b) A non-ring diagram, in which some of the external legs attach to a tree which
attaches to the loop. The momentum K is one of the momenta for the corresponding box integral. (c)
A ring diagram for a quark in the loop; in this case the loop-momentum factors are associated with the
fermion propagators.
obtained (possibly in more than one way) from a ‘parent’ diagram with all four-point
vertices replaced by pairs of three-point vertices connected by a propagator. Diagrams
with the maximal number of propagators inside the loop are thus ‘ring’ diagrams, built
entirely out of three-point vertices; moreover, all external legs attach directly to vertices
inside the loop, as shown in ﬁg. 6(a). Accordingly, when computing an n-point ampli-
tude, we must consider loop integrals with up to n external legs. We must also consider
diagrams with fewer external legs attached to directly to the loop, but rather attached
to a tree which in turn attaches to the loop. These will give rise to loop integrals with
fewer than n legs, but where some of the legs have momenta K which are sums of the
original external momenta, as depicted in ﬁg. 6(b). The original momenta may be mass-
less (for gluons or massless quarks) or massive (for colorless heavy particles). The sums
of momenta are in either case no longer massless; K2 may be either positive or negative.
That is, we must also consider loop integrals with external masses; but we may take all
internal masses to be zero.
Each trivalent vertex contains terms proportional to the momenta ﬂowing through
it. If we consider the vertices within the loop, some of the terms contain a factor of
the external momenta (or sums of external momenta). Others contain a factor of the
loop momentum . The latter give rise to tensor integrals, in which tensors in the loop-
momentum appear in the numerator. The maximal power of loop momentum arises
when every vertex in the loop gives us one power, so that we get an nth-rank n-point
tensor integral. The (tensor) indices on the loop momenta are contracted into external
momenta or polarization vectors. We will refer to integrals containing no powers of the
loop momentum in the numerator as scalar integrals.
The above analysis holds equally well for gluons circulating in the loop as it does for
scalar particles circulating there. (In fact, the contribution of a scalar particle in the
adjoint representation of the gauge group accounts completely for the leading tensor-
integral part of the gluon contribution.) For contributions of quarks in the loop, the
counting starts out a bit diﬀerently. There are no powers of momenta at the vertices, of
course, but the fermion propagator, 1// = //2, supplies a factor / proportional to the
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loop momentum. As the number of vertices in the loop is the same as the number of
propagators, fermionic contributions again give us integrals which range up to nth-rank
n-point tensor integrals, as illustrated in ﬁg. 6(c).
We now wish to organize all of the loop integrals occurring in an amplitude, by reducing
them down to some basic set. Tensor integrals can be reduced to scalar integrals, contain-
ing the same or fewer propagators, using traditional Brown–Feynman [97] or Passarino–
Veltman [98] techniques, or using more recent spinorial techniques [99–101,42,35]. All
these techniques eﬀectively use Lorentz invariance to re-express integrals over powers of
the loop momentum in terms of the metric and external momenta.
We will take all external vectors — both momenta and polarization vectors — to be
strictly four dimensional. (For the polarization vectors, this is equivalent to adoption
of the four-dimensional helicity scheme (FDH) [102,103].) For ﬁve- or higher-point in-
tegrals, any numerators can be expressed entirely in terms of diﬀerences of propagators
and Lorentz invariants. Each numerator factor has the form  · E, where  is the loop
momentum and E is one of the external vectors. (A factor of 2 would cancel a propaga-
tor, immediately reducing the integral to a lower-point one.) With ﬁve or more external
momenta ki, satisfying momentum conservation,
∑
i ki = 0, we can use four of them
(massive or massless) as a basis to express any four-dimensional vector E. Then  · E
becomes a linear combination of dot products  · kj , which in turn are diﬀerences of
propagator denominators and invariants built from external momenta. After canceling
propagators, we choose a new set of basis vectors for the daughter integrals, and repeat
the process. Each step reduces the degree of the numerator by one, and may in addition
reduce the number of external legs of the integrals by one.
For four- or lower-point integrals, we do not have enough independent external mo-
menta to form a basis. We can instead use Lorentz invariance as above to re-express the
integrals in terms of numerators involving the external momenta [97,98]. This reduction
procedure again generates integrals with fewer numerator powers of the loop momentum,
and possibly fewer external legs as well. At the end of this reduction, we are left only
with scalar integrals having trivial numerators, with up to n external momenta.
Another option is to use not only external momenta in the basis, but also complex
momenta built out of the associated spinors. The Lorentz products of the loop momentum
with these complex momenta cannot cancel propagators; but a judicious choice will result
in their integrals vanishing. Instead of expanding the external momenta in this basis, we
could also choose to expand the four-dimensional components of the loop momentum.
As we shall see in an example, this is particularly useful for evaluating one- and two-
mass triangle and bubble integral contributions. In the case of a one-mass triangle with
massless legs k1 and k2, one can use the basis given by del Aguila and Pittau [35] (see
also refs. [100,101]),
vμ1 = k
μ
1 , v
μ
2 = k
μ
2 , v
μ
3 =
〈
1−
∣∣ γμ ∣∣2−〉 , and vμ4 = 〈2−∣∣ γμ ∣∣1−〉 . (4.1)
For a two-mass triangle with massive legs K1 and K2, and massless leg k3 and a loop
momentum carried by the line connecting one of the massive legs to the massless leg, a
diﬀerent basis is more appropriate,
vμ1 = K
μ
1 , v
μ
2 = K
μ
2 , v
μ
3 =
〈
3+
∣∣K1γμ ∣∣3−〉 , and vμ4 = 〈3−∣∣K1γμ ∣∣3+〉 . (4.2)
We can further reduce [104,99,105,106,33] all six- or higher-point scalar integrals to
linear combinations of ﬁve- or lower-point integrals. This reduction is true to all orders
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Fig. 7. The possible box integrals that can appear in one-loop amplitudes.
Fig. 8. The possible triangle and bubble integrals that can appear at one loop.
in the dimensional regulator  = (4 −D)/2. After the reduction, the ﬁve-point integrals
that remain are all ﬁnite. They can be thought of as scalar pentagon integrals evaluated
in six dimensions; such integrals are free of both ultraviolet and infrared divergences.
They also appear multiplied by at least one explicit power of . If we were interested
in computing amplitudes to O() or beyond, we would need to evaluate such pentagon
integrals. If we are only interested in computing amplitudes to O(0), however, we may
drop them.
Consequently, all amplitudes can ultimately be expressed in terms of ten diﬀerent
types of integrals: boxes with up to four external massive legs, triangles with up to
three external massive legs, and bubbles. These integrals are shown in ﬁgs. 7 and 8. All
internal propagators are massless, but each external momentum can be either massless
or massive. Massive external momenta correspond to sums of the original massless or
massive momenta of the amplitude. These integrals are all computed in dimensional
regularization, which regulates both the ultraviolet divergences (which show up as single
poles in bubble integrals) and the infrared divergences (which show up as double or single
poles in the box and triangle functions).
Any color-ordered amplitude we wish to compute can therefore be expressed in terms
of a standard basis of integrals,
A1-loopn =
∑
j∈B
cjIj . (4.3)
For a given process, the integrals Ij in the basis B are given a priori by the set of all func-
tions deﬁned in ﬁgs. 7 and 8, for all possible cyclicly-ordered combinations of momenta.
These integrals have been tabulated, for example, in the ﬁrst appendix in ref. [45]. The
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coeﬃcients cj are rational functions of the external momenta and polarization vectors.
Using the spinor-helicity basis, we express the cj in terms of spinor products constructed
from spinors corresponding to external momenta. The coeﬃcients do in general depend
on  as well. Rational terms in amplitudes arise from  terms striking ultraviolet poles in
the integrals. (With the basis shown in ﬁgs. 7 and 8, the only ultraviolet pole is in the
bubble integral.)
4.2. Unitarity
The conservation of probability is a fundamental requirement of any consistent ﬁeld
theory. It implies the unitarity of the scattering matrix S. If we examine the non-forward
part of the scattering matrix, T = −i(S − 1), unitarity implies that
−i(T − T †) = T †T . (4.4)
The implicit sum on the right-hand side goes over all possible physical states, interme-
diate between the processes deﬁned by T † and T . At one-loop order, only two-particle
intermediate states are possible. There is a phase-space integral over the intermediate
on-shell momenta, which amounts to an integral over the solid angle of one of the two
particles, in the center-of-momentum frame. There is also a discrete sum over allowed
particle types.
The left-hand side of eq. (4.4) corresponds to a discontinuity in the scattering ampli-
tude, that is a branch cut in complex momenta. This discontinuity gives the absorptive
part of an amplitude.
The right-hand side may be obtained from a loop amplitude by cutting it. In a single
Feynman diagram, the discontinuity in a given invariant or channel can be computed by
replacing the two propagators separating a set of legs carrying that invariant from the
rest of the diagram by a delta function,
i
p2 + iε
−→ π δ(+)(p2) . (4.5)
At the diagrammatic level, this replacement goes under the name of the Cutkosky
rules [107]. The pair of delta functions reduces the loop integral to a phase-space integral.
We can of course also cut sums of diagrams, taking care to throw away any contribution
in which one or both of the required propagators is missing. (The missing propagator
prevents such terms from contributing to the discontinuity in the target invariant.)
The application of unitarity as an on-shell method of calculation turns the cutting step
around. Instead of cutting one-loop amplitudes, we will sew tree amplitudes together to
form one-loop amplitudes. In other words, we will be reconstructing the dispersive parts
of amplitudes from the absorptive ones. This reconstruction could in principle be accom-
plished by performing dispersion integrals; but we do not want to perform such integrals
explicitly. Rather, we rely on the existence of an underlying representation in terms of
Feynman integrals to do the job. For this purpose, we do not need an explicit basis of
the kind discussed in the previous subsection, but having one makes the reconstruction
easier and more powerful. In brief, we evaluate the cuts in each channel, and represent
them as linear combinations of cuts of integrals Ij in that channel,
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ImA1-loopn =
∑
j∈B
cj Im Ij , (4.6)
in order to read oﬀ the coeﬃcients cj .
Consider the cut in a channel with momentum K crossing the cut, where K is composed
of j external legs and s = K2. The cut contains delta functions imposing the on-shell
condition (4.5). By removing them, we promote the cut to a full loop integral,
(2π)2
∑
helicity
∫
dD
(2π)D
δ(+)(2)Atreen−j+2(K − , . . . , )δ(+)((−K)2)Atreej+2(−, . . . , −K)
−→
∑
helicity
∫
dD
(2π)D
i
2
Atreen−j+2(K − , . . . , )
i
(−K)2A
tree
j+2(−, . . . , −K) . (4.7)
Here the tree amplitudes are on shell, and the sum is taken over the possible helicities of
the internal legs crossing the cut. In the applications we will describe in this review, the
cut momenta entering the tree amplitudes in eq. (4.7) are taken to be four-dimensional.
Accordingly, we can use the spinor-helicity method to the fullest in evaluating them.
The propagators in eq. (4.7) are the same whether the particle crossing the cut is
a scalar, a fermion, or a gauge boson. The corresponding helicity projector is already
present in the on-shell tree amplitudes. The loop integral, in contrast, is evaluated in D
dimensions. The integral reductions discussed in the previous subsection are algebraic
manipulations of the integrand. To perform them on expressions given in terms of spinor
products, we can complete the spinor products to form scalar-propagator denominators.
For example, if external momentum k1 appears right after the loop momentum , then
we may write,
1
〈 k1〉 = −
[ k1]
2 · k1 =
[ k1]
(− k1)2 . (4.8)
If all denominators are converted to scalar propagators, then the numerators can be
rewritten as functions of the loop momentum (and not merely of spinors carrying the
on-shell cut loop momentum). Performing the integral reductions on this expression will
decompose the integrand into a sum of terms, each corresponding to an integral in the
basis eq. (4.3). We can then read oﬀ the coeﬃcient of any integral from the term with
propagators corresponding to the integral. In practice, applying the full reduction ma-
chinery is not necessary; appropriate partial-fractioning of the integrand with respect
to the loop momentum accomplishes the same goal. As outlined below, an alternative
approach for computing the coeﬃcients, developed by Britto et al. [51,57], transforms
the cut integral into a contour integral in spinor variables, which may be evaluated by
residue extraction.
In a general amplitude, we cannot detect all terms by looking in a single channel. For
this reason, we have to look at all channels. Some integrals contributing to the amplitude
will appear only in a single channel; we can simply read oﬀ the coeﬃcient in that channel.
Other integrals will show up in more than one channel; we can read oﬀ their coeﬃcients
in any of the channels. We must take only a single copy of the integral in the latter case.
Within the basis used in eq. (4.3), cutting the amplitude in a given channel isolates
those integrals which have a discontinuity in it. The product of tree amplitudes Atreen−j+2,
Atreej+2 can be equated to a linear combination of cuts of a subset of integrals in the basis,
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as in eq. (4.6). Because the linear combination typically contains more than one integral,
we have to identify the diﬀerent terms on the left-hand side. One way to do this is by
performing a partial-fraction decomposition, and then isolating diﬀerent terms according
to the propagators they contain. We will reﬁne this isolation in the next subsection.
One might worry that were we to use a dispersion integral to perform this reconstruc-
tion, the results we found would suﬀer from an additive ambiguity because of ultraviolet
divergences in the integral. That is, one can add a branch-cut-free or rational function
to the amplitude. Such rational terms are indeed present in QCD amplitudes. They can-
not be computed using the four-dimensional unitarity approach described above. In the
four-dimensional case, the coeﬃcients in the basis eq. (4.3) are understood to have  set
to zero, and the basis only serves as one for the cut-containing parts of the amplitude.
As an aside, we note that in supersymmetric theories at one loop, rational terms are
tightly linked to cut-containing terms. They can be deduced entirely from the integral
functions determined within the four-dimensional approach. There are no missing terms.
(In theories with N = 4 supersymmetry, there are strong indications that the same
result is even true at higher loops.) This result reﬂects the improved ultraviolet behavior
of supersymmetric theories.
There are two distinct on-shell methods for computing these rational terms, implicitly
ﬁxing this remaining ambiguity. (For other analytic approaches, see refs. [40,41].) One
method, to be discussed in section 5, is to extend on-shell methods by making use of
another universal property of amplitudes, that of factorization.
The second method stretches slightly our notion of a physical state from four to D
dimensions [46,58]. If we take the sum over intermediate states in D dimensions instead
of four dimensions, we recover the entire amplitude with no rational ambiguity. These
intermediate states are massless and transverse but in a D-dimensional rather than a
four-dimensional sense. The latter method adds a third role to dimensional regularization,
beyond regulating both ultraviolet and infrared divergences.
There are two diﬀerent ways of understanding how D-dimensional unitarity can capture
the complete amplitude. From the point of view of dispersion integrals, dimensional
regularization makes the absorptive part of the amplitude ultraviolet convergent, and
hence eliminates any additive ambiguity. From a more concrete point of view, every term
in an amplitude must contain a power of (−s)−, where s is an invariant, in order to
compensate the dimension of the coupling and keep the amplitude of ﬁxed dimension as
we change . (In an amplitude with only massless particles propagating internally, there
are no masses to supply the required dimension.) The invariants s that appear can be
diﬀerent in diﬀerent terms of the amplitude. If we now expand the amplitude beyond
O(0), these epsilonic powers will give rise to terms,
1−  ln(−s) + · · · , (4.9)
which contains a discontinuity for s > 0. Hence it will be detected in the unitarity cuts
in the s channel. The rational terms can then be obtained by truncating the result to
O(0). The underlying Feynman-integral representation forces them to come along with
the O() terms.
Because the D-dimensional unitarity method eﬀectively computes the amplitude to all
orders in , it goes beyond what is truly needed for collider applications. It does not allow
full use of the spinor-helicity basis at the early stages of a calculation, though of course
we can still make use of the on-shell conditions in D dimensions. Accordingly, it tends to
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require more computational eﬀort than the combination of the four-dimensional unitarity
method with the additional techniques for rational parts discussed in section 5. Nonethe-
less it is conceptually useful, and can be useful in practice for lower-point amplitudes
needed as starting points for the recursive techniques we review later. It is necessary to
use this version of unitarity, of course, when one needs a quantity, such as a splitting am-
plitude, to higher order in . Recent work [58,60] has shown how to apply spinor methods
in this context as well, and should widen the applicability of D-dimensional methods.
4.3. Generalized Unitarity
Cutting propagators in an amplitude selects only those contributions that have the
propagators present in the ﬁrst place. We can think of this in terms of the original
Feynman diagrams for our target amplitude, where it reﬂects the observation that a
diagram with a relevant propagator missing cannot contribute to the discontinuity in
the desired channel. We can also think of this in terms of the integrals in the basis.
Each original Feynman diagram will produce contributions to the coeﬃcients of several
basis integrals. If the original diagram is missing a required propagator, none of the
corresponding basis integrals will have it, and no contribution to the discontinuity will
arise. Even when the original diagram does have a required propagator, it will be present
only in a subset of the descendant basis integrals. Cutting pairs of propagators thus
winnows the set of basis integrals down to those in which the pair is present. When we
sew together two tree amplitudes to form the cut in a given channel, only those integrals
which possess both cut propagators can show up in the result, and accordingly the given
cut contributes only to the coeﬃcients of those integrals.
As discussed in the previous subsection, we must in general perform analytic simpliﬁca-
tions on the cut expression in order to isolate the contributions of diﬀerent integrals. This
procedure will sort terms into contributions corresponding to diﬀerent integrals accord-
ing to the propagator denominators present, and will remove contributions to lower-point
integrals. If we require the presence of additional propagators beyond the pair isolating a
given channel, only a subset of terms will remain. That is, fewer integrals can contribute.
Requiring the presence of additional propagators, or equivalently cutting them, goes un-
der the name of ‘generalized unitarity’. It corresponds, in the old-fashioned language
of dispersion relations, to extracting the leading discontinuity of an amplitude [108]. In
addition to isolating a smaller number of candidate integrals to consider, the additional
on-shell condition splits one of the two tree amplitudes into smaller trees. We are thus
sewing smaller and simpler expressions together, and will in general need to perform less
algebra to extract coeﬃcients.
The ultimate reﬁnement of this procedure comes when we require enough propagators
to isolate a single integral. This is possible for the box integrals. Maximal generalized
unitarity — cutting four propagators — isolates the coeﬃcient of a single box integral as
a product of four tree amplitudes, as illustrated in ﬁg. 1(b). In addition, when we take
the cut momenta to be strictly four-dimensional, the four delta functions freeze the loop
momentum entirely [49],∫
dD
(2π)D
[
f()
[2 + iε][(−K1)2 + iε][(−K12)2 + iε][(−K123)2 + iε]
]∣∣∣∣
D→4
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−→
∫
dD
(2π)D
[
f()δ(+)(2)δ(+)((−K1)2)δ(+)((−K12)2)δ(+)((−K123)2)
]∣∣∣
D→4
=
1
2
∑
solutions
f() . (4.10)
The sum is over the discrete number of solutions to the simultaneous on-shell equations
imposed by the four-dimensional delta functions. The coeﬃcient of the desired integral
is then simply the product of the four tree amplitudes, summed over these solutions for
the cut loop momenta (m),
cj =
1
2
∑
m=1,2
Atreen1 (. . . ,−(m), (m) −K1, . . .)Atreen2 (. . . ,−(m) + K1, (m) −K12, . . .)
×Atreen3 (. . . ,−(m) + K12, (m) −K123, . . .)Atreen4 (. . . ,−(m) + K123, (m), . . .) ,
(4.11)
where the implicit momenta are all external, and
∑
i ni = n+ 8. The sum is normalized
by the total number of solutions, which turns out to be two, including solutions for which
f may happen to vanish. The complete freezing of the loop momentum means that no
further algebra is required, and the coeﬃcient could even be evaluated purely numerically.
For many applications of eq. (4.11), including all for less than eight external (massless)
legs, there would seem to be a catch: some of the tree amplitudes, corresponding to mass-
less external legs, will be all-massless three-point amplitudes. Naively, these amplitudes
would vanish. The quadruple cuts would vanish along with them, swallowing the coeﬃ-
cients with them. As we have seen in section 2, however, using complex momenta we can
obtain non-zero values for these amplitudes. We can then treat them in the same way as
higher-point amplitudes in the quadruple cuts, and recover the box coeﬃcients simply
from sums over appropriate products of tree amplitudes. Indeed, as we shall see, because
of the special properties of three-point amplitudes, the computation of coeﬃcients of box
integrals with massless external legs is even simpler than that of four-mass boxes.
In an approach based on maximal use of generalized unitarity, we will compute a larger
number of cuts; but each cut will be simpler, and will give the coeﬃcient of a single
integral directly. One starts with the box integrals, computing a separate quadruple
cut for each diﬀerent one. One turns next to the three-mass triangles, which can be
isolated through triple cuts as was done in ref. [64]. The integrands emerging from triple
cuts in general will also contain contributions to those box integrals sharing the same
cuts. These contributions, and box-like terms which vanish upon loop integration, must
be removed in order to extract the coeﬃcient of the three-mass triangle. This can be
done, for example, using the decomposition proposed by Ossola et al. [42], or by other
methods. Further developments here are possible and desirable (see e.g. ref. [69]). The
spinor-residue approach of refs. [51,57] outlined below can also be used for this evaluation.
The remaining terms come from one- and two-mass triangles as well as bubble integrals.
The analytic forms of the one- and two-mass triangle integrals imply that the remaining
terms can all be written as sums of bubble integrals, with coeﬃcients that depend on
external invariants and on . Accordingly, they should be treated together. This part of
the computation will make use of standard cuts, evaluated as described in the previous
section 4.2.
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Fig. 9. A box integral that can occur for ﬁve-point amplitudes with legs following the 12345 ordering.
The other four possible ones are given by cyclic permutations of this one.
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Fig. 10. The quadruple cuts of of integrals I(K12), I(K23), and I(K34). Only one helicity conﬁguration
contributes to each of the cuts.
4.4. A Box Example
As an example, let us compute the coeﬃcient of a box integral in the pure gauge-
theory amplitude A1-loop5 (1
−, 2−, 3+, 4+, 5+). Because this amplitude contains ﬁve ex-
ternal massless legs, the relevant box integrals, which are found by collapsing a single
propagator on the pentagon ring diagram, have precisely one external massive leg, and
three massless ones. One of these one-mass box integrals, in which the massive leg is
K12 = k1 + k2, is shown in ﬁg. 9. It is deﬁned by
I(K12) = μ2
∫
d4−2
(2π)4−2
1
2(−K12)2(−K123)2( + k5)2 . (4.12)
The other four boxes have the massive leg in turn being K23, K34, K45 and K51. The
amplitude A1-loop5 (1
−, 2−, 3+, 4+, 5+) is antisymmetric under the reﬂection (12345) ↔
(21543). This symmetry relates the coeﬃcient of I(K51) to that of I(K23); and that of
I(K45) to that of I(K34).
Let us perform the computation for I(K12), using maximal generalized unitarity. When
we cut all four propagators, as shown in ﬁg. 10(a), and restrict the cut momenta to
four dimensions, we will be left with three three-point amplitudes and one four-point
amplitude. If 4 is the cut loop momentum in between k3 and k4, it is a momentum
entering into both adjacent three-vertices. In order to obtain a nonvanishing result, we
must take it to be complex. The on-shell conditions on the ﬁrst vertex require that
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either λ4 ∝ λ3 or λ˜4 ∝ λ˜3 , (4.13)
and the on-shell conditions on the second vertex require that
either λ4 ∝ λ4 or λ˜4 ∝ λ˜4 . (4.14)
However, for generic external momenta, s34 
= 0, and therefore λ3 
∝ λ4 and λ˜3 
∝ λ˜4.
Thus only two of the combined solutions are allowed,
(λ4 ∝ λ3 and λ˜4 ∝ λ˜4) or (λ˜4 ∝ λ˜3 and λ4 ∝ λ4) . (4.15)
This in turn implies that neighboring three-vertices must be of opposite ‘type’ — if one
is of the form Atree3 (++−) or a cyclic permutation thereof, then its neighbor must be of
the form Atree3 (−−+) or a cyclic permutation thereof.
The possible helicity conﬁgurations are further restricted by the identity of the helici-
ties attached to the massive leg. The vanishing of four-point tree amplitudes with zero or
one positive helicity (the parity conjugate of eq. (2.26)) implies that the helicities of both
cut internal legs emerging from the four-point vertex, (−1) and 3, must be positive.
Such a conﬁguration is only allowed for gluonic internal states; it vanishes for quarks or
scalars circulating in the loop. (Massless fermions have their helicity conserved along the
fermion line, which translates into a helicity ﬂip between quark and anti-quark legs, in
our all-outgoing helicity convention. Scalars do not carry helicity, but they can be con-
sidered to be complex, and then particle vs. anti-particle plays the same role as helicity.)
The positive helicity of (−1) and 3, together with the neighboring-three-vertex con-
straint, ﬁxes the helicities of the remaining three-point vertices to be Atree3 (−−3 , 3+, +4 ),
Atree3 (−−4 , 4+, −5 ), and Atree3 (−+5 , 5+, −1 ). Accordingly, we have only a single solution,
the ﬁrst in eq. (4.15), to take into account. The other solution leads to vanishing three-
point tree amplitudes, as discussed in section 2.
To evaluate the coeﬃcient, we must solve for 4. We only need the solutions for λ4 and
λ˜4 up to an overall constant factor, because the latter will cancel in the combinations
that appears in the desired coeﬃcient, λ4 λ˜4 . Three of the four on-shell equations,
24 = 0, 
2
3 = (4 + k3)
2 = 0, and 25 = (4 − k4)2 = 0 , (4.16)
can be satisﬁed automatically by taking μ4 to have the form,
μ4 =
1
2ξ4
〈
3−
∣∣ γμ ∣∣4−〉 . (4.17)
The constant ξ4 is ﬁxed by the last of the four on-shell equations,
21 = (4 −K45)2 = −ξ4
〈
3−
∣∣ 5 ∣∣4−〉+ s45 = 0 , (4.18)
to have the value ξ4 = 〈4 5〉 / 〈3 5〉.
The coeﬃcient of the K12 box is then,
c12 =
1
2
Atree4 (−+1 , 1−, 2−, +3 )Atree3 (−−3 , 3+, +4 )Atree3 (−−4 , 4+, −5 )Atree3 (−+5 , 5+, −1 )
=
1
2
〈1 2〉3
〈2 3〉 〈3 (−1)〉 〈(−1) 1〉
[3 4]
3
[4 (−3)] [(−3) 3]
〈5 (−4)〉3
〈4 5〉 〈(−4) 4〉
[(−5) 5]3
[5 1] [1 (−5)]
=−1
2
〈1 2〉3 〈3+∣∣ 45 ∣∣5−〉3〈
2−
∣∣ 3 ∣∣3−〉 〈4−∣∣ 431 ∣∣5−〉 〈1−∣∣ 15 ∣∣4+〉 . (4.19)
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Using momentum conservation and the properties of the i, we can simplify this expres-
sion to,
c12 =
1
2
〈1 2〉3 〈4−∣∣ 4 ∣∣3−〉2 [4 5]3〈
2−
∣∣ 4 ∣∣3−〉 〈3 4〉 [4 5] 〈1 5〉 〈4−∣∣ 4 ∣∣5−〉
=−1
2
〈1 2〉3 s34s45
〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉
=
i
2
s34s45 A
tree
5 (1
−, 2−, 3+, 4+, 5+) . (4.20)
The box integral multiplying this coeﬃcient, deﬁned in eq. (4.12), has the Laurent ex-
pansion in ,
I(K12) = −2i cΓ
s34s45
{
− 1
2
[(
μ2
−s34
)
+
(
μ2
−s45
)
−
(
μ2
−s12
)]
+Li2
(
1− s12
s34
)
+ Li2
(
1− s12
s45
)
+
1
2
ln2
(−s34
−s45
)
+
π2
6
}
+ O() , (4.21)
where the constant cΓ is deﬁned by
cΓ =
1
(4π)2−
Γ(1 + )Γ2(1 − )
Γ(1 − 2) . (4.22)
The coeﬃcients of the other boxes also have only gluonic contributions. In the K23
box, shown in ﬁg. 10(b), the four-point vertex has opposite helicities for the internal
legs; but the requirement of opposite ‘type’ for adjacent three-point vertices requires
the diagonally-opposite three-point vertex to have identical helicities for its internal mo-
menta. This allows only gluonic contributions. In the K34 box, both internal legs attached
to the four-point vertex containing k3 and k4 have identical helicity, again allowing only
gluonic contributions as shown in ﬁg. 10(c). An explicit computation shows that the co-
eﬃcients of these two boxes are in fact similar to the coeﬃcient of the K12 box (4.20);
they are equal to the tree amplitude multiplied by the same constant and corresponding
invariants (is45s51/2 for I(K23) and is51s12/2 for I(K34)). The gluon-loop contribution
to the amplitude is then given by,
A1-loop5 (1
−, 2−, 3+, 4+, 5+) =Atree5 (1
−, 2−, 3+, 4+, 5+) cΓ
{
− 1
2
[(
μ2
−s34
)
+
(
μ2
−s45
)
−
(
μ2
−s12
)]
+Li2
(
1− s12
s34
)
+ Li2
(
1− s12
s45
)
+
1
2
ln2
(−s34
−s45
)
+
π2
6
+ cyclic permutations
}
+ triangles + bubbles. (4.23)
Next we discuss how to evaluate triangle and bubble contributions.
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4.5. A Triangle Example
In a ﬁve-point amplitude with all external legs massless, three-mass triangles cannot
arise. The remaining terms in the ﬁve-gluon amplitude are derived from one- or two-mass
triangles in addition to bubble integrals. These integrals can be expressed as,
I2(s) = i cΓ
(1− 2)
(
μ2
−s
)
, (4.24)
I1m3 (s) =−
i cΓ
2
(
μ2
−s
)
, (4.25)
I2m3 (s1, s2) =−
I1m3 (s1)− I1m3 (s2)
s1 − s2 . (4.26)
That is, they are all linear combinations of bubble integrals. Laurent expanding these ex-
pressions in , we see that all remaining terms at order 0 will consist either of logarithms
or logarithms squared. As an example, we will compute the coeﬃcient of one of the log-
arithms in the internal-scalar contributions to the amplitude A1-loop5 (1
−, 2−, 3+, 4+, 5+).
These terms will be required in our recursive computation of the rational terms in sec-
tion 5.
To compute these terms, we can proceed in a variety of ways. In order to detect bubble
integrals, we must in any event include ordinary cuts, which enforce the presence of just
two propagators. We would proceed, for example, by forming the ordinary cut in each
of the three distinct channels — s12, s23, and s34. Various box integrals also have cuts
in these channels, so we would have to subtract their contributions to the integrand.
What is left will give us the remaining logarithms. In the internal-scalar example we are
considering, this approach is particularly simple, because as discussed above the scalar
and fermionic contributions have no box integrals, and hence there is nothing to subtract.
(In principle, there could be contributions that integrate to zero, requiring a nontrivial
subtraction, but that does not happen here.)
Helicity conservation also means that in both scalar and fermionic contributions, the
internal lines emerging from each tree amplitude must have opposite helicities. Therefore
the cuts in the s12, s34, and s45 channels will vanish, because the resulting four-point
amplitudes will have the helicity structure (−+ ++), and the corresponding tree ampli-
tudes all vanish. We are left with contributions only in the s23 and s51 channels. We will
compute the coeﬃcient of ln(−s23); the coeﬃcient of ln(−s51) is related by the reﬂection
symmetry (12345) ↔ (21543). In this particular amplitude, the triangles generate no
squared logarithms.
The scalar contribution to the s23 cut is,∑
h=±
Atree4 (−h2s, 2−, 3+, −h4s )Atree5 (−h4s, 4+, 5+, 1−, −h2s )
= −2 〈(−2) 2〉
2 〈4 2〉2 〈(−4) 1〉2 〈2 1〉2
〈(−2) 2〉 〈2 3〉 〈3 4〉 〈4 (−2)〉 〈2 (−4)〉 〈(−4) 4〉 〈4 5〉 〈5 1〉 〈1 2〉
= 2
〈4 1〉 〈4 2〉
〈
2−
∣∣K234 ∣∣1+〉 〈2−∣∣ 4K23 ∣∣1+〉
〈2 3〉 〈3 4〉 s223 〈4 4〉 〈4 5〉 〈5 1〉
. (4.27)
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Fig. 11. The two-mass triangle arising from the second term in eq. (4.29).
(The ‘helicity’ label for a scalar distinguishes particle and antiparticle, which give equal
contributions.)
We can separate the 4-dependent denominators, using the Schouten identity,
〈4 1〉 〈3 4〉 = 〈4 3〉 〈1 4〉+ 〈4 4〉 〈3 1〉 , (4.28)
as a kind of partial-fraction decomposition. We get,
〈4 1〉 〈4 2〉
〈3 4〉 〈4 4〉 =
1
〈3 4〉
( 〈1 3〉 〈2−∣∣ 4 ∣∣3−〉
(4 + k3)2
+
〈1 4〉 〈2−∣∣ 4 ∣∣4−〉
(4 − k4)2
)
. (4.29)
Each term now corresponds to a diﬀerent triangle integral, the ﬁrst to a one-mass one
and the second to a two-mass one. Both still have non-trivial numerators. The one-mass
triangle turns out to give a vanishing contribution to our amplitude.
The two-mass triangle integral depicted in ﬁg. 11, coming from the second term in
eq. (4.29), has the form,
2
〈1 4〉
〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉 s223
×
∫
d4−2
(4π)4−2
〈
2−
∣∣ 4 ∣∣4−〉 〈2−∣∣K234 ∣∣1+〉 〈2−∣∣ 4K23 ∣∣1+〉
22
2
4
2
5
. (4.30)
Here, and below, the i are taken to be oﬀ-shell loop momenta corresponding to the cut
momenta denoted by the same variables above. We can expand the loop momenta in the
numerator of eq. (4.30) as discussed in section 4.1, using the basis in eq. (4.2): two real
vectors, vμ1 = K
μ
23 and v
μ
2 = K
μ
51, as well as two complex vectors, v
μ
3 =
〈
4+
∣∣K23γμ ∣∣4−〉
and vμ4 =
〈
4−
∣∣K23γμ ∣∣4+〉. This choice is convenient, because powers of these two com-
plex vectors will give rise to vanishing integrals [42]. It generalizes in a straightforward
way to processes beyond the ﬁve-point example considered here. In terms of the vi basis,
the loop momentum expansion is,
μ4 =−
[
(4 + K23)2 − s23
s51 − s23 +
s51 + s23
(s51 − s23)2 (4 − k4)
2
]
vμ1
−
[
(4 + K23)2 − s23
s51 − s23 + 2
s23
(s51 − s23)2 (4 − k4)
2
]
vμ2
+
1
2(s51 − s23)2
〈
4−
∣∣K234 ∣∣4+〉 vμ3 + 12(s51 − s23)2 〈4+∣∣K234 ∣∣4−〉 vμ4 . (4.31)
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Referring to ﬁg. 11, we see that the factor (4 + K23)2 = 22 will cancel a denominator,
leaving a bubble integral with a massless leg, which vanishes in dimensional regulariza-
tion. We can therefore drop such terms. A factor of (4 − k4)2 = 25 will also cancel a
propagator, leaving a bubble with external momentum K23. It may contribute to the
coeﬃcient of the logarithm we are computing.
After substituting this form for 4 into the numerator of the integrand, we will obtain
terms leading to integrals in the classes,
I3[(4 · v3)a3(4 · v4)a4 ] and I2[(4 · k4)a1(4 · v3)a3(4 · v4)a4 ] . (4.32)
The underlying tensor integrals can be expressed in terms of the metric gμν and either
vμ1,2 in the three-point case, or v
μ
1 alone in the two-point case. Because v3 and v4 are null
vectors, and moreover v1 · v3,4 = v2 · v3,4 = 0, pure powers of either 4 · v3 or 4 · v4 in the
three-point case (a4 = 0 or a3 = 0), or pure powers of them with 4 · v1 (for any value
of a1), will yield vanishing integrals. Such numerator factors in a sense produce total
derivatives, and thereby give an explicit realization of the vanishing integrals introduced
in ref. [42]. We can use an identity,
〈
4+
∣∣K234 ∣∣4−〉 〈4−∣∣K234 ∣∣4+〉 = (4 − k4)2 × 12 tr[/k4 /K23/4 /K23]
= (4 − k4)2
[
(s51 − s23)((4 + K23)2 − s23)− 2s234 · k4
]
, (4.33)
to eliminate mixed powers of the numerator factors (a3 
= 0 
= a4). Only equal powers,
a3 = a4, will give a nonvanishing contribution.
We can thus derive the following replacement rules for the integrand,
μ4 → vμ+ ≡
s23(v
μ
1 + v
μ
2 )
s51 − s23 −
s51v
μ
1 + s23(v
μ
1 + 2v
μ
2 )
(s51 − s23)2 (4 − k4)
2
μ4 
ν
4 → vμ+vν+ −
s23(4 − k4)2
4(s51 − s23)4 (s51 − s23 + 24 · k4)(v
μ
3 v
ν
4 + v
μ
4 v
ν
3 )
μ4 
ν
4
ρ
4 → vμ+vν+vρ+ −
s23(4 − k4)2
4(s51 − s23)4 (s51 − s23 + 24 · k4)
×(vμ3 vν4vρ+ + permutations of (μ, ν ρ)) (4.34)
Only terms without factors of 24 · k4 = −(4 − k4)2 can produce a two-mass triangle.
These terms come from the replacement μ4 → c(v1 + v2)μ = −ckμ4 , which makes the
integrand in eq. (4.30) vanish. We are left only with bubble integrals. We can think of
these replacements as an explicit realization of the reductions introduced in ref. [35].
To evaluate these terms, we can use the following little table,
I2[μ4 ](s23) = −
1
2
Kμ23 I2(s23) ,
I2[μ4 ν4 ](s23) = −
1
4(D− 1)s23g
μν I2(s23) + D4(D − 1)K
μ
23K
ν
23 I2(s23) , (4.35)
which are the only tensor reductions we need to perform explicitly. The bubble integral
itself is, from eq. (4.24),
33
I2(s23) = i cΓ
(
1

+ ln
(
μ2
−s23
)
− 2
)
+O() . (4.36)
The singular parts can also be extracted from the cuts. We will include them in the full
cut part below. The rational part we will not include, because as explained in prior sub-
sections, additional information beyond the four-dimensional cuts is required to compute
the ﬁnite rational terms fully. The metric term will drop out when evaluating integrals
with numerator powers of 4 · k4, so that in our computation we are left with,
I2[24 · k4](s23) = 12 (s23 − s51) I2(s23) ,
I2[(24 · k4)2](s23) = D4(D − 1)(s23 − s51)
2 I2(s23) . (4.37)
Using these values, the terms containing cuts in the s23 channel are,
− icΓ
6
1
〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉 ln
(−s23
μ2
)
×
(
2
〈2 3〉 [3 4] 〈4 1〉 〈2 4〉 [4 5] 〈5 1〉B
(s51 − s23)3 −
〈1 2〉2 B
s51 − s23 + 〈1 2〉
3
)
. (4.38)
in which B = 〈2 3〉 [3 4] 〈4 1〉+ 〈2 4〉 [4 5] 〈5 1〉.
Most of the factors appearing in the denominators, along with the factors in the denom-
inator in eq. (4.20), are nearest-neighbor spinor products. These correspond to genuine
physical singularities of the one-loop amplitude: as at tree level, their vanishing corre-
sponds to a collinear limit. The s51−s23 and (s51−s23)3 denominators do not correspond
to such physical singularities, and as such cannot be present in the amplitude. The sin-
gularity in the cut-containing terms is canceled by the contribution from the s51 channel,
which is related by the ﬂip symmetry (12345)↔ (21543). It combines with the expression
in eq. (4.38) via the replacement,
ln
(−s23
μ2
)
−→ ln
(−s23
−s51
)
. (4.39)
The logarithms in these contributions thus show up in the following functional forms
containing spurious singularities,
ln r
1− r and
ln r
(1− r)3 , (4.40)
where r is the ratio of two momentum invariants. The singularity in these functions as
r → 1 is purely rational,
ln r
1− r ∼ −1 +
r − 1
2
− (r − 1)
2
3
+ · · · ,
ln r
(1− r)3 ∼ −
1
(r − 1)2 +
1
2(r − 1) −
1
3
+ · · · . (4.41)
The remaining singular terms must therefore be canceled by rational terms. We show
how to compute these terms in the next section. It will be convenient, however, to antic-
ipate the cancellation, and to deﬁne new functions which are manifestly free of spurious
singularities,
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L0(r) =
ln r
1− r ,
L1(r) =
ln r + 1− r
(1− r)2 , (4.42)
L2(r) =
ln r − (r − 1/r)/2
(1 − r)3 .
We can now assemble the complete cut-containing terms for the internal-scalar contri-
butions to A1-loop5 (1
−, 2−, 3+, 4+, 5+),
Ascalar5 (1
−, 2−, 3+, 4+, 5+)
∣∣
cut−containing =
icΓ
{
〈1 2〉3
6 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉
[
2

− ln
(−s23
μ2
)
− ln
(−s51
μ2
)]
− 1
3 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉
×
[〈2 3〉 [3 4] 〈4 1〉 〈2 4〉 [4 5] 〈5 1〉B L2(−s23−s51)
s351
−
〈1 2〉2 B L0
(
−s23
−s51
)
2s51
]}
. (4.43)
The simpliﬁcations due to the choice of basis used here in the evaluation of two-mass
triangle contributions should generalize to other amplitudes. Using the bases given in
eqs. (4.1) and (4.2), we will obtain replacements similar to those given in eq. (4.34).
4.6. A Spinorial Approach
The above example illustrates how triangle and bubble integral coeﬃcients can be
evaluated in an ordinary two-particle cut using projections and vanishing integrals [35,42].
For more complicated cases, it is useful to have a systematic procedure that still keeps the
analytic expressions relatively compact. (Feynman parametrization of cut loop integrals,
for example, is a systematic method, but it tends to generate an explosion of terms.) In
refs. [51,57], Britto et al. used spinorial variables in an eﬃcient and systematic technique
for evaluating generic one-loop unitarity cuts. The cut integration is eﬀectively performed
by residue extraction. Applying these ideas, they computed the cut-containing terms
for the most complicated of the six-gluon helicity amplitudes with a scalar or fermion
circulating in the loop.
This method makes use of an elegant decomposition of phase-space integrals in terms
of spinor variables [93],∫
d4 δ(+)(2)f() =
∞∫
0
t dt
∫
〈 d〉 [ d] f() , (4.44)
where 〈 d〉 ≡ εαβ(λ)α(dλ)β , [ d] ≡ εα˙β˙(λ˜)α˙(dλ˜)β˙ and μ = t
〈
−
∣∣ γμ ∣∣−〉 /2. On
the contour of integration λ and λ˜ should be treated as complex conjugate variables,
although elsewhere in this review we treat them as independent.
In a two-particle cut, this decomposition gives,
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C2 =
∫
d4 δ(+)(2) δ(+)((−K)2) f(λ, λ˜, t)
=
∞∫
0
t dt
∫
〈 d〉 [ d] δ(+)(K2 − t 〈−∣∣K ∣∣−〉) f(λ, λ˜, t) . (4.45)
In the kinematic region K2 > 0, the delta function is non-vanishing when the integration
over t is performed,
C2 =
∫
〈 d〉 [ d] K
2〈
−
∣∣K ∣∣−〉2 f
(
λ, λ˜, t =
K2〈
−
∣∣K ∣∣−〉) . (4.46)
It is possible to split f into functions whose numerators depend only on λ, whose inte-
gration gives rise to box integrals and three-mass triangle integrals, and remaining terms
whose numerators depend on both λ and λ˜. For the latter terms, the key idea is to
rewrite the cut as a total derivative of the form,
C2 =
∫
〈 d〉 [d ∂] g(λ, λ˜) , (4.47)
plus a set of residues. The total derivative integrates to zero. The residues arise from
1/ 〈 a〉 poles in g(λ, λ˜). At these singularities, one obtains delta-function contribu-
tions [109] using,
[d ∂]
1
〈 a〉 = −2πδ¯(〈 a〉) , (4.48)
where
∫ 〈 d〉 δ¯(〈 a〉)A(λ, λ˜) = −iA(λa, λ˜a). This localization by delta functions relies
on treating λ and λ˜ as complex conjugates [93]. The delta functions allow us to replace
the spinor integration variable λ with spinors of the external momenta, since the delta-
function condition in eq. (4.48) is satisﬁed whenever λ ∝ λa and λ˜ ∝ λ˜a. (The constant
of proportionality always drops out.)
In more complicated cases, where there are multiple poles in λ˜, one must ﬁrst perform
a partial-fraction decomposition or a Feynman parametrization in order to rewrite the
integrand as a total derivative plus localized contributions. This procedure has also been
extended to the cases of D-dimensional unitarity [58] and massive particles circulating
in the loop [60].
5. On-Shell Recursion at One Loop
In this section, we discuss how to compute rational terms in one-loop amplitudes.
We assume that the terms containing cuts having already been computed via four-
dimensional unitarity, as described in the previous section. A number of analytic methods
for determining the rational terms have been proposed in the literature. A recent pro-
posal is to make use of D-dimensional unitarity [70,58,60], following the early work in
refs. [46,71]. Another proposal relies on the observation that only a limited number of
loop-momentum integrals can contribute to rational terms, making their evaluation sim-
pler [40,41]. In this review, we focus on the on-shell recursive approach [52–56]. This
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approach is quite promising because it displays only mild growth in computational com-
plexity as the number of external legs increases. (In special cases, the pole structure of
the rational coeﬃcients in front of integral functions is well-enough constrained that they
can be computed using this technique too, instead of using unitarity [110].)
At one loop as at tree level, on-shell recursion provides a systematic means of deter-
mining rational functions, using knowledge of their poles and residues. At loop level,
however, there are a number of new issues that must be confronted.
The most obvious issue is the appearance of branch cuts in the shifted amplitude. We
will ﬁnd it helpful to distinguish between terms that contain such cuts and terms that
do not. Let us break up a one-loop amplitude, shifted by a [j, l〉 shift, as follows,
A1-loopn (z) = cΓ
[
Cn(z) + Rn(z)
]
. (5.1)
where Cn(z) denotes the pure cut-containing terms, and Rn(z) gives the rational terms.
The rational parts Rn are deﬁned by setting all logarithms, polylogarithms, and associ-
ated π2 terms to zero,
Rn ≡ 1
cΓ
A1-loopn
∣∣∣
rat
≡ 1
cΓ
A1-loopn
∣∣∣∣
ln,Li,π2→0
. (5.2)
We assume that the cut-containing terms Cn have already been computed.
As discussed in section 4.5, loop amplitudes contain spurious poles that cancel only
between the cut-containing and rational contributions. Such spurious poles would com-
plicate the on-shell recursion relations because they would require us to compute residues
at poles corresponding to unphysical singularities. Such singularities are not singularities
of the total amplitude at all. The simplest approach is to eliminate them completely.
We can do this by adding in rational terms that manifestly cancel all spurious singular-
ities, before applying Cauchy’s theorem to the other rational terms. We gave examples
of such ‘cut completions’, associated with the structure of two-mass triangle integrals in
section 4.5. These completions introduce functions Li(r) deﬁned in eq. (4.42), which are
nonsingular as r → 1. More intricate spurious singularities can also arise. One can make
their absence manifest using functions (based on higher-dimensional box and triangle
integrals) introduced in ref. [111].
In general, we denote the cut completion by Ĉn,
Ĉn(z) = Cn(z) + ĈRn(z) , (5.3)
where ĈRn(z) are the rational functions added in order to cancel the unphysical spurious
singularities in z. For a given shift we do not need to remove all spurious singularities, but
only those that depend on z. Having added rational terms to the cuts, we must subtract
them from the rational part of the amplitude. This procedure deﬁnes the ‘remaining’
rational terms,
R̂n(z) = Rn(z)− ĈRn(z) . (5.4)
Instead of the pure-cut plus pure-rational decomposition (5.1), we thus consider the
completed-cut decomposition,
A1-loopn (z) = cΓ
[
Ĉn(z) + R̂n(z)
]
, (5.5)
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Fig. 12. Diagrammatic representation of recursive contributions at one loop with a [j, l〉 shift. The label
‘T ’ and ‘L’ on the vertices indicated tree and loop vertices, respectively. The factorization-function
contributions does not appear for MHV amplitudes.
and analyze the properties of R̂n(z) in the complex plane. This decomposition is not
unique; rational functions having no spurious singularities can be moved between Ĉn
and R̂n.
As a concrete example, consider the cut parts of the scalar-loop contribution to the ﬁve-
point amplitude Ascalar5 (1
−, 2−, 3+, 4+, 5+) given in eq. (4.43). The Li functions deﬁned
in eq. (4.42) incorporate rational terms and automatically provide a satisfactory cut
completion for this amplitude. The spurious poles located at s23−s51 = 0 are manifestly
absent from the cut parts. Hence they will also not appear in the remaining rational
terms.
In general, the complete amplitude cannot have any unphysical poles. After we elim-
inate them from the completed-cut parts, they cannot appear in the remaining rational
terms R̂n(z) either. We can then construct an on-shell recursion relation for R̂n(z), sum-
ming only over residues at physical poles [54,55]. This terms in the sum are in one-to-one
correspondence with the factorization channels, just as at tree level. At one loop, though,
there are typically more terms in each channel. For each intermediate state helicity, there
are generically three contributions to one-loop factorization as K2r···s → 0, which are de-
picted in ﬁg. 12,
A1-loopn ∼ AtreeL
i
K2r···s
A1-loopR + A
1-loop
L
i
K2r···s
AtreeR + A
tree
L
iF1-loop
K2r···s
AtreeR . (5.6)
In the ﬁrst two terms, one of the factorized amplitudes is a one-loop amplitude and the
other is a tree amplitude. The last term naively corresponds to a one-loop correction to
the propagator. However, massless theories contain infrared divergences from soft and
collinear virtual momenta. These divergences do not commute with the factorization limit
K2r···s → 0. For this reason, the ‘factorization function’ F1-loop is more subtle in massless
theories; it can contain ‘pole-crossing’ logarithms (logarithms of momentum invariants
containing momenta from both sides of the pole) [112]. However, we are only interested
in the rational terms. These terms do have a simple interpretation in terms of propagator
corrections.
Following similar logic as at tree level, and dropping the pure-cut pieces in eq. (5.6), we
obtain an on-shell recursion relation for the rational terms, corresponding to the diagrams
in ﬁg. 12,
RDn ≡ −
∑
poles α
Res
z=zα
Rn(z)
z
=
∑
r,s,h
{
RL(z = zrs)
i
K2r···s
AtreeR (z = zrs) + A
tree
L (z = zrs)
i
K2r···s
RR(z = zrs)
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Fig. 13. A generic overlap contribution with a [j, l〉 shift. The diagram indicates the channel where the
residue is to be extracted.
+ AtreeL (z = zrs)
iF(Kr···s)
K2r···s
AtreeR (z = zrs)
}
. (5.7)
The ‘vertices’ RL and RR in this recursion relation are the pure rational parts (according
to the deﬁnition (5.2) of the lower-point one-loop amplitudes appearing on the left and
right sides of eq. (5.6). The factorization function F may be found in ref. [55]. It only
contributes in multi-particle channels, and only if the tree amplitude contains a pole in
that channel. The superscript D on RDn indicates that this set of (recursive) diagrammatic
contributions to the remaining rational terms Rˆn is not the whole answer.
We have included some of the rational terms ĈRn in the completed cuts Ĉn in shifting
from eq. (5.1) to (5.5), we need to correct eq. (5.7) for any residues that ĈRn(z) may have
at the physical poles. We know ĈRn explicitly, so it is simple to compute the correction or
‘overlap’ terms On by performing the shift (2.20) and extracting the residues of ĈRn(z)
at each physical pole,
On ≡
∑
polesα
Res
z=zα
ĈRn(z)
z
. (5.8)
These overlap contributions may be assigned a diagrammatic interpretation, as depicted
in ﬁg. 13. Each diagram corresponds to a diﬀerent physical factorization channel. Al-
though the deﬁnition of the completed-cut terms Ĉn is not unique, the ambiguity cancels
in the sum of Ĉn(0) and the overlap terms On.
We are not yet done, because we have not discussed the behavior of the shifted one-loop
amplitude at large z. The straightforward application of Cauchy’s theorem underlying
our computation requires that the shift of the remaining rational parts R̂n(z) fall oﬀ
as z → ∞. At tree-level, as discussed in section 3, one can prove that A(z) vanishes
as z → ∞ for various classes of shifts. At one loop there are no such theorems, and
we are sometimes forced to use shifts for which A(z) does not vanish. Let us denote by
Inf A1-loopn a function which, when shifted, matches the behavior of A
1-loop
n (z) as z →∞,
that is A(z) − Inf A1-loopn (z) → 0 as z → ∞. (This function is rational in the existing
examples.) A practical approach for determining Inf A1-loopn is by using an auxiliary on-
shell recursion relation [55]. The completed-cut terms Ĉn(z) may also be nonvanishing
at large z; we deﬁne an analogous function Inf Ĉn which matches their large z behavior.
Neither Inf A1-loopn nor Inf Ĉn contain poles at ﬁnite z, so they do not aﬀect eqs. (5.7)
and (5.8).
Putting together all the diﬀerent pieces, the full one-loop amplitude is [55],
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A1-loopn (0) = Inf A
1-loop
n + cΓ
[
Ĉn(0)− Inf Ĉn + RDn + On
]
. (5.9)
Equivalently, the terms to be added to the completed-cut terms Ĉn are,
Rˆn =
1
cΓ
Inf A1-loopn − Inf Ĉn + RDn + On . (5.10)
The role of Inf A1-loopn and (− Inf Ĉn) is to ensure the proper large-z behavior under the
shift. The overlap terms On remove double-counting of residues at physical poles between
the completed-cut terms Ĉn(0) and the recursive diagrams RDn .
One subtlety connected with the use of complex momenta is the appearance of phys-
ical poles at ﬁnite values of z whose residues are not known a priori. The factorization
properties of amplitudes with real external momenta are well studied at tree and loop
level [78,44,112,113,67]. In multi-particle factorization channels, this information is suf-
ﬁcient to evaluate the residues at the complex poles corresponding to the recursive dia-
grams in eq. (5.7). However, factorization in two-particle channels, such as in eq. (2.24),
is more subtle in complex kinematics than in real kinematics.
The additional complexity in two-particle channels is due to the fact that, in a real
collinear limit, ki ‖ kj , the spinor products 〈i j〉 and [i j] vanish at the same rate, whereas
one of the two remains nonzero in complex on-shell three-point kinematics. In a particular
collinear limit where gluons i and j have positive helicity, and the intermediate gluon with
momentum Kij has negative helicity, there is a potential violation of helicity conservation
by 3 units. Associated with this is a collinear behavior
A(. . . , i+, j+, . . .) ∼ [i j]〈i j〉2 . (5.11)
Such behavior is absent at tree level, because as noted in eq. (2.19), Atree3 (1
+, 2+, 3+)
vanishes. The typical tree-level behavior in a collinear limit is A ∼ 1/ 〈i j〉 or A ∼ 1/ [i j].
At one loop, the behavior (5.11) does arise. For real kinematics, the behavior in eq. (5.11)
is equally singular in magnitude, |A| ∼ 1/√sij . With complex momenta, however, one
can approach a kinematic point at which 〈i j〉 vanishes but [i j] does not; the more singular
behavior (5.11) then leads to double poles in the z plane. The residues in such channels
are not yet fully understood, and may not even be universal, because they peer deeper
into the Taylor expansion around the pole.
One can also ﬁnd examples of channels in which loop amplitudes contain ‘unreal poles’
[i j] / 〈i j〉 which can be singular for complex momenta but are ﬁnite for real momenta [53].
At tree level this phenomenon also does not occur. As the residues at unreal poles are
not yet fully understood either, the best strategy is to choose shifts that avoid channels
with unknown factorization properties. For n-gluon amplitudes the problematic channels
always have precisely two identical-helicity gluons on one side of the factorization, as in
eq. (5.11). A general strategy for avoiding such channels has been given in ref. [55].
5.1. One-loop five-point example
We illustrate the on-shell recursive approach to determining loop amplitudes by re-
computing the rational part of a one-loop ﬁve-gluon QCD amplitude ﬁrst computed in
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Fig. 14. The recursive diagrams for computing the rational parts of A
[0]
5 (1
−, 2−, 3+, 4+, 5+) with the
[1, 2〉 shift given in eq. (5.14). ‘T ’ signiﬁes a tree vertex and ‘L’ a loop vertex.
ref. [114].
Consider the amplitude Ascalar5 (1
−, 2−, 3+, 4+, 5+) for ﬁve external gluons, with a col-
ored scalar circulating in the loop. We begin with the cut-containing parts of this ampli-
tude. They are given in eq. (4.43). For convenience, in deﬁning the completed-cut terms
Ĉ5 we add in a rational term proportional to the tree amplitude. (As explained in the
last section, we are free to add any rational terms that do not introduce new spurious
singularities in z.) We use,
Ĉ5 =
1
cΓ
Ascalar5 (1
−, 2−, 3+, 4+, 5+)
∣∣
cut−containing
+
8
9
Atree5 (1
−, 2−, 3+, 4+, 5+) , (5.12)
where the tree amplitude is given in eq. (2.16), with j = 1, k = 2 and n = 5. Taking the
rational part of this expression gives
ĈR5 = i
(
1
3
+
8
9
) 〈1 2〉4
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉 −
i
6
s51 + s23
s23s51(s51 − s23)2
×
[3 4] 〈4 1〉 〈2 4〉 [4 5]
(
〈2 3〉 [3 4] 〈4 1〉+ 〈2 4〉 [4 5] 〈5 1〉
)
〈3 4〉 〈4 5〉 , (5.13)
which is needed to determine the overlap terms.
We construct the rational parts using a [1, 2〉 shift,
λ˜1 → λ˜1 − zλ˜2 , λ2 → λ2 + zλ1 . (5.14)
We will assume that the shifted amplitude vanishes at large z, so that Inf A5 = 0. We
can verify the validity of this assumption at the end of the calculation. It is not diﬃcult
to check that rational part of the cut term ĈR5, given in eq. (5.13), vanishes at large z;
thus Inf Ĉ5 = 0 as well in this example.
With the [1, 2〉 shift, all diagrams (including loop diagrams) with a (−−+)-type three-
vertex containing leg 2 vanish. Similarly, all diagrams with a (− + +)-type three-vertex
containing leg 1 also vanish. One-loop three-vertices for which the external gluons have
opposite helicity vanish as well. Some of these vanishings are related to those of tree-level
three-vertices with ‘wrong’ kinematic solutions, as explained in ref. [55].
We have just two nonvanishing recursive diagrams. Diagram (a) in ﬁg. 14 is given by
D
(a)
5 =A
tree
3 (2ˆ
−, 3+,−Kˆ+23)
i
s23
R4(1ˆ−, Kˆ−23, 4
+, 5+) . (5.15)
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Fig. 15. The ﬁve-point overlap diagrams using the [1, 2〉 shift given in eq. (5.14).
The required three-point tree amplitude is given in eq. (2.18). The four-vertex is easily
constructed from the known four-point amplitudes [102],
Ascalar4 (1
−, 2−, 3+, 4+) = cΓAtree4 (1
−, 2−, 3+, 4+)
(
1
3
− 1
3
ln
(−s23
μ2
)
+
8
9
)
. (5.16)
Following eq. (5.2) and setting the logarithms and π2 to zero gives us the four-vertex,
R4(1−, 2−, 3+, 4+) =
(
1
3
+
8
9
)
Atree4 (1
−, 2−, 3+, 4+) . (5.17)
Because this vertex is proportional to the four-point tree amplitude, the evaluation of this
diagram is identical to the (unique) recursive diagram for the ﬁve-point tree amplitude
with the same helicities and shift. The result is
D
(a)
5 = i
(
1
3
+
8
9
) 〈1 2〉4
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉 . (5.18)
The second diagram is,
D
(b)
5 = A
tree
3 (5
+, 1ˆ−,−Kˆ−51)×
i
s51
×R4(2ˆ−, 3+, 4+, Kˆ+51) . (5.19)
Again the one-loop four-vertex comes directly from the known four-point amplitude [102].
For this helicity conﬁguration, the amplitude is purely rational so we have
R4(1−, 2+, 3+, 4+) =
1
cΓ
Ascalar4 (1
−, 2+, 3+, 4+) =
i
3
〈2 4〉 [2 4]3
[1 2] 〈2 3〉 〈3 4〉 [4 1] . (5.20)
The diagram evaluates to,
D
(b)
5 =−
i
3
〈1ˆ (−Kˆ51)〉3
〈5 1ˆ〉 〈(−Kˆ51) 5〉
1
s51
〈3 Kˆ51〉 [3 Kˆ51]3
[2ˆ 3] 〈3 4〉 〈4 Kˆ51〉 [Kˆ51 2ˆ]
=
i
3
〈
1−
∣∣ 5 ∣∣2−〉3
〈5 1〉 〈5−∣∣ 1 ∣∣2−〉 1〈5 1〉 [1 5] 〈1−∣∣ 5 ∣∣2−〉2
〈
3−
∣∣ 4 ∣∣2−〉 〈1−∣∣ 5 ∣∣3−〉3
[2 3] 〈3 4〉 〈4−∣∣ 3 ∣∣2−〉 〈1−∣∣ 5 ∣∣2−〉
=− i
3
[2 4] [3 5]3
〈3 4〉 [1 2] [1 5] [2 3]2 . (5.21)
The overlap contributions from eq. (5.8) are depicted in ﬁg. 15. The rational parts of
the completed-cut terms, ĈR5, are given in eq. (5.13). Applying the shift (5.14) to ĈR5,
we obtain,
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ĈR5(z) = i
(
1
3
+
8
9
) 〈1 2〉4
〈1 2〉 (〈2 3〉+ z 〈1 3〉) 〈3 4〉 〈4 5〉 〈5 1〉 (5.22)
− i
6
[3 4] 〈4 1〉 (〈2 4〉+ z 〈1 4〉) [4 5]
〈3 4〉 〈4 5〉
× (〈2 3〉+ z 〈1 3〉) [3 4] 〈4 1〉+ (〈2 4〉+ z 〈1 4〉) [4 5] 〈5 1〉
(〈2 3〉+ z 〈1 3〉) [3 2] 〈1 5〉 (5.23)
× s51 + s23 − z
〈
1−
∣∣ 5 ∣∣2−〉+ z 〈1−∣∣ 3 ∣∣2−〉
([5 1]− z [5 2])(s51 − s23 − z
〈
1−
∣∣ (5 + 3) ∣∣2−〉)2 .
The residues of ĈR5(z)/z have to be evaluated at the following values of z,
z(a) = −〈2 3〉〈1 3〉 , z
(b) =
[1 5]
[2 5]
, (5.24)
corresponding to the two overlap diagrams in ﬁg. 15. The ﬁrst residue is
O
(a)
5 =−i
(
1
3
+
8
9
) 〈1 2〉4
〈1 2〉 〈2 3〉 〈3 4〉 〈4 5〉 〈5 1〉 −
i
6
〈1 2〉2 〈1 4〉 [3 4]
〈1 5〉 〈2 3〉 〈3 4〉 〈4 5〉 [2 3] . (5.25)
With our choice of cut completion (5.12), the singular term and associated rational
terms cancel between the recursive and overlap contributions in eqs. (5.18) and (5.25).
The second overlap diagram 15(b) gives
O
(b)
5 =
i
6
〈1 4〉 [3 4] [3 5] (〈1 4〉 [3 4]− 〈1 5〉 [3 5])
〈1 5〉 〈3 4〉 〈4 5〉 [1 5] [2 3]2 . (5.26)
Summing over the contributions to eq. (5.10), with Inf A5 = Inf Ĉ5 = 0, we obtain,
R̂5 =D
(a)
5 + D
(b)
5 + O
(a)
5 + O
(b)
5
=
i
6
(
− 2 [2 4] [3 5]
3
〈3 4〉 [1 2] [1 5] [2 3]2 −
〈1 2〉2 〈1 4〉 [3 4]
〈1 5〉 〈2 3〉 〈3 4〉 〈4 5〉 [2 3]
+
〈1 4〉2 [3 4]2 [3 5]
〈1 5〉 〈3 4〉 〈4 5〉 [1 5] [2 3]2 −
〈1 4〉 [3 4] [3 5]2
〈3 4〉 〈4 5〉 [1 5] [2 3]2
)
. (5.27)
The full amplitude is the sum of Rˆ5 and the completed-cut terms Ĉ5 from eq. (5.12).
The sum agrees with the result of ref. [114].
This procedure has been applied to generate a variety of amplitudes, including the
n-gluon amplitudes with two negative-helicity gluons, and the rest of positive helic-
ity [54,55], the one-loop analogs of the MHV tree amplitudes in eq. (2.16).
6. Conclusions and Outlook
Next-to-leading order computations of QCD processes will play an important role
in understanding and interpreting results from the forthcoming Large Hadron Collider.
The current state of the art, at parton level, is for the production of three ﬁnal-state
objects, requiring one-loop ﬁve-point amplitudes. New approaches proposed for one-loop
43
amplitudes with six or more external legs fall into three general categories: purely numeri-
cal [43,29], improved traditional (including semi-numerical) [31–42], and on-shell analytic
methods [44–60]. The status of state-of-the-art calculations with these methods has been
summarized in the introduction.
This review has focused primarily on on-shell methods for loop calculations. An early
version of on-shell methods have been used to compute the one-loop amplitudes for
e+e− → Z → 4 partons and (by crossing) for pp → W,Z + 2 jets [64]. The latter have
been implemented in the MCFM program [25]. More recently, on-shell methods have
been used to obtain a variety of one-loop QCD amplitudes, both particular sequences of
helicity amplitudes containing an arbitrary number of external gluons, as well as four of
six helicity conﬁgurations for six gluons [48,50,51,57,55,56]. These computations make use
of recent advances in the evaluations of coeﬃcients of loop integrals [49,51,57] within the
framework of the unitarity method [44,45], as well as loop-level on-shell recursion for the
rational terms [52–55], based on the BCFW [8,9] tree-level on-shell recursion. (The cut-
containing parts of the remaining two helicity conﬁgurations in the six-gluon amplitude
were also determined in this way [51,57], while the rational parts were computed in
ref. [40].) The analytical results agree numerically (where they have been compared)
with the semi-numerical results of ref. [39]. Other loop-level developments include various
improvements [70,58] to the D-dimensional variant of the the unitarity method [46].
The challenge now is to provide complete one-loop QCD results for more complex
processes, for all possible partonic subprocesses and for all possible helicity conﬁgura-
tions. Especially important phenomenologically are processes including electroweak vec-
tor bosons, heavy quarks and Higgs bosons in the ﬁnal state. The six-gluon computations
have outlined eﬀective analytical techniques, but more automation will be required to
handle all the cases needed for complete NLO predictions.
On-shell methods oﬀer the promise of a relatively modest growth in the complexity
as the number of external legs increases, due to the recursive structure. The unitarity
method builds one-loop amplitudes directly from known on-shell tree amplitudes. In its
four-dimensional variant, it provides an eﬃcient means for generating the coeﬃcients of
the basis integrals, while the D−dimensional variant can be used to compute complete
amplitudes. Loop-level on-shell recursion can be used to determine rational terms, using
as input the cut-containing terms and lower-point rational terms. Together they yield
complete amplitudes.
The one-loop multi-parton matrix elements are most often the only missing ingredient
needed to construct a numerical program for NLO diﬀerential cross sections. Writing
such programs is a non-trivial task, but general formalisms are available for doing so [17–
20]. The implementation of the matrix elements in these programs raises a number of
practical issues, including the speed of numerical evaluation and numerical stability. One
would need operational NLO programs to study these issues more carefully, but early
indications are promising for the forms of the results found using on-shell methods. For
example, speed comparisons between the on-shell and semi-numerical approach for six-
gluon amplitudes [39,56] indicate a rather signiﬁcant speed advantage for the former
method.
Studies of numerical stability, due to round-oﬀ error near spurious singularities, have
not been performed for amplitudes recently constructed by on-shell methods. However,
experience with the processes pp → W,Z + 2 jets [115] and e+e− → 4 jets [116] in-
dicates that these methods produce analytic expressions for amplitudes [64] with suﬃ-
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ciently mild singular behavior that numerical stability is not an issue. As explained in
ref. [111], the widths of numerically unstable regions depend heavily on the powers to
which potentially-singular denominator factors are raised. Singularities that cancel within
the functions used in the cut completion, such as the Li functions, can easily be patched,
using Taylor expansions, in their numerical implementation. The remaining spurious sin-
gularities appearing in the matrix elements do not cause any diﬃculties [115,116]. This
evidence suggests that NLO programs using higher-point amplitudes computed from on-
shell methods should also be free of signiﬁcant round-oﬀ instabilities. Of course, this
suggestion will need to be conﬁrmed with detailed studies. Beyond the application to
parton-level physics programs, it will be important to interface new one-loop matrix
elements to the new generation of parton showering programs [15,16].
The techniques described in this review can be applied directly to processes involving
quarks and external vector bosons. Such processes are of crucial importance for under-
standing backgrounds to new physics such as supersymmetry or other extensions of the
Standard Model. Other processes of interest containing massive particles inside the loop,
such as top production, will require further development. Recent progress on applying
D-dimensional unitarity [46,70,58] to massive particles in the loops may be found in
ref. [60].
The large number of subprocesses needed for new applications to collider phenomenol-
ogy make it highly desirable to have an automated program for evaluating the amplitudes.
The on-shell methods we have discussed in this review are systematic and thus should
lend themselves to automation, although much more work is required to substantiate this
assertion.
Besides the remaining practical issues there are a number of open theoretical issues.
The analytic properties of loop amplitudes with complex momenta are not as well un-
derstood as one might like. In particular, we have an incomplete understanding of the
‘unreal’ poles encountered in on-shell recursion at the loop level. The best strategy for
dealing with these poles at present is to set up recursion relations that avoid them. A
ﬁrst-principles understanding of properties of one-loop scattering amplitudes, under fac-
torization with complex momenta, and at large values of the complex shift parameter,
would be very helpful. One possible avenue for investigating these properties is the link
between tree-level on-shell recursion relations and Feynman rules [117] in a variant of
light-cone gauge called space-cone gauge [118]. Unitarity in D dimensions [46] may also
assist in this formal understanding.
We anticipate that the on-shell methods described in this review will, with further
development, be widely applicable to the higher-multiplicity amplitudes required for
next-to-leading order computations of phenomenological interest at the Large Hadron
Collider.
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