Abstract. We consider the problem of computing low-rank approximations of matrices. The novel aspects of our approach are that we require the low-rank approximations be written in a factorized form with sparse factors and the degree of sparsity of the factors can be traded o for reduced reconstruction error by certain user determined parameters. We give a detailed error analysis of our proposed algorithms and compare the computed sparse low-rank approximations with those obtained from singular value decomposition. We present numerical examples arising from some application areas to illustrate the e ciency and accuracy of our algorithms.
The minimum is achieved with best k (A) U k diag( 1 ; : : : ; k )V T k ; where U k and V k are the matrices formed by the rst k columns of U and V , respectively.
For any low-rank approximation B of A, we call kA ? Bk F the reconstruction error of using B as an approximation of A. By Theorem 1.1, best k (A) has the smallest reconstruction error in Frobenius norm among all the rank-k approximations of A. In certain applications, it is desirable to impose further constraints on the low-rank approximation B in addition to requiring that it be of low-rank. Consider the case where, for example, the matrix A is sparse; it is generally not true that best k (A) = U k k V T k or even its associated factors U k and V k also will be sparse.
Therefore, the storage requirement of best k (A) in the factorized form best k (A) = U k k V T k can be even greater than that of the original matrix A. To overcome this di culty, we seek to nd low-rank approximations that simultaneously also possess some sparsity properties. One possibility will be to impose sparsity requirements directly on the low-rank approximation B itself, i.e., we require that B be sparse.
However, this approach is less exible and it is very di cult to achieve a reasonable reconstruction error (comparing with that obtained from best k (A), for example) using a sparse B. Inspired by the work reported in 7, 15], we consider the approach of writing B in a factorized form as B = XDY T , and imposing sparsity requirements on the factors X and Y instead while keeping D in positive diagonal form. Therefore, even though X and Y are sparse B may be rather dense, and this actually gives the exibility to achieve smaller reconstruction errors. One by-product of using the factorized form is that the low-rank constraint on B is trivially satis ed once B is in the factored form, i.e., rank(B) k if X has k columns. Although the focus of this paper is on imposing sparsity constraints, we should also mention that other constraints on the low-rank approximations may also be desirable: in latent class models for two-way contingency tables 4], probabilistic Latent Semantic Indexing 6] and nonnegative matrix factorization 8], for example, elements of columns X and Y represent conditional probabilities, and therefore are required to be nonnegative. As another example, in the so-called structured total least squares problems, the lowrank approximations need to have certain structures such as Toeplitz or Hankel 12] . We also mention that there has been research on solving linear systems and linear least squares problems with sparse solution vectors 3, 10] . The rest of the paper is organized as follows: In section 2, we cast the problem of computing sparse low-rank approximations in the framework of an optimization problem. We then propose algorithms and heuristics for nding approximate optimal solutions of this optimization problem. In section 3, we give a detailed error analysis of the proposed algorithms and heuristics. Speci cally, we prove that the reconstruction errors of the computed sparse low-rank approximations are within a constant factor of those that are obtained by SVD. In section 4, we discuss several computational variations of the basic algorithms proposed in section 2 and in section 5 we conduct several numerical experiments to illustrate the various numerical and e ciency issues of our proposed algorithms. We also compare the low-rank approximations computed by our algorithms with those obtained by SVD and the approaches developed in 15]. In section 6, we summarize our contributions and point out future research directions.
Notation. We use k (A) to denote the kth singular value of a matrix A in nonincreasing order. We also replace k (A) by k when the matrix in question is unambiguous. By k k we denote the 2-norm of vectors or matrices.
2. Sparse low-rank approximations. We rst review some previous work on computing low-rank approximations with sparse factors. O'Leary and Peleg proposed a method for computing low-rank approximations for image processing 11]. are chosen. The matrices A c and A r are determined by variations of QR algorithms with a certain pivoting strategy. In general, the matrix M will be dense. Due to the denseness of M, the storage requirement of B k can become rather high as k increases, and also the low-rank approximation will not be sparse if A itself is not sparse. Numerical experiments showed that Stewart's approach is especially e ective when A itself is close to high rank-de ciency. The approach we now propose builds on the strength of the above two approaches: we seek an approximation that is of low-rank and at the same time we also want to have greater control of the sparsity properties of the low-rank approximation. To this end, we consider the following general minimization problem. 1
The above optimization problem in its present form is not completely speci ed because the minimum depends on the sparsity constraints: the number of nonzero elements of the left and right factors and the positions of those nonzero elements which constitute what we call their sparse patterns. So ideally the goal is to make the reconstruction error kA ?X k D k Y T k k F as small as possible and keep in mind the following questions:
How to determine good sparsity patterns for the left and right factors?
How to nd the best approximation B k = X k D k Y T k with the chosen sparsity patterns for X k and Y k ?
In this paper we will not discuss how to impose the sparsity constraints on the factors X k and Y k in general, but rather we will rst start with an heuristic. In this section, we propose the framework of our sparse low-rank approximation (SLRA) approach based on the idea of de ation. As can be seen, the heuristic dynamically and implicitly imposes sparsity constraints on X k and Y k .
Algorithm SLRA (Sparse low-rank approximation). Given a matrix A 2 R m n and an integer k minfm; ng, this algorithm produces a positive diagonal matrix D k , and sparse matrices X k and Y k . At the conclusion of the algorithm, B k X k D k Y T k gives a low-rank approximation of A with sparse factors. completing the proof. In practice, the exact largest singular triplet is not available and as we mentioned before it may not be even desirable to have it computed to high accuracy since we will sparsify u and v by discarding some of their nonzero elements anyway during the sparsi cation process. Hence, we need to consider the case when we only have approximations of the left and right singular vectors. when the triplet (x; d; y) is an O( ) approximation of (u; ; v). We now want to make (3.8) more precise and prove it rigorously. To this end, we rst present several technical lemmas. Lemma 3.3 . Denoted = u T + A 11 v + =(ku + k kv + k) 2 Therefore it is not di cult to show that
(3.14) with
However, the coe cient c k seems to give a less tight bound. To derive a much tighter bound for kA ? X k D k Y T k k F , we need the following key lemma. completing the proof.
The bound proved in the above theorem usually is much tighter than the bound in (3.14). In Figure 1 , for various k, we plot the quantities (1 + c k ) ? where k 0 is the smallest integer such that the section w(1 : k 0 ) contains both u-components and v-components. Obviously, the order of the u-components of vectorw implies the permutation P 1 . So does the order of the v-components for P 2 . Therefore the main sectionw(1 : k w ) also determineũ(1 : k u ) and v(1 : k v ), where k u and k v are, respectively, the numbers of u-components and v-components ofw(1 : k w ).
Remark. In general, our experiments show that the mixed scheme performs better than the separated scheme.
Choice of tolerance . At each iteration step of Algorithm SLRA, the tolerance can be a pre-determined constant or be chosen dynamically during the iteration process. We will use, for variable tolerance, at the k-th iteration k = kA k?1 k F kAk F ; which depends on the approximation computed by previous iterations.
Choice of k. Notice that the norm of error matrix A k at step k can be written as
In fact, we have
It is quite convenient to use this recurrence as a stopping criterion for Algorithm SLRA:
for the given user-speci ed tolerance tol. Self-correcting Mechanism. This is certainly an area that deserves further research, and in the following we can only touch the tip of the iceberg. When we use a rank-one matrix u v T that is constructed from the exact largest singular triplet fu; ; vg of A, the di erence A ? u v T will not have any components in the two one-dimensional subspaces spanned by u and v, respectively. Notice that kA?u v T k 2 F = kAk 2 F ? 2 , and the amount of reduction in the Frobenius norm is the largest possible by a rank-one modi cation. Now when we use an inaccurate rank-one approximation xdy T , in general, it is true thatÂ A ? xdy T will have some components left in the directions of u and v. Also kÂk 2 F = kAk 2 F ? d 2 , and the reduction in Frobenius norm will be smaller. The question now is the following: if we compute the rank-one approximationxdŷ T forÂ, willxdŷ T pick up some of the components in u and v that are left by the previous rank-one approximation xdy T ? The answer seems to be yes even though we do not have a formal proof. This indicates that Algorithm SLRA has a self-correcting mechanism: errors made in early de ation steps can be corrected by later de ation steps. We now give an example that illustrate this phenomenon. Table 4 lists the rst 10 diagonals fd j g and the singular values f j g of matrix A, respectively. In this example, those steps j for which d j > j show the self-correcting process at work.
A combinatorial optimization problem. Now we reexamine the optimization problem (2.1) for k = 1. We can impose the following constraints on the number of nonzeros of x and y: nnz(x) = n x ; nnz(y) = n y , where n x m and n y n are xed. Let i 1 ; : : : ; i nx and j 1 ; : : : j ny be the indexes of the nonzero elements of x and y, respectively. Then it is easy to see that the optimization problem (2.1) is reduced to Find n x rows and n y columns of A such that the largest singular value ofÃ is maximized. This is a combinatorial optimization problem, and we do not know any good, i.e., polynomial-time, solution method for it.
Step 2.1 of Algorithm SLRA does seem to provide an heuristic for its solution. Now we give an example to illustrate this point.
Example. Consider the following matrix A = The goal is to compare the computed sparse low-rank approximation with the optimal solution of the combinatorial optimization problem (4.28) computed by exhaustive search.
We rst compute the sparse approximation X k D k Y T k for k = 2 using Algorithm 5. Numerical Experiments. In this section, we present several numerical experiments to illustrate the e ectiveness and e ciency of our approach for computing sparse low-rank approximations. We will compare the performance of Algorithm SLRA with that of SVD and the approach proposed in 15] with respect to the following two issues: 1) the reconstruction errors; and 2) the computational complexity and storage required. For the numerical experiments, we generate a collection of test matrices which are listed below together with some relevant statistics: matrices 3, 4, 5 and 6 are termdocument matrices from SMART information retrieval system, and the rest of the matrices are selected from Matrix Market 2, 9]. We do not claim that the collection is comprehensive. Some explanation of the notation we used is in order here: m and n represent the row and column dimensions, respectively, of the given matrix. As used before, nnz(A) The larger the error ratio is, the more e ective SLRA is. Below we list the error ratios of SLRA with constant tolerance = 0:1 using the separated sorting scheme.
The rank k is chosen to be 5 20% of the size l = min(m; n) of a given matrix A.
We also computed the average error ratio de ned as
where k is the smallest integer satisfying kA ? and the ratio quantities er(k) (solid line) computed by the separated sorting SLRA with = 0:1 for all the nine matrices. These examples show that SLRA has very high error ratios for most of the test matrices, especially for the term-document matrices. Test 2. In general, the mixed sorting scheme gives a smaller number of nonzero elements, for the sparse factors X k and Y k , i.e., less storage required, than the separated sorting scheme if we use the same tolerance sequence while the rank k of the low-rank approximations computed by the di erent schemes are about the same. We computed the low-rank approximations using Algorithm SLRA with the same variable tolerance scheme for both the separated and mixed sorting schemes. Di erent starting tolerances = 0.05:0.05:0.5 are used for each test matrix. In Figure 3 we plot the ranks (left) and the total number of nonzero elements of X k and Y k (right) computed by SLRA with separated (top) and mixed (bottom) sorting schemes. For each test matrix, the ranks computed by the two sorting schemes are about the same while mixed sorting scheme gives smaller number of nonzero elements, this is especially the case for the starting tolerances around = 0:15.
Test 3. In this test we compare, respectively, the ranks of the low-rank approximations, the computation cost in ops and storage required for SVD, SPQR, and SLRA using variable tolerance and mixed sorting scheme. For SLRA, we use = 0:1 as the starting tolerance and = 6 iterations for Lanczos bidiagonalization. The lowrank approximations computed by the three approaches have the same reconstruction errors for each test matrix. In general, as we mentioned before, SVD produces dense factors even when A is sparse. Therefore the low-rank approximation computed by SVD requires at least (m + n + 1)k storage for its associated factors. For SPQR, the rank k of the low-rank approximation B k = A c MA T r , is usually quite large compared with the rank of the optimal low-rank approximation generated by SVD. Since the matrix M is generally dense, the storage required is dominated by M resulting in larger than k 2 storage requirement. In contrast, SLRA can produce low-rank approximations with small rank k and good degree of sparsity of the factors X k and Y k . (The number of nonzeros can be reduced by increasing the starting tolerance , which also increases the ops and ranks.) We list below the comparison for the term-document matrices in the test collection. atrix rank total nnz ops cisi TSVD  68  449412 6925863163  SLRA  72  217401 523406959  SPQR 300  129720 568382817  cacm TSVD  63  426951 5390479001  SLRA  67  216982 478032905  SPQR 300  133784 463854304  med TSVD  79  522664 9598485598  SLRA  84  278456 658852943  SPQR 300  120444 469695010  npl TSVD  41  647472 6208537332  SLRA  44  384118 616205165  SPQR 300 227567 588513394
However, we should mention that the performance of SLRA is not as good as SPQR when the matrix A is close to a highly rank-de cient matrix. For example, let A be the matrix illc1033 in the test collection. We compute, using SPQR, a rank-100 approximation B = A c MA T r . The storage required (the number of nonzeros) for the computed low-rank approximation is about 20% of that for the best approximation B computed by SVD that achieves the same reconstruction error. SLAP with = 0:1 gives an approximation B k that has the same reconstruction error as that of SPQR and the storage required is 85% of that for B though the rank of B k is close to the optimal rank and much smaller than the rank of B. SPQR also requires less ops for computing the low-rank approximation. In general, SPQR is very e ective for sparse matrices that are close to highly rank-de cient and the rank of the low-rank approximation can be predetermined. However, SPQR is not convenient to use if the user just impose an upper bound on reconstruction error.
6. Concluding Remarks. We have presented algorithms for computing matrix low-rank approximations with sparse factors. We also gave a detailed error analysis comparing the reconstruction errors for the low-rank approximations computed by SVD and the low-rank approximations computed by our sparse low-rank algorithms. Our algorithms are exible in the sense that users can balance the tradeo of high sparsity level of the computed low-rank factors and the reduced reconstruction error. Several issues deserve further investigation: 1) we need to develop better ways for computing sparse rank-one approximations. As we mentioned, for example, if we x the number of nonzero elements in x and y, say p and q, then min kA ? xdy T k F is equivalent to the following combinatorial optimization problem: nd p rows and q columns of A such that the largest singular value of their intersection is maximized.
We are in the process of nding heuristics for solving this problem and investigating their relationships to the sorting approach of Algorithm SLRA. 2) Once a low-rank approximation A k is computed, a certain re nement procedure needs to be developed to reduce its reconstruction error and/or the number of nonzeros of its sparse factors.
3) It will also be of great interest to consider reconstruction errors in norms other than k k F .
