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ABSTRACT
Word embeddings are a xed, distributional representation of the
context of words in a corpus learned from word co-occurrences.
While word embeddings have proven to have many practical uses in
natural language processing tasks, they reect the aributes of the
corpus upon which they are trained. Recent work has demonstrated
that post-processing of word embeddings to apply information
found in lexical dictionaries can improve their quality. We build
on this post-processing technique by making it interactive. Our
approach makes it possible for humans to adjust portions of a word
embedding space by moving sets of words closer to one another.
One motivating use case for this capability is to enable users to
identify and reduce the presence of bias in word embeddings. Our
approach allows users to trigger selective post-processing as they
interact with and assess potential bias in word embeddings.
ACM Reference format:
James Powell and Kari Sentz. 2016. Interactive Re-Fiing as a Technique
for Improving Word Embeddings. In Proceedings of ACM Conference, Wash-
ington, DC, USA, July 2017 (Conference’17), 4 pages.
DOI: 10.1145/nnnnnnn.nnnnnnn
1 INTRODUCTION
Word embeddings are a contemporary manifestation of the maxim
rst posited by John Rupert Firth in 1957 : “you shall know a word
by the company it keeps” [4] By capturing a target word and the
distribution of words that surround it, word embeddings represent
a learned contextual representation for words in a corpus. Per-
word vector representations are learned using a single layer neural
network whose input is an unlabeled text corpus.
While word embeddings have been the leading distributional
technologies, there are well known drawbacks, either as a conse-
quence of black-box neural networks or the complexities of natural
language. is has inspired a number of related techniques for
improving embedding models such as in [3, 6, 7, 9] many of which
aim to adjust word embedding vectors using formalized human-
curated semantic information.We build on this work and introduce
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the idea of interactive re-ing to incorporate human judgement
into adjusting word embeddings in an interactive fashion.
2 BACKGROUND
e breadth of data used to train the neural network aects the
scope of the resulting word embedding. Many natural language
processing machine learning applications use word embeddings
constructed from a large corpus, oen referred to as global word
embeddings. For text that relies heavily on a specialized vocabulary,
locally trained word embeddings may yield beer results for some
applications.
Word embeddings overall have two types of usage [12]: intrin-
sic tasks make use of the characteristics of the word embedding
vector space to solve problems directly. For example, pair wise
comparison using a distance metric can be used to nd words that
are semantically or syntactically relate. Extrinsic tasks utilize word
embeddings as features together with other machine learning algo-
rithms. One example is the systematic selection and substitution
of word embedding vectors in text sequences. e resulting multi-
dimensional matrix of inputs provides richer information to neural
networks performing natural language processing tasks such as
text classication. is is also referred to as transfer learning and
has lead to many rapid advancements in the eld.
3 LIMITATIONS OF WORD EMBEDDINGS
Transfer learning has clearly lead to advancements in machine
learning, but when neural networks are involved, it is oen the
case that an uninterpretable model is used to generate yet another
uninterpretable model. Machine learning algorithms produce mod-
els that, try to nd “the optimal tradeo between compression of
X and prediction of Y”. is leads to the question: “what did the
model forget?” [11]
Although it is commonly believed that most machine learning
algorithms nd a way to leverage the information boleneck to
eliminate noise while preserving important details, this is contro-
verted by the ndings in Mu et al. [10] where the authors use an
all-but-the-top post-processing technique that eliminates the
top one or two principal components from the embedding space
and improves the quality of the resulting embedding vectors. is
highlights the broader problem of neural network uninterpretabil-
ity and inspires specic questions into how misrepresentations,
spurious relationships, and biases can be incorporated into the
representation and conveyed from word embeddings to other tasks.
ere are some well-known shortcomings associated with word
embeddings. One limitation is that word embeddings do not re-
liably represent antonyms and synonyms as distinct, orthogonal
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entities. Because of their similar usage contexts in the training
corpus, antonyms may oen have similar embedding vectors.[12]
Another problem is that word embeddings will faithfully model
human bias if it is found in the training corpus. Brunet et al. [2]
noted that “popular word embedding methods… acquire stereotyp-
ical human biases from the text data they are trained on.” Learned
biases need not be limited to social biases, it may also manifest as
bias toward favoring a particular theory or hypothesis as though
the evidence for it was stronger than it actually is, or that terms
close in proximity represent evidence. A few solutions have been
proposed for addressing bias, but they involve making adjustments
to the input training corpus, which becomes impractical if there
are many diverse biases represented. Post-processing of word em-
beddings is another way of adjusting word embeddings when the
learned models fail to adequately represent word uses and mean-
ings. Retroing, counter-ing, and other approaches are post-
processing techniques that apply knowledge from external sources
in order to improve the quality of word embeddings.
4 IMPROVINGWORD EMBEDDINGS
Faruqui et al [3] consider the problem of injecting semantics into
a previously trained word embedding space. ey were able to
demonstrate that this improves representational semantics of the
embedding vectors. Light-weight post processing of word em-
beddings to beer represent basic relationships that can be in-
ferred from an ontology or lexical dictionary have proven to im-
prove embedding quality while they are also fast and ecient. e
retroing approach can utilize synonym information to move sim-
ilar terms closer to one another. e resulting vectors are adjusted
so that the Euclidean distance of the vector representing the lexical
entry so that it is moved closer to the terms associated with that
entry in the lexical dictionary, such that the vector representing
lexical entry qi moves closer to neighbor qj:
qi =
∑
j :(i, j)∈E βi jqj + αi qˆi∑
j :(i, j)∈E βi j + αi
(1)
A related approach, counter-ing, applies a reverse technique
to antonyms, so that they are moved farther from opposites. [9]
A synonym aract function moves words with similar meanings
closer to one another, while an antonym repel function moves words
with opposite, or orthogonal meanings farther apart. Counter-
ing addresses the problem observed with word embeddings
where semantic similarity is conated with conceptual association.
Inspired by this work, we explore substituting curated lexical
source with real-time human judgement. Our project enables users
to trigger two variations of the retro-ing technique to words they
want to adjust in the word embedding space. In the long term, our
goal is to expose multiple post-processing techniques as interactive
tasks. We refer to these capabilities collectively as re-ing.
5 INTERACTIVE RE-FITTING
Human interaction with word embeddings allows for the injec-
tion of human judgement into the model. Humans are beer at
detecting bias and can use their expert knowledge to improve or
correct other relationships in the embedding space. Users can spec-
ify or emphasize particular word groupings, ag certain words as
orthogonal to other words, reduce weight associated with syntactic
relationships, and reduce the eects of bias. Interaction can occur
aer embeddings are generated via an unsupervised method. Inter-
actions and annotations can directly aect the embedding space,
but they can also be recorded as distinct activities which can later
be analyzed for consistency, to improve the process, and to look for
the possibility of human error.
We dene interaction as any user action that species a change
to a relationship between any two sets of word vectors in the embed-
ding space. ese interactions are modeled as a word combination
task where a user selects one or more words and uses a User Inter-
face (UI) aordance to indicate association renement type. Users
can make a variety of adjustments using this simple approach, in-
cluding spatial changes among words to reduce bias. is would
allow for iterative, crowd-sourced renement of word embeddings,
which we refer to as interactive re-ing of word sets. In this
context, we use the word re-ing to refer to any user-specied
adjustments performed using a variety of objective functions that
changes the distance among a set of embedding terms.
For this investigation, we adapted the retroing algorithm to
function as a Web service. We also implemented a second, more
aggressive version of retroing which we call retroing words
sets to word embeddings. Since it is possible for the user to indicate
the kind of relationship that ought to be emphasized, retroing
to word sets employs a modication of the objective so that all
the identied words are moved closer to one another relative to
their initial positions in the embedding space. Searches into the
embedding space were performed against locally trained word em-
beddings based on a corpus of Los Alamos National Laboratory
Unlimited Released Technical Reports which includes research pa-
pers, presentations, and various other types of reports covering a
period that spans mid 2012 through early 2019. Using the python
NLP gensim library, the local word2vec embeddings are loaded as
keyed vectors. We provided users with a Web interface allowing
them to search our local word embeddings. ese searches are
converted to cosine similarity queries. Using the cosine metric, the
search engine identies and returns words that are most similar
to the user’s query. Normally this would be incorporated into an-
other information retrieval task, but for this experiment, we simply
enable users to apply interactive reing to words found in these
results sets.
6 TEST AND RESULTS
To demonstrate the potential of interactive re-ing, we identied
a few examples that illustrate how implicit bias might be adjusted
for using this method. Implicit bias is dened as “implicit biases are
whatever unconscious processes inuence our perceptions, judge-
ments and actions.” [14] Using the search tool described above,
we identied terms representative of two types of implicit bias.
e rst set are terms oen associated with gender bias, and the
second reects a historically perception that some sciences are not
considered hard sciences. In the rst case, we examined embedding
vectors for the pronoun “she” as well as gender specic nouns “fe-
male” “woman” and “women” in relation to the word “science”
from our local word embeddings. (e authors would like to note that
in fact, this form of bias was actually not reected in our test corpus.)
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Figure 1: Original, retrotted, and retrotted set embedding
vectors
Figure 2: Changes in Euclidean distance among hard and
so sciences
en we simulated a human-in-the-loop standard retroing of
target pronoun “she” to this set of terms to move “she” closer to
the other words. We also used this same set of terms to perform set
retroing of the group, in order to move all words in the set closer
to one another. e original relationships, as well as standard and
set retroing are illustrated in Figure 1.
e second example examines the relationships among hard
and so sciences in the same local embedding space. Along with
the embedding vector for the general term “science”, we evaluated
labels for various hard sciences including “physics”, “computer
science”, “chemistry”, and “biology” and terms for eld sometimes
perceived as so science including “sociology” and “psychology”.
Indeed the so science terms were farthest away from all of the
other terms. Figure 2 illustrates the original positions of the terms,
as well as the simulated human-in-the-loop re-ing where both
standard retroing and set retroing were applied.
Other approaches to adjusting for bias in textual content in NLP
tasks have involved extensive analysis of and modications to the
corpus. However targeting the embeddings rather than the corpus
may be a more economical and re-usable alternative. Studies have
shown that extrinsic tasks where word embeddings are used as
input features for machine learning tasks tend to rely more on local
similarities in the embedding space. Because of this, we believe that
interactive identication and adjustment for these biases would
have a notable impact on extrinsic tasks. is might make it possible
to reduce bias by incorporating human in the loop adjustments to
the embedding space. without making any changes to the corpus
itself will reduce the aects of bias in a corpus, simply by performing
such targeted renements to the embedding space.
7 CONCLUSIONS
Post-processing of word embeddings is a proven technique for
improve representational quality. It has been used to adjust re-
lationships among words so that they beer represent meanings
and usages. To our knowledge, no one has aempted to apply
post-processing to word embeddings in an interactive fashion. We
are also not aware of any eorts to apply post-processing to word
embeddings in order to correct for bias.
Bias is inherently dicult to correct for, takes many forms, and
we believe that eectively neutralizing bias requires human judge-
ment. We have built a prototype system that enables human-in-
the-loop re-ing of word embeddings, allowing users to adjust
relationships among words. We envision that this technique could
be used to make precise adjustments to word embeddings in order
to reduce or eliminate bias that might exist in a training corpus.
We believe that these improvements would be propagated to down-
stream applications, thus reducing the eects of bias in a variety
of machine learning NLP workows. Future work will include ex-
posing counter-ing as an interactive service and evaluating the
benets of interactive re-ing of word embeddings to extrinsic
tasks.
We believe that interactive re-ing has broader applications for
improving the quality of word embeddings. Word embeddings can
be used in many information retrieval tasks. Large scale deploy-
ment of re-ting in the context of an information retrieval system
represents a compelling opportunity to engage large numbers of
users and directly incorporate human judgement and knowledge
into word embeddings.
ACKNOWLEDGMENTS
is work was funded in part by the Los Alamos National Labora-
tory, Laboratory Directed Research and Development and beneted
greatly from insight from our colleagues, Alexei Skurikhin and Reid
Porter, and the resources provided by the Research Library at Los
Alamos National Laboratory.
REFERENCES
[1] D. Bahdanau et al. (2017) “Learning to Compute Word Embeddings on the Fly”
ArXiv:1706.00286
[2] M.E. Brunet, C. Alkalay-Houlihan, A. Anderson, R. Zemel (2019) ”Understanding
the Origins of Bias in Word Embeddings” Proceedings of the 36th International
Conference on Machine Learning, Long Beach, CA, June 9-15, pp. 803-811.
[3] M. Faruqui, J. Dodge, S. K. Jauhar, C. Dyer, E. Hovy, N. A. Smith (2015) “Retroing
Word Vectors to Semantic Lexicons” arXiv:1411.4166
[4] J.R. Firth (1957). “A synopsis of linguistic theory 1930-1955” in F.R. Palmer, ed.
(1968). Selected Papers of J.R. Firth 1952-1959. London: Longman.
[5] G. Hirst, S. Mohammad (2011) “Semantic Distance Measures with Distributional
Proles of Coarse-Grained Concepts” in Modeling, Learning, and Processing of
Text-Tech. Data Structures, A. Mehler et al. eds., pp. 61-79.
[6] I. ,Kuznetsov, I. Gurevych (2018) “From Text to Lexicon: Bridging the Gap between
Word Embeddings and Lexical Resources” Proceedings of the 27th International
Conference’17, July 2017, Washington, DC, USA James Powell and Kari Sentz
Conference on Computational Linguistics, Santa Fe, NM, August 20-26, 2018, pp.233-
244.
[7] B. J. Lengerich, A. L. Maas, C. Pos (2018) “Retroing Distributional EMbeddings
to Knowledge Graphs with Functional Relations” Proceedings of the 27th Interna-
tional Conference on Computational Linguistics, Santa Fe, NM, August 20-26, 2018,
pp.2423-2436.
[8] Q. Liu, H. Huang, X. Wei, Y. Tian, L. Liu (2018) “Task-oriented Word Embed-
ding for Text Classication” Proceedings of the 27th International Conference on
Computational Linguistics, Santa Fe, NM, August 20-26, 2018, pp.2023-2032.
[9] N. Mrksˇic´, D. O´. Se´ghdha, B. omson, M. Gasˇic´, L. Rojas-Barahona, P-H Su,
D. Vandyke, T-H W, S. Young (2016)“Counter-ing Word Vectors to Linguistic
Constraints” Proceedings of the NAACL-HLT, San Diego, CA, June 12-17, 2016,
pp.142-148.
[10] J. Mu, S. Bhat, P. Wiswanath (2017) ”All-but-the-Top: Simple and Eective
Postprocessing for Word Representations” Arxiv: 1702.01417
[11] R. Shwartz-Ziv, N. Tishby (2017) ”Opening the Black Box of Deep Neural Net-
works via Information” Arxiv:1703.00810
[12] B. Whitaker, D. Newman-Gris, A. Haldar, H. Ferhatosmanoglu, E. Fosler-
Lussier, (2019) ”Characterizing the impact of geometric properties of word embed-
dings on task performance” Proceedings of the 3rd Workshop on Evaluating Vector
Space Representations for NLP, Minneapolis, MN, June, 2019, pp.8-17.
[13] S. Amershi, M. Cakmak, W. Bradley Knox, T. Kulesza (2014) ”Power to the
People: e Role of Humans in Interactive Machine Learning” Association for the
Advancement of Articial Intelligence, Winter 2014, pp. 105-120.
[14] J. Holroyd, J. Sweetman (2016) ”e Heterogeneity of Implicit Bias” Implicit bias
and philosophy (Vol. 1) (pp. 80 103). Oxford: Oxford University Press.
