(Some figures in this article are in colour only in the electronic version) At low temperatures, binary A 1−x B x alloys either phase-separate into their constituents or order crystallographically on a given lattice. In the latter case, one expects a set of ordered compounds (ground states) A p B q at T = 0 K occurring at discrete stoichiometric compositions X p = p/( p + q), whereas for samples with concentrations between adjacent X p values there will be mixtures of the 'neighbouring' ground states. A central problem in the field of alloy phase stability is to structurally characterize single phases of compounds and distinguish them from mixtures in the phase diagram. This is often done by diffraction experiments (at temperatures below the order-disorder transitions) or via diffuse scattering short-range order (SRO) measurements (at temperatures above the order-disorder transition).
As critical as this distinction is to our understanding of phase stability, it is not always obvious. The dashed box in figure 1 traces the previously assessed phase diagram [1] of Cu-Pd between 10% and 30% Pd, showing two phases assigned to the composition Cu 3 Pd: Figure 1 . Phase diagram of Cu-Pd in the Cu-rich region. For T > 600 K, the phase boundaries proposed in [1] ('Exp. data') are plotted. The low-temperature phase S1 is not accessible experimentally. The structures S1 and S2 are shown in figure 2 . Around x Pd ≈ 20%, we predict an S1-like S2, not the previously proposed L1 2 ordered phase. The dashed lines display the coherent phase boundaries obtained via a Monte Carlo simulation of our cluster expansion, including proposed two-phase regions.
one denoted L1 2 and another denoted S2 , being a generic term for a whole class of longperiod superstructures (LPS) based on an L1 2 motif. Two representative structures in this class (S2 and L1 2 ) are depicted in figure 2. This assignment was based on high resolution electron microscopy (HREM) studies by Broddin et al [2, 3] and earlier studies collected in [1] . Saha [4] and Oshima et al [5, 6] measured the diffuse intensity of x-ray diffraction experiments of quenched samples, which was used to assign the L1 2 /LPS structure on the basis of the peaks occurring at the composition of x Pd = 29.8% at T = 773 K: as the fundamental wavevector of an L1 2 -based superstructure with period M is given by k = (1, 1/2M, 0), M = 3 denotes the LPS 3 structure as the underlying ground state. The kinetics of LPS formation in this region of the phase diagram is qualitatively understood [7] .
Despite such detailed measurements, a number of puzzles remain: (i) despite L1 2 being nominally a 3:1 stoichiometry, the observed phase is centred around 15% Pd, not 25% (inset to figure 1). Although many binary alloys exhibit such a behaviour, a deviation of 10% is rather large. We will show later that the ground state is not a 3:1 L1 2 structure but rather a 7:1 Cu 7 Pd structure. (ii) At ≈650 K there are two ordered phases, but due to the difficulty in assessing experimentally the low-temperature thermodynamic configurations on account of kinetic barriers, one does not know which of these phases, if any, is a ground state. In [8] [9] [10] [11] , L1 2 was found to be less stable than S2-like structures; however, the side-by-side existence of these two structures at higher temperatures could not be explained.
In order to understand these puzzles in this classic alloy system we have carried out a firstprinciples cluster expansion study. The total energies of O(50) different ordered configurations, calculated via LDA, are mapped onto a generalized Ising-like Hamiltonian where the manybody interaction types (MBITs) are selected via a genetic algorithm [12, 13] . Once established, this cluster expansion is searched, identifying all possible T = 0 K ground-state structures, and, via finite temperature Monte Carlo studies using the same Hamiltonian, the SRO and the phase diagram at low temperatures are calculated.
We find that (i) the L1 2 structure is not a ground state. Instead, at the Cu 3 Pd composition the ground state is S2 (shown in figure 2 ). (ii) There is another, previously unrecognized, ground state Cu 7 Pd (S1) at x Pd = 12.5% (see also figure 2 ). (iii) The central feature of the experimental phase diagram in the composition range x Pd = 5%-30% does not correspond to a single L1 2 phase, but rather to an S2 phase containing S1-like defects. (iv) The calculated SRO agrees well with experimental observations, demonstrating the validity of our model. (v) A comparison between the formation enthalpy for the S1-like S2 and an L1 2 phase containing antisites predicts the formation of the former, ruling out the latter. Our study exemplifies how even well-established phase phenomena in classic alloy systems can be challenged via first-principles statistical mechanics and calls for further experimental examination of this prototypical system. Method: Our cluster expansion method is based on the mixed basis approach of Zunger and co-workers [14, 15, 10, 16] . The formation enthalpies H f are obtained from fully relaxed total energy structure calculations. These energies are mapped onto an Ising-like Hamiltonian
Herein, the lattice-averaged spin product¯ f (σ ) of a figure f for a given configuration σ times its degeneracy D f is weighted by the effective energy J f of the many-body interaction types (MBITs). In contrast, both pair interactions J pair (k) and 'coherency-strain interactions' J CS (x,k) are handled in k-space [15] . The latter comprise the equilibrium strain energy E CS (x, k) by which we are able to treat the long-range interactions properly. The MBITs are determined by requiring equation (1) to reproduce a set of input LDA formation enthalpies, { H LDA (σ )}, and to accurately predict formation enthalpies for structures outside this set. To do so, we use two sets of iterations (loops) [17] . In the internal loop we use a genetic algorithm to select the MBITs that not only best fit the energies of the input LDA set but also predict accurately the energies of structures that are not yet included in the input set. In the outer loop we iteratively augment the set of input structures used in the fit, adding to it configurations σ identified as ground states in prior outer loop iteration. Once the CE is established, it is used to exhaustively search the energies of all O(2 20 ) structures (figure 3), to calculate the phase diagram (figure 1) and the SRO ( figure 4) .
Ground-state structures: Figure 3 shows the energies of ≈2 20 ordered configurations and indicates the breaking points of the convex hull, i.e. the ground-state structures. Figure 2 gives the structural description of the ground states. We find (a) the Cu 7 Pd (S1) structure at x Pd = 12.5%, (b) the Cu 3 Pd (S2 or LPS 3) structure at 25% and (c) the Cu 8 Pd 4 (S3) structure at x Pd = 33%. We find that at x Pd = 25% and T = 0 K S2 is considerably stabilized over L1 2 as the ground state.
Finding (b) is in agreement with [8] [9] [10] [11] ; S2 is predicted as a ground state at x = 1/4, lower in energy than L1 2 : H f (S2) = −102.6 meV/atom, H f (L1 2 ) = −99.8 meV/atom. At 12.5% Lu et al [18] predicted the D1 structure, which, though not identical to S1, is also similar to L1 2 . The S1 ground state is related to the L1 2 structure by a simple exchange of Cu and Pd rows along [100] as shown in figure 2. Previous studies (e.g. [2, 19, 20] ) that obtained L1 2 as the ground state at ≈18% referred to the ANNNI Ising model, or performed an electronic mean field approach [8] . However, negligence of S1 in the first-principles input [11] will favour interactions that are 'blind' for S1. S1-like S2 region: Given that we predict at an S1 phase T = 0 K at 12.5% Pd and an S2 phase at 25% Pd, it is interesting to characterize the phase(s) at intermediate concentrations. In order to examine the energies E CE (σ ) of structures with cells bigger than 20 atoms (figure 3), we constructed large 24×24×24 cells and sampled their energies via Monte Carlo (vibrational entropy was not taken into account). Due to the variety of incommensurate superstructures with non-coherent phase boundaries, we have to restrict our study to low temperatures 4 -a more thorough thermodynamic study may not be feasible with Monte Carlo. Nevertheless, the critical temperature T c ≈ 800 K for the phase transition from A1 to S2 is in good agreement with experiment (T Exp c ≈ 780 K). Simulated annealing in the intermediate region provides indication of a transition from the disordered high temperature phase to a lower temperature S1-like S2 structure. The latter resembles LPS 3-like ordering, permeated with an S1-like pattern 5 . An investigation of the energetic hierarchies of these phases supports the hypothesis of the formation of an S1-like S2 structure.
Short-range order: In the S1-like S2 region no recent diffraction data are available in order to directly compare experimental with our calculated results, hence we examine SRO data from the region of coherency. In figure 4 we show our calculations
for 29.8% Pd, where several studies yielded comparable data. For comparison with experimental data, the so-called 'shells' lmn are introduced which are defined by the distance ), e.g. for an fcc lattice the nearest-neighbour distance would be described by the shell [110] .
For 1/8 < x Pd < 1/4 the SRO connected with S1 at elevated temperatures cannot be distinguished from that of L1 2 single phase, as S1 is a low-temperature state. Our calculations indicated that above ≈400 K, even at 12.5% Pd, there is no genuine S1 peak visible any more.
Concerning the HREM study of Broddin et al [3] , which exhibits an antisite-based L1 2 -like single phase at 19.3% Pd and 613 K, we still find L1 2 -like order slightly below the phase transition, although we can already observe the S2 antiphase-based features. However, Broddin also characterizes the L1 2 domains to be separated by antiphase boundaries. Notwithstanding possible deviations, one should have in mind that these experimental indications may not represent the thermodynamic equilibrium situation. S1-like S2 phase versus L1 2 phase with antisites: The previously mentioned question concerning the stability of an antisite-based L1 2 single phase was addressed by a systematic comparison of antisite structures with the energy of S1-like S2 structures. This is exemplified in table 1: based on a 2 × 2 × 2-L1 2 cell, one Cu atom is substituted by a Pd atom. Hence the concentration decreases from 25% to 21.875% Pd. We compared the energetic predictions for the Cu 25 Pd 7 structure with the energy of a Monte Carlo cell with the same composition and found the latter to exhibit a S1-like S2, lower in energy, and hence more stable, than the antisite single phase based on L1 2 . The direct calculation with LDA verifies the accuracy and predictive power of our CE.
Subsequently, based on a 4 × 4 × 4-L1 2 , random atom flips were performed to shift the concentration to x Pd = {10%, . . . , 35%} in steps of 1%. For each x Pd , 500 antisite configurations are predicted and compared to the ground-state line (GSL). Figure 5 gives the distribution of energies and their distance ζ (in meV/atom) from the GSL. In all cases, the ground-state line is not broken, but S1-like S2 is still more stable than a L1 2 -based phase permeated with antisites.
In summary, we find that, contrary to previous assessments, Cu-Pd (i) does not have an L1 2 ground state; (ii) instead, the Cu 3 Pd S2 structure is more stable at 25% composition. (iii) A new ground state S1 is predicted at lower composition with Cu 7 Pd stoichiometry, hence (iv) the features of L1 2 -like ordering observed experimentally at 17% [2] are due to a S2 phase with S1-like defects, not due to an L1 2 phase. This work was supported by DF, Mu 1648/3, NSF DMR-0244183, and USA DOE no. DEAC36-98-GO10337.
