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In 1975, using quantum field theory in curved space-time, S. Hawking predicted black holes to
emit thermal radiation. Since the experimental observation from an actual black hole is challenging,
analogue systems have gained more and more attention in the verification of this concept. We
propose an experimental set-up consisting of two adjacent piezoelectric semiconducting layers, one
of them carrying dynamic quantum dots (DQDs), and the other being p-doped with an attached
gate on top, which introduces a space-dependent layer conductivity. The propagation of surface
acoustic waves (SAWs) on the latter layer is governed by a wave equation with an effective metric.
In the frame of the DQDs, this metric is equivalent to that of a two dimensional non-rotating and
uncharged black hole with an apparent horizon for SAWs. Analogue Hawking radiation appears
in form of phonons. We show that for a GaAs piezoelectric the Hawking temperature is in the
mK-regime.
I. INTRODUCTION
In 1975 S. Hawking [1] showed that black holes are not
completely black. They emit what is known as Hawk-
ing radiation (HR) from the horizon, arguably the most
famous quantum effect in general relativity. Since its the-
oretical prediction, many studies have looked into ways
to measure such blackbody radiation. However, the small
temperatures even for light black holes make its detec-
tion very challenging. Black hole analogous were first
considered by W. Unruh [2] as a means to overcome this
difficulty. He identified the existence of an acoustic ap-
parent horizon for sound waves in an irrotational fluid,
flowing with spherically symmetric velocity v(r). This
apparent horizon occurs where the flow changes from sub-
sonic v(r) < cs to supersonic v(r) > cs with cs denoting
the speed of sound in the fluid - the sound waves in the
supersonic region are slower than the fluid and are thus
trapped inside it. This rather intuitive analogy to the
event horizon of a black hole can be made more precise:
The propagation of sound waves can be shown to be gov-
erned by an effective metric matching that of a gravi-
tating spherical, non-rotating massive body in Painleve´-
Gullstrand coordinates [3]
ds2 = − [c2s − v2(r)]dt2 + 2v(r)drdt+ dr2 + r2dΩ2,
which indeed shows a horizon at c2s − v2(r) = 0, con-
firming that this system is suitable for mimicking a black
hole.
Since Unruh’s original proposal, a vast number of black
hole analogous have been proposed, for instance in liquid
Helium [4], dc-SQUID transmission lines [5], water tank
as classical analogue platform [6], electromagnetic wave-
guides [7], water waves [8], hydrodynamic microcavity
polariton flow [9] and Bose-Einstein condensates [10], the
latter one being the first successful experimental verifi-
cation of the quantum nature of analogue HR. Hawking
temperatures from 10−9 K to 103 K are estimated for
these quantum simulations, some of which could be de-
tected in the near future. Furthermore, understanding of
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FIG. 1. Partial sketch of the experimental set-up. The for-
mation of the apparent horizon for surface acoustic waves
on the upper GaAs layer is due to the inhomogeneous two-
dimensional electron gas (2DEG) induced by the attached
gate. The electrons in the dynamic quantum dots (DQDs) on
the lower GaAs layer serve as thermometers for the Hawking
temperature: Thermal occupation of the two electron-spin
states in the DQDs is expected due to their spin-orbit in-
teraction with Hawking phonons. A Stern-Gerlach (SG) gate
allows for the readout of the electronic spin. The arrangement
of the interdigital transducers (IDTs) serves as a storage ring
for the DQDs in order to provide enough time for thermaliza-
tion. Not shown is the cryogenics.
the physics in these analogue systems may provide clues
for unanswered questions, such as the trans-Planckian
problem [11].
In this paper, we present an experimental set-up (see
Fig 1) suitable for black hole simulations which ex-
hibits HR. We investigate the 1-dimensional propagation
of surface acoustic waves (SAWs) on a piezoelectric p-
type semiconducting substrate with an inhomogeneous 2-
dimensional electron gas (2DEG) [12–14]. These systems
have been widely used, e.g. to probe quantum effects in
2DEGs [15], as well as for electron transport [16, 17].
SAWs have also been proposed as a quantum computa-
tion platform [18] and for quantum simulations [19]. An
attached gate allows for a controlled spatial modulation
of the 2DEG density [20]. Similar to Unruh’s proposal
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2[2], this introduces a space-dependent modulation of the
SAW speed, which is a direct route for the formation
of the apparent horizon. An observer moving along the
SAWs will experience the presence of an apparent horizon
at the border between subsonic and supersonic propaga-
tion. A possible implementation of a moving detector
using dynamic quantum dots (DQDs) is also discussed.
This paper is organized as follows. In Section 2 we
demonstrate the existence of a horizon for a moving ob-
server due to a modulation of the speed of sound in a
piezoelectric substrate, and describe how such a modu-
lation can be achieved using a biasing gate. Section 3
presents an estimate for the Hawking temperature based
on realistic experimental parameters and discusses possi-
ble avenues to increase the radiation’s temperature. Sec-
tion 4 describes a possible measurement set-up to detect
such radiation and in Section 5 we present our concluding
remarks.
II. BUILDING BLOCKS
In this section, we will describe the fundamental re-
quirements to generate acoustic Hawking-like radiation
in the form of surface phonons. In adapting the original
proposal of Ref [2] to solid-state devices, the difficulty
lies in designing a moving medium for wave propaga-
tion. This can be circumvented by having a space- (and
time-) dependent wave speed c(x). An observer moving
with a proper speed v along the waves experiences the
crossover between subsonic and supersonic propagation
at c(x) = v [5, 7] - a direct route for the formation of
an apparent horizon [4, 5, 7–10, 21]. Consequently, this
opens up the necessity of a moving detector for measuring
the emitted analogue HR. Here, the local modulation of
the SAW speed can be achieved by exploiting its depen-
dence on the substrate conductivity [12, 22–26], which
can be changed locally by biasing a thin gate attached to
the piezoelectric p-type semiconducting substrate (see,
e.g. [20]): Biasing the gate with a voltage induces a
2DEG in the surface of the substrate in the vicinity to
the gate, changing the substrate conductivity. A prop-
erly moving detector experiences an apparent horizon for
SAWs that emits analogue HR in form of piezoelectric
surface phonons. This moving detector comprises of dy-
namic quantum dots (DQDs) transporting photogener-
ated electrons and propagating in an adjacent substrate
(labeled as measurement substrate). A magnetic field
along the [001] axes leads to a Zeeman-splitting of the
electron-spin states. The thermal occupation among the
spin states, which is due to spin-orbit interaction between
the thermal Hawking phonons and the electrons, reveals
the Hawking temperature and can be readout by a Stern-
Gerlach (SG) gate [18, 27], which converts spin into cur-
rent paths via the Stern-Gerlach effect. The arrangement
of interdigital transducers (IDTs) serves as storage ring
for the electrons and enables for a sufficiently long inter-
action time required for thermalization (estimated to ∼
1 s, see Sec IV).
We will now show the existence of HR for the proposed
system and then present set-up details.
A. Effective metric and Hawking temperature
We consider the 1-dimensional propagation of SAWs
along the x-direction with a space-dependent speed of
sound c(x). With u denoting the SAW amplitude, the
dynamics follow the usual wave equation (see, e.g. [28])
[29]
∂2u
∂t2
=
∂
∂x
(
c2(x)
∂u
∂x
)
. (1)
This equation describes wave propagation with an effec-
tive space-time metric given by
ds2 = −c2(x)dt2 + dx2.
In the reference frame of an observer moving at speed
v along the x-direction, the SAW dynamics will be gov-
erned by an effective metric
ds2 = − [c2(x− vt)− v2]dt2 + dx2,
matching Painleve´-Gullstrand’s metric and revealing an
apparent horizon where c2 − v2 = 0. The presence of
HR and the calculation of the related temperature can
be demonstrated from several standpoints (see, e.g. [1,
21, 30–33]). As was shown in [21], the existence of an
apparent horizon with a non-vanishing surface gravity
κg =
∣∣ ∂c
∂x
∣∣
c2=v2
is accompanied by Planckian Hawking
radiation with a temperature given by
TH =
~κg
2pikB
for frequencies greater than κg.
B. SAW dynamics
The propagation of SAWs can be controlled by their in-
teraction with a 2DEG in the substrate [12, 22–26]. Here
we follow Ref [25], which presented a detailed calcula-
tion of SAW propagation on a piezoelectric semiconduc-
tor with a homogeneous electron gas, and extend their
results to the inhomogeneous case.
Due to the piezoelectric effect the SAW is accompanied
by an electric field, thus interacting with the 2DEG and
inducing currents that dissipate energy due to Ohmic
losses. The piezoelectric effect is taken into account by
introducing a space dependent charge density ns that
obeys Maxwell’s equation
∂D
∂x
= −qns
3with the elementary charge denoted by q = |q| (e will
be reserved for the piezoelectric constant) and where D
is the electric displacement field. The induced current
density is given by
j(x, t) = −q [n2DEG(x) + fns(x, t)]µE(x, t),
where µ denotes the electron mobility, f accounts for the
part of the induced space charge being in the conduction
band (for a calculation of f , see [25]), n2DEG denotes
the time-independent density of the 2DEG induced by
an attached gate and E(x, t) is the electric field. The
time-independence of n2DEG is necessary in order to re-
cover the usual wave equation for the SAW amplitude.
Diffusion currents ∼ kBT ∂∂x (n2DEG + fns) due to spa-
tial inhomogeneous charge distribution can be neglected
in the low-temperature limit we propose to work in. The
total charge density contributing to the electric current
is given by
ρ = −q [n2DEG + fnS ] .
Using the continuity equation for the charge current and
density
∂ρ
∂t
+
∂j
∂x
= 0
and the time-independence of n2DEG, one can derive an
equation relating D and E,
− ∂
2D
∂x∂t
= µ
∂
∂x
([
f
∂D
∂x
− qn2DEG
]
E
)
.
Making a plane-wave ansatz
E = E0 exp {i (k(x)− ωt)}
D = D0 exp {i (k(x)− ωt)} ,
and neglecting terms with the product E · D [34] , one
can write D = εeffE with an effective permittivity
εeff =
µq
ω
[
∂xn2DEG
∂xk
+ in2DEG
]
, (2)
where ∂x abbreviates the spatial derivative. The equa-
tions of state for a piezoelectric material
T = dS − eE
D = eS + εE,
where T and S denote stress and strain constants, d is
the elastic constant and e is the piezoelectric constant,
can be simplified to T = deffS with an effective elastic
constant
deff = d
[
1 +
e2
εd
(
1− εeff
ε
)−1]
. (3)
This equation illustrates the effect of piezoelectric stiffen-
ing, i.e. a dressed elastic constant due to the piezoelectric
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FIG. 2. Spatial profiles around the gate’s edge. Shown are
the densities of the approximate (dashed red) and actual,
smeared out (solid red) charge distribution of the induced
2DEG. The latter one arises from the first one due to screening
effects inside the semiconducting substrate, which smoothen
the charge density in a narrow region of approximate thick-
ness 4κ−1s around the gate’s edge with the screening length
κ−1s . The corresponding SAW speed c(x) (black) according
to Eq 4 takes the values c0 and c0(1 +K
2/2) with the piezo-
electric coupling constant K2 in the region with high and low
2DEG density, respectively, and approximately aligns linearly
in the transition region.
effect [35]. The equation of motion for the SAW ampli-
tude u is given by
S =
∂u
∂x
and
∂T
∂x
= ρ
∂2u
∂t2
,
leading, with Eq (3), finally to the wave equation of
Eq (1) with the SAW speed given by
c(x) = Re
(√
deff
ρ
)
. (4)
Note that the RHS of Eq (4) also depends on the SAW
speed via ∂xk(x) = ω/c(x). Thus, solving Eq (4) for c(x)
gives, in principle, an expression for the SAW speed in
terms of the 2DEG density. However, as we argue in Sec
III, in order to estimate the highest gradient ∂xc(x) that
determines the Hawking temperature, it is not necessary
to solve Eq (4) for c(x).
C. 2DEG density modulation
In this section we describe the charge distribution in
the 2DEG which is induced by the attached gate biased
with a voltage VG ∼ 10 V. As a bare approximation the
2DEG is assumed to distribute homogeneously over the
area of the gate,
n0(x) = nH(−x) ,
with a density amplitude n proportional to the applied
gate voltage VG [20], and the Heaviside step function
4H(x). However, the actual 2DEG is smeared out and
its density n2DEG is smoothed close to the diode’s edge
(illustrated in Fig 2). We take this into account by con-
voluting the approximated density n0(x) and a Gaussian
with a FWHM denoted by κ−1s , reading
G(x) = A exp
[−(κsx)2] ,
n2DEG(x) = (G ∗ n0)(x)
=
n
2
[1− erf (κsx)] , (5)
where “∗” denotes the convolution operation. The nor-
malization coefficient A guarantees charge conservation,
∞∫
−∞
[n2DEG(x)− n0(x)] dx = 0.
The phenomenological parameter κ−1s should be of the
order of the screening length of the substrate material
which, for moderate doping of the p-type semiconducting
substrate, is typically of the order of 10−8 m [36, 37].
This is the density that will modulate the speed of sound
for the SAWs in Eq (4).
III. REALISTIC HAWKING TEMPERATURE
Eq (4) gives an algebraic relation between the SAW
speed and the 2DEG density. Consequently, c(x) only
depends locally on n(x) and ∂xn(x): As n(x) and ∂xn(x)
only changes at the gate’s edge on a length scale κ−1s ,
c(x) changes on a length scale κ−1s , too. As a result, c(x)
can be approximated as follows: In the regions inside
and outside the gate with a distance to the gate’s edge
greater than 2κ−1s , the SAW speed is assumed to be con-
stant, with values given by letting n→∞ and n→ 0, re-
spectively, and ∂xn→ 0 in Eq (4), giving c = c0 =
√
d/ρ
and c = c0
(
1 + 12K
2
)
, respectively, with the piezoelectric
coupling constant K2 = e2/(εd). In the remaining region
of size 4κ−1s around the gate’s edge, the SAW speed can
be assumed to adjust linearly between these two values
(see App A for a more detailed justification). Hence, the
(highest) gradient of ∂xc can be approximated to
max
{∣∣∣∣ ∂c∂x
∣∣∣∣} = 18κsK2c0.
In order to maximize the Hawking temperature, the ve-
locity v of the moving observer should be chosen to match
the inflection point of c(x) (the point with the highest
gradient), which approximately gives v = c0
(
1 + 14K
2
)
.
Now we would like to find an estimate for the temper-
ature of this radiation. For a GaAs piezoelectric semi-
conducting substrate with material constants K2 ∼ 10−4
[25], c0 ∼ 103 ms−1 [38], and κs ∼ 109 m−1 [39], the order
of magnitude of the Hawking temperature is estimated
to be 10−3 K. As experiments are usually conducted at
the 1 K regime, distinguishing this low Hawking temper-
ature from the background radiation may be challenging.
We note, however, that no optimization was attempted.
Different piezoelectric materials (piezoelectric coupling
constants up to 3 orders of magnitude larger have been
achieved [40]) and alternative gate set-ups are possible
routes to increase the temperature of the emitted radia-
tion.
IV. INDIRECT MEASUREMENT OF
HAWKING RADIATION
The notion of particles is observer dependent (see,
e.g. [41]), which can be seen by comparing Eqs II A
and II A: the first one reveals that a static (i.e. being
at rest with respect to the set-up) SAW detector like an
IDT is not able to detect HR, since it lacks the pres-
ence of an acoustic horizon. In order to have a horizon
and observe HR, a detector moving at constant speed v
is required. To achieve this, we propose to use moving
electrons trapped in the lateral piezoelectric potentials
accompanying SAWs, also known as dynamic quantum
dots (DQD), as proposed in [42, 43]. The DQDs move
on the measurement substrate, so that their speed v is
constant and does not follow the speed profile c(x) of the
upper substrate (see Fig 1).
Applying a magnetic field B ∼ 1 T [44] along the [001]
axes leads to Zeeman-splitting of the two electron-spin
states denoted by |↑〉 and |↓〉, respectively, with an energy
separation E↑ − E↓ = ∆E = gµBB. The Dresselhaus
spin-orbit coupling [45] is the dominant process for spin-
flip transitions between the Zeemann sublevels in the
DQD [43, 46]. The coupling between the piezophonons
originating from the acoustic horizon on the upper sub-
strate and the trapped electrons leads to thermalization
among the two spin states. In thermal equilibrium, the
Hawking temperature is given by the experimentally ac-
cessible spin state populations p↑ and p↓:
r =
p↑
p↓
= e−∆E/(kBTH).
The use of Stern-Gerlach gates or other spin-to-charge
conversion methods allows for the readout of the elec-
tron spin. The response of this ratio to a change in
temperature is dr/r = (−∆E/kBT 2H)dTH which scales
with dTH/TH but also with ∆E/TH and hence can de-
tect rather low temperatures.
A simple Master equation treatment of the two-level
spin system shows that thermalization of the electron
spin is achieved after a time T−1 = Γ↑ + Γ↓ (see, e.g.,
[47]), where the Γ-terms denote the rate for a spin-flip
with emission and absorption of a piezophonon, respec-
tively. Due to the low Hawking temperature of the
piezophonons, the rate Γ↓ is negligible, and Γ↑ is given
by the rate for spontaneous emission of a piezophonon.
A rough estimation of this rate for the present set-up is
5given by Eq (8) of Ref [46], but with an additional fac-
tor exp {−2d(gµBB)/(~c)}, where d denotes the distance
between the two substrates, taking into account the ex-
ponential decay of the piezoelectric field accompanying
the piezophonons [12, 48], and the energy conservation,
~ck = gµBB [49]. For a magnetic field B = 1 T, the
thermalization rate is of the order of 1 s−1. Thermal-
ization of the electron spin could be acquired while the
electrons are stored in a storage ring as it is shown in Fig
1. Note that HR is only present during the movement
along the x-direction. Efficient electron transport over
macroscopic distances has been shown [50]: The lengths
l, L of the storage ring can be chosen arbitrarily in the
sub-mm regime.
Future conveyor belts for electrons using serpentine-
shaped SAW waveguides [51, 52] could provide an al-
ternate route to acquire thermalization. In comparison,
however, the present set-up details make the proposed
storage ring more feasible.
V. CONCLUSIONS
We have presented a new platform for the detection of
Hawking radiation using semiconductor technology. We
have described in detail the steps required to have a hori-
zon in the system, including the modulation of the charge
density of a two dimensional electron gas, which is re-
sponsible for the change in speed of sound for surface
acoustic waves travelling on the substrate. For a GaAs
substrate, we have found the Hawking temperature to be
on the order of 10−3 K. While this low temperature would
be difficult to measure with current technologies, opti-
mization of the proposed experimental set-up could bring
it within current capabilities. We have briefly discussed
one possible strategy to measure the quantum character
of the emitted radiation using dynamic quantum dots,
whose spin state populations would yield access to the
Hawking temperature. We stress that a number of dif-
ferent alternatives to observe the evanescent waves could
be pursued, as their detection is well developed in fields
such as biosensing [53]. However, these schemes must be
adapted to allow for the characterization of the quantum
nature of the associated SAW phonons.
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Appendix A: Approximation of the SAW Speed
For convenience, the 2DEG density is denoted by n
in the following. In principle, an expression for the SAW
speed c(x) in terms of n can be obtained from the implicit
equation Eq (4). I.e. c(x) = f(n, ∂xn) with a particular
function f , and derivation of this equation with respect
to x gives
∂c
∂x
=
∂f
∂n
∂n
∂x
+
∂f
∂ (∂xn)
∂2n
∂x2
. (A1)
Expanding n(x) (see Eq (5)) in a Taylor series around
the gate’s edge x = 0 up to third order and solving for
the roots, one obtains a value of approximately 4κ−1s for
the size of the region, where n(x) changes from 0 to its
maximum value. Outside this region ∂xn and ∂
2
xn vanish.
According to Eq (A1), the SAW speed consequently only
changes around the gate’s edge, too. Thus, as already
mentioned, a good approximation for c(x) is a piece-
wise constant behavior in the regions |x| > 2κ−1s , and
a linear adjustment in between |x| < 2κ−1s . Deep in-
side the gate, i.e. for x < 2κ−1s , the corresponding value
for the SAW speed is obtained by letting n → ∞ and
∂xn→ 0 in Eq (2), giving deff = d (see Eq (3)) and con-
sequently c = c0 =
√
d/ρ (see Eq (4)). In the region
far away from the gate, i.e. x > 2κ−1s , the 2DEG den-
sity is vanishing n = ∂xn = 0, and, with Eqs (2-4), give
c = c0
√
1 +K2 ≈ c0
(
1 + 12K
2
)
, where a small piezoelec-
tric coupling constant K2 = e2/(εd)  1 is assumed,
which is valid for nearly all piezoelectric materials [26].
[1] S. W. Hawking, Communications in Mathematical
Physics 43, 199 (1975).
[2] W. G. Unruh, Physical Review Letters 46, 1351 (1981).
[3] P. Painleve´, L’Astronomie 36, 6 (1922).
[4] T. Jacobson and G. Volovik, Physical Review D 58,
064021 (1998).
[5] P. Nation, M. Blencowe, A. Rimberg, and E. Buks, Phys-
ical Review Letters 103, 087004 (2009).
[6] G. Rousseaux, C. Mathis, P. Ma¨ıssa, T. G. Philbin, and
U. Leonhardt, New Journal of Physics 10, 053015 (2008).
[7] R. Schu¨tzhold and W. G. Unruh, Physical Review Letters
95, 031301 (2005).
[8] S. Weinfurtner, E. W. Tedford, M. C. J. Penrice, W. G.
Unruh, and G. A. Lawrence, Physical Review Letters
106, 021302 (2011).
[9] H. Nguyen, D. Gerace, I. Carusotto, D. Sanvitto, E. Ga-
lopin, A. Lemaˆıtre, I. Sagnes, J. Bloch, and A. Amo,
Physical Review Letters 114, 036402 (2015).
[10] J. Steinhauer, Nature Physics 12, 959 (2016).
[11] T. Jacobson, Physical Review D 44, 1731 (1991).
[12] S. H. Simon, Physical Review B 54, 13878 (1996).
[13] S. Rahman, M. Kataoka, C. H. W. Barnes, and H. P.
Langtangen, Physical Review B 74, 035308 (2006).
6[14] L. Shao and K. P. Pipe, Applied Physics Letters 106,
023106 (2015), http://dx.doi.org/10.1063/1.4905836.
[15] A. L. Efros and Y. M. Galperin, Physical Review Letters
64, 1959 (1990).
[16] R. P. G. McNeil, M. Kataoka, C. J. B. Ford, C. H. W.
Barnes, D. Anderson, G. A. C. Jones, I. Farrer, and
D. A. Ritchie, Nature 477, 439 (2011).
[17] S. Hermelin, S. Takada, M. Yamamoto, S. Tarucha, A. D.
Wieck, L. Saminadayar, C. Bauerle, and T. Meunier,
Nature 477, 435 (2011).
[18] C. Barnes, J. Shilton, and A. Robinson, Physical Review
B 62, 8410 (2000).
[19] M. V. Gustafsson, T. Aref, A. F. Kockum, M. K. Ek-
stro¨m, G. Johansson, and P. Delsing, Science 346, 207
(2014).
[20] S. M. Sze, Semiconductor Devices: Physics and Technol-
ogy (John Wiley & Sons, 2008).
[21] M. Visser, International Journal of Modern Physics D
12, 649 (2003).
[22] K. Ingebrigtsen, Journal of Applied Physics 41, 454
(1970).
[23] G. Gumbs, G. Aizin, and M. Pepper, Physical Review
B 57, 1654 (1998).
[24] P. Bierbaum, Applied Physics Letters 21, 595 (1972).
[25] A. Hutson and D. L. White, Journal of Applied Physics
33, 40 (1962).
[26] A. Wixforth, J. Scriba, M. Wassermeier, J. Kotthaus,
G. Weimann, and W. Schlapp, Physical Review B 40,
7874 (1989).
[27] S. Furuta, C. Barnes, and C. Doran, Physical Review B
70, 205320 (2004).
[28] S. Datta, Surface Acoustic Wave Devices (Prentice Hall,
1986).
[29] The SAW-type solutions (Rayleigh, Lamb and Love
waves) are only obtained from the usual wave equation
by taking appropriate boundary conditions into account.
However, these boundary conditions effectively put con-
straints on the SAW amplitude and velocity. As a result,
the SAW dynamics still follow the usual wave equation,
only with the SAW speed differing from the bulk value.
[30] S. W. Hawking, Nature 248, 30 (1974).
[31] G. W. Gibbons and S. W. Hawking, Physical Review D
15, 2752 (1977).
[32] M. Visser, Classical and Quantum Gravity 15, 1767
(1998).
[33] W. Unruh and R. Schu¨tzhold, Physical Review D 68,
024008 (2003).
[34] Following Ref [25] these terms can be neglected if the
strain amplitude S  εv/(eµ) ∼ 10−6 for GaAs. As the
upper layer is not driven, the strain amplitude is esti-
mated to be in the 10−9-regime.
[35] D. Johannsmann, Soft and Biological Matter , 191 (2015).
[36] G. D. Mahan, Many-particle Physics (Springer Science
& Business Media, 2013).
[37] F. Stern, Physical Review B 9, 4597 (1974).
[38] T. Bateman, H. McSkimin, and J. Whelan, Journal of
Applied Physics 30, 544 (1959).
[39] W. Sritrakool, V. Sa-Yakanit, and H. Glyde, Physical
Review B 32, 1090 (1985).
[40] S.-H. Lee, H.-H. Jeong, S.-B. Bae, H.-C. Choi, J.-H. Lee,
and Y.-H. Lee, IEEE Transactions on Electron Devices
48, 524 (2001).
[41] P. O. Fedichev and U. R. Fischer, Physical Review D 69,
064021 (2004).
[42] C. Rocke, S. Zimmermann, A. Wixforth, J. Kotthaus,
G. Bo¨hm, and G. Weimann, Physical Review Letters
78, 4099 (1997).
[43] J. Stotz, F. Alsina, R. Hey, and P. Santos, Physica
E: Low-dimensional Systems and Nanostructures 26, 67
(2005).
[44] For a magnetic field B ∼ 1 T the effective magnetic field
Beff ∼ 10 mT associated with Dresselhaus spin-orbit cou-
pling [54] can be treated as a small perturbation.
[45] G. Dresselhaus, Physical Review 100, 580 (1955).
[46] A. V. Khaetskii and Y. V. Nazarov, Physical Review B
64, 125316 (2001).
[47] H.-P. Breuer and F. Petruccione, The theory of open
quantum systems (Oxford University Press on Demand,
2002).
[48] G. Aizin, G. Gumbs, and M. Pepper, Physical Review
B 58, 10589 (1998).
[49] The energy separation ~ω0 between the electron orbital
states inside the lateral piezoelectric potential is esti-
mated as follows: In the single-electron Hamiltonian
given in [27, 55, 56], the SAW-potential term is expanded
around its minimum, giving rise to a harmonic oscillator
with an excitation energy ~ω0 = h/λ(U0/m)1/2, where
λ, m = 0.067me and U0 denote the SAW wavelength,
effective electron mass and the SAW-potential strength,
respectively. With typical values of U0 ∼ 40 − 600 meV
[56, 57] and λ = 1 µm, ~ω0 is in the meV regime, agreeing
with numerical results of Ref [55].
[50] Assuming an exponential decay of the number of
charge carriers along the propagation direction, c(x) ∼
exp (−x/Λ), the decay constant Λ can be estimated to
several thousand SAW wavelengths for Ref [42]. Further
increase could be achieved by increasing the SAW power.
[51] P. Boucher, S. Rauwerdink, A. Tahraoui, C. Wenger,
Y. Yamamoto, and P. Santos, Applied Physics Letters
105, 161904 (2014).
[52] L. Adkins and A. Hughes, Journal of Applied Physics 42,
1819 (1971).
[53] K. E. Sapsford and L. C. Shriver-Lake, “Principles of
bacterial detection: Biosensors, recognition receptors and
microsystems,” (Springer-Verlag New York, 2008) Chap.
Bacterial Detection Using Evanescent Wave-Based Fluo-
rescent Biosensors, pp. 83–108.
[54] J. A. Stotz, R. Hey, P. V. Santos, and K. H. Ploog,
Nature Materials 4, 585 (2005).
[55] X. Shi, M. Zhang, and L. Wei, Physical Review A 84,
062310 (2011).
[56] A. Robinson and C. Barnes, Physical Review B 63,
165418 (2001).
[57] M. Buitelaar, P. Leek, V. Talyanskii, C. Smith, D. An-
derson, G. Jones, J. Wei, and D. Cobden, Semiconductor
Science and Technology 21, S69 (2006).
