We consider central simple Z/2-graded algebras over a field K of characteristic = 2 acted on by a group G via graded automorphisms. The equivariant Brauer-Wall group BW(K, G) is defined by means of an equivalence relation among these algebras.
the Brauer-Wall group BW(K) (cf. [7] ). Thus BW(K, G) consists of certain equivalence classes of central simple graded algebras on which G acts via graded automorphisms.
It is easy to see that the exact sequence
where Φ is the map which forgets the action of G and BW 0 is the subgroup of Brauer-Wall classes of equivariant trivial graded algebras, is split. One of our main results is that the latter group is the central extension 0 → H 2 G, K * → BW 0 (K, G) → Hom(G, Z/2) → 0 belonging to the "cup product" ∈Z 2 (Hom(G, Z/2), H 2 (G, K * )) (cf. Corollary 2). Corollary 3 is an alternative and more useful formulation, giving a completely explicit and canonical presentation of BW(G, K):
BW(K, G) (c,∂,b,ζ,τ ) − −−−− → H 2 G, K * × Hom(G, Z/2) × B(K)× K * /K * 2× Z/2 .
(The symbol× denotes a central extension and multiplication on the right side is given explicitly in Corollary 3; the invariants c, ∂, . . . are defined later). This isomorphism gives, in particular, an expression for the cohomology class c A⊗B ∈ H 2 (G, K * ) in terms of c A and c B (cf. Theorem 3).
In the case when G is both Abelian and finite, these results are related to those obtained in the context of dimodule algebras and the Brauer-Long group BD(R, G) over a commutative ring R [4] . To apply these results to the case considered here, one considers the subgroup of BD(K, G × Z/2) of classes represented by algebras with trivial G-grading and Z/2-action induced by the Z/2-grading, namely σ a = (−1) ∂a a, where σ is the nontrivial element of Z/2. Many of the explicit results on BD(R, G) (e.g., [3, 4, 8] ) assume (in addition to conditions on R) that G is cyclic, and so do not generally apply to our situation. On the other hand S. Caenepeel and M. Beattie used a cohomological approach (with mild assumptions on R, including the invertibility of |G| in R) to give a completely general description of BD(R, G) [9, Theorems 2.7 and 3.4], up to the cocycle involved in the central extension in Theorem 3.4. Caenepeel has pointed out to me that this result can be applied to BW(K, G) by a method similar to that used in Section 5 of that paper; this provides a description of BW(K, G) for G finite and Abelian in the case when char K |G|, up to the cocycle implicit in the aforementioned exact sequence. One result that coincides (when R is a field) with a special case of those here is the explicit computation of BD(R, Z/2) (so G = Z/2) by F. Demeyer and T. Ford [2] . 1 The motivation for this study can be found in its application to orthogonal representations G → O(V , b). Such a representation leads to a graded action of G on the Clifford algebra C(V , b) (which is a central simple graded algebra (CSGA)), and we show that the map (V , b) → [C(V , b)] ∈ BW(K, G) induces a homomorphism W(K, G) → BW(K, G)
where W(K, G) is the equivariant Witt group defined by Fröhlich and McEvett in [6] . The connection between the invariant c C(V ,b) and the similar invariant defined via the vector representation of the Clifford group Γ (V , b) is given in Theorem 5.
Graded algebras
We assume throughout that K is a field of characteristic = 2. All algebras are finite dimensional associative K-algebras with 1, and by "graded algebra" we mean a Z/2-graded algebra. We use the terminology and notation of [7] .
Thus a graded algebra A is a direct sum A = A 0 ⊕ A 1 with A i A j ⊂ A i+j (indices mod 2). The homogeneous elements of A are h A = A 0 ∪ A 1 , and ∂ : h A → {0, 1} is the degree function (not well-defined at 0). A is graded simple if the only two-sided graded ideals are 0 and A, and is central if its graded centerẐ A , which is spanned by all homogeneous elements c satisfying ca = (−1) ∂c∂a ac for all a ∈ h A, is = K (= K1 A ).
The graded tensor product A⊗ B of two graded algebras (GAs) is the usual tensor product as vector spaces, with the multiplication
for homogeneous elements a, b, a , b . It is also a GA-its homogeneous components are
If A and B are CSGAs, then so is A⊗ B. The canonical maps
(the latter given by a ⊗ b → (−1) ∂a∂b b ⊗ a on homogeneous elements) are isomorphisms of graded algebras. Let V be a (finite dimensional) vector space, given as a direct sum V = V 0 ⊕ V 1 . Then End V can be made into a central simple graded algebra, which we denote by End(V 0 , V 1 ), by defining the homogeneous elements of degree 0 to be those endomorphisms which take each V i into itself, and those of degree 1 the endomorphisms which take each V i into the other. In terms of a basis compatible with the direct sum, the elements of degree 0 are the matrices * 0 0 * and those of degree 1 the matrices 0 * * 0 . The Brauer-Wall group BW(K) is defined as the set of equivalence classes of CSGAs,
as graded algebras. The group law is induced by⊗. We now record the description of CSGAs due to C.T.C. Wall in [11] , as described in Chapter 4 in [7] .
If A is a CSGA with center Z(A) as an (ungraded) algebra, then Z(A) = K ⊕ Z 1 with Z 1 ⊂ A 1 . If Z 1 = 0, then A is of odd type, otherwise of even type; we define τ (A) = 1 in the odd case, τ (A) = 0 in the even case.
Let B be any K-algebra, and define A = B ⊕ B. We make A into a graded algebra by defining
and write A = B⊕ B. If B is a CSA, then B⊕ B is a CSGA of odd type. If A is any algebra, then (A) stands for the graded algebra with 0-component A and 1-component 0, and is said to be concentrated in degree 0. It is a CSGA of even type if A is a CSA.
If α ∈ K * , the quadratic algebra
The square class ζ K * 2 does not depend on the choice of z, and Z(A) ∼ = K √ ζ (as graded algebras).
(2) There is an isomorphism
This is Theorem 3.6 in [7, Chapter 4] . Let V = V 0 ⊕ V 1 be a direct sum of vector spaces over a central division algebra D over K. As in the case D = K, we make End
The corresponding graded matrix algebra with homogeneous components * 0 0 * and 0 * * 0 is denoted by M(m, n, D) (where m = dim D V 0 and n = dim D V 1 ). The quaternion algebra A = (α, β) K with generators i, j satisfying i 2 = α and j 2 = β is a graded algebra if we put A 0 = K.1 ⊕ K.k and A 1 = K.i ⊕ K.j . It is then a CSGA ∼ = K √ α ⊗ K √ β , and is denoted by α, β K . If A is a graded algebra, then M(k, A) can be graded by choosing M(k, A 0 ) to be the homogeneous component of degree 0 and M(k, A 1 ) to be that of degree 1. This graded algebra is denoted byM(k, A). If A is a CSGA, then so isM(k, A). Theorem 2. Let A be a CSGA of even type. Then A is a CSA as an ungraded algebra, isomorphic to M(k, D), say, where D is a central division algebra. The following hold:
Suppose from now on that A 1 = 0.
(2) Z(A 0 ) = Z A (A 0 ), and there is a z ∈ Z(A 0 ) such that Z(A 0 ) = K ⊕ Kz and z 2 = ζ ∈ K * . The element z is uniquely determined up to a non-zero scalar and the square class ζ K * 2 is uniquely determined. (In the case A 1 = 0 in (1), we define z = 1, ζ = 1.) The element z satisfies
This is Theorem 3.8 in [7, Chapter 4] . The square-class ζ K * 2 in Theorems 1 and 2, or the element ζ itself, is called the squareclass invariant of the CSGA A. We denote z by z A and ζ by ζ A if it is necessary to indicate that they arise from the algebra A. They depend only on the equivalence class [A] (up to non-zero scalars and non-zero squares respectively). We take z A = 1 (and ζ A = 1) in case (1) of the above theorem, and note that when A is a CSGA of even type,
Let B(K) be the Brauer group of K. Define a product on
where (α, β) K stands for the Brauer class of the quaternion algebra with parameters α and β, and where i = (−1) τ i if τ 1 = τ 2 , and 1 = 1 = 2 otherwise. Let b A stand for the Brauer class of the CSA A if A is an even CSGA, and for the Brauer class of the CSA A 0 if A is odd. Then ("Wall's Theorem") the map
is an isomorphism of groups. See [7, Theorem 3.5, Chapter 5]. We flag the twisted nature of this product by writing it B(K)× (K * /K * 2× Z/2). There is a simple extension of the Skolem-Noether theorem to the graded case:
Then σ is an inner automorphism with respect to an element a ∈ A × 0 ∪ A × 1 , unless A is of odd type and σ is not the identity on Z(A); in this exceptional case σ is the composition of an inner automorphism with respect to a homogeneous element a ∈ A × 0 and the automorphism
Proof. When A is concentrated in degree 0, this is simply the usual Skolem-Noether theorem. So assume that A 1 = 0. Suppose first that σ is the identity on Z A (A 0 ). Then it is the identity on Z(A 0 ) and it follows from the foregoing classification theorems (and the Skolem-Noether theorem) that it is an inner automorphism on A 0 , say with respect to a 0 . This proves this case when A has odd type. In the even case σ is an inner automorphism with respect to a ∈ A × , and it follows that
− in the case of odd type, and to be the inner automorphism with respect to any element of A × 1 if the type is even-note that A × 1 is not empty since in case (3) of Theorem 2 the assumption on σ implies that m = n. Since z A anticommutes with A 1 in the even case, τ σ is a graded automorphism of A which is the identity on Z A (A 0 ), and so the theorem follows from the first part. 2
Equivariant graded algebras
Let G be a group. We say that the graded algebra
to the graded algebra automorphisms of A. We often write ρ(s)(a) = sa. Let B be another G-equivariant graded algebra, with G-action ρ : G → Aut gr B. The graded tensor product A⊗ B is G-equivariant via the action s(a⊗ b) = (sa)⊗ (sb), s ∈ G, and the isomorphisms (1) are also G-equivariant in this case. The map associated to the G-action on A⊗ B is denoted by ρ⊗ ρ : G → Aut gr A⊗ B.
To define an equivalence relation among ECSGAs, we consider direct sums of linear
Then s ∈ G acts on End K (V 0 , V 1 ) through conjugation (by ρ(s)), making it into a G-equivariant CSGA which we call a "trivial" ECSGA. Equivalence among ECSGAs is defined as for CSGAs, by requiring that the isomorphism (2) commute with G.
It is straightforward to check that this is an equivalence relation; one has to check that the canonical isomorphism
is equivariant (i.e., is a G-isomorphism). Here V⊗ W stands for the "graded representation"
The resulting set of equivalence classes is the equivariant Brauer-Wall group BW(K, G).
We denote the equivalence class of the ECSGA A with action map ρ :
To show that⊗ makes BW(K, G) into a group, we note first that multiplication is well defined, associative and commutative by (the equivariant versions of) (1) and (6) . The class of the ECSGA (K) on which G acts trivially, is the identity element.
We now show that the inverse of the class of an ECSGA A is the class of the graded opposite algebra A * which = A as a vector space, with multiplication defined by a · b = (−1) ∂a∂b ba on homogeneous elements. It is shown in [7, Proposition 4.1, Chapter 4], that the map θ : A⊗ A * → End(A 0 , A 1 ), determined by θ(b⊗ c)(a) = (−1) ∂c∂a bac on homogeneous elements, is an isomorphism of graded algebras. It is equivariant since
Thus BW(K, G) is an Abelian group.
Let Φ : BW(K, G) → BW(K) be the forgetful map, which takes [A, ρ] to [A]. This is clearly a well-defined homomorphism. It is in fact a split epimorphism since the map BW(K) → BW(K, G) which takes [A] to the equivariant class [A, 1] of A with trivial action of G, is a splitting homomorphism. Let
be the associated split exact sequence, where BW 0 (K, G) is the kernel, the subgroup of BW(K, G) of equivariant classes which are trivial in BW(K).
An ECSGA A determines a useful grading on G itself. Since φ(z A ) = ±z A for any graded automorphism φ of A, we can define the degree 
The map τ : BW(K, G) → Z/2 given by the type of an ECSGA is also clearly a homomorphism.
We note that
H 0 (Z/2, K * ) = K * /K * 2 is isomorphic to H 2 (Z/2, K * ) via the isomorphism which maps ζ K * 2 to the cohomology class of the cocycleζ (u, v) = ζ uv , u, v ∈ Z/2. Thus if ∂ 1 ∈ Hom(G, Z/2), we get a cohomology class in H 2 (G, K * ), namely that of the cocycle
. This is well defined since it factors through the forgetful map, BW(K, G) → BW(K) → K * /K * 2 .
We now have maps of BW(K, G) into Hom(G, Z/2), Z/2 and K * /K * 2 . We next define a map into H 2 (G, K * ).
Let A be an even ECSGA. By Lemma 1 the action ρ : G → Aut gr A can be lifted to a "graded" projective representationρ : G → A × 0 ∪ A × 1 (where we assume as usual that ρ(1) = 1 A ). We note thatρ(s)z Aρ (s) − 
.
A straightforward calculation then shows that φ(s)
i.e., that φ lifts ρ⊗ σ : if a and b are homogeneous,
Now we use φ to find a cocycle belonging to ρ⊗ σ :
) ∂ B (t)∂ A (s)+∂ B (s)∂ A (t)+∂ A (t)∂ B (s) z ∂ B (s)+∂ B (t) A f (s, t)ρ(st)⊗z ∂ A (s)+∂ A (t) B g(s, t)σ (st)
(−1) ∂ A (st)∂ B (st) f st, (st) −1 −1 g st, (st) −1 −1ρ (st) −1 z −∂ B (st) A⊗σ (st) −1 z −∂ A (st) B = (−1
) ∂ A (s)∂ B (t)+∂ A (st)∂ B (st)+∂ A (st)∂ B (st) f (s, t)g(s, t)f st, (st)
Note that in the exponent of z A in the second-last line, the terms ∂ B (s), ∂ B (t) and ∂ B (st) must be treated as integers, not as elements of Z/2. Then it is easy to show that ∂ B (s) + ∂ B (t) − ∂ B (st) = 2∂ B (s)∂ B (t) by checking the 4 cases corresponding to ∂ B (s) = 0, 1, ∂ B (t) = 0, 1. Thus
A similar remark applies to the power of z B . 2 A and B be ECSGAs with cocycles f, g ∈ Z 2 (G, K * ) respectively, with A of even type and B of odd type. Then the cocycle
Lemma 3. Let
Proof. Suppose first that B = K ζ B . Then
so every element of degree 0 is a sum of elements of the form a 0⊗ 1 and a 1⊗ z B , i.e., of a i⊗ z i B for i = 0, 1. With the same notation as in the previous lemma,
which is the transform of a i⊗ z i B by s. (Note that z A ρ(s)(a i )z −1 A = (−1) i ρ(s)(a i ).) Therefore z ∂ B (s)
Aρ (s)⊗ z ∂ A (s) B
lifts the action of s on (A⊗ B) 0 , and so we use it to calculate the associated cocycle: 
(t), the expression becomes z Aρ (s)z Aρ (t)ρ(st) −1 , which becomes (−1) ∂ A (s) ζ A f (s, t) if one replaces the second z
for arbitrary s, t ∈ G. We have already noted in the proof of Lemma 2 that 
Proof. We first consider the special case A = K z A and B = K z B , so A⊗B = ζ A , ζ B , with the standard basis
The calculations here are similar to the previous case so we omit some of the details. Using the aforementioned basis, one first shows that z
lifts the action of s. One then uses this lifting to calculate the cocycle which turns out to be (−1)
This proves the formula in this special case since f and g can be taken = 1 because G operates trivially on A 0 = K = B 0 . In the general case,
and we can apply Lemma 2 as before to obtain the desired formula. 2 A and B be ECSGAs with cocycles f, g ∈ Z 2 (G, K * ) respectively. Then
Theorem 3. Let
is a cocycle belonging to A⊗ B.
This theorem merely combines the formulas of the previous three lemmas. Proof. Take C to be the CSGA M (1, 1, K) , and let J be the matrix 0 1 1 0 . Make C into an ECSGA by defining the action of s ∈ G to be the identity if ∂ 1 (s) = 0 and inn J if ∂ 1 (s) = 1. It is easy to see that C has the desired properties. 2
Let H = Hom(G, Z/2) × (K * /K * 2× Z/2). Since the projection BW(K) → K * /K * 2× Z/2 is onto, it follows from Lemma 5 and the multiplicativity of ∂ and (ζ, τ ), that
is an epimorphism. We now define
, as a function of s and t, is a cocycle in Z 2 (G, K * ). Denote its cohomology class by η(∂ 1 , ζ 1 , τ 1 ; ∂ 2 , ζ 2 , τ 2 ) ∈ H 2 (G, K * ). Thus
and η(1, h) = η(h, 1) = 1 for all h ∈ H .
We next define a multiplication on the set product H 2 (G, K * ) × H by
and show that this makes H 2 (G, K * ) × H into a group and that the map ([B] ). Let f be an arbitrary cocycle in Z 2 (G, K * ) and W a vector space for which there is projective representationρ : G → GL(W ) with cocycle f , that is to say f (s, t)ρ(st) =ρ(s)ρ(t). For example one can take the "left regular representation" on the "twisted" group algebra W = K f G, the algebra with basis {s, s ∈ G}, and multiplicationst = f (s, t)st. Then ρ(s)(a) =ρ(s)aρ(s) −1 makes A = (End W ) into an ECSGA with invariants f , ∂ A = 0, ζ A = 1 and τ A = 0. This, along with the facts that η(1, h) = 1 and that (7) is an epimorphism, shows that θ is onto. This in turn implies that H 2 (G, K * ) × H is a group and that η ∈ Z 2 (H, H 2 (G, K * )). We denote this group by H 2 (G, K * )× H .
Let H 2 (G, K * )×(Hom(G, Z/2)×BW(K)) be the central extension of Hom(G, Z/2)× BW(K) by H 2 (G, K * ) with cocycle π * (η) where π : Hom(G, Z/2) × BW(K) → Hom(G, Z/2) × (K * /K * 2× Z/2) is the obvious map (cf. Wall's Theorem, (4)). is onto by Lemma 5 since Φ is onto. To see that (c, ∂, Φ) is onto, we note that if f ∈ Z 2 (G, K * ) and W = K f G ⊕ K f G with G operating by the left regular representation in both summands, then the invariants ∂ A , b A , ζ A and τ A of A = (End W ) are trivial, while c A = [f ]. Then it is straightforward to check, using (3) and Lemmas 2 and 3, that (c, ∂, Φ) is onto.
Suppose [A, ρ] ∈ ker(c, ∂, Φ). Since [A] = 1 in BW(K), we can assume that A = End(V 0 , V 1 ). Since c A = 1, the liftingρ : G → A × 0 ∪ A × 1 can be taken to be a linear representation (with cocycle f = 1). And since ∂ A = 0,ρ(s) ∈ A × 0 for all s ∈ G. Thus ker(c, ∂, Φ) = 0. 2 Corollary 2. The forgetful map BW(K, G) → BW(K) is a split epimorphism,
where BW 0 (K, G) is the subgroup of ECSGAs which are trivial as CSGAs. This subgroup is in turn a central extension 0 → H 2 G, K * → BW 0 (K, G) → Hom(G, Z/2) → 0 belonging to the "cup product" , more precisely to the cocycle [(−1) ∂ 1 ∂ 2 ] ∈ Z 2 (Hom(G, Z/2), H 2 (G, K  *  ) ).
Proof. The first statement has already been proved. If we identify BW(K, G) with H 2 (G, K * )×(BW(K)×Hom(G, Z/2)) via the isomorphism of the theorem, then BW 0 (K, G) is the subgroup H 2 (G, K * )× ({1} × Hom(G, Z/2)). This is the central extension of Hom(G, Z/2) by H 2 (G, K * ) with respect to the cocycle
Finally we give the multiplication in BW(G, K) completely explicitly:
via the homomorphism (c, ∂, b, ζ, τ ) with multiplication defined as
Remark. This isomorphism has the advantage of being given by the 5 invariants defined on BW(K, G). The relationship between it and the isomorphism
arising from Corollary 2 is explained by the following elementary lemma: Lemma 6. Let A, B and C be Abelian groups and suppose ξ ∈ Z 2 (B × C, A) satisfies
If the central extension A× ξ (B × C) is Abelian, then there is an isomorphism b, 1 (1, 1, c) as elements of A× ξ (B × C), it follows that
via the stated map. 2
The equivariant Witt group
Let b : V × V → K be a non-degenerate symmetric bilinear form. The Clifford algebra C(V , b) is a CSGA, with C(V , b) 0 the subalgebra spanned by even products of vectors of V , and C(V , b) 1 the subspace spanned by odd products. See [7, V.1 and V.2]. These homogeneous components are usually written C 0 (V , b) and C 1 (V , b) . The Clifford algebra satisfies the fundamental isomorphism
The distinguished element z ∈ C(V , b) is the product of the vectors in an orthogonal basis of V , and ζ is the "signed determinant" d ± b. The Brauer class b C(V ,b) is the "Witt invariant" of b-see [7, Proposition V.3.20 ].
If ρ : G → O(V , b) is an orthogonal representation, the universal mapping property of the Clifford algebra shows that the action of G on V can be extended to an action ρ C : G → Aut gr C(V , b). It satisfies 
Then if σ :
This implies a homomorphism
where XO(K, G) is the Grothendieck group of orthogonal representations of G.
The group law on the right side of Corollary 3 gives the laws
where ρ = 1 = σ if ρ and σ are both improper or both proper representations; otherwise ρ = (−1) τ ρ and σ = (−1) τ σ . We note as well that
Now let ρ 0 : G → GL(V 0 ) be a (finite dimensional) linear representation. We define an orthogonal representation as follows. Let V = V 0 ⊕ V * 0 where V * 0 is the dual space of V 0 , and let h : V × V → K be the symmetric bilinear form such that V 0 and V * 0 are totally isotropic and h(v 0 , v * 0 ) = v 0 , v * 0 , the "hyperbolic" space based on V 0 . Define
Then ρ is in fact an orthogonal representation ρ : G → O(V , h), the "hyperbolic representation" of G based on ρ 0 .
The Grothendieck group of (finite dimensional) linear representations (V , ρ : G → GL(V )) of G over K is denoted by X(K, G). This is the "character group" of Krational characters if G is finite and the characteristic of K is 0. It is a ring under the tensor product
The hyperbolic construction is a functor (V 0 , ρ 0 ) (V , h, ρ) which induces a group homomorphism H : X(K, G) → XO(K, G). 
Let ρ : G → O(V , h) be the hyperbolic representation based on ρ 0 : G → GL(V 0 ). Let x be the product, in the Clifford algebra C(V , h), of a basis of V * 0 . Since the products of the elements of a basis of V span C(V , h), C(V , h)x = C(V 0 , 0)x =: I is a left ideal of C(V , h). Since its dimension is 2 n where n = dim V 0 and that of C(V , h) is 2 2n , I is minimal and C(V , h) ∼ = M(2 n , K) is split.
Lemma 7.
If ρ is the hyperbolic representation based on ρ 0 , the Clifford algebra C(ρ) of ρ is a trivial ECSGA.
Proof. Let I i = C i (V 0 , 0)x for i = 0, 1. Then I = I 0 ⊕ I 1 and it is clear that C j (V , h)I i ⊂ I i+j , and in fact that
It follows that the map y → y I is a graded isomorphism
Since V 0 and V * 0 are stable under ρ (i.e., under all ρ(s)), it is clear that C i (V 0 , 0) and Kx are stable under ρ C -note for example that C(V * 0 , 0) is the exterior algebra ∧V * 0 and that Kx is its subspace "of degree n". It follows that I 0 and I 1 are stable under ρ C , making End(I 0 , I 1 ) into an ECSGA.
Therefore the lemma will follow if we show that the graded homomorphism (11) We shall also denote the map W(K, G) → BW(K, G) by BW.
We note next that the equivariant Witt group is a ring. In fact since XO(K, G) is a ring, it suffices to show that its subgroup of hyperbolic forms is an ideal. Let (V , h, ρ) be the hyperbolic space based on (V 0 , ρ 0 ) and (W, b, σ ) an arbitrary orthogonal representation; then
which is the hyperbolic space based on (V 0 ⊗ W, ρ 0 ⊗ σ ) since σ * = σ through identification of W * with W via b, and since (ρ 0 ⊗σ ) * = ρ * 0 ⊗σ * . (Note also that its hyperbolic form satisfies 
A formula for the cohomology class
As in the proof of Lemma 2, one must treat the values of ∂ as integers rather than elements of Z/2; then the exponent of z C is 0 unless ∂(s) = ∂(t) = 1, and in this case the exponent is 2, and z 2 C = ζ C = d ± b. 
