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The Dirac δ-function version of the one-dimensional Kronig-Penney model of the electronic band
structure for an electron in a ring containing a large number N of positive ions with period a
is considered, following the outlines of the formalism previously described [J. C. Wolfe, Am. J.
Phys. 46, 1012 (1978)]. After an introduction to the finite-potential-width case, the relationship
between the electron wavevector k and the energy E is derived for the δ-function case which is
valid for energies within the band energy bands with real k values as well as within the energy
gaps with complex k values. From numerical calculations, the band structure E(k) is obtained and
presented in the extended-zone, periodic-zone, and reduced-zone schemes. We find that the bottom
of the bands are free-electron-like and we obtain an exact analytic expression for their energies.
Quantitative calculations of the band dispersions and energy gaps are obtained for a particular
value of the parameter P in the theory. The general form of the wave function versus E and versus
the linear dimension x is derived, which is applicable to both the real-valued (for band energies) and
complex-valued (for energies in the energy gaps) k values. An expression for the energy-dependent
wave-function normalization factor is derived, which allows quantitative calculations of the wave
function and electron probability density versus energy and position around the ring to be carried
out. Plots of the real and imaginary parts of wave functions for representative energies within the
electron bands and within the band gaps and of the associated probability densities versus E and x
are presented and discussed.
I. INTRODUCTION
The quantum-mechanical Kronig-Penney (KP)
model [1, 2] is a model in which an electron is in
a one-dimensional (1D) lattice of positive ions with
periodic potential U(x) such as shown in Fig. 1. This
simple model has had an enduring pedagogical influence
in presenting the electronic band structure and associ-
ated properties of solids as described in textbooks and
other books [3–9]. Many papers have been published
treating this model in different ways [10–25]. For
example, in addition to the usual method of solution
for the wave function and electron energy obtained
from the time-independent Schro¨dinger equation by
enforcing conditions on the wave function at the po-
sitions of the change in potential [1], the plane-wave
diffraction method consists of Fourier-transforming
both the electrostatic potential and the wave function
in terms of reciprocal lattice vectors and solving for
the coefficients [11, 12]. Following the advent of the
personal computer, accurate numerical calculations of
the band structure became widely accessible [14]. The
relativistic version of the KP δ-function model was also
studied [15]. An externally-excited semi-infinite KP
model was examined in Ref. [16] and a classical version of
the KP model in Ref. [17]. The Korringa-Kohn-Rostoker
method and the tail-cancellation method were used to
solve the KP problem in Refs. [18] and [20], respectively,
and numerical matrix mechanics methods were used to
solve the KP model are related models in Refs. [23–25].
The KP model was recently utilized to understand the
spatially-resolved optical emission spectra of an organic
microcavity modulated with a periodic 1D grating of
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FIG. 1: One-dimensional Kronig-Penney model for the in-
teraction of a negatively-charged conduction electron with
positively-charged ions. The distance between the centers of
the ions (the lattice parameter) is a and the width of the po-
tential well with value −U0 around each atom is b. Thus the
region around each ion corresponds to an attractive (negative)
potential energy of the electron.
metal stripes [21]. This model was also used to illustrate
how the electrical resistivity of a semiconductor can be
affected by an applied pressure, called piezoresistance,
in a review of this subject [22].
The original KP model [1] considered an electron sub-
ject to an infinite series of positive potential barriers of
finite width. However, here we are interested in the case
of an electron of mass m interacting with a 1D array of
positive ions where the potential energy of interaction is
negative. Therefore we first consider here the KP model
with a series of potential wells of depth U0 and width b
and lattice parameter a along the x axis as shown in
Fig. 1 [2].
By solving the time-independent Schro¨dinger equation
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2FIG. 2: Band Structure ε in the extended-zone scheme versus
wavector kx times the lattice parameter a for the first five
Brillouin zones for the square-potential Kronig-Penney model
obtained using Eq. (2) with b/a = 1/2 and Q = 10. The
band gaps ∆εgap occurring at integer n multiples of the first
Brillouin zone boundary at kx = ±pi/a for n = 1, 2, 3, and 4
are listed in the figure.
subject to the boundary conditions on the wave function
at the barrier edges together with Bloch’s theorem [26]
for an electron in a periodic potential, one arrives at the
relationship between the energy E of the electron and
the wavevector magnitude k of the electron, where h¯k is
the crystal momentum of the electron and h¯ is Planck’s
constant divided by 2pi. Defining the reduced energy ε
and the parameters Q and ba as
ε =
E
U0
, Q =
√
2ma2U0
h¯2
, ba =
b
a
, (1)
we find the dependence of ka on ε to be given by [1, 2, 18]
ka = arccos
{
cos[Q(1− ba)
√
ε] cos
(
Qba
√
1 + 
)
(2)
−
[
1 + 2
2
√
(1 + )
]
× sin[Q(1− ba)
√
ε] sin
(
Qba
√
1 + 
)}
.
To calculate the dispersion relation ε(ka) from Eq. (2),
we first specify fixed values of the real parameters Q and
b/a and calculate ka versus  > 0 using the FindRoot
utility of the program Mathemathica. One finds that
for certain ranges of ε the derived values of ka are real,
corresponding to the electron energy bands. Between the
energy bands, the solutions for ka are complex, i.e., there
is no solution for propagating electron states, correspond-
ing to energy gaps in ε(ka).
In the so-called extended-zone scheme, one solves for
real kxa(ε) in successive Brillouin zones. The first (n =
1) Brillouin zone has −pi ≤ kxa ≤ pi. The second Bril-
louin zone is the region with pi ≤ kxa ≤ 2pi and the
corresponding regions with negative values, etc. In prac-
tice, we do this by using successively larger values for the
initial (starting) values of ka within the desired Brillouin
zones in the FindRoot utility. Then the ka(ε) axes are
inverted to obtain the band structure, ε(ka). The re-
sults for the first five Brillouin zones with Q = 10 and
b/a = 1/2 obtained from Eq. (2) are shown in Fig. 2. One
sees that the dispersion relation E ∝ k2 for free electrons
is broken up into bands due to the presence of the electric
potential energy of the positive ions, causing the forma-
tion of bands separated by band gaps as discussed above.
The band gaps increase with increasing energy, as listed
in the figure.
Kronig and Penney also considered what happens to
the band structure if the width b of the potential well in
Fig. 1 decreases to zero and at the same time U0 increases
to infinity, where
U0 →∞, b→ 0, but U0b = constant. (3)
In our case, this is an attractive Dirac δ-function poten-
tial with an infinite depth but fixed area −U0b of the
potential well. This case is considered in detail in this
paper.
In Sec. II the solution of the band structure of the KP
δ-function model is obtained following Ref. [10] where
some significant omitted steps are included. The quan-
titative band structure for a particular value of the pa-
rameter P in the expression for it is presented, and an
analytic expression for the energies of the bottoms of
the bands is given which is found to correspond to free-
electron behavior. The band stucture is presented in the
extended-zone, periodic-zone, and reduced-zone schemes.
The general form of the wave function is derived in
Sec. III A, including significant steps not included in the
previous derivation [10]. Our expression is valid for ener-
gies both within the bands and within the band gaps. In
Sec. III B the electron probability density versus position
x in the ring of ions and versus wave vector k is calculated
from the same expression for energies both within the en-
ergy bands and within the energy gaps between bands.
In order to obtain numerical values of the wave function
and probability density, an expression for the wave func-
tion normalization factor Aε must be derived, which is
carried out in Sec. III C, and that has not been obtained
previously to our knowledge,. Some wave functions and
probabilitiy densities for energies both within the bands
within the band gaps are plotted versus ε and x within
a unit cell in Sec. III D and some characteristic features
of the probability densities and wave functions are dis-
cussed. Concluding remarks are given in Sec. IV.
3II. BAND STRUCTURE
Here we follow the outline given in Ref. [10]. The pe-
riodic Dirac δ-function attractive potential energy of the
KP model is given by
U(x) = −U0b
N∑
n=1
δ(x− na), (4)
where as noted above −U0b is the area of the δ-function
potential well in Eq. (3) and our 1D system is considered
to be ring of a large number N of potential wells. We will
enforce periodic boundary conditions on the wave func-
tion ψ(x) to obtain the energy-dependent normalization
function Aε later in Sec. III C.
We first solve for the boundary conditions on ψ(x) for
one unit cell. Bloch’s theorem [26] applied to this prob-
lem gives
ψ(x) = e∓ikaψ(x± a) (5a)
or equivalently
ψ(x± a) = e±ikaψ(x). (5b)
We find ψ(x( only for the region 0 < x < a since ψ for
other values of x can then be obtained using Eq. (5b).
Equation (5a) gives the boundary condition
ψ(0+) = e−ikaψ(a+) = e−ikaψ(a−), (6)
where the second equality follows from continuity of ψ(x)
across x = a. The notations 0+, a+, and a− mean tak-
ing the limit as x approaches 0 from x > 0 and as x
approaches a from x > a and x < a, respectively. Equa-
tion (5b) yields
dψ(x)
dx
(x± a) = e±ika dψ(x)
dx
(x). (7)
Setting x = 0− and using the upper + signs give
dψ(x)
dx
(a−) = eika
dψ(x)
dx
(0−),
dψ(x)
dx
(0−) = e−ika
dψ(x)
dx
(a−) (8)
For the δ-function potential well in Eq. (4) at x = 0
one has∫ 0+
0−
d2ψ(x)
dx2
dx =
dψ(x)
dx
(0+)− dψ(x)
dx
(0−). (9)
The time-independent Schro¨dinger equation can be writ-
ten
d2ψ(x)
dx2
= −2m
h¯2
Eψ(x) +
2m
h¯2
U(x)ψ(x). (10)
When the right side of Eq. (10) is inserted into the left
side of Eq. (9), the integral over the first term is zero
due to continuity of ψ(x). However, using the potential
energy function in Eq. (4), the integral over the second
term gives the nonzero value∫ 0+
0−
d2ψ(x)
dx2
= −2m(U0b)
h¯2
= −P
a
, (11a)
where the constant P is defined as
P =
2ma(U0b)
h¯2
. (11b)
Equating the far right side of Eq. (11a) to the right side
of Eq. (9) gives
dψ(x)
dx
(0+)− dψ(x)
dx
(0−) = −P
a
. (12)
Therefore the derivative dψ(x)/dx is not the same on
both sides of a δ-function potential well. Finally, substi-
tuting dψ(x)dx (0
−) in Eq. (8) into Eq. (12) gives the second
boundary condition on ψ(x) as
dψ(x)
dx
(0+)− P
a
ψ(0+) = e−ika
dψ(x)
dx
(a−), (13)
where only the positions inside the unit cell 0 < x < a
are considered, as is also true for the left and right sides
of the first boundary condition (6).
In region 1 of Fig. 1 in which 0 < x < a and U(x) = 0
the Schro¨dinger equation has the free-electron form
d2ψ
dx2
= −2mE
h¯2
(14)
with eigenvalue E and general solution
ψ(x) = Ceik1x +De−ik1x, (15a)
where
k1 ≡
√
2mE/h¯2. (15b)
Here we define the reduced energy ε as
ε =
2ma2E
h¯2
. (16a)
Thus Eqs. (15b) and (16a) give
k1a =
√
ε. (16b)
Equation (15a) together with the boundary condi-
tions (6) and (13) respectively yield the two simultaneous
equations[
1− ei(k1a−ka)
]
C +
[
1− e−i(k1a+ka)
]
D = 0, (17a){
ik1a[1− ei(k1a−ka)] + 2P/a
}
C (17b)
−
{
ik1a[1− e−i(k1a+ka)]− 2P/a
}
D = 0.
4FIG. 3: Band Structure for the attractive Dirac δ-function po-
tential energy of the one-dimensional Kronig-Penney model
in the extended-zone scheme, expressed as the reduced en-
ergy ε = 2maE/h¯2 versus reduced wave vector ka/pi. The
data were calculated from Eq. (18a) using P = 6. The solid
red curve is the free-electron expression for the energy ε− in
Eq. (21b) at the bottom of each band p, which is at the top
of a band gap between band p and band p− 1. The value of
ε− for band p = 4 is indicated as an example.
In order for nontrivial solutions for C and D to exist,
the determinant of their coefficients must vanish. This
was calculated and simplified using Mathematica, after
which Eq. (16b) was used, yielding [1, 2, 12, 15, 20]
cos(ka) = cos(
√
ε)− P sin(
√
ε)√
ε
, (18a)
which can also be written
ka = arccos
[
cos(
√
ε)− P sin(
√
ε)√
ε
]
. (18b)
A complex solution for ka for a given value of ε means
that this ε value lies within an energy gap of the band
structure ε(ka) and hence is not used when plotting the
band structure.
A. Numerical Calculation of the Band Structure
The band structure ε(ka) is obtained by first calcu-
lating ka versus ε using P = 6 in Eq. (18b) for the
TABLE I: Reduced band energies ε−band(p) and ε
+
band(p) at
the lower and upper edges of band p, respectively, band-
center energy εaveband(p) ≡ [ε+band(p)+ε−band(p)]/2, the band gap
∆εgap(p) = ε−band(p)−ε+band(p−1) at Brillouin-zone boundary
at ka = npi, and gap-center energy εgapave = [ε
+(p)+ε−(p−1)]/2
from the band structure obtained by numerically solving
Eq. (18a) for P = 6 and cos(ka) = ±1. The numerical values
of ε−band(p) for bands p with 2 ≤ p ≤ 7 precisely agree with
the exact expression in Eq. (21b).
band p ε−band ε
+
band ε
ave
band n ∆ε
gap εgapave
1 9.878 19.440 14.659 — — —
2 39.478 66.525 53.002 0 20.039 29.459
3 88.826 134.852 111.839 1 22.301 77.676
4 157.914 223.335 190.625 2 23.062 146.383
5 246.740 331.716 289.228 3 23.406 235.037
6 355.306 459.911 397.609 4 23.589 343.511
7 483.611 607.884 545.748 5 23.699 471.761
range 1 ≤ ε ≤ 700 and retaining only data for real val-
ues of ka. Then the axes are inverted to obtain ε(ka).
The result is plotted in the extended-zone scheme in
Fig. 3. The reduced energies of the lower and upper
band edges, ε−band(p) and ε
+
band(p), respectively, are listed
in Table I. The band edges at the Brillouin-zone bound-
aries were accurately calculated using the FindRoot util-
ity of Mathematica by setting ka = npi [cos(ka) = ±1] in
Eq. (18a) and solving for the ε values at these ka values.
From these the band gaps ∆εgap(n) at the Brillouin-zone
boundaries nka/pi were calculated. The band gaps ap-
pear to approach a constant value with increasing n in-
stead of appearing to diverge as in Fig. 2 for the finite
square potential. This is confirmed in Fig. 4 in which
∆εgap is plotted versus 1/n for n = 1 to 5. The fit shown
yields ∆ε ∼ 1/n2 with the finite value limn→∞∆ε ≈ 24
for P = 6.
B. Characteristics of the Band Structure
One can Taylor-expand the cosine in Eq. (18a) near a
band edge at ka = npi, n = ±1, ±2, . . ., yielding
ε = f(P )± 3
P − 3(ka− npi)
2 (ka ≈ npi), (19)
where f(P ) is a constant that depends on the cho-
sen value of P in Eq. (18a). Thus the slope
dε/d(ka) = 6(ka− npi)/(P − 3) = 0 at the band edges,
which is confirmed by taking the derivative of both sides
of Eq. (18a) with respect to ka and then setting ka = npi
as appropriate for a band edge.
For a free-electron band one would have
E =
h¯2k2
2m
, (20a)
5FIG. 4: Energy gap ∆εgap versus the inverse of the Brillouin-
zone number n (filled red circles) for P = 6. The fit is shown
by the solid blue curve with the fit function and parameters
given in the figure.
which gives the reduced energy in Eq. (16a) as
ε = (ka)2. (20b)
A comparison of the band numbers p and the Brillouin-
zone boundary numbers n in Table I shows that with our
band numbering scheme one has
p = n+ 2, (21a)
where the Brillouin-zone boundaries are at ka = npi with
n = 1, 2, . . .. Furthermore, we find in Table I that the
bottom of band p with reduced energy ε−band(p) is given
to high precision by the analytic expression
ε−band(p) = (ppi)
2, (21b)
so a comparison of Eqs. (20b) and (21b) indicates that
the bottoms of bands p are free-electron-like. This agree-
ment makes physical sense because the dispersion at the
bottom of a band is indeed free-electron-like as previ-
ously shown in Eq. (19), and is shown graphically as-
suming p and n to be continuously variable by a plot of
ε−band(p) = ε
−
band(n + 2) from Eqs. (21) as the solid red
curve in Fig. 3. At sufficiently large values of ε, Eq. (18a)
reduces to cos(ka) ≈ cos(√ε), yielding ε ∼ (ka)2, which
is the free-electron expression (20b).
C. Band Structure in the Periodic-Zone and
Reduced-Zone Schemes
In 1D the first Brillouin zone is defined in wave vec-
tor space as being in the interval around the zone center
k = 0 given by −pi ≤ kxa ≤ pi where the first band
gaps occur in Fig. 6 at the edges of the Brillouin zone.
The first Brillouin zone boundaries versus kx are thus at
kx = −pi/a and kx = pi/a. Consider kx values in higher-
order Brillouin zones with, e.g., n = 2 with kx = pi/a to
kx = 2pi/a. The left edge of the second Brillouin zone
is separated from the left edge of the first Brillouin zone
by ∆kx = 2pi/a, and similarly for every kx value in the
second zone and indeed for each kx value in general Bril-
louin zone n which are separated from the first Brillouin
zone by multiples of 2pi/a. Thus in general one has
kn = kn=1 + n
2pi
a
. (22)
for the respective portion of the nth Brillouin-zone band,
and hence
eikna = ei(kn=1+
2pi
a n)a = eikn=1a. (23)
Then Bloch’s theorem [26] gives
ψkn(x) = e
iknxu(x) = eikn=1xu(x) = ψkn=1(x), (24)
where u(x) is a function with the periodicity a of the
potential energy. Thus the wave function and energy
for a kn value in the n
th Brillouin zone are the same
as in the first Brillouin zone with the corresponding k
value. Hence one can translate the dispersion relation
E(kxa) for Brillouin zone n by arbitrary integer multi-
ples of kxa = 2pi along the kxa axis, giving rise to the
periodic zone scheme for the band structure as shown for
the δ-function-potential KK band structure in Fig. 5 that
was obtained from Fig. 3. Similarly, one can represent
the band structure by including only data in the first
Brillouin zone of Fig. 5, resulting in the reduced-zone
scheme shown in Fig. 6.
III. WAVE FUNCTION
A. General Form of the Wave Function
The wave function ψ(x) in Eq. (15a) is found using
Eq. (17a). From the latter equation one obtains [1]
D
C
= − 1− e
i(k1a−ka)
1− e−(k1a+ka) . (25)
We now set
C =
1
2i
[
1− e−(k1a+ka)
]
, (26a)
D = − 1
2i
[
1− ei(k1a−ka)
]
, (26b)
which satisfy Eq. (25). Substituting these expressions
into Eq. (15a) and defining
xa ≡ x/a (27)
gives
ψ(xa) = Aε
1
2i
{[
1− e−i(k1a+ka)
]
eik1axa (28)
−
[
1− ei(k1a−ka)
]
e−ik1axa
}
,
6FIG. 5: Band structure ε versus kx for the attractive Dirac
δ-function potential of the one-dimensional Kronig-Penney
model in the periodic-zone scheme for bands p = 1 to 7. The
data were calculated using Eq. (18b) using P = 6.
where Aε is the real energy-dependent normalization
factor to be calculated below in Sec. III C. Using
Mathematica, Eq. (28) simplifies to [10]
ψk(xa) = Aε
{
sin(k1axa) + e
−ika sin[k1a(1− xa)]
}
.
(29a)
According to Eqs. (15b) and (20b) one has k1a =
√
ε,
and from Eq. (18b) one has ka = ka(ε), so the wave
function (29a) can be written in the very useful form
ψε(xa) = Aε
{
sin(
√
εxa) + e
−ika(ε) sin[
√
ε(1− xa)]
}
.
(29b)
For electron energies within the energy bands,
Eq. (18b) gives real values of ka, whereas in the en-
ergy gaps, complex values of ka are obtained as previ-
ously noted. In order to calculate ψ(xa) for energies both
within the energy bands and within the energy gaps using
the same expression, we write
ka = <(ka) + i=(ka), (30)
where <(ka) and =(ka) are the real and imaginary parts
of ka(ε) obtained for a given reduced energy ε using
Eq. (18b), respectively. Then the wave function (29b)
FIG. 6: Band structure ε versus the reduced electron wave
vector kxa/pi for the attractive Dirac δ-function potential of
the one-dimensional Kronig-Penney model in the reduced-
zone scheme. The data were calculated for the seven lowest-
energy bands from Eq. (18b) using P = 6.
becomes
ψε(xa) = Aε
{
sin(
√
εxa) (31)
+ e−i<[ka(ε)]e=[ka(ε)] sin[
√
ε(1− xa)]
}
.
B. Probability Density
The energy- and position-dependent electron probabil-
ity density Pε(xa) is
Pε(xa) = ψε(xa)ψ∗ε (xa), (32)
so using Eq. (31) one obtains
Pε(xa) = A2ε
{
sin2(
√
εxa) + e
2=[ka(ε)] sin2[
√
ε(1− xa)]
+ 2e=(ka) cos
{<[ka(ε)]} sin(√εxa) sin[√ε(1− xa)]}.
(33)
This expression is applicable to energies both within the
energy bands and the energy gaps.
7C. Wave Function Normalization Factor
One requires that the electron be somewhere in the
ring of a large number N of positive ions. Thus the nor-
malization factor Aε in ψ(xa) is determined according
to
lim
N→∞
∫ N
0
Pε(xa)dxa = 1. (34)
Inserting Eq. (33) into (34) and solving the resultant
equation using Mathematica gives
NA2ε = 2
{
1 + e2=[ka(ε)] (35a)
− 2e=[ka(ε)] cos(√ε) cos{<[ka(ε)]}
}−1
,
which is explicitly real, and hence the wave-function nor-
malization factor is
√
NAε =
√
2
{
1 + e2=[ka(ε)] (35b)
− 2e=[ka(ε)] cos(√ε) cos{<[ka(ε)]}
}−1/2
.
Then using Eq. (35a), the electron probability density
versus position xa and energy ε in Eq. (33) multiplied
by the number of positive ions N (which is equal to the
number of unit cells in the ring) becomes
NP(xa) =
NA2ε
{
sin2(
√
εxa) + e
2=[ka(ε)] sin2[
√
ε(1− xa)]
+ 2e=(ka) cos
{
[<[ka(ε)]} sin(√εxa) sin[√ε(1− xa)]}.
(35c)
Now we turn to evaluating the integral Iz of the prob-
ability density NP over xa within unit cell z,
Iz =
∫ z+1
z
NP(xa)dxa. (36)
We find that Iz is generally different for each unit
cell from the value of unity assumed for all unit cells
in Ref. [1]. The variations of Iz versus cell number
z = 0 to 50 and versus energy are shown in Figs. 7(a)
and 7(b) for the reduced midband energies in Table I for
bands 2 and 6 and for the reduced midgap energies at
the Brillouin-zone boundaries with n = 1 and 5, respec-
tively [27]. These deviations of the integrated probability
density per cell from cell to cell occur because the wave-
length of the electron λ = 2pi/k usually overlaps more
than one unit cell. This happens for a large ring of N
ions with periodic boundary conditions because k can
vary from ≈ 0 to 2pi/a, i.e., over a Brillouin-zone width.
These differences between cells and between the values
per cell and unity both decrease with increasing reduced
energy ε as seen in Fig. 7. This decrease is illustrated in
Fig. 8 for unit cell z = 1 by a log-log plot of |1 − I1(ε)|
FIG. 7: Integrated probability density per cell within unit cell
numbers z = x/a = 0 to 50 obtained using Eq. (36) at (a) at
the midband energies in Table I for bands p = 2 and 6 and
(b) at midgap energies for Brillouin-zone boundaries n = 1
and 5 in Table I.
FIG. 8: Base-10 log-log plot of the difference between the
value of the quantity |1− I1| versus reduced energy , where
I1 is the integrated probability Iz in Eq. (36) with unit cell 1
with xa = 1 to 2.
8FIG. 9: Wave function normalization factor
√
NAε versus
reduced energy ε calculated using Eq. (35b). The sharp peaks
are at the bottom of bands p = 1 through 8, whereas the cusps
or shoulders just below the energies of the peaks for bands 2
through 8 are at the tops of bands p = 1, 3, 5, and 7, and
bands p = 2, 4, and 6, respectively (see Table I). The minima
of
√
NAε versus ε occur close to the midband energies of
bands p = 1 through 7 as given in Table I.
versus ε for ε varying from 103 to 1010, where no dif-
ferentiation is made between energies within bands and
within band gaps. One sees that the slope of the plot is
≈ −1, from which one obtains
I1(ε) ≈ 1− 1000
ε
(ε ≥ 1000), (37)
which is a rather slow power law convergence of I1(ε) to
the apparent limit I1(∞) = 1.
A plot of the normalization factor
√
NAε versus ε for
ε in the range 1 ≤ ε ≤ 700 that was utilized in construct-
ing Figs. 3, 5, and 6 obtained for P = 6 using Eqs. (18a)
and (35b) is shown in Fig. 9. One sees that
√
NAε > 0
for all values of ε, including for energies within the band
gaps. The sharp maxima in Fig. 9 occur at the bot-
toms of bands p = 1 to 8 where free-electron dispersions
ε ∼ (ka)2 occur as discussed above, whereas the cusps or
shoulders just below the sharp maxima occur at the max-
imum energies of the respective bands p− 1 at the bot-
toms of the energy gaps. The minima with
√
NAε ≈ 1
occur at reduced energies corresponding approximately
to the midband energies in Table I.
D. Probability Density and Wave Function Plots
A contour map of the probability density NP ver-
sus both x/a and ε obtained using Eqs. (18b), (35a),
and (35c) and Mathematica is shown in Fig. 10. One
sees that in the regions of ε for which bands occur, P
versus x at fixed ε is symmetric about xa = 1/2 [10],
whereas for ε values within the band gaps (the narrower
horizontal bands) this symmetry is not present.
FIG. 10: Contour map of the probability density P of an elec-
tron times the number N of positive ions in a ring versus the
reduced electron energy ε and position in a unit cell xa ≡ x/a
obtained using Eqs. (33) and (35c) with P = 6. It is an op-
tical illusion that the band gap edges may appear not to be
horizontal. The color coding is given on the right, where dark
areas have lower probability density and the lighter areas have
higher probability density.
Since an expression for the wave-function normaliza-
tion factor
√
NAε in Eq. (35b) has now been obtained,
and using Eq. (18b), the wave functions ψ using Eq. (31)
can be quantitatively calculated. Shown in the left pan-
els of Fig. 11 are plots of the real and imaginary parts
of ψ versus position x/a for representative bands p = 2
and 5 in Fig. 3. One sees that ψ is real at the tops and
bottoms of the two bands, where ψ at the bottoms of the
two bands exhibit nodes at the edges x/a = 0 and 1 of the
unit cell with p/2 oscillation periods in between. How-
ever, we find that for bands 4, 6, and 7, the wavefunction
at the lower band edges is imaginary (not shown).
The results for ψ at the bottoms of the bands are ex-
plicable in terms of Eq. (29b). For example, substituting√
ε = ppi at the bottoms of the bands from Eq. (21b)
gives ψ(x/a = 0) = ψ(x/a = 1) = 0 identically, explain-
ing the nodes in the wave functions at these positions.
On the other hand, for ka values in the interior of the
bands, both real and imaginary parts occur in the wave
functions, indicating propagating solutions. The associ-
ated probability densities NP versus x/a obtained using
Eqs. (18b), (35a), and (35c) are plotted in the respective
right-hand panels of Fig. 11.
Despite the fact that the wavevector k is complex in the
energy gap regions of the extended-zone band structure
in Fig. 3, the wavefunctions for these in-gap energies are
found to be real. For example, shown in Fig. 12 are plots
of both ψ and NP versus x/a for the midgap states at
the Brillouin-zone boundaries ka = pi, 3pi, and 5pi. This
indicates that the wave functions in these in-gap regions
are standing waves.
9FIG. 11: Panels on left: plots of the real [Re(ψ), solid red
curves] and imaginary [Im(ψ), dashed blue curves] parts of the
wave function ψ versus position x/a in a unit cell at the top,
middle, and bottom of bands 2 and 5 in Fig. 3, respectively.
Panels on right: probability density P times the number N
of unit cells in a ring versus x/a for bands 2 and 5. The
data were calculated using Eq. (35a) together with Eqs. (31)
and (35c), respectively.
FIG. 12: Same as Fig. 11 except that the energies considered
are the midgap energies at the Brillouin-zone boundaries at
ka = pi, 3pi, and 5pi as listed. The wave functions for these
cases are real.
IV. CONCLUDING REMARKS
Despite widespread interest in the δ-function Kronnig-
Penney model, exact solutions for the associated wave
functions have not been previously obtained [1–25]. Con-
tributing to this uncertainty is the previous lack of an ex-
pression for the energy-dependent wave-function normal-
ization factor Aε that allows quantitative calculations of
the energy- and position-dependent wave functions and
electron probability densities to be carried out.
The major new contributions of this paper were to ob-
tain a single expression for the electron wave function
that can be utilized for energies both within the elec-
tron bands and within the band gaps between the bands,
including a new expression for the wave-function normal-
ization factorAε. These contributions allow, for example,
global plots to be made within a single calculation such
as the plot of Aε versus reduced energy ε in Fig. 9 and
the contour map of the probability density versus ε and
position x in Fig. 10. These contributions may be useful
in other contexts as well.
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