In this paper we propose a new affine scaling interior trust region algorithm with a nonmonotonic backtracking technique for nonlinear equality constrained optimisation with nonnegative constraints on the variables. In order to deal with large problems, the general full trust region subproblem is decomposed into a pair of trust region subproblems in horizontal and vertical subspaces. The horizontal trust region subproblem in the algorithm is defined by minimising a quadratic function subject only to an ellipsoidal constraint in a null tangential subspace and the vertical trust region subproblem is defined by the least squares subproblem subject only to an ellipsoidal constraint. By adopting Fletcher's penalty function as the merit function, combining a trust region strategy and a nonmonotone line search, the mixing technique will switch to a backtracking step generated by the two trust region subproblems to obtain an acceptable step. The global convergence of the proposed algorithm is proved while maintaining a fast local superlinear convergence rate, which is established under some reasonable conditions. A nonmonotonic criterion is used to speed up the convergence progress in some highly nonlinear cases.
Introduction
In this paper we analyse the trust region interior point algorithm for solving the following nonlinear equality constrained optimisation problem with nonnegative constraints on the variables: few articles proposing sequential quadratic programming methods with a trust region approach for this problem subject only to nonlinear equality constraints and no variable inequality constraints (see [8, 9, 11] ). Most existing methods for solving optimisation problems subject only to linear inequality constraints generate sequences of points in the interior of the feasible set with the linear inequality constraints. Recently, Coleman and Li [2] presented a trust region interior point algorithm for minimisation problems with only simple bounds on the variables. Bonnans with 0 e (0, 1/2) and co e (0, 1). Finally,
However, Bonnans and Pola [1] only used the line search restricted to the trust region and assumed that qt(.d k ) is a convex function in order to obtain global convergence of the proposed algorithm. The trust region method is a well-accepted technique in nonlinear optimisation to assure global convergence. However, the search direction generated in the trust region subproblem (1.2) must satisfy strict feasibility, that is, x k + d > 0, which results in computational difficulties. It is possible that the trust region subproblem with a strict feasibility constraint needs to be resolved many times before obtaining an acceptable step, and hence the total computational effort for completing one iteration might be expensive and difficult. The idea of the trust region and line search backtracking technique suggested in (1.3) (also see Nocedal and Yuan [6] ) motivates us to switch to the line search technique by employing a trial step which may be unacceptable in the trust region method, since the trial step should provide a direction of sufficient descent. Recently, the nonmonotone technique has been developed to combine the line search technique with a trust region strategy for solving unconstrained optimisation (see [3] and [4] , for instance). The nonmonotonic idea also motivates further study of the affine scaling backtracking trust region interior point algorithm for problem (1.1), because monotonicity may cause a series of very small steps if the contours of the objective function / are highly nonlinear and give rise to a family of curves with large curvature. The general full trust region subproblem will be decomposed into a pair of trust region subproblems in horizontal and tangential subspaces of nonlinear equality constraints. The trust region horizontal subproblem in the proposed algorithm is defined by minimising a quadratic function subject only to an ellipsoidal constraint in the null subspace of the tangential subspace of the equality constraints, and the trust region vertical subproblem is defined by the least squares problem subject only to an ellipsoidal constraint. It is clear that the two subproblems are easy to solve.
The paper is organised as follows. In Section 2, we describe the algorithm which combines the techniques of trust region, interior point, nonmonotonic backtracking search and affine scaling. In Section 3, weak global convergence of the proposed algorithm is established, while some further convergence properties such as strong global convergence and the local convergence rate are discussed in Section 4.
Algorithm
In this section, by introducing Fletcher's penalty function as a merit function, we propose a new interior trust region method with a nonmonotonic backtracking technique for nonlinear constrained optimisation (1.1) with nonnegativity constraints on the variables. The trust region subproblem for the tangential space of the nonlinear equality constraints involves choosing a scaling matrix and a quadratic approximation model of the objective function. We motivate our choice of scaling matrix by examining the optimality conditions for problem (1.1).
The basic idea can be summarised as follows: Let
Assume that A(x) has full column rank. Let be the Lagrange function of problem ( 
We define D(x) = diag{|yi(j:)|~1 /2 , . . . , \y n (x)\~l /2 }, which arises naturally from examining the first-order necessary conditions for (1.1) 
where / is the identity matrix on K", we have that
which implies P(x)g(x) = 0. We define the following sets: 
where 
Therefore, based on (2.5), the trust region subproblem in the tangential subspace is as follows:
is equivalent to the following problem in the original variable space:
or its approximate and || • || is the/ 2 -norm. Based on the solution of the trust region subproblem (5*), we can obtain the following lemma (see [10] ). Detong Zhu [6] LEMMA 2. In a current iteration x k of the general trust region algorithm, the full quadratic subproblem will refer to solving s.t. ;
The step d k is a solution ofsubproblem (S k ) if and only if there exist
I lip II < A*.
where
is the Hessian of the Lagrange function. However, as is well known, restricting the size of a step with the trust region radius may preclude us from satisfying the linearised constraints. Therefore the full trust region subproblem is decomposed into two subproblems in horizontal and vertical subspaces in the proposed algorithm. In a current iteration x k of the proposed algorithm, we first solve the horizontal (tangential) trust region subproblem (St), and then compute a step that lies well within the trust region and satisfies the linearised equality constraint A k p + c k = 0 as much as possible. It motivates the solution of the linearised equality constraint which is done by defining the vertical (or normal) subproblem
This problem is a least squares problem with an ellipsoidal constraint. It may have many solutions, but the solution d k is always chosen to lie in the range subspace of A k . We now define the total step of our trust region strategy as follows:
In order to decide the acceptance of the new point at each iteration and to adjust the trust region radius, introducing a merit function is necessary, since the nonlinear equality constraints may be infeasible while the nonnegative constraints are feasible. Fletcher's penalty function is introduced as follows: [7] Affine scaling interior backtracking algorithm 51
where p is a penalty parameter. Since each new point at each iteration is always a feasible interior point for the nonnegativity constraints, the penalty function does not refer to the penalty of nonnegative constraints. Since this function is differentiable we have
where V\(x) is the m x n matrix whose entries are the gradients of the Lagrange multiplier estimates. Thus, at the Jk-th iteration, in order to avoid Vk(x) in (2.11), we used an approximate formula, suggested by Powell and Yuan in [7] . For the direction p k and the size of the step t k , the approximate formula
(2.12) h In our algorithm the penalty parameter p should be updated after each iteration by the formulae below. Choose r e (0, 1/2) and for all k take
Then the update for the penalty parameter p k is given by
where K is a positive constant.
In order to use and adjust the trust region strategy, we consider the actual change of the merit function, 
Next we develop an affine scaling interior trust region algorithm which incorporates a nonmonotonic line search technique based on the trust region subproblems (S k ) and (2.9). ( 
Algorithm. Initialisation step. Choose parameters
18) [9] Affine scaling interior backtracking algorithm 53
Here assume that for some constant 0, € (0, 1), 9 k e [</>, , 1), 0 k -1 = 0(11*411). 
Convergence analysis
We make the following assumptions in this section.
ASSUMPTION HI. The sequence of points [x k ] and {x k + d k ] generated by the algorithm is contained in a compact set 5£, f (x) and c(x) are twice continuously differentiable on %', the matrix A (x) has full column rank over SC and {B k } c OS"*" is a set of bounded symmetric matrices. 
IK 1
where the second last inequality follows because 1 -(1 -From (1) and (2), the first conclusion of Lemma 3.1 is true.
For (3.2), we also consider the two cases below:
available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181100013663 [11] Affine scaling interior backtracking algorithm 55
(ii)If|K||> A*, then
Then from
we have
which implies that (3.2) is also true.
It is well known from applying trust region algorithms that in order to assure the global convergence of the proposed algorithm, it is sufficient to show that, at the k-th iteration, the predicted reduction defined by -(p k (d k ), which is obtained by the step d k from trust region subproblem (5*), satisfies a sufficient descent condition. 3)
The following lemma shows the relation between the gradient g k of the objective function and the step d k generated by the proposed algorithm. We can see from the lemma that the direction of the trial step is a sufficient descent direction. The proofs can be also obtained in [12 
it is easy to see that (2.12) and (3.4) imply that (3.5) holds. 
P(x) = I -A(x)[A(x) T A(x)T l A(x)
T and call it the e-stationary point set of problem (1.1). Obviously, if e = 0 then £2 f is just the set of the Karush-Kuhn-Tucker points. This means that at least one of the inequalities H/^gtH > e/2 and ||Q|| > e/2 is true. If WPkgkW > c/2, then from (3.1), taking A(e) = (b + l / V O '^A we have
Hence, taking (i = /c 4 /2 in (3.8), we find that (3.10) holds.
On the other hand, if HQII > e/2, then also taking we get
Hence, taking $ = K A and e = 1 in (3.8), we have that (3.10) holds. Similar to the proof of (3.10), we can show that (3.11) also holds. From the above, we have that the conclusion of the theorem holds.
From Assumption HI and (2.4), we know that the sequences of vectors k k , A k , g k and A k are bounded, and hence v k is bounded. The formula (2.14) shows that every time when the penalty weights change, their values have to be increased by at least K. Therefore, for sufficiently large k, p k+i > v k + K must hold. This means that, for sufficiently large k, the penalty weights will remain the same, that is, p k+x = p k = p, for every sufficiently large it. Therefore, without loss of generality, we can assume that the penalty function F(x, p) defined by (2.10) is independent of k. We use </>(*) to represent it, that is, PROOF. By the definition of Ared*(*4), we see that
.
Affine scaling interior backtracking algorithm 59 We are now ready to state one of our main results. 
PROOF. According to the acceptance rule in
Step (8), for sufficiently large it, This implies that, for each k, at least one of the two following inequalities, || P k g k || > e and ||c t || > e, is true. By (3.13), either , we can show that f) k > r) k > rj, which implies that the trust region radius will be bounded away from zero. This contradicts (3.17) . This means that (3.15) holds.
Assume that t k given in
Step (8) 
Local convergence
Theorem 3.10 indicates that at least one limit point of [x k ] is a stationary point. In this section we shall first extend this theorem to a stronger result and determine the local convergent rate, but more assumptions are required.
We where W» = V^/(;c,, X», fi t ). This is a sufficient condition for strong regularity. 
(4.5)
As now p k > Vt4/(1 -2/J), the right-hand side of (4.5) is always nonpositive. Combining (4.4) and (4.5), we have proved that
we find that, for sufficiently large k, t k = \ in (2.18).
Similar to the proof of (3.18), we also have that x k ,i ^ 0, for all i, and for large k. By Assumption H6, we have that dk ->• 0. Therefore, from the definition of t k given in (2.19), t k -> +00. From the above arguments, the theorem holds. 
On the other hand, by the definitions of L k and l k , we have
Substituting this result and (4.7) into (2.16), we obtain (4.6). PROOF. The proof follows that of Theorem 4.6 in [10] .
We now discuss the convergence rate of the proposed algorithm. For this purpose, it is necessary to show that for a sufficiently large it, the step size t k = 1, and there exists A > 0 such that A k > A. On the other hand, from Lemma 4.2, we can also obtain that, at the k-th iteration, t k = 1, given in (2.17), which means that the step size t k = 1, that is, h k = d k for large enough k.
By Assumptions H2-H7, we can obtain from Theorem 4.1 and Lemma 4.4 that Hence (4.8) and Assumption H6 mean that r\ k -*• 1. Hence there exists A > 0 such that when \\D k d k \\ < A, \\d k \\ < A, fj k > r) k > rj 2 , and therefore A k+i > A k . As h k -»• 0, there exists an index K' such that ||D t rf*|| < A and ||^|| < A, whenever k > K'. Thus A t > A, for all k > K'. The conclusion of the theorem holds even if the quasi-Newton step is used instead of the Newton step. Theorem 4.5 means that the local convergence rate for the proposed algorithm depends on the reduced Hessian of the objective function at x t and the local convergence rate of the step d k . If d k becomes the projected quasi-Newton step, then the sequence {x k } generated by the algorithm converges to *, superlinearly [5] (see also [8, 9] ).
Conclusions
We have introduced a new interior affine scaling trust region algorithm with a nonmonotonic backtracking technique for nonlinear equality constrained optimisation with nonnegative constraints on the variables. This approach generates strictly feasible iterates for the nonnegative constraints on the variables and possesses strong available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181100013663 convergence characteristics. Finally, we remark that the interior affine scaling trust region algorithm with a nonmonotonic backtracking technique can be extended to the case where there are also nonlinear equality constraints present with box constraints on the variables, that is, min{/ (x) \ c(x) = 0 , I < x < u], where vectors /, H € { R U {oo}}", I < u. This generalisation is also the subject of current research.
