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A NEWMETHODOFANALYZINGmrtwrw-vm DATA
By JuliusLiebleti.
A newmethodispresentedandproposedforanalyzingextreme-value
datawhichmayariseina widevarietyofqrplications.
CMssicalapplicationsof statisticalmethods,whichusuallycon-
cernaveragevalues,areHequate whenthequamti~of interestis
thekrgest(orsmallest)tia setofmagnitudes.Thisisthesituation
ina nunheroffields,forexample,gustloadsofan a5rplameinflight,
thehighestemperaturesorluwestpressuresinmeteorology,floodsand
droughtsb hydrology,brealdngstrengthsinmaterialstesting,break-
downvoltageof capacitors,andhumanWe spans,inallofwhichappli-
cationsofmethodsfordealingwithextrmeshavealreadybeenmade.
Discussionoftheproposedmethodisprecededby thenecessarjsta-
tisticaltheoryWhichalsofurnishesa basisforevaluatingthenew
methodinrelationto *t* ones. Thetechniquesdescribedprovide
a simplemeansforestimat5mgthenecessaryparametm,makingpredic-
tionsfromthefittedcurve,esttitingther_3iM&, andevaluathg
theefficiencyofthemethodInrelationto othermethods.Moreover,
thesequantitiesareallproducedby a singlesetof computations
involvingjusttwoworksheets.ThisbackgroundnAerialisnotessen-
tialto anapplicationfthemethodandmaybe omittedM destied.The
methoditselfisSummrizedforpracticalconvedence,illustratedstep
by step,andcoqaredwithpresentprocedures.Theadvantagesofthe
proposedmethodarealsodiscussed,chiefamongwhichare:l(1)Forthe
firsttimethereisavaiMbleanm.ibiasedstimatorofknqm efficienqy.
(2)Theproposed.esthatorappe==tobe moreefficientthana shplified
fomnoftheGuuibelestimatorinmanypracticalcases,~ly, forssmples
ofabout20 ormoreanda probabilitylevelP = 0.95 ormore. The
improvement,in~iciency ticreaseswithincreasing P or increasing
samplesize.WhencomparedwiththeoriginalGuuibelestimator,thepro-
posedoneisuptotuiceas efficient.(3)m confidenceintermlsare
foundto a closerappro-tion andareinmanycasesnarrowerthanthe
onesintheGumbel~thoa.
Thus,whiletheGumbeltechniquesareveryusefulh manycases,the
methodsdevelopedb thisreportwillbe of specialinteresto thosewho
mustextracthegreatestamountof infcnmationfroma 13mitedsetof
costlydata.
%he technicaltemnsusedherearedefinedanddiscussedinthe
text.
—— .—
—.
2Includedin
developmentsnot
the reportareseveml
giveninthetext.
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append@espreserrtingmathematical
lmmoDucTIoIi
Thestatisticaltheoryofextremevalueshasbeenfoundtohave
wideappl.icabili~nmamydiversefields,forexample,meteorological
extremes,floods,droughts,breakingstrengthoftextilesandother
typesofmaterials,spanofhumanlife,gustloadsexperiencedby an
airplaneinflight,andbreakdownvoltageof capacitors.
Thetwotistingmethodsofadyzlng exbme-valuedatahave
severalimitations,&iscussedinthebodyofthisreport.Oneofthese
methodsisknownas themethodofmaximumlikelihoodandhasbeen
describedby KWball(refs.1 and2). Theother,themethodofmoments,
hasbeendevelopedby Gtiel (refs.3 to 5),anditsapplicationto
gust-loadproblemshasbeendiscussedindetailina previousNACA
TechnicalNote(ref.6).
Thepresentreportgivesa new=thod fordea13ngwiththeproblem
of analyzingextrememeasurements,treatedh reference6,whichhas
Certainadvantagesovertheexistingmethods.Themethodof appli~tion
ispresentedindetail,togetherwiththenecessaryworksheetsandother
data,andthenewmethodiscomparedwiththemethodofmxnentspreviously
inuse. Fordefiniteness,thediscussionisattimespresentedtnterms
ofapplicationto gustloads,btithemethodisalsoapplicableh other
fieldswhereextremevaluesoccur.
ThisworkwasconductedattheIiationdBureauofStan&rdsunder
thesponsorshipandwiththefinancialassistanceoftheNationalAdvisory
ConmitteeforAeronautics.
Theauthorhasbenefitedgreatlyfranthegenerouscooperationfa
nmber ofpersonsinconnectionwiththework-Wed inthepresent
report.Hewishesparticularlyto stxesshisgratitudetothoseperscms
intheNationalBureauof Standardswhosepahstaldngeffor-tswere’indis-
pensableto thesuccessfulcompletionoftheentireproject:Dr.Dan
TeichroewofthelhstituteforNumericalAnalysisforcarryingoutonIBM
equipmenttheempiricalsamplingprocedureswhichmadepossiblethecompar-
isonbfmethodsinthesection‘i~eoreticalComparison”andinappendixB;
MissEerieStegunoftheCmnputationLaboratory,underwhosesupervisionthe
basiccomputationsdescribedinappendixC wereperformed;smdtothefol-
lowingpersonneloftheStatisticalEngineeringLaboratory:Mr.1.R.
SavageforcontributingappendixA, concerningthenonexistenceof suffi- ,
cientstatistics,andMrs.L. S.Demingforhersuccessinproducingthe
d
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particularlyeffectiveform
difficultmaterial.Thanks
ofthetablesad figures
arealsoduetoMr.W. R.
fromunusually
Knight,guest .
workerfromAntiochCollege,fortheverynumerousmallerc&putations.
By “samples”aremeantindependentrahdomsamplesfromtheextreme-
valuedistribution.
aiYbi numericalquantitiesenteringintoweightsof order-
statisticsestimatorfor.sampleof n and
i=l,2, . ..n (seetableI)
Cov(yjs)or cr(~,s) convarianceofmeanandstandardeviationin
Ssxlplesof n fromreducedistribution
E( ) mathematicalexpectation(ormeanvalue)ofa quanti~
(see,e.g.,eq.(6))
%7 % efficiencyororder-statisticsestimatorforsubgroups
of m observation,or forsamplesof n (see
tableIII(b))
E(s) meanvalueof standardeviationin samplesof n
fromreducedistribution
F(x) probabili~(cumulative)distributionfunctionof
adnwme-valuedistribtiionwithtwoparameters,
l?(x)= F(x;u,p)= exp~<(x-lq
&nsi@ (orfrequenq)functionof extreme-value
distributionF(x), aF(x)/ax(fig.1)
f(x)
k
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nuniberofequalsubgroups
ssmpleof n
meansquare rrorof ( );
ofbias
ofsize m containedin
equalsvarianceplussquare
sizeof,oneof k eqml subgroupscontainedin sample
of n
sizeofremaindersubgroup~ sampleof n that“is
leftafterk equalsubgroupsof m aretaken;
thatis, n=km+m’
—
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samplesize(N denotesamplesizeinGumbelmethod)
probabili~levelassociatedwitha predictedvalue
Cr&&-Raolower bouadtovarianceofunbiased
t= ~p (see Qestimatmofparame
varianceofoqler-statisticssubesttitorforsub-
groupsof m, orof estimatorforsampleof n
numeratorinCram6r-Raolowerbound;~ . ~ln
(seetableHI(a))
relativefficiencyofesttitcms!T1b % (flea*—
“ than unitywhen T1 ismoreefficient),M%E(T2)
= (Tl)
rankoftihobservation(coumtedfromsmllest)in
samplesof n whenarrangedh ascendingorderfrom
smaUestto lergestobservation
standardeviationofssmpleof n fromreduced
~ ‘m
distribution
standardeviationofsampleof n fromorig3nal
1
averageof stiestktorsfor
k
&
x
Tik i=l
)2z
k equal-sizemibgroups,
subestimatorforremak subgroup(see m’)
order-statisticsstiestimatorforithof k egpal-size
stigroupsh samplesof n with i = 1,2, . . .,k
we~@ts~o??~ and T‘ ingrandestimatorforsample:
Ep= tT+ t’T’
J
.—
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modeorlocationparameterof extreme-valuedistribtiion
Gumibel’soriginalestimatorofmode u forsample
Yn
of n, Z-—sx
‘n
simplifiedexpressionusedto representGmibel’s
!&estimatorofmode u, ~ - ~ Ys~
randomvariable[“unseduced”)having
distributionF(x)
extreme-value
the n orderstatisticsinsampleof n,thatis,
theobservationsrankedinascendingorder
threeselectedorderstatisticsinMostellermethod
forverylargesamplesofn (O< A< M< V<l)
samplemeaninsamplefromoriginal(“unseduced”)
distribution
reducedvariate
scaleparameterofextreme-valuedistributionF(x)
Gunibel’soriginalesthatorof ~ forssmple
of n, lo‘x n
s@il_ifiedexpressionusedtorepresentGunibel’s
Kesttitorof p, ~ sx
Euler1Sconstant,O.577=56649
h@f-widtihof68-and~-percentconfidenceintervals
whenmodifiedbyprobabiliwfactor,1.141B@ and
3.06~, respectivdy
half-widthof68-percentcotiidenceintervalinmethod
of omkr statistics(tableIX)
half-widthof.68-percentconfidenceintervalinG_wibel
method,L 141P.
f b?st momentormxbh-ticalexpectationfrandom
~le x; E(x)
———. —.. —
- -— ——-— -.. —
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V2 varianceofreducedistribution,
~Y2
~p l~P-percentpofitof
u + 9Yp
2G simplifiedexpression
of Ep
extreme-valuedistributionF(x),
usedto representGumbelestimator
(s2(s) varianceof stsmdardeviationinssmplesof n from
reducedistribution.(tableVIII)
22
ax Y
‘Y populationvarianceof x and y
@(x) plottingpositionofrthobservationrankedfrom
r
smallest,—
n+l -
@(Y) cumulativedistributionfunctionof reducedextreme-
valuedistribution,exp(-e-y)
EYCATIS’I’ICALTEIEmY
l&&eme-ValueDistributiona dMeaningofParameters
Themethodofanalysispresentedhereinisbasedupontheassump-
tionthattheobservedmaximmmtobe analyzedareindependentobserva-
tionsfroma statisticaldistributionftheform
F(x)= F(x;u,~)= expEe-(x-u)!l (1)
Thisisthecumulative(orogive)formofthedistribution,which
expressesthechancethatanObservedextremevalue(gustload,for
example)willnotexceedx invalue.Themorefsmiliarconceptof
thefrequencyordensityfunctionf(x)= F‘(x) forthisdistribution
maybe obtainedby clifferentiationbutisrathercumbersome(seeappen-
dixA) andisnotneededforpresentpurposes.Thegene- shapeof
thedensity functionf(x) isshowninfigure1. Themeaningofthe
variousquantitiesindicatedisexplainedbelow.A moredetailedgraph
forthecasewheretheparametersare u = Oand~= 1 (the“reduced”
extreme-valuedistribution)isplottedinfigure2.
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Distribution(1)hasbeenstudiedextensivelyb Gumbel(refs.3
to 5),amongothers,andislmownastheasymptoticdistributionf
largestvalues. Itwillbe referredtobrieflyastheextreme-value
distribution.Thesignificanceoftheterm“asymptotic”isasfollows:
IftheunderlyingdistributionfaU (notmerelythelargest)gust
loads(e.g.,effectivegustvelocityandnormalacceleration)is con-
sidered,thenthelargestvaluesinrepeatedlargesamplesfromthis -
distributionhavea distributionftheirownwhich,asthesamplesize
becomeslargerandlarger,approachescloserandcloser(ina certain
sense)to a limitingdistribution.Thislimitingdistributionis,
accord~ to evidencepresentedinreference6,oftheformof equa-
tion(1),with 1/$ replacingtheparsmeteru usedh thereference.
Theparametersofthe
figure1. Thequantityu
quency)distribution.The
totheStanasxadeviation
Infact, P %L- $--m
extreme-valuedistribtiionaredepictedin
isthemodeorhighestpointofthe(fre-
quantity~ isa scaleparameter,analogous
a inthecaseofthenormaldistribution..
(about3/4)timesthestandardeviationof
theextreme-valuedistribution.
Although the% parameters u and p completelyspecifythedis-
tribution,itisdesirableto introduceanotherquantity~ =.U+ py
whichisa linearcodxbationoftheparametersu and ~ (andthere-
fore,sincelmownvalueswXU be assignedto y, itsekl?a parsmeter)2
andmakes.itpossibleto estimateu and f3simultaneously,rather
thanintermsoftwosepsratelproblms.Thusif ~ canbe estimated
as a+by with a andb known,thenthevaluesu=a and j3=b
canbe readoffatonce.
‘l?bepammeter ~ hasanotherhighlyimportantmesning.~ fig-
ure1 thearea P underthedistribut~ontotheleftoftheordinate
erectedat ~ representstheprobabilityhata valuelargerthan EJ
willnotoccur.If ~ isverylmrge,then P verynearlyequalsthe
wholearea,unity,whichmeansan observationisalmostcertainotto
exceed3; inotherwords,a Largervalueof ~ willoccuronlyvery
rarely.Thusif P = 0.%, thenthecorrespor@ngvalueof ~ hasa
chanceofonly0.01ofbeingexceeded.Todenotethisdependenceof ~
upontheprobabilityP a mibscriptisused: Ep. TbiSparsmeteris
%!hatis,thetransformedparameters(~,~‘),obtainedfromthe
originalparamet- (u,p) by thelineartransformationg = u + w,
p,
= j3,areof concern.AttentionwilJ.henceforthbe givenonlytothe
firstparameter E disregardingthesecondparameterf3’ofthetrans-
~formedpati (5,P’. Whenevaitshouldbecomenecessarytorefer
to @‘,however,thepr- willbe droppedforsimplicity.(Seefoot-
note7.)
,
— .—. ~—— .. —— _.. _ _ _ ——. .-— . ..—..— —..
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calleda percentagepointorthel~P-percentpointoftheextreme-value
d.istribtiion.If 5P canbe estimatedfordifferentprobabilitylevels
suchas P = 0.90,0.95,0.99,andSOforth,thenthesevaluesarepre-
ciselythepredictionsdesiredfor>say)ct-1~ acceleratio~t~t
willbeexceeded(ontheaverage)only10,5, 1,andsoforth,respec-
tively,timesin100.
TheexplicitrelationshipbetweenEpanaP canbe determined
by mek offormula(1)fortheextreme-valuedistribution.If x is
putecltito ~p,then P, theprobabilityofnotexceedingthisvalue,
issim@Y F(~P).~~
(2)
Stice E.p=u+ ~y. Hence,fora @ven (uS~~
thecorresponding~p isobtainedby findhg y
thenwrit3ng
wherethesubscriptP hasbeenaddedto y to
Coqarisonoftherightmenibersofeqpations(1)
quantiw y bearsthefollowings3mplerelation
variablex inequation(l):
large)probabili~P,
fromrelation(2)and
(3)
denotedependenceon P.
and(2)showsthatthe
tothecorresponding
(4)
or
X=u+py (5)
Also,ifh equation(1)onesets u = O and ~ = 1,then x hasthe
samedistributionasthatgivenby theright-handsideof-equation(2).
.
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Inotherwords,y asdefined.by eqmtion(4)or (5)hasan extreme-
valuedistribution”whoseparametershavetheextremelysimplevalues
U.o ana p.1. Thus y is calledthereducedvariate3andis
perfectlyanalogoustothestandardizedvariatet = (x- p)/U ofnor-
maldistributiontheory.The&tributionof y ineqmtion(2),
calledthereducedistribution,hasbeentahdatedintable2 ofref-
erence7,whichalsocontainsa table0$theinversefunctionaswell
asa ntier of other”tablesrelatedtotheapplicationf extreme-
val.uetheory.
FTomtheabovediscussionit isevidenthatthesolutiQnsofboth
theproblemsofestiumtionandpredictionare@odied intheonequan-
tity Ep=U+pyp. Estimationofthisquamkitgwillbe oneofthemain
objec~ivesoftheremainderofthisreport.
DeterminationfwthOa ofEstimation
“Toavoidconfusion,a distinctionismadebetweena function.of
samplevariablesxl,~, . . .,~, suchasthessmplemean
13(X1YX& = ‘. )“J% sz=(x=+~+ . . .i-~ln, andthenumerical
valuesgo= +fy +0, . .
-~%0) assumedby thefunctionwhenthe
actualvaluesoftheobservatims~ = ~“ aresubstitutedintothe
function.Ifthefunctionisusedto estimstea parameti,itwillbe
calledan estimatoroftheparameter;theparticularnumericalvalue
assumedina givencasewillbe calledan estimate.
h search5ngforestimsimrathefirststepisto seekwhatare
lalownu sufficientstatistics.A definitionofthisconceptmay.be
foundinanyadvancedtextonstatisticaltheory,forexample,ref-
erence8 (vol.~, p. ~); hutthefeatureof ~rtance hereisthat,
givena setof jointstiicientstatif3tics,thatis,certainfunctions
ofthesampleobservations,itisoftenpossibleto deducefromthem
anestimatorwithcertatndes-le properties,providedthatthenum-
berofsuchfunctionsdoesnotdependuponsamplesize. If itturns
outthattheonlysetofSufficieirhstatisticsisthetrivialsetcon-
sistingofthe n functionsti(xl,. . .,~ s%, i . 1, . . .,n,
thatis,the n sampleobservationsthemselves,thenobviouslythis
furnishesno guidewhateverforconstructingfunctionsofthe x‘s
whichareoptimumestimatms.
3Thevariatex issometimesreferredto astheoriginalor
“unreduced”variate.
— .—.———. — — _ —.— ——. .— ~
10 NACATN3053
Investigationrevealsthat,unfortunately,joint-sufficientsta-
tisticsdo notexistforthetwoparametersoftheextreme-valuedis-
tribution.A proofofthisfact(whichwasconjecturedby Ki.mball,
ref.1,p. 299)hasbeendiscoveredbyltr.I.RichardSavageofthe
StatisticalEngineeringLaboratoryoftheNationalBureauofStandards
andispresentedinappendixA.
Itmaybe notedthatKimball(ref.1)hasstudieda broaderconcept
calJ_ed“setof statisticalestimationfunctions”wherebytheestimators ~
oftheparametersaregiven,notby explicitformulas3nvolvingonlythe
ssmplevalues,butimplicitlyasthesolutionsofa setof shultaneous
equations,forexample,theclassicaJ-madmum-likeli.hoodeqpations.
Unfortunately,suchestimatorsdonotseemtolendthemselvestothe
procedurereferredto aboveforconstruct optimumestimators,and
thereseemstobe no analytical-meansofaccu%telyevaluatingthe
importantcharacteristicsofbiasandefficien~,clef= belaw,for
suchest-tors h thecaseoffinitesanples.(Althoughtheseesti-
mtors maybe
thisneednot
A second
classicalone
extreme-value
,,
‘,
asymptoticallyoptimum,i.e.,forinfinitelyargesamples,
be thecaseforsamplesoffinitesize.) *
methodofapproachto.theproblemofest-tion isthe
knownasthemethodofmoments.h thecaseofthe
populationthis
Thefirsttwomomentsof
methodisasfollom:
theextreme-valuepopulation(1)are
~ = E(x)= u + @Z(y) (6)
where y hasthereducedextreme-valuedistribution(2), E denotes
mathematicalexpectation,and # isthevariance,thesecond.moment
aboutthemean. Usingthemomentsofthereducedistribution(see,
e.g.> ref.% VOL I>P- ~)~
E(y)= I.Ll‘= 7 = O.j7721.6(Euler‘Sconstant)
2 Yr2
‘Y = V2= : = 1-64-4934
(7)
(8)
(9)
——. .—.———
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thereareobtained
I-1
h =u+7p 1
‘b
“x”r=
(lo)
relationswhichexpressthepopulationmomentsintermsofthepopula.
tionparameters.Therefore,ifonehadgoodest~tors ofthepopulation
moments,theparameterscouldreadilybe found.Thisfactconstitutes
theessenceofthemethodofmoments.It consistsintreatingthesample
asanadequaterepresentationofthepopulation,replacingthepopula-
tionmomentsintheexpressionswhichrelatetheretotheparametersby
thecorrespondingsamplemoments,forexample,& by thesample
mean %, and ax by thesamplestandsrdeviation
(‘x= b-’)’i=l (n) “
ThisgivesZ=u+7~ and Sx= ( /c)YC 6 P,whichyieldthemomentesti-
matorsoftheparameters:
(@
For U, ii=~- 7(F/fi)Sx
1
TheseareessentiallytheestimatorswhichformthebasisofGunibel’s
method(ref.5, lect.3,eq.(3.29),with,% = 6 and l/~ = $.4
he actualestimatorsu edintheGunibelmethodareslightlymore
complicated(ref.
importantatthis
5, lect.3, eq.(3.39)),butthedifference-isbot
point.(Seeappendix.)
.—. — —— .—— —- _
--— . . . . ..— - —- —.
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This“methodis justifiedby thefactthat
(estimatorfunctions6 = fixl,~, . .““>
NACATN 3053
undergen~ conditionsthe
xJ and &j(x~, x2, . . ..xJ
inequations(12)approach(ina certainsense)thevaluesofthecorre-
spondingpaametersu and ~ asthesamplesizebecomesinfhite.
Thismethodhasapparentlygivensatisfactoryesultstipmctice.
It iS,however,stibjectto an important-tatti. ~ s~ esti-
-tors it ishighlydesinibletohow somethingaboutthdr probability
distributions- ifnotthe-c% densityfunctions,thenat leasttheir
meansandvariances.Themeanvalue(mthemtical.expedition)ofan
esthmtorhdicateswhetheronthea~ theestimtesgivenby itare
toohighortoolowrelativetotheactualvalueoftheparameteresti-
mated- inotherwords,uhetherthereisanybiasinusingtheestimator.
Similarly,thevarianceindicateshowmuchtheestimatesscatteramong
themselvesandisthebasisforconstruddnga measureofefficiency
whichmakesitpossibleto comparetheprfo~ces ofd3ffkrexrtesti-
mators.A moreusefulconceptforsomepurposesthanvarianceismean
sauareerrorwhichmeasureshowfartheestimatesdeviate,ontheaverage,
not from
theyare
variance
theirownmeanbutfromthequantity-theptiter-wh.ich ,-
supposedtomeasure.Thereisa simplerelationshipbetween
andmeanS- error,namely,
Meansquare rror= Variance+ (Bias)2 (13)
Thus,forunbiasedestimators,varianceandmeansquareerrorareiden-
tical,andforbrevitytheterm%ariance”willbe usedinsuchcases. ‘
Butitshouldbe rememberedthattheconceptinviewisactuallythe
meansgmre error.Thisbecomesespeciallyimportantlaterwhenbiased
estimatorsarediscussed(appeniUxB) andvarianceandmeansquareerror
areno longeridentical.
3X onetriesto determinethemean(orexpected)valuesofthe
esthtors u and ~ tn equations(I-2),itisfoundthatstatistically
thesefunctions-e quitecomplimti,1~ tov- ~f i~t ~tiple
tlycanbe evaluatedaccuratelyonlyby large-scaleintegralswhichapparen
numerical~tegation.5 ThisdMficultyevidentlypersistsifoneis
interestedintheparalletergp=U+pyp insteaaofinu or p
separately.
%orter methodsof ltmitedaccuracyarepossibleandhavebeen
.
usedinthisreportforcomparisonpurposes.(Seethesection
“TheoreticalComparisonna dappendixB.) i
.
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Order-StatisticsApproachforSmallSamples
Apparentlytheonlymethodofestimationwhichavoids
ficultyof complicatedcalculationsi themethodof order
Ifthevaluesina sampleof n observationsare~ed
thedif-
statistics.
in,
say,increasingorderof sizeanddenotedby ~, ~, . . .,~,
xl~x2~... ~ ~, thenthesevalues~ arecalledorderstatistics.
Thes~st is calledtheffistorderstatistic;themiddleone(if n
isodd),themedian;theonewhichisone-fourth ewayup fromthe
bbttom}thefirstquartile;andsoforth.(H thereareseveral.equal
ones,thensuitablemodificationsaremadeinthedefinitions). There
isan exbensivekl_teratureonthisstiject,chiefamongwhichisthe
comprehendivesurveyfireference9.
Orderstatisticsproviderapidandpracticalmethodsofanalyzing
data. Therange ~-xl isa veryconmmniHuf3trationfromquality
Central.It issimplythedifferenceoftwoorderstatistics,the
largestandsmallest,anditspropertieshavebeenextensivelystudied
forsamplesfromthenormaldistzxtbution.Therangehasbeenfoundto
yieldestimatesofthestandardeviationofthepopulationthatoften
comparev- favorablywiththetheoreticallybestobtainable.More
~ linearflmctions, clq+c~+... + @n, whichgiveweight
to everysamplevalue,haveaWo beenstudied(ref.10),andvaluesof
thecoefficiedshavebeenfoundwhichmakeitpossibleto estimatev-
simplyandremrkablywellcertainquantitieswhichpreviouslywere
obtainedonlyby morecomplicatedcalculations.
Thisprocedurewillbe carriedoverandexbendedtothecaseof
samplesfromtheextreme-valuedistribution(1). Themethodwillin
_ r-pectsfo~~ theW- appr-@ usedinreference10for
severalotherdistributions.Theaimisto determinetheweightsWi,
i =1,2, . . .,n, forallthe n orderstatisticsina sampleof
size n sothatthelinearestimator
n
L= E Wixii=l
hasthepropertiesdesired,namely:
(1)Themathematicalexpectation_ theparsmetertobe esti-
mated;thatis,theestimatorisunbiased:
E(L)= ~p (15)
(14)
14
(2)Themeansquare rror (MSE),
thevariance,isas smallaspossible,
NACA
whichinthiscaseisthe
consistentwithcondition
MSE(L)= U2(L)= E~-E(L~2
=A minimum
m 3053
sameas
(l):
(16)
An estimatorL whichsatisfiesthesetwoconditionswillbe ,
denotedby2P, a notations@gestedbycotiition(1).
Condition(2)isequivalentto sayingthattheestktor ‘&Pis
as efficientaspossibleunderthegivenconditions.Thisconceptwill
be discussedbelow.
Themathematicalformulationofthisminhum-varianceproblemis
developedinappendixC,andthesolutions(theweights)areshownin
tableIfor n=2 to n=6. ‘mecasefor n geatert- 6 isdis-
cussedinthenextsection.Foreachgivenvalueof n, n weights
WIYW2) . . -jWn aredeterminedthatdependonthe~utity Yp that
OCcursintheparsmeter~p= U+ EYp ~ be est~ted. Theweightswi
areeachofthefollowingform:
wj-= ai+ biyp, i = 1,2, . . .,n (17)
Substitutingtheseweightsforgiven n intoequation(16)actti~
givestheminimumvalue ~ thatthevariancecanattatiunderthe
aboveconditions,andthisvaluedetiendsupon Yp quadratically:
‘*= %= ($&P2+ %yP + cn)@2 (;8)
TableI givesthevalues~, ‘bi, &j ~> ‘d Cn whichhavebeen
foundby exactcoqmtationmethodsas indicatedinappendixC and
tableII. ThequantitiesVti = ~ areshownintableIII(a).
,,
As thesamplesizeincreases,theestimationisexpectedto improve
andthevariance,todimfnish.Inordertohavea convenients andard
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bof comparison,inthecaseofunbiasedestimators,allvariancesare
scaledby dividingintoa theoreticallyspecifiedvariance~, known
asthe“Cram&r-Raol werbound”(ref.11,p. 480,eq.(32.5.3a),7 which
islessthanoratmostequaltothevarianceofany(unbiased)estimator
oftheparameterinquestion.8 me restitisthen“anabsolutenumber
betweenO and1 which,whenexpressedas a percentage,iscalledthe
efficiencyoftheestinatorforsamplesof n:
.
Efficiency(L)=%(L) =~1~ (19)
Thequantities~, whichevidentlydependupon yp,andtherefore
upon P, aregivenfor n = 2 to 6 forselectedvaluesoftheproba-
bilityP intabIeIII(b).TableIII(a)contatithenumericalvalues
ofthevariances~ andthelowerbound ~ intermsoftheparam-
eter ~z. Theexpressionfor ~ hasbeenimplicitlygiveninrefer-
ence2,page113,andisindicatedinthefirstfootnotetotableIII(a)
ofthisreport.
% orbiasedestimators,eeappendixB.
7ThisCrs&-Raoboundisgivenforthecasewherethedistribution
hasonlyoneparaIWtertobe estimated.Fortheextreme-valuedistribu-
tion~th thetwop=~t~ (E.,P), P Cm be re=ded asa “n~s~ce
Parameter”anda “Crsmer-Raob und”thusobtainedfor ~,theexpression
forwhichwillinvolve~ (seefirstfootnoteto tableIII(a]).Thispro-
cedureisbasedonthe%&hod ofnuisanceparameters”discussedinref-
erence12. (Seealsofootnote2 intext.)
%% eremayormaynotexistestimatorswhosevariancesreachthe
lowerlimit ~. If (asmayhappen)thereexistsa Q’> ~ such
thatthevarianceof everyestimatoris >Q’ (and,of course,>%),
then Q’ maybe sulmtitutedfor ~ inthenumeratoroftheexpres-
sionforefficiency(19)withouthefractionexceeding1. Theinves-
tigationoftheexistenceof Q’ istoocomplexa matterforthepur-
posesofthisreport.However,theonlyeffectofusinga lower
bound ~ whichistoolowistounderstatetheefficiency,sothat
the resultsareonthesafe,conservativeside.
-— —— . . .
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Two
shownin
to yp =
pointsshouldbe notedaboutthechoiceofprobabilitylevels
tableIII. ThevalueP = 0.36788==l/e,whichcorresponds
O, is importantbecauseitgivesthemode,oneofthedesired
Parametersofthedistribution.5is isevidentfromthefactthatthe
parameterbeingestimatedis ~p= u+ ~p = u,themode,for Yp = O.
Similarly,thelimitingvalueP = 1 correspondsto thescaleparam-
eter f3.Thismaybe seenasfolJows”:If P approaches1,thevalues
of 3P and Yp bothbecomeindefinitelyarge,butthetiratio
Ep’= Ep/Yp=(u/Yp)+ B maYbe #consideredtobe a newparameterwhich
approaches“j3,sincethemode u remainsfixedandfinite(asdoes
also ~). Hence ~ maYbe estimatedby firstestimating~p’ for
arbitraryP
Nowfrom
oftheform
andthenlettingP approach1.
equations(14)and(17),thelinearestimatorL = &p ‘is$
where
‘1 ‘andf2 arefunctionsofthessmplevalueswhichdonot
involveYp. By the
estimatedbywriting
precedingremark,theparameter~ canthenbe
downthecorrespondingestimatorof 5P’,
;Pt ‘1
=~’ip=-+f2
Yp Yp
andlettingP approach1,obtainbg
as thecorresponding
tiotherWOrdS,
estimatorof j3.
an estimatorEB of ~ maybe obtainedby simply
takingthecoefficientof yp in gp whenwrittenintheformof
equation(20).Similarly,thevarianceof ~P isthecoefficient
.
3Q
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of ypp inthevsrianceof ~p. Thismay-readilybe seenasfollows.
l?romequation(20),
#&) = 2(f~)+ 2YpCov(fpf2)+ Yp2u2~2)
where A, B, and
theymy involve
increaseswithout
=A+l&p+Cyp2
C arequtitieswhichdonotinvolveyp (thcmgh
P,ingeneral);thus,as P approaches1 and yp
limit,
()~2~pl .q’$p).++:+c+c
Yp2 Yp
thecoefficientof yp2‘in C?(?p). Fromthisitfollowsalsothatthe
efficiencyoftheestimator~ beinga ratioofvariances,issimplyBY
theratioofthecoefficientsof yp2,theothertermsbeingdisregarded.
Thesefactsappliedtotheestimator2P makeitpossibleto avoid
a separatetreatmentforthetwoparametersU and ~. Theirestimators
areeachrepresentedby a singlelineina table(suchastableIII)
showingvaluesforvariousprobabilitylevels:P = 0.36788(or Yp = O)
givesu; P = 1 (or Yp = CO) gives ~.
Theconceptsofvarianceandefficiencyhavealsoa
practicalsignificance.Thelowerboundtothevarismce
form ~ = ~lnj where Q. iSa quadraticfunctionof
lnaepenaentor
thevariances
.- -.
- samplesize n. Fortwossamlesof sizes
~-’ and ~“ areinthe~atio
%0’ n“
—=—
%n “
moreconcrete,
~ hasthe
Yp butiS
n’ and n“,
.—. . ..—.——.— .—---—— —— —— ..~— - .
—————— .
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thatis,
weretwo
inverselyproportionalto samplesize.SiarKkrly,ifthere
estimatorsforthesamessmplesize,theratiooftheirvari-
ancescouldbe formedandthoughtofasrepresentinga ratio(inverse)
of (hypothetical)samplesizes.Thus,M, fora sampleof20,the
varianceQf of oneestimatorwereone-halfthevarianceQ“ ofan
alternativeesthnator,thenthefirstest~tor WO~ req~e a sale
ofonly10to giveasmuchinformationas couldbe obtainedwiththe
second-froma ssmpleof 20. This
tionsisexpressedbysayingthat
cientasthesecond.b general,
observationsmakesoneestimator
second.
savingofhalfthenumberofobserva-
thefirstestindmristwiceas effi-
a savingofthefractionp ofthe
1/(1- p) timesas efficientas a
Theefficienciesoftheest~to~ Ep fi*ble ~ aremorecon-
venientlycomparedingraphitiform>u h f-e 30 ~ ~aw ~ri-
zontallineatthetopindicatesperfector100-percentefficiency,anl3-
therisingcurvesas n increasesshowhowcloselytheest-tor is
approaching-thestandardofperfection.ThemostoutstaniMngfactis
that,in‘markedcontrastwitha theoretical,perfectestimtor,the
efficiencyoftheactualesttitor1P @enti W~ t~ probabfi~ p>
beingthelargestforthemiddlerangesO.~ to0.60anddroppingcon-
siderablyat theendsnearO and1. Sinceanalysisofextreme(Mgest)
datais concernedchieflywiththelargermagnitudesassociatedwith
verys- probabilitiesofoccurringorofbeingexceeded,interest
willbe limitedhereto therangeaboveP = 0.90. For n . 6 the
efficiencyexceedsthe80-percentlevelforallvaluesof P inthfs
rangethatareaptto occurinpractice(i.e., P < 0.999).Inviewof
thesatisfactoryvaluesofefficienq,~er a-tion for n > 6
didnotappearwaria.ntedatthistime,particularlysticeitbecame
apparenthatthelaborof computationwouldincreaseoutof allpro-
portionto therapidlydiminishingimprovementinefficiency.
Of course,mostssmplesofobservationsarelargerthanthetrivial
sizeof 6,andthequestionariseshowtohandlethelargersamples.
Thisistreatedinthenextsection.
ExtensiontoLargerSamples
Thekeyto handlingsampleswithmorethansixobservationsi to
treatthemas setsorsubgroupsof samPlesof6 (or,ifnecess~, 5).
E a samplesizeisnotsn exact~tipl.eof6 orof5,thenthesample
maybe treatedas consistingeitherof mibgroupsof6 withanoddgroup
remainingha- lessthan6 items,orof mibgroupsof5 witha remainhg
gI’OUpof6. Theshplercasewhere n isan exacttitipleof5 or6
willbe dealtwithfirst.\
*
.
el
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CaseI -’Samplesizean exacttitipleof 5 or6.-Suppose,in
general,n = km,where m isthesizeofthesubgroup,whichneednot
be 6,and k isthenuniberof subgroupsinthesample.Ifthesample
issodividedintosubgroupsthattheobsemationsb onesubgroupmay
be consideredtobe statisticallyindependentofthosetianyother
subgroup,theritislegitkte +a treatthessmpleas consisting
of k independentsfisamples,eachofsize m.
,
Onewayofobtainingindependentgroupsisby useofrandomntiers.
This,however,willlosevaluableinformationembodiedintheorderin
whichthedataw=e actuallyobserved.Ifthedataaretrulyrandom,
sothat,forexample,thereareno seasonaleffects,thenthisimplies ‘
thatmibgoupsformedin,theorderinwhichthedataareobserved-
thefirstm valuesobservedputintothefirstgroup,thenti m
intothesecond,andsoforth- shotibe independent.Thisassump-
tion,of course,underliestheentiremethodofestimationdescribedin
thisreport,anditwillbe adoptedintheprocedures.
Fromeachmibgroupformthe“subestimator”
m
‘JJi= 1
~=1 ‘3X3‘ i =1,2, . . ..k (21)
wheretheweightsWI,W2, . . .,Wm sxethosetskenfromtableI for
samplesize m andarethesameforeachsubgroupof m values(but,
of course,aredifYerentfordifferentsizesm). Thesek subesti-
matorsTi arethenconkd.nedby simpleaveragingto formthegrand
samplestimator:
ThevarianceoftMs estin&orissimply
(22)
(23)
-—. .. —.—.-.-. — ..- ——. .— -———
—— —— ————
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sincethevarianceisbeingtakenofa meanof k independentquan-
tities‘J?i,eachofwhichhasthesamevariance,9 m (Ti).~;
& denotesthevariancetabulatedintableIXK(a)for m = 2,3,k,
5,and6.
3Q33
Theefficiencyof ~ is,sincen = km andthe ~’s, ad there-
fore ~, areunbiased,
(24)
theimportantfactthat,ifa sampleisbrokentitoequal-sizesubgroulm,
theefficiencyoftheorder-statisticsestimatordependsonlyuponthe
size m ofthesubgroup(and,of comse,.onP).
Since,accordingtotableIII(b),efficiencyincreaseswithsample .
(orwibgroup)size,itfollowsthatwhenthereisa choice,a sample
shouldbebrokenintosubgroupsaslargeaspossibleforbestefficiency,
thatis,intoSlib~OUpSof 6. Ifthisisnotpossible,butifthesample
size n isan exactmultipleof5,thensubgroupsof5 maybe usedwith
notmuch10Ssinefficiency.Thelasttwocoluum.sintableIII(b)show
thatthelossis2.4percent(0.%47- O.@@) at P = 0.95 andrises
to a maximumof3.8percentforthelimitingvalueP = 1.
CaseII - Sample sizenot- -et titipleof > or6.-M most
cases,of course,thesaqplesizewiILhavea renminderwhendivided
by%oth5 and6. Thereisthena greatvarie~of choicesasto how
topsrtitionn intomibgroupsof6 and‘jandperhapsothersizes.
lkmyofthesepossibilitieshavebeenexamined,theaimbeingto
establishas simplerulesaspossiblewithoutoogreata lossineffi-
ciency.I?ortunately,mostofthemethodsofpaz’titioninga sampleof
givensize n donotleadtogreatlydifferentefficiencies.Thusthe
followingrulescanbe laiddownfor n ~ 7 (n~ 6 doesnotinvolve
breakingintosubgroups):
(a) n = 7 up tolargevalues:(1) Usetiepartition . 6k+ m’
if m’ =2,3,4,5. Em’=l, USen= ~+m” . H also m“ = 1,
sothat n . 31,61,91,andsoforth,thatis,a multipleof30 plus1,
g~sevariancesareegyalbecausetheymend O- Won m, p,
and P,whichareconstantforallthestigroupsofthessmesample.
.— ..—.
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thm (2)write n = 30k+ 1 = (30k-5)+6=[6k-l)x~+6; &t
is,splitthesampleinto 6k - 1 subgroupsof5 anda re&imdersub-
grOUpof6.
(b) n extremelylarge:Ifthesamplesizeisoftheorderof
severalhundredornmre,sothatthenuniberof subgroupsisoftheorder
of50or 100,thenthesmountof coqutationbecomesincreasi@ylabo-
rious.Forsuchveryhrge samplesofextranes,whicharerather are,
a short-cutmethodisavailablewhichisexplainedinappentlixD. While
itsefficienqissubstantiallylessthanthatofthelorgermethodpre-
sentedhere,itisneverthelessofpracticalvalueinasmuchastheloss
in.efficiency,whichinpracticaltermsmeansan effectivelossinnum-
berofobservations,isnotveryimportantwhena veryextensiveamount
ofdatahappenstobe available.
Thevariamceandefficiencyofan estimatorformostsamplesizes .
(rule(a) canbe discussedreadilyingeneralterms.Assumethat
n= lnn+m’ representstheseparationofthesampleintotwoparts,
dneconsistingof k equalsubgroupsof size m = 5 or6 andtheother
consistingoftheremaindersubgroupofsize m‘< m exceptforthe
exceptio-casewhere m . 5 and m’ = 6 (caseII,- (a)(2)).
Theaverage,~, isformedfkomtheftistpartas describedundm case1.
Thena subestimatorT‘ isformedfromthere-er mibgroupof
m’ valuesusingtheweightswi’ forsamplesof size m’:
m’-
T’ = L ‘i’xi’1=1 (25)
where xi’, i = 1,2, . . .,m’,denotesthe m’ valuesinthesti-
group. Finallya weightedaverageof ~ and T‘ isformed,and‘this
isthegrandsample stimator2P:
2P=t~+t’T’ (26)
—____ —._———. .—. — .—
.— ——-— — -—
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wherethemulti@iersre10
Sinceallthesubgroupssre
sincethe
From
ofsample
t = lm/n
t’ = m’/n= l-t }
independent,sosre ~ end T’;whence
‘u (2,)=:Qm+ (t’)<1
(27)
vsrianceofthemean, F, is
+ %“
theabovediscussionit isevidenthat,oncethepartitioning
size n into n.km+m’ isdetermined,thevarianceand
efficiencymaybe obtainedexcept(inthecaseofthevariance)fora
factor~2 whichmustbe estimatedfromthedata. TableIV listsfor
conveniencetheefficienciesattwoprobabilitylevels,P = O.$1$1and
thelimitingvalue P .’1,formostofthessmplesizesthatmayoccur
inpracticewithgust-loaddata,providedthesampleissplitup
accordingto theaboverules.ThelevelsP =o.99and P=lfur-
nisha convenientbasisforcompsringtheefficienciesoftwodifferent
partitionsofthesamplesize.At thisendoftheprobabili~scale
thedifferenceb tweenthetwoefficienciesdecreasesmonotonically
as P decreases.Thus,ifthedifferenceinefficienciesi 3 percent
at P = 0.99 andkpercentat P = 1,thenthedifferenceisbetween
3 and4 percentat P = 0.995,say,andat P = 0.95 andunderisapt
tobe substantiallybelow3 percent,a differencen gligibleforprac-
ticalpurposes.ThepartitionsshownintableIVarethoserecommended
100thermultipliers=e possible.Inparticular,thereis~
optimumsetofmultiplierswhichproducesanunbiasedestimatorEp
withslightlysmallervariance,andhenceslightlygreaterefficiency.
Theoptimumultipliersare,however,lessshplethantheproportional
ones- forexample,theyarenotconstantsbutdependon P - andthe
gaininefficiencyisnotgreat.Thiswasshownby a nunberoftrials
andby thefactthat,inanyevent,theefficiencycannotexceedthat
forthelargerstigroupsize ~ (or ~, )M m’> m anddoesnot
differmuchfromitifthetotalsamplesize n isat allsizable,
say >20.
—.— —.——..
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by rule(a)above.In certaincasestheefficienciesofalternative
partitionsareshowninthefootnotestotableIVforuseti casethe
etirafewpercentagepointsinefficiencyareconsideredtobe worth
a littlelossof simplici~incomputation.
Therearesomeusefula prioriguidesforjudgingtheefficiency
inanygivencaseevenbeyondthelimitn = 40 oftableIV. Thus,
if n = km+ m’,it is clearthattheefficiencycannotexceedthat
forthesubgroupsizesm and m’ butmustliesomewherebetweenthe
efficienciescorrespondingto thesetwosamplesizes.If m and mt
arenotfar-apart,then,regardlessofthenuniberof subgroupsk,
theefficiencyisdeterminedbetweensrrowlimits.Again,if k is
mibstantial,saynear10ormore,thentheefficiencyispractically
thatforthe@rger samplesize m. Of coursethemaximumefficiency
obtatibleby theprocedureoutltiedhereisforcaseI whenthesample
sizeisan exactmultipleof 6. For P = 0.99 theefficienqinsuch
a caseis 83.2,andfor P = 1 itis 76.8. J3?anygivenpartition
resultsinefficiencieswithin,say,2 or3 percentofthesevalues,
thenthereisnothingsignificanttobe gainedbyusinganyotherpar-
tition,unlessit issuchasto simplifythecomputation.
SUM4AIWOFPROCEDURES
Themethodofanalysiswillnowbe sunmm,rizedforesseofreference.
Theuseofthemethodhasbeenconsiderablysimplifiedbytheconstruc-
tionof speciallydesignedworksheets.A completelyfilledoutpati
(worksheets1 and.2)willbe foundimmediatelyprecedingthetablesat
theendofthisreport.Withtheaidof suchworksheetsabout2 hours
shouldbe sufficientforfi thecalculationsfora moderate-sizesample,
suchasthesampleof23 observationsanalyzedbelow,andithasbeen
foundthatthisperiodisevensufficientto.includethegraphicalanal-
ysisalsopresented.\
Themterialsneededforapplicationfthemethod,besideswork
sheets1 and2 anda sheet
orderinwhichneeded:
(1)TableIV,showing
sampleintosub&oups
of extremeprobabilitypaperyare,inthe
efficienciesforvariousmethodsof splitting
(2)TableI, givingtheweights~ and bi
(3)~ble ~, ~- the-tities Qo, ~, ~, Q4, ~,
and %
----- -—.
—. — ---——- -----——————
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Theassumptionsuponwhichthemethodisbasedarethatthedatain
thegivensample(arrangedintheorderinwhichobserved~)maybe
treatedas independentrandomobservationsallfromthesamepopulation’
F(x)= exp~e-(x-u)/~ ‘
(incumulativeform),withconstantunknownparametersu and f3to
be estimated.
Forconcreteness,therulesbelowrefertoanactualexample,worked
outh worksheets1 and2 andfigure4, consistingofthe23msximum
positiveaccelerationi crementsobservedin23flightsofan airplane
andidentifiedas “NACA-Langley-SampleIII,”whicharelistedinthe
columnheaded“Observedetiremes,An”inworksheet1. Thesedataare
assumedtohe givenintheorderof observation,sothatundertheabove
assumptionsthisarrangementmaybe consideredtobe a randomone.
Eachrule(exceptrules(2)and(7),whicharesubdivided)consists
ofa singleparagraphandthisisfollowedby a detailedexplanationf
itsuse,insertedforconvenienceoftheuser. Thismakesthelist
unavoidablyengthy,buttherulesthemselvesarebriefandsimpleto
apply.
Beforestartingthecalculations,itisdesirabletoplotthedata
onspecialprobabilitypaperaccordingtothedirectionsinrule(7)(a)
under“Graphicalnalysis”inorderto obtaina crudejud”~ntofhow
wellthedatafittheassumedistribution.Inrearrangingthedatain
orderof size,however,careshouldbe takennotto losetherecordof
theoriginalorderinwhichthedataweretakenbecauserandomnesswill
thenhavetobe reintroduced.
As a resultof considerableexperimentationtisrecormnendedthat
allcomputationsbe carriedto exactlythenumberofplacesshownfor
eachiteminthetwoworksheets.
Determinationfestimators:
maters,usingworksheet1,areas
(1)Entertheobservationsin
Therulesfordeterm@ing
follows:
thesecondcolumnofwork
theesti-
sheet1
intheorderinwhichgiven.Thefirstcolumnisforidentification
purposes.
‘If theobservationsarenotavailableintheiroriginalorder,
itwillfirstbe necessarytorsmiomizetherebyuseof a tableof .
randomnunibers.
—.-—— .
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(2)Determinetheysz%itioqofthesamplesize(if.7ormore,butnot
extremelylarge)andsplitthesampleintostigroupsas largeaspossible
subjecto thefollowingrules(a),(b),or (c). If”n is extremely
large,sayseveralhundredormore,seeappendixD.
(a)~ n isan exactmultipleof5 or 6,write n = k x 5 or
n= kx6; ifboth,use n.k x6.
(b)
(or n=
thatis,
(c)
E n isnotan exactmultipleof5 or6,write n“= kx 6 + mt
kx 5 +m’),where l<m’ <6, unlessn=
1 plusa multipleof30.
If n isoftheform 30k+ 1,writeitas
= (6k---l)5+6; thatis,split‘n up hto 6k - 1
a remaindersubgroupof6.
Once k, m, and m’ aredeterminedtheblanks
worksheet1 canbe filledin. At thesametime,in
31,61,andsoforth,
n=(30k -5)+6
subgroupsof 5 and
in sectionI of
worksheet2,the
numericalvaluesof m and m’ shouldbe enteredas subscripts& the
~*s nQ !1~ IIQw forcolumns4 and5,respectively.Intheworked
—
example,n = 23= 3–X6 + 5 (rule(b)),sothedataaresplitintothree
mainsubgroupsof 6 anda remahdersub~o~ of5.
(3)Findestimatorsfortheparameters Ep and U by fi~@ in
theblanksandfollowingthedirectionsindicatedinworksheet1,
sectionsIIA,IIB,andIII.
In secti6nIIA,obtaintheweights~ and bi fromtableI for
n= m, thesizeofthemainsubgroups.Wrk offthesubgroupsby any
convenientmeans,~ arrangetheobservationsin increasingorderwithin
eachsubgroup,fidenterthemhorizontallyoppositethepropersubgroup
nuder insectionIIA. Obtainthetwoproductsw Eaixi - .i=l
&ibi as indicatedinthetworight-handcolumnsandsumallcolumns
=
as shown.Thetwoproductsumsevalu@edforthelinelabeled‘Sum”will
serveasa check.FormtheaverageT by dividingby thenuuiberk of
main Slibgroups .
121twasfoundconvenienthereto determinethemibgroupsize m
beforeenteringthedataintheextremeleftcolumns,sothatthesub-
groupscouldbe plainlyindicatedby meansofa spaceafterevery
mthobservation.
------- . ....~—. .—. — —.- ——
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TheworkinsectionID is
and bi’ arethe ai and bi
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analogous, excepthattheweights~ ‘
shownintableI for n = m’,thesize
oftheremaindersubgroup;also,sincethereisonlyonemibgroup,
averagingisunnecessary.
SectionIIIccmibtiesthe(sub)estimators@ and T‘ withthe
proportionalitycoefficientst and t‘,determinedinsectionI,to
producethefhal over-allsample stimator
tp = t~+ t’T’= o.g2g46+
uponcollectingthecoefficientsof yp
esthatesoftheparameteru and ~
coefficientsof ~p andentered.This
extreme-vsluedistributiontothegiven
The
are
Predictedvalues.confidenceband.
o.16774yp
theconstanterms.The
arereadoffatoncefromthe
constitutesthefittingofan
tits.
.
, efficiency,andplottingpositions:
predictedvalues,confidenceband,efficiency,andplottingpositions
‘&terminedas fofiows,usingwork-sheet2: --
—
(4)Computethevaluesof Fp incolumn3 forthevaluesof P
Yp shownincolumns1 and.2. Thesevaluesconsti’%tehesetof
predictionsfortherespectiveprobabilitylevels.
Additionalprobabilitylevelsmaybe hs~ed betweenthoseshown,if
destied.Thevalueof yp = -loge(-l% p) isfoundmostconveniently
fromtable2 ofreference7.
(5)Theconfidence-bandhalf-widths(68-percentcontrolcurves)sre
computedfromthestandsrdeviationsas indicated.
Thenumericalvaluesofthevariances~ and ~ incolumns4
and5 arefoundunderthesesameheadingsintableHI(a) andentered
as shown.Thevaluesof t2/k and (t’)2areenteredabovethesevalues,
as indicated,inorderto facilitatecomputationfthevariancesofthe
over-allestimator
.
—
.—
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inCOhlMIl6. Colum 7 givesthestandardeviationoftheestiwtorlP.
It ismat ea8ilycomputedby takingthesquarerootofthecoefficient
of pz incolumn6 andmultiplyingby thevalue f3foundinsectionlZI
ofworksheet1.
~~ &) for p = 0.50 is ~=1 timesthe
value 9 0.16774(writtenatthetopof columu7 forconvenience),
gitingth~value0.0413shown.
Thestandardeviationoftheestimatormeasuresthereliability,
thatis,the@ent towhichrepeatedapplicationftheprocedureto
repeatedsamplestakenunderthesameconditionswouldgivevalues
clusteringmoreorlesscloselyabouttheunlmownparametervalue.For
example,fora fixedprobabili~P, about68percentofthetime(when
theassumptionsaresatisfied)thecomputedinterval?P plusor
minusonestandardeviationwillcontainthelnnieuhknownparameter
~p= u+ ~p. Fortwostandardeviationsthepercentagerisesto 95.13
Twocurvedlines,onejoiningtheleft-handendpointsoftheseintervals
andonej@ningtheright-handendpoints,arecalledcontrolcurves
(seerule(7)forgraphicalanalysis,below)andthesetwocurvesdefine
a confidencebandconsistingoftheareabetweenthem. Thetntervalof
valuesoftheabscissax = ~p includedbetweenthecontrolcurves,
when P isgivena specificvalue,iscalleda confidenceinterval.The
standardeviationin columm7 ofworksheet2 isthusthehalf-widthof
a 68-percentconfidenceband(orinterval).If,forexample,levelsof
95percentaredestied,thevaluescanbereadilyobtainedbyaddhg
anothercoluumconsistingoftwicetheentriesincolumn7.
(6)~ficiencyiscomputedasfollows:Thevaluesof ~ for
theindicatedvsd.uesof P aretakenfromthecolumnheaded~ in
tableIII(a),dividedbythegivensamplesize n,andenteredinthe
~ column,8,ofworksheet2. Theefficiencyisobtainedbydividing
thisby thecorrespondingentryh colmn 6, cancelingthe P2 (which
wasonereasonformrryingitalongseparately),andfinallyentering
theresultincolumn9.
13Thesepercentagesareonlyapproximatesincetheyasswne~p to
be normallydistributed.As indicatedinappendixE, thisassumptionis
sufficientlycorrectforpracticalpurposesforsamplesoftheorder
oflCK)ormore. Thismay,of course,notbe thecaseformuchsmaller
samples.However,normalityassumptionsofthiskindmustoftenbe made
inpracticeintheabsenceoflarge-scaleinvestigationsto establish
moreprecisedistributions.Resultsobtainedinthismannerhaveoften
beenfoundtobe satisfactory.
,
,
.
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(7)Graphicalanalysis couistsofplottingthedataonsuitably
ruledpaper,drawingtheestimatedstraightline,drawinginthecon-
trolcurves,andseeinghowwellthedatafallwithinthem. Themethod
isessentiallyduetoG@el (cf.ref.13).
(a)Inthesectionofworksheet2 called“Plottingpositions,”
arrangeall n observationsinthessmpleina singleascendingseries
fromsmallesto largestandenterthemoppositetheranknqmbersr . 1
to n. ComputeamdentertheplottingpositionsQ(x)=~. Then,
n+l
ona sheetof exbremeprobabilitypap~k suchasthatusedinfigures4( )and5,plotthepoints ~, ~ . Theobs~tion ~ isplottedonn+l
theuniformscalealongthehorizontalaxis;thefraction~ is
n+l
plottedalongthenonuniformverticalscale o(x).Thesepointsare
plottedas shownin figure4.
(b)Afterthepointsareplottedtheestimatedline x . u + ~y,
thatis, x = 0.9295+ 0.1677y(seerule(3),above),isdrawnthrough
them. Thisiseasilydonefromcolumns2 and3 (worksheet2),since
column3 givesthepredictedvaluesof x(=$p~ correspondingtothe
valuesof y (=yp)h column2. An evensimpk metld istotaketwo
orthreewidelyseparatedvaluesP incohnnn1 togetherwiththecorre-
spondingvalues2P,plotthemonthe O(x) and x scales,respectively,
anddrawthelinethroughthem.
(c)The68-peycentcontrolcurvesareobtainedby measuringoffhori-
zontally,at eachvalueof P incolumn1,thedistancea~p),taken
fromcolumn7,to therightandleftofthefittedlineandthenjoining
alltherightandalltheleftendpointsoftheintervalssoformed,
as infigure4. Theareaincludedbetweenthetwocontrolcurvesisthe
68-percentconfidenceband. Tfmostoralloftheplottedpointsfall
withintheband,as infigure4,thenitis concludedthatthefitis
satisfactoryandfurnishesno evidencethatanyofthebasicassumptions
areviolated.
(d)Thefittedstraightlineprovidesthepredictionsforanydestied
15 Forexample,thepredictionfor P = 0.995,whichprobabilitylevelP.
%ktreme probabilitypaperis coordinatepaperwithonescale (x)
unHormlyspacedandtheother (y) distortedin sucha mannerthatthe
extreme-valuedistributionexp (-e-y)willplotasa straightline.
150ntheprobabili~paper(fi~.-4and5), P isdenotedby O(x).
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meansa valueofaccelerationi crementwhichhasonly1 chancein200
ofbeingexceeded,isobtained(infig.4)by reai&igacrossto the
solid(fitted)lineat P = 0.995 anddowntofindthevalue x = 1.82g.
Thisissufficientlycloseto thevalue1.8176obtatiedby calculation,
‘*the -Ue YO.995=.5.29581.The68-percentcurvesgivea con-
fidencetiterv~forthis~ue,ofapproximate~l.66 to 1.98.Ha
meansthatthereisa probabili@ofabouttwo-thirdsthatsuchan
‘intervalincludesthetruepredictedvalue ~p thatisbeingestimated.
Theefficiencyassociatedwiththisestimateisbetween&).3percentand
82.6percent(cohmn9),sufficientlynarrowlimitsforpractic~purposes.
Ifa moreaccuratevalueforthepredictionormeasureofefficiencyis
desired,itcambereadilyobta-dby insertinga “P= 0.995”linein
thefirsttableonworksheet2 andperformingthecomputationsindicated
incolumns2 through9.
COMPARIWI?WI!DIMETHODINPRESFNTUSE
It isof interesto comparetheproposedorder-statisticsmethod
withthemethodofmomentsof-Gumbelw-~chhasbeenuseduptonowin
extremegust-loadcomputations(ref.6). Thecomparisonispresented
twoaspects-- theoretical,involvingan empiricalattempto evaluate
biasandefficien~6oftheGuuibelestimator,andpractical,,showing
thetwomethodsworkoutinanactualexample.
in
the
how
TheoreticalComparison
Onlythegeneralresultsofthetheoreticalcomparisonwillbeinti-
catedhere,thedetailsbeingfurnishedinappendixB. Thecomparison
consistsinwritingdowntheGu@el esthtor, a functionoftheobserva-
tionsinvolvingthesamplemean,standsxdeviation,andtheprobabili~
factoryp,andthenobtainingthebiasandtherelativefficiencyofthe
proposedorder-statisticsestimatortotheGuuibelestimtor.
Ofthetwocharacteristicsbiasandefficiency,thematiinterest
atthispointisindeterminingtheefficiencyoftheproposedmethod,
sincethatistheimportantfeaturewherebypossibilitiesof costsavings,
throughtakingfewerobservations,canarise.Biasislessimportantfor
thispurpose,anditsconsidemtionisthereforeMmitedto appemMxB.
%1 ora theoreticalcomparisonf confidencebands,seeappendixE.
~>----- -—.——. ——..- ————
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As showninappendixB (seethesection“CompsxisonWithSimplified
GurribelEstimator’’),17relativefficiencyinvolvesthefirsttwomoments
ofthesamplemeanandsamplestandardeviationandthecovarianceof
themeanandstandardeviation.Ofthese,onlytheftisttwomoments
ofthesamplemeancanbeobtainedreadilyby standardprocedures,,while
a prohibitiveamountofnumericalintegrationwouldbe reqtiedto
evaluatetheremainingthreequantitiesaccurately.
Resortwasthereforehadto a methodwherebythetheoreticalexheme-
valuedistributionwasrepresentedbya largesetof suitablyconstructed
randomnunibers.Bymeansofthesenunhrsa largenunberofactualran-
domsamplesweredrawnandtheresultstabulated.Thiswascarriedout
mechanicallywithhigh-speedIBMequipment.By using12,~0randomnum-
bers,1,200randomsamplesof10weredrawnanda singleaveragefigure
“forrelativefficiencywascomputedforeachsetof lCKlsamples.All
thesecomputationsweremadeforthesingleprobabilitylevelP = 0.95.
Othervaluesof P areconsideredbelow.
..
TheresultsareshownintableV andportrayedinfigure6, For
ssmplesof10,theefficiencywasgreaterfortheproposedorder-
statisticsestimatorin7 casesoutof12 (relativeefficiencyR (col-
umn8)greaterthan1)andgreaterforthepresentmomentestimatorin
7 casesoutof12. Theaverageofall.E!relativefficiencieswasvery
.
nearlyunity.Theseresultsuggesthat,forsamplesof10,thetwo
methodsareequallyefficient.
Theentireprocedurewaarepeatedforsamplesof20,obtaining6
(insteadoftheprevious12)valuesforthe6 setsof100sampleseach.
As tableV (column9)andfigure6 show,thebalancenowwas5 to 1 in
favorofthepropsedmethod,withtheaveragebeing1.11.,representing
an 11percentgreateraveragefficiencyfortheproposedmethod.
Forsamplesof30,therewere4 setsof1~ sampleseach,andthe
results(column10)were3 to 1 infavoroftheproposedmethod.The
averagerelativefficiencywas1.13,representinga 13-percentgain
inaveragefficiency. “
17’I’hepr sentdiscussioncomparestheorder-statisticsestimator
withtheGwibelestimator~G =%+ %’ - ‘)sx”As explainedin
appendixB, thisestimatorisa simplfiiedformofGumbel’soriginal
estimatorandisusedwhenthesampleofextremesislarge.Appendix
alsoconsiderstheoriginal.Gunibelestimator,whichisa morecompli-
catedexpressionusedforsmallsamples,and-showsthatthisest&tor
isbothmorebiasedandmuchlessefficientthanthesimplified
estimator.
B
,/
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To seetheeffectofdifferentprobabilitylevelsontheseresults,
computationswereundertakenforseveralvaluesof P beyond0.95.How-
ever,inordertoavoidneedlesscalculation,inviewofthefactthat
onlyqualitativeconclusionsarewarranted,theaboveprocedurewasmodi-
fiedas follows.Thesetsof 1~ sampleswereconibinedforeachsample
size,anda singleover-allaverageforrelativefficiencywasobtained
forthe1,200samplesof10,forthe6C-Osamplesof20,andforthe400
samplesof30,thecomputationsbeingcarriedoutfortheselectedprob-
abilitiesP = O.%, 0.99,andthel.imitingvalue,nity.Theresults
areshownintableVI. tiaddition,theoreticalcalculations18were-e
to obtaintheasymptoticrelativefficienciesa samplesizeincreases
withoutlimit.Thesevaluestillbe foundatthebottm’ofcolumn9 of
tableVI.
Theaboveadditionalresultsindicatethat
abilityP tendsto increasetheefficiencyof
tivetoGuuibel’s.
It shouldbepotitedoutthatthesevalues
calsmp~ methodareindicative,ratherthan
oftherandomvariationinherentinthemethod,
increasingtheprob-
theproposedmethodrela-
obtainedfromtheemptii-
conclusive,onaccount
asmanifestinthetide
fluctuationi efficienciesshown”intableV fortheindividualsetsof
100ssmples.Nevertheless,theaboveresultsdogivestrongindication
forthefollowingstatements:
Forssmplesof10,theproposedorder-statisticsmethodisabotias
efficientasthemethodofGumbel,whileforsamplesof20 or30 ormore,
theproposedmethodismoreefficient.For P = 0.95 orgreater,this
increaseh efficiencyisaboutI-2to 15percentforsamplesof 20to30
andultimatelyrisesto 25to30percentforindefinitelyargesamples.
E, intheco@arisonpresentedabove,thesimplified(hmbelesti-
matorisreplacedby theori@nalformoftheestimator(seethesection
“Co~arisonWithOriginalGunibelEstimator”inappendix),thenthe
comparisonbecomsmch morefavorableto theproposedorder-statistics
methodanditcanbe statedthat,forsam@esof10,20,sad30and
P = 0.95 ormore,theorder-statisticsmethodisup totwiceaseffi-
cientastheGuuibelmethodusingtheoriginal.estimator.Wreovw,
this1~-percentdifferenceinefficiencybetweenthetwomethodsis
of sufficientmgnitudenottohe significantlyaffectedby thesamp~
errorsinherenth themethodof evaluation.
%’incetheseCalcuktionsareminly oftheoreticalfiterest,they
havebeenomittedinordertokeepthisreportfrombecomingundulylong.
.—..— ——
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ComparisonBasedona SampleofActual
IVACA
Observations
m 3053
A comparisonfthetwomethodsbasedona sample& actualobser-
.
“
vationswillnowbe made. Thesamedataalreadyanalyzedby theorder-
statisticsmethodwillbe used,consisthgofthe23maximumacceleration
incrementslistedinworksheet1. Forconveniencea standardformof
worksheetwillbe used,employedby thelIuvb?onmentalProtectionSection
oftheOfficeoftheQuartermasterGeneral,DepartmentoftheArIW
(ref.14),forapplyingthemethodofnmmentsofGtiel. Toavoidcon-
fusionwithworksheets1 and2 discussedreviously,thesenewwork
?sheetsarereferredtoastableW, part a)andpsrt(b). Theitems
arefilledinonbothp~s asdirected,excepthatthefactorI?/(N- 1)
isignoredh sectionsI andIV ofpart(b),sincesubsequenttheoretical
investigationhasshownitsusetobe incorrect;-o, thevalues%0
‘d % insectionIIIandtheentiresectionV arenotneededforthe
presentpurposes.Thevaluesof UN and ~N insectionIIaretaken
froma tablesup~liedwiththeworksheetsbutomittedhere.
.
Comparisonisbestshowngraphically,as infigure5. Itwillbe “
seenthatinthispsxti~ casethefittedlinesgivenby thetwo
methodsarenotgreatlytiferent,thepredictedvaluesdfiferingby
amountsvaryingfrom0.03gatthe P = 0.95 level(1chanceh 20of
beingexceeded)tonearlyO.10gfor P = 0.999 (1chancein1,(NOof
beingexceeded).
Themoststr~ ands~icant featureaboutthecomparisonin
figure5 isthenarrownessoftheconfidencebandfortheorder-statistics
, methodcomparedwiththatoftheGumbelmethod.Tbisisattributable
mainlytothatfactthatinthecaseoftheorder-statisticsestimator
theconfidence-bandti thisbasedonthestandardeviationoftheesti-
mator,comptiedby themethodsindicatedinthisreport,whereasinthe
caseofthemoment(Gunbel)estimator,thestandardeviation,whose
valueisnotlmown,isreplacedbya standardeviationthatcanbe
readilycalculatedbutwhichresultsinamunnecessarilywideconfidence
band(fordetails,seeappendix).
.
AdvantagesandLimitationsofProposedMethod
Fromthediscussiongivenhereinitappearsthattheproposedorder-
statisticsmethodoffersthefolbyingadvantagesoverthemethodof
momentsnowinuse:
(a)Theproposedmethodprovidesforthefirsttimean estimator
Imowntobe unbiased,whoseefficiencycanbe simplyandaccurately
eval=ted.
iQ
NACATN3053 33
(b)Thenewest~tor ismwe efficientthana simplifiedformof
theGwibelestimator,forsamplesofabout20ormoreand P = 0.95
andmore. ComparedwiththeoriginalformoftheGumibelestimator,the
newestimatorisup totwiceas efficientforthesamerangeofvalues
of P andforsamplesof 10ormore.
(c)Thecalculationsecessaryfortheproposedmethodares@le
andunified,givingsimultaneously(1)estimtesofbothpsmmeters,
(2)thepredictedvaluescorrespond@gtoassignedprobabilitiesandthe
reliabilityofthesevalues,and(3)estimatesoftheefficiencyofthe
method.
(d)!fheproposedmethodusesa moreexactprocedureforobtaining
thereliabilityofpredictedvalues,andthisprocedureyieldssmaller
confidenceintervalstimanycases.(Seea~endixE.)
Thefollowingtwolimitationsoftheproposedmethodshouldbekept
inmind:
(a)As istrueofanyothermethodofanalyzingdata,useofthe
proposedmethodisappropriateonlywhentheassumptionsuponwhichit
isbasedmaybe consideredtobe approximatelysatisfied;namely,all
theobservationsconstitutean independentrandomsamplefromthesame
populationF(x).=~-(x-u)/~ (ticumulativeform).
(b)Theassumptionthatthedataaretobe availableintheorder
inwhichobservedtiofsomeimportance.Forifthedataarefirst
rearranged,grouped,orprocessedinanymanner,theirrandomness
mustbe consideredlost.Inordertousetheproposedmethoditwill
thenbe necessarytorestorerandomnessby useofa tableofrandom
nuniberstorearrangethedata. Thisislessdesirableandtheoriginal.
ordershouldthereforebe preservedifpossible.
Thisnecessityofavoid~preliminazyprocessingimposesa dis-
advantageontheproposedmethod,as compsredwiththeGumbelmethodof
moments,whenthessmpleisverylarge(severslhundredornmre,say).
Inthelattermethodthedata-ybe grouped,s@lifyingthecomputa-
tions. Themethodoforderstatistics,ontheothqrhand,isnotappli-
cablewithgroupedata- eachobservationmustbe treatedonan indi-
vidualbasis- andhenceisnotsuitableforoccasionalenormousamples,
as istheGumbelmethod.However,forsuchmsses ofdataan even
simplermethod,describedh appendixD, isavailable.
Theincreasedamountofinformationisprovidedby thenewmethodat
somelossin s@d_icityofcalculationas coqparedwiththeGumbelmethod.
———.———.. —. .. .
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COI?CLUDINGREM4RKS
‘I’hisreporthasdevelopedandillustrateda newmethodofanalyzing
extreme-valuedatabasedonorderstatisticsthatis convenientand.offers
certainimportantadvantagesoverthemethodofmomentsof(hmibelnowin
use,aswellasbeingsubjecto certainlimitations.
Inviewoftheseconsiderations,thisnewmethodisrecommendedfor
practicaluseinplaceofthepresentmethodofestimationh caseswhere
a Limited@mountofdatamustbemadetoyieldaspreciseresultsas
possible.
Indevelopingan estimatorintendedtobe usefulandefficienta
nuder of subsidiaryquestionswereencounteredandtreated.Themost
importantofthesewere(1)obtaining~-variance unbiasedlinear
functionsof orderstatisticsforsmallsamplesand(2)findingthemost
feasiblewayofbreakingup a largesampleintosfigroupssmallenough
to takeadvantageoftheresultsin (1). b addition,considerable
attentionwasgivento a nuniberoftheoreticalpointsofdifference ,
betweenthepresentandproposedmethds.
SuchtheoreticalstudyshowedthatonefeatureofthepresmtGumbel
method,mmely,det~tion oftheconfidenceintervaborcontrol
curvesforlargevaluesoftheprobabili~levelP, doesnotappearto
havean accuratetheoreticalbasisandthat,asa result,certainad@st-
mats shouldbemadeintheformulas.Theseadjustmentswouldhavethe
effectofreplacingtheparallelcontrolinesby diver@ngcurvesh the
regionsofhighvaluesof P,resultingin smalJ_erconfidencetitervals
forthemoreccmmonvaluesof P andlargerintervalsforthehigher
valuesof P thatoccurlessofteninpractice,asmi@t be expected
intuitively.
.
Thesolutionstotheabovetwomainauxiliaryproblemshavebeen
incorporatedtitoa setoftablesanda patioftiied worksheets
designedsothattheccnnptitionsshuwata glancetheessentialq--
titiesof interest- theactualpredictions,theirreliabili@,andthe
efficiencyofthqmethod.Themethmlincludesprovisionforshowing
theseresultsgraphic@ly.
ThepresentstudyhasalsoaevOteasomeattentionto a method
involvlngempiricalrandomsamplingandIBMtabulatingequipmentin
caseswheredirectnumericalevaluationisprohibitive.Theuseof
12,CN0randomnumibersandfrom@ to 1,200randomsampleswasfound
@uff icientoyieldaccurateqyamtitativer sultsforoneformofthe
Gunibelesthator(thesimplifiedform)onaccountof samp13ngvariation.
However,definitequalitativer sultsinfavoroftheproposedmethod
wereindicatedinthecaseof samplesof20 and30andtheoreticalcal-
culationshowedthatthisadvantagewasconsiderablygreaterforindefi-
nitelylargesamples.
1
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As a resultoftheexperiencegainedinthesestudies,itseems
likelythatforaccurateresultsperhaps10timesthenuder of samples
used(ormre) shouldbe takenandthecomputationsperformedthrough
specializedproceduresonhigh-speedelectroniccomputingequipment.
Furthercalculationshowedthat,inthecaseoftheorigglnalform
oftheGtiel estim%hm,muchmoredefinitestatementswerepossible
concerningefficiency.Inthisco~arisontheproposedestimator
turnedouttobe up totwiceas efficientasthatofGunibel,notonly
forthesamplesizesof20aud30butdownto samplesof 10aswell.
Althoughforverylargesamplesthisadvantagedroppedconsid~ably,the
proposedestimatorrematiedat least20to30percentmoreefficient.
NationalBureauofStmdards,
Washington,D. C.,January13,1953.
.
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APPENDIXA
PRCQFTHATSUFFICIENTSTATISTICS
Problem
whosedensity
IX)NOTEXISTFORTHE
P~ OF THEEXCREME-VALUEDISTRIBWI0=19
Considera ssmpleof n fromtheextreme-value
function20is
population
-a(x-u)
f(x)= ae-a(x-u)-e
Theparameters~ = l/a>O and u areunknownanditisdesiredto
findsufficientsta.t~ticsforthem.
Theory:(1)If t . tl, . . .,~) issufficient(i.e.,isa set(
of $ointlysufficientstatistics)for 8 = (8=,. . .,em) thenthe
(densityfunctionof x = xl, . . .,~) maybe mittenintheform
P(x,e)s f(t,e)g(x) .
.
(2)If t(x)= t(x’) forsamplepotitsx and x’,then
A ~ P(x,e) g(x)
=— = h(x,x‘)
p(x’.,e)g(x’)
(3}Henceforal-lthosepointswhere t(x) hasa constantvalue
theratioA isfreeof e,andthussufficientstatisticscambe
foundby seeingforwhichpointsets A is constant.
19WS appendixhasbeenpreparedby Mr.I.RichardSavageofthe
StatisticalEngineeringhboratory,NationalBuresuofStan&mIs.
2%or conveniencethesynibola isusedinplaceoftheparam-
eter l/~ ofthetext.
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(4)Evidently,if 6 = g(e’) i.e.,13i= gi(el’,. . .,ek’),(
i=l, . ..jk ) isa nonsingulart ansformationof theparameters,
thenalso
P(x,e’)=f(t,e’)g(x)= h(x,x,)
p(x’,e’) f(t,e‘)g(x)
usingthesame(setof estimators),t asfor f3.Inotherwords,if
a setof statisticst issufficientfora setofparameterse,the
sameset t issufficientforanyotherset f3’obtainedfrom e by
a nonsingulart ansformation.
.
Results:Theabovetheorywillnowbe appliedtotheproblemat
handanditwil.lbeshownthattheWgest pointsetonwbich A is
constantcontaimsn! points,thatis,ittakes n functionsto
describet, sothattheresultingsufficients atisticisthetrivial
set t = ( )(
~x ~% ~xn = Oth= ~mti
xlJ...j~or— ‘..
n’n’ )“>—”n 9
theonlysufficientstatistics-arethe n observationsthemselves,o
thatthereisnota basisuponwhichto constructoptimumestimators.
-is: Forthedistributionf(x)
If A isfreeoftheparameters~ and u,thenitisalsofreeof
ak lo% A =mce
a= 1/~ and ujand soare lo~A and
aak “
n
logeA = na(%- ~’)-
XL
e-a(~-u) 1-a(Xi1-U)-eid
1
.0
-. — ——. ——— ——.—— —.— _ ..—.
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Let u approach-m. It isfirstfoundthat ~ = ~’ inordertohave
logeA freeof u smd a. Next,
A
andthisistruefor k = 1 aswell,sticeZ = Z’.
Sincethisisan identi~in‘u set u = O. Then
Thesearefinitesums;and,therefore,sincetheyare
in a, itisclesrjsincea mayconvergeto zero,that
identities
Thusthe largestsetofpointsof constancyof A consistsofthose
potitswhichgivethesamesamplemoments,andthisfactimpliesthe
desiredresult.
Statement(4)above@lies thattheresultalsoholdsifthe
parsmeteru isreplacedbyEp= u+ 13YP=u+ Yp/a.
-le: To showhowthismethodworksfora familiarproblem
consi~ample of n froma normaldistribution;here
L4
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-2
andclearly
‘oge’={ZR-(xm’-+m-
thenecessaryandsufficientconditionfor
stantforallvaluesof #
aresufficientstatistics.
.
.
and e isthat
z
2
‘i =
classicalresultthatthe
A tole con-
firsttwomoments
—.
—.—. .——. — —. _ .. . .
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DETAILSOFT!EEDRETICAL
WIIMWIORAND
APPENDIXB
OMPARISONBETWEENORDER-STATISTICS
MOMENTES’I’IM4’IOROF GUMBEL
.
Sincetheorder-statisticsesthatorhasbeenfkllydiscussedin
thetext.,theremainhgprobleminmakinga comparisonbetweenitand
Gtiel;smoiuentestimatoris,essential-lyjto developthe c~acter-
isticsoftheGumbelestimator.
ThemethodofmomentsofGrmibelinpresentuseprovidesthefol-
lowingestimtorsfortheparametersu ana B (ref.6,p. 1-1-,eqs.(26)
and(27);alsoref.13,p. 10,eq.(29),butread-(-~n/~)for (~~a)):
.,
.
(Bl)
$ = Sxjrn 1
where ~ and 9X arethemesaandstandardeviationofthegivensample
. of size n; fn isa certaincomputedquantity,depen~ onthesample
size n,whichapproachesNer’s constant7 = 0.5772. . . frombelow
as n becomesinfinite;and an isanothercomputedquantity,depending
on n,whichapproachesti/~= 1.28@55. . . frombelowas n becomes
inffite.
Forsufficientlyargesamplestheq~tities ~n ~d an maybe
replacedby theirlimitingvalues.a
estimators,forcoqtiationpurposes,
“1u =z-
—
Thisgivesthesomewhatsimpler
P=g% J (B2)
21~eSel-t ~lueshavebeenused,forexample,h referencek)
.
page176,andinreference6,page10.
.
—
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It isshownbelowthattheneteffectofthissimplification.isto
diminishthebiasandtounderstategreatlytherektiveefficiency
oftheorder-statisticsestimatortotheGunbelesthator.Sincethe
asymptoticform(B2)involves~ler notation’andisoccasionallyused
inpractice,ithm seemedesirabletopresenthiscaseindetail
below(seethenextsection)andalsointhemaint-. Thecorre.
spendingresultsfortheoriginalform(Bl)arehlicatedinthesec-
tion“ComparisonWithOrig&l GuuibelEstimator”‘-”‘-m--”-’-”“
tableVI.
ComparisonWithSimplifie&Gumbel
anaxa uazeam
Estimator “
l?mmtheestimate=(B2)thefollo~ estimatorof ~p canbe
builtup,whichwillbedenotedby$G:
Thisisa function
isdesiredto
efficiency.
‘ Themean
find
is
8G=:1 +pyp
‘=+(YP-’):SX (B3)
ofthe n samplevqluesxlYx2Y”””, ~ andit
itsmeanandvariance,andthenceitsbiasand
.
(w)
where Ep= u + yp& E(51)= u + 7P,and E(s) istheexpectedvalueof
thessmplestandardeviations whenthessmpleisfromthereduced
.
.- —. —.. —
—.—— --——-–————
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extreme-valuedistributionexp
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(-e-y). Equation(B4)showsthatthe
Gumbelestimatorisbiasedz(unlessE(s)= n/6 forallsanij?lesizes,
whichseemshighlyunlfiely),withbias
Thevarianceoftheestimator~G is
(B5)
[
I-FL(yp- F
= G+f12 17)%%) + 2(Yp- 7)7 Cov(7,s)P2 (%)
where %2 = fi2/6n,U2(S) isthe.vsrianceofthesamplestandardevia-
tionforsamplesfromthereducedistributionexp -e-y, and cov(~,s)()
isthecovsrianceof themeanandstandardeviationinsuchssmples.
22Anunbiasedestimatoranalogousto ~G is
20==+ (Yp - Y)s+(s)
for,as inequation(B4),
E(~o)=U+ 7P+ (yp‘-7)E(s)p/E(s)
However,this
isnotlmown.
IBMcomputing
=u+~yp
= ~P
estimatorcouldnotbe usedinanactual
Computationfthisquantitywasoneof
proceduresdiscussedinthetext.
problemsinceE(s)
theaimsofthe
,,
.
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.
Theefficiencyof ~G couldbe evaluatedby suitablegeneraliza-
tionof equation(19)tobiasedestimators.Thevariance~ inthe
denominatorwouldbe replacedby themeansquare rror.23 me numerator
wouldhavetobe replacedby a complicatedxpressionwhich,forunbiased
estimators,wouldreduceto ~. Insteadof evaluatingefficiencyfor
thebiasedestimatortG,therefore,thediscussionwillbegreatlysim-
plifiedby limitingittorelativefficiency.Therelativefficiency
~f oneestimatorT1 to anotherT2
square rrors
‘(T1’TJ=
Thisratiohasbeenusedasan index
(e.g.,ref.17). Thus,therelative
isdefinedas theratioofmea
MSE(T2)
MSE(Tl)
of comp=ison
fficiencyof
estimator$P totheGumbelestimator$G is,by
factthattheformerestimator
‘~p~G) =
=
(B7)
isunbiased,
~E (:G)
WE (?P)
oftwoestimators
theorder-statistics
equation(13)andthe
(B8)
(1/k)~
where k isthenuniberof subgroupsofsize m intowhichthessmple
of n ispartitioned24 (eq.(23),assumingthereisnoremaindersub-
grouP),andtheexpressionseededforthenumeratoraregivenby the
equtionnumbersindicated.
“ 2%?ordiscussionofmeansquare rrorseeequation(13)andaccom-
panyingtext.
2%?hus,n.10=2x~ givesk=2 and m=5; n=20=4x~
givesk=4andm=5; n=30=5x6 givesk=5andm=6.
For n infinite,m istakenas 6.
.
- —— —---
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Thekeyquantitiesneededin
NACATlJ3053
thecalculationfrelativefficiencies
are,frome~m-tions(B5)sad(B6),E(s), #(s),and cov(~,s).For
generalsamplesize n, theirexactvaluessxegivenby multipletitegrals
whoseevaluationwouldapparentlyrequirea prohibitiveamountoflabor.
Instead,thefollowingmethodof emp~icalsamplingwasusedwiththeaid
ofIBMcalculatingandtabulatingequipment.
Theuniverseof (reduced)extremevalues@(y). = (-e-y)=s
appr~ted by constructinga populationof 12,~ suitablerandomnum-
bersandpuhchingeachnuniberonan IBMpunchcard.‘Thesewerethen
mechanicallyseparatedinto1,2~ randomsamplesofsize n = 10 and
foreachsamplethemean ~, standarde~tion s,andthetrproduct@
wereobtained.Thiswasequivalenttohav5nga “population”of1,2~
mesms,oneof 1,2C0standardeviations,andoneof l,- productsofthe
meanandstandsxdeviation.Itwasthenassumedthatthearithmetic
meanof eachofthethreepopulationswouldbe a closeappro-tion to
themathematicalexpectations(averages)ofthedesiredquantities,o
thattheseapproxbna.tionscouldbe takenasesttitesofthemomentsE(s)
and E(@). ltromthesevaluesandtherelation
“
1#
.E(s2)= = (SY2= ~ ~
n n
thevariance
wascomputedandalsothecovariance
cov(~,s)= E(@) - E(~)E(s)= E(m) - YE(s)
ThefivequantitiesE(y), a2(~),E(s), c?(s),and COV(~,s),me
shownintableVTII,togetherwiththecorrespondingtheoreticalvalues
thatcanbe readilycalculated.
In actualusethisprocedureti mo~ied somewhat,sinceonlyone
valueof eachofthedestiedquantitieswouldbe producedby the
12,000cardsand1,2~ samples.Thissinglevaluewouldbe subjecto
.
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.
thefluctuationsofrandomsamplingandwouldbe difficulttorelyon in
- inferences.Thisdifficultywasmetby breakingthe“population”
of 1,203samplesinto12 setsof100samplesandobtaining12valuesof
eachofthedesiredmomentsinsteadofonlyone.‘These12values,
althougheachwasbasedonfewersamples,servedtofurnishan ideaof
howthesinglevaluebasedon 1,200ssmpleswasaffectedlysampling
variation.Suchanalysishasprovideda farfirmerbasisforju@nent
. ofrelativefficiency.
Theaboveprocedureresultedinmomentscalculatedforsamplesof
size n = 10. h likemanner,600randomsamplesof size n = 20 were
drawn,afterstarting&freshbyputtingall12,~0 cardstogether,but
thisthe only6 insteadof12 setsof1~ sampleswereayailable,
resultingin6 valuesofthedesiredquantitiesforcomparison.Finally,
the12,CQ0cardswerereprocessedtoyield~ samplesof size n = 30,
giving4 valueseachbasedona setof 1~ samples.
Theresultingsetsof I-2,6,and4 valueseachweremibstitutedin
theappropriateformulas(B5),(B@, and(B8)inorderto obtainthe
relativefficiencyoftheorder-statisticsestiwtortothe(simplified)
Guibelestimator.Theseformulas,allofwhichdependupon yp, were
evaluatedattheprobabili~levelP = 0.95.~ theseresultsare
summarizedintableV whichshowsthevaluesofthebias,meansqusre
error,andrelativefficiencycalculatedforeachsetof100samples
of sizes10,20,and30,togetherwiththecorrespondingaveragevalues
obtainedfromall1,200samplesconibined.
Foreaseof comparison,therehtiveefficienciesarealsocharted
infigure6.
Theseresultsconstitutehebasisofthestatementintheteti
thatattheprobabilitylevelP = 0.95,foisamplesof20and30,the
proposedmethmihasgreaterefficiencythantheGuuibelmethodusingthe
simplifiedstimator,whileforsamplesof 10theefficienciesareabout
thesame.
Co~arisonWithOrig- GunibelEstimator
Theestimatorcorrespondingto-FG inequation(B3),builtq from
theestimtors(Ill),is
(B9)
.
—.——.
—.-
— ——————
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where
% an
= bn,p
Here
d=(yp - 7)6/X
and
I7(@Yp - ;nbn,p= —
‘n YP-7
istheconversionfactorforpassingfromthe
d (B1O)
(Bll)
multiplierd of Sx in
--
equation(B3)to kn inequation(B9).It isapparentfromthediscus-
sionatthebeginningofthisappendixthat,forinfinitelyargevalues
of n, bnp= 1,sothatequation(B9)includestheasymptoticcase.)
Forfinitevaluesof n,however, /an<m ~ and ~n <7. Hence,bn,p,
beinga productoftwofactorseachgreaterthqn1,mayconsiderable
exceed1,sothatthemultiplierbn,p Yinequations(B1O)and(Bll
becomesappreciablyargerthanthemultiplierd in equation(B3).Thus,
forsamplesof10,20,and30,computationsho~~stkt, for p = 0.95,
forexample, .
klo= 1.397d
%20 . 1.23h.d
k30= 1.lnd
I
(B12)
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Thebiasof
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&n is,ina mannersimih tothatinthepreceding
of equation(B1O),
( )[ 1$m%,p-1 B=Yp-Y (B13)
TableVI (columns2 and3) indicatesthatthepresenceofthefactor~,p
convertsthesmallnegativebiasesintolsrgerpositiveones.
Forthevariancethereisobtainedfromequation(B9),analogously
totheprocedureintheprecedingsection,
Thecorrespondingexpression(B6)maybewritten
([ 1S2 2u2$G)= d2U2(s)+ 2d cov(~)s)+ ZP
(B14)
(B15)
4
shows,since Cov(y,s)wasfound
d by thelsxgervalue ~ con-
theGumbelestimator.Valuesofthe
Comparisonofthesetwoexpressions
tobe positive,thatreplacementof
siderablyincreasesthevarianceof
variancefortheoriginalandsimplifiedestimatorsarelistedincol-
umns4 and5 oftableVI. Comparisonofthesecolumnsindicatesthat
thevarianceoftheoriginalestimatorcanbeccmemorethanhaM again
as largeasthevarianceofthesimplifiedestimators,dependingon sample
sizeandprobabilityP. Theeffectismostmsrkedforthelowerleve~
of P andsmallersamplesizesanddisappearsas shownwhenboththese
factorsincrease.
Theresultoftheseincreasesinbiasandvarianceisto increase
greatlythemeansquare rror(columns6 and7,tableVI)amdthusto
increasetherelativefficiencyoftheorder-statisticsestimator
_ _. _ — -—— _——.— _——-—— — ——-—
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(COhRIW8 and9). As a result,theorder-statisticsestimtorisup to
twiceas efficientastheoriginalGuibelestimatorevenforsamplesas
smallas10. Thistremendousincreaseinefficiencyfallsoffslowly,
as shown,whensanqd.esizeincreases.Forftiedsamplesizetheeffi-
ciencyincreasesforlargevaluesof P. Thesedifferencesineffi-
ciencyaresufficientlyargeto outweighcompletelyanyfluctuati~ns
ofrandomsan@ingattributabletotheenptiicalsaqplhgmethodof
evaluationtied.
Itmustbe concluded,therefore,thattheoriginalGunbelestimator
isbothmorebiasedandmuchlessefficientthanitssimplifiedform.
As a result,comparisonftheorder-statisticsestfmatorwiththe
simplifiedGumbelestimatorgivesvq conmirvativer sultsandgreatly
understatestheactualimprovementinefficiencyoftheproposedmethod
overthemethodinpresentuse.
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MMEEMWICALFORWLATIONANDSOLUTION
aF lm%cMuM-v~cE PROBLEM
Consideranestimatorof ?P= u+ Byp oftheform
n
49
(cl)
where xl= ~~ . . .~ ~ =e the n orderstatisticsof a sam@e
of n fromtheextreme-valuedistribution(l),audseekto find-the
valuesofthe Wi which~e vsr(L) mibjecto
.
E(L)= 5P
TheestimatbrL inequation(c8)belowwith
iscalledtheminimum-variance,tiiased,(lhear)
esthatorforsamplesize nb25
Writing
x =u+~
where y isthereducedvariablecorrespondingto
% =u+~i.
(C2)
weightsodetermined
order-statistics
(C3)
x, onealsohas
(C4)
where yl~y2~. . -~Yn arethe n orderstatisticsofa sample
of size n fromthereducedistributionq (-e-y),freeofparam-
eters.Itfollowsthat
2%%isproblemhasbeentreatedby generalmatrixmetiodsby ILoyd
(ref.16). He obtainedthesolutiontoa setof equationsequivalentto
sets(C7)and (C9)below,buthisresultswereexpressedinverygeneral
notationandarenotinconvenientformforusehere.
--—. .—_.. .- —. — ..— —. ——— ——.
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E(~ = u + ~E(yi) (c~)
sinceu and ~,thoughunknown,areconstantsnotsubjecto sampling
variationwhentheoperationofexpectationisperformed.Thevalues
E(yi) havebeentabulatedinreference1?
n= 1(1)10(5)60(10)I@.26
Theseresultsgivereadily
Thisisrequiredtobe an identityforall
and ~. Equatingtheircoefficientsgives
weightswi:
n
E Wi=li=l
l=L
for i = ‘n(l)min(l,n- 25),
5p=u+PYp (c6)
valuesoftheparametersu
thetwoconditionsonthe
~ E(n)%=n? J
(C7)
wherethe E(yi) arethenumerical
Turningto thevariance,there
valuestabulatedinreference17.
isobtained
n
var.(L)= E w?”.; + 2 ? Wiw,”qx,i=l j=li=l
i.+il
26Thenotationinthetableciteddiffersfromthatusedhere:
E[Yi) inthisreportcorrespondsto E(Yn-i)inthetable.
.
..
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Fromeq&tion(C4)andthepropertiesofthevariancesandcovariances
oflinearestimators,
%2=p%yiz=&Ji2
makingan obviousimplificationinnotation,whence
(x )
Oi%iz+ ~ ~’ cr~jw~w_JppVn=var (L)=
= Minimumsubjecto conditions(C7) (c8)
Thisisa constrainedmintiumproblemforvariationintheunlmownw+
andisequivalentto findingthe(unconstrained)
‘1 = (x isi j)~2+~(~wi -“:”i2+ Zz” “w
-1.
minimum0+’
)[1 + wl~~(yi)wi 1-Yp
where 1 and pl aretheLagramgemultipliers.Since ~2>0 is con-
stant,thoughunknown,thisisthesameasminimizing
27~e t~orw mtationw md P1 shouldnotbe confusedwith
thesymbolsformoments.
. .... ...–.~-—. —.— --- ._. —— ——-. — ..——— —-———
.——. —-
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where A / /. xl p2 ad ~ = ~1 62. Settingthederivatives
to wk,where k = 1,2, . . .,n, eQud_toO anddividing
n
x
t
uk2wk + Umwi+ A+ @(yk) =0, k=l> 2Y
i=l
NACATN3053
withrespect
by 2,
. . “)n (C9)
(i#c)
Theselatter are n linearequtionswhich,withthetwoincondi-
tions(c7),forma simultaneoussystemof n + 2 equationsinthe
n+2 uIiknoWnSWI> w2J..-y
‘n> A,and p. Thevaluesof A
and ~ areuseful~as a check,sficejH equation(C9)M ~tiplied
by wk andsummed,theresult,inviewof conditions(C7)whichthe
vi’s satisfyandequation(c8),is
vn,min+A+pyp=o
that is,
Theminimum“valueVn ~ willbe denotedby ~.Y
Beforesolvingthesets(C7)~ (C9)it~ ~cess~ ~ de~
thecoefficientsintheselinearequations.Thevd.ueSOf E(yk)are
tabulated,asalreadymentioned.Thevariancesandcovazz&mcesak2
~a Cm involvecomplicatedintegrals.Theauthorhasbeensuccessful
b expressingtheseinte@’alsintermsofsiqpleronesalreadytabulated
(ref.18). TIEresultsare,forthe-~es~
.
.,
.
.i2=E(Yi2)- ~(Yifl2
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.
t n-i
()
.
E yf2 =
E(i- l)~~n- i)!~.
(-l)crn-ig2(i+ r)
*
i=l,2, . . ..n
where
[
~2
)]~(i+r)= ~%+(y+l.ogei+r2
ana7 = Ner’s constant = 0.577=56649. . .;and,forthecovariances,
‘i j = E(YtY3)- E(Yi)E(yj)
j-i-1 n-
n!
1? (.l)HS~‘(yiyj)= (i- l)!(j- i - l)!(n- 3): r=o S=o
%
ii-i-~sd~(i+ r,j - i - r+ s)
i<j; i,j=l,2, ..., n
.
wherethefunction@ isdefinedby
2tu@(t,u)= (u- t)+(t+ u)+ tp~l(tg2- ( ;)+ $2L1+
in which ~ isthesamefunctionasbefore,
@ = * (7+ loget)
. . ..— — ——.——..-
—.—..—— _ ...
——. — -—– —. .— .
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and
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,,
L(l+ X) =
isSpence’sintegral,which
I-2places)inreference19.
sionforthemeans:
r (-l)W1#l
n=l n?
X2
()
~(logex)2+T-L l+:
hasbeenmost
Thefunction
extensivelytabulated(to
gl alsooccursinan expres-
n!
E(Yi)= ~ (-l)r%n-’~~(i+ r)(i-l) !(n-i)!ra
Theaboveformulashavebeenevaluatedasfaras n = 6 andthe
resultsarelistedintableII. Thevaluesinthetablearebelieved
tobe accuratetothenumberofplacesshown.Thoseforthemeans
agree(towithina unitintheseventhplace)tothesevenplacesto
whichthemeanshavepreviouslybeentabulated.
TableIIthusprovidesthecoefficientsinthesystemof equa-
tions(C7)and(C9)intheweightsWi amdin A and p. Theright-
handsidesofthese n + 2 equationsare1, gp,O . . .,0 andthe
solutionsWi, x, and p arelinearcortibinationsofthesewithnumeri-
calcoefficientswhichinvolveonly ai2, ()uijj@ E Yi ,butnot yp.
Hencethesolutionsarealloftheform
‘i = ai+ biyp, i=l,2, . . ..n
A=cl+qyp
P = C2+ 9P
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Substituti~thesevaluesof wi inequation(c8)yieldsan expression
oftheform
~ = vn,* = (b )Yp2+ qYp + Cn P* (Clo)
Thequantitiesai and bi fortheweightsWi,andthecoefficientsAn,
~, and Cn of ~, aregivenintableI for n = 2 to 6. Thesolution
ofthesystemof equationsbecameincreasinglyengthyforincreasing
valuesof n,withcorrespondinglydiminishingaccuracy,sothatthecom-
putationswerediscontinuedbeyondn = 6. Theproceduresforhandling
sampleslargerthsm n = 6 areexplainedinthemain-textofthisreport.
,,
. .. -- . —— ..———.—
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APPENDIXD
SEORT-CUTMETHODFORVERYLARGESA&W
Ifonehasa sampleofseveralhundredormoreetiremeobservations,
asmaysometimesbe thecase(e.g.ref.6,wherea sampleof48’3exlmemes
wasanalyzed)itispossibleto selectjustthree”outofalltheobserva-
tionsandfromthemobtainusefulestimators.
Tbistechniqueisbasedona methodusedbyMosteller(ref.20)for
samplesfromthenormaldistribution.Ifthe n samplevaluesfroma
(continuous)populationwhosedensityis f(x) whenarrangedinascending
orderaredenotedby theorderstatistics~, q, . . .,~, and n is
verylarge,theapplicationfMosteller’smethodinvolvestakingthe
observation=whoseranksare
with A, K,and V suitably
?ul,p, and vn,where
detemined,andchoosing
o< A<p<v<l
a and b sothat28
(Dl)
isan (asymptotically)Unbiasedestimatoroftheparameter ~p= u + mp.
(Thereason~orchoosingthisparticularformisdiscussedbelow.)
The mean andvarianceoftheestimator‘$ inequation(Dl)arecom-
putedfromthecorrespondingmomentsoforderstatisticsoftheform Xti,
with n verylargeand A a properfractionottoonearO or1. Under
thesecimumstancesthetheoremusedby Mostellerstatesthatinthelimit,
as n increasesindefinitely,
(1) ~ becomesnormallydistributed,withmeanandvariance
E(xw) = tx (D2)
O-2(%).’~(l- X)2[(q (D3)nf
J
t~
where ~ isdefinedby A = f(x)ax,and .
-co
28When(aswillgenerallybe thecase)theranks In,W, &d vn
arenotintegers,theywillbe deftiedtobe thenewest~tegersto
thesequantities. .
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(2)Thecovarianceofanytwoorderstatisticsx~ - xp)
A c p, isgivenby
( X(1- p)~ov x~##J = qqf ($J
where tw isdefinedsimilarlyto ~.
For ? inequation(Dl)tobe @iased inthecabewhere f(x) is
theextreme--uedistribution,
m) =Ep=U+llyp (D5)
mustbe an identityin u and ~. It isfirstnotedthat,frompre-
viousdiscussioninthetext(seethesection“Extreme-ValueDistribution
anaMeaningofParmeters”), theparameter ,~p ispreciselytheabscissa
oftheordinatewhichcutsofftheaxea P totheleft.Henceonehas
Shply
Eqp&tions(Dl),(D2),and(~) thengive
.tp+b(tv - ~) =U+ PYp
or
fromwhich,uponequatingcoefficientsof u and P,
a =1
}
Yp - Yp
b=
Yv - Y~
(D6)
(D7)
—.———..——
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Inprinciple,thefractionsA, W,and v mightbe determinedsoas
tominimizethevarianceof ~ andthusmakeitsefficiencya maximum,
butthiswouldrequireveryerbensivecomputationwhichwouldnotbe
warrantedonaccountofthe-”limitedimportanceofefficiencywhenthe
availablesampleisverylarge.(Forexaa@e,a 50-percent-efficient
estimatorwitha sampleof 1,000givesresultsequivalenttousinga
sampleof ~0 - stilla verylargessmple.29)Insteadconsideresti-
matorsof ~p oftheform
(D8)
where ~ and ~ areestimatorsofthetwoparametersU and ~ that
involvethefewestpossible?m.uiberoforderstatisticsXSn withoutundue
sacrificeinefficiencyas computedforindefinitelyargesamples.The
aimisto find,witha minimumamountof conqnztation,separateunbiased
estimators6 and ~ oftheparametersu and ~,eachofwhic”hhas
minimumvarianceorbestefficiencyinsomesense,inthehopethatthe
linesrcombination(D8),whichwillalsobe unbiased,willturnoutto
haveefficiencywhichisnotunreasonablysmall..Thisisa heuristic
method,sincethefactthat C @ S areefficientdoesnotimply
thattheticoribination~+ yp~ is“efficient.Betterestimators
probablyexist,butobtainingjustoneofreasonableefficiencyis
satisfactory.
Itturusoutthatthemodalparameteru canbeestimatedby a
singleorderstatistic.Guabelhasshown(ref.21,eq.(50))thatthe
valueof p for,which ~ best(i.e.,withtheleastvarianceormost
efficiency)estimatesu is p = 0.20319.Forsimplicity,therefore,
replacefi inequation(D8)by
a=%.20n (D9)
29Theseconsiderationsassumethatthessmpleofdataisalready
athand,perhapsby a surveyalreadymade,suchastheU. S.Weather
BureauThunderstormProjectmentionedinreference6. Of course,if it
isa questionofp~ing forthesecuringofdata,itisdesirableto
useas efficientanestimatoraspossible,butinthatcasetheinves-
tigationwillrarelybe sufficientlyetiensivetoprovidesampleslarge
enoughforthemethoddescribedinthisappendixtobe applicable.
.,.
.-
—.
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Thescaleparameter~ requiresat leasttwoorderstatistics,or
rathertheirdifference~ - Xm, forestimation,multipliedby a
suitableunbiasingfactorwhichwillbecomeabsorbedintheexpression
for b W equations(D7).A considerablenuniberoftrialsindicate
thatthepairofvaluesX = 0.03 and v = 0.85 givesan estimate
of P withefficiencyprobablyclosetothemaximum,ifnotactually
msximum.Sinceverypreciseresultsarenotbeingsought,thispair
ofvaluesisadoptedhere. Thusequation(Dl),inviewof equa-
tions(D7),becomes
&xo2m + 0.3256(YP+ o*4’7’59)(~o.~n
. - ‘0.03n)
Thevarianceofthisestimatorisobtainedfromtherule
whichaftersimplificationgives
Uqf)=8.6g16d2- o.0681a+1.5442
.
where
d=
Since ~ isunbiased,a
by dividingitsvarianceinto
0.3256yp+0.1549
(D1O) .
(Dll)-
measureof itsefficiencymaybe obtained
theCrsm@lao lowerbound ~
eq.(19)andaccompanyingtext;numericalvaluesaregivenin
Q. columnoftableII1(a)).Theresultsareas follows,for
v%luesof P of interest:
I P I Efficiencyof ~
0.95 0.645
.99 .649
.999 .652
1 (Mmiting .660
value)
.
(see
the
several
_ —-—— .- .— ———..———-— — —-
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Thus,thislarge-samplem thodofestimationisslighlilyessthantwo-
thirdsefficient.However,asnotedabove,suchapparentlyloweffi-
ciencyneednotbe a seriousmatterinpractice.
For
here.
(1)
fromthe
andthen
. (2)
convenience,a summaryofthemethoddescribedaboveisgiven
Arrsmge~ n observations(assumedtobe independentand
sameexkreme-valuedistribution)inorderof increasingsize,
rankthemfromlto n.
By handormechanicalsorting,selecthethreeobsemations~
whose ranksarethenearestintegersto 0.03n,0.20n,andO.@n. Denote
theseby ~.03n~ %.2on’W %.@n”
(3)Computethepredictedvalues~, forvariousprolxibili~
levels P,by formula(DIO).
(4)Foreachvalueof P
(5)-e thesquareroot
mmputethevariancefromformulf3(D@.
ofthevarianceb obtainthestandard
deviation.Thisgi~esthehalf-widthofthe@-percentconfidenceband,
sinceforlargesamplesthedistributionf 5 approachesnormality.
Similaxly,twicethestandardeviationdeterminesthe~-percentconfi-
denceband,and2.58standardeviationsdeterminethe%-percentband.
(6)obtaintheefficienciesby dividingthevarianceintothe
Cra&r-Raolowerbound ~ h tableIII(a).
.
.
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ANALYSISOF com~cE INTERVALSIN
METHODANDME’I!EODOF MOMENTS
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ORDER-S-TICS
OFGUMBEL
ConfidenceIntervalsinOrder-StatisticsMethod
(BasedonNormalityAssumption)
In thetext (see rule (~)b thesection“SummaryofProcedures”)
theconfidenceintervabgivenforvariousconfidencel velsinthe
proposedmethodareobtainedby layingo~fa certainuder ofstandard
deviations,computedfortheestimatorFjp,on eithersideoftheesti-
matedvaluegivenby thefittedline.Ifthisisdonefordifferent
valuesof P andtheendsarejoined,as fifigure4, a confidenceband
isobtained.Thentier of standardeviationsgiveninthemethod-
onefora confidencel velof68percent,twofora leve-lof95percent-
isbasedontheassumptionthattheestktor 8P is11.o~y dfitributed.
The purposeofthissectionisto investigatehisassumptionmoreclosely.
Itwillbe recalled
thesampleintoa nuuiber
ferent~size(seetext.in
Then ~p canbewritten
where ~ istheaveraze
thattheestimator~p isobtainedby splitting
ofequalgroupswithperhapsa remainderofdis-
connectionwitheqs.(22),(25),and(26)).
(eq.(26))
$P= t~+ t’T’
of a certainlinearfunctionofthesamplevari-
ables(eq.(22) takenoverthe k sribgroups,T; isanotherl-hear
function,and t and t‘ areconstants.Thus gp isthesumoftwo
parts: (1)An averageof k independentrandomvariables(tTi)30all
withthesamedistributiona d(2)a singlevariable(t‘T’)witha some-
whatd.ifferentdistribution.By thecentralimittheoreminprobability
(ref.11,p. 215),accordingtowhichtheaverageofa nuuiberofrandom
variableshavingthesamedistribution(withfirsttwomomentsexisting)
isasymptoticallynormalasthenumberofvariablesincreaaesindefinite~,
thefirstparttiapproximatelynormalforlargevaluesof k. In fact,
3°Theseva.&blesareindependentbecausethesubgroupswereassumed
tobe formedindependently.
.— .—__—
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extensiveexperiencehasshownthata normaldistributionisoftena
remarkablycloseapproximationevenifthenuniberofvsriablesk iS
under10. Furthermore,thefirsttwomoments(actuallyall)ofeach
variableTi certainlyexist- infacttheproposedmethodisbased
upontheircomputedvalues.Hence, itissafeto saythatfor k = 10
ormorethefirstpartisverycloselynormal.Thesecondpart (t’T’)
isa vsriablewhichhasthesamegeneralcharacteras Ti (aweighted
sumoforderstatistics;eeeq.(25))andhenceis~believednotto
impairsignificantlytheapproximatenormalityof ~p. Itsinfluence
islikelytobe small,especiallyifthenmiberof othervariablesk
islarge.
Forsamplesaslargeas100, k =.16 ifbrokenintosubgroupsof6,
ork= 20 ifbrokenintosubgroupsof5. Sincethesevaluesof k me
considerablysrgerthan10,thepre~edingdiscussionshowsthatitis
quitesafeto assumenormalityfor Ep forsamplesof100ormore,so
thatthecorrespondingmultiplesofthestandardeviationgivenabove
aresufficientlyaccurateinsuchcases.Infact,itislikelythatthe
normalapproximationremainsgoodforpracticalpurposesdownto samples
of50or60,becoming,of course,worseasssmplesizedecreasesstill.
further.However,intheabsenceofknowledgeabouttheexactdistri-
butionoftheorder-statisticsestimtor ~p forsmallersamples,the
normalapproximationisapparentlytheonlysimpleoneavailablefor
determiningconfidencelimits.Itmaybe notedthatapproximatem thods
srealsoinvolvedindeterminationof confidencelimitsintheGumbel
method.Thispointisfurtherdiscussedh thefollowingsection.
ConfidenceIntervalsforLargestExtremesinGumbelMethod
Gumbel’sderivationof confidenceintervals..Thepurposeofthis
sectionisto inquireintothetheoreticalccuracyoftheconfidence
intervals(orconfidenceband)givenforextremepredictionsinGumbel’s
method.
IntheGtielmethcdthe68-percentconfidence-intervalhalf-width
forthelargestina sampleof n extremesandforalllargerpredicted
values31is,inGumbel’snotation.(tableVII(b),sec.IV),
3%hat is,forallvaluesof P beyondn/(n+ 1),whichisthe
probabilityassigaedto thelargestvalueinthesample,~. For
smallervaluesof P, theconfidenceintervalisgivenby a different
methodwithwhichthisreportwillnotbe concernedinasmuchasthe
primaryinterestis inlaxgevaluesof P correspondingto extreme
predictions.
.
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1.141
%,n=y= 1.141p;p =1/a
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(El)
where ~ isthescaleparameter(orrather,am estimateof it)ofthe
extreme-valuedistributionfromwhichtheobservationsareasswedto
come.Toobtatitheconfidenceintervalfora givenpredictionprob-
abilityP~n/(n+ 1),thevalue &,n isaddedto,andsubtracted
from,theestimategivenby Gu.uibe~,denotedby himby x (tableVII(b),
sec.III)andinthisreportby ‘$G.Gumbel’s(68-percent)confidence
intervalforpredictionsbeyondthelargestobservedexkreme~ is
thusgivenby
‘$Gt 1l141j3 (E2)
where f3isthescalepsmameter(oran estimatethereof)oftheextreme-
valuepopulationfromwhichtheobservedextremesx havebeenassumed
to come:32
F(x)= O(y)= exp
Themultiplier1.141usedforthe
by settingC = 0.68 andSOIVi~
()-e-Y , y= (x- u)/p (E3)
68-percentconfidencebandisobtained
for y theequation
o(y)- 0(-y) = c (m)
whichisparameterfreeandgives y(C)= Y(O.68)= 1.14073(ref.13,
p. 6). Thus
y = -1.140~ to y = 1.140m (E5)
32Fromthetheoryofextremevaluesthedistributionfthelargest
oftheobservedvalues~, ina sampleof n extremes,isexactlyan
extreme-valuedistributionthathasthesamescaleparameter~.
\
.J
>
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istheintervalforthereducedvariatethatcutsoff(orcorres~ndsto)
a centralareaof0.68undertheextreme-wluedensitycurveshownin
figure2. Thecorrespondingintervalthatcutsoffthesameareaunder
theoriginal(unreduced)x-distributionthushaswidthgivenby the
values(E5)multipliedby thescalefactor~, since
x= U+yp
Thehalf-widthistherefore1.l@~13,thatis,eqyation(El).
Thefollowingdiscussionindicatesthatthismethmlof obtaining
confidenceintervalsis inaccurateintworespects:(1)Theconfidence
inte~ isof constantinsteadof increas@widthforlargevalues
of P; (2)thescaleparameterusedisnotstrictlyapplicable.
Constantwidthof confidenceinterval.- ThemethodofGunibelof
obtainingconfidenceintervals(E2)treatstheestimator~G asthough
ithasanextreme-valuedistributionwiththesamescaleparameter~
aa inthepopulationunderlyingtheobservedextremes~ (includingthe
Wgest extreme~). Thisassumptioncannotbe consideredstrictly
valid,sinceit impliesthattheconfidencewidthremainsconstantfor
alllargevaluesof P, as equation(El)doesnotinvolveP. Inother
words,thisassertsthatfroma sampleof20 observationsor even100,
forexample,statementscanbemadeabouteventsthatwilloccurwith
probabilityoneina millionorbillionandyethavethesameuncer-
taintyOfOIlly&,n inthepresentestimatefor x asforpredictions
abouteventswithprobability,say,1 in1~. Itdoesnotseemreasonable
that a limited
extremelyrare
uncertaintyno
Thislack
samplecantellanythingatallmeaningfulaboutsuch
events,letalonepredict.hemwiththesameammnt of
matterwhattheprobabilityofoccurrence.
of~eement withcommonintuitionindicatesthattheGumbel
esttiter :G -=:+yp~ cannotbe treated,foralllargevaluesof P,
as ifithasanetireme-tiuedistributionwithconstantscalepsrameter.
Besidestheseconsiderations,thereissnothereasonwhytheGumbel
estimatordoesnotitseMhavean extreme-valuedistribution,atleast
forlargesamplesofdata.Theestimatorisa samplecharacteristicof
theform
(M
.
aQ
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where k isa constantforgivm valuesof P. and n. Theappropriate
distributionf suchan expressionforlargesamplesisgivenby a general
limittheorminprobabili~(ref.11,p. 367)totheeffect hatunder
broadconditionsanyssmplecharacteristicbasedonmomentssuchas ?G
is,forlargevaluesof n, appro-tely normallydistributed.Thusfor
largevaluesof n theGumbelestimator(E6)shouldbe consideredtobe
approx~telynormal,withvariancegivenby an expressionwhichincreases‘
as %2 for P and ~ large.Moreover,thiswouldyielda confidence
bandthatdivergeswithticreasingP, avoidingthedifficul~ofthe
parallelcurvesmentionedabove.
Scalepsmmeter.-~I&ttleisknownabouttheexactdistributionf
theGumbelestimator~G,particularlyforsmallsamplesizes.Yet
evenifItwereane.xbreme-vsluedistribution(oftheformofequa-
tion(E3)),itwouldseemthatitsscsleparsmeterwouldnotbe ~ but
a certainmultipleof it, ~, foundbelow.Thismultiplemaybe deter-
minedby consideringtherektionAbetweenthevarianceofthedistribu-
tion(assumed-reme-Val.Ue)of ~G andthescaleparameter~1 ofthis
distribution:
1-(2#(~G)‘@12
Eutthereisavailableanapproximateexpressionfor
equation(I!6)inappendixB. Thisisoftheform
2(;G)= q(Yp)~2
(E7)
theleftside,nsmely,
(E8)
where p isthescaleparsmeteroftheorigi?ial.(extreme-value)
x-distributionand q(yp) isa quadraticexpressionintheprobability
factoryp withcoefficientsinvolvingthequantities~2(s)-d
cov (T,s), whose computationby ~tiical-sQl@ is ~ icated~
appendixB; maybe regardedas a lmownvalue~ $
~(yP) depending
on P. Hence
(E9)
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Substitutinginequation(E7)gives
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(E1O)
whichdefinesthemultiple~. Thustheconfidence-intervalhaH-
width(El)nmstbe replacedby
A’ =1.144P (E@
wherenow A‘ isno longerconstantwith P but,onaccountof Bp,
act@ly increasesveryrapidlyforlmge valuesof Yp corresponding
tovaluesof P near1. Thusa modifiedconfidencebandisobtained
whosedivergencestatesthattheamountofuncertaintyincreaseswith-
outlimitas oneattemptsto estimateincreasinglyimprobableevents.
Thisalsoavoidstheconflictwithcommonsensementionedinthesec-
tion“Constantwidthof confidenceinterval.”
Theactualvaluesof ~ areof interestandaregiveninthefol-
lowingtableforseveralimportantvaluesof P andforthethreesample
sizes–forwhichtheywerecomputedinappendixB:
P + = # % = gp(%)/P~”2
n=10 n=20 n.30
0.95 0.749 0.560 0.458
.99 1.093 .825 .673
.999 1.593 1.208 .985
Inthistablethevaluesof ~ lessthan1 indicatethatthe
modifiedconfidenceband(eq.(EIJ-))isbetter(i.e.,narrower)than
theGumbelconfidencebandandviceversaforthevaluesof ~ greater
than1. Thus,themodifiedbandis indicatedtobe considerablybetter
intheregionP = 0.95to0.99 forsamplesof20and30. Forsamples
of10,theadvantageislessat P . 0.95 andbecomesreversedinfavor
oftheoriginalGunibelconfidencebandfor P = 0.99 andhighervalues.
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Theabovecomparisonremainsexactlythesameforanyotherconfi-
dencelevel,itbeingmerelynecessarytoreplace1.141inequations(El)
and(E@ by thecorrespondingvalue y(C) determinedfromequation(F&).
Thus,forthe9~-percentlevel,Y(O.95)=3.06685 (ref.5, lect.3,
table3.1).At eachleveltheconfidenceintervalsofthetwomethods
areaffectedinthesameratioby suchmultipliers;thatis,theirratio
to eachotherremains~, regardlessof confidencelevel C.-
ComparisonofConfidence
l
andMethodof
Intervalsin Gumbel
OrderStatistics
Method
TableIX showstheactualconfidenceintervals(intermsofthe
scaleparameter~)forthetwolevelsC = 0.68 and C = O.% for
theGumbelmethodandasmodifiedby thefactorBp andalsocompares
these(whereapplicable)withtheintervalsgivenbytheorder-statistics
method. Exceptforsamplesof10,forwhichtheGumbelintervalisapt
tobe narrower,themodificationdenotedby ~, discmsedinthepre-
vioussection,reducestheintervalwidthfor P = 0.99 (andless)by
significantamounts- by aboutone-sixthormoreforsamplesof 20 (col-
~ 5 ~ 6)~d by aboutone-t~ ormorefors~les of30 (coI.umDs8
andg). Theseresultsme of courseimpliedbythevaluesof ~ given
& theprecedingsection.Also,theorder-statisticsconfidenceinterval
isnarrowerthanthe(unmodified)Gumbelintervalinmanycases,for P
notbeyond0.99andsamplesizenotbelow20. However,itincreases
beyondtheconstantGuuibelwidthforlargerprobabilities,inagreement
withtheoreticalrequirements.-At P = 0.99 or less,therearetwo
additionalfeaturestobenoted. (1)Withincreasingconfidencelevel,
thenumericalfactorintheGuuibelinterval&,n increasesfmter in
eitherthemodifiedintervalA’ or intheorder-statisticsnterval
(denotedby ~ intable~), sothatboththemodifiedmethodandthe
order-statisticsmethodreducetheconfidenceintervaloftheGuuibel
methodby constsatlyincreasingpercentagesa theconfidencelevel
increases.Forexsmplejfor P = 0.99 andforsamplesof 20theorder-
statisticsintervalisabout11percentnarrowerthantheGunbelinter-
valfora confidencel velof68percentandabout30percentnarrower
fora levelof 95percent(columns5 and7). (2)Similarly,theper-
centagereductionincreaseswith”samplesize. Thus,for P =0.99 and
a confidencel velof68percent,thereductionsare~,percentfor
samplesof20and29percentforsamplesof30 (co1- 8 and10).
. — ——.—..——— —_
-————-
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‘aCradr-Raolower bound ia ~ = Q@ where q = (0.60793YP2+ 0.51404YP+ 1.1-M5)B2 ~
n is segple ,gize.
c1
bhese give the variances of the order-statistics estlmtm of the parameter U. *
~
C!me variances for P - 1 ere all infinite. Ewressing themby mans of the dominant
term in ~ permitsfindingtheirratiosto obtainthe efficiencies. Also, the coeff~ci~ts
“~
In yp2 are the veriancea for the order-statisticsestimatorof the psxsmeter B.
T
.
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TAELEm - Concluded
VARDJiCE3 AND EFFICIkNC~ OF ~-VARIANCE, UNBIASED, LINFAR, 0RDEW9TATISTICS
EW’IMWUR L = & OF TID?PMAMYEZR ~p FOR SELECTEDPROBABILmy LEVEG3 P
M’DFORSU SIZE 11.2m6
(b) Efficiencies
P Yp %=$%/%2 ~=$++j Ek = ~ %+,$ ~=$q~ %=@/Q6
o;;;7% o ao.wm ao.9173 ao.!W5
.087!-2
%.582
.8859
%; 96;:
.!YEl .9612 .9708
.50 .36651
.60
.9737
.67173
.9Q54 .9872 .9894 .9939
.9662
.9737 .Rm. .981.3 .9E56
.70 1.03093
.m .9284
.&
.9450 .9548 ,9613
1.49394 .785I. .%41 .8977 .9170 .9297
.93 2.2937 .6722 .7882 .84m .8702 .@l
.95 2.97020 .@99 .7425 .8C40 .8404 .8547
.975 3.67625
4.60016
.5717
:%?
.7&13 .8205 .@t75
.99 ,5399 .7592 .&).27 .L&m
.999 6.90726 .4993 .6527 .73Q5 .7782 .8107
1 (m) b.4270 b.5879 b.6746 b.729S b.7678
aThesegive the efficienciesof the order-statisticsestbator of the parameter u.
%Lmiting efficiencyas P approaches1. Thesevaluesare also the efficienciesfor
the estimatorof the parameter p.
“v
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TmLEIv
EFFICIJ3NCYOFOROER-S_TI~ IWTMNIOR.SFORVARIOUSAMPLE
SIZESn.lan+m’ PAR!ITTIONED111’NlSUEGRIUI%As
INDICATERFOR P= O.99~P =1
EYficiacy, Efficiency,
n km+m’ percent n km+m’ percent
P = O.ggP=l P = 0.99P=l
2orkx2 *.O 42.7 21 3x6+3 73.6
3orkx3 g.;’ 58.8 22 3x6+4 E:: 74.9
korkx4 67.5 23 3;; :5 i?Q.6
5orkx5 &:3 24 83.2 %:
6orkx6 83.2 g:: 25 5X5 m.3 ~.o
1X5+2 60.7 26 4x6+2 g.; ~.;;; 70.5
1x6+2 63.8 a 4x6+3
9 1x6+3 ::: 69.7 28 4x6+4 81:9 :
10 2x5 . ~.o 29 4;4;5 g.; z.?
30 . 76.8
11” 1x6+5 81-.9 7’5.0
12
% 5x5+6 80.8
2x6 83.2 76.8 32 5x6+2 80.5 %:
13 2x5+3 69.1 33 5x6+3 8& 74.7
’14 2x6+2 ~:: 66.7 * 3;:;4 ~.3 g“;
15 3x5 . 73-0 ?35 . .
16 2x6+4 81.3 74.2 36 6x6 83.2 76.8
17 2x6+5 82.3 75.6 37 7x5+2 78.2 70.3
18 3x6 83.2 76.8 38 6x6+2 80.9 73.7
19 3;:;4 79-3 39 6x6+3 81.9 75.0
20 80.3 g:: ’40 8x5 80.3 fi.o
... .......... .... ....
61 UX 5+6 80.6 73.3
9
‘+&’-’
% partitionis 7 = 1x k + 3,thenefficienciesare72.7percent
for P . 0.99and 63.4percentfor P = 1.
b~ ~iti~ h 8 = 2X 4,thenefficienciesare75.9percent
for P = 0.99and67.5percentfor P = 1.
‘Ifmition is 14= 2x 5+ 4,thenefficienciesare7’9.1percent
for P = 0.99and71.3percentfor P = 1.
‘E partitionis 35. 5x 6+ 5,thenefficienciesare82.8percent
for P = o.ggand76.2percentfor P . I.
‘Ifpartitionis 40= 6x 6+ 4,thenefficienciesere82.4percent
for P . 0.99and75.7percentfor P = 1-
.
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!r!4Bm V
BIkm3, MEAll SQUIRE EKFm3, Am RxIAmvz EmKl~ OF Pmx02ED ORDER-a-w HtmaTOR %
!Io Gm!EBLwmwl—oR la,wDoliBmuoALEA14P’m REs’oLm omAItmJFROM IiSAWLES,
Fmp. o.95mamm8mn -1.0,20,m30
BLas,unitsof P Men 6- errorJME) ,
(average+dua foreaoh Relatim *iCiEIX7Y,
Set
set of I.00Sqlee) (av-w%l$fo: eaoh R - I%E/Qa
:lm a
‘7’ ~
set Or m EWQbS)
eaoh
nmlO, J& ;:,% ;:% ;:g :; :G&z#l : :f$%a, : :~;,ka2n-29, n.
n = 1,2C0 H.&a
.Q @ @ @ @ @ @ @ @ @
1 -0.25961-0,08075-0.o~~
2 -.26375
-J@@
o-mm WJPOJ o.327@ 0.%6 .1.1$)2 1.052
-.o#g 1.*8 .*98 1.1* .6X3 ,%26
3 -.16m7 -.l~
4 %% :%%! :;E8 :E%l
.$ml 1.@4 1.W
::22
-.05595 .E!47 1.240
5
1,3%
..20&g
6
.81749
-.lp~l
,qam .‘%9 1,222
-.llm 1;1&8
.%=53 1,156
7
1.U.I.
::%
.%7
; -.21479
.%3@ .977
.mm
10
.918
-.18!51 1.22y5
U ?&3
1.2%
-.ZZ%3 l.cx) 1.0%
M.
-.3=?5 1,02058 1.072
Amrac& -.21aq -.U4E4 -.@42 .95914 .20% .34940 1.018 1.119 , 1.133
ProportlanofBetsfavorabletoprqw=eedeetimdor(R > 1) go’utof12 9outor6 3outof4
7
% e@aation of Q, seeeq&ion (B8)inappendixB W accxqanyingMsoussion. ~
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TABLEVI
BIASANDEEl?ICIENCYCHARACTERISTICSOFORIGINAL
SIMPLIFIED(ASYWIDTIC)FORM~G,FORSAMPLESIZE n . 10,20,AND 30
AND n ~, FOR P = 0.95,0.99,AND1
Relativeefficiency
Bias, Variance; Means usreerror?)m, oforder-statisticslmitsof p unitsof f32
P
estimatortoGumbel
unitsof pp estimator,R = ~E/Q8
‘G,n ~G ‘G,n &G ~G,n ~G ~G,n tG
@ @ @ @ @ @ @ @ @
n = 10 (computedfromempiricalssmplingresults)
0.950.64 -0.22 1.48 0.92 1.89 0.97 l.gg 1.02
.991.02 -.37 3.32 1.97 4.36 2.10 2.14 1.03
blew
.23YP-.Ogyp .15yp2.O&pp -20-YP2.09YP2 2.38 1.06
n . 20 (computedfromempiricalssmplhgresults)
0.% 0.42 -0.11 0.69 0.52 0.87 o.~ 1.83 1.11
.99 .66 -.19 1.56 1.X2 l.gg 1.16 1.96 1.14
bl.oo .15YP -.05yp.07YP2.05yp2.09YP2.05YP2 2.18 1.19
n = 30 (computedfromempiricalsamplingresults)
0.950.33 -0.07“ 0.43 0.34 0.54 0.35 1.76 1.13
.99 .53 -.12 .96 -75 1.24 .76 1.89 1.16
‘1-00lWp --03Yp“04Yp2.03YP2.06Yp2.03Yp2 2“E l.a
n infinite(computedfromtheo~)
0.95 0 0 0 0 0 0 1.237 1.237
.99 0 0 0 0 0 0 1.290 1.290
‘1.00 0 0 0 0 0 0 1.389 1.389
%?orvaluesof Q,seetableV,headingsforcolumns8,9,and10.
bFor P = 1,allquantitiesxceptrelativeefficiencyareinfinite.
forftiitesampl=size;I&pressingt-k intermsof yp (whichisalso’
infinite) permitscomparisonforvaluesof P veryne= to1.
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TAmEvII-Concluaea .-
PRoEAB~ al!’ExmEKm
(b)~~tiStlUli@d dewlation%Paramet rs,lineof
-- ~> W confidenceband
I.MeonondStotiordevlo~loro
N. 23 X(xp)=2~~2 z(x’p)- 2S.1326.
m.~~ Me~~. 1*0 0
‘- --b
ya. /.0927
ArbitroryMecm:~- , 0 (~= - 1.0547
TrueMem ~ =~ “ (C=f- 0.03fo )
N\(N-l) = StdndordDeviotlon:ex= o. ]9s0
II. l%mmetem:
0-. ~ 7. “ .328 3
l/oP **I.. .~ F. wo)=~
l/(avml@N- @“U376 U. IT- 1/0)=
-S:
. =mode
fi0T2: Umcr dgn usedfor moxfrrm,
Ioworllgn for mlnlma
III Line of Gpected Extremes:
93/7 +x- u: (Uo;y= . 0 Y
Y: -am 0.00 .2.25 4,s0
y(lfi]!-“3~~~ 0.00 . s4f/2 , 9020 l4059 .829#
x: l5709 %3/7 I4729=U=# . 1,8337,- %o
N072: VoIusnXmad x~ cr. for rafurnmrlti of 10 and Im
~ m/(@T) “ (m,wE Holf-width of 0.68269 Ccmfidence Send, mg = ~ Vii) [(W’q:
4(x) : .ICO .200 .W .400 A!@ .eoo .7W .63U .s50
.,*VT$: 1255 1.243 I.ae 1.337 I.443 1.598 1.835. 2241 f!.5e5
ux.:A!zzAMk.zA.!.zl~Aw!k ~~A~
ForIorgest volue, Au = 1.141 (W” d. 20s?
For next-to- Iorgest volue, Aw-, 0. 759#wl#(lm = 0. /369
Z. Expecfd Experne; In T periods (yeom, ktd: x,= X. +G (%-x=) :
T Z, z~~xm) %
Is .180— —
20 .306_—
25 .404— —
3a .4a3— —
35 .549—
40 E07 ——
45 .esa— —
w .703— —
Ploce:
T Z, z, (Xm-ti x,
60 .781 —
70 .847 — —
so .905—
90 .9.55-
100 1000 — —
Ito L041— —
[20 L078—
130 1.112— —
k-r % =.
T z, z,(xx&~) x,
140 1.144 _ _
Isa 1.173 ——
m 1296 — —
3m 1.469—_
WJ L582 — —
m 1.687 — —
?50 ta5e — —
000 1.990 — —
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EMPIRICAL SAMPLING VALUES @ FIR6T AND 9ECOKD KMK!13 W SAMPLE W ;
AND STANDARD DEKCATIOH EFORSAMPIW3 0Fn=10,20, AND30
COMPAFC30WITH COlwMPOmllw TBKIKwMCAL
VALUE WERE OHwUwUE
n=10 n=~ n.%
Estinwte (1,200 sample6) (6OQ samples) (400 Sqles)
of
En@rical Tkreticd Wl@rlcal Theoretical Enl@rical TheoretItal.
values values values Valuea Values values
E(7) 0.5698 0.57’72 0.5698 o.y7’p 0.$98 0.5772
2(Y) .l&3 .1645 .0884 .0822 .0535 .0548
E(s) 1.1656 ------ 1.22U ------ 1.2459 ------
~2(~)
.1321 ------ .07’75 ------ .0513 ------
U(y,s) .o&lo ------ .&38 -— --- .0297 ----.-
02
P
53mmIem OF OmFmEwE-lm!mv,w RAw-h’mlm FOR mmmm FRROI~IiE GIVRlBY GUMBELHED3JD,
BY mDmlml EmHOD, Am Kf Ommmwcmtma mm.oD, m akwIE3 OFn=lO, EO, AND 30’
MD FOR C~ IxvlMcma PEmcm?rAlm95muEwl’
n-lo n.20 nn~
Mcdlfietl Ordllr- MoMfid G-rder-G-dOel
ordcr-
P tilmi statistic Chlmbel statistice wel
IM’ified
Mtld stattitics
imthoa mtbd Iaethna mtind MtJ!&d
!mthcd
metlmd
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Figure l.- General form of extreme-value dtitrlbution (densi& func-
t ion, f(x))ahowlngrektionshipof pommetw 5P b other
Pa39mtera. ~p = u + Byp. (Adapted~m ref.6, fig.2,)
6?
) -1.0 0
i- xq
Figure 2.- Denslty function f(x) for extreme-valuedistributionwith
parameters fl=l andu=O. f(x) = eq (-x - e-x). (Adapted
from ref.6, fig.2.)
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Figure3.- Coqeri.son Of efficiencies of artier-statistics esti.mtor ~p
for samplesof sizes2, 3, k, 5, and6, or for ssmpks of any size
if broken into equal subgroups of 2 to 6. (Data from table III(b).) 8?
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Figure4.-Graphicalanalysisofa sampleof 23maximumacceleration
ticrementsbymethodoforderstatistics.(Datafromworksheet2.)
800
600
400
300
200
100
80
60
50
40
30
10
..
.
—
NAC!ATN3053’ 87
“
.
800
600
\
400
300
200
100
80
60
50
40
30
20
10
Figure5.-CoWarisonof ofier-statisticsandGumbelmethodsofanalyzing
a sampleof23msximumaccelerationi crements,howing68-percentcon-
trolcurves.Eightobservationsat lowerendomittedtoavoidcrowding.
(Datafromworksheet2andtableVII(b).)
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F@ure 6.-Comfmrisonof empiricalsemplin.gvaluesof relativeefficiencies E’
of propmed order-stattiticsestfmstorto Gunibelestimator,for P . 0.95
smds
T
le sizes n = 10, 20, and 30. (Data fYomtsble V, columns 8, 9, E!
and10. 3
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