

















до моделювання  інвестиційної  привабливості  підприємств.  Зок‐
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models, which  allows  to make  investment  decisions  in  conditions  of
incomplete and non‐uniform information, based on the methodologi‐
cal tools of fuzzy logic theory and neural networks.
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Інвестиції, як фінансовий інструмент залучення капіталу, є
домінуючим фактором економічного зростання переважної біль-
шості країн світу. Тому формування сприятливого інвестиційно-
го середовища, яке ґрунтується, перш за все, на правових засадах
та прозорих механізмах взаємодії між всіма учасниками інвести-
ційного процесу є одним з пріоритетних завдань уряду кожної
держави.
Особливо гостро це питання постало в умовах світової фінан-
сової кризи, коли нестача вільних коштів значно посилила кон-
куренцію на фінансовому ринку та підвищила вимоги інвесторів
до потенційних ділових партнерів.
Слід зазначити, що досить часто, крім правових та інституціо-
нальних чинників, на заваді розвитку інвестиційної діяльності
стає низька поінформованість потенційних інвесторів про мож-
ливі об’єкти інвестування. Це стосується, зокрема, процесу нала-
годження міжнародних ділових зв’язків і реалізації інвестиційних
проектів, які фінансуються за рахунок залучення іноземного ка-
піталу.
Для створення єдиного інформаційного простору на світовому
фінансовому ринку використовують різного роду рейтинги, які
дозволяють учасникам інвестиційного процесу проводити пос-
тійний моніторинг своїх інвестиційних портфелів, а також знахо-
дити нові об’єкти інвестування та джерела залучення коштів. Про-
те, в переважній більшості сучасні рейтинги мають вузькоспря-
мований характер (рейтинг інвестиційної привабливості банків,
страхових компаній, аграрних підприємств окремого регіону то-
що), що ускладнює процес прийняття інвестиційних рішень у ви-
падках, коли необхідно порівняти об’єкти інвестування різної га-
лузевої та регіональної належності, які виробляють/реалізують
різну продукцію.
Проведене авторами дослідження існуючих підходів до аналі-
зу та оцінювання інвестиційної привабливості підприємств пока-
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зало, що на сьогодні немає єдності у сприйнятті цієї економічної
категорії. Аналітики та науковці вкладають різний зміст у понят-
тя «інвестиційна привабливість підприємства» [1—12], а також
використовують різні концептуальні підходи та методологічний
інструментарій для оцінювання цієї характеристики економічних
суб’єктів. Існуючі розбіжності зумовлені, головним чином, бага-
тогранністю інвестиційних відносин. Адже кожен вид інвестицій
має свої особливості [13], а тому потребує використання відпо-
відних методів дослідження.
Водночас науковці та аналітики є одностайними у тому, що
аналіз потенційного об’єкта інвестування з точки зору його інвес-
тиційної привабливості є невід’ємною складовою інвестиційної
діяльності. Хоча встановлено, що функціональної залежності між
рівнем інвестиційної привабливості підприємства та його інвес-
тиційною активністю (кількістю реалізованих інвестиційних про-
ектів, обсягом залучених інвестицій тощо) немає [6, 11, 12].
Головним чином, оцінка інвестиційної привабливості підпри-
ємств впливає на формування ділових зв’язків об’єкта інвесту-
вання, а також інвестиційної стратегії й тактики всіх учасників
інвестиційного процесу.
В Україні найбільшого поширення набули інвестиції у формі
капітальних вкладень у створення нового та розширення існую-
чого бізнесу під реалізацію конкретних інвестиційних проектів.
Значною мірою це обумовлено недорозвиненістю фінансового рин-
ку, недосконалістю законодавства, що регламентує права інтелек-
туальної власності та високий відсоток правопорушень у сфері
купівлі-продажу нерухомого майна та землі.
З огляду на зазначене вище, у підґрунтя даного наукового до-
слідження покладено таке визначення інвестиційної привабливо-
сті підприємств: це комплексна характеристика, оцінка якої доз-
воляє потенційному інвестору сформувати попереднє уявлення
про спроможність об’єкта інвестування брати на себе деякі ін-
вестиційні зобов’язання та своєчасно їх виконувати.
У результаті порівняльного аналізу існуючих економіко-мате-
матичних моделей оцінювання інвестиційної привабливості під-
приємств автори дійшли висновку, що переважна більшість з них
не в повній мірі враховує вплив зовнішнього середовища на
об’єкт інвестування, зосереджуючи свою увагу, головним чином,
на дослідженні фінансових потоків потенційного об’єкта інвесту-
вання та його позицій на фінансовому ринку. Хоча соціально-
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економічна ситуація в регіоні, фінансово-господарські особливос-
ті роботи в певній галузі, динаміка ринку відповідних товарів
(робіт та послуг) значною мірою впливає на вибір сфери бізнес
інтересів суб’єктів господарювання, а також ефективність їхньої
фінансово-господарської діяльності.
Тож автори статті пропонують враховувати у процесі моде-
лювання інвестиційної привабливості підприємства критерії оці-
нювання не лише його внутрішнього, але й зовнішнього середо-
вища: регіону, галузі, товарного ринку, де об’єкт інвестицій реалі-
зує свою продукцію (рис. 1).
Рис. 1. Складові інвестиційної привабливості підприємства
Зазвичай на етапі «попереднього знайомства» з потенційним
об’єктом інвестування пріоритети інвестора щодо вагомості
різних складових інвестиційної привабливості підприємства не
визначені чітко або відсутні. Тому результати аналізу цієї ха-
рактеристики мають якомога повніше відображати всі переваги
та недоліки суб’єкта господарювання як на мікро-, так і на ме-
зорівні.
За таких умов найкраще підходить «паралельний аналіз», який
і покладено в основу комплексу економіко-математичних моде-










































У розробленому комплексі економіко-математичних моделей
оцінювання інвестиційної привабливості підприємств аналіз фі-
нансового стану вітчизняних суб’єктів господарювання прово-
диться на підґрунті дискримінантної моделі, затвердженої Мініс-
терством фінансів України. Основною перевагою даної моделі
перед іншими є те, що вона враховує галузеві особливості ведення
бізнесу. Зокрема, для різних галузей використовуються різні нор-
мативні значення показників ефективності діяльності підприємств.
У процесі аналізу інвестиційної привабливості товарних ринків,
де об’єкт інвестування реалізує (планує реалізовувати) свою про-
дукцію, інвесторів, перш за все, цікавлять такі питання, як рівень
попиту та пропозиції, а також інформація щодо потенційних кон-
курентів і наявності різного роду бар’єрів виходу на ринок. Для
дослідження динаміки попиту та пропозиції на певний вид товару
досить часто використовується концепція про життєвий цикл то-
вару. Основні її положення автори даної статті пропонують вико-
ристати і для аналізу інвестиційної привабливості товарних рин-
ків. Рівень конкуренції на ринку та наявність можливих бар’єрів,
зазвичай, регламентується нормативними документами на рівні
держави. Досить часто такого роду інформація має якісну форму.
На думку переважної більшості науковців, інвестиційна при-
вабливість регіону визначається рівнем його загальноекономіч-
ного розвитку, транспортною та фінансовою інфраструктурою,
якістю робочої сили, а також прозорістю та ефективністю роботи
місцевих органів влади тощо [5, 7]. Інвестиційний аналіз галузі
включає визначення рівня перспективності її розвитку, прибут-
ковості діяльності та інвестиційних ризиків.
Щодо існуючого інструментарію моделювання інвестиційної
привабливості підприємств, то на сьогодні в його основі лежить
переважно поєднання статистичних та експертних методів. Основ-
ними недоліками такого підходу є високий ступінь суб’єктивізму
та часткова неспроможність вирішення таких проблем моделю-
вання складних соціально-економічних явищ як багатокритеріа-
льність, неповнота та неоднорідність вхідної інформації, відсут-
ність бази для порівняння результуючих інтегральних змінних
моделі тощо. Враховуючи вище зазначене, існує потреба у пошу-
ку нових, адекватніших інструментів аналізу інвестиційної при-
вабливості підприємств.
Сьогодні все частіше для моделювання складних соціально-еко-
номічних явищ і процесів застосовуються нейро-нечіткі технології,
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які розглядаються як об’єктивна альтернатива експертним методам.
Так, до основних переваг використання логіко-лінгвістичних мо-
делей можна віднести те, що, порівняно з експертними системами:
¾ вони не мають обмежень щодо обсягу вхідної інформації,
тоді як фізіологічні здібності експертів не дозволяють їм працю-
вати з дуже великими обсягами даних;
¾ обробка вхідних даних проводиться виключно на основі
математичних і логічних перетворень, що дозволяє забезпечити
порівняно високий рівень об’єктивності результатів аналізу;
¾ застосування інструментарію теорії нечіткої логіки та ней-
ронних мереж дозволяє значно підвищити швидкість та якість об-
робки інформації;
¾ оперативність роботи такого роду моделей не залежить від
формату представлення вхідних даних тощо.
На думку авторів цієї статті, всі ці характеристики логіко-лінг-
вістичних моделей дозволяють у повній мірі врахувати основні
властивості інвестиційної привабливості підприємств у процесі її
моделювання. Тож саме нейро-нечіткі технології пропонується
використовувати для аналізу цієї економічної категорії. Нижче
наведено етапи моделювання цієї характеристики суб’єктів гос-
подарювання на підґрунті інструментарію теорії нечіткої логіки,
нейронних мереж та методу аналізу ієрархії (рис. 3).
У процесі фаззифікації (fuzzification) для критеріїв оцінювання
будується їхнє лінгвістичне відображення (лінгвістичні змінні).
Слід зазначити, що кожна лінгвістична змінна визначається
таким набором характеристик [14—17]:
>β< MGXP ,,,, , (1)
де β  — назва лінгвістичної змінної;
Р — множина значень лінгвістичної змінної (терм-множина);
Х — універсальна множина;
G — синтаксичне правило, на основі якого генерується терм-
множина значень Р;
М — семантична процедура, відповідно до якої кожному но-
вому терму, згенерованому на основі правила G, ставиться у від-
повідність нечітка множина, задана на універсальній множині Х.
Назва лінгвістичної змінної та універсальна множина зазвичай




Рис. 3. Етапи моделювання інвестиційної привабливості підприємства
Що стосується значень лінгвістичних змінних, то для аналізу
інвестиційної привабливості підприємств автори даної статті
пропонують використовувати упорядковану терм-множину зна-
чень (term set), яка складається з п’яти термів ),...,,( 521 ppp  —
«Дуже низький» ( 1p ), «Низький» ( 2p ), «Середній» ( 3p ), «Висо-
кий» ( 4p ) і «Дуже високий» ( 5p ). Терми наведені в порядку від
найбільш негативного до найбільш позитивного. Така терм-
множина значень є однією з найпоширеніших, коли для опису
лінгвістичних змінних застосовуються трапецієподібні чи квазі-
дзвоноподібні функції належності. Значною мірою це обумовле-
но тим, що зазначена вище терм-множина ділить відповідну уні-
версальну множину на дев’ять рівнів. П’ять рівнів характеризу-
ються абсолютною належністю значень вхідного критерію одно-
му з термів лінгвістичної змінної, а чотири описують проміжні
стани. Сьогодні дев’ятирівневий розподіл якісних оцінок вважа-




Крім того, така структура терм-множини є раціональною у
випадках економічної інтерпретації результатів моделювання на
основі рейтингового підходу. Адже такий набір термів дозволяє
поставити їх у відповідність певній рейтинговій шкалі, яка зазви-
чай складається з 9-ти рівнів.
Відповідність між значеннями критеріїв оцінювання та терма-
ми лінгвістичних змінних описується за допомогою функцій на-
лежності (membership function). Вид функції визначається влас-
тивостями об’єкта моделювання.
На думку значної кількості дослідників, для лінгвістичного
опису різних соціально-економічних явищ, які в своїй переважній
більшості мають нелінійний характер, одною з найбільш адекват-
них є квазідзвоноподібна функція належності. Зокрема, функція
такого виду є неперервною та опуклою на всій області визначен-
ня [19—22].
Ще однією перевагою використання квазідзвоноподібної функ-







не містить нуля ( ]1;0()( ∈µ ip xl ) [22]. Це є суттєвим, адже нуль
має такі властивості, яких не мають інші дійсні числа, зокрема,
добуток будь-якого числа на нуль дорівнює нулю; результатом
додавання, віднімання та множення довільного числа нулів є
нуль тощо. Тому за великої кількості різного роду математичних
перетворень наявність нуля може призвести до спотворення кін-
цевих результатів і зниження надійності моделі.

































































І — кількість показників оцінювання інвестиційної привабли-
вості підприємства;
ilb1 , ilb2  — відповідно лівий та правий кінці відрізку на осі ox ,
на якому функція належності i-го показника оцінювання інвести-
ційної привабливості підприємства l-му терму відповідної терм-
множини приймає максимальне значення, що дорівнює одиниці;
ilc1 , ilc2  — коефіцієнти концентрації-розтягування відповідно
лівої та правої дуг функції належності i-го показника оцінювання
інвестиційної привабливості підприємства l-му терму.
Рис. 4. Графічне відображення квазідзвоноподібної функції належності
Традиційно для визначення параметрів функції належності ви-
користовують такі методи:
— статистичний, який малоефективний в умовах обмеженої і
досить неоднорідної інформаційної бази [23];
— експертний, який полягає у тому, що функція задається од-
ним чи групою експертів інтуїтивно, з огляду на рівень їх компе-
тентності [24, 25], а також апріорні знання про предмет дослі-
джень [19].
Зважаючи на те, що інвестиційні рішення досить часто при-
ймаються в умовах обмеженої та неоднорідної інформаційної ба-
зи, використання статистичного методу визначення параметрів
функції належності є малоефективним. У свою чергу експертний
метод є доволі суб’єктивним, а тому вкрай суперечливим.
Останнім часом все частіше для встановлення параметрів функ-
ції належності в умовах невизначеності використовують нейрон-
ні мережі, в основі яких лежить принцип «зворотного поширення
помилки» (error backpropagation algorithm) [19—22]. Цей метод є
ефективним в умовах неповноти інформації, проте необхідною
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умовою застосування таких нейронних мереж є наявність навчаль-
ної вибірки, яка представляє собою масив експериментальних
пар «вхід — вихід» (х, у). Процедура навчання нейромережі по-
лягає в обчисленні такого вектора ваг синапсисів1, який дозволяє
мінімізувати різницю між результатом, отриманим у процесі ней-
рообробки даних, і реальними значеннями «виходу». Такий під-
хід отримав назву «навчання з учителем».
Проте досить часто моделювання соціально-економічних явищ,
відбувається в умовах, коли результат не має «реального анало-
гу», а тому використовувати нейронні мережі, які навчаються за
принципом «навчання з вчителем», неможливо. Саме така проб-
лема виникає у процесі оцінювання інвестиційної привабливості
підприємств. Так, на сьогодні немає загальноприйнятних норма-
тивних значень, які б визначали, як саме підприємства розподі-
ляються за тими чи іншими рівнями інвестиційної привабливості.
Неефективним є і застосування методу «порівняння з аналогами».
Адже наявність значних відмінностей в існуючих моделях оці-
нювання інвестиційної привабливості підприємств і, як наслідок,
різний формат представлення вихідних інтегральних змінних
унеможливлюють використання результатів моделей-аналогів як
даних для навчання нейронної мережі.
У зв’язку з відсутністю загальноприйнятних вимірників ре-
зультуючої змінної та, відповідно, принциповою неможливістю
проведення налаштування моделі на реальних значеннях цього
показника, автори статті пропонують використати для побудови
функцій належності результати кластеризації вхідних даних. Зок-
рема, як функції належності, так і кластери розбивають деяку уні-
версальну множину на підмножини. Водночас, деякі види функ-
цій належності (трикутні, трапецієподібні, гаусівські, квазідзво-
ноподібні тощо), як і кластери, мають центр і радіуси.
Для проведення процедури кластеризації даних автори цієї
статті використовують нейронні мережі, що самоорганізуються
(карти Кохонена). Головна перевага цього підходу полягає в то-
му, що на відміну від статистичних методів кластеризації карти
Кохонена не потребують наявності апріорної інформації про пара-
метри кластерів. «Еталони кластерів» формуються в процесі нав-
чання нейронної мережі виключно на основі вхідної інформації.
                 




Даний підхід не потребує великого обсягу статистичних спо-
стережень, відомих значень «виходу» моделі та залучення експе-
ртної думки, що робить його доволі зручним для налаштування
параметрів функцій належності [26].
Нейрокластеризація масиву даних на основі карт самооргані-
зації складається з двох етапів:
1. Побудова нейронної мережі.
2. Налаштування (навчання) мережі.
Побудова нейронної мережі включає процедуру опису її топо-
логії, яка характеризується кількістю, формою та структурою
нейронних шарів, а також кількістю нейронів у кожному шарі та
зв’язками між ними.
Карта Кохонена — це асинхронна дійсна нейронна мережа
прямого розповсюдження, яка складається з двох шарів нейронів
(вхідного та вихідного (конкуруючого)), між якими відсутні зво-
ротні зв’язки [26—29]. Ці параметри є незмінними для всіх карт
самоорганізації.
До тих характеристик, які визначають топологію карт Кохо-
нена, та можуть змінюватись, відносяться: тип зв’язку між ней-
ронами шару та кількість нейронів у шарі.
Традиційно, залежно від взаємозв’язку між нейронами, розріз-
няють прямокутну топологію карти Кохонена, де кожний нейрон
вихідного шару зв’язаний з чотирма сусідніми нейронами; та гек-
сагональну, де кожний нейрон конкуруючого шару зв’язаний з
шістьма сусідніми нейронами. За невеликого обсягу навчальної
вибірки гексагональна структура дозволяє значно зменшити час
навчання нейронної мережі. Адже зв’язок кожного нейрону шару
з більшою кількістю «сусідів» зумовлює вищу швидкість взаємо-
дії між ними [30—32]. Зважаючи на те, що інвестиційна приваб-
ливість підприємств характеризується обмеженим обсягом стати-
стичних спостережень, то для встановлення параметрів функцій
належності показників оцінювання інвестиційної привабливості
підприємств термам відповідних лінгвістичних змінних нами бу-
ло обрано гексагональну форму зв’язку між нейронами конку-
руючого шару карти Кохонена.
На рис. 5 наведено карту саморганізації з гексагональною то-
пологією, для навчання якої було використано вибірку значень
одного з критеріїв оцінювання інвестиційної привабливості під-
приємств за три роки.
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Рис. 5. Карта Кохонена з гексагональною топологією,
реалізована в середовищі Deductor Studio Academic 5.2
На даному рисунку нейрокластери відокремлені один від од-
ного суцільною чорною лінією. Кількість та назви зазначених
нейрокластерів («Дуже низький», «Низький», «Середній», «Ви-
сокий» та «Дуже високий») відповідають терм-множині значень
лінгвістичної змінної, функцію належності якої необхідно побу-
дувати.
Параметрична відповідність між результатами нейрообробки
статистичної вибірки значень деякого критерію оцінювання та
функціями його належності термам відповідної лінгвістичної
змінної визначається таким чином.
Нехай, показник x  має позитивний інгредієнт і статистичну
вибірку значень ),...,,...,,( 21 Ψψ xxxx . У процесі моделювання він
описується лінгвістичною змінною «Рівень показника x », терм-
множина значень якої складається з 5 термів ),...,,( 521 ppp , де
1p  — терм лінгвістичної змінної, який визначається семантич-
ним виразом «Дуже низький»; 2p  — відповідно, «Низький»; 3p  —
«Середній»; 4p  — «Високий»; 5p  — «Дуже високий». Терми на-
ведені в порядку від найнегативнішого до найпозитивнішого.
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У процесі нейронної обробки статистичної вибірки
),...,,...,,( 21 Ψψ xxxx  формується 5 нейрокластерів, які характери-
зуються такими параметрами:
1. Точність визначення центру кластеру ( ε ). Вона задається
аналітиком і визначає максимальне середньоквадратичне відхи-
лення ваг нейрона певного кластеру ( Jjwlj ,1, = , J — кількість
нейронів у відповідному кластері) від відповідного еталону ( lv ),
за якого даний нейрон можна розглядати як такий, що абсолютно
подібний до еталону. Зазвичай центр кластеру формується сукуп-
ністю нейронів, які задовольняють деякому рівню точності. Тоді
центром l-го кластеру є всі можливі значення, які знаходяться в
межах 5,1],;[ =lbb ll , де )1( ε−= ll vb , )1( ε+= ll vb , ll bb < , lv  —
еталон l-го кластеру.
2. Межі кластеру ( ll dd , ), які визначаються таким чином:
( )lJlll wwwd ,...,,min 21=  та ( )lJlll wwwd ,...,,max 21= , 5,1=l , де ld  —
нижня межа l-го кластеру ( ll bd ≤ ), ld  — верхня межа l-го клас-
теру ( ll bd ≥ ).
Зважаючи на те, що терм-множина значень лінгвістичної
змінної «Рівень показника x » є упорядкованою в напрямку зрос-
тання, то значення lb1 , lb2  відповідних функцій належності
( )(xlpµ , 5,1=l ) задовольняють таким нерівностям: 151211 ... bbb <<<
та 252221 ... bbb <<< , де 11b , 21b  — відповідно, лівий і правий кінці
відрізку на осі ox , де функція належності показника x  терму
«Дуже низький» приймає максимальне значення, що дорівнює
одиниці; 12b , 22b  — відповідно лівий і правий кінці відрізку на осіox , де функція належності показника x  терму «Низький» прий-
має максимальне значення, що дорівнює одиниці, і т. д.
Тоді, якщо впорядкувати побудовані нейрокластери за прин-
ципом 521 ... bbb <<<  та 521 ... bbb <<< , то межі їхніх центрів
( lb , lb , 5,1=l ) можна поставити у відповідність параметрам
lb1 , lb2  квазідзвоноподібної функції належності показника x  терм-
множині значень лінгвістичної змінної ( )(xlpµ , 5,1=l ): 1b , 1b ⇒
⇒
11b , 21b ; 2b , 2b ⇒ 12b , 22b ; 3b , 3b ⇒ 13b , 23b ; 4b , 4b ⇒ 14b , 24b  та
5b , 5b ⇒ 15b , 25b .
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У свою чергу відстань від нижньої межі центру кластеру до
нижньої межі кластеру ( ll db − , 5,1=l ) можна поставити у відпо-
відність коефіцієнту концентрації-розтягування лівої дуги відпо-
відної функції належності )(xlpµ  ( lc1 ), а від верхньої межі центру
кластеру до верхньої межі кластеру ( ll bd − , 5,1=l ) — коефіцієнту
концентрації-розтягування правої дуги ( lc2 ).
Даний підхід використовується для встановлення значень
параметрів функцій належності всіх лінгвістичних змінних, які
мають позитивний інгредієнт. Для лінгвістичних змінних з не-
гативним інгредієнтом відповідність між характеристиками ней-
рокластерів і параметрами функцій належності описується та-
ким чином: 5b , 5b ⇒ 11b , 21b ; 4b , 4b ⇒ 12b , 22b ; 3b , 3b ⇒ 13b , 23b ;
2b , 2b ⇒ 14b , 24b  та 1b , 1b ⇒ 15b , 25b .
Кількість нейронів у шарі Кохонена зазвичай визначається
експериментальним шляхом і залежить від обсягу множини нав-
чальних значень, на основі яких проводиться налаштування ней-
ронної мережі [28—36].
У розробленому комплексі економіко-математичних моделей
оцінювання інвестиційної привабливості підприємств нейроме-
режевий розподіл проводиться окремо за кожним критерієм оці-
нювання. Для кожного з критеріїв будується окрема карта Кохо-
нена, яка навчається на відповідному масиві статистичних даних.
З огляду на обсяг наявної статистичної інформації, вхідний масив
даних для навчання карт Кохонена складається в середньому зі
100—130 елементів.
Для налаштування карт самоорганізації використовуються та-
кі параметри навчання:
— ініціалізація карти Кохонена проводиться випадковим чи-
ном з навчальної вибірки, що обумовлено невеликим обсягом ма-
сиву даних для навчання нейромережі;
— у процесі навчання мережі значення спостережень пода-
ються на вхід випадковим чином;
— коефіцієнт швидкості навчання на початку навчання карти
самоорганізації складає 0,3, у кінці — 0,005;
НЕЙРО‐НЕЧІТКІ ТЕХНОЛОГІЇ МОДЕЛЮВАННЯ В ЕКОНОМІЦІ  2012, № 1
80
— початковий радіус навчання1 ( почR ) варіюється в межах
[2,8; 10,3] залежно від значень навчальної вибірки, кінцевий
( кінR ) складає кінR  = 0,1;
— функція сусідства має гаусівську форму. Зокрема, на думку
переважної більшості вчених, за невеликих обсягів навчальної
вибірки використання такої функції сусідства дозволяє досягти
максимально можливого ступеня точності роботи карти Кохоне-
на за коротший час навчання;
— кількість кластерів задається апріорно та відповідає кіль-
кості термів у терм-множині значень відповідних лінгвістичних
змінних.
У результаті проведення ряду експериментів з використанням
карт Кохонена та навчальних масивів даних різної розмірності
було встановлено, що для нейронної обробки статистичної вибір-
ки значень показників оцінювання інвестиційної привабливості
галузі (обсягом біля 100 елементів) найбільш точний результат
дають симетричні карти (що мають однакову кількість нейронів
по горизонталі та вертикалі) розмірністю 9 × 9.
Для аналізу масивів значень проміжних інтегральних показ-
ників (обсягом біля 115 елементів) найкраще підходять симетрич-
ні карти самоорганізації, які складаються з 64 нейронів (8 × 8). За
таких умов досягається найточніше нейронне відображення нав-
чальної вибірки.
Для масивів даних показників оцінювання інвестиційної при-
вабливості регіону (обсягом біля 130 елементів) найбільш точний
результат дають симетричні карти розмірністю 12 × 12. За таких
умов максимальне значення елементів відповідних матриць по-
хибок квантування не перевищує 0,001.
Критерієм якості налаштування карти Кохонена є точність від-
ображення нею елементів навчальної вибірки даних, що визнача-
ється щільністю побудованих кластерів і стійкістю їх параметрів
(радіусу, центру). Для аналізу цих характеристик карт самоорга-
нізації використовується показник середньої похибки квантуван-
ня, а також матриця похибок квантування [26].
                 
1 Радіус навчання — параметр навчання карти Кохонена, який визначає кількість
нейронів, які крім нейрона-переможця приймають участь у навчанні (тобто значення ваг
яких буде модифіковано в даний момент часу). Початковий радіус навчання визначаєть-
ся як максимальна лінійна відстань між двома довільними нейронами після ініціалізації
мережі. Кінцевий радіус задається вручну, виходячи з того, що чим менше нейронів бра-
тимуть участь наприкінці навчання, тим більш точно налаштованою є карта [30, 32].
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Середня похибка квантування дозволяє оцінити рівень близь-
кості елементів навчальної вибірки, яка використовується для на-
лаштування нейронної мережі, до ваг синапсисів нейронів побу-
дованої карти самоорганізації. Чим меншою є середня похибка
квантування, тим краще нейрони мережі передають властивості
навчальної вибірки даних.
Матриця похибок квантування дозволяє оцінити тісноту зв’яз-
ку всередині побудованих кластерів. Вона представляє собою мат-
рицю відстаней нейронів до центрів відповідних кластерів. Чим





Рис. 6. Карти Кохонена вхідних критеріїв оцінювання
інвестиційної привабливості регіону:
а) загальноекономічний розвиток регіону, b) розвиток інфраструктури, c) розвиток




Максимальні значення матриць похибок квантування побудо-
ваних у дослідженні карт самоорганізації не перевищують 0,001,
а середні похибки квантування складають 0,0003—0,0006, що
свідчить про високий рівень адекватності отриманих результатів
нейрокластеризації.
На рис. 6 наведено результати нейронної обробки статистичної
вибірки значень вхідних показників оцінювання інвестиційної при-
вабливості регіону в середовищі Deductor Studio Academic 5.2.
Проаналізувавши профілі побудованих кластерів за допомо-
гою вбудованих функцій Deductor Studio Academic 5.2, було
отримано такі параметри центрів і меж відповідних кластерів
(табл. 1).
Таблиця 1
ПАРАМЕТРИ КЛАСТЕРІВ, ОТРИМАНІ В РЕЗУЛЬТАТІ НЕЙРОННОЇ ОБРОБКИ
























Дуже високий 0,514 — 0,495 —
Високий 0,360 0,398 0,349 0,416
Середній 0,295 0,326 0,291 0,344





Дуже низький — 0,210 — 0,239
Дуже високий 0,650 — 0,523 —
Високий 0,395 0,437 0,382 0,486
Середній 0,314 0,347 0,312 0,376




Дуже низький — 0,224 — 0,247
Дуже високий 0,870 — 0,645 —
Високий 0,319 0,353 0,268 0,593
Середній 0,195 0,215 0,152 0,26































Дуже високий 0,693 — 0,691 —
Високий 0,518 0,572 0,499 0,589
Середній 0,437 0,483 0,429 0,498




Дуже низький — 0,273 — 0,344
Дуже високий 0,563 — 0,495 —
Високий 0,409 0,452 0,395 0,479
Середній 0,342 0,378 0,329 0,392







вої влади Дуже низький — 0,229 — 0,263
Слід зазначити, що для налаштування карт Кохонена викорис-
товувались впорядковані масиви даних з позитивним інгредієн-
том1. Тож результати нейрокластеризації — кластери та їх пара-
метри — також упорядковані у порядку зростання.
Подібні характеристики має і множина значень параметрів b1
та b2. Тож якщо кількість кластерів і кількість термів однакова,
межі центру кластера можна поставити у відповідність парамет-
рам b1 та b2 квазідвоноподібної функції належності. В свою чергу
відстані від нижньої межі центру до нижньої межі кластера та від
верхньої межі центру до верхньої межі кластера — параметрам с1
і с2, відповідно. Детально процедуру інтерпретації результатів
нейрокластеризації було описано раніше.
                 
1 Вважається, що економічний показник Х (або його характеристика) має позитив-
ний інгредієнт, якщо при прийнятті рішення орієнтуються на його максимальне значен-
ня (Х = Х+).
Якщо ж під час прийняття рішень орієнтуються на мінімальне значення економічно-
го показника, то вважають, що він має негативний інгредієнт (Х = Х –).
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Спираючись на зазначене вище, параметри функцій належ-
ності вхідних критеріїв оцінювання інвестиційної привабливості
регіону термам відповідних лінгвістичних змінних мають такий
вигляд, як подано у табл. 2.
Таблиця 2
ПАРАМЕТРИ ФУНКЦІЙ НАЛЕЖНОСТІ ПОКАЗНИКІВ ОЦІНЮВАННЯ
ІНВЕСТИЦІЙНОЇ ПРИВАБЛИВОСТІ РЕГІОНІВ
Значення параметрів функцій належності
Назва показника Назва кластера
b1 b2 c1 c1
Дуже високий 0,514 — 0,019 —
Високий 0,360 0,398 0,011 0,018
Середній 0,295 0,326 0,004 0,019
Низький 0,251 0,277 0,008 0,012
Економічний
розвиток регіону
Дуже низький — 0,210 — 0,029
Дуже високий 0,650 — 0,027 —
Високий 0,395 0,437 0,013 0,049
Середній 0,314 0,347 0,002 0,030
Низький 0,257 0,285 0,005 0,023
Розвиток інфра-
структури
Дуже низький — 0,224 — 0,023
Дуже високий 0,870 — 0,225 —
Високий 0,319 0,353 0,051 0,240
Середній 0,195 0,215 0,043 0,045




Дуже низький — 0,052 — 0,014
Дуже високий 0,693 — 0,002 —
Високий 0,518 0,572 0,019 0,017
Середній 0,437 0,483 0,008 0,015
Низький 0,385 0,425 0,019 0,001
Людський ресурс
Дуже низький — 0,273 — 0,071
Дуже високий 0,563 — 0,068 —
Високий 0,409 0,452 0,014 0,028
Середній 0,342 0,378 0,013 0,014






Дуже низький — 0,229 — 0,034
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Аналогічним чином було розраховано параметри функцій на-
лежності ( 1b , 2b , 1c , 2c ) для всіх критеріїв оцінювання інвестицій-
ної привабливості підприємств.
Для агрегації лінгвістичних змінних зазвичай використовуєть-











21 ===µ=µ == , (3)
де lK  — кількість альтернатив l-го правила;
I — кількість вхідних лінгвістичних змінних;
L — кількість термів у терм-множині значень відповідної лін-
гвістичної змінної;
lk  — k-та альтернатива l-го правила, яка описує відповідність
між значеннями вхідних змінних ( Ixxx ,...,, 21 ) та l-м термом ре-
зультуючої змінної Y;
)( i
p xllkµ  — функція належності і-го показника l-му терму





xxxlµ  — функція належності результуючої змінної Y
l-му терму відповідної терм-множини значень, що залежить від
значень вхідних показників Ixxx ,...,, 21 ;
S — s-норма, на основі якої проводиться агрегація множини
альтернативних комбінацій функцій належності вхідних змінних
відповідним терм-множинам значень результуючої змінної;
T — t-норма, на основі якої проводиться узагальнення можли-
вих альтернативних комбінацій функцій належності вхідних змін-
них ( Ixxx ,...,, 21 ) щодо їхньої відповідності терм-множині значень
результуючої лінгвістичної змінної.
Основним недоліком зазначеної функції згортки (3) є необхід-
ність побудови адекватної бази правил, що досить складно зро-
бити в умовах багатокритеріальності. Адже максимальна кіль-
кість таких комбінацій сягає ILK = , де І — кількість вхідних
лінгвістичних змінних, L — кількість термів у терм-множині зна-
чень кожної лінгвістичної змінної. До того ж, дане композиційне
правило потребує проведення процедури дефаззифікації вихідної




Щоб усунути ці недоліки, для моделювання інвестиційної при-
вабливості підприємств авторами даної статті розроблено компо-








де G — асоціативна комутативна бінарна операція, на основі якої
проводиться агрегація функцій належності i-ї змінної до усіх
своїх термів;
S — s-норма, на основі якої проводиться згортка функцій на-
лежності множини вхідних змінних )(),...,(),( 21 I
ppp xxx lll µµµ  у
результуючу змінну;
)( i
p xlµ Ii ,1, =  — функція належності і-го показника оціню-
вання інвестиційної привабливості підприємства l-му терму терм-
множини значень {«Дуже низький» ( 1p ), «Низький» ( 2p ), «Се-
редній» ( 3p ), «Високий» ( 4p ) та «Дуже високий» ( 5p )}.
Для реалізації G застосовується операція знаходження макси-
муму, за допомогою якої з терм-множини значень i-ї вхідної
змінної обирається терм, функція належності якому максимальна.
Саме цей терм вважається лінгвістичною оцінкою вхідного показ-
ника, яка надалі враховується в процесі згортки.








ри даної статті пропонують використати лінійну функцію згорт-
ки, складові якої зважуються на певні коефіцієнти.
Отже, композиційне правило згортки лінгвістичних змінних у
моделі оцінювання інвестиційної привабливості підприємств мож-




























β  — корегуючий коефіцієнт, який визначається
термом лінгвістичної змінної «Рівень показника ix », якому зна-
чення ix -го вхідного показника оцінювання інвестиційної при-
вабливості підприємства належить з максимальним ступенем на-
лежності.
Щодо множини значень корегуючих коефіцієнтів, яка викори-
стовується в розроблених композиційних правилах згортки (5) не-
чітких змінних, то її було сформовано експериментальним шля-
хом.
Зокрема, як зазначалося раніше, корегуючі коефіцієнти є відоб-
раженням терм-множини значень лінгвістичної змінної. Тому ці
коефіцієнти мають якомога точніше передати всі властивості від-
повідної терм-множини значень і зберігати їх в процесі згортки.
Всі лінгвістичні змінні побудованого комплексу економіко-ма-
тематичних моделей для оцінювання інвестиційної привабливос-
ті підприємств визначаються терм-множиною значень, яка скла-
дається з 5 елементів — «Дуже низький», «Низький» «Середній»,
«Високий» і «Дуже високий».
Властивості даної терм-множини такі:
1) упорядкованість термів;
2) позитивний інгредієнт вектора значень;
3) симетричність множини значень відносно центру (для опе-
рацій знаходження добутку);
4) пропорційне зростання сили висловлювань позитивних та
негативних значень відносно центру симетрії (для операцій зна-
ходження добутку);
5) однакова сила змісту термів «Низький»-«Високий» та абсо-
лютна протилежність їх за знаком. Аналогічна ситуація і з парою
термів «Дуже низький» і «Дуже високий».
У результаті численних експериментальних досліджень вста-
новлено, що в повній мірі ці властивості задовольняє лінійно
впорядкований ряд цілих чисел { }3,2,1,2,3 −− . Тому саме він
використовується в даній статті для побудови композиційних
правил згортки відповідних нечітких змінних.
Аналітичну форму запису залежності між цим вектором коре-



























































































У процесі моделювання інвестиційної привабливості підпри-
ємств використання двох s-норм дозволяє вирішити проблему ба-
гатокритеріальності. Зокрема, автори спираються на припущен-
ня, що чим вищим є значення функції належності показника пев-
ному терму, тим вищим є ступінь відповідності між ними. А тому
достатньо буде врахувати в процесі згортки лише ті значення
лінгвістичних змінних, яким відповідні критерії оцінювання на-
лежать з максимальним ступенем належності.
Якщо значення вхідного критерію оцінювання належить
кіль-ком термам відповідної лінгвістичної змінної з однаковим
ступенем належності (наприклад, ( ) 5,01 =µ ip x , ( ) 5,02 =µ ip x ), то,
дотримуючись поміркованого підходу, в процесі згортки не-
чітких змінних береться до уваги той терм, який має більш не-
гативне забарвлення. Адже, на думку авторів, краще дещо не-
дооцінити об’єкт інвестування, ніж його переоцінити. Такий
підхід застосовується для згортки лінгвістичних змінних на
всіх рівнях ієрархії розробленого механізму нечіткого логічно-
го виводу.
Дана процедура не суперечить основним положенням теорії
нечіткої логіки, а її ефективність підтверджується результатами
численних експериментальних досліджень.
Як зазначалося раніше, деякі критерії оцінювання інвестицій-
ної привабливості підприємств мають якісну форму, а тому вони
характеризуються абсолютною належністю тому чи іншому тер-
му. Зважаючи на це, композиційне правило згортки показни-
ків оцінювання інвестиційної привабливості товарних ринків від-
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β , Ff ,1=  — корегуючий коефіцієнт, який визначається
значенням f-го вхідного якісного критерію оцінювання інвести-
ційної привабливості товарного ринку / ринку послуг, де об’єкт
інвестування реалізує свою продукцію;
RN
fx  — лінгвістична оцінка f-го вхідного якісного критерію
оцінювання інвестиційної привабливості товарного ринку / ринку
послуг, що приймає одне із значень lp , 5,1=l ;
F  — кількість критеріїв оцінювання інвестиційної привабли-
вості товарного ринку / ринку послуг.




















































, Ff ,1= , (8)
де RNfp 1  — якісне значення «Дуже низький», RNfp 2  — «Низький»,
RN
fp 3  — «Середній», 
RN
fp 4  — «Високий», RNfp 5  — «Дуже високий».
Якщо лінгвістична змінна має негативний інгредієнт, то век-
тор корегуючих коефіцієнтів також матиме протилежний напря-
мок змін. Тим самим всі нечіткі змінні приводяться до однаково-




Агрегація значень критеріїв оцінювання фінансового стану під-
приємства проводиться на основі дискримінантної моделі, за-
твердженої Міністерством фінансів України:
010102211 ... λ+λ++λ+λ= FSPFSPFSPFSP xxxY , (9)
де FSPhx , 10,1=h  — h-й показник оцінювання фінансового стану
підприємства у кількісному вигляді;
1020 ,...,, λλλ  — деякі корегуючі коефіцієнти, значення яких ви-
значаються Порядком, затвердженим наказом Міністерства фі-
нансів України [40].
Аналіз результатів моделювання інвестиційної привабливості
підприємств включає два кроки:
¾ економічну інтерпретацію результатів оцінювання інвести-
ційної привабливості підприємств. Задля цього використовується
рейтинговий підхід, у межах якого в даному науковому дослі-
дженні розроблено рейтингову шкалу інвестиційної привабливос-
ті підприємств. Аналогічно до існуючих шкал фінансових рейтин-
гів вона складається з дев’яти рівнів, які розташовані в порядку
від найпозитивнішого до найнегативнішого та позначаються на-
ступним чином: Iaaa , Iaa , Ia , Ibbb , Ibb , Ib , Iccc , Icc , Ic  [41]
(табл. 3).
Відповідність між значеннями лінгвістичної змінної та рівня-
ми рейтингової шкали схематично зображено на рис. 7.
Рис. 7. Схематичне зображення відповідності
між значеннями результуючої змінної та рівнем рейтингу




























































де Rr  — рейтингова оцінка інвестиційної привабливості підпри-
ємства;
RIPPZ — інтегральний показник оцінювання інвестиційної при-
вабливості підприємства;( )RIPPp Zlµ , 5,1=l  — функція належності інтегрального показ-




Рейтинг Економічна інтерпретація рівня рейтингу
Іааа Інвестиційна привабливість підприємства на рівні «Іааа» вказує
на фінансову стабільність підприємства, його стійкість до нега-
тивних змін, ВИКЛЮЧНУ здатність до подальшого нарощення
виробництва за рахунок підвищення ефективності діяльності та
ВИКЛЮЧНО сприятливого зовнішнього середовища
Іаа Інвестиційна привабливість підприємства на рівні «Іаа» вказує на
ДОСИТЬ ВИСОКИЙ фінансово-господарський потенціал під-
приємства, дуже сприятливий інвестиційний клімат у регіоні, де
воно функціонує, перспективність відповідного ринку та галузі
Іа Інвестиційна привабливість підприємства на рівні «Іа» вказує на
відносну фінансову стійкість підприємства, його ВИСОКУ здат-
ність підвищувати рентабельність виробництва за умови вдалого





Рейтинг Економічна інтерпретація рівня рейтингу
Іbbb Інвестиційна привабливість підприємства на рівні «Іbbb» вказує
на поточну ДОСТАНЮ ЗДАТНІСТЬ підприємства до подальшо-
го розвитку за рахунок залучення інвестицій та помірну чутли-
вість до негативних змін у зовнішньому середовищі
Іbb Інвестиційна привабливість підприємства на рівні «Іbb» вказує на
ВІДНОСНО НЕВИСОКИЙ економічний потенціал підприємства,
неоднозначність стану та розвитку зовнішнього середовища —
ринку, галузі тощо, наявність досить реальних потенційних за-
гроз для стабільного функціонування цієї компанії у майбутньо-
му
Іb Інвестиційна привабливість підприємства на рівні «Іb» означає,
що за сучасних умов існує ЗНАЧНА ймовірність скорочення
компанією своєї діяльності, навіть за умови залучення інвести-
цій, через досить низьку якість адміністрування, високу чутли-
вість до негативних змін і відносну нестабільність зовнішнього
середовища
Іccc Інвестиційна привабливість підприємства на рівні «Іccc» вказує
на те, що існує РЕАЛЬНА загроза скорочення компанією своєї
діяльності у зв’язку зі значним моральним старінням фондів, ни-
зькою продуктивністю праці; фінансова нестабільність компанії
може спричинити невиконання нею своїх зобов’язань, що підси-
люється низьким ступенем соціально-економічного розвитку
відповідного регіону, занепадом галузі, яку представляє підпри-
ємство тощо
Іcc Інвестиційна привабливість підприємства на рівні «Іcc» вказує на
ЗНАЧНУ ЗАЛЕЖНІСТЬ підприємства від зовнішнього середо-
вища, яке тяжіє до негативної динаміки розвитку, низьку гнуч-
кість та продуктивність, високий ризик невиконання своїх зо-
бов’язань
Іc Інвестиційна привабливість підприємства на рівні «Іc» означає,
що підприємство низькорентабельне, потребує значних структу-
рних змін і капіталовкладень. При цьому його висока фінансова
нестабільність і повна залежність від змін зовнішнього середо-
вища вказує на ДУЖЕ ВИСОКИЙ ІНВЕСТИЦІЙНИЙ РИЗИК
¾ детальний опис результатів оцінювання, у процесі якого ана-
лізуються значення проміжних інтегральних змінних, які харак-
теризують фінансовий стан підприємства, інвестиційну приваб-
ливість регіону, галузі та товарного ринку, де об’єкт інвестування
реалізує свою продукцію. Дана процедура дозволяє встановити,
Комплекс економіко‐математичних моделей… Г. І. Великоіваненко, К. М. Мамонова
93
які саме фактори (регіональні, галузеві, ринкові чи фінансово-гос-
подарські) підтримують чи обмежують інвестиційну привабли-
вість об’єкта інвестування. Ця інформація значно підвищує цін-
ність результатів оцінювання, адже дозволяє не лише проводити
постійний моніторинг рівня інвестиційної привабливості суб’єк-
тів господарювання, але й управляти ним шляхом усунення/по-
слаблення негативних і підсилення позитивних чинників.
Висновки
У статті проведено аналіз існуючих теоретичних підходів та
інструментарію дослідження інвестиційної привабливості під-
приємств. Зокрема, обґрунтовано доцільність урахування в про-
цесі оцінювання інвестиційної привабливості підприємства ре-
зультатів аналізу зовнішнього середовища (регіону, галузі, товар-
ного ринку/ринку послуг). Адже суб’єкт господарювання є від-
критою системою, яка в процесі своєї фінансово-господарської
діяльності активно взаємодіє з оточуючим його макросередови-
щем, яке може стати додатковим джерелом інвестиційного ризи-
ку чи переваг. Також сформовано перелік ключових критеріїв,
який дозволить оцінити внутрішні та зовнішні фактори форму-
вання інвестиційної привабливості об’єкта інвестування за умови
залучення ним капітальних інвестицій.
Побудовано комплекс економіко-математичних моделей оці-
нювання інвестиційної привабливості підприємств, який дозволяє
аналізувати мікро- та мезо-середовища об’єкта досліджень як у
комплексі, так і за окремими факторами, що значно розширює
сферу його прикладного застосування.
Також розроблений комплекс моделей має прозорий механізм
проведення розрахунків і високу наочність представлення ре-
зультатів оцінювання. Крім того, він характеризується відносно
високим рівнем об’єктивності та адекватності проведення розра-
хунків, що було підтверджено експериментальним шляхом. Зок-
рема, для агрегації лінгвістичних змінних авторами даної статті
було розроблено композиційне правило згортки, яке принципово
відрізняється від існуючих підходів до побудови алгоритмів ло-
гічного висновку. Дане правило дозволяє сформувати базу нечіт-
ких знань без залучення експертної думки в умовах багатокрите-
ріальності та відсутності бази порівняння для інтегральних змін-
них вищого рівня ієрархії. Запропоноване правило згортки ґрунту-
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ється на поєднанні двох s-норм, які реалізуються за допомогою
операторів знаходження максимуму та суми. Також функція згорт-
ки включає корегуючі коефіцієнти, які ставляться у відповідність
терм-множинам значень лінгвістичних змінних.
Даний підхід дозволяє значно знизити рівень суб’єктивності
результатів оцінювання інвестиційної привабливості підприємств
та підвищити ефективність прийняття інвестиційних рішень, оскіль-
ки відповідність між значеннями вхідних критеріїв і вихідної
оцінки визначається виключно на основі математичних та логіч-
них перетворень без використання експертної інформації.
На думку авторів, застосування побудованого комплексу мо-
делей дозволить підвищити раціональність інвестиційних рішень
та ефективність формування інвестиційної стратегії і тактики різ-
них економічних суб’єктів.
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