We investigate the existence and uniqueness of positive solution for system of nonlinear fractional differential equations in two dimensions with delay. Our analysis relies on a nonlinear alternative of Leray-Schauder type and Krasnoselskii's fixed point theorem in a cone.
Introduction
Fractional differential equations have gained considerable importance due to their varied applications 1-5 in viscoelasticity, electroanalytical chemistry, and many physical problems 1 . So far there have been several fundamental works on the fractional derivative and fractional differential equations, written by Oldham and Spanier 3 , Miller and Ross 2 , Podlubny 1 , and others. These works are an introduction to the theory of the fractional derivative and fractional differential equations and provide a systematic understanding of the fractional calculus such as the existence and the uniqueness, some analytic methods for solving fractional differential equations, namely, Green's function method, the Mellin transform method, and the power series.
Control systems subject to delays have been extensively studied 6 and the delay differential equations are large and important class of dynamic systems. They often arise in either natural or technological control problems. Equations with discontinuity often appear in various control theory models 7, 8 . Time delay, always existing in real systems, usually results in oscillations around the discontinuity surface. Shustin 9 has studied various aspects of oscillations for the system of differential equations with the delaẏ 10 . Fractional differential systems have proved to be useful in control processing for the last two decades 11, 12 . As explained in the above text regarding the ordinary differential equations in control theory and others, we can modify the applications of ordinary differential equations to ordinary fractional differential equations.
The existence and uniqueness of solution for the system of fractional differential equation have been studied in the papers 13, 14 . As a pursuit in this paper, we discuss the existence and uniqueness of positive solutions for system of nonlinear fractional differential equations in two-dimensional with the delay 
The paper is organized as follows. In Section 2, we give definitions of the fractional derivative and fractional integral with some basic properties. Required topics of functional analysis were also introduced. Section 3 deals with existence of positive solution theorem and gives an illustrative example. The unique positive solution theorem with an example has been discussed in Section 4.
Basic Definitions and Preliminaries
We recall some standard definitions and results 1-4, 15, 16 . In the following Π and Σ are real Banach spaces and W is an operator not necessarily linear with domain in Π and range in Σ. i the set K is closed, ii if f, g ∈ K, α > 0, β > 0 implies that αf βg ∈ K, iii if f ∈ K, −f ∈ K implies that f θ which is the zero element of Π.
Note:
Definition 2.3.
A subset E ⊂ Π is called order bounded if E is contained in some order interval.
Definition 2.4.
A cone K is called normal if there exists a positive constant μ such that f, g ∈ V and θ ≺ f ≺ g implies that f ≤ μ g .
We state the two fixed point results which will be needed in this paper. Our first result is a nonlinear alternative of Leray-Schauder type in a cone whereas our second is Krasnoselskii's fixed point theorem. 
In this paper the Beta function B α, β is used also. B α, β is closely related to the Gamma function 1 . If α, β > 0, then it has the integral representation 
2.5
where
and then 2.5 implies that
I α a D α a x t x t , 0 < α < 1. 2.6
Existence Theorem
In this section we discuss the system of nonlinear fractional differential equation 1.2 which has at least one positive solution.
Lemma 3.1 see 18 . Let h : 0, T → R be a continuous function and lim
In the following theorem we want to prove that 1.2 is equivalent to a system of integral equations.
σ < α and t ρ f t, x t , y t , t σ g t, x t , y t are continuous functions on 0, T , then 1.2 is equivalent to the system of integral equations
x t x 0 I α f t, x t , y t , t ∈ 0, T ,
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Proof. It is sufficient to prove that the first equation of system equation 1.2 is equivalent to the first equation of system equation 3.1 . So,
Using 2.6 we get Let ω : −τ, T → 0, ∞ × 0, ∞ be a function defined by
for each z t η t , γ t with z 0 0, 0 where η and γ belong to C 0, T , R . We introduce the notation z defined by
3.4
We can decompose x · , y · as x t , y t z t ω t , t ∈ −τ, T which implies that x t , y t z t ω t , t ∈ 0, T . Hence, by Theorem 3.2, 1.2 is equivalent to the system of integral equations
Ω is a Banach space with norm · T . Let K be a cone of Ω,
3.7
For each t ∈ 0, T , we define the operator W : K → K by 
3.10
Similarly,
Let H ⊂ K be bounded, that is, for each z η, γ ∈ H there exist positive constants L such that z T ≤ L. In view of 3.10 , 3.11 we have
3.12
Therefore, Wz t ≤ Λ where
Hence, W K is bounded. 
3.15
Similarly, for given > 0, there exists δ 2 > 0, so that if |t − r| < δ 2 , then Set
3.18
Hence, |Fu t − Fu r | < λ 1 and |Gv t − Gv r | < λ 2 .
Case 2. If 0 < t < r < δ i ≤ T, i 1, 2, then
are finite. Set
Hence, |Fu t − Fu r | < μ 1 and |Gv t − Gv r | < μ 2 . Thus, for any given > 0, for all z u, v ∈ K and for all t, r ∈ 0, T with |r − t| < δ where δ min{δ 1 
3.24
If we consider 
3.28
Therefore, by Theorem 3.5, 3.26 has at least one positive solution x * ∈ K * satisfying x * ≤ max{ φ , ψ, h} where 
3.29
Note that, for each t ∈ 0, 1 , we have 0 ≤ x t , y t ≤ 2 and
If there exist ρ, σ ∈ 0, 1 such that 0 < ρ < α, 0 < σ < β and t ρ f t, x t , y t and t σ g t, x t , y t are continuous on 0, T × C 2 , then 1.2 has at least one positive solution with the following conditions:
and 0 < μ < ρ.
Proof. For proving this theorem we provide the conditions required in Theorem 2.6. Set
3.31
For each z u, v ∈ K ∩ ∂Ω 2 and t ∈ 0, T we have 0 ≤ u t ≤ ρ and 0 ≤ v t ≤ ρ. Condition H3 implies that
3.32
Hence Fu max 0≤t≤T |Fu t | ≤ ρ. Similarly Gv max 0≤t≤T |Gv t | ≤ ρ. Thus, Wz ≤ ρ z for z u, v ∈ K ∩ ∂Ω 2 . By using condition H4 and the above-mentioned proof, we have Wz ≥ μ z for z ∈ K ∩ ∂Ω 1 . Therefore, by Theorem 2.6, ii , and Theorem 3.2, the proof is completed.
Example 3.8. Consider the system of nonlinear fractional differential equation 
3.35
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3.36
Hence μ min{1, 2, 3} 1 and the above calculations satisfy condition H4 . Then, 3.33 has at least one positive solution.
Unique Existence of Solution
In this section we give conditions on f and g which render unique positive solution to 1.2 . 
4.1
Hence, for each u, v ∈ K, we have
Hence, by application of the Banach fixed point theorem, W has unique fixed point in K, which is the unique positive solution of 1.2 . 
Conclusions
In this paper the existence of positive solutions for system of nonlinear fractional differential equations in two dimensions with the delay comprising of standard Riemann-Liouville fractional derivatives has been discussed in Banach space. The unique solution under Lipschitz condition is also derived. For getting our results in this paper Leray-Schauder's theorem, Krasnoselskii's fixed point theorem, and Banach contraction principle had played important roles. Our research work in this paper can be generalized to system of nonlinear fractional differential equations in multiple dimensions with the finite delay or infinite delay.
The present work provides insights in the equations encountered in fractional order dynamic systems and the control systems which further may be explored.
