In this paper, we compare the forecasting accuracy of two neural network models in forecasting earnings per share of Chinese listed companies based upon fundamental accounting variables. In one neural network model, weights estimated by back propagation were utilised, and in the other model a genetic algorithm was utilised. Based upon a sample of 723 Chinese companies in 22 industries over a ten year period, we found that the neural network model, using a genetic algorithm in forecasting, outperforms the neural network model with back propagation. Results also showed that the addition of fundamental accounting variables used in the neural network models further improved forecasting accuracy.
Introduction
China's economy plays an increasingly important role in the world economy. The Chinese financial market has been growing at an unprecedented speed as it integrates into the world financial market. China's two securities exchanges, Shanghai Securities Exchange and Shenzhen Securities Exchange, were established in late 1990. At the end of 1991, only 14 companies listed stocks in the two exchanges. However, at the end of 2008, the stock listings had grown to 1,604 Chinese companies with a total stock market capitalisation of US$1.76 trillion (http://www.sse.com.cn, http://www.szse.cn/). This was considerably down (i.e., a drop of more than 62% in 2008) from 2007, when the figure was US$4.74 trillion. The Chinese stock market capitalisation was second only to Japan at the end of 2007 (CSRC, 2008) .
Before 2003, the Chinese financial market was virtually closed to foreign investors. However, from that point on this market began integrating with the world market as a qualified foreign institutional investor (QFII), which started trading Chinese stock in China, and later as a qualified domestic institutional investor (QDII), which allowed investment in foreign financial markets. In addition, Chinese companies began to list stock in foreign financial markets, like the New York Exchange, London Exchange, Singapore Exchange, etc.
To aid international investors in Chinese firms, financial investment decision-making information is needed. One key financial earnings performance measure that can reflect the capability of Chinese companies is earnings per share (EPS). Forecasts of EPS have been widely used for making investment or portfolio management decisions. The accuracy of the forecast is essential for the investors and companies as well (Elgers, et al., 1995; Jarrett, 1990) . Many studies have been conducted regarding forecasting the EPS of companies in the USA and other industrial countries (Callen et al., 1996; Abarbanell and Bushee, 1997; Zhang et al., 2004) . While there appears to be no specific research on the EPS forecasting of Chinese companies, many models have been developed with general applicability to forecasting EPS. These EPS models can be categorised into two groups: linear models (e.g., regression models) and non-linear models (e.g., NN models). Zhang et al. (2004) found that the non-linear neural network (NN) model had higher forecasting accuracy than linear models in regard to forecasting the EPS of US companies. In the application of NN models, NNs can be further differentiated by their use of various algorithms, such as back propagation (BP) or a genetic algorithm (GA). Prior research suggests that GAs out perform alternative estimation algorithms (Dorsey and Mayer, 1995; Sexton et al., 1999 Sexton et al., , 2004 . A taxonomy of this GA literature is presented in Table 1 . Prior research has also shown that incorporating fundamental accounting variables into the NN models further improves the forecasting accuracy of the model (Zhang, et al., 2004) . In this paper, we compare the forecasting accuracy of the NN models estimated with BP and GA for forecasting EPS of Chinese listed companies using fundamental accounting variables. To accomplish this, we compare four models: the BP estimation NN model without fundamental variables, the GA estimation NN model without fundamental variables, the BP estimation NN model with fundamental variables, and the GA estimation NN model with fundamental variables. While the previous research by Zhang et al. (2004) found the addition of fundamental accounting variables in the NN model would improve forecasting accuracy of predicting EPS for US companies, our study focused on the Chinese financial market. Our paper contributes to the NN literature by illustrating ad hoc modifications to existing algorithms to adapt them for our case study and by providing evidence regarding the relative effectiveness of two different approaches in estimating NN weights. Our findings are consistent with Monte Carlo studies indicating that a GA can find a more parsimonious model structure by reducing the number of hidden nodes and setting select parameter weights to zero. Our paper also contributes to the EPS forecasting literature by confirming that incorporation of fundamental accounting variables in the NN models improves forecasting accuracy. Finally, our research adds value to the Chinese financial research literature by improving the accuracy regarding forecasting EPS of Chinese listed companies to practitioners, who use Chinese EPS forecasts to make investment decisions.
The remainder of our discussion is organised as follows. In the next section, we provide a brief review of the literature with regard to Chinese financial market research followed by the NN methodology and research design. We then present the data profile and empirical results, closing with a discussion of implications and directions for future research.
Chinese financial market research
Chinese economy and markets have become increasingly interwoven with the world economy and financial markets in recent years. Stock price movement and stock returns in the Chinese stock market have become a target for investigation. Cao et al. (2005) compared several models to predict stock price movement for companies traded on the Shanghai Stock Exchange and found that an artificial NN model was more accurate in predicting financial behaviour. Other researchers related company earnings to the stock returns in the Chinese stock market and found earnings (and earning changes) affected the stock returns. For example, Chen and Cheng (2007) found unexpected earnings were positively related to abnormal returns. Su (2003) examined the stock price reactions to changes in EPS in the Chinese stock markets and found domestic A-share investors did not correctly anticipate changes in earnings. A-share investors failed to adjust new earnings information quickly, unlike the international B-share investors who were better able to predict earning changes. Additionally, some researchers have found audit quality had a positive effect on the market reaction that increased earnings (Gul et al., 2003) , and accounting standards changes affected stock returns (Jun .
Another stream of Chinese financial market research concerns corporate governance of Chinese listed companies and their earnings performance. Ding et al. (2007) found that earnings management practice is increasing to a certain threshold and then begins decreasing as ownership concentration is increasing. In addition, privately-owned listed companies tend to maximise their accounting earnings more than state-owned listed firms. Chen et al. (2008) found that types of controlling shareholders influenced the operating efficiency of Chinese listed companies and their earnings. Chen et al. (2009) investigated performance effects for China's listed companies when there were changes in controlling shareholders and found positive earnings performance effects when control passed to a private entity. Liu and Lu (2007) found the conflicts between controlling shareholders and minority investors accounted for a significant part of earnings management efforts in China. Chen (2004) revealed select Chinese listed companies' earning management practice circumscribed Chinese regulators' objective of guiding capital resources toward well-performing sectors. Chen et al. (2006) used four alternative prediction models to examine the relation and found earnings before interest and tax to total assets, EPS, total debt to total assets, price to book and the current ratio, were significant predictors. They also found logit and NN models were the optimal prediction models.
To the best of our knowledge, none of the prior research focused on forecasting quarterly EPS Chinese company earnings (EPS), EPS analysis with fundamental accounting information, or even the affects of earning forecasts on other variables. This paper seeks to address this gap in the literature of forecasting Chinese EPS.
NN methodologies

NN models
NN models are inspired by studies of the information-processing abilities of the human brain. Key attributes of the brain's information network include a non-linear, parallel structure, and dense connections between information nodes (1998). NN models have been successfully applied in a variety of business fields, including accounting (Kuldeep and Sukanto, 2006; Landajo et al., 2007; Lenard et al., 1995) , management information systems (Huang et al., 2008; Kuflik et al., 2006; Zhu and Premkumar, 2001) , marketing (Cui et al., 2006; Kim et al., 2005; Thieme et al., 2000) , and production management (Wang et al., 2005; Wu et al., 2006; Kaparthi and Suresh, 1994) .
NN models represent the information-processing characteristics of the brain by linking layers of input and output variables through processing units called hidden nodes. Utilising similar approaches to Callen et al. (1996) and Zhang et al. (2004) , we used a three-layer NN model consisting of an input layer, a hidden layer, and an output layer. Each independent variable (i.e., each input layer node) had a weighted connection to each hidden node in the input layer. Similarly, each hidden layer node had a weighted connection to each dependent variable (i.e., each output layer node). In this paper, we will consider a model with a single output variable.
Formally, let Y t denote the output of the NN at time period t and let x i and z j denote, respectively, the ith input variable (i = 1, …, k) and the jth middle layer variable. According to Min (1999) , this model is commonly implemented with: 1 logistic functions relating the input variables to the middle layer (hidden) variables 2 an identify transfer function relating the middle layer variables to the output variable.
Under these assumptions we can write the generic three-layer network model as:
where α j is the weight linking the jth hidden layer variable with the output variable β ij is the weight linking the ith input to the jth hidden layer variable β 0j is the bias weight of the jth hidden layer variable log sig the logistic transfer function log sig (a)
The model in equation (1) is commonly estimated using a backward propagation (BP) algorithm that specifies an initial set of NN weights and then adjusts these weights to reduce an overall measure of model fit or forecast accuracy. For example, in their study of EPS, Zhang et al. (2004) used a BP algorithm to minimise the mean squared error of their NN model. BP algorithms are easy to implement and provide effective solutions to large and difficult problems (Haykin, 1998) . However, like other gradient search techniques, BP algorithms evaluate a fit function at a single point (i.e., a single vector of parameter estimates) and use information about the curvature and steepness of the fit function around that point to generate a new point for evaluation. This process is repeated until the improvement in fit observed in successive iterations falls below a user-specified threshold level. The resulting solution is typically the local optimum nearest the algorithm's starting point (Dorsey and Mayer, 1995) . As a result, parameter estimates produced by these algorithms may not be optimal over the entire parameter space. In fact a literature review led by Sexton et al. (1999) concluded that BP was "plagued with inconsistent and unpredictable performances".
Genetic algorithms (GAs)
GAs are a family of search techniques inspired by studies of evolution and natural selection. Unlike BP, GAs do not depend upon the iterative modification of a single vector of NN weight estimates. Instead, GAs work with sets (a population) of NN weight vectors. A randomly generated initial population of vectors evolves through a series of operations that typically include reproduction, crossover, and mutation (we define these operators below). The result is a "randomised but structured" search that "sweeps through the parameter space in many directions simultaneously and thereby reduces the probability of convergence to false optima" (Dorsey and Mayer, 1995) . Several studies suggest that GAs outperform alternative estimation algorithms. Dorsey and Mayer (1995) found that a GA outperformed four alternative algorithms in estimating the NN weights of higher dimensional problems (i.e., problems involving six or more NN weights). In the context of NN models, Sexton et al. (2004) considered seven different problems and found in every case the GA solution statistically dominated the corresponding BP solution. In a related Monte Carlo study, the same authors reported the GA solutions outperformed those generated by an alternative global search technique, simulated annealing (see Sexton et al., 2004) .
In this paper, we use the GA outlined in Table 1 , which is based upon the work of Dorsey and Mayer (1995) and Sexton et al. (2004) . This algorithm assumed a single hidden node, evolved one thousand generations, added a second node, and evolved another N generations. This process continued until the addition of three consecutive nodes failed to produce a new set of parameter estimates with better fit characteristics than all preceding solutions.
Given a specific assumption about the number of hidden nodes, the GA described in Table 2 generated 20 random NN weight vectors that constituted the first generation of solutions. To create the next generation of weight vectors, a reproduction operator assigned each vector a probability that reflected the fitness of that vector relative to the remaining nineteen NN weight vectors. Then, a mating pool was created by choosing vectors with replacement from the existing generation.
Table 2
The neural network simultaneous optimisation algorithm (NNSOA)
We follow Sexton et al. (2004) and set the total number of generations per node to 1000. The algorithm then proceeds in three stages.
Stage 1
Determine the best solution given one hidden node.
Step 1 Randomly generate 20 solutions.
Step 2 Compute the fitness of each solution and randomly assign a probability to each solution that reflects the fitness of that solution relative to the fitness of the other 19 solutions.
Select an initial population of individuals for generation zero and then put it in the mating pool by:
1 selecting a string from the current population 2 comparing the probability of the current vector with a randomly drawn number 3 assigning the current vector to the next generation if its probability is greater than the random number.
Step 3 (reproduction)
Repeat this process, cycling repeatedly through the current population of vectors until the mating pool contains 20 vectors.
Note that the same vector may appear multiple times in the mating pool.
Step 4 (crossover)
Randomly pair the 20 vectors. For each pair of parents, compare the neural network weights in the parent vectors with a randomly chosen number. If a weight is greater than the random number, switch that weight with the corresponding weight in the other parent.
Step 5 (mutation 1)
For each weight in the mating pool, draw a random number. If the number is less than 0.01, replace the weight with a number drawn from the range of possible values for that neural network weight. The critical value of 0.01 comes from Goldberg (1989) .
Step 6 (mutation 2)
For each weight in the mating pool, draw a random number. If the number is less than 0.01 and if the weight is less than 0.01, replace the weight with a hard zero. The resulting vectors define the next generation.
Step 7 Repeat steps 1 to 6 until 1,000 generations are complete.
Step 8 Review the 1000 generations and save the best-fitting vector.
Stage 2
Add one hidden node and repeat the steps in Stage 2. Save the best-fitting vector from the new set of 1,000 generations. Repeat this process until the addition of three successive hidden nodes produces no improvement in fit.
Stage 3
Select the best solution identified in all the generations created through Stage 2 and train this best solution using through an additional 1,000 generations using steps 2 through 8 of Stage 1.
The vectors within the mating pool were adjusted in three steps. First, a crossover operator randomly paired the vectors in the mating pool, identified any weights that exceeded a randomly drawn number, and switched those weights between the paired vectors. Secondly, a mutation operator replaced a small, random number (on average, about 5%) of the individual NN weights in the mating pool with random numbers drawn from the range of possible values for that weight. This step is designed to increase the probability that the algorithm would find a global solution. Third, a second mutation number replaced a small, random number of weights with a hard zero (Sexton et al., 2004) . The resulting vectors defined the second generation. This process was repeated until a thousand generations occurred. The GA algorithm described in Table 2 reflects two key recommendations of Sexton et al. (2004) . First, in order to obtain a parsimonious set of NN weight estimates, the inclusion of the second mutation operator that randomly sets small weights to zero is suggested. Second, the use of the following objective function, which is an increasing function of the number of model NN weights is recommended:
Here, N is the number of observations in the training data set, O is the observed value of the dependent variable, Ô is the fitted value of the dependent variable, and C is the number of non-zero NN weights. As Sexton et al. (2004) explained, the "…penalty for keeping an additional weight varies during the search and is equal to the current value of root-mean-square-error (RMSE). As a result, the added-weight penalty is high at the beginning of the search process but declines as new generations evolve and the RMSE declines."
In a Monte Carlo experiment, Sexton et al. (2004) compared the relative performance of a GA algorithm with three different backward propagation algorithms. In tests involving 11 problems used in previous NN research, the authors found that their proposed algorithm dominated the BP solutions in every test set at the 99% level of significance. The authors also found that their GA algorithm successfully eliminated irrelevant variables in 101 of 130 training runs.
Research design
Hypotheses
To evaluate the usefulness of the GA described in Table 2 , we use the financial data set employed by Zhang et al. (2004) . We statistically evaluated the relative forecasting accuracy of NN models estimated with BP and comparably specified models estimated with the GA algorithm described in Table 2 . We tested the following null hypothesis: H1 There will be no forecasting of quarterly EPS accuracy difference between NN models estimated with BP and NN models estimated with GA.
For purposes of statistical testing, we separated this hypothesis into two parts in order to distinguish between univariate and multivariate models:
H1a There will be no forecasting of quarterly EPS accuracy difference between univariate NN models estimated with BP and univariate NN models estimated with GA, where lagged EPS is the only independent variable. H1b There will be no forecasting of quarterly EPS accuracy difference between multivariate NN models estimated with BP and multivariate NN models estimated with GA, where the predictor variables include both lagged dependent variables and fundamental accounting variables.
Based upon the prior research, we expected that the use of a GA for estimation purposes would improve forecasting accuracy, leading to rejection of these null hypotheses.
NN models and variables
To test the hypotheses, we compared the performance of the four NN models of forecasting quarterly EPS. We divided the four models into four categories as shown in Table 3 . We compared the NN model estimated with BP and GA in both situations, including fundamental accounting variables and not including them. 
Notes: a Based on the work of Callen et al. (1996) , we use three-layer neural networks in both univariate and multivariate NN settings. An explanation of this modelling approach is presented in Section 3.1. b The multivariate models of categories 2 and 4 include the following fundamental accounting variables: inventory (INV), accounts receivables (AR), capital expenditure (CAPX), gross margin (GM), selling and administrative expenses (SA), effective tax rate (ETR), and labour force (LFP).
Our dependent variable was EPS. Our predictor variables were based upon the work of Lev and Thiagarajan (1993) , who studied the written statements of financial analysts in order to identify accounting variables used in security valuations and earnings predictions, and the subsequent analysis of Abarbanell and Bushee (1997) . Later studies by Abarbanell and Bushee (1998) and Beneish et al. (2001) 
LFP
Log of labour force productivity, defined as the log of the ratio of sales to the number of employees. Note: we took the log of the labour force productivity ratio in order to make the range of this variable, which extends into the millions, more comparable with the remaining variables.
Note that in the variables descriptions above, the meaning of the 'number of employees' variable is not constant across companies in the China Stock Market Trading Database (CSMAR ® database). Some companies report the number of employees at the end of the year, while others report the average number of employees during the year.
Because CSMAR ® reports the annual number of employees; we assumed that the number of employees in each quarter was constant throughout the year. Zhang et al. (2004) argued that any bias introduced by these assumptions would be independent of the functional forms of the models incorporating this variable. They also examined the sensitivity of their results to: 1 dropping the labour force productivity variable 2 replacing the CAPXs variable with an alternative measure available from quarterly cash flow statements.
These changes had no impact on the relative accuracy of the different multivariate models examined by the authors. For these reasons, we followed Zhang et al. (2004) and assumed the number of employees is relatively constant over the course of the year. Following Zhang et al. (2004) , our analysis omitted two variables considered by Abarbanell and Bushee (1997) : a dummy variable for inventory policy and an auditor opinion variable. We were not able to obtain this information from the CSMAR ® database.
Data source and demographics
Following Zhang et al. (2004), we collected the quarterly EPS and fundamental accounting data of Chinese listed companies from CSMAR ® . CSMAR ® is similar to Compustat in the USA, is relatively new, and pre-1999 Chinese listed companies normally did not report quarterly EPS and other fundamental accounting information. Therefore, we collected the data from the first quarter of 1999 to the third quarter of 2008. There were about one thousand Chinese companies listed before 1999. In order to have enough balanced observations, we only included the companies listed before 1999 to the present. As a result, our analysis applies to successful firms with a history of ten or more years, suggested to be an adequate sample by Lorek and Willinger (1996) . After deleting those companies that exited from the exchanges because of poor performance and a few companies because of missing values in the database, we obtained a sample, which included data on quarterly EPS and fundamental accounting variables for 723 companies, each having 39-quarter observations from the first quarter of 1999 to the third quarter of 2008. The 723 firms in our sample represented 22 industries [classified by China Securities Regulatory Commission (CSRC)] and stratified based on alphabetical order listed in Table 4 . Among them, the largest industry is that of the machinery, equipment and instrument, which accounted for the largest portion of the sample (15.49%). The top five industries accounted for 53.39% in the sample. 
Forecasting accuracy procedure
As described above, our analysis is based upon CSMAR ® data for 723 firms over 39-quarters. For each firm, we lost three data points due to differencing. Thus, our analysis sample consisted of 36 observations for each firm ranging from the first quarter of 1999 to the second quarter of 2007. We grouped these observations to form rolling samples of 28 quarters. Within each rolling sample we used the first 27 observations to estimate the NN weights of each forecasting model and used the last observations in the estimation set to make a one-step ahead forecast. Thus, for each model, we made nine forecasts based upon data from the preceding 27 quarters. To assess forecast accuracy, we used the following measures of fit (Callen et al., 1996; Zhang et al., 2004) :
, and
where Ŷ t is the forecasted value of EPS t . We omitted observations for which EPS t = 0. Consistent with prior work by Zhang et al. (2004) , Lorek and Willinger (1996) and Brown and Rozeff (1979) , we imposed an upper bound of one on individual errors and reported the percentage of errors affected by this constraint. Table 5 reports the forecast accuracy of one-step-ahead quarterly EPS forecasts for four forecast models as previously used by Zhang et al. (2004) In addition, by comparing categories 1, 2, 3 and 4, we find that the addition of fundamental variables in either case (estimated with BP or GA) results in more accurate forecasting of the future EPS. This is consistent with the findings of Zhang et al. (2004) that the addition of fundamental variables in NN models will result in improved predicting accuracy. Table 5 Comparing forecast accuracy of one-step-ahead quarterly EPS forecasts for four forecast models Table 6 Ranking forecast accuracy of one-step-ahead quarterly EPS forecasts for four forecast models Moreover, following the suggested analysis in Zhang et al. (2004) we conducted the Friedman (1980) test to evaluate the statistical significance of difference in EPS forecast models for individual quarters and for the forecasts pooled across quarters. Table 6 reports the rankings of the forecast accuracy of one-step-ahead quarterly EPS forecasts for four forecast models. It includes the models' average ranks and overall performance scores. Panel A Table 6 presents the test results for H1a. For the sample pooled across quarters, the Friedman test for multiple treatments has an F statistic of 10.314 (p = 0.000), which indicates that the ranks (forecast accuracy) differ significantly among forecast models of Categories 1 and 3. The univariate NN model estimated with GA (category 3) has lower average rank (2.9296) and lower performance score (1), thus, it is the most accurate forecast model among the two. The null hypothesis of H1a is therefore, rejected for the sample pooled across quarters. The quarter-by-quarter results are consistent with those for the overall sample. Therefore, we reject H1a for the sample pooled across quarters and for all the four quarters. Panel B Table 6 presents test results related to H1b. For the two models of categories 2 and 4, both individual quarters and all quarters, the multivariate NN model estimated with GA (Category 4) consistently outperformed the other model. It has the lower average rank and is assigned a performance score of one across all quarters. Therefore, the null hypothesis of H1b is rejected for both observations pooled across quarters and observations for specific quarters.
Results
Furthermore, Panel C of Table 6 shows the substantial evidence that the multivariate NN model estimated with GA is the most accurate forecasting model among the four models, and the multivariate NN model outperforms the univariate NN models. This indicates that the addition of fundamental variables in the NN models will increase forecasting accuracy of the models. The multivariate NN model estimated with GA has the lowest average rank and is assigned a score of one across all quarters. The multivariate NN model estimated with BP ranks second, followed by the univariate NN model with GA, and finally, univariate NN model with BP.
With the results from Table 5 and Table 6 , we are confident the NN model estimated with GA, based upon statistical significance, is more accurate in forecasting future EPS than the NN model estimated with BP. When fundamental accounting variables are added to the forecasting models, the forecasting accuracy of the models is further improved.
Conclusions
This paper compares the forecasting accuracy of NN models estimated with BP and GA. Our results show that without using fundamental variables, the forecasting accuracy of the NN model estimated with GA is higher than that of the NN model estimated with BP. When using the fundamental variables, the forecasting accuracy of the NN model estimated with GA is improved over all the models. We further contribute to the literature by revealing that the NN model estimated with GA has greater forecasting accuracy than the NN model estimated with BP. In addition, our research confirms Zhang's et al. (2004) empirical result that the addition of fundamental accounting variables in the NN model improves forecasting accuracy for predicting EPS.
Since the Chinese financial market differs from other financial markets of the world in many aspects (i.e., market structure, regulation, accounting principles, etc.), our empirical results show that the NN model estimated with GA has equal propensity to accurately predict future EPS using fundamental accounting variables. As the Chinese financial market becomes more visible and accessible to foreign investors, our research contributes to the practitioners who use EPS forecasts to help make better investment decisions regarding Chinese listed companies.
One limitation that should be noted concerns the nature of the data used in this study. Due to the emerging feature of the Chinese financial market's increased availability of companies' quarterly EPS and fundamental accounting data, our study had shorter periods and fewer rounds of predictions than did Zhang's et al. (2004) research. This might have led us to higher forecasting accuracy. In defence of our study, we did have more companies and a greater number of observations than Zhang et al. (2004) . This largely mitigates the estimation risk suggested here. Such an issue will be left for future research when there is more data available. We also suggest for future research a comparative study on EPS forecasting between Chinese listed companies and US companies, which might reveal unique differences in sources of variation that will further improve forecasting efforts.
