Introduction
Risk and time preferences are important factors in economic decision-making, particularly among farmers in developing countries (Binswanger, 1980 , Yesuf & Bluffstone, 2009 , Galarza, 2009 ). For instance, risk aversion has been shown to restrict farmers' willingness to participate in risky but potentially profitable activities such as money lending (Boucher et al., 2008 , Jacobson & Petrie, 2009 ). Risk-aversion has also been identified as a key feature preventing farmers from adopting new profitable technologies (e.g., Liu, 2008 , Dercon & Christiaensen, 2011 . Studies of time preferences in developing countries also find a high level of impatience, which may prevent farmers from making long-term investments (Tanaka et al., 2010 , Ashraf et al., 2006 , Duflo et al., 2011 .
Recent research suggests that risk and time preferences may be related: individuals who are more risktolerant may also be more patient (Anderhub et al., 2001 , Burks et al., 2009 , Dohmen et al., 2012 , Carpenter et al., 2011 , Benjamin et al., 2012 . Precisely how they are related is still unclear, though some evidence suggests that they may share common genetic and behavioral roots. For instance, Carpenter et al. (2011) find that risk and time preferences are both related to the 7-repeat allele of the DRD4 gene that regulates dopamine uptake in the brain, while Dohmen et al. (2010) find that risk and time preferences both correlate with cognitive ability. Given these findings, as well as indirect evidence from lab experiments about the relationship between risk and time preferences provided by Halevy (2008) , Epper et al. (2012) , Andreoni and Sprenger (2012) and Bchir et al. (2013) , field experiments are needed to shed light on their external validity.
We contribute to this literature by delivering new field evidence about the relationship between risk and time preferences via a method specifically designed for field settings: a simplified version of the Convex Time Budget method (CTB hereafter) first introduced by Andreoni & Sprenger (2012) (AS hereafter) . Such a method is needed for two reasons. First, while the available laboratory evidence suggests that risk and time preferences are correlated, field data remains sparse because of methodological challenges. The standard method for eliciting time preferences based on multiple price lists (MPLs) has been criticized because it forces subjects to choose extreme budget allocations, which may partly explain why these methods yield high estimated individual discount rates (Frederick et al., 2002) . Indeed, according to Andreoni & Sprenger (2012) : the "experimenters' frequent assumption of linear utility … leads to upwardbiased discount rate estimates if utility is concave". By contrast, the CTB exhibits several advantages relative to standard MPLs but requires some adjustments to be usable for field experiments. Second, almost all of the previous experimental studies were based on a specific combination of elicitation methods for risk and time preferences. With the exception of Carpenter et al. (2011) , risk preferences were elicited by certainty equivalents for risky lotteries and time preferences were elicited with multiple price lists. The method based on certainty equivalents has some well-known limitations, such as the propagation of errors.
Depending on the nature of the subject pool it is sometimes preferable to rely on a single lottery choice task as proposed by Binswanger (1980) and Eckel & Grossman (2008) , rather than on the standard iterative methods implemented for narrowing down the certainty equivalents.
We develop and test a simplified version of the CTB, modified for implementation in a field setting, and illustrate its operation among farmers in rural Uganda. Our field-CTB restricts the set of feasible budget allocations between sooner and later payment dates to the options most frequently chosen when the standard CTB is implemented in the lab. Besides allowing for aggregate and individual estimates of subjective discount rates, the data generated by the field-CTB can also be used to estimate the curvature of the utility function. Therefore we can test directly the conjecture about the negative correlation between risk tolerance and impatience in individuals. We provide a robustness check for the existence of such a correlation by relying on a second and independent measure of risk preferences based on the method proposed by Binswanger (1980) and by Eckel & Grossman (2008) , and which is particularly suitable for field experiments (Dave et al., 2010) .
Based on our experimental field data which was obtained through a combination of our field-CTB and the Binswanger methods, we find evidence of a negative correlation between risk-tolerance and impatience.
Because our study uses an unconventional sample for which a WEIRD 1 effect is unlikely, we increase both the robustness and the external validity of the alleged risk and time preference relationship.
The remainder of the paper is organized as follows: section 2 presents a brief overview of the literature, section 3 presents our experimental design, section 4 presents the results and section 5 concludes.
Relationship between risk and time preferences
Several recent experimental studies report a correlation between risk and time preferences (Anderhub et al., 2001 , Carpenter et al., 2011 , Dohmen et al., 2010 , Burks et al., 2009 . Albeit most find that risk-averse individuals are also more impatient, they also find that risk-tolerance is highly variable among individuals and can depend on individual characteristics, including gender, age, education, health status, risk-exposure, and religion. In parallel, recent genetic studies have found that the propensity to take risks is partly heritable (Cesarini et al., 2009; Zhong et al., 2009) . For instance, Carpenter et al. (2011) find that the propensity to choose risky lotteries is predicted by the presence of the 7 repeat allele of the dopamine receptor gene DRD4. They also find that the same allele predicts subjects' choices in an MPL designed to elicit time preferences.
In the experimental literature, Anderhub et al. (2001) population, which provides field evidence of the relationship between risk and time preferences but a major drawback is that the key result is based on a between subject analysis: subjects are either assigned to the time preference task or to the risk preference task. Their results therefore preclude conclusion that risk and time preferences are correlated within individuals. In contrast, and to facilitate a within subject analysis, Burks et al. (2009) ask their subjects to perform both tasks. They estimate a quasi-hyperbolic () discounting model with the data of the time preferences task and a CRRA parameter with the data of the risk preference task. They report a negative correlation with the estimated risk-aversion parameter and each of the time preferences parameters. Nevertheless, their data was obtained from a highly specialized sample:
US trainee truckers, thus limiting its external validity. Interestingly, both Dohmen et al. (2009) and Burks et al. (2009) show that risk and time preferences are correlated to cognitive ability; individuals with higher cognitive skills are more patient and more risk-tolerant.
Additional methodological factors may explain the significance of previous findings related to risk and time preferences. Most importantly, all previous studies were based on standard MPLs to elicit time preferences, which are well known to overestimate discount rates (see Frederick et al., 2002, and Andersen et al., 2008) . It is therefore important to test whether the relationship between risk and time preferences is robust to methodological factors, in particular to the way time preferences are elicited.
Experimental design

Sample
Risk and time preferences were elicited among subjects participating in a larger field experiment that examined the relationship between farmer preferences and their willingness to participate in an environmental conservation program in Uganda. 2 As such, our sample consists of farmers from Masindi District, western Uganda, where the program takes place (Figure 1 ). Farmers were recruited to participate in the experiment according to three criteria: land tenure, tribe, and language. The land tenure criterion ensured that participants had decision-making power over their land and thus could decide how to dedicate their land to farming and environmental conservation. Tribal affiliation and linguistics are important considerations because Uganda has 51 tribes and 31 languages, several of which are mutually unintelligible (Ladefoged, 1992) . Within Masindi, we selected 13 villages in 5 sub-counties where ethnic Banyoro are the predominant tribal group and Runyoro is the most widely spoken language.
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Risk preferences
Risk preferences were elicited using Eckel & Grossman's Gamble-Choice task (EG thereafter) (2008) . In this task, subjects choose between six gambles (Table 1) . Each gamble carries a 0.50 probability of a low outcome and a 0.50 probability of a high outcome. Gamble 1 offers a safe option involving a certain return with no risk. Gambles 2 to 5 increase linearly in both expected return and risk. Gamble 6 offers the same expected return as Gamble 5, but with more risk. Subjects were ranked on a scale of 1 to 6 according to their selected gamble: subjects who select Gamble 1 are classified as extremely risk-averse; subjects who select Gamble 6 are classified as risk-seeking.
INSERT TABLE 1 ABOUT HERE
Time preferences
Time preferences were elicited using a simplified version of AS's CTB task, which we adapted for implementation in the field. In this task, subjects work through three forms, each with five questions, concerning payments over near-and long-term time frames. Each question presents a payoff vector (xt, xt+k) that offers a payment xt at a sooner date t and a payment xt+k at a later date t+k. In the first form, t=1 day and k= 35 days; in the second form, t=1 day and k=70 days, and in the third form, t=36 days and k=35 days.
For each of the 15 questions, subjects choose between three payoff vectors corresponding either to an extreme allocation of a fixed budget at date t or date t+k, or to an interior allocation corresponding to an equal split of the fixed budget. A price ratio P measures the relative price of "consumption" at the sooner date: P = 1+ r, where r is the gross interest rate. Figure 2 presents a sample CTB form and Table 2 presents summary information of the 15 allocation questions. The sequence of questions is designed so that participants would initially choose the payoff vector (xt,0) and eventually switch to (0, xt+k), thereby revealing information about the curvature of their utility function. Following AS, varying the price ratio P allows estimation of the utility function curvature (), varying k allows estimation of the discount factor (), and varying t allows estimation of present bias (β).
As in other field implementations of the CTB (Giné et al. (2012) , Carvalho et al. (2013) , Janssen et al.
(2013), Clot and Stanton (2014) , Sawada and Kuroishi (2015) , we needed to adapt its original design to our field setting. In our experiment we introduced two important changes: first, we eliminated the intermediary budget allocation decision, instead requiring that subjects choose an inter-temporal payoff vector 4 directly.
Second, we restricted the set of possible budget allocations from which subjects can choose. Critically, our restricted set of budget allocations contains the most frequently observed allocations in AS's unconstrained set (2012) 5 . Indeed, AS found that 37% of their subjects always choose extreme allocations, with the remaining subjects choose such extreme allocations only 50% of the time on average.
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Data
We collected data on 282 individuals across 13 villages. We conducted one experimental session per village. Each session involved between 20 and 24 subjects. Subjects were told that the study would take 4 hours and that they would earn approximately UGX 3500 (USD 1.35) plus a UGX 1500 thank-you payment, the average equivalent of two day's wages in rural Uganda.
INSERT FIGURE 2 ABOUT HERE
Subjects' socio-demographic characteristics were collected in a post-experiment survey. Table 3 reports summary statistics for the control variables used in our statistical analysis of the relationship between risk and time preferences. The average individual is 42 years old, has completed primary school, owns 10 hectares of land and lives less than one kilometer from a paved road. Men constitute 78% of the sample.
INSERT TABLE 3 ABOUT HERE
Results
We present our key findings in two subsections. Subsection 4.1 compares our field data to AS's data. There are two important differences between these data: first our data was generated by a highly simplified version of the CTB task, adapted to the field and second, in contrast to AS who run a controlled laboratory experiment with US students, our data was collected through a framed field experiment involving a heterogeneous subject pool of farmers in rural Uganda. Subsection 4.2 examines the within-subject relationship between risk and time preferences in two ways: (i) by investigating the correlation between the estimated parameters for risk tolerance and for patience based on the field-CTB data only, and (ii) by analyzing the correlation between a subject's risk preference category elicited with the EG method and time preferences elicited by the field-CTB task. For notational convenience we write xt,+k the amount of the sooner payment at date t, when the delay for the later payment equals k.
Laboratory versus field CTB data
We estimate individual parameters for approximately 72% of the subject pool (203 out of 282 individuals) 7 .
Parameters are estimated as in Andreoni and Sprenger (2012) by assuming that an individual's preferences over experimental payoff vectors (xt, xt+k) are represented by a CRRA utility function combined with quasihyperbolic discounting (Laibson 1997, O'Donoghue and Rabin, 1999) . Rearranging and taking logarithm, we can rewrite the first-order condition as:
We rely on non-linear least squares in order to estimate . Increasing the gross interest rate r, all else equal, allows estimation of a subject's CRRA parameter  from his (xt ,xt+k) choices. Note that  also measures the curvature of the utility function. In a similar way we can estimate an individual's discount rate , by varying the delay k, all else equal. Finally, present bias  is estimated by comparing the choice (xt ,xt+k) when t > 0 to the choice (xt ,xt+k) when t = 0, all else equal. Strictly speaking, the elicitation of present bias requires an immediate cash payment because "present bias is a visceral response only activated when sooner rewards are actually immediate" (AS, 2012). However, for practical reasons such immediacy is not always feasible. For instance, in AS (2012), the payments are made several hours after a session in order to "equate transactions costs over sooner and later payments". For the same reason, we needed to include a front-end delay of one day in our experimental setting. By neutralizing transaction costs however, present bias may become undetectable 8 .
For 79 of our subjects we could not provide meaningful parameters estimates because 76 subjects chose "flat 9 " or "quasi-flat 10 " allocation decisions and 3 subjects reported inconsistent answers 11 . The upper panel of Table 4 summarizes the estimates of the preference parameters for the 203 usable observations (Field data in Table 4 ). For comparison purposes the lower panel reports the AS estimates (AS data in Table 4 ).
Figures 3 -6 provide histograms of individual parameters for the two samples.
INSERT TABLE 4 ABOUT HERE
The histograms reveal both similarities and differences between our field data and AS's lab data. Similar to AS, the majority of our subjects exhibit low discount rates, limited present bias and moderate utility function curvature. Both  and  are mostly distributed around value 1. The median curvature estimate is  = 0.949 (Table 2) , which is closer to the median curvature estimate of AS than estimates reported in other papers (e.g., Andersen et al., 2008 found CRRA estimates below 0.5). The median time inconsistency parameter  equals 1, which is also close to AS's estimate. Further consistent with their findings, the null hypothesis of the absence of present bias ( = 1) cannot be rejected (t-test, p = 0.000) for our sample. More specifically, 36.45% of the subjects in our sample are categorized as 'time consistent'. Subjects are time consistent when they choose the same payoff for t = 1 and k = 35 (x1,35 ) as for t = 35 and k=35 (i.e., x1,35 = x35,35). Among the remaining 63.55% time-inconsistent subjects, 36.45% are present-biased (i.e. x1,35 > x35,35, "impatient now and patient later") and 27.09% are future-biased (i.e. x1,35 < x35,35, "patient now and impatient later"). In contrast to AS, however, our sample contains more time inconsistent individuals (x1,35 ≠ x35,35). In the AS sample 16.7% of the subjects are present-biased and 10.7% are future-biased. In this way, our results are similar to those of Ashraf et al. (2006) , who observe about 35% of present-biased subjects and 19.8% of future-biased subjects in their Philippines sample. Another difference with AS is the large proportion of subjects who exhibit negative discount rates (88.7%) in our sample. We believe these subjects may be imposing a savings constraint on themselves by choosing to delay immediate consumption in favor of future consumption. In short, the comparison of our field data to the AS data reveals important similarities, including parameter estimates of  and , but also differences: a larger proportion of futurebiased subjects and a very high proportion of subjects with negative discount rates. These two characteristics might be specific to our field context. However, an alternative interpretation is that students' preferences differ from those of field subjects, as suggested by the similarities of our findings with those of Ashraf et al. (2006) .
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Correlation between risk and time preferences
In order to study the relationship between risk and time preferences we execute two independent analyses.
First, we look for a correlation within subjects between their risk preferences, elicited with the EG task, and their time preference parameter , elicited with the field-CTB task. Second we study the correlation between the CRRA parameter estimates ( and the time preference parameter estimate .
Correlation between risk preferences categories and the time preference parameter
The EG method allows us to categorize each subject as more or less risk-averse on a scale from 1 to 6 according to their selected gamble, where 1 corresponds to the most risk-averse category and 6 to the most risk-seeking. Table 5 shows the frequency of subjects in each category.
INSERT TABLE 5 ABOUT HERE
Before providing statistical support for the relationship between risk and time preferences based on our six risk-categories, we first give a graphical representation of this relationship based on a coarse categorization of subjects as follows: subjects who selected gamble 1 are classified as risk-averse, those who selected gambles 2 to 5 are classified as risk-neutral, and those who selected gamble 6 are classified as risk-seekers.
As illustrated in Figure 7 , risk-seekers are the most patient. The mean amount chosen for the earlier date is significantly lower for risk-seekers than for other risk-categories both for x1,35 (Student t-test; t=1.6464, p=0.0999) as well as for x36,35 (Student t-test; t=2.0787, p=0.0378). Figure 7 shows that our data is overall consistent with the hypothesis that risk tolerant individuals are also more patient, which aligns with previous findings (Anderhub et al., 2001 , Carpenter et al., 2011 , Dohmen et al., 2010 , Burks et al., 2009 ).
However, there is no difference when the delay is relatively long (k = 70) as illustrated by the case x1,70.
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Interestingly, Figure 8 shows that risk-seekers and risk-neutral individuals tend to be time-consistent (x1,35
vs. x35,35) while risk-averse subjects tend to be time-inconsistent. More specifically, risk-averse subjects are more likely to be future-biased than other subject-types. For t=1 day they choose a lower amount than for t=35 days. Risk-seekers seem to be sensitive to an increase in the delay k (all other things equal): they are less patient for higher values of k. They allocate lower amounts to the sooner date for k=35 days than for k=70 days. Interestingly, other risk categories are less sensitive to this parameter. Tables 6 and 7 provide statistical support for the visual evidence reported in Figures 7 and 8. Table 6 summarizes the estimates of ordered probit regressions with the risk-preference category (coded 1 to 6, where 6 is the highest risk-tolerance category) as the dependent variable. The regressions support our conjecture about a negative correlation between risk and time preferences:  affects negatively the probability that a subject belongs to a higher risk-tolerance category. The relationship between and the risk preference category remains robust after controlling for various factors, including demographic variables (e.g., gender, age, education, etc.) and financial variables (e.g., savings, outstanding loans, etc.).
We observe that the size of land ownership positively affects risk taking while age negative affects risk taking. Land ownership and cattle size are often good proxies for wealth in developing countries (Wik et al., 2004) . For instance, individuals who own more land appear to be less risk averse, which is similar to decreasing risk-aversion with wealth. Our results about risk aversion confirm the results of other field experiments that rejected the hypothesis of constant relative risk aversion in favor of decreasing or increasing relative risk-aversion (e.g. Binswanger, 1981 , Yesuf & Bluffstone, 2009 12 . Larger land ownership increases the propensity to take risk as previously observed (Donkers et al., 2001; Hartog et al., 2002 , Yesuf & Bluffstone, 2009 . However, other studies found no correlation between risk-aversion and wealth (see e.g. Cardenas and Carpenter, 2013) . We also observe that risk aversion increases with age, as in Tanaka et al. (2010) . It is often found that education and gender significantly affect risk preferences (e.g., Tanaka et al., 2010, Croson and Gneezy, 2009 ). However, in our sample, which is mainly composed of educated men (for the purpose of testing the field -CTB task), we cannot study these variables. Table 7 summarizes the results of linear regressions between preference parameter estimates derived from the field-CTB task. The dependent variable is the curvature parameter a that accounts for relative risk aversion and the key explanatory variable is the time preference parameter . The regressions support our conjecture about a negative correlation between risk and time preferences:  negatively affects . Note that  is insignificant which is consistent with our previous result about the absence of present bias in our sample. The relationship between  and the risk preference category is robust after controlling for demographic and financial variables. In the complete regression model, which includes all the control variables, the relationship between  and  is highly significant. This result leads us to conclude that the negative correlation between impatience and the propensity to take risk is robust to multiple factors in our sample.
Correlation between the parameter estimates of the CTB task
Concluding remarks
We designed a simplified field version of the CTB task to investigate the relationship between risk and time preferences in farmers participating in an environmental conservation program in Uganda. Compared to other elicitation strategies, which rely on a combination of tasks, the CTB task uniquely elicits both subjective discount factors and utility curvatures through a single experimental protocol. Notwithstanding our simplification of AS's original CTB method and our application to non-student subjects in a field setting, many of our findings are consistent with those of AS. Remaining differences, such as the higher frequency of time-inconsistent answers in our sample, are likely attributable to the nature of the subject pool since our sample has a lower level of education compared to the AS sample.
Using our field-CTB task, we find a negative correlation between time preferences and risk preferences:
the more risk averse subjects discount more heavily delayed payments. This statement is established on two independent measures of risk tolerance: the risk aversion coefficient estimated from the CTB data, and the risk aversion category elicited with the EG method. The conclusion is therefore robust to the elicitation task as well as robust to several controls.
This key finding -that impatience and risk taking are negatively correlated -has two important implications. First, it provides new support for the previously documented relationship between risk and time preferences (Anderhub et al., 2001 , Carpenter et al., 2011 , Dohmen et al., 2010 , Burks et al., 2009 ).
This finding is robust both to a change in the elicitation method and to the field setting of a developing country context. Second, it reveals two facets of preferences that are important for designing efficient incentives to adopt conservation programs. Impatient, risk-averse individuals may favor investing in fastgrowing crops that generate immediate cash compared to enrolling in long-term conservation contracts.
Also, because of their collective dimension, conservation programs involve both the risk of short-term failure when potential participants expect a lack of involvement and the risk of a long-term benefit in case of success, but which is essentially collective. Therefore, impatient, risk-averse individuals may be reluctant to enroll for two reasons. Taking into account both the specificity of the relationship between impatience and risk aversion and the heterogeneity of preferences can provide new insights for designing more efficient incentives to enroll reluctant farmers into conservation programs and more generally, to involve individuals into targeted programs 13 . 
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