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 . 1  .  .Let I F s H F x v x dx, where v is a complex valued integrable function.y1
 .We consider quadrature formulas for I F which are exact with respect to rational
w xfunctions with prescribed poles contained in C _ y1, 1 . Their rate of convergence
is studied. Q 1996 Academic Press, Inc.
1. INTRODUCTION
w xLet m be a finite complex Borel measure, supported on y1, 1 , that is,
 . w x < < < <S s supp m ; y1, 1 and H d m s k - q`, where m denotes them
total variation measure associated with m. Occasionally, we restrict our
 .  .attention to measures of the form dm x s v x dx, where v is a complex
<  . < <  . <  .valued function. In this case, dm x s v x dx. Let m z denote theÃ
* The research by these three authors was partially supported by the HCM project ROLLS,
under Contract CHRX-CT93-0416.
² This research was carried out while on a visit at Universidad de La Laguna. This visit was
made possible by a travel grant from CDE-IMU.
747
0022-247Xr96 $18.00
Copyright Q 1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
P. GONZALEZ-VERA ET AL.Â748
corresponding Markov function
dm x dm .1
m z s s . 1.1 .  .Ã H Hz y x z y xy1
In this paper we shall be concerned with the approximation of integrals of
the form
I F s F x dm x or I F s F x v x dx , 1.2 .  .  .  .  .  .  .H Hm v
by means of interpolatory quadrature formulas
M y1jN
n k .I F s A F x , 1.3 .  .  . n k , j n , j
js1 ks0
with n s M q ??? qM which are exact for certain types of rational1 N
functions with prescribed poles.
w xMotivated by a paper of Nuttall and Wherry 2 , we treated the same
w xproblem in 4 but in the context of quadrature formulas which are exact
for polynomials. There, we considered not only interpolatory-type quadra-
tures but also Jacobi-type and compared their rates of convergence. Here,
we limit ourselves to the interpolatory case for reasons which we shall
explain in Remark 3 of Section 3.
The general outline of the paper is the following. In Section 2, the
connection between interpolatory-type quadrature formulas which are
exact for rational functions and multipoint Pade-type approximants ofÂ
Markov functions is established. In Section 3, using the rate of conver-
gence of multipoint Pade-type approximants to Markov functions, weÂ
 .estimate the rate of convergence of quadrature rules of type 1.3 when F
is holomorphic on a neighborhood of S . In Section 4, we study the casem
w xwhen F is only defined on y1, 1 and belongs to the Lipschitz class
1 .Lip a , a ) . Some concluding remarks are also included in this section.2
Finally, numerical examples are displayed in Section 5.
2. PRELIMINARY RESULTS
In the following, P will denote the space of polynomials of degree atn
most equal to n, and P the space of all polynomials. Let a s a : j sn n, j
4  41, . . . , n and b s b : j s 1, . . . , n be two sets of points such thatn n, j
w x a ; C _ y1, 1 and b ; C _ a , n g N, is fixed as usual, C representsn n n
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.the extended complex plane . Set
n
a y1w z s 1 y za 2.1 .  . .n n , j
js1
n
bw z s z y b , 2.2 .  . .n n , j
js1
 .where the factors in 2.1 corresponding to a s ` are considered equaln, j
to one.
It is easy to verify that there exists a unique polynomial Q g Pny1 ny1
such that
w bm y Q 1Ãn ny1 w xz s O g H C _ y1, 1 , 2.3 .  . .a  / /w zn
 y1 .  < < .  a .where O z ª 0 when z ª ` . If deg w s n, then the conditionn
 y1 .  a .  .O z is automatically fulfilled. When deg w s n y l 1 F l F n ,n n n
this requirement imposes l conditions of interpolation at infinity. On then
 b .other hand, the construction of Q involves the interpolation of w mÃny1 n
at the zeros of w a.n
The rational function
Q z .ny1 s n y 1rn z .  .mÃbw z .n
 .  .  .is called an n y 1rn multipoint Pade-type approximant MPTA of m zÂ Ã
 .relative to a , b . For a general class of meromorphic functions onn n
w x  w x.C _ y1, 1 including Cauchy transforms of complex measures on y1, 1 ,
a  b 4w ' 1, n g N, and w any sequence of classical orthogonal polynomi-n n
als, the convergence of such MPTA was studied by Gonchar see Theorem
w x.2 in 5 .
 .Let us see how one obtains quadrature formulas 1.3 which are exact
for rational functions of the form
P x .
R x s , P g P . . ny1aw x .n
w x  .Fix any piecewise smooth curve G such that y1, 1 j b ; Int G andn
 .  .a ; Ext G . From 2.3 , one hasn
m QÃ 1qnny1 y1y z s O z g H Ext G . .  .  . . /a a b /w w wn n n
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 .Therefore, using Cauchy's Theorem on Ext G , one has
m QÃ ny1
P z y z dz s 0, ;P g P , .  .H ny1a a b /w w wG n n n
or what is the same,
P z m z P z Q z .  .  .  .Ã ny1
dz s dz. 2.4 .H Ha a bw z w z w z .  .  .G Gn n n
Fubini's Theorem implies that
P z m z P z dz .  .  .Ã
dz s dm x .H HHa aw z w z z y x .  .G Gn n
P x .
s 2p i dm x . 2.5 .  .H aw x .n
Let us consider the simple fraction expansion of Q rw b. Assume thatny1 n
b . N  .M jw z s  z y b , where b / b for j / j . Thenn jq1 n, j n, j n, j 1 21 2
M y1 njNQ z k! A .ny1 k , js 2.6 . b kq1w z . z y bn  .js1 ks0 n , j
and, using Cauchy's integral formula for the derivatives, one obtains
M y1jNP z Q z P z dz .  .  .ny1 ndz s k! A H Hk , ja ab kq1w z w zw z .  . .G G z y bn nn  .js1 ks0 n , j
 .kM y1jN P
ns 2p i A b . 2.7 . .  k , j n , ja /wnjs1 ks0
 .  .  .From 2.4 , 2.5 , and 2.7 , follows
LEMMA 1. Under the conditions abo¨e, we ha¨e
 .kM y1jNP x P .
ndm x s A b , P g P , 2.8 .  . . H k , j n , j ny1a a /w x w .n njs1 ks0
n  . bwhere A is gi¨ en by 2.6 . In particular, if all the zeros of w are simple,k , j n
then
nP x P b .  .n , jndm x s A , . H ja aw x w b .  .n n n , jjs1
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with
Q b .ny1 n , jnA s .j bv 9 b . .n n , j
Remark 1. The following converse statement to Lemma 1 is not hard to
 .obtain. Assume that you have a quadrature formula of the form 1.3
which is exact for all rational functions of the form Prwa, P g P ,n ny1
where w a is a given polynomial of degree at most n, and whose zeros lie inn
w x b . N  .M jC _ y1, 1 . Set w z s  z y b , where b and M , j s 1 . . . n,n js1 n, j n, j j
 . a bare taken from 1.3 . Assume that w and w have no common zeros.n n
 . nThen, defining Q by formula 2.6 , where the coefficients A areny1 k , j
 .  .taken from 1.3 , you have that the relation 2.3 holds. Therefore, there is
a one-to-one correspondence between quadrature formulas of the form
 . a1.3 and MPTA of m under the conditions that the zeros of w lie inÃ n
a bw xCr y1, 1 and that w and w are relatively prime.n n
Now, let us find an expression linking the error in the quadrature
formula and the error in the MPTA.
LEMMA 2. Let F be an analytic function on a domain V and let G be an
w x  .arbitrary piecewise smooth Jordan cur¨ e such that y1, 1 j b ; Int G ,n
 .Int G ; V, and a ; Ext G . Then . n
1 Q z .ny1
E F s I F y I F s F z m z y dz. 2.9 .  .  .  .  .  .ÃHn m n b /2p i w z .G n
Proof. Fubini's Theorem and Cauchy's integral formula imply that
1 1 F z .
F z m z dz s dz dm x s F x dm x . .  .  .  .  .ÃH H H H2p i 2p i z y xG G
 .On the other hand, from 2.6 , one finds that
M y1 njN1 Q z k! A F z .  .ny1 k , j
F z dz s dz .  H Hb kq12p i 2p iw z .G G z y bn  .js1 ks0 n , j
s I F . .n
 .These two formulas give 2.9 .
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 .  . aNote that 2.8 is a particular case of 2.9 . In fact, taking F s Prw ,n
 a . b .P g P , one would have that Prw m y Q rw is holomorphicÃny1 n ny1 n
 .in Ext G , with a zero of multiplicity at least two at infinity. Therefore, the
 .right-hand side of 2.9 equals zero.
To conclude this section, we give an integral expression for the error in
the MPTA.
LEMMA 3. Let a and b be as in Lemma 1. Thenn n
Q z w a z w b x dm x .  .  .  .ny1 n n
m z y s 2.10 .  .Ã H ab b w x z y xw z w z  .  . .  . nn n
and
w a x w b z y w a z w b x dm x .  .  .  .  .n n n n
Q z s ; 2.11 .  .Hny1 a /w x z y x .n
in particular, if b is a simple zero of w b, thenn, j n
w a b w b x . .n n , j nnA s dm x . 2.12 .  .Hj ab w x x y bw 9 b  .  . . . n n , jn n , j
w xProof. Let G be a piecewise smooth curve separating y1, 1 j bn
 .from a . Let z g Ext G . Sincen
w bm y QÃn ny1 g H Ext G . .awn
and has a zero of multiplicity at least one at z s `, we can write, by using
 .Fubini's Theorem and Cauchy's integral formula on Ext G ,
w bm y Q 1 w bm y Q djÃ Ãn ny1 n ny1
z s y j .  .Ha a /  /w 2p i w j y zGn n
w b x dm x .  .ns .H aw x z y x .  .n
 .  .  .This formula immediately yields 2.10 . Then 2.11 follows 2.10 by
 .  .obvious algebraic transformations. Finally, 2.12 is obtained from 2.11
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using the trivial fact that if b is simple thenn, j
Q Q z .ny1 ny1nA s Res , b s lim z y b . .j n , j n , jb b /w w zzªb  .n , jn n
3. CONVERGENCE FOR ANALYTIC FUNCTIONS
 4In the following, a s a , n g N, denotes a triangular table of pointsn
w xcompactly contained in C _ y1, 1 .
 4Let b s b , n g N, be a triangular table of points such that b ; C _ a .n
w xMoreover, the set b9 of limit points of b is contained in y1, 1 . A point
 4b belongs to b9 is there exists a subsequence b , n g N, such that0 n, jn.
b ª b as n ª `.n, jn. 0
We wish to make proper selections of the tables a and b to obtain good
estimates for the rate of convergence of the sequence of MPTA Q rw b,ny1 n
 .n g N, to m. Using 2.9 , we deduce fine bounds for the rate of conver-Ã
gence of the corresponding sequence of interpolatory quadrature formulas
w xwhen F is holomorphic on a neighborhood of y1, 1 .
To avoid the annoying effect of the difference in which we wrote the
a b   .  ..polynomials w and w see 2.1 , 2.2 , we will assume in the followingn n
 a .that deg w s n for each n and taken
n
aw z s z y a . 3.1 .  .  .n n , j
js1
This may be done, without loss of generality, by taking a convenient
w xbilinear transformation which maps y1, 1 onto itself and maps infinity
into some finite point, but takes no original a into infinity this isn, j
w x.possible since, by assumption, a is compactly contained in C _ y1, 1 .
Let P be a polynomial of degree n. We associate to it the atomic
measure
1
n P s d , . n zn  .P z s0
where d denotes the Dirac measure supported at point z . The corre-z
sponding measures for w a and w b we denote by n a and n b, respectively.n n n n
The logarithmic potential of a measure n is given by
1
V z s log dn z . .  .Hn < <z y z
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In particular,
1rn 1rnb a
b aw z s exp yV z , w z s exp yV z . 3.2 .  .  .  .  . 4  4n n n nn n
Assume that there exist measures n a and n b such that
) )
a a b bn ª n and n ª n 3.3 .n n
ngN ngN
in the weak star topology of the space of measures. This implies that see
w x.9
1rna a
alim w z s exp yV z , z g C _ supp n , 3.4 4 .  .  .  .n n
nª`
1rna
alim sup w z F exp yV z , z g C, 3.5 4 .  .  .n n
nª`
1rnb b
blim w z s exp yV z , z g C _ supp n , 3.6 4 .  .  .  .n n
nª`
1rnb
blim sup w z F exp yV z , z g C. 3.7 4 .  .  .n n
nª`
 .  .Convergence in 3.4 ] 3.7 is uniform on each compact subset of the
w x  b . w xindicated regions. Since b9 ; y1, 1 then, obviously, supp n ; y1, 1
 . w xand 3.6 takes place, in particular, in C _ y1, 1 . For analogous reasons,
w x  a . w xsince a is compactly contained in C _ y1, 1 , then supp n ; C _ y1, 1
 . w xand 3.4 holds on y1, 1 .
 .  .  .From 2.10 and 3.4 ] 3.7 one finds that
1rna b1rn lim sup w z rw z .  .n nQny1 nª`lim sup m y z F .Ã b 1rn /wnª` n a blim inf min w x rw x .  . 5n n
nª` w xxg y1, 1
F exp V b a z y min V b a x , .  . 5n yn n yn
w xxg y1, 1
3.8 .
 . w xwhere the limit in 3.8 is uniform on compact subsets of C _ y1, 1 .
w xb aNow, V is subharmonic in C _ y1, 1 and, therefore,n yn
w xb a b aV z - max V x , z g C _ y1, 1 . 3.9 .  .  .n yn n yn
w xxg y1, 1
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 .  .Relations 3.8 and 3.9 clearly indicate that it is convenient to have
min V b a x s max V b a x , .  .n yn n yn
w x w xxg y1, 1 xg y1, 1
w xb aor what is the same, V equal to a constant on y1, 1 . This will ensuren yn
w xconvergence of the sequence of MPTA on all C _ y1, 1 .
b a a w xThis is possible if n s n is the balayage of n from C _ y1, 1 onÄ
w x b w xy1, 1 . That is, n must be the equilibrium distribution on y1, 1 in the
 w x.apresence of the exterior field yV see 10, 9, 6 . Thus, we haven
THEOREM 1. Let a and b be two triangular tables as described abo¨e.
 . b aAssume that 3.3 takes place and n s n is the equilibrium measure onÄ
w x ay1, 1 in the presence of the exterior field yV . Thenn
1rn
Qny1
a alim sup m y z F exp V z y C - 1, 4 .  .Ã n ynÄb /wnª` n
w xz g C _ y1, 1 , 3.10 .
where
w xa aC s V x , x g y1, 1 , .n ynÄ
 .is the equilibrium constant. The limit in 3.10 is uniform on compact subsets
w xof C _ y1, 1 .
 .The proof is immediate from 3.8 and the reasonings above. Alternative
 .formulas for the right-hand side of 3.10 are well known in terms of
 .Green's potential. Let g z, t denote the Green's function for thewy1, 1x
w x w x  w x.region C _ y1, 1 with singularity at point t g C _ y1, 1 . Then see 9
C s g t , ` dn a t .  .H wy1, 1x
and
a w xa aV z s C y g z , t dn t , z g C _ y1, 1 . .  .  .Hn yn wy1, 1xÄ
Therefore,
C y V a a z s g z , t dn a t s Ga z , .  .  .  .Hn yn wy1, 1x wy1, 1xÄ
and thus,
1rn
Qny1 alim sup m y z F exp yG z . 3.11 .  .  . 4Ã wy1, 1xb /wnª` n
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 .  .Then, for the error E F of the quadrature formula given by 2.9 , wen
have
THEOREM 2. Let F denote an analytic function on a neighborhood V of
w xy1, 1 and assume that the tables a , b satisfy the conditions of Theorem 1.
Then
1rn  4lim sup E F F exp yt - 1, 3.12 .  .n
nª`
 4  a  . 4where t s sup r : G ; V and G s z: G z s r . Here, t is relatedr r wy1, 1x
to the largest equipotential cur¨ e contained in V.
Proof. Let t ) 0 be such that G ; V. For all sufficiently large n all ther
 a  . 4  .points in b lie in V s z: G z - r ; V and formula 2.9 makesn r wy1, 1x
sense with G s G . Hencer
1 Q z .ny1
< <E F F F z m z y dz .  .  .ÃHn b2p w z .G nr
L M Q z .r r ny1F sup m z y , 3.13 .  .Ã b2p w z .zgG nr
<  . <where L denotes the length of the curve G and M s sup F z . Forr r r z g Gr
just one value of r, the length of G may be infinite that corresponding tor
.the value passing through infinity and one excludes that value in case that
it is possible.
 .  .   ..From 3.13 and 3.11 or 3.10 one obtains
1rn  4lim sup E F F exp yr . .n
nª`
 .Since this is true for each r such that G ; V, one arrives at 3.12 makingr
r tend to t .
Remark 2. Before ending this section we wish to point out how it is
possible to construct a table of points b with the property required by
Theorem 1, given a table a for which
)
a an ª n . 3.14 .n
ngN
 w x.Such constructions are known see e.g. 6 .
w xTake any positive Borel measure s supported on y1, 1 and such that
w x bs 9 ) 0 a.e. on y1, 1 . Take w as the nth orthogonal polynomial withn
CONVERGENCE OF QUADRATURE FORMULAS 757
< a < 2  .respect to the varying measure ds s dsr w . If a satisfies 3.14 thenn n
)
b an ª n .Än
ngN
Remark 3. Results analogous to those of Theorems 1 and 2 may be
obtained in connection with multipoint Pade approximants of MarkovÂ
functions of complex measures and the Jacobi-type quadrature formulas
they generate. A serious difficulty arises. Orthogonal polynomials with
respect to complex measures need not have degree n and, moreover, if
w xthey do, their zeros may be anywhere in the complex plain. In 4 , where
we consider the special case w a ' 1, n g N, we could rely on knownn
results concerning the asymptotic behavior of polynomials orthogonal with
respect to fixed complex measures and their zeros to overcome these
difficulties. Now, we are dealing with varying complex measures
 . a  .dm x rw x and this is no longer so. We shall treat such questions in an
separate paper.
4. CONVERGENCE FOR CONTINUOUS FUNCTIONS
w xIn this section F is only defined on y1, 1 . Therefore, we must take b
so that all its points lie within this interval. Since we will no longer work
 . awith potentials, we return to the expression 3.1 for the polynomials w .n
As in Section 3, we consider the case where the table a is compactly
w xcontained in C _ y1, 1 . We will no longer assume any nth root asymp-
 a4totic behavior for the sequence w ; but, given a , we will make an
convenient choice for the polynomials w b.n
w xLet v be any complex-valued measurable function on y1, 1 such that
v x dx - q`. 4.1 .  .H
 . w x  .Let h x be a weight function defined on y1, 1 , such that h x ) 0 a.e.
w xon y1, 1 and
h x dx - `. 4.2 .  .H
Assume that
2
v x .
dx s C - q`. 4.3 .H 1h x .
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Given a , take w b as the nth orthogonal polynomial with respect to then
 . < a  . < 2 bmeasure h x dxr w x . Certainly, for each n g N, all the zeros of wn n
w x  .  .are simple and lie on y1, 1 . In particular, for dm x s v x dx, accord-
 .ing to 2.12 we have
w a b w b x v x dx Q b .  . .  .n n , j n ny1 n , jnA s s . 4.4 .Hj ab bw x x y bw 9 b w 9 b .  . .  . .  .n n , jn n , j n n , j
From the Gauss]Jacobi quadrature formula we know that for a similar
w x.treatment, see 7
nh x dx .
nP x s l P b , P g P , 4.5 .  . .H j n , j 2 ny12aw x . js1n
and
2b1 w x h x dx .  . .nnl s .Hj 2 2 2ab w x x y b .  .w 9 b . . n n , j .n n , j
It is convenient to write these formulas in a more symmetric form by
 .multiplying and dividing each term in the right-hand side of 4.5 by
< a  . < 2w b , respectively. Thus, we obtainn n, j
nP x P b .  .n , jnÄh x dx s l , P g P , 4.6 .  .H j 2 ny12 2a aw x . w bjs1  .n n n , j
with
22a bw b w x h x dx .  . .n n , j nnÄl s . 4.7 .Hj a 2b w xw 9 b  . . . x y bnn n , j  .n , j
Let us try to establish some connection between the numbers An inj
Än .  .4.4 and the l in 4.7 .j
 .  .LEMMA 4. Assume that h and v satisfy 4.1 ] 4.3 . Take a and b as
indicated abo¨e. Then
n nÄ< <A F C l 4.8 .’j 1 j
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and
n
n ’< <A F C n , 4.9 . j 2
js1
where C is an absolute constant.2
 . ’Proof. Multiplying and dividing the integrand in 4.4 by h x and .
 .using the Cauchy]Schwarz inequality and 4.7 , one has
1r2 1r22 2a bw b w x h x dx v x .  .  . .n n , j nn< <A F dxH Hj a 2b w x h xw 9 b  .  . . . x y bnn n , j  .n , j
nÄs C l .’ 1 j
 .This gives us 4.8 .
 w x.It is a known fact see 7 that
n
nÄlim l f b s f x h x dx , .  . . Hj n , j
nª` js1
w xwhere f is any continuous function on y1, 1 . In particular, taking f ' 1
we have that there exists a constant C such that3
n
nÄl F C . j 3
js1
 .Therefore, using 4.8 and the Cauchy]Schwarz inequality, one obtains
n n n
n n nÄ Ä’< <A F C l F C n l’ ’’  j 1 j 1 j(
js1 js1 js1
’s C C n ,’ 1 3
 .which proves 4.9 .
Now we are ready for
THEOREM 3. Under the assumptions of Lemma 4,
’I F y I F F C n r F , 4.10 .  .  .  .n 4 ny1
where C is an absolute constant, F is an arbitrary continuous function on4
w xy1, 1 , and
P
r F s inf F y . 4.11 .  .ny1 awPgP ny1 n `
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Proof. Let P g P be such thatny1 ny1
Pny1
F y s r F . .ny1awn `
 .  .  .Then, according to 2.8 , 4.1 , and 4.9 ,
P Pny1 ny1
I F y I F s I F y q I y F .  .n na a /  /w wn n
’F r F v x dx q C n . .  .Hny1 2 /
 .This settles 4.10 .
In order to give sufficient conditions on F so that the right-hand side of
 .  .4.10 tends to zero, we must obtain estimates of r F in terms of n forny1
continuous F. Such estimates are well known in the case that F is
 w x.approximated by polynomials. Bernstein's Theorem states see 11 that in
that case
1
r F F C v F , , .ny1 5  /n
 .  .where C is an absolute constant independent of F and n and v F, d s5
<  .  . < w xsup F x y F y denotes the modulus of continuity of F on y1, 1 .
< <xyy Fd
w xx , yg y1, 1
w xGiven a , a fixed point contained in R _ y1, 1 , a bilinear transforma-0
tion yields that
1
r F F C v F , , .ny1 6  /n
where C is in general a different absolute constant and r denotes the6 ny1
best approximation of F by means of rational functions of order n y 1
whose only poles lie at the point a .0
It seems natural to expect that if we look for the best approximation of
F by means of rational functions with prescribed poles, the same type of
estimate for r should hold as long as the poles of the approximatingny1
rational functions do not approach the interval where F is being approxi-
mated as n ª ` or if they do approach the interval, this is done ``not too
.fast'' . We thought such a result should be known but found no reference;
therefore, for completeness, we include a proof. We limit ourselves to the
 .case when the table of points a which determines the fixed points is
w x  .compactly contained in C _ y1, 1 and 3.4 takes place. We have
w xTHEOREM 4. Let a be compactly contained in C _ y1, 1 , such that
 . w x3.4 takes place, and F be a non-constant continuous function on y1, 1 .
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Then, there exist absolute constants C and C such that, for sufficiently7 8
large n,
1
r F F C q C C F v F , , 4.12 .  .  .ny1 7 8  /n
 .  .where r F is as in 4.11 andny1
5 5F `
C F s . .
max F x y min F x .  .x gwy1, 1x x gwy1, 1x
Proof. Let pU be the polynomials of degree m of best uniform approxi-m
w x U w xmation to F on y1, 1 . Since lim p s F uniformly on y1, 1 , then form m
5 U 5 5 5all sufficiently large m, p F 2 F . In the following, we only consider` `m
 w x.such m. From the Bernstein]Walsh formula see 12, p. 77 , we obtain
that
U 5 5p z F 2 F exp mg z , ` . 4.13 .  .  . 4`m wy1, 1x
w xAs above, take a table of points b contained in y1, 1 such hat
)
b an ª nÄn
ngN
a w xwhere n is the equilibrium measure on y1, 1 in the presence of theÄ
exterior field yV . Let R be the rational function whose numerator is ofn na
degree less than or equal to n y 1 and with fixed poles at the zeros of w an
which interpolates pU at the zeros of w b. From Hermite's formula for them n
remainder of interpolation we have
1 w b x rw a x pU z .  .  .n n mU w xp x y R x s dz , x g y1, 1 , .  . Hm n b a2p i z y xw z rw z .  .G n n
  . 4where G s z : g z, ` s r and r is sufficiently small so that thewy1, 1x
zeros of w a and their accumulation points lie outside this curve. There-n
 .fore, considering 4.13 , we obtain
b asup w x rw x .  .n n
w xxg y1y1U 5 5  4p x y R x F C F exp mr . .  . `m n 8 b ainf w z rw z .  .n n
zgG
4.14 .
For e ) 0, since
1rnbw z .n
lim s exp V z . 4n ynaÄa aw zn  .n
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uniformly for z g G, and
1rnbw x .n
lim sup F exp V x , . 4n ynaÄa aw x .n n
w xuniformly for x g y1, 1 , we obtain that for n G n0
bw z .n G exp n V z y e , z g G , 4.15 .  . . 5n ynaÄa aw z .n
and
bw x .n w xF exp n V x q e , x g y1, 1 . . 5n ynaÄa aw x .n
s exp n C q e , 4.16 4 .  .
w xwhere C is the constant value that V takes on y1, 1 . Usingn ynaÄa
 .  .4.14 ] 4.16 , we find that
U 5 5p x y R x F C F exp mr q n C q 2e y inf V z , .  .  . .`m n 9 n yna 5ÄazgG
w xx g y1, 1 .
 . w xTake m s m n s nrl , where l is a properly chosen constant. Then
 .m n F nrl and
r
U 5 5p x y R x F C F exp n q C q 2e y inf V z , .  .  . .`mn. n 9 n ynaÄ 5al zgG
w xx g y1, 1 . 4.17 .
w x.It is known that 9
inf V z ) C. . .n ynaÄazgG
Therefore, if we choose e ) 0 sufficiently small and l sufficiently large and
we fix them, we can assert that
r
q C q 2e y inf V z s yK , 4.18 .  . .n ynaÄal zgG
where K is a constant greater than zero.
On the other hand,
1
5 5F s C F max F x y min F x F 2nC F v F , . .  .  .  .`  /  /nw x w xxg y1, 1 xg y1, 1
4.19 .
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 .  .  .  .In fact, let F x s max F x , F x s min F x . Assume1 x gwy1, 1x 2 x gwy1, 1x
that x - x . If x ) x , the proof is analogous. Then1 2 1 2
max F x y min F x .  .
w x w xxg y1, 1 xg y1, 1
s max F x y min F x .  .
w x w xxg y1, 1 xg y1, 1
2ny1 i x y x i q 1 x y x .  .  .2 1 2 1F F x q y F x q 1 1 /  /2n 2nis0
2ny1 i x y x i q 1 x y x .  .  .2 1 2 1F F x q y F x q 1 1 /  /2n 2nis0
1
F 2nv F , . /n
 .  .From 4.17 ] 4.19 we obtain
1
U  4p x y R x F C C F v F , exp ln n y nK . 4.20 .  .  .  .mn. n 10  /n
 .  .Finally, using Bernstein's Theorem and 4.20 , we find that n G l
F x y R x .  .n
U UF F x y p x q p x y R x .  .  .  .mn. mn. n
1 1
 4F C v F , q C C F v F , exp ln n y nK .11 10  / /m n n .
1 1
 4s C v F , q C C F exp ln n y nK v F , .11 10  / /w xnrl n
2 l 1
 4F C v F , q C C F exp ln n y nK v F , .11 10 /  /n n
1
 4F 2 l q 1 C q C C F exp ln n y nK v F , , .  .11 10  /n
which implies what we needed to prove. In these inequalities we used
w x  .  .  .nrl G nr2 l if n G l; v F, d F v F, d , for d F d ; v F, ld F1 2 1 2
 .  .  .l q 1 v F, d ; and lim exp ln n y nK s 0. This concludes the proof ofn
Theorem 4.
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w x  .Note that if F has a zero on y1, 1 then C F F 1 and for this subclass
 .of continuous functions we obtain in 4.12 an absolute constant.
In the case that we consider the best approximation of F by means of
rational functions of the form Prwa, P g P , it is easy to verify that inn n
 .4.12 the dependence on F of the constant in the right-hand side as well
as the restriction that F be non-constant may be removed. Thus a direct
extension of Bernstein's Theorem is obtained in this context.
1 .COROLLARY 1. If F g Lip l , l ) , then2
1
I F y I F s O . .  .n ly1r2 /n
In particular,
lim I F s I F . .  .n
nª`
 .Remark 4. Condition 3.4 is unnecessary for Theorem 4. In case of any
w xtable a compactly contained in C _ y1, 1 , the same result holds. The
proof follows the same guidelines using the fact that the family of func-
 y1 < a <4tions n ln w is uniformly bounded on each compact subset containedn
in the complement of the closure of the set of points in a . This allows us
to reduce the proof to convergent subsequences for which the arguments
of Theorem 4 hold. Apparently the constants which appear by multiplying
 .by v F, 1rn may depend on the convergent subsequence under consider-
w xation, but using the fact that a is bounded away from y1, 1 , an upper
bound for such constants is not hard to achieve.
5. NUMERICAL EXAMPLES
With illustrative character and in order to check the effectiveness of the
quadrature rules generated in the sections above, several numerical exam-
ples will be displayed in this section, where, for simplicity, we shall restrict
 .our attention to formulas 1.3 not involving values of derivatives. In other
b  .words, we shall assume that the zeros of the polynomials w given by 2.2n
satisfy b / b if j / k, so that we haven, j n, k
n
nI F s A F b . 5.1 .  . .n j n , j
js1
 .For the sake of completeness we briefly recall how to obtain 5.1 . Indeed,
 4for a given triangular table a s a of points compactly contained inn ng N
w x w xC _ y1, 1 and a measure m supported on y1, 1 , the ``generalized
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moments''
Ndm x .q1
m s , i s 1, . . . , p ; j s 1, 2, . . . , N ; p s n ,Hi j n , j n , ji
-1 x y a . js1n , j
5.2 .
where p denotes the multiplicity of a , need to be computed. Fromn, j n, j
 .  . b . n  .5.2 , an MPTA to m z with denominator w z s  z y b can beÃ n js1 n, j
 w x.constructed details for the computations can be found, e.g., in 8 . Set
Q z .ny1
n y 1rn z s . .  .mÃ bw z .n
Then, from Lemma 1, one has
Q b .ny1 n , jnA s , j s 1, 2, . . . , n.j bw 9 b . .n n , j
 .Therefore, the nodes and weights in 5.1 are explicitly determined. Next,
several choices of tables a will be proposed. We start with simple
Newtonian tables, as for example
 4a s a : n g N ,n
where
 4  4a s 2, 3, . . . , n q 1 or a s y2, y3, . . . , yn y 1 .n n
a b  .In both cases n s d and taking w z as the nth orthogonal polynomial` n
w xwith respect to a positive finite Borel measure, say s , on y1, 1 , with
w xs 9 ) 0 a.e. in y1, 1 , represents an adequate selection. In all cases
2’ .treated below, the quadrature arising when taking ds x s dxrp 1 y x
 .  .  .Chebyshev or ds x s dx Legendre will be denoted by ``Cheby'' and
``Legen'', respectively.
As for non-Newtonian tables, we shall consider the three following
choices. Namely,
v
1. 1. 1. 4a s a , j s 1, . . . , n; n s 1, 2, . . . where 1ra are the zerosn, j n, j
 . w xof T x , the nth Chebyshev polynomial of the first kind on y1, 1 . Thisn
choice is included for a merely comparative purpose, because in this case
w xa is not compactly contained in C _ y1, 1 .
v
2. 2. 2. 4a s a , j s 1, . . . , n; n s 1, 2, . . . , 1ra being the zeros ofn, j n, j
1 1wy1r2, 1r2x . w xT x , the nth Chebyshev polynomial on y , .n 2 2
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v
3. 3. 3. 4a s a , j s 1, . . . , n; n s 1, 2, . . . , a being the zeros ofn, j n, j
wy3, y2x . w xT x , the nth Chebyshev polynomial on y3, y2 .n
Corresponding to these choices of tables a , we have the following tables
k .  .b , k s 1, 2, 3, defined as follows see Remark 2 :
v
k . k . k . n 4  4b s b , j s 1, . . . , n; n s 1, 2, . . . ; k s 1, 2, 3 , b beingn, j n, j js1
the zeros of the nth orthogonal polynomial with respect to the varying
measures
dx
ds x s , k s 1, 2, 3. 5.3 .  .n 22 n k .’1 y x  x y ajs1 n , j
The quadrature formulas arising with these selections of points b willn, j
be denoted by b 1., b 2., and b 3. in the tables displayed below. On the
other hand, the examples considered deal with measures of the form
 .  .dm x s v x dx as indicated in Section 1.
 .Finally, points b equally distributed on y1, 1 are also considered.n, j
The corresponding quadrature will be denoted by ``Equi''.
In some examples, we have also computed estimations of the rate of
convergence, i.e., an upper bound of
1rnlim I F y I F , .  .n
nª`
<  .  . <1r nin order to compare it with I F y I F . Such entries appear in then
columns labeled ``Ratio''. We distinguish two cases:
Case 1: n a s d . This happens for Newtonian choices, e.g.,`
 4a s 2, 3, . . . , n q 1 , n g N.n
 4nAs indicated above, suitable b could be zeros of ``extremal polyno-n, j js1
 w x. w xmials'' see 4 on y1, 1 , e.g., Chebyshev or Legendre polynomials.
 w x.Under these conditions, one has see 4
11rnlim I F y I F F , 5.4 .  .  .n tnª`
2’  .4  < < 4where t s sup r : F g H D and D s z : z q z y 1 - r , and ther r
2’ .  .branch in f z s z q z y 1 is taken so that f ` s `. For example, if
’ ’ ’ .  . < <we take F x s 2 r 3 q x , then t s y 3 y 9 y 1 s 3 q 2 2 and
consequently
1rnlim I F y I F F 0.17157 . . . . 5.5 .  .  .n
nª`
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a U a  . aCase 2: n ª n general multipoint situation ; n being a proba-n ng N
w xbility measure supported on C _ y1, 1 . For simplicity, we shall only use
w xtables a concentrated on R _ y1, 1 .
Let us now consider Green's potential associated with n a, i.e.,
Ga z s g z , t dn a t , .  .  .Hwy1, 1x wy1, 1x
 .  .where g z, t denotes Green's function of C _ K K a compact with poleK
at t.
By Theorem 2, we have now
1rn 1rnlim E F s lim I F y I F F exp yt , .  .  .  .n n
nª` nª`
  .4  a  . 4with t s sup r : F g H D and D s z : G z - r .r r wy1, 1x
a  .In order to obtain G z it should be taken into account that, as iswy1, 1x
well known,
2’g z ; ` s ln z q z y 1 . .wy1, 1x
w xNow for t g R _ y1, 1 , let us consider the Moebius transformation h
w x  .mapping C _ y1, 1 onto itself, with h t s `, that is,
1 y tz
h z s .
z y t
yielding
21 y tz 1 y tz
g z , t s ln q y 1 . 5.6 .  .(wy1, 1x  /  /z y t z y t
3.  a  . wy3, y2x .Thus, as for the choice a , we have recall w x s T x , where,n n
w a, b x .as was already indicated, T x denotes the nth Chebyshev polynomialn
w x.of the first kind on the interval a, b
1 dx
adn x s , y3 - x - y2. 5.7 .  .
p ’ x q 3 yx y 2 .  .
2.  a  . n wy1r2, 1r2x y1 ..On the other hand, the choice a gives w x s x T xn n
2 dx
a < <dn x s , x ) 2. 5.8 .  .
2’p < <x x y 4
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 .  .From 5.6 and 5.7 we deduce
21 1 y tz 1 y tz dty23.aG z s ln q y 1 . H (wy1, 1x  /  / 2’p z y t z y ty3 y t y 5t y 6
5.9 .
and
22 1 y tz 1 y tz dt2.aG z s ln q y 1 , . H (wy1, 1x  /  / 2’p z y t z y t < <I t t y 4
w xI s R _ y2, 2 . 5.10 .
 .In the examples below, t is estimated by 5.10 evaluating the function
a w xG at the pole of the integrand F closest to y1, 1 , where the distancewy1, 1x
is measured in terms of the respective Green potentials. The tables below
contain the absolute error of the quadrature formulas. The computations
have been made on a HP workstation using quadruple precision. Some
complementary calculations were performed using Maple V Waterloo
.Maple Software .
EXAMPLE 1.
1
v x s . . ’1 q x
 .For this measure, different integrands F x will be considered.
v  .F x s 1
TABLE I
 4  4a s n : n s 2, 3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 2 y02 y01 y02 y02 y012 3.1 = 10 4.3 = 10 1.0 = 10 4.6 = 10 3.1 = 10 1.4 = 10
y0 4 y04 y04 y04 y04 y034 3.1 = 10 2.3 = 10 8.7 = 10 2.4 = 10 7.9 = 10 3.3 = 10
y0 6 y07 y06 y07 y05 y056 1.1 = 10 7.8 = 10 2.2 = 10 6.4 = 10 1.6 = 10 4.0 = 10
y0 9 y09 y09 y09 y07 y078 2.6 = 10 1.8 = 10 1.8 = 10 1.5 = 10 1.5 = 10 3.0 = 10
y1 2 y12 y12 y12 y10 y0910 4.3 = 10 3.1 = 10 2.3 = 10 2.4 = 10 6.5 = 10 1.5 = 10
TABLE II
 4  4a s n : n s y2, y3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 2 y01 y02 y02 y02 y012 7.5 = 10 2.1 = 10 5.9 = 10 4.8 = 10 3.5 = 10 3.9 = 10
y0 4 y03 y05 y05 y04 y024 2.3 = 10 3.2 = 10 8.0 = 10 1.5 = 10 2.3 = 10 1.6 = 10
y0 7 y05 y06 y08 y07 y046 2.2 = 10 2.2 = 10 2.9 = 10 3.4 = 10 9.7 = 10 2.7 = 10
y1 1 y08 y08 y11 y09 y068 7.0 = 10 8.4 = 10 1.1 = 10 2.0 = 10 3.1 = 10 2.6 = 10
y1 4 y10 y11 y14 y12 y0810 2.5 = 10 2.1 = 10 2.3 = 10 3.4 = 10 7.8 = 10 1.5 = 10
CONVERGENCE OF QUADRATURE FORMULAS 769
TABLE III
1. 4a s an
1. 2. 3.n Cheby Legen b b b Equi
y0 1 y01 y01 y02 y02 y012 1.0 = 10 4.3 = 10 2.3 = 10 3.5 = 10 1.1 = 10 8.6 = 10
y0 2 y02 y03 y02 y03 y014 2.0 = 10 7.9 = 10 3.4 = 10 1.4 = 10 3.6 = 10 3.2 = 10
y0 3 y02 y05 y03 y03 y016 3.8 = 10 1.6 = 10 4.4 = 10 2.6 = 10 1.3 = 10 1.4 = 10
y0 4 y03 y07 y04 y04 y028 7.5 = 10 3.5 = 10 1.4 = 10 4.9 = 10 4.8 = 10 6.4 = 10
y0 4 y04 y08 y05 y04 y0210 1.6 = 10 7.9 = 10 2.5 = 10 9.4 = 10 1.9 = 10 3.1 = 10
TABLE IV
2. 4a s an
1. 2. 3.n Cheby Legen b b b Equi
y0 3 y02 y02 y02 y02 y012 6.4 = 10 5.6 = 10 6.9 = 10 1.9 = 10 1.3 = 10 1.4 = 10
y0 5 y04 y04 y05 y04 y034 5.3 = 10 7.6 = 10 8.0 = 10 3.5 = 10 5.4 = 10 4.7 = 10
y0 7 y05 y06 y07 y05 y046 5.8 = 10 1.1 = 10 7.2 = 10 3.1 = 10 1.4 = 10 1.7 = 10
y0 9 y07 y08 y09 y07 y068 4.9 = 10 1.8 = 10 6.6 = 10 2.9 = 10 3.4 = 10 6.3 = 10
y1 1 y09 y10 y11 y09 y0710 5.6 = 10 2.9 = 10 6.0 = 10 3.2 = 10 8.9 = 10 2.3 = 10
TABLE V
3. 4a s an
1. 2. 3.n Cheby Legen b b b Equi
y0 2 y01 y02 y02 y02 y012 6.8 = 10 2.0 = 10 6.0 = 10 4.2 = 10 3.5 = 10 3.7 = 10
y0 3 y02 y03 y04 y04 y024 2.0 = 10 1.7 = 10 1.7 = 10 4.8 = 10 5.3 = 10 8.1 = 10
y0 5 y03 y04 y06 y06 y026 6.8 = 10 1.7 = 10 2.8 = 10 7.6 = 10 9.5 = 10 1.9 = 10
y0 6 y04 y06 y07 y07 y038 2.4 = 10 1.7 = 10 9.1 = 10 1.3 = 10 2.2 = 10 4.7 = 10
y0 8 y05 y08 y09 y09 y0310 8.8 = 10 1.8 = 10 7.3 = 10 2.3 = 10 6.3 = 10 1.2 = 10
4’v  .   . .F x s 8 2 r 16 q x q 1 .
TABLE VI
 4  4a s n : n s 2, 3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 3 y02 y02 y02 y02 y022 9.6 = 10 3.4 = 10 6.0 = 10 1.9 = 10 4.6 = 10 8.0 = 10
y0 4 y03 y03 y03 y03 y034 8.3 = 10 1.1 = 10 4.5 = 10 1.2 = 10 6.1 = 10 7.3 = 10
y0 5 y05 y05 y05 y03 y046 7.1 = 10 6.9 = 10 3.1 = 10 3.1 = 10 1.2 = 10 4.5 = 10
y0 6 y07 y05 y06 y05 y048 4.9 = 10 7.4 = 10 1.9 = 10 2.8 = 10 3.6 = 10 2.7 = 10
y0 8 y07 y06 y08 y05 y0510 6.5 = 10 3.2 = 10 1.6 = 10 3.9 = 10 6.5 = 10 5.4 = 10
P. GONZALEZ-VERA ET AL.Â770
TABLE VII
 4  4a s n : n s y2, y3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 2 y02 y01 y02 y02 y012 3.6 = 10 4.3 = 10 1.2 = 10 5.2 = 10 1.3 = 10 1.4 = 10
y0 3 y02 y03 y04 y03 y014 2.2 = 10 3.6 = 10 4.1 = 10 8.4 = 10 1.3 = 10 2.2 = 10
y0 5 y03 y04 y06 y04 y026 4.0 = 10 6.0 = 10 4.8 = 10 3.4 = 10 2.7 = 10 9.3 = 10
y0 7 y04 y05 y07 y05 y028 2.0 = 10 4.1 = 10 1.3 = 10 2.6 = 10 2.0 = 10 1.3 = 10
y0 8 y05 y06 y08 y07 y0310 2.8 = 10 1.2 = 10 3.3 = 10 1.6 = 10 3.7 = 10 2.7 = 10
2’v  .   . .F x s 2 2 r 4 q x q 1 .
TABLE VIII
 4  4a s n : n s y2, y3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 2 y02 y02 y03 y02 y012 1.9 = 10 9.2 = 10 4.8 = 10 4.8 = 10 2.5 = 10 2.0 = 10
y0 5 y03 y04 y04 y04 y024 6.3 = 10 2.7 = 10 9.2 = 10 1.7 = 10 4.0 = 10 1.9 = 10
y0 8 y04 y06 y07 y06 y036 8.4 = 10 1.7 = 10 8.3 = 10 4.4 = 10 9.8 = 10 2.8 = 10
y0 9 y05 y06 y09 y07 y048 1.5 = 10 1.2 = 10 1.5 = 10 2.0 = 10 4.2 = 10 4.4 = 10
y1 1 y07 y08 y11 y08 y0510 4.7 = 10 6.6 = 10 7.7 = 10 9.0 = 10 2.4 = 10 55.6 = 10
’v  .  .F x s 2 r x q 3 .
TABLE IX
3. 4a s an
1. 2. 3.n Cheby Legen b b b Equi
y0 4 y03 y04 y04 y04 y032 9.1 = 10 2.0 = 10 2.3 = 10 6.9 = 10 2.7 = 10 3.4 = 10
y0 7 y06 y07 y08 y08 y064 2.0 = 10 1.3 = 10 2.1 = 10 6.9 = 10 2.5 = 10 5.6 = 10
y1 1 y10 y10 y12 y12 y096 4.8 = 10 9.4 = 10 1.5 = 10 8.0 = 10 3.9 = 10 9.8 = 10
y1 4 y13 y14 y16 y16 y118 1.2 = 10 7.0 = 10 2.7 = 10 9.4 = 10 8.8 = 10 1.7 = 10
y1 7 y16 y17 y17 y17 y1410 5.8 = 10 4.8 = 10 6.7 = 10 6.1 = 10 6.1 = 10 3.1 = 10
 xq1.r2.’v  .  .  ..F x s 2 r2 1r 1 q e .
TABLE X
 4  4a s n : n s y2, y3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 4 y02 y03 y03 y03 y022 2.9 = 10 1.1 = 10 9.8 = 10 1.8 = 10 3.0 = 10 2.6 = 10
y0 5 y03 y05 y06 y05 y034 9.3 = 10 1.2 = 10 2.1 = 10 4.8 = 10 7.5 = 10 6.0 = 10
y0 7 y05 y06 y08 y07 y046 1.0 = 10 1.3 = 10 1.4 = 10 1.6 = 10 6.6 = 10 1.7 = 10
y1 0 y08 y08 y11 y09 y068 1.1 = 10 6.1 = 10 1.0 = 10 1.0 = 10 1.7 = 10 1.8 = 10
y1 4 y09 y10 y13 y11 y0710 9.2 = 10 1.5 = 10 1.6 = 10 1.9 = 10 5.4 = 10 1.1 = 10
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 xy1.r2.’v  .  . .F x s 2 r4 x q 1 re .
TABLE XI
 4  4a s n : n s y2, y3, . . .n
1. 2. 3.n Cheby Legen b b b Equi
y0 1 y01 y02 y02 y02 y012 1.1 = 10 2.5 = 10 2.1 = 10 8.6 = 10 3.7 = 10 4.3 = 10
y0 4 y03 y04 y05 y04 y024 5.9 = 10 8.6 = 10 2.3 = 10 6.3 = 10 6.3 = 10 4.3 = 10
y0 8 y06 y07 y09 y07 y046 6.8 = 10 9.3 = 10 9.5 = 10 2.2 = 10 9.2 = 10 1.4 = 10
y1 0 y07 y08 y11 y08 y058 5.3 = 10 5.2 = 10 7.4 = 10 8.6 = 10 1.9 = 10 1.6 = 10
y1 3 y09 y10 y13 y11 y0710 2.5 = 10 1.7 = 10 1.9 = 10 3.0 = 10 6.5 = 10 1.3 = 10
v  . < <F x s x .
TABLE XII TABLE XIII
2. 3.a s a a s a
2. 3.n b n b
y0 1 y012 3.3 = 10 2 1.7 = 10
y0 2 y014 6.1 = 10 4 1.0 = 10
y0 2 y026 2.7 = 10 6 1.6 = 10
y0 2 y028 1.5 = 10 8 1.5 = 10
y0 3 y0310 9.5 = 10 10 4.4 = 10
TABLE XIV TABLE XV TABLE XVI
n Ratio n Ratio n Ratio
y0 1 y01 y012 2.2 = 10 2 1.1 = 10 2 1.6 = 10
y0 1 y01 y014 1.4 = 10 4 2.2 = 10 4 1.0 = 10
y0 1 y01 y016 1.8 = 10 6 2.5 = 10 6 1.4 = 10
y0 1 y01 y018 2.0 = 10 8 2.4 = 10 8 1.4 = 10
y0 1 y01 y0110 2.1 = 10 10 2.6 = 10 10 1.5 = 10
 .In the latter example, the integrand function F x is not analytic. Since
 . < <F x s x clearly satisfies a Lipschitz condition with l s 1, then by
Corollary 1 convergence holds. However, the rate is now slower than for
analytic integrands, as can be deduced from Tables XII and XIII.
 .  .y1r2Next, and for the same measure dm x s 1 q x dx, estimations of
’ . the rate of convergence will be given. Thus, for F x s 2 2 r 16 q
 .4.  .  . 2.x q 1 , it results that exp yt s 0.35 Table XIV for a s a , b s
2. 3. 3..b , and Table XV for a s a , b s b . Table XVI collects the
3. 3. 2’ .   . .estimations for a s a , b s b , and F x s 2 2 r 4 q x q 1 , for
 .which exp yt s 0.24.
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TABLE XVII
 4  4a s n : s 2, , . . .n
Chebyshev Legendre
n Error Ratio Error Ratio
y0 2 y01 y02 y012 2.9 = 10 1.7 = 10 6.1 = 10 2.5 = 10
y0 3 y01 y03 y014 2.2 = 10 2.2 = 10 8.7 = 10 3.1 = 10
y0 4 y01 y04 y016 1.0 = 10 2.2 = 10 5.5 = 10 2.9 = 10
y0 7 y01 y06 y018 5.4 = 10 1.6 = 10 6.5 = 10 2.2 = 10
y0 7 y01 y06 y0110 3.5 = 10 2.3 = 10 2.8 = 10 2.8 = 10
y0 8 y01 y07 y0112 2.1 = 10 2.3 = 10 1.9 = 10 2.7 = 10
EXAMPLE 2.
x q 1 ’v x s yln 1 q x . .  /2
4’v  .   . .F x s 8 2 r 16 q x q 1 .With this function F, and a as indi-
 .cated in Table XVII one now has exp yt s 0.22.
2’v  .   . .  .  .F x s 2 2 r 4 q x q 1 . Now, exp yt s 0.31 Table XVIII .
EXAMPLE 3.
1q i2v x s 1 y x .  .
 .In this case, we have a complex Jacobi weight function, i.e., v x s
 .a .b  .  .1 y x 1 q x , with Re a ) y1 and Re b ) y1, corresponding to
 w x w x .a s b s 1 q i see 2 and 4 concerning the polynomial situation .
v  .  .  .  .F x s exp x .Since F x is an entire function, obviously exp yt
TABLE XVIII
 4  4a s n : n s 2, 3, . . .n
Chebyshev Legendre
n Error Ratio Error Ratio
y0 2 y01 y01 y012 2.6 = 10 1.6 = 10 1.3 = 10 3.5 = 10
y0 3 y01 y02 y014 4.9 = 10 2.6 = 10 1.8 = 10 3.7 = 10
y0 5 y01 y04 y016 2.5 = 10 1.7 = 10 1.3 = 10 2.2 = 10
y0 6 y01 y05 y018 6.5 = 10 2.2 = 10 4.1 = 10 2.8 = 10
y0 7 y01 y07 y0110 1.3 = 10 2.0 = 10 9.6 = 10 2.5 = 10
y0 9 y01 y08 y0112 5.8 = 10 2.1 = 10 5.1 = 10 2.5 = 10
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TABLE XIX
 4  4a s n : n s 2, 3, . . .n
Chebyshev Legendre
n Error Ratio Error Ratio
y0 2 y01 y02 y012 7.9 = 10 2.8 = 10 3.9 = 10 2.0 = 10
y0 4 y01 y04 y014 6.5 = 10 1.6 = 10 4.7 = 10 1.5 = 10
y0 6 y01 y06 y016 3.8 = 10 1.2 = 10 2.6 = 10 1.2 = 10
y0 9 y01 y09 y028 9.9 = 10 1.0 = 10 7.7 = 10 9.7 = 10
y1 1 y02 y11 y0110 8.4 = 10 9.8 = 10 9.7 = 10 1.0 = 10
TABLE XX
 4  4a s n : n s 2, 3, . . .n
n Error Ratio
y0 2 y012 3.9 = 10 2.0 = 10
y0 3 y014 1.4 = 10 1.9 = 10
y0 5 y016 7.0 = 10 2.0 = 10
y0 6 y018 4.0 = 10 2.1 = 10
s 0, which can be checked from Table XIX.
2’v  .   . .  .  .F x s 2 2 r 4 q x q 1 . Here exp yt s 0.2168 Table XX .
EXAMPLE 4. This example is a particular case of certain integrals of the
form
1
v exp yv x q 1 dx , v ) 0, . .H
y1
w xstudied by Van Assche et al. in a recent paper 13 and also concerning
quadrature formulas which integrate exactly rational functions with pre-
 scribed poles. They propose the Newtonian table a s a s y 1 yj
y1r2..y1 4j , j s 1, . . . , whose choice is motivated by the fact that the
integrand has more mass near y1 than near q1, especially for large v. In
 4this case a rather simple selection as a s n : n s y2, y3, . . . in our
 .method gives similar results for v s 5 Table XXI compared to those
w xgiven in 13 . Furthermore, both rational quadrature rules give better
w xresults than the Gauss]Legendre quadrature rule. Actually, in 13 , rela-
tive errors instead of absolute errors are handled. However, for v s 5, the
value of the integral is very close to one. Thus, comparison can be
performed.
With a general character, and as can be observed from the tables above,
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TABLE XXI
Legendre
n Error Ratio
y0 1 y012 3.6 = 10 6.0 = 10
y0 3 y014 3.4 = 10 2.4 = 10
y0 5 y016 3.5 = 10 1.8 = 10
y0 7 y018 1.8 = 10 1.4 = 10
y1 1 y0210 6.3 = 10 9.5 = 10
y1 3 y0212 8.7 = 10 9.9 = 10
y1 6 y0214 4.2 = 10 8.0 = 10
y1 8 y0216 7.8 = 10 8.5 = 10
in the case of a Newtonian table a , the zeros of Chebyshev polynom-
 .ials T x produce, as a rule, the most acceptable results. On the othern
hand, the effectiveness of those choices proposed in Remark 2 for a non-
Newtonian table a seems to be also confirmed through several numerical
experiments. Even the extremely simple selection of nodes b equidis-n, j
 .tant on y1, 1 yields, in most of the cases, rather good results. However, it
should be said that for such a selection convergence is not guaranteed, at
least, from a theoretical point of view.
w x w xFinally, it is convenient to point out that in both 13 and 14 quadrature
formulas based on rational functions are considered. Here, the choice of
the poles of the rational approximating functions is made taking into
account the singularities of the integrand. Therefore, an alternative ap-
proach for constructing quadrature formuals exact for rational functions is
presented in this paper.
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