INTRODUCTION
The use of air photography in geomorphic studies may be constrained because much of the easily accessible information is available in the form of character states on a nominal scale. It is, however, impossible to map gradients in geomorphic nominal information. However, this process may be critical in hypothesis formation. A typical example of such a character would be rock glacier surface material shape. An analysis could be designed to measure three shape character states [(1) angular; (2) transitional; (3) rounded]. Measurements on a ranked or interval scale would create the necessity for making geometric measurements on individual boulders in the photography and thus increase the data collection work load by some orders of magnitude.
Geomorphologists traditionally have failed to exploit nominal data with the notable exception of J. T. Andrews who, in collaboration with G. Estabrook, a biomathematician, produced an extremely creative paper on the processing and analysis of geomorphic nominal data (Andrews and Esta-1 Manuscript received 6 July 1973. z Geography Department, University of Michigan (USA). brook, 1971) . The analysis here is somewhat simpler as the variables beneath character states are assumed to be continuous.
Geomorphic photo data are used to aid in the design of a critical field experiment or to support some argument linking spatial form variation to process. In this paper a data set of four geomorphic characters having three states each will be analyzed assuming that the characters are continuous through the transitional state on an interval scale. If data are mapped as a function character state in cellular space the map is a matrix and the matrix a map. This simple relationship opens fascinating possibilities for the analysis and display of spatial data sets (see Tobler, 1967) .
THE DATA SET
The data set is comprised of four 39 x 19 matrix maps covering the photomosaic area with rectangular cells (60 x 100 m). Only a 20 m strip along the southern and eastern margins of the photomosaic was excluded from the grid area as the origin of the network was in the north-west corner. The rectangular cellular network was employed to yield conformal maps on a computer line printer from stored matrix data. The raw data set structure is outlined in Table 1 , and the photomosaic image is Figure 1 .
Each character state was evaluated in each of the 741 cells on the photomosaic. This process was rapid and included qualitative spatial averaging within the cells. These data were used to generate a data set on an interval scale by spatially smoothing the interior cell values with a two-dimensional, normal filter employing the same weights as Tobler (1967) . The smoothed interval data sets are presented in block diagram form in Figure 2 .
MARKOV TRANSITION MATRICES OF NOMINAL CHARACTER SETS
The transitions between states were tallied along rows from west to east omitting jumps between columns using a modified version of an algorithm presented by Harbaugh and Bonham-Carter (1970) . These calculations yielded the transition matrices presented as Table 2 . All transitions exhibit strong diagonal values indicating spatial autocorrelation and low probabilities for moves between extreme states. This latter characteristic confirms the assumption that the characters are continuous beneath the nominal state classifications. An examination of the mosaic photograph indicates that extreme state transitions should approach zero if the cell size were reduced toward a limit of zero. The low, although finite, probabilities for transitions between extreme states may be an artifact of rather large cell size (6 x 104 m2).
C O R R E L A T I O N W I T H I N T H E C O N T I N U O U S C H A R A C T E R DATA SET
The interval scale data set yielded the correlation coefftcient matrix presented in Table 3 . The correlation matrix indicates that there is a high degree of shared information in the continuous variable data set, particularly among the first three variables. Further insight into the structure of this information sharing (Davis, 1973) .
PRINCIPAL COMPONENTS ANALYSIS OF CONTINUOUS CHARACTER VARIABLES
The correlation coefficient matrix was used as input for a principal components analysis of the continuous variable set. This analysis yielded the results reported in Table 4 . The first two eigenvectors were mapped and presented as pin diagrams in Figure 3 . Note that there is a strong equal weighting of the first three variables (underlined in Table 4 ) on the first eigenvector accounting for 55 percent of the total variance in the data set. This suggests that the influence of the wedge image variable is not a strong contributor to the major pattern of spatial variation and is in fact anisomorphic to that pattern. The analysis was rerun omitting the wedge image variable and again eigenvector I loadings of frequency, relief, and shape were nearly equal (-0.59, -0.56, -0.58 ) and accounted for 73 percent of the spatial variance in the reduced data set. The first principal component (eigenvector I) yields its lowest values on small (high frequency), high-centered, polygonal patterns and yields highest scores on large (low frequency), low-centered, rectangular features. This general pattern is emphasized on the photomosaic. However, it is nearly impossible to determine the spatial gradient from one pure type to the other using qualitative techniques. Quantitative formulations at least have the advantage of permitting investigators to make their errors in analytical formulation spatially catholic. The principal components analysis indicated that simple combination of the raw nominal data set state variables might yield a parsimonious classification system for the regionalization of the map space which should indicate the direction and relative magnitude of environmental gradients.
PATTERN REGIONALIZATION
Two new spatial variables were constructed from the nominal coding notation listed in Table 1 , using the cellular states codes of Frequency (F), Relief (R), and Shape (S). These were named the Pattern Index (P~) and the Index Distance (ld) being calculated for each cell by the simple rules presented in eqs (1) and (2).
P, = (F+ S + R)/3
(1)
The first variable (P~) will yield the value 1 for large, low-center, rectangular features and the value 3 for small, high-center polygons. The second variable (Ia) will be zero in pure-type locations and reach a value of ~/12 in the situation of maximum variation between the nominal state characters. These new classificatory spatial variables were mapped and are displayed as two-dimensional histograms in Figure 3 .
This technique can be extended to data spaces having any number of dimensions and can be employed with variable weighting should the eigenvector loadings suggest this course. Lastly, the Markov transition matrix for the pattern index should be calculated from a truncated form of the index to see if the high degree of spatial autocorrelation and low-transition probabilities between extreme states are preserved in the pattern index variable (P~). Truncation was accomplished by scoring all values on a scale (0-99) and assigning a nominal, 1, to those less than 25; a nominal, 3, to those greater than 75, and a nominal, 2, to transitional values. This allowed a disparity of only 1 state variable to the transitional state for extreme type classification. The resulting transition probability matrix is presented as Table 5 .
The spatial autocorrelation and transition probabilities for transitions between 'pure types' have been preserved in the regionalization process. 
