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Abstract—A solution to the problem of asymptotically optimum
perfect universal steganography of finite memoryless sources
with a passive warden is provided, which is then extended to
contemplate a distortion constraint. The solution rests on the
fact that Slepian’s Variant I permutation coding implements first-
order perfect universal steganography of finite host signals with
optimum embedding rate. The duality between perfect universal
steganography with asymptotically optimum embedding rate and
lossless universal source coding with asymptotically optimum
compression rate is evinced in practice by showing that permuta-
tion coding can be implemented by means of adaptive arithmetic
coding. Next, a distortion constraint between the host signal and
the information-carrying signal is considered. Such a constraint
is essential whenever real-world host signals with memory (e.g.,
images, audio, or video) are decorrelated to conform to the
memoryless assumption. The constrained version of the problem
requires trading off embedding rate and distortion. Partitioned
permutation coding is shown to be a practical way to implement
this trade-off, performing close to an unattainable upper bound
on the rate-distortion function of the problem.
Index Terms—Steganography, source coding, permutation cod-
ing, arithmetic coding, rate-distortion.
I. INTRODUCTION
D IGITAL data hiding refers to coding techniques whichaim at embedding information within digital discrete-
time host signals [1]. In short, steganography is a special
data hiding scenario in which undetectability of the em-
bedded information is paramount —unobtrusiveness, rather
than undetectability, suffices in general data hiding. In the
steganographic problem, a “man in the middle” (warden)
performs a detection test on signals sent between two parties
in order to determine whether they carry hidden information
or not. In the scenario considered here, the warden does not
alter the tested signals, which thus arrive unmodified at the
decoder (passive warden). Besides circumventing detection
by the warden, the encoder also wishes to maximize the
steganographic embedding rate, which is the amount of bits
per host element that can be conveyed to the decoder through
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the covert channel created by modifying the host in order to
embed (hide) information.
An important landmark in steganography research was the
realization of the existence of an inextricable connection
between steganography and source coding. Anderson and
Petitcolas gave an intuitive rationale for this link in the early
days of digital steganography [2, Section VI-A]. These authors
pointed out that if we would have lossless source coding with
optimum compression rate for real-world signals (i.e., ideal
compression for signals such as digital images), then these
signals would have to be dense in the space of the optimum
source code. Thus, decompressing any arbitrary sequence from
this space would always render a true real-world signal. In
other words, a lossless compression algorithm with optimum
compression rate could also work as a perfect (undetectable)
steganographic algorithm with optimum embedding rate, by
using decompression to encode a message into an information-
carrying signal and compression to decode that message.
This duality between perfect steganography with a passive
warden and lossless source coding implied that practical
steganographic algorithms had to be intimately related to
practical compression algorithms. Soon, some authors partially
succeeded in translating this fundamental relationship into
well-founded steganographic methods. The first proposal along
these lines was in the early work of Cachin [3]. Later on, Sallee
added another important piece to the puzzle with model-based
steganography [4]. Subsequent research has gradually drifted
away from these seminal contributions, and steganography
has become a subject for the most part disconnected from
source coding. Machine learning has grown in importance,
and relevant information-theoretical results such as [5] or [6]
have been largely sidelined.
Here we present a contribution which we believe fills an
important gap in the field: the asymptotically optimum solution
to the canonical steganography problem dual of universal
lossless compression of memoryless signals with optimum
compression rate. Furthermore, we consider the implications
of the application of this solution to real-world signals such as
multimedia, and we show its connections with existing results
about steganographic systems. The roots of the questions con-
sidered here are found in Cachin’s criterion [3]. This criterion
tells us that a perfect steganographic system is implemented by
an encoder that exactly preserves the distribution of the host
signal, because in this way optimum detection by the warden
will be foiled. The implementation of Cachin’s criterion raises
a crucial issue: what should the encoder do if the distribu-
tion of the host signal is not known? As noted by Cachin
himself by drawing the parallel with source coding, universal
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2steganography must necessarily be the matter-of-fact approach
to implementing perfect steganography: it is the empirical
distribution of the host that should be preserved [3]. Thus, a
canonical problem in steganography is how to undertake per-
fect universal steganography of memoryless host signals with
optimum embedding rate. The core element of the solution
presented here is Slepian’s Variant I permutation coding [7].
The centrality of permutations to the problem at hand was
already discovered —either explicitly or not— by a number
of researchers over the years, most prominently by Ryabko and
Ryabko [8]. However, the answer to the fundamental question
is still open: how does one implement a general perfect
universal steganographic algorithm for finite memoryless host
signals with asymptotically optimum embedding rate?
Cachin’s criterion implicitly assumes that a probabilistic
model can completely capture the nature of the signals pro-
duced by a steganographic encoder. However this is not
generally true whenever real-world signals meaningful to
humans (e.g., images, audio, video) are used as hosts, as
the semantics of such signals are not accurately captured by
any known probabilistic model (in particular by an empirical
model on which the universal approach must be based). In
the context of this paper semantics become relevant whenever
a reversible decorrelating transform is applied to real-world
signals with memory, for them to conform to the memory-
less assumption [9]. Due to the aforementioned limitations
of the models, even if an information-carrying signal can
be produced which has the exact statistics of some model,
it may still be semantically wrong —and thus suspicious
to a human warden. By continuity arguments, enforcing a
similarity constraint between host and information-carrying
signal —in addition to the empirical statistics preservation
constraint— can help preserve the semantics of the host in the
information-carrying signal. This constraint implies a second
open question: what is the optimum embedding rate for a given
similarity constraint (embedding distortion constraint)?
In this paper we address the two questions outlined above.
The material is organized as follows. Section II introduces the
notational conventions and the basic setting assumed through-
out the paper. Section III reviews prior work on steganography
of memoryless hosts and motivates our study. Section IV
introduces the use of permutation coding for steganography
and discusses a low-complexity implementation, which solves
the first question. Section V is devoted to a theoretical anal-
ysis of the embedding distortion of permutation coding in a
steganographic context. Next, Section VI addresses the issue
of embedding distortion control and describes a suboptimal
solution to the second question. Theoretical and empirical
results are compared in Section VII, and, lastly, Section VIII
draws the conclusions of this work.
II. PRELIMINARIES
a) Notation: Boldface lowercase Roman letters are col-
umn vectors. The i-th element of vector a is ai, or (a)i when-
ever this notation is more convenient. The special symbols 1
and 0 are the all-ones vector and the null vector, respectively.
Capital Greek letters denote matrices; the entry at row i and
column j of matrix Π is (Π)i,j . In keeping with standard
notation, the only exception to this convention is the exchange
matrix J. I is the identity matrix. tr Π is the trace of Π. (·)t is
the transpose operator. diag(a) is a diagonal matrix with a in
its diagonal. The indicator function is defined as 1{θ} = 1 if
logical expression θ is true, and zero otherwise. The 2-norm of
a vector r is ‖r‖ = √rtr. The Hamming distance between two
n-vectors r and s is δ(r, s) =
∑n
i=1 1{ri 6=si}. The Hamming
weight of r is ω(r) = δ(r,0). Calligraphic letters are sets;
|V| is the cardinality of set V . When describing algorithms,
x← v means the assignment of value v to variable x.
A host sequence is denoted by the discrete-valued n-vector
x = [x1, x2, . . . , xn]
t ∈ Vn where V = {v1, v2, . . . , vq} ⊂ Z.
We assume that x 6= 0, and that v = [v1, v2, . . . , vq]t gives the
elements of V in increasing order, that is, v1 < v2 < · · · < vq .
The histogram of x is a vector h = [h1, h2, . . . , hq]t such that
hk =
∑n
i=1 1{vk=xi} for k = 1, 2, . . . , q, and therefore h
t1 =
n; v is hence the vector containing the ordered histogram
bins. An information-carrying sequence is denoted by y =
[y1, y2, . . . , yn]
t.
Let Sn be the symmetric group, namely, the group of all
permutations of {1, 2, . . . , n}. We denote a permutation σ ∈
Sn by means of a vector σ = [σ1, σ2, . . . , σn]t where σi ∈
{1, 2, . . . , n} and σi 6= σj for all i 6= j. This vector defines in
turn a permutation matrix Πσ with entries (Πσ)i,j = 1{σi=j}.
The reordering of x using σ is the vector y = Πσ x, for
which yi = xσi for i = 1, 2, . . . , n. Two or more different
permutations may lead to the same reordering of the elements
of x. For this reason we will follow the convention that a
rearrangement of x is a unique ordering of its elements. A
special case is the rearrangement of x in nondecreasing order.
This is obtained by means of a permutation σ↑ yielding x↑ =
Πσ↑ x such that x
↑
1 ≤ x↑2 ≤ · · · ≤ x↑n . The rearrangement of x
in nonincreasing order can be obtained from x↑ as x↓ = Jx↑,
where J is the exchange matrix —the permutation matrix with
entries (J)i,j = 1{j=n−i+1}.
Italicized Roman or Greek capital letters represent random
variables. The probability mass function (pmf) of a random
variable X with support V is denoted by p(X = v), with
v ∈ V , or simply by p(v) if clear from the context. We will also
refer to p = [p(X = v1), p(X = v2), . . . , p(X = vq)]t as the
pmf of X , and to v as its support. The probability of an event ϑ
is denoted by Pr{ϑ}. The expectation, variance, and entropy
of X are denoted by E{X}, Var{X}, and H(X), respectively.
The binary entropy function is denoted by h(p). I(X;Y ) is
the mutual information between X and Y . Logarithms are
base 2 throughout the paper, unless explicitly noted otherwise.
Asymptotic equalities and inequalities (as n→∞) are marked
with a dot on top of the usual sign.
b) Setting: The setting studied in this paper is shown
in Figure 1. The encoder is a function e(·, ·) : Vn ×
{1, 2, . . . , r} → Vn which produces an information-carrying
signal y(m) = e(x,m), where x is the host and m ∈
{1, 2, . . . , r} is the message to be hidden. An alternative view
of the encoder is seeing it as adding a watermark w(m) ,
y(m) − x to the host x when it wishes to embed message m
in it. In the remainder we will drop the superindex (m)
whenever there is no ambiguity, for clarity of exposition.
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Fig. 1: Setting studied in the paper: the encoder modifies a
host signal x to produce a signal y carrying message m.
Encoder and decoder may share a symmetric secret key k.
Further parameters are shared in the special case in which a
constraint on the embedding distortion s(x,y) is enforced (see
Section VI).
The decoder is a function d(·) : Vn → {1, 2, . . . , r} that
retrieves the message hidden in a received vector. The decoded
message can be put as mˆ = d (y), and with a passive warden
d
(
y(m)
)
= m. The embedding rate (transmission rate) is
defined as ρ , (1/n) log r (bits/host element). The closeness
or similarity between x and y is gauged through a function
s(·, ·) : Vn × Vn → [0,∞) such as those discussed in
Sections V-A and V-B; s(x,y(m)) can be seen as measuring
the embedding distortion caused by hiding message m in x.
We will assume that x is drawn from a discrete memoryless
source. As discussed in Section III, achieving perfect steganog-
raphy in these conditions requires that y and x always have
identical empirical distribution (histogram). The fundamental
goal is the maximization of the embedding rate ρ under this
constraint. As we have mentioned, we will also study the
maximization of ρ under a constraint on s(x,y).
As shown in Figure 1, the encoding and decoding functions
can also depend on a symmetric secret key for privacy, that is,
ek(·, ·) and dk(·). For simplicity, and without loss of general-
ity, we will omit this key from most of our exposition, although
we will show how to implement keyed encoding/decoding.
III. PRIOR WORK AND PROBLEM HISTORY
Cachin was the first to sketch an answer to the problem of
maximum rate steganography of memoryless signals, relying
on a description of a generic universal compressor based on
the method of types [3]. The construct proposed by Cachin
suffers from two shortcomings: 1) it does not provide perfect
steganography for finite hosts, as it only achieves perfection
asymptotically when the size of the host goes to infinity; 2)
it assumes that all signals with the same empirical distribu-
tion as the host are valid outputs of the encoder. The first
shortcoming was addressed by Ryabko and Ryabko [8], who
described a universal steganographic algorithm with optimum
embedding rate for finite hosts. Apart from not providing a
completely general implementation, the authors of [8] do not
address the second shortcoming —the most acute in practical
scenarios as we argue next. Recalling the duality argument by
Anderson and Petitcolas in the introduction, observe that, in
their idealized setting, the encoder produces an information-
carrying signal ab initio, relying on an ideal model of the
signals that the encoder can output and without the need for
a host signal. Yet, in a universal approach, such as in [3] or
in [8], the role of the hypothetical ideal host model is played
by the empirical model of a given host. A key observation to be
made is: nothing guarantees that all signals which preserve the
empirical model of the host will also be “close” to it. This is
critical when decorrelation of real-world signals with memory
is used to conform to the memoryless assumption [9]: not all
signals that preserve the first-order statistics of a host signal
in the decorrelated domain will map back to semantically
meaningful real-world signals in the original domain. As we
have discussed, this issue can be remediated by enforcing a
similarity constraint between host and information-carrying
signal (embedding distortion constraint). This constraint im-
plies that practical steganography must be a problem of coding
with noncausal side information at the encoder [10], where the
host x constitutes the deterministic side information.
In regard to the embedding distortion constraint, a practical
approach to the problem of near-perfect steganography of finite
memoryless sources with asymptotically optimum embedding
rate was given by Sallee [4]. This author used the quantized
block discrete cosine transform (DCT) domain as a rough
approximation to a domain where the host is memoryless,
and in which theoretical probabilistic models are available
(the generalized Cauchy distribution is used in [4]). Exploiting
these two properties Sallee proposed a scheme called model-
based steganography which uses arithmetic coding to achieve
asymptotically optimum embedding rate while preserving a
first-order model of the host, simultaneously constraining the
embedding distortion. However, its reliance on a theoretical
model of the host means that model-based steganography is
neither universal nor perfect.
For a memoryless host signal, perfect universal steganog-
raphy is achieved by preserving its first-order statistics. If
the host is finite and discrete-valued, preserving its first-
order statistics is equivalent to preserving its histogram. A
number of previous authors more or less explicitly claim
that their steganographic algorithms implement histogram
preservation. However, on close examination, many allegedly
histogram-preserving methods are only approximations. We
will briefly review next the few methods that do implement ex-
act histogram preservation, which therefore implement perfect
steganography of finite memoryless sources. Among them we
find Provos’ OutGuess [11] —the first histogram-preserving
steganographic algorithm—, Franz’s proposal [12], Ryabko
and Ryabko’s method [8], Kumar and Newman’s J3 [13], and
Luo and Subbalakshmi’s method [14].
Most of these methods (see [11], [12], [13]) are variations of
least-significant bit (LSB) steganography. In this early heuris-
tic steganographic method the encoder embeds a message
into a host x by producing a signal y whose elements are
yi = 2bxi/2c + bi for i = 1, 2, . . . , n, where bi ∈ {0, 1} is
the message bit embedded in the i-th element of the host. The
histogram-preserving methods in [11], [12] and [13] can be
seen as using LSB steganography plus some kind of histogram
compensation to remediate the lack of histogram preservation
in the baseline technique. These beginnings limit their possi-
bilities. For instance, all of the methods just cited possess a low
4embedding rate. The report in [11] suggests that the average
embedding rate of Outguess lies around 0.31 bits/host element,
whereas Franz’s method is below 0.20 bits/host element for
most of the hosts tested in [12], and J3 offers rates between
0.35 bits/host element and 0.65 bits/nonzero host element [13],
all clearly below the ceiling embedding rate of 1 bit/host
element implemented by LSB steganography.
The exception among all histogram-preserving works in
terms of generality and embedding rate is the already men-
tioned proposal by Ryabko and Ryabko [8], which realizes the
following fundamental observation: any information-carrying
vector y that preserves the histogram of x must be a rearrange-
ment of x. This is because histogram preservation implies
that
∑n
i=1 1{vk=yi} =
∑n
i=1 1{vk=xi} for all k = 1, 2, . . . , q,
which can only be true if y = Πσ x for some permutation σ ∈
Sn. This observation means that the perfect steganographic
codes for finite memoryless hosts are the Variant I permutation
codes first described by Slepian [7]. This observation was first
made by Franz [12], but Ryabko and Ryabko [8] pursued it
further in their proposal of asymptotically optimum perfect
steganography. However their method relies on the algorithm
in [15] for enumerating combinatorial objects with O((log n)c)
time complexity, which, although implementable in special
cases, has exponential memory requirements in general.
As for other algorithms which are explicitly based on
rearrangements, their embedding rate is limited by the fact
that they do not exploit the whole spectrum of histogram-
preserving possibilities. For instance [14], based on permuting
pairs of host elements, can only achieve a maximum rate of 0.5
bits/host element. We must also mention that Mittelholzer [16]
was the first to consider Slepian’s permutation modulation as
a steganographic tool. However he studied the non-histogram-
preserving case y = x + Πσk, with k a secret vector, which
is not relevant to our problem.
Finally, we outline how previous histogram-preserving ap-
proaches have dealt with the embedding distortion issue.
Ryabko and Ryabko [8] did not consider any such constraints.
Other histogram-preserving methods [11], [12], [13], [14] do
implement embedding distortion control but only in ad hoc
ways, and so they are not generally amenable to rate-distortion
trade-off optimization.
IV. PERMUTATION CODES AS STEGANOGRAPHIC CODES
We firstly explore the implications of taking to its full extent
the previous observation about optimum histogram-preserving
steganography of finite memoryless sources necessarily involv-
ing Slepian’s permutation coding with x as the base codeword.
Observe that the central difference with respect to the use of
permutation codes in channel/source coding [7], [17] is that x
is not a design choice here, but a fixed input parameter of the
encoder (see Figure 1). As we will see, this fact is at the root
of the two most relevant challenges we will deal with: encoder
complexity and embedding distortion control.
A. Embedding rate
We state next some basic facts and definitions about per-
mutation coding which we will use throughout the paper.
The number r of rearrangements of x only depends on its
histogram h, and it is given by the following multinomial
coefficient:
r ,
(
n
h
)
=
n!
h1!h2! · · ·hq! . (1)
Hence the r rearrangements y(1),y(2), . . . ,y(r) of the host x
are the only codewords that the encoder can produce. Hereafter
we will consider Sx ⊂ Sn to be any set of permutations
leading to the r = |Sx| rearrangements of x.
The embedding rate ρ = (1/n) log r bits/host element
associated to the permutation code based on host x is nec-
essarily optimum for first-order perfect steganography, as its
calculation incorporates all possible codewords. In order to
obtain a probabilistic perspective of this quantity, assume next
that Stirling’s approximation loge z! ≈ z loge z − z (for large
z) holds for all factorials in (1). In this case the rate can be
informally approximated as
ρ ≈ −
q∑
k=1
hk
n
log
hk
n
bits/host element.
If X is a discrete random variable whose probability mass
function is the type of x, X ∼ p , (1/n)h, then
ρ ≈ H(X). (2)
This interpretation of the multinomial coefficient in terms of
the entropy of the subjacent type has been known since the
definition of entropy; in the context of permutation coding it
was first mentioned by Berger et al. [17]. More rigorously,
approximation (2) is supported by the following bounds (see
for instance [18]):
H(X)− ζ(q,n) ≤ ρ ≤ H(X), (3)
where ζ(q,n) , (q/n) log(n+1), which show that ρ→ H(X)
as n → ∞, i.e., ρ .= H(X). The upper bound in (3) on
the capacity of perfect steganography was previously given by
Cachin [3] using the method of types, and by Comesaña and
Pérez-González [5] and Wang and Moulin [6] departing from
Gel’fand and Pinskers’ capacity formula, whereas Ryabko and
Ryabko [8] gave a lower bound alternative to the one in (3).
B. Asymptotically optimum encoding algorithm
Even for moderate n, the exponentially growing number of
rearrangements of x precludes the implementation of a naive
encoding scheme, such as a look-up table mapping messages
to rearrangements. Therefore an efficient method to encode
messages into rearrangements (unranking) and to decode mes-
sages from rearrangements (ranking) is essential for a practical
implementation of permutation coding in steganography.
We will describe next a general encoding procedure which
is implementable with O(n) complexity, and which explicitly
uses the duality between optimum perfect universal steganog-
raphy and optimum lossless universal source coding. Consider
the lossless compression of a realization x of a memory-
less signal whose statistics p (or histogram h) are known
beforehand. It is well known that, using the static model h
of the counts of the support symbols v in x, arithmetic
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Fig. 2: Toy example illustrating the use of adaptive arithmetic coding to undertake permutation encoding and decoding of
vectors with histogram h = [1, 2]t and support v = [v1, v2]t, for which r = 3. The three stages depicted represent the
right-open intervals I(0), I(1), and I(2). The white arrow gives the position (m− 1/2)/r of message m in [0, 1).
coding [19], [20] can compress x with O(n) complexity to
the asymptotic compression rate H(X) (as n → ∞). In
a finite context, the compression rate can be improved by
adaptively updating the model after each symbol in x is
processed by the arithmetic encoder [21], so as to reflect the
updated distribution of the symbols yet to be encoded. In this
case the model is initially h, as in the static case, but after a
symbol is encoded its corresponding count is decremented by
one. This adaptive procedure leads to the implementation of
enumerative encoding by means of arithmetic coding. Every
sequence y with the same histogram h as x, i.e., y = Πσx,
is compressed to a sequence that can be seen as the index
enumerating y in the lexicographic ordering established by v.
The theoretical equivalence between enumerative coding and
arithmetic coding was originally shown by Rissanen [22],
and Cleary and Witten demonstrated this equivalence in a
constructive way by putting forward the decrementing adaptive
model idea sketched above [21].
For the sake of clarity, we will explicitly describe the
enumerative encoding scheme before discussing its role in
optimum perfect universal steganography. Assume that we
wish to compress y = Πσx using arithmetic coding with the
adaptive model discussed above. The initial right-open interval
for the arithmetic encoder is I(0) ← [0, 1), and we also make
the initialization h(0) ← h. Then the i-th arithmetic encoding
stage (for i = 1, 2, . . . , n) comprises the following three steps:
1) Division step: I(i−1) is exactly divided into nonover-
lapping right-open subintervals whose lengths are the
nonzero fractions h(i−1)/(n − i + 1) of the length of
I(i−1). Each subinterval for which h(i−1)k > 0 is labeled
with symbol vk from v.
2) Encoding step: the subinterval whose label vs is equal
to yi is declared to be the next interval I(i).
3) Adaptation step: let h(i−1)s ← h(i−1)s −1 and then declare
h(i) ← h(i−1).
If we denote the length of I(i) by |I(i)| then, for any
y = Πσx, it always holds for the final interval that |I(n)| =∏n−1
i=0 |I(i)| = 1/
(
n
h
)
= 1/r. Also, by construction, the
final intervals are always nonoverlapping for any two dif-
ferent rearrangements y of x. Thus the dlog re + 1 most
significant fractional bits of the binary representation of the
midpoint of I(n) constitute the compressed representation of y
(Shannon-Fano-Elias coding), or its index from the viewpoint
of enumerative encoding. This representation can also be put
as the most significant dlog re + 1 fractional bits of the
binary representation of (m − 1/2)/r ∈ [0, 1), for some
m ∈ {1, 2, . . . , r}. Decompressing y from m requires the
same initialization and the same division and adaptation steps
as above, whereas the i-th decoding step involves declaring
the decoded symbol yi to be equal to the symbol vs which
labels the subinterval where (m− 1/2)/r lies.
We are now ready to outline the permutation coding algo-
rithm, which is simply the dual of the enumerative encoding
algorithm just explained. The permutation encoder obtains
the rearrangement y = e(x,m) by carrying out adaptive
arithmetic decoding of m as described above. On the other
hand, the permutation decoder retrieves the message m em-
bedded in y, that is, m = d(y), by carrying out adaptive
arithmetic encoding of y. The decrementing adaptive model
guarantees that y = Πσx for some σ ∈ Sx. Crucially, the
permutation encoder and the permutation decoder share h —
the essential piece of information required for encoding and
decoding— precisely because of this fact. This is an important
difference with respect to the use of enumerative encoding in
compression, where the encoder must send the model h along
with the index to the decoder. The permutation encoding and
decoding procedures are illustrated in Figure 2.
Some words are in order about the implementability of the
algorithm. Since dlog re+ 1 > log r, the permutation encoder
can map some different messages to the same rearrangement,
which leads to unsolvable ambiguities at the decoder. Univocal
decoding is only guaranteed if at most blog rc bits are used
to represent the messages. This is not a serious limitation be-
cause (1) is usually very large in steganographic applications,
and then 2blog rc ≈ r.
Finally, we would like to remark that the algorithm is closely
related to the one proposed by Berger et al. [17, Appendix VI]
in the context of the application of permutation codes to source
coding with a distortion constraint. Although the complexity
of the algorithm in [17] is claimed to be O(n), it is based on
Jelinek’s implementation of Shannon-Fano-Elias coding, and
therefore the claim can only be true for small n as indicated
by Pasco [19, page 11].
Keyed encoding: A way for incorporating a symmetric
secret key k ∈ K ⊂ N into the algorithm above is to use k
to select a permutation ς ∈ Sq to be applied to the vectors h
and v, which are implicitly shared by encoder and decoder.
In other words, the algorithm stays the same, but encoder
6and decoder use hς = Πςh and vς = Πςv instead of h
and v. With this strategy |K| = q! because all values in v
are unique, even though this is not true in general for h. If
we represent the key using blog q!c bits, then hς and vς can
also be found by means of the permutation coding algorithm
that we have described. Finally, |K| can be increased by
choosing t permutations ς(1), ς(2), . . . , ς(t) ∈ Sq and then
using ς(((i−1) mod t)+1) in the i-th arithmetic coding stage.
V. EMBEDDING DISTORTION
In this section we will analyze the theoretical embedding
distortion induced by permutation coding, and its connections
to the embedding rate. For the time being we will not occupy
ourselves with the practical question of how to control the em-
bedding distortion. However, as we will see in Section VI, the
analysis that follows will be key for a practical implementation
of distortion-constrained permutation coding.
A. Squared Euclidean distance
A useful way to measure the embedding distortion is by
means of the squared Euclidean distance between a code-
word y and the host x. In this case the similarity measure
in Figure 1 is s(x,y) = ‖y − x‖2 = ‖w‖2, which is
the squared 2-norm of the watermark. We will also refer
to it as the power of w. The main reasons for considering
this embedding distortion measure are the following ones:
1) it enables direct comparisons with prior research results
when normalized by the power of the host, which yields
communications-like signal to noise ratios widely adopted in
data hiding (see Section V-A1); 2) it is amenable to analysis
and, as it will be seen, it provides relevant insights about the
use of permutation coding in steganography, both in terms of
geometry and of rate-distortion properties; and 3) if x is the
product of a decorrelating unitary linear transform, then ‖w‖2
is preserved in the original (correlated) domain.
Using the fact that all histogram-preserving codewords y
have the same 2-norm ‖y‖ = ‖x‖, the power of a histogram-
preserving watermark can be put as
‖w‖2 = 2 (‖x‖2 − xty) = 2 (‖x‖2 − xtΠσx) (4)
for some σ ∈ Sx. Since this distortion is dependent on the
message associated to σ, we will derive next two relevant
message-independent embedding distortion measures, which
will be seen to completely suffice in order to approximate
and/or bound (4) for any σ.
• Average watermark power. If the encoder chooses mes-
sages uniformly at random, then the average water-
mark power is ‖w‖2 , (1/r)∑rm=1 ‖w(m)‖2 =
2
(‖x‖2 − (1/r)∑σ∈Sx xt Πσx). Using next expres-
sions (69) and (70) from the Appendix, and observing
that xt11tx = (xt1)2, one arrives at
‖w‖2 = 2
(
‖x‖2 − 1
n
(xt1)2
)
. (5)
Since (xt1)2 ≥ 0 it holds that
‖w‖2 ≤ 2‖x‖2, (6)
with equality for any zero-sum x. As we will see, the av-
erage watermark power plays a pivotal role in the applica-
tion of permutation coding to steganography. For a start,
we verify next that (5) indicates already that permutation
coding satisfies fundamental theoretical requirements of
perfect steganography. The average watermark power per
host element can be put as
1
n
‖w‖2 = 2 σ2x, (7)
where σ2x is the (biased) sample variance of x. Since the
maximum embedding rate is achieved when the encoder
is free to generate all rearrangements of x, then (7) is the
exact coding analogous of the theoretical result by Come-
saña and Pérez-González in [5, page 17] showing that the
average quadratic embedding distortion in unconstrained
capacity-achieving perfect steganography is
1
n
E{‖W ‖2} = 2 Var{X}, (8)
where X is a random variable describing an independent
and identically distributed (i.i.d.) host, and W is a
random n-vector describing a perfect watermark.
• Maximum watermark power. It is also desirable to obtain
the maximum power of a perfect steganographic water-
mark, ‖w‖2max , maxm∈{1,2,...,r} ‖w(m)‖2, which is the
worst-case embedding distortion. To this end we may use
the following rearrangement inequality [23, Chapter 10]:
r↑
t
s↓ ≤ rts, (9)
which holds for any r, s ∈ Rn. Setting r = x and s = y,
as y = Πσx we have from (4) and (9) that
‖w‖2max = 2
(
‖x‖2 − x↑tx↓
)
. (10)
An upper bound on ‖w‖2max is not immediately apparent
from inspecting (10), because x↑tx↓ may be negative.
Since J = Jt, in order to bound ‖w‖2max from above
we can use the Rayleigh-Ritz theorem to write x↑tx↓ =
x↑tJx↑ ≥ λmin(J)‖x‖2, where λmin(J) is the minimum
eigenvalue of J. By definition, an eigenvalue λ of J
and its eigenvector u fulfill Ju = λu. Multiplying this
expression by ut one obtains utJu = λ‖u‖2; alterna-
tively, multiplying it by utJ one obtains ‖u‖2 = λutJu,
because J is involutory (JJ = I). Combining these two
equations one sees that λ2 = 1, and since tr J ∈ {0, 1}
then λmin(J) = −1 when n > 1. Therefore
‖w‖2max ≤ 4‖x‖2. (11)
As we will see in Section V-A3, this inequality can be
more directly obtained through geometric arguments; we
will discuss when equality occurs in (11) in that section.
Finally, a basic inequality involving (5) and (10) is
‖w‖2 ≤ ‖w‖2max, (12)
in which equality occurs when x = v1. In this case r = 1,
and so ‖w‖2 = ‖w‖2max = 0.
71) Power ratios: The embedding distortion expressions (5)
and (10) must be normalized in order to be meaningful across
different hosts. Thus, the following figures of merit for the
theoretical embedding distortion can be put forward:
• Host to average watermark power ratio
ξ , ‖x‖
2
‖w‖2 . (13)
A common alternative to ξ is the peak host to average
watermark power ratio ξ′ , n(2b − 1)2/‖w‖2, where
it is assumed that x is in the nonnegative orthant and
represented using b bits/element.
• Host to maximum watermark power ratio
ξmin ,
‖x‖2
‖w‖2max
.
These figures of merit are related as follows:
ξ′ ≥ ξ ≥ ξmin. (14)
In keeping with standard conventions and where convenient
throughout the paper, we will also refer to ξ ratios in terms of
decibels (dB), by which the amount 10 log10 ξ is understood.
For all the convenience of these figures of merit, a word of
caution is needed: as a rule, low ξ ratios imply dissimilarity
between x and y (or of their counterparts in the original
domain if decorrelation is used to approximate the memoryless
hypothesis), but the converse is not always true. An example of
this shortcoming is the widely used peak signal to noise ratio
(PSNR) of which ξ′ is a version. According to our discussion,
high ξ ratios are a necessary condition to ensure similarity.
However (6) implies that ξ ≥ 1/2 (≈ −3 dB), whereas (11)
implies that ξmin ≥ 1/4 (≈ −6 dB). The fact that both minima
are very low makes it clear that a mechanism for embedding
distortion control will be required whenever similarity must
be enforced, which will be dealt with in Section VI.
Finally, our discussion about the analogy between (7)
and (8) also let us see why the host to average embedding
distortion ratio of capacity-achieving perfect steganography for
zero-mean X in [5] coincides with ξ for zero-sum x, that is
to say, ξ ≈ −3 dB.
2) Asymptotics: We will study next the asymptotic behavior
for large n of the power a histogram-preserving watermark
drawn uniformly at random, corresponding to the encoder
choosing messages uniformly at random. Our aim is to
quantify a condition under which (5) is a good predictor
of the power of any histogram-preserving watermark, via
the weak law of large numbers. In order to do so we
will obtain Chebyshev’s inequality for the random variable
‖W ‖2 = 2(‖x‖2 − xtΠx), defined using (4) and assuming
that Π is a random variable uniformly distributed over a set
of permutation matrices of cardinality |Sx| that can generate
all rearrangements of x. We know already that E{‖W ‖2} =
‖w‖2, and therefore we just need to obtain the second moment
of ‖W ‖2 to compute its variance. As xtΠx = xtΠtx, this
moment can be put as
E
{‖W ‖4}= 4xt (xxt − 2‖x‖2 E{Π }+ E{ΠxxtΠ t})x,
and hence the desired variance is
Var
{‖W ‖2}= 4(xt E{ΠxxtΠ t}x− (xt E{Π }x)2) .(15)
Using the computation of the two expectations in (15) found
in the Appendix, it can be seen after some algebraic manipu-
lations that (15) becomes
Var
{‖W ‖2}= 1
n− 1
(
‖w‖2
)2
.
Finally, we use Var{‖W ‖2} and E{‖W ‖2} in Chebyshev’s
inequality for ‖W ‖2. Given γ > 0, this inequality can be put
as Pr{|Z − µ| ≥ γµ} ≤ σ2/(γ2µ2) for a variable Z with
mean µ and variance σ2. Thus we obtain
Pr
{∣∣∣‖W ‖2 − ‖w‖2∣∣∣ ≥ γ‖w‖2} ≤ 1
γ2(n− 1) . (16)
Although Chebyshev’s inequality is known to be loose it is
also completely general, and it can be read as saying that
the embedding distortion associated to a randomly drawn
permutation codeword is not likely to be too different from
the average ‖w‖2 for large n. This fact will be empirically
verified in Section VII.
Despite these considerations, one might still be concerned
about the rare instances in which ‖W ‖2 deviates from the
average. We will see next that the geometry of permutation
coding strictly confines the maximum distortion (10) in terms
of the average distortion (5).
3) Geometry: As noted by Slepian [7], the two basic
observations to be made about the geometry of permutation
codes are: 1) since ‖y‖ = ‖x‖, then all codewords lie on
an n-dimensional primary permutation sphere centered at 0
with radius ‖x‖; and 2) the codewords are really n − 1
dimensional, as they also lie on the permutation plane with
equation yt1 = xt1.
As we will show next, relevant geometric insights for the
embedding distortion analysis can be obtained from what we
will call the secondary permutation sphere1. This is a sphere
with center c in the permutation plane (ct1 = xt1) and
radius Rs such that ‖y − c‖2 = R2s for any codeword y.
Since the intersection of the primary permutation sphere
with the permutation plane is a sphere in n − 1 dimensions
that contains all codewords, then this locus must coincide
with the intersection of the secondary permutation sphere
with the permutation plane. In order to obtain c and Rs
we start by computing the average of all codewords y ,
(1/r)
∑r
m=1 y
(m) = (1/r)
∑
σ∈Sx Πσx. Using (69) and (70)
it can be seen that this average vector is
y =
1
n
(xt1)1.
So all coordinates of y equal the average of x. As indicated by
yt1 = xt1, y lies on the permutation plane. Now, the square
of the Euclidean distance of an arbitrary codeword y to y is
‖y − y‖2 = ‖x‖2 − ‖y‖2, (17)
1It is possible to prove that the secondary permutation sphere is also the
covering sphere of the permutation code. For the sake of brevity we omit the
proof, as it is not consequential for our analysis.
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Fig. 3: Schematic of the geometry of first-order perfect
steganography.
where we have used yt1 = xt1 and yty = (1/n)(xt1)2 =
‖y‖2. As (17) is independent of y, then it must also be the
square of the secondary permutation sphere radius, R2s , and
the center of this sphere must be c = y. From (5), we can
thus write
R2s =
1
2
‖w‖2. (18)
Therefore when xt1 6= 0 all codewords lie simultaneously
on two different spheres: the primary and the secondary
permutation spheres. The equation of the plane where these
two spheres intersect must be the permutation plane yt1 =
n
√‖x‖2 −R2s = xt1. The secondary permutation sphere
radius cannot be greater than the radius of the primary
permutation sphere, as it can be seen, for example, from (18)
and (6). Therefore
Rs ≤ ‖x‖, (19)
with equality when xt1 = 0. This is the likely reason why
the secondary permutation sphere was never considered in
previous works devoted to the application of permutation
codes to channel coding [7] or source coding [17], since
in those scenarios xt1 = 0 is usually necessary for energy
minimization (and also feasible, since x is a chosen parameter
in both problems), and hence the two spheres coincide.
Using the triangle inequality we can verify next that
‖w‖ = ‖(y − y)− (x− y)‖ ≤ 2‖y − y‖ = 2Rs, (20)
or, equivalently, that ‖w‖ cannot be greater than the diameter
of the secondary permutation sphere. Using (18), we see that
(20) implies the inequality
‖w‖2max ≤ 2‖w‖2, (21)
which supplements (12). A case in which equality holds in (21)
is x = v 1, but there may also exist other equality solutions
with a nonconstant host. Inequality (21) also narrows down the
probability bound in (16), since it implies that this probability
can only be nonzero when γ ∈ (0, 1]. Finally, when (21) is
normalized by the power of the host we obtain
ξmin ≥ ξ/2, (22)
which means that the host to maximum watermark power ratio
is, in decibels, always greater or equal than the host to average
watermark power ratio minus approximately 3 dB.
An alternative proof of inequality (11) is found, for instance,
by combining (20) and (19). This can also be seen directly by
applying the triangle inequality as in (20) but with 0 instead
of y, which is equivalent to saying that ‖w‖ cannot be greater
than the diameter of the primary permutation sphere. Thus (11)
is met with equality whenever there exist two antipodal
codewords, that is to say, when there exist y and y′ such
that y′ = −y. This happens when x↑ = −x↓, two antipodal
codewords being y = x↑ and y′ = x↓. In the special case
in which x lies in the nonnegative (or nonpositive) orthant,
the greatest possible diameter of the secondary permutation
sphere allows us to replace (11) by ‖w‖2max ≤ 2‖x‖2 (and
hence ξmin ≥ 1/2), with equality when at least half of the
elements of x are zero.
To conclude this section, it can also be observed that the host
to average watermark power ratio can be expressed as a single
function of the angle φ between x and 1 (equivalently, between
any codeword y and 1). Since cosφ = xt1/ (‖x‖‖1‖), it can
be seen from (5) and (13) that
ξ =
1
2 sin2 φ
. (23)
This expression also allows us to establish (22) without
explicitly resorting to the secondary permutation sphere. Since
the angle 2φ is the opening angle of the right cone with
apex 0 and base the intersection of the primary permutation
sphere and the permutation plane, then the maximum distance
between any codeword y and x is bounded as follows:
‖y − x‖2 ≤ 2‖x‖2(1− cos 2φ). (24)
Using next the trigonometric identity cos 2φ = 1 − 2 sin2 φ
and (23) in (24) we recover (22).
Some of the facts discussed in this section are schematically
illustrated in Figure 3.
B. Degree of host change
The degree of host change is an embedding distortion
measure alternative to the squared Euclidean distance, which,
as we will see, is also insightful in a number of ways. In
this case the similarity measure is s(x,y) = (1/n) δ(y,x) =
(1/n)ω(w), that is to say, the Hamming distance per symbol
between y and x, or the fraction of elements of y which
differ from the same index elements in x. For simplicity, in
the remainder we will use the notation ν , (1/n) δ(y,x).
We will determine next the average degree of host change
over all rearrangements (ν), in order to have a measurement
independent of any particular y. We firstly define an auxiliary
q × n matrix Λ whose entries are (Λ)k,i = 1{vk=xi}, and we
let Ω , ΛtΛ. Now, tr ΛΠσΛt = tr ΩΠσ is the number of
elements in y = Πσx unchanged with respect to x. Therefore
δ(y,x) = n − tr ΩΠσ , and, when the messages are uniform,
the average degree of host change can be put as
ν =
1
r
∑
σ∈Sx
1
n
(n− tr ΩΠσ). (25)
9We can develop this expression using the equality
(1/r)
∑
σ∈Sx tr ΩΠσ = (1/n!)
∑
σ∈Sn tr ΩΠσ , which
holds because the second summation contains the same
summands as the first one, but each of them repeated
h1!h2! · · ·hq! times. As the trace operator is linear, using
equation (69) and tr Ω11t = 1tΩ1 = ‖Λ1‖2 = ‖h‖2, it can
be seen that
ν = 1− ‖h‖
2
n2
= 1− ‖p‖2. (26)
As p (the type of x) contains the probabilities of a pmf (whose
support is v) then 1/q ≤ ‖p‖2 ≤ 1, and so we have that
0 ≤ ν ≤ 1− 1
q
. (27)
A useful probabilistic interpretation of (26) can be obtained as
follows. Consider two independent discrete random variables
whose distribution is the type of x, which we denote as X ∼ p
and Y ∼ p. The complement of their index of coincidence, or,
equivalently, the probability of drawing a different outcome
in two independent trials of X and Y , is Pr{X 6= Y } =∑
v∈V p(X = v)p(Y 6= v). This amount is
Pr{X 6= Y }=
q∑
k=1
pk (1− pk) = ν. (28)
As for the relationship between ν and ‖w‖2, since δ(y,x) ≤
‖y − x‖2 for x,y ∈ Zn then
ν ≤ 1
n
‖w‖2, (29)
The right-hand side of (29) can be greater than one, but the
bound is tight when ξ → ∞; intuitively, a high ξ implies
a small ν. Finally note that, unlike the ξ ratios, ν is not
preserved, in general, by unitary linear transforms when q > 2.
C. Rate-distortion bounds
Ideally we would like to have exact rate-distortion rela-
tionships, that is to say, explicit or implicit equations re-
lating the embedding rate ρ discussed in Section IV-A and
either (1/n)‖w‖2 or ν. Leaving aside the asymptotic case
of the binary Hamming setting which we discuss later in
Section V-E, we suspect that, in general, such relationships
do not exist. If they would, they could not simply involve
the three aforementioned amounts. Two particular nonbinary
hosts validating this observation are x = [1, 2, 3, 4, 4, 4, 4]t and
x′ = [1, 1, 2, 2, 3, 3, 3]t, which have the same ρ but different
(1/n)‖w‖2 and ν.
Nevertheless, a general upper bound on ρ solely based
on (1/n)‖w‖2 is possible using the differential entropy
upper bound on discrete entropy, independently found by
Djackov [24], Massey [25], and Willems (unpublished, see [18,
Problem 8.7]). This bound is H(X) < (1/2) log(2pie(σ2X +
1/12)) for a discrete random variable X with support set V ⊆
Z and variance σ2X . Using the upper bound in (3), since X ∼ p
has support set V ⊂ Z and variance σ2x [given in (7)], we have
that the Djackov-Massey-Willems bound yields
ρ < ρu ,
1
2
log
(
2pie
(
‖w‖2
2n
+
1
12
))
. (30)
The bound is loose as ‖w‖2/n → 0, as in this case ρu →
0.2546 whereas we know that ρ→ 0. In practical terms, this
effect only starts to be discernible when ξ′ ' 50 dB for b = 8.
Also, from (28) and the upper bound in (3), another rate-
distortion upper bound is directly given by Fano’s inequality:
ρ ≤ ρ′u , h(ν) + log(q − 1) ν. (31)
Although it is well-known that the sharpest bound is achieved
by any permutation of p = [1−ν, ν/(q−1), · · · , ν/(q−1)]t,
note from (3) that this does not imply that ρ = ρ′u. Moreover
the type p is fixed for the problem, and so this bound is
generally loose.
Furthermore, it is possible to give two lower bounds on ρ
based on ν. The first one is based on inequality Pr{X = Y } ≥
2−H(X) with X and Y i.i.d. [18, Lemma 2.10.1] Using the
complement of the index of coincidence (28) and the lower
bound in (3) in this inequality, we obtain
ρ ≥ ρl , − log(1− ν)− ζ(q,n). (32)
Asymptotically, we have that ρl
.
= − log(1 − ν). Since
the original bound is sharp when X is uniform, asymptotic
equality is achieved in inequality (32) when h = (n/q)1,
and in this case ρ = ρl
.
= log q, which corresponds to the
maximum average degree of host change ν = 1− 1/q.
The second lower bound is obtained from inequality
H(X) ≥ 2 Pr{X 6= Y } with X and Y i.i.d., found by
Harremoës and Topsøe [26, Theorem II.6 with k = 1]. Using
again the lower bound in (3) and (28) we obtain
ρ ≥ ρ′l , 2 ν − ζ(q,n), (33)
which is sharper than (32) when 0 < ν < 1/2. The asymptotic
bound is now ρ′l
.
= 2ν.
Finally, from (30), (32) and (33) we have two upper bounds
on ν based on (1/n)‖w‖2 in addition to (29). If we define
τ , 2ζ(q,n)(2pie(‖w‖2/2n + 1/12))1/2, then from ρl < ρu
and from ρ′l < ρu we respectively have that
ν < 1− 1
τ
, and ν <
1
2
log τ. (34)
The first upper bound in (34) cannot be greater than the unity,
unlike the second upper bound or (29). However, as ξ →
∞ (29) is eventually tighter than both inequalities in (34),
which is due to the lack of asymptotic sharpness of (30).
Since ρ, ‖w‖2 and ν are completely determined by x, the
rate-distortion bounds presented in this section may look like
little more than a curiosity at this juncture. However their
relevance will become apparent when we address embedding
distortion control for permutation coding in Section VI.
D. Embedding efficiency
In this section we will study the average embedding ef-
ficiency (ε) [27]. This quantity is defined as the average
number of message bits embedded per host element change,
and, hence, it simultaneously involves embedding rate and
embedding distortion. The original idea behind ε was mea-
suring the security of a steganographic algorithm: given two
algorithms with the same ρ, the one with higher ε should be
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less detectable since, on average, it embeds the same amount
of information with less degree of host change.
Since permutation coding leads to perfect steganography
with finite memoryless hosts, it may seem that there is little
point in contemplating ε here. However, we will see that
the average embedding efficiency allows for an insightful
comparison between permutation coding and model-based
steganography [4]. Moreover, ε may also find application in
realistic scenarios in which the memoryless assumption is only
an approximation. The computation of ε will again require
the Ω matrix defined in Section V-B. Firstly see that the
embedding efficiency for the message encoded by y = Πσx
is ε , log r/(nν) = log r/(n − tr ΩΠσ) bits/host element
change. This amount is infinite for σ0 ∈ Sx such that
Πσ0x = x, which without loss of generality may be assumed
to be σ0 , [1, 2, . . . , n]t. In order to sidestep this singularity
we will consider that ε = 0 when y = x. Therefore, when all
messages are equally likely the average sought is
ε =
1
r
∑
σ∈Sx\σ0
log r
n− tr ΩΠσ bits/host element change.
(35)
An exact evaluation of (35) requires enumerating the number
of permutations associated to each possible value of tr ΩΠσ
for σ ∈ Sx\σ0, namely {0, 1, 2, . . . , n − 2} (n − 1 is not
a possible value because an elementary permutation involves
swapping two indices). Obtaining this enumeration is equiv-
alent to solving a generalization of the classic problem of
rencontres [28], which asks for the number of σ ∈ Sn that
exhibit a given number of fixed points with respect to σ0.
The generalized problem at hand requires instead finding the
number of rearrangements of x that exhibit a given number of
fixed points with respect to x. We are not aware of a solution
to this generalized problem, but a useful lower bound on ε can
be found by observing that (35) involves the harmonic mean
of r−1 positive values, which is bounded from above by their
arithmetic mean [23]. Then we have that
ε ≥ εl , nρ
(
r − 1
r
) 1
r − 1
∑
σ∈Sx\σ0
(n− tr ΩΠσ)
−1 .
(36)
As the sum over σ ∈ Sx\σ0 in (36) is equal to the same sum
over σ ∈ Sx we can see using (25) that
εl =
(
r − 1
r
)2
ρ
ν
. (37)
Recalling the lower bound in (3) we can in turn bound (37)
from below as follows: εl ≥ ε′l , ((r − 1)/r)2(H(X) −
ζ(q,n))/ν. In the following we will consider the asymptotics
of ε′l as n→∞. As in this case (r − 1)/r → 1 we have that
ε′l
.
=
−∑qk=1 pk log pk
1−∑qk=1 p2k . (38)
A basic but loose lower bound on (38) can be found by
applying the well-known inequality p − 1 ≥ loge p to every
logarithm in the numerator of the expression, which yields
ε′l
.
> 1/(loge 2) ≈ 1.44, but the sharpest lower bound is
obtained by applying to (38) the same inequality from [26]
used to obtain (33), which yields the asymptotic lower bound
ε′l
.≥ 2. (39)
Consequently, a minimum average embedding efficiency
of 2 bits/host element change is asymptotically guaranteed
when using permutation coding.
E. Binary host
We now particularize and expand some of the previous
results for the special case q = 2. This case may arise
because the host is intrinsically binary or, as we will discuss in
Section VI, because we are dealing with a two-valued partition
of a nonbinary host (see Section VI-B2). In the binary case
the number of rearrangements (1) is given by the binomial
coefficient r =
(
n
h2
)
= n!/ ((n− h2)!h2!), and (38) becomes
ε′l
.
=
−(1− p2) log(1− p2)− p2 log p2
2 p2(1− p2) .
This same expression was previously given by Sallee [4,
page 11] for the average embedding efficiency of model-based
steganography with quantizer step size 2 (by which Sallee
means a two-valued partitioning of a host signal using adjacent
pairs of histogram bins), although we have proved here that it
is only an asymptotic lower bound. Inequality (39) was also
mentioned in [4], but the justification therein is, apparently,
only empirical and restricted to the binary case —note that our
conclusion is based on the aforementioned theoretical result
by Harremoës and Topsøe [26], which holds for arbitrary q.
We will return to the connection between permutation coding
and model-based steganography, already hinted by (2), in
Section VI-B2.
Hamming distance: An even more particular binary case is
the one which the support set of the host is V = {0, 1}. In
this case it is quite natural to measure the embedding distor-
tion using the Hamming distance. Incidentally, the squared
Euclidean distance between two vectors x,y ∈ {0, 1}n is
equal to their Hamming distance or to the Hamming weight
of the watermark, that is to say, δ(y,x) = ‖y − x‖2 =
‖w‖2 = ω(w). Therefore, the average degree of host change
is completely equivalent to distortion measures based on the
squared Euclidean distance: letting ω(w) = ‖w‖2, from the
previous considerations it now holds that
1
n
ω(w) = ν. (40)
Also the Hamming weight of x is now equal to its squared
norm, ω(x) = ‖x‖2. A further identity that holds true in
this case is ‖x‖2 = xt1. As a consequence of these facts,
the theoretical analyses in Sections V-A and V-B can be
particularized, and new rate-distortion results can be found.
Firstly see that (5) (or equivalently n ν) becomes
ω(w) = 2ω(x)
(
1− 1
n
ω(x)
)
. (41)
Considering (40) and (27), it now holds that (1/n)ω(w) ≤ 1/2
with equality when (1/n)ω(x) = 1/2. On the other hand, (10)
now takes the form
ω(w)max = 2 min(ω(x), n− ω(x)). (42)
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Using (41) and (42), the figures of merit for the embedding
distortion (13) and (14) can be put as a function of ω(x) ,
(1/n)ω(x) = p2 as follows:
ξ =
1
2(1− ω(x)) , (43)
ξmin =
1
2
max
(
1,
ω(x)
1− ω(x)
)
(44)
whereas ξ′ = 1/ (2ω(x)(1− ω(x))) = 1/ν. The inequalities
in (14) must still hold; additionally, we have from (27) that
ξ ≥ 2ω(x). Since x is in the nonnegative orthant, we can
see that ξmin ≥ 1/2, with equality when ω(x) ≤ 1/2 (as
discussed in Section V-A3). Although (22) must still hold, we
can now combine (43) and (44) to obtain the following exact
relationship between these two amounts:
ξmin =
1
2
max
(
1, 2ξ − 1) .
Finally, in the binary Hamming case we have from (3) that
ρ ≤ h(p2). Therefore we have an exact relationship between
the asymptotic embedding rate ρ .= h(p2) = h(ω(x)) and the
average embedding distortion (40) since both these amounts
only depend on ω(x). Thus the rate-distortion bounds in Sec-
tion V-C, although still valid, are asymptotically unnecessary
in this case. In any case (30) is not useful now, as it can be
greater than one; on the other hand Fano’s inequality (31) now
becomes
ρ ≤ h(ν). (45)
This bound, deduced here for permutation coding with binary
base vector x, was previously reported to hold for general
binary block codes in [29, Theorem 1]. Also (45) can be
tightened in this case using the well-known inequality of the
binary entropy function h(p2) ≤ 2
√
p2(1− p2), which allows
us to write the non-asymptotic rate-distortion upper bound
ρ ≤ ρ′′u ,
√
2ν, (46)
which is sharper than (45) when ν ∈ (0.077, 1/2).
VI. EMBEDDING DISTORTION CONTROL
As argued in Section III, practical universal steganography
requires enforcing similarity between x and y (see Figure 1).
Nonetheless, a permutation code based on x —a fixed in-
put parameter for the encoder— does not ensure by itself
compliance with some pre-established embedding distortion
constraint, such as for instance a constraint on the maximum
value of ν or on the minimum value of ξ. Critically, we
discussed in Section V-A1 that ξ can be very low. However
similarity between x and y can be increased by restricting
the encoding to a judiciously chosen subset of the set of all
permutation codewords. In this section we introduce and ana-
lyze partitioned permutation coding, which enables embedding
distortion control by means of a similarity increasing strategy
based on the principle just mentioned.
a) Definitions: A partitioning (or regular partitioning) is
defined to be a set of p index vectors Upn = {u1,u2, . . . ,up}
such that: 1) [ut1,u
t
2, . . . ,u
t
p]
t ∈ Sn; and 2) uj = u↑j .
Consequently, the lengths n1, n2, . . . , np of u1,u2, . . . ,up
fulfill
∑p
j=1 nj = n. A partitioning Upn is applied to an n-
vector x by forming p partitions x1,x2, . . . ,xp, which are
vectors formed by elements of x indexed by the index vectors.
Thus, for j = 1, 2, . . . , p the elements of partition xj are
(xj)i = (x)(uj)i with i = 1, 2, . . . , nj . The application of
partitioning Upn to x is denoted by Upn(x) = {x1,x2, . . . ,xp},
which will also be referred to as a partitioning of x.
A support partitioning is defined to be a partitioning Upq ,
which is to be applied to the support q-vector v. A partitioning
of v, i.e., Upq (v) = {v1,v2, . . . ,vp}, can be used in turn to
build a support-induced partitioning of x, which we denote by
Upn(Upq ,x) = {x1,x2, . . . ,xp}. This is obtained through the
application to x of a regular partitioning (Upn)? dependent on
Upq (v) and on x, whose index vector u?j contains all indices i
such that xi = (vj)k, where 1 ≤ i ≤ n and 1 ≤ k ≤ nj .
Hence Upn(Upq ,x) = (Upn)?(x).
The partitions in Upq (v) necessarily coincide with the sup-
ports of the partitions in Upn(Upq ,x). Therefore the lengths
q1, q2, . . . , qp of v1,v2, . . . ,vp fulfill
∑p
j=1 qj = q, not only
for Upq (v) (by the definition of partitioning) but also for the
lengths of the supports of the partitions in Upn(Upq ,x). Note that
for a regular partitioning of x [i.e., Upn(x)] we have instead
that
∑p
j=1 qj ≥ q, because it is possible that the same support
value v ∈ V may be found in more than one partition of x.
Example 1: In order to clarify these concepts, consider the
host x = [v1, v3, v2, v3, v1, v3]t with support v = [v1, v2, v3]t
and histogram h = [2, 1, 3]t (q = 3). An example of a possible
regular partitioning is U26 = {u1,u2} with index vectors u1 =
[2, 3, 4, 5]t and u2 = [1, 6]t which yields U26 (x) = {x1,x2}
with partitions x1 = [v3, v2, v3, v1]t and x2 = [v1, v3]t. The
supports of these partitions are v1 = [v1, v2, v3]t (q1 = 3) and
v2 = [v1, v3]
t (q2 = 2), and thus q1 + q2 > q.
An example of a possible support partitioning is U23 =
{u′1,u′2} with index vectors u′1 = [1, 2]t and u′2 = [3] which
yields U23 (v) = {v′1,v′2} with partitions v′1 = [v1, v2]t and
v′2 = [v3]. In this case (U26 )? contains u?1′ = [1, 3, 5]t and
u?2
′ = [2, 4, 6]t, and so U26 (U23 ,x) = (U26 )?(x) = {x′1,x′2}
contains partitions x′1 = [v1, v2, v1]
t and x′2 = [v3, v3, v3]
t.
The lengths of the support partitions v′1 and v
′
2 (which are
also the supports of x′1 and x
′
2) are q
′
1 = 2 and q
′
2 = 1, and
thus q′1 + q
′
2 = q.
b) Partitioned permutation coding: The previous def-
initions suffice to describe partitioned permutation coding.
Encoder and decoder share a partitioning Upn. The encoder ob-
tains Upn(x) and then undertakes permutation coding separately
on each of the p partitions; in short, it produces yj = Πσjxj
with σj ∈ Sxj for j = 1, 2, . . . , p. In practice, yj is produced
by undertaking adaptive arithmetic decoding of blog rjc bits
of the message to be embedded, relying on the histogram hj
of xj as described in Section IV-B. The elements of vector y
are obtained by piecing together all yj partitions, and so
(y)(uj)i = (yj)i with i = 1, 2, . . . , nj , for j = 1, 2, . . . , p.
The vector y thus obtained still preserves the histogram of x
because it stems from permutations of partitions of x, and
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hence y = Πσx for some σ ∈ Sx. The decoder obtains
Upn(y) and then, for j = 1, 2, . . . , p, it undertakes adaptive
arithmetic encoding of partition yj relying on its histogram
hj , thus retrieving all p parts of the message.
Alternatively, encoder and decoder may share a support
partitioning Upq instead of a regular partitioning Upn. In this
case the encoder generates y from Upn(Upq ,x), and the decoder
retrieves the message in y using Upn(Upq ,y).
A. Theoretical analysis of partitioned permutation coding
Before proceeding, we need to rederive the most relevant
results in Sections IV-A and V for partitioned permutation
coding with a generic partitioning Upn. Our computations will
explicitly use Upn(x) = {x1,x2, . . . ,xp}, which is the point
of view of the encoder. However, be aware that we may also
evaluate the theoretical expressions that we will obtain using
instead Upn(y) = {y1,y2, . . . ,yp} for any rearrangement y,
which would be the point of view of the decoder.
Firstly, the number of embeddable messages is
r =
p∏
j=1
rj , (47)
where rj =
(
nj
hj
)
is the multinomial coefficient associated
to partition xj . Hence, the theoretical embedding rate ρ =
(1/n) log r can be expressed as
ρ =
p∑
j=1
nj
n
ρj , (48)
where ρj = (1/nj) log rj is the embedding rate for the j-th
partition.
As for the embedding distortion results, firstly see that the
average watermark power for partitioned permutation coding
is ‖w‖2 = (1/r)∑r1m1=1 · · ·∑rpmp=1∑pj=1 ‖w(mj)j ‖2, where
w
(mj)
j = y
(mj)
j −xj . This amount can be developed as follows
‖w‖2 =
p∑
j=1
1
r
(
p∏
i=1
i6=j
ri
)
rj∑
mj=1
‖w(mj)j ‖2 =
p∑
j=1
‖wj‖2,
(49)
and hence
‖w‖2 = 2
(
‖x‖2 −
p∑
j=1
1
nj
(xtj1)
2
)
. (50)
In parallel to (7), the average watermark power per host
element can be put in terms of the sample variances per
partition, σ2xj = ‖wj‖2/(2nj), as follows:
1
n
‖w‖2 = 2
p∑
j=1
nj
n
σ2xj . (51)
The maximum watermark power is obtained when ‖wj‖2
is maximum for all j = 1, 2, . . . , p, and then ‖w‖2max =∑p
j=1(‖wj‖2)max. Thus, we have that
‖w‖2max = 2
‖x‖2 − p∑
j=1
x↑j
t
x↓j
 . (52)
From expressions (50) and (52) one obtains the figures of merit
ξ (ξ′) and ξmin for the partitioned problem (see definitions in
Section V-A1). Importantly, inequalities (14) and (22) still hold
with partitioned permutation coding, because inequalities (12)
and (21) hold for the average and maximum of ‖wj‖2, for
every j = 1, 2, . . . , p.
The number of host changes caused within the j-th
partition by permutation σj ∈ Sxj is computed using a
qj × nj matrix Λj defined just like Λ in Section V-B but
using partitions vj and xj . Hence, using Ωj = ΛtjΛj ,
for j = 1, 2, . . . , p, we can write the average degree of
host change for partitioned permutation coding as ν =
(1/r)
∑
σ1∈Sx1 · · ·
∑
σp∈Sxp (1/n)
(∑p
j=1 nj − tr ΩjΠσj
)
.
This expression can be developed like (49) to yield
ν =
p∑
j=1
1
r
(
p∏
i=1
i6=j
ri
) ∑
σj∈Sxj
1
n
(
nj − tr ΩjΠσj
)
=
p∑
j=1
nj
n
νj ,
(53)
where νj = 1− (‖hj‖/nj)2 = 1− ‖pj‖2.
Finally, the average embedding efficiency for partitioned
permutation coding is
ε =
1
r
∑
σ1,...,σp\σ0
log r∑p
j=1 nj − tr ΩjΠσj
. (54)
The first summation in (54) ranges over all σj ∈ Sxj , for
j = 1, 2, . . . , p, bar the case σ0 ∈ Sx in which y = x. Using
the same bounding strategy as in Section V-D, the lower bound
εl to (54) is again (37), where r, ρ and ν are now given by
(47), (48) and (53), respectively. It can also be verified by
applying (33) to each ρj that (39) also holds for partitioned
permutation coding.
We verify next that the rate-distortion bounds in Section V-C
still hold. Applying (30) individually to the partition rates ρj
in (48), and then using the concavity of log(·) and Jensen’s
inequality, we have that
ρ <
p∑
j=1
nj
n
1
2
log
(
2pie
(
σ2xj +
1
12
))
(55)
≤ 1
2
log
2pie p∑
j=1
nj
n
(
σ2xj +
1
12
) . (56)
Therefore, using (51) in (56) we recover (30). Note that
the inequality leading to (56) (Jensen’s inequality) is met
with equality if and only if σ2xj = ‖w‖2/(2n) for all
j = 1, 2, . . . , p. Similarly, applying (31) individually to each
ρj in (48) and then using the concavity of h(νj)+log(qj−1) νj
on νj , log qj ≤ log q, Jensen’s inequality and (53), we see
that (31) still holds with partitioning.
We finally prove that the rate-distortion lower bounds (32)
and (33) also hold for the class of support-induced parti-
tionings. Applying (32) individually to the partition rates ρj
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in (48), and then using the convexity of − log(·) and Jensen’s
inequality, we have that
ρ≥
p∑
j=1
nj
n
(
− log (1− νj)− ζ(qj ,nj)
)
(57)
≥− log
 p∑
j=1
nj
n
(1− νj)
− q
n
log
 p∑
j=1
qj
q
nj + 1
 ,
(58)
because
∑p
j=1(qj/q) = 1 for support-induced partitionings.
Therefore, using (53) and
∑p
j=1(qj/q)nj ≤ n in (58) we
recover (32). Following the same steps as in (57) and (58), it
is seen that (33) still holds for support-induced partitionings.
Lastly, we describe the invariance property of support
partitionings with respect to the theoretical analysis in this Sec-
tion VI-A, which will be seen to be key for the optimization of
partitioned permutation coding in Section VI-B. As discussed
therein, this property allows the decoder to determine the
partition dynamically chosen by the encoder in order to meet
a distortion constraint, without the need for a side channel for
the encoder to communicate its choice to the decoder.
Property (Invariance of support partitionings): Given a
support partitioning Upq and any arbitrary rearrangement y of
the host x, all theoretical predictions for partitioned permuta-
tion coding are identical when using either the support-induced
partitioning Upn(Upq ,x) or the support-induced partitioning
Upn(Upq ,y). In particular, there is always agreement between
both cases on (48), (50), (52) and (53), and consequently also
on εl and all bounds (30–33) which we have seen always hold
for support-induced partitionings. This behavior is due to the
fact that, since the support partitions v1,v2, . . . ,vp must be
identical for any two partitionings induced by Upq , then yj
must always be a rearrangement of xj for j = 1, 2, . . . , p.
Seeing that all expressions (47–53) are independent of any
particular rearrangement of the values within any of the p
partitions, and that all rate-distortion bounds in Section V-C
hold for support-induced partitionings, then it follows that the
evaluation of every theoretical expression using Upn(Upq ,x) or
Upn(Upq ,y) coincides.
We must remark that the invariance property does not hold
in general for a regular partitioning Upn. In this case, theoretical
predictions using Upn(x) and Upn(y) only necessarily coincide
in the particular case in which y stems from applying parti-
tioned permutation coding to x using Upn (as in this case yj
must be a rearrangement of xj for j = 1, 2, . . . , p).
Example 2: Consider again the host x and the partitionings
U26 and U23 given in Example 1. In order to numerically
illustrate the invariance property of support partitionings,
assume that v = [1, 2, 3]t, and consider the rearrangement
y = [2, 1, 3, 3, 3, 1]t of x = [1, 3, 2, 3, 1, 3]t. If the theoret-
icals are computed using U26 (x) = {[3, 2, 3, 1]t, [1, 3]t}, the
main results are ρ = 4.58, ‖w‖2 = 9.5, ‖w‖2max = 18,
εl = 1, and ν = 0.59; however, the values obtained using
U26 (y) = {[1, 3, 3, 3]t, [2, 1]t} are different: ρ = 3, ‖w‖2 = 7,
‖w‖2max = 10, εl = 0.92, and ν = 0.42. As y does not
stem from U26 (x), no invariance is guaranteed. However, even
though y does not stem from U26 (U23 ,x) either, the results are
identical for the support-induced partitionings U26 (U23 ,x) =
{[1, 2, 1]t, [3, 3, 3]t} and U26 (U23 ,y) = {[2, 1, 1]t, [3, 3, 3]t}:
ρ = 1.58, ‖w‖2 = 1.33, ‖w‖2max = 2, εl = 0.19, and
ν = 0.23 (i.e., we observe the invariance property of support
partitionings). Notice that in U26 (x) and U26 (y) the partitions
are not rearrangements of each other, whereas in U26 (U23 ,x)
and U26 (U23 ,y) they are (in this toy example, the second
partition is identical in both cases).
B. Static and adaptive partitioning
As we have seen, encoder and decoder can always im-
plement partitioned permutation coding by sharing a parti-
tioning Upn (or else a support partitioning Upq ). This strategy
will lead to an embedding distortion which may or may not
comply with a given constraint. Since in this case the shared
partitioning is predetermined, we will call this strategy static
partitioning.
For partitioned permutation coding to comply with a distor-
tion constraint, adaptive partitioning is required. Adaptive par-
titioning is an optimization problem where a partitioning Upn
must be chosen for host x such that the constraint is met and
the embedding rate is maximized. In the following we will
only consider a maximum constraint on ‖w‖2 (equivalently,
a minimum constraint on ξ or on ξ′). The reason is twofold:
1) the average watermark power asymptotically approximates
the watermark power associated to any random rearrangement
of x (Section V-A2), and it also bounds the maximum power
through (22); and 2) from (29) and (34) one sees that a
maximum constraint on ‖w‖2 implies a maximum constraint
on ν, whereas ‖w‖2 is more convenient to assess the suitability
of a partitioning via the rate-distortion upper bound (30). With
these considerations in mind, adaptive partitioning involves
solving the optimization problem
ρ∗ = max
Upn(x): ξ≥κ
ρ, (59)
where ρ and ξ are the theoretical embedding rate and the theo-
retical embedding distortion corresponding to Upn(x), and κ is
the constraint. The optimization in (59) is of a combinatorial
nature. If the encoder were able to solve (59), it would then
produce y using the optimum (Upn)∗ found. The decoder would
then need the very same partitioning before it could proceed to
decode the message. The simplest possibility would be sending
(Upn)∗ to the decoder through a side channel. However this
style of nonblind adaptive partitioning is not permissible, since
using a side channel defeats the purpose of steganography.
Therefore blind adaptive partitioning is the only way for-
ward. This requires that the decoder be able to obtain (Upn)∗
without knowledge of x, i.e., by undertaking the maximiza-
tion in (59) on Upn(y), rather than on Upn(x). This would
be a legitimate strategy provided that the same ρ∗ would
correspond to a unique (Upn)∗ in the distinct optimization
problems of encoder and decoder, but there are no guarantees
of this happening in general. This issue can be circumvented
by constraining the potential solutions to be in the class of
support-induced partitionings. Due to the invariance property
of support partitionings, both parties will separately agree
on the theoretical performance associated to every possible
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support-induced partitioning, and thus, in theory, they will be
able find the optimum partitioning(s) within this class. In order
to break any ties, encoder and decoder can share a sequence
of all support partitionings {Upq } and choose, for instance, the
first optimum in the sequence.
Apart from the fact that the class of support-induced parti-
tionings may not contain the optimum in (59), the major issue
with this strategy is the size of the space to be searched. The
total number of support partitionings in {Upq } is the Bell num-
ber βq ,
∑q
p=1 S(q, p), as, by definition, the Stirling number
of the second kind S(q, p) gives the number of partitionings of
a set of cardinality q into p nonempty partitions. For example,
for a host x represented using b = 8 bits/element, q = 256
and we have β256 ∼ 10373 possible support partitionings2.
The problem can be somewhat relaxed if we only consider
support partitionings with connected partitions (that is to say,
index vectors with adjacent indices), which makes intuitive
sense in terms of distortion minimization. The total number
of such partitionings is β′q ,
∑q
p=1
(
q−1
p−1
)
= 2q−1. This can
be seen from the bijection between the support partitionings
with p nonempty connected partitions and the binary strings
of length q − 1 and Hamming weight p − 1, which implies
that there are
(
q−1
p−1
)
such partitionings. Using again q = 256
we now have β′256 ∼ 1076 possible support partitionings, a
noticeably smaller number than β256 but still forbidding.
1) Practical blind adaptive partitioning: We will see next
that a suboptimal solution to the problem of blind adaptive
partitioning is feasible. The key to an implementable strat-
egy must be a short but representative sequence of support
partitionings, in order to avoid evaluating the full sequence
{Upq } —which typically is prohibitively long. A necessary
property of partitionings that are candidates to solve (59),
and which therefore should be part of the aforementioned
short sequence, can be deduced from the analysis of the
rate-distortion bound (30) for partitioned permutation coding.
Observe that this upper bound is sharpest when Jensen’s
inequality in (56) holds with equality, which happens when the
sample variance per partition is constant, i.e., when σ2xj = σ
2
x
for all j = 1, 2, . . . , p. Therefore, for a given embedding
distortion constraint, the embedding rate of a partitioning with
uneven sample variance per partition can only approach the
upper bound (55) but not (56). Thus constancy of the intra-
partition sample variance is a necessary —but not sufficient—
condition for a partitioning to induce an embedding rate as
close as possible to the upper bound ρu (which, we recall, is
independent of any partitioning).
As we will verify in Section VII, for a low embedding
distortion constraint (i.e., for a high κ) the necessary condition
above can be approximated by means of support partition-
ings which uniformly divide v into p connected partitions,
which gives a sequence of only q support partitionings.
This sequence is denoted as {U˜pq }qp=1. The p-th support
partitioning U˜pq is obtained by defining the centroids cj ,
v1 + (j − 1/2)(vq − v1)/p for j = 1, 2, . . . , p, and then,
for k = 1, 2, . . . , q, by assigning index k to index vector
2When q = 2 there is only one support partitioning with nonzero rate, and
hence blind adaptive partitioning is not possible for binary hosts.
ut such that t = arg minj∈{1,2,...,p} |vk − cj |. The encoder
finds p between 1 and q such that Upn(U˜pq ,x) complies with
ξ ≥ κ and maximizes ρ, and then uses this support-induced
partitioning to produce y. The decoder finds p between 1
and q such that Upn(U˜pq ,y) complies with ξ ≥ κ and max-
imizes ρ, and then uses this support-induced partitioning to
decode y. In case of ties, the first complying partitioning in
the sequence (for example) is chosen by both parties. With
respect to the performance of this approach, the maximum
ν =
∑p
j=1(nj/n)(1 − 1/qj) ≈ 1 − p/q is achieved when
there is intrapartition uniformity, which turn maximizes the
lower bounds (32) and (33). Now, intrapartition uniformity is
approximated by U˜pq as p increases, and in this case, which
usually corresponds to large κ, (32) and (33) close in on (30).
For the reasons discussed above (approximate fulfillment
of necessary condition for approaching upper bound and
approximate maximization of lower bounds for large κ), the
strategy described in this section can achieve embedding
rates reasonably close to the upper bound (30), as it will
be empirically verified in Section VII. It must be remarked
that (30) is not attainable with equality.
2) A special static partitioning: Leaving behind blind adap-
tive partitioning, we conclude this section by analyzing a
special static partitioning strategy of particular interest. The
reason is three-fold: a) this special static partitioning leads to a
rate-distortion pair approximately independent of x for a large
class of hosts; b) it allows to settle a long-standing problem of
LSB-like steganographic algorithms discussed in more detail
below; and c) it affords a fair comparison between partitioned
permutation coding and model-based steganography.
We will assume without loss of generality that the support
of x contains all consecutive values between v1 ← 2bv1/2c
and vq ← 2bvq/2c + 1 (by including, if required, additional
values in the support of x with zero-valued entries in their
corresponding histogram positions), and so we may also
assume that q is even. With these assumptions, the special
static support partitioning that we will be analyzing is defined
as Uq/2q , {[1, 2]t, [3, 4]t, . . . , [q − 1, q]t}, and therefore
Uq/2q (v) is formed by p = q/2 partitions each containing
two adjacent values of the support v. Equivalently, every
partition vj in Uq/2q (v) only contains the pair of adjacent
histogram bins (vj)1 and (vj)2 = (vj)1 + 1. Assuming that
the histogram h of x varies slowly, we can make the approx-
imation (hj)1 ≈ (hj)2, or hj ≈ (nj/2)1, for the histogram
of each partition xj in Uq/2n (Uq/2q ,x). This is equivalent
to saying that there is approximate intrapartition uniformity,
and also that the intrapartition variances are approximately
constant. To see this last point, it is convenient to rewrite
the intrapartition variance in terms of hj and vj as follows:
σ2xj = (1/nj)(v
t
j diag(hj)vj − (1/nj)(vtjhj)2). Using the
approximation of hj in this expression we get
σ2xj ≈
1
2
(
‖vj‖2 − 1
2
(vtj1)
2
)
=
1
4
((vj)2 − (vj)1)2 = 1
4
. (60)
From (50) and (60) we have that the average embedding
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distortion per host element can be therefore approximated as
1
n
‖w‖2 ≈ 1
2
. (61)
Using next (61) in upper bound (30) we obtain ρu ≈
1
2 log
(
2
3pie
)
= 1.2546. Also since pj ≈ (1/2)1 then from (53)
we have that ν ≈ 1/2, and the lower bounds (32) and (33)
become ρ′l = ρ
′′
l
.≈ 1. On the other hand, assuming that nj is
even for simplicity, the embedding rate (48) is approximated
as follows:
ρ ≈
p∑
j=1
nj
n
(
1
nj
log
(
nj
nj
2
))
≈ 1 bit/host element, (62)
where the second approximation in (62) assumes that nj is
large for all j = 1, 2, . . . , p and uses Stirling’s formula.
Therefore both the embedding rate and its lower bounds are
approximately 20% below the upper bound for the static
support partitioning Uq/2q . Even if this looks like a modest
achievement, bear in mind that approximations (61) and (62)
hold for any host for which the histogram assumption is valid,
whereas ρu can only be approached (but not attained) by a host
whose histogram resembles a Gaussian distribution.
More importantly, the analysis above shows that par-
titioned permutation coding relying on Uq/2q implements
histogram-preserving steganography with approximately the
same embedding distortion and embedding rate —namely, (61)
and (62)— as (non histogram-preserving) LSB steganography.
This allows to finally settle a long-standing practical problem
of LSB-like steganographic algorithms: some of them are able
to preserve the histogram at the cost of decreasing the rate
(like the techniques mentioned in Section III), while others
are able to preserve the rate-distortion of LSB steganography
at the cost of only smoothing the histogram artifacts caused
by the LSB method (in particular the extensively studied LSB
matching algorithm, also known as ±1 steganography [30]).
Finally, the static support partitioning strategy in this section
also parallels the quantizer step size 2 embedding distortion
constraint in model-based steganography [4]3, the first algo-
rithm to use arithmetic coding to flesh out the duality between
steganography and compression. Considering the algorithm
in Section IV-B and partitioned permutation coding with the
static support partitioning Uq/2q , one can see that the defining
difference of partitioned permutation coding with respect to
model-based steganography is —despite their seemingly un-
related starting points— the use of adaptive arithmetic coding
with an empirical model of the host, rather than nonadaptive
arithmetic coding with a theoretical model of the host. In the
conditions in this section both algorithms have similar rate-
distortion features, but only partitioned permutation coding is
histogram-preserving and thus perfect for memoryless signals.
C. Considerations on the achievable performance
In order to discuss why partitioned permutation coding can
aim at performing close to ρu for a distortion constraint,
3A minor difference is that zero-valued entries in x are untouched in
model-based steganography (in this algorithm, x contains values from a single
frequency in the quantized block DCT domain). The exact parallel is achieved
by using a support partitioning having one partition containing only zero, plus
partitions with two adjacent values for the rest of the support v.
let us particularize Gel’fand and Pinsker’s result for the
achievable rate of a communications system with noncausal
side information at the encoder [31] to the problem addressed
in this paper. Since the channel is noise-free, this result is
ρ∗gp , max
p(y,u′|x)
{I(Y ;U ′)− I(U ′;X)} bits/host element,
(63)
where the discrete random variables Y and X , both with sup-
port V , represent the information-carrying signal and the host,
respectively, and U ′ is an auxiliary discrete random variable
whose support has cardinality |U ′| ≤ 2|V| + 1 = 2q + 1. In
our case, the maximization in (63) must take into account two
constraints: 1) nσ2X/E
{‖Y −X‖2} ≥ κ (cf. the constraint
in (59)); and 2) p(Y = v) = p(X = v) for all v ∈ V (perfect
steganography). Barron et al. [32] showed that, under the first
constraint, Y can be taken to be a deterministic function of
X and U ′, i.e., Y = g(X,U ′). The second constraint allows
us to develop the functional in (63) as follows:
I(Y ;U ′)− I(U ′;X) =H(X|U ′)−H(Y |U ′) (64)
≤H(X|U ′), (65)
where (64) is because H(Y ) = H(X) and (65) because
discrete entropy is nonnegative. Equality is achieved in (65)
when H(Y |U ′) = 0, which happens when Y = g(U ′), that
is, when Y is only a function of U ′. In this case, in order to
determine ρ∗gp it is sufficient to maximize (65) under the first
constraint over all p(u′|x).
Let us next recast the embedding rate (48) of partitioned
permutation coding in information-theoretical terms. As in (2),
we can make the approximation ρj ≈ H(X|U = j),
where U is a random variable with support {1, 2, . . . , p} and
pmf p(U = j) = nj/n, which reflects the probability that X
belongs to the j-th partition, and X|(U = j) is a random
variable with support vj and pmf pj = (1/nj)hj . Thus, (48)
can be approximated as
ρ ≈
p∑
j=1
p(U = j) H(X|U = j) = H(X|U). (66)
This approximation of ρ, which is asymptotically exact, has the
same form as the upper bound (65) on Gel’fand and Pinsker’s
maximization functional. The partitioning variable U in (66)
is also analogous to the auxiliary variable U ′ in (65): in the
same way that U ′ determines Y when equality holds in (65),
the partitioning variable U suffices to determine Y . For these
reasons, the constrained maximization problem (59) can be
seen as analogous of the constrained maximization of (63).
VII. EMPIRICAL RESULTS
In this section we verify the correspondence between empir-
ical and theoretical results. Each empirical value corresponds
to one single message m drawn uniformly at random from
{0, 1, . . . , 2nρemp}, where the empirical embedding rate is
ρemp = (1/n)
∑p
j=1blog r˜jc bits/host element for a partition-
ing Upn (or Upq ). The log r˜j amounts are lower bounds of log rj
computed using Robbins’ sharpening of Stirling’s formula [33]
√
2piz(z/e)ze(12z+1)
−1
< z! <
√
2piz(z/e)ze(12z)
−1
. (67)
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Fig. 4: Performance of unpartitioned permutation coding for
a host with support V = {0, 1} and n = 106 as a function of
its Hamming weight per symbol. Lines are theoretical results
and symbols are empirical measurements. Rate units are on
the right-hand side of the plot, whereas distortion units are on
the left-hand side; ρ∗u = min(ρ
′
u, ρ
′′
u).
The lower bound in (67) is applied to the factorial in the
numerator of the multinomial coefficient rj , and the upper
bound in (67) to each of the factorials in its denominator.
Observe that it is essential that rj is accurately approximated
but never overestimated, because the j-th partition cannot
convey more messages than rearrangements of xj . The lower
bound in (3), although convenient from a theoretical point of
view, is less sharp than the one obtained using (67). As for the
theoretical rate (48), log rj is bounded by applying the upper
bound in (3) to ρj . For small factorials one may drop these
bounding strategies and exactly compute r˜j = rj .
The information-carrying vector y = e(x,m) is then
produced as described in Sections VI and IV-B. In every case it
is verified that y preserves the histogram of x, and that the de-
coder retrieves the message without error, i.e., d(y) = m. The
following empirical amounts are computed from w = y − x:
ξemp = ‖x‖2/‖w‖2 (empirical host to watermark power ratio),
ξ′emp = n(2
b − 1)2/‖w‖2 (empirical peak host to watermark
power ratio), νemp = (1/n)
∑n
i=1 1{wi 6=0} (empirical degree of
host change) and εemp = ρemp/νemp bits/host element change
(empirical embedding efficiency).
The results in Figure 4 are for unpartitioned permutation
coding in the binary Hamming case. As discussed in Sec-
tion V-E, in this case the asymptotic rate-distortion perfor-
mance only depends on the normalized Hamming weight of
the host, and consequently it is particularly easy to visualize.
In the figure, the lower rate-distortion bound is the asymptotic
result ρ′l
.
= 2ν, which is tighter than ρl because from (27)
we have that ν ≤ 1/2 for a binary host. The upper bound
shown is the minimum of (45) and (46). The theoretical
rates match the empirical rates accurately, just because r
is large and the bounds (67) are asymptotically tight. It is
more interesting to see that the empirical distortion results —
which correspond to single watermarks (i.e., they are one-shot
100 101 102
0
10
20
30
40
50
60
70
 
 
1
2
3
4
5
6
7
PSfrag replacements
ξ′
ξ
ξmin
ξ′emp
ξemp
ρ
εl
ρu
ρ∗l
ρemp
εemp
≤ 3 dB
(b
its
/h
os
t
el
em
en
t
[c
ha
ng
e]
)
(d
B
)
p
Fig. 5: Performance of partitioned permutation coding for a
quantized Gaussian host with n = 106 as a function of the
number of partitions, for the sequence of support partitionings
{U˜pq }. Rate and efficiency units are on the right-hand side of
the plot, whereas distortion units are on the left-hand side;
ρ∗l = max(ρl, ρ
′
l).
results and not averages)— accurately match the theoretical
predictions involving averages, that is, ξ and ξ′. We showed in
Section V-A2 that this asymptotic behavior of the embedding
distortion of permutation coding for large n is a consequence
of the law of large numbers. Also see that, as discussed in
Section V-A3, ξmin ≥ ξ/2.
We verify next the results for partitioned permutation
coding, using a host x drawn from a Gaussian distribution
with mean 128 and standard deviation 25, and quantized to
V = {0, 1, . . . , 2b − 1} (b = 8). The sequence of support
partitionings {U˜pq } discussed in Section VI-B1 is used to
obtain the results in Figure 5. The rate-distortion bound (30)
is now key to the achieved performance, whereas (31) is too
loose and not shown. Like in the previous figure, we observe
a close match between empirical measurements for one-shot
experiments and their corresponding averages. This is also true
for the match between the empirical embedding efficiency and
the lower bound on ε. It can be verified that, as discussed
in Section VI inequalities (22) and (39) still hold. Finally,
the most important feature in Figure 5 is the narrow nearly
constant gap ρu−ρemp throughout, which is roughly the same
as the gap ρu − ρ∗l between the rate-distortion bounds.
VIII. CONCLUDING REMARKS
We have given a solution to the fundamental problem of
asymptotically optimum perfect universal steganography of
finite memoryless sources with a passive warden. We have
shown that Slepian’s Variant I permutation codes are central
to this problem, and that they can be efficiently implemented
by means of adaptive arithmetic coding. This reflects in
practice the duality between perfect steganography and lossless
compression. We have also studied the embedding distortion
of permutation coding, and extended the problem above to
include a distortion constraint. The method that we have
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proposed for the constrained scenario (partitioned permutation
coding) performs close to an unattainable upper bound on the
rate-distortion function of the problem.
In the same way that optimum lossless source coding of
memoryless signals is at the core of compression methods for
real-world signals, we expect that optimum perfect steganog-
raphy of memoryless signals will find its place at the core
of future steganographic methods for real-world host signals.
Possible approaches include the use of decorrelating integer-
to-integer transforms, or decorrelation through predictive tech-
niques such as prediction by partial matching [34], prior to the
application of permutation coding. Inevitably, steganography
will no longer be perfect when the memoryless assumption
becomes only an approximation, but the aforementioned ap-
proaches have the virtue of decoupling the steganography
problem from the decorrelation problem. To conclude, we
should also note that the duality between steganography and
source coding also means that the distortion-constrained algo-
rithm we have presented may be of interest in the dual problem
of lossless source coding with side information at the decoder
(i.e., distributed source coding).
APPENDIX
In this appendix we obtain two expectations of matrix
functions of a random variable Π uniformly distributed over
the ensemble of all permutation matrices, i.e., Pr{Π = Πσ} =
1/n! for all σ ∈ Sn. Firstly, we wish to calculate
E{Π }= 1
n!
∑
σ∈Sn
Πσ. (68)
In order to evaluate (68) consider the number of n × n
permutation matrices which have a one at any given entry. This
is equivalent to fixing the corresponding row, and therefore
there are (n− 1)! possibilities for the remaining n− 1 rows.
Since this holds for any entry, the summation on the right
equals (n− 1)!11t, and so we have that
E{Π } = 1
n
11t. (69)
Also see that, if we assume Pr{Π = Πσ} = 1/r for all
σ ∈ Sx, then the average vector E{Πx} can be obtained
using (69) by observing that
1
r
∑
σ∈Sx
Πσx =
1
n!
∑
σ∈Sn
Πσx, (70)
which holds because the second sum contains the same sum-
mands as the first one, but each repeated h1!h2! · · ·hq! times.
Next we wish to compute
E
{
ΠxxtΠ t
}
=
1
n!
∑
σ∈Sn
Πσxx
tΠtσ, (71)
for some arbitrary vector x. This average is a particular case of
the general formula given by Daniels in [35, equation (4.9)]:
E
{
ΠxxtΠ t
}
= a I + b11t,
with b =
(
(xt1)2 − ‖x‖2) /(n(n−1)) and a+b = (1/n)‖x‖2.
Finally observe that average (71) is the same if we replace
n! and Sn by r and Sx, for the same reason that makes
expression (70) true.
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