Abstract-A real time, low complexity algorithm is developed to steer a planar patch antenna array beam to the maximum received signal strength (RSS) direction for communication link enhancement. The beam steering towards the maximum incoming signal direction is based on an iterative technique utilizing a set of RSS measurements taken from specific locations in the search space, these locations collectively form an ellipse. The algorithm is denoted as "elliptical peeking". It was simulated for a flying unmanned aerial vehicle (UAV) as the vehicle tries to identify the maximum signal strength incoming direction of a stationary ground signal and it was tested on an embedded platform to validate its low demand for computational power. Such an algorithm is suitable for autonomous platforms due to its simplicity and low cost.
INTRODUCTION
Antenna arrays are widely used for beam focusing and steering [1] . This is done by controlling the amplitude and the phase of the array elements in order to point the beam to a predefined point in space (beam target). If the beam target changes its location, the beam must be readjusted to the new location. The problem of estimating the location of the beam target is a popular one which is tackled using several different techniques. Such techniques were summarized and presented in [2, 3] . Each technique is based on a certain signal parameter being measured. The most common of these signal parameters are the angle of arrival (AOA) [4] , time of arrival (TOA) [5] , time difference of arrival (TDOA) [6] , and the received signal strength (RSS) [7] [8] [9] [10] [11] [12] [13] .
AOA, TOA, and TDOA usually require multiple receivers (signal detectors) distributed in space in order to identify the location of the signal source [14] . RSS on the other hand can be implemented using a single receiver. The RSS is known to be a noisy signal parameter [14] which sometimes requires channel estimation [7] . Thus for a highly dynamic communication channel such as the one between an unmanned aerial vehicle (UAV) and its base station, such estimation will be difficult to be performed in real time.
At any given time instant, the UAV will have a certain heading for its antenna beam. If the beam heading is misaligned with the direction of the maximum RSS, then this misalignment will cause degradation in the wireless signal strength. The objective of the proposed algorithm is to estimate the beam heading angles (θ b , φ b ) in real time and with low complexity in order to steer the antenna beam to the direction of the maximum RSS. Notice that for a highly dynamic communication channel, the RSS distribution in space will change frequently. Thus the algorithm is required to be fast enough to cope with this dynamic behavior. Also it is required to be simple enough to be executed by a small hardware platform that can be installed on a low payload UAV.
In this work, the proposed elliptical peeking (EP) algorithm will conduct a series of RSS measurements and according to these measurements it will produce an estimate for the best beam heading angles (θ b , φ b ) which produces the maximum achievable RSS. RSS measurements have a variance that increases with the range [14] . Localization algorithms based on RSS are greatly dependent on the propagation model used. Usually it is required to validate the propagation model by tuning the path loss exponent (distance-power gradient). This is done by characterizing the situation through a lot of RSS measurements. Thus a practical implementation is a must in this case. Since we have a dynamic channel, it is not practical/possible to characterize the link via measurements to develop an accurate propagation model.
In [10] , different RSS based localization methods were compared in terms of the calibration effort required by each method, where range-based algorithms were found to outperform fingerprinting and proximity-based algorithms. In [11] , the localization was based on RSS, yet it was utilizing multiple reference stations like [15] . In [16] the characteristics of an RSS signal were studied and characterized, where it was obvious that the RSS value will change dramatically by changing the environmental circumstances. In [9] , a successful attempt was made to estimate the path loss exponent jointly along with the location estimation process. However, this estimation procedure is a computationally intensive task; hence it is not suitable for real time applications.
In this work, we propose and compare two techniques utilizing the RSS readings in identifying the maximum signal strength direction for adaptive beam steering applications. They are the elliptical Peeking (EP) and the differential evolution (DE) algorithms. The EP algorithm is proposed as the main contribution in this work while the DE algorithm is only used to benchmark the performance of the EP algorithm. Both techniques will require a simulation environment that will allow us to calculate the RSS at certain points based on a realistic virtual trajectory for a UAV. Every few seconds or when the RSS drops significantly, the array goes into beam alignment mode, where it adaptively calculates the direction of maximum signal strength and steers the beam accordingly to improve the communication link.
RSS BASED LOCALIZATION ALGORITHMS
In this work, we introduce an RSS based Beam steering algorithm. For the flying/moving vehicle at any time instant the values of the RSS will have a different distribution in space. To clarify the situation let's consider a certain time instant and measure the RSS value in all directions around the vehicle's antenna array. Such exhaustive scan will produce the power distribution shown in Figure 1 1000 * 60 = 5.4 mins), the vehicle would have a totally different location and attitude where the produced scan would be inappropriate. Hence we need an algorithm that utilizes the least number of readings to accurately localize the global RSS maximum value or get as close as possible to it in a short period of time.
Elliptical Peeking Algorithm (EP)
By directing the beam towards a certain point in the (θ −φ) space and recording its RSS, we are peeking at the RSS distribution through this point. After a number of peeks we might have enough information to localize the maximum RSS. The points at which we are peeking are divided into groups, where each group of points forms an elliptical shape, hence the name elliptical peeking (EP). Figure 2 . Flow chart of the elliptical Peeking (EP) algorithm.
The flow chart of the algorithm is shown in Figure 2 . After the algorithm initializes, it constructs the ellipse points at which the RSS readings will be collected, and then it reads them all and saves them in memory. It then compares all of these RSS values and picks the greatest among them and sets its corresponding beam steering angles (θ b , φ b ) as the center of the next ellipse. But before it goes into the loop again, it checks for the termination conditions in order to decide whether to complete the search process or to stop and produce its final (θ b , φ b ) estimate. The algorithm can run during the time periods at which the transmitter is idle in order to switch to the receiving mode and extract the necessary RSS readings required for the search, keeping in mind that the ground station is sending a continuous stream of signals all the time to allow the UAV to extract RSS readings at any instant. Forming the elliptical points is done via a beam steering algorithm that changes the array beam directions towards the calculated (θ b , φ b ) angles, then it records the RSS measured taking into account the prior knowledge of the array gain in that direction. A hardware implementation of a planar array for such application is shown in [18, 19] .
Initialization
The initialization starts the EP algorithm by executing three consecutive procedures. The first procedure sets the values of the algorithm parameters (f n , f r , t d , t l ). These four parameters define how the algorithm will execute. They can be tuned for better performance in different scenarios. The values used were achieved by extensive simulations and were 0.5, 0.8, 0.4 dB, and 2 s respectively.
The factor f n is the reduction factor of n, where n is the number of ellipse points. This is the factor by which the number of ellipse points will be reduced every iteration. f r is the r φ reduction factor by which the ellipse radius r φ will be reduced every iteration. Note that the ellipse has two radii (r φ and r θ ) as shown in Figure 1 . t d is the RSS termination difference and it is used as a termination condition when the improvement in the RSS is less than t d . t l represents the time limit at which the algorithm will terminate regardless of any other factor and produce its last estimate as its best estimate. This condition protects the algorithm from infinite loops.
The second procedure in the initialization process is to define the search space. This is an easy step where all we have to do is to set the values for θ max , θ min , φ max and φ min .
The limits of the search space are defined by inequalities (1) and (2). The search space can be reduced by 1/2 if only one hemisphere is of interest.
The third and final procedure in the initialization process that defines the initial ellipse. The ellipse can be defined by four parameters, the ellipse center, the major radius r φ , the minor radius r θ , and the number of points n on the ellipse edge. These parameters are initially defined according to the minimum half power beam width (HP BW ) of the utilized antenna array. This is done to make sure that the first ellipse will have at least one point inside the footprint of the antenna's main lobe. Equation (3) defines the initial value of r φ . Equation (4) can be used consequently to calculate the initial value of r θ , where the ratio stated in this equation must hold through all the iterations. We also use Equation (4) to calculate r θ in the middle of the algorithm execution whenever r φ changes as a result of being multiplied by the reduction factor f r . Equation (5) is used to calculate the initial value of n.
Ellipse Construction
Ellipse construction is the process of adjusting the number of ellipse points and generating their corresponding beam steering angles (θ b , φ b ). The first step is to make sure that n is divisible by 4 in order to construct a symmetric ellipse. Thus in this step is approximated to the nearest greater number divisible by 4. The second step ensures n ≥ 8. The last step is the calculation of the beam steering angles (θ b , φ b ) for all the ellipse points in order to measure the RSS while the beam is steered to each one of these angles. The number of points selection was optimized based the gain map coverage of the array in 3D space as well as the accuracy of locating the maximum power location of the incoming signal.
Comparison and Update
The comparison and update block is shown in Figure 2 . After collecting a set of RSS readings we pick the highest value. Around the picked value we construct another (smaller) ellipse and collect another group of RSS readings and also pick the highest. Then we repeat these steps to fine tune the position estimate to an acceptable accuracy.
The EP algorithm is based on an iterative process that starts at the global level and is expected to evolve to close on the global maximum RSS, where further iterations will allow the algorithm to fine tune its estimation and improve accuracy, this will consume more time which is a critical factor due to the dynamic scenario considered (UAV). A compromise should be made to reach an acceptable accuracy within a reasonably short period of time.
Updating n and r φ is performed according to Equations (6) and (7) where k is the algorithm iteration counter. Updating r θ is performed after r φ using Equation (4) in order to maintain the same ratio between the ellipse radii.
Termination Conditions
Every iteration the maximum produced RSS is compared with the one produced in the previous iteration in order to check for the termination condition. If the improvement (increase) in the RSS value is more than t d , then the algorithm decides to proceed further. Otherwise the amount of improvement expected in the next iteration is just not worth the time to be consumed. A dominant condition protects the algorithm from infinite looping by specifying a hard limit (t l = 2s) beyond which the algorithm will stop executing regardless of the latest improvement in the RSS.
Differential Evolution Algorithm
The differential evolution (DE) algorithm is an evolutionary optimization technique. It is characterized by its simplicity, robustness, fast convergence, and small number of control variables [20] . DE is used in this work only to benchmark the performance of the introduced EP algorithm.
SIMULATION RESULTS
In this section, we will present the simulation results of both algorithms, and evaluate their performance by simulating a large number of flight trajectories (500) considering two scenarios. The first scenario employs a smooth flight trajectory, while the second scenario employs a turbulent flight trajectory with a lot of tight maneuvers. This is done to assess the algorithm performance in different flying conditions. The performance evaluation is based upon the 3 different parameters. The first parameter is the RSS estimation error (RSS e ) which is the difference between the maximum achievable RSS at the given instant (using a perfectly aligned beam) and the RSS achieved by the algorithm estimated steering angles. In other words the maximum possible value for RSS e is 0 which indicates a perfectly aligned beam. The second parameter is the time of convergence (T OC) which is the time taken by the algorithm to converge to its optimum estimation for the steering angles (θ b , φ b ). The third parameter is the error in estimating such angles. In Figure 3 the smooth and the turbulent flight trajectories are shown on the same scale for comparison. Such flight trajectories were generated using an open source flight simulator called "FlightGear " [21] which was also used in [22] . After generating the full trajectory in the flight simulator, it was imported into MatLab [23] to be chopped into 500 small trajectories which are then used in testing both algorithms in order to produce a performance evaluation in an aggregate statistical form.
EP Algorithm
In Figure 4 the (RSS e ) values for the EP algorithm in both trajectories (smooth & turbulent) are shown. The average error values were −0.24 dB for the smooth and −2.45 dB for the turbulent trajectory. It is worth mentioning that more than 94% of the runs have errors within −0.84 dB. Figure 5 shows the Time of convergence (TOC) for the 500 runs of the EP algorithm in both trajectories. The average TOC 431 ms is for the smooth while it was 423 ms for the turbulent trajectory. Note that more than 99% of the 500 runs converged within 55 ms.
In Figure 6 and Figure 7 the error in estimating the beam steering angles θ b and φ b respectively in both trajectories are shown. In the smooth trajectory the average error in the angle θ b (θ e ) was 3.5 • , while this value goes up to 8 • in the turbulent trajectory. To explain this increase, note that in the turbulent trajectory the average rolling angle increases, and consequently the actual θ b will fluctuate inside the θ space (0 • ≤ θ ≤ 180 • ), which will result in a bigger average for the half power beam width in the θ direction (HP BW θ ). Thus, estimation errors will increase accordingly. In order to visualize this situation we must refer to the HP BW θ contour plot in [19] .
The average error in estimating the error in the angle φ b is similarly denoted (φ e ). By considering only the smooth trajectory and comparing θ e with φ e , we notice that φ e = 3.5 • is much less than φ e = 72.5 • . This can be easily explained by recalling the fact that the used planar 2 × 6 antenna array presented in [19] , has a HP BW θ much smaller than that in the φ direction (HP BW φ ). This will result in higher localization accuracy in the θ axis and a less localization accuracy in the φ axis.
By carefully observing the simulation results, we deduced that errors in estimating the steering angles don't degrade the RSS because at low elevation angles a secondary beam that is opposite to the main one arises, in addition, the beam has a wide footprint within which the gain doesn't have considerable changes when considering a 2 × 6 planar array that is to be embedded within the wing structure of a UAV. So as long as the maximum RSS point falls inside the footprint, the RSS value will be acceptable and the algorithm will terminate itself.
If we were to use an antenna array with low HPBW then any small error in the steering angles will have a great effect on the RSS value, because in this case the footprint will be small. This can be utilized for localization or navigation reasons, but one has to keep in mind that the T OC in this case Figure 7 .
Error in estimating φ b in both trajectories for the EP algorithm. might increase. By comparing the results of the smooth trajectories to the turbulent trajectories, we can notice that φ e decreased from 72.5 • in the smooth to 41.6 • in the turbulent. This can be explained by the fact that for a turbulent trajectory, the aircraft's rolling angle will have a relatively high average value during most of the flight time. This will lead to a less possibility of having the secondary beam instead of the primary pointing at the maximum RSS. Thus fewer values will be around 160 • in the turbulent trajectory compared to the smooth one. This is noticed clearly by comparing the number of red stars to the number of blue circles around in Figure 7 .
DE Algorithm
In this section the simulation results of the DE algorithm are presented, and its performance is evaluated based on the same flight trajectories used to evaluate the EP algorithm. Similarly the same two scenarios are considered. Note that the T OC of the DE algorithm is fixed at 500 ms by setting the population size to 20 and letting the populations evolve for only 5 generations. Since one RSS reading consumes typically 5 ms [17], therefore T OC = 20 × 5 × 5 ms = 500 ms.
Notice that in Figure 8 the error pattern is scattered compared to those produce by the EP algorithm in Figure 4 . This is due to the randomness nature of evolutionary algorithms in general. In other words each run will produce totally different results yet all the runs will maintain the same statistical For the smooth trajectory when we compare the DE algorithm to the EP algorithm in terms of θ e , we notice that its value for the EP was 3.5 • and it increased for the DE to 23.7 • . This is due to the randomness nature of the DE algorithm where each generation is produced randomly from its ancestor. Thus the trend in updating θ b values need not be necessarily improving, and that will produce large variance in estimated θ b values in the DE Algorithm (see Figure 9 ).
Also the average value for φ e in the EP was 72.5 • compared to 59.1 • for the DE. This reduction is due to the randomness nature of the DE algorithm. By observing the error trends in Figure 7 we can see that the values are more gathered around 160 • which was not the case in Figure 10 , instead they are scattered and this is why the average φ b error value decreased in the DE algorithm compared to the EP algorithm.
The randomness nature of the DE algorithm is also the reason for getting almost the same performance in the turbulent (−0.97 dB) compared to the smooth trajectory (−0.99 dB). This is also is the case for the EP algorithm where its average RSS error in the smooth trajectory was −0.244 dB, and in the turbulent trajectory was −0.245 dB, but in the EP algorithm this observation is explained by the randomness of the trajectories used to simulate the algorithm. In other words, each time the algorithm is executed, the trajectory used is picked randomly from the 500 trajectories population. This was done to give a more comprehensive statistical sense of the algorithm performance.
HARDWARE IMPLEMENTATION
In this section, the results of loading and executing the EP algorithm on an embedded hardware platform are shown to validate its low computational power demands. The hardware platform used was the Arduino DUE [24] with the AT91SAM3X8E microcontroller chip running at 84 MHz. The code for the EP algorithm occupied only 23 kB (4%) of the program memory size.
The flow chart in Figure 2 was coded as it is except the RSS measurements collection block where it was replaced by an intentional delay introduced in the code to simulate the typical hardware delay for each RSS reading (5 ms) [17] . Also a random value for the RSS was generated and assigned as the current reading. This is acceptable because we are interested in assessing the execution speed of the code and not its accuracy.
By running the algorithm code repeatedly and forcing it to terminate after a pre-specified number of iterations, we will be able to expect the execution time of one run of the code by simply adding up all the delays. Every time the code terminates, an output pin is toggled to bookmark the new run. This will result in producing a square wave whose pulse width represents the actual execution time of the algorithm. Then we compare the measured pulse width to the expected pre-calculated execution time. If both time periods are closely matched, then we conclude that the algorithm is running smoothly and in real time.
Three different attempts were recorded with their corresponding measured waveforms. The first one whose waveform is shown in Figure 11 (S 1 ) had 10 ellipses, each ellipse had 8 points, and each point is an RSS reading whose delay is 5 ms. Thus the total expected execution time should be 10 * 8 * 0.005 = 0.4 s. By noticing the measured waveform (S 1 ) we can see that the pulse width is exactly 0.4 s, hence we can conclude that no other code delays are affecting the execution except the introduced intentional delay (5 ms/reading). Thus for the given hardware platform, the algorithm is running smoothly in real time. Two other attempts were made. The first one contained 5 ellipses, thus the expected execution time is (5 * 8 * 0.005 = 0.2 s). The corresponding measured waveform is (S 2 ) whose pulse width is also 0.2 s. The second one contained 3 ellipses, thus the expected execution time is (3 * 8 * 0.005 = 0.12 s). The corresponding measured waveform is (S 3 ) whose pulse width is also 0.12 s. Thus our former observation is confirmed. To verify the algorithm operating on an array, the setup in Figure 12 is built. Due to the unavailability of a phased array design, a mechanical system with a two axis rotation motor was built to proof the concept of the algorithm and show its accuracy. Although the response time of this configuration will not be as fast as the one mentioned earlier, we are here trying to validate the concept with the hardware available. The figure shows a fixed beam antenna array with the same number of antenna elements as algorithm assumes (i.e., with 12 patch elements) with its beam pointing at the normal to its surface (i.e., towards θ = 0, φ = 0 direction). The 12-outputs of the array are connected to a 12-port combiner board that is directly connected to an RF power detector (ZX47-40LN-S+). The DC output from the power detector is mapped to the appropriate power levels as per the manufacturer specifications. The DC voltage is passed to an analog-to-digital (ADC) converter power at the Arduino microcontroller board and then interfaced to a PC that displays the output of every measurement during each loop. The location of the array is changed mechanically using a two axis motor (HS-422) that is performing the algorithm mechanically. At the end of the algorithm, the array will point to the maximum power location. Figure 13 shows another angle for the system in action. The accuracy in the azimuth direction was much better located compared to the elevation direction due to the narrower HPBW in the azimuth plane. Figure 14 shows the results of 9 different angle combinations shows in Table 2 when the elevation angle was fixed. Figure 15 shows a similar chart when the elevation angles were changed but for 7 cases only (also listed in Table 2 ). Each angle combination case was repeated three times to verify algorithm convergence and repeatability results. Figure 16 summarizes the error levels obtained for the cases tested. It is clear that the algorithm can accurately track and locate the direction of the maximum incoming power direction in the azimuth plane below the wing of the UAV, while the errors in the elevation plane are more significant. Although the errors are high in the elevation plane, this should not compromise the accuracy of the system as the wide beam width in that direction will allow for good beam steering towards the base station with wider coverage spots. The low complexity of the algorithm allows it to be easily programmed on a commercial small size microcontroller and placed on an unmanned vehicle.
It should be noted that minimizing the number of points within the RSSI based algorithm might not necessarily degrade the system accuracy in pointing the antenna beam towards the maximum incoming power location, as the HPBW of the array is wide enough to provide acceptable alignment. Table 2 . Angle pair for the two cases, azimuth changes and elevation changes (θ, φ). 
CONCLUSIONS
In this work an RSS based beam steering algorithm is proposed and compared to an evolutionary algorithm in terms of accuracy and execution time. Both algorithms were evaluated based on two UAV trajectories, a smooth and a turbulent trajectory. The proposed Algorithm denoted as (EP) showed better results in terms of RSS beam miss-alignment errors as well as the steering angles estimation errors compared to the evolutionary one. The algorithm performance in localization applications is highly dependent on the radiation pattern of the utilized antenna array. The algorithm was tested on an embedded platform and its low computational power as well as accuracy in locating the direction of the maximum incoming power demand was validated.
