Abstract-High-resolution aerial images have a wide range of applications, such as military exploration, and urban planning. Semantic segmentation is a fundamental method extensively used in the analysis of high-resolution aerial images. However, the ground objects in high-resolution aerial images have the characteristics of inconsistent scale, and this feature usually leads to unexpected predictions. To tackle this issue, we propose a novel scale-aware module (SAM). In SAM, we employ resampling method aimed to make pixels adjust their positions to fit the ground objects with different scales, and it implicitly introduce spatial attention by employing re-sampling map as weighted map. As a result, the network with the proposed module named scale-aware network (SANet) has a stronger ability to distinguish the ground objects with inconsistent scale. Other than this, our proposed modules can easily embed in most of the existing network to improve their performance. We evaluate our modules on International Society for Photogrammetry and Remote Sensing Vaihingen Dataset, and the experimental results and comprehensive analysis demonstrate the effectiveness of our proposed module.
I. INTRODUCTION
S EMANTIC segmentation has great significance in highresolution remote sensing images. As one of the most critical methods of interpretation and analysis of remote sensing images, it was widely used in environmental monitoring and smart cities. With the development of remote sensing technologies, advanced sensors can provide more and more high-resolution and high-quality images. Due to the limitation of expressing ability, the conventional segmentation method that over depends on handcraft feature can no longer work well with large-scale remote sensing data and the complex appearance variations of ground objects.
In recent years, the deep convolutional neural networks (DCNN) have shown their outstanding performance in many vision tasks, such as image classification [1] , object detection [2] , and semantic segmentation [3] . From the milestone work of Long et al. [4] in 2014, the fully convolutional neural networks (FCNs) have been extensively employed in semantic segmentation tasks. Inspired by Ronneberger et al. [5] , the architecture of encoder-decoder is widely used and has varieties of variants, such as SegNet [6] and DeconvNet [7] . To get better predictions, the DeepLab family utilize dense conditional random field (dense-CRF) [8] as post-processing and propose atrous spatial pyramid pooling (ASPP) module [9] to aggregate multi-scale feature better. RefineNet [10] and GCN [11] adopt multi-stage architecture to refine the confidence map stage by stage.
Although the methods of previous works can get more and more accurate prediction in scene parsing task, there still exists challenging issues in semantic segmentation of high-resolution remote sensing images. Different from the typical indoor scenes and outdoor scenes, the high-resolution remote sensing images have complex ground objects with the characteristics of inconsistent scale. For the problem of large margin difference in scales, the lack of receptive field causes incompletely identified of large-scale objects; the receptive fields far larger than the small-scale objects introduce too much irrelevant information, and it usually leads to smallscale objects unrecognized. Therefore, the networks used for segmentation in high-resolution remote sensing images should have the scale-aware ability to objects with different scales.
It is difficult to obtain appropriate information with only single scale features because of the existence of objects in multiple scales. To tackle this issue, the conventional approaches adopt weighted summation to aggregate multi-scale information . Nogueira et al. [12] proposed a method that fuse multiscale information by weighted summation of distinct size of patches. Li et al. [13] also adopted the weighted summation method in their adaptive multi-scale deep fusion module. Lu et al. [14] proposed supervised strategy, utilizing the semantic label information to aggregation information progressively. Different from the mentioned methods, we introduce scaleaware ability to existing networks. There are some similar works for scene parsing tasks in recent years. Jaderberg et al. [15] proposed a learnable module Spatial Transformer that allows the spatial manipulation of pixels within feature maps by learning affine transformation. Based on the Jaderbergs work, Wei et al. [16] use two affine transformation layers to regulate receptive field automatically. But the method based on affine transformation is more suitable for the objects with different rotation transformation. In Zhangs work [17] , they introduce scale-adaptive mechanism by additional scale regression layers that can dynamically infer the position-adaptive scale coefficients to shrink or expand the convolutional patches. However, the sampling space has limitation since the scale coefficient treats the horizontal and vertical axes equally in 2D space.
In this letter, we propose a module called SAM, which can be trained end-to-end and easily embedded in existing networks. Different from the previous works, our SAM expands the sampling space by learning two-dimensional re-sampling maps that consider horizontal and vertical axes differently. In SAM, every pixels are re-sampled based on the re-sampling maps, which is learned from network and input data. That means, our SAM not only has position-adaptive ability to fit objects with various sizes but also has data-adaptive ability to adjust different testing images. We employ scale-aware module in FCN and conduct experiment on ISPRS Vaihingen Dataset. Experimental results show the effectiveness of our proposed scale-aware module SAM.
II. PROPOSED METHODS

A. Overview
Without bells and whistles, the overall architecture of our SANet is shown in Fig. 1 . The backbone as a feature extractor, it can be any of networks used for classification. Following with FCN8s, the downsampling rate is 32, and we employ scale-aware module at the end of each stage. At last, we use a simple score layer and upsampling layer to get the final prediction.
B. Scale-Aware Module
In this section, we will elaborate the implementation details and feasibility of end-to-end training of our proposed module.
The structure of SAM is shown in Fig. I . It generally takes two steps to get the scale-aware feature maps.
The first step is learning the re-sampling map by resampling convolutions. Supposing we take I ∈ R H×W ×C as input, where H and W is spatial size of feature map, C is the number of input channel. Going through re-sampling convolutions, we will get the re-sampling information S ∈ R H×W ×2 for each pixel in horizontal and vertical axes, and then merging re-sampling information into re-sampling map by elementwise addition. It is worth noting that, we initial the re-sampling map by mapping the coordinates of each pixel in original feature maps to range of [-1, 1] . That is, the coordinate of top-left position is (-1, -1) and the bottom-right position is (1, 1) . In order to guarantee pixels tune their spatial position based on the original and avoid excessive offset, we employ normal distribution N with small std as initialization strategy of the re-sampling convolutional layers, that can be formulated as:
where ω is weights of convolutional layers. We take σ as 0.001 and ignore the bias term in our experiments. Under this initialization scheme, the generated re-sampling information is regulated in [-1, 1]. Thus, the re-sampled pixels move start from original position gradually during training. Moreover, we also perform clamp operation during training to avoid the unexpected conditions. The second step is aimed to re-sample pixels from the original feature maps based on the re-sampling map. Inspired by the work of Jaderberg et al., we also adopt bilinear interpolation as our sampling method. Considering the kernel K ∈ R k h ×kw×C k and the patches used to convolve P ∈ R k h ×kw×Cp , where k h and k w is the spatial size of filters, C k and C p is the number of channels of filter and feature maps, respectively. The standard convolution without the SAM-transformed feature maps can be expressed as:
where k ij,ck and p ij,cp are the pixel at the position (i, j) of ck, cp channel in filters and feature maps, respectively. For convenient, we only consider the spatial dimension and ignore the bias term. Mapping the spatial positions of pixels in original feature maps into [-1, 1], the coordinates of pixel p(p x , p y ) in re-sampled feature maps are:
where (p x , p y ) is the mapped coordinate of the original position of pixel p, s x and s y is the corresponding re-sampling information learned by re-sampling convolutions. Then we perform bilinear interpolation to get SAM-transformed pixels based on re-sampling map, the value of transformed pixels can be calculated as:
where B(·) denotes bilinear interpolation, b(p, q) = max(0, 1 − |p − q|) and v(q) is the value of pixels q that participant interpolation. Instead of directly using the resampled feature maps to participate the following calculation, we employ residual learning scheme. The re-sampled feature maps are converted to weight maps by sigmoid layer and element-wise multiplication with the original feature maps. On one hand, it maintains the original information and better merges with the re-sampled information. On the other hand, the residual learning is benefit for optimizing. Finally, the convolution with the SAM-transformed feature maps can be expressed as:
where C(K, P ) is followed with Eq.2, T (P ) represents the SAM-transformed pixels, and M (·) as mapping. To elaborate the differentiable of our proposed method, we denote K ij as the corresponding matrix of kernels K in spatial-wise, and P ij as the related patches. For standard convolution, the forward propagation is:
During backward propagation, given the gradient of output O, the gradient of each value can be obtained (here we also ignore the bias):
where g(·) denotes gradient function, and (·)
T is the matrix transposition. According to Eq. 2 and 6, the gradient of each value in convolution of SAM-transformed feature map is:
then we denote Z = σ(V (M (·))), and g(T (P ij )) can be expressed as:
we know sigmoid is differentiable and following Eq.5 the partial derivatives of input pixels used for interpolation are:
and the partial derivatives w.r.t. coordinates of each re-sampled pixel p:
Furthermore, the coordinates of the re-sampled pixels are generated by the original coordinates and the re-sampling information, which is learned by the re-sampling convolutions. The gradient of input feature maps g(P ij ) is:
As the Eq. 14 shown that, our proposed method can be trained end-to-end, optimized by stochastic gradient descent algorithms, and does not need any additional supervisions. Other than this, the residual-block-like structure make gradient flow easily. We employ re-sampling map as weighted map let SAM implicitly introduce spatial-wise attention mechanism. From this perspective, it also makes sense to explain the scaleaware ability of our proposed module.
More importantly, SAM make networks have scale adaptive ability. In conventional methods that applied DCNNs, the parameters are learned from training data, and they are fixed in testing phase. But in SAM, the re-sampling map is not directly learned from training data, it is generated by the input and the network learned from training data. Therefore, the network with SAM not only has better scale-aware ability but also is self-adaptive to different testing images.
III. EXPERIMENTS
A. General Setup 1) Data set Information: We evaluate the proposed methods on the Vaihinger data set from ISPRS 2D Semantic Labeling Contest, the contest has ended and all the data has been publicly available. The data set contains 33 patches with average size of around 2500 × 2000 and the ground sampling distance is 9 cm, each consisting of a true orthophoto (TOP) extracted from a larger TOP mosaic. We only use the IRRG images in our experiment without DSM and normalized DSM. The dataset has been classified into six classes, including impervious surfaces, buildings, low vegetation, tree, car and clutter/background. We split the whole dataset into training, validation and testing sets. We follow the test set provided by the official, we adopt five patches (image id 11, 15, 28, 30, 34) as validation set and the rest of patches as training set. We crop the large patches into slices of 512×512 using 50% overlapped window. In terms of the strategy of data argumentation, we only adopt random horizontal and vertical flip. We use perclass Iou, per-class F1-score, mean IoU, mean F1-score, and overall accuracy as our metrics.
2) Training Configuration: All the experiments are implemented with PyTorch 1.1.0, CUDA 9.0 and CuDNN 7. The networks run 200 epochs on single Tesla V100 GPU, using Adam optimizer with weight decay of 2e-4 and momentum of 0.9. The initial learning rate is 5e-4 and we adopt "ploy" learning rate policy with power of 0.9. We set batch size to 16 to fit our GPU memory. In order to alleviate the unbalanced categories, we adopt cross entropy loss with weight W class = 1 log(P class +c) and we set c to 1.12. Fig. 3 . The class activation mappings (CAM) of building with small to large scales, from (a) to (f). The images of the first row is generated by FCN8s and the second row is for FCN8s+SAM-M.
B. Ablation studies
In this section, we conduct sets of ablation studies based on the popular framework FCN8s to demonstrate the effectiveness of the proposed module, and we choose pre-trained ResNet34 as our network backbone.
We compare both IoU and F1-Score of each network, and the comparison results are shown in Table I . To valid the effectiveness of SAM, we firstly embed single SAM before the last score layer of FCN8s as FCN8s-SAM-S, and it has slightly boost for each class compared with vanilla FCN8s. Further, we employ SAM at the end of each stage of FCN8s as FCN8s-SAM-M, the large margin improvement demonstrates employing SAM in multi-scale feature maps can get much better performance. Since our SAM implicitly introduces spatial attention mechanism by considering the re-sampling map as weighted map (as analyzed in Section II.B), and the attention module have the ability let network pay more attention to "what" and "where", does our scale-aware module really work in the experiments? In order to prove our method is different from the spatial attention mechanism and its effectiveness, we replace SAM in FCN8s-SAM into spatial attention module while maintaining the number of parameters unchanged, and we name them FCN8s-SAM-SC, FCN8s-SAM-MC for single and multiple version, respectively. The experimental results demonstrate that the performance of counterpart networks with spatial attention module is slightly better than the vanilla one, but the recognition accuracy of our SAM is much better than the attention module. Therefore, our approach is much more effective compared to the spatial attention mechanism when faced with objects in various sizes.
C. Visualization Analysis
To further illustrate the effectiveness of our SAM and elaborate the improvement is not due to the additional parameters, we generate class activation mappings of buildings with different scales for FCN8s and FCN8s-SAM-M.
As the Fig. 3 shown, the first row is cam for FCN8s and the second row is for FCN8s-SAM-M. In the first two columns, vanilla FCN8s cannot recognize the small buildings because the feature is dominated by the surrounding objects, but our SAM can not only identify the small buildings but is more sensitive to the areas belong to building than FCN8s. The recognition of long strip objects is a challenging task in semantic segmentation, these objects need large receptive field to get enough context information, but the large receptive field with square shape includes too much irrelevant information that usually leads to unexpected predictions. In the third column, the conventional FCN8s cannot classify the building with long strip shape completely, and our SAM has better response to the entire building. For large buildings in the forth and fifth columns, the activation response of FCN8s is concentrated at a part of the buildings, but the distribution of SAM is relatively more uniform. Thus, our SAM can perform better on long strip and large objects. Considering the extreme case, the buildings occupy most of imagery, the lack of receptive field will lead to misclassification. For the extremely large buildings in the last column, FCN8s has low response in the central part but high response at the boundaries of buildings, so FCN8s wrongly classifies the central part as imperious surface. However, our SAM also have ideal activation response for the whole building.
D. Evaluation and Comparisons
As shown in Table II , we compare our SANet with other state-of-the-art networks based on pre-trained ResNet34 (if without additional notification), including light-weight RefineNet, DeepLabv3, DeepLabv3+, UNet, and PSPNet. All these networks are designed to get better recognition for objects with various sizes by fusing multi-scale information. Light-weight RefineNet get worse accuracy compared to other networks. By employing atrous spatial pyramid pooling module, DeepLabv3, DeepLabv3+ and PSPNet get similar accuracy. Although the performance of UNet is much better than the others, the mirror-like encoder-decoder structure makes it consumes large scale of computational resources. As the last two rows in Table II shown, our SANet get slightly better accuracy compared to the heavy-weight UNet, and it is worth noting that we only adopt IRRG images as training data without DSM or normalized DSM, these additional features, deeper and wider networks, and the refinement of decoder will further improve the segmentation accuracy of our method.
IV. CONCLUSION
In this letter, we proposed a novel scale-aware module (SAM) for semantic segmentation of high-resolution aerial images. SAM performs re-sampling operation for each pixels based on the combination of re-sampling information and resampling map. The re-sampling information is learned from training data, and the re-sampling map is adaptive to the input data. Thus, the networks with SAM not only have a stronger ability to recognize objects with various sizes but also adaptive to the input. Furthermore, our proposed module can be trained end-to-end and easily embedded in the existing network. We evaluate our method on ISPRS Vaihinger Dataset, and we embed SAM in a simple framework FCN8s. The experiment and visualization results illustrate that SAM have better recognition performance of objects with inconsistent scales. Although our scale-aware method get much better performance for the objects with various sizes in remote sensing images, the networks still need reliable context information to classify the adjacent objects in high similarity. In future, we will integrate context-aware ability to the our works that makes the DCNNs have better performance for semantic segmentation of highresolution remote sensing images.
