gridSearch
The function gridSearch was added in version 0.14-0. gridSearch allows to distribute the evaluation of the objective function (through packages multicore or snow).
We start with a simple example. We have a function of two variables, x 1 and x 2 :
f(x 1 , x 2 ) = x 1 + x 2 2 .
(1)
This function can be computed very quickly for given x-values. To demonstrate the use of distributed evaluation, we slow it down.
> testFun <-function(x) { Sys.sleep(0.1) ## just wasting time :-) x[1L] + x[2L]^2 }
Now we can evaluate f for, say, 1 x 1 5 and 3 x 2 5 , with five different levels.
> lower <-c(1, 3); upper <-5; n <-5L > system.time(sol1 <-gridSearch(fun = testFun, lower = lower, upper = upper, n = n, printDetail = TRUE)) user system elapsed 0.02 0.00 2.74
With those settings gridSearch has evaluated f for all combinations of these levels:
> seq(from = 1, to = 5, length.out= n) ## x_1
[1] 1 2 3 4 5 > seq(from = 3, to = 5, length.out= n) ## x_2 To use a snow cluster, call gridSearch with arguments method and cl. > system.time(sol2 <-gridSearch(fun = testFun, lower = lower, upper = upper, n = n, printDetail = FALSE, method = "snow", ### use 'snow' ... cl = 2L)) ### ... with 2 cores user system elapsed 0.04 0.00 2.24 > all.equal(sol1, sol2)
[1] TRUE
Examples

Asset selection with GA and TA
We first extend an example given in the book: select a number of assets out of a large set of available assets such that the resulting portfolio has minimal variance. In the book, we solved this problem with a simple Local Search; here, we will also use Threshold Accepting (ta) and ga. For this problem, a local search is just fine; but the example serves to show how a ga could be used to solve such a model. We create random data: na assets with marginal volatilities between 20% and 40%, and a constant pairwise linear correlation of 0.6 (see gms, Chapter 7). > ## number of assets > na <-500L > ## correlation matrix > C <-array(0.6, dim = c(na,na)); diag(C) <-1 > ## covariance matrix > minVol <-0.20; maxVol <-0.40 > Vols <-(maxVol -minVol) * runif(na) + minVol > Sigma <-outer(Vols, Vols) * C Next, we define the objective function and the neighbourhood function. They are the same for Local Search and ta. A solution will be coded as a logical vector. If an element of this vector is TRUE than the corresponding asset is in the portfolio; FALSE indicates that it is excluded. The budget constraint is handled in the objective function: we map a given logical vector to a numerical vectors that sums to unity. The cardinality restriction is enforced in the neighbourhood function, in which we simply reject new portfolios that violate the constraint.
> OF <-function(x, data) { sx <-sum(x) w <-rep.int(1/sx, sx) res <-crossprod(w, data$Sigma [x, x] ) tcrossprod(w, res) } . . . and the neighbourhood function.
> neighbour <-function(xc, data) { xn <-xc p <-sample.int(data$na, data$nn, replace = FALSE) xn[p] <-!xn [p] ## reject infeasible solution sumx <-sum(xn) if ( (sumx > data$Ksup) || (sumx < data$Kinf) ) xc else xn } To evaluate OF and neighbour, we typically need other pieces of information than just the solution itself. We collect them all in the list data, and pass this list to both functions.
> data <-list(Sigma = Sigma, ## cov-matrix Kinf = 30L, ## min cardinality Ksup = 60L, ## max cardinality na = na, ## number of assets nn = 1L) ## how many assets to change per iteration
We create a random solution x0 with acceptable cardinality.
> card0 <-sample(data$Kinf:data$Ksup, 1L, replace = FALSE) > assets <-sample.int(na, card0, replace = FALSE) > x0 <-logical(na) > x0[assets] <-TRUE
We define the settings for Local Search and ta and run both methods. Note that with these settings, both functions use the same starting value and the same number of objective function evaluations. > ## Local Search > algo <-list(x0 = x0, neighbour = neighbour, nS = 5000L, printDetail = FALSE, printBar = FALSE) > system.time(solLS <-LSopt(OF, algo = algo, data = data)) user system elapsed 0.31 0.00 0.31 > ## Threshold Accepting > algo$nT <-10L; algo$nS <-trunc(algo$nS/algo$nT); algo$q <-0.2 > system.time(solTA <-TAopt(OF, algo = algo, data = data)) user system elapsed 0.47 0.00 0.47
Now we use a ga, for which we need to write a new objective function. It is helpful in this case (and in many others) to cast the computation into matrix algebra notation. This makes the maths more concise and allows to use linear algebra routines. In fact, our objective function will evaluate the whole population in one step; thus, we have to set algo$loopOF to FALSE.
Suppose we have a portfolio vector w and a variance-covariance matrix Σ. For single portfolio, the computation would be as follows; the result is the scalar bottom right.
For an equal-weight portfolio, we can set w to a vector of ones and multiply the result by the squared weight (a scalar which is consise and more efficient; see the following objective function. The function also handles the cardinality constraint through a simple penalty. > ## objective function for Genetic Algorithm > OF2 <-function(x, data) { res <-colSums(data$Sigma %*% x * x) n <-colSums(x); res <-res / n^2 ## penalise p <-pmax(data$Kinf -n, 0) + pmax(n -data$Ksup, 0) res + p } So we put all settings into the list algo and run GAopt. We wrap the call into system.time to get an idea how much time the algorithm requires.
> ## Genetic Algorithm > algo <-list(nB = na, nP = 100L, nG = 500L, prob = 0.002, printBar = FALSE, loopOF = FALSE) > system.time(solGA <-GAopt(OF = OF2, algo = algo, data = data)) Genetic Algorithm. Best solution has objective function value 0.0261 ; standard deviation of OF in final population is 0 .
user system elapsed 11.3 0.0 11.3
We should now compare the results of the three algorithms.
> cat("Local Search ", format(sqrt(solLS$OFvalue), digits = 4), "\n", "Threshold Accepting ", format(sqrt(solTA$OFvalue), digits = 4), "\n", "Genetic Algorithm ", format(sqrt(solGA$OFvalue), digits = 4), "\n", sep = "") Local Search 0.1619 Threshold Accepting 0.1615 Genetic Algorithm 0.1615
All three algorithms give essentially the same answer. (Recall that the marginal volatilities were between 20% and 40%, so the result is reasonable.) Just looking at one outcome is not enough with stochastic algorithms; we should rerun the analysis several times (we can use the function restartOpt for that).
Minimising semivariance with DE, PS and TA
We want to minimise the semivariance of a long-short portfolio, under the restrictions that (i) the asset weights sum to 100% (the budget constraint), and (ii) all asset weights are between -5% and 5% (holding size constraints). (Later, we will add further constraints.) We show how this can be done with Differential Evolution (de), Particle Swarm (ps) and Threshold Accepting (ta).
We start by building an artificial dataset: we create random returns with random marginal volatilities between 20% and 40%, and induce correlation (see gms, Chapter 7). We scale these returns so that their magnitude roughly resembles daily equity returns. We store the returns in a matrix R such that every column represents one asset.
> na <-100L
## number of assets > ns <-200L ## number of scenarios > vols <-runif(na, min = 0.2, max = 0.4) ## marginal vols > C <-matrix(0.6, na, na); diag(C) <-1 ## correlation matrix > R <-rnorm(ns * na)/16 ## random returns > dim(R) <-c(ns, na) > R <-R %*% chol(C) > R <-R %*% diag(vols)
The objective is to find a portfolio of minimal semivariance, given these return scenarios and constraints. Semivariance can be written like so:
In words: we sum those returns below θ, and divide by n S . A typical value for θ may be zero or a short-term deposit rate. Let there be k returns below θ, then
Differential Evolution
We first collect all information in a list data. The specific meaning of the different variables will become clear shortly (as well as the reason for transposing R). We put this computation into the objective function, which could look as follows.
The function is written such that if we have several solutions, collected in the columns of a matrix, we can evaluate all solutions in one step. We use crossprod to compute the portfolio returns. crossprod(a,b) actually computes t(a) %*% b, which is why we have put t(R) into the list data.
> OF(x0, data) [1] 6.89e-05 > OF (cbind(x0, x0, x0) , data) x0 x0 x0 6.89e-05 6.89e-05 6.89e-05
Now for the constraints. First, the budget constraint all.equal(sum(x0),1). Here, we will repair the solutions. We can try two (quite similar) approaches: we can divide x0 by sum(x0); or we can add/subtract numbers such that sum(x0) is one.
myFun(x) else apply(x, 2L, myFun) } Like OF, the functions repair and repair2 work with one solution, but also with a matrix of solutions.
> sum(x0)
[1] 0.449 > sum(repair(x0, data))
> colSums (repair( cbind(x0, x0, x0) , data)) x0 x0 x0 1 1 1 > colSums(repair2(cbind(x0, x0, x0), data)) x0 x0 x0 1 1 1
Note that repair2 will typically lead to smaller changes in a solution. For the maximum holding sizes we use a penalty function.
> penalty <-function(x, data) { up <-data$max lo <-data$min xadjU <-x -up xadjU <-xadjU + abs(xadjU) xadjL <-lo -x xadjL <-xadjL + abs (xadjL) if (is.null(dim(x) [2L])) data$w * (sum(xadjU) + sum(xadjL)) else data$w * (colSums(xadjU) + colSums(xadjL)) } The penalty function should evaluate to a positive number if a constraint is violated, and to zero if not. We can test it by increasing one weight. The weight data$w allows us to control the impact of the penalty. We can also see if there is a meaningful difference in computing time between looping over the solutions and evaluating them in on step -the answer, in this case, is yes. The difference is typically greater for smaller datasets. The semivariance is cheap to compute for given returns; the main part of computing time is actually spent on calculating the portfolio returns R %*% x. > ## looping over the population > algo$loopOF <-TRUE; algo$loopPen <-TRUE; algo$loopRepair <-TRUE > t1 <-system.time(sol <-DEopt(OF = OF,algo = algo, data = data)) Differential Evolution. Best solution has objective function value 6.59e-05 ; standard deviation of OF in final population is 1.06e-08 . > ## evaluating the population in one step > algo$loopOF <-FALSE; algo$loopPen <-FALSE; algo$loopRepair <-FALSE > t2 <-system.time(sol <-DEopt(OF = OF,algo = algo, data = data)) Differential Evolution. Best solution has objective function value 7.09e-05 ; standard deviation of OF in final population is 3.74e-08 .
To see if the algorithm works properly, we run a number of restarts, and then check the solution quality of the results. For this, we can use the function restartOpt. The method and cl arguments specify that we use four cores to distribute the restarts, using package snow (Tierney et al., 2011) . If the package is not available, restartOpt will fall back to its default (a loop) and issue a warning.
### what function n = 20L, ### how many restarts OF = OF, algo = algo, data = data, method = "snow", ### using package snow cl = 2) ### 2 cores > ## extract best solution > OFvaluesDE <-sapply(restartsDE, [[ , "OFvalue") > OFvaluesDE <-16 * 100 * sqrt(OFvaluesDE) > weightsDE <-sapply(restartsDE, [[ , "xbest") We check the objective function values associated with the restarts. We see that the results are quite variable, which is an indication that our settings for de were not appropriate. In fact, in this case we simply did not grant the algorithm enough iterations. (See gms, Chapter 10, and also , for more discussion of the stochastics of the solutions.)
To see this, we run a small experiment in which we increase the number of iterations. We also test if there is a difference between the two different repair-approaches.
And now with repair2.
We plot the results. The blue distributions are those obtained with repair2. We see that the distributions of the realised objective function values move to the left and become steeper, ie, they become less variable. We also check the weights, again. They also have become less variable. Many weights are at the boundaries with essentially no variation between the restarts. With ps we can easily impose a restriction on how a solution is changed by adjusting the velocity. We can, for instance, enforce the budget constraint by changing the weights such that the sum of the weight changes is zero.
> colSums(changeV(cbind(x0, x0, x0), data)) x0 x0 x0 -3.47e-17 -3.47e-17 -3.47e-17
We set up an initial population that meets the budget constraint.
We add the function changeV and the initial population to algo.
> algo$changeV <-changeV ## function to adjust velocity > algo$initP <-initP ## initial population > algo$repair <-NULL ## not needed anymore > system.time(sol <-PSopt(OF = OF,algo = algo, data = data)) Finally, we can also run a small experiment here.
> algo$printDetail <-FALSE > restartsPS <-restartOpt(fun = PSopt, n = 20L, OF = OF, algo = algo, data = data, method = "snow", cl = 2) > ## extract best solution > OFvaluesPS <-sapply(restartsPS, [[ , "OFvalue") > OFvaluesPS <-16 * 100 * sqrt(OFvaluesPS) > par(bty = "n", las = 1,mar = c(3,4,0,0), ps = 8, tck = 0.001) > plot(sort(OFvaluesPS), (seq_len(length(OFvaluesPS))) / length(OFvaluesPS), type = "S", ylim = c(0, 1), xlab = "", ylab = "") > mtext("OF value", side = 1, line = 2) Threshold Accepting Now we solve the same problem with Threshold Accepting (ta). We first define a neighbourhood function and an objective function (in fact, we could have used the same objective function as for de before; but this one is a bit simpler since it will never have to evaluate several solutions at once).
> data$R <-R ## not transposed any more > neighbourU <-function(sol, data){ resample <-function(x, ...) x[sample.int(length(x), ...)] wn <-sol$w toSell <-wn > data$winf toBuy <-wn < data$wsup i <-resample(which(toSell), size = 1L) j <-resample(which(toBuy), size = 1L) eps <-runif(1) * data$eps eps <-min(
Next we choose a random initial solution, put all the settings in a list algo and run ta.
> ## a random initial weights > w0 <-runif(data$na); w0 <-w0/sum(w0) > x0 <-list(w = w0, Rw = R %*% w0) > algo <-list(x0 = x0, neighbour = neighbourU, nS = 2000L, nT = 10L, nD = 5000L, q = 0.20, printBar = FALSE, printDetail = FALSE) > system.time(sol2 <-TAopt(OF,algo,data)) user system elapsed 1.78 0.00 1.78 > 16 * 100 * sqrt(sol2$OFvalue)
[1] 11.9
Finally, we also let the algorithm run several times. We can compare the solutions with those of de (in blue). Implementing objective functions . . . to be added.
Fitting yield curves with Differential Evolution
The material in this section was taken from to vignette 'Fitting the Nelson-Siegel-Svensson model with Differential Evolution' because the examples will run several minutes.
Fitting the Nelson-Siegel-Svensson model to given bond prices A bond is a list of payment dates (given a valuation date, we can translate them into times-to-payment) and associated payments. Suppose we are given the following set of bonds. We put all cash flows into a matrix cfMatrix, such that one bond is one column, and one row corresponds to one payment date.
> cfList <-list(cf1,cf2,cf3,cf4,cf5,cf6,cf7,cf8,cf9,cf10, cf11,cf12,cf13,cf14,cf15,cf16,cf17,cf18 ,cf19,cf20) > tmList <-list(tm1,tm2,tm3,tm4,tm5,tm6,tm7,tm8,tm9,tm10, tm11,tm12,tm13,tm14,tm15,tm16,tm17,tm18,tm19,tm20) > tm <-unlist(tmList, use.names = FALSE) > tm <-sort(unique(tm)) > nR <-length(tm) > nC <-length(cfList) > cfMatrix <-array(0, dim = c(nR, nC)) > for(j in seq ( Suppose we have zero rates for all maturities (ie, one for each row of cfMatrix), then we can transform this vector of rates into discount factors. Premultiplying cfMatrix by the row vector of discount factors then gives us a row vector of bond prices.
> betaTRUE <-c(5,-2,1,10,1,3) > yM <-NSS(betaTRUE,tm) > diFa <-1 / ( (1 + yM/100)^tm ) > bM <-diFa %*% cfMatrix So, with a vector of 'true' bond prices bm, we can set up DE. The objective function takes the path that we just saw: given parameters for the NSS model, it computes zero rates, and transforms these into discount factors. Given the matrix cfMatrix, it then computes theoretical bond prices, and compares these with the given prices bm. As the optimisation criterion, we use the maximum absolute difference.
> OF2 <-function(param, data) { tm <-data$tm bM <-data$bM cfMatrix <-data$cfMatrix diFa <-1 / ((1 + data$model(param, tm)/100)^tm) b <-diFa %*% cfMatrix aux <-b -bM; aux <-max(abs(aux)) if (is.na(aux)) aux <-1e10 aux } We will enforce the constraints with a penalty.
> penalty <-function(mP, data) { minV <-data$min maxV <-data$max ww <-data$ww ## if larger than maxV, element in A is positiv A <-mP -as.vector ( Note that now the objective function value (the difference in bond prices) does not correspond to the yield difference anymore. It is instructive to compare them nevertheless. We can check the price errors. We can also plot the rate errors against time-to-payment. Fitting the NSS model to given yields-to-maturity We will need the function compYield; it converts cash flows and times-to-payment into present values, and those present values into yields-to-maturities. The function fy computes the present value of vector of cash flows cf at times tm.
> fy <-function(ytm, cf, tm) sum( cf / ( (1 + ytm)^tm ) ) > compYield <-function(cf, tm, guess = NULL) { logik <-cf != 0 cf <-cf[logik] tm <-tm [logik] if (is.null(guess)) {ytm <-0.05} else {ytm <-guess} h <-1e-8; dF <-1; ci <-0 while (abs(dF) > 1e-5) { ci <-ci + 1; if (ci > 5) break FF <-fy(ytm, cf, tm) dFF <-(fy(ytm + h, cf, tm) -FF) / h dF <-FF / dFF ytm <-ytm -dF } if (ytm < 0) ytm <-0.99 ytm }
The objective function, OF3, looks as follows.
So the game plan is as follows: we compute prices b as in the last section, but then we convert them into yields-to-maturity r with the function compYield. The objective function evaluates the discrepancy between the market yields-to-maturity rM and our model yields r. We start by defining the 'true' rM. > betaTRUE <-c(5,-2,1,10,1,3) > yM <-NSS(betaTRUE, tm) > diFa <-1 / ( (1 + yM/100)^tm ) > bM <-diFa %*% cfMatrix > rM <-apply(rbind(-bM, cfMatrix), 2, compYield, c(0, tm))
We set up data and algo. While the returned OF value will typically be acceptable, we need many more iterations to have the parameters converge. But compare the fitted yield curve: the fitted yields are generally fine. If you need more precision, just increase the number of generations (and possibly adjust the tolerance in the while condition in function compYield).
Model selection with Threshold Accepting
In this section we do a simple model selection for a linear regression: 1 out of p available regressors, select a subset such that a given selection criterion is minimised. We start with a function randomData; it creates a dataset X of p available regressors with n observations. k of these are the 'true' regressors, and they define a response variable y like so:
The variable K is the set of true regressors (k == length(K)); s is the scale of the residuals. We put all the data in a list called data. Next, we compute a random solution x0. Such a solution is a logical vector of length p. This vector will then be used to subset the columns of X.
Any selection rule for a model will use the residuals of the fitted model as an ingredient. Thus, given such a potential solution, we will have to compute a fit. Here we use Least Squares. Typically we would use lm for this. But lm computes a lot of things that we actually do not need: we only need the fitted coefficients to compute the residuals. Hence, we can use qr or qr.solve directly. (ignore2)) [1] TRUE Now, for the actual selection criterion. We will use the Schwarz criterion, which is (for a linear model) given by
see for instance Johnston and DiNardo (1997) . We put this computation in the objective function OF.
> OF <-function(x, data) { q <-qr(data$X[ ,x]) e <-qr.resid(q, data$y) log(crossprod(e)/data$n) + sum(x) * data$lognn } > OF(x0, data)
The last ingredient we need is a neighbourhood function. It randomly chooses one element of a solution and switches its value. We reject solutions that include no or more than data$maxk regressors. They are not the same. But in a relatively small sample we should actually not expect this to be the case. (You can increase n to see if the true model is eventually identified.) In fact, we can compare the value of the objective function for the true model and the selected model.
We see that the Schwarz criterion for our selected model is lower than for the true model.
Finally, we run a small experiment (note that all runs use the same starting value x0).
> restarts <-50L > algo$printDetail <-FALSE > res <-restartOpt(TAopt, n = restarts, OF = OF, algo = algo, data = data, method = "snow", cl = 2) > par(bty = "n", las = 1,mar = c For each solution, we compute the objective function value, and also the selected regressors.
> xbestAll <-sapply(res, [[ , "xbest") ### extract all solutions > inclReg <-which(rowSums(xbestAll) > 0L) ### get included regressors > inclReg <-sort(union(rD$K, inclReg)) > data.frame( regressor = inclReg, times_included = paste(rowSums(xbestAll) [inclReg] , "/", restarts, sep = ""), true_regressor = inclReg %in% rD$K) Across the restarts, we get a relatively clear answer which regressors should, according to the Schwarz criterion, be put into the model.
Neighbourhood functions for Threshold Accepting
The neighbourhood is the most important aspect of ta. Neighbourhoods have the tendency to become complicated; in particular, if we incorporate more knowledge or 'ideas' about the problem to be solved. Nevertheless, they are almost always built around simple building blocks (at least for data structures like vectors or matrices). A typical problem is to change a vector of logicals.
We first define a function to compare logical vectors.
> compareLogicals <-function(x, y, ...) { argsL <-list(...) if (!("sep" %in% names(argsL))) argsL$sep <-"" do.call ("cat", c(list("\n",as.integer(x) , "\n", as.integer(y), "\n", ifelse(x == y, " ", "^"), "\n"), argsL) ) } compareLogicals will print the vectors like 001110 and indicate differences by aˆ. Example: Switch elements We want to switch n elements of a logical vector (ie, make them TRUE of they are FALSE, or make them FALSE if they are TRUE).
> Data$n <-5L ## how many elements to change > neighbour <-function(x, Data) { ii <-sample.int(Data$size, Data$n)
00010111100110101000^^^Ê
xchange two elements Pick one TRUE and one FALSE element, and switch both. This way, the cardinality will not be changed. (The function requires that x has at least one TRUE and one FALSE element.) > neighbour <-function(x, Data) { ## required: x must have at least one TRUE and one FALSE Ts <-which(x) Fs <-which(!x) lenTs <-length ( 
Distributed evaluation of the objective function in GAopt
We use the example from the man-page of GAopt. Distributing the evaluation of the population will incur some overhead, so it should not be used for very cheap objective functions; see the next example. [1] 0
Now we make the objective function a bit slower (we also reduce the number of generations). [1] 0
Combining different heuristics
You can also combine several heuristics.
Trajectory methods
For LSopt or TAopt, the simplest way to incorporate another method is through the neighbourhood function. ta could, for instance, every k iterations not draw a neighbour from some specific neighbourhood, but instead call some other method, pass the current solution as the starting value, and then return this method's solution as the new solution.
Population-based methods The way to call new methods would be through the repair function. We could, for instance, write a repair mechanism (or rather an 'improve' mechanism) that every k iterations picks the best member of the population and performs some type of trajectory method (eg, a direct search). The solution returned by this second method then (possibly) replaces the member in the population.
Diagnostics
All optimisation functions in the nmof package can store the objective function value over the course of the optimisation, and also the actual solutions. Whether these data are stored depends on the parameters algo$storeF (defaults to TRUE) and algo$storeSolutions (defaults to FALSE). The functions return the objective function values as a matrix Fmat and the solutions as a list xlist. What exactly is stored depends on the specific function. If the results are not stored (ie, if algo$storeF and algo$storeSolutions are FALSE), then Fmat and xlist are NA.
Example 1 -Trefethen's function An example for DEopt. We use tfTrefethen as the objective function. To demonstrate the shape of the function, we evaluate it on a grid (see ?testFunctions).
> OF <-tfTrefethen > n <-100L > surf <-matrix(NA, n, n) > x1 <-seq(from = -10, to = 10, length.out = n) > for (i in seq_len(n)) for (j in seq_len(n))
We can now plot these values, including the position of the true minimum. (Since we discretised the function, there may be a small discrepancy between the apparent position of the minimum as indicated by the contour plot and the position indicated by the lines.)
> par(bty = "n", las = 1, mar = c(3,4,0,0), ps = 8, tck = 0.001, mgp = c(3, 0.5, 0)) > contour(x1, x1, surf, nlevels=5, col = grey(0.6)) > ## the actual minimum > abline(v = -0.02440308, h = 0.21061243, col = grey(0.6)) Suppose we wanted to look at a particular solution (one column in the population matrix). We could do it like this. . We will try to answer two questions: (1) how relevant is the range over which we initialise the population? (2) how can we be sure that a constraint works?
We start with the objective function.
> OF <-function(par, Data) { ## compute model yields y <-Data$model(par, Data$tm) ## all rates finite? validRates <-!any(is.na(y)) if (validRates) { ## any rates negative? if yes, add penalty pen1 <-sum(abs(y -abs(y))) * Data$ww F <-max(abs(y -Data$yM)) + pen1 } else F <-1e8 F } Now set up a true yield curve and try to recover its parameters with DEopt. The first true parameter is 5, but we initialise the population over the range from 0 to 1. > P <-sol$xlist [[1L] ] ### all population matrices > p1 <-sapply(P, [ , 1L, TRUE) We plot the values of the first parameter in the population over the course of the optimisation. We see that de quickly 'escapes' from the initial range. Now suppose we had included a constraint: the parameter should not be greater than 4. (Even though the true parameter is 5.) We adjust the objective function by adding a straightforward penalty. This could certainly be refined, but it is only an example here. We see that now the population does not go beyond 4.
Numerical Methods
New functions
bracketing
The function bracketing was added in version 0.16-0. The function supports distributed evaluation of fun through multicore (Urbanek, 2011) or snow (Tierney et al., 2011 ).
> testFun <-function(x) { Sys.sleep(0.1) ## wasting time :-) cos(1/x^2) } > system.time(sol1 <-bracketing (testFun, interval = c(0.3, 0.9) , n = 100L)) user system elapsed 0.0 0.0 10.9 > system.time(sol2 <-bracketing(testFun, interval = c(0.3, 0.9), n = 100L, method = "snow", cl = 2)) user system elapsed 0.00 0.00 6.09 > all.equal(sol1, sol2)
Integration of Gauss-type
The functions xwGauss and changeInterval were added in version 0.17-0.
Option pricing with the characteristic function
The package always contained the function callHestoncf. The function callCF was added in version 0.21-0; it allows to pass a user-defined characteristic function. As examples, characteristic functions for Black-Scholes-Merton, Merton's jump-diffusion model, the Bates model, the Heston model and Variance-Gamma were added.
Examples 2.2.1 Option pricing with the characteristic function
As an example, we use Black-Scholes-Merton. The characteristic function can be coded as follows.
> cfBSM function (om, S, tau, r, q, v) { exp((0+1i) * om * log(S) + (0+1i) * tau * (r -q) * om -0.5 * tau * v * ((0+1i) * om + om^2)) } <environment: namespace:NMOF> So now we can compare the results of different pricing methods.
> S <-100
## spot > X <-100 ## strike > tau <-1 ## time-to-maturity > r <-0.02 ## interest rate > q <-0.08 ## dividend rate > v <-0.2 ## volatility > ## the closed-form solution > callBSM <-function(S,X,tau,r,q,v) { d1 <-(log(S/X) + (r -q + v^2 / 2)*tau) / (v*sqrt(tau)) d2 <-d1 -v*sqrt(tau) S * exp(-q * tau) * pnorm(d1) -X * exp(-r * tau) * pnorm(d2) } > callBSM (S,X,tau,r,q,v) [1] 5.06 > ## with the characteristic function > callCF(cf = cfBSM, S = S, X = X, tau = tau, r = r, q = q, v = v^2, ## variance, not vol implVol = TRUE) $callPrice [1] 5.06
