In a by now classical theorem G. Borg 
where a ~ 0 is real and q(x) is integrable on [0, 7t] . The spectrum of the problem (4), (5) uniquely determines q(x), almost everywhere.
At first glance it seems paradoxical that the determination of q(x) depends on two spectra in Theorem A and only one spectrum in Theorem B. It is our purpose to
(1) The author gratefully acknowledges the support of the National Science Foundation under grant GP-7435. discuss the relationship between these two theorems, to generalize Theorem B, and to investigate the expansion theorems associated with the operator in Theorem B.
Borg's proof of Theorem A is quite long and a much simpler proof has since been given by N. Levinson [2] . Li's proof of Theorem B is different from either of these and is related to techniques developed in the quantum theory of scattering. Furthermore, in a key step he refers to a result that has appeared only in the Chinese literature. Although Borg's method is quite involved one can provide a rather simple heuristic argument based on it. For the sake of simplicity let ~ = fl = 0, and 7 = ~/2 in (2) and (3) . Then the asymptotic forms of the solutions of (1), (2) are y~ ~ sin nx and those of (1), (3) has the same spectra as (1) corresponding to the boundary conditions (2) and (3) respectively. Then, using (1) 
f~(p
so that p-q =0, almost everywhere.
The eigenvalues of (4), (5) have the asymptotic form
where n=0, _ 1, • Note that the spectrum, in this case, stretches from -oo to § oo whereas the Sturm-Liouville operators are semibounded. The eigenfunctions have the asymptotic form yn=sin (n-(1/~)tan -1 a). Again using (7) we have ; and their relationship will be discussed in the sequel. A simpler proof of Theorem B will be given, using the method of [2] , and also a number of generalizations will be proved. In a second part of this paper the expansion theorems associated with (4), (5) will be discussed fully.
Part I
Let 2 = a + i% and define two solutions of (4) by the initial conditions yl(0)=l, y;(0)=0 l (6) y2(0)=0, y~(0)=l. J It is well known that yl(Te,~) and y2(7~,~) are entire functions of order 1, in terms of 4. As a matter of fact, they are entire functions of order 89 in terms of ~t s. This follows from expansions of the type (55). Detailed proofs may be found in the treatise by Titchmarsh [4] . We denote the eigenvalues corresponding to the boundary conditions y(0) = 0, y(n) = 0 by {$~}, and those corresponding to
by {~}. Then y~(7~,~t)=kinI~__0(1-~n 2)
, Ys (Te, 4) = k s nI~_l 1 --.
(8)
It is also well known that for large n r ~ (n + 89
(lo)
Now we let
The zeros of ~o(~t) represent the eigenvalues of problem (4) 
7e 2n
where n=O, _ 1, _+2, .... Note that the zeros accumulate both at + ~ as well as -oo.
The following asymptotic estimates are well.known [2] , [3] , [4] .
ye=eo L'~+O (13)
Consider a second problem of type (4), (5).
and we suppose that the eigenvalues of (14), (15) coincide with those of (4), (5). We now define a third solution of (4) using the initial conditions ya(a) =-a, y~(~) =2.
Similarly we define u~, us, u a as in (6) 
Similarly we have
When )~=,~n, at some eigenvalue, Y2 and Ya are linearly dependent so that Y2 = C~ Ya and also u S = D~ u a.
We shall show that necessarily C~ =D~. At x =re we have
Recall that Y2(z), us(re), Y~(re), u~(re) are even functions of ),. Then by comparing the odd parts of (19) and (20) we find that
u2(~)=y2(re).
It follows from the above expressions for C~ and Dn that now Cn = Dn. It is in this step that we use the fact that (4), (5) and (14), (15) have the same spectrum.
Now we define the two functions

Ya(x) f[y2(t)/(t)dt+y~(x)f~Ya(t)/(t)dt r = (21)
~o().)
u3(x) y2(t) l(t)dt+u~(x) y~(t)t(t)dt
o~ (~) where /(t) is an arbitrary square integrable function on [0, g].
Let {Rn} denote a sequence of squares with vertices at
( • [n +l-l tan-l a] +-i [n +l-ltan-l a]) 9
These are uniformly bounded away from the zeros of co (2) by virtue of (12) for large n.
We shall show that
n-->~ JRn
A typical term in the integrand of (23) is
Using estimates of the type (13) we see that the above has the asymptotic form eM (~-z) a cos ;t~ + sin ~.:~ Using the latter we see that from which (23) follows. Now use residue integration and the fact that all zeros of e~(~) are simple and also that at ;t,~ Ya=C~Y2, u 3=C~u S.
f: cn [g2(x, 2~n ) -u~(x, 2n )] g2(t, 2t~) J(t) dt
In part II it is shown that the eigenfunctions y2(t, 2n) are independent. Note that we do not require their completeness here. We can, therefore, select ](t) so that and from (24) it follows that
The latter implies that y~ and u 2 satisfy the same differential equation.
cludes our proof of Theorem B.
Theorem B can be generalized in the following direction.
This con- 
The eigenvalues o/ (25) and (26) unituely determine q(x).
Let y satisfy the initial conditions The zeros and asymptotic form of co(2) uniquely determine o) (2) . The even part of o)(2) is S(2) and its odd part is /(;t)T(2), since clearly S(;L) and T(2) are even functions of 4, Then knowing to(;t) we know the zeros of S(2) and T(; 0. But these determine the eigenvalues of (1), (2) and (1) In the proof of Theorem 1 it was shown that Theorem A implies Theorem 1.
To prove the converse we assume Theorem 1 to be true. Suppose $1(2), Tz(2), S~(2), 12-672909 Acta mathematica 119. Imprim6 le 7 f6vrier 1968.
T2,(4 ) correspond to two different boundary value problems of type (1), (2) and (1), (3), where S(4) and T(4) are defined as in the preceding proof. Then we form
().) = S 1 (4) + a4T 1 (4) eo 2 (4) = S 2 (4) + a4T2 (4).
If S1(4)=$2(4 ) and Tl(4)=T2(4), then 601(4) = 602 (4). By Theorem 1 the latter fact shows that both differential equations are the same, thereby establishing Theorem A.
Part II
We now turn our attention to the problem
where q(x) is real and integrable on [0, :t] and ft and a#0 are real parameters. To study the problem (27), (28) we shall relate it to a different problem. We introduce 
where
The effect of all these substitutions is to linearize problem (27), (28)in terms of L 0 can be inverted by means of an integral operator. Then we xl = -2 x2d~
We shall denote the integral operator defined in (38) by ~0 so that (38) can be rewritten as
X= ;~oX.
We now introduce the Hilbert space H consisting of all vectors f: A simple exercise shows that
if X and Y are absolutely continuous and it follows also that (g0x, r) = (x, qoY),
for general X, Y in H. From (38) and (42) it follows that G0 is a compact, selfadjoint operator defined on H. From (38) it is also evident that the nullspace of G0 is empty. In other words, the only solution of OoX = 0 is X = 0.
Using the standard theory of compact, selfadjoint operators we can conclude that Go has real eigenvalues, its eigenfunctions form a complete orthonormal set in H.
Since H is infinite dimensional G0 must have an infinity of eigenvalues. One can also
show that all eigenvalues ' are simple. If we had two eigenfunctions corresponding to 
If, in particular, we select /2= 0" we obtain from (43)
If in the first of these we return to our original variables as defined in (27), (28), we obtain = y., ~.= h(-~.) My. dx.
We shall summarize these results in the following theorems.
T~EOREM 3. The operator Lo, defined by (36), (37), or equivalently ~0, defined by (38), acting on the space H has an infinity o/ simple, real eigenvalues. The eigen/unctions ]orm a complete orthonormal set with respect to the inner product (39).
THEOREM 4. The operator defined by (27), (28) has an infinity o/ simple real eigenvalues. The associated eigen/unetions are complete and /unctions that are square integrable on [0, g] can be expanded in series o/ the type (45). It is assumed that # < l~o, which is defined by (29), (30).
Note that the eigenfunctions associated with (27), (28) are not orthonormal. (51) and for #~0 it reduces to (38). We shall denote the operator defined in (53) by X = 2~ X.
Note that Q~ is a compact operator on H, but in general it will not be selfadjoint. The latter implies that x------0, which is certainly not true. It follows that all eigenvalues are real.
L~M~A 2. The eigenspace associated with any eigenvalue is one dimensional.
To prove this we note first that to every eigenvalue there corresponds precisely one eigenfunction. If there were two we could form a linear combination such that From the above we note that
where tan~=-a and I)~0gl<g/2. Note that n=0, +1, +2 ..... so that the operator is not semibounded as is the case with Sturm-Liouvilte operators. We also observe that the /z dependence enters into the terms vanishing like 1/n.
We now wish to show that the eigenfunctions associated with the operator L,, defined in (51), are complete. It will turn out to be more advantageous to work with L~, rather than L,. Note that formally 
NX=(x20(Q)).
(60)
Theorem 3 tells us that L~+# is a selfadjoint operator and that its eigenfunctions form a complete orthonormal set.
and also unbounded.
We now consider the equation with boundary conditions (58).
The operator N, given by (60) is not selfadjoint
The solution of (61) will formally be denoted by
X=~2F.
From the preceding results we know that the operator ~2 can be expressed as an in- In analogy to Theorem 4, we obtain expansion theorems associated with the eigenfunctions of (46), (47). We restate this result as follows: TH]~ORE~ 6. Theorem 4 applies to the problem (27), (28) without any restrictions placed on the parameter #.
