Objective: Passive retrospective cohorts composed of persons who have tested 2 or more times for a sexually transmitted infection (STI) of interest during clinical visits have been used to estimate STI incidence. We hypothesized that the analytic period of a passive cohort might affect the estimate of STI incidence, with shorter periods yielding higher estimates of incidences of infection.
SEXUALLY TRANSMITTED INFECTIONS (STIs) such as
Chlamydia trachomatis, Neisseria gonorrhoeae, and HIV cause numerous adverse sequelae. Chlamydial and gonococcal infections increase risk for HIV transmission and can lead to infertility and ectopic pregnancy. 1, 2 STIs are common and costly. Chlamydia and gonorrhea are the 2 most commonly reported infections in the United States, with 783,242 chlamydia infections and 361,705 gonococcal infections reported in 2001. 3 Chlamydial infections resulted in an estimated $1.9 billion in direct medical costs in 1998. 4 Direct medical costs for HIV infection in the United States were estimated to be $6.7 billion in 1996. 5 Because of the sequelae and high cost of STIs, accurate estimates of incidence are important to monitor trends, develop and evaluate prevention strategies, make policy recommendations, and allocate resources. However, it its difficult to interpret incidence trends based only on reported cases because STIs such as chlamydial, gonococcal, and early HIV infections are primarily asymptomatic. 1, 2 Therefore, detection of most infections relies on screening of asymptomatic persons. The extent to which reported chlamydia, gonorrhea, and HIV cases represent the true level of infection in the community is dependent on how comprehensive screening is in the population at risk for infection. 6 Developing estimates of incidence from prospective cohort studies would provide the most accurate estimates of the incidence of STIs, but this type of study is very costly to conduct and impractical. As an alternative to prospective cohort studies, several investigators have developed passive retrospective cohorts to estimate incidence. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] Generally, data to analyze incidence in these studies were collected for other purposes, making these studies inexpensive to conduct. These passive cohorts are composed of persons who have been tested 2 or more times for the STI of interest in defined settings. For example, Burstein and colleagues, 8 using clinic-based data from Baltimore, found a high incidence of chlamydial infection in women younger than 25 years of age. Based on their findings, they recommended that sexually active young women be screened for chlamydia twice a year 8 rather than once a year as currently recommended. 21 However, studies of passive retrospective cohorts based on clinic data may provide biased estimates of incidence, because the reasons why a person returns for a clinic visit may not be independent from his or her risk of an STI. Individuals may have symptoms, know they were a sexual contact of a person with an STI, or have had a sexual encounter that puts them at risk for an infection and thus seek STI testing. For example, a prospective cohort study found, not surprisingly, that men's HIV testing behavior was significantly related to their risk for acquiring HIV infection, with persons at greatest risk testing most often. 22 In addition, studies from San Francisco 11 and London 17 found that the highest users of repeat HIV testing were persons with the highest risk behaviors and the highest incidence of HIV. In contrast, in active prospective cohort studies with high follow-up rates and nondifferential loss to follow up, the risk for an STI and the reason for a return visit theoretically are independent, and unbiased estimates of risk and incidence can be obtained.
Given the potential selection bias that could occur in passive retrospective cohort studies of STIs described here, we hypothesized that the study period of a passive cohort might affect the estimate of STI incidence, with shorter study periods yielding higher estimates of incidences of infection. We analyzed data collected from women tested for chlamydia in San Francisco to test this hypothesis.
Methods

Study Population
As a component of routine surveillance, the San Francisco Department of Public Health, STD Prevention and Control Services conducts prevalence monitoring for chlamydia using data collected on all males and females tested for chlamydia at 6 sites in San Francisco: 2 family planning clinics, the municipal sexually transmitted disease (STD) clinic, 1 teen clinic, and the youth and adult detention facilities. For this study, we examined data collected during chlamydia testing at these sites of women, 12 to 24 years of age, between January 1997 and December 2000. Subjects were those women with more than 1 visit, more than 30 days apart, at any 1 of the 6 sites. The return visit was not necessarily to the same site as the initial visit, but had to be to 1 of the 6 sites to be captured in our data system. Demographic and clinical data were collected on a standardized form. Urine specimens were tested for chlamydia using a nucleic acid amplification test (NAAT) (LCx; Abbott Laboratories) or ProbeTec (BD Laboratories).
Data Analyses
Crude Incidence Measures. We defined an incident infection of chlamydia as the first positive chlamydia NAAT test at least 30 days after a previous negative or positive NAAT that presumably had been treated during the study period, as described by Burstein and colleagues. 7, 8 Because we could not verify treatment of all women with positive chlamydia NAAT tests, we also examined incident infections only among women with a previous negative test. We calculated incidence as the rate of incident infections per person-month of follow up. We calculated 95% confidence intervals for the incidence rate under the assumption of an exponential distribution for time to disease using a maximum likelihood estimate of variance. 23 
Median Time to Infection Calculations.
In a method similar to Burstein et al., 7, 8 we estimated the time to incident infection by calculating the median, 25%, and 75% quartile time intervals in months as the sum of the time between their baseline visit and the midpoint between their last negative test and their first positive test during the 10 study periods described here. (Burstein et al. estimated the time to incident infection by summing the time between tests rather than taking the midpoint.)
Poisson Regression Analyses. Because increasing age is strongly associated with a decreasing risk of chlamydial infection, 3, 24 and race/ethnicity also is a strong predictor of chlamydial infection, 3, 24 we examined the effect of these covariates on incidence through Poisson regression modeling using Statistical Analysis Software (SAS) version 8 (SAS Institute, Cary, NC). We modeled the role of age group (12-16 years, 17-20 years, and 21-24 years) and race/ethnicity on incidence by study periods of 1 year: 1997, 1998, 1999, and 2000. In addition, we modeled the role of these covariates on estimating incidence by varying analytic periods beginning in 1997: 1 year, 2 years, 3 years, and 4 years.
Results
Population Characteristics
Between January 1997 and December 2000, 2165 women 12 to 24 years of age had more than 1 visit with chlamydia testing at 1 of the 6 participating screening venues. Among these women, there were 6641 visits greater than 30 days apart (mean, 3.1 visits/women; range, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The overall prevalence of chlamydia among all visits was 9.6%, but varied significantly by site (P Ͻ0.001). Most first visits were made at the detention facilities (41.3%) and the municipal STD clinic (33.0%), which were among the highest prevalence sites. The mean and median age of our study population was 19 years. As expected, the prevalence of chlamydial infection at first visit decreased significantly with increasing age (P Ͻ0.001) ( Table 1 ). The race/ethnicity of those tested was diverse, and the prevalence of infection at first visit varied significantly by race/ethnicity (P Ͻ0.001) ( Table 1) . Among the 6651 visits with chlamydia testing, 95.3% of tests were performed using LCx and the remaining tests were performed using ProbeTec.
Crude Incidence Measures
We calculated the incidence of chlamydial infection in women with either a previous negative or positive test beginning in calendar year 1997 with analytic periods lasting 1 year, 2 years, 3 years, and 4 years. The calculated incidence of chlamydial infection was 16.8 (95% confidence interval [CI], 10.9 -24.0) per 1000 person-months of follow up using observations obtained during one calendar year ( Table 2 ). The calculated incidence dropped markedly as the analytic period lengthened, with the incidence estimated to be 9.7 (95% CI, 8.6 -10.9) infections per 1000 personmonths using an analytic period of 4 years ( Table 2 ). To determine if this decreasing incidence was an artifact of decreasing community prevalence, we estimated the incidence by varying analytic periods beginning in 1998, 1999, and 2000 (Table 2 ). Figure 1 demonstrates that the estimates of incidence were similar when using the same length of analytic period, regardless of the calendar year with which we began the analysis, and that there was a similar decline in estimated incidence using a longer analytic period.
The incidence trends described in Table 2 and Figure 1 were seen when we calculated the incidence of chlamydial infection among only those women with a previous negative test. However, the measures of incidence were lower (data not shown).
Median Time to Infection
Next, we examined if there would be a lengthening of median time to incident chlamydial infection as the analytic period lengthened. Beginning in 1997, with a 1-year analytic period, the median time to incident infection was 2.7 months (25th quartile 1.7 months, 75th quartile 3.7 months) ( Table 3) . With an analytic period of 4 years, the median time to incident infection increased to 6.6 months (25th quartile 2.8 months, 75th quartile 11.1 months) ( Table 3 ). The median time to infection was similar when the analytic period was the same length, regardless of which calendar Vol. 31 • No. 10 597 BIASED ESTIMATES OF STIs year the study period began, and there was a consistent pattern of lengthening of median time to incident infection, the longer the analytic period (Table 3) .
Poisson Regression Analyses
To control for the possible confounding effects of age and race/ethnicity, we modeled their effect on the incidence of chlamydial infection for an analytic period of 1 year for 4 calendar years using Poisson regression. The rate ratios comparing 1997, 1998, or 1999 with 2000 were not significantly different from 1.0 (all P values Ͼ0.52), consistent with data in the rows of Table 2 . Race/ethnicity also was not significantly associated with the incidence of chlamydial infection after controlling for age (all P values Ͼ0.29). The final model included age groups only, and the incidence of infection was 1.9 times greater (P ϭ 0.009) among females 12 to 16 years compared with females 21 to 24 years, and 1.2 times greater (P ϭ 0.47) among females 17 to 20 years compared with females 21 to 24 years. Using Poisson regression, we then modeled the effect of age and race/ethnicity on incidence of chlamydial infection by 4 increasing analytic periods, with all analytic periods beginning in calendar year 1997. Race/ethnicity was not significantly associated with incidence in this model either. However, length of study period and age group remained associated with incidence of chlamydial infection. Compared with a study period of 4 years, the incidence rate ratio (RR) for a 1-year study period was 39.0 (95% CI, 12.5-121.7), for 2 years RR ϭ 7.1 (95% CI, 2.2-22.7), and for 3 years RR ϭ 2.3 (95% CI, 0.67-7.8). In addition, compared with females 21 to 24 years, females 12 to 16 years had an incidence rate ratio of 3.5 (95% CI, 2.5-4.7) and females 17 to 20 years had a RR ϭ 1.9 (95% CI, 1.4 -2.6).
Discussion
Using passive retrospective cohort data, we observed that the incidence of chlamydial infection among women younger than 25 years decreased with increasing duration of the study period, even after adjusting for age. The declining incidence with increasing analytic period could not be attributed to declines in the incidence of infection in the population studied over time, because the incidence was stable over varying calendar years when the duration of study was held constant. Given no apparent change in population incidence, the estimates of incidence should be similar regardless of analytic period if the processes for collecting data are unbiased. Thus, our findings show that analyses based on passive cohort data may provide biased estimates of incidence of STIs. A plausible explanation for these findings is that persons at greater risk for an STI return in a shorter period of time than persons at lower risk, resulting in a selection bias of those included in passive retrospective cohort data. Several recent studies examining HIV testing behaviors have found that overall, the more often persons tested for HIV, the greater was their risk behavior and the higher was their incidence of HIV infection. 11, 17, 19 Thus, seeking STI testing and care is not independent of risk of STI infection.
Burstein and colleagues 8 created a passive retrospective cohort of young women from data collected over a 33-month period. Based on median time to infection in this passive cohort, they recommended that young women be screened for chlamydial infection every 6 months. 8 If Burstein et al. had used data collected over a shorter or longer period, it is likely that their findings would have been different. For example, in our analyses, the median time to an incident chlamydial infection was highly dependent on the analytic period; ranging from 3 months with an analytic period of 1 year to 7 months with an analytic period of 4 years. The lengthening median time to infection with longer follow up is directly related to the declining observed prevalence in this biased data. Furthermore, our disparate findings illustrate that it may be inappropriate to use passive retrospective cohort data to develop policy recommendations about frequency of screening. Prospective cohort studies would provide the most valid data for developing such recommendations.
Several investigators have used passive retrospective cohort data to examine HIV incidence trends over time. 12, 18, 19 We found that when we used the same study duration over different calendar periods, we had a similar incidence of chlamydial infection, which is consistent with other data from San Francisco. 25 Although passive cohort data may not provide a valid estimate of incidence in the population of interest, this type of data may elucidate valid trends in incidence if there are no changes in why persons seek testing. However, consistent testing behaviors over time among persons in the passive cohort would be critical to use this type of data for trend analyses. An example of when testing behaviors might change over time include recent HIV prevention campaigns in San Francisco to promote HIV testing every 6 months for all sexually active gay and bisexual men, regardless of their actual risk of infection (Terry Dowling, HIV Prevention Section, San Francisco Department of Public Health, personal communication, 2003). If these HIV testing campaigns were successful in increasing the frequency of testing in lower-risk gay and bisexual men, from passive cohort data it would appear that the incidence of HIV had fallen, even if there was no change in the true overall incidence among gay and bisexual men.
Although studies based on passive retrospective cohort data are easy and inexpensive to conduct, their epidemiologic value may be limited given the substantial concerns raised here regarding the validity of their findings. The amount of bias in incidence estimates depends on the degree of association between the exposures and the likelihood of returning to the clinic. It is likely that the degree of bias varies by testing venue, ie, there may be a greater association between exposure and returning to the clinic for persons tested at an STD clinic than at a family planning clinic. The rate of decay in high-risk behaviors over time also is likely to vary depending on where persons are tested, eg, youth detention setting versus school-based clinics. Therefore, there needs to be careful 
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consideration of the population being screened in interpreting results. Further research could help quantify the strength of this association for patients with STIs and therefore help estimate the bias that might be present in the estimates by population and clinic type. Because our hypothesis is not likely particular to STDs, further research on this phenomenon should be in the mathematics of the rates estimates and how they may be affected by the bias we have identified. This should eliminate concerns that might be particular to STIs or the population we used in this study.
