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用できる帯域は数百 k～数 Mbps であった．そこで，ビデオ符号化技術により 1/100 程
度に圧縮を実現することで狭い帯域でも滑らかな動きやノイズの少ないビデオ符号化
技術の開発が行われてきた． 




Moving Picture Experts Group(以下，MPEG)においては，コンパクトディスク等の蓄積媒
体に 1.5Mbps の符号化レートで蓄積することを目的として標準化された MPEG-1[4]，
放送，通信などの領域に適用されることを目的として標準化された MPEG-2[5]がある．
さらに 1996 年に標準化された H.263[6]は，従来の MPEG-1，MPEG-2 の領域とは異な
り，インターネットを使った映像配信サービスを想定した低ビットレートに向けて標
準化された．1998 年に標準化された MPEG-4[2]は，低ビットレートを維持しつつ，
H.263 に 1/4 画素動き補償や B フレーム採用により高画質化を目指すと共に誤り耐性技
術が導入されているので移動通信のような無線区間でエラーが発生するネットワーク
に適したビデオ符号化として標準化された．2003 年には，ITU-T の Video Coding Ex-
perts Group(以下，VCEG)と MPEG の 2 つの団体が共同で H.264/AVC[3]の標準化を行っ
た．MPEG-4 に複数参照フレーム予測や可変ブロック機能，イントラフレーム内予測




図 1-1 ビデオ符号化技術の歴史と相関 
 








1.1.2 MPEG-4 の主な機能  

















が行われた．最後に H.263 との相違点は，フレーム間予測における B フレームの採用，












スケーラビリティ機能」，「SNR スケーラビリティ機能」の 3 つが規定されている． 
 






MPEG-1，MPEG-2 や H.261 では 16×16 画素，H.263，MPEG-4 では 8×8 画素のマクロブ
ロック(Macro Block 以下，MB)を単位として，原画像ないしフレーム間予測の予測誤差
画像の DCT 係数を求め，その係数を量子化している．このとき，コサイン関数を用い







の I, P フレーム，B フレームについては直前および直後の I, P フレームに固定されてい
る．H.264/AVC では，複数の参照フレームを持つことによって，例えばシーンチェン
ジや移動物体を考慮してより前のフレームを参照フレームとして指定することが可能
となっている．また，B フレームについては未来方向のフレームを使わずに過去の 2 フ
レームを参照フレームとして指定したり，別の B フレームを参照フレームとして指定
することが可能となっている．動き補償の単位は 16×16 画素のマクロブロックが基本
であり，H.263 および MPEG-4 においては 8×8 画素ブロック単位の動き補償も利用でき
た．H.264/AVC ではさらに単位ブロックサイズを追加し，16×16，16×8，8×16，8×8 の
4 種類から選択可能となっている．さらに，8×8 画素ブロックについては，8×8，8×4，




















図 1-2 異種無線アクセス網 
 






































































図 1-3 Multiple Description Video Coding の構成 
 
MDVC は，1980 年代に考案された方式[7]で，その基本構成を図 1-3 に示す．情報源
から入力した信号は，Encoder1 (E1)および Encoder2(E2)でそれぞれ符号化し，異なるチ
ャネルを使って伝送するものである．例えば，チャネル 1 として無線 LAN，チャネル






























































































































































そこで，本章では，MDVC を拡張する提案を行う．MDVC は，1 つのチャネルがパ
ケットロスでデータが欠落しても，もう片方のデコーダで再生できるメリットがある．
本章では，時間スケーラビリティ機能と SNR スケーラビリティ機能について，MDVC








2.2 時間スケーラビリティ機能を用いた方式(Temporal MD)の評価 
2.2.1 序言 







































図 2-1 Multiple Description Video Coding の構成 
 
MDVC の基本構成を図 2-1 に示す．情報源から入力した信号は，Encoder1(E1)および
Encoder2 (E2)でそれぞれ符号化し，異なるチャネルを使って伝送するものである．例え
ば，チャネル 1 として無線 LAN，チャネル 2 として 3G セルラーを使う．受信側では
Side1 Decoder (D1)および Side2 Decoder (D2)それぞれで復号し，相互補完することで途

































図 2-2 MPEG-4 Scalable Coding の構成 
 
図 2-2 は，情報源から入力した信号は，Temporal Demux で 2 つに分岐され，基本レ







れの Channel で転送し，基本レイヤは，Base Decoder，拡張レイヤは Enhancement  De-
coder でデコードされ，拡張レイヤが正常に受信できれば，Temporal mux で高品質な復
号化が行われる．しかし，MPEG-4 の時間スケーラビリティ機能は，拡張レイヤの参照
画像だけでなく，基本レイヤの参照画像も帯域制限やパケットロスで復号できないと
拡張レイヤの復号ができない問題がある．一方，MDVC は，図 2-1 で説明したように，





ラビリティ機能を拡張する手法(以下，Temporal MD)を提案する．この Temporal MD の




図 2-1 の E1 と E2 にそれぞれに時間のずれた映像ソースを入力する．例えば E1に奇数
フレーム，E2 に偶数フレームを入力する．受信側では，図 2-1 に示したように，両信号
は D1 および D2 で復号され，それぞれで表示することが可能で，さらに D1と D2におい
て正常に映像データが受信できれば，D0 においてフレームレートの向上が可能となる．
この時，パケットロスが発生するネットワーク環境において，図 2-2 のような Temporal 
MD を配信した場合，パケットロスしたデコーダの映像は，パケットロスによりエラー
が伝播するので復号できたデコーダの映像のみを表示することが一般的である． 
そこで，E1 と E2 の画像が時系列的に似通っていることに着目すると，パケットロス
が発生したデコーダの画像を復号する際，正常に復号できたデコーダの画像を参照す
ることでパケットロスしたデコーダの画像を正常に復号させ，エラーの伝播を防止す
ることが可能となる．図 2-3 にその概念を示す．上段は E1 でエンコードした後の受信
側のイメージ．下段は，E2 でエンコードした後の受信側のイメージ．I はフレーム内符
号化画像，P はフレーム間符号化画像を示す．数字はフレーム番号を表す．例えば，フ
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図 2-4 に参照画像変更処理について示す． 
フレーム番号 P3 と P5 は E1 でエンコードした後の受信側のイメージで，P5 は P3 を参
照して画像を生成している．P2，P4，P6 は，E2 でエンコードした後の受信側のイメー









図 2-4 参照画像変更処理 
 
本提案は，例えば，フレーム数が 6 の場合，P6 フレームの参照画像として P4 フレー
ムより P6 フレームに時間的に近い P5 フレームを参照することで，P6 フレームの映像
を復号しエラーの伝播を防止する方法である．また，参照フレーム変更に伴って，動
きベクトル(Motion Vector 以下，MV)および予測残差信号(Sum of Absolute Difference 以
下，SAD)を変換する．変換は，符号化対象フレームと，変換前後の参照フレームとの
フレーム間隔比によるスケーリングとする．例えば，図 2-4 のように変更前のフレーム
間隔が 2，変更後のフレーム間隔が 1 の場合，フレーム間隔比は 1/2 となり，MV およ
び SAD ともに 1/2 倍する．また，フレーム間隔が 4，変更後のフレーム間隔が 1 の場













例えば，E2 で復号された画素を Ii，その Iiよりも 1 フレーム前の画素を Ii-1，Iiよりも 1
フレーム後の画素を Ii+1，とすると D0 で表示する画素を Ii’とした算出方法を式(2-1)に
示す． 
 
































 提案手法をシミュレーションにより評価を行った．評価の諸元を以下の表 2-1 に示す． 
映像ソースは，図 2-6 に映像ソースのスナップショットを示す． MPEG-4 の標準化で




る．これは画面内で動きの違う 2 つの評価ができるためである．Foreman について，前
半は，動きが少ないバストショットであるが，後半は，カメラがパンするほど大きな
動きがあるため，1 つの映像ソースの中で 2 つの評価ができる． 
 
表 2-1 評価の諸元 
映像ソース 
種類 MPEG-4 評価用の Overtime，News，Foreman 
フレーム長 300 フレーム 
画像サイズ CIF(352×288) 
フレームレート 30 フレーム/秒 
 
プログラム 
MPEG-4 符号化器 標準化活動用 
Microsoft，MPEG-4 Ver1.0 FDIS 準拠 
RTP 通信部 /  




OS Windows 2000 Professional 
CPU Server : Pentium Ⅲ 850MHz Client : Pentium Ⅲ 800MHz 
ﾒﾓﾘ 640 MB 
 
 
           
 Overtime    News    Foreman 
図 2-6 映像ソースのスナップショット 
 
D1 と D2 そして D0 の各フレームにおける PSNR の評価を行った．実験は，300 フレー
ムの各ビデオストリームにおいてデータ構造は IPPPP・・・とし，Rate Control は OFF，





 評価に使った実験ネットワークの構成を図 2-7 に示す． 
予めサーバに下記の①②③のデータを蓄積し，RTP パケット通信で，パケットエラー
発生装置経由でクライアントに送信する．なお，パケットエラー発生装置では，パケ
ットロスを 1%，3%，5%で実施した．つまり，3 種類のビデオストリームに対して 3
つのパターンのパケットロスの実験を行い，それぞれにおいて各ビデオストリーム全
体の平均として PSNR を測定した．PSNR は，原画像と復号した画像との差分を平均二
乗誤差で測定した．なお，パケットロス率は，1%がインターネット利用時，3％が無線
LAN 利用時，5％は 3G 利用時のパケットロスを想定している． 
Server Client     Packet Error Generator 
(RADOCOM Internet Simulator)
図 2-7 評価に使った実験ネットワークの構成 
 
① 通常の MPEG-4 ビデオストリーム  




提案手法である Temporal MD，及び比較手法である MPEG4 Simple Profile および 
MPEG4 Simple Scalable Profile について R-D(Rate-Distortion)曲線を用いて比較した結果










図 2-9 Overtime の R-D 曲線(Packet Loss 1%) 
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図 2-10 Overtime の R-D 曲線(Packet Loss 3%) 
 
 




図 2-12 News の R-D 曲線(Packet Loss 0%) 
 
 




図 2-14 News の R-D 曲線(Packet Loss 3%) 
 
 




図 2-16 Foreman の R-D 曲線(Packet Loss 0%) 
 




図 2-18 Foreman の R-D 曲線(Packet Loss 3%) 
 





図 2-8 から図 2-11 は，映像ソースに Overtime を使った場合の評価結果を示しており，
順にパケットロスが 0%，1%，3%，5%の場合を示している． 
図 2-8 より提案方法は，他の方式に比べて約 2dB 程度劣っている．これは，MDVC が
冗長構成となっているので，他の方式に比べて劣っていると思われる．しかし，図 2-9
のようにパケットロスが 1%発生する環境では，ビットレートが 160kbps を超えた辺り





なお，図 2-10 と図 2-11 を見るとパケットロスが 3％や 5％くらいに発生すると，




図 2-12 から図 2-15 は，映像ソースに News を使った場合の評価結果を示しており，
順にパケットロスが 0%，1%，3%，5%の場合を示している． 
図 2-12 のように提案方法は，他の方式に比べて約 2dB 程度劣っている．これは，
Overtime と同じで MDVC が冗長構成となっているので，他の方式に比べて劣っている
と思われる．しかし，図 2-13 を見るとパケットロスが 1%発生する環境では，ビットレ




なお，図 2-14 と図 2-15 を見るとパケットロスが 3％や 5％くらいに発生すると，
Temporal MD も含めて他の方式もビットレートが 128kbps に届く前に MPEG-4 の誤り
耐性機能で補えなくため，劣化するが，Temporal MD の方が，画像に対するエラーの
伝搬を抑えることができているため，他の方式よりも 4-7dB の品質向上が確認できた． 
図 2-16 から図 2-19 は，映像ソースに Foreman を使った場合の評価結果を示しており，
順にパケットロスが 0%，1%，3%，5%の場合を示している． 
図 2-16 のように提案方法は，他の方式に比べて約 2dB 程度劣っている．これは，
Overtime や News と同じで MDVC が冗長構成となっているので，他の方式に比べて劣
っていると思われる．しかし，図 2-17 を見るとパケットロスが 1%発生する環境では，
ビットレートが 256kbps を超えた辺りから Temporal MD の方の精度があがっており
384kbps 程度では，2-3dB 程度の品質の向上が確認できた． 






た，低ビットレート（概ね 200kbps 未満）であれば，パケットロスが 1％程度でも，
MPEG-4 の誤り耐性機能で修復できることがわかった．しかし，高ビットレート（概ね
200kbps 以上）でパケットロスが発生すると，すべての映像ソースにおいて，Temporal 

















ーラビリティ機能を拡張する手法を提案し，MPEG-4 Simple Profile および MPEG-4 
Simple Scalable Profile と比較した．MDVC は冗長構成であるため転送レートが高くなり，
MPEG-4 Simple Scalable Profile だけでなく，MPEG-4 Simple Profile と比べても 2dB 程度
劣化しており非効率であることがわかった． 
しかし，パケットロスが発生する環境においては，低ビットレートであれば，パケッ
トロスが 1％程度であっても MPEG-4 の誤り耐性機能で修復できるが，高ビットレート






を実現し，ネットワーク上での帯域変動に対して高い適応力を持った MPEG4 FGS(Fine 
Granularity Scalability)の Temporal Scalability に対しても比較検討していく予定である． 
 
 
2.3 SNR スケーラビリティ機能を用いた方式(Quantizer MD)の評価 
2.3.1 序言 








































図 2-20 Multiple Description Video Coding の構成 
 
MDVC の基本構成を図 2-20 に示す．情報源から入力した信号は，Encoder1(E1)およ
び Encoder2(E2)でそれぞれ符号化し，異なるチャネルを使って伝送するものである．例
えば，チャネル 1 として無線 LAN，チャネル 2 として 3G セルラーを使う．受信側で
は Side1 Decoder (D1)および Side2 Decoder (D2)それぞれで復号し，相互補完することで
途切れの無い通信が行われ，さらに 2 つのチャネルが受信できれば，Central Decoder 
(D0)で高品質なデータ通信が行われる． 
 本節は，MPEG-4 を代表とする従来の符号化アルゴリズムを変更することなく，異な
る量子化操作を合成して PSNR を向上させる MDVC 方式を Quantizer MD と定義し評価
する．本手法は，無線 LAN やセルラーを併用するような複合的無線サービスでの動画
伝送に利用することができる．一般に，2 つの異なる量子化パラメータで量子化された
同一ブロックの DCT 係数は，逆量子化すると異なる DCT 係数となる．提案方式は，




















図 2-21 に Quantizer MD の基本概念を示す．縦軸に DCT 係数の値(Level)，横軸は，量
子化パラメータとする．E1 と E2 それぞれに同じ映像信号を入力するが，E1と E2では異
なる量子化パラメータ(Qp)で DCT 係数値を量子化する．この時 E1 の量子化パラメータ
(Qp1)に対応した量子化ステップ(Qstep1)や E2 の量子化パラメータ(Qp2)に対応した量子
化ステップ(Qstep2)によって丸められてビデオストリームを生成する．つまり，真値は，















































真値を D1 と D2 から近似する方法を図 2-22 に示す．縦軸は DCT 係数値で，横軸は量
子化パラメータである．それぞれの Side Decoder で Qp1 および Qp2 で量子化した後の
DCT 係数値を qcoef1 および qcoef2 とし，逆量子化によって真値が取り得る範囲を求め
る．qcoef1 について量子化前の最小値を dct_coef_min1 最大値を dct_coef_max1 とし，こ
の範囲を range1 とする．また qcoef2 について量子化前の最小値を dct_coef_min2 最大値
を dct_coef_max2 とし，この範囲を range2 とする．真値は，量子化後の qcoef1 や
qcoef2 には誤差が生じ，これが量子化誤差となって映像品質の低下となる．そこで，真
値が取り得る範囲 range1 と range2 が重複するところに必ず真値があるため，新しい真
値 dct_coef とを式(2-2)の通りに定義する． 
 
min_dct > 0 の場合 
dct_coef  =  min_dct + (max_dct - min_dct) / 4 
max_dct < 0 の場合 
dct_coef  =  max_dct + (min_dct - max_dct) / 4 
 (2-2) 
ただし， 
min_dct = maximum( dct_coef_min1, dct_coef_min2 ) 


















































図 2-23 は，D1 が D2 に包含された場合について，真値の近似方法を示す． 
縦軸は DCT 係数の値(Level)，横軸は量子化パラメータである．それぞれの Side De-
coder で Qp1 および Qp2 で量子化した後の DCT 係数値を，qcoef1 および qcoef2 とし，








































図 2-23 真値の近似方法(range1 が range2 に包含された場合) 
 
真値が取り得る範囲は，range1 を range2 が包含しているため必ず真値は，range1 にあ
る．そこで真値である dct_coef は下記の式(2-3)と定義する． 
 
dct_coef  =  dct_coef1                        (2-3) 
 
ここで，dct_coef1 は qcoef1 を逆量子化した値である． 
 
(3) 参照画像の変更に起因する画質劣化の低減(ドリフト補償) 
Side1 Encoder である E1 や Side2 Encoder である E2 では，それぞれ独立に動き補償
(Motion Compensation 以下，MC)予測を行っている．このため Central Decoder である D0
で，2.2.1 で提案した量子化パラメータの操作を行うと，参照画像が異なることがあり，
予測誤差がずれることによるドリフト誤差が発生する．そこで，Side1 Decoder である
D1 と Side2 Decoder である D2 の参照画像を一致させ，D0 において再復号化する方法を
提案する．具体的な内容は，次の通りである． 
原画像と参照画像の差分を算出し，離散コサイン変換後，量子化する式を定義する．





すると，D1 および D2 に入力されるビデオストリームの DCT 係数を qcoef1 および
qcoef2 を式(2-4)式(2-5)で与えた． 
 
qcoef1 = Qp1[DCT (original – ref1)]                         (2-4) 
qcoef2 = Qp2[DCT (original – ref2)]                          (2-5) 
 
ここで，式(2-5)の ref2 を ref1 として，参照画像データを一致させるために，式(2-5)の
両辺に Qp2[DCT(ref2 – ref1)]を加算すると式(2-6)を得る． 
 
Qp2[DCT(original – ref1)] ≒ 
qcoef2 + Qp2[DCT(ref2 – ref1)]                      (2-6) 
 
つまり，D1 および D2 とも予測誤差が(original – ref1)で一致するため，式(2-4)と式(2-6)





提案手法をシミュレーションにより評価を行った．評価の諸元を以下の表 2-2 に示す． 
映像ソースとしては，図 2-24 に示すように MPEG-4 の標準化で使用されている 2 つの
パターンを使って評価した．Foreman について，前半は，動きが少ないバストショット
であるが，後半は，カメラがパンするほど大きな動きがあるため，1 つの映像ソースの
中で 2 つの評価ができる． 
Mobile&Calendar は，最初からズームアウトしながら全体的に動きが激しく，評価画像
としては，符号量が多く発生するため，映像の品質評価ができるためである．  
実験は，300 フレームのビデオストリームにおいて最初のフレーム(0frame)は Intra 
Frame とし，その後はすべて Inter Frame とする．Qp の設定は，画質の異なる３パター
ンの符号化映像を準備する．パターン(a)は Qp1 = 4，Qp2 = 5，パターン (b)は Qp1 = 10，
Qp2 = 11，パターン(c)は Qp1 = 24，Qp2 = 25 を，それぞれ設定する． なお，PSNR は，
原画像と復号した画像との差分を平均二乗誤差で測定した． 
 
表 2-2 評価ビデオストリームも諸元 
 
映像ソース Foreman, Mobile&Calendar 
画像サイズ QCIF(176×144) 
フレームレート 10 フレーム/秒 
フレーム数 300 フレーム 
      
  (a)Foreman    (b)Mobile&Calendar 






において，Side1 Decoder および Side2 Decoder は，携帯電話で一般的なビデオ符号化方
式である MPEG-4 Visual Simple Profile[2]を使用する．Central Decoder の復号化は独自に
作成した．図 2-25 にシミュレーションで使用する復号化のブロック図を示す．Side1 




では，Side1 Decoder と Side2 Decoder から DCT 係数(qcoef1/qcoef2)および参照画像
















図 2-26 の復号化フローチャートより， 
Step1：Side1 Decoder では，ビデオストリーム 1(小さい量子化パラメータで量子化した
ビデオストリーム)から DCT 係数 qcoef1 を Central Decoder に出力すると共に，復号画
像 ref1 を生成する．同じく Side2 Decoder では，ビデオストリーム 2(大きい量子化パラ
メータで量子化したビデオストリーム)から DCT 係数 qcoef2 を Central Decoder に出力
すると共に，復号画像データ ref2 を生成する． 
Step2：Central Decoder では，ref1 および ref2 から，DCT(ref2 – ref1)を算出し，量子化操
作およびドリフト補償処理部に入力する．同処理部で，真値の絞り込みは，各 Side De-




た，図 2-23 のように range1 が range2 に包含されている場合は，式(2-3)を算出し，真
値を推定し，逆量子化を行う．もし，range1 および range2 の重なりがなかった場合は，
量子化パラメータの操作は行わず，qcoef1 を使って，逆量子化を実施する． 
Step3：量子化パラメータの操作およびドリフト補償処理部から出力された量子化後の
DCT 係数に対して，逆 DCT を行い，ref1 に加算して，復号画像を生成する． 
 
(3) 実験結果 
図 2-27 および図 2-28 は，Side1 Decoder(D1)，Side2 Decoder(D2)および，量子化パラメ
ータの操作を適用した Central Decoder(D0)の PSNR の測定結果である．なお，ドリフト
補償を行わなかった時の PSNR の結果は，Central Decoder(w/o drift compensation)で示す．
横軸は，ビデオストリームのフレーム数，縦軸は，PSNR を示す．ビデオストリームの
各フレームに対して PSNR を測定した結果である． 
図 2-27 は，評価ビデオストリーム Foreman，図 2-28 は，評価ビデオストリーム
Mobile&Calendar を用いて，下記の 3 つのパターンで実験を行った． 
(a)D1 に Qp=4,，D2 に Qp=5 を設定し，D0，D1，D2，ドリフト補償無しの PSNR 測定 
(b)D1 に Qp=10,，D2 に Qp=11 を設定し，D0，D1，D2，ドリフト補償無しの PSNR 測定 

























































































































































(c) D1 (Qp=24)，D2 (Qp=25)と D0 の PSNR 
 

















































































































































(c) D1 (Qp=24)，D2 (Qp=25)と D0 の PSNR 
 






図 2-27(a)では，D1(Qp=4)と D2(Qp=5)を比較すると約 1.7dB の差で D1の品質が良い．
これは，MPEG-4 の規格によって Qp から導き出される Qstep が決められており，それ
に基づいて量子化を行っているためである．なお，通常，0.2dB の差があれば主観的に
違いがわかる評価値[54]である．次に，D0 とドリフト補償なしとの比較では，約 0.2-
0.3dB の差で品質が良い結果となり，D0 と D1 との比較では，約 0.5-0.6dB の差で品質の
良い結果となった．この結果，ドリフト補償は有効であり，提案手法の Quantizer MD 




図 2-27(b)では，D1(Qp=10)と D2(Qp=11)を比較すると約 0.4dB の差で D1の品質が良い．
これは，図 2-27(a)と同様の理由である．次に，D0 とドリフト補償なしとの比較では，
約 0.3-0.4dB の差で品質が良い結果となり，D0 と D1 との比較では，約 0.4-0.5dB の差で
品質の良い結果となった．この結果，ドリフト補償は有効であり，提案手法の
Quantizer MD が有効であることがわかった． 
ただし，図 2-27(a)と比べて，Quantizer MD の優位差が少なくなっていることがわかる．
これは，Qp 値が大きくなると量子化が粗くなるため，range の重なり合いが少なくな
り，Quantizer MD の有効性が低くなっていると思われる． 
図 2-27(c)では，D1(Qp=24)と D2(Qp=25)を比較すると約 0.2dB の差で D1の品質が良い．
これは，図 2-27(a)と同様の理由である．次に，D0 とドリフト補償なしとの比較では，
約 0.2-0.3dB の差で品質が良い結果となり，D0 と D1 との比較では，約 0.3-0.4dB の差で
品質の良い結果となった．この結果，ドリフト補償は有効であり，提案手法の
Quantizer MD が有効であることがわかった． 
ただし，図 2-27(b)と同じように，Quantizer MD の優位差が少なくなっていることがわ
かる．これも，Qp 値が大きくなると量子化が粗くなるため，range の重なり合いが少
なくなり，Quantizer MD の有効性が低くなっていると思われる． 
図 2-28(a)では，D1(Qp=4)と D2(Qp=5)を比較すると約 1.7dB の差で D1の品質が良い．
これは，図 2-27(a)と同様の理由である．次に，D0 とドリフト補償なしとの比較では，
約 0.4-0.5dB の差で品質が良い結果となり，D0 と D1 との比較では，約 0.8-1.0dB の差で
品質の良い結果となった．この結果，ドリフト補償は有効であり，提案手法の
Quantizer MD が有効であることがわかった．この映像ソース Mobile&Calendar が
Foreman より良い結果となったのは，符号量の多い映像であるため，range の重なり合
いが多く発生し，Quantizer MD の有効性が高くなっていると思われる． 
図 2-28(b)では，D1(Qp=10)と D2(Qp=11)を比較すると約 0.4dB の差で D1の品質が良い．
これは，図 2-27(a)と同様の理由である．次に，D0 とドリフト補償なしとの比較では，
約 0.4-0.7dB の差で品質が良い結果となり，D0 と D1 との比較では，約 0.7-0.9dB の差で
品質の良い結果となった．この結果，ドリフト補償は有効であり，提案手法の
Quantizer MD が有効であることがわかった．これも図 2-28(a)と同様に符号量の多い映
像であるため，range の重なり合いが多く発生し，Quantizer MD の有効性が高くなって
いると思われる． 
図 2-28(c)では，D1(Qp=24)と D2(Qp=25)を比較すると約 0.2dB の差で D1の品質が良い．
これは，図 2-27(a)と同様の理由である．次に，D0 とドリフト補償なしとの比較では，





ただし，図 2-28(b)と同じように，Quantizer MD の優位差が少なくなっていることがわ
かる．これも，Qp 値が大きくなると量子化が粗くなるため，range の重なり合いが少





でき，提案手法の Quantizer MD が有効であることがわかった．また，符号量が多くな
れば，range の重なり合いが多く発生し，Quantizer MD の有効性が高くなっていると思
われる．  
ただし，Qp 値が大きくなると量子化が粗くなるため，range の重なり合いが少なくな
り，Quantizer MD の有効性が低くなっていると思われる． 
考察より，Qp 値が大きくなるに従って量子化が粗くなるため，range の重なり合いが
少なくなると思われるので検証を加えた． 
図 2-29 に映像ソース foreman，図 2.30 に Mobile&Calendar について，それぞれの
range1 と range2 の包含関係（重なり合い，包含，重ならない）を比率で示す．横軸は，
Qp1 および Qp2 の設定値．縦軸は，range1 と range2 の包含関係を比率で示す． 
図 2-29 を見ると，Qp1=4 と Qp2=5 の時の range1 と range2 の重なる比率は約 28％，包
含される比率は約 10%，重ならない比率は 62%であった．Qp1=10 と Qp2=11 の時の
range1 と range2 の重なる比率は約 9％，range1 が range2 に包含される比率は約 2%，
重ならない比率は 89%であった．Qp1=24 と Qp2=25 の時の range1 と range2 の重なる
比率は約 2％，range1 が range2 に包含される比率は約 0.5%，重ならない比率は 97.5%
であった． 
図 2-30 を見ると，Qp1=4 と Qp2=5 の時の range1 と range2 の重なる比率は約 38％，
range1 が range2 に包含される比率は約 13%，重ならない比率は 49%であった．Qp1=10
と Qp2=11 の時の range1 と range2 の重なる比率は約 15％，range1 が range2 に包含さ
れる比率は約 3%，重ならない比率は 82%であった．Qp1=24 と Qp2=25 の時の range1
と range2 の重なる比率は約 4％，range1 が range2 に包含される比率は約 1%，重なら
ない比率は 95%であった．つまり，図 2-29 と図 2-30 を見ても確認できるように，Qp
値が大きくなると量子化が粗くなるため，range の重なり合う比率が少なくなり，


















約 30%，重ならない比率は 29%であった．Qp1=2 と Qp2=4 の時の
91.5%，重ならない比率は 1.5%であった．Qp1=2 と
は約
range2 の Qp 値の間隔
げて行くと重なる比率が小さくなるので，隣り合う量子化パラメータを Qp 値とし




考察の最後として，D1 および D2 における Qp 値の設定指針を得るために range1 と
range2 の Qp 値の間隔を広げて行く検証を加えた． 
図 2-31 に映像ソース foreman，図 2-32 に Mo
range1 と range2 に設定する値を変化させた．横軸は，Qp1 および Qp2 の設定値．縦軸
は，range1 と range2 の包含関係を比率で示す．
図 2-31 に，Qp1=2 を固定し，Qp2 の値を Qp2=3 から Qp2=10 までを設定した場合につ
いて range1 と range2 での包含関係を示した． 
図 2-31 を見ると，Qp1=2 と Qp2=3 の時の range1 と range2 の重なる比率は約 41％，包
含される比率は
range1 と range2 の重なる比率は約 26％，包含される比率は約 65%，重ならない比率は
9%であった． 
Qp1=2 と Qp2=5 の時の range1 と range2 の重なる比率は約 20％，包含される比率は約
74%，重ならない比率は 6%であった．Qp1=2 と Qp2=6 の時の range1 と range2 の重な
る比率は約 13％，包含される比率は約 84%，重ならない比率は 3%であった．Qp1=2 と
Qp2=7 の時の range1 と range2 の重なる比率は約 10％，包含される比率は約 88%，重
ならない比率は 2%であった．Qp1=2 と Qp2=8 の時の range1 と range2 の重なる比率は
約 7％，包含される比率は約
Qp2=9 の時の range1 と range2 の重なる比率は約 5％，包含される比率は約 94%，重な
らない比率は 1%であった． 
Qp1=2 と Qp2=10 の時の range1 と range2 の重なる比率は約 4％，包含される比率は約
95.5%，重ならない比率は 0.5%であった． 
図 2-32 を見ると，Qp1=2 と Qp2=3 の時の range1 と range2 の重なる比率は約 44％，包
含される比率は約 36%，重ならない比率は 20%であった．Qp1=2 と Qp2=4 の時の
range1 と range2 の重なる比率は約 30％，包含される比率は約 62%，重ならない比率は
8%であった．Qp1=2 と Qp2=5 の時の range1 と range2 の重なる比率は約 23％，包含さ
れる比率は約 71%，重ならない比率は 6%であった．Qp1=2 と Qp2=6 の時の range1 と
range2 の重なる比率は約 15％，包含される比率は約 81%，重ならない比率は 4%であ
った．Qp1=2 と Qp2=7 の時の range1 と range2 の重なる比率は約 12％，包含される比
率は約 85%，重ならない比率は 3%であった．Qp1=2 と Qp2=8 の時の range1 と range2
の重なる比率は約 9％，包含される比率は約 89%，重ならない比率は 2%であった．
Qp1=2 と Qp2=9 の時の range1 と range2 の重なる比率は約 8％，包含される比率
91%，重ならない比率は 1%であった．Qp1=2 と Qp2=10 の時の range1 と range2 の重な
る比率は約 7％，包含される比率は約 92.5%，重ならない比率は 0.5%であった． 










図 2-31 量子化パラメータを設定した場合の包含関係(Foreman) 
 
 







シミュレーションにより，映像ソースが Foreman を用いた実験では， 
(a)D1 に Qp=4， D2 に Qp=5 を設定した環境で，D1 よりも約 0.5-0.6dB 優れていた． 
(b)D1 に Qp=10，D2 に Qp=11 を設定した環境で，D1 よりも約 0.4-0.5dB 優れていた． 
(c)D1 に Qp=24，D2 に Qp=25 を設定した環境で，D1 よりも約 0.3-0.4dB 優れていた． 
映像ソースが Mobile&Calendar を用いた実験では， 
(a)D1 に Qp=4，D2 に Qp=5 を設定した環境で，D1 よりも約 0.8-1.0dB 優れていた． 
(b)D1 に Qp=10，D2 に Qp=11 を設定した環境で，D1 よりも約 0.7-0.9dB 優れていた． 
(c)D1 に Qp=24，D2 に Qp=25 を設定した環境で，D1 よりも約 0.3-0.7dB 優れていた． 
さらに，実験結果より，各 Side Decoder において，真値が取り得る範囲の重なる比率が
多くなれば，PSNR が向上することも確認できた． 
最後に，MDVC における量子化パラメータの設定要件をまとめ，隣り合う量子化パ




いれば，例えば，チャネル１に Qp=4， チャネル２に Qp=5 を設定する．低ビットレー










































3.2.1 H.264/AVC の動き補償と歩行者数の相関 
(1) H.264/AVC の可変ブロック構成 
H.264/AVC で採用されている動き補償(Motion Compensation. 以下，MC)ブロックサ
イズは，16×16 画素，16×8 画素，8×16 画素，8×8 画素で構成するマクロブロック
(Macro Block. 以下，MB)単位のタイプと，8×8 画素をさらに分割した 8×4 画素，4×8
画素，4×4 画素のサブマクロブロック(Sub Macro Block. 以下，SubMB)単位の計７種類
のブロックサイズを指定した MC が行える．これは 16×16 ブロック内で動きが激しい
部分と平坦な部分がある場合には，柔軟にブロックサイズが変更できるためフレーム
間で予測残差信号(Sum of Absolute Difference. 以下，SAD)が削減できる． 
 
(2) 量子化パラメータによる予測残差信号の変化 
H.264/AVC で符号化される時に予測残差信号 SAD が生成される．一般に，符号化ア
ルゴリズムにおいては，移動オブジェクトの動きが大きいところでは，予測が外れる
傾向にあり，SAD は移動オブジェクトのエッジ情報として使える可能性がある[55]．量
子化パラメータ(Quantization Parameter 以下，QP)によって，SAD とエッジ情報の対応の




各フレームの画素が持つ SAD の総和(以下，SAD 総和値)を求め，歩行者数との相関
を図 3-1 に示す．縦軸に SAD 総和値，横軸は歩行者数である．図 3-2 に使用したビデ
オストリームのスナップショットを示す．図 3-1 より SAD 総和値と歩行者数との相関
は高い傾向にあることがわかる．なお，統計的にはデータの数によって異なるが，一
般的には相関係数 R の二乗(以下，R2)は，0.7 より大きいと相関が高い[56]とされてい
る．また，図 3-3 に歩行者 1 人当たりの SAD 総和値を示す．縦軸に歩行者 1 人当たり
の SAD 総和値，横軸は歩行者数である．図 3-3 より歩行者数が多くなる程，1 人当た
りの SAD 総和値は，対数曲線的に小さくなる．これは，オクルージョンの影響により
歩行者数が多くなると 1 人当たりの SAD 総和値が少なくなるためと思われる．そこで，





















































ャートを示す．各フレームの画素が持つ SAD 総和値を求め(図 3-5-(1))，各フレーム内
の実際の歩行者数との相関係数を算出し(図 3-5-(2))，SAD 総和値と真値の R2 が最大と










リームの各フレームを復号後，SAD 総和値を求める(図 3-6-(1))．図 3-5-(3)で求めた回





て MB や SubMB を用いて補正する．MB は，差分画像の動きが少ない時や平坦な部分
に選択される傾向にある．これは背景等のゆっくりした変化では効率的に符号化され
るためである．一方，SubMB は，動きの激しい部分で選択されるので，歩行者の動き









具体的な補正手法は，各フレームの SAD 総和値を説明変数として図 3-5-(3)の回帰式を
用いて予測した目的変数である歩行者数を Ni，求めるフレームに含まれる可変ブロッ
ク(Variable block size number 以下，VBS)における SubMB の比率を r1，図 3-5 のトレー
ニングストリームで得られた歩行者数に含まれる VBS における SubMB の比率を r2 と
する．ただし，トレーニングストリームで得られた歩行者数の最小値(α)，最大値(β)と

















H.264/AVC で符号化されたビデオストリームは，符号量の割り当てを GOP(Group of 
picture)単位で行うため，歩行者数を測定するようなビデオストリームを用いる場合，
I(Intra-coded)フレームと P(Predicted)フレームで符号量に大きな差が生じる[57]．図 3-7
は，I フレームと P フレームの符号量推移を示す．横軸は，フレーム数，縦軸は符号量
を示す．符号化した情報は，In フレームおよび Pn(1)～Pn(14) (n=1，2，3・・) フレー
ムから構成される．図 3-7 を見ると各ピークが In フレームであることがわかる．提案
手法では，MC が行われない In フレームは使用しない．そこで，歩行者数の連続性を





























評価ビデオストリームには，IEEE の workshop で背景差分や人物追跡で使われる
PETS2009[58]のデータセット(表 3-1) を用いて，３章で説明した前処理(図 3-5)および
歩行者数の推定(図 3-6)を実施する．なお，図 3-8 に評価ビデオストリームのスナップ
ショットを示す．すべての評価ビデオストリームの解像度は 320×240 画素である．画
像符号化方式の条件を表 3-2 に示す．画像符号化方式は，I，P フレームのみに対応して
いるシンプルな Base Profile を用いた．GOB 構造は，一般的な I フレームが 1 枚に対し
て P フレームは 14 枚の構成とした． 
 
表 3-1 PETS2009 データセット 
 
 









S1.L1.13-57(View1)    S1.L1.13-59(View1)    S1.L2.14-06(View1)  S1.L3.14-17(View1) 
 
S1.L1.13-57(View2)    S1.L2.14-06(View2)   S1.L2.14-31(View2)   S3.MF.12-43(View2) 
 
図 3-8 評価ビデオストリームのスナップショット 
表 3-2 ビデオ符号化方式の条件 
 
H.264 baseline profile 符号化方式  
 30 frames/s フレームレート 
 
GOP 構造 I フレーム x1 P フレーム x14  
 参照画像フレーム 直前のフレーム 
 10 QP 値  
±32 MV 探索範囲  





評価指標としては，PETS2009 でも採用されている平均絶対誤差(Mean Absolute Error
以下，MAE)と平均相対誤差(Mean Relative Error 以下，MRE)を用いた．フレーム総数を




































表 3-3 に Albiol，Conte および提案手法において，いくつかのフレームに対して評価
を行った MAE/MRE の比較結果を示す．すべてのビデオストリームにおける MAE(人)
および MRE(括弧内%数字)を表す．なお，提案手法において可変ブロックによる補正を
行っていない結果を VBS off，補正を行っている結果を VBS on としている． 
 
表 3-3 MAE/MRE 比較結果 
 
 








表 3-4 提案手法の処理時間     
  
 提案方法は，表 3-4 で示すように，すべてのビデオストリームにおいて， 1 フレー
ム処理時間は，0.001-0.005 秒の間にあり，平均で 0.003 秒と計測された．通常，1 秒間









図 3-9(a)～(h)に各フレームにおける VBS on と VBS off を用いて推定した歩行者数と







































 S1.L1.13-57(view1)の特徴は，最初 5 人程度の歩行者が徐々に増えて最大 34 人程度の
集団となり，その後は，徐々に減って行くビデオストリームである．その真値に対し
て，提案手法の VBS on と VBS off は，図 3-9(a)を見ると小刻みに変動している．これ
は，3.2.2-(4)で示したビデオ符号器の I フレームを使わないため，その代わりに前後の
フレームの SAD 総和値の平均値を代入しているために発生している．通常，I フレー








S1.L1.13-59(view1)の特徴は，最初 3 人程度の歩行者が徐々に増えて最大 26 人となる
ビデオストリームである．その真値に対して，提案手法の VBS on と VBS off は，図 3-
9(b)を見ると，ほぼ追従していることがわかる．特に VBS on については，トレーニン
グストリームで利用した歩行者数(10 人～20 人)以外の歩行者数を推定する場合，式 3.1
を用いて場合分けすることで，可変ブロックによる補正の効果が見られる． 
S1.L2.14-06(view1)の特徴は，最初は 0 人から歩行者が集団で増えて行き，最大 43 人
になったところからその集団が徐々に減って行くビデオストリームである．その真値
に対して，図 3-9(c)を見ると VBS on の可変ブロック補正は，オクルージョンが発生し
ている 30 人以上のところで補正が大きく貢献していることがわかる．この結果からも
可変ブロック補正はオクルージョンに効果があることがわかった． 
S1.L3.14-17(view1)の特徴は，最初 6 人程度から徐々に歩行者が増え始め，40 人くら
いから徐々に減るのでほほ，S1.L3.13-59(view1)と同じビデオストリームだが，日差し
があり，歩行者の人影が映りこむビデオストリームである．その真値に対して，図 3-











































VBS on と Albiol や Conte の手法との精度比較である．表 3-3 の結果から以下のよう
な性質が確認できた． 
S1.L1.13-57(view1)について，VBS on は，MAE に関しては，Albiol より良い結果とな
ったが，MRE の比較においては，少し劣った結果となった．これは，真値計測の誤差
が計算結果に影響したと思われので，精度の比較としては，VBS on と Albiol は，ほぼ
同等の精度と思われる．一方，VBS on と Conte とでは，MAE と MRE の両方において
Conte の方が良い結果となった．そこで，各フレームの画素が持つ SAD 総和値と真値
との相関係数を算出すると R2=0.677 であった．一般的に R2＞0.7 であれば相関が高い
とされているので，回帰分析より導いた回帰式に誤差を含む結果となったと思われる． 
S1.L1.13-59(view1)について，VBS on が他の手法と比較して精度の向上が確認できた． 
これは，測定しているカメラの光軸と歩行者が平行な位置にあるため，画面内の歩行
者の大きさが一定であることが高い精度に繋がったと思われる． 





















メラの光軸から歩行者が遠ざかるため，いずれの手法も MAE と MRE とも誤差が多い
結果となった．このビデオストリームも，歩行者を推定するには，難しいビデオスト
リームと思われる． 





以上 8 つのビデオストリームの評価結果から以下のような結論が得られた． 






さらに VBS on と Albiol や Conte の手法との精度比較を整理するために，各ビデオス
トリームに対する Albiol と VBS on の比較を MAE について行った結果を図 3-10(a)，
Conte と VBS on の比較を MAE について行った結果を図 3-10(b)に整理した．図中の境
界線は，MAE の推定精度の境界を示す．つまり，各ビデオストリームの MAE におい
て，どちらの手法が精度高いか示している．なお，数字の少ない MAE の方が，歩行者
の推定精度は高い結果となっている． 
図 3-10(a)では，唯一，S1.L3.14-17(view1)だけが，Albiol の MAE に比べて VBS on が
劣っている．これは，実験結果で述べたように，ビデオストリームに影が映りこんで
いるため VBS on の歩行者の推定精度が低下したことが理由である．その他のビデオス
トリームでは，歩行者の推定精度が高いことがわかる．  
次に，図 3-10(b)では，若干，Conte の MAE に比べて VBS on が劣っているように見え
る．しかし，境界線から遠ざかる程，推定精度が低いことを表しているが，Conte の




(a) Albiol と VBSon の MAE 比較 
 
 
(b) Conte と VBSon の MAE 比較 
 
図 3-10 Albiol，Conte と VBSon との MAE 比較 
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S1.L1.13-59(View1)            S1.L1.13-57(View2) 
図 3-11 評価したビデオストリームのスナップショット 
 
図 3-12(a)(b)は，歩行者数の推定に必要な各フレームにおける処理時間を示す． 
横軸はフレーム数，縦軸は 1 フレームにおける処理時間(秒)を示す．図 3-12(a)(b)とも




図 3-13(a)(b)に各フレームにおける Albiol と Conte を用いて推定した歩行者数と
Ground Truth との比較を示す．横軸はフレーム数，縦軸は 1 フレームにおける歩行者数
を示す． 















































































































































法よりも映像品質が 0.2dB-0.6dB 良好であることを確認した． 
2.3 節では，異なる量子化後の DCT 係数から量子化前の DCT 係数を絞り込み量子化
パラメータを操作して，映像品質を向上させる手法である Quantizer MD 手法を提案し
た．2 つの評価ビデオストリームを用いた性能評価の結果，従来の手法よりも映像品質
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