Abstract. Importance sampling is a promising variance reduction technique for Monte Carlo simulation based derivative pricing. Existing importance sampling methods are based on a parametric choice of the proposal. This article proposes an algorithm that estimates the optimal proposal nonparametrically using a multivariate frequency polygon estimator. In contrast to parametric methods, nonparametric estimation allows for close approximation of the optimal proposal. Standard nonparametric importance sampling is inefficient for highdimensional problems. We solve this issue by applying the procedure to a low-dimensional subspace, which is identified through principal component analysis and the concept of the effective dimension. The mean square error properties of the algorithm are investigated and its asymptotic optimality is shown. Quasi-Monte Carlo is used for further improvement of the method. It is easy to implement, particularly it does not require any analytical computation, and it is computationally very efficient. We demonstrate through path-dependent and multi-asset option pricing problems that the algorithm leads to significant efficiency gains compared to other algorithms in the literature.
INTRODUCTION
In the last decade, the complexity of the pricing models used for evaluation of financial products experienced a distinct increase. As a consequence of this development, pure numerical methods became more and more inadequate for the arisen high-dimensional integration tasks. Often, Monte Carlo (MC) integration is the only feasible method. This stems from the fact that the MC convergence rate is independent of the problem dimension. However, crude MC is often inefficient for practical sample sizes. Raising computing power and increasing the sample size is no solution. The need of efficient MC procedure is apparent.
To make MC algorithms comparable, it is useful to quantify the efficiency of an estimator.
Let's assume X is a random variable defined on a probability space (Ω, B, P) and it is used to estimate some quantity µ. The computational efficiency (CE) of estimator X can be defined through
CE[X] = (MSE[X]C[X])
−1 ,
where MSE[X] denotes the mean square error of X and C[X] the average costs of computing one realization of X (L 'Ecuyer 1994) . From this definition one observes that efficiency improvements can be achieved either by reducing the MSE or the computational costs.
The former includes well-known variance reduction (VR) techniques such as importance sampling (IS), antithetic sampling, moment matching, and control variates (Jäckel 2002; Glasserman 2004; Robert and Casella 2004) . Most VR techniques aim at improving a given set of samples, that is used for MC integration. In contrast, IS is based on changing the distribution from which the samples are drawn. The idea behind IS is to select a distribution (which is known as proposal) that forces the samples into the domain which is most important to the integrand. Intuitively, this is particularly useful for derivatives that rely on rare events. A deep out-of-the money option is an obvious example for rare event dependency. Crude MC would only rarely produce samples which lead to non-zero payouts and, consequently, the MC variance would be severe. However, IS is by far not limited to rare event cases. Compared to other VR techniques the usage of IS is more involved, because the selection of a suitable proposal is generally difficult. But the additional effort is justified by the large potential of IS to reduce the MC variance.
IS has been successfully applied to derivative pricing based on Gaussian proposals. That is, the proposal was chosen from some class of Gaussian distributions. An important approach is based on a mean shift, which can be obtained through saddle point approximation (Glasserman, Heidelberger, and Shahabuddin 1999) , adaptive stochastic optimization (Vazquez-Abad and Dufresne 1998; Su and Fu 2000, 2002) , or least squares (Capriotti 2008 ). This approach is also known as the "change-of-drift technique". In addition, Gaussian mixture distributions have been utilized for approximating the optimal proposal (Avramidis 2002) . Summarizing, existing approaches are based on parametric IS, that is the proposal is chosen from a certain class of distributions. For complex payouts it is hard to set up a class which contains a distribution that approximates the optimal proposal reasonably well.
This paper proposes the usage of nonparametric IS (NIS) for derivative pricing. The basic idea of NIS is to use a nonparametric estimate of the optimal proposal. NIS algorithms have already been successfully applied to low-dimensional integration problems (Givens and Raftery 1996; Zhang 1996; Kim, Roh, and Lee 2000; Neddermeyer 2009 ). However, high-dimensional integration tasks have not been considered until now. As a result of the curse of dimensionality and computational limitations NIS cannot be applied directly to highdimensional derivative pricing. We suggest to restrict NIS to those coordinates that are of most importance to the integration problem. This approach can be justified by the concept of the effective dimension (ED). To reduce the effective dimension and to identify the most relevant coordinates principal component analysis (PCA) is applied.
The advantage of NIS compared to parametric IS is its close approximation of the optimal proposal. We prove that the VR factor of our nonparametric method increases with sample size converging to the -in some sense -optimal value. Note, parametric IS methods achieve constant VR factors. It is shown through simulations that the proposed algorithm is computationally more efficient than parametric IS for well-known benchmark option pricing problems. In the case of low ED, the algorithm does not only outperform in terms of MSE but also in terms of computational costs. In other words, it is not only more accurate but also computationally cheaper. In addition, it is easy to implement based on the C++ implementation of the nonparametric estimator which is provided. NIS and most parametric IS methods share the property that they can be combined with other VR techniques. This is demonstrated through the use of low-discrepancy sequences (also known as quasi-MC (QMC)).
This paper is organized as follows. In the next section, a general MC option pricing framework is introduced and IS is briefly reviewed. In Section 3, a nonparametric partial IS algorithm is proposed and its MSE convergence properties are investigated. The concept of the ED is reviewed in Section 4. In Section 5, path construction based on PCA is discussed, followed by a brief introduction to QMC (Section 6). A comparison to parametric IS is presented in Section 7 and a detailed description of the implementation is given in Section 8.
Finally, in Section 9 simulation results are reported followed by conclusions (Section 10).
DERIVATIVE PRICING AND IMPORTANCE SAMPLING
Let's describe the evolution of the underlying asset through a stochastic differential equation (SDE) of the form
where W (t) is a standard Brownian motion (BM); r and σ are the risk-free interest rate and the volatility, respectively. Within this model, evaluating the price of a European option with payout function C K (S), strike level K, and expiry T means computing
where the expectation is taken with respect to the risk neutral measure. Except of special cases, there is no explicit solution for SDEs of kind (1). Therefore, it is required to migrate to some discretizationS t k of the process S(t), which is defined on a discrete time grid
The first order Euler discretization scheme yields
with standard normal innovations Z t k . In the following, we focus on an equally-spaced time grid, i. e. t i − t i−1 = ∆t = const. Based on this discretization, the option price (2) can be approximated through the integral
where ϕ(x) = exp(−rT )C K (S(x)). p denotes the density of the multivariate Gaussian distribution N (0, I d ) with I d being the identity matrix of dimension d. By writingS(x), it is meant that a trajectory ofS t k is built up based on the innovations x = (x 1 , . . . , x d ) T . To keep the discretization bias small, it is required to choose d considerably large which leads to a high-dimensional integration problem. The crude MC estimator is given bŷ
where x 1 , x 2 , . . . , x N are drawn from p. The estimator's large variance renders it impractical for approximating complex integrals. To construct a more efficient MC estimator, IS can be applied. The basic idea of IS is to sample from a proposal q instead of p. The IS estimator is defined throughÎ
with likelihood ratio w(x) = p(x)/q(x) and samples x 1 , x 2 , . . . , x N drawn from q. ForÎ IS ϕ to converge to I ϕ , it is required that the support of q includes the support of |ϕ|p. Under the additional assumption Var q [ϕw] < ∞, a central limit theorem holds
where Rubinstein 1981) . This result allows the construction of confidence intervals forÎ IS ϕ and establishes the convergence rate O(N −1/2 ). The optimal proposal, which minimizes the (asymptotic) variance σ 2 IS , is given by
Remarkably, the IS estimator based on the optimal proposal q opt has zero variance for functions ϕ with a definite sign. However, the optimal proposal is unavailable in practice because of its unknown denominator.
NONPARAMETRIC PARTIAL IMPORTANCE SAMPLING
In this section, nonparametric partial IS (NPIS) is introduced as a generalization of the NIS algorithm discussed in Zhang (1996) and Neddermeyer (2009) . NIS is a two-stage procedure. In the first stage, the optimal proposal is estimated nonparametrically based on samples drawn from a trial distribution q 0 . In the second stage, this nonparametric density estimate is used as proposal for IS. We pick up this approach, but instead of approximating the optimal proposal in the entire space, we focus on the optimal proposal in a certain subspace. That is, the nonparametric IS procedure is restricted to a low-dimensional subproblem in order to avoid the curse of dimensionality. We decompose x = (x u , x −u ), where u ⊆ {1, 2, . . . , d}. The cardinality of u is denoted by |u|. Let's consider the marginalized optimal proposal obtained through integration with respect to x −u . It is given by
Subspace u is chosen such that it covers those coordinates which are most important to the integrand (see Section 4). To limit the computational burden of the nonparametric method, u will be considerably small in practice (1 ≤ |u| ≤ 3). In the NPIS algorithm,q opt is estimated nonparametrically. Now, the choice of the nonparametric estimator is discussed.
Typically, kernel estimators have been used within NIS algorithms. However, sampling and evaluation is computationally very inefficient for kernel estimators. In this article, a multivariate variant of the nonparametric frequency polygon estimator is used, which is known as linear blend frequency polygon (LBFP) (Terrell 1983) . The LBFP estimator attains the same MSE convergence rate as kernel estimators, namely O(N −4/(4+d) ), but it is computationally more efficient. The generation and the evaluation of N samples is of order 
, where h is the bin width and
In the one-dimensional case,f is just a linearly interpolated histogram. It can be shown that it integrates to one.
Algorithm -Nonparametric Partial Importance Sampling
Stage 1: Nonparametric estimation of the marginalized optimal proposal
• Select subset u, bin width h, trial distribution q 0 , and sample sizes M and N .
• For j = 1, . . . , M : Generate samplex j ∼ q 0 .
• Obtain nonparametric estimateq opt of marginalized optimal proposalq opt
Stage 2: Partial Importance Sampling
• EvaluateÎ
The following theorem investigates the MSE convergence properties of the NPIS algorithm to obtain the optimal value for bin width h. Theorem 1. Suppose that the assumptions given in Appendix A hold, ϕ ≥ 0, and p(x) = p(x u )p(x −u ). We denoteq =q opt . Then, we obtain forÎ NPIS
and the optimal bin width
Proof. See Appendix A.
The left and right term in the brackets in (5) can be interpreted as the variance caused by the components x −u and x u , respectively. Note, subset u is chosen such that the left term is small compared to the right one. The expression in braces quantifies the MSE of the nonparametric estimate, which depends on bothq opt and trial distribution q 0 . For h = h opt and M/N → λ ∈ (0, 1) (M, N → ∞) the theorem implies
Hence, the variance caused by x u is of lower order. In other words, the optimal variance (for partial IS on coordinates u) is achieved asymptotically. As a consequence, compared to crude MC and parametric IS techniques, NPIS is expected to yield increasing efficiency as the sample size grows. Furthermore, if |u| = d the MSE converges as fast
, which is a massive improvement compared to the standard MC rate (Zhang 1996; Neddermeyer 2009 ). Note, the results of this section also hold for distributions p other than the standard normal distribution.
In this article, NPIS is only investigated for non-negative integrands. However, by decomposing the payout function C = C + − C − , NPIS can also be applied to financial derivatives that have both positive and negative payouts.
EFFECTIVE DIMENSION
The NPIS algorithm is based on the restriction on specific coordinates x u , where in highdimensional integration problems |u| d. This approach can be justified by the concept of the ED. It is well known, that many integration problems in financial engineering, despite having a large nominal dimension, are low-dimensional in terms of the ED. For a rigorous definition of the ED, let's consider the functional analysis of variance (ANOVA) decomposi-
is a product density. Then, ϕ can be written as a sum of 2 d orthogonal functions
where the ANOVA functions ϕ u are given recursively by
Now, the fraction of the variance σ 2 = Var p [ϕ] , that is explained by certain lower-dimensional ANOVA functions, is considered. For this purpose, the variance of ϕ u is defined by
As the ANOVA decomposition is orthogonal, one has σ 2 = u σ 2 u . Hence, Γ u = v⊆u σ 2 v can be interpreted as the contribution of x u to the total variance of ϕ. For a more detailed description of the ANOVA decomposition see, for instance, Takemura (1983) and Owen (1992) . The following definition of the ED is due to Caflisch, Morokoff, and Owen (1997) . Definition 1. The ED (in the truncation sense) is the cardinality of the smallest subset u such that Γ u ≥ γσ 2 with 0 < γ < 1.
The threshold γ is chosen close to one. In the framework of this article, we found γ = 0.9 reasonable. The ED does not only allow to identify those coordinates which most effect the integral value but it also indicates how many coordinates are required to cover a certain amount of the variance. An MC procedure that allows one to determine the ED of a given problem is described in Appendix B.
GAUSSIAN MODELS
The purpose of this section is to show how NPIS can be applied to models that are based on the integration with respect to high-dimensional Gaussian distributions. As mentioned before, NPIS is inefficient as a result of the curse of dimensionality unless the ED (and thus |u|) is small. For typical financial integration problems it is generally not advisable to apply NPIS with |u| larger than 3, unless the number of paths to be sampled is huge or the domain of interest is very small (rare event case).
Suppose the task is to integrate with respect to N (0, Σ). Now, PCA is used to transform the problem. The (positive-definite) covariance matrix Σ is written as
with Λ = diag(λ 1 , λ 2 , . . . , λ d ) and eigenvalues λ i . The columns of V are the corresponding unit-length eigenvectors. Thus, one has
Without loss of generality, it is assumed that the eigenvalues (and the corresponding eigenvectors) are
in the sense that it provides an optimal lower-dimensional approximation (in the MSE sense)
to the random variable of interest. This means that the first k components of Z explain as much as possible of the total variance. More precisely, it can be shown that they explain the
The option pricing problem introduced in Section 2 leads to the construction of discretized BM paths based on samples from the multivariate Gaussian distribution. Paths are most easily build up through the random walk construction guided by (3). In this construction each component "counts roughly the same" rendering the restriction on a lower-dimensional subspace and hence the application of NPIS impractical. Note, the integral I ϕ can be rewrit-
where Σ is the covariance matrix of the discretized BM with entries Σ ij = min{t i , t j }. This suggests that PCA can be used to reduce the ED. The PCA construction of discretized BM paths has a continuous limit known as Karhounen-Loève expansion of BM:
where ψ i (t) = √ 2 sin{(i−0.5)πt}, λ i = {(i−0.5)π} −2 , and Z i ∼ N (0, 1) (Adler 1990 ). Based on the expression for λ i , it is easily shown that Z i explains the fraction 2λ i of the path's variability (which is approximately 81%, 9%, 3% for i = 1, 2, 3, respectively). These values are not only of asymptotic nature but also hold for a small number of discretization steps (with slight deviations). This astonishing result claims that very few PCA components suffice to determine most of the path's variation no matter how long or detailed it is. Particularly, the first PCA component plays a dominant role and has a nice geometrical interpretation.
Roughly speaking, it determines the path's direction in the path space. This is visualized in Figure 1 .
Another common method for the reduction of the ED (of a discretized BM) is the Brownian Bridge technique. In this paper, the focus is on PCA because of its optimality property.
However, it is remarked that in certain situations Brownian Bridge techniques are superior to PCA. This may especially be the case if the payout function only depends on the terminal value of the underlying. Note, NPIS can also be combined with Brownian Bridge techniques. 
QUASI-MONTE CARLO INTEGRATION
QMC is often used to (further) improve MC estimators. In contrast to MC, QMC integration uses so-called low-discrepancy sequences instead of (pseudo-) random numbers. Lowdiscrepancy numbers are constructed to fill the space more evenly. For a description of the construction of low-discrepancy sequences readers are referred to Niederreiter (1992) , Glasserman (2004) , and the references given there. The incentive to work with QMC is justified by its deterministic error bound of order O(N −1 log d N ), which follows from the well-known Koksma-Hlawka inequality (see Niederreiter (1992) ). This bound is merely of theoretical benefit because the computation of the involved constants (including the HardyKrause variation of the integrand) is infeasible or at least very difficult. However, it suggests that QMC should massively outperform MC in low-dimensional integration problems. The advantage of QMC diminishes with increasing dimension. Nevertheless, it is well known in the financial engineering literature, that QMC may be effectively applied to high-dimensional problems (Paskov and Traub 1995; Ninomiya and Tezuka 1996; Traub and Werschulz 1998) .
This stems from the fact mentioned earlier that many problems in finance have rather low ED compared to the nominal dimension. As the convergence properties of QMC become worse in higher dimensions, it is important to assign the first coordinates to the most relevant dimensions of the integration problem. In our setting, the relevant coordinates are those contained in u.
A drawback of QMC is the lack of randomness, which impedes the computation of the MSE for assessing the accuracy of the estimator. This issue can be resolved by randomizing the deterministic low-discrepancy sequence to achieve independent realizations of the QMC estimator. Different approaches for randomizing low-discrepancy sequences are available including Owen's scrambling (Owen 1995) , random digit scrambling (Matoušek 1998) , or random shifts (see Ökten and Eastman (2004) for a survey). In our simulations, priority is given to the random shift technique because of its straightforward implementation. The idea is to shift the entire sequence by a random vector v modulo one. v is drawn from the uniform distribution on [0, 1) d . That is, a randomized sequence is obtained by substituting the quasi-random vectors y i of the original low-discrepancy sequence by (y i + v) mod 1.
COMPARISON TO PARAMETRIC IMPORTANCE SAMPLING
Until now, the application of IS in finance was limited to parametric IS. In particular, Gaussian or mixtures of Gaussian distributions have been applied. The variance of a parametric IS estimator with proposal q θ (and parameter θ ∈ Θ) can be written as
where σ 2 IS is defined as in Section 2. First, this suggests that, in contrast to NPIS, the VR factor is constant because all terms are O(N −1 ). Second, the variance is critically affected by the tails of q θ . Using Gaussian proposals, it is often hard to approximate the tails of q opt reasonably well. There lies a distinct advantage of NIS methods. Most parametric IS approaches aim at choosing θ so that (6) is minimized. We now discuss a variant of the least-squares IS (LSIS) algorithm (Capriotti 2008) which is directly comparable to NPIS. It is based on the Gaussian proposal N (µ, I d ) with parameter µ ∈ R d . Similar to NPIS, it is a two-stage algorithm. In the first stage, based on M samples from p, a least-squares problem is solved to estimate the optimal drift change µ. (The variance can also be adjusted through this procedure.) However, as the problem dimension grows the estimate of µ becomes unreliable. The variant of this algorithm which is suggested here applies LSIS to the coordinates x u , that are determined through PCA and the ED (analogous to NPIS). This makes the LSIS and the NPIS directly comparable. In Section 9, NPIS and this variant of LSIS are tested against each other through simulations.
Besides the superior convergence properties NPIS has a computational advantage over parametric IS which is of relevance in practice. For computing the IS weights, parametric IS typically needs to evaluate the exp function which is very expensive. Through the use of the LBFP estimator, these evaluations are reduced in the NPIS algorithm. This leads to a relevant reduction of the computational costs (compare Section 9).
Finally, we remark that combinations of parametric IS and NPIS are possible. For instance, while applying NPIS to x u one can carry out parametric IS on the remaining coordinates x −u .
IMPLEMENTATION OF THE ALGORITHM
In this section, the details of practical implementation of the proposed NPIS algorithm is discussed. At first, an overview over the required ingredients for the implementation is given.
OVERVIEW
Subset u: This is chosen according to the ED (γ = 0.9), which can be computed with the algorithm given in Appendix B. If PCA is used, the first few principal components are selected.
Trial distribution q 0 : The choice of the trial distribution should be guided by the following two criteria: First, it should allow for efficient sampling and evaluation. Second, the marginal distributions of the coordinates contained in u should be overdispersed (heavy tailed) compared to the standard normal distribution. An all-purpose trial distribution, which we found to work well in practice, is discussed in Subsection 8.2. Alternatively, one can use a parametric choice tailored to the specific integration problem or one can simply use the (multivariate) standard normal distribution. The latter is often not a good choice because of the importance of the tails of the proposal. We emphasize that, in contrast to most parametric IS algorithms, all parameters are adjusted automatically, such that no trial-and-error parameter selection and no analytical computation are necessary in practice.
TRIAL DISTRIBUTION
As trial distribution we propose a simple product density. It is composed of a uniform distribution on [−ρ M , ρ M ] |u| and the multivariate Gaussian distribution p(x −u ):
where ρ M is the (1 + (1 − ) 1/M )/2-quantile of N (0, 1). > 0 is very small, say = 10 −4 .
Consequently, P(max 1≤i≤M |Z i | > ρ M ) = holds for standard normal distributed Z i . This ensures that the bias caused by the bounded support of the uniform distribution is very small. In addition, the uniform distribution guaranties that the space of x u is well explored even for a small sample size.
PRACTICAL BIN WIDTH SELECTION
The expression for h opt given in Theorem 1 is intractable analytically because of the unknown constants H 1 , H 2 . The plug-in method suggested in Zhang (1996) also seems unsuitable for our integration problem as derivatives of the integrand are required. We propose to apply a Gaussian approximation of H 1 , H 2 . Supposeq opt is the density of a centered multivariate Gaussian distribution with covariance matrix diag(σ 2 1 , σ 2 2 , . . . , σ 2 |u| ). Under this assumption, it can be shown that
For the constant H 2 the mean of q opt plays the dominant role. Therefore, it is assumed that q opt is the density of N ((µ 1 , µ 2 , . . . , µ d ) T , I d ). If the trial distribution is chosen as explained in the preceding subsection, one yields
In the algorithm, the expressions in (7) and (8) can be approximated based on the samplesx 1 , . . . ,x M . This follows from the fact, that the samplesx j weighted with ω j / M k=1 ω k approximate q opt .
SIMULATION RESULTS

Different European option pricing scenarios are considered to compare the proposed algorithms (NPIS and the combination of NPIS and QMC (QNPIS)) with existing methods (crude MC, QMC, LSIS, and the combination of LSIS and QMC (QLSIS)). The performance of the algorithms is measured through the VR factors (computed with respect to crude MC)
and the relative computational efficiency (RCE). The RCE is defined as the ratio of the CE of the method of interest to the CE of crude MC. The computational costs are measured in seconds. All simulations are done for different sample sizes N in order to demonstrate the increasing VR factors of NPIS. Examples 1 through 3 consider different single-and multi-asset options within the standard Black-Scholes model. There, the price of an asset S at time t is given by
with standard normal random variable Z. The simulations are based on the following setting: S(0) = 100, σ = 0.3, r = 0.05, and T = 1. In Example 4, the pricing of a cap within the CIR model is investigated to show the effectiveness of NPIS/QNPIS in a square-root diffusion model. For all algorithms, apart from crude MC, the PCA path construction is used. The parameters u, q 0 , and h are chosen according to the description in the preceding section. Note, Theorem 1 does not apply to QMC sampling. We found empirically that QNPIS requires a larger bin width. In the simulations, 3h opt is used. For LSIS and NPIS, M is set as suggested in the preceding section whereas for QNPIS and QLSIS M = 1024 is used throughout. The least squares estimates required in LSIS/QLSIS were computed with ten iterations of the Levenberg-Marquardt method (Press et al. 1992, pp. 683-688) .
The computations were carried out on a Dell Precision T3400, Intel CPU 2.83GHz. All algorithms were coded in C++. The Mersenne Twister 19937 (Matsumoto and Nishimura 1998) and the Sobol sequence (Sobol 1967) were used for pseudo-and quasi-random number generation, respectively. The Sobol sequence is randomized by the random shift technique. The transformation of uniform random numbers into normal random numbers was done by the Beasley-Springer-Moro approximation (Moro 1995) .
Example 1. Straddle Option
The payout function of a straddle option is given by
In the Black-Scholes world the pricing of a straddle option is a one-dimensional integration problem with multi-modal optimal proposal. Gaussian proposals (such as drift changes) are severely inefficient for multi-modal payouts (Capriotti 2008) . The optimal proposal and an LBFP estimate generated in the NPIS algorithm are shown in Figure 2 . The LBFP estimate closely approximates the optimal proposal. To account for the bimodality, we used 2h opt as 
The optimal proposal is unimodal. This integration problem is well suited for NPIS/QNPIS because its ED is one. The strikes K = 100, 130, and 175 are considered.
For strike K = 175 the option price is approximately 0.018 (for d =16) representing a rare event option pricing framework (which is still of practical interest). proposal (of the first PCA component) for different strikes were plotted (Figure 3 ). One can observe that both the mean and the variance of the marginalized optimal proposals alter with K. As a result of the shrinking variance (and the increasing skewness) of the marginalized optimal proposals, IS approaches based on pure drift changes become worse (relatively to NPIS/QNPIS) as K increases. Table 3 gives results for the case when the execution time is fixed such as in real-time application. The sample sizes were chosen so that all algorithms needed approximately the same time for execution. The values suggest that the variance of NPIS is roughly ten times smaller than those of existing IS techniques.
In Table 4 , the values for an Asian option with a knock-out feature are shown. The option will pay nothing if the arithmetic average exceeds the knock-out levelK. The payout function is given by
The evaluation of this option is a difficult task because the relevant domain is very narrow.
The strike K = 140 and the knock-out levelsK = 150 andK = 170 are considered. The
EDs are two and one forK = 150 andK = 170, respectively. Both LSIS and NPIS have problems to generate paths with positive payouts in the trial stage (which is reflected in the missing values in Table 4 ). Again, QNPIS significantly improves over QLSIS.
Finally, simulations for an Asian straddle option that pays are discussed. As for the standard straddle option, NPIS provides efficiency gains compared with LSIS (see Table 5 ). Although, the VR factors and the RCE of QNPIS are large, they are much smaller than those obtained for the standard straddle option.
Example 3. Multi-Asset Options
In this example, multi-asset options are considered. Suppose one deals with s assets that satisfy
where the correlation matrix of Z 1 , . . . , Z s is denoted by Σ. To keep the setting simple, S i (0) = 100 and corr(Z i , Z j ) = 0.3 for i, j = 1, . . . , s, i = j is assumed. The ED is reduced by applying PCA to the correlation matrix. We investigate two different payout structures.
First, the price for an average option with payout
The second option depends on the maximum of the underlyings' final values and has the payout function
From Table 6 , one can observe that the results for the average option are qualitatively similar to those of the Asian option in Example 2. Particularly, the ED is also equal to one. Table 3: The table reports The results for the second option with strikes K = 150 and K = 200 are reported in Tables 7 and 8 , respectively. The pricing of the second option is a difficult problem because the ED is equal to the nominal dimension. Although, for K = 200 QNPIS is superior to QMC and QLSIS for s = 2, 3, and 4 (in terms of the VR factors), for K = 150 this only holds for s = 2 and 3. We emphasize on the massive efficiency gains obtained by QNPIS for strike K = 200. For s > 2 the sample size used was too small for NPIS to perform well. We conclude that the applicability of NPIS/QNPIS depends not only on the ED of the problem but also on the sample size used. An LBFP estimate of the optimal proposal for the case s = 2 is plotted in Figure 4 . Here, the PCA construction leads to a bimodal optimal proposal which can be closely approximated though an LBFP.
Example 4. Cap in the CIR model
Finally, we consider the CIR interest rate model (Cox, Ingersoll, and Ross 1985) . Here, interest rate r t follows a square-root diffusion model The first order Euler discretization yields
with Z t k ∼ N (0, 1) and ∆t = T /d. The aim is to evaluate the price of an interest rate cap. It pays (r t k − K) + at time t k+1 (k = 0, . . . , d − 1) subject to strike K. The discounted payout is given by
The parameter values used in the simulations are d = 16, r 0 = 0.07, θ = 0.075, κ = 0.2, σ = 0.02, T = 1 and 2, K = 0.06, 0.07, and 0.08. The results are reported in Table 9 and Table   10 . Again the ED is equal to one, which explains the good performance of NPIS/QNPIS. In particular, QNPIS strongly outperforms QLSIS for small strike levels.
CONCLUSION
An NPIS algorithm was proposed that applies NIS to a carefully chosen subspace. The MSE convergence properties were explored. They establish the asymptotic optimality of the approach and suggest that it improves over parametric IS -at least -asymptotically. In particular, NPIS is shown to achieve increasing efficiency compared to crude MC and parametric IS. Its usefulness for practical sample sizes was verified through well-known option pricing scenarios. Large VR factors were obtained in certain situations. It was shown that NPIS is advantageous over existing IS methods for problems with low ED, which is often the case in ϕ(x i ) 2 −Î
