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THE WEAK LOWER DENSITY CONDITION AND UNIFORM
RECTIFIABILITY
JONAS AZZAM ANDMATTHEW HYDE
ABSTRACT. We show that an Ahlfors d-regular setE inRn is uniformly
rectifiable if the set of pairs (x, r) ∈ E × (0,∞) for which there exists
y ∈ B(x, r) and 0 < t < r satisfying H d
∞
(E ∩ B(y, t)) < (2t)d −
ε(2r)d is a Carleson set for every ε > 0.
To prove this, we generalize a result of Schul by proving, if X is a
C-doubling metric space, ε, ρ ∈ (0, 1), A > 1, and Xn is a sequence of
maximal 2−n-separated sets in X , and B = {B(x, 2−n) : x ∈ Xn, n ∈
N}, then∑{
rsB : B ∈ B,
H sρrB (X ∩ AB)
(2rB)s
> 1 + ε
}
.C,A,ε,ρ,s H
s(X).
This is a quantitative version of the classical result that for a metric space
X of finite s-dimensional Hausdorff measure, the upper s-dimensional
densities are at most 1 H s-almost everywhere.
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1. INTRODUCTION
A classical fact from geometric measure theory is that, if the lower den-
sities of a set of finite H d-measure are close enough to 1, then the set is
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d-rectifiable. Recall that a metric space X is d-rectifiable if it may be cov-
ered up to a set of zero d-dimensional Hausdorff measure (denoted H d)
by Lipschitz images of subsets of Rd. We define the lower and upper d-
dimensional densities of a set E at a point x to be
Θd∗(E, x) := lim inf
r→0
H d(E ∩B(x, r))
(2r)d
and
Θd,∗(E, x) := lim sup
r→0
H d(E ∩ B(x, r))
(2r)d
.
The d = 1 case is the Besicovitch 3
4
-Theorem [Bes38], which states that if
E ⊆ R2 is a set of finite 1-dimensional Hausdorff measure such that
(1.1) Θ1∗(E, x) >
3
4
for H 1-a.e. x ∈ E,
then E is 1-rectifiable (and it is conjectured that 3
4
can be replaced by 1
2
(see
[PT92, Far00, Far02] for some partial progress). The case for d > 1 is due
to Preiss [Pre87] (which generalized earlier works of Mattila [Mat75] and
Marstrand [Mar61]): there is a constant α(n, d) ∈ (0, 1) such that for any
E ⊆ Rn of locally finite H d-measure, E is d-rectifiable if
(1.2) 0 < α(n, d)Θd,∗(E, x) < Θd∗(E, x) for H
d-a.e. x ∈ E.
In other words, rectifiability follows if the density of Hausdorff measure
in a ball becomes roughly stable as the ball shrinks to a point at almost
every point. This result requires information about the upper densities as
well, but it gives a kind of generalization of Besicovitch’s theorem using
the following result [Fed69, 2.10.19(5)]: for any metric space X of locally
finite d-dimensional measure,
(1.3) Θd,∗(X, ·) ≤ 1 H d-almost everywhere in X
and in fact, this holds for spherical Hausdorff measure. In particular, this
coupled with Preiss’ result shows that the rectifiability of E follows if
(1.4) α(n, d) < Θd∗(E, x) for H
d-a.e. x ∈ E.
In fact, the same inequality is needed for Besicovitch’s proof as well.
The objective of our paper is to develop an analogue of these lower den-
sity criteria that guarantee a stronger rectifiable structure, in particular uni-
form rectifiability. A set E ⊆ Rn is said to be d-uniformly rectifiable (UR)
if
(1) it is C0-Ahlfors d-regular for some C0 > 0, meaning
C−10 r
d ≤ H d(B(x, r) ∩ E) ≤ C0r
d for all x ∈ E, 0 < r < diamE,
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(2) E has big pieces of Lipschitz images of Rd (BPLI), meaning there
are L, c > 0 so that for all x ∈ E and 0 < r < diamE, there is
f : Rd → Rn L-Lipschitz so that H d(f(Rd)∩B(x, r)∩E) ≥ crd.
These sets were introduced by David and Semmes in [DS91], which be-
gan a program of trying to find various equivalent criteria for uniform rec-
tifiability, the motivation being that, depending on the kind of problem you
are working on, it may be more natural to prove UR using one criterion over
another.
There is already a UR analogue of Preiss’ result which was introduced in
[DS93]: for an Ahlfors d-regular set E and ε > 0, let AE(c1, ε) be the set
of pairs (x, y) ∈ E ∩ (0, diamE) for which there is a c1-Ahlfors d-regular
measure σx,r with supp σx,r = E and
|σx,r(B(y, t))− t
d| < εrd for all y ∈ E ∩B(x, r).
Let BE(c1, ε) = E ∩ (0,∞)\AE(c1, ε). We say satisfies the weak constant
density (WCD) condition if there is c1 so that BE(c1, ε) is a Carleson set for
every ε > 0, with norm depending on ε. Recall, a set A ⊆ E× (0, diamE)
is a Carleson set if 1AdH
d(x)dr
r
is a Carleson measure onE×(0, diamE).
This is certainly satisfied if the set of (x, r) for which
|H d|E(B(y, t))− (2t)
d| < εrd for all y ∈ E ∩B(x, r).
is a Carleson set for each ε > 0, which is a stronger condition than (1.2).
David and Semmes first showed the WCD was satisfied by every UR set,
and that it implied UR when d = 1, 2, or n − 1, and the general case was
established by Tolsa [Tol15].
Our main result establishes a lower density criterion for uniform rectifia-
bility using Hausdorff content H d∞ rather than Hausdorff measure:
Theorem 1.1. Let E ⊆ Rn be a C0-Ahlfors d-regular set. For ε > 0, let
BWLD(ε) be the set of (x, r) ∈ E×(0,∞) for which there exists y ∈ B(x, r)
and 0 < t < r such that
H
d
∞(E ∩ B(y, t)) < (2t)
d − ε(2r)d.(1.5)
If E satisfies the weak lower density condition (WLD), meaning BWLD(ε)
is a Carleson set for each ε > 0, then E is UR.
In other words, if we have nice estimates on how often the density of
Hausdorff content dips below 1, then we can guarantee UR.
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Note, the converse of the above result is not true. For n ∈ N, let En ⊆
[0, 1] be the set consisting every other dyadic interval of length 2−n con-
tained in [0, 1], that is,
En =
2n−1⋃
k=0
[k2−n, (k + 1)2−n].
Let ε ≤ 1
2
. Since each ball B centered on En with radius larger than 2
−n
satisfies
H
1
∞(En ∩ B) ≤
1
2
(2rB) ≤ (1− ε)(2rB),
it follows that En × (2
−n, 1) ⊆ BWLD(ε). Then for any x ∈ En and 2
−n <
R < 1,∫ R
2−n
∫
B(x,R)
1BWLD(ε)(y, r) dH
d|En(x)
dr
r
(y) ≥ log(R2n)H d(En ∩ B(x,R)),
and the right hand side goes to∞ as n→∞.
To establish Theorem 1.1, we need a version of (1.3), which may be of
independent interest.
Theorem 1.2. Let X be a compact C-doubling metric space, meaning that
every ballB inX can be covered by at mostC many balls of half the radius.
Let ε, ρ ∈ (0, 1), A > 0, and Xn be a sequence of maximal 2
−n-separated
sets inX , and B = {B(x, 2−n) : x ∈ Xn, n ∈ N}, then
∑{
rsB : B ∈ B,
H sρrB(X ∩ AB)
(2rB)s
> 1 + ε
}
.C,A
log 1
min{ρ,ε/s}
ε
H
s(X).
The proof of this theorem is mostly an adaptation of the geometric mar-
tingale techniques in Schul’s proof of the Analyst’s Traveling Salesman
Theorem in Hilbert space [Sch07]. In that paper, Schul needs to control
the sum of diameters of balls centered along a curve Γ of finite length for
which the portion of Γ in these balls consists of more than one approxi-
mately straight curve segments. In such balls, Γ will have large Hausdorff
content, and it is really that property that he is using implicitly in his proof,
so his method can be extrapolated to sets other than curves, or even integral
dimension.
2. NOTATION
We will write a . b if there is C > 0 such that a ≤ Cb and a .t b if
the constant C depends on the parameter t. We also write a ∼ b to mean
a . b . a and define a ∼t b similarly.
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LetX be a metric space. We will denote the distance between two points
x, y ∈ X by |x− y|. For sets A,B ⊂ X , let
dist(A,B) = inf{|x− y| | x ∈ A, y ∈ B}, dist(x,A) = dist({x}, A),
and
diamA = sup{|x− y| | x, y ∈ A}.
For x ∈ X and r > 0, we will let B(x, r) be the closed ball centered at x
of radius r. If B = B(x, r) and λ > 0, we will let λB = B(x, λr).
We recall the definition of Hausdorff measures and contents, but more
information can be found in [Mat95]: for A ⊆ X , s ≥ 0, and δ > 0, we
define
H
s
δ (A) = inf
{∑
(diamAi)
s : A ⊆
⋃
Ai, diamAi ≤ δ
}
.
The s-dimensional Hausdorff content is defined to beH s∞(A), and s-dimensional
Hausdorff measure is defined to be the limit
H
s(A) = lim
δ→0
H
s
δ (A).
Notice that H sδ (A) is decreasing in δ, that is,
(2.1) H sδ (A) ≤ H
s
δ′ (A) ≤ H
s(A) for δ′ ≤ δ.
3. PROOF OF THEOREM 1.1
We recall the properties of the Christ-David cubes from [Dav88, Chr90].
Let E ⊆ Rn be C0-Ahlfors d-regular. Let Xn be a sequence of maximal
2−n-separated nets in E and
D
E =
⋃
j∈Z
D
E
j
denote the Christ-David cubes with respect to this sequence of nets. If the
context is clear, we shall drop the superscript E. For a measure µ, denote
Dµ = D supp µ. The cubes in D satisfy the following:
(i) For each j ∈ Z, E =
⋃
Q∈Dj
Q.
(ii) If Q ∈ Dj and Q
′ ∈ Dk for j ≤ k then either Q
′ ⊆ Q or Q ∩Q′ = ∅.
(iii) There exists c0 such that the following holds. For j ∈ Z and Q ∈ Dj ,
let ℓ(Q) = 2−j , there is xQ ∈ Q such that
BE(xQ, c0ℓ(Q)) ⊆ Q ⊆ BE(xQ, ℓ(Q)).
Given a cube Q, denote
BQ = B(xQ, rQ) = B(xQ, 3ℓ(Q)).
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We say a collection of cubes C ⊆ D satisfies a Carleson packing condition
if there exists C > 0 such that for each R ∈ D ,∑
Q∈C
Q⊆R
ℓ(Q)d ≤ Cℓ(R)d.
Themain idea behind the proof of Theorem 1.1 is that ifE satsifes theWLD
condition, then at most scales and location, E may be approximated by the
support of some uniform measure (see definition below). We use this, along
with [Tol15], to finish the proof.
We recall some notation and results from [Tol15]. A Borel measure µ in
R
n is said to be d-uniform if the exists a constant c > 0 such that
µ(B(x, r)) = crd
for all x ∈ supp µ and r > 0.
Given a ballB and two Radon measures µ and ν such that suppµ∩B 6= ∅
and supp ν ∩B 6= ∅, define
dB(µ, ν) = sup
x∈B∩supp ν
dist(x, suppµ) + sup
x∈B∩suppµ
dist(x, supp ν).
For η > 0, let N0(η) be the collection of balls B such that there exists a
d-uniform measure µ in Rn satisfying
dB(µ, ν) ≤ η.
Furthermore, let N (η) denote the set of cubes Q ∈ Dµ such that BQ ∈
N0(η).
Although not explicitly stated, in the Section 4 of [Tol15], Tolsa proves
the following:
Proposition 3.1. Suppose µ is an Ahlfors d-regular measure andDµ\N (η)
satisfies a Carleson packing condition for each η > 0. Then, µ is UR.
Given the results on uniform measure contained in Sections 1 - 3 of
[Tol15], the proof of the above Proposition 3.1 is contained within the proof
of Theorem 1.1 of the afformentioned pape, beginning on page 16. With the
following result of David and Semmes (see [DS93, Chapter III.5]), Propo-
sition 3.1 proves the WCD condition implies UR.
Proposition 3.2. Suppose µ satisfies the WCD condition, then Dµ \N (ǫ)
satisfies a Carleson packing condition for each η > 0.
The main goal of this section is to prove the following lemma, analogous
to the above result of David and Semmes. This, along with Proposition 3.1,
will finish the proof of Theorem 1.1.
Lemma 3.3. Suppose E ⊆ Rn satisfies the WLD condition. Then DE \
N (η) satisfies a Carleson packing condition for each η > 0.
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ForA, ε, ρ > 0, let G (A, ε, ρ) be the collection of cubesQ ∈ D such that
H
d
ρrQ
(E ∩ ABQ) ≤ (1 + ε)(2ArQ)
d
and
H
d
∞(E ∩ B(x, r)) ≥ (2r)
d − ε(2ArQ)
d
for all x ∈ E ∩ABQ and 0 < r < ArQ.
We prove Lemma 3.3 by showing, for suitable choices of A, ε, ρ, that
for each Q ∈ G (A, ε, ρ) there is a d-uniform measure such that E is locally
well-approximated by suppµ. The Carleson packing condition onD\N (η)
will follow from packing conditions on B(A, ε, ρ) = D \G (A, ε, ρ), which
in turn follow from Theorem 1.2 and the definition of WLD.
Denote by B1(A, ε) the set of cubes Q in D for which there exists y ∈
E ∩ABQ and 0 < r < ArQ satisfying
H
d
∞(E ∩B(y, r)) < (2r)
d − ε(2ArQ)
d.(3.1)
Additionally, let B2(A, ε, ρ) denote the set of cubes Q such that
H
d
ρrQ
(E ∩ABQ) > (1 + ε)(2ArQ)
d.
Lemma 3.4. Suppose E satisfies the WLD condition, then B1(A, ε) satis-
fies a Carleson packing condition for each A, ε > 0
Proof. Let A, ε > 0 and R ∈ D . Let Q ∈ B1(A, ε), and let B = B(y, r)
be the ball satisfying (3.1). Thus, if x ∈ Q then y ∈ B(x, 2ArQ) and
H
d
∞(E ∩B(y, r)) < (2r)
d − ε(2ArQ)
d = rd − 2−dε(4ArQ)
d,
that is (x, 2ArQ) ∈ BWLD(ε/2
d) ⊆ BWLD(ε/4
d). Similarly, one can show
that (x, αArQ) ∈ BWLD(ε/4
d) for each 2 ≤ α ≤ 4. Let k∗ be such that
ℓ(R) ∈ Dk∗ . Denoting Bk,1(A, ǫ) = B1(A, ǫ) ∩Dk, we have∑
Q∈B1(A,ε)
Q⊆R
ℓ(Q)d ≤
∞∑
k=k∗
∫ 3A2−k+2
3A2−k+1
∑
Q∈Bk,1(A,ε)
Q⊆R
ℓ(Q)d
dr
r
.
∞∑
k=k∗
∫ 3A2−k+2
3A2−k+1
∑
Q∈Bk,1(A,ε)
Q⊆R
H
d({x ∈ Q : (x, r) ∈ BWLD(ε/4
d)})
dr
r
.
∫ ArR
0
∫
ABR
1BWLD(ε/4d)(x, r) dH
d|E(x)
dr
r
.A,ε ℓ(R)
d,
where the second inequality follows from Ahlfors regularity and the final
inequality follows since BWLD(ε) is a Carleson set. 
Lemma 3.5. The set B2(A, ε, ρ) satisfies a Carleson packing condition for
each A, ε, ρ > 0 with constant independent of A.
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Proof. This is an immediate consequence of Theorem 1.2. 
Notice B(A, ε, ρ) ⊆ B1(A, ε) ∪B2(A, ε, ρ). Thus, combining Lemma
3.4 and Lemma 3.5, it follows thatB(A, ε, ρ) also satisfies a Carleson pack-
ing condition for each A, ε, ρ > 0. To finish the proof of Lemma 3.3, it now
remains to show this implies a Carleson packing condition on D \N (η).
3.1. Weak convergence of measures. In this section we study the weak
convergence of a sequence of measures of the form µk = H
d
ρk
|Ek , where
ρk → 0. In what follows, unless stated otherwise, a measure will simply
refer to a monotonic, countably subadditive set function which vanishes for
the empty set. In particular, we do not require a measure to be additive.
Results of this section shall be used in the next section to find, for any
Q ∈ G (A, ε, ρ), a d-uniform measure µQ whose support well-approximates
Q.
For a measure µ and a function f : Rn → [0,∞), define the Choquet
integral of f with respect to µ by the formula∫
f dµ =
∫ ∞
0
µ({x ∈ Rn : f(x) > t}) dt.
For a real valued function f : Rn → R, let f+ = max{f, 0} and f− =
min{f, 0}. Define the Choquet integral of f with respect to µ by∫
f dµ =
∫
f+ dµ−
∫
f− dµ.
For a measure µ, the Choquet integral with respect to µ is not necessarily
additive or even subadditive. We do however have the following quasi-
subadditivity.
Lemma 3.6. Let 0 < γ < 1, µ a measure and f, g : Rn → [0,∞). Then∫
f + g dµ ≤
1
γ
∫
f dµ+
1
1− γ
∫
g dµ.(3.2)
Proof. For any t ≥ 0 we have
{x ∈ Rn : f(x)+g(x) > t} ⊆ {x ∈ Rn : f(x) > γt}∪{x ∈ Rn : g(x) > (1−γ)t},
since outside this union, f(x)+g(x) ≤ γt+(1−γ)t = t. The lemma follows
immediately by using the sub-additivity of µ and integrating in t. 
Definition 3.7. Let {µk} be a sequence of measures on R
n. We say the
sequence {µk} converges weakly to a Radon measure µ, and write
µk ⇀ µ,
if
lim
k→∞
∫
ϕdµk =
∫
ϕdµ for all ϕ ∈ C0(R
n).
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Here, C0(R
n) is the space of continuous functions of comapct support.
We state some general results about the weak convergence measures. The
results are essentially those found in Chapter 1 of [Mat95] and Chapter III.5
of [DS93]. We include the proofs in the appendix for completeness.
Proposition 3.8. Suppose {µk} is a sequence of measures converging weakly
to a Radon measure µ. ForK ⊆ Rn compact and U ⊆ Rn open we have
µ(K) ≥ lim sup
k→∞
µk(K)
and
µ(U) ≤ lim inf
k→∞
µk(U).
Proposition 3.9. Suppose {µk} is a sequence of measures converging weakly
to a Radon measure µ. Suppose additionally there exists C0 > 0 such that
each µk is C0-Ahlfors d-regular (in the sense that it satsfies the upper and
lower regularity condtion with constant C0, but may not be additive). Then,
for any ball B, we have
lim
k→∞
(
sup
p∈B∩suppµ
dist(p, suppµk)
)
= 0
and
lim
k→∞
(
sup
p∈B∩supp µk
dist(p, suppµ)
)
= 0.
3.2. Convergence of H dρk |Ek .
Lemma 3.10. Let {Ek} be a sequence of C0-Ahlfors d-regular set in R
n
and {ρk} a sequence of positive real numbers such that ρk → 0. Let µk =
H dρk |Ek , then there exists sub-sequence {µkj} and a Radon measure µ such
that µkj ⇀ µ.
We shall need a series of lemmas before we can prove Lemma 3.10.
Let I the collection of Euclidean dyadic cubes in Rn and Im be those
cubes in I with side length 2−m, for m ∈ Z. Let Gm denote the dyadic
grid at scalem, that is,
Gm =
⋃
I∈Im
∂I.
For x ∈ Rn, let Gmx = x + G
m denote the translate of the dyadic grid at
scalem by x.
Lemma 3.11. Let δ > 0, m ∈ N, R > 0 and µ a Radon measure. Then,
there exists x ∈ Rn such that
µ(Gmx ∩B(0, R)) < δ.
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Proof. Assume the lemma is false. Let x0 = (1, 1, . . . , 1) ∈ R
n. By as-
sumption, we can find a sequence of distinct real numbers 0 ≤ λk ≤ 2
−m,
such that
µ(Gmλkx0 ∩ B(0, R)) ≥ δ
for each k. Let xk = λkx0. Notice that G
m
xi
∩Gmxj ∩G
m
xk
= ∅ for i 6= j 6= k,
that is, the Gmxi have bounded overlap. Hence,
∞ =
∞∑
i=1
µ(Gmxi ∩ B(0, R)) ≤ 2µ(B(0, R)) . 1,
which is a contradiction. 
Lemma 3.12. Let δ > 0, m ∈ N, R > 0, µ a Radon measure and x ∈ Rn.
If µ(Gmx ∩B(0, R)) < δ, then there exists η > 0 such that
µ(Gmx (η) ∩ B(0, R)) < 2δ,
where Gmx (η) denotes the closed η-neighbourhood of G
m
x .
Proof. This simply follows by taking a sequence ηj ↓ 0 and using the con-
tinuity property of µ on decreasing sequences of sets. 
Let µk be as in Lemma 3.10 and set µ˜k = H
d|Ek . Note, µk ≤ µ˜k for
each k ∈ N. Since each µ˜k is a Radon measure and supk µ˜k(K) < ∞
for all compact K ⊆ Rn (by virtue of the Ek being C0-Ahlfors d-regular),
we are able to extract a weakly convergent subsequence. Therefore, without
loss of generality, we may assume µ˜k ⇀ µ˜ to some Ahlfors d-regular Radon
measure µ˜.
For i ∈ N, let φi be a C
∞-bump function so that 0 ≤ φi ≤ 1, φi ≡ 1 on
B(0, i) and suppφi ⊆ B(0, i+ 1). Let
D′ = {Pφi : P is a non-negative polynomial
with rational coefficients and i ∈ N}
and let D be the set of a all rational finite linear combinations ofD′. By the
Weierstrass Approximation Theorem, it follows that D′ forms a countable
dense subset of C+0 (R
n) under || · ||∞. Clearly then, this is also true for D.
Let φ ∈ D. Since Ek is C0-Ahflors d-regular for each k ∈ N, it follows
that
µk(suppφ) ≤ µ˜k(suppφ) ≤ C0(diam( suppφ)/2)
d <∞.
Then, since φ is bounded, we can extract a convergent subsequence of
{
∫
φ dµk}. By a diagonal argument we can extract a further subseqeunce
so that
Lφ = lim
k→∞
∫
φ dµk exists for all φ ∈ D.
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We will show that L defines a linear functional on all of C0(R
n). We first
treat the case of non-negative functions.
Lemma 3.13. Let k ≥ 0 and N ≥ 1. For a function φ of the form
φ =
N∑
j=1
aj1Aj
where aj ≥ 0 and Aj ⊆ R
n are such that dist(Ai, Aj) ≥ 2ρk, we have
∫
φ dµk =
N∑
j=1
ajµk(Aj).
Proof. We claim µk is additive on any subset of {Aj}, i.e. for any C ⊆
{Aj}, we have
µk

 ⋃
Aj∈C
Aj

 = ∑
Aj∈C
µk(Aj).
Let C ⊆ {Aj}. The forward inequality is immediate by sub-additivity. To
prove the reverse inequality, let ε > 0 and suppose U is a countable cover
for
⋃
Aj∈C
Aj such that diam(U) ≤ ρk for each U ∈ U and
∑
U∈U
diam(U)d ≤ µk

 ⋃
Aj∈C
Aj

+ ε.
Since the Aj are separated by 2ρk and diam(U) ≤ ρk, each U intersects
only a single Aj . Hence, the sets Uj = {U : U ∩ Aj 6= ∅} form a partition
of U . Then,
∑
Aj∈C
µk(Aj) ≤
∑
Aj∈C
∑
U∈Uj
diam(U)d =
∑
U∈U
diam(U)d ≤ µk

 ⋃
Aj∈C
Aj

+ε.
which proves the claim.
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Let φ be as above. We may assume aj+1 ≥ aj for all j = 0, 1, . . . , where
we define a0 = 0. Then∫
φ dµk =
∫ ∞
0
µk({x ∈ R
n : φ(x) > t}) dt
=
N∑
j=1
∫ aj
aj−1
µk({x ∈ R
n : φ(x) > t}) dt
=
N∑
j=1
(aj − aj−1)µk
(
N⋃
i=j
Ai
)
=
∞∑
j=1
(aj − aj−1)
N∑
i=j
µk(Ai)
=
N∑
j=1
ajµk(Aj).

As an immediate consequence of Lemma 3.13, we get the following.
Corollary 3.14. Let k ≥ 0 and N ≥ 1. Suppose φ and ϕ are functions of
the form
φ =
N∑
j=1
aj1Aj and ϕ =
N∑
j=1
a′j1Aj
where aj , a
′
j ≥ 0 and Aj ⊆ R
n are such that dist(Ai, Aj) ≥ 2ρk. Then∫
(φ+ ϕ) dµk =
∫
φ dµk +
∫
ϕdµk.
Lemma 3.15. Let φ, ϕ ∈ D, such that φ, ϕ ≥ 0. Then
L(φ+ ϕ) = Lφ+ Lϕ.
Proof. Let α > 0 (to be chosen small later) and choose m = m(α) large
enough so that if x, y ∈ I ∈ Im then |φ(x)−φ(y)| ≤ α and |ϕ(x)−ϕ(y)| ≤
α. This is possible since φ and ϕ are C∞ function with compact support and
so they have bounded derivative. Set
M = sup
x∈Rn
max{φ(x), ϕ(x)}
and let R > 0 be such that supp φ, suppϕ ⊆ B(0, R). For each k ≥ 0,
since Ek is C0-Ahlfors regular, we have
µk(B(0, R)) ≤ C0R
d.
Let δ > 0 (to be chosen small enough later). Recall the definition of µ˜, just
after the statement of Lemma 3.12. By Lemma 3.11, we can find a translate
of the dyadic grid Gm = Gmx such that
µ˜(Gm ∩B(0, R)) < δ.
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By Lemma 3.12, we can choose η > 0 small enough so that
µ˜(Gm(2−mη) ∩ B(0, R)) < 2δ.
Since µ˜ is the weak limit of the µ˜k, there exist K = K(δ) such that for
k ≥ K,
µ˜k(G
m(2−mη) ∩B(0, R)) < lim sup
n→∞
µ˜n(G
m(2−mη) ∩B(0, R)) + δ
≤ µ˜(Gm(2−mη) ∩B(0, R)) + δ
≤ 3δ.
Since µk ≤ µ˜k for all k, this remains true for the µk, that is, for k ≥ K,
µk(G
m(2−mη) ∩B(0, R)) ≤ 3δ.
For I ∈ I , let φI = φ1(1−η)I .We can write
φ =
∑
I∈Im
φI +
(
φ−
∑
I∈Im
φI
)
=
∑
I∈Im
φI + φG.
Notice that φG is supported onG
m(2−mη)∩B(0, R).Define also φ˜I : R
n →
R, such that
φ˜I(x) = inf
y∈I
φ(y)1(1−η)I(x).
By our choice ofm, |φI − φ˜I | ≤ α for each I ∈ Im. Hence
φ ≤
∑
I∈Im
(φ˜I + α1(1−η)I∩B(0,R)) + φG ≤ α1B(0,R) +
∑
I∈Im
φ˜I + φG
In a similar way, we define ϕI , ϕ˜I and ϕG, to get
ϕ ≤ α1B(0,R) +
∑
I∈Im
ϕ˜I + ϕG.
For any I, I ′ ∈ Im, we have
dist((1− η)I, (1− η)I ′) ≥ 2−m+1η.
Thus, for k large enough so that 2ρk ≤ 2
−m+1η, by Corollary 3.14,∫ ∑
I∈Im
φ˜I dµk +
∫ ∑
I∈Im
ϕ˜I dµk =
∫ (∑
I∈Im
φ˜I +
∑
I∈Im
ϕ˜I
)
dµk.(3.3)
Let ε > 0, γ ∈ (0, 1) and suppose α and δ have been chosen small enough
so that γε ≥ 4C0R
dα + 8Mδ. Using the above combined with Lemma 3.6
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we can find K = K(η, δ,m) such that for k ≥ K,
∫
φ dµk +
∫
ϕdµk
(3.2)
≤
1
1− γ
[∫ ∑
I∈Im
φ˜I dµk +
∫ ∑
I∈Im
ϕ˜I dµk
]
+
1
γ
[∫
(α1B(0,R) + φG) dµk +
∫
(α1B(0,R) + ϕG) dµk
]
(3.3)
(3.2),(γ=2)
≤
1
1− γ
[∫ (∑
I∈Im
φ˜I +
∑
I∈Im
ϕ˜I
)
dµk
]
+
2
γ
[
2
∫
α1B(0,R) dµk +
∫
φGdµk +
∫
ϕG dµk
]
≤
1
1− γ
∫
(φ+ ϕ) dµk
+
2
γ
[
2αµk(B(0, R)) + 2Mµk(G
m(2−mη) ∩ B(0, R))
]
≤
1
1− γ
∫
(φ+ ϕ) dµk +
2
γ
[
2C0R
dα + 4Mδ
]
≤
1
1− γ
∫
(φ+ ϕ) dµk + ε.
On the other hand∫
(φ+ ϕ) dµk ≤
∫
(2α1B(0,R) +
∑
I∈Im
φ˜I + φG +
∑
I∈Im
ϕ˜I + ϕG) dµk
(3.2)
≤
1
1− γ
∫ (∑
I∈Dm
φ˜I +
∑
I∈Im
ϕ˜I
)
dµk
+
1
γ
∫
(2α1B(0,R) + φG + ϕG) dµk
(3.2),(γ=2)
≤
1
1− γ
[∫ ∑
I∈Im
φ˜I dµk +
∫ ∑
I∈Im
ϕ˜I dµk
]
+
2
γ
[∫
2α1B(0,R) dµk +
∫
(φG + ϕG) dµk
]
≤
1
1− γ
[∫
φ dµk +
∫
ϕdµk
]
+
2
γ
[
2αµk(B(0, R)) + 2Mµk(G
m(2−mη) ∩ B(0, R))
]
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≤
1
1− γ
[∫
φ dµk +
∫
ϕdµk
]
+ ε.
Taking k →∞ in the previous two sequences of inequalities, we get
L(φ) + L(ϕ) ≤
1
1− γ
L(φ+ ϕ) + ǫ
and
L(φ+ ϕ) ≤
1
1− γ
(L(φ) + L(ϕ)) + ǫ
Thus, taking ǫ, γ → 0 we have
L(φ+ ϕ) = L(φ) + L(ϕ)
and this finishes the proof. 
Lemma 3.16. Let f ∈ C+0 (R
n) and R > 0 be such that supp f ⊆ B(0, R).
Suppose {fi} is a decreasing seqeunce of functions in D such that fi(x) ≥
f(x) for all x ∈ Rn, supp fi ⊆ B(0, R + 1) and fi → f in L
∞. Then the
limit
L(f) = lim
k→∞
∫
f dµk
exists and
L(f) = lim
i→∞
L(fi).
Proof. Let k ∈ N. For each i, since µk is upper C0-Ahlfors d-regular and
fi ≥ f, and for any γ ∈ (0, 1), we have∣∣∣∣
∫
f dµk −
∫
fi dµk
∣∣∣∣ =
∫
fi dµk −
∫
f dµk
=
∫
(fi − f + f) dµk −
∫
f dµk
(3.2)
≤
1
γ
∫
(fi − f) dµk +
γ
1− γ
∫
f dµk
≤
(
1
γ
||fi − f ||∞ +
γ
1− γ
||f ||∞
)
µk(B(0, R + 1))
≤ C0(R + 1)
d
(
1
γ
||fi − f ||∞ +
γ
1− γ
||f ||∞
)
Taking k →∞, we find
L(fi)− C0(R + 1)
d
(
1
γ
||fi − f ||∞ +
γ
1− γ
||f ||∞
)
≤ lim inf
k→∞
∫
f dµk
≤ lim sup
k→∞
∫
f dµk ≤ lim sup
k→∞
∫
fi dµk ≤ L(fi).
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Since L(fi) is a montone decreasing sequence of non-negative real num-
bers, limi→∞ L(fi) exists. Hence, taking i→∞, it follows that
lim
i→∞
L(fi)−C0(R+1)
d γ
1− γ
||f ||∞ ≤ lim inf
k→∞
∫
f dµk ≤ lim sup
k→∞
∫
f dµk
≤ lim sup
k→∞
∫
fi dµk ≤ lim
i→∞
L(fi).
Since γ ∈ (0, 1) is arbitrary, this implies the limit L(f) exists and equals
the desired quantity. 
Lemma 3.17. The functional L is linear on C+0 (R
n).
Proof. Let f, g ∈ C+0 (R
n). Since D′ is dense in C+0 (R
n), we can find se-
quence of function {f˜i} and {g˜i} in D
′ such that
||f − f˜i||∞ ≤ 3
−i and ||g − g˜i||∞ ≤ 3
−i.(3.4)
Let Rf and Rg positive integers such that supp f ⊆ B(0, Rf) and supp g ⊆
B(0, Rg). Recall that functions in D
′ are of the form Pφj for some poly-
nomial with rational coefficents and φj a bump function equal 1 on B(0, j)
with support inB(0, j+1). Thus, without loss of generality we can assume
f˜i = P
f
i φRf and g˜i = P
g
i φRg where P
f
i , P
g
i are non-negative polynomials
with rational coefficients such that
||f − P fi ||L∞(BRf ) ≤ 3
−i and ||g − P gi ||L∞(BRg ) ≤ 3
−i.
We plan to modify the f˜i and g˜i so that they monotonically decrease to f
and g respectively. For each i, define
fi = f˜i + 2 · 3
−iφRf and gi = g˜i + 2 · 3
−iφRg .
We first consider the fi.We still have that fi → f and supp fi ⊆ B(0, Rf +
1). Outisde of B(0, Rf), f = 0 ≤ fi. For x ∈ B(0, Rf) and i ∈ N,
f(x) + 3−iφRf (x) = f(x) + 3
−i
(3.4)
≤ f˜i(x) + 2 · 3
−iφRf (x) = fi(x)
and
fi(x) = f˜i(x) + 2 · 3
−iφRf (x) ≤ (P
f
i φRf )(x) + 2 · 3
−iφRf (x)
≤ (f(x) + 3−i)φRf (x) + 2 · 3
−iφRf (x) = f(x) + 3
−i+1φRf (x).
It follows that f ≤ fi for each i and
fi+1 ≤ f + 3
−iφRf ≤ fi.
In summary the sequence {fi} satsifes the hypothesis of Lemma 3.16 for f .
The same is true of the sequence {gi} for g. It is not difficult to show that
hi = fi + gi
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satisfies the conditions of Lemma 3.16 for f + g. Then, since L is linear on
D, we have
L(f + g) = lim
i→∞
L(hi) = lim
i→∞
L(fi) + lim
i→∞
L(gi) = L(f) + L(g)
which completes the proof. 
Proof of Lemma 3.10. Let {µkj} be the subsequence definingL. By Lemma
3.17, L defines a linear functional on C+0 (R
n).We claim L defines a linear
functional on C0(R
n). By definition, for any f ∈ C0(R
n) and k ∈ N, we
have ∫
f dµk =
∫
f+ dµk −
∫
f− dµk.
Hence the limit
L(f) = lim
j→∞
∫
f dµkj
exists and
L(f) = L(f+)− L(f−)
Suppose φ, ϕ ∈ C0(R
n). Then φ+, φ−, ϕ+ and ϕ− are in C+0 (R
n). Observe
that we can write
(φ+ ϕ)+ − (φ+ ϕ)− = φ+ ϕ = (φ+ + ϕ+)− (φ− + ϕ−),
and after rearranging
(φ+ ϕ)+ + (φ− + ϕ−) = (φ+ + ϕ+) + (φ+ ϕ)−.
Taking L on both sides and using linearity of L on C+0 (R
n), we have
L((φ+ ϕ)+) + L(φ− + ϕ−) = L(φ+ + ϕ+) + L((φ+ ϕ)−).
Rearranging once more gives
L((φ + ϕ)+)− L((φ+ ϕ)−) = L(φ+ + ϕ+)− L(φ− + ϕ−).(3.5)
Using (3.5), linearity on C0(R
n) follows since
L(φ+ ϕ) = L((φ+ ϕ)+)− L((φ+ ϕ)−)
(3.5)
= L(φ+ + ϕ+)− L(φ− + ϕ−)
= L(φ+)− L(φ−) + L(ϕ+)− L(ϕ−)
= L(φ) + L(ϕ).
Now, since L is linear on C0(R
n), by the Riesz Representation Theorem we
can find a Radon measure µ such that∫
φ dµ = lim
j→∞
∫
φ dµkj
for all φ ∈ C0(R
n) as required. 
18 AZZAM AND HYDE
3.3. Approximation by uniform measures. In this section we prove that
for eachQ ∈ G , there exists a d-uniformmeasure µQ which well-approximates
Q.
Definition 3.18. Let U (A,C0, ε, ρ) be the collection of subsets E ⊆ R
n
which are C0-Ahlfors d-regular, contain the origin, and satisfy:
(1) H dρrB(E ∩AB) ≤ (1 + ε)(2rAB)
d,
(2) H d∞(E ∩ B) ≥ (2rB)
d − ε(2ArB)
d for all B centered on E ∩ AB
with rB ≤ rAB.
Here, B denotes the unit ball in Rn centered at the origin.
Most of the details of the following lemma are contained in the proof of
[DS93, Lemma III.5.12], we include a proof for the readers convenience.
Lemma 3.19. Let η > 0 be given. There is A > 0 such that if µ a C0-
Ahlfors d-regular Radon measure satisfying
µ(B) = (2rB)
d
for all B centered on suppµ∩AB with rB ≤ rAB, then there is a d-uniform
measure ν such that
dB(µ, ν) ≤ η.
Proof. Suppose the statement is false. We can find a sequence of real num-
bers Aj → ∞ and Radon measures µj such that µj(B) = (2rB)
d for all
B centered on suppµj ∩ AjB with rB ≤ rAjB, but dB(µj, ν) > η for all
d-uniform measures ν. By extracting a subsequence if necessary, we can
assume µj ⇀ µ, where µ is a Radon measure.
We claim µ is d-uniform. Let B be centered on suppµ. For each j, let
Bj be the smallest ball centered on suppµj such that B ⊆ Bj . In this way
rBj → rB. For j large enough, rBj ≤ rAjB. Then, by Lemma 3.8,
µ(B) ≤ lim inf
j→∞
µj(B) ≤ lim inf
j→∞
µj(Bj) = lim inf
j→∞
(2rBj)
d = (2rB)
d.
Similarly, let B′j be the largest ball centered on suppµj such that B
′
j ⊆ B.
Again, rBj → rB , rBj ≤ rAjB for j large enough and
µ(B) ≥ lim sup
j→∞
µj(B) ≥ lim sup
j→∞
µj(B
′
j) ≥ lim sup
j→∞
(2rB′j)
d = (2rB)
d.
For all j large enough dB(µj, µ) ≤ η, by Lemma 3.9. This contradicts the
assumptions on the µj since µ is d-uniform. 
Lemma 3.20. Let A, η > 0 be given. There exists ε, ρ > 0 small enough so
that if E ∈ U (2A,C0, ε, ρ) then there is a Radon measure µ such that
dB(H
d|E, µ) ≤ η
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and
µ(B) = (2rB)
d
for all B centered on suppµ ∩ AB such that rB ≤ rAB.
Proof. Suppose the lemma is false. Then, there exists a seqeunce of sets
Ej and real numbers εj, ρj → 0 such that Ej ∈ U (2A,C0, εj, ρj) but the
conclusion of the above lemma is false for each j. Let µj = H
d
ρjrB
|Ej . By
Lemma 3.10, we can extract a subsequence (which we don’t relabel) such
that µj ⇀ µ where µ is a Radon measure. Note that
µ(2ABo) ≤ lim inf
j→∞
µj(2AB
o) ≤ lim inf
j→∞
(1 + εj)(2r2AB)
d = (2r2AB)
d.
Let B be a ball centered on suppµ ∩ AB with rB ≤ rAB. For each j, let
Bj be the largest ball centered on suppµj ∩ AB such that Bj ⊆ B. Then,
rBj → rB, and
µ(B) ≥ lim sup
j→∞
µj(B) ≥ lim sup
j→∞
µj(Bj) ≥ lim sup
j→∞
H
d
∞|Ej(Bj)
≥ lim sup
j→∞
(
(2rBj )
d − εj(2r
d
2AB)
)
= (2rB)
d.
We claim, in fact, µ(B) = (2rB)
d. Assume µ(B) > (2rB)
d. For each
x ∈ suppµ ∩ 2ABo, let
rx = sup{r : B(x, r) ⊆ 2AB
o and B(x, r) ∩ B = ∅}.
Then, let
Bx = {B(x, r) : 0 < r < rx} and B
′ = {Bx}x∈suppµ∩2ABo .
Notice each ball B′ ∈ B′ is contained in 2ABo and has empty intersection
with B. By the Vitali Covering Theorem ([Mat95, Theorem 2.8]), we may
find a disjoint collection of balls B ⊆ B′ such that
H
d|suppµ
(
2AB \
(
B ∪
⋃
B′∈B
B′
))
= 0,
in particular
H
d
∞
(
supp µ ∩ 2AB \
(
B ∪
⋃
B′∈B
B′
))
= 0,
By [MM97, Theorem 2.1], H d∞ is an upper semicontinuous function when
acting on compact subsets of a compact metric space equipped with the
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Hausdorff norm. Using this, with the fact that the balls in B are pariwise
disjoint and have empty intersection with B, we get
(2r2AB)
d ≥ µ(2ABo) ≥ µ(B) +
∑
B′∈B
µ(B′) > (2rB)
d +
∑
B′∈B
(2rB′)
d
≥ H d∞
(
suppµ ∩
(
B ∪
⋃
B′∈B′
B′
))
≥ H d∞(supp µ ∩ 2AB)−H
d
∞
(
supp µ ∩ 2AB \
(
B ∪
⋃
B′∈B
B′
))
≥ lim sup
j→∞
H
d
∞(Ej ∩ 2AB) ≥ (2r2AB)
d
which is a contradiction and proves the claim.
We finish the proof of the lemma by noting that for j large enough,
dB(H
d|Ej , µ) = dB(µj, µ) ≤ η,
by Lemma 3.9 which is a contradiction. 
Combining the above two lemmas, for η > 0 we can find A, ε ρ > 0 (de-
pending on η) so that for any E ∈ U (2A,C0, ε, ρ), there exists a d-uniform
measure µ satidfying dB(H
d|E, µ) ≤ η. By re-scaling and translation, we
have the following.
Lemma 3.21. Let η > 0. There exist A, ε, ρ > 0 so that for any Q ∈
G (A, ε, ρ), there is a d-uniform measure µ such that
dBQ(H
d|E, µ) ≤ η.
Proof of Lemma 3.3. Let η > 0. By Lemma 3.21, we can find A, ε, ρ >
0 dependent on η such that G (A, ε, ρ) ⊆ N (η). Hence D \ N (η) ⊆
B(A, ε, ρ). The proof of Lemma 3.3 is completed by noting that∑
Q∈D\N (η)
Q⊆R
ℓ(Q)d ≤
∑
Q∈B(A,ε,ρ)
Q⊆R
ℓ(Q)d .η ℓ(R)
d,
where the last inequality follows since B(A, ε, ρ) is a Carleson set. 
4. PROOF OF THEOREM 1.2
4.1. Notation and conventions. In the sections below,X will denote a C-
doubling metric space. By the Kuratowski embedding theorem, X isomet-
rically embeds into ℓ∞(X), so without loss of generality, we will assumeX
is a subset of some Banach space X . Thus, whenever we talk about a ball
B(x, r), we mean the closed ball centered at x of radius r with respect to
X . In this way, the ball inX is justBX(x, r) = X∩B(x, r). The diameter
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of a set is defined in the usual way, but note that, while for a metric space
X we could have diamBX(x, r) = 0, we always have diamB(x, r) = 2r.
We will also denote
µ = H s|X .
4.2. Cubes. Before embarking on the proof of Theorem 1.2, we need to
recall Schul’s cubes [Sch07]. These are a family of subsets of X , that have
properties similar to dyadic cubes in Euclidean space. These are similar to
the so-called Christ-David Cubes ([Dav88, Chr90]) in some respects. Both
collections have the property that, much like dyadic cubes in Euclidean
space, they can be divided into different generations and the cubes from
each scale partition the cubes from previous generations. The main differ-
ences are that the Christ-David cubes and dyadic cubes are partitioned by
cubes at the next generation of roughly the same size, while the children
of Schul’s cubes can vary wildly. Moreover, the Christ-David construction
can be modified slightly to exactly partition a doubling space X , whereas
Schul’s cubes may not. The important property they do have, however, is
that they are approximately like balls.
FixM,K > 0 and c ∈ (0, 1
8
). For each integer n ≥ 0, let Xn ⊆ X be a
sequence of maximalKM−n-nets in X . Let
Bn = {B(x,KM
−n) : x ∈ Xn}, B =
⋃
n
Bn.
For B = B(x,KM−n) ∈ Bn, define
Q0B = cB, Q
j
B = Q
j−1
B ∪
⋃
{cB : B ∈
⋃
m≥n
Bm, cB ∩Q
j−1
B 6= ∅},
and
QB =
∞⋃
j=0
QjB.
Basically, QB is the union of all balls B
′ that may be connected to B by a
chain {cBj} with Bj ∈ B, diamBj ≤ diamB, and cBj ∩ cBj+1 6= ∅ for
all j.
For such a cube Q constructed from B(x,KM−n), we let xQ = x and
BQ = B(x, cKM
−n).
Let
∆n = {QB : B ∈ Bn}, ∆ =
⋃
∆n.
Note that, for Q ∈ ∆n, xQ ∈ Xn.
Lemma 4.1. If c ∈ (0, 1
8
), then for X and ∆ as above, the family of cubes
∆ satisfy the following properties.
(1) If Q,R ∈ ∆ and Q ∩ R 6= ∅, then Q ⊆ R or R ⊆ Q.
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(2) For Q ∈ ∆,
(4.1) BQ ⊆ Q ⊆ (1 + 8M
−1)BQ.
In other words, forM large, our cubes don’t differ much from balls.
This version is a slight modification of a similar result in [Sch07] and is
proven in [Azz15, Lemma 2.1]. There it is assumed that the Xn are nested
maximalM−n-nets, but this is not necessary in the proof. In both papers it
is also assumed that K = 1, but the result above follows by just applying
these results to a scaled copy of X .
4.3. Now the proof. The rest of this section is devoted to the proof of
Theorem 1.2. Let A ≥ 1 and let X be a C-doubling metric space such that
µ(X) = H s(X) < ∞. We will assume without loss of generality that
diamX = 1. Let Xn be a sequence of 2
−n-separated points in X , that is,
where |x− y| ≥ 2−n for all x, y ∈ X . Let
Bn = {B(x, 2
−n) : x ∈ Xn}, B =
⋃
n≥0
Bn.
Let a ∈ N be so that
(4.2) 2a−1 ≤ A < 2a.
SinceX is doubling, one can findN = N(A,C) and subsetsX1n, ..., X
N
n in
Xn that are maximally 2
−n+a+4-separated inXn and so that
Xn =
N⋃
i=1
X in.
Let J ∈ N be such that
(4.3) 2−J < min
{
ρ,
ε
16s
}
< 2−J+1
Let X i,jn = X
i
nJ+j . For i = 1, , ..., N , j = 1, ...J − 1, let ∆
i,j
n and ∆
i,j =⋃
n∆
i,j
n be those cubes constructed in the previous section for the sequence
(X i,jn )n of 2
−nJ−j+a+4-separated points withK = 2−j+a+4,M = 2J , and
c = A2−4−a < 2−4 < 1/8,
so that if
B
i,j
n = {B(x, 2
−nJ−j+a+4) : x ∈ X i,jn }, B
i,j =
⋃
n≥0
B
i,j
n ,
and if
B = B(x, 2−nJ−j+a+4) = B(x,KM−n) ∈ Bn,
then
cB = B(x,A2−nJ+j).
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So we have for j = 1, ..., J − 1,
ABnJ+j := {B(x,A2
−n) : x ∈ Xn} =
⋃
i
cBi,jn =
⋃
i
{cB : B ∈ Bi,jn }.
and thus
AB =
⋃
n,i,j
cBi,jn .
Fix some i and j.
Lemma 4.2. For µ-a.e. x ∈ X , if x is contained in infinitely many Q ∈
∆i,j , then
(4.4) lim
r→0
sup
Q∈∆i,j
x∈Q⊆B(x,r)
µ(Q)
(diamQ)s
≤ 1.
Proof. The proof is exactly the same as the analogous one with balls in
place of cubes [Mat95, Theorem 6.2], apart from the fact that we don’t have
the Besicovitch covering lemma, but this is not needed if we are working
with cubes. We include the proof for completeness:
Let t > 1 and
Et =

x ∈ X : limr→0 supQ∈∆i,j
x∈Q⊆B(x,r)
µ(Q)
(diamQ)s
> t

 ,
Assume µ(Et) > 0 for some t > 1. Since µ(X) < ∞, µ|X is Radon (see
Theorem [Mat95, Theorem 1.11 and 4.2]), so we may find U ⊇ Et open
with
(4.5) µ(U\Et) < (t− 1)µ(Et).
For any ε > 0 and for each x ∈ Et, we may pick Q(x) ⊆ U with
diamQ(x) < ε and µ(Q(x))
(diamQ(x))s
> t. Let Qk be the collection of maximal
cubes we get in this way, so Et ⊆
⋃
kQk. Hence,
tH sε (Et) ≤ t
∑
k
(diamQk)
s <
∑
k
µ(Qk) ≤ µ(U)
thus, letting ε→ 0, we get
tµ(Et) = lim
ε→0
tH sε (Et) ≤ µ(U)
(4.5)
< µ(Et).
which is impossible, thus µ(Et) = 0 for all t > 1, which proves (4.4). 
The proof of Theorem 1.2 now proceeds almost exactly as in [Sch07].
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Lemma 4.3. Let
C
i,j = {Q ∈ ∆i,j : H sρ diamQ(X ∩Q) > (1 + ε/4)(diamQ)
s}
and
C =
{
B ∈ B : H sρrB(X ∩ AB) > (1 + ε)(2rB)
s
}
.
Then
(4.6) {QB : B ∈ C , AB ∈ cB
i,j} ⊆ C i,j.
Proof. Let B ∈ C be such that AB ∈ cBi,j . Recall that by (4.1) thatQB ⊇
B and so diamQB ≥ diamB = 2B. Thus, using that (1 + t)
−s ≥ 1 − st
for t ≥ 0,
H
s
ρdiamQB
(X ∩QB)
(4.1)
(2.1)
≥ H sρ2rB(X ∩B) ≥ (1 + ε)(diamB)
s
(4.1)
≥ (1 + ε)(1 + 8M−1)−s(diamQ)s
= (1 + ε)(1 + 2−J+3)−s(diamQ)s
≥ (1 + ε)(1− s2−J+3)(diamQ)s
(4.3)
≥ (1 + ε)
(
1−
ε
2
)
≥
(
1 +
ε
4
)
(diamQ)s

Lemma 4.4. For each Q ∈ C i,j , we claim there is a function wQ defined
onX so that
(1) suppwQ = 0 on Q
c,
(2)
∫
wQdµ = (diamQ)
s
(3) wQ(x) < α
−kQ(x) where kQ(x) is the number of cubes in C
i,j prop-
erly contained in Q containing x
Proof. For convenience, we will treat functions as measures below, so given
a function f , f(A) will also denote
∫
A
fdµ.
We will define wQ in a martingale fashion, that is, as a sequence of func-
tions where we obtain the next function by redefining the previous function
in various cubes so that the integrals in those cubes is unaffected. First
we need to introduce some notation relating to the cubes. For Q ∈ C i,j ,
let Stop0 = {Q}, Stop1(Q) be the set of maximal cubes in C
i,j properly
contained in Q and inductively set
Stopk+1(Q) =
⋃
R∈Stopk(Q)
Stop1(R).
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Now we define the sequence of functions that will converge to wQ. We first
let
w0Q = 1X∩Q
(diamQ)s
µ(Q)
,
so in this way, w0Q(Q) = (diamQ)
s.
Let
RQ = Q\
⋃
R∈Stop1(Q)
R
and
m(Q) = µ(RQ) +
∑
R∈Stop1(Q)
(diamR)s.
Note that by (4.3), since cubes properly contained in Q (and hence those
cubes in Stop1(Q)) have diameter at most 2
−J diamQ < ρ diamQ, setting
α = (1 + ε/4), we have
m(Q) ≥ H sρdiamQ(RQ) +
∑
R∈Stop1(Q)
(diamR)s(4.7)
≥ H sρdiamQ(X ∩Q) ≥
(
1 +
ε
4
)
(diamQ)s = α(diamQ)s.
Now let w1Q be a function on X that is constant in the sets RQ and R ∈
Stop1(Q) (and zero elsewhere) so that
w1Q(RQ) =
µ(RQ)
m(Q)
w0Q(Q) and w
1
Q(R) =
(diamR)s
m(Q)
w0Q(Q).
In this way,
w1Q(Q) = w
0
Q(Q) = (diamQ)
s.
Inductively, suppose for some k ≥ 1 we have defined wkQ for each Q ∈
C i,j . We now let
wk+1Q |RQ = w
k
Q|RQ and w
k+1
Q |R =
w0Q(Q)
m(Q)
wkR|R for R ∈ Stop1(Q).
Remark 4.5. By construction, we have for all k
wkQ(RQ) = w
k−1
Q (RQ) = · · · = w
1
Q(RQ) =
µ(RQ)
m(Q)
w0Q(Q),
wkQ(Q) = w
k−1
Q (Q) = · · · = w
0
Q(Q) = (diamQ)
s,
and wkQ is constant on each set RT for T ∈
⋃k−1
ℓ=0 Stopℓ(Q) and on T ∩ X
for each T ∈ Stopk(Q) (and is zero outside these sets).
26 AZZAM AND HYDE
We now claim that if x ∈ Q is contained in k0 many cubes from C
i,j
properly contained in Q
(4.8) wk0Q (x) < α
−k0.
We begin the proof of the claim: First, since w0Q is constant in Q, for
x ∈ Q,
w0Q(x) =
(diamQ)s
µ(Q)
(2.1)
≤
(diamQ)s
H sρ diamQ(X ∩Q)
(4.7)
< α−1.
This proves the k = 0 case of (4.8). For k ≥ 1, let T ∈ Stopk(Q). Then
T ∈ Stopk−1(R) for some R ∈ Stop1(Q), and the construction implies
wkQ(T )
(diamT )s
=
w0Q(Q)
m(Q)
wk−1R (T )
(diamT )s
=
(diamQ)s
m(Q)
wk−1R (T )
(diamT )s
(4.7)
< α−1
wk−1R (T )
(diamT )s
< · · · < α−k
w0T (T )
(diamT )s
= α−k(4.9)
In particular, since wkQ is constant on T ∩X , this shows that for x ∈ T ,
wkQ(x) =
wkQ(T )
µ(T )
(2.1)
≤
wkQ(T )
H sρdiam(T )(X ∩ T )
(4.7)
< α−1
wkQ(T )
(diamT )s
(4.9)
< α−k−1.
Moreover, if U ∈ Stopℓ(Q) for some 1 ≤ ℓ < k, then since w
k
Q is constant
on RU , for x ∈ RU ,
wkQ(x) = w
ℓ
Q(x) =
wℓQ(RU)
µ(U)
(2.1)
≤
wℓQ(RU)
H sρ diam(U)(X ∩ U)
(4.7)
< α−1
wℓQ(RU)
(diamU)s
≤ α−1
wℓQ(U)
(diamU)s
(4.9)
< α−ℓ−1
By Remark 4.5, any x ∈ Q where wkQ is nonzero is in either some T ∈
Stopk(Q) or RU for some U ∈ Stopℓ(Q), ℓ < k, so the above estimates
imply (4.8) and prove the claim.
In particular, wkQ is a sequence of uniformly bounded L
∞ functions van-
ishing outside of X ∩ Q. By (4.4), µ-a.e. x ∈ X is contained in at most
finitely many Q ∈ C i,j , and so wkQ converges pointwise a.e. to a function
wQ that is zero outsideQ
c (proving (1)), and by the dominated convergence
theorem,
wQ(R) = lim
k→∞
wkQ(R) for R ∈
∞⋃
k=0
Stopk(Q),
proving (2). Finally, (3) follows from the previous claim.

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In particular, if C
i,j
0 are the maximal cubes in C
i,j (since recall the sizes
of the balls in C i,j are bounded above), then those cubes are disjoint and
thus∑
Q∈C i,j
(diamQ)s =
∑
Q∈C i,j
∫
wQ(x)dµ(x) =
∫ ∑
Q∈C i,j
wQ(x)dµ(x)
<
∑
Q0∈C
i,j
0
∫
Q0
∞∑
k=0
α−kdµ(x) =
1
1− α
∑
Q0∈C
i,j
0
µ(Q0) .
µ(X)
ε
.
Hence, by our choice of J , and recalling the definition of N from (4.2).∑
B∈C
(diamB)s ≤
∑
i,j
∑
QAB∈cC i,j
(diamQAB)
s ≤
∑
i,j
∑
Q∈cC i,j
(diamQ)s
.
∑
i=1,...,N
j=1,...,J
µ(X)
ε
≤
NJ
ε
µ(X) . N
log 1
min{ρ,ε/s}
ε
µ(X).
APPENDIX A. WEAK CONVERGENCE OF MEASURES
Proof of Lemma 3.8. Let ε > 0. Since µ is Radon, there exists and open
set V ⊃ K such that µ(V ) ≤ µ(K) + ε. By Urysohn’s Lemma, there is
ϕ ∈ C0(R
n) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 on K and suppϕ ⊂ V. Then
µ(K) ≥ µ(V )− ε ≥
∫
ϕdµ− ε = lim
k→∞
∫
ϕdµk − ε
≥ lim sup
k→∞
µk(K)− ε.
Similarly, there exist a compact set F ⊂ U such that µ(F ) ≥ µ(U)− ε.We
can find ϕ ∈ C0(R
n) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 on F and suppϕ ⊂ U.
Then
µ(U) ≤ µ(F ) + ε ≤
∫
ϕdµ+ ε = lim
k→∞
ϕdµk + ε
≤ lim inf
k→∞
µk(U) + ε.
The result follows since ε was arbitrary.

Proof of Lemma 3.9. Let δ > 0. Let K ∈ N and suppose there exists p ∈
B ∩ suppµ such that dist(p, suppµk) > δ for all k ≥ K. Let φ ∈ C0(R
n)
be such that 0 ≤ φ ≤ 1, φ ≡ 1 on B(p, δ/2) and suppφ ⊂ B(p, δ). Since
p ∈ suppµ, ∫
φ dµ ≥ µ(B(p, δ/2)) > 0,
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but ∫
φ dµk = 0
for all k ≥ K, which gives a contradiction.
The proof of the second equality is lifted verbatim from the proof of
[DS93, Lemma III.2.43]. Let ε > 0 and B1, . . . , Bℓ be a finite collection of
balls of radius ε which cover B. For i = 1, . . . , ℓ, let φi ∈ C0(R
n) satisfy
φi ≡ 1 on 2Bi and suppφi ⊆ 3Bi. ChooseK large enough so that∣∣∣∣
∫
φi dµk −
∫
φi dµ
∣∣∣∣ ≤ (2C0)−1εd
for all k ≥ K and i = 1, . . . ℓ. For each i and k, if Bi intersects suppµk
then ∫
φi dµk ≥ C
−1
0 ε
d
hence ∫
φi dµ ≥ (2C0)
−1εd,
which in turn implies 3Bi intersects suppµ. Thus, if p ∈ suppµk for k ≥ K,
then dist(p, suppµ) ≤ 3ε. Since ε was arbitrary this implies the second
equality. 
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