Abstract-This paper studies universal estimation of divergence from the realizations of two unknown finite-alphabet sources. Two algorithms that borrow techniques from data compression are presented. The first divergence estimator applies the Burrows-Wheeler block sorting transform to the concatenation of the two realizations; consistency of this estimator is shown for all finite-memory sources. The second divergence estimator is based on the Context Tree Weighting method; consistency is shown for all sources whose memory length does not exceed a known bound. Experimental results show that both algorithms perform similarly and outperform string-matching and plug-in methods.
I. INTRODUCTION
A LTHOUGH (Kullback-Leibler) divergence (also known as relative entropy) is a fundamental information measure, special cases of which are mutual information and entropy, the problem of divergence estimation of sources whose distributions are unknown has received relatively little attention.
The sources of interest are finite-alphabet, finite-memory Markov sources, denoted by and . The input to the estimator consists of a realization of length from source , denoted by , and a realization of length from source , denoted by . Ziv and Merhav [17] applied the idea of Lempel-Ziv (LZ) parsing to divergence estimation. They developed a scheme to estimate the divergence between two finite-alphabet, finite-order, stationary Markov processes. The LZ incremental parsing algorithm parses the sequence into distinct phrases such that each phrase is the shortest string which is not a previously parsed phrase. The entropy can be estimated by . Analogously, is parsed into longest phrases, which appear in . The term can be estimated by . Then, an estimator of the divergence rate is given by Consistency of this estimator is shown in [17] under the assumption that the observations are generated by independent Markov sources, and is universal in the sense of not depending on the order or any other information about the transition probability matrices of the sources. Another algorithm based on LZ compression was introduced in [2] and applied to problems motivated by linguistics. Unlike [17] , the approach in [2] is heuristic and there is no claim that the algorithm converges to the divergence of the sources. The idea is to approximate the divergence by calculating the additional number of bits per character required to encode the sequence emitted by source with a source code that has been trained by a realization of source . To that end, a realization from source is partitioned into a long sequence and a shorter sequence , which is appended to a long sequence from source . The new sequence is compressed by gzip 1 to bits, while alone is compressed to bits. The difference is the coding length of using the coding trained by . Similarly, . The divergence between and is approximated by where is the number of characters of the short sequence . A new class of "normalized information distance" loosely based on the noncomputable notion of Kolmogorov complexity is proposed in [12] , and then applied to the genome phylogeny problem and the problem of building language trees considered in [2] . The method in [12] to approximate the measure therein is heuristic (see also the discussion in [11] ).
In this paper, we present two divergence estimation algorithms, both of which are motivated by techniques in data compression. 2 The first estimator, originally proposed in [4] , uses the Burrows-Wheeler block sorting transform (BWT) [3] , while the second estimator uses the Context Tree Weighting method (CTW) [15] . We prove the convergence of our divergence estimators assuming that both sources are possibly dependent stationary ergodic Markov sources, a case for which the following almost-sure convergence result is known to hold [10] :
where is the alphabet and is the set of states.
1 A commercial embodiment of LZ data compression. 2 The use of lossless data compression techniques in other related problems such as modeling and prediction has also been considered; see for example [13] and [1] .
0018-9448/$20.00 © 2006 IEEE A variety of compression algorithms have been proposed using the BWT as a front end followed by modules such as move-to-front, runlength coding, and adaptive Huffman coding. An entropy estimator based on the BWT was proposed in [5] using a uniform segmentation scheme. Based on that, we can show that segments of the BWT output sequence are close to an independent and identically distributed (i.i.d.) sequence. This property is exploited in our algorithm to estimate divergence without knowing the memory length of the sources.
Recently, experimental results have been reported [8] using the CTW method [15] for classification of binary sequences. The similarity metric used in [8] for classification can be seen to be an estimate of . Another natural method, which we refer to as the plug-in method, for the estimation of divergence between two finitememory sources consists of assuming an upper bound on the memory length of the sources, computing the empirical conditional probabilities and stationary probabilities by counting the number of symbols following each state, and plugging the estimates in (1) .
The rest of the paper is organized as follows. In Section II, we present the divergence estimator based on the BWT. Convergence results for this estimator are proved in Section III. The divergence estimator based on CTW is presented and analyzed in Section IV. Finally, experimental results on tree sources and on text files (such as novels and the Bible) are presented in Section V. These results illustrate the superiority of our new algorithms over previous methods.
II. DIVERGENCE ESTIMATOR VIA THE BWT

A. The Burrows-Wheeler Transform (BWT)
The BWT is a reversible block-sorting algorithm [3] . It operates on a sequence of symbols (with a unique "end-of-file" symbol "$" appended), produces all cyclic shifts of the original sequence, sorts them lexicographically, and outputs the last column of the sorted table. For finite-memory sources, performing the BWT on a reversed data sequence groups together symbols in the same state. Using the BWT followed by segmentation is the basic idea behind the entropy estimation in [5] . However, how to extend this idea to divergence estimation is not immediately clear because the two sources may have different state sets. The transitions for the two sequences do not occur in the same places, and need not correspond to the same contexts. In order to overcome this hurdle, we next introduce the joint BWT of two sequences.
For our purposes, it is important to extend the BWT to operate on the concatenation of two sequences and defined on the same alphabet. We concatenate and , adding "$" to the end of each sequence, then sort the table of cyclic shifts, and output the last column. The information of the origin of each symbol (whether from or ) is kept, but the sorting does not discriminate symbols by their origin. For clarity, we will use upper case letters to represent and lower case letters to represent in the following. It should always be understood that and designate the same symbol, with upper/lower case indicating from which source the symbol originates. For example, if ''banana'' ''anbaba'', then we feed "banana$ANBABA$" to the BWT, and the output is "Bbn$nBN$AaaAaA" as shown in Fig. 1 . Unlike the standard use of the BWT in data compression, here we do not need to recover the original sequences from their block-sorted version.
B. Divergence Estimator Via the BWT
A basic task of our divergence estimator is to estimate conditional empirical distributions, which can be done through segmentation of the BWT output. As we will see, the divergence estimator runs the joint BWT on the concatenation of the two sequences.
For convenience, we will focus on the case in which the lengths of and are identical. However, it will be evident that this restriction is not necessary. In the discrete setting of this paper, it is convenient to decompose divergence as a difference (3) We can estimate the entropy term in (3) in a variety of ways; in particular, we can use the BWT-based algorithm in [5] . Thus, we focus on the estimation of the cross term in (3), i.e., on the sum of the entropy and divergence a.s.
Thus, once has been estimated, the problem of estimating boils down to estimating . To this end, we will proceed as if we were estimating the entropy of , but instead of evaluating at , we will evaluate it at . The joint BWT allows us to do this in a natural way. We segment the joint BWT output based on statistics of the symbols from . Ideally, this would segment the joint BWT output at the transition points of , resulting in piecewise i.i.d. segments for according to the memory structure of the source . In each segment, we compute the empirical probability of each symbol according to , which gives estimates of the conditional probabilities in each state of the source . These are used to estimate the probability (according to ) of the observed symbols from .
Note that the BWT of can be obtained by simply retaining the symbols of from the joint BWT. Thus, we actually need only perform the joint BWT to estimate both the entropy term and the divergence . However, to estimate , we segment the joint BWT output according to the symbols from , but to estimate we segment the output according to .
We run the BWT on the concatenation of the reversed sequence of and as explained in Section II-A. Our estimator for has the following steps (see Fig. 2 ). a) Run the joint BWT on the reversed concatenation of and . b) Segmentation according to symbols from . This will be described further in Section II-C. If a uniform segmentation strategy is adopted, the segments contain an equal number of symbols from but, in general, different numbers of symbols from . Therefore, this segmentation induces a segmentation on the symbols of the sequence which is different from the segmentation performed for the estimation of the entropy of . c) Estimate the first-order distribution (according to ) within each segment as shown in Fig. 3 . Denote the number of occurrences of symbol (from ) in the th segment (according to the segmentation with respect to ) by . Similarly, denotes the number of occurrences of symbol (from ) in the th segment. An estimate of the probability of the symbols from in the th segment is
If a probability estimate in a segment is zero, the logarithm of the probability is and the divergence estimate is . Therefore, a small bias is introduced in the probability estimates in order to deal with this issue. In Section III, we will analyze the impact of this bias on our estimator. The contribution of the th segment to the estimate of is (6) Recall that and index the same symbol in the alphabet with the upper case notation indicating that the symbol comes from and the lower case indicating that the symbol comes from . Hence, the term in (6) has " " since this is a count of the number of occurrences in , while the term has " " since this is an estimate of the log probability of the symbol based on . d) Average across segments. The estimate of the sought-after divergence-plus-entropy functional is obtained by averaging the contributions from the segments (7)
C. Segmentation
Segmentation is an important step in the divergence estimator. As discussed in [5] , there are two natural approaches.
One approach, called adaptive segmentation, is to detect the transitions based on the empirical distributions of the BWT output. The other, called uniform segmentation, simply divides the BWT output into segments so that each segment contains an equal number of symbols, denoted by , from the sequence according to which we are segmenting. For example, in Fig. 3 each segment has the same number of symbols from . However, the segments of the joint BWT output (containing symbols from both and ) may be different in length due to the different numbers of symbols from .
Recall that to estimate , the segmentation is performed according to symbols from (indicated by the lower case symbols), while the divergence-plus-entropy functional used to estimate requires a segmentation according to symbols from (indicated by the upper case symbols).
III. PERFORMANCE ANALYSIS OF THE BWT-BASED DIVERGENCE ESTIMATOR
In this section, we prove the convergence of our estimator with uniform segmentation and obtain conditions on the growth of segment length for our algorithm. We assume that the sources are stationary Markov with a finite unknown order. The state sequence forms a Markov chain, which is assumed to be irreducible and aperiodic with a unique stationary distribution. The set of states for both sources is , which is in lexicographical order, as sorted by the BWT. Denote by the state from which symbol emanates, where . We further assume that the conditional probabilities and satisfy and , for all and .
A. Empirical Probabilities in Each Segment
In order to prove convergence of the divergence estimator, we must show that the empirical probabilities in almost every -segment are close to the true conditional probabilities for a corresponding state of the Markov source (Lemma 1), and there are not too many symbols from falling into any single segment (Lemma 3). The variability of the number of symbols from falling in each segment presents a major challenge.
Let be the number of occurrences of state in . For , let be the state of segment if all symbols in segment emanate from the same state. We have (8) if both (9) and (10) are satisfied for some ; if there is no such , then , which means it is a "bad" segment containing a state transition. Let be the set of bad segments containing a state transition. Denote by the empirical probability of symbol in the th segment. Let be the number of segments whose state is . Let us define the following quantities: (11) and (12) is an estimate of the conditional probability , and is an estimate of the stationary probability . The proof of Theorems 1 and 2 in [5] introduces a fictitious estimator, that discards bad segments and fuses segments corresponding to the same states. In fact, and are estimates in the fused segment corresponding to state as in the fictitious entropy estimator. Since we have proved the convergence of the entropy estimator in [5] , it remains to prove that the cross term converges to in probability. Let be the number of occurrences of state in , and be the number of occurrences of symbol emanating from state in . Let be the number of occurrences of symbol from in the th segment, and be the total number of symbols from in the th segment. Proof: In the BWT output, symbols from both and are sorted by context. In one segment, symbols from and symbols from have common context(s). Here, a context can be understood as a node in the context tree, which specifies a number of symbols occurring before the current symbol. The depth of the node equals the number of symbols the context specifies. The (infinite) sequence of past symbols is referred to as unbounded context. The uniform segmentation is determined by the realization , and results in a partition at the leaves of the context tree into classes, as shown in Fig. 4 . In this example, there are four segments. The first segment contains contexts "AA" and "AABA"; the second segment contains contexts "BABA" and "BBA"; the third segment contains contexts "AB" and "ABB"; the fourth segment contains context "BBB". The set of contexts of a segment is in fact represented by a set of nodes in the context tree. In order to determine the set of contexts of the th segment, we must find the boundary of the th segment and the th segment (as well as the boundary of the th segment and the th segment) in the context tree. In the above, we have described an "ideal" nonoverlapping partition of contexts based on uniform segmentation according to symbols from . However, if there are symbols (from ) between the last symbol (from ) of the th segment and the first symbol (from ) of the th segment, we cannot immediately determine to which segment they belong according to the "ideal" partition. In our implementation of the algorithm, we resolve this by simply including those symbols from into the previous segment. As our objective is to prove that the probability of being too large is very small, it suffices to prove it for an upper bound of . So we modify the definition of the set of contexts of a segment, and allow a small overlap across two consecutive segments.
The set of contexts of the th segment can be determined by finding the first different symbol in the unbounded contexts of the first and second symbols (from ) of the th segment and the first different symbol in the unbounded contexts of the last two symbols (from ) of the th segment. Note that the set of contexts of the th segment under this definition is slightly larger than the set of contexts defined by the ideal partition.
Under the assumption that all conditional probabilities are less than , there exists a constant such that and for any and . Let us denote the stationary probability of contexts of the Markov source and the Markov source by and , respectively. Let us consider the set of contexts , which is a set of nodes that are to the left of a boundary in the context tree, such that all the nodes included in have depths no more than , where is a constant, and the following condition is satisfied: if where . Next, we establish the connection between and . Let be any set of contexts. As shown in Fig. 5 , we find the last symbol common to these contexts, which corresponds to the latest common ancestor of the set of nodes specified by . Then, the set can be divided into two disjoint sets , which are in different branches of the common ancestor (the division is not unique if more than two branches of the common ancestor are involved 
Combining (81) 
where (86) follows from (76) and the fact that holds when both and are satisfied; (88) follows from (84); (90) follows from Lemma 5 in Appendix F; and (91) follows from the fact that .
IV. DIVERGENCE ESTIMATOR VIA CONTEXT MODELING
A. Overview
While it is obvious that the probability estimates fed to the arithmetic coder can be used to estimate entropy, we show that the probability estimation and context model updating mechanisms can also be modified to provide an alternative way to estimate divergence. The structure of the modified algorithm is shown in Fig. 6 .
We first build and update context models for both sequences and . Once the whole sequences and have been observed and their modeling has been completed, the switches in Fig. 6 are closed, the estimated models are fixed, and we estimate both and . We then take the difference of the normalized logarithm of and as the divergence estimate . The universal context modeler can take many different embodiments leading to different algorithms. In this paper, we focus our attention on the CTW method. Note that an alternative to the divergence estimator in Fig. 6 which leads to slightly degraded estimation consists of generating "on the fly" at the same time as the context is updated, as is done in arithmetic-coding-based compression where the probability estimate must be computed causally.
B. The Context Tree Weighting Method
The CTW method uses a weighting scheme to provide a weighted probability [15] , which is a mixture of estimated probabilities for different models. When the context modeler uses CTW, the lower branch in Fig. 6 is quite similar to the model-freezing method used in [8] . Note that in [8] , the idea of freezing the model is important in estimating , since sequence should not affect the statistical model learned from sequence . Experimental results on text classification using CTW with and without model freezing have been shown in [8] .
In this description, for simplicity, the sources are assumed to be binary. The basic CTW method [15] assumes that the maximum memory length is known and also past symbols are known in addition to . An example of a context tree with is shown in Fig. 7 . Each node in the tree corresponds to a context. Counts and stored in node are the number of 's and 's emitted from the corresponding context. For node , the estimated probability is the Krichevsky-Trofimov probability estimate of a sequence Counts (a ; b ) are stored in each node s. containing zeros and ones, which is defined as follows: and for and (92) and (93) In node , the conditional estimated probabilities for zero and one are and , respectively. The weighted probability of node is calculated as follows: (94) where the nodes and are the children of node , and is the depth of node . When we build the context tree from sequence , we add one symbol at a time. In adding symbol , we have to update the counts and , the estimated probability , and the weighted probability for each context of . The order of updating is from the context of the longest depth (a leaf node) to the root. The limitation is that with fixed maximum memory length we can only learn statistical models of order no more than .
The extended CTW method [16] assumes unbounded memory length, and therefore the depth of the context tree is unbounded and grows with the length . The sources are assumed to be binary. We pre-append before as unknown symbols. The extended CTW method stores all relevant statistical information of different orders provided by the sequence . When a certain context has occurred only once in the sequence (i.e., there is only one symbol emitted from that context), the counts of the corresponding node sum up to , in which case it is meaningless to further store counts of its children. Eventually, we always encounter a context that has never occurred before, because the context has never occurred before.
Let be a node of the context tree of . Node is said to be a unique node of the context tree of if the corresponding subsequence occurs only once in . Node is said to be a null node if the corresponding subsequence has not occurred in . As we have discussed, it is unnecessary to maintain further children nodes of a unique node. But as we proceed, a unique node at time might branch out at a later time. So we have to keep the position of the occurrence of the unique subsequence within . In building the context tree, when we add the next symbol that has the current context to the context tree, we have to travel from the root, along nodes until we encounter a null node (which means this node has never occurred before). The path from this null node to the root is called the updating path of the context . After the addition, this null node becomes a unique node (that has occurred once). Then we should travel back to the root, updating the counts, the estimated probability and the weighted probability in every node in the updating path. The context tree and the updating process are shown in Fig. 8 . The counts of 's and 's are shown in Fig. 9 . The weighted probability is defined as follows:
if is not a unique node if is a unique node.
When processing , only those nodes in the updating path of need to be updated. For a unique node . For any internal node in the updating path (including the root), we have to recalculate recursively. Notice that if is not a prefix of ( is a null node); and if is a prefix of .
Define the quantity for node as follows. For the basic CTW method (96) for the extended CTW method (97)
C. Algorithms
Algorithm With Basic CTW: 1) Build the context tree based on the sequence using the basic CTW method. 2) Once the modeling is completed, do not allow any changes of the counts, the estimated probability , or the weighted probability in any node . 3) For each , estimate based on the above context tree independently, as follows.
i) Find the node of depth corresponding to context . ii) Initialize . It is suggested in [16] that a string of nonunique nodes without branches except the farthest one from the root are equivalent and can be replaced by a single super-node. Equivalent nodes all have the same counts and therefore the same estimated probability. Only the weighted probability corresponding to the node closest to the root is actually needed by its parent and therefore stored in the super-node. Suppose the number of nodes in the super-node is and is the weighted probability stored in the super-node . We have 
D. Analysis
It is easy to prove the convergence of the entropy estimator via CTW. The cross term estimator is more problematic and so we focus on the estimation of the cross term via the basic CTW method.
After building the context tree based on the sequence , we proceed to estimate by estimating terms
In order to bound the aggregate error we bound the error for any and . The estimate is obtained by using the same context tree updating rule, where is the next symbol and is the current context. If we were not freezing the context tree, would be updated to include the new incoming symbol and would become . The conditional weighted probability at the root is the probability estimate we need. We emphasize that once the context tree modeling is completed, we do not change any counts or and stored in the context tree; i.e., we just need to obtain by computing along the updating path of . Our main consistency result for the algorithm in Section IV-C is the following.
Theorem 2:
Let and be sequences of length generated from finite-alphabet finite-state Markov sources and , respectively. Let denote our divergence estimator based on the basic CTW method whose maximum memory length is greater than or equal to the orders of both Markov sources. Then a.s.
Proof: We prove the convergence of the estimate of the cross term. The same argument applies to the entropy term.
Let us examine the updating computation for , where . For an internal node in the updating path, if is in the updating path we have (106) at the bottom of the page; if is in the updating path we get (107), also at the bottom of the page. For a leaf node in the updating path (108) This computation starts with a leaf and is repeated recursively along the updating path, until we reach the root and obtain . So is a weighted sum of , where is any node in the updating path. Let denote the set of nodes in the path from to the root. The weight associated with is where is an internal node in the updating path. The weight associated with , where is the leaf in the updating path, is Suppose is the suffix of that is a state of the finite memory source, where is less than (the upper bound on the memory length). Suppose are the nodes in the updating path with depth less than (including the root ). Since have depth less than do not converge to and should not be included in the weighted conditional probability. Lemma 4 below implies that the contribution of to the weighted conditional probability converges to zero. On the other hand, all converge to almost surely, therefore, the weighted conditional probability converges to almost surely as . Thus, we have 
Applying the same argument to the estimate of the entropy term, we obtain (105).
Lemma 4:
Suppose is an internal node in the tree representation of the source, but itself is not a state of the source (i.e., offsprings of the node do not all have the same conditional probabilities). Then a.s.
Proof:
where the inequality follows from applying (94) repeatedly. Due to the log sum inequality, we have (113) almost surely as , where is a negative constant since is not a state, and its children nodes must have different statistics. Using (113) in the bound (112) we obtain (111).
V. EXPERIMENTAL RESULTS
In Fig. 10 , we compare our BWT-based algorithm with the LZ string-matching-based algorithm [17] as well as the zipping method [2] . The sources we use are randomly generated binary tree sources, with memory length , and 15 states. All the curves plotted are an average of 100 runs. As shown in Fig. 10 , the new algorithm converges quite fast to the true divergence. In contrast, for the data sizes considered, neither the LZ-based algorithm nor the zipping method are able to offer good estimates. Although not shown in Fig. 10 , the estimate of the zipping method exhibits high sensitivity to the actual source realization.
In Fig. 11 , we compare our BWT-based algorithm with the empirical plug-in scheme that assumes a Markov model of a given order. Even when the memory length is known, the plug-in scheme does not perform as well as our scheme, and moreover, it suffers considerable degradation if it either underestimates or overestimates the order. Fig. 11 also shows that the performance difference for adaptive and uniform segmentation is negligible.
In the empirical plug-in scheme, unless prior knowledge is available about the tree structure of the sources, the number of transition probabilities to be estimated grows exponentiallywith the assumed order of the source. Our algorithm has the advantage that it does not require any knowledge of the memory length or the number of states. Hence, it is suitable for unknown tree sources.
In Fig. 12 , we consider the effect of dependence between the realizations and on the divergence estimate. The sources tested in this figure have the same distributions as the sources in Fig. 10 . In particular, two extreme cases are tested. In the first case, the sequences and are independently generated. In the second case, is generated by complementing . Since we chose the sources and to have mirror trees, the sequence so generated does indeed have distribution . The experiment shows that our divergence estimator is rather insensitive to the joint distribution, except through the marginals.
In Figs. 13 and 14 , we compare the BWT-based algorithm and the basic CTW-based algorithm (with ) for the same sources tested in Fig. 10 . While the divergence estimator via CTW exhibits slightly faster convergence, the divergence estimator via the BWT is easier to implement.
Our divergence estimators can be used in linguistic problems such as language classification and author recognition. Although having an estimator for the divergence does not necessarily lead to a classifier that minimizes the classification error, our divergence estimators yield satisfactory experimental results. First, the divergence estimator is used to classify texts written in different languages. The text files we use are the Bible (Old Testament) translated into 11 languages. The divergence table (based on the estimates via the BWT) of each pair of languages is shown in Fig. 15. (The divergence estimator via CTW gives similar estimates, generally within 10%.) Then we map the symmetrized distance matrix to a language tree using the Fitch-Margoliash method in the package PhylIP [9] for inferring evolutionary trees. Our algorithm successfully recognizes major language groups, such as Romance and Germanic (see Fig. 16 ). Note that according to our algorithm, English is a Germanic language, whereas according to the algorithm in [2] , English is closer to the group of Romance languages. The experimental results of [2] were based on "The Universal Declaration of Human Rights" in 50 different languages.
We have also used the divergence estimator for discriminating between authors. We run the divergence estimator on nine English novels (or English translations). One of them is Gadsby, a unique novel without a single letter "e" written by Ernest Vincent Wright in 1939. As shown in Fig. 17 , most divergence estimates are in the range of to , except Gadsby which are between and , and Gadsby which are between and . In fact, Gadsby should be infinity, because Gadsby does not have a single "e," but the letter "e" has a frequency of about 10% in English (and in particular has nonzero frequency in the other eight novels). However, in the case of infinite divergence, our estimator will not output infinity because we use a bias in the probability estimates. But the divergence estimates will grow roughly at the rate of . So either increasing the sequence length or decreasing will cause the estimates to increase without bound. In contrast, note that when divergence is finite, the estimate is insensitive to shrinkage of . Reassuringly, novels by the same author have relatively small divergence, such as Anna Karenina and War and Peace by Leo Tolstoy; and the four novels by Jane Austen. Interestingly, the divergence is also comparatively small for the novels written by the Bronte sisters: (Jane Eyre by Charlotte Bronte and Wuthering Heights by Emily Bronte).
APPENDIX A
Let
. It follows from the two constraints (26), (27) that 
and . We can rewrite as an optimization problem over . Notice that , where and are determined by , and through the constraints (see Fig. 18 ). Since and are two intersections of the line and the curve , they are two solutions of the following equation: From (130), (131) (146) where is the -step transition probability. It follows that (see [6] , [14] 
APPENDIX F
Lemma 5: Suppose is a sequence of length generated from Markov source with alphabet and order . The Markov chain is assumed to be irreducible and aperiodic. Let be a set of nodes in the context tree that have depths no more than . Assume is equivalent to a set of consecutive nodes at depth in the context tree. Let be the number of symbols in the sequence that have a context in and be the stationary probability of . Then we have (151) Proof: We first find the upper bound of the number of nodes in , where the children nodes in are replaced by the parent node, if all children nodes of a node (of depth at least ) are included in . In addition, is assumed to consist of consecutive nodes. Thus, the number of nodes in is upper-bounded by , since for each depth larger than there are at most nodes included in . Therefore, we have From (152) and (162), we obtain (151) where .
