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Abstract
We prove spacetime weighted-L2 estimates for the Schro¨dinger and wave equation with an
inverse-square potential. We then deduce Strichartz estimates for these equations.
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1. Introduction
Consider the following linear equations:
i@tu þ Du  ajxj2 u ¼ 0; uð0; xÞ ¼ f ðxÞ; ð1Þ
@2t u þ Du 
a
jxj2 u ¼ 0; uð0; xÞ ¼ f ðxÞ; @tuð0; xÞ ¼ gðxÞ; ð2Þ
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where D is the n-dimensional Laplacian and a is a real number. The Schro¨dinger
equation (1) is of interest in quantum mechanics (see [10] and references therein),
while the wave equation (2) arises in the study of wave propagation on conic
manifolds [3]. We also note that the heat ﬂow for the elliptic operator Dþ ajxj2
has been studied in the theory of combustion (see [25] and references therein).
The mathematical interest in these equations however comes mainly from the fact
that the potential term is homogeneous of degree 2 and therefore scales exactly the
same as the Laplacian. This in particular implies that perturbation methods cannot
be used in studying the effect of this potential. Indeed, the jxj2 decay is in some
sense the borderline case for the existence of global-in-time estimates for wave or
Schro¨dinger equations with a potential [5,21]. In particular, it is known that a
negative potential V decaying slower than inverse-square results in the spectrum of
Dþ V being unbounded from below [19, Section XIII, pp. 87–88].
On the other hand, the scale-covariance present in the elliptic operator Dþ ajxj2
appearing in the above equations is a key feature of many problems in physics and in
geometry, where such scaling behavior manifests itself if not everywhere, at least in a
certain region of space, for example near a singular point, or near inﬁnity, or both.
Consider for example the Dirac equation with a Coulomb potential (which can be
recast in the form of a Klein–Gordon equation with an inverse-square potential, plus
other terms which exhibit the same scaling as the Laplacian) [2]. Another family of
examples is given by linearized perturbations of spacetime metrics that are well-
known solutions of the Einstein equations of general relativity, such as the
Schwarzschild solution [20,27] or the Reissner–Nordstro¨m solution [14,28].
There are also nonlinear problems, of a geometric nature, where such critical
behavior potentials make an appearance, for example the perturbation of
equivariant stationary solutions of a 2+1-dimensional wave map from the
Minkowski space into a 2-sphere gives rise to a system of two wave equations,
with a potential that behaves like jxj2 both near zero and near inﬁnity, as well as
another term with the same scaling, i.e jxj2x  r: The occurrence of this
phenomenon in a nonlinear setting is signiﬁcant, since it is clear that to study a
nonlinear wave equation one must have estimates for the linear inhomogeneous
wave equation that bound various (perhaps fractional) number of derivatives of the
solution in term of the correct number of derivatives of the source and the data. Such
estimates are by-and-large unknown for problems involving a potential, except for
those that are of much faster decay than jxj2 ([26] and references therein).
Equations such as (1) and (2) with the inverse-square potential thus represents the
simplest case, where the scaling holds exactly and everywhere. These are to be
thought of as model problems, used to develop and test new tools and methods that
we hope are capable of being generalized to the more complicated situations that are
of actual physical and geometric interest, such as those named above.
In [18] we showed for the wave equation (2) that in the radial case, i.e. when the
data—and thus the solution—are radially symmetric, the solution to (2) satisﬁes
generalized spacetime Strichartz estimates as long as
a4 ðn  2Þ2=4: ð3Þ
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The corresponding Strichartz estimates would hold for the Schro¨dinger equation (1)
as well, since our proof was based solely on estimates for the elliptic operator
Pa :¼ Dþ ajxj2:
Here we intend to remove the assumption on the data being radially symmetric. As
explained in [17,18], one cannot hope to get any kind of dispersive (be it at ﬁxed t or
spacetime) estimate if (3) is not satisﬁed. We also note that when ao0; the classical
LN  L1 estimate for the wave equation does not hold [17], and thus one cannot
obtain Strichartz estimates by interpolation between this dispersive estimate and the
energy estimate (see also the remark at the end of Section 3.1).
This paper is divided into four sections. In Section 2, we obtain weighted-L2
estimates for (1) and (2). Such estimates are known for the free Schro¨dinger
equation, and are often referred to as local smoothing estimates ([1] and references
therein). In Section 3 we deduce Strichartz estimates for solutions of the Schro¨dinger
equation (1) through Duhamel’s formula, combining the smoothing estimate (6) for
(1) with Strichartz estimates for the free Schro¨dinger equation. We then do the same
for the wave equation. We note that for the Schro¨dinger equation such a strategy
was successfully applied in [9] for rapidly decaying potentials, to obtain dispersive
estimates (from which Strichartz estimates are then obtained by the usual duality
argument). This result was recently extended to potentials that decay strictly faster
than jxj2 [21]. While our potential obviously does not satisfy this condition, we are
able to take advantage of its special form to extend the approach in [21] to our
setting. Finally, in Section 4 we obtain the frequency-localized version of the above
estimates and use them to obtain the generalized Strichartz estimates (with
derivatives) for these equations, which we then apply to obtain an optimal global
well-posedness result for a nonlinear wave equation.
1.1. Notations
In this paper we will be using the following notations. For integer nX2; let
lðnÞ :¼ n  2
2
: ð4Þ
For integer dX0 and real number aX l2ðnÞ let
ndðn; aÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðlðnÞ þ dÞ2 þ a
q
ð5Þ
We will suppress the arguments of the above functions whenever doing so does not
cause confusion.
We also deﬁne multiplication operators Os by
ðOsfÞðxÞ ¼ jxjsfðxÞ:
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Abusing notation we use the same symbol for the operators which are pointwise
equal to these for all times,
ðOsfÞðt; xÞ ¼ jxjsfðt; xÞ:
For jsjon=2 and integer dX0 let ’HsXd denote the subspace of the homogeneous
Sobolev space ’HsðRnÞ consisting of functions that are orthogonal to all spherical
harmonics of degree less than d; and let ’Hsod denote the orthogonal complement of
this space. Finally, let
d0ðnÞ :¼
1; n ¼ 2;
0; nX3:

2. Weighted-L2 estimates for the Schro¨dinger and wave equations
2.1. Local smoothing for the Schro¨dinger equation
Except for the case n ¼ 2 the following theorem is well-known when a ¼ 0: See
[22] for the sharp constants and the references therein for the history. In this paper
we need only the case a ¼ 1=4:
Theorem 1. Let nX2; dXd0ðnÞ; 0oao14þ 12 nd and let u be the unique solution of (1).
There exists a constant C40; depending on n; a; d and a; such that for all fAL2XdðRnÞ;
jjO1=22aP1=4aa ujjL2ðRnþ1ÞpCjj f jjL2ðRnÞ: ð6Þ
Proof. We begin by noting that, by rotational symmetry and the L2 orthogonality of
the various spherical harmonic spaces, it sufﬁces to prove estimate (6) for f
belonging to the lth harmonic subspace, where lX0 if l2 þ a40 and l40 if l2 þ a ¼
0: This, of course, requires the constants to be uniformly bounded in l; but this will
be clear from the explicit form of the constants given below. On the lth spherical
harmonic subspace
Pa ¼ An; ð7Þ
where
An ¼  @2r  ðn  1Þr1@r þ ½lðl þ 2lÞ þ ar2
¼  @2r  ðn  1Þr1@r þ ½n2  l2r2;
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where
n ¼ nlðn; aÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðlþ lÞ2 þ a
q
: ð8Þ
By our assumptions imply that n40:
The above considerations allow us to restate the problem as follows. We are to
prove the estimate
jjO1=22aA1=4an Sn f jjL2ðRnþ1ÞpCjj f jjL2ðRnÞ;
where Sn f is the unique solution of the initial value problem
i@tu  Anu ¼ 0; uð0; xÞ ¼ f ðxÞ:
In this we are allowed to assume that f belongs to the lth spherical harmonic
subspace, but in fact we have no further use for this assumption.
We deﬁne the Hankel transform of order n in the usual way:
ðHnfÞðxÞ ¼
Z N
0
ðrjxjÞlJnðrjxjÞfðrx=jxjÞrn1 dr;
where Jn is the Bessel function of the ﬁrst kind of order n: By abuse of notation we
use the same symbol Hn to denote the operator on functions on R
nþ1 which is just
the Hankel transform of order n pointwise for all times:
ðHnfÞðt; xÞ ¼
Z N
0
ðrjxjÞlJnðrjxjÞfðt; rx=jxjÞrn1 dr:
The Hankel transform has the following properties:
(i) H2n ¼ 1;
(ii) Hn is self-adjoint,
(iii) Hn is an L
2 isometry, and
(iv) HnAn ¼ O2Hn:
The ﬁrst of these is an immediate consequence of properties of the Fourier-Bessel
integral deﬁning Hn; but a proof may be found in [18] along with a proof of the
fourth. The second is obvious from the deﬁnition, and the third follows from the ﬁrst
and second.
We deﬁne fractional powers of An using the fourth property above:
As=2n ¼HnOsHn:
An integral kernel for A
s=2
n is given in [18],
ðAs=2n fÞðr; yÞ ¼
Z N
0
ksn;nðr; sÞfðs; yÞsn1 ds ð9Þ
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where
ksn;nðr; sÞ ¼
2sþ1Gðnþs
2
þ1Þ
Gð s
2
ÞGðnþ1Þ
snl
rsþlþnþ2 Fðnþ s2 þ 1; s2 þ 1; nþ 1; s
2
r2
Þ if sor;
2sþ1Gðnþs
2
þ1Þ
Gð s
2
ÞGðnþ1Þ
rnl
ssþlþnþ2 Fðnþ s2 þ 1; s2 þ 1; nþ 1; r
2
s2
Þ if s4r:
8><>:
Here F is the hypergeometric function
Fða; b; g; zÞ ¼ 1þ a  b
1  g z þ
aðaþ 1Þbðbþ 1Þ
1  2  gðgþ 1Þ z
2 þ? : ð10Þ
The integral in (9) may be interpreted in the usual Lebesgue sense for so0: See [18]
for the correct interpretation when sX0:
Hankel transforming both sides of the estimate we are trying to prove, we see that
we are reduced to proving
jjA1=4an O1=22aHnSn f jjL2ðRnþ1ÞpCjjHn f jjL2ðRnÞ;
where HnSn f solves
i@tHnSn f  O2HnSn f ¼ 0; ðHnSn f Þð0; xÞ ¼ ðHn f ÞðxÞ:
But the solution to this initial value problem is just
ðHnSn f Þðt; xÞ ¼ expðitjxj2ÞðHn f ÞðxÞ:
Let Ft denote the Fourier transform in the t variable,
Ft f ðt; xÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z
eittf ðt; xÞ dt:
It is an isometry of L2ðRnþ1Þ and it commutes with both A1=4an and O1=22a; since
these are deﬁned pointwise in t: Thus
jjA1=4an O1=22aHnSn f jjL2ðRnþ1Þ ¼ jjA1=4an O1=22aFtHnSn f jjL2ðRnþ1Þ:
From the calculation of the last paragraph we see that
ðFtHnSn f Þðt; xÞ ¼ ðHn f ÞðxÞdðt jxj2Þ
and hence
ðA1=4an O1=22aFtHnSn f Þðt; xÞ
¼
Z
k1=22an;n ðjxj; sÞs1=22adðt s2ÞHn f ðsx=jxjÞsn1 ds
¼ 1
2
tlaþ1=4k1=22an;n ðjxj;
ﬃﬃ
t
p ÞðHn f Þð
ﬃﬃ
t
p
x=jxjÞ:
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We now compute the square of the L2ðRnþ1Þ norm of this quantity. We square the
absolute value and integrate over Rnþ1; replacing the Cartesian coordinates x with
spherical coordinates r; y to obtain
1
4
Z N
0
Z N
0
Z
Sn1
t2l2aþ1=2ðk1=22an;n ðr;
ﬃﬃ
t
p ÞÞ2jðHn f Þð
ﬃﬃ
t
p
yÞj2 dy rn1 dr dt
or, making the change of variable o ¼ ﬃﬃtp ;
1
2
Z N
0
Z N
0
Z
Sn1
o4l4aþ2ðk1=22an;n ðr;oÞÞ2jðHn f ÞðoyÞj2 dy rn1 dr do:
Since A
1=22a
n ¼ A1=4an A1=4an we have
k14an;n ðr; tÞ ¼
Z N
0
k1=22an;n ðr; sÞk1=22an;n ðs; tÞsn1 ds:
We apply this with r ¼ t ¼ o and s ¼ r to evaluate the integral over r; since kðr; sÞ ¼
kðs; rÞ; obtaining,
1
2
Z N
0
Z
Sn1
o4l4aþ2k14an;n ðo;oÞjðHn f ÞðoyÞj2 dy do
or, using the explicit formula for ksn;n given above and Gauss’s formula for the value
of the hypergeometric function at z ¼ 1;
214ap
Gðn 2aþ 1
2
ÞGð4aÞ
Gðnþ 2aþ 1
2
ÞGð2aþ 1
2
Þ2
Z N
0
Z
Sn1
on1jðHn f ÞðoyÞj2 dy do:
The double integral is just the square of the L2ðRnÞ norm ofHn f and therefore of f :
Thus we see that
jjO1=22aA1=4an Sn f jjL2ðRnþ1Þ ¼ Cn;ajj f jjL2ðRnÞ;
where
Cn;a ¼ 21=22a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
Gðn 2aþ 1
2
ÞGð4aÞ
Gðnþ 2aþ 1
2
ÞGð2aþ 1
2
Þ2
s
: ð11Þ
As promised, one can see immediately from this formula that Cn;a is ﬁnite
if 0oao1
4
þ n
2
; and that it is a decreasing function of n and hence of l: Thus to
ﬁnish the proof of the Theorem, we expand f in spherical harmonics, f ¼PNl¼d fl ;
use the triangle inequality on the left and the L2-orthogonality of spherical
harmonic subspaces on the right, to obtain (6), with the constant
C ¼ maxlXd Cnl ;a ¼ Cnd ;a: &
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2.2. Generalized Morawetz estimate for the wave equation
In this section we will obtain a weighted-L2 estimate for the wave equation (2)
which is analogous to the one obtained above for the Schro¨dinger equation. In
contrast to the Schro¨dinger equation, even for the free case a ¼ 0 this estimate does
not seem to have surfaced elsewhere in this exact form. The Morawetz estimate,
which is the estimate for the free wave equation obtainable from the Morawetz radial
identity [15] is a special case of our estimate below (see Corollary 1). We note that the
simple proof of (6) from [1] applies as well to the free wave equation.
Theorem 2. Let nX2 and dXd0ðnÞ be integers, let 0oao14þ 12 nd and let u be the
solution to (2). There exists a constant C40 depending on n; a; d; a such that for all
fA ’H1=2XdðRnÞ and gA ’H1=2Xd ðRnÞ;
jjO1=22aP1=4aa ujjL2ðRnþ1ÞpC jj f jj
’H
1
2ðRnÞ
þ jjgjj
’H
 1
2ðRnÞ
 !
: ð12Þ
Proof. Once again, we can work one spherical harmonic at a time, and thus we are
solving
@2t ul þ Anul ¼ 0; ulð0; xÞ ¼ flðxÞ; @tulð0; xÞ ¼ glðxÞ
with n40 as before. Applying the Hankel transform (and suppressing the l
subscripts) we obtain the solution as
Hnuðt; xÞ ¼ cosðtjxjÞHn f ðxÞ þ sinðtjxjÞjxj HngðxÞ;
and Fourier-transforming in time we have
FtHnuðt; xÞ ¼ 1ﬃﬃﬃﬃﬃjxjp ðdðtþ jxjÞhþðxÞ þ dðt jxjÞhðxÞÞ;
where
h7ðxÞ ¼ 1
2
ﬃﬃﬃﬃﬃ
jxj
p
Hn f ðxÞ7 1
i
ﬃﬃﬃﬃﬃjxjp HngðxÞ
 !
so that
jjh7jjL2ðRnÞpCðjjA1=4n f jjL2ðRnÞ þ jjA1=4n gjjL2ðRnÞÞ: ð13Þ
Thus for t40;
ðA1=4an O1=22aFtHnuÞðt; xÞ ¼ tn12ak1=22an;n ðjxj; tÞhðtx=jxjÞ
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and for to0 we change t to t and h to hþ in the right-hand side above. By the
same calculation as in the Schro¨dinger case performed in the previous section we
then have
jjA1=4an O1=22aFtHnujjL2ðRnþ1Þ ¼ Cn;ajjh7jjL2ðRnÞ
with Cn;a as in (11).
In light of (13) we have the desired estimate provided we can show that the
Sobolev norms based on (small) powers of the operator Pa are equivalent to
standard Sobolev norms based on the Laplacian. This can be accomplished in several
ways. Here we will give a simple proof of a such a result based on Hardy’s inequality.
(The range of s here is not optimal, one could improve on it by using the more
sophisticated machinery developed in Section 4.)
Proposition 1. Let nX3; a þ l240 and 1psp1: There exists constants C1; C240
depending on n; a; s such that
C1jj f jj ’HsðRnÞpjjPs=2a f jjL2ðRnÞpC2jj f jj ’HsðRnÞ ð14Þ
for all fA ’HsðRnÞ: For n ¼ 2 the same result holds for functions fA ’HsX1:
Proof. We use the following version of Hardy’s inequality: For nX3;
jjO1f jjL2ðRnÞjjp
1
l
jj f jj ’H1ðRnÞ: ð15Þ
A similar inequality is easy to obtain for n ¼ 2 and f orthogonal to radial functions:
Let f ðr; yÞ ¼Pna0 fnðrÞeiny be the Fourier series expansion of such an f : ThenZ 2p
0
j f ðr; yÞj2 dy ¼
X
na0
j fnj2p
X
na0
n2j fnj2 ¼
Z 2p
0
j@y f j2 dy
and thus
jjO1f jj2L2p
Z N
0
Z 2p
0
1
r2
j@y f ðr; yÞj2 dy r drpjjrf jj2L2
which establishes the Hardy inequality in 2 dimensions, with constant ¼ 1: Denoting
now the L2ðRnÞ inner product by /;S; we have
jjP1=2a f jj2L2 ¼ / f ;DfSþ ajjO1f jj2L2 :
Thus for a40 by (15),
jjrf jj2L2pjjP1=2a f jj2L2p 1þ
a
l2
 
jjrf jj2L2
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while for ao0 we have the same as above with the two inequality signs reversed.
Thus we obtain (14) for nX3 and s ¼ 1 with C1 ¼ minfn0=l; 1g and C2 ¼
maxfn0=l; 1g: For n ¼ 2 we have C1 ¼ 1 and C2 ¼ 1þ a: By duality, we obtain
(14) for s ¼ 1 as well, and interpolating between the two end points establishes
the claim. &
3. Strichartz estimates
3.1. The Schro¨dinger equation
Here we prove that the solution to (1) satisﬁes the same set of estimates as that of
the free Schro¨dinger equation, for nX2:
Theorem 3. Let fAL2; pX2; q such that
2
p
þ n
q
¼ n
2
; ðn; pÞað2; 2Þ: ð16Þ
Let u be the unique solution of (1). Then, provided a þ l240; there exists a constant
C40 depending on n; p; a; such that
jjujjLpt ðLqxÞpCjj f jjL2 : ð17Þ
We will follow the strategy from [21] (notice however that using the end point
allows to shorten the argument for nX3; as well as to recover said end point). We
consider the potential term as a source term,
i@tu þ Du ¼ ajxj2 u; ð18Þ
and integrate using SðtÞ; the free evolution, to get
uðtÞ ¼ SðtÞ f  ia
Z t
0
Sðt  sÞO2uðsÞ ds: ð19Þ
The ﬁrst term can be ignored, and we focus on the Duhamel term. We postpone the
n ¼ 2 case, and assume nX3: Then, for the free evolution, one has Strichartz
estimates up to the end point, namely the pair ðp; qÞ ¼ ð2; 2n
n2Þ: We recall that these
Strichartz estimates hold in a slightly relaxed setting [12],Z t
0
Sðt  sÞFðx; sÞ ds
  
L2t L
2n
n2;2
x
 pCjjF jj
L2t L
2n
nþ2;2
x
 ; ð20Þ
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where La;b are Lorentz spaces. We also note that estimate (17) for general ðp; qÞ
satisfying (16) follows by interpolating between the above endpoint estimate and the
well-known estimate p ¼N; q ¼ 2 corresponding to the conservation of charge for
the Schro¨dinger equation.
Hence to prove our estimate, all we need to check is F ¼ O2uAL2t L
2n
nþ2;2
x
 
: We
have from Theorem 1 with d ¼ 0; a ¼ 1=4 that
jjF jj
L2t L
2n
nþ2;2
x
¼ jjO1O1ujj
L2t L
2n
nþ2;2
x
p 1jxj
  
L
n;N
x
jjO1ujjL2t L2xpCjj f jjL2 ;
where we have made use of the generalized Ho¨lder inequality [16]. This ends the
proof for large dimensions.
In the 2D case, one needs to follow [21] more closely, and resort to the following
lemma, proved in [4].
Lemma 3.1. Let X ; Y be two Banach spaces and let T be a bounded linear operator
from LbðRþ; X Þ to LgðRþ; YÞ; such that Tf ðtÞ ¼ RN0 Kðt; sÞf ðsÞ ds: Then the operatoreTf ðtÞ ¼ R t
0
Kðt; sÞf ðsÞ ds is bounded from LbðRþ; XÞ to LgðRþ; YÞ when bog; and
jj eT jjpcb;gjjT jj with cb;g ¼ ð1 21=g1=bÞ1:
Using this lemma, one may forget about the
R t
0 in the Duhamel formula (19), and
replace it with an integral over all times. Thus we deﬁne, for hAL2ðR2þ1Þ;
ThðtÞ ¼ SðtÞ
Z
SðsÞO1hðsÞ ds:
Consider now the estimate dual to (6), with d ¼ 1; a ¼ 0 and a ¼ 1=4: It readsZ
SðsÞFðsÞ ds
  
L2x
pCjjOF jjL2t;x :
Combining this with the Strichartz estimate for the free Schro¨dinger group SðtÞ; we
see that T : L2ðR; L2Þ-LpðR; LqÞ with p; q as in the statement of the theorem. Since
p42; by the above Lemma 3.1, the operator eT is bounded on the same spaces. On
the other hand, from (19) we have that, for u the solution to (1),
uðtÞ ¼ SðtÞ f  ia eTðO1uÞ:
We now use (6) again with a ¼ 1=4; to conclude
jjujjLpt LqxpCð1þ jajCÞjj f jjL2 :
Since we are in two space dimensions, we need to assume that the data f is
orthogonal to radial functions, in order for (6) to hold in the case a ¼ 0; a ¼ 1=4: On
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the other hand, Strichartz estimates for (1) in the case of radial data are obtainable
from the case a ¼ 0 using the conjugation procedure presented in [18]. For future
reference, we state a more general result here:
Theorem 4. Let fA ’HsodðRnÞ: Then there is a constant C40 (depending on n; d; p; s)
such that u; the solution to (1) satisfies
jjðDÞs=2ujjLpt LqxpCjj f jj ’Hs : ð21Þ
for all ðp; qÞ as in (16) and all s such that
min 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a þ l2
p
;
n
2
þ 2
p
 
osomin 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a þ l2
p
 2
p
;
n
2
 
Proof. Let f ¼Pd1l¼0 fl be the spherical harmonics decomposition of f ; and let u ¼Pd1
l¼0 be the corresponding decomposition of the solution u: On the lth harmonic
subspace, D ¼ Am and Dþ ajxj2 ¼ An; with m ¼ lþ l; n ¼ nlðn; aÞ: We thus
have
i@tul  Anul ¼ 0; ulð0Þ ¼ fl ; l ¼ 0;y; d  1:
In [18] it was shown that the operator K0m;n :¼HmHn is a conjugation operator
between Am and An; i.e. AmK
0
m;n ¼K0m;nAn: Thus, to obtain estimate (21) for each ul
by conjugation from the corresponding estimate in the case a ¼ 0; all we need to
know are the continuity properties of K0m;n on appropriate Sobolev spaces. In
particular, for the above estimate (21) we need continuity ofK0m;n on
’Hs for the right-
hand side and continuity ofK0n;m on
’Hsq for the left. It was shown in [18] thatK
0
m;n is
continuous on ’Hsr provided that
minfl; m; n; m sgo n
r
 lo2þminfl; m; n; nþ sg:
Applying this in the two cases we need here gives the restriction on s in the statement
of the theorem. We thus obtain the desired Strichartz estimate on each spherical
harmonic subspace. These need to be added up, which can be done since there is only
a ﬁnite number of them, and ﬁnally jj fl jj ’HspCl;sjj f jj ’Hs where Cl;s is the norm of the
projection operator onto the lth spherical harmonic subspace. &
To conclude the proof of Theorem 3, we use Theorem 4 with n ¼ 2; s ¼ 0 and
d ¼ 1 to obtain the estimate for the radial part of the data. &
Remark 1. We end this section by some comments on dispersive estimates and their
relationship to Strichartz estimates. The main goal in [9] was to obtain the LN  L1
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dispersive estimate, and they deduced Strichartz estimates as a corollary, applying
the usual duality argument from the free case. However, it required considerably
more work to obtain such a dispersive estimate in the presence of a potential, and it
imposed the assumption of rapid decay on this potential. The arguments from [21]
bypass the dispersive estimate to prove Strichartz directly. In our setting, this type of
approach is required since the LN  L1 dispersive estimate is known to fail [17], at
least for negative a: However, to perform the duality argument referred to in the
above, one only needs an Lp
0  Lp dispersive estimate, for pB2n=ðn  2Þ: Hence, one
may wonder whether such a restricted dispersive estimate holds true. Estimates of
this type have been obtained in [5] for the wave equation with a potential decaying
strictly faster than jxj2: In the remaining part of this section we will indicate a
simple way to get a dispersive estimate with a epsilon loss. The same argument would
apply to the wave equation.
We will prove the following result
Proposition 2. Let nX5: Let u be the unique solution of (1). There exists a constant Ce
(depending also on n; a), such that
jjDjuðt; Þjj
L
2n
n2
pCe
22je
t1e
jjDj f jj
L
2n
nþ2
; ð22Þ
where Dj is the usual frequency localization at jxjB2 j:
Let us assume momentarily that we have obtained a weighted L2 dispersive
estimate of Kato–Jensen type [7],Z
juj2 dxjxj2at
1
t2a
Z
j f j2jxj2a dx; ð23Þ
for some range of a (which will depend on the dimension). This estimate will play the
role assigned to (6) in our proof of Strichartz.
We proceed with a nice observation we learned from Ginibre [6]. Recall (19),
uðtÞ ¼ SðtÞ f  ia
Z t
0
Sðt  sÞO2uðsÞ ds;
and write also the reversed Duhamel formula, where SaðtÞ ¼ expðitPaÞ plays the
role of the free group. Replace uðsÞ in the ﬁrst Duhamel formula by its expression
coming from the second, we get
uðtÞ ¼SðtÞ f  ia
Z t
0
Sðt  sÞO2SðsÞf ds
þ a2
Z t
0
Z s
0
Sðt  sÞO2Saðs  tÞO2SðtÞf dt ds: ð24Þ
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Recall the dispersive estimate (with Lorentz spaces) for the free group, which we
state for a frequency localized data: 1op0p2;
jjDjSðtÞ f jjLp;2pC min 2
nj
1
p0
1
p
 
; t
n 1
2
 1
p
  !
jjDj f jjLp0 ;2 :
For the second term in (24) we use p ¼ 2n=ðn  2Þ; and compute explicitly the
integral after using the free dispersion, to get logð1þ 22j tÞt1: So we focus on the
third term. Freezing the time variables, we have, with p ¼ 2n
n22m; (m should be
thought as small)
jjDjSðt  sÞO2Saðs  tÞO2SðtÞDj f jjLp;2
pmin 22jð1þmÞ; 1ðt  sÞ1þm
 !
1
ðs  tÞ1m min 2
2jð1þmÞ;
1
t1þm
 
jjDj f jjLp0 ;2 ;
where we have successively used free dispersion, generalized Ho¨lder, weighted L2
dispersion (23) with a ¼ 1 m; generalized Ho¨lder again, and ﬁnally free dispersion.
Evaluating the double time integral yields the desired decay 24mj t1þm; and
interpolation with the L2 bound gives the result (said L2 bound resulting from
Strichartz which hold for both SðtÞ and SaðtÞ).
We now prove (23). In [17] we obtained some dispersive estimates in the radial
case, but the argument would equally apply to any spherical harmonic with uniform
constants. Thus, one could deduce (23) from these estimates, using generalized
Ho¨lder in the radial variable. However, we choose to give a simple proof here, based
on the following observation, which was pointed out to us by I. Rodnianski:
introduce L ¼ x=2þ itr the pseudo-conformal vectorﬁeld. L commutes with the
free evolution, but not with the potential term. Introduce C ¼ L2 þ at2O2: Then a
simple sequence of computations gives
½i@t  Pa; Cu ¼ itð2aO2 þ ax  rO2Þu:
Due to the special form of the potential, 2O2 þ x  rO2 ¼ 0; and C commutes with
the equation. Therefore, jjCujj22 is conserved. Now, another simple computation
gives DMf ¼ 1
t2
ML2f ; where Mf ¼ ei x
2
4sf : Adding the potential, PaMf ¼  1t2 MCf ;
since obviously M and O2 commute. Provided a4 ðn  2Þ2=4; we can apply
Hardy to the left-hand side (this will require nX5), set f ¼ u; to get
Mu
jxj2




2
pC
t2
jjMCujj2;
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and the M is now irrelevant, so that
u
jxj2




2
pC
t2
jjCu0jj2 ¼
C
t2
jj jxj2u0jj2:
Interpolating this with L2 conservation for u gives the desired estimate. &
Remark 2. We note that such a weighted L2 dispersive estimate (with a decay greater
than t1) is all which is required to run the perturbative argument from [21], with the
free evolution replaced by SaðtÞ: In fact, all the other estimates which are required
are contained in Theorem 1. Hence, one could in principle obtain Strichartz
estimates for (nonradial) perturbations of the inverse square potential which decay e
faster.
3.2. The wave equation
In this section we will obtain Strichartz estimates for the operator &a ¼ @2t þ Pa
from the generalized Morawetz estimate (12) as we did for the Schro¨dinger equation.
We present two different results: the ﬁrst one is in some sense the true equivalent of
Theorem 1; it uses Lemma 3.1 to bypass issues related to the varying degrees of
smoothness in Strichartz estimates for the wave equation. The second result shows
one can in fact recover the end-point Strichartz estimate if needed. These two results
will merge into a theorem on generalized Strichartz estimates with derivatives, in the
last section.
Theorem 5. Let u be the solution to (2) with Cauchy data ð f ; gÞA ’H12  ’H 12: Let pX2;
and q be such that 2
p
þ n1
q
¼ n12 (p42 if n ¼ 3 and p44 if n ¼ 2). Then, provided
a þ l240;
jjðDÞs=2ujjLpt ðLqxÞpCðjj f jj ’H12
þ jjgjj
’H
 1
2
Þ; ð25Þ
where s ¼ 1
p
þ n
q
 n1
2
(gap condition).
One could of course replace the norm on the left with the appropriate Besov norm.
Proof. We write the solution to the wave equation with a potential (2) as the sum of
the linear solution to the free wave equation
’WðtÞ f þ WðtÞg ¼F1 cosðtjxjÞFf þ sinðtjxjÞjxj Fg
 
;
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where F is the Fourier transform in the space variable x; plus a Duhamel term
a
Z t
0
Wðt  sÞO2uðsÞ ds: ð26Þ
Since Wðt  sÞ ¼  ’WðtÞWðsÞ þ WðtÞ ’WðsÞ; we obtain two terms in the above. We
will deal with the ﬁrst one, the treatment of the second term being similar. We are
going to use Lemma 3.1, thus we set
ThðtÞ :¼ ’WðtÞ
Z
WðsÞO1hðsÞ ds:
Once again, using the Strichartz estimate for the free wave equation, combined with
the dual to estimate (12) (for nX2; d ¼ d0ðnÞ; a ¼ 0 and a ¼ 1=4),
jjThjjLp ’HsqpC
Z
WðsÞO1hðsÞ ds
  
’H1=2ðRnÞ
pCjjhjjL2ðRnþ1Þ
with p; q and s as in the statement of the theorem. By Lemma 3.1, the corresponding
operator eT satisﬁes the same estimate as T (with a different constant). On the other
hand, the solution to (2) is
uðtÞ ¼ ’WðtÞ f þ WðtÞg þ a eTðO1uÞ
thus using (12) one more time we obtain the desired result. For n ¼ 2 we need to
assume that the data f ; g are orthogonal to radial functions, for (12) to hold in the
a ¼ 0; a ¼ 1=4 case. On the other hand, Strichartz estimates for the wave equation
(2) in case of radial data were proven in [18] using the conjugation method. For
future reference we quote a more general result here. We note that the restriction on
g and hence on s; which is the number of derivatives that can be taken, comes from
the requirement of the continuity of the conjugation operator K0m;n on the spaces
involved (see [18] for details).
Theorem 6. Let nX2; 2pqoN and let p; g;s be such that
1
p
pmin 1
2
;
n  1
2
1
2
 1
q
  
; s ¼ gþ 1
p
 n 1
2
 1
q
 
: ð27Þ
For integer dX1 let fA ’Hgod and gA ’H
g1
od : Then there exists a constant C40 depending
on n; q; p; g; d such that the solution to (2) satisfies
jjujjLp ’HsqpCðjj f jj ’Hg þ jjgjj ’Hg1Þ ð28Þ
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provided
1 n0ogo1þ n0  1
p
:
To complete the proof of Theorem 5, we use the above estimate with n ¼ 2; d ¼ 1;
and g ¼ 1=2 for the radial part of the data. &
We now turn to an end-point estimate:
Theorem 7. Let nX4; let
ðp; q; g; sÞ ¼ 2; 2ðn  1Þ
n  3 ;
n  3
2ðn  1Þ;
2
n  1
 
; ð29Þ
and let u be the solution to (2). Then, provided a þ l240;
jjðDÞs=2ujjLpt ðLqxÞpCðjj f jj ’Hg þ jjgjj ’Hg1Þ: ð30Þ
The exponents here are chosen so as to postpone until Section 4 the unpleasant
issues related to commuting the free Laplacian with its counterpart with potential.
Proof. We start with a simple corollary of Theorem 2. Using the fact that Pa
commutes with the solution, and equivalence (14), we have
Corollary 1. Let n; d; a; u be as in Theorem 2. Then
jjO1=22aujjL2ðRnþ1ÞpC jj f jj ’H2aðRnÞ þ jjgjj ’H2a1ðRnÞ
 
: ð31Þ
We note that the case a ¼ 0; a ¼ 1
2
is the Morawetz estimate [15], which states that
for the solution u of the linear wave equation &u ¼ 0 in four or more dimensions,R R
u2=jxj3 dx dt is bounded by the energy of the initial data.
Using the above estimate (31), one can proceed as we did for Schro¨dinger on the
Duhamel term (26). Take 2a ¼ n3
2ðn1Þ; then
O
1
n1 1uAL2t ðL2xÞ:
From this, writing
O2u ¼ Oð1þ 1n1ÞO 1n11u;
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and using jxj1 1n1ALn1;Nx ; the generalized Ho¨lder inequality for Lorentz spaces
yields
O2uAL2t L
2
n1
nþ1;2
x
 
:
We can then ﬁnish the proof by applying the usual end-point to end-point Strichartz
estimate,
jj jrj 2n1&1F jj
L2t L
2
n1
n3;2
x
 pCjjF jj
L2t L
2
n1
nþ1;2
x
 : & ð32Þ
4. Estimates with derivatives
When dealing with nonlinear applications for either the Schro¨dinger or the wave
equation, the fAL2 or ’H1=2 estimates obtained above are often not enough, and one
needs to consider estimates involving derivatives of the solution and the data.
Moreover, the correct number of derivatives needed could be fractional. For the
wave equation this is the case even at the linear level, as we already saw when trying
to prove Strichartz estimates, where spaces such as ’H1=2 and ’H1=2 naturally appear.
In the free case, frequency localizations commute with the ﬂow, hence one may
immediately deduce estimates for fA ’Hs from an L2 or ’H
1
2 estimate, through
Littlewood–Paley. In our setting, this is no longer true however, and one needs to
replace frequency localizations fð ﬃﬃﬃﬃﬃﬃﬃDp Þ by those based on the operator Pa: At the
same time we need the ﬁnal estimate to be phrased in terms of standard Sobolev
spaces, based on powers of D; otherwise the estimate would be useless in nonlinear
applications (unless one studies carefully the multiplication properties of spaces
based on the operator Pa). At issue is therefore the lack of commutation between the
two localizations, which we are now going to address. Here we will obtain various
estimates in weighted spaces for the products of the two projections, which we will
then use to deduce generalized Strichartz estimates with derivatives from the same
weighted-L2 estimates obtained above. We will end this section with a nonlinear
application that illustrates the need for derivative estimates.
Let Dj be the usual dyadic frequency localization at jxjB2 j; and let Pk be the
localization with respect to
ﬃﬃﬃﬃﬃ
Pa
p
: More precisely, let b0AC
N
0 ðRþÞ denote the
standard bump function supported in ½1
2
; 2; with the property thatPjðb0ð2jxÞÞ2 ¼ 1
for all xARþ; and let bjðxÞ :¼ b0ð2j jxjÞ: Let Hn denote the Hankel transform of
order n: Let Dlj and P
l
k denote the restrictions to L
2
l ; the lth spherical harmonic
subspace of L2; of the above projections Dj and Pk; respectively. It was shown in
[17] that
Dlj ¼HmbjHm; Plk ¼HnbkHn;
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where m ¼ lþ l; l ¼ n2
2
; and n ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m2 þ a
p
: Let us deﬁne the following operators:
Jjk :¼ DjO2Dk; Mkl :¼ DkPl ; Nlm :¼ PlDm:
We are going to need estimates on the operators Jjk; Mkl ; Nlm; in weighted-L
2 spaces.
These will be provided in the next three lemmas. The estimate needed for Nlm is the
almost orthogonality lemma for the projectors, the radial version of which was given
in [17]:
Lemma 4.1. Let nX2; dX0: For all positive
e1ominflþ d; ndg þ 1;
there exists a constants C40 such that for all j; kAZ and fAL2XdðRnÞ;
jjMjk f jjL2 ; jjNjk f jjL2pC2e1j jkjjj f jjL2 : ð33Þ
Proof. Recalling the deﬁnition of K0m;n;
DljP
l
k ¼HmbjK0m;nbkHn:
Since the Hankel transforms appearing at the extremes are L2-isometries, the
problem reduces to showing that the operator
Ljk :¼ bjK0m;nbk
is bounded on L2l ; with a norm that is bounded independent of l: For j close to k this
is obviously true by the boundedness of each factor. We note that here as well as in
the Proposition that follows, only the support properties of bj are used, and not that
their squares form a partition of unity.
Now for jak;
Ljk f ¼ bjðrÞ
Z N
0
k0m;nðr; sÞbkðsÞf ðsÞsn1 ds: ð34Þ
We recall the formula for the integral kernel k0m;n obtained in [18]:
k0m;nðr; sÞ ¼
2Gðmþn
2
þ 1Þ
Gðnm
2
ÞGðnþ 1Þ
snl
rlþnþ2
F
mþ n
2
þ 1; n m
2
þ 1; nþ 1; s
r
 2 
: ð35Þ
Here F is the hypergeometric function deﬁned by (10). The above formula for k0m;n is
valid for sor: For s4r one needs to switch s and r; and switch m and n in the
formula. Turning now to Ljk for j j  kjX3; we see that in (34) we have sB2 j and
rB2k; thus we either have spr=2 or sX2r: Therefore the last argument of the
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hypergeometric function in (35) will always be in ½0; 12: It is then easy to see from (10)
that jF jpC independent of l: Moreover, n ¼ mþ Oð1
l
Þ for large l; and from Stirling’s
formula,
2Gðmþn
2
þ 1Þ
Gðnm
2
ÞGðnþ 1Þ ¼ Oðl
1þc=lÞoC:
By the procedure outlined in [18, Section 3.1], the resulting pointwise bound for k0m;n
gives the desired L2 bound, namely,
jjLjk f jjL2
0
pC2dj jkjjj f jjL2
0
for any dodl :¼ minfm; ng þ 1: Summing over l and using orthogonality of spherical
harmonics in L2; we obtain (33), with
e1omin
lXd
dl ¼ minflþ d; ndg þ 1: &
Next, we obtain a weighted-L2 estimate for Mkl : First we need the following
general result:
Proposition 3. Let nX2 and dXd0ðnÞ be fixed integers. There exists a constant C40
(depending on n and d) such that for all fAL2XdðRnÞ;
jjb0ðDÞ1bm f jjL2pC2jmjðlþdÞþmjj f jjL2 :
Proof. Let us ﬁrst assume jmjX3: Let KðxÞ denote the Newtonian potential, and let
Tdðx; yÞ be the Taylor polynomial of degree d  1 in y for Kðx  yÞ: For example,
for nX3; we have that up to a constant factor,
T3ðx; yÞ ¼ jxjnþ2 þ ðn  2Þjxjnx  y þ n  2
2
jxjn2fnðx  yÞ2  jxj2jyj2g:
Let Kdðx; yÞ :¼ maxfTdðx; yÞ; Tdðy; xÞg It is easy to see that KdAL2od and thus for
fAL2Xd we may write
ðDÞ1bm f ðxÞ ¼
Z
Kðx  yÞbmðyÞf ðyÞ dy
¼
Z
ðKðx  yÞ  Kdðx; yÞÞbmðyÞf ðyÞ dy:
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We have jxjB1 and jyjB2m: Since jmjX3 we have that either jyjp12jxj or jyjX2jxj:
We can then check easily that
jKðx  yÞ  Kdðx; yÞjpC ðminfjxj; jyjgÞ
d
ðmaxfjxj; jyjgÞnþd2
pC 2
mðnþd2Þ; mX3;
2md ; mp 3:
(
We then have
jjb0ðxÞðDÞ1bmðyÞf ðyÞjjL2p supjKðx  yÞ  Kdðx; yÞjjj f bmjjL1
pCjj f jjL2
2mðlþd1Þ; mX3;
2mðlþdþ1Þ; mp 3:
(
which establishes the claim, for jmjX3: For jmjp2 we simply observe that if we let
K˜ðx; yÞ :¼ b0ðxÞKðx  yÞbmðyÞ then jjK˜jjL1LN ; jjK˜jjLNL1oC and thus the operator
corresponding to K˜ maps any Lp into itself. &
Lemma 4.2. Let nX2; dXd0ðnÞ þ 1; and 0pZp2: There exist a constant C40 such
that for all j; kAZ and for all fAðL2XdðRnÞ;
jjOZMjkOZ f jjL2pC2e2j jkjjj f jjL2 ð36Þ
for any e2ominflþ d; ndg þ 1 Z:
Proof. We can obtain this estimate by interpolating between (33) and the following
estimate:
jjO2MjkO2f jjL2pC2gj jkjjj f jjL2 ð37Þ
for some appropriate g40: To prove this estimate, or equivalently, its dual estimate,
we note that on L2l ;
O2PjDkO2 ¼O2HnbjHnHmbkHmO2
¼HnAnbjK0n;mbkA1m Hm;
where the A’s are as in (8). Once again, the Hankel transforms at the two extremes
being L2-isometries, the above reduces to proving an estimate for the operator Ljk
deﬁned above, namely,
jjAnLjkA1m fl jjL2pC2gj jkjjj fl jjL2 :
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We have An ¼ Am þ ar2 and AnK0n;m ¼K0n;mAm: Thus
AnLjkA
1
m fl ¼ðAmbjÞK0n;mbkA1m fl þ bjK0n;mðAmbkÞA1m fl þ bjK0n;m@sbk@sA1m fl
þ @rbjð@rK0n;mÞbkA1m fl þ Ljk fl
:¼ Iþ IIþ IIIþ IVþ V:
We have estimated V already. For the other four, ﬁrst note that since what we want
to prove, namely (37), is scale-invariant, in estimating any of the pieces I–IV we can
set either j or k equal to zero. Thus for I it is enough to showX
l
jjðAmbjÞK0n;mb0A1m fl jjL2pC2gjjj f jjL2 : ð38Þ
Now AmbjðxÞ ¼ 22j *bjðxÞ where *bjðxÞ ¼ ðAmb0Þð2jxÞ is bounded independently
of j and has the same support as bj: Using that
P
k b
2
k ¼ 1 and that bjbk ¼ 0 for
j j  kj42; we have
*bjK0n;mb0A
1
m fl ¼ *bjK0n;mb0
X
p
b2pA
1
m
X
m
b2m fl
¼
X1
p¼1
X
mAZ
*bjK0n;mb0b
2
pA
1
m b
2
m fl :
It is enough to estimate the term with p ¼ 0; the other two being similar. We then
have
jj *bjK0n;mb0b20A1m b2m fl jjL2pC2j jjdjjb20A1m b2m fl jjL2
by the previous lemma, for any dodl :¼ minfm; ng þ 1: On the other hand, we have,
by Proposition 3, thatX
l
X
m
jjb20A1m b2m fl jjL2 ¼
X
m
jjb20D1b2m f jjL2
pCjj f jjL2
X
m
2jmjðlþdÞþm
pCjj f jjL2
since by our assumptions lþ d41; and thus
XN
l¼1
jjðAmbjÞK0n;mb0A1m fl jjL2pC22j2j jjdjj f jjL2pC2gj jj f jjL2
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for
gomin
lXd
dl  2 ¼ minflþ d; ndg  1:
Estimating II and III is entirely analogous to the above, and for IV we need to use
the explicit form of kernel (35). Using the fact that r and s are well-separated, series
(10) can be differentiated term-by-term, thus obtaining corresponding decay rates for
the derivative kernel, which in turn give the desired estimate for IV by the same
procedure as above.
We thus have estimate (37), with g as in the above. Now, interpolating between
(33) and (37) gives the desired estimate (36). &
Finally, we need to estimate Jjk on weighted-L
2 as well:
Lemma 4.3. Let nX2; dXd0ðnÞ and 0pzp2: There exist a constant C40 such that
for all fAL2XdðRnÞ and j; kAZ;
jjOzJjkO2zf jjL2pC2e3j jkjjj f jjL2 ð39Þ
for all e3olþ d  j1 zj:
Proof. After taking the Fourier transform, the estimate to prove is
jjDz=2x bjD1x bkD1z=2x bf jjL2pC2e3j jkjjj bf jjL2 ;
where Dx ¼
P
i @
2=@x2i is the Laplacian in the Fourier variable. We will prove this
by interpolation: Let Tjk :¼ bjD1x bk: We then need to show that Tjk maps L2 into the
homogeneous Sobolev space ’H2; and that it maps ’H2 into L2: Also note that
Tjk ¼ Tkj : Thus it is enough to show that
jjTjkgjj ’H2pCjkjjgjjL2 ð40Þ
for some constant Cjk; in order to obtain via interpolation that
jjTjkgjj ’HzpCz=2jk C1z=2kj jjgjj ’Hz2 :
The desired estimate would then follow by setting g ¼ D1z=2x bf :
To prove (40) we again note that by scaling we can set j ¼ 0; and estimate
jjDxb0D1x bkgjjL2 :
We have
Dxb0D
1
x bkg ¼ b0bkg þ 2rb0  rD1x bkg þ ðDxb0ÞðD1x bkgÞ: ð41Þ
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The ﬁrst term on the right is easy to estimate since b0bk  0 if jkjX2: For the third
term, we use Proposition 3, which gives
jjðDxb0ÞðD1x bkgÞjjL2pC2jkjðlþdÞþk:
Similar argument applies to the middle term in (41), and we thus obtain (40) with
Cjk :¼ C2j jkjðlþdÞþjk:
Hence,
C
z=2
jk C
1z=2
kj ¼ C2j jkjðlþdÞð jkÞð1zÞpC2j jkjðlþdj1zjÞ:
and we have the desired estimate for j j  kjX3: For j close to k; on the other hand,
we can estimate the two factors that make up Jjk separately, i.e. it is enough to show
that D1=2x bjD
1=2
x is bounded on L
2 independent of j: By interpolation, this further
reduces to proving that DxbjD
1
x is bounded on L
2; or equivalently, that
multiplication by bj is bounded on ’H
2; which is easily seen to be the case. &
4.1. The Schro¨dinger equation
To obtain a frequency-localized version of (17), we recall that the solution to (1)
can be expressed as
uðtÞ ¼ SðtÞ f  ia
Z t
0
Sðt  sÞO2SaðsÞf ds;
where SaðsÞ ¼ eisPa is the Schro¨dinger group associated to Pa: We begin by applying
Dj to both sides of the above, using that it commutes with SðtÞ: We then insert
resolutions of identity based on the P’s and the D’s before and after the SaðsÞ factor,
to obtain
Dju ¼ DjSðtÞu0  ia
X
k;l;m
Z t
0
Sðt  sÞDjO2DkDkPlSaðsÞPlDmDm f : ð42Þ
By the end-point Strichartz estimate for the free group SðtÞ; and generalized
Ho¨lder inequality we then have, for nX3;Z t
0
Sðt  sÞJjkMklSaðsÞNlmDmf ds
  
L2t L
2n
n2;2
x
pCjjJjkMklSaðsÞNlmDmf jj
L2t L
2n
nþ2;2
x
pCjjjxj1jjLn;Nx jjOJjkOO1MklOO1SaNlmDm f jjL2t;x
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while for n ¼ 2 we again proceed as before, utilizing Lemma 3.1, Strichartz estimate
for the free Schro¨dinger equation with ðp; qÞ as in (16), and the dual to the weighted-
L2 estimate (6) (with a ¼ 0; d ¼ 1; a ¼ 1=4) to obtain
SðtÞ
Z
SðsÞJjkMklSaðsÞNlmDm f ds
  
L
p
t L
q
x
pCjjOJjkOO1MklOO1SaðsÞNlmDm f jjL2t L2x :
Thus in either case we need to apply Lemma 4.3 with z ¼ 1; Lemma 4.2 with Z ¼ 1;
Lemma 4.1 (all three Lemmas with d ¼ d0ðnÞ þ 1), and estimate 6 with a ¼ 1=4 to
conclude that
jjDjujjLpt Lq;2x pC
X
k;l;m
2ðe3j jkjþe2jkljþe1jlmjÞjjDm f jjL2
pC
X
m
2ej jmjjjDm f jjL2 ; ð43Þ
for e ¼ min3i¼1eiominfn=2þ d0ðnÞ; nd0ðnÞþ1g; which is the desired frequency-localized
version of the end-point Strichartz estimate, valid for data fAL2Xd0ðnÞþ1ðRnÞ: Here
ðp; qÞ ¼ ð2; 2n=ðn  2ÞÞ if nX3 and ðp; qÞ are as in (16) if n ¼ 2:
The above estimate can now be used to obtain generalized Strichartz estimates in
Sobolev, or more generally, Besov spaces, as follows: Let ðp; qÞ be as in the above
and fAL2X1þd0ðnÞ: We then haveX
j
22sj jjDjujj2Lpt ðLq;2x ÞpC
X
m
22smjjDm f jj2L2
X
j
22sð jmÞ2ej jmj
pCjj f jj2’Hs
as long as jsjoe:
In other words, combining this with Theorem 4 for d ¼ d0ðnÞ þ 1 we have proved.
Theorem 8. Let s be such that
min 1þ n0; n
2
; n1
n o
osomin 1 2
p
þ n0; n
2
; n1
 
if nX3;
min 1þ ﬃﬃﬃap ; 1þ 2
p
 
osomin 1þ ﬃﬃﬃap  2
p
; 1
 
if n ¼ 2;
where ðp; qÞ are as in (16). Then there exists a constant C40 depending on n; p; s; a
such that the unique solution u of (1) satisfies
jjðDÞs=2ujjLpt ðLqxÞpCjjujjLpt ð ’Bs;2q ÞpCjj f jj ’Hs : ð44Þ
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Proof. When nX3 and p ¼ 2 this estimate is a simple consequence of the deﬁnition
of Besov spaces and (43). Interpolating with the energy estimate gives the full
range of p: &
4.2. The wave equation
We will proceed exactly as in the previous subsection. We write
Dju ¼ ’WðtÞDj f þ WðtÞDjg
þ a
X
k;l;m
Z t
0
Wðt  sÞDjO2DkDkPl ½WaðsÞPlDmDmg
þ ’WaðsÞPlDmDm f  ds; ð45Þ
where WaðsÞ is the propagator corresponding to @2t þ Pa; i.e. on the lth spherical
harmonic subspace WaðsÞ ¼Hn sinðsjxjÞjxj Hn:
For simplicity, let us assume f  0: Again, by the endpoint Strichartz estimate
(32), we then have, for nX4;
2
2
n1 j
Z t
0
Wðt  sÞJjkMklWaðsÞNlmDmg ds
  
L2t L
2ðn1Þ
n3 ;2
x
pCjjJjkMklWaðsÞNlmDmgjj
L2t L
2ðn1Þ
nþ1 ;2
x
pCjjjxj nn1jj
L
n1;N
x
jjO nn1JjkO
n2
n1O
n2
n1MklO
n2
n1O
n2
n1WaNlmDmgjjL2t;x :
Now, we use Lemma 4.3 with z ¼ n
n  1; Lemma 4.2 with Z ¼
n2
n1; Lemma 4.1 (all
three with d ¼ d0ðnÞ þ 1), and Corollary 1 with a ¼ n34ðn1Þ to conclude
2
2
n1 jjjDjujj
L2t L
2ðn1Þ
n3 ;2
x
pC
X
k;l;m
2ðe3j jkjþe2jkljþe1jlmjÞ2
l nþ12ðn1ÞjjDmgjjL2
pC
X
m
2ej jmj2
m nþ1
2ðn1ÞjjDmgjjL2 ; ð46Þ
for e ¼ min3i¼1 eiominfn=2; n1g  1n1; which is the desired frequency-localized
version of the end-point Strichartz estimate.
The above can be used to obtain an end-point Strichartz estimate with derivatives,
as follows: Multiply both sides of (46) by 2
j g n3
2ðn1Þ
 
; then square both sides, sum
ARTICLE IN PRESS
N. Burq et al. / Journal of Functional Analysis 203 (2003) 519–549544
over j; and change the order of summation on the right, to get
X
j
22sjjjDjujj2
L2t L
2ðn1Þ
n3 ;2
x
pC
X
m
22ðg1ÞmjjDmgjj2L2 ;
where s ¼ g nþ1
2ðn1Þ: This holds provided jg n32ðn1Þjoe:
For the cases n ¼ 2; 3; once again appealing to Lemma 3.1, we use Strichartz
estimate for the free wave equation to obtain
2sj ’WðtÞ
Z
WðsÞJjkMklWaðsÞNlmDmg ds
  
LpLq
pC
Z
WðsÞGðsÞ ds
  
’H1=2
;
where G :¼ JjkMklWaðsÞNlmDmg and p; q; s are as in (27) with g ¼ 1=2: Once again,
we use the dual to (31) with a ¼ 1=4 and a ¼ 0 to obtain
Z
WðsÞGðsÞ ds
  
’H1=2
pCjjOGjjL2ðRnþ1Þ:
Next we use Lemma 4.3 with z ¼ 1; Lemma 4.2 with Z ¼ 1; and (31) with a ¼ 1=4; all
three with d ¼ d0ðnÞ þ 1 to arrive at
jjOGjjL2ðRnþ1ÞpC2ðe3j jkjþe2jkljþe1jlmjÞjjP1=4a NlmDmgjjL2
and from here the proof proceeds as in the case nX4 and we obtain
2sj jjDjujjLpLqpC
X
m
2ej jmj2m=2jjDmgjjL2 :
Multiplying by 2 jðg
1
2
Þ and carrying on as above we get
X
j
22s
0jjjujj2LpLqpC
X
m
22mðg1Þjjgjj2L2 ;
where s0 ¼ gþ 1
p
 nð1
2
 1
q
Þ: This holds as long as jg 1
2
joe:
As before, combining the above with Theorem 6 we can deduce generalized
Strichartz estimates for the wave equation (2):
Theorem 9. For nX2 let ðp; q; g; sÞ be as in (27). There exists a constant C40
depending on n; a; p; q; g such that the solution u of (2) satisfies
jjðDÞs=2ujjLpLqpCðjj f jj ’Hg þ jjgjj ’Hg1Þ ð47Þ
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provided
min n  1
2
; n1  1
2
; 1þ n0
 
ogomin n þ 1
2
; n1 þ 1
2
; 1þ n0  1
p
 
if n ¼ 2; 3 and
min n
2
 n þ 3
2ðn  1Þ; n1 
n þ 3
2ðn  1Þ; 1þ n0
 
ogomin n þ 1
2
; n1 þ 1
2
; 1þ n0  1
p
 
if nX4:
We end this section by giving a nonlinear application for the above estimates. In
[24] the authors study the following equation:
&u þ VðxÞu ¼ gðx; uÞ; ð48Þ
where VðxÞ ¼ C=jxj2d and g behaves like jujk for some k41: When C ¼ 0
(no potential term) the behavior of global solutions of small amplitude depend
on whether k is larger than a critical value kc [8]. In the range k4kc no
blow-up occurs. However, adding a potential term can affect the solution, leading
to blow-up in ﬁnite time. Essentially in [24] blow-up is proved when d40 for k41
while global existence of smooth solutions is proved when do0 for k4kc and jCj
small.
The inverse-square potential corresponds to the borderline case d ¼ 0: Consider
now the following Cauchy problem:
@2t u þ Pau ¼7jujk;
uð0; xÞ ¼ u0ðxÞ;
@tuð0; xÞ ¼ u1ðxÞ
8><>: ð49Þ
for ðt; xÞAR Rn; where Pa ¼ Dþ ajxj2 with a4 lðnÞ
2 (see [18] for the precise
meaning of this operator when l2oao1 l2). Set B :¼ 2k1: A simple computation
shows Eq. (49) to be invariant under the scaling uR ¼ RBuðRx; RtÞ: This suggests that
the equation should be well-posed at the critical level ’Hsc where sc ¼ n2 B; as the ’Hsc
norm of u is left unchanged by this rescaling. Indeed, for the usual wave equation
with no potential, well-posedness holds for all sXsc when scX12; or equivalently
kXnþ3
n1 (see [11,13,23]). In [18] a similar result was shown to hold for (49) under the
additional assumption that the initial data are radial. This assumption was made
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only because the linear estimates on which the proof was based were available only in
the radial case. The proof of global wellposedness itself was based on standard
iteration arguments and did not use the assumption of spherical symmetry
in any way. Using the generalized Strichartz estimate (47) that are now available
to us we can remove the assumption of spherical symmetry from this wellposedness
result.
Theorem 10. Let nX2; kXnþ3
n1; sc :¼ n2 2k1: Suppose aAR is such that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a þ lðnÞ2
q
4lðnÞ  2
k 1þmax
1
2k
;
2
ðn þ 1Þðk 1Þ
 
:
Let ðu0; u1ÞAð ’Hsc ; ’Hsc1Þ be functions with small norms. Then there exists a unique
global solution to (49) such that
uðx; tÞACtð ’HscÞ-Lst ð ’HaqÞ; @tuðx; tÞACtð ’Hsc1Þ-Lst ð ’Ha1q Þ; ð50Þ
where q; s; a are as follows:
1. For np3 or nþ3
n1pkpnþ1n3;
1
q
¼ 1
2
 4ðn2  1Þðk 1Þ;
1
s
¼ 2ðn þ 1Þðk 1Þ; a ¼ sc 
2
ðn  1Þðk 1Þ:
2. For nX4 and k4nþ1
n3;
1
q
¼ 1
2
 1ðn  1Þk;
1
s
¼ 1
2k
; a ¼ sc  n þ 1
2ðn  1Þk:
Proof. This result is proved by a contraction mapping argument. A sequence of
Picard iterates is constructed in the function space
E ¼ Ctð ’HscÞ-Lst ð ’HaqÞ:
The nonlinearity in (49) maps E into another suitably chosen space F; and the
particular choice of the parameters ensures, via the Strichartz estimate (47), that
ð@2t þ PaÞ1 maps F back into E: It is then easy to show that for data of
sufﬁciently small Sobolev norm, this will be a contraction mapping. See [18] for
details. &
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