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REAL INTERSECTION HOMOLOGY
CLINT MCCRORY AND ADAM PARUSIN´SKI
Abstract. We present a definition of intersection homology for real algebraic varieties that
is analogous to Goresky and MacPherson’s original definition of intersection homology for
complex varieties.
Let X be a real algebraic variety. For certain stratifications S of X we define homol-
ogy groups IHSk (X) with Z/2 coefficients that generalize the standard intersection homology
groups [3] if all strata have even codimension. Whether there is a good analog of intersection
homology for real algebraic varieties was stated as a problem by Goresky and MacPherson
[6] (Problem 7, p. 227). They observed that if such a theory exists then it cannot be purely
topological; indeed our groups are not homeomorphism invariants.
We consider a class of algebraic stratifications introduced in [16] that have a natural general
position property for semialgebraic subsets. After presenting the definition and properties of
these stratifications S, we define the real intersection homology groups IHSk (X) and show
that they are independent of the stratification. We prove that if X is nonsingular and pure
dimensional then IHk(X) = Hk(X;Z/2), classical homology with Z/2 coefficients. More
generally, we prove that if X is irreducible and X admits a small resolution π : X˜ → X then
IHk(X) is canonically isomorphic to Hk(X˜ ;Z/2). Thus any two small resolution of X have
the same homology.
If X is not compact, we have two versions of real intersection homology: IHck(X) with
compact supports and IHclk (X) with closed supports. We define an intersection pairing
IHck(X) × IH
cl
n−k(X) → Z/2, where n = dimX. We prove that if X has isolated singu-
larities this pairing is nonsingular, so IHck(X)
∼= IHcln−k(X) for all k ≥ 0. But our intersection
pairing is singular for some real algebraic varieties X, so our groups fail to have the key self-
duality property suggested by Goresky and MacPherson. We will present a counterexample
in a subsequent paper.
We benefitted from conversations more than a decade ago with Joost van Hamel, whose
approach to real intersection homology [8] was quite different from ours. We dedicate this
paper to his memory.
1. Good algebraic stratifications
An algebraic stratification of a real algebraic variety X is the stratification associated to a
filtration of X by algebraic subvarieties
X = Xn ⊃ Xn−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅
such that for each j, Sing(Xj) ⊂ Xj−1, and either dimXj = j or Xj = Xj−1. This filtration
induces a decomposition X =
⊔
Si, where the Si are the connected components of all the
semialgebraic sets Xj \Xj−1. The sets Si, which are nonsingular semialgebraic subsets of X,
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are the strata of the algebraic stratification S = {Si} of X. (For this definition we do not
assume the frontier condition or any regularity conditions for pairs of incident strata.)
Let T be an algebraic stratification of projective space Pr. An l-parameter submersive
deformation of the identity of (Pr,T ) is a semialgebraic stratified submersive family of diffeo-
morphisms Ψ : U×Pr → Pr, where U is a semialgebraic open neighborhood of the origin in Rl,
such that Ψ(0, x) = x for all x ∈ Pr, and the map Φ : U × Pr → U × Pr, Φ(t, x) = (t,Ψ(t, x))
is an arc-wise analytic trivialization of the projection U × Pr → U .
In particular, for each stratum S ∈ T , we have Ψ(U × S) ⊂ S. For the restriction Ψ : U ×
S → S we have that Ψt(x) = Ψ(t, x) is a diffeomorphism for all t ∈ U , and if Ψ
x(t) = Ψ(t, x)
then the differential DΨx at t is surjective for all x ∈ S. Moreover, for all t ∈ U the map
Ψt : P
r → Pr is an arc-analytic stratum-preserving semialgebraic homeomorphism with arc-
analytic inverse. (For further details see [16], [17].)
We say the algebraic stratification S of X ⊂ Pr is good if it is a Whitney stratification and
there exists an algebraic Whitney stratification T of Pr such that S = T |X (i.e. S = {S ∈
T ;S ⊂ X}) and there exists a submersive deformation of the identity of (Pr,T ).
With this terminology, the main theorem of [16] gives the following existence theorem.
Theorem 1.1. Let X be a subvariety of Pr, and let V be a finite family of algebraic subvarieties
of X. There exists a good stratification S of X compatible with all the subvarieties V ∈ V.
Corollary 1.2. Let X be a subvariety of Pr.
(a) Every algebraic stratification of X has a good refinement.
(b) Any two good algebraic stratifications of X have a common good refinement.
Proof. (a) If the stratification is associated to the filtration X = Xn ⊃ Xn−1 ⊃ · · · ⊃ X0, we
apply the theorem with V = {Xi}.
(b) If the stratifications S and S ′ are associated to the filtrations {Xi} and {X
′
j}, respec-
tively, we apply the theorem with V = {Xi ∩X
′
j}. 
Recall the frontier condition for a stratification S = {Si}: If S1 and S2 are disjoint strata
of S such that S1 intersects the closure of S2, then S1 is contained in the closure of S2.
Proposition 1.3. Let X be a subvariety of Pr. Every semialgebraic stratification S of X
satisfying the frontier condition has a good refinement.
Proof. Let X = Xn ⊃ Xn−1 ⊃ · · · ⊃ X0 be the filtration of X by the skeletons of S, where
dimXj = j or Xj = Xj−1. Let Xj be the Zariski closure of Xj and let V = {Xj}. By
Theorem 1.1 there is a good stratification R of X compatible with V. We claim that R is a
refinement of S.
We show by induction on k that every stratum of S of dimension ≤ k is a union of strata
of R. This is true for k = 0, since X0 = X0. Now suppose that every stratum of S of
dimension < k is a union of strata of R, and let S be a k-dimensional stratum of S. We have
that bdS = clS \ S is a union of strata of R, by the frontier condition for S and inductive
hypothesis.
Consider the partition PS of S induced by the strata of R. We have PS =
⊔
Ui, where Ui is
a connected component of Ri∩S, with Ri a (connected) stratum of R. Let U be a non-empty
k-dimensional element of PS . Then U ⊂ R ∩ S, where R is a stratum of R of dimension ≥ k.
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We claim that R = U . Now U ⊂ Xk ⊂ Xk, so if dimR > k then R is not compatible with
V = {Xj}. Thus dimR = k. So U is an open connected nonsingular k-dimensional subset
of the connected nonsingular k-dimensional semialgebraic set R. Consider bdU = clU \ U .
Now bdU ⊂ clS = S ∪ bdS. We have (bdU ∩ R) ∩ bdS = ∅, since R ∩ bdS = ∅. On the
other hand, (bdU ∩R)∩S = bdU ∩ (R∩S) = ∅, since U is a connected component of R∩S.
Therefore bdU ∩R = ∅, which implies that R = U , since U is a connected open subset of the
connected set R.
Now suppose that U ′ is a non-empty element of PS of dimension < k. Then U
′ ⊂ R′ ∩ S,
where R′ is a stratum of R. Now U ′ ∩ clU 6= ∅ for some k-dimensional element U of PS .
Since we have shown U ∈ R, and R satisfies the frontier condition, we conclude that R′ is
contained in the closure of U . Thus R′ is a connected subset of S, so R′ = U ′. 
Corollary 1.4. Let X be a subvariety of Pr, and let V be a finite family of semialgebraic
subsets of X. There exists a good stratification S of X compatible with all V ∈ V. 
Proposition 1.5. Let S be a good stratification of X ⊂ Pr, and let Ψ : U × Pr → Pr be a
submersive deformation of the identity of (Pr,T ), where S = T |X. Let Ψt(x) = Ψ(t, x). Let
Z and W be semialgebraic subsets of X.
(a) There is an open dense semialgebraic subset U ′ of U such that, for all t ∈ U ′ and all
strata S ∈ S,
dim(Ψt(Z) ∩W ∩ S) ≤ dim(Z ∩ S) + dim(W ∩ S)− dimS.
(b) Suppose there are semialgebraic stratifications A of Z and B of W such that (Z,A) and
(W,B) are substratified objects of (X,S). There is an open dense semialgebraic subset U ′ of
U such that, for all t ∈ U ′, Ψt(Z,A) is transverse to (W,B) in (X,S).
Proof. This follows from Propositions 1.3 and 1.5 of [16]. 
Remark 1.6. It follows from [16] (Cor. 3.2) that all the results of this section hold for affine
real algebraic varieties X, replacing Pr by Rr throughout.
2. Allowable chains and intersection homology
Let X be a semialgebraic set. The complex of semialgebraic chains of X has the following
geometric definition (see [15], Appendix). For k ≥ 0, let Sk(X) be the Z/2 vector space
generated by the closed semialgebraic subsets of X of dimension ≤ k. The chain group Ck(X)
is the quotient of Sk(X) by the following relations:
(i) If A and B are closed semialgebraic subsets of X of dimension at most k then
A+B ∼ cl(A÷B),
where A÷ B = (A ∪ B) \ (A ∩ B) = (A \ B) ∪ (B \ A) is the symmetric difference of A and
B, and cl denotes closure.
(ii) If A is a closed semialgebraic subset of X and dimA < k, then A ∼ 0.
If the k-chain Γ is represented by the semialgebraic set C, we write Γ = [C]. The support
of Γ, denoted SuppΓ, is the smallest closed semialgebraic set representing Γ. If Γ = [C] then
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SuppΓ = {x ∈ C ; dimxC = k}. If X is not compact, we may consider the group C
c
k(X) of
k-chains with compact support, which is a subgroup of Ck(X).
Note: To simplify notation, we often identify the k-dimensional semialgebraic set C with
its equivalence class in the group of chains. So we may refer to C as a “k-chain,” or as a
“k-cycle” if ∂C ∼ 0.
The boundary operator ∂k : Ck(X)→ Ck−1(X) is defined using the Euler characteristic of
the link: ∂[C] = [∂C], where
∂C = Supp[cl{x ∈ C ; χ(lk(C, x)) 6≡ 0 (mod 2)}]
Remark 2.1. This corrects the definition of ∂C in [15], where we omitted the closure operator.
Adding the support to the definition is not essential, but it will simplify several arguments.
The following characterization of the boundary operator follows from the definition.
Proposition 2.2. If T is a semialgebraic triangulation of the closed k-dimensional semialge-
braic set C, then ∂C is the union of the closed (k − 1)-simplices S ∈ T such that the number
of k-simplices of S incident to S is odd. 
The following result shows that the boundary operator is well-defined on semialgebraic
chains. (We overlooked this result in [15].)
Proposition 2.3. ∂ cl(A÷B) = cl(∂A÷ ∂B).
Proof. Let dimA = dimB = k. The sets ∂ cl(A÷B) and cl(∂A÷∂B) are contained in A∪B.
Let T be a semialgebraic triangulation of A ∪ B such that A and B are unions of simplices.
Let S be a (k − 1)-simplex of T . If Y is a union of simplices of T , let 〈Y, S〉 denote the
number of k-simplices of Y incident to S. Let a = 〈A,S〉, b = 〈B,S〉, and c = 〈A ∩ B,S〉.
Then 〈A \B,S〉 = a− c and 〈B \A,S〉 = b− c, so 〈A÷B,S〉 = (a− c) + (b− c) = a+ b− 2c.
So S ⊂ ∂ cl(A÷B) if and only if a+ b is odd. On the other hand, S ⊂ ∂A if and only if a is
odd, and S ⊂ ∂B if and only if b is odd. So S ⊂ cl(∂A÷ ∂B) if and only if a+ b is odd. 
We have ∂(Cck(X)) ⊂ C
c
k−1(X), and the homology of the chain complex (C
c
∗(X), ∂) is
canonically isomorphic to the simplicial homology H∗(X;Z/2) with respect to a (locally finite)
semialgebraic triangulation. The homology of (C∗(X), ∂) is canonically isomorphic to the
homology Hcl∗ (X;Z/2) with closed supports (Borel-Moore homology) (cf. [1] §11.7).
Let Y be a closed semialgebraic subset of X. The relative homology of X mod Y can
be described as follows. Let Cck(Y ) be the subcomplex of C
c
k(X) consisting of semialgebraic
chains Γ of X such that SuppΓ ⊂ Y . Let Cck(X,Y ) = C
c
k(X)/C
c
k(Y ). The homology of the
chain complex Cck(X,Y ) is canonically isomorphic to the relative simplicial homology group
Hk(X,Y ;Z/2).
Proposition 2.4. Let V be a semialgebraic open subset of the compact semialgebraic set X.
For k ≥ 0 there is a canonical isomorphism
Hclk (V ;Z/2)
∼= Hk(X,X \ V ;Z/2).
Proof. If C is a closed semialgebraic subset of V , let C be the closure of C in X. The function
C 7→ C induces an isomorphism of chain complexes Ccl∗ (V )
∼= Cc∗(X,X \ V ). 
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For the rest of this section we assume that X is a real algebraic variety.
Arc-symmetric sets were introduced by Kurdyka [11] (see also [12]). Let C ⊂ X be a closed
semialgebraic set of dimension k. We say that C is arc-symmetric in dimension k at x ∈ C if
there is an open neighborhood U of x in C and a semialgebraic set V ⊂ U , dimV < k, such
that for every real analytic curve γ : (−1, 1) → X, if γ((−1, 0)) ⊂ U \ V and γ(0) ∈ U , then
γ((0, ε)) ⊂ U \ V for some ε > 0. In terms of the arc-symmetric closure of [11] this condition
means that dimx(C
AS
\ C) < k.
For instance the closure of the regular part of an algebraic set Y is always arc-symmetric
in dimY at every point of Y , but Y is not necessarily arc-symmetric (e.g. the Whitney
umbrella wx2 = yz2). A segment or a half-line are examples of semialgebraic sets that are
not arc-symmetric in dimension 1.
If C is a k-dimensional closed semialgebraic subset of X, we define the pseudoboundary by
ΣC = {x ∈ C ; C is not arc-symmetric in dimension k at x}.
ΣC is a closed semialgebraic set, and dimΣC < dimC. By Proposition 7.1 of the Appendix,
(2.1) ∂C ⊂ ΣC.
Moreover, ΣC depends only on [C] ∈ Ck(X), since ΣC is determined by the support of [C].
Note that Σ(ΣC) is not necessarily empty (consider for instance a quadrant of R2).
Let X be a subvariety of Pr (or Rr), and let S be a good stratification of X. For a closed
semialgebraic set C of dimension k we consider the following perversity conditions with respect
to the stratification S:
dimC ∩ S < dimC − 12 codimS(2.2)
dimΣC ∩ S ≤ dimC − 12 codimS − 1(2.3)
for all strata S such that codimS = dimX − dimS > 0. (A set is empty if it has negative
dimension.) If codimS is even then (2.3) is a consequence of (2.2), which is the standard
middle perversity condition for intersection homology [3].
A semialgebraic k-chain Γ of X is called allowable (with respect to the stratification S)
if Γ = [C], where C and ∂C satisfy the above perversity conditions. The set of allowable
k-chains (resp., allowable k-chains with compact support) is a subgroup of Ck(X) (resp.,
Cck(X)). Since cl(A ÷ B) ⊂ A ∪ B, if two k-chains satisfy (2.2), then so does their sum.
Furthermore, Σ cl(A÷B) ⊂ ΣA ∪ ΣB, so if two k-chains satisfy (2.3) their sum does also.
By definition the boundary operator ∂ preserves allowable chains. The intersection homol-
ogy groups IHc,Sk (X) (resp., IH
cl,S
k (X)), k = 0, . . . , n, are the homology groups of the complex
of allowable chains with compact supports (resp., closed supports) with respect to the good
stratification S. If X is a subvariety of Pr these groups are equal, and we write IHSk (X).
Question 2.5. (Andrzej Weber) Are these intersection homology groups finitely generated?
The present paper shows that these groups are finitely generated in several special cases: when
X is nonsingular (Theorem 3.3), for homology with compact supports when X has a small
resolution (Theorem 4.1), and when X has isolated singularities (formulas (6.6) and (6.7)).
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Let V be a semialgebraic open subset of the variety X, and let S be a good stratification
of X such that V is a union of strata of S (Corollary 1.4). The intersection homology groups
IHc,Sk (V ) (resp., IH
cl,S
k (V )), k = 0, . . . , n are defined as above, with chains represented by
compact semialgebraic subsets C of V (resp., closed semialgebraic subsets C of V ).
Let Y be a closed semialgebraic subset of X, and let S be a good stratification of X such
that Y is a union of strata of S. We define the relative intersection homology (with respect
to S) of X mod Y as follows. Let Cc,Sk (X)X\Y be the subcomplex of C
c
k(X) consisting of
semialgebraic chains that satisfy the perversity conditions (2.2) and (2.3) for all strata S ∈ S
such that S ⊂ X \ Y . Let Cc,Sk (X,Y ) = C
c,S
k (X)X\Y /C
c
k(Y ). We define IH
c,S
k (X,Y ) to be
the homology of the chain complex Cc,S∗ (X,Y ).
Proposition 2.6. Let V be a semialgebraic open subset of the compact real algebraic variety
X, and let S be a good stratification of X such that V is a union of strata of S. For k ≥ 0
there is a canonical isomorphism
IHcl,Sk (V )
∼= IH
c,S
k (X,X \ V ).
Proof. If C is an allowable closed semialgebraic subset of V , let C be the closure of C inX. The
function C 7→ C induces an isomorphism of chain complexes Ccl,S∗ (V ) ∼= C
c,S
∗ (X,X \ V ). 
In general position or transversality arguments, we will use the following construction in
several different settings. Let X be a real algebraic variety, and let U be a neighborhood of the
origin in Rl. Let Φ(t, x) = (t,Ψ(t, x)) : U ×X → U ×X be an arc-analytic and semialgebraic
homeomorphism with arc-analytic and semialgebraic inverse, such that Ψ(0, x) = x for all
x ∈ X. Let t0 ∈ U be such that the segment I = {t ∈ R
l ; t = st0, 0 ≤ s ≤ 1} is contained
in U . Let C be a k-cycle in X. The t0-deformation homology of C with respect to the
deformation Ψt of the identity of X is the chain
(2.4) B = Ψ∗(I × C),
∂B = C +Ψt0(C).
Theorem 2.7. Let X be a subvariety of Pr and let S be a good stratification of X. The groups
IHSk (X), k = 0, . . . , n, do not depend on the stratification S or on the embedding X ⊂ P
r.
Proof. To show independence of the good stratification S, it suffices by Corollary 1.2 (b) to
prove that if S ′ is a good refinement of S, then IHS
′
k (X)
∼= IHSk (X). Since S
′ is a refinement
of S, if a k-chain is allowable for S ′ then it is allowable for S. (If S′ ⊂ S then codimS′ ≥
codimS.) Thus there is a canonical homomorphism ϕk : IH
S′
k (X)→ IH
S
k (X).
We use general position to prove that ϕk is an isomorphism. Let C be a k-cycle that is
allowable for the stratification S. By Proposition 1.5 (a) there is an arc-analytic S-stratum-
preserving semialgebraic homeomorphism Ψt : P
r → Pr with arc-analytic inverse such that
for all pairs of strata S ∈ S and S′ ∈ S ′ with S′ ⊂ S, we have
dim(Ψt(C) ∩ S
′) ≤ dim(C ∩ S) + dimS′ − dimS,(2.5)
dim(Ψt(ΣC) ∩ S
′) ≤ dim(ΣC ∩ S) + dimS′ − dimS.(2.6)
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By (2.2) for S, (2.5) implies
dim(Ψt(C) ∩ S
′) < dimC − 12 codimS + dimS
′ − dimS,
≤ dimC − 12 codimS
′,
so the cycle Ψt(C) satisfies the perversity condition (2.2) for S
′. A similar argument applied to
(2.6) shows that Ψt(ΣC) satisfies the perversity condition (2.3) for S
′. Thus ϕk is surjective.
Now we show that ϕ is injective. Suppose the k-cycle C is allowable for S ′, and C is the
boundary of a (k + 1)-chain D that is allowable for S. We apply the preceding argument to
the chain D. There is an arc-analytic S-stratum-preserving semialgebraic homeomorphism
Ψt0 : P
r → Pr with arc-analytic inverse such that Ψt0(D) is allowable for S
′.
Choose t0 so that {t ; t = st0, 0 < s ≤ 1} is contained in the open set U
′ given by
Proposition 1.5 (a). Let B be the t0-deformation homology (2.4) of C with respect to Ψt.
Then B is an S ′-allowable homology with boundary C+Ψt0(C). (Condition (2.3) for B follows
from Proposition 7.6.) Thus C is null-homologous, so we have shown that ϕk is injective.
To complete the proof of Theorem 2.7, suppose that X ⊂ Ps is another embedding in a
projective space. Let S be a good stratification with respect to the embedding X ⊂ Pr. By
Corollary 1.2 (a) applied to X ⊂ Ps, there is a refinement S ′ of S such that S ′ is good for the
embedding X ⊂ Ps. So there’s a canonical homomorphism ϕk : IH
S′
k (X) → IH
S
k (X), and the
preceding argument shows that ϕk is an isomorphism. 
The preceding proof gives the following more general result.
Corollary 2.8. If V is an open semialgebraic subset of the subvariety X of Pn, and S is a
good stratification of X such that V is a union of strata, the groups IHc,Sk (V ), IH
cl,S
k (V ), and
IHc,Sk (X,X \ V ) are independent of S.
Remark 2.9. If X is a subvariety of Rr, the proof of Theorem 2.7 shows that IHc,Sk (X) and
IHcl,Sk (X) do not depend on the stratification S or the embedding X ⊂ R
r. Moreover, if we
have embeddings X ⊂ Pr and X ⊂ Rr
′
, the intersection homology groups IHSk (X) defined
with respect to these two embeddings are canonically isomorphic.
The geometric definition of IHk(X) implies that these groups have properties analogous
to the classical intersection homology groups of Goresky and MacPherson. For example
the intersection homology groups are related to ordinary homology and cohomology in the
following manner.
Proposition 2.10. Let X be an n-dimensional subvariety of Pr. For all k ≥ 0 there are
canonical homomorphisms
Hn−k(X;Z/2)→ IHk(X)→ Hk(X;Z/2)
such that the composition is the classical Poincare´ duality homomorphism.
Proof. The homomorphism IHk(X)→ Hk(X;Z/2) is induced by the chain map that takes an
allowable chain to the corresponding semialgebraic chain, forgetting the perversity conditions.
Let l = n − k. By Alexander-Lefschetz duality, we identify the cohomology of X with the
relative homology of Pr modulo the complement of X,
H l(X;Z/2) ∼= Hr−l(P
r,Pr \X;Z/2).
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The Poincare´ duality map Dk : H
l(X;Z/2) → Hk(X;Z/2) (defined as cap product with the
fundamental class in Hn(X;Z/2)) can be described geometrically using the above identifica-
tion (cf. [7]). If γ ∈ H l(X;Z/2), then γ can be represented by a relative (r − l)-cycle C
in (Pr,Pr \X) that is transverse to X. In other words, there are stratifications A of C and
B of X such that, for every pair of strata A ∈ A and B ∈ B, we have that A and B are
transverse in Pr. Then Dk(γ) is represented by the intersection C ∩ X. If ΣC is a union
of strata of A, then C ∩X is an allowable cycle of X. Thus the homomorphism Dk factors
through IHk(X). 
We conclude this section with some remarks on perversity conditions. Let S be a good
stratification of the real algebraic subvarietyX of Pr. For simplicity, in this informal discussion
we identify a semialgebraic k-chain with its support, a closed k-dimensional semialgebraic
subset of X. Following [9], we define a loose perversity to be a sequence of integers p =
(p0, p1, p2, p3 . . . ) with p0 = 0. We say that a semialgebraic k-chain C in X is p-allowable
(with respect to S) if, for all i ≥ 0 and all strata S ∈ S of codimension i,
dim(C ∩ S) ≤ k − i+ pi,
dim(∂C ∩ S) ≤ (k − 1)− i+ pi.
Given a pair of loose perversities (p, q), we say that the k-chain C is (p, q)-allowable if C is
p-allowable and the pseudoboundary ΣC (a (k − 1)-chain) is q-allowable.
With this notation our definition of an allowable k-chain C of X is equivalent to the
statement that C is (p, q)-allowable, with p = (0, 0, 0, 1, 1, 2, 2, . . . ) and q = (0, 0, 1, 1, 2, 2, . . . ).
Note that p is the “upper middle” perversity n of Goresky-MacPherson ([3] §5, [4] §6). (Their
perversity sequence starts with p2.)
A useful definition of intersection homology groups IHp,q∗ (X) for real algebraic varieties X,
defined by a pair of loose perversity conditions (p, q) on semialgebraic chains, should have
at least the following two properties: (1) If X is nonsingular, then IHp,q∗ (X) ∼= H∗(X;Z/2)
(compact or closed supports), (2) IHp,q∗ (X) is independent of the good stratification S.
Using general position arguments, we can show that the groups IHp,q∗ (X) satisfy (1) and
(2) if the following conditions hold for all i ≥ 0 (cf. [9] Theorem 9, and the proofs of Theorem
2.7 above and Theorem 3.3 below):
pi ≤ pi+1 ≤ pi + 1,
qi ≤ qi+1 ≤ qi + 1,
pi ≤ qi ≤ pi + 1.
It remains to be seen which of these groups have useful properties.
A case of interest is those pairs (p, q) with the above restrictions as well as the following:
p1 = p2 = 0,
qi = pi + 1 for i even, i > 0.
(Our definition of intersection homology satisfies these conditions.) Thus p is a Goresky-
MacPherson perversity ([3] §1.3), and there is no condition on ΣC ∩ S when S has even
codimension. So if all strata have even codimension we have the classical intersection homology
groups.
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3. Nash approximation and arc-symmetric cycles
Let X ⊂ Rr and Y ⊂ Rs be nonsingular real algebraic subvarieties, with X compact. The
map h : X → Y is Nash if it is real analytic and the graph of h is semialgebraic. The map h is
Nash if and only if it is semialgebraic and C∞ ([1] ch. 8). If h : X → X is a Nash isomorphism
then the image by h of a k-dimensional semialgebraic subset C of X that is arc-symmetric
at x ∈ C (respectively, arc-symmetric in dimension k at x ∈ C) is again semialgebraic and
arc-symmetric at h(x) ∈ C (respectively, arc-symmetric in dimension k at h(x) ∈ C).
Every compact nonsingular real algebraic variety admits a submersive Nash deformation
of the identity. More precisely, we have the following theorem.
Theorem 3.1. Let X be a compact nonsingular real algebraic variety. There is a Nash map
Θ : U ×X → X, where U is a semialgebraic open neighborhood of the origin in Rl, with the
following properties:
(1) Θt : X → X is a Nash isomorphism for all t ∈ U , where Θt(x) = Θ(t, x).
(2) Θ0(x) = x for all x ∈ X.
(3) For Θx : U → X, the differential DΘx at t is surjective for all x ∈ X, where Θx(t) =
Θ(t, x).
Proof. First we observe that there is a C∞ map Ψ : T × X → X, where T is an open
neighborhood the origin in Rl, with the corresponding properties: (1) Ψt is a diffeomorphism
for all t ∈ T , (2) Ψ0(x) = x for all x ∈ X, and (3) DΨ
x at t is surjective for all x ∈ X. The
construction is given in [5] (1.3.7): Choose finitely many C∞ vector fields V1, . . . , Vl on X
such that at each point x ∈ X the vectors V1(x), . . . , Vl(x) span the tangent space TxX. Let
R
l be the vector space of formal linear combinations of the Vi, let Ψt be the time 1 flow of
the corresponding vector field, and let T be a small open ball centered at the origin.
Now let Ψ′ : U × X → X be a Nash approximation of Ψ (cf. [1] 8.9.7, [18] I.3.4). More
precisely, let U be an open ball centered at the origin in Rl, with cl(U) ⊂ T . Let Ψ
′
:
cl(U) ×X → X be a Nash approximation of Ψ|(cl(U) ×X) and let Ψ′ = Ψ
′
|(U × X). The
approximation Ψ
′
is constructed using a Nash tubular neighborhood of the target X ([1] 8.9.5)
and the Stone-Weierstrass Theorem ([1] 8.8.5).
Since properties (1) and (3) of Ψ are open in C∞(T ×X,X), we can assume that Ψ′ also
has these properties. Consider the function τ : X → U such that Ψ′
τ(x)(x) = x for all x ∈ X.
The graph of τ is the inverse image of the diagonal by the map f : X × U → X × X,
f(x, t) = (Ψt(x), x). Thus τ is a Nash function. Let h : U × X → U × X be the Nash
isomorphism h(t, x) = (t − τ(x), x), and let Θ(t, x) = Ψ′(h(t, x)). Then Θ(0, x) = x for all
x ∈ X, and so Θ has the desired properties (1), (2), and (3). 
Proposition 3.2. Let X be a compact nonsingular purely n-dimensional real algebraic variety,
and let Θ : U ×X → X be a submersive Nash deformation of the identity. Let Z and W be
semialgebraic subsets of X. There is an open dense semialgebraic subset U ′ of U such that,
for all t ∈ U ′,
dim(Θt(Z) ∩W ) ≤ dimZ + dimW − n
Proof. The proof is the same the corresponding stratified general position result, Proposition
1.5 (a) above (see [16]). 
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Theorem 3.3. If X is a nonsingular real algebraic variety of pure dimension n, then IHck(X)
∼=
Hk(X;Z/2) and IH
cl
k (X)
∼= Hclk (X;Z/2) for k = 0, . . . , n.
Proof. (1) Suppose X is compact. Let X ⊂ Rr be an embedding, and let S be a good
stratification of X with respect to this embedding. Since the complex of allowable chains of
X is a subcomplex of the complex of semialgebraic chains of X, for each k ≥ 0 there is a
canonical homomorphism ϕk : IH
S
k (X)→ Hk(X;Z/2). We claim that ϕk is an isomorphism.
Let Θ : U ×X → X be a submersive Nash deformation of the identity as in Theorem 3.1.
Given γ ∈ Hk(X;Z/2), let C be a semialgebraic cycle representing γ. By Proposition 3.2,
there is an open dense subset U ′ ⊂ U such that for t ∈ U ′ we have that Θt(C) is in general
position with S for all S ∈ S. Then Θt(C) is homologous to C and Θt(C) is allowable for S.
Therefore ϕk is surjective.
Now let ξ ∈ IHSk (X), and suppose that ϕk(ξ) = 0. Let C be an allowable k-cycle in X
representing ξ, and let D be a semialgebraic (k+1)-chain in X such that C = ∂D. As above,
there is a perturbation Θt0 of the identity of X such that Θt0 is a Nash isomorphism and
Θt0(D) is in general position with {S ; S ∈ S}. Then Θt0(D) is allowable. Choose t0 so that
{t ; t = st0, 0 < s ≤ 1} is contained in the open set U
′ given by Proposition 3.2. Let B be
the t0-deformation homology (2.4) of C with respect to Θt. Then B is an allowable homology
from C to Θt0(C) = ∂Θt0(D). Therefore ξ = 0, and so ϕk is injective.
(2) Suppose X is not compact. We embed X as a Zariski open subset of a compact
nonsingular variety X. Let S be a good stratification of X such that X is a union of strata.
First we consider homology with compact supports. Again we have a canonical homomor-
phism ϕk : IH
c,S
k (X) → Hk(X;Z/2), and we claim that ϕk is an isomorphism. We apply the
preceding argument to a submersive Nash deformation of the identity Θ : U ×X → X. Given
γ ∈ Hk(X;Z/2), let C be a semialgebraic cycle representing γ. By Proposition 3.2, there is
an open dense subset U ′ ⊂ U such that for t ∈ U ′ we have that Θt(C) is in general position
with S for all S ∈ S and Θt(C) is contained in the open subset X of X . Then Θt(C) is
homologous to C and Θt(C) is allowable for S. Therefore ϕk is surjective. The proof that
ϕk is injective also parallels the previous case. If C is allowable and C = ∂D, we just have
to choose t0 ∈ U
′ so that Θt0(D) and the t0-deformation homology of C are contained in the
open subset X of X.
Finally we consider homology with closed supports. We show that the canonical homomor-
phism ϕk : IH
cl
k (X) → H
cl
k (X;Z/2) is an isomorphism. By Proposition 2.6 and Proposition
2.4, this is equivalent to proving that the corresponding homomorphism
ϕ′k : IH
c,S
k (X,X \X)→ Hk(X,X \X;Z/2)
is an isomorphism. Again we use Θ : U × X → X, a submersive Nash deformation of the
identity. Given γ ∈ Hk(X,X \X;Z/2), let C be a semialgebraic chain representing γ. Thus
∂C ⊂ X \ X. By Proposition 3.2, there is an open dense subset U ′ ⊂ U such that for
t ∈ U ′ we have that Θt(C) and Θt(∂C) are in general position with S for all S ∈ S. Choose
t0 ∈ U
′ so that the t0-deformation homology B of C and the t0-deformation homology B
′
of ∂C are in general position with S for all S ∈ S. Then Θt0(C) + B
′ is allowable, and
∂B = C + (Θt0(C) +B
′), and so ∂(Θt0(C) +B
′) = ∂C, and C is homologous to Θt0(C) +B
′
in Ck(X,X \X;Z/2). Therefore ϕ
′
k is surjective.
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Now let ξ ∈ IHcl,S(X,X \ X), and suppose that ϕ′k(ξ) = 0. Let C be an allowable k-
chain in X representing ξ, so ∂C ⊂ X \ X. Let D be a (k + 1)-chain with ∂D = C + C ′,
where C ′ ⊂ X \X. There is a perturbation Θt0 of the identity of X such that Θt0(D) and
Θt0(∂D) are in general position with {S ; S ∈ S}. Choose t0 so that the t0-deformation
homology B of ∂D is in general position with {S ; S ∈ S}. Then Θt0(D) + B is allowable,
and ∂(Θt0(D) + B) = C + C
′, so C is homologous to zero in Cc,Sk (X,X \ X). Thus ϕ
′
k is
injective. 
The preceding proof applies mutatis mutandis when X is replaced with V , an open semi-
algebraic subset of an algebraic variety.
Corollary 3.4. Let V be an open semialgebraic subset of the nonsingular real algebraic variety
X of pure dimension n. Then IHck(V )
∼= Hk(V ;Z/2) and IH
cl
k (V )
∼= Hclk (V ;Z/2) for k =
0, . . . , n. 
The following generalization of Thom representability for the homology of a nonsingular
variety is due to Kucharz [10] (cf. [12], Theorem 6.1).
Proposition 3.5. If X is a nonsingular real algebraic variety, every homology class in
H∗(X;Z/2) has a semialgebraic arc-symmetric representative.
Proof. Let α ∈ Hk(X;Z/2). By [19] (The´ore`me III.2) there is a compact manifold V of
dimension k and a smooth mapping f : V → X such that α = f∗([V ]), where [V ] denotes the
fundamental class of V . By the Nash-Tognoli theorem ([1] Theorem 14.1.10, [2] Theorem 1.2)
we may suppose that V is a nonsingular affine algebraic variety and, by Nash approximation
([1] Corollary 8.9.7), that f is a Nash mapping.
If V1, . . . , Vr are the connected components of V , then α = f∗([V ]) = f∗([V1])+· · ·+f∗([Vr]).
Let V ′ be a connected component of V . We may assume that f ′ = f |V ′ is generically
finite over f(V ′); otherwise f∗([V
′]) = 0. By [14] (Proposition 5.1) the fibers of f ′ are of
generically constant parity over f(V ′), and we may assume that the generic fiber has an
odd number of points; otherwise again f∗([V
′]) = 0. It follows from [11] and [14] (§5) that
f(V ′) is arc-symmetric in dimension k, or equivalently in terms of arc-symmetric closure that
dim(f(V ′)
AS
\ f(V ′) < k. And f∗([V
′]) is represented by f(V ′) or by its arc-symmetric
closure. 
We will need the following relative version of the preceding theorem.
Proposition 3.6. Let Y ⊂ Rr be a nonsingular real algebraic variety of pure dimension n.
Let X ⊂ Y be a compact n-dimensional submanifold of Y such that the boundary ∂X is a sub-
variety of Y . Let U be a closed neighborhood of ∂X in X. Then any class in H∗(X, ∂X;Z/2)
has a semialgebraic representative that is arc-symmetric in X \ U .
Proof. The quotientX/∂X is a compact semialgebraic set. By [19] any class inHk(X/∂X;Z/2)
can be represented by the image of the fundamental class of a compact smooth manifold V of
dimension k by a continuous map f : V → X/∂X. We may suppose that V is real algebraic
and that f is semialgebraic and, moreover, C∞ over X \ U . The rest of the proof is similar
to the preceding argument. 
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4. Small resolutions
A small resolution of a variety X is a resolution of singularities π : X˜ → X such that for
all i ≥ 1,
(4.1) dim{x ∈ X ; dimπ−1(x) ≥ i} < n− 2i.
If S is a stratification of X such that the fibres of π are of constant dimension over each
stratum of S, then (4.1) is equivalent to
(4.2) dimπ−1(x) < 12 codimS,
for every stratum S such that dimS < dimX, and every x ∈ S.
Theorem 4.1. Let π : X˜ → X be a small resolution of the real algebraic variety X. For all
k ≥ 0 there are canonical isomorphisms
πk : Hk(X˜;Z/2)
≈
−→ IHck(X).
Corollary 4.2. Let πi : X˜i → X, i = 1, 2, be two small resolutions of X. Then H∗(X˜1;Z2)
and H∗(X˜2;Z2) are canonically isomorphic. 
This corollary answers positively a question posed in 1980 by Goresky and MacPherson [6]
(end of §E, p. 228). Totaro announced a proof in 2002 via crepant resolutions [20] (Cor. 3.4,
p. 537). Van Hamel published a proof in 2003 using Galois equivariant cohomology [8] (Cor.
4.10, p. 1410).
Remark 4.3. A consequence of Theorem 4.1 is that IHck(X) is not a topological invariant. It
is easy to find homeomorphic plane algebraic curves with small resolutions that have different
homology. An example is given by Goresky and MacPherson [6] (p. 227). Another example
is given by the family of curves Xt = {(x
2 + y2)2 − x2 + ty2}. For t ≥ 0 all the curves Xt
are homeomorphic. For t > 0, the curve Xt is an irreducible curve with an ordinary node at
the origin, and a small resolution is homeomorphic to a circle. But X0 is reducible, with a
tacnode at the origin, and a small resolution is homeomorphic to the disjoint union of two
circles.
Proof of Theorem 4.1. Let Y ⊂ X be an algebraic subvariety of X, dimY < dimX, such that
for E = π−1(Y ), π|(X˜ \E) : X˜ \E → X \Y is an isomorphism. Let A→ B be a stratification
of the map π, where A, B are semialgebraic Whitney stratifications of X˜ , X, respectively,
such that Y a union of strata of B, and E is a union of strata of A (cf. [5], §1.7). Then the
fibers of π are of constant dimension over each stratum of B. By Proposition 1.3 there is a
good stratification S of X (with respect to an embedding X ⊂ Pr) that refines B.
The idea of the proof is the following. If a k-chain of X˜ is in general position with the sets
π−1(S) for all S ∈ S, then its image in X is allowable with respect to S. The inverse chain
map takes an allowable k-chain of X to its strict transform in X˜.
Lemma 4.4. For each S ∈ S, let S˜ = π−1(S). Let C˜ be a k-dimensional semialgebraic
subset of X˜ such that C˜ and ΣC˜ are in general position with respect to all the sets S˜. Then
C = π(C˜) satisfies the perversity conditions (2.2) and (2.3).
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Proof. By construction of the stratification S, for each S ∈ S we have that dimπ−1(x) is
constant for x ∈ S. Thus for x ∈ S we have dim S˜ = dimS + dimπ−1(x), and dimπ−1(x) <
1
2 codimS by (4.2). It follows that
codim S˜ > 12 codimS.
The general position hypothesis for C˜ is
dim(C˜ ∩ S˜) ≤ k − codim S˜.
Therefore
dim(C ∩ S) ≤ dim(C˜ ∩ S˜) ≤ k − codim S˜ < k − 12 codimS,
so we have the perversity condition (2.2).
Note that π gives a one-to-one correspondence between the real analytic curves in X˜ not
contained entirely in the exceptional set E ⊂ X˜ and the real analytic curves inX not contained
entirely in Y .
Therefore
(4.3) ΣC = π(ΣC˜).
Thus (2.3) for codimS odd follows by the above argument applied to ΣC˜. For codimS even
(2.3) is redundant and follows from (2.2). This completes the proof of Lemma 4.4. 
We use Lemma 4.4 to define a homomorphism
πk : Hk(X˜,Z2)→ IH
c,S
k (X).
Embed X˜ as a Zariski open subset of a compact nonsingular variety Y˜ . If γ˜ ∈ Hk(X˜,Z2), by
Proposition 3.2 applied to Y˜ there is a k-cycle C˜ representing γ˜ such that C˜ and ΣC˜ are in
general position with respect to {π−1(S) ; S ∈ S}, so by Lemma 4.4 we can set πk(γ˜) = [π(C˜)].
Again by Proposition 3.2 for Y˜ and the deformation homology construction (as in the proof
of Theorem 3.3), two homologous semialgebraic cycles that are in general position with all
π−1(S) are homologous by a semialgebraic chain in general position with all π−1(S). Therefore
πk is well-defined.
To prove that πk is an isomorphism we construct its inverse. For this we define the strict
transform s(C) ⊂ X˜ of an allowable k-chain C ⊂ X by
s(C) = cl(π−1(C) \E),
which has dimension k.
Lemma 4.5.
(i) Σ(s(C)) ⊂ s(C) ∩ π−1(ΣC);
(ii) ∂s(C) ∼ s(∂C).
Proof. By assumption dim(C ∩ Y ) < dimC and hence C equals π(s(C)) up to a set of
dimension < k. Thus (i) follows from (4.3) with C˜ replaced by s(C).
To show (ii), note that ∂s(C) and s(∂C) coincide outside E, and hence s(∂C) ⊂ ∂s(C).
To show the opposite inclusion we note first that ∂s(C) ⊂ Σ(s(C)) ⊂ s(C) ∩ π−1(Σ(C)) by
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(2.1) and (i). Thus it suffices to show that E ∩ π−1(Σ(C)) is of dimension smaller than k− 1.
This follows from (2.3) and (4.2): For any stratum S such that dimS < dimX, x ∈ S,
dimπ−1(S ∩ Σ(C)) = dimπ−1(x) + dim(S ∩ Σ(C))
< 12 codimS + (k −
1
2 codimS − 1)
= k − 1.

In particular if C is a cycle so is s(C). Lemma 4.5 shows that s induces a homomorphism
sk : IH
c
k(X)→ Hk(X˜,Z2).
To show that sk and πk are inverse to each other, we note that if C˜ is in general position
with respect to all π−1(S), then s(π(C˜)) ∼ C˜ (actually Supp s(π(C˜)) = Supp C˜). So if γ˜ is
the homology class of C˜, then sk(πk(γ˜)) = γ˜ . On the other hand, let γ ∈ IHk(X) be the
class of the allowable cycle C. Then s(C) represents sk(γ). By Proposition 3.2 for Y˜ ⊃ X˜ ,
there is a perturbation Θt0 of the identity of X such that Θt0(s(C)) is in general position
with all the sets π−1(S) for S ∈ S. The cycle π(Θt0(s(C))) represents πk(sk(γ)). Choose
t0 so that {t ; t = st0, 0 < s ≤ t} is contained in the open set U
′ given by Proposition
3.2 for Y˜ , and let B be the t0-deformation homology (2.4) of s(C) with respect to Θt. Then
∂B = s(C)+Θt0(s(C)). It follows that π(s(C)) is homologous to π(Θt0(s(C))) by an allowable
homology. Now π(s(C)) ∼ C, so C represents πk(sk(γ)).
This completes the proof of Theorem 4.1. 
5. Intersection pairing
The intersection number of intersection homology classes of complementary dimension is
defined by transverse intersection of allowable cycles.
Theorem 5.1. Let X be a real algebraic variety of dimension n. For all pairs of non-negative
integers k1, k2, with k1 + k2 = n, there is a bilinear pairing
I : IHck1(X)× IH
cl
k2
(X)→ Z/2.
Proof. Let γ1 ∈ IH
c
ki
(X) and γ2 ∈ IH
cl
ki
(X). We define the intersection number I(γ1, γ2) ∈ Z/2
as follows. Embed X as a subvariety of affine space, and let S be a good stratification of X
with respect to this embedding. Let Ci be S-allowable ki-cycles representing γi, i = 1, 2, such
that C1 has compact support. Let Ai be a semialgebraic stratification of Ci such that ΣCi
is a union of strata of Ai, and Ai is a substratified object of S, i = 1, 2. By Proposition 1.5
there exists a stratified semialgebraic and arc-analytic isomorphism Ψt : X → X such that
Ψt(C1,A1) is transverse to (C2,A2) in (X,S). Let C
′
1 = Ψt(C1). Transversality implies that
for all strata S ∈ S, we have
dim(C ′1 ∩C2 ∩ S) ≤ dim(C
′
1 ∩ S) + dim(C2 ∩ S)− dimS.
The perversity conditions (2.2) for C1 and C2 imply that C
′
1 ∩C2 ∩ S = ∅ for all S such that
codimS > 0, and dim(C ′1 ∩ C2 ∩ S) = 0 if codimS = 0. (The perversity conditions (2.3)
imply that ΣC ′1 ∩C2 ∩ S = ∅ and C
′
1 ∩ΣC2 ∩ S = ∅ for all S ∈ S.) Thus C
′
1 and C2 intersect
in a finite number m of points that lie in the top strata of X (finite because C ′1 is compact),
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and each intersection point is the transverse intersection of top strata of C ′1 and C2. Let
I(C ′1, C2) = m. We set
I(γ1, γ2) = I(C
′
1, C2) (mod 2).
To prove that I(γ1, γ2) is independent of all the above choices (S, Ci, Ai, Ψt), it suffices to
prove the following lemma.
Lemma 5.2. If there is a compactly supported allowable (k1 + 1)-chain D with ∂D = C
′
1,
then I(C ′1, C2) ≡ 0 (mod 2).
Proof. Let E be a semialgebraic stratification of D compatible with Ψt(A1) such that ΣD
is a union of strata of E . By Proposition 1.5 (b) there exists a stratified semialgebraic arc-
analytic isomorphism Ψ′t0 of X such that Ψ
′
t0
(D, E) is transverse to (C2,A2). Choose t0 so
that {t ; t = st0, 0 < s ≤ 1} is contained in the open set U
′ given by Proposition 1.5 (b). Let
B be the t0-deformation homology (2.4) of C
′
1 with respect to Ψt. Then B is an S-allowable
homology from C ′1 to Ψ
′
t0
(∂D) = ∂Ψ′t0(D), with B transverse to C2. (Condition (2.3) for B
follows from Proposition 7.6.)
So we have an allowable (k1 +1)-chain D
′ = B +Ψ′t0(D) such that ∂D
′ = C ′1, and D
′ is in
transverse to C2. Therefore for all S ∈ S we have
(5.1) dim(D′ ∩ C2 ∩ S) ≤ dim(D
′ ∩ S) + dim(C2 ∩ S)− dimS.
If codimS = 2l then (2.2) gives dim(D′ ∩ S) ≤ k1 − l and dim(C2 ∩ S) ≤ k2 − l − 1, so (5.1)
gives dim(D′ ∩ C2 ∩ S) ≤ −1, and D
′ ∩ C2 ∩ S = ∅. On the other hand, if codimS = 2l + 1
then again (2.2) gives dim(D′ ∩ S) ≤ k1 − l and dim(C2 ∩ S) ≤ k2 − l − 1, so (5.1) implies
dim(D′ ∩ C2 ∩ S) ≤ 0.
For codimS even, Σ(D′ ∩ C2 ∩ S) ⊂ (D
′ ∩ C2 ∩ S) = ∅. Suppose codimS = 2l + 1. Now
Σ(D′ ∩ C2) ⊂ (ΣD
′ ∩ C2) ∪ (D
′ ∩ ΣC2), and (2.3) gives
dim(ΣD′ ∩ C2 ∩ S) ≤ dim(ΣD
′ ∩ S) + dim(C2 ∩ S)− dimS
dim(D′ ∩ ΣC2 ∩ S) ≤ dim(D
′ ∩ S) + dim(ΣC2 ∩ S)− dimS
These equations and the condition (2.3) imply that ΣD′ ∩C2 ∩ S = ∅ and D
′ ∩ΣC2 ∩ S = ∅.
Therefore Σ(D′ ∩C2 ∩ S) = ∅.
We conclude that, although the compactly supported semialgebraic 1-chain D′ ∩ C2 may
intersect the singular locus of X in a finite number of points, it is arc-symmetric near these
intersection points. Therefore D′∩C2 is an analytic curve near the codimension 1 skeleton of
S, so the boundary of D′ ∩C2 lies in the union X
′ of the top strata of S. Since the stratified
sets D′ ∩X ′ and C2 ∩X
′ are transverse in X ′, it follows that
∂[(D′ ∩X ′) ∩ (C2 ∩X
′)] = ∂(D′ ∩X ′) ∩ (C2 ∩X
′) + (D′ ∩X ′) ∩ ∂(C2 ∩X
′)
= ∂D′ ∩ C2 ∩X
′
= C ′1 ∩ C2.
Therefore ∂(D′ ∩ C2) = C
′
1 ∩C2, so I(C
′
1 ∩ C2) = 0. This proves the lemma. 
Therefore I(γ1, γ2) is well-defined. Next we show that the intersection pairing is bilinear.
In other words, if γ1, γ2 ∈ IHk(X) and γ3 ∈ IHl(X), with k + l = n, then
I(γ1 + γ2, γ3) = I(γ1, γ3) + I(γ2, γ3).
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Let Ci be an allowable k-cycle representing γi, i = 1, 2, 3, such that C1 and C2 are compactly
supported and transverse to C3. We can also assume that C1 and C2 are transverse. It follows
that (if k < n) C1 + C2 = C1 ∪ C2, and
(C1 ∪ C2) ∩ C3 = (C1 ∩ C3) ⊔ (C2 ∩ C3).
Therefore
I(C1 + C2, C3) = I(C1, C3) + I(C2, C3).
This completes the proof of the theorem. 
6. Isolated Singularities
Theorem 6.1. If X is a purely n-dimensional real algebraic variety with isolated singularities,
the intersection homology intersection pairing is nonsingular. In other words, for k = 0, . . . , n
the duality homomorphism
Dk : IH
c
k(X)→ (IH
cl
n−k(X))
∗
〈Dk(α), β〉 = I(α, β)
is an isomorphism.
Proof. First we prove a local version of the theorem at a singular point, and then we obtain
the global version by a Mayer-Vietoris argument.
Suppose that X is a subvariety of Rr. Let S be a good stratification of X; the 0-dimensional
strata include the singular points of X.
Let x0 be a singular point of X. For ǫ > 0 let B(x0, ǫ) be the closed ball in R
r of radius
ǫ about x0, and let S(x0, ǫ) be the boundary of B(x0, ǫ). Choose ǫ so small that S(x0, δ) is
transverse to S for all δ < ǫ, and X ∩B(x0, ǫ) is semialgebraically homeomorphic to the cone
on X ∩S(x0, ǫ). The link L(x0) = X ∩S(x0, ǫ) is a compact nonsingular real algebraic variety
of dimension n− 1. Let M(x0) = X ∩B(x0, ǫ), and let N(x0) =M(x0) \ L(x0).
For the open semialgebraic subset N(x0) ⊂ X, we define IH
c
∗(N(x0)) and IH
cl
∗ (N(x0)) with
respect to the fixed stratification S.
Proposition 6.2. Dk : IH
c
k(N(x0))→ (IH
cl
n−k(N(x0)))
∗ is an isomorphism for all k.
Proof. The proof depends on the parity of the dimension ofX. LetN = N(x0) and L = L(x0).
To compute IHck(N) and IH
cl
k (N), the crucial condition is whether a chain is allowed to meet
the 0-stratum {x0}. We will repeatedly use general position (Proposition 3.2 for a nonsingular
compactification X ⊃ X, and the deformation homology construction (2.4)) and Corollary
3.4 for the open semialgebraic subset N ′ = N \ {x0} of X. We write H∗(−) (resp. H
cl
∗ (−))
for H∗( − ;Z/2) (resp. H
cl
∗ ( − ;Z/2)) .
(a) Even dimensional case (cf. [4] §2.4). Let n = 2m. Consider the perversity condition
(2.2) for S = {x0}. (When S has even codimension (2.3) is a consequence of (2.2).) For a
k-chain C, (2.2) gives
(6.1) dim(C ∩ {x0}) ≤ k − (m+ 1)
We will show that (6.1) has the following consequences:
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(1) If k ≥ m+ 1 then IHck(N) = 0 and IH
cl
k (N)
∼= Hk−1(L).
(2) If k = m then IHck(N) = 0 and IH
cl
k (N) = 0.
(3) If k ≤ m− 1 then IHck(N)
∼= Hk(L) and IH
cl
k (N) = 0.
First we consider compact supports (n = 2m).
(1)(2) If k ≥ m then (6.1) says (k + 1)-homologies are allowed to hit the point x0. If the
allowable k-cycle C bounds a semialgebraic (k+1)-chain B, then C ∩N ′ bounds an allowable
chain B′ in N ′ by general position, so C = ∂B′′, where B′′ is the closure of B′ in N . Thus
the homomorphism IHck(N)→ Hk(N) is injective. But Hk(N) = 0 since N is a semialgebraic
cone.
(3) If k ≤ m− 1 then (6.1) says that both k-cycles and (k + 1)-homologies must miss the
point x0. Thus IH
c
k(N) = IH
c
k(N
′) ∼= Hk(N
′) by Corollary 3.4, and Hk(N
′) ∼= Hk(L) since
N ′ is semialgebraically homeomorphic to L× (0, 1).
Next we consider closed supports (n = 2m).
(1) If k ≥ m+1 then (6.1) says k-cycles and (k+1)-homologies are allowed to hit the point
x0. Thus the homomorphism IH
cl
k (N
′)→ IHclk (N) that takes a cycle in N
′ to its closure in N
is an isomorphism. By Corollary 3.4 we have IHclk (N
′) ∼= Hclk (N
′), and Hclk (N
′) ∼= Hk−1(L)
since N ′ is semialgebraically homeomorphic to L× (0, 1).
(2)(3) If k ≤ m then (6.1) says k-cycles must miss the point x0. So the homomorphism
Fk → IH
cl
k (N) is surjective, where Fk ⊂ IH
cl
k (N
′) is the subgroup generated by allowable
cycles C such that x0 /∈ cl(C). By general position Fk ∼= Gk, where Gk ⊂ H
cl
k (N
′) is the
subgroup generated by cycles C such that x0 /∈ cl(C). But Gk = 0, since N
′ ∼= L× (0, 1), and
if x0 /∈ cl(C) then C ⊂ L× [ǫ, 1) for some ǫ > 0, and H
cl
k (L× [ǫ, 1)) = 0.
Since L is a compact nonsingular variety of dimension n− 1, we have by Poincare´ Duality
Hk(L) ∼= Hn−k−1(L), so by (1)(2)(3) above we have IH
c
k(N)
∼= IHcln−k(N) for all k ≥ 0. (Both
groups are zero if k ≥ m.) It remains to show that the duality map Dk is an isomorphism
for k ≤ m − 1. We claim that the following diagram commutes, where the top arrow is the
duality map for the manifold L:
Hk(L)
≃
−−−−→ (Hn−k−1(L))
∗y≃ y≃
IHck(N)
Dk−−−−→ (IHcln−k(N))
∗
The commutativity of this diagram follows the statement that, for all α ∈ Hk(L) and β ∈
Hn−k−1(L),
(6.2) I(α, β) = I(ϕ(α), ψ(β)),
where ϕ : Hk(L) → IH
c
k(N) and ψ : Hn−k−1(L) → IH
cl
n−k(N) are the isomorphisms con-
structed above (k ≤ m− 1). Let
i : Hk(L)→ H
c
k(L× (0, 1)), i[C] = [C × {
1
2}],
j : Hn−k−1(L)→ H
cl
n−k(L× (0, 1)), j[C] = [C × (0, 1)].
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Then
(6.3) I(α, β) = I(i(α), j(β)),
and (6.3) implies (6.2).
(b) Odd dimensional case. Let n = 2m + 1. Consider the perversity conditions (2.2) and
(2.3) for S = {x0}. For a k-chain C, these conditions give
dim(C ∩ {x0}) ≤ k − (m+ 1)(6.4)
dim(ΣC ∩ {x0}) ≤ k − (m+ 2)(6.5)
We will show that (6.4) and (6.5) have the following consequences:
(1) If k ≥ m+ 2 then IHck(N) = 0 and IH
cl
k (N)
∼= Hk−1(L).
(2) IHcm+1(N) = 0, and IH
cl
m+1(N) is isomorphic to a subgroup of Hm(L).
(3) IHcm(N) is isomorphic to a quotient group of Hm(L), and IH
cl
m(N) = 0.
(4) If k ≤ m− 1 then IHck(N)
∼= Hk(L) and IH
cl
k (N) = 0.
In the following arguments, C denotes an allowable k-cycle and B an allowable (k+1)-chain.
First we consider compact supports (n = 2m+ 1).
(1)(2) If k ≥ m + 2 then B and ΣB are allowed to hit x0, so we can repeat the above
argument for n even to conclude IHck(N) = 0.
(3) If k = m then C misses x0 and B may hit x0, but ΣB misses x0. So the inclusion ho-
momorphism IHcm(N
′)→ IHcm(N) is surjective, and the kernel consists of classes represented
by cycles C in N ′ that bound chains B in N such that B is arc-symmetric in dimension m at
x0. By Corollary 3.4 we have IH
c
m(N
′) ∼= Hm(L). Thus IH
c
m(N) is isomorphic to a quotient
group of Hm(L).
(4) If k ≤ m − 1 then C and B miss x0, so we repeat the above argument for n even to
conclude that IHck(N)
∼= Hk(L).
Next we consider closed supports (n = 2m+ 1).
(1) If k ≥ m+2 then C, ΣC, B, and ΣB are allowed to hit x0, so we can repeat the above
argument for n even to conclude that IHclk (N)
∼= Hk−1(L).
(2) If k = m+1 then C can hit x0 but ΣC must miss x0, and B, ΣB are allowed to hit x0.
So the homomorphism IHclm+1(N)→ IH
cl
m+1(N
′) is injective, and the image consists of classes
represented by cycles C in N ′ such that the closure of C in N is arc-symmetric in dimension
m+ 1 at x0. By Corollary 3.4 we have IH
cl
m+1(N
′) ∼= Hm(L). Thus IH
cl
m+1(N) is isomorphic
to a subgroup of Hm(L).
(3)(4) If k ≤ m then C misses x0, and we repeat the above argument for n even to conclude
that IHclk (N) = 0.
Now L is a compact nonsingular variety of dimension n − 1 = 2m. We have by Poincare´
Duality Hk(L) ∼= Hn−k−1(L) for all k ≥ 0, so by (1)(2)(3)(4) we have IH
c
k(N)
∼= IHcln−k−1(N)
for k 6= m. (If k ≤ m− 1 then IHck(N)
∼= Hk(L) ∼= Hn−k−1(L) ∼= IH
cl
n−k(N), and if k ≥ m+ 1
then IHck(N) = 0 = IH
cl
n−k(N).) We see that the duality map Dk is an isomorphism for
k ≤ m− 1 by the same argument as above for the even dimensional case.
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It remains to show that Dm : IH
c
m(N) → (IH
cl
m+1(N))
∗ is an isomorphism. Recall that
M = X ∩ B(x0, ǫ), with L = ∂M and N = M \ ∂M . We have that the group IH
c
m(N) is
generated by cycles in N ′ with compact support. They are divided by boundaries of chains
arc-symmetric in a neighborhood of x0. We have an epimorphism
Hm(∂M) = Hm(L) ∼= Hm(N
′)→ IHcm(N).
The group IHclm+1(N) is generated by cycles with closed support that are arc-symmetric in a
neighborhood of x0. They are divided by arbitrary homologies with closed support. We have
a monomorphism
IHclm+1(N)→ H
cl
m+1(N
′) ∼= Hm+1(M,∂M).
Let π : M˜ → M be a resolution of the singular point x0, with E = π
−1(x0) the exceptional
divisor. Thus π|(M˜ \ E) : M˜ \ E → M \ {x0} is an isomorphism, and M˜ is a manifold with
boundary ∂M˜ ∼= ∂M = L.
Lemma 6.3. Consider the diagram
Hm+1(M˜ ) −−−−→ Hm+1(M˜ , ∂M˜ )
∂˜m+1
−−−−→ Hm(∂M˜ )
i˜m−−−−→ Hm(M˜ )ypim+1 ≃y
0 −−−−→ Hm+1(M,∂M)
∂m+1
−−−−→
≃
Hm(∂M) −−−−→ 0
IHclm+1(N)
∼= Im(πm+1) ∼= Im(∂˜m+1)
IHcm(N)
∼= Hm(∂M˜ )/ Im(∂˜m+1) = Coker(∂˜m+1)
Proof. Let C be an allowable (m+1)-cycle with closed support in N . Since C is arc-symmetric
in dimension m+ 1 at x0, the strict transform
s(C) = cl(π−1(C) \ E)
is an (m + 1)-cycle with closed support in M˜ \ ∂M˜ . The strict transform represents a cycle
in Hclm+1(M˜ \ ∂M˜)
∼= Hm+1(M˜ , ∂M˜). Thus IH
cl
m+1(N) is contained in the image of πm+1.
On the other hand by Proposition 3.6 each cycle in Hm+1(M˜, ∂M˜ ) has a representative C˜
that is arc-symmetric in a neighborhood of E and that is in general position with E. The
image πm+1(C˜) is an allowable cycle that represents a class in IH
cl
m+1(N). This gives the first
formula.
The second formula can be shown by a similar argument since IHcm(N) can be identified
with Hm(N
′) ≃ Hm(∂M˜ ) divided by homologies arc-symmetric in a neighborhood of x0.
These can be lifted to homologies in M˜ . This shows that IHcm(N) is isomorphic to Im(˜im)
∼=
Coker(∂˜m+1). This proves the lemma. 
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Now consider the following diagram with exact rows, where the vertical isomorphisms are
given by the intersection pairing:
Hm+1(M˜ ) −−−−→ Hm+1(M˜ , ∂M˜ )
∂˜m+1
−−−−→ Hm(∂M˜ ) −−−−→ Hm(M˜)
≃
y ≃y ≃yD ≃y
(Hm(M˜, ∂M˜ ))
∗ −−−−→ (Hm(M˜ ))
∗ −−−−→ (Hm(∂M˜ ))
∗ (∂˜m+1)
∗
−−−−−→ (Hm+1(M˜ , ∂M˜ ))
∗
By exactness, D(Im(∂˜m+1)) = Ker((∂˜m+1)
∗), which implies that Coker(∂˜m+1) and Im(∂˜m+1)
are dually paired by the intersection product on ∂M˜ . We have
Coker(∂˜m+1)
D
−−−−→
≃
(Im(∂˜m+1))
∗
y≃ y≃
IHcm(N)
Dm−−−−→ (IHclm+1(N))
∗
and this diagram commutes by the argument given for (6.2). Therefore Dm is an isomorphism.
This completes the proof of Proposition 6.2. 
To prove global duality (Theorem 5.1) using local duality (Proposition 6.2) we use a Mayer-
Vietoris argument. Let Y be the set of singular points of X, and let X ′ = X \Y . Let N be the
union of the open neighborhoods N(x) for x ∈ Y , and let N ′ = N \ Y . We have X ′ ∪N = X
and X ′ ∩ N = N ′. This structure yields Mayer-Vietoris sequences for IHc∗(X) and IH
cl
∗ (X),
with duality morphisms between them.
Proposition 6.4. Let X be a purely n-dimensional real algebraic variety with isolated singu-
larities. There is a commutative diagram with exact rows (k + l = n):
−→ IHck(N
′) −→ IHck(X
′)⊕ IHck(N) −→ IH
c
k(X)
∆
−→ IHck−1(N
′) −→yDN′ yDX′⊕DN yDX yDN′
−→ (IHcll (N
′))∗ −→ (IHcll (X
′))∗ ⊕ (IHcll (N))
∗ −→ (IHcll (X))
∗ (∆
′)∗
−−−→ (IHcll+1(N
′))∗ −→
Proof. The construction of these exact sequences is analogous to the construction of the
Mayer-Vietoris sequence for singular homology (cf. [13], ch.VII, §5).
Let ICck(X) be the group of allowable k-chains of X with respect to a good stratification
S. (We assume that N is a union of strata of S.) Let ICck(X
′) + ICck(N) be the subgroup
of ICck(X) consisting of all allowable chains that are sums of allowable chains of X
′ and
allowable chains of N . We claim that ICck(X
′) + ICck(N) = IC
c
k(X); from this fact the
classical construction gives the Mayer-Vietoris sequence.
To prove the claim, let [C] ∈ ICck(X), and choose ζ > 0 such that for all singular points
x0 ∈ Y , we have (S(x0, ζ) ∩ X) ⊂ N , and S(x0, ζ) is transverse to S and C. Let CN =⋃
x0∈Y
(C ∩ B(x0, ζ)) and CX′ = cl(C \ CN ). Then [CX′ ] ∈ IC
c
k(X
′), [CN ] ∈ IC
c
k(N), and
[C] = [CX′ ] + [CN ].
The boundary map ∆ can be described as follows. The classical construction is this: If C
is a cycle in X, write C = C1 + C2, where C1 is a chain in X
′ and C2 is a chain in N . Then
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∆C = ∂C1 = ∂C2. So ∆ has the following geometric description. Choose η > 0 such that for
all singular points x0 ∈ Y , we have (S(x0, η) ∩X) ⊂ N , and S(x0, η) is transverse to S. Let
L′(x0) = S(x0, η) ∩X and let L
′ =
⋃
x0
L′(x0). Then ∆[C] = [C
′ ∩ L′] where [C ′] = [C] and
C ′ is transverse to L′.
The construction of the Mayer-Vietoris seqence for intersection homology with closed sup-
ports is parallel. There are restriction maps ICcll (X
′)→ ICcll (N
′) and ICcll (N)→ IC
cl
l (N
′),
and ICcll (N
′) = ICcll (X
′) + ICcll (N
′). The geometric description of ∆′ is the same as for ∆.
The commutativity of the ladder of duality maps follows from the geometric descriptions
of ∆ and the definition of the intersection pairing. 
To complete the proof of Theorem 5.1, note that the maps DX′ and DN ′ are isomorphisms
since X ′ and N ′ are nonsingular, and the maps DN are isomorphisms by Proposition 6.2.
Therefore the maps DX are isomorphisms. 
An alternate proof of Theorem 5.1 is to compute IHc∗(X) and IH
cl
∗ (X) directly from the
definitions, bypassing the local computations. The results of these global computations can
be summarized as follows. (The proof is very similar to the proof of Proposition 6.2.)
Let X be a purely n-dimensional real algebraic variety with isolated singularities, and let
Y be the set of singular points of X. Let N be a small semialgebraic open neighborhood of
Y as above. Let π : X˜ → X be a resolution of singularities, and let N˜ = π−1(N).
If n = 2m we have
(6.6) IHck(X) =


Hk(X), k > m
Im[Hk(X \N)→ Hk(X)], k = m
Hk(X \N), k < m
If n = 2m+ 1 we have
(6.7) IHck(X) =


Hk(X), k > m+ 1
Im[Hk(X˜)→ Hk(X)], k = m+ 1
Im[Hk(X˜ \ N˜)→ Hk(X˜)], k = m
Hk(X \N), k < m
The same computations hold for IHcl∗ (X). (Note that the inclusions X \N → X and X˜ \N˜ →
X˜ are proper.)
Let M = X \N , a semialgebraic manifold with boundary. We have semialgebraic homeo-
morphisms cl(N) ∼= c(∂M) (the cone on ∂M), X ∼= M ∪∂M c(∂M), and X˜ ∼= M ∪∂M cl(N˜).
Duality for the intersection homology of X follows from formulas (6.6) and (6.7) for compact
supports, the corresponding formulas for closed supports, and classical duality for manifolds
with boundary.
7. Appendix: the pseudoboundary
Let C be a k-dimensional semialgebraic closed subset of the real algebraic variety X. We
define the pseudoboundary of C to be the closed semialgebraic set
ΣC = {x ∈ C ; C is not arc-symmetric in dimension k at x}.
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Proposition 7.1. ∂C ⊂ ΣC
Proof. Let Z be the Zariski closure of C in X and let π : Z˜ → Z be a resolution of singularities
of Z adapted to C (see [15], p. 134). We assume that there is an algebraic subset Y ⊂ Z,
with dimY < k = dimZ, such that E = π−1(Y ) is a normal crossing divisor, and π induces
an isomorphism between Z˜ \ E and Z \ Y . We let C˜ = cl(π−1(C) \ E) be the pullback of C
by π ([15], p. 157). In local coordinates adapted to the divisor with normal crossings E, we
have that C˜ is a union of closed quadrants. We have ∂C˜ = C˜ ∩ cl(Z˜ \ C˜), the topological
boundary of C˜.
Lemma 7.2. ∂C˜ = ΣC˜ and ΣC = π(ΣC˜).
Proof. The first claim is obvious and the second one follows easily from the fact that π and
the strict transform by π give a one-to-one correspondence between the analytic arcs on Z
not entirely included in Y and the analytic arcs in Z˜ not entirely included in E.
Indeed, if x ∈ ΣC there is an analytic arc γ : (−ε, ε) → Z, not entirely included in π(E),
such that γ(−ε, 0) ⊂ C and γ(0, ε) ⊂ Z \ C. Since γ can be lifted to γ˜ : (−ε, ε) → Z˜ with
γ˜(−ε, 0) ⊂ C˜ and γ˜(0, ε) ⊂ Z˜ \ C˜, we have γ˜(0) ∈ ΣC˜. This shows that ΣC ⊂ π(ΣC˜).
Conversely, if x = π(z), z ∈ ΣC˜, then there is an analytic arc γ˜ : (−ε, ε) → Z˜ such that
γ˜(−ε, 0) ⊂ C˜ and γ˜(0, ε) ⊂ Z˜ \ C˜, with γ˜(0) = z. Moreover, for every semialgebraic V ⊂ C,
dimV < k, the arc γ˜ can be chosen so that the image of γ˜ intersects π−1(V ) only at z. Then
γ = π ◦ γ˜ satisfies γ(−ε, 0) ⊂ C and γ(0, ε) ⊂ Z \ C. This shows that x ∈ ΣC, and hence we
conclude that π(ΣC˜) ⊂ ΣC. 
To prove the Proposition, note that [C] = π∗[C˜] and [∂C] = π∗[∂C˜]. Therefore SuppC ⊂
π(Supp C˜) and ∂C ⊂ π(∂C˜) = π(ΣC˜) = ΣC. 
Remark 7.3. The adapted resolution construction induces a filtration on the complex of semi-
algebraic chains; see [15].
Question 7.4. Is it always possible after performing more blow-ups to obtain (C˜, ∂C˜) =
(V, ∂V ), a manifold with corners?
Proposition 7.5. Let f : X → Y be a regular morphism of real algebraic varieties, and let
C be a k-dimensional semialgebraic closed subset of X. Suppose that f |C is proper. Then
Σf∗(C) ⊂ f(ΣC).
Proof. We apply Lemma 7.2 to both C ⊂ X and D = f∗(C). (We assume f∗([C]) 6= 0
otherwise the claim is obvious.) Let πC : Z˜ → Z ⊂ X and πD : W˜ → W ⊂ Y be adapted
resolutions of C and D, respectively.
We assume for simplicity that the image of every irreducible component of Z by f is of
dimension k. Then, after performing more blow-ups if necessary, there is a regular morphism
f˜ so that the following diagram commutes:
Z˜
f˜
//
piC

W˜
piD

Z
f
// W
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Note that D˜ = f˜∗(C˜) gives ∂D˜ = f˜∗(∂C˜), which implies ∂D˜ ⊂ f˜(∂C˜). Now
Σf∗(C) = ΣD = πD(∂D˜)
⊂ πD(f˜(∂C˜)) = πD(f˜(ΣC˜)) = f(πC(ΣC˜)) = f(ΣC).

For several applications we need the following property of the pseudoboundary of a defor-
mation homology (2.4) with respect to a deformation Ψt of the identity.
Proposition 7.6. Let X be a real algebraic variety, and let U be a neighborhood of the origin
in Rl. Let Φ(t, x) = (t,Ψ(t, x)) : U × X → U × X be an arc-analytic and semialgebraic
homeomorphism with arc-analytic and semialgebraic inverse, such that Ψ(0, x) = x for all
x ∈ X. Let t0 ∈ U be such that the segment I = {t ∈ R
l ; t = st0, 0 ≤ s ≤ 1} is contained in
U. Let C be a k-cycle in X, and let B = Ψ∗(I × C). Then
ΣB ⊂ Ψ(Σ(I × C)) = C ∪Ψ(I × ΣC) ∪Ψ({t0} × C).
Proof. We apply Proposition 7.5 to the chain Φ(I×C) and the projection on the second factor
f : I ×X → X. Then B = f∗(Φ(I × C)) and by the properties of Φ we have ΣΦ(I × C) =
Φ(Σ(I×C)). So by Proposition 7.5, ΣB ⊂ f(ΣΦ(I×C)) = f(Φ(Σ(I×C))) = Ψ(I×ΣC). 
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