SUMMARY
Visual and vestibular signals are the primary sources of sensory information for self-motion. Conflict among these signals can be seriously debilitating, resulting in vertigo [1] , inappropriate postural responses [2] , and motion, simulator, or cyber sickness [3] [4] [5] [6] [7] [8] . Despite this significance, the mechanisms mediating conflict detection are poorly understood. Here we model conflict detection simply as crossmodal discrimination with benchmark performance limited by variabilities of the signals being compared. In a series of psychophysical experiments conducted in a virtual reality motion simulator, we measure these variabilities and assess conflict detection relative to this benchmark. We also examine the impact of eye movements on visual-vestibular conflict detection. In one condition, observers fixate a point that is stationary in the simulated visual environment by rotating the eyes opposite head rotation, thereby nulling retinal image motion. In another condition, eye movement is artificially minimized via fixation of a head-fixed fixation point, thereby maximizing retinal image motion. Visual-vestibular integration performance is also measured, similar to previous studies [9] [10] [11] [12] . We observe that there is a tradeoff between integration and conflict detection that is mediated by eye movements. Minimizing eye movements by fixating a head-fixed target leads to optimal integration but highly impaired conflict detection. Minimizing retinal motion by fixating a scene-fixed target improves conflict detection at the cost of impaired integration performance. The common tendency to fixate scene-fixed targets during self-motion [13] may indicate that conflict detection is typically a higher priority than the increase in precision of self-motion estimation that is obtained through integration.
RESULTS
Participants seated on a virtual reality motion simulator experienced two self-rotation stimuli (visual and/or vestibular) and indicated which rotation was larger ( Figure 1 ). Difference in rotation magnitude was varied from trial to trial to find the differences that were just noticeable (the JNDs). Variability was quantified by fitting psychometric functions to the data (see STAR Methods).
All hypotheses were evaluated based on these variability measurements. To examine whether visual-vestibular conflict detection is well modeled as crossmodal discrimination, we first measured variability on visual and vestibular estimates in visual and vestibular conditions (Figure 1 ), then used the results to generate predictions according to the following equation: In line with standard signal detection theory [14] , crossmodal discrimination performance should be limited by the sum of variabilities on visual and vestibular estimates if these estimates are conditionally independent.
This prediction was tested in two conditions, one in which visual and vestibular rotations were presented sequentially (Figure 1 , sequential) and another in which they were presented simultaneously (Figure 1, simultaneous) . Both conditions assessed crossmodal visual-vestibular discrimination, but only the simultaneous condition assessed detection of conflicts between visual and vestibular stimuli that were experienced at the same time, as would be required for conflict detection in natural settings.
In addition to conflict detection, we also evaluated visualvestibular integration. Simultaneously presented visual and vestibular cues have previously been shown to be integrated in a maximum likelihood (ML) fashion [11, 12] :
We sought to evaluate this prediction in the combined condition (Figure 1, combined) , in which congruent visual and vestibular cues were presented in both intervals.
To examine the influence of eye movements, we ran all conditions with both head-fixed and scene-fixed fixation (Figure 2 , left). During head-fixed fixation, observers fixated a point that was stationary relative to the head such that eye movement was minimal and optic flow was maximal, similar to prior visual-vestibular integration studies [11, 12] . During scene-fixed fixation, observers fixated a point that moved with the scene such that optic flow was minimal while eye movement was maximal, similar to natural gaze stabilization behavior [13] .
Crossmodal discrimination was worse than predictions in all conditions (t test, p < 0.001). We speculate that this may be a consequence of mapping uncertainty. In other words, if observers are uncertain about visual-vestibular matching such that the gain perceived as matching varies from trial to trial, this would be reflected as increased variability in matching performance.
Crossmodal discrimination agreed more closely with predictions when fixating a scene-fixed target (Figure 2 , bottom) than when fixating a head-fixed target (Figure 2, top) , suggesting that gaze-stabilizing eye movements facilitate crossmodal discrimination (ANOVA factor fixation; F = 5.57, p = 0.02). This may be because retinal motion, i.e., retinal slip, provides a direct measure of conflict during scene-fixed fixation.
Crossmodal discrimination also depended on whether presentation was simultaneous (Figure 2 , right) or sequential (Figure 2 , left) (ANOVA factor condition; F = 10.97, p < 0.01). Prior studies have reported variability for matching tasks similar to the simultaneous condition [15] [16] [17] , referring to this as the ''range of immobility'' because within this range the environment is perceived as stationary [16] . However, no prior study has measured single-cue variabilities and tested results against the crossmodal discrimination benchmark.
The sequential condition served as a crossmodal discrimination control, closely mimicking the two-interval design used to measure visual and vestibular variabilities in visual and vestibular conditions. Additional variability in the simultaneous relative to the sequential condition is interpreted to be a result of conflict detection processes that are engaged specifically when visual and vestibular signals are synchronized. Efficiency in conflict detection was therefore calculated by comparing performance between the simultaneous and sequential conditions ( Figures  3A and 3C ). The null hypothesis was that performance would be the same in these conditions because the task in both cases amounts to crossmodal discrimination. Similar performance was observed during scene-fixed fixation ( Figure 3C ), suggesting In most conditions, a trial consisted of two consecutive passive self-rotations in yaw (1 st interval, 2 nd interval), and observers indicated which movement was perceived as larger. Each rotation had a raised cosine velocity profile with 0.8 s duration. Peak rotation velocity in the standard interval was always 10 /s (4 displacement), whereas velocity in the comparison interval varied (order was randomized). Gray and white icons depict top-down views of the observer on the motion platform and indicate that a physical rotation was presented. Red dots depict the simulated visual scene and indicate visual stimulus presentation. The size of the black arrows symbolizes speed of rotation (smaller indicates slower; larger indicates faster). In the visual condition, both intervals contained visually simulated self-rotation. In the vestibular condition, both intervals consisted of passive physical self-rotation in darkness. In the combined condition, both intervals consisted of synchronized physical and visually simulated self-rotation of equal speed. In the sequential condition, one rotation was visual and the other was physical (randomized order). The simultaneous condition consisted of a single interval with synchronized physical and visual rotations of different speed. Observers indicated whether the visual movement was too fast or too slow with respect to the physical rotation. All five conditions were tested with both head-fixed and scene-fixed fixation. Variabilities measured in each condition are listed in the rightmost column. Light and dark green dots indicate data from sub-conditions in which either the visual or vestibular interval (respectively) was the standard stimulus (see STAR Methods). There was no effect of standard type, and there were no interactions. Complete statistical and bootstrap analyses are reported in Figure S2 .
efficient conflict detection during naturalistic gaze stabilization. However, head-fixed fixation ( Figure 3A ) led to conflict detection that was significantly impaired relative to the sequential control (p < 0.01). While naturalistic gaze stabilization (i.e., scene-fixed fixation) allowed for the best conflict detection, it led to integration performance ( Figure 3D ) that was significantly impaired (p < 0.01) relative to the ML integration model (Equation 2). Performance in the head-fixed condition ( Figure 3B ), on the other hand, resembled predictions of the ML model, despite the observed inefficiency in conflict detection.
In summary, eye movements modulated the effectiveness of the system with respect to conflict detection and integration. When eye movements were nulled via fixation of a head-fixed point, integration was consistent with optimal predictions but conflict detection was impaired. When the eyes instead tracked a scene-fixed point, such that eye movement was approximately equal and opposite head movement, conflict detection improved but integration was suboptimal.
DISCUSSION
Conflict detection can be modeled as crossmodal discrimination with benchmark performance limited by variabilities on the signals being compared. Visual-vestibular conflict detection is generally impaired relative to this crossmodal discrimination benchmark, especially when participants are instructed to fixate a head-fixed target. When the eyes instead track a scene-fixed target, conflict detection is better but integration is impaired. We conclude that (1) there is a tradeoff whereby the system can be optimized for either conflict detection or integration and that (2) the priority placed on these operations is modulated depending on eye movements.
Forced Fusion Can Account for Impaired Conflict Detection
Forced-fusion models of cue integration have been proposed to explain integration of visual and vestibular signals [12] , as well as integration in other contexts [18] . According to these models, when cues are integrated, the observer loses access to the contributing single-cue estimates, which could explain the association between optimal integration and impaired conflict detection observed during head-fixed fixation. The idea is illustrated in Figure 4 with a model that borrows from the work of Ernst and colleagues [19] . Integration and conflict detection is governed by the posterior distribution ( Figures 4C and 4G) , which is the product of the likelihood function (Figures 4A and 4E) and prior ( Figures 4B and 4F ) distribution. The likelihood represents information available from visual and vestibular modalities in isolation. The coupling prior represents the strength of expectation that visual and vestibular cues will be in agreement. To evaluate conflict, we marginalized the posterior distribution onto the visual and vestibular axes (blue curves) and compared these distributions ( Figures 4D and 4H) .
The model predicts that conflict detection depends on the coupling prior. When variability of the prior is small ( Figure 4B ), the posterior is pulled toward the diagonal ( Figure 4C ). Consequently, marginal distributions are similar, and conflict is difficult to detect ( Figure 4D , green difference distribution not significantly different from zero). Conversely, when the coupling prior is weak ( Figure 4F ), the posterior ( Figure 4G ) resembles the likelihood, and conflict detection follows predictions of the crossmodal discrimination model ( Figure 4H ).
The only prior study to measure both visual-vestibular conflict detection and integration performance [17] also reports that these are related. In this study, conflict detection was best in subjects that gave less weight to the visual cue during integration. They propose a fusion-referenced detection (FRD) model to account for their results. Conflict detection is preceded by a fusion stage in which visual and vestibular signals are always integrated, similar to forced-fusion models described above. However, conflict detection is not evaluated through comparison of (marginalized) visual and vestibular estimates (i.e., crossmodal discrimination). Instead, the visual estimate is compared with 
. Conflict Detection and Integration
(A and C) Conflict detection in the simultaneous condition was hypothesized to match crossmodal discrimination measured in the sequential condition (see also Figure S1 ); the line with unity slope indicates hypothesized performance. The slope of the green line is the (geometric) mean of the simultaneous-tosequential ratio (see also Figure S2 ) and indicates the average proportional increase in variability in the simultaneous compared to the sequential condition. Gray shaded areas represent the SEM of the geometric mean (A: 1.61 [± 0.40], C: 1.15 [± 0.40]). This increase was significant (t test, p < 0.01) during head-fixed (A), but not scene-fixed (C) fixation (t test, p = 0.30), suggesting that suppression of gaze-stabilizing eye movements compromised conflict detection (paired t test, p < 0.05). (B and D) Integration was hypothesized to follow predictions of the ML integration model; the line with unity slope indicates hypothesized performance. The slope of the blue line is the (geometric) mean of the observed-to-predicted ratio (see also Figure S2 ) and indicates the degree to which variability exceeded the prediction. Gray shaded areas represent the SEM of the geometric mean (B: 1.10 [± 0.45], D: 1.41 [± 0.40]). The increase was significant (t test, p < 0.01) during scene-fixed (D) but not head-fixed (B) fixation (t test, p = 0.41), suggesting that gaze-stabilizing eye movements compromised ML integration (paired t test, p = 0.08). Complete statistical and bootstrap analyses are reported in Figure S2. the fused (i.e., integrated) visual-vestibular estimate. When visual weight on the fused estimate is high, it approaches the visual estimate, making conflict difficult to detect.
We did not measure visual weights, but we evaluated whether their model is generally consistent with our results by calculating visual weights predicted by the ML model [20] 
vest ÞÞ and testing whether these are higher during head-fixed than scene-fixed fixation, i.e., higher when conflict detection is worse. Mean visual weight predicted based on the ML model is indeed significantly higher during head-fixed fixation (head-fixed = 0.61; scene-fixed = 0.49; one-sided paired t test, p = 0.03), consistent with predictions of the FRD model. This raises the possibility that the observed dependence of conflict detection on fixation may be a specific case of a more general dependence of conflict detection on visual weight.
Fixation Modulates Tradeoff between Integration and Conflict Detection
Integration and conflict detection support precision and accuracy on visual-vestibular estimates, respectively. Ideally, integration and conflict detection could proceed in parallel, but the apparent tradeoff observed here suggests a relatively inflexible system that is optimized for either one or the other. We observed that self-motion is processed differently depending on the percentage of the visual self-motion signal that is due to retinal versus oculomotor motion (i.e., head-fixed is 100% retinal; scene-fixed is 100% oculomotor), suggesting that vestibular signals are most effectively compared with oculomotor signals and most effectively integrated with retinal signals.
During locomotion, we most often fixate world-fixed targets [13] in order to collect information about the environment. Under these circumstances, dynamic visual acuity depends on the vestibulooculur reflex [21] which must be calibrated by an error signal, i.e., by detecting conflicts. Whereas gaze stabilization may be best served by conflict detection, precise postural and locomotor control are better served by integration, because it allows for greater precision in estimating self-motion. However, when one signal is much more variable than the other, integration is less advantageous, and perhaps unnecessary, because variability of the combined estimate approaches that of the less-variable signal (see Equation 2) . Overall, the tendency to fixate scene-fixed objects may indicate that conflict detection is typically a higher priority than the sometimes small increase in precision of selfmotion estimation that is obtained through ML integration.
Alternatively, fixation-dependent performance observed here may be specific to the context of the current experiment, in which subjects made perceptual judgments during slow passive head rotation, and may not be relevant during natural locomotion. Additional studies are needed to evaluate this possibility. Nevertheless, the current finding aligns with prior behavioral research [22] [23] [24] documenting differential processing that depends on whether the visual motion signal is predominantly retinal or oculomotor.
Physiological studies have also documented these dependencies [25-28]. Retinal, oculomotor, and vestibular signals are 
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SUBJECT DETAILS
Ten healthy participants (seven females and three males), ranging in age from 25 to 41 (mean age = 28.4 years), with normal or corrected-to-normal vision, took part in the experiment. All but two were naive to the purpose of the study. Participants had no history of neurological, visual, or vestibular sensory disorders and had normal or corrected-to-normal vision. They were paid 8 Euros per hour for their participation. Prior to the experiment, all participants gave informed consent to participate. The study was conducted in accordance with the ethical standards of the World Medical Council as laid down in the Declaration of Helsinki. All procedures were approved by the ethics committee of the University Hospital of Munich.
METHOD DETAILS Equipment
The experiment was conducted on a 6-degree-of-freedom hexapod motion platform (Moog 6DOF2000E). Participants were seated in a racing seat mounted on top of the platform. In order to keep a stable head position during the experiment, the head was fixated with two padded mounts at the temples. White noise presented via noise-cancelling headphones masked the sounds of the active motion platform during the trials. The vestibular-only conditions were conducted in darkness with participants wearing opaque goggles. The visual stimuli were presented on a stereo screen (JVC -GD-463D10, refresh rate: 60 Hz) with dimensions 101.8 cm x 57.3 cm, located 33 cm in front of the eyes, yielding a 110
x 80 of visual angle field of view. Participants wore custom-made goggles consisting of a circular polarizing filter for stereo and a blurring film to weaken accommodative cues to screen distance [42] . The goggles also prevented observers from seeing the edges of the screen. The visual stimulus was rendered using Psychtoolbox and OpenGL. Responses in the experiment were collected using a response box with two buttons.
Experimental Procedure and Conditions
On each trial, participants performed a two-alternative-forced-choice (2AFC) task in which they indicated with a button press which of two yaw self-rotations was ''bigger.'' Each rotation had a raised cosine velocity profile [43] of constant duration of 0.8 s. Because duration was fixed, displacement, velocity and acceleration scaled together, and we informed subjects that this was the case. We explicitly instructed them to respond which rotation was larger (displacement), faster (velocity), and stronger (acceleration). On each trial, one rotation was the standard stimulus which had peak velocity of 10 /s (4 displacement), and the other rotation was the comparison stimulus which had peak velocity that varied from trial to trial according to a staircase procedure (described below). Order of standard and comparison stimulus was randomized.
Depending on condition, rotations were either physical, i.e., delivered via rotation of the motion platform, visually-simulated, i.e., delivered via a visual motion stimulus on the display, or simultaneous visual and physical rotation. The visual scene consisted of a 3-dimensional volume (150 cm x 50 cm x 150 cm) of randomly placed red spheres (radius = 0.3 cm) at a density of 0.007 spheres/cm 3 with an empty band 10 cm below and above the fixation point. During visually-simulated self-motion, motion of the spheres on the screen elicited perception of self-motion relative to this scene. REAGENT In most conditions, the two rotations to be judged were presented in two consecutive intervals, i.e., two-interval forced choice (2IFC). The direction of rotation (left versus right) was randomized across the experiment, but both rotations for a given trial were in the same direction. Rotation intervals were separated in time by a 0.5 s pause. After the trial was completed participants were prompted by a tone (0.2 s) to respond using the button box. Then the motion platform and/or visual scene (depending on condition) were rotated back to the initial position and the next trial began after a pause of 0.5 s with a black screen. For conditions with both visual and physical rotation, visual and vestibular stimulation were matching during the move back (i.e., no conflict).
There were five conditions (Figure 1 ). In the two single-cue conditions (visual and vestibular) both rotations were either visual or physical. These conditions were run to measure variabilities on visual and vestibular estimates. In the combined condition both rotations consisted of synchronized and matching visual and physical rotation. This condition was run to evaluate the ML integration. In the sequential condition, one rotation was physical and the other visual, with order randomized across trials. This condition was run to evaluate crossmodal discrimination. In the simultaneous condition, synchronized visual and physical rotation were presented during a single interval and subjects were instructed to respond whether the visual rotation was slower or faster than the physical rotation, or equivalently, whether the visual scene appeared to move with or against their own self-motion in world coordinates. This condition was run to evaluate how simultaneous presentation impacts crossmodal discrimination.
Each condition was run twice by each subject, once with head-fixed and once with scene-fixed fixation (Figure 2 , left). During head-fixed fixation, a white fixation point was presented in the middle of the screen at screen depth and remained there throughout the trial, resulting in suppression of eye movements. In conditions with scene-fixed fixation, the fixation point moved at the same speed as the surrounding spheres, eliciting eye movement that was equal and opposite the self-rotation.
Each condition and fixation type was run separately. The size of the comparison yaw rotation on each trial was calculated using staircase procedures (Palamedes toolbox). For visual, vestibular and combined conditions, participants completed a total of 150 trials, consisting of two interleaved staircases (3up1down, 1up3down) of 75 trials each. There were two variants of the simultaneous and sequential conditions, one in which the visual rotation was the standard and the vestibular was the comparison (visual standard), and vice-versa (vestibular standard), allowing for a balanced design. Therefore, participants completed 300 trials total for these conditions, four interleaved staircases of 75 trials each. At the start of each condition participants completed 10 practice trials with verbal feedback to make sure that they had understood the task correctly. All conditions were divided into blocks of 50 trials with short breaks in between to maintain participants' attentiveness.
QUANTIFICATION AND STATISTICAL ANALYSIS
All statistical analyses were performed using MATLAB (version R2010b).
Fitting Psychometric Functions
Cumulative Gaussians were fit to the data for each participant and condition using the Palamedes toolbox [41] in order to estimate the point of subjective equality (PSE) and the just-noticeable difference (JND). The PSE is defined as the mean of the cumulative Gaussian fit, i.e., the stimulus intensity that elicits 50% ''comparison bigger than standard'' responses. The JND is the difference between the PSE and the comparison stimulus intensity judged bigger 84% of the time. This corresponds to the standard deviation of the cumulative Gaussian fit. Deviation of the PSE from the reference stimulus represents accuracy whereas JND represents precision or variability.
Predictions
According to standard signal detection theory, performance in a two-alternative-forced-choice discrimination task is limited by the sum of variabilities associated with the two alternative estimates assuming these are conditionally independent [14] : Thus, JNDs measured in visual and vestibular conditions can be used to predict those observed in the sequential, simultaneous, and combined conditions according to Equations 3 and 4.
Deviation of observed from predicted JNDs was evaluated by taking their ratio and then calculating the log value:
The ratio allows for a normalized measure of deviation that does not depend on the absolute magnitudes of the JNDs, and the log transformation preserves symmetry of positive and negative deviations. When evaluating the crossmodal discrimination model, observed JNDs were those measured in sequential and simultaneous conditions and predicted JNDs were calculated according to Equation 3 (Figures 2 and S2) . When evaluating integration, observed JNDs were those measured in the combined condition and predicted JNDs were calculated according to Equation 4 ( Figures 3B, 3D and S2D, S2H). When evaluating conflict detection, observed JNDs were those measured in the simultaneous condition and predicted JNDs were those observed in the sequential condition ( Figures 3A, 3C and S2C, S2G ).
Statistics
All statistical calculations and tests were performed on the deviation measures described above (Equation 5). Mean deviation values are illustrated by the horizontal lines in Figure S2 . The exponentials of these mean values are the geometric means of the observed-to-predicted ratios; these values are illustrated by the slopes of the green lines in Figures 2 and 3 .
T tests were performed on all deviation measures to determine if deviation was significantly different from zero, i.e., if predicted and observed JNDs were significantly different from one another ( Figure S2 ). To compare deviation from the crossmodal discrimination hypothesis across conditions (Figures 2 and S2A , S2B, S2E, S2F) we performed a three-way ANOVA with factors fixation (head-fixed versus scene-fixed), trial type (sequential versus simultaneous) and standard (visual versus vestibular). Paired t tests were performed to evaluate whether deviation from both ML and conflict detection predictions (Figures 3 and S2C, S2D , S2G, S2H) depended on fixation (i.e., head-fixed versus scene-fixed). A significance level of 0.05 was used for all statistical tests.
In addition, bootstrap analyses were performed (n = 400) using the Palamedes toolbox to establish confidence intervals on the JNDs for each subject and condition ( Figure S1 ). These bootstrapped JNDs were then passed through Equations 3-5 to calculate confidence intervals on the deviation measures. These confidence intervals are reported alongside results of statistical tests in the caption of Figure S2 .
Correction of Predicted JNDs for Crossmodal Discrimination
For most participants, the visual stimulus in the crossmodal comparison had to move faster than the vestibular one in order for them to be perceived as matching ( Figure S3 ), consistent with prior reports of visual-to-vestibular gains that are greater than 1 [15, 16, 44] . Higher matching visual speed resulted in higher variability, lower matching vestibular speed in lower variability (PSE and JND were correlated, Figures S3C and S3F) . Based on the observation that noise on the single-cue estimate also scales with the magnitude of the stimulus (i.e., following Weber's law), crossmodal discrimination predictions were corrected based on the mean visual-to-vestibular gain g for each individual subject:
where stand is the 10 /s velocity of the standard stimulus and PSEs are for the sub-conditions where either the visual (visstand) or the vestibular (veststand) stimulus was the standard. These gain values are reported in the caption of Figure S3 . When calculating crossmodal predictions (Equation 3), variability of the comparison stimulus was scaled according to this gain factor. Specifically, for the vestibular standard sub-condition, variability of the visual estimate was multiplied by this gain factor (faster matching visual speed / greater variability), and for the visual standard sub-condition, variability of the vestibular estimate was divided by this gain factor (slower matching vestibular speed / less variability). This correction did not significantly impact the resulting predictions or statistical analyses (ANOVA without correction: factor fixation, F = 3.89, p = 0.05; factor condition, F = 9.26, p < 0.01).
Eye Movement Recording and Analysis
It is not uncommon to forgo recording of eye movements when studying effects of fixation under minimally demanding conditions [45] [46] [47] [48] . Eye movements were not recorded during data collection in this experiment because participants wore stereo goggles that were incompatible with our eye tracking equipment. However, the fixation task, whether head-fixed or scene-fixed, was not demanding (e.g., standard peak velocity 10 /s), and we are confident that subjects obeyed instructions and were able to fixate as instructed. To support this claim, after completion of the experiment, we removed the stereo goggles and recorded eye movements during an average of 22 trials with scene-fixed fixation and 28 trials with head-fixed fixation in the combined condition for four participants using an infrared eye tracking system (EyeSeeCam) at a sampling frequency of 60 Hz. Eye tracking data was filtered by applying a fourth-order Butterworth filter with a low-pass cut-off frequency of 5 Hz. Eye velocity was calculated by numerical differentiation of the position data. Resulting mean eye velocity traces for the standard movement (peak velocity of 10 /s) are shown in Figure S4 . Despite some lag, the traces clearly show that subjects were following instructions such that eye movements and visual optic flow signals were successfully manipulated across fixation conditions as intended.
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