We extend the approach in [Ann. Statist. 38 (2010) for identifying locally optimal designs for nonlinear models. Conceptually the extension is relatively simple, but the consequences in terms of applications are profound. As we will demonstrate, we can obtain results for locally optimal designs under many optimality criteria and for a larger class of models than has been done hitherto. In many cases the results lead to optimal designs with the minimal number of support points.
1. Introduction. During the last decades nonlinear models have become a workhorse for data analysis in many applications. While there is now an extensive literature on data analysis for such models, research on design selection has not kept pace, even though there has seen a spike in activity in recent years. Identifying optimal designs for nonlinear models is indeed much more difficult than the much better studied corresponding problem for linear models. For nonlinear models results can typically only be obtained on a case-by-case basis, meaning that each combination of model, optimality criterion and objective of the experiment requires its own proof.
Another challenge is that for a nonlinear model an optimal design typically depends on the unknown parameters. This leads to the concept of locally optimal designs, which are optimal for a priori chosen values of the parameters. The designs may be poor if the choice of values is far from the true values. Where feasible, a multistage approach could help with this. A small initial design is then used to obtain some information about the parameters, and this information is used at the next stage to estimate the This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2012 , Vol. 40, No. 3, 1665 -1681 . This reprint differs from the original in pagination and typographic detail. 1
true parameter values and to extend the initial design in a locally optimal way to a larger design. The design at this second stage could be the final design, or there could be additional stages at which more design points are selected. The solution presented in this paper is applicable for a one-shot approach for finding a locally optimal design as well as for a multistage approach. The argument that our method can immediately be applied for the multistage approach is exactly as in Yang and Stufken (2009) . For a broader discussion on the challenges to identify optimal designs for generalized linear models, many of which apply also for other nonlinear models, we refer the reader to Khuri et al. (2006) .
The work presented here is an extension of Yang and Stufken (2009), Yang (2010) and Dette and Melas (2011) . The analytic approach in those papers unified and extended many of the results on locally optimal designs that were available through the so-called geometric approach. The extension in the current paper has major consequences for two reasons. First, it enables the application of the basic approach in the three earlier papers to many models for which it could until now not be used. As a result, this paper opens the door to finding locally optimal designs for models where no feasible approach was known so far. Second, for a number of models for which answers could be obtained by earlier work, the current extension enables the identification of locally optimal designs with a smaller support. This is important because it simplifies the search for optimal designs, whether by computational or analytical methods. Section 4 will illustrate the impact of our results.
The basic approach in Yang and Stufken (2009), Yang (2010) and Dette and Melas (2011) , which is also adopted here, is to identify a subclass of designs with a simple format, so that for any given design ξ, there exists a design ξ * in that subclass with I ξ * ≥ I ξ under the Loewner ordering. We will refer to this subclass as a complete class for this problem. Here, I ξ * and I ξ are information matrices for a parameter vector θ under ξ * and ξ, respectively. Others, such as Pukelsheim (1989) have called such a class essentially complete, which is admittedly indeed more accurate, but also more cumbersome. When searching for a locally optimal design, for the common information-based optimality criteria, including A-, D-, E-and Φ p -criteria, one can thus restrict consideration to this complete class, both for a oneshot or multistage approach. Also, as shown in Yang and Stufken (2009), this conclusion holds for arbitrary functions of the parameters. Ideally, the same complete class results would apply for all a priori values of the parameter vector θ. However, it turns out, as we will see in Section 4, that there are instances where complete class results hold only for certain a priori values of θ.
Yang and Stufken (2009), Yang (2010) and Dette and Melas (2011) identify small complete classes for certain models. They do so by showing that for any design ξ that is not in their complete class, there is a design ξ * that is in the complete class such that all elements of I ξ * are the same as the corresponding elements in I ξ , except that one diagonal element in I ξ * is at least as large as that in I ξ . This guarantees of course that I ξ * ≥ I ξ . The contribution of this paper is that we focus on increasing a principal submatrix rather than just a single diagonal element. This allows us to obtain results for more models than could be addressed by Yang and Stufken (2009), Yang (2010) and Dette and Melas (2011) , and also facilitates the identification of smaller complete classes for some models considered in these earlier papers.
In Section 2 we will present the necessary background, while the main results are featured in Section 3. The power of the proposed extension is seen through applications in Section 4. We conclude with a short discussion in Section 5.
2. Information matrix and approximate designs. Consider a nonlinear regression model for which a response variable y depends on a single regression variable x. We assume that the y's are independent and follow some exponential distribution G with mean η(x, θ), where θ is the p × 1 parameter vector, and the values of x can be chosen by the experimenter. Typically, approximate designs are used to study optimality in this context. An approximate design ξ can be written as ξ = {(x i , ω i ), i = 1, . . . , N }, where ω i > 0 is the weight for design point x i and
, with the c i 's obtained from the x i 's through a bijection that may depend on θ. Typically, the information matrix for θ under design ξ can be written as
The functions Ψ are allowed to depend on θ not just through c, but in an attempt to simplify notation we write, for example, Ψ 11 (c) rather than Ψ 11 (θ, c). In (2.2), C(θ, c) is a symmetric matrix, and P (θ) is a p × p nonsingular matrix that depends only on θ. Some examples of (2.1) and (2.2) will be seen in Section 4.
For some p 1 , 1 ≤ p 1 < p, we partition C(θ, c) as
Here, C 22 (c) is the lower p 1 × p 1 principal submatrix of C(θ, c), that is,
In the context of local optimality, if designs ξ = {(c i , ω i ), i = 1, . . . , N } and
This is what we explore in this paper. Note that this is more general than Yang and Stufken (2009), Yang (2010) and Dette and Melas (2011) , where p 1 = 1. We develop a theoretical framework for general values of p 1 . Karlin and Studden (1966) and Dette and Melas (2011) , a set of k + 1 real-valued continuous functions u 0 , . . . ,
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is strictly positive whenever
Along the lines of Yang (2010), we select a maximal set of linearly independent nonconstant functions from the Ψ functions that appear in the first p − p 1 columns of the matrix C(θ, c) defined in (2.2), and rename the selected functions as Ψ 1 , . . . , Ψ k−1 . For a given nonzero p 1 × 1 vector Q, let
where C 22 (c) is as defined in (2.4).
For Ψ 0 = 1, Ψ 1 , . . . , Ψ k−1 and C 22 (c), we will say that a set of n 1 pairs (c i , ω i ) is dominated by a set of n 2 pairs (c i ,ω i ) if
for every nonzero vector Q, (3.4)
where the summations on the left-hand sides are over the n 1 subscripts for the pairs (c i , ω i ) and those on the right-hand sides over the n 2 subscripts for the pairs (c i ,ω i ).
The following two lemmas provide the basic tools for the main results. We point out that the pairs (c i , ω i ) in these lemmas need not form a design; in particular, the ω i 's need not add to 1.
form Chebyshev systems for every nonzero vector Q
form Chebyshev systems for every nonzero vector Q.
Then the following conclusions hold:
Proof. Since the proof is similar for all parts, we only provide a proof for part (a).
Let S 1 be as in part (a). First consider the special case that Q=(1, 0, . . . , 0) T . By (1a) of Therorem 3.1 in Dette and Melas (2011) , there exists a set of at most n pairs (c i ,ω i ) with one of the points equal to B so that (3.3) and (3.4) hold for this Q. By part (a) of Proposition 1 in the Appendix, the number of distinct points withω i > 0 must then be exactly n. Thus we havec 1 < · · · <c n = B, and the c i 's andc i 's must alternate by part (b) of Proposition 1. The result follows now for an arbitrary nonzero Q by applying Proposition 2 in the Appendix and using (3.5) and (3.4).
Lemma 2 partially extends Lemma 1 by observing that larger sets S 1 than in Lemma 1 are also dominated by sets S 2 as in that lemma.
Lemma 2. With the same notation and assumptions as in Lemma 1, let
, and ( c) of Lemma 1, and N ≥ n + 1 for case ( d). Then the following conclusions hold:
(a) For k = 2n − 1, if (3.5) holds, then S 1 is dominated by a set S 2 of size n that includes B as one of the points.
(b) For k = 2n − 1, if (3.6) holds, then S 1 is dominated by a set S 2 of size n that includes A as one of the points.
(c) For k = 2n, if (3.5) holds, then S 1 is dominated by a set S 2 of size n + 1 that includes both A and B as points.
(d) For k = 2n, if (3.6) holds, then S 1 is dominated by a set S 2 of size n.
Proof. The results follow by application of Lemma 1. For example, for case (a), if N = n, the result follows directly from Lemma 1. If N > n, we start with the points c 1 < c 2 < · · · < c N in S 1 . Using Lemma 1, we obtain points c 1 , . . . , c N −n ,c N −n+1 , . . . ,c N = B in a setS 1 that dominates S 1 . Using Lemma 1 again on the n largest points other thanc N inS 1 , we move one more point to B, obtaining a new set with N − 1 points that dominatesS 1 . Continue until the size of the set is reduced to n; this is the desired set S 2 .
The first main result is an immediate consequence of Lemma 2.
Theorem 1. For a regression model with a single regression variable x, suppose that the information matrix C(θ, c) can be written as in (2.1) for c ∈ [A, B]. Partitioning the information matrix as in (2.3), let Ψ 1 , . . . , Ψ k−1 be a maximum set of linearly independent nonconstant Ψ functions in the first p − p 1 columns of C(θ, c). Define Ψ Q k as in (3.2). Suppose that either (3.5) or (3.6) in Lemma 1 holds. Then the following complete class results hold:
(a) For k = 2n − 1, if (3.5) holds, the designs with at most n support points, including B, form a complete class.
(b) For k = 2n − 1, if (3.6) holds, the designs with at most n support points, including A, form a complete class.
(c) For k = 2n, if (3.5) holds, the designs with at most n + 1 support points, including both A and B, form a complete class.
(d) For k = 2n, if (3.6) holds, the designs with at most n support points form a complete class.
Note that if (3.3) holds for Ψ l (c), l = 1, . . . , k − 1, then the same is true if we replace one or more of the Ψ l 's by −Ψ l . Therefore, if (3.5) or (3.6) do not hold for the original Ψ l 's, conclusions in Theorem 1 would still be valid if (3.5) and (3.6) hold after multiplying one or more of the Ψ l 's, l = 1, . . . , k − 1, by −1.
While Theorem 1 is very powerful, applying it directly may not be easy. The next result, which utilizes a generalization of a tool in Yang (2010), will lead to a condition that is easier to verify. Using the notation of Theorem 1, define functions f l,t , 1 ≤ t ≤ k; t ≤ l ≤ k as follows:
The following lower triangular matrix contains all of these functions, and suggest an order in which to compute them:
Note that, for p 1 ≥ 2, the functions in the last row are matrix functions, which is a key difference with Yang (2010). The derivatives of matrices in (3.7) are element-wise derivatives. For the next result, we will make the following assumptions:
(i) All functions Ψ in the information matrix C(θ, c) are at least kth order differentiable on (A, B).
(
For ease of notation, in the remainder we will write f l,l instead of f l,l (c), and f l,l > 0 means that f l,l (c) > 0 for all c ∈ [A, B]. This also applies for l = k, in which case it means that the matrix f k,k is positive definite for all c ∈ [A, B]. (b) For k = 2n − 1, if −F (c) > 0, the designs with at most n support points, including A, form a complete class.
(c) For k = 2n, if F (c) > 0, the designs with at most n + 1 support points, including both A and B, form a complete class.
(d) For k = 2n, if −F (c) > 0, the designs with at most n support points form a complete class.
Proof. We only present the proof for case (a) since the other cases are similar. For any nonzero vector Q, Q T F (c)Q > 0 for all c ∈ [A, B]. Among all f l,l , l = 1, . . . , k − 1, and Q T f k,k Q, suppose that a of them are negative. Let 1 ≤ l 1 < · · · < l a ≤ k denote the subscripts for these negative terms, and note that a must be even. Note also that the labels l 1 < · · · < l a do not depend on the choice of the vector Q since f 1,1 , . . . , f k−1,k−1 do not depend on Q. Finally, note that for any l with 1 ≤ l ≤ k − 1, if we replace Ψ l (c) by −Ψ l (c), then the signs of f l,l and f l+1,l+1 are switched while all others remain unchanged.
We now change some of the Ψ l 's to −Ψ l . This is done for those l that satisfy l 2b−1 ≤ l < l 2b for some value of b ∈ {1, . . . , a/2}. Denote the new Ψ-functions by {1, Ψ 1 , . . . , Ψ For case (a) in Theorem 2, the value of A in the interval [A, B] is allowed to be −∞. In this situation, for any given design ξ, we can choose A = min i c i , and the conclusion of the theorem holds. Similarly, B can be ∞ in case (b), and the interval can be unbounded at either side for case (d) .
As noted at the end of Section 2, the results in Yang and Stufken (2009), Yang (2010), and Dette and Melas (2011) correspond to p 1 = 1. The extension in this paper allows the choice of larger values of p 1 where feasible. Larger values of p 1 lead to designs with smaller support sizes. The reason for this is that the value of k in Theorems 1 and 2 corresponds to the number of equations in (3.3). For a particular model, this number is smaller for larger p 1 . Since the support size of the designs is roughly half the value of k, the support size is smaller for larger values of p 1 .
We will provide some examples of the application of Theorems 1 and 2 in the next section, and will offer some further thoughts on the ease of their application in Section 5.
Applications.
Whether the model is for continuous or discrete data, with homogeneous or heterogeneous errors, Theorems 1 and 2 can be applied as long as the information matrix can be written as in (2.1). As the examples in this section will show, in many cases the result of the theorem facilitates the determination of complete classes with the minimal number of support points.
4.1. Exponential regression models. Dette, Melas and Wong (2006) studied exponential regression models, which can be written as
where the ε i 's are i.i.d. with mean 0 and variance σ 2 , and x i ∈ [U, V ] is the value of the regression variable to be selected by the experimenter. Here θ = (a 1 , . . . , a L , λ 1 , . . . , λ L ) T , with a l = 0, l = 1, . . . , L, and 0 < λ 1 < · · · < λ L . For L = 2, they showed that there is a D-optimal design for θ = (a 1 , a 2 , λ 1 , λ 2 ) T based on four points, including the lower limit U . Further, for L = 3 and λ 2 = (λ 1 + λ 3 )/2, they showed that there is a D-optimal design for θ based on six points, again including the lower limit U . By using Theorem 2, we will show that similar conclusions are possible for other optimality criteria, including A-and E-optimality, and other functions of interest for many a priori values of θ.
For L = 2, the results in Yang (2010) can be used to obtain a complete class of designs with at most five points. We can do better with Theorem 2. The information matrix for θ = (a 1 , a 2 , λ 1 , λ 2 ) T under design {(x i , ω i ), i = 1, . . . , N } can be written in the form of (2.1) with P (θ) = diag(1, 1,
) and
where c = e −(λ 2 −λ 1 )x and λ = Note that c > 0 and λ > 0, so that F (c) is positive definite if |f 7,7 (c)| > 0. This is equivalent to 15λ 2 +30λ−1 > 0, which is satisfied when
. Thus, by (a) of Theorem 2, we have the following result.
Theorem 3. For Model (4.1) with L = 2, if
then the designs with at most four points, including the lower limit U , form a complete class.
For L = 3 and 2λ 2 = λ 1 + λ 3 , the information matrix for θ = (a 1 , a 2 , a 3 , λ 1 , λ 2 , λ 3 ) T under design {(x i , ω i ), i = 1, . . . , N } can be written in the form of (2.1) with P (θ) = diag(1, 1, 1,
where c = e −(λ 2 −λ 1 )x and λ = 2λ 1 λ 2 −λ 1 . Let Ψ 2l−1 (c) = c λ+l−1 and Ψ 2l (c) = log(c)c λ+l−1 , l = 1, . . . , 5, and let
λ+l−1 , l = 1, 2, 3, 4, and Theorem 4. For model (4.1) with L = 3 and 2λ 2 = λ 1 + λ 3 , if λ 2 λ 1 < 23.72, then the designs with at most six points, including the lower limit U , form a complete class. Demidenko (2006) proposed a model referred to as the LINEXP model to describe tumor growth delay and regrowth. The natural logarithm of the tumor volume is modeled as
LINEXP model.
with independent ε i ∼ N (0, σ 2 ) and x i ∈ [U, V ] as the value of the single regression variable, which in this case refers to time. Here θ = (α, γ, β, δ) T is the parameter vector, where α is the baseline logarithm of the tumor volume, γ is the final growth rate and δ is the rate at which killed cells get washed out. The size of the parameter β relative to γ/δ determines whether regrowth is monotonic (β < γ/δ) or not. Li and Balakrishnan (2011) recently studied this model and showed that a D-optimal design for θ can be based on four points, including U and V . We will now show that Theorem 2 extends this conclusion to other optimality criteria and functions of interest.
The information matrix for θ under design {(x i , ω i ), i = 1, . . . , N } can be written in the form of (2.1) with where c = −δx. With a proper choice of Ψ functions, it can be shown that the result in Yang (2010) yields a complete class of designs with at most five points, including U and V . We can again do better with Theorem 2.
Define Ψ 1 (c) = c, Ψ 2 (c) = e c , Ψ 3 (c) = ce c , Ψ 4 (c) = e 2c , Ψ 5 (c) = ce 2c and C 22 (c) = c 2 c 2 e c c 2 e c c 2 e 2c .
This yields f 1,1 = 1, f 2,2 = e c , f 3,3 = 1, f 4,4 = 4e c , f 5,5 = 1 and f 6,6 (c) = 2e −2c e −c /2 e −c /2 2 .
12

M. YANG AND J. STUFKEN
Clearly F (c) is a positive definite matrix. Therefore, by part (c) of Theorem 2, we reach the following conclusion.
Theorem 5. For the LINEXP model (4.5), the designs with at most four points, including U and V , form a complete class.
4.3. Double-exponential regrowth model. Demidenko (2004) , using a twocompartment model, developed a double-exponential regrowth model to describe the dynamics of post-irradiated tumors. The model can be written as
with independent ε i ∼ N (0, σ 2 ) and x i ∈ [U, V ] again as the value for the variable time. Here θ = (α, β, ν, φ) T is the parameter vector, where α is the logarithm of the initial tumor volume, 0 < β < 1 is the proportional contribution of the first compartment and ν and φ are cell proliferation and death rates.
Using Chebyshev systems and an equivalence theorem, Li and Balakrishnan (2011) showed that a D-optimal design for θ can be based on four points including U and V . Theorem 1 allows us to extend this result to a complete class result, thereby covering many other optimality criteria and any functions of interest.
The information matrix for θ under design {(x i , ω i ), i = 1, . . . , N } is of the form (2.1) with
and with C(θ, x) a 4 × 4 matrix as in (2.2), where Ψ 11 = 1, Ψ 21 = e νx /g(x), . Rather than do this directly, we first simplify the problem. We multiply each of the Ψ's by the positive function e 2φx g(x) 2 , which preserves the Chebyshev system property. After further simplifications by replacing some of the resulting functions by independent linear combinations of these functions, which also preserves the Chebyshev system property, we arrive at the systems {1, e (ν+φ)x , e 2(ν+φ)x , x, −xe (ν+φ)x , xe 2(ν+φ)x } and {1, e (ν+φ)x , e 2(ν+φ)x , x, −xe (ν+φ)x , xe 2(ν+φ)x , g 2 (x)e 2φx Q T C 22 (x)Q}. It suffices to show that these are Chebyshev systems for any nonzero vector Q, which follows from Proposition 4 if we show that f l,l > 0, l = 1, . . . , 6, for the latter system. It can be shown that f 1,1 = f 2,2 /2 = 2f 4,4 = f 5,5 /4 = ae ax , f 3,3 = e −2ax and f 6,6 = 2 e −ax /2 e −ax /2 2e −2ax , where a = ν + φ. Thus both systems are Chebyshev systems, and by part (c) of Theorem 1, we reach the following conclusion.
Theorem 6. For the double-exponential regrowth model (4.7), the designs with at most four points, including U and V , form a complete class.
5. Discussion. We have given a powerful extension of the result in Yang (2010) that has potential for providing a small complete class of designs whenever the information matrix can be written as in (2.1). Irrespective of the optimality criterion (provided that it does not violate the Loewner ordering) and of the function of θ that is of interest, the search for an optimal design can be restricted to the small complete class. As the examples in Section 4 show, the results lead us to conclusions that were not possible using the results in Yang (2010) and Dette and Melas (2011) .
As already pointed out, direct application of Theorem 1 may not be easy. Section 4.3 shows some tricks that can be useful when using Theorem 1. Direct application of Theorem 2 is easier because the condition for the function F (c) can be verified with the help of software for symbolic computations. Sometimes it is more convenient to do this after multiplying each of the Ψ functions by the same positive function (see Section 4.3).
There remain, however, some basic questions related the application of either Theorem 1 or Theorem 2 that do not have simple general answers. For example, what is a good choice for p 1 in forming the matrix C 22 (c) in (2.4)? In Section 4, the choice p 1 = p/2 worked well, and selecting p 1 approximately equal to p/2 may be a good general starting point. Moreover, there is the question of how to order the rows and columns of the information matrix. By reordering the elements in the parameter vector θ, we could wind up with different matrices C 22 (c), even after fixing p 1 . So what ordering is best? In all of the examples in Section 4, we have used an ordering that makes "higherorder terms" appear in C 22 (c), and this may offer the best general strategy. There is still another issue related to ordering: In renaming the independent Ψ-functions in the first p − p 1 columns of C(θ, c), different orders will result in different f l,l -functions. In some cases, but not for all, these functions will result in a function F (c) that satisfies the condition in Theorem 2. In the examples, we have tended to associate "lower-order terms" with the earlier Ψ-functions, but what order is best may require some trial and error.
Whereas we have demonstrated that the main results of the paper are powerful, regrettably we cannot offer any guarantees that they will always give results as desired, even when the information matrix can be written in the form (2.1). APPENDIX Proposition 1. Assume that {Ψ 0 , Ψ 1 , . . . , Ψ k−1 } is a Chebyshev system defined on an interval [A, B] . Let A ≤ z 1 < z 2 < · · · < z t ≤ B, and let r 1 , . . . , r t be coefficients that satisfy the following k equations:
Then we have:
(b) If t = k + 1 and one r i is not zero, then all are nonzero; moreover all r i 's for odd i must then have the same sign, which is opposite to that of the r i 's for even i.
Proof. For part (a), if t < k, we can expand z 1 , . . . , z t to a set of k distinct points, taking r i = 0 for the added points. Thus without loss of generality, take t = k. Consider the matrix
Then (A.1) can be written as
where R = (r 1 , . . . , r k ) T . Since {Ψ 0 , Ψ 1 , . . . , Ψ k−1 } is a Chebyshev system, Ψ(z 1 , z 2 , . . . , z k ) is nonsingular, so that R = 0.
For part (b), if one r i is 0, then it follows from part (a) that all r i 's are 0. Therefore, if at least one r i is nonzero, then all of them must be nonzero. With the notation from the previous paragraph, we can write (A.1) as Ψ(z 1 , z 2 , . . . , z k )R = −r k+1 ψ(z k+1 ), where ψ(z k+1 ) = (Ψ 0 (z k+1 ), Ψ 1 (z k+1 ), . . . , Ψ k−1 (z k+1 )) T . It follows that r i = −r k+1 |Ψ(z 1 , . . . , z i−1 , z k+1 , z i+1 , . . . , z k )| |Ψ(z 1 , z 2 , . . . , z k )| , i = 1, . . . , k. (A.3) By the Chebyshev system assumption, the denominator |Ψ(z 1 , z 2 , . . . , z k )| in (A.3) is positive, while the numerator |Ψ(z 1 , . . . , z i−1 , z k+1 , z i+1 , . . . , z k )| is positive for i = k, k − 2, . . . and negative otherwise. The result in (b) follows.
Proposition 2. Let {Ψ 0 = 1, Ψ 1 , . . . , Ψ k−1 } be a Chebyshev system on an interval [A, B] , and suppose that k = 2n − 1. Consider n pairs (c i , ω i ), i = 1, . . . , n, and n pairs (c i ,ω i ), i = 1, . . . , n, with ω i > 0,ω i > 0 and A ≤ c 1 <c 1 < · · · < c n <c n = B. Suppose further that the following k equations 
Since both {Ψ 0 , Ψ 1 , . . . , Ψ k−1 } and {Ψ 0 , Ψ 1 , . . . , Ψ k−1 , Ψ k } are Chebyshev systems and c 1 <c 1 < · · · < c n <c n , it follows that (A.9) is negative, which is what had to be shown.
A similar argument as for Proposition 2 can be used for the next result.
Proposition 3. Let {Ψ 0 = 1, Ψ 1 , . . . , Ψ k−1 } be a Chebyshev system on an interval [A, B] and suppose that k = 2n. Consider n pairs (c i , ω i ), i = 1, . . . , n, and n + 1 pairs (c i ,ω i ), i = 0, 1, . . . , n, with ω i > 0,ω i > 0 and
