Abstract. Using associated trees, we construct a spectral triple for the C * -algebra of continuous functions on the ring of integers R of a nonarchimedean local field F of characteristic zero, and investigate its properties. Remarkably, the spectrum of the spectral triple operator is closely related to the roots of a q-hypergeometric function. We also study a non compact version of this construction for the C * -algebra of continuous functions on F , vanishing at infinity.
Introduction
The spectral aspect of noncommutative geometry [4] , [5] consists of studying the topology and geometry of noncommutative spaces through spectral invariants of an associated geometric operator. The abstract definition of a first-order elliptic operator is given by the concept of a spectral triple. While there are variations of the definition of a spectral triple depending on the context, we use the following for our purpose: a spectral triple for a C * -algebra A is a triple (A, H, D) where H is a Hilbert space on which A acts by bounded operators, i.e. there exists a representation ρ : A → B(H), A is a dense * -subalgebra of A, and D is an unbounded self-adjoint operator in H satisfying:
(1) for every a ∈ A, the commutator [D, ρ(a)] is bounded, (2) for every a ∈ A, ρ(a)(1 + D 2 ) −1/2 is a compact operator. If the algebra A is unital, condition (2) is reduced to:
(2) ′ the resolvent (1 + D 2 ) −1/2 is a compact operator. Moreover, (A, H, D) is said to be an even spectral triple if there is a bounded operator γ on H with γ = γ * , γ 2 = 1 such that γ commutes with the representation ρ and anti-commutes with the operator D.
In our two previous papers [9] , [10] we constructed and studied a natural, even spectral triple for C(Z p ), the algebra of continuous functions on the space of p-adic integers. Topologically, the space of p-adic integers is a Cantor set; however our spectral triple is very different from those that were defined on general Cantor sets by [4] (chapter 14), [6] , and [2] , in the sense that we use the arithmetic of Z p for the construction of our spectral triple. Nonetheless, we follow a similar starting point as [2] ; through Michon's correspondence [11] we associate a tree to a Cantor set equipped with a nonarchimedean metric. Our operator D uses the ring structure of Z p in its definition, and is a form of discrete differentiation similar to many common examples of spectral triples.
Nonarchimedean local fields of characteristic zero are finite extensions of the field of p-adic numbers. Alternatively, a nonarchimedean local field F is a locally compact normed field of characteristic zero, where the norm | · | p : F → R ≥0 satisfies the strong triangle inequality Date: August 12, 2018.
1 |x + y| p ≤ max{|x| p , |y| p }. The ring of integers of F is defined to be R := {x ∈ F : |x| p ≤ 1}, which is a compact metric space, in fact, a Cantor set [3] .
The purpose of this paper is to extend the construction and the results of the two previous papers [9] and [10] to nonarchimedean local fields. Here we consider two cases; the compact case of C(R), the unital C * -algebra of continuous functions on the ring of integers which is analogous to the situation in [9] , [10] and the noncompact C 0 (F ), the non-unital C * -algebra of continuous functions on F vanishing at infinity, which was not considered in our previous papers.
The spectral triples we study in this paper are constructed using associated trees and derivatives on trees. In the compact case, we associate to R equipped with the p-adic norm, the tree denoted by (V R , E R ), where the set of vertices, V R , consists of balls in R. We then take the Hilbert space of weighted ℓ 2 functions, H R := ℓ 2 (V R , ω), where the weight function ω is given by ω(v) =volume(v) for a vertex v ∈ V R , and consider the action in H R of the forward derivative D R on the tree. The representation ρ R : C(R) → B(H R ) of the algebra C(R) on H R is simply given by the multiplication by the value of f ∈ C(R) at the preferred center of the ball v ∈ V R . We prove that the operator D R is invertible and (D R ) −1 is compact but it is not a Hilbert Schmidt operator unless R = Z p . Then we show that the commutator [D R , ρ R (f )] is bounded if and only if f belongs to A R , the algebra of Lipschitz functions on R (recall that a function f ∈ C(R) is called Lipschitz if there is a positive constant M such that |f (x)−f (y)| ≤ M|x−y| p ). In particular, these results imply that (A R ,
, where
is an even spectral triple for A = C(R). Additionally, we prove that the spectral seminorm
] is equivalent to the Lipschitz seminorm (recall that the Lipschitz seminorm of a function f is sup x =y
). We then describe the spectrum of (D R ) * D R and some properties of the corresponding zeta function; the eigenvectors of (D R ) * D R turn out to be composed of q-hypergeometric functions [1] .
To construct a spectral triple for C 0 (F ) we proceed the same way as in the compact case but using the full (bi-infinite) tree (V F , E F ) of all balls in F , see also [14] . Again we verify that the forward derivative D F on the tree is invertible and we study compactness of
is a suitably chosen representation. This allows us to exhibit a dense subalgebra A F in C 0 (F ) that gives an even spectral triple (A F ,
The paper is organized as follows; in section 2 we motivate the construction of a spectral triple by briefly discussing standard construction of spectral triples for C(S 1 ) and C 0 (R). Section 3 discusses basic notations, definitions, p-adic Fourier analysis and trees associated to local fields. In section 4 the forward derivative operators are introduced on these trees and their invertibility and compactness are discussed. The construction of the spectral triples for C(R) and C 0 (F ) are presented in section 5 along with a comparison of the distances induced by the spectral seminorms and the Lipschitz seminorms. Section 6 explores the spectrum of 
Examples of Spectral Triples
To motivate the construction of the spectral triples in this paper we recall two standard examples of spectral triples for a compact metric space (S 1 ) and a noncompact space (R). Example 1: Let A = C(S 1 ) be the unital C * -algebra of continuous functions on the unit circle and consider the Hilbert space H := L 2 (S 1 ). There is a natural representation
. Now consider the action of the operator D = 1 i d dθ on the Hilbert space H; since De inθ = ne inθ , the spectrum of
and in fact belongs to (1 + ǫ) -Schatten class for ǫ > 0. The following algebra:
is a dense sub-algebra of A, and has the property that the commutator [D, ρ(f )] is bounded if and only if f ∈ A. Thus the triple (A, H, D) is a spectral triple for the C * -algebra C(S 1 ). Example 2: A similar construction yields a spectral triple for A = C 0 (R), the nonunital C * -algebra of continuous functions on R vanishing at infinity. The algebra A can be represented on the Hilbert space H = L 2 (R) by multiplication operators; the representation
is not a compact operator, it has a continuous spectrum. However, computing the Hilbert-Schmidt norm of ρ(f )(1 + D 2 ) −1/2 we see that
Thus, if we let A be the dense * -subalgebra of A given by
is a compact operator for every f ∈ A, and (A, H, D) is a spectral triple for the algebra A.
3. Notation and Construction 3.1. Local fields. The main object of study in this paper is a nonarchimedean local field F of characteristic zero. In other words, F is a finite (algebraic) extension of the field of p-adic numbers Q p for some p. The p-adic absolute value on Q p extends uniquely to an absolute value | · | on F satisfying the properties:
(1) |x| = 0 if and only if x = 0, (2) |xy| = |x||y|,
for all x, y ∈ F . The field F is a locally compact space with respect to the topology induced by the norm | · |. This norm is normalized so that it coincides with the usual p-adic norm on Q p . The ring of integers R of the field F is defined as
The unique maximal ideal of R is P = {x ∈ F : |x| < 1}, and the finite field R/P , called the residue class field of F , is a finite extension of
Since the p-adic norm is discrete, the ideal P is a principal ideal, hence P = (π) for some number π ∈ P . We call π a local uniformizer of R. Alternatively, any element π ∈ P is called a uniformizer if it has the property |π| = sup x∈P |x|. Let S := {s i } ⊂ R be a set of representatives, which includes zero, of the residue field R/P . If a ∈ F , then a = π n ǫ for some n ∈ Z and unit ǫ (i.e. |ǫ| = 1). Consequently, a has the representation:
The value group, i.e., the subgroup of R >0 consisting of the values of | · | : F × → R >0 consists of {p j/e : j ∈ Z}. The positive integer e for which |π| = p −1/e is called the ramification index of F over Q p . In fact, [F : Q p ] = ef and the extension F is said to be unramified when e = 1 and totally ramified when f = 1. [12] 3.2. Harmonic analysis on p-adic fields [13] . We choose a character χ : F → S 1 with the property that, if χ(xy) = 1 for every x ∈ R then y ∈ R as well. The map x → χ x (y) = χ(xy) for x ∈ F is an isomorphism between F and F , the character group of F . Moreover, two such characters χ x and χ y coincide on R if and only if (x − y) ∈ R. Consequently, the character group of R is given by R = F/R. Since R is a compact abelian topological group, R is a discrete abelian group which is an extension of the Prüfer p-group Q p /Z p .
Let dx be the additive Haar measure on F normalized so that R dx = 1. Notice that if B n (y) is the ball described by B n (y) = {x ∈ F : |x − y| ≤ p −n/e } then the volume of this ball is p −nf . We let E(F ) denote the space of test functions on F, i.e., functions on F that are locally constant with compact support. The space of locally constant functions on R is denoted by E(R). The spaces of distributions on F and R are the spaces of linear functionals on E(F ) and E(R) respectively, and are denoted by E * (F ) and E * (R). Note that such linear functionals are automatically continuous.
Since F and F are isomorphic, the corresponding spaces of test functions and the spaces of distributions are identified. The space of test functions E( R) is the space of functions on R which are zero almost everywhere. The space of distributions E * ( R) can be identified with the space of all functions on R.
The Fourier transform of a test function φ on F is the function φ on F given by:
The Fourier transform gives an isomorphism between E(F ) and E( F ), and, by duality, between E * (F ) and E * ( F ). The Fourier transform of a test function φ on R is the function φ on R given by the formula above on classes of a in R = F/R. It can be easily verified that, for a ball B with radius r, we have B χ a (x) d p x = 0 whenever |a| ≥ 1/r. Consequently, only finite number of Fourier coefficients of a locally constant function are nonzero. The Fourier transform gives an isomorphism between E(R) and E( R). The inverse Fourier transform is:
If T ∈ E * (R) is a distribution on R then its Fourier transform is the function T on R defined by:
The Fourier transform is an isomorphism between E * (R) and E * ( R), with inverse given by:
The formal sum above makes distributional sense because test functions on R are non zero only at a finite number of points. As usual, the distributional Fourier transform T → T gives a Hilbert space isomorphism:
3.3. Trees associated to local fields. We can associate a weighted rooted tree to R and F via a version of the Michon's correspondence [11] , see also [14] . The corresponding trees will be denoted by (V R , E R ) and (V F , E F ) respectively. We first describe how to obtain the tree corresponding to R. The tree corresponding to F will then be obtained using a similar construction.
The set V R representing the vertices of the tree (V R , E R ) consists of all balls in R. The set of vertices has the natural decomposition
, and v ′ ⊂ v. Thus the set of edges E R consists of unordered pairs of vertices. The description of the tree corresponding to (
n is the set of balls in F with radius p −n/e , and there is an edge between two vertices in precisely the same situation as for the tree (V R , E R ). The tree (V R , E R ) is a subtree of (V F , E F ). If x and x ′ are two points inside the same ball of radius p −n/e , then
n is a finite set with p nf elements. We also have V F n ∼ = F/π n R which is an infinite set. The decomposition (3.1) enables us to identify a preferred center inside each ball. Define the following sets:
Since R/π n R ∼ = X R n , we see that there is exactly one x ∈ X R n inside each ball in R of radius p −n/e . As a result, we can parametrize the tree V R using (n, x) | n ∈ Z ≥0 , x ∈ X R n . Similarly, the parametrization of V F can be done using (n,
n with center x and v ′ ∈ V R n+1 with center x ′ , then there is an edge between them if and only if x ′ − x = sπ n+1 for some s ∈ S. Hence (V R , E R ) is a regular tree with 
The decompositions of the vertex sets induce a natural decomposition of the above two Hilbert spaces as follows:
To distinguish between the arguments for the function φ and its Fourier transform, we introduce the dual tree denoted by V R ∼ = V R . The identification of the vertex set V R n with the finite set R/π n R of p nf elements implies that, the Fourier transform of a function φ = {φ n } ∈ ℓ 2 (V R , w), is the usual discrete Fourier transform on each V R n , i.e. it is the function φ n ∈ ℓ 2 ( V R n ) given by:
The inverse Fourier transform is:
Moreover, we have the Parseval's identity:
hence the Fourier transform gives an isomorphism between the Hilbert spaces:
Again, the Parseval's identity
holds and the Fourier transform induces an isomorphism:
The algebras C(R) and C 0 (F ) have natural representations in the Hilbert spaces H R and H F respectively: the functions are represented as multiplication operators by the values of the centers of the balls, for balls that do not contain zero. For balls that do contain zero, it is more natural to choose nonzero centers whose norms go to infinity as the radius of the balls increases. More precisely, we consider the following representations:
n , and We consider the following operator on the trees (V R , E R ) and (V F , E F ), analogous to the operator introduced in our previous paper [9] :
The versions of D acting on maximal domains in Hilbert spaces ℓ 2 (V R , w) and ℓ 2 (V F , w) will be denoted by
. Using the Fourier transform of φ n , we can write the operators D R as:
Using the orthogonality of characters,
the above formula for D can be written as:
Thus the Fourier transform
Similarly, the operator D F written using Fourier transform is:
Based on the above formula, we use D F to denote the operator defined as
As before, the operators D R and D F will be considered on their maximal domains in Hilbert spaces ℓ 2 ( V R n ) and L 2 (π −n R, dx). The formal adjoint of D R is given by the formula:
We now conveniently reparametrize the tree using the following one-to-one correspondence between the sets {(n, x) : n ∈ Z ≥0 , x ∈ X R n } and {(l, g) : l ∈ Z ≥0 , g ∈ F/R}. Given (n, x) with n ∈ Z >0 and 0 = x ∈ X R n , let l be the unique nonnegative integer such that |x| = p −l/e and g := x π n ∈ F/R. For x = 0 and any n ∈ Z ≥0 we let l = n and g = 0. Thus we have the correspondence (n, x) → (l, g).
Conversely, given (l, g) such that l ∈ Z ≥0 and 0 = g ∈ F/R, let m ∈ Z >0 be such that |g| = p m/e . Then we make the association (l, g) → (m + l, π m+l g). For g = 0 and any l ∈ Z ≥0 we have n = l and x = 0. Thus, we have established a one-to-one correspondence between the above two sets of parameters.
The operators D R and ( D R ) * have simpler expressions in terms of the new parameters:
Notice that in this case the above formula can be written as:
Additionally, we have:
Consequently, the Hilbert space H R and the operator D R have the following decompositions:
, and
The theorem below establishes the main analytical properties of the operator D R . Proof. This theorem can be easily proved using the component operators in the above decomposition for D R . When g = 0, we can write:
, we can solve for h(l) to obtain:
The limits in the above sums are obtained by requiring h(l) ∈ ℓ 2 (Z ≥0 ). Then the HilbertSchmidt norm of ( D
(4.1)
Consequently, we have:
Since (D R ) −1 is a direct sum of compact operators whose norms go to zero by (4.1), it follows that (D R ) −1 is also compact. Next we compute the Hilbert-Schmidt norm of (
where c(m) = #{g ∈ F/R : |g| = p m/e }. In fact, since
we get:
, and the sum on the right hand side is convergent if and only if ef = n = 1. i.e. ( D R ) −1 is a Hilbert-Schmidt operator if and only if F = Q p .
In the non-compact case, the operator D F has again no kernel, but its range is only dense in H F . This is best seen from the formula in Fourier transform:
which becomes ill-defined as n → −∞. We have, however, the following result, relevant for our spectral triples construction.
Theorem 4.2. Assume a : F → C is a continuous function such that |a(x)|
Proof. Applying inverse Fourier transform to the formula (4.2), we get
where a n (x) = a(x) ; x = 0 a(π n ) ; x = 0.
To prove compactness of ρ F (a)(D F ) −1 we use an approximation argument. For t > 0 let
; k ≥ 0, and consider the operator ρ F (a)(
We first show that (ρ F (a)(D F ) −1 b t ) is a Hilbert-Schmidt operator, by estimating its norm:
Remark: In all of the computations below, the constant C may vary from line to line. We split the above sums into four parts. First, the contribution from x = 0 and k < 0 is less than:
Similarly, for x = 0 and k ≥ 0, we bound the contribution to the Hilbert-Schmidt norm by:
If x = 0 and k < 0, then we estimate the contribution by:
Finally, in the case when x = 0 and k ≥ 0, the contribution is bounded by:
This proves that (ρ F (a)(
we use Schur-Young inequality [8] :
where K(k, y; n, x) is the integral kernel of the operator ρ F (a)(D F ) −1 (b t − 1). Below we estimate each of the terms on the right-hand side of this inequality.
The first factor is:
First notice that given y ∈ X F k there is only one x ∈ X F n , with n ≤ k, such that (x − y) ∈ π n R, namely x = y mod π n . Moreover for this x we have |x| = |y|. The part with y = 0 in the first factor is consequently bounded by:
where we have used the hypothesis of the theorem on the size of a(x). Since
we can estimate the last expression as:
αk/e 1 + tp αk/e → 0, as t → 0 + . When y = 0, the contribution is bounded by:
The second factor in the Schur-Young inequality is:
Since the first factor in that inequality is already going to zero as t goes to zero, all we need to show is that the second factor is bounded. Notice that, given x ∈ X F n , the number of y ∈ X F k with n ≤ k, such that (x − y) ∈ π n R is equal to p (k−n)f . Consequently, we can estimate the second factor by:
where we estimated:
The function |a n (x)| is uniformly bounded in x and n by assumptions, hence the above expression is bounded by a uniform constant for every n ∈ Z. Thus we have:
Remark: In fact, with the above assumption on a(x), the operator ρ F (a)(D F ) −1 is a HilbertSchmidt operator for every a(x) if and only ef = 1, i.e. when F = Q p , as can be deduced from the proof above.
5. Construction of the spectral triples.
A Spectral triple for C(R).
We first describe a spectral triple for the C * -algebra C(R) and study its properties. Much of the discussion here is a straightforward generalization of the spectral triple construction in [9] and will be referred to whenever needed.
Let A R be the algebra of Lipschitz functions on R, a dense * -subalgebra of C(R). We use L 1 (a) to denote the Lipschitz seminorm of a ∈ A R defined by:
Also let H R be the direct sum:
The algebra C(R) can be represented in H R using Π R : C(R) → B(H R ) given by Π R = ρ R ⊕ ρ R . This representation is even, faithful and non-degenerate since X R n is dense in R.
Proof. We first show that the commutator [D R , Π R (a)] is bounded for every a ∈ A R . The formula for the commutator is:
In the case x = 0 we get:
Hence, we get:
where in the second line we used the fact that (
Re-labelling the sum we get:
Taking the adjoint in the formula
is an even spectral triple.
We will now investigate the distance functions induced by two seminorms: the Lipschitz seminorm
, where unbounded operators have infinite norm. These two seminorms induce the following two distance functions on R:
It is a general fact that the metric dist 1 is equal to the usual p-adic metric on
which implies that:
For any a ∈ A R and y = z ∈ R (both not zero) with |y − z| p = p −n/e , n ≥ 0, there exists x ∈ X R n with x < π n so that y and z have the following p-adic representations:
with y i , z i ∈ S and y 0 , z 0 = 0. First we look at the case x = 0. Telescoping, we obtain:
This leads to the estimate:
Since a is continuous, taking N → ∞ in the above inequality we obtain:
We have a similar inequality for |a(z) − a(k)|. Hence, we get:
Since this is true for every y, z ∈ R, we have:
from which the other side of the inequality follows. If x = 0, then we estimate similarly:
We consider separately two cases y 0 = 0, and y 0 = 0. If y 0 = 0, then the above inequality implies that:
and, by taking the limit as N → ∞, we get:
It follows that:
, whenever y, z are not both zero. Now suppose y 0 = 0 and y M = 0 for some M. Then, we have:
The first term in the sum on the right hand side can be estimated as:
Consequently, we arrive at the estimate:
Taking the limit as N → ∞ as before, we can once again establish the inequality
, whenever y, z are not both zero.
Now we consider the case where one of y or z is zero, say z = 0. In this case, take a sequence of integers z k ∈ R such that z k → 0 as k → ∞ and |z k | < |y|. Then, we obtain:
Summarizing, in all of the above subcases of case
Therefore, the inequality in the theorem is established.
As an immediate consequence of Lemma 5.3 we have the following corollary. (1) Consider the algebra given by
The commutant of C(R), i.e., the algebra {a ∈ C(R) : [D, ρ R (a)] = 0}, is the trivial algebra consisting of constant functions.
Proof. The proof is similar to that of Corollary 5.4 in [9] .
From the above results now follows that the usual p-adic metric on R is equivalent to the metric induced my the spectral seminorm.
Theorem 5.5. For every x, y ∈ R we have:
Proof. From Theorem 5.3, it is clear that:
It follows from Corollary 5.4 that L 1 (a) = 0 if and only if L D R = 0. Consequently, we can write:
and the result now follows from Theorem 5.3.
Additionally, we have the following straightforward analog of Theorem 5.6 in [9] .
is a compact spectral metric space.
5.2.
A Spectral triple for C 0 (F ). Let A F be the following subalgebra of C 0 (F ):
. It is an easy consequence of the Stone-Weierstrass theorem that A F is a dense * -subalgebra of C 0 (F ). We use L 2 : C 0 (F ) → [0, ∞] to denote the Lipschitz norm of a function a ∈ C 0 (F ).
Once again, we take 
. The distance functions induced by these norms on F are, respectively: dist 2 (x, y) = sup
we have:
Proof. The proof is similar to proof of Lemma 5.2.
Using the above spectral seminorm formula, once again we can compare the norms L 2 , L D F and their induced metrics. We summarize these results in the following theorem.
Theorem 5.9. For every a ∈ A F and x, y ∈ F the following are true:
Spectral properties.
In section 4 we saw that the operators D R and ( D R ) * assume simpler expressions in the parametrization with coordinates l, g. We will need the following notation:
and
For |g| = p m/e , this allows us to write:
which consequently gives the decomposition:
The eigenvalue equations for ( Proof. Comparing the eigenvalue equations (equations 4.1) in [9] and the equations (6.2) above we see that the only difference is that p is replaced by p 1/e . Hence the proof of this lemma follows from Lemma 4.1 in [9] :
Using the above lemma we can now find the spectrum of the operator (D R ) * D R . Below we describe the eigenvalues of (D R ) * D R as the roots of the q-hypergeometric function [7] : The upper and lower bounds for the eigenvalues are discussed in [1] , [9] . In our case we have the following estimates: Proof. The proof is similar to that of Theorem 5.3 and Corollary 5.4 in [9] .
