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a b s t r a c t
A convex optimization problem for a strictly convex objective function over the fixed point
set of a nonexpansive mapping includes a network bandwidth allocation problem, which
is one of the central issues in modern communication networks. We devised an iterative
algorithm, called a fixed point optimization algorithm, for solving the convex optimization
problem and conducted a convergence analysis on the algorithm. The analysis guarantees
that the algorithm, with slowly diminishing step-size sequences, weakly converges to a
unique solution to the problem. Moreover, we apply the proposed algorithm to a network
bandwidth allocation problem and show its effectiveness.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Main problem
Convex minimization problems have been and will continue to be one of the central problems in nonlinear analysis,
and many iterative algorithms for solving these problems have been proposed [1]. In this paper, we discuss the following
minimization problem for a strictly convex objective function over the fixed point set of a nonexpansive mapping in a real
Hilbert space H .
Problem 1.1 (Convex Minimization Problem Over Fixed Point Set). Suppose that f :H → R is strictly convex and T :H → H is
a nonexpansive mapping such that the fixed point set, Fix (T ) := {x ∈ H: T (x) = x}, is nonempty. Then, our objective is to
find x∗ ∈ Fix (T ) such that f (x∗) = min
x∈Fix (T )
f (x).
Iterative algorithms for solving the problem forminimizing a strongly convex objective function over the fixed point set of
a nonexpansive mapping were presented [2–4], and the algorithms were successfully applied to practical problems such as
signal recovery [3] and beamforming [5]. The algorithms must compute a contractive mapping1 composed of the gradient
E-mail address: iiduka@ndrc.kyutech.ac.jp.
1 When f :H → R is α-strongly convex and Fréchet differentiable, and the gradient, ∇f :H → H , is 1/L-Lipschitz continuous (see Section 2.1 for the
definitions of mappings), I − λ∇f with λ ∈ (0, 2αL2), where I stands for the identity mapping on H , satisfies the contraction [6, Theorem 46.C].
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of the strongly convex objective function. Fixed point theory for contractive mappings including the Banach contraction
principle plays an important role in proving that the algorithms strongly converge to a unique solution to the problem.
The main objective of this research was to devise an iterative algorithm for solving Problem 1.1 with the strictly convex
objective function in contrast with conventional algorithms [2–4]. The difficulty in achieving this objective is that we
cannot use fixed point theory for contractive mappings. This is because a mapping composed of the gradient of the strictly
convex objective function satisfies nonexpansivity not contraction.2It seems that the definition of contraction is similar to
the definition of nonexpansivity. However, there is a huge gap between fixed point theory for contractive mappings and
that for nonexpansive mappings. (For example, (xn)n∈N with xn+1 = T (xn)(n ∈ N) converges to a unique fixed point of
T when T :RN → RN is contractive, while (xn)n∈N, when T :RN → RN is nonexpansive, does not always converge to a
fixed point of T .) Hence, conventional algorithms [2–4] based on fixed point theory for contractive mappings cannot solve
Problem 1.1. Therefore, we need to devise iterative algorithms based on fixed point theory for nonexpansive mappings
for solving Problem 1.1. The new result that the proposed algorithm (Algorithm 3.1) offers is that it can solve the convex
minimization problem for the strictly convex objective function over the fixed point set of a nonexpansive mapping, which
cannot be solvedwith conventional algorithms [2–4]. As a result, the proposed algorithmenables us to solve the utility-based
bandwidth allocation problems with the strictly concave utility functions (see Section 1.2 for more details). The proposed
algorithm is of practical importance because it can deal with a wide variety of objective functions.
1.2. Motivation and application of main problem
The main motivation of Problem 1.1 is based on the fact that one application of the problem is a network bandwidth
allocation problem [7–9]. Network bandwidth allocation problems have been central in networking and widely studied.
When a data rate is allocated to a source participating in a network, it derives a utility, which is modeled as a value of a
concave function. The well known utility function of each source is given by the following function [7–9], which satisfies
the strict concavity, for all x ∈ R+ \ {0},
Us(x) := ws log x, (1)
where ws > 0 is the weighted parameter for source s. The share allocated to each source must be regulated with a control
mechanism to prevent network congestion. Such amechanism allocates the bandwidth to solve the problem formaximizing
the sum of all the utility functions subject to the capacity constraint for each link such that the sum of the transmission rates
of all the sources sharing the link is less than or equal to the capacity of the link:
Maximize
−
s∈S
Us(xs) subject to x ∈ C :=

l∈L
Cl, (2)
where
Cl :=

x := (x1, x2, . . . , xS)T ∈ RS+:
−
s∈S
xsIs,l ≤ cl

(l ∈ L),
S := {1, 2, . . . , S} is the set of all sources in the network, L := {1, 2, . . . , L} is the set of all links, cl > 0 is the capacity
of link l ∈ L, xs ∈ R+ denotes the transmission rate of source s, and Is,l takes the value 1 if l is the link used by source
s; otherwise, 0. The maximization problem is referred to as the utility-based bandwidth allocation problem, and the optimal
bandwidth allocation, which is the solution of Problem (2), corresponding toUs in Eq. (1), is called weighted proportionally
fair [7–9]. The allocation is referred to as proportionally fair whenws = wt for all s, t ∈ S.
Each source attempts to send data at a rate needed for application service. That is, we assume that each source has a
transmission rate demand such that it is preferably larger than rs (>0). Then, a compoundable constraint set, D (⊂RS),
concerning the preferable transmission rate is represented as follows [10]:
D :=

s∈S
Ds, where Ds :=

x := (x1, x2, . . . , xS)T ∈ RS : xs ≥ rs

(s ∈ S).
Hence, it is desired for all sources to allocate limited bandwidth to satisfy both the capacity and compoundable constraints.
However, depending on cl (l ∈ L) and rs (s ∈ S), there is a possibility that an intersection of C and D may be empty (for
example, C ∩ D = ∅ holds when s0 ∈ S exists such that rs0 is larger than the minimum capacity of all the links used by its
source). Since C is the absolute set in which conditions must be satisfied in the problem, it would be reasonable to deal with
the constraint set of the infeasible case as a subset of C whose elements are closest to Dss in the sense of the weighted norm.
Such a set is referred to as a generalized convex feasible set and defined as follows [2, Definition 4.1]:
CΦ :=

x ∈ C:Φ(x) = min
y∈C Φ(y)

,
2 See Proposition 2.3 for details on the property of I − λ∇f with the strictly convex function f .
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where
Φ(y) :=
−
s∈S
vsd(y,Ds)2

y ∈ RS ,
d(y,Ds) := min{‖y− z‖: z ∈ Ds} (y ∈ RS), and vs ∈ (0, 1) (s ∈ S) satisfies∑s∈S vs ≤ 1. The parameters, vss, represent the
degree of importance of Dss. Even if C ∩ D = ∅, CΦ is well defined because it is a set of minimizers of Φ over C . Moreover,
CΦ ≠ ∅ holds because C is bounded [2, Remark 4.3]. Obviously, CΦ = C ∩D holds when C ∩D ≠ ∅ [2, Remark 4.3(a)], which
means that CΦ serves as a natural generalization of C ∩ D.
Let us consider applying current algorithms, such as projection algorithms [11], to the maximization problem for
U :=∑s∈S Us over CΦ . The projection algorithm in this case is as follows: xn+1 := PCΦ (xn+λ∇U(xn))(n ∈ N), where λ > 0
and PCΦ is the metric projection onto CΦ . However, PCΦ cannot be explicitly calculated because CΦ is the set of minimizers
ofΦ over C . Therefore, it is difficult to apply the projection algorithm to the problem. We define the following computable
mapping T :RS → RS , which is composed of PCls and PDss that can be easily calculated, for an arbitrarily chosen l0 ∈ L,
T (x) := PCl0
 −
l(≠l0)∈L
ulPCl(x)+
−
s∈S
vsPDs(x)
 
x ∈ RS . (3)
Then, T is nonexpansive and
∅ ≠ CΦˆ :=

x ∈ Cl0 : Φˆ(x) = miny∈Cl0
Φˆ(y)

= Fix (T )
holds [2, Proposition 4.2], where
Φˆ(y) := 1
2
 −
l(≠l0)∈L
uld(y, Cl)2 +
−
s∈S
vsd(y,Ds)2
 
y ∈ RS ,
and ul ∈ (0, 1)(l (≠l0) ∈ L) and vs ∈ (0, 1)(s ∈ S) satisfy ∑l(≠l0)∈L ul + ∑s∈S vs = 1. Since C := l∈L Cl is the
absolute set and uls represent the degree of importance of Cls, we must set uls appropriately larger than vss to satisfy
C ∩ CΦˆ = C ∩ Fix (T ) ≠ ∅.3 Therefore, we can conclude that the following utility-based bandwidth allocation problem
with compoundable constraints [10] obtained by replacing CΦ by CΦˆ = Fix (T )4 can be formulated as Problem 1.1 with the
strictly convex function, f (x) := −∑s∈S Us(xs), which is composed ofUs (s ∈ S) defined in Eq. (1) and the nonexpansive
mapping, T , defined in Eq. (3).
Problem 1.2 (Network Bandwidth Allocation Problem).
Maximize
−
s∈S
Us(xs) subject to (xs)s∈S ∈ Fix (T )
1.3. Our objective
We developed an iterative algorithm, called the fixed point optimization algorithm, to solve Problem 1.1. The proposed
algorithm is based on two iterative algorithms, (i) the well known fixed point algorithm for a nonexpansive mapping
proposed in [12,13] and (ii) an iterative algorithm with a conjugate gradient direction for solving Problem 1.1 when f is
strongly convex [4]. The main results in this paper suggest that the proposed algorithm weakly converges to the unique
solution to Problem 1.1 under certain assumptions and can be applied to the utility-based bandwidth allocation problem.
The remainder of this paper is organized as follows. Section 2 explains the necessary mathematical preliminaries,
Section 3 presents the fixed point optimization algorithm and proves that it weakly converges to a unique solution to
Problem 1.1, and Section 4 provides applications of the algorithm to bandwidth allocation.
2. Mathematical preliminaries
Let H be a real Hilbert space with inner product, ⟨·, ·⟩, and its induced norm, ‖ · ‖, and let N denote the set of zero and all
positive integers. Let RN denote an N-dimensional Euclidean space, and let RN+ := {x := (x1, x2, . . . , xN)T ∈ RN : xi ≥ 0 (i =
1, 2, . . . ,N)}.
3 See Section 4 for examples satisfying C ∩ CΦˆ = C ∩ Fix (T ) ≠ ∅.
4 The relationship between C ∩ CΦˆ and CΦ is C ∩ CΦˆ ⊂ CΦ .
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2.1. Convexity, monotonicity, and convex minimization problem
A function, f :H → R, is said to be convex if, for any x, y ∈ H and for anyλ ∈ [0, 1], f (λx+(1−λ)y) ≤ λf (x)+(1−λ)f (y).
A convex function, f :H → R, is said to be strictly convex if, for all x, y ∈ H with x ≠ y and for allλ ∈ (0, 1), f (λx+(1−λ)y) <
λf (x) + (1 − λ)f (y).f :H → R is said to be strongly convex if α > 0 exists such that, for all x, y ∈ H and for all
λ ∈ [0, 1], f (λx+ (1− λ)y) ≤ λf (x)+ (1− λ)f (y)− (1/2)αλ(1− λ)‖x− y‖2. We call this an α-strongly convex function.
Obviously, any strongly convex function satisfies the strict convexity.
A:H → H is said to be monotone [14, Definition 25.2(i)] if ⟨x − y, A(x) − A(y)⟩ ≥ 0 for all x, y ∈ H . A:H → H is
said to be strictly monotone [14, Definition 25.2(ii)] if ⟨x − y, A(x) − A(y)⟩ > 0 for all x, y ∈ H with x ≠ y. A:H → H
is referred to as a strongly monotone operator with α > 0 (α-strongly monotone operator) [14, Definition 25.2(iii)] if
⟨x − y, A(x) − A(y)⟩ ≥ α‖x − y‖2 for all x, y ∈ H . A:H → H is said to be inverse-strongly monotone with α > 0 (α-
inverse-strongly monotone) [15, Definition, p.200] (see [16, Definition 2.3.9(e)] for the definition of this operator, called
a co-coercive operator, on the finite spaces) if ⟨x − y, A(x) − A(y)⟩ ≥ α‖A(x) − A(y)‖2 for all x, y ∈ H . Let f :H → R
be a Fréchet differentiable function. Then, f is convex (resp. strictly convex) if and only if ∇f :H → H is monotone
(resp. strictly monotone) [14, Proposition 25.10]. If f :H → R is convex and if ∇f :H → H is Lipschitz continuous with
1/L (>0) (1/L-Lipschitz continuous) (i.e., ‖∇f (x)− ∇f (y)‖ ≤ (1/L)‖x− y‖(x, y ∈ H)), ∇f is L-inverse-strongly monotone
[17, Théorème 5].
The convexminimization problem is to find aminimizer of a convex function, f :H → R, over a nonempty, closed convex
set, C (⊂H). The solution set of the problem is denoted by
Argmin
x∈C
f (x) :=

x∗ ∈ C: f (x∗) = min
x∈C f (x)

.
When f :H → R is Fréchet differentiable, the variational inequality problem [18,19] for ∇f over C is to find a point in
VI(C,∇f ) := x∗ ∈ C: y− x∗,∇f (x∗) ≥ 0 for all y ∈ C .
The following proposition summarizes the relations between the convex minimization problem and the variational
inequality problem and the existence of a solution to the variational inequality problem.
Proposition 2.1. Let C (⊂H) be nonempty, closed, and convex, and let f :H → R be convex and Fréchet differentiable. Then,
(i) [18, Chapter II, Proposition 2.1 (2.1) and (2.2)] VI(C,∇f ) = Argminx∈C f (x);
(ii) [18, Chapter II, Proposition 2.1 (2.2) and (2.3)] VI(C,∇f ) = {x∗ ∈ C: ⟨y− x∗,∇f (y)⟩ ≥ 0(y ∈ C)};
(iii) [14, Theorem 25.C] VI(C,∇f ) ≠ ∅ when C is bounded;
(iv) [14, Corollary 25.15] {x∗} = VI(C,∇f ) when C is bounded and f is strictly convex (i.e., ∇f is strictly monotone).
2.2. Nonexpansivity and fixed point set
T :H → H is referred to as a nonexpansive mapping [20–24] if ‖T (x) − T (y)‖ ≤ ‖x − y‖ for all x, y ∈ H . The following
proposition leads us to the important property of the fixed point set, denoted by Fix (T ) := {x ∈ H: T (x) = x}, of a
nonexpansive mapping T [20, Proposition 5.3].
Proposition 2.2. Fix (T ) is closed and convex when T :H → H is nonexpansive.
Given a nonempty, closed convex subset, C (⊂H), the mapping that assigns every point, x ∈ H , to its unique nearest
point in C is called the metric projection onto C and is denoted by PC , i.e., PC (x) ∈ C and ‖x − PC (x)‖ = infy∈C ‖x − y‖.
The metric projection, PC , is a typical nonexpansive mapping satisfying Fix (PC ) = C [22, p. 371], [23, Theorem 2.4-3],
[24, Theorem 3.1.4(i)]. For other examples of nonexpansive mappings, see [2, Section 4] and Eq. (3).
The following proposition describes that a mapping generated by the gradient of a convex function becomes
nonexpansive.
Proposition 2.3. Let f :H → R be convex and Fréchet differentiable, and let ∇f :H → H be 1/L-Lipschitz continuous. For
λ ∈ [0, 2L], Sλ:H → H defined for all x ∈ H by
Sλ(x) := x− λ∇f (x)
satisfies the nonexpansivity.
Proof. The convexity of f and the 1/L-Lipschitz continuity of ∇f guarantee that ∇f is L-inverse-strongly monotone
[17, Théorème 5]. Hence, we have, for all λ ∈ [0, 2L] and for all x, y ∈ H ,
‖Sλ(x)− Sλ(y)‖2 = ‖(x− λ∇f (x))− (y− λ∇f (y))‖2
= ‖x− y‖2 − 2λ⟨x− y,∇f (x)−∇f (y)⟩ + λ2‖∇f (x)−∇f (y)‖2
≤ ‖x− y‖2 − 2Lλ‖∇f (x)−∇f (y)‖2 + λ2‖∇f (x)−∇f (y)‖2
= ‖x− y‖2 + λ(λ− 2L)‖∇f (x)−∇f (y)‖2 ≤ ‖x− y‖2.
Therefore, Sλ satisfies the nonexpansivity. 
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We need the following proposition [25] to prove the main theorem in this paper.
Proposition 2.4. Assume that (an)n∈N ⊂ R+ satisfies an+1 ≤ (1 − αn)an + αnβn (n ∈ N), where (αn)n∈N ⊂ (0, 1] and
(βn)n∈N ⊂ R with∑∞n=1 αn = ∞ and lim supn→∞ βn ≤ 0. Then, limn→∞ an = 0.
3. Optimization for convex minimization problems for strictly convex objective functions over fixed point set
In this section, we consider the following convex optimization problem.
Problem 3.1. Under the assumptions that
(A1) f :H → H is strictly convex and Fréchet differentiable,
(A2) ∇f :H → H is 1/L-Lipschitz continuous, and
(A3) T :H → H is a nonexpansive mapping with Fix (T ) ≠ ∅,
minimize f (x) subject to x ∈ Fix (T ),
where Argminx∈Fix (T )f (x) ≠ ∅ is assumed.
Regarding examples of satisfyingAssumptions (A1)–(A3) and the existence anduniqueness of the solution to Problem3.1,
we get the following.
Remark 3.1. (a) Suppose that Ui:R → R (i = 1, 2, . . . ,M) is strictly concave and that U′i is 1/Li-Lipschitz continuous
(for example, Ui(·) := wi log(·) (wi > 0) is strictly concave on (0,∞), and U′i is (wi/s2i )-Lipschitz continuous on
[si,∞)(si > 0)). Then, f :RM → R defined by f (x) := −∑Mi=1Ui(xi) (x := (x1, x2, . . . , xM)T ∈ RM) satisfies the strict
convexity, and ∇f satisfies (maxi=1,2,...,M 1/Li)-Lipschitz continuity. Examples of nonexpansive mappings are obtained
in Eq. (3) and Proposition 2.3.
(b) When Fix (T ) is bounded, the strict convexity of f (i.e., the strict monotonicity of ∇f ) and Proposition 2.1(i) and (iv)
mean the existence and uniqueness of the solution to Problem 3.1.
(c) Consider Problem 3.1 with T :RS → RS defined by Eq. (3). Since Cl0 is bounded, Proposition 2.2 guarantees that
CΦˆ = Fix (T ) (⊂Cl0) is nonempty, bounded, closed, and convex. Accordingly, Remark 3.1(b) ensures the existence and
uniqueness of the solution to Problem 3.1.
(d) Assume Argminx∈Fix (T )f (x) ≠ ∅ and let x∗, x⋆ ∈ Argminx∈Fix (T )f (x). Then, Proposition 2.1(i) guarantees that ⟨x⋆ −
x∗,∇f (x∗)⟩ ≥ 0 and ⟨x∗ − x⋆,∇f (x⋆)⟩ ≥ 0; hence, ⟨x⋆ − x∗,∇f (x⋆) − ∇f (x∗)⟩ ≤ 0. Therefore, the strict monotonicity
of ∇f ensures that x∗ = x⋆, i.e., Problem 3.1 has a unique solution.
3.1. Proposed algorithm and its convergence analysis
We propose a fixed point optimization algorithm for solving Problem 3.1.
Algorithm 3.1. Step 0. Choose x0 ∈ H arbitrarily, set λ0 ∈ (0, 1), α0 ∈ (0, 1], and d0 := −∇f (x0), and let n := 0.
Step 1. Given xn ∈ H and dn ∈ H , choose λn ∈ (0, 1) and αn ∈ (0, 1] and compute xn+1 ∈ H by
yn := T (xn + λndn) ,
xn+1 := αnx0 + (1− αn)yn. (4)
Step 2. Choose βn+1 ∈ (0, 1] and compute the direction, dn+1 ∈ H , by
dn+1 := −∇f (xn+1)+ βn+1dn. (5)
Update n := n+ 1 and go to Step 1.
We can see that dn+1 (n ∈ N) is defined by the so-called conjugate gradient direction [26, Chapter 5], [4] and that
xn+1 (n ∈ N) is defined by a convex combination of x0 and yn. The definition of xn+1 is based on an idea of a fixed point
algorithm for finding a fixed point of a nonexpansive mapping T , xn+1 := αnx0 + (1− αn)T (xn), proposed by Halpern [12]
and Wittmann [13].
Now we perform the convergence analysis for Algorithm 3.1.
Theorem 3.1. Assume that (yn)n∈N is bounded and that (λn)n∈N ⊂ (0, 2L], (αn)n∈N ⊂ (0, 1], and (βn)n∈N ⊂ (0, 1] are
decreasing sequences which converge to 0 and satisfy (i)
∑∞
n=0 αn = ∞, (ii) limn→∞(1/αn+1) | 1/λn+1 − 1/λn |=
0, (iii) limn→∞(1/λn+1) | 1 − αn/αn+1 |= 0, (iv) limn→∞ αn/λn = 0, (v) λn/λn+1 ≤ σ for some σ ≥ 1,
and (vi) limn→∞ βn/αn+1 = 0. Then, (xn)n∈N in Algorithm 3.1 weakly converges to a unique solution to Problem 3.1.
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Regarding the bounded condition of (yn)n∈N, conditions (i)–(vi), and comparisons of Algorithm 3.1 with the method
proposed in [4], we get the following.
Remark 3.2. (a) Let T :RS → RS be a nonexpansive mapping defined in Eq. (3). Then, the definition of yn (n ∈ N) implies
that (yn)n∈N ⊂ Cl0 . Hence, the boundedness of Cl0 ensures that (yn)n∈N is bounded.
(b) Examples of (λn)n∈N, (αn)n∈N, and (βn)n∈N with the conditions in Theorem 3.1 are λn := 2L/(n+ 1)a, αn := 1/(n+ 1)b,
and βn := 1/(n + 2)c (a ∈ (0, 1/2), b ∈ (a, 1 − a), b < c). Maingé and Moudafi [27] presented an iterative algorithm
with step-size sequences satisfying conditions (i)–(iv) for solving hierarchical fixed point problems.
(c) Suppose that (λn)n∈N ⊂ (0,∞), (αn)n∈N ⊂ (0, 1], and (βn)n∈N ⊂ (0, 1] satisfy the conditions in Theorem 3.1. The
condition, λn ≤ 2L (n ∈ N), is needed to satisfy the condition that Sλn is nonexpansive (see Proposition 2.3). If L is
known at the start, we can choose (λn)n∈N ⊂ (0, 2L]. Even if we do not know L, by limn→∞ λn = 0, there exists m ∈ N
such thatλn ≤ 2L for all n ≥ m. Accordingly, for sufficiently largem, (λn)n≥m with the conditions in Theorem3.1 satisfies
(λn)n≥m ⊂ (0, 2L]. Hence, from Theorem 3.1, (xn)n≥m in Algorithm 3.1 weakly converges to the solution to Problem 3.1
(if (yn)n≥m is bounded). Therefore, the weak convergence of Algorithm 3.1 to the solution to Problem 3.1 is guaranteed
regardless of the choice of L.
(d) Algorithm 3.1, when αn := 0 (n ∈ N), is coincident with the method proposed in [4]. The algorithm strongly converges
to a unique solution to Problem 3.1 with Assumption (A1)’ ‘‘f :H → R is strongly convex and Fréchet differentiable’’ in
place of Assumption (A1), while Algorithm 3.1 weakly converges to the solution to Problem 3.1 with Assumption (A1).
3.2. Proof of Theorem 3.1
In this subsection, we prove Theorem 3.1. We first show the following lemma.
Lemma 3.1. Let (λn)n∈N ⊂ (0,∞), (αn)n∈N ⊂ (0, 1], and (βn)n∈N ⊂ (0, 1] with limn→∞ βn = 0 and suppose that (yn)n∈N is
bounded. Then, (xn)n∈N, (∇f (xn))n∈N, and (dn)n∈N in Algorithm 3.1 are bounded.
Proof. From the definition of xn (n ∈ N) and the boundedness of (yn)n∈N, (xn)n∈N is bounded. Let x ∈ H . Then, the Lipschitz
continuity of ∇f guarantees that ‖∇f (xn) − ∇f (x)‖ ≤ (1/L)‖xn − x‖ for all n ∈ N. Hence, the boundedness of (xn)n∈N
ensures that (∇f (xn))n∈N is bounded.
From limn→∞ βn = 0, there exists n1 ∈ N such that βn ≤ 1/2 for all n ≥ n1. We putM1 := sup{‖∇f (xn)‖: n ∈ N} <∞
and M¯1 := max{M1, ‖dn1‖}. Then, we have ‖dn1‖ ≤ 2M¯1. Eq. (5) implies that ‖dn+1‖ ≤ ‖∇f (xn+1)‖ + βn+1‖dn‖ ≤
M¯1 + (1/2)‖dn‖ for all n ≥ n1. Now we suppose that ‖dn‖ ≤ 2M¯1 for some n ≥ n1. Then, we find that ‖dn+1‖ ≤ 2M¯1.
Accordingly, induction guarantees that ‖dn‖ ≤ 2M¯1 for all n ≥ n1, i.e., (dn)n∈N is bounded. 
Next we prove the following lemma.
Lemma 3.2. Suppose that (yn)n∈N is bounded. Let (λn)n∈N ⊂ (0, 2L], (αn)n∈N ⊂ (0, 1], and (βn)n∈N ⊂ (0, 1] satisfy the
conditions in Theorem 3.1. Then,
lim
n→∞
‖xn+1 − xn‖
λn
= 0, lim
n→∞
‖xn − yn‖
λn
= 0, and lim
n→∞ ‖xn − T (xn)‖ = 0
hold.
Proof. Assumptions (A1) and (A2), Proposition 2.3, and the conditions, λn+1 ≤ λn and βn+1 ≤ βn (n ∈ N), guarantee that,
for all n ≥ 1,
‖yn+1 − yn‖ = ‖T (xn+1 + λn+1dn+1)− T (xn + λndn)‖
≤ ‖(xn+1 + λn+1dn+1)− (xn + λndn)‖
≤ ‖(xn+1 + λn+1(−∇f (xn+1)+ βn+1dn))− (xn + λn(−∇f (xn)+ βndn−1))‖
= ‖(xn+1 − λn+1∇f (xn+1))− (xn − λn+1∇f (xn))+ (λn − λn+1)∇f (xn)+ λn+1βn+1dn − λnβndn−1‖
≤ ‖(xn+1 − λn+1∇f (xn+1))− (xn − λn+1∇f (xn))‖
+ |λn − λn+1|‖∇f (xn)‖ + λn+1βn+1‖dn‖ + λnβn‖dn−1‖
≤ ‖xn+1 − xn‖ +M1|λn − λn+1| +M2λnβn,
whereM1 := sup{‖∇f (xn)‖: n ∈ N} <∞ andM2 := sup{2‖dn‖: n ∈ N} <∞. Hence, we obtain, for all n ≥ 1,
‖xn+1 − xn‖ = ‖(αnx0 + (1− αn)yn)− (αn−1x0 + (1− αn−1)yn−1)‖
= ‖(1− αn)(yn − yn−1)+ (αn − αn−1)(x0 − yn−1)‖
≤ (1− αn)‖yn − yn−1‖ + |αn − αn−1|‖x0 − yn−1‖
≤ (1− αn) {‖xn − xn−1‖ +M1|λn − λn−1| +M2λn−1βn−1} +M3|αn − αn−1|
≤ (1− αn)‖xn − xn−1‖ +M1|λn − λn−1| +M2λn−1βn−1 +M3|αn − αn−1|,
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whereM3 := sup{‖x0 − yn‖: n ∈ N} <∞. Accordingly, we have from λn ≤ 2L (n ∈ N) and condition (v) that, for all n ≥ 1,
‖xn+1 − xn‖
λn
≤ (1− αn)‖xn − xn−1‖
λn
+M1 |λn − λn−1|
λn
+M2 λn−1
λn
βn−1 +M3 |αn − αn−1|
λn
≤ (1− αn)‖xn − xn−1‖
λn−1
+ (1− αn)
‖xn − xn−1‖
λn
− ‖xn − xn−1‖
λn−1

+M1 |λn − λn−1|
λn
+ σM2βn−1 +M3 |αn − αn−1|
λn
≤ (1− αn)‖xn − xn−1‖
λn−1
+M4(1− αn)
 1λn − 1λn−1
+M1 |λn − λn−1|λn + σM2βn−1 +M3 |αn − αn−1|λn
≤ (1− αn)‖xn − xn−1‖
λn−1
+M4αn 1
αn
 1λn − 1λn−1

+ 2LM1αn 1
αn
|λn − λn−1|
2Lλn
+ σM2αn βn−1
αn
+M3αn 1
αn
|αn − αn−1|
λn
≤ (1− αn)‖xn − xn−1‖
λn−1
+M4αn 1
αn
 1λn − 1λn−1

+ 2LM1αn 1
αn
 1λn−1 − 1λn
+ σM2αn βn−1αn +M3αn 1λn
1− αn−1αn
 ,
whereM4 := sup{‖xn+1 − xn‖: n ∈ N} <∞. Therefore, Proposition 2.4 and conditions (i)–(iii), and (vi) ensure that
lim
n→∞
‖xn+1 − xn‖
λn
= 0. (6)
From ‖xn− yn‖ ≤ ‖xn− xn+1‖+‖xn+1− yn‖ = ‖xn+1− xn‖+αn‖x0− yn‖ ≤ ‖xn+1− xn‖+M3αn, we obtain, for all n ∈ N,
‖xn − yn‖
λn
≤ ‖xn+1 − xn‖
λn
+M3 αn
λn
.
Therefore, Eq. (6) and condition (iv) guarantee that
lim
n→∞
‖xn − yn‖
λn
= 0. (7)
Eq. (7) and the convergence of (λn)n∈N to 0 imply that limn→∞ ‖xn − yn‖ = 0. Moreover, from ‖yn − T (xn)‖ = ‖T (xn +
λndn) − T (xn)‖ ≤ λn‖dn‖ (n ∈ N) and the boundedness of (dn)n∈N, limn→∞ ‖yn − T (xn)‖ = 0 holds. Accordingly, we find
from ‖xn − T (xn)‖ ≤ ‖xn − yn‖ + ‖yn − T (xn)‖ (n ∈ N) that
lim
n→∞ ‖xn − T (xn)‖ = 0.  (8)
Lemma 3.2 leads us to the existence of a subsequence of (xn)n∈N weakly converging to a solution to Problem 3.1.
Lemma 3.3. Assume that the assumptions in Theorem 3.1 are satisfied. Then, the following hold.
(i) There exist a subsequence, (xni)i∈N, of (xn)n∈N and a point, xˆ ∈ Fix (T ), such that (xni)i∈N weakly converges to xˆ.
(ii) xˆ ∈ Argminx∈Fix (T )f (x).
Proof. (i) The boundedness of (xn)n∈N guarantees the existence of (xni)i∈N (⊂(xn)n∈N) and a point, xˆ ∈ H , such that (xni)i∈N
weakly converges to xˆ. Let us assume that xˆ ∉ Fix (T ). Then, Opial’s condition,5 Eq. (8), and the nonexpansivity of T imply
that
lim inf
i→∞ ‖xni − xˆ‖ < lim infi→∞ ‖xni − T (xˆ)‖
= lim inf
i→∞ ‖xni − T (xni)+ T (xni)− T (xˆ)‖ = lim infi→∞ ‖T (xni)− T (xˆ)‖
≤ lim inf
i→∞ ‖xni − xˆ‖.
This is a contradiction. Therefore, xˆ ∈ Fix (T ).
5 Suppose that (xn)n∈N(⊂H) weakly converges to xˆ ∈ H and x¯ ≠ xˆ. Then, the following condition, called Opial’s condition [28], is satisfied:
lim infn→∞ ‖xn − xˆ‖ < lim infn→∞ ‖xn − x¯‖.
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(ii) Let y ∈ Fix (T ) be fixed arbitrarily. We deduce from condition (A3) and the monotonicity of ∇f that, for all n ≥ 1,
‖yn − y‖2 = ‖T (xn + λndn)− T (y)‖2 ≤ ‖(xn − y)+ λndn‖2
= ‖xn − y‖2 + 2λn⟨xn − y, dn⟩ + λ2n‖dn‖2
= ‖xn − y‖2 + 2λn⟨xn − y,−∇f (xn)+ βndn−1⟩ + λ2n‖dn‖2
≤ ‖xn − y‖2 + 2λn⟨y− xn,∇f (y)⟩ +M5λnβn +M6λ2n,
whereM5 := sup{2|⟨xn+1 − y, dn⟩|: n ∈ N} <∞ andM6 := sup{‖dn‖2: n ∈ N} <∞. Therefore, we find that, for all n ∈ N,
0 ≤ 1
λn
‖xn − y‖2 − ‖yn − y‖2+ 2 ⟨y− xn,∇f (y)⟩ +M5βn +M6λn
= (‖xn − y‖ + ‖yn − y‖) ‖xn − y‖ − ‖yn − y‖
λn
+ 2 ⟨y− xn,∇f (y)⟩ +M5βn +M6λn
≤ M7 ‖xn − yn‖
λn
+ 2 ⟨y− xn,∇f (y)⟩ +M5βn +M6λn,
whereM7 := sup{‖xn − y‖ + ‖yn − y‖: n ∈ N} <∞. Accordingly, Eq. (7), the weak convergence of (xni)i∈N to xˆ ∈ Fix (T ),
and the convergence of (λn)n∈N and (βn)n∈N to 0 ensure that
0 ≤ ⟨y− xˆ,∇f (y)⟩ for all y ∈ Fix (T ).
This inequality and Proposition 2.1(ii) guarantee that 0 ≤ ⟨y − xˆ,∇f (xˆ)⟩ (y ∈ Fix (T )). Therefore, from Proposition 2.1(i),
we get xˆ ∈ Argminx∈Fix (T )f (x). 
By using Lemma 3.3, we can prove Theorem 3.1.
Proof of Theorem 3.1. Since f :H → R is strictly convex, the uniqueness of the solution, x∗, to Problem 3.1 is guaranteed
(Remark 3.1(d)). Hence, Lemma 3.3 ensures that there exists a subsequence, (xni)i∈N, of (xn)n∈N such that (xni)i∈N weakly
converges to x∗. Let us take another weakly converging subsequence, (xnj)j∈N, of (xn)n∈N. Then, from Lemma 3.3, we can
prove that (xnj)j∈N also weakly converges to x
∗ with ⟨x∗, w⟩ = limi→∞⟨xni , w⟩ (w ∈ H), that is, any subsequence of (xn)n∈N
weakly converges to x∗. Therefore, we can conclude that (xn)n∈N weakly converges to x∗. 
4. Application to network bandwidth allocation
In this section, we apply Algorithm 3.1 to the network bandwidth allocation problem (for details, see Section 1.2).
Problem 4.1. Suppose that the utility function of source s (s ∈ S) is defined as in Eq. (1) and T :RS → RS is defined as in
Eq. (3). Then,
find

x∗
 = Argmin
x∈Fix (T )

−
−
s∈S
Us(xs)

.
Let us consider a simple network with two links and three sources, as in Fig. 1, and find the weighted proportionally fair
bandwidth allocation for the network. We assume c1 := 3, c2 := 4, r1 := 3, r2 := 4, and r3 := 5. Then, Cls and Dss can be
defined as follows: Cl := {(x1, x2, x3)T ∈ R3+: xl + x3 ≤ cl} (l = 1, 2) and Ds := {(x1, x2, x3)T ∈ R3+: xs ≥ rs} (s = 1, 2, 3).
In this case, we note that C ∩ D := l∈L Cl ∩ s∈S Ds = ∅. Hence, we introduce CΦˆ with l0 := 1, which is a subset
of C1 with the elements closest to C2 and Dss in the sense of the weighted norm. We chose u := ul = 0.99 and
v := vs = 0.01/3 with u + 3v = 1 and u/3v = 99, and used a nonexpansive mapping, T :R3 → R3, defined by
T := PC1(0.99PC2 + (0.01/3)(PD1 + PD2 + PD3)). We used λn := µ/(n + 1)0.25 (µ := 1, 10−1), αn := 1/(n + 1)0.5,
and βn := 1/(n + 2) (n ∈ N) satisfying the conditions in Theorem 3.1. We chose five random initial points and executed
Algorithm 3.1 for any initial point. Figs. 2 and 3 plot the mean values of the fifth execution. For the cases described below,
we verified that Algorithm 3.1 satisfies xn ∈ CΦ(n ≥ 200) using xn ∈ C ∩ Fix (T ) ⊂ CΦ . Theorem 3.1 guarantees that
(xn)n∈N converges to a unique solution to Problem 4.1. The computer used in the experiment had an Intel Boxed Core i7
i7-870 2.93 GHz 8M CPU and 8 GB of memory. The language was MATLAB 7.9.
We consider the case in which the utility function of source s is defined by Us(x) := log x and of µ := 1. Fig. 2
describes the bandwidth allocation for each source and the required iterations of Algorithm 3.1. The figure and Theorem 3.1
show that Algorithm 3.1 converges to the unique solution to Problem 4.1. The proportionally fair allocation of each source
is, respectively, x∗1 ≈ 1.6372, x∗2 ≈ 2.6471, and x∗3 ≈ 1.3319, and the utility functions at the allocation satisfy that
U3(x∗3) < U1(x
∗
1) < U2(x
∗
2).
We next consider the case inwhich the utility function of source s is defined by U¯s(x) := ws log x and ofµ := 10−1, where
theweighted parameter of each source is, respectively,w1 := 1, w2 := 5, andw3 := 10. From Fig. 3 and Theorem3.1, we can
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x1 x2
c2c1
x3
Fig. 1. Network with two links and three sources with c1 := 3, c2 := 4, r1 := 3, r2 := 4, and r3 := 5.
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Fig. 2. Bandwidth of sources 1, 2, and 3 whenUs(xs) := log xs (s = 1, 2, 3) (CPU time to compute x1000 was about 0.1 s).
Ba
nd
wi
dt
h
Number of iterations
Source 2
Source 1
Source 3
2.2
2
1.8
1.6
1.4
1.2
1
0.8
0 200 400 600 800 1000
Fig. 3. Bandwidth of sources 1, 2, and 3 when U¯s(xs) := ws log xs (s = 1, 2, 3), w1 := 1, w2 := 5, and w3 := 10 (CPU time to compute x1000 was about
0.1 s).
see that Algorithm 3.1 converges to the unique solution to Problem 4.1. The weighted proportionally fair allocation of each
source is, respectively, x⋆1 ≈ 0.9265, x⋆2 ≈ 1.8853, and x⋆3 ≈ 2.0514. From Figs. 2 and 3, we note that the utility functions
at the weighted proportionally fair allocation satisfy that U¯1(x⋆1) < U¯2(x
⋆
2) < U¯3(x
⋆
3), while the utility functions at the
proportionally fair allocation satisfy that U3(x∗3) < U1(x
∗
1) < U2(x
∗
2). Such a trend comes from the concept of weighted
proportional fairness such that a large bandwidth is allocated to a source with a large weighted parameter to increase the
sum of the utility functions.
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