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ABSTRACT 
Pipeline for efficient mapping of transcription factor binding 
sites and comparison of their models 
Wail Ba alawi 
 
The control of genes in every living organism is based on activities of 
transcription factor (TF) proteins. These TFs interact with DNA by binding to the TF 
binding sites (TFBSs) and in that way create conditions for the genes to activate. Of the 
approximately 1500 TFs in human, TFBSs are experimentally derived only for less than 
300 TFs and only in generally limited portions of the genome. To be able to associate TF 
to genes they control we need to know if TFs will have a potential to interact with the 
control region of the gene. For this we need to have models of TFBS families. The 
existing models are not sufficiently accurate or they are too complex for use by ordinary 
biologists. To remove some of the deficiencies of these models, in this study we 
developed a pipeline through which we achieved the following: 
1. Through a comparison analysis of the performance we identified the best models with 
optimized thresholds among the four different types of models of TFBS families. 
2. Using the best models we mapped TFBSs to the human genome in an efficient way.  
The study shows that a new scoring function used with TFBS models based on the 
position weight matrix of dinucleotides with remote dependency results in better 
accuracy than the other three types of the TFBS models. The speed of mapping has been 
improved by developing a parallelized code and shows a significant speed up of 4x when 
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going from 1 CPU to 8 CPUs. To verify if the predicted TFBSs are more accurate than 
what can be expected with the conventional models, we identified the most frequent pairs 
of TFBSs (for TFs E4F1 and ATF6) that appeared close to each other (within the distance 
of 200 nucleotides) over the human genome. We show unexpectedly that the genes that 
are most close to the multiple pairs of E4F1/ATF6 binding sites have a co-expression of 
over 90%. This indirectly supports our hypothesis that the TFBS models we use are more 
accurate and also suggests that the E4F1/ATF6 pair is exerting the control over these 
genes.  
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Chapter I: Introduction and Background 
 
 
Genes are parts of DNA and their activation requires a combinatorial and 
synergistic activity of a group of regulatory proteins and polymerases [1]. One class of 
such regulatory proteins is represented by transcription factors (TFs) that bind to the 
DNA within the regulatory regions of genes [1]. Among these regulatory regions the key 
ones are considered to be represented by promoters which are overlapping the 5‟ part end 
of the gene and extend further upstream of the gene. These regulatory regions contain 
short fragments/motifs of the length of 5bp to 25bp where TFs bind [2]. These motifs on 
the DNA are known as TF binding sites (TFBSs). In principle, different TFs bind 
different families of TFBSs. However, frequently, several TFs can bind to the motifs of 
the same TFBS family although with different affinity [3, 4]. In order to understand fully 
the regulation of transcription initiation, one has to know which TFs are controlling 
which gene. For that, one has to find out the connections between TFs, TFBSs, and genes 
so that links of the form “TFs  TFBSs  gene” can be derived [3]. With computational 
methods the usual way to make the link “TF  TFBS” is by predicting/identifying 
TFBSs on the DNA sequence. The links of the form “TFBS  gene” are normally found 
by looking at the proximity of predicted/identified TFBS to the gene location. Since TFs 
are considered to control the key aspects of transcription initiation and thus have a great 
impact on the regulation of gene expression, one of the significant goals in molecular 
biology has been to understand sequence-specific binding of TFs to DNA. Research 
studies have shown that there is a lot of variability in the motifs of a single TFBS family 
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and that these motifs when used for an exact search for TFBSs will lead to poor 
results[5]. Hence, different approaches have been introduced in order to model and 
represent these families of motifs. In our case, these families represent TFBS families. 
Such models of TFBS families can then be used to predict the presence on the DNA of 
motifs similar to those from the modeled TFBS family. Important issues that need to be 
considered when using these approaches for TFBSs prediction are to minimize false 
positive rate (over-prediction error) and to minimize false negative rate (under-prediction 
error) [6] . The most popular models of the TFBS families are those based on position 
weight matrices (PWMs) [5] of mono nucleotides. More complex and more sophisticated 
models for the same purpose are those based on Markov chain [7, 8], Hidden Markov 
Models [9, 10] and models that use remote dependencies between the positions in TFBSs. 
Unfortunately, these models, while providing some improvements in accuracy over the 
PWM models, still appear not to be sufficiently accurate. PWM based models and 
Hidden Markov models for sufficiently high sensitivity do not show good specificity of 
predictions. In other words, if they have to predict most, say 80% or more, of the real 
TFBSs, they will produce a huge number of false positive predictions so that the 
predictions will become meaningless since real predictions are going to be buried in the 
large number of the false ones and we will have no means to distinguish real from false. 
To improve the accuracy of the TFBS predictions, many modifications of the TFBS 
modeling methods were proposed [11, 12] but these methods appear not to be widely 
accepted due to their inherent complexity.  
Among the methods that did find wider use and thus appeared to be the most 
useful and practical, were those where the matching of a DNA sequence to the 
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mononucleotide PWM model generates two scores for each matching instead of usually 
one [13, 14]. These modifications of PWM scoring matches resulted in a significant 
overall increase of prediction accuracy while retaining the simplicity of the PWM 
models. However, they still appear to be insufficiently good for annotation on the 
genome-wide scale. The use of the more complex models based on remote dependencies 
between nucleotides at different positions have shown more promising results [15]. The 
last reported results [15] were based on the algorithm developed in Python [16] and 
appeared to be very slow for any genome-wide applications.  
This study aims at analyzing suitability of the simple TFBS models for genome-
wide mapping of TFBSs. To do this we will: 
a. Automate the optimization process for determination of optimized thresholds. 
b. Perform a comparison analysis of four different types of TFBS models and 
select, for a number of TFBS families, the best model (out of the four 
analyzed).  
c. Develop a pipeline that enables efficient genome-wide annotation of human 
(or mammalian) DNA with TFBSs using computational models from b/ by 
parallelizing prediction algorithms. 
d.  Make preliminary analysis of the most frequent close (to each other) 
predictions of TFBSs from step c as an indirect verification of the quality of 
predictions.   
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If these goals are achieved these will provide for the collection of the best (most 
accurate) models out of the four that will be tested, and will enable efficient mapping of 
TFBSs to large genomes.  
We compared the accuracy of predictions of four types of models for 250 TFBS 
families for mammalian species. The models we used were those based on:  
a.  PWM of mononucleotides with one matching score,  
b.  PWM of mononucleotides with a variant of scoring function that results in 
two matching scores (private communication with Vladimir Bajic and Shariful 
Islam Bhuyan),  
c.  RDM of dinucleotides with one matching score, and  
d.  RDM of dinucleotides with two matching scores (private communication 
with Vladimir Bajic).  
This study provided the following new developments and outcomes. We 
developed a pipeline for prediction of TFBSs on the genome-wide scale that for each 
TFBS family uses the best of the four types of models available. Such approach resulted 
in the most accurate (to the best of my knowledge) to date predictions of a number of 
TFBSs for 100 TFBS families. We annotated human genome with the 100 TFBS families 
and analyzed co-appearance of these TFBSs in close proximity. The regions in DNA that 
are enriched with predicted TFBSs are annotated and linked to the closest neighboring 
downstream genes within 100,000 bp distance. We found six pairs of TFs whose binding 
sites frequently appear close to each other (within the maximum mutual distance of 200 
bp). The analysis of the genes presumably controlled by the most frequent TF pair (for 
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TFs E4F1 and ATF6) shows that the most close genes to multiple E4F1/ATF6 pairs of 
TFBSs co-express at the level of 91.91% which is highly unexpected, but supports the 
idea that the pair of TFs is required for control of specific gene groups.   
The report is organized as follows. Chapter I gives an introduction about the 
thesis research and some relevant background. In Chapter II, we discuss some of the 
representations that are used for describing a set of TFBS families. After that in Chapter 
III we describe the methodology and the logic behind the proposed pipeline and in 
Chapter IV we describe some of the implementation details of that pipeline. In Chapter V 
we show some analysis of the accuracy and the performance of the pipeline. In Chapter 
VI we show some biological relevance to the work we did. Finally, in Chapter VII, 
conclusion is drawn based on the work done.     
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Chapter II: Models of TFBS families 
 
 
In this chapter we describe several of the models that can be used for modeling 
TFBS families.  Two of the most popular models and representations of the TFBS 
families are [5]: Consensus Sequences and PWM of mononucleotides. We will also 
describe a third model based on RDM of dinucleotides [15]. 
 
II.1: Consensus Sequences 
 
A consensus sequence [17] is a model represented as an „average‟ nucleotide 
sequence that characterizes a set of TFBS motifs. This model matches all of the motifs 
from which it is derived closely but not necessarily exactly. There are two common 
representations of consensus sequences. One representation is based on the IUPAC 
nomenclature [18] that uses single letter codes (see Table1, and Cons Seq1 in Table 2) to 
represent which nucleotide is at which position. Another representation is the so-called 
majority consensus [19] in which at each position, the nucleotide with the highest 
frequency will be chosen to be part of the consensus sequence (see Cons Seq2 in Table 
2).  
Symbol A C G T R Y M K 
Meaning A C G T A/G C/T A/C G/T 
Symbol S W H B V D N  
Meaning C/G A/T A/C/T C/G/T A/C/G A/G/T A/C/G/T  
 
Table 1: IUPAC nomenclature with single letter codes. 
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 1 2 3 4 5 6 7 8 
Seq1 A C T C A T A G 
Seq2 A G G C A T A C 
Seq3 A C G G A T A C 
Seq4 A C G C A T A C 
Seq5 A G G C A T A G 
         
Cons 
Seq1 
A S K S A T A S 
Cons 
Seq2 
A C G C A T A C 
 
Table 2: Consensus sequences based on IUPAC codes vs those based on majority nucleotide. Cons Seq1 
is the consensus sequence that describes the collection based on the contents at a position based on 
IUPAC codes. Cons Seq2 is the consensus sequence that describes the collection based on majority 
nucleotide at each position. 
A major limitation when using consensus sequences is that it is difficult to 
determine which consensus sequence is the best to represent a set of motifs. This is due to 
the ambiguity presented in a consensus sequence, which affects the sensitivity and the 
specificity of TFBS predictions based on the consensus sequence. In order to find a TFBS 
in a DNA sequence, that DNA sequence will be matched directly against the consensus 
sequence and the quality of the match will depend on how close is the DNA sequence to 
the consensus sequence. For example, Hamming distance [20] can be used to determine 
the distance of the matched DNA sequence to the consensus sequence. Although 
consensus sequences are frequently used due to their simplicity, they are not found to be 
very accurate for genome-wide mapping of TFBSs [17]. 
II.2: Position Weight Matrix (PWM) 
 
PWM [5], also known as position-specific weight matrix (PSWM), is a simple 
statistical representation of the set of TFBS motifs. They are the most popular way of 
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representing collections of aligned motifs as PWMs are relatively simple and they result 
in much more accurate models of TFBS families than the consensus sequence [5].  
Because different experiments produced numerous collections of TFBSs, it is impossible 
to keep track of all of them. Two major databases, TRANSFAC [21] and JASPAR [22], 
were compiled to store many of these experimentally determined TFBSs and their 
derived PWM models. These databases contain various PWMs of different species and 
can be used for different kinds of computational experiments. Regrettably, PWM models 
are not sufficiently accurate and produce a flood of predictions. 
In order to build a PWM for a set of motifs each of length L, Position Frequency 
Matrix (PFM) is first constructed by building a matrix of dimensions 4 x L, in which 4 
rows correspond to the four different types of nucleotides (A, C, G, T). The values of the 
PFM will be the frequency (the count) of each nucleotide at each position. PFM is then 
normalized to construct the corresponding PWM. There are many ways of normalization 
[5, 23] in order to make the produced matching score more comparable to each other 
when the lengths of PWMs are different and when the numbers of the motifs from which 
different PWMs are compiled are different. One way is to use the natural log function 
[23]: 
           
      
  
                   
where b = {A, C, G, T}, j = {1,…L}, L is the motif length, and    is the background 
frequency of the nucleotide b in the genome (usually   =0.25). Another way, which is 
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used in this study, is to sum the maximum frequency of each column in the PFM and then 
divide every element in PFM by the total summation [24] 
       
      
           
 
   
               
where b = {A, C, G, T} and j = {1,…L}, where L is the motif length. By doing that, we 
normalize the matching scores produced by the PWM to the range from 0 to 1.  
An important parameter that we can derive from the PWM is the information content (IC) 
[25] at each position: 
                                      
 
   
 
Here, b = {A, C, G, T}, i = {1 …. L} and L is the length of the motif. This parameter is 
important for our study as the two-scores matching procedure uses this information. 
 
 1 2 3 4 5 6 7 8 
A 5 0 0 0 5 0 5 0 
C 0 3 0 4 0 0 0 3 
G 0 2 4 1 0 0 0 2 
T 0 0 1 0 0 5 0 0 
(a) 
 1 2 3 4 5 6 7 8 
A 0.147 0 0 0 0.147 0 0.147 0 
C 0 0.088 0 0.117 0 0 0 0.088 
G 0 0.058 0.117 0.029 0 0 0 0.058 
T 0 0 0.029 0 0 0.147 0 0 
(b) 
 
Table 3: PFM and PWM example. (a) PFM of the motifs used in Table 2. (b) PWM of 
(a) using equation (2). 
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An example of PFM and PWM is shown in Table 3. Note that the summation of 
each column in PFM is the same and is equal to the number of motifs contributing to 
build the matrix. Also, note that the nucleotides that have maximum value at each 
position (underlined in Table 3) are the same as Cons Seq1 in Table 2 and so one can 
construct the consensus sequence from PWM but not the opposite. In order to find if 
TFBS can be predicted in a DNA sequence, that DNA sequence will be tested against a 
scoring function that return a score between 0 and 1. Based on a calculated threshold, the 
scoring function would predict whether there is a potential TFBS or not. There have been 
many studies in order to find the best scoring function and best threshold to be used [26-
30]. We will use the method as given in [24], where we sum the values of the PWM 
coefficient that corresponds to the found nucleotide in the tested sequence at each 
position. 
              
 
   
               
L is the length of the tested sequence and is equal to the motifs length, and b is the 
nucleotide found in the tested sequence at i-th position. 
A major assumption that is considered when using PWM for finding TFBS is that 
each position is independent from the others. That is, there is no influence of the 
appearance of nucleotides at different positions to the score calculated for each position 
of the motif collection represented by the PWM. Recent Studies have shown that this 
assumption is not correct [31, 32] even though in [33] it is argued that this independence 
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assumption may be good in practice. One example [15] where this assumption fails is if 
the TFBS motifs have 50% "A" and 50% "T" at position i and another 50% "A" and 50% 
"T" at position i+1, and that the motifs have only "TA" or "AT" at these positions. In this 
case, PWM will assign high probabilities to these pairs and at the same time will assign 
high probabilities to "AA" and "TT" that do not exist in the motifs collection that built 
the PWM. There are other generalization of PWM models that use dependencies between 
nucleotides in successive positions [24], where one can construct PWMs of successive 
dinucleotides, trinucleotides, etc. and use this for modeling the collection of DNA motifs. 
Such PWMs correspond to the Markov chain models of different orders [7, 8]. 
 
II.3: Remote Dependency Matrix (RDM) of Dinucleotides 
 
 RDM [15] of dinucleotides is another statistical representation of the sets of 
aligned TFBS motifs. It differs from PWM in that it takes into account the dependencies 
between nucleotides appearing at different positions and in this way completely 
eliminates the position independence assumption. In literature, there are different kinds of 
dependences that were used with PWMs of dinucleotids. One is to investigate the nearest-
neighbor position for dependency (Figure 1-a) [7, 8]. This corresponds to the Markov 
model of order 1 as it involves successive positions only. Another one, which we use in 
our system, is remote dependencies which mean that we look into all possible 
dependencies among all positions (Figure 1-b). 
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(a) 
 
   (b) 
 
  RDM is a matrix of dimension 16 x  
 
 
 , where L is the length of the motifs, and 
16 is the number of different combination of nucleotide pairs (AA, AC, AG, AT, CA, 
CC, …,TG, TT) that can be derived from the nucleotide set {A, C, G, T}. Table 4 shows 
an example of such RDM. RDM is constructed in the same way we build PWM but takes 
into account the dependencies between the nucleotides at different positions. First, 
Dinucleotide Frequency Matrix with remote dependencies (DFM) is constructed from the 
set of motifs using the frequency of appearance of each pair of nucleotides {A, C, G, T}. 
Then, we use equation (2) to normalize the DFM and we modify DFM to be: 
       
      
           
  
   
               
Figure 1: nearest-neighbor dependency vs remote dependency. (a) the dependencies that are 
considered when investigating nearest-neighbor position; (b) the dependencies that are considered 
when investigating remote dependencies. 
23 
 
Here L1 = {1….  
 
 
 }, L is the length of the motif, b is the dinucleotide, and j is the 
position of the dinucleotide in DFM. Note that this normalization is analogous to the one 
used in [24] and not on [15]. 
 After constructing the RDM, it can be used to predict TFBSs in a new test 
sequence. A scoring function and a calculated threshold are needed for this prediction 
process. A general scoring function is derived from [24] where the score is the 
summation of the value of the RDM at each dinucleotide presented in the tested window 
length according to the order described in Figure 1-b. 
 RDM shows in general better accuracy than PWM, as it takes into account more 
information. However, it requires more space and computational time than PWM because 
of its much larger dimensions. 
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 1 2 3 4 
Seq1 A C T C 
Seq2 A G G C 
Seq3 A C G G 
Seq4 A C G C 
(a) 
 1 2 3 4 5 6 
AA 3 0 3 0 0 0 
AC 1 3 1 0 0 0 
AG 0 1 0 0 0 0 
AT 0 0 0 0 0 0 
CA 0 0 0 0 0 0 
CC 0 0 0 0 2 0 
CG 0 0 0 2 1 0 
CT 0 0 0 1 0 0 
GA 0 0 0 0 0 0 
GC 0 0 0 0 1 2 
GG 0 0 0 1 0 1 
GT 0 0 0 0 0 0 
TA 0 0 0 0 0 1 
TC 0 0 0 0 0 0 
TG 0 0 0 0 0 0 
TT 0 0 0 0 0 0 
(b) 
 1 2 3 4 5 6 
AA 0.2 0 0.2 0 0 0 
AC 0.066 0.2 0.066 0 0 0 
AG 0 0.066 0 0 0 0 
AT 0 0 0 0 0 0 
CA 0 0 0 0 0 0 
CC 0 0 0 0 0.133 0 
CG 0 0 0 0.133 0.066 0 
CT 0 0 0 0.066 0 0 
GA 0 0 0 0 0 0 
GC 0 0 0 0 0.066 0.133 
GG 0 0 0 0.066 0 0.066 
GT 0 0 0 0 0 0 
TA 0 0 0 0 0 0.066 
TC 0 0 0 0 0 0 
TG 0 0 0 0 0 0 
TT 0 0 0 0 0 0 
(c) 
Table 4: DFM and DWM example. (a) Set of motifs; (b) DFM representing the motifs in 
(a); (c) DWM using the normalization equation (2). 
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Chapter III: Methodology  
  
In this study, we built a pipeline (Figure 2) that aims to achieve two objectives. 
One is to find the best model that represents a set of TFBS family among four different 
types of models. The second is to allow for efficient TFBS mapping by such models on 
the genome-scale.  
 
 
We have decided to implement four types of models: 
1. PWM of mononucleotides with one matching score (PWM1). The matching 
of a DNA sequence of the same length as the number of columns of PWM 
produces one value. This value (the matching score) is compared to a 
preselected threshold.  If the score is above the threshold we consider a 
matched DNA sequence to be a predicted TFBS. 
 
Figure 2: Flow diagram of the pipeline of the proposed system. 
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2. RDM of dinucleotide with one matching score (RDM1). The matching score 
is compared to a preselected threshold.  If the score is above the threshold we 
consider a matched DNA sequence to be a predicted TFBS. 
3. PWM with two matching scores (PWM2). Here we split the columns of PWM 
to critical and non-critical. To do this we take advantage of IC to distinguish 
the conserved nucleotides in a family of TFBSs (private communication with 
Vladimir Bajic and Shariful Islam Bhuyan). IC of each column (position in 
the motif) will be calculated and sorted. Then, we take the median (ICm) of 
the sorted IC values and mark that as our separation value for critical and non-
critical columns. This allows us to label positions in the PWM (columns of 
PWM) as being critical (if IC > ICm), and non-critical otherwise. The 
calculation of the scores is the same as before, but the scores are calculated 
separately for critical and for non-critical positions. This produces the two 
scores from one match of a DNA fragment of length L to the PWM (that has 
the same number of columns). The scoring function will then test those scores 
against the preselected thresholds that correspond to these two scores 
(critical/non-critical) and if both are above these thresholds then we predict 
that the matching DNA sequence is a TFBS. 
4.  RDM with two matching scores (RDM2). We apply the same methodology 
used with the PWM with two matching scores.  
Below we describe in more details the logic behind our proposed pipeline and how our 
two main objectives were addressed by the pipeline design.  
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III.1: Finding the best models and optimized thresholds for a set of motifs 
 
 Here we try to find the best model among our four types of models: PWM1, 
PWM2, RDM1 and RDM2. This comparison analysis has not been done before. In our 
approach we use the following data. For derivation of TFBS models we used the 
collection of TFBSs from TRANSFAC database [21]. To be able to evaluate model 
specificity we used a background set (BKG) consisting of 46445 randomly selected 
sequences from human genome (hg18) that are taken from each of the chromosomes 
proportionally to the chromosome size and in total make the size of 102 Mbp. We define 
the best model as the model with a threshold that maintains the highest sensitivity 
(sensitivity is the percentage of actual positives that were correctly identified as such, and 
here it was calculated on the set of TFBS motifs from which the TFBS models are 
derived, i.e. positive training set) while achieving the highest specificity (specificity is the 
percentage of negatives that were identified and here it was calculated on the BKG set 
that resembles human genome characteristics). Note that data sets used to calculate the 
sensitivity and specificity are different and the reason is because we aim to find the best 
sensitivities from the actual motifs (small number of short sequences) that built the model 
and then to train that model with these high sensitivities to get the best specificity 
measures on data set that resembles the human genome which is our target. Trying to find 
such a threshold that achieves the highest sensitivity and specificity, while not allowing 
sensitivity to drop below 80%, is a problem that can be described in computer science 
terminology as a discrete multi-criteria optimization problem with constraints. It is 
because we have two criteria (objectives) that conflict with each other and we want to 
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find an optimal solution that will best mange the trade-off between these two objectives 
while satisfying an explicit constraint of sensitivity. It is a discrete optimization as the 
objective functions change in discrete steps. Here our objectives are: a/ the highest 
sensitivity (but not less than 80%) where we aim for more coverage by the model and b/ 
the highest specificity where we aim for fewer false positive predictions. To solve our 
optimization problem we define the following elements: 
                         , where    is one of the four model types used in 
this study;          , where   is the threshold (scalar or 2-element vector) corresponding 
to        is the sensitivity that is calculated when applying     with   to the motifs data 
set, and    is the specificity that is calculated when applying     with   to BKG set. 
We define a function for sensitivity as              , and for specificity as 
                Now to find the optimal solutions we search for the pair         which 
satisfies the criteria: 
      
   
     
   
   
     
   
                       
We solve this optimization problem by implementing the following process: 
For PWM1 and RDM1, the sensitivity is calculated against the same set of motifs 
from which the model is built by applying the model with 0 as the threshold. This will 
produce a score for each motif in the set. We sort these scores from the highest to the 
smallest. Using the minimum of these scores as the threshold and applying the model 
again on the motif set would produce 100% sensitivity as all motifs will be recognized. 
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Using the second minimum score would decrease the sensitivity as the motif with the 
smaller score will not be recognized anymore. We keep increasing the threshold and 
marking the scores while maintaining the sensitivity to stay above 80%. After that, we 
use the model iteratively against BKG set to calculate the specificity of the model for 
each score. The specificity will be calculated by dividing the background sequence length 
by the number of predicted TFBSs by the model with the selected threshold. All these 
values will be stored and made available. Finding these values gives us a number of 
optimal solutions for our multi-criteria optimization problem. We consider the best 
threshold as the one that have the highest sensitivity and specificity according to (5). For 
PWM2, RDM2 the same process applies but rather than using the score as the threshold, 
the thresholds corresponding to critical score and the non-critical score that maintain our 
criteria will be used. Figure 3 shows the flow of this process.  We apply that process to 
the four types f models which results in the best threshold(s) for each type of models. 
After that, we choose a model from among these four different types that has the best 
sensitivity and specificity to be our best model for the respective TFBS family. 
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III.2: Mapping a set of models to large genome sequences 
 
Many programs for matching DNA sequences against TFBS models have been 
developed such as in [26-30]. All these programs scan the genomic sequence by sliding a 
„window‟ along it, match the DNA sequence within the window with the model of 
TFBSs, and produce the corresponding scores and predictions. The forward strand of the 
DNA genomic sequence is scanned, as well as its reverse complement. Our program for 
predicting TFBSs on the DNA differs from others in that it has the following combination 
of features that makes it unique: 
- It allows for efficient fast annotation of large genomes (like mammalian genomes) 
by TFBS predictions due to the use of parallelization algorithms. 
Figure 3: Flow diagram of the process of finding the best model threshold(s). 
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- It produces a relatively small number of predictions (of the 1 to 2 order of 
magnitude less than other similar algorithms for the same sensitivity level, such as 
for example with TRANSFAC Match models).  
- It applies the most accurate models (out of 4 analyzed) and their optimized 
threshold(s) for large number of TFBS families. 
- It allows applying any of the four analyzed types of models with optimized 
thresholds.  
We explored different approaches to the mapping in order to determine which one is 
faster. One approach was to start at the beginning of the sequence (start position) and 
apply all the models based on their window length before increasing the start position by 
one and repeating the same process until the sequence is fully scanned. Then the whole 
process starts again with a new sequence. Another approach was to start at the beginning 
of the sequence (start position) and apply one model, and then increase the start position 
by one and apply the same model until that sequence is fully scanned. Then, repeat the 
same process for the rest of models on the same sequence until all models have been 
mapped to that sequence. After that, start the whole process of mapping with the next 
sequence. The latter design has shown significant improvement of performance over the 
former one. Figure 4 shows the flow of this process. 
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Figure 4: Flow diagram of the process of mapping multiple models on genome sequences 
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Chapter IV: Implementation  
  
 
The pipeline described in Figure 2 was implemented in C language for efficiency 
and can be run using command line. Moreover, to enhance the performance, 
parallelization based on OpenMP framework [34] was implemented.  Two programs were 
developed to build the pipeline described in Figure 2. One, to find the best model that 
represents a set of TFBS family, and the other, to map different models on genome 
sequences.  
For the program that finds the best model that represents a TFBS family, we 
implemented the procedures as depicted by the flow presented in Figure 3. The program 
takes as inputs a set of TFBS motifs and the BKG set. The sequences should be in the 
Fasta format [35]. There are two outputs that the program produces. One will be the 
model presented as the plain text as shown in Figure 5-a. The header will include the type 
of the model, the best threshold(s), the sensitivity of the model (as we used it in this 
study), the specificity of the model and the number of motifs from which the model is 
built. The other output will be a file that has the different sensitivity and specificity scores 
with the corresponding threshold(s). A sample of that output is shown in Figure 5-b. This 
helps the user to change the setup of the model based on the sensitivity and specificity 
that he wants to achieve with the model.  
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(a) 
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For the program that maps multiple models on genome sequences, the procedure that is depicted 
in Figure 4 was implemented. The program takes as an input a list of genomic sequences in the 
Fasta format. It also takes as an input a file with multiple models in the format as described above 
(see Figure 5-a). The output of the program will be a file that contains the predictions for which 
we claim that they are potential TFBSs. The output is formatted in the following way: start 
position of the motif in the genomic sequence, end position of the motif in the genomic sequence, 
the name of the genomic sequence, the model ID that was used, the matching score(s), the strand 
(+/-) and the composition of the motif that was found. A sample output is shown in Figure 6. 
  
 
Figure 6: Sample output of the mapping program. 
 
 
Figure 5: Sample output of the threshold(s) optimization program. (a) The format in which models 
are provided. (b) The different sensitivity and specificity scores with the threshold(s) that produce 
each one of them. 
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Chapter V: Results and Discussion  
  
 
In order to evaluate our pipeline, we have run a set of tests to measure the 
performance and the accuracy of the system. We selected 250 TFBS families of the 
mammalian organisms from the TRANSFAC database [13]. We used the whole human 
genome (hg19) as our test sequence. 
To measure the accuracy, we ran the 250 models through our first program to find the 
best setup for each type of models. We got four types of outputs: 
- 250 models of the type PWM1. 
- 250 models of the type RDM1. 
- 250 models of the type PWM2. 
- 250 models of the type RDM2. 
Since our program makes, for each of the TFBS family, a selection of the best performing 
model out of the four we tested, we created, based on that, a file that includes the best 
250 models. For example, if RDM1 of a TFBS family has better sensitivity and 
specificity than PWM1 of the same TFBS family, then the RDM1 model was included in 
the file. This process was repeated for all the TFBS families and here we denote such 
models as BEST. These were run against the whole human genome to find the 
predictions of TFBSs using our second program. Figure 7 and Table 5 show the number 
of predictions for the different types of models when mapped to the whole human 
genome.  
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(b) 
Figure 7: Accurcy comparison between the different types of models. (a) Graph showing the number of 
predictions for each model type over the human genome, and is normlized by LOG function. (b) Graph 
showing the number of predections for each model type over the human genome, and is normlized by 
dividing them over the corresponding chormosome length. 
 
 PWM1 PWM2 RDM1 RDM2 BEST BEST_100 
chr1 415036044 352449768 37752711 34198136 34124741 36284 
chr2 444484745 375731488 39409237 35597891 35528957 36819 
chr3 364970813 307944420 32070778 28937188 28880884 29474 
chr4 356672215 299632113 30551216 27522098 27472364 27618 
chr5 333548105 281248580 29214467 26354519 26304301 26950 
chr6 313998706 264807293 27526449 24837537 24788953 25438 
chr7 288912447 244638280 25760831 23312564 23264506 24524 
chr8 266622253 225262459 23615675 21329150 21288865 22326 
chr9 222330620 188575971 20064190 18161064 18123038 19547 
chr10 242195543 205663265 21966218 19886469 19845913 21332 
chr11 241708461 205067234 21897964 19816695 19776316 21489 
chr12 242285335 205190120 21656935 19602067 19560199 20296 
chr13 181291919 152466108 15596158 14060253 14034497 14249 
chr14 163920502 138867167 14684561 13282014 13253530 13954 
chr15 149747839 127393014 13720260 12433524 12406572 13335 
chr16 141873136 121825566 13535910 12330316 12301553 14525 
chr17 139193855 119783595 13445200 12269163 12236664 14524 
chr18 139844050 118010818 12302240 11107568 11086794 11527 
chr19 98180576 85313170 9868849 9061063 9032851 11691 
chr20 107499116 92054507 10191190 9257866 9236715 10802 
chr21 65376622 55387501 5845436 5288581 5277629 5607 
chr22 61232287 53184569 6168553 5640100 5624181 7105 
chrX 283790472 239221154 24812845 22329388 22284341 22210 
chrY 47885573 40416720 4224432 3810172 3803387 3917 
 
Table 5: Number of predictions for each type of models when mapped to the whole human genome 
(hg19). 
 
Figure 7 and Table 5 that using RDM of dinucleotide produces better accuracy than 
PWM of mononucleotide as it has less number of predictions. It also shows that using the 
new scoring algorithm that introduced critical and non-critical scores resulted in a better 
accuracy (less number of predictions) for both PWMs and RDMs. During the testing of 
BEST models, it was a general observation that these are consisting mostly of RDM2 
(see Figure 8). Among the 250 models, there were many models that produced larger 
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number of false positive predictions. So we selected the best 100 models of the BEST 
model type, BEST_100, based on the highest sensitivity with the highest specificity 
(specificity being no more than 1 prediction in 100000 nucleotides) and applied them 
again on the human genome. This resulted in a dramatic reduction of the number of 
predictions (See Figure 7 and Table 5). Having less number of predictions means that we 
have minimized the number of false positive predictions. We will show in chapter VII 
that even with this reduction in the number of predictions, we still managed to find 
biological evidence that our predictions are correct, which means we minimized the 
number of false negative predictions. 
 
Figure 8: Composition percentage of each model type constituting the BEST models. 
  
To measure the effect of parallelization, we ran the 250 BEST models on human 
chromosome 21 (Chr21) that has a size 48129895 bp (which will be multiplied by 2 to 
get the number of nucleotides in the chromosome). This includes the forward strand and 
its reverse complement. In this test, we varied the number of processors used for the 
3% 0%
14%
83%
PWM1
PWM2
RD1
RD2
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parallelization in order to measure its effect on the performance. Figure 9 shows a speed 
increase up to 4X when going from 1 CPU to 8 CPUs. 
 
Figure 9: Time used to map 250 models on Chr21. 
Note that we also implemented OpenMP framework in the program that determines the 
best models in order to enhance its performance too. 
 
It is important to note that there are approximately 2000 TFs in mammalian 
genomes. For approximately 200 TFs the TFBS families are partly known. For some TFs 
there are more than one TFBS family known. Overall, if we know TFBS families for all 
mammalian TFs, there would be something between 2500 to 3000 TFBS models. 
Mapping these to the large genomes will require a lot of computation, so parallelization 
makes sense.   
One comment is necessary to be made. The sensitivity of the models is the 
sensitivity on the training set. It is important to understand that there is a conceptual 
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problem with using split of the positive data (TFBS sequences) into the training and 
testing set or using leave-one-out assessment of sensitivity since in many cases the 
known TFBSs (experimentally derived) in one TFBS family are identical. To be more 
specific, there are many cases where the set of experimentally determined TFBSs in one 
family contains a large proportion of the TFBS motifs that are identical and have just 
only few TFBS motifs which are different from that dominant one. Then the assessment 
of the sensitivity will not be proper in general. For example, leave-one-out method will 
be inappropriate unless the duplicate motifs are eliminated leaving only one sample that 
is unique in the set.  But in that case if the model is capable of predicting the dominant 
motif with possibly some of the other motifs, the assessed sensitivity will be considerably 
smaller than in the real situation. Consider a hypothetical example where we have 100 
TFBS motifs, of which 91 are identical and the remaining 9 are mutually different. To 
apply leave-one-out cross-validation we have to eliminate duplicates, which leaves us 
with 10 mutually different TFBS motifs. If we assume that our model shows capability to 
predict 2 motifs only, one of which is the motif that represents the dominant group of the 
identical motifs, we would conclude that the sensitivity is 20%. However, in reality this 
model will be capable of predicting 92 of the 100 experimentally determined cases, and 
thus would have real sensitivity of 92%.    
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Chapter VI: Biological Relevance 
 
 
We ranked the models for 250 TFBS set and selected the top 100 of them based 
on the conditions to preserve at least 80% sensitivity and have the highest specificity. We 
then mapped these models to the human genome. The predictions of any two TFBSs that 
were within mutual distance of 200 bp (we will refer to this as the closeness condition) 
were counted and all such predictions were ranked based on the number of such close 
matches they made. We found the following 6 cases - shown in Table 6 – that represent 
predictions of TFBS pairs that are found more than 600 times in the human genome.  
Pair Number of Occurrence 
E4F1 ↔ ATF6 1314 
TBP ↔  Egr-1 1108 
SRF ↔ SRF 966 
DP-1 ↔ Egr-1 700 
AML1 ↔ AML1 670 
gfi1b ↔ ATF6 634 
 
Table 6: TF pairs and their repspective occurrence count. 
 
For each pair of TFBSs that is found to satisfy the closeness condition we searched for 
the most close downstream gene on both strands. We looked at all such genes for the 
most frequent pair (E4F1-ATF6) and analyzed them by Ingenuity tool [Ingenuity® 
Systems, www.ingenuity.com]. We found that it appears in the promoters of 250 genes 
that are associated with genetic disorders/diseases. Analysis of published literature 
provides only one article that links E4F1 with genetic disorders and 30 articles that link 
ATF6 with genetic disorders. No article links both E4F1 and ATF6 with these disorders. 
However, 250 genes is a significant proportion of all genes we found associated with the 
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close mapped pairs of E4F1 and ATF6 binding sites, which suggest that we can raise a 
hypothesis that this pair of TFs has a synergistic role in regulation of genes of different 
genetic disorders.  
 
Then we looked at the genes whose promoters have multiple close predictions of E4F1-
ATF6 pairs. There are 47 such genes. Using GeneMANIA tool [36] we found that 
91.91% of all these genes is co-expressed based on the reference data GeneMANIA has. 
This is excellent indirect proof that the predicted multiple E4F1-ATF6 pairs are likely to 
play significant role in the control of these genes.  The resulting gene network and the 
snapshot of the report file from GeneMANIA are provided in Figures 10. 
 
 
(a) 
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(b) 
Figure 10: Analysis of genes potentially controlled by multiple pairs of E4F1-ATF6 TFs. (a) Network graph 
that shows the co-expression between the genes which are close to the pair E4F1 ↔ ATF6. (b) 
Summary statistics about the network graph shown in (a). 
 
Note that we applied this analysis to the most frequent pair (E4F1-ATF6) because they 
represent the largest set and if we do not find any biological meaning there, then most 
probably we will not find that in the rest. Future work will include the investigation of the 
rest of the pairs plus few other conditions than the closeness one. 
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Chapter VII: Conclusion  
 
 In this study a pipeline was developed to achieve two goals. One is to find the 
best models among four different types of models and associate them with their 
respective optimized thresholds. Second is to map such models to the human genome (or 
other large genomes) in an efficient way. We have shown that our optimized thresholds 
and the introduced function where we calculate two scores for RDM, have shown 
significant accuracy over the other types of models. We verified that by mapping those 
models to the human genome and then find the pairs of TFs that appeared close to each 
other. Using this information we were able to find the close genes to the most frequent 
pair and analyzing that showed a high percentage (91%) of co-expression between them. 
This means that these genes behave in a very similar manner and it also suggests that they 
are activated by the multiple E4F1-ATF6 pairs we found, as these pairs are the common 
characteristics of their promoters. We also have shown that our mapping scheme using 
parallelization has produced a significant speedup of 4x when going from 1 CPU to 8 
CPUs. 
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