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Introduction
Solvents significantly affect the reaction rates and product yields. There is no unique universal system of their classification and, most likely, such a system cannot be created. Solvents are classified based on their physical (dielectric permittivity, dipole moment, different parameters of polarity, viscosity, melting and boiling points) and chemical (for instance, acid-base) properties [1] . Many classification schemes have been proposed. Some of them are listed below [1] [2] [3] [4] : 1) the Kolthoff-Reichard classification scheme which is based on the values of dielectric constants, dipole moments, and hydrogen bond donating abilities; it classifies solvents as apolar aprotic, weakly polar aprotic, dipolar aprotic and protic; 2) the Taft-Kamlet-Abboud solvatochromic classification scheme based on the solvatochromic parameters of solvents: the polarity-polarizability (π * ), the hydrogen bond acidity (α), and the hydrogenbond basicity (β); 3) the Parker classification scheme in which the acidity and basicity of solvents are used; according to it, solvents are divided into protic-neutral, protogenic, protophilic, aprotic protophilic, aprotic protophobic, and aprotic inert; 4) the Chastrette classification scheme which mainly pays attention to the hydrogen bonding, electron pair donor ability, polarity and extent of self-association; 5) the Snyder classification scheme, one of the most popular and widely used (especially in chromatography), which constructs the solventselectivity triangle. Also, novel methodologies for the computational prediction of thermo-physical properties of liquids were developed [5, 6] as a supplement to the classification schemes based on the experimental data.
The examination of various media with solvatochromic probes [7] and the characterization of their polarities in terms of the empirical solvatochromic characteristics α, β, and π * [8, 9] are considered to be important for the rationalization of different chemical phenomena, such as reactivity, spectroscopic data, swelling of biopolymers and many others [10] .
Nowadays the use of solvatochromic parameters grows quickly, and new probes are being continuously developed [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . One more important tendency is the growing attention to various media that previously were out of focus. This includes mixtures of solvents, solid surfaces, films, micellar solutions, biopolymers, etc. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . The classification of reaction media into groups with similar solvatochromic characteristics helps to give a deeper understanding of their properties and to control chemical processes.
Solvatochromic characteristics α, β, and π * are used most widely in the quantitative treatment of media effects. These parameters are found from the positions of the absorption bands of solvatochromic probes in the standard medium and in the medium under study [7] [8] [9] 17, 30] .
Various media are classified on the basis of their solvatochromic characteristics with the use of multivariate statistical methods (the principal component analysis, the hierarchical and non-hierarchical cluster analysis, the factor and discriminant analysis and others) [31] [32] [33] [34] [35] . The efficiency of the chemometric analysis depends significantly on the structuring of data and peculiarities of the used algorithm. Values of solvatochromic parameters α, β, and π * are rather close for many media. This makes the solvatochromic classification an especially difficult task; the routine algorithms may not result in stable and meaningful classification of media. Besides, the currently used α, β, and π * values may be refined with the appearance of new probes [7] . This makes it necessary to develop classification algorithms sufficiently stable to small variations of these parameters.
Due to their well-known properties [36] [37] [38] [39] [40] [41] , artificial neural networks (ANN) seem to be a promising tool for the supervised solvatochromic classification of media. The aim of this paper is to explore the applicability of five artificial neural networks, to develop recommendations for optimizing the ANN parameters (the number of neurons, types of transfer functions, training methods), and to study the stability of classification with respect to the variation of quantitative characteristics of media and the addition of new objects into the classified set. The studied ANN algorithms are compared with the commonly used linear discriminant analysis (LDA).
Computing details
The software package MATLAB 6.5 along with the Neural Network Toolbox and Statistical Toolbox were used in the present work.
Data set
The values of solvatochromic parameters α, β, and π * for 42 solvents (objects) were taken from reference [1] . The authors of [1] have applied several hierarchical and non-hierarchical algorithms of unsupervised classification and proposed a "natural" subdivision of solvents into five classes. Also, the additional sixth class for aliphatic hydrocarbons was added. Indeed, the classification scheme proposed in [1] is substantially based on the hierarchical clustering by the Ward's method and mode analysis.
To test the stability of classification obtained by the Ward's method, we have consecutively added 14 new objects into the data set (the full data set is presented in Table 1 ), and the data set was divided into six clusters. The Ward's method failed to provide the stable classification ( Table 1) . For instance, eleven solvents (22.5 % of all objects) were attributed to wrong classes after objects 43-49 have been added, and one solvent (1.8 % of all objects) was attributed wrongly after all 14 objects have been added.
Artificial neural networks were demonstrated [38-41] to be efficient for supervised classification. Despite this, until now they were scarcely applied for the classification of reaction media and never used for the classification of solvents on the basis of their solvatochromic characteristics. The paper focuses on the search for optimal parameters of five artificial neural networks for solving such a peculiar problem as solvatochromic classification.
Basic remarks about the ANN
Many different architectures and types of artificial neural networks are known. An artificial neural network is formed from separate units, artificial neurons, connected with some coefficients (weights) which constitute the neural structure and are organized in layers. The behavior of a neural network is determined by the transfer function of its neurons, the learning rule, and the architecture itself (the number of neurons and the type of connection). The input signals multiplied by the weight parameters are summed and passed through a transfer function to produce the output for neurons [42, 43] . The classification of solvents based on solvatochromic characteristics: the choice of optimal parameters for artificial neural networks
The Elman network (ELMN) and dynamic neural network (DNN)
The Elman and dynamic networks are the recurrent networks. The prominent feature of the recurrent network architecture is the presence of the feedback or blocks of a dynamic delay. The Elman neural network is a two-layer network with feedback from the output layer to the input of the hidden layer. The dynamic neural network is the feed-forward input-delay back propagation network [44, 45] .
Feed-forward neural network (FFN) and cascade neural network (CNN)
The feed-forward neural network is the first and, perhaps, the simplest type of the artificial neural networks. In this network, the information moves in only one direction: from the input neurons, through the hidden neurons, and finally to the output neurons. In the cascade neural network hidden neurons are added to the network only once and keep unchanged afterwards [46, 47] .
Probabilistic neural network (PNN)
The PNN, a static network with feed-forward architecture is a modification of the radial basis function networks. The PNN are widely used to solve classification problems. Usually, a spherical activation Gaussian basis function is used, although many other functions work equally well. Every hidden neuron can store only one element of the training set. The output layer of PNN is the competitive layer which is used to determine the most probable class for a given input vector [48] . The training of the PNN network is a part of the network design and does not involve the trial and error learning [49] . The only parameter to be optimized is the spread value of the Gaussian transfer function. The supervised classification by means of neural networks is performed in two steps. First, the parameters of the ANN are found on the basis of distribution patterns from the training subset between the pre-determined classes. Then the efficiency of the classification algorithm is checked on the basis of distribution objects from the testing subset between these classes. The efficiency of the ANN is quantitatively characterized by the percentage of solvents from the testing subset classified wrongly:
where n is the number of solvents classified wrongly, and N is the total number of solvents in the testing subset.
In training and testing the ANN algorithms, the distribution of solvents among six classes according to [1] (Table 1) were assumed to be correct in all cases. The training subsets consisted of solvents selected randomly from the full data set. The testing subsets contained remaining solvents. The training subsets that did not contain solvents from all six classes (and corresponding testing subsets) were excluded from consideration. Possible values of T, 20, 30, …, 70%, were tested for all considered ANN algorithms, and the classification errors (P, %) were determined as the average values for four pairs of testing and training subsets. To train ANN properly, the training set percentage should be not less than 60% (Fig. 1). 
Size of training subsets

Training parameters of neural networks
Training parameters for feed-forward, cascade, dynamic and Elman neural networks are presented in Table 2 . Three training methods (Levenberg-Marquardt, PowellBeale, error back propagation) and different numbers of hidden neurons were examined to choose the most efficient ANN architectures. Also, three of the most commonly used transfer functions [50] were tested, namely linear (Eq. 2), logistic (Eq. 3) and tangent sigmoid (Eq. 4): 
,
where p is the input vector, w is the weight vector of neuron, and b is the bias of neuron. For all neural networks the number of output neurons was equal to the number of classes. The initial weights were assigned throughout according to the . This method is fast [52] and in combination with the Levenberg-Marquardt training method provides rapid convergence and accuracy of the ANN algorithms as a whole [53] . Besides, the Nguyen-Widrow algorithm is best suited for use with the sigmoid and linear transfer functions [54] .
The mean squared error was used as the error function to be minimized during the ANN training [52] :
where M is the number of solvents in the training subset, i y and i t are the predicted and real outputs of the i-th solvent, respectively. To improve the training efficiency of ANN, the gradient descent optimization was used as an additional method.
The optimal spread value of the Gaussian transfer function for the probabilistic neural network was found to be 0.1 (there are no classification errors), and the number of hidden neurons was equal to the number of solvents in the training subset (33 neurons). probabilistic neural network, linear discriminant analysis.
Stability of classification
Percentage of samples in training subset
The classification of solvents based on solvatochromic characteristics: the choice of optimal parameters for artificial neural networks the need to study the robustness of the classification to small variations of these characteristics.
In the present paper, the solvatochromic characteristics of solvents in the testing subset were modified by the introduction of random errors (ε) into the currently used values, and then the solvents with modified characteristics were redistributed among established classes. The random errors were generated according to the model of outliers [55] as . (7) Here and are the Normal and Laplace distribution densities with zero mean values and standard deviations σ Gauss and σ Laplace , respectively, 0 ≤ q ≤ 100, % is the intensity of outliers. Values σ Gauss = σ Laplace = i x ⋅ 1 . 0 were used, where i x are the mean values of solvatochromic characteristics. These σ Gauss and σ Laplace values were selected taking into account the range of variation of solvatochromic characteristics in the data set. The value of criterion Q characterizes the degree of distortion of initial data after the introduction of errors ε:
where N is number of solvents; x are the values of solvatochromic characteristics (α, β, or π * ) for the initial and modified testing subsets, respectively (Fig. 2) .
Not always the complete set of solvatochromic parameters α, β, and π * are known for a specific medium. Thus, α and β values for 185 solvents may be found in [56] To test the sensitivity of different classification algorithms to the incompleteness of data, some solvatochromic characteristics were randomly removed from the testing subset. In estimating the efficiency of the ANN algorithms, the removed characteristics were replaced by the average values of remaining characteristics.
Results and discussion
Optimal training subset percentage
Classification errors P (%) for all tested algorithms were determined at by averaging the values for four random pairs of testing and training subsets. The dependence of P on the training subset percentage is shown in Fig. 1 . As the probabilistic neural network classifies objects from four random testing subsets correctly at , the value was used throughout this work to train the ANN algorithms. The error of the LDA algorithm at this value of T is 4.3%.
Architectures of ANN
The optimal number of hidden neurons, types of transfer functions, and training methods for algorithms of neural networks were determined.
The number of hidden neurons is optimal if the neural network is trained properly and classifies solvents from the testing subset without errors. If the number of hidden neurons is small, the performance of algorithms may be unsatisfactory. If the number of hidden neurons is too high, over-fitting is expected that results in incorrect classification. We have found the dependencies of the classification errors on the numbers of hidden neurons for the feed-forward, cascade, dynamic and Elman networks (Fig. 3) . The optimal number of hidden neurons slightly depends on the ANN type and varies in the range of 10-12. The lowest classification error for the Elman ANN is achieved with the error back propagation training method and tangent sigmoid transfer functions for hidden and output layers. The typical example of the influence of the types of transfer functions and training methods on the classification errors is presented in Table 3 . For feed-forward, cascade, and dynamic neural networks the best results were attained with the Levenberg-Marquardt training method and tangent sigmoid / linear or tangent sigmoid / tangent sigmoid transfer functions for hidden and output layers. The classification of solvents based on solvatochromic characteristics: the choice of optimal parameters for artificial neural networks
The optimal architectures for the tested ANN are presented in Table 4 .
Robustness of classification
The robustness of the ANN and LDA classification to the presence of outliers and gaps was characterized by the values of classification errors. The robustness of algorithms was evaluated only for one pair of training and testing subsets for which the LDA algorithm classifies solvents correctly.
The stability of classification to the presence of random errors and gaps in the data sets is decreased in the following orders: Table 5 ) and (Table 6) . Therefore, the PNN and DNN algorithms are the most robust and may be recommended for the classification of media on the basis of their solvatochromic characteristics.
Conclusions
The applicability of the feed-forward, cascade, dynamic, probabilistic and Elman artificial neural networks as well as the linear discriminant analysis for the classification of solvents on the basis of their solvatochromic parameters has been explored, and the optimal parameters of the ANN which provide the correct classification have been determined.
The training subset percentage T = 60% is sufficient for the efficient work of ANN algorithms.
The PNN and DNN algorithms are the most suitable for the solvatochromic classification of media and sufficiently exceed the commonly used LDA.
The optimal architectures (the number of neurons, types of transfer functions, training method) for the feed-forward, cascade, dynamic and Elman neural networks have been found. 
