The paper deals with local symmetries of the infinite-order jet space of C ∞ -smooth n-dimensional submanifolds in R m n . Transformations under consideration are the most general possible. They need not preserve the distinction between dependent, and independent variables, the order of derivatives and the hierarchy of finite-order jet spaces.
Introduction
A huge literature is devoted to the symmetries and equivalences of partial differential equations and it might seem that the theory is ultimately established. In spite of this we believe that the actual methods are still insufficient since the problems are investigated in finite-order jet spaces left-hand side of Figure 1 and all transformations which do not preserve such spaces are passed over in full silence right-hand side of Figure 1 .
We deal with the modest task, with symmetries of the empty system of differential equations, that is, with symmetries of the family of all C ∞ -smooth n-dimensional subspaces in an m n -dimensional space. Thus we paraphrase and improve our previous results devoted to the automorphisms of curves 1 . The exposition is self-contained but inevitably with rather unorthodox manners. We restrict ourselves to the local theory on open subsets of generic points. and we are interested in the family of all C ∞ -smooth subspaces: and will be frequently referred to.
The Prolongation Procedure
Explicit formulae 
Invertible Transformations
We are interested in transformations An algorithm for calculation of all automorphisms will be proposed as the final achievement of this paper.
Elementary Examples
We need not discuss the well-known point transformations: Remark 1.5. Let us discuss the simplest possible and very particular example of the above automorphisms in more detail for better clarity. We choose m 2, n 1, R 1 and the spherical wave
Then the final result can be geometrically described as follows. Let P x, y, z , P x, y, z denote the original and the transformed curves. The system f Df D 2 f 0 abbreviation D D 1 in point ι reads
in terms of scalar products and the arclength parametrization P x s , y s , z s of the original curve P P s . Then the solution
where κ, N, B are curvature, normal, and binormal vectors easily follows by using the Frenet formulae 3 . We have obtained two notable "parallel at the distance r" curves to the original curve P. They consist of the "foci at the distance r" which is worth a schematical picture only one of the two resulting foci P , P − is noted here . We have an involutory transformation of curves if the ± branches are appropriately combined but not the classical Lie's transformation see Figure 2 .
Advances in Difference Equations

General Theory
Geometrical Approach
The technical tools must be made more precise. So we introduce the infinite-dimensional jet space M abbreviation for M m, n in 4 equipped with jet coordinates
where the order of terms in I is irrelevant and moreover the module Ω abbreviation for Ω m, n of contact forms
with arbitrary C ∞ -smooth coefficients, each depending on a finite number of coordinates. The obvious identities
where
are the Lie derivatives will frequently occur. We study C ∞ -smooth mappings m locally given by certain formulae:
They are a mere transcription of 1.16 . We are interested in mappings m that admit the inverse m −1 given by analogous formulae: 
On the Recurrences
The recurrences can be expressed in geometrical terms. For this aim, let us begin with the obvious congruence
valid for every mapping 2.5 . It follows that conditions
are equivalent. Proof. We have to verify
since m is a morphism. Consequently
0 by using 1.7 and as a result m * ω ∈ Ω.
Continuing with the recurrences, we have
On the other hand, assuming
Advances in Difference Equations and the important identities
for the contact forms immediately follow. The following result is obvious.
Preparatory Constructions
Roughly saying, our next aim is to convert Consequence 2. In fact a seemingly stronger result more adapted for the practice of calculations will be established by a general method 4 . We will deal with various modules of differential forms on M over the ring of C ∞ -smooth functions. We always suppose that they locally have a basis, that is, generators linearly independent at every point. The cardinality of a basis is a finite or infinite dimension of the module.
Passing to the topic proper, let
. . be the submodules of all forms:
only |I| ≤ s , 2.14 respectively. Then
are filtrations, and we introduce the corresponding gradations: 
where recurrence 2.13 and inequality 1.7 are taken into account. The number of forms 2.17 with given k and |I| s is s n−1
by a well-known combinatorial argument; therefore we have the following dimension:
Clearly dim M s ≤ dim M s with strong inequality if classes 2.18 are linearly dependent. We need a slightly stronger assertion.
Assertion 1. Assume that there is a nontrivial linear relation in
where H s is a polynomial of degree less than n − 1, H s 0 if n 1.
Hint for Proof
Alternative generators 2.19 are useful. If a class
are dependent on other generators in M s s 0 . Therefore the total number of independent classes is estimated by the lower-order polynomial. Please look at the quite transparent particular cases n 1, 2, 3 for better clarity. The assertion is of elementary nature but a complete formal proof would be rather clumsy.
The Invertibility Main Theorem
The following result provides the most important technical tool for the study of general automorphisms.
Advances in Difference Equations
Theorem 2.2. A morphism m is automorphism if
Proof. We will see in ι that the assumption implies even Ω ⊂ Ω hence and Ω Ω. 
by using 2.13 . It follows that the primary assumption implies Ω ⊂ Ω. ιι On the Dimensions. Since Ω * is a filtration of Ω, we have Ω 0 ⊂ Ω S for appropriate fixed S large enough. Therefore
by applying L i as in ι . It follows that
and therefore
for every s 0 and s ≥ s 0 we suppose dim M s dim M s if s < s 0 here . Assuming inequality 2.22 for a moment, then 2.28 gives the inequality 
Towards the Algorithm
Let us recall our task and briefly approach the strategy to follow. We deal with mappings m : M → M given by formulae of a given order S, the procedure will be of a finite length. Then, in the analytic part of the algorithm, the explicit transcription Let us leave the general theory and more precise exposition of the algorithm to other place. For the convenience of reader, we will discuss a few particular examples in the meantime.
A Few Simple Examples
We start with the zeroth-order case S 0 of developments 2.39 . This will provide a proof of the fundamental Lie-Bäcklund theorem as a by-product. Also the case m 1 of one independent variable is quite easy. In both cases S 0 or m 1 there do not exist any generalized automorphisms. On the contrary, there exists an unimaginable amount of such automorphisms if S > 0 and m > 1. Even the first-order case S 1 with m 2 cannot be completely analysed on our limited space.
Passing to the topic proper, we recall the simplified notation 
The Case of One Dependent Variable
Let us state the only remaining simple case of automorphisms. 
On the First-Order Case
We have S 1 and let us moreover suppose m 2. Then 2.39 reads
Several requirements will be stated in order to ensure the inclusions ω 1 , ω 2 ∈ Ω. We start with the proportionality requirement for the top order summands in 3.18 . Then We are interested in invertible morphisms m, the automorphisms. Our task is in fact twofold: the existence the particular examples of automorphisms and the criterion whether a given morphism is invertible or not .
Advances in Difference Equations
Due to Theorem 1.2, automorphisms are characterized by the inclusion Ω 0 ⊂ Ω. The infinite-dimensional module Ω causes some difficulties. It may be replaced by a finitedimensional one as follows. Let m be a morphism of the order S; that is, we suppose either of the equivalent conditions
satisfied. Our reasoning rest on the following simple remark.
Assertion 2. A morphism m of order S is invertible if and only if
In order to verify the last inclusion for a given morphism m, we will try to determine the module Ω S ∩ Ω only in terms of forms lying in Ω S . This may be regarded as a "finitedimensional" approach. Let us turn to more details. 
Remark 4.2. The rules
aL i σ L i aσ − D i a · σ, aL ii σ L ii aσ − L i D i a · σ − D ii a · σ, . . .
4.6
ensure that 4.4 may be replaced by seemingly stronger requirement:
where a I, I are arbitrary coefficients. Moreover the sum L I I in 4.5 may be regarded as a module.
The following results are self-evident.
Lemma 4.3. One has
Proof. Forms σ ∈ I arise by applying L i to Ω 0 and hence I ⊂ Ω. The latter result is quite sufficient if we search for particular examples of automorphism. In this sense, it was latently applied in Section 3.3. Alas, the criterion problem is more difficult. 
by applying 4.2 with s 0, inclusion Ω 0 ⊂ I, and 4.5 .
Consequence 5.
A morphism m is invertible if and only if Ω 0 I.
Remark 4.5.
Since Ω S is a finite-dimensional module, we expect that only indices I with a certain limited length |I| ≤ s m are effectively appearing in formulae 4.4 and 4.5 . This is the most delicate difficulty of our approach: to estimate the length s m which is enough for the calculations with a given morphism m. In a certain sense, the situation resembles the criterion of involutivity of exterior systems: though the general theory is not easy, the particular examples can be resolved at a limited place.
One Independent Variable
Assuming n 1 through Section 4. ιι If σ ∈ I and Lσ ∈ Ω S then Lσ ∈ I.
ιιι If σ ∈ Ω S−1 ∩ I, then Lσ ∈ I.
Proof. ι is a mere reformulation of 4.4 for the case n 1. Moreover ι trivially implies ιι and ιι is equivalent to ιιι . Let us assume ιι in order to prove ι . We denote The form ω was expressed by means of R − 1 summands. Continuing in this way, we obtain even ω Lσ 1 ∈ Ω S with σ 1 ∈ I and whence ω ∈ I.
Roughly saying, operator L repeatedly applied to Ω 0 inside the module Ω S leads to the sought saturation I and this is achieved after dim Ω S − dim Ω 0 steps at most Figure 3 a above . In spite of this lucky reality, a thorough discussion of particular examples need not be easy if the value of the order S is large 1 .
may be identified with a finite-codimensional submodule Ω ⊂ Φ M of the module Φ M of all 1-forms on a manifold M which satisfies a certain Noetherian property. The property is as follows. Let H Ω be the module of all vector fields Z such that ω Z 0 ω ∈ Ω . Then L Z Ω ⊂ Ω Z ∈ H Ω and module Ω is generated by applying L Z to an appropriate finitedimensional submodule Ω 0 ⊂ Ω. Using this abstract approach, we believe that generalized automorphisms of systems of differential equations are available.
Let us finally mention the groups of automorphisms together with the relevant infinitesimal transformations. The classical infinitesimal symmetries preserve the finiteorder jet spaces and always generate the group of transformations Figure 4 a . They were thoroughly investigated since the times of Lie. On the contrary generalized Lie-Bäcklund, higher order infinitesimal symmetries need not generate any group and are only regarded as formal series 5-9 . They generate a true group of generalized automorphisms if and only if certain finite-dimensional subspaces depending on the group under consideration are preserved Figure 4 b . In full detail, the criterion is as follows. A vector field Z on M locally generates a one-parameter group if and only if for every function f on M, the infinite family Z n f n 0, 1, . . . involves only a finite number of functionally independent terms 4 . For the case of automorphisms of jets, the inspection of functions f x and f w k k 1, . . . , m is enough. The subspaces should be determined together with the group. This is a serious difficulty and a problem which has not been solved yet.
