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Abstract In the mid nineteen eighties the Dutch NOx air quality monitoring net-
work was reduced from 73 to 32 rural and city background stations, leading to higher
spatial uncertainties. In this study, several other sources of information are being
used to help reduce uncertainties in parameter estimation and spatial mapping. For
parameter estimation, we used Bayesian inference. For mapping, we used kriging with
external drift (KED) including secondary information from a dispersion model. The
methods were applied to atmospheric NOx concentrations on rural and urban scales.
We compared Bayesian estimation with restricted maximum likelihood estimation and
KED with universal kriging. As a reference we also included ordinary least squares
(OLS). Comparison of several parameter estimation and spatial interpolation methods
was done by cross-validation. Bayesian analysis resulted in an error reduction of 10
to 20% as compared to restricted maximum likelihood, whereas KED resulted in an
error reduction of 50% as compared to universal kriging. Where observations were
sparse, the predictions were substantially improved by inclusion of the dispersion
model output and by using available prior information. No major improvement was
observed as compared to OLS, the cause presumably being that much good informa-
tion is contained in the dispersion model output, so that no additional spatial residual
random field is required to explain the data. In all, we conclude that reduction in the
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monitoring network could be compensated by modern geostatistical methods, and that
a traditional simple statistical model is of an almost equal quality.
Keywords Air pollution · Bayesian inference · Cross validation · Different sample
densities · Gaussian model-based geostatistics
1 Introduction
Accurate and spatially highly resolved maps of NOx levels are essential to assessing
individual human exposures to NOx. It is well known that NOx in high concentrations
causes respiratory problems for humans (EPA 1998; WHO2003). In the Netherlands,
NOx maps are based on a limited number of monitoring stations. In the mid-eight-
ies the Dutch NOx air quality monitoring network (Van Elzakker 2001) was reduced
from 73 to 32 stations for budgetary reasons. The increased distance between stations
has caused a substantial loss of information and resulted in higher uncertainties in
the maps. The combination of measurements with related external information from
a dispersion model is likely to result in more accurate maps. For that purpose, we
considered kriging with external drift (KED). This method merges two sources of
information: a primary variable that is precise but only available at a small number of
locations, and a secondary variable that covers the full domain on a fine-mazed grid.
KED has been applied in the past in environmental mapping of sparsely sampled data
using dense external information. Examples include combining rainfall data with a
digital elevation model (DEM) as a covariate (Goovaerts 2000), combining rainfall
data with satellite imagery or radar data (Grimes et al. 1999; Cassiraga et al. 1997),
combining temperature with a DEM (Hudson and Wackernagel 1994), and combining
temperature and land use for application in a crop growth model (Monestiez et al.
2001). In soil science and hydrology KED is applied in mapping soil horizons using
a DEM (Bourennane et al. 1996), soil variables (Hengl et al. 2004), erosion map-
ping (Goovaerts 1999), or water table depths (Desbarats et al. 2002). Applications
in air quality mapping are found in ozone mapping using a DEM (Pauly and Drueke
1996) or using dispersion model output for mapping ozone concentration around Paris
(Bertino and Wackernagel 2002) or for urban air quality measurements (Genikhovich
et al. 2002).
This study concerns mapping of yearly average atmospheric NOx concentrations
on rural and urban scales in the Netherlands. The purpose of the Dutch air quality
monitoring network is to monitor air quality in the Netherlands on a continual basis
(Van Elzakker 2001). Measurements from this network provide a general description
of national, regional and local air quality, along with information on smog episodes;
measurements are also tested against international air quality standards. The size of
the area is about 35,000 km2. Secondary information was provided by the Operational
Priority Substances (OPS) dispersion model (Van Jaarsveld 1995), which calculates
yearly average concentrations and deposition on the basis of emissions, dispersion,
transport, chemical conversion, and wet and dry deposition. OPS also accounts for
transport from adjacent countries. The model output consists of a national map with
a spatial resolution of 5×5 km.
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We explored the use of external drift kriging with the OPS model output in a reduced
monitoring network. A comparison was made with universal kriging before (1983)
and after (1987) network reduction. Parameter estimation was carried out by means
of restricted maximum likelihood and Bayesian inference. Our hypothesis was that
Bayesian inference would show lower prediction uncertainties. By cross-validation,
we quantified the relationship between the number of stations and occurring errors.
A range of errors resulted from selecting several random configurations of different
station densities from the 1983 configuration, describing explicitly the effect of the
number of stations, and implicitly the effect of the station configuration.
2 Materials and methods
2.1 Observations
The air quality monitoring network has undergone several changes in the past 25 years.
A major reorganization took place in 1985/1986, resulting into a reduction in the num-
ber of monitoring sites for SO2 and NOx measurements. In this study we used obser-
vations from 1983, 2 years before the major reduction in 1985. A total of 85 yearly
average NOx concentrations were available. Twelve street stations were omitted since
they were not representative on the scale considered in this study. Three regional
stations had to be omitted because of non-representative values due to missing data,
leaving 64 rural background and six city background stations (Fig. 1a). High concen-
trations (in ppb) occurred in the western part of the Netherlands, around the major cities
of Rotterdam, The Hague, Amsterdam and Utrecht, and near roadways. High concen-
trations were also found in the south-east, under influence of the German industrial
Ruhr area, 50 km east of the Dutch-German border.
After the reduction, the total number of rural, city and street stations in 1987 came
to 22, 5 and 7, respectively. A few regional stations had moved. For our analysis of the
station configuration in 1987, we matched the existing locations of the stations with
(a) Observations 1983
10 15 20 25 30 35 40 45 50 55 60 65 70
(b) Observations 1987
10 15 20 25 30 35 40 45 50 55 60 65 70
(c) OPS output
10 15 20 25 30 35 40 45 50 55 60 65 70
Fig. 1 Measured yearly average NOx concentrations (ppb) in 1983 (a), in 1987 (b) and OPS model output
for 1983 (c). The black lines indicate provincial boundaries, and gray lines and patches major roads and
cities
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those of 1983 and, where necessary, by selecting the nearest station (Fig. 1b). One
regional station was excluded, since there was no possible match with a 1983 regional
station. We maintained the concentrations of 1983.
A further change in the network took place in 1994, leading to a limited extension
and re-adjustment of some of its nodes. We do not consider effect of thins change in
the current article.
2.2 The OPS dispersion model
The OPS model calculates average atmospheric concentrations and deposition from
the atmosphere on the basis of emissions within the Netherlands and Europe. The
model is suitable for numerous pollutants for which the behavior can be described by
first-order linear chemical reactions; it cannot be used, for example, for describing
ozone concentrations (Van Jaarsveld 1995).
The processes described by the OPS model are emission, dispersion, transport,
conversion, and wet and dry deposition. It uses the Gaussian plume model for disper-
sion at local scales and operates as a Lagrangian trajectory model for long-distance
transport. The OPS model is driven by actual meteorological observations and is sta-
tistical in the sense that dispersion is distributed over specific classes according to
transport direction, atmospheric stability and scale of transport. Accompanying dis-
persion parameters are determined according to properties of all trajectories within
that class. Yearly average concentration and deposition fields are found by weighting
all classes according to the frequency of occurrence. Computationally speaking, this
procedure is relatively rapid.
Input consists of emissions from sources into the atmosphere. Source properties
like emission height are determinative for the dispersion. Since a detailed emission
inventory for 1983 was not available for this study, emissions from 1995 were taken
and scaled proportionally to known total emissions per source group for 1983. Output
is represented by a concentration field on a 5×5 km grid (Fig. 1c).
The OPS model is described in Van Jaarsveld (1991), Van Jaarsveld and De Leeuw
(1993), and Van Jaarsveld (1995). In Van Jaarsveld (1995), the model is compared with
measurements on different levels, e.g. process descriptions such as mixing height and
descriptions of vertical dispersion. The model has played a role in international com-
parison studies (Derwent et al 1989). It also generates data at the monitoring station
locations (Fig. 2) and does well at predicting yearly average NOx concentrations,
although predictions are systematically higher than observations.
2.3 Universal kriging versus external drift kriging
For kriging measured NOx concentrations, we applied the model-based approach of
Diggle et al. (1998), Ribeiro and Diggle (1999) and Diggle and Ribeiro (2002). After a
Box–Cox transformation, the n observations y(x) were interpreted as a realization of a
Gaussian random variable Y (x) at location x. This random variable can be decomposed
into
123
Environ Ecol Stat (2009) 16:321–339 325
+
+
+
+
+
+
+
+
+ +
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+ ++
10 20 30 40 50 60 70
10
20
30
40
50
60
70
OPS NOx concentration (ppb)
m
e
a
su
re
d 
NO
x 
co
nc
en
tra
tio
n 
(pp
b)
Fig. 2 Measured yearly average NOx concentration (ppb) versus modeled OPS NOx concentration (ppb)
at the 70 monitoring stations in 1983
Y (x) = µ(x) + S(x) + ε,
where µ(x) = Xβ is the deterministic trend component, X an n × p matrix consisting
of p known trend components at each location and β, a vector with p unknown trend
parameters. S(x) is a zero-mean stationary Gaussian random process with a partial sill
variance, σ 2. The process S(x) accounts for spatial correlation between observations
by means of a spatial correlation function ρ(.), with range parameter, φ. Finally, ε is
an error term with variance τ 2 (nugget). We will use τ 2rel = τ 2/σ 2, the relative nugget,
in our further calculations.
Kriging with external drift (KED) is a particular case of universal kriging (UK)
(Bourennane et al. 2000). The difference between UK and KED lies in the trend
component. For UK, X is a function of the coordinates x1 and x2 in two orthogonal
directions, whereas for KED, X is a function of the OPS model output at location x,
i.e. X = [1 x1 x2] and X = [1 OPS(x)], for UK and KED, respectively. Note that S(x)
describes different processes for UK and KED.
2.4 Restricted maximum likelihood versus Bayesian inference
A common method to estimate covariance parameters is fitting the parametric corre-
lation function ρ(·) to the empirical variogram, obtained by binning and averaging the
squared differences between residuals after de-trending. Instead, we applied restricted
maximum likelihood (RML) and Bayesian inference which estimate parameters
directly from the data.
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Maximum likelihood estimation provides joint estimation of trend and covariance
parameters, but it introduces a bias if the number of observations, n, is small compared
to the number of covariates, p. With RML, the trend parameters are integrated out
of the likelihood function, leaving unbiased estimators for the covariance parameters
(Kitanidis and Shen 1996). RML estimation requires the data to be a realization of
a multivariate Gaussian distribution (see Sect. 2.5). If the observations y and covari-
ates X are regarded as fixed, the restricted likelihood function will depend only on the
unknown parameters σ 2, φ, and τ 2rel . The likelihood function is numerically optimized
for φ, and τ 2rel , because no analytical expression exists for these two parameters.
Bayesian inference treats the parameters as unknown stochastic variables and, as
such, incorporates the uncertainty of all parameters (Gelman et al. 2003; Berger et al.
2001). Bayesian inference it attractive in the case of sparse data, since additional
prior information can be used, thereby improving the estimation accuracy (see, for
example, Cui et al. 1995). A joint prior distribution p(β, σ 2, φ, τ 2rel) is assigned to
the parameters. The prior is updated by observations with the use of the likelihood
function resulting in the posterior parameter distribution. The posterior distribution
can be written in analytical form if we use conjugate priors or flat priors for β and σ 2,
and if φ and τ 2rel are known (Ribeiro and Diggle, 1999). If φ and τ 2rel are unknown,
the posterior distribution is to be factorized to obtain an expression for the joint pos-
terior for φ and τ 2rel . The posterior densities for β and σ 2 are then easily evaluated
by plugging the obtained draws for φ and τ 2rel in the analytical expression for the
posterior density p(σ 2|y, φ, τ 2rel), a scaled inverse-χ2 distribution, and the poster-
ior density p(β|y, σ 2, φ, τ 2rel), a multivariate normal distribution. After drawing from
these distributions, the joint posterior parameter distribution is fully evaluated.
The predictive distribution p(y0|y, β, σ 2, φ, τ 2rel) is a multivariate normal distribu-
tion, that is evaluated analogously by plugging in the obtained parameter samples and,
subsequently, drawing samples from it. In conventional geostatistics, the above expres-
sion is that for simple kriging, since all parameters are considered known. However,
parameter uncertainty is incorporated directly by the draws from the posterior param-
eter distribution. Prediction using RML only accounts for uncertain trend parameters,
but RML and Bayesian inference are similar if a uniform prior for β is chosen and the
other parameters are kept fixed (i.e. are known).
Bayesian geostatistics are described by Handcock and Stein (1993) and Ribeiro
and Diggle (1999). More details on UK and KED can be found for example in Chilès
and Delfiner (1999).
2.5 Set-up of the kriging models
The Gaussian model-based approach requires residuals after de-trending to be station-
ary and normally distributed. We applied the Box–Cox transformation (Box and Cox
1964) of the original data yorg to obtain such residuals:
y = g(yorg) =
{
(yλorg − 1)/λ (λ = 0)
log(yorg) (λ = 0) .
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Here g(·) is the transformation function and λ is the Box–Cox parameter. Maximum
likelihood estimates, without taking into account spatial effects, yielded Box–Cox
parameters of λ = −0.63 for UK and λ = 0.34 for KED. We could have applied a
Bayesian estimation of λ, but as in Ribeiro and Diggle (2001), we kept them known
throughout. If not, each λ would have changed the location and scale of the transformed
data, as well as the correlation structure (De Oliveira et al. 1997). Other transforma-
tions, for example, the Normal Score transformation (Lehmann 1975), could also have
been applied.
The assumption of normality of the residuals after transformation is strong, since
the transformation does not guarantee that the transformed data are normally distrib-
uted. There may be a kurtosis for example. Normality cannot be tested in practice
because there is only one realization of the random field. However, to get more insight
into this, we employed a Shapiro–Wilks test to check for evidence against normal-
ity. Spatial correlation in the residuals is not taken into account. The test yielded a
P-value = 5.038E-7 and a P-value = 1.470E-4 for UK and KED, respectively, before
transformation, and a P-value = 0.2371 and a P-value = 0.01461 for UK and KED,
respectively, after transformation. This provided strong evidence (p-value < 0.01) that
the residuals of both UK and KED before transformation were not normally distrib-
uted. It also showed that there was little or no real evidence (P-value > 0.1) that the
UK residuals after transformation were not normally distributed and, finally, that there
was moderate evidence (0.01 < P-value < 0.05) that the KED residuals after trans-
formation were not normally distributed. Note that the above test may be questionable
since the observations can have strong spatial correlation.
The methods that we described in the previous section produce spatial predictions
on a transformed scale. One cannot apply the inverse Box–Cox function directly to the
expectations and variances because it would introduce biased predictions. This can be
avoided by back-transforming the conditional simulations of the predictive distribu-
tion p(y0|y). The most common predictor is the expectation of the back-transformed
conditional simulations, but for many back-transformations of a Gaussian random
field, the mean may not exist. Therefore, just as De Oliveira et al. (1997), we used the
median as predictor and a fourth of the 95% credible interval as standard deviation:
Med[y0,org|yorg] = q0.50[g−1(y0|y)],
sd[y0,org|yorg] = q0.975[g
−1(y0|y)] − q0.025[g−1(y0|y)]
4
where q(·) produces sample quantiles corresponding to the given probabilities. A
probability of exceeding a threshold level can be obtained analogously (Ribeiro and
Diggle 2001). An exponential correlation function suited both UK and KED for the
spatial covariance structure. The effective range or correlation distance equals 3φ.
The Bayesian inference requires specification of prior parameter distributions.
These should be independent of the observations. For UK, prior information was
deduced from the OPS model output. First, the OPS model output was transformed
using the Box-Cox parameter we found earlier for UK. We took flat priors for the
trend parameters β, the inverse of the partial sill 1/σ 2, the inverse of the range 1/φ
and the relative nugget τ 2rel and then estimated the posterior distributions from the
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OPS model output. For computational stability we limited the number of transformed
OPS values to 200, at randomly chosen from the whole OPS grid. The posterior dis-
tributions of the trend and covariance parameters thus obtained were used as priors
for the UK analysis. We fitted a multivariate Normal distribution to (β|O P S) and a
scaled inverse-χ2 distribution to (σ 2|O P S). No standard statistical distributions were
fitted to (φ|O P S) and (τ 2rel |O P S), because these samples were used directly in the
UK analysis. The priors are
p(β) = N
⎡
⎣
⎛
⎝ 1.53E + 01.80E − 4
−5.18E − 4
⎞
⎠ , σ 2
⎛
⎝ 4.48E + 0 −2.01E − 3 −7.72E − 3−2.01E − 3 2.21E − 5 −3.43E − 6
−7.72E − 3 −3.43E − 6 1.79E − 5
⎞
⎠
⎤
⎦ ,
p(σ 2) = Inv − χ2(11, 2.27E − 3),
p(φ) = p(φ|O P S),
p(τ 2rel) = p(τ 2rel |O P S).
The small (co)variances for β and σ 2 are due to the Box-Cox transformation. The
values of φ and τ 2rel were evaluated over a grid defined by (0, 300] km and [0, 0.3]
respectively.
Since no prior information was available for the KED parameters, we started with
non-informative flat priors, similar to those we used for analyzing the OPS output.
The priors for the KED parameters are
p(β) ∝ 1
p(σ 2) ∝ 1/σ 2
p(φ) ∝ 1/φ
p(τ 2rel) ∝ 1.
Here φ and τ 2rel were evaluated over a grid defined by (0, 20,000] km and [0, 0.5],
respectively. The range parameter should be large, since the range for KED was ex-
pected to grow considerably (see Sect. 3.1). The bounds of φ and τ 2rel were also applied
to the RML parameter estimation.
Summarizing, we apply RML estimation to UK and KED. Besides RML estimation,
we also apply Bayesian inference to UK using prior parameter information deduced
from OPS output, and to KED using non-informative priors. KED uses OPS only as
explanatory variable. The eventual parameter estimates are discussed in Sect. 3.1.
2.6 Validation procedure
A cross-validation by ‘leaving one out’ was carried out to study the performance of
the models, given a number of stations ns and network configurations. As in Cui et al.
(1995) we used three error measures for validation: mean error (ME or bias), unbiased
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root mean squared error (URMSE) and mean squared standardized error (MSSE):
M E = 1
ns
ns∑
i=1
(y0,org,i − yorg,i ),
U RM SE =
√√√√ 1
ns
ns∑
i=1
(y0,org,i − yorg,i )2 − M E2,
M SSE = 1
ns
ns∑
i=1
(y0,org,i − yorg,i )2
sd2i
.
The ME indicates the bias of the predictions y0,org to the original observations yorg
and should be close to zero. The URMSE indicates the bias corrected standard devia-
tion of the model and should be close to zero. We used the URMSE because it can be
close to zero even in presence of a bias. The MSSE compares the squared differences
with the kriging model variance, sd2, and yields a value that should be close to one.
Unlike other studies, for example, in Cui et al. (1995) and Bourennane et al. (2000),
where only one random set of different sizes is selected from the full set, we studied
the effect of different configurations by selecting several random configurations of
ns stations (ns = 10, 20, . . ., 70) from the complete set of 70. Cross-validation was
performed for each selection. The rationale for selecting several configurations is that
every configuration leads to a different value for the ME, URMSE and MSSE. Since
many combinations were possible, new configurations of ns stations were selected
until the 0.025, 0.50 and 0.975-quantiles of the outcomes of ME, URMS and MSSE
reached stability. These values indicate the sensitivity of the models to the network
configurations considered. If we had just selected one random configuration for every
station sample density, we could have ended with accidental low or high values for
some station sample density. Note that different configurations cannot be independent
of each other if they share one or more stations within the correlation distance.
3 Results
3.1 Parameters before and after network reduction
Figure 3 shows the Bayesian posterior parameter densities (curves) and the RML
parameter estimates (arrows). The 1983 posterior trend parameters β are more precise
for both UK and KED; i.e. they show a density curve that is steeper and higher than
curves for 1987 because of the larger number of stations. The trend parameters appear
to be very precise, but this is due to the Box–Cox transformation. The RML estimates
correspond well with the posterior modes.
The covariance parameters show different results. The posterior for the partial sill
σ 2 for UK shows larger values than the prior based on OPS output. For KED, the
posterior σ 2 is totally determined by the observations because of the non-informative
prior. Posterior σ 2 obtained from the 1983 or the 1987 data are largely similar.
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Fig. 3 Bayesian posterior parameter densities (curves) and the RML parameter estimates (arrows) for both
UK (upper 6 panels) and KED (lower 5 panels). The bold solid lines represent 1983 posteriors and the fine
solid lines 1987 posteriors. The dashed lines represent the prior distributions. The priors for UK are the
posteriors based on OPS output, while priors for KED are non-informative
For UK, the posterior for the range parameter φ also differs from the prior. Based on
OPS output, the mode is approximately 100 km, whereas the posterior mode for both
1983 and 1987 is approximately 80 km. The RML estimates differ considerably. For
KED, both 1983 and 1987 posterior φ look similar, but have high values. The RML
estimates for φ are the same. For UK, the posterior relative nugget, τ 2rel , is higher
than its prior, which is more pronounced due to more available stations. For KED,
the posterior τ 2rel is very flat, just like its prior. The RML estimates are approximately
equal to 0.1 for both years.
The φ and τ 2rel parameters are related (Fig. 4). For UK, a maximum occurs at
approximately φ = 100 km and τ 2rel = 0.15. For KED, this maximum is very flat,
stretching out over a whole range of possible φ and τ 2rel values. For KED, it is there-
fore difficult to estimate these parameters using RML, of which the maximum is found
at approximately φ = 5000 km and τ 2rel = 0.1. Notice that this value is very large
as compared to the size of the country and the extent of the network. For the 1987
data, both profile likelihood surfaces were flatter due to fewer observations (figure not
shown).
Figure 4 explains the shape of the posterior density curves of φ and τ 2rel in Fig. 3.
High values for both UK and KED are shown in Fig. 4 in the banana-shaped area
between low values for φ and corresponding high values for τ 2rel , and high values for
φ and corresponding low values for τ 2rel . If φ is low, the corresponding values for τ 2rel
will be high. For UK this results in a density curve similar to the posterior for τ 2rel in
Fig. 3. For KED this results in a flat posterior for τ 2rel . The banana-shaped area also
explains the differences between the RML estimates and the posterior modes. Note
prior information is included for UK in Fig. 3.
For KED, φ extends to values far beyond the largest area of the Netherlands (approx-
imately 400 km). Furthermore, φ has to be multiplied by three to compute the effec-
tive range of the exponential model. For such large values, the exponential model
for the variogram approaches a linear model for distances inside the Netherlands. The
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Fig. 4 Profile likelihood as a function of φ and τ2
rel for UK and KED for the 1983 data
correlation between stations is no longer a function of their separation distance. Appar-
ently, the information from the OPS model is so good, that it takes most of the spatial
correlation in the residuals away. In this case, KED almost becomes similar to ordinary
linear regression.
3.2 Spatial predictions and standard deviations before and after network reduction
We made predictions for (1) UK and KED, (2) based on the 1983 and 1987 data,
(3) parameter estimates by RML and Bayesian inference, and (4), for the 1987 data,
keeping the 1983 parameters fixed and re-estimating the parameters for the 1987 data.
We call the respective predictions: UK 83 RML, UK 83 Bayes, UK 87 RML fix, UK
87 Bayes fix, UK 87 RML re, UK 87 Bayes re, KED 83 RML, KED 83 Bayes, KED
87 RML fix, KED 87 Bayes fix, KED 87 RML re and KED 87 Bayes re.
Figure 5 illustrates the spatial predictions and corresponding standard deviations of
NOx concentrations with UK and KED on the basis of 1983 data and parameter estima-
tion with RML. For UK the predicted concentrations vary gradually in space, whereas
for KED the predicted NOx concentrations show more spatial variation in terms of
alternating higher and lower values. Individual cities and highways are clearly visible
as a result of using the OPS output as external trend. For UK, the standard deviations
look very similar to the predicted expectation and show more variation in space than
the KED standard deviations. Because of the back-transformation, the standard devia-
tions are correlated with the predicted expectations. In fact, the predictive distribution
at each location is skewed.
The spatial patterns of the other predictions look similar and the corresponding
figures are therefore not shown. Instead, Fig. 6 shows box plots based on the 1,405
individual locations with the minimum, 0.25-quantile, median, 0.75-quantile and max-
imum values for the twelve predictions and standard deviations.
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(a) UK prediction
101520253035404550556065
(b) KED prediction
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(c) UK standard deviation
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(d) KED standard deviation
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Fig. 5 Spatial predictions (a, c) and their standard deviations (b, d) for NOx concentrations with UK
(a, b) and KED (c, d), based on 1983 data and parameter estimation by RML
Based on Figs. 5 and 6, UK and KED can be said to differ considerably. We will
therefore discuss UK and KED separately. Of interest are the differences before and
after network reduction (1983 and 1987), the method of parameter estimation and, for
1987, keeping parameters fixed or not.
The median for UK 87 is systematically 9% lower than for UK 83. Re-estimating
the parameters gives the same result as keeping them fixed. Bayesian inference shows
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Fig. 6 Box plots based on the 1405 individual locations with the minimum, 0.25-quantile, median,
0.75-quantile and maximum values for the 12 predictions and standard deviations
higher extremes than RML. The standard deviations for UK 87 are higher than for
UK 83 due to fewer observations. Re-estimating the parameters yields higher standard
deviations, since parameter uncertainty has emerged.
The median for KED 87 is systematically 4% lower than the median for KED 83.
Extremes for KED predictions are similar for all approaches. Apparently, the exter-
nal trend determines the predicted values. The standard deviations look very similar,
except for KED 87 re. The range of the KED standard deviations is almost equal to the
50% box of the UK standard deviations. The OPS output explains the spatial variation
in the observations.
3.3 Validation
The core study results are reflected in Fig. 7. Validations were made for: (1) UK and
KED and OLS, (2) parameter estimates by RML and Bayesian inference, and (3)
keeping the 1983 parameters fixed and re-estimating the parameters for each station
configuration. We called the respective validations: UK RML fix, UK Bayes fix, UK
RML re, UK Bayes re, KED RML fix, KED Bayes fix, KED RML re, KED Bayes
re, OLS fix and OLS re. The last step was a validation of the OPS model and we
present, in succession, the validation results of OPS, UK, KED and OLS. The values
are back-transformed to their original scale.
OPS is positively biased, with an average of 2 ppb (Fig. 7a). The median is indepen-
dent of the number of observations, because it represents a model validation without
using observations. The ME range increases with fewer observations. The URMSE
(Fig. 7b) of OPS is on average 5 ppb. The range, as seen in Fig. 7a, is almost symmetric
around the median and increases as well for fewer observations. The MSSE of OPS
is not available since the OPS model does not provide a standard deviation.
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Fig. 7 The 95% intervals of outcomes of (a) mean errors (ppb), (b) unbiased root mean-squared errors
(ppb), and (c) mean-squared standardized errors (−) for the eight spatial prediction methods, OLS and the
OPS model output (ME and URMSE only), taken over random subsets of 10, 20, . . ., 60 points from the
total test set of 70 stations
For UK, the median ME for 70–40 observations shows almost no bias as we were
working here with observations only. Note the advantage of keeping parameters fixed
(for RML) for sparse observations (20–10 observations), or the advantage of prior
information over RML. This can also be observed from Fig. 7b. For UK RML and UK
Bayes similar MSSE ranges for fixed parameters occur (Fig. 7c). If parameters are
re-estimated, the values are closer to one. This indicates that the absolute prediction
error is almost equal to the predicted kriging standard deviation. The 0.975-quantiles
that lie outside Figs. 7a and 7b are 22.9 ppb and 64.3 ppb, respectively.
KED outperforms OPS and UK since observations are combined with OPS output.
The ME deviance (Fig. 7a) is smaller and closer to zero for KED, even for sparse obser-
vations. KED RML and KED Bayes are very similar because of the non-informative
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priors. Re-estimating the parameters causes a smaller deviance in the ME. For 40 or
more observations, the URMSE values for KED are systematically lower than those
for UK (Fig. 7b). Somewhat lower URMSE values are observed by re-estimating
the parameters. Compared to UK, the MSSE values (Fig. 7c) remain closer to one.
Re-estimating the parameters causes smaller MSSE values than keeping them fixed.
Finally, we applied OLS as a comparison. We found the relations observed NOx =
3.28 + 0.0928· OPS for 1983 (MSE = 0.300) and observed NOx = 3.25 + 0.0915·
OPS for 1987 (MSE = 0.228). Note that we applied the Box–Cox transformation using
the parameter we found earlier for KED. We notice that OLS fix and OPS show the
same wide range in outcomes, but that OLS fix values are centered around 0 (Fig. 7a).
Clearly, OLS fix yields unbiased predictions, similar to UK and KED, but different
from the OPS calculations. It has a wider range in deviations than UK and KED,
though. The range of outcomes for OLS re is similar to that of KED re. Fig. 7b shows
similar root mean squared errors for OLS as compared to KED and OPS. Hence, in
terms of squared deviations, these methods have the same outcomes. Finally, Fig. 7c
shows that OLS fix has a similar range in mean squared standard errors as KED fix.
OLS re has similar outcomes as KED re, but the range of outcomes is smaller than that
of OLS fix. We notice, that OLS in this study yields predictions of a similar precision
as those from advanced geostatistical methods. An explanation would be that the OPS
model is of such a quality that, although biased, it removes the spatial dependencies.
Similar situations may occur in universal kriging, where inclusion of a trend results
in reduction of spatial dependence (see, e.g., Stein et al. 1991).
4 Discussion
In our comparison of several estimation and interpolation methods, we observed KED
to be superior to both UK and OPS. With reference to UK, KED emphasizes the
details of the OPS model, as shown in Fig. 5. It is less sensitive to the network con-
figuration, resulting in smaller intervals for ME values, URMSE values and MSSE
values (Fig. 7). In contrast to the OPS model, KED is almost unbiased due to the use
of observations. Although the OPS model gives biased predictions, a combination of
observations with OPS model outputs is superior to UK. One may note, however, that
the KED results are somewhat optimistic since uncertainty in OPS calculations are
only treated as part of the nugget effect. For UK we used a linear trend. We could have
chosen a more complex model, like a second order trend. This could have been more
realistically reflecting the data field, and may hence have resulted in lower prediction
error variances. As our goal was to focus on parsimonious models, a linear trend was
of a sufficient quality initially to approximate the observations.
The OPS model output explains much of the variation in the observations, resulting
in a flat covariance structure of the KED model. In most cases, the effective range
becomes large and in combination with a large relative nugget, the KED covariance
structure is nearly constant within the horizontal scales of the Netherlands. Never-
theless, spatial prediction using the OPS model is still beneficial, as it reduces the
uncertainties commonly occurring in UK models when predicting data beyond the
correlation distance.
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A next issue concerns estimation of the parameters with either RML or Bayesian
inference. In the case of many observations (> 20), a choice for any is irrelevant.
If prior information is available, however, Bayesian inference leads to lower predic-
tion error standard deviations. In case of sparse observations (10–20 observations),
Bayesian inference with prior information is more robust than RML estimation. Sim-
ilarly, we may either keep parameters fixed or we could re-estimate. A low number of
observations corresponds to a large parameter uncertainty. In that case, re-estimated
parameters are to be preferred, allowing incorporation of specific uncertainties. Re-
estimation of parameters brings MSSE values close to one. On the other hand, when
parameters are kept fixed, no estimation problem occurs with sparse observations.
The effect of parameter uncertainty on predictions, however, appears to be small rel-
ative to the effect of network configuration, i.e. the number and location of stations.
This can have a substantial effect on interpolation accuracy and requires some further
optimization.
KED allows spatial prediction of a primary variable, accounting for the dense sec-
ondary variable. Collocated co-kriging could have been used as an alternative. We pre-
ferred the use of KED, requiring a less demanding variogram analysis. Furthermore,
comparison studies (Pardo-Igúzquiza 1998; Goovaerts 2000) show KED interpola-
tion to perform better than collocated co-kriging. KED is a form of data assimilation,
but differs from Kalman filtering, for example, which results in an optimal estima-
tion by combining observations and model output weighted by their inverse variances
(Jazwinski 1970; Meinhold and Singpurwalla 1983). KED is a regression-based inter-
polation method, where the model output is regarded as a covariate and, as such, partly
explains the variation in the observations. This allows the model to have a systematic
error (bias) whereas other external information may be included as well. It is limited
in the sense that covariates are considered to be deterministic.
In this study we did not address the change-of-support problem (Lajaunie and
Wackernagel 2000; Bertino and Wackernagel 2002). We applied point kriging. In a
separate study (results not shown) we applied the OPS model on a 1×1 km resolution
and aggregated this to 5 × 5 km resolution. Small differences occurred in the rural
areas (−1% to +1%), whereas larger differences occurred in and near urban areas
(+2% to +5%) because of the large number of point emissions.
The OPS model output contains uncertainties as well. Dispersion model uncertain-
ties, however, can be large, since the model input is uncertain, along with uncertain
model parameters and uncertainty introduced by model simplification. These were
not considered further in this study. Neither were uncertainties in the observations and
station coordinates. These issues have been addressed elsewhere (Van de Kassteele
and Stein 2006).
5 Conclusions
We conclude from this study that a combination of observations and a determinis-
tic dispersion model provides a successful, model-based geostatistical interpolation
procedure. The combination leads to more precise spatial interpolation results than
ignoring either the observations or the model output. This applies in particular to those
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parts of the study area that are outside the sampling area. Compared to universal kri-
ging, the dispersion model output applied as an external drift provides more detail in
spatial maps and results in smaller standard deviations. Its inclusion leads to removal
of spatial dependence, and to interpolation that is similar to ordinary least squares at
the scale of study.
Cross-validation was done by repeatedly selecting different subsets from a set of
test data, allowing a comparison of reliability intervals of the interpolation results. It
showed that inclusion of the deterministic OPS model leads to a substantial improve-
ment in the predictions. In particular we notice that external drift kriging leads to a
much lower spread in mean error values than UK.
Bayesian estimation methods have advantages over RML methods, as its use in
interpolation improves the predictions, and leads to more robust predictions in the
case of sparse observations.
Data reduction, as occurred for the air quality monitoring network in the Nether-
lands in the nineteen eighties, can be overcome by skillful modeling with a deter-
ministic model using model-based geostatistical interpolation methods. Further use of
improved prior distributions chosen and more detailed modeling needs to be further
investigated in the future. A further optimization of the location of network stations is
as yet to be carried out and may lead to a further reduction of spatial uncertainties.
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