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Sommaire  
Des systèmes informationnels de santé (SIS) ont été mis en place au cours des 20 dernières 
années pour soutenir les processus de soins, les tâches administratives et les activités de 
recherche ainsi que pour assurer la gestion raisonnée des établissements de santé. Un entrepôt 
de données (ED) doit être créé à partir de nombreuses sources de données hétérogènes afin de 
rendre les données exploitables d’une façon uniforme au sein des SIS. La temporalisation de 
cet entrepôt est rapidement devenue un enjeu crucial afin de garder les traces de l’évolution 
des données et d’améliorer la prise de décision clinique. L’entrepôt de données temporalisé 
(EDT) requiert l’application de règles systématiques afin de garantir l’intégrité et la qualité 
des données. Générer le schéma temporel d’un EDT est une tâche complexe. Plusieurs 
questions se posent dès lors, dont celles-ci : (a) Quel modèle temporel est le mieux adapté à 
l’automatisation de la construction d’un EDT (plus particulièrement dans le domaine de la 
santé)?  (b) Quelles propriétés peut-on garantir formellement, suite à cette construction?  
D’une part, le volume du schéma de données nécessite d’importantes ressources humaines et 
financières, et d’autre part, plusieurs modèles temporels existent, mais ils ne sont pas 
formalisés ou non généraux. Les concepteurs s’en remettent donc le plus souvent à des règles 
de pratiques variées, floues, incomplètes et non validées. Dans ce travail, un cadre de 
référence permettant de formaliser, de généraliser et d’opérationnaliser des modèles 
temporels est défini. Deux modèles : BCDM et TRM sont présentés selon le cadre de 
référence avec leurs contraintes d’intégrité, leurs algorithmes de construction et une liste des 
prolongements requis. Il en résulte qu’il est désormais possible de s’affranchir des règles de 
pratique imprécises et de temporaliser un entrepôt en se fondant sur une méthode rigoureuse 
aux propriétés démontrables basées sur des critères fondamentaux (théorie relationnelle), des 
critères de conception reconnus et explicites (normalisation). 
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 1 
Introduction 
Contexte 
Dans le secteur de la santé, les processus de soins, les dispositifs médicaux, l’actualisation 
des dossiers cliniques et sociaux, la recherche, etc. génèrent un très grand volume de données 
chaque jour. Les systèmes informationnels de santé (SIS) mis en place pour en assurer la 
gestion raisonnée sont désormais indispensables d’un point de vue opérationnel. Les 
établissements de santé désirent en outre partager de façon exploitable l’ensemble de ces 
données aux fins d’analyses et d’études (administratives, cliniques, de recherche, etc.). En 
particulier, le CIUSSS de l’Estrie-CHUS a exprimé des besoins spécifiques relatifs à la 
construction d’un entrepôt de données cliniques (EDC) [CIUSSS 2014]. Vu le grand nombre 
de sources hétérogènes et complexes et les caractéristiques spécifiques des données cliniques 
[Shin et al. 2014], les établissements font face à plusieurs défis lors de la construction d’un 
entrepôt de données (ED). La problématique qui suit en dégage les principaux. 
Problématique 
Les SIS tendent de plus en plus vers des systèmes temporels [Combi and Shahar 1997]. 
L’accès à un entrepôt de données cliniques temporalisé (EDCT) devient dès lors une 
nécessité pour rendre les données exploitables aux fins d’analyse et de support à la prise de 
décision. D’une part, aucun consensus n’est établi sur une méthode intégrée de construction 
d’un EDCT [Khnaisser et al. 2015]. D’autre part, les méthodes existantes possèdent des 
limites nuisant à l’interopérabilité temporelle et l’exploitation de données : 
• absence d’indication du modèle temporel et de la sémantique temporelle utilisée – les 
modèles fondés sont rarement utilisés et la sémantique est fortement liée au contexte 
et au processus qui engendre les données; 
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• faible automatisation de la construction de l’EDCT – la modélisation et l’intégration 
sont réalisées en grande partie manuellement; 
• complexité de l’expressivité des requêtes temporelles – les limites de SQL et des 
outils d’exploitation des données offrent des fonctionnalités temporelles limitées; 
• négligence du processus d’évolution de l’EDCT – l’évolution demeure un défi et 
requiert des ressources importantes. 
La temporalisation des données est un aspect très important pour diverses études cliniques et 
la recherche en santé. D’une part, l’interprétation des données cliniques est fortement liée au 
temps, mais les données sont souvent incomplètement temporalisées et les sources de 
données sont très rarement structurées de façon à en assurer l’intégrité et à en faciliter 
l’analyse temporelle. D’autre part, vu l’hétérogénéité et le grand nombre de sources de 
données, les méthodes classiques de construction d’ED sont difficiles, voire impossibles, à 
mettre en place, car elles sont fondées sur des règles de pratique parfois floues, souvent 
incomplètes et généralement non automatisables. Afin de faciliter l’interopérabilité 
temporelle1 et l’exploitation des données2, le schéma doit respecter des règles de 
modélisation rigoureuse et systématique pour garantir l’intégrité des données et permettre 
l’utilisation de stéréotypes de requêtes (plutôt que de nécessiter une analyse au cas par cas, 
comme c’est l’usage présentement). Une méthode semi-automatisée de construction d’un 
EDCT adéquate est nécessaire pour assurer une meilleure traçabilité et une meilleure 
exploitation (une meilleure expressivité des requêtes et détection des patrons temporels) 
[Adlassnig et al. 2006]. Dans le présent projet, nous traitons de la seule problématique de la 
temporalisation d’un ED en EDT. Son application aux EDC pour produire des EDCT 
s’ensuit, dans la mesure où les EDC sont décrits à partir du même formalisme et de la même 
base théorique que les ED. 
                                                
1 Garantir une sémantique temporelle uniforme. 
2 Simplification des requêtes et amélioration des performances. 
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Objectifs 
L’objectif est d’élaborer une méthode semi-automatisée de construction d’un EDT dans le but 
de faciliter le travail des concepteurs d’entrepôts de données. L’objectif spécifique au 
mémoire est de :  
• étudier et comparer deux modèles temporels pour identifier les règles de modélisation 
dans une perspective d’automatisation de la temporalisation, 
• présenter les fonctionnalités de base pour le développement d’un atelier de 
construction d’un EDT. 
Méthodologie 
Deux modèles temporels ont été étudiés : BCDM [Snodgrass 2000] et TRM [Date et al. 
2014a] afin d’en identifier les critères de modélisation et les règles applicables dans une 
perspective d’une génération automatisée d’un schéma d’EDT. L’étude est effectuée en 
plusieurs étapes :  
• définition des problématiques de construction d’un EDT; 
• établissement d’un cadre de référence général et commun aux différents concepts de 
temporalisation; 
• présentation des modèles TRM et BCDM : identification des particularités des 
modèles, généralisation des règles temporelles, définition de l’algorithme de 
modélisation d’un schéma temporel; 
• comparaison des modèles temporels en regard des exigences et des concepts de 
références; 
• définition d’une liste d’exigences d’une méthode semi-automatisée de construction 
d’un EDT. 
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Résultats 
Grâce à cette étude, il a été possible de généraliser, formaliser et d’opérationnaliser les deux 
modèles temporels BCDM et TRM. Il en découle : un cadre de référence des modèles 
temporels, une définition d’une méthode semi-automatisée de construction d’un EDT, des 
algorithmes de construction d’un EDT, une comparaison des deux modèles, ainsi que des 
observations et des recommandations quant à la faisabilité, l’expressivité des deux modèles 
temporels. 
Le cadre de référence permet de décrire les deux modèles avec une même syntaxe et une 
même sémantique. Il emprunte largement aux bases établies par Date, Darwen et Lorentzos 
dans [Date et al. 2014a] fondées à même la théorie relationnelle et la logique des intervalles, 
aux opérateurs PACK et UNPACK et à leur encapsulation dans l’opérateur USING. Le 
modèle TRM présente une séparation claire entre l’état courant et les états historiques, ce qui 
rend envisageable son utilisation comme base de données d’exploitation (non temporalisée). 
Les grandes lignes de son automatisation étaient déjà documentées dans [Codd 1990], nous 
les avons complétées. Le modèle BCDM, originellement décrit par des règles de pratiques 
(minimisant l’impact de doublons et des attributs annulables) et des règles particulières 
(construites à partir d’un canevas général, mais adaptées aux exigences du domaine 
d’application), est désormais exprimable en terme du cadre de référence, est donc 
automatisable. Suite à l’étude des problématiques dans le domaine clinique, le cadre de 
référence et les deux modèles nécessiteront des extensions pour mieux générer l’incertitude 
temporelle, le passé indéterminé et la tritemporalité. 
De plus, une méthode de construction d’un EDT est adéquate si elle satisfait les huit 
exigences suivantes [Khnaisser et al. 2015] : (1) intégrité des données (2) modèle temporel 
fondé (3) expressivité des requêtes (4) intégration hétérogène des données (5) intégration de 
l’évolution des connaissances (6) intégration de l’évolution de la structure (7) traçabilité et 
(8) automatisation de la construction. Un modèle temporel défini sur la base du cadre de 
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référence permet de satisfaire partiellement six des huit exigences pour une méthode de 
construction d’EDC.  
Structure du mémoire 
Outre l’introduction et la conclusion, le mémoire est organisé en six chapitres et quatre 
annexes. Afin de mieux comprendre le rôle et les contraintes applicables aux EDCT, le 
Chapitre 1 présente un survol non exhaustif de la problématique des systèmes 
informationnels de santé et l’état de l’art actuel recensé par la littérature. Le Chapitre 2 
présente en profondeur le problème traité dans ce mémoire : la temporalisation des ED. Le 
Chapitre 3 présente une méthode semi-automatisée de construction d’EDT et la liste des 
exigences. Les Chapitre 4 et Chapitre 5 présentent respectivement les concepts temporels 
fondamentaux et les extensions temporelles formant le cadre de référence proposé. Enfin, le 
Chapitre 6 synthétise et compare les deux modèles temporels TRM et BCDM. En 
complément, l’Annexe A décrit les concepts relationnels classiques sur lesquels le cadre de 
référence est fondé. Les annexes Annexe B et Annexe C décrivent respectivement le modèle 
TRM et le modèle BCDM sur la base du cadre de référence ainsi que leurs algorithmes de 
construction et d’alimentation initiale. L’Annexe D montre comment traiter les clés 
multiples. 
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Chapitre 1 
Système informationnel de santé 
« Today, if you have a well-designed database management system, you have the keys to the 
kingdom of data processing and decision support. » [Codd 1990] 
Un système informationnel de santé est nécessaire pour tout établissement de santé afin 
d’améliorer les services, les diagnostics et le traitement des maladies; d’assurer une 
continuité des soins d’un établissement à l’autre et d’alimenter en données de qualité les 
centres de recherche clinique. Pour atteindre ces objectifs, les données du système 
informationnel provenant de plusieurs sources doivent être intégrées dans un EDC permettant 
l’utilisation secondaire de données. 
Le chapitre présente le contexte et les problématiques reliées au développement d’un système 
informationnel de santé et, incidemment, des EDCT. Il commence par une présentation des 
besoins, de but recherché et des défis de construction d’un système informationnel. Ensuite, 
la section 1.2 survole les problématiques reliées. La section 1.3 décrit la vision du système 
envisagé. En synthèse, la section 1.4 présente le problème ciblé par ce travail.  
1.1 Mise en contexte 
Une masse de données de santé est créée chaque jour (chaque minute) par les systèmes de 
gestion de dossiers cliniques informatisés (DCI), les systèmes de gestion de dossiers 
médicaux électroniques (DMÉ), les dispositifs médicaux, la recherche, etc. Ces données 
peuvent être réutilisées dans des activités de recherche, de formation, de gestion, de mesure 
de qualité, de médecine préventive, etc. C’est ce que nous décrivons comme l’utilisation 
secondaire de données.  
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Historiquement, toute la documentation était sur papier ce qui limite le partage des données, 
la qualité de l’information et son analyse. Avec l’informatisation des établissements de santé, 
le volume, la diversité et la complexité des données ont énormément augmenté. De nouvelles 
demandes d’utilisation sont apparues, dont l’intégration et l’utilisation secondaire de données 
provenant de plusieurs établissements.  
1.1.1 Besoins 
L’atteinte des objectifs de réalisation et de concrétisation des valeurs ajoutées à partir des 
données cliniques informatisées dépend de l’amélioration de la façon dont les utilisateurs 
interagissent et exploitent les données [Landrigan et al. 2010]. Dans un premier temps, les 
données doivent être structurées et intégrées d’une façon exploitable. Ensuite, des outils de 
rétroaction, de prévention, de découverte de connaissances, d’analyse, de forage et d’aide à la 
décision doivent être mis en place afin de relever les défis pour atteindre les objectifs. Un 
système informationnel de santé (SIS) est indispensable pour permettre aux médecins, 
intervenants, cliniciens, chercheurs, gestionnaires et autres participants dans un « continuum 
de soins et services » de prendre des décisions éclairées, de concrétiser des actions, d’agir 
d’une façon proactive et d’avoir des connaissances approfondies sur l’évolution de l’état de 
santé des patients à l’échelle d’une population ou d’un individu.  
La mise à disposition de moyens informatisés entre tous les établissements de santé est 
nécessaire afin d’améliorer les services de santé, les diagnostics et les traitements et 
d’alimenter en données de qualité les centres de recherche clinique [Safran et al. 2007]. Plus 
spécifiquement, les établissements de santé visent à :  
• améliorer la qualité des soins et services ainsi que l’analyse des résultats pour 
s’assurer que les patients reçoivent les soins appropriés et que les établissements de 
santé soient en mesure de mieux suivre la progression de l’état de santé de leurs 
patients; 
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• améliorer la médecine préventive et la médecine personnalisée pour contribuer à 
élaborer des plans de soins et services plus adaptés au contexte et au profil des 
patients; 
• faciliter la création, la circulation et le partage des informations entre les 
établissements. Ceci favorise un meilleur suivi de la trajectoire du patient à travers 
les différents établissements, la découverte de nouvelle méthode de traitement, etc. ; 
• améliorer la planification financière ainsi que différentes fonctions stratégiques, 
tactiques et opérationnelles. 
1.1.2 But recherché 
Les SIS sont survenus pour répondre aux besoins grandissants de l’utilisation secondaire de 
données. Notons que cette évolution naturelle est survenue avec un décalage d’environ 20 ans 
sur les systèmes intégrés de gestion et de production couramment utilisés dans d’autres types 
d’organisation (transport, énergie, manufacturier...) [Carter 2001a]. Un SIS est constitué d’un 
ensemble d’outils pour mieux répondre aux besoins en matière de création, d’accès, de 
circulation et de partage de données cliniques pour l’utilisation secondaire dans le respect des 
lois et des règlements. Il doit offrir : 
• aux différents intervenants du réseau de la santé (cliniciens, agents administratifs, 
infirmiers, analyste informatique, gestionnaire de données, etc.) un accès uniforme 
aux différentes sources3 de données dans le respect du cadre légal; 
• des outils d’analyse, d’extraction et de visualisation des données avancée pour 
dériver des connaissances d’une façon autonome (sans assistance technique) et 
uniforme (indépendante de la structure des sources) selon leur profil; 
• des outils de collaboration, de partage des ressources et de transfert des 
connaissances en matière d’utilisation secondaire de données entre les professionnels 
œuvrant dans les établissements et les centres de santé. 
                                                
3 Nous entendons par source, toutes les bases de données reliées aux systèmes des établissements de santé : cabinets de 
médecin de famille, hôpitaux (pharmacie, radiologie, laboratoires, facturation, etc.), cliniques, CLSC, RAMQ, etc. 
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La mise en place d’un SIS est importante dans le cas des réseaux régionaux de santé formés 
de plusieurs établissements (par exemple [Dewitt and Hampton 2005] et [Hu et al. 2011:4]). 
En particulier, le centre intégré universitaire de santé et des services sociaux de l’Estrie - 
Centre hospitalier de l’université de Sherbrooke (CIUSSSE-CHUS) a exprimé des besoins 
spécifiques relatifs au développement d’e-PIIRAMIDE4, un système informationnel régional 
de santé pour l’Estrie [CIUSSS 2014].  
1.1.3 Défis 
Les données d’intérêt pour l’utilisation secondaire sont fragmentées dans plusieurs sources de 
données. L’extraction et la gestion5 de ces données sont difficiles vu le grand nombre de 
sources hétérogènes, le grand volume de données, les besoins et les connaissances diversifiés, 
etc. L’approche la plus souvent préconisée pour intégrer toutes les données est la mise en 
place d’un EDC [Pedersen et al. 1998]. 
Les utilisateurs sont des experts du domaine désirant accéder aux données en fonction de 
modèles de connaissances. Néanmoins, les données sont stockées dans différentes sources qui 
sont structurées (hétérogénéité structurelle) et encodées (hétérogénéité terminologique) de 
façons différentes. D’une part, les experts du domaine doivent pouvoir exprimer leurs 
requêtes selon un modèle de connaissances unifié qui représente bien leur domaine (sans 
avoir besoin de connaitre la structure des sources de données) [Ethier et al. 2013]. D’autre 
part, les gestionnaires de données doivent pouvoir créer, gérer et maintenir les données avec 
le moins de ressources possible tout en assurant leur fidélité, leur intégrité et la traçabilité de 
leur évolution (indépendamment des modèles qui les utilisent).  
Cependant, vu la diversité et la grande quantité de sources, plusieurs questions se posent. 
Comment modéliser un tel entrepôt? Quelles données doit-on intégrer? Comment faire 
l’intégration? Comment assurer l’interopérabilité sémantique et syntaxique? Comment 
assurer la traçabilité des données et suivre leurs évolutions dans le temps? Comment 
                                                
4 Portail informationnel intégré pour la recherche et l’analyse multidimensionnelle et intelligente des données en Estrie 
5 La gestion des données inclut entre autres : la modification des données, la définition et l’optimisation de la structure, la 
gestion du contrôle d’accès, etc. 
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interpréter, analyser et présenter les données? Comment évaluer la qualité du schéma de 
données? Comment assurer la sécurité de données et la protection des renseignements 
personnels? etc. La section suivante décrit les principales problématiques associées à la 
construction d’un EDC.  
1.2  Problématiques de construction d’un EDC 
Les données cliniques se caractérisent essentiellement par le temps, le contexte et la fonction 
(pour plus de détail, voir [Khnaisser et al. 2015; Lee et al. 2015]). Les informations cliniques 
sont étroitement liées au temps associé à l’activité (ou au processus) et au contexte ayant 
engendré les données. De plus, plusieurs études cliniques se basent sur l’historique de 
l’évolution des données pour obtenir de meilleurs résultats. 
Les principales problématiques associées à la construction d’un EDC sont : la modélisation 
de l’EDC, la représentation temporelle, le raisonnement temporel, et l’intégration des sources 
hétérogènes. 
1.2.1 Modélisation d’entrepôt de données cliniques 
Les données relatives au patient sont générées par plusieurs systèmes (ou processus) et sont 
réparties dans plusieurs sources. L’EDC doit contenir les données intégrées, ce qui implique, 
le traitement des incohérences et le maillage de données6 (le problème de « data linkage »). 
D’une part, la définition des assertions est nécessaire afin de détecter les incohérences et 
préserver la qualité des données. D’autre part, il faut savoir en tout temps d’où vient chaque 
donnée, qui l’a créée, par quel processus ainsi que quand elle est modifiée et par qui. 
Autrement dit, la modélisation doit permettre de garder la trace de leur provenance et de leur 
évolution. Le processus de construction d’un ED est complexe et fait intervenir plusieurs 
ressources. Il inclut, principalement, les activités de représentation des exigences, la 
représentation des sources, la modélisation du schéma de l’ED, l’intégration des données, 
                                                
6  C’est-à-dire s’assurer que les données pour un même individu soient bien liées ensemble et n’apparaissent pas comme 
duplicata. 
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l’alimentation, la maintenance. Vu la grande quantité de concepts à modéliser et les 
exigences d’intégrité et de traçabilité, la construction d’un EDC requiert une méthode 
automatisée7 basée sur un modèle de données fondé8, une temporalisation avancée, un 
modèle de connaissance, un modèle d’intégration et de mise en correspondance, des 
opérations d’exploration (d’agrégation) avancées [Pedersen et al. 1998]. Le tableau ci-
dessous (une extension9 du tableau 3 de [Pedersen et al. 1998]) présente les principales 
différences entre un ED conventionnel10 et un ED clinique. 
Tableau 1 – Comparaison entre un ED conventionnel et un ED clinique. 
Critères Conventionnel Clinique 
Modèle de données  Simple Complexe 
Temporalisation Minimale Avancée 
Connaissances Simple Avancée (+ encodage) 
Opérations avancées No Oui 
Données complexes Non Oui 
Hétérogénéité des types de données Faible Élevé 
Hétérogénéité des terminologies Faible Élevé 
Règles d’affaires avancées Peu Beaucoup (protocole) 
Forage de données Peu Beaucoup (recherche clinique) 
Nombre de sources Entre 1 et 10 >= 200 
Nombre de relations Entre 50 et 100 >= 16 000 
Fréquence des changements structurels (par mois) 1 4 
 
!"#"$%&#'(%')*+,-.*/,01!,
La nature des données cliniques impose de nouvelles exigences de construction [Khnaisser et 
al. 2015]. La caractéristique distinctive des EDC et l’hétérogénéité de modélisation des 
sources entrainent le plus souvent d’autres propriétés qui, sans être nécessairement 
distinctives de façon unique par rapport aux ED, contribuent à définir les EDC comme un 
champ d’études en soit avec plusieurs caractéristiques : 
                                                
7 La modélisation, l’intégration et l’alimentation du schéma doivent être automatisées. 
8 Le schéma de l’ED doit être basé sur un modèle théorique formellement prouvé et indépendant des requêtes que les 
utilisateurs désirent effectuer vu la grande fréquence d’évolution des types de demandes.  
9  Les critères suivants sont ajoutés : connaissances, opérations avancées, hétérogénéité des types de données, hétérogénéité 
des terminilogies, nombre de sources, nombre de relations, fréquence des changements structurels (par mois). 
10 Un ED utilisé dans d’autres domaines que celui de la santé.  
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• la grande complexité des structures de données et des contraintes; 
• la grande envergure (nombre de relations, d’attributs, de tuples); 
• la grande importance au modèle de connaissance qui détermine la sémantique et 
l’encodage des données selon le contexte de provenance de la donnée; 
• la nécessité d’un modèle temporel fondé sur une théorie générale, donc indépendante 
du domaine d’application (pour la suite, nous abrègerons simplement par « modèle 
temporel fondé », voire « modèle fondé » lorsque le contexte le permettra); 
• la nécessité d’opérations d’exploration (d’agrégation) avancées pour faciliter 
l’expressivité des requêtes; 
• la répartition et la distribution des sources; 
• la redondance et l’incohérence des données induites par l’impossibilité de modifier 
certaines sources. 
2&%34-+,-+,$4/(%#*$%'4/,-.*/,01!,
En plus, la construction d’un ED requiert des modèles et des techniques différentes de celles 
utilisées pour les bases de données (autre que l’entité-association) [Golfarelli et al. 1998]. 
L’article [Khnaisser et al. 2015] recense et compare 40 méthodes de construction avec des 
critères qualitatifs (approches de conception, degré d’automatisation des processus, type de 
modèle, définition d’algorithmes, etc.). Aucun consensus au sujet de la méthode idéale n’est 
défini. Chaque projet développe son ED avec une méthode personnalisée où la description est 
souvent absente ou ambigüe [Cimino et al. 2014]. D’une part, la majorité des méthodes ne 
sont pas testées avec des cas d’étude d’envergure11 ce qui rend difficile à prouver leur 
efficience et leur applicabilité au domaine de la santé. D’autre part, différents modèles sont 
utilisés incluant des modèles ad hoc12 pour représenter soit les données, les connaissances ou 
les exigences. Aucune méthode ne présente un modèle pour représenter uniformément les 
données, les connaissances et les exigences.  
                                                
11 Un cas d’étude est considéré d’envergure par notre méthode d’analyse s’il intègre au moins 10 sources, 1 000 relations, 
10 000 attributs et 100 millions de tuples. 
12 Souvent, ils ne sont pas définis de façon à être réutilisables dans d’autres projets. 
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Pour conclure, plusieurs problématiques concernant la construction d’un EDC demeurent non 
résolues, entre autres : absence de consensus sur une méthode et une technique de 
modélisation standardisée facilitant l’interopérabilité, absence de modèle de contrôle d’accès 
aux données, absence de consensus sur la gestion de l’évolution et les critères de mesure de la 
qualité de la modélisation [Rizzi et al. 2006]. 
1.2.2 Modélisation d’entrepôt de données temporel 
La modélisation du temps est un sujet d’intérêt pour plusieurs domaines de recherche. Une 
des caractéristiques d’un ED est de garder la trace de l’évolution des données dans le temps. 
Un grand nombre de systèmes requiert la sauvegarde, la manipulation et la collecte de 
données temporalisées. Un ED (non temporel) contient les données courantes et celles du 
passé (qui ne représentent plus l’état courant) sans aucune trace explicite de leurs évolutions. 
Par contre, un ED temporel sauvegarde les données courantes et les données du passé en 
garantissant leur cohérence et la reconstitution (sans perte de données) des différentes étapes 
de leurs évolutions. Chaque donnée temporalisée est associée à un ou plusieurs attributs 
temporels et chaque contrainte est définie de telle sorte de garantir l’intégrité temporelle des 
données (l’intégrité des données en fonction du temps associées). L’EDC doit être modélisé 
sur la base d’un modèle temporel fondé tout en assurant une représentation et une sémantique 
temporelle unifiée ainsi qu’une structuration solide et des opérateurs temporels facilitant 
l’expressivité des requêtes temporelles. C’est ce que nous décrivons comme étant la 
temporalisation. 
5+(4'/(,-+,6",%+784#"6'("%'4/,-"/(,6+,-47"'/+,$6'/')*+,
Le temps est une propriété importante des données cliniques. L’article [Khnaisser et al. 2015] 
décrit certaines caractéristiques des données cliniques desquelles plusieurs besoins de 
modélisation du temps en découlent : 
BE.1 Garantir l’intégrité et la qualité des données en fonction du temps. 
BE.2 Garantir l’uniformité syntaxique et sémantique des concepts temporels. 
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BE.3 Garder la trace de l’évolution des données dans le temps. 
BE.4 Simplifier l’accès et la manipulation des données temporalisées et l’expressivité des 
requêtes temporelles pour des études cliniques. 
BE.5 Faciliter la modélisation et la modification d’un schéma EDT à partir des sources dans 
une perspective d’automatisation guidée par le concepteur. 
5#+9,&%"%,-+,6."#%,
La temporalisation d’un schéma et la manipulation (interrogation et modification) des 
données temporalisées sont complexes [Malinowski 2008]. Les problèmes de contradiction, 
de redondance, de circonlocution et de non-compacité présentés au Chapitre 4 en font partie. 
Plusieurs modèles et langages temporels ont été définis depuis 1970 dans le but de simplifier 
la gestion du temps dans une base de données. Différentes raisons peuvent justifier la 
présence de nombreux modèles, comme : l’incomplétude, le non-consensus, le manque de 
généralité, l’absence de mise en œuvre et d’outils de temporalisation, etc. L’étude 
[Ozsoyoglu and Snodgrass 1995] (la plus récente) a recensé 30 modèles relationnels 
temporels et 20 langages relationnels temporels.  
D’une part, l’inclusion de quelques fonctionnalités temporelles dans les SGBD n’a 
commencé qu’à la fin des années 2010. D’autre part, le langage SQL n’a intégré des 
fonctionnalités temporelles qu’en 2011. Jusqu’en 2012, et encore aujourd’hui, très peu de 
produits offrent un certain support temporel de base (Oracle 11 g, Teradata 13, Postgres 9.4 et 
DB2 10) [Kulkarni and Michels 2012]. Différentes causes peuvent justifier l’absence de mise 
en œuvre : ambigüité, hétérogénéité des propositions, manque de généricité des propositions, 
absence de consensus dans la communauté, cout prohibitif du stockage induit, performances 
décevantes, etc.  
D’autre part, rares sont les modèles qui sont mis en œuvre dans un cas réel et sont mis à jour 
par rapport à l’état d’art. La question de la temporalisation demeure ouverte, aucun standard 
n’est établi. Le présent travail s’intéresse à deux modèles temporels : 
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• Le modèle BCDM (Bitemporal Conceptual Data Model), basé sur SQL, a été 
proposé par [Jensen et al. 1993] et développé dans [Snodgrass 2000]. 
• Le modèle TRM (Temporal Relational Model), un modèle fondé sur la théorie 
relationnelle, est proposé par [Lorentzos and Johnson 1988] et développé dans [Date 
et al. 2014b]. 
Le choix des deux modèles est basé sur la qualité et la complétude de leur description, la 
persistance de l’intérêt qui leur est porté dans la littérature scientifique ainsi que la 
compatibilité avec le modèle relationnel et les SGBD existants. 
1.2.3 Raisonnement temporel 
Les recherches sur la représentation et le raisonnement temporel en médecine ont commencé 
vers la fin des années 1980 [Adlassnig et al. 2006]. Les systèmes informationnels de santé 
tendent de plus en plus vers des systèmes temporels pour améliorer la prise de décisions 
cliniques [Combi and Shahar 1997]. La prise de décisions peut être améliorée grâce à la 
détection des corrélations entre différentes interventions et différents évènements cliniques et 
la dérivation d’informations adéquates au bon moment. L’amélioration nécessite des données 
temporalisées et un modèle temporel garantissant l’intégrité temporelle entre données et la 
durabilité de l’évolution des données générées par ces évènements. 
L’association du temps aux évènements clinique facilite l’analyse temporelle et 
l’interprétation des données dans la majorité des départements (cardiologie, oncologie, 
psychiatrie, soins intensifs, médecine interne, etc.) et dans différentes tâches médicales 
(diagnostics, administration thérapeutique, protocoles cliniques, administratifs, etc.) [Combi 
et al. 2010]. Des techniques d’analyse temporelles sont requises pour mieux tirer parti des 
données temporalisées et sont même essentielles pour pouvoir décrire les activités liées aux 
épisodes de soins des patients qui s’étendent sur plusieurs mois voire des années. Les deux 
approches les plus connues en médecine pour effectuer un raisonnement temporel sur des 
données sont l’abstraction temporelle [Stacey and McGregor 2007] et les réseaux bayésiens 
temporels [Tawfik and Neufeld 1994]. L’abstraction temporelle exemplifiée par KBTA 
[Shahar and Musen 1996] et PROTEMPA [Post and Harrison 2007] permet la détection des 
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patrons temporels (séquence, occurrence, tendance, etc.) à partir de données temporalisées. 
Cette méthode facilite la prise de décision [Post et al. 2013] en associant des états cliniques 
(stable, dégradation, amélioration, etc.) pour chaque patron temporel détecté [Post et al. 
2013]. Les réseaux bayésiens temporels sont utilisés dans plusieurs recherches pour leur 
capacité de raisonnement en tenant compte des incertitudes temporelles des données 
[Orphanou et al. 2014].  
Plusieurs autres défis en découlent (voir [Adlassnig et al. 2006] pour plus de détails) : la 
représentation de l’incertitude, la représentation des protocoles cliniques, le raisonnement 
selon les bonnes pratiques, l’automatisation de la gestion des flux de travail clinique (clinical 
workflow), la prédiction de nouveaux comportements des maladies, l’analyse des phénotypes, 
le suivie de l’évolution de l’état du patient, l’interrogation des données temporelles, etc.  
1.2.4 Intégration des sources de données 
Un grand intérêt s’est développé pour l’utilisation secondaire des données de santé provenant 
de sources multiples afin de réaliser des études cliniques à l’échelle d’une population et 
développer la médecine personnalisée [Jensen et al. 2012]. L’intégration de plusieurs bases 
de données est une activité cruciale et très complexe [Chromiak and Stencel 2014]. D’une 
part, la majorité des sources sont construites avec des systèmes propriétaires fermés et selon 
une méthodologie propre et des modèles personnalisés. D’autre part, les données peuvent être 
encodées différemment (hétérogènes au niveau sémantique) et peuvent avoir différentes 
structures (hétérogènes au niveau structurel) [Ethier et al. 2013]. Une interopérabilité 
syntaxique et sémantique est requise pour faciliter le processus d’intégration. Une 
interopérabilité syntaxique permet de représenter des données de santé d’une façon structurée 
et selon un format standardisé. Une interopérabilité sémantique permettant de comprendre et 
traiter des données selon un modèle de connaissance commun et une terminologie associée. Il 
ne suffit pas de faire une unification des données des sources dans un même ED en 
s’intéressant seulement à leur structure. L’intégration doit également prendre en 
considération la sémantique et l’association de celle-ci avec les données.  
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Le DCI contient un grand nombre de données ayant des structures complexes et une 
sémantique différentes selon le contexte (voir figure.1 de [Jensen et al. 2012]). Les 
principaux utilisateurs sont les prestataires de soins (cliniciens, agents administratifs, 
infirmiers, etc.) où chacun utilise une terminologie propre à son département. Les données 
sont encodées selon différentes normes et classifications (SNOMED CT [IHTSDO 2015], 
DICOM [NEMA 2015], LOINC [Regenstrief 2015] et RxNorm [NLM 2014], etc.) qui 
déterminent le contexte d’où elles sont générées (document clinique, image numérique, 
laboratoire, prescription de médicament, etc.). De plus, des données non encodées et sous 
forme de texte libres sont également fréquemment utilisées et difficiles à interpréter.  
 
Figure 1 – Illustration du contenu hétérogène d’un DCI [Jensen et al. 2012] 
L’intégration est complexe et demeure en grande partie manuelle malgré l’avancement des 
technologies à cause de : 
• la fragmentation des données dans divers champs dont le choix n’est pas uniforme et 
varie dans le temps, 
• l’absence de description fiable des sources de données (schéma conceptuel) et des 
données elles-mêmes; 
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• la complexité des données, représentées soit en texte libre, soit par numérisation 
(sous forme d’image) d’une source imprimée (formulaire, note de travail, 
ordonnance, etc.), 
• l’absence de description formelle de la sémantique des données; 
• l’utilisation de différents encodages en fonction d’un quelconque modèle de 
connaissance13 (donc uniquement interprétables en regard des codes et des 
conventions propres aux consignataires et aux auteurs);   
• le cloisonnement des systèmes entraine une redondance considérable de 
l’information, redondance de laquelle découlent des incohérences; 
• la diversité des technologies d’acquisition et l’échange de données utilisées et 
l’absence de mécanisme standardisé de communication entre les systèmes [Sahama 
and Croll 2007]; 
Un premier pas pour résoudre cette problématique est l’utilisation des normes (de messagerie 
et de terminologie) et des standards internationaux comme HL7 [Health Level Seven 2015] 
pour faciliter l’échange, OpenEHR [OpenEHR 2015] pour définir un modèle de données de 
référence, ainsi que des terminologies standardisées comme SNOMED CT et LOINC pour 
coder l’information.  
Lors de l’intégration de plusieurs sources, une mise en correspondance est requise entre le 
modèle de connaissance (provenant des utilisateurs), un modèle de données (provenant des 
sources) et les terminologies. Plusieurs études proposent des solutions pour la mise en 
correspondances entre les modèles de connaissance et les terminologies [Rector et al. 2009] 
et [Éthier et al. 2013], la mise en correspondance entre les terminologies [Noy et al. 2009] et 
les modèles de connaissances entrent eux [Martínez Costa et al. 2011]. Une solution plus 
globale est présentée par Bodenreider [Bodenreider 2004] pour l’intégration de modèle de 
connaissance à partir des terminologies en utilisant UMLS [U.S. National Library of 
Medicine 2014]. Rares sont les méthodes qui proposent des processus d’intégration largement 
                                                
13 L’encodage peut être déterminé par l’établissement, une composante de l’établissement, le consignataire ou un système 
tiers. 
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automatisé (6/40) ou partiellement automatisé (3/40) [Khnaisser et al. 2015]. Malgré la 
diversité des solutions proposées, l’intégration demeure ad hoc. En plus, elle requiert des 
connaissances du domaine pour interpréter les données et leurs contextes vu la diversité des 
pratiques cliniques [de Mul et al. 2012].  
L’utilisation des ontologies est de plus en plus préconisée pour faciliter l’intégration. Elle 
permet d’enrichir la sémantique des données [Thenmozhi and Vivekanandan 2013] et réduire 
l’effort requis pour la mise en correspondance entre les connaissances et les données [Mate et 
al. 2015] étant donné qu’elle exprime d’une façon exploitable automatiquement différents 
axiomes logiques permettant la description de concepts.  
1.3 Vision 
Plusieurs solutions indépendantes existent pour différentes problématiques, mais aucune 
méthode entièrement intégrée n’a été définie à ce jour [Khnaisser et al. 2015]. Vu 
l’hétérogénéité et le grand nombre de sources de données, les méthodes classiques de 
construction d’EDCT sont difficiles à mettre en place [Tria et al. 2013]. La construction 
d’EDCT est effectuée typiquement réalisée à l’aide de plusieurs outils indépendants, ce qui 
entraine une perte de traçabilité et limite considérablement l’évolution future de l’EDCT. Le 
système envisagé, baptisé Vulcain, regroupe plusieurs ateliers partageant une même 
description des sources et de l’entrepôt. L’unicité de la description permet de mettre en œuvre 
une méthode intégrée de construction d’EDCT. La multiplicité des ateliers permet de 
proposer des outils et des interfaces spécialisées et ergonomiques en fonction des diverses 
tâches.  La méthode intégrée permet de définir un EDCT à partir d’un modèle de 
connaissances commun; temporaliser le schéma de l’EDC; de représenter les sources de 
données; de mettre en correspondance les sources et l’EDCT, d’alimenter l’EDCT ainsi que 
d’exploiter et de maintenir l’EDCT. Ci-dessous, la Figure 2 présente une illustration de la 
vision est présentée, suivie d’une brève description du rôle des principaux composants (leur 
conception et les algorithmes utilisés étant nombreux et pouvant varier). 
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Figure 2 – Vision du système de construction d’un EDCT 
1.3.1 Les caractéristiques des agents 
La construction de l’EDCT nécessite un groupe multidisciplinaire. Les principaux agents 
sont : 
• Analyste d’information (analyste informatique) (AI) : une personne ayant une 
expertise en informatiques et une connaissance minimales des sources et du modèle 
de connaissances. Elle intervient essentiellement durant la construction pour la mise 
en correspondance des schémas de données et le modèle de connaissance.  
• Gestionnaire de données (GD) : une personne connaissant le contenu et la structure 
des sources et de l’entrepôt. Elle intervient durant la construction de l’EDCT et la 
représentation des sources de données. En plus, elle intervient durant l’exploitation 
pour optimiser l’utilisation de l’ED et contrôler les droits d’accès. 
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• Personnel médical (PM) : une personne du domaine de la santé qui utilise le modèle 
de connaissances et les différents outils à disposition pour extraire et analyser les 
données de l’EDCT. 
1.3.2 Les composants 
La vision repose sur deux phases de traitement basées sur un modèle de données commun : la 
construction et l’exploitation. La construction regroupe les composants et les artéfacts requis 
lors de la construction de l’EDCT par les analystes métiers et les analystes informatiques. 
L’exploitation regroupe les composants et les artéfacts requis lors de l’exploitation de 
l’EDCT par le personnel médical et les gestionnaires de données. Le modèle commun est la 
représentation des structures utilisées pour la construction et l’exploitation de l’EDCT. La 
présentation qui suit se limite à une brève description du rôle des principaux composants; leur 
conception et les algorithmes requis étant nombreux et pouvant varier, une spécification 
d’architecture logicielle et plusieurs spécifications de conception seront requises avant de 
mettre oeuvre Vulcain. Le présent mémoire n’a pas cet objectif. 
Vulcain se compose des composants suivants :  
• Importer modèle de données : un composant dont le rôle est d’importer et décrire 
les schémas de données selon le modèle commun. En plus, il doit être capable de 
déceler les erreurs et les incohérences selon un processus de vérification et de 
validation approprié.  
• Importer modèle de connaissances : composant dont le rôle est d’importer des 
modèles de connaissances (exprimé par une ontologie) et les décrire selon le modèle 
commun. En plus, il doit être capable de déceler les erreurs et les incohérences selon 
un processus de vérification et de validation approprié.  
• Mettre en correspondance : un composant dont le rôle est de mettre en 
correspondance les schémas de données et le modèle de connaissances. Un schéma 
unifié et un correspondeur connaissances-données sont générés. Le correspondeur 
connaissances-données permet d’associer une connaissance à une ou plusieurs 
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données de la source facilitant ainsi la construction du schéma de l’EDCT, le 
traitement des requêtes et de l’alimentation.  
• Construire : composant dont le rôle est de construire le schéma temporalisé de 
l’EDC. La construction se base sur le correspondeur connaissances-données, 
l’algorithme de temporalisation et le type du SGBD cible pour construire le schéma 
de l’EDCT. En plus du schéma de l’EDCT, un correspondeur connaissance-entrepôt 
qui associe une connaissance à une ou plusieurs données de l’entrepôt.  
• Alimenter : composant dont le rôle est d’extraire les données des sources, de 
jumeler et de transformer ces données pour les rendre compatibles avec le schéma de 
l’EDCT. L’alimentation se base sur les schémas de données, le correspondeur 
connaissance-entrepôt et les données des sources pour effectuer le jumelage et les 
transformations adéquates.  
• Interagir entrepôt : un composant dont le rôle est de fournir une interface 
personne-machine au gestionnaire de données pour maintenir et observer les 
performances de l’EDC. De plus, le composant a pour rôle de définir et assurer le 
respect des règles d’accès à l’entrepôt en plus de garder la trace de toutes les 
modifications de structures, de données et des requêtes utilisateurs pour optimiser 
l’EDCT. 
• Interagir système : un composant dont le rôle est de fournir une interface personne-
machine selon le profil du personnel médical et des outils d’analyse pour exploiter 
l’EDCT. 
1.4 Synthèse 
La construction d’un EDCT requiert une méthode automatisée, un modèle de données fondé 
sur la théorie relationnelle, une temporalisation avancée, un modèle de connaissance, un 
modèle d’intégration et de mise en correspondance, des opérations d’exploration avancées 
[Khnaisser et al. 2015]. L’EDC doit être modélisé sur la base d’un modèle temporel fondé 
tout en assurant une représentation et une sémantique temporelle unifiée ainsi qu’une 
 23 
structuration solide et des opérateurs temporels facilitant l’expressivité des requêtes 
temporelles. 
Une nouvelle méthode de construction doit être développée en se basant sur un modèle 
unifiant les modèles suivants : 
• Un modèle de connaissance (ontologie) permet d’avoir une sémantique uniforme et 
non ambigüe des données. L’utilisation des ontologies est de plus en plus préconisée 
pour faciliter l’intégration. 
• Un modèle temporel permet d’avoir une représentation et une sémantique temporelle 
unifiée. En plus de garantir la traçabilité de l’évolution des données. 
1.4.1 Problème ciblé 
Dans un premier temps, l’objectif est de définir une méthode semi-automatisée de 
construction d’un EDCT se limitant à la construction d’un schéma d’EDT à partir d'un 
schéma d'ED. L’importation des sources et du modèle de connaissance ainsi que la mise en 
correspondances sont reportées aux phases ultérieures. Cette étude doit répondre aux 
questions suivantes : 
• Quel modèle temporel répond le mieux aux exigences d’un EDT en tenant compte des 
fonctionnalités des SGBDR actuels? 
• Comment automatiser la construction du schéma de l’EDT? 
Deux modèles temporels, BCDM et TRM sont étudiés dans une perspective de 
standardisation et de mise en œuvre automatisable au sein d’un ED afin d’atteindre les 
besoins de temporalisation. 
1.4.2 Autres problématiques 
Plusieurs autres problématiques se posent concernant les techniques d’analyse de données 
(forage des données), la visualisation des données, le contrôle d’accès, l’anonymisation, etc. 
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La résolution de ces problématiques sera grandement facilitée avec la résolution des 
problématiques énoncées précédemment. 
:/"6;(+,-+(,-4//&+(,
Le forage de données est largement utilisé pour différent type d’analyse (l’analyse 
rétrospective, l’analyse prospective, les prédications, etc.) et vise différents buts : création de 
nouvelles méthodes d’analyse de phénotypes [Liao et al. 2015], découvrir de nouveaux 
phénotypes [Deans et al. 2015], améliorer les diagnostics ou des traitements [Defossez et al. 
2014]. 
<#&(+/%"%'4/,-+(,-4//&+(,
Concevoir des interfaces personnes-machines conviviales et adaptées aux profils de l’expert 
médical est indispensable pour faciliter l’exploration des données selon différents niveaux 
d’abstraction. Plusieurs solutions sont proposées, par exemple [Pennington et al. 2014] et 
[Risi et al. 2014].  
=&$*#'%&,-+(,-4//&+(,
L’utilisation de données doit respecter des lois et des règlements. Un contrôle d’accès est 
nécessaire pour limiter l’accès aux données selon les droits de l’utilisateur et le consentement 
du propriétaire des données. Plusieurs modèles de contrôle d’accès sont développés comme 
[Fernández-Medina et al. 2006], [Milhau et al. 2011], [Poniszewska-Maranda 2012], et 
[Sicuranza et al. 2015]. D’autre part, l’anonymisation est un autre aspect indispensable pour 
l’utilisation secondaire et le partage des données. Voici quelques articles intéressants qui 
énoncent les problématiques et des solutions potentielles : [Gkoulalas-Divanis and Loukides 
2013], [Kohlmayer et al. 2014] et [Emam et al. 2015]. 
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Chapitre 2 
Temporalisation d’un entrepôt de données 
« One does not need to make an elaborate argument as to why it is important to model and 
reason with time, particularly in the context of medical information systems. Putting it 
simply, there is one fundamental truth in life: the world is not static. Situations change. » 
[Combi et al. 2010] 
Plusieurs problématiques sont reliées à la construction d’un système informationnel de santé : 
la modélisation de l’EDC, la temporalisation, le raisonnement temporel, l’intégration des 
sources hétérogènes, l’analyse des données, le contrôle d’accès, etc. Ce mémoire s’attaque 
uniquement à la problématique de temporalisation d’un ED.  
Le présent chapitre décrit le problème traité dans ce mémoire. Il débute par une présentation 
intuitive du problème de temporalisation à l'échelle d'une simple relation. La section 2 
présente ensuite le problème dans sa généralité. La section 3 décrit la méthode de 
construction d’EDT et les problématiques de la temporalisation. Pour terminer, la section 4 
présente une liste des résultats devant être obtenus afin résoudre le problème. 
2.1 Exemple de temporalisation d'une relation 
Les exemples qui suivent sont construits à partir de la mise en situation suivante : La 
direction générale d’un hôpital souhaite suivre l’occupation des lits des différentes unités. 
Dans un premier temps, les informations requises sont l’identité du patient (nom, ville de 
résidence et date de naissance), l’unité responsable de son hospitalisation et le numéro de lit 
qu’il occupe. 
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Trois scénarios sont présentés ci-dessous. Chacun représente une catégorie de modélisation. 
La présentation du scénario commence par la description de deux évènements : l’admission 
(arrivé d’un patient à l’hôpital) et le congé (le départ d’un patient de l’hôpital). Ensuite, à 
partir des évènements, une modélisation simple (comportant deux relations) et une 
exploitation (les données engendrées par les évènements) sont présentées. Enfin, divers 
commentaires sur la modélisation et sur l’exploitation sont soulignés.  
La technique de modélisation utilisée est celle du modèle relationnel décrit par E. F. Codd et 
C. Date (voir l’annexe A). 
2.1.1 Scénario A 
Le scénario A représente une modélisation non temporelle. Seules les données de l’état 
« courant » sont sauvegardées dans les relations de la base de données. 
>?@/+7+/%(,
• Admission : 
o Le patient Tremblay, né le 3 octobre 1960 et domicilié à Sherbrooke, est 
hospitalisé en cardiologie dans la chambre 3210. 
o Un numéro unique est attribué au patient : 12345. 
• Congé : 
o Le patient 12345 obtient son congé et quitte l'hôpital. 
24-&6'("%'4/,
Patient 
noPatient nom ville naissance 
 
Prédicat associé : le patient identifié par noPatient porte le nom nom, est né le jour naissance 
et habite dans la ville ville. 
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Hospitalisation 
noPatient unite chambre 
 
Prédicat associé : le patient noPatient est sous la responsabilité de l’unité unite et occupe la 
chambre noChambre. 
0A864'%"%'4/,
• Admission : 
o insertion : Patient (12345, "Tremblay", "Sherbrooke", 1960-10-03) 
o insertion : Hospitalisation (12345, "Cardialogie", 3210) 
Patient 
noPatient nom ville naissance 
12345 Tremblay Sherbrooke 1960-10-03 
 
Hospitalisation 
noPatient unite chambre 
12345 Cardiologie 3210 
• Congé : 
o retrait : Hospitalisation (12345, "Cardialogie", 3210); 
la relation Patient demeure donc inchangée et la relation Hospitalisation 
devient vide. 
Patient 
noPatient nom ville naissance 
12345 Tremblay Sherbrooke 1960-10-03 
 
Hospitalisation 
noPatient unite chambre 
 
!477+/%"'#+(,
• La valeur de la relation Hospitalisation représente la liste des patients « couramment » 
hospitalisés. Plus exactement, un patient y est présent à partir du moment de son 
admission jusqu'au moment de son congé. Par ailleurs, aucun attribut ne reflète depuis 
quand il est hospitalisé ni jusqu'à quand. 
• Les données de l'hospitalisation sont perdues après le congé. 
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• Les données du patient sont conservées après le congé. 
• Le scénario représente une modélisation non temporelle (notée NT). Une définition 
formelle est présentée au chapitre 5. 
2.1.2 Scénario B 
Afin de conserver les données d'hospitalisation, elles sont qualifiées par la période 
d'hospitalisation (du jour d'admission jusqu'au jour de congé). Plus généralement, cette 
période est appelée période de validation dans le sens où les données d'hospitalisation ne sont 
valides que durant la période (de validation). 
Le début et la fin d’une période n’étant pas toujours connus, les modèles temporels proposent 
diverses solutions qui seront abordées dans les chapitres 4 et 5 ainsi que dans les annexes B et 
C. Aux fins de l’exemple, nous nous contentons d’introduire la notation « ufn » pour 
représenter l’indétermination future d’une période (until further noticed). 
>?@/+7+/%(,
• Admission : 
o Le patient Tremblay, né le 3 octobre 1960 et domicilié à Sherbrooke, est 
hospitalisé en cardiologie dans la chambre 3210 durant la période débutant le 
j02 et se terminant le j05. 
o Un numéro unique est attribué au patient : 12345. 
• Congé : 
o Le patient Tremblay obtient son congé le j04 (non le j05 comme prévu) et 
quitte l'hôpital. 
24-&6'("%'4/,
Patient 
 
noPatient nom ville naissance pValidation 
Prédicat associé : la proposition « le patient identifié par noPatient porte le nom nom, est né 
le jour naissance et habite dans la ville ville » est valide durant la période pValidation. 
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Hospitalisation 
 
noPatient unité chambre pValidation 
Prédicat associé : la proposition « le patient noPatient est sous la responsabilité de l’unité 
unite et occupe la chambre noChambre » est valide durant la période pValidation. 
0A864'%"%'4/,
• Admission :  
o insertion : Patient (12345, "Tremblay", "Sherbrooke", 1960-10-03, [j02:ufn]) 
o insertion : Hospitalisation (12345, "Cardialogie", 3210, [j02:j05]) 
Patient 
noPatient nom ville naissance pValidation 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] 
Hospitalisation 
noPatient unité chambre pValidation 
12345 Cardiologie 3210 [j02 : j05] 
• Congé : 
o retrait : Hospitalisation (12345, "Cardialogie", 3210, [j02:j05]) 
o insertion : Hospitalisation (12345, "Cardialogie", 3210, [j02:j04]) 
Patient 
noPatient nom ville naissance pValidation 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] 
Hospitalisation 
noPatient unité chambre pValidation 
12345 Cardiologie 3210 [j02 : j05] 
12345 Cardiologie 3210 [j02 : j04] 
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• Les données l'hospitalisation sont maintenant conservées après le congé. Cependant : 
o si on garde le premier tuple, la relation devient incohérente. On remarque un 
problème de redondance (les données [12345, "Cardialogie", 3210] 
apparaissent deux fois pour les jours 02 à 04) et un problème de contradiction 
(au jour 05 le patient est à la fois dans la chambre 3210 et dans aucune 
chambre); 
o si on retire le premier tuple, le fait qu’il y a eu correction est perdu, de même 
que les données antérieures à la correction. 
• Les données du patient sont conservées après le congé. 
• Le scénario représente une modélisation unitemporelle de validation (notée VT). Une 
définition formelle est présentée au chapitre 5. 
2.1.3 Scénario C 
Afin de conserver le fait qu’il y a eu correction, de même que les données antérieures à la 
correction, la proposition (comprenant une éventuelle période de validation) est qualifiée par 
une période de transaction (du jour de l’insertion de la proposition jusqu'au jour de son 
retrait). Plus généralement, cette période est appelée période de transaction dans le sens où 
elle est déterminée par le moment auquel le SGBD a exécuté la transaction d’insertion 
jusqu’au moment où il a exécuté la transaction de retrait. 
>?@/+7+/%(,
• Admission (les deux évènements suivants sont consignés dans le SGBD le j02) : 
o Le patient Tremblay, né le 3 octobre 1960 et domicilié à Sherbrooke, est 
hospitalisé en cardiologie dans la chambre 3210 durant la période débutant le 
j02 et se terminant le j05. 
o Un numéro unique est attribué au patient : 12345. 
• Congé (l’évènement suivant est consigné dans le SGBD le j04): 
o Le patient Tremblay obtient son congé le j04 (non le j05 comme prévu) et 
quitte l'hôpital. 
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Patient 
 
noPatient nom ville naissance pValidation pTransaction 
Prédicat associé : la proposition « le patient identifié par noPatient porte le nom nom, est né 
le jour naissance et habite dans la ville ville » est valide durant la période pValidation ; ceci 
est enregistré pour la période pTransaction. 
Hospitalisation 
 
noPatient unité chambre pValidation pTransaction 
Prédicat associé : la proposition « le patient noPatient est sous la responsabilité de l’unité 
unite et occupe la chambre noChambre » est valide durant la période pValidation ; ceci est 
enregistré pour la période pTransaction. 
0A864'%"%'4/,
• Admission :  
o insertion : 
Patient (12345, "Tremblay", "Sherbrooke", 1960-10-03, [j02:ufn], [j02:ufn])) 
o insertion : 
Hospitalisation (12345, "Cardialogie", 3210, [j02:j05], [j02:ufn]) 
Patient 
noPatient nom ville naissance pValidation pTransaction 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] [j02 : ufn] 
Hospitalisation 
noPatient unité chambre pValidation pTransaction 
12345 Cardiologie 3210 [j02 : j05] [j02 : ufn] 
• Congé : 
o retrait : Hospitalisation (12345, "Cardialogie", 3210, [j02:j05], [j02:ufn])) 
o insertion : Hospitalisation (12345, "Cardialogie", 3210, [j02:j05], [j02:j03])) 
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o insertion : Hospitalisation (12345, "Cardialogie", 3210, [j02:j04], [j04:ufn])) 
 
Patient 
noPatient nom ville naissance pValidation 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] 
 
Hospitalisation 
noPatient unité chambre pValidation pTransaction 
12345 Cardiologie 3210 [j02 : j05] [j02 : j03] 
12345 Cardiologie 3210 [j02 : j04] [j04 : ufn] 
!477+/%"'#+(,
• La relation Hospitalisation conserve l’historique des hospitalisations du patient depuis 
son admission jusqu’à son congé avec les corrections qui ont eu lieu.  
• Les données l'hospitalisation sont conservées après le congé permettant ainsi plusieurs 
types d’analyse (prospectif, prédictif, empirique, etc.) pour étudier le taux de 
placement des chambres (ou autres). 
• Le scénario représente une modélisation bitemporelle (notée BT). 
• Il est également possible d'appliquer la période de transaction à une relation non 
temporelle, le résultat est alors une relation unitemporelle de transaction (notée TT). 
• Les définitions formelles de TT et BT sont présentées au chapitre 5.  
2.1.4 Synthèse des exemples 
Générer un schéma temporel est une tâche complexe et ne se limite pas à la génération de 
nouvelles relations ou à l’ajout d’attributs de type période. De plus, la temporalisation 
« aveugle » engendre des incohérences et une complexité au niveau des requêtes. Plusieurs 
autres problèmes, non illustrés par les exemples précédents, existent. Ils sont recensés et 
traités au chapitre 4. 
La construction automatisée d’un EDT à partir d’un ED doit reposer sur l’application de 
règles systématiques afin de garantir l’intégrité et la qualité des données. Afin de dériver ces 
règles, nous avons privilégié (aux chapitres 4 et 5) l’utilisation de principes fondamentaux 
tels que la théorie relationnelle, la normalisation et la logique des intervalles. 
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2.2 Problème ciblé 
La temporalisation est une tâche complexe qui requiert beaucoup d’efforts à cause du manque 
de formalisation et de généralité de la plupart des modèles temporels  ainsi que de la taille du 
schéma d’un EDC typique. Les concepteurs s’en remettent donc le plus souvent à des règles 
de pratiques variées, floues, incomplètes et non validées. Pour assurer une meilleure 
interopérabilité entre différents ED, la temporalisation doit être basée sur un modèle temporel 
fondé sur une théorie générale, donc utilisable indépendamment du domaine d’application. 
En résumé, la méthode de construction d’EDT doit permettre :  
• d’uniformiser la représentation et la sémantique temporelle des données;  
• minimiser les erreurs et garder la trace des changements lors de l’évolution 
structurelle et sémantique des données et du schéma;  
• offrir une automatisation de certains processus de temporalisation.  
2.2.1 Présentation 
Les modèles temporels définis jusqu’à présent sont basés sur quelques concepts temporels, 
des règles des bonnes pratiques et, parfois, une théorie unificatrice. En 1994, un groupe de 
chercheurs se sont réunis pour définir un glossaire [Dyreson et al. 1994] contenant les 
principaux concepts temporels utilisés en base de données. Toutefois, les modèles n’ont pas 
tous adopté les mêmes concepts ni les mêmes définitions, ce qui rend la compréhension et la 
comparaison des différents modèles difficiles.  
La temporalisation est le processus de transformation d’un schéma non temporel à un schéma 
temporel. Les transformations doivent être effectuées sur la base d’un modèle temporel pour :  
• assurer une représentation et une sémantique temporelle unifiée, 
• garantir l’intégrité et la complétude des données à l’aide d’invariants temporels, 
• élaborer une structuration adéquate facilitant l’expression des requêtes temporelles. 
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 Une automatisation est nécessaire pour simplifier le processus, assurer la complétude et 
minimiser les erreurs potentielles.  
2.2.2 Hypothèses  
Dans une première étape du projet, certaines hypothèses sont considérées :  
 Le schéma non temporel représentant les connaissances à modéliser (schéma initial) HY.1
et le schéma de l’ED sont définis selon un modèle relationnel.  
 Le traitement du modèle de connaissances et de la mise en correspondance de HY.2
plusieurs sources de données sont effectués au préalable. 
 La temporalisation s’effectue par des algorithmes définis selon un modèle temporel. HY.3
Les problématiques suivantes ne font pas partie de cette étude : la gestion des différents 
calendriers et des fuseaux horaires, la gestion de la multigranularité, la gestion de 
l’incertitude et la gestion des points cycliques. 
2.2.3 Description du processus 
À partir du schéma initial non temporel représentant les connaissances à modéliser (SED), le 
processus, TEMPUS, génère un schéma temporalisé (SEDT) et les traces de modélisations. 
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Figure 3 – Diagramme de contexte TEMPUS 
2.2.4 Description des sous-processus 
La construction d’un schéma temporalisé passe par deux sous-processus : l’importation du 
schéma non temporel et la temporalisation du schéma non temporel. La Figure 4 illustre les 
deux processus.  
Acronymes
Flux intrants :
SED : schéma d’ED construit à partir du modèle 
  de connaissances du domaine.
 
Flux extrants :
RDM : rapport de modélisation.
SEDT : schéma d’EDT.
EDT TEMPUS
SED
CE
SEDT
RDM
MC
Processus 
Flux de données 
Légende
Dépôt de données 
CE : Concepteur d’ED
MC : Modèle de connaissances
 36 
   
Figure 4 – Diagramme de flux de données TEMPUS 
Idéalement, la construction devrait être automatisée. Dans la pratique, nous rencontrons deux 
exceptions: (1) lorsque toutes les variables de relation du schéma ne partagent pas la même 
temporalité (NT, VT, TT, BT), il faut annoter celles qui font exception (2) lorsque certains 
attributs relatifs à un référentiel temporel de domaine doivent être associés à un attribut d'un 
référentiel temporel autre (validation, transaction). 
Les deux cas sont traités à l'aide d'annotations ajoutées par l'analyste (donc non 
automatisées). Dans les deux cas, une assistance peut vraisemblablement lui être apportée sur 
TEMPUS
Acronyme
RDM : rapport de modélisation.
SED : schéma d’ED construit à partir du modèle 
  de connaissances du domaine.
SEDT : schéma d’EDT. 
TDM : trace de modiﬁcation.
Importer 
schéma non 
temporel
Schéma
données
Temporaliser 
schéma non 
temporel
SED
Rapport de 
modélisation
TDM
EDT
SEDT
CE
SED
RDM
TDMSED
MC
Processus 
Flux de données 
Légende
Dépôt de données 
CE : Concepteur d’ED
MC : Modèle de connaissances
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la base des modèles de connaissance à l'origine du schéma d'entrepôt de données (voir la 
vision). 
B784#%+#,($3&7",/4/,%+784#+6,,
Le processus « Importer schéma non temporel » vise à décrire le SED selon un modèle 
relationnel (voir Annexe A) illustrer dans la figure Figure 5. 
 
Figure 5 – Structure d’un modèle relationnel 
C+784#"6'(+#,($3&7",/4/,%+784#+6,
Le processus « Temporaliser schéma non temporel » vise à transformer le SED en un SEDT 
selon un modèle temporel (voir Annexe B pour les transformations selon TRM et Annexe C 
pour les transformations selon BCDM). À partir du SED, le processus génère un SEDT et un 
rapport de modifications (RDM). Un RDM est une liste de toutes les opérations de 
transformation (TDM) effectuées pour temporaliser le SED. Les traces permettent au 
concepteur de suivre l’évolution de la temporalisation et d’évaluer l’impact des changements 
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sur d’autres processus de construction de l’EDT (mise en correspondance, l’alimentation, 
etc.). 
2.3 Problématiques de temporalisation  
C#"'%+7+/%,-+,6",?46"%'6'%&,+%,-+,6.'/-&%+#7'/"%'4/,
La nature volatile et indéterminée du temps peut engendrer des problèmes d’incohérence. Le 
temps associé à une donnée peut être inconnu au moment d’une transaction. En plus, le temps 
fuit sans cesse [Date et al. 2014a; Snodgrass 2000]. La représentation du temps indéterminé 
et le temps fuyant diffèrent selon les modèles proposés. Le modèle BCDM le modélise avec 
une variable « Until changed » représentée par la valeur « 9999-12-31 » de SQL. Par contre, 
le modèle TRM résout le problème par la décomposition RU. D’autres auteurs utilisent le 
NULL ou la valeur « 1860-01-01 ». 
Exemple : Le patient 12345 habite à Sherbrooke depuis 2015-01-10 et jusqu’à une période 
indéterminée. 
Patient (BCDM) 
noPatient nom ville naissance pValidation 
12345 Tremblay Sherbrooke 1960-10-03 [2015-01-10 : 9999-12-31] 
 
Patient (TRM) 
noPatient nom ville naissance sValidation 
12345 Tremblay Sherbrooke 1960-10-03 2015-01-10 
 
C#"'%+7+/%,-+,6.'/$43&#+/$+,8"#,-+(,'/?"#'"/%(,%+784#+6(,
Les données évoluent indépendamment dans le temps, en conséquence les modifications 
apportées peuvent introduire des problèmes d’intégrité. Une incohérence peut survenir entre 
les données d’une même relation ou entre des données associées présentes dans différentes 
relations. Le rôle des invariants temporels (invariants associés au maintien de l’intégrité des 
périodes de validation et de transaction) est de garantir l’intégrité temporelle des données 
(éviter d’introduire des incohérences pendant une mise à jour. Voir l’exemple 2.1). Vu le 
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grand nombre de relations dans un ED, en plus des invariants généraux provenant de 
l’ontologie, la définition des invariants temporels doit faire partie du modèle temporel 
permettant ainsi l’automatisation de leur mise en oeuvre est nécessaire pour minimiser les 
erreurs et assurer une couverture totale. 
0A8#+(('?'%&,-+(,#+)*D%+(,%+784#+66+(,
L’expressivité des requêtes dans un schéma structuré inadéquatement est complexe. En plus, 
avec l’absence d’opérateurs temporels adaptés, cette complexité augmente pour les requêtes 
temporelles. Plusieurs initiatives sont apparues pour développer des modèles et des langages 
temporels pour améliorer l’expressivité [Adlassnig et al. 2006] : TSQL2 de [Snodgrass 1995] 
basé sur SQL-92, Chronus II [O’Connor et al. 2002], TRA [Lorentzos and Johnson 1988] et 
TLSQL [Das and Musen 1995]. Cependant, aucun de ces langages n’est mis en œuvre14 dans 
un SGBD. Une des solutions les moins couteuses consiste en la création des vues et des 
opérateurs temporels (opérateurs d’Allen) pour tenter de simplifier les requêtes.  
2.4 Résultats attendus 
La temporalisation est un aspect très important pour les études cliniques. Elle est souvent 
implicitement présente, mais rarement supportée et structurée. Une méthode de construction 
d’un EDT basée sur un modèle temporel fondé est nécessaire pour garantir la cohérence et la 
traçabilité des données ainsi que l’automatisation de la construction. En plus, une 
temporalisation adéquate est nécessaire pour améliorer l’expressivité des requêtes et le 
processus de détection de patrons temporels lors d’une étude clinique. Une étude 
méthodologique des modèles de temporalisation est donc requise afin de dégager un cadre de 
référence permettant de comparer différents modèles de temporalisation. Le cadre de 
référence sera ensuite mis à l’épreuve en regard de deux modèles BCDM et TRM. 
Les résultats attendus dans le cadre de ce travail incluent donc :  
                                                
14 Certains ont cependant fait l’objet de prototypes. 
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• Liste des exigences requises pour la construction d’un EDT : plus 
particulièrement d’un EDT destiné à être le coeur d’un SIS. 
• Un cadre de référence : une définition uniforme des concepts relationnels et des 
concepts temporels nécessaire à la description des modèles temporels, la définition 
des algorithmes et la comparaison des modèles. 
• Description du modèle TRM : selon le cadre de référence. 
• Description du modèle BCDM : selon le cadre de référence. 
• Algorithme général de construction d’un EDT selon TRM : par temporalisation 
automatisée d’un schéma relationnel.  
• Algorithme général de construction d’un EDT selon BCDM : par temporalisation 
automatisée d’un schéma relationnel.  
• Comparaison des méthodes BCDM et TRM : sur la base des descriptions et des 
algorithmes de construction définis selon un cadre de référence. 
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Chapitre 3 
Méthode de construction d’un entrepôt de données 
temporalisé 
« Though a lot has been written about how data warehouse should be designed, there is no 
consensus on a design method yet. » [Rizzi et al. 2006]  
Jusqu’à présent, aucune étude portant sur la spécification d’une méthode semi-automatisée de 
construction d’un EDT obtenu par la temporalisation (fondée sur un modèle temporel 
rigoureusement défini) d’un ED (un schéma fondé sur la théorie relationnelle) n’a été 
recensée dans la littérature [Khnaisser et al. 2015]. Le présent chapitre propose donc une suite 
d’étapes à suivre pour définir une méthode de construction d’un EDT. Il commence par la 
présentation de la méthode utilisée lors des recherches à l’origine de ce mémoire, résume la 
liste des exigences applicables et se termine par la description d’un processus de référence 
requis par la méthode adoptée.  
3.1 Méthode 
Les établissements de santé possèdent différentes missions et différents processus métier ce 
qui implique une hétérogénéité des données produites. Les schémas d’EDC se distinguent des 
schémas d’ED conventionnel par l’hétérogénéité de modélisation15 des sources de données 
[Khnaisser et al. 2015]. Il ne suffit pas de transposer les différents modèles (particuliers de 
chacune des sources) dans un seul modèle d’ED (mis en œuvre par l’entrepôt) pour ensuite en 
                                                
15 L’hétérogénéité de modélisation comprend celle de la nomenclature, celle de la méthode de modélisation (relationnel, 
dimensionnel, orienté-objet), celle des types et celles de la structure relationnelle du schéma ; ces deux dernières étant les 
plus fréquentes. 
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proposer différentes « vues ». Il faut d’abord définir une théorie qui permette d’élaborer un 
tel modèle. Or, rien ne garantit qu’une telle opération se fasse sans pertes (d’expressivité, 
voire de données). Donc, il s’agit de trouver une théorie (et un modèle qui en découle) qui 
minimise (et identifie explicitement) les pertes éventuelles. C’est dans ce contexte 
qu’interviennent la théorie relationnelle, la normalisation et la temporalisation. Une étude des 
modèles temporels est menée dans le but de clarifier, définir rigoureusement et choisir les 
modèles qui répondent le mieux aux exigences. La phase suivante consiste à proposer une 
méthode de construction systématique et automatisable, puis d’en déduire une architecture 
adaptée aux SIS. 
3.1.1 Définition des exigences et critères 
La formulation précise des critères et des exigences nécessite toutefois un fondement 
théorique de référence, d’où la définition d’un cadre de référence et la définition du processus 
envisagé permettent cette évaluation. Cette étape a pour but de guider notre recherche et 
définir l’étalon par rapport auquel les méthodes de construction seront évaluées (adéquation 
aux exigences et aux critères). L’essentiel de ce travail a fait l’objet d’une publication séparée 
[Khnaisser et al. 2015] qui est résumée à la section 3.2. 
3.1.2 Définition d’un cadre de référence 
Un cadre de référence (Chapitre 4 et Erreur ! Source du renvoi introuvable.) est défini 
our permettre la description et la comparaison des modèles temporels existants. Le cadre de 
référence est défini en se basant sur la logique des intervalles16 et la théorie relationnelle. En 
plus, une extension temporelle est proposée pour permettre de mieux définir les algorithmes 
et d’automatiser la construction. 
3.1.3 Définition d’un processus de référence 
Le processus de référence doit être aussi générique et peu contraignant que possible afin de 
laisser la plus grande liberté possible aux responsables de la mise en oeuvre. Pour cette 
                                                
16 Voir glossaire. 
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raison, un seul intrant sera ajouté à la définition du problème (voir Figure 7) : l’annotation du 
SED afin d’indiquer la nature de la temporalisation (unitemporelle de validation, 
unitemporelle de transaction, bitemporelle, etc.), le modèle (BCDM, TRM, etc.) et la 
granularité souhaitée. 
3.1.4 Reformulation des modèles temporels 
Sur la base du cadre de référence, deux modèles temporels ont été étudiés (BCDM et TRM) 
afin d’identifier les critères structurels et sémantiques de modélisation ainsi que les règles 
temporelles applicables. Les annexes B et C présentent ces deux modèles temporels et définis 
les algorithmes de construction. Ensuite, les deux modèles sont synthétisés et comparés au 
chapitre Résultats pour identifier le modèle le plus approprié selon les exigences.  
3.1.5 Comparaison des modèles temporels 
Un des résultats principaux de ce mémoire est la comparaison des deux modèles temporels 
(voir Tableau 9) en regard des exigences et des critères structurels et sémantiques de 
modélisation. La comparaison fait ressortir leurs particularités, leurs avantages, leurs 
limitations et finalement leurs différences. 
3.1.6 Considérations relatives aux SIS 
Le cadre de référence et les modèles temporels s’appliquent tant pour un ED que pour un 
EDC. Toutefois, en regard des exigences et des problématiques de construction d’un EDC 
certaines considérations relatives aux SIS sont présentées afin de guider les prochains 
travaux. 
3.2 Liste des exigences 
Une méthode de construction d’un EDC est adéquate si elle permet de satisfaire les exigences 
relatives à l’intégrité des données, la temporalisation, l’expressivité des requêtes, l’intégration 
sémantique et structurelle et leurs évolutions, la traçabilité et l’automatisation de la 
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construction. Plus spécifiquement, huit exigences sont définies dans [Khnaisser et al. 2015]; 
en voici une synthèse : 
0EFG B/%&H#'%&,-+(,-4//&+(,
La méthode doit détecter les incohérences et l’inexactitude des données provenant des 
sources en regard des connaissances. La méthode assure l’intégrité des données grâce au 
maintien des invariants d’origine et des invariants temporels.   
0EFI 24-@6+,%+784#+6,94/-&,
Le modèle temporel doit être basé sur des règles bien fondées pour garantir l’uniformité de la 
sémantique temporelle et la gestion concise et sans ambigüité des contraintes d’intégrité. Un 
modèle fondé est un modèle basé sur des axiomes et un système déductif cohérent (modèle 
relationnel, la théorie des ensembles, la logique du premier ordre, etc.).   
0EFJ 0A8#+(('?'%&,-+(,#+)*D%+(,
Le schéma de l’EDC doit offrir des vues et des opérateurs temporels pour faciliter 
l’expressivité des requêtes. Un fondement temporal solide qui permet d’exprimer les requêtes 
de façon beaucoup plus compacte et donc vérifiable. La complexité cyclomatique des 
requêtes doit être mesurable en regard des métriques de McCabe [McCabe 1976], Halstead 
[Halstead 1977], Wang et Shao [Wang and Shao 2003]. 
0EFK B/%&H#"%'4/,3&%&#4H@/+,-+(,-4//&+(,,
Les données de l’EDC proviennent de différentes sources ayant des sémantiques et des 
structures hétérogènes (voir [Bakhtouchi et al. 2012] et [Mate et al. 2015] pour une méthode 
d’intégration intéressante). La méthode doit utiliser un modèle générique pour faciliter 
l’intégration des données sans toutefois modifier leur sémantique. Un modèle d’ED est 
adéquat s’il permet d’exprimer les modèles susceptibles d’être utilisés par les sources. Si les 
sources utilisent des modèles ad hoc (non formellement décrits), des constructions 
expérimentales sont effectuées pour déterminer un modèle adéquat. 
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0EFL B/%&H#"%'4/,-+,6.&?46*%'4/,-+(,$4//"'(("/$+(,,
Les processus de migration ont pour rôle de soutenir le concepteur, lors d’une détection d’un 
changement des connaissances (suite à l’évolution et à l’intégration des connaissances), en 
déterminant le type, la portée et l’impact des changements sur le schéma existant. La méthode 
doit proposer des suggestions adéquates de migration et d’alimentation en minimisant 
l’envergure et la portée des changements tout en maintenant l’intégrité (EX.1), ce qui 
comprend, entre autres, la modélisation et l’intégrité temporelle. 
0EFM B/%&H#"%'4/,-+,6.&?46*%'4/,-+(,(4*#$+(,
Exigence analogue à EX.5, appliquée aux sources (suite à l’évolution et à l’intégration de 
celles-ci). 
0EFN C#"O"P'6'%&,
La méthode doit maintenir la trace des changements structurels et sémantiques des sources, 
des connaissances et de l’EDC. En plus, le modèle temporel doit garder des traces cohérentes 
de l’historique des données.   
0EFQ :*%47"%'("%'4/,-+,6",$4/(%#*$%'4/,
La construction et l’exploitation de l’EDC doivent être automatisées et guidées par le 
concepteur pour garantir la traçabilité et minimiser les erreurs et le cout de construction. Les 
processus doivent proposer des suggestions au concepteur pour résoudre des problèmes 
d’incohérence et d’ambigüité. 
3.3 Présentation du processus de référence 
Une bonne méthode de construction d’un ED doit fournir une représentation et sémantique 
temporelle uniforme; minimiser les erreurs de mise à jour; garder la trace de l’évolution 
structurelle et sémantique; offrir une meilleure expressivité des requêtes et minimiser 
l’intervention manuelle du concepteur d’ED.  
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La solution ultime est d’automatiser une grande partie du processus de construction et mettre 
en œuvre le schéma de l’ED dans un SGBD déjà disponible sur le marché. Pour automatiser 
la temporalisation, des annotations temporelles sont nécessaires pour effectuer les 
transformations adéquates. Alors, à partir du schéma de données représentant les 
connaissances à modéliser et des annotations temporelles, le processus TEMPUS génère un 
schéma temporel selon le modèle temporel pour un SGBD cible.  
 
Figure 6 – Diagramme de contexte de solution TEMPUS 
Un exemple d’annotation et les transformations effectuées selon TRM et BCDM sont 
présentés dans B.8 et C.9 respectivement.  
3.3.1 Hypothèses  
Dans une première étape du projet, certaines hypothèses sont considérées :  
 Le schéma initial non temporel est défini en Discipulus (afin de s’affranchir de la HY.1
multiplicité des dialectes SQL et des lacunes expressives de SQL lui-même). 
Acronymes
Flux intrants :
ANO : annotation temporelle.
SED : schéma d’ED construit à partir du modèle 
  de connaissances du domaine.
Flux extrants :
SEDT : schéma d’EDT.
RDM : rapport de modélisation.
EDT TEMPUS
SED
CESEDT
RDM
ANO
MC
Processus 
Flux de données 
Légende
Dépôt de données 
CE : Concepteur d’ED
MC : Modèle de connaissances
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 Les annotations temporelles sont exprimées selon le cadre de référence défini au HY.2
Erreur ! Source du renvoi introuvable.. 
 La méthode proposée s’applique à tout type d’ED (non seulement pour les EDC). HY.3
3.3.2 Description des sous-processus 
La construction d’un schéma d’ED passe par trois processus : l’importation du schéma non 
temporel, la temporalisation du schéma non temporel et la traduction en SQL du schéma de 
l’ED. Le processus prend en entrée un schéma non temporel et des annotations temporelles 
(indiquant comment temporaliser les différents éléments du schéma) et produit un schéma 
d’EDT en SQL. En plus du schéma d’EDT, des traces de modélisation (TDM) sont générées 
et tous les schémas intermédiaires sont sauvegardés dans le dépôt « Schéma de données » 
facilitant ainsi l’alimentation et l’évolution. Le TDM doit être défini à l’aide d’opérations sur 
le catalogue (en SQL : CREATE TABLE, CREATE ASSERTION, etc.). La figure ci-dessus 
illustre le processus TEMPUS de construction de l’ED. 
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Figure 7 – Diagramme de flux de données de solution TEMPUS 
B784#%+#,($3&7",/4/,%+784#+6,
Le processus « Importer schéma non temporel » vise à acquérir le schéma relationnel initial 
non temporel (SED). Pour rendre la temporalisation automatisable, le SED doit avoir été 
normalisé en 5FN et annoté par le concepteur selon les notations définies dans le cadre de 
référence (voir le Erreur ! Source du renvoi introuvable.).  
C+784#"6'(+#,($3&7",/4/,%+784#+6,
TEMPUS
Acronyme
ANO : annotation temporelle.
RDM : rapport de modélisation.
SED : schéma d’ED construit à partir du modèle 
  de connaissances du domaine.
SEDT Discipulus : schéma d’EDT en Discipulus
SEDT SQL : schéma d’EDT en SQL
SEN : schéma d’ED normalisé.
TDM : trace de modiﬁcation.
Importer
schéma non 
temporel
Schéma
données
SEN
Temporaliser
schéma non 
temporel
SED
Traces de 
modélisation
TDM RDM
EDT
SEDT
SQL
CE
SEN
ANO
Traduire en 
SQL
SEDT
Discipulus TDM
MC
Processus 
Flux de données 
Légende
Dépôt de données 
CE : Concepteur d’ED
MC : Modèle de connaissances
SEDT
Discipulus
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C+784#"6'(+#,($3&7",/4/,%+784#+6,
Le processus « Temporaliser schéma non temporel » vise à créer le schéma temporel (SEDT) 
pour l’entrepôt selon un modèle temporel. Grâce aux annotations, la génération du SEDT est 
automatisée selon l’algorithme de modélisation propre modèle temporel spécifié (par 
exemple TRM ou BCDM, voir les Annexe B et Annexe C).  
C#"-*'#+,+/,=RS,,
La traduction en SQL est indispensable pour utiliser la solution dans les SGBD existants. Le 
rôle du processus est de traduire le SEDT en SQL selon le dialecte du SGBD cible. 
 50 
Chapitre 4 
Concepts temporels 
La perception du temps dépend de plusieurs facteurs (astronomiques, religieux, etc.). Elle est 
le plus souvent continue, bornée ou non, parfois cyclique. Sa définition et les représentations 
qui en découlent sont donc souvent très complexes. Dans cette section, un modèle simple, fini 
et discret est proposé afin de faciliter la compréhension des modèles de données temporels. 
Pour plus de détails sur la définition du temps et de sa mesure, voir [ISO 8601 2004]. 
4.1 Modélisation et représentation du temps 
La représentation du temps diffère d’un modèle à un autre. Bien que la perception du temps 
soit le plus souvent continue, sa représentation dans une BD ne peut être que discrète. Les 
concepts temporels de base utilisés dans le cadre de cette étude sont définis ci-dessous. 
Plusieurs définitions sont librement adaptées de [Manthey 2014].  
• Axe de temps : succession finie de repères temporels équidistants strictement ordonnés. 
La borne inférieure de l’axe est nommée alfa (!) et la borne supérieure oméga ("). Un 
repère temporel est appelé chronon, instant ou point. Usuellement l’axe est projeté sur 
un sous-ensemble fini des entiers. Un axe de temps correspond donc à la définition d’un 
type en regard de la théorie relationnelle et un repère temporel à une valeur de ce type 
(une valeur entière si la projection usuelle est utilisée). 
• Granularité : distance entre deux chronons successifs, notée gamma (#). Elle est 
exprimée par une quantité scalaire positive (entier, réel...) et, facultativement, par une 
unité de mesure (typiquement la seconde). 
• Période : ensemble non vide de chronons contigus, noté [d:f], avec ! $ d $ f $ ". 
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• Durée : soit p, une période : la durée de p est égalée à (|p|-1) % #. Si l’axe de temps de 
référence est projeté sur les entiers, soit p=[t1:t2] une période, la durée de p est égale à (t2-
t1) % #. 
 
Figure 8 – Concepts temporels de base 
0A+786+(,
Soit l’axe de temps T (! = -3000, " = 3000) de granularité # = 60 secondes. Soit p = 
[100:200] une période de T, la durée de p est de 6 000 secondes. 
Soit l’axe de temps TS17 (! = « j0 00:00:00 », " = « jn 23:59:59 ») de granularité # = 1 
seconde, où j est un jour normé à 24 heures de 60 minutes de 60 secondes. Soit q = [« j187 
20:00:00 » : « j189 20:00:00 »] une période de TS, la durée de q est de 172 800 secondes 
(2 % 24 % 60 % 60). 
                                               
17  TS est une approximation idéalisée, à la seconde près, du type TIMESTAMP de SQL où  ! coïncide avec le premier 
chronon du 0001-01-01 et " avec le dernier chronon du 9999-12-31 (donc n = 3 652  058). La norme ISO exige # $ 10-3 
seconde ; en pratique, plusieurs plateformes offrent # $ 10-6 seconde. 
!"#$%&'#()*+&,'#-',&./)
0&+*&/,("1'#-',&./)'2*"1,(1-&3
4'5 6'5
!"#$%$% &'#($)*+,-+ $.'/+
)0#'*
)0#'*1213!+#)(%+,(4'15167181/+..+
!+#)(%+,(4'121%$.9#*1)*1!"#$%$%1)+%:10%*1&'#($)*
/+..+1121)(:4+%!*1*%4#*1)*0;1&$(%4:1!$%:'!04(-
 52 
4.1.1 Le point 
Un type point est tout type discret, ordonné et ordinal18. Un point est dit « temporel » s’il est 
sujet à une interprétation temporelle, c’est-à-dire qu’alpha, oméga et gamma sont définis 
adéquatement relativement à un référentiel temporel (pour alpha et oméga) et une unité de 
temps (pour gamma). Un chronon est modélisé par un point temporel. 
La problématique de conversion entre valeurs de types (point) différents n’est pas traitée. 
Sans perte de généralité et sauf mention explicite, dans les exemples qui suivent, les valeurs 
temporelles appartiennent au type point JOUR (!= 01, " = 99, # = 86 400 secondes) et sont 
notés jx où 01 $ x $ 99 (par exemple : j01, j22, j99). 
4.1.2 Traitement de la volatilité et de l’indétermination 
Deux défis se posent pour la modélisation des points temporels : la volatilité et 
l’indétermination. La volatilité se rapporte au présent qui « fuit sans cesse ». 
L’indétermination s’applique lorsque la valeur d’un point est inconnue. En ce sens, elle peut 
être traitée comme n’importe quelle autre donnée inconnue19. En pratique, il existe toutefois 
deux cas qui méritent une attention particulière : l’indétermination future et l’indétermination 
passée.  
S",?46"%'6'%&,-*,8#&(+/%,
L’instant présent fuit sans cesse sur l’axe de temps. Il représente l’instant où une transaction 
est réputée avoir lieu. L’instant présent est généralement désigné par « NOW ». Au sein du 
modèle TRM, NOW est une fonction utilisable uniquement pour définir les vues maintenues 
par le SGBD dans un contexte de temps de transaction et sa valeur est déterminée lors de la 
consultation de la vue (ou, plus exactement, au moment du début de la transaction qui 
                                                
18 Un type est ordonné s’il est muni d’une relation d’ordre total, une fonction d’ordre partielle n’est pas suffisante. Un type 
est ordinal s’il est possible d’établir une bijection avec un sous-ensemble des entiers; un type peut être ordonné sans être 
ordinal, par exemple les réels. Un type ordinal pourrait ne pas être ordonné si la fonction d’ordre total n’est pas précisée. 
19  Deux stratégies sont utilisées en pratique pour le traitement des données inconnues (a) l’introduction de marqueurs 
d’attribut (NULL en SQL, NULL et NA dans le second modèle de Codd) et l’utilisation corolaire d’une logique 
multivaluée (3VL ou 4VL), (b) la décomposition des relations par restriction-union séparant les propositions complètes 
des propositions incomplètes. 
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encapsule la requête qui contient la consultation). Au sein du modèle BCDM, NOW n’est pas 
utilisé. En Discipulus, le présent est représenté par la fonction now. 
B/-&%+#7'/"%'4/,9*%*#+,
La valeur d’un attribut de type point peut être indéterminée, mais future. Au sein du modèle 
BCDM, le point indéterminé dans le futur est modélisé par la constante 
« UNTIL CHANGED » dans le contexte d’un temps de transaction et par la constante 
« FOREVER » dans le contexte d’un temps de validation. Ces deux constantes ont toutefois 
la même représentation, soit la valeur maximale du type TIMSESTAMP. Au sein du modèle 
TRM, la nécessité de représenter l’indétermination future est évitée grâce à l’utilisation d’une 
décomposition par restriction-union. En Discipulus, l’indétermination future est notée ufn 
pour « until further noticed ». Remarquons qu’un attribut marqué ufn ne peut être antérieur à 
now. 
B/-&%+#7'/"%'4/,8"((&+,
La valeur d’un attribut de type point peut être indéterminée dans le passé par rapport à 
l’instant présent. Concept négligé par la plupart des modèles, dont TRM et BCDM, 
l’indétermination passée est très importante dans un contexte d’entrepôt de données (certains 
évènements sont résolument passés sans qu’on puisse dire le moment exact où ils sont 
survenus). Dans ce mémoire, l’indétermination passée est notée saw pour « since a while ». 
Remarquons qu’un attribut marqué saw est antérieur à now. 
<#4P6&7"%')*+,-+,6.'/%#4-*$%'4/,-.*/+,?"#'"P6+,-"/(,*/,%*86+,
D’un point de vue théorique, un attribut désigne une valeur, pas une variable. D’un point de 
vue pratique, la présence d’une variable dans un tuple entraine un surcout considérable. Trois 
solutions sont donc généralement adoptées : (a) désignation de valeurs spéciales pour 
désigner ufn et saw (typiquement alpha et oméga respectivement qui acquièrent ainsi une 
interprétation spéciale et ne sont plus à proprement parler des chronons), (b) la décomposition 
des relations par restriction-union séparant les propositions futures déterminées des 
propositions futures non déterminées (resp. passées) et (c) la substitution de la valeur de la 
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fonction now au moment de la consultation. Notons que BCDM utilise les solutions (a) et (b) 
alors que TRM utilise les solutions (b) et (c). 
4.2 L’intervalle 
Soit P un type scalaire, discret et doté d’un ordre total (donc un point), un intervalle de P, 
noté20 INTERVAL[P], est l’ensemble des valeurs d’intervalles légitimes définies sur P où 
INTERVAL est le constructeur de type intervalle. Un intervalle peut être construit à l’aide de 
n’importe quel type point (en pratique un entier, une estampille temporelle, ou un type défini 
par énumération). 
Une valeur d’intervalle définie sur P est un ensemble de points {x ! P | b $ x $ e} où b (pour 
« begin ») est le point de début de l’intervalle, e (pour « end ») est le point de fin de 
l’intervalle avec b $ e. Corolairement, une valeur d’intervalle ne peut être (un ensemble) vide.  
Un intervalle est dit « temporel » si P est sujet à une interprétation temporelle. L’intervalle de 
cardinalité = 1 est nommé intervalle élémentaire, sa durée est nulle.  
L’intervalle {x ! P | b $ x $ e} est traditionnellement noté de 5 façons, définies au tableau 
suivant. Soit f pour « from » (f=b-1), t pour « to » (t=e+1) et i pour « increment » (i=e-b+1). 
Tableau 2 – Notation d’intervalle 
Type de bornes Notation  
fermé-fermé [b:e] b $ x $ e 
fermé-ouvert [b:t) b $ x < t 
ouvert-fermé (f:e] f < x $ e 
ouvert-ouvert (f:t) f < x < t 
fermé-incrément (b,i) b $ x $ b+i -1 
 
Sauf pour la dernière notation (fermé-incrément), la parenthèse représente une borne 
exclusive et le crochet une borne inclusive. Remarquons que l’incrément i est égal à la 
cardinalité de l’intervalle. 
                                                
20 Le langage TD utilise la notation INTERVAL_P sans crochet, avec un souligné. 
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0A+786+(,,
• Soit INTERVAL[CHAR], un type intervalle de caractères. Une valeur 
possible est ['B':'G'], les points qui la constituent sont 'B', 'C', 'D', 'E', 'F' et 'G'. 
• Soit INTERVAL[JOUR], un type intervalle de jours. Une valeur possible est 
[j03:j06], les points qui la constituent sont j03, j04, j05 et j06; la durée en est 3 
jours soit 259 200 secondes. 
4.2.1 Les opérateurs  
La manipulation et la comparaison des intervalles s’effectuent par un ensemble d’opérateurs 
d’intervalles définis dans [Allen 1983]. 
Soit p et q deux intervalles notés p[b:e] et q[b:e], respectivement p[b:t) et q[b:t) avec t égal au 
successeur de e. Les deux tableaux ci-dessous présentent (1) la notation de base des 
intervalles et (2) une illustration sommaire des opérateurs d’Allen et (3) la définition des 
opérateurs élémentaires de comparaison. 
Tableau 3 – Notation de base des intervalles 
Opération Définition [b:e] Définition [b:t) Allen Discipulus 
intervalle(b,e)  {x ! T | b $ x $ e} {x ! T | b $ x < t} [b:t) [b:e] 
Début p.b p.b p- first 
Fin p.e p.t-1 p+ last 
prédécesseur p.b-1 p.b-1 pred pre 
successeur p.e+1 p.e succ post 
dénombrement nombre d'éléments nombre d'éléments ? card 
Alpha La plus petite valeur du type T La plus petite valeur du type T first ! 
Oméga La plus grande valeur du type T La plus grande valeur du type T last ! 
appartenance x ! p x ! p x ! p ! 
appartenance-1 p " x p " x ? " 
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La figure suivante présente les opérateurs élémentaires de comparaison d’Allen :  
 
Figure 9 – Illustration des opérateurs élémentaires, tiré de [Snodgrass 1995:2] 
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Tableau 4 – Opérateurs élémentaires de comparaison d’Allen [Allen 1983] 
Opération Illustration Définition [b:e] Définition [b:t) Allen Sy Discipulus 
antériorité stricte 
(as) 
p : |---|oooooo 
q : oooooo|---| 
p.e+1<q.b p.t<q.b before < before 
< 
adjacence 
antérieure 
(ad) 
p : o|---|ooooo 
q : oooooo|---| 
p.e+1=q.b p.t=q.b meets m meets_before 
chevauchement 
antérieur strict 
(cas) 
p : oo|---|oooo 
q : ooooo|---|o 
p.b<q.b ! 
p.e&q.b ! 
p.e<q.e 
p.b<q.b ! 
p.t>q.b ! 
p.t<q.t 
overlaps o overlaps_before 
commencement 
strict 
p : ooo|--|oooo 
q : ooo|---|ooo 
q.b=p.b ! p.e<q.e q.b=p.b ! p.t<q.t starts s starts 
inclusion bi-
stricte 
p : oooo|-|oooo 
q : ooo|---|ooo 
q.b<p.b ! p.e<q.e q.b<p.b ! p.t<q.t during d bi_strictly_includes 
achèvement strict p : oooo|--|ooo 
q : ooo|---|ooo 
q.b<p.b ! p.e=q.e q.b<p.b ! p.t=q.t finishes f finishes 
égalité p : ooo|---|ooo 
q : ooo|---|ooo 
q.b=p.b ! p.e=q.e q.b=p.b ! p.t=q.t equals = equals 
= 
achèvement 
strict-1 
p : ooo|---|ooo 
q : oooo|--|ooo 
p.b<q.b ! q.e=p.e p.b<q.b ! q.t=p.t  fi finishes-1 
inclusion bi-
stricte-1 
p : ooo|---|ooo 
q : oooo|-|oooo 
p.b<q.b ! q.e<p.e p.b<q.b ! q.t<p.t  di bi_strictly_includes -1 
commencement 
strict-1 
p : ooo|---|ooo 
q : ooo|--|oooo 
p.b=q.b ! q.e<p.e p.b=q.b ! q.t<p.t  si starts-1 
cas-1 
chevauchement 
postérieur strict 
p : ooooo|---|o 
q : oo|---|oooo 
q.b<p.b ! 
q.e&p.b ! 
q.e<b.e 
q.b<p.b ! 
q.t>p.b ! 
q.t<b.t 
 oi overlaps_before-1 
overlaps_after 
ad -1 
adjacence 
postérieure 
p : oooooo|---| 
q : o|---|ooooo 
p.b-1=q.e p.b=q.t  mi meets_before-1 
meets_after 
as-1 
postériorité 
stricte 
p : oooooo|---| 
q : |---|oooooo 
p.b-1>q.e p.b>q.t  > before-1 
after 
> 
 
Des opérateurs supplémentaires sont définis par combinaison d’opérateurs élémentaires pour 
faciliter l’expression des requêtes. Le tableau ci-dessous présente les combinaisons les plus 
fréquentes.  
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Tableau 5 – Combinaisons d’opérateurs élémentaires 
Opération Définition [b:e] Définition [b:t) Allen Discipulus 
inégalité p.b'q.b " p.e'q.e p.b'q.b " p.t'q.t < m o s d f fi di si oi mi > ' 
inclusion q.b$p.b ! p.e$q.e q.b$p.b ! p.t$q.t s d f = # 
inclusion-1 p.b$q.b ! q.e$p.e p.b$q.b ! q.t$p.t = fi di si $ 
inclusion stricte 
(q.b$p.b ! p.e<q.e) " 
(q.b<p.b ! p.e$q.e) 
(q.b$p.b ! p.t<q.t) " 
(q.b<p.b ! p.t$q.t) s d f % 
inclusion stricte-1  -  - si di fi & 
partage p.b$q.e ! q.b$p.e p.b<q.t ! q.b<p.t o s d f = fi di si oi overlaps 
non partage p.b>q.e " q.b>p.e p.b&q.t " q.b&p.t < m mi > not overlaps 
adjacence p.e+1=q.b " q.e+1=p.b p.t=q.b " q.t=p.b m mi meets 
continuité intersection ou adjacence 
intersection ou  
adjacence m o s d f = fi di si oi mi merges 
chevauchement  -  - o oi strictly overlaps 
antériorité p.e$q.e p.t$q.t < m o s d last(x)$last(y) 
postérité, 
antériorité-1 p.b&q.b p.b&q.b di si oi mi > first(x)&firs(y) 
 
4.2.2 Problématique particulière des attributs de type intervalle 
L’introduction d’attributs de type intervalle dans une relation peut induire des problèmes de 
redondance, de circonlocution, de contradiction et de non-compacité. La présente section 
s’attache à définir ces quatre problèmes. 
Soit S une relation ne comportant que des attributs de type scalaire (non intervalle) telle que 
K est l’ensemble des attributs clés de S et A l’ensemble des attributs non clés de S. Soit R, 
une relation comprenant les attributs K ! A ! {d} et de clé K ! {d} (une relation construite en 
ajoutant un seul attribut, d, de type intervalle aux attributs de S). 
Pour les exemples, la relation R est illustrée grâce à la relation Hospitalisation {noPatient, 
unite, noChambre, d} dont le prédicat est « le patient noPatient était sous la responsabilité 
de l’unité unite et occupait la chambre noChambre durant la période d » et la clé {noPatient, 
d}. 
T+-4/-"/$+,
La non-redondance est garantie lorsque les intervalles de deux tuples contenant les mêmes 
données n’ont aucun point en commun :  
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[non-redondance]  
! y1  r, y2  r . y1 ! y2 " y1 " (K ' A) = y2 " (K ' A) #  
  ¬(y1 " {d} OVERLAPS y2 " {d}) 
 
Exemple de redondance :  
Hospitalisation 
noPatient unite noChambre d 
12345 Cardiologie 1200 [j02:j08] 
12345 Cardiologie 1200 [j04:j10] 
 
Il existe deux tuples dans la relation Séjour qui montre que le patient P1 a séjourné à la 
chambre 1200 sous la responsabilité de l’unité U1 durant la période [j04:j08]. 
!'#$4/64$*%'4/,
La non-circonlocution est garantie lorsque les intervalles de deux tuples contenant les mêmes 
données ne se jouxtent pas :  
[non-circonlocution]  
! y1  r, y2  r . y1 ! y2 " y1 " (K ' A) = y2 " (K ' A) # 
  ¬(y1 " {d} MEETS y2 " {d}) 
 
Exemple de circonlocution :  
Hospitalisation 
noPatient unite noChambre d 
12345 Cardiologie 1200 [j02:j08] 
12345 Cardiologie 1200 [j09:j10] 
 
Deux tuples dans la relation Séjour qui montrent que le patient P1 a séjourné à la chambre 
1200 de l’unité U1 alors qu’un seul était suffisant. 
Sachant que MERGES ( OVERLAPS ! MEETS, les deux règles (non-redondance et non-
circonlocution) peuvent être combinées en une seule : 
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[non-circonlocution_non-redondance]  
! y1  r, y2  r . (y1 ! y2 " y1 " (K ' A) = y2 " (K ' A) #  
  ¬(y1 " {d} MERGES y2 " {d}) 
 
 
 !4/%#"-'$%'4/,
La non-contradiction est garantie lorsque les intervalles de deux tuples ayant la même clé 
dans S et des données différentes n’ont aucun point en commun : 
! y1  r, y2  r . y1 ! y2 " y1 " {K} = y2 " {K} " y1 " {A} ! y2 " {A} #  
  ¬(y1 " {d} OVERLAPS y2 " {d}) 
 
Exemple de contradiction : 
Hospitalisation 
noPatient unite noChambre d 
12345 Cardiologie 1200 [j02:j08] 
12345 Cardiologie 1300 [j04:j10] 
 
Le patient P1 à séjourné à la chambre 1200 et à la chambre 1300 durant [j04:j08]. 
U4/V$478"$'%&,
La compacité garantit la cohérence référentielle temporelle entre deux relations. Soit deux 
relations R1 (K1, A1, d), R2 (K2, A2, d) avec A2 # K1 ' A1 tels que REF R1 (A2) → R2.  
! y1  R1. ( y2  R2. 
  (y1 " A2 = y2 " A2) " (y1 " {d} # y2 " {d}) 
 
 
 
Exemple de non-compacité :  
Soit la relation MedecinTraitant {noPatient, noMedecin, d} dont le prédicat est « le patient 
identifié par noPatient, est traité par le medecin identifié par noMedecin durant la période d» 
participant à l’assertion référentielle : 
 Hospitalisation (noPatient) → Patient : 
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Hospitalisation 
noPatient unite noChambre d 
12345 Cardiologie 1200 [j02:j06] 
 
MedecinTraitant 
noPatient noMedecin d 
12345 987654 [j02:j10] 
 
Dans l’exemple ci-dessus, la relation Hospitalisation ne respecte pas la contrainte de 
compacité : le patient 12345 n’était pas hospitalisé durant la période [j06:j10]. 
B/%&H#'%&,%+784#+66+,
Un schéma est temporellement intègre si et seulement si ses contraintes garantissent la non-
redondance, la non-circonlocuation, la non-contradiction et la compacité relativement aux 
périodes de validation et de transaction. 
T+7"#)*+,
Les règles énoncées précédemment ne tiennent pas compte de l’éventuelle répartition des 
périodes sur plusieurs tuples. Ainsi la relation suivante répond à l’exigence de compacité, 
mais pas à la règle telle qu’énoncée. 
Hospitalisation 
noPatient noUnite noChambre d 
12345 Cardiologie 1200 [j02:j18] 
12345 Cardiologie 2400 [j19:j20] 
 
L’expression adéquate de règles garantissant ces exigences est au coeur de chaque modèle de 
temporalisation. Nous examinerons les moyens utilisés par BCDM (annexe B) et par TRM 
(annexe C). 
4.3 Les référentiels temporels 
Le temps est modélisé par un intervalle temporel (une période) ou un point temporel (un 
instant) : 
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• Un intervalle temporel : nommé période, est un attribut de type intervalle 
temporel INTERVAL[P] où P est un (type) point temporel. 
• Un point temporel : nommé instant, est un attribut de type point temporel. 
Le glossaire des concepts de BD temporelle [Dyreson et al. 1994] distingue trois référentiels 
de temps relativement auxquels l’instant et la période sont exprimés : celui du domaine, celui 
de transaction et celui de validation. 
4.3.1 Référentiel du domaine 
Un référentiel du domaine (user-defined time) fait référence à l’horloge associée à l’activité 
(ou au processus) ayant engendré le fait représenté par la proposition. Il peut en outre y avoir 
plusieurs référentiels de domaine dans un contexte où les processus ne partagent pas une 
même horloge. Ce référentiel est donc externe à la fois au modèle et au SGBD. Les valeurs 
qui s’y réfèrent sont donc « comme n’importe quelle autre valeur » et, conséquemment, le 
modèle temporel n’a rien à en dire. 
Exemple : Le patient Tremblay est né le 3 octobre 1960. Le référentiel du domaine 
« naissance » fait référence à l’horloge utilisée pour dater la naissance du patient. 
Patient 
noPatient nom ville naissance 
12345 Tremblay Sherbrooke 1960-10-03 
 
Une problématique surgit lorsque tous les processus pris en compte ne réfèrent pas à la même 
horloge. La comparabilité des valeurs entre référentiels différents, voire au sein d’un même 
référentiel, est incertaine. Comme il s’agit d’un problème de modélisation du monde réel, il 
n’en sera pas traité dans le présent mémoire. 
4.3.2 Référentiel de transaction 
Un référentiel de transaction (transaction time) fait référence à l’horloge du SGBD qui 
enregistre une proposition (un tuple) dans la BD. Sa valeur est établie par le SGBD sur la 
base de l’instant de la confirmation (commit time) de la transaction (insertion ou retrait des 
 63 
tuples associés). La période de transaction d’un tuple est donc définie par l’instant de la 
transaction de son insertion jusqu’à l’instant de transaction de son retrait. L’utilisateur ne peut 
donc la modifier qu’indirectement, par l’entremise d’une transaction. Il n’y a qu’un seul 
référentiel de transaction. 
Exemple : La BD a enregistré le jour 02 que le patient 12345, porte le nom Tremblay, est né 
le 03 octobre 1960 et habite à Sherbrooke. Cette information est présente (et enregistrée) 
depuis ce moment et jusqu’à nouvel ordre. 
Patient 
noPatient nom ville naissance pTransaction 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] 
 
4.3.3 Référentiel de validation 
Un référentiel de validation (valid time) fait référence à l’horloge de l’agent qui a constaté le 
fait représenté par la proposition. Une période de validation commence à l’instant où l’agent 
considère le fait comme avéré et le termine lorsqu’il ne le considère plus comme avéré. Sa 
valeur est donc fournie par l’agent et modifiable par celui-ci. Il peut en outre y avoir plusieurs 
référentiels de validation dans un contexte où les agents ne partagent pas une même horloge. 
Exemple : Le fait que le patient 12345, porte le nom Tremblay, est né le 03 octobre 1960 et 
habite à Sherbrooke, est considéré vrai du jour 02 jsuq’à la veille du jour 22 moment auquel 
Tremblay déménage à Montréal. 
Patient 
noPatient nom ville naissance pValidation 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : j21] 
12345 Tremblay Montréal 1960-10-03 [j22 : ufn] 
 
Il est ensuite possible de consigner la période de validation et la période de transaction, c’est 
ce qui est communément appelé la bitemporalité. 
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Exemple : En supposant que la première proposition ait été consignée au jour 2 et la seconde 
au jour 23, nous obtenons la relation suivante : 
Patient 
noPatient nom ville naissance pValidation pTransaction 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : ufn] [j02 : j22] 
12345 Tremblay Sherbrooke 1960-10-03 [j02 : j21] [j23 : ufn] 
12345 Tremblay Montréal 1960-10-03 [j22 : ufn] [j23 : ufn] 
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Chapitre 5 
Cadre de référence 
Afin de permettre la comparaison fine des différents modèles temporels et aussi afin de 
faciliter l’automatisation de la temporalisation, il est nécessaire de définir un cadre de 
référence commun. Cette section présente les éléments du cadre de référence élaboré dans le 
cadre de notre recherche, soit : 
• la catégorisation temporelle des attributs; 
• la catégorisation temporelle des relations; 
• la caractérisation des schémas à temporaliser; 
• la caractérisation de partitions temporelles. 
5.1 Catégorisation temporelle des attributs 
Un attribut est temporel s’il représente une période de validation ou une période de 
transaction (en représentant au besoin un instant par une période élémentaire). Un attribut est 
temporalisé s’il est associé à un attribut temporel. 
Divisons l’entête d’une relation en quatre sous-ensembles disjoints dont l’union est égale à 
l’entête. Soit R (K, A B, D) où : 
• K un ensemble d’attributs clés et non temporels ki où 1 $ i $ |K|. 
• A un ensemble d’attributs non clés temporalisés21 ai où 1 $ i $ |A|.  
• B un ensemble d’attributs non clés non temporalisés bi où 1 $ i $ |B|. 
• D un ensemble d’attributs temporels di où 1 $ i $ |D|.  
                                                
21 Les attributs temporalisés évoluent dans le temps indépendamment les uns des autres.  
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On remarque que : 
• Chaque relation possède une seule clé K (pour l’extension à plusieurs clés, 
voir l’annexe D). 
• Sauf dans le cas de la relation d’entête vide, K n’est jamais vide. 
• Les éventuels attributs représentant des périodes du domaine font partie de A 
ou B. 
• Sans perte de généralité, lorsqu’un attribut ai ! A est associé à un attribut 
temporel, celui-ci est noté di ! D. 
• Au départ de la temporalisation, B est vide. 
• Au départ de la temporalisation, D est vide (l’alimentation pourvoit à la mise 
en correspondance des éventuels attributs temporels de la source avec les 
attributs temporels du schéma temporalisé). 
Les attributs temporels sont spécialement marqués selon qu’ils sont de validation ou de 
transaction, déterminée ou partiellement indéterminée (seule l’indétermination de la fin de la 
période est prise en compte). Le tableau ci-dessous décrit cette notation.  
Tableau 6 – Notation des catégories d’attributs temporels 
!"#$%&'()*! +&#"#(&,!
-$'(&.)*.)*/"0(."#(&,*.)*0"*10$*2! 3.*
-$'(&.)*.)*/"0(."#(&,*.45,*"##'(65#*,&,*10$*"*!*7! "3.*
-$'(&.)*.)*/"0(."#(&,*8*9(,*(,.$#)':(,$)*.)*0"*10$*2! 3;*<3.=)>59,?*
-$'(&.)*.)*/"0(."#(&,*8*9(,*(,.$#)':(,$)*.45,*"##'(65#*,&,*10$*"*!*7! "3;*<"3.=)>59,?*
-$'(&.)*.)*#'",;"1#(&,*.$#)':(,$)! 35*
-$'(&.)*.)*#'",;"1#(&,*8*9(,*(,.$#)':(,$)! 3&*<35=)>59,?*
 
0A+786+,
À partir de la relation Patient, construisons une nouvelle relation Patient_X en temporalisant 
les attributs, naissance et ville, par l’ajout des attributs temporels naissance@d et ville@d. Le 
prédicat de cette nouvelle relation est le suivant : « Le patient noPatient porte le nom nom et 
le prénom prenom. En outre, durant la période naissance@d, on considère qu’il est né le jour 
naissance et durant la période ville@d, on considère qu’il réside à la ville ville. » : 
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Patient_X 
({noPatient}, {naissance, ville}, {nom, prenom }, {naissance@d, ville@d}) 
Il en découle que nom et prenom sont des attributs non temporalisés, naissance et ville sont 
des attributs temporalisés alors que naissance@d et  ville@d sont des attributs temporels 
représentant respectivement la période de validation associée au jour de naissance et la 
période de validation associée à la ville de résidence (|K| = 1, |A| = 2, |B| = 2 et |D| = 2). 
  
5.2 Catégorisation temporelle des relations 
Le glossaire consensuel des concepts de BD temporelles [Dyreson et al. 1994] distingue 
quatre catégories de relations temporelles : relations non temporelles, relations de validation, 
relations de transaction et relations bitemporelles. Leurs définitions librement adaptées sont 
présentées ci-après, accompagnées d’une notation. 
5.2.1 Relation de validation (R!VT) 
Une relation de validation (valid-time relation), noté R!VT, est une relation unitemporelle qui 
contient au moins une période de validation. Soit R une relation, elle est considérée  
unitemporelle de validation si |K| >= 1, |A| >= 1, |B| >= 0 et |D| = |A|+1 où D = {@d, a1@d, 
…, an@d} (n = |A|) est un ensemble de périodes de validation. La période de validation de la 
clé K est notée @d et les attributs ai@d où 1 $ i $ n représentent les périodes de validation des 
attributs non clés temporalisés ai correspondants. Elle est notée R!VT(K, A, B, D). 
noPatient
nom
prenom
naissance
naisssance@d
ville
ville@d
Patient_X
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0A+786+,
Le patient noPatient est considéré comme connu durant la période @d. Le patient noPatient 
porte le nom nom et le prénom prenom. En outre, durant la période naissance@d, on 
considère qu’il est né le jour naissance et durant la période ville@d, on considère qu’il réside 
à la ville ville : 
Patient!VT 
({noPatient}, {naissance, ville}, {nom, prenom}, {@d, naissance@d, 
ville@d}) 
Il en découle que nom et prenom sont des attributs non temporalisés, naissance et ville sont 
des attributs temporalisés alors que naissance@d et ville@d sont des attributs temporels 
représentant respectivement la période de validation associée au jour de naissance et la 
période de validation associée à ville de résidence alors que @d est un attribut temporel 
représentant la période de validation de la clé noPatient (|K| = 1, |A| = 2, |B| = 2 et |D| = 3). 
   
Figure 10  – Exemple de relation de validation 
5.2.2 Relation de transaction (R!TT) 
Une relation de transaction (transaction-time relation), noté R!TT, est une relation 
unitemporelle qui contient au moins une période de transaction. Soit R une relation, elle est 
considérée unitemporelle de transaction si |K| >= 1, |A| = 0, |B| >= 0 et |D| = 1 où D = {@u} 
est une période de transaction. Elle est notée R!TT(K, A, B, D). On remarque que @u 
temporalise le tuple (la proposition) en entier. Ceci est conséquent avec la définition de 
noPatient
@d
nom
prenom
naissance
naisssance@d
ville
ville@d
Patient!VT
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référentiel de transaction : toutes les modifications apportées au sein d’une même transaction 
sont réputées synchrones. Or la modification d’une proposition ne peut chevaucher deux 
transactions. 
0A+786+,
Le tuple représentant une proposition du prédicat « Le patient noPatient, dont le nom et le 
prénom sont respectivement nom et prenom, est né le jour naissance et réside à la ville 
ville. » est présent dans le BD durant la période @u : 
Patient!TT({noPatient}, {}, {nom, prenom, naissance, ville}, {@u}) 
 
Figure 11 – Exemple de relation de transaction 
5.2.3 Relation bitemporelle (R!BT) 
Une relation bitemporelle (bitemporal relation), notée R!BT, est une relation bitemporelle 
qui contient au moins une période de validation et une période de transaction. Soit R une 
relation, elle est considérée  bitemporelle si |K| >= 1, |A| >= 1, |B| >= 0 et |D| = 2 + |A| où D = 
{@d, ai@d, …, an@d, @u} est un ensemble de périodes de validation et une période de 
transaction et n = |A|. Elle est notée R!BT(K, A, B, D). 
0A+786+F,
Le tuple représentant une proposition du prédicat « Le patient noPatient est considéré connu 
durant la période @d. Le patient noPatient porte le nom nom et le prénom prenom. En outre, 
durant la période naissance@d, on considère qu’il est né le jour naissance et durant la 
noPatient
nom
prenom
dateNaissance
ville
@u
Patient!TT
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période ville@d, on considère qu’il réside à la ville ville. » est présent dans le BD durant la 
période @u : 
Patient!BT 
({noPatient}, {naissance, ville}, {nom, prenom},  
 {@d, naissance@d, ville@d, @u}) 
 
Figure 12 – Exemple de relation bitemporelle 
5.2.4 Relation non temporelle (R!NT) 
Une relation non temporelle (Snapshot relation), noté R!NT, est une relation où l’évolution 
de ses valeurs en fonction du temps n’est pas conservée. Soit R une relation, elle est 
considérée non temporelle si |K| >= 1, |A| = 0, |B| >= 0 et |D| = 0. Elle est notée R!NT(K, {}, 
B, {}) ou, plus simplement, R!NT(K, B). 
0A+786+,
Le patient noPatient, dont le nom et le prénom sont respectivement nom et prenom, est né le 
jour naissance et habite la ville ville :  
noPatient
@d
nom
prenom
naissance
naisssance@d
ville
ville@d
@u
Patient!BT
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Patient!NT({noPatient}, {}, {nom, prenom, naissance, ville}, {}) 
 
Figure 13 – Exemple de relation non temporelle  
5.2.5 Synthèse de la notation 
Le tableau ci-dessous décrit la notation des catégories temporelles utilisée. Les marqueurs des 
catégories temporelles de relation s’appliquent aussi aux catégories des attributs. 
Tableau 7 – Notation des catégories temporelles de relation 
!"#$%&'()*! +&#"#(&,!
,&,*#):@&')00)! AB+C*
#):@&')00)*.)*/"0(."#(&,! ABDC*
#):@&')00)*.)*#'",;"1#(&,! ABCC*
6(#):@&')00)! ABEC*
 
5.3 Exigences relatives aux schémas 
La temporalisation d’un schéma dans un contexte d’entrepôt de données de santé doit prendre 
en compte les contraintes suivantes : 
• C1 : les clés sont modifiables (harmonisation des sources). 
• C2 : les clés d’une même relation peuvent être multiples (multiplicité des 
sources). 
• C3 : les attributs évoluent indépendamment les uns des autres dans le temps 
(multiplicité de sources et des référentiels). 
noPatient
nom
prenom
naissance
ville
Patient!NT
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• C4 : tous les attributs doivent être temporalisés puisqu’il n’est pas possible, en 
général, d’en exclure (imprévisibilité des hypothèses spécifiques en recherche 
clinique). 
• C5 : une source (une relation) peut être dépourvue de tout attribut temporel, en 
particulier relativement aux référentiels de validation et de transaction. 
5.3.1 Exigences relatives au schéma initial 
Le schéma initial doit répondre à certaines exigences afin de permettre la temporalisation 
automatisée. 
=$3&7",+/,LWU,
Le schéma initial doit être en 5FN (voir section A.3.3), ce qui implique qu’elle est également 
en FNBC et en 1FN. L’obligation d’atteindre la 5FN découle du fait que la redondance des 
données augmente considérablement le risque l’incohérence. De plus, dans le cadre d’un 
entrepôt de données, un schéma en 5FN assure une meilleure intégration des données et une 
meilleure performance lors d’une consultation [Rönnbäck et al. 2010]. 
T+6"%'4/(,X,$6&,*/')*+,
Sans perte de généralité, toute relation du schéma initial est limitée à une seule clé. 
Lorsqu’une relation possède plusieurs clés, une des clés doit être utilisée comme clé 
« primaire » et les autres détachées dans des tables auxiliaires dont le traitement est présenté à 
l’Annexe D. Ainsi la contrainte C2 pourra être respectée. 
:%%#'P*%(,/4/,%+784#"6'(&(,
Les attributs non temporalisés seront exclus de la relation à temporaliser avant l’application 
de l’algorithme de temporalisation. Leur réintégration au schéma est présentée à la section 
5.4. 
:%%#'P*%(,%+784#+6(,8#&+A'(%"/%(,
Du point de vue de la temporalisation, les attributs temporels préexistants sont soit traités 
comme les attributs non temporels (lorsqu’ils font référence au temps du domaine) soit 
ignorés (parce qu’ils seront utilisés lors de l’alimentation pour définir les attributs temporels 
 73 
issus de la temporalisation). Il n’est toutefois pas exclu qu’un attribut préexistant se référant 
au temps de domaine (et traité comme un attribut non temporel au moment de la 
temporalisation) puisse également être utilisé, au moment de l’alimentation pour définir la 
valeur d’attributs temporels issus de la temporalisation. 
5.3.2 Exigences relatives au schéma final 
Le schéma final résultant de la temporalisation doit respecter (entre autres) les contraintes C1, 
C3, C4. 
5.4 Partitions temporelles  
Le problème de la volatilité et de l’indétermination rend la gestion des mises à jour et 
l’expressivité des requêtes plus complexe. De plus, les attributs temporalisés d’une relation 
peuvent évoluer indépendamment et conduire à problèmes d’incohérences. La partition d’une 
relation permet de résoudre plusieurs de ces problèmes. Elle consiste à :  
• séparer en deux relations distinctes, mais complémentaires, les tuples ayant un 
intervalle dont le point de fin est indéterminé des tuples ayant un intervalle 
dont le point de fin est déterminé ; 
• séparer les attributs (temporellement indépendants) qui évoluent 
indépendamment. 
Une partition résulte le plus souvent en plusieurs parties issues d’une suite de décomposition. 
Afin de préserver l’intégrité de la relation, chaque décomposition doit s’effectuer sans perte 
de données. En pratique, deux mécanismes de décomposition sont utilisés : la projection-
jointure (PJ) et la restriction-union (RU).  
T+7"#)*+,Y,
Avant temporalisation d’une relation R, ses attributs à ne pas temporaliser doivent en être 
retirés en opérant une décomposition de projection jointure. Ainsi R(R, A, B, {}) est 
décomposé en R1(R, A, {}, {}) et R2(R, {}, B, {}). Selon le cas, R2 sera traité soit comme 
une relation non temporelle, soit, plus vraisemblablement, comme une partition unitemporelle 
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de transaction, puisque le temps de la période de transaction est obtenu du seul SGBD 
permettant ainsi un « enrichissement » du schéma sans apport de l’usager. 
5.4.1 Décomposition 
Selon le référentiel et le modèle de temporalisation, les différentes partitions sont créées à 
l’aide de décompositions RU et PJ successives.  
1&$4784('%'4/,#+(%#'$%'4/V*/'4/,ZT[\,
Décomposition restriction-union (nommée aussi décomposition horizontale) consiste à 
séparer par restriction les tuples d’une relation en deux parties en assurant la recomposition 
de la relation originale par l’union disjointe des parties (dont l’exclusion mutuelle des clés 
doit être garantie par un invariant22). Ici nous ne nous intéresserons qu’aux conditions de 
restriction portant sur les attributs temporels. Cette condition diffère d’un modèle à un autre. 
1&$4784('%'4/,8#4]+$%'4/V]4'/%*#+,Z<^\,
La décomposition de projection-jointure (nommée aussi décomposition verticale) consiste à 
séparer par projection les attributs d’une relation en deux ou plusieurs parties en assurant que 
la recomposition de la relation initiale puisse s’effectuer par jointure sans perte de données 
(dont l’homogénéité des clés entre les parties est garantie par un invariant23). La 
décomposition PJ garantit l’évolution indépendante des attributs tout en réduisant la portée 
des mises à jour aux seuls attributs effectivement modifiés.  
                                                
22  Dan le cas non temporel, il s’agit d’une assertion garantissant que l’intersection des clés des parties est vide. 
23  Dans le cas non temporel, il s’agit d’assertions référentielles. 
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0A+786+,
La figure ci-dessous présente un exemple de temporalisation par décomposition mettant en 
scène les différentes partitions de base qui seront décrites par la suite. 
 
Figure 14 – Exemple de temporalisation 
Soit R {k1, @d, a1, a1@d, @u}, la temporalisation bitemporelle de la Figure 14 est 
construite en deux étapes : une décomposition RU suivie d’une décomposition PJ. Le résultat 
de la temporalisation est formé d’une partition bitemporelle. 
Partitions Parties
non temporelle
temporelle
validation
unitemporelle
bitemporelle
relation
R
semi fermée 
(début)
fermée
clé
R@VS
non clé
R_ai@VS
RU
PJ
clé
R@VF
non clé
R_ai@VF
PJ
transaction
semi fermée 
(début)
fermée
non clé
R@TS
RU
non clé
R@TF
semi fermée 
(début)
fermée
clé
R@BS
non clé
R_ai@BS
RU
PJ
clé
R@BF
non clé
R_ai@BF
PJ
R@NT
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1. Décomposition RU (ici sur la période de validation) sépare les tuples de R en deux 
parties formant :  
• une partie bitemporelle semi-fermée : R@BS{k1, @s, a1, a1@s, @u} 
• une partie bitemporelle fermée : R@BF{k1, @d, a1, a1@d, @u} 
2. Décomposition PJ sépare les attributs temporellement indépendants :  
• La partie bitemporelle semi-fermée est décomposée : 
o la partie clé R@BS{k1, @s, @u} 
o la partie non-clé R_a1@BS{k1, a1, @s, @u} 
• La partie bitemporelle semi-fermée est décomposée : 
o la partie clé R@BF{k1, @s, @u} 
o la partie non-clé R_a1@BF{k1, a1, @s, @u} 
L’union de la jointure des parties permet de reconstruire la relation initiale24 :  
R = (R@BF " R_a1@BF) # (((R@BS " R_a1@BS) ! @d := [@s:now]) ) all but {@s}) 
5.4.2 Description détaillée des parties 
Une partition contient des parties obtenues par décompositions successives de la relation 
initiale. Les partitions effectives dépendent de la catégorie temporelle visée. Dans un contexte 
d’entrepôt de données (contrainte C4), la temporalisation de type NT conserve la relation à 
l’identique. Les partitions des trois autres types de temporalisation (VT, TT, BT) sont 
présentées ci-après. 
<"#%'%'4/,*/'%+784#+66+,-+,?"6'-"%'4/,
Une partition unitemporelle de validation comprend les parties suivantes obtenues par une 
décomposition RU sur @d suivie d’une décomposition PJ isolant temporellement chaque 
attribut :  
                                                
24  Dans la mesure où les invariants ont été maintenus lors des éventuelles modifications. Ces invariants feront l’objet d’une 
analyse détaillée lors de la présentation du modèle temporel BCDM (Annexe B) et TRM (Annexe C). 
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• Partie unitemporelle de validation semi-fermée @VS, une relation de 
validation ayant des périodes de validation à fin indéterminée ; exemple : 
R@VS(K, A, {}, {@s, a1@s, ..., an@s}). 
• Parties unitemporelles de validation fermées @VF, un ensemble de 
relations de validation ayant des périodes de validation déterminée ; exemple :
  
R@VF(K, A, {}, {@d}),  
R_a1@VF(K, {a1}, {}, {a1@d}),  
...,  
R_an@VF(K, {an}, {}, {an@d}). 
<"#%'%'4/,*/'%+784#+66+,-+,%#"/("$%'4/,
Une partition unitemporelle de transaction comprend les parties suivantes obtenues par une 
décomposition PJ isolant temporellement chaque attribut :  
• Partie unitemporelle de transaction semi-fermée @TS, une relation de 
transaction ayant une période de transaction indéterminée à la fin ; exemple : 
R@TS(K, {}, A, {@o}). 
• Partie unitemporelle de transaction fermée @TF, une relation de 
transaction ayant une période de transaction déterminée ; exemple :  
R@TF(K, {}, A, {@u}). 
<"#%'%'4/,P'%+784#+66+,
Une partition bitemporelle sur @d comprend les parties suivantes obtenues par une 
décomposition RU sur @d suivie d’une décomposition PJ isolant temporellement chaque 
attribut :  
• Partie bitemporelle semi-fermée @BS, une relation bitemporelle ayant des 
périodes de validation à fin indéterminée et une période transaction à fin 
déterminée ;exemple : 
R@BS(K, A, {}, {@s, a1@s, ..., an@s, @u}). 
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• Parties bitemporelles fermées @BF, un ensemble de relations bitemporelles 
ayant des périodes de validation déterminée et une période de transaction 
déterminée ;exemple : 
R@BF(K, A, {}, {@d, @u}),  
R_a1@BF(K, {a1}, {}, {a1@d, @u}),  
...,  
R_an@BF(K, {an}, {}, {an@d, @u}). 
Dans le cas d’une partition bitemporelle sur @o, les parties sont obtenues par une 
décomposition RU sur @o suivie d’une décomposition PJ isolant temporellement chaque 
attribut. En pratique, seule la partie bitemporelle fermée @BS s’en trouve modifiée : 
R@BS(K, A, {}, {@o, a1@o, ..., an@o, @d}). 
On remarque que 
• La décomposition RU peut s’opérer sur l’un ou l’autre des deux référentiels 
(validation ou transaction); le référentiel de validation sera décomposé dans 
TRM et le référentiel de transaction dans BCDM. 
• La partition proposée ne prend pas en compte la possibilité de faire deux 
décompositions RU (par ailleurs requise ni en TRM ni en BCDM). 
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5.4.3 Synthèse de la notation 
La notation complète est présentée dans le tableau ci-après.  
Tableau 8 – Notation des catégories temporelles des parties 
!"#$%&'();*#):@&')00);*.);*@"'#();! +&#"#(&,!
-"'#(#(&,*,&,*#):@&')00)! -+C*
5,(F5)! A*
-"'#(#(&,*5,(#):@&')00)*.)*/"0(."#(&,! -GD*
;):(H9)':$)*10$! A3DI*
;):(H9)':$)*,&,*10$! AJ"(3DI*
9)':$)*10$! A3DK*
9)':$)*,&,*10$! AJ"(3DK*
-"'#(#(&,*5,(#):@&')00)*.)*#'",;"1#(&,! -GC*
;):(H9)':$)*10$! A3CI*
9)':$)*10$! A3CK*
-"'#(#(&,*6(#):@&')00)! -EC*
6(#):@&')00)*;):(H9)':$)*10$! A3EI*
6(#):@&')00)*;):(H9)':$)*,&,*10$! AJ"(3EI*
6(#):@&')00)*9)':$)*10$! A3EK*
6(#):@&')00)*9)':$)*,&,*10$! AJ"(3EK*
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Chapitre 6 
Résultats 
« Le plus souvent, votre âme est un champ de bataille où votre raison et votre jugement font 
la guerre à vos passions et à vos convoitises. » [Gibran 2001] 
Le cadre de référence élaboré au chapitre précédent a été utilisé pour reformuler la définition 
des modèles TRM (annexe B) et BCDM (annexe C). Après un bref rappel du cadre de 
référence, le présent chapitre synthétise et commente l’essentiel de ces nouvelles définitions. 
Il présente ensuite les faits saillants de la comparaison qui en découle. Finalement il aborde 
certaines considérations relatives à la mise en œuvre des SIS et notamment le choix des 
SGBD. 
6.1 Cadre de référence 
Le cadre de référence des modèles temporels étudiés est basé sur la théorie relationnelle et la 
logique des intervalles. Une extension temporelle est proposée pour : 
• unifier la représentation syntaxique et sémantique des concepts temporels,  
• automatiser certaines étapes du processus de construction et du schéma de l’ED. 
Les différents modèles de temporalisation pourront alors être décrits selon un cadre de 
référence unique facilitant ainsi leur comparaison puis la mise en commun de structures et 
d’algorithmes. 
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6.1.1 Schéma d’entrepôt de données temporalisé 
Le schéma d’EDT est déclaré par son nom et trois paramètres : une catégorie temporelle, la 
granularité et le modèle temporel. Le processus de temporalisation génère automatiquement : 
les relations, les invariants et les vues appropriés. 
Les relations sont générées selon la même temporalité (catégorie temporelle) que le schéma. 
L’uniformité des catégories temporelles et la granularité ne sont pas nécessaires, mais il est 
plus simple de les supposer aux fins de présentation, et ce, sans perte de généralité.  
0A+786+,-+,-&$6"#"%'4/,-.*/,($3&7",
SCHEMA nomSchema (BT, SECONDE, TRM) 
Dans le contexte d’un EDC, la traçabilité de l’évolution des données est indispensable pour 
reconstruire des évènements assurer un meilleur suivi d’une activité clinique. De ce fait, la 
catégorie temporelle BT est préconisée pour assurer une plus grande couverture de 
l’évolution des données. La période de validation provient de la source, alors que la période 
de transaction provient de l’ED. 
6.1.2 Référentiels, périodes et opérateurs 
La représentation du temps diffère d’un modèle à un autre. Bien que la perception du temps 
soit le plus souvent continue, sa représentation dans une BD ne peut être que discrète.  
Le temps est modélisé par un intervalle temporel (une période) ou un point temporel (un 
instant) : 
• Un intervalle temporel : nommé période, est un attribut de type intervalle temporel 
INTERVAL[P] où P est un (type) point temporel. 
• Un point temporel : nommé instant, est un attribut de type point temporel. 
Le glossaire des concepts de BD temporelle [Dyreson et al. 1994] distingue trois référentiels 
de temps: référentiel du domaine, référentiel de transaction et référentiel de validation. 
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Le cadre de référence représente les périodes par des intervalles relativement à un référentiel 
puisque l’utilisation des intervalles facilite la gestion de l’intégrité, la manipulation des 
données temporalisées et l’expressivité des requêtes [Monica et al. 2013]. D’une part, le 
cadre de référence présente une généralisation du concept de période (@s, @d, @o et @u) 
permettant de s’affranchir de la représentation des périodes (type période (TRM) ou paire de 
points (BCDM), fermé-fermé (TRM) ou fermé-ouvert (BCDM), etc.). D’autre part, le cadre 
de référence présente une généralisation des opérateurs de [Allen 1983] facilitant ainsi 
l’expressivité des requêtes.  
6.1.3 Catégories, partitions et parties 
Un modèle temporel fondé s’appuie sur des concepts de base, une structuration et une 
sémantique temporelle intègres et uniformes. Le problème de la volatilité et de 
l’indétermination rend la gestion des mises à jour et l’expressivité des requêtes plus 
complexe. De plus, les attributs temporalisés d’une relation peuvent évoluer indépendamment 
et conduire à problèmes d’incohérences. La partition d’une relation permet de résoudre 
plusieurs de ces problèmes.  
Trois catégories temporelles sont étudiées : unitemporelle de validation (VT), unitemporelle 
de transaction (TT) et bitemporelle (validation et transaction). Si les deux premières sont 
intéressantes en elles-mêmes, elles sont surtout utilisées dans le cadre du mémoire comme 
des étapes préalables à la construction d’un schéma bitemporel. 
Selon la catégorie temporelle, des partitions sont créées et constituent en quelque sorte les 
« briques » de construction des modèles. Une partition se compose le plus souvent de 
plusieurs parties issues d’une suite de décompositions. Afin de préserver l’intégrité de la 
relation, chaque décomposition doit s’effectuer sans perte de données. En pratique, deux 
mécanismes de décomposition sont utilisés : la projection-jointure (PJ) et la restriction-union 
(RU). Les partitions ouvrent la voie à une simplification de l’élaboration de nouvelles 
catégories et de l’aménagement des relations afin de les adapter aux fonctionnalités mises à 
disposition par un SGBD donné. 
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6.1.4 Normalisation 
Le schéma initial doit être en 5FN. L’obligation d’atteindre la 5FN découle du fait que la 
redondance des données augmente considérablement le risque l’incohérence. De plus, dans le 
cadre d’un entrepôt de données, un schéma en 5FN assure une meilleure intégration des 
données et une meilleure performance lors d’une consultation [Rönnbäck et al. 2010]. Le 
corolaire de la 1FN exclut la nullité des attributs. On remarque qu’elle est explicite dans la 
définition de TRM et implicite dans celle de BCDM (car fortement suggérée par Snodgrass et 
non prise en compte dans les contraintes et règles de modification). 
6.2 Modèle temporel TRM 
Le modèle TRM (Temporal Relational Model) a été proposé par [Lorentzos and Johnson 
1988] et développé dans [Date et al. 2014b]. Basé sur la théorie relationnelle et la logique des 
intervalles [Moszkowski and Manna 1983], il permet de modéliser avec précision et sans 
ambigüité un schéma temporel intègre et facile à manipuler. L’intégrité est prise en charge 
principalement à travers les invariants et, dans une moindre mesure, par les règles de 
modification. 
6.2.1 Particularités 
_8&#"%+*#(,
Les opérateurs PACK, UNPACK, USING (voir définition B.1.2), les opérateurs d’Allen ainsi 
que la 6FN ne sont là que pour faciliter l’expression et la manipulation des grandes quantités 
de propositions (engendrées par l’introduction d’un attribut temporel dans la clé des relations) 
tout en maintenant l’intégrité et la cohérence des données. 
D’une part, l’opérateur UNPACK permet d’utiliser les opérateurs relationnels conventionnels 
en ramenant chaque période à un singleton (donc représentable par une valeur scalaire 
unique). D’autre part, la forme PACK permet de maintenir l’intégrité des données et de 
garantir la cohérence des données. L’opération USING est un raccourci pratique pour 
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orchestrer les appels à PACK et UNPACK au sein d’une expression relationnelle sans devoir 
les exprimer explicitement. 
:6H4#'%37+,-+,$4/(%#*$%'4/,
La construction d’un schéma bitemporel débute par une décomposition PJ entre les attributs 
temporalisés et les attributs non temporalisés. Ensuite, une décomposition RU sépare les 
tuples selon la période de validation. Par la suite, une dernière décomposition PJ sépare les 
attributs en deux ou plusieurs parties. Finalement, des vues bitemporelles sont construites à 
partir du journal. 
La temporalisation bitemporelle selon TRM décompose une relation de la forme R!BT(K, A, 
B, {}) en deux partitions : une partition bitemporelle et une partition unitemporelle de 
validation. Dans l’ensemble 4 + 2*n parties (où n = |A|) sont crées :  
• une partie R@VS et une partie R@BS associée,  
• une partie R@VF et une partie R@BF associée, 
• n parties R_ai@VF et n parties R_ai@BF. 
De plus, si la relation contient des attributs non temporalisés (B ' {}), par décomposition PJ, 
une partition unitemporelle de transaction est crée contenant 2 parties supplémentaires :  
• une partie R@NT et d’une partie R@TF. 
pour un total de 6 + 2*n parties. 
Un exemple de bitemporalisation est illustré dans Figure 15. La figure montre le résultat de la 
bitemporalisation d’une relation non temporel selon TRM. À partir d’une relation non 
temporelle sous la forme R(K, A, B) annoté par !BT, le processus de bitemporalisation 
génère les parties (les rectangles) et les assertions associées (les lignes) aux référentiels de 
validation et aux référentiels de transaction.  
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Figure 15 – Temporalisation d’une relation selon TRM 
B/%+#8#&%"%'4/,-+(,8"#%'+(,
Une partie semi-fermée (@VS ou @BS) contient les tuples valides présentement, ou ceux qui 
seront valides ultérieurement dans le futur indéterminé (dont la fin est inconnu dans le futur). 
Une partie fermée (@VF ou @BF) contient les tuples antérieurement valides (dont la fin est 
connue). Toutefois, le modèle ne permet pas de définir des propositions qui se terminent dans 
le futur.  
B/?"#'"/%(`,"((+#%'4/(,+%,$4/%#"'/%+(,
Un schéma temporalisé est soumis à divers invariants pour garantir l’intégration des parties 
entre elles et des parties eux-mêmes : 
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• une contrainte d’unicité pour chaque partie; 
• une assertion de non-redondance et une de non-circonlocution entre les parties 
R@VS et R@VF; 
• pour chaque attribut à temporaliser ai, une assertion de non-redondance, une de non-
contradiction et une de non-circonlocution entre R@VS et R_ai@VF; 
• une assertion de compacité courante entre R@VS, R@VF et chaque R_ai@VF; 
• une assertion de compacité historique entre R@VF et chaque R_ai@VF. 
T@H6+(,-+,74-'9'$"%'4/,
Les modifications sont effectuées à partir de la partition unitemporelle de validation selon six 
commandes de modification : trois pour les parties @VS et trois pour les parties @VF. Les 
vues bitemporelles sont modifiées au moment de l’enregistrement des transactions dans le 
journal du SGBD. La période de transaction est générée par le système ce qui n’implique 
aucune manipulation supplémentaire par le concepteur.  
6.2.2 Avantages 
Le modèle est fondé sur la théorie relationnelle et la logique des intervalles; la définition des 
invariants est automatisable. Il possède également d’autres avantages :  
• Le modèle est générique, applicable à divers domaine sans qu’il soit nécessaire 
d’ajouter des règles temporelles « personnalisées ». 
• Les règles s’appuient sur la normalisation. La normalisation jusqu’à la 6FN les 
relations représentent, par définition, un et un seul prédicat, ce qui renforce la 
sémantique et diminue considérablement les ambigüités. 
• Le traitement de la volatilité et de l’indétermination de la période de validation est 
réalisé grâce à la décomposition RU (voir 5.4). 
• L’opérateur USING permet d’encapsuler PACK et UNPACK facilitant ainsi 
l’écriture et l’interprétation des expressions relationnelles temporelles.  
• Les vues bitemporelles sont construites à partir du journal, ce qui implique une 
réduction considérable de l’effort de développement par le concepteur et permet 
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vraisemblablement une optimisation interne importante (en fait, la mécanique interne 
requise par les périodes de type SYSTEM_TIME de SQL:2011 permettrait cette 
automatisation). 
• Bien que non abordée dans la définition du modèle TRM, la mixité temporelle25 est 
possible et simple à mettre en oeuvre (voir démonstration à la fin de l’Annexe B). 
6.2.3 Limitations 
Le modèle TRM comporte des défis au niveau pratique : 
• Le type INTERVAL n’est pas implémenté dans la majorité des SGBD (trois 
exceptions notables : Teradata SQL 13.10, DB2 10, et PostgreSQL 9.3).  
• Même si le modèle proposé peut être mis directement en oeuvre à l’aide de 
SQL:1992, plus facilement en utilisant SQL:2011, l’absence des opérateurs PACK, 
UNPACK et USING réduit considérable les gains d’expressivité et les performances 
du traitement des requêtes si le seul langage SQL (à l’état brut) doit être utilisé. 
• La création des vues sur le journal est dépendante de la structure du journal du 
SGBD. 
• Le futur déterminé n’est pas entièrement pris en compte, seules les périodes dont le 
début est passé ou présent peuvent être représentées.  
• Le passé indéterminé n’est pas pris en compte par le modèle. 
6.2.4 Prolongements 
Le modèle est naturellement extensible vers la tritemporalité grâce à la 6FN et l’opérateur 
USING. La temporalisation semble pouvoir être étendue à plus que deux attributs temporels 
par table avec un minimum de changements. Par contre, la structure des partitions requises 
demeure à être développée et argumentée. 
                                                
25  Voir glossaire. 
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Autres  questions d’intérêt : 
• Comment construire de façon efficiente les vues à partir journal pour en extraire la 
période de transaction pour les versions SQL antérieures à 2011? 
• Comment représenter le futur déterminé (planifié)? 
6.3 Modèle temporel BCDM 
Le modèle BCDM (Bitemporal Conceptual Data Model) est proposé par [Jensen et al. 1993] 
et développé dans [Snodgrass 2000]. Il est basé sur les fonctionnalités du langage SQL:1992. 
La modélisation du schéma temporel est essentiellement guidée par la sémantique du 
domaine d’application. L’intégrité est prise en charge principalement à travers les règles de 
modification et, dans une moindre mesure, par les invariants. 
6.3.1 Particularités 
_8&#"%+*#(,
Le modèle BCDM ne présente pas d’opérateurs temporels spécifiques. Toutefois, certains 
opérateurs d’Allen sont mis en œuvre en utilisant SQL, parfois au détriment de la lisibilité.  
:6H4#'%37+,-+,$4/(%#*$%'4/,
La construction d’un schéma bitemporel débute par une décomposition PJ entre les attributs 
temporalisés (incluant la clé) et les attributs non temporalisés. Ensuite, les attributs sont 
séparés attributs temporalisés par une deuxième décomposition PJ. Enfin, par décomposition 
RU les tuples sont séparés selon la période de transaction. 
Un schéma temporalisé selon BCDM contient une partition bitemporelle et/ou partition 
unitemporelle de validation. Une relation bitemporelle de la forme R!BT(K, A, B, {}) est 
décomposée, selon une décomposition PJ et RU en une partition bitemporelle est formée de 
2 + 2*n parties (où n = |A|) :  
• une partie R@BF et d’une partie R@BS, 
• n parties R_ai@BF et n parties R_ai@BS pour chaque ensemble d’attributs non clé. 
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De plus, si la relation contient des attributs non temporalisés (B ' {}), par décomposition PJ, 
une partition unitemporelle de transaction est crée contenant 2 parties supplémentaires pour 
un total de 4 + 2*n parties :  
• une partie R@TS et d’une partie R@TF.  
Un exemple de bitemporalisation est illustré dans Figure 16. La figure montre le résultat de la 
bitemporalisation d’une relation non temporel selon BCDM. À partir d’une relation non 
temporelle sous la forme R(K, A, B) annoté par !BT, le processus de bitemporalisation 
génère les parties (les rectangles) et les assertions associées (les lignes) aux référentiels de 
validation et aux référentiels de transaction. 
,
Figure 16 – Temporalisation d’une relation selon BCDM 
B/%+#8#&%"%'4/,-+(,8"#%'+(,
Une partie @BS contient les tuples reflétant la dernière modification de la période de 
validation (le point de fin de la période de transaction est indéterminé). Toutefois, le modèle 
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permet de définir des propositions qui se terminent dans le futur. Une partie @BF contient les 
tuples antérieurement valides dont le point de fin de la période de transaction est connu.  
B/?"#'"/%(`,"((+#%'4/(,+%,$4/%#"'/%+(,
Un schéma temporalisé est soumis à divers invariants pour garantir l’intégration des parties 
entre elles et des parties eux-mêmes : une contrainte d’unicité pour chaque partie; pour 
chaque attribut a temporalisé une assertion d’inclusion temporelle entre la R@BF et une 
R_ai@BF. Le traitement complet des incohérences est effectué selon des règles de 
modification définie par le concepteur selon les exigences du métier.  
T@H6+(,-+,74-'9'$"%'4/(,
Les modifications s’effectuent uniquement sur les parties bitemporelles semi-fermées (@BS) 
selon 3 commandes de modification sur chacune des parties de @BS. Une partie fermée est 
modifiée indirectement, selon la commande de modification, par la partie semi-fermée 
associée. De plus, le temps de transaction est géré par le concepteur lors de la définition des 
opérations de modification. En conséquence, les tuples archivés ne peuvent pas être modifiés. 
6.3.2 Avantages 
Le modèle BCDM peut être mis en oeuvre dans un SGBDR sans le développement 
d’opérateurs temporels spécifiques. Il possède également d’autres avantages :  
• Le modèle proposé peut être mis directement en oeuvre à l’aide de SQL:1992, à 
fortiori SQL:2011. 
• La méthode de modélisation, d’abord présentée à l’aide de règles de pratique 
dépendante d’une sémantique spécifique connue à l’avance, peut être rendue 
rigoureuse et facile à mettre en place de façon systématique grâce au cadre de 
référence que nous avons mis en place. 
• Le modèle permet de définir des propositions qui se terminent dans le futur. 
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6.3.3 Limitations 
Le modèle BCDM comporte des limitations : 
• En faisant reposer la préservation de l’intégrité principalement sur des règles de 
modification, non encapsulées dans des automatismes (triggers), le modèle BCDM 
place une grande responsabilité sur le concepteur et accroit considérablement sa 
tache, puisque chaque requête de modification doit être analysée et traitée à la pièce. 
• La décomposition proposée engendre des redondances dans les données et ne permet 
pas de minimiser la complexité de modélisation des contraintes ni la gestion des 
dates inconnues.  
• La décomposition RU selon la période de transaction rend la gestion de la mise à 
jour et de l’expressivité des requêtes plus complexe. 
• Si la représentation des périodes suggérées par Snodgrass est maintenue, 9999-12-31 
prend au moins deux sens différents (le moment courant ou la fin indéterminée), ce 
qui conduit à une ambigüité lors du traitement des dates indéterminées et rend 
difficile le développement d’opérateurs génériques. 
• Le passé indéterminé n’est pas pris en compte par le modèle.  
6.3.4 Prolongements 
L’absence de PACK et UNPACK (et donc de USING) rend très complexe l’expression de 
certaines contraintes. D’une part, exprimer les invariants des modèles en utilisant ces 
opérateurs être avantageux. D’autre part, le fait de ne pas les utiliser permet de voir comment 
certaines contraintes peuvent être mises en oeuvre, parfois simplement dans certains 
contextes, en utilisant que SQL. Quelques questions demeure à résoudre : 
• Est-ce que le traitement de l’incohérence entre la partie bitemporelle semi-fermée et 
la partie bitemporelle fermée à partir des règles de modification est adéquat? 
• Est-ce que l’utilisation systématique de clés artificielles permet-elle de faciliter la 
gestion des mises à jour et l’expressivité des requêtes? 
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• Bien qu’abordée dans la définition du modèle BCDM, la mixité temporelle est 
complexe à mettre en oeuvre sans les opérateurs PACK, UNPACK et USING (voir 
démonstration à la fin de l’Annexe C). Une autre approche est-elle envisageable? 
6.4 Comparaison 
Ci-dessous un tableau synthétisant les principales différences entre TRM et BCDM. Les 
sections suivantes décrivent en détail les différences structurelles, sémantiques et 
l’adéquation de chacun des modèles aux exigences définies probablement. Pour terminer, une 
synthèse et une liste de prolongements du travail sont présentées.  
Tableau 9 – Comparaison synthétique de BCDM et TRM 
Concepts BCDM TRM 
Modèle de référence SQL Théorie relationnelle 
Représentation des 
référentiels 
Paire de points 
Notation fermée-ouverte 
Intervalle 
Notation fermée-fermée 
Période de validation Période de validation (period of validity) 
Conforme à la définition standard 
Période d’affirmation (stated time) 
Conforme à la définition standard 
Période de transaction Période de présence (period of presence) 
Gérée par le concepteur 
Non conforme à la définition standard 
Période de trace (logged time) 
Gérée par le système 
Conforme à la définition standard 
Opérateurs temporels Pas d’opérateurs génériques 
Certains opérateurs d’Allen 
Opérateurs relationnels génériques :  
PACK, UNPACK et USING 
Indétermination du futur Partiellement résolue par 9999-12-31 Complètement résolue par la 
décomposition RU sur @d 
Détermination du futur Complètement résolue par la 
décomposition RU sur @u 
Non traitée 
Indétermination du passé Non traitée Non traitée 
Partitions temporelles  Partition bitemporelle 
Partition unitemporelle de transaction 
Partition bitemporelle 
Partition unitemporelle de transaction 
Partition unitemporelle de validation 
Nb de parties par relation 
Si B ! {} 
2 + 2 * |A| 
2 
4 + 2 * |A|  
2 
Assertions générales  1 * |A| 3 * |A| 
Sémantique Peut dépendre du domaine d’application Uniforme au sein du modèle 
Règles de modification 3 règles de modification sur le @BS 
(seulement) 
3 règles de modification sur les @VS 
3 règles de modification sur les @VF 
Extension SQL requise Non  Oui 
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6.4.1 Structure et sémantique 
<#4$+((*(,-+,$4/(%#*$%'4/,,
Le processus de construction de TRM est formé d’une étape d’unitemporalisation suivie 
d’une étape de bitemporalisation. Le processus de construction de BCDM est formé 
seulement de l’étape de bitemporalisation. Les deux modèles diffèrent en termes de structures 
et de contenu. Les conditions qui causent leur divergence sont :  
• TRM : la décomposition RU se base sur la période de validation. 
• BCDM : la décomposition RU se base sur la période de transaction. 
La décomposition RU selon TRM permet de distinguer les tuples dont la période de 
validation est déterminée de ceux dont la période de validation est indéterminée. Ce qui 
implique une meilleure expressivité des requêtes et une meilleure gestion des modifications. 
Par contre, la décomposition RU selon BCDM augmente l’effort requis pour le concepteur 
pour assurer l’intégrité des données, travail qui peut être effectué par le SGBDR. 
S+(,8"#%'+(,
Le modèle TRM génère plus de parties que BCDM, ce qui implique un schéma plus 
volumineux dans le cas de TRM. Un schéma temporalisé selon TRM contient des parties 
unitemporelles et bitemporelles. Un schéma temporalisé selon BCDM contient uniquement 
des parties bitemporelles. Par contre, dans le cas TRM, les parties bitemporelles (parties 
@BS et @BF) sont des vues complètement gérer par le SGBDR donc moins d’effort requis 
par le concepteur. La Figure 17 ci-dessous montre un résultat d’une bitemporalisation selon 
BCDM (en orange) et selon TRM (en jaune). 
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Figure 17 - Les partitions TRM et BCDM 
Dans le contexte de la sémantique des parties :  
• TRM :  
$ Une partie @VS contient les valeurs courantes des tuples présentement valides 
dont la fin de validité est indéterminée ou les valeurs courantes des tuples qui 
seront valides dans le futur indéterminé.  
$ Une partie @VF contient les valeurs courantes des tuples qui ont été valides 
antérieurement.  
$ Une partie @BS contient toutes les modifications des tuples présentement 
valides dont la fin de validité est indéterminée ou toutes les modifications des 
tuples qui seront valides dans le futur indéterminé.  
$ Une partie @BF contient toutes les modifications des tuples qui ont été valides 
antérieurement. 
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• BCDM :  
$ Une partie @BS contient les valeurs courantes qui sont valident présentement 
et celles des tuples valident antérieurement.  
$ Une partie @BF contient l’historique des corrections appliquées aux tuples de 
la partie HISTORY. 
Finalement, la partition unitemporelle de TRM peut être utilisée comme base de données 
transactionnelle (d’exploitation) indépendante de la partition bitemporelle. S+(,'/?"#'"/%(,
Le nombre d’invariants dans TRM et supérieur à celui de BCDM. Toutefois, les définitions 
de contraintes dans TRM sont :  
• plus formalisables et compactes, 
• plus facilement vérifiables et sémantiquement uniformes.  
Les invariants dans BCDM sont : 
• complexes et ils dépendent de la sémantique de la relation, 
• mises en œuvre par des règles de modifications. 
Dans les deux modèles, la période de transaction ne fait pas partie des invariants. Les 
périodes de transaction (@u et @o) sont réputées maintenues intègres en tout temps par : 
• TRM : le journal du SGBDR; 
• BCDM : les règles de modification programmées par le concepteur. 
C#"'%+7+/%,-+,6",?46"%'6'%&,+%,-+,6.'/-&%+#7'/"%'4/,
Le problème de la volatilité et de l’indétermination de la période de validation est traité 
différemment selon le modèle :  
• TRM : le problème est résolu par la restriction des tuples sur le point de fin. Cette 
décomposition facilite l’expressivité des requêtes et les règles de modifications. 
Cependant, la modélisation du futur déterminé devient impossible.  
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• BCDM : le problème n’est pas résolu. En conséquence, l’expressivité des requêtes et 
les règles de modifications sont ardues. Cependant la modélisation du futur 
déterminé est possible. 
Le problème de la volatilité et de l’indétermination de la période de transaction est traité 
différemment selon le modèle :  
• TRM : le problème est résolu par la virtualisation du point de fin grâce aux vues 
construire à partir du journal. La mise à jour de la période de transaction est gérée 
par le système allégeant ainsi la maintenance. 
• BCDM : résolu par la restriction des tuples sur le point de fin inconnue. La mise à 
jour de la période de transaction est gérée par le concepteur augmentant ainsi les 
couts de maintenance. 
C#"'%+7+/%,-+(,"%%#'P*%(,-+,%;8+(,'/%+#?"66+(,
Les problématiques des attributs de types intervalles sont traitées différemment selon le 
modèle :  
• TRM : le problème est résolu par l’opérateur USING sur la clé et deux assertions de 
compacité.  
• BCDM : le problème est résolu par deux contraintes d’unicité et l’opérateur 
COALESCE (voir définition C.1.2.2) utilisé « au besoin ».  
6.4.2 Satisfaction des exigences 
La méthode proposée couvre six des exigences d’une méthode de construction d’un EDC.  
0EFG B/%&H#'%&,-+(,-4//&+(,
La normalisation réduit la redondance des données, ce qui permet de mieux contrôler 
l’incohérence et facilite le plus souvent la mise à jour et l’interrogation des données ainsi que 
l’évolution du schéma. Le modèle TRM exige la prénormalisation du schéma en 5FN et 
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assure celle des parties VF en 6FN. Le modèle BCDM ne fait pas appel à cette théorie26 et 
intègre les contraintes aux règles de modification. Le maintien de l’intégrité entre le modèle 
de connaissances et le schéma relationnel n’est pas traité dans ce mémoire. Cette exigence est 
partiellement satisfaite. 
0EFI 24-@6+,%+784#+6,94/-&,
Le modèle TRM est fondé sur la théorie relationnelle et la logique des intervalles. Le modèle 
BCDM est « fondé » sur SQL. Les deux peuvent être exprimés en terme du cadre de 
référence et qui est fondé sur la théorie relationnelle et la logique des intervalles. Cette 
exigence est complètement satisfaite. 
0EFJ 0A8#+(('?'%&,-+(,#+)*D%+(,
La majorité des requêtes cliniques utilisent les intervalles [Das and Musen 1995]. La 
sémantique des deux modèles diffère en regard des tuples qui peuvent être engendrés ou 
sauvegardés dans l’ED. L’expressivité des requêtes dans BCDM est plus ardue que celle dans 
TRM. 
Pour mieux départager les deux modèles du point de vue de l’expressivité des requêtes, le 
calcul de la complexité cyclomatique des invariants et des requêtes à partir de corpus 
représentatifs est nécessaire. Ce calcul n’est pas traité dans ce mémoire. Cette exigence est 
partiellement satisfaite. 
0EFK B/%&H#"%'4/,3&%&#4H@/+,-+(,-4//&+(,
L’exigence dépasse la portée de ce mémoire. Toutefois, grâce aux extensions temporelles 
proposées, on remarque que les deux modèles peuvent être utilisés dans un contexte 
d’intégration hétérogène de données. 
0EFL B/%&H#"%'4/,-+,6.&?46*%'4/,-+(,$4//"'(("/$+(,
L’exigence dépasse la portée de ce mémoire. 
                                                
26  Bien que le schéma initial doive être, en pratique, normalisé en 5FN et que la décomposition PJ rendant les attributs 
temporellement indépendants les uns des autres place ces relations en 6FN. 
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0EFM B/%&H#"%'4/,-+,6.&?46*%'4/,-+,6",(%#*$%*#+,
Le modèle TRM est défini sur la base du concept d’intervalle à partir duquel les périodes 
temporelles sont construites. Le modèle TRM est général et extensible surtout grâce à son 
opérateur USING. Le modèle BCDM est défini sur la base de l’interprétation de deux 
référentiels de temps (validation et transaction). Ce qui implique que le modèle BCDM peut 
devenir obsolète si la sémantique des périodes change ou si d’autres périodes sont ajoutées. 
L’exigence est partiellement traitée dans ce mémoire. 
0EFN C#"O"P'6'%&,
La structure bitemporelle des deux modèles permet de garder la traçabilité des données (dans 
le contexte d’un ED, nous suggérons de transformer les relations non temporelles en relation 
unitemporelle de transaction). Le suivi des modifications structurelles et la représentation des 
traces ne sont pas traités dans ce mémoire. L’exigence est donc partiellement traitée dans ce 
mémoire. 
0EFQ :*%47"%'("%'4/,-+,6",$4/(%#*$%'4/,
Les règles des deux modèles sont formalisables et automatisables selon le cadre de 
références. L’automatisation de la mise en correspondance avec le modèle de connaissance, 
d’une part, et les sources, d’autre part, est en dehors de la portée du mémoire. Cette exigence 
est complètement satisfaite en ce qui a trait à la temporalisation. 
6.4.3 Synthèse 
La solution ultime devra être exécutée par un « engin » SQL. BCDM possède cette qualité, 
par contre les règles et l’expressivité des requêtes sont complexes et la contribution du 
concepteur très importante. La mise en place de TRM requiert la mise à disposition des 
opérateurs PACK, UNPACK et USING, mais la structure permet d’exprimer les règles et les 
requêtes beaucoup plus simplement. Les SGBDR en général, et le langage SQL en 
particulier, offrent peu de fonctionnalités temporelles. L’interrogation et la modification des 
données temporalisées restent donc un défi [Malinowski 2008]. Dans les deux cas, le 
processus de temporalisation doit donc passer par un préprocesseur prenant en charge la 
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construction du schéma temporalisé, l’ajout des invariants, la définition d’opérateurs 
temporels et un certain soutien à l’expression des requêtes. Est-il possible cependant de faire 
exécuter une telle traduction en SQL avec des performances acceptables? 
6.4.4 Prolongements 
Plusieurs prolongements sont requis, pour mieux satisfaire les exigences et augmenter la 
couverture temporelle. En particulier :  
• l’inclusion des opérateurs PACK, UNPACK et USING dans le cadre de référence, ce 
qui permettra d’accompagner la définition des partitions de leurs invariants 
intrinsèques et la simplification de la définition des modèles de temporalisation; 
• la gestion de l’hétérogénéité temporelle des sources par la gestion explicite de la 
multigranularité; 
• la modélisation tritemporelle incluant la distinction des temps de transaction des 
sources du temps de transaction de l’ED; 
• la modélisation du futur (surtout du futur déterminé) pour la sauvegarde des énoncés 
prospectifs; 
• l’intégration d’une représentation pour modéliser l’incertitude des bornes des 
périodes; 
• la formalisation du modèle AV [Johnston and Weis 2010] à l’aide du cadre de 
référence. 
6.5 Considérations relatives aux SIS 
Pour une couverture totale, un EDC doit être tritemporel en ajoutant une période de 
transaction qui provient de la source. Ce qui implique la possibilité de reconstruire l’état de la 
source et même celle de l’EDC à une période spécifique. Les modèles TRM et BCDM ne 
prennent toutefois en compte qu’une période de transaction. Cependant, le prolongement du 
modèle TRM pour générer une troisième période est faisable avec un minimum d’impact sur 
le modèle bitemporel. 
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De plus, voici quelques considérations supplémentaires :  
• développement d’un modèle spécifique intégrant le passé indéterminé; 
• développement d’un « préprocesseur » pour construire le schéma et traduire les 
requêtes (poursuivre le développement du langage et du traducteur de Discipulus); 
• choisir un SGBD cible intégrant : 
$ le constructeur INTERVAL (ou à tout le moins le concept de période), 
$ un type d’index efficace pour les clés temporelles (et le moyen de l’associer 
aux clés temporelles); 
• généralisation des opérateurs afin de permettre la multigranularité. 
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Conclusion 
Contributions 
Dans un contexte clinique, les méthodes classiques de construction d’ED et de 
temporalisation sont difficiles, voire impossibles, à mettre en oeuvre, car elles sont fondées 
sur des règles de pratique non automatisables et fortement dépendantes du processus métier et 
de besoins devant être connus à l’avance. De plus, l’interprétation des données cliniques est 
fortement liée au temps, or les données sont souvent incomplètement temporalisées et très 
rarement structurées de façon à en assurer l’intégrité et à en faciliter l’analyse temporelle. 
Une temporalisation adéquate (donc uniforme et générale) est nécessaire pour assurer une 
meilleure traçabilité et une meilleure exploitation. 
Dans ce contexte, ce mémoire a présenté : 
• Une vision d’une méthode semi-automatisée de construction d’EDCT. La 
vision présentée permet de percevoir les processus de haut niveau nécessaires 
pour la construction d’EDCT. 
• Une liste d’exigences d’une méthode de construction d’EDCT. 
• Un cadre de référence pour la temporalisation d’un schéma d’ED incluant des 
concepts permettant (1) de modéliser des schémas temporels d’une façon 
unique et non ambigüe et (2) d’automatiser la construction du schéma de 
l’EDT. 
• Un processus de temporalisation de référence. 
• Deux modèles temporels, BCDM et TRM sont décrits en terme du cadre de 
référence. Les deux modèles sont présentés dans la littérature en utilisant 
différents concepts. Les décrire selon le cadre de référence permet de mieux 
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les comprendre et de les comparer. Les règles de pratique de BCDM sont 
remplacées par des procédures générales automatisables et fondées sur le 
même modèle théorique que TRM. 
• Un algorithme de construction de schéma d’EDT selon BCDM et selon TRM. 
Les algorithmes permettent l’automatisation de la construction avec un 
minimum d’interventions manuelles du concepteur.  
• Une comparaison des modèles en regard de leur structure et leur sémantique et 
satisfaction des exigences. La comparaison permet de mettre en relief leurs 
particularités, leurs avantages, leurs inconvénients et leurs différentes. 
La généralisation et formalisation de deux modèles temporels permettent de les comparer et 
d’automatiser la construction de l’EDC. Désormais, grâce au cadre de référence, d’autres 
modèles peuvent être élaborés et décrits. 
L’approche semi-automatisée est innovante dans le sens où, jusqu’à présent, les EDC ont été 
développés manuellement selon les méthodes classiques qui ne prennent pas en considération 
la gestion de l’aspect temporel, de l’hétérogénéité des sources et des modèles de 
connaissances du domaine dans une méthode intégrée. La méthode que nous proposons 
permet d’automatiser certaines décisions fondées sur des critères fondamentaux (théorie 
relationnelle, logique des intervalles, logique du premier ordre, etc.), des critères de 
conception (normalisation, temporalisation) et de critères technologiques (SGBD, dialectes 
SQL). 
Critique du travail 
La comparaison qualitative des modèles n’est pas suffisante. Une comparaison quantitative 
est nécessaire pour mieux mesurer l’impact du choix du modèle en regard de cas réels. Il faut 
donc poursuivre ce travail par la mise en œuvre concrète des deux modèles temporels et 
poursuivre nos recherches sur les autres problématiques de construction d’EDC afin de 
proposer une méthode intégrée complète. Enfin, grâce à la définition du processus TEMPUS, 
il est possible de mieux comprendre et mesurer les différences en pratique entre ces deux 
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modèles à partir de la transformation de schéma transactionnel issu des bases de données 
transactionnelles réellement utilisées au CHUS. 
Travaux futurs 
24-&6'("%'4/,-*,8"((&,'/-&%+#7'/&,
Dans le domaine clinique, il arrive fréquemment que le passé d’un évènement soit 
indéterminé. La modélisation du passé indéterminé est nécessaire en regard du référentiel du 
domaine et à celui de validation (mais pas à celui de transaction). Le cadre de référence ainsi 
que les modèles TRM et BCDM doivent être étendus pour définir la représentation des 
partitions du passé indéterminé.  
24-&6'("%'4/,-+,6",%#'%+784#"6'%&,
Dans le contexte d’un EDC, la catégorie temporelle BT est préconisée pour assurer une plus 
grande couverture de l’évolution des données. La période de validation provient de la source, 
alors que la période de transaction provient de l’ED. Pour une couverture totale, un ED doit 
être tritemporel  en ajoutant une période de transaction qui provient de la source. Ce qui 
implique la possibilité de reconstruire l’état de la source et même celle de l’EDC à une 
période spécifique. Une autre perspective de la tritemporalité et de la multitemporalité reste à 
découvrir qui est présentée dans [Johnston 2014].24-&6'("%'4/, H*'-&+, 8"#, 6+, 74-@6+, -+,
$4//"'(("/$+,
La construction d’un entrepôt de données à partir d’un modèle conceptuel exprimé à l’aide 
d’un modèle entité-association est automatisable (puisqu’il est possible d’en dériver 
automatiquement un schéma relationnel en 5FN). Par contre, le formalisme entité-association 
ne semble guère adapté à la complexité du domaine biologique et du domaine de la santé. 
Plusieurs croient que la modélisation ontologique est mieux adaptée à ce genre de situation. 
En plus, l’utilisation des ontologies permettrait au personnel médical de formuler, sans 
informaticien intermédiaire, une vaste gamme de requêtes (en s’appuyant sur les modèles de 
connaissance et d’information qu’ils maitrisent). 
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Dans ce contexte, il devient nécessaire de définir une nouvelle méthode et un atelier de 
construction d’EDC adaptés aux systèmes informationnels de santé à partir de modèles de 
connaissances ontologiques. 
2'(+,+/,a*?#+,-+(,-+*A,74-@6+(,
Mise en œuvre des deux modèles à l’aide d’un cas réel afin de comparer leurs performances 
et leur complétude. En plus d’explorer de la richesse des journaux dans différents SGBD et 
proposer un algorithme standardisé de construction d’un schéma temporalisé. 
B/%&H#"%'4/,-+(,-4//&+(,3&%&#4H@/+(,
L’intégration des données hétérogènes doit être guidée par un modèle de connaissance, une 
base terminologique et faire partie du processus de construction de l’EDC. Une mise en 
correspondance (mapping) doit être créée afin de mettre les différentes sources en relation de 
façon cohérente et rigoureuse avec le modèle de connaissance et le schéma de l’EDC. Des 
solutions intéressantes existent [Bakhtouchi et al. 2012], [Chromiak and Stencel 2014] et 
[Mate et al. 2015], etc. Ces solutions doivent être comparées, adaptées et intégrées dans une 
seule méthode de construction d’EDCT. 
:/"6;(+,-+,-4//&+(,$477+,(*884#%,X,6."*%47"%'("%'4/,
La construction de l’EDCT doit être semi-automatisée et soutenir le concepteur tout au long 
du processus. Pour se faire, des activités d’analyse de la structure (analyse des formes 
normales, détection des dépendances fonctionnelles, détection des clés candidates et des clés 
référentielle, etc.)  et d’analyse des données de la source (reconnaissance de patron, 
identification des types, etc.) sont nécessaires. Plusieurs solutions existent : [Dasu et al. 
2002], [Gonzalez et al. 2015], etc. Au moins une d’elles doit être intégrée à la méthode de 
construction.  
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Annexe A 
Concepts relationnels 
Les concepts relationnels présentés dans cette section adhèrent aux définitions présentées 
dans « The Thrid Manifesto27 » [Darwen and Date 1995] lui-même inspiré par la théorie 
relationnelle telle que définie par [Codd 1990]. Elles sont toutefois adaptées et complétées 
aux fins du présent mémoire. Certains exemples sont présentés à l’aide du langage Discipulus 
[*+,-. 2012], une adaptation du langage Tutorial D [Date et al. 2014a]. 
A.1 Modèle de base 
A.1.1 Variable de relation 
Une (variable de) relation R représente un prédicat. Elle est définie par : un nom, un entête, 
une valeur et un ensemble de contraintes. Le nom distingue uniquement chaque relation au 
sein d’un schéma relationnel. La valeur de R est un ensemble de tuples ayant le même entête 
que la relation. Un tuple y représente une proposition vraie. Les contraintes sont des 
invariants qui limitent les valeurs que peut prendre la relation. Les contraintes se distinguent 
des autres invariants en ce qu’elles ne peuvent faire référence qu’à des attributs de la relation 
dont elles font partie. Tout invariant mettant en cause plus d’une relation est nommé assertion 
et associée au schéma (voir définition du schéma en A.1.9). 
Conformément à l’usage, lorsque le contexte le permet sans ambigüité, le terme relation 
désigne donc parfois la valeur, le type ou la variable. 
                                                
27 http://www.thethirdmanifesto.com 
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A.1.2 Attribut 
Un attribut est une propriété (ou caractéristique) du concept modélisé par la relation. Un 
attribut de nom ai dont la valeur associée appartient au domaine Dj est noté ai : Dj où Dj est 
est un ensemble fini de valeurs. 
A.1.3 Entête 
Un entête est un ensemble d’attributs distincts les uns des autres par leur nom. Il est noté 
{a1 : D1, …, an : Dn}. 
0A+786+,
Soit la relation Patient définie par le prédicat : «  le patient  est identifié par noPatient, dont le 
nom est nom et le prénom est prenom, né le jour naissance et habitant dans la ville ville ». 
L’entête de la relation Patient est {noPatient : NOPATIENT, nom : TEXTE, prenom : 
TEXTE, naissance : JOUR, ville : VILLE}. Elle est représentée graphiquement par 
  
Elle est décrite comme suit en Discipulus 
VAR Patient BASE RELATION 
{  
  noPatient : NOPATIENT, 
  nom : TEXTE, 
  prenom : TEXTE, 
  naissance : JOUR, 
  ville : VILLE 
}; 
 
noPatient : NOPATIENT
nom : TEXTE
prenom : TEXTE
naissance : DATE
ville : VILLE
Patient
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A.1.4 Tuple 
Un tuple représente une proposition vraie relativement à un prédicat lui-même représenté par 
une relation. Un tuple est formé d’un entête et d’une valeur. Le tuple et la relation associée 
doivent donc avoir un même entête. La valeur d’un tuple est un ensemble de couples (attribut, 
valeur) à raison d’un couple par attribut de l’entête. La valeur d’un couple doit appartenir au 
domaine de l’attribut. Il est noté : ({a1:D1, …, an:Dn}; {(a1, v1), …, (an, vn)}), où vi Di.Un 
tuple est conforme à une relation s’ils ont le même entête. Pour une relation spécifique R, un 
tuple peut être représenté à l’aide de la notation simplifiée suivante : (v1, …, vn), les noms 
d’attributs et leurs domaines étant déterminées par l’entête de R. 
0A+786+,
Le tuple ({noPatient : NOPATIENT, nom : TEXTE, prenom : TEXTE, naissance : JOUR, 
ville : VILLE}; {(noPatient, 123), (nom, Coeur), (prenom, Beau), (naissance, 1960-06-03), 
(ville, Hearst)}) est décrit ainsi en Discipulus : 
TUPLE {  
  noPatient : NOPATIENT, 
  nom : TEXTE, 
  prenom : TEXTE, 
  naissance : JOUR, 
  ville : VILLE  
} 
[ 
  noPatient := NOPATIENT[123], 
  nom := 'Coeur',  
  prenom := 'Beau', 
  naissance := JOUR['1960-06-03'], 
  ville := VILLE['Sherbrooke'] 
] 
A.1.5 Opérateurs relationnels 
La manipulation des données est effectuée principalement par trois opérateurs ensemblistes 
(union, intersection, différence), trois opérateurs relationnels (projection, restriction et 
jointure) et deux méta-opérateurs (renommage et augmentation). Plusieurs opérateurs 
supplémentaires sont couramment définis sur la base de ceux-ci, par exemple : le produit 
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cartésien, la semi-jointure et la semi-différence. Au préalable, certaines propriétés 
structurelles doivent être définies sous forme d’opérateur (la cardinalité, le degré, l’entête, la 
valeur). 
_8&#"%+*#(,(%#*$%*#+6(,
• L’opérateur entête (noté ent()) retourne la partie entête de la relation. 
• L’opérateur valeur (noté val()) retourne la partie valeur de la relation. 
• L’opérateur cardinalité (noté card() ou |  |) retourne le nombre de tuples de la partie 
valeur de la relation. 
• L’opérateur degré (noté deg()) retourne le nombre d’attributs de la partie entête de 
la relation 
• L’opérateur d’appartenance (noté ) retourne vrai si et seulement si un tuple 
appartient à la partie valeur d’une relation. 
_8&#"%+*#(,+/(+7P6'(%+(,
• L’opérateur d’union (noté $) calcule l’union des tuples de deux ou plusieurs relations 
ayant le même entête. 
• L’opérateur d’intersection (noté %) calcule l’intersection des tuples de deux ou 
plusieurs relations ayant le même entête. 
• L’opérateur de différence (noté –) calcule la différence tuples entre deux relations 
ayant le même entête. 
_8&#"%+*#(,#+6"%'4//+6(,
• L’opérateur de restriction (noté ") permet de sélectionner les tuples d’une relation 
selon une expression booléenne. 
• L’opérateur de projection (noté #) permet de composer une relation formée d’un sous-
ensemble des attributs d’une autre. 
• L’opérateur de jointure (noté ") permet de joindre deux relations selon la base de 
l’égalité des attributs communs de leurs tuples respectifs. 
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2&%"V48&#"%+*#(,
• L’opérateur renommage (noté $) renomme un attribut le l’entête de la relation. 
• L’opérateur augmentation (noté &) ajoute un attribut à l’entête de la relation en 
spécifiant la fonction permettant de le calculer pour chacun des tuples de la valeur. 
_8&#"%+*#(,(*886&7+/%"'#+(,
• L’opérateur semi-jointure (noté ") est définie par R " S = (R # S) ) R. 
• L’opérateur semi-différence (noté -") est défine par R -" S = R - (R " S). 
A.1.6 Contrainte 
Une contrainte de relation est une expression booléenne portant sur les seuls éléments d’une 
même relation (attributs, tuples, valeur). La valeur d’une relation est valide seulement si 
toutes ses contraintes sont satisfaites. Cette condition est nécessaire, mais pas suffisante. Les 
contraintes forment avec les assertions (de schéma) les invariants de la base de données. De 
façon générale, les valeurs (des variables de relation) de la base de données ne sont valides 
que si et seulement si tous les invariants sont satisfaits28. 
Il est utile de distinguer parmi les contraintes générales une contrainte particulière, la 
contrainte d’unicité. Celle-ci impose qu’un ensemble d’attributs K = {k1, …, kn}, appelé clé 
de R, détermine uniquement chaque tuple de la valeur d’une relation R. Ce qui peut être 
exprimé par la contrainte générale suivante : |R # K| = |R|. On remarque qu’une surclé (un 
ensemble d’attributs contenant une clé) est aussi une clé. On convient d’utiliser une 
contrainte d’unicité pour les seules clés candidates (celles dont aucun attribut ne peut être 
retiré sans que l’ensemble perde sa qualité de clé) et pour toutes celles-ci. Une même relation 
peut donc avoir plusieurs clés candidates, mais elle en a toujours au moins une. 
                                                
28 Il aurait été possible et plus simple, comme le font plusieurs auteurs, de ne modéliser que les invariants au niveau de la 
base de données ou du schéma. La catégorisation que nous utilisons est cependant plus conforme à l’usage et permet de 
mieux cerner le concept de type de relation. SQL utilise une catégorisation différente : les contraintes de table et les 
assertions. Les contraintes de table comprennent les contraintes « locales », les contraintes clés et les contraintes 
référentielles. Une contrainte « locale » est une contrainte générale portant uniquement sur les colonnes de la table et 
n’utilisant pas d’opérateurs relationnels. Les assertions sont formées de toutes les autres contraintes. 
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0A+786+,-+,-&9'/'%'4/,-+,$4/%#"'/%+,-.*/'$'%&,+/,1'($'8*6*(,
KEY {a1, a2} 
A.1.7 Assertion 
Une assertion est une expression booléenne portant sur les éléments de plusieurs relations. 
Les valeurs d’un ensemble de relations sont valides seulement si toutes les contraintes leur 
faisant référence sont satisfaites (voir note de la section A.1.6). 
Il est utile de distinguer parmi les assertions (générales) une assertion particulière, l’assertion 
référentielle (aussi appelée clé référentielle ou clé étrangère) portant sur deux relations (Ro et 
Rd) et un ensemble d’attributs (A = {a1, …, an}). Une clé référentielle A est définie par 
l’assertion suivante (Ro # A " Rd # A) '  (|Rd # A| = |R|) et elle est notée Ro A → Rd. 
L’assertion référentielle est plus forte que la simple assertion d’inclusion (Ro # A " Rd # A) 
en exigeant que A soit une clé de Rd; cette exigence supplémentaire garantit que chaque tuple 
de Ro est joint à un et un seul tuple de Rd par l’entremise de A. Cette propriété prend tout son 
sens en regard de la décomposition de projection-jointure et des règles de conception 5FN. 
0A+786+,-+,-&9'/'%'4/,-.*/+,"((+#%'4/,#&9&#+/%'+66+,+/,1'($'8*6*(,
REF Ro {a1, a2} -> Rd 
A.1.8 Vues 
Une vue, nommée relation virtuelle, est une relation définie grâce à une expression 
relationnelle. Elle possède les mêmes caractéristiques qu’une relation de base. 
0A+786+,-+,-&9'/'%'4/,-.*/+,?*+,+/,1'($'8*6*(,
VAR PatientLocal VIRTUAL RELATION 
  Patient WHERE ville = VILLE['Sherbrooke']; 
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A.1.9 Schéma 
Un schéma S = (R, X, V) est composé d’un ensemble de déclarations de relation R = {r1, …, 
rm}, et d’un ensemble d’assertions X = {x1, …, xn} et d’un ensemble de vues V = {v1, …, vk}. 
A.2 Base de données 
Une base de données (BD) est un ensemble de valeurs conformes à un schéma. Une BD est 
conforme à un schéma si et seulement si (1) elle comprend exactement une valeur de relation 
pour chacune des déclarations de relation Ri du schéma et (2) tous les invariants (contraintes 
et assertions) sont satisfaits. 
T+)*D%+,
Des requêtes peuvent être adressées à la BD. Il existe deux types de requêtes : les requêtes de 
consultation qui consistent à évaluer une expression relationnelle sur la BD et les requêtes de 
modification qui consistent à déterminer (sur la base d’expressions relationnelles) un 
ensemble de tuples à insérer et un ensemble de tuples à retirer des relations de la BD; 
l’insertion et le retrait sont réputés se produire simultanément29. Une requête de modification 
n’est valide que si et seulement si la BD qui en résulte est elle-même valide. En cas de 
tentative d’exécution d’une requête non valide, la BD n’est pas modifiée (demeure donc 
inchangée). 
C#"/("$%'4/,
Plusieurs requêtes peuvent (certaines doivent) être exécutées d’une façon séquentielle et 
ininterruptible. Cette opération est nommée transaction. Lorsqu’une transaction est exécutée, 
le temps est « suspendu », c’est-à-dire que l’état de la BD est considéré au temps (de 
transaction) t aux fins de l’évaluation des requêtes. S’il s’agit d’une requête de modification, 
toutes les insertions et toutes les suppressions sont réputées avoir lieu simultanément au 
temps t+1. Une transaction est acceptable si elle maintient l’intégrité de la BD et si sa mise en 
                                                
29  En fait, l’opération devrait être l’affectation d’une valeur de BD à une variable de BD. Pour cette raison, il est impératif 
qu’un langage de gestion de BD comprenne l’affectation multiple. Au passage, remarquons que ce n’est pas le cas de 
SQL, ce qui oblige le programmeur à utiliser la transaction comme véhicule lorsqu’il doit faire des affectations multiples. 
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oeuvre par le SGBD garantit les propriétés ACID (atomicité, cohérence, isolation, durabilité) 
[Codd 1990]. 
A.3 Normalisation 
A.3.1 Dépendances 
Un type de dépendance est une forme d’assertion utilisée lors de la conception d’un schéma 
de base de données modélisant un domaine de connaissance. Deux types de dépendances 
jouent un rôle primordial dans les normalisations : les dépendances fonctionnelles et les 
dépendances de jointure. Soit R une relation. Soit t(Z) la projection du tuple t sur l’ensemble 
d’attributs Z. 
1&8+/-"/$+,94/$%'4//+66+,
Une dépendance fonctionnelle (DF) est notée X / Y, où X et Y sont des sous-ensembles30 
d’attributs de l’entête de R. Une relation R est conforme à X / Y si et seulement si pour tous 
les tuples t1 et t2 de R, t1(X) = t2(X) # t1(Y) = t2(Y). 
Une dépendance fonctionnelle est triviale si et seulement si Y est inclus dans X. 
Exemple : Soit R la relation Patient. Pour exprimer qu’un patient habite dans une et une seule 
ville, on définit la DF suivante : {noPatient} / {ville}. 
1&8+/-"/$+,-+,]4'/%*#+,
Une dépendance de jointure (DJ) est notée : "{d1, …, dn} où d1, …, dn sont des sous-
ensembles d’attributs de l’entête de R dont l’union est égale à R, c’est-à-dire tels que 
entête(R) = ! {d1, …, dn}. Une DJ est vérifiée par R si et seulement si chaque valeur de R est 
égale à la jointure de ses projections sur d1, …, dn, c’est-à-dire que R = (R # d1) "  … " (R 
# dn). 
                                                
30  Formellement, une DF est définie de X / a, où a est un attribut de l’entête. La notation X / Y est donc une forme 
compacte pour un ensemble de DF { X / a1, ..., X / an } où Y = {a1, …, an}. 
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Une dépendance de jointure est triviale si et seulement si un des sous-ensembles di a pour 
éléments tous les attributs de l’entête de R. 
Exemple : Une dépendance de jointure vérifiée par la relation Patient est "{{noPatient, nom, 
prenom}, {noPatient, naissance}, {noPatient, ville}} 
A.3.2 Formes normales 
Une forme normale relationnelle est une règle de conception visant à réduire la redondance 
sans perte de données ni perte d’intégrité. Il existe plusieurs formes normales, nous ne nous 
intéresserons qu’à celles-ci31 : 3FN, FNBC, 4FN, 5FN et 6FN (pour plus de détails, 
voir [Date 2012]) :  
WU5!,
Une relation R est en forme normale de Boyce-Codd (FNBC) si et seulement si pour toute 
dépendance fonctionnelle non triviale X / Y de R, X est une surclé de R. 
JWU,
La troisième forme normale (3FN) est une relaxation de la FNBC. Une relation est en 3FN si 
et seulement pour toute dépendance fonctionnelle non triviale X / Y de R, (1) X est une 
surclé de R ou (2) Y est une sous-clé de R. 
LWU,
Une relation R est en cinquième forme normale (5FN) si et seulement si pour chaque 
dépendance de jointure applicable "{d1, …, dn}, chaque di est une surclé de R. 
                                                
31 La première forme normale (1FN) est garantie par la définition même de relation qui associe à tout attribut exactement 
une et une seule valeur d’un Domaine. Elle n’a donc d’utilité pratique qu’en regard des formalismes qui ne sont pas 
purement relationnels, comme SQL. Hormis la 1FN, les formes normales relationnelles n’en sont pas, au sens 
mathématique du terme. Ce sont des règles de conception. Finalement, la 2FN, une relaxation de la 3FN, n’a pas d’utilité 
pratique, du moins dans ce mémoire. 
 114 
KWU,
La quatrième forme normale (4FN) est la relaxation de la 5FN applicable aux seules 
dépendances de jointure de cardinalité n=2. 
MWU,
Une relation R est en sixième forme normale (6FN) si et seulement la dépendance de jointure 
qu’elle satisfait est triviale. Autrement dit, une relation R de degré n est en 6FN si et 
seulement si elle est en 5FN et n’a aucune clé de degré inférieur à n – 1 [de Sainte 
Marie 2011]. 
La 6FN est généralement utilisée dans le contexte d’une relation temporelle pour garantir la 
cohérence des évolutions indépendantes des attributs dans le temps. Autrement dit, la 
normalisation en 6FN permet de garantir la cohérence entre les attributs qui varient 
indépendamment l’un de l’autre et à des moments différents. 
Finalement, on montre que 6FN ) 5FN ) 4FN ) FNBC ) 3FN [de Sainte Marie 2011]. 
A.3.3 Schéma normalisé 
Pour qu’un schéma soit en forme normale X, toutes ses relations doivent satisfaire les 
conditions de la forme normale X. La normalisation s’effectue par une série de projections-
jointures (et de clés référentielles appropriées) jusqu’à atteindre les conditions prescrites par 
la forme normale. 
Tout schéma peut donc être normalisé en 5FN relativement à un ensemble de dépendances 
découlant d’un modèle de connaissances. Si certaines dépendances ne sont applicables à 
aucune relation du schéma normalisé, on préserve l’intégrité du schéma en les mettant en 
oeuvre à l’aide de contraintes d’unicité applicables à la jointure des décompositions qui les 
définissent. 
Ainsi, sans perte de généralité, nous ne considèrerons dans ce mémoire que des schémas 
préalablement normalisés en 5FN. 
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Annexe B 
Modèle TRM 
Cette annexe présente, en premier lieu, le modèle temporel TRM initialement proposé par 
[Lorentzos and Johnson 1988] et développé dans [Date et al. 2014b]. Le modèle (structure 
des relations, invariants et opérateurs de modification) est décrit à l’aide des concepts 
introduits par l’annexe précédente, à savoir : les opérateurs temporels élémentaires, les 
catégories d’attributs temporels, les catégories de relations temporelles et les partitions 
canoniques. Finalement, l’algorithme de temporalisation d’un schéma non temporel est 
présenté. 
B.1 Concepts de base 
Le modèle TRM (Temporal Relational Model) est un modèle bitemporel basé sur la théorie 
relationnelle et la logique temporelle des intervalles. Le modèle relationnel est étendu par 
l’introduction d’un constructeur de type intervalle, des opérateurs d’Allen [Allen 1983] et de 
quelques nouveaux opérateurs relationnels (comme PACK, UNPACK et USING) qui ne sont 
en fait que de raccourcis commodes de composition d’opérateurs relationnels existants. 
L’intuition qui guide l’élaboration du modèle consiste à exploiter la discrétisation du temps 
pour associer à chaque tuple un attribut temporel qui complète la clé de telle sorte qu’à 
chaque instant précis, la proposition (représentée par l’ensemble des attributs excluant 
l’attribut temporel) est vraie. La « magie » des opérateurs relationnels fait le reste (en 
particulier la jointure le long des clés). Les intervalles, les opérateurs PACK, UNPACK et 
USING ainsi que la 6FN ne sont là que pour faciliter l’expression et la manipulation des 
grandes quantités de propositions (engendrées par l’introduction d’un attribut temporel dans 
la clé des relations) tout en maintenant l’intégrité et la cohérence des données. 
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B.1.1 Le temps et sa représentation 
Les périodes sont représentées par des intervalles temporels utilisant la notation fermée-
fermée et interprétées selon la logique des intervalles. Elles sont définies comme suit :  
• Période de validation (stated time, « période de déclaration ») : représente la période 
pendant laquelle une proposition est déclarée valide. Sa valeur est fournie par 
l’utilisateur. Elle peut porter sur le passé, le présent et le futur (ces deux derniers 
fuyant sans cesse)32.  
• Période de transaction (logged time,  « période de trace ») : représente la période 
pendant laquelle une proposition est présente dans la base de données. Sa valeur est 
fournie par le SGBD lors de la confirmation d’une transaction (commit time) au 
temps t. Elle ne peut être modifiée par l’utilisateur. La borne inférieure @u.b est 
donnée par t. La borne supérieure @u.e si indéterminé elle est donnée par le temps de 
consultation sinon par t (où t > @u.b). La période peut porter sur le passé et le 
présent. Elle ne peut porter sur le futur. 
Trois catégories de périodes temporelles sont utilisées par le modèle TRM (validation, 
validation à fin indéterminée et transaction). 
Tableau 10 – Catégories de périodes utilisées par TRM. 
Période Notation TD Notation  
Période de validation SINCE TIME_TYPE 
DURING INTERVAL[TIME_TYPE] 
@s 
@d 
Période de transaction X_DURING INTERVAL[TIME_TYPE] @u 
 
B.1.2 Extension aux opérateurs relationnels 
B.1.2.1 Opération PACK et UNPACK 
Les auteurs proposent deux opérateurs relationnels pour faciliter la manipulation des relations 
contenant des attributs de type intervalle.  
                                                
32 Le modèle ne permet pas la définition de période prospective à fin déterminée. 
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[U<:!b,Z94#7+,&%+/-*+\,
L’opération UNPACK décompose les tuples d’une relation en plusieurs tuples relativement à 
un (ou plusieurs) attribut de type intervalle. La décomposition engendre des tuples où 
l’attribut de type intervalle contient un intervalle élémentaire (intervalle de cardinalité 1). La 
relation résultante est une relation sous la forme étendue. Par exemple :  
Soit la relation Sejour suivante avec le prédicat « le patient noPatient était sous la 
responsabilité de l’unité noUnite durant la période d ».  
I$L&5'!
,&-"#(),#! ,&G,(#)! .!
P1 U1 [j02:j04] 
P1 U2 [j20:j22] 
P2 U1 [j02:j03] 
 
Étendre la relation relativement à d : 
G+-7!2*I$L&5'*M+*<.?!
,&-"#(),#! ,&G,(#)! .!
P1 U1 [j04:j04] 
P1 U1 [j03:j03] 
P1 U1 [j02:j02] 
P1 U2 [j22:j22] 
P1 U2 [j21:j21] 
P1 U2 [j20:j20] 
P2 U1 [j03:j03] 
P2 U1 [j02:j02] 
 
<:!b,Z94#7+,(;/%3&%'(&+\,
L’opération PACK fusionne les tuples d’une relation ayant les mêmes valeurs pour les 
attributs de type autre qu’un intervalle en regard des valeurs d’un (ou plusieurs) attribut de 
type intervalle. La fusion des tuples s’effectue si les valeurs de l’attribut de type intervalle se 
superposent (OVERLAPS) ou se jouxtent (MEETS). La relation résultante est une relation 
sous la forme synthétisée. Par exemple : 
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I$L&5'!
,&-"#(),#! ,&G,(#)! .!
P1 U1 [j02:j04] 
P1 U1 [j01:j03] 
P2 U1 [j02:j04] 
P2 U1 [j05:j09] 
 
Synthétisé la relation relativement à d : 
I$L&5'!
,&-"#(),#! ,&G,(#)! .!
P1 U1 [j01:j04] 
P2 U1 [j02:j09] 
 
Les opérations peuvent prendre en paramètre une liste d’attributs de taille supérieure à un. Le 
résultat de l’opération UNPACK est indifférent à l’ordre des attributs de liste, mais il n’en est 
pas de même de l’opération PACK. En plus, les opérations peuvent être généralisées en 
regard de plusieurs attributs, voir [Date et al. 2014a:10].  
Voici un exemple avec PACK à deux attributs : 
I$L&5'!
,&-"#(),#! ,&G,(#)! .! 5!
P1 U1 [j01:j03] [j01:j02] 
P1 U1 [j02:j04] [j02:j04] 
 
Faire le PACK Sejour ON (d, u) 
-7!2*I)L&5'*M+*<.N*5?!
,&-"#(),#! ,&G,(#)! .! 5!
P1 U1 [j01:j03] [j01:j01] 
P1 U1 [j01:j04] [j02:j02] 
P1 U1 [j02:j04] [j03:j04] 
 
Faire le PACK Sejour ON (u, d) 
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-7!2*I)L&5'*M+*<5N*.?!
,&-"#(),#! ,&G,(#)! .! 5!
P1 U1 [j01:j01] [j01:j02] 
P1 U1 [j02:j02] [j01:j04] 
P1 U1 [j03:j04] [j01:j04] 
P1 U1 [j04:j04] [j02:j04] 
 
B.1.2.2 Opération USING 
D’une part, la forme UNPACK d’une relation permet d’utiliser les opérateurs relationnels 
conventionnels. D’autre part, la forme PACK permet de maintenir l’intégrité des données et 
retourner des informations cohérentes. L’opération USING c’est un raccourci pratique pour 
effectuer les opérations relationnelles de base (union, intersection, différence, restriction, 
projection, jointure). Il s’agit de rendre une relation en forme UNPACK, effectuer l’opération 
relationnelle et rendre la relation en forme PACK.  
Par ailleurs, PACK et UNPACK n’ont aucun effet sur les variables (ou les valeurs) non 
relationnelles, de sorte que l’application de USING à un opérateur non relationnel n’a d’autre 
effet que de reporter le USING sur ses opérandes, par exemple : 
 USING (listeAttributs) : (exp1 <op> exp2) 
est équivalent à 
 (USING (listeAttributs) : exp1) <op> (USING (listeAttributs) : exp2) 
Voici quelques exemples relationnels avec r, r1, r2, des relations ayant même entête, et t, un 
ensemble de tuples de même entête que r (voir également [Date et al. 2014a:11]) : 
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USING (listeAttributs) : r PROJECT33 {ai, …, an} * 
 PACK((UNPACK r ON (listeAttributs) PROJECT {ai, …, an}) ON 
(listeAttributs) 
USING (listeAttributs) : r WHERE condition * 
 PACK((UNPACK r ON (listeAttributs)) WHERE condition) ON 
(listeAttributs) 
USING (listeAttributs) : r1 JOIN r2 * 
 PACK ( 
  (UNPACK r1 ON (listeAttributs))  
  JOIN  
  (UNPACK r2 ON (listeAttributs)) 
 ) ON (listeAttributs) 
USING (listeAttributs) : r1 UNION r2 * 
 PACK (  
  (UNPACK r1 ON (listeAttributs)) 
  UNION  
  (UNPACK r2 ON (listeAttributs)) 
 ) ON (listeAttributs) 
USING (listeAttributs) : r1 INTERSECT r2 * 
 PACK (  
  (UNPACK r1 ON (listeAttributs)) 
  INTERSECT  
  (UNPACK r2 ON (listeAttributs)) 
 ) ON (listeAttributs) 
USING (listeAttributs) : r1 EXCEPT r2 * 
 PACK (  
  (UNPACK r1 ON (listeAttributs)) 
  EXCEPT 
  (UNPACK r2 ON (listeAttributs)) 
 ) ON (listeAttributs) 
USING (listeAttributs) : EXTEND R : {listeAffectations} * 
 PACK 
  (EXTEND (UNPACK r ON (listeAttributs)) : 
{listeAffectations}) 
 ON (listeAttributs)  
USING (listeAttributs) : INSERT t IN r * 
 USING (listeAttributs) : r1 UNION RELATION[t] 
USING (listeAttributs) : DELETE r WHERE condition * 
 r := USING (listeAttributs) : r WHERE NOT (condition) 
 
                                                
33 Le langage TD représente l’opération de projection par (l’expression de) la relation suivie de l’ensemble d’attributs de 
projection, par exemple pour (A " B) ) {x, y} on écrit (A JOIN B) {x, y}. Pour des raisons de clarté nous introduisons 
l’opérateur PROJECT, ce qui donne (A JOIN B) PROJECT {x, y} Bien que Discipulus accepte également la notation 
algébrique usuelle. 
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USING (listeAttributs) : DELETE t IN r * 
 r := USING (listeAttributs) : r EXCEPT RELATION[t] 
USING (listeAttributs) : UPDATE r WHERE condition {listeAffectations} * 
 WITH (  
  t1 := UNPACK R ON (listeAttributs), 
  t2 := t1 WHERE NOT (condition), 
  t3 := t1 EXCEPT t2, 
  t4 := EXTEND t3 : {listeAffectations}, 
  t5 := t2 UNION t4 ) :  
 r := PACK t5 ON (listeAttributs)  
USING (listeAttributs) : CHECK (exp) * 
 CHECK (USING (listeAttributs) : exp) 
r USING (listeAttributs) : KEY {k} * 
 (UNPACK r ON (listeAttributs)) KEY ({k} # {listeAttributs}) 
r1 USING (listeAttributs) : FOREIGN KEY {k} REFERENCES r2 * 
 (UNPACK r1 ON (listeAttributs)) FOREIGN KEY ({k} # 
{listeAttributs}) 
  REFERENCES (UNPACK r2 ON (listeAttributs))  
0A+786+,,
Soit la relation PatientVille suivante avec le prédicat « Le patient noPatient habite la ville 
ville durant d » : 
-"#(),#D(00)!
,&-"#(),#! /(00)! .!
P1 Montréal [j02:j05] 
P2 Québec [j02:j06] 
P3 Montréal [j09:j11] 
P4 Montréal [j02:j03] 
P5 Québec [j02:j07] 
P6 Montréal [j04:j06] 
 
Un problème dans l’eau potable à Montréal est identifié. Les chercheurs ont besoin 
d'identifier les personnes qui étaient proches et en contact avec le patient infecté à travers le 
temps. La requête suivante « Trouver tous les patients qui habitaient dans la même ville en 
même temps et déterminer leur période de cohabitation » est traduite comme suit : 
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WITH  ( 
  t1 := R RENAME {noPatient AS Patient1}, 
  t2 := R RENAME {noPatient AS Patient2}, 
  t3 := USING (d) : (t1 JOIN t2) WHERE (Patient1<Patient2)  
) : t3 PROJECT {Patient1, Patient2, ville, d}; 
 
Figure 18 – Étapes d’exécution d’une requête utilisant l’opérateur USING 
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B.2 Modalités de structuration d’un schéma temporalisé 
B.2.1 Temporalisation et partitions canoniques 
La présente section décrit les partitions et les parties canoniques issues de la temporalisation34 
d’une relation suite à sa décomposition selon les règles de modélisation retenue par TRM. 
Les partitions et les parties sont présentées selon les concepts du cadre de référence. Le 
tableau de synthèse montre l’équivalence entre les termes du cadre de référence et les termes 
utilisés dans [Date et al. 2014a]. 
B.2.1.1 Partition unitemporelle de validation 
Partie courante 
Une partie courante (SINCE) contient les valeurs courantes des tuples présentement valides 
dont la fin de validité est indéterminée ou les valeurs courantes des tuples qui seront valides 
dans le futur indéterminé. Elle est représentée par une partie unitemporelle de validation 
semi-fermée (@VS).  
<"#%'+,3'(%4#')*+,
Une partie historique (DURING) contient les valeurs courantes des tuples qui ont été valides 
antérieurement. Elle est représentée par une partie unitemporelle de validation fermée (@VF). 
Suite à une décomposition PJ, la partition comprend une partie R@VF (R_DURING) et une 
partie R_ai@VF (R_ai_DURING) pour chaque attribut temporalisé. 
B.2.1.2 Partition bitemporelle 
<"#%'+,$4*#"/%+,]4*#/"6'(&+,,
Une partie courante journalisée (SINCE_LOG) contient toutes les modifications des tuples 
présentement valides dont la fin de validité est indéterminée ou toutes les modifications des 
tuples qui seront valides dans le futur indéterminé (le début est déterminé et la fin est 
                                                
34  La temporalisation présentée ici couvre en fait trois cas : unitemporalisation de validation, unitemporalisation de 
transaction et bitemporalisation. 
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indéterminée dans le futur). Elle est représentée par une partie bitemporelle semi-fermée 
(@BS) sur la période de validation.  
<"#%'+,3'(%4#')*+,]4*#/"6'(&+,
Une partie historique journalisée (DURING_LOG) contient toutes les modifications des 
tuples qui ont été valides antérieurement. Elle représentée par une partie bitemporelle fermée 
(@BF). Suite à une décomposition PJ, la partie comprend une partie clé R@BF 
(R_DURING_LOG) et une partie non clé R_ai@BF (R_ai_DURING_LOG) pour chaque 
attribut temporalisé. 
B.2.1.3 Partition unitemporelle de transaction 
La partition unitemporelle de transaction n’est pas décrite dans le modèle TRM, bien que la 
représentation que nous proposons ici découle directement des principes utilisés pour 
construire la partition bitemporelle à partir de la partition unitemporelle de validation. L’ajout 
de cette partition permet de mieux gérer la mixité temporelle. 
Partie non temporelle 
La partie courante est obtenue par la projection de R@TF sur tous les attributs de la partie 
sauf la période de transaction. Il s’agit donc de la relation R initiale, également appelée partie 
non temporelle (@NT). Elle contient les tuples insérés et la dernière valeur des tuples 
modifiés. 
Partie non temporelle journalisée 
La partie unitemporelle journalisée (LOG) contient tous les tuples insérés, modifiés et 
supprimés. Elle est représentée par est une partie unitemporelle de transaction fermée (@TF). 
Une partie unitemporelle de transaction semi-fermée n’est pas nécessaire dans le cadre de 
TRM, puisqu’elle peut être obtenue par une simple projection sur la partie @TF. Un tuple 
courant sera à la fois présent dans la partie @NT et dans la partie @TF (avec @u.e=ufn). Il 
n’y a pas redondance, dans le mesure où la partie @TF est une vue maintenue par le SGBD. 
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B.2.1.4 Synthèse 
Le tableau suivant présente une synthèse des catégories et leur notation utilisée dans le 
modèle TRM. 
Tableau 11 – Équivalence des catégories des parties entre TRM et le cadre de référence. 
$%&!'()*+%&! ,(-)%!-%!)./.)%01%! 234! 567&!
Courante Unitemporelle de validation semi-fermée R_SINCE R@VS 
Courante journalisée Bitemporelle de validation fermée  R_SINCE_LOG R@BS 
Historique clé Unitemporelle de validation semi-fermée clé R_DURING R@VF 
Historique non clé  Unitemporelle de validation semi-fermée non clé R_ai_DURING R_ai@VF 
Historique clé journalisée Bitemporelle fermée clé R_DURING_LOG R@BF 
Historique non clé 
journalisée 
Bitemporelle fermée non clé R_ai_DURING_LOG R_ai@BF 
Non temporelle Non temporelle  R@NT 
Non temporelle journalisée Unitemporelle de transaction fermée  R@TF 
 
La temporalisation bitemporelle selon TRM décompose une relation en deux partitions : une 
partition bitemporelle et une partition unitemporelle de validation. Dans l’ensemble 4 + 2*n 
parties (où n = |A|) sont crées :  
• une partie R@VS et une partie R@BS associée,  
• une partie R@VF et une partie R@BF associée, 
• n parties R_ai@VF et n parties R_ai@BF. 
De plus, si la relation contient des attributs non temporalisés (B ' {}), par décomposition PJ, 
une partition unitemporelle de transaction est crée contenant 2 parties supplémentaires :  
• une partie R@NT et d’une partie R@TF. 
pour un total de 6 + 2*n parties. 
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Figure 19  – Les parties d’un schéma temporalisé selon TRM. 
B.2.2 Modélisations issues de la partition canonique 
Une temporalisation selon TRM contribue à définir trois modélisations : modélisation 
courante (@VS seulement), modélisation historique (@VF seulement), modélisation 
complète (@BS et @BF).  
Un rectangle avec une ligne complète représente une relation. Un rectangle avec une ligne 
pointillée représente une vue. Un rectangle gris représente une relation d’initiale à 
temporaliser provenant d’une source. Un rectangle blanc représente une relation 
intermédiaire. Un rectangle bleu représente les relations finales du schéma temporel. Les 
flèches représentent le sens des étapes de modélisation. Un rectangle à bord arrondi 
représente un traitement associé à une étape.  
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Figure 20 – Dérivation des partitions selon TRM 
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En fait, la simple réunion des parties n’est pas suffisante, des invariants doivent être ajoutés 
afin d’en garantir l’intégrité et la cohérence. La section qui suit décrit les exigences de 
préservation de l’intégrité temporelle des partitions. Les sections suivantes décrivent la mise 
en œuvre des exigences selon la catégorie de la partition : unitemporelle de transaction, 
unitemporelle de validation et bitemporelle. 
Pour alléger l’expression des règles, sans perte de généralité, nous utiliserons les 
identificateurs d’ensemble d’attributs comme de simples listes ; par exemple KEY {K} 
représente en faite KEY {ki, …, kn}. 
B.3 Règles unitemporelles de transaction 
La période de transaction est obtenue à partir du journal. L’utilisateur ne peut pas la modifier. 
La gestion de l’intégrité d’un schéma unitemporel de validation s’en trouve donc 
considérablement simplifiée.  
B.3.1 Exigences 
Les seules exigences applicables à une partition unitemporelle de transaction sont les 
exigences relatives au traitement de l’unicité des données et à l’intégrité référentielle. 
B.3.2 Mise en oeuvre des exigences 
B.3.2.1 Règles d’unicité 
La clé de R@NT est formée de la clé de la relation initiale :  
 KEY {K}. 
La clé de R@TF est formée de la clé de la relation initiale et de @u :  
 USING (@u) : KEY {K, @u}. 
La contrainte est toutefois omise puisque la relation R@TF est une vue calculée par le 
SGBDR. L’assertion est donc fournie à titre indicatif et elle n’a pas à être vérifiée puisque 
garantie par calcul. 
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B.3.2.2 Assertions référentielles 
Par le même raisonnement utilisé pour les règles d’unicité, les assertions référentielles 
peuvent être conservées sans changement pour la partie R@NT et omises pour la partie 
R@TF. 
B.3.2.3 Synthèse 
Les règles unitemporelles de transaction sont définies par les mêmes contraintes d’unicité et 
les mêmes assertions référentielles que leur source unitemporelle, car la partie R@NT est 
inchangée et la partie R@TF calculée sous la forme d’une vue par le SGBDR.  
B.4 Règles unitemporelles de validation 
B.4.1 Exigences  
En plus des exigences relatives au traitement de l’unicité des données, une partition 
unitemporelle de validation doit satisfaire les 9 exigences suivantes35 : 
0A'H+/$+(,(*#,6+(,"%%#'P*%(,$6&(,
EX.VT-1 Non-redondance  
Une seule proposition (tuple) doit représenter le fait que la valeur d’un attribut clé est valide à 
un moment « t ». 
EX.VT-2 Non-circonlocution  
Une même proposition (tuple) doit représenter le fait que la valeur d’un attribut clé est valide 
au moment « t » et au moment « t+1 ». 
EX.VT-3 Compacité (des parties d’une partition)  
Si la valeur d’un attribut clé est valide à un moment « t », alors chacun des attributs non-clés 
associées à cette clé doit avoir une (et une seule) valeur valide au même moment. 
                                                
35 La motivation de la nécessité de ces exigences est décrite en détail dans le livre de référence [Date et al. 2014a:10]. 
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0A'H+/$+(,(*#,6+(,"%%#'P*%(,/4/V$6&(,
EX.VT-4 Non-redondance et non-contradiction  
Une seule proposition (tuple) doit représenter le fait que la valeur d’un attribut non-clé est 
valide à un moment « t ». 
EX.VT-5 Non-circonlocution  
Une seule proposition (tuple) doit représenter le fait que la valeur d’un attribut non-clé est 
valide au moment « t » et au « t+1 ». 
EX.VT-6 Compacité (des parties d’une partition)  
Si la valeur d’un attribut non-clé est valide à un moment « t », alors chacun des attributs clés 
associés à cet attribut non clé doit avoir une (et une seule) valeur au même moment (l’inverse 
de EX.VT-3). 
0A'H+/$+(,(*#,6+(,"%%#'P*%(,-.*/+,"((+#%'4/,#&9&#+/%'+66+,
EX.VT-7 Non-redondance  
Une seule proposition (tuple) doit représenter le fait que la valeur d’un attribut d’origine est 
valide à un moment « t ». 
EX.VT-8 Non-circonlocution  
Une même proposition (tuple) doit représenter le fait que la valeur d’un attribut d’origine est 
valide au moment « t » et au « t+1 ». 
EX.VT-9 Compacité (entre partitions)  
Si la valeur d’un attribut d’origine est valide à un moment « t », la valeur de l’attribut de 
destination associée doit être valide au même moment. 
On remarque que les exigences 7 et 8 sont automatiquement remplies si les exigences 1 et 2 
le sont. Ainsi, en pratique, les exigences 7 et 8 ne nécessitent pas de règles supplémentaires 
lorsque toutes les relations d’un schéma respectent les exigences 1 et 2. 
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B.4.2 Mise en oeuvre des exigences 
B.4.2.1 Règles d’unicité 
La clé de R@VS est formée de la clé de la relation initiale :  
 KEY {k1, ..., kn}. 
La clé de R@VF est formée de la clé de la relation initiale et de @d :  
 USING(@d) : KEY {k1, ..., kn, @d}. 
B.4.2.2 Exigences 1 et 2 
Pour éliminer la redondance et la circonlocution des tuples de la partie R@VF, il faut ajouter 
la contrainte suivante à la définition de la relation 
!"#$%&"'(')%*+,
-./0"#12/",#%&"'(')%*,
,,,,#3&4,51-678,./,93:;<,
Pour garantir la non-redondance et la non-circonlocution des tuples de la partie R@VS en 
regard de R@VF, il faut ajouter l’assertion suivante :  
!"#$%&"'(')%=+,
-./0"#12/",#%&"'(')%=,
,,,,20%7$5">,9,9#3&0,?.2/,#3&4;,@A7#7,,3B,CD,5.0"93:;,;<,
B.4.2.3 Exigences 3 et 6 
Pour garantir la compacité des tuples entre les parties R@VS, R@VF et chacune des parties 
R_ai@VF, il faut leur ajouter l’assertion suivante : 
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!"#$%&"'E'F+,
-./0"#12/",#%*G%&"'E'F,,
@2"A,9,
,,,,H(,ID,7J"7/8,#3&0,I,K3:,ID,2/"7#&1LL7!3BIMNO+PQ,
,,,,H),ID,H(,K6Q,3:PQ,
,,,,HE,ID,H),R/2./,#3&4Q,
,,,,HS,ID,7J"7/8,#3&0,I,K3:,ID,2/"7#&1LL7!*G3BIMNO+PQ,
,,,,HT,ID,HS,K6Q,*GQ,3:PQ,
,,,,HF,ID,HT,R/2./,#%*G3&4Q,
,,,,HU,ID,HF,K6Q,3:P,;,I,,
R02/V,93:;,I,HE,D,HU<,
En outre, la projection sur la clé de la partie R@VF doit être incluse dans la projection sur la 
clé de la partie R_ai@VF de tout ai en tout temps. Cette vérification est requise pour les tuples 
présents dans la partie @VF et absents de la partie @VS (c’est-à-dire les tuples qui ont été 
valides antérieurement, mais ne le sont plus). Elle permet d’assurer que pour chaque tuple 
présent dans la partie clé possède au moins un tuple associé dans les parties non clés.  
!"#$%&"'EW+,
-./0"#12/",#%*G%&"'E'W,
,,,,9,#3&4,K6P,X,#%*G3&4,K6P,;<,
B.4.2.4 Exigences 4 et 5 
Pour éliminer la redondance et la circonlocution des tuples au sein de chaque partie 
R_ai@VF, il faut leur ajouter la contrainte suivante : 
!"#$%&"'S'T+,
-./0"#12/",#%*G%&"'S'T,
,,,,#%*G3&4,51-678,./,93:;<,
Pour garantir la non-redondance, la non-contradiction et la non-circonlocution des tuples de 
chaque partie R_ai@VF en regard de R@VS, il faut leur ajouter les deux assertions 
suivantes : 
!"#$%&"'S+,
-./0"#12/",#%*G%&"'S,
,,,,20%7$5">,9,9,#3&0,?.2/,9#%*G3&4,K6Q,3:P;,;,@A7#7,,*G3B,C,5.0"93:;,;<,
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!"#$%&"'T+,
-./0"#12/",#%*G%&"'T,
,,,,20%7$5">,9,9,#3&0,?.2/,#%*G3&4;,@A7#7,,*G3B,D,5.0"93:;,;<,
B.4.2.5 Exigence 9 
Pour garantir la compacité en présence d’une assertion référentielle de la forme Ro {Kd} ! 
Rd, il faut que la période de validation de chaque tuple de la relation d’origine soit incluse 
dans la période de validation du tuple correspondant dans la relation de destination. Il faut 
donc remplacer chaque assertion référentielle par une assertion de la forme suivante : 
!"#$%&"'Y+,
-./0"#12/",#Z%#:%&"'Y,
@2"A,9,
,,,,H(,ID,7J"7/8,#:3&0,I,K3:,ID,2/"7#&1L!3BIMNO+PQ,
,,,,H),ID,H(,K6:Q,3:PQ,
,,,,HE,ID,H),R/2./,#:3&4Q,
,,,,HS,ID,7J"7/8,#Z3&0,I,K3:,ID,2/"7#&1L!3BIMNO+PQ,
,,,,HT,ID,HS,K6:Q,3:PQ,
,,,,HF,ID,#Z3&4,K6:Q,3:PQ,
,,,,HU,ID,HT,R/2./,HF;,I,,
R02/V,93:;,I,HU,[,HE<,
B.4.3 Synthèse 
Afin de simplidier l’expression des requêtes suite à la temporalisation, il est recommandé de 
créer des vues à partir des partitions. Les vues proposées combinent les tuples des parties 
R@VS et R@VF puis R@VS et R_ai@VF. La relation initiale peut être reconstruite par la 
jointure de ces vues.  
Pour relation R du schéma, construire la vue R@UK qui représente l’union des parties clés 
R@VS et R@VF: 
!&M\'#'R6+,
&1#,#3R6,&2#"R1L,,
9,
,,#3&4,R/2./,9,97J"7/8,#3&0,I,K3:,ID,2/"7#&1L9!3B,IMNO+;P;,K6Q,3:P,;,
,;<,
Pour chaque partie R_ai@BF, construire la vue R_ai@UK qui représente l’union avec la 
R@VS : 
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!&M\'#%*G'R6+,
&1#,#%,*G,3R6,&2#"R1L,,
9,
,,#%*G3&4,R/2./,97J"7/8,#3&0,I,K,*G3:,ID,2/"7#&1L9!*G3B,IR4/+;P,;,K6Q,*GQ,*G3:P,
;<,
Joindre la vue-union et l’ensemble des vue-ai-union (défaire la décomposition RU): 
!&M\'#'?R+,
&1#,#3?R,&2#"R1L,,
9,
,,R02/V,93:;,I,#3R6,,?.2/,,#%*(%3R6,,?.2/,,],,?.2/,,#%*O3R6,
;<,
Les figures ci-dessous illustrent respectivement les parties avec les assertions et les vues 
unitemporelles.  
 
Schéma temporalisé selon TRM
K
@d
R@VF
K
an
@d
R_an@VF
K
ai
@d
R_ai@VF
K
@s
ai
ai@s
…
an
an@s
R@VS
…
Relation à bitemporaliser
K
@d
ai
ai@d
…
an
an@d
R!BT’
TRM
!""#$%&'()('(*$#+'(+,(-#.)
('(*-'(%$,+/-%&'()#%))
('(*-&$-'(0'-/%&'()12)3)45
!""#$%&'()+#)-'67,-&%8)
9&"%'$&:/#)1;<5
!""#$%&'()('(*$#+'(+,(-#)#%)
('(*-&$-'(0'-/%&'()1=>?5
!""#$%&'()+#)-'67,-&%8)
-'/$,(%#)1;>@5
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Figure 21 – Modélisation unitemporelle de validation selon TRM 
 
Figure 22 – Vues unitemporelles de validation selon TRM 
B.5 Règles bitemporelles 
La bitemporalisation d’une relation R consiste à ajouter à la partition unitemporelle de 
validation les parties R@BS, R@BF et R_ai@BF et R@TF par l’intermédiaire des vues sur le 
journal du SGBD. Les règles de la parition unitemporelle de validation sont maintenues telles 
quelles.  Comme pour la partition unitemporelle de transaction, les périodes de transaction 
sont obtenues à partir du journal. L’utilisateur ne peut pas les modifier. Les parties de la 
partition bitemporelle sont maintenues compactes selon la période de validation puis la 
période de transaction (PACK ON (@d, @u)) par le SGBDR. 
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@d
R@UK
K
@s
ai
ai@s
…
an
an@s
R@VS
K
@d
R@VF
K
ai
ai@d
R_ai@UK
K
ai
@d
R_ai@VF
UU
K
@d
ai
ai@d
an
an@d
R@JU
J
K
an
an@d
R_an@UK
K
ai
@d
R_an@VF
U ! @d := [@s:ufn] " {K, @d}
K
@s
ai
ai@s
…
an
an@s
R@VS
 ! @d := [ai@s:ufn]
 " {K, ai, @d}
K
@s
ai
ai@s
…
an
an@s
R@VS
 ! @d := [an@s:ufn]
 " {K, an, @d}
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Le fait d’utiliser le journal pour construire la trace de modifications élimine les erreurs de 
manipulation de la période de transaction en sachant que le SGBD garantit les propriétés 
ACID. 
B.5.1 Exigences 
Acune exigence spédifique. 
B.5.2 Mise en œuvre des exigences 
Aucune règle supplémentaire n’est nécessaire. 
B.5.3 Synthèse 
Les figures ci-dessous illustrent respectivement les parties avec les assertions et les vues 
bitemporelles.  
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Figure 23 – Modélisation bitemporelle selon TRM 
Schéma temporalisé selon TRM
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Figure 24 – Vues bitemporelles selon TRM 
B.6 Assertions référentielles temporellement mixtes 
Seules les exigences référentielles peuvent mettre en jeu des parties de catégorie différentes. 
En fait, il n’y a que deux cas : une partie issue de TT vers partie issue de VT et inversement, 
car les parties de BT se comportent comme celle de VT ou de TT selon le cas. 
Pour garantir la compacité en présence d’une assertion référentielle de la forme Ro {Kd} ! 
Rd, il faut que la période de validation de chaque tuple de la relation d’origine soit incluse 
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K
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ai
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…
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@u
R@BS
K
@d
@u
R@BF
K
ai
ai@d
ai@u
R_ai@UK
K
ai
@d
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U ! @d := [@s:ufn] " {K, @d}
K
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ai
ai@s
…
an
an@s
@u
R@BS
 ! @d := [ai@s:ufn]
 " {K, ai, @d}
K
@s
ai
ai@s
…
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an@s
@u
R@BS
 ! @d = [an@s:ufn]
 " {K, an, @d}
K
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@u
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ai@u
an
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an@u
R@JU
 139 
dans la période de validation du tuple correspondant dans la relation de destination. Il faut 
donc remplacer chaque assertion référentielle par une assertion de la forme suivante : 
• Si Ro est unitemporelle de transaction (Ro!TT) et Rd unitemporelle de validation ou 
bitemporelle (Rd!VT ou Rd!BT) : 
!"#$%""%&"+,
-./0"#12/",#Z%#:%""%&",,
@2"A,9,
,,,,H(,ID,#:3&0,K6:P,R/2./,#:3&4,K6:PQ,
,,,,H),ID,#Z3/",K6:PQ,
R02/V93:;,I,H),D,H(<,
• Si Ro est unitemporelle de validation ou bitemporelle (Rd!VT ou Rd!BT) et Rd 
unitemporelle de transaction (Rd!TT), il suffit de maintenir l’assertion référentielle 
initiale. 
B.7 Algorithme de construction d’un schéma bitemporel 
L’algorithme de construction est défini selon les règles de modélisation dans une perspective 
d’automatisation. Ci-dessous une illustration de l’algorithme de construction d’un schéma 
bitemporel incluant la création d’une partition unitemporelle de transaction afin de 
représenter les (éventuels) attributs non temporalisés. 
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Figure 25 – Étapes de construction d’un schéma bitemporel TRM 
B.8 Exemple de construction d’un schéma bitemporel 
Soit le schéma initial en 5FN :  
Traitement BT
Parties 
  semi-fermée
Traitement TT
Parties fermée
 ADD @u  ADD @u   ADD @u  ADD @u  ADD @u 
REN a1@d : @d REN an@d : @d
K
A
B
R!BT
K
@d
A
A@d
R!BT’
K
B
R!TT
K
B
@u
R@TFK@s
A
A@s
@u
R@BS
 ADD @s 
DEL @d
 ADD A@s 
DEL A@s
K
an
@d
R_an@VF
K
@d
R@VF
K
a1
@d
R_a1@VF
…
K
@s
A
A@s
R@VS
K
@d
@u
R@BF
K
an
@d
@u
R_an@BF
PJ
PJ
K
a1
@d
@u
R_a1@BF
… KB
R@NT
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Figure 26 – Schéma initial à temporaliser 
Le schéma initial est annoté selon le traitement temporel désiré (bitemporaliser les relations 
R1, R2, R3 ; ne pas temporaliser les attributs b1, b2) :  
 
 Figure 27 – Schéma initial annoté 
La première étapes consiste à ajouter les attributs temporels appropriés et faire la 
décomposition PJ en entre les attributs temporalisés et les attributs non temporalisés (s’il y a 
lieu) : 
 
Figure 28 – Schéma à bitemporaliser 
k1 : K1
a1 : A1
R1
k1 : K1
k2 : K2
a1 : A1
a2 : A2
R2
k1 : K1
a1 : A1
b1 : B1
b2 : B2
R3
!" !#
k1 : K1
a1 : A1
R1!BT
k1 : K1
k2 : K2
a1 : A1
a2 : A2
R2!BT
k1 : K1
a1 : A1
b1!NT : B1
b2!NT: B2
R!BT
!" !#
k1 : K1
@d : INTERVAL[JOUR]
a1 : A1
a1@d : INTERVAL[JOUR]
R1!BT’ k1 : K1
k2 : K2
@d : INTERVAL[JOUR]
a1 : A1
a1@d : INTERVAL[JOUR]
a2 : A2
a2@d : INTERVAL[JOUR]
R2!BT’
k1 : K1
@d : INTERVAL[JOUR]
a1 : A1
a1@d : : INTERVAL[JOUR]
R3!BT‘
!"
!#
k1 : K1
b1 : B1
b2 : B2
R3!TT
!"
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La temporalisation en BT selon le modèle TRM génère le schéma bitemporel suivant. En plus 
des relations issues des partitions, des vues sont créées selon les règles de la section A.4.3 et 
A.5.3. 
 
Figure 29 – Schéma unitemporel de validation selon le modèle TRM 
Les deux sous-sections qui suivent décrivent le schéma en TD et en Discipulus. 
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B.8.1 Exemple codé en TD 
Dans [Date et al. 2014b], le langage TD a été enrichi d’un ensemble d’annotations permettant 
de définir un schéma bitemporel. Les différentes parties requises et leurs invariants sont 
générés automatiquement grâce aux instructions : 
• SINCE_FOR {liste attribut} : l’instruction indique l’ensemble d’attributs associé à la 
période de validation. 
• HISTORY_IN (nom de partie @VF) : l’instruction indique de nom de la partie 
unitemporelle fermée à générer. 
• LOGGEDG_TIMES_IN (nom de partie @BF ou @BS) : l’instruction indique de nom 
de la partie journalisée à générer. 
En utilisaant le langage TD étendu, l’exemple est programmé comme suit (les annotation sont 
en gras). 
VAR R1_SINCE BASE RELATION  
{  
  k1 K1,  
  k1_SINCE JOUR SINCE_FOR {k1} 
   HISTORY_IN(R1_DURING) LOGGED_TIMES_IN(R1_DURING_LOG),  
  a1 A1,  
  a1_SINCE JOUR SINCE_FOR {a1}  
   HISTORY_IN(R1_a1_DURING) LOGGED_TIMES_IN(R1_a1_DURING_LOG) 
} 
  KEY { k1 };  
 
VAR R3_SINCE BASE RELATION  
{  
  k1 K1,  
  k1_SINCE JOUR SINCE_FOR {k1}  
   HISTORY_IN(R3_DURING) LOGGED_TIMES_IN(R3_DURING_LOG),  
  a1 A1,  
  a1_SINCE JOUR SINCE_FOR {a1}  
   HISTORY_IN(R3_a1_DURING) LOGGED_TIMES_IN(R3_a1_DURING_LOG) 
} 
  KEY { k1 }; 
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-- Partie non temporelle de V3 
VAR R3 BASE RELATION  
{  
  k1 K1, 
  b1 B1,  
  b2 B2 
} 
  KEY { k1 } 
  LOGGED_TIMES_IN (R3_LOG); 
 
VAR R2_SINCE BASE RELATION  
{  
  k1 K1,  
  k2 K2, 
  SINCE JOUR SINCE_FOR {k1, k2} 
   HISTORY_IN(R2_DURING) LOGGED_TIMES_IN(R2_DURING_LOG),  
  a1 A1,  
  a1_SINCE JOUR SINCE_FOR {a1} 
   HISTORY_IN(R2_a1_DURING) LOGGED_TIMES_IN(R2_a1_DURING_LOG), 
  a2 A2,  
  a2_SINCE JOUR SINCE_FOR {a2} 
   HISTORY_IN(R2_a2_DURING) LOGGED_TIMES_IN(R2_a2_DURING_LOG) 
} 
  KEY { k1, k2 }  
  FOREIGN KEY { k1 } REFERENCES R1_SINCE 
  FOREIGN KEY { k2 } REFERENCES R3_SINCE;  
B.8.2 Exemple codé en Discipulus 
Voici ci-dessous le code en Discipulus pour définir le même schéma bitemporel (les 
annotations sont en gras). 
SCHEMA S (BT, JOUR, TRM) :  
VAR R1 BASE RELATION  
{  
  k1 K1,  
  a1 A1 
} 
KEY {k1}; 
 
VAR R3 BASE RELATION  
{  
  k1 K1,  
  a1 A1,  
  b1!NT B1,  
  b2!NT B2  
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} 
KEY {k2}; 
 
VAR R2 BASE RELATION  
{  
  k1 K1,  
  k2 K2,  
  a1 A1,  
  a2 A2 
} 
KEY {k1, k2} 
FOREIGN KEY {k1} REFERENCES R1   
FOREIGN KEY {k2} REFERENCES R3 ; 
 
END SCHEMA. 
Le schéma est déclaré par son nom et 3 paramètres : une catégorie temporelle, la granularité 
et le modèle temporel. Le schéma temporalisé est généré automatiquement : les relations des 
partitions, les invariants et les vues appropriés. Les relations sont générées selon la même 
temporalité (catégorie temporelle) que le schéma. Il en est de même des attributs relativement 
à leur relation. Cependant certains attributs d’une relation peuvent ne pas être temporalisés 
alors le marqueur !NT est ajouté près les attributs concernés. Il est également possible 
(l’exemple ne le montre pas) de modifier localement la temporalisation choisie pour une 
relation en suffixant son nom du marqueur associé à la temporalisation désirée (différente de 
celle du schéma). 
B.8.3 Code engendré en Discipulus 
T+6"%'4/(,-+,P"(+,
SCHEMA S 
 
VAR R1@VS BASE RELATION  
{  
  k1 K1,  
  @s JOUR,  
  a1 A1,  
  a1@s JOUR,  
} 
  KEY {k1}; 
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VAR R1@VF BASE RELATION  
{  
  k1 K1,  
  @d INTERVAL[JOUR]  
} 
  USING (@d) : KEY {k1, @d}; 
 
VAR R1_a1@VF BASE RELATION  
{  
  k1 K1,  
  a1 A1,  
  @d INTERVAL[JOUR]  
} 
  USING (@d) : KEY {k1, @d}; 
 
VAR R3@NT BASE RELATION  
{  
  k1 K1,  
  b1 B1,  
  b2 B2 
} 
  KEY {k1}; 
 
VAR R3@VS BASE RELATION  
{  
  k1 K1,  
  @s JOUR,  
  a1 A1,  
  a1@s JOUR,  
} 
  KEY {k1}; 
 
VAR R3@VF BASE RELATION  
{  
  k1 K1,  
  @d INTERVAL[JOUR]  
} 
  USING (@d) : KEY {k1, @d}; 
 
VAR R3_a1@VF BASE RELATION  
{  
  k1 K1,  
  a1 A1,  
  @d INTERVAL[JOUR]  
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} 
  USING (@d) : KEY {k1, @d}; 
 
VAR R2@VS BASE RELATION  
{  
  k1 K1,  
  k2 K2,  
  @s JOUR,  
  a1 A1,  
  a1@s JOUR,  
  a2 A2,  
  a2@s JOUR 
} 
  KEY {k1, k2;  
  FOREIGN KEY {k1} REFERENCES R1@VS 
  FOREIGN KEY {k2} REFERENCES R3@VS;  
 
VAR R2@VF BASE RELATION  
{  
  k1 K1,  
  k2 K2,  
  @d INTERVAL[JOUR] 
} 
  USING (@d) : KEY {k1, k2, @d}; 
 
VAR R2_a1@VF BASE RELATION  
{  
  k1 K1,  
  k2 K2,   
  a1 A1,  
  @d INTERVAL[JOUR]  
} 
  USING (@d) : KEY {k1, k2, @d}; 
 
VAR R2_a2@VF BASE RELATION  
{  
  k1 K1,  
  k2 K2,  
  a2 A2,  
  @d INTERVAL[JOUR]  
} 
  USING (@d) : KEY {k1, k2, @d}; 
B/?"#'"/%(,
/************************** INVARIANTS R1 ***************************/ 
// TRM_VT-1-2_a et TRM_VT-4-5 sont assurées par USING KEY 
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// TRM_VT-1-2_b 
CONSTRAINT r1_VT_1-2_b 
 IS_EMPTY ( (R1@VS JOIN R1@VF) WHERE  @s <= POST(@d) ); 
 
// TRM_VT-3x 
CONSTRAINT r1_a1_VT-3-x 
    ( R1@VF {k1} # R1_a1@VF {k1} ); 
 
// TRM_VT-3-6 
CONSTRAINT r1_a1_VT-3-6 
  WITH ( 
    t1 := EXTEND R1@VS : {@d := INTERVAL([@s:ufn])}, 
    t2 := t1 {k1, @d}, 
    t3 := t2 UNION R1@VF, 
    t4 := EXTEND R1@VS : {@d := INTERVAL([a1@s:ufn])}, 
    t5 := t4 {k1, a1, @d}, 
    t6 := t5 UNION R1_a1@VF, 
    t7 := t6 {k1, @d} ) :  
  USING(@d) : t3 = t7; 
 
// TRM_VT-4 
CONSTRAINT R1_a1_VT-4 
    IS_EMPTY ( ( R1@VS JOIN (R1_a1@VF {k1, @d}) ) WHERE  a1@s < 
POST(@d) ); 
 
// TRM_VT-5 
CONSTRAINT R1_a1_VT-5 
    IS_EMPTY ( ( R1@VS JOIN (R1_a1@VF {k1, @d}) ) WHERE  a1@s = 
POST(@d) ); 
 
/************************ INVARIANTS R3 *************************/ 
// TRM_VT-1-2_b 
CONSTRAINT r3_VT_1-2_b 
 IS_EMPTY ( (R3@VS JOIN R3@VF) WHERE  @s <= POST(@d) ); 
 
// TRM_VT-3x 
CONSTRAINT r3_a1_VT-3-x 
    ( R3@VF {k1} # R3_a1@VF {k1} ); 
 
//EX-3_6 
CONSTRAINT r1_a1_VT-3-6 
  WITH ( 
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    t1 := EXTEND R3@VS : {@d := INTERVAL([@s:ufn])}, 
    t2 := t1 {k1, @d}, 
    t3 := t2 UNION R3@VF, 
    t4 := EXTEND R3@VS : {@d := INTERVAL([a1@s:ufn])}, 
    t5 := t4 {k1, a1, @d}, 
    t6 := t5 UNION R3_a1@VF, 
    t7 := t6 {k1, @d} ) :  
  USING(@d) : t3 = t7; 
 
// TRM_VT-4 
CONSTRAINT R3_a1_VT-4 
    IS_EMPTY ( ( R3@VS JOIN (R3_a1@VF {k1, @d}) ) WHERE  a1@s < 
POST(@d) ); 
 
// TRM_VT-5 
CONSTRAINT R3_a1_VT-5 
    IS_EMPTY ( ( R3@VS JOIN (R3_a1@VF {k1, @d}) ) WHERE  a1@s = 
POST(@d) ); 
 
// TRM_TT_VT 
CONSTRAINT R3_R3_TT_VT  
WITH ( 
    t1 := R3@VS {k1} UNION R3@VF {k1}, 
    t2 := R3@NT {k1}, 
USING(@d) : t2 = t1; 
 
/************************** INVARIANTS R2 ***************************/ 
//EX-1_2 
CONSTRAINT r2_ex12  
IS_EMPTY ( (R2@VS JOIN R2@VF) WHERE  @s <= POST(@d) ); 
 
// TRM_VT-3x a1 
CONSTRAINT r3_a1_VT-3-x 
    ( R2@VF {k1, k2} # R2_a1@VF {k1, k2} ); 
// TRM_VT-3x a2 
CONSTRAINT r3_a2_VT-3-x 
    ( R2@VF {k1, k2} # R2_a2@VF {k1, k2} ); 
 
// TRM_VT_3-6 a1 
CONSTRAINT r2_a1_VT_3-6  
  WITH ( 
    t1 := EXTEND R2@VS : {@d := INTERVAL([@s:ufn])},  
    t2 := t1 {k1, k2, @d}, 
    t3 := t2 UNION R2@VF,  
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    t4 := EXTEND R2@VS : {@d := INTERVAL([a1@s:ufn])},  
    t5 := t4 {k1, k2, a1, @d}, 
    t6 := t5 UNION R2_a1@VF,  
    t7 := t6 {k1, k2, @d} ) :  
  USING(@d) : t3 = t7;  
 
//TRM_VT_3-6 a2 
CONSTRAINT r2_a2_VT_3-6 
  WITH ( 
    t1 := EXTEND R2@VS : {@d := INTERVAL([@s:ufn])},  
    t2 := t1 {k1, k2, @d}, 
    t3 := t2 UNION R2@VF,  
    t4 := EXTEND R2@VS : {@d := INTERVAL([a2@s:ufn])},  
    t5 := t4 {k1, k2, a2, @d}, 
    t6 := t5 UNION R2_a2@VF,  
    t7 := t6 {k1, k2, @d} ) :  
  USING(@d) : t3 = t7;  
 
// TRM_VT-4 a1 
CONSTRAINT R2_a1_VT-4 
    IS_EMPTY ( ( R2@VS JOIN (R2_a1@VF {k1, k2, @d}) )  
    WHERE  a1@s < POST(@d) ); 
// TRM_VT-5 a1 
CONSTRAINT R2_a1_VT-5 
    IS_EMPTY ( ( R2@VS JOIN (R1_a1@VF {k1, k2, @d}) )  
    WHERE  a1@s = POST(@d) ); 
 
// TRM_VT-4 a2 
CONSTRAINT R2_a2_VT-4 
    IS_EMPTY ( ( R2@VS JOIN (R2_a2@VF {k1, k2, @d}) )  
    WHERE  a2@s < POST(@d) ); 
// TRM_VT-4 a2 
CONSTRAINT R2_a2_VT-5 
    IS_EMPTY ( ( R2@VS JOIN (R1_a2@VF {k1, k2, @d}) )  
    WHERE  a2@s = POST(@d) ); 
 
//EX9 r2 -> r1 
CONSTRAINT r2_r1_VT-9 
WITH ( 
    t1 := EXTEND R1@VS: {@d := INTERVAL[@s:ufn]}, 
    t2 := t1 {k1, @d}, 
    t3 := t2 UNION R1@VF, 
    t4 := EXTEND R2@VS : {@d:= INTERVAL[@s:ufn]}, 
    t5 := t4 {k1, @d}, 
    t6 := R2@VF {k1, @d}, 
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    t7 := t5 UNION t6) :  
USING(@d) : t7 8!t3; 
 
//EX9 r2 -> r3 
CONSTRAINT r2_r3_ VT-9 
WITH ( 
    t1 := EXTEND R3@VS: {@d := INTERVAL[@s:ufn]}, 
    t2 := t1 {k1, @d}, 
    t3 := t2 UNION R3@VF, 
    t4 := EXTEND R2@VS : {@d:= INTERVAL[@s:ufn]}, 
    t5 := t4 {k2, @d}, 
    t6 := R2@VF {k2, @d}, 
    t7 := t5 UNION t6) :  
USING(@d) : t7 8 t3; 
c*+(,P'%+784#+66+(,
VAR R1@BS VIRTUAL RELATION ( EXTEND R1@VS {@u := LOG_PERIOD()} ); 
VAR R1@BF VIRTUAL RELATION ( EXTEND R1@VF {@u := LOG_PERIOD()} ); 
VAR R1_a1@BF VIRTUAL RELATION ( EXTEND R1_a1@VF {@u := LOG_PERIOD()} ); 
 
VAR R2@BS VIRTUAL RELATION ( EXTEND R2@VS {@u := LOG_PERIOD()} ); 
VAR R2@BF VIRTUAL RELATION ( EXTEND R2@VF {@u := LOG_PERIOD()} ); 
VAR R2_a1@BF VIRTUAL RELATION ( EXTEND R2_a1@VF {@u := LOG_PERIOD()} ); 
VAR R2_a2@BF VIRTUAL RELATION ( EXTEND R2_a2@VF {@u := LOG_PERIOD()} ); 
 
VAR R3@TF VIRTUAL RELATION ( EXTEND R3@NT {@u := LOG_PERIOD()} ); 
VAR R3@BS VIRTUAL RELATION ( EXTEND R3@VS {@u := LOG_PERIOD()} ); 
VAR R3@BF VIRTUAL RELATION ( EXTEND R3@VF {@u := LOG_PERIOD()} ); 
VAR R3_a1@BF VIRTUAL RELATION ( EXTEND R3_a1@VF {@u := LOG_PERIOD()} ); 
 
LOG_PERIOD() fonction qui consiste à récupérer les transactions du journal de chacun des 
tuples de la relation correspondante. 
c*+(,*/'%+784#+66+(,
// VUE R1 
VAR R1@UK VIRTUAL RELATION  
  ( R1@VF  
   UNION  
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    ( EXTEND R1@VS : { @d := INTERVAL([@s:ufn])} ) {k1, @d} 
  ); 
 
VAR R1_a1@UK VIRTUAL RELATION  
  ( R1_a1@VF  
   UNION  
    ( EXTEND R1@VS : { a1@d := INTERVAL([a1@s:ufn])} ) {k1, a1, a1@d};  
  ); 
 
VAR R1@JU VIRTUAL RELATION ( R1@UK JOIN R1_a1@UK ); 
 
// VUE R2 
VAR R2@UK VIRTUAL RELATION  
  ( R2@VF  
   UNION  
    ( EXTEND R2@VS : { @d := INTERVAL([@s:ufn])} ) {k1, k2, @d} 
  ) ; 
 
VAR R2_a1@UK VIRTUAL RELATION  
  ( R2_a1@VF  
   UNION  
    ( EXTEND R2@VS : { a1@d := INTERVAL([a1@s:ufn])} )  
      {k1, k2, a1, a1@d}  
  ) ; 
 
VAR R2_a2@UK VIRTUAL RELATION  
  ( R2_a2@VF  
   UNION  
    ( EXTEND R2@VS : { a2@d := INTERVAL([a2@s:ufn])} )  
      {k1, k2, a2, a2@d}  
  ) ; 
 
VAR R2@JU VIRTUAL RELATION ( R2@UK JOIN R2_a2@UK JOIN R2_a2@UK); 
 
// VUE R3 
VAR R3@UK VIRTUAL RELATION  
  ( R3@VF  
   UNION  
    ( EXTEND R3@VS : { @d := INTERVAL([@s:ufn])} ) {k1, @d} 
  );  
 
VAR R3_a1@UK VIRTUAL RELATION  
  ( R3_a1@VF  
   UNION  
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    ( EXTEND R3@VS : { a1@d := INTERVAL([a1@s:ufn])} ) {k1, a1, a1@d} 
  );  
 
VAR R3@JU VIRTUAL RELATION ( R3@UK JOIN R3_a1@UK JOIN R3@NT ); 
 
END SCHEMA. 
B.9 Modalités de modification 
La modification d’une relation d’un schéma relationnel temporalisé s’effectue 
essentiellement par ajout (insert) ou retrait (delete) de tuples (comme dans un schéma non 
temporalisé d’ailleurs). La mise à jour (update) n’est qu’une affectation (multiple) 
comportant un retrait et un ajout. Elle peut toutefois faire l’objet d’optimisations en plus de 
simplifier l’écriture. La première sous-section présente ces trois opérations lorsqu’elles sont 
réalisées sur une partie unitemporelle de validation semi-fermée et la seconde sur une partie 
unitemporelle de validation fermée. Dans les deux cas, certaines actions « percolent » vers les 
autres parties de la partition afin de maintenir la cohérence du schéma exprimée par ses 
invariants. 
L’impact sur les parties proprement bitemporelles (et sur la partie fermée de la partition 
unitemporelle de transaction) est par ailleurs totalement pris en charge automatiquement par 
le SGBD. 
B.9.1 Modifications unitemporelles semi-fermées 
Les modifications unitemporelles semi-fermées s’effectuent en regard de l’état courant des 
données dans la partie R@VS. Des modifications sur les parties unitemporelles fermées 
peuvent en résulter. 
B.9.1.1 Insertion  
L’insertion s’effectue seulement dans la partie R@VS si le point de début de la période de 
validation est supérieur à la période de validation du tuple équivalent ou si la clé du tuple à 
insérer n’existe pas. Sinon, la transaction d’effectue par une suppression suivie d’une 
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insertion. Il s’agit de supprimer les tuples ayant une période de validation inférieure ou égale 
à la période de validation du tuple à insérer; puis d’insérer le nouveau tuple avec la période 
de validation minimale. 
 
!&0%2/0+, ,
2/07#"%&0,9#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,`,"R5L7,K^Q,3BQ,*(Q,*(3BQ,___Q,*OQ,*O3BP;,a,
,
@2"A,,
,,9,
,,,,"b(,ID,#%*(3&4,#7/1$7,K3:,10,*(3:PQ,
,,,,___,
,,,,"bO,ID,#%*O3&4,#7/1$7,K3:,10,*O3:PQ,
,
,,,,"(,ID,
, 0R$$7#2c7,9#3&4,?.2/,"b(,?.2/,___,?.2/,"bO;,d>,K^Q,*(Q,,___Q,*OP,I,
, , K3:,ID,$1J93:;Q,*(3:,ID,$1J9*(3:;Q,___Q,*O3:,ID,$1J9*O3:;P,
, @A7#7,9^,D,`_^;,1/8,9`_3B,e,5.0"93:;;,1/8,
, , 9`_*G3B,e,5.0"9*G3:;,.#,___,.#,`_*O3B,e,5.0"9*O3:;;,
,,;,I,
-107,
,,@A7/,20%7$5">9"(;,"A7/,
, 2/07#",#3&0,#7L1"2./,K,"R5L7,`,P,
,,7L07,
, R02/V93:;,I,87L7"7,#3&4,,9"(,K^Q,3:P;Q,
,
, R02/V93:;,I,87L7"7,#%*(3&4,,9"(,K^Q,*(Q,*(3:P,#7/1$7,K,*(3:,10,3:P;Q,
, ___,
, R02/V93:;,I,87L7"7,#%*O3&4,,9"(,K^Q,*OQ,*O3:P,#7/1$7,K,*O3:,10,3:P;Q,
,
, 2/07#",#3&0,#7L1"2./,,
, ,,K,"R5L7,K,9^Q,`_^;Q,93BQ,$2/9"(Q,d7V2/93:;;;Q,
, , 9*(Q,`_*(;Q,9*(3BQ,$2/9"(Q,d7V2/9*(3:;;;Q,
, , ___Q,
, , 9*OQ,`_*O;Q,9*O3BQ,$2/9"(Q,d7V2/9*O3:;;;,P,
, ,,P<,
7/8,-107<,
Note : la fonction d’agrégation MIN(R, exp) est une forme raccourcie équivalente à : 
0R$$1#2c7,#,d>,9;, I ,$2/,9\Wf;< ,
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B.9.1.2 Suppression  
Il s’agit de déplacer un tuple de R@VS vers R@VF et R_ai@VF. Elle est effectuée par une 
insertion du nouveau tuple R@VF et R_ai@VF. Ensuite, le tuple correspondant dans la partie 
R@VS est supprimé. Si la relation participe à une assertion référentielle, il faut ajouter une 
suppression adéquate pour les parties de destination Rd@VF et Rd_ai@VF.  
!&0%87L+,
87L7"7%&0,9#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,`,"R5L7,K^Q,3BQ,*(Q,*(3BQ,___Q,*OQ,*O3BP;,a,
,
@2"A,,
,,9,
,,,,"(,ID,#3&0,@A7#7,^,D,`_^,
,,;,I,,
24,20%/."%7$5">9"(;,"A7/,
,, R02/V93:;,I,2/07#",#3&4,#7L1"2./,,
,, ,,K,"R5L7,K,9^Q,`_^;Q,93:Q,2/"7#&1L9!3B,4#.$,9"R5L7,4#.$,"(;,I,/.@+;;,PPQ,,
,
,, R02/V93:;,I,2/07#",#%*G3&4,#7L1"2./,
,, ,,K,"R5L7,K,9^Q,`_^;Q,9*(Q,`_*(;Q,93:Q,2/"7#&1L9!3B,4#.$,9"R5L7,4#.$,"(;,I,/.@+;;,P,PQ,
,, ],
, R02/V93:;,I,2/07#",#%*G3&4,#7L1"2./,
,, ,,K,"R5L7,K,9^Q,`_^;Q,9*OQ,`_*O;Q,93:Q,2/"7#&1L9!3B,4#.$,9"R5L7,4#.$,"(;,I,/.@+;;,P,PQ,
,
,, 87L7"7,#3&0,"(<,
7/8,24<,
B.9.1.3 Mise à jour  
La mise à jour est très semblable à une insertion. Elle se réduit à une insertion, si la période 
de validation du nouveau tuple est supérieure à la période de validation du tuple équivalent 
(s’il existe). Sinon, elle nécessite la suppression des tuples ayant une période de validation 
inférieure ou égale à la période de validation du nouveau tuple suivie de l’insertion des tuples 
de la partie R@VS avec la période de validation minimale, ce qui entraine la mise à jour 
adéquate de la partie R@VF et de chacune des parties R_ai@VF en regard de la période de 
validation de la mise à jour. Si la relation participe à une assertion référentielle, il faut, 
précédemment, s’assurer d’effectuer une mise à jour adéquate pour les parties de destination 
Rd@VF et Rd_ai@VF. 
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!&0%R58+,
R581"7%&0,9#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,,
,,, , Zg:,"R5L7,K^Q,3BQ,*(Q,*(3BQ,___Q,*OQ,*O3BPQ,,
,,, , O\h,"R5L7,K^Q,3BQ,*(Q,*(3BQ,___Q,*OQ,*O3BP,;,a,
,
@2"A,,
,,9,
,,,,"b(,ID,#%*(3&4,#7/1$7,K3:,10,*(3:PQ,
,,,,___,
,,,,"bO,ID,#%*O3&4,#7/1$7,K3:,10,*O3:PQ,
,
,,,,"(,ID,
, 0R$$7#2c7,9#3&4,?.2/,"b(,?.2/,___,?.2/,"bO;,d>,K^Q,*(Q,,___Q,*OP,I,
, , K3:,ID,$1J93:;Q,*(3:,ID,$1J9*(3:;Q,___Q,*O3:,ID,$1J9*O3:;P,
, @A7#7,9^,D,Zg:_^;,1/8,9*(,D,Zg:_*(;,1/8,],1/8,9*O,D,Zg:_*O;,
,,, ,,1/8,9Zg:_3B,e,5.0"93:;;,,
,,, ,,1/8,9Zg:_*G3B,e,5.0"9*G3:;,.#,___,.#,Zg:_*O3B,e,5.0"9*O3:;;,
,,;,I,
-107,
,,@A7/,20%7$5">9"(;,"A7/,
,,, R581"7,#3&0,@A7#7,^,D,Zg:_^,I,,
,,, , K,^,I,O\h_^Q,3B,ID,O\h_3BQ,,
,,, , *(,ID,O\h_,*(Q,*(3B,ID,O\h_,*(3BQ,,
,,, , ___Q,
,,, , ,*(,ID,O\h_,*OQ,*O3B,ID,O\h_,*O3B,P,
,,7L07,
, R02/V93:;,I,87L7"7,#3&4,,9"(,K^Q,3:P;Q,
,
, R02/V93:;,I,87L7"7,#%*(3&4,,9"(,K^Q,*(Q,*(3:P,#7/1$7,K,*(3:,10,3:P;Q,
, ___,
, R02/V93:;,I,87L7"7,#%*O3&4,,9"(,K^Q,*OQ,*O3:P,#7/1$7,K,*O3:,10,3:P;Q,
,
,,, R581"7,#3&0,@A7#7,^,D,Zg:_^,1/8,9*(,D,Zg:_*(;,1/8,],1/8,9*O,D,Zg:_*O;,I,,
,,, , K,^,ID,O\h_^Q,3B,ID,$2/9"(Q,d7V2/93:;Q,,
,,, , *(,ID,O\h_,*(Q,*(3B,ID,$2/9"(Q,d7V2/9*(3:;,
,,, , Q,___Q,,
,,, , *(,ID,O\h_,*OQ,*O3B,ID,$2/9"(Q,d7V2/9*O3:;,P,
,, , P<,
7/8,-107<,
B.9.2 Modifications unitemporelles fermées 
L’historique est fragmenté dans R@VF et R_ai@VF, peut être modifiable indépendamment 
des données courantes. La modification des parties R@VF et R_ai@VF est effectuée grâce au 
mécanisme d’affectations multiples en utilisant la commande spécifique avec l’opérateur 
USING. Lors d’une modification, les parties R@VF et R_ai@VF associées à une relation 
doivent être modifiées simultanément. En plus, le USING consiste à effectuer les 
 157 
modifications sur la forme étendue de la relation puis rendre le résultat du traitement en 
forme synthétisée (packed). La décomposition des tuples s’effectue en fonction d’une liste 
d’attribut de type intervalle. Si la liste des attributs est vide, la transaction agit comme une 
transaction traditionnelle.  
B.9.2.1 Insertion 
L’insertion consiste à insérer un tuple où la période de validation est déterminée. Elle 
s’effectue comme suite :  
!&4%2/0+, ,
2/07#"%&49#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,`,"R5L7,K^Q,3:Q,*(Q,*(3:Q,___Q,*OQ,*O3:P;,a,
,
R02/V93:;,I,2/07#",#3&4,#7L1"2./,K,"R5L7,K,9^Q,`_^;Q,93:Q,`_:;,P,PQ,
,
R02/V93:;,I,2/07#",#%*(3&4,#7L1"2./,K,"R5L7,K,9^Q,`_^;Q,9*(Q,`_*(3:;Q,9*(3:Q,`_,*(3:;,PQ,
],
R02/V93:;,I,2/07#",#%*O3&4,#7L1"2./,K,"R5L7,K,9^Q,`_^;Q,9*OQ,`_*O3:;Q,9*O3:Q,`_,*O3:;,P<,
B.9.2.2 Suppression 
La suppression consiste à supprimer un tuple qui n’a jamais été vrai. Elle s’effectue comme 
suite :  
!&4%87L+, ,
87L7"7%&49#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,`,"R5L7,K^Q,3:Q,*(Q,*(3:Q,___Q,*OQ,*O3:P;,a,
,
R02/V93:;,I,87L7"7,#3&4,@A7#7,^,D,`_^,1/8,3:,X,`_3:Q,
,
R02/V93:;,I,87L7"7,#%*(3&4,@A7#7,^,D,`_^,1/8,*(,D,`_,*(,1/8,*(3:,X,`_,*(3:Q,
],
R02/V93:;,I,87L7"7,#%*(3&4,,@A7#7,^,D,`_^,1/8,*(,D,`_,*(,1/8,*O3:,X,`_*O3:<,
,
B.9.2.3 Mise à jour 
La mise à jour consiste à mettre à jour les valeurs des tuples antérieurement valident et 
présentement ne sont plus considérés vrais. Elle s’effectue comme suite : 
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!&4%R58'6+, ,
R581"7%1%&4,9#,#7L1"2./K^Q,*(Q,,___Q,*OPQ,,
,,, , Zg:,"R5L7,K^Q,3:Q,*(Q,*(3:Q,___Q,*OQ,*O3:PQ,,
,,, , O\h,"R5L7,K^Q,3:Q,*(Q,*(3:Q,___Q,*OQ,*O3:P,;,a,
,
R02/V93:;,I,R581"7,#3&4,@A7#7,^,D,Zg:_^,1/8,3:,D,Zg:_3:,I,K,^,ID,O\h_^Q,3:,ID,O\h_3:,PQ,
,
R02/V93:;,I,R581"7,#%*(3&4,@A7#7,^,D,Zg:_^,1/8,*(3:,D,Zg:_*(3:,I,,
,,, K,^,ID,O\h_^Q,*(,D,`_*(Q,3:,ID,O\h_,*(3:,PQ,
],
R02/V93:;,I,R581"7,#%*O3&4,@A7#7,^,D,Zg:_^,1/8,*O3:,D,Zg:_*O3,:,I,,
,,, K,^,ID,O\h_^Q,*(,D,`_*OQ,3:,ID,O\h_,*O3:,P<,
,
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Annexe C 
Modèle BCDM 
Cette annexe présente le modèle temporel BCDM défini initialement par [Jensen et al. 1993] 
et développé dans [Snodgrass 2000]. Le modèle est décrit à l’aide des concepts et de la 
notation Discipulus introduits par l’annexe précédente, à savoir : les opérateurs temporels 
élémentaires, les catégories d’attributs temporels, les catégories de relations temporelles et les 
partitions canoniques. La structure du modèle pourra apparaitre inusitée aux lecteurs déjà au 
fait du modèle tel que présenté par Snodgrass. En effet, le modèle présenté ici inclut plusieurs 
éléments à peine couverts dans [Snodgrass 2000] ou laissé en « exercice » (la temporalisation 
indépendante des attributs, par exemple). Finalement, l’algorithme de temporalisation d’un 
schéma non temporel est présenté. 
C.1 Concepts de base 
Le modèle de BCDM définit la temporalisation d’un schéma relationnel à partir d’un schéma 
conceptuel (schéma entité-association). Il repose sur les fonctionnalités de SQL:1992 et les 
règles de pratique du domaine d’application pour modéliser la solution. La méthode consiste 
à développer deux ensembles de règles : des règles générales minimisant l’impact de 
doublons et des attributs annulables et des règles particulières construites à partir d’un 
canevas général, mais adaptées aux exigences du domaine d’application. Le schéma 
temporalisé selon BCDM contient des parties appartenant à plusieurs catégories temporelles, 
ce qui augmente considérablement la complexité du schéma. Dans ce qui suit, le traitement 
d’un schéma bitemporel est présenté.   
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C.1.1 Le temps et sa représentation 
Une période temporelle est représentée par une paire d’attributs temporels avec la notation 
fermée-ouvert. On distingue sémantiquement deux classes de périodes : 
• Période de validation (period of validity, « période de validation ») : représente la 
période durant laquelle une proposition est considérée vraie (valide). Sa valeur est 
fournie par l’utilisateur. Elle peut porter sur le passé, le présent et le futur. 
• Période de transaction (period of presence, « période de présence ») : représente la 
période pendant laquelle une proposition est enregistrée dans la base de données. Le 
maintien de cette période est défini par le concepteur (à l’aide de « trigger »).  
Tableau 12 – Modélisation des catégories de périodes du modèle BCDM 
Période  Représentation Notation  
Période de validation VT_BEGIN 
(VT_BEGIN, VT_END) 
@s 
@d 
Période de transaction TT_START 
(TT_START, TT_STOP) 
@o 
@u 
C.1.2 Extension aux opérateurs relationnels 
C.1.2.1 Opérateurs de Allen 
Pour faciliter la présentation et aider à la compréhension des invariants, nous dérogerons 
toutefois à cette pratique en utilisant les opérateurs suivants (définis en termes des opérateurs 
élémentaires de Allen)36 : 
                                                
36  On remarque que certains de ceux-ci ont depuis été introduits en SQL:2011.  
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Tableau 13 – Opérateurs temporels selon les opérateurs élémentaires de Allen 
Relation temporelle selon Snodgrass Opérateur de Allen Opérateur Discipulus 
f_,=,C,i_H ,1/8,i_=,C,f_H , f,CC,Z,B,:,N,D,NG,:G,BG,ZG,jj,i, f,.&7#L150,i,
f_ ,=,CD,i_ ,H ,1/8,i_H ,C,f_H , f,CC,:G,BG,ZG,kG,jj,i, f,0.5(,i,
f_ ,=,C,i_H ,1/8,i_H ,CD,f_H , f,CC,N,D,NG,:G,BG,ZG,jj,i, f,0.5),i,
f_ ,=,C,i_=,1/8,i_=,CD,f_H , f,CC,k,Z,NG,:G,jj,i, f,0.5E,i,
f_ ,=,CD,i_=,1/8,i_=,C,f_H , f,CC,Z,B,D,NG,:G,BG,jj,i, f,0.5S,i,
f_ ,=,C,i_H ,1/8,i_H ,C,f_H , f,CC,:G,BG,ZG,jj,i, f,0.5T,i,
f_ ,=,C,i_ ,=,1/8,f_ ,H ,j,i_H , i,CC,:,jj,f, q BI_SRICTLY_INCLUDES p,
f _ ,= ,C,i_ ,=,1/8,f_ ,H ,j,i_=, f,CC,Z,NG,:G,jj,i, ,
f _ ,=,jD,i_ ,=,1/8,f_ ,H ,CD,i_H , f,CC,B,:,N,D,jj,i, f,X,i,
 
C.1.2.2 Opérateur COALESCE 
L’élimination des problèmes de redondance et de circonlocution est indispensable dans une 
base de données. Snodgrass propose une procédure Do_CAOLESCE() qui consiste à faire la 
fusion des enregistrements ayant les mêmes valeurs pour les attributs non temporels lorsque 
leurs périodes se jouxtent ou se chevauchent (voir le code de la version PSM37 CF-
6.24 p.186, celui de la version SQL CF-6.25 p.189 et la version Oracle PL\SQL CF-
6.27 p.192). 
Nous remarquons que c’est équivalent à l’opérateur PACK de TRM. L’opérateur PACK est 
un opérateur relationnel applicable à toute relation alors que Do_COALESCE() est une 
procédure de « maintenance » devant être programmée pour chaque relation (temporelle). 
Ainsi, pour chaque table temporelle T, il faut définir une procédure T_Do_COALESCE(). 
C.2 Modalités de structuration d’un schéma temporalisé 
C.2.1 Temporalisation et partitions 
La présente section décrit les partitions et parties canoniques issues de la temporalisation 
d’une relation suite à sa décomposition selon les règles de modélisation retenue par BCDM. 
Les partitions et les parties sont présentées selon les concepts du cadre de référence. Le 
                                                
37 « Persistent Stored Procedure » extension de SQL pour la programmation procédurale. 
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tableau de synthèse montre l’équivalence entre les termes du cadre de référence et les termes 
utilisés dans [Snodgrass 2000]. 
Le modèle de base de BCDM propose une temporalisation avec seulement une 
décomposition RU. Toutefois dans le cadre d’un entrepôt de données une décomposition PJ 
est également indispensable, car il n’est généralement pas possible d’imposer la dépendance 
temporelle entre les attributs d’une même relation, attendu le grand nombre de sources 
hétérogènes. 
C.2.1.1 Partition bitemporelle 
<"#%'+,3'(%4#')*+,
Une partie historique (HISTORY) contient les valeurs courantes des tuples qui sont valident 
présentement et celles des tuples valident antérieurement. Elle est représentée par une partie 
bitemporelle semi-fermée @BS avec une restriction sur la période de transaction. Suite à 
une décomposition PJ, la partition comprend donc une partie R@BS (R_HISTORY) et une 
partie R_ai@BS (R_ai_HISTORY) pour chaque attribut temporalisé. 
<"#%'+,"#$3'?+,
Une partie archive (ARCHIVE) contient l’historique des corrections appliquées aux tuples de 
la partie HISTORY. Elle est représentée par une partie bitemporelle fermée @BF. Suite à une 
décomposition PJ, la partition contient une partie R@BF (R_ARCHIVE) et une partie 
R_ai@BF (R_ai_ARCHIVE) pour chaque attribut temporalisé. Chaque partie R@BF et 
R_ai@BF est associée à une partie R@BS et R_ai@BS respectivement.  
C.2.1.2 Partition unitemporelle de transaction 
<"#%'+,-+,%#"/("$%'4/,$4*#"/%+,
Une partie de transaction courante (TT_CURRENT) contient la valeur courante d’un tuple. 
Elle est représentée par une partie unitemporelle de transaction semi-fermée @TS.  
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<"#%'+,-+,%#"/("$%'4/,]4*#/"6'(&+,
La partie journalisée historique (R_TT_HISTORY) contient l’historique des valeurs de tuples 
antérieurs. Elle est représentée par une partie unitemporelle de transaction fermée R@TF. 
Chaque partie R@TF est associée à une partie R@TS. 
C.2.1.3 Synthèse 
Le tableau suivant présente une synthèse des catégories de parties et la notation utilisée par le 
modèle BCDM. 
Tableau 14 – Équivalence des parties entre BCDM et le cadre de référence. 
-"'#()* !".')*.)*'$9$'),1)* E!OP* O05;*
Historique clé  Bitemporelle semi-fermée clé R_HISTORY R@BS 
Historique non clé Bitemporelle semi-fermée non clé R_ai_HISTORY R_ai@BS 
Archive clé Bitemporelle semi-fermée non clé R_ARCHIVE R@BF 
Archive non clé Bitemporelle fermée clé R_ai ARCHIVE R_ai@BF 
Transaction courante Unitemporelle de transaction semi-fermée R_TT_CURRENT R@TS 
Transaction journalisée Unitemporelle de transaction fermée R_TT_PAST R@TF 
 
Un schéma temporalisé selon BCDM contient une partition bitemporelle et/ou partition 
unitemporelle de validation. Une partition bitemporelle est formée de 2 + 2*n parties (où n = 
|A|) :  
• une partie R@BF et d’une partie R@BS, 
• n parties R_ai@BF et n parties R_ai@BS pour chaque ensemble d’attributs non clé. 
De plus, si la relation contient des attributs non temporalisés (B <> {}), par décomposition 
PJ, une partition unitemporelle de transaction est crée contenant 2 parties supplémentaires 
pour un total de 4 + 2*n parties :  
• une partie R@TS et d’une partie R@TF.  
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Figure 30 – Les parties d’un schéma temporalisé selon BCDM 
C.2.2 Modélisations issues de la partition canonique 
Une temporalisation selon BCDM contribue à définir deux modélisations : modélisation 
bitemporelle (@BS et @BF) et modélisation unitemporelle (@TS et @TF). 
L’illustration ci-dessous décrit les différentes étapes de modélisation bitemporelle. Un 
rectangle avec une ligne complète représente une relation. Un rectangle avec une ligne 
pointillée représente une vue. Un rectangle gris représente une relation d’initiale à 
temporaliser provenant d’une source. Un rectangle blanc représente une relation 
intermédiaire. Un rectangle bleu représente les relations finales du schéma temporel. Les 
flèches représentent le sens des étapes de modélisation. Un rectangle à bord arrondi 
représente les conditions associées à une étape  
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Figure 31 – Dérivation des partitions selon BCDM 
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Rn fait, la simple réunion des parties n’est pas suffisante, des invariants doivent être ajoutés 
afin d’en garantir l’intégrité et la cohérence. La section qui suit décrit les exigences de 
préservation de l’intégrité temporelle des partitions. Les sections suivantes décrivent la mise 
en œuvre des exigences selon la catégorie de la partition. La section « règles unitemporelle de 
transaction » décrit les invariants qui s’appliquent à la partition unitemporelle de transaction. 
Finalement, la section « règles bitemporelle » décrit les invariants qui s’appliquent à la 
partition bitemporelle. 
Pour alléger l’expression des règles, sans perte de généralité, nous utiliserons les 
identificateurs d’ensemble d’attributs comme de simples listes ; par exemple KEY {K} 
représente en faite KEY {ki, …, kn}. 
C.3 Préservation de l’intégrité temporelle 
Snodgrass aborde la préservation de l’intégrité temporelle à l’aide de deux classes de règles : 
unicité temporelle, référentialité temporelle. Ces règles permettent d’éviter les problèmes de 
contradiction et de réduire, le cas échéant, ceux redondance, de circonlocution et de 
compacité. Ces derniers problèmes sont traités prioritairement par les procédures d’insertion 
et de retrait qui doivent assurer de ne pas introduire de redondance ni de non-compacité. Au 
besoin, le programmeur doit utiliser l’opérateur COALESCE (analogue au PACK de TRM) 
pour garantir l’intégrité de la relation ou sa non-circonlocution avant de faire une requête. 
Cette approche est motivée par (1) la recherche de la performance (ne faire un traitement que 
ssi il est requis plutôt que de maintenir les relations intègres en tout temps) et (2) la mise en 
oeuvre réalisable avec les seuls opérateurs de SQL:1992. 
C.3.1 Unicité  
Pour garantir l’unicité d’une relation temporelle, il ne suffit pas d’ajouter les attributs 
temporels à la clé. Un invariant supplémentaire est requis. Snodgrass définit quatre types 
d’unicité : 
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• Unicité courante (current constraint) : il n’existe pas deux tuples valides au moment 
présent ayant des valeurs identiques pour les attributs clés. Cette règle est spécifiée par 
une assertion. À utiliser si seulement les modifications courantes38 sont permises.  
• Unicité d’équivalence (value-equivalent constraint) : en tout temps, il n’existe pas deux 
tuples ayant des valeurs identiques pour les attributs non clé. Cette règle est spécifiée 
par une clé secondaire composée des attributs non clé de la relation (UNIQUE).  
• Unicité séquentielle (sequenced constraint) : en tout temps, il n’existe pas deux tuples 
ayant des valeurs différentes pour les mêmes clés (et, idéalement, il ne devrait pas y 
avoir de tuples redondants non plus). Cette règle est analogue à une clé primaire dans 
une relation non temporelle. C’est la seule forme d’unicité à pouvoir être utilisé si les 
modifications courantes et historiques39 sont permises.  
• Unicité non séquentielle (nonsequenced constraint) : en tout temps, il n’existe pas deux 
tuples ayant des valeurs identiques pour tous les attributs. Cette règle est spécifiée par 
une clé secondaire composée de tous les attributs de la relation (UNIQUE). 
En pratique, seule l’unicité séquentielle peut convenir à un problème général et c’est celle qui 
sera utilisée ici. 
C.3.2 Référentialité  
Pour garantir une cohérence entre les relations temporelles, trois types de référentialité sont 
définis : 
• Référentialité courante (current referential integrity) : tout tuple de la relation d’origine 
doit référer à un tuple de la relation de destination ayant une période de validation 
présentement valide.  
                                                
38 Les modifications qui sont applicables à partir du moment présent (NOW) à une date dans le futur. 
39 Les modifications qui sont applicables dans le passé (commence et se termine dans le passé) ou dans le futur (commence 
et ce termine dans le futur).  
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• Référentialité séquentielle (sequenced referential integrity) : le tuple de la relation de 
destination doit être valide durant toute la durée de validation du tuple de la relation 
d’origine référé. Cette règle est analogue à une clé référentielle entre relations non 
temporelles. C’est la seule forme de référentialité à pouvoir être utilisée si les 
modifications courantes et historiques sont permises.   
• Référentialité non séquentielle (non-sequenced referential integrity) : tout tuple de la 
relation d’origine doit référer à un tuple de la relation de destination qui est valide à 
n’importe quel moment. Autrement dit, il suffit que la relation de destination contienne 
un tuple avec une clé équivalente sans tenir compte de la période de validation.  
En pratique, seule la référentialité séquentielle peut convenir à un problème général et c’est 
celle qui sera utilisée ici. 
C.3.3 Inclusion temporelle 
Suite à la décomposition PJ, une proposition est fragmentée dans plusieurs parties. La 
compacité entre la partie clé et les parties non clés doit être garantie. En tout temps, la 
période de validation des tuples d’une partie non clé doit être incluse dans la période de 
validation des tuples correspondants dans la partie clé. Il s’agit de l’analogue à la règle 
[EX.VT-3-6] du modèle TRM. Une telle règle n’est toutefois pas prise en charge par BCDM. 
Elle sera toutefois ajoutée afin de rehausser le niveau d’intégrité du modèle et le rendre 
comparable avec TRM. 
C.3.4 Exigences 
Les exigences applicables au modèle BCDM sont les suivantes : 
EX.1  
L’unicité séquentielle doit être mise en œuvre pour toutes les parties, pour éviter la 
contradiction et réduire redondance et la circonlocution.  
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EX.2  
La référentialité séquentielle doit être mise en œuvre afin de garantir la coexistence 
temporelle de l’origine et de la destination. 
EX.3  
Les parties clé et les parties non clés doivent être reliées par une assertion d’inclusion afin de 
garantir l’intégrité de la décomposition de projection-jointure. 
EX.4  
Une règle de compacité doit être créée entre la partie unitemporelle de transaction et la partie 
unitemporelle de transaction. 
Les trois premières exigences sont explicitement proposées dans [Snodgrass 2000]. Les deux 
premières sont systématiquement prises en compte par la mise en oeuvre décrite par 
Snodgrass. La mise en oeuvre de la troisième est suggérée (comme la décomposition PJ dont 
elle permet de garantir l’intégrité). La quatrième exigence est implicite et conditionne 
l’utilisation de l’opérateur COALESCE par le programmeur au moment qu’il juge opportun. 
Les deux prochaines sections en présentent la mise en oeuvre relativement à la partition 
unitemporelle de transaction et à la partition bitemporelle. Lorsqu’approprié, en plus de la 
mise en oeuvre préconisée par Snodgrass, nous présenterons une mise oeuvre plus complète 
et systématique utilisant les opérateurs du modèle TRM. 
C.4 Règles unitemporelles de transaction 
Les règles d’une partition unitemporelle de transaction. 
C.4.1 Mise en œuvre des exigences 
C.4.1.1 Règles d’unicité 
La clé de R@TS est formée de la clé de la relation initiale :  
 KEY {K}. 
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La clé de R@TF est formée de la clé de la relation initiale et de @u :  
 USING (@u) : KEY {K, @u}  
que met en oeuvre la contrainte suivante : 
!d-8$%""'0(+,,
-./0"#12/",#%""'0(,20%7$5">,9,
, #3d0,10,l(,,
, @A7#7,(,C,-.R/",,
, , 9,
,, , #3d0,10,l),,
, , @A7#7,9l(_6,D,l)_6;,1/8,9l(_3M,.&7#L150,l)_3M;,1/8,9l)_3M,.&7#L150,l(_3M;,
, , ;,
;<,
Finalement, si on désire garantir l’intégrité en tout temps et ne pas laisser ce soin au 
programmeur par l’entremise d’appels à COALESCE, il faut ajouter les deux invariants 
suivants (analogues aux règles TRM_VT-1-2_a et TRM_VT-1-2_a) : 
Pour éliminer la redondance et la circonlocution des tuples de la partie R@TF, il faut ajouter 
la contrainte suivante à la définition de la relation 
!d-8$%""'(')%*+,
-./0"#12/",#%""'(')%*,
,,,,#3"4,51-678,./,93M;<,
Pour garantir la non-redondance et la non-circonlocution des tuples de la partie R@TS en 
regard de R@TF, il faut ajouter l’assertion suivante :  
!d-8$%""'(')%=+,
-./0"#12/",#%""'(')%=,
,,,,20%7$5">,99#3"0,?.2/,#3"4;,@A7#7,3Z,CD,5.0"93M;;<,
C.4.1.2 Règles référentielles 
Puisque les clés candidates initiales sont maintenues au sein de la partie R@TS, il en va de 
mêmes des clés référentielles et les assertions référentielles peuvent être maintenues telles 
quelles. 
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Pour la partie R@TF, si on assume que la mise à jour se fait uniquement suite à une 
modification de la partie R@TS (et que les automatismes de report sont corrects), il est 
inutile d’y ajouter une assertion référentielle (c’est l’approche préconisée par Snodgrass). 
Toutefois, si la modification directe de R@TS est permise, pour chaque assertion référentielle 
(!"#$%&'#()#!&) du schéma initial, la contrainte suivante doit être ajoutée (analogue à TRM-
VT-9) : 
!d-8$%""'Y+,
-./0"#12/",#Z%#:%""'"",
@2"A,9,
,,,,H(,ID,7J"7/8,#:3"0,I,K3M,ID,2/"7#&1L!3ZIMNO+PQ,
,,,,H),ID,H(,K6:Q,3MPQ,
,,,,HE,ID,H),R/2./,#:3"4Q,
,,,,HS,ID,7J"7/8,#Z3"0,I,K3M,ID,2/"7#&1L!3ZIMNO+PQ,
,,,,HT,ID,HS,K6:Q,3MPQ,
,,,,HF,ID,#Z3&4,K6:Q,3MPQ,
,,,,HU,ID,HT,R/2./,HF;,I,,
R02/V,93M;,I,HU,[,HE<,
C.4.2 Synthèse 
Des configurations différentes de règles sont requises selon que les modifications ne sont 
permises que sur la partie R@TS ou non et selon que la compacité est garantie 
indépendamment avant chaque requête ou non (ce qui semble très aléatoire dans un contexte 
transactionnel).  
C.5 Règles bitemporelles 
C.5.1 Mise en oeuvre des exigences 
Les invariants qui suivent sont directement issus des exigences présentées à la section C.3.4 
appliquées aux périodes de validation (@d). Les périodes de transaction (@u et @o) sont 
réputées maintenues intègres en tout temps par les automatismes de modification (voir 
section C.10). 
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C.5.1.1 Règles d’unicité 
Pour chaque relation r, appliquer les règles suivantes selon le type de la partie :  
<"#%'+,Td5=,
La clé de R@BS est formée de la clé de la relation initiale et de @d :  
 USING(@d) : KEY {K, @d}  
que met en oeuvre la contrainte suivante : 
!d-8$%d0%0(+,,
-./0"#12/",#%d0'0(,20%7$5">,9,
, #3d0,10,l(,,
, @A7#7,(,C,-.R/",,
, , 9,
,, , #3d0,10,l),,
, , @A7#7,9l(_6,D,l)_6;,1/8,9l(_3:,.&7#L150,l)_3:;,1/8,9l)_3:,.&7#L150,l(_3:;,
, , ;,
;<,
Si on veut décharger le programmeur de la responsabilité d’appeler COALESCE, il faut 
plutôt reprendre les assertions [BCDM_TT-1-2_a] et [BCDM_TT-1-2_b] et les appliquer à la 
période @d de R@BS (elles seront alors désignées par [BCDM_BS-1-2_a] et [BCDM_BS-1-
2_b]). 
<"#%'+,Te"'d5=,
Les règles d’unicité des parties R_ai@BS sont identiques à celle d’une partie R@BS. 
<"#%'+,Td5W,
Il suffit de reprendre le même raisonnement que celui utilisé pour la partie R@BS. La clé de 
R@BS est formée de la clé de la relation initiale et de @d :  
 USING(@d) : KEY {K, @d}  
que met en oeuvre la contrainte suivante : 
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!d-8$'d4'0(+,
-./0"#12/",#%d4'0(,20%7$5">,9,
, #3d4,10,l(,,
, @A7#7,(,C,-.R/",,
, , 9,
,, , #3d4,10,l),,
, , @A7#7,9l(_6,D,l)_6;,1/8,9l(_3:,.&7#L150,l)_3:;,1/8,9l)_3:,.&7#L150,l(_3:;,
, , ;,
;<,
Si on veut décharger le programmeur de la responsabilité d’appeler COALESCE, il faut 
plutôt reprendre les assertions [BCDM_TT-1-2_a] et [BCDM_TT-1-2_b] et les appliquer aux 
périodes @d de R@BF (qui seront alors désignées par [BCDM_BF-1-2_a] et [BCDM_BF-1-
2_b]). 
<"#%'+,Te"'d5W,
Les règles d’unicité de la partie R_ai@BF sont identiques à celle d’une partie R@BF. 
C.5.1.2 Règles référentielles 
En présence d’une assertion référentielle (!"# $%&'# ()# !&), il faut assurer que la clé de 
destination est présente tout au long de la période de référence du tuple d’origine. Ceci est 
déjà garanti relativement à la période de transaction (par les modalités de modification), il 
suffit donc de s’en assurer relativement à la période de validation de façon analogue à la 
[BCDM_TT-9] :  
!d-8$%d0'Y+,
-./0"#12/",#Z%#:%""'"",
@2"A,9,
,,,,HE,ID,#:3d0,K6:Q,3:PQ,
,,,,HU,ID,#Z3d0,K6:Q,3:P,;,I,,
R02/V,93:;,I,HU,[,HE<,
que met en oeuvre la contrainte suivante : 
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!d-8$%d0'0Y+,,
-./0"#12/",#Z%#:%1#%,d0,20%7$5">,9,
,,#Z3d0,10,lZ,
,, ,,@A7#7,20%7$5">,,'',mnlGNGo*HGZO,:M,:n=MH,:\,g*,fnlGZ:\,
,,, , 9,
,, , #:3d0,
,, , @A7#7,6,D,lZ_6,
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,, , ;,
,, ,,.#,20%7$5">,,'',mnlGNGo*HGZO,:\,g*,NGO,:\,g*,fnlGZ:\,
,, , 9,
,, , #:3d0,
,, , @A7#7,6,D,lZ_6,
,, , ,,1/8,3:,0.5),lZ_3:,,
,, , ;,
,, ,,.#,/.",20%7$5">,,'',mnlGNGo*HGZO,:\B,fZGOHB,GOH\lkn:G*Gl\B,
,, , 9,
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,, , @A7#7,6,D,lZ_6,
,, , ,,1/8,,lZ_3:,0.5T,l:(_3:,,
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,, , , 9,
,, , , #:3d0,,10,l:),
,, , , @A7#7,l:)_6,D,l:(_6,
,, , ,,, 1/8,l:)_3:,0.5(,l:(_3:,
,, , , ;,
,, , ;,
;,
C.5.1.3 Règles d’inclusion temporelles 
Les parties d’une relation peuvent varier indépendamment. Le modèle BCDM manque de 
règles pour garantir l’intégrité temporelle des données entre les parties clés et les parties non 
clés d’une relation. Cependant, nous considérons que de telles règles sont essentielles pour 
garantir la cohérence temporelle entre les parties. Nous les avons donc spécifiées dans ce qui 
suit.  
<"#%'+(,Td5=,+%,Te"'d5=,
Pour garantir l’intégrité temporelle entre une partie R@BS et R_ai@BS, il faut garantir leur 
compacité. Une version simplifiée des règles [TRM_VT-3-6] et [TRM_VT-3x] peut donc 
être réutilisée, soit : 
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!d-8$%d0'E'F+,
-./0"#12/",#%*G%d0'E'F,,
@2"A,9,
,,,,HE,ID,#3d0,K6Q,3:PQ,
,,,,HU,ID,#%*G3d0,K6Q,3:P,;,I,,
R02/V,93:;,I,HE,D,HU<,
et 
!d-8$%d0'EW+,
-./0"#12/",#%*G%d0'E'W,
,,,,9,#3d0,K6P,X,#%*G3d0,K6P,;<,
<"#%'+(,Td5W,+%,Te"'d5W,
Les règles d’inclusion des parties R@BF et R_ai@BF sont identiques à celles des parties 
R@BS et R_ai@BS (au nom des parties près). 
C.5.2 Synthèse 
Le schéma bitemporalisé est composé d’une partition bitemporelle. Il est recommandé de 
créer des vues à partir des parties pour simplifier l’expressivité des requêtes. Une vue sur 
l’évolution de l’historique est créée par l’union des parties R@BF et R@BS :  
S+(,8"#%'+(,$6&(,
!&M\'#'R6+,
&1#,#3R6,&2#"R1L,,
9,
,,#3d4,
,,R/2./,,
,,97J"7/8,#3d0,I,K3M,ID,2/"7#&1L9!3Z,I/.@+;P,;,
;<,
S+(,8"#%'+(,/4/,$6&(,
!&M\'#%*G'R6+,
&1#,#%,*G3R6,&2#"R1L,,
9,
,,9#%*G3d4,R/2./,97J"7/8,#%*G3d0,I,K,*G3M,ID,2/"7#&1L9!3Z,I/.@+;P,;;,,
,,K6Q,*GQ,3:,10,*G3:Q,*G3M,P,
;<,
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S+(,8"#%'+(,/4/,$6&(,
!&M\'#'?R+,
&1#,#3?R,&2#"R1L,,
9,
,,#3R6,?.2/,#%*(3R6,?.2/,],?.2/,#%*O3R6,,
;<,
Les figures ci-dessous illustrent respectivement les parties avec les assertions et les vues 
bitemporelles issues d’une temporalisation BT.  
 
 Figure 32 – Modélisation bitemporelle selon BCDM 
Schéma temporalisé
k1
@d
@u
R@BF
k1
a1
@d
@o
R_a1@BS
k1
a2
@d
@o
R_a2@BS
k1
@d
@o
R@BS
k1
a2
@d
@u
R_a2@BF
k1
a1
@d
@u
R_a1@BF
Relation à bitemporaliser
K
@d
ai
ai@d
…
an
an@d
R!BT’
!""#$%&'()
*+&(,-."&'())%#/0'$#--#
BCDM
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Figure 33 – Vues bitemporelles selon BCDM 
C.6 Assertions référentielles temporellement mixtes  
Seules les exigences référentielles peuvent mettre en jeu des parties de catégorie différente. 
Pour adhérer à la proposition de Snodgrass, les parties @BS sont traitées indépendamment 
des parties @BF. Pour chaque assertion référentielle (!"#$%&'#()#!&) du schéma initial, quatre 
cas peuvent se présenter : 
S+(,8"#%'+(,d5=,
• Si Ro et Rd sont unitemporelles, il suffit de maintenir l’assertion référentielle initiale. 
• Si Ro est bitemporelle et Rd est unitemporelle, il suffit de maintenir l’assertion 
référentielle initiale. 
K
@d
@u
R@UK
K
@d
@u
R@BF
U
K
@d
@u
ai
ai@d
ai@u
an
an@d
an@u
V_R@JU
J
K
ai
ai@d
ai@u
R_ai@UK
K
ai
@d
@u
R_ai@BF
U
K
@d
@o
R@BS
 ! @u := [@o:Now]
K
ai
@d
@o
R_ai@BS
  ! @u := [@o:Now]
K
ai
an@d
an@u
R_an@UK
K
an
@d
@u
R_an@BF
U
K
an
@d
@o
R_an@BS
  ! @u := [@o:Now]
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• Si Ro et Rd sont bitemporelles, ajouter une assertion référentielle y participe Ro@BS 
et Rd@BS. 
!d-8$%d0'd0+,,
-./0"#12/",#Z%#:%,d0'd0,20%7$5">,9,
,,@2"A,,
,,9,
,,,,H(,ID,97J"7/8,#Z3d0,I,K3M,ID,2/"7#&1L9!3Z,I/.@+;P,;,
,,,,H),ID,97J"7/8,#:3d0,I,K3M,ID,2/"7#&1L9!3Z,I/.@+;P,;,
,,;,I,
,,H(,10,lZ,
,,@A7#7,20%7$5">,9,
,,, , H),
,,, , @A7#7,6:,D,lZ_6:,1/8,lZ_3M,X,3M,
,,, , ,,1/8,3:,0.5S,lZ_3:,,
,,, , ;,
,,, ,,.#,20%7$5">,9,
,,, , H),
,,, , @A7#7,6:,D,lZ_6:,1/8,lZ_3M,X,3M,
,,, , ,,1/8,3:,0.5),lZ_3:,
,,, , ;,
,,, ,,.#,/.",20%7$5">,9,
,,, , H),10,l:(,
,,, , @A7#7,6:,D,lZ_6:,1/8,lZ_3M,X,l:(_3M,
,,, , ,,1/8,,lZ_3:,0.5T,l:(_3:,
,,, , ,,1/8,20%7$5">,9,
,,, , , H),10,l:),
,,, , , @A7#7,l:)_6:,D,l:(_6:,1/8,l:(_3M,X,l:)_3M,
,,, , ,,, 1/8,l:)_3:,0.5(,l:(_3:,
,,, , , ;,
,,, , ;,
;<,
• Si Ro est unitemporelle et Rd bitemporelle, ajouter une assertion 
référentielle [BCDM_TS-BS] semblable à [BCDM_BS-BS] dans laquelle il suffit de 
remplacer les parties Ro@TS par Rd@BS 40. 
S+(,8"#%'+(,d5W,
• Les mêmes cas s’appliquent aux parties @BF, ajouter une assertion 
référentielle [BCDM_TF-BF] semblable à [BCDM_TS-BS] ou [BCDM_BS-BS] 
                                                
40  Comme on ne modifie pas les TF directement, l’assertion peut faire l’objet d’une simplification.  
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semblable à [BCDM_BF-BF] (selon le cas) dans laquelle il suffit de remplacer les 
parties semi-fermées par les parties fermées associées et retirer l’extension du @u. 
C.7 Règles complémentaires 
U4/,#&*%'6'("%'4/,-+(,$6&(,
Dans certains domaines d’application, l’utilisation des clés pour différentes périodes de 
validation non contigüe est interdite. La règle d’unicité doit être complété par l’assertion 
suivante, pour assurer la contigüité des tuples :  
!d-8$'d0'0)+,,
-./"#12/",#%d0'0),20%7$5">,9,
, 9#3d0,10,l(,?.2/,#3d0,10,l);,
, @A7#7,l(_6,D,l)_6,
, ,,1/8,l(3:,C,l)3:,,
, ,,1/8,20%7$5">,,
, , 9,
, , #3d0,10,lE,,
, , @A7#7,9lE_6,D,l(_6;,1/8,99lE_3:,0.5(,l(_3:;,.#,9lE_3:,0.5E,l)_3:;;,
, , ;,
,,, ;<,
f+(%'4/,-+,d*,+%,d4,"*,(+'/,-+(,8"#%'%'4/(,P'%+784#+66+(,
Dans la mesure où les périodes @u ne sont pas maintenues par le SGBD ou les modifications 
sont permises que les partie fermées (@BF et @TF), on peut même envisager de définir la clé 
ainsi : 
 USING (@d, @u) : KEY {K, @d, @u}  
et de transposer les assertions [BCDM_TT-1-2_a] et [BCDM_TT-1-2_b] aux périodes @u de 
R@BF (qui seront alors désignées par  [BCDM_BFu-1-2_a] et [BCDM_BFdu1-2_b]). 
C.8 Algorithme de construction d’un schéma bitemporel 
L’algorithme de construction est défini selon les règles de modélisation dans une perspective 
d’automatisation. Ci-dessous une illustration de l’algorithme de construction d’un schéma 
bitemporel incluant la création d’une partition unitemporelle de transaction afin de 
représenter les (éventuels) attributs non temporalisés. 
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Figure 34 – Étapes de construction d'un schéma bitemporel selon BCDM 
C.9 Exemple de construction d’un schéma bitemporel 
Soit le schéma initial en 5FN :  
Traitement BT Traitement NT
K
a1
@d
R_a1@BS’
REN a1@d : @d REN an@d : @d
PJ
 ADD @u 
K
an
@d
@u
R_an@BF
K
@d
@u
R@BF
K
a1
@d
@u
R_a1@BF
…
K
@d
R@BS’
K
an
@d
R_an@BS’
K
B
@u
R@TF
 ADD @u  ADD @u 
K
A
B
R!BT
K
@d
A
A@d
R!BT’
K
B
R!TT
PJ
 ADD @o
K
@d
@o
R@BS
 ADD @o
K
a1
@d
@o
R_a1@BS
 ADD @o
K
an
@d
@o
R_an@BS
 ADD @o
K
B
@o
R@TS
 ADD @u 
…
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Figure 35 – Schéma initial à temporaliser 
Le schéma initial est annoté selon le traitement temporel désiré (bitemporaliser les relations 
R1, R2, R3 ; ne pas temporaliser les attributs b1, b2) :  
 
 Figure 36 – Schéma initial annoté 
 
La première étape consiste à ajouter les attributs temporels appropriés et faire la 
décomposition PJ en entre les attributs temporalisés et les attributs non temporalisés (s’il y a 
lieu) : 
k1 : K1
a1 : A1
R1
k1 : K1
k2 : K2
a1 : A1
a2 : A2
R2
k1 : K1
a1 : A1
b1 : B1
b2 : B2
R3
!" !#
k1 : K1
a1 : A1
R1!BT
k1 : K1
k2 : K2
a1 : A1
a2 : A2
R2!BT
k1 : K1
a1 : A1
b1!NT : B1
b2!NT: B2
R!BT
!" !#
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Figure 37 – Schéma à bitemporaliser 
La temporalisation en BT selon le modèle BCDM génère le schéma bitemporel suivant. En 
plus des relations issues des partitions, des vues sont créées selon les règles de la section 
C.5.2. 
 
Figure 38 – Schéma bitemporel selon BCDM  
k1 : K1
@d : INTERVAL[JOUR]
a1 : A1
a1@d : INTERVAL[JOUR]
R1!BT’ k1 : K1
k2 : K2
@d : INTERVAL[JOUR]
a1 : A1
a1@d : INTERVAL[JOUR]
a2 : A2
a2@d : INTERVAL[JOUR]
R2!BT’
k1 : K1
@d : INTERVAL[JOUR]
a1 : A1
a1@d : : INTERVAL[JOUR]
R3!BT‘
!"
!#
k1 : K1
b1 : B1
b2 : B2
R3!TT
!"
k1
@d
@u
R3@BF
k1
@d
@u
R1@BF
k1
k2
@d
@u
R2@BF
k1
a1
@d
@u
R1_a1@BF
k1
a1
@d
@u
R3_a1@BF
k1
k2
a2
@d
@u
R2_a2@BF
k1
k2
a1
@d
@u
R2_a1@BF
k1
b1
b2
@o
R3@TS
k1
@d
@o
R3@BS
k1
@d
@o
R1@BS
k1
k2
@d
@o
R2@BS
k1
a1
@d
@o
R1_a1@BS
k1
a1
@d
@o
R3_a1@BS
k1
k2
a1
@d
@o
R2_a1@BS
k1
k2
a2
@d
@o
R2_a2@BS
k1
b1
b2
@u
R3@TF
!""#$%&'()
*+&(,-."&'())%#/0'$#--#
!""#$%&'()
$121$#(%&#--#)%#/0'$#--#
k1 k2
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Les deux sections qui suivent décrivent le schéma en SQL et en Discipulus. Le code définit 
seulement la structure. Les invariants sont définis pour le code engendré. 
C.9.1 Exemple codé en SQL 
Voici ci-dessous le code en SQL qui décrit le schéma bitemporel selon le modèle BCDM.  
CREATE TABLE R1_HISTORY 
( 
  k1 K1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start)  
); 
CREATE TABLE R1_a1_HISTORY 
( 
  k1 K1,  
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start) 
); 
CREATE TABLE R1_ARCHIVE 
( 
  k1 K1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop)  
); 
CREATE TABLE R1_a1_ARCHIVE 
( 
  k1 K1,  
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop) 
); 
CREATE TABLE R3_TT_CURRENT  
( 
  k1 K1, 
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  b1 B1,  
  b2 B2, 
  TT_start JOUR,  
  PRIMARY KEY (k1)  
); 
CREATE TABLE R3_TT_PAST 
( 
  k1 K1, 
  b1 B1,  
  b2 B2, 
  TT_start JOUR,  
  TT_stop JOUR, 
  PRIMARY KEY (k1, TT_start, TT_stop)  
); 
CREATE TABLE R3_HISTORY 
( 
  k1 K1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start) 
); 
CREATE TABLE R3_ARCHIVE 
( 
  k1 K1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop) 
); 
CREATE TABLE R3_a1_HISTORY 
( 
  k1 K1,  
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start) 
); 
CREATE TABLE R3_a1_ARCHIVE 
( 
  k1 INT,  
  a1 CHAR,  
  VT_begin DATE,  
  VT_end DATE,  
  TT_start DATE,  
  TT_stop DATE, 
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  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop) 
); 
CREATE TABLE R2_HISTORY  
( 
  k1 K1, 
  k2 K2,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start) 
); 
CREATE TABLE R2_ARCHIVE  
( 
  k1 K1, 
  k2 K2,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR,  
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop) 
); 
CREATE TABLE R2_a1_HISTORY 
( 
  k1 K1, 
  k2 K2, 
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start) 
); 
CREATE TABLE R2_a1_ARCHIVE 
( 
  k1 K1, 
  k2 K2, 
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR 
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop) 
); 
CREATE TABLE R2_a2_HISTORY 
( 
  k1 K1, 
  k2 K2, 
  a2 A2,  
  VT_begin JOUR,  
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  VT_end JOUR,  
  TT_start JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start)  
); 
CREATE TABLE R2_a2_ARCHIVE 
( 
  k1 K1, 
  k2 K2, 
  a1 A1,  
  VT_begin JOUR,  
  VT_end JOUR,  
  TT_start JOUR 
  TT_stop JOUR, 
  PRIMARY KEY (k1, VT_begin, VT_end, TT_start, TT_stop)  
); 
C.9.2 Exemple codé en TSQL 
Voici ci-dessous le code en TSQL [Snodgrass 1995], une extension de SQL pour conçu pour 
faciliter la création et l’interrogation d’un schéma temporel. Ce langage offre plusieurs 
raccourcis, un constructeur de type d’intervalle temporel PERIOD et des opérateurs de 
comparaison temporelle [Snodgrass 2000:12]. 
Deux mots-clés sont créés pour gérer les référentiels temporels : VALIDTIME, 
TRANSACTIONTIME. Le mot-clé peut être utilisé dans une définition d’une table 
(CREATE, ALTER), une instruction de modification (INSERT, DELETE et UPDATE) et 
une requête (SELECT). La génération des attributs temporels est prise en charge par le 
SGBD selon le référentiel. Nous remarquons que le langage impose une décomposition PJ 
(indirectement) puisqu’une seule période de validation et une seule période de transaction 
sont permises 
CREATE TABLE R1  
( 
  k1 K1, 
  a1 A1, 
  VALIDTIME AND TRANSACTIONTIME PRIMARY KEY (k1) 
) AS VALIDTIME PERIOD(DATE) AND TRANSACTIONTIME; 
 
CREATE TABLE R3  
( 
  k1 K1, 
  a1 A1, 
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  VALIDTIME AND TRANSACTIONTIME PRIMARY KEY (k1) 
) AS VALIDTIME PERIOD(DATE) AND TRANSACTIONTIME; 
 
CREATE TABLE R3_nontemporel  
( 
  k1 K1, 
  b1 B1, 
  b2 B2, 
  TRANSACTIONTIME PRIMARY KEY (k1) 
) AS TRANSACTIONTIME; 
 
CREATE TABLE R2  
( 
  k1 K1, 
  a1 A1, 
  a2 A2, 
  VALIDTIME AND TRANSACTIONTIME PRIMARY KEY (k1, k2), 
  FOREIGN KEY (k1) VALIDTIME AND TRANSACTIONTIME REFERENCES R1 (k1), 
  FOREIGN KEY (k2) VALIDTIME AND TRANSACTIONTIME REFERENCES R2 (k2), 
) AS VALIDTIME PERIOD(DATE) AND TRANSACTIONTIME; 
 
C.9.3 Exemple codé en Discipulus 
Voici ci-dessous le code en Discipulus pour définir un tel schéma bitemporel. 
SCHEMA S (BT, DATE, BCDM) : 
  
VAR R1 BASE RELATION  
{  
  k1 K1,  
  a1 A1 
} 
KEY {k1}; 
VAR R3 BASE RELATION 
{  
  k1 K1,  
  a1 A1 
  b1@TT B1,  
  b2@TT B2 
} 
KEY {k2}; 
VAR R2 BASE RELATION  
{  
  k1 K1,  
  k2 K2, 
  a1 A1,  
  a2 A2 
 188 
} 
KEY {k1, k2}; 
FOREIGN KEY {k1} REFERENCES R1 ; 
FOREIGN KEY {k2} REFERENCES R3 ; 
END SCHEMA. 
C.9.4 Code engendré en Discipulus 
T+6"%'4/(,-+,P"(+,
VAR R1@BS BASE RELATION  
{  
  k1 K1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
VAR R1@BF BASE RELATION  
{  
  k1 NUMBER,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R1_a1@BS BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
VAR R1_a1@BF BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R3@TS BASE RELATION  
{  
  k1 K1, 
  b1 B1,  
  b2 B2, 
  @o JOUR  
} 
KEY { k1, @o }; 
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VAR R3@TF BASE RELATION  
{  
  k1 K1, 
  b1 B1,  
  b2 B2 
  @u INTERVAL[JOUR] 
} 
USING(@u) : KEY { k1, @u }; 
VAR R3@BS BASE RELATION  
{  
  k1 K1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
VAR R3@BF BASE RELATION  
{  
  k1 K1,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R3_a1@BS BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
VAR R3_a1@BF BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R2@BS BASE RELATION  
{  
  k1 K1, 
  k2 K2,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
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VAR R2@BF BASE RELATION  
{  
  k1 K1, 
  k2 K2,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, k2, @d, @u }; 
VAR R2_a1@BS BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, @d }; 
 
VAR R2_a1@BF BASE RELATION  
{  
  k1 K1, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R2_a1@BS BASE RELATION  
{  
  k1 K2, 
  k2 K2, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, k2, @d }; 
VAR R2_a1@BF BASE RELATION  
{  
  k1 K1, 
  k2 K2, 
  a1 A1,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, @d, @u }; 
VAR R2_a2@BS BASE RELATION  
{  
  k1 K1, 
  k2 K2, 
  a2 A2,  
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  @d INTERVAL[JOUR], 
  @o JOUR 
} 
USING(@d) : KEY { k1, k2, @d }; 
VAR R2_a2@BF BASE RELATION  
{  
  k1 K1, 
  k2 K2, 
  a2 A2,  
  @d INTERVAL[JOUR], 
  @u INTERVAL[JOUR] 
} 
KEY { k1, k2, @d, @u }; 
!4/%#"'/%+(,
/**************************** INVARIANTS  R1 
*****************************/ 
// BCDM_BS_S1 k1 
CONSTRAINT R1_BS-S1 IS_EMPTY ( 
 R1@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R1@BS AS r2  
  WHERE (r1.k1 = r2.k1)  
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS_S1 a1 
CONSTRAINT R1_a1_BS-S1 IS_EMPTY ( 
 R1_a1@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R1_a1@BS AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 k1 
CONSTRAINT R1_BF-S1 IS_EMPTY ( 
 R1@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R1@BF AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
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// BCDM_BF_S1 a1 
CONSTRAINT R1_a1_BF-S1 IS_EMPTY ( 
 R1_a1@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R1_a1@BF AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS-3-6 
CONSTRAINT R1_a1_BS-3-6  
WITH ( 
    t3 := R1@BS {k1, @d}, 
    t7 := R1_a1@BS {k1, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BS-3x 
CONSTRAINT R1_a1_BS-3-x 
    ( R1@BS {k1} X R1_a1@BS {k1} ); 
// BCDM_BF-3-6 
CONSTRAINT R1_a1_BF-3-6  
WITH ( 
    t3 := R1@BF {k1, @d}, 
    t7 := R1_a1@BF {k1, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BF-3x 
CONSTRAINT R1_a1_BF-3-x 
    ( R1@BF {k1} X R1_a1@BF {k1} ); 
/**************************** INVARIANTS  R3 
*****************************/ 
// BCDM_BS_S1 k1 
CONSTRAINT R3_BS-S1 IS_EMPTY ( 
 R3@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R3@BS AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS_S1 a1 
CONSTRAINT R3_a1_BS-S1 IS_EMPTY ( 
 R3_a1@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R3_a1@BS AS r2  
  WHERE (r1.k1 = r2.k1) 
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    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 k1 
CONSTRAINT R3_BF-S1 IS_EMPTY ( 
 R3@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R3@BF AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 k1 
CONSTRAINT R3_a1_BF-S1 IS_EMPTY ( 
 R3_a1@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R3_a1@BF AS r2  
  WHERE (r1.k1 = r2.k1) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS-3-6 
CONSTRAINT R3_a1_BS-3-6  
WITH ( 
    t3 := R3@BS {k1, @d}, 
    t7 := R3_a1@BS {k1, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BS-3x 
CONSTRAINT R3_a1_BS-3-x 
    ( R3@BS {k1} X R3_a1@BS {k1} ); 
// BCDM_BF-3-6 
CONSTRAINT R3_a1_BF-3-6  
WITH ( 
    t3 := R3@BF {k1, @d}, 
    t7 := R3_a1@BF {k1, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BF-3x 
CONSTRAINT R3_a1_BF-3-x 
    ( R3@BF {k1} X R3_a1@BF {k1} ); 
//[BCDM_BS-BS] R3@TS->R3@BS 
CONSTRAINT R3_TS-BS IS_EMPTY ( 
  WITH  
  ( 
    t1 := (EXTEND R3@TS : {@u := INTERVAL([@o :NOW])} ) 
    t2 := (EXTEND R3@BS : {@u := INTERVAL([@o :NOW])} ) 
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  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k1 = ro.k1 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k1 = rd1.k1 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
    ) 
); 
//[BCDM_BS-BS] R3@TF->R3@BF 
CONSTRAINT R3_TF-BF IS_EMPTY ( 
  WITH  
  ( 
    t1 := R3@TF 
    t2 := R3@BF 
  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k1 = ro.k1 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k1 = rd1.k1 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
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    ) 
); 
/**************************** INVARIANTS  R2 
*****************************/ 
// BCDM_BS_S1 k1,k2 
CONSTRAINT R2_BS-S1 IS_EMPTY ( 
 R2@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R2@BS AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS_S1 a1 
CONSTRAINT R2_a1_BS-S1 IS_EMPTY ( 
 R2_a1@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R2_a1@BS AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS_S1 a2 
CONSTRAINT R2_a2_BS-S1 IS_EMPTY ( 
 R2_a2@BS AS r1  
 WHERE 1 < COUNT  
  ( 
  R2_a2@BS AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 k1,k2 
CONSTRAINT R2_BF-S1 IS_EMPTY ( 
 R2@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R2@BF AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 a1 
CONSTRAINT R2_a1_BF-S1 IS_EMPTY ( 
 R2_a1@BF AS r1  
 WHERE 1 < COUNT  
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  ( 
  R2_a1@BF AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BF_S1 a2 
CONSTRAINT R2_a2_BF-S1 IS_EMPTY ( 
 R2_a2@BF AS r1  
 WHERE 1 < COUNT  
  ( 
  R2_a2@BF AS r2  
  WHERE (r1.k1 = r2.k1) AND (r1.k2 = r2.k2) 
    AND (r1.@d OVERLAPS r2.@d) AND (r2.@d OVERLAPS r1.@d) 
  ) 
); 
// BCDM_BS-3-6 a1 
CONSTRAINT R2_a1_BS-3-6  
WITH ( 
    t3 := R2@BS {k1, k2, @d}, 
    t7 := R2_a1@BS {k1, k2, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BS-3x a1 
CONSTRAINT R2_a1_BS-3-x 
    ( R2@BS {k1, k2} X R2_a1@BS {k1, k2} ); 
// BCDM_BF-3-6 a1 
CONSTRAINT R2_a1_BF-3-6  
WITH ( 
    t3 := R2@BF {k1, k2, @d}, 
    t7 := R2_a1@BF {k1, k2, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BF-3x a1 
CONSTRAINT R2_a1_BF-3-x 
    ( R2@BF {k1, k2} X R2_a1@BF {k1, k2} ); 
// BCDM_BS-3-6 a2 
CONSTRAINT R2_a2_BS-3-6  
WITH ( 
    t3 := R2@BS {k1, k2, @d}, 
    t7 := R2_a2@BS {k1, k2, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BS-3x a2 
CONSTRAINT R2_a1_BS-3-x 
    ( R2@BS {k1, k2} X R2_a2@BS {k1, k2} ); 
// BCDM_BF-3-6 a2 
CONSTRAINT R2_a2_BF-3-6  
WITH ( 
 197 
    t3 := R2@BF {k1, k2, @d}, 
    t7 := R2_a1@BF {k1, k2, @d} ) :  
USING (@d) : t3 = t7; 
// BCDM_BF-3x a2 
CONSTRAINT R2_a2_BF-3-x 
    ( R2@BF {k1, k2} X R2_a2@BF {k1, k2} ); 
//[BCDM_BS-BS] R2@BS->R1@BS 
CONSTRAINT R2_R1_BS-BS IS_EMPTY ( 
  WITH  
  ( 
    t1 := (EXTEND R2@BS : {@u := INTERVAL([@o :NOW])} ) 
    t2 := (EXTEND R1@BS : {@u := INTERVAL([@o :NOW])} ) 
  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k1 = ro.k1 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k1 = rd1.k1 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
    ) 
); 
//[BCDM_BS-BS] R2@BS->R3@BS 
CONSTRAINT R2_R1_BS-BS IS_EMPTY ( 
  WITH  
  ( 
    t1 := (EXTEND R2@BS : {@u := INTERVAL([@o :NOW])} ) 
    t2 := (EXTEND R3@BS : {@u := INTERVAL([@o :NOW])} ) 
  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k2 = ro.k2 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
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    t2 
    WHERE k2 = ro.k2 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k2 = ro.k2 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k2 = rd1.k2 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
    ) 
); 
//[BCDM_BS-BS] R2@BF->R1@BF 
CONSTRAINT R2_R1_BF-BF IS_EMPTY ( 
  WITH  
  ( 
    t1 := R2@BF 
    t2 := R1@BF 
  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
    t2 
    WHERE k1 = ro.k1 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k1 = ro.k1 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k1 = rd1.k1 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
    ) 
); 
//[BCDM_BF-BF] R2@BF->R3@BF 
CONSTRAINT R2_B3_BF-BF IS_EMPTY ( 
  WITH  
  ( 
    t1 := R2@BF 
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    t2 := R3@BF 
  ) : 
  t1 AS ro 
  WHERE IS_EMPTY ( 
    t2 
    WHERE k2 = ro.k2 AND ro.@u X @u 
      AND @d SOP4 ro.@d  
    ) 
     OR IS_EMPTY ( 
    t2 
    WHERE k2 = ro.k2 AND ro.@u X @u 
      AND @d SOP2 ro.@d 
    ) 
     OR NOT IS_EMPTY ( 
    t2 AS rd1 
    WHERE k2 = ro.k2 AND ro.@u X rd1.@u 
      AND  ro.@d SOP5 rd1.@d 
      AND IS_EMPTY ( 
     t2 AS rd2 
     WHERE rd2.k2 = rd1.k2 AND rd1.@u X rd2.@u 
       AND rd2.@d SOP1 rd1.@d 
     ) 
    ) 
); 
 
c*+(,*/'%+784#+66+(,
// VUE R1 
VAR R1@UK VIRTUAL  
( 
  R1@BF UNION (EXTEND R1@BS : {@u := INTERVAL([@o:ufn])} ) 
); 
VAR R1_a1@UK VIRTUAL  
( 
  R1_a1@BF UNION (EXTEND R1_a1@BS : { a1@u := INTERVAL([@o:NOW])} ) 
  {k1, @d AS a1@d, a1@u} 
); 
VAR R1@JU VIRTUAL  
( 
  R1@UK JOIN R_a1@UK 
); 
// VUE R2 
VAR R2@UK VIRTUAL  
( 
  R2@BF UNION (EXTEND R2@BS : {@u := INTERVAL([@o:ufn])} ) 
); 
VAR R2_a1@UK VIRTUAL  
( 
  R2_a1@BF UNION (EXTEND R2_a1@BS : { a1@u := INTERVAL([@o:NOW])} ) 
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  {k1, k2, @d AS a1@d, a1@u} 
); 
VAR R1_a2@UK VIRTUAL  
( 
  R2_a2@BF UNION (EXTEND R2_a2@BS : { a2@u := INTERVAL([@o:NOW])} ) 
  {k1, k2, @d AS a2@d, a2@u} 
); 
VAR R2@JU VIRTUAL  
( 
  R2@UK JOIN R_a1@UK JOIN R_a2@UK 
); 
// VUE R3 
VAR R3@UK VIRTUAL  
( 
  R3@BF UNION (EXTEND R3@BS : {@u := INTERVAL([@o:ufn])} ) 
); 
VAR R3_a1@UK VIRTUAL  
( 
  R3_a1@BF UNION (EXTEND R3_a1@BS : { a1@u := INTERVAL([@o:NOW])} ) 
  {k1, @d AS a1@d, a1@u} 
); 
VAR R3@JU VIRTUAL  
( 
  R3@UK JOIN R_a1@UK 
); 
C.10 Modalités de modification 
La présente section propose une généralisation des règles de modification présentées dans le 
livre de référence [p. 306-315 et p. 322-328].  
Les modifications sont effectuées seulement à partir d’une partie @BS. Les parties @BF sont 
adaptées adéquatement selon le type de modification. La section suivante présente les règles 
de modifications bitemporelles (R@BS et R@BF) et les règles de modifications 
unitemporelles de transaction (R@TS et R@TF).  
 
C.10.1 Règles de modifications bitemporelles  
Les modifications sur une relation bitemporelle semi-fermées s’effectuent en plusieurs 
étapes. Les mêmes règles de modifications sont applicables sur la partie clés et les parties non 
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clés. Les parties bitemporelles fermées ne sont pas modifiées directement, leurs modifications 
dépendent des parties @BS correspondantes. 
Sans perdre de généralité, les règles de modification sont définies selon une relation qui 
contient un seul attribut clé (k) et un seul attribut non clé (ai). 
C.10.1.1 Insertion  
Lors d’une insertion, les tuples affectés sont ceux dont la nouvelle période de validation se 
chevauche avec la période de validation existante. Pour les autres une simple insertion sera 
suffisante. L’insertion d’un tuple ajuste la période de validation du nouveau tuple par rapport 
à la période de validation courante. Pour modifier la période de validation courante, il faut 
faire une mise à jour.  
9: ;+!<-!0%!1=%>(71=%!'(&!;Fd-!?!
9:9: @0&.)%)!6%!0A7>%(7!*7'6%!(>%1!6(!'.)+A-%!-%!*)(0&(1*+A0!<7BCDE?7/0F:!
G: ;+!<-!1=%>(71=%!;Fd-,?!
G:9: H)(IJ%0*%)!6%!*7'6%!%0!'67&+%7)&!*7'6%&!?!
G:9:9: !+0&.)%)!6%!0A7>%(7!*7'6%!(>%1!6(!0A7>%66%!'.)+A-%!-%!>(6+-(*+A0!K7+!1A))%&'A0-!L!?!<-:M!N!
J+0!O;Fd-FPP!<-:MFP!<-:*!N!J(Q!O;Fd-F%P!<-:*F!%*!6(!'.)+A-%!-%!*)(0&(1*+A0!<7BCDE?7/0FP!
G:9:G: +0&.)%)!6%&!(7*)%&!/)(IJ%0*&!(>%1!6(!'.)+A-%!-%!*)(0&(1*+A0!<7BCDE?7/0F:!
G:G: 5.'6(1%)!6%&!*7'6%&!K7+!&%!1=%>(71=%0*!-(0&!3<RH!(>%1!6%!'A+0*!-%!/+0!-%!6(!'.)+A-%!-%!
*)(0&(1*+A0!L!S!CDE!T:!
La figure ci-dessous présente les cas de chevauchements possibles et le résultat attendu après 
une insertion.  
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Figure 39 – Les cas d’insertion bitemporelle [Snodgrass 1995 p.321] 
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Case 2
Case 3
Case 4
Result:
Result:
Result:
Result: PV of row unchanged
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C.10.1.2 Suppression  
Une suppression termine la validité d’un tuple en supprimer la portion de la période de 
validation qui n’est plus applicable. Autrement dit, elle a pour rôle de réduire de la période de 
validation d’un tuple. La commande de suppression agit en fonction une période 
d’applicabilité (noté, pa, la portion à supprimer) qui est assignée à l’attribut @d du tuple à 
supprimer. 
Elle s’effectue en 4 étapes : 
1. Si @d comprend strictement y.@d : 
1.1. insérer un nouveau tuple équivalent avec une période de validation qui débute par 
y.@d.t et se termine par @d.t du tuple existant.  
2. Si @d chevauche ou comprend strictement ou termine y.@d : 
2.1. insérer un nouveau tuple équivalent avec une période de validation qui débute par 
@d.b du tuple existant et se termine y.@d.b, 
2.2. déplacer les tuples sélectionnés dans la partie R@BF correspondante avec le point de 
fin de la période de transaction à « NOW ». 
3. Si @d chevauche ou jouxte y.@d : 
3.1. insérer un nouveau tuple équivalent avec une période de validation qui débute y. @d.t 
et se termine à par @d.t du tuple existant,  
3.2. déplacer les tuples sélectionnés dans la partie R@BF correspondante avec le point de 
fin de la période de transaction à « NOW ». 
4. Si @d débute, comprend, termine ou est égal à y.@d : 
4.1.  déplacer les tuples sélectionnés dans la partie R@BF correspondante avec le point 
de fin de la période de transaction à « NOW ». 
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La figure ci-dessous présente les cas d’intersection possibles et le résultat attendu après une 
suppression.  
 
 
Figure 40 – Les cas de suppression bitemporelle [Snodgrass 1995 p.215] 
Case 1
Case 2
Case 3
Case 4
Result:
Result:
Result:
Result: entire row deleted
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PA
PV
PA
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C.10.1.3 Mise à jour  
La mise à jour d’un tuple augmente la période validité de celui-ci. Autrement dit, la mise à 
jour permet d’insère le tuple à corriger dans la partie R@BF correspondante avec une période 
de transaction qui se termine au moment de la transaction @u.t = NOW. La commande de 
modification agit en fonction une période d’applicabilité (noté, pa, la portion à mettre à jour) 
qui est assignée à l’attribut @d du tuple à mettre à jour. 
Une mise à jour s’effectue en 5 étapes : 
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1. Si @d chevauche ou comprend strictement ou termine y@d : 
1.1. insérer un nouveau tuple équivalent avec une période de validation qui débute par 
@d.b du tuple existant et se termine à par y@d.b. 
2. Si la @d chevauche ou jouxte y@d : 
2.1. insérer un nouveau tuple équivalent avec une période de validation qui débute par 
y@d.t et se termine à par @d.t du tuple existant.  
3. Si y@d inclut @d : 
3.1. insérer le nouveau tuple, 
3.2. déplacer les tuples sélectionnés dans la partie R@BF correspondante avec le point de 
fin de la période de transaction à « NOW ». 
4. Si @d chevauche ou comprend strictement ou termine y@d : 
4.1. insérer un nouveau tuple équivalent avec une période de validation qui débute par ki : 
vi : @d.b et se termine par @d.t du tuple existant, 
4.2. déplacer les tuples modifiés dans la partie R@BF correspondante avec le point de fin 
de la période de transaction à « NOW ». 
5. Si @d chevauche ou jouxte y@d : 
5.1. insérer un nouveau tuple équivalent avec une période de validation qui débute @d.b 
du tuple existant et se termine par y@d.t,  
5.2. déplacer les tuples sélectionnés dans la partie R@BF correspondante avec le point de 
fin de la période de transaction à « NOW ». 
La figure ci-dessous présente les cas d’intersection possibles et le résultat attendu après une 
mise à jour.  
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Figure 41 – Les cas de mise à jour bitemporelle (Snodgrass 1995 p.220] 
PV
PA
PV
PA
PV
PA
PV
PA
Case 1
Case 2
Case 3
Case 4
Updated portion:
O ld value retained:
Updated portion:
O ld value retained:
Updated portion:
O ld value retained:
Result: entire row updated
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C.10.2 Règles de modification unitemporelle de transaction 
Les modifications unitemporelles de transaction s’effectuent seulement à partir de la partie 
R@TS. La partie R@TF est alimentée indirectement en déplaçant des tuples de R@TS vers 
R@TF.  
C.10.2.1 Insertion 
Une insertion s’effectue en insérant le nouveau tuple la partie R@TS avec @u.b = NOW. 
Elle ne change pas la partie R@TF. 
!""%2/0+,
2/07#"%""9#,#7L1"2./Q,`,"R5L7;,
K,
2/07#",#3"0,#7L1"2./,K,7J"7/8,`,I,K,3Z,ID,/.@,P,P<,
P<,
C.10.2.2 Suppression 
Une suppression d’un tuple s’effectue en déplaçant le tuple à supprimer dans la partie R@TF 
avec le point de fin de la période de transaction à @u.t = NOW et en supprimant le tuple de 
R@TS. 
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2/07#",#3"4,#7L1"2./,K,7J"7/8,"(,K,3M,ID,2/"7#&1L9!3ZQ/.@;;P,P<,
87L7"7,#3"0,K,"(,P<,
P<,
C.10.2.3 Mise à jour  
Une mise à jour s’effectue en déplaçant le tuple à corriger avec ces anciennes valeurs et @u.t 
= NOW dans la partie R@TF, puis ajoute les nouvelles valeurs du tuple à corriger dans la 
partie R@TS.  
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Mise à jour d’un attribut non clé :  
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C.10.3 Synthèse  
Les règles de modification complètent la structure du schéma temporel. Les modifications sur 
les parties @BF sont interdites. Toutes les modifications passent par les parties @BS.  
La figure ci-dessous illustre le schéma temporalisé avec les règles de modification selon 
BCDM de l’exemple présenté à la section C.9 : 
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Figure 42 – Schéma bitemporel selon BCDM (avec les règles de modifications) 
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Annexe D 
Traitement des clés multiples  
Sans perte de généralité, le cas des relations à clés multiples n’est traité ni par le modèle 
TRM ni par le modèle BCDM. L’argument est présenté ci-après. 
Soit R {k11, k12, k21, k22, x1, x2} une relation non temporelle en 5FN avec deux clés 
{k11, k12} et {k21, k22}. Les dépendances non triviales applicables à R sont les 
suivantes : 
• DF1 : {k11, k12} ⟶ {k21, k22, x1, x2} ; 
• DF2 : {k21, k22} ⟶ {k11, k12, x1, x2} ; 
• DJ := "{{k11, k12, b1, b2}, {k11, k12, k21, k22}} 
En choisissant arbitrairement une clé comme « primaire », ici {k11, k12}, la relation est 
décomposée en :  
• R1 {k11, k12, x1, x2} KEY {k11, k12}; 
• R2 {k21, k22, k11, k12} KEY {k21, k22} KEY {k11, k12} REF {k11, k12} -> R1; 
Ainsi R1 peut être exprimé sous la forme à clé unique ({k11, k12 }, {x1, x2}, {}, {}), de 
même R2 sous la forme ({k21, k22}, {k11, k12}, {}, {}). 
Il suffit maintenant de faire « disparaitre » la contrainte KEY {k11, k12} en la 
transformant en la contrainte générale CHECK (#R2 = #(R2 ) {k11, k12})). 
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On constate finalement que la décomposition de R en R1 et R2 est facultative et que la 
contrainte générale pourrait être exprimée directement sur R, en intégrant les attributs 
de la clé « secondaire » dans les attributs non clés. 
Cet argument s’applique aisément à un nombre arbitraire de clés et à un nombre arbitraire 
d’attributs par clé. 
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Glossaire 
Abstraction temporelle 
Un processus de détection des partons temporels de haut niveau à partir des données 
temporalisées. 
Bitemporalisation 
C’est le processus de temporalisation selon un deux référentiels temporels (le 
référentiel de validation et le référentiel de transaction). 
Dossier clinique informatisé (DCI) 
Un dossier patient informatisé local tenu par un établissement (hôpital, CLSC, etc.) de 
santé. Ce dossier contient tous les renseignements par les cliniciens de cet établissement 
lors des consultations, des traitements et des hospitalisations d’un patient 
[Gouvernement du Québec 2013]. 
Dossier de santé du Québec (DSQ) 
Outil mise à disposition des médecins et des professionnels de la santé du Québec, qui 
permet de collecter et conserver certains renseignements de santé (médication, résultats 
de laboratoire, résultats de radiographie, etc.) et de les conserver dans des banques de 
données hautement sécurisées [Gouvernement du Québec 2013].  
Dossier médical électronique (DMÉ) 
Un dossier patient informatisé local tenu par un médecin dans son bureau ou dans la 
clinique où il travaille. Ce dossier contient tous les renseignements consignés par le 
médecin au sujet d’un de ses patients [Gouvernement du Québec 2013].  
Entrepôt de données 
La définition la plus connue est celle d’Inmon41 (librement traduit de [Inmon 2005]) 
« un entrepôt de données est un ensemble de données orientées-sujet, intégrées, 
variables selon le temps, non volatiles utilisées pour la gestion de prises de décisions ». 
Entrepôt de données  
« un entrepôt de données est un ensemble de données orientées-sujet, intégrées, 
variables selon le temps, non volatiles utilisées pour la gestion de prises de décisions ». 
(librement traduit de [Inmon 2005]). 
Flux de travail clinique 
Un ensemble d’activités formé de tâches ordonnées, assignées à des entités (agent 
                                                
41 ”A data warehouse is a subject-oriented, integrated, time variant and non-volatile collection of data in support of  
management decisions.”  
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humain ou une machine) pour atteindre un but. C’est une technique de modélisation 
d’un processus clinique [Adlassnig et al. 2006]. 
Interopérabilité 
Capacité que possèdent des systèmes informatiques hétérogènes à fonctionner 
conjointement, grâce à l’utilisation de langages et de protocoles communs, et à donner 
accès à leurs ressources de façon réciproque [Office québécois de la langue française]. 
Logique des intervalles 
La logique des intervalles (Interval Temporal Logic ITL) une théorie pour le 
raisonnement propositionnel sur les intervalles de temps [Cau and Moszkowski 1996]. 
Mixité temporelle 
Un schéma ayant des relations de différentes catégories temporelles, en particulier des 
relations non temporalisées. 
Modèle 
Les concepts de « modèle de données », de « schéma de données » (data schema) et de 
« structure de données » sont souvent confondus. En effet, si le modèle est la 
représentation de l’organisation des données et le schéma, le diagramme qui les 
présente, c’est la structure de données qui détermine physiquement la disposition de ces 
données dans le SGBD.  Le rôle du modèle de données est d’inventorier, de décrire et 
d’organiser les données pour lesquelles la base de données sera créée [Office québécois 
de la langue française]. 
Ontologie 
Ensemble d’informations dans lequel sont définis les concepts utilisés dans un langage 
donné et qui décrit les relations logiques qu’ils entretiennent entre eux [Office 
québécois de la langue française].   
Processus ETL 
Outil informatique qui est destiné à extraire des données de diverses sources (bases de 
données de production, fichiers, Internet, etc.), de les transformer et de les charger dans 
un entrepôt de données [Office québécois de la langue française]. 
Propriétés ACID 
Les propriétés ACID (atomicité, cohérence, isolation et durabilité) sont les propriétés 
de mise en œuvre d’une transaction que tout SGBD relationnel doit respecter pour 
garantir l’intégrité des données. 
Source de données  
système, application ou bases de données fournisseur de données à l’entrepôt de 
données 
Temporalisation 
Le processus de transformation d’un schéma non temporel à un schéma temporel. Les 
transformations sont effectuées sur la base d’un modèle temporel fondé tout en assurant 
une représentation et une sémantique temporelle unifiée ainsi qu’une structuration 
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garantissant l’intégrité et la complétude des données et facilitant l’expressivité des 
requêtes temporelles. 
Unitemporalisation 
C’est le processus de temporalisation selon un seul référentiel temporel (le référentiel 
de validation ou le référentiel de transaction).  
Utilisation secondaire des données 
Réutilisation des données produites par des systèmes (ou des processus) pour différents 
types d’analyse partageable et exploitable par un tiers. 
 
