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Section S1. Mobility calculation
To calculate the mobility of the graphene channel (with and without PQD), total resistance of the device is plotted as a function of the back gate voltage (V BG ) and the dirac point (V dirac ) has been noted down. Using a back gate capacitance (C BG ) corresponding to the SiO 2 insulating layer and neglecting the quantum capacitance of graphene (since it is much larger than the insulator capacitance), the carrier concentration; n(V BG ) is obtained by the following equation.
where, e is the electronic charge.
In a transistor, where carriers transport can be described by drift-diffusive model 43 , the total resistance is described by
where R c considers the contact resistance between source/drain, L and W specify the length and width of the channel respectively and n 0 is the residual carrier concentration and μ is the mobility of the channel. By fitting this model to the measured data ( Fig. S6) , we can extract the mobility along with other parameters like n 0 and R c . showing the change in drain current due to a varying the off time (or delay) between two consecutive light pulses having pulse width of 5 s. Light intensity and wavelength remain constant at 1.1 μW/cm 2 and 440 nm respectively. 2 and 440 nm respectively. The ratio of the final current to the initial current tends to increase as number of pulses increases. This clearly depicts the transition of the device from short term plasticity to long term plasticity. For pattern recognition, we conducted both facial recognition and number recognition. For facial recognition, we used portraits from 4 persons. In order to have testing dataset which has different images from the training set, we vary the light intensity and the face angle, which is shown in Fig.  S10 . The input neuron size is 7000, which is equal to the total pixels of one portrait (100×70). The output neuron size is 10 in order to have good accuracy. For MNIST dataset, the input neuron size is 784 (28×28) and the output neuron size is 64. The results of MNIST dataset recognition are shown in Fig. S11 , which show the synaptic weights of each output neurons and the accuracy is around 44.1% after 10 epochs. For simulation, we followed the protocols described in 41 . They were focused on electrical synapses while for our photonic synapses, both optical and electrical signals are used to change the conductance of the device. The add-on sensors will sense the external environmental signals and then transform them to presynaptic spikes. The postsynaptic current is integrated by output neurons. Once the summed postsynaptic current is beyond the threshold, the output neuron spikes and this signal goes back to the synapse to adjust its property with the input presynaptic spike. Compared to electrical synapses, the chip realization of our photonic synapses might need optical/electrical switch as well as both optical and electrical spike realizations. An increase or decrease of the device conductance is fitted by
However, in real biological system, the weight change of the synapse is also related to the time interval between the pre and post synaptic spikes. In our case, we considered the simplified STDP learning rule without considering the time interval effect, which makes the neuron circuits much easier to develop. Neurons are leaky integrate-and-fire types, which integrate postsynaptic currents and spike once the currents reach the threshold. The characteristic can be modeled by a simple equation
= −
where is a time constant, V is the state variable (voltage) of the neuron and I post is the summed post synaptic current which goes into the output neuron. In addition, to mimic the homeostasis inside of biological system, the following equation is included in the simulation for output neurons
where A is the mean firing rate of a neuron, T is the target firing rate and is a constant. The role of homeostasis is to adjust the thresholds of neurons. The meaning of the homeostasis is to adjust the thresholds of neurons. If the mean fire rate of the neuron is above the target, the threshold of this neuron will increase. This is to make sure all the output neurons are used and make each one specialized for the stimuli. 
Number of pulses
We performed unsupervised machine learning by simulation, of which the label work is done after training. After training/learning, we labeled each output neuron with its corresponding figure. Then when testing, we input different dataset from the training dataset and check the accuracy of the output with the labeling. 
