It is useful for automatic video shooting in a lecture room to estimate the location of a speaker in the lecture room. The captured videos are used for distance learning and lecture archiving systems. In order to estimate the location of a speaker in a wide lecture room, multiple cameras and multiple microphones are used. However, it is difficult to estimate the precise location of a speaker using only visual or acoustic sensors because of calibration problems, noise, and other interference. Therefore, we propose a method that integrates audio and visual information from a speaker in the lecture room. A lecturer's cell and a student's cell ared introduced as a unit of estimation of the location of a speaker. We defined 120 cells in a real lecture room and our multi-modal method were applied to the cells. The estimation accuracy of the location of a speaker is sufficient for automatic video shooting of a speaker in a lecture room by our integrating method. †
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1 1 1 ( ) Fig. 1 . Example of a lecture room.
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Lecturer's Area Table 3 . Estimation error of the location of a sound source with air-conditioning. Table 4 . Estimation error of the location of a sound source without air-conditioning. 
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( ) Table 5 . Estimation error of the location of a speaker. 
