Abstract -This paper presents a dense reconstruction algorithm to obtain a 3D scene with depth information from a pair of images. Accuracy of 3D reconstruction is usually dictated by the correspondence computation between the images. We use Epipolar geometry to improvise the performance of the coarse correspondence matches, and propose to further solve dense correspondence upon these coarse matches through a Epipolar geometry filter and an intensity-based thin plate spline interpolation. We also design systematic evaluation schemes to quantitatively measure the accuracy of this dense 3D reconstruction system.
Introduction
Reconstructing a 3D scene from 2D images has been one fundamental research topic in computer vision due to the high demand for the extraction and understanding of 3D contents in various applications like gaming, object recognition and tracking, human computer interaction, 3D modeling, parts inspection, to name a few. The method for 3D reconstruction can be broadly classified into two types [1] , namely, active and passive methods. In active methods, special types of light sources like Microsoft Kinect sensor or laser scanners are used to obtain the depth of the scene. While in passive methods, no special light sources are used and the reconstruction is from the regular RGB images. Despite the recent development of active scanning hardware, regular cameras are still more widely use due to their inexpensive cost, high pixel resolution/accuracy, and high frame rates. Passive reconstruction methods can further be classified into two types. The first is by using pre-calibrated rigs, where two or more cameras are placed in a fixed position around the target object. In this method, the motion between the cameras are already known which makes the reconstruction easier. The other method is by using the Structure from Motion technique where only a single camera is used to take sequential pictures of the same scene from different orientations. The former method is expensive and difficult, as it requires elaborate calibration and camera setup, and probably re-calibration for deformed or different objects. The latter method is cheap and general, as it only requires a digital camera to perform the reconstruction [1] .
In this paper, we study a passive reconstruction method for regular color or gray-scale images, and we develop a Structure from Motion algorithm by using just two images of the scene at different orientations. The main advantage of using passive method is that it does not require any special camera or light sensors for 3D reconstruction. On the downside, lacking depth information of the scene, at least two images are required to calculate the depth. There are two big challenges in passive 3D reconstruction method. The first one is to find the accurate coarse (feature) correspondence between the two images, because the computation of a correct relative transformation between the image pair, and hence, the stitching of these two images, directly depends on the accuracy this coarse correspondence. The second challenge is to find the dense correspondence (based on the computed coarse correspondence) between pixels on both images, because to get a dense 3D point cloud to represent the scene with enough details, we need to triangulate not only the corresponded features but also dense pixels. In most existing literature, algorithms have been developed to solve only coarse correspondence, which is not sufficient for 3D reconstruction of fine details in the scene.
Main Contribution. In this paper, we present a dense 3D reconstruction system using two images of the scene taken with a normal digital camera. We effectively obtain initial coarse correspondence and extrinsic camera parameters for the reconstruction using epipolar geometry. Then, a novel method is developed to get accurate dense correspondence using epipolar geometry and intensity-constrained thin-plate spline interpolation. Systematic evaluation methods are also proposed for dense 3D reconstruction systems.
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3D reconstruction problem. Many research have been done in the development of image matching by using a set of local interests points. The Harris Detector [2] is a widely used corner and edge feature detector. A Harris matrix is constructed based on the derivatives near each point and a corner feature corresponds to a Harris matrix with two large, positive eigenvalues. Lowe [3] developed the widely-used SIFT descriptor to find the distinctive image features that is scale and rotation invariant and also provides robust matching across addition of noise, change in the viewpoint of the three dimensional scene, variation in illumination and some range of affine distortion.
Although coarse correspondence matches can be used to find the parameters required for 3D reconstruction, it is often necessary to find the dense correspondence matches [4] in order to reconstruct the scene especially when some non-rigid deformation exists in the scene during imaging, hence a free-form 3D mapping [5] needs to be established for a dense correspondence. Various methods have been developed to find dense correspondence matches from coarse correspondence, such as using harmonic scalar fields [6, 7, 8, 9] , biharmonic scalar fields [10] , triangular B-spline functions [11] , or tensorproduct B-spline functions [12, 13, 14, 15] . In this work, we adopt a more efficient dense correspondence interpolation scheme using the thin-plate splines [16] .
Background
The mathematical modeling of image formation process when more than one camera is used to represent the same scene is given in the following equation (please refer to [?] for more details): 
or simply written as Zm = KP e M , where M is the 3D homogeneous coordinates of the scene point in real world and m is the corresponding 2D homogeneous coordinates on the image plane. K matrix contains focal length α and principal points p expressed in pixel coordinates which are known as intrinsic parameters. P e matrix contains rotational r and translational t elements which are known as extrinsic parameters. 3D reconstruction is the reverse process of image formation. Based on (1), the objective is to find the intrinsic and extrinsic parameters in order to get the 3D points M for the corresponding 2D points m.
The concept of epipolar geometry is essential to derive the extrinsic parameters for 3D reconstruction [?].
When we take two images of the same scene from two different views, there prevails an intrinsic projective geometry between them which is known as the Epipolar geometry [17] . Suppose a point X in 3D space is being imaged by two different views at x and x , then the epipolar geometry gives the relation between x and x . Accordingly, the point x in the first image maps to the epipolar line l in the second image.
The line joining the camera centers c and c of the two views is known as baseline. Any plane which contains the baseline is called as epipolar plane. An epipolar line is the line where the epipolar plane intersects with the image plane. All the epipolar line intersects at epipole [17] . The fundamental matrix represents the epipolar geometry in algebraic form [17] . One of the most important property of the fundamental matrix is that if x and x are the corresponding points then
The extrinsic parameters can be found from the fundamental matrix by decomposing F into rotational and translational elements.
Our Reconstruction Pipeline
Our reconstruction is done by using two images of the same scene, taken from two different views. A normal digital camera, whose focal length is maintained unchanged is used to take the images. camera calibration is a necessary first step to estimate the intrinsic parameters for unambiguous (up to rigid transformations) 3D reconstruction [17] . We adopt the Zhang's algorithm [18] , which is flexible and efficient, for calibrating the camera to find the K matrix. After the camera is calibrated, where its focal length is fixed and remains unchanged, we solve a coarse correspondence (Sections 4.1 and 4.2), then compute the dense correspondence (Section 4.3). Finally, triangulation is done to each pair of corresponding pixels to reconstruct that point's 3D coordinates.
Feature extraction and matching
Computing coarse correspondence between the pair of given images is critical, because the estimation of the fundamental matrix directly depends on this matching result. We adopt the SURF feature detector [19] for efficient feature extraction. The extracted features are invariant to scale and rotation. On the detected keypoints and their descriptors, we apply a Brute Force (BF) K-Nearest Neighbor (KNN) matching strategy to match these keypoints. Each keypoint is correlated with FrP7.6 two best matches. Then, we perform a ratio test to eliminate obvious incorrect matches obtained from the BF matcher [3] . Let d 1 and d 2 be the two best distances which gives the least difference between two feature descriptors, returned by BF KNN matcher. The ratio of d 1 and d 2 is calculated.
If the ratio is lesser than or equal to a given threshold τ , then the matches are considered to be goog while the rest of the matches are eliminated. In this paper, the threshold is set as 0.5.
Correspondence Refinement
The rotation and translation between the cameras can be found using the Fundamental matrix F . Based on the property of the fundamental matrix F , given in (3), F can be found directly from the correspondence matches between the image pairs. In this paper, we use the normalized 8-point algorithm [17] for computing F .
The initial correspondence matches obtained after Ratio test are contaminated by outliers. This is because, most of the feature matching technique takes mathematical model that approximates the complex real situation. This in turn willl affect the estimate of fundamental matrix. Therefore the outliers are removed taking advantage of the geometrical constraint introduced by the motion of camera. RANSAC algorithm is used to remove the outliers [20] . A random sample of minimum 8 corresponndence points obtained after SURF and ratio test are chosen to compute F . Then the distance d ⊥ is calculated for each correspondence pairs [17] . The distance measures tells whether the given pair of corresponding points satisfies the epipolar constraint given in (3). Those correspondence pairs that satisfies the epipolar constraint are considered as inliers. This process is repeated for N samples, where N is determined adaptively such that atleast one of the points are free from outliers [20] . The final set of inliers obtained after running N trials is taken as new initial correspondence points and the Fundamental matrix is calculated again using the new correspondence matches which are free from outliers. This improves the result of reconstructed 3D points which will be shown in Section 5.
Coarse to dense correspondence points
Feature extraction and matching provides only coarse correspondence between the images, to reconstruct 3D scene in detail, we need to further find dense correspondence between corresponding pixels in the images.
Thin-plate Splines. In [16] Bookstein proposed a model for interpolating surface with few initial scattered data over the surface, known as the thin-plate splines.
This technique provides a smooth interpolation between a set of points known as control points. The surface is interpolated based on a condition that the surface passes through all the control points with least bending. Thus these control points acts as a position constraints which will lead to less bending. The surface is defined by
where r is the distance x 2 + y 2 . The negative sign indicates that the surface is slightly dented in this pose. Positive sign indicates that the surface is slightly convex in this pose. In this paper, thin-plate spline interpolation is used for finding the dense correspondence between the images. The initial correspondence points obtained from SURF are considered as the control points. If (x, y) is the position of a pixel in the first image then after moving the camera the new position or the mapping of the corresponding pixel should be (x + dx, y + dy) in the second image. Thus for each pixel in the first image, the displacement (dx, dy) has to be found to get the corresponding pixel position in the second image. The surface which is least bent is given by
w iy U (|P iy − (y)|) (6) where the first three terms can be considered as the least square fitting term that defines the plane which best fits all the control points [16] . The last term provides the bending energy which are given by n control points. P i is the set of control points in the first image. (x, y) is the point in the first image for which the corresponding point has to be found in the second image. w i is the weight associated with the input control points. Before finding the mapping, the initial step is to find all the weights w i for the given control points. Once the weights are calculated, all the values can be given to (6) to get the mapping separately in x and y direction.
The initial control points obtained from the SURF features and descriptors are in the range of thousands, while the final dense correspondence points obtained from thin plate spline interpolation are expected to be in the range of millions. Since the ratio of the final and initial correspondence points is very high, the final matching points obtained from thin-plate spline are not very accurate. We propose a new method to improve the accuracy of dense image matching using two constraints.
Epipolar geometry constraint. The dense correspondence matches obtained from the thin plate spline interpolation are considered as good matches, if it satisfies the epipolar geometry constraint given in (3). The FrP7.6 constraint is checked for a particular threshold range between t u and t l as it will not be zero practically. If
then the correspondence points are considered for 3D reconstruction. The upper and lower thresholds are chosen adaptively depending on the error tolerance level for each image pairs. The reason for choosing the threshold adaptively is that different images might have different range of thresholds to get dense correspondence points with minimum error. The threshold range can be chosen adaptively based on the frequency distribution of the values of x T F x. There is a trade off between the number of matching points and the reprojection error. If the threshold range is kept closer to zero, the number of dense correspondence points obtained will be lesser but the reprojection error will be lower. On the other hand if the threshold ranges is chosen away from zero, the number of dense correspondence points obtained will be higher but the reprojection error will also be increased. The users can decide the threshold range depending on the percentage of final correspondence points required for reconstuction and the percentage of error that can be tolerated for different applications.
Intensity constraint. The intensity values of the correspondence points are compared to further eliminate incorrect matches. Let I 1i be the intensity value of the i th pixel in the first image and I 2i be the intensity value of the i th pixel in the second image. The difference in intensity values between the correspondence points is given by
In practice, there might be minor variations in the intensity values between two views due to the change in pose and the effect of illumination accordingly. Thus, the difference in intensities lesser than a particular threshold t I , |ΔI i | < t I , is chosen as the second constraint to get the final good dense matching points for the reconstruction. The difference in intensity values will be different for different image pairs based on the variations in pose and illumination.Therefore the threshold is calculated for every image pairs. The average of difference in intensities between the correspondence matches is considered as the threshold for each image pairs.
where, n is the total number of correspondence points.
Calculating the extrinsic parameters and triangulation
To get the extrinsic parameters from the Fundamental matrix, the assumption about calibration matrix K has to be removed from the fundamental matrix F . The Fundamental matrix without intrinsic parameters is known as the Essential matrix E [17] . The rotation and translation element can be found by decomposing the essential matrix using Singular Value decomposition [17] . The first camera matrix is assumed to be fixed with no rotation and translation. P = [I|0]. Where I is the 3 × 3 Identity matrix. The second camera matrix P = [R|T ] recovered from the essential matrix has rotated and translated in relation to the fixed one.
Triangulation is the final step in 3D reconstruction. Once the camera matrices are found, the relation between 2D points and 3D points can be written as x = P X and x = P X [17] . In our implementation, we have used linear inhomogeneous method to triangulate the 2D points [17] which gives the 3D reconstructed points.
Experimental Results
Canon PowerShot SX170 IS is used to take all the images. The resolution of the image is 3456×4608. The camera is first calibrated to get the intrinsic parameters. The left and right images shows the coarse 3D reconstructed points before and after refining the correspondence matches respectively Figure 1 depicts the input images of cube taken at two different orientations. From Figure 2 it is evident that, refining the correspondence matches and Fundamental matrix improves the 3D reconstruction. The left image in figure 2 shows the erroraneous 3D reconstructed points highlighted in yellow region, which is FrP7.6 eliminated in the right image. The reprojection error is calculated before and after refining the matches using (11) . The average reprojection before refining the matches is 0.01 and after refining the matches is 0.002. There is a significant decrease in reprojection error after refining the correspondence matches.
Systematic Evaluation of Dense 3D reconstruction system
The dense 3D reconstruction is evaluated using three methods as explained below.
Texturing the 3D points. The 3D points are colored/textured using the intensity values from the two 2D images. To verify the correctness of the dense correspondence points visually, the intensity values used to color the dense 3D points are obtained by mixing equal half of the intensity values from both the images. This is given by
where I f is the intensity value used to color the 3D Calculating the reprojection error. Let (x Oi , y Oi ) represent the 2D points of either of the input correspondence matches between two images. Let (x Ri , y Ri ) be the 2D points calculated by reprojecting the reconstructed 3D points. Then the average reprojection error is given by
where n is the total number of correspondence points. The average reprojection error for the reconstruction of cube given in Figure 1 = 0.002
Evaluation with Ground Truth
The simulated 3D model is measured and compared with the real object measurement. The distance between different points are measured in real object as well as the simulated model. If both the measurements match each other, then the 3D reconstruction system is said to be accurate. For the cube object mentioned above, the distance between the top and bottom edge is measured at various places in both real and simulated model. Since the cube has equal dimension at all corners, this is verified by calculating the distance between the edges in all corners. In figure 4 , different lines shows 
Conclusions
This paper presented an efficient dense 3D reconstruction system by using just two images of the scene at different orientations. A novel method was proposed to get accurate dense correspondence matches from coarse matches using epipolar geometry and intensity based thin-plate spline interpolation. Finally, a systematic evaluation method was developed for dense 3D reconstruction system.
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