Introduction
In the last years, numerous studies aiming at a deeper understanding of the physics underlying combustion in reciprocating engines have been published. The objective of such studies is twofold: to diminish pollutant emissions [1] and to increase engine performance. In this context, in-cylinder pressure measurement is considered a valuable source of information during engine development and calibration, as it provides relevant data such as peak pressure, and indicated and pumping mean eective pressures. In-cylinder pressure analysis can even be used for more complex applications, such as air mass ow estimation [2] , on-line combustion detection [3] , emissions control [4] , noise control [5] , heat tranfer [6, 7] , etc.
Information is usually obtained from in-cylinder pressure signals by means of heat release analysis [8, 9] , which provide direct information about the instantaneous combustion evolution, thus allowing for a proper characterization of the combustion process.
Among other possibilities, this characterization permits the adjustment of combustion laws, usually by means of Wiebe functions, which can be used by engine manufacturers and researchers in order to estimate the behaviour of the engine with the purpose to optimize engine design [10, 11] . The net apparent heat release, dQ n , can be obtained from the First Law of Thermodynamics as [9] :
where p is the in-cylinder pressure, V is the instantaneous volume and γ is the adiabatic coecient.
It can be seen in (1) that the main experimental input required for heat release analysis is the measured in-cylinder pressure (and its derivative), so that the accuracy of the obtained dQ n is strongly dependent on the quality of in-cylinder pressure acquisition and processing.
Although the measurement of in-cylinder pressure has been subject of study since the beginning of the internal combustion engine, several problems are still present:
1. Pressure referencing, both in absolute level and angular phasing [1214] . 2. Dierent sources of error aecting the quality of the raw pressure signal and its subsequent analysis [15] . 3. Cycle-to-cycle variations, which can be observed even when the engine operates in steady conditions. This eect is due to dierent causes related with fuel supply, air motion, trapped mass and its composition [16, 17] .
According to the previous comments, a nite number of cycles (typically between 25 and 100) are acquired and then subject to a four-step data processing consisting of: level and angle referencing, cycle averaging, and ltering. In this work, the last two issues are considered in detail.
The content of the paper is organized as follows. First, a description of dierent ltering techniques used in ICE applications is presented. Then, a short description of the specic test equipment used to obtain the experimental data is given in section 3. The step-by-step methodology used to select the lter parameters is described in section 4. The validation of the proposed method in terms of repeatability is presented in section 5. Once the method is validated, it is applied to a representative set of experimental signals, the results being presented in section 6, in which comparison with other lters is also shown. Finally, in section 7, the most relevant conclusions extracted from the work are summarized.
Filtering techniques
Dierent ltering techniques may be used to obtain a smooth mean pressure cycle. Averaging diminishes point-to-point variation due to signal noise, thus becoming an easy, but usually insucient, way to lter in-cylinder pressure. Another option is the moving average lter, but its ability to smooth depends on the sampling interval [18] ; additionally, sharp pressure variations associated with premixed combustion are distorted. Slightly more complex, but more accurate, procedures are based on the use of least squares ts, such as the Savitzky-Golay lter [19] . 2 However, digital ltering must usually be applied if high quality results are required. Low-pass lters are widely used as they are suitable for retaining the physical information useful for combustion analysis while removing high frequency noise. The main problem associated with low-pass lters is the determination of the optimum cut-o frequency [20, 21] , i.e. the frequency above which the noise-to-signal ratio becomes important. Moreover, the direct elimination of the high-frequency band can cause overshoots in the pressure signal (the Gibbs eect) which cause non negligible problems in the heat release calculation. This can be mitigated by smoothing the transition with a Hanning window [18] , dened between two cut-o frequencies: the stopband initial frequency, k 1 and the stopband nal frequency, k 2 , as shown in (2) .
In most cases, the selection of the cut-o frequencies are based on ad-hoc methods and rule-based algorithms. The main objective of this paper is to propose an automatic methodology allowing to select the values of cut-o frequencies so that the signal ltering of in-cylinder pressure is optimized for combustion analysis. As the methodology is based on the own signal characteristics, no rule-based criterion is necessary. The performance of the lter will be compared with other lters in order to illustrate the improvement achievable in terms of heat release. Although the ltering procedure will be applied to experimental data from direct injection diesel engines, the proposed approach is easily adaptable to other engines and measurement congurations.
Experimental set-up and tests
A sketch of the test cell layout with the basic instrumentation is shown in Figure  1 . Measurements were carried out on a high-speed direct-injection 2.0 litre diesel engine currently in production, whose main characteristics are given in Table 1 . The engine was directly coupled to an electric dynamometer allowing for engine speed an load control.
Mean variables necessary for controlling the engine operating point and also for combustion analysis were acquired at a constant sample rate of 100 Hz with an AVL test system. In-cylinder pressure was measured in one of the four cylinders by means of a Kistler 6055B glow-plug piezoelectric transducer connected to a Kistler 5015 charge amplier. Measurements were performed with an angular resolution of 0.5 crankangle degrees and a Yokogawa DL708E oscillographic recorder was used. The pressure sensor was calibrated according to the usual method [22] based on a quasi-steady calibration by means of a deadweight tester with NPL and NIST traceability. With this procedure, the relative error obtained from the calibration of the transducer was ±0.7%. Table 2 summarizes the tests used for illustrating the results of the proposed methodology, which include a wide variety of engine operating conditions: motored tests at different engine speeds and also several combustion tests with dierent engine speeds and loads.
Methodology for the determination of the cut-o frequencies
The method used to determine the cut-o frequencies is based on the qualication of the frequencies according to their noise-to-signal ratio. The procedure is as follows:
1. The starting point is the raw in-cylinder pressure signal measured during n c consecutive cycles at n s samples per cycle. Neither the reference level nor the sensor sensitivity are required at this point, since the rst only aects the signal mean value while the second is just a linear conversion. 2. The Discrete Fourier Transform, DFT, is applied to all the consecutive cycles, thus obtaining n c · n s complex numbers, A i , given by:
corresponding to the frequencies, f i , given by:
where f s is the sampling frequency and f 0 is the frequency of the engine thermodynamic cycle. For convenience, the frequency f i is normalized by dividing it by f 0 :
where f n i is the normalized frequency of the i-th harmonic. 3. Two kind of harmonics can be now considered in the spectrum:
(a) On one hand, those harmonics for which f n i is a natural number. These harmonics will be called basic harmonics because they contain the main information on the average cycle, which will be denoted as:
As it can be seen in the top part of Figure 2 , the amplitude of S k is higher than that of the rest of harmonics at low and middle frequencies (normalized frequencies lower than 50), where the main contribution of compressionexpansion and combustion to the signal is found. (b) On the other hand, in the bottom part of Figure 2 , it can easily be seen that between two consecutive basic harmonic there are n c − 1 non-basic harmonics with a lower gain (at least at low an middle frequencies) which may be regarded as noise:
The next step is to assign to each basic frequency the noise associated with its neighbouring frequencies. This is accomplished by assuming that all the non-basic harmonics between two consecutive basic harmonics represent the noise related to the rst basic harmonic of the range, as indicated in the bottom part of Figure 2 . At this point one has n s sets of harmonics consisting of one basic harmonic and its n c − 1 associated noise harmonics: 4
For each k, the mean value of the n c − 1 harmonics {N k,m } will be denoted as N k ; where
The statistical method applied to determine the values of the cut-o frequencies is as follows: for each k, it is assumed that both the real and imaginary parts of S k and its associated noise {N k,m } are independent variables whose populations follow a Gaussian distribution. Accordingly, for the real part of the harmonics one may write:
whereŜ Re k is the real mean value of the real part of the basic harmonic at frequency f k , and σ Re k is the standard deviation of the real part of the noise harmonics, which is assumed to be equal [23] for S k and N k , because they are aected by the same error sources. It is important to highlight that the real valuesŜ 
with a probability (1 − α) ; here, the symbol t represents a Student's distribution, s Im k denotes the sample variance of the imaginary part of {N k,m }. The two condence intervals dened by (10) determine a rectangular area in the complex plane, in which the real mean value of the k-th basic harmonic is comprised with a probability (1 − α). The cut-o frequencies k 1 and k 2 are chosen with the criterion that the condence rectangles in the complex plane obtained with a probability of 98% and 80%, respectively, contain the origin. These conditions are equivalent to state that there is no statistical dierence between the signal and the noise at a given frequency. Figure 3 shows an example of the determination of k 1 . The complete spectrum is plotted in the top part of Figure 3 while in the bottom part two condence rectangles, one corresponding to a harmonic, S 43 , which does not full the conditions (10) and the other to rst harmonic for which the conditions are accomplished, are plotted. In this case, the normalized cut-o frequency is k 1 = 44.
At this point, two processings are applied to the signal spectrum in order to obtain a ltered mean cycle: on one hand, signal averaging is performed by selecting only the basic harmonics, and on the other hand high frequency signal noise is eliminated by applying the described low-pass lter. 5
Method repeatability
The rst issue explored was the repeatability of the methodology with a double purpose: a reasonable repeatability must be ensured in view of the nal application of the methodology, and repeatability can be used as a criterion for determining the minimum size of the sample to be considered.
Sets of 25 consecutive cycles were acquired for given engine operating conditions. Then the set was divided into dierent subsets, with sizes ranging from 5 consecutive cycles to 25, and shifting the initial cycle considered. Hence, for each subset size dierent subsets were available, and error metrics could be determined. Figure 4 shows the mean value and the standard deviation of k 1 and k 2 obtained when changing the number of consecutive cycles considered. Frequency k 1 exhibits a clear trend to stabilization: for 13 or more cycles, its mean value reaches a value of 70, and the standard deviation also reaches a quite constant value below ±1. Such a statistical analysis allows, for xed operation conditions, to determine the number of cycles to be considered: in this case 13 cycles. Nevertheless, since this characteristic depends on the engine and the operating conditions, it is not possible to derive an absolute rule, but only a procedure.
Concerning k 2 , a more erratic behaviour is observed. In this case, the standard deviation does not decrease when the number of cycles is increased. However, the mean value is quite constant for all repetitions, and also this cut-o frequency has a moderate inuence within its variation interval, as it is demonstrated in Figure 5 . Hence, it was decided to choose the number of cycles uniquely on the basis of the behaviour of k 1 , thus neglecting the inuence of the sample size on k 2 .
Finally, the proposed methodology was compared with the direct averaging of the signal, as shown in Figure 6 . It is interesting to note that the pressure signal spectra clearly depend on the engine load, but not monotonically: the advisable cut-o frequency for the 25% load condition almost triplicates the value of that obtained at full load operation (212 vs. 72 harmonics), while pressure in motored conditions shows a lower value (51 harmonics). This important variation is due to the characteristics of the combustion development. In the low frequency region (approximately the rst 25 basic harmonics) the three signals show a similar behaviour, because this part of the spectra is essentially dominated by the compression-expansion eects. The middle frequency region is the most important part regarding combustion, whereas the lter completely eliminates the high frequency contents attributed to noise. Slight dierences between averaged and ltered spectra can be seen in the lter transition band (normalized frequencies between 70 and 80 at full load) due to the lter characteristics. When comparing the reconstructed incylinder pressure no signicant dierences could be appreciated in all the cases; however, the high frequency content strongly aect, except in motoring conditions, the in-cylinder pressure derivative, which is used for calculating the heat release law, and it is veried that the proposed methodology is able to smooth the signal with an automated selection of the ltering cut-o frequencies.
Filter application
Once the ltering methodology was validated in terms of repeatability, its performance has been compared with other available lters in dierent engine operating con-6 ditions (see Table 2 ). The advantage of the adaptive method is expected to be clear in combustion tests (see section 5), where the rates of heat release obtained with an in-house thermodynamic model [24] will be used. First, Figure 7 shows the spectra (left) obtained from the averaged signal and three dierent Savistzky-Golay lters [19] , using a cubic polynomial tting where the numbers in the legend indicate the number of points, n p , used for signal tting. Two important conclusions can be drawn:
The higher is n p , the lower is the high frequency noise of the rate of heat release. However, as n p increases the Savistzky-Golay lter also aects the mid and low frequencies which contain signicant information on combustion. It is thus very dicult to remove eciently the noise while retaining the combustion information. For the test shown in Figure 7 , the noise is well removed with n p = 27, but the combustion peak is also smoothed. This behavior is critical in case of sharp heat release peaks such as those found in premixed combustions. Therefore, smoothing methods that are not frequency sensitive are not recommendable.
Even in case that a suitable balance could be reached between noise removal and physical information conservation, the optimal lter parameter n p could be very dierent at other operating points, so that a general rule to set it cannot be formulated.
Two digital lters were selected to perform the comparison with the proposed approach:
1. A mapped cut-o frequency lter proposed by Martín [25] , which used a criterion based only on engine speed, varying k 1 linearly from 210 at 1250 rpm to 114 at 4000 rpm, and setting k 2 = k 1 + 60. However, the frequency band of the pressure signal can vary signicantly at dierent operating conditions and not only on engine speed. As an example, in Figure 8 the k 1 values obtained with the proposed methodology in tests performed at dierent engine speeds and loads are shown, and signicant variations can be observed.
2. An adaptive lter proposed by Kosarev [23] , in which it is assumed that the right half of the spectrum is noise; the cut-o frequency is set so that the ratio between the harmonic level and the standard deviation of the noise is unity. Figure 9 shows the rate of heat release obtained with the three methods at 1750 rpm. At low load, the proposed lter behaves similarly to the Kosarev lter, despite the important dierence in their cut-o frequencies. This dierence is due to the criterion used to determine when the signal and the noise have similar gains. The proposed method seems to underestimate k 1 since normalized frequencies between 175 and 260, in which the basic harmonics show an increment, are removed. However, the eect is almost negligible, a possible explanation being that in both cases k 1 coincides with a minimum of the spectrum and thus the Gibbs eect is attenuated. This justication is conrmed by the results of the xed cut-o frequency lter, in which an intermediate k 1 is used with worse performance than for the two adaptive lters, showing a higher oscillation level during the pilot combustion. Finally, at high load the proposed lter is able to eliminate the oscillations associated with the excessive value of k 1 provided by the other two lters. 7 Figure 10 shows the rate of heat release obtained from an engine speed sweep at full load and a load sweep at 1750 rpm. As it can be seen, even though quite dierent combustions take place the proposed methodology is able to adapt properly the lter parameters to all the operating conditions. In particular, very small oscillations remain in the combustion laws. Regarding the other lters , it has been checked (not plotted) that their performance is similar to that indicated by the results previously shown: the Savistzky-Golay lter does not behave suitably in most of the cases, the mapped cut-o frequency lter behaves in a reasonable way only for some operating conditions, and the performance of the adaptive Kosarev lter is similar, but not better in any case, than that of the proposed ter.
Conclusions
A methodology for automatically determining cut-o frequencies for the ltering of the in-cylinder pressure signal of internal combustion engines has been presented. The methodology is based on the statistical analysis of the DFT representation of the signal: signal-to-noise ratio is identied and used for detecting the frequency where the contribution of the noise equals that of the signal.
The proposed method exhibits a high repeatability and it is able to adapt suitably the cut-o frequencies to the bandwidth of the pressure signal. Hence, the methodology can be used for the full operating engine range, without the need of additional manual settings. The proposed lter has been compared with other lters, both adaptive and non-adaptive. It has been demonstrated that the ability of the lter to set automatically the cut-o frequencies is an important issue, and that the performance of the proposed approach is clearly better than that of the classical xed lters and rule-based lters. The results obtained have been shown to be similar to those given by another adaptive in most operating points; however, the criterion used in the proposed lter appears to be more robust in some cases, and oscillations in the rate of heat release are better removed. This allows for a more precise analysis of the combustion process and for obtaining more accurate combustion laws.
In addition, it has been shown that the statistical analysis of the cut-o frequency for dierent numbers of measured cycles can be used for the automatic selection of the number or cycles to be measured, thus optimizing the size of the sample. Consider a set of harmonics composed of one basic harmonic and its n c − 1 associated noise harmonics:
{S k , {N k,m }} k with k = 1, 2...n s m = 1, 2...n c − 1
To determine whether or not the basic harmonic is statistically dierent from the noise harmonics the following process is followed.
As justied both the real and imaginary parts of S k (signal) and its associated noise {N k,m } are independent variables which populations follow a Gaussian distribution. For the real part of the harmonics the expression (9) was proposed. As the dierence of two Gaussian distribution is also a Gaussian distribution:
