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Abstract
We consider an ensemble which interpolates the Laguerre orthogonal ensemble and the Laguerre
symplectic ensemble. This interpolating ensemble was introduced earlier by the author and Rains
in connection with a last passage percolation model with a symmetry condition. In this paper, we
obtain a Paineleve´ V expression for the distribution of the rightmost particle of the interpolating
ensemble. Special cases of this result yield the Painleve´ V expressions for the largest eigenvalues of
Laguerre orthogonal ensemble and Laguerre symplectic ensemble of finite size.
1 Introduction
Given a sequence ξ = (ξ1, · · · , ξN ), the Vandermonde product of ξ is denoted by
∆N (ξ) =
∏
1≤i<j≤N
(ξi − ξj). (1.1)
For any real constant A > −1/2, we consider the probability density function defined by
p(ξ1, · · · , ξN ;A) = Z−1N,A∆N (ξ)
N∏
j=1
e−
1
2
ξjeA(−1)
jξj (1.2)
on the ordered set {0 ≤ ξN ≤ · · · ≤ ξ1}, where
ZN,A = (A+
1
2
)−N
N−1∏
j=0
j! (1.3)
is the normalization constant. The main purpose of this paper is to express the distribution of the
rightmost ‘particle’ ξ1 in terms of a solution of the Painleve´ V equation (see Theorem 1.3 below).
There are two reasons that we are interested in the above density. The first is that (1.2) interpolates
the Laguerre orthogonal ensemble and the Laguerre symplectic ensemble in the random matrix theory,
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as A varies from 0 to +∞. Letting A→ 0 or A→∞ in the Painleve´ expression, we verify in particular
that the distribution function for the rightmost particle ξ1 satisfies the Painleve´ V equation for the
Laguerre orthogonal and symplectic ensembles, respectively. These are new results in the literature.
The second is that the above density function represents the probability distribution of a certain last
passage percolation model with a symmetry condition. Indeed, the density (1.2) was introduced in [5]
(see Remark 7.6.1) as a formula for the distribution of the last passage time in this percolation model.
We now discuss these two aspects of the above density function.
Interpolating ensemble
We first discuss the connection to the Laguerre ensembles. Let w(x) be a weight function on R or on a
subset of R which decays sufficiently fast as x→ ±∞. Consider the density function
1
Z
∆N (ξ)
β
N∏
j=1
w(ξj) (1.4)
on the set ξN ≤ · · · ≤ ξ1, where β > 0 is fixed, and Z is the normalization constant. The ensemble with
the special choice of weight function
w(x) = xαe−
1
2
x1x≥0 (1.5)
is called the Laguerre orthogonal ensemble (LOE), Laguerre unitary ensemble (LUE), and Laguerre
symplectic ensemble (LSE) for β = 1, 2 and 4, respectively (see e.g. [22]). The Laguerre ensembles
are of basic interest in the multivariate analysis of statistics (see, e.g. [20]). Especially, the LOE with
α = M − 1 −N represents the probability of the principal components (i.e. the singular values) of an
M ×N random matrix X whose entries are independent (real) Gaussian random variables of mean 0,
variance 1.
Introduce the density function, for real A, given by
p(ξ1, · · · , ξN ;A;w;β) := Z−1N,A;w;β∆N (ξ)β
N∏
j=1
w(ξj)e
A(−1)jξj (1.6)
on the set RNord := {ξN ≤ ξN−1 ≤ · · · ≤ ξ1}. This density function generalizes and also interpolates the
ensembles (1.4) for different β’s in the following sense.
Proposition 1.1. When A = 0,
p(ξ1, · · · , ξN ; 0;w;β) = Z−1N,0;w∆N (ξ)β
N∏
j=1
w(ξj) (1.7)
with some constant Z(N, 0;w). Let w(x) = e−V (x) be a positive, C1-function supported on a subset of
R such that V (x) ≥ c0|x| for some c0 > 0 as x → ±∞, and ‖V ′‖L∞ ≤ C0. Assuming that N is even,
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for a bounded uniformly continuous function f(ξ1, · · · , ξN ), we have
lim
A→+∞
∫
RNord
f(ξ1, · · · , ξN )p(ξ1, · · · , ξN ;A;w;β)dξ1 · · · dξN
= Z−1N,∞;w;β
∫
R
N/2
ord
g(ζ1, · · · , ζN/2)∆N/2(ζ)4β
N/2∏
j=1
w(ζj)
2dζj ,
(1.8)
where g(ζ1, ζ2, · · · , ζN/2) := f(ζ1, ζ1, ζ2, ζ2, · · · , ζN/2, ζN/2) and
ZN,∞;w;β :=
∫
R
N/2
ord
∆N/2(ζ)
4β
N/2∏
j=1
w(ζj)
2dζj . (1.9)
We also have for any t ∈ R,
lim
A→+∞
∫
RNord∩{ξ1≤t}
p(ξ1, · · · , ξN ;A;w;β)dξ1 · · · dξN
= Z−1N,∞;w;β
∫
R
N/2
ord ∩{ζ1≤t}
∆(ζ)4β
N/2∏
j=1
w(ζj)
2dζj .
(1.10)
The case A = 0 is trivial from the expression (1.6). An explanation for the change β → 4β in the
case when A→ +∞ is the following. We first note that the term involving A in (1.6) is
e−A(ξ1−ξ2+ξ3−ξ4+··· ). (1.11)
Since ξj ’s are ordered, ξ1 ≥ ξ2 ≥ · · · ≥ ξN (N even), the term ξ1 − ξ2 + ξ3 − ξ4 + · · · is always non-
negative. Thus as A → +∞, we have a non-trivial limit for (1.6) only when ξ1 = ξ2, ξ3 = ξ4, · · · (the
term Z−1N,A;w;β grows polynomially in A ; see Lemma 2.1 below). If we set ζ1 := ξ1 = ξ2, ζ2 := ξ3 = ξ4,
· · · , simple algebra shows that the Vandermonde term ∆N (ξ) in (1.6) becomes ∆N/2(ζ)4 if one drops
the terms (ξ2k−1 − ξ2k), 1 ≤ k ≤ N/2, which vanish. (See also the Remark in Section 2 below for
changes β → k2β, k ∈ N). The full proof of this Proposition is given in Section 2.
In view of the Coulomb gas interpretation of random matrix theory (see e.g. [22]), the term involving
A in the density (1.6) represents the pairwise-attraction of particles, in addition to the log repulsion
given by ∆N (ξ) and the “external field” w. As A becomes large, the pairwise-attraction becomes
stronger, and for each j = 1, · · · , N/2, the pair of particles ξ2j−1, ξ2j gets closer, and eventually sticks
together to form one particle ζj .
If we take w(x) = e−
1
2
x on x ≥ 0 and β = 1 in the above Proposition, (1.2) becomes the density
for LOE (1.5) with α = 0 when A = 0, while the limit of (1.2) as A → +∞ is, with the modification
e−
1
2
ξj by e−ξj , the density for LSE (1.5) with α = 0. Thus by taking A = 0 and A = ∞, the Painleve´
V expression (Theorem 1.3 below) for the largest particle of the interpolating ensemble (1.2) yields the
Painleve´ V expressions for the largest eigenvalue of LOE and LSE (see Corollary 1.4 below) with α = 0
for any finite N ∈ N.
In the random matrix context, there have been many works that express the various distributions
of matrix ensembles in terms of differential equations (see e.g. [30] and the references therein). Most
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of results are for the unitary ensemble (β = 2), and there are relatively few results for β = 1 and β = 4
([28, 14, 13, 17, 20, 16]). For the Laguerre ensembles, the probability distributions for β = 2 are found
to be expressible in terms of Painleve´ V equation ([26]) for any finite N , and in terms of the Painleve´
II equation ([27]) in the limiting case N →∞. On the other hand, for β = 1, Johnstone ([20]) recently
analyzed the limiting case N →∞, and obtained a Painleve´ II expression. The Painleve´ V expressions
for LOE/LSE for finite N in this paper are new. While this paper was being written, Forrester and
Witte obtained different formulas for the largest eigenvalues of LOE and LSE ([16]). Their formulas
involve Painleve´ III’ systems instead of Painleve´ V. The relationship between these two formulas is an
intriguing question and remains unclear.
Last passage percolation with a symmetry condition and the totally asym-
metric exclusion process with symmetry condition
As mentioned earlier, the density function (1.2) also arises in connection with a last passage percolation
model. For r > 0, let e(r) denote the exponentially distributed random variable with mean r : the
density function of e(r) is r−1e−x/r for x > 0 and 0 for x ≤ 0. By e(0) we understand the random
variable identically equal to 0. Fix ρ ≥ 0. To each site (i, j) ∈ Z2+, we attach a random variable u(i, j)
taken as follows :
u(i, j) ∼ e(1), i < j, (1.12)
u(i, i) ∼ e(ρ), (1.13)
u(j, i) = u(j, i), i < j. (1.14)
Except for the symmetry condition u(i, j) = u(j, i), the random variables are independent. Note that
the condition (1.14) implies the symmetry of the configuration of random variables in Z2+ about the line
y = x. An up/right path π is a collection of sites {(ik, jk)}rk=1 satisfying (ik+1, jk+1)− (ik, jk) = (1, 0)
or (0, 1). Let Π(N) be the set of up/right path π from (1, 1) to (N,N). Define the random variable
H (N ; ρ) = max
{ ∑
(i,j)∈π
u(i, j) : π ∈ Π(N)}. (1.15)
If one interprets u(i, j) as the (random) passage time to pass through the site (i, j), H (N ; ρ) is the last
passage time to go from (1, 1) to (N,N) along a directed (up/right) path. The relation of H (N ; ρ) to
the above interpolating density function is the following.
Proposition 1.2. (Remark 7.6.1 [5]) We have
P(H (N ; ρ) ≤ x) =
∫
0≤ξN≤···≤ξ1≤x
p(ξ1, · · · , ξN ; 1
ρ
− 1
2
)
N∏
j=1
dξj . (1.16)
This Proposition is stated without full proof in Remark 7.6.1 [5]: a full proof if given in Section 3
below.
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Closely related is a one-dimensional interacting particle system, the totally asymmetric simple exclu-
sion process (TASEP) ([21, 19]). TASEP is a continuous-time stochastic process on the integer lattice
Z. At any time, each site is either occupied by a particle or empty. If a particle is at a site j and its
right-hand-site j + 1 is empty, the particle jumps to its right-hand-site after a random waiting time
given by an exponential random variable of mean 1. Thus the particles move only to the right. The
waiting time for the jumps is independent and identically distributed at each site and each (continu-
ous) time. These rules describe the usual totally asymmetric simple exclusion process (see e.g. [19],
[24], [21]). In [19], Johansson showed that the TASEP with special initial data (all negative sites are
occupied and all non-negative sites are empty) can be mapped to the last passage percolation above
without the symmetry condition (1.14). This mapping was further generalized in [24] for TASEP with
random Bernoulli initial data.
The above last passage percolation model with the symmetry condition (1.14) is also related to a
TASEP, but now the process is defined only on the non-negative integer lattice, N0 = N ∪ {0}. For the
sites j > 0, the jump rules remain the same as before, but we assume that there is a creation process at
the origin j = 0 : when the site j = 0 is empty, a particle is created after a random exponential waiting
time of mean ρ. For initial data, we assume that all the sites are empty. Then one can show that ([24])
the number of particles N(t) that have been created at the origin up to time t satisfies
P(N(t) ≤ N) = P(H (N ; ρ) > t). (1.17)
In the last passage percolation model above, one might also be interested in the last passage time
from (1, 1) to (M,N) for general M 6= N . In terms of TASEP, this is equivalent to the number of
particles that have jumped across the site M −N . But there is yet no formula like Proposition 1.2 for
general M 6= N .
Results
Now we state the main results. From Proposition 1.2, the following results imply the Painleve´ V
expressions for the distribution of the rightmost ‘particle’ from the interpolating ensemble (1.2).
Theorem 1.3. With the notation A = 1ρ − 12 , and w = 2ρ − 1 = 2A, we have for x > 0, ρ > 0, N ∈ N,
P(H (N ; ρ) ≤ x) = 1
2
{[
aN(x, ρ)− bN(x, ρ)
](
EN(x)
)−1
+
[
aN(x, ρ) + bN(x, ρ)
]
EN(x)
}
FN(x) (1.18)
for some functions
FN(x) := exp
{∫ ∞
x
1
4
α(y;N)dy
}
, (1.19)
EN(x) := exp
{∫ ∞
x
1
4
β(y;N)dy
}
(1.20)
and aN(x, ρ), bN(x, ρ). The functions α(x), β(x), aN(x, ρ), bN(x, ρ) are analytic in x > 0, ρ > 0, and
satisfy the following properties :
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(i) (Painleve´ V) The functions α(x;N), β(x;N) as functions in x satisfy
α′(x;N) =
1
2
(β(x;N))2. (1.21)
The function θ(x) = θ(x;N) := − 12xα(x) solves the Painleve´ V equation
(xθ′′)2 = (θ − xθ′)(θ − xθ′ + 4(θ′)2 + 4Nθ′). (1.22)
(ii) (Asymptotics of α, β as x→∞) Fix 0 < ǫ < 1/4. For each fixed N ∈ N, as x→ +∞,
β(x) = 2(−1)NL(1)N−1(x)e−
1
2
x +O(e−(1−ǫ)x) =
−2xN−1
(N − 1)!e
− 1
2
x(1 +O(x−1)) (1.23)
and
α(x) =
∫ x
∞
2(L
(1)
N−1(y))
2e−ydy +O(e−
3
2
(1−ǫ)x) =
−2x2N−2
((N − 1)!)2 e
−x(1 +O(x−1)), (1.24)
where L
(1)
N−1(x) is the Laguerre polynomial of degree N − 1 with parameter 1 ; (see, e.g. [1])
L
(1)
N−1(x) =
N−1∑
j=0
(
N
j + 1
)
(−x)j
j!
. (1.25)
(iii) (Lax pair for Painleve´ V) The functions aN(x, ρ) and bN(x, ρ) are real and smooth in x > 0 and
ρ > 0, and they satisfy the differential equations (note w = 2ρ − 1)
∂
∂x
(
bN
aN
)
= −1
2
w
(
bN
0
)
+
1
2
β
(
aN
bN
)
, (1.26)
and
∂
∂w
(
bN
aN
)
= −1
2
x
(
bN
0
)
+
1
1− w2
(
−(xα)′ (xβ)′
−(xβ)′ (xα)′
)(
bN
aN
)
− 1
2
w
1− w2 xβ
(
aN
bN
)
. (1.27)
(iv) (Asymptotics of aN, bN as x→∞) For any 0 < ǫ < 1/4, as x→∞, we have
aN(x, ρ) =

1 +O(e
−(1−2ǫ)x), 0 < ρ ≤ 22−ǫ ,
Φ(w;x)(Λ1(−w, x) +O(e−(1−2ǫ)x)), ρ > 22−ǫ ,
(1.28)
bN(x, ρ) =

−Λ1(w, x) +O(e
−(1−2ǫ)xΦ(w;x)), 0 < ρ ≤ 2ǫ ,
−Φ(w;x)(1 +O(e−(1−2ǫ)x), ρ > 2ǫ ,
(1.29)
where
Λ1(w, x,N) :=
1
2πi
∫
|s−1|= 1
2
|1−w|
Φ(s;x)
ds
s− w, Φ(w;x) := e
− 1
2
xw
(1 + w
1− w
)N
. (1.30)
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(v) (Asymptotics of aN, bN as ρ→ 0+, 2,∞) We have
lim
ρ→0+
aN(x, ρ) = 1, lim
ρ→0+
bN(x, ρ) = 0 (1.31)
and
aN(x, 2) = EN(x)
2, bN(x, 2) = −EN(x)2. (1.32)
Also for fixed y > 0,
lim
ρ→∞
aN(yρ, ρ) = P (N, y), lim
ρ→∞
bN(yρ, ρ) = 0, (1.33)
where P (N, y) is the incomplete Gamma function (see, e.g. [1])
P (N, y) =
1
(N − 1)!
∫ y
0
e−ttN−1dt. (1.34)
Remark. The existence of the solution θ (hence α) to the Painleve´ V equation (1.22) with the asymptotic
condition (1.24) is a part of the Theorem. But as yet we do not have uniqueness for θ (or α) as a solution
of (1.22) with asymptotic condition (1.24). Another missing piece of information is the asymptotics of
α and β as x→ 0+. These issues will be studied in a later publication.
From Proposition 1.1, by using (1.32) and (1.31), Theorem 1.3 implies the following results for LOE
and LSE at the special values ρ = 2 (A = 0) and ρ→ 0+ (A→∞).
Corollary 1.4. We have, with the notation RNord(ξ) := {ξN ≤ ξN−1 ≤ · · · ≤ ξ1}, for any x > 0,
1
2N
∏N−1
j=0 j!
∫
RNord(ξ)∩{ξ1≤x}
∆N (ξ)
N∏
j=1
e−
1
2
ξjdξj = P(H (N ; 2) ≤ x) = EN(x) FN(x), (1.35)
and for N even,
1∏N−1
j=0 j!
∫
R
N/2
ord (ζ)∩{ζ1≤x}
(∆N/2(ζ))
4
N/2∏
j=1
e−ζjdζj = P(H (N ; 0) ≤ x) = 1
2
{(
EN(x)
)−1
+ EN(x)
}
FN(x).
(1.36)
Remark. Once the uniqueness of θ (or α) is proven (see Remark above), and also the uniqueness of β
is established, the above Corollary provides a tool for numerical computations of the largest eigenvalue
distribution of LOE and LSE for the special case w(x) = e−
1
2
x (see (1.5)) for any finite N .
For LUE, the largest eigenvalue distribution was obtained by Tracy and Widom ([26]) :
1∏N−1
j=0 (j!)
2
∫
RNord(ξ)∩{ξ1≤x}
(∆N (ξ))
2
N∏
j=1
e−
1
2
ξjdξj = (FN(x))
2. (1.37)
Note the special structure of the formulas (1.35), (1.36) and (1.37), from which an interesting inter-
relationship of the largest eigenvalues of LOE, LUE and LSE can be derived. We refer the reader to
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[14] for a full discussion on inter-relationship between orthogonal, symplectic and unitary ensembles.
We also remark that Corollary 1.4 applies only for the case α = 0 of the Laguerre weight (1.5). We do
not have results for LOE and LSE of other values of α. On the other hand, LUE with different values
of α 6= 0 was analyzed in [26].
If we take the limit ρ → ∞ (A ↓ −1/2 ; note that (1.2) is defined for A > −1/2), we have
P(H (N ; ρ) ≤ x) → 0 for fixed x > 0. To obtain a non-trivial limit from (1.33) we set x = yρ
and let ρ → ∞ while y > 0 is fixed. Note that from (1.23) and (1.24), we have FN(x) = 1 −
1
2((N−1)!)x
2N−2e−x(1 + O(x−1)) and EN(x) = 1 − 1(N−1)!xN−1e−
1
2
x(1 +O(x−1)) as x→ ∞, and hence
we find that EN(x) FN(x)→ 1 and EN(x)−1 FN(x)→ 1 as x→∞.
Corollary 1.5. For any fixed y > 0,
lim
ρ→∞P(H (N ; ρ) ≤ yρ) = P (N, y), (1.38)
where P (N, y) is the incomplete Gamma function (1.34).
This result is consistent with the intuition that when ρ is large, the longest up/right path in the
percolation model is basically the diagonal line through the points (i, i), i = 1, · · · , N . As ρ → ∞, we
expect that the random variable H (N ; ρ) is close to SN (ρ) := u(1, 1) + u(2, 2) + · · · + u(N,N), the
sum of N i.i.d. exponential random variables of mean ρ. A direct calculation shows that P(SN (ρ) ≤
a) = P (N, a/ρ). Thus Corollary 1.5 shows that indeed H (N ; ρ) ∼ SN (ρ) when ρ→∞.
This paper is organized as follows. The proof of Proposition 1.1 is given in Section 2. In Section 3,
we consider a different percolation model which has a geometric random variable at each site instead of
an exponential random variable. Since a geometric random variable converges to an exponential random
variable in an appropriate limit, the related percolation model with geometric random variables also
converges to the percolation model with exponential random variables (see Lemma 3.1 below). In Section
3 and Section 4, we present two different formulas for the geometric percolation model. A multi-sum
formula is given in Section 3, and in an appropriate limit, this multi-sum formula becomes the multi-
integral formula in Proposition 1.2 for the exponential percolation model. In Section 4, we express the
distribution for the geometric percolation model in terms of orthogonal polynomials (see Lemma 4.2
below). The appropriate limit of these orthogonal polynomials yields the Painleve´ expressions, Theorem
1.3. The asymptotics of orthogonal polynomials are obtained in Section 6 by applying a steepest-descent
method to the associated Riemann-Hilbert problem, and the proof of Theorem 1.3 is given at the end
of Section 6. Some properties of the Riemann-Hilbert problem for the Painleve´ V equation, which will
be used in Section 6 are summarized in Section 5. Section 7 presents some results for the percolation
model as N →∞. Finally, in Section 8 we show that the computation of Tracy and Widom ([29]) which
expresses the correlation functions for orthogonal and symplectic ensembles in terms of determinants
can also be applied to the density (1.6) with β = 1 which includes (1.2) as a special case.
Acknowledgments. We would like to thank Percy Deift, Eric Rains, Peter Forrester and Xin Zhou
for useful discussions. Special thanks is due to Peter Forrester for keeping us informed of his recent
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work [16] with Nick Witte and [15] with Eric Rains. This work was supported in part by NSF Grant #
DMS 97-29992.
2 Proof of Proposition 1.1
The identity (1.7) is trivial. We prove (1.8) in this section. We basically prove that when A→∞, the
function p(ξ1, · · · , ξN ;A;w) on RNord will concentrate on the subset satisfying ξ2j−1 = ξ2j for each j.
We present the proof only for the case when β = 1. But it would be clear that the proof for general
β > 0 will be the same. In the below, we omit any dependence on β.
We assume that N is even and A ≥ 1. Substitute ξ2j−1 = ξ2j +xj , j = 1, · · · , N/2, and set ζj = ξ2j .
We use ζ1, · · · , ζN/2 and x1, · · · , xN/2 as new variables. Then the region of integration {ξN ≤ ξN−1 ≤
· · · ≤ ξ1} becomes the set {ζN/2 ≤ · · · ≤ ζ1}∪ {0 ≤ x1}∪ {0 ≤ xj ≤ ζj−1− ζj , j = 2, · · · , N/2}. We will
denote by R
N/2
+ (ζ) the set {0 ≤ x1} ∪ {0 ≤ xj ≤ ζj−1 − ζj , j = 2, · · · , N/2}. In the below, we use the
notation dζ =
∏N/2
j=1 dζj and dx =
∏N/2
j=1 dxj , and also w(ζ) =
∏N/2
j=1 w(ζj). Then the integral on the
left hand side of (1.8) without the limit A→ +∞ becomes
(∗) := Z−1N,A;w
∫
R
N/2
ord
w(ζ)dζ
∫
R
N/2
+
(ζ)
fp(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj , (2.1)
where
p(x, ζ) =
N/2∏
i=1
xi
∏
1≤i<j≤N/2
(xi − xj + ζi − ζj)
×
∏
1≤i<j≤N/2
(xi + ζi − ζj)
∏
1≤i<j≤N/2
(ζi − ζj − xj)
∏
1≤i<j≤N/2
(ζi − ζj)
(2.2)
is a positive polynomial, and also each factor is non-negative.
Let 0 < ǫ < 1 be any fixed number. Let B
N/2
ǫ := {0 ≤ xj ≤ ǫ, j = 1, · · · , N/2}. We divide the
integral with respect to x into two regions : (1) Xǫ1 := R
N/2
+ (ζ) ∩BN/2ǫ and (2) Xǫ2 := RN/2+ (ζ) \Xǫ1.
We first show that Z−1N,A;w has a polynomial growth as A→∞.
Lemma 2.1. We have
lim
A→∞
ANZN,A;w = ZN,∞;w. (2.3)
where ZN,∞;w is defined in (1.9).
Proof. For x ∈ Xǫ2, since e−Axj ≤ 1 and there is at least one xj satisfying xj > ǫ, we have
∫
R
N/2
ord
w(ζ)dζ
∫
Xǫ
2
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj
≤ e−Aǫ
∫
R
N/2
ord
w(ζ)dζ
∫
Xǫ
2
p(x, ζ)
N/2∏
j=1
w(xj + ζj)dxj ≤ e−AǫZN,0;w.
(2.4)
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For x ∈ Xǫ1, since ‖V ′‖L∞(R) ≤ C0, we have w(ζj)e−ǫC0 ≤ w(xj + ζj) ≤ w(ζj)eǫC0 for all 1 ≤ j ≤ N/2.
Thus
ZN,A;w ≤ e 12 ǫNC0
∫
R
N/2
ord
N/2∏
j=1
w(ζj)
2dζj
∫
Xǫ
1
p(x, ζ)
N/2∏
j=1
e−Axjdxj + e−AǫZN,0;w, (2.5)
and
ZN,A;w ≥ e− 12 ǫNC0
∫
R
N/2
ord
N/2∏
j=1
w(ζj)
2dζj
∫
Xǫ
1
p(x, ζ)
N/2∏
j=1
e−Axjdxj . (2.6)
In (2.2), for x ∈ Xǫ1 and ζ ∈ RN/2ord , we have
p(x, ζ) ≤
N/2∏
i=1
xi
∏
i<j
(ǫ+ ζi − ζj)
∏
i<j
(ǫ + ζi − ζj)
∏
i<j
(ζi − ζj)
∏
i<j
(ζi − ζj)
≤ (∆N/2(ζ)4 + ǫQ(ζ))
N/2∏
k=1
xk,
(2.7)
where ∆ is the Vandermonde product (1.1), and Q(ζ) is a positive polynomial. Thus using∫ ∞
0
xe−Axdx = A−2, (2.8)
(2.5) is less than or equal to
e
1
2
ǫNC0
1
AN
∫
R
N/2
ord
(∆N/2(ζ)
4 + ǫQ(ζ))
N/2∏
j=1
w(ζj)
2dζj + e
−AǫZN,0;w. (2.9)
But
∫
R
N/2
ord
∆N/2(ζ)
4
N/2∏
j=1
w(ζj)
2dζj = ZN,∞;w, (2.10)
and hence
ZN,A;w ≤ 1
AN
e
1
2
ǫNC0(ZN,∞;w + ǫC1) + e−AǫZN,0;∞, (2.11)
for some constant C1 > 0. This implies
lim sup
A→∞
ANZN,A;w ≤ ZN,∞;w. (2.12)
Similarly to (2.7), we have
p(x, ζ) ≥ (∆N/2(ζ)4 − ǫR(ζ))
N/2∏
k=1
xk (2.13)
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for some positive polynomial R(ζ). Hence from (2.6),
ZN,A;w ≥ e− 12 ǫNC0
∫
R
N/2
ord
(∆N/2(ζ)
4 − ǫR(ζ))
N/2∏
j=1
w(ζj)
2dζj
∫
Xǫ
1
N/2∏
j=1
xje
−Axjdxj . (2.14)
Since Xǫ1 = R
N/2
+ (ζ) ∩BN/2ǫ , we have
∫
Xǫ
1
N/2∏
j=1
xje
−Axjdxj =
1
AN
N/2∏
j=1
(1− (A+ 1)e−Amin(ǫ,ζj−1−ζj)), (2.15)
where ζ0 := +∞. We note that (2.15) is bounded below by A−N (1 − (A + 1)e−Aǫ)N , and above by
A−N , if we take A large enough. Hence by considering (2.14) as sum of two integrals, one involving
∆4N/2 and the other involving R, we find that
ZN,A;w ≥ e− 12 ǫNC0 ZN,∞;w
AN
(1− (A+ 1)e−Aǫ)N − ǫe− 12 ǫNC0 C2
AN
(2.16)
for some constant C2 > 0. Therefore we obtain
ZN,∞;w ≤ lim inf
A→∞
ANZN,A;w. (2.17)
Proof of (1.8)
Fix 0 < ǫ < 1. Then there is a δ > 0 such that for x ∈ Xδ1 , we have∣∣f(ζ1 + x1, ζ1, ζ2 + x2, ζ2, · · · )− g(ζ1, ζ2, · · · )∣∣ < ǫ. (2.18)
We write (2.1) as
(∗) = (∗∗) + (∗1) + (∗2) + (∗3), (2.19)
where
(∗∗) = Z−1N,A;w
∫
R
N/2
ord
gw(ζ)dζ
∫
R
N/2
+
(ζ)
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj , (2.20)
and
(∗1) = Z−1N,A;w
∫
R
N/2
ord
w(ζ)dζ
∫
Xδ
2
fp(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj , (2.21)
(∗2) = −Z−1N,A;w
∫
R
N/2
ord
gw(ζ)dζ
∫
Xδ
2
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj , (2.22)
(∗3) = Z−1N,A;w
∫
R
N/2
ord
w(ζ)dζ
∫
Xδ
1
(f − g)p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj . (2.23)
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As in (2.4), we have
|(∗1)| ≤ ‖f‖L∞e−Aδ ZN,0;w
ZN,A;w
, |(∗2)| ≤ ‖g‖L∞e−Aδ ZN,0;w
ZN,A;w
. (2.24)
On the other hand, from (2.18),
|(∗3)| ≤ ǫZ−1N,A;w
∫
R
N/2
ord
w(ζ)dζ
∫
Xδ
1
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj ≤ ǫ. (2.25)
Thus using Lemma 2.1, lim supA→∞ |(∗1) + (∗2) + (∗3)| ≤ ǫ, but ǫ > 0 is arbitrarily small, hence we
have
lim
A→∞
|(∗)− (∗∗)| = 0. (2.26)
Now the only remaining thing is to show that as A→∞.
(∗∗)→ Z−1N,∞;w
∫
R
N/2
ord
g
∏
1≤i<j≤N/2
(ζi − ζj)4
N/2∏
j=1
(w(ζj))
2dζj . (2.27)
Fix 0 < ǫ′ < 1. We write
(∗∗) = (∗ ∗ 1) + (∗ ∗ 2) + (∗ ∗ 3), (2.28)
where
(∗ ∗ 1) = Z−1N,A;w
∫
R
N/2
ord
gw(ζ)dζ
∫
Xǫ
′
2
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj , (2.29)
(∗ ∗ 2) = Z−1N,A;w
∫
R
N/2
ord
gw(ζ)dζ
∫
Xǫ
′
1
p(x, ζ)
N/2∏
j=1
e−Axj(w(xj + ζj)− w(ζj))dxj , (2.30)
(∗ ∗ 3) = Z−1N,A;w
∫
R
N/2
ord
gw(ζ)2dζ
∫
Xǫ
′
1
p(x, ζ)
N/2∏
j=1
e−Axjdxj . (2.31)
As in (2.4), we find
|(∗ ∗ 1)| ≤ ‖g‖L∞Z−1N,A;we−Aǫ
′
ZN,0;w → 0, (2.32)
as A→∞, using Lemma 2.1. For the estimation of (∗∗2), we use |w(xj+ζj)−w(xj)| ≤ D(ǫ′)w(xj+ζj)
for xj ∈ Xǫ′1 , where D(ǫ′) := max(|1− eǫ
′C0 |, |1− e−ǫ′C0 |), and find that
|(∗ ∗ 2)| ≤ D(ǫ′)‖g‖L∞Z−1N,A;w
∫
R
N/2
ord
w(ζ)dζ
∫
Xǫ
′
1
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj ≤ D(ǫ′)‖g‖L∞ (2.33)
where the second inequality is obtained by replacing the region Xǫ
′
1 by R
N/2
+ (ζ) and noting the the total
integral is 1 by (2.1). For (∗ ∗ 3), we note that (2.7), (2.8) and Lemma 2.1 yield
0 ≤ Z−1N,A;w
∫
Xǫ
′
1
p(x, ζ)
N/2∏
j=1
e−Axjdxj ≤ (∆N/2(ζ)4 + ǫ′Q(ζ))Z−1N,A;w
∫
Xǫ
′
1
N/2∏
j=1
xje
−Axjdxj
≤ (∆N/4(ζ)4 + ǫ′Q(ζ))Z−1N,A;wA−N ≤ (∆N/4(ζ)4 + ǫ′Q(ζ))cZ−1N,∞;w.
(2.34)
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for some constant c > 1. But ∆N/4(ζ)
4 + ǫ′Q(ζ) is integrable with respect to the measure w(ζ)2dζ on
R
N/2
ord , and hence we can use the Lebesgue dominated convergence theorem. But an argument similar
to (2.7)-(2.17) shows that for each ζ ∈ RN/2ord ,
lim
A→∞
Z−1N,A;w
∫
Xǫ
′
1
p(x, ζ)
N/2∏
j=1
e−Axjdxj = Z−1N,∞;w∆N/4(ζ)
4, (2.35)
and we find
lim
A→∞
(∗ ∗ 3) = Z−1N,∞;w
∫
R
N/2
ord
g
∏
1≤i<j≤N/2
(ζi − ζj)4
N/2∏
j=1
(w(ζj))
2dζj . (2.36)
Thus the estimates (2.32), (2.33), (2.36), together with the fact that D(ǫ′) → 0 as ǫ → 0, yield (2.27),
and we prove the Proposition 1.1.
Proof of (1.10)
In the analysis above, the fact that f is uniformly continuous is used only for the estimation of (∗3).
Now when f = 1ξN≤···≤ξ1≤t = 10≤x1≤t−ζ1,ζ1<t and g = 1ζ1≤t, (∗3) becomes
(∗3) =Z−1N,A;w
∫
R
N/2
ord ∩{ζ1<t}
w(ζ)dζ
∫
Xδ
1
∩{0≤x1≤t−ζ1}
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj
− Z−1N,A;w
∫
R
N/2
ord ∩{ζ1<t}
w(ζ)dζ
∫
Xδ
1
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj
(2.37)
where now 0 < δ < 1 can be taken to be an arbitrary fixed constant. When t− ζ1 > δ, Xδ1 ∩ {0 ≤ x1 ≤
t− ζ1} = Xδ1 , and the above two integrals in x are the same, and hence we have
|(∗3)| ≤ Z−1N,A;w
∫
R
N/2
ord ∩{t−δ≤ζ1<t}
w(ζ)dζ
∫
Xδ
1
∩{t−ζ1<x1≤δ}
p(x, ζ)
N/2∏
j=1
e−Axjw(xj + ζj)dxj . (2.38)
As in Lemma 2.1, this can be estimated as
|(∗3)| ≤ Z−1N,A;wANe
1
2
δNC0
∫
R
N/2
ord
∩{t−δ≤ζ1<t}
(∆N/4(ζ)
4 + δQ(ζ))w(ζ)2dζ. (2.39)
But Z−1N,A;wA
N is bounded as A → ∞, and the integral vanishes when we take δ → 0, and hence we
obtain (∗3)→ 0 as A→∞. The rest of analysis is the same as for the proof of (1.8).
Remark
In addition to the change β → 4β, we can also obtain the transition β → k2β for each k ∈ N. Let
η3(ξ;A) := e
−A(ξ1+ξ2−2ξ3+ξ4+ξ5−2ξ6+··· ), (2.40)
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and similarly we set ηk(ξ;A) with the term ξ1 + ξ2 + · · ·+ ξk−1 − (k− 1)ξk + ξk+1 − · · · . Then when N
is a multiple of k,
lim
A→+∞
Z−1N,A;w;β;k
∫
RNord
f(ξ)∆N (ξ)
βηk(ξ;A)
N∏
j=1
w(ξj)dξj
= Z−1N,∞;w;β;k
∫
R
N/k
ord
fk(ζ)∆N/k(ζ)
k2β
N/k∏
j=1
(w(ζj))
kdζj .
(2.41)
where fk is obtained from f by setting the first k variables equal, and the next k variables equal, and
so on. There are other possible choices of ηk. For instance,
ηk(ξ;A) = e
−A(ξ1−ξk+ξk+1−ξ2k+··· ) (2.42)
would again yield (2.41).
3 First formula for geometric percolation : multi-sum expres-
sion
For 0 < q < 1, let g(q) denote the geometric random variable with parameter q : for k = 0, 1, 2, · · · ,
P(g(q) = k) = (1− q)qk. We consider a last passage percolation model with geometric random variables
analogous to the percolation model with exponential random variables considered in the Introduction.
Namely, to each site (i, j) ∈ Z2+ the random variable X(i, j) is attached where
X(i, j) ∼ g(q), i < j, (3.1)
X(i, i) ∼ g(α√q), (3.2)
X(j, i) = X(j, i), i < j. (3.3)
Here q ∈ (0, 1) and α ∈ (0, 1/√q) are fixed numbers. As before, the random variables are independent
except the symmetry condition X(i, j) = X(j, i). As in the Introduction, Π(N) denotes the set of
up/right paths from (1, 1) to (N,N). We define
G (N ;α) = max
{ ∑
(i,j)∈π
X(i, j) : π ∈ Π(N)}. (3.4)
Since a proper limit of the geometric random variable becomes the exponential random variable, we
find that the random variable H (N ; ρ) is a limit of G (N.α).
Lemma 3.1. We have
P(H (N ; ρ) ≤ x) = lim
L→∞
P(G (N ;α) ≤ xL), (3.5)
where we set
√
q = 1− 1
2L
, α = 1−
(
1
ρ
− 1
2
)
1
L
. (3.6)
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Proof. It is direct to check that with (3.6),
e(1) = lim
L→∞
g(q)
L
, e(ρ) = lim
L→∞
g(α
√
q)
L
, (3.7)
in distribution. Thus under this limit, the last passage percolation model with geometric random
variables becomes the last passage percolation model with exponential random variables. It is also
direct to check that G (N,α)/L→ H (N, ρ) in distribution.
Now the key thing is that there are two different formulas for P(G (N,α) ≤ n). Thus by taking the
exponential limit L → ∞ with (3.6), we would obtain two different formulas for P(H (N, ρ) ≤ x). It
will turn out that one of the limiting formula is the multi-integral formula given in the right-hand-side
of (1.16) which represents the probability distribution for the rightmost ‘particle’ in the interpolating
ensemble, and the other is the Painleve´ V expression, Theorem 1.3. We present the first formula for
P(G (N,α) ≤ n) in this section. The second formula will be considered in the subsequent sections.
The following lemma is modeled on the paper [19] in which a similar result for the unsymmetrized case
(at each site (i, j), the geometric random variables X(i, j) are independent and identically distributed
without the symmetry condition X(i, j) = X(j, i)).
Lemma 3.2. Let N0 = N ∪ {0}. We have
P(G (N ;α) ≤ n) = Z1(N,α)−1
∑
0≤hN<···<h1≤n+N−1
hj∈N0
∏
1≤i<j≤N
(hi − hj)
N∏
i=1
qhi/2α−(−1)
jhj , (3.8)
where the normalization constant is
Z1(N,α) = (1− α√q)−N (1 − q)−N(N−1)/2α[N/2]qN(N−1)/2
N−1∏
j=0
j!. (3.9)
Remark. The result for the special case when α = 1 is stated in Remark 5.2 [19].
Proof. (cf. Section 2.1, [19] and Proof of Theorem 7.1, [5]) Let λ = (λ1, · · · , λN ) is a Young diagram : a
sequence of integers, λ1 ≥ · · · ≥ λN ≥ 0. The number dλ(N) of semistandard Young tableaux (SSYT)
of shape λ with elements taken from {1, · · · , N} is equal to (see e.g., [25])
dλ(N) =
∏
1≤i<j≤N
λi − λj + j − i
j − i =
N−1∏
j=0
1
j!
∏
1≤i<j≤N
(hi − hj), hj := λj +N − j. (3.10)
Let D(N) =
∑N
j=1X(j, j) and OD(N) =
∑
1≤i<j≤N X(i, j). Then
P(G (N ;α) ≤ n)
=
∑
k,m≥0
P(G (N ;α) ≤ n|D(N) = m,OD(N) = k)P(D(N) = m,OD(N) = k) (3.11)
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Let Im,kN be the set of N × N symmetric matrices with non-negative integer-valued entries such that
the sum of diagonal entries is m and the sum of upper-triangular entries is equal to k. For A =
(aij)1≤i,j≤N ∈ Im,kN , the probability that the random matrix (X(i, j))1≤i,j≤N becomes A is given by∏
j
(1− α√q)(α√q)ajj
∏
i<j
(1− q)qaij = (1− α√q)N (1 − q)N(N−1)/2αmq(2k+m)/2, (3.12)
which is a value independent of the choice of A ∈ Im,kN . Hence we have
P(D(N) = m,OD(N) = k) = #Ik,mN (1− α
√
q)N (1 − q)N(N−1)/2αmq(2k+m)/2. (3.13)
Also the conditional probability P(·|D(N) = m,OD(N) = k) is the uniform distribution on Ik,mN . Now
we use a version of the Robinson-Schensted-Knuth correspondence which yields a bijection between
Ik,mN and the set of semistandard Young tableaux with shapes λ ⊢ 2k +m such that f(λ) = m, where
f(λ) = λ1 − λ2 + λ3 − λ4 + · · · (3.14)
denotes the number of odd columns of λ. Moreover, under the Robinson-Schensted-Knuth correspon-
dence, the length of the longest up/right path G is equal to the first row λ1. Therefore, we have
P(G (N ;α) ≤ n|D(N) = m,OD(N) = k) = 1
#Ik,mN
∑
λ⊢2k+m
f(λ)=m
λ1≤n
dλ(N). (3.15)
Thus from (3.11), (3.13) and (3.15),
P(G (N ;α) ≤ n) = (1− α√q)N (1− q)N(N−1)/2
∑
λ1≤n
dλ(N)α
f(λ)q(λ1+λ2+··· )/2 (3.16)
where the sum is over all Young diagrams λ satisfying λ1 ≤ n. Note that if λ = (λ1, · · ·λk) with
λk > 0 and k > N , we have dλ(N) = 0, and hence the sum in (3.16) is over the Young diagrams
λ = (λ1, · · · , λN ) satisfying λ1 ≤ n. Now we use (3.10) and set hj = λn +N − j, and the results (3.8)
and (3.9) are obtained.
By taking the limit (3.5) of (3.8), we obtain Proposition 1.2, which was originally given in Remark
7.6.1, [5].
4 Second formula for geometric percolation : orthogonal poly-
nomials
In this section, we present the second formula for the geometric percolation model introduced in Section
3. The following determinant formula is given in Theorem 7.1 of [5] for a more general model.
Lemma 4.1. (Theorem 7.1, [5]) We have
P(G (N ;α) ≤ n) = Z3(N,α)−1 EU∈O(n) det((1 + αU)(1 +√qU)N ) (4.1)
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with
Z3(N,α) = (1− α√q)−N (1− q)−N(N−1)/2. (4.2)
Proof. The random variable G (N ;α) is same as ℓW (
−→q ;α) in Theorem 7.1 of [5], where W = Z+ and
−→q = (√q, · · · ,√q, 0, 0, · · · ) with √q’s occurring N times. (In Section 7 of [5], −→q is denoted by q, but
we take this notation to avoid the confusion with the parameter 0 < q < 1 of the geometric random
variable.) By (7.32) of [5], we have
P(G (N ;α) ≤ n) = P(ℓ
Z+
(−→q ;α) ≤ n) = Z
Z+
(−→q ;α)
∑
ℓ(λ)≤n
αf(λ)sλ(/−→q Z+) (4.3)
where ℓ(λ) is the number of parts of the Young diagram λ and f(λ) is same as (3.14). Indeed this
formula is, after the modification λ 7→ λt, is equal to the formula (3.16) in Section 3. The normalization
constant is by (7.11) of [5],
Z3(N,α) = ZZ+(
−→q ;α)−1 = (1 − α√q)−N (1 − q)−N(N−1)/2. (4.4)
From (5.55) of [5] with the modification as in the paragraph preceding Theorem 7.1 of [5], the sum in
(4.3) is equal to
∑
ℓ(λ)≤n
αf(λ)sλ(/−→q Z+) = EU∈O(n) det((1 + αU)H(U ;
−→
0 /−→q Z+)). (4.5)
But by (7.28) and (5.6) of [5], we have
H(U ;
−→
0 /−→q
Z+
) = E(U ;−→q
Z+
) = (1 +
√
qU)N , (4.6)
and hence we obtain (4.1).
Let O(n)± denote the connected component of O(n) with det(U) = ±1, respectively. The authors
in [5] expressed the expected value over the orthogonal group in (4.1) in terms of the related orthogonal
polynomials. Set
ψ(z) = ψ(z;M,N) := (1 +
√
qz)N(1 +
√
qz−1)N . (4.7)
Let πj(z) be the monic orthogonal polynomial of degree j with respect to the measure ψ(z)dz/(2πiz)
on the unit circle : ∫
|z|=1
πj(z)πk(z)ψ(z)
dz
2πiz
= Njδjk, (4.8)
where Nj is the square of the norm of πj(z). We also set
π∗j = z
jπj(z
−1). (4.9)
Remark. In general, π∗j is defined by z
jπj(z
−1). But for the case at hand, all the coefficients of πj are
real, and hence taking the complex conjugate has no effect.
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We also set
φj(z) = (1 +
√
qz)Nπj(z), (4.10)
φ∗j (z) = (1 +
√
qz)Nπ∗(z). (4.11)
Note that a version of strong Szego¨ theorem yields that (see e.g., [18])
lim
n→∞
EU∈O(n)± det((1 +
√
qU)N ) = (1− q)−N(N−1)/2. (4.12)
From Theorem 3.1 and Theorem 2.3 in [5], (4.1) has the following expression.
Lemma 4.2. For n ≥ 1,
P(G (N ;α) ≤ 2n) = 1
2
{
[φ∗2n−1(−α)− αφ2n−1(−α)]∆−−n + [φ∗2n−1(−α) + αφ2n−1(−α)]∆++n−1
}
(4.13)
P(G (N ;α) ≤ 2n+ 1) = 1
2
{
[φ∗2n(−α) + αφ2n(−α)]∆+−n + [φ∗2n(−α)− αφ2n(−α)]∆−+n
}
(4.14)
(4.15)
where
∆−−n =
∏
j≥n
N−12j+2(1 + π2j+2(0)) (4.16)
∆++n =
∏
j≥n
N−12j+2(1− π2j+2(0)) (4.17)
∆+−n =
∏
j≥n
N−12j+1(1− π2j+1(0)) (4.18)
∆−+n =
∏
j≥n
N−12j+1(1 + π2j+1(0)). (4.19)
We also have for n ≥ 1,
P(G (N ; 1) ≤ 2n) = ∆−+n (4.20)
P(G (N ; 1) ≤ 2n+ 1) = ∆++n (4.21)
(4.22)
The main results, Theorem 1.3 will be obtained by analyzing the orthogonal polynomials πk asymp-
totically. This asymptotic analysis will be carried out in Section 6. But we first need the following
section which will be used for the analysis in Section 6.
5 Painleve´ V
In this Section, we prove various properties of a Riemann-Hilbert problem for Painleve´ V solution.
These properties will be used in the next Section 6 for the analysis of orthogonal polynomials πk, and
also for the proof of Theorem 1.3. This section is, however, independent of other sections.
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Fix 0 < a < 1. Let Γ1 = {w ∈ C : |w − 1| = a} and Γ2 = {w : |w + 1| = a}. We orient the circle Γ1
counter-clockwise, and orient the circle Γ2 clockwise. Set Γ = Γ1 ∪ Γ2. Let Ω1,Ω2 and Ω0 be the open
regions as indicated in Figure 1.
Ω 1Ω 2
Ω 0Γ2 Γ1
0 1−1
Figure 1: Contours Γ1, Γ2 and the regions Ω1,Ω2,Ω0
Let
Φ(w) = Φ(w;x,N) :=
(1 + w)N
(1 − w)N e
− 1
2
xw. (5.1)
Define the 2× 2 matrix V (w) = V (w;x,N) on Γ by

V (w) =

1 −Φ(w)
0 1

 , w ∈ Γ1,
V (w) =

 1 0
Φ(w)−1 1

 , w ∈ Γ2.
(5.2)
Let the 2× 2 matrix M(w) =M(w;x,N) = (Mjk(w))j,k=1,2 be the solution to the following Riemann-
Hilbert problem (RHP) : 

M(w) is analytic in w ∈ C \ Γ,
M+(w) =M−(w)V (w), w ∈ Γ,
M(w) = I +O(w−1), as w→∞.
(5.3)
The solution M shares the following properties.
Proposition 5.1. Set σ1 =
(
0 1
1 0
)
and set σ3 =
(
1 0
0 −1
)
. We have the following properties :
(i). There is a unique solution M(w) =M(w;x,N) to the RHP (5.3) for each x > 0 and N ∈ N, and
the solution M has the expansion
M(w) = I +
M1
w
+
M2
w2
+ · · · , w→∞. (5.4)
(ii). M(w) =M(w), M(w) = σ1M(−w)σ1, and detM(w) = 1.
(iii). M(w) is real for w ∈ R, and M1 and M2 have the form
M1 =
(
−α β
−β α
)
, M2 =
(
1
2 (α
2 − β2) γ
γ 12 (α
2 − β2)
)
. (5.5)
Here α, β, γ are real constants which depend on x and N .
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(iv). We have
∂
∂x
M =
1
4
w[M,σ3] +
1
2
βσ1M. (5.6)
This implies, in particular,
α′ =
1
2
β2, β′ =
1
2
(αβ − γ), (5.7)
where ′ denotes the derivative with respect to x,
(v). We have
∂
∂w
M =
1
4
x[M,σ3]− N
1− w2Mσ3 +
N
2
1
1− wAM −
N
2
1
1 + w
σ1Aσ1M, (5.8)
where
A =M(1)σ3M(1)
−1 = σ3 +
1
N
M1 +
1
2N
xβσ1(−I +M1) + 1
2N
xγσ1σ3. (5.9)
(vi). Set θ(x) = θ(x;N) = − 12xα(x). Then θ solves the Painleve´ V equation
(xθ′′)2 = (θ − xθ′)(θ − xθ′ + 4(θ′)2 + 4Nθ′). (5.10)
(vii). Fix 0 < ǫ < 1/4. For each fixed N ∈ N, as x→ +∞,
β(x) = −2(−1)NL(1)N−1(x)e−
1
2
x +O(e−(1−ǫ)x) =
−2xN−1
(N − 1)!e
− 1
2
x(1 +O(x−1)) (5.11)
and
α(x) =
∫ x
∞
2L
(1)
N−1(y))
2e−ydy +O(e−
3
2
(1−ǫ)x) =
2x2N−2
((N − 1)!)2 e
−x(1 +O(x−1)), (5.12)
where L
(1)
N−1(x) is the Laguerre polynomial of degree N − 1 with parameter 1 ;
L
(1)
N−1(x) =
N−1∑
j=0
(
N
j + 1
)
(−x)j
j!
=
1
2πi
∫
|z|= 1
2
x
(
1 +
x
z
)N−1
e−z
(
1 +
z
x
)dz
z
. (5.13)
Also if we take Γ1 and Γ2 to be the circles of radius ǫ, centered at 1 and −1, respectively, we have
for each fixed w ∈ C \ (Γ1 ∪ Γ2), as x→ +∞,
M(w) = I −
(
0 Λ(w, x,N)
Λ(−w, x,N) 0
)
+O(e−(1−2ǫ)x), (5.14)
where
Λ(w, x,N) :=
1
2πi
∫
Γ1
Φ(s)
ds
s− w. (5.15)
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(viii). We have
M(0) =
1
2
(
EN(x)
−2 + EN(x)2 EN(x)−2 − EN(x)2
EN(x)
−2 − EN(x)2 EN(x)−2 + EN(x)2
)
(5.16)
where EN(x) is defined in (1.20) with α in (5.5).
Proof. (i) The proof of (i) is parallel to the analysis of Theorem 5.50 in [10]. We here only present
an outline of the proof. Let C be the Cauchy operator given by
(Cf)(w) =
1
2πi
∫
Γ
f(s)
s− wds, f ∈ L
2(Γ). (5.17)
Let C+ be the limit from the positive side of the contour :
(C+f)(w) = lim
w′→w
(Cf)(w′), w′ is in the (+)-side of Γ. (5.18)
Define the operator CV acting on L
2(Γ) by
(CV f)(w) := C+(f(I − V −1)(w), f ∈ L2(Γ). (5.19)
From the general theory (see e.g. Appendix I, [9]), if the operator 1− CV is invertible in L2(Γ),
the function M(w) defined by
M(w) = I +
1
2πi
∫
Γ
(I + (1− CV )−1(CV I))(s)(I − V −1)(s)
s− w ds (5.20)
solves the RHP (5.3) in L2 sense. But since V and V −1 are analytic on Γ, the L2 solution is
indeed the classical solution of (5.3) (see e.g. Proposition 5.80, [10]). Just as in Step 1 and 2 of
the proof of Theorem 5.50, [10], 1 − CV is a Fredholm operator of index 0, because the contour
Γ is compact and V is real analytic on Γ. Thus it is enough to show that Ker(1− CV ) = {0} in
order to prove that 1−CV is invertible. Now suppose (1−CV )f = 0 for f ∈ L2(Γ). We will show
that f = 0, which will prove that 1− CV is invertible. Set
n(w) :=
1
2πi
∫
Γ
f(s)(I − V −1)(s)
s− w ds. (5.21)
From the properties of the Cauchy operator, n satisfies
– n(w) is analytic in C \ Γ, and continuous up to the boundaries.
– n+(w) = n−(w)V (w), w ∈ Γ.
– n(w) = O( 1w ) as w→∞.
Let Γ0 be the imaginary axis, oriented from i∞ to −i∞. Define N(w) by

N(w) = n(w)

1 −Φ(w)
0 1

 , w ∈ Ω0, Re(w) > 0,
N(w) = n(w)

 1 0
−Φ(w)−1 1

 , w ∈ Ω0, Re(w) < 0,
N(w) = n(w) w ∈ Ω1 ∪ Ω2.
(5.22)
Then N satisfies
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– N(w) is analytic in w ∈ C \ Γ0.
– N+(w) = N−(w)V0(w) for w ∈ Γ0, where V0(w) =
(
1 −Φ(w)
Φ(w)−1 0
)
.
– N(w) = O( 1w e
− 1
2
x|Re(w)|) as w →∞.
Now consider
a(w) := N(w)N(−w)T . (5.23)
Then a(w) is holomorphic in C \ Γ0, and hence by Cauchy’s theorem and the decay property as
w →∞, we have ∫
Γ
a+(w)dw = 0. (5.24)
But from the jump condition of N ,
a+(w) = N+(w)N−(−w)T = N+(w)N−(w)T = N+(w)(V0(w)−1)TN+(w)T (5.25)
for w ∈ Γ. Thus using the property Φ(w)−1 = Φ(w) for w ∈ Γ0,
0 =
∫
Γ
(a+(w) + a+(w)
T
)dw =
∫
Γ
N+(w)
(
(V0(w)
−1
)T + V0(w)
−1)N+(w)Tdw
=
∫
Γ
N+(w)
(
0 0
0 2
)
N+(w)
T
dw.
(5.26)
This implies that (N12)+(w) = (N22)+(w) = 0 for almost every w ∈ Γ, and hence by Cauchy’s
theorem, we have
N12(w) = N22(w) = 0, Re(w) > 0. (5.27)
This in turn implies, from the jump condition, that
N11(w) = N21(w) = 0, Re(w) < 0. (5.28)
On the other hand, from the jump condition again,
(N11)+(w) = (N12)−(w)e
1
2
xw
(
1− w
1 + w
)N
, w ∈ iR. (5.29)
Set
h(w) :=

(1 + w)
NN11(w), Re(w) > 0,
(1 − w)Ne 12xwN12(w), Re(w) < 0.
(5.30)
Then h is entire, and h(w)w−N−1 → 0 as w → ∞ since N(w) is bounded for w ∈ C. Thus by
the Liouville’s theorem, h(w) is a polynomial of degree at most N . But then for Re(w) < 0,
N12(w) = h(w)(1 −w)Ne− 12xw blows up as w→∞ unless h = 0 identically. Therefore we obtain
N12(w) = 0, Re(w) < 0,
N11(w) = 0, Re(w) > 0.
(5.31)
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By a similar argument, we obtain
N21(w) = 0, Re(w) > 0,
N22(w) = 0, Re(w) < 0.
(5.32)
Therefore we have N(w) = 0 and hence n(w) = 0 for all w ∈ C. Since by (5.19) and (5.21),
n+ = C+(f(I − V −1)) = CV (f) = f , we obtain that Ker(1 − CV ) has dimension 0. The
uniqueness of the solution is standard. The expansion (5.4) follows from (5.21).
(ii) The jump matrix V have the properties, V (w) = V (w), V (w) = σ1V (−w)−1σ1 and det V (w) = 1
for w ∈ Γ. These properties, together with the uniqueness of the solution to the RHP, imply the
results.
(iii) The realness of M(w) for w ∈ R follows from M(w) =M(w), which also implies that M1 and M2
are real. By expanding the both sides ofM(w) = σ1M(−w)σ1 as w →∞, we haveM1 = −σ1M1σ1
and M2 = σ1M2σ1, and hence
M1 =
(
−α β
−β α
)
, M2 =
(
(M2)11 γ
γ (M2)11
)
, (5.33)
for some α, β, γ, (M2)11. Also since 0 = log detM = tr logM = tr log(I +
M1
w +
M2
w2 + · · · ),
as w → ∞, we have tr(M1) = 0 and tr(M2 − 12M21 ) = 0. The second identity implies that
(M2)11 =
1
2 (α
2 − β2) and we obtain the results.
(iv) Set f :=Me−
1
4
xwσ3 . Then 

f is analytic in C \ Γ,
f+ = f−vf (w) for w ∈ Γ,
fe
1
4
xwσ3 → I as w →∞.
(5.34)
where 

vf (w) =

1 −(1+w1−w )N
0 1

 w ∈ Γ1,
vf (w) =

 1 0
(1−w1+w )
N 1

 w ∈ Γ2.
(5.35)
Note that the jump matrix does not depend on x. Thus f ′ and f satisfy the same jump condition,
and hence f ′f−1 is a entire function, where f ′ = ∂∂xf . On the other hand, from the condition
fe
1
4
xwσ3 → I as w → ∞, we obtain f ′f−1 + 14wfσ3f−1 → 0 as w → ∞. But since M =
I + M1w + O(w
−2) as w → ∞, we have 14wfσ3f−1 = 14wσ3 + 14 [M1, σ3] + O(w−1). Thus by
Liouville’s theorem, f ′f−1 = − 14wσ3 − 14 [M1, σ3], which is equivalent to
M ′ =
1
4
w[M,σ3] +
1
2
βσ1M, (5.36)
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as desired.
By taking the limit x→∞ in (5.6) and collecting the terms of order O(w−1), we have
M ′1 =
1
4
[M2, σ3] +
1
2
βσ1M1. (5.37)
This implies (5.7).
(v) Set h = Me−
1
4
xwσ3
(
1+w
1−w
) 1
2
Nσ3
, where
(
1+w
1−w
) 1
2 is defined to be analytic in C \ [−1, 1] with the
condition that it becomes 1 as w = iy → 0 satisfying y > 0. Then

h is analytic in C \ ([−1, 1] ∪ Γ),
h+ = h−vh, w ∈ Γ,
h+ = (−1)Nh−, w ∈ (−1, 1),
he
1
4
xwσ3
(
1+w
1−w
)− 1
2
Nσ3 → I as w→∞,
(5.38)
where the interval [−1, 1] is oriented from the right to the left, and the jump matrix vh is given
by 

vh =
(
1 −1
0 1
)
w ∈ Γ1,
vh =
(
1 0
1 1
)
w ∈ Γ2.
(5.39)
Then
h˙h−1 = M˙M−1 − 1
4
xMσ3M
−1 +
N
1− w2Mσ3M
−1 (5.40)
is analytic in C \ {−1, 1} with simple poles at −1 and 1, where h˙ denotes the derivative with
respect to w. Thus, since h˙h−1 → − 14xσ3 as w →∞, we find that
h˙h−1 = −1
4
xσ3 +
A0
1− w +
B0
1 + w
(5.41)
with some constant matrices A0 and B0. By taking the limits of (5.40) as w → 1,−1, we obtain
A0 =
N
2 M(1)σ3M(1)
−1 and B0 = N2 M(−1)σ3M(−1)−1. Since M(−1) = σ1M(1)σ1 from (ii), we
have B0 = −σ1A0σ1.
By combining (5.40) and (5.41), we obtain (5.8) with constant matrix A =M(1)σ3M(1)
−1. Now
we take the limit w → ∞ to (5.8). By collecting the terms of order O(w−1) and noting that
[M1, σ3] = −2βσ1, we have
A+ σ1Aσ1 = − 1
N
xβσ1, (5.42)
and by collecting the terms of order O(w−2) and noting that [M2, σ3] = 2γσ1σ3, we obtain
A− σ1Aσ1 = 2σ3 + 2
N
M1 +
1
N
xβσ1M1 +
1
N
xγσ1σ3. (5.43)
These yield the second formula (5.9) for A.
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(vi) From the second formula (5.9) of A, we have
A =
(
1− 1N α− 12N xβ2 1N − 12N xβ(1 − α)− 12N xγ
− 1N − 12N xβ(1 + α) + 12N xγ −1 + 1N α+ 12N xβ2
)
. (5.44)
On the other hand, the first formula, A =M(1)σ3M(1)
−1, of (5.9) implies that detA = −1. Thus
(5.44) yield the identity
−(N − α− 1
2
xβ2)2 − 1
4
x2β2 + (β +
1
2
x(αβ − γ))2 = −N2. (5.45)
By removing γ and β using (5.7), we obtain
−(N − α− xα′)2 − 1
2
x2α′ +
1
2α′
(2α′ + xα′′)2 = −N2. (5.46)
This becomes (5.10) if we set θ = − 12xα.
(vii) We take Γ as the union of circle of radius ǫ, centered at 1 and −1. (We have freedom to pick a
contour.) Then from the formula of V , it is direct to check that
‖I − V −1‖L∞(Γ) ≤
(2 + ǫ)N
ǫN
e−(1−ǫ)x/2. (5.47)
Also by (5.19),
‖CV ‖L2(Γ)→L2(Γ) ≤ ‖C+‖L2(Γ)→L2(Γ)‖I − V −1‖L∞(ΣM ) ≤ c1‖I − V −1‖L∞(Γ) (5.48)
for some constant c1 > 0. Here c1 can be taken to be independent of 0 < ǫ < 1/4 from a simple
scaling argument. Hence for large enough x, ‖(1− CV )−1‖L2(Γ)→L2(Γ) ≤ 1/2, and from (5.20),
M(w) = I +
1
2πi
∫
Γ
(I − V −1)(s)
s− w ds+O
(‖I − V −1‖2L∞(Γ)|Γ|
dist(w,Γ)
)
, (5.49)
where |Γ| is the size of Γ. Also, we have
M1 = − 1
2πi
∫
Γ
(I + (1− CV )−1(CV I))(s)(I − V −1)(s)ds
= − 1
2πi
∫
Γ
(I − V −1)(s)ds− 1
2πi
∫
Γ
(CV I)(s)(I − V −1)(s)ds
− 1
2πi
∫
Γ
((1 − CV )−1(CV (CV I)))(s)(I − V −1)(s)ds,
(5.50)
and the second and the third integrals on the last line are of order
O
(‖I − V −1‖2L∞(Γ)), O(‖I − V −1‖3L∞(Γ)), (5.51)
respectively. Therefore, we obtain
β = (M1)12 = − 1
2πi
∫
Γ
(I − V −1)12(s)ds+O
(‖I − V −1‖2L∞(Γ))
=
1
2πi
∫
|s−1|=ǫ
(
1 + s
1− s
)N
e−
1
2
xsds+O(e−(1−ǫ)x) =: fN (x) +O(e−(1−ǫ)x).
(5.52)
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After the change of variables 12x(s− 1) = z, we have
fN(x) =
2(−1)Ne− 12x
2πi
∫
|z|= 1
2
xǫ
(
1 +
x
z
)N−1
e−z
(
1 +
z
x
)dz
z
. (5.53)
This is precisely an integral representation of the Laguerre polynomial L
(1)
N−1(x) (see e.g., [1]
22.10.8), and we find
β = 2(−1)Ne− 12xL(1)N−1(x) +O(e−(1−ǫ)x). (5.54)
Similarly, from (5.50), we have
α = (M1)22 = − 1
2πi
∫
Γ
((CV I)(s)(I − V −1)(s))22ds+O(‖I − V −1‖3L∞(Γ))
=
1
(2πi)2
∫
Γ1
ds
∫
Γ2
dt
Φ(t)−1Φ(s)
t− s +O(e
−3/2(1−ǫ)x) =: gN(x) +O(e−3/2(1−ǫ)x).
(5.55)
By a direct computation using (5.1), we find that
g′N (x) =
1
2(2πi)2
∫
Γ1
ds
∫
Γ2
dt
(
1− t
1 + t
)N
e
1
2
xt
(
1 + s
1− s
)
e−
1
2
xs =
1
2
(fN (x))
2. (5.56)
Since limx→∞ gN (x) = 0, we find that
gN (x) =
∫ x
∞
1
2
(fN (y))
2dy, (5.57)
which proves (5.12).
For w ∈ C such that dist(w,Γ) ≥ 12ǫ, the result (5.14) follows from (5.49) and (5.47), (5.48). For w
such that dist(w,Γ) < 12ǫ, we algebraically transform the RHP so that the contour Γ are now the
unions of circles of radius 2ǫ, centered at 1,−1, and then apply the same estimates. By undoing
the algebraic transformation and using the Cauchy’s theorem, we obtain the result (5.14).
(viii) From the properties (ii), M(0) is of the form
M(0) =
(
A(x) B(x)
B(x) A(x)
)
(5.58)
for some real function A and B such that A2−B2 = 1. From the differential equation (5.6) when
w = 0, we find
A′ =
1
2
βB, B′ =
1
2
βA. (5.59)
Thus we have
A(x) +B(x) = (A(x0) +B(x0))e
∫ x
x0
1
2
β(s)ds
, (5.60)
A(x) −B(x) = (A(x0)−B(x0))e−
∫ x
x0
1
2
β(s)ds
. (5.61)
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The asymptotics (5.11) and (5.14) then yield that
A(x) +B(x) = e
∫
x
∞
1
2
β(s)ds, (5.62)
A(x) −B(x) = e−
∫ x
∞
1
2
β(s)ds, (5.63)
which imply (5.16)
In Proposition 5.1 (i), the solution to the RHP exists for x > 0. Indeed it can be shown that the
solution ceases to exist when x = 0 for N ∈ N.
Lemma 5.2. There is no solution to RHP (5.3) when x = 0 for N ∈ N.
Proof. When x = 0, Ψ(w) = (1+w1−w )
N . Suppose there is a solution M to the RHP (5.3). Let L(w) be
the matrix defined by
L(w) =


M(w)

1 −(1+w1−w )N
0 1

 , w ∈ Ω1,
M(w)

 1 0
−(1−w1+w )N 1

 , w ∈ Ω2,
M(w), w ∈ Ω0.
(5.64)
Then L(w) is analytic in C except that its second column has a pole of order N at w = 1 and its first
column has a pole of order N at w = −1. Since L(w)→ I as w →∞, we find that L has the form
L(w) = I +
N∑
j=1
1
(1− w)j
(
0 aj
0 bj
)
+
N∑
k=1
1
(1 + w)k
(
ck 0
dk 0
)
, (5.65)
for some constants aj , bj, ck, dk. From (5.64) and (5.65), for w ∈ Ω1,
M(w) = L(w)
(
1 (1+w1−w )
N
0 1
)
, (5.66)
and especially the 12-entry is
M12(w) =
(1 + w
1− w
)N
+
N∑
j=1
aj
(1− w)j +
N∑
k=1
ck(1 + w)
N−k
(1− w)N . (5.67)
From (5.3), M , henceM12, is analytic at w = 1. By expanding (5.67) as a Laurant series around w = 1,
and computing the coefficient of (1− w)−1, we obtain the condition
−(−1)N2N + a1 − (−1)Nc1 = 0. (5.68)
Similarly, for w ∈ Ω2,
M11(w) = 1 +
N∑
j=1
aj(1− w)N−j
(1 + w)N
+
N∑
k=1
ck
(1 + w)k
, (5.69)
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and by expandingM11(w) as a Laurant series around w = −1, and calculating the coefficient of (1+w)−1,
we obtain the second condition
−(−1)Na1 + c1 = 0. (5.70)
But there is no such a1, c1 satisfying (5.68) and (5.70) when N ∈ N, and this is a contradiction.
Therefore, there is no solution M to the RHP (5.3).
6 Asymptotic analysis of orthogonal polynomials and the proof
of Theorem 1.3
Set
t =
√
q. (6.1)
As mentioned earlier, Theorem 1.3 is obtained by taking the limit (3.1) of the formula Lemma 4.2. For
that purpose, we need asymptotics of πk and Nk. In view of Lemma 3.1 and Lemma 4.2, we set
t = 1− 1
2L
, k = [xL], (6.2)
and take the limit L→∞ in this section. The results are summarized in Proposition 6.4 and Proposition
6.6 below. The asymptotics of ∆±±n are in Proposition 6.5, and the proof of Theorem 1.3 is given at
the end of this section.
Let Σ be the unit circle {|z| = 1} in the complex plane, oriented counter-clockwise. Let Y be the
solution to the following 2× 2 Riemann-Hilbert problem (RHP) :

Y (w) is analytic in w ∈ C \ Σ, and continuous up to the boundary,
Y+(w) = Y−(w)

1 w−k(1 + tw)N (1 + tw−1)N
0 1

 , w ∈ Σ,
Y (w)z−kσ3 = I +O(w−1), as w→∞.
(6.3)
Then due to the work of Fokas, Its and Kitaev ([12], see also [4]), the orthogonal polynomials πk and
its norm Nk of (4.8) are given by
πk(w) = Y11(w), Nk = Y12(0), Nk−1 = −Y21(0)−1. (6.4)
The goal of this section is to find the asymptotics of Y with precise error bound as L→∞ with (6.2),
and hence to find the asymptotics of πk and Nk. We use the steepest-descent method for RHP, which
was introduced by Deift and Zhou [11]. Throughout this section, N is a fixed parameter, while t and k
would vary as L varies.
Define m(1) by
m(1)(z) = (−1) k2 σ3Y (z)
(
(1 + tz)N 0
0 (1 + tz)−N
)
(−1) k2 σ3
(
0 −1
1 0
)
, |z| < 1, (6.5)
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and by
m(1)(z) = (−1) k2 σ3Y (z)
(
z−k(1 + tz−1)N 0
0 zk(1 + tz−1)−N
)
(−1)− k2 σ3 , |z| > 1. (6.6)
Then m(1) solves the new RHP

m
(1)
+ (z) = m
(1)
− (z)

 1 −ϕ(z)
ϕ(z)−1 0

 , z ∈ Σ,
m(1)(z) = I +O(z−1), as z →∞,
(6.7)
where
ϕ(z) := (−z)k(1 + tz)N (1 + tz−1)−N . (6.8)
This RHP is algebraically equivalent to the RHP (6.3).
Fix 0 < a < 1. Let Σ1 = {|z + 1 − 12L | = a2L} and Σ2 = {|z + 1 + 12L | = a2L}. We orient the circle
Σ1 counter-clockwise, and orient the circle Σ2 clockwise. Note that we have plenty of freedom for the
choice of the contour. Since 0 < a < 1, Σ1, Σ2 and |z| = 1 have no intersection, and the complex plane
is divided into four connected regions (see Figure 2). When L > 1+a2a , which we assume hereafter, the
Σ Σ
|z|=1
2 1
Figure 2: Contours Σ1 nd Σ2
point −t−1 is inside the disk bounded by Σ2. Define m(2)(z) by

m(2)(z) = m(1)(z)

1 ϕ(z)
0 1

 , for z between Σ1 and |z| = 1,
m(2)(z) = m(1)(z)

 1 0
ϕ(z)−1 1

 , for z in the unbounded component,
m(2)(z) = m(1)(z), for z inside Σ1 and Σ2.
(6.9)
Since ϕ(z) is analytic in C \ {−t}, and ϕ(z)−1 is analytic in C \ {−t−1}, we find that m(2)(z) is analytic
in all four regions. Moreover, by the jump condition of m(1) on |z| = 1, m(2) is analytic on |z| = 1.
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Thus m(2) solves the following RHP :

m(2)(z) is analytic in C \ (Σ1 ∪Σ2),
m
(2)
+ (z) = m
(2)
− (z)v
(2)(z), z ∈ Σ1 ∪ Σ2,
m(2)(z) = I +O(z−1), as z →∞,
(6.10)
where
v(2)(z) =



1 −ϕ(z)
0 1

 , z ∈ Σ1,

 1 0
ϕ(z)−1 0

 , z ∈ Σ2.
(6.11)
Now we take the scaling
w := 2L(z + 1). (6.12)
Under this map z 7→ w, Σ1 and Σ2 are mapped to Γ1 := {w : |w− 1| = a} and Γ2 := {w : |w+ 1| = a},
respectively. Set Γ = Γ1 ∪ Γ2. We define
m(3)(w) := m(2)(−1 + w
2L
). (6.13)
Then m(3) solves the RHP 

m(3)(w) is analytic in w ∈ C \ Γ,
m
(3)
+ (w) = m
(3)
− (w)v
(3)(w), w ∈ Γ,
m(3)(z) = I +O(w−1), as w →∞,
(6.14)
where
v(3)(w) = m(3)(−1 + w
2L
). (6.15)
Now we need the following Lemma.
Lemma 6.1. For fixed 0 < a < 23 , where a is the radius of Γ1 and Γ2, we have the following results.
(1) With (6.2), for any x0 > 0, there are positive constants C1, c1, L1 such that
‖ϕ(−1 + w
2L
)− Φ(w)‖L∞(Γ1) ≤
C1
L
e−c1x, ‖ϕ(−1 + w
2L
)− Φ(w)‖L∞(Γ2) ≤
C1
L
e−c1x (6.16)
for all L ≥ L1 and x ∈ [x0,∞).
(2) For any x0 > 0, there is a constant C2 > 0 such that
‖M+‖L∞(Γ) ≤ C2, ‖M−1+ ‖L∞(Γ) ≤ C2, (6.17)
for all x ∈ [x0,∞).
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Proof. (1) By an elementary calculation, we have for any complex numbers f, g
|ef − eg| ≤ |f − g|emax(Re(f),Re(g)). (6.18)
For w ∈ Γ1, with (6.2),
∣∣ϕ(−1 + w
2L
)− Φ(w)∣∣ = ∣∣∣∣(1− w2L)[xL]+N − e− 12xw
∣∣∣∣
∣∣∣∣1 + w1− w
∣∣∣∣
N
. (6.19)
Setting
f =
[xL] +N
xL
log(1 − w
2L
), g = − w
2L
(6.20)
for (6.18), the difference (6.19) is less than or equal to
(2 + a
a
)N |exLf − exLg|. (6.21)
Now with k′ := [xL]+NxL and ǫ :=
w
2L ,
f − g = k′ log(1− ǫ) + ǫ =
∫ 1
0
d
ds
(k′ log(1− sǫ) + sǫ)ds
=
∫ 1
0
−(k′ − 1)ǫ− sǫ2 + (k′ − 1)sǫǫ+ s2ǫ2ǫ
|1− sǫ|2 ds.
(6.22)
An elementary calculation yields that |arg(w)| ≤ π6 for w ∈ Γ1 as 0 < a < 23 , and hence we have
|arg(ǫ)| ≤ π6 and |arg(ǫ2)| ≤ π3 . Also, when L ≥
√
2√
2−1 ≥
a+1√
2(
√
2−1) , we have
1
2 ≤ |1 − sǫ|2 ≤ 2 for
w ∈ Γ1. Hence noting that k′ − 1 ≥ 0, we obtain
Re(f − g) ≤
∫ 1
0
{−1
2
(k′ − 1)Re(ǫ)− 1
2
sRe(ǫ2) + 2(k′ − 1)s|ǫ|2 + 2s2|ǫ|2Re(ǫ)}ds
= −1
2
(k′ − 1)Re(ǫ)− 1
4
Re(ǫ2) + (k′ − 1)|ǫ|2 + 2
3
|ǫ|2Re(ǫ).
(6.23)
The first term satisfies − 12 (k′ − 1)Re(ǫ) ≤ 0. For the third term, when L ≥ 16Nx0 , we have k′ − 1 =
[xL]−xL+N
xL ≤ Nx0L ≤ 116 , and hence we find (k′ − 1)|ǫ|2 ≤ 18Re(ǫ2) as |arg(ǫ2)| ≤ π3 . It is also direct to
check that the forth term has the estimate 23 |ǫ|2Re(ǫ) ≤ 116Re(ǫ2) if we take L ≥ 643 . These estimates
yield
Re(f − g) ≤ − 1
16
Re(ǫ2) < 0 (6.24)
when L ≥ max(643 , 16Nx0 ).
Similarly, from (6.22), using |ǫ| ≤ 1+aL ≤ 2L and |1− sǫ|2 ≥ 12 when L ≥
√
2√
2−1 , we obtain
|f − g| ≤ 2
∫ 1
0
{
(k′ − 1)|ǫ|+ s|ǫ|2 + (k′ − 1)|ǫ|2 + s2|ǫ|3}ds
≤ (4N
x0
+ 4)
1
L2
+ (
4N
x0
+
16
3
)
1
L3
≤ 3(4N
x0
+ 4)
1
L2
.
(6.25)
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Now the first inequality of (6.16) on Γ1 is obtained using (6.21). The second inequality of (6.16) on Γ2
follows from the inequality on Γ1 and the symmetry under w 7→ −w.
(2) From (5.20) and (5.19), we have M+ = I + (1 − CV )−1(CV I). By Proposition 5.1, (1 − CV )−1
exists for all x > 0, and also it is easy to check that CV and (1 − CV )−1 are continuous in x. Hence
from (5.20), M+ is uniformly bounded for x in a compact subset of (0,∞). Also, from the analysis of
Proposition 5.1 (vii), CV and (1−CV )−1 are indeed bounded as x→∞. Hence we obtain the uniform
boundedness of M+ for x ∈ [x0,∞). The boundedness of M−1+ follows from the boundedness of M+,
together with the fact that detM+ = 1.
Set
R(w) := m(3)(w)(M(w))−1. (6.26)
Then R solves the RHP, 
R+(w) = R−(w)vR(w), w ∈ C \ Σ,R(w) = I +O(w−1), as w →∞, (6.27)
where
vR =M−v(3)V −1(M−)−1 =M+V −1v(3)M−1+ . (6.28)
Then vR shares the following properties.
Lemma 6.2. Let CvR be the operator introduced in (5.19) for vR. For any fixed x0 > 0, there are
positive constants C3, c3, L3 such that
‖I − v−1R ‖L∞(Γ) ≤
C3
L
e−c3x, (6.29)
uniformly in x ∈ [x0,∞) for L ≥ L3. Also for L and x in the same range, the operator CvR acting on
L2(Γ) satisfies
‖(1− CvR)−1‖L2(Γ)→L2(Γ) ≤ 2, (6.30)
and the matrix R in (6.26) is given by
R(w) = m(3)(w)(M(w))−1
= I +
1
2πi
∫
Γ
I − vR(s)−1
s− w ds+
1
2πi
∫
Γ
((1− CvR)−1CvRI)(s)(I − vR(s)−1)
s− w ds
(6.31)
Proof. Since
I − (v(3))−1V =
(
0 Φ(w)− ϕ(−1 + w2L )
0 0
)
, (6.32)
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for w ∈ Γ1, from Lemma 6.1 (1), we obtain for L ≥ L1,
‖I − (v(3))−1V ‖L∞(Γ1) ≤
C1
L
e−c1x. (6.33)
A similar calculation yields the same bound for Γ2. Therefore using Lemma 6.1, we obtain for L ≥ L1,
‖I − v−1R ‖L∞(Γ) = ‖M+(I − (v(3))−1V )M−1+ ‖L∞(Γ) ≤ 2C1C22
1
L
e−c1x, (6.34)
and we obtain (6.29) (with c3 = c1). For (6.30), note that since the Cauchy operator C+ on L
2(Γ) is
bounded, we have
‖CvR‖L2(Γ)→L2(Γ) ≤
C′
L
e−c3x (6.35)
for L ≥ L1 with some new constant C′ > 0. But if we take L large enough so that C′L e−c3x ≤ C
′
L ≤ 12 ,
we have
‖CvR‖L2(Γ)→L2(Γ) ≤
1
2
(6.36)
uniformly in x ∈ [x0,∞). Now the result for CvR follows from the Neumann series, and (6.27) follows
from the general theory of RHP (cf. proof of Proposition 5.1 (i)).
Under the sequence of transformations Y → m(1) → m(2) → m(3), the quantities (6.4) of interest
become
Nk = m
(3)
11 (2L), N
−1
k−1 = m
(3)
22 (2L), πl(0) = −(−1)km(3)12 (2L). (6.37)
From (6.31), using (6.29) and (6.30), we find that for x, L as in Lemma 6.2,
|m(3)(2L)M(2L)−1 − I| ≤ C
′
L2
e−c3x, (6.38)
for some constant C′ > 0.
Now the following estimates for M(2L) follows from (5.20) in the proof of Proposition 5.1 (i) and
also the proof of Lemma 6.1 (ii).
Lemma 6.3. For any fixed x0 > 0, let c3 and L3 be as in Lemma 6.2. There are positive numbers C4
and C5 such that
∣∣M(2L)− I − M1
2L
∣∣ ≤ C4
L2
e−c3x, |M(2L)| ≤ C5, (6.39)
for all x ∈ [x0,∞) and L ≥ L3.
Thus (6.38) yields that
∣∣m(3)(2L)− I − M1
2L
∣∣ ≤ C6
L2
e−c3x, (6.40)
for some constant C6 > 0. From this and (6.37), we obtain the asymptotics of Nk and πk(0) :
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Proposition 6.4. With (6.2), for any fixed x0 > 0, there are positive constants C6, c6, L6 such that
∣∣Nk − 1 + α(x,N)
2L
∣∣ ≤ C6
L2
e−c6x, (6.41)
∣∣N−1k−1 − 1− α(x,N)2L
∣∣ ≤ C6
L2
e−c6x, (6.42)
∣∣πk(0) + (−1)k β(x,N)
2L
∣∣ ≤ C6
L2
e−c6x, (6.43)
where α and β are defined in Proposition 5.1 (iii).
As in the proof Lemma 7.1 of [4], it is direct to obtain the following result from Proposition 6.4, and
we skip the proof.
Proposition 6.5. For any fixed x0 > 0, there are positive constants L7, c7 such that when 2n = [xL],
∏
j≥n
N−12j+2 = exp
(∫ ∞
x
1
4
α(y,N)dy
)(
1 +O(
1
L
e−c7x)
)
, (6.44)
∏
j≥n
N−12j+1 = exp
(∫ ∞
x
1
4
α(y,N)dy
)(
1 +O(
1
L
e−c7x)
)
, (6.45)
∏
j≥n
(1± π2j+2(0)) = exp
(
∓
∫ ∞
x
1
4
β(y,N)dy
)(
1 +O(
1
L
e−c7x)
)
, (6.46)
∏
j≥n
(1∓ π2j+1(0)) = exp
(
∓
∫ ∞
x
1
4
β(y,N)dy
)(
1 +O(
1
L
e−c7x)
)
, (6.47)
for x ∈ [x0,∞) and L ≥ L7.
Also under the transformations Y → m(1) → m(2) → m(3), φk in (4.10) is, with the relation
z = −1 + w2L , given by
φk(z) =


−(−1)km(3)12 (w), w ∈ Ω1,
zk(1 + tz)N(1 + tz−1)−Nm(3)11 (w), w ∈ Ω2,
−(−1)km(3)12 (w) + zk(1 + tz)N (1 + tz−1)−Nm(3)11 (w), w ∈ Ω0
(6.48)
(recall Figure 1). Hence, under (6.2), from (6.31), for any fixed x > 0 and fixed w ∈ C,
lim
L→∞
m(3)(w) =M(w). (6.49)
(For w near the contour Γ, we could take different radius a of the contours Γ1,Γ2.) Therefore, (6.48)
has the limit
lim
L→∞
(−1)kφk(−1 + w
2L
) =


−M12(w) w ∈ Ω1,
−M12(w) + Φ(w)M11(w), w ∈ Ω0,
Φ(w)M11(w), w ∈ Ω2,
(6.50)
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for each fixed x > 0 and w ∈ C, where k = [xL]. On the other hand, by noting that φ∗k(z) =
zk(1 +
√
qz)N(1 +
√
qz−1)−Nφk(z−1), we obtain from (6.50) that
lim
L→∞
φ∗k(−1 +
w
2L
) =


M11(−w) w ∈ Ω1,
M11(−w)− Φ(w)M12(−w), w ∈ Ω0,
−Φ(w)M12(−w), w ∈ Ω2.
(6.51)
Using the symmetry M(w) = σ1M(−w)σ1 of Proposition 5.1 (ii), this is equal to
lim
L→∞
φ∗k(−1 +
w
2L
) =


M22(w) w ∈ Ω1,
M22(w)− Φ(w)M21(w), w ∈ Ω0,
−Φ(w)M21(w), w ∈ Ω2.
(6.52)
Define M (1)(w) =M (1)(w;x,N) by
M (1)(w) :=


M(w) w ∈ Ω1,
M(w)

1 −Φ(w)
0 1

 , w ∈ Ω0,
M(w)

 1 −Φ(w)
Φ(w)−1 0

 , w ∈ Ω2 \ {−1}.
(6.53)
In other words, from the jump condition of the RHP (5.3), M (1) is obtained by taking analytic con-
tinuation of M(w) for w ∈ Ω1. Then the results (6.50) and (6.52) can be written in a compact form
:
Proposition 6.6. We have with k = [xL],
lim
L→∞
(−1)kφk(−1 + w
2L
) = −M (1)12 (w) (6.54)
lim
L→∞
φ∗k(−1 +
w
2L
) = M
(1)
22 (w) (6.55)
for each x > 0 and w ∈ C.
Proof of Theorem 1.3
Now we prove Theorem 1.3. By combining Lemma 3.1, Lemma 4.2, Proposition 6.5 and Proposition
6.6, we obtain for ρ > 0 and x > 0,
P(H (N ; ρ) ≤ x)
=
1
2
{[
M
(1)
22 (w) −M (1)12 (w)
]
(EN(x))
−1 +
[
M
(1)
22 (w) +M
(1)
12 (w)
]
EN(x)
}
FN(x),
(6.56)
where
w =
2
ρ
− 1. (6.57)
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Thus we set
aN(x, ρ) =M
(1)
22 (
2
ρ
− 1;x), bN(x, ρ) =M (1)12 (
2
ρ
− 1;x). (6.58)
From the RHP for M , aN(x, ρ), bN(x, ρ) are analytic in x > 0, ρ > 0, and EN(x),FN(x) are analytic in
x > 0.
The properties (i), (ii) of Theorem 1.3 are given in Proposition 5.1 (iv), (vi) and (vii).
For the property (iii), we note that it is direct to check that when M satisfies the differential
equations (vi), (v) of Proposition 5.1, M (1) also satisfies the same differential equations. This implies
the property (iii).
The asymptotics (iv) of aN, bN follows from (5.14), and the definition of M
(1).
The asymptotics (1.31) in (v) follows from the normalization condition of the RHP : M(w)→ I as
w →∞, and (1.32) is obtained from Proposition 5.1 (viii) and the definition of M (1).
Now we compute (1.33). With x = yρ and w = 2ρ − 1, we have
Φ(w;x) = e−ye
1
2
yρ 1
(ρ− 1)N = O(e
1
2
yρ). (6.59)
As ρ→∞, using (1.28), with the change of variables s = 1− (2/ρ)u,
aN(yρ, ρ) = Φ(
2
ρ
− 1; yρ)(Γ1(−2
ρ
+ 1, yρ) +O(e−(1−2ǫ)yρ)
)
=
1
2πi
∫
|u|=1/2
ey(u−1)
(ρ− u
ρ− 1
)N du
uN(u − 1) +O(e
−( 1
2
−2ǫ)yρ)
=
1
2πi
∫
|u|=1/2
ey(u−1)
du
uN (u− 1)
(
1 +O(ρ−1)
)
+O(e−(
1
2
−2ǫ)yρ).
(6.60)
But the function
g(y) :=
1
2πi
∫
|u|=1/2
ey(u−1)
du
uN(u − 1) (6.61)
satisfies g′(y) = e−y y
N−1
(N−1)! and g(0) = 0. Hence g(y) = P (N, y), the incomplete Gamma function, and
we obtain the first of (1.33). The second of (1.33) follows from (1.29) and (6.59).
7 Limiting distributions as N →∞
In Theorem 4.2 of [7], the authors computed the limiting distributions of the last passage percolation
time G (N ;α) of (3.4) as N → ∞ for various values of α. Similar results are also obtained in [6] for
a Poisson percolation model with a symmetry condition, which also has interpretations as the longest
increasing subsequence of random involutions. In this section, we take similar limit for H (N ; ρ). The
results are such that we take the formal limit Lemma 3.1 in Theorem 4.2 of [7] assuming that the two
limits N →∞ and L→∞ interchange. The functions F1, F4 and F are defined in [7, 6].
36
Theorem 7.1. For each fixed x ∈ R and ρ,
lim
N→∞
P
(
H (N ; ρ)− 4N
24/3N1/3
≤ x
)
=


F4(x), 0 ≤ ρ < 2,
F1(x), ρ = 2,
0, ρ > 2.
(7.1)
Also, for each fixed x ∈ R and w ∈ R,
lim
N→∞
P
(
H (N ; ρ)− 4N
24/3N1/3
≤ x
)
= F (x;w), ρ = 2− 2
5/3w
N1/3
(7.2)
From the formula in Theorem 1.3, this result can be obtained by applying the Deift-Zhou steepest-
descent method to the Riemann-Hilbert problem (5.3). The analysis is analogous to that of [4, 6],
and we do not provide any details here. Steepest-descent analysis for an extension of the RHP (5.3),
which includes the analysis of the above Theorem 7.1 as a special case, will be carried out in a later
publication, [3].
8 Correlation functions
In this last section, we give some remarks on the correlation functions for the general interpolating
ensemble with the density (1.6) with β = 1,
p(ξ1, · · · , ξN ;A;w) = 1
ZA
∏
1≤i<j≤N
(ξi − ξj)
N∏
j=1
w(ξj)e
A(−1)jξj , (8.1)
on RNord := {ξN ≤ ξN−1 ≤ · · · ≤ ξ1} (N is even). It has been known that the correlation functions for
the orthogonal ensemble (when A = 0) and the symplectic ensemble (when A = +∞) can be expressed
in terms of the Pfaffian, or the square root of the determinant, of an antisymmetric matrix (see e.g.,
[22, 29]). For (8.1) with general A, Rains ([23]) computed the correlation functions and showed that it
is again expressible in terms of Pfaffians but of a different matrix. In this section we remark that the
result of Rains can be obtained from the argument of Tracy and Widom [29] after a minor change.
In [29], Tracy and Widom developed a systematic method to express various correlation functions of
orthogonal and symplectic ensembles in terms of certain Fredholm determinants. Especially in Section
9 of [29], Tracy and Widom expressed the correlation functions of general orthogonal ensemble. The
computation below for the above ensemble (8.1) is identical to that of Section 9 of [29] except the change
of the asymmetric factor ǫ→ ǫA.
We assume that N is even in the below. When N is odd, one needs some change of the formulas.
The starting point is the following identity in Remark 7.6.1, [5] :
eA
∑N
j=1(−1)jξj = Pf
(
sgn(ξj − ξk)eA|ξj−ξk|
)
1≤j,k≤N . (8.2)
This can be checked by noting that the Pfaffian on the right-hand-side is the square root of the
determinant DN of the matrix
(
sgn(ξj − ξk)eA|ξj−ξk|
)
1≤j,k≤N , and by finding the relation DN =
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e2A(ξN−1−ξN )DN−2 using proper row and column operations. From (8.2), for any bounded function
f , we have
ZA ·
∫
RNord
p(ξ1, · · · , ξN ;A;w)
N∏
j=1
(1 + f(ξj))dξ1 · · · dξN
=
∫
RNord
Pf
(
sgn(ξj − ξk)eA|ξj−ξk|
)
1≤j,k≤N det
(
ξjkw(ξk)(1 + f(ξk))
)
1≤j,k≤Ndξ1 · · · dξN
(8.3)
We also need the following result of de Bruijn (equations (4.6)-(4.8) of [8]) : given a measure space
(X,µ), for an anti-symmetric function s(x, y) = −s(y, x) on X ×X ,
1
N !
∫
XN
Pf(s(xi, xj))1≤i,j≤N det(φi(xj))1≤i,j≤Ndµ(x1) · · · dµ(xN )
= Pf
(∫
X
∫
X
φi(x)s(x, y)φj(y)dµ(x)dµ(y)
)
1≤i,j≤N
(8.4)
for a sequence of functions φj on X . This is a generalization of (1.4) of [29] where the authors took the
special case when s(x, y) = sgn(x − y). Now with s(x, y) = sgn(x − y)eA|x−y| and φj(x) = xjw(x)(1 +
f(x)), the square of (8.3) is equal to
det
(∫
R
∫
R
sgn(x− y)eA|x−y|xjykw(x)w(y)(1 + f(x))(1 + f(y))dxdy
)
0≤j,k≤N−1
. (8.5)
Here the N ! term in (8.4) disappears since RNord is the ordered set {ξN ≤ · · · ≤ ξ1} and we take X = R.
This formula is same as the second displayed formula of section 9 of [29] with the modification that
ǫ(x− y) (which is sgn(x− y)) is replaced with sgn(x − y)eA|x−y|.
The rest of argument is same as section 9, [29] except that the operator ǫ whose kernel is sgn(x− y)
in [29] is now changed to the operator ǫA, defined by
(ǫAh)(x) =
∫
R
ǫA(x− y)h(y)dy, ǫA(x − y) := sgn(x− y)eA|x−y|, (8.6)
for a suitable class of functions h. With this modification, the result analogous to (3.3), (9.1) of [29] is
the following.
Lemma 8.1. (Theorem 1.1 of [23]) Set ψj(x) = pj(x)w(x) where pj(x), j = 0, 1, · · · , is an arbitrary
sequence of polynomials of exact degree j. Let M be the matrix
M =
(∫
R
∫
R
ǫA(x − y)ψj(x)ψk(y)dxdy
)
0≤j,k≤N−1
(8.7)
and set M−1 = (µjk). Then we have∫
RNord
p(ξ1, · · · , ξN ;A)
N∏
j=1
(1 + f(ξj))dξ1 · · · dξN =
√
det(1 +K
(A)
N f) (8.8)
where the operator K
(A)
N has the 2× 2 matrix kernel
KN (x, y;A) =
(
SN (x, y;A) SND(x, y;A)
ISN (x, y;A)− ǫA(x− y) SN (x, y;A)
)
(8.9)
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and
SN(x, y;A) = −
N−1∑
j,k=0
ψj(x)µjk(ǫAψk)(y), (8.10)
ISN(x, y;A) = −
N−1∑
j,k=0
(ǫAψj)(x)µjk(ǫAψk)(y), (8.11)
SND(x, y;A) =
N−1∑
j,k=0
ψj(x)µjkψk(y). (8.12)
The matrix elements in the above determinant for generalA is significantly simplified for the Laguerre
case, w(x) = e−x1x≥0 by [15], which is an extension for general A of the results for Laguerre orthogonal
and symplectic ensembles (see e.g. [2, 31]).
When A = 0, ǫA = ǫ in the notation of [29], and the kernel (8.9) is equal to (9.1) of [29], which
is the β = 1 orthogonal ensemble. On the other hand, when A → +∞, we do not have a proof that
KN (x, y;A) converge to the kernel (8.1) of [29] for the β = 4 symplectic ensemble. However, we note
that for smooth h which decays fast at ±∞, integrations by parts yield that
(ǫAh)(x) = − 2
A2
h′(x) +
1
A2
(ǫAh
′′)(x)
= − 2
A2
h′(x)− 2
A4
h(3)(x) +
1
A4
(ǫAh
(4))(x) = · · · .
(8.13)
Thus when A → +∞, it seems that the main contribution to (ǫAh) comes from −h′. If we replace
(ǫAψk) in (8.10)-(8.12) above by −ψ′k and drop the term ǫA(x − y), (8.9) is equal to (8.1) of [29] if
the notations ISN and SND there are exchanged. This seems to be an indication that the kernel
KN (x, y;A) actually converges to the kernel (8.1) of [29], the β = 4 symplectic ensemble, as A→ +∞.
Nevertheless, Proposition 1.1 shows that the determinant det(1+K
(A)
N f) converges to the corresponding
determinant for β = 4 symplectic ensemble as A→∞ for a proper class of functions f .
We finish this section with some properties of the operator ǫA which can be checked easily. Let h
be a function in the Schawrz class.
• Let g = ǫAh. Then g′′ −A2g = 2h′.
• If h, in addition to the smooth and decay conditions, satisfies ∫
R
h(x)ds = 0, we have
(ǫ−1A h)(x) =
1
2
h′(x) − A
2
2
∫ x
−∞
h(t)dt. (8.14)
References
[1] M. Abramowitz and I. Stegun. Handbook of Mathematical Functions. Dover Publications, New
York, 1965.
[2] M. Adler, P. Forrester, T. Nagao, and P. van Moerbeke. Classical skew orthogonal polynomials
and random matrices. J. Statist. Phys., 99(1-2):141–170, 2000.
39
[3] J. Baik. Limiting distributions for one dimensional totally asymmetric simple exclusion process.
in preparation.
[4] J. Baik, P. Deift, and K. Johansson. On the distribution of the length of the longest increasing
subsequence of random permutations. J. Amer. Math. Soc., 12(4):1119–1178, 1999.
[5] J. Baik and E. M. Rains. Algebraic aspects of increasing subsequences. Duke Math. J., 109(1):1–65,
2001.
[6] J. Baik and E. M. Rains. The asymptotics of monotone subsequences of involutions. Duke Math.
J., 109(2):205–281, 2001.
[7] J. Baik and E. M. Rains. Symmetrized random permutations. In P. Bleher and A. Its, editors,
Random Matrix Models and Their Applications, volume 40 of Mathematical Sciences Research
Institute Publications, pages 1–19. Cambridge, 2001.
[8] N. G. de Bruijn. On some multiple integrals involving determinants. J. Indian Math. Soc. (N.S.),
19:133–151, 1955.
[9] P. Deift, T. Kriecherbauer, K. McLaughlin, S. Venakides, and X. Zhou. Strong asymptotics of or-
thogonal polynomials with respect to exponential weights. Comm. Pure Appl. Math., 52(12):1491–
1552, 1999.
[10] P. Deift, T. Kriecherbauer, K. McLaughlin, S. Venakides, and X. Zhou. Uniform asymptotics for
polynomials orthogonal with respect to varying exponential weights and applications to universality
questions in random matrix theory. Comm. Pure Appl. Math., 52(11):1335–1425, 1999.
[11] P. Deift and X. Zhou. A steepest descent method for oscillatory Riemman-Hilbert problems;
asymptotics for the MKdV equation. Ann. of Math., 137:295–368, 1993.
[12] A. Fokas, A. Its, and V. Kitaev. Discrete Painleve´ equations and their appearance in quantum
gravity. Comm. Math. Phys., 142:313–344, 1991.
[13] P. Forrester. Painleve´ transcendent evaluation of the scaled distribution of the smallest eigenvalue
in the Laguerre orthogonal and symplectic ensembles. nlin.SI/0005064 ; http://xxx.lanl.gov/abs/.
[14] P. Forrester and E. Rains. Inter-relationships between orthogonal, unitary and symplectic ma-
trix ensembles. In P. Bleher and A. Its, editors, Random Matrix Models and Their Applications,
volume 40 of Mathematical Sciences Research Institute Publications, pages 171–207. Cambridge,
2001.
[15] P. Forrester and E. M. Rains. Correlations for superimpositions and decimations of laguerre and
jacobi orthogonal matrix ensembles with a parameter. in preparation.
[16] P. Forrester and N. Witte. Application of the τ -function theory of Painleve´ equations to randomma-
trices: PVI, the JUE, CyUE, cJUE and scaled limits. math-ph/0204008 ; http://xxx.lanl.gov/abs/.
40
[17] P. Forrester and N. Witte. τ -Function evaluation of gap probabilities in orthogonal and symplectic
matrix ensembles. math-ph/0203049 ; http://xxx.lanl.gov/abs/.
[18] K. Johansson. On random matrices from the compact classical groups. Ann. of Math., 145(3):519–
545, 1997.
[19] K. Johansson. Shape fluctuations and random matrices. Comm. Math. Phys., 209(2):437–476,
2000.
[20] I. Johnstone. On the distribution of the largest eigenvalue in principal components analysis. Ann.
Statist, 29(2):295–327, 2001.
[21] T. Liggett. Stochastic interacting systems : contact, voter and exclusion processes, volume 324 of
Grundlehren der mathematischen Wissenschaften. Springer, New York, 1999.
[22] M. Mehta. Random matrices. Academic press, San Diago, second edition, 1991.
[23] E. M. Rains. Correlation functions for symmetrized increasing subsequences. math.CO/0006097 ;
http://xxx.lanl.gov/abs/.
[24] H. Spohn and M. Pra¨hofer. Statistical self-similarity of one-dimensional growth processes. Phys.
Rev. Lett., 84:4882–4885, 2000.
[25] R. P. Stanley. Enumerative Combinatorics, volume 2. Cambridge University Press, Cambridge,
United Kingdom, 1999.
[26] C. Tracy and H. Widom. Fredholm determinants, differential equations and matrix models. Comm.
Math. Phys., 163:33–72, 1994.
[27] C. Tracy and H. Widom. Level-spacing distributions and the Airy kernel. Comm. Math. Phys.,
159:151–174, 1994.
[28] C. Tracy and H. Widom. On orthogonal and symplectic matrix ensembles. Comm. Math. Phys.,
177:727–754, 1996.
[29] C. Tracy and H. Widom. Correlation functions, cluster functions and spacing distributions for
random matrices. J. Statist. Phys., 92:809–835, 1998.
[30] P. van Moerbeke. Integrable lattices: random matrices and random permutations. In P. Bleher
and A. Its, editors, Random Matrix Models and Their Applications, volume 40 of Mathematical
Sciences Research Institute Publications, pages 321–406. Cambridge, 2001.
[31] H. Widom. On the relation between orthogonal, symplectic and unitary matrix ensembles. J.
Statist. Phys., 94(3-4):347–363, 1999.
41
