As a potential source of consciousness, the brain's endogenous electromagnetic (EM)¯eld has much to commend it. Di±culties connecting EM phenomena and consciousness have been exacerbated by the lack of a speci¯c conclusive biophysically realistic mechanism originating the EM¯eld, its form and dynamics. This work explores a potential mechanism: the spatial and temporal coherent action of transmembrane ion channel currents which simultaneously produce electric and magnetic¯elds that dominate all other¯eld sources. Ion channels, as tiny current¯laments, express, at a distance, the electric and magnetic elds akin to those of a short (transmembrane) copper wire. Following assembly of appropriate formalisms from EM¯eld theory, the paper computationally explores the scalar electric potential produced by the current¯laments responsible for an action potential (AP) in a realistic hippocampus CA1 pyramidal neuron. It reveals that AP signaling can impress a highly structured, focused and directed \sweeping-lighthouse beam" that \illuminates" neighbors at mm scales. Ion channel currents thereby provide a possible explanation for both EEG/MEG origins and recently con¯rmed functional EM coupling e®ects. Finally, a physically plausible EM¯eld decomposition is posited. It reveals objective and subjective perspectives intrinsic to the membrane-centric¯eld dynamics. Perceptual \¯elds" can be seen to operate as the collective action of virtual EM-boson composites (called qualeons) visible only by \being" the¯elds, yet objectively appear as the familiar EM¯eld activity. This explains the problematic evidence presentation and o®ers a physically plausible route to a solution to the \hard problem".
Introduction
The involvement of science in the study of consciousness was recently restated as follows (Barrett, 2014) :
The key question in consciousness science is: \Given that consciousness (i.e., subjective experience) exists, what are the physical and biological mechanisms underlying the generation of consciousness?" the ABC ¼ \Information Integration Theory" (IIT) correlate of consciousness (Balduzzi & Tononi, 2008 Barrett, 2014; Tononi, 2008 Tononi, , 2004 . Another famous contender is the ABC ¼ \Global Workspace Theory of Consciousness" (GWS) (Baars & Franklin, 2009; Baars, 1997; Baars et al., 2003; Shanahan & Baars, 2005; Velmans & Schneider, 2007) .
In positing endogenous electromagnetic¯elds as the origins of consciousness we have ABC = \Electromagnetic Correlates of Consciousness" (EMCC). That is the sense in which EMCC are posed as an answer to the (Barrett, 2014) question that puts it in a critically superior position by virtue of all other \ABC theories of consciousness" actually being EM¯eld theories in disguise. An early¯eld theory contender is Benjamin Libet, who proposed a \Conscious Mental Field" that is (a) not in any category of known physical¯elds, such as electromagnetic, gravitational etc, (b) may be viewed as somewhat analogous to known physical¯elds and yet, (c) cannot be observed directly by known physical means (Libet, 1994) . Karl Popper also lent support to a non-speci¯c¯eld theory of consciousness (Libet, 1996; Lindahl & Arhem, 1994; Popper et al., 1993) . The EM-¯eld proposition presented here eliminates all need to posit exotic¯eld systems. As such, the exotic¯eld propositions become irrelevant.
Exotic quantum mechanical e®ects have a long history of being posed as a solution to consciousness. The most recent and loudly touted form is \quantum computation in microtubules", and recent empirical work suggests some evidence of quantum e®ects in microtubules. That evidence's claim to be related to consciousness is, so far, lacking (Hagan et al., 2002; Hamero®, 1998 Hamero®, , 2012 Hamero® & Penrose, 2013) . The later EM-¯eld proposition presented here eliminates all need to posit exotic quantum e®ects. The quantized (bosonic) EM¯eld impressed on space implicitly supplies all the necessary quantum e®ects. Exotic quantum e®ects thereby become irrelevant.
The main EM¯eld theories arose in late 1990s and early 2000s with the work of Susan Pockett (\The Conscious EM¯eld theory -CEMF ") (Pockett, 1999 (Pockett, , 2000 (Pockett, , 2002 (Pockett, , 2007 (Pockett, , 2012 , John-Joe McFadden (\CEMI -Conscious Electromagnetic Information theory") (McFadden, 2002a (McFadden, , 2002b (McFadden, , 2006 (McFadden, , 2013 and E. Roy John (\The coherent EM¯eld" theory) (John, 2001 (John, , 2002 (John, , 2003 (John, , 2005 (John, , 2006 . This paper adds critical physical details to the body of support for all EM¯eld theories. For example, it provides a direct basis for the \wave mechanics" of the (McFadden, 2002) treatment. It does this by (a) providing speci¯c plausible, physical origins for both the electric and magnetic¯elds that are (b) consistent with all the empirical evidence used to support all¯eld theory treatments to date (including a causal role) and that (c) also have a plausible mechanism underlying subjectivity.
In dealing with the \hard problem" of an experienced¯rst-person perspective, and in particular with EM¯elds as its deliverer, we must recognize \being the EM¯elds" and \scienti¯cally observing the EM¯elds" as fundamentally di®erent perspectives. The former is a¯rst-person perspective/consciousness (a faculty enabling scienti¯c observation in the¯rst place). The latter is what the¯elds look like when you use consciousness to scienti¯cally observe them. Because of the fundamental categorical distinction between these two perspectives, heightened sceptical attention to assumptions must be maintained. We cannot assume, for example, that causal relations between two points/events, intensity (¯eld strength, or perhaps signal/noise ratio), temporal persistence (or otherwise) or spatial separation remain subject to the usual historical/cultural assumptions.
What is motivating this vigorous attention to the EM¯eld system? One good reason is the fact that some aspect of the dynamic EM¯eld system has¯nally been held accountable for causal e®ects in tissue. EM coupling therefore joins action potential (AP) signaling to become the second signaling system in the brain.
a The speci¯c mechanism responsible for EM coupling is currently unknown. In any event, EM signaling must join AP signaling with its own formalism in neural modeling. Apart from its consciousness-related contribution, it is one of the goals here to lay down the groundwork needed to eventually add the appropriate EM¯eld e®ects to mainstream neural models.
The dominant view throughout the twentieth century was that the EM¯eld is epiphenomenal. That is, it had no functional/causal role in tissue, and was assumed to merely re°ect activity like the sound of a heart does for heart function. This view is shown diagrammatically in Fig. 1(a) . The epiphenomenal view was not universal, as a Sometimes called ephapsis or ephaptic coupling, although this name is likely to be ultimately regarded as a misappropriation of a term used for a medical condition. EM¯eld e®ects have been routinely reported all along, leading some researchers to expect the \closed loop" behavior of Fig. 1(b) (Anastassiou et al., 2010; Aronsson & Liljenstrom, 2001; Bikson et al., 2004; Bishop & Oleary, 1950; Faber & Korn, 1989; Francis et al., 2003; Je®erys, 1981 Je®erys, , 1995 Je®erys & Haas, 1982; McIntyre & Grill, 1999; Noebels & Prince, 1978; Parra & Bikson, 2004; Rall & Shepherd, 1968; Reato et al., 2010; Taylor & Dudek, 1982; Terzuolo & Bullock, 1956 ). The cultural partitioning of views, along open/closed loop EM¯eld lines, was su±ciently unsettling that it once lead to a call for resolution (Bullock, 1997) . EM¯eld feedback, despite evidence to the contrary, can still be found declared hypothetical (Weiss & Faber, 2010) . Now, su±ciently inspired, technologically feasible and compeling empirical work supports the Fig. 1(b) closed-loop view (Anastassiou et al., 2011; Frohlich & McCormick, 2010; Reimann et al., 2013) . The feedback e®ect can no longer be claimed epiphenomenal. It is not a matter of whether it happens. It is a matter of how the e®ect arises. The originating mechanism provided in this paper is consistent with the closed-loop form of Fig. 1(b) , including, eventually, its quanti¯cation. The EM feedback is a result of the action of later Eqs. (11) and (14) for the dynamic electric and magnetic¯elds, respectively. Based on Eq. (14) it may also be possible that, at very small distances, even the tiny magnetic¯eld can have a self-feedback causal e®ect. Just like wires carrying current can attract each other, ion channels¯ring together may be attracted to each other, moving laterally in the plane of the membrane to collocate into clumps of channels.
EM
Not all tissue need be expected to operate as per Fig. 1(b) . If function can be satis¯ed without EM feedback, then the anatomy and physiology of the cells may self-organize to simply not make use of it (lower cell density, for example, reduces EM coupling e®ects). In that case the functional equivalent of Fig. 1(a) would result. It becomes a matter of the requirements of the tissue. It is therefore an obvious expectation that tissue functional EM¯eld e®ects will be found to operate on a spectrum of roles, with Figs. 1(a) and 1(b) forming the extrema of possibilities. It is hoped that the potential for a sophisticated and subtle feedback mechanism is at least inprinciple demonstrated here.
Nervous Tissue and EM: Fundamentals
Consider Figs. 2(a) and 2(d), which depict the physical reality of cortical grey matter formed by the intimate interweaving of thousands of neurons and astrocytes, each of which has an intricate branched structure spanning hundreds/thousands of m. Setting the intracellular molecular machinery aside, the tissue is essentially water electrolyte radically fragmented/partitioned by neuron and astrocyte cell membrane (non-conducting lipid bilayer) at the sub-micron level. The so-called \extracellular space" (ECS, shown in red in Fig. 2(a) , and detailed in 2(c), is actually a nano-scale \sheet/tunnel matrix" largely 40-110 nm across (maximum) and approaching even closer when involved in a synapse (Kinney et al., 2013; Mishchenko et al., 2010) .
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While the ECS gap is very narrow, the ECS has a high tortuosity, leading to its volume fraction being typically cited as between 10% and 20% of cerebral volume (Bach-Y-Rita, 2001; Bignami, 1991; Geddes & Baker, 1967, p. 273; Nicholson & Phillips, 1981; Sykova, 1997 Sykova, , 2004 Sykova & Nicholson, 2008; Sykova et al., 1999; van Harrenveld, 1968) . This formidable complex is that which generates static and dynamic endogenous EM¯elds, and upon which the EM¯eld impinges and, eventually, exits the scalp. Understanding the origins of the various components of the endogenous EM¯elds, as an expression of Figs. 2(a) and 2(d) material, is the central goal of this work. Prior to that, however, we have some fundamental physics and chemistry to assemble. Line A-A 0 shows a typical line-of-sight pro¯le of (equilibrium/resting conditions) static charge, electric eld strength and potential at each intersection with membrane (Aidley, 1998; Dayan & Abbott, 2001; Hille, 2001; Johnston & Wu, 1995) . Ion channel activity in (a), highlighted in (c), produces electric and magnetic¯elds as described elsewhere here. The I arrow heads indicate the direction of the resting electric¯eld. Potentials are referenced to the ECS as zero volts. Blue/black arrows and (c) show the same transmembrane current decohered in the ECS and ICS. The foam structure serves to decohere overall current°ow at the scale of m and above. Not to scale. (a) based on (Nicholson & Sykova, 1998) . (d) based on (Briggman & Denk, 2006) .
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Tissue and macroscopic vs. microscopic EM¯eld theory
There are two fundamental sets of Maxwell's equations: the microscopic form and the macroscopic form (Craig & Thirunamachandran, 1984; Jackson, 1999; Nunez & Srinivasan, 2006) . These are tabulated in Appendix 1. The traditional material/ constitutive/macroscopic form of Maxwell's equations (that have such things as conductivity, permittivity, permeability) has been derived from the microscopic form (in which there are no materials, just atoms/charges behaving in regular ways) (Jackson, 1999, Chapter 6 ). Brain tissue is a non-homogenous, anisotropic, nonstationary, non-linear, far-from-equilibrium complex system detailed at the nanoscale. It does not take much analysis to see that the conditions under which Jackson validates the macroscopic form are violated by brain tissue. However, the macroscopic form has been used beneath these \Jackson" limits for so long in so many contexts, that we must suppose that by careful description of components of the tissue, and by \acting-as-if " macroscopic material EM is applicable, we can glean some understanding. That understanding, however, does not alter the fact that, ultimately, it is likely that atomic level molecular dynamics incorporating a full set of Maxwell's microscopic equations (convective/di®usion form, electric and magnetic elds and the Lorentz force) will ultimately be the only form fully revealing of tissue endogenous EM¯eld origin and role.
Electrolyte is not a \conductor "
Assuming that Maxwell's macroscopic EM equations apply, the brain is not a formal conductor. The bulk of the tissue is water (insulator) with ions°owing through it. Therefore, it is actually a convector (note: convection does not mean di®usion) (Sadiku, 2001, p. 163) . The appropriate EM equations suited to the brain are like those of gas plasma. For decades, neuroscience practitioners have used voltage/ current relations to characterize tissue as having certain conductance in certain circumstances. This usage of Ohm's law for voltage/current relations, while very useful in modeling, does not permit Ohm's Law to be used to characterize EM¯eld expression. The tissue is fundamentally based on expression of dynamic non-zero charge density established at microscopic scales and then micro-manipulated on a microsecond timescale over huge areas/volumes, with macroscopic e®ects. Ohm's law is fundamentally based on zero charge density at an ultra-¯ne scale and cannot be used to accurately express EM¯elds in brain tissue (Jackson, 1999, p. 706) . What this means is that conductivity is fundamentally the wrong material property to use in assessing the relevant EM equations for excitable cell tissue. More fundamental forms of Maxwell's equations must be used. These are Eqs. (2) and (3) and the terms in the dotted ellipse.
When cited, however, the conductivity is quite instructive and still remains predictive of voltages and currents in typical laboratory measurements. A classic example is in (Katz, 1966) , who cites ICS electrolyte conductivity at 3.3 Sm À1 , which contrasts with the ECS conductivity of 5 Sm À1 , which is very similar to the bulk THE ORIGINS OF THE BRAIN'S ENDOGENOUS ELECTROMAGNETIC FIELD 319 conductivity of sea water. This is to be expected. To satisfy the needs of the adjacent ICS on both sides of the ECS (tens of nm apart as per Fig. 2(c) ), the ultra-¯ne ECS must have approximately twice the average charge density associated with a single membrane. With twice as much charge to°ow for a given impressed electric¯eld, the conductivity of the ECS is expected to be roughly double the ICS. Note that both these conductivities are more than \bulk brain tissue" conductivity, which tends toward that cited for cerebral spinal°uid: 1 Sm À1 (da Silva & Van Rotterdam, 2005) . ECS and ICS electrolytes are very poor conductors, but considerably better than pure water (5:5 Â 10 À6 Sm À1 ), which is a very good insulator.
Transmembrane ion speed and conduction speed in copper conductor
In Fig. 2 (c), when electrolyte ions rapidly transit the membrane through an ion channel pore, patch clamp recording of a single open channel reveals a current of the order of 10 À12 A (Coulombs per second) (Hille, 2001, p. 90) . Given the transmembrane pore length of 5-7.5 nm, and that a Coulomb consists of roughly 6:241 Â 10 18 univalent charges, a patch clamp current measurement corresponds to a passage of the order of 10 6 univalent charges per second (a transit time of roughly 1 s). Assuming simple ion channel kinetics with an average \open" duration of 1 ms (a single spike), of the order of 1000 single-¯le charges will transit a single ion pore with an average speed of the order of cm/s.
Copper uses electrons as the charge carrier in a crystalline matrix. It is a formal conductor in the proper sense of the laws of EM (Ohm's law predicts the¯elds in the material). The comparison with convective motions of large ionized atoms must be carefully made. The measured conductivity of copper at 20 C is $ 5:9 Â 10 7 Sm À1 . When you work out typical electron drift velocities in copper at physiologically realistic temperatures you discover it to be of the order (mm/s to cm/sec with typical voltages and material geometries. This means that although the ion channel pore is a charge transport mechanism totally unlike copper, that the charge transit speeds of an ion channel pore are comparable to that of copper. This can only be attributed to the details of the quantum e®ects encountered between the pore walls and the ion during its highly constrained passage through the pore. The fact that the mass of the ion is millions of millions of times more than that of an electron attests to the highly energetic drive forces at work in the pore that accelerate it to a terminal drift velocity akin to copper.
ECS/ICS ion transport through water
Here we look at Fig. 2 (a) ECS/ICS ion behavior (blue/black arrows respectively). Basic physical chemistry (Hille, 2001 ) tells us ion mobility relates to the local electric eld intensity as follows: (Sadiku, 2001) . The ions, on average, move in the direction of E. In reality the ions have a much greater total speed (many orders of magnitude), due to thermal (kinetic) energy, upon which this average motion is superimposed. This ECS/ICS random ion motion is shown (greatly exaggerated) in Fig. 2(c) . For weak electrolyte solutions such as the ECS/ICS, using the mobility of K þ of 7:62 Â 10 À8 ms À1 /vm À1 (Hille, 2001, p. 317) , assuming they are released from the membrane entrapment shown in Fig. 2(b) , and for a typical local electric¯eld magnitude, jEj, of 10 Vm À1 applied parallel to the membranes, the speed of the K þ ion is, from Eq. (1), 7:62 Â 10 À8 ms À1 . This means that in the period of one AP (1 ms), when the¯elds are active, an ECS or ICS ion will move a distance of a fraction of a nm. Fieldmotivated charge motion in the ECS/ICS, over timescales of importance À À À APs À À À is vanishingly small. The bulk of the motion is thermal noise. All else being equal, it would take many APs for an ion to traverse a distance comparable to the ECS width of tens of nm. Notice the huge di®erence in average speed between the ECS/ICS and the transmembrane pore speed (Sec. 2.3). This vast disparity is the basis for the dominance, in¯eld expression, of transmembrane currents. Note that ion transport could, however, be greatly facilitated by pure thermal di®usion and charge concentration gradient°ows (convection). These e®ects are expected, by this analysis, as a major mechanism behind localized ion motions around ion channels. What is important here is the contribution to EM¯elds when such motion occurs.
ECS/ICS and membrane as a dielectric
The lipid bilayer membrane dielectric constant is highly anisotropic, inhomogeneous and dependent on chemical composition and frequency. However, for typical purposes in neural modeling of EM¯elds, it can generally be accepted as around " ¼ 2:1 (Dilger et al., 1979; Huang & Levitt, 1977) . The relative permittivity of water is well documented and is generally accepted as roughly " ¼ 80 at physiological temperatures and signal frequencies. The lipid bilayer, as a non-conductor and dielectric, has a long history of being modeled as a capacitor. High frequency nonlinearity e®ects aside (B edard & Destexhe, 2008; Poznanski & Cacha, 2012) , the lipid bilayer has an e®ective capacitance of roughly 1 F/cm 2 or 10 À2 F/m 2 (Hille, 2001 ).
Fundamental EM equations
Setting aside brain tissue for the moment, the most general di®erential form of Maxwell's microscopic equations can be treated as a system of sources and converted to Eqs. (2) and (3) form that explicitly shows the origins of the¯eld system in any con¯guration of atoms in space or even free space (see Appendix A for symbol de¯nitions and units).
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(2)
There is only one set of originating charges. In being positioned in space they have a charge density that creates an electric¯eld via Eq. (2) left. If these charges also move then they also create a current density j that results in a magnetic¯eld via Eq. (3) left. If the magnetic¯eld changes rapidly then it creates an electric¯eld via Eq. (2) right. If the electric¯eld changes rapidly it creates a magnetic¯eld via Eq. (3) right. In Eqs. (2) and (3) there are no materials. Adaptation of the equations to a material con¯guration, involves segregating charge carriers into collections of \bound" and \free" charges. These become the material. The kind of EM phenomena that apply in any given material circumstance depends on which Eqs. (2) and (3) terms apply. In addition to these is the Lorentz force, where a charge q moving with velocity v within an electric¯eld e and a magnetic¯eld b will experience a force f as follows: f ðr; tÞ ¼ qðeðr; tÞ þ vðr; tÞ Â bðr; tÞÞ:
Now, focusing in on the particular form used for brain tissue EM¯elds, the important aspects of Eqs. (2)- (4) are:
(1) The tissue is a quasi-static convector. The applicable terms are inside the dashed oval. There may be tiny e®ects due to the Eq. (2) right term. However, this term is assumed zero at this stage because the rate of change of the magnetic¯eld is too small to contribute to Eq. (2). Equation (3) right-hand term is similarly too small, and is additionally divided by a huge number, c 2 , making it a vanishing contribution to the¯eld system. Brains do not radiate anything that is currently detectable by our instruments or that might have a functional relevance within tissue. (2) If you have a system of sources, say one entire neuron, N1, and its ECS°uid, somehow maintained in otherwise empty space, and if the neuron¯red, it would express quasi-static¯elds e and b on otherwise empty space well away from the neuron. This is the mechanism by which EEG and MEG are evidenced in space outside the tissue.
(3) The \EM coupling" e®ect of brain tissue is literally action at a distance provided by Eq. (4). If there happened to be another isolated neuron, N2, sitting in thē eld of neuron N1, then its¯elds would be modulated by the¯eld system of N1. This is the mechanism of EM coupling. It does not need a tissue medium. (4) Magnetic¯eld activity is driven by current density, not current (Eq. (3)). This means that magnetic¯elds from ICS/ECS currents ( Fig. 2(a) ) blue and black arrows), carrying the identical overall currents originating in transmembrane activity, yet dispersed and randomized over relatively huge volumes, will generate negligible magnetic¯elds.
3. The Origin of Endogenous EM Fields in Nervous Tissue 3.1. Coherence: The key to understanding tissue¯elds
The key to understanding the dominant mechanism responsible for the dynamic component of both the electric and magnetic¯elds is spatiotemporal coherence. Ion motion synchronized in position, direction and time produces coherent currents. The resultant¯eld system will dominate all other charge positions/motions. It is obvious how a plaque of hundreds of physically adjacent ion channels, all conducting ions at the same time implements exactly this very coherence.
The three origins of tissue¯elds
Using the idea of coherence, and considering this over short and long terms, and then adding the background transmembrane static electric¯eld system, we immediately isolate three mechanisms that can account for the entire EM¯eld system (electric and magnetic¯elds) over all times and over all spatial scales. These are depicted in Fig. 3 (in order of causality) and Fig. 4 (in order of spatial scale) and are detailed later. In Fig. 3(a) we see the background static electric¯eld (black outlines) impressed on space by the elaborate foam structure of Fig. 2 (a)/2(d). Next, in Fig. 3(b) , are myriad coherent action-potential-related (including synaptic activity) ion channel currents that modulate Fig. 3(a) transmembrane¯eld at speci¯c locations, producing a dynamic magnetic¯eld and creating a dynamic transmembrane electric dipole¯eld. Next, in Fig. 3(c) , we have the result of many ion channels persisting in particular places in the membrane. These result in polarized regions of adjacent ECS and ICS that have an electric¯eld e®ect of their own caused by non-homogeneous ECS/ICS space-charge equilibration e®ects. Systems of weak di®use evanescent monopoles are to be expected.
A di®erent view of Fig. 3 is shown in Fig. 4 by progression over micro-meso-macro spatial scales instead of temporal scales. In Fig. 4 (a) (microscopic), a small patch of neural membrane shows (yellow) the highly con¯ned membrane-transverse static electric¯eld system of Fig. 3(a) . Across this is the transmembrane (ion channel) dynamic current that produces a local magnetic¯eld and an electric dipole. Figure 4( 
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Negligible magnetic field ECS/ICS large scale polarisation To complete the picture, imagine active brain tissue operating normally, but in which all synapse and action-potential-related ion channels suddenly disappeared or stopped operating. All the electric and magnetic¯elds associated with Fig. 3(b) would vanish, taking most of the EEG and all the MEG with them. The only remnant EEG would be from Fig. 3 (c) large-scale charge imbalance. As this slowly neutralizes, all residual EEG and other tissue potentials would vanish into low level tissue chemistry¯eld noise. The message is that unless there is (a), there will be no (b). Unless there is (a) and persistent (b) there will be no (c). Note that (b) may arise in both sub-threshold and thresholded AP-related dynamics. (c) results from the sustained activity of (b).
Mechanism 1: Background static¯eld
The underlying static electric¯eld system, depicted as solid black lines in Figs. 2(a) and 3 result from charge pro¯les shown roughly in Fig. 2 (b), which in turn leads to the electric¯eld and scalar potential pro¯les shown. This is the most energetically dense¯eld system in any tissue: the neuron and astrocyte transmembrane electrical eld, which is of the order 10 6 -10 7 V/m in the direction of ECS!ICS (Freeman, 1975; Le et al., 1994; Maggio et al., 2008; Peterka et al., 2011; Pethig, 1986; Romijn, 2002) . The static background electric¯eld of astrocytes, caused by a membrane potential at roughly À85 mV, is about 20 mV more negative than neurons (À65 mV) (Chen & Nicholson, 2000; Ku®ler & Nicholls, 1976; Magistretti et al., 2002) . Di®erent ion species have di®erent charge densities on each side of the membrane. The concentration di®erence for each, and in combination, is a determinant of the resting cell potential (Aidley, 1998; Dayan & Abbott, 2001; Hille, 2001; Johnston & Wu, 1995) . This idea can also be extended to localised intracellular stores for speci¯c ion species such as calcium.
The necessary charge partitioning is the result of charge transporters (pumps), shown as Fig. 5(iii) , at locations that are not documented in any useful way in the literature. They act asynchronously (no ion current coherence) to restore equilibrium conditions via the conceptual reuptake cycle shown in Fig. 5 . The ion transport shown as Figs. 5(ii)/5(iii) produces no functional¯eld system (electric or magnetic) because the current density/magnitude is small, di®use and incoherent, producing only¯eld noise. The only¯eld-relevant current is the dramatically cohered transmembrane current at the speci¯c locations of ion channels shown as Fig. 5 (i).
Mechanism 2: Fast, one action-potential
Figure 3(b) depicts Figs. 4(a) and 5 transmembrane ion-channel activity (singly or as a colocalized group À À À a plaque), powered by the static electric¯eld system, creating a spatially large, relatively weak dynamic electric¯eld e(r, t) and magnetic eld b(r, t) system as outlined in Fig. 6 . The magnetic¯eld, circulating in the plane of the membrane, lasts only as long as the ion channel current. We have already seen the dramatic di®erence between the transmembrane ion speeds and the ECS/ICS ion speeds. The speed of ion motion in the ECS/ICS is at least three or four orders of magnitude slower than the transmembrane ion tra±cking speed (not the least of which is due to waters of hydration being dragged along with each ion (Hille, 2001) ). ECS/ICS ion collision-free paths are basically limited to the size of water molecules ($ 0.3 nm). This is roughly 20 times smaller than the length of the (nm wide) transmembrane pore, which dramatically limits the direction of the ion trajectory. generates a¯eld system that will stand out over (ii) and (iii), which are background noise.
Magnetic field b(r, t)
Electric field e(r, t) Ions are therefore transported across the membrane at a rate far higher than the adjacent ECS/ICS can replenish. The net result is a rapid localized depletion/accretion of charge: a local electric¯eld dipole expressed against/astride the background transmembrane electrostatic¯eld. This e®ect has been suggested in the literature previously (Destexhe & Bedard, 2012) . The transmembrane charge transport dynamics are similar to that of say, a copper wire. Indeed the entire¯eld system is simply what would be expected around a small length of wire, or within a diode, and should be unsurprising to any electrical engineer. Such dynamic electric dipoles can result from APs and/or synaptic current°ows. AP currents reverse, so the dipole can reverse, re°ecting the bipolar nature of the AP current. In contrast (chemical and electrical) synapses have a monopolar current, which means their dipole merely pulses.
Lipid bilayer
ECS
Sub-threshold behavior
Note that sub-threshold oscillations involve transmembrane ion tra±c and thereby potentially express a functionally relevant microscopic dynamic EM¯eld contribution. Such oscillations and their¯elds can be expected to operate in the future mature neural modeling regimes and are outside the scope of the later computational examination of¯eld origins. At this stage we seek merely to recognize that the proposed Fig. 3 (b) mechanism also allows subthreshold oscillation as part of the \fast"¯eld contributions, even though by de¯nition the \AP" has not occurred yet.
Mechanism 3: Slow, many AP
Figure 3(c) depicts the result of an extended barrage of AP-related activity, say a whole group of collocated inhibitory or excitatory synapses. This can result in a large, more di®use, but con¯ned ECS/ICS charge dipole. It is basically a greatly magni¯ed depletion/accretion zone of the kind in Fig. 6(a) . Because of di®ering ECS/ICS charge mobilities (Sec. 2.4) and geometries, the ECS and the ICS can equilibrate back to normal charge concentrations at di®erent rates in di®ering physical locations depending on the reuptake pump locations and numbers. For example, Fig. 3 (c)(i) ICS is shown equalizing faster than the ECS portion, converting it from a dipole to a negative electric monopole. For the same reasons, and at some distance, monopole Fig. 3(c)(i) forms. The two pseudomonopoles may then form a weak and fading dipole¯eld system linking the positive and negative monopoles. This is the only way the traditional large scale electric polarization, e.g., (da Silva & Van Rotterdam, 2005; Kandel & Schwartz, 2000; Nunez & Srinivasan, 2006; Speckmann & Elgar, 2005) can work in practice. While the localized monopoles exist, weak quasi-static electric¯elds form a bulk tissue regional atmosphere in which Figs. 3(a) and 3(b)¯eld systems operate until overall neutrality is restored or reversed by ion pumps and electrolyte charge°ows. Note that both Figs. 3(b) and 3(c) may have an EM-coupling functional e®ect on signaling. The relative contribution of each is not something examined in this paper.
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Compartmental Models and the 3 Mechanisms
Here the three Fig. 3 fundamental mechanisms are related to the currents in traditional compartmental neural models. The microscopic current mechanisms and the traditional compartmental model are shown side by side in Fig. 7 . In Fig. 7 (b) the membrane is a capacitor C in parallel with a non-linear circuit element g, and its reversal potential \battery" E. One parallel branch per ion channel type. All ECS () ICS ion species (sodium, potassium, etc) and capacitive currents are covered. A compartmental model is constructed to replicate transmembrane voltage V (t) and overall currents, not the electric/magnetic¯elds. In using the lumped circuit element model, EM¯elds are abstracted away. In reality only a subset of the currents labelled 1 . . . 5 in Fig. 7 (b) actually generate the coherent EM¯eld. Components g and E are actually inside the dielectric of C. Also hidden within E current is a further division into a large number of small currents associated with ion transporters involved in the charge reuptake (notionally elsewhere on C) cycle of Fig. 5 . As already discussed these currents restore the background static¯eld across the membrane. This is how Fig. 3 (a) mechanism 1 is hidden in the model within the current labeled 4 in Fig. 7 . Figure 3 (b) electric and magnetic¯eld system is created by the activity inside g and E (current labeled 3) that is actually inside C in Fig. 7(b) . In contrast, the ECS current ( Fig. 7 current 2 ) and the ICS current ( possibly to other compartments through the resistors, thereby creating the possible monopole activity described above. By connecting compartment to compartment (by components R IL , R IR , R EL and R ER in Fig. 7(b) ) end to end, branching and terminating, complex generalized cell topologies can be modeled (Aidley, 1998; Dayan & Abbott, 2001; Hille, 2001; Hodgkin & Huxley, 1952a,b,c,d,e; Izhikevich, 2007; Johnston & Wu, 1995) . The compartment model is quite general. In addition to AP ion channels, it allows for both electric and chemical synapses and sub-threshold oscillations, each of which produces its own distinctive¯eld system component in space. Space is abstracted away in Fig. 7(b) . In the new EM¯eld-inclusive models that account for both EM and AP coupling, space will have to be restored because the EM¯eld generated by one compartment impacts (line-of-sight) other compartments and alters its V (t) by means not shown in Fig. 7(b) .
Note that ion channels can be sparsely located in the membrane, part of a plaque in a chemical synapse (synaptic cleft plaque), part of a plaque in an electrical synapse (gap junction) or part of a plaque involved in APs such as the axon hillock/initial segment densities. They could be on dendrites, axons or soma or nodes of Ranvier (salutatory axon propagation, ringed densities separating myelinated axon segments). In each case, rapid coherent transmembrane ion transit can be held accountable for the EM¯eld production in the manner described here.
A Computational Exploration of the Coherent Dipole System
Created by Transmembrane Current Filaments
Exploration of the abstract mathematics of current¯laments in a uniform conducting medium revealed¯laments express tiny dipoles of exactly the kind in Fig. 6 . To get a basic understanding of the EM¯eld system due to the Fig. 6 transmembrane currents (Fig. 3(b) electric and magnetic fast¯elds system) all we need to do is drive a spatially located set of current¯laments with compartmental neuron model currents. The strategy is, therefore, to: This simple con¯guration of materials and abstract current sources, appropriately driven by tissue-mimetic transmembrane currents positioned in space, must in principle produce brain-mimetic transmembrane dipole sources of the kind in Fig. 6 . Of course, in reality much more complex electro-di®usion transport phenomena are at play. This gross simpli¯cation is a starting place only. Nevertheless, it will be shown to produce¯eld systems arguably of a form similar to that we can expect in
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tissue. It can do this relatively economically. To see how to proceed consider Fig. 8 where we formalize the concept of a¯lamentary current in an in¯nite uniform conductance, yet con¯gured in a transmembrane context. Figure 8 shows a single current¯lament embedded in an in¯nite uniform conductivity . Charge q m;k is forced along a very short known path (mid-position r m;k , direction n m;k ) by means unspeci¯ed. In doing so it constitutes a known source current i m;k ðtÞ (a known current density) that may vary in time. That is, the amount of charge transiting the very short length L m;k of the¯lament k is variable over time t. To connect the individual¯lament to a system of¯laments applicable to typical brain models, consider that¯lament k is merely one of a given cohort of a group of K m laments associated with a known neuron compartment m, which in turn is merely one of a large number, M , of such compartments located in space. One can immediately see the relationship between a physical neural membrane, the ion channels penetrating it and the typical scenario of a classic compartmental model of a neuron. Remember, however, that in Fig. 8 there is no membrane. There are only¯lamentary currents embedded in the positions determined as if there was a neuron membrane.
We are ultimately interested in the electric¯eld E(r,t) (Vm À1 Þ at a chosen observation point r (meters, m) at a known time t (seconds, s). That¯eld is the vector sum of the contributions from each of the multitude of¯lamentary sources in all compartments throughout a model neuron. To compute this¯eld all we need, initially, is to get the scalar potential ' (r,t) (in Volts, V ). The electric¯eld is directly related to the potential by Eðr; tÞ ¼ Àr'ðr; tÞ:
Fortunately there is a relatively well developed form of Maxwell's equations specialized to the circumstances of current sources in an in¯nite conductance. It is called the \volume conduction" model. It was¯rst developed by Plonsey and colleagues in the 1960's for biological material (Clark & Plonsey, 1966 ; Malmivuo 
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C. G. HALES & Plonsey, 1995; Plonsey, 1964; Plonsey & Collin, 1961; Plonsey & Heppner, 1967; Plonsey & Fleming, 1969) . A quasi-magnetostatic specialization of the fundamental macroscopic electromagnetism equations, it says that the scalar potential ' (Volts) at location r and time t is
where I V ðr; tÞ ¼ r Á J S ðr; tÞ ð 7Þ and the volume current source density, I V (Am À3 ), contained within volume V , has an interpretation as a \current moment per unit volume". Mathematically the volume current density results from the behavior of a non-ohmic vector source current density J S (Am À2 ) (Plonsey & Collin, 1961; Plonsey & Fleming, 1969) . Conductivity is in (m) À1 and is a linear, time invariant material property that e®ectively renders brain material a passive, in¯nite, uniform continuous conducting media. The method of derivation of Eq. (6) involves an assumption that Ohm's law applies, followed by the imposition of a known source current density that carefully violates Ohm's law. In pure conduction, the divergence of the current density is speci¯ed as zero. The Ohm's law violation allows the divergence to be non-zero in a localized region. At distance from the disturbance, the volume conduction formalism still applies. A further assumption is that all disturbances in the current density settle out to zero much more quickly than the spatiotemporal scales of interest. In this way, the material is essentially free of all dynamics related to the permittivity.
b This results in Eq. (6).
Customizing volume conduction to¯lament sources
To reach the¯nal equation used in the computations, the Fig. 8 collection of in¯ni-tesimal current density¯laments is constructed to act as sources in Eq. (7). An individual instantaneous current density¯lament, corresponding to notional ion channel k in compartment m, can be expressed as (Jackson, 1999; Plonsey & Fleming, 1969) 
where charge q m;k (Coulomb) is that of the charge species suited to a particular ion channel. The punctate nature of the ionized electrolyte atom is captured by the Dirac delta function. The instantaneous velocity v m;k (t) (ms À1 ) relates to the charge position r m;k (t) as per
b This does not mean that permittivity is unimportant in tissue. It means that for purposes here permittivity is regarded as unimportant. Future work can examine the impact of permittivity.
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Charges travel single¯le (Hille, 2001 ) through the pore with an average velocity determined by the pore current. The direction of the average velocity is identical to the pore direction. The pore location de¯nes the beginning of the journey through the pore, which, for a known pore current i m;k ðtÞ (A), involves a known transit time for a particular pore length L m;k .
Using an assumption that¯laments have length L m;k that is relatively small compared to the distances of interest in the¯eld expression, the total potential at an observed point of interest r at time t is given by:
The total number of compartments is M . The total (variable) number of¯laments for a particular compartment m is K m . Vector r m;k locates a¯lament in space, with a normalized direction vector n m;k . The vector (r À r m;k ) locates our observation point r with respect to each¯lament in the cohort, has its own normalized direction vector as shown, and must be large compared with L m;k . This distance limitation is consistent with the original distance limit in the volume conduction formalism of Eq. (6). Based on well-traveled compartmental neuron modeling, we know the transmembrane currents. By our choice of compartmental geometry and the positioning of current¯laments in the surface of a compartment (ion channels), we can compute Eq. (10) for a collection of observation points in space. Alternatively we can use Eq. (5) on Eq. (10) and compute the electric¯eld instead. 
where
Inserting the¯lamentary current Eq. (8) into fundamental Eq. (2) (left):
Yields, using the same approximations used for the electric¯eld,
We now have established a basic set of Eqs. (10), (11) and (14) describing the scalar potential, electric¯eld and magnetic¯eld that is expressed by the same cohort of current¯laments, at a distance relatively large compared to the length of the current¯laments. This allows us to get a basic feel for the way we can expect the¯eld system to operate at-distance in tissue.
Neuron model and experiment preparation
To explore the scalar potential¯eld system, the AP-related currents in a large neuron are examined with Eq. (10). We therefore need to establish transmembrane currents and a detailed geometry. To achieve this we use a third-party compartmental model of a rat hippocampus CA1 pyramidal neuron, with a known provenance and a history of prior use. The single neuron is identi¯ed as D151 and is available via the NEURON (Hines & Carnevale, 1997) site http://www.neuron.yale.edu. It is called the \EAPS" package and is found under ModelDB database number 84589. EAPS stands for \Extracellular Action Potential Simulation". It uses a di®erent¯eld computation method called LSA. Here, the LSA portions of the EAPS package were left unused. Neuron D151 is highly documented and has been microscopically engineered, by the EAPS originators, with the best physiological information available at the time.
The important quali¯cation here is that there are no chemical or electrical synapses in the model. What is provided with D151 is the contribution to the¯eld system expressed on space by the currents in the ion channels involved in a single AP. Based on the equations, signi¯cant¯eld contributions can be expected from synaptic plaques with coherent currents. These have not been included here. Therefore the full eld system expression will ultimately need all synapses and their currents, located and oriented accurately in space. Their¯eld contribution will vectorially add to thē eld system produced by this work. Meanwhile we can get a basic understanding of expectations by simply allowing the AP currents to tell their part of the¯eld-system story.
There are complications. The D151 model includes 12 di®erent ion channel types delivering¯ve di®erent kinds of currents. The NEURON compartments are modeled as 1128 conical frusta (Fig. 10(b) ). The underlying ion channel densities account for the best known (at the time) physiologically realistic variations throughout the D151 structure (Gold et al., 2007; Gold et al., 2006) . Figure 9 shows¯ve views of neuron D151 along with its geometric (spatial) mean computed without the axon. The axon is an arti¯cial construct with standardized dimensions and properties (Gold et al., 2007; Gold et al., 2006) .
To provide input data for the¯eld computation, a single D151 AP was triggered. The EAPS package, by default, triggers an AP by slowly modulating a few Na þ synapse conductances, thereby depolarizing the cell without introducing erroneous synapse or soma current artifacts into the EM¯eld system. The EAPS package current report was modi¯ed to decompose the total compartment current, I Tot , into I Na , I K , I cap , I Ca and I pas (sodium, potassium, capacitive, calcium, passive). Additional pre-processing of current data involved their reverse-projection back onto the 1128 compartment 3D structure. Note that the D151 model current dynamics are realistic, exhibiting the usual dromic and antidromic current propagation. This
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results in activity in all¯ve classes of current. The dominant sodium, potassium and capacitative components overshadow the calcium and passive currents. For test preparation purposes, the EAPS package was enabled, with its AP trigger delay at its default t ¼ 10 ms. The delay allows the system to numerically stabilize to resting conditions. The EAPS cumulative trigger mechanism means that the AP occurs around 12 ms and continues until roughly 15 ms, during which all compartment currents go through the stereotypical variations associated with the various ion current types (see Fig. 10(a) ). The balance of the 25 ms period allowed the system to settle. The recorded currents cover the period 0 ms to 25 ms (with variable time intervals of roughly 50-100 s). This resulted in a 159-sample time-series for all six currents for every compartment in the model. That done, the EAPS program plays no further role. The EAPS \out of the box" functionality is minimally disturbed and is left that way so that other researchers can easily replicate and expand on the results. The 3D decomposed and projected compartment transmembrane currents are displayed for compartment 1 in Fig. 10(a) . The procedure that projects the D151 NEURON currents back into the original 3D geometry does not retain the ion 
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channel density information except in sofar as the underlying NEURON simulation parameters, and hence the transmembrane currents, are a®ected. Overall current density variations are expected to track the ion channel density variations throughout the D151 structure. Experiments involved the subsequent feeding of the recorded currents and geometry information into a collection of customized MATLAB programs. The most important of these custom MATLAB programs uses Eq. (10) to compute the scalar potential produced by the recorded currents when appropriately apportioned intō lamentary sources positioned in space according to the geometry of the studied notional membrane compartments. In its implementation, the total transmembrane compartment current, I Tot , was divided equally throughout a single cohort of current laments allocated to the compartment. Although it was considered, it is impractical, at this stage, to individually allocate¯laments to each current type and individually locate all the di®erent¯lament types in di®erent ways. There is simply no available information or obvious strategy by which this process can be administered. In view of the overall intent to merely demonstrate the basic principles of¯eld expression bȳ laments, it was simply decided to use a single set of¯laments that collectively conduct I Tot . This choice has no e®ect on the basic conclusions of this work.
The¯laments have a length equal to the cross-sectional width of a typical lipid bilayer penetrated by a large ion-channel protein (L m;k ¼ 7:5 nm¯lament length was used). Having allocated¯laments to each compartment, each¯lament is then located with one end embedded in the surface of its host compartment and the other oriented orthogonally to it. What remains the same throughout this variability is the total transmembrane current. Mathematically, the NEURON model 3-D frusta are discontinuous notional constructs in a continuous conductive medium in space with Eq. (10) conductivity set at 1/3 Sm À1 (da Silva & Van Rotterdam, 2005) . This is order-of-magnitude accurate and is a determinant of¯eld magnitude rather than the more interesting structure and dynamics. Despite this high level of material abstraction, useful realism results from the physiological accuracy of the underlying current dynamics and cell morphology.
It is not the intention of the experiments to validate the NEURON EAPS D151 behavior or accuracy, but to accept it as given for the purposes of later¯eld computation using Eq. (10). Likewise it is not the intent of the D151 scalar potential computation to accurately predict the potential in any particular empirical context. The electric¯eld and magnetic¯eld are not computed, although it is a straightforward exercise and will be attended to in future work. A series of six experiments examine the spatiotemporal expression of the scalar potential¯eld, in various contexts, during the passage of a single AP. All experiments accept, as input, the \spatialized" NEURON/ EAPS current recordings described above. The overall test regime is as follows: positions to examine the scalar potential sensitivity to¯lament position. Test 6: Arti¯cial neuron, neuron process orientation sensitivity. While keeping current¯laments in the identical positions in the surface of the cell, move whole compartments in space to see the e®ect it has on the scalar¯eld morphology and dynamics. Uses a particular D151 basal dendrite and the D151 soma (and the same currents each compartments normally conducts) to create a small arti¯cial neuron for which the scalar potential is computed with the soma oriented three di®erent ways. Figure 10 shows the results of the NEURON current computation and a spatialized, color-coded depiction of the compartment currents as expressed over time. Fig. 10(a) . Two supplementary videos (S1 and S2) are provided to illustrate the progression of currents throughout the neuron.
Test 1: Overview of compartment currents
The AP current begins in the axon initial segment and immediately spreads dromically, quickly down the axon and more slowly along basal dendrites and antidromically, via the soma into the apical dendrites. The soma region cannot be seen in the stills because it is obscured. To witness the soma and initial segment, a zoomed video of the soma area is provided in supplementary S2.
Emergent behavior is evident in the progression of interfacial regions of di®ering total transmembrane current polarity. The sequence reveals two moving dipole fronts spreading apart in the basal and apical dendrites. These wave-fronts are arrowed in Figs. 10(d)-10(o) . The triggering of the AP is signi¯ed by the early RED appearance in Figs. 10(d)-10(f) . This re°ects the build up of soma potential by non-speci¯c synapse (EAPS package) manipulation and the initial positive current shown in Fig. 10(a) . The change to BLUE in Figs. 10(g) and 10(h) then re°ects the deep negative swing due to sodium current. The later RED in Figs. 
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return overshoot (potassium) region of the current. This activity is largest in and around the soma. Collectively expressed through the coherent action of physically adjacent branching compartments, it is easy to see the creation and progression of a pair of RED/BLUE wave-fronts of spreading virtual dipoles. While one compartment is RED, a nearby compartment is BLUE because it is in a di®erent part of Fig. 10(a) waveform. An evanescent virtual dipole is created in space, existing only for the duration of a localized spatial current polarity disparity. It is these currents that, via Eq. (10), produce the detail of the scalar potential¯eld of the following tests.
Finally, note what is not shown: ECS and ICS currents. These are the exact same currents shown in Fig. 10 , and are represented in the horizontal portions of the isolated lumped-element model shown in Fig. 7(b) . This current has the same current total as the vertical portions of Fig. 7(b) . Conservation of charge and Norton's equation/Kircho®'s law means that the currents in the horizontal and vertical portions must add up to the same numerical value. The important di®erence is in the comparative transport dynamics and spatiotemporal coherence between the vertical and horizontal currents. It is the current density of each branch in Fig. 7(b) that distinguishes the vertical and horizontal branches. Despite the ECS/ICS currents being numerically identical, and re°ective of the same compartmental voltage, because the current density di®ers, their contribution to the¯eld system is completely di®erent. Only Fig. 7(b) transmembrane (vertical) current contributes any structured¯eld contribution. The highly con¯ned, rapid (think gunshot) transmembrane current density represented by ion-channel-mediated charge transport constitutes a current density that dominates the¯eld system.
As discussed above, the ECS and ICS currents are additionally decorrelated on greater spatiotemporal scales to ensure that they continue to contribute only¯eld noise at the greater scale. It is only when the physical instantiations of the charge transport are reinstated that one can appreciate the degree to which the same current,°owing in a di®erent way, can result in an entirely di®erent¯eld system in tissue. This is how the compartmental lumped-element circuit model loses contact with the¯eld system aspect of tissue function.
Test 2: The scalar potential¯eld of individual¯laments
Prior to full scale scalar¯eld computation, here we examine the microscopic scalar potential expressed by a regular array of individual¯laments located on a single compartment. This will establish the nature of the basic building block of the scalar eld system for the whole of neuron D151. To do this, neuron D151 frustum number 1 of 1128 ( Fig. 9 (e)**) is isolated and populated with eight rows of three¯laments equally distributed radially around the frustum surface. This is depicted in Fig. 11 . The dotted line is the centerline of the frustum. The dashed lines form a rough outline of frustum 1. The¯lament lengths are 7.5 nm and are shown greatly exaggerated in Fig. 11 .
The total compartment current of Fig. 10(a) is evenly distributed throughout the 24¯laments. The potential for the lone frustum is computed in three perspectives It is easy to see the contribution of individual¯laments in Fig. 12(b) . A singlē lament would produce a pulsing/reversing dipolar plume of potential. Figure 10 (a) tells us that the current at 12.195 ms is slightly negative. In the progression of Fig. 12(b) , the plume increases in magnitude until it goes through the current reversal, is increasingly positive and then settles down. This is the simple reversing dipole behavior of a uniform conductor impressed by a current¯lament carrying Fig. 10(a) waveform. More interesting is the way adjacent coherent current¯la-mentary dipoles superpose their scalar potential¯elds. Importantly, notice that thē eld superposition naturally preserves a zero-potential boundary located where the membrane would be in the real tissue (remember, there is no actual membrane present, only uniform conductor). Despite there being the same conductivity throughout space, the current naturally avoids the plane that would be occupied by 
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the membrane in real tissue. The location of the membrane is shown by the arrow in Fig. 12(a) 12.557 ms still-frame. Test 2 therefore reveals that compartment-shaped current¯lament disposition produces a compartment-shaped potential. Figures 12(a) and 12(c) also show how the ICS-shaped potential would bleed longitudinally into the adjacent compartments if they were present. Overall, test 2 provides insight into how a large collection of similar compartments, all with spatially stationary¯laments driven by coherent currents, may superpose individual¯elds in space to produce a complex uni¯ed and coordinated¯eld system. A metaphorical way to view the images and videos is that of a pressure vessel¯rst relieving and then re-establishing the pressure.
Test 3: Full D151 scalar¯eld
Here we explore the collective scalar potential¯eld expressed by the entire D151 neuron with a randomly positioned set of¯laments. Each D151 compartment is allocated¯laments based on a notional average \¯lament density" of 1 per m 2 over the compartment outer (known) surface area, but with an enforced minimum of 10 and a maximum of 25¯laments on any individual compartment. This ensures some level of spatial distribution of the current for small (low external surface area) compartments and minimizes computation time, respectively. These constraints resulted in 19,066¯laments. Each¯lament is embedded orthogonally to the frustum surface and is located by randomly determining a circumferential position and height within its host compartment. Figure 13 shows a close up view of the D151 soma region that reveals some of the¯laments used in test 3. Following the generation of the cohort of¯laments positioned throughout D151 on the compartmental surfaces, test 3 computed Eq. (10) potential within planar slices through the complete¯eld system for the entire neuron, with the currents used in the previous tests divided, on a per-compartment basis, equally amongst the¯laments on each compartment. The potentials were computed on a 1.0 m grid centered on the origin in the following speci¯c planes and speci¯c times: XY plane, [(À550 x þ550), (À550 y þ550), (z ¼ 0)] m, times: 11.112 ms t 15:044 ms and XZ plane, [(À550 x þ550), (À550 z þ550), (y ¼ 0)] m, times: 11.782 ms t 14:451 ms. Video presentation is the best way to appreciate the result. Supplementary videos are provided; one each for the XY (S6) and XZ (S7) planes. The YZ plane was not computed due to limitations of computer time. A series of snapshots from the XY plane video are provided in Fig. 14 for the times indicated in Fig. 10(c) . The XY slice at z ¼ 0 m passes obliquely through the soma, which is located near the origin. Straight arrows are superimposed to indicate non-rotatinḡ elds that are shrinking/growing at a rate roughly proportional to arrow length. Curved arrows indicate rotating¯elds that may have an excursion in the Z -direction.
Test 3 XY and XZ videos reveal that AP-derived potentials can create a mm-scale uni¯ed, rotating lobe pattern in space. Figure 14 shows the¯eld system spatial extent to be much larger than the basal dendrite structure. The overall scalar potential¯eld is a rough dipole centered on and rotating around the soma/hillock/initial segment locale.
Careful observation of the video reveals that the net interaction of all the¯laments produces a lobed¯eld structure that (i) establishes itself laterally, (ii) rotates, (iii) shrinks slightly when it aligns with the axon, (iv) grows again when laterally aligned 
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and¯nally (v) contracts back to the resting state. Note that the behavior is only a slice through a more detailed 3D lobe-trajectory. Every time an AP is triggered, D151 bathes itself in a large rotating electric¯eld. Therefore a real cell will have its own transmembrane potential modi¯ed to some extent. The¯eld will also impact all the local neighboring neurons in the same way. The local¯eld/charge environment around all membranes will be modi¯ed in ways that are not in the neural model that generates the original currents. The in°uence (already characterized above as mediated by the Lorentz force) can be viewed as a feedback mechanism. In constructing the scalar potential¯eld system in the manner Note also that in the volume depicted in the test 3 videos and images, there are 40,000-50,000 neurons all mutually interacting with each other in a line-of-sight manner. This result is consistent with an expectation that the¯lamentary formalisms might be responsible for EM coupling e®ects. The results show that the scalar potential drops o® rapidly over a half mm or so, to be lost in the noise of the ECS and ICS¯eld systems. However, proximal to the neuron out to about 200 m, that potential, with su±cient synchrony between nearby neurons, could add up to become a functionally active potential capable of modifying¯ring thresholds. Supporting this conclusion is Fig. 15 , which shows that the dipole-like¯eld behavior of 
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current of the dominant nearby contributing current¯laments. For points near soma, the potential should resemble the AP transmembrane current time course. When dominated by synapses (in a future simulation), the potential should resemble the post-synaptic current time course. In between, the time-course should resemble a mixture of the two waveforms. The results are therefore consistent with existing empirical measurements. The six plotted potentials shown in Fig. 15 are typical of \LFP" plots seen regularly in the literature (Holt & Koch, 1999; Einevoll et al., 2013) , and with empirical observation (Gold et al., 2009 ).
Test 4: Decomposition of experiment 3 results
Test 3¯laments were decomposed into three subsets: apical, basal and soma. The same slices through the scalar potential are recomputed for the three subsets of the D151¯laments. The computation is otherwise identical to test 3. The soma/axon subset (compartments 1-17) includes all¯laments attached to the soma, hillock and other axon segments. Subset 18 to 507 includes all basal dendrites. Subset 508 to 1128 includes all apical dendrites. It was veri¯ed that the sum of the decomposed potentials sums to the potentials in test 3. In this test only the XY plane slices were computed for the three¯lament subsets. Three supplementary videos (S8-soma, S9-basal and S10-apical) are provided. Stills from these videos are included in Fig. 16 . Figure 16 reveals that the¯lament subsets each provide a rotating dipole. The basal and apical dipoles contra-rotate roughly in the XY plane. The third rotates orthogonally (roughly in the YZ plane) and is associated with the soma/axon complex. The decomposition indicates that temporally coherent dipole activity sums into temporally coherent dipole activity, providing a form of scale invariance. If one continued to decompose the¯laments into ever smaller subsets, the result is more dipoles until¯nally the individual¯laments are reached, all of which express¯elds of the kind revealed in test 2. This is an expected property of the original vector¯eld equations, where the overall¯eld system inherits the fundamental dipole-like character of the original active element: a current¯lament that originates a small scalar eld dipole.
Test 5: Variability with¯lament position
This experiment explores how¯lament position a®ects the overall¯eld expression by generating multiple new sets of the same¯lament quantities (per compartment) as test 3, but positioned di®erently on the D151 compartments. Ten new sets of 19,066 randomly positioned¯laments were generated. Everything else is the same as test 3.
The same total transmembrane current acts identically throughout the cell, again divided equally between current¯laments. Because computation of the complete time series required prohibitive amounts of computer time, for each set of¯laments, only the potential in the XY plane at z ¼ 0 m is computed, and only for t ¼ 12:195 ms and t ¼ 12:501 ms. This enables appraisal of (a) potential di®erences at speci¯c times to be compared across¯lament sets and (b) the¯eld system progression 
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over time for each¯lament set. The results for 4 of the 10¯lament sets are shown in Fig. 17 . In test 5 we discover that the macroscopic collective electric¯eld structure and time-course is hypersensitive to the speci¯cs of current¯lament distribution patterns. The result indicates that if a di®erent¯lament set was used in test 3, a di®erent set of videos would have been generated. The signi¯cance of this result is that many different¯eld patterns are consistent with one set of coordinated transmembrane compartmental currents. Therefore, what has been acquired in test 3 cannot be claimed to be the¯nal/¯xed eld behavior for the given cell morphology. A particular¯eld pattern will result from a particular¯lament set, but only knowledge of¯lament details at a speci¯c time can determine the¯nal¯eld pattern at that time. This supports an expectation that, in real cells, ion channel locations and densities can be expected to result in a speci¯c eld pattern. However, without detailed ion channel disposition data, the speci¯c pattern cannot be predicted. This°exibility in the¯eld expression can be interpreted as a novel degree of con¯guration freedom in neurons. The result also means that full characterization of any particular neuron cannot only include current measurements. This result suggests that to describe a neuron in a way that includes its¯eld generation behavior, all active ion channel types and densities must be measured throughout the entire structure of the neuron.
Test 6: Variability with cell morphology
To test the e®ect of cell morphology on¯eld expression, a simpli¯ed structure was constructed using only one D151 basal process and its soma, hillock and initial segment. An arbitrarily chosen single dendrite was used to create a small arti¯cial neuron. To do this we aligned the chosen dendrite compartments (pulled the dendrite straight), located it in the XY plane (starting at its original start-point) and realigned it into the z ¼ 0 plane at an angle of 45 to the x-axis. The dendrite structure was then mirrored in the YZ plane, producing a second dendrite. This resulted in a V-shaped neuron with the soma located at the apex of the V (Fig. 18(a) ). Following population with a uniform¯lament mesh over the surface of each frustum, the structure is driven by the appropriate original D151 compartment currents. Holding the¯lament population size and spatial distribution constant, the resultant XY plane¯eld system is computed for three di®erent soma orientations covering a rotation of 180 around the V apex. A video for each soma position is provided. In this way we have controlled out all variability unrelated to pure cell morphology.
The result is that identical¯lament sets moved by cell morphological shift creates large changes in the¯eld expression. Figures 18(e) -18(g) show how the¯eld system of the two-dendrite arti¯cial neuron varies with soma orientation as per . Soma rotation results in the reorientation of the plane of rotation of the¯eld pattern from the ZX plane to the XY plane and can result in a reversal of rotation direction in the XY plane. These behaviors can only result from the alteration of the relationship of the soma and its dendrites. Overall this means that¯xed¯lament locations on a compartment can express radically di®erent¯eld systems dependent on the relative positioning of whole compartments. This tells us that even if ion channel types and densities were rigidly elaborated on the membrane, the¯eld structure is still radically dependent on the cell morphology.
Discussion
Section 5 has delivered a large computational exploration of how a neuron-shaped system of coordinated microscopic membrane-transverse current¯laments expresses a scalar potential¯eld in an in¯nite uniform conductance. The next task is to examine how this might inform knowledge of¯eld origins and expression in real tissue. An earlier section established that transmembrane currents are reasonably expected to be the dominant source of dynamic¯eld behavior. This was for reasons of basic physics: in the ECS and the ICS, the same currents are di®use and decorrelated, lacking the current density and spatiotemporal coherence needed to produce anything more than¯eld noise. The proposition is based on the simple idea that a transmembrane ion channel is, in e®ect, an intermittently conducting short length of \wire" that expresses the¯eld system of a short length of wire. By virtue of a far higher current density, spatial coherence and temporal coherence,¯lamentary transmembrane current is expected to dominate the dynamic¯eld system expressed by neurons. This idea runs counter to the view held for many decades, where ECS or ICS currents were thought to originate the endogenous¯eld system. We now have the basic physics knowledge needed to doubt that position, especially when it so 
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C. G. HALES easily accounts for both the dynamic electric and dynamic magnetic¯elds with the same mechanism. But interpretive care is needed. Section 5 exploration only considered the electric¯eld system produced by AP related ion channels. Also absent in Sec. 5 computations was the membrane itself, its para-membrane charge density pro¯les and its huge electric¯eld system. This is missing because the conduction model mathematics cannot express it. Despite these limitations and a rather extreme material abstraction, the analysis supports an expectation that, in real neurons, individual ion channels, by virtue of their large numbers spread spatially over the cell surface, through their collective action and production of small, highly localized and time-sequenced pulsing/reversing dipoles, can deliver a spatially large and uni¯ed dynamic electric¯eld and magnetic¯eld system. Such a¯eld system extends spatially over distances large compared to their hosting neuron and many orders of magnitude larger than the¯laments themselves. The analysis revealed that the¯eld system produced by Eq. (10) is naturally suited to the presence of a membrane, even though there was no actual membrane involved in the material abstraction. This is highly suggestive of membrane-spanning¯la-mentary dipoles as the originator of the dynamic part of the endogenous EM¯eld system of neurons.
The analysis revealed the¯eld system shape and behavior to be hypersensitive to current¯lament spatial distribution in the membrane. In addition, even if laments were always located in the same place on a neuron compartment, the actual relative compartment positioning (cell morphology/geometry) can radically alter the¯eld expression. Once¯lament position and cell morphology is determined, the¯eld system will be determined. Only knowledge of¯lament type, position in a compartment and compartment relative positions enable the determination of the¯nal¯eld pattern. This°exibility in the¯eld expression can be interpreted as a novel degree of con¯guration freedom in neurons. In principle the same¯eld expression can result from many di®erent cell morphologies and¯lament distributions. The same cell morphology can express many di®erent eld systems. The role of this level of additional freedom in tissue development, normal function and in learning is not something that can be commented on at this stage.
Of particular interest is the possibility of highly directional and mobile sweeping \lighthouse illumination", by one cell, of thousands of nearby cells, with the lobes of the sweeping¯eld system exhibiting focus, sweep and dwell that di®er laterally and longitudinally. This is suggestive of the possibility that speci¯c host cell morphologies and ion channel locations could be self-con¯gured to provide some level of EM coupling directionally specialized for avoidance/preference for both host cell and/or (perhaps specially selected subsets of) thousands of its columnar and/or layer neighbors. Synchronized cell¯rings in a con¯ned region may have an intricate complex interplay of EM¯eld coupling that is unexplored at this stage.
The Subjective Frame of Reference and the Endogenous EM Fields
It is easy to demonstrate a reference-frame change that decomposes an objectively measurable EM¯eld system into two systems of EM¯elds that account for a subjective view of the¯eld system. If you mentally shift your perspective from that of \looking at" an EM¯eld system to \being" the¯eld system, then the decomposition facilitates the shift in perspective. When that is done, it becomes obvious what neural activity is responsible for the subjective view. Once formalized, in principle the reference frame shift could be computationally applied to the EM¯eld systems delivered in the previous section. This proposal is posited merely as a way of broaching a new concept and inspiring further exploratory work.
The basis for the subjective view of EM¯elds
Consider Fig. 19 (a) where a static¯eld system X(Á) interacts with an impinging¯eld system A(Á). During the interaction,¯eld system X(Á) is a®ected in some way as A(Á) arrives. This is indicated in the impact zone on X(Á). The details of the interaction are moot. Next consider Fig. 19(b) where an enhanced¯eld system X 0 (Á) is acting as if it were X(Á) interacting with¯eld system A(Á). A(Á) does not actually exist. X 0 (Á) literally replicates all the residual phenomena that would have existed had a real A(Á) arrived. This is denoted as a virtual¯eld system [A(Á)]. The crucial conceptual leap is when you consider being X 0 (Á). That is, from the perspective of being¯eld system X 0 (Á), it is \as-if " you were X(Á) being hit by an A(Á). If, for whatever reason, subjectively, it was \like something" to be Fig. 19 (a) (for reasons unknown and unspeci¯ed), then we are forced to accept that it must, to some extent be \like that" in Fig. 19(b) , without A(Á) actually arriving. X 0 (Á) delivers all the¯eld-energetics involved in an X(Á) colliding with an A(Á).
This virtual interaction is the key concept in understanding the¯rst-person perspective of an EM¯eld system. This is meant in a literal physical sense. The physical residual EM¯eld phenomena resulting from the collision by A(Á) actually exists in and around X 0 (Á). The collision is, to that extent, literally rei¯ed. Indeed we have a right to actually name a particle. If X 0 (Á) is a uni¯ed EM¯eld system maintained in space then it is, in e®ect, some kind of large complex composite boson or at least a bosonic entity of some kind (say a C-boson). So is A(Á). In Fig. 19(b) we therefore have the arrival of a virtual C-boson. Indeed we can characterise the interaction as a . In attributing the delivery of a 1st person perspective, the virtual C-boson is responsible (by means unspeci¯ed) for qualia. We can therefore call the virtual boson a qualeon. 
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The brain's EM¯eld and its virtual C-boson interactions
To see how virtual EM phenomena are physically implemented in brain material (that is material behaving in the manner of the previous sections) is relatively straightforward. There is a gigantic three-dimensional foam matrix of huge static electric¯elds impressed on space: the transmembrane static electric¯eld. This¯eld system has the morphology of all the cell membranes in the tissue, including all neurons and astroctyes. We have depicted the reality of this \foam" previously in considerable detail. This is a huge version of X 0 (Á). Embedded throughout this foam matrix, in the cell membrane, at many locations and in the many con¯gurations discussed previously, are ion channels delivering transmembrane currents that perform major localized transformations of the electric and magnetic¯eld systems. We humans are literally this structure. To be human is literally to be this aggregation of EM¯eld expressions: An elaborate static background¯eld system impressed on space, punctured dynamically by myriad small¯eld perturbations caused by ion channels. Such perturbations may exist in the form of legions of simultaneously¯ring chemical or electric synapses, sub-threshold oscillations and APs. Each of these circumstances is exactly the same as Fig. 19 . One such instance is further detailed in Fig. 20 . Figure 20 (a) shows the objective (third person) situation. This looks like an abstraction of the simple progressively collapsing electric¯eld on the central section of membrane (for example the \wave fronts" shown in Fig. 10) . The left and right membrane sections do nothing. The situation can be seen in, say, two astrocytes astride a neuron. It could just as easily be a single neuron with di®erent portions of its own membrane at di®erent stages of¯eld activity. Other neurons not currently¯ring would do as well as astrocytes. However it is actually implemented, Fig. 20(a) captures the objective view of a progressive¯eld collapse traveling membrane-longitudinally.
In contrast, in Fig. 20(b) is the exact same thing viewed from the¯rst-person perspective. In all physical respects it is identical to Fig. 20(a) . The arrival of the virtual C-boson [A(Á)] is posed as the fundamental mechanism upon which a private subjective percept is based. All that is claimed is that it is a plausible mechanism that is physically measurable and has enough°exibility to participate in a large complex of such interactions used, by the brain, to construct a \perceptual¯eld" (like olfaction or vision). The main physical nuance is the recognition that the collapse of the longitudinal transmembrane¯eld is identical to the transverse arrival, at a completely static membrane, of the electric¯eld of a virtual C-boson of equal intensity and opposite direction. It is the virtual C-boson arrival that, from the perspective of X 0 (Á), causes the¯eld system collapse.
In the process of generating the¯eld system Eq. (4) causal (Lorentz force) in°u-ences may be exerted on the surrounding tissue. If that particular activity also contributes to a¯rst-person perspective, then we have a well understood physics mechanism for consciousness potentially being functionally active in some sense yet to be detailed. The relation between the production of the¯rst-person perspective and the EM coupling e®ect is of great interest in such issues as the role of consciousness in e®ecting behavior and free will. In the spirit of setting aside assumptions it cannot be assumed that production of a¯rst-person perspective via the virtual C-boson interaction, and the EM¯eld coupling mechanism are necessarily related. The mere visibility of the virtual C-boson¯elds is all that is needed.
In real tissue undergoing normal realistic 3D real time neural activity involving untold numbers of interacting virtual C-bosons, extraordinarily complex \appearances" could conceivably be constructed using the neuron/astrocyte foam as a substrate \stage" upon which their arrival is orchestrated. Their collective action is, from ā rst-person perspective, highly spatially structured and could be set up to replicate an enormous number of qualeons directed at any representational process that could be thought of in the brain. For example, in the case of audition, we know that the transmission of sound physically involves electromagnetism in the form of phonons (already known as a kind of boson) that propagate through a medium. Collectively and when organized appropriately in space, a set of qualeons could, in principle, make a brain \act-as-if " phonons arrived, say in the planar¯eld perturbations of a multitude of appropriately physically organized synapses in the apical dendrites of neuron D151. The qualeons then become virtual phonons. In the case of vision, we know that sight involves the arrival of bosons called photons (light). Collectively and when organized appropriately in space, a set of qualeons could, in principle, make a brain \act-as-if " an interference pattern of photons arrived within the depths of the cortical layers involved in vision. The qualeons then become virtual photons of some kind or something appropriately similar to photons to be useful as a representation, say, some kind of hologram. And so forth. Vision and audition are two examples that are relatively easy to imagine. What of more abstract perceptual \scenes" like emotion, touch, olfaction and so forth? It seems possible that abstract, completely naturally implausible qualeons could be created for use in such circumstances merely by positioning current laments and compartments in space. The virtual C-bosons may be loosely related to the physical transduction of a particular sense organ, but they need not be. That being the case, it becomes feasible that we have a zoo of qualeons to identify and test for in brain tissue based on physical geometry, ion channel locations and their EM eld activity. Such strange qualeons as the \touch-on", the \sad-on", the \orgasm-on", the \pain-on" and so forth, seem entirely plausible as something to actively search for in tissue as EM¯eld patterns in speci¯c brain regions. By appropriately con¯guring neurons in space and then instigating their longitudinal membrane activity, in principle any spatiotemporally novel electrical/magnetic¯eld structure could be devised that has a subjective view as a¯eld (potentially an interference pattern) of qualeons. At the same time, all that any third-person would see when they looked at tissue is neurons arranged in space¯ring in the highly organized familiar ways seen for decades. This, it is posited, is the reason why the physics of consciousness has struggled for so long with its evidence-base for subjective experiences: a reference frame issue combined with naive disposal of EM e®ects in neural modeling activities. The mere identi¯cation of a reference frame change does not constitute an answer to why the subjective percept is conveyed by a virtual C-boson [A(Á)].
Concluding Remarks
What has been presented here is a con°uence of observations that forms a natural and obvious route toward an account of consciousness that includes the following general features:
(I) The standard-model of particle physics tells us that fundamental physics of electromagnetism underpins all physics of the brain and its mind. Therefore, despite it being utterly mute on consciousness, the physics of electromagnetism, and the science of consciousness are somehow identities. (II) The endogenous EM¯eld of the brain, as a well explored and empirically cogent originator of consciousness, gains critical priority over all other accounts of consciousness.
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(III) The recognition of the three basic mechanisms that jointly originate the entire EM¯eld system. Transmembrane current¯laments are the likely origins of both the dynamic electric and magnetic¯elds. (IV) The same¯eld system automatically incorporates a causal (EM-¯eld coupling) mechanism via the Lorentz force, thereby imbuing something delivering consciousness with a causal mechanism. This is the same causal in°uence recently con¯rmed in laboratory experiments. (V) The exact same¯eld system can also be reinterpreted to be naturally decomposed into an interaction between a totally static¯eld system and virtual EM \C-bosons", thereby revealing a mechanism by which consciousness may be described and understood in an empirically tractable way. It does not explain why there is consciousness.
It is posited that this con°uence of multiple explanatory virtues, along with compatibility with all existing empirical results, makes such an EM¯eld theory a critically superior potential solution to the problem of a scienti¯c account of consciousness. The real challenge is that the proposition is telling us that further progress involves some kind of formal, structured review of ourselves (scientists), by ourselves. But that is a matter for another day.
Supplementary Videos
Appendix A
The following lists show the di®erential form of Maxwell's macroscopic equations (MME) in SI units contrasted with the microscopic version (MmE) (Jackson, 1999, p. 248 ). 
