Nuclear magnetic resonance studies of YBa2̳Cu3̳07̳ in the superconducting state by Barrett, Sean Eric
NUCLEAR MAGNETIC RESONANCE STUDIES OF YBa2Cu307 
IN THE SUPERCONDUCTING STATE 
BY 
SEAN ERIC BARRETT 
A.B., Princeton University, 1987 
M.S., University of lllinois, 1988 
THESIS 
Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Physics 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 1992 
Urbana, Illinois 
NUCLEAR MAGNETIC RESONANCE STUDIES OF YBa2Cu307 
IN THE SUPERCONDUCTING STATE 
Sean Eric Barrett, Ph.D. 
Department of Physics 
University of Illinois at Urbana-Champaign, 1992 
Charles P. Slichter, Advisor 
In this thesis we report measurements of the 63Cu Knight shift in the 
· superconducting state for the plane (Cu(2)) and Chain (Cu(l)) sites in 
YBa2Cu307. We also have measured the temperature and field dependent 
63Cu(2) nuclear spin relaxation rates (63Wla) in the superconducting state. 
The accurate determination of the 63Cu Knight shift below Tc required 
a precise knowledge of the magnetic field strength inside the bulk of the 
sample. We have used 89y as an internal field marker to determine the 
amount of diamagnetic shielding present in our sample below T c· 
Observation of the 89y resonance in the superconducting state required 
several unusual NMR techniques, such as using the Carr-Purcell-Meiboom-
Gill pulse sequence to enhance the signal-to-noise ratio. 
We have interpreted our Knight shift data within a generalized 
Bardeen-Cooper-Schrieffer (BCS) pairing theory, and find that a spin-singlet 
pairing state is strongly favored by these data. The temperature dependence 
of the Cu(l) Knight shift is slightly different from the temperature 
dependence of the Cu(2) Knight shift. It is possible to fit the data assuming 
either an orbitals-wave or an orbital d-wave pairing state, but in every case 
the energy gap seen by the Cu(2) apparently possesses a strong coupling 
temperature dependence, while the energy gap seen by the Cu(l) is much 
closer to the weak coupling gap assumed in the original BCS theory. 
During our measurements of the temperature dependence of the Cu(2) 
iii 
spin-lattice relaxation rates in the superconducting state (63W1 a.; where 
~ . 1\ 
HoI 1-a.), we discovered that the anisotropy ratio 63W1aj63W1c, which was 
essentially independent of temperature in the normal state, drops sharply just 
below Tc (77 K < T< Tc). The data which we have measured in the smallest 
fields possible (Ho < 4.5 kGauss) show that as the temperature is lowered 
below T- 77 K the anisotropy ratio 63W1a/63W1c starts to increase, 
eventually exceeding the normal state anisotropy ratio. These low field data 
have been interpreted by several groups in terms of a generalized BCS pairing 
state. These groups successfully fit our data assuming a spin-singlet, orbital d-
wave pairing state, but are unable to fit our data assuming a spin-singlet, 
orbital s-wave pairing state. 
We also observe a sizeable field dependence of the spin-lattice 
relaxation rate in the superconducting state, which is much more 
pronounced when the magnetic field penetrates the Cu02 planes (63W1c) 
than when the field lies along the Cu02 planes (63W1a). These rates appear to 
be linearly dependent upon the field, indicating that flux lines may be 
contributing to the observed relaxation rates. 
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Chapter 1. Introduction 
Since the discovery of La2-xBaxCu04 in 1986,1 thousands of scientists 
around the world have actively participated in the field of High-T c 
. . 
superconductivity. This intensive scrutiny has revealed many interesting 
and novel characteristics of these materials, but fundamental questions have 
yet to be answered. For instance, what is the proper description of the normal 
state charge carriers in these systems? The models which have been proposed 
range from the conventional Fermi liquid pieture,2 to variants of the 
conventional picture such as a marginal Fermi liquid3 or an 
antiferromagnetic Fermi liquid,4 to exotic pictures in which the spin-degree of 
freedom is decoupled from the charge degree of freedom.5,6 Another 
important question is what theoretical framework describes the 
superconducting state (e.g. a generalized BCS theory, or some new theory 
which follows from an exotic normal state picture)? What microscopic 
mechanism is providing the attractive pairing interaction for the 
superconductivity (e.g. phonons, electron spin fluctuations, coherent charge 
carrier tunnelling between independent Cu02 layers, etc.)? Why are the 
superconducting transition temperatures so high (Tc=40 K- 125 K)? These 
basic questions are being actively investigated using a wide spectrum of 
experimental and theoretical techniques. 
Historically~ NMR experiments have been a powerful tool in the 
investigation of "low temperature" BCS superconductors (Tc S 28 K). The 
observation of the Hebel-Slichter coherence peak in the nuclear spin-lattice 
relaxation rate,7,8 when contrasted with the behavior of the ultrasonic 
attenuation measurements of several groups,9,10 was the first experimental 
1 
test of the detailed structure of the Bardeen-Cooper-Schrieffer theory of 
superconductivity,l1,12 NMR is a sensitive probe of the predictions of the 
BCS theory because the nuclei in a metal are strongly affected by the electrons 
at the Fermi level, and these same electrons are the ones which are 
responsible for the superconductivity in the BCS theory. The two classic 
NMR measurements in the superconducting state are the nuclear spin-lattice 
relaxation rate and the Knight shift. 
In this thesis,we report measurements of the both the 63Cu Knight 
shift13 and the planar 63Cu nuclear spin-lattice relaxation rates in the 
superconducting state of YBa2Cu307 (Tc=93 K),l4,15,16 To ensure th~ accuracy 
and reliability of these measurements, we utilized special sample preparation 
procedures and unusual NMR techniques. 
The determination of the 63Cu Knight shift involved measuring the 
temperature dependent frequencies of the 63Cu NMR lines below Tc. The 
difficulty in this measurement is that the position of the NMR lines will shift 
in frequency for reasons of both macroscopic (diamagnetic shielding 
supercurrents) and microscopic (Knight shift, electric field gradient) origin. 
We only want to know the latter contribution to the shift. Our solution was 
to use the yttrium nucleus as a microscopic probe of the internal magnetic 
field, so we could isolate the microscopic shift of the 63Cu lines. 
The main result of our experiment was that the 63Cu Knight shift data 
could be understood within a generalized BCS theory. Within this general 
framework, our data suggest that a spin-singlet pairing state is the appropriate 
description of the superconducting state in YBa2Cu307. If this conclusion is 
correct, the data for the chemical shift of the copper in the planes and the 
chains are consistent with the picture that the copper sites are very close to 
2 
Cu++, with a hole in the x2-y2 (y2-z2) state for the planes (chains) . 
Our measurement of the planar 63Cu nuclear spin-lattice relaxation . 
rates in the superconducting state of YBa2Cu307 was made possible by a 
special manually aligned multiple single crystal sample. This sample allowed 
us to obtain the planar copper site NMR relaxation rate,63WJa (63WJc), when . 
the magnetic field was applied parallel" (perpendicular) to the Cu02 planes. In 
. the normal state, the ratio 63WJaj63WJc is about 3.7 and is essentially 
independent of temperature. This measurement was also carried out in 
magnetically aligned powder samples, using a baseline subtraction technique, 
which we explain in Chapter 7, Section 7c. In these aligned powder samples, 
we also have some relaxation rate data for the planar oxygen and yttrium 
nuclei. 
The main result of these relaxation rate measurements was that the 
anisotropy ratio 63WJaj63WJc sharply decreases just below Tc. We will show 
that this result was completely unexpected from the simplest extension below 
Tc of the normal state phenomenological theory. There are recent 
calculations within a generalized BCS framework which conclude that our 
result. requires nodes in the energy gap (as in spin-singlet, orbital d-wave 
pairing).J7,18,19 
We have also observed a strong field dependence of 63WJc at low 
temperatures. This result may be related to the presence of fluxoids in a 
mixed state measurement, but the mechanism for this effect remains 
unexplained. 
In Chapter 2, we will present some characteristics ofthe YBa2Cu307 
compound. In Chapter 3, we will discuss some of the quantities measured in 
NMR experiments, as well as the results obtained in BCS superconductors. 
3 
The experimental techniques required for our measurements will be detailed 
in Chapter 4. Chapter 5 will be an overview of previous NMR results in 
YBa2Cu307 and related High-T c compounds, including a discussion of the 
conventionally accepted picture of the normal state electronic spin system. 
Chapter 6 will describe our 63Cu Knight Shift experiment, including a detailed 
analysis of the data. Our 63WJ anisotropy measurements will be the subject 
of Chapter 7. We will discuss attempts to understand our earliest data and 
also recent calculations which explain some of our latest results. Chapter 8 
will contain a summary of our conclusions. 
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Section 2a. Introduction 
After the initial discovery of La2-xBaxCu04 (Tc-35K) in 1986,1 the Tc in 
this material was found to increase when pressure was applied to the 
material. Some investigators tried to simulate the effects of increased 
external pressure by substituting smaller rare earth ions for the La, in order to 
reduce the unit cell size. The material YBa2Cu307 (Tc-90 K) was the second 
High-Tc superconductor to be discovered in 1987.20 This material was 
especially noteworthy because it was the first superconductor to have a 
transition temperature higher than the boiling point of liquid nitrogen 
(Tbp=77.35 K). All of the measurements reported in this thesis have been 
made on this material. 
The crystal structure of this material is shown in Figure J.21 The unit 
cell has orthorhombic symmetry, with dimensions: a=3.8231 Angstroms, 
b=3.8864 Angstroms, and c=11.6807 Angstroms.22 Two-dimensional copper 
oxide planes containing the Cu(2), 0(2), and 0(3) sites appear in the unit cells 
of all of the High-Tc superconductors. YBa2Cu307 has two of these Cu02 
planes separated by the Yttrium atom. Below the Cu02 planes is a layer . 
containing the Ba and 0(4) sites. Finally, below the BaO layer is a layer of one-
dimensional CuO chains which run along the b-axis. The Cu(l) and 0(1) sites 
make up these CuO chains. 
Because of the small difference between the ~- and b-axis unit cell 
dimensions, this material exhibits the phenomenon of twinning. When a 
bulk sample is grown, the one-dimensional chains rarely proceed in a straight 
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Figure 1. Crystal structure of YBa2Cu307·.21 
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line all the way across a sample. Instead, the chains will occasionally make 
right angle turns and travel in the new direction. The location of this turn is 
a twinning boundary, and the net effect is that a given direction in the crystal 
is no longer just the ~- or b- axis, but is instead the ~-axis for a macroscopic 
distance, and then the b-axis for another region, and then the ~-axis again, arid 
so oh. This disorder is frozen into the sample during the finite time spent 
growing them, unless extraordinary techniques are used to remove the 
twinning. We shall see later that this macroscopic twinning phenomena is 
not a big problem for our microscopic NMR measurements. 
This perovskite loses oxygen from the 0(1) site relatively easily, unless 
precautions are taken. When all of the 0(1) sites are vacated, the resulting 
material, YBa2Cu306, is an antiferromagnet with a Neel temperature of 400 K. 
The phase diagram for this material YBa2Cu306+x is shown in Figure 2.23 
Section 2b. Comparison of YBa2Cu307 with Other High-T c Superconductors 
There are many similarities between YBa2Cu307 and the other High Tc 
superconductors shown in Table I. First of all, they all possess the two-
dimensional Cu02 planes as building blocks. All of the superconductors have . 
a strong anisotropy of the normal state conductivity (pc/ Pab -102- 105), 
indicating the preferential transport along the planes rather than 
perpendicular to them.24 These superconductors can be made by adding 
carriers (mostly holes, sometimes electrons) to the antiferromagnetic parent 
compounds by doping. The resistivity along the planes is linear in 
temperature, which has been interpreted as evidence for a carrier scattering 
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Figure 2. The phase diagram for the material YBa2Cu306+x as a function of 
oxygen content (x).23 The Neel temperatures were determined by neutron 
diffraction; AF denotes antiferromagnetic, SC denotes superconducting. Solid 





. YBa2Cll408 BOK 
Bi2Sr2Ca 1 Cu20s 85K 
· YBa2Cu307 93K 
BbSr2Ca2Cu3010 110K 
Tl2Sr2Ca2Cu3010 125K 
Table I. A selection of High-Tc compounds with typical superconducting 
transition temperatures.26 
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in the Raman scattering intensity which rises quickly at low energies and 
then is independent of energy as far up as anyone has looked.25 
These materials also share many generic superconducting state 
properties. Measurements of the flux quantum and of Andreev reflection 
have indicated that the superconductivity involves hole (or electron) 
pairing.24, 27,28 All of the High~Tc materials are extreme Type IT 
superconductors, with large anisotropies in the coherence length and the 
penetration depth.27, 28 
There are several differences between YBa2Cu307 and. the other High-
T c superconductors listed in the table. The single layer of CuO chains is 
unique to YBa2Cu307, although YBa2Cu408 has ~ double layer of CuO 
chains.29 The chains in YBa2Cu307 appear to be the source of the charge 
carriers which move in the Cu02 planes, although this may be too simplistic 
a picture.27 There is no large isotope effect in YBa2Cu307, although La2-
xBaxCu04 has shown a sizable effect.30 Bulk magnetic susceptibility 
measurements of YBa2Cu307 are almost independent of temperature in the 
normal state, but many of the other High-Tc materials show a substantial 
temperature dependence in Xmagnetic(T).24 Optical conductivity 
measurements in untwinned YBa2Cu307 show a substantial difference 
depending on w~ether the light is polari,zed parallel or perpendicular to the 
chains.31 Untwinned YBa2Cu307 resistivity measurements show that Pal Pb 
-2, indicating some effect of the chains on the material's conductivity along 
the Cu02 planes.32 
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Section.2c. Comparison of YBa2Cu307 to Normal Metals 
There are some similarities between YBa2Cu307 and metals which are 
typical BCS superconductors. Angle-Resolved Photoemission Spectroscopy 
(ARPES) data indicate that a Fermi surface is present, although the 
quasiparticle lifetime has an unusual energy dependence.33 The normal state 
NMR properties of the oxygen, yttrium and chain copper sites are similar to 
typical metallic results as we will discuss· in Chapter 5. 
There are many more differences between YBa2Cu307 and normal 
metals. The isotropic resistivity of copper metal at room temperature is 
Pcopper= 1.8J.LQ-cm,34 while the smallest component of the anisotropic 
resistivity tensor for the ceramic YBa2Cu307 is Pb=70J.LQ-cm.32 YBa2Cu307 also 
has an unusual temperature dependence for both the resistivity (PabocT, 
Pcocl/T)24 and Hall effect constant (RHocl/T) .35 As we mentioned in Section 
2b, the ARPES determined quasiparticle lifetime seems to have a different 
energy dependence than the Fermi liquid prediction.33 Optical conductivity 
measurements at low frequencies indicate a non-Drude energy dependence, 
which has been interpreted either as a frequency dependent scattering rate 
(h/t*-kBT + hv) of a single electronic component, or as absorption due to two 
~ 
electronic components (with intra- and inter-band transitions).36 There is 
also neutron scattering evidence that the material YBa2Cu306+x with x close 
to 1 has antiferromagnetic tendencies, so somehow the antiferromagnetism 
of the parent compound persists into the metallic state.23,27 Finally, there is 
the unusually high Tc, and the absence of an isotope effect. 
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Chapter 3. General NMR in Metals and Superconductors 
Section 3a. Static Spin Hamiltonian 
The energy levels of the nuclei are given by the following general 
nuclear spin Hamiltonian,38 ignoring nuclear spin-spin couplings: 
" The first term is the Zeeman energy of the nuclear magnetic moment, (I is a · 
dimensionless operator), in the presence of the applied field H7,11a (a=~.y . or 
~) . Kaa is the magnetic shift tensor, and it represents the extra fields 
produced at the nucleus by the electrons. I Kaa I is usually small (typically< 
2%). The magnetic shift tensor contains several parts: 
(3-2) 
The tensor craa is the shift due to all the closed shell electrons of an atom. 
Since one usually measures Kaa relative to a closed shell reference, we can 
take craa to be zero. The tensor Kko is called the chemical shift, and it is due 
to the extra field at the nucleus contributed by the electronic orbital 
susceptibility of both the valence electrons of an atom and the closed shell 
electrons of its neighbors. Thus, the chemical shift is directly proportional to 
the Van Vleck susceptibility, xL. The tensor K~o is the Knight shift, and it 
. represents the extra field at the nucleus due to the electronic spin 
susceptibility, xs (the Pauli susceptibility in metals). Thus if one knows or 
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can calculate the constants of proportionality (hyperfine coupling constants), a 
measurement of Kaa yields the values of xL and x5.39 
The second term in the above static spin Hamiltonian is the 
quadrupole interaction. The electric quadrupole moment of the nucleus 
couples to the electric field gradient present at the nucleus. Only nuclei with 
spins 1>1/2 (e.g. 63Cu, 65Cu, and 170) can have this term. The Van tensor gives 
the electric field gradient (in MHz) at the nucleus due to the electrons in the 
same atom and the surrounding ions. 
We have ignored the nuclear dipole-dipole coupling in this 
Hamiltonian because this term is mainly a source of line breadth for the fields 
and nuclei in question, and relatively unimportant for determining the line 
position or the magnitude of the spin-lattice relaxation. 
In thermal equilibrium, the number of nuclear spins which find 
themselves in an eigenstate I a> of the above Hamiltonian is proportional to 
N exp(-Ea/kBT), where N is the total number of spins in the system, and Ea is 
the energy of an eigenstate I a>. To observe NMR, one could apply an 
alternating magnetic field which has a non-zero matrix element between two 
states. When the frequency .of this field matches the frequency separation of 
the levels (v={Ea-Eb} /h), transitions between the two levels are allowed, and 
resonant absorption of energy occurs. Knowledge of this frequency, the 
nuclear spin eigenstates, and the applied field Hallows one to determine the 
tensors Kaa and Vaa . This experiment is typically performed using spin 
echoes, which are the subject of the next section. Notice that for nuclear spins 
which have a large quadrupole term in their Hamiltonian, one could in 
principle observe the same resonance phenomena in the absence of an 
.applied field (the Zeeman term is then zero). This is a Nuclear Quadrupole 
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Resonance (NQR) experiment. 
Section 3b. Spin Echoes . 
Most of the NMR carried out today uses strong radio ·frequency (RF) 
pulses to observe the nuclear magnetization.40 The detection circuit must be 
extremely sensitive in order to detect the weak nuclear signal (typically ~1 J.LV) 
present at the input of the first RF preamplifier stage. Unfortunately, the 
leakage of the applied RF pulses to this stage is much larger (-0.5 V), so it is 
often necessary to temporally separate these two signals. The spin ech? 
sequence, discovered by Prof. Erwin Hahn, accomplishes this goal.41 
We can treat the nuclear magnetization as a classical variable to 
understand the spin echo concept. Assume there is a nuclear magnetic 
moment possessing a non-zero angular momentum in a static magnetic field 
applied along the z-direction. The magnetic moment variable, ~, is related 
. -7 
to its angular momentum, J, by: - .. 
(3-3) ll = YJ. 
In th~s picture, the torque acting on a moment gives the time dependent 




.!.:W.. = 1l X H1oc 
dt 
Consider the simple case shown in Figure 3. The total NMR line consists of 
nuclear magnetic moments in three different regions each with their own 
local field along the z-axis, Ho-8H, Ho, and Ho+8H. We define the three 
frequencies ( ro5, roo, rof)= y(Ho-8H, Ho, Ho+8H). In a reference frame rotating 
about the z-axis at frequency ro0 , the moments obey the equation: 
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Ho Ho+OH 
Figure 3. Gedanken experiment which is useful in understanding the nuclear 
Spin Echo concept. The three identical nuclear magnetic moments are 
. completely enclosed by the solenoid which is fixed along the x-axis in the lab 
frame. Each moment experiences a slightly different value of the static local 
magnetic field, resulting in the breadth of the NMR line shown at the top of 
the figure . This is a simple example of an inhomogeneously broadened line. 
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(3-5) 
0~ - (- -) - = 1..1. X 'Y H1oc - Ho 
0 t . . 
In. equilibrium, all three nuclear magnetic moments are aligned along the z-
axis, as shown in the figure. Suppose that this sample is enclosed by a 
solenoid which points along the lab frame's x-axis. In order to measure the 
nuclear magnetization, we apply to this solenoid a short pulse of RF power, 
which is sinusoidally varying at the rotating frame frequency ro0 • In the 
rotating frame, this RF pulse . produces for a time Te a constant magnetic field 
of amplitude Hl which lies along some direction in the rotating frame's x-y 
plane. For a narrow NMR line, Hl » (Hioc-Ho), and we may write the rotating 
frame equation of motion as: 
0 ~ =~xy(ID) 
(3-6) 0 t 
It is not always true that the line is narrow compared to the Hl, but if we are 
on resonance (where Hioc=Ho), there is always some small region of the line 
which obeys this equation. During an applied pulse the magnetization will 
rotate through an angle of 8=(Te (y Hl)) about the Hl direction. We can write 
such a pulse as 8<l1 where a. is the direction of Hl in the rotating frame, and 8 
gives the total rotation angle of an on-resonance magnetic moment. 
The description of the spin echo is now straightforward. Starting with 
the thermal equilibrium magnetization a,long the z-axis, as in Figure 4, we 
apply the following pulse sequence: 
(3-7) TC/2x- t- Tty- t- echo. 
The first pulse brings the three moments in our model along the rotating 
frame's y-axis. During the first time t the moments fan out in the x-y plane 
(e.g. the rof spins move by an angle (rof- ro0 )t away from the y-axis) because 
ros, rof '# ro0 , as we see in the figure. The Tty pulse flips the pancake over 
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Rotating Reference Frame 













t=T 1t/2 + t + T 1t + t 
y 
... 
Figure 4. (Top) The effect of the pulse sequence given in Equation (3-7) on the · 
nuclear magnetic moments in our solenoid, when viewed in a reference 
frame rotating at frequency ro0 . (Bottom) Occurrence of FID and Echo during 
pulse sequence. 
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about the y-a.Xis, and the pancake is refocussed along the y-axis a time t after 
the last pulse. The total magnetization along they-axis at this time is directly 
proportional to the magnetization originally along the z-axis just before the 
rt/2 pulse. We have ignored pulse imperfections and relaxation processes in 
this simple model, but including them does not alter this last result. This 
magnetization along the rotating frame's y-axis is precessing very rapidly in 
the x-y plane of the lab frame, inducing an alternating voltage (with frequency 
ro0 ) in the solenoid, which is then measured by the detection system. This 
voltage dies away with a characteristic time (T2*) because the different nuclear 
magnetic moments dephase again. 
The spin echo may also be described using the viewpoint taken in 
Section 3a. If we treat the nuclear magnetization as a quantum mechanical 
operator, the insight provided by the above classical picture is helpful. 
Ignoring quadrupole inter~ctions, the equation of motion of the nuclear 
magnetic moment expectation value in the laboratory frame is given by:38 
d Vl) = Vl) X 'Y (Hioc + rn(t)) 
(3-8) d t 
The magnetic moment operator is defined to be~= yhl/(2rt), and the ket in 
the expectation value <'¥I~ I'¥> is the state vector of the nuclear spin, I'¥>= 
La c(a) I a>. The similarity of this equation with the earlier classical equation 
allows our earlier discussion of spin echoes to describe the quantum 
mechanical situation as well. Including quadrupole interactions can add 
effective magnetic fields and restrict the eigenstates I a> of the nuclear spin 
Hamiltonian which are included in the state vector, but these modifications 
are not important for our present ·purposes.42 
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Section 3c. Spin-Lattice Relaxation Rates (lffl) 
Another informative NMR experiment is a spin-lattice relaxtion time 
· (T1) .measurement. When one disturbs the thermal equilibrium pqpulation 
of the levels, T1 is the characteristic time that describes a sy-stem's return to 
equilibrium. In a magnetic relaxation process, which is the relevant 
mechanism for the nuclei we have studied in this material, rapidly 
fluctuating magnetic fields at the nucleus induce transitions between the 
eigenstates of the system, eventually restoring the equilibrium population to 
each level. If the spins are quantized along the ~-axis by a strong magnetic 
field, one can measure the relaxation rate (1 /Tl)c. If we assume that each 
component of the fluctuating field is independent and exhibits an 
exponential autocorrelation function with an isotropic correlation time t 0 , we 
can write down the expression for the magnetic relaxation rate:38 
(3_9) (fi-t=(~) 'fn [hi + h~] to. 
This is the correct expression provided that each field comp-onent is 
fluctuating very rapidly compared to the Larmor frequency, i.e. COnuclear < 1/t0 
(Pennington has shown that t 0 is 1Q-15 sec, while COnuclear is 109 sec-1, so this 
limit is clearly satisfied.)43 Measuring all three components of this relaxation 
rate tensor (1 /T1)a (where a. is the quantization axis) reveals the anisotropy of 
these fluctuating fields. If the spins were quantized along a principal axis 
other than the ~-axis, the correct expression could be obtained from the above 
expression by cyclic permutation of the subscripts (a,b,c) . This expression is 
the most general describing a magnetic relaxation process. 
We can gain more insight from our measurements if we know · the 
source of the fluctuating fields . If the fields at the nucleus are due to rapidly 
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fluctuating electronic spins, the T1 measurement tells us about the electronic 
spin system. If the electronic spins have. the periodicity of a Bravais lattice 
(e.g. metallic spins, spins in an antiferromagnet, spins in an paramagnetic 
insulator), the above expression for magnetic relaxation for nucleus i can be 
quite generally written as:44 
i{.l) =(ifnkaT)Lim~o L ~Aa·a·(q)~ {k·a·<Ci,ro>} 
T1 a 2 11 2 ... (1) (3.,;10) ,....~ q,a':;t a 
The x"aa(q,ro) is the imaginary part of the q- and ro-dependent electronic 
spin susceptibility tensor (taken to be isotropic in our case), and a are the 
principle crystalline axes, (~,b,~). The limit ro-+0 is taken because this 
expression is evaluated at the Larmor frequency of the nucleus, typically 
around 10 mK, a very small energy on the scale of the electronic spin 
fluctuations. The advantage of this expression is that the anisotropy in the 
fluctuating fields in our earlier expression is now clearly contained within the 
. -+ 
hyperfine structure factors 1Aaa( q). These structure factors are completely 
determined by the real space hyperfine coupling Hamiltonian. When both an 
anisotropic on-site and isotropic transferred hyperfine coupling are present 
for a nucleus (as for theCu(2)) these iAaa(q) terms will act as q-filters which 
weight X"aa(q,ro) differently for the different magnetic field orientations. We 
will use this equation quite often in the discussion of the T1 measurements. 
Within this framework, the Knight Shift is usually. written in. terms of the 
real part of the static electronic spin susceptibility tensor, X'aa(q,ro=O): 
(3-11) iK5aa = Limq -+0 ( iAaa(q) X'aa(q,ro=O)) 
If we can be even more specific and say that the magnetic relaxation 
process is due to the nuclear spin's scattering of conduction electron spins in a 
metal, then there is another conventionally used expression for the spin-
. 20 
lattice relaxation rate: 
(3-12) 
_L oc f.- K\' e-nf p2(E) f(E) (1-f(E)) dE oc T p2(Ep) 
T1 
0 
This is the expression which is most often used to explain the NMR results in 
metals and BCS superconductors.45 <Ve-n> is the matrix element for the 
electron nuclear interaction, p(E) is the one electron density of states, and f(E) 
is the Fermi function. The Knight Shift in this notation can be written as: 
(3-13) 
K5 oc f.- (~(E) d ~~)) dE oc p(Ep). 
Thus one can relate the Knight shift and spin-lattice relaxation time in a 
normal metal: 
(3-14) (1 I (T1 *T))=constant*(K5)2. 
This is the Korringa law. The constant is determined by the relevant electron 
nuclear couplings, with a small correction of order unity when electron-
electron interactions are included. 
Section 3d. NMR Results for a Type I BCS Superconductor: 27 AI 
NMR measurements have been made in several Type I 
superconductors in both the normal and superconducting states.46 
Care must be taken when selecting a sample because the applied static 
magnetic field is excluded from the interior of a Type I superconductor by the 
Meissner effect.47 As a result, only the nuclei within a penetration depth, A, 
of the surface can contribute to the NMR signal. This problem was typically 
solved by using samples whose size was comparable to A, such as colloidal 
mercury specimens (diameter- 100- 1000 A)48,49 or sandwiches of alternating 
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thin film aluminum (thickness- 60- 200 A) and SiO layers on a glass 
substrate.SO Some of the classic superconducting state relaxation rate 
measurements required even more extreme solutions (e.g. field-cycling 
techniques).7,8 We will discuss the results for 27 AI because this metal comes 
closest to the ideal case in both the normal and superconduc~ng states. 
Measurements of the normal state 27 AI spin-lattice relaxation time (T1) 
have been carried out by Spokas and Slichter up to 930K.51,52 Their data, 
along with the liquid helium temperature data of Hebel and Slichter7,8 as 
well as the data of Redfield and Anderson53 are shown in Figure 5. The 
straight line fit to their data shows that the Korringa law (Equation 3-14) holds 
over a tremendous temperature range (1 K - 930 K) in 27 AI. 
When the temperature is lowered below Tc, both KS and T1 can be 
dramatically affected. The Knight shift data in 27 AI are sho'":n in Figure 6.50 
There is a rapid decrease in KS just below T c' which reflects the modification 
of the normal state one-particle density of states at the Fermi surface. In the 
BCS theory, for a spin singlet, orbitals-wave pairing state, the density of 
excited quasiparticle states is given by:46 
Pocs(E - Ep) = p(Ep) [ I E - Epl 
2 
] 
(3-15) . . -/{(E- Epf- ~) I 
where ~ is an isotropic energy gap which opens up at T c and is essentially 
independent of temperature below T /T c - 0.2. Since the Knight shift in the 
normal state is proportional to p(Ep), one indeed expects that K5 oc xs ~ 0 as 
T ~ 0. The temperature dependence of the Knight shift for this pairing state 
was first calculated by Yosida, by inserting the BCS single particle density of 
states expression (Eq. 3-15) into the definition of the Knight shift (Eq. 3-13), 
and then evaluating the integraJ.54 The resulting temperature dependent 
22 
(/) 









e THIS RESEARCH 
c:> ANDERSON 8 
REDFIELD 
A HEBEL 8 SLICHTER 
Figure 5. The nuclear spin-lattice relaxation time (Tl) in 27 AI exhibits the 
behavior predicted by the Korringa law (figure from Reference 51). The 
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Figure 6. The normalized Knight shift data measured in 27 ALSO The dark 
line drawn through the data is the weak coupling, orbital s.;.wave, spirt-singlet 
BCS pairing Yosida function. 54 
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normalized Knight shift: 
K
5
(T<Tc) =f- ([ IE-Epl ](- df(E)})dE =Yo(T/Tc) 
K5(T=Tc) -v'{(E- Epf - .12J dE · 
(3-16) -
is conventionally referred to as the Yosida function (Yo(T /Tc)). This function 
is plotted as the dark line in Fig. 6. 
The Tl data. also show a dramatic deviation from the Korringa law for 
T<Tc, as is seen in Figure 7a.8 The two-fluid model of superconductivity 
would have predicted an increase in Tl just below Tc because of the 
decreasing number of normal state electrons. However, the relaxation time 
just below Tc is actually smaller than the Tl at T=Tc. The BCS theory of 
superconductivity explains this result quite naturally.12 This decrease in Tl 
just below Tc (frequently referred to as the Hebel-Slichter coherence peak in 
the literature) is due to both the logarithmic singularity in PBcs(E-Ep) at the 
edge of the gap and to the BCS coherence factor which modifies I <V e-n> 12, 
reflecting the correlated nature of the superconducting ground state. The BCS 
theory also predicts that the BCS coherence factor which is involved in 
measurements of the attenuation of longitudinal acoustic waves below Tc 
should be quite different from the NMR coherence factor, because of the 
different symmetry of the relevant electron scattering matrix element under 
time reversal. This BCS prediction describes the experimental situation 
precisely, while a two-fluid model of superconductivity is incompatible with 
the data. 
The low temperature behavior of the spin-lattice relaxation rate is also 
an informative probe of the superconducting state. At low temperatures, 
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Figure 7. (a) Peak in the relaxation rate just below Tc.B (b) Peak in (1/Tl) near 
Tc and the exponential temperature dependence at low T /Tc.SS 
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electrons that relax the nuclei need to be excited across the energy gap, so: 
(3-17) (1/Tl) oc exph~/kBT). 
This behavior is seen in the data of Masuda and Redfield in Figure 7b.55 
Section 3e. NMR in Type II BCS Superconductors 
If the material being investigated by NMR is a Type ll superconductor, 
the superconducting state NMR signal can be greatly enhanced by working in 
the mixed state (T<Tc, Hq<Ho<Hc2).46,47 When the applied static field is of 
this magnitude, the field penetrates the interior of the sample through a 
lattice of fluxoids. This lattice could in principle affect both line shapes and 
relaxation rates. The field Bin the center of each fluxoid will be slightly larger 
than the applied field Ho. In the limit of isolated fluxoids (H;o- Hq), the 
magnitude of Bin the sample will decrease exponentially over the length 
scale of the penetration depth, 'A.., as one leaves the center of a fluxoid. The 
variation of internal magnetic field with distance from fluxoid cores will 
result in an additional source of inhomogeneous NMR line breadth. 
Experimentally, the field distribution of the vortex lattice has been observed 
by the NMR line shape (e.g. in V3Si, V3Ga,S6 and Nb57). 
· In V3SnS8 and V3Si,59 the spin-lattice relaxation rates have also showed 
some unusual characteristics in the mixed state. The application of fields 
which were significant fractions of Hc2(0 K) has wiped out the coherence 
peak. In addition, at low T /Tc, a linear fi~ld dependence of Tl has been 
observed. This last effect has not been satisfactorily explained, but it suggests 
that fluxoids may affect the relaxation rates in the mixed state at low 
temperatures. 
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Chapter 4. Experimental Techniques 
Section 4a. Samples: As Grown · 
The experiments described in this thesis were only possible because of 
the availability of extremely high quality samples of YBa2Cu307. The Slichter . 
group has enjoyed a long and fruitful collaboration with the group of Prof. 
Don Ginsberg while investigating these High-Tc materials. Two of Prof. 
Ginsberg's students, Dr. Tom Friedmann and Joe Rice, have made and 
characterized all of the samples measured for this thesis. 
Dr. Tom Friedmann synthesized all of the powder (or polycrystalline) 
samples of YBa2Cu307 which we have measured.13 The resulting powders 
were investigated by X-ray diffraction and SQUID measurements to confirm 
that they wer~ predomina11tly a single phase and that they are good 
superconductors with sharp transitions. Samples grown by this technique 
contained about four grams per batch. The individual polycrystalline 
particles looked black and roughly spherical when viewed under a 
microscope. All of the powder samples reported on in this thesis have passed 
through at least a 37 Jlm sieve (and sometimes an 18 Jlm sieve) . 
Joe Rice made all of the single crystal samples investigated in this 
thesis using flux growth.60 These single crystal samples were also confirmed 
to be single phase superconductors with sharp transitions by X-ray diffraction 
and by SQUID measurements. The largest high quality single crystal obtained 
by this technique weighed about one milligram. This large crystal was the 
primary sample studied in Dr. C. H. Pennington's thesis.43 
The single crystals tended to grow into a platelet shape, with the 
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smallest dimension along the ~-axis (<100 J..Lm). When viewed from directly 
"" above, the large (O.Smm X O.Smm) flat face (a-b plane) was black unless it was 
illuminated by the microscope light when it would become blindingly shiny. 
· These single crystals were usually heavily twinned. This last phenomena 
reflected the slight difference in unit cell size parallel (b=3.8864 Angstroms at 
room temp) and perpendicular (a=3.8231 Angstroms at room temp) to the Cu-
0 chains.22 Thus, as. one travels along the ~-axis of a single crystal, it switches 
to the b-axis of the crystal upon crossing a twinning boundary. This 
energetically favorable crystal structure has been cleverly defeated by the 
Ginsberg group to reveal many ariisotropies of the ~- and b- axes. For !JUr 
purposes, the twinning boundaries make possible the alignment of the 
applied field ito with the ~-and b-axis simultaneously. 
Section 4b. Samples: Manipulation for NMR Purposes 
As we shall see in this thesis, most of the quantities which can be 
measured in the High-Tc materials are extremely anisotropic. To probe the 
NMR tensors of YBa2Cu307 we needed to simplify the complicated data by 
knowing which crystalline axis was along our applied field . Two low 
temperature probes designed and. built by Dr. Dale Durand were used for these 
experiments.43 A probe is essentially a four foot long metal pole which places 
the sample in the center of the magnetic field. The signal cable and 
temperature control wires also run along the pole. These probes had faces 
milled to be accurately perpendicular to the applied field . . A plexiglass stand 
~ 
with accurately milled surfaces (either parallel or perpendicular to Ho) was 
installed in the probe can. An aligned sample holder specific to the sample 
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type was then attached to this stand, as we see in Figure 8. 
For the single crystal samples, it was possible to align many crystals 
manually so that they shared a common ~-axis and ~-Jb-axis direction. To 
~rient the ~-axis of these samples, we selected only single crystals which had 
clean, flux-free surfaces, and which reflected light evenly from their largest 
faces. These two qualities indicated that the crystalline ~-axis was accurately 
perpendicular to the biggest face. The large faces of these crystals were then 
placed flat on a narrow plexiglass strip. Orientation of the ~Jb-axis was 
obtained by viewing the crystals through a polarizing microscope in the 
crossed-polarizer configuration. When the crystalline ~Jb-axis was placed 
parallel to the incident light polarization direction, the reflected light would 
have the same (unrotated) polarization. This reflected light would be blocked 
by the crossed-polarizer, and the sample face would appear black. A small 
rotation ( < 3 degrees) of the crystal from this configuration would cause the 
sample face to become visible. Each individual single crystal was adjusted on 
the sample holder until the faces of all the crystals appeared black 
simultaneously, and then they were glued in place using several coats of 
Crystal Clear, a commercial electronics sealant. In this way it was possible to 
establish a common direction for the ~Jb-axis of many single crystals being 
used for a single NMR sample. Thtis NMR measurements could be made 
with the magnetic field applied along the ~- or ~-.rb- axis · direction. Dale 
Durand used this property of the as-grown single crystals to construct an 
NMR sample of total mass 2-3 milligrams using -50 single crystals, with 
common directions for both the ~-axis and the ~-Jb-axis. When this sample 
was not being used, it was kept in a desiccator to prevent degradation of the 
material. 
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Figure 8. Aligned sample holders used for all of the NMR measurements 
presented in this thesis. · · 
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For the polycrystalline samples, the manual alignment techniques 
described above weren't an option. The method of Farrell et al. was used to 
create uniaxially (~-axis only) aligned samples.61 A cylindrical cast of Stycast 
1266 epoxy was cured. This large cylinder was then machined to become a 
smaller cylinder with square blocks on either end. The_ superconductor was 
then fixed in this sample holder so that the ~-axis was perpendicular totwo of 
the square block's faces. This was done by mixing together a fresh batch of 
Stycast 1266 and some YBa2Cu307 powder (typically taking up 2%-30% by 
volume), inserting this mixture into the sample holder, sealing the open end 
with wax, and placing the whole assembly in an 8 Tesla magnet. The large 
anisotropy of the bulk magnetic susceptibility in these m·aterials causes the ~­
axes of the individual powder particles to align themselves along the 
magnetic field. The sample holder remains in the magnet u~til the epoxy has 
cured, freezing the crystallites in place. 
Prior to making the aligned polycrystalline samples in the epoxy 
matrix, we had checked for an effect of the glue on the YBa2Cu307. Starting 
with a large batch of powder, we placed a small quantity in a five-minute 
epoxy, Duro TM-51, and another small quantity in Stycast 1266. The NQR 
lineshapes and T1 of these glued samples were compared to those of the loose 
powder sample. No dramatic difference was observed. 
We have conducted a systematic study of the aligt:trnent process using 
some YBa2Cu307 powder and glycerol, a fairly viscous liquid. Using the 
width of the 63Cu(2) central transition as pur guide, we have established the 
following points on these magnetically aligned YBa2Cu307 powder samples. 
First, when the matrix has the viscosity of glycerol at 300K, the alignment in 
an 81 kGauss field is complete in less than 2 minutes. This was determined 
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by placing a freshly stirred sample into the magnet and then periodically 
measuring the 63Cu(2) 1/2,-1/2 linewidth using fast Fourier transforms. 
Second, the volume fraction of YBa2Cu307 powder can be at least 35% 
without affecting the alignment. In Figure 9, we show that the scaled NMR 
. ~ . 
lineshapes for the Ho II~, 63Cu(2) central transition taken during the 12.5% 
and the 35% packing fraction tests are virtually indistinguishable. Third, 
even in a matrix as viscous as glycerol, significant settling of the powder 
occurs over a several hour period. Thus, in order to prevent the sample from 
becoming grossly inhomogeneous, the YBa2Cu307 powder should be mixed 
with the Stycast 1266 only after the curing process has begun, and the viscosity 
of this Stycast 1266 is approximately that of the glycerol. This is easier said 
than done because the viscosity of the Stycast 1266 always increased 
exponentially with time, but the time constant seemed to depend sensitively 
on the age of the starting materials, the batch size, and the shape of the 
container. 
To ensure that the YBa2Cu307 powder was added to the curing glue 
when the Stycast's viscosity was approximately that of the glycerol, we tested 
each batch individually. In this procedure, a freshly mixed batch of Stycast 
1266 was divided and placed into two test tubes. The viscosity of the Stycast in 
the first test tube was determined by periodically dropping stainless steelball 
bearings into the curing epoxy. The time taken by the ball bearings to traverse 
a one inch drop through the epoxy (tsty) was compared to the time for an 
identical test in glycerol (tgiy). About 1.5-3 hours after the batch was mixed, 
these times were identical (tsty, tgiy). The Stycast from the second test tube 
was then used to make the aligned powder sample. 
In one aligned powder sample disctissed in this thesis, we have 
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Figure 9. The Ho II~, 63Cu(2) central transition lineshape measured in a 
sample containing glycerol and YBa2Cu307. The filled(empty) circles were 
obtained when the YBa2Cu307 filled 12.5%(35%) of the total sample volume, 
the rest being glycerol. 
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measured the properties of the oxygen site using 170 NMR. Since the natural 
abundance of 170 is so small (3.7 x 10-2 %), this required an isotopic 
enrichment of one of Tom Friedmann's superconducting samples. Because 
the cost of 170 enriched 02 is prohibitive and its availability was limited after 
the discovery of High-T c, it was necessary to enrich a sample in the most 
efficient way we could. To do this, we constructed our own exchange 
chamber and developed a recipe for enrichment based on the literature and 
the consultations of the Ginsberg group (see Appendix A). The sample which 
resulted from our group effort was a 93K superconductor, with a slightly 
lower Meissner and shielding fraction and a slightly broader transition than 
the starting material, as we see in Figure 10. The copper NQR linewidth (see 
figure) and yttrium lineshape were broader than the spectra in Tom's best 
samples, consistent with a slightly lower oxygen content and perhaps less 
homogeneity in the enriched sample. Nevertheless, the copper and oxygen 
relaxation rates and line positions were in agreement with the other 
published data. 
In Table II we list all of the samples measured in this thesis, and we list 
some of their relevant properties. · 
Section 4c. NMR Techniques 
Most of the experiments described in this thesis were carried out in an 
Oxford Instruments 89mm/360MHz magnet which was operated in the 
persistent current mode. The usual field was about 81 kGauss. In addition, 
an older Varian electromagnet was used for the weak field measurements 
(-4.5 kGauss). NQR experiments were carried out in regions of the lab where 
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Figure 10. (a) NQR linewidth of Sample OX (170 enriched) is broader than 
for our best YBa2Cu307 samples (e.g. Sample K). (b) Field-cooled and zero-





Sample Mass Sample Particle Sample Label in Label in Label in Notes 
Name Packing Size Type Barrett, Barrett, · Martindale, 
Fraction Durand, Martindale, Barrett,· 
(in glue) et a1.13 et ai.14 et a1.16 
K 1.98g 10% <. 38 Jim A.P. A.P. #5 A.P. Batch Y30 
DURAND 2.5mg 100% 50 S.C. s. c. #1 --- J. P. Rice Batch 
single 
[crystals 
X 75mg 2% < 18 Jim A.P. -- #4 -- Batch Y36 
ox 375mg 30% < 18 Jim A.P. --- #6 --- Batch Y40B. 170 
enriched 
y 1.8g 100% < 38 J.lm R. P. NQR -- -- Batch Y30. Cu 
Powder NQR 
y l.8g 50% < 38 J.lm R. P. --- --- --- Batch Y30. 
Yttrium Tl. 
Y41 3.6g 100% < 38 Jim R. P. --- #2 -- Batch Y41 
z 2g 25% < 18 J.lm A.P. --- --- --- Batch Y41 
Table II. Master list of all samples used in this thesis. The packing fraction is the volume fraction of the 
superconductor. in an epoxy matrix. The sample types are:A.P.-aligned powder, S.C.-aligned single crystals, 
RP.-unaligned random powder. The Batch labels refer to the labeling system of Dr. Tom Friedmann, who 
provided the samples . . 
the local field was less than 5 Gauss. 
The experiments were performed using a homemade pulsed 
radiofrequency spectrometer.43 A schematic diagram is shown in Figure 11. 
The same rig has been altered to make measurements from Fo=S MHz to 
Fo=127 MHz. The NMR experiments are controlled by a master program 
written by Dale Durand for the IBM XT.62 This program is the user friendly 
way to control the pulse generation equipment. One key part of this 
equipment is the pulse sequence generator (PSG) built by Charles 
Pennington.43 The PSG could be programmed by the computer to repeatedly 
step through up to 8192 output states, spending a flexible time of b~tween 0.2 
J.1S and -1 day in each state. Each output state consists of a defined value for 24 
independent TTL outputs (which could create pulses, open gates, trigger 
scopes, trigger amplifiers, etc) . Once a pulse sequence has been loaded into the 
PSG and it has begun to st_ep through the sequence, it requires no further 
assistance from the computer. The pulse generation part of the rig was 
typically set up to generate RF pulses (minimum length 0.2 J.1S, step size 0.1 J.1S) 
which could be phase shifted some multiple of 90 degrees relative to a 
reference. These pulses would then be amplified by a commercial amplifier 
($ 400Watts) and sent to the probe circuit. 
The probe circuit, shown in Figure 12, contained the sample and was 
the standard series-parallel resonant circuit. The probe was tuned at 
resonance to have an impedance of 50 n. Typical values of Q for the probe 
circuit are 50-200. Ideally, the pulses would be amplified to the upper limit of 
the high power amplifier, so that the signal amplitude and spectral coverage 
would be largest. In general, however, arcing restricted the applied pulses to 






























Figure 11. Schematic diagram of the radio frequency spectrometer used for all 
NMR/NQR experiments reported in this thesis; All signals are measured 
using quadruture detection. · 
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Resonant Conditions : 
Comp 1 ex I mpedance:Re(Ztotal )= 50 n 
lm(Ztotal)= 0 
1 
Ct + Cm = of L · Cm = ~-J-L 
Figure 12. _ Series-parallel resonant circuit used in our probes. The inductor 
(L) is wrapped around the sample. The quality factor is given by Q=roL/R. 
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the high voltages generated in the resonant circuit could not be sustained and 
a high voltage point would arc to a lower voltage point through some 
dielectric (e.g. from one side of the matching capacitor through the exchange 
gas to the probe can). This problem became much worse in a.Helium gas 
atmosphere or at low pressures. To combat this problem, it was necessary to 
avoid sharp points in the circuit, to separate spatially high and low voltage 
points, to use series capacitors, and to wrap capacitors With layers of mylar. 
Even with these precautions, the excitation pulses were rarely large enough to 
cover the NMR line of interest. The range of applied alternating field 
excitation pulses was H1-5-50 Gauss. 
The solenoids used in our probe circuit were different for each sample 
and each nucleus. The coils for the Y NMR were made from brass. These · 
coils typically had -35 turns which were separated from each other by fishline 
or heat shrink tubing. The Cu (-6 turns) and 0 (-10 turns) NMR coils were 
silver. A background Cu metal signal was observed when the regular brass or 
copper probe cans were used, but it was much smaller when a silver plated 
probe can was substituted. This background signal was eliminated just as 
effectively using anAl foil lining of the regular can which was kept iri place 
by Mylar sheets. The low field copper measurements at 10 MHz used a -50 
turn solenoid; the turns of this solenoid were kept insulated from one · 
another by several coats of Crystal Clear. The copper NQR measurements 
used copper metal coils (-25 turns). A Q-limiting resistor (-50 kn,metal film, 
·± 1 %) was sometimes used in parallel with the solenoid to prevent an 
excessive temperature dependence of the tuning range of our probe circuits. 
The tuning of our resonant probe circuit was dramatically affected 
upon entering the superconducting state. The diamagnetic supercurrents 
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changed the effective inductance of the coil, which upset the resonance 
condition. This change in Leff may be compensated for by adjusting the 
capacitance of the circuit, but it usually took about 20 minutes before this 
tuning drift died out. This effect is seen in glued samples in a strong field and 
in both glued and loose powder samples in zero field. _In one experiment, we 
attempted to look at the NMR signal of an unaligned packed powder in the 81 
kGauss field at 4.2 K. The tuning oscillated horribly for over 12 hours and 
showed no signs of stopping . . This same sample (Sample Y) was then 
imbedded in five minute epoxy (Duro TM-51) using a 50% packing fraction. 
The resulting glued sample showed the usual tuning drift in the 81 kGauss 
field at 4.2 K which died away after a short time (-20 minutes). There are 
several possible causes of this effect, including shielding currents jumping 
from crystallite to crystallite, frustrated attempts by the indiyidual crystallites 
to align their ~-axis along the applied field, and particles levitating above one 
another. This effect shows the importance of the sample holder for the NMR 
measurements in the superconducting state. 
Quadruture detection was employed, simplifying the data collection 
and enhancing the signal to noise ratios. This technique effectively allows 
one to measure the nuclear magnetization along the x- andy-axis in the 
rotating frame. The information in both channels was stored simultaneously 
by multiplexing into a single channel Transiac 2008 anal~g/ digital converter 
which feeds into a Transiac 2101 signal averager. Since the signal to noise 
ratio for many of these experiments was ~ess than one after a single 
measurement, the measurements were repeated many times (sometimes 106 
repetitions) until the signal to noise ratio was satisfactory. The information 
stored in the signal averager was occasionally dumped to the computer at the 
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request of the master control program, where it was displayed in graphical 
form and could be easily manipulated -(e.g. echo integration and fast Fourier 
transforms of the second half of the echo). 
Three pulse sequences were used repeatedly for this thesis. We use the 
notation for pulses that we introduced in Section 3b. NMR absorption lines 
were measured using the spin echo sequence (ECH04PH.PUL): 
(4-1) 7t/2- t -7t- t- echo. 
The phases of the pulses for this and the other pulse sequences are described 
and explained at the end of this section. When the width of the absorption 
line was much smaller than the frequency width of the excitation pulse (the 
large H1 limit), the spectrum could be obtained by Fourier transform of the 
second half of the echo. For many of the experiments described in this thesis, 
the NMR absorption lines were too broad to be accurately revealed by a 
Fourier transform. In this _case the line shape was taken "point by point". 
This technique involved stepping through the frequency range of the spectra, 
and integrating the echo that is formed at each frequency (this is equivalent to 
performing a Fourier transform at each frequency, but recording only the size 
of the transform at the oscillator frequency). The lineshape that results is 
identical to the Fourier transform lineshape that would be obtained if the 
excitation pulse was large enough to cover the whole line. 
Spin-lattice relaxation times were measured using the inversion 
recovery technique (T17.PUL): 
(4-2) 1t- tinv- 7t/2- t- 1t- t- echo. 
To minimize the effects of electronics drift, this sequence was loaded into the 
PSG so that eight different tinv times (including tinv = 7(T1) - tinv = oo) are 
· cycled through in turn. The sequence was then repeated many times to 
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improve the signal-to-noise ratio. 
Low temperature yttrium lineshapes were measured using the Carr-
Purcell-Meiboom-Gill sequence63,64 (LONGCP.PUL): 
(4-3) 1t/2- t1 :..1t- t2- echo- t1 -1t ~ t1- echo.- t1 -1t- t1- echo~ ... . 
This sequence was used to create a train of 16 echoes in our experiments. The _ 
- 2 . 
effect of a finite H1 is compensated for by making t2 = t1 +- T! This pulse 
1t 2 
train was completed in less than 20 msec, while the shortest T1 during this 
experiment was about 60,000 msec. Each succeeding echo in the train was 
added together in weighted sum to optimize signal to noise. The weighting 
factor for each echo was the ratio of its amplitude to the amplitude of-the first 
echo. The signal to noise ratio of the weighted sum of n-echoes is: 
( S ) _ (_s_) 1 (1 - rn) (4-4) N n- N o-ffl ~, 
where r is the ratio of successive echo amplitudes in the train, and (S/N)o is 
the signal-to-noise ratio of the first echo in the train. In our experiment we 
were able to use 16 echoes in the train. This resulted in a signal-to-noise 
enhancement of 2.5 over the usual spin echo for the same total measurement 
time (or a reduction of measurement time by (1/(2.5))2 for the sam,e signal-to-
noise ratio). 
There were also two other pulse sequences which were used to 
measure some of the yttrium relaxation rate data. The first was a hybrid of 
the inversion recovery and CPMG sequences (T17CPMG.PUL): 
(4-5) 1t- tinv- 7t/2- t1- 1t- t2- echo- t1 - 1t- t1- echo- ... 
A four echo train was added in a weighted sum for each tinv . This pulse 
sequence gave the same result for the yttrium T1 as was obtained in a simple 
inversion recovery measurement in a shorter (-1 /2) measurement time. 
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Another useful sequence was a hybrid of the CPMG and a saturation recovery 
sequence (NEV .PUL): 
(4-6) (rt/2- T2*-)n - tsat- rt/2- 't.J -rt- 't2- echo- 'tl -rt- 'tl- echo- ... 
The .(rt/2- T2*-) unit is repeated n=S times, to saturate the magnetization. At 
the end of this comb pulse the magnetization is identically zero along every 
axis in the rotating frame, and it recovers along the z-axis during the time tsat· 
This magnetization along z is then measured by a four echo CPMG train. 
This sequence was used for the 4.2 K measurement of the yttrium Tl, and it 
also yielded values for the yttrium Tl at high temperatures which were 
consistent with the inversion recovery measurements. One important 
difference between the saturation recovery and inversion recovery technique 
is the total time required for a Tl measurement. The wait time after each 
echo train in a measurement sequence should be at least (could be shorter 
than) several Tl's because measurements using inversion recovery 
(saturation recovery) assume the experimental condition, M=- Moo (M=O), 
exists just before the evolution time, tinv (tsat ). Thus the total time required 
by a saturation recovery experiment is less than that required by the 
analogous inversion re.covery experiment. Since the experimental conditions 
necessary for accurate inversion recovery Tl measurements are easier to 
obtain in practice, inversion recovery results are considered to be more 
reliable, and the extra time required by these experiments is tolerated. 
However, saturation recovery must be turned to when Tl becomes 
exceedingly long (as is the case for the yttrium nucleus at 4.2 K, when Tl-480 
seconds). 
The size of the echo produced in these experiments was rarely much 
larger than the "ringing down" of the resonant circuit due to the large 
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excitation pulses. In order to isolate the echo signal, phase cycling techniques 










rc/2x - 't- rex..; 't- echo (along -y) 
rc/2-x- 't- rex- 't- echo (along +y) 
rc/2-x- 't- rcy- 't- echo (along -y) 
rc/2x - 't- rcy- 't- echo (along +y). 
By adding and subtracting the sequence shown above the echoes add 
constructively, and the ringdown from the pulses cancels. The Tl 
measurement was made using the alternating phase inversion recovery. The 
above sequence was used for the echo formation, and the initial inversion 
pulse was alternated between rex and TC-x, and the results were added. This last 
technique was important for cancelling out stimulated echoes. For the Carr-
Purcell-Meiboom-Gill sequence, the pulse train involved either rc/2x or rc/2-x 
followed by sixteen rcy pulses. This choice of phases is less sensitive to pulse 
imperfections than the Carr-Purcell sequence. 
Section 4d. Temperature Control 
Experi~ents in this thesis were performed in the temperature range 4.2 
K to 300 K Two separate dewars were used to achieve these sample 
temperatures within the room temperature bore of the magnets. A 
. homemade stainless steel dewar was used in the range 70 K to 300 K. 65 A 
liquid nitrogen bath in the outer reservoir cooled a large copper radiation 
shield which was separated from the probe space by an evacuated region. The 
probe space was filled with the probe and 1 ATM of Nitrogen gas. This 
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configuration cooled the sample down to temperatures of -83 K. It was 
possible to achieve lower probe temperatures ( -80 K) by pumping on the 
nitrogen bath in the outer reservoir. Filling the probe space with liquid 
·nitrogen made the sample temperature 77.4 K. We were able to cool down to 
70 K by pumping on this liquid nitrogen filled probe space through a 
manostat borrowed from Dr. Tom Friedmann. Filling the probe space .with 
liquid helium allowed us to take points at 4.2 K. Temperatures were 
measured using a copper-constantan thermocouple on the brass probe can. 
This thermocouple was calibrated against other new temperature sensors (e.g. 
aGe diode thermometer, and a carbon glass resistor) in the temperature range 
near T c· An Artronix temperature controller monitored · this temperature and 
applied a controlled current to a 30Q heater wire on the probe can to stabilize 
the sample temperature. 
For temperatures less than 77 K, a Janis Varitemp continuous flow 
helium cryostat was used. This dewar cooled the probe by allowing a small 
flow of liquid helium from a storage dewar, through a transfer line, and into 
the bottom of the probe space where it evaporated and rose towards the probe 
can. Temperatures were measured with a Lake Shore carbon glass resistor on 
the copper can. The Artronix controlled this temperature by heating the gas 
(Knight Shift experiment) or the can (Wl anisotropy experiment). The 
disadvantage of this dewar was the helium gas atmosphere, which made 
arcing occur at a much lower RF pulse voltage. 
Since quantities like the Wl vary as fast as the fifth power of the 
temperature near Tc, it is very important to have a stable temperature control 
system and to know what the actual sample temperature is as well. We have 
found that it is very hard to know the actual sample temperature in the 
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region just below T c' because the sample is apparently heated by the RF 
pulses. We have found methods to minimize this problem, but this is the 
reason our data points do not go continuously through the transition. 
As we discussed in the last section, the change in the sample's 
macroscopic magnetic susceptibility Xmag below Tc affects the tuning 
condition of our resonant circuit: 
(4-8) CtotaJ=1/(ro0 2Leff), where Leff = L0 (1 + 47tXmag). 
In this expression, .Lo is the coil inductance, and Ctotal is the total capacitance 
in the probe circuit.66 Since we are usually interested in looking at an NMR 
line at a particular frequency ro0 , this change in Xmag is compensated for by 
changing Ctotal· However, we could also keep Ctotal fixed, changing ro to keep 
the circuit tuned below Tc. If there is no applied field, this change in 
frequency ~ro (e. g. 4 MHz out of 32 MHz) maps out the function Xmag(T) in 
the superconducting state,_as we see in Figure 13. We have used this property 
of the samples to determine the zero-field superconducting transition 
temperature of our samples (Tc=93 K). Once we have made such a curve, we 
know the tuning frequency, ro0 + ~ro, of the circuit as a function of 
temperature. In one series of experiments, we adjusted the frequency and 
temperature so that the circuit was tuned at 88 K. When we applied RF 
pulses with an amplitude (Vto the probe-200 Volts peak-to-peak, so that T9o= 5 
J.lSec) and repetition rate (Trep - 4 msec) used just above T c1 the circuit 
detuned in a very short time(:::;; 1 minute). Immediately after stopping the 
pulses, the circuit tuned at a new frequency consistent with a sample 
temperature increase of about 2 K. The tuning frequency of the circuit would 
eventually drift back to its original value at 88 Kover a period of 
. approximately ten minutes. This cycle could be repeated as many times as we 
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Figure 13. Temperature dependent change in the optimal tuning frequency of 
an NQR circuit containing sample Y41 for fixed capacitor values. This curve 
indicates that the zero-field superconducting transition temperature for this . 
sample is Tc(Ho=O) = 93 K. 
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wished. Thus, we have clear evidence for sample heating by the application 
of RF pulses just below T c· 
We checked whether this sample heating was due to the direct 
interaction. with the RF fields or the joule heating of the coil. Placing a thick 
layer of cotton between the sample and coil did not reduce the heating effect 
at all. The detuning was also observed as it happened using a second pick-up 
coil in the can; the heating occurred on the time scale of seconds. These two 
results are consistent with sample heating due to the direct interaction with 
the RF fields. To reduce this heating effect, we applied a much smaller 
average power to the sample, and the circuit remained tuned. We have tried 
both much smaller RF pulses ( Vto the probe-30 Volts peak-to-peak, so that 
T9o= 30 J..I.Sec) and much slower repetition rates (Trep -225 msec). For very 
small signals, the latter technique works better because the resulting spin echo 
is narrower, and errors due to baseline roll are negligible. These techniques 
were necessary for measurements made on powder samples between 80 K and 
Tc. 
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Chapter 5. Previous NMR.Results in YBa2Cu307 
Section Sa. Early Nonnal State Data and Interpretations. 
All of the nuclei in YBa2Cu307 are potential candidates for NMR 
study.67,68,69 Table III shows the NMR properties of the various isotopes in 
this material. Much of the earliest work in unaligned powder samples 
focused on the copper sites, and showed that one could distinguish the 
resonances of the planes and the chains (Cu(2) and Cu(1)),70,71,72,73 The Cu(l) 
relaxation rate was Korringa-like (that is T1T= a constant) between Tc and 200 
K, however the Cu(2) relaxation rate depended. only weakly on temperature. 
Some NQR T1 measurements by Dr. C. P. Pennington are shown in Figure 
14.13 The comparison of the measured relaxation rates for the two isotopes 
~ 1\ 
(e. g. 63Cu(2) at 92 MHz and 65Cu(2) at 100 MHz for Ho lie = 81 kGauss) 
revealed that the relaxation was magnetic in origin. The measured relaxation 
rates were surprisingly fast, surpassing not only the expected magnitude of an 
orbital relaxation rate, but also exceeding (by a factor of 10) the measured 
relaxation rate for Cu metal at room temperature.72 
The single crystal studies of Pennington et al. revealed the information 
on the material's anisotropy which was hidden in random powder sample 
measurements.74,75 By using a completely aligned sample, they were able to 
apply the static field :fto along each principle axis ~=~,b,~ of the crystal. The 
· families of resonance lines me(lsured in each case allowed one to determine 
for both Cu(l) and Cu(2) the elements of the magnetic shift (Kaa>, electric 
field gradient (vaa), and spin-lattice relaxation rate (W1a) tensors.76 W1 is 
directly proportional to (1/T1) described earlier. All three tensors exhibited 
5 I 
Isotope Spin Natural (yn/(21t)) X Quadrupole 
Abundance 100 kGauss Moment? 
63Cu 3/2 69% 113 MHz Yes 
65Cu 3/2 31% 121 MHz Yes 
89Y 1/2 100% 21 MHz No 
170 5/2 3.7 X 10-2 o/o 58MHz Yes 
135Ba 3/2 7% 42MHz Yes 
137Ba 3/2 11% 47MHz Yes 
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Figure 14. The filled(empty) circles are the YBa2Cu307 NQR spin-lattice 
relaxation rate data for the 63Cu plane(chain) sites .in Sample Y.13 The dark 




To explain their data, Pennington et al. proposed a model which was 
essentially the permanent moment limit.76 The copper atom was Cu++ (3d9) 
and the spin 1/2 associated with the atom was due to a hole in the x2-y2 (y2-z2) 
ground state for the plane (chain) site. The chemical shift KL was then due to 
the orbital susceptibility of the hole. The Knight shift arose from the 
hyperfine coupling between the nuclear spin and the on-site spin of the hole. 
They used expressions for the hyperfine coupling constants of a Cu++ 
permanent ion. Within this model, they showed that there must be. both a 
chemical shift and a Knight shift to explain the observed mag~etic shift 
anisotropy. 
Further measurements of the T1 in NQR experiments . confirmed the 
distinct difference between the chain and plane sites. The NQR Tl 
measurements of Imai et al. were crucial in establishing the trends of the 
Cu(2) relaxation rates for the various High-Tc compounds.79,80,81,82 They 
argued that their Cu(2) T1 data, shown in Figure 15, followed a universal 
form at high temperatures (T > T* - 150 K): 
(5-1) (1/Tl)NQR:: A+BT. 
The unusual (non-Korringa) character of the planar copper's temperature 
dependence is due to the presence of the term A, which becomes 
progressively more important than the B term as the temperature is lowered. 
For temperatures close to T*, the relaxation rate of the planar copper is greatly 
enhanced compared to its Korringa value. They proposed that this 
enhancement of the relaxation rate (the A term) was due to antiferromagnetic 
correlations of the Cu(2) electronic spins, which were building up as the 
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Figure 15. Temperature dependence of the 63Cu(2) NQR spin-lattice 
relaxation rate for several High-Tc materials.82 The dashed lines through the 
data suggest that (1/Tl)NQR = A+BT at high temperatures. 
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Measurements of yttrium NMR (100% natural abundance) in 
unaligned powders showed that the total magnetic shift K y was small 
compared to that of the copper sites ( Ky < 0.1 Kcu )_71,83,84,85,86 In the 90K 
material, the shift Ky was essentially independent of temperature above Tc. 
In Figure 16, we see that the Y relaxation rate 1 /T1 was Korringa-like. 
An important breakthrough occurred when Farrell et al. showed that 
. 1\ 61 ~ 1\ ~ 1\ " one could make a c-axis aligned powder. The Ho lie and Ho llato 
resonances may now be distinguished in such a sample. 
Measurements of 170 NMR in isotopically enriched aligned powder 
samples revealed that there were three distinct oxygen resonances.87,88,89 · 
One resonance was due to the two nearly equivalent oxygen sites in the plane 
(0(2) and 0(3)). Another resonance was due to the oxygen site in the chain 
(0(1)). The last resonance was that of the bridging (or apical) oxygen site (0(4)) 
which lies on the ~-axis between the Cu(2) and the Cu(l). None of the 
measured oxygen magnetic shifts were temperature dependent, and they were 
all smaller than the copper magnetic shifts. All of the relaxation rates were 
Korringa-like, as is shown in Figure 17.90,91 The 0(4) relaxation rate was 
approximately 100 times slower than the plane or the chain rates. 
Because the Cu02 planes are the one structural unit of YBa2Cu307 
which appear in every other High-Tc superconductor (containing Cu), 
theorists concentrated their efforts on explaining the behavior of the Cu(2), 
0(2,3), andY site in this material. One obvious way to explain why the Cu(2) 
relaxation rate did !\Ot have the same temperature dependence as the Y and 
0(2,3) was ·to say that those different nuclei coupled to different systems, e.g. 
one a set of Cu(2) spins, the other an 0 hole band.92 This is a two-component 
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Figure 16. Spin-lattice relaxation rate for 89y in the 90 K superconductor 
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Figure 17. The NMR, Holl1, relaxation rates versus temperature for all four 
oxygen sites in YBa2Cu307.90 The inset shows the Korringa-like behavior of 
the planar oxygen (0(2,3)) relaxation rate in the normal state. 
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theorists believe that the two systems are so strongly coupled that they would 
act as a single system, at least for the low energy scale probed by NMR.93 We 
now turn to experimental evidence for this viewpoint. 
Section Sb. Experimental Evidence for a One-Component Theory 
NMR experiments in reduced oxygen samples of YBa2Cu306+"' where 
x<1, show dramatically different behavior from the NMR results of the last 
section . . Yttrium measurements by Alloul et al. in a series of reduced oxygen 
samples yielded the surprising result that the magnetic shift 0~ they was 
strongly temperature dependent in the normal state for x-0.4 - 0.8.86 Their 
data are shown in Figure 18. Comparison of theY Knight shift 
measurements and the macroscopic magnetic susceptibility were interpreted 
as showing that the spin shift for each nucleus was directly proportional to a 
single spin susceptibility that could be associated with the spin on the Cu(2) 
atom. Later, Cu(2) and 0(2,3) experiments were performed on a sample of 
YBa2Cu306.6J, where .Tc = 62 K.94 These experiments showed that the 
isotropic magnetic shift for the Cu(2) and the. 0(2,3) was temperature 
dependent and directly proportional in the normal state, as is shown in 
Figure 19. This was interpreted as evidence that the 0(2,3) nuclei couple to 
the same spin susceptibility as the Cu(2) nuclei. Measurements of the Cu(2) 
and Y in another reduced oxygen sample by the Bell Labs collaboration was 
consistent with the results of the other groups.95,96 Thus all three nuclei 
apparently couple to the real part of the same electronic spin susceptibility 
xS(q =0, ro=O). This is a single-component model for the electron spin system 
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Figure 18. The temperature dependence of the quantity -~K (=(-l)*(magnetic shift, referenced to YC}J)) for the 
89y in YBazCu306+x (0.35 ~ x ~ 1).86 Only the x=l material (Tc=90 K) behaves like a normal metal. 
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Figure 19. The temperature dependent components of the planar copper and 
planar oxygen magnetic shift tensors for YBa2Cu307-y (y = 0.37, Tc=62 K) 
plotted against temperature with different vertical scales and origins.94 The 
temperature independent Knight shift values for the y=O material are shown 
for comparison. 
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It is worth noting that the above evidence is very convincing, but not 
ironclad. There is some uncertainty in the zero temperature values for the 
magnetic shifts of the 0(2,3) andY. This uncertainty calls into question 
whether 17KS and 89KS are each directly proportional to or just linearly 
related to 63KS. A single-component model would require direct 
proportionality of all three Knight shifts. 
Section Sc. One-Component Model for the Cu02 Planes 
The conventionally accepted model for the relaxation rates of the 
Cu(2), 0(2,3) andY starts with the Mila-Rice Hamiltonian for the Cu(2).97 
This Hamiltonian for the hyperfine couplings of the ith Cu(2) nucleus is: 
H = L [Aaa fa s~ + ~ B fa s~] 
(5-2) a=a,b,c 1 . 
The first term is the anisotropic on-site coupling proposed by Pennington et 
al. to explain the anisotropic Wla and Kaa tensors.76 This term represents 
the extra fields at the nucleus due to the hole spin in the x2-y2 3d9 orbital. The 
next term is an isotropic transferredhyperfinecoupling of the four nearest 
neighbor Cu(2) spins to the nucleus. This coupling is isotropic and quite large 
because it is due to the overlap of the nearest neighbor copper spin (x2-y2) 
orbital with the unfilled 4s orbital of the on-site Cu(2) atom, mediated by the 
intervening 0(2,3) 2pcr orbitals. Mila and Rice proposed that this second term 
was present to explain the observation by Takigawa et al. that the isotropic 
average of the Knight shift was positive for the Cu(2).98 We· will discuss 
Takigawa et al.'s measurement in Section Sf. 
The experimental · work of various groups90,99 demonstrating the 
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striking difference in the temperature dependence of the 0(2,3) and Cu(2) 
relaxation rates and the theoretical work of ShastrylOO to explain these data 
led to the conventionally accepted picture)Ol The 0(2,3) has a transferred 
hyperfine coupling to the two nearest neighborCu(2) spins. The earlier 
experimental work by Alloul et ai.87 on theY also showed that the yttrium 
susceptibility tracked that of the copper, so the yttrium has a hyperfine 
coupling to its eight nearest neighbor copper spins: four in the plane above 
and four in the plane below. Thus the oxygen, yttrium and copper are coupled 
to the same spin system. The difference in the temperature dependence of 
their rel.axation rates is rooted in their real space hyperfine couplings. The · 
complete one-component hyperfine coupling Hamiltonian is now:lOl 
"' "" [ . ~ "'i "" ~ "'i "" ~ "I "" ~ "'n ] H = £.. Aaa 63Ia Sa + ~ B 63~ Sa + £.. C 17Ia Sa + ~ D 89Ia Sa 
(5-3) a=a,b,c 1 I 
C and Dare assumed isotropic in the conventional model. These couplings 
emphasize different regions of the X"aa(q,ro). Within this model the Tl is 
wrftten as:44 
(5-4) 
i (...L) = (i"fn ks T) LimO>-+o L ~Aa·a·@~ { X:·a·fci,ro)} 
Tl 2 2 ... ro a Jl~ q,a'""a 
This expression is valid for i=63,17,89 (Cu(2), 0(2,3), andY), the only 
difference being the quantity I iAaa(q) I, which is the q-space expansion of 
the real space hyperfine coupling constants. 
We can see the difference between the various I iAaa(q) 12 in Figure . 
20)07 Because the fluctuating fields perpendicular to the quantizing field are 
responsible for the relaxation, we can see from the figure how sensitive the 
various rates are to the different regions of q -space. For our purposes the 
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Figure 20. Each hyperfine form factor (left side) multiplied by X." (top) yields a 
uniquely q-dependent product (right side) found in Equation (5-4).107 · 
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most important regions of the two-dimensional BrilloUin zone are large q 
(q -<i=(1t/ a,1t/ a)) and small q (q -0). With this in mind, we can rank the 
relaxation rates in order of decreasing sensitivity to the large q region of 
x"(q,ro): 63Wla,63Wlc,17Wlc,89Wlc. To illustrate this, we show the products 
I iAa•a•(q) 12 x"a•a·(q,ro) in Figure 20 for q along the zone diagonal, using a 
toy model of x"(q,ro) which has a big peak at q=(i (due to antiferromagnetic 
correlations of the Cu(2) electronic spins). If this big peak had a different 
temperature dependence from the q =0 region, the Cu(2) relaxation rates 
would have a different temperature dependence from the 0(2,3) and Y 
relaxation rates, as is experimentally observed. 
The hyperfine couplings we have discussed so far and their 
implications within a one-component model are widely accepted concepts. 
However, the actual form chosen for X"(q,ro) and the microscopic 
-
justification for that form is a much more controversial issue. Many of the 
theoretical models for the normal state, including a Fermi liquid,2 an 
antiferromagnetic Fermi liquid,4 and a marginal Fermi liquid,3 have 
proposed their own form for x"(q,ro), all strongly influenced by the Cu(2) 
NQR data and analysis of Imai et al .. 81 
One particular model, proposed by Millis, Monien, and Pines (MMP), 
achieved great success in quantitatively fitting the normal state data (KS and 
T1).4 One potential difficulty with this model is reconciling its form for 
. x"(q,ro) with the neutron scattering data. In particular, the MMP chosen 
~ 
temperature dependence of the peak at large Q disagrees with the 
interpretation of some of the neutron scattering data.37,103 It is important to 
note that the neutron scattering measurements probe x"(q,ro) at finite ro, 
while the NMR experiments are only sensitive to X"(q,ro- 0). 
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Section Sd. Anomalies in Other High-T c Compounds: Is YBa2Cu307 an 
Exception? 
Many measurements have been made on the Cu(2) sites (and 
sometimes the 0(2,3) sites) in other materials, such as 
YBa2Cu306+x(x<1),94,95,96 YBa2Cu40s,l04,105 La2-xSrxCu04,8l Bi2-
xPbxSr2CaCu20g,l06 and Bi2-xPbxSr2Ca2Cu3010.l07 These data have been 
interpreted as implying: (1)- Aa.a. and B are about the same size in all of these 
materials,(2)- 63Kab, and 17Kc are temperature qependent in the normal state 
(T<300 K),(3)- the spin susceptibility as determined from bulk susceptibility 
measurements is temperature dependent in the normal state,108 and (4)-
(1 /Tl) has a unique temperature dependence in the normal state consistent 
with a temperature dependent spin susceptibility. The NMR properties of 
these materials are quite different from the NMR properties of YBa2Cu307. 
This unusual change in the behavior of the spin susceptibility of these 
other materials for T<300 K is apparently not affecting the charge sensitive 
properties (e.g. resistivity measurements). It has been suggested that a spin 
gap opening up in the normal state could explain the above data.69 At 
present there is no widely accepted mechanism for such a spin gap. 
Nevertheless, some of the neutron scattering data have been interpreted as 
evidence for this spin-charge separation.103,109 Of course, the controversial 
idea of a spin gap opening up in the normal state is not a unique explanation 
-of the temperature dependent spin susceptibility in the normal state of these 
materials. · However, at present, no other quantitative theoretical explanation . 
exists. 
If the unusual normal state NMR properties of these other materials 
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share a common origin, one is led to ask why this anomalous behavior is 
absent in YBa2Cu307? Recently, careful measurements of the normal state 
Knight shift and susceptibility have indicated that the spin susceptibility in 
even this material is slightly temperature dependent.110,111 These data have 
been interpreted as evidence for superconducting fluctuation diamagnetism 
above Tc. However, if all the known High-Tc superconductors have some 
temperature dependence in their spin susceptibility, the most general 
statement we can make is that the normal state magnetic behavior of the 
High·Tc compounds is decidedly non-metallic. This problem deserves more 
data and theoretical analysis. 
Section Se. Early Superconducting Tl Measurements · 
No Hebel-Slichter coherence peak is seen at any site for any 
nucleus.71,73,83,90 In addition, (1/T1) does not follow the exponential 
behavior at low temperatures expected for a BCS spin-singlet, orbital s-wave 
pairing state. Imai et al fit their (1 /T1)NQR data to a T3 form, but this only fit 
the data over 2 decades (see Figure 21).80 Several groups suggested that these 
results implied either a strong pair breaking mechanism or an 
unconventional superconducting state. 
Subsequently, Hammel et al. reported the surprising result that the 
Cu(2) 63W1c and the 0(2,3) 17W1c measurements tracked each other for 
20K<T<120K, as is shown in Figure 22.90,91 . Within a singl~component 
model, as we saw earlier, 63W1c is more sensitive to the large q values of 
x"(q,ro), while 17W1c is only sensitive to the small q region. Because 17W1c 
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Figure 21. NQR spin-lattice relaxation rate data for the 63Cu plane (Cu(2)) and 
chain (Cu(l)) sites. SO For a BCS d-wave pairing state, one expects that 
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Figure 22. Plot ofthe quantity R = (63Wlcf17Wlc) for the Cu(2) and 0(2,3) sites 
as a function of temperature for a 70 kGauss field applied along the "t-axis.91 
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. and the small q region of :;("(q,ro) had different temperature dependences. 
Hammel's strong field (70 kGauss) measurement implied that below T-120K, · 
all q regions of ;("(q,ro) locked together and followed a common temperature 
dependence, right through the superconducting transition at Tc-90 K. This 
experiment was a strong constraint on attempts to understand our 
superconducting state NMR data. 
Recently we have learned of an experiment by Yoshinari,Yasuoka et al. 
which shows quite a different behavior for the 63W1cf17W1c ratio for 
temperatures 50 K <T < 120 K, as we see in Figure 23.112 One potential 
explanation for the discrepancy between these two experiments is a sample 
difference. Another possible explanation for the disagreement is the 
experimental difficulty of measuring such fast relaxation rates because of 
stimulated echoes. This last problem refers to the possible creation of more 
than one echo for a three pulse sequence used to measure relaxation rates. 
This complication can be avoided if phase-cycling techniques are used. J. 
Martindale has measured 63W1c/17W1c in a 40 kGauss field down toT= 20 K 
using these phase-cycling techniques. He also finds 63W1c/17W1c to be 
temperature dependent below 120 K, with a ratio which would lie in between 
the data of the other two groups.113 It remains to be seen which experiment 
· reflects the intrinsic behavior of the material. 
·Section Sf. Early Superconducting Cu Knight Shift Measurements 
The early superconducting state T1 measurements in this material 
were hard to reconcile with the expectations of the conventional spin-singlet, 
orbital s-wave BCS pairing state.l2 It was clearly very important to measure 
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Figure 23. Measurement of the quantity (63Wlcf17Wlc) for the Cu(2) and 
0(2,3) sites as a function of temperature.112 This result is quite different from 
that shown in Figure 22. 
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the temperature dependence of the Knight shift below Tc, another classic 
probe of the BCS pairing state. 
The first Knight shift experiment was performed on the 63Cu nuclei by 
Takigawa et ai..98 There was a significant amount of uncertainty in their 
results due to the difficulty in determining the value of the internal field 
(Bint>, that each nucleus sees. In the mixed state (Hq<Ho<Hc2), Bint * Ho 
because of superconducting diamagnetic screening currents. Indeed, in this 
mixed state there will be a spread in the values of Bint which will result in an 
additional broadening of the NMR line. To understand the problem this 
causes, we recall that the positions of the NMR resonance lines are given 
by:74,75 
(5-5) v(T)=const*(l + KL + KS(T) )*Bint(T) + VQ(T). 
The goal of the experiment is to obtain the temperature dependence of the 
quantity KS(T) by measuring the temperature dependent line positions v(T) . 
To do this accurately, it is necessary to know the internal field Bint(T) and 
quadrupole contribution to the resonance frequency VQ(T). Takigawa et al. 
attempted to determine Bint(T) by a macroscopic magnetization technique. 
~ 
They measured the macroscopic magnetization (M) of the sample as a 
function of temperature in fields up to the maximum field of their 
magnetometer (50 kGauss) . They then measured the NMR line positions at 7 
K for several applied fields (50 kGauss- 80 kGauss). By comparing the applied 
~ 
field (Ho) dependence of the line position at 7 K with the magnetization 
(extrapolated to these large applied fields from their low fiel.d data), they 
~ ~ ~ 
determined the average B int as a function of Ho and. M. Using this 
information, they then measured the NMR line positions,v(T), at other 
~ 
temperatures in a 74 kGauss field, and they calculated B int(T) using the 
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temperature dependence of the macroscopic magnetization. The values of 
K(T) which result are shown in Figure 24. 
The correction to K(T) implied by their macroscopic magnetization 
measurement of Bint has a substantial effect on the results. They state in their 
paper that the low temperature behavior of their corrected data is probably 
spurious. Indeed, the chemical shift anisotropy values that are implied by 
their data and the assumption of spin-singlet pairing are hard to understand 
in terms of the Pennington et al. picture for the Cu(2) and Cu(l) electronic 
states. Nevertheless, their results showed that the isotropic part of KS was 
positive. This was a tremendously important and surprising result, as we 
explain below. 
In the Cu(2) nuclear spin Hamiltonian proposed by Pennington et al., 
the electron spin responsible for KS is a d-shell hole. The isotropic part of the 
on-site hyperfine coupling constant, Aa.a.1 for such a hole is primarily due to 
the core polarization effect. This core-polarization refers to the exchange 
interaction between the d-shell hole and interior, closed shell s-electrons. 
This exchange energy results in a slight radial distortion of the interiors-
electron orbitals which is different for the two spin orientations. The result is 
a large isotropic negative contribution to Aa.a_, so KSiso should be negative . 
. To explain the positive experimental value for K5~50, Mila and Rice proposed 
extending the Pennington et al. model by including in the nuclear spin 
Hamiltonian an isotropic transferred hyperfine coupling B due to the four 
nearest neighbor Cu(2) spins.97 Transferred hyperfine interactions were first 
shown to be important in the study of concentrated magnetic impurities in 
salts.114 Mila and Rice reasoned that the coupling B would be isotropic since 
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. neighbor in a superexchange process mediated by the planar oxygen orbitals. 
The resulting hyperfine coupling Hamiltonian for the Cu(2) nuclei is 
conventionally referred to as the Mila-Rice Hamiltonian. 
The importance of the Knight shift as a probe of the superconductivity 
in YBa2Cu307 made it desirable to improve upon the accuracy of this 
pioneering experiment. 
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Chapter 6. 63Cu Knight Shift Measurement in YBa2Cu307 
Section 6a. Introduction 
We want to measure the 63Cu Knight shift KS(T) in the 
superconducting state. The central transition frequency of a particular copper 
site in this material is given by: 
(6-1) vcu(T)=const*(1 +KL+KS(T))*BintCT) + VQ(T). 
We need to determine BintCT), vcu(T), and VQ(T) .. We will discuss each of 
these in turn, in. Sections 6b through 6d. The magnetic shift and Knight shift 
tensors which result at each temperature will be discussed in Sections 6e and 
6f. An analysis of the detailed Knight shift temperature dependence will be 
presented in Section 6g. Sections 6b through 6g follow very closely the 
original data analysis presented in the Durand et al.l15 and Barrett et al.l3 
Knight shift papers. 
Section 6h contains an alternative theoretical analysis of our original 
data. 
In Section 6i, we present a different analysis of the temperature 
dependence of the Ho ll~;b, Cu(2) Knight shift, which is based upon a new. 
interpretation of the yttrium data. 
Section 6b. Measuring the Internal Field with 89y NMR 
Because our measurement of the Knight shift was made in the mixed 
state (Hq<Ho<Hc2), the internal magnetic field was reduced, so Bint # Ho. 
Since the magnetic shift ofthe yttrium was known to be small compared to 
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that of the copper (Ky<Kcu/10),83,84,85,86 we used the yttrium resonance as an 
internal field marker. TheY, being a spin 1/2 nucleus, has the Zeeman term 
but no Quadrupole term in its nuclear spin Hamiltonian. Measuring t~e 
position of theY line in the superconducting state gives one a good idea of 
Bint(T), since: 
(6-2) Vy(T)=(yY /27t)*{1 +Ky(T))*Bint(T)-(yY /27t)*Bint(T). 
Observation of the yttrium signal in this material is difficult because of its low 
gyromagnetic ratio 'YY and because the yttrium relaxation time becomes 
extremely long at low temperatures (-10 minutes at 4.2 K). In Figure 25 we 
see the recovery of the yttrium magnetization in another unaligned sample 
following a saturation comb pulse sequence at 100 K and 4.2 K 
We used two special NMR techniques to observe the yttrium signal in 
the superconducting state. First, we employed a Carr-Purcell-Meiboom-Gill 
(CPMG) sequence to take our point-by-pointY lineshapes~63,64 This technique 
had been successfully used in previous Slichter group experiments.65,116 We 
used this CPMG sequence because the Y nuclei possessed a fairly long spin-
spin (or transverse) relaxation time T2 in addition to the extremely long spin-
lattice (or longitudinal) relaxation time Tl. The T2 is a measure of how long 
the spins retain a phase memory of their initial condition in the plane 
perpendicular to the applied field. If the spins have phase memory, 
magnetization can be refocused into another echo and measured. 66 To 
understand the benefit of this, we recall that an ordinary spin echo sequence 
destroys the magnetization: 
(6-3) 7t/2-'t-7t-t-ECHO-wait time. 
This wait time is required to allow the magnetizationto grow along the field 
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Figure 25. (a) Saturation recovery data for 89y in unaligned powder Sample 
Y. Solid line fit is M(tsat> = Mo•(l - exp(-tsatfT1)). T1(100 K) = 34.2 ·sec. (a inset) 
Demonstration of Korringa behavior (1 /Tl oc T) of 89y in this s·arnple, 
including a room temperature point: T1(294 K) = 11.14 sec. (b) Fit to the 4.2 K 
data, with T1(4.2 K) = 480 sec. 
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hand the CPMG sequence repeatedly refocuses the magnetization after the 
first echo so that many echoes are recorded in a single wait time: 
(6-4) 7t/2-(t-7t-t-ECHO)n-wait time. 
For this experiment, we were able to record n=16 echoes, adding them 
together with a weighting factor for best signal-to-noise, as we discussed in 
Section .4c. In this experiment, (S/N)n=16-2.5(S/N)0 so the CPMG sequence 
was giving us the same signal-to-noise ratio as the ordinary spin-echo 
sequence in one-sixth the time. 
The second technique used to observe the Y resonance was proposed by 
Dr. C. H. Pennington and was required because of the long Y Tl. Because of 
the small size of our H1 (due to arcing), we were unable to cover the whole Y 
line at low temperatures. To take a point by point lineshape, we divided the 
Y line into three frequency regions, all larger than Hl. For the experiment, 
we would take a point in region 1, region 2, region 3, and then return to a 
new point in region 1, a new point in region 2, etc .. This made efficient use of 
the recovery time for spins in each region. 
The yttrium lineshapes that we obtcilned using the above technique are 
shown in Figures 26 and 27. The lines shift and broaden as a function of · 
~ 1\ ~ "" temperature for both Ho lie and Ho II a/b. The fact that theY lineshape 
behaves differently for these two field orientations reflects the anisotropy of 
the superconducting parameters (coherence length, penetration depth) of this 
material. The quantity vy(T) was obtained by fitting these lineshapes to a 
Gaussian. The best fits to the T=4.2K data are shown in Figure 28. It is 
interesting to note that these lineshapes do not have the theoretically 
predicted form that should occur in the presence of a fluxoid lattice, even at 
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Figure 26. Ho I I c, Y lineshape obtained at each temperature. The Gaussian 
(Lorentzian) fits to the superconducting (normal) state data are given. 
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Figure 27. Ho l. c, Y lineshape obtained at each temperature. The Gaussian 
(Lorentzian) fits to the superconducting (normal) state data are given. 
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Figure 28. The 89y NMR lineshape ·of aligned powder Sample K at 4.2 K for 
(a) Ho j_ e and (b) Ho I I "t . The solid lines are the Gaussian fits determined 
by the method of least-squares where the center frequency, amplitude, and 
width are adjusted to optimize the fit to the data. The plots are scaled to have 
equal areas under the Gaussian fits.13 
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10% packing fraction, we expect at least two other random sources of 
broadening could contribute to the observed Y lineshape. The first is the 
spread in demagnetizing factors due to the different shape of the crystallites 
which make up this sample. The second potential source of line broadening 
would be additional randomly oriented magnetic fields at the position of a 
crystallite due to the magnetic moments of neighboring crystallites. The fact 
that the Y lineshapes are Gaussian implies either that these last two sources of 
broadening wipe out the lineshape characteristic of a fluxoid lattice, or that 
the fluxoids are not in a regular lattice in the first place. 
Once we have obtained vy(T), our next task is to determine Bint(T). We 
recall that: · 
(6-5) Vy(T)=(yY /21t)*(1 +Ky(T))*Bint(T). 
We know the value for Kyat 100 K from direct meas~rement of vy(lOO K) 
~ ~ 
and B intOOO K)=Ho. An anisotropy in the magnetic shift is observed in this 
~ 
way, since Ky(T=100 K)= -150 ppm (-95 ppm) relative to YCl3 when Ho II~ 
~ "" (HoI I a/b). Several groups have worked on determining how large the 
chemical shift part (KyL) of Ky is.83,84,85,86 The remainder of Ky is then the 
Knight shift (KyS) of the yttrium. We recall that the magnetic shift is given 
by: 
(6-6) Ky(T)=KyL + KyS(T) . 
There are three ways one could consider analyzing the yttrium data to 
determine Bint(T). The first is to assume that KyS(lOOK) is zero, so that the 
temperature dependence of the yttrium resonance frequency is only due to 
Bint(T). A second analysis would assign a value to KyS(lOOK) using Equation 
(6-6), and assume that its temperature dependence is given by the s-wave, 
weak coupling Yosida function.54 The third way is to use the same value for 
83 
Ky5(100K), but then to assume that Ky5(T) oc Kcu(2)5(T), as would be expected 
in a single component model of the Cu02 planar electronic susceptibility. 
This would result in a temperature dependence of Ky5(T) which is slightly 
steeper near Tc than for the weak coupling case. We will show in Section 6i 
that these three different analyses produce 63Cu Knight shift results which are 
qualitatively quite similar, since Ky5(T=100 K) « KcuS(T=lOO K). 
In our original papers,l3,115 we decided to use the second analysis of the 
data, since the yttrium was thought to have a non-zero Knight shift and the 
temperature dependence of the yttrium relaxation rate data was quite 
different from that of the planar copper site, so a two-component model 
seemed more likely. Following the second method of analyzing the yttrium 
~ . 
data, B int(T) was determined using isotropic Knight shift (Ky5(T=100 K)) 
values of -100 ppm and -300 ppm. The qualitative behavior of the data is quite 
similar, so we show only the 63Cu Knight shift result for the Ky5(T=100 K)= -
300 ppm case, which is the value agreed upon by various groups.85,86,95,96 
The temperature dependence of KyS(T) was assumed to be the standards-
wave, weak coupling Yosida function. This Yosida function is independent 
of temperature below -30 K, so the behavior of the low temperature data 
should be insensitive to this choice. We have made the above reasonable 
assumptions to improve the quantitative accuracy of the results . These 
assumptions are used in every section except Section 6i. 
Section 6c. Determination of the 63Cu Resonance Positions 
There are two inequivalent copper sites in this material, the plane 
(Cu(2)) and chain (Cu(l)) sites. Pennington et al. demonstrated that the 
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magnetic shift and electric field gradient tensors for these two sites were 
different and anisotropic.76 In addition, the two isotopes, 63Cu and 65Cu, 
have different gyromagnetic ratios and electric quadrupole moments w~ich 
make these two isotopes easily distinguishable at high fields . Most of the data 
presented in this thesis were obtained using the more abundant 63Cu isotope. 
For the field along each of the principle axes (~,b,~), Pennington found the 
expected family of three lines each for both the Cu(2) and Cu(l) sites (see 
Appendix B). Our sample is aligned along only the ~-axis, so we expect to 
obtain results similar to Pennington et al. for the field along the ~-axis. For 
the field perpendicular to the ~-axis, we expect to have a restricted powder 
pattern. That is, forsome crystallites the field will be along the ~!b-axes, and 
for other crystallites it will be in between these two axes. The spectra obtained 
I 
from this sample at 100 K are shown in Figure 29, along with marks 
indicating the line positions determined from the single crystal study of 
Pennington et al..76 
Clearly the single crystal positions appear as distinctive points in the 
powder spectrum, but there is significant signal intensity elsewhere as well. 
We have tried to minimize this extra intensity by attaining better alignment, 
but we seem to be limited by the nature of the crystallites. Our present 
understanding of this extra intensity is that some large crystallites may have a 
smaller crystallite grown onto them with a different ~-axis orientation. Such 
crystals have been seen in electron micrograph pictures that Keith O'Hara 
made of one of our powder samples. If the larger crystallite aligns its ~-axis 
along the applied field when we make the sample, the smaller crystallite will . 
have its ~-axis frozen in some different direction. 
. --7 
The central transitions of the Cu(l) and Cu(2) sites for Ho I I ~ and 
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Figure 29. Inset: The squares (circles) show the field-cooled (zero-field-cooled) 
magnetization in 16 Oe of the powder used in Sample K vs. temperature. 
Main Figure: The upper (lower) curve is the 63Cu NMR lineshape of Sample 
~ ~ 
Kat 100 K with Ho II~ (Ho .l ~) . 13 The arrows above both curves indicate the 
single crystalline positions.76 The two unlabeled peaks at the low-frequency 
end of the upper curve are the 63Cu(l) ±3/2, ±1 /2 transitions. 
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ito II~Jh are shown as a function of temperature in Figures 30 and 31. The 
singularities present in the 100 K spectra remain down to 4.2 K, but they shift 
and broaden appreciably. To measure accurately the low temperature line 
position of the various features in the powder spectra, we needed to take this 
broadening into account. The same spread in Bint(T) which increased the 
width of theY line contributes to the width of the Cu lines. This effect was 
included by convoluting the experimental Cu resonance at 100 K with a 
Gaussian of theY frequency width scaled up by (Ycu/yY). This broadened 100 
K experimental line was then shifted in frequency until it fit the low 
temperature data, as is shown in Figure 32. This frequency shift was then 
subtracted from the single crystal resonant frequencies to obtain vcu(T). 
During this procedure, we discovered an extra broadening of the 
Cu(2) I I ~;b line. The experimental 4.2 K Cu(2) I I ~;b lineshape is too broad to 
be fit by the yttrium broadened 100 K Cu data, as is seen in Figure 33. We 
investigated several sources of this extra breadth. A comparison of the 63Cu 
and 65Cu central transitions at 4.2 K showed this broadening was of magnetic 
origin. Measurements of the width and position of the 63Cu upper satellite 
line at 4.2 K ruled out the possibility that (Kaa-Kbb) or (Vaa-Vbb) had become 
large enough at low temperatures to account for the extra broadening. We 
also measured the Cu(2) ito I I ~;b lineshape again, using a recovery time 
between successive echoes (Trep) of 10 sec. This Trep was 33 times longer 
than the original Trep used, but the new line was the same shape and width 
as the originallineshape. This result, combined with the fact that we 
---7 1\ ---7 1\ 1\ 
observed about the same size signal for Ho lie and Ho lla/b, rules out the 
possibility that we are missing a long T1 component of the line, which was 
· another possible explanation for the extra breadth. Assuming that the extra 
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Figure 32. A demonstration of how the low-temperature lines are fit with the 
broadened T = 100 K data. The points are the measured lineshape at T=4.2 K 
~ · 
with Ho II~ . The solid and dashed lines are the broadened and shifted T= 100 
K line shapes of the Cu(2) and Cu(l) central transitions, respectively. The 
broadening used is Gaussian with a . width implied by the measured 89y 
linewidth. Because this broadening accounts for most (or all) of the low-
temperature linewidth, the low-temperature broadening represents a 
distribution of magnetic fields throughout the sample.13 
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Figure 33. The points are the 63Cu(2) lineshape at T = 4.2 K for Ho l. ~. The 
dashed curve is an unsuccessful attempt to fit the low-temperature line shape 
with the broadened and shifted T.= 100 Kline as we did in Figure 32. The 
solid curve is a fit to the T= 4.2 K data using the broadened and shifted T = 100 
Kline which was convoluted with an additional Lorentzian broadening.13 
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broadening does not lead to a net shift in the Cu(2) line, we proceed with our 
determination of vcu(T) by convoluting the yttrium broadened 100 K data 
with an additional broadening. This additionally broadened line was then 
shifted until it was superposed on the low temperature data. The best fit to 
the data was obtained when this additional broadening was a Lorentzian of 
half-width B, as is shown in Figure 33. Following this procedure at each 
temperature in the superconducting state, we found that the quantity B 
follows a Neel temperature dependence as shown in Figure 34. The line in 
this figure is given by: 
(6-7) B(T) :: (4 K MHz) I (T + 34 K). 
~ "" To confirm the results of the Ho lla;b measurements, which were 
particularly difficult for the Cu(l) sites since the restricted powder pattern for 
that site did not provide very sharp features, Dale Durand made a multiple 
single crystal sample with both the ~-axis and ~Jb-axis completely aligned. 
The chain resonances for that sample at 100 K and 4.2 K are shown in Figure 
35, confirming our aligned powder result that both resonances shift by about 
the same amount. His measurements in this sample also confirmed the 
~ "" presence of the extra breadth of the Cu(2) Ho lla;b line. This anomalous · 
broadening has also been reported by Takigawa et aL117 
Section 6d. The Electric Quadrupole Contribution to the Line Position 
The remaining variable .we needed to determine in order to find the 
copper magnetic shift was the electric quadrupole contribution to the line 
position. The electric field gradient tensor at 100 K was accurately determined 
· by the single crystal measurements of Pennington et al..76 We assumed that 
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Figure 34. The solid points are the extra broadening, over and above that 
implied by the measured 89y linewidth, needed to fit the low-temperature 
Cu(2) central transition with Ho .l ~ (the solid line in Figure 33). B is the half-
width of a Lorentzian, and the solid line shows the Neel temperature 
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Figure 35. The 63Cu(l) resonance lines with ito II~ (filled circles) and ito lib 
(empty circles) in the Durand aligned single crystal sample at (a) T = ~00 K and 
.(b) T = 4.2 K. In this sample the field is along either the~ orb axis of any 
given untwinned region in each of the crystals. The fact that the separation 
between these peaks is approximately the same at both these temperatureS is 
consistent with our finding (from measurements maqe on aligned powder 
Sample K) that the Cu(l) Knight shift is roughly isotropic.13 
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this tensor had the same anisotropy in the superconducting state, and that 
each of its components had a small linear temperature dependence consistent 
with the experimentally measured nuclear quadrupole resonance frequency. 
This assumption is probably quite good for the Cu(2), since this site possesses 
nearly 4-fold symmetry about the ~-axis, but this assumption may not be as 
good for the Cu(l) site. The values we used are shown in Table IV. 
Section 6e. Determination of the Magnetic Shift 
Following the above procedures, we have determined Bint(T) for both 
field orientations, as well as vcu(T) and the electric field gradient tensor for 
both copper sites and both field orientations. Using this information, the 
magnetic shift was determined using an exact diagonalization of the copper 
nuclear spin Hamiltonian, shown in Appendix B. Explicitly, for each 
temperature, field orientation, and copper site, the central transition 
resonance frequency was calculated using the values for Bint(T), the electric 
field gradient tensor, and an initial guess for the magnetic shift K(T) . The 
calculated value was then compared to the experimental value vcu(T), and 
the quantity K(T) was adjusted using a least squares procedure until the 
calculated and experimental frequencies agreed. The total magnetic shift 
determined by this procedure is shown in Figure 36. 
Section 6f. Determination of the Knight Shift . 
We consider the implications of the experimentally determined Knight 
shifts within a generalized BCS theory. Unfortunately, no detailed 
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Temperature . Cu(l) EFG Tensor (MHz) Cu(2) EFG Tensor (MHz) 
(K) Vaa(T) Ybb(T) Vcc<TI Yaa(T) Ybb(T) Vcc<TI 
4.2 -18.97 19.14 -0.17 16.03 15.62 -31.65 
20 -18.98 19.15 -0.17 16.02 15.61 -31.63 
40 -18.99 19.16 -0.17 16.00 15.59 -31.59 
60 -18.99 19.16 -0.17 15.98 15.57 -31.56 
75. -19.00 19.17 -0.17 15.97 ·15.56 . -31.53 
80 -19.00 19.17 -0.17 15.97 15.56 -31.52 
100 -19.01 19.18 -0.17 15.95 15.54 -31.49 
Table IV. Temperature dependence of the Electric Field Gradient 
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Figure 36. 63Cu magnetic shift obtained as described in the text for the (a) Cu(2) and (b, c) Cu(l) sites. 
.predictions exist for the behavior of the magnetic shift for any of the novel 
exotic theories of High-Tc superconductivity (e.g. anyons). 
In the original BCS theory, designed to explain the behavior of the 
elemental superconductors, the superconducting wave function involved 
pairing of electrons into states which are spin-singlets with orbital angular 
momentum zero (s-wave, spin-singlet pairing). By considering other sources 
of the attractive interaction between fermions, this original theory was 
subsequently extended to explain the behavior of other systems (e.g. 3He, 
nuclear matter, neutron stars, heavy fermion superconductors). In addition, 
other pairing states were considered, including both spin-triplets and spin-
singlets, as well as other orbital angular momentum states (spin-singlets 
require even-L orbital angular momentum, spin-triplets require odd-L orbital 
angular momentum). These matters are treated extensively in the review 
article of Leggett on Fermi liquids.118 There it is shown that one expects to 
find that the components of the spin susceptibility tensor, xs, in the 
superconducting state are either unaffected by the transition 
(6-8) xs=xn, 
where xn is the susceptibility in the normal state, or 
(6-9) xs=YL(T)xn, 
where YL(T) is some function which depends on the angular momentum L 
involved in the pairing. [Ordinarily the second equation holds for all three 
components of the susceptibility, or the first equation holds for two 
components and the second equation holds for the third. The so-called 
planar state is one example we know of where the first equation holds for one 
component and the second equation holds for the other two.] An example of 
YL(T) is the L=O function for spin-singlets named after Yosida.54 The 
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temperature dependence of YL(T) as T approaches zero depends on Land the 
pairing state. For a system with no nodes, Yo(T) has zero slope at T=O. For a 
d-wave p'airing state (L=2), Y2(T) varies linearly with T as T approaches 0 K 
We expect that the temperature dependence of the Knight shift tensor will . 
reflect the superconducting pairing state.119 
Having obtained the temperature dependence of the magnetic shift 
tensor, Kaa(T), as shown in Figure 36, we next want to extract the 
temperature dependent Knight shift tensor. We recall that these two tensors 
are related by: 
(6-10) 
The temperature independent tensor KLaa is the chemical shift, proportional 
to the Van Vleck susceptibility. This tensor involves electronic orbital 
energies (1()4 K), so the superconducting state transition (102 K) is expected to 
leave this tensor unchanged. 
The model for the electronic state of the copper sites first proposed by 
Pennington et al. 76 and extended by Mila and Rice97 makes specific 
predictions for this chemical shift tensor. In this model, the copper atomic 
ground state is assumed to be Cu++ with a singled-shell hole in the x2-y2 (y2-
2 AAA z ) state for the Cu(2) (Cu(l)) . We have set the crystalline axes (a,b,c)=(x,y,z). 
The application of a magnetic field mixes in some excited electronic orbital 
states, producing an additional magnetic field at the nucleus. This 
paramagnetic chemical shift is given by: 
~~a= 2~2[L (qrJn)(nii.u/z10) + c.c. ] 
(6-11a) n En- Eo 
. (6-11b) 
= 4lf /_1 J L KO!L~nf = 2 /_1
3
) xEa .· 
\r3 n En - Eo \r 
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In this expression, a.=a,b,c, and xLaa is the Van Vleck susceptibility tensor. 
We can evaluate this expression within the Pennington et al. model for the 
Cu(2), if we assume the ground state for the hole is x2-y2 state, and the crystal 
field is axially symmetric about the z-axis. We find: 
(6-12a) KLzz=16~<1/r3>(1/Exy), 
(6-12b) KL:xx= 4~2<1/r3>(1/Eyz) = KLyy for axial symmetry·about z. 
For axial symmetry about z, one expects Eyz ~ Exy. We can apply the above 
result directly to the Cu(2) site. The calculation for the Cu(l) site is 
straightforward, with the modification that the crystal field, to a first 
approximation, is now axially symmetric about the x- (~-) axis. Thus the 
Pennington et ai.76 and Mila-Rice97 model for the copper electronic state 
makes the following predictions for our experiment: . 
(6-13a) KLcc ~ 4KLaa = 4KLbb for the Cu(2), 
(6-13b) KLaa ~ 4KLbb = 4KLcc for the Cu(l). 
The equality would be satisfied for the case that the excited states xy, yz (yz, xz) 
are degenerate for the Cu(2) (Cu(l)). This model places important constraints 
on the values of the Knight shift. 
We determine the temperature dependent Knight shift tensors by 
assuming both a spin-singlet and a spin-triplet pairing state in turn. The 
chemical shift tensors that result for these two assumptions are compared to 
the predictions of the above model. 
First we assume that this material has a BCS spin-singlet pairing state. 
In this case, the pairing will cause the spin susceptibility to vanish at T=O, so 
KSaa<T=O K)=O. As we pointed out in Chapter 3, this behavior was observed 
in 27 AI.50,120 However, this result was not obtained for the heavier elements 
of mercury and tin, where strong spin-orbit coupling is present.l21,122 Since 
100 
copper is lighter, the spin-orbit effects are expected to be much smaller. We 
will assume that KSa.a.<T=O K)=O, and consider the consequences. For this 
case, we identify our lowest temperature values of the magnetic shift as the 
temperature independent . chemical shift, Ka.a.<T=4.2 K) = KLa.a.· We then end 
up with the chemical shift anisotropy in Table V. These values are consistent 
with the Pennington et al. and Mila-Rice pictures of the copper electronic 
states. For these assumptions, the Knight shift tensors at 100 K are given by 
K5a.a.<T=100 K)= Ka.a.<T=100 K) - Ka.a.Cf=4.2 K). These values are listed in the 
table as well. We see that the components of the Cu(1) Knight shift tensor are 
almost isotropic. The result for the Cu(2) Knight shift tensor are drastically 
different. K5aa<T=100 K) and K5bb(T=100 K) are identical and about the same 
size as the Cu(1) Knight shift tensor components. However, K5cc<T=100 K) is 
essentially zero. To see how this last result could be consistent with spin-
singlet pairing and a single-component theory of the Cu02 planar spin 




KScc(T)=(A 1 1 + 4B) x'cc(q=O,ro=O,T), 
KSaa(T)=KSbb(T)=(A_L + 4B) X'aa(q=O,ro=O,T). 
Spin-singlet pairing implies X'aa(q =O,ro=O,T) = x'bb(q =O,ro=O,T) = 
. ~ 
X'cc< q =O,c.o=O,T). Measurements of the temperatur~ dependence of 17Kcc(T) for 
the 0(2,3) site imply x'cc<q =O,ro=O) is temperature dependent in a single-
component theory.l23,124 The result K5cc(T=100 K) = 0 then requires 
A 1 1 +4B=O. This accidental cancellation of the two hyperfine coupling 
constants is the only element of this spin-singlet pairing picture which is hard 
to believe at first sight. Nevertheless, this result is consistent with the spin- . 





Site Axis 63K 63K(80 K) 63K(75 K) 63K(60 K) 63K(40 K) 63K(20 K) 63K(4.2 K) 63K(lOO K)-
Along (T=100 K) (::63KL 63K(4.2 K) 
Field {in %} For Spin- (::63Ksooo 




Cu(l) Holle 0.588 ---- 0.48 ± 0.01 0.39 ± 0.01 0.32 ± 0.01 0.27 ± 0.01 0.25 ± 0.01 0.33 ± 0.01 
Cu(l) Hoi Ia 1.323 1.23 ± 0.02 ---- 1.16 ± 0.02 1.14 ± 0.02 1.10 ± 0.02 1.08 ± 0.04 0.25 ± 0.04 
Cu(l) Hollb 0.561 0.48 ± 0.03 ---- 0.40 ± 0.04 0.33± 0.04 0.34± 0.04 0.27± 0.04 0.29 ± 0.04 
Cu(2) Holle 1.267 --- 1.26 ± 0.01 1.25 ± 0.01 1.28 ± 0.01 1.28 ± 0.01 1.28 ± 0.01 -0.01 ± 0.01 
Cu(2) Ho.Lc 0.580 0.44± 0.02 ----- 0.34± 0.02 0.30 ± 0.02 0.28± 0.02 0.28 ± 0:02 0.30 ± 0.02 
Table V. The total copper magnetic shift tensor 63K(T). The normal state values (63K(lOO K)) do not include 
limits of error because the procedure for determining the superconductihg state values uses the 63K(100 K) 
values as given. The values of 63K(lOO K) were determined from the single crystal data of Pennington et 
al.76 using a least squares fit. The Yttrium Knight shift was taken to be -300 ppm and isotropic. The last two 
columns of data can be identified as the chemical shift 63KL and normal state Knight shift 63KS(lOO K), 
respectively; for the case of generalized BCS spin-singlet pairing with negligible spin-orbit coupling. 
We have also investigated the possibility of a BCS spin-triplet pairing 
state. The temperature dependences of both the Cu(2) and Cu(l) Knight shift 
tensors are inconsistent with the behavior discussed in Leggett's review 
article for the simplest triplet states. An exotic triplet state (e.g. the planar 
state) could be constructed that would satisfy the requirement that only one 
component of the susceptibility tensor remains temperature independent 
below Tc, which would be consistent with Kcc(T=4.2 K) = Kcc(T=lOO K) for the 
Cu(2). · All of the exotic states that we were aware of at the time of our original 
paper13 have the property that the zero temperature values of the remaining 
two temperature dependent spin susceptibility components are some fraction 
~ 1/2 of their normal state values.119 In this case, the Cu(2) magnetic shift for 
~ 
Ho 1_ ~ is given by: 
(6-lSa) 
(6-lSb) 
Kaa(T=lOO K)=KLaa + KSaa(T=lOO K), and 
Kaa(T=4.2 K) ~ KLaa + (1/2)KSaa(T=100 K). 
We can see from our table of the magnetic shift tensor values (Table V), that 
the above equation and inequality would require a negative value of KLaa' 
which is inconsistent with this chemical shift being a paramagnetic 
contribution to the local field. We could not rule out with this argument any 
exotic spin-triplet pairing state whose temperature dependent susceptibility 
components obeyed the relation xs (T=O K) < (1/2) xs (T=lOO K), but such a 
state would require a modification of the Pennington et ai.76 and Mila-Rice97 
Cu++ picture. Recently, Duan and Leggett have proposed an exotic pairing 
state that satisfies this last requirement.125 The additional constraint on an 
exotic triplet pairing state such as this is the measurement of the magnetic 
shift of the planar oxygen site by various groups.123, 124 All three components 
of the planar oxygen Knight shift are temperature dependent, and 
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0 
17K8 (T)/ 7K8 (Tc), for the 0(2,3) 
cc cc 
• 
63~ (T)t3K8 (Tc), for the Cu(2) 
aa aa 
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Figure 37. The closed circles are the normalized Knight shift versus 
. ~ 
temperature with Ho .l ~, 63KSaa(T)j63KSaa<T = 100 K), for the Cu(2), 
determined as described in the text. The open diamonds are· the normal~ 
~ . . . 
Knight shift versus temperature with Ho I I ~, 17KScc(T)j171(Scc<Tc), for the 
0(2,3))23 
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17Kcc(T) oc 63Kaa(T), as is seen in Figure 37. This result is easily understood 
assuming a single component model and spin-singlet pairing, while it is 
apparently in contradiction with any triplet pairing which would make ~Sec 
independent of temperature. 
We conclude from our analysis that the 63Cu Knight shift data favor a 
BCS spin-singlet pairing state, and the picture of Pennington et al.76 and Mila-
Rice97 for the copper electronic state is consistent with these data. Therefore, 
we define the Knight shift tensor for each <:opper site as: 
(6-16) KSaa(T) = Kaa(T) - Kaa(T=4.2 K). 
Section 6g. Analysis of the Knight Shift Data 
We can now analyze the temperature dependence of the Knight shift 
tensors for both the Cu(l) and Cu(2) sites in turn. 
The normal state Cu(l) Knight shift tensor is to a good first 
approximation isotropic, with KSlaa(T=lOO K)::::: 0.29±0.04%. We recall that 
the Pennington et al. picture of the Cu(l) electronic state agrees well with the 
chemical shift tensor we obtain for this site.76 The Pennington et al. picture 
expects that there is a permanent moment-like spin 1/2 associated with the 
hole in the y2-z2 d-shell orbital. As we discussed in Chapter 5, this d-shell 
spin should produce a dominant isotropic negative contribution to the spin-
shift through the core polarization effect. The fact that the normal state value 
of the Cu(l) Knight shift is isotropic and positive could be interpreted in two 
ways. The first way is that there is a large isotropic transferred hyperfine 
coupling which overwhelms the on-site interaction. The second, more likely 
explanation is that there may be a significant amount of 4s orbital mixed into 
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the Cu++ wavefunction since the Cu(l)-0(4) distance is shorter than the Cu(l)-
0(1) distance. Because an unpaired electronic spin in an s-orbital couples to 
the nucleus via the Fermi contact interaction, a small admixture of 4s into the 
wavefunction can have a big effect on the NMR properties. Both of these 
explanations of the Cu(l) Knight shift tensor are consistent with the nearly 
isotropic Cu(l) spin-lattice relaxation rate tensor determined by Pennington et 
al..76 In addition, the superconducting state temperature dependence is about 
the same for all three components of this tensor, although K51aa(T) and 
K51bb(T) are the two toughest quantities to measure accurately because of the 
restricted powder pattern in our sample. To analyze the temperature 
dependence of the data, we plot in Figure 38 our most precise data K51cc(T /Tc) 
. ~ 1\ 
versus T /Tc. In our paper,13 we used Tc(Ho llc=81 kGauss)=91 K, but we now 
. ~ 
believe the correct value for the field depressed Tc is Tc(Ho 11~=81 kGauss)=88 
K.126,127 We use this new value in our new figure. Included in this figure 
are two theoretical fits to these data. The dashed line is the weak-coupling, 
spin-singlet, L=O Yosida function that fits 27 AI. 54 A better fit to the data is 
provided by the solid line, which is a spin-singlet, orbital d-wave Yosida 
function.141 For both the s-wave and d-wave fits to the Cu(l) data, the 
temperature dependence of the Knight shift near Tc is consistent with a weak-
coupling BCS energy gap. We will see below that ~he behavior of the chain 
copper Knight shift is apparently different from that of the planar copper 
Knight shift. 
We turn now to an analysis of the Cu(2) Knight shift. Our pres~nt 
analysis of the temperature dependences of the Cu(2) Knight shift data is 
considerably different from the analysis presented in our original paper.13 In 
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Figure 38. The points are the normalized Knight shift data for the Cu(l) 
~ 
nuclei with Ho II.~, I(Scc(T)/KScc<Tc). The dashed line is the Yosida function as 
calculated for BCS, weak-coupling, spin-singlet, L=O pairing.54 The solid line 
~ 
assumes a spin-singlet, orbital d-wave, pairing state)41 For the latter fit, E(k) 
= cos(kx) + cos(ky), li(T) = li(T=O) tanh( a. ~TcfT -1 ), and ti(k) = cos(kx)-
cos(ky) were used. The optimal parameters obtained in this fit are 
limax(T=O)/kaTc = 2.3, and a.=1.74. 
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.two component model for the Cu02 planar spin susceptibility. We plotted 
the quantity ([(S2aa(T /Tc) -1(52cc(T /Tc)) versus T /Tc, in order to distinguish 
the temperature dependence of the the planar copper spin susceptibility from 
the temperature dependence of a distinct oxygen hole susceptibility. However, 
we now believe that there is only a single spin susceptibility in the Cu02 
planes, so that each component of the Knight shift tensor is directly 
proportional to this one component spin susceptibility. This is the picture 
contained in the Mila-Rice Hamiltonian (Eq. 6-14).101 In this new light, the 
~ 
implications of our data are straightforward. First, for Ho II~, the temperature 
independence of the Cu(2) Knight shift I(S:zcc in the superconducting state 
provides the important constraint for the Mila-Rice Hamiltonian that 
~ 
A 11 +4B=O, as we discussed earlier. Second, for Ho .l ~,the temperature 
dependence of K52aa(T /Tc) is directly proportional to the temperature 
dependence of the one component planar spin susceptibility, as is seen in the 
Mila-Rice Hamiltonian (Eq. 6-14b). This new picture of the Cu02 planes 
yields a slightly different temperature dependence for the electronic spin 
susceptibility of the Cu(2) site. Another difference in our current 
~ 
understanding of the data is the value of Tc(Ho). In our earlier paper, we 
~ . 
used Tc(Ho .l ~=81 kGauss)=91 K, but we now believe the correct value for the 
~ 
field depressed Tc is Tc(Ho .l ~=81 kGauss)=92 K, which we use in our new 
plots.126,127 We plot the temperature dependence of x5(T/Tc)Jx5(T=Tc) 
determined in our earlier paper13 along with our new value of 
K52aa(T /Tc)fKS2aa(T=Tc) versus T /Tc in Figure 39. Our newly determined 
spin susceptibility has a slightly different temperature dependence (for 
0.6<T /Tc<l) from the temperature dependence of the originally published 
data, but all of our original conclusions still hold. The 
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o (K5 (T)-K5 (T))/(K5 (Tc)-K5 (Tc)) for Cu(2) , Tc(Ho)=91 K 
aa cc aa cc 
• ~ (T)/K5 (Tc) for Cu(2), Tc(Ho)=92 K 
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Figure 39. We have re-analyzed our data as described in the text in light of 
the development of the single component model for the spin susceptibility of 
the Cu02 planes, as well as our improved knowledge of the magnetic field-
depr-ession of Tc.126~127 The filled circle~ show our latest analysis of the Cu(2), 
Ho 1. ~' normalized Knight shift, which is directly proportional to the static 
electronic spin susceptibility on the planar copper site. The empty circles are 
our previously published data for the temperature dependence of the static 
electronic spin susceptibility on the Cu(2) site.13 
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o If · (T)/K8 (Tc) for Cu(2), Tc(Ho)=92 K 
aa aa 
• K8 (T)/K8 (Tc) for Cu(1 ), Tc(Ho)=88K 
cc cc . . 
0.2 0.4 0.6 0.8 
T /Tc(Ho) 
1.2 
· Figure 40. The filled circles are the normalized Knight shift data for the 
~ . 
copper site in the chains, with Ho II~, using Tc(Ho) = 88 K. These data have a 
different temperature dependence from the empty circles, which are the 
. . ~ 
normalized Knight shift data for the copper site in the planes, with Ho .l ~' 
using Tc(Ho) = 92 K. 
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lowest temperature data is essentially independent of T /Tc, and the 
normalized spin-susceptibility still drops off much faster than the weak-
coupling, spin-singlet, L=O Yosida function.54 The behavior of these data is 
still distinct from the temperature dependence of the Cu(l) Knight shift data, 
as we see in Figure 40. If strong coupling is considered, so that both the 
magnitude of il(T=O K) and the value of dil(T)/dT near Tc are free parameters, 
the data may be fit with either orbital s-wave or d-wave (L=O or 2) energy gaps 
as is shown in Figures 41 and 42.119,128 ·Considering the flatness of the lowest 
Knight shift points, the s-wave fits seem to be better. Nevertheless, these data 
can also be fit by a spin-singlet state with nodes in the gap (e.g. orbital d-wave). 
In fact, if the gap opens up very quickly as one moves in k-space away from 
the nodes, and the energy gap's maximum value is quite large, the theoretical 
curve which would result would be very hard to distinguish from an s-wave 
case (nodeless) at low temperatures. Perhaps the relaxation rate anisotropy 
measurements which we will discuss in the next chapter will be a more 
sensitive probe of the symmetry of the gap function. The contrast of the Cu(l) 
and Cu(2) Knight shift data suggests that these two nuclei are seeing different 
energy gaps. 
Section 6h. Additional Interpretations of the Knig~t Shift Data 
Recently we have received a preprint by M. Tachiki and S. Takahashi 
which analyzes our Knight shift data using a different model from those 
described above.129 They assume some pairing interaction generates BCS s-
wave superconductivity in the Cu02 plane layer. The presence of a weak 
electron transfer between the Cu02 plane layer and the CuO chain layer then 











0.0 0.2 0.4 0.6 0.8 
T/Tc 
1.0 1.2 1.4 
Figure 41. The points are the normalized Knight shift data for the copper site 
~ 
in the planes, with Ho .l ~' usingTc(Ho) = 92 K The solid line is a strong-
coupling Yosida function derived by Monienassuming a spin-singlet, orbital 
s-wave pairing state calculated on a cylindical Fermi surface.119,128 The BCS 
weak-coupling parameters for this state are L\(0)=1.76 kaTe and ~C/C=1.43, 
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Figure 42. The points are the normalized Knight shift data for the copper site 
~ . . . . 
in the planes, with Ho .l ~'using Tc(Ho) = 92 K. The solid line is a strong-
. coupling Yosida function derived by Monien assuming a spin-singlet, orbital 
d-wave pairing state with an admixture of higher L calculated on a cylindical 
Fermi surface.119,128 The BCS weak-coupling parameters for this state are 
· ~(O)max=1.93 kaTe and ~C/C=l.l7, while the optimal fit to our data shown 
above required ~(O)max=3.13 kaTe and ~C/C=2.14. 
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induces a weak superconductivity in the CuO chain layers. This is how they 
explain the apparent existence of different gaps for the plane and chain copper 
sites. The effective masses in the chain and plane bands and transfer integrals 
are fitting parameters: The fits to our data are shown in Figure 43. 
Section 6i. A General Approach to Obtain 63KS(T) Using the Yttrium Data. 
Some feeling for the robustness of the above results may be obtained in 
the following analysis. We recall that for a partic;:ular field orientation and 
temperature, the position of the yttrium and central copper resonance lines 
are given by: 
(6-17a) 
(6-17b) 
.vy(T)=( yY I 27t) *(1 +89K y(T) )*Bint(T), 
vcu(T)=const*(l +63KL+63KS(T))*Bint(T) + VQ(T). 
We can subtract off the small quadrupole part of the copper resonance line 
position using the perturbation theory expression of the frequency and the 
values of the electric field gradient tensor used in Section 6d. What remains 
is the magnetic contribution to the copper line position, vcu,mag(T) (=vcu(T)-
VQ(T)). We can than take the ratio of the magnetic line position for the 
copper to the yttrium line position, and the internal field drops out: 
(6-18) vcu,mag(T) lvy(T)=const. *(1 +89K y(T)) I (1 +63KL+63KS(T)) -
const. *(1 + (89KyL - 63KL) + (89KS(T)- 63KS(T))) . 
The only approximation made to this point was that terms of order K*K are 
small compared to unity, which is definitely true. Thus this formula is quite 
general and may be used to compare the three possible ways of using the 
yttrium data which we first mentioned in Section 6b. First, the method 
which we used to obtain the Knight shift data discussed in all of the previous 
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Figure 43. Fit to our data by M. Tachiki and S. Takahashi, which stresses the layered structure.129 A ~CS s-
wave pairing interaction exists in the Cu02 plane layer, and electrons hop between the planes and the chains. 
sections involved picking a value for 89KyL and 89K5(T=100 K), as well as 
assuming that 89KS(T) followed the s-wave weak coupling Yosida function. 
These assumptions resulted in the copper magnetic shift data shown in Table 
v. 
We could also assume that the yttrium Knight shift was directly 
proportional to the copper Knight shift: 
(6-19) 
Plugging this expression into Equation (6-18), we obtain: 
(6-20) VCu,mag(T) /vy(T) - VCu,mag(O) /vy(O) = const* 63K5(T). 
Thus the. temperature dependence of the ratio of the magnetic contribution to 
the raw data should be directly proportional to the copper Knight shift. This 
proportionality covers both of the other possible analyses of our data which 
we mentioned in Section 6b, because r = 0 is case one (i.e. no yttrium Knight 
shift) and r-:;; 0 is case three (i. e. yttrium and planar copper couple to a single 
spin susceptibility). We can calculate the Cu(2), J1o II ~Jb, Knight shift quite 
easily using this method, and the results are listed in Table VI. These data are 
plotted in Figure 44 along with the data determined in Section 6b using the 
weak coupling temperature dependence for the yttrium Knight shift. As one 
might expect, the only noticeable difference between these data sets is in the 
region near Tc (T /Tc > 0.6), where it is interesting ~o note that these new 
points are even farther away from the weak coupling Yosida function 
temperature dependence. However, even this difference is quite small, and 
the the assumptions employed in analyzing the yttrium data seem to have 
only a limited effect on the copper Knight shift. Thus the temperature 
dependence for the planar copper spin susceptibility which we have 
determined should be quite reliable. 
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Table VI. The values obtained ror 
K5aa(T /Tc) for the Cu(2) site, when the Y 
Knight shift is assumed to be directly 
proportional to the Cu(2) Knight shift. 
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o If (T)/K5 (Tc) for Cu(2), Tc(Ho)=92 K, strong coupling 89Y 
aa aa 
' If (T)/K5 (Tc) for Cu(2), Tc(Ho)=92 K, weak coupling 89Y 
~ · ~ . 
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Figure 44. The dark circles are the normalized Knight shift data for the copper 
. site in the planes, with Ho .l ~'using Tc(Ho) = 92 K, as presented in Section 6g. 
To obtain these data, we assumed that the 89y Knight shift was -300 ppm at 
T=100 K and that it had the temperature dependence of the BCS weak-
couplings-wave Yosida function. If we instead assume that the 89y Knight 
shift is directly proportional to the Cu(2) Knight shift as described in this 
section, we obtain the empty circles. 
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Chapter 7. 63Cu(2) Wl Anisotropy Measurement 
Section 7a. Introduction 
In this chapter we report the results of the Slichter group's 
measurements of the 63Cu(2) nuclear spin-lattice relaxation rates in the 
normal and superconducting states. Sections 7b through 7f cover the data 
included in the Barrett, Martindale, et al. Anisotropy Paper.14 In Section 7g 
we briefly present the most recent data included in the Martindale, Barrett et 
al. Anisotropy Paper,15,16 and compare these results to our earlier results. · In 
Section 7h we will discuss the various interpretations and implications of 
these data sets. As in all of our recent High-Tc measurements, these 
experiments are largely collaborative efforts, and we will try to give credit to 
the group members who were responsible for the measurements and 
calculations presented. 
These experiments involved several samples, and we will use the 
sample names consistent with the master identification Table IT in Section 4b. 
The motivation for this experiment is straightforward. In Section Sc 
we were reminded that a single-component model with an 
antiferromagnetically enhanced spin susceptibility was sufficient to explain 
all of the normal state magnetic shift and spin-lattice relaxation rate data in 
this material. Within this model, the expressions for the relaxation rates of 
the copper, oxygen, and yttrium sites are (i=63,17,89): 
i{ 1 .} _ (ifn ksT) L ' " j·A (-)~ ~~·a·((j,ro)} - - 1m(J)~o 4.; 1 a 'a ' q 1 ..:..:..,:.:: ::....=.._--=..___:_ 
T1 a 2 11 2 .... , (I) 
(~1) r~ ~a#a 
As we discussed in Section Sc, the difference in the rates for the 63Cu(2), 
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170(2,3), and 89y is contained in the magnitude and q-dependence of the 
hyperfine form factors, I iAa•a•(q) 12, which are obtained from the real space 
hyperfine coupling constants. The model which fits the normal state data 
implies that the various rates emphasize different regions of the x"aa(q,ro) 
tensor. We can list these rates in order of decreasing sensitivity to the 
antiferromagnetic enhancement region (q= Q = (7t/a,1C/a)) of X"aa(q,ro): 
63Wla, 63Wlc, 17Wlc, and 89Wlc. 
Within this model, our measurement of the ratio 63Wlaf63Wlc can 
provide information on the relative temperature dependence of the . q =0 and 
q=Q regions of X"aa(q,ro). In Section Se, we discussed the results of Hammel 
et al. for the ratio 63Wlcj17Wlc in the normal and superconducting state.90,91 
This ratio should also probe the relative temperature dependences of the q =0 
and q=Q regions of x"aaCq,ro). Because this ratio, 63Wlcf17Wlc, was 
reported to be independent of temperature from 110 K down to 20 K, one 
would naively expect that all the relaxation rate ratios (e.g. the Cu(2) 
anisotropy ratio 63Wlaj63Wlc) should be independent of temperature as the 
temperature is lowered through the superconducting transition. Our data 
show that this last prediction is incorrect. 
Section 7b. Single Crystal Measurements 
In the Slichter group, Dr. C. H. Pennington first tried to make 
measurements below Tc using the ~ingle crystal he studied for his thesis. His 
sample was a large(-lmg) single crystal. Unfortunately, because of the 
superconducting screening currents, the signal from his sample decreased 
markedly upon entering the superconducting state, and he was unable to 
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. make any measurements. Prof. Slichter suggested that we needed to 
maximize the surface area to volume ratio of our sample, which was the 
traditional solution used in the study of single crystals of normal metals by 
NMR.45 Dr. Dale Durand acted upon this advice by making a sample which 
we will call the Durand sample. This sample was composed of -50 small 
single crystals with a total sample mass of 2-3 milligrams. This sample was 
completely aligned as was discussed in Section 4b. This sample was first used 
by Dr~ Durand in the Knight shift experiment, as we discussed in Section 6b. 
After the Knight shift ~xperiment, we decided to use the Durand 
sample to measure the Cu(2) relaxation rate anisotropy in the 
superconducting state. The first measurement was made at T -56 K, and we 
obtained the surprising result that 2< 63Wlaj63Wlc <3. The temperature 
control and 63Wl error bars for this measurement left something to be 
desired, but our answer was definitely different froin Pennington et al.'s 
normal state result of 63Wlaj63Wlc-4. This tantalizing result was not 
followed up on for several months, while other experiments were completed. 
When we returned to the Cu(2) relaxation rate anisotropy 
measurements, our strategy was to measure 63Wla(T) in both the normal and 
superconducting states, and then repeat these measurements for 63Wlc(T). 
· Dr. Pennington was instrumental in beginning these measurements, and he 
took the first few 63Wla(T) points. 
These measurements were made on the central transition of the 
63Cu(2) resonance (see Appendix C), using an inversion recovery pulse 
sequence, so the magnetization recovery curve followed the form (I{o I Ia): 
(7-2) M(tinv)-M(oo)=Mo(0.9e-4Wlatinv + O.le-2Wlatinv/3). 
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Figure 45. The filled circles are Cu(2), central transition, magnetization 
recovery .data for the Durand aligned single crystal sample, obtained with an 
inversion recovery pulse sequence. The solid curve through the data is the 
expected recovery form given in Equation (7-2), where the inverted 
magnetization, M0 , and the spin-lattice relaxation rate, W1a., were adjusted to 
fit the data. For the fit shown, M0 = 101.7, and W1c = 1.05 ms-1 . 
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typically -90% in the normal state, dropping to -70% below Tc. This decrease 
was attributed to the Hl becoming increasingly inhomogeneous throughout 
the sample as the temperature was lowered below T c· 
The values of 63Wla(T) that were obtained from the above procedure 
are shown in Figure 46. Unfortunately, there aren't as many 63Wlc(T) 
points, because we accidentally liquified part of the plexiglass sample mount 
with a heat gun. The 63Wlc(T) points indicated by filled circles were taken 
before this accident, and the open circles were taken after with the surviving 
sample. 
When plotting the ratio 63Wla/63Wlc in the su}:>erconducting state, we 
need to take into account both the strong magnetic field applied and the 
superconducting state anisotropy of this material. The former fact will result 
in a depressed value of the Tc(Ho=81 kGauss), because the applied field (Ho) 
exceeds the upper critical field Hc2 for a narrow temperatUre range just below 
the zero field Tc(O). The latter fact results in a strong field Tc(81 kGauss) 
which depends on the orientation of the applied field, because Hc2a(T) is 
strongly anisotropic. Based on the single crystal studies of Welp et al.,t26 and 
~ 
Hao et aL,l27 and our zero field Tc<0)=93 K, we find that Tc(Ho 1 1 ~=81 
~ 1\ 
kGauss)=88 K and Tc(Ho .l c=81 kGauss)=92 K. We use these values for our 
~ 
plots involving T /Tc(Ho) . The unfortunate implication of the above 
discussion is that a 63Wla point and a 63Wlc point taken at . the same 
temperature should not be directly compared in the superconducting state, 
since they are at different values ofT /TcCEfo). · 
Although this experiment was prematurely ended, we can see in the 
data many interesting features. The ratio 63Wlaj63Wlc is only weakly 
temperature dependent in the normal state. Using an interpolation formula 
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Figure 46. The 63Cu(2) spin-lattice relaxation rate 63W la as a function of 
temperature in the Durand aligned single crystal sample. The filled squares 
~ . ~ 
were obtained with Ho .l ~ (63Wla>· The circles were obtained with Ho II ~ 
(63W lc>· The filled (empty) circles were obtained before (after) the sample 
holder was partially melted. 
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for 63Wla(T /Tc) which we will describe in the next section, we can see that 
· 63WJaj63WJc drops sharply just inside the superconducting state. This ratio 
continues to decrease slowly in this high field measurement as T /T c~O, as we 
see in Figure 47. 
These initial results were surpnsing, so we wanted to reduce the error 
bars on the data points in order to verify that this 63WJa/63WJc anisotropy 
drop was a real effect: To do this, larger samples were required. We set out to 
make these measurements in aligned powders. 
Section 7c. Aligned Powder Wl Measurements (Ho=Sl kGa~s) 
The goal of this experiment was to measure the 63Wla tensor for the 
Cu(2) site. In an 81 kGauss field, as we discussed in Section 6c, the aligned 
powder sample spectra have intensity at places other than the distinct central 
transition resonance lines observed in a single crystal sample spectrum. 
Nevertheless, the features in the aligned powder sample spectra at these 
single crystal positions are prominent, and we attempted to measure the 
normal state relaxation rate at these positions. These initial attempts were all 
failures. We were measuring the relaxation rate at the central transition 
frequency by observing the magnetization. recovery following an inversion 
pulse. The data should follow the form: 
(7-3) M(tinv)-M(oo)=Mo(0.9e-4Wlatinv + O.le-2Wlatinv/3), 
as the single crystal data do~ We found that the the data for both 
~ ~ 
Ho II~ and Ho l. ~ consistently deviated from this theoretical form. This 
behavior is consistent with the presence of a baseline in our powder pattern. 
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Figure 47. Plot of the ratio Wla(T /Tc) /W1c(T /Tc) as a function ofT /Tc(Ho), 
for the Cu(2) nuclei in the Durand aligned single crystal sample. We have 
used an interpolation formula to be described in the next section to fit our 
~ . 
· WJa(T /Tc(Ho)) data. The solid line shows the ratio we obtain over the range 
of our superconducting data points. The open square at T /Tc = 1 would be the 
ratio at this point if the W1a's were continuous across the transition. 
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example the single crystal determined position of the 63Cu(2) central 
---? . 
transition for Ho II~ , there is at least one other contribution to the 
magnetization. A possible source of this extra signal is misaligned crystallites. 
This baseline contribution to the magnetization has a longer T2 and Tl than 
the magnetization which corresponds to the single crystal determined 
resonance line43. The T2 dependence is evident in the magnetization 
recovery data shown in Figure 48, which is taken in one sample, with the 
spacing between the 7t/2 and 1t pulses of the echo being the only parameter 
varied. 
Clearly it would be advantageous to get rid of this baseline signal, so 
that aligned powder samples could be used for Wl measurements. To this 
end we worked to improve the alignment procedure, to try and reduce this . 
background signal. Our attempts included smaller crystallite size ( <18 J.l.m), 
lower packing fraction, and a better sample making procedure, as we describe 
in Section 4b. In the end however, there was no way to completely remove 
this baseline background. We think this is because some of the larger 
crystallites have some smaller crystallites grown onto them at odd angles, as 
we discussed in Section 6c. When the large crystallites align in the field, the 
small crystallites are frozen into permanently misoriented directions, 
producing the baseline signal. 
We have been able to make NMR measurements of Wl in these 
aligned powder samples using a baseline subtraction method. This method is 
possible because m~ch of the poorly aligned signal intensity is spread over a 
wide range of frequencies. As a result the Tl and T2 of this poorly aligned 
signal is a slowly varying function of frequency. We see this by taking 
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Figure 48. The effect of the spin echo pulse spacing on the NMR 
magnetization recovery data of the Cu(2), ito II~, central transition in aligned 
powder Sample K. These data were obtained at T = 101 K using an inversion 
recovery pulse sequence (1t- tinv- 1t/2- 't- 1t- 't- echo). The solid line is the fit 
that woUld be expected under these conditions since a previous NQR 
measurement in this sample yielded W1c = 1.1 ms-1. However, the NMR data 
deviates from this theoretical form as the delay time (t) in the spin echo is 
varied, with everything else held constant. The solid triangles were obtained 
for 't =50 IJ.Sec, the open triangles were obtained for 't = 100 IJ.Sec, and the solid 
circles were obtained for 't = 200 IJ.Sec. This delay time dependence of the. data 
shows that there is a signal with a longer T1 and T2 at the same frequency as 
~ 
the Cu(2), Ho lie, central transition in aligned powder Sample K. 
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feature in the powder pattern. These shelves (shown in Figure 49) do not 
exist in an aligned single crystal spectrum.43,74,75 The data from these shelf 
regions clearly do not follow the magnetization recovery curve obtained for a 
relaxation rate measurement at any peak in a single crystal sample, but they 
do track one another nicely, as is seen in Figure 50. The signal from the 
baseline underneath the peak should also track this shelf signal, because they 
are all presumably from the same poorly aligned source. To obtain the 
recovery of the signal at the peak frequency due to the well aligned signal 
alone, we can repeat a recovery experiment at the peak with the same 
parameters used at the shelf frequency, and subtract the two results. Since the 
baseline has both a longer T2 and Tl, it contributes a larger fraction of the 
signal for larger pulse spacings in the echo, 't, and also for larger spacings 
between the inversion pulse and the echo, tinv· We can improve the accuracy 
of the relaxation rates measured with this baseline subtraction technique by 
using only short times for both tinv and 't in the inversion recovery pulse 
sequence: 
(7-4) 1t-timT-7t/2-'t-1t-t-echo. 
For very short values of tinv and 't the well aligned signal Is quite large 
compared to the poorly aligned baseline signal, so the baseline subtracted data 
should fit the expected central transition recovery curve: 
(7-5) M(tinv)-M(oo)=Mo(0.9e-4Wlatinv + 0.1e-2Wlatinv/3), 
as is shown in Figure 51. For these baseline subtracted data, the longest value 
of tinv,max was chosen so that M(tinv,max)-M(oo) ~ 0.3*Mo. This is a much 
smaller time region than . that used in the normal state single crystal 
measurements, where the longest value of tinv,max was chosen so that 
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Figure 49. Comparison of the 63Cu(2), Ho II~, central transition obtained in 
the Durand aligned single crystal sample (open circles) and that obtained in 
the aligned powder Sample X (filled circles). The signal intensities have been 
scaled to agree at F = 92.78 MHz. The powder sample has rather significant 
"shelves" on either side of the main peak (e.g. at F=92.600 MHz and at 
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Figure 50. Magnetization recovery data for the Ho II~, T~ 101 K, baseline 
signal in aligned powder Sample X. The empty circles are for F0 =92.600 MHz, 
·and the solid circles are for F0 =92.900 MHz, as pointed out in Figure 49. The 
solid and dotted line are to guide the eye. The two data sets overlap for the 
early time points (i.e. times ~ 0.5 msec) used in the baseline subtraction 
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Figure 51. M·agnetization recovery data at T = 101 Kin aligned powder 
Sample X using the baseline subtraction technique. The solid points are the 
. ~ 
echo integrals measured at the 63Cu(2) Ho 11e peak signal (Fo=92.78 MHz); 
where we have subtracted the echo integrals measured (under the same 
conditions) at the upper baseline position (Fo=92.900 MHz) . The solid line is 
the expected recovery curve given in Equation (7-5), adjusted by the method 
of least squares to fit the data. The relaxation rate which results (W1c = 1.07 
ms-1) agrees (within experimental error) with both the NQR result of Sample 
·x (W1c = 1.10 ± 0.05 ms-1) and the NMR result of the Durand aligned single 
crystal· sample <W1c = 1.05 ± 0.05 ms-1). · 
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Having determined that it would be possible to minimize the effect of 
baseline signal in our NMR measurements of 63WJ a, we set out to measure 
the 63WJaj63WJc anisotropy ratio in the normal and superconducting ~tates 
in an aligned powder sample. We used Sample X. This sample had only a 
2% packing fraction and a total mass ~ 75 mg. The 63Wla data obtained in 
this sample in an applied field of Ho=81 kGauss as a function of temperature 
are shown together with our earlier single crystal results in Figure 52. The 
lowest temperature data for Sample X (40 K to 60 K) were obtained by J. A. 
Martindale and Dr. D. J. Durand. 
There are several interesting features .of these data. First, the normal 
state 63WJaJ63Wlc anisotropy ratio is essentially independent of temperature 
(inset of Figure 52). Second, we found that the relaxation rates in the 
superconducting state could be approximated by the interpolation formula: 
(7-6) 63Wla = Aa{Tc(tio)) exp (sa (Tc(tio))). 
We will discuss this anomalous formula later; it may have no fundamental 
significance. This interpolation, shown in Figure 53, was used so that we 
. . -+ 
could plot the 63WJa/63WJc anisotropy ratio as a function ofT /Tc(Ho), which 
is shown in Figure 54. This figure shows that 63WJaJ63WJc has dropped 
sharply just inside the superconducting state (l>T /Tc>O.S), and then 
continues to decrease slowly with temperature. We recall that this result is 
completely consistent with our earlier single crystal results. As we discussed 
is Section 7a, our naive one-component model picture, incorporating the 
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Figure 52. Main Figure: The 63Cu(2) spin-lattice relaxation rate 63Wla as a 
function of temperature. The open diamonds (open squares) are the data 
obtained in the Durand sample (Sample X) for ito .l~ . The open circles (open 
triangles) are the data obtained in the Durand sample (Sample X) for if6 I I ~. 
The vertical solid line is at 92 K. Inset: The normal state ratio W1a/W1c as a 
function of temperature for Sample X (solid circles) . The horizontal line is at 
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Figure 53. The 63Cu(2) relaxation rate 63Wla divided by T /Tc(Ho) versus 
T /Tc(Ho).14 Sample 4 is Sample X, and Sample2 is Sample Y41, as is listed in 
Table IT. The lines through the data reveal the exponential dependence of 
this quantity. 
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Figure 54. 63Wtaf63Wtc versus T/Tc(Ho), where we have used the functional 
forms (Equation (7-6)) fitting the NMR data for Sample X in Figure 53. The 
· solid curve is the ratio over the range of our superconducting state data. The 
square at T /Tc = 1 would be the ratio at this point (3.98) if the 63W la's were 
continuous across the transition.14 · 
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Section 7d. NQR Measurements of 63Wtc (Ho=O kGauss) 
As we discuss in Appendix C, the electric field gradient at the Cu(2) site 
is axially symmetric about the ~-axis?6 As a result, the eigenstates of the 
1\ 
Hamiltonian are the eigenstates of I z, the same eigenstates as one has with a 
~ 
strong field Ho 11~.38 Transitions between these states are induced by the 
fluctuating fields Hx and Hy. One can then measure the same relaxation rate 
63W1c either with a strong field applied along the ~-axis (NMR) or with no 
static magnetic field along any axis (NQR). We have verified that the rates 
measured in either case are the same within experimental error in the 
normal state. 
In the superconducting state, 63W1c(T)NMR,;: 63W1c(T)NQR· For 
example, we have measured these quantities in both Sample X and Sample 
OX at T=77 K. We find 63W1c(T=77 K)NQR = 0.31±0.04 ms-1, while 
63W1c(T=77 K)NMR = 0.44±0.02 ms-1. 
~ 
It is obviously important to take into account the depression of Tc(Ho) 
by the magnetic field which we discussed in Section 6f. For these samples 
~ 1\ 
Tc(Ho = 0 kGauss) = 93 K, while Tc(Ho lie= 81 kGauss) = 88 K.126,127 Thus the 
~ 
NQR and NMR measurements at 77 K are at two different values ofT /Tc(Ho) 
~ 
(0.832 and 0.880, respectively). To correct for this difference in Tc(Ho), we can 
use the interpolation formula for the strong field NMR data to calculate the 
value we would expect for 63W1c(T*)NMR if it were measured at the same 
~ . 
T* /Tc(Ho)= 0.832 which was used for the 63W1c(T=77 K)NQR measurement. 
We find 63Wlc(T*)NMR =0.29±0.01 ms-1, which agrees well with 63W1c(T=77 
K)NQR = 0.31±0.04 ms-1. The implication of this result is that the behavior of 
63Wlc(T /Tc) is independent of magnetic field down toT /Tc- 0.8. 
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We have also made 63W1c(T)NQR measurements in a larger unaligned 
powder sample, Sample Y41. These data are shown along with 63W1c(T)NMR 
for Sample X in Figure 53, with the interpolation formula: 
(7-7) 
63
Wla = Aa{Tciflo)) exp (sa (Tciflo))) 
through each data set. Although the NMR and NQR data are very similar at 
~ 
large values ofT /Tc(Ho), there is a distinct deviation between the two data 
sets at low temperatures. As a result, the parameter BNMR of the interpolation 
formula is smaller than the parameter BNQR· This would result in a different 
temperature dependence for the ratio 63WJaj63WJc at low T /Tc if we were to 
plot 63WJa(T /Tc)NMRf63WJc(T /Tc)NQR rather than the original plot of 
63WJa(T /Tc)NMRf63WJc(T /T~)NMR. We show in Figure 55 that the difference 
between these two quantities is primarily at low temperatures. The problem 
with using the ratio 63WJa(T /Tc)NMRf63WJc(T /Tc)NQR to describe the low 
temperature behavior of 63WJaj63WJc is that the NMR and NQR data were 
taken in two different samples. Thus there was some ambiguity as to 
whether the difference shown in the figure was a sample dependence or an 
additional field dependence. The recent work of Martindale et al. (Section 7g) 
answered this question.J5,16 
Section 7e. Weak Field Measurements of 63Wta (Ho=4.5 kGauss) 
The sharp change in the anisotropy ratio 63WJaj63WJc that we 
observed between T /Tc=l and T /Tc=0.8 occurred in the presence of a strong 
field (81 kGauss). Our 63Cu(2) NQR measurements showed that 
~ . 
63WJc(T /Tc(Ho)) was independent of field in this region ofT /Tc. There 
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Figure 55. 63Wtaf63Wtc versus T /Tc(Ho). The solid line is the curve shown 
in Figure 54, which is the ratio 63Wta(Ho=81 kGauss, Sample 
X)/63Wtc(Ho=81 kGauss, Sample X). The dashed curve is the ratio 
63Wta(Ho=81 kGauss, Sample X)j63Wtc(Ho=O kGauss, Sample Y41). The 
filled circle is the point63Wta(Ho=4.5 kGauss, Sample OX)/63Wtc(Ho=O 
kGauss, Sample OX), taken in liquid nitrogen. The empty square at T /Tc = 1 
would be the ratio for Sample X at this point (3.98) if the 63Wta's were 
continuous across the transition. 
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remained the possibility that the sharp drop in 63W1a/63W1c was caused by 
some field effect on 63W1a. We wanted to check for this by measuring 63W1a 
in the smallest possible applied field. 
Prof. Slichter suggested that we could apply a weak field perpendicular 
to the ~-axis, perturbing the zero field NQR eigenstates. This is an unusual 
1\ 
experimental situation, because the Zeeman term (oc I x) is a perturbation to 
the Quadrupole Hamiltonian (oc f z2 for the Cu(2)). The transition probability 
between the new eigenstates would then involve both 63W1c and 63W1a. 
The perturbation theory result (calculated by Prof. Slichter, J. Martindale, K. 
O'Hara, and S. DeSoto) for this situation is shown in Figure 56,. 
We decided to measure this weak field 63W1a in the above 
. ~ . . 
configurC\tion with Ho .1 ~ = 4.5 kGauss. We measured the relaxation 
recovery of the resonance that occurred at 10 MHz. For this field value, the 
perturbation theory result was not accurate enough to fit the data. The 
complete Hamiltonian was exactly diagonalized and the relaxation rate 
problem solved by two of us independently (K. O'Hara and S.E.B.). We used 
these exact forms for the magnetization recovery following an inversion 
pulse in a fitting program written by Dr. C. A. Klug to extract the weak field 
value of 63W1a. The details of this calculation are given in Appendix D. 
We performed this experiment on Sample OX. At 101 K we obtained 
the same answer for 63W1a in both the strong field and weak field 
experiments. At 77 K, we found for Sample OX that (see Figure 55) 
63W1a(T /Tc=0.83)NMR,weakfjeld/63W1c(T /Tc=0.83)NQR = 3.23 ± 0.29 ms-1 . 
This weakfield ratio agrees well with the strong field NMR ratio in Sample X 
at T /Tc=0.83: 63W1a(T /Tc=0.83)NMR,strongfield/63W1c(T /Tc=0.83)NMR,strongfield 
· = 3.06 ms-1 (where we have used the interpolation formula) . 
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Figure 56. (Top): The NQR Hamiltonian for the case of an electric field 
gradient which is axially symmetric about the 2-axis has the simple form 
given above. The eigenstates, eigenvalues, and allowed magnetic transitions 
for a spin-3/2 nucleus are shown. Only the relaxation rate involving Ix and Iy 
may be measured (Wlc). (Bottom): Turning on a small magnetic field along 
the ~-axis results in the new eigenstates, eigenvalues, and allowed magnetic · 
transitions shown, correct to first order in perturbation theory. The relaxation 
rate involving Iz (Wla) may now be measured. 
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The most important conclusion of these experiments on the planar 
copper relaxation rate is that the anisotropy ratio 63W1a(T /Tc)f63W1c(T /Tc), 
undergoes a sharp drop between T /Tc= 1 and and T /Tc =0.8, independent of 
the applied field. The implication of this result will be discussed in Section 
7h. 
Below T /Tc=0.8 this 63W1a(T /Tc)f63W1c(T /Tc) ratio decreases 
·(increases) when 63W1c is measured in an 81 kGauss (0 kGauss) field. We 
were uncertain in our original paper whether this last effect was a true field 
dependence or just due to sample variation. The recent work of Martindale 
et al., discussed in Section 7g, indicates that this low temperature behavior 
reflects an extra field dependence.15,16 
Section 7£. Strong Field 0(2,3) and Y Relaxation Rates 
As we discussed in Section Sc, the hyperfine form factors are different 
for the Cu(2), 0(2,3), andY sites. In a one component model of the Cu02 
planes, the relaxation rates of these sites weight the various regions of 
X"aa(q,ro) differently. Given the surprising results we obtained in Section 7c . 
for the Cu(2) 63W1aj63W1c ratio below Tc, we decided to measure the 0(2,3) 
and Y nuclear relaxation rate anisotropies to place more constraints on 
possible explanations. 
J. A. Martindale has made many measurements of the 0(2,3) relaxation 
rate in both the normal and superconducting state, using Sample ox·. We 
will .present here only the values he obtained for T=101 K. and T=77 K.14 For 
~ ~ 
the 0(2,3) site, one can distinguish the (Ho..L ~ and Ho J I bond axis) resonance 
~ A ~ . 
from the (Ho..Lc and Ho..Lbond axis) resonance, where we are using the bond 
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axis assignment of Takigawa et al .. 89 This is quite different from the case of 
~ 
the Cu(2) andY, which have only a single resonance when Ho.l~, so 
W1a=W1b. For our purposes, we will define 17W1a as the oxygen relaxation 
. ~ .... ~ 
rate measured for the (Ho.lc and Ho I I bond axis) resonance. The 
measurements of 17W1c and 17W1a were made on satellite lines only, using 
the baseline subtraction method described in Section 7c. The baseline signal 
intensity was quite large compared to the peak intensity for the 17Wla 
measurement, but this measurement was repeated on other satellites to check 
the consistency of these results. The measured values of 17W1c are consistent 
with other published results. 
We have also measured the relaxation rate anisotropy of theY nucleus, 
using Sample K. These data were taken at 101 K and -77 K using an inversion 
recovery sequence and a modified inversion recovery sequence which 
included a Carr-Purcell-Meiboom-Gill echo train. No baseline subtraction 
was needed, presumably since this nucleus is spin 1/2, and therefore has no 
quadrupole broadened transitions. 
The interesting feature of these data can be seen in Figure 57, where we 
plot 63W1cj17W1c, 63W1cj89W1c, 63W1aj17W1a, and 63W1a/89W1a at 101 K 
and 77 K. Since we are only comparing ratios of quantities taken with the 
~ 
same applied field orientation, there is no complication ofT /Tc(Ho). These 
ratios should change with temperature if the qzO and q:::Q regions of 
x"aaCq,ro) change relative to one another. We can see from the figure that 
only the first quantity, 63W1cj17Wlc, is the same at both 101 .K and 77 K. 
Every other ratio changes. The experimental situation below Tc is much 
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Figure 57. A comparison of the relaxation rates of the Cu(2), the 0(2,3), and 
. ~ A 
theY (63Wta, 17Wta, and 89Wta, respectively, when Ho I I a) at T = 101 K and 
T = 77 K. We define 17Wta to be the relaxation rate of the 0(2,3) Ho I I bond 
·axis resonance as described in the text. Only the ratio 63Wtcf17Wtcis the 
same on either side of the superconducting transftion temperature. 
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There are several important caveats about the above results. First, the 
ratios we have taken involve three different samples: 63WJ in Sample X, 
17Wl in Sample OX, and 89Wl in Sample K. We have also measured 63WJ 
in both Sample OX and Sample K, and then used these results in the four 
ratios. This changes the absolute values of these ratios slightly, but 
63WJcj17Wlc is still the only ratio which is the same at 101 K and 77 K. 
The second caveat is that these results are all for the strong field case 
(Ho=81 kGauss). We have shown in the earlier part of this chapter that .there 
~ 
is no appreciable field effect on 63WJ at 77 K (other than Tc(Ho)), but it is 
possible that 17W1 or 89WJ could exhibit such an effect. 
The third caveat is that we have measured the Y relaxation rate and 
lineshape in another sample (Sample Z, which is the aligned version of the 
Y41 powder). TheY lineshape is more asymmetric and the relaxation time is 
about 25% longer at 77 K for Sample Z than for Sample K, even though their 
copper spectra and. relaxation rates are quite similar. TheY data may be 
much more sensitive to small variations in oxygen content or homogeneity, 
perhaps reflecting a large contribution to the relaxation rate which is not 
intrinsic to the best samples. 
Section 7g . . Single Sample Study of Cu(2) Anisotropy 
As is shown in Figure 55 at the end of Section 7d, we obtained a 
different low T /Tc behavior ofthe ratio 63WJaj63WJc depending on whether 
we used 63W1CNMR or 63W1CNQR· This unusual behavior could not be clearly · 
~ 
identified as an extra field dependence (in addition to Tc(Ho)) of 63WJc 
· because we had used two different samples for the NMR and NQR 
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. experiments. 
To clear up this uncertainty, it was necessary to measure the NMR and 
NQR data in a single sample. J. A. Martindale led an experiment which 
measured the field dependence of63Wla and 63Wlc in Sample K, below 
T-100 K)5,16 
The first results obtained were taken in the lowest fields possible, since 
these data should come closest to the behavior of the superconducting state in 
the absence of an applied field. This is important because many theoretical 
calculations of superconducting state properties (e. g. the dynamic spin 
susceptibility x(q,ro)) are made in the zero-field limit. Another argument for 
emphasizing the lowest field relaxation rate results is that an applied 
magnetic field could provide another relaxation mechanism below T c, for 
example the normal cores of fluxoids ·could in principle affect the overall 
relaxation rate.46 
After we had obtained 63W1CNQR(Ho=O kGauss) and 
63WlaNMR(Ho=4.5 kGauss) for Sample K following the procedures in 
Sections 7d-7e, J. A. Martindale measured 63WlaNMR(Ho=83 kGauss), 
63W1CNMR(Ho=41 kGauss), and 63W1CNMR(Ho=41 kGauss) in this same 
sample. We present all of the data in Figure 58. 
When we plot the ratio 63WlaNMR(T,Ho=4.5 
kGauss)j63WlCNQR(T,Ho=O kGauss) versus temperature in Figure 59, two 
features are striking. First, there is definitely a drop in this 63Wla/63Wlc 
ratio just below Tc (0.8<T /Tc<l), which is consistent with our previous strong 
field results presented in Section 7c. Second, for low T /Tc, this anisotropy 
ratio increases, actually surpassing the normal state anisotropy value. This 
result is in contradiction with the 63Wla(Ho=81 kGauss)f63WJc(Ho=81 
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Figure 58. The 63Cu(2) spin-lattice relaxation rate 63W 1a versus temperature 
for several applied fields in Sample K.16 Thefilled circles are 63Wta data 
taken in a 4.5 kGauss magnetic field parallel to the ~-axis. The filled squares 
are 63Wta data taken in an 83.1 kGauss magnetic field parallel to the ~-axis. 
The open circles are 63Wtc data taken in the absence of a magnetic field 
(NQR). The open squares are 63W lc data taken in a 83.1 kGauss magnetic field 
parallel to the ~-axis. The open triangles are 63W lc data taken in a 41.4 kGauss 
magnetic field parallel to the ~-axis: The zero-field transition temperature of 
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Figure 59. The open diamonds are the Sample K data for the ratio 
63W1aNMR(T,Ho=4.5 kGauss)/63W1CNQR(T,Ho=O kGauss) versus 
temperature. The vertical solid line is at Tc = 93 K (the small reduction of Tc 
for the 63W1aNMR measurement caused by the application of the 4.5 kGauss 
field along the CuO:z planes is neglected). 
148 
kGauss) data in Section 7c, but it would be consistent with the 63W1a(Ho=81 
kGauss)j63WJc(Ho=O kGauss) ratio plotted in Figure 55 of Section 7d. 
-7 
Apparently 63WJc has an additional field dependence (besides Tc(Ho)) below 
T/Tc-0.8. 
This conclusion is convincingly demonstrated by J. A. Martindale's 
field dependence results shown in the Figures 60 and 61. 63WJa may have 
some additional field dependence at low T /Tc, but the effect for 63W1c is 
much larger. Some insight into the nature of this extra field dependence may 
be gained by plotting the relaxation rate at T /T c-0.2 versus applied field. As 
we see in Figure 62, 63WJc(Ho) is a linear function of the applied field. 
Recently, M. Takigawa et al., intrigued by a preprint which contained 
the results described in Sections 7b-7f, have also performed low field 
measurements of 63WJa/63WJc, and have graciously shared their data with 
us prior to publication.l30 Their measurements agree with our results, as is 
seen in Figure 63. We now turn to an analysis of our nuclear spin-lattice 
relaxation rate measurements. 
Section 7h. Analysis of Wl(T,Ho) Data 
The main result of the previous sections is t~e sudden drop in the ratio 
63WJaj63WJc just below Tc (0.8<T /Tc<l), which we have found to be 
independent of field. As we discussed in Section 7a, within a one-component 
model, the planar nuclear relaxation rates Wl are given by: 
i(.l} = (i"fnksT) Lim(l}-+o L ~Aa·a·(q)~ {X:·a·(<i,ro)} 
Tl a 2 112 . - . . (l) 
(7-8) ,....~ q,a';t a 
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Figure 60. The normalized 63Cu(2) spin-lattice relaxation rate 
~ ~ . ~ . 
63Wtcf63Wtc(Tc(Ho)) divided by T /Tc(Ho) versus T /Tc(Ho) in Sample K.16 
The open circles are 63W tc data taken irt the absence of a magnetic field 
(NQR). The open squares are 63W tc data taken in a 83.1 kGaus.s magnetic field 
parallel to the~ -axis. The open triangles are 63Wtc data taken in a 41.4 kGauss 
magnetic field parallel to the ~-axis. 
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Figure 61. The ·normalized 63Cu(2) spin-lattice relaxation rate 
~ ~ ~ . 
63Wtaf63Wta(Tc(Ho)) divided by T /Tc(Ho) versus T /Tc(Ho) in Sample K.16 
The filled circles are 63W ta data taken in a 4.5 kGauss magnetic field parallel 
to the ~-axis. The filled squares are 63Wta data taken in an 83.1 kGauss 










0. 000 "-------'..;..... _ __.__.;..._....._ __ .L-_--J 




Figure 62. The spin-lattice relaxation rate 63W lc as a function of magnetic 
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Figure 63. The filled circles are the weak field 63Wlaf63Wlc data described in 
the text.16 The empty circles are the weak field 63Wlaf63Wlc data obtained by 
Takigawa et al .. no 
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that below -120 K (where 63Wlc-19*(17Wlc)), the q=O and q=Q regions of 
x"aaCq,c.o> shared the same temperature dependence, while above this 
crossover temperature they did not (where 63Wlc =A + BT while 17Wlc= CT). 
In this simplest picture of the superconducting state spin susceptibility, we 
can write: 
(7-9) X"aa(q,ro,T<Tc) = F(T /Tc) * X"aa(q,c.o,T=Tc), 
where F(T/Tc) contains all of the superconducting state temperature 
dependence. If we were to plug this expression into the above formula for 
Wl, the F(T /Tc) function would factor out to the front and would disappear 
in any ratio of two relaxation rates. Therefore all relaxation rate ratios should 
be independent of T /Tc, but our measurements have shown that this is not 
the case. This naive picture of the effect of superconductivity on 
X"aa(q,ro,T=Tc) must be incorrect. 
To explain our early results in Sections 7b-7f, we considered several 
generalizations of the simplest picture for X"aa(q,c.o,T<Tc). In order to do this 
quantitatively, we adopted the viewpoint of a particular one-component 
susceptibility model, that proposed by A. Millis, H. Monien, and D. Pines 
(MMP).4,131 This phenomenological model proposed a form for the 
x"aa(q,c.o,T>Tc) which did an excellent quantitative job of fitting the normal 
state data . . We discuss the parameters of their model in Appendix E. 
The first phenomenological generalization of X"aa(q,c.o,T<Tc) which 
we attempted involved breaking spin-rotation invariance. In particular, we 
considered the case, x"aa(q,ro,T<Tc) = X"bb(q,ro,T<Tc):;; X"cc(q,ro,T<Tc). MMP 
have pointed out to us that this hypothesis would be consistent with a BCS 
spin-triplet pairing state,118 while the Knight shift data (Section 6e) seem to 
require a spin-singlet pairing state. Nevertheless, they agree that an 
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anisotropy in x"aa(q,ro,T<Tc) which is much larger near q-Q then near 
q -(0,0) might be possible in principle. We explored this possibility in a 
calculation that invoked an anisotropic antiferromagnetic correlation length. 
We allowed~ 11 /a to vary relative to ~.t/a below Tc. The details are in 
Appendix F. The relevant result for 63Wlaj63Wlc vs. ~ 1 1 I a is shown in 
Figure 64. By design, ~.t/a(T<Tc)= ~.t/a(T=Tc), so 63Wlcj17Wlc remains a 
constant below Te:. In order to explain 63Wlcj89Wlc, we need to have 
interplane spin correlations developing, since the yttrium is relaxed by the 
Cu02 planes above and below it. This toy calculation can explain the 
quantitative results we obtain, but it has the unsatisfactory feature that there 
is no obvious microscopic justification for breaking spin-rotation invariance 
in this way. 
We next investigated an MMP-suggested generalization of 
X"aa(q,ro,T<Tc) which retained spin-rotation invariance. 132 The idea was 
that the parameter ~' which measures the contribution of the q -Q region 
relative to the q-(0,0) part of X"aa(q,ro,T<Tc), becomes temperature 
dependent. In order to explain the constant value of 63Wlcj17Wlc, the 
isotropic ~/a must also depend on temperature. The motivation for this 
suggestion was that some sort of q-dependent BCS energy gap (e.g. d-wave) 
would effectively change the shape of X"aa(q,ro,T<Tc) in q-space, and this toy 
calculation would simulate this effect. The detailed calculation was carried 
out with the assistance of Dr. C. A. Klug, and it is presented in Appendix G. 
The result for 63Wlaj63Wlc is shown in Figure 65. Our original calculation 
was unable to explain the temperature dependence of the strong field (Ho=81 
kGauss) data. This generalization would also require the development of 
interplane spin correlations to explain the 63Wlcf89Wlc ratio. 
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Figure 64. The ·solid curve is the dependence of 63Wlaf63Wlc on;,, /a, as is 
calculated in Appendix F. · 
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Figure 65. The 63(:u(2) relaxation-rate anisotropy ratio, 63Wtaf63Wtc, versus 
the .63Cu(2) to 170(2,3) relaxation rate ratio, 63Wtcf17Wtc. This plot is the 
result of the calculation presented in Appendix G. There are four curves with 
different powers of 7t for !3. The open circles along each curve occur every 
time the isotropic ;/a increases by 0.5 as it varies from 0 ~5 to 5.5. 
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A third explanation we considered for the data of Sections ~7f was an 
orbital relaxation mechanism. This idea, proposed by Millis, Monien, and 
Pines, is that there is an additional magnetic mechanism for nuclear spin-
lattice relaxation below Tc that is anisotropic and has a different temperature 
dependence from the electron spin induced relaxation rate.132 Since the 
relaxation is so fast in the .normal state, this orbital relaxation idea does not 
s.eem likely, but it cannot be ruled out. 
The fourth explanation is that the application of the magnetic field 
affects the relaxation rate ratios, above and beyond the field dependent 
~ 
Tc(Ho), which we are already taking into account. We have alrea~y shown 
that this is not the case in the region where 63Wlaj63Wlc drops sharply 
(0.8<T /Tc~l), but this does occur for low values ofT /Tc)5,16 
To summarize, we had tried several simple generalizations of 
X"aa(q,co,T<Tc), to explai~ our early data (Sections 7b-7f), but none of these 
potential explanations were completely satisfying. 
The recent Martindale et al. data (Section 7g) have changed this 
situation)5,16 J.P. Lu at lllinois18 and N. Bulut and D. Scalapino at Santa 
Barbara17 have independently proposed a novel explanation for the lowest 
field 63Wlaj63Wlc data. This explanation assumes that the one-component 
model for the normal state susceptibility is modified by a generalized BCS 
pairing theory below Tc. The complete BCS susceptibility expression is used 
in their calculations, which includes the pair creation and annihilation terms. 
They restrict their consideration to spin-singlet states, to be consistent with 
the Knight shift results . Both s-wave and d-wave orbital pairing states are 
considered, and they attempt to fit both 63Wla. and 63Wlaj63Wlc. In order to 
. get the temperature dependence of 63Wla.(T /T c) right, temperature 
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dependent energy level broadening is assumed. A unique feature of this 
system is that the 63Cu(2) nuclei couple to the Cu(2) electron spins with both 
an anisotropic on-site and an isotropic nearest neighbor transferred hyperfine 
coupling.97 As both groups show, this last point makes the ratio 
63WJa/~Wlc a ~ery sensitive probe of the q-dependence ~f the energy gap. 
They conclude that the sharp drop in 63WJaj63WJc we observed just below Tc 
reveals the importance of the BCS coherence factors and requires nodes in the 
gap (as in d-wave pairing) . 
In Figure 66, we plot our low field 63WJaj63WJc data along with the 
theoretical calculations. Lu's d-wave calculation for Ll(q,T)=Ll(T)(cos qx-cos 
qy), which assumed a Fermi liquid form for X"cxcx(q,ro), clearly explains the 
drop below T c' but fails to fit the low temperature increase.18 Both groups 
find that in order to fit the whole data set (O<T /Tc<l), they need to include an 
antiferromagnetic enhancement of x"cxcx(q,ro), as is required by the normal 
state data. The d-wave fits of Bulut and Scalapino17 as well as Lu and Pines19 
which include this enhancement are shown in the figure. ·These calculations 
strongly imply that YBa2Cu307 is a superconductor with a BCS spin-singlet 
pairing state and with nodes in the energy gap (e.g. orbital d-wave). 
The interesting feature· of the above calculations is that this anisotropy 
ratio 63WJaj63WJc could reveal nodes in the gap at temperatures very close 
to Tc. Typically, only the extremely low temperature data from such 
measurements as the Knight shift KS(T), the penetration depth A.(T), and the 
lower critical field Hcl (T) are considered probes of the presence of nodes in the 
gap. As we discuss in Martindale et al., the low temperature data from these 
experiments are often cited as evidence for s-wave pairing in YBa2Cu307.24 
However, we have already seen (Section 6f) that the Knight shift data favors-
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Figure 66. The open diamonds are the weak field 63Cu(2) 63W taf63W 1c data 
versus temperature shown in Figure 59. The dotted line is Lu's d-wave fit to 
the data assuming a Fermi liquid form for the normal state spin 
susceptibility.l8 The dashed line is the d-wave fit of Lu and Pinesl9 and the 
solid line is the d-wave fit of Bulut and Scalapinol7. These last two fits 
include an antiferromagnetic enhancement of the· normal state x"ac/q,co), as 
is required by the normal state data.16 · 
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wave pairing, but these data do not exclude from consideration higher even-1 
pairing states. In addition, analysis of the penetration depth measurements 
show that ~Aab-T2 at low temperatures, a result which is difficult to interpret 
as favoring either s-waveor d-wave pairing.J33 Measurements of I-fcJ(T) were 
fitted with an s-wave BCS calculation; however it is unclear whether ad-
wave fit is ruled out by the data.134 Thus the low temperature probes of 
nodes in the gap have not been able to answer clearly whether any nodes 
exist, so the orbital pairing state in YBa2Cu307 seems to be an open question.28 
Perhaps our recent experiments will help to resolve this dilemma. 
We now turn to a discussion of the low temperature field dep~ndence 
of 63W1c(T /Tc) observed by J. Martindale. The fact that 63W1c(Ho) is a linear 
function of Ho suggests that there is some contribution to the relaxation rate 
due to the normal cores of fluxoids . Prof. Slichter has suggested a mechanism 
for this effect which can explain the magnitude of this extra relaxation. For 
his explanation, the nuclei in a normal core would relax at the rate 
characteristic of the normal state at that temperature. The next step would be 
either a rapid spin-diffusion of magnetization towards the cores to . establish a 
common spin temperature, or the vortices move rapidly over all of nuclei 
establishing a common spin temperature. After this initial adjustment of the 
spin system, the magnetization relaxes with a common relaxation rate . . We 
have indeed observed at low temperatures in a magnetic field a very fast 
relaxation recovery right after the spin system is prepared, followed by a 
. much slower apparently single Wl relaxation recovery. It is not obvious that 
this behavior is consistent with either a spin-diffusion or a vortex motion 
model. 
There have been other observations of field dependent relaxation rates 
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in the superconducting state of Type TI BCS superconductors.46 The 
explanations for these experiments invoked thermally activated vortex 
fluctuations or spin-diffusion. The former explanation is expected to be a 
. very small effect compared to what we observe in this system. The latter 
explanation was refuted by an experiment of Genack a,nd Redfield, which 
demonstrated that spin-diffusion in the presence of a field gradient due to a 
fluxoid lattice was unlikely to continue for very long.135 There is no adequate 
explanation for field-dependent relaxation rates in the mixed state at the 
present time. 
There is an important implication of a field dependent 63Wla(Ho). 
Unless we understand the mechanism for this field dependence, it is probably 
safe to assume that there is also a field dependence of 17WJ and 89WJ, which 
may be quite different from 63Wl(Ho). Thus any conclusions about the 
intrinsic behavior of X"aa(q,ro) below Tc which are based on the the ratio of 
strong field Wl measurements (e.g. 63WJcf17Wlc)90,91 may need to be re-
examined. 
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Chapter 8. Conclusions 
Our measurements of the 63Cu Knight shift and 63Cu(2) relaxation rate 
below T c place important constraints on theoretical descriptions of the 
electronic spin system of YBa2Cu307. 
We have analyzed our data within the framework of a generalized BCS 
· pairing theory. Unfortunately, at the present time there are no detailed 
predictions of NMR results for the more exotic theories of superconductivity 
(e.g. anyons). 
Starting with the one-component model for the normal state electronic 
spin susceptibility in the Cu02 planes, we find that our Knight shift data are 
consistent with a spin-singlet pairing state. The temperature dependence for 
the Cu(l) and Cu(2) site Knight shift is slightly different. The energy gap for 
the Cu(2) site seems to have a temperature dependence consistent with strong 
coupling. The size of the energy gap depends sensitively on which orbital-
pairing state is assumed, but it is always larger than the weak coupling BCS 
gap. 
The sharp drop in the planar copper spin-lattice relaxation rate 
anisotropy just below T c has been interpreted as evidence for nodes in the 
spin-singlet pairing gap (e.g. orbital d-wave pairing). The absence of the_ 
Hebel-Slichter coherence peak is then explained by strong pair-breaking, but 
the presence of the coherei\ce factors is revealed in the behavior of 
63Wlaj63Wlc just below Tc. The low temperature behavior of 63Wlaj63Wlc 
has been interpreted as evidence for the persistence of antiferromagnetic 
correlations into the superconducting state. We have also observed a field 
. dependence in 63Wlc at low temperatures which implies that the relaxation 
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rates at these temperatures should be measured in the smallest fields possible. 
It is interesting to note that calculations by Monthoux et al.136 and 
Moriya et al.137 have shown that a generalized BCS pairing which is mediated 
by antiferromagnetic spin fluctuations would require spin-singlet, orbital d-
wave (or higher L) pairing states. 
The actual mechanism of High-Tc superconductivity in YBa2Cu307 is 
not yet known, but any potential explanation must be reconciled with the 
strong constraints our experiments place on the behavior of the electronic 
spin system below T c· 
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Appendix A. 17Q Enrichment 
As we saw in Figure 1, there are four different oxygen sites in 
YBa2Cu307, both in the planes (0(2,3)) and outside of them (0(1) and 0(4)). 
This fact makes the investigation of the NMR properties of the oxygen nuclei 
an appealing prospect. Unfortunately, there is only a single oxygen isotope 
with a nuclear magnetic moment (170), and its natural abundance is quite 
small ( 0.037 %). In order to study the oxygen sites in this material with 
NMR, it is necessary to isotopically enrich a sample with 170. 
We have successfully enriched a sample (Sample OX) with 17Q using a 
homemade exchange apparatus · and enrichment procedure. 
There were several constraints on our exchange apparatus design. The 
steep price and limited availability of 17Q gas restricted our gas supply to a few 
0.1 liter vials of 40% enriched oxygen. A successful exchange is believed to 
require taking the sample to elevated temperatures (-900 Celsius) for 
extended periods of time:87,88,89 The surface of YBa2Cu307 is known to react 
with many materials in these conditions.138 
After several preliminary attempts, we arrived at the final exchange 
apparatus design shown in Figure 61. Only a single 0.1 liter container of 
isotopically enriched gas is used in each exchange. This quantity of gas yields 
approximately one atmosphere of pressure in the exchange apparatus at 900 
Celsius. The gas circulator and the cold trap were included to reduce 
moisture and impurities in the gas near the sample. The platinum foil boat 
which supported the YBa2Cu307 powder pellet was the. least reactive surface 
we could find. In operation, only the quartz tubing was inserted in a furnace, 



















170 gas port 
gas flow 
~out 
(inserted in dry 












Figure 67. (Top): Schematic .top view of the homemade 170 enrichment apparatus. (Bottom): Side view of the 
pyrex cold trap and the Durand gas circulation pump. The sealed pump was constructed using copper metal. 
apparatus could be disassembled at the quartz/pyrex, the pyrex/ copper, and 
the copper I quartz joints. 
The temperature profile that Sample OX was subjected to during its 
enrichment is shown in Figure 68. The procedure started by placing 600 mg of 
loose YBa2Cu307 powder on the platinum boat. The apparatus was sealed, 
and placed in the furnace. During the first part of the procedure, denoted by 
Tl in the figure, the mechanical pump kept the apparatus evacuated. At the 
beginning of time period T2, the pumping was stopped and the 170-enriched 
gas was drawn into the apparatus by collecting it in the cold trap using liquid 
nitrogen . . The liquid nitrogen was then removed and the gas was free to 
circUlate in the chamber. At the beginning of time period T3, the 170-
enriched gas was drawn back into its container using liquid nitrogen. Then, 









Figure 68. The temperature profile versus time of some YBa2Cu307 powder 
during our 17Q enrichment procedure. This particular powder was used in 
Sample OX. During the time period Tl, the sample apparatus was evacuated 
by a mechanical pump. During the time period T2, the sample apparatus 
contained approximately one atmosphere of 40% 17Q enriched oxygen gas. 
During the time period T3, the apparatus was opened and the sample was 
recovered. 
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Appendix B. Diagonalizing the Static Nuclear Spin Hamiltonian 
In Chapter 3 the relevant nuclear spin Hamiltonian for the nuclei we 
· have studied in this material was introdu.ced in Equation (3-1). The energy 
levels of a given nucleus are determined by a magnetic dipolar (Zeeman) 
term and an electric quadrupolar term (wh~re we define the coordinate axes 
(x,y,z) to be the principal axes of the electric field gradient tensor): 
"' Yn " h [ ( "2 "2) ( ) (~ ~) J H =-- hla (1 + Kaa) Hoa + ( ) Vzz 3Iz- I + Vxx- Vyy lx -ly 
(B-1) 27t 2I 21-1 
The second term in this total Hamiltonian is only included for nuclei with 
spins 1>1/2 (e.g. 63Cu, 65Cu, and 170, but not 89Y). We consider in detail now 
the case of 63Cu to understand how the NMR or NQR transitions may be 
calculated. 
The 63Cu nucleus has 1=3/2. For the case of a strong magnetic field 
applied along the z-axis CHo II~), the appropriate nuclear spin Hamiltonian 
is: 
(B-2) 
In this expression, 63yn is the gyromagnetic ratio for the copper 63 isotope and 
h is Planck's constant. The z-component of the total magnetic shift tensor is 
63Kzz. The electric field gradient tensor 63vaa (measured in MHz) is defined 
in terms of the electric potential at the nucleus, V, as: 
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(B-3) (where a.=x,y,z). 
In this expression, e is the charge of an electron and 63Q is the electric 
quadrupole momei)t of the copper 63 isotope. Since we have chosen the axes 
(x,y,z) to coincide with the principal axes of the electric field gradient tensor, 
63yap = 0 for a"#~· Now we have defined all of the terms in our 
Hamiltonian, and we can proceed with our analysis. 
Our goal is straightforward. We wish to solve for the eigenvalues of 
Equation (B-2), since the magnetic transitions between the corresponding 
eigenstates give rise to our observed NMR (and NQR) signals. We can 
proceed with a perturbation theory approach or an analytic approach. We 
will consider the former first. 
When the applied magnetic field is large (e.g. Ho=81 kGauss), the 
Zeeman term dominates our Hamiltonian. In this case, the electric 
quadrupole term may be treated as a perturbation. If we ignore the 
perturbation, the eigenstates of the Hamiltonian are the eigenstates of the 
" operator I z, and they may be labeled by the eigenvalue of this operator: mz 
(mz = -3/2,-1/2, +1/2, +3/2). We define the frequency Yo to be: 
(B-4) Yo = 63yn (1 + 63Kzz) Ho. 
21t 
We can see in Figure 69 that the Zeeman Hamiltonian alone yields three 
magnetic transitions all occurring at frequency Y0 • The inclusion of the 
quadrupole term as a perturbation modifies this result. The first and second 
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Figure. 69. The allowed NMR transitions for the case of a spin-3/2 nucleus in a strong magnetic field applied 
along the z-axis. By treating the quadrupolar interaction as a perturbation to the dominant Zeeman 
interaction, we see the effect on the transitions to second order. 
are now three distinct resonance frequencies, which are conventionally 
referred to as the lower satellite transition (Yiower = Y0 - Yzz), the central 
(y - Y )2 · 
transition (Ycentral =Yo+ xx12v~ ), and the upper satellite transition (Yupper 
=Yo+ Yzz). We have dropped the superscript referring to the isotope for 
brevity. This result gives the flavor of the result for the· 170 ·nucleus, 
although since the oxygen is spin-5/2, there is one central transition and four 
satellites. The result for the 89y nucleus (spin-1/2, so no quadrupole term) is 
much simpler, since there is only a single transition. - . 
We have also diagonalized Equation (B-2) analytically, solving for the 
exact values of the allowed transition frequencies. We used matrix notation 
" assuming the basis set of the operator I z· For this assumption, an arbitrary 
state\!'(\!'= a 1-3/2> + b 1-1/2> + c I +1/2> + d I +3/2>) may be written in the 
matrix notation as: 
a · 
b 
(B-5) \!' = 
c 
d 
This choice of a basis set makes the Hamiltonian matrix fairly easy to 
diagonalize. Our eigenvalue problem: 
A 
(B-6) Hmn \!' = E \!', 
may be written in the matrix notation as: 
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3 . 1 h 
2hY0 + 2hYzz 0 -{i(Yxx -Yyy) 0 
2 3 
1 1 h 
0 2hYo- 2hYzz 0 -{3 (Yxx- Yyy) 
2 3 
(B-7) 
h 1 1 
-{3 ( Yxx- Yyy) 0 - 2hYo- 2hYzz 0 
2 3 
h 3 1 
0 -{3 ( Yxx - Yyy) 0 - 2hY0 + 2hYzz 
2 3 
= E 
When this eigenvalue problem is solved, it is convenient to define the 
quantity y{±}: 
(B-8) y{±} = 2 (Yzz)2 (Yxx - Yyy)2 Yo + 2 ±YzzYo + 
2
-{3 · 





Y}ower = Yo - y{+} + y{-}; 
Ycentral = -Yo + y{ +} + y{-}; 







Equation (B-9b) was used in our Knight shift experiment to determine the 
value of the Knight shift at each temperature. 
Finally, we consider the interesting case of a Nuclear Quadrupole 
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Resonance (NQR) experiment. In the absence of an applied field Ho, the total 
nuclear spin Hamiltonian for the copper (spin-3/2) is just: 
(B-10) 
This Hamiltonian has two doubly degenerate eigenstates (which in general 
are quite different from the strong field eigensttites), and the frequency 
separation between these eigenstates gives the NQR absorption frequency, VQ: 
(B-11) VQ = " Vzz + -{3 ~ ( ) 2 (Vxx -VyyJ2 
For the planar copper atom (Cu(2)), the electric field gradient tensor is 
axially symmetric about the £-<~ -) axis. This statement means that Vxx = Vyy. 
1\ 
In this simple case, the Hamiltonian is directly proportional to I z2. Thus, 
1\ 
written in the basis set of I z, 1-3/2> and I +3/2> are the first- pair of degenerate 
eigenstates, and 1-1/2> and I +1/2> are the second pair of degenerate 
eigenstates. The splitting between these two levels is given by the NQR 
resonance frequency. We see from Equation (B-10) that this frequency is just 
VQ = Vzz (i.e. 31.5 MHz). 
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Appendix C. Solving the Normal Modes Problem for the Relaxation Rates 
We consider the following problem. The static nuclear spin 
Hamiltonian has been solved; giving rise to several eigenstates and 
eigenvalues. The equilibrium population of each eigenstate is given by the 
Boltzmann factor. At time t=O, we perturb the populations of some of the 
levels. We wish to solve for the time-dependent recovery to equilibrium of 
the nuclear spin system. For the case of 1=1 /2, this recovery is exponential, 
but for spins greater than 1/2, the time-dependent recovery is often multi-
exponential. 
In order to see how this general problem may be solved, we consider a · 
specific example. The eigenvalues of a spin-3/2 nucleus (e.g. 63Cu or 65Cu) in 
. " the presence strong magnetic field applied along the z-axis are essentially the 
" eigenvalues of the lz operator, provided the quadrupole perturbation is small. 
We treat the case of magnetic relaxation, which has been shown to be the 
mechanism for relaxation in YBa2Cu307. This means that transitions 
between the various eigenstates are induced by the fluctuating magnetic fields 
present at the nucleus. For YBa2Cu307, the Cu++ electronic spins are believed 
to be the source of these fluctuating magnetic fields . We further assume that 
the correlation time for these fluctuating magnetic fields (t0 ) is very short 
compared to the time scale of the NMR resonance frequency (v0 ) , so that 
v0 t 0 «1. This condition has been shown to be satisfied in YBa2Cu307.43 
The assumptions listed above yield the sitUation depicted in Figure 70. 
" " The eigenstates are the basis set of lz, so magnetic transitions (induced by hxlx 
" and hyly) are only allowed between neighboring states. For example, the time 
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Figure 70. The allowed transitions induced by fluctuating magnetic fields in the short correlation time limit 
for the case of a spin-3/2 nucleus in a strong magnetic field applied along the z-axis. The primary effect of 
including a small quadrupole perturbation is that VJower *- Vcentral c~:- Vupper· The fundamental rate is the same 
. A A 
(W1) for the upper and lower satellite transitions because 1<-3/21 r 1-1/2>12= 1<+1/21 r 1+3/2>12oc W1 . 
We can cast the problem in a useful way by writing Equation (C-1) at thermal 
equilibrium: 
dN-1!2. -
(C-2) dt 6:1 = 0 = + (W1J,) N-3~- (W1 i + W2J,) N-1~ + (W2i) N+1t2.~· 
We define the deviation from thermal equilibrium population of level a to 
be na = Na- Na,eq· Subtracting Equation (C-2) from Equation (C-1), we obtain 
the expression for the time dependence of the deviations from thermal 
equilibrium: 
dn_112 
(C-3) dt = + (WtJ,) n_312 ~ (Wti + W2J,) n_112 + (W2i) n+1/2. 
We can follow the same procedure for the populations of-the other 
eigenstates, and we end up with four coupled linear equations. 
These equations can be expressed concisely using matrix notation, 




In this notation, the four coupled linear equations giving the time 
dependence of the deviations from thermal equilibrium for each energy level 
may be written as: 
- Wt Wt 0 0 
d'P Wt - (wt + w2) w2 0 
(C-5) dt - '¥ = M'P. 
0 w2 -(W1+W2) Wt 
0 0 Wt - Wt 
For the temperatures of interest (T » 10 mK), we can set WJ, = Wj. This 
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leading order approximation is justified since our assumption that the 
equilibrium population of each level is given by the Boltzmann factor 
implicitly includes the small difference between these rates (W J-,Wj). 
We solve this problem by finding the normal modes of relaxation. In 
other words, we find the eigenvectors and eigenvalues of our matrix M. 
These eigenvectors (<j>o) and eigenvalues O.a) are defined by the equations: 
(C-6) (where a=1 .. 4). 
The benefit of this approach is that the state'¥ may be expressed at any 
arbitrary time in terms of these eigenvectors as: 
(C~7) 'P(t) = L Ca(t) <l>a· 
(l 
Before solving for the eigenvectors (<l>a) of M, we make use of the fact that 
our relaxation is magnetic and we are in the short correlation time limit. In 
this case, we know that: 
" 
(C-8) 
W1 k-3/21 I- 1-1/2>12 3 
w2 = 1<-1121 1- 1+1/2>12 = 4. 
We can now solve for the eigenvalues of matrix M in terms of a single 
parameter, W1. When we do this, we obtain the following eigenvalues and 
eigenvectors: 
(C-9) A.1 = 0 A.2 = -2W1 A3 = -2WJ/3 A4 = -4W1 
1 1 
3 1 -- --- - 2-{5 2...[5 2 2 
1 1 1 -- 3 --- -
2-{5 2-{5 2 2 
(C-10) <1>1 = 1 <1>2 = 1 <1>3 = 1 <1>4 = 3 
- - -- --2 2 2-.JS 2-.JS 
1 1 3 1 - -
2 2 -- --
2-{5 2-.JS 
We are now ready to solve for the time dependence of the deviation 
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from the thermal equilibrium population of each level. Substituting 
Equations (C-6) and (C-7) into Equation (C-5), we find that: 
d'P(t) ~ (dca(t)) ~ "" ( ) Cit= £....J dt <l>a = L.J ca(t) M <l>a = £..J Aa ca(t) <l>a . 
a a . a . 
(C-11) 
This equation yields the time evolution of the various coefficients: 
(C-12) 
· Now our problem is completely determined once we have the initial 
condition of the system. 
We are now ready to look at some specific examples. We perturb the 
equilibrium populations at t=O, and let the system evolve back to its 
equilibrium configuration. In our notation, 
0 
0 
(C-13) 'Peq = 'P(t = oo) = O 
0 
If we apply a 180° (or 7t) pulse to the central transition, we invert the 
populations of the 1-1/2> and I +1/2> levels. This situation is experimentally 
attainable when the quadrupole interaction makes the upper and lower 
satellite frequencies sufficiently different. For example, the 63Cu(2), Ho II 
1\ 1\ 
z(or c) central transition occurs at -90 MHz for an 80 kGauss field, while the 
upper and lower satellite frequencies are -120 MHz and -60 MHz, 
respectively. Thus, when we invert the central transition's magnetization 
with a 1t pulse, the initial condition of the system is then: 






The coefficients which describe this initial condition may be found by 






-1 = -rs· 
0 
In this way we find that the initial values of our coefficients are: 
1 -3 
(C-17) c1(0)= 0, c2(0)= 0, c3(0)= -{5' c4(0)= -{5 . 
The state of the system at all times after the initial1t pulse has been applied to 







1 2-{5 e-2W1t/3 ( ~) 
2-{5 






Experimentally, we sample the size of central transition's magnetization 
1\ 
along the z-axis (M(t)) at several different times following the application of 
the inversion pulse. One of those times is very long compared to the 
equilibration time of the system, and we take this magnetization to be the 
equilibrium magnetization (M(oo)). The quantity we typically plot is: 
(C-19) 
180 . 
Using Equation (C-18), we s~e that the time dependence of this quantity is 
given by: 
(C-20) M(t)- M(oo) oc (0.1) e-2WJt/3 + (0.9) e-4WJt. 
This equation shows that the relaxation recovery of the central transition's 
magnetization is multi-exponential following the application of an inversion 
pulse to only this transition. This form has been confirmed experimentally to 
describe the magnetization recovery of the copper nuclei in YBa2Cu307.43 
Another interesting experiment is the application of a 1t pulse to a 
satellite line (e.g. the upper satellite) . In this case, the initial condition of the 
system is given by: 





We can proceed with the same analysis outlined above, and we determine 
that the recovery of the upper satellite transition's magnetization is given by: 
(C-22) M(t) _ M(oo) oc (0.5) e-2WI t + (0.1) e-2W1 t/3 + (0.4) e-4WI t . 
For the Cu(2) site in YBa2Cu307, the electric field gradient tensor is 
A . 
axially symmetric about the z-axis, so the eigenstates of the nuclear spin 
Hamiltonian in the absence of a magnetic field are just the same as the 
A 
eigenstates in th~ presence of a strong magnetic field along the z-axis. This 
situation (relevant .for a nuclear quadrupole resonance experiment) was 
discussed at the end of Appendix B. We can therefore apply the above 
formalism to the problem of determining the NQR relaxation recovery 
behavior of the Cu(2) site. The c,tpplication of a 1t pulse to the NQR absorption 
line inverts the populations of the 1-3/2> and 1-1/2> levels, while 
simultaneously inverting the populations of the I +3/2> and I +1/2> levels. 
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The initial condition of the system is then given by: 
+1 




This is directly proportional to eigenvector <1>2, so we know immediately that 
the Cu(2) NQR spin-lattice relaxation recovery is given by the single 
exponential: 
(C-24) M(t)- M(oo) oc e-2WJt . 
So, for the Cu(2) in a single sample of YBa2Cu307, we may measure at 
one temperature in the normal state the relaxation recovery curve of several 
diffe:rent transitions using an inversion recovery sequence. The time 
dependence of the data will be drastically different depending on whether we 
are measuring the NMR central transition, the NMR upper satellite 
transition, or the NQR transition (where the data M(t) - M(oo) will be fit by 
Equation (C-20), (C-22), or (C-24), respectively). Nevertheless, the values of 
the spin-lattice relaxation rate W1 obtained by fitting each data set with its 
appropriate theoretical curve are all the same within experimental error for 
T>Tc. This result has been confirmed by several groups.43,82 The effect of 
strong magnetic fields on the superconducting state introduces complications, 
as .we discuss in Chapter 7, and. the NMR and NQR relaxation rates measured 
at the same temperature are no longer identical for T<Tc. · 
In this appendix, we have assumed that the strong field was along the 
1\ 
z-axis, so that transitions are induced by the fluctuating magnetic fields hx and 
hy. In general, these fluctuating magnetic fields may be anisotropic, so we 
need to keep track of the direction of the applied field relative to the 
crystalline axes. Therefore the spin-lattice relaxation rate measured with a 
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. . ~ ~ 
strong magnetic field applied along the c -axis (a :-axis) will be referred to as 
W1c (W1a). 
A general formula for the nuclear spin-lattice relaxation rate is given 
in Equations (3-10) and (7-1). For the copper nuclei, this general formula is 
related to the W1 (e.g. W1c) discussed above by the relationship: 
(C-25) 63( 1 \ 2 T1 )c = 3 W1c. 
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Appendix D. Numerical Diagonalization and Relaxation Rates 
We have seen in Appendix Band C that there are both perturbation 
theory and exact analytic approaches available to solve for the allowed NMR 
transition frequencies and for the time dependence of the corresponding 
relaxation recovery curves. However, we have only treated the case of a 
magnetic field applied along a principal axis of the electric field gradient 
tensor, in the limit that either the Zeeman term or the electric quadrupolar 
term, but not both, dominates the nuclear spin Hamiltonian. Experimentally, 
it is not always possible (or desirable) to work in the above limit. As a result, 
the actual eigenstates of the complete nuclear spin Hamiltonian can be quite 
different from the strong field eigenstates, and the previous approaches used 
to determine the allowed NMR transition frequencies and the time 
dependence of the corresponding relaxation recovery curves fail to be useful. 
We can solve the most general problem numerically using a computer. 
Consider once again the specific case of the total nuclear spin Hamiltonian for 
the copper nucleus (spin-3/2): 
(D-1) H =- h Yn L HoaO+KaaH: + ~Vzz (~z2_~2)+( Vxx -vyy)(~i-~l)J. 
27t a=x,y,z . . 
It is convenient to rewrite this expression using the conventional definition 
of the spherical coordinate angles 8,<!> relative to the x,y,z (= a,b,c) axes. The 
components of the magnetic field Ho along the principal axes are: 
(D-2) Hox = Ho cos(<!>) sin(S), HOy= Ho sin(<!>) sin(S), Hoz = Ho cos(S). 
We will again employ matrix notation to find the eigenstates and eigenvalues 
" of this Hamiltonian, choosing as our basis set the eigenstates of the Iz 
operator. For this assumption, an arbitrary state 'P ('¥;,a 1-3/2> + b 1-1/2> + 
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c I +1/2> + d I +3/2>) may be written in the matrix notation as: 
a 
b 
(D-3) '¥ = 
c 
d 
We define the frequency v0 = Yn Ho (note that this definition is different from 
. . 2x 
the definition used in Equation (A-4) of Appendix B, since we are not 
including the magnetic shift yet) . Our eigenvalue problem may now be 
written as: 
1\ . 
(D-4) Hmn '¥ = E '¥, 
1\ 
where Hmn is the Hamiltonian matrix in our chosen basis. The matrix 
1\ 
elements of Hmn are straightforward to compute. The four (4 X 1) columns 
1\ 
which make up Hmn (from left to right) are listed below: 
(D-Sa) 
1\ 
First column of Hmn = 
-fhvo { (1 + Kxxkos(<j>)sin(S) - i (1 + Kyy)sin(<j>)sin(S)} 
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h . 





Second column of Hmn = 
-"fhv0 { (1 + Kxxkos(<!>)sin(S) + i (1 + Kyy)sin(<!>)sin(8)} 
1 . 1 
2hvo (1 + Kzz}cos(e)~ 2hVzz 
-hv0 { (1 + Kxxkos(<!>)sin(S) - i (1 + Kyy)sin(<!>)sin(8)} 
h 
_ r;:;- ( Vxx - Vyy) 
2"3 
1\ 
(D-Sc) Third column of Hmn = 
(D-Sd) 
h . 
_ r;:;- ( Yxx - Vyy) 
2"3 
-hv0 { (1 + Kxxkos(<!>)sin(S) + i (1 + Kyy)sin(<!>)sin(8)} 
1 1 
- 2hv0 (1 + Kzz}cos(8)- 2hVzz 
-"fhvo{ (1 + Kxxkos(<!>)sin(S)- i (1 + Kyy)sin(<!>)sin(S)} 
1\ 
Fourth column of H mn = 
0 
h 
_ r;:;- ( Vxx - Vyy) 
2"3 
-"fhvo { (1 + Kxxkos(<!>)sin(S) + i (1 + Kyy)sin(<!>)sin(S)} 
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We have used the conventional notation, i=~. 
In order to determine the eigenstates of the nuclear spin Hamiltonian, 
we need to solve the eigenvalue problem given in Equation (D-4). We see 
from equation (D-5) that an analytic solution is qUite daunting for the general 
case. However, for a specific case, we know the values of 8, c!>( v0 , KaCll and 
1\ . 
Vaa, and we can evaluate all of the matrix elements of Hmn numerically~ We 
now have a (4 X 4) Hermetian matrix with complex numbers for elements. 
The eigenvalue equation may now be solved using standard numerical 
techniques. We used the method of Jacobi transformations described in 
Chapter 11 of Numerical Recipes in Pascai.139 We dealt with the problem of 
complex numbers by the method given in Section 11.4 of the same book.139 
The (4 X 4) complex eigenvalue problem (Equation (D-4)), written so that we 
emphasize the r;al and im~inary parts: . 
(D-6) (Hmn,real + i Hmn,imag.) (qsreal + i qsimag) = E (qsreal + i qsimag), 
is the same as the (8 X 8) problem involving just real numbers: 
1\ 1\ . 
(D-7) ( ~mn,~eal - ~mn,imag. ) ( qs real J = E ( qs real J. 
mn,tmag. mn,real qsimag. qsimag. 
The one irritating side effect of doubling each dimension of the matrix (in 
order for the computer to handle the complex numbers) is that each 
eigenvalue of (D-7) is at least two-fold degenerate. If eigenvector ( qs ~eal J 
qstmag. 
has eigenvalue E, then so does eigenvector (- qsimag. J. These two 
qs real 
eigenvectors are just qs and i(qs) , We only· need to keep one eigenvector out 
of each of these pairs (i.e. 4 out of 8) to describe the four eigenstates of the total 
nuclear spin Hamiltonian. 
Once we have the four eigenstates (qst .. . qs 4) and the associated 
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eigenvalues (Ei ... E4), we can find all of the possible NMR (or NQR) 
transitions induced by an applied alternating field CHi). This involves 
~ 1\ 
evaluating matrix elements such as I <'Ptl Hl• I I '¥2> 12. If this matrix 
element is non-zero, then there is an observable transition at frequency 
I Et- E2l /h, which has an intensity proportional to the size of the matrix 
element. The remaining allowed transitions may be found in the same way, 
by .systematically stepping through all of the pairs of eigenstates. 
At this point, our computer program is specialized to accomplish a 
specific task. When we are studying a uniaxially aligned powder sample, the 
observed lineshapes are restricted powder patterns (the c-axis of each 
crystallite is parallel to the c-axis of every other crystallite, but the a-axis of 
each crystallite is randomly oriented with respect to the a-axis of every other 
crystallite). We can calculate all of the allowed transitions that occur in such a 
sample by iterating through_ the above procedure, stepping systematically 
through all of the values of e and$ that describe the experimental situation, 
and summing up all of the matrix elements at each frequency. 
The totallineshape due to both copper isotopes and both copper sites 
may also be calculated. This is done by iterating through the above procedure, 
stepping systematically through the values of v0 , Ka(l! and Va(l! appropriate 
for each site and isotope, and summing up all of the matrix elements at each 
frequency. The Pascal program which accomplishes this for the copper sites 
in YBa2Cu307 is called KalE;?idaPowderPattern.main. 
We can also extend the above results to calculate the relaxation 
recovery behavior of any given transition. These numerical techniques were 
required for our weak field (4.5 kGauss) measurement of 63W1a. For this 
application, we solve for the eigenstates ('Pr ··· 'P 4) and the associated 
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eigenvalues (E} ... ~)for a particular set of the parameters e, cj>, Vo, Ka<ll and 
Vaa· Then we calculate the intensity and frequency of the observable 
transitions as we described above. 
The next step is · to solve the normal modes problem, following the 
procedure given in Appendix C. Even though the relaxation mechanism is 
magnetic, the general normal modes problem can be quite complicated. This 
is because the exact eigenstates of the total nuclear spin Hamiltonian are 
" linear combinations of the sttong field ( I z) eigenstates, and so transitions (in 
general) are possible between each pair of these eigenstates. Thus to find the 
normal modes of the system, we need to solve another complicated 
eigenvalue problem: 
(D-8) 
Wn W12 W13 W14 
W21 W22 W23 W24 
W31 W32 W33 W34 
W41 W42 W43 W44 
(where u=1. . .4) 
where we have used the exact eigenstates of the total nuclear spin 
Hamiltonian ('¥ 1 ... '¥ 4) as our basis set for the matrix. This problem looks 
much more difficult than the strong field case shown in Equation (C-5), but 
the computer can handle it. We now need to evaluate each of the above 
matrix elements,· such as: 
" " " (D-9) w12 oc I <'¥}1 hxl X+ hyl y + hzlz I '¥2> 12. 
The fluctuating magnetic field components (ha) are in general anisotropic. 
We can determine the ratios hl/hx2 and hz2fhx2 using our knowledge of the 
strong magnetic field relaxation · rate tensor, since each element of that tensor 
is given by: 
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(D-10) 
where i,j,k = x,y,z (=a,b,c) and cyclic permutations . 
Thus, given the strong field relaxation rate tensor, we can evaluate 
matrix elements like Equation (D-9), plug them into the eigenvalue problem 
(D-8), and solve for the normal modes of relaxation (Cl>u) and the associated 
fundamental rates (Au). To determine the time dependence of the relaxation 
recovery of any given transition, we proceed as we did in Appendix C, by 
determining the initial condition of the system, and solving for the time 
dependent coefficients, cu(O). The time-dependent deviation from the 
. thermal equilibrium population of any given eigenstate of the total nuclear 
spin Hamiltonian is obtained by looking at the appropriate row in the 
equation: 
(D-11) 'P(t) = L Cu(O) <!>u eA.ut. 
u 
We are thus able to fit our M(t) - M(oo) data taken on any given transition for 
an arbitrary experimental set-up using Equation (D-11) . However, we recall 
that the cu(O), <J>u, and Au appearing in Equation (D-11) were obtained using 
the strong field relaxation rate tensor in Equation (D-10). Each of these 
parameters could in general change if a different strong field relaxation rate 
tensor was inserted into Equation (D-10). 
We will illustrate this dependence of the relaxation recovery 
expression on the strong field rates with a specific example. In a strong field 
Ho.l~, there is only one observable resonance for the Cu(2) site, so W1a = 
W1b. For the case of the Cu(2), Ho.l~, weak field (4.5 kGauss) relaxation rate 
measurement described in Chapter 7, the conditions are such that the normal 
modes of relaxation are functions of the strong field relaxation rate anisotropy 
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ratio ($u = Fu(W1a/W1c)). The associated fundamental relaxation rates are 
functions of both W1a and W1c (Au= Lu(W1a/W1c, W1c)). We used these 
facts to determine the strong field anisotropy ratio (W1a/W1c) in the weakest 
magnetic fields possible. We were able to do this by iterating through the 
above determination of $u and Au using a wide range of strong field ratios 
(Wla/W1c). The Pascal computer program which carried out this task is 
called Powder Pattern. main. 
The dependence of these quantities on W1a/W1c was then 
approximated by fitting the resulting functions with a polynomial (fourth 
order for $u, second order for Au) . These interpolation formulas 
(Fu(W1a/W1c) and Lu(W1a/W1c, W1c)) were then plugged into Equation (D-
11). The value of W1c was taken from the NQR experiment at the same 
temperature, and the remaining free parameters (W1a/W1c and the 
magnitude of the inverted magnetiztion) were adjusted by the method of 
least squares to fit the magnetization recovery data. Dr. C. A. Klug's Pascal 
computer program which fit the low field data is called T1 Least Squares.Pas. 
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Appendix E. The Form of X"o.o.<q,ro) Proposed by Millis, Monien, and Pines 
The antiferromagnetic-Fermi-liquid theory of Millis, Monien, and 
Pines (MMP) is an attempt to reconcile all of the anomalous normal state 
NMR resu~ts using a one-component model for the spin-susceptibility of the 
Cu02 planes. This phenomenological theory has been quite successful in 
· quantitatively fitting the data for YBa2Cu307.4 With some modifications, 
their model has been used to fit the data for YBa2Cu306.63 and 
LaLssSro.1sCu04 as well.l31,140 We have attempted to extend their model to 
fit our superconducting state 63W1a.f63Wlc data quantitatively, inspired by 
the success of their model in describing the normal state data. The MMP 
description is not the only description of the normal state NMR data, but it 
was the model which was easiest for us to modify in an attempt to fit our 
superconducting state data quantitatively. 
The MMP theory starts by assuming that there is one spin (5=1 /2) per 
Cu02 unit in the two-dimensional planes, which primarily resides on the 
Cu(2) site. The Mila-Rice hyperfine Hamiltonian: 
(E-1) L 63Ji,o. Ao.o. Si,o. + L 63Ji,o. B Sj,o. + L 17Ii,o. C Sm,o. + L 89Ii,o. D Sn,o., 
i,o. i,j,o. i,m,o. i,n,o. 
(where a= (~,b,~) = (~,y,~)) is taken to be the correct expression for the 
coupling of each planar nucleus to the electronic spin degree of freedom. The 
on-site hyperfine coupling tensor for the Cu(2) is anisotropic, with Ace =A 1 1 
and Aaa=Abb=A_i. The other three hyperfine couplings (B, C, and D) are 
assumed to be isotropic. The transferred hyperfine coupling term for the 
Cu(2) involves the sum over the four nearest neighbor Cu(2) sites (j) in the 
same Cu02 plane. The transferred hyperfine coupling term for the 0(2,3) 
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involves the sum over the two nearest neighbor Cu(2) sites (m) in the same 
Cu02 plane. The transferred hyperfine coupling term for theY involves the 
sum over the four nearest neighbor Cu(2) sites in the Cu02 plane below and 
the four nearest neighbor Cu(2) sites in the Cu02 plane above (n) . 
· The nuclear ~pin-lattice relaxation rates of the planar nuclei arising 
from rapid fluctuations of the electronic spin-degree of freedom may now be 
calculated using Equation (7-1). The q-dependent hyperfine form factors 
required in this expression follow from the assumed real-space hyperfine 
Hamiltonian (Equation (E-1)). Therefore the spin-lattice relaxation rates of 
the various nuclei are: 
(E-2a) 63W1c = 
6
; ~i.:'o L ([ A..L- 2B{cos(qxa) + cos(qya>}] 2 8..L(q,c.o) 
8~~h q . 
+ [ A..L- 2B { cos(qxa) + cos(qya)}] 
2 
8 ..L (q,c.o)), 
(E-2b) 63W1a = . 
6
; ~i_:' 0 L ([ A11 - 2B{ cos(qxa) + cos(qya)}] 2 8u(q,c.o) 
8~~h q 
+ [ A.1- 2B{ cos(qxa) + cos(qya)}] 
2 
8 ..L(q,c.o)} 
(E-2c) 17Wtc ; 
6
; =i~o L, ([ 2C1.2 {1- cos(qxa) }] 81.(-q,ro) 
8~~h q 
+ [ 2C..L2 {1- cos(qxa) J] 8..L(q,c.o)} 
(E-2d) 89W1c = 
6
; ~i_:' 0 L,([ 16D ..L 2 { (1 - cos(qxa))(l - cos(qya))}] 
8~~h q 
X ( cos2(q~a)) 8 ..L (q,c.o) 
+ [ 16D ..L 2 { (1 - cos(qxa))(l - cos(qya))}] 
X ( cos2(q~a)) 8 ..L(q,c.o)) . 
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In the above expressions, a is the lattice spacing between nearest neighbor 
copper sites in the same plane, as well as in adjacent planes. SaCq,ro) is the 
electronic dynamical structure factor, which in the limit of low frequency is 




8aCq,ro) = . hro x"aaCq,ro) . 
The discussion to this point is not unique to the MMP theory. The 
distinguishing feature of the ·MMP model is the proposed form for the 
electronic spin susceptibility:4 
. 1tXoaro ( (~a/ a)4 ) 
(E-4) . X"aaCq,ro-70) = r 1 +~a (1 + ~a2q2)2 · 
The first term inside the large brackets represents a quasiparticle-like 
contribution, and the second term is due to the short wavelength 
antiferromagnetic correlations. The second term is arrived at using a mean-
field approach, and the first term is included to compensate for the 
shortcomings of this approach. x"aaCq,ro-70) is taken to be independent of qz. 
Xoa is the uniform static susceptibility, and q is measured from the zone 
~ 
boundary: Q = (1t/a,1t/a). r is the characteristic spin fluctuation energy for the 
quasiparticle part, and ~a measures the relative strength of the 
antiferromagnetic paramagnon contribution to the static spin susceptibility. 
~a is the antifen:omagnetic correlation length, which is assumed to contain 
all of the normal state temperature dependence of x"aa<Cf,ro-70) for the 
YBa2Cu307 material. The temperature dependence which MMP proposed for 
this quantity is: 
(E-5) (~a(T) 'f = (~a(T=O) 'f I Tx I a ) a ) Tx + T ' 
with Tx - 120 K. 
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We can calculate the numerical values of the spin-lattice relaxation 
rates by substituting equations (E-3) through (E-5) into (E-2) and evaluating 
the integrals. In the original MMP papers, the method of moments was used 
to evaluate the integrals in order to determine which terms were dominating 
the relaxation rates. MMP define the follo~ng fotir moments of S a(q,ro): 
(E-6a) San = ( 
2
:) J d2q &aC<[,ro) , 
(E-6b) $ al = ( 
2
:) J d2q [ 1 - ~ {cos( qxa) + cos( qya)} Js aC<f ,ro) , 
(E-6c) $ a2 = (
2
: f ~ f d2q [ 1 - ~ {cos(qxa) + cos(qya)} r Ga(<j,ro) , 
(E-6d) $ a3 = ( 
2
:) J d2q{ 1 - cos( qxa) }{ 1 - cos( qya) }& a<<i ,ro) . 
Substituting in the proposed form for Sa(q,ro), they evaluate the integrals and 
drop terms of order (a/~) and higher, obtaining: 
(E-7a) S = 27t
2 
Xoa kaT [ 1 +~a (~~a'f_ (_.!__ + _1 )]] 
ao hr 7t2 4l a ) 81t 47t2 ' 
(E-7b) . 21t
2 
Xoa kaT [ · ~a (1t (~a) ) ] . Sal= hr 1 + 1t2 gln a + 0.1703 I 
(E-7c) S = oa 1 ~ (o 2522) 21t
2 X kaT [ . r:t ] 
a2 hr + 1t2 . . , 
(E-7d) . $a3 = 21t2 X:; kBT [ 1 + ~~ (0.1986)]. 
Equations (E-2) can be rewritten using the moments defined in Equations (E-
6), for example: 
(E-8) 63W1c= 
6
; ( SJ.o (AJ.- 4B)2 + 81.1 (AJ.- 4B)8B + SJ2 (20B2) ). 
4j.1~ h . 
We can now rewrite the relaxation rate formulas such as Equation (E-8), using 
the approximate values for the moments given in Equations (E-7). MMP, 
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guided by their analysis of the NMR data, use for their hyperfine coupling 
constants A11 = - 4B and A.1/ 4B = 0.21. MMP successfully fit the normal state 
data assuming that x"aaCq,ro~O) is an isotropic tensor, so that X"aa = X"bb = 
X"cc =X"· Thus they drop all of the a subscripts in Equation (E-3) and all 
subsequent formulas. · We will keep the subscripts on ~a~T) in the formulas 
below since the purpose of Appendix F is to calculate the effect of an 
· · ~a(T) h C (2) 1 · · · Th amsotrop1c - - on t e u re axat10n rate an1sotropy ratio. e 
phenomenological forms which MMP propose for the various relaxation 
rates are: · 
(E-9a) 63Wlc= s:r:2 B2 kB T(~ 1 0.294+ : 2 ( 0.49(~.L r- 0.62 ln(~.L }0.0125)), 
The remaining free parameters may be adjusted to fit the normal state data 
quantitatively. The optimal fit to the normal state data in YBa2Cu307 was 
. . ~a(T=lOO K) 
obtamed when Tx-120 K, ~ = 7t2, and a = 2.7. 
These formulas contain all of the characteristics necessary to explain 
the normal state data in YBa2Cu307. The Cu(2) rates are dominated by the 
196 
term proportional to (~"~T)r so recalling the temperature dependence of 
this quantity (Equation (E-5)), we expect that the 63W1a are almost 
independent of temperature for T»Tx. On the other hand, the 0(2,3) andY 
. relaxation rates are only weakly dependent on (~"~T)), so they should be · 
Korringa-like, that is Wl oc T, but with some enhancement over the Korringa 
slope. 
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Appendix F. Calculation of 63Wtaf63Wtc Assuming an Anisotropic 't;,a./a 
The MMP theory as we have described it in the last appendix was 
d.esigned to fit the normal state data in YBa2Cu307 quantitatively.4 This 
model was not intended to explain ·the superconducting state data. 
Nevertheless, Hammel et al. 's report90,91 that the relaxation rate ratio 
63W1cj17W1c was constant below T-120 K strongly suggested that the MMP 
picture could be simply extended below Tc.4 To see why, we write down the 
MMP expression for this ratio, using Equations (E-9) from the last appendix: 
0.294+ :2 ( 0.49(S: r- 0.62ln(S..L }o.0125) 
63W1c {8 B2} (F-1) 17W1c= C2 -"---------------~ 
( 1 + : 2 (o.39ln(S..L) + 0.17 )) 
We have assumed that~ and [x0 /r] are isotropic. In the normal state, this 
ratio has a temperature dependence, because: 
(F-2) ('t;,a.(T) 'f = ('t;,a.(T=O) 'f I Tx I 
a ) a ) Tx + T ' 
with Tx- 120 K. Hammel et al. 's result90,91 implies that this temperature 
dependence must cease below T-120 K, i.e. (S.L) is independent of 
temperature forT< 120 K. The implication of . this statement is that the short-
range antiferromagnetic correlations persist into the superconducting state. 
We can also write down the MMP expression for the ratio 
63W1aj63W1c, using Equations (E-9) from the last appendix: 
. 63W1 
a 0.772+~ 0.25(S.L r +Iss(~ J-0.31 m(S.L )- 0.79ln(~ }o.307) 
(F-3) 63 = _,._ __________________ _L.. 
W
1
c (o.294+ : 2 ( 0.49(S..L )- 0.62ln(S..L }0.0125 )J 
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63W1a 
We have observed that the ratio 63W1c drops just inside the 
superconducting state (T<93 K). Starting with the assumption that (:.l }s 
independent of temperature forT< 120 K, the only free parameter left in 
· 63W1a 
Equation (F-3) to explain the superconducting 63W1 c data is the temperature 
. (511) · 63W 1 a (511) variation of a below T-120 K We calculated 63W1c as a function of a , 
and the results are displayed in Figure 64. 
Our results imply that it would be possible to simultaneously explain 
the temperature independence90,91 of 63W1cj17W1c below T-120 K and our 
observation of the temperature dependence of the ratio 63W1aj63W1c below 
Tc. The values of (~a~T)) which we obtain may then be substituted into the 
equations for the other Y and 0(2,3) relaxation rates, which may then be 
checked against the data, placing additional constraints on this explanation. 
We found that the strong magnetic field (80 kGauss) 0(2,3) relaxation rate 
data are consistent with this explanation, but to explain theY relaxation rate 
data below Tc, we need to assume that x"aaCq,ro~O) becomes dependent on 
qz. This would be the case if some sort of interplanar correlations developed 
between the electronic spins. 
The diffi0-1lty with these results is that we have broken spin-rotation 
invariance below Tc. In other words X"u(T /Tc) ;:~; X"..L(T /Tc). MMP have 
pointed out to us that this would be consistent with a BCS, spin-triplet pairing 
state.118,132 However, the Knight shift data are consistent with a BCS, spin-
singlet pairing state, as we have. discussed in Chapter6. MMP do agree that an 
~ 
anisotropy in x"aaCq,ro~O) which is much larger near q- Q than near q- 0 
might be possible in principle, but we have no microscopic picture for why 
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this unusual anisotropy might develop below Tc. 
The utility of this calculation is that we now have a qualitative feeling 
for the effect of anisotropy in the spin-susceptibility tensor. 
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Appendix G. Calculation of 63Wlaf63Wlc Assuming ~(T) and ~(T)/a 
MMP suggested an alternative extension of their normal state model to 
explain our superconducting state data.132 This explanation retained spin-
rotation invariance in the superconducting state, so that X"u(T /Tc) = 
X"J.(T /Tc) = x"(T /Tc). They postulated that one could simultaneously explain 
both the temperature independence of 63Wlcj17Wlc and the temperature 
dependence of 63Wla/63Wlc for T<Tc, provided that both ~(T) and ~(T)/a 
are temperature dependent in the superconducting state. The motivation for 
this proposal was that some sort of q-dependent energy gap (e.g. d-wave) 
would effectively modify the shape in q-space of the x"aa(q,ro--+0) which 
comes into the expressions for the relaxation rates. The temperature 
dependent ~(T) and ~(T) I a may simulate this effect. 
Acting upon their suggestion, we have independently calculated the 
63Wla - 63Wlc 
quantity 63Wlc as a function of 17Wlc, for a range of values of~ and ~/a. 
Our results are shown in Figure 65, where we have assumed that Au= 4B and 
A1. /B = 0.225, and we have used the MMP-proposed form of the imaginary 
part of the electronic spin susceptibility (Equation (E-4)). This form of the 
~ 
susceptibility has a large peak at the antiferromagnetic wavevector: q=Q = 
(n/ a,n/ a). 
In order to obtain these results, we calculated the spin-lattice relaxation 
rates using the exact MMP expressions given in Equations (E-2). This was 
necessary because we wished to consider small values of ~/a, and our 
approximate expressions for the various moments of the structure factor, 
Equations (E-7), break down in this limit. To calculate the relaxation rates 
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using Equations (E-2), we evaluated the q-space integrals numerically using a 
two-dimensional Simpson's rule procedure.139 
We have also investigated the effect on these curves of making the 
---+ ---+ 
peak in X"aa(q,ro-?O)be incommensurate (peaking at q=Q +8) . In Figure 71, 
. ---+ 
we show the curves calculated assuming that 8 = (±0.3/a, ±0.3/a), which is 
approximately one tenth of the distance from the zone corner to the zone 
center. The hyperfine coupling constants and the range of ;;a is the same as 
in Figure 65. For a given value of ~ and ;; a, the calculated point in Figure 71 
lies at a lower value of the ratio 63W1cj17W1c than the analogous point in 
Figure 65. We can understand this by noting that the peak in X"aa(q,ro~O) is 
quite large compared to the q = 0 contribution. When the peak is 
commensurate, 17W1c is dominated by the q= 0 contribution, while 63W1c 
has a large contribution from the peak region, because the hyperfine form 
factors for the two rates are different. As the peak is moved away from the 
---+ 
q=Q region (which 17W1c is insensitive to), both 63W1c and 17W1c become 
dominated by this part of X"aa(q,ro-?0), so the ratio 63W1cj17W1c decreases. 
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5 
!;/a goes from 0.5 to S.S.in steps of 0.5. 
4.5 
4 
ru tJ ..... ..... 











Figure 71. The 63Cu(2) relaxation rate anisotropy ratio, 63W1af63W1c, versus 
the 63Cu(2) to 170(2,3) relaxation rate ratio, 63W1cf17W1c· This plot assumes 
-;:t . -;:t -+ -+ 
that the large peak in x"aa< y,ro---+0) is inconuilensurate (peaking at '1 =Q + B I 
-+ -+ 
where Q,.,; (rt/a,n/a) and B = (±0.3/a,±0.3/a)). There are five curves each with 
different powers of 1t for ~ · The circles along each curve occur every time the 
isotropic ~/a increases by 0.5 as it varies from 0.5 to 5.5. The results for the 
-+ . 
commensurate case ( B = (0,0)) are shown in Figure 65. 
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