• A comprehensive approach to assess multiple sources of intraoral QST variation is proposed.
Introduction
Somatosensory system assessment is part of a clinical examination of a patient presenting with pain, including tests to assess various sensory functions [1] . Such evaluation of the orofacial region includes traditional procedures such as thermal/electrical pulp tests, tooth percussion, palpation, and anaesthetic blocks [2] as well as various thermal, mechanical, and chemical stimuli [3] . In clinical settings, these tests are qualitative and lack standardization regarding stimulus application and assessment of evoked sensations [1, 3] . When performed in a systematic manner using strictly defined stimulus properties, these tests are called quantitative sensory testing (QST) [4, 5] . A standard QST protocol has been developed by the German Research Network on Neuropathic pain (DFNS) [6] , and further developed for intraoral use [7] .
Measurement error assessment is important for sensory testing given the multiple sources of variation: variation in stimulus (delivery methods), between examiners (experience, dexterity), between participants (sensitivity, attention, previous experiences), or between multiple visits. Intraoral QST measurement error has been investigated in healthy participants [7] and patients with persistent intraoral pain [8] . These studies focused on two measures of reliability, intra-and inter-examiner, as previously assessed in other studies of QST reliability [9, 10] . This approach only accounts for one source of variation at a time -examiner or visit -and thus does not identify or measure other factors, e.g., related to participants, interactions between factors, or random error. Recently studies have investigated multiple sources of variation for sensory testing [11, 12] . Such a comprehensive approach can identify factors that, once addressed, can reduce variation and guide resource allocation for studies employing sensory testing and also help evaluate these tests' applicability in clinical practice [13, 14] .
Our aim was to assess multiple sources of variation in a battery of intraoral QST procedures to: (i) determine their main source(s) of variation; and (ii) evaluate the influence of the number of examiners and participant visits for QST measurements' dependability.
Methods

Participants
Healthy participants were recruited from the UMN community. Eligibility criteria were absence of bodily pains in the previous six months and no visible oral disease. Telephone or in-person screening was initially done, then a clinical evaluation determined participant eligibility.
Examiners
Four examiners with varied clinical experience performed the intraoral QST procedures: one faculty member, one post-doctoral fellow, one dental resident, and one dental student. The faculty examiner underwent a 2-day training session in the intraoral QST protocol at the University of Washington. He then conducted a 1-day training session for the other three examiners, after which all four examiners practiced the procedures together on two further occasions.
Study design
The intraoral QST protocol was based on the DFNS adapted for intraoral use [7] , retaining seven of the 13 Each participant was measured on two visits separated by 48 h, with each visit lasting a half-day. Before each session, all examiners convened to review the protocol. Separate dental operatory stations were used for these procedures: (1) PPT, (2) MDT, (3) MPT, and (4) thermal. Each participant remained seated in a given station and received that station's procedure(s) from each examiner, then moved to the next station to be examined by each examiner with that station's assigned procedure(s), until all seven procedures were performed on each participant by all four examiners.
QST procedures
2.4.1. Thermal testing PATHWAY Pain & Sensory Evaluation System (Medoc, Israel) with an intraoral thermode having a round active contact surface (diameter = 6 mm) was used for all thermal tests, which were performed in the sequence: CDT-WDT-CPT-HPT. For each test, the intraoral thermode was held in place by the examiner, with a baseline temperature of 32 • C, and temperature change rate of 1 • C/s for CDT and WDT; for CPT and HPT, the rate of temperature change from baseline was 1.5 • C/s; the rate of return to baseline was 8 • C/s. Cut-off temperatures for thermal tests were 0 • C and 54 • C. Participants were instructed to hold a response unit and press its button once a particular sensation (coolness, warmth, cold pain, heat pain) was first perceived, ending the trial. Detection thresholds were calculated as the temperature difference from baseline; pain thresholds were determined from the absolute temperature reached. Each test included three measurements; the average of the three measurements was used as threshold. Threshold measurement used an adaptation of the method of limits described previously [15] , obtaining three infra-and three suprathresholds. The geometric mean of these six values was used as the MDT.
2.4.2.2. Mechanical pain threshold. MPT was measured using a custom-made weighted set of eight calibrated pinprick instruments with a flat contact surface of 0.2 mm diameter (4-512 mN force range, factor 2 progression). Each instrument was applied perpendicular to the intraoral sites, with a contact time of approximately 2 s. The method of limits was used to determine six values, with their geometric mean used as the MPT.
Pressure pain threshold.
PPT was measured using a digital pressure algometer (SOMEDIC, Sweden) fitted with a probe (surface area: 0.18 cm 2 , diameter: 4.8 mm). Participants held a switch connected to the algometer and were instructed to press it at the first painful sensation. After placing the probe tip over the gingiva, pressure was increased at a rate of 50 kPa/s until the participant interrupted the stimulus. The average of three trials was used as the PPT.
Data analysis
Analyses used mixed linear models with the following variance components:
Main effects:
1. Bona fide differences between participants in threshold ("true scores") ( 2 p ); 2. Differences between a participant's quadrants ( 2
3. Examiner differences in administering a test ( 2 e ), e.g., knowledge, skill, experience, and biases; 4. Differences between visits ( 2 v ); Interactions: 5. "Examiner-by-participant" ( 2 e,p ), variation between examiners in their measured differences between participants; 6. "Visit-by-participant" ( 2 v,p ), variation between visits in a participant's measurements; 7. "Examiner-by-visit" ( 2 e,v ), variation between visits in an examiner's measurements; 8. "Examiner-by-quadrant within participant" ( 2 e,q [p] ), variation between examiners in the differences between quadrants that they measure; 9. "Visit-by-quadrant within participant" ( 2 v,q [p] ); variation between visits in differences between quadrants; 10. "Examiner-by-visit-by-participant" ( 2 e,v,p ); possible influencing factors similar to items 5, 6 and 7 taken in conjunction;
And finally: 11. Residual error ( 2 Resid ), which includes both the interaction "examiner-by-visit-by-quadrant within participant" and random error.
For these mixed linear models, the dependent variables were the test measurements on their raw scales except for MDT and MPT, for which the common logarithms (log to base 10) were used as dependent variables. Dependability coefficients for alternative settings (different number of examiners or visits) were also computed for each test (see Supplementary file). These coefficients simulate alternative test settings beyond those used in our study, and allow us to estimate how adding more visits would impact the variability of test results. Simple summaries for all seven measures (average, 2.5 and 97.5 percentiles) are presented for descriptive purposes, ignoring the complex study design (i.e., multiple examiners, visits, etc.). Intraclass correlation coefficients (ICC) describing inter-and intra-examiner (test-retest) reliability were calculated for comparison to previous reliability studies. Study design complexity was taken into account by adapting Shrout and Fleiss's "ICC (2,1)" model [16] (see Supplemental material). Inter-and intraexaminer levels of agreement were deemed poor (ICC < 0.40), fair (0.40 ≤ ICC ≤ 0.59), good (0.60 ≤ ICC ≤ 0.74), or excellent (ICC ≥ 0.75) using published guidelines [17] .
All analyses were implemented using SAS (v. 9.3, SAS Institute Inc., Cary, NC) and the R system v.3.3.0 [18] .
Results
Twelve participants (10 females, average age ± SD: 39.3 ± 11.9 years) participated in the first visit; 8 returned for the second visit (6 females, age: 39.8 ± 10.7), as the other participants had time constraints preventing their return for a second visit. Table 1 lists simple summaries of the QST measures; Table 2 shows intra-and inter-examiner ICCs. Inter-examiner reliability was poor for CDT and MDT, fair for PPT, good for WDT, HPT, and MPT, and excellent for CPT. Intra-examiner (test-retest) ICCs had lower reliability, mostly poor (WDT, CPT, MPT, PPT) and fair (HPT, MDT). , 2 e ); and PPT had a large examiner-by-visitby-participant interaction ( 2 e,v,p ). The participant main effect (variation between their "true scores") accounted for 8.8-33.7% of total variance, depending on the test. As examples, the largest components of variance for CPT were the participant main effect (30.5%) and differences between visits within participant (45%), while for MDT the largest components were the residual (24.7%) and the main effects for examiners (20.6%), participants (18.4%), and quadrants (11.5%). Table 4 shows dependability coefficients for alternative test scenarios. As expected, the worst (1 visit, 1 examiner) and best (4 visits, 4 examiners) scenarios gave a wide range of dependability coefficients, for example 0.23-0.60 for CDT. Except for CDT and MDT, having more participant visits with a single examiner improved the procedure's dependability coefficient more than having a single visit with 4 examiners. Other test settings can be simulated using the "variance components estimates calculator" available as a supplementary file.
Discussion
The present study used a complex design with four examiners having different training levels, examining each participant in two visits, allowing estimation of several variance components for each of seven QST procedures. This allowed detailed examination of multiple error sources that contribute to the procedures' performance. This approach departs from the usual practice of focusing on one source of error such as variability between examiners (inter-examiner) or between visits by the same examiner (intra-examiner), which others have previously noted [11] .
Average intraoral QST measures reported here (Table 1) are slightly lower but comparable to previous studies [7, 19] , especially considering the 2.5th and 97.5th percentiles. We calculated ICCs to compare our results to those studies, though as noted our calculations needed elaboration to accommodate our study design and use the whole dataset. To the best of our knowledge, this is the first time ICCs have incorporated such design complexity; by doing so we avoided reporting 56 ICCs (4 examiners × 2 visits × 7 procedures) based on subsets of the data, and also obtained more stable estimates.
Despite the aforementioned complexity, all reliability calculations using ICCs follow the same basic formula [20] : reliability = between subjects variability (signal) between subjects variability (signal) + error (noise) From this, it follows that an ICC ranges between 0 (no reliability) to 1 (perfect reliability), and its value depends on the magnitude of "signal" relative to "signal + noise". The mathematical model rationalizing these ICCs in the present study included in "signal" the variance components for the main effects for "participant" and "quadrant"; in addition to these, the inter-examiner ICC included in "signal" the interactions "visit-by-participant" and "visit-by-quadrant within participant", while the intraexaminer (test-retest) ICC included "examiner-by-participant" and "examiner-by-quadrant" (see supplemental material). This aids understanding of Table 2 's ICC values. Consider CPT for example, with inter-and intra-examiner ICCs of 0.80 and 0.34 respectively. In Table 3 's variance component estimates for CPT, "visit-byparticipant" contributes 45% of the total variance, which means that almost half of the variability for CPT arises from variation between participants in the change in their thresholds between the first and second visits. Because this component is considered "signal" for inter-examiner ICC but "noise" for intra-examiner ICC, it becomes clear why the former ICC is much larger than the latter.
Another feature of ICCs is that low values can arise either from large measurement error (high noise) from any of several sources (methods/instruments, examiners, visits) or from reduced between-subject variability (low signal), i.e., subjects who "look alike" when measured. This does not mean that a measurement method with low ICC has no use, but only that is has limited ability to discriminate the specific collection of subjects that was assessed. Such a method could be valuable for assessing a given patient over time if its measurement error is small; in this case, betweensubject variability has no influence on the method's performance [21]. The above formula also implies that ICC as a measure of reliability reflects a measurement method's performance for a given population sample with a given heterogeneity (context specific); when comparing a method's ICCs as measured in studies that used different samples, one needs to assess whether the samples are similarly heterogeneous, for example by evaluating the betweenand within-subject standard deviations [22] . Reliability calculations focusing on one error source at a time, such as ICCs, are considered part of a framework known as "classic test theory". This has been recognized as an important limitation; an extension of this framework, called generalizability theory (GT) [23, 24] , was proposed so that multiple sources of measurement error could be recognized and estimated. The methods used here can be considered part of this trend, providing several benefits. First, variance components estimation allows not only calculation of reliability measures such as ICCs (how well can participants be distinguished from each other, despite measurement error), but also other aspects of measurement error such as "agreement" (how close are two measurements on the same participant). Agreement is expressed in the same units as the measurement itself and unlike ICC does not depend on the sample's heterogeneity, thus quantifying measurement error only [20] [21] [22] . Second, no consensus exists on how reproducibility of QST results should be defined or assessed [9, 25, 26] . Finally, in a carefully designed study (e.g., number of participants, examiners, and visits), variance components estimation is relatively straightforward and would also allow calculation of dependability coefficients, which can be used to simulate alternative test scenarios to improve allocation of resources in future studies using QST procedures for sensory testing to obtain accurate estimates of treatment effects. Table 3 shows that most variability in QST procedures arises from three variance components -differences between participants ("true scores"), differences between visits within participant, and error -but there were exceptions. For CDT, 27.7% of variation was variation between examiners in their measured differences between intraoral quadrants. One explanation is that CDT was the first thermal procedure done in all subjects, and placement of the intraoral thermal probe could elicit discomfort, thus impacting overall CDT variability. About a third of MDT's variation was variation between participants in differences between quadrants and differences between examiners, which could be related, respectively, to difficulties in positioning the Von Frey filaments and in examiners' experience in using the filaments. Other authors have found poor reliability for MDT, attributing it to the filaments' design and the method of limits used for threshold determination [7] . The interaction "examiner-by-visit-by-participant" represented 26.3% of PPT total variance, meaning that within-participant differences between visits also varied considerably between participants and examiners. This could be a consequence of the examiners' varying ability in assessing PPT across visits. Based on these findings and after addressing concerns specific to CDT, MDT, and PPT, one potential way to improve these procedures' reliability is to perform them on multiple visits. By averaging measurements from all visits, the error attributed to within-participant variability between visits can be reduced [11] , allowing true differences between participants to explain a greater portion of the remaining variability of each procedure, i.e., the measurement would become more reliable.
Studies using the GT framework would provide information needed to serve the different needs of clinical decision making and clinical research: when examining a patient, the between-patient component of variation does not contribute to error in determining that patient's status (diseased vs. non-diseased), but when comparing treatments given to distinct groups of study participants, that component of variation will largely determine the statistical power for a given sample size, as the present study suggests. By knowing the several sources of error in each test's performance, improved allocation of limited resources (clinician's chair time, costs associated with procedures, study participant sample size) will ultimately lead to improved diagnosis in clinical settings and more accurate estimates of treatment effects in experimental settings. Dependability coefficients calculation for alternative test scenarios simulation could help researchers to determine which design features would improve the tests' reliability.
This study has strengths and limitations. Our sample size was relatively small; the mathematical models allowed calculations with missing data but a larger sample would give more stable estimates. A shortened version of the intraoral QST protocol was used [7] , with seven out of the 13 procedures originally described and MDT and MPT modified to reduce threshold measurements from 10 to six. These modifications were needed to save time four examiners were included instead of two, as in most studies [7] [8] [9] [10] [11] . An additional strength was accounting for multiple sources of error at the same time including testing in different intraoral quadrants, which allows better understanding of factors affecting intraoral QST reliability.
Conclusions
To the best of our knowledge, this study was the first to account for multiple sources of measurement error in intraoral QST simultaneously. This allows an improved understanding of the moderate to poor reliability for these tests measured by ICC for intra-and inter-rater scenarios. Using the GT framework to determine the reliability of intraoral sensory tests can help elucidate sources of error to inform clinical decision-making and resources allocation in experimental settings.
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