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STRONGLY UNITARY EQUIVALENCE AND
APPROXIMATELY UNITARY EQUIVALENCE OF NORMAL
COMPACT OPERATORS OVER TOPOLOGICAL SPACES
ZHU JINGMING1
Abstract. Let A and B be compact operators over a topological space X and
suppose that these operators are normal and have same distinct eigenvalues at
each point. By obstruction theory, we establish a necessary and sufficient
condition for A and B to be strongly unitarily equivalent. When X = S1,
we also give a sufficient condition for A and B to be approximately unitarily
equivalent with some assumption on their eigenvalues.
1. Introduction
It is well known that every normal matrix with complex entries is diagonal-
izable. An immediate consequence is that a normal matrix over C is determined
up to unitary equivalence by its eigenvalues, counting multiplicities. R. Kadison
[4] generalized this fact and gave an example of a normal element of M2(C(S
4))
that is not diagonalizable. In [3], K. Grove and G. K. Pedersen considered di-
agonalizability of matrices over compact Hausdorff spaces more generally. In
that paper, they determined which compact Hausdorff spaces X have the prop-
erty that every normal matrix over X is diagonalizable. Such topological spaces
X are rather exotic; for example, no infinite first countable compact Hausdorff
space has this property. Given this failure of diagonalizability in general, Greg
Friedman and Efton Park considered unitary equivalence problems for normal
matrices with multiplicity-free condition, that is all the eigenvalues are distinct.
In [7], they gave a necessary and sufficient condition for two normal multiplicity-
free matrices over a topological space X to be unitarily equivalent. This result, in
particular, yields a bound on the numbers of possible unitary equivalence classes
in terms of cohomology invariants of X .
Analogous to the matrix case, it is also well-known that every normal com-
pact operator is diagonalizable. And two normal compact operators are unitarily
equivalent if and only if they have the same multiplicity function mT (x) : C →
C
⋃{∞} defined by mT (x) = dim ker(T − xI) for a compact operator T . It
would be interesting to investigate the unitary equivalence problem for normal
compact operators over topological spaces. More precisely, suppose X is a topo-
logical space. Let C(X) be the C-algebra of complex-valued continuous functions
on X and let B(C(X)) be the ring of bounded operators with entries in C(X)
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and K(C(X)) be the subring of compact operators i.e. the norm limit of ma-
trices with entries in C(X). By a slight abuse of terminology, we will refer to
elements of K(C(X)) as compact operators over X . We call A ∈ B(C(X)) to
be normal/selfadjoint/unitary if A(x) is normal/selfadjoint/unitary pointwise.
We can also consider a family of unitaries {U(x)}x∈X in B(H) s.t. ∀v ∈ H ,
U(x)v is continuous for x ∈ X . By a slight abuse of terminology, we call
this family {U(x)}x∈X as a strongly continuous unitary operator over X and
we denote them as U(SC(X)). Then two operators A,B ∈ K(C(X)) are uni-
tarily equivalent (strongly unitarily equivalent) if there exists a U ∈ U(C(X))
(U(SC(X))) such that B = U∗AU i.e. B(x) = U∗(x)A(x)U(x) for all x ∈ X .
And two operators A,B ∈ K(C(X)) are approximately unitarily equivalent if
∀ǫ > 0, there exists a norm-continuous unitary U ∈ I + K(C(X)) such that
||B(x) − U∗(x)A(x)U(x)|| < ǫ for all x ∈ X . One can then ask the following
question:
Question. Given a topological space X , for two normal compact operators A
and B over X , when they are strongly unitarily equivalent and when they are
approximately unitarily equivalent?
Our approach to these questions utilizes the obstruction theory. For strongly
unitary equivalence, following Greg Friedman and Efton Park’s paper [7], we only
need to modify their argument to adjust it to the infinite dimensional case with
strong operator topology. But for approximately unitary equivalence, because
now the problem is related to dimension, we can not follow Greg Friedman and
Efton Park’s approach directly. And since the general problem of approximately
unitary equivalence of compact operators over topological space X(even for cell
spaces) is too hard, we restrict ourselves to the case when X is one-dimensional.
The case of a segment is simple, so the general one-dimensional case reduces
to that for a circle. For X = S1, we also construct a fiber bundle with finite
dimensional fiber that encodes approximately unitary equivalence information
for compact operators over S1. Restricting on the compact operators with the
condition that every eigenvalue at each point can be extended to be a continuous
function on [0, 1], we then construct two finite rank normal compact operators An
and Bn close to A and B respectively and we associate to An and Bn a continuous
map from S1 to the base space of the fiber bundle. We show that if this map lifts
to the total space, then A and B are approximately unitarily equivalent.
This article is organized as follows: In section 2, we give a sufficient and neces-
sary condition for two normal multiplicity-free elements A and B in K(C(X)) to
be strongly unitarily equivalent. In section 3, we restrict our attention the normal
multiplicity-free compact operators A and B over S1 with condition (1) and we
give a sufficient condition for A and B to be approximately unitarily equivalent.
Moreover, for two normal multiplicity-free elements A and B in K(C(S1)) with
Eig(A(x)) = Eig(B(x)) ⊂ C \ {0}, we also prove that if A satisfied condition
(1), so does B and hence A and B are approximately unitarily equivalent.
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2. Strongly unitary equivalence of normal compact operator
over topological spaces
2.1. A useful fiber bundle. We construct a fiber bundle p : E → C, starting
with the base space. Let P,Q be the sets of 1-dimensional pairwise orthogonal
projections in B(H) s.t.
s− lim
F⊂finiteP
∑
p∈F
p = I and s− lim
F⊂finiteQ
∑
q∈F
q = I
where F is a finite subset in P and the limit above is the strong limit in B(H).
Set
C = {(P,Q, σ) : σ is a bijection from P to Q}
We would construct a metric on C. Let || · || be the (operator) norm in B(H).
For (P,Q, σ), (P˜, Q˜, σ˜) ∈ C, define
d((P,Q, σ), (P˜, Q˜, σ˜)) =
inf{sup{||p− τ(p)||, ||σ(p)− σ˜τ(p)|| : p ∈ P} : τ is a bijection from P to P˜}
For the definition, since ||p − τ(p)|| ≤ ||p|| + ||τ(p)|| ≤ 2 and also ||σ(p) −
σ˜τ(p)|| ≤ 2, sup{||p− τ(p)||, ||σ(p)− σ˜τ(p)|| : p ∈ P} ≤ 2. So
d((P,Q, σ), (P˜, Q˜, σ˜)) ⊂ [0, 2]
Lemma 2.1. With the definition above, d is a metric on C.
Proof. Clearly d((P,Q, σ), (P˜, Q˜, σ˜)) is always nonnegative.
If d((P,Q, σ), (P˜, Q˜, σ˜)) = 0, then there is a sequence of bijections τn from P
to P˜ s.t.
||p− τn(p)|| < 1
n
, ∀n ∈ N, ∀p ∈ P (2.1)
||σ(p)− σ˜τn(p)|| < 1
n
, ∀n ∈ N, ∀p ∈ P (2.2)
By (2.1), for n,m > 2, we have ||τn(p) − p|| < 1n , ||τm(p) − p|| < 1m and hence
||τn(p) − τm(p)|| < m+nmn < 1, ∀p ∈ P. If τn(p) 6= τm(p) in P˜ , then τn(p) and
τm(p) are orthogonal and hence ||τm(p) − τn(p)|| ≥ 1, which is a contradiction.
So τ3(p) = τn(p), ∀n > 2, ∀p ∈ P and we have ||p − τ3(p)|| = ||p − τn(p)|| < 1n ,
which induces p = τ3(p), ∀p ∈ P. Thus P = P˜ and τn = τ3 = id, ∀n > 2. By
(2.2), σ = σ˜ and hence Q = σ(P) = σ(P˜) = σ˜(P˜) = Q˜.
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Next let (P,Q, σ), (P˜, Q˜, σ˜) ∈ C. For any n, there exists a bijection τn : P → P˜
s.t.
d((P,Q, σ), (P˜, Q˜, σ˜))
≥ sup{||p− τn(p)||, ||σ(p)− σ˜τn(p)|| : p ∈ P} − 1
n
≥ sup{||τ−1n (p˜)− p˜||, ||στ−1n (p˜)− σ˜p˜|| : p˜ ∈ P˜} −
1
n
≥ d((P˜, Q˜, σ˜), (P,Q, σ))− 1
n
So d((P,Q, σ), (P˜, Q˜, σ˜)) ≥ d((P˜, Q˜, σ˜), (P,Q, σ)) and the inverse in the same.
Next let (P,Q, σ), (P˜, Q˜, σ˜), (Pˆ, Qˆ, σˆ) ∈ C. There exist bijections τn : P → P˜
and νn : P˜ → Pˆ s.t.
d((P,Q, σ), (P˜, Q˜, σ˜)) + d((P˜, Q˜, σ˜), (Pˆ, Qˆ, σˆ))
≥ sup{||p− τn(p)||, ||σ(p)− σ˜τn(p)|| : p ∈ P}+
sup{||p˜− νn(p˜)||, ||σ˜(p˜)− σˆνn(p˜)|| : p˜ ∈ P˜} − 2
n
≥ sup{||p− τn(p)||+ ||τn(p)− νnτn(p)||, ||σ(p)− σ˜τn(p)||
+ ||σ˜τn(p)− σˆνnτn(p)|| : p ∈ P} − 2
n
≥ sup{||p− νnτn(p)||, ||σ(p)− σˆνnτn(p)|| : p ∈ P} − 2
n
≥ d((P,Q, σ), (Pˆ, Qˆ, σˆ))− 2
n
, ∀n ∈ N
So triangle inequality holds and d is a metric on C. 
Endow C with the topology induced by the metric d.
Lemma 2.2. Let (P,Q, σ), (P˜ , Q˜, σ˜) ∈ C. Suppose there exists a bijection τ˜ :
P → P˜ with
sup{||p− τ˜ (p)||, ||σ(p)− σ˜τ˜(p)|| : p ∈ P} < 1
2
Then
d((Pˆ, Qˆ, σˆ), (P˜, Q˜, σ˜)) = sup{||p− τ˜ (p)||, ||σ(p)− σ˜τ˜ (p)|| : p ∈ P}
Proof. For a bijection τ˜ satisfying the condition, ||p − τ˜ (p)|| < 1
2
, ∀p ∈ P. For
any p˜ ∈ P˜ with p˜ 6= τ˜(p), we have ran(p˜) ⊂ (ranτ˜(p))⊥. So ∀v ∈ ran(p˜),
(p˜ − τ˜(p))v = p˜v − τ˜(p)v = p˜v = v, which induces ||p˜ − τ˜(p)|| ≥ 1. Since
||p− τ˜(p)|| < 1
2
, we have ||p− p˜|| > 1
2
. Hence any other choice, except for τ˜(p),
will not be in the ball of radius of 1
2
with center p. Similar argument works for
||σ(p) − σ˜τ˜(p)|| and hence τ˜ : P → P˜ realizes the inf{sup{||p − τ(p)||, ||σ(p) −
σ˜τ(p)|| : p ∈ P} : τ is a bijection from P to P˜} i.e.
d((P,Q, σ), (P˜, Q˜, σ˜)) = sup{||p− τ˜ (p)||, ||σ(p)− σ˜τ˜ (p)|| : p ∈ P}

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Lemma 2.3. If d((P,Q, σ), (P˜, Q˜, σ˜)) < 1
4
, d((P,Q, σ), (Pˆ, Qˆ, σˆ)) < 1
4
, let τ˜ , τˆ
be the bijections which realize the infimums of the distances respectively, then
∀ǫ > 0, ∀p ∈ P
d((Pˆ, Qˆ, σˆ), (P˜, Q˜, σ˜)) < ǫ⇒
{
||τ˜(p)− τˆ(p)|| < ǫ
||σ˜τ˜ (p)− σˆτˆ(p)|| < ǫ (2.3)
Proof. By Lemma 2.2, we have
sup{||p− τ˜ (p)||, ||σ(p)− σ˜τ˜(p)|| : p ∈ P} < 1
4
and
sup{||p− τˆ (p)||, ||σ(p)− σˆτˆ(p)|| : p ∈ P} < 1
4
So
sup{||p˜− τˆ τ˜−1(p˜)|| : p˜ ∈ P˜} ≤ sup{||p˜− τ˜−1(p˜)||+ ||τ˜−1(p˜)− τˆ τ˜−1(p˜)|| : p˜ ∈ P˜}
≤ sup{||τ˜(p)− p||+ ||p− τˆ (p)|| : p ∈ P} < 1
2
Similarly, we have sup{||σ˜(p˜) − σˆτˆ τ˜−1(p˜)|| : p˜ ∈ P˜} < 1
2
. By Lemma 2.2, τˆ τ˜−1
realizes the inf in the definition of d((P˜, Q˜, σ˜), (Pˆ, Qˆ, σˆ)). So{
sup{||p˜− τˆ τ˜−1(p˜)|| : p˜ ∈ P˜} < ǫ⇒ ||τ˜(p)− τˆ(p)|| < ǫ, ∀p ∈ P
sup{||σ˜(p˜)− σˆτˆ τ˜−1(p˜)|| : p˜ ∈ P˜} < ǫ⇒ ||σ˜τ˜(p)− σˆτˆ(p)|| < ǫ, ∀p ∈ P (2.4)

Endow U(H) with strong operator topology in B(H). Define
E = {((P,Q, σ), U) ∈ C × U(H) : UpU∗ = σ(p), ∀p ∈ P}
π : E → C by π(((P,Q, σ), U)) = (P,Q, σ)
Note that ((P,Q, σ), U) ∈ E ⇔ U restricts to an isometric vector space iso-
morphism from ran(p) to ran(σ(p)), ∀p ∈ P.
If ((P,Q, σ), U), ((P,Q, σ), U˜) ∈ π−1((P,Q, σ)), then ∀p ∈ P, the restrictions
of U and U˜ from 1-dim vector space ran(p) to ran(σ(p)) differs only by an
isometry of C. So we have
Proposition 2.4. If ((P,Q, σ), U) ∈ E, then ((P,Q, σ), U˜) ∈ π−1((P,Q, σ), U))
⇔
U˜ = s− lim
F⊂finiteP
∑
p∈F
z˜pσ(p)Up
for some set of {z˜p}p∈P of complex number of module 1, in which the limit above
is the strong limit in B(H).
Furthermore, each such U˜ can be uniquely written in this form.
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Proof. ⇐: Since σ(p) = UpU∗, ∀p ∈ P and {p}p∈P are pairwise orthogonal
projections, ∀v ∈ H ,
U˜ U˜∗v = (s− lim
F⊂finiteP
∑
p∈F
z˜pσ(p)Up)(s− lim
F ′⊂finiteP
∑
p∈F ′
¯˜zppU
∗σ(p))v
= (s− lim
F⊂finiteP
∑
p∈F
z˜p ¯˜zpσ(p)UppU
∗σ(p))v = s− lim
F⊂finiteP
∑
p∈F
σ(p)v = v
So U˜U˜∗ = I. A similar computation shows that U˜∗U˜ = I and hence U˜ is a
unitary.
U˜p′ = s− lim
F⊂finiteP
∑
p∈F
z˜pσ(p)Upp
′ = z˜p′σ(p
′)Up′
= σ(p′)s− lim
F⊂finiteP
∑
p∈F
z˜pσ(p)Up = σ(p
′)U˜ , ∀p′ ∈ P,
so U˜p′ = σ(p′)U˜ and hence U˜p′U˜∗ = σ(p′), ∀p′ ∈ P.
⇒: Suppose ((P,Q, σ), Uˆ) ∈ E. U and Uˆ both restrict to isometric vector
space isomorphisms from ran(p) to ran(σ(p)), ∀p ∈ P. These isomorphisms are
in the form of σ(p)Up and σ(p)Uˆp respectively. The spaces ran(p) and ran(σ(p))
are 1 dimensional for any p ∈ P, so we have
zˆpσ(p)Up = σ(p)Uˆp, for some zˆp ∈ S1, ∀p ∈ P
Since U could be written as s− limF⊂finiteP
∑
p∈F σ(p)Up, so
Uˆ = s− lim
F⊂finiteP
∑
p∈F
zˆpσ(p)Up

Lemma 2.5. [7] Let p and p˜ be projections in B(H) and suppose ||p − p˜|| < 1.
Then I + p˜− p maps ran(p) isomorphically onto ran(p˜).
Proposition 2.6. Let T∞ be a topological space with Tychonoff product topology.
The map π makes E into a fiber bundle over C with fiber homeomorphic to T∞.
Proof. Fixing any (P,Q, σ), let
O = {(P˜, Q˜, σ˜) ∈ C : d((P,Q, σ), (P˜, Q˜, σ˜)) < 1
4
}
and by Lemma 2.2, let τ˜ : P → P˜ be the bijection which realizes the distance,
i.e.
d((P,Q, σ), (P˜, Q˜, σ˜)) = sup{||p− τ˜ (p)||, ||σ(p)− σ˜τ˜(p)|| : p ∈ P} < 1
4
Since ||p− τ˜(p)|| < 1, by Lemma 2.5, I + τ˜(p) − p maps ran(p) isometrically
onto ran(τ˜(p)). So for any vp( 6= 0) ∈ ran(p), (I + τ˜ (p)− p)vp( 6= 0) ∈ ran(τ˜(p)).
Again since ||σ(p)− σ˜τ˜(p)|| < 1, by Lemma 2.5, I+ σ˜τ˜ (p)−σ(p) maps ran(σ(p))
isometrically onto ran(σ˜τ˜ (p)). So for any wp( 6= 0) ∈ ran(σ(p)), (I + σ˜τ˜ (p) −
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σ(p))wp( 6= 0) ∈ ran(σ˜τ˜(p)). For any ((P˜, Q˜, σ˜), U˜) ∈ E with (P˜, Q˜, σ˜) ∈ O,
denote
zτ˜ ,p = 〈U˜( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp|| 〉
and we have |zτ˜ ,p| = 1.
Write T∞ =
∏
p∈P S
1 and define φ : π−1(O)→ O ×∏p∈P S1 by
φ((P˜, Q˜, σ˜), U˜) = ((P˜, Q˜, σ˜),
∏
p∈P
zτ˜ ,p)
with the product topology of metric topology and strong operator topology on
π−1(O) and the product topology of metric topology and Tychonoff product topol-
ogy on O ×∏p∈P S1.
Claim 1 : φ is continuous.
For a net {((P˜α, Q˜α, σ˜α), U˜α)}α with ((P˜α, Q˜α, σ˜α), U˜α) → ((P˜, Q˜, σ˜), U˜), we
have {
(P˜α, Q˜α, σ˜α)→ (P˜ , Q˜, σ˜) in metric topology
U˜α → U˜ in strong operator topology
(2.5)
By Lemma 2.3, the top line of (2.5) implies τ˜α(p) → τ˜ (p) and σ˜ατ˜α(p) →
σ˜τ˜ (p) uniformly for ∀p ∈ P, in which τ˜α, τ˜ realize the infimums of the distance
d((P,Q, σ), (P˜α, Q˜α, σ˜α)), d((P,Q, σ), (P˜, Q˜, σ˜)) respectively. So for any ǫ > 0,
for α big enough,
|zτ˜α,p − 〈U˜α(
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp||),
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp||〉|
= |zτ˜α,p − 〈U˜α(
(I + τ˜ (p)− p)vp
||(I + τ˜ (p)− p)vp||),
(I + σ˜ατ˜α(p)− σ(p))wp
||(I + σ˜ατ˜α(p)− σ(p))wp||〉
+ 〈U˜α( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜ατ˜α(p)− σ(p))wp
||(I + σ˜ατ˜α(p)− σ(p))wp||〉
− 〈U˜α( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp|| 〉|
≤ ||U˜α|| · || (I + τ˜α(p)− p)vp||(I + τ˜α(p)− p)vp|| −
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp|| ||
+ ||U˜α|| · || (I + σ˜ατ˜α(p)− σ(p))wp||(I + σ˜ατ˜α(p)− σ(p))wp|| −
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp|| || ≤ 2ǫ
By the bottom line of (2.5), for α big enough,
||〈U˜α( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp|| 〉
− 〈U˜( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp||〉|| ≤ ǫ
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in which
〈U˜( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||),
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp||〉 = zτ,p
So for α big enough, |zτ˜α,p − zτ˜ ,p| ≤ 3ǫ.
Next, we need to define a map ψ : O ×∏∞ S1 → π−1(O).
Take ((P˜, Q˜, σ˜),∏p∈P ζτ˜(p)) ∈ O×∏∞ S1 and for ∀p ∈ P and ∀vp, wp as above,
by the definition of P and Q, we can span the sets
{ (I + τ˜(p)− p)vp||(I + τ˜(p)− p)vp|| : p ∈ P}, {
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp|| : p ∈ P}
into a same Hilbert space H . So there is a unitary operator U˜ defined by
U˜(
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp||) = ζτ˜(p)
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp|| , ∀p ∈ P
Therefore U˜ maps ran(τ˜ (p)) onto ran(σ˜(τ˜ (p))), ∀p ∈ P and hence U˜ p˜U˜∗ = σ˜(p˜).
Thus for ((P˜ , Q˜, σ˜), U˜) ∈ π−1(O), we can define
ψ((P˜ , Q˜, σ˜),
∏
p∈P
ζτ˜(p)) = ((P˜ , Q˜, σ˜), U˜)
Claim 2 : ψ is continuous.
Assuming ((P˜α, Q˜α, σ˜α),
∏
p∈P ζ
α
τ˜(p))→ ((P˜, Q˜, σ˜),
∏
p∈P ζτ˜(p)), so{
(P˜α, Q˜α, σ˜α)→ (P˜ , Q˜, σ˜) in metric topology
ζατ˜(p) → ζτ˜(p) , ∀p ∈ P
(2.6)
Again by Lemma 2.3, the top line of (2.6) implies τ˜α(p)→ τ˜ (p) and σ˜ατ˜α(p)→
στ(p) uniformly for any p ∈ P, in which τ˜α, τ˜ realize the infimums of the distance
d((P,Q, σ), (P˜α, Q˜α, σ˜α)), d((P,Q, σ), (P˜, Q˜, σ˜)) respectively.
Denote
ψ((P˜α, Q˜α, σ˜α),
∏
p∈P
ζατ˜(p)) = ((P˜α, Q˜α, σ˜α), U˜α)
in which U˜α is defined by
U˜α(
(I + τ˜α(p)− p)vp
||(I + τ˜α(p)− p)vp||) = ζ
α
τ˜(p)(
(I + σ˜ατ˜α(p)− σ(p))wp
||(I + σ˜ατ˜α(p)− σ(p))wp||), ∀p ∈ P
So we have, for any ǫ > 0, for α big enough,
|| (I + τ˜α(p)− p)vp||(I + τ˜α(p)− p)vp|| −
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp|| || < ǫ
and hence
||U˜α (I + τ˜α(p)− p)vp||(I + τ˜α(p)− p)vp|| − U˜α
(I + τ˜ (p)− p)vp
||(I + τ˜ (p)− p)vp|| || < ǫ
for ||U˜α|| = 1. Similarly, for α big enough,
|| (I + σ˜ατ˜α(p)− σ(p))wp||(I + σ˜ατ˜α(p)− σ(p))wp|| −
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp|| || < ǫ
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Since ζατ˜(p) → ζτ˜(p), ∀p ∈ P, for α big enough,
||ζατ˜(p)
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp|| − ζτ˜(p)
(I + σ˜τ˜(p)− σ(p))wp
||(I + σ˜τ˜(p)− σ(p))wp|| || < ǫ
in which
ζτ˜(p)
(I + σ˜τ˜ (p)− σ(p))wp
||(I + σ˜τ˜ (p)− σ(p))wp|| = U˜(
(I + τ˜ (p)− p)vp
||(I + τ˜ (p)− p)vp||)
So ∀p ∈ P, for α big enough
||U˜α( (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp||)− U˜(
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp||)||
≤ ||U˜α( (I + τ˜(p)− p)vp||(I + τ˜(p)− p)vp||)− U˜α(
(I + τ˜α(p)− p)vp
||(I + τ˜α(p)− p)vp||)||
+ ||ζατ˜(p)
(I + σ˜ατ˜α(p)− σ(p))wp
||(I + σ˜ατ˜α(p)− σ(p))wp|| − U˜(
(I + τ˜(p)− p)vp
||(I + τ˜(p)− p)vp||)|| ≤ 2ǫ
and hence U˜α → U˜ in strong operator topology.
It is easy to see the map φ and ψ are inverses of each other and hence φ is a
homeomorphism. Therefore E is a fiber bundle over C. 
2.2. Back to operators. For a compact Hausdorff space X , let A ∈ K(C(X)).
We say A is multiplicity-free if any λ(x) in the eigenvalue set Eig(A(x)) has
multiplicity one. Let A,B be two normal multiplicity-free elements in K(C(X))
with Eig(A(x)) = Eig(B(x)), ∀x ∈ X . For any fixed x ∈ X , given an element
λ(x) ∈ Eig(A(x)), we can associate to λ(x) the eigenprojection P (x)λ(x) of A(x).
Similarly, we can associate to λ(x) the eigenprojection Q(x)λ(x) of B(x). Thus,
∀x ∈ X , let P be the eigenprojection set of A(x) and Q be the eigenprojection set
of B(x), then we can define a bijection σ from P to Q s.t. σ(P (x)λ(x)) = Q(x)λ(x),
∀λ(x) ∈ Eig(A(x)) = Eig(B(x)), ∀x ∈ X , which determines an element in C.
Since the eigenprojections of A(x) and B(x) vary continuously, we can assign to
the pair (A,B) a continuous map ΦA,B : X → C.
Theorem 2.7. Let A,B be two normal multiplicity-free elements in K(C(X))
with Eig(A(x)) = Eig(B(x)), ∀x ∈ X, then A,B are strongly unitarily equivalent
⇔ the map ΦA,B : X → C lifts to a continuous map Φ˜A,B : X → E.
Proof. If UAU∗ = B for some U ∈ U(SC(X)), then U(x)A(x)U(x)∗ = B(x),
∀x ∈ X . So unitary U(x) conjugates each eigenprojection of A(x) to the corre-
sponding eigenprojection of B(x), ∀x ∈ X i.e. U(x)P (x)λ(x)U(x)∗ = Q(x)λ(x).
Therefore (ΦA,B(x), U(x)) ∈ E, ∀x ∈ X and hence the continuous map Φ˜A,B(x) =
(ΦA,B(x), U(x)) is a continuous lifting of ΦA,B.
Conversely, suppose πΦ˜A,B = ΦA,B for some continuous map Φ˜A,B : X → E.
So ∀x ∈ X , Φ˜A,B(x) = (ΦA,B(x), U(x)), for some U ∈ U(SC(X)). So for any
λ(x) ∈ Eig(A(x)) = Eig(B(x)), we have U(x)P (x)λ(x)U(x)∗ = Q(x)λ(x), thus
U(x)A(x)U(x)∗ = B(x), ∀x ∈ X . 
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3. Approximately unitary equivalence of normal compact
operators over S1
3.1. A useful bundle. We construct a fiber bundle p : E → Cn, starting with
the base space. Let Pn,Qn be the sets of n rank-one pairwise orthogonal projec-
tions in B(H) s.t. ∃ rank-n projections I(Pn) and I(Qn) satisfies∑
p∈Pn
p = I(Pn) and I(Qn) =
∑
q∈Qn
q
We do not assume any ordering of the elements in Pn and Qn.
Set
Cn = {(Pn,Qn, σn) : σn is a bijection from Pn to Qn}
For (Pn,Qn, σn), (P˜n, Q˜n, σ˜n) ∈ Cn, define
d((Pn,Qn, σn), (P˜n, Q˜n, σ˜n)) =
min{max{||p−τ(p)||, ||σn(p)−σ˜nτ(p)|| : p ∈ Pn} : τ is a bijection from Pn to Qn}
By Proposition 2.1 in [7], Cn is a metric space with the metric defined above.
Endow the unitary operator set U(ran(I(Pn)), ran((Qn))) with its usual topology
and let U(Pn,Qn) be an element in U(ran(I(Pn)), ran(I(Qn))) s.t.
U(Pn,Qn)∗U(Pn,Qn) = I(Pn) and U(Pn,Qn)U(Pn,Qn)∗ = I(Qn)
Define
En = {((Pn,Qn, σn), U(Pn,Qn)) ∈ Cn × U(ran(I(Pn)), ran(I(Qn))) :
U(Pn,Qn)pU(Pn,Qn)∗ = σ(p), ∀p ∈ Pn}
and a map π : En → Cn by
π((Pn,Qn, σn), U(Pn,Qn)) = (Pn,Qn, σn), ∀((Pn,Qn, σn), U(Pn,Qn)) ∈ En
Note that ((Pn,Qn, σn), U(Pn,Qn)) ∈ En ⇔ U(Pn,Qn) restricts to an isometric
vector space isomorphism from ran(p) to ran(σ(p)), ∀p ∈ Pn.
Proposition 3.1. If ((Pn,Qn, σn), U(Pn,Qn)) ∈ En, then
((Pn,Qn, σn), U˜(Pn,Qn)) ∈ π−1((Pn,Qn, σn))
⇔ U˜(Pn,Qn) =
∑
p∈Pn
z˜pσ(p)U(Pn,Qn)p
for some set of {z˜p}p∈Pn of complex number of module 1.
Furthermore, each such U˜(Pn,Qn) can be uniquely written in this form.
Proof. The proof is similar with the proof of Proposition 2.1 in [7]. 
As a consequence of the proposition above, we can identify π−1((Pn,Qn, σn))
with Tn ≃∏p∈Pn S1. In fact, we will prove that En is a Tn-fiber bundle over Cn.
Firstly we should introduce a technique lemma similar with Lemma 2.4 in [7].
Lemma 3.2. Let p and p˜ be projections in B(H) and suppose ||p− p˜|| < 1. Then
for the identity I ∈ B(H), I + p˜− p maps ran(p) isomorphically onto ran(p˜).
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Proof. Since by Theorem 1.2.2 in [6], I + p˜− p is invertible. The rest of proof is
exactly the same as Lemma 2.4 in [7]. 
Proposition 3.3. The map π makes En into a fiber bundle over Cn with fiber
homeomorphic to Tn with usual topology.
Proof. Fixing any (Pn,Qn, σn), let
On = {(P˜n, Q˜n, σ˜n) ∈ C : d((Pn,Qn, σn), (P˜n, Q˜n, σ˜n)) < 1
4
}
and by Lemma 2.2 in [7], let τ˜ : Pn → P˜n be the bijection which realizes the
distance, i.e.
d((Pn,Qn, σn), (P˜n, Q˜n, σ˜n)) = max{||p− τ˜(p)||, ||σn(p)− σ˜nτ˜(p)|| : p ∈ Pn} < 1
4
Taking (P˜n, Q˜n, σ˜n) ∈ On, since ||p− τ˜ (p)|| < 1, by Lemma 3.2, I + τ˜(p) − p
maps ran(p) isometrically onto ran(τ˜(p)). So for any vp( 6= 0) ∈ ran(p), (I +
τ˜(p)− p)vp( 6= 0) ∈ ran(τ˜ (p)). Again since ||σn(p)− σ˜nτ˜ (p)|| < 1, by Lemma 3.2,
I + σ˜nτ˜(p) − σn(p) maps ran(σn(p)) isometrically onto ran(σ˜nτ˜(p)). For each
p ∈ Pn, ∀wp( 6= 0) ∈ ran(σn(p)), (I + σ˜nτ˜ (p)− σn(p))wp( 6= 0) ∈ ran(σ˜nτ˜(p)), we
denote
zτ˜ ,p = 〈U˜(P˜n, Q˜n)( (I + τ˜(p)− p)vp||(I + τ˜(p)− p)vp||),
(I + σ˜nτ˜ (p)− σn(p))wp
||(I + σ˜nτ˜ (p)− σn(p))wp||〉
and we have |zτ˜ ,p| = 1.
Write Tn =
∏
p∈Pn S
1 and define φ : π−1(On)→ On ×
∏
p∈Pn S
1 by
φ(((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n))) = ((P˜n, Q˜n, σ˜n),
∏
p∈Pn
zτ˜ ,p)
with the product topology on On ×
∏
p∈Pn S
1.
To show that φ is continuous, it clearly suffices to prove that the map
((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n))→ z˜τ,p
is continuous for each p ∈ Pn. Define Φp : π−1(On)→ H by the formula
Φp((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n)) = (I + τ˜ (p)− p)vp
Suppose that ((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n)) and ((Pˆn, Qˆn, σˆn), Uˆ(Pˆn, Qˆn)) are in
π−1(On) and
d((P˜n, Q˜n, σ˜n), (Pˆn, Qˆn, σˆn)) < ǫ
By the definition of the distance, we obtain
||Φp((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n))− Φp((Pˆn, Qˆn, σˆn), Uˆ(Pˆn, Qˆn))||
= ||(I+ τ˜(p)−p)vp−(I+ τˆ(p)−p)vp|| = ||(τ˜(p)− τˆ(p))vp|| ≤ ||τ˜(p)− τˆ(p)|| < ǫ
in which τˆ : Pn → Pˆn is the bijection that realizes the minimum of the distance
d((Pn,Qn, σn), (Pˆn, Qˆn, σˆn)). Therefore Φp is continuous, ∀p ∈ Pn and by the
similar argument the map Ψp : π
−1(On)→ Cn defined by the formula
Ψp((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n)) = (I + σ˜nτ˜(p)− σn(p))wp
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is also continuous. So by the definition of zτ˜ ,p, ((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n)) → z˜τ,p
is continuous for each p ∈ Pn.
Next, we define a map ψ : On × Tn → π−1(On). For (P˜n, Q˜n, σ˜n) in π−1(On)
and τ˜ , vp, wp as above, we span the sets
{ (I + τ˜ (p)− p)vp||(I + τ˜ (p)− p)vp|| : p ∈ Pn} to ran(I(P˜n))
and
{ (I + σ˜nτ˜(p)− σn(p))wp||(I + σ˜nτ˜(p)− σn(p))wp|| : p ∈ Pn} to ran(I(Q˜n))
So for {ζτ˜(p)}p∈Pn ∈ Tn, we can define an element U˜(P˜n, Q˜n) in U(ran(I(P˜n)), ran(I(Q˜n)))
by
U˜(P˜n, Q˜n)( (I + τ˜(p)− p)vp||(I + τ˜(p)− p)vp||) = ζτ˜(p)(
(I + σ˜nτ˜(p)− σn(p))wp
||(I + σ˜nτ˜(p)− σn(p))wp||), ∀p ∈ Pn
s.t.
U˜(P˜n, Q˜n)∗U˜(P˜n, Q˜n) = I(P˜n) and U˜(P˜n, Q˜n)U˜(P˜n, Q˜n)∗ = I(Q˜n)
So U˜(P˜n, Q˜n) maps ran(p˜) onto ran(σ˜n(p˜)), ∀p˜ ∈ P˜n and hence
U˜(P˜n, Q˜n)p˜U˜(P˜n, Q˜n)∗ = σ˜n(p˜)
Therefore ((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n)) ∈ π−1(On) and we can define
ψ(((P˜n, Q˜n, σ˜n),
∏
p∈Pn
ζτ˜(p))) = ((P˜n, Q˜n, σ˜n), U˜(P˜n, Q˜n))
Similar with the argument in the proof of Proposition 2.6, ψ is continuous. It
is easy to see φ and ψ are inverses to each other, therefore φ is a homeomorphism
and hence En is a fiber bundle. 
3.2. Back to operators. For two normal multiplicity-free elements A and B in
K(C(S1)) with the eigenvalue sets Eig(A(x)) = Eig(B(x)) ⊂ C \ {0}, ∀x ∈ S1.
For any n ∈ N, we will give a sufficient condition for the existence of continuous
operator-valued function U ∈ I +K(C(S1)) s.t.
||U(x)∗A(x)U(x)− B(x)|| < 37
n
and
U(x)∗U(x) = I = U(x)U(x)∗, ∀x ∈ S1
with some assumption on the eigenvalue sets of A and B.
Let A¯, B¯ ∈ K(C([0, 1])) defined by
A¯(x) = A(e2πxi) and B¯(x) = B(e2πxi), ∀x ∈ [0, 1]
So we have A¯(0) = A¯(1) and B¯(0) = B¯(1). It is easy to see that A¯, B¯ ∈
K(C([0, 1])) are still normal multiplicity-free and Eig(A¯(x)) = Eig(B¯(x)) ⊂ C \
{0}, ∀x ∈ [0, 1].
From now on, we will restrict our attention to the elements in K(C(S1)) satis-
fying the following condition.
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Definition 3.4. For an element A¯ ∈ K(C[0, 1]), we say A¯ satisfies condition (1),
if for any x ∈ [0, 1], ∀λx ∈ Eig(A¯(x)), ∃ a continuous function λ(x) ∈ C[0, 1] s.t.
λ(x) = λx and λ(x) ∈ Eig(A¯(x)), ∀x ∈ [0, 1]. We say A ∈ K(C(S1)) satisfies
condition (1), if A¯ satisfies condition (1).
Definition 3.5. For a sequence of continuous matrix-valued functions {A¯n(x)}n,
in which A¯n ∈Mn×n(C[0, 1]), we say {A¯n(x)}n satisfying condition (2), if ∀n ∈ N,
∃Fn ∈Mn×n(C[0, 1]) s.t.
(I). Fn(x)Λ¯n(x)Fn(x)
∗ = A¯n(x), ∀x ∈ [0, 1]
(II). λ
(n)
i (x) = λ
(i)
i (x), ∀i ≤ n, ∀x ∈ [0, 1]
in which
Λ¯n(x) =

λ
(n)
1 (x) 0 ... 0
0 λ
(n)
2 (x) ... 0
... ... ... ...
0 0 0 λ
(n)
n (x)

and λ
(n)
i (x) ∈ C[0, 1].
Let
Ac({Λ¯n(x)}n) = {λ(n)n (x) : n ∈ N}, ∀x ∈ [0, 1]
We say A¯ ∈ K(C[0, 1]) satisfying condition (2), if ∃ a sequence {A¯n(x)}n with
condition (2) s.t.
A¯n → A¯ in norm as n→∞ and Eig(A¯(x)) = Ac({Λ¯n(x)}n), ∀x ∈ [0, 1]
We say A ∈ K(C(S1)) satisfies condition (2), if A¯ satisfies condition (2).
For an element A¯ ∈ K(C[0, 1]) satisfying condition (2), let λi(x) = λ(i)i (x), for
any i ∈ N. Since Eig(A¯(x)) = Ac({Λ¯n(x)}n), for any λx ∈ Eig(A¯(x)), there
exists i ∈ N s.t. λi(x) = λx. So A¯ ∈ K(C[0, 1]) satisfies condition (1).
If Eig(A¯(x)) ⊂ C \ {0}, ∀x ∈ [0, 1], for an element A¯ ∈ K(C[0, 1]) satisfying
condition (1), there is a sequence of continuous functions {λi(x)}i s.t. {λi(x)}i =
Eig(A¯(x)), ∀x ∈ [0, 1]. Let A be normal and have multiplicity-free condition i.e.
λi(x) 6= λj(x), ∀i 6= j ∈ N and ∀x ∈ [0, 1]
Let res(A¯(x)) be the resolvent set of A¯(x), so we can choose δi(x) > 0, ∀x ∈ [0, 1]
s.t.
B(λi(x), δi(x))
⋂
B(λj(x), δj(x)) = ∅, ∀i 6= j ∈ N, ∀x ∈ [0, 1]
and B(λi(x), δi(x)) \ {λi(x)} ⊂ res(A¯(x)).
For any fixed t ∈ [0, 1], because B(λi(t), δi(x)2 ) \B(λi(t), δi(x)4 ) is a closed subset
and (λ− A¯(t))−1 exists ∀λ ∈ B(λi(t), δi(x)2 ) \B(λi(t), δi(x)4 ), we have
inf{||λ− A¯(t)−1|| : λ ∈ B(λi(t), δi(x)
2
) \B(λi(t), δi(x)
4
)} = ri,δi(x)(t) > 0
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So
(λ− A(x))−1 = (λ− A(t))−1(1− (A(x)−A(t))(λ− A(t))−1)−1
exists for ||A¯(x)− A¯(t)|| < ri,δi(x)(t) , ∀λ ∈ B(λi(t), δi(x)2 ) \B(λi(t), δi(x)4 ).
Since A¯(x) is continuous, (λ−A(x))−1 exists for x ∈ (t−αi,δi(x)(t), t+αi,δi(x)(t))
for some αi,δi(x)(t) > 0 and ∀λ ∈ B(λi(t), δi(x)2 ) \B(λi(t), δi(x)4 ). Therefore
(B(λi(t),
δi(x)
2
)
⋂
Eig(A¯(x)) = {λi(x)}, ∀x ∈ (t− αi,δi(x)(t), t+ αi,δi(x)(t))
and by (4.1) in [1] and the continuity of A¯(t), for t ∈ [0, 1], we have
Lemma 3.6. If Eig(A¯(x)) ⊂ C \ {0}, for any fixed x ∈ [0, 1], let λi(x) ∈
Eig(A¯(x)) and δi(x) as above, then the Riesz projection
P xi (A¯(t)) =
1
2πi
∫
|λ−λi(x)|= δi(x)2
(λ− A¯(t))−1dλ
depends continuously on t, when |t−x| < ηi(x) for some small enough ηi(x) > 0,
in which |λ− λi(x)| = δi(x)2 is positive oriented.
For any fixed t ∈ [0, 1], let wi(t) be the eigenvector for the eigenvalue λi(t) of
A¯(t), then by the multiplicity-free condition, {wi(t)}i forms a base for a Hilbert
space H .
For any fixed i, WOLG, we can assume that |λi(t)−λi(x)| < δi(x)4 when |x−t| <
ηi(x). So, for t ∈ (x− ηi(x), x+ ηi(x)), we have
P xi (A¯(t))wi(t) =
1
2πi
∫
|λ−λi(x)|= δi(x)2
(λ− A¯(t))−1dλ · wi(t)
=
1
2πi
∫
|λ−λi(x)|= δi(x)2
(λ− λi(t))−1dλ · wi(t) = λi(t)wi(t)
P xi (A¯(t))wj(t) =
1
2πi
∫
|λ−λi(x)|= δi(x)2
(λ− A¯(t))−1dλ · wj(t)
=
1
2πi
∫
|λ−λi(x)|= δi(x)2
(λ− λj(t))−1dλ · wj(t) = 0
Since {wi(t)}i forms a base of H , ∀t ∈ [0, 1], then Pi(A¯x(t)) is the continuous
λi(t)-eigenprojection-valued function of A¯(t) for |t−x| < ηi(x). For x1, x2 ∈ [0, 1]
with (xn − ηi(x1), x1 + ηi(x1))
⋂
(x2 − ηi(x2), x2 + ηi(x2)) 6= ∅, taking y ∈ (x1 −
ηi(x1), x1+ηi(x1))
⋂
(x2−ηi(x2), x2+ηi(x2)), then both P x1i (A¯(y)) and P x2i (A¯(y))
are the λi(y)-eigenprojection of A¯(y) and hence P
x1
i (A¯(y)) = P
x2
i (A¯(y)).
So for any i ∈ N, we have a continuous eigenprojection-valued function Pi(A¯(x))
s.t.
A¯(x)Pi(A¯(x)) = λi(x)Pi(A¯(x)), ∀x ∈ [0, 1], ∀i ∈ N
Since Pi(A¯(x)) defines a 1-dimensional Grassmann bundle over [0, 1] and [0, 1]
is contractible, there exists a continuous section wi : [0, 1]→ H s.t. ||wi(t)|| = 1
and Pi(A¯(x))wi(x) = λi(x)wi(x), ∀x ∈ [0, 1].
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Define a family of unitaries {U(x)} by
U(x)ei = wi(x), ∀x ∈ [0, 1]
Since wi(x) is continuous for each i, U(x) is a strongly continuous unitary-valued
function over [0, 1]. And so we have U(x)∗A¯(x)U(x) = Λ(x), in which
Λ(x) =
 λ1(x) 0 ...0 λ2(x) ...
... ... ...

Since A¯ is the norm-limit of a sequence of matrices over C[0, 1], we have the
following obvious Lemma.
Lemma 3.7. For the eigenvalue functions {λi(x)}i∈N and operator A as above,
∀ǫ > 0, ∃N > 0 s.t. |λi(x)| < ǫ, ||PnA¯Pn − A¯|| < ǫ and ||PnB¯Pn − B¯|| < ǫ,
∀x ∈ [0, 1] when i, n > N .
WOLG, we can also assume ||PnΛPn − Λ|| < ǫ, if n > N . Therefore for any
n > N and ∀x ∈ [0, 1],
||PnU(x)PnΛ(x)PnU(x)∗Pn − A¯(x)||
≤ ||PnU(x)PnΛ(x)PnU(x)∗Pn − PnA¯(x)Pn||+ ||PnA¯(x)Pn − A¯(x)|| < 2ǫ
and hence we have the following.
Theorem 3.8. For a normal and multiplicity-free element in A¯ ∈ K(C[0, 1]) with
Eig(A¯(x)) ⊂ C \ {0}, A¯ satisfies condition (1) if and only if it satisfies condition
(2).
In the following, we would give an example with condition (1) and one without
condition (1).
Example 3.9. Let H be a Hilbert space spanned by {ei : i ∈ Z}.
Let λi(x) ∈ C[0, 1], ∀i ∈ Z defined by
λn(x) = − 12n+1x+ 12n if n ≥ 0
λ−1(x) = (32x− 12)e2πxi
λn(x) = −2nx− 2n if n ≤ −2
Let Λ(x) =

... ... ... ... ...
... λ1(x) 0 0 ...
... 0 λ0(x) 0 ...
... 0 0 λ−1(x) ...
... ... ... ... ...
 and U =

... ... ... ... ...
... 0 1 0 ...
... 0 0 1 ...
... 0 0 0 ...
... ... ... ... ...

Let U(x) be the continuous path of unitary s.t. U(0) = I and U(1) = U , so
U(0)Λ(0)U(0)∗ = U(1)Λ(1)U(1)∗. Since unitary does not change the spectrum,
U(x)Λ(x)U(x)∗ = A(e2πxi) is a normal and multiplicity-free element in K(C(S1))
with Eig(A(x)) ⊂ C \ {0} and has the condition (1).
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Example 3.10. Let
A(1) =

1 ... ... ... ...
... 1
2
0 0 ...
... 0 1
4
0 ...
... 0 0 1
8
...
... ... ... ... ...

For any n ∈ N, let
Un(x) = I, if x /∈ [ 32n+2 , 12n ]
Un(x) =

In ... ... ...
... cos(2n+1π( 1
2n
− x)) sin(2n+1π( 1
2n
− x)) ...
... − sin(2n+1π( 1
2n
− x)) cos(2n+1π( 1
2n
− x)) ...
... ... ... I

if x ∈ [ 3
2n+2
, 1
2n
]
and
Un = Un(
3
2n+1
) =

In ... ... ...
... 0 1 ...
... −1 0 ...
... ... ... I

For any n ∈ N, let
Vn(x) = I, if x /∈ [ 12n+1 , 32n+2 ]
Vn(x) =

In ... ... ...
... 1√
2
(4− 2n+2x)e2π(3−2n+2x)i 0 ...
...
√
2
4−2n+2xe
−2π(3−2n+2x)i ...
... ... ... I

if x ∈ [ 1
2n+1
, 3
2n+2
]
and
Vn = Vn(
1
2n+1
) =

In ... ... ...
...
√
2 0 ...
... 0 1√
2
...
... ... ... I

Let
A(x) = Un(x)Vn−1Un−1...V0U0A(1)U∗0V
∗
0 ...U
∗
n−1V
∗
n−1Un(x)
∗, if x ∈ [ 3
2n+2
, 1
2n
]
A(x) = Vn(x)Un...V0U0A(1)U
∗
0V
∗
0 ...U
∗
nVn(x)
∗, if x ∈ [ 1
2n+1
, 3
2n+2
]
A(0) = A(1)
It is easy to see A(x) is normal multiplicity-free and norm continuous at x = 0.
Moreover A(x) ∈ K(C[0, 1]) and Eig(A(x)) ⊂ C \ {0}, ∀x ∈ [0, 1]. So we have a
unit-vector-valued function
w1(x) =
{
Un(x)Vn−1Un−1...V0U0e1, if x ∈ [ 32n+2 , 12n ]
Vn(x)Un...V0U0e1, if x ∈ [ 12n+1 , 32n+2 ]
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which satisfies the condition A(x)w1(x) = λ1(x)w1(x), ∀x ∈ (0, 1]. Therefore
|λ1(x)| =
{
1
2n
, if x ∈ [ 3
2n+2
, 1
2n
]
|2x− 1
2n+1
|, if x ∈ [ 1
2n+1
, 3
2n+2
]
But if A(x) had the condition (1), then λ1(x) could be continuously extended
into an element in C[0, 1] with value λ1(0) = 0. It is a contradiction with the fact
0 /∈ Eig(A(0)).
So for two normal multiplicity-free A and B ∈ K(C(S1)), as in the argument
above Lemma 3.7, there exists a norm continuous diagonal operator-valued func-
tion Λ¯(x) and strongly continuous unitary-valued functions U1(x) and U2(x) s.t.
U1(x)
∗A¯(x)U1(x) = Λ¯(x) = U2(x)∗B¯(x)U2(x), ∀x ∈ [0, 1]
in which
Λ¯(x) =
 λ1(x) 0 ...0 λ2(x) ...
... ... ...

Since A¯(0) = A¯(1) and hence {λi(0)}i = {λi(1)}i, there exists a permutation
σ : N → N s.t. λi(0) = λσ(i)(1),∀i ∈ N. By the multiplicity-free condition and
computation{
A¯(0)U1(0)ei = U1(0)Λ¯(0)ei = λi(0)U1(0)ei
A¯(1)U1(1)eσ(i) = U1(1)Λ¯(1)eσ(i) = λσ(i)(1)U1(1)eσ(i) = λi(0)U1(1)eσ(i)
we can get
U1(0)ei = U1(1)eσ(i), ∀i ∈ N and similarly U2(0)ei = U2(1)eσ(i), ∀i ∈ N (3.1)
For any fixed n ∈ N, let Snx = {i ∈ N : |λi(x)| ≥ 1n} and Sn = {i ∈ N :
maxx∈[0,1] |λi(x)| ≥ 1n}.
By Lemma 3.7, Sn is a finite subset of N. Let s(n) = ♯Sn and WLOG we can
assume Sn = [1, s(n)]
⋂
N. For Snx at x = 0 and 1, we have σ(S
n
0 ) = S
n
1 , but
σ(Sn) may not equal to Sn. So we choose a permutation
σ′ : Sn → Sn
s.t.
σ′|Sn⋂ σ−1(Sn) = σ|Sn⋂σ−1(Sn) and σ′(Sn \ σ−1(Sn)) = Sn \ σ(Sn)
In the following, we will construct an element A¯n ∈ K(C[0, 1]) s.t.
||A¯n − A¯|| < 4
n
and A¯n(0) = A¯n(1)
Step1 :
Since Sn is finite, there exists α(n) > 0 s.t.
|λi(x)− λi(1)| < 1
n
, ∀x ∈ [α(n), 1], ∀i ∈ Sn
18 ZHU JINGMING
So if i /∈ Sn1 , |λi(1)| < 1n and hence
|λi(x)| < 2
n
, if i ∈ Sn \ Sn1 and ∀x ∈ [α(n), 1] (3.2)
We define a sequence of functions λ′i(x) as follows. Let
λ′i(x) =

λi(x), if i ∈ Sn
⋂
σ(Sn)
0, if i /∈ Sn{
λi(x), for x ∈ [0, α(n)]
fi(x), for x ∈ [α(n), 1]
if i ∈ Sn \ σ(Sn)
in which fi(x) satisfies
fi(x) =

fi(α(n)) = λi(α(n))
fi(1) = λσ′−1(i)(0)
0 < |fi(x)| ≤ max{|λi(α(n))|, |λσ′−1(i)(0)|}
For any i /∈ Sn
⋂
σ(Sn) and hence i /∈ Sn1 and σ′−1(i) /∈ Sn0 , by (3.2), we have
max
x∈[α(n),1]
{|λ′i(x)|} = max
x∈[α(n),1]
{|fi(x)|} ≤ max{|λi(α(n))|, |λσ′−1(i)(0)|} ≤ 2
n
(3.3)
Again since Sn is finite, by the multiplicity-free condition, we can assume
fi(x) 6= fj(x) and fi(x) 6= 0, ∀i 6= j ∈ Sn, ∀x ∈ [0, 1]. So we have a new
continuous diagonal operator-valued function
Λ¯′(x) =
 λ′1(x) 0 ...0 λ′2(x) ...
... ... ...

s.t. λ′i(x) = 0 when i /∈ Sn and λ′i(x) 6= λ′j(x) when i 6= j ∈ Sn, ∀x ∈ [0, 1] and
λ′i(0) = λ
′
σ′(i)(1), ∀i ∈ Sn (3.4)
Step2:
Let H(n) = span{ei : i ∈ Sn} and L(n) = span{ei : i ∈ Sn
⋃
σ(Sn)} and let V1
be a partial isometry defined by
V1ei = ei, if i ∈ Sn
⋂
σ(Sn) = σ
′(Sn
⋂
σ−1(Sn))
V1ei = eσ(σ′−1(i)), if i ∈ Sn \ σ(Sn) i.e. V1eσ′(i) = eσ(i), if σ′(i) ∈ Sn \ σ(Sn)
V1ei = 0, if i /∈ Sn
and hence
V ∗1 ei = ei, if i ∈ Sn
⋂
σ(Sn) = σ
′(Sn
⋂
σ−1(Sn))
V ∗1 ei = eσ′(σ−1(i)), if i ∈ σ(Sn) \ Sn i.e. V ∗1 eσ(i) = eσ′(i), if σ′(i) ∈ Sn \ σ(Sn)
V ∗1 ei = 0, if i /∈ σ(Sn)
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Let
V1(x) =

PH(n), if x ∈ [0, α(n)]
W1(x), if x ∈ (α(n), 1)
V1, if x = 1
in which W1(x) is a continuous path of rank-s(n) partial isometries connecting
PH(n) and V1 s.t. W1(x) ∈ PL(n)B(H)PL(n) and W1(x)ei = ei, ∀i ∈ Sn
⋂
σ(Sn).
Therefore V1(x)ei = ei, ∀i ∈ Sn
⋂
σ(Sn) and
V1(x) ∈ PL(n)B(H)PL(n)
Since V1(x)
∗ei ∈ ran{ei : i /∈ Sn
⋂
σ(Sn)} , ∀i /∈ Sn
⋂
σ(Sn), by (3.3)
max
x∈[α(n),1]
{||V1(x)Λ¯′(x)V ∗1 (x)ei|| : i /∈ Sn
⋂
σ(Sn)}
≤ max
x∈[α(n),1]
{|λ′i(x)| : i /∈ Sn
⋂
σ(Sn)} ≤ 2
n
(3.5)
By the definition of V1(x), we have{
U1(0)V1(0)Λ¯
′(0)V1(0)∗U1(0)∗U1(0)ei = λ′i(0)U1(0)ei, ∀i ∈ Sn
U1(0)V1(0)Λ¯
′(0)V1(0)∗U1(0)∗U1(0)ei = 0, ∀i /∈ Sn
and by (3.1),(3.4) and the fact σ(i) = σ′(i), ∀i ∈ Sn
⋂
σ(Sn)
U1(1)V1(1)Λ¯
′(1)V1(1)
∗U1(1)
∗U1(0)ei
= U1(1)V1(1)Λ¯
′(1)V1(1)∗eσ(i)
= U1(1)V1(1)Λ¯
′(1)eσ′(i)
= U1(1)V1(1)λ
′
σ′(i)(1)eσ′(i)
= U1(1)λ
′
σ′(i)(1)eσ(i)
= λ′i(0)U1(0)ei, ∀i ∈ Sn
and
U1(1)V1(1)Λ¯
′(1)V1(1)∗U1(1)∗U1(0)ei = 0, ∀i /∈ Sn
Let A¯n(x) = U1(x)V1(x)Λ¯
′(x)V1(x)∗U1(x)∗ ∈ K(C[0, 1]) and we have A¯n(0) =
A¯n(1), ∀i ∈ Sn.
Step3:
By the definition of V1(x) and Sn, S
1
n, S
0
n and (3.2),(3.4),(3.5), we have the
following estimations:
If i /∈ Sn
⋃
σ(Sn), ||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei|| = ||Λ¯(x)ei|| = |λi(x)| < 1n .
If i ∈ σ(Sn) \ Sn

||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei|| ≤ ||Λ¯(x)ei|| = |λi(x)| < 1n
when x ∈ [0, α(n)]
||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei||
≤ ||V1(x)Λ¯′(x)V1(x)∗ei||+ |λi(x)| < 2n + 2n = 4n
when x ∈ [α(n), 1]
If i ∈ Sn
⋂
σ(Sn), ||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei|| ≤ |λ′i(x)− λi(x)| = 0
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If i ∈ Sn \ σ(Sn)

||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei|| ≤ |λ′i(x)− λi(x)| = 0
when x ∈ [0, α(n)]
||V1(x)Λ¯′(x)V1(x)∗ei − Λ¯(x)ei||
≤ ||V1(x)Λ¯′(x)V1(x)∗ei||+ |λi(x)| ≤ 2n + 2n = 4n
when x ∈ [α(n), 1]
Therefore we have
||V1(x)Λ¯′(x)V1(x)∗ − Λ¯(x)|| < 4
n
and hence
||U1(x)V1(x)Λ¯′(x)V1(x)∗U1(x)∗ − A¯(x)|| < 4
n
So for A¯n(x) = U1(x)V1(x)Λ¯
′(x)V1(x)∗U1(x)∗,
||A¯n(x)− A¯(x)|| < 4
n
, ∀x ∈ [0, 1] (3.6)
By similar argument, for U2(x)Λ¯(x)U2(x)
∗ = B¯(x), ∀x ∈ [0, 1], we can find a
continuous family of partial isometries V2(x), x ∈ [0, 1] s.t.
B¯n = U2(x)V2(x)Λ¯
′(x)V2(x)∗U2(x)∗, ||B¯n − B¯|| < 4
n
and B¯n(0) = B¯n(1)
Since, by the definition of V1(x), V1(x)V1(x)ei = ei, ∀i ∈ Sn, then{
Λ¯′(x)ei = λi(x)ei, ∀i ∈ Sn
Λ¯′(x)ei = 0, ∀i /∈ Sn
implies{
V1(x)Λ¯
′(x)V1(x)∗V1(x)ei = λi(x)V1(x)ei, ∀i ∈ Sn
V1(x)Λ¯
′(x)V1(x)∗V1(x)ei = 0, ∀i /∈ Sn
And we have
{λ′i(x)}i∈Sn = Eig 6=0(Λ¯′(x)) = Eig 6=0(V1(x)Λ¯′(x)V1(x)∗)
= Eig 6=0(U1(x)V1(x)Λ¯′(x)V1(x)∗U1(x)∗), ∀i ∈ Sn
Because conjugation by unitaries keeps eigenvalues, we have
{λ′i(x)}i∈Sn = Eig 6=0(A¯n(x)) = {λ ∈ Eig(A¯n(x)) : λ 6= 0}
= Eig 6=0(B¯n(x)) = {λ ∈ Eig(B¯n(x)) : λ 6= 0}
Since the nonzero eigenvalues vary continuously as functions, the eigenprojec-
tions, corresponding to nonzero eigenvalues, {p¯i(x)}i∈Sn of A¯n and {q¯i(x)}i∈Sn of
B¯n also vary continuously, in which {p¯i(0)}i∈Sn = {p¯i(1)}i∈Sn and {q¯i(0)}i∈Sn =
{q¯i(1)}i∈Sn. So we have
P¯Sn(0)
.
=
∑
i∈Sn
p¯i(0) =
∑
i∈Sn
p¯i(1)
.
= P¯Sn(1)
Q¯Sn(0)
.
=
∑
i∈Sn
q¯i(0) =
∑
i∈Sn
q¯i(1)
.
= Q¯Sn(1)
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Since A¯n(0) = A¯n(1) and B¯n(0) = B¯n(1), then we have An, Bn ∈ K(C(S1))
defined by An(e
2πxi) = A¯n(x) and Bn(e
2πxi) = B¯n(x), ∀x ∈ [0, 1]. By (3.6) and
its analogue for B, we have
||A−An|| < 4
n
and ||B −Bn|| < 4
n
(3.7)
Since {λ′i(0)}i∈Sn = {λ′i(1)}i∈Sn , we have
Eig 6=0(Bn(e2πxi)) = Eig 6=0(An(e2πxi)) = {λ′i(x)}i∈Sn , ∀x ∈ [0, 1]
and
♯Eig 6=0(An(t)) = ♯Eig
6=0(Bn(t)) = s(n), ∀t ∈ S1 (3.8)
Let
{pi(e2πxi)}i∈Sn = {p¯i(x)}i∈Sn and {qi(e2πxi)}i∈Sn = {q¯i(x)}i∈Sn, ∀x ∈ [0, 1]
and
PSn(t) =
∑
i∈Sn
pi(t) and QSn(t) =
∑
i∈Sn
qi(t), ∀t ∈ S1
So, ∀t ∈ S1, {pi(t)}i∈Sn, {qi(t)}i∈Sn are the eigenprojection sets, corresponding
to nonzero eigenvalues, of An and Bn, both of which, vary continuously as a set.
By the same reason, PSn(t) andQSn(t) are continuous rank-s(n) projection-valued
operators for t ∈ S1. Similar with the argument above Theorem 2.7, there is a
continuous map Φ
s(n)
An,Bn
from S1 to the base Cs(n) of fiber bundle E.
Theorem 3.11. Let A,B be two normal multiplicity-free elements in K(C(S1))
with Eig(A(t)) = Eig(B(t)) ⊂ C \ {0}, ∀t ∈ S1, which satisfy the condition (1).
If the map Φ
s(n)
An,Bn
: S1 → Cs(n) lifts to a continuous map Φ˜s(n)An,Bn : S1 → Es(n),
then there exists an operator U ∈ I +K(C(S1)) s.t.
||U(t)A(t)U(t)∗ −B(t)|| < 37
n
, ∀t ∈ S1 and U∗U = I = UU∗
Proof. Suppose πΦ˜
s(n)
An,Bn
= Φ
s(n)
An,Bn
for some continuous map Φ˜
s(n)
An,Bn
: S1 → Es(n).
So for any t ∈ S1,
Φ˜
s(n)
An,Bn
(t) = (Φ
s(n)
An,Bn
(t),Ws(n)(t))
in which Ws(n)(t) is a norm continuous rank-s(n) isometry on S
1. Similar with
the argument in the proof of Theorem 2.7, ∀t ∈ S1
W ∗s(n)(t)Ws(n)(t) = PSn(t)
Ws(n)(t)W
∗
s(n)(t) = QSn(t)
Ws(n)(t)An(t)W
∗
s(n)(t) = Bn(t)
and hence 
1−W ∗s(n)(t)Ws(n)(t) = (1−W ∗s(n)(t)Ws(n)(t))
1
2
Ws(n)(t)An(t) = Bn(t)Ws(n)(t)
An(t)W
∗
s(n)(t) = W
∗
s(n)(t)Bn(t)
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By a standard argument on compact space, we have ∀n ∈ N, ∃m(n) ∈ N with
Pm(n)ei = 0, ∀i ≥ m(n) + 1 and Pm(n)ei = ei, ∀i ≤ m(n) s.t. ∀t ∈ S1
||Pm(n)Ws(n)(t)Pm(n)An(t)Pm(n)Ws(n)∗(t)Pm(n) − Pm(n)Bn(t)Pm(n)|| < 1n
||Pm(n)An(t)Pm(n) − An(t)|| < 1n
||Pm(n)Bn(t)Pm(n) − Bn(t)|| < 1n
||(1− Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n))
−(1− Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n))
1
2 || < 1
n(||A||+||B||)
||Pm(n)Ws(n)(t)Pm(n)An(t)Pm(n)
−Pm(n)Ws(n)(t)Pm(n)An(t)Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n)|| < 1n
||Pm(n)An(t)Pm(n)W ∗s(n)(t)Pm(n)
−Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n)An(t)Pm(n)W ∗s(n)(t)Pm(n)|| < 1n
and hence
||Pm(n)Ws(n)(t)Pm(n)A(t)Pm(n)Ws(n)∗(t)Pm(n) − Pm(n)B(t)Pm(n)|| < 9n
||Pm(n)A(t)Pm(n) −A(t)|| < 9n
||Pm(n)B(t)Pm(n) −B(t)|| < 9n
||(1− Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n))
−(1− Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n))
1
2 || < 1
n(||A||+||B||)
||Pm(n)Ws(n)(t)Pm(n)A(t)Pm(n)
−Pm(n)Ws(n)(t)Pm(n)A(t)Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n)|| < 9n
||Pm(n)A(t)Pm(n)W ∗s(n)(t)Pm(n)
−Pm(n)W ∗s(n)(t)Pm(n)Ws(n)(t)Pm(n)A(t)Pm(n)W ∗s(n)(t)Pm(n)|| < 9n
(3.9)
Let U ′m(n)(t) = Pm(n)Ws(n)(t)Pm(n) for any t ∈ S1, the last 3 inequalities in (3.9)
are replaced by
||(Im(n) − U ′∗m(n)(t)U ′m(n)(t))− (Im(n) − U ′∗m(n)(t)U ′m(n)(t))
1
2 || < 1
n(||A||+||B||)
||U ′m(n)(t)Pm(n)A(t)Pm(n)(Im(n) − U ′∗m(n)(t)U ′m(n)(t))|| < 9n
||(Im(n) − U ′∗m(n)(t)U ′m(n)(t))Pm(n)A(t)Pm(n)U ′m(n)(t)|| < 9n
which induces ∀t ∈ S1{
||U ′m(n)(t)Pm(n)A(t)Pm(n)(Im(n) − U ′∗m(n)(t)U ′m(n)(t))
1
2 || < 10
n
||(Im(n) − U ′∗m(n)(t)U ′m(n)(t))
1
2Pm(n)A(t)Pm(n)U
′
m(n)(t)|| < 10n
By the exercise 9.3 in [8],
U ′′2m(n)(t) =
(
U ′m(n)(t) (Im(n) − U ′m(n)(t)U ′m(n)(t)∗)
1
2
−(Im(n) − U ′m(n)(t)∗U ′m(n)(t))
1
2 U ′m(n)(t)
∗
)
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is a unitary for any t ∈ S1 and then
||U ′′2m(n)(t)Pm(n)A(t)Pm(n)U ′′∗2m(n)(t)− Pm(n)B(t)Pm(n)||
≤ 10
n
+ ||Pm(n)U ′′2m(n)(t)Pm(n)A(t)Pm(n)U ′′∗2m(n)(t)Pm(n) − Pm(n)B(t)Pm(n)||
=
10
n
+ ||U ′m(n)(t)A(t)U ′∗m(n)(t)− Pm(n)B(t)Pm(n)|| ≤
19
n
Let
U(t) =
(
U ′2m(n)(t) 0
0 I
)
∈ I +K(C(S1))
and by the second and third inequalities in (3.9), we have, for any t ∈ S1
||U(t)A(t)U∗(t)− B(t)||
≤ ||U(t)Pm(n)A(t)Pm(n)U∗(t)− Pm(n)B(t)Pm(n)||+ 18
n
= ||U ′′2m(n)(t)Pm(n)A(t)Pm(n)U ′′∗2m(n)(t)− Pm(n)B(t)Pm(n)||+
18
n
≤ 37
n

By the same argument in section 3.2 of [7], let Φ∗An,BnEs(n) be the pullback
bundle of ΦAn,Bn : S
1 → Es(n) over S1. Because the fibers of Es(n) are homeomor-
phic to Ts(n), so are the fibers Fx of Φ
∗
An,Bn
Es(n) and π1(Fx) ∼= Zs(n). Therefore
we have a bundle of groups π1(Fx), which would be denoted as ΠAn,Bn . As S
1
can be treated as a cell complex with no cells of dimension greater than 1, similar
with the argument in section 3.2 of [7], we have:
Corollary 3.12. Let A,B be two normal multiplicity-free elements in K(C(S1))
with Eig(A(t)) = Eig(B(t)) ⊂ C \ {0}, ∀t ∈ S1, if A,B satisfy the condition (1),
then A and B are approximately unitarily equivalent.
ForA,B be two normal multiplicity-free elements inK(C(S1)) with Eig(A(t)) =
Eig(B(t)) ⊂ C \ {0}, ∀t ∈ S1, since the condition (1) ensures the approximately
unitary equivalence, next question is what happen without condition (1)? Firstly,
we need a lemma, which ensures that any nonzero eigenvalue λx0 ∈ Eig(A¯(x0))
can be extended locally to be a continuous function λx0(x) ∈ C[x0−ax0 , x0+ax0 ]
s.t. λx0(x) ∈ Eig(A¯(x)), ∀x ∈ [x0 − ax0 , x0 + ax0] and λx0(x0) = λx0 , for some
ax0 > 0, in which A¯(x) = A(e
2πxi) for x ∈ [0, 1].
For any fixed x0 ∈ [0, 1], λi(x0) ∈ Eig(A¯(x0)) ⊂ C \ {0}, since |λi(x0)| > 0 and
zero is the only accumulating point of Eig(A¯(x0)), there exists δi(x0) > 0 s.t.
B(λi(x0), δi(x0))
⋂
B(λj(x0), δj(x0)) = ∅ ∀i 6= j ∈ N
B(λi(x0), δi(x0))
⋂
B(0, δi(x0)) = ∅ ∀i ∈ N
Lemma 3.13. For any fixed x0 ∈ [0, 1] and any A¯(x), λi(x0) and δi(x0) in Lemma
3.6, ∀0 < β < δi(x0), ∃αi,β(x0) > 0, s.t.
♯(B(λi(x0),
β
4
)
⋂
Eig(A¯(x))) = 1, x ∈ (x0 − αi,β(x0), x0 + αi,β(x0))
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Proof. Because B(λi(x0),
β
2
) \ B(λi(x0), β4 ) is a closed subset and (λ − A¯(x0))−1
exists ∀λ ∈ B(λi(x0), β2 ) \B(λi(x0), β4 ), we have
inf{||λ− A¯(x0)−1|| : λ ∈ B(λi(x0), β
2
) \B(λi(x0), β
4
)} = ri,β(x0) > 0
So
(λ−A(x))−1 = (λ− A(x0))−1(1− (A(x)−A(x0))(λ− A(x0))−1)−1
exists for ||A¯(x)− A¯(x0)|| < ri,β(x0) , ∀λ ∈ B(λi(x0), β2 ) \B(λi(x0), β4 ).
Since A¯(x) is continuous, (λ−A(x))−1 exists for x ∈ (x0−αi,β(x0), x0+αi,β(x0))
for some αi,β(x0) > 0 and ∀λ ∈ B(λi(x0), β2 ) \B(λi(x0), β4 ). Therefore
(B(λi(x0),
β
2
)\B(λi(x0), β
4
))
⋂
Eig(A¯(x)) = ∅, ∀x ∈ (x0−αi,β(x0), x0+αi,β(x0))
(3.10)
Let f be a continuous function defined on C satisfying the condition
1.f |
B(λi(x0),
β
4
)
= 1, 2.f |
B(λi(x0),
β
2
)c = 0, 3.0 ≤ f ≤ 1
So f(A¯(x)) is a continuous path of projections for x ∈ (x0 − αi,β(x0), x0 +
αi,β(x0)) and f(A¯(x0)) is a rank one projection. Therefore f(A¯(x)) is a rank one
projection, ∀x ∈ (x0 − αi,β(x0), x0 + αi,β(x0)) i.e.
∃αi,β(x0) > 0, s.t.
♯(B(λi(x0),
β
4
)
⋂
Eig(A¯(x))) = 1, ∀x ∈ (x0 − αi,β(x0)), x0 + αi,β(x0)))

So for a normal multiplicity-free A¯(x) ∈ K(C[0, 1]) with nonzero eigenvalues at
each x but without condition (1), the lemma above ensures the locally continuous
extension of the nonzero eigenvalues. Then, for A¯ ∈ K(C[0, 1]) without condition
(1), we can assume that ∃λ0 ∈ Eig(A¯(0)) s.t. its locally continuous extension
λ0(x) satisfies the following condition
lim
t→α
λ0(t) does not exist or lim
t→α
λ0(t) = 0
in which
α = sup{γ : ∃λ0(t) ∈ C[0, γ] s.t.λ0(0) = λ0 and λ0(t) ∈ Eig(A¯(t)), ∀t ∈ [0, γ]} ≤ 1
Since ||A¯|| < ∞, limt→α λ0(t) can not be infinite. So if limt→α− λ0(t) does not
exist and we can assume that there exists an increasing sequence {xk}k(xk →
α− as k →∞) s.t.
lim
n→∞
λ0(x2n) = a 6= b = lim
n→∞
λ0(x2n+1)
WOLG, we can assume a 6= 0. If a /∈ Eig(A¯(α)), we can find ( |a|
2
>)ǫ > 0 s.t.
B(a, ǫ)
⋂
(Nǫ(Eig(A¯(α)))
⋃
B(0, ǫ)) = ∅
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in which Nǫ(E) = {x : d(x, E) < ǫ}, then
Eig(A¯(x2n)) ∋ λ0(x2n) /∈ Nǫ(Eig(A¯(α)))
⋃
B(0, ǫ)
for n big enough, which is a contradiction with Lemma 3 in page 80 of [1]. So we
have a ∈ Eig(A¯(α)) and by Lemma 3 in page 80 of [1],
∃(min{ |a|
2
, |a−b|
3
} >)δ > 0 and ηδ > 0 s.t.
(B(a, δ) \B(a, δ
2
))
⋂
Eig(A¯(x)) = ∅, ∀x ∈ [α− ηδ, α]
which is a contradiction with the existence of a path of value in Eig(A¯(x)) from
λ0(x2n) to λ0(x2n+1) for n big enough.
Proposition 3.14. For a normal multiplicity-free A¯(x) ∈ K(C[0, 1]) with condi-
tion Eig(A¯(x)) ⊂ C \ {0}, which does not satisfy condition (1), we can assume
∃λ0 ∈ Eig(A¯(0)) s.t. its corresponding locally continuous extension λ0(x) ∈
C[0, α) satisfies the condition limt→α λ0(t) = 0.
Theorem 3.15. Let A,B be two normal multiplicity-free elements in K(C(S1))
with Eig(A(x)) = Eig(B(x)) ⊂ C \ {0}, ∀x ∈ S1, if A satisfied the condition (1)
so does B. Similarly for two normal multiplicity-free elements A¯, B¯ in K(C[0, 1])
with Eig(A¯(x)) = Eig(B¯(x)) ⊂ C \ {0}, ∀x ∈ [0, 1], if A¯ satisfied the condition
(1), so does B¯.
Proof. We only prove for A¯ and B¯. If not, we have two normal multiplicity-
free elements A¯, B¯ in K(C[0, 1]) with Eig(A¯(x)) = Eig(B¯(x)) ⊂ C \ {0}, ∀x ∈
[0, 1] and A¯ satisfies the condition (1) while B¯ does not. We can assume that
∃α ∈ (0, 1], ∃λ0 ∈ Eig(B¯(0)) s.t. its corresponding locally continuous extension
λ0(x) ∈ C[0, α) satisfies the condition limx→α λ0(x) = 0.
Since Eig(A¯(x)) = Eig(B¯(x)), there exists µ0 ∈ C[0, 1] s.t. µ0(0) = λ0 and
µ0(x) ∈ Eig(A¯(x)), ∀x ∈ [0, 1]. Because µ0(α) 6= 0, then b = sup{a ∈ [0, 1] :
µ0(a) = λ0(a)} < α and by the continuity of λ0(x) and µ0(x), µ0(b) = λ0(b) > 0.
Since Eig(A¯(x)) = Eig(B¯(x)), ∀x ∈ [0, 1], so ∀ǫ > 0, ∃ a decreasing sequence
{xk}k with xk > b and limk→∞ xk = b s.t. for k big enough, we have µ0(xk) 6=
λ0(xk) and
µ0(xk), λ0(xk) ∈ B(µ0(b), ǫ)
⋂
Eig(A¯(xk)) = B(µ0(b), ǫ)
⋂
Eig(B¯(xk))
which is a contradiction with Lemma 3.13. 
Corollary 3.16. Let A,B be two normal multiplicity-free elements in K(C(S1))
with Eig(A(x)) = Eig(B(x)) ⊂ C \ {0}, ∀x ∈ S1, if A satisfies the condition (1),
then A and B are approximately unitarily equivalent.
Question: For two normal multiplicity-free elements A,B in K(C(S1)) with
Eig(A(x)) = Eig(B(x)) ⊂ C \ {0}, ∀x ∈ S1 without condition (1), whether they
are approximately unitarily equivalent? Or whether there exists a pair of nor-
mal multiplicity-free elements A,B in K(C(S1)) with Eig(A(x)) = Eig(B(x)) ⊂
C \ {0}, which neither satisfy condition (1) while A and B are approximately
unitarily equivalent?
26 ZHU JINGMING
Acknowledgments The author wishes to thank the reviewers for careful read-
ing and valuable comments. This work was supported by NSFC grant of P.R.
China (No.11326104). And the authors are grateful to Moscow State University
where part of this paper has been written.
References
1. H. Baumga¨rtel, Analytic Perturbation Thoery for Matrices and Operators, Birkhauser Ver-
lag, Basel-Boston-Stuttgart, 1986.
2. A. Dold, Lectures on Algebraic Topology, Springer-Verlag, New York, 1972.
3. K. Grove, G. K. Pedersen, Diagonalizing matrices over C(X), J. Funct. Anal. 59 (1984),
no.1, 65-89.
4. R. V. Kadison, Diagonalizing matrices, Amer. J. Math. 106 (1984), no.6, 1451-1468.
5. T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin Heidelberg,
1995.
6. G. J. Murphy, C∗-Algebras and Operator Thoery, Academic Press, 1990.
7. G. Friedman, E. Park, Unitary equivalence of normal matrices over topological spaces, J.
Topol. Anal. 08 (2016), Vol.2, 313–348.
8. M. Rørdam, F. Larsen, N. Laustsen, An introduction to K-theory for C∗-Algebras, Cam-
brigde University Press, 2000.
1College of Mathematics Physics and Information Engineering, Jiaxing Uni-
versity, Jiaxing , 314001, P.R.China;
E-mail address : jingmingzhu math@163.com
