Christoffel and Sturmian words are binary sequences encoding rational and irrational rotations respectively. We consider β > 1 for which the β-expansion of 1 encodes a rational rotation. In this case, such β is a beta-number and thus an algebraic integer. Using the tools developed in combinatorics on words, we estimate the moduli of its Galois conjugates, which enables us to find the minimal polynomial of β over the field of rationals.
Introduction
Let α and ρ be in [0, 1] . We define two (right) infinite words s α,ρ and s α,ρ , the n'th terms of which are, for n ≥ 0, given by s α,ρ (n) = α(n + 1) + ρ − αn + ρ , s α,ρ (n) = α(n + 1) + ρ − αn + ρ , where t is the largest integer not greater than t, and t is the smallest integer not less than t. We see that these are infinite words over the alphabet A 1 = {0, 1}. Here s α,ρ (resp. s α,ρ ) is called a lower (resp. upper ) mechanical word with slope α and intercept ρ. If the slope α is irrational, then these infinite words are aperiodic and termed Sturmian words [13] . On the other hand, if the slope α is rational then they are purely periodic, and the words constituting the smallest period are called Christoffel words. For a general survey, see [11] .
While Christoffel and Sturmian words have been an important subject studied in theoretical computer science, the β-transformation has been a flourishing example in ergodic theory since Rényi introduced it in [15] . Let β > 1. The β-transformation T β : x → βx (mod 1) determines the β-expansion d β (x) of a given x ∈ [0, 1] by the "greedy algorithm" (except 1) , that is to say, Amongst all β-expansions of x ∈ [0, 1], the β-expansion of 1 is quite distinctive in that it is lexicographically greater than any other β-expansion of x ∈ [0, 1), and moreover this property exhaustively characterizes possible β-expansions [14] . Now the β-shift S β is, by definition, the closure of {d β (x)|x ∈ [0, 1)} in the full shift. Then the dynamics of S β can be addressed in language-theoretical view of d β (1) [14, 1] . Later, Blanchard [2] suggested systematic study of real numbers from totally new angles; he classified real numbers β > 1 into five categories according to the ergodic properties of S β . For language-theoretical terminology, see [2] and the bibliography therein. A real β ∈ C 2 is called a beta-number, in particular, β ∈ C 1 is a simple beta-number.
In the previous papers [8, 4] , the author showed that for any slope α > 0 there exists a unique β > 1 such that T β behaves like rotation by α on the minimal set containing 1. So he defined a map ∆ : α → β and also showed that ∆ assumes transcendental numbers at irrationals and assumes algebraic integers at rationals. At an irrational the value of ∆ is contained in C 3 but not in C 2 , whereas at a rational the value of ∆ is some beta-number. Now our main aim is to study the algebraic properties of such beta-numbers, which are called self-Christoffel numbers. More precisely, we investigate algebraic degrees of self-Christoffel numbers over the field of rationals. This study is made possible by locating their other Galois conjugates. Throughout the paper, we will just say 'conjugates of β' instead of 'Galois conjugates of β other than β'. Closely connected with our approach is the result of Solomyak [18] , and Flatto, Lagarias and Poonen [7] . They examined, in different contexts, conjugates of general beta-numbers and gave a better bound for the modulus of conjugates of beta-numbers than Parry [14] did. But in the case of self-Christoffel numbers, this bound can be substantially improved, which makes it possible to find their minimal polynomials.
Christoffel words and lexicographic order
We recall some definitions from language theory, which can be found in [11] . Given a finite alphabet A, a finite (resp. infinite) sequence of elements of A is called a finite (resp. infinite) word. If it is clear from the context, we just say 'word' omitting 'finite' (resp. 'infinite'). Let A * (resp. A N ) be the set of finite (resp. infinite) words over A. Then A * is a free monoid under the concatenation operation, and the empty word ε is its identity. We use the notation A And X is called factorial if F (X) ⊂ X. We let |u| denote the length of u, and |u| a the number of times the letter a ∈ A appears in u.
For convenience of exposition, we suppose A = {0, 1} and consider mechanical words with rational slope α = p/q ∈ (0, 1), gcd(p, q) = 1. These restrictions will be relaxed soon. Noting that s α,0 and s α,0 are purely periodic, we look at their minimal periods For instance,
The next theorem is the main motivation of our work. 
In the proof of the proposition we will use a fact known as LyndonSchützenberger Theorem. As usual, denote by {t} the fractional part of t, i.e., t = t + {t}. As mentioned before, all beta-numbers are algebraic integers. Moreover they are dominant roots of so-called beta-polynomials, and hence Perron numbers [10] . If d β (1) = e 1 · · · e n , then β is a zero of the β-polynomial
Here we adopt the following widespread abuse of terminology. If β is specified in the context, we say 'β-polynomial' instead of 'beta-polynomial of β'. Self-Christoffel numbers are also zeros of beta-polynomials. We state this as a proposition. For a word w = a 0 a 1 · · · a n−1 with a i ∈ Z, we mean by − → w , a vector (a 0 , . . . , a
3 Geometry of self-Christoffel numbers
has the unique solution β in (1, ∞). In fact, one can verify that
There has been a geometric study on beta-polynomials. Parry [14] showed that all the conjugates of a beta-number have absolute values less than two. Later this was improved independently by Flatto et al. [7] and by Solomyak [18] . Let β = ∆(α) and β = ∆(α+) be self-Christoffel numbers for some
The next two theorems tell us that Theorem 3.1 can be improved upon for self-Christoffel numbers. In a part of the proof we use similar arguments to those adopted in [7, 18] . Proof. Suppose γ is a conjugate of β with |γ| > 1, and let w = 1/γ. Since
and therefore 1 2β
So we finally get |w| ≥ (−β + β 2 + 4β)/2.
Theorem 3.3. If γ is a conjugate of a lower self-Christoffel β, then
Proof. We first assume |γ| > 1 and set w = 1/γ. Since
from which it follows that
we derive the inequality as
Consequently, we get Hence we have
If |γ| < 1, then one sees that γ
By a similar argument as before, the minimum absolute value of γ satisfying
The reader notes that all the bounds given in Theorem 3.2 and 3.3 tend to 1 as β tends to infinity. This phenomenon not necessarily occurs for the general beta-numbers. The reasoning that will be developed in the proof of Proposition 3.9 says that as b tends to infinity the other zeros of the β b -polynomial tend to those of Now the minimal polynomials of self-Christoffel numbers are considered via geometry of numbers. We need some preliminaries.
For a polynomial g ∈ Z[x] with leading coefficient a = 0, the Mahler measure of g is defined by
Clearly, cyclotomic polynomials have Mahler measure 1. In 1933 Lehmer [9] asked whether, for any h ∈ Z[x] with M (h) > 1, there exists an integral polynomial g with 1 < M (g) < M (h). Despite extensive attempts to answer the question, it has not been settled yet. Among remarkable progresses are [3] , [19] , [6] , and the most up-to-date result [20] due to Voutier. Let f ∈ Z[x] be the minimal polynomial of a self-Christoffel number β (either upper or lower) with b = β . If f = gh is a nontrivial factorization over Q and g(β) = 0 = h(β), then Theorem 3.2 and 3.3 together with the above theorem show that g is eventually cyclotomic as b increases. We will take a closer look below into this phenomenon in a more general setting.
A polynomial R(x) = a n x n + a n−1 x
is reciprocal if a n a n−1 · · · a 0 is a palindrome as a word. In the case of deg R = n, one sees that
. Toward Lehmer's problem there is another result by Smyth, who showed that the problem is reduced to the cases of reciprocal polynomials. Remark 3.7. The above constant is actually a lower self-Christoffel number. One verifies that θ 0 = ∆(1/5). Worthy of mention is that ∆(1/5) is the smallest and ∆(1/4) is the second smallest among all Pisot numbers [16] . A Pisot number is an algebraic integer greater than 1 whose conjugates lie inside the unit circle. Proof. We have
This proves part (a). Similarly we have
Let x 1 , . . . , x n be n indeterminates. The elementary symmetric functions with respect to x 1 , . . . , x n are multivariate polynomials defined by
It is well known that the Jacobian determinant of E 1 , . . . , E n equals the Vandermonde determinant of x 1 , . . . , x n , i.e.,
is separable, then Inverse Function Theorem tells us that if every (a i , b i ) is a pairing such that two numbers are sufficiently close to each other then there is a similar pairing between the zeros of f and g. But quantifying how close to each other both zeros are, is a hard task in general. The main difficulty lies in insolvability of quintic and higher degree polynomials. It is well known that Implicit Function Theorem is a special case of Inverse Function Theorem. In fact they are equivalent. 
is irreducible for all sufficiently large b. Proof. Considering
), we see that Inverse Function Theorem shows that each q − 1 (resp. q) zeros of f 1 (x) (resp. f 2 (x)) approach the corresponding zeros of c q (x) (resp. xc q (x)) as b increases. On the other hand, the final real zero β 1 (resp. β 2 ) tends to infinity since the trace of f 1 (x) (resp. f 2 (x)) tends to infinity as b increases.
Suppose that 
According to the proof of Proposition 3.9, all the conjugates of selfChristoffel numbers approach the roots of unity or zero. On the complex plane C, Figure 1 represents conjugates of lower self-Christoffel numbers ∆(11/7) and ∆(704/7), and Figure 2 represents conjugates of upper selfChristoffel numbers ∆(11/7+) and ∆(704/7+). The reader can verify, using some symbolic calculation package, that deg(∆(11/7)) = deg(∆(704/7)) = 7 and that deg(∆(11/7+)) = deg(∆(704/7+)) = 8. In other words, their beta-polynomials are all irreducible over Q. In both cases, each nonreal conjugate of ∆(704/7) and ∆(704/7+) seems to be very close to some seventh root of unity.
We note the following fact. Its proof is a straightforward computation from Equation (1). 
Let us suppose α = b−1+p/q, 0 < p ≤ q, gcd(p, q) = 1 and β = ∆(α+). As for upper self-Christoffel numbers, the above lemma reads
As a result, one can readily see that the β-polynomial has a positive zero in (0, 1). We state this more precisely. 
Then the first letters after 0
since z p,q is a palindrome. Finally, the β-expansion of (T 
where the last inequality follows from Proposition 2.4. Thus we get f (β 
then β is a lower self-Christoffel number.
Proof. By Lemma 3.10, β 1 , . . . , β q−1 are zeros of
Hence alph(d β (1)) = {e 1 − 1, e 1 }. Let a = e 1 − 1 and b = e 1 . Since 
Then α = α 0 −δ is equal to some rational p/r, gcd(p, r) = 1 with r ≤ q, and ae 2 · · · e q is also a prefix of s α,0 . Suppose r < q. Then ae 2 · · · e q = (az p,r b) e u for some e ≥ 1 and u is a prefix of az p,r b. For nonempty prefix u, we thus have ae 2 · · · e q > u. If u is the empty word, then e ≥ 2 and so (az p,r b) e > az p,r b. Either case contradicts Inequality (3).
As for upper self-Christoffel numbers, we need to consider the length of 'preperiod' as follows. 
then β is an upper self-Christoffel number.
Note that we do not assume n = 1.
Proof. We use a reasoning similar to the proof of Theorem 4. 
