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Abstract 
This study aims to identify the principal components in ten prevailing factors, which would account for the influence 
of major economic variables on electricity consumption. Principal component analysis on these variables suggests 
two principal components, which respectively have Eigen-values of 8.28 and 1.04 and a cumulative variance of 
82.77% and 93.19%. The regression results between electricity consumption and two principal components indicate 
close match between the calculated and the actual electricity consumption. The first principal component positively 
impact on electricity consumption, while the second one has negative influence. According to the coefficient of each 
variable in the combination, we found that gross domestic product, income, industrial output value, commodity 
exports, added services industry value, household numbers, percentage of rural population and price index impact 
positively on electricity consumption, while increase in commodity imports and efficiency of electricity reduces 
electricity consumption. These imply the possibility to control the fast growth of electricity consumption by imposing 
policies to revise the concerned factors.  
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1. Introduction  
Energy saving is a key pivot for sustainable development. Electricity as a major energy type plays an 
unprecedented role in social development. Improvement in electricity saving requires identification and 
control of the factors that have dominant impact on electricity consumption. A number of developed 
electricity forecasting models describe the impact of economy[1-3], population[4-7] and technology[8-9] 
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factors on electricity consumption using regression analysis techniques. While calculation results 
employing these empirical or regression-based models often displayed good correlation between 
electricity consumption and the primary variables, a number of them either fail to consider certain 
important variables, or do not adequately eliminate bias error in the economic variables incurred during 
the multiple linear regression analysis[10-11]. The primary goal of the present work is to identify the 
main factors influencing the electricity consumption in China. 
2. Principal components analysis (PCA)  
In analyzing long-term meteorological variables, it is often advantageous to group the key variables 
directly affecting electricity consumption. PCA is a multivariate statistical technique for quantitatively 
describing the degree of inter-dependency for a set of correlated variables[12-13]. This technique excels 
in elucidating the casual relationship for its capacity to group the complex and highly correlated 
meteorological variables. PCA conducted on centered data or anomalies allow the pattern of simultaneous 
variations to be identified. This permits to reduce a data set consisted of a large number of inter-correlated 
variables to that of fewer hypothetical and uncorrelated components, which nevertheless represent the 
major fraction of the variability in the original data. These components result from linear combinations of 
the original variables, with coefficients given by the eigenvector, and each component contributes to the 
total variance of the original variables. The analysis scheme requires that the components be ranked in 
descending order according to the magnitude of their contributions such that the first component, 
responsible for the biggest variance, explains the greatest variance of the original variables, the second for 
the next largest, and so on. 
Based on literature, we selected 10 variables (Data on electricity consumption, gross domestic product, 
income, industrial output value, commodity exports, commodity imports, and added industry services 
value are from International Energy Agency (IEA). Data on household number, percentage of rural 
population, and efficiency of electricity are from National Bureau of Statistics of China (NBSC)), namely, 
gross domestic product (x1), income (x2), industrial output value (x3), commodity imports(x4), commodity 
exports (x5), added services industry value (x6), household numbers (x7), percentage of rural population 
(x8), efficiency of electricity (x9) and price index(x10). Measurement data for twenty two years (1985-2007) 
were gathered for this study. Table 1 summarizes the results of correlation between all variables. About 
53.33% and 80.00% of correlation coefficients among the variables are over 0.9 and 0.6, respectively. 
Table 2 summarizes the ten principal components for PCA. Each Eigen-value measures the variance 
accounted for by the corresponding principal component, and calculation of all possible Eigen-values 
permits all the variance of the original variables to be quantified. Principal components can be ranked 
according to their ability to explain variance in the original data set. A common approach is to select only 
those with Eigen-values equal to or greater than one or with at least 80% cumulative variance[14].  
Based on the above principle, the first and second principal components were retained since they had 
Eigen-values greater than one and a cumulative variance above 80% (table 2). Table 3 lists two new sets 
of variables, Z1 and Z2, which are calculated as a linear combination of the original ten variables with 
their respective coefficients. 
Z1= ∑α1ixi                                           (1) 
Z2= ∑α2ixi                                           (2) 
Where Z1 and Z2 are the first and second principal components of the ten variables. α1i and α2i are the 
coefficients of each variable for its corresponding principal component. 
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Table 1. The results of variables’ correlations 
Variables x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 
x 1 1.00 0.95 1.00 -0.94 0.99 0.99 0.69 1.00 -0.36 0.92 
x2 0.95 1.00 0.95 -0.92 0.89 0.89 0.68 0.94 -0.35 0.91 
x 3 1.00 0.95 1.00 -0.94 0.99 0.99 0.69 1.00 -0.35 0.92 
x 4 -0.94 -0.92 -0.94 1.00 -0.89 -0.91 -0.75 -0.94 0.36 -0.97 
x 5 0.99 0.89 0.99 -0.89 1.00 1.00 0.66 0.99 -0.31 0.87 
x6 0.99 0.89 0.99 -0.91 1.00 1.00 0.69 0.99 -0.31 0.88 
x7 0.69 0.68 0.69 -0.75 0.66 0.69 1.00 0.70 0.03 0.75 
x8 1.00 0.94 1.00 -0.94 0.99 0.99 0.70 1.00 -0.36 0.91 
x9 -0.36 -0.35 -0.35 0.36 -0.31 -0.31 0.03 -0.36 1.00 -0.23 
x10 0.92 0.91 0.92 -0.97 0.87 0.88 0.75 0.91 -0.23 1.00 
Table 2. Summary of principal component analysis 
Initial Eigen-values Component Total Variance (%)* Cumulative (%) 
1st 8.28  82.77  82.77  
2nd 1.04  10.42  93.19  
3rd 0.37  3.71  96.90  
4th 0.19  1.92  98.82  
5th 0.10  1.01  99.83  
6th 0.01  0.13  99.96  
7th 0.00  0.03  99.99  
8th 0.00  0.01  100.00  
9th 0.00  0.00  100.00  
10th 0.00  0.00  100 
*The percentage is given by the ratio of the individual Eigen-value to the trace of the correlation matrix. 
3. Regression Analysis and Results  
In the regression analysis we selected the electricity consumption (Y) as a dependent variable, and Z1 
and Z2 as independent variables. We standardized the original variable using equation (3).  
x’=(x-x’’)/σ2                                                           (3) 
Where x’ is the standardized data, x is original data including Y, Z1, and Z2, x’’ is average of original 
data and σ is the standard deviation of original data.  
Ordinary Least Square (OLS) regression method was employed to estimates the parameters in equation 
(4). 
Y’= a Z’1+b Z’2                                     (4) 
Where Y’, Z’1 and Z’2 are the standardized data of Y, Z1, and Z2, respectively; a and b are the 
coefficients of the first and second principal components, respectively.  
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We evaluated the performance of the regression models. An error analysis was conducted by 
comparing the calculation results determined from equation (4) with the actual electricity consumption. In 
order to quantify the deviation, mean bias error (MBE) and root mean square error (RMBE) were 
calculated using equation (5) and equation (6).  
MBE= (∑ (Rj –Yj))/n                               (5) 
RMBE = ((∑ (Rj –Yj) 2)/n) 1/2                        (6) 
Where Rj is the electricity consumption in year j, which is calculated using equation (4); Yj is the actual 
electricity consumption in year j and n is the number of year, which is 22. 
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Fig.1 the calculated and actual electricity consumption 
Table 3 and Fig.1 show the results of regression analysis. Parameters a and b pass the t-test at a 
significance level of 0.005. The F-test value of equation 4 is higher than the critical value, where the 
fiducial probability is blow 95%. The MBE value is around zero, suggesting a close match of the 
calculated with the actual electricity consumption. A RMBE value of 0.101 further confirms the high 
accuracy in calculation. Fig.1 compares the curve of actual consumption with that of the estimated 
consumption. Except for year 1998-2002, electricity consumption calculated by equation (4) is 
comparable to the actual value.  
Table 3. Result of OLS Regression 
Parameters a t-test b t-test 
Value 0.982 43.3 -0.156 6.88 
Parameters R2 F-test MBE RMBE 
Value 0.990 2017 1.14×10-5 0.101 
4.  Discussion
Regression analysis results show that when the first principal component increases by one unit, the 
dependent variable (electricity consumption) rises by 0.982 units. Conversely, when the second principal 
component increases by one unit, electricity consumption declines by 0.156 units. In order to discuss the 
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influence of individual variables on electricity consumption, equation (7), derived from equation (1), 
equation (2) and equation (4), was used for further analysis.  
Y’=∑ (aα1i+bα2i) xi                                 (7) 
Table 4. Coefficient of variables
Variables 1st Component 2nd Component aα1i+bα2i 
x1 0.111 -0.058 0.118  
x2 0.107 -0.052 0.113  
x3 0.111 -0.055 0.118  
x4 -0.115 0.021 -0.116  
x5 0.112 -0.035 0.116  
x6 0.115 -0.025 0.117  
x7 0.174 0.413 0.106  
x8 0.112 -0.054 0.118  
x9 0.126 0.857 -0.010  
x10 0.135 0.094 0.118  
Table 4 lists the coefficient (aα1i+bα2i) of each variable. An increase, by one unit, of x1, x2, x3, x5, x6, x7, 
x8 and x10   would result in a rise in electricity consumption by 0.118, 0.113, 0.118, 0.116, 0.117, 0.106, 
0.118 and 118 units, respectively. In other words, these eight factors exert a positive impact on electricity 
consumption. On the other hand, a rise of x4 and x9 by one unit brings a decline in electricity consumption 
by 0.116 and 0.010 units, respectively, suggesting that commodity imports and efficiency of electricity 
are two factors having negative impact on electricity consumption. 
Of the ten variables, except for the percentage of rural population, the other variables should grow 
continuously as a result of economic growth and social development. Therefore, it is reasonable to slow 
down the rising rate of electricity consumption by reducing the percentage of rural population, increasing 
the commodity exports, and increasing the efficiency of electricity. 
5.   Conclusions 
(1) Principal component analysis of ten prevailing factors affecting the electricity consumption was 
conducted. The first and second principal components had Eigen-values greater than one and a 
cumulative variance of 82.77% and 93.19%, respectively. 
(2) Regression model was used to calculate electricity consumption which was a dependent variable 
while the first and second principal components were selected as independent variables. The coefficient 
of determination (R2) is 0.982 for the calculated and actual electricity consumption. Error analysis 
suggested close match of the calculated with the actual electricity consumption. 
(3) According to the coefficient of each variable in the combination, the growth of gross domestic 
product, income, industrial output value, commodity exports, added services industry value, household 
numbers, percentage of rural population and price index would cause electricity consumption to increase. 
Conversely, increase in commodity imports and efficiency of electricity would make electricity 
consumption to decline.  
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