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Resumo
As técnicas de imagiologia são uma mais valia para a compreensão do corpo
humano e deste modo constituem uma ferramenta relevante para a medicina mo-
derna. Atualmente, as técnicas de imagiologia que apresentam uma maior especifi-
cidade e sensibilidade ao nível molecular são as técnicas de medicina nuclear, onde
se destaca a tomografia por emissão de positrões (PET, acrónimo inglês de Positron
Emission Tomography). Esta modalidade permite obter, de uma forma não invasiva,
informação in vivo sobre a distribuição espácio-temporal de moléculas, que se en-
contram marcadas com um átomo emissor de positrões, os radio-traçadores.
Durante as últimas décadas a PET apresentou um nível de desenvolvimento
assinalável, que se refletiu na construção de sistemas de imagem direcionados a
imagiologia do cérebro (High-Resolution Research Tomography, resolução espacial de
2.5 mm) e de corpo inteiro (ECAT EXACT HR+, resolução espacial de 5 mm). No
entanto, uma das limitações desta modalidade de imagem é o facto de apenas per-
mitir obter uma escassa informação anatómica. De forma a potencializar a utiliza-
ção das imagens de PET na prática clínica, foi proposta a sua fusão com imagens
que apresentassem um elevado detalhe anatómico, como é o caso das imagens ob-
tidas por tomografia computorizada (CT, acrónimo inglês de Computed Tomography)
ou por ressonância magnética nuclear (MRI, acrónimo inglês de Magnetic Resonance
Imaging).
Inicialmente, a fusão de imagens médicas teve por base o co-registo de ima-
gens adquiridas de forma não simultânea. Contudo, desta abordagem resultaram
erros de co-registo, devido às diferenças existentes no posicionamento do paciente
nas várias aquisições, o que não permitiu explorar na sua totalidade as potencia-
lidades de cada técnica de imagiologia. De forma a ultrapassar este problema foi
proposto o desenvolvimento de sistemas de imagem híbridos. Durante a década
de 90, os sistemas de PET/CT foram os primeiros sistemas de imagem híbridos a
serem propostos e serem introduzidos na prática clínica. No entanto, o facto de
as técnicas de CT utilizarem radiação ionizante e por as suas imagens apresen-
tarem um reduzido contraste entre os tecidos moles impulsionaram o estudo de
sistemas de imagem PET/MRI, onde estes problemas não são verificados. Nestes
sistemas o elevado detalhe anatómico da MRI adiciona valor à imagem molecular
de PET e vice-versa. No entanto, a utilização de detetores e de eletrónica sensível
a campos magnéticos, por parte dos sistemas de PET, dificultou o avanço destes
sistemas híbridos de imagem. Em 2006, após o desenvolvimento de detetores e
de eletrónica não sensível a campos magnéticos, os fotodíodos de avalanche (APD,
acrónimo inglês de Avalanche Photodiode), estes sistemas híbridos de imagem surgi-
ram pela primeira vez. Estes detetores minimizam a interferência entre os sistemas
de PET e de MRI, permitindo a aquisição de imagens em simultâneo, a partir de um
único sistema. O BrainPET é o primeiro sistema de imagem de PET que permite a
aquisição de imagens de PET e de MRI em simultâneo. Trata-se de um dispositivo
construído para imagiologia cerebral, que foi desenvolvido pela Siemens Medical
Solution Inc1. e que atualmente está instalado em quatro centros de referência
em todo o mundo, Tübingen (University Hospital), Boston (Massachusetts Gene-
1Actualmente a empresa chama-se Siemens Healthcare.
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ral Hospital), Jülich (Forschungszentrum Jülich) e Atlanta (Emory University). A
combinação do sistema de imagem BrainPET de alta resolução (resolução espacial
de 3 mm) com um sistema de imagem de MRI MAGNETOM Trio de 3 T permite a
aquisição em simultâneo de imagens de PET/MRI, onde a informação anatómica,
funcional e estrutural da MRI é intersectada com a informação molecular de PET.
Um exame PET têm como objetivo principal obter uma imagem da distribuição
dos radio-traçadores no organismo. Essa distribuição pode ser analisada visual-
mente ou de uma forma quantitativa. Pode também ser considerada como uma
média ao longo do tempo do exame ou, separando os dados adquiridos, analisada
em função do tempo. Desta forma é possível monitorizar as curvas de atividade
tempo (TAC, acrónimo inglês de Time Activity Curve) de diferentes estruturas e com
base nessa informação aferir sobre a sua fisiologia. Para tal é necessário: 1) ima-
gens corrigidas para os efeitos deteriorantes da imagem e 2) modelos cinéticos. O
primeiro ponto é utilizado pois os dados são afetados por diferentes fatores que
deterioram a qualidade das imagens, tais como a interação dos fotões com a maté-
ria (atenuação e dispersão) e as características do sistema (eficiência dos detetores
e resolução do sistema). A capacidade de modelar ou corrigir estes efeitos sem
degradar a relação sinal ruído (SNR, acrónimo inglês de Signal-to-Noise Ratio) das
imagens está fortemente relacionado com a precisão das TACs, utilizadas nos mo-
delos cinéticos. É a utilização destes modelos que permite estabelecer uma relação
entre as TACs e os parâmetros biológicos que explicam o sistema biológico em es-
tudo. Esta relação é obtida através de modelos compartimentais, que necessitam das
TACs e de uma função de entrada (IF, acrónimo inglês de Input Function). Esta IF
é normalmente adquirida através da colheita continua de sangue arterial na artéria
radial. Contudo, este é um processo moroso, desconfortável e ao qual estão associ-
ados riscos de se realizar uma canulação arterial. Para além disso, a IF obtida por
este método tem de ser calibrada em relação aos dados de PET e corrigida com um
fator de dispersão e de atraso (consequência da distância percorrida pelo sangue
desde o local de amostragem (artéria radial) até ao local de interesse (cérebro)).
A utilização de exames dinâmicos de PET para extrair TACs referentes às ar-
térias carótidas (CA, acrónimo inglês de Carotid Artery), através da definição de
volumes de interesse (VOI, acrónimo inglês de Volume of Interest) em imagens de
PET, foi proposta por alguns autores. Esta IF é denominada de função de entrada
obtida a partir da imagem (IDIF, acrónimo inglês para Image Derived Input Function).
Todavia, a precisão desta abordagem na identificação das CAs é limitada, devido à
baixa resolução e à reduzida informação anatómica das imagens de PET. Em alter-
nativa à utilização exclusiva das imagens de PET foi também proposta a utilização
de imagens de MRI para definir as CAs, devido à sua elevada resolução e con-
traste nos tecidos moles. O desenvolvimento do 3 T MR-BrainPET é um excelente
pré-requisito para se obter uma IDIF, pois através deste sistema é possível adquirir
imagens simultâneas de MRI e de PET de alta resolução. Após a obtenção da IDIF
esta necessita de ser corrigida para o efeito do volume parcial (PVE, acrónimo in-
glês de Partial Volume Effect), que é uma consequência da resolução do sistema e do
tamanho das CAs. Este trabalho tem como objetivo investigar métodos não inva-
sivos para estimar a IDIF de dados obtidos com o sistema de imagem híbrido 3 T
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MR-BrainPET. Para tal, foram considerados três métodos de correção do efeito do
volume parcial (PVC, acrónimo inglês de Partial Volume Correction): 1) Model-based
PVC, que utiliza amostras de sangue venoso e 2) Recovery Coefficient e 3) Geometric
Transfer Matrix (GTM), que não utilizam amostras de sangue.
O método que se encontra descrito na literatura e que originou os melhores
resultados foi o model-based PVC. Este método tem por base a estimação de dois
coeficientes (PV e SP) utilizando as amostras de sangue venoso nos últimos ins-
tantes da TAC das CAs. Assim, o modelo assume que a IDIF é obtida através de
uma combinação linear entre a IF corrigida para o PVE e uma TAC dos tecidos do
lóbulo temporal adjacente à CA (Bg) (IDIF = IF× PV + Bg× SP ). Tendo em conta
o elevado impacto do ruído nas imagens de PET é de interesse estudar a influência
do mesmo nas estimativas de PV e SP. Com este objetivo, utilizaram-se curvas
simuladas de [18F]-FDG, às quais foram adicionadas diferentes níveis de ruído. Os
resultados mostram que o aumento do ruído resulta numa sobrestimação do PV
e numa subestimação do SP. Consequentemente são obtidos erros na área sob a
curva (AUC, acrónimo inglês de Area Under the Curve), que é utilizada como input
em diferentes modelos cinéticos. Este método apresenta ainda uma dependência
do termo SPPV , onde quocientes maiores resultam em maiores erros. Este quociente é
aumentado quando num passo de pós-processamento se aplica o filtro Gaussiano,
uma vez que este reduz o PV e aumenta o SP (aumenta o PVE e o spillover).
Com o objetivo de reduzir a influência do filtro Gaussiano, neste trabalho pro-
pomos a utilização de um filtro bilateral, o filtro bilateral híbrido (HBF, acrónimo
inglês de Hybrid Bilateral Filter). Este filtro utiliza a informação anatómica das CAs
de uma imagem de MRI para controlar a filtragem nos limites das CAs. De forma
a avaliar o HBF e os PVC foram geradas imagens dinâmicas de [18F]-FDG PET de
um sujeito saudável, com a plataforma de simulação Monte Carlo Geant4 Appli-
cation for Tomographic Emission (GATE). O impacto da IF foi também estudado na
taxa de consumo cerebral de glucose metabolizada (CMRglu acrónimo inglês para
Cerebral Metabolic Rate for Glucose). Para se obter a IDIF foram considerados não
só a média dos valores no VOI (IDIF-A), mas também a média dos n pixels com
valor mais elevado em cada plano no VOI (IDIF-nH) e no VOI (IDIF-nV). O HBF foi
avaliado com base nos coeficientes do model-based PVC e na AUC. Os resultados ob-
tidos mostram que os recovery coefficients, denominados de tPV, apresentam valores
idênticos aos PV para a IDIF-A e a IDIF-4H a IDIF-10H. Contudo a PVC continua a
ser necessária. Após a PVC, as IDIF-4H a IDIF-10H dos dados filtrados com o HBF
apresentaram os menores erros em termos de AUC e CMRglu. O HBF aumenta a
SNR sem deteriorar a resolução do sistema localmente.
Os métodos de PVC foram também avaliados com dados reais de [18F]-FDG,
[18F]-FET e [15O]-água adquiridos com o 3 T MR-BrainPET. O co-registo entre as
CAs nas imagens de PET e numa imagem Magnetization Prepared Rapid Gradient Echo
(MPRAGE) foi validado, o que permite obter uma IDIF através da definição do VOI
em imagens de MRI. Para tal, foram analisadas imagens paramétricas de CMRglu e
do fluxo sanguíneo cerebral (CBF acrónimo inglês para Cerebral Blood Flow). Os re-
sultados obtidos com os dados de [18F]-FDG mostram que os coeficientes tPV e PV
estão de acordo e que o coeficiente SP é aproximadamente constante para a IDIF-A
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e a IDIF-4H a IDIF-8H. Estes resultados estão de acordo com os dados simulados,
o que sugere que pode ser possível utilizar o tPV e um SP constante para corrigir
a IDIF com estes parâmetros. Os resultados dos dados de [18F]-FET mostram que
ocorreu uma sobrestimação da IDIF, o que sugere que este radio-traçador pode ter
propriedades pegajosas. Para os dados de [15O]-água foi também proposto um mé-
todo de correção da dispersão e do atraso, tendo por base a IDIF, o PVE, a dispersão
e o atraso. Cada radio-traçador apresenta características específicas e deste modo,
cada método deve ser avaliado para cada radio-traçador. O HBF foi ainda validado
com dados de fantomas e de pacientes, onde foram determinados os seus parâme-
tros ótimos (γ ≥ 6). Estes resultados estão de acordo com os dados de simulação
Monte Carlo, onde o HBF aumenta o SNR sem deteriorar a resolução localmente.
Em suma, o trabalho desenvolvido nesta dissertação mostra que a integração de
um sistema de alta resolução PET (BrainPET) num sistema de imagem MRI de 3 T
permite a obtenção de uma IDIF com base em VOIs definidos em imagens de MRI,
devido a um co-registo excelente na região das CAs. A IDIF deve ser corrigida para
o PVE. Este trabalho propõe e valida o HBF com dados simulados de fantomas e de
pacientes. Um novo método de correção da dispersão e do atraso da IF é também
proposto tendo em conta a IDIF e o PVE. Assim, a integração de abordagens
híbridas PET/MRI abre novos horizontes para a imagiologia cerebral, onde as mais
valias de cada modalidade convergem num maior número de oportunidades de
conhecimento da funcionalidade cerebral.
Palavras-chave: Função de entrada obtida a partir da imagem; PET/MRI;
Efeito do volume parcial; Correção do efeito do volume parcial; Modelos cinéticos;
Quantificação de dados de PET.
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Abstract
Introduction: The 3TMR-BrainPET scanner is an excellent tool to obtain an im-
age derived input function (IDIF), due to PET/MRI simultaneous imaging. In this
work, we investigated non-invasive methods to estimate an IDIF from volumes of
interest (VOI) defined over the carotid arteries (CA) using the MR data. The MR
information was used in the hybrid bilateral filter (HBF) and in three MR-based
partial volume correction (PVC) methods (blood-free: recovery coefficient (tPV)
and geometric transfer matrix (GTM); blood-based: model-based PVC).
Material and methods: Synthetic data of a [18F]-FDG patient were used to eval-
uate the noise impact on the parameter estimation of the model-based PVC (partial
volume PV and spillover SP). Monte Carlo GATE simulation data of a [18F]-FDG
patient were used to evaluate the HBF and the PVC methods. Real data of a phan-
tom and of five [18F]-FDG and three [18F]-FET scans, with venous blood samples
at later times of the curve, and three [15O]-water scans, with arterial blood sam-
ples, were also used with the same goal. VOIs were drawn bilaterally over the CAs
on an MPRAGE image (MR-VOI) and PET/MRI co-registration was evaluated. To
estimate the IDIF, the MR-VOI average (IDIF-A), n hottest pixels per plane (IDIF-
nH) and n hottest pixels in VOI (IDIF-nV) were considered. Model-based PVC
parameters, area under the curve and parametric images (cerebral metabolic rate
for glucose and cerebral blood flow) were evaluated against blood samples.
Results: An excellent PET/MRI CA co-registration was found. The HBF re-
duced the noise and partial volume effect (PVE), preserving the edges locally. The
IDIF-nH is less influenced by PVE than IDIF-A resulting in a smaller PV, which is in
accordance with the tPV. Results obtained with real data were in accordance with
simulated data, where the best results (smallest AUC errors) where found with the
model-based PVC.
Conclusion: With the HBF the PVE and the spillover introduced by Gaussian
filtering are reduced and at least the same SNR is achieved without deteriorating
the resolution. The integration of a high resolution BrainPET in an MR scanner
allows obtaining an IDIF from an MR-based VOI. The IDIF must be corrected for a
residual partial volume effect.
Key words: Image derived input function; PET/MRI; Partial volume effect;
Partial volume correction; Kinetic modeling; PET quantification.
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1
Introduction
1.1 Context and previous work
Positron Emission Tomography (PET) is an imaging modality which allows
biochemical and functional processes in vivo to be analysed. This modality has
grown over the past decades during which brain and whole-body dedicated scan-
ners were developed. The High-Resolution Research Tomograph (HRRT) [Hoffman
et al., 1983] and the ECAT EXACT HR+ [Brix et al., 1997] are examples of brain
and whole-body scanners, respectively. However, the lack of precise morphologi-
cal information and reduced resolution (5 mm for all body scanners [Bolard et al.,
2007] and 2.5 mm for brain scanners [de Jong et al., 2007]) were a limitation of this
modality. In order to add diagnostic value to those images, the fusion of PET im-
ages with image modalities with higher precise morphological information, such
as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI) , had been
proposed.
The first approach to accomplish this fusion was based on fusion of non-
simultaneous imaging, which may be affected by co-registration errors due to non-
simultaneous acquisition. To overcome this problem, the development of hybrid
systems, which allows for simultaneous imaging, evoked interest in the research
and medical community. These scanners had a high acceptance level by physicians
and were first introduced in 1990s with the PET/CT [Beyer et al., 2000, Townsend
et al., 2003]. Nevertheless, the use of ionizing radiation and the low contrast of CT
between soft tissues remain a limitation of these hybrid systems.
An attractive alternative to CT is MRI, which allows better contrast in soft tissue
and does not use ionizing radiation. Furthermore, MRI also allows different appli-
cations, such as functional MRI (fMRI), spectroscopy or diffusion imaging. How-
ever, the simultaneous acquisition of PET and MR images was not possible because
the electronics associated to traditional PET system was very sensitive to the mag-
netic field of MR scanners. To overcome this technical incompatibility, different ap-
proaches had been proposed, such as the use of optical fibers or co-planar PET/MRI
scanners [Pichler et al., 2008, Shao et al., 1997]. In 2006 [Pichler et al., 2008], the
introduction of the Avalanche Photodiodes (APD), which are non-sensitive to mag-
netic fields, minimized interferences between MRI and PET, allowing simultaneous
imaging in an integrated system.
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The first PET/MRI system for human studies was a brain dedicated device,
the BrainPET scanner. Two of five worldwide prototypes developed by Siemens
Medical Solutions Inc.1 is installed at the Forschungszentrum Jülich since 2008. The
others scanners are placed in Tübingen, Boston and Atlanta. This dedicated brain
scanner shows high potential, taking advantage of the high soft tissue contrast of the
MRI and the functional and metabolic data from PET radiotracers. As an emerging
modality, it is a new research field in medical imaging where new problems started
to be investigated in order to achieve the hidden potential of the combination of PET
and MRI [Herzog et al., 2010b]. With a new scanner, some limitations are reduced
but new problems show up. On one hand, the architecture of the BrainPET, inside
the MR bore with the MR radio-frequency (RF) coils between the subject and the
PET detectors [Pichler et al., 2006], introduces data uncertainties related to scatter
and attenuation. Moreover, the low signal from bone in MR images also introduces
problems in the attenuation correction. On the other hand, the high resolution
of this scanner of about 3 mm minimizes the partial volume effect, reducing its
influence.
From the PET point of view, one of the main goals is to achieve accurate dis-
tribution of the radiotracer in the body. This distribution can be analysed visually
or quantitatively. It can also be analysed as an average of the distribution through
the time or analysed as function of the time. With the last approach, PET data
allows to monitor the time activity curves (TAC) of different structures to provide
a true reflection of the underlying physiology (fig. 1.1). For that, two main steps
are necessary after data acquisition: 1) accurate data correction after or during re-
construction and 2) kinetic models. The first step is necessary because the acquired
data is influenced by different factors, such as physical interaction of the photons
with the matter (attenuation and scatter) or system characteristics (dead time, de-
tector efficiency and system resolution). The ability to accurately measure or model
these effects and to correct them, while minimizing the impact on signal-to-noise
ratio, largely determines the accuracy and precision of PET images. With these cor-
rections it is possible to achieve accurate TACs which are used in the second step,
the kinetic modeling. This step is responsible for defining a relationship between
the PET TACs and biological parameters of interest.
In kinetic modeling, an arterial input function (IF) is often used as input for
the models. The standard procedure to measure it is based on arterial blood sam-
pling by cannulation of the brachial or radial artery. Nevertheless, this procedure is
invasive, uncomfortable and discouraging for patients or volunteers to participate
in dynamic studies. Moreover, arterial input function also leads with dispersion,
delay and cross-calibration errors. In order to overcome these limitations other
approaches have been proposed, such as population based IF, arterialized venous
blood sampling or image derived input function (IDIF) . The last approach is an
active research area [Zanotti-Fregonara et al., 2011a]. This method uses the blood
data on the dynamic PET images which leads to several advantages treated in this
work. In IDIF for brain imaging, the vessels often used to extract the blood informa-
tion are the internal carotids. However, as a consequence of their small diameter of
1Nowadays called Siemens Healthcare.
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5 mm [Krejza et al., 2006], the signal from them is highly influenced by partial vol-
ume effect (PVE) and accurate partial volume correction (PVC) is needed to avoid
quantification errors.
1.2 Objective and outline of the thesis
The overall aim of the work discussed here was to investigate non-invasive meth-
ods to estimate the IDIF with data obtained with the hybrid 3TMR-BrainPET by
combining the anatomical information from MRI with the molecular information
from PET.
The thesis is organized in 7 chapters as described below.
The present chapter 1 introduces the context, motivation and general organiza-
tion of the work.
Chapter 2 introduces the different imaging modalities that are used in this work.
This chapter is subdivided in three sections where the MRI, PET and PET/MRI
modalities are introduced. The first section describes the MRI basic principles,
followed by a description of the imaging principles and MR sequences. The second
section describes the strategies for acquiring accurate functional images with PET,
from the positron annihilation to reconstructing images and kinetic modeling. The
data acquisition, organization, reconstruction and data corrections, as well as the
imaging processing strategies, are also explained. The last section describes the
multi-modality PET/MRI. Advantages, design difficulties, the BrainPET system and
applications of PET/MRI are described in this section.
Chapter 3 discusses the strategies described in the literature to achieve an accu-
rate IDIF estimation. The use of simulated or/and real data, the CA identification
techniques and the PVC methods which use MRI information in this context are
described. The strategies used for evaluating the methods and comparative studies
are also discussed in this chapter.
In chapters 4, 5 and 6 the methods developed in this thesis are described. In
each chapter a small introduction, results, discussion and conclusion are presented.
In chapter 4, a model used for partial volume correction was evaluated for different
levels of noise with simulated data. Chapter 5 proposes and evaluates the hybrid
bilateral filter in order to increase the SNR and preserve the resolution locally with
a GATE Monte Carlo simulation. In chapter 6, the analysis of different PVC are
performed for real data with [18F]-fluor-deoxyglucose, [18F]-fluoro-ethyl-L-tyrosine
and [15O]-water acquired in the hybrid MR-BrainPET.
Finally, chapter 7 presents and discusses the results obtained in the previous
chapters of this work. In this chapter, a detailed discussion of the entire thesis is
presented as well as the conclusion and future perspectives of this work.
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Figure 1.1: Quantification of Positron Emission Tomography data. Adapted from [Myers et al., 1996].
2
Hybrid medical imaging
2.1 Introduction
Medical imaging is a group of non-invasive techniques used to obtain images
from the body. Since introduced in clinical practice, medical images started to be a
crucial tool for physicians. The use of medical imaging has enabled physicians to
look inside patients without surgical procedures. Consequently, an easier diagnosis,
a better surgery planning and a knowledge of the human body are some key points
to which medical imaging has strongly contributed. In modern medicine a wide
number of medical imaging methods are available, such as PET, MRI or CT. Each
modality has advantages and disadvantages and recurrently more than one image
of different modalities is required. Such need boosted the hybrid scanners, where
two modalities are compacted into one scanner. This chapter introduces the basic
concepts of PET, MRI and hybrid PET/MRI. It also discusses the difficulties and
potentialities of the recent PET/MRI scanners.
2.2 Magnetic Resonance Imaging
Magnetic resonance imaging (MRI) is a non-invasive medical imaging technique
that allows to imaging in vivo the human morphology, structure and dynamics
with high contrast and resolution. The main characteristics of MRI are present
in the diagram of fig. 2.1. This technique uses magnetic fields and electromagnetic
energy to generate signals from the atomic nuclei, in particular the hydrogen nuclei1
(proton of the nuclei), that can be translated into images. In this subsection the
concepts related to MRI involved in this work will be introduced.
2.2.1 Basic Principles
When a volume, for instance with water, is placed in an external static magnetic
field B0, the spins magnetic moment (
−→µ ) of the protons start to align preferably
in the direction of B0, assumed as z direction (fig. 2.2). This preferred orientation
of the spins is explained by the Boltzmann statistics, which dictates that, at room
1Hydrogen nuclei are the most abundant in human body, since it is composed of 75% of water.
Nevertheless, imaging of others nucleus such as sodium is also possible.
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Figure 2.1: Magnetic resonance imaging features.
temperature, there are more spins in the lowest energy level (orientated parallel
to B0), than spins in the highest energy level (orientated anti-parallel to B0). In
the presence of B0, the spins magnetic moment of the protons start precessing at
a specific frequency, the Larmor frequency ω0. This frequency is proportional to the
strength of the external magnetic field:
ω0 = γB0 , (2.1)
where γ is the gyromagnetic ratio. For protons, the Larmor frequency is approxi-
mately 42.6 MHz in a magnetic field of 1 T.
The sum of all magnetic moments of the volume of protons is given by the
magnetization vector
−→
M, which is aligned with B0 (fig. 2.2).
This vector has an higher component in B0 direction, known as longitudinal mag-
netization Mz. Note that, the individual
−→µ also have a transversal component to
B0, the transversal magnetization Mxy. However, since the protons are not precess
in phase, the −→µ component transversal to B0 are randomly distributed and Mxy is
close to zero.
This state can be disturbed by transmitting photons with the Larmor frequency,
the so-called radio frequency pulse (RF pulse). When one of these photons is absorbed
by a proton, the proton spin transitions to a higher energy level. Moreover, it will
also force the protons to rotate in phase, which will increase the Mxy. The angle
of rotation relative to the main magnetic field direction is known as flip angle α.
This RF pulse is produced by a transmission coil close to the volume. When the RF
pulse stops the net magnetization vector
−→
M will return gradually to its equilibrium
state Mz, losing the transversal component. This effect is known as relaxation and it
is induced by two independent processes: the spin-lattice interaction (T1 relaxation)
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Figure 2.2: External magnetic field effect on protons. Preferentially the protons are aligned according
the magnetic field, resulting in a net magnetization
−→
M.
and spin-spin interaction (T2 relaxation) (fig. 2.3).
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Figure 2.3: Protons relaxation: Longitudinal magnetization recovery (left) and transversal magnetization
relaxation.
The spin-lattice interaction is the mechanism which results in an recovery of Mz
after applying a RF pulse. This process is characterized by the transfer of energy
of the protons to the surrounding macro-molecules and reflects the time necessary
to protons to realign with B0. The numerical constant that controls this process is
T1, the spin-lattice relaxation time constant, which is the time required to recover
63% of the initial Mz. It is dependent of the strength of B0, the flip angle and the
composition of the tissues imaged. For a 90º flip angle, mathematically this process
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is explained by the exponential behavior:
Mz(t) = Mz0
(
1− e−tT1
)
, (2.2)
where Mz0 is the equilibrium magnetization.
The spin-spin interaction is the mechanism which results in a decrease of Mxy
after applying a RF pulse. The reduction of Mxy is attributed to the loss of phase
coherency of protons, which depends on their mobility. A large mobility results in
a slower loss of coherency. Mathematically this process is explained by:
Mxy(t) = Mxy0e
−t
T2 , (2.3)
where Mxy0 is the initial transversal magnetization and T2 is the spin-spin relax-
ation time constant, which depends on the tissue under study. Note that, if the field
inhomogeneities are taken into account, T2* is assumed.
2.2.2 Imaging Principles
During the process of relaxation previously described, the protons will emit a
RF wave with the Larmor frequency, the so-called free induction decay (FID) . Such
wave induces an alternating voltage with the Larmor frequency in a receiver coil,
which generates the MR signal. The FID measured from the entire volume does
not have a spatial discrimination. In order to obtain spatial information, crucial to
generate an image, a position encoding process has to be used. A linear gradient Gz
parallel to B0 is often used to change the Larmor frequency (eq. 2.1) of the protons
along this direction:
ω(z) = γ (B0 + zGz) . (2.4)
When a RF pulse is transmitted with a specific range of frequencies (bandwidth),
just the protons with the Larmor frequency that match the RF pulse frequency
profile are excited, thus permitting the slice selection, as shown in fig. 2.4. Note that,
the thickness of the slice depends on the bandwidth. However, it is still necessary
to differentiate between the protons within this slice. For that, two more gradients
are often used, the phase encoding gradient in the y direction Gy and the frequency
encoding gradient in the x direction Gx. These gradients have identical properties
but are applied in different directions and at different times. By applying these
gradients and by measuring echos (see bellow) it is possible to fill the k-space, with
information that codifies the image in the frequency domain. Then, by applying a
Fourier transform to the k-space it is possible to access the spatial information.
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Figure 2.4: MR slice selection process. In the presence of a gradient in z direction the total magnetic
field that the protons experiment depends on the position in this direction. The thickness of the slice
(∆z) depends of the RF bandwidth (∆ω) and it is given by ∆z = ∆ω γGz.
2.2.3 Image Sequences
As described in the previous subsections, the signal acquired from MRI depends
on RF pulses and gradient profiles as well as on different properties of the volume
imaged (e.g. human body), such as proton density (PD), T1 and T2 of the tissues.
Since the properties of the volume cannot be changed, MRI allows imaging of dif-
ferent structures by changing the RF pulse and gradient design through time, in
MR sequences, becoming possible to obtain different types of image contrast. This
is a great advantage over CT, where the contrast is only based on electron density
and X-Ray energy2. This subsection introduces the concepts of the MR sequence
used in the scope of this work.
The most often used sequence in MRI is the spin-echo sequence (SE) (fig. 2.5). This
sequence begins with the application of a RF excitation pulse of 90º in simultaneous
with a slice selection gradient, followed by a refocusing pulse of 180º after a time
span t. When the first RF pulse is turned off the magnetization is tipped into the
transverse plane and the protons begin to dephase. After this pulse, a phase and a
frequency encoding gradients are applied to codify the y and x directions, respec-
tively. By applying a 180º pulse at t, simultaneously with a slice selection gradient,
the protons of this slice rotate back towards coherency and the previously accumu-
lated extra positive phase is now turned into negative phase, and vice versa. Then,
since the rate at which phase is accumulated does not vary, all protons will return
to have a 0º phase difference at the same time t after the 180º pulse. At this time,
the frequency encoding gradient along x is switched on to encode this direction and
the echo is measured. The time between the excitatory pulse and the echo reading
is known as echo time (TE) and the time between consecutive excitatory pulses is
know as repetition time (TR). These time intervals control the image contrast de-
termined by T1, T2 and PD. The spin-echo sequence is characterized by very long
acquisition times.
Another sequence often used is the gradient-echo sequence (GE) (fig. 2.5). The
2Dual Energy CT.
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Figure 2.5: MR sequences: spin-echo (left) and gradient-echo (right).
GE begins with the application of an excitatory RF pulse with a flip angle lower
than 90º simultaneously with the slice selection gradient. When the RF pulse is
turned off, the protons begin to dephase and a phase encoding gradient is applied
in y direction. At this time, the magnetization is tipped into the transverse plane.
Simultaneously, a negative frequency encoding gradient is applied (x axis) to induce
a faster dephasing of the protons. Then, a positive frequency encoding gradient is
applied to rephase the protons at the same time as the echo is measured. Unlike
SE, GE uses the gradients with opposite signs to dephase and rephase the protons.
This sequence allows shorter acquisition times than SE.
In this work, an magnetization prepared rapid gradient echo (MPRAGE) image se-
quence was used. A schematic diagram of the sequence periods is presented in fig.
2.6. The first period is the magnetization preparation to introduce T1 contrast on the
image. For that, a RF pulse with a flip angle of 180º is often applied. When this
inversion pulse is applied the Mz does not follow eq. 2.2 but:
Mz(t) = Mz
(
1− 2e−tT1
)
. (2.5)
Consequently, T1 contrast will dominate the sequence, depending on the time
between the inversion pulse and the GE sequence (rapid gradient echo). The period of
time between both sequence periods is called inversion time TI . Then, when the GE
sequence is applied the signal is acquired. This acquisition period is followed by a
magnetization recovery period where the magnetization recovers during a delay time
(TD) before the next inversion pulse, in order to prevent prevent saturation effects.
Further information about MPRAGE sequence can be found elsewhere [Bernstein
et al., 2004, Mugler and Brookeman, 1990]
At the Forschungszentrum Jülich, the MPRAGE sequence is acquired in all MR
acquisition protocols after the localizer image, being available in all data set used in
this work. Moreover, this sequence was also used by the majority of the publications
in image derived input function context (see chapter 3), due to its good contrast in
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Figure 2.6: Schematic diagram of a magnetization prepared rapid gradient echo sequence.
carotid arteries region. Nevertheless, MRI is a very versatile technique which allows
imaging of not only morphology but also of body functions, e.g. cerebral blood
flow with arterial-spin-label (ASL), or structure, as in the case of fiber tracking with
diffusion tensor imaging (DTI). Further information about MR sequences can be
found in [Bernstein et al., 2004, Haacke et al., 1999].
2.3 Positron Emission Tomography
Positron emission tomography (PET) is a nuclear medicine imaging technique
that can be used to measure physiological and biochemical processes in vivo. The
main features of PET are presented in diagram of fig. 2.7. This is a powerful
tool in clinical practise, for which biomolecules are labelled with radioisotopes.
PET images the bio-distribution and kinetics of these biomolecules by detecting the
radioactive decay. In this section, the concepts related to PET involved in this work
will be introduced, following the scheme of fig. 1.1.
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Figure 2.7: Positron emission tomography features.
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2.3.1 Basic Principles
To measure physiological and biochemical processes of a single molecule in vivo,
this technique uses the tracer principle, which states that a radioactive material
participates in metabolic reactions in the same way as its non-radioactive counter-
part. Based on this principle and by labelling molecules with positron emitting
radionuclides, which are administrated to the patient, it is possible to measure the
concentration of the radiotracers during the time observed.
Positron 
Range
Positron emitting 
radionuclide
511 keV annihiliation photon
511 keV annihiliation photon
Coincidence circuit
Detector
Detector
Figure 2.8: PET imaging principle. It is possible to observe the positron emission tracer, the positron
annihilation which originates two 511 keV photons, and the coincidence detection of this photons.
These images are a consequence of the coincidence detection of the two annihi-
lations photons which result from positron decay (fig. 2.8). In a positron decay, a
emitted positron (β+) travels a small distance of few millimetres (positron range3)
till annihilation with an electron. As a result of the annihilation, the positron mass
and electron mass are converted in two photons of 511 keV, which leave the anni-
hilation site in opposite directions (180 ◦). If these photons are detected within a
defined energy window (e.g. 400-620 keV) and within a defined time window (e.g.
τ=6 ns) the so-called prompt event is recorded. Note that, the PET detector con-
sists of scintillation crystals (lutetium oxyorthosilicate (LSO) or bismuth germanate
(BGO)), which convert the 511 keV photons to visible light, coupled to a electric
system that amplifies the signal, e.g. a photomultiplier (PMT), followed by a ana-
logue/digital converter in an coincidence circuit (fig. 2.8). Each prompt detection
is assigned to a line of response (LOR) or tube of response (TOR), depending on
the reconstruction model used, joining the two detectors hit by the 511 keV pho-
tons (fig. 2.8 and fig. 2.9). The information given by these LORs/TORs is used by
reconstruction algorithms to obtain the image.
However, not all the prompt events detected by the PET system are true events
(fig. 2.9). Because there is a probability of a photon to escape from the field of
view (FOV) of the scanner or to be attenuated into the body, random and scattered
events are also detected. The scatter events are consequence of the interaction of
3The positron range depends on the positron emitted energy and is considered as the intrinsic reso-
lution of the PET.
CHAPTER 2. HYBRID MEDICAL IMAGING 13
at least one photon with the matter, such as Compton effect4, which induces a
change of its direction before detection. The random events occur when photons
from two different annihilations accidentally are detected simultaneously, while the
corresponding photons for both annihilations are not detected. Both events result
in an erroneous LOR/TOR, deteriorating the image quality. Moreover, during the
travel thought the tissue the photons are also absorbed, resulting in loss of PET
signal.
Only by detecting the true coincidences during the time, it is possible to quantify
accurately the tracer distribution as a spatial and time function. For that reason, the
prompt events must be corrected for several factors, enumerated in the next section.
Further information about basic principles of PET can be found elsewhere [Weirich
and Herzog, 2012].
True  Events Scatte r Events Random Events
Gamma Ray Line  of Re sponse  (LOR)Annihilation e ve nt
Figure 2.9: PET events: true events (left), scatter events (center) and random events (right).
2.3.2 Data Correction
Data correction is mandatory to achieve quantitative and qualitative PET data.
The main corrections are related with the characteristics of the scanner and with the
interaction of the photons with matter. The former are the detectors efficiency cor-
rection, dead time correction, normalization and partial volume correction. The last
are the scatter correction, attenuation correction and random correction (fig. 2.10).
Moreover, the patient motion also must be taken into account. In this subsection,
the correction methods which have high impact in image reconstruction and analy-
sis will be treated with more detail: normalization, attenuation, scatter, motion and
partial volume corrections.
4The dominant effect at 511 keV.
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Figure 2.10: Impact of data correction in a [18F]-FDG PET of human brain. Images without correction
for attenuation and scatter (left), without scatter correction (middle) and fully corrected (right). Adapted
with permission from [Weirich and Herzog, 2012].
2.3.2.1 Normalization
The current commercial PET scanners acquire data in 3D5. In this acquisition
mode, more LORs/TORs contribute to the same voxel in the space when compared
with the 2D PET (fig. 2.11) and more random and scatter events are detected. More-
over, not all the voxels in the space are crossed by the same number of LORs/TORs.
On one hand, the central detectors are crossed by a higher number of LORs/TORs
and are more sensitive. On the other hand, at the edges of the scanner the detectors
are intersected by less LORs/TORs and consequently are less sensitive. Such dif-
ferences in geometric sensitivity must be corrected. Moreover, the crystals of PET
detector system also have different efficiencies, where some detectors detect more
counts than others. The so-called normalization corrects the image for both scanner
geometry and crystals efficiency [Oakes et al., 1998].
2D PET 3D PET
Septa
Figure 2.11: 2D data acquisition (left) and 3D data acquisition (right). Note that, the septa are presented
in the 2D and not in a 3D acquisition.
At the Forschungszentrum Jülich the normalization file is derived from a rota-
tional plane source [Oakes et al., 1998]. A plane source is placed at the center of the
scanner FOV, which rotates with a pre-determined angle and stays at each position
5In the first scanners the data was acquired in 2D, the rings of detectors were separated axially by
lead-shields or septa. These septa decrease the measured scattered photons and random coincidences.
However, the total count rate and consequently the system sensitivity is also reduced. For that reason,
the 2D acquisitions are not used as standard in the modern PET scanners.
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a pre-determined time. By considering only the detectors which are perpendicular
to the plane source in reconstruction, it is possible to obtain a scatter-free cylinder.
Once acquired, this cylinder represents the normalization file, which takes into ac-
count the different detector and geometric sensitivities of the scanner. Note that the
accuracy of the normalization file depends of the acquisition time at each angle, so
that higher acquisition periods result in a more accurate normalization file with less
noise.
2.3.2.2 Attenuation Correction
From the mentioned corrections, the one which has the higher visual and quan-
titative effects is the attenuation correction (see fig. 2.10). Moreover, due to a high
proximity of the carotid arteries to high and low attenuation regions (fig. 2.12),
accurate attenuation correction is high important.
When photons travel through matter they are attenuated, mainly by Compton
scattering so that they lose energy. Considering a monoenergetic photon beam pen-
etrating in a uniform target with length x, it is known that the beam is attenuated
exponentially according to:
N(x) = N0e−µx , (2.6)
where N0 is the initial number of photons in the beam and µ is the linear attenuation
coefficient of the medium, which depends of the photon energy.
In order to correct the data for attenuation, the knowledge of the attenuation
map or µ-map is mandatory. To derive the attenuation map the so-called trans-
mission image may be required (see bellow). This image is acquired with differ-
ent approaches, depending upon the scanners characteristics. In the standalone
PET scanners the transmission image is acquired using rotation sources with high
half-life positron emitters (68Ge-68Ga) [Dahlbom and Hoffman, 1987] or single pho-
ton emitters (137Cs) [de Kemp and Nahmias, 1994]. Currently, no stand-alone PET
scanners are available in the market, and only PET/CT solutions are sold. In these
scanners, the CT already provides the transmission image. In order to derive the
attenuation map, this transmission image needs to be post-processed with a scaling
factor (linear or non-linear) [Carney et al., 2006] and with a pos-filtering Gaussian
smoothing. The first is required when the transmission image is acquired with pho-
tons with energies different of 511 keV, such as with CT or with rotation sources of
137Cs (energy = 622 keV). This step is not required for transmission images acquired
with rotation sources with positron emitters. The last is required when the trans-
mission images is acquired with CT, in order to achieve the resolution matching
between PET and CT6. In the BrainPET no rotation source or CT is available. For
that reason, an accurate attenuation map definition is still an active area of research
in PET/MRI (see PET/MRI section) [Keereman et al., 2012]. Further information
about attenuation correction can be found in [Ay and Sarkar., 2007, Keereman et al.,
6CT has an higher resolution than PET. In the case of a standalone PET this step is not required
because the resolution of the transmission data is the same as the PET data.
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Figure 2.12: Attenuation map in PET/MRI: (a) MPRAGE, (b) attenuation map from CT, (c) attenua-
tion map based on the template method [Kops and Herzog, 2007] and image fusion of (d) MRI and
attenuation map from CT and (e) MRI and template-based attenuation map.
2.3.2.3 Scatter Correction
Like attenuation correction, scatter correction also has a considerable impact
on the image (see fig. 2.10). While attenuation is characterized to decrease the
intensity of the image (exponential behavior), scatter is characterized to induce a
blurring on the image, reducing the contrast. The fraction of scatter is typically
20-30% in brain studies and 30-50% in whole-body studies for 3D acquisition mode
[Weirich and Herzog, 2012]. To correct for such effect, different strategies have
been developed, such as methods based on photon energy or numerical calculations
[Zaidi and Montandon, 2007].
At the Forschungszentrum Jülich, in the BrainPET scanner, the scatter correction
method is based on the single scatter simulation algorithm7 [Watson, 2000]. This
algorithm uses the attenuation map and the reconstructed image (measured data)
to compute a numerical simulation of the scatter distribution for each LOR/TOR.
After performing the simulation, the scatter distribution needs to be scaled to the
measure data. To scale the scatter distribution, the method assumes that the events
recorded outside of the patient body (attenuation map) are just scattered events
after random correction, the so-called scatter tails. Using the scatter tails from the
simulation and from the measured data it is possible to scale the scatter distribution
[de M. Monteiro, 2012]. After scaling, the scatter distribution can be used in scatter
7This method only takes into account the single scatter event because the multiple scattered events
are a small component (about 20%) of the total scatter. The calculation of such multiple scatter events
would increase the computational time, which would hamper the applicability of such method in clinical
practice [Siemens medical, 2006].
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correction. Further information about scatter correction strategies can be found in
[Zaidi and Koraly, 2006].
2.3.2.4 Correction for Random Events
Random events also result in a decrease of image contrast. The rate of random
events R in a temporal window τ between a pair of detectors i and j is given by:
R = 2τRiRj , (2.7)
where Ri and Rj are the rates of random events in detector i and j, respectively. Note
that, the random coincidence rate increases with the square of the activity and the
true coincidence rate increases linearly. To correct for random events two methods
can be considered, one which uses a single time window and another which uses
two time windows, the delayed time window method.
In the BrainPET scanner the second method is used. This method assumes that
the probability of detecting a true event in a delayed time window is zero. Consid-
ering that prompt events are detected in a temporal window τ (=12 ns), if a delayed
time window with the same width τ and a delay of 60 ns is considered, the last win-
dow will only measure the random events. Because both windows have the same
width (τ=12 ns) the rate of random events is the same in both windows. As conse-
quence, the rate measured with the shifted window can be used to correct for the
bias introduced by random events. Further information about random correction
can be found elsewhere [Brasse et al., 2005].
2.3.2.5 Motion Correction
Patient motion (physiological or not) introduces blurring in the images. In brain
imaging, head movements often occur in scans with long periods of acquisition,
such as in a dynamic [18F]-FDG PET (one hour). Because the analysis of dynamics is
often performed based on regions of interest (ROI), motion correction is important
to avoid ROI mispositioning.
The simplest method to reduce the patient motion is to use immobilization de-
vices [Litton, 1997, Zanotti-Fregonara et al., 2009]. However, these devices are very
uncomfortable for the patients (see next chapter). An attractive alternative is to
use optical motion tracking systems, which enables on-line motion correction [Ful-
ton et al., 2001]. These systems reduce the mismatch between the attenuation map
and the PET data, and therefore reduce the errors in attenuation/scatter correction.
However, such systems are not available in all the scanner rooms. As an alter-
native, off-line frame-by-frame methods can be used. In these methods, a chosen
metric (e.g. sum of absolute differences) is used to measure the degree of move-
ment between frames and to calculate correction parameters. An image is taken
as reference, the so-called reference image, and the frames are co-registered to this
reference using the chosen metric. This motion correction can be performed either
before or after attenuation correction. The last is implemented for example in Pmod
(http://www.pmod.com/) and was used in this work.
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2.3.2.6 Partial Volume Correction
The term partial volume effect (PVE) refers to two phenomenons that change
the intensity of each voxel from its real value [Soret et al., 2007]: spatial resolution
and image sampling in a voxel grid.
The finite spatial resolution8 of the scanner induces a 3-dimensional blurring on
the image. To describe the resolution of imaging systems, in our case a PET scanner,
the full width at half maximum (FWHM) of the point spread function (PSF) may be
taken as characteristic parameter. The PSF is the response of the scanner to a point
source (Dirac delta) of activity. Because the imaging system has imperfections,
the PSF shows a bell shape instead of a Dirac delta (ideal case) (fig. 2.13). As
consequence, every object will be influenced by the PSF of the system. For a linear
system, the relationship between the object with a distribution of activity f (r) and
the resulting image g(r) is expressed by:
g(r) =
∫
R
h(r, r,) f (r,)dr, , (2.8)
where h(r, r,) represents the PSF of the system and r and r, represents the vectors
in image and object space respectively. In the case of a spatial invariant PSF, the
equation 2.8 can be written as:
g(r) =
∫
R
h(r− r,) f (r,)dr, . (2.9)
In this case, the image is equal to the convolution of the PSF of the system with
the object distribution. However, in most scanners the spatial resolution is position
dependent, where the highest resolution is found in the center of the FOV and
degraded towards the edges [Lohmann, 2012]. This will influence measurements
near the scanner edges and should be taken into account in quantitative approaches
[Mourik et al., 2008a].
As a consequence of resolution blurring, parts of the objects signal "spills out"
and are seen outside of the object (yellow part of fig. 2.14), in this way underesti-
mating the true objects concentration. In PET imaging, the PVE was first referred
by Hoffman [Hoffman et al., 1979] as a limitation in quantitative analysis, where the
apparent loss of radioactivity due to the small object size relatively to the system
PSF was studied. However, in this publication this phenomenon was only taken into
account for an high concentration object (hot) within a low activity medium (cold).
Because not only activity from the object spills out but also activity from back-
ground spills into the object ("spill in"), a presence of a hot surrounding medium
which contaminates a cold object was taken into account by Kessler [Kessel et al.,
8Spatial resolution depends upon factors from various sources: a) physical, such as the scatter radi-
ation, positron range and non-collinearity of the emission annihilation photons; b) instrumental, such
as geometry, crystal size and crystal efficiency of scintillation and c) methodological, such as the recon-
struction algorithm and pos-reconstruction processing [Rousset and Zaidi, 2006]. An overview of other
factors that affect spatial resolution can be found elsewhere [Saha, 2010].
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1984]. For a defined radiotracer, object and scanner, the spill in and the spill out
depend upon the uptake of the object and the surrounding tissue.
Different radiotracers result in different spill in and spill out effects [Ribeiro
et al., 1999], which are also influence by the scanner spatial resolution. Whole-body
scanners have a resolution between 4.3 mm and 8.3 mm (e.g. ECAT EXACT HR+)
[van Velden et al., 2009], which limits quantitative studies of the brains small struc-
tures due to an high PVE. To overcome this problem, dedicated head scanners with
high spatial resolution have been developed. With the high resolution research to-
mograph (HRRT) the spatial resolution improved to 2.5 mm [van Velden et al., 2009]
and with the BrainPET to 3 mm [Herzog et al., 2011]. However, even in high resolu-
tion PET such as the HRRT and the BrainPET, the spill in and spill out influence the
quantitative analysis of small structures and must be taken into account [Mourik
et al., 2008b].
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Figure 2.13: Effect of scanner limited spatial resolution. The effect of the system imperfections is patent
when the object at left is reproduced as at right, consequence of the object convolution with the PSF of
the system.
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Figure 2.14: Profile of figure 2.13 along a line with x constant. It is illustrated the spill over (at yellow)
and that the image maximum still the same.
The image sampling in a voxel grid has as consequence that different tissues may
be included in the same voxel, a phenomenon called as tissue fraction effect [Soret
et al., 2007]. Even if a scanner had perfect spatial resolution, there would still be
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some PVE due to image sampling (i.e. finite size of the voxels)9.
The PVE does not cause any loss of the signal, it just displaces the signal in the
image so that the image is affected both quantitatively and qualitatively. Detailed
information about PVE can be found in [Rousset and Zaidi, 2006, Soret et al., 2007].
2.3.3 Data Reconstruction
After understanding the basic principles of PET and the data correction required
to quantitative and qualitative PET, it is important to understand how the data is
organized and reconstructed. Continuing one step further in the scheme of fig. 1.1,
in this subsection, data acquisition and data organization are discussed, as well as
two reconstruction algorithms, the analytical and iterative algorithms.
2.3.3.1 Data Acquisition
Despite the 2D or 3D data acquisition (fig. 2.11), the data can also be acquired in
different modes related with the temporal information of the data. In our days, the
standard data acquisition is the list-mode acquisition. With this acquisition mode,
the time, the spatial coordinates and other characteristics of the photon, such as
energy, are recorded for each event. This is a versatile data acquisition mode which
allows flexible post-acquisition framing schemes to obtain static, dynamic or gated
images.
A static image represents a time average of the radiotracer distribution over the
entire period of data acquisition, introducing only spatial information. From the list
mode data, a static image is obtained by summing all the events weighted by the
acquisition time. These images are often used when the dynamic of the radiotracer
changes very slowly or when it does not include extra information, such as in
metastasis oncology applications, where the goal is to identify the lesion.
Unlike static images, dynamic and gated images are a sequence of images which
include time information of the radiotracer distribution. Dynamic images are used
to assess to organs functionality with kinetic analysis. Gated images are used
mostly in cardiac images, where the image acquisition should be synchronized
with the cardiac or breathing cycles. In the former case the list mode data is his-
togrammed in several static images with different durations, in order to assess to
tissue dynamic over the all acquisition. In the latter case the list mode data is av-
eraged through the different cardiac cycles in order to assess to one cardiac cycle
dynamic image.
2.3.3.2 Data Organization
After data acquisition in list-mode, the data need to be organized to be pro-
cessed in image reconstruction. The structures used to organize the data are called
sinograms, which relate the LOR/TOR information with a spatial place in the FOV
and a voxel in the image. These structures consider that each LOR in a 2D PET can
be characterized as a projection P(Φ, s) by the Cartesian distance to the center of
9This phenomenon is concern to all image modalities.
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FOV s and an angle Φ that explains the orientation of the LOR (fig. 2.15). These
LORs or projections are related with activity concentration A(x, y) in the Cartesian
coordinates in the FOV by the Radon transform L(Φ, s):
P(Φ, s) =
∫
L(Φ,s)
A(x, y)dl(Φ, s) . (2.10)
Note that, the PET data is acquired in 3D acquisition mode10. For that rea-
son, two variables needed to be added, one related with the obliqueness of the
LOR/TOR with respect to the transaxial plane (θ) and one related with the position
in the axial direction (z) (fig. 2.15). Further information about data acquisition and
organization can be found in [Fahey, 2002].
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Figure 2.15: Data acquisition and sinogram fill.
2.3.3.3 Analytical Reconstruction
The analytical reconstruction is based on a solution of the inversion of the Ran-
don transform (eq. 2.10). With knowledge of the projections P(Φ, s) along different
angles from the sinograms it is possible to determine an image (I(x, y)) from the
activity distribution in the FOV A(x, y) by applying the inverse Radon transform
(eq. 2.10). This transformation, so-called backprojection, sums all the projections
acquired over the pi radians in each pixel to generate I(x, y).
However, this method has some drawbacks related with introduction of blurring
on the image and with the number of projections (fig. 2.16). The blurring introduced
by the backprojection is a consequence of radial sampling on the frequency domain
(oversampling in the center and less sampling at the edges), which results in an
overlap of structures in the image space. Such blurring decreases from a given
pixel with a function 1/r, where r is the distance from the pixel. Moreover, the
10Because of the huge amount of data acquired, the data can be reduced by re-binning (e.g. grouping
neighboring LORs). This may results in a loss of spatial resolution.
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finite number of projections also introduces star-like artefacts on the images. In
order to avoid such blurring a high pass-filter is often applied leading to the so-
called filtered backprojection (FBP) . In this algorithm, the selection of the filter is
crucial to reduce the amplification of the noise (high frequencies). This method
works well with high statistics, however for low statistics as in many PET studies
it is not used as standard. In addition, the FBP does not take into account the
noise properties. Nevertheless, because it is an analytical method, which combines
P(Φ, s) and A(x, y) in a linear way, it is often used to compare the performance of
different scanners as an unbiased reference method.
Original Filtered backprojection (180 proj.)Unfiltered backprojection Filtered backprojection (36 proj.)
Figure 2.16: Analytical reconstruction with unfiltered and filtered backprojection with different num-
ber of projections. Images generated based on the Shepp-Logan phantom with randon and irandon
MATLAB functions, where a Shepp-Logan filter was used.
2.3.3.4 Iterative Reconstruction
Iterative reconstruction methods are the nowadays standard used in clinical
practice. Unlike the FBP, these reconstruction methods take into account the statisti-
cal properties of the acquired data and the noise n (eq. 2.11) into the reconstruction.
The goal of this reconstruction is to determine the relation between the projection P
and the image I that represents the distribution of activity in the FOV [Weirich and
Herzog, 2012]:
P = HI + n , (2.11)
where H is the system matrix, which describes the contribution of each voxel of I
to each projection of P.
Figure 2.17 shows the flowchart of a generic iterative reconstruction algorithm.
The idea behind such an algorithm consists in generating an initial estimative of
the image, which is forward projected and compared with the measured sinograms.
After comparison, updated sinograms a generated and backprojected into the image
space to update the initial estimative. This iterative process ends when a certain
criteria is reached.
From the different criteria proposed in the literature, the maximization of the
likelihood between P and I is the leading one. This algorithm is known as max-
imum likelihood expectation maximization (MLEM) algorithm [Sheep and Vardi,
1982]. However, this algorithm is slow because needs many iterations to converge.
This feature hampered its applicability in clinical practice when it was proposed.
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Figure 2.17: Iterative reconstruction flowchart.
In order to overcome this limitation the ordered subsets expectation maximization
(OSEM) algorithm was proposed [Hudson and Larkin, 1994]. This algorithm groups
the projections into subsets along a specific angle, which reduces the computational
efforts with similar results as MLEM. Note that, an increase in the number of sub-
sets results in a fastest reconstruction. However, it must be validated in order to
avoid image artefacts.
The main features of iterative algorithms are the higher resolution (blurring is
avoided) and the higher signal at low count regions. These algorithms also increase
the noise. Nevertheless, the iterative algorithms are more versatile and flexible than
the FBP. In FBP the data must be corrected for attenuation, scatter, randoms and
normalized before being reconstructed (pre-corrected data). In iterative methods
pre-corrected data can also be used. But these algorithms also allow to use non pre-
corrected data. In this case, the corrections are included during the iterative process.
One example of such an algorithm is the normalization attenuation weighted OSEM
(NAW-OSEM), where the normalization and attenuation correction are included
into the iterative process. Moreover, with these algorithms it is also possible to
use prior anatomical information to improve the reconstruction, e.g. Maximum a
posteriori algorithms (MAP) with an anatomical prior [Caldeira et al., 2010, 2011].
Further information and detailed description about image reconstruction can be
found in [Hudson and Larkin, 1994, Sheep and Vardi, 1982, Wernick and Aarsvold,
2004].
2.3.4 Image Post-processing (Post-filtering)
The high noise level of PET images is a limitation of this technique. In order
to improve the signal-to-noise ratio (SNR) data smoothing is often performed after
or during reconstruction. In this subsection, the post-filtering after reconstruction
based on Gaussian moving average filter will be discussed.
2.3.4.1 Gaussian Moving Average Filters
The Gaussian-shaped moving averaged filter is often used as standard to in-
crease the SNR. In an image I, with the Gaussian filter each pixel Ip influences its
neighbours In based on a distance function between them δ(Ip, In). The neighbour-
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hood around Ip is defined to be the set Np = In ⊂ δ(Ip, In) < e, for some defined
constant neighbourhood radius e. Usually the distance function is defined as the
Euclidean distance and the filter is defined by a kernel, which are the pixel of in-
terest and its neighbours. In this filter, image edges are blurred because the pixels
across discontinuities are averaged together, based only their distances. This kind of
filter is characterized to reduce the spatial resolution and to deteriorate the analysis
of small structures [Hofheinz et al., 2011].
Mathematically, the blurring due a Gaussian filtering is expressed as a convolu-
tion of a Gaussian kernel with the image I in a spatial domain S:
GF[Ip] = ∑
qeS
Gσ(‖p− q‖)Iq , (2.12)
where Ip and Iq are the image value at pixel position p and q (in the neighbour),
respectively. ‖p− q‖ is the Euclidean distance between pixel p and q and Gσ(x)
denotes the 2D Gaussian kernel11, which is expressed as:
Gσ(x) =
1
2piσ2
exp
(
− x
2
2σ2
)
, (2.13)
where σ is a parameter defining the standard deviation of the Gaussian. This filter
is often used in PET context because it is simple, preserves the total number of
counts and reduces the noise (increases SNR). However, it has the disadvantage
of blurring the image and consequently increases the spill over between adjacent
regions.
2.3.4.2 Bilateral Filtering: an Edge Preserving Filtering
An alternative approach to Gaussian filter is the bilateral filter (BF) . This filter
takes into account the difference of intensities between neighbours to preserve the
edges while smoothing. As result, at each point position, the intensity dependence
of the filter ensures that pixels whose intensities differ sufficiently from the target
intensity are excluding from averaging process (fig.2.18).
Mathematically, bilateral filtering can be defined as:
BF[I]p =
1
Wp
∑
qeS
Gσs(‖p− q‖)Gσr (
∣∣Ip − Iq∣∣)Iq , (2.14)
where |.| represents the absolute value and the notations Gσs and Gσr represents the
Gaussian in the spatial and intensity range domain R, respectively. The normaliza-
tion factor Wp is given by:
Wp = ∑
qeS
Gσs(‖p− q‖)Gσr (
∣∣Ip − Iq∣∣) . (2.15)
11The kernel can be extended to a 3D kernel
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The value chosen for σr defines the extend of smoothing between intensity dif-
ferences (relative to the target pixel) which are considered as "signal" or "noise".
When this parameter increases the BF approximates the Gaussian filter and the in-
tensity component has no effect. When this parameter decreases the intensity range
domain has higher influence and the smoothing is controlled at the edges. As con-
sequence, this filter does not increase the spill over between contiguous regions and
increase their recovery coefficient, improving the resolution [Hofheinz et al., 2011].
Bilateral filter weight
Spatial weight
Intensity weight
Figure 2.18: Bilateral Filter kernel.
The BF was already introduced in the medical imaging field, such as in MRI
or in PET [Hofheinz et al., 2011, Rydell et al., 2008, Walker et al., 2006]. In MRI
context, it was used in fMRI studies to minimize the smoothing, which can be
responsible to reduce the significance of activation centers. [Walker et al., 2006]
applied a BF to localize activated brain regions adjacent to abnormal tissue, such
as a tumor. This study showed that a spatial pre-processing with a BF may be
useful in pre-operative assessment of brain lesions, where the knowledge of the
brain functionality is mandatory. [Rydell et al., 2008] also used the BF to evaluation
of activation centers but used information from two MR sequences and not only
from one as [Walker et al., 2006]. In the context of PET, the BF was used to evaluate
small lesions. In [Hofheinz et al., 2011] this filter was used to investigate the impact
of the filtering in small structures, such as lung metastasis. In that work, it was
confirmed that the Gaussian filter reduces the spatial resolution, by increasing the
PVE, which compromises quantification accuracy of small lesions. The BF, however,
did not deteriorate the resolution as much as the Gaussian filter and maintained the
quantitative accuracy of the maximum standard uptake value (SUV)12, often used
12The standard uptake value is a measure often used in PET, which are used to monitor the tumour
response to therapy. It is given by the ratio between the dynamic tissue activity and the injected dose
divided by patient body weight.
26 CHAPTER 2. HYBRID MEDICAL IMAGING
in follow up after treatment.
2.3.5 Quantitative Analysis and Kinetic Modeling
As mentioned above, PET is a functional imaging technique which allows imag-
ing radiopharmaceutical biodistribution through 4-dimensional images (spatial and
temporal dimensions) of a tracer after its injection in the patient or volunteer. With
these images it is possible to access to the time activity curves (TAC) of a volume
of interest (can be a pixel!), which indicates the concentration of a tracer through
time. Until this section, the data corrections that should be taken into account
in order to achieve a qualitative and quantitative TAC from PET were discussed.
However, these corrected information are not enough to achieve accurate biolog-
ical information. In order to define a relation between the measurable TAC and
the physiological parameters that affect the uptake and metabolism of the tracer in
a region, biological models should be taken into account (fig. 1.1 and fig. 2.19).
With these models, accurate TACs and input function (blood samples), is possible
to improve the information extracted from PET (fig. 2.19). In this subsection, the
different steps to obtain a quantitative PET measurement will be discussed. The
different PET tracers, kinetic models concepts and their applications in brain imag-
ing will be treated with special focus on quantification of cerebral metabolic rate for
glucose with [18F]-FDG and cerebral blood flow with [15O]-water. Further informa-
tion about the topic can be found elsewhere [Bentourkia and Zaidi, 2006, Wernick
and Aarsvold, 2004].
On-line/manual
 blood samples PET scan
Compartmental modeling
Parameter estimation
Quantitative result
Figure 2.19: Quantitative data analysis steps.
2.3.5.1 Radiotracers Used in PET
A wide range of pharmaceuticals, or molecular probes, is used in PET. These
molecules are labeled with radionuclides with short half-lives and with a limited
positron range in order to allow a good image quality. The most used PET ra-
dionuclides are 11C, 15O, 13N and 18F (table 2.1). Of the four, 18F is preferred due
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Table 2.1: Properties of common positron emitters. This table presents the half-life, the maximum energy
of the emitted positron (E+β,max) and the maximum and average positron range in water for different
isotopes. Adapted from [Brown and Yasillo, 1997].
Radionuclide Half-life E+β,max (MeV) Max β
+ range
(mm) in water
Average β+
range (mm) in
water
11C 20.4 min 0.97 3.8 0.85
13N 10 min 1.20 5.0 1.15
15O 122 s 1.74 8.0 1.80
18F 109.77 min 0.64 2.2 0.46
to its relatively longer half life, which allows to supply places far from radiophar-
macy. Furthermore, every tracer should have particular characteristics [Bentourkia
and Zaidi, 2006]: 1) the radiotracers should be taken up by the tissue of diagnostic
interest; 2) the tracers should not generate metabolites, which are also taken up by
the tissue; 3) the extraction of the tracer by the cells should be rapid in order to
achieve an equilibrium state, since we are using bolus injection; 4) the retention of
the tracer or its products in the cell should provide a good signal in the tissue of
interest to be imaged. These characteristics are important to allow kinetic modeling
and consequently to quantitative analysis of PET data.
2.3.5.2 Kinetic Modeling and Compartmental Models
In vivo measurements are a powerful tool in modern medicine. However, in most
circumstances these measurements are not a direct measurement of the tissue func-
tion, but are instead measurements of a process or physical state which is related
to the tissue function. In PET, the measured signal is composed by several super-
imposed signals, where only one is of interest. In this context, a model attempts
to describe in an exact fashion the relationship between the measurements (PET
data) and the parameters of interest (biological parameters). In order to isolate the
signal of interest, bio-mathematical models (kinetic models) which relate the dy-
namic of the tracer and its biological states in the resultant PET image are often
used. Note that, understanding of the physiology of tissue of interest is mandatory
in modeling.
To modulate the tracer kinetics, compartmental models are used (fig. 2.20).
These models assume that a system can be subdivided into independent compart-
ments in where the tracers rapidly becomes uniformly distributed and without
spatial concentration gradients. Each compartment is independent of each other
and has different volumes, substances concentration and chemical reactions. To il-
lustrate this concept, the simplest two compartmental model often used to measure
blood flow using [15O]-water will be taken as example (fig.2.20).
In this model two compartments are taken into account: the tissue compart-
ment and the arterial blood compartment. These compartments are linked by rate
constants which express the exchange relation between them. In our example, the
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Figure 2.20: Compartmental model.
kinetic rate constants are K1 and k2. Based on this formulation, the system can be
interpreted by ordinary differential equations, which express the mass balance in
each compartment. As consequence of the unidirectional flux between compart-
ments, the net tracer flux into tissue is given by
dCT
dt
= K1CA (t)− k2CT (t) , (2.16)
where CT (t) is the time-varying tracer concentration in the tissue compartment and
CA (t) is the time-varying tracer concentration in the arterial blood compartment.
The rate constant K1 is related to the flux from the blood to tissue and k2 is the rate
constant related to the flux from tissue to blood. This equation can be solved for CT
to obtain:
CT = K1CA ⊗ e−k2t , (2.17)
where ⊗ denotes the operation of convolution. For notational simplification the
time dependence of the concentration function is suppressed. For example, CT (t)
will be written as CT .
By including the tracer concentration CT as measured by PET in terms of the
(unknown) rate constants and the (measured) input function CA, it is possible to
estimate the rate constants (K1 and k2) by solving eq. 2.17 using nonlinear regression
techniques or graphical methods. Then, the estimated rate constants should be
related to the underlying physiology. Moreover, this analysis can be processed,
either on a pixel by pixel basis, where the TAC of each pixel is used as variable
of the model, or on a ROI basis where the TAC from a region is used as a model
variable. With the first method it is possible to produce parametric images and with
the second only a regional analysis. The first method is high influenced by the noise
when compared with the ROI method, which is faster as a consequence of analyse
an average number of pixels.
2.3.5.3 Input Function
Knowledge of the input function is mandatory to estimate the rate constants in
kinetic modeling (fig. 2.19). In order to access the input function several approaches
have been proposed, such as blood sampling, population based or image derived
input function (IDIF). In this subsection only the methods which are not based
on the image will be introduced. A detailed discussion of IDIF state of the art is
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presented in the next chapter.
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Figure 2.21: Input function for kinetic modeling. The figure shows two different locals to obtain an input
function which results in two different curves as a consequence of the delay and dispersion between the
brain and the blood sampling place.
Blood Sampling Methods
The gold standard to access to the input function is based on arterial blood
sampling (ABS) . The input function presents a peak shape at the beginning which
decreases slowly though time (fig. 2.21). For that reason, blood samples should be
assessed with high sampling frequency in the beginning of the bolus injection and
with lower sample frequency in the latter stages of the exam.
The ABS method is based on canulation of the radial artery. This method leads
to risk of radiation exposure for technical staff (when not doing it in an automatic
way) and very small risk of bleeding, infection and thrombosis for the patients or
volunteers. Furthermore, placing catheters in the arteries of the patients or volun-
teers may be painful and may be uncomfortable for them.
An alternative method to the ABS is the arterialized-venous blood sampling
method [Phelps et al., 1979]. This approach involves heating the arm, for example,
in an hot water bath, which promotes shunting between the capillary and venous
vascular, in order to avoid the latent risks of arterial canulation and patient dis-
comfort. However, it does not avoid the frequent blood sampling and it does not
avoid the technical problems of venous canulation and radiation exposure (when
not doing it in an automatic way). Also, the work-flow increases because the proper
arterialization of venous blood needs to be checked by measuring the oxygen pres-
sure.
Moreover, different factors should be taken into account for an accurate
estimation of the blood sampled input function: (a) delay, (b) dispersion, (c)
plasma-to-whole blood ratios and (d) radioactive metabolites. The delay is related
to the time that the tracer needs to reach the measured tissue (e.g. brain) versus
the sites of arterial sampling (e.g. radial artery) and the dispersion is related to
the different smoothing of the input function [Iida et al., 1986], both a consequence
of the arterial circulation distance (fig. 2.21). The plasma-to-whole blood ratios
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and the radioactive metabolites are related to biological aspects which reduce the
availability of the radiotracer in the plasma. Moreover, the blood samples need to
be interpolated and cross-calibrated to match the PET scan times and units.
Population Based Input Function
In order to overcome the remaining problems of the blood sampling (arterial or
venous-arterilized) some authors suggest to use a population based input function
(PBIF) [Takagi et al., 2004, Takikawa et al., 1993]. In this approach a standard in-
put function is estimated from a mean of population input curves, which is then
scaled by one or more blood samples from the subject. This method has been
validated for different tracers, such as [18F]-FDG [Bentourkia, 2006] or [11C]-(R)-
rolipram [Zanotti-Fregonara et al., 2011c]. PBIF presents several practical advan-
tages, such as it is non scanner and operator dependent and is less time consuming
than continuous blood samples. However, the average value obtained from a given
population (e.g. healthy subjects) may not be transferable to a different population
(e.g. patients), because the disease state or its treatment may alter the radionuclide
metabolites, which is a disadvantage of PBIF.
2.3.5.4 Measurement of Cerebral Blood Flow with Radioactive [15O]-water
A tracer recurrently used to measure the cerebral blood flow (CBF) is the
[15O]-water due to its high diffusibility across the blood-brain barrier (BBB) . In this
subsection the model and the autoradiographic method used to calculate the CBF
will be described. Further information about quantification of the blood flow with
PET can be found elsewhere in [Herzog, 1996].
[15O]-water Model and Blood Flow
[15O]-water is a high diffusible tracer which exchanges between the blood and
the tissue, passing through the BBB, via diffusion. To describe this effect a one-
tissue model can be used (fig. 2.20). Considering a capillary of fig. 2.22, the blood
flow with a flow rate (F) through it can be related with the arterial concentration
CA and venous concentration CV by the Fick principle13 at steady state conditions14.
Under this condition and according to the Fick principle, it is possible to describe
the tracer flux in the model as FCA = FCV + JT , where JT is the net tracer flux into
the tissue. Based on this formulation we can write that JT is given by:
JT =
dCT
dt
= F(CA − CV) . (2.18)
13The fick principle relates the net flux of particles F with a concentration of the medium C via the
expression J = −DOC, where D is the diffusion coefficient.
14At steady state conditions the concentration of material in the compartment does not change. This
is achieved because the tracer enters the tissue via arterial blood and rapidly leave it via venous blood
and does not accumulate in the capillary.
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Figure 2.22: Tracer blood flow model.
Moreover, if the concentration of tracer in the tissue and arterial blood is main-
tained at constant level through a period of time (fig. 2.20), the net flux between
compartments is null and the ratio between them ( CTCA ) is also constant, the so-called
volume of distribution VD. Under this condition the system is in equilibrium and
VD can be expressed as:
VD =
CT
CA
=
K1
k2
. (2.19)
Furthermore, [15O]-water is rapidly diffusible and the tissue is also rapidly in
equilibrium with the venous (VD =
CT
CV
). Consequently, eq. 2.18 can be rewritten as:
dCT
dt
= F(CA − CTVD ) . (2.20)
This equation can also be solved with an exponential (eq. 2.17) as a function of
F and VD:
CT(t) = FCA ⊗ e−
F
VD
t , (2.21)
where F is the CBF. Based on this formulation it is possible to calculate the CBF15,
e.g. with the autoradiographic method.
Autoradiographic Method for CBF Calculation
Proposed by Herscovitch in 1983 [Herscovitch et al., 1983, Raichle et al., 1983],
the autoradiographic is a widely used method to calculate the CBF with PET
[Walker et al., 2012]. This method uses a single accumulation image from t = t1 to
t = t2 in order to generate a parametric image. With the knowledge of the input
15Note: the blood flow in PET kinetic modeling is not measured in terms of volume/time, but in terms
of perfusion of the tissue, which is given in terms of volume/time/units of volume. For that reason, in
PET flow and perfusion are used interchangeably.
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function, eq 2.21 can be written as:
CT(t) = F
∫ t1
t2
CA ⊗ e−
F
VD
t . (2.22)
By fixing the distribution volume to a predictable value [Herscovitch and
Raichle, 1985], it is possible to create a lookup table that relates the CT(t) and the
F for a wide range of values. The autoradiographic method is simple, fast and has
shown similar accuracy as methods based on tracer dynamics [Walker et al., 2012].
However, it is very sensitive to dispersion and delay of the input function. Such
factors must be taken into account in order to achieve an accurate quantification
[Iida et al., 1986].
2.3.5.5 Measurement of Cerebral Metabolic Rate for Glucose with [18F]-Fluor-
Deoxy-Glucose
The most often used tracer for measuring the cerebral metabolic rate for glucose
(CMRglu) in PET is the [18F]-Fluor-Deoxy-Glucose ([18F]-FDG) [Wienhard, 2002].
In this subsection the model and the method used to calculate the CMRglu will be
treated.
[18F]-FDG Model
Chemically [18F]-FDG is a glucose analogue, where the glucose hydroxyl group
in the second carbon is replaced by a fluoride atom. For that reason, [18F]-FDG
and glucose share and compete for a common carrier across the BBB. Glucose has
the following metabolic pathway: glucose is conveyed in the blood till the site of
interest through the capillaries, then it is transported to the extracellular space and
crosses the BBB to enter into the cell where is phosphoryled by hexokinase enzyme,
originating products which are metabolized and leave the cells (fig. 2.23). [18F]-
FDG follows the same metabolic pathway. Nevertheless, the products of [18F]-FDG
phosphorylation, unlike those of glucose, are trapped in the tissue and accumulate
where they were formed for reasonably prolonged periods of time. For that reason,
it is possible to measure the [18F]-FDG concentration with high statistics.
The compartmental model for the [18F]-FDG tracer is based on the model origi-
nally developed by Sokoloff in 1997 for [14C]-DF [Sokoloff et al., 1977]. This model is
based on a three compartmental model (fig. 2.23), which was later adopted for [18F]-
FDG [Huang et al., 1980, Phelps et al., 1979]. The compartments are the [18F]-FDG
concentration in plasma CA(t), the [18F]-FDG concentration in tissue CF(t), and the
phosphorylated [18F]-FDG (FDG-6-phosphate) concentration in tissue CM(t).
The model illustrated in fig. 2.23 is described mathematically by the initial value
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Figure 2.23: [18F]-FDG compartmental model. The symbols maker with the ∗ notation are related with
the glucose and the symbols which are not are related with the [18F]-FDG.
problem:
dCF
dt = K1CA − (k2 + k3)CF + k4CM,
dCM
dt = k3CF − k4CM ,
(2.23)
where, the constants K1 and k2 represents the first-order rate constants for carrier
mediated transport of [18F]-FDG from plasma to tissue and back to plasma from the
tissue, respectively. K1 is also known as clearance constant. The rate constants k3
represent the first order rate constant for phosphorylation of [18F]-FDG by hexoki-
nase, which can considered as an irreversible process (k4 ≈ 0) as an approximation
for some methods.
By solving the equations 2.23, CM(t) and CF(t) can be expressed as:
CF =
K1
α2−α1 [(k4 − α1) exp(−α1t) + (α2 − k4) exp(−α2t)]⊗ CA,
CM =
K1k3
α2−α1 [exp(−α1t) + exp(−α2t)]⊗ CA ,
(2.24)
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where α1 and α2 are a combination of rate constants:
α1 =
k2+k3+k4−
√
(k2+k3+k4)2−4k2k4
2 ,
α2 =
k2+k3+k4+
√
(k2+k3+k4)2−4k2k4
2 .
(2.25)
The PET scanner measures the whole concentration of radioactivity in the FOV,
which means that the measure cannot differentiate between tissues, organs and
blood concentration along the time. For that reason the total concentration of activ-
ity measured by the scanner Ci is given by:
Ci = CF + CM +VBCA, (2.26)
where VB is the fraction of the measured volume occupied by blood (0 6 VB 6 1),
which is 5 % and 4 % for human gray and white matter, respectively [Phelps et al.,
1979]. Considering the previous equations 2.24, 2.25 and 2.26, Ci is given by:
Ci =
K1
α2 − α1 [(k3 + k4 − α1) exp(−α1t) + (α2 − k3 − k4) exp(−α2t)]⊗CA +VBCA
(2.27)
Cerebral Metabolic Rate of Glucose
The presented model is used to calculate the CMRglu, which is given by [Huang
et al., 1980]:
CMRglu =
gl
LC
K1k3
K2+ k3
, (2.28)
where LC is the so-called "lumped constant" accounting for the differences in trans-
port and phosphorilation between glucose and deoxyglucose [Graham et al., 2002]
and gl is the glycemia16. The value of the LC might differ between the method used
to estimate the ratio
K1k3
K2+ k3
, where some authors used 0.52 [Raichle et al., 1983]
and others 0.64 or 0.89 [Wu et al., 2003].
To calculate the CMRglu information about the model constants is required.
Different methods have been proposed to estimate the constants, such as a graphi-
cal method called Patlak plot [Patlak et al., 1983]. This method can be performed
in a ROI or in a pixel-by-pixel approach.
16concentration of glucose in blood.
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Patlak Plot
The Patlak plot is a graphical analysis method based on the radiotracer dynam-
ics developed by Patlak [Patlak et al., 1983]. This method assumes unidirectional
uptake of [18F]-FDG by the cell (k4 = 0), so that equation 2.25 becomes:
α1 = 0,
α2 = k2 + k3 ,
(2.29)
and if the last term of equation 2.27 is omitted, this equation becomes:
Ci =
K1
k2 + k3
[k3 + k2 exp(−(k2 + k3)t)]⊗ CA . (2.30)
Under a steady-state condition, i.e., at times t > t∗ when arterial concentration
CA can be considered constant compared with the system exponential time depen-
dence, equation 2.30 can be written as:
Ci =
K1
k2 + k3
[
k3
∫ t
0
CA(t′)dt′ +
k2
k2 + k3
CA
]
. (2.31)
Dividing both sides by CA we can write:
Ci
CA
=
K1
k2 + k3
[
k3
∫ t
0
CA(t′)dt′
CA
+
k2
k2 + k3
]
t > t∗. (2.32)
For t > t∗, eq. 2.32 is in the linear form y = ax + b, where the slope is the
constant required for eq. 2.28 which can be calculated by least-square fit in a linear
regression (see fig. 2.24).
2.3.5.6 Measure the Amino-acid Kinetics: [18F]-fluoro-ethyl-L-tyrosine
PET is a very versatile medical imaging technique which allows to mark many
different molecules, for example amino-acids, the components of proteins. The
introduction of such radiotracers for tumor brain imaging proved to be favourable
compared to [18F]-FDG, because [18F]-FDG has a high physiological cortical uptake
and a lack of specificity (fig. 2.25).
By positron-emitting amino-acids it is possible to improve the specificity of PET
and increase the tumor contrast. One example of an amino-acid radiotracer is the
newly developed amino-acid O-(2-[18F]-Fluorethyl)-L-tyrosin ([18F]-FET), used in
brain tumor imaging (gliomas17) [Pauleit et al., 2005]. [18F]-FET is specifically trans-
17Glioma is a type of tumor brain characterized that rises from the glia, which provide support and
protection for neurons in the brain. They are divided in two groups, the low-grade and high-grade for
well-differentiated and non-well-differentiated tumor cells, respectively.
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Figure 2.24: Patlak plot
ported by LAT2 transporters, which are located on the membrane of tumor cells.
As consequence, this amino-acid tracer overcomes the limitations of [18F]-FDG by
showing a much higher tumor to non-tumor contrast, due to a low brain uptake
(fig. 2.25). Unlike the other radiotracers presented, this radiotracer is not used in
kinetic modeling because no model was formulated until now. Nevertheless, the
TAC of this tracer may allow to distinguish between high-grade glioma and low-
grade glioma [Stoffels et al., 2012], being a powerful tool in brain tumor diagnostic
and therapy follow up.
[18F]-FDG [18F]-FETT1-weighted T2-weighted
Figure 2.25: Brain tumor contrast. MR images with T1 and T2 weighted contrast, and [18F]-FDG and
[18F]-FET PET contrast. [18F]-FET and T2 weighted MR image show an high specificity than [18F]-FDG
and T1 weighted MR image, respectively.
2.4 PET/MRI
In the previous sections, MRI and PET principles involved in this work were
introduced. In this section, the conjunction of both techniques in a hybrid PET/MRI
scanner (fig. 2.26) will be treated. The advantages of hybrid techniques, the design
difficulties to combine both image modalities, as well as the dedicated MR-BrainPET
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system and the applications of PET/MRI will be discussed. Further information
about PET/MRI can be found in [Herzog, 2012, Herzog and van Den Hoff, 2012,
Zaidi and Guerra, 2011].
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Figure 2.26: Hybrid PET/MRI characteristics.
2.4.1 Advantages of Hybrid Techniques
Medical imaging techniques available in clinical practice are an important tool
to a better understanding of the human body. However, in most of the cases, the
physician needs images from different modalities, in order to compensate the dis-
advantage of each modality. Primarily, the combination of image modalities was
proposed with the particular focus of combining molecular imaging modalities (e.g.
PET) with anatomical imaging modalities (e.g. CT or MRI). The first approach was
based on fusion of non-simultaneous imaging. This approach may be affected by
co-registration errors due to non-simultaneous acquisition, even if external marks
are used. To overcome this problem, the development of hybrid systems, which
proportionate simultaneous imaging, evoked interest in the research and medical
community. These scanners had a high acceptance level by physicians and were
first introduced in 1990s with the PET/CT [Beyer et al., 2000, Townsend et al., 2003].
The success of these scanners had such impact that the stand alone PET system are
no longer available in the market. Nevertheless, the use of ionizing radiation, the
low contrast of CT in soft tissues and the need to use contrast agents represent
a disadvantage of these hybrid systems. An attractive alternative to CT is MRI,
which allows better contrast in soft tissue and does not use ionizing radiation. Fur-
thermore, the interest in and PET/MRI modality is high because MRI also allows
different applications from functional imaging, spectroscopy or diffusion imaging,
which is not possible with CT. With the combination of PET and MRI, a versatile
high resolution anatomical, functional and molecular imaging is possible (fig. 2.26).
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2.4.2 Design Difficulties
The combination of two imaging systems is not an obvious task and there were
many difficulties in designing a PET/MRI system18. Besides the solution with scan-
ners in separated rooms, which represents not a real multi-modal scanner, two
PET/MRI designs were proposed: sequential and integrated PET/MRI systems.
The first consists of two separated scanners with a moveable table, which allows
sequential imaging of PET and MRI with minimal patient movements. The dis-
tance between both devices were calculated in order to minimize the interference
between both systems. The second is an integrated system, where the PET is placed
inside of the MR scanner. In both designs it is important to assure that both modali-
ties can operate together without compromising the performance and with minimal
interference. On one hand, it is necessary to avoid RF noise from the PET signal
processing electronics, which may influence the MR data. On the other hand, the
scintillation detectors must be MR-compatible and properly shielded to avoid eddy
currents. In this subsection, the design difficulties of the integrated systems are
discussed.
Until recently, most of the PET or PET/CT scanners used PMTs to convert the
scintillation light from the crystal to a electrical signal with high gain. However,
this technology is very sensitive to magnetic fields, which was a drawback in si-
multaneous PET/MRI. Note that, the magnetic susceptibility of the crystals are also
important, where the LSO and BGO presents the lower magnetic susceptibility [Ya-
mamoto et al., 2002]. In order to overcome the detector limitation, the first PET/MRI
was an optical fiber based system, where the optical fibers guide the scintillation
light of the crystals to a read out electronics (PMTs) placed far from the magnetic
field. This design was proposed by S. Cherry at UCLA, where 4 m long optical
fibers were connected to the scintillation LSO crystals placed in a 0.2 T MR scanner
[Shao et al., 1997]. This design with optical fibers were also applied by other authors
[Raylman et al., 2006, Yamamoto et al., 2010]. An alternative design was proposed
by a group from the university of Cambridge (UK), the split-field magnet [Lucas
et al., 2006]. In this system the PET crystals (LSO) were placed between two 1 T
magnets in a radial direction, which were connect to PMTs via optical fibers (1.2 m).
However, long optical fibers attenuates the light emitted by the crystals resulting in
a loss of performance.
In order to overcome such limitations, solid state detectors non-sensitive to mag-
netic field were proposed, such as the avalanche photodiodes (APDs) [Pichler et al.,
2006]. This solution allowed to introduce the detectors inside a 7 T MR bore, re-
ducing the length of the optical fibers to 15 cm [Catana et al., 2006]. However, this
approach was affected by artefacts. In 2007, by avoiding the optical fibers with a
direct couple of the scintillation crystal (LSO) with the APDs in a PET insert, si-
multaneous PET/MRI images of a mouse with remarkable quality were acquired
[Judenhofer et al., 2007]. Such research with small animals were transferred to hu-
mans PET/MRI imaging. In 2008, the first hybrid PET/MRI system for humans
was proposed, the BrainPET insert [Schlemmer et al., 2008]. This scanner is a head
18Note that, the firsts PET/MRI scanners were developed for small animal and then transferred to a
human.
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dedicated PET insert system developed by Siemens Healthcare. This high resolu-
tion PET system was installed in four places world wide, Tübingen, Boston, Jülich
and Atlanta. The good results achieved with this system [Herzog et al., 2010b]
boosted the whole-body simultaneous PET/MRI by Siemens Healthcare, the so-
called molecular magnetic resonance (mMR) [Delso et al., 2011]. The first mMR was
installed in Munich. Presently about 30 systems are already available worldwide.
The first sequential systems developed by Philips (Philips Ingenuity TF PET/MRI)
was installed in New York, Geneva and Dresden. Both systems achieved compara-
ble image quality [Herzog and van Den Hoff, 2012].
Not only APDs were used in PET/MRI field, but also silicon photomultiplier
(SiPM) are being explored. This non-magnetic field sensitive detectors are in a
more embryonic stage when compared with the APDs. The SiPM are actually be-
ing developed by the HYPERimage/SUBLIMA consortia (http://www.hybrid-pet-
mr.eu/) led by Philips Research in order to build the first integrated whole-body
PET/MRI system using SiPMs [Schulz et al., 2011].
The PET/MRI technology starts a new field in medical imaging where PET and
MRI become one system. In our days, the head dedicated system is no longer avail-
able in the market and only whole-body systems are available, the simultaneous
mMR by Siemens and the sequential Ingenuity TF PET/MRI by Philips.
2.4.3 The BrainPET System
The BrainPET was the first prototype of an MR-compatible PET scanner for
human imaging. In the Forschungszentrum Jülich the BrainPET is installed in a 3 T
Magnetom TRIO MR scanner (since 2008) and also in a 9.4 T MR scanner known
as “9komma4” (since 2009). The BrainPET is inserted inside of the MR bore and
provides an opening of 36 cm for the MR head coils (fig. 2.27). Both systems can be
operated as standalone medical imaging devices.
2.4.3.1 Geometry
The BrainPET consists of 32 copper-shielded cassettes arranged radially. Each
cassette contains 6 LSO-APD modules or detector blocks arranged in the z direction,
resulting in 72 crystal rings. The detector block is composed by a matrix of 12× 12
array of individual 2.5× 2.5× 2.5 mm3 individual LSO crystals coupled to a 3× 3
arrays of APDs [Pichler et al., 2006, Schlemmer et al., 2008]. Each detector module
contains a high voltage board supply, supplying 500 V to the APDs, a board with
a charge sensitive pre-amplifier ASIC and an output driver board. The system is
cooled with air and each cassette is connected to a data acquisition electronic via
10 m long cables [Herzog and van Den Hoff, 2012]. This design results in an axial
FOV of about 19.2 cm, an inner ring diameter of 36 cm and a length of 72 cm. Figure
2.28 presents the main system components.
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Figure 2.27: Hybrid 3 T MR-BrainPET. The figure shows the BrainPET insert between the magnet and
the MR coils.
2.4.4 Quantitative PET/MRI of Brain
To achieve quantitatively accurate PET, data corrections as explained above are
required. Here, the critical issues are the attenuation, scatter correction (which de-
pends on the attenuation map) and interferences between both systems. Moreover,
the MR data can also be used to improve the quality of PET images.
The attenuation map, nowadays derived from CT in PET/CT, cannot be derived
from MR images, because the MR image intensities are not proportional to elec-
tron density. Moreover, bone is intrinsically not detectable by conventional MR
sequences, due to a low density of hydrogen atoms, and it is only possible with a
dedicated sequence, the ultrashort echo time (UTE). Moreover, the air cavities19
also play an important role in attenuation correction and should be taken into
account. In order to generate a attenuation map from MR images, different ap-
proaches were proposed, such as the segmentation of UTE images or the use of CT
templates/atlas-based approaches [Hofmann et al., 2009].
In the Forschungszentrum Jülich, a template-based approach developed by Rota
Kops is used routinely [Kops and Herzog, 2007], which had achieved accurate re-
sults. This method is based on a attenuation map and MR template20 in the same
space. With this method the MR template is normalized to the patient MR image
and the same transformations are applied to the attenuation map, in order to de-
termine the patient specific attenuation map. In addition, this map is used in the
scatter simulation. Additionally, because the patient has the MR coils between him
and the BrainPET, the attenuation and the scatter of these coils must also be taken
into account to avoid quantification errors and artefacts. Moreover, small gradients
interferences in the BrainPET count rate must be corrected [Weirich et al., 2012].
19The lungs also plays an important role in whole-body scanner.
20Template based on 10 patients.
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Figure 2.28: BrainPET components: BrainPET insert, detector cassette and detector block.
The extra anatomical information from MR images is an optimal tool that can
also be utilized to improve the PET images quality. MR images can be used as extra
information into the MAP reconstruction. With this reconstruction algorithm the
anatomical information is used as a weighting factor, increasing the SNR and con-
trast [Caldeira et al., 2010, 2011] and reducing the PVE [Baete et al., 2004]. Moreover,
this information can also be used in MR-guided partial volume correction strate-
gies [Meltzer et al., 1999, Soret et al., 2007, Zaidi et al., 2006]. Both methods are
highly dependent on a accurate PET/MRI co-registration [Zaidi et al., 2006], which
is dramatically improved with the hybrid PET/MRI scanners. The co-registration of
simultaneous PET/MRI systems can also be improved with MR-based motion cor-
rection algorithms. This can be achieved by using the Echo Planar Imaging (EPI),
often used in fMRI, which generates images with a temporal resolution in the or-
der of tens milliseconds. By extracting motion parameters from EPI volumes it is
possible to correct the patient motion in an efficient way [Scheins et al., 2011b].
Moreover, the spatial resolution of the PET scanner is also improved for high
energy positron emitters, such as 124I, because of the reduced positron range per-
pendicular to the magnetic field [Herzog et al., 2010a].
2.4.5 PET/MRI: a New Range of Applications
PET/MRI is a new modality in medical imaging where the molecular imaging
PET is combined with the high resolution anatomical, structural and functional
images from MRI. In this subsection, some developments of PET/MRI applications
in the Jülich Forschungszentrum are reported.
One example of an application where a hybrid technique introduces clinical
value when compared with the standalone devices is in gliomas imaging. The
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introduced [18F]-FET in the previous chapter is an important tool in gliomas, which
increases the clinical sensitivity of the tumor detection, fig. 2.25. In a biopsy-
controlled study using [18F]-FET PET and MRI in patients with suspected cerebral
glioma, MRI yielded a sensitivity of 96% for the detection of tumour but a specificity
of only 53%. In contrast, the combined use of MRI and [18F]-FET PET increased
specificity to 94% with a sensitivity of 93% [Pauleit et al., 2005]. This demonstrated
a significant improvement of diagnostic accuracy when both modalities combined,
which is now possible in one scanner.
Another application of PET/MRI is the imaging of non rigid extremities, such
as the hands. Because the hands are non rigid parts of the body it is very difficult to
fuse PET and MR images when not acquired simultaneously. Figure 2.29 presents
images of a hand with rheumatoid arthritis, where it is possible to see the areas
with high inflammation with [18F]-FDG PET [Miese et al., 2011]. Such information
can be used in a therapy follow up.
(a)
(b)
(c)
Figure 2.29: PET/MRI hand imaging: (a) [18F]-FDG PET image, (b) MPRAGE and (c) PET/MRI fusion.
This new device opens space for developing new protocols of image acquisi-
tion, where the advantages of each image modality converge [Neuner et al., 2012].
Figure 2.30 presents multi-parametric imaging for brain tumor, where different MR
sequences were acquired simultaneously with PET. In this example, a morphologi-
cal image is acquired at the beginning of the scanner, followed by a fMRI study, a
perfusion weight image (PWI) and a T1-weighted image with contrast. With such
a protocol, a physician receives molecular information as well as structural (T1 im-
ages), functional information from fMRI (e.g. activation areas in the brain when
motor execution) and cerebral blood flow levels from PWI, which may improve the
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diagnostic accuracy.
Dynamic 18F-FET PET (0-50min) 
Structural MRI (T1/T2) fMRI PWI T1-weighted with contrast
Figure 2.30: PET/MRI tumor imaging.
Nevertheless, to increase the potentialities of PET/MRI applications, accurate
PET quantification is mandatory, which might be supported if an accurate input
function required for kinetic modelling is available.
44 CHAPTER 2. HYBRID MEDICAL IMAGING
3
Image Derived Input Function in Brain
Imaging: State of the Art
3.1 Introduction
An image derived input function (IDIF), for which the input blood information
is acquired from the dynamic PET data, is an attractive non-invasive alternative to
arterial blood sampling and consequent cannulation. This approach was first val-
idated for large blood pools, such as the heart (left ventricle) [Choi et al., 1991] or
aortic segments [van der Weerdt et al., 2001]. Because of the large volume of these
vascular structures the PVE has low or even no influence. In brain PET imaging,
these vascular structures are out of the field of view and cannot be used to ex-
tract the IDIF. As an alternative, the intra-cranial blood vessels, such as the internal
carotids, can be used. However, because of the small diameter of these structures
(average of 5 mm [Krejza et al., 2006]) the PVE becomes relevant and results in an
underestimated input function. Note that, the [18F]-FDG PET input function can
also be estimated based on a paramagnetic contrast agent for MRI, gadolinium-
diethylenetriaminepentaacetic acid (Gd-DTPA), as was proposed by [Poulin et al.,
2012]. This MR-based method will not be treated in the scope of this work, where
the focus is the IDIF estimation based on the PET dynamics.
In the literature, the methodology used to compute an IDIF from the internal
carotid arteries for brain PET studies requires three steps [Zanotti-Fregonara et al.,
2009]:
1. Carotid identification, by using co-registered anatomic images or by carotid
segmentation on the PET images;
2. Whole-blood TAC estimation from the carotid identified area, where a partial
volume correction should be taken into account;
3. Correction for plasma to whole-blood ratio and for metabolites (when re-
quired).
To evaluate and validate the estimated IDIF (from simulated and/or patient
data), a comparison based on different figures of merit is performed against the
gold standard (arterial blood sampling). In this section, the proposed methodology
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to extract the IDIF, with special focus on approaches which use MR anatomical in-
formation, will be treated according with four subsections: simulation data, carotid
identification, partial volume correction and IDIF evaluation.
3.2 Simulation
Simulation is a powerful tool in the IDIF context. With simulation, it is possible
to define the true input function by avoiding dispersion, delay and cross-calibration
errors, which often influence the arterial blood sampled curve. For that reason, sim-
ulation is an attractive approach to test the methods before using arterial sampling
validation, which is uncomfortable for the patients. In literature, simulated data
were not used by all the authors. From the ones who used it, analytical simulation
was the chosen method (see table 3.1). No publications were found with Monte
Carlo simulation in IDIF context.
Analytical procedures simulate the dynamic PET data based on a forward pro-
jection of an anatomical image (e.g. MR data). To perform an analytical simulation,
four steps are reported in the literature [Tsoumpas et al., 2011]:
1. Define TAC for each ROI in the anatomical phantom (e.g. carotid, grey and
white matter for an [18F]-FDG dynamic data set);
2. Forward project the dynamic data;
3. Add Poisson noise, randoms and scatter (in sinogram space);
4. Reconstruct the dynamic data.
Note that, the attenuation can be included in step 2 (simulation and correction),
which means that the sinogram is already corrected for attenuation, or in step 4
(simulation), when taken into account the attenuation correction during reconstruc-
tion. In order to take into account the system resolution, which is very important in
our context due to the small diameter of the carotid arteries, the authors smooth the
data with a Gaussian filter with the system resolution. This filtering step was per-
formed before data being forward projected [Zanotti-Fregonara et al., 2009, 2011b]
or after data being forward projected [Mourik et al., 2011, Parker and Feng, 2005,
Su et al., 2005]. Not only anatomical MR data can be used as input for the analytical
simulations, but also perfusion MR data can be used [Parker and Feng, 2005].
The main advantage of these simulations is the reduced time that it requires to
be performed when compared to Monte Carlo simulations (7000 faster for a simu-
lation of 5 min acquisition). Analytical simulations are precise and accurate enough
to evaluate different reconstruction algorithms and correction methods. However,
they are not precise as Monte Carlo approaches and for small regions errors around
18% can be found [Tsoumpas et al., 2011]. Further information about analytical sim-
ulation can be found elsewhere [Corntat et al., 2000, Furuie et al., 1994, Tsoumpas
et al., 2011].
Monte Carlo methods are numerical methods based on random variable sam-
pling often used in nuclear medicine. Due to the stochastic nature of radiation
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Table 3.1: Simulations in IDIF context
Author(Year) Tracer Scanner Simulation Reference
Fregonara(2011) [11C](R)-
rolipram
ECAT HRRT analytical [Zanotti-
Fregonara
et al., 2011b]
Mourik(2010) [11C]flum/verap Siemens ECAT
EXACT HR+
analytical [Mourik et al.,
2011]
Fregonara(2009) [18F]-FDG Siemens ECAR
EXACT HR+
analytical [Zanotti-
Fregonara
et al., 2009]
Naganawa(2005) [18F]-FDG Headtome-V analytical [Naganawa
et al., 2005]
Parker(2005) [18F]-FDG Siemens ECAT
EXACT HR+
analytical [Parker and
Feng, 2005]
Su (2005) [18F]-FDG Siemens ECAT
EXACT HR+
analytical [Su et al., 2005]
emission, transport and detection processes no analytical solution is possible to
describe these processes. The Monte Carlo methods are an attractive approach to
consider those processes because they take into account the physical properties of
the simulated materials and the different cross sections1 for photon interactions
with the matter. Consequently, a more accurate simulation is achieved [Tsoumpas
et al., 2011].
Different software packages are available for MC simulations, such as the sim-
ulation of realistic tridimensional emitting objects (SORTEO) [Reilhac et al., 2005]
or Geant4 application for tomographic emission (GATE) [Jan et al., 2004] . Among
these, GATE has become one of the most widely used due its precision and ac-
curacy. GATE is an advanced opensource software developed by the international
OpenGATE collaboration dedicated to numerical simulations in medical imaging
(PET/SPECT/CT) and radiotherapy and was used in this work. It encapsulates the
Geant4 libraries (Geometry and Tracking), developed by CERN, in order to achieve
a modular simulation of the passage of particles through matter.
3.3 Carotid Segmentation
In IDIF, the identification of carotid arteries is a critical step, which can be per-
formed based on the PET data or based on co-registered MR data. Based on PET
data, different methods have been proposed, such as cluster analysis [Liptrot et al.,
2004] or independent component analysis [Naganawa et al., 2005, Su et al., 2005].
In the methods based on MR data, the anatomical detail from MR images is used
to identify the vessels [Carson et al., 2006, Fung et al., 2009, Litton, 1997, Mourik
et al., 2008a, Trebossen et al., 1999]. Theoretically, MRI should be the reference
method due its high anatomical detail when compared with PET images (fig. 3.1),
which allows to obtain the overall carotid diameter and the entire length of the
1The cross section is the probability per unit distance that a photon passing normally through a layer
of material to interact with it.
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vessel [Zanotti-Fregonara et al., 2011a]. However, in the MR-based methods, errors
related to image misregistration, consequence of non-simultaneous PET/MRI ac-
quisition, were reported and hampered the use of MR images to define the vessels.
Those errors are the consequence of the used co-registration methods, which are
based on the brain structures above the carotid localization, and of the vessels elas-
tic properties, which introduce a dependence on the head position at the time of
the PET and MRI acquisition [Fung et al., 2009, Mourik et al., 2008a].
(a2)(a1) (b2)(b1)
Figure 3.1: Carotid identification in PET and MR images. MPRAGE coronal (a1) and transversal (a2)
views and sum of the first 3 min of a dynamic [18F]-FDG PET coronal (b1) and transversal (b2) views.
To obtain an accurate IDIF from a ROI drawn over the MR carotid arteries, two
factors should be taken into account. First, a good co-registration between MR and
PET images is required and second, an accurate internal carotid segmentation is
required. In the following subsections the different approaches proposed in liter-
ature to use MR information in IDIF extraction will be described and classed in
two groups: PET/MRI co-registration methods, with or without an immobilization
device, and carotid segmentation approaches.
3.3.1 PET/MRI Co-registration
The methods that used immobilization devices aimed reducing co-registration
errors due to a non-simultaneous acquisition. Litton [Litton, 1997] was the first
to publish a method which uses the MR data to segment the internal carotids to
estimate an IDIF and was also the first to use an immobilization device. In this
device two external reference points allow an accurate rigid image alignment, re-
ducing the co-registration errors. To identify the carotid arteries, circular ROIs were
manually drawn on MR images slices (proton density weighted) where the carotid
was straight. However, in this approach, the head position device was similar to
the stereotactic immobilization devices for radiotherapy, which was not ergonomic
and very uncomfortable for the patient [Greitz et al., 1980] (fig. 3.2). More recently,
[Zanotti-Fregonara et al., 2009] used a thermoplastic mask molded individually for
each subject as immobilization device to minimize the movements (fig. 3.2). Never-
theless, this procedure is still uncomfortable for the patients.
The methods that do not use immobilization devices apply sophisticated co-
registration algorithms in order to achieve a good co-registration. [Trebossen et al.,
1999] were the first authors that proposed to use an MR-based ROI (T1-weighted)
to derive IDIF for [18F]-FDG images, but without using any immobilization device.
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Figure 3.2: Immobilization devices. Left: immobilization device used by [Litton, 1997] (adapted from
[Greitz et al., 1980]); right: thermoplastic mask.
In their work, the carotid co-registration and segmentation methodology used was
based on several steps, which were also partially followed in more recent publica-
tions:
1. An MR image and a summed image from the dynamic PET were co-registered
based on the brain limits and with MR image voxel size;
2. The first frames of the dynamic PET (where the carotid arteries can be identi-
fied) were summed to form one PET image with higher statistics, which were
then co-registered with the MR image. Both images in the PET voxel grid;
3. Based on this re-sampled MR image, the internal carotids were segmented.
Other authors also did not use immobilization devices, but only followed the
first and third steps [Mourik et al., 2008b] or the second and third [Fung et al.,
2009, Zanotti-Fregonara et al., 2011b]. In these approaches complex co-registration
algorithms, such as the mutual information algorithm [Maes et al., 1997], were
used. Without immobilization device IDIF estimation errors were reported, which
can lead to errors of 25% in CMRglu [Trebossen et al., 1999]. In some cases the
data were not considered for analysis [Mourik et al., 2008b]. One of the reasons
pointed out by the authors was that the co-registration is based on the brain and
the internal carotids are out of the brain, which means that even a good overall co-
registration can still lead to inaccurate carotid co-registration. Moreover, the degree
of carotid mismatch between PET and MR images within the same subject can be
more pronounced for one carotid than for the other. For that reason, a complex
co-registration algorithm independently applied for the left and right carotid was
also proposed [Fung et al., 2009].
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3.3.2 Carotid Arteries Segmentation
Despite the PET/MRI co-registration, accurate carotid arteries segmentation is
also required. In the literature, only one approach with segmentation algorithm was
used to delineate the carotid arteries [Fung et al., 2009]. In all the others, manual
delineation was used. Note that congruence in the MR sequence used in segmen-
tation was found, where the T1-weighted structural MR image was preferably used
[Fung et al., 2009, Mourik et al., 2008b, Trebossen et al., 1999] and the proton density
image was used once [Liptrot et al., 2004].
In summary, two main groups of vessels identification and co-registration meth-
ods based on MR images can be found in the literature. On one hand, the first
group, which uses immobilization devices, had accurate results but such devices
are non-comfortable for patients. On the other hand, the second group, which
did not use immobilization devices, had less accurate results but did not interact
with the patient, increasing their comfort. Both approaches increase the work-flow
and are time consuming. The introduction of hybrid PET/MRI systems may elim-
inate these problems, allowing simultaneous imaging and avoiding the necessity
of complex image co-registration methods or independent carotid co-registration.
Nevertheless, also in this case possible patient movements should also be taken into
account to achieve an accurate IDIF [Mourik et al., 2011].
3.4 Partial Volume Corrections
Due to the small dimensions of the carotid arteries and the limited resolution of
the PET scanners, PVE must be taken into account for IDIF in brain imaging. For
that reason, several partial volume correction methods have been proposed. The
aim of these methods is to account for both the loss of signal due to the limited
size of the object with respect to resolution, and the signal contamination coming
from the rest of the image. The literature divides the methods in three main groups
[Rousset and Zaidi, 2006, Soret et al., 2007]:
• Empirical methods (physical phantom based);
• Reconstruction-based;
• Post-reconstruction:
– Regional level;
– Pixel level.
Empirical methods are based on physical phantom experiments, which use geo-
metric shapes to derive correction factors for the structure of interest when it can
be approximated by a combination of geometric shapes. In these methods reliable
physical phantoms are required and the most applied method is the recovery co-
efficient method. Reconstruction-based methods improve the image resolution during
the reconstruction process. In this field, the iterative reconstruction methods, such
as OSEM, have shown a better resolution than the filtered back-projection methods.
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However, with both reconstruction algorithms the data are still influenced by the
partial volume effect in the same proportion for large structures [Kops and Krause,
2005]. Other reconstruction methods, such as the MAP reconstruction algorithms,
present potential to improve the image resolution by using anatomical information
[Baete et al., 2004]. Post-reconstruction methods use approaches after the image re-
construction. This is subdivided in regional level, where the correction is applied
for a ROI, and in pixel level, where the correction is applied for each pixel indi-
vidually. In the region based approach, a ROI is pre-defined and the method is
applied to this specific region in order to have a higher SNR. This group includes
the geometric transfer matrix [Rousset et al., 1998] and the deconvolution method
[Teo et al., 2007], where the latter results in noise amplification and in higher com-
putational costs. Otherwise, the pixel level approaches apply the correction for each
image pixel. These methods include the partition based correction and the multi-
resolution method [Boussion et al., 2010]. The challenge of these approaches is to
create images with low noise levels to able interpretation on a pixel by pixel basis
[Soret et al., 2007].
In this context and since this work is focused on IDIF with the MR-BrainPET
only the PVC methods of PET data using anatomical information from MR images
or the methods using the HRRT (similar resolution as the BrainPET) will be detailed
in the following sub-sections. An overview of other partial volume corrections can
be found elsewhere [Rousset et al., 2007, Soret et al., 2007].
3.4.1 Recovery Coefficient
The recovery coefficient method (RC) is a physical phantom method based on
dividing the measured uptake value in a ROI by a correction factor, called recovery
coefficient (RC). The RC is pre-calculated for an object with size and shape similar
to the interest structure with a physical phantom. The RC is calculated as the ratio
of image activity concentration to the true activity concentration:
RC =
tROI
TROI
, (3.1)
where tROI is the measured radioactivity in the ROI and TROI is the correct ra-
dioactivity in the ROI. The fig. 3.3 illustrates the recovery coefficient method by
a simulation of uniform radioactive spheres of various sizes in a non-radioactive
background for different spatial resolutions.
This method was first introduced by Hoffman where only a cold background
was taken into account [Hoffman et al., 1979], as shown in fig. 3.3. With the for-
mulation of Kessler [Kessel et al., 1984], a hot spot recovery coefficient (HSRC) and
a cold spot recovery coefficient (CSRC) were defined. In this case, the observed
estimate of activity within the target region can be expressed as:
ttarget = HSRC× Ttarget + CSRC× TBackground , (3.2)
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Figure 3.3: Recovery Coefficient method. At the left, a phantom sphere (with spheres 10, 13, 17, 22,
28 and 37 mm, as the NEMA phantom) and at the right, the recovery coefficients for different sphere
diameters for different point spread functions.
where TBackground is the true background radioactivity and HSRC + CSRC = 1. The
method assumes that the background is not subject to PVE and it has uniform and
known activities. It also assumes that the size of the structure of interest can be
accurately estimated. The empirical methods were applied in the context of the
IDIF by some groups [Carson et al., 2006, Litton, 1997].
3.4.2 Geometric Transfer Matrix
The geometric transfer matrix (GTM) , a method proposed by Rousset [Rousset
et al., 1998], is a partial volume correction method, which was first introduced in the
context of brain imaging to correct the spillover among cerebrospinal fluid, white
and grey matter.
The method is based on the following consideration: "to compute the effect
of the signal degradation due to limited spatial resolution on the mean regional
concentration within a ROI, it is possible to obtain as many equations as there are
unknowns" [Rousset et al., 2007].
Considering that the observed activity (tj) within a tissue domain Dj from a
given ROIj is obtained by:
tj =
N
∑
i=1
ωijTi , (3.3)
where Ti is the true tracer concentration within domain Di and ωij is a weighting
factors. It represents the contribution of each domain Di to any ROIj of the image
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and it can be expressed as:
ωij =
1
vj
∫
ROIj
RSFi(r)dr , (3.4)
where RSFi is a regional spread function of tissue domain Di, assuming a unit
activity distribution, and vj is the volume of the ROIj. Assuming eq. 3.4 for different
tissues domains from 1 to N the eq. 3.3 can be written as:

t1
t2
...
tN
 =

ω11 ω21 · · · ωN1
ω12 ω22 · · ·
...
...
...
. . .
...
ω1N ω2N · · · ωNN
×

T1
T2
...
TN
 . (3.5)
The matrix diagonal represents the tissue self-interaction (spill out) and the off-
diagonal terms represent the fraction of true activity that “spills in” from the other
regions. Figure 3.5 demonstrates visually the GTM matrix concept, where two
structures were defined in a phantom (fig. 3.4).
After convolving the ROI of each structure (background and carotid) with a
simulated PSF, it is possible to observe in fig. 3.5 that each ROI contributes with
different amounts of activity to the other ROI. In other words, the background con-
tributes to the carotid activity in a different amount then the carotid contributes to
the background activity. Based on this data it is possible to calculate the weighting
factors of the geometric transfer matrix (eq. 3.4), which allows to calculate the true
activity in each region (eq. 3.5).
The requirement to use this method is the delineation of the functional regions
corresponding to different compartments, which are assumed as having a uniform
uptake. The number of ROIs must be equal to the number of tissue compartments
identified in the tracer model. This method leads with an overestimation of the IDIF
when applied by different groups [Carson et al., 2006, Trebossen et al., 1999].
Figure 3.4: Phantom to simulate the geometric matrix method. The carotid is assumed as a white circle
of 6 mm diameter in a cold background (grey).
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Figure 3.5: Geometric Transfer Matrix: the Regional Spread Function. At the upper left and right, the
result of the RSF of the background in the background and in the carotid, respectively. At the bottom
left and right, the RSF of the carotid in the carotid and in the background, respectively. Note the original
image is the fig. 3.4.
3.4.3 Reconstruction Based (PVC-OSEM)
Mourik et. al [Mourik et al., 2008a] proposed a method to correct for the PVE
taking into account the system PSF in the NAW-OSEM reconstruction. A scheme of
the algorithm is shown in fig. 3.6. An initial estimation of the PET image EI, which
is a priori defined, is forward projected in order to generate an estimated sinogram
ES. This sinogram is compared (US) with the measured sinogram (MS) using the
ratio US = MSES . After that the US is back-projected to create an image (IM), which
is used to update the EIiter = EIiter−1 ∗ UIiter(A+N) where A and N represent the atten-
uation and normalization weighting factors, respectively. The method proposed by
Mourik includes the PSF of the system during the reconstruction, in order to im-
prove the in-plane image resolution and is called partial volume corrected OSEM
(PVC-OSEM). Taking the NAW-OSEM algorithm as reference, the PSF is included
to blur the estimated image (EI) before its forward projection, fig. 3.6, which results
in the smooth image (SI). The SI is then forward projected, leading to the smooth
ES (SES) that is used to estimate the US by dividing the MS by the SES.
Although the PSF varies with the distance to the center of the scanner, the
method assumes that the system PSF is spatially invariant with a value of 4.5 mm
of FWHM. This value was assumed because it is, at the carotid positions, the value
of the PSF of HR+ PET scanner, which was used in this study. With this approach a
blood sample is necessary to scale the IDIF. This method was also used by [Hoetjes
et al., 2010, Zanotti-Fregonara et al., 2009].
This method does not use MR information and does not have high impact when
applied in the HRRT [Mourik et al., 2008b]. Nevertheless, it was the first publication
to try to answer to the following question in IDIF: "in which pixels should the partial
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Figure 3.6: Schematic representation of the reconstruction algorithms. On left the NAW-OSEM recon-
struction algorithm and on right the PVC-OSEM, and extension of the NAW-OSEM. Adapted from
[Mourik et al., 2008b].
volume correction be applied?". To answer this question the author investigated
some approaches such as:
• Percentage of the maximum pixel value (60, 70, 80%) of the PET volume;
• Number of hottest pixels in a volume (10, 20, . . . , 60 pixels);
• Number of hottest pixels per plane (4, 6, . . . , 12 pixels).
The answer to this question is important because the pixels are not influenced in
the same way by the PVE (fig. 2.14). The answer found by the authors suggests that
the "4 hottest pixels per plane" is the best approach, which in some cases should
be calibrated with blood samples [Mourik et al., 2008b]. [Fung et al., 2009] also
suggested using only the central line of the CAs ROI. However, the last approach
can be very sensitive to statistical noise.
3.4.4 Model-based PVC
Chen et al. [Chen et al., 1998] proposed a method to correct the PVE based on the
information of the venous sampling for [18F]-FDG. This approach assumes that the
signal measured from an internal carotid ROI (cmea) can be modulated by a linear
combination of the (true) radioactivity from the blood vessel and the radioactivity
from the neighboring tissue (background ROI):
Cmea(t) = PV × Ctrue(t) + SO× Cneighb(t) , (3.6)
where Ctrue was the true (spill over free) radioactivity in the carotid and Cneighb
was the radioactivity from the neighboring tissue. The coefficients PV and SO were
the recovery coefficient and the spillover coefficient from tissue, respectively and
both were time-independent.
The arterial and venous blood achieve an equilibrium state about 10 to 15 min af-
ter being injected. Using venous blood samples, this allows to calculate the partial-
volume and spillover coefficients by fitting the final TAC to the venous samples
using a non-negative linear least square technique, fig. 3.7. Note that the time to
reach the equilibrium stadium between the arterial and venous blood depends on
the tracer. In this approach the ROI were manually defined in the PET data. This
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method was applied in several works [Guo et al., 2007, Parker and Feng, 2005, Su
et al., 2005].
Other methods, such as that developed by Su et al. [Su et al., 2005] applied
a variation of this correction method in order to avoid the blood sampling in an
[18F]-FDG study. In this approach the local frame-wise maximal activity from the
carotids Imax over the last 30 min replaces the blood samples. The maximum value
was chosen because it is not substantially affected by the PVE. However, it is a very
noisy estimation. The background was defined as the difference between the carotid
mask five and three times dilated. Parker and Feng [Parker and Feng, 2005] also
applied a method based on the maximum value as [Su et al., 2005]. In this approach,
a problem of using the Imax, influenced by the spillover from the surrounding tissue,
was identified. In order to overcome this problem the authors suggest correcting
the Imax when, at the end of the scan, the background mean value Cneighb is higher
than the mean of the carotid Imean, assuming that ImaxCneighbmax '
Imean
Cneighb
and Imax was
corrected with Imax. ImeanCneighb . However the last methods do not yield accurate results
leading with an overestimation of the IDIF [Chen et al., 2007, Zanotti-Fregonara
et al., 2011a].
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Figure 3.7: Model based PVC method. In this figure its possible to observe the corrected (Ctrue) and
non-corrected (Cmea) curves, where the corrected has a good agreement with the venous blood sampler.
3.5 Performance Evaluation and Comparative Studies
In the literature different methods have already been proposed to evaluate the
accuracy of the estimated IDIF. However, only a small number of papers compared
the different IDIF estimation methods [Hoetjes et al., 2010, Zanotti-Fregonara et al.,
2009, 2011b]. This small number can be a consequence of the different approaches
that tracers such as [11C]-flumazenil, [18F]-FDG and [15O]-water require, due to
their different brain uptake which influences the spillover. In this subsection, the
different methods used to evaluate the IDIF approaches and the different compar-
ative studies will be summarized. The two main approaches reported in literature
to compare the IDIF against the gold standard (arterial blood sampling) are:
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1. Comparison of the area under the curve (AUC)2;
2. Kinetic analysis.
To evaluate the methods based on the IDIF, AUC were used in several studies
[Backes et al., 2009, Mourik et al., 2008a, Zanotti-Fregonara et al., 2009]. In these
methods the AUC was calculated in the IDIF and in the blood sample curve and
the ratio between both were used as figure of merit. [Mourik et al., 2008a] also
proposed to evaluate the AUC for the peak (0- 3.3 min) and for the tail (3.3- 60 min).
The methods based on kinetic analysis were also used in almost all studies. Nev-
ertheless, the kinetic model used depends on the tracer as well as the parametric
image obtained. For example, in the [18F]-FDG studies the outcome parameter used
is the CMRglu, which the value based on IDIF is compared with the value based on
arterial blood samples. This analysis commonly applies the graphical Patlak plot.
Another approach used to evaluate the results is the calculation of the individual
rate constants (K1, k2 k3 and k4), which are much more sensitive to variation in the
shape of the early part of the curve and are not used systematically.
Zanotti-Fregonara et al. compared eight methods for estimating the IDIF for
[18F]-FDG brain studies [Zanotti-Fregonara et al., 2009], where one method used
MR data [Litton, 1997] and other five were susceptible to that (ROI based) [Chen
et al., 1998, Parker and Feng, 2005, Su et al., 2005, Zanotti-Fregonara et al., 2007]. A
phantom study with two carotid diameters (eight and five millimeters) and a pa-
tient study with data from 4 patients were examined. To compare the performance
of each method the AUC, the CMRglu and the individual rate constants were cal-
culated and compared against the values obtained with the gold standard. In the
phantom studies, the method which demonstrates the best performance was the
model-based PVC, where small AUC differences were found (less than 2%). In
the patient study, the model-based PVC was also the method which showed a bet-
ter performance, however with high differences when compared with the phantom
study. With the Litton method (recovery coefficient) the late portion of the AUC
was overestimated and as consequence the CMRglu was underestimated. With the
methods proposed by [Parker and Feng, 2005, Su et al., 2005] the peak was under-
estimated and the tail was overestimated in both patient and phantom studies. The
method proposed by [Mourik et al., 2008a] was applied for the first time in [18F]-
FDG studies and shows the necessity of calibrating the input function with blood
samples. The overestimation of the tail in some methods suggests that an accurate
spill over correction is necessary for the late time of the curve, which is affected
by the high uptake of the brain grey matter. This study suggests that a reliable
procedure free of blood samples is not available yet.
The same authors also compared seven of the eight methods on dynamic HRRT
scans for [11C]-(R)-rolipram and for [11C]-PBR283 [Zanotti- Fregonara et al., 2011c].
In this work, the results found in [Zanotti-Fregonara et al., 2009] were corroborated,
2Integral of the curve.
3[11C]-(R)-rolipram is a probe for the enzyme phosphodiesterase 4 and [11C]-PBR28 binds to the
translocator protein (18 kDa). In this study this tracers were used because they have different ra-
diometabolite fractions, where the first has a lower and the second a high radiometabolite fraction.
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where the most accurate IDIF estimations were obtained using two blood based im-
age input methods [Chen et al., 1998, Mourik et al., 2008a], while blood-free meth-
ods were generally less reliable. In both studies, the kinetic modeling performed
using graphical analyses gave more reliable results than when using compartmental
modeling rate constant calculation.
3.6 Summary
In summary, IDIF is an active research topic in the scientific community due
the patient discomfort and inherent problems of arterial blood sampling. Several
methods have been proposed in order to overcome such problems, but until now
no reliable method free of blood sampling (even venous) was found. Nevertheless,
venous blood sampling acquisition at the end of the scan to calibrate the IDIF can
avoid the arterial blood sampling in some cases [Zanotti-Fregonara et al., 2011b].
A factor that should be kept in mind when working with IDIF is that each tracer
has different properties and if a method is appropriated for one tracer it does not
mean that it will work for others [Zanotti-Fregonara et al., 2009, 2011b]. The re-
cent introduction of hybrid PET/MRI devices introduces a new tool to obtain the
IDIF, by avoiding co-registration errors and by improving the carotid identification
when compared with the low signal-to-noise ratio for short duration frames. How-
ever, until now no PET/MRI IDIF validation were performed. For that reason, the
present thesis evaluates the use of PET/MRI data to estimate the IDIF including
extra information from MR images.
In the following chapters, the methods used, main results and their discussion
will be presented.
4
Model-based Partial Volume Correction
for [18F]-FDG PET: Evaluation of the
Noise Influence in the Coefficients (PV
and SP) Estimation
4.1 Introduction
As detailed in the previous chapter, different methods have been suggested to
correct PVE in the IDIF context. The model suggested by Chen et al. was one of
the most widely used methods in the literature to correct PVE in [18F]-FDG PET
data [Chen et al., 1998, Naganawa et al., 2005, Su et al., 2005, Zanotti-Fregonara
et al., 2009, Zhou et al., 2011]. Moreover, in the few comparative studies published
it was also the method which achieved the best results [Zanotti-Fregonara et al.,
2009, 2011c]. This method assumes that the measured signal can be considered as a
linear combination of the true input function with a signal from the neighbouring
tissue (see section 3.4.4). By fitting the model to venous blood samples it is possible
to estimate the partial volume (PV) and spillover (SP) coefficients, indicating the
degree of influence of the system resolution and spillover from the neighbouring
tissue, respectively.
Fitting of PV and SP coefficients from the model may suffer from bias or unreal-
istic outcomes, especially because of the noisy PET data. A common problem of the
least squares fit methods (linear or non-linear) is that it can get trapped in a local
minimum. Different optimization algorithms are available in the literature, which
were already evaluated in PET context [Contractor et al., 2012, Yaqub et al., 2004],
and where the gradient based methods have shown reasonable results [Yaqub et al.,
2004]. In literature, two publications mentioned the possibility of using a constant
SP coefficient [Chen et al., 1998, Parker and Feng, 2005]. However, no publication
evaluated the model for different levels of noise. In this chapter, an evaluation of
the model-based PVC is performed in order to study the noise influence on the
coefficients (PV and SP) estimation.
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4.2 Material and Methods
4.2.1 Data Simulation Set-up
Data simulation was based on the 3-compartmental model and kinetic rate con-
stants for [18F]-FDG described in the literature [Meikle et al., 1996, Sokoloff et al.,
1977]. A simulated input function (IF(t)) was generated based on a patient curve,
which was fitted to a sum of three exponentials [Feng et al., 1993, Wong et al., 2001]:
IF(t) = (A1t− A2 − A3)eλ1t + A2eλ2t + A3eλ3t , (4.1)
where A1 (in Bq/mL/min), A2 and A3 (in Bq/mL); λ1, λ2 and λ3 (in min−1) are
the eigenvalues of the model. After that, the generated input curve was used as
input in the [18F]-FDG model with normal rate constants (see chapter 5) in order
to simulate a healthy grey matter curve, fig. 4.1. The model simulation and curve
fitting was performed with the PMOD Kinetic Modeling Tool (PKIN).
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Figure 4.1: Simulated curves based on a 3-compartmental model and measured curve affected by PV =
0.5 and SP = 0.1 (without and with 5% of noise).
4.2.2 Simulation Coefficients
In IDIF, two factors should be taken into account, the PV and the SP. In order to
simulate both effects, the input curve was multiplied by a known PV coefficient and
the GM curve was multiplied by a known SP coefficient. Then, a different percent-
age of noise was added to each curve (see noise generation) and both curves were
summed in order to achieve a “measured” curve. Different PV-SP combinations
in a reasonable range (0.3<PV<0.6 and 0<SP<0.3) were assumed. Required for the
model, the “venous samples” were considered as the true input function due to the
equilibrium between arterial and venous blood at later times [Chen et al., 1998].
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4.2.3 Noise Generation
Statistical noise was simulated for each data point by assuming the noisy ac-
tivity Cnoisy(ti) to be a sample from a normal distribution with mean Ctrue(ti) and
standard deviation σi according to the Poisson statistics [Thiele and Buchert, 2008].
Since the Poisson statistics influences the counts:
Qi = Ctrue(ti)die−ti ln 2/τ1/2 , (4.2)
where di is the length of the i-th frame and τ1/2 = 109.77 min is the half-life of [18F].
Because in Poisson statistic σi of the counts is the
√
Qi it is possible to define σi
based on the decay correction:
σi = NL
√
Ctrue(ti)d−1i e
ti ln 2/τ1/2 , (4.3)
where NL is the scale factor to vary the noise level at the last frame. The noise
was added in the same way for both curves, but because the GM volume is larger
than the CAs volume the NL for the GM was 40% of the noise in the input curve.
Further information about the mathematical details of eq. 4.3 and 4.2 can be found
in appendix A.
4.2.4 Minimization Function
From the model (eq. 3.6) it is possible to derive the true activity curve as:
Ctrue = Cmea(t)
1
PV
−×Cneighb(t) SPPV , (4.4)
which should be in equilibrium with the venous blood samples for t > 10 min. In
order to solve this minimization problem a weighted sum of squared differences
(WSSD) was used:
WSSD =
N
∑
i=a
(wi(k)(Ctrue(ti)− Cvs(ti))2) , (4.5)
where i is the frame number, a is the start frame, N is the total number of frames,
Cvs are the venous blood samples and wi(k) is the weighting factor. Two different
weighting factors were considered:
wi(0) = 1; (here no weighting is applied.)
wi(1) = 1σi .
(4.6)
To solve the minimization problem the gradient based method implemented in
the MATLAB function lsqcurvefit was considered.
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4.2.5 Analysis of Coefficient Estimation
For each SP-PV combination and weighting method, 8000 estimates of SP, PV
and AUC ratio between the true and corrected curve were obtained. The AUC was
taken into account due to its importance in quantification. The average and the
standard deviation of each factor were considered to estimate the bias. The model-
based PVC is a non-linear model due to the term SPPV , eq. 4.4. For that reason, in
addition, we also investigated the influence of different ratios SPPV and weighting
method (based on the expected PV and SP) in the coefficients estimation.
4.3 Results
4.3.1 Minimization Function
Knowing the minimization function is crucial in minimization problems. In or-
der to understand how the WSSD behaves in our context, the variation of the WSSD
were analyzed with simulated curves, with known PV and SP coefficients for: 1)
noise-free curves, 2) noise-influenced curve. Figure 4.2 (a) presents the WSSD of a
free-noise curve, where it is possible to observe that the function presents a min-
imum. This figure also suggests that the use of the gradient in the minimization
algorithm may improve the results. Using a small range of values, closer to the
known minimum, some local minima were found, as fig. 4.2 (b) shows. This result
was taken into account in the optimization parameters of the minimization algo-
rithm by testing different starting points, where no considerable differences were
found in the estimated coefficients.
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Figure 4.2: Minimization function for the partial volume correction method (a) where it is possible to
observe some local minima close to the global minimum (b).
Figure 4.3 presents the WSSD of a noise-influenced curve (noise level of 5%),
where it is possible to observe that the minimum of the error function was shifted.
This suggests that the noise introduces a bias into the estimated coefficients, which
was corroborated by the obtained results (see below).
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4.3.2 Coefficients Estimation and AUC Impact
To give a general impression of bias and variance of the coefficients (PV and SP)
estimation, fig. 4.4 (a) and (b) give an overview for the uniform weighting, w(0).
In general, coefficient bias and variation increase monotonically with noise level for
PV coefficient and decrease monotonically for the SP coefficient. Figure 4.4 (a) and
(b) also give an overview of the bias for the non-uniform weighting factor. The
errors of data fitted with w(1) have the same behavior as the errors of data fitted
with w(0), with an increasing of PV and a decreasing of the SP when the noise
level increases. Comparing both weighting factors the results show that when the
non-uniform weighting factor is used the errors are smaller than the ones obtained
with the uniform weighting factor (fig. 4.4). Such results suggest using a weighting
factor that takes into account the noise level of each point. With this approach the
noisy points have lower influence on the fitting, which has a considerable impact
on the coefficients estimation. For example, for a level noise of 10% the w(0) results
in an error of 37.6% and the w(1) results in an error of 17.2% in the PV, which
is approximately half of the error obtained with w(0). The same proportion was
found for the SP, where the use of weighting factor results in a reduction of the
error with a factor of two.
Moreover, these errors may also have an impact on kinetic analysis due to errors
in the input curve estimation. To compare the possible impact of the weighting
factors on the kinetic analysis, we now concentrate on the AUC which is used as
input for the Patlak plot. Figure 4.5 shows the error of the curve AUC ratio for
different levels of noise with w(0) and w(1). The w(0) results in higher AUC ratio
errors than the non-uniform weighting factor, as was expected by greater errors on
SP and PV coefficients. For example, with a uniform weighting factor the overall
AUC ratio error for a PV of 0.4 and SP of 0.1 was 13% for a 10% level of noise. With
w(1) the AUC error was 7%. Such differences are mainly caused by AUC errors at
the peak of the curve, which was not taken into account in the fitting. Consequently,
it presents a higher bias in the peak than in the tails (fig. 4.6). For that reason, an
error of 28% with w(0) and an error of 14% with w(1) were obtained for the peak.
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Figure 4.4: Bias on the partial volume (a) and spillover coefficients (b).
At the later part of the curve the AUC ratio errors were 4%/3% independently of
the weighting factor.
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Figure 4.5: Noise effect on the AUC ratio (PV = 0.4 and SP = 0.1).
4.3.3 Influence of the Ratio SPPV on the Coefficients Estimation
The model used in this work is a non-linear model due to the term ( SPPV ). For
that reason, we also investigated the influence of different expected ratios SPPV in the
coefficients estimation. Figure 4.7 presents the obtained results for the SP and PV
estimation. We found that smaller ratios result in smaller errors when compared
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Figure 4.6: Bias on the partial volume (a) and spillover coefficients (b).
with greater ratios. For example, for a ratio of 0.5 with an uniform weighting
factor, the errors obtained for SP and PV were 60% and −56% at 10% of noise,
respectively. For a ratio of 0.3 the errors were 31% and −43, respectively. When the
non-uniform weighting factor was applied, the errors decreased from 60% to 28%
for PV and from −56% for −25% for SP with a ratio of 0.5. For a ratio of 0.3 the
errors decreased from 31% to 15% in PV and from −43% to −20% in SP. The same
bias was found in the AUC.
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Figure 4.7: Bias on the partial volume (a) and spillover coefficients (b).
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4.4 Discussion
Adequate PVC for IDIF is mandatory for avoiding quantification errors. The
model evaluated in this chapter was the method which achieved the best results in
the comparative studies [Zanotti-Fregonara et al., 2009, 2011a].
In this chapter, a systematic analysis of the model was performed for different
levels of noise with synthetic curves, in order to study the model robustness. We
also investigated the impact of using a weighting factor based on the signal vari-
ance. The results suggested that the use of a non-uniform weighting factor may
improve the models coefficient estimation by reducing the bias error in both coef-
ficients (PV and SP) with a factor of two and with impact on the total AUC. In
literature, [Parker and Feng, 2005] also proposed to use a weighting factor to es-
timate the model coefficients. However, in this publication the weighting factor
was determined empirically after training on two patients in the data set, which is
only possible when the ground truth is known. In this approach, the author also
suggested to assume the hottest pixel in the volume as the ground truth to avoid
the ABS. This assumption was made believing that the hottest pixel is not affected
by PVE and that it can be considered as ground truth. However, our experience
showed that such a procedure was not favorable due to the noise influence on a
cluster of hottest pixels in the VOI (see chapter 5 and 6). For that reason, the use
of an empirical weighting factor may be difficult to reproduce, as was shown in the
comparative studies [Zanotti-Fregonara et al., 2009].
Our results also showed that the coefficients estimation is influenced by the
ratio SP/PV, where the better results (small errors in PV, SP and AUC ratio) were
achieved for lower ratios. Since the influence of the scanner resolution cannot be
neglected, the post filtering procedure is the only controllable step that can influence
such ratio. This step increases the SP from the brain tissue to the CAs and reduces
the PV coefficient. Note that it is not expected that the factors cancel each other
due to the different shape of the CAs VOI and GM region. However, post-filtering
is a required step to achieve a reasonable SNR for clinical practice.
The results obtained with this analysis assumed that the noise was modulated by
eq. 4.3. It was assumed that the only source of noise is the Poisson count statistics,
which has an exponential behaviour. This function introduces realistic noise at the
later time but introduces higher noise levels at the first frames [Thiele and Buchert,
2008]. Furthermore, noise introduced by the detector characteristics and corrections
were not taken into account in this model. In the model under study only the later
frames were used in the fitting, which are not biased by the noise model used.
However, in real data and due to the carotid positioning, close to bone and high
activity areas (for high brain uptake tracers), the attenuation and scatter correction
may introduce noise in the signal, which was not taken into account here. Such
variables should be taken into account when performing the analysis of real data.
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4.5 Conclusion
In this section, we have shown that the noise introduces a bias on the estimated
coefficients of the model-based PVC when the noise increases, which might be re-
duced when a weighting factor based on the SNR was used. Moreover, coefficients
estimation also depends on the ratio between SPPV , which must be taken into account
when performing the post-filtering step.
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5
Bilateral Filter for Image Derived Input
Function in MR-BrainPET: a Monte
Carlo Simulation Study
5.1 Introduction
As already indicated above, PET images may have a high level of noise which
may hampered the diagnostic interpretation and quantitative analysis of these im-
ages. In order to overcome this problem and to improve the SNR, data smoothing
is often performed after or during reconstruction. For this propose, the moving av-
erage Gaussian filter is recurrently used. Such filter has, however, the disadvantage
of blurring the image and consequently decreasing the spatial resolution, as well as
increasing the spillover between adjacent regions. As was shown in the last chap-
ter, such blurring introduces a bias in the parameter estimation of the model-based
PVC used to correct the IDIF.
In literature, as an alternative to a Gaussian filter, a so-called bilateral filter (BF)
was proposed for PET imaging [Hofheinz et al., 2011, Lee et al., 2008]. To preserve
edges while smoothing, this filter takes into account not only the spatial relationship
between pixels, but also the difference of intensities between them. However, the
IDIF must be obtained from very short frames, so that such intensity differences are
unreliable due to the considerable image noise [Lee et al., 2008].
The introduction of the high-resolution MR-compatible BrainPET scanner op-
erated within a 3 T MAGNETOM Trio MR scanner allows simultaneous PET/MRI
imaging so that the anatomical MR data can be recorded together with PET. Further-
more, this allows reducing and minimizing co-registration errors. In this chapter,
to estimate an IDIF from the CAs we looked for a way to reduce image noise, but
also to avoid the disadvantages of normal Gaussian filtering. For that, we propose
a variant of the BF, where the intensity information is based on the anatomical
information from MRI instead of PET intensities.
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5.2 Material and Methods
5.2.1 Hybrid Bilateral Filter
The BF is composed by the product of two Gaussian shaped components, the one
related to the spatial domain and the other related to the intensity domain [Paris
et al., 2008] (eq. 2.14). Based on this formulation, the pixel of interest will not only
be influenced by the distance between pixels but also by the difference of intensities
between them. Such combination, results in smoothing with edge preservation as
demonstrated in [Hofheinz et al., 2011, Lee et al., 2008].
However, the performance of this filter depends on image statistics [Lee et al.,
2008]. In one hand, for high count rate the noise follows a Gaussian distribution and
the filter can be implemented as in eq. 2.14. In the other hand, for low count rate,
as in the first frames of a dynamic PET study, the noise has a Poisson distribution
and it is necessary to adapt the normalization factor of the BF to have a good
performance [Lee et al., 2008]. This different behavior at different count rates is
illustrated in fig. 5.1. In this figure, the influence of pixel A in pixel B (WAB) and
the influence of pixel B in pixel A (WBA) is shown for high and low count rate for a
filter kernel of n× n pixels. In a situation of high count rate, due to the symmetric
properties of the Gaussian noise, the influence of the pixel A in pixel B is the same
as pixel B in pixel A (WAB = WBA). For that reason, the normalization factor can
be a sum of the weight factors in the neighborhood and the total photometry (or
average grey levels) is preserved [Weickert et al., 1998]. However, in a situation of
low count rates (Poison noise), the noise symmetry is not preserved because the
influence of pixel A in pixel B is different from the influence of pixel B in pixel A
(WAB 6= WBA). For that reason, the normalization factor needs to be adapted [Lee
et al., 2008].
In order to overcome the low count rate limitation, we propose to use a new
approach for the BF, where the MR image information is included, the hybrid bi-
lateral filter (HBF). This is an elegant approach which shows potential to overcome
the lower performance of the traditional BF in a low count rate scenario, by avoid-
ing the PET intensities, and maintaining a similar performance to a high count rate
scenario due to the Gaussian noise1 of MR images. With this approach, the eq. 2.14
can be rewritten as:
HBF[Ip] =
1
Whp
∑
qeS
Gσs(‖p− q‖)GσMRr (
∣∣∣IMRp − IMRq ∣∣∣)Iq , (5.1)
where IMRp is the intensity of the pixel of interest and IMRq is the intensity of its pixels
neighbors in MR image. In this case, the σMRr is the standard deviation assumed
for the MR data. As for the BF, the normalization factor (Wp) is given by sum of all
the weights of the filter in the neighborhood.
1The MR image noise follows a Rician distribution and not a Gaussian distribution. Nevertheless,
for a high SNR images, such as an MPRAGE, the Rician distribution can be approximate to a Gaussian
distribution.
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Figure 5.1: Statistics influence in filtering.
In our approach, we are interested in a local edge preserving filter, particularly
in the CAs region. For that reason, the CAs in the phantom or MR image were
segmented. The result of this segmentation was used as input to the HBF instead
of the phantom or MR image itself. Consequently, the part of the filter referring to
the intensity differences is defined as:
Gσ(x) = exp
(
−x2γ
)
, (5.2)
where γ = 12σ2 is a parameter which will control the magnitude of the filtering at
the borders of the CAs. Note that, in our implementation we use a filter kernel of
7× 7 pixels2.
5.2.2 GATE Simulation
In order to test and validate the HBF a Monte Carlo simulation performed by
GATE was used to simulate a realistic sequence of dynamic [18F]-FDG brain images
acquired in the BrainPET scanner (fig. 5.2). To reduce the computational efforts, a
back-to-back gamma source was used instead of a positron source due to a negligi-
ble influence of the 3 T magnetic field in the resolution of a [18F] radioisotope (see
appendix B).
2The kernel size was defined in order to achieve the same smooth level as the Gaussian filter of
PMOD (HBF with a higher value of γ).
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Figure 5.2: BrainPET GATE geometry and brain phantom.
5.2.3 Phantom
In our simulation the digital brain phantom 04 from the twenty normal anatom-
ical models of BrainWEB (http://mouldy.bic.mni.mcgill.ca/brainweb/) was used
(fig. 5.3) [Aubert-Broche et al., 2006]. This phantom has isotropic voxels of
0.5 × 0.5× 0.5 mm3 in a matrix of 362 × 434 × 362 pixels. The phantom identi-
fies several structures: background, cerebrospinal fluid, gray matter , white matter,
fat, muscle, muscle/skin, skull, vessels, around fat, dura matter and bone mar-
row. In the simulation, from these structures vessels, WM and GM were used as
source (voxels with a defined activity). The CAs have a diameter of about 5 mm
(fig. 5.3), which is in accordance with the literature [Krejza et al., 2006]. The attenu-
ation map was also derived from the phantom of which bone, soft and brain tissue
were considered. The linear attenuation coefficients for these structures at 511 keV
were 0.099 cm−1, 0.146 cm−1 and 0.095 cm−1 for brain tissue, skull and soft tissue,
respectively. Those values were calculated based on the tissue composition from
XCOM: Photon Cross Sections Database of the National Institute of Standards and
Technology (XCOM-NIST) [Berger et al., 2010].
5.2.4 Time-activity Curves
A dynamic PET study of [18F]-FDG was simulated for a healthy subject. For
that, a partial volume corrected input function from a patient was fitted to a three
exponential expression and used as true input function, as in the previous chapter
(see eq. 4.1).
The true input function was introduced in the blood compartment of the [18F]-
FDG model in the PKIN to generate WM and GM curves. The model rate constants
for GM and WM assumed are presented in table 5.1. Then, the simulated curves
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Carotid arteries
Figure 5.3: Simulated phantom. Because the goal of this work was to evaluate the influence of the
post-filtering at the CAs region, only the brain tissue close to the CAs was taken into account in the
simulation. In this way, the computational cost was reduced.
(fig. 5.4) were discretized and associated to a voxelized source phantom in GATE 3.
Table 5.1: Rate constants for a healthy [18F]-FDG patient. Values from [Meikle et al., 1996]
Tissue K1(mL/cc/min) k2(min−1) k3(min−1) k4(min−1)
Gray Matter 0.103 0.133 0.063 0.0068
White Matter 0.054 0.111 0.045 0.0059
5.2.5 Data Reconstruction
The simulated data set was reconstructed with the standard reconstruction pro-
tocol for dynamic [18F]-FDG patients at the Forschungszentrum Jülich. This con-
sisted of a specific framing scheme and reconstruction algorithm set-up. The fram-
ing scheme defined 23 time frames with variable frame length (8× 5 s, 4× 10 s, 1×
45 s, 2× 90 s, 1× 180 s, 4× 300 s and 3× 600 s). The reconstruction set-up consisted
of an attenuation weighted Poisson ordered subsets expectation maximization (AW-
Poisson-OSEM) with 2 subsets, 32 iterations. The data were normalized, calibrated
and corrected for attenuation and decay. No random coincidences were included
in the simulation. The scattered radiation were not considered in the image recon-
struction. The reconstructed image dimensions were 256× 256× 153 mm3 with an
isotropic voxel size of 1.25 mm.
5.2.6 Post-filtering
After data reconstruction different extents of post-filtering were tested. The data
were post-filtered with the standard Gaussian filter with 3 mm/5 mm FWHM and
with the HBF for different combinations of FWHM and γ (0 < γ < 8). The former
was denominated as 3 G/5 G and the latter was denominated based on the FWHM
and γ. For example, in the case of a 3 mm FWHM and a γ of 2 we named it 3 Gγ2
3GATE offers two possibilities to read voxelized sources (ASCII or InterFile image). In this work an
InterFile image was used.
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Figure 5.4: Simulated curves: input function, white matter and gray matter.
5.2.7 Partial Volume Correction
As mentioned above, several methods have been proposed to correct the PVE,
in where a region of interest has to be defined in the PET. In order to simulate the
MR-BrainPET, we used the MR image (phantom) to define the CAs region to extract
the IDIF. The methods used in PVC were:
Recovery Coefficient method - This method uses the recovery coefficient, a theo-
retical partial volume coefficient (tPV), to correct the PVE. It considers that
the measuring signal is given by Cmea = tPV × Ctrue, where Ctrue is the true
signal. To calculate the tPV a binary mask of the MR defined CAs (Ctrue) was
filtered with the system resolution (3 mm) resulting in Cmea. Note that, the im-
ages were post-filtered, which will deteriorate the system resolution. To taken
into account the post-filtering step the resolution was recalculated, e.g. for
a post-filtering with a 3 G the resolution become 4.2 mm (=
√
3× 3+ 3× 3).
Based on the filtered image the tPV was calculated.
Model-based PVC - This approach assumes that the signal measured from an in-
ternal carotid VOI is composed by a linear combination of the (true) radioac-
tivity from the blood vessel and the radioactivity from the neighboring tissue,
see eq. 3.6. To determine both curves, two VOIs were considered, one for the
CAs and other for the neighboring GM tissue.
Geometric Transfer Matrix - This method takes a priori information from an MR
data to correct the PET regional mean values, see eq. 3.3 to eq. 3.5. The
regional spread function (eq. 3.4) was calculated based on the recalculated
system resolution. In this method the segmented cortex regions and the CAs
from the phantom will be taken into account to correct PVE.
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Note that, for the first and the second method three IDIF were considered. In
addition to the average of two automatic methods have been considered: 1) Number
of hottest pixels in the VOI (10, 20, ..., 40 pixels) and 2) Number of hottest pixels
per plane in the VOI (2, 4, ..., 10 pixels). The following nomenclature was assumed:
IDIF-A for the average, IDIF-nH and IDIF-nV for the n hottest pixels per plane or
in the VOI, respectively. For example, the 8 hottest pixels per plane and the 40
hottest pixels in the VOI are written as IDIF-8H and IDIF-40V, respectively. The
filter applied is placed next to the IDIF information, for example IDIF-4H-4Gγ6.
5.2.8 Figure of Merit
In order to evaluate the filter performance, different figures of merit were taken
into account: 1) AUC ratio, 2) Root Mean Squared Error (RMSE) , 3) PV and SP
coefficients and 4) kinetic analysis (cerebral metabolic rate for glucose calculation).
The evaluation was performed for the different approaches before and after filter-
ing, as well as, before and after PVC.
AUC ratio - The AUC ratio between the true input function Ctrue and the estimated
IDIF was compared in terms of mean relative differences. In addition, the
AUC ratios for the peak (0−6 min) and for the tail (6−60 min) were also
computed.
RMSE - The RMSE between the estimated IDIF (Cmea) and the Ctrue TACs is defined
as:
RMSE =
√√√√ 23∑
f=0
t f
t
(Cmea − Ctrue)2 , (5.3)
where f is the frame number, t is the acquisition time and t f is the framing
duration. The percentage RMSE[%] was calculated according to:
RMSE = 100× RMSE√
∑23f=0
t f
t (Ctrue)
2
. (5.4)
PV and SP coefficients - the partial volume and the spillover coefficients obtained
with the model-based PVC were used to compare the different approaches in
order to quantify the impact of the filtering.
Kinetic analysis: CMRglu calculation - Cerebral metabolic rate of glucose values
were calculated with the PATLAK plot in order to evaluate the impact of
the different approaches in quantification. For that, a region was defined in
the occipital region and the CMRglu was calculated for the different IDIFs
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and compared against the CMRglu for the Ctrue. The linear relationship be-
tween parametric images obtained with Ctrue and IDIF were also analysed. A
Lumped constant of 0.65 was considered [Wu et al., 2003].
5.2.9 System Resolution
Additionally, the system resolution was estimated based on the coefficients of
the model-based PVC. To generate look-up tables between resolution and tPV for
each IDIF approach (IDIF-A and IDIF-nH)4, a range of tPV was calculated for
each approach assuming a system resolution range without post-filtering from 3 to
3.5 mm and with a 3 mm Gaussian post-filtering, resulting in the range from 4.2 to
4.5 mm. After that, the PV obtained with the model-based PVC was intersected
with these look-up tables in order to estimate the system resolution. One value
of resolution was obtained with each approach, one with Gaussian filter and other
with the HBF, where the average value was considered as the estimated system
resolution.
5.3 Results
5.3.1 Post-filtering
Figure 5.5 presents a transverse plane of the last frame (length of 10 min) of the
dynamic image obtained with the GATE Monte Carlo simulation. In this image the
SNR is reduced, which highlights the need for image filtering as the bottom profile
shows. After filtering with a 3G, the SNR in WM improves from 3.86 to 14.63 (fig.
5.5). The SNR of the CAs VOI in the last 5 frames improved from 1.45± 0.15 to
2.97 ± 0.22 and 3.01 ± 0.16 for 3G and 5G filter, respectively. Due to the small
standard deviation no weighting factor was used in the model-based PVC.
Figure 5.6 shows the filter effect at the second frame (length of 5 s) in where
the signal from the CAs plays an important role. Before filtering, the CAs are
difficult to identify visually in the PET image due to the even high noise influence
in short frames. This results in an overall five second frames SNR of 0.55± 0.15.
After filtering with a 3G, the CAs “shows up” due to the increase of the SNR to
2.69± 0.55. The SNR with 5G was 3.71± 0.61. This result also highlights the need
for PET filtering to avoid the noise influence. However, as for the last frames, the
Gaussian filter also increases the PVE in the first frames. This filter blurring results
in an underestimation of the activity in the CAs VOI, e.g. the average signal of
the second frame was 60.67 kBq/cc and 45.26 kBq/cc before and after a 3G filtering,
respectively. After a 5G filtering, an average signal of 36.57 kBq/cc was obtained.
The need for PET filtering is increasingly highlighted when a limited number
of pixels was used (IDIF-nH or IDIF-nV), where the noise has a higher impact (fig.
5.7). For example, for the 20 and 40 hottest pixels in the VOI, the RMSE are 385.2%
and 263.2%, respectively. Consequently, an overestimation of the IDIF is obtained.
A biased average value for the second frame was also obtained, with 387.7 kBq/cc
4The IDIF-nV leads to erranous PV and SP coefficients.
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Figure 5.5: Dynamic FDG PET (last frame), profile along the green line for unfiltered and filtered image
(3G).
and 346.5 kBq/cc for the IDIF-20V and IDIF-40V, respectively. After filtering with a
3G, the RMSE decreases to 7.8% and 9.4% and the average value of the second frame
decreases to 81.8 kBq/cc and 78.0 kBq/cc for IDIF-20V and IDIF-40V, respectively.
When a 5G filter was applied, the RMSE decreases to 19.2% and 20.8% and the
average value of the second frame decreases to 59.5 kBq/cc and 57.3 kBq/cc for
IDIF-20V and IDIF-40V, respectively.
The hybrid bilateral filter formulation proposed in this chapter introduces a γ
parameter in the post filtering procedure. This parameter controls the strength
of the filter at the edges with a weighting factor calculated based on eq. 5.2 (fig.
5.8). Qualitatively the effect of the HBF can be seen in the transverse slices of fig.
5.9. By analysing the profiles in this image it is possible to show that the PVE
and spillover are reduced locally when the HBF is applied. In the second frame, the
average activity in the CAs VOI for 3Gγ6 and 5Gγ6 are 61.5 kBq/cc and 62.7 kBq/cc,
respectively. The SNR of the data filtered with the HBF (3Gγ6) is 2.82± 0.70 and
4.07± 0.15 for the first and last five frames, respectively. For data filtered with 5Gγ6,
the SNR for the first and last five frames is 4.51± 1.34 and 5.50± 0.26, respectively.
Figures 5.10 and 5.11 show the influence of γ in terms of RMSE with a 3 mm and
5 mm 3D Gaussian filter components for IDIF-A, IDIF-nH and IDIF-nV. For IDIF-
A, with increasing γ, the RMSE decreases for both range components, achieving
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Figure 5.6: Dynamic FDG PET (second frame), profile along the green line for unfiltered and filtered
image (3G).
an equilibrium between range components (differences smaller than 0.3%) for a
γ of 6, where the filter effect is near its maximum. For a γ of 6, the RMSE of
IDIF-A (22.9%) is also similar to the RMSE of the non filtered IDIF-A (23.4%). For
IDIF-nH and IDIF-nV, with increasing γ, the RMSE also decreases for both range
components, achieving the equilibrium with a γ of 6. The RMSE values obtained
with the more pixel-wise approaches are smaller than the ones obtained with the
average IDIF. The results from the AUC ratio errors also shows smaller errors for
the more pixel wise approaches (fig. 5.13 and fig. 5.16).
5.3.2 Partial Volume Correction: Filter Influence
The impact of the filtering was also evaluated in the model-based PVC. Figure
5.12 shows the influence of the HBF in the estimation of SP and PV coefficients
for the IDIF-A. In both range components (3G and 5G), with increasing γ, the SP
coefficient is reduced and the PV coefficient increased. The maximum effect of
the HBF is achieved for γ equal or higher than 6, where a 0.54 PV coefficient is
obtained for both range components. Comparing this result with the Gaussian
filter, a increase of 38.6% and 71.8% in PV coefficient was achieved for 3G and 5G
range components, respectively. A reduction of the SP coefficient was also achieved
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Figure 5.7: Filter effect on IDIF estimation.
for 3Gγ6. This improvement was not significant due to the small SP coefficient
achieved already with a 3G filter.
The AUC is a measure used as input in kinetic modeling. Figure 5.13 shows the
influence of the HBF in terms of AUC ratio (total, peak and tails) before and after
applying the model-based PVC for IDIF-A. Before applying the PVC, the relative
AUC errors of both range filters (3G and 5G) were the same for a γ of 6, resulting in
a curve underestimation. AUC ratio errors of 50%, 45% and 46% were found for the
peak, tails and overall the curve for a γ of 6 and 3G. After model-based PVC, the
relative AUC errors were reduced for all the time intervals studied, where a perfect
tail (errors small than 0.1%) and an overestimation of the peak (7.5%) and overall
the curve (1%) were found.
In our work, we explore the possibility of using semi-automatic methods based
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Figure 5.9: Hybrid bilateral filter in a 5 seconds frame (γ = 6).
on the n hottest pixels (in VOI or per plane) in order to minimize the PV and SP.
Figure 5.14 and 5.15 shows the influence of the filter parameter in the estimation
CHAPTER 5. BF FOR IDIF IN MR-BRAINPET: A MONTE CARLO SIMULATION
STUDY 81
0 1 2 3 4 5 6 7 8
20
25
30
35
40
45
γ
R
M
S
E
 [
%
]
Root Mean Squared Error: γ influence
 
 
3Gγn − IDIF−A
5Gγn − IDIF−A
Figure 5.10: Hybrid bilateral filter effect on RMSE of the IDIF-A.
0 1 2 3 4 5 6
5
10
15
20
25
30
35
40
γ
E
rr
o
r 
[%
]
Roor Mean Squared Error: γ influence (IDIF−nH)
 
 
IDIF−2H−3G
IDIF−6H−3G
IDIF−10H−3G
IDIF−2H−5G
IDIF−6H−5G
IDIF−10H−5G
0 1 2 3 4 5 6
2
4
6
8
10
12
14
16
18
20
22
γ
E
rr
o
r 
[%
]
Roor Mean Squared Error: γ influence (IDIF−nV)
 
 
IDIF−20V−3G
IDIF−60V−3G
IDIF−20V−5G
IDIF−60V−5G
Figure 5.11: Hybrid bilateral filter effect on RMSE of the IDIF-nH (left) and IDIF-nV (right).
of SP and PV coefficients for the IDIF-nH and IDIF-nV, respectively. In both cases,
an increase of the γ results in a PV coefficient increasing and in a SP coefficient
decreasing. This behavior is also found for the average value in the VOI (fig. 5.12).
When comparing the number of pixels used in each approach, it is possible to
show that the increase of the number of pixels considered results in smaller PV and
in higher SP coefficients. The PV coefficients obtained with these approaches are
higher than the coefficients obtained with the IDIF-A, indicating a small influence
of PVE when the hottest pixels-based approaches were used. For example, for 3Gγ6
the average PV coefficient is 0.54 and the 4 hottest pixels per plane PV coefficient is
0.65. The SP coefficients obtained with the pixel-wise approaches were also higher
than the coefficients obtained with the average when the γ is small. As the γ
increases the SP coefficient of both pixel-wise approaches decreases. For a γ higher
than 6, in where the SP introduced by Gaussian post-filtering is almost reduced, the
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Figure 5.12: Influence of γ in terms of the PV (right) and SP (left) coefficients for the IDIF-A.
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Figure 5.13: Area under the curve errors for 3G and 5G range filters, before (left) and after (right) the
PVC for different γ.
SP values obtained for the hottest pixels (both approaches) are close to zero. Such
small SP values obtained for all the studied approaches (average, hottest pixels per
plane and in the VOI) when the HBF was applied, suggest that the SP may be
mainly introduced by the post-filtering step (see discussion).
To define the optimal number of points that must be used in IDIF estimation,
for each approach the AUC and RMSE for the different filter configurations were
studied. Before PVC the AUC ratio errors in the tails, used in Patlak plot, were
higher than 15% (fig. 5.16). For that reason, the analysis was performed after PVC.
Peak and tail AUC ratio errors between IDIF extracted using different hottest pixels
per plane/VOI and ground truth were calculated. Figure 5.17 shows the AUC
ratio errors, which are higher for the peak than for the tails. Comparing both range
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Figure 5.14: Influence of γ in terms of the PV (left) and SP (right) coefficients for the n hottest pixels per
plane in the VOI IDIF.
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Figure 5.15: Influence of γ in terms of the PV (left) and SP (right) coefficients for the n hottest pixels in
the VOI IDIF.
components used, the 5G shows systematically an erroneous AUC ratio at the tail of
the curve compared to the same approach with 3G. Moreover, the range filter of 5G
results in an underestimation of the AUC overall the entire curve. The approaches
which show the smallest error in terms of AUC ratio are the 4 to 10 hottest pixels
per plane for a 3G range filter. These approaches result in errors smaller than 0.5%
at the tail of the curve and in errors of 4.8% to 1% for the peak AUC ratio. These
results are corroborated by the RMSE, where the small RMSE (< 1%) was achieved
by the 4 to 10 hottest pixels per plane filtered with a range component of 3G (γ ≥ 6),
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fig. 5.18. For the IDIF-nH the optimal γ (smaller AUC errors) for the peak (γ > 4)
and tail (γ > 4) are similar, dependent on the number of pixels considered. For the
IDIF-nV the optimal γ (smaller AUC errors) for the peak (γ ≤ 2) and tail (γ = 4)
are different.
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Figure 5.16: Influence of γ in the relative differences of AUC ratio for 3G and 5G range filters for the
peak (left) and tail (right) before PVC.
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Figure 5.17: Influence of γ in the relative differences of AUC ratio for 3G and 5G range filters for the
peak (left) and tail (right) after PVC.
5.3.3 Comparison of Partial Volume Correction Methods
Figure 5.19 presents the results obtained for the AUC ratio errors for the RC
method, for the model-based PVC (for data filtered with a Gaussian and hybrid
bilateral filter) and for the GTM method. This figure shows that the smaller errors
(< 1.5%) in the tail are obtained when the spillover is considered, with the model-
based PVC for the 6 hottest pixels per plane. The HBF has minimal impact when
this PVC method is applied. Nevertheless, when applied with the RC method, the
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Figure 5.18: Influence of γ in terms of the PV (left) and SP (right) coefficients for the n hottest pixels in
the VOI IDIF.
HBF results in errors of 1% for the 6 hottest pixels per plane approach. The GTM
method results in an overestimation of the tail in 9%. No correlation were found
between the errors in the peak and in the tails.
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Figure 5.19: AUC ratio errors for the peak and the tails.
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5.3.4 Kinetic Impact
The errors in the AUC are translated into errors in the CMRglu (fig. 5.20 and
fig. 5.21). The former figure shows the errors in quantification when the PVE is
not taken into account and the latter shows the errors when the PVE is taken into
account. From the PVC methods, the GTM has the largest error (−12.8%) and the
model-based PVC has the smallest error (−0.6%) for the IDIF-6H-3Gγ65. Without
SP correction the errors in quantification are higher, with a maximum error of 9%
for IDIF-A-3G. Figure 5.22 presents three parametric images for IDIF without PVC
and with PVC (tPV and model-based PVC), where it is possible to observe the
overestimation of the CMRglu (non-corrected) and underestimation (tPV corrected)
for uncorrected curves.
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Figure 5.20: Quantification errors in CMRglu with non partial volume corrected IDIF.
Figure 5.23 presents the linear relationship coefficients (slope, intercept and R2)
between the corrected curves and the ground truth, as is shown in fig. 5.24. The
best results were observed for the model-based PVC with a slope close to one and
an intercept close to zero.
5.3.5 Resolution Estimation
The relationship between the filtering and the recovery coefficient for the average
and for the hottest pixels per plane is summarized in fig. 5.25. (Note: Due to the
erroneous curves, the hottest pixels in the VOI were not taken into account.)
In these plots different filters and post-filters were used in order to take into
account the positioning of the CAs in the FOV (fig. 5.2). Based on these theoretical
curves and the PV coefficients obtained with the model-based PVC, it is possible
to show that the CAs are influenced by an average resolution of 3.4± 0.1 mm. To
obtain this value we assumed that the PV coefficient from the model-based PVC is
the same as the tPV. By intersecting the theoretical curve with the PV it is possible
5Only the best results achieved in AUC and RMSE were evaluated in kinetic analysis.
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Figure 5.21: Quantification errors in CMRglu with partial volume corrected IDIF.
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Figure 5.22: Parametric images for CMRglu with the PATLAK plot for IDIF uncorrected (a), correct for
PV (b) and corrected for PV and SP (c).
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Figure 5.23: Linear regression coefficients for y = ax + b between the ABS and IDIF CMRglu parametric
images.
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Figure 5.24: Quantification errors in CMRglu with non partial volume corrected IDIF.
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Figure 5.25: Recovery coefficient results.
to estimate the resolution. The PV values obtained for the Gaussian filtered image
were 0.39 for the average and 0.45 for 6 hottest pixels per plane in the VOI (fig. 5.12
and fig. 5.14). These result in a resolution of approximately 3.45 mm for both PV
coefficients. After applying the HBF with a strong intensity component (γ = 6), the
model-based PVC coefficients were 0.54 for the average and 0.63 for the 6 hottest
pixels per plane. This results in a resolution of 3.3 mm and 3.4 mm, respectively.
Because HBF results in a filtering without the deterioration of the resolution, we can
average these resolution values in order to estimate the resolution of the scanner in
the CAs region.
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5.4 Discussion
5.4.1 Post-filtering
Our results showed that post-filtering is required to achieve an IDIF with a
reasonable SNR. The pixels in the defined CAs VOI are not affected in the same
proportion by the PVE. For that reason, we explored different approaches where
the n hottest pixels (per plane or in the VOI) were used to estimate the IDIF, instead
of just the average value of the entire VOI. When these pixel-wise approaches were
applied, the need for filtering was highlighted due to a higher influence of the
noise (fig. 5.7). When the post-filtering was performed with a Gaussian filter,
the spillover and the partial volume effect increased which resulted in a loss of
resolution (fig. 5.5 and fig. 5.6). When the post-filtering was performed with a HBF,
with a fixed choice of parameters, the AUC ratio errors and the RMSE were reduced
when compared with the respective range components (3G and 5G) for the IDIF-A
(fig. 5.13 and 5.10), IDIF-nH and IDIF-nV (fig. 5.16 and 5.11). Moreover, the HBF
achieved higher SNR values with an activity value identical to the activity value
obtained from a non filtered image. This means that the HBF is able to provide a
relevant improvement of the SNR (at least equivalent to a Gaussian filter) without
significantly compromising the resolution locally (fig. 5.9).
The bilateral filter may enable to use higher range components of the filter due to
the edge preserving characteristics, as suggested [Hofheinz et al., 2011]. Different
range components of the HBF were tested in this work (3G and 5G), where no
significant difference in terms of RMSE and AUC between them were found for
IDIF-A when a stronger intensity constrain (γ ≥ 6) was used (fig. 5.10 and fig.
5.13). This suggests that, to achieve an higher SNR, the 5G range component (γ ≥ 6)
can be used without deteriorating the resolution for IDIF-A. When a pixel-wise
approach was used to estimated the IDIF, the greater range component resulted in
greater errors in AUC and RMSE. This suggests that for a pixel-by-pixel basis the
small range component may lead with better results.
After applying the filter (Gaussian or HBF), the approach which had the best
results (smaller RMSE and AUC ratio error) was the IDIF estimated with the 20
hottest pixels in the VOI (fig. 5.16 and 5.11) and filtered with the HBF (3G and
γ ≥ 6), for each range filters. When approaches based on the n hottest pixels per
plane were used, the errors were higher than the ones obtained with the n hottest
pixels in the VOI, as a consequence of the averaging introduced by the different
planes. In both approaches, the increase in the number of pixels taken into account
leads to an increase of the errors due to the averaging procedure. However, the PVE
still need to be corrected even when a HBF was applied due to AUC errors in the
tail of the IDIF (fig. 5.16).
5.4.2 Model-based PVC: Filter Influence in Coefficients
The post-filtering procedure influences the PVC, as our results have showed.
After PVC, the Gaussian filters resulted in higher SP and smaller PV coefficients
when compared with the coefficients obtained with the HBF (fig. 5.12, fig. 5.14 and
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fig. 5.15). This is a consequence of the blurring introduced by the former filter in
contrast with the edge preserving characteristics of the latter filter.
After applying the model-based PVC, the best IDIF estimation was obtained
with the 4 to 10 hottest pixels per plane filtered with a 3G with a γ equal or higher
than 6. The RMSE and AUC ratio of these approaches were the smallest with RMSE
<1% and AUC ratio error <1% (fig. 5.18 and fig. 5.17). The differences between each
other (4 to 10 hottest pixels per plane) were smaller than 0.5% in the tail (fig. 5.18
and fig. 5.17).
For the pixel wise approaches the best results were also obtained with the 3G.
In the hottest pixels per plane the optimal γ was similar for the peak (γ > 4, with
overestimation of the curve) and tail (γ > 4). The AUC ratio error associated to
use the γ from the peak in the tails was smaller than 1%. This results suggests
that the shape of the curve is preserved with the IDIF-nH approaches. The hottest
pixels in the VOI also resulted in different optimal γ for the peak (γ = 4) and the
tail (γ ≤ 2). However, the error associated between the optimal γ is higher than
2.5%. This difference between the peak and tail in γ may indicate that the shape
of the curve may not be preserved when the hottest pixels in the VOI approach is
corrected with the model-based PVC. Moreover, the SP coefficients for the hottest
pixels in VOI were higher than the coefficients obtained for the average and for the
hottest pixel per plane. This also suggests that the noise may influence the curve
shape, which leads to erroneous parameter estimation. The errors were also higher
for the 5G hottest pixels in the VOI because besides the noise, the ratio SPPV also
increases for higher range filters. It suggests that the coefficients estimated by the
model-based PVC for the hottest pixels in VOI must be interpreted with caution.
Moreover, such results may have an impact on methods which use the hottest pixel
in the VOI, as a reference for the arterial blood sampling [Parker and Feng, 2005].
In the model-based PVC smaller SP coefficients were obtained after applying
the HBF with a strong intensity component. This result suggests that the spillover
between the temporal GM and the CAs is small when the system resolution was
exclusively taken into account. It also suggests that the SP between the brain and
the CA is mainly influenced by the post-filtering procedure and can be reduced by
using the HBF.
5.4.3 Partial Volume Correction and Kinetic Analysis
Different PVC methods have been proposed in literature to correct PVE in IDIF
context. From these, the best results were achieved with a method which took
into account venous blood samples to calibrate the IDIF [Zanotti-Fregonara et al.,
2009]. In our work we tested three different methods for PVC in PET quantification
based on the Patlak plot. The Patlak plot is a widely used method in literature to
calculate the CMRglu and to compare different IDIF approaches in dynamic [18F]-
FDG studies IDIF [Chen et al., 1998, Parker and Feng, 2005, Zanotti-Fregonara et al.,
2009]. Because it is a graphical method based on the linearity between the tissue
concentration and the normalized input function at last frames, it is less influenced
by errors at the beginning of the input curve, resulting for example of noise at the
first frames.
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Our results showed that AUC errors are translated into errors in quantification
(higher than 80% for non-corrected curves, fig. 5.20), which are consistent with the
literature [Zanotti-Fregonara et al., 2009]. We tested the referred three methods for
PVC with the Gaussian filter and the HBF for the IDIF-A and IDIF-6H.
After PVC, the AUC errors were reduced for all approaches. The method that
only takes into account the partial volume effect, the recovery coefficient, resulted
in an overestimation of the AUC. Such results suggests that the spillover must be
taken into account, as was suggested in [Zanotti-Fregonara et al., 2009]. The method
that takes into account both the partial volume effect, spillover and venous blood
samples achieved the best results (fig. 5.19). With these methods, our results also
showed that the HBF results in smaller AUC errors, achieving errors in the tail
smaller than 1% for IDIF-6H. The AUC errors achieved for the GTM method were
the highest (fig. 5.19). This method assumes that the influence of the PVE can be
modeled by a filtering, which is true when we consider tissue on a homogeneous
attenuation coefficient. However, the CAs are close to the bone and air, which are
structures with high impact on attenuation. This may also attenuate the spillover
between the brain and the CAs. For that reason, the method results in an overes-
timation of the tail. The reported errors in the AUC were translated in errors in
CMRglu of 12.6% for the GTM method and in errors smaller than 2% for the model-
based PVC when the HBF was considered (fig. 5.21). The magnitude of the reported
errors can influence quantitative analysis of diseases, such as Alzheimer disease [Bi
et al., 2011, Kadir et al., 2012]. Recently, a follow up study showed the potentiality
of PET to characterize and to follow the time course of neuro-pathological and func-
tional changes in the brain for patients with Alzheimer disease and mild cognitive
impairment [Kadir et al., 2012]. This study reported changes of 6% in the cortical
CMRglu related with the disease evolution. Errors in the input function can hide
such small differences. For that reason, the partial volume and the spillover must
be taken into account in an IDIF context by using the model-based PVC.
5.4.4 Resolution Estimation
The results obtained for the resolution estimation are in accordance with the
ones obtained with the NEMA6 Standard NU 2− 2007 protocol [Association]. In
Lohmann’s work [Lohmann, 2012], the spatial resolution7 of the scanner with a
filtered back-projection reconstruction algorithm was estimated as 3.0 and 3.5 mm
for a distance of 10 and 50 mm from the center of the FOV, respectively. In the
phantom, the internal CAs have a vertical length of 37.8 mm and are separated by
20.67± 11.09 mm. This distance between CA is consistent with the values found in
literature for the 5 planes close to base of the skull [Gupta, 2009]. Note that the CAs
were not in the center of the FOV and are not a point source, as used in the NEMA
Standard NU 2 − 2007 protocol. For that reason, the resolution value estimated
of 3.4± 0.1 mm is a consistent estimative of the scanner resolution in the carotid
region. In our work we used the iterative reconstruction methods (OSEM) which
6National Electrical Manufacturers Association.
7The spatial resolution was measured as the full width at half maximum of a point source.
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might have a better resolution than the FBP, which was not reported. Nevertheless,
the result obtained is still a reasonable result due to the CAs geometry.
5.4.5 Limitations
A generally known limitation of any IDIF method is its vulnerability to patient
motion. Patient motion at later time points can easily lead to under- or overestima-
tion of measured radioactivity, which was not taken into account in our simulation.
This aspect may have a high impact in [18F]-FDG data due to the high brain uptake,
which implies that small movements lead to higher errors in IDIF. Such impact may
be minimized for low brain uptake tracers [Mourik et al., 2011].
In our simulation no scatter events were included in order to focus our attention
on the scanner resolution influence on IDIF. This may be pointed out as a limitation
of the simulation, because it is known that the scatter has a high impact in the
BrainPET [Lohmann, 2012]. Nevertheless, because the scatter is proportional to the
activity, its influence is expected to be included in the SP coefficient for the model-
based PVC.
Another factor that was not taken into account precisely, was the vascular brain
anatomy. In the simulation only the arterial blood were included and the venous
blood was not, which is intimately related with the arterial blood in some neck
areas. This might increases the SP coefficient due to arteries and veins proximity.
5.5 Conclusion
In the present chapter, an edge preserving filter which includes the MR infor-
mation was proposed for filtering dynamic PET images. With this filter the PVE in-
troduced by standard moving average Gaussian filtering is reduced and at least the
same SNR is achieved without deteriorating the resolution. Three partial volume
correction methods were tested, where the best results in CMRglu were obtained
for the model-based PVC method. Moreover, the IDIF approach which shows the
best results was the one using information about the hottest pixels per plane in the
VOI, where no significant differences were found when using 4 to 10 hottest pixels
per plane.
6
Image-Derived Input Functions
Obtained in a 3TMR-BrainPET: a Study
with [18F]-fluor-deoxyglucose,
[18F]-fluoro-ethyl-L-tyrosine and
[15O]-water
6.1 Introduction
Until this chapter, the present thesis investigated with synthetic procedures the
effect of the noise in the model-based PVC. It proposed and tested the HBF with
a GATE Monte Carlo Simulation. In this chapter, the methods already applied to
simulated data are applied to real data (phantom and patient) acquired in the MR-
BrainPET for different radiotracers. The extra information from MR data is used to
delineate precisely the CAs used afterwards in IDIF estimation.
6.2 Material and Methods
6.2.1 Phantom Measurements
So far on this work, the proposed HBF was evaluated using MC simulated data.
To test the feasibility of the HBF with real data we performed a measurement with
a water-filled cylinder phantom containing five hot spherical inserts (with diameter
range 5 −22.5 mm) at a target to background ratio of 4 (fig. 6.1). Two different SNR
levels (measured in the large sphere inserts) were evaluated1: 1 and 0.6, which are
comparable to the SNR in a dynamic PET at CAs for the peak in a 5 second and
for the tails in a 10 minutes frame, respectively. The phantom was reconstructed
with 1 subset and 60 iterations, which corresponds nearly to the standard effective
iterations 2 used with the [18F]-FDG set-up (see bellow). The reconstructed phantom
data were post-processed with a Gaussian filter and with HBF with the same range
1data acquired in list mode.
2effective iterations = number of subsets × number of subsets.
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of values used in the MC simulation. The recovery coefficient and the SNR for each
sphere were calculated and analysed.
Figure 6.1: Sphere phantom used to evaluate the HBF.
6.2.2 Patient Groups
6.2.2.1 Subjects
In this study, data from two groups of patients were used: group A – with-
out arterial blood data, and group B – with arterial blood data. In group A, data
from five dynamic [18F]-FDG patients without brain disorders and data from three
dynamic [18F]-FET patient with brain tumors were used. A bolus of 370 MBq and
200 MBq were administrated, respectively. In Group B, data from three sequential
dynamic [15O]-water of one patient without brain disorders were used. A bolus of
about 530 MBq was administrated.
6.2.2.2 Scan Procedure
Data were acquired using the BrainPET insert in a 3T MAGNETOM Trio
(Siemens). Two framing schemes were considered, one for each group. In group A,
data were acquired in one hour listmode post-injection (p.i.). The PET data were
histogrammed in 23 time frames with variable frame length (8× 5 s; 4× 10 s; 1× 45
s; 2× 90 s; 1× 180 s; 4× 300 s and 3× 600 s). In group B, data were acquired in
three minutes listmode p.i.. The PET data were histogrammed in 28 time frames
with variable frame length (10× 3 s; 6× 5 s and 12× 10 s). The different framing
schemes are justified by the different scan durations, which are dependent on the
half-life of the radioisotopes used ([15O] = 122 s and [18F] = 109.77 min).
All data sets were reconstructed with a attenuation weighted Poisson ordered
subsets expectation maximization (AW-Poisson-OSEM) with 2 subsets, 32 iterations.
The data were normalized, calibrated and corrections for attenuation, scatter radia-
tion, random coincidences, decay and dead time were included. Motion correction
was applied when required using the PFUS motion correction tool (Pmod). Note
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that, some data from group A required motion correction due to the length of the
acquisition and data from group B did not. The reconstructed image dimensions
were 256× 256× 153 with an isotropic voxel size of 1.25 mm.
6.2.2.3 Post-filtering
After data reconstruction, two different post-filtering protocols were followed
for each group. For group A, the data were motion corrected, processing that in-
troduces a blurring in the image. For that reason, the data were just post-filtered
with a standard Gaussian filter with 2.5 mm FWHM. For group B, the data were
post-filtered with a Gaussian filter with 4 mm [Walker et al., 2012] and with a HBF
with a spatial component of 4 mm and an intensity component of 6 (4Gγ6), as a
result of the phantom analysis.
6.2.2.4 Arterial and Venous Blood Sampling
Two kinds of blood data were used in this work. In group A, six venous blood
(VB) samples were drawn from 5 to 55 min p.i. and in group B, ABS was performed
with the Twilite blood sampler [swisstrace, Zurich, Switzerland]. This device is
composed by two components, one inside the scan room and the other outside of the
scan room. The core, inside of the scan room (fully MR compatible), is composed
by two Cerium doped Lutetium Yttrium Orthosilicate (LYSO) crystals, which are
shielded by grade tungsten. The coincidence electronic, which uses PMTs, stays
outside of the scanner room. Both parts are connected by light guides (fig. 6.2).
Arterial Blood 
Sampler
Light guides
Figure 6.2: Arterial blood sampler in a 3T room. The figure shows the core and the light guides to the
coincidence electronic (out of the room).
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6.2.2.5 Delay and Dispersion (Group B)
For [15O]-water quantification, correction of the ABS input function for disper-
sion and delay is mandatory to avoid quantification errors [Iida et al., 1986]. To
correct for both factors two approaches were considered: 1) fitting the ABS to the
whole brain (WB) TAC [Meyer, 1989], and 2) fitting the IDIF to the ABS based on a
model that relates the ABS, IDIF, dispersion, delay and PVE (see below). In order
to facilitate the nomenclature, we assumed that the first method is the whole brain
delay and dispersion correction (WB-DDC) and the second is the IDIF delay and
dispersion correction (IDIF-DDC).
The WB-DDC approach is a method used in several publications [Okazawa and
Vafaee, 2001, Walker et al., 2012], which was assumed as a gold standard in this
work. It fits a 1-tissue compartment model including a delay and a dispersion
parameter in ABS to a WB TAC. This curve was defined as an isocontour in a
PET summed image (30− 80 s). Based on these curves, the delay and dispersion
coefficient were calculated. A Pmod implementation of the method was used. The
IDIF-DDC approach is a new methodology which introduces the IDIF and PVC in
the delay and dispersion correction. We assumed that the ABS with a delay can
be modulated as a convolution of the true input function (Ctrue) with a dispersion
function [Iida et al., 1986]:
ABS(t− T) = 1
DC
∫
Ctrue(t− τ)e −tDC dτ , (6.1)
where DC is the dispersion coefficient and T is the delay between both curves. The
Ctrue can also be related with the IDIF as follows:
Ctrue(t) =
IDIF(t)
PVDDC
, (6.2)
where PVDDC in theory is the tPV. By assuming both equations, it is possible to
minimize the sum of the squared differences between the disperse IDIF and the
delayed ABS in order to estimate T, DC and PVDDC. With this approach the ABS
is corrected for delay and dispersion and the IDIF for the PVE. After that, the IDIF
corrected with the IDIF-DDC was given as input for the WB-DDC to be taken into
account the dispersion and delay between the CAs and the brain. To evaluate the
proposed IDIF-DDC method, T, DC and AUC results were compared with the
gold standard results. The average WM and GM CBF were also calculated and
compared between both methods. For that, the methodology used in [Walker et al.,
2012] was used (see fig. 6.3): a VOI was defined in the centrum semiovale in order
to avoid the cortical GM and a segmented GM VOI was considered (see Partial
Volume Corrections for further details about the GM segmentation method used).
Moreover, the PVDDC obtained was compared with the tPV.
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Figure 6.3: VOI definition to CBF calculation.
6.2.2.6 Magnetic Resonance Imaging
To identify brain regions, structural MR anatomical images were obtained for all
subjects using a 3T MAGNETOM Trio (Siemens). A T1-weighted 3D magnetization-
prepared rapid acquisition gradient echo sequence (MPRAGE) was applied within
an acquisition time of 4 : 40min. The matrix size was 256× 256× 192 to achieve a
voxel size of 1× 1× 1 mm3 in the respective FOV. A short echo time, TE, of 3 ms
and long repetition time, TR, of 2.250 ms were used. T1-weighting was introduced
with an inversion time (TI) of 900 ms and the flip angle of 9 deg was used.
6.2.2.7 Volume of Interest Definition and Carotid Artery Co-registration
In order to achieve an accurate IDIF estimation a good CA delineation and
PET/MRI co-registration is crucial. In this work, we segmented the CA with a
semi-automatic method and we investigated the PET/MRI carotid co-registration.
CAs were visually located in the MPRAGE images and bounding boxes defined
by the user were placed over the CAs. Such boxes were positioned to include the
petrous segment up to the cavernous segment, below the skull (fig. 6.4). With
this positioning, the neighbourhoods of the jugular vein and the cavernous sinus
were avoided. Such positioning is important in order to reduce the spillover from
these adjacent structures to CAs. After bounding boxes positioning, VOIs at a 50%-
isocontour of the maximum were defined bilaterally over the CAs in the MPRAGE
(MR-VOI).
To test the accuracy of the CA co-registration we propose to use a methodology
represented in fig. 6.5. The method is divided by the following steps:
1. Define a CAs binary mask based on MR-VOI;
2. Define a 50% isocontour over each CAs in a summed PET image from the
first eight frames and considered the average value for each CA (CAright and
CAle f t);
3. Transfer the average values to the respective CA in MR images;
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Carotid artery 
segment
considered for IDIF
Figure 6.4: Representation of the CAs anatomy defined in an MPRAGE image and the brain tissue
defined in the sum of the dynamic [18F]-FDG PET.
4. Based on a sum squared difference metric offered by the Pmod software
[PMOD Technologies Ltd., Zurich, Switzerland], the co-registration was per-
formed for:
(a) each CA individually;
(b) both CA in simultaneous.
To test individual and both CAs co-registration, the VOI were transferred to the
dynamic PET images and the AUC and the Pearson correlation coefficient for the
average IDIF were taken into account for patients from group A.
6.2.2.8 Partial Volume Corrections
Several methods have been proposed to correct the PVE, in where a ROI has to
be defined in the PET. Here, the methods used in PVC with MC simulated data are
used with real data and MR-based VOI. The methods are briefly described bellow:
Recovery Coefficient method - This method uses the RC, a theoretical partial vol-
ume coefficient (tPV), to correct the PVE. Figure 6.6 presents a scheme of the
method. A scanner resolution of 3 mm [Herzog et al., 2010b] was considered
to calculate the resolution of the image after filtering. When applying a post-
filter with 2.5 mm with FWHM the resolution is 3.9 mm (=
√
32 + 2.52).
Model-based PVC - This approach assumes that the signal measured from an in-
ternal CA VOI is composed by a linear combination of the (true) radioactivity
from the blood vessel and the radioactivity from the neighboring tissue, see
eq. 3.6. To determine both curves, two VOIs were considered, one for the CAs
(MR-VOI) and other for the neighboring GM tissue.
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1. Sum of first min. of dynamic 
PET (50% VOI)
CAright CAleft
2. MR 50% VOI CAright CAleft
3. Average activity value of 
each PET CA VOI to 
each MR CA VOI
4. Combined and individual CA
 co-registration 
(squared difference sum )
Co-registered CA
Figure 6.5: Scheme of the CAs co-registration method.
Cmea
3. ʺMeasuredʺ activity 4. Theoretical partial volume coefficient
Cmea = tPV Ctrue
1. CA binary mask
Ctrue
2. 3D Gaussian filter 
(3 mm)
Figure 6.6: Partial volume correction based on the recovery coefficient method.
Geometric Transfer Matrix - This method takes the a priori information from an
MR data to correct the PET regional mean values, see eq. 3.3 to eq. 3.5.
Figure 6.7 presents a scheme of the method used. For [18F]-FDG and [15O]-
water data, a segmented cortex region and CA from the MPRAGE were taken
into account in the PVC. GM segmentation was performed automatically us-
ing the SPM8 software (Statistical Parametric Mapping, Welcome Department
of Cognitive Neurology, London, UK; http://www.fil.ion.ucl.ac.uk/spm)
and the CAs segmentation method is described above (see Volume of Interest
Definition and Carotid Artery Co-registration). For the [18F]-FET data, the
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regions considered were the segmented CAs and the difference between the
segmented CAs binary mask dilation (sphere of size 12 pixels) and the seg-
mented CAs binary mask. After segmentation the regions were transferred to
the dynamic PET image and the GTM was performed assuming a system reso-
lution of 3 mm and the post-filtering for each group. A Pmod implementation
of the method was used. The different approaches to define the background
region between the different radiotracers were motivated by the analysis of
the profile of a summed image of the latest frames (fig. 6.8), where the brain
has a smaller influence in the [18F]-FET data (low brain uptake tracer) than in
the others (high brain uptake).
MPRAGE
CA binary mask
(50%-isocontour)
Difference between 
CA binary mask and
CA binary mask 
dialation
GM mask
(SPM 
segmentation)
GTM mask Dynamic PET
or
Figure 6.7: Scheme of the GTM algorithm used in PVC for [15O]-water and [18F]-FDG. Note that for
[18F]-FET data, instead of a GM mask we assumed a dilatation of the CA.
Note that, for the first and the second method three IDIF approaches were con-
sidered. In addition to the average of two automatic methods have also been consid-
ered: 1) Number of hottest pixels in the VOI (20, 40, . . . , 80 pixels) and 2) Number
of hottest pixels per plane in the VOI (4, 6, . . . , 10 pixels). The following nomencla-
ture was assumed: IDIF-A for the average, IDIF-nH and IDIF-nV for the n hottest
pixels per plane and in the VOI, respectively. For example, the 8 hottest pixels per
plane and the 40 hottest pixels in the VOI are written as IDIF-8H and IDIF-40V,
respectively. The filter applied is placed next to the IDIF information, for example
IDIF-4H-4Gγ6.
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Figure 6.8: Different tracers and different spillovers. The figure shows a summed PET image of the
average of the last five frames (left column) and line profile (right column). On the upper and lower row
the background produces spillover into the carotid arteries, which presents a non-uniform influence of
the background in the CAs defined in the MPRAGE for later times. On the middle row the background
produces a considerable uniform spillover into the CAs for later times. Note that, to allow a visual
analysis the CAs profile was multiplied by a constant to have a similar intensity as the brain.
6.2.2.9 Figure of Merit
To evaluate the PVC performance, as for the MC simulated data, different figures
of merit were taken into account: 1) AUC ratio, 2) PV and SP coefficients (see
model-based PVC) and 3) Kinetic analysis (parametric images).
AUC ratio - the AUC ratio between the blood samples and the estimated IDIF was
calculated for the available blood samples time period in each group.
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PV and SP coefficients - the PV and the SP coefficients obtained with the model-
based PVC were compared with the tPV.
Kinetic analysis (parametric images) :
1. CMRglu (Group A – [18F]-FDG patients): Cerebral metabolic rate of glu-
cose values were calculated with the PATLAK plot in order to evaluate
the impact of the different IDIF approaches in quantification. A Lumped
constant of 0.65 was considered [Wu et al., 2003].
2. CBF (Group B – [15O]-water patients): Cerebral blood flow were calcu-
lated with the autoradiographic method [Raichle et al., 1983] assuming a
partition coefficient (Vt) of 0.95 mLcm−3 [Herscovitch and Raichle, 1985,
Walker et al., 2012] for the different IDIF approaches.
Image analysis - For patients from group B, to analyze the impact of the IDIF in
quantification the correlation between the CBF parametric obtained with the
ABS (WB-DDC) and the IDIF were evaluated. Note, in the patients in group
A the VB samples were not available and for that reason no absolute image
analysis were perform. Thus, by taking as reference the curve with smallest
error in the AUC for the tails a relative image analysis was performed.
6.3 Results
6.3.1 Phantom Measurements: HBF Evaluation
The phantom measurements for the different post-filtering show that the HBF
increases the RC when compared with a Gaussian filter for the same range compo-
nent (3G and 5G) in both tested levels of SNR (fig. 6.9). The Gaussian filter has a
greater impact in the smallest sphere (diameter = 5 mm) for both SNR levels (lowest
RC). When the HBF was applied, the RC improved for the entire intensities com-
ponent tested, where nearly the same RC as the non-filtered image was achieved
(differences of 2%). Figure 6.10 shows the impact on the image.
Moreover, the HBF also achieved similar SNR levels as the Gaussian filter. For
the lowest SNR level, the HBF results in an improvement from 0.6 to 3.2 and 5.2
for the 3Gγ6 and 5Gγ6, respectively. For the highest SNR level, the SNR was also
improved from 1.0 to 4.0 and 6.1 for the 3Gγ6 and 5Gγ6, respectively. Differences
smaller than 1% were found for γ higher than 6 for both range components, which
are in agreement with the simulation results. For that reason, the γ was fixed in 6
for the patient analysis.
6.3.2 Carotid Co-registration
The AUC ratio between the individual and combined co-registration for the
early part, later part and all the curve are 1.00± 0.04, 1.02± 0.04 and 1.00± 0.04,
respectively. It is possible to observe that the AUC between the two co-registrations
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Figure 6.9: Recovery coefficients obtained with the sphere phantom measurement for different levels of
SNR and for different post-filtering procedure.
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non filteredʺMRʺ information
Figure 6.10: Phantom results for different post-filtering. At the upper row the image presents the
intensity component and the reconstructed image with a SNR of 0.6. At the lower row the image
presents the different post-filtering approaches test, which highlights the need for a post-filtering step.
agree very well, nearly perfectly. A small difference was found for the later minutes,
which can be a consequence of patient movements. Nevertheless, overall the curves
resulting are in agreement. These results are corroborated by the linear relationship
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between the co-registered data, where the slope, intercept and R2 are 1.00± 0.02,
−0.05± 0.15 and 0.99, respectively (see fig. 6.11). The quality of the co-registration
is demonstrated in fig. 6.12.
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Figure 6.11: Linear relationship between individual and combined co-registration for the same patient
as in fig. 6.12.
6.3.3 Region of Interest Definition and Placement
Dynamic PET allows to evaluate a 2D/3D tracer distribution changing along the
acquisition time as is shown in fig. 6.13. To illustrate the different dynamics mea-
sured with PET, fig. 6.14 presents the TAC measured in the CA, superior sagittal
sinus (SSS), jugular vein (JV) and WB region for an [18F]-FDG patient. This figure
also exhibits the different problems related with delay and dispersion between the
different kinds of blood (arterial or venous). The dependency of the partial volume
and spillover effects on the VOI placement are also illustrated in this figure. Com-
paring the TACs from the JV and the CA regions, the JV signal presents a delay and
a lower peak than the CA curve. These are consequences of the blood dispersion
in the brain. Moreover, at later times the JV curve presents a smaller signal than
the CA curve due to a higher distance between JV and brain, which reduces the
spillover. Comparing the TACs from the SSS and the CA regions, the SSS curve also
presents a delay. However, unlike JV, it presents a higher signal at the peak due to
a smaller influence of the partial volume effect (larger vessel). Nevertheless, as a
consequence of the brain proximity, at later times the curve presents a higher signal
due to the spillover from the brain tissue.
6.3.4 Delay and dispersion (Group B)
The delay and dispersion coefficients obtained with WB-DDC and IDIF-DDC
methods are presented in fig. 6.15. The IDIF-DDC method results in a smaller
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Figure 6.12: PET/MRI co-registration. (a) MPRAGE image; (b) Summed PET image of the first eight
frames and (c) PET/MRI co-registration demonstrating an excellent agreement between MR and PET
data.
delay and in a dispersion coefficient with the same range as the WB-DDC. After
applying the IDIF-DDC in the WB-DDC a delay smaller than one second (0.14± 0.13
s) and a dispersion coefficients of 0.24± 0.25 s were obtained. Figure 6.16 shows
the IDIF corrected for PVE and convolved with the dispersion function and the
ABS corrected for delay. The AUC ratio between WB-DDC and IDIF-DDC curves
was 1.05 ± 0.04, which results in a linear relation between the CBF images with
slope, intercept and R2 of 0.96 ± 0.02, 0.02 ± 0.01 and 1, respectively. The GM
and WM CBF for the ABS-DDC were 47.8± 5.7 and 20.9± 0.9 mLmin−1/100ml,
respectively. For the IDIF-DDC the GM and WM CBF were 45.4± 7.2 and 20.0± 1.7
mLmin−1/100ml, respectively.
6.3.5 Coefficients
6.3.5.1 Group A
The non PVE corrected IDIF results in an underestimated curve (fig. 6.17) when
the late part of the IDIF is compared with blood samples. Figure 6.18 presents the
PV and tPV for the [18F]-FDG and [18F]-FET data. For [18F]-FDG, the PVs show a
good agreement and the SPs were 0.18± 0.05, 0.21± 0.03, 0.21± 0.02 and 0.27± 0.07
for IDIF-A, IDIF-4H, IDIF-8H and IDIF-40V, respectively. These results suggest that
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Frame 7 Frame 8
Dynamic PET
Frame 5 Frame 6
MPRAGE Dynamic PET
Figure 6.13: First frames of a dynamic [18F]-FDG PET scan. It is possible to distinguish between the
arterial peak in the 6th frame (carotid arteries) and the venous peak at 7th frame (torcular and lateral
sinus)
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Figure 6.14: Time activity curves with blood information.
a constant SP may be practical for IDIF-A and IDIF-4H to IDIF-8H. Note that for
IDIF-nV (figure just shows IDIF-40V) the PV and tPV are not in agreement. Such
difference can be a consequence of the noise influence when a reduced number of
pixels were used. For that reason, IDIF-nV was excluded for kinetic analysis.
For [18F]-FET data, the SP was 0.01± 0.02 for IDIF-A and 0.00± 0.00 for IDIF-
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Figure 6.15: Delay and dispersion coefficients for IDIF-DDC and WB-DDC.
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Figure 6.16: Input function corrected for delay and dispersion. At left the figure presents the non
corrected curves and at right the IDIF corrected for PV and convolved with a dispersion function and
the ABS corrected for delay.
4H, IDIF-8H and IDIF-40V, due to the small generalized brain uptake. The PV was
not, however, in accordance with the tPV which results in systematic overestimation
(fig. 6.18).
6.3.5.2 Group B
As for the data from group A, the non PVE corrected IDIF in group B also results
in an underestimated overall curve (fig. 6.19). Figure 6.20 presents the PV from the
model-based PVC, tPV and PVDDC for [15O]-water data.
The PV coefficients were not in accordance with the tPV, where an underesti-
mation of the PV was found for the IDIF-A-4G, IDIF-A-4Gγ6, IDIF-4H-4Gγ6 and
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Figure 6.17: Image derived input function: Group A.
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Figure 6.18: Partial volume coefficients: Group A.
IDIF-8H-4Gγ6, and an overestimation for the IDIF-4H-4G, IDIF-8H-4G, and for both
approaches based on the 40 hottest pixels in the VOI (fig. 6.20). The results of IDIF-
nV were the same as for IDIF-40V. The obtained SP coefficients were zero for all
the IDIF approaches. The IDIF-A obtained with data filtered with a HBF results in
a significant lower PV than the tPV, which was not expected. For that reason, a
detailed analysis of these curves was performed. Figure 6.21 presents the IDIF-A
for non-filtered data and for filtered with a 4G and 4Gγ6. This figure shows that
the HBF recovers the curve shape (see peak) and that at later times the effect of the
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Figure 6.19: Image derived input function: Group B.
Gaussian filter was not so pronounced as in the peak. Such results justify the lower
model-based PV coefficient, where the latter times are used, when compared with
the tPV.
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Figure 6.20: Partial volume coefficients: Group B.
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Figure 6.21: IDIF-A filtered with a Gaussian and a HBF.
6.3.6 AUC Ratios
6.3.6.1 Group A
The AUC ratios examined in group A used the VB samples as reference. Figures
6.22 and 6.23 present the AUC ratio results for IDIF corrected by the model-based
PVC, the tPV and the GTM method, for the [18F]-FET and [18F]-FDG data, respec-
tively. For both radiotracers, the AUC of the estimated IDIF was largely overes-
timated when the tPV and GTM were applied. When the model-based PVC was
applied a significant improvement of the AUC ratios was obtained. Only minimal
differences in AUC ratio (small than 1%) were found between IDIF-4H, IDIF-6H
and IDIF-8H for both tracers.
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Figure 6.22: AUC ratio for [18F]-FET patients.
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Figure 6.23: AUC ratio for [18F]-FDG patients.
6.3.6.2 Group B
The AUC ratios examined in group B used the ABS corrected for delay and
dispersion with the WB-DDC method as reference. Figure 6.24 presents the AUC
ratio results corrected by the model-based PVC and the tPV, for data filtered with
the 4G and with a 4Gγ6, and by the GTM method. The model-based PVC results
in an AUC at the tails close to one. The GTM method results in underestimation of
the AUC and the methods based on the tPV results in a slightly overestimation of
the curve for the Gaussian filter and an underestimation for the HBF.
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Figure 6.24: Area under the curve: Group B.
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6.3.7 Tracer Kinetic Analysis
In a preliminary analysis, the impact of the PVC was evaluated for the AUC.
Here the impact on quantitative analysis is presented.
6.3.7.1 Group A (CMRglu)
Examples of parametric of CMRglu images obtained using IDIF corrected
with the model-based PVC and non-corrected are shown in fig. 6.25. No ABS
was available for group A. For that reason, we assumed that the IDIF-8H cor-
rected for SP and PV was the reference for relative differences in kinetic anal-
ysis due to accurate AUC ratio (fig. 6.23). Based on this assumption, the rel-
ative differences of the WB CMRglu for tPV and the GTM method were calcu-
lated and are presented in fig. 6.26. The WB CMRglu for the reference curve was
17.62 ± 0.85µmol/100g/min. Without PVC an overestimation was found for the
IDIF-A 29.11± 3.27µmol/100g/min. Considerable WB CMRglu differences for all
the correction methods were found (fig. 6.26). These results are in accordance with
the errors obtained in the AUC ratio (fig. 6.23). Note that, no kinetic analysis was
performed for the [18F]-FET data because no kinetic model was developed until
know.
Figure 6.25: CMRglu parametric images for IDIF-A non corrected (bottom) and for IDIF-A corrected
with the model-based PVC (top).
6.3.7.2 Group B (CBF)
Examples of parametric images of the CBF obtained using ABS and IDIF are
shown in fig. 6.27. Figure 6.28 shows the correlations, slope and intercept of lin-
ear regression between the parametric images obtained with the autoradiographic
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Figure 6.26: WB CMRglu values for different input curves.
method for the ABS and different IDIF approaches corrected for PVE. Note that,
without correction the IDIF AUC results in errors higher than 60%, which results
in errors higher than 50% in CBF for GM. All the methods used result in a nearly
perfect R2 and intercept, except for the IDIF-A filtered with the HBF and corrected
with the tPV as was already discussed in the coefficients and AUC (fig. 6.24). The
slope of the regression varies significantly between methods. The best AUC ratio
and CBF were obtained for the IDIF-8H corrected with a tPV and post-filtered with
a Gaussian filter. Slope and intercept of 0.97± 0.08 and 0.03± 0.04 were achieved
with this approach. The model-based PVC also achieved accurate results where
the best results were obtained with the HBF, resulting in slopes of 1.10± 0.07 and
intercept −0.05± 0.04 for the IDIF-8H-4Gγ6.
(a) (b) (c)
Figure 6.27: CBF parametric images obtained with: (a)ABS WB-DDC; (b) IDIF-A-4Gγ6 model based
corrected and (c) IDIF-4H-4G corrected with the tPV.
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Figure 6.28: Linear regression coefficients (slope, intercept and R2) between WB-ABS and IDIF.
6.4 Discussion
6.4.1 Phantom Measurement: HBF Evaluation
Filtering data in PET is a requirement to achieve reasonable SNR (fig. 6.10).
The filter often used in clinical routine is the moving average Gaussian filter, which
increases both the partial volume and spillover effects. In this chapter, the proposed
HBF was tested as an alternative to Gaussian filter in IDIF context with real data
(phantom and patient data). To evaluate the impact of the post-filtering, a phantom
measurement with two levels of SNR was considered. Our results showed that the
post-filtering with a Gaussian filtering yielded higher PVE and lower RC for both
spatial components (3G and 5G) and SNR levels tested. After applying the HBF, the
RC had the same value as the RC achieved without filtering for all the spheres, but
with the same SNR as the Gaussian filter (fig. 6.9). This indicates that HBF does
not deteriorates the resolution and reduces the PVE locally. Moreover, the HBF
also increases the SNR. This phantom measurement agrees with the MC data and
supports the use of the HBF in PET data for different levels of noise.
6.4.2 Carotid Co-registration
In literature, several studies reported co-registration errors between PET and MR
images in the CAs region as an obstacle of using MR-based VOI definition for IDIF.
Even when a good co-registration is achieved for the WB a mis-registration in the
CAs region can be found [Mourik et al., 2008b]. Due to non-simultaneous PET/MRI
the elastic properties of the CAs and different head positioning between acquisitions
introduce uncertainties in the CAs co-registration. The simultaneous PET/MRI
imaging might overcome this problem. Our results confirmed this assumption by
achieving an excellent co-registration of CAs for PET and MR data acquired with
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an integrated MR-BrainPET scanner (fig. 6.11 and 6.12). This allows the usage of
MR images to define VOI of the CAs. Only a minimal difference at later times was
found in the AUC. Such differences may be caused by head movements at those
times, which should be corrected in order to avoid quantification errors [Mourik
et al., 2011].
6.4.3 Coefficients
Our results are in accordance with results from the HRRT [Fung et al., 2009,
Mourik, 2009], where an underestimation of the IDIF was found even with a high
resolution BrainPET. These highlight the need for an accurate PVC.
6.4.3.1 Group A
The PV coefficients obtained with the model-based PVC showed a good agree-
ment with the theoretical values for the [18F]-FDG patient for IDIF-A and IDIF-nH
(fig. 6.18). The SP coefficients also showed a good agreement between these ap-
proaches with a small variance.
These results suggest that the use of a fixed SP from the GM TAC closest to the
CAs and a tPV coefficient from MR image may be practical for PVC with IDIF-A
and IDIF-nH. These results are in accordance with the ones obtained in [Parker
and Feng, 2005], where a fixed PV and SP parameters were also suggested. In this
publication, a cluster of pixels based on the hottest pixel in the VOI was used to
define the "true" IDIF. Our results suggest that this assumption cannot be taken for
a PV defined based on the tPV (fig. 6.18) due to the noise influence in the model
(see chapter 4 and 5).
For [18F]-FET patients nearly no spillover was found when a background region
was assumed in the GM closest to the CAs due to a general low brain uptake (fig.
6.8). However, unlike the [18F]-FDG, the tPV coefficients cannot be used to estimate
the corrected IDIF (fig. 6.18), due to a significant overestimation of the AUC (fig.
6.22). On the top of our knowledge no scientific explanation was found. Neverthe-
less, a plausible explanation for such result might be related with biological aspects
and with the possibility of the tracer to get stuck on the vessels walls, which in-
creases the IDIF and reduced the PV coefficient at later times. This is a behaviour
known in other tracers (e.g. [11C]PIB [Mourik et al., 2009a]) that might be applicable
in this tracer.
6.4.3.2 Group B
The PV coefficients obtained with the model-based PVC were not in agreement
with the theoretical values for the [15O]-water patient for both post-filtering (fig.
6.20). For the Gaussian filter (IDIF-nH and IDIF-nV), these values were higher than
the ones obtained theoretically. The indeed higher noise contribution of the small
frame duration (10 s) and the high filtering required, which reduces the SPPV ratio,
might result in a bias SP and PV, as was demonstrated in the model evaluation.
For the IDIF-A, the PV was small that the tPV which might be a consequence of
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a small influence of the noise in this IDIF. For the HBF, the spillover between the
structures is reduced and the obtained coefficients were smaller than the tPV (fig.
6.20). Such difference might be explained with a small bias in the model for the
HBF and with a lower resolution for the [15O] when compared with the [18F]. The
[15O] radioisotope has higher positron energy (Max. Energy = 0.64 MeV) than the
[18F] (Max. Energy = 1.70 MeV), which results in average ranges in water of 1.80 mm
and 0.46 mm [Brown and Yasillo, 1997] at 0 T, respectively. Such tracer characteristic
must influence the resolution assumed (3 mm) for the scanner. Note that, the data
was acquired in a presence of a 3 T field which also influences the resolution of the
PET data3 [Herzog et al., 2010a]. A measure of the resolution with a [15O] point
source must be taken into account in further work.
6.4.4 PVC Impact on AUC and Kinetic Modeling
6.4.4.1 Group A
In this data set no ABS was available and for that reason the method that
resulted in best AUC ratio was assumed as reference for the CMRglu analysis.
The model-based PVC achieved the best results in AUC and leads to a CMRglu
of 17.62± 0.85µmol/100g/min calculated with the Patlak plot in accordance with
20.85 ± 4.30µmol/100g/min in [Wu et al., 2003]. When a Patlak plot is used to
obtain CMRglu, the relationship between the input function AUC and CMRglu is
quite straightforward, as the Patlak plot mainly relies on the integral of the input
function. Therefore, an error of about 10% of the input curve AUC would lead to an
underestimation of the CMRglu with Patlak plot of the same order of magnitude.
This relationship can be found in the fig. 6.23 and fig. 6.26. Because this method
assumes a linear relationship at later times, it is not high influenced by errors in the
peak. An underestimation of 28% of the peak would cause less than 0.1% variation
on the estimated CMRglu as was reported in [Chen et al., 1998]. This result also
supports our assumption of using the curve corrected with the model-based PVC
method as reference in the WB CMRglu.
Using the method based on the tPV, we observed an overestimation of AUC
ratio, which is translated into an underestimation of CMRglc values. These data
showed the necessity of implementing an adequate correction not only for PV, but
also for SP from the neighboring brain tissues. Similar results were obtained in
[Zanotti-Fregonara et al., 2009]. In their work the author argues that approaches
which rely on a co-registered MR image may be prone to errors due to misalign-
ment artifacts [Zanotti-Fregonara et al., 2009]. In our work, a perfect PET/MRI co-
registration in the CAs region was achieved. However, even with it, an overestima-
tion in the AUC was observed. This consigns the limitation of the method for non-
including the spillover from the neighboring tissue and do not for co-registration
errors.
To take into account the SP the GTM method was evaluated. In IDIF context,
[Zanotti-Fregonara et al., 2007, 2009] already proposed to use the GTM to correct
3The positron will be influenced by the Lorentz force, which will decrease the positron range in a
perpendicular plane to the magnetic field.
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for PVE assuming the background region as a dilatation of the carotid VOIs. In our
approach we assumed the background region as a segmented GM mask due to a
non-uniform influence of the neighboring tissue (fig. 6.7 and fig. 6.8). However, this
method also results in an AUC overestimation and it does not allow an accurate SP
correction for the last part of the curve, also resulting in a CMRglu underestimation
(fig. 6.26). The GTM method assumes that the unique source of spillover is the
system resolution and post filtering step, which does not take into account the
scatter. Due to a scatter fraction of about 27% in the BrainPET [Lohmann, 2012] and
due to a possible non-accurate scatter correction method [de M. Monteiro, 2012]
errors might probably be introduced on the data, which were not taken into account
by the GTM method.
The model based PVC might overcome this limitation. In this method the in-
fluences of the scatter might be included in the SP coefficient, reducing the errors.
Moreover, it also reduces the impact of patient motion on IDIF estimation and ki-
netic modeling [Zanotti-Fregonara et al., 2012]. However, it is a non-free blood
method and venous blood samples are still necessary.
6.4.4.2 Group B
6.4.4.2.1 Delay and dispersion correction Two methodologies to correct for de-
lay and dispersion were evaluated in this work, the WB-DDC and the IDIF-DDC.
Our results showed a good agreement between the delay and dispersion coefficients
of both approaches (fig. 6.15). When compared with WB-DDC, IDIF-DDC results in
a smaller delay and in almost the same dispersion coefficients. The difference in the
delay is a consequence of the different reference curves assumed in each approach
and the blood track, where the blood passes through the CAs before reaching the
brain. The similar dispersion coefficient may suggest that the dispersion between
the ABS and the IDIF is similar to the ABS and the WB. Consequently, the disper-
sion between the CAs and the WB might be small, as our results showed when
the IDIF-DDC was used as input for the WB-DDC. Moreover, the IDIF-DDC re-
sults in a PVDDC smaller than the tPV, which may be explained by the resolution
assumed (see section 6.4.3.2). The GM and WM CBF results for both correction
methods are similar, which are in accordance with the 42± 4mLmin−1/100ml and
16± 3mLmin−1/100ml from literature [Walker et al., 2012] for GM and WM of data
acquired with the HRRT, respectively. Such values validate our corrected ABS with
WB-DDC. Nevertheless, further validation is required to validate the IDIF-DDC due
to the small number of data evaluated.
6.4.4.2.2 Correction impact In this data set ABS was available and for that rea-
son the ground truth curves were considered as the ABS corrected for delay and
dispersion with the WB-DDC method. Unlike the Patlak plot, the autoradiographic
method uses the total AUC instead of the latest part of the curves. For that rea-
son, the curve shape at the beginning has a higher impact in the CBF than in the
CMRglu. Moreover, the [15O] has a small half-life and for that reason the delay
and the dispersion have a high impact on the CBF [Iida et al., 1986]. In order to
evaluate the effect of the IDIF in the CBF, the AUC and the linear relationship be-
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tween the CBF obtained with the ABS and IDIF for different IDIF approaches and
post-filtering was evaluated (fig. 6.24 and fig. 6.28). For our patient, the best results
were achieved for the pixel-wise IDIF for the HBF with the model-based PVC and
with the Gaussian filter with the tPV. However, such results might be biased due
to the spatial resolution assumed (3 mm). Note that, the blood free methods tested
are highly dependent on the system resolution, which must be correctly estimated
for each tracer. [Carson et al., 2006] also investigated the IDIF for water in data
acquired with the HRRT. In this approach a tPV was calculated assuming a 2 mm
resolution, which results in errors in CBF (15− 19%).
6.4.5 Limitation
A transversal limitation of the IDIF methods is the patient movement at later
times [Mourik et al., 2011], which has a high impact on long scan. In this work, a
post-reconstruction motion correction algorithm implemented in Pmod was used.
This algorithm corrects the images relatively to a reference image (summed image
of the first frames before movement) selected by the user. After that, the last frames
are smoothed and co-registered (rigid transformation) to the reference image. This
procedure cannot avoid attenuation and scatter correction errors and it increases
the smoothing on the data, which might influence the parameter estimation. The
MR-BrainPET opens space for new strategies that combines the MR information
(e.g. continuous acquisition of echo planar images) into the LOR space in PET re-
construction [Scheins et al., 2011b] in order to avoid the post-reconstruction motion
correction methods.
In our approach, a segmentation based on a 50%-isocontour in an MPRAGE im-
age was used. This method might not be the optimal approach to have precise tPV
estimation due to a possible under-segmentation or over-segmentation of the CAs.
Nevertheless, the segmentation was validated visually by the user and in order to
reduce errors in the segmentation small adjustments (1 to 4%) of the isocontour
were applied when necessary. Other sequences, such as MR angiography can also
be an attractive alternative to MPRAGE to define the CA due to their higher vessels
contrast. However, the advantage of such MR sequences cannot be directly trans-
lated as an advantage in PET due to the different image resolution. Moreover, the
scanner resolution must be calculated for each tracer in order to avoid errors in the
tPV calculation.
The limited number of data from group B and the lack of ABS in group A are
also a limitation. Further validation is required for a larger data set with ABS.
6.5 Conclusion
In this chapter, we have demonstrated that the integration of a high resolution
BrainPET in an MR scanner allows obtaining an IDIF from an MR-based VOI for dif-
ferent tracers ([18F]-FDG, [18F]-FET and [15O]-water), as consequence of an excellent
PET/MRI co-registration. We also evaluated and validated the HBF with real data
(phantom and patient data), which improved the SNR without loss of resolution. A
CHAPTER 6. IDIF OBTAINED IN A 3TMR-BRAINPET: A STUDY WITH
[18F]-FDG, [18F]-FET AND [15O]-WATER 119
new method to correct for delay and dispersion, the ABS based on IDIF and PVE,
was also proposed. This chapter also highlights that each radiotracer has a different
behaviour and that the accuracy of the IDIF depends on the tracer characteristics.
Nevertheless, further validation of the proposed methodology is required.
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7
Summary, Discussion and Future
Prospects
7.1 Summary
This thesis discusses and investigates non-invasive methods to estimate the in-
put function for compartmental models used in PET for data acquired with the
3TMR-BrainPET. Such non-invasive methods may overcome the induced patient or
volunteer discomfort of ABS and may also increase the number of quantitative PET
studies. For that, different strategies to obtain an IDIF from dynamic PET were
tested with Monte Carlo simulated data and with data obtained with the hybrid
3TMR-BrainPET. The MR anatomical information was used in the proposed hybrid
bilateral filter, to increase the SNR, and to correct the partial volume effect in IDIF
estimation, mandatory to obtain an accurate IDIF.
In chapter 2, the different imaging modalities used in this work were introduced:
MRI, PET and PET/MRI. In the first part, MRI basic principles, from the proton
spin to the image generation, were presented. The main sequences (spin-echo and
gradient-echo) and image principles were also discussed, where the MPRAGE se-
quence, used in this work, was introduced. In the second part, the steps required
to achieve a quantitative PET image were discussed. The tracer principle, image re-
construction, data correction and post-processing steps were presented with special
focus on iterative reconstruction, partial volume effect and Gaussian post-filtering,
concepts used in the scope of this work. Particular attention was given to meth-
ods used to access the input function for kinetic modeling, in order to calculate the
cerebral metabolic rate for glucose with [18F]-FDG and cerebral blood flow with
[15O]-water. The advantages and limitations of each modality were also treated, as
well as the motivation factors to PET/MRI systems, which were discussed in the
last part of this chapter. This new imaging technology is a powerful tool to imaging
the human body by connecting the molecular information from PET with the high
resolution anatomical, structural and functional images from MRI. The design diffi-
culties faced at the beginning, as a result of a non magneto-sensitive electronic avail-
able at that time, and the found solutions were presented. A detailed description of
the first PET/MRI scanner for humans, the BrainPET, and current applications of
this scanner were also mentioned.
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In chapter 3, the state of the art of the IDIF was discussed. The crucial steps
required to obtain an IDIF pointed out by the literature, from the CAs definition
to the different methods proposed to correct partial volume and spillover effects,
were described. Different methodologies and strategies to evaluate the IDIF were
also discussed. In evaluation, simulated and real data were used at best. The few
comparative studies and the limitations of the published methods were also pre-
sented and discussed. In these studies, the method which gave the best results was
the model-based PVC, which uses venous blood samples and a brain TAC to cor-
rect the IDIF. The blood-free correction methods systematically lead with erroneous
IDIF estimation, where at least one venous blood sample is required to calibrate the
curve. Moreover, this chapter also presented the different strategies for the different
tracers.
In chapter 4, the influence of the noise in the parameter estimation (PV and SP)
of the model-based PVC was evaluated for [18F]-FDG curves. A detailed analysis of
the non-linear term of the model ( SPPV ) was also performed. These analysis showed
that the noise introduces a bias on the parameters estimated. On one hand, the
increase of the noise resulted in an increasing of the PV estimation. On the other
hand, the increase of the noise resulted in an decreasing of the SP estimation. As a
result, errors in the AUC were obtained, e.g. for a noise level of 10% an error of 13%
in AUC was found (uniform weighting factor). Moreover, parameters estimation
also depends on the ratio between SPPV , where greater ratios resulted in greater
errors. The increasing of the ratio may be introduced by a post-filtering step with a
Gaussian filter, which increases SP and reduces PV.
In chapter 5, to overcome the Gaussian filter limitation of blurring an edge pre-
serving filtering was proposed and evaluated, the hybrid bilateral filter. This filter
uses the MR information in order to weight the filter effect at the edges of carotid
arteries. The filter was evaluated with a GATE Monte Carlo simulation of a healthy
[18F]-FDG patient. Different partial volume correction methods were tested, the
recovery coefficient method (tPV), the geometric transfer matrix method and the
model-based PVC. Three IDIF approaches were tested, the average IDIF, the n
hottest pixels per plane (IDIF-nH) and in the VOI (IDIF-nV). The filter was eval-
uated based on the model-based PVC coefficients and AUC ratio errors. The best
results were achieved for data filtered with the HBF for IDIF of 4 to 10 hottest pixels
per plane (small AUC and CMRglu errors). The HBF smooths while preserving the
edges, achieving the same SNR ratio as the Gaussian filter without deteriorating
the scanner resolution.
In chapter 6, the PVC methods evaluated in the previous chapter with MC simu-
lated data was evaluated with real data. Data from [18F]-FDG, [18F]-FET and [15O]-
water were included. CAs co-registration was validated for data acquired with the
simultaneous 3TMR-BrainPET system, which allows using an MR-based VOI of the
vessels to obtain an IDIF. An MPRAGE image was used to define the vessels. Para-
metric images of CMRglu and CBF were generated with the different IDIF for [18F]-
FDG and [15O]-water, respectively. The results for [18F]-FDG agrees with the MC
simulation results. This suggests that an MR-based tPV and a constant SP might
correct the IDIF-A and IDIF-6H to IDIF-8H at later times. For [18F]-FET the results
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were non-conclusive, a higher signal was found in the CAs which might suggest
that this tracer has some sticky properties. For [15O]-water a delay and dispersion
correction method was also proposed, which includes delay, dispersion, partial vol-
ume effect and IDIF. This chapter highlights the need for a specific strategy for each
tracer due to its characteristics, such as brain uptake, kinetics and positron range.
Additionally, the HBF was evaluated with phantom and patient data and optimal
introduced parameter was defined (γ ≥ 6). The HBF results were in accordance
with the MC simulated data, improving the SNR without loss resolution, which
validates the HBF.
7.2 General Discussion and Future Perspectives
7.2.1 Validation of Image Derived Input Function
Quantitative PET brain studies often require an input function, measured at best
by ABS (e.g. radial artery), for kinetic modeling. However, this is an invasive and
time consuming procedure, which is non-comfortable for the patient or volunteer.
Furthermore, the arterial blood input function is affected by three uncertainties
which may influence the PET quantification. The first uncertainty is related with
the blood sampling location. The sampling is often performed at the radial artery,
which is far from the place of interest i.e. the brain. Consequently, the dispersion
and delay must be taken into account in order to avoid quantification errors. This
was one of the main motivations to use the Monte Carlo simulation, where it is
possible to measure the input function in the place of interest. The second uncer-
tainty is related to problems with the cannulation, such as the coagulation of the
blood in the tubes. This problem can be “easily” controlled for data acquired in
a 3 T MRI, where the wrist of the patient is outside of the MR bore. However, for
data acquired in a 9.4 T MRI, with a length of 3.70 m, the difficulty of ABS proce-
dure increases considerably. Finally, the third uncertainty is related with a possible
stickiness of the tracer to tube, which must be corrected to avoid an overestimation
of the arterial blood input curve. The mentioned aspects highlight the limitations of
ABS, which must be taken into account in IDIF validation. The use of arterialized
venous blood samples is also an alternative. However, the work flow increases, due
to the necessity of checking the oxygen levels of venous blood, which increases the
rejection of data. The use of venous blood samples is an alternative that increases
the comfort of the procedure. However, it can only be applied when the peak of
the input curve has a minimal impact in quantification, as with the PATLAK plot
method.
7.2.2 PET Image Filtering
A well known problem of PET images is their low SNR. To overcome this limi-
tation a filtering step is often required (during or after reconstruction). The moving
average Gaussian filter is often used as standard post-processing filter, which has
to balance the compromise between resolution and SNR. A stronger Gaussian filter
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increases the SNR but also reduces the image resolution by increasing the partial
volume and the spillover effects between adjacent structures. This behaviour in-
troduces a bias in the parameter estimation of the model-based PVC, which must
be taken into account. The proposed HBF showed good results, being an alterna-
tive the Gaussian filter, by preserving the edges locally and by achieving at least
the same SNR as the previous filter. With this filter the bias in the parameter esti-
mation is reduced. Note that, despite the intrinsic PET resolution (positron range)
and the geometric characteristics of the scanner, the resolution deteriorations and
the need for filtering are mainly consequence of the iterative reconstruction proce-
dure, where noise increases with more iterations. For that reason, the post-filtering
might not be the optimal solution. As alternative, the use of reconstruction methods
that taken into account the system resolution (resolution modeling) and/or some
anatomical information [Caldeira et al., 2010, 2011, Scheins et al., 2011a] might also
be a reasonable solution for this limitation. In the future, a comparative study be-
tween the different approaches will be performed in order to evaluate the different
reconstruction methods and the post-filtering step with special focus in IDIF SNR
and image resolution.
7.2.3 Image Derived Input Function for Data Acquired in a 3TMR-
BrainPET
The combination of a high-resolution MR-compatible BrainPET scanner oper-
ated within a 3 T MAGNETOM Trio MR scanner is an excellent prerequisite for
obtaining an IDIF allowing simultaneous PET/MRI measurements with a perfect
co-registration. In this work, we demonstrated the feasibility of using MR images
to delineate the CA VOI and to obtain an IDIF, which was used to quantify the
CMRglu and CBF with [18F]-FDG and [15O]-water, respectively. The PVE must be
taken into account even with the high resolution BrainPET.
From the PVC methods tested in this work, the best results were achieved with
the model-based PVC. This blood-based method achieved accurate results for [18F]-
FDG in real and simulated data. It is also a method resistant to motion artifacts
[Zanotti-Fregonara et al., 2012]. The blood-free methods tested in this work, which
assumes that the PVE can be modeled as a convolution of the activity with the PSF
of the systems, resulted in erroneous IDIF. This may suggest that close to disconti-
nuities regions (air and bone) where CAs are located the resolution effect might not
property modeled with a convolution with the PSF. Moreover, due to a high scatter
fraction errors might be introduced in IDIF.
The off-line motion correction used is not the optimal method. Nevertheless, it
should be applied when on-line motion correction is available because it improves
the quantification when compared with the non-motion corrected data [Mourik
et al., 2009b]. On-line motion correction method based on an MR compatible optical
tracking system and/or based on the MR echo planar images sequence should be
considered in a future work. Further validation of the methodologies proposed to
IDIF is required with ABS in a larger group of patients.
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7.2.4 Impact of Image Derived Input Function in a Multi-modality
Modern Medicine
PET quantification is hampered by the need for an arterial blood input func-
tion for quantitative models, due to the discomfort that it induces in the patients
or volunteers. The introduction of simultaneous PET/MRI systems introduces a
new variable in PET quantification that can be used to overcome these limitations,
by obtaining an IDIF corrected for the partial volume effect. The PET/MRI scan-
ners have a widely range of applications from oncology to neurology. In particular,
with the BrainPET and an IDIF, it is possible to access high resolution molecular
parametric images of the brain with high potential in neurology, such as in neu-
rological disease (e.g. Alzheimer). With this device, it is also possible to develop
multi-modality acquisition protocols that combine the advantages of both modal-
ities, such as the large spectrum of radiotracers and the different MR sequences.
Moreover, cross-validation of protocols is also possible by performing simultaneous
PET/MRI studies, such as [15O]-water and arterial spin labelling MR images to ac-
cess the cerebral blood flow. In summary, the simultaneous MR-BrainPET scanner
opens new horizons for brain imaging by showing the potential to overcome quan-
titative limitation of PET and where the advantages of each modality converge on a
better understanding of brain functionality and disorders.
7.3 Conclusion
In the present work, we have demonstrated that the integration of a high resolu-
tion BrainPET in an MR scanner allows obtaining an IDIF from an MR-based VOI,
as a consequence of an excellent PET/MRI co-registration for different radiotracers.
We also introduced and validated the hybrid bilateral filter with simulated, phan-
tom and patient data. A method to correct the ABS for delay and dispersion was
also proposed.
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A
Mathematical demonstrations
A.1 Noise Generation (Chapter 4)
As was mentioned in chapter 4, the statistical noise was simulated for each
data point by assuming the noisy activity Cnoisy(ti) to be a sample from a normal
distribution with mean Ctrue(ti) and standard deviation σi according to the Poisson
statistics. The Poisson statistics influences the counts:
Qi = Ctrue(ti)die−ti ln 2/τ1/2 , (A.1)
where di is the length of the i-th frame and τ1/2 is the half-life of radioisotope under
study. As consequence, the variance σ2i of the activity Ctrue(ti) can be related with
the variance in the counts by:
Var(Ctrue(ti)) = Var
(
Qi
die−ti ln 2/τ1/2
)
. (A.2)
According to the properties of Poisson statistics (variance equal to the mean)
and variance properties1, eq. A.2 can rewritten as:
σ2i =
Qi
(die−ti ln 2/τ1/2)2
⇔ σi =
√
Qi
die−ti ln 2/τ1/2
. (A.3)
Because the counts Qi are related with the activity Ctrue(ti) by eq. A.1:
σi =
√
Ctrue(ti)die−ti ln 2/τ1/2
die−ti ln 2/τ1/2
⇔ σi =
√
Ctrue(ti)d−1i e
ti ln 2/τ1/2 . (A.4)
By including a scaling factor NL to vary the noise level at the last frame, eq. A.4
1Var(aX) = a2Var(X)
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can be rewritten as:
σi = NL
√
Ctrue(ti)d−1i e
ti ln 2/τ1/2 . (A.5)
B
GATE Simulation: Magnetic Field
Influence in Positron Range
Figure B.1 shows a [18F] point source GATE simulation in the presence of two
magnetic field strengths (0 T and 9.4 T). In this simulation, a [18F] positron emitter
point source (0.05× 0.05× 0.05mm3) was placed in a cube of polyethylene (20× 20×
20cm) in a presence of a 0.0 T, 3.0 T, 7.0 T and 9.4 T magnetic field. The images were
reconstructed with the Software for Tomographic Image Reconstruction (STIR) with
a filtered back-projection. The image dimension was 0.625× 0.625× 1.250mm3.
The FWHM of the point source was evaluated at the different field strengths.
Only a minimal difference of 2% was found between the 0.0 T and 9.4 T, and no
significant difference was found between 0.0 T and 3.0 T. Such results suggest that a
3 T the effect of the magnetic field is minimal, which agree with experimental data
[Herzog et al., 2010a].
Magnetic field = 0T Magnetic field = 9.4T
Figure B.1: Monte Carlo [18F] point source simulation in a presence of a magnetic field. Adapted with
permission from [da Silva and Amorim, 2011].
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C
Dynamic Images
C.1 Monte Carlo Simulation ([18F]-FDG)
Figure C.1: Monte Carlo [18F]-FDG dynamics. Data reconstructed with a attenuation weighted Poisson
ordered subsets expectation maximization with 2 subsets and 32 iterations. Data post-filtered with a
standard Gaussian filter with 2.5 mm FWHM. Note that the presented color scale was adjusted to the
maximum and minimum of each slice.
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C.2 [18F]-FDG
Figure C.2: [18F]-FDG dynamics. Data reconstructed with a attenuation weighted Poisson ordered
subsets expectation maximization with 2 subsets and 32 iterations. Data post-filtered with a standard
Gaussian filter with 2.5 mm FWHM. Note that the presented color scale was adjusted to the maximum
and minimum of each slice.
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C.3 [18F]-FET
Figure C.3: [18F]-FET dynamics. Data reconstructed with a attenuation weighted Poisson ordered sub-
sets expectation maximization with 2 subsets and 32 iterations. Data post-filtered with a standard Gaus-
sian filter with 2.5 mm FWHM. Note that the presented color scale was adjusted to the maximum and
minimum of each slice.
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C.4 [15O]-water
Figure C.4: [15O]-water dynamics. Data reconstructed with a attenuation weighted Poisson ordered
subsets expectation maximization with 2 subsets and 32 iterations. Data post-filtered with a standard
Gaussian filter with 4 mm FWHM. Note that the presented color scale was adjusted to the maximum
and minimum of each slice.
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derived input function, ESMRMB CONGRESS 2012 29th Annual Scientific
Meeting, October 4-6, 2012, Lisbon, Portugal;
• N. A. da Silva, H. Herzog, C. Weirich, L. Tellmann, E. Rota Kops, H. Hautzel,
P. Almeida, Investigations of an image-derived input function measured in a
3TMR-BrainPET scanner, SNM 2012 Annual Meeting, June 9-13, 2012, Miami
Beach, Florida, USA.
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