We summarize some recent results on partial linear functional systems. By associating a finite-dimensional linear functional system to a Laurent-Ore module, Picard-Vessiot extensions are generalized from linear ordinary differential (difference) equations to finite-dimensional linear functional systems. A generalized Beke's method is also presented for factoring Laurent-Ore modules and it will allow us to find all "subsystems"whose solution spaces are contained in that of a given linear functional system.
Introduction
This paper provides a survey of the work by M. Bronstein and the authors in a FranceSino Scientific Cooperation Project 2) from 2002 to 2005. Our project concerns finitedimensional linear functional systems, and its outcome includes: a generalization of PicardVessiot extensions of linear ordinary differential (difference) equations, the notion of modules of formal solutions, algorithms for computing the dimension of solution spaces and for reducing linear functional systems to fully integrable ones, and generalizations of Beke's factorization algorithm and of the eigenring method. The emphasis of this paper is on descriptions of these results. Precise references are given for proofs and technical details.
A (partial) linear functional system consists of linear partial differential, shift, and q-shift operators, or any mixture thereof. By a finite-dimensional linear functional system, or a ∂-finite system for short, we mean a linear functional system whose module of formal solutions has finite dimension (see Definition 4.5) . Intuitively, a system is ∂-finite if and only if its 
The sequence of the Legendre polynomials {P (x, k)} ∞ k=1 is a solution of (1) with the initial conditions {P (0, 0) = 0, P (0, 0) = 0, P (0, 1) = 0, P (0, 1) = 1}.
Given a linear functional system L, we are interested in the following questions: (i) Does L have a nonzero solution? (ii) Is there a ring containing "all" the solutions of L? (iii) How does one compute the dimension of the solution space of L? (iv) How does one find (if it exists) a "subsystem" whose solution space is properly contained in that of L? (v) Determine whether the solution space of L can be written as a direct sum of those of its subsystems?
Our work is intended for answering these questions algorithmically for ∂-finite systems. In terms of modules of formal solutions (Definition 4.5) and Picard-Vessiot extensions (Definition 4.8), the above questions translate respectively to: (i) Is a module M of formal solutions trivial? (ii) Does there exist a Picard-Vessiot extension for a given system? (see Section 4.) (iii) How does one compute the dimension of M ? (see Section 5.) (iv) How does one find a nontrivial submodule of M ? (see Section 6.) (v) Is M decomposable? (see Section 6.) Many of the results in this paper are straightforward generalizations of their counterparts of linear ordinary differential or difference equations. These generalizations are however necessary in view of their wider applicability and the complications caused by the appearance of several differential and difference operators.
Throughout the paper, rings are not necessarily commutative and have arbitrary characteristic. Ideals, modules and vector spaces are all left ones. Fields are always assumed to be commutative. Denote by R p×q the set of all p × q matrices with entries in a ring R, and by e in , for 1 ≤ i ≤ n, the unit vector in R 1×n with 1 in the ith position and 0 elsewhere. The notation " ∼ = R " means "isomorphic as R-modules". We use (·) τ to denote the transpose of a vector or matrix, and 1 n to denote the identity matrix of size n. Vectors are represented by the boldfaced letters u, v, w etc. Vectors of unknowns are denoted x, y, z, etc. The symbol C denotes the field of complex numbers.
The paper is organized as follows. In Section 2., we present some preliminaries and define the notion of linear functional systems. In Section 3., we construct Picard-Vessiot extensions for fully integrable systems, which are a common special case of ∂-finite systems. In Section 4., modules of formal solutions are defined and Picard-Vessiot extensions are generalized for ∂-finite systems. In Section 5., we present some techniques for computing linear dimension of a linear functional system. In Section 6., we generalize Beke's algorithm and the eigenring approach to factor Laurent-Ore modules. Concluding remarks are made in Section 7.
Preliminaries
Let R be a ring and ∆ be a finite set of commuting maps from R to itself. A map in ∆ is assumed to be either a derivation or an automorphism. Recall that a derivation δ is an For a derivation δ ∈ ∆, an element c of R is called a constant with respect to δ if δ(c) = 0. For an automorphism σ ∈ ∆, c is called a constant with respect to σ if σ(c) = c. An element c of R is called a constant if it is a constant with respect to all maps in ∆. The set of constants of R, denoted by C R , is a subring. The ring C R is a subfield if R is a field.
Let (F, ∆) be a ∆-field. By reordering the indices, we can always assume that ∆ = {δ 1 , . . . , δ , σ +1 , . . . , σ m } for some ≥ 0, where the δ i 's are derivation operators on F and the σ j 's are automorphisms of F . The Ore algebra ( [8] ) over F is the polynomial ring S := F [∂ 1 , . . . , ∂ m ] in ∂ i with the usual addition and a multiplication as follows:
Remark that ∂ i (a), where a is an element of a ∆-ring, is meant to be δ i (a) if ∂ i is associated to a derivation operator δ i , and to be σ i (a) if ∂ i is associated to an automorphism σ i ; while ∂ i a, where a is an element of the Ore algebra S, means the product of ∂ i and a. Definition 2.1 Let (F, ∆) be a ∆-field. A linear functional system over F is a system of the form A(z) = 0 where A is a p × q matrix with entries in the Ore algebra S and z is a column vector of q unknowns.
Example 2.2 The system (1), satisfied by the Legendre polynomials, can be rewritten as
, with ∂ x the differentiation with respect to x and ∂ k the shift operator with respect to k.
Let F be a ∆-field. A commutative ring R containing F is called a ∆-extension of F if all the maps in ∆ can be extended to R in such a way that all derivations (resp. automorphisms) of F become derivations (resp. automorphisms) of R and the extended maps commute pairwise.
By a solution of a linear functional system A(z) = 0 over F , we mean a vector (s 1 , . . . , s q ) τ over some ∆-extension of F such that A(s 1 , . . . , s q ) τ = 0, i.e., the application of the matrix A to the vector is zero.
Fully integrable systems
A common special case of linear functional systems consists of fully integrable systems, which are of the form {∂ i (z) = A i z} 1≤i≤m and correspond to the linear functional system A(z) = 0 where the matrix A is given by the stacking of blocks of the form (
Fully integrable systems are of interest to our study, since to every ∂-finite system, we can associate a fully integrable system whose solution space is isomorphic to that of the original system (see Section 4.3.). 
Definition 3.1 A system of the form
The integrable system (2) is said to be fully integrable if the matrices A +1 , . . . , A m are invertible.
Using Ore algebra notation, we write {∂ i (z) = A i z} 1≤i≤m for the system (2) where the action of ∂ i is again meant to be δ i for i ≤ and to be σ i for i > . Observe that the conditions (3) are derived from the condition ∂ i (∂ j (z)) = ∂ j (∂ i (z)) and are exactly the matrix-analogues of the compatibility conditions for first-order scalar equations in [11] . For a linear ordinary difference equation, we often assume that its trailing coefficient is nonzero, while, for a first-order matrix difference equation, we assume that its matrix is invertible. These assumptions lead to the condition on invertibility of A +1 , . . . , A m in Definition 3.1. 
fully integrable system where
.
In what follows, we generalize fundamental matrices and Picard-Vessiot extensions of linear ordinary differential (difference) equations to fully integrable systems.
A square matrix with entries in a commutative ring is said to be invertible if its determinant is a unit in that ring.
Let F be a ∆-field and {∂ i (z) = A i z} 1≤i≤m be a fully integrable system of size n over F . We define Definition 3.3 An n × n matrix U with entries in a ∆-extension of F is a fundamental matrix for the system
each column of U is a solution of the system.
A two-sided ideal I of a commutative ∆-ring R is said to be invariant if δ i (I) ⊂ I for i ≤ and σ j (I) ⊂ I for j > . The ring R is said to be simple if its only invariant ideals are (0) and R. Definition 3.4 A Picard-Vessiot ring for a fully integrable system is a (commutative) ring E such that:
(ii) There exists some fundamental matrix U with entries in E for the system such that E is generated by the entries of U and det(U ) −1 over F . A detailed proof of the above theorem is found in [6] . Consequently, if F has characteristic zero and an algebraically closed field of constants, then all the solutions of a fully integrable system in its Picard-Vessiot ring form a C F -vector space whose dimension equals the size of the system.
We now present two examples for Picard-Vessiot extensions. The reader is referred to [25, §2.2] for detailed verifications. 
This is an extension of Example 1.19 in [20] . is a fundamental matrix for B, and thus M V is for A. More-
∂-finite systems
In this section, we first discuss generic solutions of linear algebraic equations over arbitrary rings, then introduce the notions of Laurent-Ore algebras and modules of formal solutions. These two notions allow us to generalize the results in Section 3. to ∂-finite systems.
Generic solutions of linear algebraic equations over rings
Let R be an arbitrary ring. Denote by Z(R) the center of R, i.e. the set of all elements that commute with every element in R. Then Z(R) is a subring of R. Consider a p × q matrix A = (a ij ) with entries in R. For any R-module N , we can associate to A a Z(R)-linear
We therefore say that ξ ∈ N q is a solution "in N " of the system A(z) = 0 if λ(ξ) = 0, and write sol N (A(z) = 0) for the set of all solutions in N . Clearly, sol
As in the case of D-modules [16] , we can associate to A ∈ R p×q an R-module as follows:
, which is the quotient of R 1×q by the image of the map ρ. We call M the Rcokernel of A and denote it by coker R (A). Clearly, coker R (A) is an R-module. Let e 1p , . . . , e pp and e 1q , . . . , ebe the canonical bases of R 1×p and R 1×q , respectively. Denote by π the canonical map from R 1×q to coker R (A), and set e j = π(e jq ) for 1 ≤ j ≤ q. Since π is surjective, M is generated by e 1 , . . . , e q over R. Note that ρ(e ip ) is the i-th row of A. Hence
Given two R-modules N 1 and N 2 , denote by Hom R (N 1 , N 2 ) the set of all R-linear maps from
As illustrated by the following theorem, Proposition 1.1 of [16] remains true when D is replaced by an arbitrary ring R. [16] can be adapted to this theorem in a straightforward way (see [6] ) and also, a slightly different but elementary proof is given in [25, Theorem 2.4.1] .
Remark 4.2 (i) The proof of Proposition 1.1 in
(ii) The proof of Theorem 4.1 reveals that the vector e := (e 1 , . . . , e q ) τ ∈ M q specified above is a "generic" solution of the system A(z) = 0 in the sense that any solution (s 1 , . . . , s q ) τ of that system in N is the image of e under the map in Hom R (M, N ) sending e i to s i .
Laurent-Ore algebras
Let F be a ∆-field and S = F [∂ 1 , . . . , ∂ m ] be the corresponding Ore algebra. In the differential case, an S-module is classically associated to a linear functional system [16, 20] . In the difference case, however, S-modules may not have appropriate dimensions, as illustrated by the following counterexample. In [19, page 56], modules over Laurent algebras are used instead to avoid the above problem. It is therefore natural to introduce the following extension of S: let θ +1 , . . . , θ m be indeterminates independent of the ∂ i . Since the σ
is also an Ore algebra in which the θ j are associated to the σ
is a two-sided ideal of S, and we call the factor ring L = S/T the Laurent-Ore algebra over F . Writing ∂
m ] and view it as an extension of S. For linear ordinary difference equations, L = F [σ, σ −1 ] is the algebra used in [19] . For linear partial difference equations with constant coefficients, L is the Laurent polynomial ring used in [18, 26] .
Except for the purely differential case in which = 0, a Laurent-
When revisiting Example 4.3 with Laurent-Ore algebras, we get that the left ideal gen
over F , which is zero, equals that of the solution space of ∂(y) = 0 in any difference ring extension.
In the sequel, a module over a Laurent-Ore algebra that is finite-dimensional over the ground field is called a Laurent-Ore module for short.
Modules of formal solutions
Let F be a ∆-field, and S and L be the corresponding Ore and Laurent-Ore algebras. Replacing R with L in Theorem 4.1 yields
From Remark 4.2(ii) in which we replace arbitrary ring R with L, coker L (A) describes the properties of all the solutions of A(z) = 0 "anywhere". This motivates us to define Note that we choose to exclude systems with dim F M = 0 in the above definition since such system has only trivial solution in any L-module, particularly, in any ∆-extension of F . [25] shows that 
Remark 4.6 For any A ∈ S p×q , we can construct both its S-cokernel coker S (A) and Lcokernel coker L (A). Viewing L as a right S-module and coker S (A) as a left S-module, we can define the tensor product ([21]) L ⊗ S coker S (A), which is a right S-module and a left Lmodule. Lemma 2.4.10 in
coker L (A) and L ⊗ S coker S (A) are isomorphic as L-modules. Thus dim F coker L (A) does not exceed dim F coker S (A).M = Le 1 + · · · + Le q = F b 1 ⊕ · · · ⊕ F b n ∂ i (b 1 , . . . , b n ) τ = B i (b 1 , . . . , b n ) τ , i = 1, 2, (e 1 , . . . , e q ) τ = P (b 1 , . . . , b n ) τ , P ∈ F q×n Integrable connection (P, {∂ i (y) = B i y}) sol(∂ i (y) = B i y) ξ 1−1 '
Fig. 1. Relationships among Systems, Modules and Solutions
Let A(z) = 0 with A ∈ S p×q be a system of linear dimension n and M be its module of formal solutions with an F -basis A, b 1 , . . . , b n , B 1 , . . . , B m be as above, and B be the stacking of the blocks
Proposition 4.7 Let
(ii) Let {e 1 , . . . , e q } be the set of L-generators of M satisfying A(e 1 , . . . , e q ) τ =0 and P ∈F q×n be given by (e 1 , . . . ,
Remark that the inverse of the correspondence in Proposition 4.3 (ii) is given by η → Qη, where Q is a matrix in L n×q such that (b 1 , . . . , b n ) τ = Q(e 1 , . . . , e q ) τ . From Proposition 4.7 (ii), all the solutions of the system A(z) = 0 can be obtained from those of its integrable connection {∂ i (x) = B i x} 1≤i≤m , and vice versa. Figure 1 illustrates such a relationship, and it also suggests reducing the problem of solving ∂-finite systems to that of solving fully integrable systems.
Fundamental matrices and Picard-Vessiot extensions
Based on the discussion in Section 4.3., we generalize the notions and results of fundamental matrices and Picard-Vessiot extensions for ∂-finite systems. 
and y is a solution of the fully integrable system B : {δ x (y) = B x y, σ k (y) = B k y} with
and
So it suffices to compute a Picard-Vessiot extension of B.
The same method to construct a fundamental matrix for the system in Example 3.2 yields a fundamental matrix for B:
Computing linear dimension
We now describe how to compute linear dimension for a given linear functional system A(z) = 0.
Let N be a submodule of a free L-module L q with a finite set of generators. One can compute a Gröbner basis of N over L (see [?] and [25, Chapter 3] ), which gives rise to an Fbasis of L q /N . Thus, one can determine whether a linear functional system is ∂-finite, and construct an F -basis of its module of formal solutions.
The following proposition indicates that the same goal may be achieved by Gröbner basis computation over Ore algebra S (see [8] ) if coker S (A) has finite dimension over F . Notice that the linear dimension of A(z) = 0 never exceeds dim F coker S (A) by Remark 4.6. 
Proposition 5.2 Suppose that coker S (A) with A ∈ S p×q has a finite
F -basis f 1 , . . . , f d and ∂ i (f 1 , . . . , f d ) τ = D i (f 1 , . . . , f d ) τ where D i ∈ F d×d . Let D be
the stacking of the blocks
The above proposition reveals that, to compute linear dimension of a system A(z) = 0 such that coker S (A) has finite dimension over F , it suffices to compute linear dimension of the (integrable) system {∂ i (y) = D i y} 1≤i≤m in which y = (y 1 , . . . , y d ) τ .
In the situation described in Proposition 5.2, let H 0 be the set of row vectors of D, N 0 the submodule generated by H 0 over S, and N the submodule generated by H 0 over L. We proceed as follows to compute a Gröbner basis of N over L, which gives rise to an F -basis of 
Hence the vector (σ
belongs to the L-submodule N , but it does not belong to N 0 . Adding to H 0 the new vectors obtained from the linear relations of the form (4), we have a new set H 1 of generators for N . Now we compute a Gröbner basis of N over L using H 1 . By Lemmas 2.5.1 and 2.5.2 in [25] , such a basis can be computed by merely rank computation, Gaussian elimination and the "Reduce All"trick. It is unnecessary to form any S-polynomials. This simplification is due to the integrability of {∂ i (y) = D i y} 1≤i≤m . A detailed description of this process is formulated as an algorithm named LinearReduction in [25, §2.5] .
We now give some examples to compute linear dimensions. A 1 , . . . , A m be in F n×n and
Example 5.3 Let
The system A(z) = 0 corresponds to the system [25, Proposition 2.4.9] ).
Example 5.4 Let F, δ x , σ k and the system A be given in Example 4.10. We follow the idea of the algorithm LinearReduction to compute linear dimension of A. Note that A k is singular. Solve the linear system
(v 1 , v 2 , v 3 )A k = 0 in v 1 , v 2 , v 3 . A nontrivial solution of this system yields σ k (z 3 ) = xk x 2 −1 σ k (z 1 ) + x 2 −k−1 x 2 −1 σ k (z 2 ). By an application of σ −1 k , we get z 3 = x(k−1) x 2 −1 z 1 + x 2 −k x 2 −1 z 2 , thus,   z 1 z 2 z 3   =   1 0 0 1 x(k−1) x 2 −1 x 2 −k x 2 −1   P z 1 z 2 .
Substitute this relation into A, we get
where
. The following example shows that there are ∂-finite systems whose S-cokernels are infinite-dimensional over F .
A straightforward calculation verifies that the first-order system B given by B x and B k is fully integrable, so B has linear dimension two by Example 5.3. According to the algorithm
We now conclude how to determine whether a linear functional system is ∂-finite. As seen in Examples 5.3 and 5.4, when the system is given as an integrable system, we have a set of generators of M over F , so computing dim F M can be done by linear algebra. In particular, when A(z) = 0 is given by a finite-rank ideal in S, Proposition 5.1 shows that either M = 0 (if the ideal contains a monomial in ∂ +1 , . . . , ∂ m ) or an F -basis of M can be computed via Gröbner bases of ideals in S. There are algorithms and implementations for this task [7, 8] . For a more general matrix A ∈ S p×q , one can use the Gröbner basis technique developed in [25, Chapter 3] for computing F -bases of L-modules. However, to compute the linear dimension of A(z) = 0 for which coker S (A) is finite-dimensional it suffices to compute the linear dimension of an integrable system according to Proposition 5.2. The algorithm LinearReduction supplies a tool for the latter task. Therefore, Gröbner basis techniques in L are necessary only when coker S (A) is infinite-dimensional over F .
Factorization of Laurent-Ore modules
The work of this section is motivated by the algorithm FactorWithSpecifiedLeaders in [13, 14] , where the idea of associated equations is extended to factor linear partial differential equations with finite-dimensional solution spaces. In terms of modules over an Ore algebra S = F [∂ 1 , . . . , ∂ m ] where = m, the problem solved by their algorithm can be formulated as follows: given a submodule N of S n such that M = S n /N is finite-dimensional over the field F , finds all submodules of S n that contain N . Such a submodule is called a factor of N since all its solutions are solutions of N . In their algorithm a factor is represented by a Gröbner basis with respect to a pre-chosen monomial order. Observe that, for a (right) factor of a given order, there is only one possibility for its leading derivative in the ordinary case, whereas, there are many possibilities in the partial case. Due to this complication, the algorithm has to check every possibility to compute all the factors of a given order. In this ideal-theoretic approach the quotient module M does not come into play.
In the module-theoretic approach to be described in this section, we compute all submodules of the above quotient module M , and then recover the factors of N in the sense of [13, 14] via the canonical map from S n to M . As all submodules of M are represented by linear bases over F , the problem of guessing leading derivatives goes away. The same idea carries over to Laurent-Ore modules and results in a factorization algorithm for ∂-finite systems.
Constructions with modules over Laurent-Ore algebras
Given a ring R, we first review some notions of reducibility of R-modules defined in [22] . An R-module M is reducible if M has a submodule other than 0 and M . Otherwise, M is irreducible or simple. An R-module M is completely reducible or semisimple if for every submodule N 1 there exists a submodule N 2 such that M = N 1 ⊕N 2 . Note that an irreducible module is completely reducible as well. An R-module M is decomposable if M can be written as N 1 ⊕ N 2 where N 1 and N 2 are nontrivial submodules of M . Otherwise, M is indecomposable. Clearly, an R-module M is reducible if it is decomposable, and M is irreducible when it is both indecomposable and completely reducible. By factoring an Rmodule, we mean finding its R-submodules.
As before, let F be a ∆-field with C the field of constants, 
be the corresponding Ore algebra and Laurent-Ore algebra, respectively. In the sequel, unless otherwise specified, F has characteristic 0 and C is algebraically closed.
Clearly, ordinary and partial differential modules in [20] are special cases of L-modules. The constructions in [20, §2.2] can be carried on L-modules in a similar way.
Let M be an L-module and N a submodule of M . The F -vector space M/N with the induced actions:
The direct sum of two L-modules M 1 and M 2 is M 1 ⊕ M 2 equipped with the actions:
for j > and ν ∈ {−1, 1}. Exterior powers of Laurent-Ore modules play an important role in the next section.
A module-theoretic approach to factorization
We now describe an idea on factoring Laurent-Ore modules.
Recall that a decomposable
The following theorem generalizes Lemma 10 in [9] or the corresponding statement in [20, 
Let M be a Laurent-Ore module with an F -basis {e 1 , . . . , e n }. (e 1 , . . . , e n ) and f = (f 1 , . . . , f g ). By Theorem 6.1, the problem of finding d-dimensional submodules of M is converted into that of finding one-dimensional submodules of ∧ d M whose generators are decomposable, and thus the factorization problem is reduced to two "subproblems": finding one-dimensional submodules and deciding the decomposability of their generators.
The first subproblem can be solved by a recursive method [15] for determining onedimensional submodules of a Laurent-Ore module. Applying the method to ∧ d M yields several finite subsets S 1 , . . . , S t ⊂ F g with the following properties:
(a) The elements of each S k are C-linearly independent. The latter is equivalent to the condition that the matrix P of φ w has rank (n − d). Hence, testing the decomposability of w amounts to a rank computation of P , i.e., identifying the unspecified constants c 1 , . . . , c q such that the rank of P is (n − d). This further amounts to solving several systems consisting of homogeneous polynomial equations and inequations in c 1 , . . . , c q over F . Using a linear basis of F over C, we can translate every such system into finitely many subsystems over C. Each subsystem has two portions: a set of polynomial equations and an inequation. If none of the subsystems has a solution, then the product of f and any C-linear combination of elements of S is not decomposable and thus does not lead to any d-dimensional submodule of M . Otherwise, substitute a solution into the matrix P , and compute a basis r 1 , . . . , r d of the rational kernel of P where r j ∈ F n . Set
A few words need to be said about those subsystems derived from the rank condition for P , since they may have infinitely many solutions after dehomogenization. We require that the substitution of any solution of a subsystem into P not only yields the required rank for P , but also makes a fixed (n − d) × (n − d) minor nonzero. An (n − d) × (n − d) minor may correspond to several subsystems. This requirement can always be fulfilled, and will help us describe all d-submodules of M by a finite amount of information. We proceed as follows. Let T be such a subsystem. Using the nonzero minor corresponding to T and Cramer's rule, we may find a basis r 1 , . . . , r d of the rational kernel of P where the entries of the r j are in F (c 1 , . . . , c q ) and their denominators divide the given minor. Set u j = er j for j = 1, . . . , d. Then ⊕ d j=1 F u j represents all d-dimensional submodules obtained by substituting solutions of T for c 1 , . . . , c q into u 1 , . . . , u d . Note that we may check the set of solutions of T by techniques from computational algebraic geometry. These considerations lead to a method for computing all submodules of M , which is described stepwise in [25, §4.4 
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Let 
Let us compute all two-dimensional submodules of M . Clearly,
form a basis of ∧ 2 M over F . By the algorithm in [15] , every one-dimensional submodule of ∧ 2 M has a generator of the form where B i ∈ F n×n for 1 ≤ i ≤ m and the B j are invertible for j > . In practice, the maps in E(M ) can be interpreted in terms of the B i . Let φ ∈ End F (M ) and P ∈ F n×n be its transformation matrix given by (φ(e 1 ), . . . , φ(e n )) τ = P (e 1 , . . . , e n ) τ . Let w = n i=1 a i e i ∈M where a i ∈ F . Then φ(w) = n i=1 a i φ(e i ) = (a 1 , . . . , a n )(φ(e 1 ), . . . , φ(e n )) τ = (a 1 , . . . , a n )P (e 1 , . . . , e n ) τ .
One can verify that the conditions ∂ i (φ(w)) = φ(∂ i (w)) hold for w ∈ M and 1 ≤ i ≤ m if and only if δ i (P ) = B i P − P B i for i ≤ and σ j (P ) = B j P B for j > }. (6) Clearly, the identity matrix 1 n ∈ E(M ) and E(M ) is a C-subalgebra of F n×n of dimension not greater than n 2 . Moreover, C · 1 n ⊆ E(M ) where C · 1 n denotes the set of all matrices of the form c · 1 n where c ∈ C. As a natural generalization of the results in [2] , [20, Proposition 2.13] or [23] for the case of linear ordinary differential equations, we have into the relation P 2 = P , we obtain three solutions:
Among which, we find P 1 P 2 = 0 and P 1 + P 2 = 1 2 . So {P 1 , P 2 } is a set of nontrivial orthogonal idempotents of E(M ). We have P 1 (M ) = {P 1 (w) | w ∈ M } = {(a 1 , a 2 )P 1 (e 1 , e 2 ) τ | a 1 , a 2 ∈ F } = F · e 1 − 1 k e 2 and P 2 (M ) = {P 2 (w) | w ∈ M } = {(a 1 , a 2 )P 2 (e 1 , e 2 ) τ | a 1 , a 2 ∈ F } = F · e 1 − 1 kx e 2 .
Therefore, P 1 (M ) ⊕ P 2 (M ) is a decomposition of M into two nontrivial submodules. 2
The eigenring method, however, may fail to find any factor of a Laurent-Ore module even this module is reducible. This happens when the eigenring of that module is trivial.
Concluding remarks
In this paper we have discussed how to solve and factor ∂-finite systems. A key technique described here is to use the notion of modules of formal solutions to connect ∂-finite systems with fully integrable systems, while the latter systems are very similar to linear ordinary differential (difference) equations. This technique naturally gives rise to PicardVessiot extensions for ∂-finite systems. Since Picard-Vessiot extensions are a stepping-stone to introduce Galois groups, it would be interesting to extend (part of) the Galois theory for linear ordinary (difference) equations to ∂-finite systems. We presented some methods for determining linear dimension of a linear functional system. We also generalized Beke's method and the eigenring approach to factor Laurent-Ore modules. The work on factoring Laurent-Ore modules is however preliminary, because efficiency and applications of these two methods have not yet been considered.
