Structural dynamics of surfaces by ultrafast electron crystallography: Experimental and multiple scattering theory by Schäfer, Sascha et al.
Structural dynamics of surfaces by ultrafast electron crystallography:
Experimental and multiple scattering theory
Sascha Schäfer, Wenxi Liang, and Ahmed H. Zewail 
 
Citation: J. Chem. Phys. 135, 214201 (2011); doi: 10.1063/1.3663963 
View online: http://dx.doi.org/10.1063/1.3663963 
View Table of Contents: http://jcp.aip.org/resource/1/JCPSA6/v135/i21 
Published by the American Institute of Physics. 
 
Related Articles
Role of RuO3 for the formation of RuO2 nanorods 
Appl. Phys. Lett. 100, 033108 (2012) 
Ambient effects on electric-field-induced local charge modification of TiO2 
Appl. Phys. Lett. 100, 022901 (2012) 
Control of selective adsorption behavior of Ti-binding ferritin on a SiO2 substrate by atomic-scale modulation of
local surface charges 
Appl. Phys. Lett. 99, 263701 (2011) 
Resonant tunneling in Si/SiGe/Si structures with a single quantum well under surface passivation 
J. Appl. Phys. 110, 123710 (2011) 
On the true optical properties of zinc nitride 
Appl. Phys. Lett. 99, 232112 (2011) 
 
Additional information on J. Chem. Phys.
Journal Homepage: http://jcp.aip.org/ 
Journal Information: http://jcp.aip.org/about/about_the_journal 
Top downloads: http://jcp.aip.org/features/most_downloaded 
Information for Authors: http://jcp.aip.org/authors 
Downloaded 20 Jan 2012 to 131.215.220.186. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
THE JOURNAL OF CHEMICAL PHYSICS 135, 214201 (2011)
Structural dynamics of surfaces by ultrafast electron crystallography:
Experimental and multiple scattering theory
Sascha Schäfer, Wenxi Liang, and Ahmed H. Zewaila)
Physical Biology Center for Ultrafast Science and Technology, Arthur Amos Noyes Laboratory of Chemical
Physics, California Institute of Technology, Pasadena, California 91125, USA
(Received 1 September 2011; accepted 2 November 2011; published online 2 December 2011)
Recent studies in ultrafast electron crystallography (UEC) using a reflection diffraction geometry
have enabled the investigation of a wide range of phenomena on the femtosecond and picosecond
time scales. In all these studies, the analysis of the diffraction patterns and their temporal change after
excitation was performed within the kinematical scattering theory. In this contribution, we address
the question, to what extent dynamical scattering effects have to be included in order to obtain quan-
titative information about structural dynamics. We discuss different scattering regimes and provide
diffraction maps that describe all essential features of scatterings and observables. The effects are
quantified by dynamical scattering simulations and examined by direct comparison to the results of
ultrafast electron diffraction experiments on an in situ prepared Ni(100) surface, for which structural
dynamics can be well described by a two-temperature model. We also report calculations for graphite
surfaces. The theoretical framework provided here allows for further UEC studies of surfaces espe-
cially at larger penetration depths and for those of heavy-atom materials. © 2011 American Institute
of Physics. [doi:10.1063/1.3663963]
I. INTRODUCTION
Ultrafast electron diffraction experiments have given
valuable insights into the temporal evolution of dynamical
processes on a structural level.1–3 Since the early experiments
the field has already developed into several branches includ-
ing transmission electron diffraction (TED),4–7 and ultrafast
electron diffraction in a reflection geometry (ultrafast elec-
tron crystallography, UEC).8, 9 Ultrafast electron microscopy
(UEM), besides diffraction, enables real-space and spectrum
imaging.10–13 The unique feature of electron diffraction in a
reflection geometry is the high surface sensitivity due to the
large scattering cross-section of electrons with matter and the
grazing incidence of the setup. Both factors combined enable
UEC to probe the surface and the first few nanometers within
the sample, permitting the study of femtosecond surface, in-
terface, and adsorbate dynamics which are hardly accessible
in TED or UEM.
However, the strong scattering between the probing elec-
trons and the surface leads to multiple scattering (also called:
dynamical scattering) effects which are not accounted for in
simple kinematical scattering theory. This is long known in
static reflection high energy electron diffraction (RHEED) at
surfaces and theoretical tools have been developed to describe
the resulting diffraction patterns in the presence of strong
multiple scatterings (see, e.g., Refs. 14–16).
In previous UEC experiments, time-dependent changes
in an electron diffraction pattern were analyzed and discussed
within the framework of kinematical diffraction theory. As the
UEC method became more mature and more widely applied it
seems natural to ask, to what extent multiple scattering effects
a)Author to whom correspondence should be addressed. Electronic mail:
zewail@caltech.edu.
have to be incorporated in the experimental analysis, what
qualitative features do they exhibit, and whether it is possible
to extract quantitative structural dynamics from UEC experi-
ments once a proper multiple scattering theory is applied.
In this contribution, we address these points by develop-
ing a dynamical scattering methodology. Using this approach,
we compare the simulated diffraction pattern changes of a
Ni(100) surface to the experimental results. While the dy-
namical scattering approach gives temporal diffraction pattern
changes in good agreement with experiment, relatively large
discrepancies are observed when the kinematical scattering
theory is used. Furthermore, we give a qualitative framework
to discuss these discrepancies using the concepts of Bragg re-
flections and surface wave resonances. Finally, we also apply
the dynamical scattering analysis to excitation-induced dy-
namics in graphite to elucidate what additional effects occur
in highly anisotropic, low-Z materials.
II. EXPERIMENTAL METHODS
The experimental setup of the Caltech UEC experiments
has already been described in detail elsewhere.1, 17 Briefly, the
apparatus consists of a sample preparation chamber equipped
with standard surface preparation tools, a load lock cham-
ber and a third chamber which contains the actual UEC
compartment.
Here, an electron pulse with an energy per particle of
30 keV and sub-ps pulse width is generated in a photoelec-
tron gun4, 18, 19 and focussed onto the sample in grazing inci-
dence. The sample is mounted on a 5-axis goniometer, so that
the incidence angle of the electron beam onto to sample and
its azimuthal angle relative to a zone axis of the sample can
be adjusted. The electron pulse gets diffracted at the sample
0021-9606/2011/135(21)/214201/15/$30.00 © 2011 American Institute of Physics135, 214201-1
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surface and the diffraction pattern is detected by a phosphor-
screen/CCD assembly, which is capable of single-electron
detection.
To record ultrafast dynamics, the sample is excited by a
femtosecond laser pulse (1 kHz, 100 fs, 800 nm) and the sub-
sequent change of the diffraction pattern is detected by vary-
ing the time delay between the electron and the laser pulse.
The difference in the arrival time of the electron pulse at dif-
ferent parts of the sample is compensated for by tilting the
wavefront of the optical excitation pulse relative to its prop-
agation direction,20 which was shown to give sub-ps time-
resolution.9 The fluence of the excitation laser at the sample
position was calibrated by scanning a knife edge across the
beam profile and recording the passing residual pulse energy.
In the grazing-angle geometry, it is known1, 21, 22 that un-
der special conditions not only structural dynamics but also
transient electric field effects can lead to a temporal change
of the detected diffraction pattern on a 10–100 ps time scale.
However, by recording the time-dependent movement of a
tangential electron beam in the similar case of adsorbate cov-
ered nickel samples (Ni(100)-c(2×2)-S) we find negligible
transient electric fields.23 Furthermore, for the case of nickel
reported here we only observe diffraction intensity changes
which are not sensitive to transient electric fields. The prepa-
ration of the nickel sample and its characterization is de-
scribed in Appendix A.
III. THEORETICAL METHODS
A. Dynamical diffraction theory
Due to the high scattering cross-section between elec-
trons and matter there is a substantial probability that an in-
cident electron is scattered several times before it leaves the
sample.14–16
In order to calculate the intensities of diffracted elec-
tron beams into different directions we have to analyze
the physical situation depicted in Fig. 1. An electron beam
with a wave vector k0, described by a wave function +
= A0 exp(ik0 · r), is impinging on a sample from the up-
per half space. Here, r denotes the electron position. The
spatially varying scattering potential inside the sample leads
to a set of new beams A′i exp(ik′i · r) in the half space be-
low the sample and a set of counter propagating beams
A′′i exp(−ik′′i · r) above the sample. Thus the wave function
of the scattered electron in the upper half space (near-field) is
u = + + − with − =
∑
i A
′′
i exp(−ik′′i · r); similarly,
the wave function in the lower half space is given by l =  ′+
=∑i A′i exp(ik′i · r). It is the intensities of the counter prop-
agating beams (in the far-field), Ii = A′′∗i A′′i , for different mo-
menta of the incident beam, k0, which are experimentally de-
tected in a reflective diffraction setup. The transmitted beams
are usually not observed in a reflection setup, since the mean-
free-path of 30 kV electrons is on the order of 100 nm, which
is much smaller than a typical sample thickness (∼1 mm).
Nevertheless, transmitted beams have to be included in the
theoretical simulation, since an electron can be first scattered
in the forward direction and subsequently backscattered cre-
ating a diffracted beam in reflection. The thickness of the
k0
sample
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x
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electron
beam in
reflection
diffracted
electron
beam in
transmission
region I, V(r) = 0
region III, V(r) = 0
region II
FIG. 1. Schematics of the diffraction geometry. An electron beam with wave
vector k0 impinges on the sample with an incidence angle θ . Due to the scat-
tering potential within the sample a set of diffracted electron beam is gen-
erated in transmission (k′i ) and reflection (k′′i ). Above and below the sample
the scattering potential V is zero and the wave function is a superposition
of non-interacting plane waves. Inside the sample the wave function can be
described by using a 2D-Bloch wave approach.
model slab is increased until the intensity of the reflected elec-
trons no longer change. In the following it is assumed that
the incident electron is only elastically scattered, i.e., when
k20 = k′2i = k′′2i . Normally in UEC the energy of the incident
electron is held constant, i.e., |k0| = const., but its direction
relative to the sample is changed.
In order to calculate A′′i the Hamiltonian H of the
scattered electron is considered, which is, to a good ap-
proximation, a one-particle Hamiltonian of the form H
= −¯2/(2me)∇2 + V (r). Solving the Schrödinger equation
with the boundary conditions, that the only wave propagat-
ing in the positive z-direction in the upper half space is given
by + and, furthermore, that there is no wave propagating in
the negative z-direction in the lower half space, gives the full
wave function of the electron, and thus the coefficients A′′i .
In the limit that the scattering potential exerts only a
weak perturbation (single scattering) on the incident elec-
tron beam, we can analytically express A′′i by employing the
Born approximation14 which gives the kinematical scattering
approximation:
A′′i = const. ×
∫
V (r) exp(−i(k′′i − k0) · r)d r. (1)
In this case the intensities, A′′∗i A′′i , of the diffracted beams
can be obtained from the Fourier-transform of the scattering
potential which, in turn, is related to the structure of the sam-
ple. Thus, the diffraction pattern and its change, for the case
of time-resolved diffraction, are directly connected to struc-
ture and structural change, provided that only single scatter-
ing events occur.
However, to incorporate multiple scattering events we
cannot rely on the Born approximation and have to numer-
ically solve the Schrödinger equation. For this purpose, we
implemented a parallel-to-surface multislice algorithm as de-
scribed by Ichimiya.24 The correct implementation was veri-
fied by comparison to reported results of multiple scattering
calculations for Ag(100) surfaces,25 and a comparison of dif-
ferent numerical approaches can be found in the literature.14
In the algorithm which is employed in this work the scat-
tering problem is solved in a mixed real-space/Fourier-space
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approach. It is assumed that the potential V (r) is periodic in
directions tangential to the surface of the sample, so that the
electron wave function can be written as Bloch waves in these
directions, i.e., as
 =
∑
i
ci (z) exp (i(κ0 + Bi) · r t ) , (2)
where κ0 and r t are the tangential components of k0 and r .
Bi is a vector of the reciprocal surface net, with i indexing all
reciprocal net points. Taking a∗ and b∗ as the reciprocal unit
mesh vectors gives Bi = ha∗ + kb∗ with integer numbers h
and k.
For z → −∞, the individual summands in Eq. (2) relate
to the eventually detected beams outside of the sample with
a tangential momentum component of κ0 + Bi . The corre-
sponding momentum component i perpendicular to the sur-
face is given by 2i = k20 − (κ0 + Bi)2, due to energy conser-
vation.
The Bloch wave ansatz Eq. (2) transforms the
Schrödinger equation into a system of ordinary second order
differential equations for ci(z). To obtain a numerical tractable
problem, the number of indices i has to be truncated at a fi-
nite number of points on the reciprocal surface net. Care has
to be taken that the finite number of chosen points are leading
to converged solutions of the scattering problem. It turns out
that a sufficient number of reciprocal lattice points in the zero
order Laue zone, i.e., with Bi · k0 = 0, are necessary. Higher
order Laue zones only give small corrections.26 In the calcula-
tions reported here, 33 reciprocal lattice points were included.
The truncated, finite system of differential equations is
finally solved by discretizing z into small steps z, giving
a system of linear eigenequations in each step. Numerically
solving these eigenequations and matching their solutions in-
side the sample as well as to the above mentioned boundary
conditions above and below the sample gives the coefficients
ci(z) and thus the amplitudes A′′i .
In order to define the Hamiltonian, the potential V (r),
which the scattered electron experiences within the solid, has
to be known. In a common approximation, which we also
adopt in this work, V (r) is assumed to be a superposition
of element-specific atomic potentials VL(r − rL) such that
V (r) = LVL(r − rL), where the summation runs over all
atoms L at positions rL. The atomic potentials VA are de-
rived from the atomic scattering factors, parametrized by the
tabulated Doyle-Turner coefficients.27 This approach neglects
bonding effects on the potential V (r) that can be studied by,
e.g., convergent beam electron diffraction.28 However, it has
been shown that already a satisfactory agreement between
theoretical predictions and experiments can be achieved by
using an element-specific atomic potential.14
The HamiltonianH as defined above conserves the norm
of the wave function, but it is necessary to include absorp-
tion effects which damp the coherent electron wave within the
solid. This is done by adding an imaginary component iVi (r)
to the potential. Choosing Vi (r) = 0.1 × V (r) was shown to
reproduce the basic features introduced by electron absorp-
tion, although it is known that the actual imaginary potential
due to thermal diffuse and plasmon scattering has a different
shape than the real part of the scattering potential.29
We note that this approach does only account for the de-
creasing intensity of elastically scattered electrons but does
not describe diffraction due to inelastically scattered elec-
trons. In the case of phonon scattering the inelastically scat-
tered electrons predominantly form a diffuse background
in the experimentally observed diffraction pattern, where,
again, dynamical scattering effects have to be carefully
considered.30, 31 The photo-induced ultrafast changes of the
background intensity are not discussed in this contribution
and their useful information (see, e.g., Ref. 32) will be dis-
cussed elsewhere.33 Finally, the use of the Bloch-wave ansatz
for the wave function does not take into account surface dis-
orders such as monoatomic steps.
B. The two-temperature model and structural
dynamics of Ni(100)
We begin here by comparing the experimentally obtained
structural dynamics of the Ni(100) surface to the dynamics
predicted by a two-temperature model (TTM)34 as a theoret-
ical reference point. In this model, the electronic and vibra-
tional subsystems are each in a local equilibrium state de-
fined by the temperature Te(z, t) and Tl(z, t), respectively.35
The temporal and spatial change of Te and Tl is given by
Ce
∂Te
∂t
= ∂
∂z
κe
∂Te
∂z
− g (Te − Tl) + S (z, t) ,
Cl
∂Tl
∂t
= g (Te − Tl) , (3)
where κe denotes the electronic heat conductivity,36 Ce and
Cl are the electron and lattice heat capacities, and g is the
electron-phonon coupling constant.
The initial rate of increase of the electronic energy due to
laser excitation is denoted by S(z, t) and is given by
S (z, t) = (1 − R)F
χ
exp(−z/χ ) sech
2(t/τ )
2τ
, (4)
where the first two terms describe the optical properties of the
sample and the last term signifies the temporal profile of the
excitation laser pulse. For nickel, R = 0.68 is the reflectivity
of the surface, χ = 14 nm, the penetration depth of the exci-
tation laser,37 and τ is related to the laser pulse width through
τ = 100 fs/1.76. F denotes the fluence of the excitation laser.
By using the optical penetration depth χ in describing the spa-
tial excitation profile, we neglect the contribution of ballistic
electron transport. This is justified if the mean free path of ex-
cited electrons is smaller than the optical penetration depth.
Previous studies have pointed out the importance of ballis-
tic transport, e.g., in ultrafast heating of gold films where the
electron mean free path can be as large as ∼100 nm.38 How-
ever, for the case of nickel, the mean-free-path of electrons
at room temperature is estimated to be only 11 nm.38 Further-
more, at elevated temperatures after laser excitation, increased
electron-electron and electron-phonon scattering will lead to
an additional decrease of the mean free path compared to its
room temperature value. Therefore, we expect that ballistic
electron transport only gives a minor contribution to the ini-
tial spatial spread of the excitation energy in nickel.
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To obtain the spatial and temporal evolution of Te and Tl,
we solved Eq. (3) numerically. As it is shown below, the elec-
tron predominantly scatters within the first 1–2 nm of the sam-
ple surface. Over this distance, Te and Tl do not change con-
siderably and can be well approximated by the corresponding
temperatures Te(0, t) and Tl(0, t) directly at the surface.
Recently, it has been pointed out that for many transition
metals it is necessary to include the temperature dependence
of the material constants in Eq. (3) to accurately describe
the heating and cooling dynamics after femtosecond laser
excitation.39, 40 Therefore, we use the temperature-dependent
values, Ce(Te), Cl(Tl), g(Te), and κe(Te, Tl) as reported in
Ref. 39, to incorporate these effects.
For time scales much longer than Ce/g, Te, and Tl become
asymptotically equal and an analytical solution can be found
for this limit,41
T (0, t) = T0 exp
(
κt
χ20
)
erfc
√
κt
χ20
≈ T0
√
χ20
πκt
, (5)
which predicts that the cooling dynamics of the surface fol-
lows a 1/
√
t behavior.
The temporal and spatial change of Te and Tl, as obtained
from the two-temperature model, can be used to construct a
simple description of the structural dynamics of the lattice
for which we consider the temporal and spatial change of the
perpendicular unit cell dimension c and of the atomic mean
square displacement 〈u2〉. Because the lattice system can
be described by a temperature Tl, the dynamical evolution of
〈u2〉 can be expressed using the equilibrium-like expression
〈u2〉 = 9¯2/(mkbθ2D)Tl (m: atomic mass Ni; θD = 370 K:
Debye temperature of nickel, reproducing the experimental
mean square displacement42, 43).
For the temporal change of the (perpendicular) unit cell
dimension we use a one-dimensional chain-model44–47 where
each chain node corresponds to an atomic layer parallel to the
surface. The layers are connected to the neighboring layers
by harmonic springs with a uniform spring constant per atom,
ks, which can be derived from the longitudinal sound velocity
v = 5277 m/s37 by using ks = m(2v/c0)2 (equilibrium layer
distance c0/2 = 1.76 Å).
The equilibrium distance, di, i.e., the minimum of the har-
monic potential, between the ith and (i + 1)th layer is a func-
tion of the electron and lattice temperature,
di(t) = c0 + 2γe3ksc0
∫ Te,i (t)
T0
Ce,ndT
+ 2γl
3ksc0
∫ Tl,i (t)
T0
Cl,ndT . (6)
Here, Ce, n and Cl, n are the electron and lattice heat capaci-
ties per atom and T0 is the temperature of the sample before
laser excitation. Te, i(t) and Tl, i(t) are the average values
of electronic and lattice temperatures of the ith and (i + 1)th
layer at a delay time t after laser excitation. γ e = 1.4 and γ l
= 1.9 (Ref. 48) denote the electronic and lattice Grueneisen
constants, which are defined as the thermodynamic relation
between the pressure increase, p, upon a change of the en-
ergy density, E/V, at constant volume, i.e., γ e/l = V(∂p/∂Ee/l)V.
However, we note that this thermodynamic relationship might
not be always applicable on the ultrafast time scale and for
non-equilibrium system.
We solve the equations of motion of the linear chain us-
ing a Verlet algorithm49 and thus obtain the temporal change
of the perpendicular unit cell dimensions at different depths
z within the sample. By using c(z, t) and 〈u2〉(z, t) as
input for the dynamical diffraction simulation we can predict
the temporal change of the diffraction pattern for comparison
with the experimentally obtained pattern change.
IV. RESULTS AND DISCUSSION
A. Qualitative features in dynamical scattering
from static crystal surfaces
In Fig. 2(a), we show the results of a dynamical scatter-
ing simulation for the specular diffraction spot of a Ni(100)
surface. On the right-hand side of Fig. 2(a) the results for the
reflectivity of the specular spot, i.e., the intensity of the spec-
ular spot, I(00), divided by the intensity of the incident beam,
I0, is plotted as a function of the incidence angle θ and the
azimuthal angle φ relative to the [110] zone axis.
To verify the validity of the diffraction simulation we
compare the experimentally observed φ-dependence of the
specular spot intensity (for a given incidence angle θ = 5.3◦)
to the theoretically prediction, as shown in Fig. 2(b). Both, the
positions and the intensity maxima are well reproduced.50
The qualitative features of the diffraction map (φ, θ ) can
be rationalized, as depicted on the left side of Fig. 2(a), by
considering two distinct scattering mechanisms, namely di-
rect Bragg (DB) scattering, a single scattering event quali-
tatively well described by kinematical scattering theory, and
surface wave resonances (SWR), which are inherently multi-
ple scattering events.
Direct Bragg scattering occurs when the incidence angle
θ is close to a Bragg angle θB, defined through√
(sin θB |k0|)2 + U = nc
∗
2
, (7)
where c* is the reciprocal unit cell vector perpendicular to
the surface and n is an integer. U is related to the mean inner
potential V by U = eV2m/¯2 which leads to an acceleration
of the electron beam when it enters the sample, equivalently
to optical refraction. We note that for U = 0, the Bragg con-
dition is recovered in its common form, i.e., nλ = 2dsin θB
with the electron beam wavelength λ and the crystallographic
interplanar distance d.
The Bragg angles for different reciprocal lattice points
(00n) are indicated as blue lines in Fig. 2(a). It is important to
notice that the intensity for direct Bragg scattering (into the
specular direction) is independent of the azimuthal angle φ.
Any intensity variation with φ, as seen in the numerical sim-
ulation (right part of Fig. 2(a)), has to be caused by multiple
scattering events.
In surface wave resonances, the incidence beam is not
directly scattered into an outgoing beam but couples with a
beam parallel or almost parallel to the surface which in turn
diffracts into the outgoing beam (see Fig. 2(c)). As it is shown
in Appendix A, surface wave resonances can occur if the
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FIG. 2. Ni(100) diffraction map for the specular diffraction spot. (a) The
calculated (φ, θ )-dependent reflectivity of the specular diffraction spot from
a Ni(100) surface near the [110] azimuth is shown on the top right. The quali-
tative features of the map can be rationalized by considering the Bragg angles
(blue lines) and surface wave resonance conditions (red lines) depicted on the
top left (see text and Appendix A for details). (b) The φ-dependence of the
calculated reflectivity (shaded gray area) is compared to the experimentally
determined intensity (blue line) of the specular spot for a fixed incidence
angle θ = 5.3◦, corresponding to the (0010) diffraction condition. φ-values
that allow SWR according to Eq. (8) are indicated by vertical black lines. (c)
Schematical comparison of the involved beams in a direct Bragg scattering
and a surface wave resonance regime.
following relation between θ and φ is satisfied,
φ = ξ
2ha∗k0
+
(
ξ − 2k20
)
θ2
2
√
(2ha∗k0)2 − ξ 2
,
with ξ = h2a∗2 + c∗2n2. (8)
The resulting parabolas are shown in the left-hand side
of Fig. 2(a). Direct Bragg scattering together with surface
wave resonances allow a clear interpretation of the numerical
results shown on the left side of Fig. 2(a). At small θ and near
the zone axis, the reflected intensity is strongly affected by
multiple scattering events and the qualitative behavior can be
well understood by considering surface wave resonance. No
clear Bragg scattering is visible. At moderately small θ and
sufficiently far away from the zone axis, a semi-kinematical
regime can be observed. Surface wave resonances only play
a minor role here and intensity maxima occur at the Bragg
angles. And that is why some electron microscopy experi-
ments are conducted away from the zone axis.51 Only small
variations of the intensity with changing φ are observed.
Another regime can be recognized at high incidence angles.
Here, intensity maxima occur if the conditions for surface
wave resonances overlap with Bragg conditions, so that
the reflectivity is, both, highly sensitive to the incidence
and the azimuthal angle. This regime is often utilized in
reflection electron microscopy16 and in the monitoring of
molecular beam epitaxy52 since it offers a high sensitivity to
structural changes while still providing a reasonable intensity
of scattered electrons. Also in recent UEC experiments such
a condition was adopted.22, 53
With these different regimes and their underlying scat-
tering mechanisms in mind we are now able to discuss how
photo-excitation affects the diffraction map.
B. Temporal changes of the scattering intensity
We considered two types of structural dynamics, namely
heating of the lattice which results in an increased mean-
square displacement of the individual atoms from their equi-
librium position, and expansion of the crystal lattice perpen-
dicular to the surface. In Fig. 3, we show for three different
azimuthal angles, how the rocking curve of the specular spot,
i.e., the diffraction intensity depending on the incidence an-
gle, changes when the temperature of the lattice is raised from
T = 300 K to 600 K (red lines), and when the lattice is ex-
panded by 10% (green lines) each compared to the equilib-
rium structure (blue lines). As a reference, we also give in
Fig. 3(d) the rocking curves as predicted by kinematical scat-
tering theory.
To qualitatively understand the changes in the rocking
curves at different azimuthal angles it is important to note how
direct Bragg scatterings and surface wave resonances are af-
fected by the lattice expansion or heating.
According to the Bragg condition (Eq. (7), for small in-
ner potential U) a relative change c/c in the lattice constant
c leads to a corresponding relative change θ /θ = −c/c.
Thus, for an expanding lattice each Bragg angle decreases,
as can be seen for the kinematical scattering simulation in
Fig. 3(d), for low incidence angles in Fig. 3(b), and for in-
termediate angles in Fig. 3(c). SWR conditions, on the con-
trary do not depend on c (for n = 0, see Eq. (8)), and there-
fore stay constant when the lattice expands perpendicular to
the surface. An example of this behavior is the intensity peak
in Fig. 3(b) marked with an arrow, which by comparison
with Fig. 2(a) is due to a (11) surface wave resonance and
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FIG. 3. Changes of the rocking curves upon heating and lattice expansion for different diffraction conditions. The rocking curves for a Ni(100) surface at
equilibrium conditions (T = 300 K, equilibrium lattice constants, blue lines) are compared to the rocking curves for a lattice which is 10% expanded perpen-
dicular to the surface (green lines), and a lattice at T = 600 K with the room temperature lattice constants (red lines). The azimuthal direction of the incident
electron beam is either in the [110] zone axis (a), or 7◦ and 9.45◦ off the zone axis (b,c). As a reference, also the rocking curves in the kinematical scattering
approximation are given in (d). The expected peak shift upon lattice expansion and intensity drop upon heating, according to the kinematic approximation, are
not reproduced in (a) and at high incidence angles in (b) due to the prevalence of multiple scattering events in these diffraction conditions. However, if the
azimuthal angle is off the zone axis and for intermediate values of the incidence angle a kinematic behavior can be qualitatively recovered as can be seen in (b).
is not moving after lattice expansion. The marked peak in
Fig. 3(c), on the contrary, satisfies for the equilibrium struc-
ture both the Bragg condition and the condition for the (11)
surface wave resonance. Consequently, after lattice expansion
the peak splits into two parts, one that stays at the position of
the SWR, and one that moves to smaller incidence angles ac-
cording to the changed Bragg condition. Since the high orig-
inal intensity of the peak is due to the overlap of the DB and
the SWR condition, after lattice expansion both peaks show
additionally a considerably reduced intensity.
Similarly, the increase of the atomic mean square dis-
placement due to lattice heating has a different impact on
direct Bragg scattering and surface wave resonances. Since
direct Bragg scattering is generated by the interference of
single scattering events, the temperature-dependence of the
diffracted intensity can be well described by the Debye-
Waller formula
ln (I/I0) = −〈(q · u)2〉, (9)
where u is the atomic displacement vector and q = k0 − k′′
the difference between the incoming and outgoing electron
wave vector. Surface wave resonances are generated by mul-
tiple scattering events, each having scattering vectors q dif-
ferent from k0 − k′′ which in principle can lead to a complex
temperature-dependence. However, in the multiple scattering
regime the Debye-Waller behavior is also often observed,54, 55
but with an effective q = qeff which is no longer directly re-
lated to k0 − k′′. Since the successive scattering events in sur-
face wave resonances show a smaller scattering angle than
direct Bragg scattering (see Fig. 2(c)), it is expected that for
surface wave resonances qeff < q.
These behaviors explain the various intensity changes
upon heating which are seen in Fig. 3. On the one hand, the
intensity change of the maxima in Fig. 3(b), which already be-
haves quasi-kinematically upon lattice expansion, also show
a clear resemblance of the intensity decrease as predicted by
kinematic scattering (Fig. 3(d)), both in magnitude of the rela-
tive change and in the scaling behavior with increasing θ and
thus increasing q. On the other hand, the intensity maxima
which are produced by surface wave resonances (the marked
peaks in Figs. 3(b) and 3(c)) show a smaller intensity change
compared to nearby DB scattering features.
The temperature-dependence of the SWR intensity is fur-
ther illustrated in Fig. 4. In the top part of Fig. 4(a) the sim-
ulated reflectivity of the (00)-spot for a fixed incidence angle
of θ = 5.4◦ is depicted for different azimuthal angles φ at T
= 300 K (blue line) and T = 600 K (red line). This is com-
pared to the temperature change as obtained from a simple
Debye-Waller behavior (green line), according to Eq. (9). It
can be clearly seen that the intensity change is consistently
smaller than the Debye-Waller prediction but also largely de-
pends on the azimuthal angle φ, although q is independent of
φ. Interestingly, the intensity is smaller on the left shoulder
of the resonance feature (closer to the zone axis) than on the
right one which leads to an apparent shift of the diffraction
features.
This behavior is compared to the experimental results
shown in the bottom part of Fig. 4(a). The intensity of the
(0010) spot was recorded at different azimuthal angles before
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FIG. 4. Photo-induced intensity change of the (0010) Bragg spot for differ-
ent azimuthal angles. (a) The simulated φ-dependence of the (0010) intensity
for two different temperatures (T = 300 K (blue line); T = 600 K (red line))
is compared to the experimentally measured intensity before and 15 ps af-
ter laser excitation (estimated T ≈ 550 K, see below). Both the shift of the
SWR maxima towards the zone axis and the smaller intensity drop compared
to kinematical scattering (green line) is reproduced in the experiment. (b)
Change of the rocking curve at a SWR (φ = 9.4◦) upon a change of the lat-
tice constant c. (c) The intensity drop of the (00 10) Bragg spot upon heating
is compared for different azimuthal angles φ. The intensity drop in a SWR
condition approximately follows a Debye-Waller-like behavior (Eq. (9)) with
an effective qeff which strongly depends on the azimuthal angle. The intensity
increase at φ = 3.05◦ with raising temperature can be explained by multiple,
competing scattering channels.
and 15 ps after laser excitation. As it is shown below, the laser
excitation (13 mJ/cm2) is expected to increase the tempera-
ture to ∼550 K. Both the less pronounced intensity change
after excitation, compared to the kinematical prediction, and
the shift of the intensity maxima are reproduced in the ex-
periment. The change in the rocking curve near the (0010)
Bragg condition for different relative changes in the lattice
parameter c is illustrated in Fig. 4(b) which shows the dif-
ferent behavior of the DBS and SWR upon lattice expansion.
Figure 4(c) indicates that although the heating-induced inten-
sity change strongly depends on the diffraction condition, for
most conditions there is still, qualitatively, a Debye-Waller-
like dependence on the temperature increase, i.e., ln (I/I0) ∝
T.
In summary, for both the heating and expansion in the
kinematic regime the structural dynamical features can be
obtained. In the multiple-scattering regime, the observed
changes in intensity or in expansion of the lattice become
lower than those of the kinematic regime and thus provide
the lower limit values characteristic of structural dynamics.
C. Connection between the diffraction map
and the diffraction pattern
At this point it is important to keep in mind how UEC
experiments are performed. In general, first without laser ex-
citation, a specific diffraction condition is selected by chang-
ing the orientation of the sample relative to the electron beam.
Then, diffraction patterns are recorded at a fixed sample ori-
entation but with different temporal delays between the ex-
citation laser and the probing electron beam. Therefore, we
have to consider in which way the diffraction map and espe-
cially its changes due to laser-induced structural dynamics,
as discussed above, determines the experimentally recorded
diffraction pattern.
First, we consider an ideal case, where the incident elec-
tron beam has a single, well-defined wave vector k0 and the
sample is perfectly flat and periodic in directions parallel to
the surface. The wave vectors k′′ of the diffracted beams (hk)
can be then obtained by the Ewald construction (Fig. 5). Due
to energy conservation, the incident and outgoing wave vec-
tors lie on a sphere in reciprocal space and, due to momentum
conservation, the parallel component of the momentum dif-
ference k0 − k′′ is quantized to reciprocal lattice vectors Bi. In
particular for the specular beam, i.e., Bi = 0, we see (Fig. 5(a))
that the outgoing angle θ ′′ of the diffracted beam is equal to
k'
k
Ewald
sphere
ZOLZ
k''
k
k''
k
(a) (b) (c)
k''
''
k''
kB
Bi
'
finite coherence
length
convergent
beam
FIG. 5. Ewald construction for the specular spot. (a) Due to energy conser-
vation, the incident and outgoing wave vectors k and k′ ′ lie on a sphere in
reciprocal space (green circle). The periodicity of the surface structure leads
to a quantized momentum transfer parallel to the surface, with allowed val-
ued according to reciprocal lattice rods Bi (gray lines). The wave vectors of
observed diffracted beams lie at the intersection of the Ewald sphere with re-
ciprocal lattice rods. For an idealized system with a well-defined incidence
wave vector k and perfect periodicity parallel to the surface, the wave vector
k′ ′ of the diffracted specular beam is sharply defined with an outgoing angle
θ ′ ′ equal to the incidence angle θ (independent of structural dynamics). (b) If
the quantization condition of the parallel momentum transfer is partly relaxed
by B due to surface defects, the specular beam shows a relative spread of
k′ ′/k = θ ′ ′ = B/θk in the outgoing wave vectors. The intensity within this
allowed range of outgoing angles depends on the modulation along the re-
ciprocal lattice rod. (c) Similarly, an incident beam with a range k of wave
vectors (convergent beam) gives a distribution of outgoing wave vectors with
k′ ′ = k.
Downloaded 20 Jan 2012 to 131.215.220.186. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
214201-8 Schäfer, Liang, and Zewail J. Chem. Phys. 135, 214201 (2011)
the incidence angle θ . The outgoing angle, and thereby the po-
sition of the detected diffraction spot, does not depend on the
actual lattice and therefore does not change due to structural
dynamics.
However, in previous experiments diffraction spot move-
ments were observed after laser excitation (see, e.g.,
Refs. 8 and 53). These results are understood provided the
more realistic diffraction conditions shown in Figs. 5(b) and
5(c) are considered when the diffraction rods have a finite
width due to a finite coherence length (Fig. 5(b)) or when the
beam is made convergent (Fig. 5(c)).
A finite coherence length, due to, e.g., defects, breaks the
periodicity parallel to the surface which partially relaxes the
quantization of the parallel component of k0 − k′′. This leads
to a broadening of the perpendicular rods in the Ewald con-
struction (Fig. 5(b)) on the order of B = 2π /l, where l is
the coherence length.56 The Ewald sphere cuts the broadened
rod at different heights which gives a distribution of outgo-
ing angles around θ with a width θ ′′ ≈ B/θk. For typical
values of θ = 5◦ and l = 20 nm, one obtains θ ′′ = 0.2◦.
We note that the higher the incidence angle θ the smaller the
window θ at a given coherence length l.
The intensity I(θ ′′) of the beams at different θ ′′ = θ
+ θ depends both on the modulation along the diffraction
rod, as calculated from the dynamical scattering simulation,
and on the modulation of the rod parallel to the surface. In a
simple, semi-kinematic picture we assume that I(θ + θ ) can
be written as I (θ + θ ) ∝ Idyn(θ + θ ) × Il(θ ), where
Idyn(θ + θ/2) is the intensity of a beam in the ideal case (see
Fig. 5(a)) with an incidence angle of θ + θ /2. Il(θ ) de-
pends in a complicated way on the coherence length.56, 57 For
illustrative purposes we use a Lorentzian function for Il(θ )
(shaded area in Fig. 6). Overall, sample disorder causes the
diffracted beam to contain information about the reflectivity
not only at θ but in a certain region around θ , so that this part
of the diffraction map is imaged onto the detector. This effect
can be more directly obtained by using a finite beam conver-
gence angle of the probing electrons, as depicted in Fig. 5(c).
However, in the present experimental setup the beam conver-
gence angle is smaller than 0.05◦ and can be neglected in most
cases.
The imaging mechanism explains why in previous ex-
periments a spot movement could be detected, since shifting
diffraction features in the diffraction map then lead to a shift
in the intensity distribution I(θ ′′) and therefore to a shift of
the diffraction spot position. However, to quantitatively relate
the shift of the diffraction spot with the change in the diffrac-
tion map it is important to consider the width of the sam-
pled θ -region (due to the finite coherence length) compared
to the width a diffraction feature in the diffraction map, as it
is shown in Fig. 6. If the sampled θ -region is large or com-
parable to the width of the diffraction feature (Fig. 6, upper
panels), the change in the diffraction map leads to an equal
change in the spot position. However, for small sampled θ -
regions (Fig. 6, lower panels) we recover the behavior of the
ideal diffraction case with no diffraction spot movement upon
excitation (Fig. 5(a)). Since the sampled θ -region depends on
the quality of the sample, which determines the width of the
reciprocal lattice rods, different samples can give rise to dif-
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FIG. 6. Connection between the diffraction map and the diffraction pattern.
In the left two panels the schematic shift of the Bragg condition before (blue)
and after excitation (red) is shown. The shaded area signifies the effective di-
vergence angle of the electron beam. The effective divergence angle is larger
in the top panel compared to the bottom panel. The center of the distribu-
tion can be adjusted by tilting the sample whereas the width is, in the present
setup, dominated by the sample quality (see Fig. 5(b) and discussion in the
text). The right panels show the resulting change of the Bragg spot in the
diffraction pattern. In the case of a large effective divergence (top panels) the
shift in the Bragg spot qualitatively matches the shift in the diffraction map.
For a small effective beam divergence, the Bragg spot is almost not moving
after excitation (corresponding to Fig. 5(a)), but the Bragg spot intensity de-
creases significantly since the Bragg condition changes due to an expanding
lattice.
ferent diffraction spot movements despite equal structural dy-
namics. The observed Bragg spot movement is only a lower
limit of the amount of movement in the diffraction map.
This is shown in Fig. 7 using single crystalline graphite
as an example. In the experimental rocking curve depicted
in Fig. 7(a) (blue line) two intensity maxima of the specu-
lar (0014) spot are visible which correspond to two different
graphite grains that are inclined to each other by ∼0.25◦. Af-
ter laser excitation (30 ps after time zero) both maxima shift
by θB = 0.015◦ to smaller incidence angles due to a thermal
lattice expansion. At the same time the intensity drops are
equal for both maxima, indicating an equal heating of both
grains. This has to be contrasted to the shift of the diffrac-
tion spot position shown in Fig. 7(b). Whereas the diffraction
spot generated by the first grain, which fulfills the Bragg con-
dition for small incidence angles, shows a shift in the scat-
tering angle θ + θ ′′ ≈ 2θB, as expected, the diffraction spot
generated by the second grain shows a diminished deflection.
This behavior can be rationalized by referring to Fig. 6. The
broader first peak in Fig. 7(a) corresponds to the experimen-
tal case shown in upper two panels of Fig. 6, where the shift
in the Bragg condition is reflected in a shift of the diffraction
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FIG. 7. Time-dependent rocking curve diffraction spot movement. (a) The
experimental rocking curve of single crystalline graphite [near (0014) Bragg
angle, (22) SWR] before (blue curve) and after excitation (red curve) is de-
picted. The two peaks in the rocking curve correspond to two single crys-
talline grains with a slight relative inclination of ∼0.25◦. The rocking curve
after excitation shows an overall decreased intensity due to an increased
atomic mean-square displacement and a uniform shift of 0.015◦ in the peak
maxima indicating a lattice expansion of 0.36%. (b) The right panel shows
the corresponding position of the (0014) Bragg spot (quantified by the scat-
tering angle θ ′ ′ + θ ) before (blue crosses) and after excitation (red crosses).
As expected, the scattering angle of the Bragg spot decreases after excitation
lattice expansion. However, contrary to the uniform shift of the rocking curve
in (a), the two grains show a different spot movement. This can be explained
by the different peak widths in the rocking curve of the grains together with
the imaging mechanism shown in Fig. 6.
spot. The more narrow second peak in Fig. 7(a) corresponds
to the situation depicted in the lower panels of Fig. 6, where
the same shift in the Bragg condition leads only to a reduced
shift in the diffraction spot.
D. Dynamical scattering in nickel and graphite
Having discussed the general phenomena which have to
be taken into account for a quantitative interpretation of UEC
experiments, we now wish to focus on two specific examples,
namely the photo-induced dynamics of a nickel (100) surface
and of a graphite (0001) surface.
In Fig. 8, the wave function components (see Eq. (2)) of
the diffracted electron wave in a SWR condition (blue curves:
specular/incident beam wave component c(00); red curves: sur-
face wave component) and in a quasi-kinematic condition
(green curves: specular/incident beam wave component c(00))
are shown, both, for nickel (left panel) and graphite (right
panel). Within a SWR the surface wave component gains a
significant amplitude within the first few atomic layers and the
specular/incident beam component decays accordingly. This,
again, demonstrates that the fundamental assumption of kine-
matic scattering theory, that the scattered wave has a negligi-
ble amplitude compared to the incident wave, is inadequate
for these cases. It can be seen that due to the higher scattering
potential (see insets in Fig. 8) of nickel the incoming electron
wave decays faster within the solid compared to graphite, al-
though the qualitative picture remains the same.
In the following we will first compare the experimentally
observed dynamics of the (0010) Bragg spot of a Ni(100)
surface with the theoretical prediction using the dynamical
scattering model outlined above and assuming the validity of
the two-temperature model. In the last part we will discuss,
what additional effects emerge for graphite due to its strong
anisotropy and the larger penetration depth of the scattering
electron, compared to the situation in nickel (Fig. 8).
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FIG. 8. Wave function of the diffracted electron for nickel (a) and graphite
(b) depending on the depth z within the sample. (a) The wave function co-
efficients |ci|2 (Eq. (2)) for Bi = (00) (green and blue lines) are calculated
for an incidence angle θ = 5.4◦ ((0010) Bragg spot) and azimuthal angles of
φ = 3.5◦ (blue line), corresponding to a (22) resonance, and φ = 12◦ (green
line). The red line shows the depth-dependence of the surface beam c(22)
for φ = 3.5◦. It can be seen that within the SWR the wave function is lo-
calized within 1 nm with a substantial transfer of population from the inci-
dent c(00) beam to the tangential c(22) beam. Outside of a SWR (green line)
the wave function coefficient c(00) decays slower within the solid and the
c(22) coefficient gains no significant amplitude (not shown). The inset shows
the average scattering potential depending on the depth z inside the sample.
(b) In the same way, c(00) was calculated for graphite using θ = 3.995◦
((0014) Bragg spot) and azimuthal angles of φ = 1.275◦ (relative to [110]
zone axis, (11) SWR) and φ = 7◦ (no SWR). The qualitative picture is sim-
ilar to (a) although, due to the smaller scattering potential (see inset), the
length scale over which the wave function decays is stretched.
1. Dynamics of a clean Ni(100) surface
In Fig. 9(a), the dynamics of the electron and lattice tem-
perature at the surface after excitation are shown for the used
experimental fluences and simulated within the TTM. Be-
cause the penetration depth of the excitation laser (14 nm) is
an order of magnitude larger than the penetration depth of the
electron beam (1–2 nm), a homogeneously excited sample is
effectively probed by the diffracted electron beam. Neverthe-
less, the inhomogeneous temperature distribution within the
sample governs the time constant for the cooling dynamics
and must be therefore retained in the model (spatial part of
Eq. (3)).
The electron temperature at the surface rises according to
the pulse width of the excitation laser and decays due to the
electron heat conductivity and the energy transfer to the lattice
temperature bath (electron-phonon coupling). The latter pro-
cess also gives rise to the increase in the lattice temperature,
which affects the diffraction intensity via the Debye-Waller
effect.
The fluence dependence of the lattice temperature rise
time can be understood by considering a simplified TTM
without thermal conduction (κe = 0) using temperature-
independent material constants. In this case, the lattice tem-
perature shows an exponential rise with a time constant τ
≈ Ce/g. However, for a free electron gas Ce is not temperature
independent but depends linearly on the temperature, whereas
g is temperature independent. This leads to an increase of τ
with the increase of fluence. Although for nickel the material
constants show a significant deviation from the free electron
gas,39, 40 which is also considered in our simulation, this qual-
itative trend is still retained.
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FIG. 9. Simulated heating dynamics of a Ni(100) surface (see text for de-
tails). (a) Temporal change of the electron (Te) and lattice temperature (Tl)
at the surface depending on the excitation fluence as predicted from a two-
temperature model with temperature-dependent material constants. (b) The
temporal change of the lattice constant for an excitation fluence of 7 mJ/cm2
at different depths as obtained by combining the two-temperature model with
a one-dimensional spring model.
The temporal change of the electron and lattice temper-
ature, and with this the change of the atomic mean-square
displacement, additionally initiates a change of the lattice
constant normal to the surface, i.e., c in the case of nickel.
Using the known electronic and lattice Grueneisen constants
and elastic properties of nickel (see Sec. III B), we obtain
the temporal change of the lattice constant at different depths
within the sample, as depicted in Fig. 9(b).
The distance between the topmost and second topmost
layer (dark blue curve) shows the fastest response (limited by
the half period of the interlayer vibration, here T/2 ≈ 105 fs)
with a fast component due to the initially hot electron system
and a long time component mainly due to the increased lattice
temperature.
Layers deeper within the sample can only expand when
those on top of them have already expanded, so that their
response is limited by z/v (z: depth within the sample, v
= 5277 m/s the longitudinal sound velocity37). Taking the
probing depth of the electron beam of 1–2 nm, we ex-
pect a time constant of the change in the Bragg spot
of τ ≈ 190−380 fs (see Fig 11).
This is an interesting difference when compared to ul-
trafast transmission electron experiments. There, a thin metal
film of thickness d is probed, which limits the change in the
Bragg spot position (due to unit cell changes) to d/v.58 For
typical values of d = 20 nm and v ≈ 5000 m/s, we obtain a
temporal resolution limit in the dynamics of the unit cell di-
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FIG. 10. Two-temperature model and Bragg peak intensity change. Compar-
ison between the experimentally observed and theoretically predicted tem-
poral drop of the (0010) Bragg spot intensity of a Ni(100) surface at an az-
imuthal angle of φ = 3.4◦. (a) The theoretically predicted heating dynamics
(dotted line) are obtained by using the temporal change of the structure as
deduced from a TTM (Fig. 9) and calculate the scattered intensity within dy-
namical scattering theory. To account for the finite temporal resolution the
theoretical predicted drop is convoluted with a Gaussian (4 ps standard de-
viation). It has to be noted that the experimental data are quantitatively re-
produced for different fluence by only using the known material constants
of nickel. On the contrary, a kinematical scattering model severely overesti-
mates the intensity drop due to lattice heating, as shown in the inset. (b) In
a similar manner the cooling dynamics of the surface at longer times is well
described, following a typical 1/
√
t behavior.
mensions of 4 ps. The interesting electronic contribution to
the lattice expansion occurring at early delay time is there-
fore only indirectly accessible in a transmission scattering
setup,6, 48 whereas the reflection setup, in principle, should al-
low their direct observation.
Taking the predicted temporal dynamics of the mean-
square displacement and the unit cell changes, we construct
a dynamical structure model of the surface and calculate the
subsequent temporal changes of the diffraction pattern within
the dynamical diffraction model.
In Fig. 10(a), we compare the calculated change in the
intensity of the (0010) Bragg spot (solid lines) for different
fluences F to the experimentally observed intensity change.
To account for the experimental time-resolution, the theoret-
ically predicted dynamics was convoluted with a Gaussian
(4 ps standard deviation in this case). As an example, the un-
convoluted intensity dynamics for F = 27 mJ/cm2 is shown
as a dotted line. We putatively attribute the limited time-
resolution in this study to the large electron footprint (∼2 mm)
on the sample within the grazing incidence configuration,
although the largest part of the thereby generated veloc-
ity mismatch between electron pulse and laser pulse is ex-
pected to be compensated by the tilted excitation scheme.20
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FIG. 11. Simulated dynamics of the relative Bragg angle change. Within
kinematic scattering theory (dotted red line) the relative change θ /θ of the
Bragg angle of a specular spot (due to lattice expansion) is independent of the
order of the spot. Within dynamical scattering theory (solid lines) the relative
shift of the Bragg spot depends on the azimuthal orientation φ and the inci-
dence angle θ . A reduced shift is observed in a SWR (light blue and red line).
In an off-resonance condition the shift predicted by dynamical scattering is
close to the kinematical results (dark blue line).
Preliminary results using smaller sample sizes gave an in-
creased time-resolution (∼2 ps) and experiments using an im-
proved electron gun design with decreased spot size are cur-
rently being performed. It is important to note that the good
agreement between theoretically predicted intensity change
and experimental results is achieved without any adjustable
parameters and only by using the known material constants
of nickel. Furthermore, including dynamical scattering effects
is crucial. As it is shown in the inset, a kinematic scatter-
ing model would severely underestimate the intensity change
by a factor of two (the mean-square displacement increases
logarithmically).
The cooling dynamics shown for long delay times in the
lower panel of Fig. 10 can be also reasonably well described
using Eq. (5), provided that the reduced intensity change due
to dynamical scattering is taken into account.
In Fig. 11, we show the predicted relative shifts of the
Bragg angles, θ /θ , for the specular spot at different delay
times t using the results of the TTM together with the one-
dimensional spring model as input to the dynamical scatter-
ing calculation. The shift within kinematical scattering the-
ory (dotted red line) closely resembles the predicted change
in the interlayer distance c near the surface as shown in
Fig. 9, since θ /θ ≈ c/c. Furthermore, θ /θ is indepen-
dent of the incidence angle θ (order of the Bragg spot), or
the azimuthal orientation φ. However, within dynamical scat-
tering theory θ /θ , shown in Fig. 11 (solid lines), depends
both on the incidence angle and the azimuthal orientation.
Especially in a SWR condition (light blue and red line) the
movement of the Bragg spot is significantly reduced since
the resonance condition does not change with an expanding
lattice, as already discussed above in relation to Fig. 4(b).
Experimentally, we do not observe any time-dependent shift
in the position of the (0010) Bragg spot (within an ex-
perimental uncertainty of |θ /θ | < 0.0005) in agreement
with the theoretical prediction for φ = 3.4◦ (light blue
curve).
2. Dynamics of single crystalline graphite
For the second example we discuss the implications of
dynamical scattering effects on the measured structural dy-
namics of graphite. Graphite differs in two respects from the
previous example of Ni(100). First, graphite is a layered ma-
terial and shows a strong anisotropy for the properties paral-
lel and perpendicular to the layers. Within kinematic theory
only motions parallel to the scattering vector are probed in
a diffraction setup. By choosing an adequate diffraction con-
dition either motions within the layers or in a perpendicular
direction can be selectively studied. However, in dynamical
scattering theory a set of electron waves with different di-
rections and hence different scattering vectors are simultane-
ously excited, so that atomic motions in different directions
are probed.
Second, due to the low atomic number and atomic den-
sity the penetration depth of the probing electron is larger in
graphite than in nickel (see Fig. 8), which leads to sharper
peaks in the rocking curve, so that peak shifts will have also
an effect on the observed scattered intensity at a fixed inci-
dence angle θ , as discussed in Sec. IV C.
To discuss the relative significance of these two features
on the observed transient diffraction pattern, we employ a
simplified model for the structural dynamics of graphite. The
actual structural dynamics in graphite involves more than lat-
tice heating as discussed in Ref. 59. In our simplified model,
we assume that the in-plane atomic motions couple to the
electronic degrees of freedom with a time constant of τ 1
= 2 ps. The out-of-plane motions subsequently equilibrate
with the in-plane motions on a time scale of 7 ps leading to
a temporal change of the in-plane temperature, T‖, and the
out-of-plane temperature, T⊥, as depicted in Fig. 12.
The effect of T‖ = T⊥ on the Bragg peak intensity of the
specular spot in a SWR condition is shown in Fig. 13(a) by
calculating the intensity of the (0014) Bragg spot at different
temperatures T⊥ = T (red curve) or T‖ = T (green curve),
while keeping the temperature for movements in the other
direction constant. For comparison, also the temperature-
dependent intensity for an equilibrated lattice (blue curve)
is depicted together with the kinematically predicted Debye-
Waller behavior (pink curve) and the intensity change within
a semi-kinematical scattering condition (light blue curve, out
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FIG. 12. Simulated heating dynamics of the in-plane and out-of-plane vibra-
tional modes in graphite at an excitation fluence of 10 mJ/cm2. The material
constants were taken from Refs. 60–62.
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FIG. 13. Influence of dynamical scattering on the observed photo-induced
diffraction pattern changes in graphite. (a) Intensity of the (0014) Bragg spot
at the (11)-SWR for different temperatures T. The blue curve shows the inten-
sity drop when the in-plane and out-of-plane vibrations are in thermal equi-
librium with each other at a temperature T. The red (green) curve refer to
non-equilibrium scenarios where the in-plane (out-of-plane) vibrations are at
a temperature T and the out-of-plane (in-plane) vibrations are at a temperature
of 300 K. For comparison, also the kinematically predicted intensity drop is
shown (pink line) together with the calculated intensity drop for an azimuthal
angle of φ = 7◦ (no SWR, light blue line). This shows that the reduced in-
tensity drop upon heating in a SWR as discussed for nickel is also observed
in graphite. Furthermore, due to the coupling of the incident electron beam
to a tangential surface beam the intensity drop is not only dependent on the
out-of-plane vibrational temperature but also on the in-plane temperature. (b)
Simulated temporal intensity drop of the (0014) Bragg spot using the time-
dependent temperatures shown in Fig. 12 showing the difference in the rela-
tive, temporal change of the Bragg area in the rocking curve (blue line), the
relative change in the reflectivity for incidence angles of θ = 3.97◦ (green
line) and θ = 4.02◦ (red line), and the intensity dynamics as predicted by
kinematical scattering (pink line). The different behaviors can be explained
by the interplay between lattice expansion and lattice heating and their effect
on the rocking curve as displayed in Fig. 14.
of SWR). Within kinematical scattering the intensity of the
(0014) Bragg spot only depends on the out-of-plane temper-
ature, T⊥. When a SWR condition is chosen, not only the ef-
fective Debye-Waller is decreased, as already observed for
Ni(100), but also the diffracted intensity depends on both
the in-plane and out-of-plane temperature. However, for the
case of graphite with the in-plane Debye temperature θD, ‖
= 1300 K, which is significantly larger than the out-of-plane
one, θD, ⊥ = 530 K,61 the in-plane movements only give a
small contribution (∼15%) to the intensity decrease of the
(0014) Bragg spot.
To assess the effect of temporal changes in the rocking
curve on the observed dynamics of the (0014) Bragg spot,
we use the predicted temporal behavior of the temperatures
T‖ and T⊥ (Fig. 12) and simulate the Bragg spot intensity at
different incident angles (Fig. 13(b)) and the rocking curves
(Fig. 14) for different delay times t assuming a thermal ex-
pansion of the lattice. In the left panel of Fig. 14 only the
expansion of the lattice (without heating) is considered in the
simulation of the rocking curve, whereas in the middle panel
the lattice heating (without expansion) is taken into account.
The right panel shows the temporal change of the (0014) rock-
ing curve for the physically relevant case of both lattice heat-
ing and expansion.
As expected, lattice expansion alone leads to a time-
dependent shift in the peak of the rocking curve, although
additionally a decrease in diffracted intensity and a change
in the rocking curve shape is apparent (see also Fig. 4(b)).
4 4 4
incidence angle [°]
0 ps
50 ps
4 ps
0 ps0 ps
4 ps
4 ps
50 ps
50 ps
lattice expansion +
lattice heatinglattice heatinglattice expansion
FIG. 14. Influence of lattice expansion and lattice heating on time-dependent
rocking curves for the (0014) Bragg spot in graphite. Rocking curves at delay
times t = −5 ps, 4 ps, and 50 ps using either only the predicted lattice
expansion (left panel), only the lattice heating (middle panel) or both, lattice
expansion and lattice heating.
Lattice heating (without expansion) leads to a Debye-Waller-
like effect with a decreased effective Debye-Waller factor as
already discussed above. Combined lattice heating and expan-
sion (Fig. 14, right panel) gives a time-dependent change of
the position and shape of the rocking-curve maximum, mainly
produced by the lattice expansion, and a decrease in the max-
imum intensity produced by both the lattice expansion and
the lattice heating. With this temporal change of the rocking
curve the time-dependent change of the diffracted intensity at
different incidence angles (Fig. 13(b)), i.e., positions in the
rocking curve can be rationalized. If the incident angle is cho-
sen at the maximum of the rocking curve before excitation,
θ = 4.02◦, a fast decrease of the diffracted intensity is ob-
served (Fig. 13(b), red curve) due to both lattice expansion
and lattice heating. However, if the incidence angle is cho-
sen to be slightly smaller, θ = 3.97◦, the intensity in the first
∼5 ps stays almost constant, since the decrease of diffracted
intensity due to the Debye-Waller effect is compensated by
the lattice expansion which shifts the maximum of the rocking
curve closer to θ = 3.97◦. At later times the lattice expansion
leads to rocking curve maxima smaller than 3.97◦, so that the
diffracted intensity now shows a marked decrease.
It is important to note from the observed intensity change
for θ = 3.97◦ and θ = 4.02◦ that for the case of graphite it is
necessary to observe the change of the total rocking curve af-
ter excitation in order to obtain quantitative information about
the underlying dynamics.
V. CONCLUSION
In this contribution, we have studied experimentally two
samples such as nickel and graphite using UEC under ultra-
high vacuum conditions. Comparison with theory in the kine-
matical and dynamical scattering regimes have been exam-
ined highlighting the importance of obtaining “diffraction
maps” which we define by both the Bragg angle θ and the
azimuthal angle φ. It is shown that multiple scattering ef-
fects are important and can be rationalized. Their most sig-
nificant influence is in showing that kinematical analysis un-
derestimates the values of lattice temperature (mean-square
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FIG. 15. Geometrical construction of the surface wave resonance condition (see text for details). (b and c) Two-dimensional cuts of the Ewald construction
depicted in (a).
displacement) and lattice expansion, thus the observed values
represent lower limits of dynamical changes. Finally, we ex-
amined the effect of lattice anisotropy (graphite), penetration
depth, finite coherence length and order of diffraction on the
observed Bragg peaks shift and hence structural expansion.
We expect that the reported results will enhance the level of
applications for future ultrafast electron diffraction studies.
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APPENDIX A: SURFACE WAVE RESONANCES
A surface wave resonance occurs when the incoming
electron beam can diffract into a beam running parallel or al-
most parallel to the surface as well as into an outgoing elec-
tron beam. Thus, unlike the kinematical scattering picture,
there are at least three beams involved in the scattering pro-
cess. Using a geometrical construction (Fig. 15), we wish to
derive in which azimuthal orientation of the sample a surface
wave resonance can exist. The incident electron beam has a
wave vector k0 (black arrow, Figs. 15(a) and 15(b)) and is
elastically diffracted into an outgoing beam with a wave vec-
tor k′′ = k0 + G (blue arrow), where G is a reciprocal lattice
vector normal to the surface. Since the scattering process is
elastic both the incident and scattered wave vectors have the
same length, |k0| = |k0 + G|, and therefore the endpoints of
the wave vectors lie on a sphere (Ewald sphere) with its center
at T :
T =
⎛
⎜⎜⎝
√
k20 − (G/2)2 sinφ√
k20 − (G/2)2 cosφ
|G|/2
⎞
⎟⎟⎠. (A1)
In this situation a surface wave can be excited (broken, or-
ange arrow in Figs. 15(a) and 15(c)), if the Ewald sphere
cuts an additional reciprocal lattice rod at a point G′ with
G′z = |G|/2 + G′. The x- and y-component of G′ are re-
stricted to multiples of the unit mesh of the reciprocal sur-
face net, i.e., G′x = ha∗ and G′y = kb∗. In the following we
restrict the derivation to G′y = 0 although the more general
case can be easily incorporated. For a beam parallel to the
surface, G′ is equal to zero. Experimentally, (weaker) res-
onances with G′ = c*n (c* reciprocal lattice vector normal
to the surface) are observed, where n is a small integer. In
these cases the surface beam has a small angle relative to the
surface.
In order for G′ to lie on the Ewald sphere, |G′ − T |
= |k0| must hold. Using the Bragg equation, |G|/2 = sin θ ,
and considering small angles θ , gives the following relation
between the incidence angle θ and the azimuthal angle φ, for
which a SWR can be formed,
φ = ξ
2ha∗|k0| +
(
ξ − 2k20
)
θ2
2
√
(2ha∗|k0|)2 − ξ 2
, (A2)
where
ξ = h2a∗2 + c∗2n2. (A3)
Furthermore, the influence of the potential step V at the sur-
face can be included, by defining ξ as ξ = a*2 + c*2n2
− V. Thus, in the diffraction map SWR conditions are satis-
fied along parabolic curves. For the strongest resonances with
n = 0 (G′ = 0), the parabola only depend on the reciprocal
lattice dimensions parallel to the surface and the potential step
at the surface. Therefore, the SWR parabola do not change
upon lattice expansion.
APPENDIX B: SAMPLE PREPARATION
AND CHARACTERIZATION
The Ni(100) surface was prepared from a nickel single
crystal (Accumet Materials Co., 4N5 purity, < 0.5◦ mis-
cut) by repeated sputtering (300 eV, Ar+) and annealing
(∼900 K) cycles as reported in the literature.63 Prior to trans-
ferring the sample to the UEC chamber, the final cleanliness
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FIG. 16. Sample characterization (a) Auger electron spectra of the Ni(100) sample at the S(KLL), Ni(LMM), C(KLL), and O(KLL) transition energies. (b)
LEED pattern of the nickel without cleaning steps (showing a Ni(100)-c(2×2)-S adsorbate structure) and the diffraction pattern of the sample after several
sputtering and annealing cycles.
of the surface was verified by low-energy electron diffraction
(LEED) and Auger electron spectroscopy. In Fig. 16(a)
(left and middle panels) the Auger electron spectra near the
sulfur (KLL)-transition and the nickel (LMM)-transition
are shown for the nickel sample prior to cleaning, after
one ion-sputtering step and after eight sputtering/annealing
cycles. Prior to cleaning, the surface was contaminated by
sulfur, which was removed by the sputtering/annealing cycles
leading to a vanishing sulfur signal64 and an increased nickel
signal in the Auger electron spectrum. Also carbon and
oxygen impurities Fig. 16(a) (right panels) can be ruled out
for the cleaned surface. The low-energy diffraction pattern
Fig. 16(b) for the uncleaned (left panel) and cleaned surface
(right panel) show both well-defined diffraction spots with
a low background intensity, indicating ordered surfaces. The
surface structure before cleaning is attributed to nickel surface
with an ordered sulfur over-layer, i.e., Ni(100)-c(2×2)-S.
The half-order diffraction spots disappear after sputtering
and only the spots that originating from a Ni(100) remain.
The base pressure in the apparatus is in the lower
10−10 Torr range. Since the time-resolved diffraction patterns
are recorded over a few days, it is expected that during this
period the surface gets again contaminated to some degree.
However, we did not observe any deterioration of the RHEED
pattern in the course of the experiment. Heavy surface con-
tamination, as observed on a nickel single crystal without the
above described cleaning steps, on the contrary, led to drasti-
cally reduced Bragg spot intensities with diffuse spot profiles.
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