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a b s t r a c t
A group is called a generalized Baumslag–Solitar group, or GBS-group, if it is the fundamental
group of a graph of groups with infinite cyclic vertex and edge groups. A GBS-group is said
to be GBS-simple if it has no proper, non-cyclic geometric quotients, i.e., quotients other
than Z which arise from geometric homomorphisms. The main result gives a complete
description of the GBS-groups which are GBS-simple. This is achieved by constructing a set
of natural examples of geometric homomorphisms.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and results
A Baumslag–Solitar group is a one-relator group with a presentation of the form
BS(m, n) = ⟨ t, x | (xm)t = xn ⟩,
wherem and n are non-zero integers. These groups were featured in an article by Baumslag and Solitar [3] in 1962, but they
are probably of greater antiquity. A similar type of one-relator group is a group with the presentation
K(m, n) = ⟨ x, y | xm = yn ⟩,
where again m and n are non-zero integers. Notice that K(m, n) is a torus knot group if m and n are relatively prime. Aside
from the simplicity of their presentations, these groups have the common feature that they are the fundamental groups of
very small graphs of groups with infinite cyclic edge and vertex groups. Indeed, K(m, n) arises from a graph with a single
edge and BS(m, n) from a single loop. There is an obvious way to generalize the groups BS(m, n) and K(m, n) by allowing
more complex graphs.
By a generalized Baumslag–Solitar group, or GBS-group, we will mean the fundamental group of a graph of groups with
infinite cyclic edge and vertex groups. Specifically, let Γ be a finite connected graph with vertex set V (Γ ) and edge set
E(Γ ). We allow loops and multiple edges to appear in the graph. For any edge e, let e+ and e− denote its end vertices.
Associate to e and e± infinite cyclic groups ⟨ ue ⟩ and ⟨ ge± ⟩. Injective homomorphisms from ⟨ ue ⟩ to ⟨ ge+ ⟩ and ⟨ ue ⟩ to
⟨ ge− ⟩ are determined by the assignments ue → gω
+(e)
e+ and ue → gω
−(e)
e− where ω
+(e), ω−(e) ∈ Z∗ = Z\{0}. These data
are conveniently encoded by means of a weight function
ω : E(Γ )→ Z∗ × Z∗
with values
ω(e) = (ω−(e), ω+(e)).
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The weighted graph (Γ , ω), which will be called a GBS-graph, determines a graph of groups with infinite cyclic vertex and
edge groups. A generalized Baumslag–Solitar group is defined to be the fundamental group of the graph of groups encoded
by a GBS-graph (Γ , ω),
G = π1(Γ , ω).
To obtain a presentation of the group G, we choose a maximal subtree T of Γ ; then G has generators gx, te, where
x ∈ V (Γ ), e ∈ E(Γ \T ), and defining relations
gω
+(e)
e+ = gω
−(e)
e− if e ∈ T and (gω
+(e)
e+ )
te = gω−(e)e− if e ∈ E(Γ \T ).
We depict these relations as follows:
It is well-known that, up to isomorphism, π1(Γ , ω) is independent of the choice of T — see for example [7]. With this
notation, we have
and
which will be called edge groups and loop groups respectively.
The directions of the arrows on the edges and the signs of theweights in a GBS-graph are not uniquely determined by the
group. Indeed, all weight values can be multiplied by−1, and if x ∈ V (Γ ), then replacing the generator gx by g−1x changes
the sign of the adjacent weights of the edges incident at x; furthermore, if e ∈ E(Γ \ T ), replacing te by t−1e changes the
direction of the arrow on e. These actions define an equivalence relation on GBS-graphs, with groups defined by equivalent
graphs being isomorphic. It is a simple exercise to show that every weighted GBS-graph is equivalent to one whose weight
function has positive values on the edges of a spanning tree.
It is evident that a GBS-group is finitely presented and torsion-free: in fact by 1.2 below every finitely generated subgroup
of a GBS-group is finitely presented, i.e., GBS-groups are coherent. Non-cyclic GBS-groups have been characterized by
Kropholler in an important work [6] as the finitely generated groups of cohomological dimension 2 which have an infinite
cyclic subgroup that is commensurable with each of its conjugates. (Here we recall that a subgroup Y of a group X is
commensurable in X if Y ∩ Y x has finite index in Y for every x ∈ X . An element x of X is said to be commensurable in X
if ⟨ x ⟩ is commensurable). In the same article it is shown that if G is a GBS-group, then G′′ is a free group).
Geometric homomorphisms
An important feature of the present work is the introduction of certain natural maps between GBS-groups, called
geometric homomorphisms, which arise from the structure of the underlying GBS-graphs.
Let Γ1,Γ2 be graphs with maximal subtrees T1, T2, respectively. A pair of functions (γ , δ)where
γ : V (Γ1)→ V (Γ2) and δ : E(Γ1 \ T1)→ E(Γ2 \ T2)
is called a vertex–edge pair for (Γi, Ti), i = 1, 2, if the functions satisfy the following conditions:
(i) (δ(e))± = γ (e±) for all e ∈ E(Γ1 \ T1);
(ii) if e ∈ E(T1) and γ (e+) ≠ γ (e−), then ⟨γ (e−), γ (e+)⟩ is an edge of T2.
Thus the non-tree edges of Γ1 are mapped to non-tree edges of Γ2, while edges in T1 are mapped to edges in T2 provided
that γ has different values at their endpoints; otherwise, such edges disappear.
Let (Γi, ωi), i = 1, 2, be GBS-graphs with respective maximal subtrees Ti. A homomorphism between the corresponding
GBS-groups
θ : π1(Γ1, ω1) −→ π1(Γ2, ω2)
is called geometric relative to (T1, T2) if there exists a vertex–edge pair (γ , δ) for (Γi, ωi, Ti, ), i = 1, 2, which induces θ in
the following sense:
(i) gxθ = (gγ (x))r(x) for x ∈ V (Γ1),
(ii) teθ = (tδ(e))s(e) for e ∈ E(Γ1 \ T1),
where r(x), s(e) ∈ Z. Thus θ is determined by parameters
(γ , δ, r(x), s(e) | x ∈ V (Γ1), e ∈ E(Γ1\T1)),
which of course are subject to certain restrictions. A quotient group of a GBS-group G is called geometric if the associated
normal subgroup is the kernel of a surjective, geometric homomorphism from G to some GBS-group with respect to the
given maximal subtree.
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GBS-simple groups and GBS-free groups
Notice that every GBS-group has Z as a quotient, although not necessarily as a geometric quotient. In addition it is
straightforward to show that a GBS-group is cyclic if and only if it is isomorphic with some K(1, n). In fact it follows from
4.2 below that there is a geometric isomorphism from any cyclic GBS-group to the group K(1, 1).
We will say that a GBS-group is GBS-simple relative to a maximal subtree T if there are no surjective, geometric
homomorphisms relative to T , with non-trivial kernel, from G to any non-cyclic GBS-group. Equivalently G has no proper,
non-cyclic, geometric GBS-quotients. (Here a quotient is called proper if the associated normal subgroup is non-trivial.) If
a GBS-group has no proper, non-cyclic GBS-quotients at all, whether geometric or not, then it is called GBS-free. Our main
result provides a complete classification of the GBS-groups which are GBS-simple: it also shows that the properties ‘‘GBS-
free’’ and ‘‘GBS-simple’’ are identical.
Theorem A. Let (Γ , ω) be a GBS-graph and let G = π1(Γ , ω) be the GBS-group defined with respect to a maximal subtree T .
Then the following statements are equivalent:
(a) G is GBS-free;
(b) G is GBS-simple;
(c) there is a geometric isomorphism from G to one of the groups
BS(1, n), K(1, 1), K(p, q), K(p, pd),
where n ∈ Z∗, p, q are distinct primes and d > 0.
For example, K(2, 4) and BS(1, 6) are GBS-simple, but K(4, 8) and BS(2, 4) are not. Notice that as a consequence of the
theorem the property GBS-simple is independent of the chosen maximal subtree.
The structure of the proof is as follows. In Section 2 we define certain natural geometric homomorphisms, called pinch
maps, edge and loop contractions, and Hopfmaps, and use them to show that any non-cyclic GBS-groupmaps geometrically
onto a non-cyclic edge group or bouquet of loops group. These maps are of independent interest and may well be useful in
other investigations of GBS-groups. Section 3 contains results on the Bass–Serre tree of a GBS-group. In Sections 4 and 5 we
identify the GBS-quotients of the groups K(m, n) and BS(m, n), which makes it possible to complete the proof of Theorem A
in Section 6. The final section describes connections between the theory of GBS-groups and topology. The authors are grateful
to the referee for several helpful suggestions and corrections.
Properties of geometric homomorphisms
It is an important property of geometric homomorphisms that their composites are also geometric.
1.1 Let Gi = π1(Γi, ωi), i = 1, 2, 3, be GBS-groups with associated maximal subtrees Ti, and let φi : Gi → Gi+1, i = 1, 2,
be geometric homomorphisms with parameters (γi, δi, ri(x), si(e)) relative to the Ti. Then the composite φ1φ2 is a geometric
homomorphism from G1 to G3 with parameters
(γ2γ1, δ2δ1, r1(x)r2(γ1(x)), s1(e)s2(δ1(e)).
Proof. First observe that (γ2γ1, δ2δ1) is a vertex–edge pair. For, if e ∈ E(Γ1\T1), then (δ2δ1(e))± = γ2(δ1(e)±) =
γ2γ1(e±). Also, if ⟨x, y⟩ ∈ E(T1) and γ2γ1(x) ≠ γ2γ1(y), then γ1(x) ≠ γ1(y), so ⟨γ1(x), γ1(y)⟩ ∈ E(T2). Thus we have
⟨γ2γ1(x), γ2γ1(y)⟩ ∈ E(T3). Next, if x ∈ V (Γ1), then
(gx)φ1φ2 = (g r1(x)γ1(x))φ2 = (gγ2γ1(x))r1(x)r2(γ1(x)),
and there is a similar calculation for (te)φ1φ2 . 
Some care needs to be exercised in dealing with geometric homomorphisms. For example, simple examples show that if
a geometric homomorphism is an isomorphism, its inverse may not be geometric. Also, in general the image of a non-trivial
geometric homomorphism need not be a GBS-group. However, we can give necessary and sufficient conditions for such
an image to be GBS. For this purpose it is important to understand the structure of the finitely generated subgroups of a
GBS-group. The following result is of interest in its own right.
1.2 Let H be a finitely generated subgroup of a GBS-group G. Then H is either free or a GBS-group.
Proof. Assume that H is not free, so G is non-cyclic. Now cd(H) ≤ cd(G) = 2 . If cd(H) = 1, then by a result of Stallings and
Swan the group H is free since it is torsion-free: (for these facts see [1], Chapter II). By this contradiction cd(H) = 2. Now H
must contain a commensurable element since otherwise it is free. Therefore by Kropholler’s theoremmentioned above H is
a GBS-group. 
We can now give necessary and sufficient conditions for the image of a geometric homomorphism to have a non-GBS
image.
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1.3 Let Gi = π1(Γi, ωi), i = 1, 2, be GBS-groups defined by respective maximal subtrees Ti. Let φ : G1 → G2 be a geometric
homomorphism with parameters (γ , δ, r(x), s(e)) defined with respect to T1 and T2, and assume that H = Im(φ) is non-cyclic.
Then the following statements are equivalent:
(i) r(x) = 0 for all x ∈ V (Γ1);
(ii) H is not a GBS-group;
(iii) H is a free group.
Proof. If (i) holds, then H is a subgroup of the free group on the te, (e ∈ E(Γ2\T2)), so it is free and hence is not a GBS-group.
Assume that (ii) holds. Since H is finitely generated, it follows from 1.2 that H is free. Finally, assume that (iii) holds. If some
r(x) ≠ 0, then gφx is a non-trivial commensurable element of H , which is impossible. 
There is a simple condition on the graph which ensures that the image of any geometric homomorphism from a given
GBS-group is a GBS-group.
1.4 Let (Γ , ω) be a GBS-graph and let G = π1(Γ , ω) be the corresponding GBS-group defined relative to a maximal subtree
T . Then every non-zero geometric homomorphism from G defined with respect to T has as its image a GBS-group if and only if
|E(Γ \T )| ≤ 1. Furthermore, this property does not depend on the choice of T .
Proof. The assignments which send every vertex generator of G to the identity and fix every edge generator determine a
geometric endomorphism θ ofGwhose image is a free group of rank |E(Γ \T )|. However, a free group cannot be a GBS-group
if its rank is greater than 1. Therefore Im(θ) is not a GBS-group if |E(Γ \T )| > 1.
Conversely, assume that |E(Γ \T )| ≤ 1 and let θ : G → G˙ be a non-zero geometric homomorphismwhere G˙ = π1(Γ˙ , ω˙).
By 1.2 either H = Im(θ) is free or it is a GBS-group, so we may assume that it is a non-cyclic free group. Let (γ , δ, r(x), s(e))
be parameters for θ with respect to T . Then r(x) = 0 for all x ∈ V (Γ ) by 1.3. Hence H is generated by a single element since
|E(Γ \T )| ≤ 1, which is a contradiction.
Finally, since |E(T )| = |V (T )| − 1 = |V (Γ )| − 1, we conclude that |E(Γ \T )| = |E(Γ )| − |V (Γ )| + 1, which does not
depend on T . 
2. Some important geometric homomorphisms
Let G = π1(Γ , ω) be a GBS-group defined relative to amaximal subtree T . We note that if e is an edge such that e+ ≠ e−,
then there is a maximal subtree of Γ containing e. We will assume whenever necessary that our maximal subtree has been
chosenwith this property.Wewill define three types of geometric homomorphisms, viz., pinchmaps, contractionmaps and
Hopf maps. For each one we give an algebraic description and also a meaningful geometric depiction.
Pinch maps
Let e be a fixed edge and T a maximal subtree of Γ . Assume that d is a common divisor of ω−(e) and ω+(e). Let Γ˙ = Γ
withmaximal subtree T˙ = T and consider a vertex–edge pair (γ , δ) consisting of identitymaps. The images of x and f under
γ and δ are denoted by x˙ and f˙ respectively. Then a weight function ω˙ on Γ˙ is defined by
ω˙(f˙ ) =

(ω−(f ), ω+(f )) if f ≠ e
(ω−(f )/d, ω+(f )/d) if f = e.
Thus (Γ˙ , ω˙) is a GBS-graph. Let G˙ = π1(Γ˙ , ω˙), with the maximal subtree T˙ . A geometric homomorphism θ : G → G˙ is to
be defined by its effect on the generators of G:
gxθ = gx˙ for x ∈ V (Γ ), tf θ = tf˙ for f ∈ E(Γ \ T ).
This is depicted in the figures below.
or
wherem = ω−(e), n = ω+(e). Concerning the map θ we will prove the following:
Pinch Theorem 2.1. Let e be an edge and d a common divisor of ω+(e) and ω−(e). Then the mapping θ defined above is a
surjective, geometric homomorphism from G to G˙ which has non-trivial kernel if and only if d ≠ ±1.
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Proof. We need to check that the relations of G hold in G˙. The only relation of consequence involves the edge e. Suppose
first that e ∈ E(T ); then
(ge−
θ )ω
−(e) = (ge˙−)ω˙−(e˙)d = (ge˙+)ω˙+(e˙)d = (ge+ θ )ω+(e).
Furthermore, if d ≠ ±1, thenw = [ge+ω+(e)/d, ge−ω−(e)/d] ≠ 1, while
wθ = [(ge+ θ )ω+(e)/d, (ge− θ )ω−(e)/d] = [g ω˙
+(e˙)
e˙+ , g
ω˙−(e˙)
e˙− ] = 1,
so θ has a non-trivial kernel. Conversely, if d = ±1, then Ker(θ) = 1.
Next suppose that e ∈ E(Γ \T ); then
((ge+
θ )ω
+(e))t
θ
e = ((ge˙+)ω˙+(e˙)d)te˙ = ((ge˙−)ω˙−(e˙))d = ((ge− θ )ω−(e)).
Just as before,w = [(gω+(e)/de+ )te , gω
−(e)/d
e− ] ≠ 1 if d ≠ ±1, while
wθ = [((ge+ θ )ω+(e)/d)tθe , (ge− θ )ω−(e)/d] = [((ge˙+)ω˙+(e˙))te˙ , (ge˙−)ω˙−(e˙)] = 1,
and θ has a non-trivial kernel. Again, if d = ±1, then Ker(θ) = 1. 
We call the map θ in 2.1 a pinch map at e.
Contraction maps
Next we define two contraction maps, one along an edge belonging to a maximal subtree and the other along a loop. For
the first case let e ∈ E(T ) and let Γ˙ and T˙ denote the graph Γ and the tree T with e contracted, i.e., e is removed and its two
endpoints are identified with a new vertex v. Note that T˙ is a maximal subtree of Γ˙ . There is a vertex–edge pair (γ , δ) for
Γ , T , Γ˙ , T˙ with δ the identity map and
γ : f −→

f if f ≠ e±
v if f = e±.
Let f˙ = γ (f ) and put d = gcd(ω+(e), ω−(e)). Now define a weight function ω˙ on Γ˙ by
ω˙±(f˙ ) =
 ω
±(f ) if f ± ≠ e±
ω±(f )ω−(e)/d if f ± = e+
ω±(f )ω+(e)/d if f ± = e−.
Then (Γ˙ , ω˙) is a GBS-graph. Write G˙ = π1(Γ˙ , ω˙) and define θ : G → G˙ by its effect on the generators of G:
tf −→ tf˙ , ge+ −→ gω−(e)/dv , ge− −→ gω
+(e)/d
v , gx −→ gx˙, for x ≠ e±.
This is depicted in the diagram below
wherem = ω−(e), n = ω+(e).
Edge Contraction Theorem 2.2. Let e ∈ T and write d = gcd(ω+(e), ω−(e)). Then the map θ defined above is a surjective,
geometric homomorphism from G to G˙. The kernel of θ is non-trivial if and only if ω+(e) ≠ ±1 and ω−(e) ≠ ±1.
Proof. Again we must verify that the relations of G are satisfied in G˙. Checking the vertex relation for e, we have
ge+
θ
ω+(e) = (gω−(e)/dv )ω+(e) = (gω+(e)/dv )ω−(e) = (ge− θ )ω−(e).
Next let f ∈ T and f ≠ e. If f˙ ± ≠ v, then
(gf+
θ )ω
+(f ) = gω+(f )
f˙+ = g ω˙
+(f˙ )
f˙+ .
If f + = e+, then
(gf+
θ )ω
+(f ) = (gω−(e)/dv )ω
+(f ) = g ω˙+(f˙ )v = g ω˙
+(f˙ )
f˙+ .
If f + = e−, there is a similar argument. Thus in all cases
(gf+
θ )ω
+(f ) = g ω˙+(f˙ )
f˙+ = g ω˙
−(f˙ )
f˙− = gω
−(f )
f˙− = (gf− θ )ω
−(f ).
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The case f − = e± can be treated by changing notation.
Next we check the edge relations, so assume that f ∉ T . Firstly, if f˙ ± ≠ v, then
(gf+
θ )
ω+(f )tθf = gω
+(f )tf˙
f˙+ = g
ω˙+(f˙ )tf˙
f˙+ = g ω˙
−(f˙ )
f˙− = (gf− θ )ω
−(f ).
Now consider the situation where f + = e+; then f˙ + = v and
(gf+
θ )
ω(f+)tθf = (gω−(e)/dv )ω
+(f )tf˙ = (g ω˙+(f˙ )v )
tf˙
.
The next part of the calculation depends on the location of f −. If f − ≠ e±, then
(g ω˙
+(f˙ )
v )
tf˙ = (g ω˙+(f˙ )
f˙+ )
tf˙ = g ω˙−(f˙ )
f˙− = (gf− θ )ω
−(f ).
If f − = e+, then
(g ω˙
+(f˙ )
v )
tf˙ = g ω˙−(f˙ )v = gω(f
−)ω−(e)/d
v = (gω(e)
−/d
v )
ω−(f ) = (ge+ θ )ω−(f ) = (gf− θ )ω−(f );
finally, if f − = e−, we have
(g ω˙
+(f˙ )
v )
tf˙ = g ω˙−(f˙ )v = gω
−(f )ω+(e)/d
v = (gω
+(e)/d
v )
ω−(f ) = (ge− θ )ω−(f ) = (gf− θ )ω−(f ).
There is still the case f + = e− to be dealt with, but this can be treated in a similarmanner. Thus in all cases the edge relations
ofG hold in G˙ and consequently θ extends to a unique homomorphism fromG to G˙. Sinceω+(e)/d andω−(e)/d are relatively
prime, ⟨ gv ⟩ = ⟨ gω+(e)/dv , gω
−(e)/d
v ⟩, so θ is surjective.
Finally, if w = [ge+ , ge− ], then wθ = [ge+ θ , ge− θ ] = [gω−(e)/dv , gω
+(e)/d
v ] = 1, so w ∈ Ker(θ). If ω+(e) ≠ ±1 and
ω−(e) ≠ ± 1, thenw ≠ 1 and Ker(θ) ≠ 1. Conversely, ifω+(e) = ±1 orω−(e) = ±1, it is easy to see that Ker(θ) = 1. 
Next we consider contraction along a loop e, although this construction is not actually required for the proof of the main
theorem. Write v = e+ = e−. Put Γ˙ = Γ , T˙ = T and let γ , δ be identity maps constituting a vertex–edge pair, with
x˙ = γ (x), e˙ = δ(e). As before let d = gcd(ω+(e), ω−(e)). A weight function ω˙ on Γ˙ is defined as follows:
ω˙±(f˙ ) =
 ω
±(e)/d if f = e
ω±(f )ω+(e)/d if f ± = v and f ≠ e
ω±(f ) otherwise.
Let G˙ = π1(Γ˙ , ω˙) and define θ : G → G˙ by its effect on the generators of G:
tf −→ tf˙ , gv −→ gω
+(e)/d
v˙ , gx −→ gx˙, for x ≠ v.
This time the graphical depiction is as follows:
wherem = ω−(e), n = ω+(e). The proof that θ is a homomorphism follows the samemethod as above, so we omit it. Thus
we can state:
Loop Contraction Theorem 2.3. Let e be a loop and let d = gcd(ω+(e), ω−(e)). Then the map θ defined above is a surjective,
geometric homomorphism from G to G˙. The kernel of θ is non-trivial if and only if ω+(e) ≠ ±1 and ω−(e) ≠ ±1.
The homomorphisms constructed in 2.2 and 2.3 are called contraction maps along e. Notice from the preceding diagrams
that, when d = 1, a contraction cannot decrease any weight value in absolute value.
Hopf maps
Next we describe certain geometric endomorphisms of a GBS-group which exist whenever the underlying graph is a
bouquet of loops. First we need an easy result.
2.4 Let G = ⟨ s1, s2, x | xsi = xβi , i = 1, 2 ⟩ where β1 ≠ ±1. Then [xs−11 , xs−11 s2 ] ≠ 1.
Proof. Note that G is a free product with amalgamation,
G = ⟨ s1, x | xs1 = xβ1 ⟩ ∗x=y⟨ s2, y | ys2 = yβ2 ⟩.
Choose suitable transversals for ⟨ x = y ⟩ in each free factor to get a normal form. The element in question is
(x−1)s
−1
1 · s−12 · (x−1)s
−1
1 · s2 · xs−11 · s−12 · xs
−1
1 · s2,
which is in normal form since β1 ≠ ±1 and xs−11 ∉ ⟨ x ⟩. 
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Let G = π1(Γ , ω) be a GBS-group where Γ is a bouquet of loops with vertex v: thus e± = v for each e ∈ E(Γ ). Put
G˙ = G, Γ˙ = Γ , ω˙ = ω: let γ , δ be identity maps and write x˙ = γ (x) and e˙ = δ(e). Then (γ , δ) is a vertex–edge pair. Put
m = lcm{ω−(e) | e ∈ E(Γ )}
and define an endomorphism θ of G by its effect on the generators:
te → te˙, gv → gmv˙ .
Then the following result holds.
Hopf Theorem 2.5. Let Γ be a bouquet of loops. Assume that gcd(ω−(f ), ω+(f )) = 1 for every edge f and that |ω−(e)| ≠ 1 for
some edge e. Choose the orientation so that |ω+(f )| ≤ |ω−(f )| for each f . Then themap θ is a surjective, geometric endomorphism
of G whose kernel is non-trivial if and only if (Γ , ω) ≠ .
Proof. We need to check the relations of G:
((gvθ )ω
+(f ))t
θ
f = (gmv˙ )ω˙
+(f )tf˙ = (g ω˙
+(f )tf˙
v˙ )
m = (g ω˙−(f )v˙ )m = (gmv˙ )ω˙
−(f ) = (gvθ )ω−(f ),
which shows that the edge relations of G hold in G˙ and θ extends to an endomorphism of G. To prove that θ is surjective we
note that
⟨ gvθ , (g tfv )θ ⟩ = ⟨ gmv˙ , (gmv˙ )tf˙ ⟩
= ⟨ (gω−(f )v˙ )m/ω
−(f ), (gmv˙ )
tf˙ ⟩
= ⟨ ((gω+(f )v˙ )tf˙ )m/ω
−(f ), (gmv˙ )
tf˙ ⟩
= ⟨ (gm/ω−(f )v˙ )ω
+(f ), (gm/ω
−(f )
v˙ )
ω−(f ) ⟩tf˙
= ⟨ gm/ω−(f )v˙ ⟩tf˙ ,
the last equality being a consequence of the relative primeness of ω+(f ) and ω−(f ). Hence Im(θ) contains ⟨ gm/ω−(f )v˙ | f ∈
E(Γ ) ⟩. Since 1 = gcd{m/ω−(f ) | f ∈ E(Γ )}, it follows that Im(θ) ≥ ⟨ gv˙, tf˙ | f˙ ∈ E(Γ˙ ) ⟩ = G and θ is surjective.
If Γ is not the weighted graph indicated in the theorem, then either |ω+(e)| ≠ 1 for some edge e or |ω+(f )| = 1 for
every edge f and Γ has more than one loop. In the first case we havew = [gv, g tev ] ≠ 1 and
wθ = [gvθ , (gvθ )tθe ] = [gmv˙ , (gmv˙ )te˙ ]
= [(g ω˙−(e˙)v˙ )m/ω˙
−(e˙), ((gm/ω˙
−(e˙)
v˙ )
ω˙−(e˙))te˙ ]
= [((g ω˙+(e˙)v˙ )te˙)m/ω˙
−(e˙), ((gm/ω˙
−(e˙)
v˙ )
ω˙−(e˙))te˙ ]
= [(gm/ω˙−(e˙)v˙ )ω˙
+(e˙), (gm/ω˙
−(e˙)
v˙ )
ω˙−(e˙)]te˙ = 1.
Thus θ has a non-trivial kernel in this case.
In the second case, |ω+(f )| = 1 for every edge f . Now |ω−(e)| ≠ 1 and there is a further edge f ≠ e. We now apply (2.4)
to conclude thatw = [gv t−1e , gv t
−1
e tf ] ≠ 1. Since ω˙+(f˙ ) = ±1, it follows that gv˙ ⟨ tf˙ ⟩ is abelian, so
wθ = [(gmv˙ )t
−1
e˙ , (gmv˙ )
t−1e˙ tf˙ ]
= [(g ω˙−(e˙)t
−1
e˙
v˙ )
m/ω˙−(e˙), ((g
ω˙−(e˙)t−1e˙
v˙ )
m/ω˙−(e˙))tf˙ ]
= [g ω˙+(e˙)m/ω˙−(e˙)v˙ , (g ω˙
+(e˙)m/ω˙−(e˙)
v˙ )
tf˙ ] = 1,
and again θ has non-trivial kernel.
Conversely, if (Γ , ω) is the weighted graph in the statement, then G ≃ BS(k,±1) is a finitely generated metabelian
group, so it satisfies the maximal condition on normal subgroups. This implies that G is hopfian and thus Ker(θ) = 1. 
We call the homomorphism just constructed a Hopf map. Now consider the case of a bouquet of loops in which every
weight is±1.
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Bouquet Folding Theorem 2.6. Let G = π1(Γ , ω) be a GBS-group with Γ a bouquet of loops and |ω±(e)| = 1 for each edge e.
Then there is a surjective geometric homomorphism θ from G to G˙ = π1(Γ˙ , ω˙) where
(Γ˙ , ω˙) =

v˙ if ω+(e)ω−(e) = 1 for every e ∈ E(Γ )
v˙ otherwise.
Moreover, the kernel of θ is non-trivial whenever Γ has more than one loop.
Proof. Let v be the vertex of Γ . Define the vertex–edge pair (γ , δ) via γ : v → v˙, δ : e → e˙, for every edge e of Γ . Clearly
we can assume there is at least one edge e for which ω+(e)ω−(e) ≠ 1. The assignments
gv −→ gv˙ and te −→

1, if ω+(e)ω−(e) = 1
te˙, if ω+(e)ω−(e) = −1
for e ∈ E(Γ ) define a surjective, geometric homomorphism from G to G˙, as a simple verification shows. The statement
regarding the kernel is obvious. 
We are now able to prove our first main result.
Theorem 2.7. Let G = π1(Γ , ω) be a non-cyclic GBS-group. Then there is a surjective, geometric homomorphism from G to a
non-cyclic GBS-group G˙ = π1(Γ˙ , ω˙) where Γ˙ is a single edge if Γ is a tree and Γ˙ is a bouquet of loops otherwise.
Proof. First of all suppose that Γ is a tree; if an edge has a weight value ±1, the edge can be contracted to produce a
geometric isomorphism from G. Thus we may assume that no edge has any such weight values. We can also assume there
are at least two edges. By 2.2 we can contract all but one edge to get a surjective, geometric homomorphism from G to a
single edge group G˙. In this group no weight values equal ±1 since the contractions cannot decrease weights in absolute
value; therefore G˙ is not cyclic. The result follows from 1.1.
Next assume that Γ is not a tree and let T be the chosen maximal subtree. Contract T to a single vertex to obtain a
surjective geometric homomorphism from G to a bouquet of loops group G˙. Clearly G˙ cannot be cyclic. 
3. The Bass–Serre tree of a GBS-group
By virtue of its definition as the fundamental group of a graph of groups, a GBS-group G = π1(Γ , ω) acts on its Bass–Serre
treeΛ = Λ(G,Γ , ω): see [7] for a description. This action plays a key role in this section. Recall that an element of G is called
elliptic if it fixes a vertex ofΛ and hyperbolic otherwise.
It is clear that K(2, 2) ≃ BS(1,−1): the groups BS(1, 1) and BS(1,−1) are called flat. The key bridge between geometry
and algebra is supplied by the following result.
3.1 Let G = π1(Γ , ω) be a GBS-group acting on its Bass–Serre tree Λ = Λ(G,Γ , ω). Then: (a) every elliptic element is
commensurable; (b) the group G contains a commensurable, hyperbolic element if and only if G ≃ BS(1,±1).
Proof. (a) Let g ∈ G be an elliptic element fixing the vertex v ∈ Λ and let x ∈ G. The subgroups ⟨ g ⟩ and ⟨ g ⟩x fix the vertices
v and vx of Λ respectively. Since the stabilizer of an edge e has finite index |ω±(e)| in the stabilizers of the vertices e±,
the subgroup ⟨ g ⟩ ∩ ⟨ g ⟩x has finite index in ⟨ g ⟩.
(b) Suppose that g is a commensurable, hyperbolic element of G. Then g acts on Λ as a translation along some axis L. Let
x ∈ G; then, since g is commensurable, C = ⟨ g ⟩ ∩ ⟨ g ⟩x is a hyperbolic subgroup. But elements of C act as translations
along both L and Lx, which implies that L = Lx. Therefore L = Λ and it is easy to see that G is one of the groups listed.
Conversely, it is clear that these groups have the requisite property. 
These simple results permit an easy proof of the first part of the following.
3.2 Let G = π1(Γ , ω) where Γ is a bouquet of loops and let K = K(m, n).
(a) If there is a surjective homomorphism from K to G, then Γ has a single loop and G ≃ BS(1,±1).
(b) If there is a surjective homomorphism from BS(1, s) to G, then Γ has a single loop.
(c) There is a surjective homomorphism fromBS(1, s) to K withm, n > 0 if and only ifm or n = 1 or else s = −1 andm = n = 2.
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Proof. (a) In the first place G is not cyclic, so K cannot be either. Assume that G ≠ BS(1,−1). The group K is generated by
commensurable elements and the same is true of G. However, by 3.1 the commensurable elements of G lie in the normal
closure of the vertex generator, which is a proper subgroup of G, a contradiction.
(b) Assume the homomorphism in (b) exists. If s ≠ 1, then r0(BS(1, s)/BS(1, s)′) = 1, where r0 denotes the torsion-free
rank, so the number of loops inΓ must equal 1. If, on the other hand, s = 1, then BS(1, s) is abelian and again the number
of loops cannot exceed 1.
(c) Assume the homomorphism in (c) exists and that m, n > 1. Since BS(1, s) is solvable, K is too. Note that K/Z(K) ≃
Zm ∗ Zn, which is solvable only when m, n ≤ 2. Hence m = 2 = n and s must equal −1. For the converse, note that
K(1, n) is infinite cyclic and K(2, 2) ≃ BS(1,−1). Hence (c) holds. 
4. Edge groups
Our next objective is to resolve the question of which edge groups and loop groups are GBS-simple. We first consider the
edge groups.
4.1 Let G = K(m, n) and G˙ = K(m′, n′) where G˙ is not cyclic. If φ : G → G˙ is a surjective homomorphism, then φ is geometric
up to conjugation by an element of G˙.
Proof. Write G = ⟨ x, y | xm = yn ⟩ and G˙ = ⟨ a, b | am′ = bn′ ⟩. We can assume that m, n,m′, n′ are positive. Since φ is
surjective, Z(G)φ ≤ Z(G˙) and φ induces a surjective homomorphism from G/Z(G) to G˙/Z(G˙), i.e., from Zm ∗ Zn to Zm′ ∗ Zn′ :
denote this map also by φ. For convenience we use x, y to denote the cosets of x, y in Zm ∗ Zn, with the same convention
for a, b. Since (xφ)m = 1, we see that xφ is conjugate to a power of a or b, let us say the former. Thus by conjugation we can
assume that xφ = ar . Also yφ is conjugate to a power of b; for, since G˙ is not cyclic, n′ ≠ 1 and hence ⟨a⟨a,b⟩⟩ ≠ ⟨a, b⟩. Let us
say yφ = (bs)v , with v ∈ ⟨a, b⟩. Note that wemay suppose that 1 ≤ r < m′ and 1 ≤ s < n′. Assume that v ∉ ⟨a⟩∪ ⟨b⟩. Then,
since we can conjugate by a power of a, we may assume that v = ap1bq1 · · · apt bqt with 1 ≤ pi < m′, 1 ≤ qi < n′, t ≥ 1.
But then b ∉< ar , (bs)v > by the normal form for Zm′ ∗ Zn′ . By this contradiction v ∈ ⟨a⟩ ∪ ⟨b⟩ and after conjugation we
have xφ = ar , bφ = bs. This equation holds modulo Z(G˙) = ⟨am′⟩ = ⟨bn′⟩, so similar equations hold in G˙. Therefore up to
conjugation φ is geometric. 
Next we determine when there is a surjective homomorphism from an edge group to a group of the same type.
Theorem 4.2. There is a surjective homomorphism from G = K(m, n) to G˙ = K(m′, n′), where G˙ non-cyclic, if and only if there
exist integers k, r, s such that either
(i)m′ = m/ks, n′ = n/kr and gcd(r,m/k) = 1 = gcd(s, n/k),
or
(ii)m′ = n/kr, n′ = m/ks and gcd(r,m/k) = 1 = gcd(s, n/k).
Proof. Let G = ⟨ x, y | xm = yn ⟩ and G˙ = ⟨ a, b | am′ = bn′ ⟩, where we can assume that m, n,m′, n′ > 0. Assume that a
surjective homomorphism φ exists; then by 4.1 the map φ is geometric up to an inner automorphism, so we may assume
there exist integers r, s such that φ : x → ar , y → bs. Since φ is surjective, G˙ is generated by ar and bs, so we must have
(r,m′) = 1 = (s, n′). (1)
Furthermore, there exist integers α, β, γ , δ such that
a = (ar)α(bs)n′β = arα(bn′)sβ = arα+m′sβ
b = (bs)γ (ar)m′δ = bsγ (am′)rδ = bsγ+n′rδ (2)
and therefore rα + m′sβ = 1 = sγ + n′rδ. In particular, (r,m′s) = 1 = (s, n′r) and hence (r, s) = 1. Since φ is a
homomorphism, (ar)m = (xm)φ = (yn)φ = (bs)n; thereforem′  rm and n′  sn, and from (1) we obtainm′  m and n′  n.
A quick look at the intersection diagram above shows that in factm′s
 m, n′r  n and mm′s = k = nn′r . Hence (i) holds and
the stated conditions are therefore necessary.
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For the converse we can assume that (i) holds. Define homomorphisms φx : ⟨x⟩ → ⟨a⟩ and φy : ⟨y⟩ → ⟨b⟩ by xφx = ar
and yφy = bs. Since (xm)φx = arm = am′rsk = bn′rsk = bsn = (yn)φy , there is a homomorphism φ from G to G˙ extending φx
and φy. Next there exist integers α, β, γ , δ such that rα +m′sβ = 1 = sγ + n′rδ. By arguing as in (2), we can show that φ
is surjective. The conditions given are therefore necessary and sufficient. 
Whenever a homomorphism from K(m, n) to K(m′, n′) as in (i) exists, we refer to
(r, s,m′, n′, k)
as itsmapping parameters. An immediate consequence of the preceding proof is the following:
Corollary 4.3. Let K(m1, n1)
φ−→ K(m2, n2) χ−→ K(m3, n3) be surjective homomorphisms between GBS-groups with
mapping parameters φ ∼ (r2, s2,m2, n2, k2), χ ∼ (r3, s3,m3, n3, k3). Then the mapping parameters for φχ are (r2r3, s2s3,
m3, n3, k2k3). 
We can now answer part of the question posed at the beginning of this section.
Edge Theorem 4.4. If the group K(m, n) is GBS-simple, then one of the following holds:
(a) there is a prime p such that m = p, n = pd where d ≥ 0;
(b) m = p, n = q for distinct primes p, q;
(c) K(m, n) is cyclic.
Proof. Let G = K(m, n) be GBS-simple, but not cyclic. Assume first that gcd(m, n) ≠ 1, so there is a prime p dividing m
and n; then by pinching we see that (1, 1,m/p, n/p, p) are mapping parameters for a surjective, geometric homomorphism
with non-trivial kernel from G to an edge group K(m/p, n/p); the latter must be cyclic, so m = p or n = p, let us say the
former. Suppose that there is a prime q ≠ pwhich divides n. Then there is a surjective geometric homomorphism from G to
K(p, n/q), with mapping parameters (q, 1, p, n/q, 1), which has [x, yn/q] ≠ 1 in its kernel, which is impossible. Therefore
n = pd for some natural number d and G = K(p, pd).
Finally, assume that gcd(m, n) = 1. If p is a prime dividing m and q a prime dividing n, then (n/q,m/p, p, q, 1) are
mapping parameters for a surjective, geometric homomorphism from K(m, n) to K(p, q)which has non-trivial kernel unless
m = p, n = q and G = K(p, q). 
5. Loop groups
We turn next to the loop group BS(m, n) = ⟨ x, t | (xm)t = xn ⟩. Let π be the set of primes dividing m or n, but not both,
and letQπ denote the additive group of rational numberswhich, in reduced form, involve only primes inπ . Put L = BS(m, n)
and N = ⟨ xL ⟩: let T/N ′ denote the torsion subgroup of N/N ′. Then we have the following result.
5.1 L/T ≃ ⟨ s ⟩ n Qπ where s acts on Qπ according to a → (n/m)a.
Proof. If π = ∅, the result is to be interpreted as saying that the action of s on Qπ is a → ±a: assume that π is not
empty. Let d = gcd(m, n) and m′ = m/d, n′ = n/d. Note that n′/m′ = n/m. Since (xm)t = xn, the elements x and xt
are linearly dependent (mod N ′) and r0(N/N ′) = 1. Hence A = N/T is isomorphic to a subgroup of the additive group of
rational numbers. Since ((xm
′
)t)d = (xn′)d and A is torsion-free, we have (xm′)t = xn′ in A and thus xn′ ∈ Am′ . Furthermore
gcd(m′, n′) = 1, so it follows that x ∈ Am′ and A = Am′ ; similarly A = An′ . Thus A is divisible by all primes in π . On the other
hand, if p ∉ π , then, since A/⟨ x ⟩ is a π-group, x ∉ Ap and thus A ≠ Ap. By the classification of the subgroups of the additive
rationals (see [5]), it follows that A ≃ Qπ via xT → 1.
PutM = ⟨ s ⟩oQπ and define a homomorphism φ : L/T → M by t → s, x → 1, noting that the relation (xm)t = xn of L
is preserved inM . Since gcd(m′, n′) = 1, for any natural number iwe can write a(m′)i+ b(n′)i = 1 with integers a, b. Hence
1
(m′)i
= a(m
′)i + b(n′)i
(m′)i
= a+ b

n′
m′
i
,
which shows that 1⟨ s ⟩ = Qπ . Hence φ is surjective. Finally, since (L/T )/Ker(φ) is torsion-free, we have Ker(φ) ∩ A = 1,
and hence [A,Ker (φ)] = 1, which implies that Ker(φ) = 1 and φ is an isomorphism. 
Theorem 5.2. There is a surjective homomorphism θ : BS(m, n)→ BS(m′, n′) if and only if there is an integer q such that either
m = m′q, n = n′q or m = n′q, n = m′q.
Proof. In the first place, if q is any common divisor of m and n with m′q = m and n′q = n, then we obtain a surjective
homomorphism from BS(m, n) to BS(m′, n′) via a pinch map.
In proving the converse we can suppose that m and m′ have the same sign. Assume that θ exists. Let L,N, T ,M, A, π
be as in 5.1. Also let L˙ = BS(m′, n′) and write N˙, T˙ , etc. for the corresponding entities in L˙. Since θ maps commensurable
408 A.L. Delgado et al. / Journal of Pure and Applied Algebra 215 (2011) 398–410
elements to commensurable elements, xθ ∈ ⟨ x˙L˙ ⟩. Hence ⟨ xL ⟩′θ ≤ ⟨ x˙L˙ ⟩′ and T θ ≤ T˙ . Therefore θ induces a surjective
homomorphism θ∗ : M → M˙ such that the following diagram commutes:
L
φ−→ M ≃ ⟨ s ⟩ o Qπ
θ
 θ∗
L˙
φ˙−→ M˙ ≃ ⟨ s˙ ⟩ o Qπ ′
We conclude that θ∗ maps Qπ onto Qπ ′ ; moreover, since M˙ is torsion-free, it must map Qπ injectively to Qπ ′ , so that
π ⊆ π ′. Also sθ∗ ≡ s˙±1(modulo Qπ ′); therefore n/m must equal either n′/m′ or m′/n′. Without loss we can assume the
former. Thus
m/n = m′/n′ and π = π ′.
We consider the casesm ≠ n andm = n separately.
Case 1:m ≠ n. Hencem′ ≠ n′. We have L/L′ ≃ Z⊕ Z|m−n| and L˙/L˙′ ≃ Z⊕ Z|m′−n′|. Thus, as θ maps L/L′ onto L˙/L˙′, it follows
that m′ − n′ divides m − n. Put d = gcd(m, n), m¯ = m/d, n¯ = n/d and define d′, m¯′, n¯′ similarly. Now m¯/n¯ = m¯′/n¯′;
since gcd(m¯, n¯) = 1 = gcd(m¯′, n¯′), it follows that m¯ = m¯′, n¯ = n¯′ and hence m′ = (d′/d)m, n′ = (d′/d)n. Thus
(m− n)/(m′ − n′) = d/d′ and d′ divides d. Writing q = d/d′ ∈ Z, we havem′ = m/q, n′ = n/q.
Case 2: m = n. Hence m′ = n′. Now Z(L) = ⟨ xm ⟩ and L/Z(L) ≃ Z ∗ Zm, so that L/L′Z(L) ≃ Z⊕ Zm. Since θ maps L/L′Z(L)
onto L˙/L˙′Z(L˙) ≃ Z⊕ Zm′ , it follows thatm′ dividesm. 
Loop Theorem 5.3. If BS(m, n) is GBS-simple, then |m| = 1 or |n| = 1.
Proof. By the Pinch Theorem 2.1 we have gcd(m, n) = 1. The result now follows directly from the Hopf Theorem 2.5. 
6. Proof of the main theorem
We can now characterize the GBS-groups which are GBS-simple.
Theorem A. Let (Γ , ω) be a GBS-graph and let G = π1(Γ , ω) be the GBS-group defined with respect to a maximal subtree T .
Then the following statements are equivalent:
(a) G is GBS-free;
(b) G is GBS-simple;
(c) there is a geometric isomorphism from G to one of the groups
BS(1, n), K(1, 1), K(p, q), K(p, pd),
where n ∈ Z∗, p, q are distinct primes and d > 0.
Proof. (a)⇒ (b). This is obvious.
(b)⇒ (c). Assume that G is GBS-simple, but not cyclic. Then by 2.7 there is a surjective, geometric homomorphism from G to
some non-cyclic GBS-group which is either an edge group or a bouquet of loops group. This must be an isomorphism, so we
can assume that G is an edge group or a bouquet of loops group. In the second case the existence of Hopf maps and bouquet
foldingmaps implies that the bouquet has a single loop. By the Edge Theorem and the Loop Theorem, G is isomorphic to one
of the groups listed in (c).
(c)⇒ (a). Assume that G is one of the groups in (c) which is not GBS-free; then of course G is not cyclic, and the groups
BS(1,±1) are also excluded. Now there is a homomorphism with non-trivial kernel from G onto some non-cyclic GBS-
group. By 2.7 there is such a homomorphism φ from G onto a non-cyclic GBS-group H which is either an edge group or a
bouquet of loops group.
If G = K(p, pd) or K(p, q), then H cannot be an edge group by 4.2: here it is relevant that these groups are hopfian since
they are residually finite. Hence H is a bouquet of loops group, and by 3.2 there can be only one loop and H = BS(1,±1).
Now H ≠ BS(1, 1), since otherwise r0(G/G′) = 1 and r0(H/H ′) = 2. Hence H = BS(1,−1). It is easy to show that K(p, q)
cannot occur, so G = K(p, pd) and clearly p = 2. Let G = ⟨x, y | x2 = y2d⟩ and set a = xφ, b = yφ . Then we have H = ⟨a, b⟩
and a2 = b2d . A simple argument shows that d = 1 and G ≃ H , which gives the contradiction that φ is an isomorphism
(since G is hopfian).
Finally, suppose that G = BS(1, n). If H is an edge group K(r, s), where r, s > 0, then by 3.2 we have n = −1, r = 2 = s
andφ is an isomorphism. IfH is a bouquet of loops group, there can be only one loopby3.2 again. By 5.2wehaveH = BS(1, n)
and φ must be an isomorphism. By this contradiction (c) implies (a), and the proof is complete. 
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7. The Topology of GBS-complexes
We begin this section with a justification of our choice of the adjective ‘‘geometric’’ to describe the group
homomorphisms of interest in this paper. Of course thesemaps are geometric in the sense that their domains and codomains
are described by weighted graphs. But in fact the maps are geometric in a stronger sense. Each GBS-group arises naturally
as the fundamental group of certain types of 2-dimensional simplicial complex, henceforth called generalized Baumslag–
Solitar or GBS-complexes. As is indicated below, these are unions of finitely many annuli along their boundaries. Because
GBS-complexes are unions of annuli, they come endowedwith an obvious Seifert fibration structure. All of themaps that we
have called ‘‘geometric’’ are geometric in the sense that they are group homomorphisms induced by maps which preserve
the Seifert fibration between the associated GBS-complexes. In particular, each of the special geometric maps – pinch
maps, contraction maps, Hopf maps and Bouquet Folding folding maps – are induced by maps between the associated GBS-
complexes that satisfy the stronger condition of mapping each circle in the Seifert fibration of the domain onto its image
circle in the Seifert fibration of the codomain, via a finite sheeted covering projection of an appropriate degree.
We construct the GBS-complex K (Γ , ω) associated with the GBS-graph (Γ , ω) in the following manner. For each vertex
v ∈ V (Γ ), let S1v =

eiθ : 0 ≤ θ ≤ 2π be a copy of the unit circle in the complex plane, parameterized as indicated. For
each e ∈ E (Γ ), let Ae = S1e × [0, 1]e be a copy of the annulus where S1e is a copy of the unit circle in the complex plane
parameterized as before. Define the attaching maps pe− : S1e × 0 → S1e− and pe+ : S1e × 1 → S1e+ to be the finite sheeted
covering maps pe−

eiθ × 0 = eiω−(θ) ∈ S1e− and pe+ eiθ × 1 = eiω+(θ) ∈ S1e+ . The resulting 2-complex is K (Γ , ω). The
collection
Ae, S1e− , S
1
e+ , pe− , pe+
 : e ∈ E (Γ )
is called the annular decomposition for K (Γ , ω). For each vertex v the circle S1v is called a vertex or singular circle.
The first and third authors of this paper first became interested in GBS-groups while attempting to understand spaces
that have non-trivial finite sheeted self covers and, as a consequence, non-co-hopfian fundamental groups: indeed GBS-
groups arise naturally in this context. In fact it is shown in [2] that a finite connected 2-dimensional simplicial complex
K has a non-trivial self cover if and only if it is a GBS-complex. It follows that every GBS-group is non-co-hopfian and,
in fact, has proper finite index subgroups that are isomorphic to the group itself, namely those which correspond to the
finite sheeted self covers of the associated GBS-complex. We note that it is always the case that a space with a non-trivial
finite sheeted self cover has a fundamental group with a finite index subgroup that is isomorphic to the entire group. By
Daverman [4] the converse is also true, provided one is allowed to pass to high dimensional examples. However, within the
category of GBS-groups what is striking is that the converse is true without the need to pass to high dimensions. In fact, a
standard presentation of the GBS-group G contains the instructions for constructing a 2-dimensional GBS-complex K such
thatπ1 (K) ∼= G. In order to construct the GBS-complex associated to the given presentation ofG, choose a GBS-graph (Γ , ω)
such thatπ1 (Γ , ω) presentsGwith the given presentation. Let K (Γ , ω) be the associated GBS-complex. By inducting on the
number of edges in Γ , exercising some care in picking generators, and dealing with the usual base point issues, we obtain
by repeated applications of Van Kampen’s Theorem a system of generators and relations for π1 (K (Γ , ω) , x0)which is just
the presentation for π1 (Γ , ω). In the presentation of the GBS-group π1 (K (Γ , ω)) = π1 (Γ , ω) the homotopy classes of
the vertex circles turn out to be what we have called vertex generators, while each edge generator is the homotopy class of
a loop in K (Γ , ω) that is a union of arcs of the form

(1, te) : 1 = e0 ∈ S1e , te ∈ [0,1]e

.
There are other interesting concordances between the theory of GBS-groups, the topology of GBS-complexes and
weighted graphs. For example, every finite index subgroup of a GBS-group is a GBS-group. This is easy to see since every
finite sheeted cover of a GBS-complex is another GBS-complex. The basis for this observation is that the local topology
around points in vertex circles of K (Γ , ω) is (usually) quite special and the local topology must be preserved under lifts
to covering spaces. Thus it follows that lifts of vertex circles in K (Γ , ω) are vertex circles in the covering space K˜ and
these vertex circles can then be used to give an annular decomposition for K˜ , which is a GBS-complex. By exploiting the
usual correspondence between subgroups of the fundamental group π1 (K (Γ , ω) , x0) = π1 (Γ , ω) and covering spaces
K˜ of K (Γ , ω) we obtain the stated result. At the graph theoretic level what one may note is that the weighted graph of a
subgroup of a GBS-groupπ1 (Γ , ω) is a (possibly branched) cover of the graph (Γ , ω)with compatibility conditions imposed
on the weight functions. As a final observation on connections between the topology, group theory and graph theory, we
note that the fact that π1 (Γ , ω) = π1 (K (Γ , ω)) gives another proof that π1 (Γ , ω) is independent of the choice of the
maximal tree used to give the presentation of π1 (Γ , ω).
While the above are just three examples illustrating interesting relationships between the topology of GBS-spaces, the
theory of GBS-groups andweighted graphs, they suggest that it is interesting to ask how strong the correspondence between
these three areas might be. In this paper we have begun with a careful analysis of some of the group theory. We intend to
follow up the connections with topology in a sequel.
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