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1. INTRODUCTION 
Consider the autonomous ordinary differential equ tion 
.9 = dX> Y) (1) 
with xE R a parameter and y E R. Let us suppose that g(x, 0) = 0 and that 
g(x, y) = 0 on a second curve C that passes through (b, 0) and is situated 
as in Fig. 1. Suppose inaddition that (ag/ay)(x, 0) isnegative forx< b and 
positive forx > b. Then the flow of (1) is in the direction of the arrows 
shown in Fig. 1. Thus the equilibrium y = 0 loses stability as x increases 
past b. The equilibria on C near (b, 0) are unstable for x< b and stable for 
x > b. 
Now let us assume that he parameter x is itself s owly varying: 
1 = EF(X, y, E), 
i = G(x, Y, 8). 
For each fixed E, (2,) is an autonomous ordinary differential equ tion i
the xy-plane. W  assume G(x, y, 0) = g(x, y). Then when E = 0 we recover 
(1); however, (2,), asa flow in the xy-plane, is quite degenerate, since the 
x-axis and C consist of equilibria. In fact (2) is a typical singular pe tur- 
bation problem. We also assume G(x, 0, E) - 0, i.e., the x-axis invariant 
under the flow of (2,) for each E. We further assume F> 0 everywhere, so 
that for positive E, x is increasing u der the flow of (2,). Consider 
the integral curve of (2,) that starts at(X, 6), where X< b and 6 > 0 is 
not too big. If E > 0 is small, this curve descends toward the x-axis, moves 
slowly tothe right past x= b, and eventually moves upward. Denote the 
next intersection of this curve with the line y= 6 by (p:(x), 6). We are 
interested in lim E+0 p:(X). We shall show that if X is not too far from b, 
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FIGURE 1 
then this limit exists and is independent of 6 for 6 sufficiently sma l. In
fact lim, _ 0 P:(X) is the function P(X) = min {Z: X< I and j$ (aG/ay) 
(x, 0, O)[F(x, 0 0)] -‘dx >01. Setting the integral equal to zero balances 
attraction toward the x-axis for x< b against repulsion from the x-axis 
for x> b. 
This result will be proved as Theorem 1 in Section 2.We note that 
Haberman [1 ] came to a similar conclusion n his study of asymptotic 
expansions forarelated problem, but he did not give arigorous proof. 
Theorem 1has the following teresting co sequence, which Haberman 
also bserved. If (1) represents a physical system, one expects oobserve it
in a stable equilibrium. Thus if the parameter x is slowly increased past b, 
one expects, roughly speaking, to observe the equilibrium y = 0for xc b 
and then the stable equilibria on C that branch from (b, 0). Suppose, 
however, that -II-, b, p(X), P and Q are as shown in Fig. 1. If E > 0 is small, 
the integral curve of (2,) that starts atP falls toward the x-axis, moves 
slowly along the x-axis until x Np(i), then rises toward Q. Thus the branch 
of stable equilibria of (1) that appears at(b, 0) is inaccessible from P if Eis 
small, i.e., if the parameter x is varied very slowly. Roughly speaking, the
unstable solution of (1 ), y= 0, is observed for b< x < p(X). Thus a carefully 
controlled experiment produces anunstable outcome with enough per- 
sistence that aparticular st ble outcome cannot be observed. 
Lebovitz and Schaar [2] study different hypotheses on (1) and (2,) 
under which this somewhat counterintuitive s uation d es not occur. 
In Section 3 we study closed orbits ofasingularly perturbed autonomous 
ordinary differential equation that arose in work of Selgrade and 
Namkoong on genetics [3]. After a change of variables the 
Selgrade-Namkoong equation has the form (2) and looks like Fig. 1when 
E = 0. For small E, F is positive near the x-axis but negative near the top 
part of C. Thus the slow evolution of xfor E> 0 moves points near the x- 
axis to the right and points near the top part of C to the left. We show that 
for each small E>O the Selgrade-Namkoong equation has closed orbit, 
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and that as E + 0 these orbits limit onthe following set: follow the x-axis 
from (a, 0) to (p(X), 0)(2 is the x-value atwhich the top part of C turns), 
ascend along the line x= p(X) to C, follow C to the left until x=X, and 
descend along the line x= X to (X, 0). Selgrade and Namkoong observed 
these closed orbits numerically, but did not accurately find their limit or 
prove their existence. Our result isanalogous toa result ofStoker [4] 
about relaxation oscillations in theunforced Van der Pol equation. A dif- 
ference is that in the case of Van der Pol’s equation the limit ofthe closed 
orbits i apparent togeometric intuition, but in the Selgrade-Namkoong 
equation itmust be computed with the aid of Theorem 1. 
We remark that he hypothesis G(x, 0, E) - 0 is of course not generic. In 
the Selgrade-Namkoong equation this hypothesis expresses theassumption 
that if an allele is initially bsent from agene pool, it remains absent.’ 
2. PERSISTENT UNSTABLE QUILIBRIA 
The result tobe proved here is somewhat more general than that 
sketched in the Introduction. 
Let N be a neighborhood in R3 of {(x, y, E): a<x< c, y=O, E =O}. 
Consider the differential equ tion (2,) with F and G C’ functions  N; 
F(x, O,O)>O for a<x<c; G(x, 0, E)=O for (x, 0, E)EN, and (aG/ay) 
(x,O,O)<Ofora<x<b<c. 
If a<x< b let p(x)=min{f: x<%c and 1: (JG/ay)(s, 0,O) 
[F(s, 0, O)]-’ ds >O}, provided this set is nonempty; otherwise p(x) is not 
defined. Thesubset of(a, b) on which p is defined iseither mpty or an 
interval whose right endpoint isb. If (aG/ay)(x, 0,O) >0 on an interval 
whose left endpoint isb, then the domain of definition of p is nonempty. 
Suppose a < x < b, 6 > 0, and E > 0. Define pi(x) as in Section 1:the 
integral curve of (2,) that starts at(x, 6) first reintersects the line y = 6 at 
(Pm, 6). 
THEOREM 1. In the above situation, assume a< X < b, p(X) is defined, 
and (aG/ay)(p(x), O,O)>O. Assume 6>0 is such that 0< y<s implies 
G(& y, 0) < 0 and G(p(.?), y, 0) > 0. Then if f is a sufficiently small 
neighborhood f X, p:(x) and p(x) are defined and C’ on f for sufficiently 
small E> 0, and p!(x) + p(x) uniformly onI as E + 0. 
Proof: Define 4(x, u) = j; (i?G/ay)(s, 0, O)[F(s, 0 0)] ~ ‘ds; x, u E (a, c). 
$ is C’ and 4(x, p(x)) = 0. Also, (&$/I%)(%, p X)) = (8G/8y)(p(X), 0,O) 
[F(p(X), 0 0)] -’ > 0 by assumption. By the implicit function theorem there 
1 Note added in proof Apparently there xist rigorous proofs of results similar to
Theorem 1using nonstandard nalysis. See F. DIENER AND M. DIENER, Sept formules relatives 
aux canards, C.R. Acad. Sci. Paris 297 (1983), 577-580, especially Formula (VI). 
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is an interval Z= [X - r~, X + r~] such that p[Z is C’. We may assume that if 
x E Z then (aG/ay)(x, 0,O) <0 and (aG/ay)(p(x), 0,O) >0. 
Consider, forE > 0, the differential equ tion 
(3,) 
obtained from (2,). For each CI >0 and E > 0 define the differential 
equations 
(4:+ )
The general solution of (4:’ ), obtained byseparating the variables, is 
y = K[exp H”’ (x)-J’/“, 
where H” + (x) is an antiderivative of 
If 6> 0, the solution of (4; *) through (x, 6) has K= G[exp Ha* (x)] -“‘. 
This curve reintersects the line y = 6 at points (2, 6) such that 
Ha* (2) = H**(x). 
Note that neither 6 nor E appears in(5). 
One solution of (5) is I = x. Other solutions satisfy 
(5) 
1 [F(s,O,O)fcl]-‘ds=O. 
Let J be a closed interval such that Zup(Z) cintJcJc (a, c). Define I$=* 
onZxJby 
[F(s, 0,O) TLY] -‘ds. 
Then do* -4 in C’(Zx J, R) as CI + 0. Define p”*(x) implicitly by 
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qY’(x, p”‘(x))=O, p”‘(X) near p(X). Then for positive a less than some 
number Cc >0, F(x, 0,O)Ta >0 on J, pa’ E C’(Z, J), p”’ + p in C’(Z, J)as 
a --t 0, 
Pa + (x) < P(X) < P” - (x) for all xE Z, (6) 
and 2 = p”’ (x) is th esmallest solution of (5) that is greater than x. We 
may also assume cl is so small that (aG/ay)(x, 0,O) +01< 0 if x E I and 
0 <o! <Or, and there is a fixed interval containing pa* (I) for all 0< a < ii 
such that (iYG/ay)(x, 0,O)+CI >0 if xbelongs tothis interval and0 < tl6 Cr. 
For O<a<cl choose J(E), 0<6(cr)<& and E(c()>O, such that if 
(4 Y, E)EDa= {( x, y,~): XEJ, O<y<@cr), O<E<E(M)}, then 
w, y, E) >o and (4,“- 1 c (3,) < (4,*+ 1. (7) 
By (7) and the choice of Cr, if XEZ, 0~6 <6(x), O<E <E(U), then the 
solution curve of (3,) or (4:’ )that starts at(x, 6) reintersects the line 
y = 6; moreover these solution curves donot leave P before they reinter- 
sect y = 6. See Fig. 2. Therefore (7) implies that if xE Z, 0 < 6 6 6(a), and 
0 < E < E(c(), then 
Pa + (x) < P%(X) < Pa- (x). (8) 
By (7), (8), and the choice ofa, the vector field (2,) is transverse to the line 
Y = 6 at (pf(x), 6)f or x E Z, 0< 6 < 6(E), and 0 < E 6 s(g). Therefore p,6is C’ 
on Z for small 6 and E. 
Let d(cr)=max,.,Ip”+(x)-pa-(x)1. Then d(a)+0 as cc+O. By (6) 
and (81, 
:;; IPS) - P(X)1 6 d(a). 
0<6<6(a) 
0 < E $ &(a) 
FIG. 2. (1) Solution curve of (4;+ ). (2) Solution curve of (3,). (3) Solution curve of 
(4: -). 
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Therefore, 
Pf + P in C”(Z, R) as 6 --) 0 and E + 0. (9) 
Choose aclosed interval I with XE int Zc fc intl such that G(x, y, 0) < 0 
for xE f and 0 < y < 6. For x E Z and 0 < 6 < 8 define q:(x) as follows: the
first intersection of theintegral curve of (2,) that starts at(x, S) with the 
line y = 6 is (q:(x), 6). For each fixed 6, 
q; + id in C’(Z, R)as E + 0. (10) 
Similarly, choose aclosed interval R with p(I) cint Kc Rc int p(Z) such 
that G(x, y, 0) > 0 for xE R and 0 < y < 6. (If this cannot be done, shrink 
1) For x E K and 0 < 6 < 8 define r:(x) as follows: thelast intersection of 
the integral curve of (2,) that ends at (x, S) with the line y = 6 is (r:(x), 6 .
For each fixed 6, 
rl+ id in C’(K, R) as E + 0. (11) 
Sincept=(rf)-‘opfoqi, (9), (lo), and (11) imply thatpi+p in C”(Z, R) 
as E + 0. 1 
3. CLOSED ORBITS OF THE SELGRADE-NAMKOONG EQUATION 
Selgrade and Namkoong [3] consider the autonomous ordinary dif- 
ferential equation 
P = P(1 - P)(@(P, N) - WP, N)), 
I+= NP@(P, N) + 41 -P) Y(P, N)) 
(12,) 
where @(p,N) = 4-2N+2tanP1(8p-4) !P(p,N) = 22N+tan-’ 
(12~ -6), and E > 0 is a parameter. They are interested in solutions that lie 
in the strip ((p, N): 0 6 p < 1, 0 < N), whose boundary isinvariant u der 
the flow of (12,) for all E. When E = 0, the hyperbolas N( 1- p) = constant 
are invariant, andthe N-axis and the curve @(p, N) = 0 consist of
equilibria. For E >0 there are just four equilibria, at (0, 0), (1,O) (0.5,2), 
and (0, c), where 
c = 2 + tan-‘( -6) = 0.5943524.... 
Selgrade and Namkoong show that as E decreases toward 0, a Hopf bifur- 
cation ccurs atthe quilibrium (0.5,2) at E= 0.5. Stable closed orbits are 
produced for E< 0.5, 1s -0.51 small. Numerical work indicates hat hese 
stable closed orbits persist a  E+ 0. 
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Let e = 0.5976391... (to be defined more precisely later). LetSbe the sub- 
set of the @plane defined asfollows: From (0, e) follow the hyperbola 
N(1 - p) = e to the right until it meets the curve @(p, N) = 0; follow 
@(p, N) = 0 to the left until tshares a common tangent with ahyperbola 
JV( 1- p) = d, which occurs at
d = 1.079706... ; 
follow this hyperbola to (0, d); return to(0, e) along the N-axis. See Fig. 3. 
We shall prove 
THEOREM 2. Let U be any neighborhood of S in the strip ((p, N): 
0 < p < 1, 0< N}. If E > 0 is sufficiently small, then U contains a closed orbit 
of(12J 
Selgrade and Namkoong assert, on the basis of their numerical work, 
that he family of closed orbits produced byHopf bifurcation l mits, a  
E + 0, on a set whose description is the same as that of S except that eis 
replaced by c. In contrast to c, the number ehas no obvious geometric 
significance. It is computed from d with the aid of Theorem 1. Theorem 2
does not rule out the xistence of losed orbits for (12,) other than those it 
describes, so itis a priori possible that (12,) has closed orbits hat limit on
the set proposed by Selgrade and Namkoong. However, numerical 
evidence indicates hat for small E> 0, (12,) in fact has a unique closed 
orbit close to S. For example, for E= 0.01 numerical integration of (13,), 
defined below, indicates a unique closed orbit with minimum v-value 
between 0.5975 and 0.5976. This closed orbit of (13,,,) corresponds to a 
FIGURE 3
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closed orbit of(12,,,) tangent tothe hyperbola N( 1- p) = a value between 
0.5975 and 0.5976, consistent with Theorem 2. 
Proof of Theorem 2. Motivated bythe invariance of the hyperbolas 
N(l -p) = constant under the flow of ( 120), we make the change of 
variables 
u = P, 
o=N(l -p). 
The strip {(p, N): 0 <p < 1, 0 <IV} is transformed into the strip {(u, u): 
Odu< 1, 06u}, and (12,) becomes 
ti =U(1 -u)[A(u, 0)-&B(U, II)], 
d = EUB( 24, u). 
(13,) 
Here A(u,u)=@(u,~(l-u)-~)=4-2u(l-u)-~+2tan~~(8u-4), and 
B(u,u)=Y(u,u(l-u)-1)=2-u(l-u))1+tan-’(12u-6). The lines 
u = constant are invariant u der the flow of ( 130), and the u-axis and the 
curve A(u, u) = 0 consist of equlibria. See Fig. 4. The set S is transformed 
into the following setS’: From (0, e) follow the line u = e to the right until 
it meets the curve A(u, u) = 0; follow A(u, u) = 0 to the left until u attains a 
local maximum, which occurs atu = d; follow the line u = d to (0, d); return 
to (0, e) along the u-axis. We shall prove Theorem 2by showing that any 
neighborhood f S’ in {(u, u): 0d u < 1, 0 < u} contains a closed orbit of 
(13,) for all sufficiently sma lE >0. 
FIGURE 4 
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FIGURE 5 
When E # 0, ti = 0 along the u-axis and along the curve A(u, v) - 
EB(u, u) = 0. See Fig. 5. The u-axis is thus invariant for all E. For small E the 
curve A(u, V) -EB(u, u) = 0 is close to the curve A(u, u) =O. The latter 
curve meets the u-axis at (0, b), 
b = 0.6741823..., 
where its slope is negative. It descends to a local minimum at (0.1514278..., 
0.6563913...), ascends to a local maximum at (1, d), I= 0.5736301..., and 
descends to (1,O). Also, when E # 0, d = 0 along the u-axis and along the 
curve B(u, u) = 0. This curve meets the u-axis at (0, c), where its slope is 
negative. It descends to a local minimum, ascends to a local maximum, and 
descends to (1,O). The only intersection of A(u, u) - EB(u, u) = 0 and 
B(u, u) = 0 in ((u, u): 0 < u < 1, 0 < u} is at (0.5, l), which is an equilibrium 
of (13,) for every E, as is (0, c). 
For small E the following is true. For 0 < u < 0.5 (resp. 0.5 < u < 1) the 
curve B(u, u) = 0 lies below (resp. above) the curve A(u, u) - EB(u, u) = 0. 
The complement of the curves A(u, u) - EB(u, u) = 0 and B(u, u) = 0 in the 
strip {(u, u): 0 c u < 1, 0 < u> consists of four components, denoted 
R; ,..., R:.For s>O, in R",, ti>O and ti>O; in R;, tic0 and zi>O; in R;, 
zi < 0 and li < 0; and in R$, ti > 0 and d < 0. Along A(u, u) - EB(u, u) = 0, 
zi=O, and d<O if OGucO.5, ti>O if O.~<U< 1. Along B(u, u)=O, ti=O, 
and ti>O if O< ~~0.5, zi<O if 0.5 <u< 1. Along the u-axis, zi=O, and 
ti>OifO<u<c,d<Oifc<u. 
Let C(u,u)=u(l-u)A(u,u)andD(u,u)=uB(u,u). Lete=max{kd>v” 
and sz (X/&)(0, s)[D(O, s)] -Ids 2 O}. Note that (K/&)(0, u) < 0 for 
b -c u, (K'/h)(O, u) > 0 for u < 6, and D(0, u) < 0 for c < u. Now J; (K/au) 
(O,s)[D(O, s)]-'ds= S~A(O,s)[sB(O,s)]-'ds= Jz [4-2s+2tan-I(-4)] 
(s[2-s+tan-I(-6)]}-‘ds. Th’ is integral can be evaluated by partial frac- 
505160. l-10 
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tions, and the unique value of v” that makes the integral zero can be com- 
puted by Newton’s method. We set e equal to this value of v”, 
e = 0.5976391.... 
For 6 >O and E >O small, define pi(o) for u near d as follows: The
integral curve of (13,) that starts at (6, u) first reintersects the line u = 6 at 
(6, p,S(v)). Theorem 1implies that here is a continuous f nction $(/?), with 
II/(/?)>0 for /?>O and $(/?) -+O as p +O, such that, for fixed 6 >O and 
fi >0 sufticiently sma l, pf( [d- /I, d+ /I]) c [e - II/(/?), e + $(p)] for all suf- 
ficiently small positive E, i.e., for 0< E < &(/I, 6), say. (To put the present 
problem into the framework ofTheorem 1, one may let x= -0, y = U. Note 
that band c play the same roles here that hey do in Theorem 1.) 
Choose 6> 0 and /I? > 0 small. Then pi( [d - 2p, d + 2p]) c [e - $(2/Q 
e + $(2/I)] for all sufficiently sma lE >0. 
Let P, = (6, e- $(2/?)). We assume /I is chosen so small that P, E R; for 
all sufficiently sma lE> 0. See Fig. 6. Let P, be the point on B(u, u) = 0 
such that 0< u(Pz) <0.5, u(Pz) =u(P1) -/3, and the curve B(u, u) = 0 is ris- 
ing at P,. 
Definef(u), I < u < 1, implicitly by A(u, f(u)) = 0. Let P3 be the point on 
the curve u=f(u) +/? with u(P3) =u(P*). Let P, be the point on the curve 
u =f(u) +/? with u(P4) =I + 8. We assume bis so small that he portion f
the curve u=f(u) +fl between P3and P, lies inR; for all sufficiently sma l
E > 0. Notice that d< u(P4) if fl is small, and u(P4) < d+ /?. Let P, = 
(6, d+ 2/O. 
In the sequel, m denotes the line segment from P to Q. 
Let QI = (6, e+ $(28)). Let Q2 be the point on B(u, u) =0 such that 
0 < 4Qz) <0.5, u(Qz) = u(Ql), andthe curve B(u, u) = 0 is rising atQz. We 
assume p is chosen so small that Q, Q2, except for Q2, lies inR; for all suf- 
ficiently small E> 0. Let Q3 be the point on the curve u=f(u) --b with 
u(Q3) = u(QZ)+ j. Let Q4 be the point on the curve u=f(u)-p with 
d + 2, 
d-2 
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u(&) = Z, so that II = d-p. We assume /? is so small that d- 2fi > 1. 
Let Q, be the point on A(u, u) = 0 to the left ofQ4 with u(Qs) = v(Q4). Let 
Q6 = (4 d - 2/O. 
Let Hi be the horseshoe-shaped region bounded by P,, m, Q2Qj, 
thecurveu=f(u)-/?fromQ,toQ,,m,m, Q,P,, P,P4, thecurve 
u =f(u) +fl from P4 to P,, mp,, m. For all sufhciently small E> 0, the 
vector field (13,) points into Hi at every point on the boundary of Hs 
except points of Q,P,. Since (13,) has no equilibria in Hi for E#O, for - - 
each suffkiently small E> 0 there is a continuous mapg, : P, QI + Q6 P, 
given by g,(P) = first intersection of theintegral curve of (13,) that starts - - 
at P with Q6 P,. Define h,: Q, P, --+ PI Q, by h,(Q) = first intersection of 
the integral curve of (13,) that starts atQ with P,Q, = (6, p:(u)) if 
Q = (6, u). Then h, is defined for E> 0 sufficiently sma lb the definition of 
$. Set k, = h, 0 g,. Since k, maps m to itself, it has a fixed point P,. The 
integral curve of (13,) through P, is closed and lies in Hi u [0, S] x 
[e-$(2/I), d+2/?]. By choosing 6 and /? small, wecan find aset of this 
form inside any neighborhood f S’ in ((u, u): 0~ UC 1, O,<u}. 1 
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