Abstract-Time synchronization is very crucial for the implementation of energy constricted underwater wireless sensor networks (UWSN). The purpose of this paper is to present a time synchronization algorithm which is suitable to UWSN. Although several time synchronization protocols have been developed, most of them tend to break down when implemented on mobile underwater sensor networks.
nodes. But they require specialty deployment or depend on the precision of velocity measurement, which is difficulty to implement in underwater environment.
In this paper, we propose a mobile counteracted time synchronization algorithm for underwater acoustic sensor networks, called "Mc-Sync". As UWSN experiences node mobility, our design utilizes two mobile reference nodes to eliminate the bad effect. We also design the trajectories of the two mobile reference nodes to guarantee the synchronization precision. Major contributions of this paper are as follows:
• We analyze the effect of node mobility to the clock skew, and design a novel time synchronization technique, called "Mc-Sync", which exploits two mobile reference nodes to counteract the effect of node mobility.
• We design trajectories of the two mobile reference nodes in underwater sensor networks. It could compensate the effect of node mobility and improve time synchronization precision.
• We examine the performance of Mc-Sync carefully.
Simulations results show that Mc-Sync performs better than other existing algorithms. The rest of this paper is organized as follows. In Section II, we introduce the notion and error sources of time synchronization. In Section III, we analyze the effect of node mobility to the clock skew. Then provide McSync algorithm in details and design the trajectories of the two mobile reference nodes. We present simulation results and related work in Section IV and V. We offer our conclusion and future work in Section VI.
II. BACK GROUND
The sensor node time is controlled by an internal clock, which is composed of a crystal oscillator and counter. The internal clock is updated with the frequency of the crystal oscillator, different hardware have different crystal oscillator frequency causing un-synchronization among node clocks. In general, we often model the local time of node i using two parameters, namely, clock skew and clock offset, as follows: ( ) ( )
T t a t b = + Where ai is the clock skew, bi is the clock offset, and T is the ideal time or Universal Time Coordinated (UTC).
The offset arises when the two sensor nodes have a different starting time. It causes constant error independent of time. The clock skew causes increasing error as time goes by. Thus, the synchronization algorithm must be able to estimate both the clock skew and offset.
A description of causes of synchronization error was first described by Koeptz and Schwabl, and extended by Horauer et. al. recently [16] , in which incorporates physical layer jitter that cannot be over looked for high precision time synchronization. The sources of error could be summarized as below: (1) Send Time, (2) Access Time, (3) Transmission and Reception Time, (4) Propagation Time, and (5) Receive Time.
Moreover, the clock is also affected by the interaction of other components of the sensor system and underwater environment, for example long propagation delay, sensor node mobility, temperature, pressure, battery voltage and so on. Time synchronization schemes design in UWSN have to focus on eliminating or accounting for these sources of error and limiting energy consumption.
For mobile underwater sensor network, node mobility is one of the most important factors on time synchronization. In order to reduce its effect and improve synchronization precision, we analyze its influence in the following section, and design a new time synchronization method for the application of UWSN.
III. ALGORITHM DESIGN
In this section, we analyze the effect of node mobility to the clock skew, and present design details of Mc-Sync, which makes use of two mobile reference nodes to counteract the impact of node mobility. After that, we introduce the trajectories of the two mobile reference nodes.
A. Effect of Node Mobility
In order to compute out the clock skew, making use of one-way information exchange twice is the simplest method. In this process, we assume that the propagation delays for each information exchange are the same. As shown in figure 1 , reference node A with standard time is fixed, and node B is a sensor node to be synchronized. Node A sends synchronization information to node B. The message contains sending time T1, which is a time stamp of MAC layer. Node B receives this message and records the information receiving time T2 with its local time. Then node A sends synchronization message again, which contains the sending time of MAC layer time stamp T3, node B receives this message and records the local receiving time T4. Assuming that every information propagation process costs the same time t, we could get 2 1 
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In which, a is the clock skew, b is the clock offset. From equation (1) and (2), we could obtain:
Ideally, the clock skew is equal to the ratio of 2 4 T T − and computed by this method is not only the clock skew, but the clock skew with time variety caused by node mobility. Due to long underwater propagation delay, effect of the clock skew is much less than the node mobility in the time synchronization process. We give an example to illustrate above conclusion. Assume a equal to 1.00001, and the sensor node to be synchronized moves along the direction away from reference node. The node moves with maximum speed 2.9m/s. The time interval between two successive reference packets is 1s. The average propagation speed in the simulated environment is 1500m/s with 1% fluctuates. Use equation (3), we could calculate that a is equal to 0.99982. That is to say, time synchronization makes the clock deviation bigger than before.
In order to solve this problem, and improve calculating precision of a, lots of existing algorithms adopt linear regression, which cannot eliminate the influence of node mobility essentially. Some algorithms involved node position, speed and other information to computation process, but most of them require complex deployment and hard calculation. In order to reduce the effect of node mobility, we use two reference nodes to get exact clock skew.
B. Mc-Sync Design
As in figure 2, Node A1 and A2 are reference nodes with standard time, which located at opposite sides of node B and keep still. Node B is the node to be synchronized, which floats with ocean current. As in figure 2, Node B sends synchronization information at its local time T1, node A1 and A2 receive this information at time T12 and T22 respectively. We assume all the time used in time synchronization process is MAC layer time stamp. Node B sends synchronization information at its local time T3. Node A1 and A2 receive this information at T14 and T24 respectively. Due to the mobility of node B, it's information sending position changes from P1 to P2.
Adopt equation (3) to calculation a. There is a difference Δ T between actual (T12-T14) / (T22-T24) and computed value, as the result of node mobility. The difference of A1 and A2 has the same value and opposite direction, as in figure 3 .
For node A1, we could obtain: In common, for node A2, we could obtain:
From equation (4) and (5), we could compute out exact clock as follow:
Then we use two-way information exchange to estimate the clock offset, as in figure 3. Node A1 transmits message to node B, when it received the second synchronization information. The massage includes the MAC layer time stamp T15. Node B receives this packet, records the receiving local time T6 and immediately sends synchronization information at time T7. Node A1 receives this message and records the receiving time T18. As node B immediately replies to node A1, the time interval is very short, node B is barely moving. So there is nearly no error of the clock offset caused by node mobility. We could get:
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From equation (7) and (8), we could compute out the clock offset:
As discussed above, we could get node's clock skew and offset from equation (6) and (9) . We design the algorithm of reference nodes as follow: 
C. Trajectory of Reference Node
In order to implement Mc-Sync algorithm, two requirements have to be satisfied: (1) Assume that the node movement is mainly effected by ocean current, the two reference nodes should be deployed along the direction of ocean current. (2) The node should be located at the connecting line of the two reference nodes.
For the first requirement, we design new equipment composed by two reference nodes. One of them is a mobile reference node, it could move autonomously. Another reference node cannot move by itself, which is joined to the mobile reference node by light cable. It could move passively with the mobile reference node and ocean current.
After deployed, the mobile reference node keep still. Another reference node moves with ocean current, and the light cable always be tensed. We assume node movement is mainly effected by ocean current, thus the light cable of the two reference nodes parallels to the direction of ocean current. That is to say, the direction of the node motion is the same as the connecting line of the two reference nodes.
To satisfy the second requirement, the two reference nodes should be deployed at the opposite sides of deployment area, and their trajectories are perpendicular to the direction of ocean current, as shown in figure 5 . Reference nodes move a little distance D along the trajectories, and keep still to do time synchronization. Reference nodes repeat this process until all the nodes have been synchronized. In the time synchronization process, the node may receive more than one pair of information came from reference nodes. We use equation (3) to determine the most suitable positions of reference nodes.
The two reference nodes use equation (3) to calculate a respectively, the result that one a is greater than 1 and another one is less than 1 is retained, and others are invalid. Then we find out the most suitable reference node positions for Mc-Sync, which is the nearest location of the node to the reference nodes connecting line. The node computes out the sum distance from it to the two reference nodes in every time synchronization process. And compare these sum distances, the position with smallest distance value is the most suitable positions of reference nodes. As in figure 6 , reference node A1 and A2 at position A1 and A2, node P broadcasts synchronization messages at position P1 and P2 respectively. Reference node A1 and A2 receive those messages, and then move to position A11 and A22. After that, node P broadcasts synchronization messages at position P3 and P4, which be received by reference node A1 and A2. They could compute out the distance from them to the node, and send the result to node P. Node P computes out the sum distance from it to the reference nodes at different position:
Then it compares d1 and d2, and chooses the minimum one of them to do time synchronization. As d1 < d2, node P use the data of positions A1 and A2.
Error exists when the node and reference nodes are no collinear, as in figure 6 . The time cost by node mobility for reference nodes A1 and A2 are:
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In which V is the speed of sensor node. When A1, P1, P2, A2 collinear,
. As D is very little and 1 2 1 2 A A P P >> , we could get the conclusion that 2 1
. So equation (6) could be still used. Shorten D will cause higher precision, but longer synchronization time and energy cost.
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The algorithm of synchronizing nodes is as follow: 
IV. SIMULATIONS
We analyze the preferences of Mc-Sync via simulations, and compare it with No-Sync, TSHL [15] and MU-Sync [10] in this section.
A. Simulations Setup
In our simulations, we assume two reference nodes have standard time, which move along the trajectories setting in advance. The sensor nodes to be synchronized have their own inside clocks, and move randomly in the deployment area. The parameters used in simulations are as follow:
The initial clock skew is 8ppm. The initial clock offset is 10ppm.
The maximum speed of sensor nodes to be synchronized is 2.9m/s (Vmax).
These nodes change their speed randomly within the range of [0, Vmax].
The time interval between two successive reference packets is 1s.
Clock granularity is 1μs. Receive jitter is 1μs. The propagation speed in simulated environment is 1500m/s with 1% fluctuates.
The number of reference packets used by TSHL and MU-Sync to perform linear regression is 20.
The time stamps in simulations are the time stamp of MAC layer.
B. Result and Analyse
In the first simulation, we research on the error with time elapsed since synchronization and compare McSync with different algorithm, e.g. Mc-Sync, MU-Sync, TSHL and No-Sync. As in figure 8 , with time goes by, errors grow after time synchronization. As the clock skew leads to error increasing after synchronization, this comparison result actually demonstrates different accuracies on the clock skew these algorithms can achieve. In the simulation, the error for Mc-Sync is 27.4% of TSHL, and 60.9% of MU-Sync. Then we study the energy cost of these algorithms. In Mc-Sync, reference nodes do not always broadcast synchronization messages, which is not energy efficient. They only start the synchronization process when they arrive at the right positions. Figure 9 shows the number of packets needed in synchronization process, which represents the energy cost of TSHL, MU-Sync and McSync. As in figure 9 , the packet number of Mc-Sync is the smallest compare with TSHL and MU-Sync. As node mobility is one of the main effects to time synchronization, we also discuss the effect of node velocity in our simulation. We change the node speed from 0m/s to 10m/s. Figure 10 shows the impact of sensor node velocity compared Mc-Sync with TSHL and MU-Sync. The error of Mc-Sync is 11.5% of TSHL, and 17.9% of MU-Sync.
As in figure 10 , with the parameter velocity's increase, the synchronization errors of TSHL and MU-Sync increase faster than Mc-Sync. This is because both TSHL and MU-Sync do not consider enough about propagation delay caused by node mobility. As Mc-Sync counteracts the effect of node mobility, its synchronization error is barely affected by velocity increase. In order to study the affect of initial distance between nodes, we change the initial distance from 100m to 1000m, as in figure 11 . The errors of all these algorithms are increasing with the distance's increase. It is because that long distance brings long propagation delay, which adds the error of propagation delay estimation. The error of Mc-Sync increases much smaller than TSHL and MUSync, as it reduces the effect of node mobility caused by distance increase.
Simulation results show that Mc-Sync preferences much better than resent synchronization algorithms. It has high synchronization precision and lest suffer node mobility's influence.
V. RELATED WORK
Synchronization protocols could be classified as Receiver-Receiver based approach, and Sender-Receiver based approach. In Receiver-Receiver based approach multiple nodes synchronize to a common event, and in Sender-Receiver based approach one node synchronizes with another. Both of them have their advantages and disadvantages.
Reference Broadcast Synchronization (RBS) [17] is a typical Receiver-Receiver based protocol. In RBS, nodes send reference beacons to their neighbors using physical layer broadcasts, receivers use broadcast message arrival time as a point of reference for comparing their clocks. It takes advantage of the broadcast channel to minimize synchronization error.
Sender-Receiver algorithms include many famous protocols. Timing-sync Protocol for Sensor Networks (TPSN) [18] works in two steps. A hierarchical structure is established in the network and then a pair wise synchronization is performed along the edges of this structure to establish a global timescale throughout the network. Eventually all nodes in the network synchronize their clocks to a reference node. Light weight Tree-based Synchronization (LTS) [19] introduces synchronization schemes that sacrifice accuracy by performing synchronization less frequently and between fewer nodes. The algorithm focuses on minimizing overhead while being robust and self-configuring. Tiny-Sync and MiniSync [20] proposed solution features minimal complexity in network bandwidth, storage and processing, which can achieve good accuracy. It also provides tight, deterministic bounds on both the clock skew and offset, and a method to synchronize the entire network in preparation for data fusion.
Delay measurement time synchronization (DMTS) [21] applicable for both single hop and multi-hop wireless sensor networks. As radio communication is a significant source of energy consumption, it adds minimum network traffic and is energy efficient. Flooding Time Synchronization Protocol (FTSP) [22] uses low communication bandwidth, and robust against node and link failures. FTSP achieves its robustness by utilizing periodic flooding of synchronization messages, and implicit dynamic topology update. The unique high precision performance is reached by utilizing MAC-layer timestamping and comprehensive error compensation including clock skew estimation. Global Clock Synchronization [23] proposes the all-node-based method, the cluster-based method, and the diffusion-based methods to solve the problem of time synchronization.
All of these terrestrial time synchronization methods cannot be directly applied to UWSN. Many unique characteristics of UWSN make underwater time synchronization challenging.
In the past several years, there are significantly growing interests in UWSN, but the research on underwater time synchronization is relatively limited [24] . TSHL [15] is the first time synchronization protocol designed for high latency networks. It performs linear regression over timing information to compute the clock skew. MU-Sync [10] is a cluster-based algorithm, which runs two times of linear regression to estimate the clock skew. It could account for the propagation delay variability due to the nodes relative motion. Mobi-Sync [7] designed for mobile underwater acoustic sensor networks, which utilizes the spatial correlation of underwater mobile sensor nodes to estimate the long dynamic propagation delays. D-sync [8] exploits Doppler shift to time synchronization. It can handle substantial mobility without making any assumptions about the underlying motion and extensive signaling.
TSHL assume a static network which does not hold for most underwater systems. MU-Sync is not energy efficient, because it using a large number of two-way messages exchange. In Mobi-Sync, in order to estimate nodes velocity, each ordinary node has to maintain connectivity to at least three or more super nodes. D-sync has relatively complex computing process and susceptive with the measure precision of Doppler shift.
Not the same as these methods mentioned above, McSync utilizes two mobile reference nodes to eliminate the bad effect of node mobility and improve the synchronization precision.
VI. CONCLUSION
In underwater sensor networks, node mobility has significant influence on the performance of time synchronization protocols. We research on the effect of node mobility, and make use of two mobile reference nodes to counteract the impact of node mobility. We present Mc-Sync as well as its trajectories, and analyze its preference though simulation.
In our future work, we plan to examine the applicability of our algorithm in more complex underwater environments. We also want to investigate other trajectories in underwater acoustic sensor networks of Mc-Sync to improve its accuracy.
