It is generally assumed that a question in English can be expressed by other than just interrogative means (i.e., finite verb -subject inversion and/or presence of a wh-word for constituent questions). If so, how do we define the term 'question' and what procedures can we use to identify questions in a conversational corpus? The discussion and lack of consensus found in the literature indicate that the answer is far from trivial. One way to resolve the issue appears to be to turn to speakers' intuitions. For this purpose, an experiment was designed to test the interpretation of the term 'question' by native speakers of American English. A statistical evaluation of native speaker judgements in the categorization task suggests that, despite the common impression that "you know one when you see one," speakers actually appear to understand the term in different ways. A logistic regression analysis shows that this effect cannot be explained by the 'continuum hypothesis' according to which the difference between questions and assertions is not categorical but gradient. Instead, it seems that the semantics of interrogatives gets confounded with the pragmatic effect of response-seeking utterances (including imperatives, expressions of epistemic uncertainty and acknowledgement elicitation). In order to maintain a clear conceptualization of the terminology, it is proposed here to reserve the term 'question' for the semantic object denoted only by (all) interrogatives, as captured, e.g., in the partition semantics of Groenendijk & Stokhof (1997) . For utterances (both interrogative and declarative) to which the addressee responds -be it in a linguistic or non-linguistic manner -the term 'response-seeking' is employed instead. Among them, the most interesting kind is that of evaluative response-seeking utterances which have the same pragmatic effect as "true" polar interrogatives in context. Some criteria for their identification in conversational transcripts are discussed.
Introduction
It has been noted many times in the past that there is no one-to-one relation between interrogatives and their canonical discourse function, usually labelled as 'asking a question'. For example, the utterances in (1) have different syntactic forms (only (1a) being an interrogative), yet all of them appear to have the same intended effect on the listener. 1 There is another type of negative polar questions with preposed negation, so-called inner negation, which are used as true information-seeking questions (viz. Ladd, 1981 , Han & Romero, 2003 , van Rooij & Šafářová, 2003 , and Šafářová, 2005 , for a discussion).
f.
ROY: "This is why it's such a depressing book."
Moreover, it is not always possible to distinguish utterances addressing an issue about which the speaker is ignorant from those of which the speaker is knowledgeable because speaker's beliefs may not be manifested in the examined conversation. For this reason, Šafářová & Swerts (2004) suggest that any procedure of question identification is unreliable unless the researcher has access to speakers' intentions. However, it turns out that even this stringent requirement may not be sufficient since speakers may experience doubts if inquired about their own utterances (Grundstrom, 1973) . 2 According to Haan (2001) , the problem with the question definition is that there actually exists no clear boundary between questions and assertions. The two categories are not binary but gradient, in other words, they form opposing ends of a single scale. For example, questions whose function has the support of formal properties (wh-word, inversion) and questions seeking new information are more prototypical than questions lacking these formal markers and/or confirmation-seeking questions (Haan, 2001): 19) . In what follows, Haan's position will be referred to as the 'continuum hypothesis'.
In the next section, I will describe the results of an experiment the purpose of which was to examine the understanding of the notion 'question' by native speakers of American English. First of all, the experiment had as its goal to confirm that speakers interpret the term in a uniform way. 3 If a statistically significant agreement were found, the utterances classified as questions were to be analyzed for the presence (and, possibly, importance ranking) of prototypical question features. As shown below, however, the level of disagreement among judges was too high. The data, however, appear to disprove the 'continuum hypothesis'. Instead, it appears that the variation in participants' responses is due to a confusion between the semantics and pragmatic effects.
Experimental Study
One of the goals of the experiment was to use native speakers' intuitions (if sufficiently uniform) to establish a workable procedure for question identification in conversations. The intended purpose of the procedure was to collect questions from a corpus in order to examine their intonational patterns. Since the questions have to be collected without reference to their intonational properties (to avoid bias), only conversational transcripts can be used in the identification process. Therefore, judges in the experiment were only presented with a transcript of a free conversation, with no access to its audio recording.
The experimental hypothesis was formulated as follows:
[Hypothesis] The term 'question' is used in a uniform way by native speakers.
Method
The participants in the study were 26 native speakers of American English, 13 male and 13 female, between 24 and 67 years old. Some of them were contacted directly and some of them were recruited by their departmental colleagues or via the [phonlist], a phonetics e-mail list. They were paid for their participation in the task with an Amazon gift certificate for $15. The task was estimated to take between 15-20 minutes, though some of the judges reported that they needed more time.
The task was set up as a web form with an accompanying php-script for input submission. A transcript of a natural free conversation, publicly available from the Santa Barbara Corpus, part I, was segmented into individual meaningful units assumed to correspond to utterances, with 875 utterances in total. There were three Prior to the actual task, the judges were asked to submit their name, e-mail, age and gender. Submitting their name and e-mail was necessary for the participants to receive their Amazon gift certificate. The information about their gender and age was considered of possible relevance for the evaluation of the responses.
Results
Speakers' responses were first evaluated in terms of general agreement. There were in total 218 cases classified as questions by at least one judge. Of these, one fifth (19.5%) was classified as questions by more than a half of the judges; on the other hand, one fifth (20%) of the utterances identified as questions were identified by just one judge. There were 6 utterances that were identified as questions by all the judges: these were all isolated utterances of just a wh-word (such as what, why) or a wh-word with a part of the predicate (e.g., where is the uh) or with subject-finite verb inversion (e.g., did they train you that). Overall, more than 60% of the utterances categorized as questions were so interpreted by five or less of the 26 judges.
A brief analysis of the responses revealed that most apparent points of disagreement, summarized below.
1. you know-phrases: These were prevalent in the speech of one of the recorded speakers (Lynne) who also contributed longer monologues into the conversation. Some judges always marked the phrases as questions, others did so only if they were turn-final and some judges never considered them to be questions.
2. uncertainty expressions: Some judges classified expressions of uncertainty as questions, e.g., (5) or (6), similarly also (7) and, possibly, also (8) 3. imperatives: Some judges classified also imperatives, as in (9), as questions:
(9) look right here 4. hidden questions: Utterances that were used to elicit a response, as in (10) where the speaker is asking a direct witness of an event for a confirmation of information she received, were sometimes classified as questions.
(10) "and she said like the lights looked a greenish color" 5. incomplete utterances: Utterances with ellipsis or requests for confirmation such as (11), (12) and (13), were a frequent source of disagreement, in that some judges identified them as questions, while others consistently excluded them.
(11) "really"
"Debby"
4 It is not clear whether (6) was interpreted as expressing uncertainty or was a misunderstanding.
rhetorical questions: Some judges classified rhetorical wh-questions as questions.
The responses were evaluated in a pair-wise comparison using the Cohen's kappa coefficient (Cohen, 1960) , where zero corresponds to an agreement between two judges which was the same as chance. The statistic is calculated on the basis of a two-by-two table, where A is the number of utterances both subjects considered to be questions, B, like C, is the number of utterances which had this property according to one of the judges but not according to the other one, and D is the number of utterances on which the two judges agreed that they were not questions. Obviously, A+B+C+D=N, N the total number of utterances (i.e., 875). The formula for calculating kappa is given in (A) below. 
The strength of agreement, measured with the kappa-statistics, is often described verbally with the Landis-Koch scale (Landis & Koch (1977) ), as: <0 -"poor", 0-.20 -"slight", .21-.4 -"fair", .41-.6 -"moderate", .61-.80 -"substantial" and .81-1.0 -"almost perfect" (though some statisticians oppose this interpretation).
The kappa-statistics, though widely used, is sometimes disputed as the appropriate measure of interrater agreement (Cicchetti & Feinstein (1990) ). Therefore, additional measurements of agreement were made, using raw agreement indices: the observed proportion of overall agreement (which, unlike kappa, does not correct for chance), symbolized here as po, and the proportion of specific agreement for positive and negative ratings, ps + and ps -respectively. Given that the conversational transcript contained proportionally a much larger number of utterances overall classified as non-questions, especially the positive rating ps + was of relevance.
The formulas for calculating the raw agreement measurements are given below:
The kappa coefficient and the raw agreement measurements were calculated for all pairs of judges (for Although the kappa coefficient and the raw agreement scores can give an overall impression of subjects' agreement in the task, a more detailed statistical analysis is needed to determine the difference in underlying models speakers used to identify questions in the task. For this purpose, all the utterances were tagged for the presence/absence of seven categorical features estimated to play a role in the subjects' decision process. The description of the features is summarized in table 2. 
by a yes/no-reply
The feature uncertainty was present for utterances that contained one of the following phrases: 'I guess', 'I wonder', 'I forget', 'I don't know', 'maybe' and/or 'perhaps'. These were considered to express the uncertainty or ignorance of the speaker; the list is based solely on expressions of uncertainty found in the transcript. The feature question test was present for declarative utterance which, if turned into an interrogative by a simple subject-finite verb inversion in the main clause, still appeared to be felicitous in their context (see also below for examples and further discussion of this feature). The annotation of the utterances was done by a single annotator, which may be problematic for the feature question test given that it involves a subjective judgement.
The features wh-word, you know, turn final and uncertainty, on the other hand, were identified mechanically with a simple matching procedure. The same could be done for the feature yes/no-answer, selecting utterances immediately followed by yes/no/mhmm/yeah (here, also responses that contextually entailed yes/no were taken into consideration).
The features were inspected for possible dependencies with a chi-square analysis; for cases where more than 20% of the expected frequencies were below 5 or one of them below 1, Yates' correction was employed.
The calculations were done with an online calculator at www.unc.edu/~preacher/chisq/chisq.htm. The analysis revealed a statistically significant association in eight cases out of the twenty-one possible ones and in these cases, the effect of a factor (as described below) thus cannot be ascribed uniquely to its presence but has to be considered together with its dependencies. The presence of an uncertainty expression was frequently accompanied with the presence of a wh-word, with Χ 2 (1)2=33.506, p < .01, an effect which can be explained by the frequent embedding of wh-clauses under the predicates I don't know, I forget and I wonder. Turn-finality was significantly associated with all the other features, except for uncertainty, with, for the pairs wh-wordturn-final, yes/no-answer -turn-final, inversion -turn-final, question test -turn-final, you know -turn-final, respectively, Χ 2=23.468, p < .01. The presence of a wh-word was not independent of inversion, with Χ 2 (1)2=59.020, p < .01
and, finally, inversion was not independent of the yes/no-answer feature, (as could be expected, since interrogatives are frequently followed by a yes/no answer), with Χ 2 (1)=21.880, p < .01.
In order to determine the role of the seven features as factors in speakers' individual, as well as combined responses the data were analyzed with logistic regression in SPSS 11.0.3, with 'question' as the dependent (binary) variable and the seven features as categorical predictors. For all subjects, their models were significant (the null hypothesis being that no utterance is a question), but there were individual differences with respect to the significance of the different features (viz. table 5 in the appendix). For example, while many judges considered the feature inversion to be the most important for question identification, for other judges it was rather the fact that an utterance contained the 'you know' phrase or that it contained a wh-word or could in the context be turned into an interrogative (the question test feature). The uncertainty feature was not significant in any of the individual models.
Following the individual analyses, the responses by all twenty-six subjects to the 875 utterances were merged together, thus giving 22 750 cases and evaluated with the logistic regression analysis, using the seven binary features as before. The purpose of the analysis was to identify features relevant for question identification across subjects.
With the null hypothesis that all utterances are not questions, which could account for 93 percent of the responses, the model with the seven features could account for 94,2 percent of the responses, correctly identifying 38,1 percent of utterances subjects classified as questions (compared to 0 percent based on the null hypothesis). The model was significant with Χ 2 (7)=4537.340 and p <.01. The importance of the individual features, which were all significant, is summarized in table 3. The results reveal that in the general model, the two most important factors for question classification were inversion and the presence of 'you know', while the presence of an uncertainty expression, though significant, was not as important as any of the other factors.
In the logistic regression analysis described above, as questions in the model were considered all utterances that were so classified by at least one judge. Since there was a large amount of disagreement between subjects, the results were also analyzed from the perspective of the majority opinion. Again, the logistic regression analysis on all results was performed, but this time, only utterances that were categorized as questions by more than half of the judges (i.e., more than 13) were considered as questions in the model, using as 
Discussion
To sum up the results, the level of agreement regarding which utterances were questions was quite poor among the native speakers who participated, and exhibited great variation. This result suggests that speakers, if consistent in their judgements, employed different definitions of the term 'question'. This possibility received further support through a logistic regression analysis of the data, using seven binary features associated with questions as predictors. Individual models varied in that some judges appeared to give most weight to subjectfinite verb inversion, while for others it was the presence of 'you know' in the utterance (a factor which, on the other hand, was not statistically significant in the model of some judges). In a general model with merged responses, where as questions were considered all utterances that were classified as such by at least one judge, the seven predictor features all appeared to play a role in question identification, the two most important being subject-finite verb inversion and the presence of 'you know'. Since the responses exhibited a great variation, the features were also evaluated in a model with merged responses where as questions were considered only utterances so classified by the majority of judges. In this model, 99.3 of the utterances were correctly classified (61 % of those considered questions); only five of the seven predictor features were statistically significant, with inversion being the most important one.
The 'continuum hypothesis', formulated on the basis of the discussion in Haan (2002) , does not appear to be supported by the experimental results because the ranking of the predictor features differed for the individual subjects. In fact, a feature (e.g., the presence of the you know phrase) could be the most significant question predictor in some models and not have any significance in others. Presumably, if the problem with categorizing questions was that the difference between questions and statements is a continuum, the experimental participants would be expected to differ only in how strict they are in their judgements (some of them employing a very narrow definition, others a very broad one), but to preserve the same ranking.
One possible explanation that appears to be in line with the results reported above is that the semantic and the pragmatic interpretations of the term 'question' were confounded. Under the semantic interpretation, as questions are considered only interrogatives (i.e., utterances with subject -finite verb inversion and possibly the presence of a wh-word). In fact, this appeared to be the core interpretation in that the predictor features inversion and wh-word, together with the statistically dependent turn-finality, were the most significant ones in a model with merged responses based on majority classification. Another interpretation concerns utterances which appear to be response seeking in a broad sense, i.e., ranging from acknowledgment that the addressee has heard and understood an utterance to the addressee performing a non-verbal action in the sense of Clark (1996) . Note that for "true" interrogatives, both the semantic and the pragmatic component are present (they have the semantics of questions and the discourse function to signal response-seeking). Rhetorical questions, however, lack the pragmatic component and this may have been the reason why some judges classified them as questions and others did not.
The purely response-seeking-based interpretation would be the reason why some judges classified all occurrences of the phrase you know as questions, since the phrase usually serves to elicit a low-level acknowledgment (at least signalling that the speaker has the listener's attention, e.g., in the form of a small nod or eye gaze in the speaker's direction). Also, it accounts for the otherwise unexpected categorization of imperatives as questions, as in (9), where the imperative is response-seeking in that it asks for a non-verbal action from the listener. Other points of disagreement noted above, such as expressed uncertainty or eliciting a direct witness account of reported events also fall into the category of response-seeking utterances. 
