Abstract: Single sequences like Legendre have high linear complexity. Known CDMA families of sequences all have low complexities. We present a new method of constructing CDMA sequence sets with the complexity of the Legendre from new frequency hop patterns, and compare them with known sequences. These are the first families whose normalized linear complexities do not asymptote to 0, verified for lengths up to 6×10
Introduction
Mobile communications require flexible networks which can accommodate variable numbers of users under adverse propagation environments. Multiplexing by frequency or time division is inefficient and ineffective in guarding against multipath and mutual interference, noise and jamming. Code division multiple access (CDMA), frequency hopping, orthogonal frequency division multiplexing (OFDM), and ultra wide band (UWB) techniques have been developed to overcome these shortcomings. These have been enhanced by multiple input, multiple output (MIMO), polarization and space-time coding. All rely on digital sequences with good correlation. Ensembles of sequences with low off-peak autocorrelation and low cross-correlation are used in asynchronous CDMA systems. Such sequences are statistically uncorrelated, and the sum of a large number of sequences results in multiple access interference (MAI) that is approximates Gaussian noise, due to the central limit theorem. An important feature of such multiple-access codes is their cryptographic security. A standard measure of security is the linear complexity, as computed using the BerlekampMassey algorithm, or its generalization, the Reeds-Sloane algorithm. A more useful measure is the complexity normalized to the sequence length, i.e. unfolded from arrays into sequences using the Chinese Remainder Theorem. The array interpretation is useful in analyzing the correlation and complexity of these sequence sets. It also makes it easy to generalize the constructions, by substituting column sequences with greater complexity. All the arrays in this paper can also be used in digital watermarking of images. In addition, it is possible to transform these arrays into frequency hopping patterns with good auto and cross-correlation, The paper is organized as follows. Section 2 presents the definitions and necessary preliminaries, including the array interpretation and a review of the Moreno-Tirkel construction. Section 3 presents linear complexity results for all the sequence sets discussed above for the lengths 2 
by τ places to the left, is defined as 
where L is the length of s, i+τ is calculated modulo L. In terms of the dot product, the autocorrelation value
, for horizontal shift h and vertical shift v is given by
where i+h and j+v are calculated modulo m and n respectively. 
is called the feedback polynomial of a shortest linear feedback shift register (LFSR) that generates n s . Hereafter we use feedback polynomial for short. It is not difficult to construct a solitary sequence of arbitrary linear complexity, by applying non-linear logical operations on the feedback coefficients of an LFSR. However, constructing a family of sequences with that property is more difficult. A shift register with a given feedback can produce different sequences with different cycle lengths, depending on the initial conditions. Here, we consider sequences of the same cycle length only. Also, there exist modifications to the Berlekamp-Massey algorithm which make it easier to decode sparse recursion polynomials. Hence, given two LFSR's of the same length, our preference is always for the one with greater Hamming weight. The exception is when the LFSR length is the same as the length of the sequence. For most sequences the linear complexity varies as the length increases.
Therefore, it is useful to introduce the concept of normalized complexity i.e. l/L.
The asymptotic normalized complexity is the limiting value as L tends to infinity.
Array interpretation m-sequence, small Kasami
We follow the exposition in [1] . One method of folding a pseudorandom sequence (PRS) into a two or higher dimensional array, sometimes referred to as a pseudorandom array (PRA), requires that the sequence length L be factorable into two or more relatively prime factors. If L=uv, with gcd(u,v) =1, then an array with u rows and v columns can be constructed by plotting the sequence down the main diagonal. When an edge is reached the array is reentered at the opposite figure on the next row or column. 
A simple method of obtaining 8 small Kasami arrays from the m-array in Fig 1(b) is by adding the columns of the m-array to the 7 different cyclic shifts of the m- sequence column, and appending the parent m-sequence. Note that the four cyclic shifts appearing in the m-array appear twice, or not at all, and the sequence of shifts is palindromic. Following the addition of an m-sequence column in a shift which does not exist in the parent, there are 4 arrays with no constant columns.
The addition of an m-sequence column in a shift which exists in the m-array results in an array with two constant columns. There are 3 such cases. The original m-array completes the small Kasami set.
No-Kumar
A variation on the theme can be performed by applying a trace map to an In this context, pseudonoise refers to two valued autocorrelation with the off-peak value being -1. Suitable columns are the binary Legendre and the Hall sequence. These new patterns can also be applied as time hopping patterns, optical orthogonal codes or sonar sequences.
Moreno-Tirkel

Linear Complexity Results
Linear complexity for known CDMA sequences and the three families of MorenoTirkel constructions with Legendre sequence columns are shown in Table 1 . Table 2 .
Conclusions
We sequence complexity as in our constructions. This is being investigated.
