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Abstract. Given uniform probability on words of length M ¼ Npþ k, from an alphabet of
size p, consider the probability that a word (i) contains a subsequence of letters p; p 1; . . . ; 1
in that order and (ii) that the maximal length of the disjoint union of p 1 increasing
subsequences of the word is aM N. A generating function for this probability has the
form of an integral over the Grassmannian of p-planes in Cn. The present paper shows that
the asymptotics of this probability, when N !y, is related to the k th moment of the w2-
distribution of parameter 2p2. This is related to the behavior of the integral over the Grass-
mannian Grð p;CnÞ of p-planes in Cn, when the dimension of the ambient space Cn becomes
very large. A di¤erent scaling limit for the Poissonized probability is related to a new matrix
integral, itself a solution of the Painleve´ IV equation. This is part of a more general set-up re-
lated to the Painleve´ V equation.
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1 Introduction
Consider the set of words
p A Spl :¼ fwords p of length l; built from an alphabet f1; . . . ; pgg;
(with jSpl j ¼ pl) with the uniform probability distribution
Pl;pðpÞ ¼ 1
pl
:ð1:0:1Þ
Let Y denote the set of all partitions l. Let l> be the dual partition, i.e., obtained
by ﬂipping the Young diagram l about its diagonal. So, l>1 is the length of the
ﬁrst column of l. Moreover hl denotes the product of the hook lengths hlij :¼
li þ l>j  i  j þ 1 and also 1p denotes the inﬁnite vector
1p :¼ ð1; . . . ; 1
zﬄﬄﬄ}|ﬄﬄﬄﬄ{p
; 0; 0; . . .Þ:
The RSK correspondence between words and pairs of semi-standard and standard
tableaux induces a probability measure on partitions
l A Yl ¼ fpartitions l A Y of weight jlj ¼ lg;ð1:0:2Þ
given by
Pl;pðlÞ ¼ f
lslð1pÞ
pjlj
;ð1:0:3Þ
having
ðsupport Pl;pÞJYðpÞl :¼ fl A Yl; such that l>1a pg:
The symbol sl denotes the Schur polynomial associated with the partition l. Besides
the probability Pl;p, we also consider the corresponding Poissonized measure, de-
pending on the real parameter x,
Px;pðlÞ ¼ epx ðxpÞ
jlj
jlj! P
jlj;pðlÞ; l A YðpÞ;ð1:0:4Þ
having
ðsupport Px;pÞJYðpÞ :¼ fl A Y; such that l>1a pg:
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We discuss very brieﬂy the combinatorics needed in this problem; for more details,
see [17, 19, 20]. For the partition l, deﬁne the symbol
ðnÞl :¼
Q
i
ðnþ 1 iÞli ; with ðxÞn ¼ xðxþ 1Þ . . . ðxþ n 1Þ; x0 ¼ 1ð1:0:5Þ
Deﬁne for qb l>1 , (throughout Dq denotes the Vandermonde determinant in q
variables)
ð1:0:6Þ f l ¼afstandard tableaux of shape lg
¼ jlj!
hl
¼ jlj!
ujlj
slðxÞjT l xil¼d1iu ¼ jlj!
Dqðqþ l1  1; . . . ; qþ lq  qÞQq
1 ðqþ li  iÞ!
;
and
ð1:0:7Þ a
semi-standard tableaux
of shape l ﬁlled with
numbers from 1 to q
8<
:
9=
; ¼ slð1qÞ
¼ Dqðqþ l1  1; . . . ; qþ lq  qÞQq1
i¼1 i!
¼ Q
ði; jÞ A l
j  i þ q
hlij
¼ ðqÞl
hl
A subsequence s of the word p is weakly k-increasing, if it can be written as
s ¼ s1W s2W   W sk;ð1:0:8Þ
where si are disjoint weakly increasing subsequences of the word p, i.e., possibly with
repetitions. The length of the longest increasing/decreasing subsequences is closely
related to the shape of the associated partition, via the RSK correspondence:
d1ðpÞ ¼ length of the longest strictlydecreasing subsequence of p
 
¼ l>1ð1:0:9Þ
ikðpÞ ¼ length of the longest weaklyk-increasing subsequence of p
 
¼ l1 þ    þ lk
Deﬁne the generalized hypergeometric function in terms of the symbol (1.0.5), viewed
as a symmetric function in an inﬁnite number of variables xi
2F
ð1Þ
1 ðp; q; n; xÞ :¼
P
k AY
ðpÞkðqÞk
ðnÞk
skðxÞ
hk
;ð1:0:10Þ
which, upon restriction, using power sums and upon using (1.0.6), yields
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ð1:0:11Þ 2F ð1Þ1 ðp; q; n; xÞjTl xil¼d1iu
¼ P
k AY
ujkj
ðpÞkðqÞk
ðhkÞ2ðnÞk
¼ Py
k¼0
uk
P
k AYk
ðpÞkðqÞk
ðhkÞ2ðnÞk
As a reminder, the chi-square distribution of parameter m is the distribution of
Zm ¼
Pm
1
X 2i ;
where the Xi’s are m independent normal Nð0; 1Þ-random variables.
The expectations Ex;p and E
l;p are taken with regard to the probabilities Px;p and
Pl;p deﬁned above. The functions on partitions, of which the expectations are taken,
are products of hook lengths restricted to a vertical strip in the partition of width
q p, as in Figure 1. In [3], expectations of this type have been studied and linked to
integrals over the Grassmannian space Grðp;CnÞ of p-planes in Cn, with regard to
the Weyl measure drðZÞ; besides, these integrals relate to speciﬁc solutions of the
Painleve´ V equation.
The motivation came from the fact that expanding (with regard to a parameter)
certain integrals over the unitary group UðnÞ led to interesting combinatorics related
to longest increasing sequences of random permutations and words, and also to per-
colation problems; see [22, 2]. During the last ten years, many striking results have
been obtained on the asymptotics of the length of the longest increasing sequences
in random words and random permutations. More generally, what happens with in-
tegrals over symmetric spaces, rather than groups. The simplest symmetric spaces are
the Grassmannian spaces Grðp;CnÞ. In this case, the integrals considered are Fourier
transforms of the sample canonical correlation distribution for two Gaussian pop-
Fig. 1
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ulations in multivariate statistics; this distribution is known to be related to the ge-
ometry of planes in Cn; see [18, 3].
We now state the following proposition, established in [3]:
Proposition 1.1. Given the partition
m ¼ ðn pÞp :¼ ðn p; n p; . . . ; n pzﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{p Þð1:0:12Þ
the mathematical expectation of the product of the hook lengths over the strip of width
q p, with regard to the probabilities (1.0.4) and (1.0.3), is given by1
ð1:0:13Þ epxEx;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

¼ P
lbpðnpÞ
ðpxÞl
l!
E l;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

¼ ~~cxðnpÞp2F ð1Þ1 ðp; q; n; yÞjT l y il¼d1ix
¼ ~cxðnpÞp
ð
Grðp;C nÞ
exTrðIþZ
yZÞ1 detðZ yZÞðqpÞ drðZÞ
¼ ~~cxðnpÞp exp
ð x
0
uðyÞ  pðn pÞ þ py
y
dy;
where2 uðxÞ is the unique solution to the initial value problem:
x2u 000 þ xu 00 þ 6xu 02  4uu 0 þ 4Qu 0  2Q 0uþ 2R ¼ 0
with ðPainleve VÞ
uðxÞ ¼ pðn pÞ  pðn qÞ
n
xþ    þ anþ1xnþ1 þOðxnþ2Þ; near x ¼ 0;
8>>><
>>>:
ð1:0:14Þ
with a speciﬁc coe‰cient anþ1 and where
1 Remember ðsupport Pl; pÞJ fl A Y; such that jlj ¼ l; l>1 a pg.
2 With
~c1 :¼ Qp
i¼1
i!ðn q iÞ! and ~~c :¼ ðq iÞ!ðn iÞ! :
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4Q ¼ x2 þ 2ðnþ 2ðp qÞÞx ðn 2pÞ2ð1:0:15Þ
2R ¼ pðp qÞðxþ n 2pÞ:
This paper is concerned with what happens when n !y. This is related to the be-
havior of the integral over the Grassmannian Grðp;CnÞ of p-planes in Cn, when the
dimension of the ambient space Cn becomes very large. To be precise:
Theorem 1.2. Given the partition m ¼ ðn pÞp, as in Figure 1, the following expecta-
tion behaves, for large n, like the moments of the chi-square distribution of parameter
2pq:
ð1:0:16Þ lim
n!y n
ðp21Þ=2EpðnpÞþk;p

IlKmðlÞ
Q
nq<janp
hlij

¼
ﬃﬃﬃ
p
p Qp
1 ðq jÞ!
ð ﬃﬃﬃﬃﬃ2pp Þp1k! E 12Z2pq
 k !
;
and so the expectation decays, when n !y, as
EkþpðnpÞ;p

IlKmðlÞ
Q
nq<janp
hlij

F cp;q;knðp
21Þ=2;
with
cp;q;k :¼
ﬃﬃﬃ
p
p Qp
1 ðq jÞ!
ð ﬃﬃﬃﬃﬃ2pp Þp1 pq 1þ kk
 
:
The next statement deals with the special case, where q ¼ p. Namely, setting
N :¼ n p, what is, asymptotically for large N, the probability PNpþk;pðlpbNÞ?
Corollary 1.3. Given an alphabet of size p and an integer k > 0, we give the behavior of
the probability on the set of words of length Npþ k for large N. Notice ipðpÞ ¼ flength
of the wordg ¼ Npþ k automatically, when d1ðpÞ ¼ p. So, ip1ðpÞ is the ﬁrst non-
trivial quantity. We now have:
lim
N!y
Nðp
21Þ=2PNpþk;pðlpbNÞ
¼ lim
N!y
Nðp
21Þ=2PNpþk;p
d1ðpÞ ¼ p
ip1ðpÞaNð p 1Þ þ k
 
¼
ﬃﬃﬃ
p
p Qp
1 ðp jÞ!
ð ﬃﬃﬃﬃﬃ2pp Þp1k! E 12Z2p2
 k !
:
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Thus the following decay holds for N %y,
PNpþk;p
d1ðpÞ ¼ p
ip1ðpÞaNðp 1Þ þ k
 
F cp;p;k
1
N
 ðp21Þ=2
:
The proofs of Theorem 1.2 and Corollary 1.3 will be given in section 4. In the next
statement, we consider the expectation for the Poissonized probability Px;p on Young
diagrams l A YðpÞl , as deﬁned in (1.0.4). Deﬁne
Hp ¼ fp p Hermitian matricesg;
and, for an interval IHR,
HpðIÞ ¼ fM AHp with spectrum in Ig:
Theorem 1.4. Take x > 0, s A R and set
n p ¼ xþ s
ﬃﬃﬃﬃﬃ
2x
p
;ð1:0:17Þ
we have, upon expressing n in terms of x by means of the rescaling (1.0.17)3
ð1:0:18Þ lim
x!y
1
ð2xÞpðqpÞ=2
Ex;p

IlKmðlÞ
Q
ði; jÞ A l
nq<janp
hlij

¼ lim
x!y c^e
pxxpðnðpþqÞ=2Þ
ð
Grðp;C nÞ
exTrðIþZ
yZÞ1 detðZ yZÞðqpÞ drðZÞ
¼ p!
Ð
Hp½s;yÞ detðM  sIÞ
qp
eTrM
2
dMÐ
Hp
eTrM 2 dM
¼ c exp
ð s
0
hðyÞ dy;
with hðyÞ satisfying the Painleve´ IV equation:
h 000 þ 6h 02  4ðy2 þ 2ðq 2pÞÞh 0 þ 4yh 8ðq pÞp ¼ 0:ð1:0:19Þ
The proof of Theorem 1.3 will be given in sections 3 and 6. In section 2 we show that
the logarithmic derivative of a general multiple integral, involving the square of a
Vandermonde, satisﬁes a third order di¤erential equation, from which we derive, in
3 With c^ ¼ ~c2 pð pqÞ=2. Remember ~c from footnote 2.
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section 3, that the logarithmic derivative of the matrix integral in (1.0.18) satisﬁes the
Painleve´ equation. Section 6 contains a discussion on how the Painleve´ IV equation
can be obtained from Painleve´ V, by means of the rescaling (1.0.17), for large x. The
following result shows that a certain general integral satisﬁes Painleve´ V:
Theorem 1.5. Given the weight
rðzÞ ¼ ðz aÞaðb zÞbegz; with a; b > 1;
on the interval ½a; b, the integral
gðxÞ :¼ q
qx
log
ð
½a;b n
D2ðzÞQn
1
exzkrðzkÞ dzkð1:0:20Þ
is a solution to the Painleve´ V equation. To be precise,
f ðyÞ ¼ nðnþ aþ bÞ  y
b a g
y
b a g
 
 na
 
ð1:0:21Þ
satisﬁes a version of the Painleve´ V equation,
ð1:0:22Þ f 002 þ 4
P2

ðPf 02 þQf 0 þ RÞ f 0  ðP 0f 02 þQ 0f 0 þ R 0Þ f
þ 1
2
ðP 00f 0 þQ 00Þ f 2  1
6
P 000f 3  1
4
b2n2

¼ 0;
with
PðyÞ ¼ y
4QðyÞ ¼ y2 þ 2yð2nþ a bÞ  ðaþ bÞ2
2RðyÞ ¼ bnðaþ b þ yÞ:
Note that (1.0.22) is a well known form of Painleve´ V, as discussed in the Appendix.
Theorem 1.5 and also Theorem 3.1 below (which is exactly the last equality in
(1.0.18)), can also be derived form the work of Forrester and Witte [12, 13].
2 A di¤erential equation for a matrix integral
Proposition 2.1. Consider a weight rðzÞ on an interval EJR, with rational logarithmic
derivative of the form
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Brought to you by | California Institute of Technology
Authenticated
Download Date | 8/2/18 7:48 PM
 r
0ðzÞ
rðzÞ ¼
b0 þ b1zþ b2z2
a0 þ a1zþ a2z2 ¼:
BðzÞ
AðzÞ ;ð2:0:1Þ
and boundary condition
AðzÞrðzÞzkjqE ¼ 0; for all k ¼ 0; 1; 2; . . . :ð2:0:2Þ
The expression4
gðxÞ :¼ q
qx
log
ð
E n
D2ðzÞQn
1
exzkrðzkÞ dzkð2:0:3Þ
satisﬁes a third order di¤erential equation, namely:
g 000 þ 6g 02 þ 4a2ðg
00 þ 2gg 0Þ
a2x b2 þ
2a22g
2 þ P2g 0
ða2x b2Þ2
þ P1g nQ1ða2x b2Þ3
¼ 0;ð2:0:4Þ
which can be transformed into the Painleve´ V equation. In (2.0.4), the Pi’s and Q1 are
polynomials in x,
P2ðxÞ :¼ ð4a0a2  a
2
1Þx2 þ 2ð2a1a2n 2a0b2 þ a1b1  2a2b0Þx
 4a22n2  4ð2a1b2  a2b1Þnþ 4b0b2  b21 þ 2a22
( )
P1ðxÞ :¼
ð2a1a22 nþ 2a0a2b2  a21b2 þ a1a2b1  2a22b0Þx
 4a32n2 þ ð6a1a2b2 þ 4a22b1Þn
 2a0b22 þ a1b1b2 þ 2a2b0b2  a2b21
8><
>:
9>=
>;
Q1ðxÞ :¼
ð2a0a22 n a21a2nþ a0a1b2  2a0a2b1 þ a1a2b0Þx
þ 2a1a22 n2 þ ð2a21b2  a1a2b1  2a22b0Þn
þ a0b1b2  2a1b0b2 þ a2b0b1
8><
>:
9>=
>;:
The proof of Proposition 2.1 hinges on the following lemma, which we state in its full
generality, although only the case I ¼ E will be used; see [1, 23].
Lemma 2.2. Given a disjoint union of intervals I ¼ Sr1½c2i1; c2iHE, the integral
tnðt; cÞ ¼
ð
I n
D2ðzÞQn
1
eT
y
i¼1tiz
i
krðzkÞ dzk
with rðzÞ and E as in (2.0.1) and (2.0.2) satisﬁes
4 When E is a ﬁnite interval, the integral always converges, and for a inﬁnite interval, one may
have to require x > a or x < a, for some a A R.
Expectations of hook products 167
Brought to you by | California Institute of Technology
Authenticated
Download Date | 8/2/18 7:48 PM
(i) Virasoro constraints for all mb1:

P2r
1
cmþ1i AðciÞ
q
qci
þVm

tnðt; cÞ ¼ 0;ð2:0:5Þ
with
Vm :¼
P2
k¼0
akðJð2Þkþm þ 2nJð1Þkþm þ n2Jð0ÞkþmÞ
 bkðJð1Þkþmþ1 þ ndJð0Þkþmþ1Þ
( )
;
where
J
ð2Þ
k ¼
P
iþj¼k
q2
qtiqtj
þ P
iþj¼k
iti
q
qtj
þ 1
4
P
ij¼k
iti jtj
J
ð1Þ
k ¼
q
qtk
þ 1
2
ðkÞtk; Jð0Þk ¼ dk0:
(ii) The KP-hierarchy5 ðk ¼ 0; 1; 2; . . .Þ
skþ4
q
qt1
;
1
2
q
qt2
;
1
3
q
qt3
; . . .
 
 1
2
q2
qt1qtkþ3
 !
tn  tn ¼ 0;
of which the ﬁrst equation reads:
q
qt1
 4
þ 3 q
qt2
 2
 4 q
2
qt1qt3
 !
log tn þ 6 q
2
qt21
log tn
 !2
¼ 0:ð2:0:6Þ
Proof. The most transparent way to prove this lemma is via vector vertex operators,
for which the b-integrals
tnðt; c; bÞ :¼
ð
E n
jDnðxÞj2b
Qn
k¼1
ðeTy1 tix ikrðxkÞ dxkÞ; for n > 0ð2:0:7Þ
are ﬁxed points (see [1]). Another method, more computational, but much less con-
ceptual, is to use a self-similarity argument, as in [1]. Namely, setting
5 Given a polynomial pðt1; t2; . . .Þ, deﬁne the customary Hirota symbol pðqtÞ f  g :¼
p q
qy1
; q
qy2
; . . .
 
f ðtþ yÞgðt yÞjy¼0. The sl’s are the elementary Schur polynomials eT
y
1 tiz
i
:¼P
ib0 siðtÞzi and for later use, set slð~qÞ :¼ sl qqt1 ;
1
2
q
qt2
; . . .
 
.
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dtnðzÞ :¼ jDnðzÞj2b
Qn
k¼1
ðeTy1 tiz ikrðzkÞ dzkÞ;
we have the following variational formula:
d
de
dtnðzi 7! zi þ eAðziÞzkþ1i Þje¼0 ¼
P2
l¼0
ðal bJð2Þkþl;n  bl bJð1Þkþlþ1;nÞ dtn;ð2:0:8Þ
with
bJð2Þk;nðt; nÞ ¼ bbJð2Þk þ ð2nb þ ðk þ 1Þð1 bÞÞbJð1Þk þ nððn 1Þb þ 1Þdk0;
bJð1Þk;nðt; nÞ ¼ bJð1Þk þ ndk0;
where
bJ
ð1Þ
k ¼
q
qtk
þ 1
2b
ðkÞtkð2:0:9Þ
bJ
ð2Þ
k ¼
P
iþj¼k
q2
qtiqtj
þ 1
b
P
iþj¼k
iti
q
qtj
þ 1
4b2
P
ij¼k
iti jtj:
The change of integration variable zi 7! zi þ eAðziÞzkþ1i in the integral (2.0.7)
leaves the integral invariant, but it induces a change of limits of integration, given by
the inverse of the map above; namely the ci’s in I ¼
Sr
1½c2i1; c2i, get mapped as
follows
ci 7! ci  eAðciÞckþ1i þOðe2Þ:
Therefore, setting
I e ¼ Sr
1
½c2i1  eAðc2i1Þckþ12i1 þOðe2Þ; c2i  eAðc2iÞckþ12i þOðe2Þ;
we ﬁnd, using (2.0.8) and the fundamental theorem of calculus,
0 ¼ q
qe
ð
ðI eÞ2n
jD2nðzþ eAðzÞzkþ1Þj2b
Qn
i¼1
eVðziþeAðziÞz
kþ1
i
; tÞdðzi þ eAðziÞzkþ1i Þ
¼

P2r
i¼1
ckþ1i AðciÞ
q
qci
þ P2
l¼0
ðal bJð2Þkþl;2n  bl bJð1Þkþlþ1;2nÞ

tnðt; c; bÞ:
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For Lemma 2.2 one sets b ¼ 1; also, when I ¼ E, the condition (2.0.2) implies that
the boundary terms in the formula above are absent. For statement (ii), concerning
the KP equation, we refer the reader to [23]. This ends the proof of Lemma 2.2. r
Proof of Proposition 2.1. Setting FðtÞ :¼ FnðtÞ ¼ log tnðtÞ, a few of the Virasoro con-
straints of Lemma 2.2, evaluated along the locus
L :¼ ft ¼ ðx; 0; 0; . . .Þg;
read as follows:
V1tn
tn
				
L
¼ a0
P
ib2
iti
qF
qti1
þ nt1

þ a1
P
ib1
iti
qF
qti
þ n2

þ a2
P
ib1
iti
qF
qtiþ1
þ 2n qF
qt1

 b0nþ b1 qF
qt1
þ b2 qF
qt2
 				
L
¼ nða0xþ a1n b0Þ þ ða1xþ 2na2  b1Þ qF
qt1
þ ða2x b2Þ qF
qt2
				
L
¼ 0:
V0tn
tn
				
L
¼ a0
P
ib1
iti
qF
qti
þ n2

þ a1
P
ib1
iti
qF
qtiþ1
þ 2n qF
qt1

þ a2
P
ib1
iti
qF
qtiþ2
þ q
2F
qt21
þ qF
qt1
 2
þ 2n qF
qt2

 b0 qF
qt1
þ b1 qF
qt2
þ b2 qF
qt3
 				
L
¼ a0n2 þ ða0xþ 2na1  b0Þ qF
qt1
þ a2 qF
qt1
 2
þ a2 q
2F
qt21
þ ða1xþ 2na2  b1Þ qF
qt2
þ ða2x b2Þ qF
qt3
				
L
¼ 0:
q
qt1
V1tn
tn
				
L
¼ a0nþ
P2
1
ai
qF
qti
þ ða1xþ 2na2  b1Þ q
2F
qt21
þ ða2x b2Þ q
2F
qt1qt2
				
L
¼ 0:
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qqt1
V0tn
tn
				
L
¼P2
i¼0
ai
qF
qtiþ1
þ a2 q
3F
qt31
þ 2 qF
qt1
q2F
qt21
 !
þ ða0xþ 2na1  b0Þ q
2F
qt21
þ ða1xþ 2n b1Þ q
2F
qt1qt2
þ ða2x b2Þ q
2F
qt1qt3
				
L
¼ 0:
q
qt2
V1tn
tn
				
L
¼ 2P2
i¼0
ai
qF
qtiþ1
þ ða1xþ 2na2  b1Þ q
2F
qt1qt2
þ ða2x b2Þ q
2F
qt22
				
L
¼ 0:
These ﬁve equations form a linear system in the ﬁve unknowns
qF
qt2
				
L
;
q2F
qt1qt2
				
L
;
q2F
qt22
				
L
;
qF
qt3
				
L
;
q2F
qt1qt3
				
L
;
which upon solving in terms of q
qt1
 k
F jL and substituting into the KP-equation
(remembering equation (2.0.6))
q4
qt41
þ 3 q
2
qt22
 4 q
2
qt1qt3
 !
F þ 6 q
2F
qt21
 !2
¼ 0
yields a di¤erential equation in F . Pure F never appears in this equation, because the
Virasoro constraints only contain partials of F . Therefore, it is a di¤erential equation
in gðxÞ ¼ q
qt1
F ðt1; 0; 0; . . .Þjt1¼x, which one computes has the form (2.0.4); this ends the
proof of Proposition 2.1. r
The proof of Theorem 1.5 will be given at the end of section 3.
3 Hermitian matrix integrals and Painleve´ equations
Deﬁne
Hn ¼ fn n Hermitian matricesg;
and, for an interval IHR,
HnðIÞ ¼ fM AHn with spectrum in Ig:
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We state the following theorem, which, as we found out, was already in the work of
Forrester and Witte [12, 13]; our method using Proposition 2.1 is very di¤erent.
Theorem 3.1. For6 a; b > 1, the logarithmic derivatives of the integrals
hðsÞ :¼ d
ds
log
ð
Hnðy; s
detðM  sIÞaeTrM 2 dMð3:0:1Þ
kðsÞ :¼ s d
ds
log
ð
Hn½0; s
detðsI MÞb detMaeTrM dM
satisfy the Painleve´ IV and V equations, respectively:
h 000 þ 6h 02  4ðs2 þ 2ða nÞÞh 0 þ 4sh 8an ¼ 0;ð3:0:2Þ
and
ð3:0:3Þ k 000 þ k
00
s
þ 6
s
k 02  4
s2
kk 0  ðs2  2sð2nþ a bÞ þ ðaþ bÞ2Þ k
0
s2
þ ðs 2n aþ bÞ k
s2
 bn
s2
ðsþ aþ bÞ ¼ 0:
Proof of Theorem 3.1. Set
tðxÞ ¼
ð
I n
D2ðzÞQn
1
exzkrðzkÞ dzk;ð3:0:4Þ
with r and I as in (2.0.1) and (2.0.2).
(i) Then, expressed in spectral coordinates and making the substitution yi ¼ zi  s
for 1a ia n, the ﬁrst matrix integral in (3.0.1) reads, for I ¼ ðy; s; ½s;yÞ and
ðy;yÞ,
ð3:0:5Þ
ð
ðI1Þ n
D2ðzÞQn
1
ðzi  sÞaez2i dzi
¼ ens2
ð
ðI 0
1
Þ n
D2ðyÞQn
1
yai e
y2i 2syi dyi ¼ ens2tð2sÞ
6 For the ﬁrst integral of (3.0.1), one can choose the intervals I1 ¼ ðy; s; ½s;yÞ or ðy;yÞ.
For the second integral of (3.0.1), one may choose the intervals I2 ¼ ½0; s; ½s;yÞ or ½0;yÞ.
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with I 01 ¼ ðy; 0; ½0;yÞ or ðy;yÞ. Here tðxÞ as in (3.0.4) contains rðzÞ ¼ zaez
2
,
for which
 r
0
r
¼ aþ 2z
2
z
:
Thus, setting
a0 ¼ a2 ¼ 0; a1 ¼ 1ð3:0:6Þ
b0 ¼ a; b1 ¼ 0; b2 ¼ 2;
in the equation (2.0.4), one deduces that
gðxÞ :¼ q
qx
log tðxÞ; for I ¼
ðy; 0
ðy;yÞ
ð0;yÞ
8><
>: ;
satisﬁes
g 000 þ 6g 02  g 0 x
2
4
þ 4nþ 2a
 
þ xg
4
þ n
2
ðnþ aÞ ¼ 0:
But we need a di¤erential equation for ens
2
tð2sÞ, instead of tðxÞ. Therefore
consider
hðsÞ ¼ q
qs
logðens2tð2sÞÞ ¼ 2ns 2gðxÞjx¼2s;
which relates to gðxÞ as follows,
h 0ðsÞ ¼ 2nþ 4g 0ðxÞjx¼2s
h 00ðsÞ ¼ 8g 00ðxÞjx¼2s
h 000ðsÞ ¼ 16g 000ðxÞjx¼2s:
Expressing gðxÞ, g 0ðxÞ, g 00ðxÞ, g 000ðxÞjx¼2s in terms of h, h 0, h 00 and h 000, and setting
x ¼ 2s yield the di¤erential equation (3.0.2), which according to the table in Ap-
pendix 1 is a version of Painleve´ IV; this establishes the ﬁrst part of Theorem 3.1.
(ii) Then, making the substitution yi ¼ zi=s for 1a ia n,
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ð3:0:7Þ
ð
ðI2Þ n
D2ðzÞQn
1
ðs ziÞbzai ezi dzi
¼ snðnþaþbÞ
ð
ðI 0
2
Þ n
D2ðyÞQn
1
ð1 yiÞbyai esyi dyi
¼ snðnþaþbÞtðsÞ
with I2 ¼ ½0; s, I 02 ¼ ½0; 1, for I2 ¼ ½s;y, I 02 ¼ ½1;y and ﬁnally for I2 ¼ ½0;y,
I 02 ¼ ½0;y; tðxÞ now corresponds to rðzÞ ¼ zað1 zÞb, and so
 r
0
r
¼  a
z
þ b
1 z ¼
a ðaþ bÞz
zþ z2 :
Thus
a0 ¼ 0; a1 ¼ 1; a2 ¼ 1
b0 ¼ a; b1 ¼ ðaþ bÞ; b2 ¼ 0:
Setting these special values in the equation (2.0.4), one checks that
gðxÞ :¼ q
qx
log
ð
I 0n
2
D2ðzÞQn
1
exzk zakð1 zkÞb dzk;
satisﬁes
ð3:0:8Þ g 000 þ 6g 02 þ 4
x
ðg 00 þ 2gg 0Þ þ 2 g
x
 2
 g
0
x2
ðx2 þ 2ð2nþ a bÞxþ ð2nþ aþ bÞ2  2Þ
 g
x3
ðð2nþ a bÞxþ ð2nþ aþ bÞ2Þ
þ n
x3
ðnþ aÞðxþ 2nþ aþ bÞ ¼ 0:
Since gðxÞ ¼ q
qx
log tðxÞ, we have
kðsÞ ¼ s q
qs
log snðnþaþbÞtðsÞ ¼ nðnþ aþ bÞ  sgðsÞ
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and so
gðsÞ ¼ 1
s
ðkðsÞ þ nðnþ aþ bÞÞ
g 0ðsÞ ¼ 1
s2
ðsk 0ðsÞ  kðsÞ þ nðnþ aþ bÞÞ
g 00ðsÞ ¼ 2
s3
ðs2k 00ðsÞ=2þ sk 0ðsÞ  kðsÞ þ nðnþ aþ bÞÞ
g 000ðsÞ ¼ 3
s4
ðs3k 000ðsÞ=3 s2k 00ðsÞ þ 2sk 0ðsÞ  2kðsÞ þ 2nðnþ aþ bÞÞ:
Substituting these expressions into (3.0.8) yields the di¤erential equation (3.0.3),
which again referring to the table in appendix 1 is Painleve´ V, ending the proof of
Theorem 3.1. r
Proof of Theorem 1.5. Because of the form (2.0.1) of rðzÞ dz, we have for an open set
of real constants ai and bi,
rðzÞ ¼ ðz aÞaðb zÞbegz; with a; b > 1 and a; b A R;
which, upon making a linear change of variables z 7! y in the integral (2.0.3), leads to
gðxÞ ¼ naþ q
qx
log
ð
½0;1 n
D2ðyÞQn
1
eðxþgÞðbaÞykyakð1 ykÞb dyk
and so
1
b a g
x 0
b a g
 
 na
 
¼ q
qx 0
log
ð
½0;1n
D2ðyÞQn
1
ex
0ykyakð1 ykÞb dyk;
which is shown to be a solution of Painleve´ V in part (ii) of the proof of Theorem 3.1
in this section.
To compute the constant in (1.0.22) (that is d in equation (7.0.2)), multiply the
equation (1.0.22) with P2=4, set y ¼ 0 and use the explicit expressions for the poly-
nomials P, Q, R and the function f ðyÞ, as in (1.0.21), yielding the identity
d ¼ ½Qf 0 þ R f 0 þ ½ f 02 þQ 0f 0 þ R 0 f  1
2
Q 00f 2jy¼0:ð3:0:9Þ
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All the expressions can readily be computed, except for f 0ð0Þ, which requires some
argument. One computes
f 0ð0Þ ¼ 1
b a ðna gðgÞÞ
¼ n
b a a
Ð
½a;bn D
2ðzÞ 1
n
Pn
1 zk

 ðzk  aÞaðb zkÞb dzkÐ
½a;bn D
2ðzÞQn1 ðzk  aÞaðb zkÞb dzk
0
@
1
A
¼ n
b a ða hz1iða;bÞÞ
¼  nðnþ aÞ
2nþ aþ b :
To establish the last equality above, we need the Aomoto extension [5] (see [2], Ap-
pendix D) of Selberg’s integral:
ð3:0:10Þ hx1 . . . xmið0;1Þ :¼
Ð
½0;1n x1 . . . xmjDðxÞj2g
Qn
j¼1 x
a
j ð1 xjÞb dxjÐ
½0;1 n jDðxÞj2g
Qn
j¼1 x
a
j ð1 xjÞb dxj
¼ Qm
j¼1
aþ 1þ ðn jÞg
aþ b þ 2þ ð2n j  1Þg :
In particular, setting g ¼ 1, this formula implies
ð3:0:11Þ hz1iða;bÞ ¼ haþ ðb aÞx1iða;bÞ
¼ aþ ðb aÞhx1ið0;1Þ ¼ aþ ðb aÞ
nþ a
2nþ b þ a
Adding up all the pieces in (3.0.9), one ﬁnds the value of the constant d in equation
(7.0.2), ending the proof of Theorem 1.5. r
4 A limit theorem for the probability on words and Chi-square
The purpose of this section is to prove Theorem 1.2 and Corollary 1.3. Given m in-
dependent normal Nð0; 1Þ-random variables Xi, the sum
Zm ¼
Pm
1
X 2i
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is w2m-distributed, with Fourier transform
EðetZmÞ ¼ ð1 2tÞm=2:
Developing both sides in t yields the moments
1
k!
E
1
2
Zm
 k !
¼
m
2  1þ k
k
 
:
Proof of Theorem 1.2. From Stirling formula N! ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃ2pNp eNðlogN1Þ 1þO 1
N

 
 
and
ðN þ aÞ!FN!N a, we have for large n,
ð4:0:1Þ ðpnþ k  p2Þ!F ð pnÞ!ð pnÞkp2F ðn!p
nÞp
ð2pnÞðp1Þ=2
ﬃﬃﬃ
p
p ðpnÞkp2
Qp
1
ðn jÞ!FQp
1
ðn!njÞF ðn!Þpnpðpþ1Þ=2
meaning here that the ratios between two consecutive expressions tend to 1, when
n !y. On the one hand, we have, changing the summation index l! l pðn pÞ,
ð4:0:2Þ lim
n!y
Qp
j¼1
ðn jÞ!
ðq jÞ!
P
lbpðnpÞ
plðnuÞlpðnpÞ
l!
E l;p

IlKmðlÞ
Q
nq<janp
hlij

¼ lim
n!y
Qp
j¼1
ðn jÞ!
ðq jÞ!
Py
k¼0
ppðnpÞð pnuÞk
ðk þ pðn pÞÞ!E
kþpðnpÞ;p

IðlKmÞðlÞ
Q
nq<janp
hlij

¼ Py
k¼0
uk lim
n!y
ðpnÞkppðnpÞQp
1 ðq jÞ!
Qp
1 ðn jÞ!
ðpnþ k  p2Þ!E
kþpðnpÞ;p

IlKmðlÞ
Q
nq<janp
hlij

¼ Py
k¼0
uk lim
n!y
ð2pÞðp1Þ=2nðp21Þ=2Qp
1 ðq jÞ!
ﬃﬃﬃ
p
p EkþpðnpÞ;p

IlK mðlÞ
Q
nq<janp
hlij

;
using (4.0.1) in the last equality.
On the other hand, using (1.0.11), (1.0.5), (1.0.13) and
ð4:0:3Þ lim
n!y
ðnÞl
njlj
¼ lim
n!y
nðnþ 1Þ . . . ðnþ l1  1Þ
nl1
  ðn 1Þn . . . ðnþ l2  2Þ
nl2
 
. . . ;
¼ 1
we have
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ð4:0:4Þ lim
n!y
Qp
j¼1
ðn jÞ!
ðq jÞ!
P
lbpðnpÞ
plðnuÞlpðnpÞ
l!
E l;p

IlKmðlÞ
Q
nq<janp
hlij

¼ lim
n!y 2F
ð1Þ
1 ðp; q; n; xÞjT l xil¼nudi1
¼ lim
n!y
Py
k¼0
uk
P
k AYk
nkðpÞkðqÞk
ðhkÞ2ðnÞk
¼ Py
k¼0
uk
P
k AYk
ðpÞkðqÞk
ðhkÞ2
¼ Py
k¼0
uk
P
k AYk
skð1pÞskð1qÞ; using ð1:0:7Þ
¼ P
k AY
skðupÞskð1qÞ
¼ ð1 uÞpq; using the Cauchy identity
¼ Eðeð1=2ÞuZ2pqÞ:
Then comparing the coe‰cients of uk in the identical asymptotic expressions (4.0.2)
and (4.0.4) yields Theorem 1.2. r
Proof of Corollary 1.3. Setting p ¼ q and N ¼ n p in Theorem 1.2, the expectation
in (1.0.16) becomes PNpþk;pðlK mÞ for ﬁxed m. By RSK and (1.0.9), the condition
lK m translates into d1ðpÞ ¼ l>1 ¼ p and ip1ðpÞ ¼
Pp
1 li  lp ¼ Npþ k  lp, with
lpbN. This means ip1ðpÞa k þ ðp 1ÞN. r
5 A limit theorem for the Poissonized probability on words
In the next theorem, we consider the expectation for the Poissonized probability Px;p
on Young diagrams l A YðpÞl , as deﬁned in (1.0.4). Before proving Theorem 1.4, one
needs the following proposition:
Proposition 5.1 ([15, 22]). For every continuous function g on Rp, we have
lim
l!y
E l;p g
l1  l=pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2l=p
p ; . . . ; lp  l=pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2l=p
p
 ! !
jlj ¼ l
¼ p! ﬃﬃﬃﬃﬃppp Ð
x ARp
x1>>xp
T p1 xi¼0
gðx1; . . . ; xpÞjpðx1; . . . ; xpÞ dx1 . . . dxp1
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and
lim
x!yEx;p g
l1  xﬃﬃﬃﬃﬃ
2x
p ; . . . ; lp  xﬃﬃﬃﬃﬃ
2x
p
  
¼ p! Ð
x ARp
x1>>xp
gðx1; . . . ; xpÞjpðx1; . . . ; xpÞ dx1 . . . dxp;
where jpðx1; . . . ; xpÞ is the probability density
jpðx1; . . . ; xpÞ ¼
1
Zp
DpðxÞ2
Qp
j¼1
ex
2
j ;
with
Zp ¼ ð2pÞp=2 2
p2=2Qp
1 j!
:
Proof of Theorem 1.4. Given partition l with the probability measure (1.0.4), con-
sider the random variable
eiðlÞ :¼ li  xﬃﬃﬃﬃﬃ
2x
p :ð5:0:1Þ
From (1.0.17), we have
s ¼ ðn pÞ  xﬃﬃﬃﬃﬃ
2x
p :ð5:0:2Þ
Consider the hook length hlðijÞ for box ði; jÞ A l, such that n q < ja n p. Deﬁne
rij such that
hlðijÞ :¼ li  ðn pÞ þ rij
¼
ﬃﬃﬃﬃﬃ
2x
p
ðei  sÞ þ rij;
upon using formulas (5.0.1) and (5.0.2) in the last equality. The position ði; jÞ in the
partition l such that n q < ja n p implies that rija ðq pÞ þ p ¼ q, from vi-
sual inspection of Figure 1. We also have
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fl A YðpÞ; lK mg ¼ fl A YðpÞ; lib n p; all 1a ia pg
¼ l A YðpÞ; li  xﬃﬃﬃﬃﬃ
2x
p b ðn pÞ  xﬃﬃﬃﬃﬃ
2x
p ; all 1a ia p
 
¼ Tp
i¼1
fl A YðpÞ; eiðlÞb sg:
On the set eiðlÞb s and for l A YðpÞ, we have, since 0a rija q,
ð2xÞpðqpÞ=2 Q
ði; jÞ A l
nq<janp
hlði; jÞ 
Q
1aiap
ðei  sÞqp
¼ ð2xÞpðqpÞ=2 Q
ði; jÞ A l
nq<janp
ð
ﬃﬃﬃﬃﬃ
2x
p
ðei  sÞ þ rijÞ 
Q
1aiap
ðei  sÞqp
¼ Q
1aiap
nq<janp
ðei  sÞ þ rijﬃﬃﬃﬃﬃ
2x
p
 
 Q
1aiap
ðei  sÞqp
a
Q
1aiap
ðei  sÞ þ qﬃﬃﬃﬃﬃ
2x
p
 qp
 Q
1aiap
ðei  sÞqp
¼ P
0aliaqp
1aiap
T lib1
qﬃﬃﬃﬃﬃ
2x
p
 T liQp
i¼1
q p
li
 Qp
i¼1
ðei  sÞqpli :
The positive expression is now estimated as follows:
ð2xÞpðqpÞ=2E l;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

 E l;p
 Q
1aiap
ðei  sÞqpIeibs

a
P
0akiaqp
1aiap
Tkib1
qﬃﬃﬃﬃﬃ
2x
p
 TkiQp
i¼1
q p
ki
 
E l;p
Qp
i¼1
ðei  sÞqpki Ieib s:
Note that this estimate holds for all l, with all expressions vanishing when
l < pðn pÞ. Using the previous estimate and using (5.0.1), one ﬁnds the estimate
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0a
1
ð2xÞpðqpÞ=2
Ex;p

IlKmðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

 epx P
lb0
ð pxÞl
l!
E l;p
 Q
1aiap
ðei  sÞqpIeibs

a
P
0akiaqp
1aiap
Tkib1
qﬃﬃﬃﬃﬃ
2x
p
 TkiQp
i¼1
q p
ki
 
 Ex;p
Qp
i¼1
li  xﬃﬃﬃﬃﬃ
2x
p  s
 qpki
IðlixÞ=
ﬃﬃﬃﬃ
2x
p
bs

¼ O 1ﬃﬃﬃﬃﬃ
2x
p
 
for x !y
because the expectation Ex;p tends to an integral, by Johansson’s Proposition 5.1,
applied to the function
gðx1; . . . ; xpÞ ¼
Qp
1
ðxi  sÞqpki I½s;yÞðxiÞ:
For 0a l < pðn pÞ, the expectation is automatically zero. Then
lim
x!y
1
ð2xÞpðqpÞ=2
Ex;p

IlKmðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

¼ lim
x!y e
px P
lb0
ðpxÞl
l!
E l;p
 Q
1aiap
ðei  sÞqpIeibs

¼ lim
x!y e
px P
lb0
ðpxÞl
l!
E l;p
 Q
1aiap
li  xﬃﬃﬃﬃﬃ
2x
p  s
 qp
IðlixÞ=
ﬃﬃﬃﬃ
2x
p
bs

¼ lim
x!yEx;p
 Q
1aiap
li  xﬃﬃﬃﬃﬃ
2x
p  s
 qp
IðlixÞ=
ﬃﬃﬃﬃ
2x
p
bs

¼ p!
ð
x1>>xp
Q
1aiap
ððxi  sÞqpI½s;yÞðxiÞÞ 1
Zp
DpðxÞ2
Qp
j¼1
ex
2
j dxj;
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by applying Proposition 5.1 to the continuous function
gðx1; . . . ; xpÞ ¼
Qp
1
ðxi  sÞqpI½s;yÞðxiÞ:
This leads to the ratio of Hermitian matrix integrals in (1.0.18). The numerator is
precisely the matrix integral (3.0.1), which according to Theorem 3.1 satisﬁes the
Painleve´ equation (3.0.2), which ends the proof of Theorem 1.4. r
6 Painleve´ IV as a limit of Painleve´ V
According to Theorem 1.4, the limit (1.0.18) leads to a solution of Painleve´ IV; this
was established by identifying the limit as a matrix integral and then applying Theo-
rem 3.1. In this section we give an alternative proof of this fact, by directly taking the
scaling limit of the Painleve´ V equation (1.0.14). Remember from Proposition 1.1 and
Theorem 1.4, we have
ð6:0:1Þ Qp
i¼1
ðn iÞ!
ðq iÞ! x
ðnpÞpepxEx;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

¼ exp
ð x
0
uðyÞ  pðn pÞ þ py
y
dy
and, with the rescaling
n p ¼ xþ
ﬃﬃﬃﬃﬃ
2x
p
s;ð6:0:2Þ
we have from section 5, that
lim
x!y
1
ð2xÞpðqpÞ=2
Ex;p

IlKmðlÞ
Q
ði; jÞ A l
nq<janp
hlij

¼ c exp
ð s
0
hðyÞ dy;ð6:0:3Þ
for an appropriate choice of hðyÞ and c. Taking into account the inverse of the re-
scaling (6.0.2), which for large n reads
x ¼ n s
ﬃﬃﬃﬃﬃ
2n
p
þ oð1Þð6:0:4Þ
and taking the logarithmic derivatives of both equations (6.0.1) and (6.0.3), we have
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qqs
logEx;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

¼ uðxÞ
x
qx
qs
pðq pÞ
2x
qx
qs
þ q
qs
logEx;p

IflKmgðlÞ
Q
ði; jÞ A l
nq<janp
hlði; jÞ

F hðsÞ;
for large; but ﬁxed n:
Letting n !y in both equations and keeping the leading terms lead to
q
qs
logEx;pF
ﬃﬃﬃ
2
n
r
uðn s
ﬃﬃﬃﬃﬃ
2n
p
Þ
q
qs
logEx;pF hðsÞ:
So, setting
hðsÞ :¼ 
ﬃﬃﬃ
2
n
r
uðn s
ﬃﬃﬃﬃﬃ
2n
p
Þ;
we have
uðxÞ ¼ 
ﬃﬃﬃ
n
2
r
h
n xﬃﬃﬃﬃﬃ
2n
p
 
and thus
u 0ðxÞ ¼ 1
2
h 0; u 00ðxÞ ¼  1
2
ﬃﬃﬃﬃﬃ
2n
p h 00; u 000ðxÞ ¼  1
4n
h 000:
Setting the rescaling (6.0.4) in the polynomials QðxÞ and RðxÞ, as deﬁned in (1.0.15),
we have
4Q ¼ nð2s2 þ 4ð2p qÞÞ þ oðnÞ
4Q 0 ¼ 2
ﬃﬃﬃﬃﬃ
2n
p
sþ oð ﬃﬃﬃnp Þ
2R ¼ 2npðp qÞ þ oðnÞ:
Substituting into (1.0.14), keeping the leading terms, which are of order n, and mul-
tiplying by 4, one ﬁnds the equation (1.0.19),
h 000 þ 6h 02  4ðy2 þ 2ðq 2pÞÞh 0 þ 4yh 8ðq pÞp ¼ 0:ð6:0:5Þ
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7 Appendix: Chazy classes
In his classiﬁcation of di¤erential equations
f 000 ¼ Fðz; f ; f 0; f 00Þ; where F is rational in f ; f 0; f 00
and locally analytic in z;
subjected to the requirement that the general solution be free of movable branch
points, Chazy found thirteen cases, the ﬁrst of which is given by
f 000 þ P
0
P
f 00 þ 6
P
f 02  4P
0
P2
ff 0 þ P
00
P2
f 2 þ 4Q
P2
f 0  2Q
0
P2
f þ 2R
P2
¼ 0ð7:0:1Þ
with arbitrary polynomials PðzÞ, QðzÞ, RðzÞ of maximal degree 3, 2, 1 respectively.
Cosgrove and Scouﬁs [10, 9], (A.3), show that this third order equation has a ﬁrst
integral, which is second order in f and quadratic in f 00,
ð7:0:2Þ f 002 þ 4
P2

ðPf 02 þQf 0 þ RÞ f 0  ðP 0f 02 þQ 0f 0 þ R 0Þ f
þ 1
2
ðP 00f 0 þQ 00Þ f 2  1
6
P 000f 3 þ d

¼ 0;
d is the integration constant. The relevant examples in this paper are:
P 4Q 2R Painleve´ eqt
1 4ðu2 þ 2ða nÞÞ 8an P IV
u u2 þ 2uð2nþ a bÞ  ðaþ bÞ2 bnðaþ bþ uÞ P V
Equations of the general form
f 002 ¼ Gðx; f ; f 0Þ
are invariant under the map
x 7! a1zþ a2
a3zþ a4 and f 7!
a5 f þ a6zþ a7
a3zþ a4 :
Using this map, the polynomial PðzÞ can be normalized to
PðzÞ ¼ zðz 1Þ; z; or 1:
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In this way, Cosgrove shows (7.0.2) is a master Painleve´ equation, containing the 6
Painleve´ equations. In the cases of PIV and PV, the canonical equations are respec-
tively:
g 002 ¼ 4g 03 þ 4ðzg 0  gÞ2 þ A1g 0 þ A2 ðPainleve IVÞ
ðzg 00Þ2 ¼ ðzg 0  gÞð4g 02 þ A1ðzg 0  gÞ þ A2Þ þ A3g 0 þ A4: ðPainleve VÞ
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