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Explicit and asymptotic solutions are presented to the recurrence M(1) =g( I), 
M(n+l)=g(n+l)+min lGri.(aM(t)+jM(n+ 1 - 1)) for the cases (1) a+/l< 1, 
log, a/log, j is rational, and g(n) = 6,,. (2) a + I> 1, min(a, /?) > 1, log, a/log, /? is 
rational, and (a)g(n) =6,,, (b)g(n)= 1. The general form of this recurrence was 
studied extensively b Fredman and Knuth [.I. Math. Anal. Appl. 48 (1974), 
5345591, who showed, without actually solving the recurrence, that in the above 
cases M(n) =Q(n’+‘iy), where ‘1’ is defined by a-’ + b-7 = 1, and that 
lim, _ m M(n)/n’+> does not exist. Using similar techniques, the recurrence 
M(l)=g(l), M(n+ l)=g(n+ l)+max ,~,~.(aM(t)+PM(n+l-f)) is also 
investigated for the special case 
a=p< 1 andg(n)= 1 if n is odd 
=o if n is even. 
ii”l 1985 Academic Press. Inc 
1. INTR~OUCTI~N 
Consider the recurrence relation, 
Wl)=g(l) 
M(n+l)=g(n+l)+l~~~(~M(t)+BM(n+l-r)) 
(1) 
. . 
where tx and p are positive real constants and g(n) a real-valued function 
over the positive integers. Such recurrences arise commonly in the analysis 
of algorithms, especially algorithms based on dynamic programming or 
divide and conquer techniques [2]. In their investigations of this 
recurrence relation for various choices of a, p and g(n), Fredman and 
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Knuth Cl] showed that M(n) =Q(n’f”Y), where y is defined by 
c(-? + /V’= 1, and that lim,, v; M(n)/n 1 +Y does not exist for the cases 
(1) c( + B < 1, log, cc/log, /Iis rational, and g(n) = 6,, (Theorem 6 
C11). 
(2) CI + /3 > 1, min(cr, /I) > 1, log, cc/log, /I is rational, and (a) 
g(n)=6,,, (b)g(n)= 1 (Theorem 5.1 Cl]). 
However, they do not explicitly solve the recurrence in the above cases. 
Explicit solutions and asymptotic bounds for these cases are presented 
here, giving a complete picture of the oscillations in the function M(n). 
Such analysis is required, for example, for the minimization recurrence 
obtained and solved by Reingold and Tarjan [S] in the analysis of a 
heuristic matching. That recurrence is a special form of (1) and its solution 
can be obtained from the general solution given in Section 2.1. In Sec- 
tion 2.2 we examine case (2). The following theorem from [l] is used. 
THEOREM 1. The function M(n) is convex if the following conditions are 
satisfied, 
(1) M(3)-M(2)aM(2)-M(l), and 
(2) g(n+2)-g(n+ l)>g(n+ 1)-g(n), n>2. 
Moreover, if 
M(n) = o%(k) + /JM(n - k) + g(n) 
then 
M(n + 1) = min(crM(k) + /3M(n + 1 -k), aM(k + 1) 
+ BM(n-k))+g(n+ 1). 1 
In Section 3 we examine the recurrence 
Wl)=g(l) 
(2) 
M(n + 1) =g(n + 1) + ,~a;~ (WV(~) + BM(n + 1 - t)). 
. . 
A concavity theorem, similar to the convexity theorem in [l], is presented 
in 3.1, and in 3.2 explicit and asymptotic solutions for the special case 
cr=/I<l and g(n)=1 if n is odd 
(3) 
=o if n is even 
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are obtained. Maximization recurrences such as these often arise in the per- 
formance analysis of approximation algorithms. For instance a recurrence 
similar to (3) was obtained, but not fully solved, by Supowit and Reingold 
in the worst case analysis of a heuristic for weighted Euclidean 
matching [ 63. 
2. MINIMIZATION 
2.1. Case 1, a+/?< 1, g(n)=&, 
The solution will be based on an interpretation f M(n) in terms of 
weighted external path length in a binary tree. Following [ 11, we define a 
function on binary trees as 
M(T)= 1 if T is empty 
= aM( TJ + PM( Tr) if T is not empty 
where T, and T, are the left and right subtrees of T, respectively. Let 
1 TI = number of external nodes in the tree. Finding the tree with minimum 
value of M(T), where 1 T\ = n, is thus equivalent to evaluating M(n) 
because by the principle of optimality the left and right subtrees of the 
optimal tree will also be optimal. Another way of expressing the function is 
in terms of the weights of strings over (L + R)*. Label the branches of the 
tree with L and R on the left and right branches, respectively, and let Si be 
the string corresponding to the path from the root to the ith external node, 
where the external nodes are ordered as in an inorder visiting sequence. 
Defining W(E) = 1, w(Lo) = c(w(rr), and w(Ro) = pw(a), where cr E (L + R)*, 
gives 
M(T) = i w(Si) 
i=l 
and 
M(n) = ,$I M(T). 
n 
From now on consider the weight of an external node as the weight of its 
corresponding string and identify an external node with weight w by E,. 
Let S(n) be the tree corresponding to M(n). We now extablish the structure 
of S(n). 
Claim 1. If 01 +/I < 1, c( </I < 1 then M(n) is convex. 
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ProoJ: The conditions of Theorem 1 are satisfied. 1
Note that M(n) is not convex if a + j3 z 1 and min(cc, /?) < 1. 
Claim 2. S(n + 1) is obtained from S(n) by replacing an external node 
with an internal node and its two sons (which are external nodes). 
Pro@ By induction on n, the number of external nodes. 
Basis. S( 1) is the empty tree and S(2) is the unique tree with 2 exter- 
nal nodes. 
Induction step. Assume that the hypothesis is true for trees with at 
most n external nodes. Since M is a convex function 
M(n + 1) = min(aM(k + 1) + BM(n -k), c&I(k) + pM(n + 1 -k)) 
when M(n) = &I(k) + PM(n -k). Thus M(n + 1) is obtained from M(n) by 
incrementing the number of external nodes in one of the subtrees. Since the 
number of external nodes in either of the subtrees is at most n, this is 
achieved by replacing an external node in the subtree with an internal node 
and its sons as per the induction hypothesis. Hence the claim follows. 1 
The weight of the external nodes present is of the form GYP’. When 
log, a/log, 1 is rational then tl = ip and p = iy, p <q, and relatively prime, 
[ < 1, giving external node weights of the form [uf+“y. Let Pi denote the 
total number of external nodes of weight ii. Since E, is obtained from Erlmp 
and EC,-,, we obtain the recurrence 
P;= Pipp+ Pipy. 
Claim 3. S(n + 1) is obtained from S(n) by replacing the external node 
with the largest weight by an internal node and its two sons. 
Proof: Let S(n) have external nodes with weights [‘I, ji2,..., [In, where 
i,<ii,d ... <in. Then E,, has the largest weight. By Claim 2, S(n + 1) is 
obtained from S(n) by replacing an external node with an internal node 
and two sons. The external node to be replaced is one that minimizes the 
resulting weight. Since 
i il+P+( i1+~~~f1~ji~+p+1+ji~+y+I~ji~+l 
when [ < 1 and cp + i4 < 1, E,,, will be replaced. 1 
Consider the set of external nodes generated by the above replacement 
process. External nodes with weights P’+‘q, u 2 1, u B 1, will be members 
of this set since 
(1) E,o corresponding to S( 1) is in the set. 
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(2) Replacing E,,, where i = up + uq increments u and u. 
(3) Every external node El;, will eventually be replaced since only a 
finite number of external nodes with weight E,, j< i, are generated. 
Furthermore, for all suffkiently arge integers k, E:k is present since p and 4 
are relatively prime. To obtain the value of M(n) consider the weight of the 
n external nodes in S(n). Let n; be the number of external nodes present 
when the first E,, is replaced. At this stage the structure of the tree is 
described by 
(1) No external nodes with weight [j, j< i, since the external node 
with the smallest index is replaced. 
(2) P, external nodes with weight [j, i<<j < i + q, since all these exter- 
nal nodes have been generated from their parents. 
(3) Pj--p external nodes with weight ij, i + q d j< i-t-p, since the only 
contribution to these weights is from weights c’, j< i as yet. 
Thus 
ify-1 
n,= 1 P, 
ity-p 
and for n = ni + k, 1~ k < P,, we have 
M(n)=P,i’+ ... +P,+,_Ii’+*~I+P,+q~pii+q 
+ ... +Pi~,i’+P-t+kii(SP+14-1). 
To obtain an asymptotic formula for M(n), let P, = cl r’ + 0(&i,), where 
Y is the dominant root of the characteristic equation of the recurrence 
Pi = Pi-p + Pi-y and rl is the absolute value of the second largest root 
which occurs with multiplicity k+ 1. This gives 
c ri+y-ql _ p) 
ni= ’ 
l-r 
+O(ikri) as i-+ co 
and for it = ni + k we obtain 
cl(d)’ -- 
M(n)- (1 -f-C) [ 
1 _ (Q + (a4 - (4)” 
VI 1 + iyip + p - l)(n -n,). 
Expressing 
Llog,nJ=i+c2, ni=rr’“*~“‘~’ 
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where 
(1- rP) 
c2 = q -p + log, c* + log, ____ 
(1 -r) 
+ O(log, n)” a1 -logrrl) asn + co. 
gives the following theorem: 
THEOREM 2. Zfg(n)=d,, unda+P<l, thenasn-rm 
X 
L 
r~~*c~(1-(r~)4)+[(r~)Y-(r~)P]/rY+(~P+~Y-1)(1-ro~~) 
(1 - dXri)“* l c2 1 
where 8 = rlog, nl- log, n and r, c, cl, c2 are d@ed as above. 1 
When a=P then the characteristic equation has 2 as the only root and 
c, = 1 giving the following result. 
COROLLARY 1. Zf a = p and g(n) = 6,1 then 
M(n) = a 0-‘?z’+‘““‘“[20(1 -a)+2a- l] 
where 0 = [log, nl - log, n. # 
The special case of a = l/3 in this corollary was solved by Reingold and 
Tarjan [S] by other methods. 
is 
COROLLARY 2. When a = p2, i.e., p = 2 and q = 1, then the dominant root 
the familiar golden ratio I# = (1 + 3)/Z and c, = #fi giving, as n -+ co, 
x $jh&~+l)-- 1 
[ 
8+1 
rJ > 5+i +(iZ+i-l)(l-$P1) 1 
where B = /-log, nl - log,n. I 
2.2. Case2, a+p> 1, min(a+B)> 1. 
For g(n) = L, a + /3 > 1, min (a, /?) > 1, and log, a/log, B rational, again 
express a = cp, /I = [” with p > q and [ > 1. For this case the structure of 
S(n) is the same as in the previous case because of the following facts: 
(1) M(n) is convex since /?(a+b-l)>a+&-1. 
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(2) The external node to be replaced is one with the smallest coef- 
ficient of c since 
This results in the same form for M(n) as in case 1. 
For g(n) = 1, a + /I > 1, min(cr, /I) > 1, and log, a/log, b rational, 
M(n) = M,(n) - l/(x + PI 
l- Ma+P) 
where M,(n) is the M(n) function with g(n) = c?,, as shown in Section 6 of 
[l]. This gives an asymptotic formula for this case too. 
3. MAXIMIZATION 
3.1. Concavity theorem 
A real valued function g(n) over the positive integers is defined to be 
concave if 
g(n+2)-g(n+ l)dg(n+ 1)-g(n), n> 1. 
The following lemma will be used below. 
LEMMA. Let a(n) and b(n) be concave functions over the positive integers, 
then the function 
c(n + 1) = ,Y;:~ (a(k) + b(n + 1 -k)) 
. . 
is concave. Moreover, if 
c(n) = a(k) + b(n -k) 
then 
c(n+l)=max(a(k+l)+b(n-k),a(k)+b(n-k+l)). 
Prooj Similar to the proof of the lemma in [l]. If 
Af (n) =f (n + 1) -f(n), then in this case the sequence 
Llc( l), k(2), k(3),... 
is the result of merging 
da(l), da(2), da(3),... 
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and 
db( 1 ), 46(2), db(3),... 
in nonincreasing order. 1 
THEOREM 3. The function M(n) defined in (2) is concave if the follmving 
conditions are satisfied: 
(1) M(3)-M(2)<A4(2)-M(1). 
(2) g(n+2)-g(n+ 1)6g(n+ l)-g(n),n32. 
Proof Using the above lemma, the proof is again similar to that in 
Cll. I 
This allows O(N) computation of M(n), whenever g(n) satisfies the 
hypothesis of the theorem, using an algorithm similar to that in [l]. 
3.2. Solution for a = /I < 1, g(n) = n mod 2 
To obtain a solution for the special case 
a=/?<1 and g(n) = 1 if n is odd 
=o if n is even 
(3) 
the behaviour of M(n) is investigated first. Note that this function does not 
satisfy the hypothesis of Theorem 3. 
Claim 4. Let b(n) be a real valued function over the positive integers 
satisfying the following properties, where i is an even, nonnegative integer: 
(1) db(i+ 1)3db(i+3). 
(2) db(i+2)3db(i+ 1). 
(3) db(i+2)3db(i+4). 
Then c(n) = max , .,,,(b(k) + b(n - k)), n 9 2, has the solution 
c(n)=b(k,)+b(n-k,) where k, =n/2 if n =41+2 
kl = in/21 if n=41+ 1 orn=41+3 
k,=n/2-1 if n=41. 
Proof: By contradiction. Suppose c(n) = b(k,) + b(n - k2) where 
k, Zk,. Consider the two possible cases, 
(1) k,<k,. 
If k, and n-k, are odd then b(k, + 2) + b(n - k, - 2) 2 
b(k,) + b(n - k2) using properties (1) and (3). 
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If k, is odd and n-k, is even then b(k,+l)+b(n-k,-1)8 
b(k,) + b(n - k,) using property (1). 
If k, and n-k, are even then b(k*+l)+b(n-k,-l)> 
b(k,) + b(n - k2) using properties (1) and (2). 
If k2 is even and n-k, is odd then b(k,+l)+b(n-k,-1)8 
b(k,) + b(n - k,) using property (3). 
(2) k2 = (n - k2) > k, corresponding to k, = n/2 for the case n = 41. 
Now k, is even and b(k, + 1) -t b(n - k, - 1) 3 b(k,) + b(n - k2) 
using property (2). 
Moreover, d(n) = c(n - 1) satisfies properties (l), (2) and (3) since the 
sequence of first differences i
db(l), db(2), db(l), db(2), 46(3), db(4), &J(3), d&4)**.. 1 
Claim 5. The function M(n) delined in (3) satisfies properties (l), (2) 
and (3). 
Proof By induction on n. The additional claim that 
O<JdM(j)-dM(j+ 1)<2, j = 2, 4, 6.. 
is needed, however. 
Basis. Since M( 1) = 1; M(2) = 2~; M(3) = 1 + a + 2a2; M(4) = 
2a + a2 + 2a3; M(5) = 1 + a + 3a2 + 2a3, the claims are true for 1 < n < 5. 
Induction step. Assume that the claims are true for positive integers 
less than n. Let 
c(n) = ,F;:, (M(k) + M(n - k)). 
Then d(n) = c(n - 1) satisfies properties (1 ), (2) and (3) by Claim 4. There 
are two cases 
(1) n is even. Thus M(n) = at(n) and 
M(n) - M(n - 1) = a(c(n) - c(n - 1)) - 1 
M(n - 1) - M(n - 2) = a(c(n - 1) - c(n - 2)) + 1 
M(n-2)-M(n-3)=a(c(n-2)-c(n-3))-1. 
Since c(n - 2) - c(n - 3) 2 c(n) - c(n - 1) because d(n) satisfies property 
(3)> 
409/109/2-20 
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satisfying property (1). Furthermore 
(M(n- l)-M(n-2))-(M(n)-M(n- 1)) 
= cc((c(n-l)-c(n-2))-(c(n)-c(n-1)))+2 
and dc(n - 2) - dc(n - 1) is AM(j) - dM(j + 1) for some odd integer j less 
than n because the sequence of first differences ofd(n) is 
dM(l), dM(2), AM(l), dM(2), dM(3), A4(4), dM(3), dA4(4)‘.. 
as shown in Claim 4. Thus, since O<a < 1 and -2 <dc(n-2) - 
dc(n- l)<O, 
O<dM(n-2)-dM(n-1)<2 
and the additional claim is true. 
(2) n is odd. Now M(n) = UC(~)+ 1 and properties (2) and (3 
verified by a procedure similar to case 1. i 
The solution to this recurrence is based on a function on binary 
defined by 
M(T)= 1 if T is empty 
=g(lTO+aM(T,)+BM(T,) if T is not empty 
) are 
trees 
where T,, T,, 1 TI are as defined in Section 2.1 and g(n) is defined in (3). If 
( T( = IZ then finding the tree with maximum value of M(T) is equivalent o 
evaluating M(n) and in this case 
and 
M(T) = C z(ni) W(Si) 
r=l 
M(n I= ,;“=” M(T) n 
where n, is the ith node (both internal and external nodes being con- 
sidered) visited in some traversal of the tree, Si and w(S,) are as delined in 
Section 2.1, and if Tk is the subtree rooted at node k then 
Z(k) = 1 if lTkl is odd 
=o if I Tkl is even. 
Let the optimal tree for the special case CI = /? < 1 be represented by S(n). 
The structure of S(n) is established next and M(n) is evaluated. 
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Claim 6. S(n + 1) is obtained from S(n) by replacing an external node 
with an internal node and two sons. 
Proof. Since M(n) satisfies properties (l), (2) and (3), M(n)=g(n)+ 
a(M(kl) + M(n -k,)), where k, has a value specified in Claim 4. Thus 
M(n+ l)=g(n+ l)+a[max(M(k,+ 1) 
+ M(n-k,), M(k,)+kf(n+ 1 -k,))] 
and the rest of the proof, by induction on n, is similar to that of 
Claim 2. 1 
The expression for M(n) involves the following sequences, 
s, = (1, 1, 3,5, ll)...) and So = (0, 2, 2, 6, lo,...) 
defined by the recurrences 
Si[j]=2’-Si[j- 11, i= 1,2; S,[l] = 1; S,[l] =o. 
In the following claim, the level of a node is defined to be the number of 
branches in the path from the root to the node. 
Claim 7. M(n) = c,!:i S,[j] aj + Aa’- ’ + Ba’, where k = n mod 2 and 
A, B are nonnegative integers. The external nodes of S(n) are at levels 1- 2, 
I- 1 and I, and if S(n - 1) was obtained from S(n - 2) by replacing an 
external node at level I- 2 or I - 1, then S(n) is obtained from s(n - 1) by 
replacing an external node at level I- 1 or I - 2, respectively. If there are no 
external nodes at level I - 2 then an external node at level 1is replaced. 
Proof: The expression for M(n) is obtained from the value of M(T) for 
the optimal tree S(n). The following properties of S(n) are used in the 
proof: 
(1) At level j there are S,[j], k = n mod 2, contributing nodes, where 
a node p “contributes” ifI(p) = 1. 
(2) Let NP be the number of nodes contributing at level p. If 
N,>max(S,[p], S&l), then N,-, <min(S,[p- 11, &[p- l]), other- 
wise if N,<max(S,[p], S,[p]), then N,-, >min(S,[p- 11, S,,[p- 11). 
(3) N, =S,[O] or N1 =S,[O] for all cases. If Nk> 
max(S,[k], S,[k]) for some k > 1, then there is an i, i-c k- 1, such that 
N,<max(S,[i], S,[i]) and Ni+l <min(S,[i+ 11, S,[i+ 11). 
(4) Replacing an external node by an internal node and two sons 
changes the contribution of only nodes on the path from the root to the 
external node. 
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The proof is by induction on n. An additional claim, the fact that there is 
no complete subtree at level I- 2, is also needed. 
Basis. Easily established by considering the optimal trees for 
lQnG5. 
Induction step. Assume that the claim is true for all positive integers 
less than n. Then M(n - 1) = cj:i S,[j] aj+ Ca’-* + Au’-’ + Ba’, where 
k = n mod 2 and A, B, C are nonnegative integers. Let M,, M,, and M, be 
the maximum values of M(T) if external nodes at levels I- 2, I - 1, and 1 
are replaced, and D be the number of nodes now contributing at level I- 2. 
There are two cases to consider, 
(1) S(n - 1) was obtained by replacing an external node at level 
I- 2. Since the number of contributing nodes at level i- 2 has decreased, 
C= min(S,[l- 21, &,[/- 23). Further case analysis hows that M, > M,, 
M, > M,, D = C + 1 and there is no complete subtree at level I- 2. 
(2) S(n - 1) was obtained by replacing an external node at level 
l-l. Now C=max(Si[I-2],S,[I-21) and a case analysis hows that 
M1 > M, > M, and D = C - 1. No complete subtree at level l- 2 is 
formed. 1 
Using the above claim the level at which the ith external node is 
replaced is specified by the sequence R = (0, 1, 2, 1, 2, 3, 2, 3, 2 ,... ) Let Z, be 
such that R(Z,) = I and R(i) # I, i < I,. I, satisfies the recurrence 
&=I,-,+2’-1; I,= 1; I, = 2. 
It can be shown that 
1, =max(S, C~l,&J~l) 
giving the sequence (I,,, I , Z2 ,...) = (1,2, 3, 6, 11,22 ,... ) It is interesting to 
note that the sequence corresponding to min(S,[I], &[Q), i.e., 
(0, 1, 2, 5, 10, 21,...), has occurred in connection with an algorithm for 
finding the greatest common divisor of two integers [3, Exercise 4.5.2-271, 
and with merge insertion [4, p. 1871. 
To obtain an expression for M(n) consider the contributing nodes 
present at n = I, - 1. There are 
(1) LnodZ [k] nodes of weight ak, 0 6 k < I - 2. 
(2) Lod2 [r- l] external nodes of weight a’- ‘, since all external 
nodes at level I- 2 been replaced and no complete subtree at level I- 2 
exists. 
(3) X=(max(S,[/], &[,I)-max(S,[I- 11, &[I- I])+ 1)/2 exter- 
nal nodes of weight a’. 
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Thus for n = II +j, 1 d j< (I,, , -I,), 
I-1 
M(n)= 1 XmmdZ [k] uk+ (X+2Lj/2j-[j/21) a'+rj/21 a’+l. 
k=O 
Since S,[j]=(2’+‘+(-ly’)/3, S,[j]=S,[j]-(-ly and X= 
ts,cr- II+ 1)/2, 
I- 1 
M(n) = M,,,(n) = 1 (2k+ l +(-l)k)ak/3+((2’+(-1)‘-1+3)/6 
k=O 
+ 2LjJ2_1 -l-j/21) a’+ rjf2-j a’+’ 
for odd n and for n even, 
M,,,,tn)=M,,,tn)-(l-t-a)‘)ltl+a). 
Thus 
M(n) = 
2( 2a)’ 
3(2a- l)+’ 
2’+(-l)‘-‘+3+A(-1)’ 
6 ~+rj/21(1+a)-2 3(1 +a) 1 
L 2 A - 3(2a-1)+3(1+a) 1 
where 
A=-1 n odd 
= 2 n even. 
Let 
n, = max(2’+ ‘/3 + (- 1)‘/3,2’+ l/3 - 2( - 1)‘/3). 
Then expressing 
where 8 = rlog, 3nl- log, 3n and j = n - n, gives the following theorem 
THEOREM 4. Let M(n) be defined as in (3). Then 
M(n)wn 1+iog~aaiog~3+e-*(2e-3 + (1 _ 3(2+2))(1 +a) + p1/(2a - 1)) 
- (2/3(2a - 1) + A/3( 1 + a)) 
+ nlogzaalog23 + 0 - 2 [(-l)‘“g*3”‘e-3(1/6+A/3(1 +a))--/21 
where 8 and A are as defined above. 1 
KAPOOR AND REINGOLD 
4. OPEN PROBLEMS 
We leave as an open problem the evaluation of the minimization 
recurrence for the case a = /?< 1, g(n) =n mod 2. It would also be of 
interest o investigate the existence of pairs of functions, g,(n) and g*(n), 
such that the corresponding functions M, and MZ, obtained by 
maximization and minimization, respectively, are the same. This would 
establish a relationship between the two types of recurrences. 
REFERENCES 
1. M. L. FREDMAN AND D. E. KNUTH, Recurrence relations based on minimization, J. h4uth. 
Anal. Appl. 48 (1974), 534-559. 
2. D. H. GREENE AND D. E. KNUTH, “Mathematics for the Analysis of Algorithms,” 2nd ed., 
Birkhauser, Boston, 1982. 
3. D. E. KNUTH, “The Art of Computer Programming, Vol. 2: Seminumerical Algorithms,” 
2nd ed., Addison-Wesley, Reading, Mass., 1981. 
4. D. E. KNUTH, “The Art of Computer Programming, Vol. 3: Sorting and Searching,” 
Addison-Wesley, Reading, Mass. 1973. 
5 E. M. REINGOLD AND R. E. TARJAN, On a greedy heuristic for complete matching, SIAM J. 
Compuf. 10 (1981), 676681. 
6. K. J. SUPOWIT AND E. M. REXNGOLD, Divide and conquer heuristics for minimum weighted 
Euclidean matching, SIAM J. Compur. 12( 1983), 118-143. 
