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Inhaltsangabe
In dieser Arbeit untersuchen wir die Relationenstruktur der Galoisgruppe der
maximal ausserhalb einer endlichen Primstellenmenge S unverzweigten p-Erwei-
terung QS(p) von Q sowie die der Galoisgruppe des p-Klassenko¨rperturms eines
quadratischen Zahlko¨rpers, wobei p eine Primzahl ist. Diese Gruppen ko¨nnen
durch Sa¨tze von Koch u¨ber Erzeugende und Relationen angegeben werden. Bei
den Relationen handelt es sich hierbei um Elemente der freien pro-p-Gruppe F
auf einem bestimmten minimalen Erzeugendensystem jener Galoisgruppen. Sie
ko¨nnen durch Klassenko¨rpertheorie modulo dem dritten Schritt der Zassenhaus-
Filtrierung F(3) von F beschrieben werden.
Fu¨r den Fall, dass die Relationen in F(3) liegen, bescha¨ftigen wir uns mit der
Struktur der Relationen modulo dem vierten Schritt der Zassenhaus-Filtrierung
F(4) von F . Fu¨r p = 2 geben wir eine explizite Beschreibung derselben. Un-
sere U¨berlegungen basieren darauf, dass die oben erwa¨hnten Galoisgruppen in
ihrer Struktur a¨hnlich zu Gruppen von Verschlingungen aus der Knotentheo-
rie sind. Wir u¨bertragen Techniken aus der Knotentheorie in unsere Situation.
Insbesondere bescha¨ftigen wir uns mit dem Fox-Differentialkalku¨l auf freien pro-
p-Gruppen und Masseyprodukten in der Kohomologie von pro-p-Gruppen und
geben eine kohomologische Interpretation jenes Differentialkalku¨ls. Dies stellt
eine Verallgemeinerung des bekannten Zusammenhangs zwischen dem Cuppro-
dukt in der Kohomologie einer pro-p-Gruppe und ihrer Relationenstruktur dar.
Dadurch ist es uns mo¨glich, ein zahlentheoretisches Analogon des Satzes von
Porter-Turaev aus der Knotentheorie zu zeigen. Es beschreibt einen Zusammen-
hang zwischen bestimmten Massey-Produkten auf der Kohomologie der Galois-
gruppe von QS(p)/Q und den von Morishita eingefu¨hrten Milnor-Invarianten
auf jener Galoisgruppe.
Wir verallgemeinern Morishitas Ergebnisse u¨ber die Milnor-Invarianten von
G(QS(2)/Q) und erhalten eine vollsta¨ndige Beschreibung des dreifachen Massey-
produktes auf der Galoiskohomologiegruppe H1(G(QS(2)/Q),Z/2Z) und damit
der Relationenstruktur von G(QS(2)/Q) modulo F(4).
Wa¨hrend die Relationenstruktur modulo F(3) nach Koch eng mit dem Legen-
dresymbol auf der Primstellenmenge S zusammenha¨ngt, ist die Relationenstruk-
tur modulo F(4) mit dem sogenannten Re´dei-Symbol auf S verknu¨pft. Jenes
Dreier-Symbol wurde in den dreissiger Jahren des vergangenen Jahrhunderts
von Re´dei eigefu¨hrt.
Wir benutzen die Ergebnisse u¨ber die Galoisgruppe von QS(2)/Q, um mit Hilfe
eines Abstiegsverfahrens Informationen u¨ber die Galoisgruppe des 2-Klassen-
ko¨rperturms eines quadratischen Zahlko¨rpers zu erhalten. Wir geben eine par-
tielle Beschreibung der gesuchten Relationenstruktur und zeigen, dass diese eng
mit dem Re´dei-Symbol auf der Menge der Primteiler der Diskriminante des
quadratischen Zahlko¨rpers verbunden ist.
Abstract
In this thesis we study the relation structure of the Galois group of the maximal
outside a given set S unramified p-extension QS(p) of Q and of the Galois group
of the p-class field tower of a quadratic number field, where p is a prime number.
These groups can be presented in terms of generators and relations by theorems
due to Koch. Here the relations are elements of the free pro-p-group F on a
certain minimal system of generators of the above Galois groups. They can be
described by class field theory modulo the third step F(3) of the Zassenhaus
filtration of F .
We assume that the relations lie inside F(3) and study the structure of the rela-
tions modulo the fourth step F(4) of the Zassenhaus filtration of F . For p = 2
we give an explicit description of these relations. Our approach is based on the
observation that the above Galois groups have a similar structure as groups of
links occuring in knot theory. We carry over techniques of knot theory to our
situation. In particular we study the Fox differential calculus on free pro-p-
groups and Massey products in the cohomology of pro-p-groups, and we give a
cohomological interpretation of this differential calculus. This is a generaliza-
tion of the well-known relationship between the cup product in the cohomology
of a pro-p-group and its relation structure. Therefore we are able to show a
number theoretic analogue of the theorem of Porter-Turaev from knot theory.
It describes a connection between certain Massey products in the cohomology of
the Galois group of QS(p)/Q and the Milnor invariants of this group introduced
by Morishita.
We generalize Morishita’s results on the Milnor invariants for QS(2) and obtain
a complete description of the triple Massey product on the cohomology group
H1(G(QS(2)/Q),Z/2Z), and thereby of the relation structure of G(QS(2)/Q)
modulo F(4).
While the relation structure modulo F(3) is closely linked to the Legendre symbol
by Koch’s results, the relation structure modulo F(4) is intimately connected to
the so-called Re´dei symbol on S. This triple symbol was introduced in the
thirties of the last century by Re´dei.
We use the results on the Galois group of QS(2)/Q in order to deduce informa-
tion on the Galois group of the 2-class field tower of a quadratic number field by
means of a descent procedure. We give a partial description of the sought-after
relation structure and show that is closely connected to the Re´dei symbol on
the set of prime divisors of the discriminant of the quadratic number field.
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Introduction
Algebraic number theory takes inspirations from many fields, including analy-
sis, geometry, group theory and algebraic topology. Over the last years it has
been realized that several concepts of algebraic number theory bear a certain
structural resemblance to parts of knot theory. This has led both number the-
orists and topologists to the new field of so-called arithmetic topology, which
is dedicated to geometric analogies between knots and primes, between Galois
groups of number fields and fundamental groups of three-manifolds and between
Alexander and Iwasawa theory.
The objective of this thesis is the study of relations in certain Galois groups,
namely the Galois group of the maximal p-extension of Q unramified outside a
set of primes S and the 2-class field tower of quadratic number fields. These
Galois groups will turn out to be quite similar to certain groups of links. In link
theory, relations can be studied by means of the Fox differential calculus. This
gives rise to the Milnor µ¯-invariants of links, which are intimately connected
to Massey products in the cohomology of the link complement via the theorem
of Porter-Turaev. For a more detailed view of this, we refer the reader to
the appendix. We take up the link theoretical point of view and study the
Fox differential calculus on free pro-p-groups. We prove a result which gives a
cohomological interpretation of the Fox differential calculus in terms of Massey
products in the cohomology of pro-p-groups. These results are then applied to
the above mentioned Galois groups. We will explain all that now in more detail.
We fix a prime p and consider the Galois group GS(p) of the maximal pro-p-
extension QS(p) of Q which is unramified outside a set of primes S which is
given by
S = {l1, . . . , ln,∞}, li ≡ 1 mod p, i = 1, . . . , n.
Let li be a fixed extension of li to QS(p)/Q. For 1 ≤ i ≤ n let σi be an element
in G = GS(p) with the following properties:
(a) σi is a lift of the Frobenius automorphism of li,
(b) the restriction of σi to the maximal abelian subextension QS(p)
(2)/Q of
QS(p)/Q is equal to (λi,QS(p)
(2))/Q), where λi denotes the ide`le whose
li-component equals li and all other components are 1.
For 1 ≤ i ≤ n let τi denote an element of GS(p) such that
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(a) τi is a generator of the inertia group Tli of li in QS(p)/Q;
(b) the restriction of τi to QS(p)
(2)/Q equals (αi,QS(p)
(2)/Q), where αi de-
notes the ide`le whose li-component is a primitive root gi modulo li and
all other components are 1.
By a well-known result due to Fro¨hlich and Koch [K2] there is a minimal pre-
sentation
1 −−−−→ R −−−−→ F pi−−−−→ GS(p) −−−−→ 1
of GS(p) where F is a free pro-p-group on generators x1, . . . , xn and pi is given
by xi 7→ τi, 1 ≤ i ≤ n. A minimal generating system of R as a normal subgroup
of F is given by R = {ρi}1≤i≤n with
ρi = x
li−1
i (x
−1
i , y
−1
i ),
where yi is a preimage of σi. Here, we write (a, b) = a
−1b−1ab for elements
a, b ∈ F . It holds that
ρi ≡ xli−1i
∏
j 6=i
(xi, xj)
`i,j mod F(3)
where F(3) denotes the third step of the Zassenhaus filtration of F which will
be explained later and
ζ`i,jp =
(
li
lj
)
p
∈ µp
where (li/lj)p denotes the p-th power residue symbol in Qlj and µp is the group
of p-th roots of unity. We recall that (li/lj)p is defined as the p-th root of unity
which is determined by
(
li
lj
)
p
≡ l
lj−1
p
i mod ljZlj .
If the relations ρi sit inside F(3) one may ask what they look like when con-
sidered modulo F(4). Another number theoretical question that stimulated our
considerations is given by the following. Let K = Q(
√
D) be a quadratic num-
ber field, where D is a squarefree integer. We assume that D ≡ 1 mod 4, or
equivalently, that 2 is unramified in K/Q. Let S be the set of primes of Q which
consists of all primes which are ramified in K/Q and the infinite prime ∞. We
denote by KS∞ the maximal 2-extension of K which is unramified outside the
Archimedean primes. For an imaginary quadratic number field this is the same
as K∅, the maximal unramified 2-extension of K. We make use of the fact
that one can descend from GS(2) to G(KS∞/Q) and then pass to the subgroup
G(KS∞/K). There is the following theorem due to Koch, which is obtained by
this process. There is a minimal presentation
1 −−−−→ R −−−−→ H −−−−→ G(KS∞/K) −−−−→ 1
INTRODUCTION 13
of G(KS∞/K) by the free pro-p-group H with generators w1, . . . , wn−1 where n
denotes the number of prime factors of D. The defining relations are given by
ri ≡ w2`i,ni
∏
1≤j≤n−1
j 6=i
(w2iw
2
j (wi, wj))
`i,j mod H(3), 1 ≤ i ≤ n− 1
rn ≡
n−1∏
i=1
(w2i )
`n,i mod H(3)
Once again, one may ask what happens if the relations lie inside H(3). What do
they look like modulo H(4)?
Let us explain the techniques used to settle these questions. As already men-
tioned, one important ingredient is the theory of the Fox differential calculus
on free pro-p-groups. This is a theory which is developed in analogy to the
theory of the Fox differential calculus on free discrete groups. Let F be the free
pro-p-group on generators x1, . . . , xn and Zp[[F ]] the completed group algebra of
F over Zp. By a theorem of Ihara [I], there exist unique continuous Zp-linear
maps, the free derivatives
∂
∂xi
: Zp[[F ]]→ Zp[[F ]],
such that every element α ∈ Zp[[F ]] can be uniquely written as
α = εZp[[F ]](α)1 +
n∑
i=1
∂α
∂xi
(xi − 1),
where εZp[[F ]] : Zp[[F ]]→ Zp denotes the augmentation homomorphism. Among
others, they share the following properties, see also (1.1.1):
∂xi
∂xj
= δij ,
∂(αβ)
∂xi
=
∂α
∂xi
εZp[[F ]](β) + α
∂β
∂xi
, α, β ∈ Zp[[F ]].
There is an isomorphism
ψ : Zp[[F ]]→ Zp〈〈X1, . . . , Xn〉〉, xi 7→ 1 +Xi,
where Zp〈〈X1, . . . , Xn〉〉 denotes the ring of formal power series over Zp in n non-
commuting variables X1, . . . , Xn. For elements f ∈ F we consider the so-called
Magnus expansion
ψ(f) = 1 +
∑
I
εI(f)XI , εI(f) ∈ Zp,
where the summation runs over all integers r ≥ 1 and all finite sequences
(i1, . . . , ir) of integers 1 ≤ i1, . . . , ir ≤ n, and XI denotes Xi1 · . . . · Xir for
I = (i1, . . . , ir). It can be seen that
ε(i1,...,ir)(f) = εZp[[F ]]
(
∂rf
∂xi1 . . . ∂xir
)
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holds for all f ∈ F . We denote by εI,p : F → Z/pZ the reduction of εI modulo
p. This map gives a nice characterization of a certain filtration on F , the so-
called Zassenhaus filtration, which is defined as follows. For n ≥ 1 let the ideal
In(F ) of Fp[[F ]] be the n-th power of the augmentation ideal I(F ). Then the
filtration
F(n) = {f | f − 1 ∈ In(F )}, n ≥ 1,
is called the Zassenhaus filtration of F . It holds that
f ∈ F(k) if and only if εI,p(f) = 0 for all I with |I| < k.
We construct generating sets for the quotients F(k)/F(k+1) which consist of
powers of so-called basic commutators. If f ∈ F(k) is given in terms of these
generators, we show that the determination of εI,p(f) with |I| = k can be
reduced to a determination of maps that are given in a purely combinatorial
way, see (1.1.15) and (1.1.25).
The Fox differential calculus has a nice cohomological interpretation in terms
of Massey products. Cup products are cohomology operations of first order. If
the cup product vanishes, secondary cohomology products are defined, so-called
triple Massey products. Inductively one can define Massey products of higher
order. We explain here the case of triple Massey products. Let G be a profinite
group and A a discrete trivial G-module. Assume that the cup product
H1(G,A)×H1(G,A) ∪→ H2(G,A)
vanishes. Then there exists a triple Massey product
〈·, ·, ·〉 : H1(G,A)×H1(G,A)×H1(G,A)→ H2(G,A)
which is defined as follows. Denote by C∗(G,A) the standard inhomogeneous
cochain complex and by ∪ the cup product on the level of cochains. Let a1, a2,
a3 ∈ H1(G,A) ⊆ C1(G,A). We choose α12, α23 ∈ C1(G,A) with a1∪a2 = ∂α12
and a2 ∪ a3 = ∂α23, and define
〈a1, a2, a3〉 := [a1 ∪ α23 + α12 ∪ a3].
The triple Massey product is multilinear and it fulfills the following rules:
〈a1, a2, a3〉 = 〈a3, a2, a1〉, 〈a1, a2, a3〉+ 〈a2, a3, a1〉+ 〈a3, a1, a2〉 = 0.
For a general definition of Massey products, see chapter 1, §2. We point out that
in general the target of Massey products is not H2(G,A), but a quotient of it.
If the target is H2(G,A), we speak of so-called ‘well-defined’ Massey products.
For a strict definition of this notion, see loc. cit.
Since we are interested in the relation structure of pro-p-groups and its con-
nection to Massey products, we will consider the case A = Z/pZ and consider
m-fold (well-defined) Massey products of type
H1(G,Z/pZ)m → H2(G,Z/pZ).
We prove the following theorem, which can be seen as an analogue of a key step
in the proof of the theorem of Porter-Turaev from topology.
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Theorem. Let
1→ R→ F → G→ 1
be a minimal presentation of the finitely generated pro-p-group G. Let x1, . . . , xn
be a basis of F and let χ1, . . . , χn be the dual Z/pZ-basis of H
1(F,Z/pZ) =
H1(G,Z/pZ), i.e. χi(xj) = δij . Assume that R ⊆ F(m). Then there are well-
defined k-fold Massey products
〈·, . . . , ·〉 : H1(G,Z/pZ)k → H2(G,Z/pZ)
for all 1 < k ≤ m. Let
trf : H
2(G,Z/pZ)→ Z/pZ
denote the trace map corresponding to f ∈ R which is defined in chapter 1,§2.
For each multiindex (i1, . . . , ik) with 1 < k ≤ m and 1 ≤ ir ≤ n, r = 1, . . . , k,
we have
trf 〈χi1 , . . . , χik〉 = (−1)k−1ε(i1,...,ik),p(f)
for all f ∈ R. In particular it holds that R ⊆ F(m) if and only if all k-fold
Massey products on H1(G,Z/pZ) vanish for 1 < k < m.
We remark that by our results on the Fox differential calculus this gives a
method to calculate these Massey products. In particular this result yields a
generalization of the connection between cup products and relations of G in
F (2,p) modulo F (3,p) where F (2,p) and F (3,p) denote the second and third step
of the descending p-central series of F , respectively, see [NSW], Prop. 3.9.13.
We now come back to the arithmetical questions we started with. Morishita [M]
introduced the notion of Milnor invariants of the group GS(p). This concept
has its origin in link theory, where Milnor invariants of links are considered.
The resemblance between the theorem of Chen-Milnor on link groups (see the
appendix, Thm. (A.1)) and Koch’s theorem on GS(p) explained above results
in the following definition of Milnor invariants. Let r ≥ 1 and 1 ≤ i1, . . . , ir ≤ n.
The Milnor µp-invariant of GS(p) corresponding to I = (i1, . . . , ir) is defined by
µp(I) = εI′,p(yir ),
where I ′ = (i1, . . . , ir−1). Note that we use the notation µp for the Milnor
invariants as well as for the group of p-th roots of unity, but it should always be
clear from the context what is meant. We remark that it is shown in [M] that
the Milnor invariants are independent of the choices we made and are invariants
of GS(p). In link theory the theorem of Porter-Turaev provides a connection
between Milnor invariants and Massey products, see the appendix, Thm. (A.2)
and Thm. (A.3). Using our algebraic result on the connection between the Fox
differential calculus and Massey products, and the structure of the relations of
GS(p), we obtain the following number theoretical analogue.
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Theorem. Let 1 < m ≤ pe where e = max{r ≥ 1| pr|(li−1) for all 1 ≤ i ≤ n}
and assume that µp(J) = 0 for all multiindices J with 1 < |J | < m. Then we
have a well-defined m-fold Massey product
〈·, . . . , ·〉 : H1(GS(p),Z/pZ)m → H2(GS(p),Z/pZ).
Let I = (i1, . . . , im). Then
trρik 〈χi1 , . . . , χim〉 = (−1)m(δimikµp(i1, . . . , im)− δi1ikµp(i2, . . . , im, i1)
−
(
lik − 1
m
)
δI=(i1,...,i1)).
It is easy to see that for the second order Milnor invariants µp(i, j) it holds that
ζµp(i,j)p = ζ
`j,i
p =
(
lj
li
)
p
, 1 ≤ i 6= j ≤ n
and that µp(i, i) = 0 for all 1 ≤ i ≤ n.
From now on we assume that p = 2. We want to understand triple Massey
products, or, which is equivalent by our theorem above, third order Milnor
invariants on GS(2). By the above result on second order Milnor invariants (or
directly from the structure of the relations) the cup product
H1(GS(2))×H1(GS(2)) ∪→ H2(GS(2))
(where from now on H i(GS(2)) denotes cohomology with Z/2Z-coefficients)
vanishes if and only if all li are ≡ 1 mod 4 and we have(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j.
In this situation triple Massey products are well-defined. Morishita has calcu-
lated the third order Milnor invariants µ2(i, j, k) for 1 ≤ i, j, k ≤ n pairwise
distinct. We calculate the third order Milnor invariants also in the remaining
cases and therefore we get a complete description of the triple Massey product.
It turns out that the third order Milnor invariants and the triple Massey product
are described by the so-called Re´dei symbol. In the 1930’s Re´dei introduced this
triple symbol [p1, p2, p3] for primes p1, p2, p3 taking values ±1 which describes a
prime decomposition law in a certain dihedral extension of degree 8. We prove
the following
Theorem. Let S = {l1, . . . , ln,∞} where li ≡ 1 mod 4, i = 1, . . . , n and(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j.
Let 1 ≤ i, j, k ≤ n. Then the third order Milnor invariants of GS(2) are given
by
(−1)µ2(ijk) =
{
[li, lj , lk] if gcd(li, lj , lk) = 1,
1 if i = j = k.
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Let χ1, . . . , χn be the Z/2Z-basis of H
1(F,Z/2Z) = H1(GS(2)) which corre-
sponds to the basis x1, . . . , xn of F in the above minimal presentation of GS(2),
i.e. χi(xj) = δij . The triple Massey product
〈·, ·, ·〉 : H1(GS(2))×H1(GS(2))×H1(GS(2))→ H2(GS(2))
is determined by
(−1)trρm 〈χi,χj ,χk〉 =


[li, lj , lk] if m = i and m 6= k,
[li, lj , lk] if m 6= i and m = k,
1 otherwise.
In particular this result allows a complete determination of the relations R of
GS(2) modulo F(4).
This result enables us to give examples of S in which the triple Massey product
on H1(GS(2)) does not vanish, as well as to give examples in which it is trivial.
We also give some examples in which we calculate the relations explicitly modulo
F(4).
We apply the results about GS(2) to the study of the 2-class field tower of
certain quadratic number fields. We follow Koch’s construction, and using the
Fox differential calculus, in particular a chain rule which is proved in the first
chapter, we are able to give a partial description of the triple Massey product on
the groups H1(G(KS∞/K)) = H
1(G(KS∞/K),Z/2Z). We prove the following
theorem.
Theorem. Let K = Q(
√
D) be a quadratic number field where D satisfies one
of the following conditions:
(a) D = l1 · . . . · ln and all li are congruent 1 modulo 4,
(b) D = −l1 · . . . · ln, where l1, . . . , ln−1 are congruent 1 modulo 4 and ln is
congruent 3 modulo 4.
and assume that
(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j. Then the cup product
H1(G(KS∞/K))×H1(G(KS∞/K)) ∪→ H2(G(KS∞/K))
vanishes completely. Let χ1, . . . , χn−1 be the dual Z/2Z-basis of H1(H,Z/2Z) =
H1(G(KS∞/K),Z/2Z) to the basis w1, . . . , wn−1 of H in the above minimal
presentation of G(KS∞/K), i.e. χi(wj) = δij . For the triple Massey product
〈·, ·, ·〉 : H1(G(KS∞/K))×H1(G(KS∞/K))×H1(G(KS∞/K))→ H2(G(KS∞/K))
the following formula holds for pairwise distinct i, j, k with 1 ≤ i, j, k ≤ n − 1
and 1 ≤ m ≤ n:
(−1)trrm 〈χi,χj ,χk〉 =
{
[li, lj , lk] if m = i or m = k,
1 otherwise.
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In particular we are able to give examples of both real and imaginary quadratic
number fields which have nontrivial triple Massey products on the cohomology
groupsH1(G(KS∞/K),Z/2Z). We remark that for imaginary quadratic number
fields there is an isomorphism
H1(G(KS∞),Z/pZ) = H
1(G(K∅/K),Z/pZ) ∼= (Cl(K)/p)∗
where Cl(K) denotes the ideal class group of K and ∗ denotes the Pontryagin
dual, hence the pairings
H1(G(K∅/K))×H1(G(K∅/K))×H1(G(K∅/K)) 〈·,·,·〉→ H2(G(K∅/K))
trrk→ Z/pZ
(here the coefficients are Z/pZ) induced by the Massey product and the trace
maps are pairings
(Cl(K)/p)∗ × (Cl(K)/p)∗ × (Cl(K)/p)∗ → Z/pZ.
In the final section, we make a few comments about the situation for odd p.
In summary, one may say that the use of methods adapted from knot theory
has given us some insight in the relation structure of pro-p-groups in general
and in some arithmetic applications as well. We hope that in the future it will
be possible to exploit some analogies further.
I would like to thank my supervisor Kay Wingberg for his suggestion to study
Massey products and his constant encouragement. Furthermore, I would like
to thank Tobias Horn, Alexander Schmidt and Otmar Venjakob for numerous
discussions on the subject. Thanks go to the DFG for their financial support.
Chapter I
Algebraic part
§1 The Fox differential calculus on free pro-p-
groups
In knot theory the Fox differential calculus on free groups is an important tool
for the determination of knot invariants. We want to apply similar techniques
for the determination of the structure of pro-p-groups. In this section we will
provide the necessary facts about the Fox differential calculus.
Originally, the Fox differential calculus has been developed for discrete free
groups. It is possible to carry it over to free pro-p-groups. Our presentation
will be similar to the one in [F]. Many of the statements proved there for
discrete groups have very elementary proofs which immediately carry over to
our situation and which we will therefore omit here.
Let F be the free pro-p-group on generators x1, . . . , xn and let Zp[[F ]] be the
completed group algebra of F over Zp. Let εZp[[F ]] : Zp[[F ]] → Zp be the aug-
mentation homomorphism. We use the following result due to Ihara which
essentially states that free derivatives exist as in the case of discrete free groups
and share the same properties.
(1.1.1) Theorem. ([I],Thm.2.1) For each i with 1 ≤ i ≤ n there exists a
uniquely determined continuous Zp-linear map, the free derivative
∂
∂xi
: Zp[[F ]]→ Zp[[F ]],
such that every element α ∈ Zp[[F ]] can be uniquely written as
α = εZp[[F ]](α)1 +
n∑
i=1
∂α
∂xi
(xi − 1).
The free derivatives have the following properties:
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(a)
∂xi
∂xj
= δij ,
(b)
∂(αβ)
∂xi
=
∂α
∂xi
εZp[[F ]](β) + α
∂β
∂xi
, α, β ∈ Zp[[F ]],
(c)
∂f−1
∂xi
= −f−1 ∂f
∂xi
, f ∈ F,
(d)
∂fa
∂xi
= b
∂f
∂xi
for any b ∈ Zp[[F ]] with b(f − 1) = fa − 1, f ∈ F.
Before we continue we introduce a notion that is needed in all what follows. Here
and in the rest of the exposition we mean by a multi-index I of height n a
tuple of elements I = (i1, . . . , ir) where r is a natural number and 1 ≤ ik ≤ n for
all 1 ≤ k ≤ r. Usually we will assume that the height is clear from the context
and omit it from the notation. For a multi-index I = (i1, . . . , ir) we denote by
|I| = r the length of I. If multi-indices I1 = (i1, . . . , ir), I2 = (j1, . . . , js) are
given, we denote by
I1I2 = (i1, . . . , ir, j1, . . . , js)
the concatenation of I1 and I2. We denote the set of multi-indices of height n
by Mn and the set of multi-indices of height n and length k by Mnk .
The completed group algebra Zp[[F ]] is isomorphic to the ring Zp〈〈X1, . . . , Xn〉〉
of formal power series in n non commuting variables X1, . . . , Xn over Zp, and
an isomorphism is given by
ψ : Zp[[F ]]→ Zp〈〈X1, . . . , Xn〉〉, xi 7→ 1 +Xi.
The so-called Magnus expansion M(f) of f ∈ F is given by
M(f) = ψ(f) = 1 +
∑
I
εI(f)XI , εI(f) ∈ Zp,
where I runs over all multi indices of height n. For each multi-index I this gives
us a map
εI : F → Zp.
This map stands in the following relation to free differential calculus, cf. [M],§2.
(1.1.2) Proposition. Let f ∈ F and I = (i1, . . . , ir). Then
εI(f) = εZp[[F ]]
(
∂rf
∂xi1 . . . ∂xir
)
.
We will introduce some filtrations on pro-p-groups.
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(1.1.3) Definition. Let G be a pro-p-group and let q be a power of p. Then
the descending q-central series of G is the filtration {G(i,q)}i≥1 recursively
defined by
G(1,q) = G, G(i+1,q) = (G(i,q))q[G(i,q), G],
where [G(i,q), G] and (G(i,q))q are the closed subgroups topologically generated by
the commutators (x, y) = x−1y−1xy, x ∈ G(i,q), y ∈ G, and by the q-th powers
of elements of G(i,q), respectively.
If q = 0, then we denote this series by {Gi}i≥1, i.e.
G1 = G, Gi+1 = [Gi, G].
It is called the descending central series of G.
We collect some properties of the maps εI , which are completely analogous to
the discrete situation.
(1.1.4) Proposition. Let α, β ∈ Zp[[F ]], f ∈ Fi, g ∈ Fj and let I be a multi-
index. Then the following assertions hold:
(a)
εI(αβ) =
∑
I1I2=I
εI1(α)εI2(β).
(b) If |I| < i, then εI(f) = 0.
(c) If |I| ≤ max(i, j), then εI(fg) = εI(f) + εI(g).
(d) If |I| = i + j, I = I1I2 = I ′2I ′1, where I1, I2, I ′1, I ′2 are multi-indices with
|I1| = |I ′1| = i, |I2| = |I ′2| = j, then
εI((f, g)) = εI1(f)εI2(g)− εI′1(f)εI′2(g).
Proof. This follows the same way as in [F], 4.2.7, 4.4.1 ¤
We want to study the effect of εI on words from F in more detail. We need the
following definition.
(1.1.5) Definition. The basic commutators of weight one are x1, . . . , xn
and their ordering is x1 > . . . > xn. Assume we have defined the basic com-
mutators together with their ordering for all weights < k. Then the basic com-
mutators of weight k are the elements of the form (c1, c2) where c1, c2 are basic
commutators of weights k1, k2. Moreover we require c1 > c2, and if c1 = (c3, c4)
we also require that c2 ≤ c4. The ordering among the commutators of weight k
is lexicographically, i.e. (c1, c2) < (c
′
1, c
′
2) if and only if c1 < c
′
1, or c1 = c
′
1 and
c2 < c
′
2. Commutators of weight k are greater than all commutators of smaller
weight.
(1.1.6) Example. We obtain the following basic commutators of small weight:
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weight 1: xi, 1 ≤ i ≤ n.
weight 2: (xi, xj), 1 ≤ i < j ≤ n.
weight 3: ((xi, xj), xk), 1 ≤ i < j ≤ n, k ≤ j.
We have the following theorem, which follows directly from an analogous state-
ment for discrete free groups, cf. [H], Thm. 11.2.4, by completion.
(1.1.7) Theorem. The basic commutators of weight k represent a basis of
Fk/Fk+1 as a free Zp-module.
We want to describe the effect of εI on the basic commutators or more generally
on the so-called bracket arrangements. We collect some definitions from [FS].
(1.1.8) Definition. A bracket arrangement consists of brackets and aster-
isks (which act as place holders) and comes assigned with a weight. The only
bracket arrangement of weight one is (∗) = ∗. Assume all bracket arrangements
of weight < k have been defined. The bracket arrangements of weight k are of the
form β = (β1, β2), where β1, β2 are bracket arrangements of weight k1, k2 and
k = k1+k2. The weight of a bracket arrangement β is denoted by ω(β). Suppose
a bracket arrangement β with ω(β) = k and a multi-index I = (i1, . . . , ik) are
given. Then β(I) denotes the commutator in Fk, which is obtained from β by
substitution of xi1 , . . . , xik in consecutive locations.
We will associate a tree T (β) with a root to a bracket arrangement β.
(1.1.9) Definition. If ω(β) = 1 then the tree T (β) consists of a single vertex,
which is the root. Assume these trees have been defined for all weights < k and β
is of the form β = (β1, β2) und has weight k. Then T (β) is the tree in figure I.1
and ν is its root, where ν1 and ν2 are the roots of T (β1) and T (β2), respectively.
We orient the trees in such a way that left-right ordering is preserved and that
the new root is at the bottom. The weight of T (β) is defined as ω(β). We denote
the set of these trees by T .
If ν is a vertex in T ∈ T , we can pick out an upper tree U(ν), a left-hand tree
L(ν) and a right-hand tree R(ν), see fig. I.2.
(1.1.10) Definition. Let β(I) ∈ Fk − Fk+1 (this is e.g. the case if β(I) is
basic). To β(I) we associate a labelled tree T (β, I) which is just T (β) with
each vertex having a label from the free group F . The labelling is defined in-
ductively as follows: If ω(β) = 1 and I = i, then T (β, I) = xi. . Assume the
labelling has been accomplished for all trees of weight < k and β = (β1, β2) has
weight k. We break I up in I = I1I2 with l(I1) = ω(β1), I2 = ω(β2). Then the
sub-trees T (β1) und T (β2) are labelled and the root of T (β) is labelled with the
commutator (L1, L2) where L1 and L2 are the labels of the roots of T (β1) and
T (β2), respectively. We denote the set of labelled trees of this type by Tk. If a
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Figure I.1: T (β)
•
ν1
•?
??
??
??
??
??
?
ν
•ÄÄÄÄÄÄÄÄÄÄÄÄÄ
ν2
T (β1) T (β2)
Figure I.2:
•
νL
•?
??
??
??
??
??
?
ν
•ÄÄÄÄÄÄÄÄÄÄÄÄÄ
νR
L(ν) R(ν)
U(ν) = L(ν) ∪R(ν)
νL = left-hand vertex
νR = right-hand vertex
tree T = T (β, I) is given we set I(T ) = I and B(T ) = β(I). The monomial
u(T ) of a labelled tree T (β, I) is defined by
u(T ) = XI = Xi1 · . . . ·Xir .
(1.1.11) Definition. The admissible operations on T ∈ T are generated by
the following elementary operations: For a vertex ν ∈ T we interchange L(ν)
and R(ν) and preserve the left-right and up-down orderings within L(ν), R(ν)
while keeping ν and T − U(ν) fixed (see fig.I.3). The sign of an elementary
operation is −1 and the sign of an admissible operation is the product the signs
of its elementary operations. An admissible operation on T ∈ Tk is an admis-
sible operation on T where T is interpreted as an element of T . The labelling
is preserved by each elementary operation in the sense that the labels remain
attached to the vertices they were originally attached to. We denote the set of
admissible operations on T by Op(T ).
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Figure I.3: elementary operation
•
νL
•?
??
??
??
??
ν
•ÄÄÄÄÄÄÄÄÄÄ
νR
L(ν) R(ν)
•
νR
•?
??
??
??
??
ν
•ÄÄÄÄÄÄÄÄÄÄ
νL
R(ν) L(ν)
elementary
−−−−−−−→
operation
(1.1.12) Example. (a) Let 1 ≤ k, l ≤ n, k 6= l. There are two admissible
operations on the labelled tree T = T ((∗, ∗), (k, l)) ∈ T2 whose results can
be seen on the following picture. The corresponding signs are noted below
the trees.
•xk
•7
77
77
7
(xk, xl)
•¨
¨¨
¨¨
¨
xl •xl
•7
77
77
7
(xl, xk)
•¨
¨¨
¨¨
¨
xk
+1 −1
(b) Let 1 ≤ k, l,m ≤ n, k 6= l. There are four admissible operations on the
labelled tree T = T (((∗, ∗), ∗), (k, l,m)). Their effect on T can be seen in
the following picture. The corresponding signs are noted below the trees.
•xk
•7
77
77
7
(xk, xl)
•¨
¨¨
¨¨
¨
xl
•7
77
77
7
((xk, xl), xm)
•¨
¨¨
¨¨
¨¨
¨¨
¨¨
xm •xl
•7
77
77
7
(xl, xk)
•¨
¨¨
¨¨
¨
xk
•7
77
77
7
((xl, xk), xm)
•¨
¨¨
¨¨
¨¨
¨¨
¨¨
xm
+1 −1
•xm
•7
77
77
77
77
77
(xm, (xl, xk))
•¨
¨¨
¨¨
¨
(xl, xk)
•777777
xl xk•
¨¨
¨¨
¨¨
•xm
•7
77
77
77
77
77
(xm, (xk, xl))
•¨
¨¨
¨¨
¨
(xk, xl)
•777777
xk xl•
¨¨
¨¨
¨¨
+1 −1
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For f ∈ F let L(f) denote the leading polynomial of the Magnus expansion
M(f) of f . If f ∈ Fk − Fk+1 it obviously holds that
L(f) =
∑
l(I)=k
εI(f)XI .
In complete analogy to [FS], lemma 5.5, we obtain the following result.
(1.1.13) Proposition. Let β be a bracket arrangement of weight k ≥ 1 and
I = (i1, . . . , ik) a multi-index, such that β(I) ∈ Fk − Fk+1. Let T = T (β, I).
Then
L(β(I)) =
∑
σ∈Op(T )
sgn(σ)u(σ(T )).
(1.1.14) Example. (a) Let β = (∗, ∗), I = (k, l) with k 6= l. We obtain
L((xk, xl)) = Xkl −Xlk
(b) Let β = ((∗, ∗), ∗), I = (k, l,m) with k 6= l. From the above example we
obtain
L(((xk, xl), xm)) = Xklm +Xmlk −Xmkl −Xlkm.
Let Ck denote the free Zp-module on the set Ck of basic commutators of weight k.
Recall thatMnk denotes the set of multi-indices of length k. In later applications
we will need a description of the map
ηk :Mnk → Ck, I 7→
∑
β∈Ck
εI(β(I))β.
It is easily seen that the previous proposition implies the following result.
(1.1.15) Proposition. The map ηk is given by
ηk(I) =
∑
T∈Tk
I(T )=I
∑
σ∈Op(T )
σ(T )∈Ck
sgn(σ)B(σ(T )).
(1.1.16) Example. (a) Let I = (k, l) with 1 ≤ k, l ≤ n. There is exactly one
labelled tree T ∈ T2 with I(T ) = I:
•xk
•7
77
77
7
(xk, xl)
•¨
¨¨
¨¨
¨
xl
If k < l this corresponds to a basic commutator, while for k < l the tree
has to be flipped to correspond to a basic commutator. Hence
η2(I) =


(xk, xl) if k < l,
−(xl, xk) if k > l,
0 if k = l.
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(b) Let I = (k, l,m) with 1 ≤ k, l,m ≤ n and assume that l > k, l > m and
k 6= m. There are two trees T1, T2 ∈ T3 with I(Ti) = I, i = 1, 2:
•xk
•7
77
77
7
(xk, xl)
•¨
¨¨
¨¨
¨
xl
•7
77
77
7
((xk, xl), xm)
•¨
¨¨
¨¨
¨¨
¨¨
¨¨
xm •xk
•7
77
77
77
77
77
(xk, (xl, xm))
•¨
¨¨
¨¨
¨
(xl, xm)
•777777
xl xm•
¨¨
¨¨
¨¨
T1 T2
The labelled tree T1 corresponds to a basic commutator, and no nontrivial
admissible operation will produce a labelled tree from T1 that corresponds
to a basic commutator as well. The labelled tree T2 does not correspond to
a basic commutator, but the labelled tree
•xm
•7
77
77
7
(xm, xl)
•¨
¨¨
¨¨
¨
xl
•7
77
77
7
((xm, xl), xk)
•¨
¨¨
¨¨
¨¨
¨¨
¨¨
xk
obtained from T2 by an admissible operation of sign +1 is the only one
obtained from T2 that does. Hence
η3(I) = ((xk, xl), xm) + ((xm, xl), xk).
(c) Let I = (k, l, k) with 1 ≤ k, l ≤ n and assume that k > l. As in the last
example we have two trees T1, T2 with I(Ti) = I, i = 1, 2. Both trees can
be transformed into
•xl
•7
77
77
7
(xl, xk)
•¨
¨¨
¨¨
¨
xk
•7
77
77
7
((xl, xk), xk)
•¨
¨¨
¨¨
¨¨
¨¨
¨¨
xk
using an admissible operation of sign −1. Hence
η3(I) = −2((xl, xk), xk).
The above examples show in particular that the naive guess that
ηk(I) = ±c
where c is a basic commutator of length |I|, which one might make after taking
a look at k = 2, is not true. This map depends heavily on the combinatorics
of trees and becomes more and more complex with growing k. In particular it
seems rather hopeless to obtain closed formulae.
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We will now introduce a filtration that will turn out to be in very close connec-
tion to Massey products, and it is very important in our arithmetic applications
as well.
(1.1.17) Definition. Let G be a finitely generated pro-p-group and for n ≥ 1
let the ideal In(G) of Fp[[G]] be the n-th power of the augmentation ideal I(G).
The filtration
G(n) = {g | g − 1 ∈ In(G)}, n ≥ 1,
is called the Zassenhaus filtration of G.
There is the following result on the Zassenhaus filtration, see [DDMS], Thm.
12.9.
(1.1.18) Theorem. (Jennings) The Zassenhaus filtration can be recursively
described as follows:
G(n) = G
p
(dn/pe)
∏
i+j=n
(G(i), G(j)),
where dn/pe denotes the least integer m such that pm ≥ n.
We remark that the second step G(2) of the Zassenhaus Filtration and the second
step G(2,p) of the descending p-central series coincide. For p = 2 also the third
step G(3) of the Zassenhaus filtration and the third step G
(3,2) of the descending
2-central series coincide.
The following result due to Lazard, see [DDMS], Thm. 11.2., is very useful for
explicit calculations.
(1.1.19) Theorem. (Lazard) For each n,
G(n) =
∏
ipj≥n
Gp
j
i .
For free pro-p-groups F the last proposition allows us in particular to write down
generating sets for the quotients F(k)/F(k+1) using the description of the bases
of Fk/Fk+1 as given in (1.1.7). We denote by Ck the set of basic commutators
of weight k and we set Cak = {ca | c ∈ Ck}. We remark that if F p
j
i ⊂ F(n) then
F p
j
i+1 ⊂ F(n+1). If i - n then F p
j
i ⊂ F(n) implies F p
j
i ⊂ F(n+1). In particular we
have the following
(1.1.20) Corollary. A generating system of F(n)/F(n+1) can be represented by
a set of the form
Cp
j1
i1
.∪ Cpj2i2
.∪ . . . .∪ Cpjmim
or the empty set. Here i1 < i2 < . . . < im are divisors of n with irp
jr = n for
r = 1, . . . ,m (but not all of these divisors do necessarily occur.)
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It is a rather combinatorial problem to write the ik and jk down explicitly in
a more or less closed formula, so we will just extract the information that we
need for our arithmetical applications, that is, we will write down generating
sets for F(2)/F(3) and F(3)/F(4). But we point out, that given a concrete prime
p and a concrete k it is very easy to calculate the ik and jk. This holds as well
in the following example.
(1.1.21) Example. (a) It holds that
F(2)/F(3) =
{
F2/F
p
2 F3 if p 6= 2,
F 2F2/F
4F 22F3 if p = 2.
In particular, for p 6= 2 the set C2 of basic commutators of weight 2
represents a generating set of F(2)/F(3) as a Z/pZ-module. For p = 2
such a generating set is represented by C21 ∪ C2.
(b) It holds that
F(3)/F(4) =
{
F3/F
p
3 F4 if p 6= 3,
F 3F3/F
9F 32F4 if p = 3.
In particular, for p 6= 3 the set C3 of basic commutators of weight 3
represents a generating set of F(3)/F(4) as a Z/pZ-module. For p = 3
such a generating set is represented by C31 ∪ C3.
(c) A generating set for F(4)/F(5) is given by C4 if p 6= 2 and by C41 ∪C22 ∪C4
for p = 2.
For the first two of the above generating sets we will show later that they are
indeed bases.
Let εI,p : F → Z/pZ denote the reduction of εI modulo p. A similar result as
(1.1.4) holds for the Zassenhaus filtration:
(1.1.22) Proposition. Let α, β ∈ Zp[[F ]], f ∈ F(i), g ∈ F(j) and let I be a
multi-index. Then the following assertions hold:
(a)
εI,p(αβ) =
∑
I1I2=I
εI1,p(α)εI2,p(β).
(b) If |I| < i, then εI,p(f) = 0.
(c) If |I| ≤ min(i, j), then εI,p(fg) = εI,p(f) + εI,p(g).
(d) If |I| = i + j, I = I1I2 = I ′2I ′1, where I1, I2, I ′1, I ′2 are multi-indices with
|I1| = |I ′1| = i, |I2| = |I ′2| = j, then
εI,p((f, g)) = εI1,p(f)εI2,p(g)− εI′1,p(f)εI′2,p(g)
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Proof. The first statement follows from (1.1.4) by reducing modulo p. It is
easily seen that (b) implies (c) and (d). A stronger statement than (b) will be
given in (1.1.24) ¤
We will often need the following formula later which follows from (1.1.22).
(1.1.23) Lemma. Let I be a multi-index and 1 ≤ i ≤ n. Then
εI,p(x
a
i ) =
{ ( a
|I|
)
if I = (i, . . . , i),
0 otherwise.
The next result gives a characterization of the descending central series and the
Zassenhaus filtration by means of differential calculus.
(1.1.24) Lemma. Let f ∈ F . Then:
(a) f ∈ Fk if and only if εI(f) = 0 for all multi-indices I with |I| < k.
(b) f ∈ F(k) if and only if εI,p(f) = 0 for all multi-indices I with |I| < k.
Proof. (a) follows as in the discrete case, see [F], 4.4.5. (b) follows by looking
at the Magnus expansion of f modulo p and a consideration of the generators
of In(F ). ¤
Let I be a multi-index of length k. The results above allow us to reduce the
calculation of εI,p on F(k) to a calculation of εI,p applied to a generator system
of F(k) modulo F(k+1) as given in (1.1.20). We have already studied the effect
of the εI on basic commutators. The next result shows that this is sufficient for
the calculation of εI,p on F(k).
(1.1.25) Proposition. Let I be multi-index of length k. Let f ∈ F(k) be rep-
resented modulo F(k+1) as a linear combination of elements of the generator
system
Cp
j1
i1
∪ Cpj2i2 ∪ . . . ∪ C
pjm
im
of F(k)/F(k+1) where ilp
jl = k, l = 1, . . . ,m. In order to calculate εI,p(f) it is
sufficient to know the maps ηil for l = 1, . . . ,m which describe the effect of εI′
on basic commutators of weight I ′ where |I ′| = il.
Proof. By (1.1.22) it is sufficient to calculate εI,p on the elements of the gen-
erating system above. For the set Ck of basic commutators of weight k this is
done by (1.1.15). Let cp
r ∈ Cprs where spr = k. Then
εI,p(c
pr ) =
∑
I=I1...Ipr
εI1,p(c) · . . . · εIpr ,p(c)
We call the decomposition I = I1 . . . Ipr of type w, where w is a natural number,
if w of the multi-indices I1, . . . , Ipr are empty. There is exactly one decomposi-
tion of type 0. It is given by
I = (i1, . . . , is)(is+1, . . . , i2s) . . . (i(pr−1)s, . . . , iprs)
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To a decomposition I = I1 . . . Ipr of type w we associate a reduced decomposi-
tion I˜ = I˜1 . . . I˜pr−w of type 0 by leaving out the empty multi-indices. We may
then write
εI,p(c
pr ) =
pr−1∑
w=0
∑
I=I1...Ipr
of type w
εI˜1,p(c) · . . . · εI˜pr−w,p(c)
Each reduced decomposition I˜ = I˜1 . . . I˜pr−w occurs exactly
(
pr
w
)
times in the
above summation. Since
vp(
(
pr
w
)
) = r − vp(w) > 0
for w = 0, . . . , pr − 1, where vp denotes the p-adic valuation, it follows that
εI,p(c
pr ) = ε(i1,...,is),p(c) · . . . ε(i(pr−1)s,...,iprs),p(c),
hence εI,p(c
pr ) is determined by the knowledge of the map ηs from (1.1.15). ¤
A useful tool for making explicit calculations is the chain rule. In the discrete
case there is a chain rule which involves the descending central series, see [FS],
Thm.4.6. We will prove a chain rule which involves εI,p and the Zassenhaus
filtration. Its proof makes use of Jennings’ theorem (1.1.18).
(1.1.26) Definition. Let F be the free pro-p group on x1, . . . , xn and let F
′
be the free pro-p-group on x′1, . . . , x
′
m. Let φ : F → F ′ be a homomorphism.
We will denote by εFI,p and ε
F ′
I,p the corresponding maps εI,p in order to avoid
confusion. We set
φji = ε
F ′
(i),p(φ(xj)), 1 ≤ i ≤ m, 1 ≤ j ≤ n,
and call the matrix (φji )i,j the Jacobi matrix of φ.
φj1,...,jki1,...,ik = φ
j1
i1
φj2i2 · . . . · φ
jk
ik
.
(1.1.27) Proposition. Let f ∈ F(k). Then
εF
′
(i1,...,ik),p
(φ(f)) =
∑
j1,...,jk
φj1,...,jki1,...,ik ε
F
(j1,...,jk),p
(f).
Proof. We will use induction on k. For k = 1 it suffices to remark that the
homomorphisms
f 7→ εF ′(i),p(φ(f)), f 7→
k∑
j=1
φjiε
F
(j),p(f)
from F to Zp coincide on the base elements x1, . . . , xn of F . Let k > 1. By
Jennings’ theorem (1.1.18) and (1.1.22) it is sufficient to consider the case where
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f is of the form f = (f1, f2) where f1 ∈ Fk1 , f2 ∈ Fk2 and k = k1 + k2, and
the case where f = hp where h ∈ F(dk/pe). Assume we are in the first case. Let
I1, J1, I
′
1, J
′
1 denote multi-indices of length k1 and I2, J2, I
′
2, J
′
2 multi-indices of
length k2. We use the summation convention, that repeated indices are summed
over. Then we obtain by induction and (1.1.22)
εI,p(φ((f1, f2))) = εI,p((φ(f1), φ(f2)))
= εI1,p(φ(f1))εI2,p(φ(f2))− εI′2,p(φ(f2))εI′1(φ(f1))
= φJ1I1 εJ1,p(f1)φ
J2
I2
εJ2,p(f2)− φJ
′
2
I′2
εJ ′2,p(f2)φ
1
I′1
J ′1εJ ′1(f1)
= φJI (εJ1,p(f1)εJ2,p(f2)− εJ ′2,p(f2)εJ ′1,p(f1))
= φJI εJ,p((f1, f2)).
Assume that f = hp with h ∈ F(dk/pe). By induction and (1.1.22) we obtain
εI,p(φ(h
p)) =
∑
I1...Ip=I
εI1,p(φ(h)) · . . . · εIp,p(φ(h))
=
∑
I1...Ip=I
Ij 6=I for 1≤j≤p
εI1,p(φ(h)) · . . . · εIp,p(φ(h))
=
∑
I1...Ip=I
Ij 6=I for 1≤j≤p
φJ1I1 εJ1,p(h) · . . . · φ
Jp
Ip
εJp,p(h) + pφ
J
I εJ (h)
=
∑
I1...Ip=I
φJ1I1 εJ1,p(h) · . . . · φ
Jp
Ip
εJp,p(h)
= φJI εJ,p(h
p)
which implies the claim. ¤
We mention a special case in which much more holds than the above chain
rule. Let F be the free pro-p-group on x1, . . . , xn. We denote by N the normal
subgroup generated by xh+1, . . . , xn where h ≥ 0, and by φ : F → F ′ = F/N
the canonical projection. We set x′i = xiN for i = 1, . . . , h. Then for each multi-
index I ∈ Mh of height h, and each f ∈ F , it holds that εF ′I,p(φ(f)) = εFI,p(f).
This follows immediately from the definition of εI,p.
In our applications we will make use of the shuﬄe property of the εI,p. For that
purpose we introduce the notion of shuﬄes.
(1.1.28) Definition. Let I = (a1, . . . , al) and J = (b1, . . . , bm) be multi-indices.
A shuﬄe of I and J is a pair (α, β) of sequences α = (α(1), . . . α(l)) and
β = (β(1), . . . , β(m)) such that 1 ≤ α(1) < α(2) < . . . < α(l) ≤ m + l and
1 ≤ β(1) < β(2) < . . . < β(m) ≤ m+ l. If α(i) is always distinct from β(j) the
shuﬄe will be called a proper shuﬄe. We denote the set of shuﬄes of I and
J by S(I, J) and the set of proper shuﬄes of I and J by Sˆ(I, J). A multi-index
K = (c1, . . . , cn) is called the result of a shuﬄe (α, β) ∈ S(I, J) if
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(a) cα(i) = ai for i = 1, . . . , l and cβ(j) = bj for j = 1, . . . ,m.
(b) Each index k = 1, . . . , n is either an α(i) for some i or an β(j) for some
j or both.
For S ∈ S we denote by K = R(S) the set of results of the shuﬄe S. If S is a
proper shuﬄe then R(S) consists of one element which we denote by r(S).
We note that if K is the result of a proper shuﬄe of I and J , then |K| = |I|+|J |.
For multi-indices I and J we define the map εI,p · εJ,p as
(εI,p · εJ,p)(f) = εI,p(f)εJ,p(f), f ∈ F.
The following lemma comes from the classical theory of the free differential
calculus, see [CFL], lemma 3.3, and carries over directly to our situation.
(1.1.29) Proposition. Let I and J be multi-indices. Then
εI,p · εJ,p =
∑
s∈S(I,J)
∑
K∈R(S)
εK,p.
In particular, if f ∈ F(k) with k = |I|+ |J |, then∑
s∈Sˆ(I,J)
εr(S),p = 0.
(1.1.30) Example. (a) ε(1),p · ε(1,1),p = 3ε(1,1,1),p + 2ε(1,1),p.
(b) If f ∈ F(3), and 1 ≤ i, j, k ≤ n, then
ε(i,j,k),p(f) + ε(j,i,k),p(f) + ε(j,k,i),p(f) = 0.
§2 Massey products in the cohomology of pro-
p-groups
Let G be a pro-p-group and let A be a G-module. Massey products are examples
of so-called secondary cohomology operations. They exist if the cup product
Hi(G,A)×Hj(G,B) ∪→ Hi+j(G,A⊗B),
vanishes. For a general definition of Massey products on the level of cochains
we refer to [D], §1 and [Kr]. In this exposition we will be merely concerned with
Massey products on the group H1(G,A) where A is a trivial discrete G-module,
hence we will give a definition of Massey products only in this restricted sense.
We denote by C∗(G,A) the standard inhomogeneous cochain complex.
(1.2.1) Definition. Let u1, . . . , um be elements of H
1(G,A). A collection a =
(aij), 1 ≤ i, j ≤ m, (i, j) 6= (1,m) of cochains in C1(G,A) is called a defining
set for the Massey product 〈u1, . . . , um〉 if the following conditions are fulfilled:
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(a) aii = ui for all 1 ≤ i ≤ m.
(b) If a˜ij is defined by
a˜ij =
j−1∑
l=i
ail ∪ al+1j , 1 ≤ i < j ≤ m
then for (i, j) 6= (1,m) it holds that a˜ij = ∂aij .
The element a˜1m is a cocycle as well and its cohomology class in H
2(G,A)
is called the value of the defining set a. We say that the Massey product
〈u1, . . . , um〉 is defined if there exists a defining system for it. In this case
the Massey product is just the set of the values of all of its defining sets. The
single Massey product 〈u1〉 is u1 by definition.
It is easily verified that the ∂a˜ij = 0 for all 1 ≤ i < j ≤ m, hence the above
definition makes sense. We remark that there seems to be no consistent sign
convention throughout the literature. We have chosen the signs such that
〈u1, u2〉 = u1 ∪ u2
for u1, u2 ∈ H1(G,A). We imagine the cochains aij in an upper triangular
matrix:
a =


a11 a1m−1 ∗
a2m
aii . . . aij
...
ajj
amm


.
The cochain a˜ij is the ‘scalar product’ of the row left of aij by the column
beneath aij . Then a˜ij is required to be a coboundary in C
2(G,A), and we
choose aij in such a way that ∂aij = a˜ij . The cochains (akl), i ≤ k ≤ l ≤ j,
form a defining set for the Massey product 〈ui, . . . , uj〉 whose value is necessarily
0 in order for aij to be defined. On the other hand the condition 0 ∈ 〈ui, . . . , uj〉
is not sufficient for the existence of a defining set.
(1.2.2) Definition. The indeterminacy In〈u1, . . . , um〉 is defined as
In〈u1, . . . , um〉 = {a− b | a, b ∈ 〈u1, . . . , um〉}.
The Massey product 〈u1, . . . , um〉 is called uniquely defined if the indeter-
minacy In〈u1, . . . , um〉 = 0. It is called strictly defined if for all i, j with
1 ≤ j − i ≤ m− 2 it holds that 〈ui, . . . , uj〉 = 0.
There are the following results on unique and strict definedness of Massey prod-
ucts.
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(1.2.3) Proposition. Let u1, . . . , um ∈ H1(G,A). Assume that the Massey
product 〈u1, . . . , um〉 is defined and let 1 ≤ k ≤ m.
(a) If uk = 0 then 0 ∈ 〈u1, . . . , um〉.
(b) Let u′′k , u
′
k ∈ H1(G,A) with uk = u′k+u′′k. If 〈u1, . . . , u′k, . . . , um〉 is strictly
defined then 〈u1, . . . , u′′k , . . . , um〉 is defined and it holds that
〈u1, . . . , u′k + u′′k , . . . , um〉 ⊆ 〈u1, . . . , u′k, . . . , um〉+ 〈u1, . . . , u′′k , . . . , um〉.
(c) Assume that 〈u1, . . . , um〉 is strictly defined. Then 〈u1, . . . , um〉 is uniquely
defined if and only if
〈u1, . . . , ul−1, xl, ul+2, . . . , um〉 = 0
holds for any k with 1 ≤ l ≤ m− 1 and any xl ∈ H1(G,A).
Proof. This follows exactly the same way as in [F], lemma 6.2.4 and [FS], lemma
2.2 ¤
From now on we assume that A = Z/pZ. In addition to the above result, we
have
(1.2.4) Proposition. Let u1, . . . , um ∈ H1(G,Z/pZ), λ ∈ Z/pZ, and let 1 ≤
k ≤ m. Assume that 〈u1, . . . , um〉 is defined. Then 〈u1, . . . , λuk, . . . , um〉 is
defined and it holds that
λ〈u1, . . . , um〉 ⊆ 〈u1, . . . , λuk, . . . , um〉.
Proof. This is proved in the same way as [F], lemma 6.2.4 (ii). ¤
For later purposes the following elementary lemma will turn out to be useful. For
elements u1, . . . , um ∈ H1(G,Z/pZ) and a multi-index I = (i1, . . . , ir) ∈ Mmr
let 〈uI〉 denote the Massey product 〈ui1 , . . . , uir 〉.
(1.2.5) Lemma. Let G be a finitely generated pro-p-group. Let χ1, . . . , χn
be a basis of H1(G,Z/pZ). Assume that 0 ∈ 〈χJ 〉 for all multi-indices J =
(j1, . . . , jr) ∈ Mnr with 1 < r < m. Let u1, . . . , um ∈ H1(G,Z/pZ). Then the
Massey product 〈u1, . . . , um〉 is strictly and uniquely defined. In particular this
gives a multilinear map
〈·, . . . , ·〉 : H1(G,Z/pZ)m → H2(G,Z/pZ).
Proof. This follows inductively from Proposition (1.2.3) and (1.2.5). ¤
If the conclusion of the above lemma holds we say that there is a well-defined
m-fold Massey product on H1(G,Z/pZ).
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In topology the theorem of Porter-Turaev provides a connection between Massey
products and Milnor invariants of links, see the appendix, Thm.(A.2) and
Thm.(A.3). In the next chapter we will provide a number theoretical analogue.
In order to do this we will prove an algebraic result that provides a connection
between Massey products and the Fox differential calculus and which has to be
seen as an analogue to one of the key steps in the proof of the theorem of Porter-
Turaev. In the topological context a proof is given that uses some geometric
arguments, see [F],§6.3. Such a proof is not possible in our context but it is
possible to succeed using purely cohomological arguments in our situation. As
a simple application of the theorem a close relation between Massey products
and the Zassenhaus filtration is revealed.
Let G be a finitely generated pro-p-group. Let
1→ R→ F → G→ 1
be a minimal presentation of G. Then the inflation map
inf : H1(G,Z/pZ)→ H1(F,Z/pZ)
is an isomorphism by which we identify both groups. Since F is free we have
H2(F,Z/pZ) = 0 and from the exact 5-term sequence we obtain an isomorphism
tg : H1(R,Z/pZ)G → H2(G,Z/pZ).
Therefore any element ρ ∈ R gives rise to a map
trρ : H
2(G,Z/pZ)→ Z/pZ,
which is defined by ϕ 7→ (tg−1 ϕ)(ρ) and is called the trace map with respect
to ρ.
Let x1, . . . , xn be a basis of F . Let χ1, . . . , χn be the dual basis to x¯1, . . . , x¯n
of H1(F,Z/pZ) = H1(G,Z/pZ), i.e. χi(xj) = δij for all i, j ∈ {1, . . . , n}. In
analogy to one of the key steps in the proof of the theorem of Porter-Turaev
from topology, cf. [F],Thm. 6.3.4, we have the following
(1.2.6) Theorem. Assume that R ⊆ F(m). Then there are well-defined k-fold
Massey products
〈·, . . . , ·〉 : H1(G,Z/pZ)k → H2(G,Z/pZ).
for all 1 < k ≤ m. For all multi-indices I ∈Mn with 1 < |I| ≤ m we have
εI,p(f) = (−1)|I|−1 trf 〈χI〉
for all f ∈ R. In particular all k-fold Massey products on H1(G,Z/pZ) with
1 < k < m vanish completely.
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Proof. For a multi-index I = (i1, . . . , ir) ∈Mn and 1 ≤ k < l ≤ r let
Ikl = (ik, . . . , il).
For I ∈Mn with |I| < m we set
aij = (−1)j−iεIij ,p for 1 ≤ i < j ≤ |I|.
We remark that this element of C1(F,Z/pZ) factorizes through F/R because of
our assumptions and can therefore be interpreted as an element of C1(G,Z/pZ)
as well. For I ∈ Mn with 1 ≤ |I| ≤ m we will show by induction on |I| that
the following claim holds:
(a) The (aij) form a defining set for 〈χI〉 ⊆ H2(G,Z/pZ) (resp. H1(G,Z/pZ)
if |I| = 1).
(b) For 1 < |I| = r in C2(F,Z/pZ) there is the following identity:
infFG a˜1r = (−1)r−1∂εI,p.
Let |I| = 1, say I = (k). Because of (1.1.22) ε(k),p is a homomorphism from F
to Z/pZ, and we have that
ε(i),p(xj) = δij = χi(xj).
Hence ε(i),p = χi which implies the claim for |I| = 1. Let I = (i1, . . . , ir),
1 < r ≤ m. From the case |I| = 1 it follows that
akk = ε(ik),p = χik .
We have to show that
a˜kl = ∂akl
holds for all 1 ≤ k < l ≤ r, (k, l) 6= (1, r). Inductively, we obtain that
infFG a˜kl = (−1)l−k∂εIkl,p.
Due to our assumptions εIkl,p factorizes over R and we even have that
a˜kl = (−1)l−k∂εIkl,p = ∂akl ∈ C2(G,Z/pZ).
At this point we remark that this implies in particular that 0 ∈ 〈χI〉. It remains
to show that
infFG a˜1r = (−1)r−1∂εI,p.
We set
b = (−1)r−1 infFG a˜1r.
Since H2(F,Z/pZ) = 0, there exists an element uI ∈ C1(F,Z/pZ) with
b = ∂uI .
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By subtracting the homomorphism
h : F → Z/pZ, h(xj) = uI(xj)
we may assume that
uI(xj) = 0 for j = 1, . . . , n.
The element b ∈ H2(F,Z/pZ) is by definition given by
b(x, y) = (−1)r−1
r−1∑
l=1
a1l(x)al+1,r(y)
= (−1)r−1
r−1∑
l=1
(−1)l−1εI1l,p(x)(−1)r−l−1εIl+1,r,p(y)
= −
r−1∑
l=1
εI1l,p(x)εIl+1,r,p(y).
Hence we obtain
uI(xy)− εI,p(xy) = uI(x) + uI(y) +
r−1∑
l=1
εI1l,p(x)εIl+1,r,p(y)− εI,p(xy)
= uI(x)− εI,p(x) + uI(y)− εI,p(y)
for all x, y ∈ F . This equation implies
εI,p(x
−1
i ) = uI(x
−1
i )
for all i = 1, . . . , n. Furthermore it holds that
uI(xi) = εI,p(xi) = 0
for all i = 1, . . . , n. An induction on the reduced word length using the above
equation shows that εI,p and uI coincide on the discrete free group generated
by x1, . . . , xn. Due to the continuity of both maps they are identical on F .
Therefore the claim is proved.
By the induction we have additionally obtained that 0 ∈ 〈χI〉 for all I ∈ Mn
with |I| < m. By (1.2.5) this implies
〈χI〉 = 0 for all I ∈M with 1 < |I| < m
and that 〈χI〉 is uniquely defined for I ∈ Mn with |I| = m. This implies the
first statement of the theorem.
Next we will show that
εI,p ∈ H1(R,Z/pZ)G
for all I ∈ M with 1 ≤ |I| ≤ m. For |I| < m this is obvious as εI,p|R = 0.
Assume that I = (i1, . . . , im). The fact that εI,p lies in H
1(R,Z/pZ) follows,
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using (1.1.22), from the vanishing of εJ,p on R for |J | < m. We will show the
G-invariance. Let x ∈ R, y ∈ F . Then
εI,p(y
−1xy) = εI,p(x(x, y)) = εI,p(x) + εI,p((x, y)).
If we expand εI,p((x, y)) with the help (1.1.22) we obtain
εI,p((x, y)) = εI,p(x) + εI,p(x
−1) + εI,p(y) + εI,p(y−1) + εi1,p(y)εi2...im,(y
−1)
+ . . .+ εi1...im−1,p(y)εir,p(y
−1)
= εI,p(xx
−1) + εI,p(yy−1)
= 0
which implies the G-invariance. In order to finish the proof of the theorem we
remark that
infFG a˜1r = (−1)r−1∂εI,pI
in combination with the explicit construction of the transgression map, cf.
[NSW] (1.6.5), yields
tg(εI,p|R) = [(−1)|I|−1a˜1r] = (−1)|I|−1〈χI〉.
By the definition of the trace map we obtain the statement of the theorem. ¤
The next statement follows by an inspection of the foregoing proof.
(1.2.7) Remark. The above theorem (1.2.6) remains valid if we replace p by
a power q of p which is arbitrary if Gab is torsion free, and which is ≤ pf if
Gab has torsion, where pf is the maximal p-power such that Gab/pf is a free
Z/pfZp-module. The assumption that R ⊆ F(m) has to be replaced by
εI,q|R = 0
for all I ∈M with 1 < |I| < m.
(1.2.8) Remark. The above theorem (1.2.6) remains valid if we replace the
assumption R ⊆ F(m) by the assumption 0 ∈ 〈χI〉 for all I ∈Mn with 1 < |I| <
m.
Proof. This follows inductively from (1.2.6). ¤
We have the following characterization of the Zassenhaus filtration by means of
Massey products.
(1.2.9) Corollary. It holds that R ⊆ F(k) if and only if all m-fold Massey
products on H1(G,Z/pZ) vanish for 1 < m < k.
The shuﬄe property (1.1.29) of the εI,p induces a shuﬄe property for the Massey
product.
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(1.2.10) Corollary. Assume that R ⊆ F(m). Let I ∈Mn be a multi-index with
|I| = m. Let I1, I2 be nonempty multi-indices such that I = I1I2 = (i1, . . . , im).
Let ai1 , . . . , aim ∈ H1(G,Z/pZ). Then∑
s∈Sˆ(I1,I2)
〈ar(s)〉 = 0.
Proof. To each multi-index J = (j1, . . . , jm) we associate multi-indices J1, J2
with J = J1J2, |J1| = |I1|, |J2| = |I2|. We define a multilinear map
φ : H1(G,Z/pZ)m → H2(G,Z/pZ),
χJ 7→
∑
s∈Sˆ(J1,J2)
〈χr(s)〉.
It can be verified that
φ(aI) =
∑
s∈Sˆ(I1,I2)
〈ar(s)〉.
But the map φ is the zero map because for each f ∈ R, it holds by (1.1.29) that
trf (
∑
s∈Sˆ(J1,J2)
〈χr(s)〉) =
∑
s∈Sˆ(J1,J2)
εr(s),p(f) = 0,
hence for each J we have ∑
s∈Sˆ(J1,J2)
〈χr(s)〉 = 0.
This implies the claim. ¤
(1.2.11) Example. (a) For m = 2 the shuﬄe property is just the skew sym-
metry of the cup product.
(b) Assume that R ⊆ F(3). Then the shuﬄe property can be summarized in
the following two equations. For all a, b, c ∈ H1(G,Z/pZ) it holds that
〈a, b, c〉+ 〈b, a, c〉+ 〈b, c, a〉 = 0 and 〈a, b, c〉 = 〈c, b, a〉.
If we are given a relation r ∈ F(k) which is given modulo F(k+1) as a linear com-
bination by elements of a generating set of F(k)/F(k+1) as given in (1.1.20), then
(1.1.25) and our algebraic main result (1.2.6) from above allow us to calculate
trace maps of k-fold Massey products provided we have knowledge of the maps
ηl where l are certain divisors of k. Thus the determination of Massey products
is reduced to a purely combinatorial problem which involves certain operations
on labelled trees. Conversely, if all Massey products of order < k vanish and
the k-fold Massey product is completely known, we can write down the relations
explicitly.
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We make a few remarks about continuous cochain cohomology. If Gab is torsion
free the trace map is also defined for Zp-coefficients:
trρ : H
2(G,Zp)→ Zp,
where we denote by H i(G,Zp) the continuous cochain cohomology. If the
Massey product 〈u1, . . . , ur〉 ∈ H2(G,Z/peZ) is uniquely defined for any e there
exists a uniquely defined Massey product 〈u1, . . . , ur〉 ∈ H2(G,Zp). From the
results above we obtain
(1.2.12) Corollary. Let Gab be torsion free. Assume that R ⊆ Fm. Then there
are well-defined k-fold Massey products
〈·, . . . , ·〉 : H1(G,Zp)k → H2(G,Zp).
for all 1 < k ≤ m. For all multi-indices I ∈Mn with 1 < |I| ≤ m it holds that
εI(f) = (−1)|I|−1 trf 〈χI〉
for all f ∈ R. In particular all k-fold Massey products on H1(G,Zp) with
1 < k < m vanish completely.
(1.2.13) Corollary. Let Gab be torsion free. Then R ⊆ Fk if and only if all
m-fold Massey products on H1(G,Zp) vanish for 1 < m < k.
We finish this section with a few comments about the connection between
Massey products and the Bockstein homomorphism. The Bockstein homo-
morphism
B : H1(G,Z/pZ)→ H2(G,Z/pZ)
is defined as the connecting homomorphism in the long exact cohomology se-
quence associated to
0 −−−−→ Z/pZ −−−−→ Z/p2Z −−−−→ Z/pZ −−−−→ 0.
Assume that k > 1 and that the relations R of G satisfy the condition R ⊆ F(k).
Then we may define a map
〈·〉k : H1(G,Z/pZ) → H2(G,Z/pZ)
a 7→ 〈a, . . . , a︸ ︷︷ ︸
k factors
〉
which maps a to the k-fold Massey product 〈a, . . . , a〉. By the shuﬄe property
(1.2.10) we obtain that (
k
l
)
〈a〉k = 0
for all 1 ≤ l < k. Hence, if k is not a power of p, the map 〈·〉k is the zero map.
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(1.2.14) Lemma. The map 〈·〉pm is a homomorphism of abelian groups for
each m ≥ 1.
Proof. Let a, b ∈ H1(G,Z/pZ). We set k = pm. By (1.1.22) we obtain that
〈a+ b〉k = 〈a〉k + 〈b〉k +
∑
i,j>0
i+j=k
∑
s∈Sˆ(Ai,Bj)
〈Cr(s)〉
where Ai denotes the multi-index (1, . . . , 1) of length i, Bj denotes the multi-
index (2, . . . , 2 of length j and Cr(s) denotes the tuple in which the i-th place
equals a or b according to whether the i-th place in the multi-index r(s) is 1 or
2. Hence, by (1.2.10) we have
〈a+ b〉k = 〈a〉k + 〈b〉k
Thus the proposition is proved. ¤
For k = p the map 〈·〉p is essentially given by the Bockstein homomorphism.
(1.2.15) Proposition. Assume that R ⊆ F(p). Then
−B : H1(G,Z/pZ)→ H2(G,Z/pZ)
coincides with
〈·〉p : H1(G,Z/pZ)→ H2(G,Z/pZ).
Proof. It is sufficient to show that
trρj (〈χi〉p) = trρj B(χi)
for all i = 1, . . . , n and j ∈ J where {ρj | j ∈ J} is a minimal system of generators
of R as a normal subgroup of F . A generating system of F(p)/F(p+1) is given
by Cp1 ∪ Cp. We may thus write
ρj =
n∏
k=1
x
paj
k
k
∏
c∈Cp
cecρ′j
with ajk, ec ∈ Z/pZ, ρ′j ∈ F(p+1). Let I denote the multi-index (i, . . . , i) of length
p. By (1.2.6) and the proof of (1.1.25) (or alternatively (1.1.23)) we obtain that
trρj (〈χi〉p) = εI(ρj) = aji .
This implies the result in combination with [NSW], 3.9.14. ¤
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§3 Explicit calculations of the relation structure
In this section we will apply our results from the first section in order to explicitly
calculate the values of εI,p for |I| = 2, 3. By the results of the last section, this
gives information on the cup product and on the triple Massey product if defined.
The results for the cup product are of course well-known, we include them here
for the sake of completeness.
We have already seen in (1.1.25) that in order to calculate εI,p for |I| = 2, 3 we
need to know the maps η1, η2, η3.
(1.3.1) Proposition. The maps η1, η2, η3 are given by
η1 : (k) 7→ xk,
η2 : (k, l) 7→


(xk, xl) if k < l,
−(xl, xk) if k > l,
0 if k = l,
η3 : (k, l,m) 7→


−((xl, xk), xm) if k > l, k > m, l 6= m,
((xk, xl), xm) + ((xm, xl), xk) if l > k, l > m, k 6= m,
−((xl, xm), xk) if m > l > k,
−((xl, xm), xk) if m > k > l,
−((xk, xm), xk) if k = l, k < m,
((xm, xk), xk) if k = l, k > m,
((xk, xl), xl) if l = m, k < l,
−((xl, xk), xl) if l = m, k > l,
2((xk, xl), xk) if k = m, k < l,
−2((xl, xk), xk) if k = m, k > l,
0 if k = l = m,
for 1 ≤ k, l,m ≤ n.
Proof. The map η2 has already been given in (1.1.16). The map η3 has been
partially calculated in (1.1.16). We leave the remaining cases to the reader and
remark that one can reduce the number of cases that have to be considered by
the use of the shuﬄe property. ¤
Let G be a finitely generated pro-p-group with a minimal presentation
1 −−−−→ R −−−−→ F −−−−→ G −−−−→ 1,
where F is the free group generated by x1, . . . , xn. Let χ1, . . . , χn be the dual
basis to x¯1, . . . , x¯n of H
1(F,Z/pZ) = H1(G,Z/pZ)
We obtain the following result.
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(1.3.2) Proposition. Let f ∈ F(2). Then f may be uniquely written as
f =


∏
1≤k<l≤n
(xk, xl)
bklf ′ if p 6= 2,
n∏
k=1
x2akk
∏
1≤k<l≤n
(xk, xl)
bklf ′ if p = 2,
where ak, bkl ∈ Z/pZ, f ′ ∈ F(3). For 1 ≤ k, l ≤ n it holds that
εkl,p(f) =


bikl if k < l,
−bilk if k > l,
0 if k = l, p 6= 2,
aik if k = l, p = 2.
If ρ ∈ R then it holds in particular that
trρ(χk ∪ χl) = −εkl,p(ρ).
Proof. The existence of such a representation is contained in (1.1.21). The
uniqueness follows from the the second statement of that proposition. The
calculation of εkl,p has already been described in the proof of (1.1.25). We only
remark that for p = 2 it holds that
εkl,p(x
2
κ) = δklδkκ.
which is easily seen directly (or alternatively, it follows from the proof of (1.1.25)
as well). The result follows from (1.3.1). ¤
The last proposition should be compared to [NSW], 3.9.13. The results are
virtually the same, only that in [NSW] the descending p-central series is used.
Our results indicate that the Zassenhaus filtration is the more natural filtration
when dealing with Massey products. The result (1.2.6) should thus be seen as
a natural generalization of [NSW], 3.9.13.
In our arithmetical applications we will be concerned with the case where the
relations of G are inside F(3). Therefore we will now deal with this case as well.
(1.3.3) Proposition. Let f ∈ F(3). Then f may be uniquely written as
f =


∏
1≤k<l≤n;m≤l
((xk, xl), xm)
eklmf ′ if p 6= 3,
n∏
k=1
x3akk
∏
1≤k<l≤n;m≤l
((xk, xl), xm)
eklmf ′ if p = 3.
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where ak, eklm ∈ Z/pZ, f ′ ∈ F(4). For all 1 ≤ k, l,m ≤ n it holds that
εklm,p(f) =


−elkm if k > l, k > m, l 6= m,
eklm + emlk if l > k, l > m, k 6= m,
−elmk if m > l > k,
−elmk if m > k > l,
−ekmk if k = l, k < m,
emkk if k = l, k > m,
ekll if l = m, k < l,
−elkl if l = m, k > l,
2eklk if k = m, k < l,
−2elkk if k = m, k > l,
0 if k = l = m, p 6= 3,
aik if k = l = m, p = 3.
Assume that R ⊂ F(3), or equivalently, that the cup product
H1(G,Z/pZ)×H1(G,Z/pZ) ∪→ H2(G,Z/pZ)
vanishes. Then, for ρ ∈ R we have
trρ〈χk, χl, χm〉 = εklm,p(ρ).
Proof. The existence of such a representation is contained in (1.1.21). The
uniqueness follows from the the second statement of that proposition. It suffices
to remark that for p = 3 we have
εklm,p(x
3
κ) = δklδkmδkκ,
which follows from the proof of (1.1.25) (or, alternatively from (1.1.23)). The
statement of the proposition follows from (1.3.1). ¤
Chapter II
Arithmetic part
§1 The maximal p-extension with restricted ram-
ification
Throughout this section let K be a number field. We denote by OK the ring of
integers of K. For a prime l of K, let Kl denote the completion of K at l and
Ul the unit group in K
×
l . Let r1 and r2 denote the number of real and complex
places of K, respectively. We fix a prime number p. We let Sp stand for the set
of primes of K above p. Let S be a finite set of primes of K with S ∩ Sp = ∅.
We denote the Galois group of the maximal p-extension of K unramified outside
S by G = GS(K)(p). Let
d(G) = h1(G) = dimFp H
1(G,Z/pZ),
r(G) = h2(G) = dimFp H
2(G,Z/pZ)
be the generator and relation rank of G, respectively. Let
BS(K, p) = VS(K, p)
∗,
where
VS(K, p) = {a ∈ K× | a ∈ K×pl for l ∈ S and a ∈ UlK×pl for l 6∈ S}/K×p
and ∗ means the Pontryagin dual. We remark that there is an exact sequence
0 −−−−→ O×K/p −−−−→ V∅(K, p) −−−−→ pCl(K) −−−−→ 0,
see [NSW](8.7.2), and that BS′(K, p) ⊆ BS(K, p) if S ⊆ S′. We put
δ =
{
1 if µp ⊆ K,
0 if µp 6⊆ K,
and
δl =
{
1 if µp ⊆ Kl,
0 if µp 6⊆ Kl,
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for a prime l of K. Let CK be the ide`le class group of K. If L is an abelian
extension of K we denote by
(·, L/K) : CK → G(L/K)
the norm residue symbol of global class field theory.
The following primes cannot ramify in a p-extension, and are therefore redun-
dant in S:
complex primes,
real primes if p 6= 2,
primes l - p with N(l) 6≡ 1 mod p.
Removing all these redundant primes from S we obtain a subset Smin ⊆ S. The
following result due to Koch is well-known, cf. [NSW](8.7.11).
(2.1.1) Theorem. Let r = r1 + r2 be the number of archimedean primes of K
and let θ = θ(K,S) = 1 if δ = 1 and Smin = ∅, and zero in all other cases.
Then
(i)
h1(G) = 1 +
∑
l∈Smin
δl − δ + dimFp BS(K)− r,
h2(G) ≤
∑
l∈Smin
δl − δ + dimFp BS(K) + θ.
(ii) The abelianization Gab of G is finite.
Proof. For (i) we refer to [NSW](8.7.11). For the proof of (ii) we remark that
Zp-extensions of number fields are unramified outside primes above p. Because
S ∩ Sp = ∅ and since there are no infinite unramified abelian extensions of K
by the finiteness of the ideal class group, assertion (ii) follows. ¤
(2.1.2) Corollary. Let K = Q or an imaginary quadratic number field. As-
sume that we are not in the case where δ = 1, Smin = ∅. Then
(i) h1(G) = h2(G) =
∑
l∈Smin δl − δ + dimFp BS(K),
(ii) H2(G,Qp/Zp) = 0,
(iii) G is infinite if h1(G) ≥ 4.
Proof. Since r = 1 we obtain by (2.1.1) that h2(G) ≤ h1(G). Taking the long
exact cohomology sequence associated to 0 → Z/pZ → Qp/Zp → Qp/Zp → 0
we obtain the exact sequence
0 −−−−→ (pGab)∗ −−−−→ H2(G,Z/pZ) −−−−→ pH2(G,Qp/Zp) −−−−→ 0.
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Because of (2.1.1)(ii), we obtain dimFp pG
ab = dimFp G
ab/p = h1(G). This
implies h1(G) ≤ h2(G). Therefore h1(G) = h2(G), and as a by-product we
obtain that H2(G,Qp/Zp) = 0. Let
1 −−−−→ R −−−−→ F −−−−→ G −−−−→ 1
be a minimal presentation of G. Then R ⊆ F(2) = F p[F, F ] where F(2) denotes
the second step of the Zassenhaus filtration of F , cf. (1.1.17). If G is finite,
then the Golod-Shafarevich inequality implies
h1(G) = h2(G) >
1
4
h1(G)2,
hence h1(G) < 4, which implies (iii). ¤
In the following we will consider the case where K = Q. Let S = {l1, . . . , ln,∞}
be a finite set consisting of prime numbers li ≡ 1 mod p, 1 ≤ i ≤ n, and the
infinite prime ∞ of Q. Let li be a fixed prime over li in QS(p). For 1 ≤ i ≤ n
let σi be an element in G = GS(p) with the following properties:
(i) σi is a lift of the Frobenius automorphism of li;
(ii) the restriction of σi to the maximal abelian subextension QS(p)
(2)/Q of
the extension QS(p)/Q is equal to (λi,QS(p)
(2)/Q), where λi denotes the
ide`le whose li-component equals li and all other components are 1.
For 1 ≤ i ≤ n let τi denote an element of GS(p) such that
(i) τi is a generator of the inertia group Tli of li in QS(p)/Q;
(ii) the restriction of τi to QS(p)
(2)/Q equals (αi,QS(p)
(2)/Q), where αi de-
notes the ide`le whose li-component is a primitive root gi modulo li and
all other components are 1.
For i 6= j let αi,j , βi,j ∈ Zp, `i,j ∈ Z/pZ, be defined by
l−1i = g
αi,j
j (lj + 1)
βi,j , `i,j = αi,j mod p.
By class field theory, we have
σi ≡
∏
j 6=i
τ
αi,j
j mod (GS(p), GS(p)).
If p 6= 2 then B∅(Q, p) = 0 because Q has trivial ideal class group. If p = 2
then B{∞}(Q, p) = 0 because −1 is not a square in R. By the above remarks,
we obtain BS(Q, p) = 0 for all p. In particular, we may apply Theorem 11.10
of [K] to our situation and obtain the
(2.1.3) Theorem. (Fro¨hlich, Koch) Let F be a free pro-p-group on genera-
tors x1, . . . , xn. Then GS(p) has a minimal presentation
1 −−−−→ R −−−−→ F pi−−−−→ GS(p) −−−−→ 1
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where pi is given by xi 7→ τi, 1 ≤ i ≤ n and a minimal generating system of R
as a normal subgroup of F is given by R = {ρi}1≤i≤n with
ρi = x
li−1
i (x
−1
i , y
−1
i ),
where yi is a preimage of σi, i.e. pi(yi) = σi. It holds that
ρi ≡ xli−1i
∏
j 6=i
(xi, xj)
`i,j mod F(3).
Proof. Except the minimality statement concerning R and the last assertion
this is Theorem 11.10 of [K]. That R is a minimal system of generators follows
from (2.1.2)(i). The last assertion follows from
σi ≡
∏
j 6=i
τ
`i,j
j mod GS(p)(2),
which is a consequence of the above class field theoretic calculation. ¤
The above theorem should be compared to the theorem of Chen-Milnor in link
theory, see the appendix, Thm.(A.1). The τi play the role of meridians, and the
σi correspond to longitudes. Using this analogy, Morishita introduced Milnor
invariants in this situation, see [M]. For the notation in the following definition
we refer to the first chapter.
(2.1.4) Definition. Let I = (i1, . . . , ir) ∈Mn be a multi-index. We define the
Milnor µp-invariant of GS(p) corresponding to I by
µp(I) = εI′,p(yir ),
where I ′ = (i1, . . . , ir−1). By convention we set µp(I) = 0 for any multi-index
I of length 1.
We remark that it is shown in [M] that the Milnor invariants are independent
of the choices we made and are invariants of GS(p). The following remark, see
[M], Rem. 3.1.6.(2), will be useful in our calculations.
(2.1.5) Remark. Let S = {l1, . . . , ln,∞} be a subset of S˜ = {l1, . . . , ln, ln+1,
. . . , lm,∞} and let I ∈ Mm be a multi-index. If I ∈ Mn then the Milnor
invariants µp(I) defined via the Galois groups GS(p) resp. GS˜(p) coincide.
There is also a shuﬄe property for Milnor invariants. As it is stated slightly
incorrect in [M] we will restate it here.
(2.1.6) Remark. Let I = I1I2 ∈ Mn be a multi-index of length m. Then for
all 1 ≤ i ≤ n we have ∑
s∈Sˆ
∑
K∈R(s)
µp(K(i)) = 0,
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where K(i) denotes the concatenation of the multi-indices K and (i). In partic-
ular, if µp(J) = 0 for all multi-indices J with J ≤ m, then
mµp(j, . . . , j︸ ︷︷ ︸
m
, i) = 0
for all 1 ≤ i, j ≤ n.
(It is the factor m that has been forgotten in [M], Thm. 3.1.8. In particular
his result would imply that under the hypothesis that the second order Milnor
invariants µ2 vanish, the third order Milnor invariants of type µ2(j, j, i) would
vanish as well. We will later give examples for the nonvanishing of such Milnor
invariants. From this point of view our situation is different from the one in
link theory, where under the same assumption, concerning the vanishing of the
second order Milnor invariants, the Milnor invariants µ(i, j, k) vanish if two of
i, j, k are equal, see [F], §5.9.)
Using our algebraic main result (1.2.6) we can show that there is an inti-
mate connection between Milnor numbers and Massey products. Let li − 1 =
peiri, (ri, p) = 1 and e = min{ei}. Denote by {χ1, . . . , χn} the dual basis
of H1(F,Z/pZ) = H1(GS(p),Z/pZ) to {x1, . . . , xn}. The following theorem
should be seen as a number theoretical analogue of the theorem of Porter-Turaev
from link theory, see the appendix, Thm. (A.3).
(2.1.7) Theorem. Let 1 < m ≤ pe and assume that µp(J) = 0 for all multi-
indices J with 1 < |J | < m. Then we have a well-defined m-fold Massey product
〈·, . . . , ·〉 : H1(GS(p),Z/pZ)m → H2(GS(p),Z/pZ).
Let I = (i1, . . . , im). Then
trρik 〈χi1 , . . . , χim〉 = (−1)m(δimikµp(i1, . . . , im)− δi1ikµp(i2, . . . , im, i1)
−
(
lik − 1
m
)
δI=(i1,...,i1)).
The binomial coefficient
(
lim−1
m
)
is nonzero if and only if m = pe, eim = e.
Proof. The assumption implies that εJ ′,p(yj) = 0 for all 1 ≤ j ≤ r and all
1 ≤ |J ′| < m− 1. By (1.1.24)(b) we obtain that yj ∈ F(m−1) for all 1 ≤ j ≤ r.
Therefore (x−1j , y
−1
j ) ∈ F(m) and because m ≤ pe we have xli−1j ∈ F(m). This
implies that R ⊆ F(m) so that the assumptions of (1.2.6) are fulfilled. By (1.2.6)
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we obtain
(−1)m−1 trρik 〈χI〉 = εI,p(ρik)
= εI,p(x
lik−1
ik
(x−1ik , y
−1
ik
))
= εI,p(x
lik−1
ik
) + εI((x
−1
ik
, y−1ik ))
=
(
lik − 1
m
)
δI=(i1,...,i1) + ε(i1),p(x
−1
ik
)ε(i2,...,im),p(y
−1
ik
)
−ε(im),p(x−1ik )ε(i1,...,im−1),p(y−1ik )
=
(
lik − 1
m
)
δI=(i1,...,i1) + δi1ikµp(i2, . . . , im, i1)
−δimikµp(i1, . . . , im),
where we have made use of (1.1.22) and (1.1.23). An elementary calculation
shows that
vp(
(
lim − 1
m
)
) = eim − vp(m),
which implies the last claim. ¤
We may now use some results of Morishita on Milnor numbers in order to
calculate Massey products. In [M], Thm. 3.13 it is shown that µp(i, i) = 0 and
that µp(i, j) = `j,i for i 6= j. In particular,
ζµp(i,j)p = ζ
`j,i
p =
(
lj
li
)
p
, i 6= j,
where ζp = τi(
p
√
li)/
p
√
li is a primitive p-th root of unity and (lj/li)p denotes the
p-th power residue symbol in Qli . We recall, see [N], Kap.V.3., that (lj/li)p is
defined as the p-th root of unity which is determined by
(
lj
li
)
p
≡ l
li−1
p
j mod liZli .
We immediately obtain the
(2.1.8) Corollary. With the above notation we have
trρk(χi ∪ χj) =


`j,i if k = j, i 6= j,
−`i,j if k = i, i 6= j,
−(li−12 ) if i = j = k,
0 if i = j 6= k,
0 if k, i, j pairwise distinct.
Of course, we could have obtained that result from (2.1.3) and (1.3.2) as well.
The advantage of working with (2.1.7) instead will become more apparent when
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we deal with triple Massey products. We remark that for odd p the above
corollary is contained already in a paper of Waldspurger [W], see the comment
in [M].
From now on we assume that p = 2. We are particularly interested in the case
where the cup product vanishes. By (2.1.8) a necessary condition is given by(
li − 1
2
)
= 0
for all i with 1 ≤ i ≤ n. This condition is satisfied if and only if all li are
congruent 1 modulo 4. Assume that S = {l1, . . . , ln,∞}, n ≥ 3, where the li
are prime numbers which are congruent 1 modulo 4. In this situation we have
the symmetry relation
`j,i = trρj (χi ∪ χj) = trρi(χj ∪ χi) = `i,j
due to Gauss reciprocity. The cup product vanishes if and only if(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j
where ( ·· )2 is the Legendre symbol. We assume this from now on. In this
situation triple Massey products are well-defined and we want to calculate them.
We remark that by (2.1.2)(iii) the group GS(2) is infinite.
Re´dei introduced a triple symbol [p1, p2, p3] for primes p1, p2, p3 taking values
±1 which describes a prime decomposition law in a certain dihedral extension of
degree 8 (actually, his symbol is even a bit more general). In [M], a connection
is given between the Re´dei symbols [li, lj , lk] and the Milnor invariants µ2(ijk)
of GS(2) for pairwise distinct primes li, lj , lk ∈ S. We will generalize the result
of [M] to the case where two of the li, lj , lk may coincide. This allows us to give
a complete description of the triple Massey product
〈·, ·, ·〉 : H1(GS(2))×H1(GS(2))×H1(GS(2))→ H2(GS(2))
where Hi(GS(2)) denotes H
i(GS(2),Z/2Z) for i = 1, 2. Unfortunately the
presentation in [M] is incorrect in the sense that a dihedral extension of degree
8 is constructed which is claimed to be unramified outside {p1, p2} but which
may also ramify at 2 depending on some parameters, and the extension explicitly
given in [M], Ex. 3.2.6 is indeed ramified at 2. This makes the calculation of the
Milnor numbers in [M] incorrect. Fortunately, the construction can be rescued
if we stay closer to the original work of [R]. For this reason we have decided to
give a more detailed view of the aforementioned construction and the definition
of the Re´dei symbol.
We need the following notation.
(2.1.9) Definition. Let k be a number field, α ∈ k and p be a nonzero prime
ideal of the ring of integers Ok of k. Then we set
(
α|k
p
)
=


1 if p splits
0 if p is ramified
−1 if p is inert
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in k(
√
α).
We obtain the following result as a special case of [R], Satz 1.
(2.1.10) Proposition. Let p1, p2, p3 be prime numbers with gcd(p1, p2, p3) = 1
and pi ≡ 1 mod 4, i = 1, 2, 3 with(
pi
pj
)
2
= 1, 1 ≤ i 6= j ≤ 3.
Then there exists an element α2 ∈ k1 := Q(√p1) with the following properties:
(i) Nk1/Qα2 = p2,
(ii) Nk1/Q(Dk1(
√
α2)/k1) = p2 where Dk1(
√
α2)/k1 is the discriminant of the
extension k1(
√
α2)/k1.
If α2 has the above properties then there exists a prime p3 in k1 over p3 such
that (
α2|k1
p3
)
6= 0,
and for all choices of α2 and p3 such that the above symbol does not vanish, it
has the same value.
We remark that by [R], α2 may be chosen as α2 = x + y
√
p1 where x, y are
integral solutions to the equation
x2 − p1y2 − p2z2 = 0
which have the property that gcd(x, y, z) = 1, 2|y and x− y ≡ 1 mod 4.
(2.1.11) Definition. Let p1, p2, p3 be prime numbers with pi ≡ 1 mod 4, i =
1, 2, 3, and (
pi
pj
)
2
= 1, 1 ≤ i, j ≤ 3, pi 6= pj
Then the Re´dei symbol is defined as
[p1, p2, p3] :=
(
α2|k1
p3
)
where α2 and p3 are given as in (2.1.10).
We will later need the following lemma, which follows directly from [R], Satz 2,
Satz 4.
(2.1.12) Lemma. For any permutation γ ∈ S3 we have
[p1, p2, p3] = [pγ(1), pγ(2), pγ(3)].
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Let α1 := α2 + α¯2 + 2
√
p2 ∈ k2 := Q(√p2) where α¯2 denotes the conjugate
of α2. As remarked in [R], p.5, α1 fulfils the conditions (i) and (ii) of (2.1.10)
where the obvious replacements have to be made. Let K := k1k2(
√
α2).
We consider the case where p1 6= p2. We then have the following diagram of
fields:
K
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where α¯1 and α¯2 denote the conjugates of α1 and α2, respectively. It is shown
in [R], p.6 that K/Q is a Galois extension of degree 8 whose Galois group is the
dihedral group of order 8. The Galois group of K/Q is generated by elements s
and t which are defined by
s :
√
p2 7→ −√p2, t : √p1 7→ −√p1, √α2 7→ −
√
α¯2,
√
p2 7→ −√p2
and correspond to the subfields k1(
√
α2) and Q(
√
p1p2), respectively. Their
relations are given by
s2 = t4 = 1, sts−1 = t−1.
It follows from the consideration in [R] that the discriminant of K is given by
DK/Q = p
4
1p
4
2,
hence K is unramified outside {p1, p2,∞}. (In [M] the conditions on α2 are
somewhat less restrictive which may result in K being ramified at 2.)
By our assumptions p2 is completely decomposed in k1. If we apply (2.1.10) to
the triple (p1, p2, p3), we see that there exists a prime p2 in k2 over p2 which is
unramified in k1(
√
α2). Therefore we may choose a prime P2 of K such that
the inertia group TP2(K/Q) is generated by s. A similar argument using the
above remark concerning α1 shows that we may choose a prime P1 of K such
that the inertia group TP1(K/Q) is generated by st, which corresponds to the
subfield k2(
√
α1).
Setting a1 = st, a2 = s, we have the following presentation of G(K/Q) which
will be useful for our further applications:
G(K/Q) = 〈a1, a2 | a21 = a22 = 1, (a1a2)4 = 1〉.
Now we set p1 = li, p2 = lj , p3 = lk where li, lj , lk ∈ S − {∞}. By our
assumptions, the Re´dei symbol [li, lj , lk] is well-defined. We choose the primes
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li, lj of QS(2) such that li ∩ OK = P1, lj ∩ OK = P2. We have a projection
pi : F → GS(2)→ G(K/Q)
where F is the free pro-p-group generated by x1, . . . , xn as in (2.1.3). By the
choice of the li we know that xi 7→ a1, xj 7→ a2, xm 7→ 1, for m 6= i, j. We
obtain Thm. 3.2.5 of [M].
(2.1.13) Proposition. (Morishita) If i, j, k are pairwise distinct then
(−1)µ2(ijk) = [li, lj , lk].
Proof. By [R], eq. (25) we have(
α2|k1
p3
)
=
(
α2|k1k2
P3
)
where P3 is a prime ideal of k1k2 above p3. By the assumptions on the Legendre
symbols p3 = lk is completely decomposed in k1 and k2, hence it is completely
decomposed in k1k2. Therefore the image of yk under pi is given by
pi(yk) =
{
t2 = (a1a2)
2 if [li, lj , lk] = −1,
1 if [li, lj , lk] = 1.
Let R˜ be defined by the exact sequence
1 −−−−→ R˜ −−−−→ F pi−−−−→ G(K/Q) −−−−→ 1.
It is generated by x2i , x
2
j , (xixj)
4 and the xm for m 6= i, j as a normal subgroup
of F . The Magnus expansions of the generators are given by
x2i = 1 +X
2
i ,
x2j = 1 +X
2
j ,
(xixj)
4 ≡ 1 mod deg ≥ 4,
xm = 1 +Xm
For all generators it holds that ε(i,j),2 as well as ε(i),2 and ε(j),2 vanish on them.
By (1.1.22) and the continuity of ε(i,j),2 we conclude that ε(i,j),2, ε(i),2, ε(j),2
vanish on R˜. If pi(yk) = 1 then yk ∈ R˜, hence µ2(i, j, k) = ε(i,j),2(yk) = 0. If
pi(yk) = (a1a2)
2 then yk = (xixj)
2r with an element r ∈ R. We obtain
ε(i,j),2(yk) = ε(i,j),2((xixj)
2) + ε(i,j),2(r) + ε(i),2((x1x2)
2)ε(j),2(r)
= 1,
because the Magnus expansion of (x1x2)
2 is given by
(x1x2)
2 ≡ 1 +X21 +X22 +X1X2 +X2X1 mod deg ≥ 3.
This proves the proposition. ¤
Now we drop the assumption that li, lj , lk are pairwise distinct.
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(2.1.14) Proposition. If i 6= j then
(−1)µ2(i,j,j) = [li, lj , lj ],
(−1)µ2(j,i,j) = [lj , li, lj ].
Proof. We claim that it is sufficient to prove the first assertion. Indeed, by
(1.1.29) and the proof of (2.1.7) we obtain
0 = ε(j,i,j),2(ρj) + ε(i,j,j),2(ρj) + ε(i,j,j),2(ρj)
= µ2(i, j, j) + µ2(j, i, j)
By (2.1.12) the claim is proved. We set p1 = li, p2 = p3 = lj . The inertia field
of P2 over Q is given by k1(
√
α2). If [p1, p2, p2] = 1, then p2 decomposes in
k1(
√
α2) as
p2Ok1(√α2) = q1q2q23,
where P2|q1 or P2|q2 because we know that p2 is ramified in k1(√α2). Hence
pi(yj) = 1 in this case. If [p1, p2, p2] = −1, then p2 decomposes in k1(√α2) as
p2Ok1(√α2) = q1q23,
where P2|q1, so the Frobenius automorphism of the extension k1(√α2)|k1 is
given by the nontrivial automorphism. Therefore ρ = pi(yj) is given by
ρ :
√
p1 7→ √p1, √α2 7→ −√α2, √p2 7→ √p2
or
ρ :
√
p1 7→ √p1, √α2 7→ −√α2, √p2 7→ −√p2.
By definition of σj (we recall that yj maps to σj ∈ GS(2)) the restriction
of σj to the maximal abelian subextension QS(2)
(2)/Q of QS(2)/Q is equal
to (λj ,QS(2)
(2)/Q), where λj denotes the ide`le whose lj-component equals lj
and all other components are 1. By local class field theory it follows that
σj(
√
p2) =
√
p2, thus we obtain that ρ(yk) = t
2. The statement of the proposi-
tion follows as in the proof of (2.1.13). ¤
Now we deal with the Milnor invariants µ2(i, i, j). Suppose that p1 = p2. In
this case we have the following diagram of fields:
K = k1(
√
α2)
k1
Q
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Here K/Q is a cyclic Galois extension of degree 4. From the considerations in
[R] it follows that
DK/Q = p
3
1,
hence K/Q is unramified outside {p1,∞}. We set p1 = p2 = li, p3 = lj . Using
the projection map
pi : F → GS(2)→ G(K/Q)
we may choose the generator t of G(K/Q) such that pi(yi) = t.
(2.1.15) Proposition. Let 1 ≤ i, j ≤ n. If i 6= j then
(−1)µ2(i,i,j) = [li, li, lj ].
Furthermore,
µ2(i, i, i) = 0.
Proof. By the definition of the Re´dei symbol we know that
pi(yj) =
{
t2 if [li, li, lj ] = −1,
1 if [li, li, lj ] = 1.
Let R˜ be defined by the exact sequence
1 −−−−→ R˜ −−−−→ F pi−−−−→ G(K/Q) −−−−→ 1.
It is generated by x4i and the xm for m 6= i as a normal subgroup of F . By
(1.1.23) and (1.1.22) it follows that ε(i,i),2 as well as ε(i),2 vanish on R˜. If
pi(yj) = 1, then yj ∈ R˜, hence µ2(i, i, j) = ε(i,i),2(yj) = 0. If pi(yj) = t2, then
yj = x
2
i r with an element r ∈ R. We obtain
ε(i,i),2(yj) = ε(i,i),2(x
2
i ) + ε(i,i),2(r) + ε(i),2(x
2
i )ε(i),2(r)
= 1,
which proves the first statement. The extension K/k is totally ramified at p1,
hence pi(yi) = 1. Therefore yi ∈ R˜, which implies that
µ2(i, i, i) = ε(i,i),2(yi) = 0.
Hence the proposition is proved. ¤
We summarize our results in the following theorem.
(2.1.16) Theorem. Let S = {l1, . . . , ln,∞} where li ≡ 1 mod 4, i = 1, . . . , n
and (
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j.
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Let 1 ≤ i, j, k ≤ n. Then the third order Milnor invariants of GS(2) are given
by
(−1)µ2(i,j,k) =
{
[li, lj , lk] if gcd(li, li, lk) = 1,
1 if i = j = k.
The triple Massey product
〈·, ·, ·〉 : H1(GS(2))×H1(GS(2))×H1(GS(2))→ H2(GS(2))
is determined by
(−1)trρm 〈χi,χj ,χk〉 =


[li, lj , lk] if m = i and m 6= k,
[li, lj , lk] if m 6= i and m = k,
1 otherwise.
In particular, this result allows a complete determination of the relations R of
GS(2) modulo F(4).
Proof. This follows from (2.1.13), (2.1.14), (2.1.15), (2.1.7). ¤
We will give some examples. Explicit computations of Re´dei symbols are quite
complex, so we have used the computer algebra system KASH to compute them.
(2.1.17) Example. (cf. [M], Ex. 3.2.6) Set l1 = 5, l2 = 41, l3 = 61, so
S = {5, 41, 61,∞}. We may choose α2 as α2 = −11 + 4
√
5 (note that this
differs from [M] where it is chosen inappropriately). We obtain [l1, l2, l3] = −1.
Therefore all Massey products 〈χi, χj , χk〉, {i, j, k} = {1, 2, 3} are nontrivial.
Our computer program yields that the Re´dei symbol [li, lj , lk] is −1 exactly for
all permutations of the triples (i, j, k) where (i, j, k) = (1, 2, 3), (1, 2, 2), (1, 3, 3),
(2, 2, 3), (2, 3, 3). The corresponding triple Massey products are nontrivial, the
other Massey products vanish. By (1.3.3) the relations are given by
ρ1 ≡ ((x1, x2), x2)((x1, x3), x3)((x2, x3), x1) mod F(4),
ρ2 ≡ ((x1, x2), x2)((x1, x3), x2)((x2, x3), x2)((x2, x3), x3) mod F(4),
ρ3 ≡ ((x1, x3), x2)((x1, x3), x3)((x2, x3), x1)((x2, x3), x2)((x2, x3), x3)mod F(4).
As in [M] we call (5, 41, 61) a triple of Borromean primes.
(2.1.18) Example. Set l1 = 5, l2 = 41, l3 = 61, l4 = 241, l5 = 569, l6 = 829.
Using our computer program we obtain that the Massey products 〈χi, χj , χk〉 with
i, j, k pairwise distinct are nontrivial for {i, j, k} = {1, 2, 3}, {1, 2, 6}, {2, 3, 4},
{2, 3, 6}, {3, 4, 5}, {4, 5, 6}.
(2.1.19) Example. Set l1 = 13, l2 = 61, l3 = 937. The Re´dei symbol [li, lj , lk]
is −1 exactly for all permutations of (i, j, k) = (1, 2, 3). Therefore the relations
are given by
ρ1 ≡ ((x2, x3), x1) mod F(4),
ρ2 ≡ ((x1, x3), x2) mod F(4),
ρ3 ≡ ((x1, x3), x2)((x2, x3), x1) ≡ ((x1, x2), x3) mod F(4)
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We suggest to call (13, 61, 937) a proper Borromean triple modulo 2.
We remark that by looking at the abelianizations in the above examples one can
already conclude that the relations of GS(2) are inside F(3)−F(4) or F(4)−F(5).
The above calculations ensure that they are inside F(3) − F(4).
(2.1.20) Example. Set l1 = 5, l2 = 101, l3 = 8081. Then all Re´dei symbols
[li, lj , lk] for i, j, k ∈ {1, 2, 3} vanish. Hence the triple Massey product vanishes
completely. This implies that the relations of GS(2) are inside F(4). Hence in
this example it holds that
GS(2)/GS(2)(4) ∼= F/F(4)
The next example gives a little impression of the heuristic of Re´dei symbols.
(2.1.21) Example. There are 41 triples (l1, l2, l3) of primes li ≡ 1 mod 4 with
l1 < l2 < l3 and l1l2l3 < 100000 for which the pairwise Legendre symbols vanish.
Among these there are 25 triples for which the Re´dei symbol [l1, l2, l3] is −1.
There are 777 triples (l1, l2, l3) of primes li ≡ 1 mod 4 with gcd(l1, l2, l3) = 1
and l1l2l3 < 100000 for which the pairwise Legendre symbols vanish. Among
these there are 423 triples for which the Re´dei symbol [l1, l2, l3] is −1.
We finish this section with a few remarks about GS(2) if the conditions 2 6∈ S,
∞ ∈ S do not necessarily hold.
If ∞ 6∈ S the connection between triple Massey products and Re´dei symbols
will exist only in special cases as Re´dei’s construction of the dihedral extension
of degree 8 usually produces extensions that are ramified at the infinite prime
therefore not being quotients of GS(2). If 2 ∈ S,∞ ∈ S it follows by [K2], Thm.
6.3. that the cup product
H1(GS(2),Z/2Z)×H1(GS(2),Z/2Z) ∪→ H2(GS(2),Z/2Z)
does never completely vanish.
§2 The 2-class field tower of a quadratic number
field
Let K be a quadratic number field. Let S = {l1, . . . , ln,∞} be the set of primes
of Q which consists of all primes which are ramified in K/Q and the infinite
prime∞. We denote by KS∞ the maximal 2-extension of K which is unramified
outside the archimedean primes. For an imaginary quadratic number field this
is the same as K∅, the maximal unramified 2-extension of K.
We make use of the well-known fact that one can descend from GS(2) to
G(KS∞/Q) which is reflected in the following lemma, see [K2], Prop. 7.1. As in
the last section, let li be a fixed prime over li in QS(2). We denote the inertia
group of li in QS(2)/Q by Tli .
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(2.2.1) Lemma. Let NS be the normal subgroup of GS(2) generated by the
groups Tli ∩G(QS(2)/K) with 1 ≤ i ≤ n. Then there is an exact sequence
1 −−−−→ NS −−−−→ GS(2) −−−−→ G(KS∞/Q) −−−−→ 1.
We want to apply the results from the last section concerning GS(2) to the
study of the 2-class field tower of K. Therefore we have to ensure that S does
not contain 2. We write K = Q(
√
D) where D is a squarefree integer which we
decompose as
D = ±l1 · . . . · ln
where the li are different prime numbers. We recall that the set Ramf (K/Q) of
finite ramified primes of the extension K/Q is given by
Ramf (K/Q) =
{ {l1, . . . , ln} if D ≡ 1 mod 4,
{2, l1, . . . , ln} otherwise.
There are two cases in which 2 does not occur in Ramf (K/Q):
(i) D = l1 · . . . · ln, all li are odd and the cardinality of the set {li|li ≡ 3
mod 4, 1 ≤ i ≤ n} is even.
(ii) D = −l1 · . . . · ln, all li are odd and the cardinality of the set {li|li ≡ 3
mod 4, 1 ≤ i ≤ n} is odd.
We assume from now on that one of these cases applies. We order the li in such
a way that l1, . . . , lr are congruent 1 modulo 4 and lr+1, . . . , ln are congruent 3
modulo 4.
The groups Tli ∩G(QS(2)/K) are generated by τ 2i . Using the minimal presen-
tation
1 −−−−→ R −−−−→ F −−−−→ GS(p) −−−−→ 1
of GS(2) from Thm.(2.1.3) we obtain an exact sequence
1 −−−−→ Ra −−−−→ F −−−−→ G(KS∞/Q) −−−−→ 1
where F is the free group generated by x1, . . . , xn and Ra is generated as a
normal subgroup by R and by the preimages x2i of τ
2
i , 1 ≤ i ≤ n. The following
theorem, see [K2], Thm. 7.1, is an easy consequence.
(2.2.2) Theorem. (Fro¨hlich) The group G(KS∞/Q) has a minimal presen-
tation
1 −−−−→ Ra −−−−→ F −−−−→ G(KS∞/Q) −−−−→ 1
where F is the free pro-p-group generated by x1, . . . , xn and a system of gener-
ators of Ra as a normal subgroup of F is given by
x2i , 1 ≤ i ≤ n,
ρi = (xi, yi), 1 ≤ i ≤ n.
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It holds that
ρi ≡
∏
1≤j≤n
j 6=i
(xi, xj)
`i,j mod F(3)
where `i,j has been defined in the last section. We recall that
(−1)`i,j =
(
li
lj
)
.
In particular we see that the relations Ra are always inside F(2) − F(3), so the
cup product
H1(G(KS∞/Q),Z/2Z)×H1(G(KS∞/Q),Z/2Z) ∪→ H2(G(KS∞/Q),Z/2Z)
does never completely vanish.
For further purposes we need the following result:
(2.2.3) Proposition. Assume that(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j.
Let 1 ≤ i, j, k,m ≤ n. Then
ε(i,j,k),2(ρm) = δimµ2(jki) + δkmµ2(ijk).
If 1 ≤ i, j, k ≤ r and 1 ≤ m ≤ n then
(−1)ε(i,j,k),2(ρm) =
{
[li, lj , lk] if m = i or m = k,
1 otherwise.
Proof. Note that the assumption implies that ym ∈ F(2). The proof of the first
statement involves basically the same calculation as in the proof of (2.1.7):
ε(i,j,k),2(ρm) = ε(i,j,k),2(xm, ym)
= ε(i),2(xm)ε(j,k),2(ym) + ε(k),2(xm)ε(i,j),2(ym)
= δimµ2(i, j, k) + δkmµ2(i, j, k).
The second statement follows from (2.1.5), (2.1.16). ¤
We now turn our attention to the group G(KS∞/K). Its preimage in F is the
free pro-p-group H with the generator system
x1xn, x2xn, . . . , xn−1xn, x21, x
2
2, . . . , x
2
n,
because the primes in S are ramified in K/Q. Ra is generated as a normal
subgroup of H by the relations
x2i , ρi, x
−1
i ρixi, i = 1, . . . , n.
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An elementary calculation shows that Ra can be generated as a normal subgroup
of H already by x2i , ρi, 1 ≤ i ≤ n. If we pass to the factor group H of H with
respect to the normal subgroupN generated by x21, . . . , x
2
n, we get a presentation
1 −−−−→ R −−−−→ H −−−−→ G(KS∞/K) −−−−→ 1,
where H is the free pro-2-group on generators
wi = xixnN, i = 1, . . . , n− 1,
and generating relations ρiN , i = 1, . . . , n. The relations ρiN have to be ex-
pressed in terms of the generators wi. A short calculation gives
(ti, tj) = w
2
i (wi, wj)w
−2
j
where we have put wn = 1. We quote the following lemma, see [K2], Lemma
7.2.:
(2.2.4) Lemma. For k ≥ 2 we have
NF (k,2) = NH(k,2).
In summary, there is the following theorem, see [K2], Thm. 7.3.
(2.2.5) Theorem. (Koch) There is a minimal presentation
1 −−−−→ R −−−−→ H −−−−→ G(KS∞/K) −−−−→ 1
of G(KS∞/K) by the free pro-p-group H with generators w1, . . . , wn−1 and defin-
ing relations
ri = ρiN = w
2`i,n
i
∏
1≤j≤n−1
j 6=i
(w2iw
2
j (wi, wj))
`i,jr′i, 1 ≤ i ≤ n− 1,
rn = ρnN =
n−1∏
i=1
(w2i )
`n,ir′n,
where r′i ∈ H(3,2) = H(3) for all 1 ≤ i ≤ n.
We set Hi(G(KS∞/K)) = H
i(G(KS∞/K),Z/2Z). It is obvious from the theo-
rem that the cup product
H1(G(KS∞/K))×H1(G(KS∞/K)) ∪→ H2(G(KS∞/K))
vanishes if and only if all `k,l vanish. Denote by {χ1, . . . , χn−1} the dual basis of
H1(H,Z/2Z) = H1(G(KS∞/K),Z/2Z) to {w1, . . . , wn−1}. Although we don’t
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need them we give the following formulae for the cup product whose easy proof
we leave to the reader. For 1 ≤ k, l ≤ n− 1 and 1 ≤ m < n it holds that
trrm(χk ∪ χl) =


0 if k 6= m, l 6= m,
`m,l if k = m, l 6= m,
`m,k if k 6= m, l = m,
`m,n + . . .+ `m,m+1 + `m,m−1
+ . . .+ `m,1 if k = l = m,
`m,n−1 + . . .+ `m,m+1 + `m,m−1
+ . . .+ `m,1 if k = l 6= m.
and
trrn(χk ∪ χl) =
{
0 if k 6= l,
`n,k if k = l.
From now on we assume that the cup product vanishes completely, i.e.(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j.
By Gauss reciprocity this gives further restrictions on the li which means that
one of the following two cases applies:
(i) D = l1 · . . . · ln and all li are congruent 1 modulo 4,
(ii) D = −l1 · . . . · ln, where l1, . . . , ln−1 are congruent 1 modulo 4 and ln is
congruent 3 modulo 4.
This follows because if S contained two primes li, lj which are congruent 3
modulo 4, then by quadratic reciprocity it would follow that `i,j + `j,i = 1.
(2.2.6) Theorem. Let K = Q(
√
D) be a quadratic number field where D sat-
isfies one of the following conditions:
(i) D = l1 · . . . · ln and all li are congruent 1 modulo 4,
(ii) D = −l1 · . . . · ln, where l1, . . . , ln−1 are congruent 1 modulo 4 and ln is
congruent 3 modulo 4.
and assume that
(
li
lj
)
2
= 1, 1 ≤ i, j ≤ n, i 6= j. Then the cup product
H1(G(KS∞/K))×H1(G(KS∞/K)) ∪→ H2(G(KS∞/K))
vanishes completely. For the triple Massey product
〈·, ·, ·〉 : H1(G(KS∞/K))×H1(G(KS∞/K))×H1(G(KS∞/K))→ H2(G(KS∞/K))
the following formula holds for pairwise distinct i, j, k with 1 ≤ i, j, k ≤ n− 1:
(−1)trrm 〈χi,χj ,χk〉 =
{
[li, lj , lk] if m = i or m = k,
1 otherwise.
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Proof. Let ι : H → F be the inclusion map. Its Jacobi matrix (ιi,j) with respect
to the bases
x1xn, x2xn, . . . , xn−1xn, x21, x
2
2, . . . , x
2
n
of H and
x1, . . . , xn
of F is given by the n× (2n− 1)-matrix of the form
(ιji )i,j =


1 0 0 . . . 0
0 1 0
...
. . .
...
0 0 0 1 0
1 1 . . . 1 0 0 . . . 0


Let θ : H → H be the projection map. Its Jacobi matrix (θi,j) with respect to
the bases
x1xn, x2xn, . . . , xn−1xn, x21, x
2
2, . . . , x
2
n
of H and
w1, . . . , wn−1
of H is given by the (n− 1)× (2n− 1)-matrix of the form
(θji )i,j =


1 0 0 . . . 0
0 1 0
...
. . .
...
0 0 0 1 0 . . . 0


By the chain rule (1.1.27) we obtain that for h ∈ H(r) and multi-indices I =
(i1, . . . , ir) with pairwise distinct i1, . . . , ir with 1 ≤ i1, . . . , ir ≤ n − 1 the
following relations hold:
εHI,2(hN) = ε
H
I,2(h), ε
F
I,2(h) = ε
H
I,2(h).
We remark that for I as above the map εFI,2 vanishes on N . The vanishing
on the generators is trivial and the vanishing on the whole of N follows by
induction on the length of I from (1.1.22). Let I = (i, j, k). Because the cup
product and hence all `kl vanish we have that ρm ∈ F(3). By (2.2.4) we may
write ρmN = ρ˜mN with ρ˜m ∈ H(3). Hence we have
εH(i,j,k),2(rm) = ε
H
(i,j,k),2(ρmN) = ε
H
(i,j,k),2(ρ˜mN)
= εH(i,j,k),2(ρ˜m) = ε
F
(i,j,k),2(ρ˜m)
= εF(i,j,k),2(ρm)
This implies the result by (2.2.3). ¤
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(2.2.7) Example. Let K = Q(
√
5 · 41 · 61 · 241). By the above proposition and
(2.1.18) the triple Massey product 〈χi, χj , χk〉 for {i, j, k} = {1, 2, 3} is nontriv-
ial. We remark that by the Golod-Shafarevich inequality the group G(KS∞/K)
is infinite. Further real quadratic number fields with these properties are given
by
Q(
√
13 · 17 · 53 · 433), Q(
√
17 · 89 · 373 · 257), Q(
√
5 · 29 · 181 · 241).
Imaginary quadratic fields with these properties are given by
Q(
√−5 · 41 · 61 · 131), Q(√−5 · 29 · 181 · 59), Q(√−13 · 17 · 53 · 43),
Q(
√−17 · 89 · 373 · 179).
We remark that for imaginary quadratic number fieldsK the cohomology groups
Hi(G(KS∞/K)) = H
i(G(K∅/K)) have the following interpretations:
H1(G(K∅/K)) = (Cl(K)/2)
∗
and H2(G(K∅/K)) can be described by the exact sequence
0 −−−−→ {±1} −−−−→ H2(G(K∅/K))∗ −−−−→ 2 Cl(K) −−−−→ 0.
The pairings
H1(G(K∅/K))×H1(G(K∅/K))×H1(G(K∅/K)) 〈·,·,·〉→ H2(G(K∅/K))
trrk→ Z/2Z
are therefore pairings
(Cl(K)/2)∗ × (Cl(K)/2)∗ × (Cl(K)/2)∗ → Z/2Z.
§3 The p-class field tower of a quadratic number
field
In this section we study the p-class field tower of quadratic number fields for odd
prime numbers p. We will see that the appearance of triple Massey products in
this situation is much more natural than in the case of the 2-class field tower.
However, an explicit determination of them seems to be more complicated.
Let K be a quadratic number field. We denote the the p-class field tower
of K by K∅. There is an operation of G(K/Q) on the cohomology groups
Hi(G(K∅/K)) = H
i(G(K∅/K),Z/pZ). We have a decomposition
Hi(G(K∅/K)) = H
i(G(K∅/K))
+ ⊕Hi(G(K∅/K))−
into eigenspaces. There is the following well-known result, see [S], lemma 4.1.
(2.3.1) Proposition. We have
H1(G(K∅/K))
+ = H2(G(K∅/K))
+ = 0.
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In particular, the cup product
H1(G(K∅/K))×H1(G(K∅/K)) ∪→ H2(G(K∅/K))
is trivial.
Proof. We set G = G(K∅/K) and let σ be a generator of G(K/Q). Taking
the long exact cohomology sequence to 0→ Z/pZ → Qp/Zp → Qp/Zp → 0, we
obtain an isomorphism
H1(G,Z/pZ) ∼= p(H1(G,Qp/Zp)).
By [Wi], Thm. 1.1. it follows that
p(H
1(G,Qp/Zp)) ∼= (H1(G,OK×
∅
)/p)∗ ∼= (Cl(K)/p)∗.
Because the norm map NK/Q : Cl(K) → Cl(K) factors through Cl(Q) which
is trivial, σ acts on Cl(K)/p as −1. The above isomorphisms are σ-invariant,
hence H1(G(K∅/K))
+ = 0.
By dualizing the long exact cohomology sequence to 0 → Z/pZ → Qp/Zp →
Qp/Zp → 0 we obtain an exact sequence
0 −→ H2(G,Qp/Zp)∗/p −→ H2(G,Z/pZ)∗ −→p (H1(G,Qp/Zp)∗) −→ 0.
An application of [Wi], Thm. 1.1. yields the exact sequence
0 −−−−→ Hˆ0(G,O×K∅)/p −−−−→ H2(G,Z/pZ)∗ −−−−→ p Cl(K) −−−−→ 0.
We have a surjection
O×K ³ Hˆ0(G,O×K∅)
and hence an exact sequence
O×K/O×pK −−−−→ H2(G,Z/pZ)∗ −−−−→ p Cl(K) −−−−→ 0.
The norm map NK/Q : O×K/O×pK → O×K/O×pK factors through Z×/Z×p = 0,
hence σ acts on O×K/O×pK as −1. Since all morphisms above are σ-invariant, we
conclude that H2(G,Z/pZ)+ = 0. The second assertion follows because the cup
product is σ-equivariant. ¤
By this result we immediately obtain the following corollary.
(2.3.2) Corollary. There are well-defined triple Massey products
H1(G(K∅/K))×H1(G(K∅/K))×H1(G(K∅/K)) 〈·,·,·〉−→ H2(G(K∅/K)).
66 CHAPTER II. ARITHMETIC PART
Assume we are given a minimal presentation
1 −−−−→ R −−−−→ F −−−−→ G(K∅/K) −−−−→ 1
of G(K∅/K) by a free pro-p-group F and a subgroup R which is generated as a
normal subgroup of F by {ri|i ∈ I}. Then for each ri, i ∈ I, we have a pairing
(Cl(K)/p)∗ × (Cl(K)/p)∗ × (Cl(K)/p)∗ 〈·,·,·〉→ H2(G,Z/pZ) trri→ Z/pZ
It is a crucial question which interpretations these pairings have.
We will sketch how they are related to certain invariants of the Galois group
of the maximal p-extension of K unramified outside a certain set of primes.
Assume we are given a set of primes S = {l1, . . . , ln} of K which does not
contain primes of K above p, such that BS(K) = 0 and such that no redundant
primes are contained in S, that is S = Smin. Denote by KS the maximal p-
extension of K unramified outside S, and let GS = G(KS/K). For the sake
of the simplicity of our presentation, we restrict ourselves to the case where K
is imaginary quadratic and different from Q(
√−3), but we remark that similar
considerations also hold for the real quadratic case. Let IK denote the ide`le
group of K, and let U be the subgroup of IK consisting of those ide`les which
have units at each component. We set h = dimFp Cl(K)/p and fix a system
a1, . . . , ah of ide`les of K whose image under the map
IK → IK/UIpKK× = Cl(K)/p
forms a basis of Cl(K)/p. For l ∈ S we denote by Kl the completion of K at l
and by Ul the unit group of Kl. Furthermore, let λl be a uniformizer of Kl and
αl be a generator of the cyclic group Ul/U
p
l . Let L be an extension of l to KS .
For 1 ≤ i ≤ n let σi be an element of GS with the following properties:
(i) σi is a lift of the Frobenius automorphism of Li;
(ii) the restriction of σi to the maximal abelian subextensionK
(2)
S /K ofKS/K
is equal to (λi,K
(2)
S /K), where λi denotes the ide`le whose li-component
equals λli and all other components are 1.
For 1 ≤ i ≤ n let τi denote an element of GS such that
(i) τi is an element of the inertia group TLi of Li in KS/K;
(ii) the restriction of τi to K
(2)
S /K equals (αi,K
(2)
S /K), where αi denotes the
ide`le whose li-component equals αli and all other components are 1.
For 1 ≤ i ≤ h, let ωi be an extension of (ai,K(2)S ). It is shown in [K] that the
automorphisms ω1, . . . , ωh, τ1, . . . , τn form a system of generators of GS . This
system is not minimal, however. By (2.1.1) it is possible to omit h elements from
the system, and it is described in [K] how to choose them among the τ1, . . . , τn:
There is a system of equations
n∏
i=1
τ b1ν1 · . . . · τ bnνn ≡ ωqνν mod (GS , GS), ν = 1, . . . , h
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with bkν ∈ Zp for k = 1, . . . , n, ν = 1, . . . , h, where qν denotes the smallest
positive integer such that aqνν ∈ UK×. We assume that the redundant elements
are given by τn−h+1, . . . , τn. There is the following theorem.
(2.3.3) Theorem. (Koch) Let F be the free pro-p-group on generators x1, . . . ,
xn. Then GS(p) has a minimal presentation
1 −−−−→ R −−−−→ F pi−−−−→ GS(p) −−−−→ 1
where pi is given by xi 7→ ωi, for i = 1, . . . , h, xi 7→ τi−h for i = h + 1, . . . , n.
A minimal generating system of R as a normal subgroup of F is given by R =
{ρi}1≤i≤n with
ρi = x
N(li)−1
i (x
−1
i , y
−1
i ),
where yi is any preimage of σi, i.e. pi(yi) = σi.
Proof. Except for the minimality statement concerning the relations this is [K],
Thm. 11.10. That R is a minimal system of relations follows from (2.1.1). ¤
Let H denote the quotient group of F by the normal subgroup N generated by
xh+1, . . . , xn. The following result is an immediate consequence of the above
theorem.
(2.3.4) Corollary. The group G(K∅/K) has a minimal presentation
1 −−−−→ R˜ −−−−→ H pi−−−−→ G(K∅/K) −−−−→ 1
where pi is given by wi = xiN 7→ ωi, i = 1, . . . , h. A minimal generating set of
R˜ as a normal subgroup of H is given by R˜ = {ri}1≤i≤h with
ri = ρn−h+iN = xn−h+iNN(ln−h+i)−1(x−1n−h+iN
−1, y−1n−h+iN).
By the remark after (1.1.27) we obtain that
εHI,p(rm) = ε
H
I,p(ρn−h+mN) = ε
F
I,p(ρn−h+m)
for all multi-indices I ∈ Mh of height h and all 1 ≤ m ≤ h. By (2.3.1) this
gives us the following extra information on GS :
εF(i,j),p(ρn−h+m) = 0
for all 1 ≤ i, j,m ≤ h. A short calculation shows that this means that
εF(i),p(xn−h+m)ε
F
(j),p(yn−h+m) = ε
F
(j),p(xn−h+m)ε
F
(i),p(yn−h+m)
for all 1 ≤ i, j,m ≤ h. This may in turn be used to calculate the trace of
the triple Massey product on H1(G(K∅/K)). Denote by {χ1, . . . , χh} the dual
basis of H1(G(K∅/K)) = (Cl(K)/p)
∗ to {w1, . . . , wh}. A lengthy calculation
using (1.2.6), (1.1.22) and the above identity gives the following expression for
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the trace of the triple Massey product on H1(G(K∅/K)) completely in terms
of GS :
trrm〈χi, χj , χk〉 = εF(i),p(xm˜)εF(j,k),p(ym˜)− εF(k),p(xm˜)εF(i,j),p(ym˜)
−εF(i),p(ym˜)εF(j,k),p(xm˜) + εF(k),p(ym˜)εF(i,j),p(xm˜)
+
(
N(lm˜)− 1
3
)
εF(i),p(xm˜)ε
F
(j),p(xm˜)ε
F
(k),p(xm˜)
for 1 ≤ i, j, k,m ≤ h where we have put m˜ = n−h+m. The last term vanishes
for p 6= 3. The natural objects to study are the εFI,p(yi) for index sets I ∈ Mn
and 1 ≤ i ≤ n which should be seen as Milnor invariants as in §1, and the
εFI,p(xi) for index sets I ∈ Mn and n − h + 1 ≤ i ≤ n which are absent in the
case of GS(Q). However, we are far from understanding them.
Appendix A
Link theory
In this appendix we present some results from link theory which are analogous to
our results in algebraic number theory. This presentation follows closely along
the lines of [P].
We denote by C(n) the space consisting of n disjoint oriented circles. An n-link
in the sphere S3 is an embedding
L : C(n) ↪→ S3.
We will use the symbol L to denote either the embedding or its image in S3.
Two links L, L′ are called isotopic if there is a continuous 1-parameter family
of links ht with h0 = L and h1 = L
′.
The group of a link L is by definition the fundamental group of the link
complement:
pi = pi1(S
3 − L).
The lower central series of pi is defined as usual by pi1 = pi, pik+1 = [pik, pi] where
[pik, pi] denotes the subgroup of pi generated by elements of the form aba
−1b−1,
a ∈ pik, b ∈ pi. The quotients pi/pik are called the Chen groups of the link. Let
L1, . . . , Ln denote the components of the link.
We choose pairwise disjoint connected neighborhoodsM 01 , . . . ,M
0
n of L1, . . . , Ln.
For each i = 1, . . . , n we choose a sequence M 0i ⊇M1i ⊇ . . . ⊇Mki of connected
open neighborhoods of Li such that M
j
i can be deformed into Li within M
j−1
i
for each j = 1, . . . , k. This means that there is a homotopy rt : M
j
i → M j−1i
such that r0 is the inclusion map and r1(M
j
i ) ⊆ Li. We let the base point x0 be
a point in S3−⋃ni=1M0i . For each i we choose a path pi(t), 0 ≤ t ≤ 1, from x0 to
Li. An i-th meridian αi of L with respect to the path pi is defined as follows:
First we traverse the path pi to a point inM
k
i −Li, then we traverse a closed loop
inMki −Li which has linking number +1 with Li and is homotopic to a constant
in M qi , and finally we return to x0 along pi. (For several equivalent definitions
of linking numbers, see [Ro].) This procedure defines a unique element αi of
pi/pik. An i-th longitude βi of L with respect to the path pi is an element of
pi/pik obtained by traversing pi from x0 to a point in M
k
i − Li, then traversing
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a closed loop in Mki − Li which is homotopic to Li within Mki and has linking
number 0 with Li, and finally returning to x0 along pi. This defines a unique
element βi ∈ pi/pik. If pi is replaced by some other path then the pair (αi, βi) is
replaced by a conjugate pair. There is the following result on Chen groups.
Figure A.1: meridian and longitude
(A.1) Theorem. (Chen, Milnor) Let L be an n-link and F the free group on
generators x1, . . . , xn. The Chen group pi/pik of an n-link L has the presentation
1 −−−−→ R −−−−→ F
κ
−−−−→ pi/pik −−−−→ 1,
where κ is given by xi 7→ αi, i = 1, . . . , n and α1, . . . , αn are meridians of L.
The group R is generated as a normal subgroup of F by Fk and [xi, wi] where
the wi are elements of F with κ(wi) = βi for i = 1, . . . , n and β1, . . . , βn are
longitudes of L.
By virtue of this theorem we are now in a position to define the Milnor in-
variants of a link. Let Z〈〈X1, . . . , Xn〉〉 be the power series ring over Z in n
non-commuting variables. The Magnus expansion is the homomorphism
m : Z[F ]→ Z〈〈X1, . . . , Xn〉〉
which is given on generators by
m(xi) = 1 +Xi, m(x
−1
i ) = 1−Xi +X2i −X3i + . . . , i = 1, . . . , n.
If we are given a sequence (l1, . . . , lm) of integers with 1 ≤ li ≤ n and m < k,
we set µ(l1, . . . , lm) equal to the coefficient of Xl1 · . . . · Xlm−1 in the Magnus
expansion of wm. We put ∆(l1, . . . , lm) equal to the greatest common divisor of
the numbers µ(j1, . . . , js) where (j1, . . . , js) ranges over all cyclic permutations
of proper subsequences of (l1, . . . , lm). The Milnor invariant µ¯(l1, . . . , lm)
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of the link is the residue class of µ(l1, . . . , lm) modulo ∆(l1, . . . , lm). It has been
shown by Milnor, see [Mi], that µ¯(l1, . . . , lm) is an isotopy invariant of L and a
homotopy invariant of L if the li are distinct.
Massey products of elements in H1 are defined as follows. Let {Xi}i=1,...,m
be a collection of subspaces of a space X. Given elements ui in H
1(Xi, R) for
i = 1, . . . ,m, where R is a commutative ring with unit, a defining system for
the Massey product 〈u1, . . . , um〉 in the system {Xi}mi=1 with coefficients in R
is a collection mi,j , 1 ≤ i ≤ j ≤ m, (i, j) 6= (1,m), satisfying:
(i) mi,j ∈ C1(Xi ∩Xi+1 ∩ . . . ∩Xj , R),
(ii) mi,i is a cocycle representative of ui, for i = 1, . . . ,m.
(iii) δ(mi,j) =
∑j−1
k=i mi,kmk+1,j for i < j where mi,kmk+1,j denotes the cup
product in C∗(Xi ∩ . . . ∩Xj , R) of the restrictions of mi,k and mk+1,j to
Xi ∩ . . . ∩Xj .
Here C∗(Y,R) denotes the complex of singular cochains of Y with coefficients
in R. It follows that
∑m−1
k=1 m1,kmk+1,m is a cocycle in C
2(X1 ∩ . . . ∩Xm, R).
We say that 〈u1, . . . , um〉 is defined if there is a defining system for it, in which
case 〈u1, . . . , um〉 is the subset H2(X1 ∩ . . . ∩Xm, R) consisting of all elements
representable by cocycles of the form
∑m−1
k=1 m1,kmk+1,m with {mi,j} a defining
system for 〈u1, . . . , um〉.
Assume we are given an n-link L in S3. We set ui equal to the element in
H1(S3−L) which corresponds by Alexander duality to the generator of H1(Li)
determined by the orientation of Li. For 1 ≤ i, j ≤ n set γi,j equal to the
element in H2(S3 − (Li ∪ Lj)) which corresponds by Lefschetz duality to the
element in H1(S
3, Li ∪ Lj) determined by a path from Li to Lj . There is
the following result on the relationship between the µ¯-invariants of a link and
Massey products in the link complement.
(A.2) Theorem. (Porter, Turaev) Let L be an n-link in S3. For any se-
quence (l1, . . . , lm) of integers with 1 ≤ lj ≤ n, the Massey product 〈ul1 , . . . , ulm〉
in the system {S3−Lli}i=1,...,m with coefficients Z/∆(l1, . . . , lp)Z is defined and
contains the single element (−1)mµ¯(l1, . . . , lm)γl1,lm .
We may consider Massey products in S3 − L as well, where the elements in
a defining system for a product in S3 − L are only required to be cochains in
S3 − L. The Massey product 〈ul1 , . . . , ulm〉 in the system {S3 − Lli}i=1,...,m is
always a subset of the Massey product 〈ul1 , . . . , ulm〉 in S3−∪mi=1Li. However, in
general the last set may contain more than one element. There is the following
variant of the theorem of Porter-Turaev.
(A.3) Theorem. (Porter, Turaev) Let L be an n-link in S3. Let (l1, . . . , lm)
be a sequence of integers with 1 ≤ lj ≤ n. Assume that µ(k1, . . . , ks) = 0 for all
1 < s < m and all sequences (k1, . . . , ks) of integers with 1 ≤ kj ≤ n. Then the
Massey product 〈u1, . . . , ulm〉 in S3 − L with coefficient ring Z is defined and
contains the single element (−1)mµ(l1, . . . , lm)γl1,lm .
72 APPENDIX A. LINK THEORY
Bibliography
[CFL] Chen, K.T., Fox, R.H., Lyndon, R.C.: Free differential calculus, IV.
The quotient groups of the lower central series Ann. of Math. 68,
no.1(1958), 81-95
[D] Deninger, C.: Higher order operations in Deligne cohomology. Invent.
Math. 120(1995), 289-315
[DDMS] Dixon, J.D., du Sautoy, M.P.F., Mann, A., Segal, D.: Analytic pro-p
Groups (2nd ed.), Cambridge Stud. Adv. Math. 61, Cambridge Univ.
Press (1999)
[F] Fenn, R.: Techniques of Geometric Topology. London Math. Soc. Lect.
Notes 57 Cambridge 1983
[FS] Fenn, R., Sjerve, D.: Basic commutators and minimal Massey prod-
ucts. Can. J. Math. 36 (1984), 1119-1146
[H] Hall, M.: The theory of groups. Macmillan Company, New York 1968
[Ha] Haberland, K.: Galois Cohomology of Algebraic Number Fields.,
Deutscher Verlag der Wiss., Berlin, 1978
[I] Ihara, Y.: On Galois representations arising from towers of coverings
of P1 \ {0, 1,∞}. Invent. Math. 86 (1986), 427-459
[K] Koch, H.: Galoissche Theorie der p-Erweiterungen. Deutscher Verlag
der Wiss., 1970 (English translation Berlin 2002)
[K2] Koch, H.: On p-extensions with given ramification. Appendix 1 in [Ha]
[Kr] Kraines, D.: Massey higher products. Trans. Am. Math. Soc. 124
(1996), 431-449
[KV] Koch, H., Venkov, B.: U¨ber den p-Klassenko¨rperturm eines imagina¨r-
quadratischen Zahlko¨rpers. Aste´risque 24-25 (1975), 57-67
[M] Morishita, M.: On certain analogies between knots and primes. J. reine
u. angew. Math. 550 (2002), 141-167
73
74 BIBLIOGRAPHY
[Mi] Milnor, J.: Isotopy of links. Proc. Symp. in Honor of S. Lefschetz,
280-306, Princeton 1957
[N] Neukirch, J.: Algebraische Zahlentheorie. Springer 1992
[NSW] Neukirch, J., Schmidt, A., Wingberg, K.: Cohomology of number
fields. Springer 2000
[P] Porter, R.: Milnor’s µ¯-invariants and Massey products. Trans. Am.
Math. Soc. 257 (1980), 39-71
[R] Re´dei, L. Ein neues zahlentheoretisches Symbol mit Anwendungen auf
die Theorie der quadratischen Zahlko¨rper. I. J. reine u. angew. Math.
171 (1934), 55-60
[Ro] Rolfsen, D.: Knots and links. Publish or Perish, Berkeley 1976
[S] Schoof, R. Infinite class field towers of quadratic fields J. reine u.
angew. Math. 372 (1986), 209-220
[Sh] Sharifi, R.: Massey products and ideal class groups. preprint
[T] Turaev, V.G.: Milnor invariants and Massey products. J. Sov. Math.
12 (1979), 128-137
[W] Waldspurger, J.-L.: Entrelacements sur Spec(Z), Bull. Sci. Math. 100
(1976), 113-139
[Wi] Wingberg, K.: On the Fontaine-Mazur conjecture for CM-fields.
Comp. Math. 131 (2002), 341-354
