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Abstract—Overlay networks have emerged as a generic net-
working paradigm to improve network performance and con-
struct new applications. Although many overlay algorithms have
been proposed lately, they tend to focus on a single overlay,
without considering how to share network capacity with other
trafﬁc and other overlays. In this paper, we study optimal
capacity sharing of network with multiple overlays. We ﬁrst
formulate the problem of optimal capacity sharing of networks
with multiple overlays as a nonlinear optimization problem. We
show that traditional ﬂow-level rate controllers result in sub-
optimal sharing results between the different overlays. We design
efﬁcient and distributed overlay ﬂows control algorithms and
demonstrate the effectiveness of our design.
I. INTRODUCTION
Overlay networks are emerging as a new paradigm for con-
structing new distributed applications and improving network
performance. In the last few years, many overlay networks
have been proposed, evaluated, and deployed. For instance,
many large-scale, overlay-style content-delivery networks such
as Akamai have been deployed. Various large-scale testbed
networks such as PlanetLab [1] and Emulab [2] are also
structured as overlay networks. The trafﬁc generated by peer-
to-peer ﬁle-sharing applications such as BitTorrent, and VoIP
applications such as Skype, is continuously on the rise. In
some networks, the trafﬁc generated by such overlays is
becoming the dominant trafﬁc.
However, there are serious concerns about the wide de-
ployment of overlay networks. One particular concern is
that current overlay algorithms tend to focus on a single
overlay, without considering the co-existence of other trafﬁc
and other overlays. An overlay network may make resource
allocation decisions too aggressively to utilize all available
network resources without consideration of others, resulting
in sub-optimal resource allocation, unfairness, and/or wild
oscillations [3], [4]. Thus, a serious concern is that overlays
improve their performance at the expense of others, and wide
deployment of overlays may lead to overall degradation of the
performance of the entire network.
One way to regulate the behavior of overlays is to im-
plement network congestion control. While many traditional
network congestion control schemes have been successfully
proposed (e.g., [5], [6], [7], [8]) they work for point-to-point
connections as opposed to the many-to-many connectivity
seen in the world of overlays. For example, under a widely
used framework introduced by Kelly et al. in [9], the basic
congestion control unit is a single unicast ﬂow from one
speciﬁc source to a speciﬁc destination. However, an overlay
network typically consists of many unicast ﬂows belonging to
multiple source-destination pairs. If we view each overlay link
as a single unicast ﬂow, the whole overlay network could be
treated as a collection of end-to-end ﬂows. We call them ﬂow-
level rate controllers if the ﬂows are controlled individually.
If they coordinate with each other, we call them overlay-
level rate controllers. As we will show in Sec. II, ﬂow-level
rate controllers may result in unfair and sub-optimal share
of network resource between overlays. Thus, a new overlay-
level rate control scheme is needed to share network resources
efﬁciently, fairly, and distributedly in the emerging world of
overlay networks.
In this paper, we present a systematic framework to study
the resource allocation and congestion control for networks
with adaptive trafﬁc generated by multiple overlays. Speciﬁ-
cally, we ﬁrst formulate the optimal capacity sharing problem
among multiple overlays using nonlinear optimization theory.
By modeling a traditional end-to-end ﬂow as an overlay with
only two nodes, our formulation is more general than existing
models and considers both current adaptive point-to-point
trafﬁc and general overlay trafﬁc.
A technical challenge we need to address is how to solve the
nonlinear optimization problem where an overlay may consist
of multiple logical links in a distributed and efﬁcient way. In
this paper, inspired by recent advances in optimization based
congestion control, we derive general overlay-level congestion
control algorithms to achieve optimal capacity sharing among
overlays using queuing delay dynamics as a feedback from
underlay networks. Similar to many delay-based approaches,
such as TCP Vegas [7] and FAST TCP [10], our solution can
be implemented at each overlay node to adjust the trafﬁc rate
in a distributed way.
We demonstrate the effectiveness of our algorithm using a
case study of heterogeneous networks where multiple overlays
try to ﬁnd the maximum low from its sender to receiver.
We illustrate that overlays can share network capacity moreefﬁciently by implementing our algorithms. Overlays can
improve overall network performance by probing for available
network resources in a controlled manner, instead of by being
unfair to other adaptive ﬂows.
The rest of the paper is organized as follows. In Section II,
we present our problem formulation and the sub-optimal
results of capacity sharing among overlays. In Section III,
we derive a primal-dual algorithm to optimally share network
capacity among multiple overlays. We propose a distributed
protocol to implement the algorithm. In Section IV, we use
overlay maximum ﬂow as a case study to show the effec-
tiveness of our algorithms by simulations. Related work is
discussed in Section V and Section VI concludes the paper.
II. PROBLEM FORMULATION
We begin this section by deﬁning the physical network and
multiple overlays on top of it. After that we formulate the
optimal capacity sharing of multiple overlays as a constrained
nonlinear optimization problem. Then, we illustrate that the
resource allocation could be sub-optimal if one uses only the
ﬂow-level rate control in this scenario.
A. Network and Flow Model
Our underlay physical network is a graph G =( V,L,c),
where V is the set of physical nodes, and L is the set of
undirected physical links. We assume each physical link has
capacity cl. Thus c =( cl),l∈Lis the vector representation of
all link capacities. The physical network resources are shared
by multiple overlays.
We represent each overlay network Oi as a graph Gi =
(Hi,Ei), where Hi is the set of hosts, and Ei is the set of
directed overlay links. The union of all overlay nodes is H =  n
i=1 Hi and the union of all overlay links is E =
 n
i=1 Ei.
The end-to-end ﬂow rate of each overlay link e ∈E
is xe. If an overlay link belongs to Ei, it is controlled by
overlay Oi. We deﬁne overlay ﬂows, xi =( xi
e)=( xi
uv),e=
(hiu,h iv) ∈E i, as a vector of all end-to-end ﬂows controlled
by Oi. Generalizing traditional ﬂow-level rate control, which
regulates the ﬂow rate of a single sender to a single receiver,
overlay ﬂows rate control adjusts a vector of ﬂow rates among
multiple participants. Note that a traditional end-to-end ﬂow
is an overlay with just two nodes.
Each overlay link e ∈Ecorresponds to a physical path
consisting of multiple physical links. We use L(e) ⊆Lto
represent this set of physical links. We also deﬁne a L × Ei
routing indicator matrix Ai =( Ai
le),l ∈L ,e ∈E i for each
overlay Oi, where Ai
le =1if l ∈L (e) and Ai
le =0otherwise.
Each physical link l can be used by multiple overlay links. We
deﬁne E(l) ⊆Eas the set of overlay links that uses l.
When multiple overlays co-exist in the same physical net-
work, the physical constraints will place a limit on the com-
bined trafﬁc of all overlays. This is where multiple overlays
interact with each other. Let A =( Ai), x =( xi).T h e
physical capacity constraint can be represented as
A · x ≤ c. (1)
Many overlay networks are application speciﬁc. While phys-
ical constraints specify the capacity limit on the physical net-
work, application constraints preserve the relationship between
different xe within an overlay. For instance, ﬂow conservation
at each overlay node in many overlay applications is one such
constraint. Speciﬁcally, the ﬂow conservation constraint can
be represented as the follows. Let e =( u,v). For overlay Oi,
we can deﬁne a Hi × Ei matrix Fi =( Fi
he),h∈H i,e∈E i
as following:
Fi
he =



1 if h = v
−1 if h = u
0 otherwise.
Thus, a compact representation of the ﬂow conservation
constraint is
Fi · xi = 0. (2)
For the general case, Fi speciﬁes the data relaying rela-
tionship in application level. It is determined by application
level topology, which is under control of the overlay topology
construction algorithms.
Note that in the preceding problem formulation, the same
physical node is considered to be different in different over-
lays. This is also true for overlay links that connect the same
pairs of physical nodes. This representation allows different
overlay ﬂows to use different control algorithms.
Table I summarizes the notations. In the example by Fig.1,
there are 6 physical links (L=6). Overlay network O1 has
5 nodes (H1 =5 ) and 5 overlay links (E1 =5 ). Overlay
network O2 is a TCP ﬂow from 2 to 5. Assume shortest path
routing by number of hops at physical network. Inequality (1)
becomes

     

011000
100000
010101
111000
001010
000111

     

·

     

x1
13
x1
32
x1
34
x1
25
x1
45
x2
25

     

≤

     

2
1
1
2
2
2

     

.
Equation (2) is application-speciﬁc. For instance, in Fig. 1,
we assume the objective of O1 is to ﬁnd the maximum ﬂow
from node 1 to node 5. Since the source and destination
node of maximum ﬂow will not have any ﬂow conservation
constraints, the equality constraint for Oi is

   

00 0 0 0
1 −1 −10 0
01 0−10
00 1 0−1
00 0 0 0

   

·

   

x1
13
x1
32
x1
34
x1
25
x1
45

   

= 0.
B. Optimal Capacity Sharing of Multiple Overlays
Each overlay can have its own objective. The objective of
overlay network Oi can be represented by a utility function
Ui, which overlay Oi tries to maximize. The input to Ui is an
aggregation function applied to xi.W eu s efi(xi) to representTABLE I
NOTATION FOR OVERLAY FLOWS CONTROL FORMULATION.
Notation Deﬁnition
Oi ∈{ 1,2,...,n} Overlay Network Session i.
Hi = {hi1,h i2,...,hij},|Hi| = Hi End hosts in session i.
h ∈H=
Sn
i=1 Hi, |H| = H Set of all overlay nodes.
Ei = {ei1,e i2,...,eik} Overlay links in session i.
e =( u,v) ∈E=
Sn
i=1 Ei, |E| = E Set of all overlay links.
xi =( xi
uv),e=( hiu,h iv) ∈E i Flow rate vector in session i.
fi(xi):xi → R Aggregation function for session i.
l ∈L= {1,..,L} Set of physical links.
c =( cl,l∈L ) The capacity constraint vector.
u, v, w Overlay nodes.
Ai =( Ai
le)L×Ei Routing matrix for session i.
Fi =( Fi
he)Hi×Ei Application constraint matrix for i.
this aggregation function. Thus, the objective of overlay Oi
is to maximize Ui(fi(xi)), under physical and application
constraints.
Let F =( Fi). If the system design objective is to maximize
the sum of the utilities of all overlays, we can write the system
problem as:
P : Maximize:
n  
i=1
Ui(fi(xi)) (3)
Subject to: A · x ≤ c (4)
F · x = 0 (5)
over: xe ≥ 0,∀e ∈E. (6)
As a special case when all overlays are single end-to-end
ﬂows, fi(x)=x, F does not exist, and the above formulation
is reduced to that of Kelly’s framework in [9]. Ui and fi are
application speciﬁc. We assume that Ui is strictly concave. For
fi, we assume that it is differentiable but does not need to be
strictly concave. As an example, fi(xi)=
 
e∈Ei
xe.
Many overlays [11] use periodical probing for available
bandwidth and adjusting the ﬂow rates to achieve the overall
performance goal. By formulating the overlay’s objective in
the optimization framework, we can have a better understand-
ing of its behavior when they share the network resource with
others.
To solve the system problem P requires centralized compu-
tation and global knowledge of the network including each
overlay’s utility function, routing and capacity information
in the underlay, and ﬂow conservation information of each
application. Those make it almost impossible to solve in
practice. We will show a distributed algorithm that decouples
the computation in a scalable way in Section III.
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Fig. 1. Sub-optimality TCP performance when using only ﬂow level rate
control.
C. Sub-optimality of using only ﬂow-level rate control
Before we solve the system problem P, we ﬁrst show the
necessity of solving P. Since we are concerned with rate
control and resource sharing, one possibility to do is to ignore
the structure of overlays. Thus, each overlay link will be
considered as an individual ﬂow. The rate of each overlay link
then is determined by traditional transport mechanism. We call
such a scheme ﬂow-level rate control. We will show that ﬂow-
level rate control is inefﬁcient for overlays. We illustrate our
points using two examples.
1) Example 1: Unfair sharing when overlays interact with
TCP: The ﬁrst example consists of an overlay network O1
and a competing TCP ﬂow. The physical network is shown in
Fig. 1(a). The overlay network and the TCP ﬂow are shown
in Fig. 1(b).
Let xtcp be the throughput of the TCP ﬂow. We write down
the overlay ﬂows of x1 as
x1 =( x1
13,x 1
32,x 1
34,x 1
25,x 1
45).
We assume the objective of O1 is to ﬁnd the maximum ﬂow
from node 1 and node 5. Thus the aggregation function
f1(x1)=x1
25 + x1
45.
Since TCP is a single ﬂow, ftcp(xtcp)=xtcp.
Now we can write down the optimization objectives of both.
We consider proportional fairness among overlays. So both
overlays will use a log like utility function. We have that
Utcp(ftcp(xtcp)) = log(xtcp)
U1(f1(x1)) = log(x1
25 + x1
45).Thus any rate allocation which maximizes total utility
U1 + Utcp = log(x1
25 + x1
45) + log(xtcp)
under physical and application constraints achieves system
optimum. In particular, x1 =( 1 ,0,1,0,1),x tcp =1is a
system optimal solution with a total utility value being 0.
However, if we use only ﬂow-level control, then we may
reach the following equilibrium: x1 =( 1 ,1/3,2/3,1/3,2/3),
and xtcp =1 /3, when the network implements ﬂow level fair
sharing. This is because when the overlay O1 and the TCP
ﬂow saturate the bottleneck link c2 =1 , each ﬂow will get
1/3 of the link capacity. No one can further increase its utility
because the probing for available bandwidth will return 0 for
x1
25,x1
32 and xtcp. Although overlay O1 achieves its optimum
(U1(f1(x1)) = 0), the TCP ﬂow does not (Utcp(xtcp)=
−0.48 ). The total utility is only −0.48.
This simple example shows that we may not be able to
achieve system optimum if we use only ﬂow-level rate control.
Since overlays generally use more ﬂows than a single TCP
ﬂow, they may improve performance at the expense of other
TCP ﬂows.
2) Example 2: Sub-optimal capacity sharing of multiple
overlays: In our second example, we will show that using
ﬂow-level rate control may lead to sub-optimal performance
for overlays. Thus overlays will have incentives to adopt new
overlay ﬂow control algorithms to achieve their optimum as
well as system optimum.
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Fig. 2. Sub-optimality overlay performance when using ﬂow-level rate
control only.
The example consists of two overlays O1 and O2.T h e
physical network is shown in Fig. 2(a). The topology of O1
is the same as the preceding example, and the topology of O2
is shown in Fig 2(b). The overlay ﬂows of x2 is
x2 =( x2
31,x 2
32,x 2
14,x 2
24,x 2
45).
The objective of O1 is still to ﬁnd the maximum ﬂow from
node 1 to node 5. The objective of O2 is to ﬁnd maximum
ﬂow from node 3 to node 5. So the aggregation functions are
f1(x1)=x1
25 + x1
45, f2(x2)=x2
45.
Consider the case when both overlays use linear utility
functions. Thus
U1(f1(x1)) = x1
25 + x1
45
U2(f2(x2)) = x2
45.
The system optimization objective is
U1 + U2 = x1
25 + x1
45 + x2
45.
We can see that x1 =( 1 ,1,0,1,0),x2 =( 0 ,1,0,1,1) is
a system optimal solution with total utility value being 2.
However, if we use only fair sharing at ﬂow level, then we
may have the following sub-optimal equilibrium, in which O1
and O2 saturate the capacity of c1 and c4:
Equilibrium
x1 =( 1 /3,0,1/3,0,1/3)
U1(f1(x1)) = 1/3.
Bottleneck: c1,c4
x2 =( 1 /3,1/3,1/3,1/3,2/3)
U2(f2(x2)) = 2/3.
At this equilibrium, both overlays get lower utilities com-
pared with system optimum. The total system utility value is
only 1. The example shows that if the overlay O1 or O2 uses
only ﬂow-level control it may reach sub-optimal solutions as
it does not take into account the presence of other overlays.
Given the preceding two examples, a natural question to
ask then is whether it is possible to design an overlay ﬂows
control algorithm to make overlays friendly to TCP ﬂows and
to share network resource optimally among multiple overlays.
We address both questions in the next section.
III. ALGORITHM DESIGN FOR OPTIMAL CAPACITY
SHARING OF OVERLAYS
In this section, we show a systematic framework to design
algorithms for solving the problem P formulated in the preced-
ing section. To be scalable, we focus on distributed algorithms.
The distributed algorithms should have low communications
overhead and shouldn not require explicit support from the
underlay network. Inspired by recent developments in opti-
mization based Internet congestion control [6], [8], [12], we
design a distributed overlay ﬂows control algorithm to achieve
the above goals. Since different overlays may be formulated
differently in P (e.g., with different fi and application con-
straints), our presentation is a generic framework. In the next
section, we will present a concrete instance.
Below we ﬁrst discuss the technical challenges. Then we
present primal-dual algorithms with convergence guarantees.A. Difﬁculties Due to Lack of Strict Concavity
In problem P, although Ui, the utility functions of overlays,
are strictly concave, the ﬁnal objective function Ui(fi(x)) may
not be strictly concave on x if fi is not strictly concave on
x. This would pose problems since the dual of the problem
may not be differentiable at every point [13]. Some existing
techniques based on duality (e.g., [6], [12]) can only deal with
strictly concave objective functions.
We address this problem by making the objective function
in P strictly concave. In particular, we use the Proximal
Minimization method ([13], Chapter 8) which enforces strict
concavity by adding a quadratic term to the objective function
and then iterates to eliminate the effects of the term. Specif-
ically, we introduce the vector b =( be),∀e ∈E ,b e ≥ 0 and
deﬁne Ue(xe)=− 1
2κ(xe − be)2, where κ is a positive scalar
parameter. Now consider the optimization problem P1 under
the same constraints in (4)-(6), with objective function as
P1 : Maximize:
n  
i=1
Ui(fi(x)) −
n  
i=1
 
e∈Ei
1
2κ
(xe − be)2
Subject to: A · x ≤ c
F · x = 0
over: xe ≥ 0, ∀e ∈E. (7)
If b = x∗, where x∗ is the optimal solution to P, then the
optimal solution to P1 is optimal to P as well. Consider the
iterative proximal minimization algorithm in Fig. 3, where x(0)
is any feasible point and b(0) = x(0).
for n =1 ,2,... do:
step 1. Solve problem P1, with b = b(n−1),
obtain the optimal solution x(n).
step 2. Set b(n) = x(n).
Fig. 3. Proximal Minimization Algorithm .
We show that the algorithm in Fig. 3 converges to the
optimal solution of problem P as n →∞([14], pp 233).
Note that the preceding algorithm is a two-level optimization
procedure. Step 2 in the algorithm is executed only when the
procedure of solving Step 1 converges. When κ is large, the
objective function of P1 is close to the one in P.S t e p1m a y
converge to a value close to the optimum with less iterations.
More detailed discussions on choosing κ and step size could
be found in ([14], pp234).
B. Problem Decomposition and Algorithm Design
The preceding algorithm requires us to solve P1.T h e
Lagrangian of P1 can be derived as follows (b is constant
in each iteration):
L(x,p,µ)
=
n  
i=1
{Ui(fi(x)) −
 
e∈Ei
1
2κ
(xe − be)2}
      
Ψi(xi)
− p(A · x − c) − µ(F · x)
=
n  
i=1
Ψi(xi) −
 
l∈L
pl(
 
e∈E
Alexe − cl) − µ(F · x)
=
n  
i=1
Ψi(xi) −
 
e∈E
xe
 
l∈L
plAle −
 
e∈E
xe
 
h∈H
µhFhe
+
 
l∈L
plcl
=
n  
i=1
Ψi(xi) −
 
e∈E
xeqe −
 
e∈E
xeλe +
 
l∈L
plcl
=
n  
i=1
(Ψi(xi) −
 
e∈Ei
(qe + λe)xe)+
 
l∈L
plcl
=
n  
i=1
Φi(xi)+
 
l∈L
plcl. (8)
Here p =( pl,l∈L ) represents the price vector of the physical
links. Let
qe =
 
l∈L
plAle =
 
l∈L(e)
pl
be the price of an overlay link. Let
λe =
 
h∈H
µhFhe
be the application speciﬁed price. The interpretation of the
prices will vary in different applications depending on the
format of F.
Since the objective function of P1 is a strictly concave
function of x, there exist a unique maximizing solution in
Equation (7), say x∗, and Lagrange multipliers p∗ and µ∗,
which satisfy the following Karush-Kuhn-Tucker conditions.
∂L
∂xe
=0⇒
∀i,e ∈E i,
∂Ψi(xi)
∂xe
− (q∗
e + λ∗
e)=0⇒
U 
i(fi(x∗)) ·
∂fi
∂xe
−
1
κ
(x∗
e − be) − (q∗
e + λ∗
e)=0 ;
p∗(A · x∗ − c)=0
A · x∗ ≤ c (9)
F · x∗ = 0
∀l ∈L p∗
l ≥ 0.
To ﬁnd the unique solution to P1 in a decentralized fashion,
we can use either dual algorithms like [6], [12] or primal-
dual algorithms like [8], [15], [16]. Here, we consider primal-
dual algorithms, which solve convex programming problems
by computing the primal and dual variables simultaneously
and moving towards the saddle point at each step.
Let y = A · x =( yl),l ∈L , z = F · x =( zh),h ∈
{1,2,...,H} . Also, deﬁne (y)+
x for x ≥ 0 as follows
(y)+
x =
 
yi f x > 0
max(y,0) if x =0 . (10)The primal-dual algorithm is described in Fig. 4. Here,
∀e ∈E ˙ xe = ke(xe)(U 
i(fi(x)) ·
∂fi
∂xe
− 1
κ(xe − be) − (qe + λe)).
∀l ∈L ˙ pl = hl(pl)(yl − cl)+
pl.
∀h ∈H ˙ µh = mh(µh)(zh).
Fig. 4. Primal-Dual Algorithm .
ke(xe) > 0, hl(pl) > 0, and mh(µh) > 0 are non-
decreasing continuous functions. We can see that in this
algorithm, the dual variable pl is determined by the queuing
process at physical links. µh could be updated by overlay ﬂows
control algorithms at each overlay node by comparing its total
incoming ﬂow rate with total outgoing ﬂow rate. xe will be
updated by each ﬂow controller using the shared information
within its overlay (the aggregation function) and the feedback
price information from qe and λe. All those updates are fully
distributed like the updates discussed in [5], [6]. In addition,
we have the following theorem:
Theorem 3.1: The algorithm presented in Table 4 is glob-
ally asymptotically stable.
Proof: Please see appendix .
The global, asymptotic stability of the algorithm guarantees
that starting from any initial condition, the primal-dual algo-
rithm will converge to the unique solution of problem P1.I n
the next section, we will use overlay maximum ﬂow problem
as a case study to show a detailed protocol implementation of
the above algorithm.
IV. CASE STUDY:O VERLAY MAXIMUM FLOW
In this section, we use overlay maximum ﬂow as a case
study to illustrate how to apply the algorithms in Section III
to a speciﬁc problem. The overlay maximum ﬂow problem
was also studied in [11] to demonstrate the importance of
correlated link capacity constraints on overlay quality. We will
use the example in Fig.1 and Fig.2 to show the formulation
and the resulting algorithm design.
A. Overlay Maximum Flow Problem Formulation
We continue using the notation in Table I to formulate the
problem. We use his and hir to represent the sender and
receiver in each overlay Oi. Overlay maximum ﬂow problem
is to ﬁnd the maximum ﬂow rate between his and hir.
For each node in an overlay network, we have the following
ﬂow conservation constraints.
∀i,∀v ∈H ,v = hir,v = his
 
(u,v)∈Ei
xi
uv =
 
(v,w)∈Ei
xi
vw (11)
∀i,∀v ∈H ,h ir,
 
(hir,v)∈Ei
xi
rv =0 (12)
∀i,∀u ∈H ,h is,
 
(u,his)∈Ei
xi
us =0 . (13)
In this problem, ∀u,v ∈H ,x uv ≥ 0, so from equation (12)
and (13), we know that ∀hir,h is,v ∈H ,x i
rv =0 ,x i
vs =0 .
For simplicity, we remove such variables from x and remove
constraints in equation (12) and (13) as well. Let e =( u,v),
the ﬂow conservation constraints matrix F is:
Fi
he =



1 if h = v,h  = hir
−1 if h = u,h  = his
0 otherwise.
Then all the ﬂow conservation constraints can be written as
F·x = 0. We deﬁne the aggregation function fi for overlay
maximum ﬂow problem as
fi(x)=
 
(u,hir)∈Ei
xi
ur = Mi · x. (14)
Here, Mi is a 1 × E row vector where Mi(e)=1when
e =( u,hir), otherwise Mi(e)=0 . Then the objective of
optimal capacity sharing among multiple overlays is
n  
i=1
Ui(Mi · x).
We assume each overlay network has a strictly concave utility
function Ui.
In the physical network of Fig. 2(a), there are two overlay
networks (n =2 ). The total number of overlay nodes is 10
(H =1 0 ), and there are six physical links (L =6 ). Assume
h1s = h11,h 1r = h15, h2s = h23,h 2r = h25. Then inequality
(4) becomes

   
 

0110001100
1000010100
0101001010
1110011000
0010101010
0011000111

   
 

·

 
     
    


x1
13
x1
32
x1
34
x1
25
x1
45
x2
31
x2
32
x2
14
x2
24
x2
45

 
     
    


≤

   
 

2
1
4
3
2
2

   
 

.
Matrix F in eqaution (5) becomes

    
     
  

0 0000 0 0 000
1 −1 −10 00 00 0 0
01 0−100 00 0 0
00 1 0−100 0 0 0
0 0000 0 0 000
0 0000 0 0 000
0 0000 1 0 −10 0
0 0000 0 1 0 −10
0 0000 0 0 11 −1
0 0000 0 0 000

    
     
  

.
In this example,
M1 =( 0001100000 )
f1(x)=x1
25 + x1
45.Also,
M2 =( 0000000001 )
f2(x)=x2
45.
Let qe =
 
l∈L(e)
pl, λe =
 
h∈Hi
µhFhe = µv − µu when
e =( u,v), assume ∀i,µhis =0 ,µ hir =0 .
B. Protocol Design and Implementation
With the preceding formulation, the overlay ﬂows control
for the overlay maximum ﬂow problem can be implemented
using the proximal minimization and primal-dual algorithm.
In this section, we describe the assumptions, measurements
and messages exchanged in implementing them in practice.
We focus on the requirements of the primal-dual algorithm.
First, we assume that a ﬂow rate xe is controlled and
adjusted by the end host, denoted as the ﬂow owner, Oe.T h e
ﬂow rate adaptation could be receiver based or sender based.
We use sender based approach similar to TCP: try and backoff
from the sender.
Since the algorithm is designed for overlay applications,
we make no assumptions on the knowledge of the physical
network. The end hosts do not know the physical topology and
capacity information, i.e., A and c in equation (1). Instead, the
overlays use natural accumulative path feedback metrics such
as queuing delay dynamics from the underlay network as an
indication of network congestion price. In particular, end hosts
measures the end to end delay of each virtual link periodically
and thus infer the queuing delay on it. This can be done in
a way similar to TCP Vegas [7] and FAST [10]. Note that
the information between the same pair of hosts can be shared
among different overlays who are using it. This can save the
measurement overhead.
We have two types of price: network price pl at each
physical link; node price µh at each overlay node, which
indicates the ﬂow conservation violation at that node. Each
ﬂow owner will try to send the trafﬁc at a certain rate and
then observe the resulting prices of those two. Then the ﬂow
owner will update the ﬂow rate based on the received prices
and current sending rate. The protocol is presented in Fig. 5.
C. Simulation Results
We implement the algorithm in Fig. 5 and study its effec-
tiveness by extensive simulations using example topologies in
Fig. 1 and Fig. 2 and topologies generated by the BRITE [17]
topology generator. Here we show the simulation results
for the two examples discussed in Section II-C. The utility
function we used in the simulation is u(x) = log(x) for all
users. The results are summarized as follows.
For the ﬁrst example in Section II, as we can see in Fig. 6,
the TCP ﬂow converges to its optimal throughput 1 within
5 seconds. O1 converges to its optimal maximum ﬂow rate
1 with 10 seconds. Because overlay ﬂows control need to
adjust the ﬂow rates on all of its links in a distributed manner,
it generally converges slower than point-to-point ﬂows. The
At time t =1 ,2,...
Link Price Update (by link l):
1. Receive ﬂow rate xe(t) from all overlay ﬂows e ∈E(l).
2. Update price:
pl(t +1 )=[ pl(t)+γ(
P
e∈E(l) xe(t) − cl)]
+.
3. Send pl(t +1 )to all overlay unicast ﬂows e ∈E(l)
. The above process is approximated by queuing process
at physical network.
The pl is the queuing delay at each physical link.
Node Price Update (by overlay node h):
1. Receive ﬂow rate xe(t) from all adjacent links in its session.
2.Update price:
µh(t +1 )=µh(t)+γ(
P
e=(u,h) xe(t) −
P
e=(h,v) xe(t)).
3. Send the updated price µh(t +1 )to the senders who is
connected to this node.
Flow Rate Adaptation
(by each overlay link e =( u,v)’s sender Oe):
1. Measure qe(t)=
P
l∈L(e) pl(t).
This is the end to end queuing delay at the overlay link e.
2. Receive node prices µh(t) from node u and v.
3. Receive the aggregated ﬂow rate Mi(x(t))
at the overlay receiver.
4. Calculate:
λe(t)=µv(t) − µu(t) .
5.Adjust rate:
xe(t +1 )=ke(xe(t))(U
 
i(Mi(x(t))) ·
∂fi
∂xe .
−
1
κ(xe(t) − be) − (qe(t)+λe(t))) .
6. Send xe(t +1 )to all links l ∈L (e) and all neighbors.
Fig. 5. Protocol for ﬁnding maximum-ﬂow in overlay networks.
time-varying values of the link prices and relay prices are
plotted in Fig. 6
For the second example, from Fig. 7, we can see both
overlays are able to converge to the system optimum with
maximum ﬂow rate 1 for each within 10 seconds. By using
an algorithm which considers other ﬂows in the network, both
overlays avoid the sub-optimal equilibria.
From these examples, we can see that the primal-dual algo-
rithm presented in Fig. 5 achieves optimality by requiring both
unicast ﬂows and overlay trafﬁc to cooperate. The algorithm
converges to the optimal rate starting from different initial
values. One could consider our proposed framework as a
generalization of protocol compliance requirements, such as
TCP friendliness. We also note that our framework solves
the system optimization problem effectively without requiring
explicit support from underlay routers.
We also study the convergence of the ﬂow rate in a dynamic
environment. In example 1, we add more TCP ﬂows between
node 2 and 5 at different time and observe the reaction of
TCP ﬂow 1. The result is shown in Fig. 8. We can see that
our algorithm can react to the network changes quickly. The
rate of TCP ﬂow 1 converges to the new optimal rate within
3 seconds when new members join in the physical network. 0
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Fig. 6. Simulation result for example 1.
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Fig. 8. Convergence of ﬂow rate in a dynamic environment.
V. RELATED WORK
Overlay networks have been used to improve reliability
(e.g., [18]) and provide better QoS support (e.g., [19]). As self-
organizing networks, they provide opportunities for end users
to explore all available resources in a network. Many overlay
algorithms have been proposed lately. However, they tend to
focus on designing protocols for a single overlay network
without considering sharing network resource with others.
The aggressive use of network resources by overlays raises
concerns to Internet users, designers and researchers. In a
recent work [3], Jiang et. al propose the concept of overlay
optimal routing, as a contrast to selﬁsh routing [20]. In par-
ticular, they study the “interactions” among multiple overlays.
They show that when overlays optimize for performance in
a selﬁsh manner, the resulting equilibrium is inefﬁcient and
unfair. Our work can be regarded as a study of what happens
when the overlay networks play by the rules; we show that
global optimality can be achieved if each overlay is well-
behaved and reacts to feedback from the physical network.
Co-existing overlays have also been studied recently by
Keralapura et al. in [4]. They investigate potential causes
of race conditions and oscillations. Overlapping routes and
periodic path probing processes are some of the causes.
Coordination among overlays could alleviate this problem. In
our study, we realize that overlays interact with each other at
saturated physical links. Thus congestion control can be used
to achieve the resource allocation goal and potentially help to
reduce oscillations.
Our work is also inspired by the study of correlations of
overlay links [11]. In particular, Zhu et al. show that even a
single overlay can beneﬁt from ﬁnding the correlation among
its links due to physical constraints, which means overlays
not only interact with each other at bottleneck links but also
have self-interference at those links. Our design addresses both
issues.
Optimization based rate control (e.g., [21], [6], [7], [22])
provides us a powerful tool to solve system optimization
problem in an efﬁcient and distributed way. In our model,
each overlay network is a user, which extends the traditional
ﬂow based formulation.VI. CONCLUSION
In this paper, we study optimal capacity sharing of multiple
overlays when each overlay network maximizes its own utility
function. We ﬁrst show that using traditional ﬂow-level rate
control may not achieve system-wide optimality. Then we
provide a framework to solve the problem systematically. We
use congestion control mechanisms to allocate resources so
that overlays can interact with other adaptive trafﬁc, generated
by unicast TCP ﬂows or other overlays, in a friendly way.
We generalize traditional point-to-point congestion control
mechanisms to work in multi-point, multi-overlay settings.
We then use our proposed framework to study the overlay
maximum ﬂow problem and provide simulation results to
show the effectiveness of our distributed algorithm. We hope
this work can lead to further discussions on how to model
and control the interactions among overlays, before overlay
networks gain further traction in the Internet.
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APPENDIX
PROOF OF THE STABILITY OF PRIMAL-DUAL ALGORITHM
Proof: We prove the stability of the primal-dual algo-
rithm in Table 4 by using Lyapunov stability theory. For more
details on this, we refer interested readers to [8, Section 3.10].
Let’s assume the unique solution of the optimization problem
P1 is (x∗,p∗,µ∗). It’s easy to verify that it is an equilibrium
point of the primal-dual algorithm. We now prove that this
point is globally asymptotically stable. We will construct a
continuously differentiable function V (x,p,µ) such that
V (x,p,µ) > 0,∀ (x,p,µ)  =( x∗,p ∗,µ ∗),
and also
˙ V (x,p,µ) ≤ 0,∀ (x,p,µ) (15)
˙ V (x,p,µ) < 0,∀ (x,p,µ)  =( x∗,p ∗,µ ∗) (16)
V (x,p,µ) →∞ ,when (x,p,µ) →∞ . (17)
Consider the following function as a candidate for the
Lyapunov function:
V (x,p,µ)=
n  
i=1
 
e∈Ei
  xe
x∗
e
1
ke(α)
(α − x∗
e)dα
+
 
l∈L
  pl
p∗
l
1
hl(β)
(β − p∗
l )dβ
+
 
h∈H
  µh
µ∗
h
1
mh(γ)
(γ − µ∗
h)dγ. (18)
Note that V (x∗,p ∗,µ ∗)=0 . Since ke(α) > 0, when xe  =
x∗
e,w eh a v et h ef o l l o w i n g
  xe
x∗
e
1
ke(α)
(α − x∗
e)dα > 0.
This argument can be extended to other terms as well. So
when (x,p,µ)  =( x∗,p∗,µ∗),w eh a v eV (x,p,µ) > 0 and
unbounded when  (x,p,µ) →∞ . We only need to show
Eq. 15 and Eq. 16 are true.
Now, using the primal-dual algorithm in Table 4, we have
˙ V =
n  
i=1
 
e∈Ei
(
∂Ψi(x)
∂xe
− qe − λe) · (xe − x∗
e)
+
 
l∈L
(pl − p∗
l )(yl − cl)+
pl
+
 
h∈H
(µh − µ∗
h) · zh. (19)
Note that
(pl − p∗
l )(yl − cl)+
pl ≤ (pl − p∗
l )(yl − cl). (20)
This is true because the inequality is an equality if either pl >
0 or yl −cl > 0. When pl =0and y−cl ≤ 0, (yl −cl)+
pl =0
and since p∗
l ≥ 0, 0 ≤ (pl − p∗
l )(yl − cl).
Therefore,
˙ V ≤
n  
i=1
 
e∈Ei
(
∂Ψi(x)
∂xe
− qe − λe) · (xe − x∗
e)
+
 
l∈L
(pl − p∗
l )(yl − cl)
+
 
h∈H
(µh − µ∗
h) · zh
=
n  
i=1
 
e∈Ei
(
∂Ψi(x)
∂xe
− q∗
e − λ∗
e) · (xe − x∗
e)
+
 
l∈L
(pl − p∗
l )(y∗
l − cl)
+
 
h∈H
(µh − µ∗
h) · z∗
h
+
n  
i=1
 
e∈Ei
(−qe − λe + q∗
e + λ∗
e) · (xe − x∗
e)
+
 
l∈L
(pl − p∗
l )(yl − y∗
l )
+
 
h∈H
(µh − µ∗
h) · (zh − z∗
h). (21)
From the Karush-Kuhn-Tucker conditions in Eq. 9, we have
˙ V ≤
n  
i=1
 
e∈Ei
(
∂Ψi(x)
∂xe
−
∂Ψi(x∗)
∂xe
) · (xe − x∗
e)
+
 
l∈L
pl(y∗
l − cl)+0
−
n  
i=1
 
e∈Ei
(qe − q∗
e) · (xe − x∗
e)−
n  
i=1
 
e∈Ei
(λe − λ∗
e) · (xe − x∗
e)
+
 
l∈L
(pl − p∗
l )(yl − y∗
l )
+
 
h∈H
(µh − µ∗
h) · (zh − z∗
h) (22)
For qe,x e,y l,λ e,p l,µ h,z h, we have the following relationship
qe =
 
l∈L
plAle =
 
l∈L(e)
pl
yl =
 
e∈E
Alexe =
n  
i=1
 
e∈Ei
Alexe
λe =
 
h∈H
µhFhe
zh =
 
e∈E
Fhexe =
n  
i=1
 
e∈Ei
Fhexe.
So
n  
i=1
 
e∈Ei
qe · xe =
n  
i=1
 
e∈Ei
 
l∈L
plAlexe
=
 
l∈L
pl
n  
i=1
 
e∈Ei
Alexe =
 
l∈L
plyl.
(23)
n  
i=1
 
e∈Ei
λe · xe =
n  
i=1
 
e∈Ei
 
h∈H
µhFhexe
=
 
h∈H
µh
n  
i=1
 
e∈Ei
Fhexe =
 
h∈H
µhzh.
(24)
With the above equations, Eq. 22 becomes
˙ V ≤
n  
i=1
 
e∈Ei
(
∂Ψi(x)
∂xe
−
∂Ψi(x∗)
∂xe
) · (xe − x∗
e)
+
 
l∈L
pl(y∗
l − cl). (25)
Because of the strict concavity of Ψi(x), when xe ↑,
∂Ψi(x)
∂xe ↓.
So
˙ V ≤
 
l∈L
pl(y∗
l − cl), (26)
with equality if and only if x = x∗.S oi tf o l l o w st h a t ˙ V ≤ 0
for all pl ≥ 0 since y∗
l − cl ≤ 0. Further, ˙ V =0only when
x = x∗ and for each link l, either pl = p∗
l or y∗
l = cl. Thus,
it follows by the theory of Lyapunov stability theory that the
primal-dual algorithm is globally asymptotically stable.
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