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Abstract-A parallel monotone iterative relaxation method for a class of two-dimensional dis 
Crete boundary value problems is established, and the sequence of iter+ions is shown to converge 
monotonically either from above or below to a solution of the problem. This monotone convergence 
result yields a parallel computational algorithm BS well as an existenmcomparison result for the 
solutions. To compute the sequence of iterations, the Thomas algorithm can be used in the same 
fashion as for one-dimensional problem. The existence and comparison results of the upper and lower 
solutions are given. The local ss well as global existence-uniqueness of the solution are obtained. The 
global convergence of the iterations is investigated, and the influence of the parameters on the rate of 
convergence of the iterations is analyzed. Numerical results are given to corroborate the analytical 
results. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let S be a net in the lattice plane 
{(i,j) 1 i,j are itegers}, 
and let 83 be its exterior boundary. For the definitions of the net and its exterior boundary, one 
can see [l]. Consider the discrete boundary value problem 
-Du(i, j) + f(i, j, u(i, j)) = 0, (i,j> E s, 
u(i,j) = 0, (43 E 8% (1.1) 
where real function f (i, j, u) is assumed to be continuous on S x R, and D is the discrete Laplacian 
operator defined by 
Du(i, j) .= u(i + 1,j) + u(i - 1, j) + u(i, j + 1) + u(i, j - 1) - 4u(i, j), (i, j) E S. 
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There are a number of studies about the discrete boundary value problem in recent years; e.g., 
see [l-14]. In [l], Cheng and Lin established an existence-uniqueness result of the solution for 
problem (1.1) by using a standard contraction mapping theorem and the relationship between 
problem (1.1) and its associated linear eigenvalue problem. In [9], Zhuang et al. developed a 
monotone iterative method and gave an existence criterion of solutions for problem (1.1). A 
novelty of the monotone iterative method is the monotone property of the iterative sequences 
which leads to an existence-comparison result as well as the upper and lower bounds of the 
solutions in each iteration. The comparison result gives an ordering relation between the maximal 
and minimal solutions, which is useful for proving the uniqueness of the solution. 
For problem (l.l), a major concern is to obtain a reliable and efficient computational algorithm 
for computing the solution. The monotone iteration process given in [9] yields a computational 
algorithm for the solutions of problem (1.1). However, it is by serial Picard method, and so it 
involves a linear two-point discrete boundary value problem in each iteration, which by itself 
often requires an iterative scheme when the problem is large scale. This gives additional com- 
plications and brings inconvenience for the numerical computations. On the other hand, the 
serial method often costs much computational works and causes heavy corresponding store. To 
overcome this problem, the multiprocessor system provides for us a forceful tool. Thus, we were 
motivated to develop a parallel iterative method for problem (1.1). This paper is to report our 
works in this effort. In this paper, we develop a parallel iterative method while maintaining the 
monotone property of the iterative sequences. Besides its strong parallel computational func- 
tion and the monotone property of the sequences, a basic advantage of this method is that the 
Thomas algorithm can be used to compute the sequence of iterations in the same fashion as for a 
one-dimensional problem. Therefore, it avoids the inner iteration in each iteration, which is often 
required in the method of Zhuang et al. [9]. This gives a practical advantage in the computation 
of numerical solutions. In addition, since we introduce two relaxation parameters in the method, 
the convergence rate can be accelerated by adjusting these two parameters. 
Without loss of generality, from now on, we assume that S = A, which is defined by 
h={(i,j) ]i=1,2 ,..., Ni-1; j=1,2 ,..., Nz-l}, 
where Ni, Nz 1 2 are two given positive integers. For this case, 
aA={(i,j)]i=O,Ni; j=1,2 ,..., Nz-l}U{(i,j)]i=1,2 ,..., Ni-1; j=O,Nz}. 
Let A = A U 8A. More generally, we will turn to the following discrete boundary value problem: 
Wi, 3 + 0% j, u(i, j)) = 0, (i,d E 4 
u(i,j> = Q&j, (6 j) E aA, 
0.2) 
where oi,j are known constants in R and 
Lu(i, j) = Ui,jU(i, j) - bi,jU(i - 1,j) - biju(i + 1, j) - Ci,jU(i, j - 1) - c:,ju(i, j + 1) 
with the coefficients satisfying the following condition: 
bi,j > 0, b:~j > 0, 
Ci,j > O, C~,j > 0, (i, j) E A. (1.3) 
ai,j 2 b,,j + b$,j + ci,j + ci,j, 
The motivation to consider problem (1.2) comes from the fact that it usually results from the dis- 
cretization of many partial differential equations with variable coefficients by the finite difference 
or the finite element methods. 
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The rest of the paper is as follows. In Section 2, we introduce the concepts of the upper 
and lower solutions of (l-2), and then we give a comparison result as well as an existence result 
for the upper and lower solutions. These results are further development and completion of 
the corresponding results in [9]. A global existence-uniqueness result for the solution of (1.2) is 
also given in this section. In Section 3, a parallel monotone iterative relaxation method using 
the upper and lower solutions as the initial iterations is established for (1.2), and the sequence 
of iterations is shown to converge monotonically either from above or from below to a solution 
of (1.2) under a low regularity condition on f. In the end of this section, we investigate the global 
convergence of the iterations. Section 4 is devoted to analyzing the influence of the parameters 
on the rate of convergence of the iterations. Finally, in Section 5, we give some numerical results 
which further corroborate the analytical results. 
2. UPPER AND LOWER SOLUTIONS 
Let S denote the set of all real functions defined on A. We begin with the concepts of the 
upper and lower solutions of (1.2). 
DEFINITION 2.1. A function 5 E S is called an upper solution of (1.2) if 
and 14 E S is called a lower solution of (1.2) if 
We say that the upper solution fl and the lower solution u are ordered if ii(i, j) 2 g(i, j) in A. 
It is obvious that every solution of (1.2) is an upper solution as well as a lower solution of it. 
Given U, ZJ, and w in S, we say that w E [u,~] if u(i, j) I w(i, j) I v(i, j) in ii. 
For the theoretical analysis, we introduce some terminologies. An n x n real matrix A = (ai,j) 
is called a monotone matrix if AZ 2 0 implies 2 2 0 for all 2 E R” (e.g., see [15,16]). A 
necessary and sufficient condition for the monotonicity of an n x n real matrix A is the existence 
of the inverse A-’ 2 0 (e.g., see [15,16]). A n n x n real matrix A = (ai,j) is called an M-matrix 
if oi,j 5 0 for all i # j and there exists the inverse A-’ 2 0 (e.g., see [17]). 
LEMMA 2.1. (See [Ml). Let I be the n x n identity matrix, and assume that the matrix B 2 0. 
Then (I - B)-’ exists and is nonnegative if and only if p(B) < 1, where p(.) denotes the spectral 
radius of the corresponding matrix. 
LEMMA 2.2. (See 1191). Let A be an M-matrix. Then there exists a diagonal matrix E > 0 such 
that the matrix EAE-1 is strictly diagonally dominant. 
From now on, we let I denote the identity matrix, and define tridiagonal matrices A, (j = 
1,2,..., Nz - 1) and block tridiagonal matrix A as 
Aj = 
-bN1-2,j aNI-2,j -b’N,-2,j 
-bNl-l,j aN1-l,j 
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Al -C; 
-C, AZ -C; 
. . *. . . 
. . *. . . 
-CN:-2 AN,-2 -Ch2-2 
-c,,-1 AN=-I 
where 
Cj=diitg(cl,j,...,cNl-l,j), j=2,3 ,...,Nz--1, 
Ci = diag (c:,~, . . . ) c~l--l,j) , j=1,2 ,..., N2-2. 
It is clear from condition (1.3) that for each j, Aj is a real, irreducibly diagonally dominant matrix, 
and the same is true for A. Hence, the inverse matrices A;’ and A-’ exist and are nonnegative 
(see [17]). This property ensures that p(Aj) and p(d) are the respective real eigenvalues of A;’ 
and A-’ (see [19]). So, both Aj and A have at least one real eigenvahre. Let ej and p be 
the respective smallest real eigenvalues of Aj and A. Since for any nonnegative real diagonal 
matrix Dj the inverse matrices (Aj + Dj)-l (j = 1,2,. . . , Ns - 1) and (A + D)-l exist and are 
nonnegative where 2) = diag(Di, . . . , DN~-~), we have that both pj and ~1 are positive. In terms - 
of ~~ and 44, we have the following two positive lemmas. 
LEMMA 2.3. Let u E S and for some fixed j = 1,2,. . . , N2 - 1, 
Ui,jU(i,j) - bi,jU(i - 1,j) -b:,jU(i + l,j) + M(i,j)U(i,j) 2 0, i=1,2 ,..., Nl-1, 
407.i) 2 0, +l,j) > 0, 
(2.3) 
where M E S. Let Mj = minl<i<N,-1 M(i,j). If uj > -kj, then u(i,j) 2 0 for al i = -- 
1,2 ,..., Ni-1. 
PROOF. Let Uj, Gj E RNlel, such that 
Uj = (~(1, j), . . . , WI - l,j))T, Gj = (h,j4O,j),O, * * - rO>bkl-l,j~(Nl,.i))T 7 
and Dj = diag(M(l,j), . . . , M(Nl - 1,j)). Then (2.3) can be written in the form 
(Aj +Dj)Uj L Gj, 
40,j) 10, +G,j) 2 0. 
Therefore, we get 
(Aj + Dj)Uj 10. (2.4) 
It suffices to show that A, + Dj is monotone provided I& > -kj. Let Zj = maxI<;<&-1 M(i, j) -- 
and 6j > max(O,Mj). Then 0 < SjI - Dj < (Sj - Mj)I. Set ,$ = Aj + bjI. We have that the 
inverse A;’ exists and a?’ 2 0. Next we write 
Aj + Dj = Aj (I - A,‘(hjI - Dj)) . (2.5) 
Since 0 5 Ay’(Sjl - Dj) 5 (Sj - &)A;‘, we have p(Ajl(Sjl - Dj)) 5 (& - &)p(ii;‘) 
(see [18]). On the other hand, the nonnegative property of A;’ ensures that p(Ay’) is a real 
eigenvalue of A;’ (see [19]). This implies that there exists a real eigenvalue pj of Aj such that 
p(Ay’) = (Sj + /+j)-‘, and SO 
The last inequality in the above relation comes from iVj > -kj. So from Lemma 2.1, I - 
A?l(bjI - Dj) is monotone. Also, the product of two monotone matrices is still monotone. 
Hence, we obtain from (2.5) that the matrix Aj + Dj is monotone provided iWi > -kj. This 
proves the lemma. 
Similarly, we have the following lemma. 
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LEMMA 2.4. Let u E S such that 
Lu(i,j) + M(i,j)u(i,j) 2 0, (4.9 E 4 
u(i, j) 10, (i>d E 84 
where M E S. Set u = min(i,j)eh M(i,j). IfIbJ > -I, then u(i,j) 2 0 in A. 
REMARK 2.1. Let Dj = diag(M(l,j), . . . , M(Nl - l,j)), j = 1,2,. . . , Ns - 1. In the proof 
of Lemma 2.3, we know that the matrix Aj + Dj is monotone provided i$ > -Ed, where 
I& = minr<i<N,-i M(i,j). Similarly, the matrix A + 2, is monotone provided JJ > 14, where -- 
2) = diag(Dr,. . . , DN*-~) and & = min(i,j)EA M(i,j). 
REMARK 2.2. Let M, g E S. Lemma 2.3 implies that for fixed j = 1,2, . . . , Ns - 1, the linear 
boundary value problem 
~~,~u(i,j) - ZJ~,~U(~ - 1,j) - b&u(i + 1,j) + M(i,j)~(i,j) = g(i,j), i=1,2 ,.“) Ni-1, 
44j) = UO,jr u(Nl,j) = ‘zLNl,j, 
is unique solvable provided i& > -Ed where & = mini<i<i\rl-l M(i, j). Similarly, Lemma 2.4 -- 
ensures that the linear boundary value problem 
is unique solvable provided M > -cl where M = min(i,j)Eh M(i, j). 
Next, we give an existence result for the upper and lower solutions of (1.2). 
THEOREM 2.1. Assume that there exists a constant @ such that 
f(i,j,u(i,j)) - fG,.k4~,$) L M(u(i,j) -u’(d), (Cd E A, w-3) 
whenever u(i, j) 2 u’(i, j) in A. Then (1.2) has at least a pair of ordered upper and lower solutions 
provided u > --CL. - 
PROOF. Let u E S such that w(i, j) = ai,j on aA and w E S be the solution of the following 
linear boundary value problem: 
Jwi,.d +n/rw(i,j) = pJ + f(i,j,4i,j))l, (i,d E 4 
w(i,j) = 0, (i, j) E ah. (2.7) 
Since M > ---II, we have from Remark 2.2 and Lemma 2.4 that (2.7) has the unique solution 
w E S and w(i, j) 2 0 in A. Set C(i, j) = v(i, j) + w(i, j). Then G(i, j) = oi,j on i3A and for 
(i,j) E 4 
Wi,j) + f (i,if4i,j)) = Wi,l) + P(i,j) + f(i,j,4i,j))l - Mw(i,j) + f (i,j,f4i,j)) 
1 f (4 j, C(i,j)) - f(4.h 46 j)) - Mw(i, j) L 0. 
Thus, 2~ is an upper solution of (1.2). Similarly, g(i, j) = v(i, j) - w(i, j) is a lower solution 
of (1.2). It is clear that ti(i, j) 2 ~(i, j) in A. This completes the proof. 
The following theorem gives a comparison result of the upper and lower solutions of (1.2), 
which is useful for proving the uniqueness of the solution. 
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THEOREM 2.2. Let G, g be a pair of upper and lower solutions of (1.2). In addition, there exist 
two constants M and v such that, for all (i, j) E A, 
M(44j) -u’(i,j)) I f(i,j,~(i,j))-f(i,j,u’(i,j)) L~(u(i,j) -u’(i,.i)), (2.8) 
whenever min(z(i,j),C(i,j)) 5 ~‘(i,j) I ~(i,j) < max(g(i,j),C(i,j)) in A. If M > -I, then 
fi(i,j) 2 g(i, j) in A. 
PROOF. Let w(i, j) = E(i, j) -u(i, j). W e h ave from the definitions of upper and lower solutions 
that 
Wi,j) + f(i,j,qi,j)) - f(i,.&zl(i,j)) 2 0, (4.3 E A, 
w(4.i) 2 0, (i, j) E &I. (2.9) 
Let v(i, j) = max(u(i, j), C(i, j)). By (2.8), 
f(i,j,E(i,j)) - f(i,j,~(i,j)) 5 (x-&M) (w(i,j) - fi(4j)) +Mw(i,j). 
By introducing w+(i, j) = max(O, w(i,j)) and w-(i, j) = w(i, j) - w+(i, j), we have from (2.9) 
that 
Let 
Lw(i, j) + TTw(i, j) > (IV -Ad) w-(i, j), (i,j) E A, 
~(4 j) 2 0, (i, j) E dh. 
(2.10) 
w = (w(1, l), . . . ,W(Nl - l,l),w(l, 2), . . . ,W(Nl - 1,2), . . . ,w(l, Nz - l), 
. . . > WV% - 1, N2 - l)JT, 
w- = (w-(1, l), . . . ,w-(Nl - 1,1),w-(1,2), . . . ,w-(N1 - 1,2), . . . ,w-(1, N2 - l), 
. . . I w-(N1- 1, N2 - l))T. 
We can express (2.10) in the form 
(d+~I)W2@44)W-+G, 
~(4 j) 2 0, (id E 84 
where G 2 0 is the vector associated with the boundary condition. Since J@ > -I, we have from 
Remark 2.1 that (d +x1)-’ > 0, and so 
W 2 (M-M) (d+M1)-‘W-. (2.11) 
Since A + MI is an M-matrix provided M > -E, we have from Lemma 2.2 that there exists 
a diagonal matrix E > 0 such that E(d + AJI)E-l is strictly diagonally dominant. Then for 
e= (l,... , l)T E RN where N = (Nl- 1) x (N2 -l), (g--M)e < E(d+MI)E-le. This leads 
to 
)I(R-~)~(d+MI)-'E-'II,< 1, 
which implies 
p((h14)E(d+~I)-1E-1)< 1. (2.12) 
From (2.11), we have EW- 2 (x -M)E(d +=I)-‘E-‘EW- or 
(1-(76@E(d+~1)-1E-1)EW- 20. 
By Lemma 2.1 and (2.12), we get the monotonicity of I - (z - M)E(d + zl)-lE-l and so 
EW- 2 0. This implies that W- 2 0 or ~(i, j) 2 ~(i, j) in A. The proof is completed. 
REMARK 2.3. The results in Theorems 2.1 and 2.2 are further completion and development of the 
corresponding results in [9] w h ere some stronger conditions, such as the nondecreaaing property 
of f(i, j, U) on U, were imposed on f. 
In terms of the upper and lower solutions of (1.2), the following theorem gives existence criteria 
for the solution of (1.2). 
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THEOREM 2.3. Let G and 3 be a pair of ordered upper and lower solutions of (1.2). Then there 
exists a solution u of (1.2) such that 2 5 u 5 E in A. 
PROOF. The proof of the theorem is similar as that of Theorem 4.1 in [9] and is omitted. 
Applying the results in Theorem 2.1, 2.3, and 2.2, we have the following global uniqueness of 
the solution for (1.2). 
THEOREM 2.4. Assume that there exist two constants M and Z such that a > -p and for a1 - 
(4 A E A, 
M(u(i,j)-u’(Q)) if(i,j,u(i,j))-f(i,j,u’(i,j)) Lm4,.+-‘ll’@,j))~ 
whenever u(i, j) 2 u’(i, j) in A. Then problem (1.2) has a unique solution in S. 
PROOF. Theorem 2.1 ensures that problem (1.2) has a pair of ordered upper and lower solutions. 
Applying Theorem 2.3, we get the existence of solutions of problem (1.2). Since every solution of 
problem (1.2) is an upper solution as well as a lower solution of it, using the comparison result 
in Theorem 2.2 we obtain the uniqueness of the solution of problem (1.2). 
REMARK 2.4. In the special case of the linear function f(i, j, u) = Mu+g(i, j), the corresponding 
problem (1.2) becomes 
Lu(i, j) + Mu(i, j) + s(i, j) = 0, (4 j) E 4 
u(i,j) = ai,j, (i, j) E 8A. 
(2.13) 
Since (2.13) has the unique solution when a > -CL and it has either no or an infinite number 
of solutions when M = -k, we see that the uniqu&ess result in Theorem 2.4 cannot be much 
improved without additional conditions on f ( . , . , u). 
3. PARALLEL MONOTONE 
ITERATIVE RELAXATION METHOD 
In this section, we establish a parallel monotone iterative relaxation method. To do this, 
we assume that the multiprocessor system is made up of p processors and there is a positive. 
integerqsuchthatN2=pxq+l. Letji,...,jNz-i be a permutation of the positive integers 
1,2,. . . ) Nz - 1; that is, there is an integral function z such that z(k) = j,, Ic = 1,2,. . . , & - 1. 
Set 
3 = {z((l - l>n + I), z((l - l)q + 21, * *. ,4k7)}, 1= 1,2 ,...) p. 
It is clear that UE,L7; = {1,2,. . . ,Ns - 1) without overlapping each other. Baaed on this 
decomposition, problem (1.2) can be written in the form 
Lu(i,j)+f(i,j,u(i,j)) =O, i = 1,2,... ,N - 1; j E 3, 
u(i, j) = aid, i =O,Nl; j EJL (3.1) 
442 = ~i,j, i = 1,2,.. .,Nl-1; j=O,&, 1=1,2 ,..., p. 
For convenience, we define 
& = {4(l - l)q + I), z((l - l)q + 3,. . . , z((l - l)q + k)} , 1=1,2 )...) p; k=1,2 ,..., q, 
&J = 4 (null set), 1= 1,2 ,..., p, 
and 
Tu(‘1, j) = a;,+(i, j) - bi,ju(i - 1, j) - biju(i + 1, j), 
Now we consider the following parallel iterative relaxation method, 
(i, j) E A. 
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METHOD. For each k = 1,2,. . . , q, concurrentJycompute2L(m+‘)(i, z((Z-l)q+k)) (I = 1,2,. . . ,p) 
as foJJows: 
.S, k) = 4(l- l)q + k), 
dm+‘)(i, j(Z, k)) = (1 - r)u(“‘(i,j(Z, k)) + rG(“+‘)(i,j(Z, k)), i=l,...,Jvr-1, 
~(m+l)(i,.$, k)) = cwvc), i = O,Nl, 
(3.2a) 
&+l)(i,O) = c?~,O, lP+qi, N2) = a+$, i=1,2 ,...,&-1, 
where G(“+l)(i,j(Z, k)) (i = O,l,. . . , Ni) satisfy 
Td”+‘)(i,j(Z, k)) + M*(i,j(Z, k))fi@+‘)(i,j(Z, k)) 
= w@+‘)(i,j(Z, k)) + M*(i,j(Z, k))u@)(i,j(Z, k)) 
- f(i,.$, k), ~(‘%,.Y’(~, k))), i=1,2 ,..., IVi-1, 
~i(“+lk.?(L k)) = ~i,j(l,le), i = O,Nl, 
(3.2b) 
withfori=1,2 ,..., JVi-1, 
w(m+‘)(i,.i(L k)) = ci,j(l,k) dm+‘)(i,j(Z, k) - 1) + c&(~,~)v cm+‘)(i,j(Z, k) + l), (3.2~) 
and 
(1 - w)~(~)(i,j(Z, k) - 1) + wu(m+l)(i,j(Z, k) - l), 
z@+‘)(i,j(Z, k) - 1) = ifforsomeZ’:l<Z’Ip, j(Z,k)-lE,%,k--l, 
&)(i,j(Z, k) - l), otherwise, 
(1 - ~)u(~)(i, j(Z, k) + 1) + wu(m+l)(i,j(Z, k) + l), 
(3.2d) 
v(“+‘)(i,j(Z, k) + 1) = ifforsomeZ’:l<Z’<p, j(Z,k)+lE&,k--l, 
+)(i,j(Z, k) + l), otherwise. 
Here, M* E S denotes some function specified later and T E (0, +co), w E [0, +oo) are called 
relaxation parameters. 
With the help of Remark 2.2, the above iteration is well defined provided that for all j = 
1,2 I’..) Jvs-1, 
where A4; = rnini<i<N,-r M*(i, j). Evidently, when p > 1 this method is of strong parallel -- 
computation function because for each 1 = 1,2,. . . ,p, u(m+l)(i, j(Z, k)) can be correspondingly 
calculated on the Zth processor of a multiprocessor made up of p processors, and for different 1 the 
computations of ~(~+l)(i,j(Z, k)) are thoroughly independent. Moreover, considerable savings are 
possible since the computational tasks and the corresponding stores are equivalently distributed 
among the p processors. In addition, the convergence rate of the method can be accelerated by 
suitably choosing the relaxation parameters T and w. On the other hand, in the determination 
of the sequence it is only needed to solve a one-dimensional linear twopoint discrete boundary 
value problem. To do this, the Thomas algorithm can be used in the same fashion as. for the 
one-dimensional problem. This implies that this method avoids the inner iteration in the each 
iteration, which is often required in the method of [9]. H ence, it is easier to handle in the practical 
computations. 
Next, we focus our attentions on the monotone convergence of method (3.2). 
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THEOREM 3.1. Let ti, 2 be a pair of ordered upper and lower solutions of (1.2). In addition, 
there, exists A4 E S such that 
whenever g(i, j) 5 u’(i, j) 5 u(i, j) 5 G(i, j) in A. Set i& = rninr<ilNl-r M(i, j). If Ali > -ej 
foralij = 1,2,... , Nz - 1, then two sequences {u -cm) (i, j)} and {g(“)(i, j)} defined by the iterative 
method (3.2) with the parameters M*(i, j) = M(i, j), T E (O,l], w E [O,l], and the respective 
initial values U(O)(i, j) = u(i, j) and g(‘)(i, j) = u(i, j), converge monotonically to the solutions 
C*(i, j) and g*(i, j) of (1.2), respectively Besides, for all m 2 0 and (i, j) E A, 
gcm)(i, j) 5 g("+l)(i, j) 2 g*(i,j) < ti*(i, j) 5 dm+l)(i, j) < dm)(i j) 7 7 (3.4) 
and for any solution u* of (1.2) in [g, ii], we have u* E [g*, c*]. If in addition, there exists the 
constant M such that JJ > -p and - . 
f(i, j, 44 3) - f(i, j, u’(i, $1 2 M (44 j) - u’(C $1 , (4 j) E A, (3.5) 
whenever g(i, j) 5 u’(i, j) 5 u(i, j) 5 a(i, j) in A, then g*(i, j) = G*(i, j) in ii and is the unique 
solution of (1.2) in [g, ii]. 
PROOF. We denote the sequences {C(“)(i,j)}, {wtm)(i,j)}, and {v(“)(i,j)} from (3.2) by 
{e’-‘(i, j)}, {&“)(i, j)}, and {fi(m)(i, j)} if u(O)(i, j) = G(i, j), and by {C’“‘(i,j)}, {g(“)(i,j)}, 
and {v(“)(i, j)} if u(O)(i, j) = g(‘i, j). 
First, we prove that, for all (i, j) E A, 
gcm)(i, j) < g(“+l)(i, j) < ii(“+l)(i, j) 5 ii( m = 0, 1,2, . . . . (3.6) 
Due to the boundary conditions, (3.6) holds for all j = 0, Nz and i = 1,2,. . . , Nl - 1. It suffices 
to show that for all lc = 1,2,. . . , q, 1 = 1,2,. . . ,p, and i = 0, 1,2,. . . , Nr, 
!P%j(4 k)) 5 14 (m+l!(i, j(l, k)) 5 iii(m+l)(i, j(l, k)) 5 ii(“)(i, j(l,k)), m = O,l, 2,. . . . (3.7) 
To do this, we use induction. By (3.2d) and (3.2c), 
a(l)(i,jU, 1)) = Q,j(l,l) iSO)(i, j(l, 1) - 1) + c:,jCl,ljC(o)(i, j(E, 1) + l), 
zP(i,j(k 1)) = ci,j(~,1)d”)(i,j(4 1) - 1) + c:,j(l,lp(o)(i,j(l, 1) + l), 
wherei=1,2,..., Nl--land1=1,2,.. . , p. In view of (3.2b), (3.3), and Definition 2.1, 
T (fi(‘)(i, j(l, 1)) - G”‘(i, j(l, 1))) + M(i,j(l, 1)) (G(‘)(i, j(Z, 1)) - B”‘(i, j(2,l))) 2 6, 
T (@)(i, j(l, 1)) - g(‘)(i, j(l, 1))) + M(i, j(l, 1)) ($)(i, j(l, 1)) - g(‘)(i, j(l, 1))) 2 0, 
T (;“‘(i, j(l, 1)) - g(‘)(i, j(Z, 1))) + M(i, j(l, 1)) (G(‘)(i, j(Z, 1)) - g(‘)(i, j(l, 1))) 2 0, 
where i = 1,2,. . . , Nr - 1 and 1 = 1,2,... ,p. By Lemma 2.3, the above conclusions and the 
boundary conditions imply that 
g(O)(i, j(l, 1)) 5 g(l)(i, j(l, 1)) 5 E’l’(i, j(Z, 1)) 5 C(O)(i, j(l, l)), 
and so from (3.2a), 
d”)(i,j(4 1)) 5 u 0) i, I, 1 ( 3( 1) _ < ti(l)(i,j(l, 1)) I G(O)(i,j(l, l)), (3.8) 
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where i = 0, 1,2,. . . , Ni - 1,Ni and 1 = 1,2,... ,p. Assume, by induction, that for all I = 
1,2 )..., p,i=o,1,2 )..., Ni,andl<k<k’-1(2<k’<q), 
tJO)(i,j(l, k)) 5 @(i,j(Z, k)) 5 dl)(i,j(Z, k)) 5 dO)(i,j(Z, k)). (3.9) 
By (3.2d) and (3.9), 
z(l) (i,j (1, k’) - 1) > @)(i,j(Z, k’) - l), g(l) (i,j (Z,k’) + 1) > ~(e)(i,j(Z,k’) + l), 
and so by (3.2c), 
w(l) (i,j (1, k’)) 2 Ci,j(l,V)l4 (“)(i,j(l, k’) - 1) + c;,j(l,#)Y co) (i, j (1, k’) + 1) . 
Similarly, by (3.2d) and (3.9), 
21(l) (i,j (1, k’) - 1 - 1 < #) (i,j (I, k’) - 1) 5 u(O) (i,j (1, k’) - 1) , 
g(l) (i,j (Z, k’) + 1) 5 V 
(1) (i II (z k ) + 1) _ 
) ) ’ < u(O) (i,j (I, k’) + 1) ) 
and so by (3.2c), 
w(l) (i,j (1, k’)) 5 w 0) (i, j (1, k’)) 
I Ci,j(p)do) (i, j (I, k’) - 1) + c:: j(l ,,j@ (i, j (I, k’) + 1) . > I 
Based on the above conclusions, a similar argument as that for (3.8) leads to that (3.9) holds also 
for k = k’. It follows from the principle of induction that for ah 1 = 1,2,. . . ,p, k = 1,2,. . . , q, 
and i = 0, 1,2, . . . , Ni, 
d”‘WW) _ _ ( ,J( 7 1) _ < @) i 1 k < pi 1 k < -co) 1 k (%,A 7 )I - ‘1~ (%,A > I), 
which shows that (3.7) is true for m = 0. 
Assume that (3.7) is true for some m’ 2 0. By (3.2d) and (3.2c), 
dm’+2) (i, j(Z, 1)) = ci,j(2,J)21(‘“‘+1) (i, j(Z, 1) - 1) + c:,j(l,i)&‘+i) (i, j(Z, 1) + 1) 
I G,j(l,l)U -(“‘)(i,j(z, 1) - 1) + c~,j(l,l)a(“‘)(d,j(z, 1) + 1) 
=w -(“‘+‘)(i,j(z, 1)). 
Furthermore, by (3.2b) and (3.3), 
T (d ““‘+l)(i,j(z, 1)) - e(“‘+“)(i,j(z, 1))) 
+ M(i, j(Z, 1)) (” Cm’+11 (i, j(Z, 1)) - =( u “‘+“)(i, j(Z, 1))) 2 0, i=1,2 ,..., Ni-1, 
,(m’+l)(i,j(z, 1)) - G(“‘+2)(i,j(z; 1)) = 0, i = 0, Nl. 
By Lemma 2.3, $(m’fl)(i,j(Z, 1)) 2 f(“‘+2)(i,j(Z, 1)). A similar argument gives that 
g(“‘+‘)(i, j(Z, 1)) 5 “(“‘+2)(i,j(Z, 1)) and Gtrn’+‘) (z,J(Z, 1)) 2 g(“‘+2)(i,j(Z, 1)). So by (3.2a), 
#+l)(i,j(l, 1)) < zJm’+2)(i,j(z, 1)) 5 &‘+“)(i,j(z, 1)) 5 ii(“‘+i)(i,j(z, l)), 
where 1 = 1,2 and i = O,l,... Ni. ,..., p , Assume, by induction, that for all 1 = 1,2,. . . ,p, 
i = 0, 1,2,. . . Ni, and 1 5 k < k’ - 1 (2 5 , k’ 5 q), 
g@‘+‘)(i,j(Z, k)) < ~@+~)(i,j(Z, k)) 5 ~(““+~)(i,j(Z, k)) 5 ~(“‘+~)(i,j(Z, k)). (3.10) 
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By (3.2d), (3.10), and (3.7) with m = m’, 
dm’+2) (i,j (I, k’) - 1) 5 +‘+l) (i,j (1, k’) - 1) ) 
dm’+2) (i, j (1, k’) + 1) 5 ti(m’+l) (i,j (I, k’) + 1) ) 
and so by (3.2c), ~(“‘+~)(i,j(l, k’)) 5 &“‘+l)(i,j(Z,k’)). A similar argument as for k = 1 leads 
to ?TCm’+‘)(i, ~‘(1, k’)) 2 G(m’+2)(i, j(l, k’)). Analogously, 
g@‘+l) (i,j (1, k’)) < ip+2)(i,j(l, k’)), dm’+2) (i,j (1, k’)) > ,(m’+2) (i,j (1, k’)) . 
Thus by (3.2a), we obtain that (3.10) holds also for k = k’. It follows from the principle of 
induction that for all 1 = 1,2, . . . ,p, k=1,2 ,..., q,andi=0,1,2 ,..., Ni, 
@+‘)(i,j(l, k)) < g(m’+2)(i,j(l, k)) 5 ~(“‘+~)(i,j(l, k)) 5 ih’+‘)(i,j(l, k)), 
which implies that (3.7) is also true for m = m’ + 1. The induction for (3.7) is completed. This 
proves the monotone property (3.6). 
In view of (3.6), there exist limits g*(i, j) and fl*(i,j) such that 
lim uCm)(i,j) = u*(i,j), 
m+m- 
lilimECnL)(i,j) = ii*(i,j), 
and (3.4) holds. It is clear from (3.2a) that 
lim G(“)(i,j) = z*(i,j), 
m-am - 
lilimiicm)(i,j) = fi*(i,j), (i,j) E A. 
Letting m -+ co in (3.2b), we see that for each 1 = 1,2,. . . ,p, ti*(i,j(l, k)) and g*(i,j(l, k)) 
(k = 1,2,. . . , q) satisfy (3.1), respectively. Hence, both ~*(i,j) and g*(i,j) are the solutions 
of (1.2). 
Now if u*(i, j) is any solution of (1.2) in [g, ti], then it is also a lower solution of (1.2) in [g, G]. 
Using g(O)(i,j) = u*(i,j) and ti(‘)(i,j) = e(i,j), the above arguments imply that C*(i,j) 2 
u*(i,j) in ii. Similarly, using u*(i,j) as an upper solution, we get g*(i,j) 5 u*(i,j) in A. This 
proves u* E [g’, ii*]. 
We turn to the local uniqueness of the solution. It suffices to show that fi*(i,j) = g*(i,j) in A. 
Let w*(i,j) = ~*(i,j) -g*(i,j). Then w*(i,j) 2 0 in A and 
Lw*(i,j)+f(i,j,~*(i,j))--((i,j,71*(i,j))=o, (4.i) E 4 
w*(i,j) = 0, (i, j) E all. 
Furthermore, by (3.5), 
Lw*(i,j) +Mw*(i,j) 5 0, (4.i) E 4 
w*(i,j) = 0, (i, j) E 611. 
Since M > --CL, we have from Lemma 2.4 that w*(i,j) < 0, and so w*(i,j) = 0 in A. This proves 
the uniqueness of the solution of (1.2) in [g, ti]. 
REMARK 3.1. It is clear that if M(i, j) 2 0 in A, then the condition i$ > -p~j is definitely true. 
The use of the function M*(i, j) in the iterative method (3.2) ensures the monotone convergence of 
the sequence. In addition, it also gives some flexibility in practical computations, which is useful 
for accelerating the convergence rate of the iteration. This will be seen in the next sections. 
In the remainder of this section, we consider the global convergence of the iterative meth- 
od (3.2). 
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THEOREM 3.2. Assume that there exist two constants JJ and m such that M > --I, % > -pj 
(j = 1,2,... , Nz - l), and for all (i, j) E A, 
M(44d -qLi)) I.f(i,.i,u(i,.i)) -f(i,Au’(i,$) IJqu(i7.j) -+Li)), (3.11) 
whenever u(i,j) 2 u’(i,j) in A. Then for any initial value u(‘)(i,j) with u(‘)(i,j) = CQ on ah, 
the parallel iterative relaxation method (3.2), with the parameters M*(i, j) E 7i;I, T E (0, 11, and 
w E [0, 11, converges to the unique solution of (1.2) in S. 
PROOF. Theorem 2.4 ensures the uniqueness of the solution of (1.2) in S. Let w E S be the 
solution of the linear boundary value problem 
Lw(i,j) +Mw(i,j) = pO)(i,j) +f (i,j,u(O)(i,j))l, (i,j) E A, 
w(i,j) = 0, (i, j) E dA. 
(3.12) 
Since & > --I, we have from Remark 2.2 and Lemma 2.4 that problem (3.12) has the unique 
solution w and w(i,j) 2 0 in ii. Set O(i,j) = u(‘)(i,j) +w(i,j) and $i,j) = u(‘)(i,j) -w(i,j). 
Using the same argument as that for Theorem 2.1, we see that ti(i, j) and ~(i, j) are ordered upper 
and lower solutions of (1.2). Starting from EcO)(i,j) = ~(i,j), u(O)(i,j) = g(i,j), and zl(O)(i,j), 
we construct the respective sequences {C(“)(i,j)}, {~(~)(i,j)}, and {u(“)(i, j)} from the parallel 
iterative relaxation method (3.2) with the same parameters M*(i,j) = z, T E (0, l] and w E 
[0, 11. By Theorem 3.1, 
d”)(i,j) 1 u(“)(i,j), (i,j) E A, 7n = 0, 1,2,. . . , (3.13) 
and limm+oo Ccm)(i,j) = lim,,,~(m)(i,j) = u*(i,j) is the unique solution of (1.2). Since 
g(O)(i,j) 5 u(O)(i,j) 5 ti(‘)(i,j) in ii, th e same argument as that for the monotone property (3.6) 
leads to 
g(“)(i,j) 5 ucm)(i,j) 5 dm)(i,j), (43 E A, m = 0,l) 2, . . . . (3.14) 
Letting m --+ co in (3.14), we obtain lim,,,u(m)(i,j) = u*(i,j). This completes the proof. 
4. COMPARISONS OF THE MONOTONE SEQUENCES 
In this section, we analyze the influences of the parameters on the convergence rate of the 
parallel iterative relaxation method (3.2). The main result is the following comparison result of 
the monotone sequences. 
THEOREM 4.1. Let C, 21 be a pair of ordered upper and lower solutions of (1.2). In addition, 
there exist two functions M, M’ E S such that 
f(i, j, 44 j)) - f ( i,i~‘(i,.i)) I M(4.i) (448 - ~‘(6.8)~ (i,$ E 4 (4.1) 
f(i,i4i,j)) - f(i,iu’(i,.d) 5 M’(i,j) (44.d - u’(i,d), (6.i) E 4 (4.2) 
whenever g(i,j) 5 u’(i,j) 5 u(i,j) 5 a(i,j) in A. Set Mj = minl<i<N1-l M(i,j) and i& = -- 
rninl<i<N,-l M’(i,j). Assume that msx(M;,Mi) > -pj for j = 1,2,. . . , Nl - 1. Starting -- 
from the respective initial values ti(‘)(i,j) = ~(i,j) and u(‘)(i,j) = u(i,j), we construct two 
sequences {~(~)(i,j)} and {g(m)(i,j)} fr om the parallel iterative relaxation method (3.2) with 
the parameters M*(i,j) = M(i,j), T E (O,l], and w E [0, 11. Also, starting from the same ini- 
tial values ti’(O)(i,j) = a(i,j) and g”“(i,j) = g(i,j), we construct, respectively, two sequences 
{ti’(“)(i,j)} and {~‘(~)(i,j)} f? om the parallel iterative relaxation method (3.2) with the pa- 
rameters M*(i,j) = M’(i,j), T’ E (0, 11, and w’ E [0, 11. Then all above sequences possess the 
monotone property described in Theorem 3.1. Moreover, 
d”)(i,j) 2 d(“)(i,j), g(“)(i,j) 5 g”“‘(i,j), (i,j)Eii, m=O,l,..., (4.3) 
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provided that 
PROOF. It is only needed to prove relation (4.3). To do this, we only prove 
d”‘(i,j) > ieQ(i,j), (i,j)EA, m=O,l,..., (4.5) 
under condition (4.4). The proof of the second relation in (4.3) is similar. 
We denote, respectively, the sequences {&“)(i,j)}, {2~(~)(i,j)}, and {w(“)(i,j)} from (3.2) 
with the initial value u(‘)(i,j) = ti(i,j) by {z’“‘(i,j)}, {~(“)(i,j)}, and {~(“)(i,j)} if the 
parameters are taken as M*(i,j) = M(i,j), T E (O,l], and w E [O,l], and by {G”“‘(i,j)}, 
{ti’(“)(i,j)}, and {~‘(“)(i,j)} if the parameters are taken as M*(i,j) = M’(i,j), T’ E (O,l], and 
w’ E [O, 11. 
From the monotone property of the sequences, we have that, for all m 2 0 and all (i,j) E A, 
g(i,j) 5 d”+l)(i,j) 5 d”‘(i,j) < c(i,j), 
th(i,j) 5 d(m+l)(i,j) 5 l+)(i,j) 5 c(i,j). 
Due to the boundary conditions, (4.5) is true for j = 0, Nz and i = 1,2,. . . , Nl - 1. It suffices to 
show that, for all lc = 1,2, . . . , q, 1 = 1,2,. . . , p, and i = 0, 1,2, . . . , Nl, 
d”)(i,j(Z, k)) 2 dcm)(i,j(Z, k)), m = 0, 1,2, . . . ) (4.6) 
where j(Z, k) = z((Z - 1)q + Ic). Clearly, (4.6) is t rue for m = 0. Assume, by induction, that it is 
true for some m 2 0: By (3.2d), 
dm+‘)(i,j(Z, 1) - 1) = fi(“)(i,j(Z, 1) - 1) 2 ?Ytm)(i,j(Z, 1) - 1) = ij’(m+l)(i,j(Z, 1) - l), 
dm+l)(i,j(Z, 1) + 1) = d”)(i,j(Z, 1) + 1) 2 U’(“)(i,j(Z, 1) + 1) = z?‘(“+l)(i,j(Z, 1) + l), 
and so by (3.2c), dm+l)(i,j(Z,l)) 2 G’(m+l)(i,j(Z,l)) where i = 1,2,. . . , Nl - 1 and 2 = 
1,2 )..., p. Let d”+l)(i,j(Z, 1)) = G(“+‘)(i,j(Z, 1)) - $m+l)(i,j(Z, 1)). Then by (3.2b), 
E(m+l)(i,j(Z, 1)) = 0 for i = 0, N1 and by (3.2b); (4.1), (3.2a), and the induction assumption, 
T.&“+l)(i,j(Z, 1)) + M(i,j(Z, l))Z(“+‘)(i,j(Z, 1)) 
= G(m+‘)(i,j(Z, 1)) + M(i,j(Z, l))?Sm)(i,j(Z, 1)) - f (i, j(Z, l),E(m)(i,j(Z, 1))) 
- G’(“+l)(i,j(Z, 1)) - M’(i,j(Z, l))ti’(“)(i,j(Z, 1)) + f (i,j(Z, l),fi’(“)(i,j(Z, 1))) 
+ M’(i, j(Z, l))G’(“+l) (i,j(Z, 1)) - M(i,j(Z, l))E’(“+l)(i,j(Z, 1)) 
2 (M(i,j(Z, 1)) - M’(i,j(Z, 1))) (d(“)(i, j(Z, 1)) - E’(“+l)(i, j(Z, 1))) 
= f (M(i,j(Z, 1)) - M’(i,j(Z, 1))) (G’cm)(i,j(Z, 1)) - G’(m+l)(i,j(Z, 1))) 
10, 
where i = 1,2,..., Nl - 1 and 1 = 1,2,... ,p. By Lemma 2.3, r(m+l)(i,j(Z,l)) 1 0 for all 
i = 1,2,..., Nl and 1 = 1,2 ,..., p. The above conclusions yield that Ecrn+l) (i, j(Z, 1)) > 
E’(m+l)(i,j(Z, 1)) for all i = 0, 1,2,. . . , Nl and 1 = 1,2, . . . , p. Finally, we get from (3.2a) that 
ti(m+l)(i,j(Z, 1)) = a’(m+l)(i,j(Z, 1)) for i = 0, Nl and 
tii(m+l)(i,j(Z, 1)) - ti’(m+l)(i,j(Z, 1)) = (1 -r) (2Lcm)(i,j(Z, 1)) - ti’(“)(i,j(Z, 1))) 
+ (r’ - r) (d(“)(i,j(Z, 1)) - G’(m+l)(i,j(Z, 1))) 
+r 
( 
$m+l) . 
(2,J(Z, 1)) - ?TP+l) (2, s, 1))) 
r’ - r 
_>- I-’ ( 
G’Cm)(i,j(l, 1)) _ fj,‘Cm+l) (%A4 1))) L 0, 
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fori=1,2 ,..., Nr-1,andso 
iP+l)(i,j(z, 1)) 2 a’(m+‘)(i,j(Z, l)), i=o,1,2 ,*.., iv,; 1=1,2 )...) p. (4.7) 
Assume, by induction, that for all I = 1,2,. . . ,p, i = 0, 1,2,. . . , NI, and 1 5 k 5 k' - 1 
(2 I k’ I q), 
dmtl)(i,j(l, k)) 2 a’(“+‘)(i,j(Z, k)). (4.8) 
Next, we shall prove that (4.8) is also true for k = k’. For fixed 1, we have the following four 
cases. 
(i) There exist 1; and Z$: 1 5 Ii, 16 2 p, such that j(Z, k’) - 1 E &,kl-l and j(Z, k’) + 1 E 
&W-l. 
(ii) There exists /I,: 1 5 1; 5 p such that j(Z, k’) - 1 E ,? ~;,k, 1, and for arbitrary 1 5 16 5 p, _ 
j(l, k’) + 1 q! .&F-I. 
(iii) There exists 1;: 1 5 14 5 p such that j(Z, k’) + 1 E z;,k,-r, and for arbitrary 1 5 1; 5 p, 
j(l, k’) - 1 4 c?l;,tc~-l. 
(iv) For arbitrary 1 5 1; 5 p, j(Z, k’) - 1 4 3 ~;,k, _ 1, and for arbitrary 1 5 Za 5 p, j(Z, k’) + 1 $ 
Jip-1. 
We only consider Case (i), whereas results for the other three cases can be proved analogously. 
For this case we have, by (3.2d), 
dmtl)(i,j(Z, k’) - 1) = (1 - ~$6~) (i, j (1, k’) - 1) + ,~@+l) (i, j (I, k’) - 1) , 
v++‘) (i,j (1, k’) + 1) = (1 -w)@) (i,j (1, k’) + 1) + ,fi@+‘) (i,j (1, k’) + 1)) 
i++‘) (i,j (1, k’) - 1) = (1 -w’) fi’crn) (i,j (1, k’) - 1) + u’G’@+‘) (i,j (1, k’) - 1)) 
if@+‘) (i,j (1, k’) + 1) =-(1 -w’) fi’@) (i,j (1, k’) + 1) + ,‘ti’@+‘) (i,j (1, k’) + 1)) 
and so by the monotone property of the sequence {~(“‘)(i, j)} and the induction assumption, we 
have that, for all i = 1,2, . . . , ZVr and 1 = 1,2, . . . , p, 
dmtl) (i, j (1, k’)) = cij(l,kt)drn) (i, j (1, k’) - 1) + c&(~,~,)G(~“) (i, j (1, k’) + 1) 
+ w [ci,j(l,kt) (u -(mt1) (i, j (1, k’) - 1) - G(~) (i, j (1, k’) - 1)) 
+ 4,j(l,P) (dm+‘) (i, j (1, k’) + 1) - E(~) (i, j (I, k’) + I))] 
2 Ci,j(r,kf)G(“) C&j (I, k’) - 1) + C:,j(l,kl)U -cm) (i, j (1, k’) + 1) 
+ w’ [Ci,j(l,tf) (u -(mtl) (i, j (1, k’) - 1) - dm) (i, j (1, k’) - 1)) 
+ 'i,j(l,V) (a(“+‘) (i, j (1, k’) + 1) - dm) (i,j (1, k’) + 1))] 
= (1 - 4 (Ci,j(l,W)U -cm) (i,j (1, k’) - 1) + c;,~(~,~,#~) (ilj (I, k’) + 1)) 
+ W’ 
( 
Ci,j(*,kl)C(m+l) (‘7 j (1, k’) - 1) + ci,j(l,kl)u -(mtl) (i, j (I, k’) + 1)) 
2 (1 - w’) (Ci,j(l,ktjC’(m) (i, j (I, k’) - 1) + ~:,~(~,~,)ti’(~) (i, j (I, k’) + 1)) 
+ W’ 
( 
Ci,j(l,kt)ii’(m+‘) (i,j (Z,k’) - 1) + C~,j(l,k,)G'(m+l) (4 j (4 k') + 1,) 
=W -'cm+') (i,j (1, k’)) . 
A similar argument as that for (4.7) leads to 
dmtl) (i,j (I, k’)) 2 iY@+‘) (i,j (1, k’)) , i=o,1,2 ,...) ivr, 1=1,2 )..., p. 
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This proves that (4.8) is true for k = k’. It follows from the principle of induction that, for all 
k=1,2 ,..., q,1=1,2 ,..., p,andi=0,1,2 ,..., Ni, 
G@+‘)(i,j(l, k)) 1 d(“+l)(i,j(l, k)), 
which shows that (4.6) is true for m + 1. The induction for (4.6) is completed, and so the 
comparison result (4.5) follows. 
REMARK 4.1. The comparison result in Theorem 4.1 shows that the small M*(i,j) and the 
choice (1,l) of the parameter pair (T, w) can result in the faster rate of convergence of the parallel 
monotone iterative relaxation method under the assumptions of this paper. Also, it implies that 
the optimum relaxation parameter pair, in general, should be some (r*, w’) with T-*, w* E [l, oo). 
This fact will be further confirmed by the numerical results in the next section. 
5. NUMERICAL RESULTS 
In this section, we give some numerical results to further illustrate the parallel monotone 
iterative method (3.2). We consider the following problem: 
where 
Lu(i, j) = 
2p;+q 
NNz 
u(w) - $u(i - l,j) - $u(i + 1, j) 
- $u(i, j - 1) - $(i, j + l), 
f(i, j, u(i, j)) = & (u’(i, j) - 22 sin ($)sin($J-sin2(~)sin2($)). 
It can be checked that the pair of 
G(i 
9 
j) = .rr4ij(Nl - WZ - j) 
4NfN; 7 
ti(i, j) = 0, 
is a pair of ordered upper and lower solutions of (5.1). Moreover, 
0 I f(i, j, 4i,j)) - f (4.k u’(i, j)) I M(i, d (44 j) - u’(i,j)) , (id E 4 
whenever g(i, j) I u’(i, j) I u(i,j) 5 C(i,j) in A7 where 
M(i,j) = n4U(N - i)(Nz - j) 
2N;N; 
To apply the parallel monotone iterative relaxation method (3.2), we take 
Nl=Nz=pxq+l, 4 = P? 
and the integral function z(k) = k, k = 1,2, . . . , Ns - 1. Then 
3 = ((1 - 1)p + 1,. . . , Zp}, 1= 1,2 )..., p, 
c?l,k = {(I- l)p+l,..., (1 - l)p+ k}, 1=1,2 ,..., p; k=1,2 ,..., p. 
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Table 1. The monotonicity of the sequence {ii(” 
m ii(m) (5,l) @q5,2) &q5,4) @9(5,6) &‘)(5,8) o(m) (5,lO) 
1 0.262890 0.500311 0.874884 1.134036 1.229467 1.205105 
20 0.173129 0.338686 0.625693 0.831485 0.917380 0.887191 
50 0.150350 0.295357 0.550017 0.730757 0.811797 0.784172 
150 0.147032 0.289055 0.539065 0.716268 0.796735 0.769604 
174 0.147029 0.289050 0.539057 0.716256 0.796723 0.769593 
Table 2. The monotonicity of the sequence {g(m)(i,j)}. 
m @)(5,1) &q5,2) j&m) (5,4) &“) (5,6) @)(5,8) &q5,10) 
1 0.004956 0.012115 0.038052 0.034996 0.060472 0.039526 
20 0.102835 0.204918 0.391956 0.520651 0.592094 0.570795 
50 0.141330 0.278224 0.520235 0.691355 0.770834 0.744559 
150 0.147023 0.289039 0.539036 0.716229 0.796695 0.769566 
174 0.147028 0.289047 0.539051 0.716249 0.796715 0.769585 
Table 3. The values of iteration when M*(i,j) = M(i,j), T = 1, and w = 0.95. 
m &)(5,3) ii(m) (5,5) ii(m) (5,7) .(m) (5,3) g+) (5,5) &q5,7) 
1 0.707374 1.035236 1.201574 0.020016 0.021998 0.042947 
20 0.491194 0.744537 0.889668 0.302517 0.458600 0.565819 
50 0.430099 0.651913 0.784649 0.405992 0.615545 0.743735 
150 0.421234 0.638540 0.769605 0.421210 0.638504 0.769565 
174 0.421227 0.638529 0.769593 0.421222 0.638522 0.769585 
Table 4. The values of iteration when M*(i,j) E 1, T = 0.95, and w = 0.5. 
~ 
174 0.423432 0.641853 0.773530 0.417445 0.632827 0.762841 
Table 5. The numbers of iterations. 
M’(G d Wi, j) 1 
T 0.85 0.9 1.0 1.1 1.16 0.85 0.9 1.0 1.1 1.16 
w 0.3 0.85 1.0 1.15 1.17 0.3 0.85 1.0 1.15 1.17 
No. of Iter. 340 229 166 108 88 534 411 330 260 261 
Set p = 4. We use parallel monotone iterative relaxation method (3.2) with the parameters 
M*(i,j) = M(i,j), T = 1.0, and w = 0.95 to solve (5.1) and denote the mth value of iteration by 
~(“)(i,j) if the initial value u(‘)(i,j) = ~(i,j), and by u(“)(i,j) if the initial value zl(‘)(i,j) = 
g(i,j). Numerical results show that {ti(“)(i, j)} is a nonincreasing sequence (see Table l), and 
{g(m)(i,j)} is a nondecreasing sequence (see Table 2). This agrees with the monotone property 
described in Theorem 3.1. In all computations, we also find the above two sequences tend 
to the same limit and so it is the unique solution of (5.1) in [g;ti]. This coincides with the 
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uniqueness result in Theorem 3.1, because the uniqueness condition of the solution is satisfied 
for this example. 
Next, starting the same initial values ~(‘)(i,j) = ?I(i, jj and g(O)(i,j) = ~(i, j), we com- 
pute the sequences {u -(“)(i, j)} and {g(“)(i, j)} from the parallel monotone iterative relaxation 
method (3.2) with the different parameters M*(i,j), T-, and w. Set p = 4. Numerical results 
for the values of iterations at (i,j) = (5,3), (5,5), (5,7) when M*(i,j) = M(i,j), T = 1, and 
w = 0.95 are presented in Table 3, while the corresponding values of iterations when M*(i, j) = 1, 
T = 0.95, and w = 0.5 are given in Table 4. It is seen that the values of ~(“)(i, j) in Table 3 
are less than the corresponding ones in Table 4, and the values of 21 cm) (i, j) in Table 3 are larger 
than the corresponding ones in Table 4. This observation thoroughly supports the comparison’ 
result in Theorem. 4.1. Let the iteration criterion be determined from the condition 
max 12l(m)(i,j) - g(“)(i, j)J < 10m5. 
(i,j)Ed . 
Table 5 gives the numbers of iterations (No. of Iter.) with the different M*(i, j) and the differ- 
ent relaxation parameter pairs (T, w). Numerical results further confirm that taking M*(i, j) = 
M(i, j) and the suitable choice of the relaxation parameter pair (T, w) can accelerate the conver- 
gence rate of the iterative method, and the optimum relaxation pdameters lie in (1, co) for this 
example. 
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