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ABSTRACT
The stability of excitons with large oscillator strengths at room temperature has been of great significance in device applications. In this paper,
we report the effects of the ultrafast dissociation of excitons confined in a quantum well on optical characteristics. The photoluminescence
spectra show components of higher energy than the excitation energy and a nonlinear increment of the intensity. Furthermore, the spectrally
resolved pump–probe signals at the exciton energies elucidate the change in the exciton position. These results indicate the importance of the
exciton stability in optical devices, in particular emission type, including terahertz wave, based on excitons.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0020177., s
I. INTRODUCTION
Resonant exciton excitation induces strong light absorption
and emission because of its large oscillator strength, which is an
important property for the development of optical device appli-
cations as well as fundamental physics. For instance, ultrafast
response,1–5 Rabi oscillation,6–11 emission of the terahertz (THz)
wave,12–14 and polariton laser emission15 have been the pressing
topics for the development of devices based on excitons confined
in the semiconductor nanostructures. In particular, for these opti-
cally controlled devices, their dynamics and interaction with other
excitons and carriers under exciton excitation conditions should be
understood. Recently, wide frequency tunability of the THz wave
generated by difference frequency mixing (DFM) processes using
exciton transitions in a multiple quantum well (MQW)16,17 was
demonstrated. In the measurements, the heavy-hole (HH) exciton
was excited by one laser, and the second laser energy was tuned.
Although the THz signal demonstrated the HH exciton resonant
effect, the signal was not significantly enhanced at the light-hole
(LH) exciton energy. When the intensity of the THz signal sim-
ply depended on the two exciton oscillator strengths, the signal
was expected to be enhanced at the LH exciton energy. This is
because the light absorption is larger than the other excitation ener-
gies. Therefore, it is difficult to simply discuss the magnitude of
second-order nonlinear polarization by the absorption, i.e., exciton
oscillator strengths. In particular, considering the Pauli exclusion
principle, the broadened resonant effect seems to correspond to the
interaction between the excitons in different positions within the
inhomogeneous width.
Meanwhile, there are various reports on exciton dynamics
under resonant excitation at room temperature. Here, focusing on
the excitons in GaAs quantum wells, for instance, the nonlinear exci-
tonic response at room temperature,18–20 rapid bleaching recovery
related to the optical Stark effect,21 the response caused by the excita-
tion of the HH exciton,22 and the enhancement of the pump–probe
signal at the LH exciton energy and increase of the ultrafast decay
component ratio at the HH exciton energy23 were reported. These
previous reports have focused on the strong oscillator strength of
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excitons. To further enhance the intensity of the THz wave, effects
of the interaction between the spatially separated excitons, including
within the inhomogeneous line width, should be clarified. There-
fore, in this paper, we discuss the interaction between the spatially
separated excitons from the photoluminescence (PL) spectra mea-
sured under resonant exciton excitation conditions and the spec-
trally resolved (SR) exciton dynamics. The PL intensities show a
nonlinear increase at room temperature, which results from the
ultrafast exciton dissociation. The variation of the SR pump–probe
signals supports that the exciton dissociation modifies the optical
properties.
II. EXPERIMENT
We used an undoped GaAs/AlAs MQW embedded in a p-i-n
structure on a (001) n+-doped GaAs substrate grown by a molecular-
beam epitaxy. The thickness of the surface p-doped GaAs layer with
a doping concentration of 1 × 1018 cm−3 is 50 nm, and that of
the bottom n-doped GaAs layer with a doping concentration of 3
× 1018 cm−3 is 1500 nm. The MQW consists of 30 periods of GaAs
and AlAs layers whose thickness is 7.25 nm. The schematic of the
sample structure is given in Fig. 1. To measure the PL spectrum, a
continuous-wave mode Ti:sapphire laser was used as the excitation
light source in normal incidence. The excitation energy was tuned
from 1.504 eV to 1.566 eV. In the case of this energy region, 25% of
the laser light reaches at the bottom well.24 The luminescence was
measured by a 35-cm single monochromator with a 0.2 nm resolu-
tion connected to a charge-coupled device. The transient response
was measured using a reflection-type pump–probe technique. The
light source was a mode-locked Ti:sapphire pulse laser with a pulse
width of approximately 100 fs and a repetition rate of 80 MHz. The
pump energy was tuned in the exciton energy region. The pump
FIG. 1. Schematic of the sample structure.
power was kept at 1.2 μJ/cm2. To measure the SR pump–probe sig-
nals, a 10-cm single monochromator with a resolution of 1.3 nm was
used to resolve the probe-light spectrum. All measurements were
performed at a room temperature of 296 K.
III. RESULTS AND DISCUSSION
First, the effects of exciton dissociation on the PL spectrum are
discussed. The potential difference between the first and the 30th
well is ∼700 meV, which was estimated from the internal field of 16
kV/cm by the doping concentrations of p- and n-layers and the i-
layer thickness of 435 nm, as indicated in Fig. S1. The barrier width
of 7.25 nm is sufficient to confine the electron and holes, and the cal-
culated miniband widths of electron and holes are zero. Therefore,
the tunneling probabilities are very low.
Figure 2 indicates the PL spectrum under the non-resonant
excitation conditions. The fitting results used to obtain the origins
of each component are indicated by the dotted curves. To fit, the
combination of the Gaussian and Lorentzian functions was used.
Here, the Lorentzian function was used for the HH exciton peak,
while the Gaussian function was used for the other peaks. The ori-
gins of the PL peaks were speculated from the lower energy side,
surface p-layer, HH, 2s, LH, and HH2. The peak energy of the p-layer
was estimated from the spectrum measured by very weak excita-
tion under non-resonant excitation conditions. The peaks labeled
as HH and LH originate from the HH and LH excitons, respec-
tively. The peak energy of the 2s exciton25–29 was estimated from
the low-temperature PL spectra, and that of HH2, which indicates
the transition between the second HH and first electron states, was
evaluated from the photoreflectance spectrum. The Lorentzian func-
tion was only used for the HH exciton peak because of the ultrafast
dephasing caused by the ionization.19 We tried several combinations
FIG. 2. PL spectrum measured at 296 K. The fitting results are indicated by the
dotted curves.
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of functions; however, we got the best fitting in the case where only
the HH exciton is fitted by the Lorentz function.
The PL spectra measured at various excitation energies are
shown in Fig. 3. The excitation energies are indicated by the tri-
angles in each PL spectrum. Although the carriers initially have
no kinetic energy in the case of normal incidence resonant excita-
tion, the PL spectra show higher components than the excitation
energy; the exciton population distributed to the higher energy sides.
The higher energy PL components were observed at low excita-
tion power and room temperature, which suggests that the two-step
excitation mediated by the virtual states, electron–hole pairs and/or
phonon30–32 and the carrier distribution excited by the nonlinear
process in the surface and buffer layers33 hardly contribute to the
PL components.
To eliminate the possibility of an effect related to state filling
on the population distribution from the discussion, the dependences
of the PL spectrum on the excitation power were measured. The
dependences at the excitation energies of 1.504 eV corresponding
to the non-resonant excitation, 1.511 eV, and 1.540 eV are shown in
Figs. 4(a)–4(c), respectively. The energies of 1.511 eV and 1.540 eV
correspond to the HH and LH exciton energies, respectively. The
spectra do not include the offset (no shift of spectra); thus, the PL
intensities show a nonlinear increase even in the case where the exci-
tation energy is lower than the exciton energies. The PL intensities at
the HH and LH exciton energies do not show the saturation because
of the large exciton decay rate at room temperature; therefore, the
state filling can be ignored as the origin of exciton of higher states
compared with the excitation energy.
To clarify the excitation-power dependence of the PL intensi-
ties, all spectra were analyzed by fitting, based on the model men-
tioned above. The intensities of the PL components, the p-layer, HH,
FIG. 3. Excitation energy dependence of the PL spectrum. The triangles indicate
the excitation energies of 1.5035 eV, 1.5112 eV, 1.5268 eV, 1.5400 eV, and 1.5495
eV from left to right.
FIG. 4. Excitation density dependence of the PL spectrum. The excitation energies
of (a) 1.504 eV, (b) 1.511 eV, and (c) 1540 eV are indicated by the arrows.
2s, LH, and HH2 excitons, are plotted in Figs. 5(a) and 5(b) for the
conditions of HH and LH exciton excitation, respectively. The dot-
ted lines indicate the gradients of linear and square dependences for
the excitation density. The intensity of the HH exciton is lower than
the others, which results from the HH exciton peak being fitted using
the Lorentzian function. Except for the intensity of the p-layer indi-
cated by the open circles showing linear dependence, the intensities
increase for the square of excitation density. The change in the gra-
dient obtained by fitting is shown in Table I of the supplementary
material.
Furthermore, the PL intensities at the HH and LH excitons,
obtained by the various excitation energies, are plotted as a function
of excitation density in Figs. 6(a) and 6(b), respectively. Although
the intensities seem to approach the linear dependence in the higher
excitation density region, the intensity shows the square depen-
dence. The change in the gradient obtained by fitting is also shown
in Table II of the supplementary material. The square dependence
on the excitation density originates from the ultrafast dissociation of
excitons, reported in quantum wells and quantum dots.34–39 Because
the dissociation is shorter than the exciton formation time, the dis-
appearance of the electron or hole in an electron–hole pair and
exciton leads to a nonlinear intensity increase.40
The higher-energy PL components result from the exciton dis-
sociation. Considering the thermal energy of room temperature, the
origin of PL is not only the simple thermal excitation. The higher
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FIG. 5. Excitation density dependence of the PL intensities excited at (a) HH
and (b) LH exciton energies. The dotted lines indicate the gradients of linear and
square.
energy PL was observed in the lower excitation density, which indi-
cates that the elastic and inelastic scatterings are not the origin. Here,
the penetration depth of the light of 1.50 eV is ∼800 nm,41 for the
bottom n-layer to be excited. Therefore, in the case of the excita-
tion energy of 1.504 eV, the electron generated in the p-layer and
the hole generated in the n-layer move to QWs by tunneling and
recombine. Moreover, in the cases of the exciton resonant excita-
tion, tunneling of the electron and hole of the dissociated exciton
to the next wells causes PL. As mentioned above, the tunneling
probability is very low; however, it is not zero. In particular, under
the electric field, the transmittance is increased. Thus, the tunnel-
ing of the electron and holes of the dissociated exciton causes the
higher-energy PL.
Next, the effects of the exciton dissociation on the dynam-
ics under resonant excitation are discussed. We measured the SR
pump–probe signals under the HH-exciton excitation condition, as
shown in Fig. 7(a). Figure 7(b) indicates the numerical summation
of SR signals, which corresponds to the usual pump–probe signal.
The spectral position of the signal detection in the exciton peak is
shown in Fig. S2. Here, the time-domain signals include the offset
to align along with the detection energy. The signals detected at the
higher energy side first show an intensity reduction and recovery
FIG. 6. Excitation density dependence of the PL intensities detected at (a) HH
and (b) LH exciton energies. The dotted lines indicate the gradients of linear and
square.
after the minimum. On the other hand, the signals detected at the
lower energy side show an increase in intensity. The decrease in the
signal intensity in the higher energy side seems to correspond to the
increase in the intensity in the lower energy side.
To discuss the exciton dynamics in the spectral region, the inte-
grated signal intensities are plotted as a function of photon energy in
Fig. 8. Here, each point indicates the summation of the signal inten-
sity without the offset in the indicated time duration of 200 fs. For
the reference, the PL spectrum is indicated by the solid curve.
On the higher energy side, the signal intensity decreases from
−200 to 0 fs as indicated by the open circles and increases after 0 fs.
On the other hand, on the lower energy side, the signal intensities
increase from 0 fs; the intensity is maintained. These results demon-
strate that the excitons in the higher energy components shift to the
lower energy positions. This is attributed to the excitons moving
to different (thicker) thickness positions within the inhomogeneous
(well width fluctuations) well. This movement causes the ionization
and dephasing of the exciton.
The same measurement was performed at the LH exciton
energy to clarify the effect of the intersubband transition, as shown
in Fig. 9. The signal-to-noise ratio is not as high; however, the
dynamics are different from the results obtained at the HH exciton
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FIG. 7. (a) SR pump–probe signals. All signals include the offset to align by the
order of detection energy. (b) Numerical summation of the SR signals.
FIG. 8. Integrated signal intensities of the time duration of 200 fs and PL spectrum.
FIG. 9. (a) SR pump–probe signals measured at the LH exciton energy. All sig-
nals include the offset to align by the order of detection energy. (b) Numerical
summation of the SR signals.
energy. This difference is attributed to the LH state having another
relaxation path to the HH state. Namely, in the case of the LH
exciton, the intersubband transition causes the ionization/dephasing
more effectively.
Furthermore, the integrated intensities are plotted as a func-
tion of photon energy at various time durations for discussion of the
dynamics in Fig. 10. In comparison with the change in the lower
energy side, the change in the higher energy side is small, which
is contrary to the result at the HH exciton energy. Furthermore,
the recovery of the intensity of the higher energy side components,
which appeared in the case of the HH exciton energy, was not
observed. This result indicates that the interaction of the LH exci-
tons within the inhomogeneous width is not observed due to the
intersubband transition to the HH state.
We now discuss the evaluated peak widths. The widths of the
HH and LH exciton PL peaks in Fig. 2 are 12 meV and 21.3 meV,
respectively, which were evaluated from the fitting mentioned above.
Meanwhile, the peak width of the reflectivity change in Fig. 8 was
5.0 meV, and that in Fig. 10 was 9.4 meV. Considering the rela-
tionship of the homogeneous and inhomogeneous widths, Γ2 = Γ2inh
+Γ2hom,
42 the values obtained from the reflectivity change correspond
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FIG. 10. Integrated signal intensities of the time duration of 200 fs and PL
spectrum.
to the inhomogeneous width Γinh, which has little dependence on
temperature. The estimated homogeneous widths Γhom of HH and
LH excitons from the relationship are 11 meV and 20 meV, respec-
tively, where the widths obtained from the PL analysis were used
as Γ. Therefore, the larger Γhom values suggest more rapid exciton
dephasing.
Finally, the relationship between the exciton generation and
optical nonlinearity is discussed. In the excitation-power depen-
dence of the PL intensities, the exciton PL shows a linear increase
above the excitation density of 1 kW/cm2. On the other hand, the
nonlinear THz signals demonstrated the threshold behavior around
2 or 5 kW/cm2 in Ref. 16. To generate the THz wave, the stable non-
linear polarization due to the excitons is required. When the excita-
tion power is lower, the probability of the exciton overlap to create
the second nonlinear polarization is low. With the increase in the
excitation power, the exciton is stably created and the probability of
overlap increases. Therefore, the stable exciton creation is important
in generating the strong THz wave due to the DFM process.
IV. CONCLUSION
We investigated the effects of the exciton dissociation on the
exciton dynamics at room temperature by studying the resonantly
and non-resonantly excited PL spectra, including the excitation den-
sity dependence, and the SR pump–probe signals measured at the
HH and LH exciton energies. The PL spectra show components
larger than the excitation energy, and the PL intensities demon-
strated a nonlinear increase with increasing excitation density. The
SR pump–probe signals at the HH exciton energy demonstrated
the carrier movement toward the lower energies, which was not
observed in excitation of the LH exciton. These results indicate that
ultrafast exciton dissociation causes the ultrafast dephasing in the
weak excitation power region. Therefore, the realization of optical
devices based on excitonic effects requires the stable generation of
excitons.
SUPPLEMENTARY MATERIAL
See the supplementary material for the band diagram for elec-
tron, HH and LH subbands under the internal electric field, laser
spectra, and values of gradient obtained by fitting.
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