We consider singular perturbations of eigenvalue problems. We prove that to these problems correspond simple eigenvalues and we study their asymptotic behavior. As a result, we prove global bifurcation results for non uniformly and fully nonlinear elliptic equations of the form −∆u = λ u + B(x, u, ..., D 2 u). These equations are defined on smooth enough bounded domains and the solutions belonging in these branches are smooth and positive.
Introduction
The purpose of this work is to obtain global bifurcation results for a class of nonlinear problems. Our method may be applied to the following problems:
−∆u = λ u + B(λ, x, u, ..., D 2 u), x ∈ Ω, u| ∂Ω = 0, (1.1) where Ω is a bounded domain of R N , N ≥ 2, which is smooth enough, at least C 2m , where the integer m is given by For the operator B we assume that is smooth enough, at least C 2m such that B = o(||u|| C 2 (Ω) ), as ||u|| C 2 (Ω) → 0. Morover, B satisfies the following condition (see Remark 3.2): DEFINITION 1.1 We will say that a nonlinear C 2m -function B(u, Du, D 2 u) satisfies condition (Υ), if for any bounded sequence u n in C 2m (Ω), such that u n → 0 in C 3 (Ω), we have that
for m satisfying (1.2).
For the sake of the representation and simplicity reasons, we first assume that B(λ, x, u, ..., D 2 u) = λ | det D 2 u| 2 u and later on this paper we consider the general case of B(λ, x, u, ..., D 2 u). Hence, we are going prove first the existence of a global bifurcation of solutions for the problem If λ is a simple eigenvalue of L then the closure of the set C = {(λ, u) ∈ R × X : (λ, u) solves u = G(λ, u), u ≡ 0}, possesses a maximal continuum (i.e. connected branch) of solutions, C λ , such that (λ, 0) ∈ C λ and C λ either: (i) meets infinity in R × X or, (ii) meets (λ * , 0), where λ * = λ is also an eigenvalue of L.
One possible way to study problems of the form (1.3), is to approximate them by suitably elliptic problems, for which the classical methods apply. For m satisfying (1.2) and ε small enough positive number, we assume the problem: The choice of m satisfying (1.2) had been made in order to use the imbedding theorems; any function belonging to H 2m must also belong to L ∞ (Ω). In particular, H 2m is imbedded compactly in C k (Ω), k = [2m − N 2 ], for sufficient smooth domains. In the sequel, we will frequently use that k = 3. Our intention is to prove that for each ε small enough, there exists a branch of solutions of (1.5) bifurcating from a certain simple eigenvalue of (1.6), such that these branches converge to the global branch of (1.3), as ε ↓ 0. In this direction, we face two main difficulties. The first is, that the properties of the eigenvalues of (1.6) are not known; it is unclear if they are close enough to λ 0 , and what is their multiplicity. The second difficulty, since we have a singular perturbation, is to prove that the branches of solutions of (1.5) converge in X; we cannot expect that the branches of solutions of (1.5) converge uniformly. However, a careful application of Whyburn's Lemma, is sufficient to give the desired (nonuniform) convergence.
In Section 2, we deal with the eigenvalue problem (1.6). We prove that for any ε > 0 small enough, admits a positive eigenvalue λ 0,ε , which is simple with the associated eigenfunction being positive. The proof is not straightforward. Problem (1.4) (and (1.8 below), admits principal eigenvalue which is simple in the sense that the null space of the corresponding operator, P 0 , is spanned by the eigenfunction and the range of P 0 is the orthogonal complement of the null space in H 1 0 (Ω). In other words, P 0 is Fredholm with index 0, or equivalently λ 0 has algebraic multiplicity one. In our case, we do not have this: considering problem (1.4) in the space X, although X ⊂ H 1 0 (Ω), the situation is different. In the context of the space X, the operator P 0 is no longer Fredholm with index 0. This means that the principal eigenvalue λ 0 has multiplicity one (since there exists only one function satisfying (1.4)) but has not algebraic multiplicity one. However, the eigenvalues of the singular perturbations, that remain close enough to λ 0 , are proved to be algebraic simple. THEOREM 1.2 There exists s > 0 small enough, such that for every ε, with 0 < ε < s, problem (1.6) admits an eigenvalue λ 0,ε which is (algebraic) simple in X and the associated normalized eigenfunction u 0,ε ∈ X is positive. The perturbed eigenpairs form a continuous curve:
Moreover, for 0 ≤ ε < s, (1.6) has no other eigenpair than that belonging in ϕ(ε).
Let g n be a smooth function, g n ∈ C 2m−2 (Ω), such that the measure of its positive part |g + n | is not zero in Ω. Then, Theorem 1.2 is also applicable in the case of the linear problems
For such g n , there exists a principal eigenvalue λ n,0 for the problem
and the corresponding normalized eigenfunction u n,0 belongs in X. Then, as in Theorem 1.2, there exist a local, to (λ n,0 , u n,0 ), curve of eigenpairs for the perturbed problems (1.7). Denote this curve by
Our last result concerning eigenvalue problems is the following Proposition. For the proof we refer to Subsection 2.2. PROPOSITION 1.1 Let g n and g 0 be C 2m−2 (Ω) functions, and let (λ n,0 , u n,0 ), (λ 0 , u 0 ) be the principal eigenpairs of (1.8) with weights g n , g 0 , respectively. Assume that u n,0 → u 0 in X. Then, there exists s * > 0, such that ϕ n (ε) tends uniformly in R × X to ϕ 0 (ε) in [0, s * ], where ϕ 0 (ε) is the local curve of eigenpairs for the corresponding to g 0 (x) perturbed problems (1.7).
Based on these results, we prove the existence of a branch of solutions, C ε , for the problem (1.5), for any ε small enough, bifurcating from λ 0,ε . We are not in the position to exclude the second alternative of Theorem 1.1. The standard argument, based on the maximum principle, which ensures that the branches are global and the solutions belonging in these branches are positive, cannot be applied. However, we prove that if the second alternative of Theorem 1.1 holds, then λ * ε → ∞, as ε ↓ 0. In Section 3, we leave ε ↓ 0, in order to obtain a global branch of solutions for the problem (1.3). The main result for our model equation is the following theorem.
THEOREM 1.3
The principal eigenvalue λ 0 > 0 of the problem (1.4) is a bifurcation point of the perturbed problem (1.3). More precisely, the closure of the set
possesses a maximal continuum (i.e. connected branch) of solutions, C 0 , such that (λ 0 , 0) ∈ C 0 and C 0 is unbounded in R × X. Moreover, there are maximal connected subsets
, respectively. This is done with the use of Whyburn's Lemma [2] :
Let G be any infinite collection of point sets. The set of all points x such that every neighborhood of x contains points of infinitely many sets of G is called the superior limit of G (lim sup G). The set of all points y such that every neighborhood of y contains points of all but a finite number of sets of G is called the inferior limit of G (lim inf G). Then, if the set n∈N A n is relatively compact, lim sup n→∞ {A n } is a closed, connected set.
In our case, we prove that C ε → C 0 in R × X ∩ B R (λ 0 , 0), for any R ∈ R, where B R (λ 0 , 0) denotes the ball of R × X with center (λ 0 , 0) and radius R. This means that the branches C ε tend to C 0 locally in R × X.
Finally we state as a theorem the existence of global branches for the general case (1.1). THEOREM 1.5 Assume that B is smooth enough, at least C 2m such that B = o(||u|| C 2 (Ω) ), B = o(∆u), as ||u|| C 2 (Ω) → 0, satisfying condition (Υ). Then, the principal eigenvalue λ 0 > 0 of the operator −∆ is a bifurcation point of the problem (1.1). More precisely, the closure of the set
, respectively.
The proof of the above Theorem is given in Section 4.
Notation Throughout this work we will consider the Sobolev space H 1 0 (Ω) and the weighted space L 2 g (Ω), with inner products
Eigenvalue problems
Standard regularity results imply the following:
Another well known result concerns the eigenvalue problems (1.4) and (1.8):
THEOREM 2.1 Problems (1.4) and (1.8) admit principal eigenvalues λ 0 and λ n,0 , respectively, given by
which are simple and the corresponding normalized eigenvalues u 0 and u n,0 , respectively, belong to H 1 0 (Ω) and they are the only positive eigenfunctions of (1.4) and (1.8). Since ∂Ω ∈ C 2m and g n ∈ C 2m−2 (Ω) we have that u 0 and u n,0 belong also to X.
Next we consider the eigenvalue problem
for u, v in X. We denote the eigenpairs of (2.2) as (λ
n ), i = 1, 2, .... Standard spectral theory for compact self-adjoint operators imply the existence of these eigenpairs in R×X and state their properties. In the sequel, we assume that {ũ
Proof of Theorem 1.2
We give the proof for the more general case of the problem (1.7). Throughout, this Subsection we assume that n, thus g n , is fixed. LEMMA 2.2 Assume that there exist (v n,ε , µ n,ε ) eigenpairs of (1.7) in X, i.e.
3)
for any φ ∈ X, such that µ n,ε → λ n,0 , as ε → 0. Then, v n,ε → u n,0 , in X.
Proof Without loss of generality we assume that v n,ε are normalized in X. Observe that v n,ε ∈ H 1 0 (Ω), so we may decompose it as v n,ε = a n,ε u n,0 + ξ n,ε , a n,ε =< v n,ε , u n,0
for any φ ∈ X. Setting φ = ξ n,ε , we get that
Observe that a n,ε is a bounded sequence in R, since
(Ω) and µ n,ε remain close enough in λ n,0 , we have
where λ (2) n,0 denotes the second eigenvalue of (1.8). Assume now that ξ n,ε converge weakly to some ξ * , in X, as ε ↓ 0. If ξ * ≡ 0, then from (2.6) and (2.8,) we obtain that (λ
gn (Ω) ≤ −ε a n,ε < u n,0 , ξ n,ε > X → 0, as ε ↓ 0, which is a contradiction. Then ξ * ≡ 0 and in this case, from (2.7), we have that
Thus, ξ n,ε is strongly convergent to zero in X. Finally, we conclude that v n,ε → u n,0 , in X.
We do the following observation: Assume that u n,0 ≡ũ i n , whereũ i n is an eigenfunction of (2.2), associated with some eigenvalueλ i n . We are not in the position to exclude this case, but if this happens can be characterized as exceptional and should hold for special weights g n . In this case, the curve of eigenpairs φ(ε) is given directly by φ(ε) = {(λ nε , u n,ε ) = (λ 0,n + ελ
n )}, for every ε. The properties of this curve, are given by Theorem 1.2, and may be proved by a similar way (see Remark 2.1).
Thus, we will consider the general case; u n,0 cannot coincide to anyũ i n . Assume that
for some fixed i and κ n,0 denotes the ratio
since u n,0 is normalized in X. From (2.9) we have that u n,0 does not belong to span{ũ
n }; if we assume the opposite then
n , which is a contradiction. From (2.9) we also have that u n,0 is not orthogonal to span{ũ
, which is also a contradiction.
Next, we define certain subspaces of X. Denote by V the subset of X:
V is the orthogonal complement in X of span{ũ
For some positive real number κ, such thatλ
we assume that the space V is equipped with norm
For any v ∈ V , holds that ||v||
From (2.9) and (2.11) we derive that V is a well defined Hilbert space, such that
Observe that u n,0 does not belong to V , since it is not orthogonal to span{ũ
the projection of u n,0 is not the trivial function. We also note that there exists functions which are orthogonal to u n,0 in H 1 0 (Ω), but cannot be orthogonal to u n,0 in X. The only case that this may happen is when u n,0 coincides with an eigenfunction of (2.2), i.e., in the exceptional case. To see this, assume the opposite; all functions orthogonal to u n,0 in H 1 0 (Ω) are orthogonal also in X. Then for some eigenfunctionũ (i) n we have thatũ (i) n = a u n,0 + ζ, where a = 0 and ζ is orthogonal to u n,0 in both X and H 1 0 (Ω). From (2.2) we have that
for any φ ∈ X. Setting now φ = u n,0 , we obtain that u n,0 must satisfy
n . From the point of view of (2.9) this is a contradiction.
Proof of Theorem 1.2 We give the proof for the general case where (2.9) holds. Assume that n and ε are fixed, such that ε is small enough. We proceed with the proof in four steps.
Existence Let E denotes the orthogonal complement of u n,0 in X, which is a closed subspace of X. For some κ satisfying (2.11), we define the continuous linear operator J : E → V as:
for any φ ∈ V , where λ n,ε = λ n,0 + ε κ. (2.12)
We claim that J is injective; assume the opposite, then there exists η ∈ E, such that
for any φ ∈ V . However, this is a contradiction to Lemma 2.2.
Next, we claim that u p n,0 , the projection of u n,0 in V belongs to the range of J; assume the opposite, then < J(η), u p n,0 > V = 0, for every η ∈ E, which implies that
for any η ∈ E. If we denote by E p = E ∩ V , we obtain as above that E p is also orthogonal to u p n,0 in L 2 gn , which is a contradiction.
Finally, we have that for any 0 = c ∈ R, there exists a unique η ∈ E, such that
Assume now that c = −α. Then, from (2.13) we have the existence of a unique η n,ε ∈ E, such that
14)
for any φ ∈ V . However,
Thus, (2.14) implies that
The eigenvalue problem (1.7) corresponds to a compact self adjoint operator, where the standard spectral theory applies. Thus, that u p n,ε is the projection, in V , of an eigenfunction of (1.7) in X, corresponding to λ n,ε = λ n,0 + ε κ. Denote this eigenfunction by u n,ε , i.e.,
for any φ ∈ X. The existence is thus proved. Now we calculateũ n,ε , the projection of u n,ε in span{ũ
From (2.18), setting φ =ũ
n , we obtain that
for any 1 ≤ j ≤ i. Denote by a l,j , Λ j and P j the quantities a l,j =<ũ
n − λ n,ε and
. Thus, the coefficients c j correspond to the unique solution of the linear algebraic system
for any 1 ≤ j ≤ i. Note that the constant terms, P j , in (2.19) depend on u p n,ε , i.e., the projection of u n,ε in V .
Next we observe that, from (2.14) and (2.17), α is replaced by any multiple c α, if and only if the unique solution of (2.13), u p n,ε is replaced by c u p n,ε . Then, (2.19) implies that multiple values of α correspond to multiple values of the same eigenfunction. We consider u n,ε to be normalized in X and α has a fixed value given by:
Finally, for any n and any 0 < ε small enough there exists an eigenpair (λ n,ε , u n,ε ) of (1.7), which form as ε ↓ 0, a curve of eigenpairs φ n (ε) with the eigenfunctions been positive and normalized.
Uniqueness For any n fixed, assume that there are (µ n,ε , v n,ε ) eigenpairs of (1.7), µ n,ε → λ n,0 , ε ∈ [0, s), for some s small enough. Assume also that µ n,ε = λ n,ε and that v n,ε are normalized in X. Lemma (2.2) implies that v n,ε → u n,0 , in X, as ε ↓ 0. Then,
, where (λ n,ε , u n,ε ) is the eigenpair corresponding to the same ε. Thus, v n,ε and u n,ε should be orthogonal in L 2 gn (Ω) which is a contradiction, since they both converge to u n,0 in X, thus also in L 2 gn (Ω). As a conclusion we have the uniqueness of φ n (ε).
Simplicity For any n fixed, assume that (λ n,ε , v n,ε ) is an eigenpair of (1.7), such that λ n,ε is given by (2.12). We assume that v n,ε is normalized in X. Then, Lemma (2.2) implies that v n,ε → u n,0 , in X, as ε ↓ 0. Denote by v n } must be also a multiple ofũ n,ε . Finally, we obtain that v n,ε = c u n,ε , which is a contradiction.
Algebraic Simplicity Consider the operator L n,ε (ε, u) : (0, s) × X → X, defined by
, for any φ ∈ X. From the above step (simplicity) we have that the null space of L n,ε is [u n,ε ]. It suffices to prove that the range of L n,ε is E n,ε , the orthogonal complement of u n,ε in X. Assume the opposite; Let v n,ε ∈ E n,ε , such that L n,ε (ε, v n,ε ) = u n,ε , i.e.,
for any φ ∈ V . However, this is a contradiction if we set φ = u n,ε . Thus the proof is completed.
LEMMA 2.3 For any fixed n, the curve of eigenpairs φ n is continuous in R × V .
Proof Let ε → ε * . If ε * = 0, from (2.11), (2.12) we get that λ n,ε → λ n,0 and from Lemma 2.2 we have that u n,ε → u n,0 in X. Assume that ε * = 0. Let λ n,ε → λ * in R and u n,ε → u * in X. Taking the limit, as ε → ε * , in (2.18), we conclude that (λ * , u * ) is an eigepair corresponding to ε * . From Theorem 1.2 (λ * , u * ) ∈ φ n and the proof is completed.
REMARK 2.1 Assume the exceptional case where u n,0 ≡ũ i n , whereũ i n is an eigenfunction of (2.2), associated with some eigenvalueλ i n . Then, the curve of eigenfunctions φ(ε) = {(λ nε , u n,ε ) = (λ 0,n + ελ
n )}, for every ε, has the properties of Theorem 1.2. More precisely, uniqueness maybe proved exactly as above and simplicity is implied from the simplicity of u n,0 .
Proof of Proposition 1.1
We remind that if ϕ n (ε) = (λ n,ε , u n,ε ), then (λ n,ε , u n,ε ) satisfies (2.18). For ε = 0, (λ n,0 , u n,0 ) are the principal eigenpairs of (1.8) with weights g n and (λ 0 , u 0 ) denotes the principal eigenpair of (1.8) with weight g 0 .
Next result concerns the asymptotic behaviour of φ n as u n,0 → u 0 in X. Then, g n → g 0 at least in C 1 (Ω) and λ n,0 → λ 0 , in R. Moreover, λ
n,0 → λ
0 , where λ
n,0 and λ (2) 0 are the second eigenvalues of (1.8), with weights g n and g 0 , respectively.
Proof of Proposition 1.1 Without loss of generalization, we assume that u n,0 , n ≥ 1, cannot coincide to anyũ i n ; if there where a subsequence of u n,0 such that u n,0 =ũ i n , for some i, then the corresponding curves φ(ε) = {(λ nε , u n,ε ) = (λ 0,n + ελ
n )} converge uniformly to φ 0 , as u n,0 → u 0 in X. However, we do not exclude u 0 to be equal with any eigenfunction of (2.
2).
In what follows leaving n → ∞ means that u n → u 0 in X. Let δ be a positive number, such that
The convergence of (u n,0 , λ n,0 ) → (u 0 , λ 0 ), in X × R, implies that there exists N (δ) ∈ N, such that
for any n > N (δ). We introduce the following quantity:
Let n > N (δ) and ε ∈ [0, s * ]. Then,
Next, for any n, we decompose u n,ε as u n,ε = α n,ε u n,0 + η n,ε , < η n,ε , u n,0 > X = 0, (2.24)
for every (n, ε), 0 ≤ ε ≤ s * . Next we decompose η n,ε as η n,ε = β n,ε u n,0 + ξ n,ε , < ξ n,ε , u n,0 > H 1 0 (Ω) = 0, (2.27) where
||u n,0 || 2
.
(2.28)
Moreover, from (2.24) and (2.27), u n,ε maybe written as u n,ε = (α n,ε + β n,ε )u n,0 + ξ n,ε , (2.29) so β n,ε satisfies also β n,ε = − < u n,0 , ξ n,ε > X . (2.30) Using (2.24), (2.18) implies
for any φ ∈ X. Setting φ = u n,0 in (2.31) and using (2.24), (2.32) we obtain that
since u n,0 is normalized in X. Finally, using (2.28) we conclude that λ n,ε − λ n,0 = ε κ n,ε , (2.33)
where κ n,0 is given by (2.10). Next we prove some estimates for κ n,ε , α n,ε and β n,ε . Holds that
Assume that κ n,ε ≤ 0, for some (n, ε). Then,
, which is a contradiction to the variational characterization (see (2.1)) of λ n,0 . Thus, κ n,ε remains positive for ε = 0. For α n,ε we have that, for ε = 0, α n,ε = 0, since κ n,ε = 0. Moreover, for any fixed n, α n,ε → 1, as ε → 0 and from (2.25) and Lemma 2.3 we have that α n,ε is continuous. Hence, 0 < α n,ε ≤ 1, for every (n, ε), 0 ≤ ε ≤ s * .
(2.36)
Observe now that for any fixed n, β n,ε → 0, as ε → 0. Then, κ n,ε → κ n,0 , as ε → 0. Next, we consider β n,ε . From, (2.28) and (2.26) we have that
Next we prove that, for ε = 0, β n,ε = 0, if and only if κ n,ε =λ (i) n , for some i. Assume that for some n and ε small enough, κ n,ε =λ (i) n , for some i. Then, u n,ε = u n,0 =ũ (i) n , i.e., η n,ε ≡ ξ n,ε ≡ 0, and β n,ε = 0. Let β n,ε = 0. Then, from (2.27) we have that η n,ε ≡ ξ n,ε . Then, setting φ = ξ n,ε in (2.31) we get that
However, the same argument as in Lemma 2.2 (see (2.8)), imply that
where λ (2) n,0 is the second eigenvalue of (1.8). Then, (2.37) holds only if η n,ε ≡ ξ n,ε ≡ 0. Thus, β n,ε = 0, for ε = 0, is equivalent to the exceptional case u n,ε = u n,0 =ũ
n , which is a contradiction to our assumption. So, β n,ε = 0, for every n > N (δ) and 0 < ε ≤ s * .
Using now decomposition (2.29) in (2.18), setting also φ = ξ n,ε , we obtain ε < (α n,ε + β n,ε )u n,0 + ξ n,ε , ξ n,ε > X + < (α n,ε + β n,ε )u n,0 + ξ n,ε , ξ n,
gn (Ω) = 0. Using now (2.30) we get that
Next we prove that β n,ε ≥ 0. Observe that α n,ε + β n,ε = 0, since if α n,ε + β n,ε = 0, (2.29) imply that u n,ε = ξ n,ε . This is a contradiction to Lemma 2.2. The positivity of α n,ε and κ n,ε , see (2.34), imply that α n,ε + β n,ε is also positive. Then, from (2.38) and (2.39) we conclude that β n,ε is positive, for any fixed n and ε small enough. Note that for fixed n, from (2.28) and Lemma 2.3 we have that β n,ε is continuous. Hence,
, for ε = 0 and β n,0 = 0, (2.40) for every n > N (δ) and 0 ≤ ε ≤ s * . For positive β n,ε , we also get that
and finally, from (2.33), (2.41) and (2.23) we obtain the uniform bound for λ n,ε
for every n > N (δ) and 0 ≤ ε ≤ s * . Our last estimate concerns η n,ε in terms of α n,ε and β n,ε . Setting φ = η n,ε in (2.31), we have
. Using (2.33), (2.34) and (2.28) we get that
Using decomposition (2.27) and (2.33)-(2.34) we have that
Then (2.43) is written as
Observe now that ξ n,ε is orthogonal to u n,0 in H 1 0 (Ω) and that the estimate (2.42) is uniform, i.e., holds for any n > N (δ) and 0 ≤ ε ≤ s * , thus
Finally, from (2.44) we conclude that
for any n > N (δ) and 0 ≤ ε ≤ s * .
The final step is to prove that every sequence (u n,ε , λ n,ε ) ∈ φ n , converges (up to some subsequence) to some (u 0,ε , λ 0,ε ) ∈ φ 0 , for every n > N (δ) and every 0 ≤ ε ≤ s * , in X × R. Let (u n,ε , λ n,ε ) ∈ φ n . Holds that u n,ε are normalized, hence bounded and λ n,ε is also bounded (see (2.42)). Then, up to some subsequence, u n,ε ⇀ u * in X and λ n,ε → λ * .
Assume that ε → ε * , for some ε * = 0. From (2.18) we have that
since u n,ε are normalized in X. Taking the limit n → ∞ and ε → ε * , we get that
Thus, (u * , λ * ) = (0, 0). Moreover, (2.18) implies that
for any φ ∈ X, thus (u * , λ * ) is an eigenpair belonging to φ 0 and that (u n,ε , λ n,ε ) → (u * , λ * ) in X × R. Assume now that ε * = 0. We will prove that (u n,ε , λ n,ε ) → (u 0 , λ 0 ) in X × R. Assume that u * ≡ 0, then α n,ε =< u n,ε , u n,0 >→ 0, and (2.45) implies that also ||η n,ε || 2 X → 0. However, these two limits contradict (2.26). Thus, u * ≡ 0 and follows directly that (u * , λ * ) ≡ (u 0 , λ 0 ) and since both are normalized in X we deduce that u n,ε → u 0 , in X.
Finally we conclude that, for every n > N (δ) and 0 ≤ ε ≤ s * , every sequence (u n,ε , λ n,ε ) ∈ φ n , converges to some (u 0,ε , λ 0,ε ) ∈ φ 0 , in X × R, i.e., ϕ n (ε) → ϕ 0 (ε), uniformly, in X × R.
Bifurcation Results
In this section, we will prove the existence of a global branch of solutions for the problem (1.3) bifurcating from the principal eigenvalue of the linear problem (1.4). To do this, we will first prove the existence of global branches for the problems (1.5) bifurcating from eigenvalues of the linear problem (1.6). Then we will leave ε → 0.
From Theorem 1.2 we have the existence of a continuous curve, φ 0 (ε) = (u 0,ε , λ 0,ε ), of eigenpairs for the corresponding perturbed problems (1.6).
THEOREM 3.1 Let ε be a positive real number which is small enough. Then, for each ε, the eigenvalue λ 0,ε of the problem (1.6) is a bifurcation point of the perturbed problem (1.5). More precisely, the closure of the set C = {(λ, u) ∈ R × X : (λ, u) solves (1.5), u ≡ 0}, possesses a maximal continuum (i.e. connected branch) of solutions, C ε , such that (λ 0,ε , 0) ∈ C ε and C ε either: (i) meets infinity in R × X or, (ii) meets (λ * , 0), where λ * = λ is also an eigenvalue of L.
Proof The proof follows directly from Rabinowitz's Theorem 1.1. We sketch the proof. For any fixed ε > 0, small enough, we consider the operator G : X → X, as
Observe that G may be written as
, where L is the linear and compact operator
while H is the compact nonlinear operator
satisfying H(λ, u) = o(||u|| X ), as ||u|| X → 0; let ||u n || X → 0, then ||u n || C 3 (Ω) → 0 and
for any v ∈ X andũ n = u n /||u n || X . In addition, from Theorem 1.2, λ 0,ε is a simple eigenvalue of 1 ε L. It is clear that the conditions of Rabinowitz's Theorem are satisfied and the result follows. .
Next we prove some results, concerning the asymptotic behavior of the branches C ε . Assume a sequence (λ εn , u εn ) ∈ C εn , and set
We consider the following eigenvalue problems with weight g εn :
where ψ ∈ X. From Lemma 2.1 we have that u εn ∈ C 2m (Ω), so g εn ∈ C 2m−2 (Ω). Then, Theorem 2.1 implies the existence of a principal eigenvalue λ n with the associated normalized eigenfunction v n being positive and belonging in X. We denote by g 0 the "weight" function of (1.4), i.e., g 0 ≡ 1.
LEMMA 3.1 Let (λ εn , u εn ) ∈ C εn and assume that u εn is a bounded sequence in X, such that u εn ⇀ 0 in X. Then, g εn → g 0 in C 2m−2 (Ω).
Proof Since u εn ⇀ 0 in X, the compact imbedding X ֒→ C 3 (Ω) implies that u εn → 0, in C 3 (Ω). We calculate that the difference
tends to zero uniformly, as
consists of a finite sum of products. Each product consists on 2N terms, counting the multiplicity, representing derivatives of u εn , up to order 2m. Since, m < 2N + 1, there exists at least one of these terms with derivative order less or equal to 3. Since u εn ∈ C 2m (Ω) all terms are well defined and bounded and the terms with derivative order less or equal to 3 tend to zero, uniformly. Thus, ∆ m−1 | det D 2 u εn | 2 → 0 uniformly, and the proof is completed.
Note that, the above result is stronger than the expected convergence g εn → g 0 ∈ C 1 (Ω) and is the proof that | det D 2 u| 2 satisfies condition (Υ).
COROLLARY 3.1 Let the assumptions of Lemma 3.1 hold. It is well known that if g εn → g 0 ∈ C 1 (Ω), then, the principal eigenfunctions v n and u 0 of the problems (3.2) and (1.4), respectively, satisfy
LEMMA 3.2 Let ε n > 0, be a sequence that tends to 0, as n → ∞, and (λ εn , u εn ) ∈ C εn . Assume that (λ εn , u εn ) is a bounded sequence in R × X, such that u εn being nonnegative. Denote by λ * and u * the limits (up to a subsequence) λ εn → λ * and u εn ⇀ u * (weakly) in X. Then, u εn converges strongly in u * in X, and either 1. (λ * , u * ) is a nontrivial solution of (1.3), or 2. u * ≡ 0. In this case, λ * = λ 0 and u εn → 0 in X, such that the normalization of u εn converges to u 0 in X.
Proof Since (λ εn , u εn ) ∈ C εn , they satisfy
for each n and every ψ ∈ X, where g εn (x) = 1 + | det D 2 u εn | 2 . Since u εn is a bounded sequence in X, the compact imbedding X ֒→ C 3 (Ω) implies that
up to a subsequence, denoted again by u εn . Assume that, u * ≡ 0. Then, we consider the eigenvalue problems (3.2). Since, for each n, g εn ∈ C 2m−2 (Ω), from Theorem 1.2 we have the existence of a C ∞ -curve, φ n , of eigenpairs for the corresponding to g εn perturbed problems:
(3.5)
However, u εn ⇀ 0 in X, so Corollary 3.1 implies that v n → u 0 in X. Then, Proposition 1.1 implies that there exists an interval [0, s * ], depending on u 0 , such that φ n → φ 0 , uniformly in R × X. Choose now, ε n small enough, such that ε n ∈ [0, s * ] and denote byū εn the normalization of u εn in X. Then, dividing (3.3) by ||u εn || X we get thatū εn is a solution of (3.5) with ε n ∈ [0, s * ]. We claim that (λ εn ,ū εn ) ∈ φ n , for each n big enough. Assume the opposite; then problem (3.5) for the same ε n and g εn , admits two positive eigenfunctions corresponding to different eigenvalues. These eigenvalues should be orthogonal in L 2 gε n (Ω), which is impossible, since g εn is positive. (See Remark 3.1). Thus, (λ εn ,ū εn ) must belong to φ n , for each n big enough. This means that λ * = λ 0 andū εn → u 0 (strongly) in X. However, this is true if and only if ||u εn || X → 0. Thus, u εn converges strongly to 0 in X. This proves the second alternative of the Lemma.
Assume now that u * ≡ 0. Taking the limit as n → ∞, (3.3) implies that
However, u * ∈ X and is nonnegative. Thus, is the unique positive eigenfunction of the above eigenvalue problem. Suppose now that lim inf ||u εn || X > ||u * || X , then there exists a subsequence of u εn , again denote it by u εn , such that ||u εn || X → M > ||u * || X . Setũ εn = u εn /||u εn || X . Is clear thatũ εn converges weakly to someũ * in X. Then, diving (3.3) by ||u εn || X and taking the limit, we obtain thatũ * is also a nonnegative eigenfunction of (3.6), which is impossible. Thus, lim inf ||u εn || X = ||u * || X and u εn → u * , strongly, in X. This proves the first alternative of the Lemma. Thus, the proof is completed.
REMARK 3.1 In the proof of the second alternative, we used that g εn is positive. However, this is not something crucial. Above we give a different proof for the second alternative; Assume that u * ≡ 0. We will prove that λ * = λ 0 , thus (λ εn ,ū εn ) ∈ φ n , (using the notation of the above proof ).
Dividing (3.3) by ||u εn ||
and setting
, we obtain that 
(Ω). Taking the limit as ε → 0 in (3.7) we get
where
X . From (3.8) we have thatũ * ≡ 0 and the limit of A ε is finite. Since
we have that ε nũn converges in X and this limit must be zero. Then, for any φ ∈ X, we have that
which in the limit gives
However, this makes sense if and only if (ũ * , λ * ) = (ũ 0 , λ 0 ), whereũ 0 is the normalized in H 1 0 (Ω) eigenfunction of (1.8) corresponding to the principal eigenvalue λ 0 . Thus, (λ εn ,ū εn ) ∈ φ n and the rest of the proof follows exactly as in the proof of the above Lemma.
In the next result, we actually prove that for ε → 0 the nonpositive solutions (λ, u) belonging to the branches C ε , must tend to infinity in R × X. LEMMA 3.3 Let (λ n , u n ) be a sequence belonging to C εn , such that u n (x) ≥ 0 and there exist {a
Proof Assume the opposite i.e., there exists M > 0, such that ||(λ n , u n )|| R×X < M , for any n ∈ N. Then, λ n → λ * and u n ⇀ u * , up to some subsequence. From Lemma 3.2, we have that if u * ≡ 0, the normalization of u n must converge to u 0 , in X and thus in L ∞ , which contradicts the positivity of u n . If on the other, u * ≡ 0, we get that u n → u * , strongly in X and u * is a solution of (1.8), with
The contradiction now follows from maximum principle.
LEMMA 3.4 Let ε n → 0. Then, the branches C εn cannot be uniformly bounded, i.e., we cannot find
Proof Assume the opposite; for some ε n → 0 there exists M > 0, such that ||(λ, u)|| R×X < M , for any (λ, u) ∈ C εn . Then, we have that the branches are compact (i.e., the second alternative of Theorem 3.1 holds), which means that must contain solutions of (1.5) that change sign. The connectness of these branches in X and thus in L ∞ (Ω) implies that there exist (λ n , u n ) ∈ C εn with u n vanishing somewhere in Ω and being positive elsewhere, with ||u n || X < M . However, this is impossible from Lemma 3.3.
The following result, which is immediate, will be used in the proof of Theorem 1.3.
LEMMA 3.5 Fix ε small enough. Then the branch C ε is a closed set in R × X.
Proof Let (λ n , u n ) ∈ C ε , to be a convergent sequence in R × X, in some (λ * , u * ) ∈ R × X. Then, for any φ ∈ X, we have that ε < u n , φ > X + Ω ∆u n φ dx = λ n Ω (1 + | det D 2 u n | 2 ) u n φ dx, which in the limit gives that
Thus, (λ * , u * ) ∈ C ε .
Next, we prove the main result of this Section; the existence of a global branch of solutions for (1.3) bifurcating from the principal eigenvalue λ 0 of (1.4).
Proof of Theorem 1.3 We apply Whyburn's Lemma 1.4 in order to prove that C ε converge in R × X, and this limit C 0 is the global branch of solutions of (1.3) bifurcating from the principal eigenvalue λ 0 of (1.4). For some R > 0 and some sequence ε n → 0, as n → ∞, we define the sets A n as follows:
A n = B R (λ 0 , 0) ∩ C εn ⊂ R × X, For every n ∈ N, these sets are connected (see Theorem 3.1) and closed (see Lemma 3.5). Next, we claim that lim inf n→∞ {A n } is not empty. To see this we consider the points (λ 0,εn , 0) belonging to C εn . From Theorem 1.2 we have that (λ 0,εn , 0) → (λ 0 , 0), hence, lim inf n→∞ {A n } ≡ ∅.
It remains to prove that the set n∈N A n is relatively compact i.e., every sequence in A n contains a convergent subsequence. Let (λ n , u n ) ∈ n∈N A n , then the sequence (λ n , u n ) is bounded in R × X and so (up to a subsequence) we have that λ n → λ * and u n ⇀ u * in X. However, since u n is bounded, Lemma 3.3 implies that u n are positive in Ω and Lemma 3.2 implies that (λ n , u n ) converges strongly in R × X, either to (λ 0 , 0) or to (λ * , u * ) which satisfy (1.3). Thus, n∈N A n is relatively compact.
Then, we leave R → ∞ in order to obtain that C εn → C 0 , in R × X, for any R ∈ R. In order to prove that C 0 is unbounded in R × X, we may use, the sequences {(λ n , u n ) ∈ C εn ∩ ∂B R (λ 0 , 0)} which converge to some (λ * , u * ) in R × X, satisfies (1.3), for any R > 0. where Ω is a bounded domain of R N , N ≥ 2, Ω is smooth enough, at least C 2m , for some integer m given by (1.2). Using the same procedure as for the problem (1.3) we may prove the following: THEOREM 3.2 Assume problem (3.10), where B satisfies also condition (Υ). Then, the principal eigenvalue λ 0 is a bifurcation point of (3.10), such that the first alternative of Theorem 1.1 holds i.e., we have a global bifurcation. REMARK 3.2 Condition (Υ) seems necessary for our arguments. This condition cannot hold for all functions: for example, assume H(u, Du, D 2 u) = | det D 2 u|. For N ≥ 3, condition (Υ) is satisfied while, for N = 2 is not satisfied.
4 The general case 1.1
Proof of Theorem 1.5. We will give the proof for B(x, u, Du, D 2 u) = | det D 2 u| 2 , which from Lemma 3.1 satisfies condition (Υ). Thus, we will prove the existence of global branches of solutions for the problem:
1) u| ∂Ω = 0, bifurcating from the principal eigenvalue λ 0 of −∆ in Ω. Let ε > 0 be a small enough number. We assume the following approximating problems:
u| ∂Ω = 0,
