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Abstract
Homotopy Analysis Method (HAM) and Homotopy Perturbation Method (HPM)
are two analytic methods to solve the linear and nonlinear equations which can be
used to obtain the numerical solution. This paper presents the application of
the HAM to Fredholm and Volterra integral equations. The HAM contains the
auxiliary parameter ~, that provides a powerful tool to analyze strongly linear
and nonlinear problems. Examples are provided to demonstrate the advantages of
HAM over the HPM.
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1 Introduction
In 1992, Liao [11, 12] proposed a new analytical technique; namely the Homotopy
Analysis Method (HAM) based on homotopy of topology. However, in Liao’s PhD
dissertation [11], he did not introduce the auxiliary parameter ~, but simply followed
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the traditional concept of homotopy to construct the following one-parameter family
of equations
(1 − p)L(u) + pN(u) = 0, (1.1)
where L is an auxiliary linear operator, N is a nonlinear operator related to the orig-
inal nonlinear problem N(u) = 0 and p is the embedding parameter. An improved
two parameters family of equations was proposed to avoid divergence of solution by
introducing an auxiliary parameter ~ [9, 8].
(1 − p)L(u − u0) = ~pN(u). (1.2)
where u0 is an initial guess. Using the deﬁnition of Taylor series with respect to the
embedding parameter p (which is a power series of p), Liao gave a general equations for
high-order approximations. He [6, 5] constructed the one-parameter family of equations
(1 − p)L(u) + pN(u) = 0, (1.3)
which is exactly the same as Liao’s early one-parameter family equation (1.1), and is a
special case of Liao’s modiﬁed two-parameter equation (1.2) when ~ = −1. The general
type of linear integral equation is of the form
h(t)u(t) = g(t) + λ
∫ b
a
K(t,x)u(x)dx. (1.4)
where the upper limit may be either variable or ﬁxed. The functions g,h and K are
known functions, whereas u is to be determined, λ is a nonzero real or complex param-
eter. In all Fredholm integral equations the upper limit of integration b, say, is ﬁxed.
The Fredholm integral equations of the ﬁrst and second kinds are obtained by substi-
tuting h(t) = 0 and h(t) = 1 in equation (1.4) respectively. Volterra integral equations
of the ﬁrst and second kinds are deﬁned precisely as Fredholm integral equations except
that b = t is the variable upper limit of integration[13]. A review of the application of
the HPM to the Fredholm and Volterra integral equations can be found in [1], [3] and
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2 Homotopy Analysis Method (HAM)
In this paper we apply the homotopy analysis method to Fredholm and Volterra integral
equations. Consider the following equation:
N[ϑ(t)] = 0
where N is a nonlinear operator, t denotes the independent variable, ϑ(t) is an unknown
function. The so-called HAM’s zero-order deformation [10] can be obtained
(1 − p)L[ϕ(t;p) − ϑ
[0]
0 (t)] = p~H(t)N[ϑ(t)] (2.5)
where p ∈ [0,1] is the embedding parameter, ~ ̸= 0 is a nonzero auxiliary parameter,
H(t) ̸= 0 is an auxiliary function, L is an auxiliary linear operator, ϑ
[0]
0 (t) is an initial
guess of ϑ(t), ϕ(t;p) is an unknown function. When p = 0 and p = 1, then
ϕ(t;0) = ϑ
[0]
0 (t), ϕ(t;1) = ϑ(t),
respectively. Thus, as p increases from 0 to 1, the solution ϕ(t;p) varies from the initial
guess ϑ
[0]
0 (t) to the solution ϑ(t). Expanding ϕ(t;p) in Taylor series with respect to p,
one has
ϕ(t;p) = ϑ
[0]
0 (t) +
+1 ∑
k=1
ϑ
[k]
0 (t)pk, (2.6)
where
ϑ
[k]
0 (t) =
1
k!
∂kϕ(t;p)
∂pk
 
   
 
p=0
. (2.7)
If the auxiliary linear operator, the initial guess, the auxiliary parameter ~, and the
auxiliary function are properly chosen, the series (2.6) converges at p = 1, thus
ϑ(t) = ϑ
[0]
0 (t) +
+1 ∑
k=1
ϑ
[k]
0 (t), (2.8)
which must be one of the solutions of the original nonlinear equation, as proved by
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As pointed by Liao [7], the auxiliary parameter ~ can be employed to adjust the con-
vergence region of homotopy analysis solution. In general, by means of the so-called
~-curve, it is straightforward to choose an appropriate range for ~ which ensures the
convergence of the solution series.
According to the equation (2.7), the governing equation can be deduced from the zero-
order deformation equation (2.5). Deﬁne the vector
⃗ ϑm =
{
ϑ
[0]
0 (t),ϑ
[1]
0 (t),··· ,ϑ
[m]
0 (t)
}
.
Diﬀerentiating equation (2.5) k times with respect to the embedding parameter p and
then setting p = 0 and ﬁnally dividing them by k!, we have the so-called kth-order
deformation equation
L[ϑ
[k]
0 (t) − χkϑ
[k 1]
0 (t)] = ~H(t)Rk(⃗ ϑk 1), (2.9)
where
Rk(⃗ ϑk 1) =
1
(k − 1)!
∂k 1N[ϕ(t;p)]
∂pk 1
 
   
 
p=0
, (2.10)
and
χk =



0, k ≤ 1,
1, k > 1.
(2.11)
It should be emphasized that ϑ
[k]
0 (t) for k ≥ 1 is governed by the linear equation (2.7)
with the linear boundary conditions that comes from the original problem, which can be
solved easily by symbolic computation software such as Matlab, Maple or Mathematica.
In this paper all calculations were accomplished using Matlab software where the long
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3 HAM's solution to the Fredholm and Volterra integral
equations
Consider the equation
h(t)u(t) = g(t) + λ
∫
a
K(t,x)u(x)dx (3.12)
The HAM solution to equation (3.12) can be categorized into both Fredholm and
Volterra integral equations of the ﬁrst and second kind.
3.1 Fredholm and Volterra integral equations of the rst kind
In this case, substituting h(t) = 0 into equation (3.12), we have
g(t) + λ
∫ 
a
K(t,x)u(x)dx = 0, c ≤ t ≤ d. (3.13)
According to equation (2.5), the HAM’s zeroth-order deformation for equation (3.13)
will be
(1 − p)U(t,p,~) = ~p
(
g(t) +
∫ 
a
k(x,t)U(x,p,~)dx
)
. (3.14)
For p = 0 and p = 1, we can write
U(t,0,~) = 0, U(t,1,~) = u(t). (3.15)
Considering Maclaurin series of U(t,p,~) corresponding to p, one has
U(t,p,~) = U(t,0,~) +
+1 ∑
k=1
u
[k]
0 (t,~)
k!
pk. (3.16)
which
u
[k]
0 (t,~) =
∂kU(t,p,~)
∂pk
   
   
p=0
.
If p = 1, equation (3.16), gives
u(t) =
+1 ∑
k=1
u
[k]
0 (t,~)
k!
. (3.17)272 Mathematical Sciences Vol. 4, No. 3 (2010)
Thus we obtain the kth-order deformation equation
L[u
[k]
0 (t,~) − χku
[k 1]
0 (t,~)] = ~Rk(⃗ uk 1).
Now the solution of the kth-order deformation equation for k ≥ 1 becomes
u
[1]
0 (t,~) = ~g(t). (3.18)
and
u
[k]
0 (t,~)
k!
=
u
[k 1]
0 (x,~)
(k − 1)!
+ ~
∫ 
a
k(x,t)
u
[k 1]
0 (x,~)
(k − 1)!
dx. (3.19)
3.2 Fredholm and Volterra integral equations of the second kind
Substituting h(t) = 1 into equation (3.12), we have
u(t) = g(t) + λ
∫ 
a
K(t,x)u(x)dx, c ≤ t ≤ d. (3.20)
We construct the zeroth-order deformation for this kind of integral equations as
(1 − p)(U(t,p,~) − g(t)) = ~p
(
U(t,p,~) − g(t) −
∫ 
a
k(x,t)U(x,p,~)dx
)
. (3.21)
For p = 0 and p = 1, we can write
U(t,0,~) = g(t), U(t,1,~) = u(t). (3.22)
Considering Maclaurin series of U(t,p,~) corresponding to p, one has
U(t,p,~) = U(t,0,~) +
+1 ∑
k=1
u
[k]
0 (t,~)
k!
pk (3.23)
which
u
[k]
0 (t,~) =
∂kU(t,p,~)
∂pk
   
   
p=0
.
Substituting p = 1, into (3.23) yields
u(t) = g(t) +
+1 ∑
k=1
u
[k]
0 (t,~)
k!
. (3.24)S. Vahdati et al. 273
Thus we obtain the kth-order deformation equation
L[u
[k]
0 (t,~) − χku
[k 1]
0 (t,~)] = ~Rk(⃗ uk 1).
Now the solution of the kth-order deformation equation for k ≥ 1 becomes
u
[1]
0 (t,~) = −~
∫ 
a
K(t,x)g(x)dx. (3.25)
and
u
[k]
0 (t,~)
k!
=
u
[k 1]
0 (t,~)
(k − 1)!
+ ~
u
[k 1]
0 (t,~)
(k − 1)!
− ~
∫ 
a
k(x,t)
u
[k 1]
0 (x,~)
(k − 1)!
dx. (3.26)
As a note, if ~ = −1 then the solution of the problem is similar to the Homotopy
Perturbation Method (see [2]).
4 Numerical examples
In this section, four examples of Fredholm and Volterra integral equations are consid-
ered.
Example 4.1. Consider the Fredholm integral equation
1
2
et (1 − e) +
∫ 1
2
0
et+xu(x)dx = 0, 0 ≤ t ≤
1
2
(4.27)
which has the exact solution u(t) = et.
By HAM, we may construct the zeroth-order deformation (3.14). Then, by using
equations (3.15)-(3.19) we obtain
u
[0]
0 (t,~) = 0,
u
[1]
0 (t,~) = −
1
2
~et (e − 1),
u
[2]
0 (t,~)
2
=
1
4
~et (e~ − ~ + 2)(e − 1),274 Mathematical Sciences Vol. 4, No. 3 (2010)
u
[3]
0 (t,~)
6
= −
1
8
~et (e~ − ~ + 2)
2 (e − 1),
. . .
Substituting into equation (3.17), we have
u(t) = −
1
2
~et(e − 1) −
(
1
2
) +1 ∑
k=1
(
−
e~ − ~ + 2
2
)k
(4.28)
which is convergent on the region
 
   
 
e~ − ~ + 2
2
 
   
  < 1 and specially for ~ =
−2
e − 1
, one has
u(t) = −
1
2
(
−2
e − 1
)
et(e − 1) − 0 = et
Example 4.2. Next, consider the following Fredholm integral equation
u(t) = e3t −
1
9
(2e3 + 1)t +
∫ 1
0
txu(x)dx, 0 ≤ t ≤ 1 (4.29)
which has the exact solution u(t) = e3t.
Using equations (3.21)-(3.26), we obtain
u
[0]
0 (t,~) = e3t −
1
9
(
2e3 + 1
)
t,
u
[1]
0 (t,~) = −
2
27
~t
(
2e3 + 1
)
,
u
[2]
0 (t,~)
2
= −
2
81
t~
(
2e3 + 1
)
(2~ + 3),
u
[3]
0 (t,~)
6
= −
2
243
~t
(
2e3 + 1
)
(2~ + 3)
2 ,
. . .
Considering equation (3.24), the solution of Example (4.2) can be readily obtain by
u(t) = e3t −
1
9
(
2e3 + 1
)
t −
2
27
~t
(
2e3 + 1
)
(
1 +
+1 ∑
k=1
(
2~ + 3
3
)k)
(4.30)S. Vahdati et al. 275
Figure 1: The ~-curve of u(0) given by 4.28. Dotted line: 5th-order approximation; Dashed
line: 10th-order approximation; Solid line: 15th-order276 Mathematical Sciences Vol. 4, No. 3 (2010)
Figure 2: The ~-curve of u(1) given by 4.30. Dotted line: 5th-order approximation; Dashed
line: 10th-order approximation; Solid line: 15th-order
The convergence region of this series is
 
 
   
2~ + 3
3
 
 
    < 1. Substituting ~ = −
3
2
into the
above equation, we have
u(t) = e3t −
1
9
(
2e3 + 1
)
t −
2
27
(
−
3
2
)
t
(
2e3 + 1
)
= e3t
Example 4.3. Consider the Volterra integral equation
u(t) = 2 +
∫ t
0
et xu(x)dx, 0 ≤ t ≤ 2 (4.31)
which has the exact solution u(t) = e2t + 1. By HAM, we may construct the zeroth-
order deformation (3.21). Then, by using equations (3.22)-(3.26) we obtainS. Vahdati et al. 277
Table 1: Numerical results of Example (4.3)
x HAM : ~ = −0.9 HPM : ~ = −1 HAM : ~ = −1.1 HAM : ~ = −1.2
0.00 0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+000
0.20 6.13393e-010 0.00000e+000 1.59872e-014 7.16935e-010
0.40 1.90334e-008 1.04805e-013 2.63567e-012 1.66799e-009
0.60 2.29653e-007 1.65938e-011 1.02842e-011 3.15107e-009
0.80 1.72968e-006 6.40821e-010 1.46985e-011 2.21458e-008
1.00 9.71810e-006 1.14124e-008 1.31692e-010 6.79102e-009
1.20 4.45522e-005 1.24585e-007 7.44985e-010 1.22659e-007
1.40 1.75640e-004 9.70358e-007 7.84617e-010 4.32727e-008
1.60 6.15886e-004 5.90385e-006 1.14180e-008 5.89297e-007
1.80 1.96591e-003 2.97482e-005 2.21966e-008 1.19479e-006
2.00 5.80847e-003 1.29194e-004 1.21101e-007 6.22624e-007
u
[0]
0 (t,~) = 2,
u
[1]
0 (t,~) = −2~
(
et − 1
)
,
u
[2]
0 (t,~)
2
= 2~
(
−2et~ + 2~ + ~tet − et + 1
)
,
u
[3]
0 (t,~)
6
= −~
(
8et~2 − 8~2 − 6et~2t + et~2t2 + 8et~ − 8~ − 4~tet + 2et − 2
)
,
. . .
Then,
u(t) = 2 − 2~
(
et − 1
)
+ 2~
(
−2et~ + 2~ + ~tet − et + 1
)
+ ··· (4.32)
In the HAM computations the ﬁrst twelve terms of equation (4.32) are used. The
absolute diﬀerence between the HAM and the exact solution of this example are listed
in table 1. Comparison results obtained using HPM also are shown. Figure 3 shows278 Mathematical Sciences Vol. 4, No. 3 (2010)
Figure 3: The ~-curve of u(1) given by 4.32. Dotted line: 5th-order approximation; Dashed
line: 10th-order approximation; Solid line: 15th-order
the value of u(1) under diﬀerent ~. It is seen that convergent results can be obtained
when −1.75 . ~ . −0.75. Thus, we can choose an appropriate value for ~ in this range
to get a convergent solution of u(t).
Example 4.4. Finally, consider the equation
u(t) = (1 − 2π)cost + sint + 4
∫ 
0
(cost)(cosx)u(x)dx. (4.33)
The exact solution is u(t) = cost + sint.
Using equations (3.21)-(3.26), we obtainS. Vahdati et al. 279
u
[0]
0 (t,~) = cos(t) − 2 cos(t)π + sin(t),
u
[1]
0 (t,~) = 2~cos(t)π (2π − 1),
u
[2]
0 (t,~)
2
= −2~cos(t)π (2π − 1)(2~π − 1 − ~),
u
[3]
0 (t,~)
6
= 2~cos(t)π (2π − 1)(2~π − 1 − ~)
2 ,
. . .
Therefore, we get
u(t) = cos(t) − 2 cos(t)π + sin(t) + 2~cos(t)π (2π − 1)
(
1 +
+1 ∑
k=1
(~ + 1 − 2π~)
k
)
(4.34)
Which is convergent on the region |~ + 1 − 2π~| < 1. For ~ =
1
2π − 1
, we have
u(t) = cos(t) − 2 cos(t)π + sin(t) + 2
(
1
2π − 1
)
cos(t)π (2π − 1) = cost + sint
It should be emphasized that in this example ~ = −1 is not belong to the convergence
region.
Figures 1-4 show the ~-curves obtained from the 5th-order, 10th-order and 15th-
order HAM approximation solutions of equations (4.28), (4.30), (4.32) and (4.34). From
these ﬁgures, the valid regions of ~ correspond to the line segments nearly parallel to
the horizontal axis.
5 Conclusion
Homotopy Analysis Method is known to be a powerful device for solving many func-
tional equations such as ordinary, partial diﬀerential and integral equations and many
other equations. In this work, we numerically and analytically showed that the HAM
is more accurate than HPM for solving the Fredholm and Volterra integral equations.280 Mathematical Sciences Vol. 4, No. 3 (2010)
Figure 4: The ~-curve of u(0) given by 4.34. Dotted line: 5th-order approximation; Dashed
line: 10th-order approximation; Solid line: 15th-orderS. Vahdati et al. 281
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