Abstract-This paper proposes a minimum mean-square error (MMSE) filtering technique to estimate the noise power that takes into account the variation of the noise statistics across the orthogonal frequency division multiplexing (OFDM) sub-carrier index as well as across OFDM symbols. The proposed method provides many local estimates that allow tracking of the variation of the noise statistics in frequency and time. The MMSE filter coefficients are obtained from the mean-squared-error (MSE) expression, which can be calculated using the noise statistics. Evaluation of the performance with computer simulations shows that the proposed method tracks the local statistics of the noise more efficiently than conventional methods.
I. INTRODUCTION
Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier modulation scheme in which the wide transmission spectrum is divided into narrower bands and data is transmitted in parallel on these narrow bands. Parallel with the possible data rates, the transmission bandwidth of OFDM systems is also large. Because of these large bandwidths, noise can not be assumed to be white with flat spectrum across subcarriers.
The signal-to-noise ratio (SNR) is broadly defined as the ratio of the desired signal power to the noise power and has been accepted as a standard measure of signal quality for communication systems. Adaptive system design requires the estimate of SNR in order to modify the transmission parameters to make efficient use of system resources. Poor channel conditions, reflected by low SNR values, require that the transmitter modifies transmission parameters such as coding rate, modulation mode etc. to compensate channel and to satisfy certain application dependent constraints such as constant bit-error-rate (BER) and throughput. Dynamic system parameter adaptation requires a real-time noise power estimator for continuous channel quality monitoring and corresponding compensation in order to maximize resource utilization. Bit loading in DMT system is performed using the knowledge of SNR information in each subcarrier position in [1] , and adaptive bit-loading is applied to OFDM systems in [2] . The knowledge of SNR also provides information about the channel quality which can be used by hand-off algorithms, power control, channel estimation through interpolation, and optimal soft information generation for high performance decoding algorithms.
The SNR can be estimated using regularly transmitted training sequences, pilot data or data symbols (blind estimation). In this paper, we restrict ourselves to data aided estimation. In conventional SNR estimation techniques for OFDM , the noise is usually assumed to be white and an SNR value is calculated for all subcarriers [3] - [5] . This assumption is removed in [6] , [7] by calculating SNR values for each subcarrier. However, the correlation of the noise variance across subcarriers is not used in both papers as noise variance is calculated for each subcarrier separately. In [6] , blind (expectation maximization (EM)) and decision-directed noise variance estimation algorithms are given. The noise variances are calculated separately for each subcarrier by assuming they are constant over time. SNR estimation for a 2 x 2 MIMO-OFDM system is presented in [7] . SNR is estimated using the preambles without the need for channel estimation. Two SNRs are defined, SNR per subcarrier and overall SNR. SNR per subcarrier is calculated by averaging four neighboring subcarriers.
In this paper, the white noise assumption is removed and variation of the noise power across OFDM sub-carriers as well as across OFDM symbols is allowed. The noise variances at each subcarrier is estimated using a two dimensional MMSE filter whose coefficients are calculated using statistics of the noise. The paper focuses more on estimation of noise power, and assumes that the signal power, and hence SNR, can be estimated from the channel estimates. This paper is organized as follows. In next section, our system model is described. Section III explains the details of the proposed algorithms. Then, numerical results are presented in Section IV and the conclusions are given in Section V. Fig. 1 . Here, the statistics of noise components change as we move along the time or the frequency axis. The commonly used approach for noise power estimation in OFDM systems is based on finding the difference between the noisy received sample in frequency domain and the best hypothesis of the noiseless received sample [3] . It can be formulated as Zn,k = Yn,k -Sn,kHn,k (5) where Sn,k is the noiseless sample of the received symbol and Hn,k is the channel estimate for the kth sub-carrier of nth OFDM symbol. The bias caused by incorrect hypothesis of data symbols Sn,k can be removed by using a look-up The two dimensional filter given by (6) can be very complex for practical implementation. To reduce the complexity, two cascaded ID estimators in time and frequency may be used instead. This approach is valid when the variation of the noise variance in time and frequency dimensions are independent. For the rest of the paper, filtering in frequency direction will be considered and symbol index will be dropped for notational clarity. In this case, the estimator can be represented as
I1=-L
where wl satisfies zk L Wl = 1. The filter coefficients wl can be calculated using the statistics of the interference plus noise Zk. In this paper, we use a minimum mean-square error (MMSE) approach for finding these coefficients.
Estimation error at the kth subcarrier can be written as (8) Note that the instantaneous errors (8) will be a function of the filter coefficients wl, the interference statistics, average interference power, and average noise power. Hence, ideally the optimum values for weighting coefficients will be different for each subcarrier. However, this requires knowledge of local statistics and has a large complexity. Hence, we use the same coefficients for whole subcarrier range. The filter coefficients can be calculated by minimizing the mean-squared-error (MSE), i.e by minimizing the expected value of the square of (8) . The MSE can be formulated as
where 8k {}represents expectation over subcarriers. By ther simplification, (10) can be written in terms of the correlation of the variance of the noise component R¢,2 (2 and the filter coefficients as (9) where I is (2L + 1) x (2L + 1) identity matrix. Note that the weighting coefficients depend on the statistics of interference and white noise. These statistics can be obtained by averaging since the processes are assumed to be stationary.
A. Rectangular Window
In order to decrease the computational complexity of the filtering algorithm, we propose an approximate method. Instead of using the weighting factor w for filtering, a simple rectangular window, i.e. a moving average window, is used. The dimensions of this filter (as OFDM symbol and subcarrier number) can be calculated using the statistics of the received signal. The filter coefficients in rectangular windowing case can be written as / =f1/LW -Lw < I < Lw 0 otherwise (16) where 2LW + 1 is the length of rectangular window. For calculating the optimum window size, the MSE given in (11) can be minimized by excessive searching [9] . Moreover, the (10) window size can also be calculated using the weight w, given in (14) by minimizing the error squared between the two fur-coefficients as
The weighting coefficients that minimizes (11) yield the MMSE solution. In order to find this solution, the derivative of MSE p with respect to filter coefficients can be set to zero. We can write (11) in matrix form for simplifying the The derivative of (12) with respect to the filter coefficients is a p = 2R /2 (0)w -2R + 2C /2W.
(13)
By setting the derivative to zero, i.e. a p= 0, and arranging the terms, the coefficient vector might be calculated as w= (Ca12 + Ra/2 (0)I)-1R.
Our results show that both methods for calculating Lw gave very close results, and the second method, i.e. calculation using (17), is used in this paper for finding the length of rectangular window.
For calculating the noise variance at one subcarrier, 2L multiplications and additions are required in the MMSE filtering algorithm. On the other hand, only 2LW additions and 1 division is required in the rectangular windowing algorithm. Although, the reduction in the computational complexity is large, the performance loss due to the rectangular windowing is not very big as will be discussed lated.
B. Edges and Time averaging
The filtering method given by (7) requires the noise estimates at L-many left and right subcarriers for estimating the variance at current subcarrier. This might be a problem at the edges of the spectrum as the weights are calculated by assuming that averaging can be done on both sides of the current subcarrier. In order to find the weighing values at the edges, (7) is modified and (14) is derived again. In order to find the noise variance at the right edge of the spectrum, for example, (7) Fig. 2 gives the MSEs as a function of the stationary interference to white noise power ratio and Fig. 3 gives the MSEs as a function of the non-stationary interference to white noise power ratio. The total noise plus interference power is kept constant for both figures. When the ratio is very small (e.g. -20dB), the total noise can be considered as white noise, and conventional algorithm performs best because its inherent white noise assumption is true, and the estimation error increases as the total noise becomes more colored for all three methods. The proposed filtering algorithms has considerable performance gain over conventional one. The rectangular window based algorithm has very close performance to the MSE filtering, and it may be preferable in practical applications because of its lower complexity. In this paper, a new noise variance estimation algorithm for OFDM systems is proposed. The proposed method removes the common assumption of white Gaussian noise and considers colored noise. Noise variance, and hence SNR, is calculated by using two cascaded filters in time and frequency directions whose coefficients are calculated using the statistics of noise/interference variance. Simulation results show that the proposed algorithm out-performs conventional algorithm under colored noise cases.
