The IEEE 802.11n standard is defined to achieve a high throughput at the MAC layer. This high throughput is accomplished via many enhancements in both the physical and MAC layers. A key enhancement introduced in the 802.11n standard is frame aggregation. Two types of aggregation defined by the 802.11n standard, aggregate MAC service data unit (A-MSDU) and aggregate MAC protocol data unit (A-MPDU). Frame aggregation reduces both the headers and timing overheads at the MAC layer by aggregating multiple frames into a single large frame before being transmitted. The aggregation headers themselves still have a negative impact on the network performance especially when aggregating frames of small payload. Moreover, the lack of partial retransmission in the A-MSDU aggregation is behind its poor performance in error-prone channels. In this paper we proposed an optimized header A-MSDU frame aggregation (OHA-MSDU) with subframes retransmission capability at the MSDU level. The simulation results show the significance of the proposed scheme, especially for applications that have a small frame size such as VoIP.
Introduction
Accessing shared channels in IEEE 802.11 wireless networks is accomplished via the MAC channel access function, namely, distribution coordination function (DCF). The contention-based DCF uses control messages, frames headers and various waiting times in order to ensure a reliable and fair frame transmission. With every frame transmission existing controls and timers produce a large overhead that consumes the channel time and limits the throughput compared with the actual data rates even if the data rate goes into infinite high [2] . The IEEE 802.11n [3] standard introduces many enhancements at both the PHY and MAC layers in order to overcome these limitations and achieve a throughput of more than 100 Mbps at the MAC access service point (SAP). A key enhancement in 802.11n MAC is frame aggregation in which several frames are concatenated into a single PHY frame and then transmitted in a single channel access. Concatenating multiple MSDUs into a single frame increases the channel utilization and improves the MAC throughout, especially for small frames such as TCP ACK and VoIP frames. Frame aggregation not only Email addresses: anwarsaif.ye@gmail.com (Anwar Saif), mothman@fsktm.upm.edu.my (Mohamed Othman) 1 The author is also an associate researcher at Computational Science and Mathematical Physics Lab., Institute of Mathematical Science, UPM. reduces the transmission time for preambles and frame headers, but also reduces the waiting time during CSMA/CA random backoff period for successive frame transmissions. Although many aggregation proposals were introduced in early attempts, such as packing and concatenation [4] ,and aggregation above the MAC layer [5] , their aggregation headers are still considered large for small payloads and they did not address the behavior under erroneous channels. Other aggregation schemes [6] [7] adopted frame fragmentation before performing the aggregation and introduced error control over these fragments. However, these schemes attached large fragmentation headers to the actual frame for de-fragmentation at the receiver side. Moreover, large buffers are required to enable the fragmentation/de-fragmentation processes. The IEEE 802.11n standard adopted two aggregation schemes from TGnSYn [8] and WWiS [9] high throughput proposals for the next generation wireless networks. These schemes are aggregate MAC service data unit (A-MSDU) and aggregate MAC protocol data unit (A-MPDU).
The A-MSDU aggregation is performed at the higher levels of the MAC layer where the coming MSDUs are buffered before being transmitted. The destination address (DA), source address (SA), and payload length are attached to each MSDU in order to form the A-MSDUs subframes. In A-MSDU aggregation, the subframes that are destined to the same receiver are concatenated in a single frame and then transmitted. The aggregation process is ended when the size of the buffered MSDUs reaches the A-MSDU frame size or the delay of the oldest MSDU reaches the maximum delay limit. All subframes in one A-MSDU should be of the same traffic class and the DA and SA of the subframes should correspond to the receiver address (RA) and transmitter address (TA) of the MAC header, respectively. Fig. 1 shows the structure of the A-MSDU frame. Each A-MSDU subframe consists of a subframe header, MSDU payload, and variable padding (0-3 bytes). The subframe header maintains information about the SA, DA and the payload length. The padding field is necessary to keep the subframe at a multiple of four bytes for de-aggregation alignment at the receiver side. In this aggregation scheme, if there is a corruption in any subframe of the A-MSDU frame, the whole A-MSDU frame will be dropped. The A-MPDU frame aggregation is performed at the lower part of the MAC layer where multiple MPDUs are combined in a single PHY protocol data unit (PPDU) frame. Since the A-MPDU is constructed from complete MPDUs, it is possible to aggregate MPDUs of different traffic identifiers (TIDs) and different destination addresses. However, the A-MPDU subframes should be addressed to the same receiver address. The A-MPDU is formed from the already available packets in the buffer, thus, no waiting time for the MPDUs to arrive during the A-MPDU construction. The corruption of any A-MPDU subframe does not require the retransmission of the whole A-MPDU, only the corrupted MPDUs need to be retransmitted. The structure of the A-MPDU is shown in Fig. 2 where each A-MPDU frame consists of one or more subframes each subframe has 4 bytes delimiter, MPDU and padding.
Motivation
During 802.11n development, many proposals have been introduced to overcome the 802.11 timing and headers overheads by means of aggregating multiple frames into a single frame. Only the A-MSDU and A-MPDU aggrega- tions were adopted by the 802.11n working group. The A-MSDU was initially designed to be simple with a small aggregation size. It constructs the A-MSDU frame from the available frames despite their destination addresses. Moreover, to keep the A-MSDU design simple, many functions have been avoided such as multi-casting, broadcasting, multi-traffic frame aggregations , and selective retransmission over the subframes. Due to the lacks of selective retransmission and to avoid high frame loss in erroneous channels, the A-MSDU frame was limited to a maximum of 8KB. However, A-MSDU aggregation shows an outstanding performance compared to the A-MPDU when they are used in clear channels using the same aggregation size, especially when the aggregated subframes are small, thanks to the small aggregation headers [1, 14] . The decent performance of the light headers A-MSDU in clear channels motives us to study the effect of the aggregation headers themselves, optimizes the current headers, and introduces selective retransmission over the subframes.
The OHA-MSDU Aggregation Scheme
Although frame aggregation provides a significant reduction on the legacy 802.11 headers, other headers are added in order to accomplish the aggregation and de-aggregation processes. These headers might become a source of overhead, unless they are optimized and reduced. Due to these headers, one aggregation might be beneficial for certain MSDU sizes and becomes a bottleneck for other sizes depending on the aggregation size (number of subframes in the aggregation). From the previous analysis, we can see that A-MSDU aggregation headers are adequate for large MSDUs but they produce large header overheads for small MSDUs due to the attached header with every subframe. The OHA-MSDU aggregation scheme minimizes the headers overhead by optimizing the subframes aggregation headers. It aggregates MSDUs that have the same destination address and then maps the MAC headers to subframes headers. It uses a common header for the shared subframes's information. Moreover, aggregation at the MSDUs level does not provide error control and retransmission over its subframes. The OHA-MSDU have introduced implicit sequence control (ISC) for the subframes based on their index in the OHA-MSDU aggregation frame. The sequence control mechanism enables the scheme to retransmit the corrupted subframes in the next subsequent retransmissions, avoids using a sequence number with every subframe, and keeps the subframe ordering at the receiver side.
OHA-MSDU Frame Format
During the design of the OHA-MSDU we have kept the structure of the actual MAC layer unchanged, we only used the variable payload of the MAC frame to build the aggregation. Fig. 3 shows the OHA-MSDU structure where the first byte of the payload is assigned for the common header (CMN hdr ) and the remaining payload is assigned for the subframes. From now on we will use the term superframe for the aggregation frame.
The common header is a one byte field, its first 6 bits represent the number of subframes in the superframe, thus 64 subframes can be addressed. The Lost packet (l p), is a one bit filed with a default value of 0. It is set to 1 if the preceding superframe is dropped at the receiver due to exceeding the retransmission limit or due to lost ACK. The last bit is reserved for future extension.
The subframe has a maximum size of 2310 bytes and consists of three fields: the subframe header (s f hdr ), MSDU, and subframe check sequence (s f f cs ). The MSDU has a variable size of up to the maximum 802.11 transmission unit (2304 bytes). The aggregation size shall not exceed 7935 bytes which is defined for the A-MSDU in 802.11n. The two bytes (s f f cs ) is used to check the integrity of the subframes. Upon failure of the subframe integrity check, the individual subframe will be marked for retransmission.
The subframe header contains the control fields that are necessary for the de-aggregation at the receiver side. The 12 bits field is used to express the size of the MSDU in the subframe. The retry bit will inform the receiver whether this subframe is a retransmitted subframe or not. If so, this subframe will be checked before being added to the receiver queue (RQ) to avoid the duplication. The flush bit is set when the subframe is a retransmitted subframe and its lifetime has been expired.
Upon receiving a subframe with the flush bit of 1, the receiver will flush out the corresponding subframe from the RQ that have a status flag of 0. The one byte FCS is used to check the validity of the subframe header and the signature byte is used to align the de-aggregation in case of corruption in any of the subframes. We have used the same signature as it is defined in the 802.11n specification.
The OHA-MSDU frame structure.
The OHA-MSDU Aggregation Scheme Description
The ideas behind the OHA-MSDU are to reduce the headers of the subframes and enable subframe retransmission at the MSDU level. The MSDUs that are destined to the same destination will be aggregated and share the addresses of the holder MPDU. Only the number of subframes, length of the MSDU, and some status flags are associated with the MSDU in order to enable the de-aggregation at the receiver side. Only the corrupted subframes will be retransmitted and not the whole superframe as the conventional A-MSDU does.
At the sender MAC layer, the received MSDUs from the upper layer are queued in a queue called transmitting queue (TQ). While constructing the superframe, only the MSDUs that have the same destination address as the head of the queue will be associated with the necessary aggregation header and then appended to the superframe. The index of the subframe in the superframe will be considered as a sequence number of that subframe and then the index filed in the TQ of the corresponding MSDU will be updated accordingly. The MSDUs in the TQ that are not involved in the current superframe will have an index of -1.
Upon receiving the superframe at the receiver side, the de-aggregation process will start. Based on the subframe check sequence, the subframes will be added to the RQ with a status flag of 1 if received successfully or 0 otherwise. If the RQ is full, the remaining subframes will be dropped and considered as if they were received with errors. The bitmap acknowledgement will be constructed according to the status flags of the subframes in the RQ and then sent back to the receiver. If the correctly received subframes are in correct order, their corresponding MSDUs will be forwarded to the upper layer and then removed from the RQ. At the sender side, the TQ will be updated according to the received bitmap. If the bit i in the bitmap is set to 1, the MSDU with index i in the TQ will be considered as received correctly and then removed, otherwise it will be considered as lost and will be retransmitted at the head of the next superframe. The lost superframes will be retransmitted according to the retry limits. If the retry limit is exceeded, the MSDUs in TQ that form the superframe will be dropped and the lost packet flag in the next superframe will be enabled in order to flush out the subframes that are unordered in the RQ.
Implicit Sequence Control
According to the 802.11 standard the sequence number is attached to the frame as a part of the MAC header at the MPDU level. But such sequencing does not exist at the MSDU level. Therefore, to enable the MSDU retransmission we have introduced the implicit sequence control based on the index of the subframe that holds the MSDU in the current superframe. Since we can aggregate up to 64 MSDUs, the implicit sequence number will range from 0 to 63. The subframes will be constructed from the MSDUs in the TQ and then appended to the superframe according to their index. Similarly, the CBA bitmap will be constructed according to the index of the subframe in a way that the i th bit of the bitmap will acknowledge the subframe of the i th index in the superframe.
In case if the channel is clear, the subframes will be forwarded to the upper layers whenever received by the receiver and no retransmission is required. But in erroneous channels, retransmission happens frequently and the retransmitted subframes are always put on the top of the next superframe followed by the new subframes. The retransmitted subframes will update the RQ in a way that, if the i th retransmitted subframe is correctly received then the i th entry in the RQ that have a status flag of 0 will be updated and the MSDUs of the ordered subframes in the RQ will be forwarded accordingly.
Thus, using the implicit sequence number along with the retransmission of the corrupted subframes at the beginning of the next superframe will ensure the ordered forwarding of the received MSDUs to the upper layers. Fig. 4 exhibits an example of the ISC mechanism under an erroneous channel where some subframes are corrupted in a superframe of size 8. It represents a scenario where a sender and receiver establish a transmission session in which the sender sends a superframe of 8 subframes and waits for CBA from the receiver. The sender will retransmit the corrupted superframe in the next superframe along with new subframes. In Figure 5 , the Corrupted subframes in the superframe are marked crossed. The subframes in the TQ that need to be retransmitted are marked with gray while the correctly received subframes and removed from the TQ are represented with dashed subframes. In the RQ the gray subframes represent the subframes that are received corrupted. Dashed subframes in the RQ represent the forwarded subframes to the upper layer. The first superframe has been received with two of its subframes are corrupted, sub2 and sub5, while only sub10 is corrupted in the retransmitted superframe.
Based on the CBA, the sender will retransmit the corrupted subframes on the top of the next superframe. If the RQ is null, the received subframes will be appended to the RQ with their corresponding status 1 for correctly the received subframes and 0 for the corrupted ones. The CBA will be constructed accordingly and then send back to the sender. The sender will retransmit the corrupted subframes sub2 and sub5 on the top of the next superframe at index 0 and index 1 respectively, followed by the new subframes sub8 to sub13.
Upon receiving the superframe, the first subframe at index 0 will update the first subframe in the RQ that have a status flag of 0, sub2 in this case. The second subframe at index 1 will update sub5 in the RQ. The MSDUs of the ordered subframes will be forwarded until a subframe with a status flag of 0 is met, in our case sub2 in the first transmission and sub10 in the second.
Performance Evaluation
Different simulation experiments were conducted in order to evaluate the OHA-MSDU performance. First, the OHA-MSDU throughout is investigated under different BER and different aggregation sizes and compared with other schemes such as, A-MSDU, A-MPDU, and AFR. Second, the capability of the OHA-MSDU on utilizing the VoIP traffic was evaluated in terms of VoIP delay requirements.
OHA-MSDU Throughput
In this section we have evaluated the throughput performance of the schemes under different channel conditions. The channel error rate is changed from a clear channel of zero bit error rate to a noisy channel of 10 −4 bit error rate. We have set the application rate to 54 Mbps and the simulations time to 50s. The number of stations is set to only 10 in order to reduce the impact of collision on the throughput. Other simulation parameters are listed in Table 1 . The system throughput is depicted in Fig. 5 and Fig. 6 for MSDUs sizes of 128 and 1024 bytes, respectively. The figures show the impact of the channel error on the performance of the aggregation schemes. Under high bit error rates, the OHA-MSDU, A-MPDU, and AFR schemes still survive due to their subframes/fragments error control capabilities while A-MSDU can barely transmit anything. Furthermore, the figures show that the large MSDUs are influenced by the large bit error rates more than the small MSDUs. From Fig. 5 we infer that the large aggregation headers of the A-MPDU are behind its performance degradation when aggregating small MSDUs even in clear channels. The OHA-MSDU outperforms the other schemes in terms of throughout under different bit error rates and different MSDU sizes. Under bit error rate of 10 −5 , the OHA-MSDU improvement over A-MSDU, A-MPDU, and AFR reaches 27%, 28% and 3% respectively for MSDUs of size of 128 bytes and reaches 56%, 6%, and 7% for large MSDUs of size 1024 bytes. These results demonstrate the significance of the OHA-MSDU scheme under different channels conditions with different aggregation sizes. A significant improvement becomes clear when the MSDU tends to be small, which makes the OHA-MSDU an appropriate aggregation scheme, specifically for the traffic classes that have small packet size such as VoIP.
VoIP support
The decent performance of the OHA-MSDU under small MSDUs motives us to study the behavior of the OHA-MSDU under applications that have small frame size such as VoIP. Since VoIP is one of the applications that severely affected by the network delay, the VoIP call quality becomes worse as long as the delay becomes large.
When a voice call is established between two or more uses, if the end-to-end delay exceeds a certain amount, the conversation becomes distorted and the users might start taking at the same time. Simulation experiments were carried out in order to explore the maximum number of connections that can be supported by OHA-MSDU in a single contention domain without exceeding the delay limits. In these experiments a constant UDP application was setup according to the 802.11n requirements [24] in which the application rate is set to 96Kbps and the packet size to 120 bytes.
We adopted the Brady's ON-OFF model [25] to simulate the VoIP calls. In this model, the voice call can be modeled as series of talk spurts and silent. The data is generated during the ON period and no data is generated during the OFF period. As a reference benchmark for our delay investigations and according to the 802.11n VoIP delay requirements for single wireless domain [24] , not more than 1% of the packets should experience a mouth-toear delay greater than 30 ms. Naturally, this delay includes all the delays the packet may suffer during its journey from mouth to ear. Since our concern is on the delay that might be imposed on the packet due to the aggregation at the MAC layer, similar percentage is used with delay not exceeding 15 ms [6] . The Aggregation size is set to only 1200 bytes since it is unwise to aggregate large number of subframes due to the VoIP application nature and the delay requirements.
Two experiments were conducted one at highly erroneous network where the BER is set to 10 −4 and the second at a low BER of 10 −6 . Three schemes were examined, OHA-MSDU, A-MPDU, and AFR. All of these schemes have the selective subframe retransmission enabled, but they differ in the aggregation header size. Fig. 7 shows that, even at high BER of 10 −4 all the schemes can still satisfy the VoIP delay requirements for large number of calls due to the small subframe size and the selective retransmission capabilities. Both A-MPDU and AFR fail to satisfy the requirements at 110 connections while OHA-MSDU still survives. At this BER, the successive subframe retransmission will contribute to increasing the delay of all the schemes and therefore limiting the number of calls that can be supported. However, OHA-MSDU still scores the lowest delay percentage among the other schemes due to its smaller header compared to the other schemes. As shown in Fig. 8 , at low BER all schemes behave almost similar and fail to satisfy the delay requirements at 120 connections with an advantage to the for the OHA-MSDU.
Discussion
The frame aggregation is a magnificent method introduced by the 802.11n and other proposals for the next highspeed networks in order to reduce the overall headers of the legacy MAC distributed coordination function. However, due to the diversity of the applications and their traffic characteristics, the aggregation might not be beneficial for some types of applications. The Aggregation under some applications might produce large headers and frame delay. From the headers to the data ratio point of view and based on our analysis and simulations, the aggregation of large MSDUs is slightly effected by the headers size and this affect might be neglected for very large MSDUs. However, for small MSDUs the issue is different, the aggregation headers will contribute to increasing the size of the transmitted frame. To aggregate small MSDUs, the selection of the aggregation scheme and the aggregation size need to be subjected to certain criteria depending on the traffic class and delay constraints. Therefore, either we need to develop an aggregation scheme that mainly support small MSDUs or to make the existing schemes adaptive in order to dynamically select the appropriate aggregation parameters based on the MSDU size, delay constraints, and traffic classes.
Similar to other aggregation schemes, OHA-MSDU aggregation and de-aggregation processes adds some processing overhead, however this overhead is relatively small compared to the headers and timing overheads that are diminished by the aggregation. Since our scheme re-engineers the A-MSDU aggregation, modifications to both sender and receiver become essential. In OHA-MSDU subframes manipulation based on the received bitmap ACK is performed at the sender side while bitmap construction and addresses mapping are performed at the receiver side.
Conclusion
In this work we have shown the impact of the aggregation headers as well as the channel condition on the performance of different aggregation schemes. We have addressed these issues by proposing the OHA-MSDU aggregation scheme that introduces an implicit sequence control to enable error control over the aggregated subframes and minimize the aggregation headers. The analysis and simulation results show the benefits of the OHA-MSDU scheme on aggregating small MSDUs as well as large MSDUs with relatively small attached headers. Furthermore, the implicit sequence control and the retransmission mechanism of the OHA-MSDU improve the system performance in erroneous channels. The OHA-MSDU shows a significant performance when aggregating small MSDUs which makes it an adequate aggregation mechanism for applications that have small frame size such as VoIP. In the future, the proposed scheme will be evaluated under self adapted traffics such as TCP traffic as well as delay constraint applications such as VoIP and on-line gaming. The OHA-MSDU scheme has been tested under infrastructure wireless mode and single-hop adhoc networks. Moreover, the scheme in its current state fixes the aggregation size to 8KB and does not optimize the aggregation size based on the network condition. Thus , testing the scheme under multi-hope wireless networks and optimizing the aggregation size are left for future extension. Furturemore, the current OHA-MSDU design does not support aggregation of multi-traffics since all of its subframes share the same traffic identifier (TID) of the common MAC header. Additionally, our scheme co-works with the A-MPDU and does not replace it since A-MPDU has more functions than OHA-MSDU in its current state in terms of multicasting, broadcasting and multi-traffic support. 
