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Abstract
Proper orthogonal decomposition (POD) stabilized methods for the
Navier-Stokes equations are considered and analyzed. We consider two
cases, the case in which the snapshots are based on a non inf-sup stable
method and the case in which the snapshots are based on an inf-sup stable
method. For both cases we construct approximations to the velocity and
the pressure. For the first case, we analyze a method in which the snap-
shots are based on a stabilized scheme with equal order polynomials for
the velocity and the pressure with Local Projection Stabilization (LPS)
for the gradient of the velocity and the pressure. For the POD method
we add the same kind of LPS stabilization for the gradient of the velocity
and the pressure than the direct method, together with grad-div stabi-
lization. In the second case, the snapshots are based on an inf-sup stable
Galerkin method with grad-div stabilization and for the POD model we
apply also grad-div stabilization. In this case, since the snapshots are dis-
cretely divergence-free, the pressure can be removed from the formulation
of the POD approximation to the velocity. To approximate the pressure,
needed in many engineering applications, we use a supremizer pressure
recovery method. Error bounds with constants independent on inverse
powers of the viscosity parameter are proved for both methods. Numeri-
cal experiments show the accuracy and performance of the schemes.
AMS subject classifications. 35Q30, 65M12, 65M15, 65M20, 65M60, 65M70,
76B75.
Keywords. Navier-Stokes equations, proper orthogonal decomposition, fully
discrete schemes, non inf-sup stable elements, inf-sup stable elements, grad-div
stabilization.
1 Introduction
Reduced order models (ROM) are a fairly extensive technique applied in many
different fields to reduce the computational cost of direct numerical simulations
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while keeping enough accurate numerical approximations. In particular, ROM
have been extensively applied in recent years to model incompressible flows
[4, 6, 26, 28, 32, 35]. Proper Orthogonal Decomposition (POD) method provides
the elements (modes) of the reduced basis from a given database (snapshots)
which are computed by means of a direct or full order method (FOM).
In this paper, we study the numerical approximation of incompressible flows
with stabilized POD-ROM. We consider the Navier-Stokes equations
∂tu− ν∆u+ (u · ∇)u+∇p = f in (0, T ]× Ω,
∇ · u = 0 in (0, T ]× Ω, (1)
in a bounded domain Ω ⊂ Rd, d ∈ {2, 3} with initial condition u(0) = u0. In (1),
u is the velocity field, p the kinematic pressure, ν > 0 the kinematic viscosity
coefficient, and f represents the accelerations due to external body forces acting
on the fluid. The Navier-Stokes equations (1) must be complemented with
boundary conditions. For simplicity, we only consider homogeneous Dirichlet
boundary conditions u = 0 on ∂Ω.
In practice, for computing the snapshots one can use an inf-sup stable or a
non inf-sup stable method. In this paper, we analyze two methods, one starting
from a non inf-sup stable method and the other starting from an inf-sup stable
method. For both cases we construct approximations to the velocity and the
pressure since in many engineering problems not only approximations to the ve-
locity are required, but also to the pressure (e.g., to compute forces on bodies in
the flow and for incompressible shear flows [27], as the mixing layer or the wake
flow [33], where neglecting the pressure may lead to large amplitude errors).
In [30] a POD stabilized method for the Navier-Stokes equations is intro-
duced and analyzed. The method uses snapshots for the velocity that do not
satisfy a weakly discrete divergence-free condition since are based on equal order
(say order l) velocity and pressure approximations. A LPS-type stabilization
term for the pressure is introduced in the POD model. This term is inspired
in the term-by-term LPS stabilization introduced in [8], see also [2], [13]. The
stabilization term is based on a fluctuation operator of a locally stable projec-
tion onto the space of polynomials of degree l − 1. The method in [30] allows
to compute both approximations to the velocity and the pressure. Apart from
LPS stabilization for the pressure no other stabilization terms are considered in
this method. A penalty term is added to the variational formulation to avoid
the zero mean condition for the pressure. This technique introduces an extra
parameter σ that is assumed to be small (of order 10−6). In the error analysis
of the method there is a factor behaving as σ. To handle a divergence error
term appearing in the error analysis in [30] a saturation property is applied. If
we denote by α the saturation constant between the space of divergence POD
velocity approximations and the space of POD pressure approximations then
the bounds in [30] are multiplied by α2/σ. The experimental value of α in the
numerical examples in [30] has size around 10−2 so that α2/σ ≈ 102. The error
bounds in [30] are not independent on inverse powers of the viscosity parameter.
In the first part of the present paper we consider the same method of [30]
with some differences. First of all, we do not add a penalty term for the pressure.
Since both, the parameter σ of the penalty term and its inverse σ−1, appear
in the error analysis of [30] multiplying the constants in the error bounds it is
a problem to choose the optimal value for σ, while keeping an optimal order
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for the method. Secondly, apart from term-by-term LPS stabilization for the
pressure we add LPS stabilization for the gradient of the velocity and also
grad-div stabilization to the POD model. To compute the snapshots, we use a
stabilized FOM. More precisely, the snapshots for the model are based on equal
order velocity and pressure approximations of a stabilized finite element method
that uses term-by-term LPS stabilization for the gradient of the velocity and the
pressure. In [13] error bounds for this method are proved in which the constants
do not depend on inverse powers of the viscosity. An error bound for the L2
error of the velocity of order l+1/2 is obtained (where l is the local degree of the
velocity and pressure approximations). Starting from an optimal order FOM
allows to improve the accuracy of the model we present. As in [30], the method
we consider in this paper provides both approximations to the velocity and the
pressure. In this paper, to handle a divergence error term appearing in the error
analysis, we use some properties of the POD basis functions inherited from the
direct model (the stabilized method), instead of a saturation assumption. Then,
we are able to handle all the terms in the error analysis using the same kind
of stabilization in the POD model as in the FOM method. Moreover, we prove
error bounds in which the constants do not depend on inverse powers of the
viscosity parameter. To this end, the added grad-div term is essential.
To our knowledge this is the first time this kind of viscosity independent
bounds are obtained for POD models. In [15] a POD data assimilation scheme
for the Navier-Stokes equations is analyzed. The method in [15] uses also grad-
div stabilization. This method only provides approximations for the velocity.
Some of the constants in the error bounds in [15] are also viscosity independent.
Indeed, we follow some of the ideas in [15] for the error analysis of the present
paper. However, in [15] the snapshots are based on a non stabilized standard
Galerkin method and, as a consequence, the error coming from the snapshots
depends on inverse powers of the viscosity. Although a stabilized method could
be used for the snapshots in [15] to avoid this dependency, it could not be an
equal order velocity-pressure method (as in the present paper) since the discrete
divergence-free condition of the snapshots is strongly used in the error analysis
of [15]. To solve this problem, we also introduce and analyze a second method
in which the snapshots are computed with an inf-sup stable Galerkin method
with grad-div stabilization for which error bounds with constants independent
on the viscosity have been proved in [12]. For the POD model we also add
grad-div stabilization. In a first step, we compute only a POD approximation
to the velocity, since the pressure can be removed from the formulation using
the discrete divergence-free condition of the POD basis functions. In a second
step, following [24] we apply a supremizer [4, 29] pressure recovery method to
get a POD pressure approximation. We get bounds both for the velocity and
the pressure in which the constants do not depend on inverse powers of the
viscosity.
The outline of the paper is as follows. In Section 2 we introduce some
preliminaries and notations. Section 3 is devoted to recall the POD method
and get some a priori bounds for the L2-orthogonal projection of the FOM
velocity onto the POD velocity space. In Section 4 we introduce and analyze
the stabilized POD method based on a non inf-sup stable FOM. In Section 5 we
introduce and analyze the grad-div stabilized POD method based on an inf-sup
stable FOM. In Section 6 some numerical experiments show the accuracy and
performance of the methods. Finally, Section 7 presents the main conclusions.
3
2 Preliminaries and notation
The following Sobolev embeddings [1] will be used in the analysis: For q ∈
[1,∞), there exists a constant C = C(Ω, q) such that
‖v‖Lq′ ≤ C‖v‖W s,q ,
1
q′
≥ 1
q
− s
d
> 0, q <∞, v ∈W s,q(Ω)d. (2)
The following inequality can be found in [22, Remark 3.35]
‖∇ · v‖0 ≤ ‖∇v‖0, v ∈ H10 (Ω)d. (3)
Let us denote by Q = L20(Ω) =
{
q ∈ L2(Ω) | (q, 1) = 0}. Let Th = (τhj , φhj )j∈Jh ,
h > 0 be a family of partitions of Ω, where h denotes the maximum diameter
of the elements τhj ∈ Th, and φhj are the mappings from the reference simplex
τ0 onto τ
h
j . We shall assume that the partitions are shape-regular and quasi-
uniform. We define the following finite element spaces
Y lh =
{
vh ∈ C0(Ω) | vh|K ∈ Pl(K), ∀K ∈ Th
}
, l ≥ 1,
Y lh = (Y
l
h)
d, X lh = Y
l
h ∩H10 (Ω)d,
Qlh = Y
l
h ∩ L20(Ω).
V h,l = X
l
h ∩
{
χh ∈ H10 (Ω)d | (qh,∇ · χh) = 0 ∀qh ∈ Ql−1h
}
, l ≥ 2. (4)
If the family of meshes is quasi-uniform then the following inverse inequality
holds for each vh ∈ Y lh, see e.g., [10, Theorem 3.2.6],
‖vh‖Wm,p(K) ≤ cinvhn−m−d(
1
q− 1p )
K ‖vh‖Wn,q(K), (5)
where 0 ≤ n ≤ m ≤ 1, 1 ≤ q ≤ p ≤ ∞, and hK is the diameter of K ∈ Th. Let
V =
{
χ ∈ H10 (Ω)d | ∇ · χ = 0
}
. We consider a modified Stokes projection that
was introduced in [11] and that we denote by smh : V → V h,l satisfying
(∇smh ,∇ϕh) = (∇u,∇ϕh), ∀ ϕh ∈ V h,l, (6)
and the following error bound, see [11]:
‖u− smh ‖0 + h‖u− smh ‖1 ≤ C‖u‖jhj , 1 ≤ j ≤ l + 1. (7)
From [9], we also have
‖∇smh ‖L∞ ≤ C‖∇u‖L∞ , (8)
where C does not depend on ν and [16, Lemma 3.8]
‖smh ‖L∞ ≤ C(‖u‖d−2‖u‖2)1/2, (9)
‖∇smh ‖L2d/(d−1) ≤ C
(‖u‖1‖u‖2)1/2, (10)
where the constant C is independent of ν.
As mentioned in the introduction our aim is to get error bounds with con-
stants independent on inverse powers of ν. To this end, instead of starting with
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the snapshots of a Galerkin method, we start from the snapshots of a stabilized
method. We consider the method analyzed in [13]: the approximation of the
solution of (1) with the implicit Euler method in time and a LPS method with
LPS stabilization of the gradient of the velocity and the pressure.
Assuming l ≥ 2, the method reads: given u0h an approximation to u0 in X lh,
find (un+1h , p
n+1
h ) ∈X lh ×Qlh such that for n ≥ 0(
un+1h − unh
∆t
,vh
)
+ ν(∇un+1h ,∇vh) + b(un+1h ,un+1h ,vh)− (pn+1h ,∇ · vh)
+Sh(u
n+1
h ,vh) = (f
n+1,vh) ∀vh ∈X lh, (11)
(∇ · un+1h , qh) + spres(pn+1h , qh) = 0 ∀qh ∈ Qlh.
In (11) (unh, p
n
h) is the stabilized approximation at time tn = n∆t, ∆t is the
time step and bh(·, ·, ·) is defined in the following way
bh(uh,vh,wh) = ((uh · ∇)vh,wh) + 1
2
(∇ · (uh)vh,wh), ∀uh,vh,wh ∈X lh.
It is straightforward to verify that bh enjoys the skew-symmetry property
bh(u,v,w) = −bh(u,w,v) ∀u,v,w ∈ H10 (Ω)d. (12)
Also,
Sh(u
n+1
h ,vh) =
∑
K∈Th
τν,K
(
σ∗h(∇un+1h ), σ∗h(∇vh)
)
K
,
spres(p
n+1
h , qh) =
∑
K∈Th
τp,K(σ
∗
h(∇pn+1h ), σ∗h(∇qh))K , (13)
where τν,K and τp,K are the gradient of the velocity and pressure stabilization
parameters, respectively. In addition, σ∗h = Id−σl−1h , where σjh is a locally stable
projection or interpolation operator from L2(Ω)d on Y jh. It will be assumed that
α1hK ≤ τp,K ≤ α2hK , (14)
and
c1hK ≤ τν,K ≤ c2hK , (15)
with nonnegative constants α1, α2, c1, c2. The following notation will be used
(f, g)τ =
∑
K∈Th
τK(f, g)K , ‖f‖τ = (f, f)1/2τ , (16)
where τ denotes either τp or τν . Following [2, 8], we consider an approximation
uˆnh ∈X lh of un satisfying
(un − uˆnh,vh) = 0, ∀vh ∈ Y l−1h . (17)
Assume ν ≤ h and
C‖uˆn+1h ‖2L∞
(
max
K∈Th
τp,K
)(
max
K∈Th
τ−1ν,K
)
≤ 1
16
,
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and let the parameter ε be chosen sufficiently small so that
Cεh‖uˆn+1h ‖2L∞
(
max
K∈Th
τ−1ν,K
)
≤ 1
16
. (18)
Let
Mu = 1 + C‖u‖L∞(H3)
(
1 + ‖u‖L∞(H3)
)
and
Ku,p =
((
1 + ε−1 + ‖u‖2L∞(H3)
)
‖u‖2L∞(Hl+1) + ‖∂tu‖2L∞(Hl+1) + ‖p‖2L∞(Hl+1)
)
,
ε being the value in (18). Then, the following bound is proved in [13, Theorem
6.1]: for T = M∆t, n ≤M
‖un − unh‖20 + h2‖∇(un − unh)‖20 + ∆t
n∑
j=1
‖σ∗h(∇(uj − ujh))‖2τν (19)
+∆t
n∑
j=1
‖σ∗h(∇(pj − pjh))‖2τp ≤ Ce2TMu
(
TKu,ph
2l+1 + (∆t)2
∫ tn
t0
‖∂ttu‖20 dt
)
.
From (19) we can write
‖un − unh‖0 + h‖un − unh‖1 +
∆t n∑
j=1
Sh(u
j − ujh,uj − ujh)
1/2
+
∆t n∑
j=1
spres(p
j − pjh, pj − pjh)
1/2
≤ C(u, p, l + 1)(hl+1/2 + ∆t), 1 ≤ n ≤M, (20)
where the constant C(u, p, l+ 1) does not depend on inverse powers of ν. From
[13, Remark 6.2] and [14] the following bound for the L2 error of the pressure
can be obtained for 1 ≤ n ≤M
‖pn − pnh‖0 + h‖pn − pnh‖1 ≤ C(u, p, l + 1)h−1/2(hl+1/2 + ∆t). (21)
3 Proper orthogonal decomposition
We will consider a proper orthogonal decomposition (POD) method. Let us fix
T > 0 and M > 0 and take ∆t = T/M and let us consider the following spaces
V =< u1h, . . . ,u
M
h >, W =< p1h, . . . , pMh > .
Let dv be the dimension of the space V and let dp be the dimension of the space
W.
Let Kv, Kp be the correlation matrices corresponding to the snapshots Kv =
((kvi,j)) ∈ RM×M , Kp = ((kpi,j)) ∈ RM×M where
kvi,j =
1
M
(uih,u
j
h), k
p
i,j =
1
M
(pih, p
j
h),
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and (·, ·) is the inner product in L2(Ω)d. Following [25] we denote by λ1 ≥
λ2, . . . ≥ λdv > 0 the positive eigenvalues of Kv and by v1, . . . ,vdv ∈ RM the
associated eigenvectors. Analogously, we denote by γ1 ≥ γ2, . . . ≥ γdp > 0 the
positive eigenvalues ofKp and byw1, . . . ,wdp ∈ RM the associated eigenvectors.
Then, the (orthonormal) POD bases are given by
ϕk =
1√
M
1√
λk
M∑
j=1
vjkuh(·, tj), ψk =
1√
M
1√
γk
M∑
j=1
wjkph(·, tj), (22)
where vjk is the j-th component of the eigenvector vk (respectively w
j
k is the
j-th component of the eigenvector wk) and the following error formulas hold,
see [25, Proposition 1]
1
M
M∑
j=1
∥∥∥∥∥ujh −
r∑
k=1
(ujh,ϕk)ϕk
∥∥∥∥∥
2
0
=
dv∑
k=r+1
λk, (23)
1
M
M∑
j=1
∥∥∥∥∥pjh −
r∑
k=1
(pjh, ψk)ψk
∥∥∥∥∥
2
0
=
dp∑
k=r+1
γk, (24)
where we have used the notation ujh = uh(·, tj), pjh = ph(·, tj).
Denoting by S the stiffness matrix for the POD basis: Sv = ((svi,j)) ∈
Rdv×dv , Sp = ((spi,j)) ∈ Rdp×dp with svi,j = (∇ϕi,∇ϕj) and spi,j = (∇ψi,∇ψj),
then for any v ∈ V , w ∈ W the following inverse inequalities hold, see [25,
Lemma 2]
||∇v||0 ≤
√
‖Sv‖2‖v‖0, ||∇w||0 ≤
√
‖Sp‖2‖w‖0, (25)
where ‖ · ‖2 denotes the spectral norm of the matrix.
From (25), applying (23) we get
1
M
M∑
j=1
∥∥∥∥∥∇ujh −
r∑
k=1
(ujh,ϕk)∇ϕk
∥∥∥∥∥
2
0
≤ ‖S
v‖2
M
M∑
j=1
∥∥∥∥∥ujh −
r∑
k=1
(ujh,ϕk)ϕk
∥∥∥∥∥
2
0
≤ ‖Sv‖2
dv∑
k=r+1
λk. (26)
Instead of (26) we can also apply the following result that is taken from [20,
Lemma 3.2]
1
M
M∑
j=1
∥∥∥∥∥∇ujh −
r∑
k=1
(ujh,ϕk)∇ϕk
∥∥∥∥∥
2
0
=
dv∑
k=r+1
λk‖∇ϕk‖20. (27)
Analogously, we obtain
1
M
M∑
j=1
∥∥∥∥∥∇pjh −
r∑
k=1
(pjh, ψk)∇ψk
∥∥∥∥∥
2
0
≤ ‖Sp‖2
dp∑
k=r+1
γk, (28)
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and
1
M
M∑
j=1
∥∥∥∥∥∇pjh −
r∑
k=1
(pjh, ψk)∇ψk
∥∥∥∥∥
2
0
=
dp∑
k=r+1
γk‖∇ψk‖20. (29)
In the sequel we will denote by
V r =< ϕ1,ϕ2, . . . ,ϕr >, Wr =< ψ1, ψ2, . . . , ψr >,
and by P vr , P
p
r the L
2-orthogonal projection onto V r and Wr, respectively.
3.1 A priori bounds for the orthogonal projection onto V r
In this section we will prove some a priori bounds for the orthogonal projection
P vr u
j
h, j = 0, · · · ,M that are obtained from a priori bounds for the Galerkin
approximation ujh, j = 0, · · · ,M . Then, we start getting a priori bounds for
the stabilized approximation unh. We follow the same arguments we introduced
in [15]. We start with the L∞ norm, using (5), (9), (20) and (7) we get
‖ujh‖L∞ ≤ ‖ujh − smh (·, tj)‖L∞ + ‖smh (·, tj)‖L∞
≤ Ch−d/2‖ujh − smh (·, tj)‖0 + C(‖uj‖d−2‖uj‖2)1/2
≤ Ch−d/2C(u, p, 2)(h3/2 + ∆t) + C(‖uj‖d−2‖uj‖2)1/2
≤ Cu,inf := C
(
C(u, p, 2) + (‖uj‖d−2‖uj‖2)1/2
)
, (30)
whenever we assume the following condition holds for the time step
∆t ≤ Chd/2. (31)
Now we bound the L∞ norm of the gradient, using (5), (8), (20) and (7) we
get
‖∇ujh‖L∞ ≤ ‖∇ujh −∇smh (·, tj)‖L∞ + ‖∇smh (·, tj)‖L∞
≤ Ch−d/2‖ujh − smh (·, tj)‖1 + C‖∇uj‖L∞
≤ Ch−d/2C(u, p, 3)h−1
(
h5/2 + ∆t
)
+ C‖∇uj‖L∞
≤ Cu,1,inf := C
(
C(u, p, 3) + ‖∇u‖L∞(L∞)
)
, (32)
whenever we assume the following condition holds for the time step
∆t ≤ Ch(d+2)/2. (33)
Since condition (33) implies (31) in the sequel we will assume the stronger
condition (33) holds.
Finally, we bound the L2d/(d−1) norm. Using (5), (10), (20) and (7) and
assuming again condition (33) holds (indeed the weaker condition ∆t ≤ Ch3/2
would be enough) we get
‖∇ujh‖L2d/(d−1) ≤ ‖∇(ujh − smh (·, tj))‖L2d/(d−1) + ‖∇smh (·, tj)‖L2d/(d−1)
≤ Ch−1/2‖ujh − smh (·, tj)‖1 + C
(‖u‖1‖u‖2)1/2
≤ Ch−1/2C(u, p, 2)h−1(h3/2 + ∆t) + C(‖u‖1‖u‖2)1/2
≤ Cu,ld := C
(
C(u, p, 2) +
(‖u‖1‖u‖2)1/2) . (34)
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Now, we prove a priori bounds in the same norms for P vr u
j
h. We first observe
that
P vr u
j
h = (P
v
r u
j
h − ujh) + ujh.
Since we have already proved error bounds for the second term on the right-
hand side above we only need to bound the first one. To this end we observe
that it is easy to get
ujh − P vr ujh =
√
M
dv∑
k=r+1
√
λkv
j
kϕk. (35)
And then
‖ujh − P vr ujh‖0 =
√
M
(
dv∑
k=r+1
λk|vjk|2
)1/2
≤
√
M
√
λr+1
(
dv∑
k=r+1
|vjk|2
)1/2
≤
√
M
√
λr+1, (36)
where in the last inequality we have used that(
dv∑
k=r+1
|vjk|2
)1/2
≤ 1 (37)
since the matrix with columns the vectors vk can be enlarged to an M ×M
orthogonal matrix. Applying inverse inequality (5), (30) and (36) we get
‖P vr ujh‖L∞ ≤ ‖ujh‖L∞ + Ch−d/2‖ujh − P vr ujh‖0
≤ Cinf := Cu,inf + Ch−d/2
√
M
√
λr+1. (38)
Now, we observe that from (26) we get
‖∇(ujh − P vr ujh)‖0 ≤
√
M‖Sv‖1/22
(
dv∑
k=r+1
λk
)1/2
.
Applying this inequality together with inverse inequality (5) and (32) we obtain
‖∇P vr ujh‖L∞ ≤ C1,inf := Cu,1,inf + Ch−d/2
√
M‖Sv‖1/22
(
dv∑
k=r+1
λk
)1/2
. (39)
Finally, arguing in the same way but applying (34) instead of (32) we can write
‖∇P vr uj‖L2d/(d−1) ≤ Cld := Cu,ld + Ch−1/2
√
M‖Sv‖1/22
(
dv∑
k=r+1
λk
)1/2
.(40)
4 A POD stabilized method from a non inf-sup
stable FOM
For a given initial condition u0r we consider the following POD stabilized method
in which, for simplicity, as a time integrator we apply the implicit Euler method.
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For n ≥ 1, find (unr , pnr ) ∈ V r ×Wr such that(
unr − un−1r
∆t
,ϕ
)
+ ν(∇unr ,∇ϕ) + bh(unr ,unr ,ϕ)− (pnr ,∇ ·ϕ)
+Sh(u
n
r ,ϕ) + µ(∇ · unr ,∇ ·ϕ) = (fn,ϕ), ∀ϕ ∈ V r, (41)
(∇ · unr , ψ) + spres(pnr , ψ) = 0, ∀ψ ∈ Wr,
where the gradient of the velocity and pressure stabilization terms are defined
in (13), and µ is the positive grad-div stabilization parameter.
To get the error bounds of the method we will compare unr with P
v
r u
n
h and
pnr with P
p
r p
n
h. Let us denote by
ηnh = P
v
r u
n
h − unh, ξnh = P pr pnh − pnh.
It is easy to get(
P vr u
n
h − P vr un−1h
∆t
,ϕ
)
+ ν(∇P vr unh,∇ϕ) + bh(P vr unh, P vr unh,ϕ)
−(P pr pnh,∇ ·ϕ) + Sh(P vr unh,ϕ) + µ(∇ · P vr unh,∇ ·ϕ) = (fn,ϕ)
+ν(∇ηnh,∇ϕ) + Sh(ηnh,ϕ)− (ξnh ,∇ ·ϕ) + µ(∇ · ηnh,∇ ·ϕ)
+bh(P
v
r u
n
h, P
v
r u
n
h,ϕ)− bh(unh,unh,ϕ), ∀ϕ ∈ V r, (42)
(∇ · P vr un, ψ) + spres(Prpn, ψ) = (∇ · ηnh, ψ) + spres(ξnh , ψ), ∀ψ ∈ Wr.
Let us denote by
enr = u
n
r − P vr unh, znr = pnr − P pr pnh.
Subtracting (42) from (41) and taking ϕ = enr and ψ = z
n
r we get
1
2∆t
(‖enr ‖20 − ‖en−1r ‖20)+ ν‖∇enr ‖20 + Sh(enr , enr ) + µ‖∇ · enr ‖20 + spres(znr , znr )
≤ (bh(P vr unh, P vr unh, enr )− bh(unr ,unr , enr ))− ν(∇ηnh,∇enr )− Sh(ηnh, enr )
+(ξnh ,∇ · enr )− µ(∇ · ηnh,∇ · enr )− (bh(P vr unh, P vr unh, enr )− bh(unh,unh, enr ))
−(∇ · ηnh, znr )− spres(ξnh , znr )
≤ I + II + III + IV + V + V I + V II + V III. (43)
We will bound the terms on the right-hand side of (43). We first observe that
using the skew-symmetric property (12), (38) and (39) we get
|I| ≤ |bh(enr , P vr unh, enr )| ≤ ‖∇P vr unh‖L∞‖enr ‖20 +
1
2
‖∇ · enr ‖0‖P vr unh‖L∞‖enr ‖0
≤ C1,inf‖enr ‖20 +
Cinf
2
‖∇ · enr ‖0‖enr ‖0
≤
(
C1,inf +
C2inf
4µ
)
‖enr ‖20 +
µ
4
‖∇ · enr ‖20. (44)
For the second term we obtain
|II| ≤ ν
2
‖∇enr ‖20 +
ν
2
‖∇ηnh‖20. (45)
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For the third
|III| ≤ 1
2
Sh(e
n
r , e
n
r ) +
1
2
Sh(η
n
h,η
n
h). (46)
For the forth
|IV | ≤ µ
8
‖∇ · enr ‖20 +
2
µ
‖ξnh‖20. (47)
For the fifth term we get
|V | ≤ µ
8
‖∇ · enr ‖20 + 2µ‖∇ · ηnh‖20. (48)
To bound the sixth term we apply Sobolev embeddings (2), (38), (3), (40), (30)
and (34)
|V I| ≤ |bh(P vr unh,ηnh, enr )|+ |bh(ηnh,unh, enr )|
≤ ‖P vr unh‖L∞‖∇ηnh‖0‖enr ‖0 +
1
2
‖∇ · P vr unh‖L2d/(d−1)‖ηnh‖L2d‖enr ‖0
+‖ηnh‖L2d‖∇unh‖L2d/(d−1)‖enr ‖0 +
1
2
‖∇ · ηnh‖0‖unh‖L∞‖enr ‖0
≤ Cinf‖∇ηnh‖0‖enr ‖0 +
1
2
CCld‖∇ηnh‖0‖enr ‖0
+C‖∇ηnh‖0Cu,ld‖enr ‖0 +
1
2
‖∇ηnh‖0Cu,inf‖enr ‖0
≤ C‖∇ηnh‖20 +
1
2
‖enr ‖20. (49)
To bound the seventh term we will use the properties of the direct method used
to compute the snapshots. From (35), (22) and (41) we can write
|V II| ≤
∣∣∣∣∣
dv∑
k=r+1
√
M
√
λkv
j
k (∇ ·ϕk, znr )
∣∣∣∣∣ =
∣∣∣∣∣
dv∑
k=r+1
vjk
M∑
s=1
vsk (∇ · ush, znr )
∣∣∣∣∣
≤
∣∣∣∣∣
dv∑
k=r+1
vjk
M∑
s=1
vskspres(p
s
h, z
n
r )
∣∣∣∣∣
≤
∣∣∣∣∣
dv∑
k=r+1
vjk
M∑
s=1
vskspres(p
s
h, p
s
h)
1/2spres(z
n
r , z
n
r )
1/2
∣∣∣∣∣
≤ 1
4
spres(z
n
r , z
n
r ) +
(
dv∑
k=r+1
vjk
M∑
s=1
vskspres(p
s
h, p
s
h)
1/2
)2
≤ 1
4
spres(z
n
r , z
n
r ) +
(
dv∑
k=r+1
|vjk|2
)
dv∑
k=r+1
(
M∑
s=1
vskspres(p
s
h, p
s
h)
1/2
)2
≤ 1
4
spres(z
n
r , z
n
r ) +
dv∑
k=r+1
(
M∑
s=1
|vsk|2
)(
M∑
s=1
spres(p
s
h, p
s
h)
)
≤ 1
4
spres(z
n
r , z
n
r ) + (dv − r)
M∑
k=1
spres(p
k
h, p
k
h), (50)
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where in the last inequality we have used (37).
For the last term on the right-hand side of (43) we get
|V III| ≤ 1
4
spres(z
n
r , z
n
r ) + spres(ξ
n
h , ξ
n
h ). (51)
Inserting (44), (45), (46), (47), (48), (49), (50) and (51) into (43) we obtain
1
∆t
(‖enr ‖20 − ‖en−1r ‖20)+ ν‖∇enr ‖20 + Sh(enr , enr ) + µ‖∇ · enr ‖20 + spres(znr , znr )
≤
(
2C1,inf +
C2inf
2µ
+ 1
)
‖enr ‖20 + C(ν + µ+ 1)‖∇ηnh‖20 + Sh(ηnh,ηnh)
+
4
µ
‖ξnh‖20 + 2(dv − r)(∆t)−1
M∑
k=1
∆tspres(p
k
h, p
k
h) + 2spres(ξ
n
h , ξ
n
h ).
Summing over times we reach
‖enr ‖20 + ν
n∑
j=1
∆t‖∇ejr‖20 +
n∑
j=1
∆tSh(e
j
r, e
j
r) + µ
n∑
j=1
∆t‖∇ · ejr‖20
+
n∑
j=1
∆tspres(z
j
r , z
j
r)
≤ ‖e0r‖20 +
n∑
j=1
∆t
(
2C1,inf +
C2inf
2µ
+ 1
)
‖ejr‖20 + τn, (52)
where
τn =
n∑
j=1
∆tSh(η
j
h,η
j
h) + C(ν + µ+ 1)
n∑
j=1
∆t‖∇ηjh‖20
+
n∑
j=1
∆t
(
4
µ
‖ξjh‖20 + 2spres(ξjh, ξjh)
)
+2(dv − r)T (∆t)−1
M∑
k=1
∆tspres(p
k
h, p
k
h)
= τ 1 + τ 2 + τ 3 + τ 4. (53)
Denoting by
Cu = 2C1,inf +
C2inf
2µ
+ 1,
assuming ∆tCu ≤ 1/2 and applying Gronwall’s Lemma [19, Lemma 5.1] we get
‖enr ‖20 + ν
n∑
j=1
∆t‖∇ejr‖20 +
n∑
j=1
∆tSh(e
j
r, e
j
r) + µ
n∑
j=1
∆t‖∇ · ejr‖20
+
n∑
j=1
∆tspres(z
j
r , z
j
r) ≤ e2TCu
(‖e0r‖20 + τn) . (54)
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To conclude we will get an error bound for τn. For the first term in (53),
applying the definition of Sh, the L
2-stability of σ∗h, (15) and (26) we get
τ 1 ≤ Ch
n∑
j=1
∆t‖∇ηjh‖20 ≤ Ch‖Sv‖2
dv∑
k=r+1
λk. (55)
For the second term in (53), applying again (26) we obtain
τ 2 ≤ C(ν + µ+ 1)‖Sv‖2
dv∑
k=r+1
λk. (56)
For the third term, we again apply the L2-stability of σ∗h, (14), (24) and (28) to
prove
τ 3 ≤ C(µ−1 + h‖Sp‖2)
dp∑
k=r+1
γk. (57)
Finally, for the last term, applying (20) we get
τ 4 ≤ C(u, p, l + 1)2(dv − r)(∆t)−1(h2l+1 + (∆t)2). (58)
Inserting (55), (56), (57) and (58) into (54) we reach
‖enr ‖20 + ν
n∑
j=1
∆t‖∇ejr‖20 +
n∑
j=1
∆tSh(e
j
r, e
j
r) + µ
n∑
j=1
∆t‖∇ · ejr‖20 (59)
+
n∑
j=1
∆tspres(z
j
r , z
j
r) ≤ e2TCu
(
‖e0r‖20 + C(ν + µ+ 1 + h)‖Sv‖2
dv∑
k=r+1
λk
+C(µ−1 + h‖Sp‖2)
dp∑
k=r+1
γk + C(u, p, l + 1)
2(dv − r)(∆t)−1(h2l+1 + (∆t)2)
 .
Remark 4.1 Let us observe that, contrary to other error bounds in the litera-
ture, apart from the last term on the right-hand side of (59), all the error bound
is written in terms of the eigenvalues. The last term appears due to the fact
that non inf-sup stable elements have been used both in the formulation of the
direct and the POD methods. The reason for being able to write most of bound
in terms of the eigenvalues is that we have compared the POD velocity approxi-
mation with P vr u
n
h instead of P
v
r u
n, as it is standard. On the other hand, it is
interesting to observe that the constants in the error bound (59) are independent
on inverse powers of the viscosity.
Theorem 4.2 Let u be the velocity in the Navier-Stokes equations (1), let ur
be the LPS POD stabilized approximation defined in (41), and assume that the
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solution (u, p) of (1) is regular enough. Then, the following bound holds
n∑
j=1
∆t‖ujr − uj‖20 ≤ 3e2TCu
(
‖e0r‖20 + C(ν + µ+ 1 + h)‖Sv‖2
dv∑
k=r+1
λk
+C(µ−1 + h‖Sp‖2)
dp∑
k=r+1
γk (60)
+C(u, p, l + 1)2(dv − r)(∆t)−1(h2l+1 + (∆t)2)
)
+3TC(u, p, l + 1)2(h2l+1 + (∆t)2) + 3
dv∑
k=r+1
λk.
Proof: Since
∑n
j=1 ∆t‖ejr‖20 ≤ T max1≤j≤n ‖ejr‖20 and
n∑
j=1
∆t‖ujr − uj‖20 ≤ 3
 n∑
j=1
∆t‖ejr‖20 +
n∑
j=1
∆t‖P vr ujh − ujh‖20
+
n∑
j=1
∆t‖ujh − uj‖20
 , (61)
applying (59), (23) and (20) we finally obtain (60). 
Remark 4.3 We observe that the error bound (60) has the component
(∆t)−1(h2l+1 + (∆t)2)
that comes from the treatment of the divergence term (50) when using non inf-
sup stable elements. However, apart from this term, the L2 error behaves in
terms of the mesh size h as the L2 error of the direct method, i.e. as h2l+1. This
is not the case when one compares with P vr u
n. In that case, the L2 error of the
method is bounded by the H1 norm of the error P vr u
n − un and, consequently,
can be bounded in terms of the H1 (instead of L2) norm of the direct method.
Remark 4.4 For the method proposed in this section, denoting by
Znr =
n∑
j=1
∆tzjr ,
one can argue as in [30] to bound the pressure error in the norm defined in [30]:
|||Znr ||| := sup
ϕr∈V r
(Znr ,∇ ·ϕr)
‖∇ϕr‖0
+ spres(Z
n
r , Z
n
r )
1/2.
For the mixed finite element direct method (11) one has the discrete inf-sup
condition, see [2, Lemma 4.2]:
∀qh ∈ Qlh, ‖qh‖0 ≤ β0
(
sup
vh∈Xlh
(qh,∇ · vh)
‖∇vh‖0 + spres(qh, qh)
1/2
)
.
However, the above inequality has not been proved if one changes in the supre-
mum X lh by V
r, so that in principle the norm ||| · ||| could be weaker than the
L2 norm.
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5 A grad-div stabilized POD method from an
inf-sup stable FOM
In this section we consider the case in which we start with snapshots of a direct
method based on inf-sup stable elements. Since the snapshots satisfy a discrete
divergence-free condition in this case one can formulate the POD method with
only velocity approximations. Following [24] we will prove that a pressure ap-
proximation can be computed also in this case and we will prove error bounds
for both the velocity and the pressure with constants independent on inverse
powers of the viscosity.
Let l ≥ 2, we consider the MFE pair known as Hood–Taylor elements [5, 34]
(X lh, Q
l−1
h ). We recall the definition of the divergence-free space V h,l (4).
For these elements a uniform inf-sup condition is satisfied (see [5]), that is,
there exists a constant βis > 0 independent of the mesh size h such that
inf
qh∈Ql−1h
sup
vh∈Xlh
(qh,∇ · vh)
‖vh‖1‖qh‖L2/R ≥ βis. (62)
As a direct method we consider a Galerkin method with grad-div stabilization
and the implicit Euler method in time. Given u0h an approximation to u
0 in
X lh, find (u
n+1
h , p
n+1
h ) ∈X lh ×Ql−1h such that for n ≥ 0(
un+1h − unh
∆t
,vh
)
+ ν(∇un+1h ,∇vh) + b(un+1h ,un+1h ,vh)− (pn+1h ,∇ · vh)
+µ(∇ · un+1h ,∇ · vh) = (fn+1,vh) ∀vh ∈X lh, (63)
(∇ · un+1h , qh) = 0 ∀qh ∈ Ql−1h ,
where µ is the positive grad-div stabilization parameter.
It is well-known that considering the discrete divergence-free space V h,l we
can remove the pressure from (63) since un+1h ∈ V h,l satisfies(
un+1h − unh
∆t
,vh
)
+ ν(∇un+1h ,∇vh) + b(un+1h ,un+1h ,vh)
+µ(∇ · un+1h ,∇ · vh) = (fn+1,vh), ∀vh ∈ V h,l. (64)
For this method the following bounds hold, see [12]
‖un − unh‖0 + h‖un − unh‖1 ≤ C(u, p, l + 1)(hl + ∆t), 1 ≤ n ≤M, (65)
and  n∑
j=1
∆t‖pj − pjh‖20
1/2 ≤ C(u, p, l + 1)(hl + ∆t), 1 ≤ n ≤M, (66)
where the constant C(u, p, l + 1) does not depend on inverse powers of ν.
Arguing as before, we can get a priori bounds for the L2 orthogonal projec-
tion P vr u
n
h. However, since now the FOM has a rate of convergence of order l
instead of l+ 1/2, as the method in the previous section, there are some differ-
ences. We will assume d = 2. In case d = 3 one can prove a priori bounds but
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using cubics (or higher) elements. In the error bound (30) we have to replace
h3/2 by h. In the error bound (32) we have to replace h5/2 by h2. Finally, in
the bound (34) we have to change h3/2 by h2 and C(u, p, 2) by C(u, p, 3).
We now consider the grad-div POD model. For n ≥ 1, find unr ∈ V r such
that (
unr − un−1r
∆t
,ϕ
)
+ ν(∇unr ,∇ϕ) + bh(unr ,unr ,ϕ) + µ(∇ · unr ,∇ ·ϕ)
= (fn,ϕ), ∀ϕ ∈ V r. (67)
We observe that unr belongs to the discrete divergence-free space V h,l.
It is easy to get(
P vr u
n
h − P vr un−1h
∆t
,ϕ
)
+ ν(∇P vr unh,∇ϕ) + bh(P vr unh, P vr unh,ϕ)
+µ(∇ · P vr unh,∇ ·ϕ)
= (fn,ϕ) + ν(∇ηnh,∇ϕ) + µ(∇ · ηnh,∇ ·ϕ) (68)
+bh(P
v
r u
n
h, P
v
r u
n
h,ϕ)− bh(unh,unh,ϕ), ∀ϕ ∈ V r.
Subtracting (68) from (67) and denoting as before by enr = u
n
r − P vr unh we get(
enr − en−1r
∆t
,ϕ
)
+ ν(∇enr ,∇ϕ) + bh(enr , enr ,ϕ) + µ(∇ · enr ,∇ ·ϕ)
= −ν(∇ηnh,∇ϕ)− µ(∇ · ηnh,∇ ·ϕ)− bh(P vr unh, P vr unh,ϕ)
+bh(u
n
h,u
n
h,ϕ), ∀ϕ ∈ V r. (69)
Taking ϕ = enr it is easy to obtain
1
2∆t
(‖enr ‖20 − ‖en−1r ‖20)+ ν‖∇enr ‖20) + µ‖∇ · enr ‖20
≤ − (bh(P vr unh, P vr unh, enr )− bh(unr ,unr , enr ))− ν(∇ηnh,∇enr )
−µ(∇ · ηnh,∇ · enr )− (bh(P vr unh, P vr unh, enr )− bh(unh,unh, enr )) . (70)
Arguing exactly as before we get
‖enr ‖20 + ν
n∑
j=1
∆t‖∇ejr‖20 + µ
n∑
j=1
∆t‖∇ · ejr‖20 (71)
≤ ‖e0r‖20 +
n∑
j=1
∆t
(
2C1,inf +
C2inf
2µ
+ 1
)
‖ejr‖20 + C(ν + µ+ 1)
n∑
j=1
∆t‖∇ηjh‖20.
Denoting by
Cu = 2C1,inf +
C2inf
2µ
+ 1,
assuming ∆tCu ≤ 1/2 and applying Gronwall’s Lemma [19, Lemma 5.1] and
(26) we obtain
‖enr ‖20 + ν
n∑
j=1
∆t‖∇ejr‖20 + µ
n∑
j=1
∆t‖∇ · ejr‖20
≤ e2TCu
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖0
dv∑
k=r+1
λk
)
. (72)
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Remark 5.1 Let us observe that the constants in the error bound (72) are inde-
pendent on inverse powers of ν and also that they only depend on the eigenvalues
λk. This means that the error of the POD method, as expected, is essentially the
error of the best approximation to the Galerkin approximation in the POD space,
i.e., the error in P vr u
n
h, plus the POD error coming from the tail of eigenvalues.
Theorem 5.2 Let u be the velocity in the Navier-Stokes equations (1), let ur
be the grad-div POD stabilized approximation defined in (67), and assume that
the solution (u, p) of (1) is regular enough. Then, the following bound holds
n∑
j=1
∆t‖ujr − uj‖20 ≤ 3e2TCu
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖2
dv∑
k=r+1
λk
+3TC(u, p, l)2(h2l + (∆t)2) + 3
dv∑
k=r+1
λk
)
. (73)
Proof: Applying (61), from (72), (23) and (65) we easily obtain (73). 
Following [24] we propose a way to compute a POD pressure approximation in
this framework. Given a function pr ∈ Wr we consider the following problem:
find wh ∈X lh such that
(∇wh,∇vh) = −(∇ · vh, pr), ∀vh ∈X lh. (74)
The supremizer enrichment algorithm consists of solving (74) for each basis
function ψk, k = 1, · · · , r (we are considering to work with an equal number of
basis functions for both velocity and pressure). Then, applying a Gram-Schmidt
orthonormalization procedure to the set of solutions, a set of basis functions is
obtained {ζk}, k = 1, . . . , r. Denoting by
Sr =< ζ1, ζ2, . . . , ζr >⊂ V ⊥h,l ⊂X lh,
the following in-sup stability condition holds for the spaces Sr and Wr, see [24,
Lemma 4.2]:
βr = inf
ψ∈Wr
sup
ζ∈Sr
(ψ,∇ · ζ)
‖ζ‖1‖ψ‖L2/R ≥ βis, (75)
where βis is the constant in the inf-sup condition (62).
Using the space Sr a pressure pnr ∈ Wr can be computed satisfying for all
ζ ∈ Sr
(pnr ,∇ · ζ) =
(
unr − un−1r
∆t
, ζ
)
+ bh(u
n
r ,u
n
r , ζ) + µ(∇ · unr ,∇ · ζ)− (fn, ζ). (76)
Denoting by
‖v‖Sr,∗ = sup
ζ∈Sr
(v, ζ)
‖∇ζ‖0 , ‖v‖V
r,∗ = sup
ζ∈V r
(v, ζ)
‖∇ζ‖0 ,
by 0 ≤ α < 1 the constant in the strengthened Cauchy-Schwarz inequality
between the spaces V r and Sr, and by
CH
1
r =
∥∥∥∥∥
r∑
k=1
∇ϕk
∥∥∥∥∥
0
, (77)
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and letting ϕ ∈ V r, it holds (see [24, Lemma 5.13])
‖ϕ‖Sr,∗ ≤ αCPCH1r ‖ϕ‖V r,∗ , (78)
where CP is the constant in the Poincare´ inequality.
Now, we observe that adding and subtracting P pr p
n
h from (63) we get
(P pr p
n
h,∇ · ζ) =
(
unh − un−1h
∆t
, ζ
)
+ bh(u
n
h,u
n
h, ζ) + µ(∇ · unh,∇ · ζ)− (fn, ζ)
+(P pr p
n
h − pnh,∇ · ζ), ∀ζ ∈ Sr. (79)
Subtracting (79) from (76) and applying (75), (78) and (3) we get
‖znr ‖0 ≤
1
βr
(
αCPC
H1
r
∥∥∥∥ (unr − unh)− (un−1r − un−1h )∆t
∥∥∥∥
V r,∗
(80)
sup
ζ∈Sr
bh(u
n
r ,u
n
r , ζ)− bh(unh,unh, ζ)
‖∇ζ‖0 + µ‖∇ · (u
n
r − unh)‖0 + ‖ξnh‖0
)
.
We will bound now the terms on the right-hand side of (80). For the first one
we observe that∥∥∥∥ (unr − unh)− (un−1r − un−1h )∆t
∥∥∥∥
V r,∗
=
∥∥∥∥enr − en−1r∆t
∥∥∥∥
V r,∗
.
Applying now (69) we obtain∥∥∥∥ (unr − unh)− (un−1r − un−1h )∆t
∥∥∥∥
V r,∗
≤ ν‖∇enr ‖0 + µ‖∇ · enr ‖0
+(ν + µ)‖∇ηnh‖0 + sup
ζ∈V r
bh(u
n
h,u
n
h, ζ)− bh(unr ,unr , ζ)
‖∇ζ‖0 . (81)
To bound the last term on the right-hand side of (81) we write
bh(u
n
r ,u
n
r , ζ)− bh(unh,unh, ζ) = bh(unr ,unr − unh, ζ) + bh(unr − unh,uh, ζ)
= bh(u
n
r , ζ,u
n
r − unh) + bh(unr − unh,uh, ζ)
≤ ‖unr − unh‖0
(
‖unr ‖L∞‖ζ‖1 +
1
2
‖∇ · unr ‖L2d/(d−1)‖ζ‖L2d
)
+
1
2
((unr − unh) · ∇uh, ζ)−
1
2
((unr − unh) · ∇ζ,unh)
≤ ‖unr − unh‖0
(
‖unr ‖L∞‖ζ‖1 +
1
2
‖∇ · unr ‖L2d/(d−1)‖ζ‖L2d
)
+
1
2
‖unr − unh‖0 (‖∇uh‖L2d/(d−1)‖ζ‖L2d + ‖unh‖L∞‖ζ‖1) .
Now, we observe that applying (5), (38) and (72) we obtain
‖unr ‖L∞ ≤ ‖enr ‖L∞ + ‖P vr unh‖L∞ ≤ Ch−d/2‖enr ‖0 + Cinf
≤ Cur,inf := Ch−d/2eTCu
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖0
dv∑
k=r+1
λk
)1/2
+ Cinf .
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Applying exactly the same argument we also obtain
‖∇ · unr ‖L2d/(d−1) ≤ Ch−1/2‖enr ‖1 + Cld
≤ Cur,ld := Ch−d/2eTCu‖Sv‖1/22
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖0
dv∑
k=r+1
λk
)1/2
+Cld.
With the above error bounds, Sobolev embeddings (2), (30) and (32) we finally
obtain
bh(u
n
r ,u
n
r , ζ)− bh(unh,unh, ζ) ≤ C‖unr − unh‖0‖ζ‖1 (82)
Going back to (81) we reach∥∥∥∥ (unr − unh)− (un−1r − un−1h )∆t
∥∥∥∥
V r,∗
≤ ν‖∇enr ‖0 + µ‖∇ · enr ‖0 + (ν + µ)‖∇ηnh‖0
+C‖unr − unh‖0
Taking into account that
‖unr − unh‖0 ≤ ‖enr ‖0 + ‖P vr unh − unh‖0, (83)
we finally obtain∥∥∥∥ (unr − unh)− (un−1r − un−1h )∆t
∥∥∥∥
V r,∗
≤ ν‖∇enr ‖0 + µ‖∇ · enr ‖0 + (ν + µ)‖∇ηnh‖0
+‖enr ‖0 + ‖P vr unh − unh‖0. (84)
For the second term on the right-hand side of (80) we apply (82) and (83).
Inserting also (84) into (80) we finally reach
‖znr ‖0 ≤ β−1r αCPCH
1
r (ν‖∇enr ‖0 + µ‖∇ · enr ‖0 + (ν + µ)‖∇ηnh‖0)
+β−1r αCPC
H1
r (‖enr ‖0 + ‖P vr unh − unh‖0) (85)
Cβ−1r (‖enr ‖0 + ‖P vr unh − unh‖0 + µ‖∇ · (unr − unh)‖0 + ‖ξnh‖0) .
We observe that
‖∇ · (unr − unh)‖0 ≤ ‖∇ · enr ‖0 + ‖∇(P vr unh − unh)‖0.
From (85) we get
n∑
j=1
∆t‖zjr‖20 ≤ CαCH
1
r
n∑
j=1
∆t
(
ν‖∇ejr‖20 + µ‖∇ · ejr‖20
)
+CαCH
1
r (ν + µ)
n∑
j=1
‖∇(P vr ujh − ujh)‖20
+C
(
1 + αCH
1
r
) n∑
j=1
∆t
(
‖ejr‖20 + ‖P vr ujh − ujh‖20
)
+Cµ
n∑
j=1
∆t
(
‖∇ · ejr‖20 + ‖∇(P vr ujh − ujh)‖20
)
+C
n∑
j=1
∆t‖P pr pjh − pjh‖20. (86)
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To conclude we apply (23), (24), (26) and (72) to (86)
n∑
j=1
∆t‖zjr‖20
≤ C(1 + T )
(
1 + αCH
1
r
)
e2TCu
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖0
dv∑
k=r+1
λk
)
+
(
CαCH
1
r (ν + µ) + µ
)
‖Sv‖2
dv∑
k=r+1
λk
+C
(
1 + αCH
1
r
) dv∑
k=r+1
λk + C
dp∑
k=r+1
γk. (87)
Theorem 5.3 Let p be the pressure in the Navier-Stokes equations (1), let pr
be the grad-div POD stabilized pressure defined in (76), and assume that the
solution (u, p) of (1) is regular enough. Then, the following bound holds
n∑
j=1
∆t‖pjr − pj‖20
≤ C(1 + T )
(
1 + αCH
1
r
)
e2TCu
(
‖e0r‖20 + C(ν + µ+ 1)‖Sv‖0
dv∑
k=r+1
λk
)
+3
(
CαCH
1
r (ν + µ) + µ
)
‖Sv‖2
dv∑
k=r+1
λk
+C
(
1 + αCH
1
r
) dv∑
k=r+1
λk + C
dp∑
k=r+1
γk + 3C(u, p, l)
2(hl + ∆t)2. (88)
Proof: Since applying triangle inequality we have
n∑
j=1
∆t‖pjr − pj‖20 ≤ 3
n∑
j=1
∆t‖zjr‖20 + 3
n∑
j=1
∆t‖Phpjh − pjh‖20 + 3
n∑
j=1
∆t‖pjh − pj‖20,
(89)
the bound (88) for the pressure follows from (87), (24) and (66). 
6 Numerical experiments
In this section we present numerical results for the LPS-ROM (41) and the
grad-div-ROM (67)-(76), introduced and analyzed in the previous sections. For
the LPS-ROM (41), the standard discrete inf-sup condition is circumvented and
POD modes, which are computed by the LPS-FEM (11), are not required indeed
to be weakly divergence-free. For the grad-div-ROM (67)-(76), the standard
discrete inf-sup condition is recovered through supremizer enrichment [4, 29] and
at least weakly divergence-free POD modes are required, which are computed
by the grad-div-FEM (63). The numerical experiments are performed on the
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benchmark problem of the 2D unsteady flow around a cylinder with circular
cross-section [31] at Reynolds number Re = 100. The open-source FE software
FreeFEM [18] has been used to run the numerical experiments.
Within this framework, we also propose an adaptive in time algorithm for
the online grad-div parameter µ used both in the LPS-ROM (41) and the grad-
div-ROM (67)-(76), by adjusting dissipation arising from the online grad-div
stabilization term in order to better match the FOM energy, which proves to
significantly improve the long time ROM accuracy.
Setup for numerical simulations. Following [31], the computational domain
is given by a rectangular channel with a circular hole (see Figure 1 for the
computational grid used):
Ω = {(0, 2.2)× (0, 0.41)}\{x : (x− (0.2, 0.2))2 ≤ 0.052}.
Mesh
Figure 1: Computational grid.
No slip boundary conditions are prescribed on the horizontal walls and on
the cylinder, and a parabolic inflow profile is provided at the inlet:
u(0, y, t) = (4Umy(A− y)/A2, 0)T ,
with Um = u(0, H/2, t) = 1.5 m/s, and A = 0.41 m the channel height. At the
outlet, we impose outflow (do nothing) boundary conditions (ν∇u−p Id)n = 0,
with n the outward normal to the domain. The kinematic viscosity of the fluid
is ν = 10−3 m2/s and there is no external (gravity) forcing, i.e. f = 0 m/s2.
Based on the mean inflow velocity U = 2Um/3 = 1 m/s, the cylinder diameter
D = 0.1 m and the kinematic viscosity of the fluid ν = 10−3 m2/s, the Reynolds
number considered is Re = UD/ν = 100. In the fully developed periodic
regime, a vortex shedding can be observed behind the obstacle, resulting in the
well-known von Ka´rma´n vortex street (see Figure 2).
For the evaluation of computational results, we are interested in studying
the temporal evolution of the following quantities of interest. The kinetic energy
of the flow is the most frequently monitored quantity, given by:
Ekin =
1
2
‖u‖2L2 .
Other relevant quantities of interest are the drag and lift coefficients. In order
to reduce the boundary approximation influences, in the present work these
quantities are computed as volume integrals [21]:
cD = − 2
DU
2 [(∂tu,vD) + b(u,u,vD) + ν(∇u,∇vD)− (p,∇ · vD)] ,
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Figure 2: Final FOM vorticity for LPS-FEM (11) (left) and grad-div-FEM (63)
(right).
cL = − 2
DU
2 [(∂tu,vL) + b(u,u,vL) + ν(∇u,∇vL)− (p,∇ · vL)] ,
for arbitrary test functions vD,vL ∈ H1 such that vD = (1, 0)T on the bound-
ary of the cylinder and vanishes on the other boundaries, vL = (0, 1)
T on the
boundary of the cylinder and vanishes on the other boundaries. In the actual
computations, we have used the approach described in [23] to fix the test func-
tions vD,vL and evaluate the drag and lift coefficients cD, cL.
FOM and POD modes. The numerical method used to compute the snap-
shots for the LPS-ROM (41) is the LPS-FEM (11) described in Section 2, with
a spatial discretization using equal order P2 − P2 FE for the pair velocity-
pressure on the relatively coarse computational grid in Figure 1, for which
h = 2.76 · 10−2 m, resulting in 32 488 d.o.f. for velocities and 16 244 d.o.f.
for pressure. The numerical method used to compute the snapshots for the
grad-div-ROM (67)-(76) is the grad-div-FEM (63) described in Section 5, with
a spatial discretization using the mixed inf-sup stable P2−P1 Taylor–Hood FE
for the pair velocity-pressure on the same relatively coarse computational grid
in Figure 1, resulting in 32 488 d.o.f. for velocities and 4 151 d.o.f. for pressure.
For the LPS-FEM (11), we have used the following expressions for the stabi-
lization parameters: τν,K = CvhK and τp,K = CphK , with Cv = 10
−2 m/s and
Cp = 10
−2 m−1s, respectively. The expression for τν,K has been taken from [13]
and in view of conditions (14)-(15) we have chosen a similar expression for τp,K .
In this case, we have τν,K ≤ 2.76 · 10−4 m2/s and τp,K ≤ 2.76 · 10−4 s. Following
again [13], for the grad-div-FEM (63) we have considered µ = µK = CdhK with
Cd = 1 m/s, so that we have µ = µK ≤ 2.76 · 10−2 m2/s.
For the time discretization, in both cases a semi-implicit Backward Differ-
entiation Formula of order two (BDF2) has been applied, which guarantees a
good balance between numerical accuracy and computational complexity [3]. In
particular, we have considered an extrapolation for the convection velocity by
means of Newton–Gregory backward polynomials [7]. Without entering into the
details of the derivation, for which we refer the reader to e.g. [7], we consider the
following extrapolation of order two for the discrete velocity: ûnh = 2u
n
h−un−1h ,
n ≥ 1, in order to achieve a second-order accuracy in time. For the initial-
ization (n = 0), we have considered u−1h = u
0
h = u0h, being u0h the initial
condition, so that the time scheme reduces to the semi-implicit Euler method
for the first time step (∆t)0 = (2/3)∆t. In both FOM, an impulsive start is
performed, i.e. the initial condition is a zero velocity field, and the time step
is ∆t = 2 × 10−3 s. Time integration is performed till a final time T = 7 s. In
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the time period [0, 5] s, after an initial spin-up, the flow is expected to develop
to full extent, including a subsequent relaxation time. Afterwards, it reaches a
periodic-in-time (statistically- or quasi-steady) state.
In Figure 3 (left), we plot drag coefficient temporal evolution for the FOM
solution computed with LPS-FEM (11) and grad-div-FEM (63). Results are
very close and, despite the relatively coarse computational grid used, they agree
quite well with reference values from [31].
0 1 2 3 4 5 6 7
t
2
2.5
3
3.5
D
ra
g 
co
ef
fic
ie
nt
FOM
LPS-FEM
grad-div-FEM
0 1 2 3 4 5 6 7
t
10-20
10-10
100
W
ea
k 
di
ve
rg
en
ce
FOM
LPS-FEM
grad-div-FEM
Figure 3: Temporal evolution of drag coefficient (left) and weak divergence
(right) for the FOM solution computed with LPS-FEM (11) and grad-div-FEM
(63).
In Figure 3 (right), we show the weak divergence temporal evolution for the
FOM solution computed with LPS-FEM (11) and grad-div-FEM (63), obtained
by plotting maxqh∈Qh |(∇ · unh, qh)|, with qh the FE test functions varying in
Qh = P2 for LPS-FEM (11) and in Qh = P1 for grad-div-FEM (63). From this
figure, it is evident that the snapshots computed with LPS-FEM (11) are no
weakly divergence-free, while the snapshots computed with grad-div-FEM (63)
are weakly divergence-free (up to machine precision).
The POD modes are generated in L2 by the method of snapshots with veloc-
ity centered-trajectories [17] by storing every FOM solution from t = 5, when
the solution had reached a periodic-in-time state, and using one period of snap-
shot data. The full period length of the statistically steady state is 0.332 s, thus
we collect 167 snapshots for both velocity and pressure. The rank of the velocity
data set is dv = 25 for LPS-FEM (11) and dv = 27 for grad-div-FEM (63) (for
which λk < 10
−10, k > dv), while the rank of the pressure data set is dp = 23
for both LPS-FEM (11) and grad-div-FEM (63) (for which γk < 10
−10, k > dp).
Figure 4 shows the decay of POD velocity (λk, k = 1, . . . , dv) and pressure (γk,
k = 1, . . . , dp) eigenvalues (left) computed with LPS-FEM (11) and grad-div-
FEM (63), together with the corresponding captured system’s energy (right),
given by 100
∑r
k=1 λk/
∑dv
k=1 λk for velocity and 100
∑r
k=1 γk/
∑dp
k=1 γk for pres-
sure. Note that the first r = 5 POD modes already capture more than 99% of
the system’s velocity-pressure energy.
With POD modes generated, the fully discrete LPS-ROM (41) and grad-div-
ROM (67)-(76) are constructed as discussed in the previous sections, using the
semi-implicit BDF2 time scheme as for the corresponding FOM, and run first
in the time interval [5, 7] s with ∆t = 2 × 10−3 s and a small number (r = 8)
of POD velocity-pressure modes, which already gives a reasonable accuracy for
the proposed methods. The initial reduced-order velocity is given by the L2-
orthogonal projection of the corresponding velocity snapshot at t = 5 s on the
respective POD velocity space. Note that to recover the online pressure for the
23
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Figure 4: POD velocity-pressure eigenvalues (left) and captured system’s
velocity-pressure energy (right) computed with LPS-FEM (11) and grad-div-
FEM (63).
grad-div-ROM (67)-(76), the same number (r = 8) of POD supremizers modes
has been used. Also, for the LPS-ROM (41), we have considered the same
stabilization parameters τν,K , τp,K used in the LPS-FEM (11) computation.
However, a different treatment has been done to the online grad-div stabilization
parameter µ. Indeed, we have found convenient to consider an adaptive in
time algorithm for the online grad-div parameter µ used both in the LPS-ROM
(41) and the grad-div-ROM (67)-(76), by adjusting dissipation arising from the
online grad-div stabilization term in order to better match the FOM energy,
which demonstrated to significantly improve the long time ROM accuracy.
Adaptive in time algorithm for online grad-div parameter µ. Hereafter, we
describe the adaptive in time algorithm proposed and numerically investigated
for the computation of the grad-div parameter µ in the online phase. This
algorithm takes inspiration from the one used in [36] to compute the nudg-
ing parameter in order to further improve the long time accuracy of a data
assimilation ROM. To our knowledge, this is the first time it is applied in a
grad-div stabilization ROM framework. Instead of considering the same grad-
div parameter µ = µK used in the grad-div-FEM (63), we propose to perform a
comparison within a constant and an adaptive in time µ, based on the accuracy
of the energy prediction of both the LPS-ROM (41) and the grad-div-ROM
(67)-(76). The adaptive in time strategy consists in adjusting µ so that the
contribution of the online grad-div stabilization term removes dissipation if the
ROM energy is too small, and adds dissipation if the energy is too large with
respect to the FOM energy. First of all, we run the ROM for a constant µ = µ¯,
fixed minimizing the L∞ error in time with respect to the snapshots energy
computed in one period and then repeated in the rest of periods, thus being the
snapshots data to construct the reduced basis sufficient to compute the constant
µ¯, and no further information is needed. The same holds for the adaptive in
time algorithm detailed below.
Algorithm (ROM with adaptive in time grad-div parameter µ).
1. Initialize the online grad-div parameter µ = µ¯.
2. Set µmin > 0 the minimum value that µ can reach in the algorithm.
3. Set F to be the frequency in number of time steps to adapt µ.
4. Set δ to be the adjustment size to change µ.
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5. Set tol to be the tolerance chosen for making a change to µ.
6. For time step n = 1, 2, . . .
if mod(n, F ) == 0
• Compute Ediffkin =
1
2
(
‖unr ‖2L2 − ‖umod(n,M)h ‖2L2
)
, where M is the
number of snapshots collected.
• if Ediffkin > tol, set µ = max{µmin, µ+ δ},
else if Ediffkin < −tol, set µ = max{µmin, µ− δ}.
end
Recompute unr .
Numerical results. To assess the numerical accuracy of the proposed methods
LPS-ROM (41) and grad-div-ROM (67)-(76), the temporal evolution of the drag
and lift coefficients, and kinetic energy are monitored and compared to the
corresponding FOM solutions in the time interval [5, 7] s, corresponding to six
period for the lift coefficients. Thus, we are actually testing the ability of the
considered ROM to predict/extrapolate in time, monitoring their performance
over a six times larger time interval with respect to the one used to compute the
snapshots and generate the POD modes. In particular, for both methods, we
perform a comparison within a constant and an adaptive in time µ, following
the strategy described above.
We start by reporting numerical results for the LPS-ROM (41). Numerical
results for drag and lift predictions using r = 8 velocity-pressure modes are
shown in Figure 5, where we display a comparison within LPS-FEM (11) and
LPS-ROM (41) with constant µ = µ¯ = 2.4 and adaptive µ (starting µ = µ¯ = 2.4,
µmin = 10
−1, F = 5, δ = 10−1, tol = 10−3). From this figure, we observe that
the LPS-ROM (41) allows to compute rather accurate quantities of interest. In-
deed, the temporal evolution of the drag and lift coefficient is rather close to that
of the LPS-FEM (11), being the drag coefficient temporal evolution the most
sensitive quantity presenting larger differences (up to 3.5%). Note that along
the time interval [5, 7] s results are almost similar using constant and adaptive
µ. In Figure 6, we show on the left the temporal evolution of absolute error in
kinetic energy |Ekin,r − Ekin,h|, and on the right the corresponding temporal
evolution of the adaptive grad-div coefficient µ. Note that along the time in-
terval [5, 7] s the kinetic energy error levels are quite similar using constant and
adaptive µ, and in both cases they are maintained below 3 · 10−3.
To better assess on the one hand the behavior of the proposed LPS-ROM
(41) and partially illustrate on the other hand the theoretical convergence order
predicted by the numerical analysis performed in Section 4, we plot the discrete
`2([5, 7];L2(Ω)) squared errors in velocity and pressure with respect to the LPS-
FEM (11) solution. In particular, in Figure 7 we show the errors with respect
to the LPS-FEM (11) solution computed with LPS-ROM (41) with adaptive
µ using r velocity-pressure modes. The theoretical analysis proved that, for
sufficiently small h and ∆t as it is the case, the velocity error should scales as
Λr + Zr =
∑dv
k=r+1 λk +
∑dp
k=r+1 γk (see error bound (60)), and this is quan-
titatively recovered in Figure 7 for both reduced order velocity and pressure
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Figure 5: Temporal evolution of drag coefficient (left) and lift coefficient (right)
computed with LPS-ROM (41) with constant and adaptive µ using r = 8
velocity-pressure modes, and comparison with LPS-FEM (11).
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Figure 6: Temporal evolution of absolute error in kinetic energy with respect to
LPS-FEM (11) on the left and grad-div coefficient µ (constant and adaptive) on
the right computed with LPS-ROM (41) using r = 8 velocity-pressure modes.
and a small number (up to r = 12) of POD velocity-pressure modes. Follow-
ing the hints given by the error bound (60), for the current setup for which
Sv2 = ‖Sv‖2 = 1.94 · 102 and Sp2 = ‖Sp‖2 = 1.79 · 102 (so that hSp2 = O(1)), we
actually found that Sv2Λr+Zr is a good a priori error indicator for both reduced
order velocity and pressure (at least for small r). However, for r ≥ 12, we ob-
serve a flattening effect due to the fact that the time interval [5, 7] s is already
quite large with respect to the time period used to generate the POD basis, so
that although we increase the number of POD modes (over r = 12), we do not
notice so much the error decrease in both velocity and pressure. Although for
pressure we are not able in this case to theoretically prove error estimates in
such a strong norm as for velocity (see Remark 4.4 and [30]), numerically we
have recovered it.
We now report numerical results for the grad-div-ROM (67)-(76). Numerical
results for drag and lift predictions using r = 8 velocity-pressure modes are
shown in Figure 8, where we display a comparison within grad-div-FEM (63)
and grad-div-ROM (67)-(76) with constant µ = µ¯ = 3.7 and adaptive µ (starting
µ = µ¯ = 3.7, µmin = 10
−1, F = 5, δ = 10−1, tol = 10−3). In this case, the
same number (r = 8) of POD supremizers modes has been used to recover the
online pressure. From this figure, we observe that the grad-div-ROM (67)-(76)
is less accurate when compared with the corresponding FOM (i.e., the grad-
div-FEM (63)) with respect to the LPS-ROM (41) (see Figure 5). Indeed, the
temporal evolution of the drag coefficient presents quite large differences (up to
12%) with respect to the grad-div-FEM (63), while remaining the lift coefficient
temporal evolution rather close. Note that also in this case results are almost
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Figure 7: Discrete `2(L2) squared error in velocity and pressure with respect to
LPS-FEM (11) computed with LPS-ROM (41) with adaptive µ using r velocity-
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similar using constant and adaptive µ along the time interval [5, 7] s. In Figure
9, we show on the left the temporal evolution of absolute error in kinetic energy
|Ekin,r − Ekin,h|, and on the right the corresponding temporal evolution of the
adaptive grad-div coefficient µ. Note that along the time interval [5, 7] s the
kinetic energy error levels are quite similar using constant and adaptive µ, and
in both cases are maintained below 2 · 10−3. We also notice that the values
assumed by the online grad-div coefficient µ in order to better match the FOM
energy are much larger than the offline grad-div-FEM coefficient µ = µK , whose
maximum value is 2.76 · 10−2m2/s.
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Figure 8: Temporal evolution of drag coefficient (left) and lift coefficient (right)
computed with grad-div-ROM (67)-(76) with constant and adaptive µ using
r = 8 velocity-pressure modes, and comparison with grad-div-FEM (63).
Also in this case, to better assess on the one hand the behavior of the pro-
posed grad-div-ROM (67)-(76) and partially illustrate on the other hand the
theoretical convergence order predicted by the numerical analysis performed
in Section 5, we plot the discrete `2([5, 7];L2(Ω)) squared errors in velocity
and pressure with respect to the grad-div-FEM (63) solution. In particular, in
Figures 10-11 we show the errors with respect to the grad-div-FEM (63) solu-
tion computed with grad-div-ROM (67)-(76) with adaptive µ using r velocity-
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Figure 9: Temporal evolution of absolute error in kinetic energy with respect to
grad-div-FEM (63) on the left and grad-div coefficient µ (constant and adap-
tive) on the right computed with grad-div-ROM (67)-(76) using r = 8 velocity-
pressure modes.
pressure modes. The theoretical analysis proved that, for sufficiently small h
and ∆t as it is the case, the velocity error should scales as Λr (see error bound
(73)) and the pressure error as Λr+Zr (see error bound (88)), and this is quanti-
tatively recovered in Figures 10-11 for both reduced order velocity and pressure
and a small number (up to r = 12) of POD velocity-pressure (and supremiz-
ers) modes. Following the hints given by the error bounds (73), for the current
setup for which Sv2 = ‖Sv‖2 = 2.17 · 102, we actually found that Sv2Λr is a good
velocity error indicator, while following (88), we found that αCH
1
r S
v
2Λr + Zr is
a good pressure error indicator (at least for small r). However, for r ≥ 12, we
observe again a flattening effect due to the fact that the time interval [5, 7] s is
already quite large with respect to the time period used to generate the POD
basis, so that although we increase the number of POD modes (over r = 12),
we do not notice so much the error decrease in both velocity and pressure.
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Figure 10: Discrete `2(L2) squared error in velocity with respect to grad-div-
FEM (63) computed with grad-div-ROM (67)-(76) with adaptive µ using r
velocity-pressure modes.
Long time behavior. The aim of this section is to show how the strategy to
adapt in time the online grad-div parameter can provide long time stability and
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Figure 11: Discrete `2(L2) squared error in pressure with respect to grad-div-
FEM (63) computed with grad-div-ROM (67)-(76) with adaptive µ using r
velocity-pressure modes.
accuracy, thus proving its robustness. To check the long time behavior, both
the LPS-ROM (41) and the grad-div-ROM (67)-(76) are integrated in the time
range [5, 20] s, which is forty-five times wider with respect to the time window
used for the generation of the POD basis.
The corresponding results for the LPS-ROM (41) with constant and adap-
tive µ using r = 8 velocity-pressure modes are displayed in Figures 12-13. In
particular, in Figure 12 we monitor the temporal evolution of the drag and
lift coefficients in the predictive time interval [7, 20] s. We observe that the
LPS-ROM (41) with adaptive µ remains stable and bounded, and gives reli-
able results for long time integration, since it rightly follows the trend given in
the initial time range [5, 7] s (see Figure 5), whereas maintaining a constant µ
implies the oscillation amplitude (and of consequence the error) getting larger
and larger as time increases. In Figure 13, we show the long time evolution
of kinetic energy (left) and the corresponding long time evolution of the adap-
tive grad-div coefficient µ (right). We observe that the adaptive strategy has
a positive effect also on the long time energy evolution, causing the adaptive
LPS-ROM (41) energy to oscillate but remaining stable and rightly bounded
over long time intervals, whereas maintaining a constant µ implies a significant
inaccurate increase of the energy.
The analogous results for the grad-div-ROM (67)-(76) with constant and
adaptive µ using r = 8 velocity-pressure (and supremizers) modes are displayed
in Figures 14-15. In particular, in Figure 14 we monitor the temporal evolution
of the drag and lift coefficients in the predictive time interval [7, 20] s. Again,
we observe that the grad-div-ROM (67)-(76) with adaptive µ remains stable
and bounded, and gives reliable results for long time integration, since it rightly
follows the trend given in the initial time range [5, 7] s (see Figure 8), whereas
maintaining a constant µ implies the oscillation amplitude (and of consequence
the error) getting larger and larger as time increases for the lift coefficient, and a
totally inaccurate increasing beahvior for the drag coefficient. In Figure 15, we
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Figure 12: Long time evolution of drag coefficient (left) and lift coefficient
(right) computed with LPS-ROM (41) with constant and adaptive µ using r = 8
velocity-pressure modes.
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Figure 13: Long time evolution of kinetic energy (left) and grad-div coefficient
(right) computed with LPS-ROM (41) with constant and adaptive µ using r = 8
velocity-pressure modes.
show the long time evolution of kinetic energy (left) and the corresponding long
time evolution of the adaptive grad-div coefficient µ (right). We observe again
that the adaptive strategy has a positive effect also on the long time energy
evolution, causing the adaptive grad-div-ROM (67)-(76) energy to oscillate but
remaining almost stable and rightly bounded over long time intervals, whereas
maintaining a constant µ implies a significant inaccurate increase of the energy.
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Figure 14: Long time evolution of drag coefficient (left) and lift coefficient (right)
computed with grad-div-ROM (67)-(76) with constant and adaptive µ using
r = 8 velocity-pressure modes.
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Figure 15: Long time evolution of kinetic energy (left) and grad-div coefficient
(right) computed with grad-div-ROM (67)-(76) with constant and adaptive µ
using r = 8 velocity-pressure modes.
7 Conclusions
In this paper, POD stabilized reduced order methods for the numerical simula-
tion of incompressible flows are proposed, analyzed and tested. In particular,
we consider two approaches. In the first approach, called LPS-ROM, the stan-
dard discrete inf-sup condition is circumvented and POD modes are computed
by a non inf-sup stable finite element method, called LPS-FEM [13]. In the
second approach, called grad-div-ROM, the standard discrete inf-sup condition
is recovered through supremizer enrichment and POD modes are computed by
an inf-sup stable finite element method, called grad-div-FEM [12]. In both ap-
proaches, we build reduced order approximations for both velocity and pressure.
In the first case, we consider as full order method a LPS finite element scheme
with equal order interpolations, which stabilizes the gradient of both velocity
and pressure. As for the corresponding reduced order POD method, we add the
same kind of LPS for the gradient of both velocity and pressure than the FOM,
together with online grad-div stabilization. In the second case, we consider as
full order method an inf-sup stable Galerkin method with grad-div stabilization
and for the corresponding reduced order POD method we also apply grad-div
stabilization. In the latter case, since the velocity snapshots (and of consequence
the POD velocity modes) are discretely divergence-free, the pressure can be re-
moved from the formulation of the reduced order POD velocity, so that we use
a momentum equation recovery approach to recover the online pressure from a
velocity-only ROM, based on supremizer enrichment of the reduced velocity.
The main contribution of the present paper is the numerical analysis of the
fully discrete LPS-ROM and grad-div-ROM applied to the unsteady incom-
pressible Navier-Stokes equations, where rigorous error bounds with constants
independent on inverse powers of the viscosity parameter are proved for both
methods. To our knowledge, this is the first time this kind of sharp viscosity
independent bounds are obtained for stabilized POD-ROM of incompressible
flows. In this respect, the present study can be seen as an improvement of the
numerical analysis performed in [24] and [30].
Numerical experiments have been conducted to illustrate the compared per-
formances of the proposed schemes and assess their accuracy and efficiency.
Within this framework, we have also proposed an adaptive in time algorithm
for the online grad-div parameter used both in the LPS-ROM and the grad-div-
ROM, by adjusting dissipation arising from the online grad-div stabilization
term in order to better match the FOM energy. In both cases, using a small
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equal number of POD velocity-pressure modes already provides comparable re-
liable approximations, close to the FOM results, and theoretical considerations
suggested by the numerical analysis are recovered in practice. Actually, the
performed analysis helped to find good a priori error indicators that, at least
for small r (of interest in practice), almost match the computed errors over
predictive time intervals. Also, the adaptive in time algorithm for the online
grad-div parameter proved to significantly improve the long time accuracy of
both ROM. Although they provide similar global results, an increased accuracy
can be observed for the LPS-ROM that better matches the corresponding FOM
local quantities of interest such as the drag coefficient, especially. In terms of
efficiency, note that the LPS-ROM circumvents the standard discrete inf-sup
condition for the POD velocity-pressure spaces, whose fulfillment can be rather
expensive and inefficient in realistic CFD applications [4], since it could require
the application of the suprimizer enrichment strategy, used here for the grad-
div-ROM, in a multi-parameter dependent setting. A cheaper and efficient
alternative could be to use an approximate supremizer enrichment procedure
[4], for which however it is not possible to rigorously show that the standard
discrete inf-sup condition is satisfied and it is only possible to rely on heuristic
criteria to check it in a post-processing stage. Finally, the velocity modes for
the LPS-ROM do not have to be necessarily weakly divergence-free, which al-
lows to use snapshots generated for instance with penalty or projection-based
stabilized methods, as the LPS-FEM used in this paper. This is not the case
of the grad-div-ROM considered here and, for instance, of ROM based on a
pressure Poisson equation approach [6, 24, 32] for which the velocity snapshots,
and hence the POD velocity modes must be at least weakly divergence-free.
References
[1] R. A. Adams. Sobolev spaces. Academic Press [A subsidiary of Harcourt
Brace Jovanovich, Publishers], New York-London, 1975. Pure and Applied
Mathematics, Vol. 65.
[2] N. Ahmed, T. Chaco´n Rebollo, V. John, and S. Rubino. Analysis of a full
space-time discretization of the Navier-Stokes equations by a local projec-
tion stabilization method. IMA J. Numer. Anal., 37(3):1437–1467, 2017.
[3] N. Ahmed and S. Rubino. Numerical comparisons of finite element sta-
bilized methods for a 2D vortex dynamics simulation at high Reynolds
number. Comput. Methods Appl. Mech. Engrg., 349:191–212, 2019.
[4] F. Ballarin, A. Manzoni, A. Quarteroni, and G. Rozza. Supremizer sta-
bilization of POD-Galerkin approximation of parametrized steady incom-
pressible Navier-Stokes equations. Internat. J. Numer. Methods Engrg.,
102(5):1136–1161, 2015.
[5] F. Brezzi and R. S. Falk. Stability of higher-order Hood-Taylor methods.
SIAM J. Numer. Anal., 28(3):581–590, 1991.
[6] A. Caiazzo, T. Iliescu, V. John, and S. Schyschlowa. A numerical investi-
gation of velocity-pressure reduced order models for incompressible flows.
J. Comput. Phys., 259:598–616, 2014.
32
[7] F. E. Cellier. Continuous system modeling. Springer-Verlag, New York,
1991.
[8] T. Chaco´n Rebollo, M. Go´mez Ma´rmol, V. Girault, and I. Sa´nchez Mun˜oz.
A high order term-by-term stabilization solver for incompressible flow prob-
lems. IMA J. Numer. Anal., 33(3):974–1007, 2013.
[9] H. Chen. Pointwise error estimates for finite element solutions of the Stokes
problem. SIAM J. Numer. Anal., 44(1):1–28, 2006.
[10] P. G. Ciarlet. The finite element method for elliptic problems, volume 40
of Classics in Applied Mathematics. Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2002. Reprint of the 1978 original
[North-Holland, Amsterdam; MR0520174 (58 #25001)].
[11] J. de Frutos, B. Garc´ıa-Archilla, V. John, and J. Novo. Grad-div stabiliza-
tion for the evolutionary Oseen problem with inf-sup stable finite elements.
J. Sci. Comput., 66(3):991–1024, 2016.
[12] J. de Frutos, B. Garc´ıa-Archilla, V. John, and J. Novo. Analysis of the
grad-div stabilization for the time-dependent Navier-Stokes equations with
inf-sup stable finite elements. Adv. Comput. Math., 44(1):195–225, 2018.
[13] J. de Frutos, B. Garc´ıa-Archilla, V. John, and J. Novo. Error analysis of non
inf-sup stable discretizations of the time-dependent Navier-Stokes equations
with local projection stabilization. IMA J. Numer. Anal., 39(4):1747–1786,
2019.
[14] B. Garc´ıa-Archilla, V. John, and J. Novo. Symmetric pressure stabilization
for equal order finite element approximations to the time-dependent Navier-
Stokes equations. IMA J. Numer. Anal. (to appear), 2020.
[15] B. Garc´ıa-Archilla, J. Novo, and S. Rubino. Error analysis of a proper
orthogonal decomposition data assimilation schemes for the Navier-Stokes
equations. arXiv:2004.09127 [math.NA], 2020.
[16] B. Garc´ıa-Archilla, J. Novo, and E. S. Titi. Uniform in time error esti-
mates for a finite element method applied to a downscaling data assimi-
lation algorithm for the Navier-Stokes equations. SIAM J. Numer. Anal.,
58(1):410–429, 2020.
[17] S. Giere, T. Iliescu, V. John, and D. Wells. SUPG reduced order models
for convection-dominated convection-diffusion-reaction equations. Comput.
Methods Appl. Mech. Engrg., 289:454–474, 2015.
[18] F. Hecht. New development in freefem++. J. Numer. Math., 20(3-4):251–
265, 2012.
[19] J. G. Heywood and R. Rannacher. Finite-element approximation of the
nonstationary Navier-Stokes problem. IV. Error analysis for second-order
time discretization. SIAM J. Numer. Anal., 27(2):353–384, 1990.
[20] T. Iliescu and Z. Wang. Variational multiscale proper orthogonal decom-
position: Navier-Stokes equations. Numer. Methods Partial Differential
Equations, 30(2):641–663, 2014.
33
[21] V. John. Reference values for drag and lift of a two-dimensional time-
dependent flow around a cylinder. Internat. J. Numer. Methods Fluids,
44:777–788, 2004.
[22] V. John. Finite element methods for incompressible flow problems, vol-
ume 51 of Springer Series in Computational Mathematics. Springer, Cham,
2016.
[23] V. John and G. Matthies. Higher-order finite element discretizations in a
benchmark problem for incompressible flows. Internat. J. Numer. Methods
Fluids, 37:885–903, 2001.
[24] K. Kean and M. Schneier. Error analysis of supremizer pressure recovery
for POD based reduced order models of the time-dependent Navier-Stokes
equations. arXiv:1909.06022 [math.NA], 2019.
[25] K. Kunisch and S. Volkwein. Galerkin proper orthogonal decomposition
methods for parabolic problems. Numer. Math., 90(1):117–148, 2001.
[26] M. Mohebujjaman, L. G. Rebholz, X. Xie, and T. Iliescu. Energy balance
and mass conservation in reduced order models of fluid flows. J. Comput.
Phys., 346:262–277, 2017.
[27] B. R. Noack, P. Papas, and P. A. Monkewitz. The need for a pressure-term
representation in empirical Galerkin models of incompressible shear flows.
J. Fluid Mech., 523:339–365, 2005.
[28] A. Quarteroni, A. Manzoni, and F. Negri. Reduced basis methods for partial
differential equations, volume 92 of Unitext. Springer, Cham, 2016.
[29] G. Rozza and K. Veroy. On the stability of the reduced basis method for
stokes equations in parametrized domains. Comput. Methods Appl. Mech.
Engrg., 196(7):1244–1260, 2007.
[30] S. Rubino. Numerical analysis of a prejection-based stabilized POD-ROM
for incompressible flows. SIAM J. Numer. Anal. (to appear), 2020.
[31] M. Scha¨fer and S. Turek. Benchmark computations of laminar flow around a
cylinder. In E. H. Hirschel, editor, Flow Simulation with High-Performance
Computers II, volume 48 of Notes on Numerical Fluid Mechanics, pages
547–566. Vieweg, 1996.
[32] G. Stabile and G. Rozza. Finite volume POD-Galerkin stabilised reduced
order methods for the parametrised incompressible Navier-Stokes equa-
tions. Comput. & Fluids, 173:273–284, 2018.
[33] G. Tadmor, O. Lehmann, B. R. Noack, L. Cordier, J. Delville, J.-P. Bonnet,
and M. Morzyn´ski. Reduced-order models for closed-loop wake control.
Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 369(1940):1513–
1524, 2011.
[34] C. Taylor and P. Hood. A numerical solution of the Navier-Stokes equations
using the finite element technique. Internat. J. Comput. & Fluids, 1(1):73–
100, 1973.
34
[35] Z. Wang, I. Akhtar, J. Borggaard, and T. Iliescu. Proper orthogonal de-
composition closure models for turbulent flows: a numerical comparison.
Comput. Methods Appl. Mech. Engrg., 237/240:10–26, 2012.
[36] C. Zerfas, L. G. Rebholz, M. Schneier, and T. Iliescu. Continuous data
assimilation reduced order models of fluid flow. Comput. Methods Appl.
Mech. Engrg., 357:112596, 18, 2019.
35
