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ABSTRACT
Increasing demands on mobile networks to provide high speed data rates
has led to fifth generation wireless networks. Essential to achieving the
high frequencies of operation and powers required are gallium nitride (GaN)
high-electron mobility transistors (HEMTs), because of their high efficiency,
relatively high voltage breakdown and power handling. As a comparatively
young technology, computer modelling is essential to developing and opti-
mizing GaN HEMTs, and current two-dimensional (2D) modelling techniques
struggle to efficiently link process parameters to DC and RF performance.
Modern undoped devices based on InAlN/GaN heterostructures put further
demand on computer models, as they rely on polarisation effects as the main
contributors to the current-carrying two-dimensional electron gas channel,
rather than doped donor layers found in previous GaAs and GaN devices.
The new quasi-two-dimensional physical model presented in this research
covers all these issues to accurately simulate device performance from DC
to mm-wave. It includes an appropriate treatment of the electric field in
the gate region and transport models for hot electron effects such as velocity
overshoot, as well as handling electron transport in InAlN alloys, polarisation
effects and the effects of undoped and doped layers. It is the first model to
account for hot electron effects for undoped GaN-based HEMT devices. The
model is used to demonstrate the link between process parameter variation
and small-signal performance.
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Chapter 1
Introduction
Since the launch of the iPhone in 2007 – the enabler of desktop-like, mobile web
browsing – and the subsequent growth in the use of smart-phones, data has been
taking up an ever-increasing proportion of the total wireless traffic, overtaking
voice in just two years by the end of 2009 [1]. By the end of 2018, total data
traffic per month had increased by 85% in a single year [2], and monthly traffic
is now measured in exabytes (billion gigabytes) as shown in Figure 1.0.1; some
projections see this leading to a 600% growth in the next 5 years [3].
We are now using wireless networks not only for small tasks such as getting
news updates and sending emails, but for everything from remote working on
the go, to 4K live video streaming [4]. Video streaming now accounts for 60% of
all mobile data usage at a staggering 16.2 exabytes-per-month, with these figures
projected to rise to 75% and 136 exabytes-per-month by 2024 [3]. In addition
to the greater quantity of data, another change is emerging in the form of the
Internet of Things (IoT); many more devices are becoming internet-connected
such as watches, cars, homes and household appliances, and machine-to-machine
communication between them is becoming commonplace [5–8]. Figure 1.0.2
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Figure 1.0.1: Quarterly wireless data traffic in exabytes per month [3].
shows Ericsson’s data and predictions on the rise in these wireless connected
devices [9, 10].
The implications of the huge influxes in number of devices and quantity of
information are threefold. Firstly, the performance of hardware must be improved
to match the demand for increasing frequency of operation without degradation,
initially for <6 GHz, then later for 28+ GHz mm-wave systems. Secondly, the
strain in terms of available bandwidth and power on existing networks induced by
the number of devices needs to be handled to ensure consistent connectivity. Third
and finally, the increase in data usage is shadowed by a proportional increase in
energy usage, so improvements to power efficiency must be made to keep the
communication networks sustainable.
The rise of these issues has led to the development of fifth generation wireless
networks (5G). This generation aims to counter the emerging demands on radio
frequency (RF) and microwave communications by increasing network capacity
and reducing latency [11, 12]. Significant investments from governments and
industry [5, 6, 13, 14] are being used to make improvements in these areas and
each comes with a different set of issues and solutions.
2
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Figure 1.0.2: Number of wireless network connected devices each year, extrapo-
lated from 2019–2024 [9, 10].
Network capacity is a factor of three areas: spectral efficiency, areal reuse and
device accessible bandwidth [15]. Spectral efficiency is how close to maximum
capacity each connection is used at. Improvements are made through the use
of encoding and transmission techniques, such as using different waveforms for
data signals, sending multiple streams of data down the same channel and using
multiple cells to transfer data to single devices1 [12].
Areal reuse describes how efficiently the area that a network services is used
when transmitting data from base-stations to devices. Traditional networks rely
upon large high-power base-stations (macro cells) connected to fibre networks
that cover wide areas, as illustrated by the blue area in Figure 1.0.3, requiring
network access requests to be logged in queuing systems, before being given access
to available bandwidth in the order of the requests. This system is vulnerable
to increases in the numbers of devices and can become overloaded and reduce
accessible data to all connected devices it serves to the point of being unusable.
Reducing the size of these cells gives rise to what are known as micro cells that
cover smaller areas within macro cells to improve connectivity where there is
1The name for this technology is Multiple-Input, Multiple-Output (MIMO) [16]
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Figure 1.0.3: Diagram illustrating the different cells and their relative coverage
areas.
high demand or poor network coverage. These can still be susceptible to the same
overloading and as a consequence 5G research has lead to the rise of many small,
low-power base-station cells, or "pico cells". Pico cells run at much lower powers
(∼23-30dBm compared to ∼43dBm) so have less signal range, covering much
smaller areas with fewer devices [17]. These are often dedicated to particular
buildings, similar to a building’s WiFi network, and can have either wired or
wireless connections to the network. Working alongside macro and micro base
stations as shown by the green areas in Figure 1.0.3, these linearly increase the
network capacity by giving devices new access routes and also increase signal
power and efficiency through reduced path loss, but their large number mean that
they must be highly energy efficient [12].
Device accessible bandwidth is the rate of data that can be transferred from
point-to-point, generally base-station cell to user device. The goal of 5G related
to this is a data transfer rate in the gigabits-per-second (Gbps) range. Achieving
these speeds requires an increase in the frequency at which these devices operate
to increase the potential rate of signal modulation [15].
The limiting factor in terms of bandwidth and energy efficiency for both pico
cells and mobile devices is the microwave power-amplifier (PA), which provides
4
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the final amplification of the modulated signal to the transmission antenna. With
up to 70% of a base-station’s power consumption accounted for by these PAs
which operate at an average efficiency of 60.5% in 3G an 4G applications, and as
low as 14% for future 5G mm-Wave frequencies (30+ GHz), the possibility for
improved power efficiency is apparent [18, 19].
In the past, silicon (Si) lateral diffusion metal-oxide semiconductor (LDMOS)
transistor technology dominated 2G, 3G and most 4G PA designs, but demand for
the higher efficiencies at higher frequencies, higher powers and wider bandwidths,
has led to the need for new technologies. The primary technology for 5G PAs are
gallium nitride (GaN) based power high-electron mobility transistors (HEMTs),
because of their high electron mobility, high efficiency, relatively high voltage
breakdown, high power handling and wide bandwidth capabilities. Manufactur-
ing technologies for growing GaN have improved significantly in recent years,
becoming competitive with gallium arsenide (GaAs) in terms of availability, effi-
ciency and reliability [20–22]. Essential to the continued development needed to
meet the full requirements of 5G networks outlined above is the ability to model
these devices. Computer aided design (CAD) offers an inexpensive and rapid
simulation environment, enabling transistor designers to rapidly improve perfor-
mance while decreasing design cycle times under increasing market pressures,
reducing the design-fabrication cycle [23].
Traditionally there has been a disconnect between process engineers and ampli-
fier designers, but increasingly—due to devices becoming more complex—these
two aspects need be developed simultaneously. Optimization should ideally be
performed at process (materials, heterostructure layer thicknesses etc.), device
(number of fingers, contact geometry etc.) and circuit level to reach maximum
performance and power efficiencies. To date, a major bottleneck for directly link-
ing physical processes with device-circuit performance is the simulation time
5
Chapter 1 Introduction
which the 2D physical simulators require to run. Older technologies such as GaAs
MESFET, GaAs HEMT and Si LDMOS transistors have been successfully modelled
using rapid simulators, but due to the complexity of their formulation and imple-
mentation this type of simulator has not been demonstrated for high-power GaN
HEMTs [24–27].
The method used for these previous rapid simulators is quasi-two-dimensional
(Q2D) modelling. It offers exceptional simulation speed increases over full 2D
physical models and a direct link between process parameters and transistor per-
formance during DC, small- and large-signal operation, enabling full optimization
in both areas. The models can also be linked to non-linear circuit simulators and
used for parameter extraction.
The research here focuses on developing a Q2D model to simulate GaN HEMTs
under DC, small- and large-signal conditions, and demonstrating the optimisation
capability of this technique. The various existing modelling techniques will be
discussed in the context of how they fit into the current design hierarchy. A
detailed discussion of the Q2D technique itself follows, covering the derivation
and implementation of the core Q2D technique, the various adaptations involved
in handling additional device physics for GaN technologies, before presenting the
validation of the model at direct current (DC) and radio frequencies (RF) against
measured device data. Lastly, results are presented for the optimisation of a GaN
undoped HEMT device.
1.1 Research Objectives
The objectives of this work are:
1. Develop a new quasi-two-dimensional (Q2D) model suitable for the simula-
tion of short-gate length GaN HEMTs operating under DC conditions, that
6
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is considerably faster than traditional two-dimensional numerical models,
whilst retaining a reasonable level of accuracy. This will include an appro-
priate treatment of the electric field in the gate region and transport models
for hot electron effects such as velocity overshoot, as well as characterizing
electron transport in InAlN alloys, polarisation effects and the effects of
undoped and doped layers.
2. Apply the new Q2D model to novel InAlN/AlN/GaN short gate-length
HEMTs and validate against DC data measured using a device provided by
an industrial partner.
3. Further develop the model to simulate the transistor under RF and mi-
crowave small- and large-signal conditions which will involve integrating
gate and channel displacement current and gate conduction.
4. Validate the model against data provide by an industrial partner.
5. Demonstrate optimisation capabilities of the model by performing physical
parameter sweeps, then demonstrate the link from physical parameters to
small-signal output.
1.2 Key Contributions
The completion of these objectives provides a new simulator for GaN transistors
and provide a base upon which future transistor devices can be modelled. Some
of the key contributions of this research are as follows.
• New insights into the operation, modelling, design and fabrication of un-
doped, polarisation-dependent GaN HEMTs were gained during the devel-
opment of a new charge model and the Q2D transport model.
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• A significantly enhanced charge-conservative charge-control model, with
increased lateral field gradient dependency was developed, which takes
account of two-dimensional field effects as well as a Poisson-Schrödinger
solution for the two-dimensional electron gas in the quantum well and the
three-dimensional electrons in the buffer layer and substrate.
• A quasi-two-dimensional model for microwave GaN-based HEMTs was
developed that has fast runs times (typically of the order of 10 ms/simulation
point on a personal computer), significantly faster than simulation times for
commercial two-dimensional simulators.
• A new DC and AC Q2D simulator for GaN was developed, providing a
new path to modelling GaN HEMTs for power amplifier applications. Good
agreement was obtained for DC and RF data between Q2D simulations and
on-wafer measured data.
• The DC and AC Q2D simulator has been used to test the physical param-
eter dependence of IV and S-parameter characteristics, demonstrating the
optimisation capabilities.
• The DC and AC Q2D simulator has been provided to an industrial partner
and is being used to develop future GaN power transistors.
8
Chapter 2
Device Modelling
Computer modelling is an essential part of modern transistor development. It can
combine electromagnetic, electrical and thermal effects that cannot be measured
directly, predict the performance of transistors and the overall performance of
circuits they are used within, and extend predictions to frequencies and powers
beyond those already measured [28, 29]. With ever decreasing design cycle times,
increasing market pressures, and increasing cost of device technologies, the design
process needs to be as lean as possible, with the device designed to work before
the costly and lengthy fabrication process, allowing first pass design success. To
this end, computationally efficient and accurate models are a necessity.
2.1 Design Hierarchy
Figure 2.1.1 displays the amplifier design process hierarchy from transistor cross-
section up to the system level [30]. It starts at the finger, modelling the small
cross-section between a source and a drain of a FET. This expands to the transis-
tor, including the effects surrounding that finger to produce a transistor model.
Combining these into an amplifier, power bars can be created with many indi-
9
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Figure 2.1.1: Wireless communication amplifier system design hierarchy, adapted
from [30].
vidual transistor elements in a multi-finger FET structure. This full amplifier is
then modelled at the system within a circuit to assess its performance including
complex signal modulation. Ideally, this process is bidirectional, with results
from one level being fed back into the previous before any device is fabricated,
for example allowing unforeseen interactions between transistor and system at
different frequencies to be mitigated in the simulation environment. Practically
this has been a unidirectional system where the device is optimised at each level
before progressing to the next stage because of computational inefficiencies in the
simulation approaches used. Increasing levels of abstraction are required to simu-
late the performance of the lower stage models in the subsequent design stages,
as the device models are often simplified using equivalent circuit or black-box
techniques1 to fit into the different types of computer model used at higher design
stages.
1Black-box refers to a simplified model that takes inputs and gives outputs with no information
on internal operation. The complex workings of the original model are often simplified into
transfer functions that are without linkage to the underlying physics.
10
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The choice of the model used at each stage is governed by the requirements of
the final application in terms of accuracy, speed or scalability. If a commercially
available packaged or chip device is to be used in a system, a model is required
which reflects the operation of the fabricated device in terms of gain, efficiency,
frequency response etc. and is compatible with the system design software used.
Alternatively, fabricating the heterostructure of a transistor itself would require a
physics-based model which can predict how different processes, material prop-
erties and geometries would affect carrier concentrations and dynamics. For this
latter application, the important aspect is that the relationship between changes
to inputs and subsequent changes to outputs are correct, and that this comes form
the embedded physics — even if exact performance of a fabricated device would
not exactly match [27, 28]. Section 2.2 discusses the available techniques, their
advantages and limitations, and the applications in which each model type is
ideally suited.
2.2 Modelling Techniques
Many methods exist for producing models for high-power transistor-based devices,
and there are three over-arching categories: behavioural, compact, and physics-
based. All models rely to some extent on empirical data, but behavioural and
compact models both rely on extensive device characterisation in the form of
measurements to understand the behaviour of devices under different conditions.
This means the simulations using these latter two models can accurately match the
performance of the device under conditions in which it was measured, but they
can be difficult to generalise and allow for extrapolation. This can be a drawback
for these models; outside the conditions under which the model was characterised
they can have limited predictive capability.
11
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Physics-based or physical models are developed from first-principles so, given
the correct physical parameters and constants, they can be used to predict the
performance of devices before manufacturing. Prediction is essential to process
engineers before and during fabrication. The accuracy of the models is highly
dependent upon the physical parameters used (layer dimensions, electron mass,
relative permittivity, doping concentration etc.) which can differ from real devices
due to measurement uncertainties for certain values, or divergence of individual
device parameters from standard values due to the fabrication processes. This
limits the use of physical models for testing systems which depend upon knowing
the behaviour of specific, pre-fabricated devices.
Rather than being discrete methods for model production, all three types of
model can be used to augment each other, as represented in Figure 2.2.1. More
detail on how this is achieved is given in each of the following sections.
physics
based
behavioural
compactIn1 In2 Out1
In1
In2
In3 Out1
+
- Out1In1
In2
Figure 2.2.1: Ven diagram illustrating the different types of model with inputs
denoted by ’In’ and outputs denoted by ’Out’, and how they might overlap.
2.2.1 Behavioural Models
Behavioural models are a type of empirical model that rely on creating mathemat-
ical functions or curve-fitting routines to relate measured output data to inputs.
12
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Generalising the physical relationships within the transistor into mathematical
functions makes behavioural models highly computationally efficient. The lack
of relationship to physical parameters means they cannot be used to predict the
effects of device alterations. The characterisation process required to generate
the models is often very complex and time-consuming, with many hundreds, or
even thousands, of measurements taken over varying input conditions. For these
reasons, behavioural models are usually used at a higher level of abstraction in the
design hierarchy where full system performance is being simulated, for example a
power amplifier being driven by a complex modulated signal [23].
2.2.2 Compact Models
Compact models are a type of equivalent circuit model and come in two types:
measurement-based and physically-based. Both types aim to account for the oper-
ation of the transistor by mapping standard circuit components to the behaviour
of the devices. Compact equivalent circuit models have the advantage of being
run natively and rapidly within larger circuit simulators at a system level. By
definition these models can give excellent match to measured performance as the
values of the components are extracted from device measurements.
Measurement-based compact models require least knowledge of device physics.
Parameters for the circuit components used to represent the transistor, for example
capacitors, resistors, voltage sources etc. can be extracted directly from DCIV and
S-parameter measurements [31]. Results over a range of VGS and VDS biases can be
tabulated and interpolated between to produce bias-dependent characteristics [23].
Additionally to DC and small-signal behaviour, measurement-based models can
be developed to account for non-linear behaviour by using complex extraction
and model definition processes [32–34]. This makes the models independent of
the technology, so the same approach works for many types of transistor. However,
13
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Figure 2.2.2: A MESFET finger cross-section illustrating how aspects of a physical
transistor can be represented by equivalent circuit components [23].
as they do not deal directly with the physical parameters of the device they suffer
in a similar way to behavioural models, in that they are entirely dependent upon
the characterisation inputs and are of limited use for predictive modelling.
Physically-based compact models overcome part of the physically abstracted
problem by using the equivalent circuit components to directly represent specific
physical parameters or behaviours, such as thickness of the active semiconductor
layer, gate length, layer doping and electron mobility. This mapping is illustrated
in Figure 2.2.2 for a simple MESFET cross-section [23]. Increasing the level of
physical dependence necessitates a deeper understanding of the transistor physics,
increasing the complexity of both developing such a model and characterising
the values of component parameters. For this level of complexity, the number of
parameters requiring extraction can range from around one hundred in relatively
simpler BJT/HBT physically-based compact models [35] to over four hundred
14
Chapter 2 Device Modelling
for the more complex structure of a MOSFET [36]. What this additional work
does enable is an element of predictive capability, where performance changes
due to simple structure modifications can be estimated. For example, Nguyen et
al. [37] showed that within narrow limits the performance from altering the gate
length can be estimated. Chalkiadaki et al. [38] have produced many variations
of a compact model, the Berkeley Short-channel IGFET Model (BSIM). The sixth
iteration variants, BSIM6-CMG and BSIM6-IMG, incorporate many physical effects
and allow scaling of the device dimensions and even alterations to mobility,
velocity saturation and threshold voltage resulting from changes to materials.
Even with the most complex compact models, the measurements and sim-
plification of physical behaviours required to create them means they—like be-
havioural models—cannot be used to predict the performance of devices pre-
fabrication to enable complete optimisation. For extensive predictive capability,
fully physical models are required.
2.2.3 Physical Models
Physical models or simulators, generally known as technology computer aided
design (T-CAD), use physics-based geometry, topography and material properties
of the semiconductors, metals and insulators to form mathematical representations
of transistors such as the one shown in Figure 2.2.3, which are solved in a simulator.
The transistor geometry can be discretised into either two or three dimensions (2D
or 3D) depending on what is required of the model. Systems of non-linear partial
differential equations (PDEs) describing charge distribution, charge transport and
electric field distributions, amongst others, are defined and solved in the simulator
based on the transistor structure and discretisation. Popular commercial T-CAD
software includes Silvaco’s ATLAS [39] and Synopsis’ Sentaurus Device [40] suites.
15
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Figure 2.2.3: Illustration of a transistor defining the coordinate system and nomen-
clature used to describe the structure in this research.
The most common solution methods are finite-difference (FD) analysis, where
the simulation region is discretised by vertical and horizontal grid lines, and
finite-element (FE) analysis where the simulation region is discretised into small
area elements, usually triangles or tetrahedrons [41]. Solutions to these systems of
coupled PDEs depend only on the physical parameters and boundary conditions.
DCIV characteristics can be generated directly from T-CAD simulators, giving
excellent predictive capabilities, and these simulations are used extensively before
devices are fabricated.
However, T-CAD suffers from two main draw-backs: computational cost and
accuracy. Due to the complex systems of coupled PDEs involved and despite
highly optimised FD and FE solution schemes, the computational times can be
very long. Simulation time generally scales quadratically with the number of
unknowns or mesh density for 2D discretisation and scales cubically for 3D
discretisation, meaning that doubling the number of nodes in the mesh grid can
16
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require up to four or eight times the computation time respectively [42]. The
long simulation times are also prohibitive in terms of using T-CAD in circuit
simulators, so abstraction is usually required. Data from these simulations can be
used similarly to measurements to extract a compact or behavioural model [23,37].
Secondly, as the model is dependent upon the values of physical parameters used,
e.g. low-field mobility, alloy fraction dependence and doping density, these must
be accurate to compare the simulation results with real devices [23]. Often the
values cannot be accessed and measured reliably, so matching T-CAD results to
measured data relies upon some parameter optimisation to make sure it correctly
accounts for real-world transistor behaviour.
An alternative to the models discussed do exist: quasi-two-dimensional (Q2D)
modelling. A Q2D model is less generalized and multi-purpose than T-CAD
software, needing technology specific-information to formulate. However, once
formulated a Q2D model accounts for the main 2D charge physics in a fast 1D
charge transport simulation, allowing it to rapidly simulate current-voltage results
that can be used to extract RF performance. The Q2D method can provide a
predictive link between physical process design at transistor level and RF per-
formance at amplifier level, bridging the gap between successive stages in the
hierarchy (see Figure 2.1.1). Designers at the amplifier and system level would be
able to make simultaneous improvements at the transistor level before fabrication,
offering a more holistic design process and further approaching first-pass success.
Previously, the Q2D method has been used to model and simulate GaAs-based
MESFETs, HEMTs and Si LDMOSFETs [25,27,43–48]. This research, from basic
principles to current state-of-the-art is presented in the following section.
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2.3 Q2D Technique
The Q2D technique was first devised following detailed full 2D hydrodynamic
simulations of n-type FETs performed through the 1970-90s [49,50]. Results from
these simulations, as shown in Figure 2.3.1, provided insight into the charges,
electric fields and potentials within these devices. It was possible to make the
following observations from these distributions:
• There is a region under the gate fully depleted of electrons.
• The equipotential lines become vertical and effectively parallel across the
bulk of the channel.
With reference to the coordinate definition from Figure 2.2.3 and the these
observations, the fundamental assumptions of the Q2D technique were drawn
[43, 44, 46, 47]:
1. The vertical electric field gradient,
∂Ey
∂y , is negligible along the channel, so
flow of current in this direction can also be assumed negligible.
2. There are no charge carriers in the depleted region, and hence no charge can
flow through there.
3. Within the active channel, the equipotential lines are vertical and parallel,
making the electric field—and hence current—one-dimensional.
With these assumptions, the complex 2D HEMT structure reduces to the far
simpler model structure shown in Figure 2.3.2. Here, the HEMT has an abrupt
region near the gate fully depleted of electrons where no electric field is considered,
and equipotential lines perpendicular to the channel across most of the device
length. Only the drain-edge of the gate still maintains a 2D electric field, but
this effect can be made dependent upon a constant term defining the gradient
of the field in x. Crucially, this means that charge diffusion can be neglected in
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Figure 2.3.1: Results of full 2D hydrodynamic simulations of a GaAs MESFET,
showing a) electron density in units of 1016m−3, demonstrating the fully depleted
region under the gate, and b) equipotential lines in units of V , demonstrating the
1D electric field (gradient of the potential) within the conducting channel [49].
the vertical or y-plane, with any vertical slice being a static solution of charge
density, dependent only on the surface-substrate boundary potential difference
and the previously noted field gradient term. Charge transport is confined to the
x-plane which means the full 2D equations can be reduced to a single compact and
numerically efficient 1D channel simulation using approximations of the vertical
charge density results.
The overall result of this reduction from the full 2D representation is a simula-
tor that accounts for all the process parameters (layer heights, materials, doping
etc.) that can simulate a channel in less than 1000th of the time of traditional 2D
simulations [24, 43, 51].
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abrupt depletion edge
depletion
equipotential lines
conducting channel
undepleted surface region
Figure 2.3.2: The basic HEMT structure as simulated by a Q2D method, created
using the assumptions discussed in Section 2.3. Note that: source and drain
access regions are removed, so the channel extends from the left source edge
to the right drain edge; created an abrupt depletion region edge; and forced all
equipotential lines perpendicular to the conducting channel across its length. The
small un-depleted surface region highlighted by the green hatching in the top
epilayer illustrates the difference between the surface and gate-channel potentials,
although in undoped HEMTs this whole layer is usually fully depleted across the
length of the device.
2.4 Previous Q2D Research
Significant work has been done with the Q2D technique since it was first devised
in 1980 [24, 25, 27, 43, 44, 52, 52, 53]. The initial model created by Carnez et
al. [52, 52] was an alternative to full 2D Monte-Carlo models, which were needed
to account for the physical effects resulting from the reduction of gate-length to
layer thickness ratios that was prevailing in transistor research of the time. The
goal was to perform optimization at the device level, as the common compact
modelling techniques were insufficient when accounting for 2D gate-edge effects
and time-dependent relaxation. Time dependent relaxation refers to the finite
rate at which energy and momentum can be passed from an electric field to a
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carrier and be subsequently lost, considered as the carrier ’relaxing’ back down to
a steady state. This relaxation is discussed in more detail in Section 4.5.
Using their model, Carnez et al. [52] investigated the dynamic responses to the
increased gate-edge effect. They show a significant increase in the average electron
velocity compared with previous models as the Q2D approach could account for
some relaxation by including field dependency of several parameters. This simu-
lation was still being run on a PC, showing the suitability of the Q2D approach in
representing process changes like 2D T-CAD, but at RF frequencies. Despite the
advantages, the model was still relatively basic and accurate comparisons to data
were limited, not adequately modelling short-gate effects.
Further work was carried out by Snowden and Pantoja [24, 43], who developed
the technique with the aim of creating efficient computer-aided design (CAD)
tools for devices to characterize the DC and RF behaviour of GaAs devices [24,43].
It was in this work that bridging the gap between device fabrication and circuit
design was first investigated. This research on GaAs MESFETs led to both a
quasi-static and a dynamic physical model which reduced CPU time by a factor
of 1000 over full 2D simulations. These simulations were applied to a harmonic
balance (HB) simulation for initial investigations into non-linear operation and
further motivating the use of Q2D to fulfil the vision of obtaining RF performance
changes as functions of physical processes to enable transistor optimization.
Snowden and Pantoja’s research was adapted to include various improvements
to the model’s accuracy and adaptations for emerging HEMT technologies [45,
46]. In these studies, an S-parameter and thermal simulator were developed,
accounting for self-heating. Results from this were used to develop a better
understanding of how physical processes relate to the circuit model elements
used when creating compact models– another step towards full design process
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optimization. The HEMT developments dealt with the difficulties of a 2D varying
electric field and necessity for a quantum solver. Also investigated were the added
complications of deep-level charge trapping within the devices, and the more
complex properties of the alloy materials required to create the potential wells.
This work culminated in the development of the Leeds Physical Model (LPM)
which was later used in 1997 by Snowden et al. [53, 54] to characterise large-
signal behaviour of transistor circuits. FastBlaze is a commercial simulator from
Silvaco developed from this research, which was able to integrate into Agilent’s
Microwave Design System (ADS) via the compact Root model [55, 56]. In 2006
Denis et al. [48] used the Q2D approach to model unitary fingers coupled to
electrothermal simulators. This work revealed more about the interaction between
thermal and microwave behaviour of large power-FETs, as presented in Figure
2.4.1 [26]. This simulation was able to extract the intrinsic currents and voltages
from each of the fingers in a power FET and perform load-pull to determine how
well each finger contributes to the whole device. Using the model in this way
is a demonstration of the overall Q2D strategy to enable improvements to RF
device performance without fabrication by optimising physical parameters in the
transistor design.
Everett et al. extended this work into LDMOS power transistors, showing the
adaptability of the Q2D technique to silicon technologies [27,57,58]. The run-time
in this publication for a full 50-point DCIV simulation of 30 ms, demonstrates the
speed of the Q2D. A comparison by Silvaco of their ATLAS (2D) and FastBlaze
(Q2D-based) simulators shows that for a simulation of a family of ID-VD curves
for three gate biases, ATLAS takes 1400s and FastBlaze takes only 49s, or 3.5% of
the full 2D simulation.
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Figure 2.4.1: Power contribution of individual fingers in a coupled physical,
electromagnetic and thermal simulation of an 18-finger GaAs pHEMT transistor,
with the results calculated by performing load-pull [26] at 2 GHz in Class B
operation.
Despite all the benefits offered by the Q2D approach to bridge the gap between
TCAD and circuit simulations, there is little research being done on the topic
presently, with the previously mentioned work on silicon produced in 2012 [58].
Despite the apparent simplicity of the model, to access the mathematical basis
of the model, a considerable initial commitment in hours is required before
simulations can be of use which could be deterring researchers. Another possible
reason is that the computing power in the late 1980s and early 1990s when its
development was highest could have been too low or inaccessible for the full
potential to be achieved. With the more wide-spread availability of modern,
high-speed, parallel computing clusters, there is now the ability to perform vast
numbers of simulations in times short enough for present-day design cycles.
A highly efficient Q2D model can make a pronounced impact in enabling the
developing GaN transistor technology to mature.
The Q2D model can provide a direct link between process parameters, DC,
RF and large signal device performance. By enabling this link, computer aided
device design can be realistically achieved with minimal fabrication and work.
23
Chapter 3
GaN HEMTs
In order to develop the quasi-two-dimensional simulation, an understanding of
the HEMT technology is first required. This section presents the fundamental
physics behind the theory, fabrication, and operation of GaN HEMTs.
3.1 Heterostructures
The key component to the HEMT is the interface between two different (heteroge-
neous) III-V compound semiconductor materials, forming a heterostructure. III-V
semiconductors are alloys formed by combining elements from groups III and V
of the periodic table, the elements of choice being aluminium (Al), Gallium (Ga)
and Indium (In) alloyed with nitrogen (N) for HEMT devices. These elements are
used because of their large band gaps which allow high voltages and temperatures
before becoming damaged, and the resulting alloys1 have crystalline lattice struc-
tures – atoms of the group III element embedded in the surrounding nitrogen
lattice, illustrated in Figure 3.1.1.
1Materials formed by combining two or more elements.
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a) b)
nitrogen atom
large group III atom
small group III atom
Figure 3.1.1: Illustration of how atoms of group III elements sit within surround-
ing nitrogen lattices to create III-V compound semiconductors where a) the group
III atoms are large and displace the nitrogen atoms to form a substitutional alloy
and b) the group III atoms are small enough to sit at interstitial sites to form an
interstitial alloy.
III-V semiconductor heterostructures are grown in individual atomic layers
atop pre-fabricated substrates. One main growth method is molecular beam
epitaxy (MBE) where a beam of molecules or atoms is directed initially onto the
heated crystaline substrate and then onto the previous layers of material as the
layers are formed. The molecules or atoms in the beam bond to the latest layer
via kinetic processes such as reaction, adsorption and incorporation [59]. MBE
must be conducted under ultra-high-vaccuum (UHV) to reduce contamination
with other atoms as much as possible. This method can be extremely accurate and
give precise densities of dopant atoms and well defined layers, but these benefits
come at the cost of growth speed. The second main growth method is metal-
organic chemical vapour deposition (MOCVD) where the atoms are transported
as "precursor" molecules or compounds within a carrier gas to the heated previous
layer. The atoms diffuse at the surface to preferential sites and react to form a film,
before decaying to the desired pure atoms [60]. A benefit to this method is the
relatively large area that can be covered by the film, increasing the speed of the
growth process, but preparation of the precursor and reaction process is highly
complicated. Both these growth processes require the lattice spacing between
successive layers to be similar, otherwise the layers will not bond.
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GaNInAlN
2DEG
Ec
Ef
Ev
∙ Materials separated
∙ Bands relaxed, level with vacuum energy
∙ Materials touch
∙ Electrons and holes flow across the interface
∙ Fermi-levels align
∙ Electric fields form due to charge separation
∙ Fields bend the bands
∙ Conduction band discontinuity remains
∙ Electrons accumulate to form 2DEG
Figure 3.1.2: Representation of the conduction (Ec) and valence (Ev) bands of two
different materials interacting and bending to align the Fermi levels (Ef ), forming
a quantum well and subsequent 2DEG
A recent material combination for heterostructure devices is indium-aluminium-
nitride (InAlN) and gallium-nitride (GaN) [61–64]. The structure is formed by
first growing a GaN channel layer on top of a substrate e.g. silicon-carbide (SiC),
then InAlN barrier layer on top of the GaN. At the interface a junction is formed
from the interaction of the conduction and valence bands within the two materials.
Each material has a specific electron affinity which determines the distribution of
electrons between the conduction and valence bands, with the average location
of the electrons between these two bands defined as the Fermi level, or Fermi
energy (EF). At the interface of the two materials, these Fermi levels align and the
difference in band gap of the two materials causes discontinuities to form between
the respective conduction and valence bands. This process is shown in Figure
3.1.2, with material properties of AlxGa1-xN (covering AlN to GaN) and In1-xAlxN
(covering InN to AlN) given in Table 3.1.
The discontinuity forces the conduction band below the Fermi energy on the
GaN (smaller band gap) side of the interface, causing an accumulation of electrons
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Parameter AlxGa1−xN In1−xAlxN
∆Eg (eV ) †* 6.13x+3.42(1−x)−1.00x(1−x) 6.13x+1.95(1−x)−5.40x(1−x)
m∗ (m0) ‡ 0.30x + 0.20(1−x) 0.30x + 0.11(1−x)
r (0) § 8.5x + 10.4(1−x) 8.5x + 15.3(1−x)
Nc,3D (m−3) ‡ ‖ 2
(
m∗AlxGa1−xNm0kBTL
2pi~2
) 3
2
2
(
m∗AlxIn1−xNm0kBTL
2pi~2
) 3
2
Nc,2D (m−2) ‡ ‖
m∗AlxGa1−xNm0
pi~2
m∗AlxGa1−xNm0
pi~2
Table 3.1: Aluminium mole-fraction (x) dependent material parameters for elec-
trons in AlGaN and AlInN based semiconductors: band gap (δE), effective electron
mass (m∗), relative permittivity (r) and 3D (Nc,3D) and 2D (Nc,2D) conduction
band density of states. * - data from Martin [65]; † - data from Ambacher [66]; ‡ -
data from Morkoc [67]; § - data from Lepowski [68]; ‖ - data from Green [69].
in the conduction band, able to conduct current in the x-direction (into the page
in Figure 3.1.2). If the band gap of the upper barrier material is large enough
compared to the GaN channel layer, the conduction band bends upward to balance
the internal electric field, creating an effectively triangular quantum well (QW)
in which a two-dimensional electron gas (2DEG) forms [70]. The location of
this 2DEG is highlighted in orange in Figure 3.1.2. Traditional heterostructure
material combinations such as AlGaAs/GaAs rely on adding donor dopant atoms
to the upper AlGaAs layer to form the QW. These donor dopants are atoms with
an additional valence electron compared to the surrounding lattice, leaving them
with an additional, weakly bonded electron after the other electrons have formed
covalent bonds with the lattice atoms [71]. At room temperatures this electron
can move freely and with a discontinuity in the conduction band available, moves
to the GaAs side of the heterointerface, pulling the band down and assisting in
the formation of the well.
During the growth process it is virtually impossible to prevent oxygen or
carbon impurities from creating an unintentional level of doping in the bulk
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materials [72]. This unintentional doping in the GaN buffer layer can cause leakage
currents which influence pinch-off and other electrical properties of the device, so
must be accounted for by any model, whether the devices are intentionally doped
or not.
3.2 Polarisation
Occurring alongside the conduction band interaction in forming the QW is the
interaction of the two lattices at the interface between the different materials. Lat-
tices at most heterojunctions have similar lattice spacing, but due to the differing
sizes and masses of atoms do not match i.e. the lattice is forced to deform to
be able to form the bonds. Resulting stresses cause deformations starting at the
interface, which cause the material to become polarised in this region [73]. As it
is formed from the electrical properties of a physically compressed crystal, this
effect is called piezoelectric polarisation (PPZ).
A secondary polarisation effect comes from the ionicity of the nitrides and the
uniaxial2nature of the crystalline structure, called spontaneous polarisation (PSP).
Unlike PPZ this affects the entire material layer, so the effect is only felt at the
edges – the interface. The difference in PSP between two adjoining materials leads
to a combined polarisation with a sign that is dependent upon the axial alignment
of the respective lattices.
Both these polarisation effects combine to induce a positive charge density in
the upper barrier layer that attracts electrons from the surface and any background
donors within the materials, pulling the conduction band down further and
forming or deepening the quantum well with a high-density quantised electron
2The GaN crystal structure is symetrical and non-polar along the common growth axis normal
to the a-plane in the (1120) direction [74, 75]. The a-plane would be flat to the substrate under
standard growth conditions, with each epilayer stacked on top.
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Figure 3.2.1: Illustration of the location of the spontaneous polarisation (PSP)
and subsequent induced charge densities ρSP at the heterojunctions in an In-
AlN/AlN/GaN device.
channel at the GaN side of the interface. InAlN lattices are special, however,
in that InAlN can be grown on GaN to be almost lattice matched (LM) [76].
This means that the piezoelectric polarisation can be assumed to be zero, so
only the spontaneous polarisation effect needs to be considered when modelling
InAlN-based devices, simplifying the requirements for accurate simulation of a
heterostructure. Figure 3.2.1 illustrates the location of PSP for an InAlN/AlN/GaN
heterostructure and the subsequently induced charge density. Figure 3.2.2 shows
the effect polarisation has on the shape of the conduction band and the electron
density within the quantum well.
Due to the large polarisation effects generated by InAlN/GaN heterostructures,
the materials can generate a quantum well whilst remaining undoped. Unlike
AlGaAs/GaAs heterostructures, these polarisation forces are enough to maintain
the conducting quantum well channel. This reduces the need for comparatively
thick donor layers and reducing the interference to electron conduction, allowing
for much faster responses to applied biases at the surface and hence raising
the upper frequency limit of InAlN/GaN based devices [28]. Lattice matched
heterojunctions also offer charge transport improvements over non-matched as
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Figure 3.2.2: Diagram showing the effect of spontaneous polarisation induced
charge densities on the band structure and electron density within an In-
AlN/AlN/GaN device. The conduction bands are in blue and correspond to
the left-hand axis, with the subsequent electron densities in red, corresponding
to the right-hand axis. The dashed lines (- -) show the band structure modelled
without polarisation effects, and the solid lines (–) show the same structure with
polarisation effects, as modelled in this research. Due to the large difference in
magnitude of the electron densities, the two cases are plotted in the insert using a
log-scale.
they have far fewer dislocations and charge traps which would hinder the charge
carriers. Due to the importance of polarisation in forming the quantum well it is
essential that the polarisation effects are accounted for in any model.
3.3 Two-Dimensional Electron Gas
Quantised free electrons within the quantum well have a very different behaviour
to classical electrons elsewhere in the conduction band. Firstly, due to their
confinement, they can move primarily within the plane of the heterojunction, in
other words they can be considered two-dimensional. Furthermore, the electrons
are separated into discrete energy levels, reducing their interactions and collisions
with each other and lattice atoms. Due to this separation they are considered to
behave like a gas, which is why they are therefore referred to as a two-dimensional
electron gas (2DEG).
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GaN
AlN
[not to scale]
2D Electron Gas
gate
Figure 3.3.1: Layer structure and location of the 2DEG for an InAlN/AlN/GaN
device. Layer heights are not drawn to scale.
Compared to MESFET and MOSFET devices where the electrons conduct
through the doped channel layer, the GaN channel layer is undoped, so the
electrons are separated from any ions which would cause significant scattering,
hence their mean free paths are increased [28]. This mean free path can be further
extended with the use of a thin AlN layer at the interface; AlN can improve
the effective smoothness of the interface to reduce scattering and the band-gap
properties increase the potential barrier, improving the localisation of the 2DEG
wavefunctions [77]. Cumulatively, these alterations significantly improve the
electron mobility within the channel, hence the name “high electron mobility”
transistors. This allows HEMTs to conduct significantly more current (low on-state
resistance, Ron) with less heating and device degradation making them superior
to other FETs for very high frequency (>60 GHz) high power operation in 5G
wireless backhaul3 applications [78, 79].
35G wireless backhaul refers to the wireless connections between base-stations and the rest of
the 5G network, e.g. other base stations or fibre switching stations.
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Figure 3.4.1: Illustration of Effects of traps on DCIV measurements: a) DCIV
current collapse where the current around the knee appears to reduce before
returning to follow the original IV curve path; b) DCIV hysteresis when applying
the drain-source potential from different starting potentials at either end of each
curve and progressing either "up" or "down" the IV, as indicated by the two arrows.
3.4 Charge Trapping
Traps are energy levels that can capture and emit electrons, modifying device
behaviour. [80–88] They can appear within the bandgaps of the semiconductors
and at interfaces within the heterostructure, modifying charge transport behaviour
that can in some circumstances be very detrimental to device operation – especially
at high frequencies – and reduce device lifetimes. Effects attributed to traps are
current collapse (knee walkout) and hysteresis, or memory effects, seen in IV
curves and RF operation (Figure 3.4.1).
The reasons for these charge trap issues, and what makes them so difficult to
characterise and model, are the range of time constants related to their filling
and emptying, and their energies [44]. Depending on the location and type of
the trap, the energy an electron needs to become trapped can vary from 0.1-
–5.1eV [81, 83, 89, 90] and the time constants for an electron to be released once
caught varies from 1 µs to hours [91, 92].
Further adding to the complexity is the variation in the creation of the traps
between fabrication runs. A 3.5% lattice mismatch exists between GaN and
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the most commonly used substrate for high power transistors, silicon carbide
(SiC) [86, 93]. As mentioned in Section 3.2 this leads to lattice strain in the
material that can cause dislocations and in rare cases cracking. Differences in the
thermal expansion coefficients can add to these dislocations: when cooling from
the growth process, the 25% coefficient difference between GaN and SiC causes
them to cool and contract at different rates, creating added strain and subsequent
distortion between layers [93, 94]. Dangling bonds from these defects that can
form through the device are very susceptible to capturing electrons. A further
source of trap states are impurities which can cause vacant energy levels to become
located in the layers [95].
From the values of trapping and emptying time constants, trap energies, loca-
tions and densities, it is easy to see why it is difficult for any model to accurately
account for these effects. For a physical model it is impossible to predict the exact
trapping behaviour of a device, however, estimations of these effects can be added
using empirical models to give an idea of the device performance.
3.5 Applications
The physical properties of GaN and HEMT structures lend themselves to a variety
of applications. The large band-gap in GaN allows for very high breakdown
voltages, and with the high carrier densities they have very high power densities
so can be used for very high power applications such as power switching and
radar [96]. Thin layers between the surface biases and channel electrons along
with the high mobility of the 2DEG channel, allow for low on-state resistances and
high maximum frequencies, making GaN HEMTs ideal for new high-frequency
wireless communication technologies such as 5G that operate up to 40 GHz [97].
Additionally, the high power densities mean single GaN HEMTs can supply the
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same power as multiple older technology devices used in parallel. Using fewer,
higher power devices reduces amplifier size and improves efficiency [97] so could
be used to increase power output within existing amplifier dimensions, or reduce
the amplifier periphery required to deliver the same power.
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GaN HEMT Simulation
In this chapter the implementation of the Q2D technique for GaN HEMTs will
be presented. It will cover the numerical methods required to solve the coupled,
self-consistent equations for electrostatics, quantisation, current continuity and
energy relaxation, before detailing the full derivations of both the vertical charge
model and lateral current simulator.
4.1 Q2D Simulation
As discussed in Section 2.3 the solution for the Q2D model takes place in two
parts: the vertical charge-control model and the horizontal channel simulator. The
results of the charge-control model are stored over a range of input potentials/field
gradients, before being used via interpolation routines within the channel simula-
tion.
The charge-control routine begins by solving a coupled Poisson-Schrödinger
equation to calculate the electrostatic potential and subsequent charge concen-
trations from the surface to the substrate. Parameters for this equation are the
surface-channel potential (Vs) and the lateral field gradient (δEx/δx), determined
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Figure 4.1.1: Illustration of the Q2D simulation region showing how the outputs
from the vertical charge-control and horizontal channel simulator relate to the
device structure. The different surface-channel potential at cutlines a and b are
reflected in the different electron density profiles on the right-hand plot. These
densities are stored and used within the horizontal channel simulation along
cutline c, which produces the electric field illustrated in the bottom plot.
by the position along the channel and the epitaxial layer profile. This is explained
explicitly in Section 4.4. Integrating the electron density down the effective chan-
nel depth gives the total effective sheet electron density which is stored with the
surface-channel potential and lateral field gradient in look-up tables.
In the channel simulator, Gauss’ law and the finite-difference technique are
used to divide the channel into incremental volumes, which will be discussed
further in Section 4.5. Current and energy continuity equations are applied and
a quadratic equation for lateral electric field is formed via discretisation. This
equation is then solved at each point along the channel using the stored effective
sheet electron density from the charge-control look-up tables. With the electric
field found at each point from source to drain, the drain-source potential is then
calculated by integrating the field along the channel.
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Figure 4.1.1 shows vertical and lateral cross-sections of the device at different
stages along the channel, displaying the subsequent electron density and electric
field respectively. Cross-sections a and b show the charge-control solutions at two
different points along the channel where both the surface-channel potential and
lateral field gradient are different. The plots on the right-hand side of Figure 4.1.1
display the electron density profiles along these cutlines, with the differences due
to the potential variation visible from the different peak heights. Cross-section c
is along the channel and represents the single channel simulation solution which
incorporates all the charge-control solutions to solve for the drain-source bias.
The plot at the bottom of the figure shows the result of the full channel simulation,
displaying the electric field profile calculated. Figure 4.1.2 shows the simulation
flow for the Q2D channel simulator, which highlights how the charge-control
feeds into the channel simulator.
4.2 Numerical Methods
Three core techniques are used when solving the systems of coupled partial dif-
ferential equations involved in both the charge-control and channel simulator:
the Newton-Raphson method, the central-difference scheme, and a second-order
backward Euler method. The first two are used throughout the charge-control
and channel simulator routines, with the Euler method used for the channel simu-
lator. These require various combinations of Dirichlet and Neumann boundary
conditions to solve the finite-difference equations [98].
Newton-Raphson Method
There exist many numerical methods for solving linear systems of ODEs [42], but
one of the simplest and most robust is the Newton-Raphson method (referred to
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Figure 4.1.2: Shown here is the simulation flow of the DC Channel Simulator. The
core quadratic in lateral field (4.98) is solved in the green highlighted box.
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as the Newton method henceforth). The Newton method can find the root of an
equation in the form of (4.1) by using a Taylor series expansion to successively
approximate a value for the variable until convergence at zero.
f (x) = 0 (4.1)
To obtain successively closer estimations of the root from an initial estimate,
equation (4.2) is solved iteratively until f (x) ≈ 0.
xi+1 = xi − f (xi)f ′(xi)
xi+1 − xi = − f (xi)f ′(xi)
f ′(xi) · (xi+1 − xi) = −f (xi)
−f ′(xi) ·∆xi = f (xi) (4.2)
where xi and xi+1 represent the i’th and i+1’th iteration root estimates respectively
for equation (4.2). Figure 4.2.1 highlights the need for a good initial guess (x0)
and a well-behaved function, meaning f (x) needs to be continuous and have no
maxima or minima between the initial guess and the root. If the function has
minima or maxima between it and the root, f ′(x) would tend to 0 and the simulator
would get stuck in a local minima. The closer the initial guess is to the true value,
the lower the chance of a maxima or minima between the two.
Central Difference Scheme
As in all finite-difference numerical models, a differencing scheme must be used to
discretise the differential equations. The choice of scheme and its implementation
can be crucial to ensuring fast and reliable convergence. In this research the first
and second order central difference schemes are used, as they have increased sta-
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Figure 4.2.1: Representation of finding the first estimate of the root, xi+1, to a
function using the Newton-Raphson technique, where xi − xi+1 = ∆x
bility over equivalent forward- or backward-differencing schemes, and simplicity
over other schemes such as the aforementioned second order correct backward
Euler or Crank-Nicolson [42, 99, 100].
The Taylor series expansion of a function, f (x), truncated at the second-order,
is needed to derive the central-difference scheme. Start by finding the expansion
at the points (x+ h) and (x − h) where h is a small step.
f (x+ h) =f (x) + hf ′(x) + h
2
2
f ′′(x) +O
(
h3
)
(4.3)
f (x − h) =f (x) − hf ′(x) + h
2
2
f ′′(x) +O
(
h3
)
(4.4)
Subtracting (4.4) from (4.3) and rearranging for f ′′(x) gives the central difference
scheme (4.6).
f (x+ h) − f (x − h) ≈ 2hf ′(x) (4.5)
f ′(x) = f (x+ h) − f (x − h)
2h
+O
(
h2
)
(4.6)
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The truncation performed results in a small error of order h2 that can be calculated
by keeping the third-order term during the derivation, however, due to it’s small
magnitude it is disregarded in this work. It should be noted that, although
equation (4.6) starts with the second order terms, the subtraction removes the
effects of this, making the scheme first-order.
The second-order central difference scheme is similar and starts again with the
Taylor series expansion equation (4.4). Instead of subtracting the x−1 expansion
from the x+1 equation, (4.4) is rearranged to get f ′′(x) on one side, before equation
(4.6) is substituted with f ′(x).
f ′′(x) = (f (x−h) − 2f (x) + f (x+h))
h2
(4.7)
Equations (4.6) and (4.7) contain the term f (x + h), the value of the function at
the next step, so these cannot be solver by Euler, fixed-point solutions. These
equations require a iterative or matrix solvers so a guess for the unknown x + h
value can be used to find the final value.
Upper-Lower Back-Substitution
Once discretised using the central-difference scheme, the charge-control model
will form a tridiagonal system of equations in the form of equation (4.8), where the
bold capital letters represents matrices, and the arrow accents represent vectors.
A~x = ~b (4.8)
Due to the nature of the formulation, this system is already row-reduced and can
be solved efficiently without using Gaussian elimination, or simplified versions
thereof [101]. Instead, only back-substitution is needed. Back-substitution uses
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the boundary condition at the final node of the matrix to solve the final equation in
the system, the solution then being used in the previous equation via substitution.
Continuing this process it is possible to solve all equations in the system backwards
to the first, finding solutions to ~x for every row.
Second-Order Correct Backward Euler
Some functions are more susceptible to errors in the numerical methods and can
cause oscillations and ultimately non-convergence in the root approximations.
These require higher-order differencing schemes which increase stability by ac-
counting for more known values along a function to determine the gradient at
the evaluation point. In this work, a second-order (three value) backward Euler
method is used for these cases.
The derivation of this starts at a similar point to the central-difference scheme
with the Taylor series expansion of the function f (x) at the point (x + 1) (4.3).
Instead of subtracting two expansions, this time only one is used with two the
substitutions (4.10) and (4.9).
f ′′(x) = f
′(x) − f ′(x − h)
h
(4.9)
f ′(x) = f (x) − f (x − h)
h
(4.10)
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By first applying (4.9), then (4.10) the derivatives can be completely eliminated.
f (x+ h) =f (x) + hf ′(x) + h
2
2
f ′(x) − f ′(x − h)
h
(4.11)
=f (x) + hf ′(x) + h
2
f ′(x)− h
2
f ′(x − h) (4.12)
=f (x) +
3h
2
f ′(x) − h
2
f ′(x − h) (4.13)
=f (x) +
3h
2
f (x) − f (x − h)
h
− h
2
f (x − h) − f (x − 2h)
h
(4.14)
=f (x) +
3
2
f (x) − 3
2
f (x − h) − 1
2
f (x − h) + 1
2
f (x − 2h) (4.15)
=f (x) +
3
2
f (x) − 4
2
f (x − h) + 1
2
f (x − 2h) (4.16)
This gives us an explicit value for the difference of the function at the current step
from previous steps (represented as ∆f (x)) based entirely on previous values of
the function (4.17).
f (x+ h)− f (x) = ∆f (x) = 1
2
(3f (x)− 4f (x − h) + f (x − 2h)) (4.17)
Boundary Conditions
Systems of differential equations solved in finite-difference schemes calculate
values at individual points, or ’nodes’, by relating them to nearby nodes, as
demonstrated by equations (4.6) and (4.17). At the edge of the simulated domain
we need to apply special rules to account for the nodes that do not have any
adjacent nodes on one or more side. These rules are called boundary conditions
and for which there are two main types, Dirichlet and Neumann [42, 98].
Dirichlet boundary conditions are also known as fixed boundary conditions
and are the simplest of the two types, where the value of a function is set to a
constant at the edge of the simulated domain. Neumann boundary conditions
define the value of the derivative of the function and is set to a constant value.
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Chain Rule
The chain rule for differentiation is also important in the formulation of the
Q2D equations. The chain rule allows for the derivative of the product of two
dependent functions to be found. Equation (4.18) shows the rule.
dC
dx
=
∂C
∂A
·dA
dx
+
∂C
∂B
·dB
dx
(4.18)
where
C = A(x) ·B(x) (4.19)
4.3 Charge Transport Equations
The charge transport equations are the core part of the model, defining how the
charge carriers within the materials of the device respond to applied voltages
and currents. They are obtained from the time-independent Boltzman transport
equations [25,44]. This approximation and the initial derivation of the Q2D trans-
port equations that follow, assumes no electron temperature gradient, however,
dynamic electron temperatures will be addressed in Section 4.5. As the majority
charge carriers in depletion mode GaN HEMTs are electrons, we can assume
the contribution from holes to be negligible and reduce the equations to only
account for electrons. This is an adequate assumption under normal operating
conditions, i.e. not in breakdown, where generation and recombination effects
create holes [102].
The equations are derived by first considering Ampere’s Law (4.20) that relates
the induced magnetic field to changing electric flux and current [71]:
∇× ~H = δ ~D
δt
+ ~J (4.20)
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E-z
Ey
Exz
A
E-x
Ez
Ey
Q
Figure 4.3.1: Gauss volume where the integration of ~E over all surfaces (one
surface exemplified here by the shaded area Az) is equal to the charge density
within the volume, Q, over epsilon.
where ~H is the magnetic field, ~D is the electric displacement field and ~J is the
current density. To both sides we apply the divergence operator:
∇ ·
(
∇× ~H
)
= ∇ ·
δ ~Dδt + ~J
 (4.21)
This allows us to use the vector identity stating that the divergence of the curl of a
vector field is equal to zero to remove the magnetic field dependence and separate
the two terms:
δ
δt
(
∇ · ~D
)
+∇ · ~J = 0 (4.22)
δ
δt
(
∇ · ~D
)
= −∇ · ~J (4.23)
Gauss’ law (4.24) states that the divergence of the electric flux density at the
surface of a volume, ∇ · ~D, is equal to the charge contained within that volume, Q,
as illustrated by Figure 4.3.1.
∇ · ~D =Q (4.24)
Equation (4.24) can be used to reduce equation (4.23) to the current continuity
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equation:
dQ
dt
= −∇ · ~J (4.25)
This assumes we are operating in a quasi-static regime, where the time step we are
simulating is much shorter than electron generation-recombination (G-R) times.
GR — which would alter the change in electric flux density — can therefore be
ignored. Current density, ~J , is defined as equation (4.26) and has units of Cs−1m−2.
~J = qn~v (4.26)
where ~v is electron velocity. To relate these transport equations to charge, we
take Gauss’ law (4.24) and substitute the known relation ~D = r0~E to obtain an
equation related to the electric field, ~E.
∇ ·
(
r0~E
)
=Q (4.27)
In equation (4.27), 0 is the permittivity of free space and r the relative material-
dependent permittivity. Since there is no changing electric field with respect to
time, Faraday’s law of induction means that the electric field is defined by the
gradient of a scalar electric potential field, or electrostatic potential, V . Relating
these two parameters requires considering the work done by a field to move
a charge, q, an infinitesimal distance, δx, causing an infinitesimal change in
potential, δV . From Halliday [71]:
W = qδV (4.28)
and
W = −q~Eδx (4.29)
46
Chapter 4 GaN HEMT Simulation
Equating the two
−q~Eδx =qδV (4.30)
~Eδx =− δV (4.31)
~E =− δV
δx
(4.32)
Taking equation (4.32) and writing the charge density in terms of electron density,
n, hole density, p, ionised donor doping densities,N+D , and ionised acceptor doping
density, N−A , we can re-write equation (4.27) to obtain the well-known Poisson’s
equation for electrostatics ((4.33)).
∇2V = − q
r0
(
N+D −N−A −n+ p
)
(4.33)
Hole density, p, here is assumed to be negligible under normal operating con-
ditions, so will be dropped in future equations. In a heterogenous structure
(heterostructure) like a HEMT the material-dependent permittivity is a function
of depth, so is subject to the divergence operator and hence (4.33) needs to be
re-arranged to keep the permittivity on the electrostatic potential side of Poisson’s
equation, equation (4.34).
∇ ·
(
r0∇~V
)
= −q
(
N+D −N−A −n
)
(4.34)
These core equations can now be combined with the numerical methods in section
4.2 to define the full solution scheme.
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4.4 Charge-Control
As mentioned in section 4.1 the charge-control model generates electron densities
to be used in the channel simulation, based only on the potential difference
between the surface the the substrate limit, and the lateral electric field gradient
term which will be explained later. This section will run through the derivation
step-by-step as it is one of the two crucial elements of the Q2D model. Figure
4.4.1 at the end of this section shows the full flow of the charge-control simulation
for reference.
Deriving the charge-control model starts with Poisson’s equation written in
terms of electric field, with the divergence operator expanded.
∂yEx
∂x
+
∂yEy
∂y
+
∂yEz
∂z
= q
(
N+D −N−A −n
)
(4.35)
where Ex, Ey and Ez are the components of electric field in x, y and z respectively,
y is the permittivity, equal to r,y0 where r,y is the relative permittivity in the
y-direction for an anisotropic material and 0 is the permittivity of free space,
N+D is the ionised donor density, N
−
A is the ionised acceptor density, n is the total
electron density and q is the magnitude of the charge on an electron.
As the Q2D method calculates the cross-section of the transistor from source
to drain, the assumption is that this will be the same at all points along the finger
width along the z-dimension (see Figure 0.0.1). The differential with respect to z
is therefore 0 (4.36).
∂xEx
∂x
+
∂yEy
∂y
= q
(
N+D −N−A −n
)
(4.36)
It is important to note that this charge-control maintains a 2D electric field despite
the 1D (y) simulation scheme due to the 2D fields within the channel at the
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drain-edge of the gate, as discussed in Section 2.3. Moving the terms to the left-
hand side we form an equation in the form of (4.1) that can be solved using the
Newton-Raphson method.
∂yEx
∂x
+
∂yEy
∂y
− q
(
N+D −N−A −n
)
= 0 (4.37)
Equation (4.37) then needs to be written in terms of electrostatic potential, V, by
substituting Ey = −∇Vy and noting the electrostatic dependence of the ionised
donor density, ionised acceptor density and total electron density.
∂(y)Ex
∂x
− ∂
∂y
(
(y)
∂V (y)
∂y
)
− q
[
N+D (V (y))−N−A,i (V (y))−n (V (y))
]
= 0 (4.38)
The explicit dependencies upon Vy and y will be hidden to improve readability of
the equations to follow. As potential changes with respect to depth and Newton-
Raphson iteration, the electron density will change and the donors will ionise
until an equilibrium is found where the Newton-Raphson error is zero. The
x-component of E will not be changed at this stage because in the vertical charge-
control simulation this will remain constant, the value determined in the channel
simulation. Both  and V are dependent upon y, so the chain rule – equation
(4.18) – is used to solve the second term in (4.38).
∂
∂y
(

∂Vy
∂y
)
=
∂
∂
(

∂Vy
∂y
)
·d
dy
+
∂
∂
(
∂Vy
∂y
)(∂Vy
∂y
)
·d
2Vy
dy2
(4.39)
=
∂Vy
∂y
·d
dy
+  ·d
2Vy
dy2
(4.40)
Substituting equation (4.40) into equation (4.38) allows us to begin the discretisa-
tion in y using the first- and second-order central-difference schemes. Note the
signs in (4.95) have been switched to keep the y-dependent variables positive and
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simplify the maths.
∂Vy
∂y
·d
dy
+  ·d
2Vy
dy2
+ q
(
N+D,i −N−A,i −ni
)
− ∂Ex
∂x
= 0 (4.41)
Treating the first and second terms in (4.41):
∂Vy
∂y
·d
dy
=
Vi+1 −Vi−1
2∆y
· i+1 − i−1
2∆y
(4.42)
=
(Vi+1 −Vi−1) (i+1 − i−1)
4∆y2
(4.43)
=
1
4∆y2
(Vi+1i+1 +Vi−1i−1 −Vi+1i−1 −Vi−1i+1) (4.44)
=
i+1 − i−1
4∆y2
Vi+1 +
i−1 − i+1
4∆y2
Vi−1 (4.45)
 ·∂
2Vy
∂y2
=i ·Vi+1 − 2Vi + Vi−1∆y2 (4.46)
=
i
∆y2
Vi+1 − 2i∆y2Vi +
i
∆y2
Vi−1 (4.47)
where subscript i, i−1 and i+1 represent the current node, one step (h = ∆y)
behind the current node and one step in front, respectively. Substituting (4.46)
and (4.47) back into (4.41) we can group all V terms to enable the formulation of
a tridiagonal matrix form of equation (4.37).
i+1 − i−1
4∆y2
Vi+1 +
i−1 − i+1
4∆y2
Vi−1 +
i
∆y2
Vi+1 − 2i∆y2Vi +
i
∆y2
Vi−1
+q
(
N+D,i −N−A,i −ni
)
− ∂Ex
∂x
= 0
(4.48)
(
i+1 − i−1
4∆y2
+
i
∆y2
)
Vi+1 − 2i∆y2Vi +
(
i−1 − i+1
4∆y2
+
i
∆y2
)
Vi−1
+q
(
N+D,i −N−A,i −ni
)
− ∂Ex
∂x
= 0
(4.49)
i+1 − i−1 + 4i
4∆y2
Vi+1 − 2i∆y2Vi +
i−1 − i+1 + 4i
4∆y2
Vi−1
+q
(
N+D,i −N−A,i −ni
)
− ∂Ex
∂x
= 0
(4.50)
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By factoring out the electrostatic potential the remaining terms can form an n×n
operator matrix, On,n, shown in equation (4.51).
On,n =

D1 U1 0
L2 D2 U2 0
0 L3 . . . . . . . . .
. . . . . . . . . Un−2 0
0 Ln−1 Dn−1 Un−1
0 Ln Dn

(4.51)
where
Li =i−1 − i+1 + 4i4∆y2 (4.52)
Di =− 2i∆y2 (4.53)
Ui =i+1 − i−1 + 4i4∆y2 (4.54)
The whole function that will be solved using the Newton-Raphson scheme can
then be given by equation (4.55) after the charge density and lateral field gradient
terms have been added.
f (V ) =

D1 U1 0
L2 D2 U2
. . . . . . . . .
Ln−1 Dn−1 Un−1
0 Ln Dn

·

V0
V1
V2
...
Vn−1
Vn
Vn+1

+

ρ (V1) − ∂Ex∂x
ρ (V2) − ∂Ex∂x
...
ρ (Vn−1) − ∂Ex∂x
ρ (Vn) − ∂Ex∂x

(4.55)
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where the V0 and Vn+1 elements represent the simulation boundary nodes. The
node at the surface of the device, V0, is a constant-value Dirichlet boundary
representing the pinning of the conduction band at either the potential of the
dangling bonds away from the gate, or the built-in potential of the gate. The
node at the substrate, Vn+1, is a constant-gradient Neumann boundary that varies
to ensure the gradient remains zero, keeping the conduction band ’relaxed’ and
maintaining charge neutrality. ρ (Vi) is the charge density - incorporating the
ionised donor density and electron density - at the i’th node. To substitute equation
(4.55) into the iterative Newton-Raphson equation (4.2), the derivative of f (V )
with respect to V is required (4.57).
f ′(Vi) (Vi+1 −Vi) = −f (Vi) (4.56)
f ′(V ) =

D1 U1 0
L2 D2 U2
. . . . . . . . .
Ln−1 Dn−1 Un−1
0 Ln Dn

+

dρ(V1)
dV
dρ(V2)
dV
...
dρ(Vn−1)
dV
dρ(Vn)
dV

(4.57)
where L, D and U are independent of V so On,n remains the same as (4.51), but
the charge density and lateral electric field gradient terms requires differentiating.
The lateral electric field gradient is independent of V so disappears and both the
elements of the charge density are differentiated separately (4.58).
dρ (Vi)
dV
= q
(
dN+D,i
dV
− dN
−
A,i
dV
− dni
dV
)
(4.58)
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Substituting equations (4.55) and (4.57) into equation (4.2) gives the full matrix
form of the charge-control, equation (4.59).
−

On,n +

dρ(V1)
dV
dρ(V2)
dV
...
dρ(Vn−1)
dV
dρ(Vn)
dV


·

∆V0
∆V1
∆V2
...
∆Vn−1
∆Vn
∆Vn+1

= On,n ·

V0
V1
V2
...
Vn−1
Vn
Vn+1

+

ρ (V1) − ∂Ex∂x
ρ (V2) − ∂Ex∂x
...
ρ (Vn−1) − ∂Ex∂x
ρ (Vn) − ∂Ex∂x

(4.59)
Within the right-hand side vector elements of both equations (4.55) and (4.57)
are the charge density terms. These consist of the ionised donor doping, N+D ,
ionised acceptor doping, N+A , and electron density, n. The Newton-Raphson
loop that handles this equation is highlighted in green in Figure 4.4.1, where
the equation is iterated until converging on a static solution for the electrostatic
potential and subsequent electron densities.
Lateral Electric Field Gradient Effect
The lateral electric field gradient term in the right-hand side of equation (4.59)
is a term particular to HEMTs and allows for the two-dimensional electric fields,
which have greatest effect at the gate edges, to be accounted for in the charge
control and reduce or increase the sheet electron density.
Figure 4.4.2 shows the effect of the lateral electric fields term on the conduction
band and the subsequent electron densities. At large negative lateral electric fields,
the conduction band is pulled up in the GaN buffer, causing the electron channel
to be compressed, hence reducing the electron density. At large negative lateral
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<ΔV> 
≤ tol?
VSC = 
VSCmax?
yes
no
yes
no
Set up device geometries and 
heterostructure
Calculate material and mole-fraction 
dependent parameters
Define VSC and LFG input ranges
Apply new VSC as Dirichlet Boundary to top 
of 1D simulation region
Apply new LFG
Calculate quantum electron density and 
derivative w.r.t. potential
Calculate effective classical conduction band
Calculate ionised donor and acceptor doping 
density and derivative
Calculate operator matric for F(V) and F`(V)
Calculate polarisation charge density
Calculate classical electron density and 
derivative w.r.t. potential
Update V array using ΔV array
Save channel height and integrated electron 
density to look-up table
Calculate total charge density and derivative 
w.r.t. potential
Back-substitute to find ΔV array
LFG = 
LFGmax?
END
START
Figure 4.4.1: Shown here is the full flow of the charge-control including device
setup, the main Newton-Raphson loop to calculate the electrostatic potential
and hence electron densities, and the storing of the look-up table data. The core
Newton-Raphson loop that solves equation (4.59) is highlighted in green.
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Figure 4.4.2: Effect of the lateral electric field gradient term, δE/δx, on the con-
duction band in the charge-control model.
electric fields gradients the opposite is true, with the largest effect being to the
classical electron density that extends further in to the GaN buffer. This effect is
even greater at hard negative surface-channel potentials where the quantum well
is almost depleted and most of the electron density is given by classical electrons.
Ionised Dopant Densities
As mentioned throughout Chapter 3, InAlN/GaN devices are not intentionally
doped, but their electrical properties are sensitive to unintentional (UI) doping.
Fortunately, in terms of modelling, this doping is very even [72], so can be mod-
elled largely using constant values. Nominally undoped GaN is slightly n-type
with values estimated in the order of 1 × 1016m−3, a value that is set at the be-
ginning of any simulation. As the additional electrons in these donor sites are
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Parameter (unit) Typical Value
ND (m−3) 1×1016 [72] - 2×1017 [103, 104]
EDD (eV ) 0.125† [105] - 0.405∗ [104]
Table 4.1: Ionised donor dopant properties. † Averaged carbon (C) impurity
energy [106].∗ Averaged oxygen (O) impurity energy.
affected by the electrostatic potential in the material they can become ionised,
leaving the donor with a net positive charge.
The potential-dependent ionised donor density is given by equation (4.60),
where the potential is included via the conduction band energy, Ec = −qV .
N+D (Ec) =ND ·
[
1 + 2 exp
(
q (EF −Ec +EDD)
kBT
)]−1
(4.60)
where ND is the donor UI-donor doping, EF is the static Fermi energy, EDD is
the donor ionisation energy, kB is the Boltzmann constant and T is the lattice
temperature. Typical values for ND and EDD are given in Table 4.1.
The derivative of this ionised donor density with respect to electrostatic poten-
tial, used in (4.57), is given in (4.61).
dN+D (Ec)
dV
= − 2q
kBT
·ND ·
[
1 + 2 exp
(
q (EF −EC +EDD)
kBT
)]−2
(4.61)
The ionised acceptor dopant density is accounted for implicitly as any capacitance-
voltage measurements that give dopant densities only show net dopant concen-
tration, a combination of both acceptor and donor concentrations [103]. The
acceptor dopant density could influence the device near pinch-off, but can be
sufficiently accounted for by adjusting the background donor doping density, i.e.
’compensation’.
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Classical Electron Density
The main charge density term in the charge-control equations is the electron den-
sity, n, the majority charge carrier density. As described in Chapter 3, HEMTs are
quantum devices with most of the charge carriers contained within the quantum
well at the heterointerface. It is therefore necessary to calculate both the classical
electron density outside of the well using the Fermi integral and the quantum
electron density using Schrödinger’s equation.
The classical electron density is given by equation (4.62).
n =Nc,3D · 2√
pi
·F1/2
(
Ef −Ec
kBT
)
(4.62)
Nc,3D is the 3D conduction band density of states (4.63)
Nc,3D = 2
(
m∗kBT
2pi~2
)3/2
(4.63)
where m∗ is the effective electron mass in the central valley of the conduction band
edge and ~ is the reduced Plank’s constant. F1/2 in (4.62) is the Fermi integral of
order 1/2 (4.64) which can be approximated to equation (4.65) [41].
F1/2(x) =
∫ ∞
0
√
y
1 + exp(y − x) · dy (4.64)
≈
√
pi
2
· 1
c(x) + exp(−x) (4.65)
The function c(x) is given as equation (4.66) for values of −∞<x<∞ [107].
c(x) =
3
√
pi
2(
50 + x4 + 33.6 · x − 33.6 · x · 0.68 · exp
(
−0.17 · (x+ 1)2
))3/8 (4.66)
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Equation (4.66) is particularly difficult to differentiate with respect to V when
x is replaced by the Fermi integral input shown in equation (4.62), the differential
of the classical electron density with respect to V subsequently given as
dn
dV
=−Nc,3D c
′(x)− exp(−x)
(c(x) + exp(−x))2 (4.67)
=−Nc,3D

−3
√
pi
4 d(x) · d′(x)− exp(−x)(
3
√
pi
4 · 1d(x) + exp(−x)
)2
 (4.68)
dn3D(Vi)
dV
=−Nc,3D c
′(x)− exp(−x)
(c(x) + exp(−x))2 (4.69)
=−Nc,3D

−3
√
pi
4 d(x) · d′(x)− exp(−x)(
3
√
pi
4 · 1d(x) + exp(−x)
)2
 (4.70)
where d(x) is the denominator of c(x). The derivative of this value, d′(x), is
therefore
d′(x) = 3
8
g(x)−
5
8 · g ′(x) (4.71)
where
g(x) = 50 + x4 + 33.6·x − 33.6·0.68·x ·exp(p) (4.72)
g ′(x) = 4x3 + 33.6(1− 0.68·exp(p) + 0.68·x ·2·0.17·(x+ 1)·exp(p)) (4.73)
and
p = −0.17·(x+ 1)2 (4.74)
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Quantised Electron Density
To calculate the quantised electron density and enable a self-consistent solution,
the effective mass Schrödinger’s equation (4.75) is discretised in the same way as
Poisson’s equation into a sparse matrix(4.76). As the effective mass,m∗, is a function
of the material, this must be included within the derivative with respect to y. The
boundary conditions for this system are both Dirichlet, with the wavefunctions
set to zero at the surface and substrate (or maximum simulation depth).
−~
2
2
∂
∂y
 1m∗ ·∂Ψk
(
Vy
)
∂y
+ (UE −λk (Vy))·Ψk (Vy) = 0 (4.75)
Liψi−1 +Diψi +Uiψi+1 = 0 (4.76)
where Ψk and λk are the eigenvector and eigenvalue of the k’th energy level, ~
is the reduced Planck’s constant, m∗ is the y-dependent effective mass, UE is
the potential energy term and the components Li , Li and Li of the discretised
Schrödinger’s equation are given below, with the index i referring to the node in y
at which the equation is evaluated.
Li = − ~
2
4q∆y2
·
(
1
m∗i−1
− 1
m∗i+1
+
2
m∗i
)
(4.77)
Di = ~
2
q∆y2
· 1
m∗i
−Vy,i +Vdisc,i (4.78)
Ui = − ~
2
4q∆y2
·
(
1
m∗i+1
− 1
m∗i−1
+
2
m∗i
)
(4.79)
In (4.77) Vy,i and Vdisc,i are the electrostatic potential and conduction band discon-
tinuity respectively at node i, and ∆y is the nodal separation.
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The eigenvectors and energy eigenvalues can then be used to calculate the
quantised electron density, n2D , and its derivative with respect to Vy .
n2D =Nc,2D · kBT ·
n∑
k=1
∣∣∣ψk∣∣∣2ln(1 + exp(− qλkkBT
))
(4.80)
∂n2D
∂V
=Nc,2D · q ·
n∑
k=1
∣∣∣ψk∣∣∣2 exp
(
− qλkkBT
)
1 + exp
(
− qλkkBT
) (4.81)
where Nc,2D is the 2D density of states 2-fold spin degeneracy included(4.82).
Nc,2D =
m∗
pi~2
(4.82)
Total Electron Density
The classical and quantum electron densities are summed to form the total electron
density. The classical electron density equation is not valid within the well, so
must be combined with the results form the quantum solver in a way that avoids
over-counting electrons and giving greater currents in the channel simulations.
Therefore, an energy limit is applied to the classical electron density conduction
band input, below which all electrons are assumed quantised.
When the separation of two energy eigenvalues drops below the thermal
energy of the lattice (q/kBT ) it is assumed that the states above this energy form
a continuum and can be treated as classical. Therefore, the classical electron
density uses an effective conduction band input, Ec,3D , that drops only as low as
the highest discrete energy level calculated by the Schrödinger solver. Figure 4.4.3
illustrates this, showing the effective conduction band and the effect it has on the
classical electron density. The total electron density, n, is therefore given by
n = n3D
(
Ec,3D
)
+ n2D (Ec) (4.83)
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Figure 4.4.3: Comparison between the original conduction band (dashed blue)
and classical electron density (dashed orange), and the effective conduction band
(solid blue) and subsequent effective classical electron density (solid orange) which
prevents double counting of electrons, making the classical and quantum electron
densities consistent.
with the derivative of this value for use in equation (4.58) given by equation (4.84)
as a simple addition of the derivatives of the two separate components.
dn
dV
=
∂
∂V
(
n3D
(
Ec,3D
))
+
∂
∂V
(n2D (Ec)) (4.84)
Polarisation
Section 3.2 discussed the necessity of incorporating the polarisation effects in GaN
HEMTs. These effects form a polarisation induced sheet charge density that needs
to be included in the total charge density term, ρ, in the charge-control matrix
formulation. In undoped devices this induced charge is crucial to the conduction
process, providing much of the charge.
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The polarisation term, ~P , enters the charge-control via the displacement field
term, ~D, of equation (4.24). ~D can be written as equation (4.85) [108].
~D =0r ~E + ~P (4.85)
=0r ~E + ~PP Z + ~PSP (4.86)
where ~PP Z and ~PSP are the piezoelectric and spontaneous polarisation terms, as
described in Section 3.2. Substituting (4.85) into the vertical electric field gradient
term in equation (4.37) and using the assumption that the lattices are matched
and PP Z = 0, we are left with equation (4.87).
∂Ex
∂x
+
∂Ey + PSP
∂y
− q
(
N+D −N−A −n
)
= 0 (4.87)
∂Ex
∂x
− ∂∇Vy − PSP
∂y
− q
(
N+D −N−A −n
)
= 0 (4.88)
As noted previously, the charge related to spontaneous polarisation is equal to
the difference between the polarisations of two adjoining materials at the interface.
This is equivalent to the gradient of the polarisation term, so separating the
polarisation from the electric field we can re-write the above equation as equation
(4.89).
∂Ex
∂x
+
∂Ey
∂y
− ρT = 0 (4.89)
where
ρT =
∂PSP
∂y
+ q
(
N+D −N−A −n
)
=ρP + ρN
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and therefore, as polarisation charge density is independent of potential, V, the
derivative of the new total charge density term used in the charge-control deriva-
tive matrix becomes
∂ρT
∂V
=
∂ρN
∂V
. (4.90)
Electron Density and Channel Height Look-Up Tables
Utilising the results of the full charge-control model that has now been presented
requires converting the data to import directly into the channel simulator, which
will be discussed in Section 4.5. The conversion entails an integration of the total
electron density over the vertical ’slice’ through the device to form an effective
sheet electron density that can be stored in a look-up table.
In the HEMT investigated in this research, the majority of the charge carriers
are confined within the depth of the 2DEG, however, the tail of the quantised
electrons and the classical electrons extend further into the GaN buffer (Figure
4.4.4). This phenomenon is known as buffer penetration and as the electrons
in this region can still conduct current even when the 2DEG is almost totally
depleted. Buffer penetration reduces the off-state resistance, Rof f – which is most
significant in enhancement-mode devices and at pinch-off – and increases the on-
state saturation conductance in all devices. HEMT DCIV curves reflect the later by
the gradient beyond the knee-voltage in the "saturation" region, so it is necessary
to account for these additional conducting electrons within the integration depth
of the electron densities.
Previous work has used full 2D simulations to estimate this additional inte-
gration height [24, 25, 47]. The value depends on the depth of the device that is
affected by the gate- and drain-source biasing, and is calculated to be roughly half
a gate-length beyond the active channel [25].
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Figure 4.4.4: Total electron density and conduction band from surface towards
substrate, showing a) the full electron density tail, and b) the active channel and
buffer penetration depths that are integrated and stored in the look-up tables.
The active channel itself is much smaller than the integrated depth and cal-
culated based on the width of the total electron density peak above a specific
density limit. For any lateral field gradient (δE/δx) there comes a surface bias (Vs)
that will completely deplete the 2DEG, removing the quantum well and pushing
the electrons in to the substrate. The overall electron density for this situation is
up to 6 orders of magnitude lower than the peak electron density in the 2DEG,
which in terms of the current equations is almost insignificant. Therefore, the
active channel height electron density limit is set to this value of electron density.
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Figure 4.4.5: Effective sheet electron density look-up table surface.
After simulating and integrating each electron density distribution, the values
for sheet electron densities and subsequent active channel heights are stored
against the respective Vs and δE/δx inputs. A surface plot of look-up table data
for the effective sheet density values is shown in Figure 4.4.5. The device is an
InAlN/AlN/GaN HEMT with a total surface-to-substrate depth of 0.6 µm. The
corresponding active channel height shown in Figure 4.4.6. The dependency upon
lateral field gradient is much greater than the surface-channel potential up until
the collapse of the quantum confinement around -5 V. This dependency occurs
due to the significant band bending involved by the large lateral field gradients
that can be found in undoped HEMTs.
The Q2D simulator uses these look-up tables by calculating the potential and
field gradient parameters at each step along the channel, then interpolating the
data to find the precise corresponding sheet electron densities and active channel
heights.
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Figure 4.4.6: Effective active channel height look-up table surface. Channel
heights calculated as the width of the electron density peak above a specific value
related to the collapse of the quantum confinement.
4.5 Channel Simulator
Once the look-up tables have been created using the charge-control, the data can
be used in the channel simulator to solve the transport equations and calculate
the drain-source potential, VDS , for the applied source current, IS , and gate-
source bias, VGS . The channel simulator iterates along each node of the channel,
calculating the lateral electric field and channel-surface potential difference at each
step; integrating the lateral electric field gives the total VDS . The channel simulator
runs extremely efficiently by drawing upon the look-up tables to account for the
2D charge-based effects. As long as there are no changes to the heterostructure, the
charge-control does not need to be re-simulated as the bias conditions are changed,
allowing for huge simulation speed gains over 2D simulators, as discussed in
Chapter 2. The DC channel simulation flow for a single IV bias point is shown in
Figure 4.1.2.
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Figure 4.5.1: Simplified diagram illustrating how the channel is split into Gaus-
sian volumes, with the active channel height (ych) changing along the length of
the device depending upon the surface bias. The height of the Gaussian volume
is given by the summation of ych and half a gate length (Lg/2) to account for the
buffer penetration.
As mentioned in the beginning of Chapter 4, Gauss’ law (4.24) is required to
split the channel into equal closed volumes. Gauss’ law allows us to assume that
the charge contained within each closed volume – calculated by the charge-control
– is equal to the electric flux leaving the volume. With the previously applied
assumption of no diffusion in y or z directions, the entire electric flux leaving the
volume will be in the lateral x-axis, defined as the familiar lateral electric field, Ex,
divided by the total surface area in the x-plane. A diagrammatic representation of
this is given in Figure 4.5.1.
To formulate the model for the channel simulator, we first take equation (4.37)
– the re-arranged form of Poisson’s equation with the assumption of no diffusion
current applied to remove the z-dependency. By expanding the charge density
term and grouping the Ey and ND terms it can be written as equation (4.91).
∂Ex
∂x
+
[
∂Ey
∂y
− q
(
N+D −N−A
)]
+ qn = 0 (4.91)
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Equation (4.91) can then be integrated over the active channel height and elec-
tron energy-dependent buffer penetration, ych and yb respectively, to include the
influence from the full depth of the Gaussian volume, shown in equation (4.92).
∂Ex
∂x
∫ ych+yb
0
·dy +
∫ ych+yb
0
[
∂Ey
∂y
− q
(
N+D −N−A
)]
·dy + q
∫ ych+yb
0
n·dy = 0 (4.92)
Current dependence can be added to this equation by integrating the current
density, equation (4.26), over the Gaussian volume surface area in the x-plane (y
and z) and rearranging to form an equation for the integral of n with respect to y,
equation (4.93).
q
∫ ych+yb
0
n·dy = Is
Zf µEx
(4.93)
where Is is the applied current at the source, Zf is the width of the device finger,
or the full z-dimension of the Gaussian volume, and the electron drift velocity
term has been expanded into the electron mobility, µ, and the lateral electric field
leaving the Gaussian volume, Ex (see Figure 4.5.2). Substituting equation (4.93)
into the third term in (4.92) gives equation (4.94).
dx
ExEx-1
qvol
Figure 4.5.2: Single Gaussian channel volume element, showing the lateral E-field
entering the volume (Ex−1) and the field leaving the volume (Ex), dependent upon
the charge contained within, qvol .
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∂Ex
∂x
∫ ych+yb
0
dy +
∫ ych+yb
0
[
∂Ey
∂y
− q
(
N+D −N−A
)]
·dy + Is
Zf µEx
= 0 (4.94)
To return the influence of the electron density, Poisson’s equation in x and
y can be rearranged to form an equation for the sum of the field gradient in y
and the total background doping charge density, equation (4.95), which can be
substituted for the second term in equation (4.94) to give equation (4.96).
q ·n·dy −  ·
[
∂Ex
∂x
]
=
∂Ey
∂y
− q
(
N+D −N−A
)
(4.95)
∂Ex
∂x
∫ ych+yb
0
dy +
∫ ych+yb
0
{
q ·n −  ·
[
∂Ex
∂x
]}
dy +
Is
Zf µEx
= 0 (4.96)
where the electron density, n, integrated over y is the value calculated by the
charge-control and stored in the look-up table, ntab.
The second term on the left-hand side of equation (4.95), ∂Ex∂x , is in square
brackets as this is the constant value used in the charge-control to generate n and
has units of charge. This term is crucial to the operation of the undoped GaN
device simulation, so is discussed in greater detail in the Lateral Field Gradient
Charge section.
Applying the finite-difference method to the partial derivative of Ex (ignoring
the constant charge-control Ex term), performing both the integrations over y,
multiplying through by Ex/ leads to equation (4.97).
(
ych,x + yb,x
) E2x −ExEx−1
∆x
+
(
qntab

−
[
∂Ex
∂x
](
ych,x + yb,x
))
Ex +
Is
Zµx
= 0 (4.97)
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Grouping the E2x and Ex terms gives a quadratic in Ex that can be solved for
the total electric field leaving the Gaussian volume at each node along the channel
simulation (4.98).
(
ych,x + yb,x
)
∆x
·E2x +
(
qntab

−
[
∂Ex
∂x
](
ych,x + yb,x
) − (ych,x + yb,x)·Ex−1
∆x
)
·Ex
+
Is
Zµx
= 0
(4.98)
Equation (4.98) is solved in the Q2D using the quadratic equation (4.99) where
a, b and c are the coefficients of E2, E and the third constant term respectively.
The positive root is taken.
x =
−b ±√b2 − 4ac
2a
(4.99)
During simulation, the channel potential is calculated from integrating the
lateral electric field from the source to the point in the channel, to produce a
channel potential which can then be used to calculate the surface-channel potential
difference as the input to the sheet electron density look-up table. Outside of
the gate the surface potential is constant, formed from the negatively charged
dangling bonds remaining after passivation. Under the gate, this "charge-control"
potential, VCC , needs to account for the built-in potential of the gate contact,
as well as the gate-source bias. Due to the fact that the electric field increases
towards the drain-side gate edge, this VCC increases with each successive step
under the gate, pushing the sheet electron density value lower as data is extracted
from deeper into the look-up table (see Figure 4.4.5). As the field peaks, the field
gradient also increases, shifting the value taken along the second axis of the table.
The quadratic coefficients are dependent upon the lateral field gradient which
in turn is dependent upon the resulting lateral field. Initially, a Newton-Raphson
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routine was added to iterate over the calculated field, changing the lateral field
gradient to be fed back into ntab and ych. The average difference between the
initial Ex root and the final Ex root was 2.5%, which resulted in differences in the
drain-source biases of roughly 1e − 3V which are 0.2% of the overall potential in
the IV characteristics. Considering the requirement of the physical simulator to
predict general variations due to parameter changes rather than accurate absolute
values, this loop was removed in favour of the 30x simulation speed increase.
The integrated electric field defines the source-current dependent drain-source
potential when the simulation reaches the drain node, in turn shaping the DCIV
curves and influencing device performance. The full channel simulation process
from source to drain for single bias point is illustrated in Figure 4.1.2.
Electron Mobility
Key to accounting for the electron interactions in the channel simulation equation
presented, is a field- and temperature-dependent electron mobility. By including
a field-dependent mobility, the effects of the key scattering mechanisms can be
implicitly accounted for within a ’simple’ electric field-dependent relationship
to allow variation in device behaviour along the channel, most changes focussed
under the gate as discussed previously. The temperature-dependence allows for
self-heating to be included. Due to the complex nature of the band structures and
scattering mechanisms involved in III-V nitride semiconductors, the relationships
used are based on ensemble Monte-Carlo simulation results [109].
Initially, data was extracted from electron velocity-field plots in Monte-Carlo
literature and fit using an interpolation function. Due to the discretised nature
of the data extracted and the interpolation routine, this resulted in significant
numerical oscillation during channel simulations, especially in regions of large
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positive or negative lateral field gradients. The accuracy and stability also suffered
at low fields, where the lateral fields were 3-4 orders of magnitude lower than the
magnitude of the data.
To improve the accuracy at low fields and reduce the numerical oscillations,
a field-dependent mobility model was created, based on work by Vitanov and
Palankovski [110]. The model, shown in Figure 4.5.3 uses the saturation velocity
of the material (maximum electron drift velocity due to an applied electric field)
and the Monte-Carlo data peak velocity to generate a lattice temperature and
low-field mobility degradation dependent mobility. As can be seen from Figure
4.5.3 the mobility begins to saturate for all conditions at high fields, where the
electrons begin losing energy through increases in lattice or electron-electron
interactions proportionally to the increase in driving field. However, at low fields
mobility is particularly important to consider, as the influence of channel material
properties such as doping and interface roughness is much greater than at higher
fields [28,41]. Therefore, low-field mobility can be used to optimise simulations to
better fit the material properties of the real devices, which in turn influences the
simulation results. In terms of DCIV curves, this low-field mobility term affects
the linear "ohmic" region and can significantly influence the knee characteristics.
These features and relationships will be discussed further in Chapter 5.
The mobility model itself is split into two distinct regions, before and after
the velocity peak, which are combined to produce the overall mobility. As per
Vitanov’s formulation, equations (4.100) and (4.101) define the velocity in the low
and high-field regions respectively, which are combined to form the mobility as
shown in equation (4.102) [110].
νlo =
µ0 ·
(
T
300
)−3/2 ·[1 + µ0·Ea,loνsat ]−1 ·Ess
1 + (Ess/Eb,lo)
βlo
(4.100)
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Figure 4.5.3: Plots of the mobility function showing velocity against steady-state
electric field and the subsequent mobility against steady-state electric field: a)
velocity-field showing lattice temperature dependence, b) mobility-field show-
ing lattice temperature dependence, c) velocity-field showing low-field mobility
dependence and c) mobility-field showing low-field mobility dependence.
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νhi =
µ0 ·
(
T
300
)−3/2 ·[1 + µ0·Ea,hiνsat ]−1 ·Ess + νb,hi ·( EssEb,hi )βhi
1 + (Ess/Eb,hi)
βhi
(4.101)
µ =
νlo + νhi
Ess
(4.102)
where Ess is the steady-state electric field input and µ0 is the process-dependent
low-field mobility. The values for all the constants, along with descriptions of
their purpose, are given in Table 4.2. The values for the low-field mobility of
GaN vary significantly in the literature and is highly dependent on whether the
simulation or experiment has been performed for electrons in bulk GaN or in a
GaN heterostructure’s 2DEG [110–113]. As this value is strongly dependent upon
the quality of the interface, a range is given in Table 4.2.
Symbol (unit) Value Description
µ0 (m2V −1s−1) 0.15 - 0.02 Electron mobility in low E-field at 300 K
Ea,lo (Vm−1) 3× 106 E-field at the first gradient change in the
velocity-field (VF) data [103]
Ea,hi (Vm−1) 1.46× 107 E-field at the velocity peak in the VF
data [103]
Eb,lo (Vm−1) 2.5× 106 E-field constant modifying the low-field
velocity
Eb,hi (Vm−1) 2.4× 107 E-field constant modifying the high-field
velocity
βlo (N) 1.8 Exponent modifying the shape of the
low-field velocity profile
βhi (N) 3.3 Exponent modifying the shape of the
high-field velocity profile
νsat (ms−1) 3× 105 Saturation velocity for GaN [114]
νb,hi (ms−1) 1.3× 105 High-field velocity constant contributing to
the asymptote of the VF profile
Table 4.2: Constants in the temperature and steady-state electric field dependent
mobility model with their units, values and descriptions.
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Throughout this section the steady-state electric field has been used. This is
the electric field used by necessity in the Monte-Carlo simulations that give the
velocity-field data to produce the mobility model, and is distinct from the lateral
electric field. This is fine for devices which have smooth electric field profiles
where changes occur over large distances and times, but for short gate-length and
low doping devices the field profile is not smooth. Rapid changes in the local
electric field would lead to incorrect values from the mobility model and thus the
steady-state electric field has to be calculated in order to maintain an accurate
electron mobility.
Lateral Field Gradient Charge
The ∂Ex
/
∂x term seen in equation (4.95) was found to be crucial to maintaining
charge-conservation when simulating undoped GaN devices. This term comes
from Poisson’s equation (4.33) and is equivalent to a charge due to the lateral field
gradient within the charge control. In undoped devices, lateral field gradients 1-2
orders of magnitude greater than doped equivalents have been observed, which
have a significant impact on the overall characteristic of the channel. When cal-
culating the substitution of the charge control term into the channel quadratic,
∂Ex
/
∂x has in previous research been ignored, but due to the very large fields,
this term becomes too significant to ignore. Without subtracting the value, the
charge is effectively over- or under-counted and the simulation becomes signif-
icantly unstable and deviates from measurement, especially in the high-field
saturation and pinch-off regions of the IV curves where the electron density tends
to zero. It should be noted that depending on the channel node and lateral field
profile, the lateral field gradient charge can be either positive or negative, unlike
the sheet electron density that is always positive by definition in this model.
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Figure 4.5.4: Undoped GaN HEMT IV characteristics showing the effect of ac-
counting for the charge displaced by the lateral field gradient (orange lines) and
without accounting for it (grey lines). The drain voltage has been normalised and
is consistent with other normalised drain voltages throughout this thesis.
Figure 4.5.4 shows the IV characteristics with and without this term within
the electric field quadratic. Without the term accounted for it can be seen that in
regions of low sheet electron densities (hard negative gate bias and large positive
drain-source potential) the model appears to maintain current and gate control
disappears. With the displaced charge accounted for, it can be seen that channel
saturation is maintained, keeping the curves flat and enabling pinch-off.
Energy Model
In short gate-length and low doping density devices such as the one considered
here, the electric field profiles can very abruptly in the channel, meaning that
average electron velocities can differ considerably from the steady-state velocities
[28]. Using the local electric field to determine the mobility of the carriers in the
channel is therefore flawed. Instead, the local carrier energy is required, from
which the equivalent effective steady-state electric field and hence mobility can
then be determined [115]. This is commonly known as velocity overshoot or the
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Figure 4.5.5: Image illustrating the process of calculating the effective electron
energy from the previous steady-state E-field, Ess,x−1, to the energy and momentum
relaxation terms, τe,x and τp,x respectively, then the new average electron energy,
we,x, and finally to the new Ess,x, used to calculate the new mobility, µx.
hot-electron effect and to the author’s knowledge this research is the first to use
such a model for GaN simulators.
Figure 4.5.5 illustrates the process for calculating the channel parameters for
the energy model, which can also be seen in terms of the full channel simulation
in Figure 4.1.2. The value for the previous steady-state electric field, Ess,x−1, is used
to calculate the local electron energy relaxation and momentum relaxation times,
τe,x and τp,x respectively, from the Monte-Carlo data in Wang (2017) [116]. These
values are then used along with Ess,x−1 in equation (4.103) from Cook (1982) to
calculate the average electron energy, we,x, at each node.
we,x = we,x−1 +∆x ·
2120 ·q ·Ess,x−1 − 920 ·
(
40
9
· m
∗
τp,x
·we,x−1 −w0
τe,x
+ q2 ·E2ss,x−1
)1/2 (4.103)
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Figure 4.5.6: Plot of energy and momentum relaxation rates against average
electron energy in GaAs (blue) [118] compared with those of GaN (red) [116].
The green arrows show the average factor difference between the energy and
momentum relaxation rates in each material across the energy range.
The momentum and energy relaxation times were obtained from Monte-Carlo
simulations run by Wang et. al. [116]. Both times are of the same order of
magnitude in GaN and vary with similar magnitudes, which makes the result
from this GaN model differ to previous hot-electron simulators for GaAs devices
[115, 117], where the momentum relaxation effect was on average only 5% of the
energy relaxation (Figure 4.5.6).
4.5.1 Buffer Penetration
Buffer penetration describes the effect of electrons in the channel being forced
deeper into the GaN buffer due to very high electric fields and subsequent high
electron velocities. In past research, as mentioned in Section 4.3, this term was
given as a constant Lg/2, determined by 2D simulations showing the band struc-
ture in the buffer layer. In this research, it was found that this constant value
contributed to a reduced pinch-off effect, where the curves at large negative gate
bias began to lift off and converge to the same gradient. At these points the active
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Figure 4.5.7: Effect of varying the constant buffer penetration value in the channel
simulator. The grey lines are the original simulation with the buffer penetration
set to Lg/3, and the orange lines are the same simulation with the buffer penetration
set to Lg/30. The drain voltage has been normalised and is consistent with other
normalised drain voltages throughout this thesis.
channel height and sheet electron density which were the primary controllers of
the characteristics up to this point, were effectively zero, with the current being
maintained primarily through the increased electron velocity. Varying the con-
stant buffer penetration depth changed the behaviour of the curves in this region,
proving the limiting factor to be here, as shown in Figure 4.5.7. The reason for
this behaviour not to have been noticed in past Q2D research could be due to
the device structures used, where active channel layers had larger band-gap or
p-doped materials below them, effectively confining the electrons and limiting
the possible buffer penetration depths.
To counter the limit imposed by the static buffer penetration, a novel energy
dependent buffer penetration model has been developed in this research to mod-
ulate the Lg/2 value, as defined by the term yb in Section 4.5. The method relies
upon the calculated electron energy, and states that as the electrons gain enough
energy they will begin to escape the quantum well and be forced deeper into the
buffer. Therefore, the new buffer penetration depth, yb, is dependent upon the
79
Chapter 4 GaN HEMT Simulation
depth of the well, the thermal energy and the average electron energy (4.104).
With a deeper quantum well (greater Eqw) the electrons require more energy to
escape. The idea is that the electrons under the gate have greater energy and are
hence forced deeper into the buffer layer, which in the simulation would extend
the effective Gaussian volume height. This additional height allows the channel
simulator to retain charge control when the channel height extracted from the
charge control look-up table reduces to zero.
yb,x =
Lg
2
·we,x −
3kBT
2
Eqw
(4.104)
where yb,x is the buffer penetration depth at node x in the channel, Lg/2 is the
original buffer penetration value, we,x is the average electron energy at the node x
and Eqw is the effective depth of the well in Joules when the device is unbiased.
Avalanche Breakdown
A further physical phenomenon accounted for in this GaN Q2D model is the
effect of impact ionisation and the resulting avalanche breakdown effect. This
occurs at high channel fields when the conducting electrons gain enough energy
to ionise other electrons upon impact, resulting in an increasing current from
source to drain. Compared to DCIV simulations without impact ionisation, the
drain current for an applied source current will increase, resulting in an increased
field and ultimately an upward curve at the high-field regions in the DCIV plots
(Figure 4.5.8).
To model this increased current, the drain current must be separated from
the applied source current. This is a simple process in this simulator, creating
a cumulative channel current, ICH , which replaces IS in the third term of the
E-field quadratic – equation (4.98). At each node in the channel simulator, the
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Figure 4.5.8: Illustration of the affect of avalanche breakdown on DCIV curves.
Dashed lines represent model results without avalanche model, the solid represent
the field-dependent avalanche breakdown.
effective ionisation rate for all the electrons, α, is calculated. The channel current
is then increased by integrating the resulting current increase over each step,
the effect accumulating with each additional node. The location and process of
the breakdown current modifications to the channel current are represented in
Figure 4.5.9, which illustrates the locations and effects of all currents discussed in
Sections 4.5 and 4.6.
The model used to calculate α and ICH,x is adapted from work originally by
Fulop (1967) using guidance from Wroblewski (1983) and given by equations
(4.105) and (4.106) [119, 120].
α = C · exp
−[EcritEss
]βAB (4.105)
ICH,x = ICH,x−1 + ID,x−1 ·α ·∆x (4.106)
where in this research C is 1.5× 107 m−1 [120], Ecrit is 3.8× 108 in GaN [121], Ess is
the steady-state electric field, ∆x is the channel node separation and βAB is 1. The
value of βAB varies between 1 [119] and 2 [120] in literature and can be used to
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optimise the breakdown current profile depending on the device. All these values
were determined through measurements of bulk GaN and GaN diodes by the
original authors. Equation (4.105) effectively describes the required integration
across the channel.
Gate Current Model
So far the current model has only defined the current between the source contact
and the drain contact. However, the third contact, the gate, also needs to be
considered to get a full description of the device current under DC and AC
conditions.
HEMT devices use metal-insulator-semiconductor gates similar to those found
in older silicon metal-[oxide/insulator]-semiconductor FETs (M[O/I]SFETs) where
a metal is bonded to a semiconductor with a very thin (< 5 nm) oxide insulator
layer between to reduce current leakage through the gate [122–124]. In reverse
bias operation for n-type depletion-mode FETs with a negative VGS , the gate
leakage current is reduced by four orders of magnitude compared to having no
insulator and can be neglected. In forward bias when the potential reaches the
same or higher as the built-in potential of the metal-oxide contact then conduction
occurs with an exponential relationship to the potential, degrading normal device
performance rapidly by reducing current flow from source to drain [28]. To
account for this phenomenon a gate conduction model must be included.
Three gate current models combine to form the overall effect of the gate on the
drain current: Schottky conduction, Frenkel-Poole conduction and field emission.
Schottky conduction is the most straight forward, a gate-channel potential, VGC ,
dependent conduction of electrons when the VGS > −VBI for the contact. The
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current density contribution is given by equation (4.107) [125].
Jsch = J0 ·exp
{
q ·VGC
n·kBT ·
[
1− exp
(
−q ·VGC
kBT
)]}
(4.107)
where VGC is the gate-channel potential difference (VGS +VBI −VCHAN ), n is the
ideality factor (normally 1.00 to 1.05) and J0 is the zero-bias diode current (4.108):
J0 = A
∗∗ · T 2 · exp
(
−q ·VBI
kBT
)
(4.108)
where A∗∗ is the Richardson constant.
Frenkel-Poole conduction accounts for electrons that are thermally excited
from the conduction band in either the semiconductor or insulator and carry
charge across the contact to the opposing material, depending on the applied
electric field. The equation defining the current density contribution from Frenkel-
Poole conduction is given by equation (4.109) [126].
JFP ≈ Ey,i · exp
−
q ·
(
VBI −
√
q·Ey,i
T ·i
)
kBT
 (4.109)
where Ey,i is the vertical electric field in the insulator and i is the permittivity of
the insulator.
Field emission is the effect of electrons tunnelling through the potential barrier
of the contact and its contribution to the current density is given in equation
(4.110) [126].
JFE ≈ E2y,i · exp
[
−4 ·
√
2m∗ · (qVBI )3/2
3q~Ey,i
]
(4.110)
where Ey,i is the vertical electric field in the insulator and m∗ is the effective
electron mass in the conduction band of the semiconductor.
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Figure 4.5.9: Illustration of the locations and effects of the conduction currents in
this model, showing how the avalanche breakdown and gate conduction currents
contribute to the overall channel conduction current.
The current densities are combined to give a total gate current contribution for
this channel step:
IG,x =
(
JSCH,x + JFP ,x + JFE,x
)
∆x ·Z (4.111)
where Z is the total finger width. The individual gate current contributions to the
overall drain current are illustrated in Figure 4.5.9.
Under reverse bias (negative gate-channel potentials) the gate acts like a diode,
with very little contribution to the overall current. Under forward bias conditions,
however, the gate conducts a lot of current and at a critical bias can even cause
catastrophic gate breakdown which can destroy devices [127, 128]. This makes
these models useful for determining the theoretical limits of physical devices to
help avoid unplanned device destruction during measurements, despite minimally
altering the results under normal operating conditions.
84
Chapter 4 GaN HEMT Simulation
4.6 Time-Domain Simulation
The GaN Q2D model can, to this point, be used to simulate DCIV characteristics.
Functionality can be extended by using the core channel simulator to generate
time-domain waveforms by applying sinusoidally varying signals to both the gate
and the drain, the flow of this type of simulation illustrated in Figure 4.6.1. This
methodology is replicating the process of measuring a physical device and exciting
the gate and drain individually.
Small-signal scattering parameters (S-parameters) can then be generated from
the output currents and voltages. S-parameters provide a crucial path to analysing
the characteristics of a device in RF and microwave conditions for engineers
across process, amplifier and circuit design. A number of modifications to the
formulated channel simulator are required for simulating in the time-domain to
give necessary frequency dependence to the amplitude and phase of the output
signals.
Displacement Currents
Discussed in Section 4.5.1 are the gate conduction currents that modify the channel
conduction current and, hence, the drain-source potential. The other modifications
to the channel conduction current in time-domain simulations come from two
"displacement" currents, the first of which being the gate displacement current,
IG,disp, and the second being the channel displacement current, ICH,disp.
The bias on the gate contact in a HEMT is separated from charge in the channel
by the thin barrier layers above the buffer layer, effectively forming a capacitor.
In steady-state operation the charges are not moving, so there are no changes
to the current. However, with a varying gate potential or source current the
charge carriers are displaced which causes instantaneous variations in the electron
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Figure 4.6.1: Flow chart showing the overall time-domain simulation, exciting
both the gate via VGS , and the drain via ID . The gate excitation section is high-
lighted in orange and the drain excitation section is highlighted in blue.
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densities, modifying the conduction current. Due to the finite rate of change of
charge with time, rapid variations of the gate-channel potential give frequency-
and charge-dependent output currents and potentials, similar to the operation of
a standard capacitor.
The necessary modifications are incorporated in this model following the work
by Pantoja et. al. [24], the derivation starting with Poisson’s equation (4.33) written
in terms of electric field (4.113). The displacement currents rely on the total device
charge in the Gaussian volume, so the equation is integrated over x, y and z:
 ·Ex ·Y ·Z = q ·ND ·∆X ·Y ·Z − q ·n·∆X ·Y ·Z (4.112)
q ·n·∆X ·Y ·Z = q ·ND ·∆X ·Y ·Z −  ·Ex ·Y ·Z (4.113)
where Ex is the lateral electric field, ND is the doping density, n is the electron
density,  is the permittivity of the material in the channel, ∆X is the channel
node spacing, Y is the active channel height plus the buffer penetration (Gaussian
volume height) and Z is the gate finger width. Note that the derivative of Ex with
respect to x removed the ∆X from the second term in (4.113).
The left-hand term in equation (4.113) is equivalent to the total conducting
charge in the current continuity, so (4.113) can be substituted into the current
continuity equation.
∂
∂t
(q ·n·∆X ·Y ·Z) = −∂qnν
∂x
(4.114)
∂
∂t
(q ·n·∆X ·Y ·Z) + ∂qnν
∂x
= 0 (4.115)
∂
∂t
(q ·ND ·∆X ·Y ·Z) − ∂∂t ( ·Ex ·Y ·Z) +
∂qnν
∂x
= 0 (4.116)
The first term in equation (4.116) represents the total change in charge under
the gate with respect to time, or the "gate displacement current", IG,disp. The second
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term represents the change in charge within the channel with respect to time, or
the "channel displacement current", ICH,disp. The charge in HEMTs is dominated
by the electron density, therefore the ND term in equation (4.116) is replaced by n,
which makes the change in ND ·Y term equivalent to the change in ntab, the sheet
electron density calculated in the charge-control within this simulator. Making
this substitution gives the core current equations for the time-domain channel
simulation as equations (4.117) and (4.118).
IG,disp =
∂
∂t
(q ·ntab ·∆X ·Z) (4.117)
ICH,disp = − ∂∂t ( ·Ex ·Y ·Z) (4.118)
Simulation Scheme
The derivatives in time must be discretised to work within the channel simulator,
so the gradient can be updated at each time-step. The discretisation scheme used
is the second-order backwards Euler (4.10), turning equations (4.117) and (4.118)
into equations (4.119) and (4.120) respectively.
IG,disp,t =
q ·∆X ·Z
∆t
(
3·ntab,t − 4·ntab,t−1 +ntab,t−2) (4.119)
ICH,disp,t = − ·Z∆t
(
3·Ex,t ·Yx,t − 4·Ex,t−1 ·Yx,t−1 +Ex,t−2 ·Yx,t−2) (4.120)
where Yx,i in (4.120) is the summation of the channel height and buffer penetration
at the node x, time-step i (4.121).
Yx,i = ych,x,i + ybp,x,i (4.121)
Equations (4.119) and (4.120) are used within the modified time-domain chan-
nel simulator. IG,disp is subtracted from the conductive current at each step along
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the channel along with the gate conduction current, as the gate currents travel
from the source and drain and "out" the gate, as illustrated in Figure 4.5.9. Once
these effects are removed from the conducting current all remaining current flows
in the lateral axis from source to drain. ICH,disp can then be subtracted from this
remaining conduction current. As the channel displacement current is dependent
upon the electric field, which in turn is dependent upon the resulting conduction
current, ICH,x, the solution must be iterated using the Newton-Raphson method
until a stable conduction current is found. The flow for this alternating current
(AC) channel simulator is shown in Figure 4.6.2.
This dependence of ICH,disp upon electric field means the magnitude is greater
under the gate and peaks at the drain edge of the gate. Both the displacement
currents can be positive or negative, depending upon the phase along the time-
domain voltage wave.
Scattering Parameters
Scattering or ’S’-parameters are calculated from the small-signal output from
the gate and drain excitation time-domain simulations. Small signal refers to
the amplitude of the AC component of the gate- or drain-source potential of
the applied signal being small enough for the device output to remain linearly
dependent on the input.
The gate-source potentials, gate currents, drain-source potentials and drain
currents for both the gate excitation (small sinusoidal signal applied to the gate
contact) and drain excitation (small sinusoidal signal applied to the source cur-
rent) are stored for each frequency. These results can then be used to calculate
admittance, or ’Y’-parameters, and impedance, or ’Z’-parameters, before being
converted to S-parameters which can be used to judge device performance [129].
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ΔE(t) < tol?
x = xdrain?
yes
no
yes
no
Set initial gate potential array
Calculate initial channel parameters at source 
Iterate one node along channel
Calculate channel voltage: 
VDS(x) = VDS(x-1) + dx*E(x-1)
Calculate energy & momentum relaxation 
terms
Calculate electron energy and steady-state 
E-field
Calculate electron mobility and velocity
Extract stored sheet density and channel 
height for this VDS & LFG
Calculate channel displacement current
Calculate gate displacement and gate 
conduction currents
Calculate lateral field gradient
Calculate E-field
Calculate breakdown and apply to channel 
conduction current
Calculate drain-source potential and 
cumulative gate current
Remove gate currents from conduction 
current for this node
Remove channel displacement current from 
conduction current
END
START
Figure 4.6.2: Flow chart showing the AC channel simulator. The modifications to
the DC channel simulator are highlighted in green: the gate displacement (4.117)
and conduction currents (4.111) subtracted from the channel conduction current
at each node and the Newton-Raphson loop to find the channel displacement
current (4.118) and subtract from the channel conduction current.
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This method of conversion is used to enable the inclusion of parasitic ca-
pacitances and impedances from contact-contact interactions and interactions
fixtures [24, 45, 47, 130].
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Simulation Results
Validation of the GaN Q2D model presented in this research has been performed
against commercial 2D simulation packages, pulsed IV (P-IV) measurements, and
S-parameter measurements. The 2D simulation packages were used to confirm
the correct internal behaviour of the charge-control, e.g. conduction band profiles,
electron densities, and channel simulator, e.g. electric fields, mobility profiles,
for simple MESFET and AlGaAs HEMT structures. The P-IV measurements were
isodynamic and isothermal and allow for a direct comparison to the full DC GaN
HEMT simulator. S-parameters were used to test the AC GaN HEMT simulator.
The GaN HEMT devices modelled with the complete simulator in this research
are 0.15µm gate-length InAlN/AlN/GaN HEMTs with total finger width (Zf ) of
100µm. The devices are grown upon a silicon substrate and the GaN is grown
with a Wurtzite crystal structure. The gate contact is a metal-oxide-semiconductor
structure with a gold metal and aluminium-oxide insulator. The surface of the
devices are passivated with the same oxide insulator. The structure is shown
previously in Figure 3.3.1 and in more detail in Figure 5.0.1. The process is
intended for low-power 5G communication power amplifiers.
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Figure 5.0.1: InAlN/AlN/GaN transistor process simulated by complete Q2D
simulator.
5.1 Internal Parameter Validation - MESFET
Commercially available 2D simulators were used to gain insight into the internal
operation of the Q2D simulator, information which can not be physically assessed
via measurements, such as the conduction band structure and channel depth. The
2D TCAD software used was Silvaco’s ATLAS® simulation package. This was used
because of its widespread use within industry to model transistor processes and
its adaptability for many material types and configurations.
The initial device used to validate the internal parameters against the Silvaco
simulations was a 0.5µm GaAs MESFET with the dimensions of the heterostruc-
ture shown in Figure 5.1.1. This device was chosen as it was a readily available
model within Silvaco with most physical parameters (material properties, mobility
model etc.) easily accessible to be replicated by the Q2D simulator. Modifying the
Q2D simulator to match the Silvaco simulator is a straight-forward process, how-
ever, modifying the Silvaco simulation for more complex device structures and
materials, and ensuring all physical processes are comparable is non-trivial, there-
fore initially only this simple MESFET structure was compared in this manner.
Using a MESFET also enabled the channel simulation properties to be evaluated
93
Chapter 5 Simulation Results
n-GaAs
UID-GaAs
gate
1.0 um
0.1 um
0.5 um
1.5 um
Doping Density10
Figure 5.1.1: Cross-section of the 0.5µm GaAs MESFET simulated in both the 2D
Silvaco ATLAS simulator and the Q2D simulator to validate the basic channel
simulator equations. The plot to the right shows the normalised doping density,
showing the smoothed transition from the doped n-GaAs layer to the unintention-
ally doped (UID) GaAs layer.
separately from the novel aspects of the HEMT charge-control and ensure a direct
comparison.
Figure 5.1.2: Lateral field Q2D simulation results for a GaAs MESFET compared
with Silvaco’s ATLAS® 2D simulation result.
The lateral field gradient from the Q2D was compared with the 2D simulations
by taking the horizontal cut of electric field across the peak of the electron density,
i.e. the 1D strip simulated by the Q2D channel simulator. As can be seen in
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Figure 5.1.2, the Q2D follows the Silvaco profile well across the source-drain
length. The apparent lower peak electric field in the Q2D result could be a factor
of differing mobility models, changes due to variable nodal spacing in Silvaco, or
small differences in material parameters. It is not possible to determine which
of the simulators is giving the correct absolute result, so these comparisons are
used to compare general behaviours and magnitudes of the parameters. The
match is reasonable enough to demonstrate the validity of the electric field values
and by association the quadratic in the channel simulation (4.98) derived in
Section 4.5.The match demonstrates the validity of the method used to merge
of the charge-control look-up term (4.95) into the Gaussian channel simulation
scheme in particular. An incorrect formulation would lead to fatal simulation
errors, giving erroneous results and convergence failures – as seen during the
development process.
Figure 5.1.3: Effective sheet electron density results from the Q2D simulation of a
GaAs MESFET compared with Silvaco’s ATLAS® 2D simulation results.
The effective sheet electron density was extracted from the Silvaco simulation
by integrating the electron density from the depletion depth to the base of the full
peak (the edge of the doped layer) in the same way the Q2D calculates the sheet
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Figure 5.1.4: Channel potential results from the Q2D simulation of a GaAs MES-
FET compared with Silvaco’s ATLAS® 2D simulation results.
charge density term in the charge-control. Figure 5.1.3 shows the results of the
comparison. The initial electron density outside the gate region (0.5 µm - 1 µm)
gives excellent agreement, with the trend of the Q2D method’s electron density to
decrease from the source edge of the gate to the drain edge following the trend
of Silvaco. The disparity at the drain-edge of the gate where the Silvaco density
drops sharply before rising reflects the electric field peak seen in Figure 5.1.2.
This is again likely due to the mesh grid in Silvaco which becomes more dense
at this edge than the Q2D which has a constant nodal spacing, as well as minor
differences in the mobility model and material parameters. The match regardless
supports the model used to calculate the source-channel potential.
Figure 5.1.4 shows the potential in the channel across the device length from
source contact to drain contact. The good agreement in profile, including the final
value at the drain edge (the drain-source potential) further supports the validity
of the core equations.
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Figure 5.2.1: Cross-section of the channel region of the AlGaN/GaN HEMT sim-
ulated in Silvaco ATLAS and compared with the GaN Q2D simulator. The total
device depth from gate to substrate is 1.5 µm.
5.2 Internal Parameter Validation - HEMT
Once the core equations were validated against the MESFET structure, the internal
parameters of the more complex HEMT charge-control and channel simulator
could be validated against simulations. A GaN HEMT structure came built into
the ATLAS simulation environment and the Q2D simulator was set up to the
same specifications to enable validation of the primary internal parameters of
the HEMT charge-control. The HEMT heterostructure used a 1x1020 m−3 donor
doped aluminium gallium nitride (AlGaN) supply layer above an undoped GaN
buffer layer. A cross-section highlighting the channel region is shown in Figure
5.2.1. The total device depth extended to 1.5 µm.
Figure 5.2.2 shows a cutline from the surface to the substrate of the Silvaco 2D
simulation compared with a single slice from the Q2D charge-control. The surface
potential is at -3 V and the drain-source potential for the Silvaco simulation is at 15
V. The lateral field gradient in the channel at this vertical cutline is -1x1013 Vm−2.
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The Q2D model is set to these same parameters. The profiles of the conduction
bands show very good agreement from the heterojunction to the substrate, with the
flattening of the conduction band from the heterojunction to roughly 600 nm due
to the lateral field gradient effect discussed in Sections 4.4 and 4.5. The electron
density peaks show good agreement, however, the peak of the Q2D electron
density is 30% lower than that of Silvaco and slightly broader. This difference is
likely due to minor differences in the material properties and mesh sizes causing
differences in the approximation of the conduction band discontinuity. Due to the
broader Q2D electron density peak, the total electron density in the two channels
is within 10% and proves the validity of the Q2D HEMT charge-control.
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Figure 5.2.2: Comparison between a vertical cutline of the Silvaco ATLAS sim-
ulator and the GaN Q2D charge-control for an AlGaN/GaN HEMT structure
showing a) the linear scaled electron density peak and conduction band profile at
the channel of the two simulations and b) the logarithmic scaled electron density
peak and linear scaled conduction band profile from the surface to the substrate.
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Figure 5.3.1: Conduction band and electron density profiles of an In-
AlN/AlN/GaN HEMT at surface-substrate potentials of -1.5 V (solid lines) and
-2.0 V (dashed lines) at a lateral electric field gradient of 0.0 Vm−2.
5.3 Internal Parameters - InAlN HEMT
Displayed in Figures 5.3.1 and 5.3.2 are example conduction band profiles with
electron densities and polarisation induced charge densities respectively from the
charge-control of the InAlN/AlN/GaN HEMT modelled by the GaN Q2D. Due
to the complex nature of the InAlN/AlN/GaN heterostructure and the lack of
available, in-built data for the comlex alloys, 2D simulations were not performed
for this device. The means for validating this model were the pulsed IV and
small-signal S-parameters discussed in Sections 5.4 and 5.6 respectively.
The conduction band profiles in both figures show the large conduction band
discontinuity caused by the AlN barrier between the InAlN and GaN epitaxial
layers. The sharp well is a direct result of the polarisation induced positive charge
density formed in the AlN material at the interface with the GaN, as shown in
Figure 5.3.2. The narrow 2DEG channel seen in Figure 5.3.1 pulls the well down
further.
Displayed in Figures 5.3.3-5.3.9 are the profiles of the channel parameters
of the InAlN/AlN/GaN HEMT simulated by the GaN Q2D. All results in these
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Figure 5.3.2: Conduction band and polarisation induced charge density profiles
of an InAlN/AlN/GaN HEMT at a surface-substrate potential of -2.0 V and a
lateral electric field gradient of 0.0 Vm−2. The polarisation induced charge density
is independent of the potential.
figures are taken at a VGS of −1.4 V which is in the middle of the bias plane
between 0 V and pinch-off.
The extreme peaks at the drain-edge of the gate in Figures 5.3.3 and 5.3.4
illustrate the need for the GaN HEMT Q2D to account for the 2D field effects
in the charge-control. The lateral electric field gradient in the HEMT, shown in
Figure 5.3.4 is of the order of 1015Vm−2 at the drain edge of the gate which is 2
orders of magnitude larger than in the MESFET. At this magnitude the assumption
that the lateral electric field term within the charge control is zero, as applied to
the MESFET model, no longer holds.
Figure 5.3.5 shows that under the gate the value of electron density drops
virtually to zero, with the main charge supplied via the lateral field gradient term,
as discussed in Section 4.5.
Figure 5.3.6 shows the channel potential from source to drain. The gradient of
the source-gate and gate-drain region gives insight into the channel resistance. In
this device, the resistance is very low so little potential is dropped across these
regions.
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Figure 5.3.3: Lateral field Q2D simulation results for the InAlN/AlN/GaN HEMT
at VGS = −1.4 V.
Figure 5.3.4: Lateral field gradient Q2D simulation results for the In-
AlN/AlN/GaN HEMT at VGS = −1.4 V. This value is the constant δE/δx term
in the charge-control equation (4.59) and used to call the sheet electron density
from the look-up tables, as well as the value which preserves charge conservation
in the channel simulation quadratic (4.98).
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Figure 5.3.5: Effective sheet electron density results from the Q2D simulation
of the InAlN/AlN/GaN HEMT at VGS = −1.4 V. Under the gate the value drops
virtually to zero, with the main charge supplied via the lateral field gradient term
that removed much of the charge in the vertical charge-control simulations.
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Figure 5.3.6: Channel potential results from the Q2D simulation of the In-
AlN/AlN/GaN HEMT at VGS = −1.4 V. The drain voltage has been normalised
and is consistent with other normalised drain voltages throughout this thesis.
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The plot in Figure 5.3.8 shows the simulated steady-state electric field depen-
dent mobility. The steady-state field dependence is given from many electron
scattering processes and at high field it can be seen to reach a steady-state value
(the flat region from the drain edge of the gate) where the field is so high that
any scattering effects are negligible compared to the force exerted by the field
on the electrons. The electron velocity along the channel is shown in Figure
5.3.7, although it is not directly used within the model. What it does show is the
extreme electron temperatures involved and how the current can be maintained
with very few charge carriers. The sharp profile of the velocity in comparison to
the other variables can be attributed to the rough nature of the mobility within
the gate-drain field extension region.
The electron energy profiles are shown in Figure 5.3.9. The profiles spread
more in x than the lateral electric fields due to the energy and momentum relax-
ation rates that determine how quickly the electrons respond to changes in the
field. Figure 5.3.10 shows the subsequent electron temperature within the channel.
The temperature is of the same order as that seen in work by Snowden and Loret
at 20,000 K [117]. The value given in their paper is 8000 K, but is for a MESFET
device which is known to have lower electric fields and hence electron velocities.
These extreme velocities show the necessity of accounting for hot electron effects.
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Figure 5.3.7: Average electron velocity results from the Q2D simulation of the In-
AlN/AlN/GaN HEMT. This is really a proxy of the mobility calculation, but shows
the high temperatures involved in GaN HEMTs and the subsequent necessity for
the electron energy/velocity overshoot model.
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Figure 5.3.8: Mobility results from the Q2D simulation of the InAlN/AlN/GaN
HEMT at VGS = −1.4 V.
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Figure 5.3.9: Average electron energy results from the Q2D simulation of the
InAlN/AlN/GaN HEMT at VGS = −1.4 V.
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Figure 5.3.10: Average electron temperature results from the Q2D simulation of
the InAlN/AlN/GaN HEMT at VGS = −1.4 V.
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5.4 DCIV Simulations
One of the biggest challenges during the development of the GaN Q2D was to
ensure the DC channel simulator produced realistic ID-VDS characteristics, which
show how the gate controls the channel conduction and can be used to calculate
the transconductance of the device. Pulsed IV measurements were taken of a
fabricated InAlN/AlN/GaN device to validate the Q2D simulation of the same
device. Pulsed IV measurements are current-voltage measurements taken after
potential pulses are applied over short time periods between the source and both
the gate and drain contacts. By selecting the quiescent biasing conditions (gate-
source and drain-source potentials before the pulse) to be at hard negative or zero
gate-bias the state of the charge traps can be set to known conditions for each
of the pulsed IV measurements, as illustrated in Figure 5.4.1. The pulse widths
and duty cycle1 can be set to make the measurements isodynamic i.e. preventing
the capturing or emitting of charges, and isothermal i.e. not allowing the device
to dissipate enough power to self-heat during each measurement. With device
heating and trap effects made negligible, a true comparison can be made between
the simulated and measured results.
The pulse widths and delays for the isodynamic pulsed IV measurements taken
on the InAlN/AlN/GaN devices are shown in Figure 5.4.2. The delays between
each measurement window were set after transient measurements of the input
and output bias pulses were taken, showing that each pulse spiked and oscillated
for roughly 200ns before reaching the desired steady-state value. The input (gate-
source potential) needed to be set before the output (drain-source potential) to
prevent a large VDS drawing a large amount of current through a fully open device
and damaging or destroying it, therefore the 300ns delays were added.
1Percentage representing the ratio between time the pulse width and the total time for each
measurement.
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Figure 5.4.1: Diagram illustrating the variation of filled states (trapped electrons
or holes) with device biasing. At a greater gate or drain bias the surface-channel
potential difference denoted here by the height of the conduction band at the left
of the plot (surface of the heterostructure) is pulled upwards (State B), pushing
more trap states above their ionisation energy and subsequently releasing the
captured electrons or holes.
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Figure 5.4.2: Histogram showing the bias timing delays and pulse widths used to
generate isodynamic, isothermal current-voltage characteristics for the measured
device. The total time window for each measurement was 250µs making the total
duty cycle for each individual IV bias point 0.5%. The input and output pulses
are the bias applied to the gate and drain respectively.
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a)
b)
c)
Figure 5.4.3: Setup for the on-wafer P-IV measurements on the InAlN/AlN/GaN
device; a) probes and wafer within probe station, b) temperature controlled envi-
ronment in probe station, c) device measured.
All measurements were taken on-wafer within a temperature controlled MPI
probe station using a Keysight N5245A PNA-X Microwave Network Analyzer
attached to an AMCAD BN106-AM200 P-IV system. The probes used were MPI
T26A GSG150s. Figure 5.4.3 shows the wafer and device within the measurement
setup.
The result of the simulation compared with measurements are shown in Figures
5.4.4 and 5.4.5. Figure 5.4.4 shows a reduced IV plane with the results of separate
gate biases colour-coded to aid visualisation of the alignment.
Figure 5.4.5 shows the full IV results over a range of VGS from −0.0 V to −3.6 V
in steps of 0.2 V. The IV characteristics show good agreement with measurement.
The saturation region gradient is consistent with measurement and the simulated
threshold voltage is within 0.2V of the measured value across the bias range. The
latter threshold voltage can be seen more clearly in Figure 5.4.6 where the drain
current, ID is plotted against VGS . The main area of the characteristic with less
agreement is near the knee voltage above VGS of −0.6 V. This could be due to
variability in the fabrication process that is difficult to measure, such as epilayer
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Figure 5.4.4: Simulated isothermal, isodynamic ID-VDS output characteristics for
the InAlN/AlN/GaN device. The solid lines represent the simulation results and
the crosses represent measured data points. The colours correspond to the gate
bias at which the curves were taken. The drain voltage has been normalised and is
consistent with other normalised drain voltages throughout this thesis.
thickness variability, the roughness of the heterointerface being less than expected,
or the surface potential (after passivation) is lower than expected. Some of these
physical parameters, as well as physical constants such as background doping
density and electron mass in particular alloys, have known error ranges. Working
within the reasonable limits of these physical uncertainties the values used within
the simulator have been adjusted to give a better match to the fabricated devices.
This is a useful characteristic of physical models, which can give information
on the physical properties of the devices. It was used to define the increase
in epitaxial structure quality between batches of the devices by evaluating the
reduction in low-field mobility required in the model to match a particular wafer.
A closer match to the measurements could theoretically be achieved by adjusting
the physical parameters further, but with the large number available to change,
further optimisation would be time-consuming. At this stage there is still good
agreement achieved in the saturation region of VGS −0.8 V and below, making the
model useful for general predictions of performance.
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Figure 5.4.5: Simulated isothermal, isodynamic ID-VDS output characteristics for
the InAlN/AlN/GaN device (red lines) compared with measured pulsed IV data
(black crosses). The curves are from separate VGS from −0.0 V (top line) to −3.6 V
(bottom line in pinch-off) in steps of −0.2 V. The drain voltage has been normalised
and is consistent with other normalised drain voltages throughout this thesis.
5.5 Small-Signal Time Domain Characteristics
The first step in calculating small-signal scattering (S) parameters using the Q2D
method is to generate VGS , VDS , ID and the new gate displacement current, IG,
under different AC conditions. The method used is the same as that of Snowden
and Pantoja [43] and involves applying oscillating potentials to both the gate
contact whilst keeping the drain-source DC biased, and to the drain-source contact
whilst keeping the gate-source DC biased. Measuring the resulting AC components
of the gate current, drain current and drain-source potential for both the gate and
drain excitation simulations means we can use these values to calculate admittance
(Y) parameters, and in turn scattering (S) parameters, using the relationships given
in Appendix A.
Figure 5.5.1 shows the direct AC simulation output currents and voltages
against time over a single time-period for the gate excitation. It can be seen
how the phase between the input VGS and the output VDS and IG changes as
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Figure 5.4.6: Simulated isothermal, isodynamic ID-VGS transfer characteristics
for the InAlN/AlN/GaN device (red lines) compared with measured pulsed IV
data (black crosses). The curves are from separate VDS .
the frequency increases. Figure 5.5.2 demonstrates the same, but for the drain
excitation simulation.
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Figure 5.5.1: Time-domain simulation with a signal applied to the gate contact
via VGS , showing the output drain-source potential, VDS , and gate-displacement
current, IG. The simulation is performed at 28 GHz with a quiescent bias point
of VGS = −0.69 V and ID = 147 mA. The source current, IS , is kept static at the
quiescent bias point. The drain voltage has been normalised and is consistent with
other normalised drain voltages throughout this thesis.
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Figure 5.5.2: Time-domain simulation with a signal applied across the channel
(between drain and source) via IS , showing the output gate-source potential,
VGS , and gate-displacement current, IG. The simulation is performed at 28 GHz
with a quiescent bias point of VGS = −0.69 V and ID = 147 mA. The gate-source
potential, VGS , is kept static at the quiescent bias point. The drain voltage has been
normalised and is consistent with other normalised drain voltages throughout
this thesis.
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5.6 Small-Signal S-Parameters
More relevant to the microwave engineer are the S-parameter measurements. The
S-parameter measurements are calculated from both the gate and drain excitation
time-domain waveforms, shown in Figures 5.5.1 and 5.5.2, using the relationships
given in Appendix A. The same un-doped InAlN/AlN/GaN HEMT model was
simulated from 1 GHz to 50 GHz to validate against measurements.
Figure 5.7.4 shows the GaN Q2D S11, S22, S12 and S21 S-parameters compared
with measurements taken at a bias point of VGS = −0.69 V and ID = 147 mA.
The fit to measurement is excellent on S11, S12 and S21, verifying the validity of
the time-domain model. S22 shows a significant shift, as well as a low-frequency
divergence. Similar effects have been observed in other models for silicon (Si)
substrate GaN devices such as this one [131]. The additional conductive and
reactive effects have been attributed to parasitic conduction through the silicon
substrate, formed due to the lower resistivity of the layer caused by the GaN/Si
lattice mismatch induced defect conduction. Additional parasitic networks were
suggested to incorporate this effect, but have not been implemented in this work.
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Parameter Reference Value
Inx−1AlxN Barrier 8 nm
Inx−1AlxN Aluminium Mole Fraction 86%
Gate Length 0.15 µm
Table 5.1: Physical parameters of reference process for the parameter variation
figures. Simulations using these parameters are shown in red in Figures 5.7.1,
5.7.2 and 5.7.3.
5.7 Physical Parameter Variation
The GaN Q2D is a physical model, as discussed in Section 2.3, which means that
the changes to output IV and small-signal characteristics due to physical process
changes can be modelled. Figures 5.7.1, 5.7.2 and 5.7.3 demonstrate this capability
by presenting the output from three simulations with different heterostructure
barrier layer (Inx−1AlxN ) thicknesses, gate lengths and barrier aluminium mole
fraction respectively. The curves are simulated for VGS = [-1.5 V, -2.5 V, -3.5 V]
with all other physical parameters held static as the parameter of focus is varied.
The red lines in each figure are used as a reference, remaining the same through
all three figures with parameters shown in Table 5.1.
Figure 5.7.1 shows the effect of increasing the barrier layer thickness (height)
from 8nm to 12 nm. Figure 5.7.2 displays the effect on ID-VDS curves of increasing
the gate length. Increasing the gate length has the expected effect of reducing the
overall drain current. Figure 5.7.3 shows the effect of increasing the aluminium
mole fraction of the barrier layer. The curves are very sensitive to the slight changes
in aluminium mole fraction, the current increasing with increasing fraction.
The validated small-signal model has also been used to demonstrate the physi-
cal parameter dependence of the S-parameters using the same process variations.
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Figure 5.7.1: ID-VDS simulation results for three InAlN/AlN/GaN device setups
with varying InAlN barrier layer thickness, all simulated for VGS = [-1.5 V, -2.5
V, -3.5 V]. The drain voltage has been normalised and is consistent with other
normalised drain voltages throughout this thesis.
Figure 5.7.2: ID-VDS simulation results for three InAlN/AlN/GaN device setups
with varying gate lengths, all simulated for VGS = [-1.5 V, -2.5 V, -3.5 V]. The
drain voltage has been normalised and is consistent with other normalised drain
voltages throughout this thesis.
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Figure 5.7.3: ID-VDS simulation results for three InAlN/AlN/GaN device setups
with varying InAlN barrier layer thickness, simulated for VGS = [-1.5 V, -2.5 V, -3.5
V]. The drain voltage has been normalised and is consistent with other normalised
drain voltages throughout this thesis.
The parameters in Table 5.1 are again used as the red reference characteristics in
the following figures.
Figure 5.7.5 shows the dependence on barrier layer height. It can be seen
that the barrier layer height has a large influence on the gain shown by S21. A
significant drop-off in gain with frequency is also evident. Figure 5.7.6 shows
the dependence on gate length. The difference between a 0.15 µm gate length
and a 0.25 µm gate length is surprisingly minimal when the device is kept at the
same bias point. An increased impedance can be observed in S22 from the larger
gate length, but otherwise only a shift in frequency occurs.Figure 5.7.7 shows
the dependence on the aluminium mole fraction of the InAlN barrier layer. No
substantial changes occur due to this alteration, besides a potentially anomalous
shift in the 0.86 mole fraction S22 curve.
In this chapter the 2D simulations and DC-/P-IV and small-signal measure-
ments have been used to validate the GaN Q2D model and simulator. The sim-
ulator has shown good agreement in the key areas of the ID-VD curves and S-
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parameters. The biggest exception to this good agreement is the S22 characteristic
where the disparity has been attributed to the increased conduction through the
substrate due the the GaN on Si substrate construction. It has been shown that
the Q2D can successfully simulate GaN HEMTs, can be used to investigate fabri-
cated devices, and can predict the performance changes due to physical process
alterations such as gate-length, epitaxial layer thickness and alloy composition.
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Figure 5.7.4: Comparison of measured and simulated S-parameters for a 0.15
µm InAlN/AlN/GaN HEMT over a frequency range of 1 GHz to 50 GHz, at a
quiescent bias of VGS = −0.69 V and ID = 147 mA.
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Figure 5.7.5: Simulated S-parameters showing the effects of varying the InAlN
barrier layer height. Simulated on a 0.15 µm InAlN/AlN/GaN HEMT over a
frequency range of 1 GHz to 50 GHz, at a quiescent point of VGS = −0.69 V and ID
= 147 mA.
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Figure 5.7.6: Simulated S-parameters showing the effects of varying the gate
length. Simulated on an InAlN/AlN/GaN HEMT over a frequency range of 1 GHz
to 50 GHz, at a quiescent point of VGS = −0.69 V and ID = 147 mA.
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Figure 5.7.7: Simulated S-parameters showing the effects of varying the alu-
minium mole fraction of the InAlN barrier layer. Simulated on a 0.15 µm In-
AlN/AlN/GaN HEMT over a frequency range of 1 GHz to 50 GHz, at a quiescent
point of VGS = −0.69 V and ID = 147 mA.
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Gallium nitride is gaining prominence in the field of microwave FET power am-
plifiers as a semiconductor material of choice because of its enhanced properties
enabling increased power densities, higher breakdown voltages and improved elec-
tron mobilities that solve many of the issues faced by the wireless communications
industry when moving towards 5G. Additional development into new gallium
nitride (GaN) FET heterostructures that include undoped, intentionally strained
materials to meet higher-frequency demands are adding further complexity to the
design and fabrication of the transistor. These new challenges require improved
computer models and simulations to be used within the design process to enable
physical parameter optimisation before fabrication and reduce design cycle times.
The intention of this research was to produce a simulator that filled this role
for GaN devices, incorporating quantum, polarisation and velocity overshoot
effects within a fast quasi-two-dimensional simulator for use under static DC and
dynamic AC conditions.
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6.1 Model and Simulation
This work has produced a physics-based charge-control model which solves the
coupled, self-consistent Poisson-Schrödinger equations, whilst accounting for
mole-fraction dependent band structures and polarisations, within an efficient
Newton-Raphson framework. Including the lateral field gradient term in the
charge model accounts for the highly two-dimensional electric fields found in
the channel under the edges of the gate and shown in 2D HEMT simulations.
The lateral field gradient input combined with the surface-channel potential
difference gives control over the charge to produce look-up tables to store the
characteristic behaviours. The observed band structures, polarisation induced
charge densities and combined quantum and classical electron densities have
shown good agreement with the literature [61, 132, 133].
The thin epilayer thicknesses of the HEMT devices highlighted an issue in
the charge-control, by forcing the use of a very small nodal spacing in the y-
direction. To accurately model the conduction band profile of these layers whilst
still simulating deep enough into the device to ensure the conduction band profile
was representative of the real device, the number of nodes reached circa 3000.
The Newton-Raphson scheme required a very low tolerance to achieve a uniform
charge-control surface and hence the number of iterations to ensure consistent
sheet electron density look-up surfaces led to long computation times when gen-
erating the tables (50x greater than a 600-point IV simulation). Fortunately, this
charge-control simulation is only performed at the start of device simulations and
the surface is applicable at all bias-points in the VGS ’map’.
The Q2D charge model has then been incorporated within an efficient quasi-
two-dimensional channel simulation to obtain quasi-static drain currents and
drain-source potentials resulting from applied source currents and gate-source bi-
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ases. The transport solutions combined with the charge-control solutions account
for electric field gradients, charge conservation and current conservation in both
the x- and y-directions. This is the first time a full charge-conservative model using
the lateral field gradient has been implemented in a quasi-two-dimensional model.
Electric field-dependent charge transport properties have been incorporated via
an electric field-dependent electron mobility model based on results from Monte-
Carlo simulations in literature, accounting for charge-lattice and charge-charge
scattering effects. The electric field, charge and velocity distributions, along with
ID-VDS results have shown excellent agreement to 2D GaN MESFET and GaN
HEMT simulations performed in the Silvaco simulation environment.
The channel simulator has then been developed to incorporate what the author
believes to be the first electron energy and momentum relaxation model for GaN
used in a FET model, in order to account for velocity overshoot effects and electron
heating. This hot-electron model was used to create a novel electron energy-
dependent buffer injection model in the simulator, providing additional current
over previous static injection depth models, to give the characteristic ID-VDS
saturation region gradient and pinch-off observed in measurements.
Further development of the channel simulator added both a channel and a
gate displacement current model, along with a gate conduction model. These
additions enabled small-signal RF time-domain simulations to be performed for
both gate and drain excitation, with resulting waveforms being used to generate
S-parameters. Admittance (Y) and impedance (Z) parameters were used as inter-
mediate steps between the transient currents and voltages and the S-parameters
to incorporate parasitic elements of the real device, enabling direct comparison to
measurements.
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6.2 Physics and Operation of GaN HEMTs
The GaN Q2D method has been used to model a complex, undoped InAlN/AlN/GaN
HEMT device used in 5G communications, producing band profiles and 2DEG
sheet densities in good agreement with literature and 2D simulations. The sim-
ulator has also demonstrated its ability to investigate the overall dependency of
performance on physical process changes such as alterations to the epitaxial layers,
layer thicknesses and materials, as well as changes to geometry such as the gate
length.
A dramatic dependence of the device operation on polarisation has been shown
using the Q2D model. In conventional devices such as pHEMTs there is a doped
electron supply layer, whereas in InAlN/AlN/GaN devices the primary contrib-
utor to the sheet electron density is the polarisation. Polarisation is particularly
sensitive to the aluminium mole fraction in the InAlN layer which alters the lat-
tice constant and subsequently the strain formed across the AlN layer and at the
heterointerfaces. Variations of only 4% in aluminium mole fraction dependence
saw a 12% shift in sheet electron densities and subsequent pinch-off shift of 0.5 V.
This variation would be exacerbated by variations in the fabrication process itself
as the lattice strain is also dependent upon temperature fluctuation during growth,
differences in thermal expansion coefficients of the materials (which are also de-
pendent upon aluminium mole fraction), impurities and layer thicknesses [108].
This sensitivity would have significant negative impacts upon the repeatability of
devices with this process during production, as accuracy of the fabrication would
have to be extremely high.
Another consequence of the InAlN/AlN/GaN structure is that at high surface-
channel potentials (caused by large negative gate biases and/or large drain-source
potentials) the quantum well fully depletes and the remaining electrons are
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pushed deep into the GaN buffer. The effect of this in the Q2D model is an
extension of the lateral electric field into the gate-drain region, which can cause
breakdown if it extends to the drain contact. The extension of the lateral field is
a consequence of the reduced electron density which would normally damp the
electric field. In undoped devices without the supply of electrons from a doped
upper layer, this effect is more pronounced once the 2DEG (the only source of
electrons) is depleted. Adding an n-doped ’back-layer’ within the GaN buffer of
these devices has been seen in the charge model to increase the confinement of
both the quantised and classical electrons, raising the overall electron density
along the channel and reducing the lateral electric field extension.
6.3 DC and Small-Signal Application
Pulsed, isothermal simulations of the InAlN/AlN/GaN HEMT device showed good
agreement with measurement. Pinch-off characteristics and the saturation region
gradient were very similar to measurements taken under the same conditions.
Despite the good match to measurements within the saturation region, the
knees on the ID-VDS simulated characteristics were softer than the pulsed mea-
surements which was more apparent in the ID-VGS at a lower value of VDS . It had
already been noted that the low-field mobility (included as a parameter in the
mobility model) needed to be significantly lower than literature values for bulk
GaN in order for the VDS to agree. Measurements from an available later iteration
of the physical device, taken under non-isothermal DC conditions, showed a sig-
nificant increase in low-field mobility via an increased gradient within the ohmic
region of the ID-VDS characteristics. Increasing the GaN Q2D simulator’s low-field
mobility to a value corresponding to that found in literature for bulk GaN, and
comparing with these measurements showed a near exact match, with a reduced
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Figure 6.3.1: Comparison of pulsed Q2D (isothermal) results with DC non-
isothermal measurements taken on a device with an improved design and process.
The Q2D simulation was performed with a low-field mobility matching that given
in literature for bulk GaN of 0.081 m2V −1s−1.
discrepancy in the knee voltages than seen previously, shown in Figure 6.3.1. This
experiment demonstrated a potential use of the Q2D technique to provide insight
on fabricated devices, in addition to assisting with the design process.
Small-signal RF time-domain simulations were performed with the undoped
InAlN/AlN/GaN model. The results show very good agreement to measurement in
S11, S12 and S21. The reduced impedance seen in the measured S22 was attributed
to conduction through the silicon substrate due to the high conductivity of silicon
and defect related charge transport, which was not included at this stage of the
model. The disparity with measured data has been observed in other physics-
based simulators for GaN-on-Si substrate devices and equivalent circuit models
have been suggested in the literature to account for this effect, but have not been
applied in this research.
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The simulator presented in this research, having successfully simulated small-
signal characteristics, has achieved its primary aim of developing a rapid, physics-
based quasi-two-dimensional simulator for GaN HEMTs. It has successfully
modelled complex undoped strained FETs and demonstrated the ability to pre-
dict the performance changes due to variations in the heterostructure materials
and dimensions, and device geometries, as well as provide insight into process
improvements. The developed model has been presented to an industrial partner
and is being used to develop future GaN power amplifiers. The process parameter
variation of the model will also be further validated during this development.
6.4 Further Work
Silicon Substrate Conduction
The increased conduction through the Si substrate causing the disparity between
the simulated and measured S22 impedance could potentially be accounted for by
extending the Q2D charge-control deeper into the substrate layer. However, this
would add additional complexity and look-up table generation time which could
detract from the desirable simulation times of the present model. An alternative
approach may be to add a simple RC parasitic network during the S-parameter
extraction to characterize the effect of the Si substrate, essentially changing Y22
and thus S22.
Charge Trapping
Trap states in GaN FETs alter device characteristics significantly, particularly
under DC conditions. Although pulsed measurements mitigate that effect, the
Q2D simulator would benefit from a trap model. During this research a trap
model was produced that relied upon a single donor and a single acceptor trap
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level that added or reduced electron density respectively when the conduction
band passed the trap energy, as illustrated in Figure 5.4.1. The model could
simulate in a "steady-state" condition or a ’fast-transient’ condition. The steady-
state condition replicated the device characteristics long after a bias has been
applied to a measured device, where the traps have time to ionise and modify the
results. The fast-transient condition replicated the device characteristics at the
moment after a bias pulse has been applied, where the trap states do not have
time to react and stay at the quiescent bias condition. Under steady-state, the
trap states were allowed to ionise and hence change the charge density and band
profile with each Newton-Raphson iteration. Under fast-transient conditions the
trap charge densities remained as they were during an initial simulation.
The model was used in early iterations of the simulator, as shown in Figure
6.4.1. However, there were a number of considerations that led to the trap model
being turned off during development of the channel simulator. Firstly, the devices
being simulated were to be used under pulsed conditions where traps would have
less effect. Secondly, the trap model had produced results which did not compare
well to measurements. Finally, simulations with it activated were time-consuming,
detracting from usability of the code.
Since then, a number of changes have been made to the charge control, so
future work could focus on ensuring the trap model is compatible and improving
the speed and reliability to realise the additional benefit of obtaining overall
trapping behaviour.
Simulation Speed
Computation times of the charge-control could be improved in future in order to
reduce process development times by including a variable nodal spacing that uses
131
Chapter 6 Conclusions and Further Work
0
0.05
0.1
0.15
0.2
D
ra
in
 C
ur
re
nt
 (
A
)
fast-transient
steady-state
Trapping Mode
Normalised Drain Voltage
0.20 0.4 0.8 1.0 1.20.6
Figure 6.4.1: Illustrative IV characteristics showing the effect of the trap model
under steady-state and fast-transient conditions, taken at VGS from -0.2 V to -2.2
V in steps of -0.4 V. These results are not validated.
small spacing in the rapidly varying channel region to capture fine details, and
uses much larger spacing in the channel-substrate region where there is little or
no interesting behaviour. This is a method used in past Q2D research [25] but
adds an additional layer of complexity to the governing equations.
The GaN Q2D model and simulation has been developed and simulated in the
MATLAB environment for its rapid-prototyping abilities and extensive, in-built
algorithm library. Despite rapid channel simulation times of roughly 10 ms per
bias point, as compared with 2D simulations around 100 ms per bias point, the
GaN Q2D simulation times could be significantly reduced by converting the code-
base from MATLAB to another language such as FORTRAN or C and optimising
the algorithms used in this work.
Circuit Simulator Integration
To further extend the design optimisation capability of the Q2D and make it more
accessible to the device engineer, work has been started to integrate the model
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within the industry standard design software, Keysight’s Advance Design System
(ADS). The method investigated during this work was to use the Root model as a
vehicle to translate the Q2D DC and RF data to a form suitable for use in circuit-
based design software. The Root model is a three-dimensional look-up table based
on interpolations of the currents and charges from simulations or measurements.
ADS has a FET element that can be loaded with the charge and current data and
rapidly simulate up to large-signal operation. This would allow an easy way for
device and circuit design engineers to analyse the GaN HEMT based on a physical
simulation to take account of device design and process changes and utilise it
when designing circuits. It would also allow results from the intrinsic simulation
results to be wrapped in parasitic circuits extracted from measurement, improving
the versatility of the model.
The model successfully extracted the gate charge from the results, however,
the gate charge showed extreme peaks and troughs. This resulted in the Root
model not functioning. Work would need to be done to debug generation of the
small-signal S-parameters from the Q2D and the subsequent extraction of the
capacitances and charges.
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Y- and S-Parameter Relationships
Y-Parameter Relationships
The admittance (Y) parameters can be described in terms of the AC components
of frequency-domain currents and voltages by the following relationships.
Y12(f ) =
iG2(f )
vDS2(f )
(A.1)
Y22(f ) =
iD2(f )
vDS2(f )
(A.2)
Y21(f ) =
iG1(f )−Y12(f )·vDS1
vGS1(f )
(A.3)
Y11(f ) =
iD1(f )−Y22(f )·vDS1
vGS1(f )
(A.4)
Subscript 1 refers to outputs from the time-domain simulation with varying
VGS (gate excitation) and subscript 2 refers to outputs from the time-domain
simulation with varying VDS (drain excitation).
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S-Parameter Relationships
The scattering (S) parameters can be described in terms of the admittance (Y)
parameters by the following relationships.
S11(f ) =
[1−Y11(f )]·[1 +Y22(f )] +Y12(f )·Y21(f )
D (A.5)
S12(f ) =
−2·Y12(f )
D (A.6)
S21(f ) =
−2·Y21(f )
D (A.7)
S22(f ) =
[1 +Y11(f )]·[1−Y22(f )] +Y12(f )·Y21(f )
D (A.8)
where
D = [1 +Y11(f )]·[1 +Y22(f )]−Y12(f )·Y21(f ) (A.9)
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