Introduction. Quantitative modeling of nervous tissue such as that found in the cortex involves both complexity and detail. As an indication of this we note that distinct cortical areas contain 0 (108) neurons and a cortical neuron can interact with as many as 0 (105) other neurons,
. Further, the neuronal and synaptic dynamics are themselves complex; the range of time scales experienced in laboratory experiments on cortex vary from fractions of a millisecond to tens of seconds. Such ingredients vastly increase the difficulty in simulating such a system. Nevertheless, with precise information on individual neurons, the blueprint of connectivity, and limitless computational resources, one might, in principle, obtain dynamical predictions of entire systems. Large scale direct simulations with modest goals have been investigated ( [22] , [4] , [17] ; see also the articles in [10] , [12] ).
A philosophically different approach to the simulation of aggregates of neurons is to address the statistical dynamical behavior of populations directly. This approach is based on the observation that the cortex may be regarded as a collection of relatively homogeneous patches, each composed of about 104 neurons and with only a small number of specific neuronal types within any particular patch. That perspective is adopted in this investigation. This is a newer and less well-studied approach. An early contribution with this modern viewpoint is the thesis of Johannesma [6] . Another early effort was carried out by Knight [7] in connection with experimental research on the limulus retina. More recently a related population approach has been taken up in several studies [1] , [5] , [9] , [3] . The presentation that follows is based on the formulation of [9] and two more recent expositions [8] , [14] . It is our intention here to examine the structure of a minimal, but relatively useful, population model. Membrane dynamics will be modeled by the integrate-and-fire equation, and synaptic dynamics (the dynamics of input) by a fixed potential jump response to each synaptic event. In the spirit of simplicity only excitatory interactions (positive feedback) will be discussed. The chief goal is to develop an understanding of the structure of the population equation and simultaneously to develop a set of analytical tools which can be extended to populations of more detailed neurons and more complex networks. Some discussion of such extensions appears in the concluding section. The input signal is neuronal and is specified as a firing rate: it has the units of inverse time. Synaptic arrivals at a neuronal membrane produce conductance changes, which in turn produce a change in the membrane voltage. If the relatively short time scale of synaptic dynamics is ignored, the situation can be modeled by membrane voltage jumps which we take as size, h. Their arrival times are denoted by {tk} and individual neurons follow the equation ( 
Formulation. We consider a patch of nervous
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= -yv + h 6 (t -tk), k where v is reset to zero whenever it exceeds unity. Direct simulations. Results of the analysis to be presented will be compared with the direct simulation of a large population of neurons, each of which follows the dynamics of (4). In such simulations each neuron receives its own Poisson distribution of arrival times. The only additional ingredient needed to carry out such a simulation is the blueprint of connections. If the neurons are indexed, this is conveniently envisioned as a matrix of connectivities. For simplicity only excitatory connections are considered. To avoid runaway that accompanies such positive feedback the network is sparsely connected. Equivalently, one may consider the network to be coupled in an all-to-all fashion but with a high synaptic failure rate; see Abeles [2] for a discussion of this point. In any case the connectivity matrix is thought of as drawn from an ensemble of random matrices with a specified average number of connections, which we denote by G, the gain. A (perhaps subtle) point is that the connectivity matrix should be drawn anew from the ensemble after each neuronal firing. Otherwise, if the connectivity is held fixed, a neuron takes on an explicit identity and we no longer have a population of like neurons. These and related considerations are more fully addressed in [14] .
Population model. Since the population of neurons is regarded as homogeneous, it is natural to consider the probability of finding a neuron in the state v and this will be denoted by p (v, t) . Thus p (v, t) dv denotes the fraction of neurons in the range (v, v + dv) at time t. We denote the flux of probability, within the interval 0 < v < 1, by J, which from continuity is related to the density p through This equation was also obtained in the study of neuronal variability by Wilbur and Rinzel [21] and somewhat earlier by Stein [18] . A formal derivation of (7) based on the concept of an ensemble average over direct simulations, as discussed above, is presented in [14] . From this it follows that, in the limit of a large number of neurons, the solution of (7) and the direct simulation should agree. This is extensively discussed in [14] , and illustrations of this will be given below.
The per-neuron firing rate, r (t), of the population is a variable of interest. For our simplified model this is manifestly given by (8) r (t) = J (v = 1, t).
The ensemble average, over all synaptic arrivals, produces the synaptic arrival rate denoted by c, so that the current, s, in (6) is given by (9) s = ah.
Sources of synaptic arrivals are twofold, external and internal feedback. The former we denote by oa (t), while the latter is given by the product Gr (t), where G is the earlier defined gain (average number of connections per neuron) and r (t), (8), the population firing rate per neuron. Thus and, in keeping with the interpretation of p as a probability, the constant of integration will be taken as unity:
Although only one space derivative in v appears in (7), two boundary conditions are required. This is a consequence of the delay term in (7). The second boundary condition is that The remainder of the paper deals with the analytical solution of (21) and how this compares with direct simulations of a population which contains a large number of integrators which follow (4). In the direct simulation the population of neurons might be stimulated by a constant input and after an initial transient equilibrium sets in.
The elementary form of the linear equation (21) belies the complexity to which it gives rise. In fact as summarized in section 9 there are four well-defined regions, each of which requires different mathematical tools. A naive approach takes advantage of the smallness of h (based on physiological considerations we fix the normalized value of h to be .03). As we see next this leads to diffusion theory. This both is interesting in its own right and sets the stage for later deliberations.
Diffusion approximation.
It is useful to consider (21) under the formal limit h l 0. We can expect this to be nonuniform but valid for some still to be determined region 0 < v < 1. Under this limit (21) It is worth observing that when this is done in the framework of (7) we obtain the diffusion equation
Under the boundary conditions (11) and (14), integration of (27) yields
We see in (29) that the normalized potential v is scaled with h. The exponent also contains the ratio of the two rates present in (7), To determine o90 we recall that ao = 0 and so observe from (61) that through the first two orders of a0, It remains for us to compute the firing rates. The firing rate follows from assembling all parts of the solution which we have just summarized and then applying (22) . The result of these calculations are shown in Figure 3 . As this figure indicates the diffusion approximation, without repairs, gives excellent results over the full range. This good agreement for firing rates can just as well be attributed to the integrateand-fire density (24) which is responsible for a broad region of the density. The firing rate, (22) , is quite insensitive to details of the density p. In dynamical situations this is no longer true and there are clear departures from the exact firing rate that is completed from solutions of (7) versus (28) [14] .
It is of interest to observe that as a result of synaptic arrivals the solution for s/7y < 1 still has a nonzero firing rate. Examples of the equilibrium solution in this case are exhibited in Figure 5 . The asymptotically small toe at s/f y .5 shown in Figure 3 is due to this range. 
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The shape yielded by this expression is dominated by a gaussian, centered at v = s/7. A plot of this regime compared with direct simulation is shown in Figure 4 . Generally, the shape of 0, for s/y < 1, is a gaussian centered at v = s/y and whose width is /sh/-y. It thus follows that hdd = 0( ) and the Taylor expansion of the integral in (21) is a self-consistent approximation. Confirmation of this is found in Figure 4 .
As pointed out earlier the diffusion limit is not valid for small values of v and therefore the boundary condition at v = 0, (11), is not met. Even when leakage exceeds current, s/-y < 1, this can clearly be repaired by connecting the diffusion solution, for small v, to the exact development and its asymptotics contained in sections 4 and 5. Thus, when needed the transition analysis of section 8 can be used for v < s/-y to connect the diffusion solution to the inner solution, as we did for s/7 > 1.
10. Concluding remarks. The description of a population of interacting neurons has been formulated in probabilistic terms to certain similarities with the Boltzmann equation of statistical mechanics [14] . While the description is nonlinear, the equilibrium case was reducible to a linear problem. In addition it was further shown that a single equilibrium solution corresponds to a range of cases starting with no neuronal connections to the possible interconnections discussed for (19) . Due to the delay term in (7) the solution exhibits a high degree of complexity. As indicated in Figure 2 the analytically derived solution, as summarized in section 9, is in excellent agreement with the exact numerical equilibrium solution of (7). Figure 2 also contains the result of a direct simulation of as much as 90,000 interacting neurons acting under the same integrate-and-fire dynamics. The agreement is excellent. From the viewpoint of simulations it is noteworthy that integrating (7) is a modest calculation when compared with the direct simulation such as the one for 90,000 neurons.
The neuron model, defined by (4) and by the reset condition, was deliberately chosen to be near the minimal caricature able to still capture the three most essential dynamical features of a real impulse-encoding neuron. These are (1) the discounting of input from earlier times, which is achieved by the relaxation term -yv; (2) a nonlinear thresholding mechanism for the fast voltage return of a charged cell membrane; and (3) a stochastic input jitter which arises from the temporal uncertainty of individual synaptic input events. The extreme simplification of the third feature, by the assumption of a single event size h, introduces what is probably the most unrealistic feature of this model, which is the extended sequence of narrow peaks in the probability density. We have also investigated a modified equation (4) in which the synaptic event size h is variable with a realistic probability distribution [14] . This new feature quickly spreads and damps the sequence of peaks. Although an exact solution is no longer available in this case, the same tactical asymptotic procedures used above still can be carried through to achieve an equilibrium solution. The generalization to include synaptic dynamics, inhibition, and interacting populations has also been considered [8] , [14] . 
