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LOW LYING EIGENVALUES OF RANDOMLY CURVED QUANTUM
WAVEGUIDES
DENIS BORISOV1,2,3,4 AND IVAN VESELIC´1,5
Abstract. We consider the negative Dirichlet Laplacian on an infinite waveguide embedded
in R2, and finite segments thereof. The waveguide is a perturbation of a periodic strip in
terms of a sequence of independent identically distributed random variables which influence
the curvature. We derive explicit lower bounds on the first eigenvalue of finite segments
of the randomly curved waveguide in the small coupling (i.e. weak disorder) regime. This
allows us to estimate the probability of low lying eigenvalues, a tool which is relevant in the
context of Anderson localization for random Schro¨dinger operators.
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2 BORISOV AND VESELIC´
1. Introduction
In this paper we study eigenvalues of finite segments of randomly curved (quantum) waveg-
uides. More precisely we derive lower bounds on the bottom of the spectrum of a waveguide
segment of length L with perturbation of (a small) size κ. The bounds are formulated in
terms of the parameters L and κ. In this context lower bounds are more challenging than
upper ones. The waveguide consists of the set of points in R2 which have a distance smaller
than π/2 (half the width of the waveguide) to a random perturbation of a periodic curve in
the plane. We consider the negative Laplace operator on this set with appropriate boundary
conditions. As it has compact resolvent it has purely discrete, lower semi-bounded spectrum.
Since the perturbation in each periodicity cell of the waveguide is determined by an in-
dividual scalar random variable, the above bound can be considered as a multi-parameter
variational problem. The main difficulty arises from the fact that the length of the waveguide
is finite, but not fixed; indeed it tends to infinity. This also means that the number of varia-
tional parameters becomes arbitrarily large. To compensate this, we have to chose the size κ
of the perturbations as a function of the length L. This is a special case of what is commonly
called a weak disorder regime.
The estimates on lowest eigenvalues we derive are motivated by the question whether a
random Hamiltonian on a non-compact space has localized or non-localized states. One
specific question in this context is: Is there a interval containing the bottom of the spectrum
of the random Hamiltonian where the eigenvalues lie dense and where there is no continuous
spectral component almost surely. The two first models where this question has been answered
positively is the so called Russian-school-model (in [20]) and the Anderson model (in [16,
15]). In the later papers the so-called multiscale analysis was introduced as a method for
proving (Anderson) localization, i.e. dense pure-point spectrum, with exponentially decaying
eigenfunctions, almost surely. This method is an induction over increasing finite length scales.
On each scale one considers a restricted Hamiltonian which lives on a finite volume. An
important input for the multiscale analysis is the induction anchor, which is called initial scale
estimate. It is this estimate which follows from our eigenvalue bounds, for the case that the
random Hamiltonian is the negative Laplacian on a infinite randomly curved waveguide. The
mentioned finite volume restrictions correspond to finite segments of the random waveguide.
In a previous paper [3] we have studied the analogous problem for a different type of
random waveguide, which we will call for definitness randomly shifted waveguide, cf. Section 4
for precise definitions and a comparison of the two models. Somewhat surprisingly, although
the two types or random waveguides seem very similar, a very basic feature is different:
namely, the configuration, which produces the lowest first eigenvalue. In one case the optimal
configuration corresponds to zero randomness, in the other to maximal randomness. The
model studied here is more difficult to analyse than the one of [3]. On the other hand it is
also more natural, since it corresponds to the standard way how local curvature perturbations
are introduced for waveguides, cf. e.g. [14].
An interesting feature of our model in comparison to other extensively studied random
Schro¨dinger operators, e.g. the above-mentioned Anderson-model, is the geometric influence
of the randomness. Another model with geometric randomness, which as recently attracted
much attention, is the random displacement model, cf. e.g. [27, 1, 19, 30]. One important
feature of models with geometric disorder is that they exhibit no obvious monotonicity with
respect to the individual random variables. This is the case for the random displacement
model, for the randomly shifted waveguide (studied in [3]), as well as for the randomly curved
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waveguide, to which the present paper is devoted. We refer the interested reader to the
Introduction of [3], where we have discussed in some detail the challanges non-monotonicity
poses in the spectral analysis of random Hamiltonians.
There are also differences in the difficulties these models pose: for the random displacement
model it is non-trivial to identify (all) optimizing configurations of the random parameters.
(Here optimizing means: minimizing the first eigenvalue.) This is easier for the two mentioned
models of random waveguides, although the optimal configurations turn out to be different
in the two cases, cf. Section 4. On the other hand, in the random displacement model the
random variables enter the potential, i.e. the zero order term, only, where in the waveguide
models the higher order terms of the differential operator depend on the randomness.
We would like to stress that localization for a certain type of random waveguides was
established already in [26]. There the randomness enters via a variation of the width of the
waveguide. This type of perturbation leads to a quadratic form which depends monotonously
on the random variables and is thus structurally different from our model.
As already mentioned, the main challange in our analysis is the non-monotone dependence
of the Hamiltonian on the random variables. We have thus to overcome difficulties as they
are encountered in other types of random Hamiltonians which exhibit a non-monotone depen-
dence on the randomness. The model of this type to which most attention was devoted so far
is the alloy-type random Schro¨dinger operators with single site potentials of changing sign,
see e.g. [28], [41], [48], [29], [49], [21], [33], [31], [51]. More recently also the discrete analog of
this model was studied in [9], [50], [10], [43], [34], [5], [8], [42]. Electromagnetic Schro¨dinger
operators with random magnetic field [44], [45], [21], [32], [47], [4], [13], [12], [11], as well as
Laplace-Beltrami operators with random metrics [38], [36], [37] exhibit a non-monotonous pa-
rameter dependence which affects the higher order terms of the differential operator. Another
relevant model (although not defined in terms of a countable family of random parameters)
without obvious monotonicity is a random potential given by a Gaussian stochastic field with
sign-changing covariance function, c.f. [23], [46], [52].
We already mentioned that our results in this paper and in [3] provide an important ingre-
dient for the implementation of the multiscale analysis, a way of proving spectral localization
for various types of random Hamiltonians. The second main ingredient needed to complete
this proof is a Wegner type estimate, named after the paper [53]. For the model studied by
Kleespies and Stolllmann in [26] a Wegner estimate, and thus also spectral localization was
established. This is facilitated by the fact that in this model the randomness enters via a
variation of the width of the waveguide, resulting in a monotone dependence on the random-
ness. For the model of a randomly shifted waveguide, which we studied in [3], it is quite
likely that the method used in [18] can be developed to yield a Wegner estimate in the weak
disorder regime. For the model studied in this paper the situation is more complicated, since
the quadratic form is not a rational function of the random variables. Anyway, for both the
models, the Wegner estimate is an interesting and still open problem.
2. Main deterministic results
Let l ≥ 1, l ≥ a > 0 and g ∈ C40 (R) be an function with support in [0, a]. Let κ > 0 and
ρ := (ρj)j∈Z be a sequence of reals ρj ∈ [0, κ]. We introduce the function
G(·, ρ) : R→ R, G(x1, ρ) :=
∑
j∈Z
ρj gj(x1),
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where gj(x1) := g(x1 − jl) is the translate of the function g by jl to the right. Consider the
curve Υρ := {rρ(t) | t ∈ R} ⊂ R2 determined by the equation
rρ(t) :=
(
t,G(t, ρ)
)
, t ∈ R.
By νρ = νρ(t) we denote the unit normal vector to Υρ at the point rρ(t) defined by
νρ(t) =
(
− G
′(t, ρ)
P
1/2
1 (t, ρ)
,
1
P
1/2
1 (t, ρ)
)
, P1(t, ρ) := 1 +
(
G′(t, ρ)
)2
,
for t ∈ R. Here ′ denotes the derivative w.r.t. t. We suppose that
(2.1) ‖g‖C4[0,l] = 1.
In the following when we say that a quantity does not depend on g or a, we mean that it can
be chosen uniformly for all elements satisfying conditions (2.1).
In a vicinity of Υρ we introduce new coordinates ξ := (ξ1, ξ2) by the formula x = x(ξ) =
rρ(ξ1) + ξ2νρ(ξ1). In other words, given ξ1, we take a point at Υρ corresponding to t = ξ1,
and then shift along the direction of νρ(ξ1) by the distance ξ2. We note that the coordinates
ξ depend on ρ, and are well-defined, if κ is small enough.
We introduce a randomly curved waveguide segment
Dρ(N, j) := {x : jl < ξ1 < (j +N)l, 0 < ξ2 < π}.
Denote by Γρ(N, j) the upper and lower part of the boundary of Dρ(N, j), i.e.,
Γρ(N, j) := {x : jl < ξ1 < (j +N)l, ξ2 = 0} ∪ {x : jl < ξ1 < (j +N)l, ξ2 = π}.
The remaining part of the boundary ∂Dρ(N, j) \Γρ(N, j) is denoted by γρ(N, j). If j = 0, we
will use the following shorthand notation: Dρ(N) := Dρ(N, 0), Γρ(N) := Γρ(N, 0), γρ(N) :=
γρ(N, 0). Note that the length of Dρ(N) is L = N · l.
In order to state the deterministic lower bound on the first eigenvalue, as a function of
the parameters ρ = (ρj)j∈Z, we first have to introduce a reference energy. This will be the
spectral bottom of a comparison operator. More precisely, we will use the symbol Hper(ρ) to
denote the negative Laplacian in L2(Dρ(1)) with Dirichlet boundary condition on Γρ(1) and
periodic boundary condition on γρ(1). Note that is this situation the array ρ = (ρj)j consists
just of the single value ρ0. So we identify here ρ0 with ρ. Let λ
per(ρ) be the lowest eigenvalue
of Hper(ρ) and ψper = ψper(x, ρ) be the associated normalized eigenfunction. We extend the
function ψper l-periodically w.r.t. ξ1 and denote the extension by the same symbol.
We denote by H(ρ,N, j) the negative Laplacian on L2(Dρ(N, j)) with Dirichlet boundary
conditions on Γρ(N, j) and with Robin boundary condition
(2.2)
(
∂
∂x1
− h(·, κ)
)
u = 0 on γρ(N, j), where
h(·, κ) : [0, π]→ R, h(x2, κ) := 1
ψper(0, x2, κ)
∂ψper
∂x1
(0, x2, κ),
is the logarithmic derivative in x2-direction. We shall show in Sec. 7 that the function h
is well-defined. In the following we denote for some s ∈ R by s · 1 the constant sequence
ρj = s (j ∈ Z). The important point is that ψper(·, ρ) is still an eigenfunction of the operator
H(ρ · 1, N, j) with the new boundary conditions, i.e.
H(ρ · 1, N, j)ψper = λ(ρ)ψper,
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where we use for the restriction of ψper to the finite waveguide segment Dρ·1(N, j) the same
symbol. This relation was first exploited in the present context by Mezincescu [39]. For this
reason we call (2.2) in the sequel Mezincescu boundary conditions. We denote the lowest
eigenvalue of H(ρ,N) = H(ρ,N, 0) by λ(ρ,N).
Theorem 2.1. Assume α := pi
3
32 −a > 0. There exists a constant δ = δ(a, g) > 0 independent
of ρ, l, N such that for
(2.3) κ 6 δL−11/2, and 0 6 ρi 6 κ for all i ∈ 0, . . . N − 1
the estimate
(2.4) λ(ρ,N)− λper(κ) > Clb κ
L
N−1∑
j=0
(κ− ρj)
holds true with
Clb :=
‖g′‖2L2(0,l)
4
(
π
2
− 16a
π2
)
=
4
π2
‖g′‖2L2(0,l) α.
In view of the well known result that curvature induces eigenvalues below the bottom of the
essential spectrum of the straight quantum waveguide, cf.[14], it can be considered natural
that maximal coupling constants produce the lowest first eigenvalue in the case of randomly
curved waveguides
3. Probability of low lying eigenvalues
In this section we want to formulate an upper bound on the (small) probability that a
randomly perturbed, finite waveguide segment has an eigenvalue close to the overal possible
minimal spectral value. For this we use the deterministic results of perturbation theory,
formulated in Section 2. The probabilistic results we obtain hold in the so-called weak disorder
regime. To make this explicit, we use in this section a global (scalar) disorder parameter: For
κ > 0 we set
ωj := ρj/κ (j ∈ Z).
Then we have the following equivalence for the condition used in Theorem 2.1
ρj ∈ [0, κ] (j ∈ Z)⇐⇒ ωj ∈ [0, 1] (j ∈ Z)
We consider the parameters ωj, j ∈ Z as a sequence of non-trivial independent, identically
distributed random variables taking values in the unit interval [0, 1]. We denote the distri-
bution of the single random variable ωj by µ, and by P the product probability measure
on Ω := [0, 1]Z which is the distribution of the random sequence ωj, j ∈ Z. Of course Ω is
equipped with the natural product sigma-field. Now the deviations of the parameters from
the extremal value, which determines the lower bound in Theorem 2.1, can be rewritten as
follows:
κ− ρj = κ(1− ωj) = κ · ω˜j for all j ∈ Z
Here we denote by ω˜j = (1−ωj) ∈ [0, 1] the flipped random variables, and the multiplication
of a sequence ω = (ωj)j∈Z with a scalar s ∈ R by s · ω.
Now the result of Theorem 6.1 can be formulated in the new parameters as follows: If
α := pi
3
32 − a > 0, then there exists a positive constant δ independent of l,N,L and of the
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sequence ω = (ωj)j∈Z, such that for all κ ≤ δL−11/2 we have
(3.1) λ(κ · ω,N)− λper(κ) > Clbκ
2
L
N−1∑
j=0
ω˜j where Clb =
4
π2
‖g′‖2L2(0,l) α
Here we denote the lowest eigenvalue of H(κ·ω,N) = H(ρ,N) by λ(κ·ω,N) = λ(ρ,N). Recall
that λper(κ) is the lowest eigenvalue of Hper(ρ), i.e. the negative Laplacian in L2(Dρ(1)) with
Dirichlet boundary condition on Γρ(1) and periodic boundary condition on γρ(1). This is the
lowest achieveable spectral value, if all perturbation parameters are bounded by κ.
The announced bound on the probability of low-lying eigenvalues is:
Theorem 3.1. Let γ > 22, γ ∈ N. Then there exists N1 = N1(γ, µ, l, δ, g, a) ∈ (0,∞), such
that for all N > N1 the interval
IN :=
[
C˜ N−1/4, δ l−11/2N−
11
2γ
]
is non-empty. For N > N1 and κ ∈ IN , we have
(3.2) P
(
ω ∈ Ω | λ(κ · ω,N)− λper(κ) 6 N− 12
)
6 N1−
1
γ e−CLDPN
1/γ
.
The constants C˜ = C˜(µ, l, g, a) and CLDP = CLDP(µ) > 0, as well as N1 are given explicitly
in Section 5
Remark 3.2. The requirement κ ∈ IN encodes how our weak-disorder regime depends on the
length scale N . For purpose of illustration, let us choose γ = 33. Then 14 >
11
2·γ =
1
6 , thus it
is possible to choose κ = const.N−
1
4 , which means that the allowed disorder regime does not
shrink too fast for N →∞.
For the purposes of a localization proof, for instance using the multiscale analysis or the
fractional moment method, the following initial length scale estimate or finite volume criterion
is of interest. It can be derived from Theorem 3.1 using a Combes-Thomas estimate [6]. This is
a well established tool in the theory or random (Schro¨dinger) operators. An explicit derivation
adapted to the setting of quantum waveguides can be found, e. g., in Section 4 in [3].
The mentioned initial length scale estimate is a bound on the probability that the Green’s
function exhibits exponential off-diagonal decay for energies in a small interval at the bottom
of the spectrum, i.e. the overall minimum of the spectrum λper(κ). For the following statement
note that for N large IN ⊂ [0, 1].
Corollary 3.3. Let l, a, g, µ, IN , γ, N1 and CLDP be as in Theorem 3.1. Let κ ∈ IN ∩ [0, 1],
α, β > 2 and set
A := {x ∈ Dκ·ω(N) | 0 6 x1 6 α},
B := {x ∈ Dκ·ω(N) | L− β 6 x1 6 L}.
Then there exists an absolute constant c such that for any N > N1
P
(
ω ∈ Ω | ∀ λ ≤ λper(κ) + 1/(2
√
N) :
∥∥χA(H(κ · ω,N)− λ)−1χB∥∥ 6 √N e−c dist(A,B)/√N)
> 1−N1− 1γ e−cLDPN1/γ .
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4. Comparison with the randomly wiggled or shifted waveguide
In this section we compare the results obtained in the present paper to those of [3], where a
related problem was studied. There we derived deterministic and probabilistic lower bounds
on the lowest eigenvalue of finite segments of a randomly perturbed waveguide. In contrast to
the model studied here, the random geometric perturbation was introduced by locally shifting
or wiggling the waveguide. To explain the difference between the two models we recall the
mathematical definition of the Hamiltonians studied in [3].
4.1. Statement of the results of [3] on randomly shifted waveguides. Similarly as in
the model studied in this paper we consider random quantum waveguides in R2, determined
by the following data: Let (ωk)k∈Z be a sequence of independent, identically distributed,
non-trivial random variables with values in [0, 1], κ > 0 a global coupling constant, l > 1 the
length of one (periodicity) cell of the waveguide, and g ∈ C20 (0, l) a single bump function.
The following function G : R× Ω→ R determines the shape of the waveguide
G(x1, ω) :=
∑
k∈Z
ωk g(x1 − kl).
Note that κG(x1, ω) = G(x1, κω). For a global coupling constant κ > 0 , N ∈ N and j ∈ Z
we define finite segments of a infinite waveguide
Dκ,ω(N, j) := {x ∈ R2 | jl < x1 < (j +N)l, κG(x1, ω) < x2 < κG(x1, ω) + π}.
The upper and lower part of the boundary of Dκ,ω(N, j), we denote by
Γκ,ω(N, j) :={x ∈ R2 | jl < x1 < (j +N)l, x2 = κG(x1, ω)}
∪{x ∈ R2 | jl < x1 < (j +N)l, x2 = κG(x1, ω) + π}.
while ∂Dκ,ω(N, j) \ Γκ,ω(N, j) is denoted by γκ,ω(N, j). Denote the negative Laplace oper-
ator on Dκ,ω(N, j) with Dirichlet boundary conditions on Γκ,ω(N, j) and Neumann b.c. on
γκ,ω(N, j) by Hκ,ω(N, j), and its lowest eigenvalue by λκ,ω(N, j). We use the following ab-
breviation:
Dκ,ω(N) := Dκ,ω(N, 0), Γκ,ω(N) := Γκ,ω(N, 0), γκ,ω(N) := γκ,ω(N, 0),
Hκ,ω(N) := Hκ,ω(N, 0), λκ,ω(N) := λκ,ω(N, 0).
Note that Dκ,ω(N, j) = D1,κω(N, j). Since κ > 0 is arbitrary we may assume without
restricting the model
(4.1) max{‖g‖C[0,l], ‖‖g′‖C[0,l], ‖g′′‖C[0,l]} = 1.
Denote the distribution measure of ωk by µ and by P =
⊗
k∈Z
µ the product measure on the
configuration space Ω = ×k∈Z[0, 1] whose elements we denote by ω = (ωk)k∈Z.
The minimum of the spectrum of the Laplacian on an straight waveguide segmentH0,ω(N, j)
is equal to one, and no operator Hκ,ω(N, j) has spectrum below one. In this sense, one is the
minimal spectral value for all random configurations.
Theorem 4.1. Let γ > 34. Let g and µ be as above and set
g˜ := g − 1
l
∫ l
0
g(t) dt, c2 =
3 ‖g˜‖L2(0,l)
2 l3
, c3 =
3 ‖g˜‖2L2(0,l)
5000 l7
.
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Then there exists an initial scale N1 such that if N > N1 the interval
IN :=
[
2N
1
γ
− 1
4
E{ωk}√c2 , c3N
− 15
2γ
]
is non-empty. If N > N1 and κ ∈ IN , then
(4.2) P
(
ω ∈ Ω | λκ,ω(N)− 1 6 N−
1
2
)
6 N1−
1
γ e−CLDPN
1/γ
for the constant CLDP > 0 of Lemma 5.1, which depends only on µ.
The corresponding deterministic lower bound on the first eigenvalue is:
Theorem 4.2. Let l > 1, g : R→ R, g˜ ∈ R as above, and L := Nl. For
(4.3) κ
 N∑
j=1
ω2j
 12 6 3
5000
‖g˜‖2L2(0,l)
1
L7
we have the bound
(4.4) λκ,ω(N)− 1 > 3
2
‖g˜‖2L2(0,l)
κ
L3
N−1∑
j=0
ω2j
4.2. Comparison of the results on randomly shifted and curved waveguides. For
definitness we will call the model of [3] randomly shifted waveguide and the model studied in
the present paper randomly curved waveguide.
(i) In the first mentioned model the configuration of parameters which produces the min-
imal first eigenvalue corresponds to a straight waveguide, where the perturbation is
switched off. In contrast to this, the configuration of the randomly curved waveguide
yielding the minimal first eigenvalue corresponds to a periodic waveguide with maximal
possible curvature. This difference between the two considered problems was somewhat
surprising for us, since, naively, the two models look very similar.
(ii) Since for the randomly curved waveguide the bottom of the spectrum is achieved as the
perturbation is maximal, the analysis of the model is more complicated. For we have
to perform an asymptotic expansion not around the straight waveguide, but around the
periodic waveguide H(ρ · 1, N) with maximal allowed curvature, which arises itself as a
result of the perturbation.
(iii) The smallness condition on the coupling constants — formulae (2.3) and (4.3) — and
the lower bounds on the first eigenvalue — formulae (2.4) and (4.4) — in Theorems 2.1
and 4.2 exhibit a power-like, i.e. polynomial behaviour. The exponents do not coincide,
but are of the same order of magnitude.
(iv) In both models we employ a change of the variables x→ ξ straightening the waveguide.
After this change the operator depends on the variables ρi. For the randomly curved
waveguide the dependence on the ρi’s is not polynomial, but irrational. For the randomly
shifted waveguide considered in [3] the relevant differential operator contains only terms
which were constant, linear or quadratic functions of the variables ρi.
(v) In Theorem 2.1 we do not specify an explicit value of δ as in the corresponding result
in [3] on the randomly shifted waveguide. Although our technique allows us to obtain
this constant explicitly, the required calculations are cumbersome and tedious. The
main reason why the control of constants for the randomly curved waveguide is harder
SPECTRAL PROPERTIES OF RANDOMLY CURVED QUANTUM WAVEGUIDES 9
than for the randomly shifted one is the aforementioned irrational dependence of the
perturbation on the random variables.
5. Probabilistic estimates: Proof of Theorem 3.1
We will use the following large deviations principle in the proof of Theorem 3.1. For a
reference see for instance [7].
Lemma 5.1. Let ωk, k ∈ Z be an i.i.d. sequence of non-trivial, non-negative, bounded random
variables. Then there exists a constant CLDP > 0 depending only on µ such that
∀ n ∈ N : P
(
ω | 1
n
n∑
k=1
ωk 6
E{ωk}
2
)
6 e−CLDPn.
For the proof of Theorem 3.1 we choose K ∈ 2N and γ ∈ N and set N := Kγ . Thus N ∈ N.
Set J = N/K = Kγ−1 = N1−
1
γ . Following the same ideas as in [22, 25, 3] we decompose the
waveguide segment Dκ·ω(N) into smaller parts
(5.1)
•⋃
j=0,...,J−1
Dκ·ω(K, j)
where
•⋃
denotes a disjoint union, up to a set of measure zero. According to this decomposi-
tion we introduce new Mezincescu boundary conditions on the interfaces joining the shorter
segments (5.1). As in the original paper [39] we conclude that in the sense of quadratic forms
H(κ · ω,N) >
J−1⊕
j=0
H(κ · ω,K, j).
If we denote the lowest eigenvalue of H(κ · ω,N, j) by λ(κ · ω,N, j), it follows
(5.2) λ(κ · ω,N) >
J−1
min
j=0
λ(κ · ω,K, j)
In particular, we have the inclusion{
ω ∈ Ω | λ(κ · ω,N)− λper(κ) 6 N− 12
}
⊂
J−1⋃
j=0
{
ω ∈ Ω | λ(κ · ω,K, j) − λper(κ) 6 K− γ2
}
Since the random variables ωk, k ∈ Z are independent and identically distributed, we obtain
J−1∑
j=0
P
(
ω | λ(κ · ω,K, j) − λper(κ) 6 K− γ2
)
6 N
1− 1
γ P
(
ω | λ(κ · ω,K)− λper(κ) 6 K− γ2
)
.
For κ ≤ δL−11/2 we have λ(κ · ω,K)− λper(κ) > Clb κ2lK
∑K−1
j=0 ω˜j and thus the inclusion{
ω | λ(κ · ω,K)− λper(κ) 6 K− γ2
}
⊂
ω | Clb κ2l ·K
K−1∑
j=0
ω˜j 6 K
− γ
2

=
ω | 1K
K−1∑
j=0
ω˜j 6
l
Clbκ
2K
− γ
2

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Denote by E{ω˜0} = E{1− ω0} the expectation value of (any) ω˜k. Choose now κ such that
(5.3)
l
Clbκ
2 K
− γ
2 6
E{ω˜0}
2
i.e. C˜K−
γ
4 6 κ, where C˜ :=
√
2 l
ClbE{ω˜k} .
On the other we also need to satisfy the restriction κ ≤ δ(l K)−11/2 = δl−11/2N−11/(2γ). The
upper and the lower bound for κ can be reconciled if γ > 22 and
K > K1 :=
(
C˜ l11/2
δ
) 4
γ−22
.
The last inequality is equivalent to
N > N1 :=
(
2 l12
ClbE{ω˜0}δ2
) 2γ
γ−22
For κ satisfying (5.3) we are able to apply the large deviations principle of Lemma 5.1 and
thus obtain
P
ω | 1K
K−1∑
j=0
ω˜j 6
l
Clbκ
2K
− γ
2
 6 P
ω | 1K
K−1∑
j=0
ω˜j 6
E{ω˜0}
2
 6 e−CLDPK
for K > K1. Hence, for N > N1
P
{
ω | λ(κ · ω,N)− λper(κ) 6 N− 12
}
6 N
1− 1
γ e−CLDPN
1/γ
.
6. New parameters corresponding to a linearization around the optimal
configuration
Here we reformulate our main deterministic result, i.e. Theorem 2.1 in a different parametriza-
tion, which reflects the perturbation theoretic proof. In what follows we want to study waveg-
uide segments which correspond to configurations ρ where all coefficients ρi are close to κ. In
other words, we perform an asymptotic analysis around a linearisation of the operator family,
not around the point ρ = 0 · 1 in parameter space, but rather around ρ = κ · 1. Thus the
natural parameters for perturbation theory are
ǫ := (ǫj)j∈Z, ǫj := κ− ρj
In this and the following sections we denote by Hκ(ǫ,N) the negative Laplacian on L2(Dρ(N))
with Dirichlet boundary condition on Γρ(N) and with Robin boundary condition, cf. (2.2),
(6.1)
(
∂
∂x1
− h(·, κ)
)
u = 0 on γρ(N),
where h(·, κ) : [0, π]→ R,
h(x2, κ) :=
1
ψper(0, x2, κ)
∂ψper
∂x1
(0, x2, κ).
is the logarithmic derivative in x2-direction. Recall that ψ
per(·, κ) still satisfies the eigenvalue
equation of the operator Hκ(0, N) with the new boundary conditions, i.e.
Hκ(0, N)ψper = λ(κ)ψper
SPECTRAL PROPERTIES OF RANDOMLY CURVED QUANTUM WAVEGUIDES 11
In the following we denote the lowest eigenvalue of Hκ(ǫ,N) by λ(ǫ, κ) and suppress here the
N -dependence in this notation. Here is the announced reformulation of Theorem 2.1.
Theorem 6.1. Suppose a < pi
3
32 . There exists a constant δ > 0 independent of ρ, l, N such
that for
(6.2) κ 6 δL−11/2, and ρi 6 κ for all i ∈ 0, . . . N − 1
the estimate
(6.3) λ(ǫ, κ)− λper(κ) >
‖g′‖2L2(0,l)
4L
(
π
2
− 16a
π2
)
κ
N−1∑
j=0
ǫj
holds true. The value of δ depends on g and a.
7. Deterministic lower bounds: Preliminaries
In this section we present certain less technical preliminaries which are necessary for the
setup of perturbation theory and the proof of Theorem 6.1. First we introduce the necessary
notation. Given ρ, we define the operator
T (ρ) : L2(Dρ(N))→ L2(D0(N)), (T (ρ)u)(ξ) := u(x(ξ)).
corresponding to the change of the variables x 7→ ξ, where ξ is associated with ρ. If ρi = κ
for all i, we will write shortly T (κ) instead of T (κ, κ, . . .). Let us study in more detail the
change x 7→ ξ. It is easy to check that
∇x = A∇ξ,
A−1 :=
(
∂x1
∂ξ1
∂x2
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
)
=
(
1− ξ2(G′P−1/21 )′ G′ + ξ2(P−1/21 )′
−G′P−1/21 P−1/21
)
.
We set
P2(ξ, ρ) := 1− ξ2K(ξ1, ρ), K(ξ1, ρ) := G′′(ξ1, ρ)P−3/21 (ξ1, ρ)
and obtain by direct calculation
P3 := det
−1A = P−1/21 (1− ξ2G′′P−1/21 +G′2) = P 1/21 P2,(7.1)
where ′ denotes the derivative w.r.t. ξ1. Hence,
(7.2) ‖u‖2L2(Dρ(N)) = 〈T (ρ)u, P3T (ρ)u〉L2(D0(N)).
Thus the operator√
P3T (ρ) : L2(Dρ(N))→ L2(D0(N)), (
√
P3T (ρ)u)(ξ) :=
√
P3u(x(ξ))
is unitary. We observe that Pi(ξ, ρ) = 1 +O(κ), i = 1, 2, 3, for ρj ≤ κ. Thus for sufficiently
small values of κ, non of these functions vanish. One can calculate directly that
P3A
∗A =
(
P−13 0
0 P3
)
(7.3)
‖∇xu‖2L2(Dρ(N)) =〈A∇ξT (ρ)u, P3A∇ξT (ρ)u〉L2(D0(N))
=
∥∥∥∥P−1/23 ∂T (ρ)u∂ξ1
∥∥∥∥2
L2(D0(N))
+
∥∥∥∥P 1/23 ∂T (ρ)u∂ξ2
∥∥∥∥2
L2(D0(N))
,
(7.4)
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∆x =
1
P3
(
∂
∂ξ1
1
P3
∂
∂ξ1
+
∂
∂ξ2
P3
∂
∂ξ2
)
= ∆ξ −Qρ = Hper(0) +Qρ,(7.5)
Qρ := Q11 ∂
2
∂ξ21
+Q1
∂
∂ξ1
+Q2
∂
∂ξ2
,(7.6)
Q11(ξ, ρ) := 1− 1
P 23
= −2ξ2K(ξ1, ρ)− ξ
2
2K
2(ξ1, ρ)
P 22 (ξ, ρ)
+
(
G′(ξ1, ρ)
)2
P1(ξ1, ρ)P 22 (ξ, ρ)
,
Q1(ξ, ρ) := − 1
P3
∂
∂ξ1
1
P3
= − ξ2K
′(ξ1, ρ)
P1(ξ, ρ)P 32 (ξ1, ρ)
+
G′(ξ1, ρ)K(ξ1, ρ)
P
1/2
1 (ξ1, ρ)P
2
2 (ξ1, ρ)
,
Q2(ξ, ρ) := − 1
P3
∂P3
∂ξ2
=
K(ξ1, ρ)
P2(ξ, ρ)
.
Under the standing assumption (2.1) we can find a constant C independent of l, a, g, N , and
κ such that
(7.7) ‖Q11‖C(D0(N)) + ‖Q1‖C(D0(N)) + ‖Q2‖C(D0(N)) 6 Cκ
uniformly for all configurations satisfying ρi 6 κ for all i ∈ 0, . . . N − 1.
Our final aim is to have a lower bound on the movement of eigenvalues under a perturbation.
However, first we need some rough a-priori information about the position of eigenvalues.
This amounts of showing that the relevant eigenvalue is not too far from the one of a simple
reference operator. So an upper bound on the distance is in question. For this preliminary
considerations it will be sufficient to consider the operator on a waveguide segment of length
l, i.e. the case N = 1. Before we state the next Lemma, we collect some simplifications which
will be useful here and in subsequent considerations.
Remark 7.1 (Simplified expressions for the case N = 1). Here we consider the case N = 1,
i.e. the operator Hper(κ) on the unit cell Dκ(1). Note that in this situation there is only
one coupling constant ρ0 in the game; for simplicity we will write here ρ = ρ0 and similarly
g(ξ1) = g0(ξ1). Furthermore the following functions take on a simple, explicit form:
P1(ξ1, ρ) = 1 +
(
G′(ξ1, ρ)
)2
= 1 +
(
ρg′(ξ1)
)2
K(ξ1, ρ) = ρg
′′(ξ1)P
−3/2
1 (ξ1, ρ) = ρg
′′(ξ1)
(
1 + (ρg′(ξ1))2
)−3/2
P2(ξ, ρ) = 1− ξ2K(ξ1, ρ) = 1− ξ2ρg′′(ξ1)P−3/21 (ξ1, ρ)
P3(ξ, ρ) = P
1/2
1 P2 = P
1/2
1 (ξ1, ρ)− ξ2ρg′′(ξ1)P−11 (ξ1, ρ)
Q2(ξ, ρ) = K(ξ1, ρ)
P2(ξ, ρ)
=
ρg′′(ξ1)
P2(ξ, ρ)P
3/2
1 (ξ1, ρ)
In the following we will make use of the following error term estimates on the functions above:
P
1/2
1 (ξ1, ρ) = 1 +
ρ2
2
g′(ξ1)2 +O(ρ4), P−11 (ξ1, ρ) = 1− ρ2g′(ξ1)2 +O(ρ4),
P3(ξ, ρ) = P
1/2
1 (ξ1, ρ)− ρξ2g′′(ξ1)P−11 (ξ1, ρ)
= 1− ρξ2g′′(ξ1) + ρ
2
2
g′(ξ1)2 + ρ3ξ2g′′(ξ1)g′(ξ1)2 +O(ρ4).
in particular Qρ = O(ρ).
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Lemma 7.2. There is a constant c independent of a, l, g such that for ρ < c the eigenpair
λper(ρ), ψper(·, ρ) of the operator Hper(ρ) on the unit cell Dρ(1) satisfies the relations
|λper(ρ)− 1| 6 Cρ2, ‖T (ρ)ψper(·, ρ) − ψper0 − ρψper1 ‖C3(D0(1)) 6 Cρ
2,
where the constant C is independent of ρ, a, l, and g. Here ψper0 (ξ) :=
√
2/(πl) sin ξ2 is the
ground state of Hper(0), and ψper1 is orthogonal to ψper0 in L2(D0(1)) and solves the equation
(7.8) (Hper(0)− 1)ψper1 = −g′′
∂ψper0
∂ξ2
.
Remark 7.3. The fact that the function ψper0 depends only on the variable ξ2 leads to several
simplifications. On the one hand, Qρψper0 = Q2(ρ) ∂∂ξ2ψ
per
0 . On the other, integrals involving
the functions g and ψ0 can be often simplified by separation of variables, e.g.:
〈g′′ ∂ψ
per
0
∂ξ2
, ψper0 〉L2(D0(1)) =
2
lπ
∫ l
0
dξ1 g
′′(ξ1)
∫ pi
0
dξ2 cos(ξ2) sin(ξ2) = 0.
In the following this will be used repeatedly.
Proof. The operator T (ρ)Hper(ρ)T −1(ρ) can be regarded as a perturbation of Hper(0), since
T (ρ)Hper(ρ)T (ρ)−1 = Hper(0) +Qρ. Note that Qρ is relatively bounded w.r.t. the operator
Hper(0). This follows, since the boundary conditions of the functions in the domain of Hper(0)
imply that the boundary integral terms resulting from partial integration vanish. The bound
(7.7) implies that for sufficiently small ρ, Qρ is relatively bounded w.r.t. Hper(0) with relative
bound strictly smaller than one. Consequentyl the sumHper(0)+Qρ is a closed operator on the
domain ofHper(0). For a ψ in this domain and every φ ∈ L2(D0(1)) the function ρ 7→ 〈φ,Qρψ〉
is holomorphic for ρ in a small complex neighbourhood of zero. Thus ρ 7→ Hper(0) + Qρ is
a holomorphic family of operators of type (A) in the terminology of [24, VII.§2]. Note that
one is the lowest eigenvalue of Hper(0) and ψper0 is the associated normalized eigenfunction.
Thus, e.g., Theorem II.5.11 of [24] implies that there is a constant C such that
(7.9)
λper(ρ) = 1 + ρλper1 + ρ
2λper2 (ρ), |λper2 (ρ)| 6 C,
T (ρ)ψper(·, ρ) = ψper0 + ρψper1 + ρ2ψper2 (·, ρ) ‖ψper2 ‖L2(D0(1)) 6 C,
where λper1 ∈ R and ψper1 : D0(1)→ R are independent of ρ. The constant C is independent of
ρ, a, l, and g since the perturbation Qρ is uniformly bounded in these parameters, provided
the normalization condition (2.1) holds.
We substitute (7.9) into the eigenvalue equation Hper(ρ)ψper(·, ρ) = λper(ρ)ψper(·, ρ) and
obtain
(7.10)
T (ρ)(Hper(0) +Qρ)(ψper0 + ρψper1 + ρ2ψper2 ) = Hper(ρ)ψper(·, ρ) = λper(ρ)ψper(·, ρ)
= T (ρ) (1 + ρλper1 + ρ2λper2 ) (ψper0 + ρψper1 + ρ2ψper2 ) .
Thus,
Hper(0)ψper0 + ρHper(0)ψper1 +Qρψper0 + ρQρψper1 +O(ρ2) = ψper0 + ρψper1 + ρλper1 ψper0 +O(ρ2).
We want to isolate the terms which are linear in the perturbation parameter ρ. For this reason
we substract the eigenvalue equation Hper(0)ψper0 = ψper0 for the unperturbed operator,
ρHper(0)ψper1 +Qρψper0 + ρQρψper1 = ρHper(0)ψper1 +Q2(ξ, ρ)
∂ψper0
∂ξ2
+O(ρ2)
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= ρψper1 + ρλ
per
1 ψ
per
0 +O(ρ2),
divide by ρ, and finaly take the limit ρ→ 0 resulting in:
(Hper(0) − 1)ψper1 = −g′′
∂ψper0
∂ξ2
+ λper1 ψ
per
0 .
This equation is solvable, if and only if the right hand side is orthogonal to ψper0 in L2(D0(1)),
i.e.,
λper1 = λ
per
1 〈ψper0 , ψper0 〉L2(D0(1)) = 〈g′′
∂ψper0
∂ξ2
, ψper0 〉L2(D0(1)) = 0
This implies (7.8). The orthogonality condition for ψper1 is implied by the identities
1 =‖ψper‖2L2(Dρ(1)) = 〈T (ρ)ψper, P
1/2
1 P2T (ρ)ψper〉L2(D0(1))
=〈ψper0 , P3ψper0 〉L2(D0(1)) + 2ρ〈ψper0 , P3ψper1 〉L2(D0(1)) +O(ρ2)
=〈ψper0 , (1− ρξ2g′′1 )ψper0 〉L2(D0(1)) + 2ρ〈ψper0 , ψper1 〉L2(D0(1)) +O(ρ2)
=1 + 2ρ〈ψper0 , ψper1 〉L2(D0(1)) +O(ρ2)
since
∫ l
0 dξ1g
′′(ξ1) = 0.
The functions T (ρ)ψper and ψper1 belong to W21(D0(1)). By the standard smoothness
improving theorems (see, for instance, [40, Ch. IV, Sec. 2]) and by the smoothness of the
function g we obtain that T (ρ)ψper and ψper1 are also elements of W24(D0(1)). In view of the
embedding W2
4(D0(1)) ⊂ C2(D0(1)) [40, Ch III, Sec. 6] the functions T (ρ)ψper and ψper1 are
the classical solutions to the eigenvalue problem for ψper1 and to (7.8). By applying Schauder
estimates (see [35, Ch. III, Sec. 1-3]) we conclude that T (ρ)ψper and ψper1 belong to C3(D0(1)).
It remains to prove that the asymptotics (7.9) for T (ρ)ψper holds true also in C3(D0(1))-
norm. In order to do it, by (7.10) we write first the equation for ψper2
Hper(0)ψper2 =(−Qρ + λper)ψper2
+ T −1(ρ)
[
λper2 (ψ
per
0 + ρψ
per
1 ) + λ
per
1 ψ
per
1 + ρ
−1Qρψper1 + ρ−2
(
Qρ − ρg′′ ∂
∂ξ2
)
ψper0
]
.
As above we again apply smoothness improving theorems from [40], [35] and obtain the
uniform in ρ estimate
‖ψper2 ‖C3(D0(1)) 6 C,
which yields the desired asymptotics for ψper. 
Since ψper is the ground state, it is positive in Dρ(1). Hence, h in (6.1) is well-defined. Let
us check its behaviour near the Dirichlet boundaries. It follows from the definition of T (ρ)
that (T (ρ)ψper)(0, ξ2, ρ) = ψper(0, ξ2, ρ).
In view of the smoothness of ψper we can apply Taylor formula as ξ2 → +0,
ψper(0, ξ2, ρ) = ξ2
∂T (ρ)ψper
∂ξ2
∣∣∣∣
ξ=0
+ ξ22
∂2T (ρ)ψper
∂ξ22
∣∣∣∣ ξ1=0
ξ2=ξ˜2
,
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for some ξ˜2 ∈ [0, ξ2]. Here we have also employed the Dirichlet condition for ψper at ξ2 = 0.
We substitute the asymptotics for T (ρ)ψper from Lemma 7.2 into the last formula and arrive
at
ψper(x1, 0, ρ) −
√
2
πl
x2 = O(x2ρ+ x22) as x2 → +0, ρ→ 0.
In the same way we obtain
ψper(x1, 0, ρ) −
√
2
πl
x2 = O
(
(π − x2)ρ+ (π − x2)2
)
as x2 → +0, ρ→ 0.
Therefore, for small ρ this function satisfies the estimate
(7.11) ‖h‖C2[0,pi] 6 Cρ,
where the constant C is independent of l, ρ, and g.
After this preliminary analysis of the operator on the unit cell, i.e. a waveguide segment of
length l, we turn now to waveguide segments composed of N cells. In what follows we denote
all numerical constants by C. In different formulas this symbol will denote different positive
numbers independent of L, N , l, ρ, a, and g. Let H0(0, N) be the operator Hκ(0, N) taken
for κ = 0. In fact, H0(0, N) is the Laplacian on D0(N) with Dirichlet condition on Γ0(N)
and with Neumann condition on γ0(N). Note that the ground state ψ
per
0 of H0(0, N) is a
function of ξ2 only. Thus the function H defining the Mezincescu b.c. vanishes.
The lowest eigenvalue ofHκ(0, N) is λper(κ); the corresponding eigenfunction is the function
ψper. Let λ̂per(κ) be the second eigenvalue of Hκ(0, N). For the purposes of perturbation
theory we need to establish a minimal distance between the two lowest eigenvalues λper(κ)
and λ̂per(κ) For this purpose we need
Lemma 7.4. Under the assumption (2.1) there exists a constant C independent of l,N, a, g
such that the eigenvalue λ̂p obeys the inequality
|λ̂p(κ) − 1− 4π2L−2| 6 Cκ.
Proof. The quadratic form associated with Hκ(0, N) reads as follows
〈Hκ(0, N)u, u〉L2(Dκ(N)) = ‖∇u‖2L2(Dκ(N)) +
∫
x1=0
h|u|2 dx2 −
∫
x1=L
h|u|2 dx2.
Denoting v := T (κ)u, by (7.4), (7.3) we rewrite the form as follows
〈Hκ(0, N)u, u〉L2(Dκ(N)) =
∥∥∥∥P−1/23 ∂v∂ξ1
∥∥∥∥2
L2(D0(N))
+
∥∥∥∥P 1/23 ∂v∂ξ2
∥∥∥∥2
L2(D0(N))
+
∫ pi
0
h(ξ2, κ)(|v(0, ξ2)|2 − |v(L, ξ2)|2) dξ2.
=〈H0(0, N)v, v〉L2(D0(N)) + 〈Qκv, v〉L2(D0(N))
Since the two lowest eigenvalues of H0(0, N) are 1 and 1+4π2L−2, it is sufficient to estimate
the quadratic form of Qκ. It will be convenient to use the abbreviation 〈·, ·〉0 := 〈·, ·〉L2(D0(N))
and ‖ · ‖0 := ‖ · ‖L2(D0(N)), in the sequel. The estimate (7.11) and standard embedding
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theorems yield
(7.12)
∣∣∣∣∣∣
pi∫
0
h(ξ, κ)(|v(0, ξ2)|2 − |v(L, ξ2)|2) dξ2
∣∣∣∣∣∣ 6 Cκ‖∇ξv‖20.
Thus we obtain
〈Qκv, v〉L2(D0(N)) =
〈
∂v
∂ξ1
,
(
1− P−13
) ∂v
∂ξ1
〉
0
+
〈
∂v
∂ξ2
, (1− P3) ∂v
∂ξ2
〉
0
+
pi∫
0
h(ξ, κ)(|v(0, ξ2)|2 − |v(L, ξ2)|2) dξ2
=
〈
∂v
∂ξ1
,
(
κξ2g
′′ +O(κ2)) ∂v
∂ξ1
〉
0
+
〈
∂v
∂ξ2
,
(−κξ2g′′ +O(κ2)) ∂v
∂ξ2
〉
0
+O (κ‖∇v‖20)
=κ
〈
∂v
∂ξ1
, ξ2g
′′ ∂v
∂ξ1
〉
0
− κ
〈
∂v
∂ξ2
, ξ2g
′′ ∂v
∂ξ2
〉
0
+O (κ‖∇v‖20)
=O (κ‖∇v‖20)
Thus we have the estimate
〈H0(0, N)v, v〉0 + 〈Qκv, v〉0 = (1 +O(κ)) 〈H0(0, N)v, v〉0
Now we apply the minimax principle and obtain
λ̂p(κ) = max
w∈L2(D0(N))
min
v∈W 1
2
(D0(N)),v⊥w,‖v‖=1
〈(H0(0, N) +Qκ)v, v〉0
= (1 +O(κ)) max
w∈L2(D0(N))
min
v∈W 1
2
(D0(N)),v⊥w,‖v‖=1
〈H0(0, N)v, v〉0
= (1 +O(κ))
(
1 + (
2π
L
)2
)
= 1 +
(
2π
L
)2
+O(κ)
since L > 1. 
The proven lemma implies that there exists C > 0 such that the set Ξ := {λ ∈ C : |λ−1| <
Cκ} contains no eigenvalues of Hκ(0, N) except λper(κ). Now for λ ∈ Ξ:
|λ̂p(κ)− λ| > |1 + 4π2L−2 − 1|+ |1 + 4π2L−2 − λ̂p(κ)|+ |λ− 1|
> 4π2L−2 − 2Cκ
Thus the distance from this set Ξ to the remaining part of the spectrum σ(Hκ(0, N))\{λp(κ)}
is estimated from below by 4π2L−2− 2Cκ. Theorem 6.1 concerns values of κ which are much
smaller than the inverse length 1/L of the waveguide segment. Thus we can certainly assume
κ 6 π2/(C L2) which means that 4π2L−2 − 2Cκ > 3π2L−2 is positive. By [24, Ch. V, Sec.
3.5] it implies that for λ ∈ Ξ the identity
(7.13) (Hκ(0, N) − λ)−1 = 〈·, ψ˜
per〉κ
λper(κ)− λψ˜
per +Rκ(λ)
holds true, where ψ˜per := N−1/2ψper, 〈·, ·〉κ := 〈·, ·〉L2(Dκ(N)), Rκ is holomorphic w.r.t. to
λ ∈ Ξ as an operator from L2(Dρ(N)) to W22(Dρ(N)). The factor N−1/2 in the definition
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of ψ˜per provides the normalization ‖ψ˜per‖L2(D0(N)) = 1. For f ∈ L2(Dκ(N)) the function
u = Rκ(λ)f solves the equation(Hκ(0, N) − λper(κ))u = f̂κ, f̂κ := f − ψ˜per〈f, ψ˜per〉L2(Dκ(N)),(7.14)
‖fκ‖L2(Dκ(N)) 6 ‖f‖L2(Dκ(N)).(7.15)
For each f ∈ L2(Dκ(N)) the function Rκ(λ)f is orthogonal to ψ˜per0 in L2(Dκ(N)).
The formulas (7.2), (7.13) imply
(T (κ)Hκ(0, N)T −1(κ)− λ)−1 = 〈·, P3T (κ)ψ˜
per〉0
λper(κ)− λ T (κ)ψ˜
per + R̂κ(λ),(7.16)
R̂κ(λ) := T (κ)Rκ(λ)T −1(κ).
Let H0(0, N) be the Laplacian on D0(N) subject to Dirichlet boundary condition on Γ0(N)
and to Neumann one on γ0(N).
For the subsequent estimates in the perturbation theory we will need some a-priori bounds
on several ‘tame’ operators, like resolvents. These are gathered in the next
Lemma 7.5. For all λ ∈ Ξ and all f ∈ L2(Dκ(N)) the estimates
‖Rκ(λ)f‖W22(Dρ(N)) 6 CL2‖f‖L2(Dκ(N)),(7.17)
‖R̂κ(λ)f −R0(1)T (κ)f‖W22(D0(N)) 6 CκL4‖f‖L2(Dκ(N))(7.18)
hold true, where the constants C are independent of L, l, N , a, g, and f .
Proof. Given and f ∈ L2(Dκ(N)), we introduce fκ and u by (7.14). It follows from the
definition of Ξ and Rκ(λ) and (7.15) that
(7.19) ‖u‖L2(Dκ(N)) 6 CL2‖f‖L2(Dκ(N)).
Let χ = χ(t) be an infinitely differentiable cut-off function equalling one for t < 1/4 and zero
for t > 1/2. We denote
φ(ξ, κ) := χ(ξ1)e
ξ1h(ξ2,κ) + χ(L− ξ1)e(L−ξ1)h(ξ2,κ) + 2− χ(ξ1)− χ(L− ξ1).
By (7.11) we have
(7.20) ‖φ− 1‖
C2(D0(N))
6 Cκ.
We construct u as u = T −1(κ)φu˜. We substitute this identity and (7.5) into the equation
(7.14) which implies that for u˜
(7.21) (H0(0, N) + Lκ)u˜ = u˜+ φ−1T (κ)fκ,
while Lκ is a second order differential operator such that
(7.22) ‖Lκv‖W22(D0(N)) 6 Cκ‖v‖W22(D0(N)).
It follows from (7.19) that
(7.23) ‖u˜‖L2(D0(N)) 6 CL2‖f‖L2(D0(N)).
Reproducing word by word the proof of Lemma 7.1 in [35, Ch. III, Sec. 7] and employing
(7.23), one can prove easily an estimate
(7.24) ‖v‖W22(D0(N)) 6 C‖H0(0, N)v‖L2(D0(N)).
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Combining this estimate with (7.22), we can solve the equation for u˜ as follows,
u˜ = H0(0, N)−1(I− LκH0(0, N)−1)−1(u˜+ φ−1T (κ)fκ),
where all the operators are well-defined. Applying the estimates (7.23), (7.24) once again, we
arrive at the inequality
‖u˜‖W22(D0(N)) 6 CL2‖f‖L2(D0(N)),
which implies (7.17).
We proceed to the proof of (7.18). We rewrite (7.21) as
(7.25) (H0(0, N) − 1)u˜ = φ−1T (κ)fκ + Lκu˜.
In accordance with (7.14) the function u0 := R0(1)T (κ)f is the solution to the equation
(H0(0, N) − 1)u0 = f0,(7.26)
f0 := T (κ)f − (T (κ)f, ψ˜per0 )L2(D0(N))ψ˜per0 , ψ˜per0 := N−1/2ψ0.
By the definition of Rκ(λ) and R0(1), the function u = T −1(κ)φu˜ is orthogonal to ψ˜per in
L2(Dκ(N)), while u0 is orthogonal to ψ˜
per
0 in L2(D0(N)). Hence, by the definition of φ and
Lemma 7.2,
(7.27)
u˜ = û+ ψ˜per0 (u˜, ψ˜
per
0 )L2(D0(N)),
(û, ψ˜per0 )L2(D0(N)) = 0, |(u˜, ψ˜per0 )L2(D0(N))| 6 Cκ.
The equations (7.25), (7.26) imply
(H0(0, N) − 1)(û− u0) = φ−1T (κ)fκ − Lκu˜− f0,
where (û−u0) is orthogonal to ψ˜per0 . Since the function û−u0 is well-defined, the right hand
side of the last equation is orthogonal to ψ˜per0 in L2(D0(N)). Moreover, the definition of φ,
fκ, f0, Lemma 7.2, and (7.22) yields
‖φ−1T (κ)fκ − Lκu˜− f0‖L2(D0(N)) 6 CκL2‖f‖L2(Dκ(N)).
Employing the aforementioned facts, by analogy with (7.19), (7.24) we get
‖û− u0‖W22(D0(N)) 6 CκL2‖f‖L2(Dκ(N)).
Since T (κ)Rκ(λ)f = T (κ)u = u˜φ, the last inequality and (7.27) imply (7.18). 
8. Deterministic lower bounds: Proof of Theorem 6.1
After these preparatory lemmata we turn to the heart of the proof of of Theorem 6.1. It
consists in deteremining the sign and estimating the three terms of the perturbation Qρ =
Q11 ∂2∂ξ2
1
+Q1 ∂∂ξ1 +Q2 ∂∂ξ2 . In fact, since we have to perform a perturbative analysis not around
the Laplacian H0(0, N) of the straight waveguide segment but rather around the oneHκ(0, N)
with the maximal possible curvature, the effective perturbation will beHκ(ǫ,N)−Hκ(0, N) =
Qρ −Qκ.
As before we will work with the change of the variables x 7→ ξ introduced above to transform
the operator Hκ(ǫ,N),
T (ρ)Hκ(ǫ,N)T (ρ)−1 = T (κ)Hκ(0, N)T (κ)−1 +M(ǫ, κ)(8.1)
SPECTRAL PROPERTIES OF RANDOMLY CURVED QUANTUM WAVEGUIDES 19
M(ǫ, κ) =M11 ∂
2
∂ξ21
+M1
∂
∂ξ1
+M2
∂
∂ξ2
,
M11 := Q11(ξ, ρ)−Q11(ξ, κ), Mi := Qi(ξ, ρ)−Qi(ξ, κ), i = 1, 2.(8.2)
where the functions Q11, Qi have been introduced in (7.6). Let us calculate explicitly Q2 for
values ξ1 ∈ [0, l]. First we expand the function ρ 7→ Q2(ξ, ρ) around ρ = 0:
Q2(ξ, ρ) = g′′(ξ1)ρ
(
1 + ξ2g
′′(ξ1)ρ+O(ρ2)
)
= g′′(ξ1)ρ+ ξ2(g′′(ξ1))2ρ2 +O(ρ3).(8.3)
Suppressing for the moment the ξ-dependence and using here the prime ′ to denote derivatives
w.r.t. the variable ρ we have
Q′2(ρ) = Q′2(0) +Q′′2(0)ρ+O(ρ2)
Q′′2(ρ) = Q′′2(0) +O(ρ).
Thus for some intermediate value ρ˜ ∈ [ρ, κ] we obtain
Q2(ρ)−Q2(κ) = Q′2(κ)(ρ− κ) +
1
2
Q′′2(κ)(ρ − κ)2 +
1
6
Q′′′2 (ρ˜)(ρ− κ)3
= −Q′2(0)ǫ −Q′′2(0)ǫκ +
1
2
Q′′2(0)ǫ2 +O(κ2ǫ)
and after evaluating (8.3) and inserting the value at ρ = 0,
= −∂
2g(ξ1)
∂ξ21
ǫ− ξ2
(
∂2g(ξ1)
∂ξ21
)2
ǫ(κ+ κ) +O(κ2ǫ)
follows, where we have made the dependence on ξ explicit, again. Direct calculations of
similar type show that
M11 :=M
(0)
11 +M
(1)
11 + ǫjκ
2M
(2)
11 , Mi := M
(0)
i +M
(1)
i + ǫjκ
2M
(2)
i ,(8.4)
M
(0)
11 = 2ǫjξ2g
′′
j , M
(1)
11 = −ǫj(κ+ ρj)
(
(g′j)
2 − 3ξ22(g′′j )2
)
,
M
(0)
1 = ǫjξ2g
′′′
j , M
(1)
1 = −ǫj(κ+ ρj)(g′j − 3ξ22g′′′j )g′′j ,
M
(0)
2 = −ǫjg′′j , M (1)2 = −ǫj(κ+ ρj) ξ2(g′′j )2,
for ξ1 ∈ [(j − 1)l, jl], and
(8.5) |M (2)11 |+ |M (2)1 |+ |M (2)2 | 6 C,
where the constant C is independent of L, N , l, j, a, ξ, and g.
Consider λ ∈ Θ. Employing the technique used in [2, Sect. 4], [17] and (7.13), (8.1), one
can show easily that λ = λ(ρ) ∈ Θ is an eigenvalue of Hκ(ǫ,N) if and only if it solves the
equation
λ− λper(ρ) = 〈(I +M(ǫ, κ)R̂κ(λ))−1M(ǫ, κ)ψ̂per, P3ψ̂per〉,
where ψ̂per := T (κ)ψ˜per, 〈·, ·〉 := 〈·, ·〉0, P3 is taken for ρ = (κ, . . . , κ). We rewrite this equation
as
(8.6)
λ(ρ)− λper(κ) =〈M(ǫ, κ)ψ̂per, P3ψ̂per〉 − 〈M(ǫ, κ)R̂κ(λ(ρ))M(ǫ, κ)ψ̂per , P3ψ̂per〉
+ 〈(M(ǫ, κ)R̂κ(λ(ρ)))2(I +M(ǫ, κ)R̂κ(λ))−1M(ǫ, κ)ψ̂per, P3ψ̂per〉.
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The reduced resolvent R̂κ satisfies the resolvent identity
R̂κ(λ)− R̂κ(µ) = (λ− µ)R̂κ(µ)R̂κ(λ).
Substituting this identity with λ = λ(ρ), µ = 1 and (8.4) into (8.6), and using the fact that
R̂κ(1) = R0(1), we obtain
λ(ρ)− λper(κ) = S1(ǫ, κ) + (λ(ρ) − λper(κ))S2(ǫ, κ) + S3(ǫ, κ),(8.7)
S1(ǫ, κ) = 〈M̂(ǫ, κ)ψ̂per, P̂3ψ̂per〉 − 〈M̂(ǫ, κ)R0(1)M̂(ǫ, κ)ψ̂per, ψ̂per〉,
S2(ǫ, κ) = −〈M(ǫ, κ)R̂κ(λper(κ))R̂κ(λ(ρ))M(ǫ, κ)ψ̂per , P3ψ̂per〉
S3(ǫ, κ) = −〈M(2)(ǫ, κ)
(
I− R̂κ(λper(κ))M(ǫ, κ)
)
ψ̂per, P3ψ̂
per〉
− 〈M̂(ǫ, κ)R̂κ(λper(κ))M(2)(ǫ, κ)ψ̂per, P3ψper〉
+ 〈(M(ǫ, κ)R̂κ(λ(ρ)))2(I +M(ǫ, κ)R̂κ(λ))−1M(ǫ, κ)ψ̂per, P3ψ̂per〉,
− 〈M̂(ǫ, κ)(R̂κ(λ(ρ)) −R0(1))M̂(ǫ, κ)ψ̂per, P3ψ̂per〉
+ 〈M̂(ǫ, κ)ψ̂per, (P3 − P̂3)ψper〉
− 〈M̂(ǫ, κ)R0(1)M̂(ǫ, κ)ψ̂per, (P3 − 1)ψ̂per〉,
P̂3(ξ) := 1− ξ2G′′(ξ1, κ, . . . , κ),
M̂(ǫ, κ) :=M(0)(ǫ, κ) +M(1)(ǫ, κ),
M(i)(ǫ, κ) :=M (i)11
∂2
∂ξ21
+M
(i)
1
∂
∂ξ1
+M
(i)
2
∂
∂ξ2
, i = 0, 1, 2.
By (8.5), (6.2) and Lemmas 7.2, 7.5 we get the estimate for S3(ǫ, κ):
(8.8) |S3(ǫ, κ)| 6 Cκ2|ǫ|2L9/2, where |ǫ|2 :=
(
N∑
i=1
ǫ2i
)1/2
.
It follows from (2.1), (6.2), the definition of M(ǫ, κ) and Lemma 7.5 that
|S2| 6 Cκ2L2 6 CcL−7.
Hence, for δ small enough we have |S2| < 1/2, and by (8.7), (8.6) we get
(8.9) λ(ρ)− λper(κ) > S1(ǫ, κ)
2
− Cκ2|ǫ|2L9/2.
In order to control the contribution S1 we split it into two parts, using thereby identity (8.4)
and Lemmas 7.2
S1(ǫ, κ) =S4(ǫ, κ) + S5(ǫ, κ),(8.10)
S4(ǫ, κ) :=N
−1〈M̂(ǫ, κ)ψper0 , ψper0 〉+ κN−1〈M(0)ψper1 , ψper0 〉
+ κN−1〈M(0)ψper0 , ψper1 〉 −N−1〈M(0)(ǫ, κ)ψper0 , ξ2G′′ψper0 〉
−N−1〈M(0)(ǫ, κ)R0(1)M(0)(ǫ, κ)ψper0 , ψper0 〉,
S5(ǫ, κ) :=S1(ǫ, κ)− S4(ǫ, κ),
where G′′ is taken for ρ = (κ, . . . , κ). By Lemma 7.5 and (8.5) we can estimate S5,
(8.11) |S5(ǫ, κ)| 6 Cκ2|ǫ|2L7/2.
SPECTRAL PROPERTIES OF RANDOMLY CURVED QUANTUM WAVEGUIDES 21
We shall show that S5 can be regarded as a small order perturbation of the main term S4.
In order to it, we need to calculate S4. It is easy to check that
(8.12)
N−1〈M̂(ǫ, κ)ψper0 , ψper0 〉 =
‖g′′‖2L2(0,l)
2L
N∑
j=1
ǫj(κ+ ρj),
−N−1〈M(0)(ǫ, κ)ψper0 , ξ2G′′ψper0 〉 = −
‖g′′‖2L2(0,l)
2L
κ
N∑
j=1
ǫj .
By (8.4) we obtain
〈M(0)(ǫ, κ)ψper1 , ψper0 〉+ 〈M(0)(ǫ, κ)ψper0 , ψper1 〉
=
N∑
j=1
ǫj
〈
2ξ2g
′′
j
∂2ψper1
∂ξ21
+ ξ2g
′′′
j
∂ψper1
∂ξ1
− g′′j
∂ψper1
∂ξ2
, ψper0
〉
L2(D0(j−1,j))
−
N∑
j=1
ǫj
〈
ξ2g
′′
j
∂ψper0
∂ξ2
, ψper1
〉
L2(D0(j−1,j))
=
(〈
2ξ2g
′′ ∂
2ψper1
∂ξ21
+ ξ2g
′′′ ∂ψ
per
1
∂ξ1
− ξ2g′′ ∂ψ
per
1
∂ξ2
, ψper0
〉
L2(D0(1))
−
〈
ψper1 , ξ2g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
) N∑
j=1
ǫj .
We take into the account the equation (7.8) for ψper1 and integrate by parts,
(8.13)〈
2ξ2g
′′ ∂
2ψper1
∂ξ21
+ ξ2g
′′′ ∂ψ
per
1
∂ξ1
− ξ2g′′ ∂ψ
per
1
∂ξ2
, ψper0
〉
L2(D0(1))
−
〈
ψper1 , ξ2g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
=
〈
ξ2g
′′ ∂2ψ
per
1
∂ξ21
, ψper0
〉
L2(D0(1))
−
〈
ξ2g
′′,
∂
∂ξ2
ψper0 ψ
per
1
〉
L2(D0(1))
= −
〈
ξ2g
′′
(∂2ψper1
∂ξ22
+ ψper1 − g′′
∂ψper0
∂ξ2
)
, ψper0
〉
L2(D0(1))
+ 〈g′′ψper1 , ψper0 〉L2(D0(1))
= −
‖g′′‖2L2(0,l)
2l
− 2
〈
g′′ψper1 ,
∂ψper0
∂ξ2
〉
L2(D0(1))
+ 〈g′′ψper1 , ψper0 〉L2(D0(1)).
Now consider the last contribution to S4. Denote u := R0(1)M(0)(ǫ, κ)ψ0. This function
solves the equation
(8.14) (H0(0, N)− 1)u = −
N∑
j=1
ǫjg
′′
j
∂ψper0
∂ξ2
and is orthogonal to ψper0 in L2(D0(L)). We use this equation and proceed as in (8.13), to
calculate
−〈M(0)(ǫ, κ)R0(1)M(0)(ǫ, κ)ψper0 , ψper0 〉
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= −
N∑
j=1
ǫj
〈
2ξ2g
′′
j
∂2u
∂ξ21
+ ξ2g
′′′
j
∂u
∂ξ1
− ξ2g′′j
∂u
∂ξ2
, ψper0
〉
L2(D0(j−1,j))
= −
N∑
j=1
ǫj
〈
ξ2g
′′
j
∂2u
∂ξ21
− ξ2g′′j
∂u
∂ξ2
, ψper0
〉
L2(D0(j−1,j))
=
N∑
j=1
ǫj
〈
ξ2g
′′
j
(
− ǫjg′′j
∂ψper0
∂ξ2
+
∂2u
∂ξ22
+
∂u
∂ξ2
+ u
)
, ψper0
〉
L2(D0(j−1,j))
=
‖g′′‖2L2(0,l)
2l
N∑
j=1
ǫ2j + 2
N∑
j=1
ǫj
〈
g′′j u,
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
−
N∑
j=1
ǫj
〈
g′′j u,
∂
∂ξ2
(ξ2ψ
per
0 )
〉
L2(D0(j−1,j))
.
We substitute the last identity and (8.12), (8.13) into (8.10),
(8.15)
S4(ǫ, κ) =2N
−1
N∑
j=1
ǫj
〈
g′′j u,
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
−N−1κ
(
2
〈
g′′ψper1 ,
∂ψper0
∂ξ2
〉
L2(D0(1))
−
〈
g′′ψper1 , ψ
per
0
〉
L2(D0(1))
) N∑
j=1
ǫj
−N−1
N∑
j=1
ǫj
〈
g′′j u,
∂
∂ξ2
(ξ2ψ
per
0 )
〉
L2(D0(j−1,j))
.
Note that terms involving ‖g′′‖L2(0,l) cancel. Next we study each term in the obtained ex-
pression for S4.
Lemma 8.1. The inequality
(8.16) S4(ǫ, κ) >
‖g′‖2L2(0,l)
L
(
π
2
− 16a
π2
)
κ
N∑
j=1
ǫj
holds true.
Proof. Since
(8.17)
∂ψ0
∂ξ2
(ξ1, π − ξ2) = −∂ψ0
∂ξ2
(ξ1, ξ2),
the solutions ψper1 , u to the equations (7.8), (8.14) satisfy the same identity,
(8.18) ψper1 (ξ1, π − ξ2) = −ψper1 (ξ1, ξ2), u(ξ1, π − ξ2) = −u(ξ1, ξ2).
It implies
N∑
j=1
ǫj
〈
g′′j u,
∂
∂ξ2
(ξ2ψ
per
0 )
〉
L2(D0(j−1,j))
=
π
2
N∑
j=1
ǫj
〈
g′′j u,
∂
∂ψper0
〉
L2(D0(j−1,j))
,
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S4(ǫ, κ) =
(
2− π
2
)
N−1
N∑
j=1
ǫj
〈
g′′j u,
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
− 2N−1κ
〈
ψper1 , g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
N∑
j=1
ǫj .
(8.19)
Let us estimate the first term in (8.18). We integrate by parts taking into consideration
(8.17), (8.18),
(8.20)
N∑
j=1
ǫj
〈
u, g′′j
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
=
N∑
j=1
ǫj
〈∂2u
∂ξ21
, gj
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
=
N∑
j=1
ǫ2j
〈
g′′j
∂ψ0u
∂ξ2
, gj
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
−
N∑
j=1
ǫ2j
〈∂2u
∂ξ2
+ u, gj
∂ψper0
∂ξ2
〉
L2(D0(j−1,j))
= −
‖g′‖2L2(0,l)
l
N∑
j=1
ǫ2j + 2
( ∂u
∂ξ2
(·, π),
N∑
j=1
ǫjgj
)
L2(0,L)
.
We construct the function u by the separation of variables,
∂ψper0
∂ξ2
=
∞∑
m=1
αm sin 2mξ2, αm =
√
2
πl
4m
4m2 − 1 , ,
u(ξ) =
∞∑
m=1
αmUm(ξ2) sin 2mξ1,(8.21)
where the functions Um solve the boundary value problems,
−U ′′m + (4m2 − 1)Um = −
N∑
j=1
ǫjg
′′
j in L2(0, L), U
′
m(0) = U
′
m(L) = 0.
It follows from (8.20), (8.21) that
(8.22)
N∑
j=1
ǫj
〈
u, g′′j
∂ψper0
∂ξ2
〉
= −
‖g′‖2L2(0,l)
l
N∑
j=1
ǫ2j + 4
∞∑
m=1
mαm
( N∑
j=1
εjgj , Um
)
L2(0,L)
.
We represent Um as
Um =
N∑
j=1
ǫjgj + (4m
2 − 1)U˜m,
where U˜m is the solution to the problem
−U˜ ′′m + (4m2 − 1)U˜m = −
N∑
j=1
ǫjgj in L2(0, L), U˜
′
m(0) = U˜
′
m(L) = 0.
Thus,
‖U˜ ′m‖2L2(0,l) + (4m2 − 1)‖U˜m‖2L2(0,l) = −
( N∑
j=1
ǫjgj , U˜m
)
L2(0,L)
,
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( N∑
j=1
εjgj , Um
)
L2(0,L)
= ‖g‖2L2(0,l)
N∑
j=1
ǫ2j + (4m
2 − 1)
( N∑
j=1
εjgj , U˜m
)
L2(0,L)
,
(4m2 − 1)‖U˜m‖L2(0,L) 6
∥∥∥ N∑
j=1
ǫjgj
∥∥∥
L2(0,L)
= ‖g‖L2(0,l)
N∑
j=1
ǫ2j .
Two last relations imply ( N∑
j=1
εjgj , Um
)
L2(0,L)
> 0,
and by (8.22) it yields
(8.23)
N∑
j=1
ǫj
〈
u, g′′j
∂ψ0
∂ξ2
〉
L2(D0(j−1,j))
> −
‖g‖2L2(0,l)
l
N∑
j=1
ǫ2j .
We proceed to the second term in the right hand side of (8.18). We construct ψper1 as
(8.24) ψper1 = g
∂ψper0
∂ξ2
+
√
2
πl
ψ˜per1 ,
where ψ˜per1 solves the boundary value problem
(8.25) (∆+1)ψ˜per1 = 0 in D0(1), ψ˜
per
1 = g as ξ2 = π, ψ˜
per
1 = −g as ξ2 = 0,
and satisfies periodic boundary condition on ξ1 = 0 and ξ1 = l. Hence,
(8.26)
−
〈
ψper1 , g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
=
‖g′‖2L2(0,l)
l
−
√
2
πl
〈
ψ˜per1 , g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
=
‖g′‖2L2(0,l)
l
+
√
2
πl
〈∂ψ˜per1
∂ξ1
, g′
∂ψper0
∂ξ2
〉
L2(D0(1))
.
Now we construct ψ˜per1 by the separation of variables,
(8.27)
∂ψ˜per1
∂ξ1
=
∞∑
m=1
(
β(+)m cos
2πm
l
ξ1 + β
(−)
m sin
2πm
l
ξ1
)
Vm(ξ2),
where β
(±)
m are introduced as the coefficients of the Fourier series for g′,
(8.28) g′(ξ1) =
∞∑
m=1
(
β(+)m cos
2πm
l
ξ1 + β
(−)
m sin
2πm
l
ξ1
)
.
The functions Vm are defined as the solutions to the boundary value problems
(8.29) − V ′′m +
(
4π2m2
l2
− 1
)
Vm = 0 in (0, π), Vm(0) = −1, Vm(π) = 1.
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The functions Vm can be found explicitly,
(8.30)
Vm(ξ2) =
sinhAm
(
ξ2 − pi2
)
sinh piAm2
, Am :=
√
4π2m2
l2
− 1, if 4π
2m2
l2
> 1,
Vm(ξ2) =
sinAm
(
ξ2 − pi2
)
sin piAm2
, Am :=
√
1− 4π
2m2
l2
, if
4π2m2
l2
< 1,
Vm(ξ2) =
2
π
ξ2 − 1, if 4π
2m2
l2
= 1.
We substitute (8.27) and (8.28) into (8.26),
(8.31) − 2
〈
ψper1 , g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
=
2‖g′‖2L2(0,l)
l
+
∞∑
m=1
((
β(+)m
)2
+
(
β(−)m
)2)
Bm,
where
(8.32)
Bm := −
4Am coth
piAm
2
π(A2m + 1)
, if
4π2m2
l2
> 1,
Bm := −
4Am cot
piAm
2
π(1−A2m)
, if
4π2m2
l2
< 1,
Bm := − 8
π2
, if
4π2m2
l2
= 1.
In view of the estimates
4z coth piz2
π
√
z2 + 1
6
4
π
, z > 0,
4z cot piz2
π
√
1− z2 6
8
π2
, z ∈ [0, 1],
the coefficients Bm can be estimated as follows,
0 > Bm > − 2l
π2m
, if 2m >
l
π
, 0 > Bm > − 4l
π3m
, if 2m 6
l
π
.
We substitute these estimate in (8.31),
−2
〈
ψper1 , g
′′ ∂ψ
per
0
∂ξ2
〉
L2(D0(1))
>
2‖g′‖L2(0,l)2
l
− 4l
π3
∑
2m6 l
pi
(
β
(+)
m
)
2 +
(
β
(−)
m
)2
m
− 2l
π2
∑
2m> l
pi
(
β
(+)
m
)
2 +
(
β
(−)
m
)2
m
>
2‖g′‖2L2(0,l)
l
− 2l
π2
∞∑
m=1
(
β
(+)
m
)2
+
(
β
(−)
m
)2
m
.
Together with (8.23), (8.19) and an obvious estimate ǫj 6 κ it yields
(8.33) S4(ǫ, κ) >
(
π
2
‖g′‖2L2(0,l) −
4l2
π2
∞∑
m=1
(
β
(+)
m
)2
+
(
β
(−)
m
)2
m
)
κ
L
N∑
j=1
ǫj
It remains to estimate the last sum in this expression.
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We introduce the function
h(ξ1) :=
∞∑
m=1
1
m
(
β(+)m cos
2πm
l
ξ1 + β
(−)
m sin
2πm
l
ξ1
)
+
2πβ+0
l
,
β+0 :=
1
l
l∫
0
g(ξ1) dξ1,
and by the definition (8.28) of the coefficients β
(±)
m we see that
‖g‖2L2(0,l) =
l
2
∞∑
m=1
(
l
2πm
)2 ((
β(+)m
)2
+
(
β(−)m
)2)
+
(
β
(+)
0
)2
l,
‖h‖2L2(0,l) =
l
2
∞∑
m=1
(
β
(+)
m
)
2 +
(
β
(−)
m
)2
m
+
(
2πβ
(+)
0
l
)2
=
4π2
l2
‖g‖2L2(0,l),(8.34)
4l2
π2
∞∑
m=1
(
β
(+)
m
)2
+
(
β
(−)
m
)2
m
=
8l
π2
(h, g′)L2(0,l).(8.35)
Now we use the fact that supp g lies in a segment of the size a and an obvious estimate
‖g′‖L2(0,l) >
π
a
‖g‖L2(0,l),
to obtain
−4l
2
π2
∞∑
m=1
(
β
(+)
m
)2
+
(
β
(−)
m
)2
m
> − 8l
π2
‖h‖L2(0,l)‖g′‖L2(0,l)
> −16
π
‖g‖L2(0,l)‖g′‖L2(0,l) > −
16a
π2
‖g′‖2L2(0,l).
We substitute this inequality into (8.33) and complete the proof. 
We substitute the inequalities (8.16), (8.10), (8.11), and a trivial one
|ǫ|2 6
N∑
j=1
ǫj
into (8.9),
λ(ρ)− λper(κ) >
(‖g′‖2L2(0,l)
2L
(
π
2
− 16a
π2
)
− CκL9/2
)
κ
N∑
j=1
ǫj .
Choosing the constant δ in (6.2) small enough, we arrive at the estimate (6.3).
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