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In this paper, we make a complete study on small perturbations
of Hamiltonian vector ﬁeld with a hyper-elliptic Hamiltonian of
degree ﬁve, which is a Liénard system of the form x′ = y, y′ =
Q 1(x) + εyQ 2(x) with Q 1 and Q 2 polynomials of degree respec-
tively 4 and 3. It is shown that this system can undergo degen-
erated Hopf bifurcation and Poincaré bifurcation, which emerges at
most three limit cycles in the plane for sufﬁciently small positive ε.
And the limit cycles can encompass only an equilibrium inside, i.e.
the conﬁguration (3,0) of limit cycles can appear for some values
of parameters, where (3,0) stands for three limit cycles surround-
ing an equilibrium and no limit cycles surrounding two equilibria.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Study of the number and conﬁguration of limit cycles for the polynomial vector ﬁelds in the plane
is related to the Hilbert’ 16th problem which is a very diﬃcult problem (cf. [13]). Until now this
problem still remains to be unsolved even though numerous investigations on this topic has been
carried out and various kinds of particular systems have been discussed in the past decades (see
[2,3,15,17,24] and the references therein). Thereby, a weaker version of this problem is proposed by
Arnold to study the zeros of Abelian integrals obtained by integrating polynomial 1-forms over ovals
of polynomial Hamiltonian, that is the weak Hilbert’s 16th problem or inﬁnitesimal Hilbert’s 16th
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2228 J. Wang, D. Xiao / J. Differential Equations 250 (2011) 2227–2243problem (see [1]), where oval is a smooth simple closed curve which is free of critical points of
Hamiltonian function.
Consider a polynomial perturbation of Hamiltonian system
⎧⎪⎪⎨
⎪⎪⎩
dx
dt
= −∂H
∂ y
+ ε f (x, y),
dy
dt
= ∂H
∂x
+ εg(x, y),
(1.1)
where H(x, y) is a polynomial of degree n + 1, 0 < |ε|  1, f (x, y) and g(x, y) are polynomials of
degree m.
Let J ⊂ R be a maximal open interval (or an union of several maximal open intervals) on which
the level set of the real algebraic curves H(x, y) = h for h ∈ J contains an oval denoted by γh , that is
γh =
{
(x, y)
∣∣ H(x, y) = h contains an oval, h ∈ J}.
The family of ovals γh for h ∈ J is continuous in h. Such a family is called a period annulus (or an
union of several period annuli if J is an union of several maximal open intervals), which is the biggest
open punctured neighborhood foliated by periodic orbits of system (1.1) as ε = 0. Taking a segment
which is transversal to the period annulus and it can be parameterized by the Hamiltonian value h,
we can deﬁne the displacement map (i.e. the ﬁrst return map) d(h, ε) of system (1.1) on this segment.
Without loss of generality, we assume that an oval γh of H(x, y) = h surrounds the origin and
transversal to the positive x-axis at A(h) = (a(h),0) for h in the interval J , where the positive x-
axis can be parameterized by h. Let B(h, ε) be the ﬁrst intersection point of the orbit of (1.1) having
initial point A(h) with the positive x-axis. Then, the displacement function of system (1.1) on J is
d(h, ε) = ∫ ÂB dH by deﬁnition. It can be checked (see [22]) that
d(h, ε) = ε(I(h) + O (ε)),
where I(h) = ∮γh f dy − g dx, which is called Abelian integral of system (1.1) (or the ﬁrst Melnikov
function), and O (ε) is a higher-order term of ε. The weak Hilbert’s 16th problem is to ﬁnd the least
upper bound of the number of real zeros of the Abelian integral I(h). If I(h) is not identically zero,
then the number of real zeros of I(h) provides an upper bound for the number of limit cycles of
system (1.1) which bifurcate from this period annulus by Poincaré bifurcation (see [2,22]). However,
to obtain the upper bound for the number of limit cycles of system (1.1) in the plane, one has to
analysis dynamics of system (1.1) in the plane except period annulus.
In the progress to solve Hilbert 16th problem or the weakened 16th Hilbert problem, the gener-
alized Liénard system x′ = y, y′ = Q 1(x) + yQ 2(x) of type (m,n) is more interesting, here Q 1 and
Q 2 are polynomials of degree respectively m and n. There are a large amount of work on the topic,
for instance, in a series of papers Dumortier and Li have made a complete study on the weakened
16th problem for the generalized Liénard system of type (3,2) and obtained sharp upper bound for
the number of zeros of Abelian integrals (see [4–6] and [7]). To our knowledge, most studies on this
subject are concerned the weak Hilbert 16th problem in which Hamilton functions are elliptic cases
(i.e. the complex algebraic curve 12 y
2 − ∫ x0 Q 1(s)ds = h is of genus at most one).
In this paper, we intend to make a complete study on a Liénard system of type (4,3) that is
a small perturbation of Hamiltonian vector ﬁeld with a hyper-elliptic Hamiltonian of degree ﬁve.
Xiao in [25] observed that unfolding of a degenerated singularity can be blew up to a perturbation
of hyper-elliptic Hamiltonian systems of degree ﬁve. The topological classiﬁcation of hyper-elliptic
Hamiltonian system of degree ﬁve was ﬁrst given by Gavrilov and Iliev in [10]. There are eleven
different phase portraits for the hyper-elliptic Hamiltonian system, which have the family of ovals.
Novikov and Yakovenko in [19] provided an algorithm producing the upper bound of the number of
real zeros of the Abelian integral by a tower function (an iterated exponent) of height at least ﬁve for
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2 + x22 − x3 + 34 x4 − x
5
5 = h.
perturbations of the hyper-elliptic Hamiltonian system. However, the estimation of this upper bound
is too elusive to believe that it might be realistic. Herein we choose one of eleven classes in [10] to
study the number of limit cycles under a small perturbation. This system is as follows:
⎧⎪⎨
⎪⎩
dx
dt
= y,
dy
dt
= x(x− 1)3 + ε(a + bx+ cx2 + x3)y (Hε)
with Hamiltonian function
H(x, y) = 1
2
y2 + x
2
2
− x3 + 3
4
x4 − x
5
5
, (1.2)
where 0< ε  1, a, b and c are real bounded parameters.
The level sets (i.e. H(x, y) = h) of Hamiltonian function (1.2) are sketched in Fig. 1.1. It is easy to
check that ovals Γh = {(x, y) | H(x, y) = h, h ∈ (0 120 )} are closed orbits of system (H0) which forms
a unique period annulus in the plane. When h = 0, Γ0 is an elementary center (0,0) of system (H0).
And Γ 1
20
is a homoclinic loop passing through nilpotent saddle (1,0) of system (H0) if h = 120 . The
Abelian integral of system (Hε) is
I(h) =
∮
Γh
(
a + bx+ cx2 + x3)y dx = aI0(h) + bI1(h) + cI2(h) + I3(h), (1.3)
where Ik(h) =
∮
Γ
xk y dx, k = 0,1,2,3.
h
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of limit cycles for system (Hε) in the whole plane. We study the Hopf bifurcation and Poincaré bifur-
cation of system (Hε). It is shown that system (Hε) can undergo degenerated Hopf bifurcation which
emerges at most three limit cycles in the plane. From studying on the related Abelian integrals I(h)
of system (Hε), we can prove that I(h) has at most three zeros (multiplicity taken into account) and
there exist parameter values such that I(h) has three isolated zeros by the asymptotic expansions of
Abelian integrals I(h) at the end points of open interval. It is shown that system (Hε) can undergo
Poincaré bifurcation which emerges at most three limit cycles from this period annulus if I(h) is not
identically zero. Therefore, system (Hε) has three limit cycles in the plane for suﬃciently small posi-
tive parameter ε. And the limit cycle can encompass only an equilibrium inside and the conﬁguration
(3,0) of limit cycles can appear, where (3,0) stands for three limit cycles surrounding an equilibrium
and no limit cycles surrounding two equilibria. To our best knowledge, this is the ﬁrst work on the
number of zeros of Abelian integrals and the related limit cycles for Liénard system of type (4,3).
The paper is organized as follows. In Section 2, we give a general analysis on system (Hε) such
as the properties and bifurcations of equilibria, and we prove that there does not exist a closed orbit
surrounding two equilibria of system (Hε) and system (Hε) can undergo degenerated Hopf bifurcation
which emerges at most three limit cycles in the plane. In Section 3, we show that Abelian integrals
I(h) of system (Hε) has the Chebyshev property (i.e. the least upper bound of number (multiplicity
taken into account) of zeros of I(h) is three) and there exist parameter values such that I(h) has
three isolated zeros by the asymptotic expansions of Abelian integrals I(h) at the end points of open
interval. This implies that system (Hε) can undergo Poincaré bifurcation which emerges at most three
limit cycles from this period annulus if I(h) is not identically zero. Some discussions are given in the
last section.
2. Equilibria of system (Hε) and Hopf bifurcation
In this section we study the topological classiﬁcation of two equilibria of system (Hε), and show
that there does not exist a closed orbit surrounding two equilibria of system (Hε) and system (Hε)
can undergo degenerated Hopf bifurcation which emerges at most three limit cycles in the plane.
It is clear that system (Hε) always has only two equilibria O (0,0) and E(1,0) for all parameters.
And O (0,0) is elementary but E(1,0) is degenerate. More precisely, we have the following lemma.
Lemma 2.1. Suppose 0< ε  1. Then equilibrium O (0,0) is a focus (or weak focus with order at most three),
and equilibrium E(1,0) is degenerated saddle (or nilpotent saddle). Moreover, the detail topological classiﬁca-
tions of equilibria are as follows:
(O i) if a = 0 and |εa| < 1, then O (0,0) is a hyperbolic focus. And it is stable (or unstable) if a < 0 (or a > 0,
respectively);
(O ii) if a = 0 and 3b + c = 0, then O (0,0) is a weak focus with order one. It is stable (or unstable) if
3b + c > 0 (3b + c < 0, respectively);
(O iii) if a = 0, 3b+ c = 0 and b = 514 , then O (0,0) is a weak focus with order two. It is stable (or unstable) if
5− 14b > 0 (or 5− 14b < 0, respectively);
(O iv) if (a,b, c) = (0, 514 ,− 1514 ), then O (0,0) is a stable weak focus with order three;
(E i) if 1+ a + b + c = 0, then E(1,0) is a degenerated saddle;
(E ii) if 1+ a + b + c = 0, then E(1,0) is a nilpotent saddle.
Proof. We ﬁrst study equilibrium O (0,0). The statement (O i) can be proved by a straightforward
calculation of eigenvalues at O (0,0) for system (Hε). And O (0,0) becomes Hopf singularity if a = 0.
To determine if O (0,0) is a focus in the case a = 0, we transfer system (Hε) to the following Liénard
system by performing the translation
X = x, Y = y − 1
2
εbx2 − 1
3
εcx3 − 1
4
εx4,
dX = Y − F (X), dY = −g(X), (2.1)
dt dt
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Y by x and y, respectively.
It is clear that F (x) and g(x) are C∞ smooth functions in a neighborhood of the origin, and
g(0) = F (0) = F ′(0) = 0 and g′(0) > 0. Let G(x) = ∫ x0 g(s)ds.
According to the method and theorem in [12], we have the following conclusion (cf. Lemma 2.1 in
[27]): If there exists a C∞ smooth function α(x) in a small interval of zero, α(x) = −x+ O (x2), such
that G(α(x)) ≡ G(x) and
F
(
α(x)
)− F (x) =∑
i1
Bix
i,
then the equilibrium O (0,0) of (2.1) is a weak focus of order k if B j = 0, j = 1,2, . . . ,2k, and
B2k+1 = 0. And it is locally stable (unstable) if B2k+1 < 0 (B2k+1 > 0, respectively).
After a straightforward computation, we can obtain statements (O i)–(O iv) by Lemma 2.1 in [27].
In the following, we study equilibrium E(1,0). Moving E(1,0) to the origin, then system (Hε)
becomes
dx
dt
= y,
dy
dt
= ε(1+ a + b + c)y + ε(3+ b + 2c)xy + x3 + ε(3+ c)x2 y + x4 + εx3 y. (2.2)
If 1+ a + b + c = 0, then the eigenvalues of system (2.2) at (0,0) are zero and ε(1 + a + b + c). It is
clear that this equilibrium is degenerate. To determine the topological classiﬁcation of the equilibrium,
we let
X = x− 1
ε(1+ a + b + c) y, Y = y, T = ε(1+ a + b + c)t.
And system (2.2) can be transferred to
dX
dT
= p2(X, Y ), dY
dT
= Y + q2(X, Y ), (2.3)
where
p2(X, Y ) = − 3+ b + 2c
ε(1+ a + b + c)2 Y
(
X + 1
ε(1+ a + b + c)Y
)
− 1
ε2(1+ a + b + c)2
(
X + 1
ε(1+ a + b + c)Y
)3
− 3+ c
ε(1+ a + b + c)2 Y
(
X + 1
ε(1+ a + b + c)Y
)2
+ O 1
(
(X, Y )4
)
,
q2(X, Y ) = 3+ b + 2c
1+ a + b + c Y
(
X + 1
ε(1+ a + b + c)Y
)
+ 1
ε(1+ a + b + c)
(
X + 1
ε(1+ a + b + c)Y
)3
+ 3+ c
ε(1+ a + b + c)Y
(
X + 1
ε(1+ a + b + c)Y
)2
+ O 2
(
(X, Y )4
)
,
here O 1((X, Y )4) and O 2((X, Y )4) are higher-order terms of |(X, Y )|3.
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smooth function Y = φ(X) and a small interval (−δ, δ) such that φ(X) + q2(X, φ(X)) ≡ 0 for |X | < δ,
where
φ(X) = − 1
ε(1+ a + b + c) X
3 + O (X4).
Therefore, p2(X, φ(X)) = − 1ε2(1+a+b+c)2 X3 + O (X4).
According to Theorem 7.1 in Chapter 2 of [29], we obtain that equilibrium (0,0) of system (2.3) is
a saddle. This implies that statement (E i) is true.
If 1 + a + b + c = 0, then the eigenvalues of system (2.2) at (0,0) are two zeros and linearized
matrix is not zero matrix. Hence, equilibrium (0,0) of system (2.2) is nilpotent. From Theorem 7.2 in
Chapter 2 of [29], we obtain that equilibrium (0,0) of system (2.2) is a saddle. This leads to state-
ment (E ii). 
From Lemma 2.1 and Hopf bifurcation theorem, we can check that equilibrium O (0,0) can undergo
a series Hopf bifurcations as parameters a, b and c change in a small neighborhood of (0, 514 ,− 1514 )
for any given ε with 0< ε  1. And Hopf bifurcation surface of codimension one is given by
H1 =
{
(a,b, c, ε): a = 0, 3b + c = 0, 0< ε  1}.
On the surface H1 there is a curve
H2 =
{
(a,b, c, ε): a = 0, 3b + c = 0, c = −15
14
, 0< ε  1
}
,
which is a degenerated Hopf bifurcation curve of codimension two. On this curve, there is a point
H3 =
{
(a,b, c, ε): a = 0, b = 5
14
, c = −15
14
, 0< ε  1
}
,
which is a degenerated Hopf bifurcation point of codimension three. Furthermore, we have the fol-
lowing theorem.
Theorem 2.1. For any given ε with 0 < ε  1, a series Hopf bifurcations occur near equilibrium O (0,0) of
system (Hε) in a small neighborhood of bifurcation value (a,b, c) = (0, 514 ,− 1514 ). In particular, a unique sta-
ble limit cycle bifurcates from equilibrium O (0,0) of system (Hε) as a = 0, c = −3b and b increases from 514 ;
a unique unstable limit cycle bifurcates from equilibrium O (0,0) of system (Hε) as a = 0, b > 514 and c
increases from − 1514 ; and a unique stable limit cycle bifurcates from equilibrium O (0,0) of system (Hε) as
b > 514 , c > − 1514 and parameter a increases from zero. Therefore, system (Hε) has three limit cycles surround-
ing equilibrium O (0,0) as b > 514 , c > − 1514 and a > 0, in which two limit cycles are stable and the other is
unstable.
From Theorem 2.1, we obtain the existence of three limit cycles of system (Hε) in a small neigh-
borhood of origin for some values of parameters. On the maximum number of small amplitude limit
cycles which bifurcate from a single equilibrium of Liénard system, there have been many results
(cf. [16] and the references therein). Theorem 2.1 implies that the maximum number of small ampli-
tude limit cycles which bifurcate from equilibrium O (0,0) of system (Hε) is three, which coincides
with the known result.
In the following we study if there exists a closed orbit surrounding two equilibria of system (Hε)
and how many is the maximum number of limit cycles of system (Hε) in a small neighborhood of
bifurcation value (a,b, c) = (0, 514 ,− 1514 ) for 0< ε  1.
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Theorem 2.2. Suppose 0< ε  1. Then
(1) system (Hε) has no closed orbits which encompass two equilibria O (0,0) and E(1,0);
(2) system (Hε) does not have a closed orbit if system (Hε) has a weak focus with order 3.
Proof. We ﬁrst prove the conclusion (1) by contradiction. Suppose that system (Hε) has a closed
orbit γ surrounding two equilibria O (0,0) and E(1,0). Then γ crosses line x = 1 and positive x-axis
respectively at P (1, yp), Q (1, yq) and R(xr,0), where yp , yq and xr are y-axis of points P and Q ,
and x-axis of point R , respectively. And yq < 0 < yp and xr > 1 (see Fig. 2.1). Hence, vector ﬁeld of
system (Hε) at P (1, yp) is (yp, ε(1 + a + b + c)yp), and vector ﬁeld of system (Hε) at R(xr,0) is
(0, xr(xr − 1)3).
We can see that the orientation of vector ﬁeld of system (Hε) at R on closed orbit γ is always
counterclockwise. However, the orientation of vector ﬁeld of system (Hε) at P on closed orbit γ is
always clockwise. This is a contradiction. Thus, the conclusion (1) is proved.
We now prove the conclusion (2). From Lemma 2.1, we know that system (Hε) has a weak fo-
cus of order three as a = 0, b = 514 and c = − 1514 . According to conclusion (1), we only need to
study if system (Hε) has a closed orbit surrounding only equilibrium O (0,0) as a = 0, b = 514 and
c = − 1514 . Hence, we restrict our attention in the region D = {(x, y): x < 1, −∞ < y < +∞} for
system (Hε). We transfer system (Hε) with a weak focus of order three in D to the following sys-
tem
dx
dt
= y − F1(x), dy
dt
= −g1(x), (2.4)
where F1(x) = −ε( 528 x2 − 514 x3 + 14 x4), g1(x) = −x(x− 1)3 and x< 1. And we consider if system (2.4)
has a closed orbit for x< 1.
It is clear that xg1(x) > 0 for x< 1 and x = 0. Let
G1(x)
	=
x∫
0
g1(s)ds = 1
2
x2 − x3 + 3
4
x4 − 1
5
x5.
We study if the simultaneous equations
F1(u) = F1(x), G1(u) = G1(x) (2.5)
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Eqs. (2.5) are equivalent to
7u3 − 10u2 + 7xu2 + 5u − 10xu + 7x2u + 5x− 10x2 + 7x3 = 0,
4u4 − 15u3 + 4xu3 + 20u2 − 15xu2 + 4x2u2 − 10u + 20xu
− 15x2u + 4ux3 − 10x+ 20x2 − 15x3 + 4x4 = 0.
(2.6)
We compute the resultant of (2.6) with respect to u and obtain
R(x) = 16x6R1(x),
where
R1(x) = 12925− 51700x+ 100375x2 − 116270x3 + 88690x4 − 41160x5 + 9604x6.
It is clear that 16x6 = 0 for 0< x< 1. We now calculate the Sturm sequence of polynomial R1(x) and
the number of sign reversal of them in the interval (0,1) by Maple. We obtain that the number of
sign reversal is zero. By the application of Sturm’s Theorem, we have that R1(x) > 0 for 0 < x < 1.
Therefore, Eqs. (2.5) have no solutions (u, x) with u < 0 and 0< x< 1. With the help of Theorem 2.4
in [26], we assert that system (2.4) does not have a closed orbit for x< 1. This implies conclusion (2).
Hence, we ﬁnish the proof of theorem. 
Based on Theorems 2.1 and 2.2, we have the following conclusion.
Theorem 2.3. If parameters (a,b, c) are in a small neighborhood of (0, 415 ,− 1514 ), then system (Hε) has at
most three limit cycles in the plane for 0 < ε  1. And there exist parameters values in this small neighbor-
hood such that system (Hε) has exactly three limit cycles surrounding an equilibrium. System (Hε) has the
conﬁguration (3,0) of limit cycles in the plane for 0< ε  1 and some values of parameters (a,b, c).
3. The limit cycles of system (Hε) bifurcate from the period annulus
In this section, we study the maximum number of limit cycles which bifurcate from the period
annulus of system (H0) for 0 < ε  1. Recently, Llibre et al. in [16] gave the maximum number of
limit cycles which bifurcate from the periodic orbits of a linear center perturbed inside the class of
generalized polynomial Liénard system by the averaging method. However, system (H0) is not linear
system and their results cannot be applied directly.
Note that Hamiltonian function (1.2) of system (H0) has a special form (1.2). In this section, we
use an algebraic criterion developed in [11] to study the related Abelian integral I(h) of system (Hε),
and obtain that linear collection of Abelian integrals {I0(h), I1(h), I2(h), I3(h)} in (1.3) is a Chebyshev
system. Hence, the Abelian integral I(h) of system (Hε) has the Chebyshev property (see [9,8,18,11,
21]), i.e. the number (multiplicity taken into account) of isolated zeros of I(h) in the open interval
(0 120 ) is at most three. On the other hand, from the asymptotic expansions of Abelian integrals I(h)
at the end points of open interval (0 120 ), we gain that the number of isolated zeros of I(h) in the
open interval (0 120 ) is at least three. Therefore, the maximum number of limit cycles of system (Hε)
bifurcating from the period annulus is three by Poincaré bifurcation if Abelian integral I(h) of system
(Hε) is not zero identically.
Let us recall the algebraic criterion for the number of isolated zero of Abelian integrals. To estimate
the number of zeros of linear collection of two Abelian integrals, Li and Zhang in [14] ﬁrst introduced
a direct method for Hamiltonian functions with special form by computing the derivative of the ratio
of two Abelian integrals, and obtained a suﬃcient criterion for the monotonicity of the ratio of two
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provides a very useful idea to tackle the problem of zeros of linear collections of Abelian integrals
from algebraic point of view. Recently, motivated by work of Li and Zhang, Grau et al. in [11] studied
Abelian integrals for analytic Hamiltonian function with separated variables form or with A(x) +
B(x)y2 form, and obtained a useful criterion for the number of zeros of linear collections of n Abelian
integrals not more than n − 1 with 2 n < +∞ by computing the derivative of each Abelian integral
until order n − 1. Note that the problem to estimate the number of zeros of the linear collection of n
Abelian integrals I(h) =∑n−1i=0 ki Ii(h), ki ∈ R is equivalent to ﬁnd an upper bound for the number of
isolated zeros of any function belonging to the vector space generated by Ii(h) for i = 0,1, . . . ,n − 1.
If the basis of the vector space generated by Ii(h) is a Chebyshev system, then the number of zeros
of Abelian integral I(h) =∑n−1i=0 ki Ii(h) has at most n − 1 zeros. Hence, Grau et al. in [11] provided a
suﬃcient algebraic condition for a collection of Abelian integrals to be a Chebyshev system. For the
readers convenience, we list this suﬃcient criterion and related deﬁnition. The reader is referred to
[11] for details about the following deﬁnition and lemma.
Deﬁnition 3.1. Let f0, f1, f2, . . . , fn−1 be analytic functions on an open interval J of R.
(i) { f0, f1, f2, . . . , fn−1} is said to be Chebyshev system provided that any nontrivial linear combina-
tion
k0 f0(x) + k1 f1(x) + · · · + kn−1 fn−1(x)
has at most n − 1 isolated zeros on J .
(ii) { f0, f1, f2, . . . , fn−1} is said to be complete Chebyshev system provided that
{ f0, f1, f2, . . . , f i−1}
is a Chebyshev system on J for all i = 1,2, . . . ,n.
(iii) { f0, f1, f2, . . . , fn−1} is said to be extended complete Chebyshev system provided that any nontrivial
linear combination
k0 f0(x) + k1 f1(x) + · · · + ki−1 f i−1(x)
has at most i − 1 isolated zeros on J counting multiplicity of zeros for all i = 1,2, . . . ,n.
(iv) The continuous Wronskian of { f0, f1, . . . , fk−1} at x ∈ R is
W [ f0, f1, . . . , fk−1](x) = det
(
f ( j)i
)
0i, jk−1
=
∣∣∣∣∣∣∣
f0(x) f1(x) · · · fk−1(x)
f ′0(x) f ′1(x) · · · f ′k−1(x)· · · · · · · · · · · ·
f (k−1)0 (x) f
(k−1)
1 (x) · · · f (k−1)k−1 (x)
∣∣∣∣∣∣∣ ,
where f ′(x) is the derivative of one order of f (x) and f (i)(x) is the ith order derivative of f (x),
i  2.
Consider a Hamiltonian function with the following special form
H(x, y) = A(x) + 1 y2,
2
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origin. Without loss of generality, we assume that H(0,0) = 0. Then there exists a period annulus D
by ovals γh ⊂ {(x, y): H(x, y) = h}, which can be parameterized by h ∈ (0 h0) with 0< h0 +∞. We
denote the projection of D on the x-axis by (xl xr) and assume that xA′(x) > 0 for any x ∈ (xl xr) \ {0}.
Then there exists a unique smooth invertible function z(x) with xl < z(x) < 0 such that A(x) = A(z(x))
for 0< x< xr . Theorem B and Lemma 2.3 in [11] can be written as the following lemma.
Lemma 3.1. Assume that fi(x) is an analytic function on the interval (xl xr), i = 0,1, . . . ,n − 1, and γh is
the oval surrounding the origin inside the level curve {A(x) + 12 y2 = h, 0 < h < h0}. Let Abelian integrals
Ii(h) =
∫
γh
f i(x)y2s−1 dx, and for x ∈ (0 xr) and z ∈ (xl 0) let
li(x)
	= f i(x)
A′(x)
− f i(z(x))
A′(z(x))
, li(z)
	= f i(x
−1(z))
A′(x−1(z))
− f i(z)
A′(z)
,
where x−1(z) is an inverse function of z(x). Then {I0, I1, . . . , In−1} is an extended complete Chebyshev system
on (0 h0) if s > n − 2 and {l0(·), l1(·), . . . , ln−1(·)} is a complete Chebyshev system on (0 xr) or (xl 0).
And {l0(·), l1(·), . . . , ln−1(·)} is an extended complete Chebyshev system on (0 xr) or (xl 0) if and only
if the continuous Wronskian of {l0, l1, . . . , lk−1} is not vanish at x ∈ (0 xr) or z ∈ (xl 0), respectively (i.e.
W [l0, . . . , lk−1] = 0, for ∀x ∈ (0 xr) or ∀z ∈ (xl 0)) for each k = 1, . . . ,n − 1.
Remark 3.1. Lemma 3.1 implies that under some hypotheses on Hamiltonian functions and integrands
of Abelian integrals, the collection of Abelian integrals Ii(h) to be an extended complete Chebyshev
system on an open interval can be veriﬁed by checking the nonexistence of zero points of Wron-
skians of some functions in an open interval. Thus, it is an algebraic suﬃcient criterion, which cannot
be applied to any Hamiltonian functions and integrands of Abelian integrals. And even in the case
that Hamiltonian functions and integrands of Abelian integrals satisfy these hypotheses, sometimes
the suﬃcient condition is not veriﬁed. Fortunately, after some modiﬁcations of Abelian integral (1.3),
Lemma 3.1 can be applied to the collection of the Abelian integrals and it can work.
From now on we shall apply Lemma 3.1 to study if Abelian integral (1.3) has Chebyshev property
in the interval (0 120 ), and we show that the number of the zeros of I(h) in the open interval (0
1
20 )
is at most three.
Let us consider Abelian integral (1.3) with Hamiltonian function (1.2), which is combined by
{I0(h), I1(h), I2(h), I3(h)}, where Ii(h) =
∮
Γh
xi y dx, i = 0,1,2,3. Γh is an oval of
{
(x, y):
x2
2
− x3 + 3
4
x4 − x
5
5
+ 1
2
y2 = h, 0< h < 1
20
}
.
Note that the projection of period annulus foliated by Γh on the x-axis is (− 14 1). And let
A(x)
	= x
2
2
− x3 + 3
4
x4 − x
5
5
,
which satisﬁes that xA′(x) > 0 for all x ∈ (− 14 1) \ {0}. Therefore, there exists an invertible func-
tion z(x) with − 14 < z(x) < 0 such that A(x) = A(z(x)) as 0 < x < 1. Our aim is to prove that
{I0(h), I1(h), I2(h), I3(h)} is an extended complete Chebyshev system on the interval (0 120 ) by
Lemma 3.1. However, the power s of y in the integrand of Ii(h) is one and n = 4, which does not
satisfy the hypothesis s > n− 2 in Lemma 3.1. Therefore, we have to promote the power s of y in the
integrand of Ii(h) to three such that the condition s > n − 2 hold.
It is clear that on the oval Γh with 0< h <
1
20 we have
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h
∮
Γh
(
A(x) + 1
2
y2
)
xi y dx = 1
2h
(∮
Γh
2xi A(x)y dx+
∮
Γh
xi y3 dx
)
, i = 0,1,2,3. (3.1)
Note that functions 2x
i A(x)
A′(x) are analytic at x = 0 and A′(x)+ y dydx = 0. Therefore, the following equality
hold (see Lemma 4.1 in [11]): ∮
Γh
2xi A(x)y dx =
∮
Γh
Gi(x)y
3 dx,
where Gi(x) = d3dx ( 2x
i A(x)
A′(x) ) = gi30(x−1)4 , here
gi = 10ixi − 30ixi+1 + 35ixi+2 − 19ixi+3 + 4ixi+4 + 10xi − 20xi+1 + 25xi+2
− 16xi+3 + 4xi+4.
From (3.1), we obtain that
Ii(h) = 12h
∮
Γh
(
xi + Gi(x)
)
y3 dx = 1
4h2
∮
Γh
(
2A(x) + y2)(xi + Gi(x))y3 dx
= 1
4h2
(∮
Γh
2A(x)
(
xi + Gi(x)
)
y3 dx+
∮
Γh
(
xi + Gi(x)
)
y5 dx
)
. (3.2)
It is clear that 2A(x)(xi + Gi(x)) 1A′(x) are analytic at x = 0. Hence,∮
Γh
2A(x)
(
xi + Gi(x)
)
y3 dx =
∮
Γh
G˜ i(x)y
5 dx,
where G˜ i(x) = g˜i1500(x−1)8 , here
g˜i = 100i2xi − 600i2xi+1 − 1570i2xi+5 + 641i2xi+6 − 152i2xi+7 + 16i2xi+8 + 1600i2xi+2
− 2480i2xi+3 + 2445i2xi+4 + 500ixi − 3000ixi+1 − 11135ixi+5 + 5041ixi+6
− 1318ixi+7 + 152ixi+8 + 8450ixi+2 − 14290ixi+3 + 15600ixi+4 + 400xi − 2000xi+1
− 7850xi+5 + 3838xi+6 − 1088xi+7 + 136xi+8 + 5350xi+2 − 9080xi+3 + 10315xi+4.
When 0< h < 120 , from (3.2) we obtain
4h2 Ii(h) =
∮
Γh
f i(x)y
5 dx
	= I˜ i(h), (3.3)
where f i(x) = xi +Gi(x)+ G˜ i(x) = f¯ i(x)1500(x−1)8 , in which f¯ i(x) is a polynomial of degree 8+ i. And f i(x)
is analytic on the open interval (− 14 1).
Therefore, {I0(h), I1(h), I2(h), I3(h)} is an extended complete Chebyshev system on the in-
terval (0 120 ) if and only if so is { I˜0(h), I˜1(h), I˜2(h), I˜3(h)}. We can now apply Lemma 3.1 to
{ I˜0(h), I˜1(h), I˜2(h), I˜3(h)} on the interval (0 120 ) because s = 3, n = 4 and the condition s > n − 2
hold. Thus, we set
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A′(x)
− f i(z(x))
A′(z(x))
, li(z) = f i(x
−1(z))
A′(x−1(z))
− f i(z)
A′(z)
, i = 0,1,2,3.
We only need to check if {l0, l1, l2, l3} is a complete Chebyshev system on x ∈ (0 1) or z ∈ (− 14 0),
where z(x) and x−1(z) are implicitly deﬁned by the following polynomial equation q(x, z) = 0, here
q(x, z) = 4x4 − 15x3 + 4zx3 + 20x2 − 15zx2 + 4x2z2 − 10x
+ 20xz − 15xz2 + 4xz3 − 10z + 20z2 − 15z3 + 4z4.
As a matter of fact we will show that {l0, . . . , l3} is an extended complete Chebyshev system due
to the last part of Lemma 3.1. We take the continuous Wronskian of {l0, . . . , lk−1} at the open interval
(0 1) (or (− 14 0)) into account to prove that for each k = 1,2,3,4, these continuous Wronskians do
not have zeros on (0 1) (or (− 14 0), respectively). In order to determine if the four Wronskians have
zeros on (0 1) or (− 14 0), we shall relies on the symbolic computations by Maple to compute the
resultant between two polynomials, and then apply Sturm’s Theorem to assert nonexistence of zeros
of a polynomial in an interval. We have the following lemma.
Lemma 3.2.
(i) W [l0](x) = 0 for all x ∈ (0 1);
(ii) W [l0, l1](x) = 0 for all x ∈ (0 1);
(iii) W [l0, l1, l2](x) = 0 for all x ∈ (0 1);
(iv) W [l0, l1, l2, l3](x) = 0 for all x ∈ (0 1).
Hence, {l0(x), l1(x), l2(x), l3(x)} is an extended complete Chebyshev system on the interval (0 1).
Proof. Since z(x) and x−1(z) are implicitly deﬁned by q(x, z) = 0,
dz(x)
dx
= −16x
3 − 45x2 + 12zx2 + 40x− 30zx+ 8z2x− 10+ 20z − 15z2 + 4z3
4x3 − 15x2 + 8zx2 + 20x− 30zx+ 12z2x− 10+ 40z − 45z2 + 16z3
and dx
−1(z)
dz = ( dz(x)dx )−1. We now divide four cases to check if the Wronskians W [l0, . . . , lk−1] have
zeros on (0 1) or (− 14 0).
Case (i). Note that W [l0] = f0(x)A′(x) − f0(z(x))A′(z(x)) . Using the symbolic computations in Maple, we have
W [l0] = (x− z)w0(x, z)
1500xz(x− 1)11(z − 1)11 ,
where w0(x, z) is a polynomial in (x, z) with a long expression and (x, z) satisﬁes q(x, z) = 0. Since
− 14 < z < 0 < x < 1, we calculate the resultant with respect to z between q(x, z) and w0(x, z) (i.e.
eliminating z from q(x, z) = 0 and w0(x, z) = 0), and obtain
R(q,w0, z) = (x− 1)30w0r(x),
where w0r(x) is a polynomial of degree 46 in x. By applying Sturm’s Theorem we can assert that
w0r(x) = 0 for all x ∈ (0,1). Hence, w0(x, z) = 0 and q(x, z) = 0 have no common roots, which implies
that W [l0] = 0 for all x ∈ (0 1).
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W [l0, l1] =
∣∣∣∣ l0(x) l1(x)l′0(x) l′1(x)
∣∣∣∣= − (x− z)3w1(x, z)750000x2z2(x− 1)22(z − 1)22w01(x, z) ,
where w01(x, z) = 4x3 + 8x2z + 12xz2 + 16z3 − 15x2 − 30xz − 45z2 + 20x + 40z − 10, w1(x, z) is a
polynomial in (x, z) with a long expression, and (x, z) satisﬁes q(x, z) = 0. Note that − 14 < z < 0 <
x< 1, we ﬁrst calculate the resultant with respect to z between q(x, z) and w01(x, z), and obtain
R(q,w01, z) = 8000
(
4x3 − 15x2 + 20x− 10)(4x+ 1)3(x− 1)6.
It is clear that R(q,w01, z) does not have zeros in the interval (0 1). This implies that W [l0, l1] is well
deﬁned in − 14 < z < 0< x < 1. We next calculate the resultant with respect to z between q(x, z) and
w1(x, z), and obtain
R(q,w1) = 6400(x− 1)64w1r(x),
where w1r(x) is a polynomial of degree 94 in x. By applying Sturm’s Theorem we can assert that
w1r(x) = 0 for all x ∈ (0 1). Thus, w1(x, z) = 0 and q(x, z) = 0 have no common roots. This leads that
W [l0, l1] = 0 for all x ∈ (0 1).
Case (iii). Let us compute W [l0, l1, l2] and get that
W [l0, l1, l2] =
∣∣∣∣∣∣
l0(x) l1(x) l2(x)
l′0(x) l′1(x) l′2(x)
l(2)0 (x) l
(2)
1 (x) l
(2)
2 (x)
∣∣∣∣∣∣= −
7(x− z)6w2(x, z)
93750000x3z3(x− 1)33(z − 1)33w301(x, z)
,
where w2(x, z) is a polynomial in (x, z) with a very long expression and (x, z) satisﬁes q(x, z) = 0.
By arguments on w01(x, z) in case (ii), we know that W [l0, l1, l2] is well deﬁned in − 14 < z < 0<
x< 1. Hence, we only need to check if w2(x, z) and q(x, z) have common roots as − 14 < z < 0< x< 1.
Calculating the resultant with respect to z between q(x, z) and w2(x, z), we obtain
R(q,w2, z) = 8192000000(x− 1)102w2r(x),
where w2r(x) is a polynomial of degree 150 in x. By applying Sturm’s Theorem we obtain that w2r(x)
has a unique root in the interval (0 1) at x∗ ≈ 0.6122639637.
Substituting x = x∗ into q(x, z), we ﬁnd that q(x∗, z) has also a unique root in the interval (− 14 0)
at z∗ ≈ −0.2418045674. However, w2(x∗, z∗) ≈ 2.943356572× 1013. This implies that there does not
exist a pair of (x, z) with − 14 < z < 0 < x < 1 such that both q(x, z) = 0 and w2(x, z) = 0 hold. Thus,
W [l0, l1, l2] = 0 for all x ∈ (0 1).
Case (iv). Last we compute W [l0, l1, l2, l3].
W [l0, l1, l2, l3] =
∣∣∣∣∣∣∣∣∣
l0(x) l1(x) l2 l3(x)
l′0(x) l′1(x) l′2(x) l′3(x)
l(2)0 (x) l
(2)
1 (x) l
(2)
2 (x) l
(2)
3 (x)
l(3)0 (x) l
(3)
1 (x) l
(3)
2 (x) l
(3)
3 (x)
∣∣∣∣∣∣∣∣∣
= 7(x− z)
10w3(x, z)
11718750000x4z4(x− 1)43(z − 1)43w601(x, z)
,
where w3(x, z) is a polynomial in (x, z) with a very long expression and (x, z) satisﬁes q(x, z) = 0.
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resultant with respect to x between q(x, z) and w3(x, z), and obtain that
R(q,w3, x) = 33554432000000000000(z − 1)140w3r(z),
where w3r(z) is a polynomial of degree 204 in z. By applying Sturm’s Theorem we obtain that w3r(z)
has a unique root in the interval (− 14 0) at z0 ≈ −0.2490799003.
Substituting z = z0 into q(x, z), we ﬁnd that q(x, z0) has also a unique root in the interval (0 1)
at x0 ≈ 0.7842805202. However, w3(x0, z0) ≈ −3.466207452× 1024. This implies that there does not
exist a pair of (x, z) with − 14 < z < 0 < x < 1 such that both q(x, z) = 0 and w3(x, z) = 0 hold. Thus,
we can assert that W [l0, l1, l2, l3] = 0 for all x ∈ (0 1).
To sum up the above arguments, we know that for k = 1,2,3,4 the Wronskians W [l0, . . . , lk−1] do
not have zeros on (0 1), which yields that {l0(x), l1(x), l2(x), l3(x)} is an extended complete Chebyshev
system on the interval (0 1) by the last part of Lemma 3.1. We ﬁnish the proof of this lemma. 
Remark 3.2. Even though this proof relies on the symbolic computations by Maple and some very
long expressions are omitted for the sake of shortness, the derivative process can be done precisely.
From Lemmas 3.1 and 3.2, we have that { I˜0(h), I˜1(h), I˜2(h), I˜3(h)} is an extended complete Cheby-
shev system on the interval (0 120 ). It is worth noting that {I0(h), I1(h), I2(h), I3(h)} is an extended
complete Chebyshev system on the interval (0 120 ) is equivalent to that of{
I˜0(h), I˜1(h), I˜2(h), I˜3(h)
}
.
Thereby, we obtain the following theorem.
Theorem 3.1. {I0(h), I1(h), I2(h), I3(h)} is an extended complete Chebyshev system on the interval (0 120 ).
Hence, Abelian integral I(h) of system (Hε) has at most three zeros counting multiplicities in any compact
subinterval of (0 120 ) for all values of parameters (a,b, c) if Abelian integral I(h) of system (Hε) is not zero
identically. And the number of limit cycles of system (Hε) bifurcating from the period annulus is at most three
by Poincaré bifurcation for 0< ε  1.
In the following, we will give the asymptotic expansions of Abelian integrals I(h) (or called the
ﬁrst Melnikov function) at h = 0 and h = 120 , respectively. According to the two asymptotic expansions
of I(h), we show that there exist some parameter values such that Abelian integral I(h) has three
isolated zeros in (0 120 ). Thus, system (Hε) has three limit cycles which bifurcate from the period
annulus.
To obtain the asymptotic expansion of Abelian integrals I(h) as h → 0+ , we compute I(h) near the
elementary equilibrium (0,0). Let
x = r cos θ, y = r sin θ.
Then the oval Γh:
1
2 (x
2 + y2) − x3 + 34 x4 − x
5
5 = h with 0< h  1 can be transformed into
r2
2
(
1− 2r cos3 θ + 3
2
r2 cos4 θ − 2
5
r3 cos5 θ
)
= h,
which is equivalent to
r
(
1− 2r cos3 θ + 3
2
r2 cos4 θ − 2
5
r3 cos5 θ
) 1
2
− √2h = 0
because 0< h  1 and 0< r  1.
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F(r,ρ)
	= r
(
1− 2r cos3 θ + 3
2
r2 cos4 θ − 2
5
r3 cos5 θ
) 1
2
− ρ.
Applying the Implicit Theorem to F(r,ρ) at (r,ρ) = (0,0), we obtain that there exist a smooth func-
tion r = φ(ρ) and a small positive number δ, 0< δ  1 such that
F
(
φ(ρ),ρ
)≡ 0 as 0< ρ < δ.
It can be checked that φ(ρ) has the following expansion
φ(ρ) = ρ + ρ2 cos3 θ + ρ3
(
−3
4
cos4 θ + 5
2
cos6 θ
)
+ ρ4
(
1
5
cos5 θ − 9
2
cos7 θ + 8cos9 θ
)
+ ρ5
(
539
160
cos8 θ − 189
8
cos10 θ + 231
8
cos12 θ
)
+ O (ρ6). (3.4)
Let us compute Abelian integrals I(h) in the coordinate system (r, θ). From (3.4), we have
I(h) =
∮
Γh
(
a + bx+ cx2 + x3)y dx = ∫ ∫
intΓh
(
a + bx+ cx2 + x3)dxdy
=
2π∫
0
dθ
φ(ρ)∫
0
(
a + br cos θ + cr2 cos2 θ + r3 cos3 θ)r dr. (3.5)
Note that h = 12ρ2. With the help of symbolic computation in (3.5), we obtain the asymptotic
expansion of I(h) as h → 0+ ,
I(h) = πh
[
2a +
(
21
4
a + 3b + c
)
h +
(
1379
32
a + 109
4
b + 55
4
c + 5
)
h2
+
(
23371231
204800
a + 133293
640
b + 23331
128
c + 1393
16
π
)
h3 + O (h4)]. (3.6)
From (3.6), we can see that I(h) has three isolated zeros as 0 < h  1 in the neighborhood of
(a,b, c) = (0, 514 ,− 1514 ). This matches with Hopf bifurcation values of system (Hε) in Section 2.
On the other hand, we consider the asymptotic expansion of I(h) as h → 1− . The asymptotic
expansion has been given by Example 11 in [28]. We recall it as follows.
I(h) = c1 + c2
(
1
20
− h
) 3
4
+ c3
(
1
20
− h
)
ln
(
1
20
− h
)
+ c4
(
1
20
− h
)
+ O
((
1
20
− h
) 5
4
)
, (3.7)
where 0< 120 −h  1, c1 = − 25
√
2
72072 (858a+143b+78c+38), c2 = 4
√
2
3 δ0(a+b+c+1), c3 = −
√
2
10 (2a−
3b − 8c − 13), δ0 is a positive constant and c4 can be computed to be 256
√
2 − 5√2(1 + a) if c2 = 0
and c3 = 0.
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point we can obtain that c4 = − 25
√
2
39 = 0.
From Theorem 5 in [28], we know that system (Hε) can have at least 3 limit cycles near the
nilpotent saddle loop as ε is very small.
To sum up the above arguments, we have
Theorem 3.2. There exist values of parameters (a,b, c) such that system (Hε) has three limit cycles bifurcating
from the period annulus of unperturbed system (H0) by Poincaré bifurcation for 0< ε  1.
4. Discussion
In this section, we summarize the results of Sections 2 and 3.
We have studied Hopf bifurcation and Poincaré bifurcation of system (Hε) for 0 <   1, and ob-
tained that system (Hε) has at most three limit cycles in any compact region inside of the homoclinic
loop with nilpotent saddle of Hamiltonian system (H0). However, we don’t study homoclinic bifurca-
tion of system (Hε). From Lemma 2.1, we know that system (Hε) is a perturbation of Hamiltonian
system (H0), which does not change the number and position of equilibria. And for each value of
parameters (a,b, c), equilibria O (0,0) and E(1,0) are kept and E(1,0) always is a degenerated saddle
with one zero eigenvalue or two zero eigenvalues for 0 <   1. It is possible to deﬁne a Dulac map
near the degenerated saddle using the similar method in [20]. Applying the theory of expansion of
functions in [23], one can analyze a displacement function of system (Hε) in the small neighborhood
of the homoclinic loop with nilpotent saddle. Based on the properties of asymptotic expansion of the
displacement function, it is expected to obtain that the maximum number of limit cycles bifurcating
from the homoclinic loop with nilpotent saddle by homoclinic bifurcation for system (Hε) is three.
This is left for further research in future.
Combining Theorems 2.2, 2.3 and 3.1, we make the following conjecture.
System (Hε) has at most three limit cycles in the whole plane for all parameters values of (a,b, c)
and 0< ε  1. And there exist some values of parameters (a,b, c) such that system (Hε) exactly has
three limit cycles surrounding an equilibrium in the whole plane.
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