Enzyme sequences and structures are routinely used in the biological sciences as queries to search for functionally related enzymes in online databases. To this end, one usually departs from some notion of similarity, comparing two enzymes by looking for correspondences in their sequences, structures or surfaces. For a given query, the search operation results in a ranking of the enzymes in the database, from very similar to dissimilar enzymes, while information about the biological function of annotated database enzymes is ignored. In this work, we show that rankings of that kind can be substantially improved by applying kernel-based learning algorithms. This approach enables the detection of statistical dependencies between similarities of the active cleft and the biological function of annotated enzymes. This is in contrast to search-based approaches, which do not take annotated training data into account. Similarity measures based on the active cleft are known to outperform sequence-based or structure-based measures under certain conditions. We consider the Enzyme Commission (EC) classification hierarchy for obtaining annotated enzymes during the training phase. The results of a set of sizeable experiments indicate a consistent and significant improvement for a set of similarity measures that exploit information about small cavities in the surface of enzymes.
INTRODUCTION
M ODERN high-throughput technologies in molecular biology are generating more and more protein sequences and tertiary structures, of which only a small fraction can ever be experimentally annotated w.r.t. functionality. Predicting the biological function of enzymes 1 remains extremely challenging, and especially novel functions are hard to detect, despite the large number of automated annotation methods that have been introduced in the last decade [1] , [2] .
Existing online services, such as BLAST or ReliBase, often provide tools to search in databases that contain collections of annotated enzymes. These systems rely on some notion of similarity when searching for related enzymes, but the definition of similarity differs from system to system. Indeed, a vast number of measures for expressing similarity between two enzymes exists in the literature, performing calculations on different levels of abstraction. One can make a major subdivision of these measures into approaches that solely use the sequence of amino acids, approaches that also take into account the tertiary structure, and approaches that consider local fold information by analyzing small cavities (hypothetical binding sites) at the surface of an enzyme.
Sequence-based measures such as BLAST [3] and PSI-BLAST [4] can be computed in an efficient manner and are able to find enzymes with related functions under certain conditions. In addition to these, several kernel-based methods have been developed to make predictions for proteins at the sequence level-see e.g. [5] , [6] . A high sequence similarity usually results in a high structural similarity, and proteins with a sequence identity (the number of matches in an alignment) above 40 percent are generally considered to share the same structure [7] . However, this assumption becomes less reliable in the twilight zone, when the sequence identity is situated between 25 and 40 percent. Furthermore, enzymes with comparable functions can exhibit sequences with very low sequence identity [8] , [9] .
For these reasons, and because three-dimensional crystal structures are becoming more and more available in online databases, the comparison of proteins at the structural level has gained increasing attention. The secondary structure of an enzyme is known to highly influence its biological function [10] and contains valuable information that is missing at the sequence level [11] , [12] , [13] . Many approaches that perform calculations on the overall fold of the protein have been developed-see e.g. [14] , [15] , [16] . Unfortunately, such approaches are also not optimal for determining the function of enzymes. They require knowledge of active site residues and usually lead to a quite coarse representation, especially for enzymes, where often only a few specific residues are responsible for the catalytic mechanism [17] . For example, the vicinal-oxygen-chelate superfamily shows a large functional diversity while having only a limited sequence diversity [18] , [19] . It has also been shown that some parts of the protein structure space have a high functional diversity [20] , further limiting the use of global fold similarity. For these reasons, many methods consider local structural features, such as evolutionary conserved residues [21] , [22] .
The most appropriate similarity measures for the prediction of enzyme functions focus on surface regions in which ligands, co-factors and substrates can bind [23] . Cavities in the surface are known to contain valuable information, and exploiting similarities between those cavities helps finding functionally related enzymes. By considering structural and physico-chemical information of binding sites, one can detect relationships that cannot be found using traditional sequence-and fold-based methods, making such similarities of particular interest for applications in drug discovery [24] , [25] . In addition to providing a complementary notion of protein families [26] , these methods also allow for extracting relationships between cavities of unrelated proteins [27] . Similarity measures that highlight cavities and binding sites can be further subdivided into graph-based approaches such as [28] , [29] , [30] , [31] , [32] , geometric approaches such as [33] , [34] and feature-based approaches such as [35] , [36] . These measures will be discussed more thoroughly in Section 2.
This paper aims to show that the search for functionally related enzymes can be substantially improved by applying learning-to-rank methods. These algorithms use training data to build a mathematical model for ranking objects, such as enzymes, that are not necessarily seen among the training data. While our methods can be applied to all types of data, as long as a meaningful similarity measure can be constructed, we only demonstrate its power using cavitybased measures, for the reasons explained above. Rankingbased machine learning algorithms are often used for applications in information retrieval [37] . Due to their proven added value for search engines, ranking-based machine learning methods have gained some popularity in bioinformatics, for example in drug discovery [38] , [39] or to find similarities between proteins [40] , [41] . Despite this, many online services such as BLAST, PDB, Dali and CavBase (CB) solely rely on similarity measures to construct rankings, without utilizing annotated enzymes and learning algorithms to steer the search process during a training phase. However, due to the presence of annotated enzymes in online databases, improvements can be made by applying ranking-based machine learning algorithms. This amounts to a transition from an unsupervised to a supervised learning scenario.
Using four different cavity-based similarity measures and one based on sequence alignment as input for RankRLS [42] , a kernel-based ranking algorithm, we demonstrate a significant improvement for each of these measures. RankRLS works in a similar way as competitors such as RankSVM [43] , because it uses annotated training data to learn rankings during a training phase. The training data is annotated via the Enzyme Commission (EC) functional classification hierarchy, a commonly used way to subdivide enzymes into functional classes. EC numbers adopt a fournumber hierarchical structure, representing different levels of catalytic detail. Importantly, this representation focuses on the chemical reactions that are performed, and not on structure or homology. As explained more elaborately in Section 2, the EC numbers are used to construct a groundtruth catalytic similarity measure, and subsequently to generate ground-truth rankings. In addition to obtaining annotated training data, this procedure also allows for a fair comparison with the more traditional approach, using conventional performance measures for rankings. This way of evaluating also characterizes the difference between our search engine approach and previous work in which supervised learning algorithms for EC number assignment have been considered-for a far from complete list see e.g. [29] , [44] , [45] , [46] , [47] . In this work we are unable to compare to such methods, because they do not return rankings as output. Nonetheless, similar to some of these approaches, we do take the hierarchical structure of the EC numbers into account. Instead of predicting one EC number, a ranking of functionally related enzymes is returned for a given query. In this scheme the top of the obtained ranking is expected to contain enzymes with functions similar to the query enzyme with an unknown EC number. A ranking provides end users with a generally well-known and easily understandable output, while still useful results can be retrieved when an enzyme with a new EC number is encountered.
MATERIAL AND METHODS

Database
Our work builds upon CavBase, a database that is made commercially available as part of ReliBase [48] . CavBase is used for the automated detection, extraction, and storage of protein cavities from experimentally determined protein structures, available through the Protein Data Bank (PDB).
The geometrical arrangement of the pocket and its physico-chemical properties are first represented by predefined pseudocenters-spatial points that characterize the geometric center of a functional group specified by a particular property. The type and the spatial position of the pseudocenters depend on the amino acids that border the binding pocket and expose their functional groups. They are derived from the protein structure using a set of predefined rules [49] . Hydrogen-bond donor, acceptor, mixed donor/acceptor, hydrophobic aliphatic, metal ion, pi (accounts for the ability to form p-p interactions) and aromatic properties are considered as possible types of pseudocenters. These pseudocenters can be regarded as a compressed representation of surface areas where certain protein-ligand interactions are encountered. Consequently, a set of pseudocenters is an approximate representation of a spatial distribution of physico-chemical properties.
To build and test our models we require an appropriate data set that contains sufficiently many proteins and EC classes. Based on the experience of local pharmaceutical experts, we chose the data set of EC classes depicted in Table 1 . To generate the first data set (data set I), we retrieved all proteins from the PDB which got assigned one of these EC classes. Thus, we ended up with a set of 5,257 proteins. To ensure that only unique proteins were contained in our data set, we used the protein culling server 2 with its default parameterization. As such, all proteins that have high pairwise homology were filtered out. This procedure resulted in a data set of cardinality 1,714. To extract the active site of the protein we used the assumption that the largest binding site of a protein does contain its catalytic center [23] . Hence, for each protein we took the binding site from the database CavBase which maximized the volume. From our data set, 158 proteins were not contained in the CavBase (e.g., because the structure was determined by NMR instead of X-ray). Therefore these proteins were removed from the data set, resulting in a final data set of size 1,556.
The first data set comes with two drawbacks. First of all, the binding site containing the catalytic centre was determined by a pure heuristic, namely by taking the largest binding site among all binding sites a protein exhibits. Moreover, sufficient resolution was not a criterium for selecting the cavities. This may lead to a data set of low quality. Therefore, relying on the expertise of pharmaceutical experts we compiled another data set referred to as data set II, containing the same EC classes. For this data set, all proteins from the PDB that have a resolution of at least 2.5 A were considered. Moreover the binding site volume was required to range between 350 and 3500 A 3 . Structures not meeting these conditions were eliminated since resolutions below 2.5 A usually lead to a too coarse representation, while binding sites with volumes outside the above-mentioned range are usually artefacts produced by the algorithm used for their detection. From the resulting set of 24,102 proteins the active site was selected. This resulted in a data set of 1,730 enzymes on which we applied the protein culling server to finally end up with a second data set of 561 enzymes.
A pairwise sequence similarity matrix and phylogenetic tree of our data sets can be found in the supplementary materials.
Similarity Measures for Cavities
In the introduction we have motivated why our analysis is restricted to similarity measures for cavities, which are three-dimensional objects that can be represented in multiple ways. Some measures are graph-based, transforming cavities into node-labeled and edge-weighted graphs. This allows to apply traditional techniques to compare graphs (e.g. [28] ). Unfortunately, techniques that construct a boolean similarity measure, such as those based on graph isomorphisms, are not appropriate for comparing noisy and flexible protein structures. Computing the maximum common subgraph (MCS) [50] can be considered as a more appropriate alternative, and this method will be used in this paper as a baseline (see below). The graph edit distance [51] is another measure to compare graphs, specifying the number of edit operations needed to transform a given graph into another graph. This distance can be calculated in different ways, e.g., by using a greedy heuristic [52] or quadratic programming [53] . Unfortunately, the graph edit distance is very hard to parameterize and often quite inefficient. More efficient approaches belong to the class of graph kernels. They have gained a lot of attention in bioinformatics, as they allow for a sufficiently high degree of error tolerance. Different realizations are available, such as the shortest path kernel [54] , the random walk kernel [30] and the graphlet kernel [31] , [32] . Graph kernels work particularly well for small molecules such as ligands, but they are less useful for larger molecules such as proteins. They gave rather poor results in [36] , which explains why we concentrated here on the maximum common subgraph as a representative for graph-based approaches. As a second category of measures for cavities, geometric methods directly process the labeled spatial coordinates of the functional parts, denoted as point clouds, instead of transforming a protein cavity into a graph. Remarkably, only few approaches have been proposed that build on this representation. In [33] geometric hashing is employed to calculate a superposition of protein cavities that can be used to derive an alignment and a similarity score. A similar approach was used in [34] , in which an optimization problem was solved instead of applying geometric hashing. Beside these two approaches, several other methods exist for comparing two point clouds [55] . Unfortunately, the majority of these methods cannot cope with biological data, due to a very high complexity or error intolerance.
As a third family of approaches, one can also represent the protein cavity as a feature vector, taking both the geometry of the cavity and physico-chemical properties into account-see e.g. [35] , [36] . Subsequently, traditional or specialized measures can be applied on these vectors to obtain similarity scores between protein cavities [56] , [57] .
In the experiments we selected representative method for each of the three groups: one graph-based measure, one geometric measure and one feature-based measure. We also considered the original CavBase measure and a measure obtained from the Smith-Waterman (SW) protein sequence alignment. This lead to a comparison of five different measures, four based on cavities and one based on sequence alignment. Below, these measures are explained more in detail:
Labeled point cloud superposition (LPCS) [34] . This value is obtained by processing labeled point clouds. Hence, the CavBase data can be used directly without a need for transforming it into another representation. Intuitively, two labeled point clouds are considered similar if they can be spatially superimposed. More specifically, an approximate superposition of the two structures is obtained by fixing the first point cloud and moving the second point cloud as a whole. Two point clouds are well superimposed when each point in the first cloud can be matched with a point in the second point cloud, while the distances of these points are small and their labels consistent. This concept is used to define a fitness function that is maximized using a direct search approach [58] . The obtained maximal fitness is taken as the similarity between the two labeled point clouds. A similar measure was also proposed in [59] , but a convolution kernel is suggested to obtain similarities between the point clouds. Maximum Common Subgraph (MCS) [50] . Using the MCS, the original representation in the form of a labeled point cloud must be transformed into a node-labeled and edge-weighted graph. Each pseudocenter is becoming a node labeled with the corresponding physico-chemical property. To capture the geometry, a complete graph is considered, where each edge is weighted with the Euclidean distance between the two pseudocenters it is adjacent to. The problem of measuring similarity between protein cavities now boils down to the problem of measuring similarity between graphs. A well-known approach here is to search for the maximum common subgraph of the two input graphs and to define similarity as the size of the maximum common subgraph relative to the size of the larger graph. In case of noisy data, a threshold is required, defining two edges as equal if their weight differs at most by . In this paper, this parameter is set to 0.2 A , as recommended by several authors [52] , [60] . CavBase similarity [49] . CavBase also makes use of an algorithm for the detection of common subgraphs. Instead of considering the largest common subgraph, as done in the case of MCS, the 100 largest common subgraphs are considered. Each common subgraph is used to determine a transformation rule by means of the Kabsch algorithm [61] , which superimposes both proteins. In a post-processing step the surface points are also superimposed according to the transformation rule, and a similarity score is derived using these surface points. Eventually, a set of 100 similarity values is obtained, from which the highest value is returned as similarity between the two protein cavities. Fingerprints (FP). Fingerprints are a well-known concept and have been used successfully in many domains. For the comparison of protein binding sites, the authors in [62] transformed the protein binding site into a node-labeled and edge-weighted graph as described above. Moreover they defined generically a set of features, namely complete nodelabeled and edge-weighted graphs of size 3. For each such feature, a test is performed to decide whether or not the feature is contained in the graph representing the protein. This is done by subgraph isomorphism, to checks whether the labels are identical. The nodes of the features are labeled by the set of physiochemical properties. Edges of patterns are labeled by intervals or bins and instead of testing for equivalence, a test is performed whether edge weight of the graph representing the protein falls into the bin of the pattern. The thus generated fingerprints are compared by means of the Jaccard similarity measure, as proposed by [56] . Smith-Waterman. Beside using structure-based approaches to compare protein binding sites, we used also sequence alignment in our experimental study. To calculate sequence alignments we used the Smith-Waterman algorithm [63] which was parameterized with the Blosum-62 matrix. From the sequence alignment we derived the sequence identity which was subsequently used to perform experiments.
Unsupervised Ranking
In the introduction we have explained why existing online services such as BLAST, PDB, Dali and CavBase construct rankings in an unsupervised way. These systems create a ranking by means of a similarity measure only, without training a model that uses annotated enzymes. The annotated enzymes in a database are simply ranked according to their similarity with an enzyme query with unknown function. In the case of CavBase, the enzymes having a high cavity-based similarity appear on top of the ranking, those exhibiting a low cavity-based similarity end up at the bottom. More formally, let us represent the similarity between a pair of enzymes by K : V 2 ! R þ , where V represents the set of all potential enzymes. Given the similarities Kðv; v 0 Þ and Kðv; v 00 Þ, we compose the ranking of v 0 and v 00 conditioned on the query v as:
where # K v indicates the relation is ranked higher than, for query v, based on the similarity K. Note that this is a relation between two enzymes conditioned on a third enzyme. In our context, there is no meaningful ranking possible between enzymes v 0 and v 00 without referring to another enzyme v. This approach adopts the same methodology as a nearest neighbor classifier, but a ranking rather than a class label should be seen as the output of the algorithm.
The quality of such rankings can be evaluated when the database contains annotated enzymes and annotated queries. In an evaluation phase, we compare the obtained ranking with the ground truth ranking, which can be constructed from the EC numbers for annotated enzymes. This ground truth ranking can be deduced from the catalytic similarity (i.e., ground truth similarity) between the query and all database enzymes, by counting the number of successive matches in the EC label of the query and the database enzymes. Thus the catalytic similarity is a property of only a pair of enzymes. In contrast, in order to create the ground truth ranking of two enzymes, the catalytic similarity has to be calculated w.r.t. a third enzyme. For example, an enzyme with EC number EC 2.4.2.23 has a catalytic similarity of two compared to an enzyme labeled as EC 2.4.99.12, since both enzymes belong to the family of glycosyltransferases. Conversely, the same enzyme manifests a similarity value of only one with an enzyme labeled as EC 2.8.2.23. Both are transferases in this case, but they show no further relevant similarity in the chemistry of the reactions to be catalyzed.
More formally, let us represent the catalytic similarity between two enzymes by a relation Q : V 2 ! f0; 1; 2; 3; 4g. Q is defined by:
where q i equals 1 if the ith digit of the EC numbers of v and v 0 are the same and 0 otherwise. Fig. 1 gives an example for six enzymes, five of which correspond to a known EC number. The catalytic similarity Q is depicted on the edges of the graph. The proposed algorithm allows us to infer for an unannotated query a ranking of the annotated enzymes, some of which the algorithm may not have encountered among the training data.
Given the similarities Qðv; v 0 Þ and Qðv; v 00 Þ, we compose similar to Eq. (1) the ground truth ranking of v 0 and v 00 conditioned on the query v as:
As a result, an entire ground truth ranking of database enzymes with known EC numbers can be constructed, given an annotated query enzyme.
Supervised Ranking
In contrast to unsupervised ranking approaches, supervised algorithms do take ground truth information into account during a training phase. We perform experiments with socalled conditional ranking algorithms [64] , [65] using the RankRLS implementation [42] . Let us introduce the shorthand notation e ¼ ðv; v 0 Þ to denote a couple consisting of an enzyme query v and a database enzyme v 0 . RankRLS produces a linear basis function model of the type:
in which w denotes a vector of parameters and FðeÞ an implicit feature representation for the couple e ¼ ðv; v 0 Þ. RankRLS differs from more conventional kernel-based methods because it optimizes a convex and differentiable approximation of the rank loss in bipartite ranking (i.e., area under the ROC curve (AUC)) instead of the zero-one loss. Together with the standard L2 regularization term on the parameter vector w and a regularization parameter , the following loss is minimized:
ðQ e À Q e À hðeÞ þ hðeÞÞ 2 ;
for a given training set T ¼ fðe; Q e Þ j e 2 Eg. Here Q e ¼ Qðv; v 0 Þ denotes the ground truth similarity as defined above, E the set of training query-object couples for which ground truth information is available and E v the subset of E containing results for the query v. The outer sum in Eq.
(3) takes all queries into account, and the inner sum analyzes all pairwise differences between the ranked results for a given query. This loss can be minimized in a computationally efficient manner, using analytic shortcuts and gradient-based methods, as shown in [64] , [65] .
According to the representer theorem [66] , one can rewrite Eq. (2) in the following dual form:
with K F ðe; eÞ a kernel function with four enzymes as input and a e the weights in the dual space. In this paper we adopt the Kronecker product feature mapping, containing information on couples of enzymes:
with fðvÞ a feature mapping of an individual enzyme and the Kronecker product. One can easily show that this pairwise feature mapping yields the Kronecker product pairwise kernel in the dual representation:
with K f a traditional kernel for enzymes. Specifying a universal kernel for K f leads to a universal kernel for K F [67] , indicating that one can use the kernel to represent any arbitrary relation, provided that the learning algorithm has access to training data of sufficient quality. This kernel has been introduced in [68] for modelling protein-protein interactions. We consider this kernel because of its universal approximation property, but also other pairwise kernels exist, such as the cartesian pairwise kernel [69] , the metric learning pairwise kernel [70] and the transitive pairwise kernel [64] , [71] . Nonetheless, it is probably not very surprising that such kernels only yield an improvement if the concepts to be learned satisfy the restrictions that are imposed by the kernels [67] .
With the exception of the FP measure, none of the similarity measures discussed in Section 2.2 are strictly speaking valid kernels. Using the above construction, all similarity measures can be converted into kernels of type K f , when they are made symmetric and positive definite. These attributes guarantee a numerically stable and unique solution of the learning algorithm. We simply enforced symmetry by averaging the similarity matrix with its transpose. Subsequently, we made the different similarity matrices positive definite by performing an eigenvalue decomposition and setting all eigenvalues smaller than 10 À10 equal to zero. This method leads to a negligible loss of information compared to the numerical accuracy of our algorithms and data storage. Finally, each kernel matrix was normalized so that all diagonal elements have a value equal to one. Since these procedures were performed on the whole data set, one arrives at a so-called transductive learning setting [72] . Minor adjustments would obtain a more traditional inductive learning setting. Note that overfitting is prevented when applying this procedure, since the EC numbers of the enzymes in the data set are not taken into account.
Since the catalytic similarity is a symmetric measure we also perform a post-processing to the output of our algorithm. The matrix with the predicted values used for ranking the enzymes is made symmetric by averaging it with its transpose.
Performance Measures for Ranking
The ranking obtained with unsupervised or supervised learning algorithms can be compared to the ground truth ranking by applying performance measures that are commonly used in information retrieval.
First of all, the ranking accuracy (RA) is considered, and it is defined as follows:
1 jfE v j y e > y e gj X e;e2Ev: ye<y e IðhðeÞ À hðeÞÞ ;
with IðxÞ the Heaviside function, returning one when its argument is positive, zero when its argument is negative and 1=2 when its argument is zero. The ranking accuracy can be considered as a generalization of the area under the ROC curve for more than two ordered classes [73] .
Our interest in the ranking accuracy is motivated by two reasons. Firstly, unlike most other performance measures we consider, all levels of the EC hierarchy are taken into account to determine the performance of different algorithms. Predicted rankings can be interpreted as layered or multipartite rankings-see e.g. [74] , [75] . The ranking accuracy preserves this hierarchical structure by counting all pairwise comparisons. The second reason of interest is based on the fact that the ranking accuracy is optimized by the RankRLS software, using the convex and differentiable approximation given in Eq. (3). This loss function characterizes the most important difference with more traditional kernel-based algorithms, such as support vector machines, resulting in an information retrieval setting instead of a more traditional classification or network inference setting.
Since the ranking accuracy is not generally known in bioinformatics, we also evaluated our algorithms using three more conventional performance measures that are commonly considered for bipartite rankings (i.e., rankings containing relevant versus irrelevant objects). These three measures are the area under the ROC curve, mean average precision (MAP) and normalized discounted cumulative gain (nDCG) [76] . For AUC and MAP all ground truth rankings had to be converted into bipartite rankings, leading to a decrease in granularity for performance estimation. We chose a cut-off threshold of three in ground truth similarity: a retrieved enzyme is relevant to the enzyme query if at least the first three parts of its EC number are identical to the query.
Experimental Setup
We selected two data sets of enzymes from CavBase, as described in Section 2.1. The ground-truth catalytic similarity of all enzyme pairs was computed for each data set. Each data set was further randomized and split in four cross-validation folds of equal size. In the unsupervised case each subset was used individually to allow for a comparison with the supervised model. Of such a subset, each enzyme was used as a query to rank the remaining enzymes, as described in Section 2.3. The performance for each of these rankings was averaged to obtain the global performance over the folds.
In the supervised setting, each fold was withheld as a test set, while the other three parts of the data set were used for training and model selection. This process was repeated for each part, so that every instance was used for training and testing (thus, four-fold outer cross-validation). Neither the query nor the database enzymes are thus used for building a model, which allows us to demonstrate that our methods can generalize to new enzymes. In addition, a 10-fold inner cross-validation loop was implemented for estimating the optimal regularization parameter , as recommended in [77] . The value of this hyperparameter, which controls model complexity, was selected from a grid containing all powers of 10 from 10 À4 to 10 5 . The final model was trained using the whole training set and the median of the best hyperparameter values over the 10 folds. We used the implementation RLScore 3 in Python to train the models. The data set and a modified version of the software can be found at http://users.ugent.be/~mstock/Datasets/ Table 2 gives a global summary of the results obtained for the unsupervised and the supervised ranking approach for both data sets. One can note a sizeable difference between the performances for the different cavity-based similarities, data sets and the performance measures used. Despite this variation, it is clear that data set I is considerably harder than data set II. This can easily be explained by the fact that data set II only contains enzymes with a certain resolution of the active site. Furthermore, for set II the active site is determined by an expert, while for set I the active site is resolved by heuristically choosing the largest cavity. It is likely that some mistakes are made in this annotation process. Consequently, inferring functional similarity of data set I will be harder. The cavity-based similarity measure based on fingerprints usually results in the worst performance, except for the ranking error in the unsupervised setting. It seems that the performance of the FP does not improve as much in the supervised approach, compared to other cavitybased similarity measures. This is likely because the fingerprints cause a high loss of information, since even functionally dissimilar enzyme cavities can be considered similar according to this metric.
RESULTS AND DISCUSSION
Differences between Cavity-Based Similarities and Data Sets
Comparing the two graph-based similarities (MCS and CB), we see some differences between the data sets. Though both perform relatively well, MCS performs better for data set I, while CB is the clear champion of data set II. The good performance of CavBase for data set II can be explained easily. CavBase computes the 100 largest common subgraphs, which could be used to construct a cavity-based similarity measure. However, a graph representation leads to a loss of information, since the coordinates of pseudocenters cannot be restored. Moreover, since the size of the (maximum) common subgraph is an integer that usually lies in the range of four to 12 nodes, there is a loss of resolution by mapping many different pairs of cavities to the same similarity score. In theory, MCS suffers from these drawbacks. Even though the resolution problem is to a certain extent solved if the size of the maximum common subgraph is divided by the size of the larger binding site, the graph representation could still lead to a slight loss of information. For each combination of similarity and type of performance measure, the performance is averaged over the different folds and queries, with the standard deviation between parentheses.
3. See http://staff.cs.utu.fi/~aatapa/software/RLScore/ for this software.
On the other hand, the LPCS measure uses geometric information, hence, no loss of information is introduced by transforming the pseudocenter representation into a graph representation. Moreover, this transformation does not cause the resolution problem. Yet, the measure is computed via solving a multimodal optimization problem, so it is possible to get stuck in a local optimum, resulting in a similarity score that is too low. Similar to MCS, LPCS seems to perform relatively better for data set I compared to data set II, probably because the local optimum becomes less of an issue in the former case. This can be explained by the fact that data set I contains larger cavities, on average, hence making it harder to find the global optimum.
Finally, we consider the measure based on sequence alignment. For data set I, the SW similarity measure competes with the MCS as one of the best measures, depending on the performance measure. For data set II in the supervised case, it is only outperformed by the CB measure. It is clear that the SW measure is a powerful method for comparing cavities, as it is also limited by a bad resolution of the cleft. Like MCS, SW seeks to quantify the largest similar region, here as a local alignment. As this contains, information about the common residues of the cavity, this is a simple, though powerful measure.
The Benefits of Supervised Ranking
The ranking of both data set I and data set II showed a considerable improvement in the supervised approach. Three important reasons can be put forward to explain the improvement in performance. In this section we will illustrate this using data set II, as this one showed the most clear effects of learning. First of all, the traditional benefit of supervised learning plays an important role. One can expect that supervised ranking methods outperform unsupervised methods, because they take annotations into account during the training phase to guide the model towards retrieval of enzymes with a similar EC number. Conversely, unsupervised methods solely rely on a meaningful similarity measure between enzymes, while ignoring EC numbers.
Second, we also advocate that supervised ranking methods have the ability to preserve the hierarchical structure of EC numbers in their predicted rankings. Fig. 2 supports this claim. It summarizes the values used for ranking one fold of the test set obtained by the different models. A higher value (indicated by a lighter color) in a row means that this enzyme is considered to have a higher catalytic similarity w.r.t. the query enzyme. So, for unsupervised ranking it visualizes K f ðv; v 0 Þ, for supervised ranking the values hðv; v 0 Þ are shown. Each row of the heat map corresponds to one query. For the supervised models one notices a much better correspondence with the ground truth. Furthermore, the different levels of catalytic similarity can be better distinguished. In addition, an example of the distributions of the predicted values within one query is visualized in Fig. 3 by means of box plots. The different populations within a plot correspond to the different levels of the catalytic similarity w.r.t. the query enzyme. This illustrates again that supervised models can make a better discrimination between enzymes that are functionally more similar and those that are dissimilar. For this example query, no quartiles are overlapping in any supervised model, unlike the unsupervised approach, which only detects a good ranking for exact matches (i.e., enzymes having an EC number identical to the query).
A third reason for improvement by the supervised ranking method can be found in the exploitation of dependencies between different catalytic similarity values. Roughly speaking, if one is interested in the catalytic similarity between enzymes v and v 0 , one can try to compute this catalytic similarity in a direct way based on mutual relationships in cavities, or derive it in an indirect way from the cavity-based similarity with a third enzyme v 00 . This division into a direct and an indirect approach shows a certain correspondence to similar discussions in the context of inferring protein-protein interaction and signal transduction networks-see e.g. [70] , [78] , [79] . Unsupervised ranking boils in a certain sense down to a direct approach, while supervised ranking should be interpreted as indirect. Especially when the similarity matrix contains noisy values, one can expect that the indirect approach allows for detecting back bone entries and correcting the noisy ones. Table 2 indicates that the different performances are to some degree influenced by the similarity measure and data set used. This is especially clear for the supervised ranking approach. One can observe a very clear distinction between the ranking accuracy and area under the ROC curve, which treat every position as equally important, and the other two measures, which emphasize the top of the ranking. This should not come as a surprise, as an approximation of the ranking error is optimized in our algorithms. The AUC is very related to the RA, as they coincide for bipartite rankings. In the latter we only make a distinction between 'relevant' enzymes, which have three or more EC numbers in common, and enzymes which do not. Since the RA uses a finer fragmentation of functional similarity, this is a more severe performance measure compared to the AUC. For data set II, both AUC and RA are both very close to the theoretical optimum for nearly all cavity-based similarity measures in the supervised case. Fig. 4 shows the ROC curves that are obtained by applying the cut-off threshold for data set I, which defines a database enzyme a hit if at least the first three digits of the EC number are correct. In contrast to the scalar performance measures of Table 2 , the ROC curve gives information about the quality of the ranking at all positions. It is immediately clear that supervised ranking outcompetes unsupervised ranking, as the former's curves are closer to the upper left corner. Typically for these curves, there is a part in the beginning where the line has a very high slope, showing that a certain fraction of relevant objects can be detected with very high sensitivity and specificity. This fraction that can be detected nearly without mistakes increases after the supervised learning step, as indicated by the higher 'offset' of these curves (most clear for SW, LPCS and FP in the ROC curve). The next section of the curve is usually a part with a smaller average slope, indicating that at some point it becomes harder to detect signal. For the unsupervised curves, this is nearly a straight line, which means that from that point the detection of catalytically similar enzymes is essentially random. The supervised curves still have a concave shape at their second part, which shows that relevant enzymes can still be detected in that piece.
Differences between Performance Measures
From Table 2 it is also clear that supervised ranking usually scores worse for MAP and nDCG compared to RA and AUC. For the nDCG the performance sometimes even decreases after learning a model! This can easily be explained by the fact that our model optimizes the quality of the complete ranking, in contrast to only the top which is assessed by MAP and nDGC. Note that the top functionally similar enzymes (i.e. the same EC number) can likely be detected based on the cavity-based similarity alone. Hence, training a model might not be required to perform good in this section. One can see this learning effect nicely in Fig. 4 for the CB similarity measure. The quality of the supervised ranking of the top for this measure is worse than for all other measures (indicated by the low nDCG). The overall ranking (indicated by the AUC) is quite good in comparison, as the lower part compensates for the bad ranking at the top. Depending on the application, the top or the general ranking might be more of interest.
RELATED WORK
Since the comparison of enzymes has become an important task in functional bioinformatics, a vast number of similarity measures for proteins has been proposed so far. As mentioned in the introduction, a reliable method will focus on the geometry and the physico-chemical properties of certain Fig. 3 . Box-and-whisker plots of the values used for ranking data set II for one randomly chosen query as an example. The different populations on the x-axis denote the groups that are formed by subdividing the database enzymes according to the number of EC number digits they share with the query. Given a query v and a database enzyme v 0 , the y-axis shows the distribution of the values hðv; v 0 Þ and K f ðv; v 0 Þ for the supervised and the unsupervised approach, respectively. For nearly all cavitybased similarity measures, one can observe a much better separation of the groups for the supervised approach. regions of an enzyme. However, methods that are based on the sequence or the fold usually exhibit a much lower complexity and they can also lead to good results, especially when the sequence identity is above a certain threshold. ProFunc [80] is in this regard a very interesting tool, in which a bulk of different methods is applied, such as sequence alignment, motif and template search, and also a comparison of active sites. The biological function of enzymes is derived from the closest match in different databases such as PDB, UniProt and PROCAT, and finally returned by the program. Despite being very powerful, this approach becomes nevertheless very inefficient, with runtimes up to several hours fro a single protein. Since we considered a sizeable data set for which nearly 3,000,000 pairwise similarity scores had to be computed, it became impossible to compare our results to ProFunc.
In addition to focusing on individual enzymes, one can also take protein-protein interactions into account for inferring the function. Proteins that are close to each other in a protein-protein interaction network are expected to have similar functions, so one can try to infer the function of an unanotated protein by looking at its neighbors [81] . Similarly, one can also solve optimization problems over the global network, such as maximizing the number of edges that connect proteins sharing the same function [82] . Other approaches make use of probabilistic graphical models such as Markov random fields [83] , [84] . Conceptually, these methods might also enrich the predictions obtained by an unsupervised search-based approach, but they usually do not consider cavity and binding site information to predict the function of proteins.
CONCLUSION
In this paper we have recast the EC annotation problem as a conditional ranking problem. We have shown that retrieval of enzymes w.r.t. functionality can be substantially improved by applying a supervised ranking method that takes advantage of ground truth EC numbers during the training phase. In contrast, more traditional methods rely heavily on a notion of similarity to search for functionally related enzymes in online databases. Such methods lead to an unsupervised approach in which annotations are not taken into account.
We focused specifically on cavity-based similarity measures, because their benefits compared to sequence-based and structure-based approaches have been demonstrated in previous work, although our method can work with any meaningful similarity measure defined on enzymes. In the experiments we could demonstrate a considerable improvement of the quality of the overall ranking. The results were influenced by the type of data used and the way the ranking was evaluated, indicating that the most optimal method is highly dependent of the specific problem setting. Nevertheless, our supervised ranking algorithm outperformed the unsupervised ranking algorithm for all cavity-based similarities for most performance measures considered. While the unsupervised approach succeeded quite well in returning exact matches to a query, the hierarchical structure of EC numbers was better preserved in the rankings predicted by the supervised approach. As such, supervised ranking can be interpreted as a powerful alternative for retrieval methods that are more traditionally used in bioinformatics.
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