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Chapter 1
Introduction
1.1 Why this thesis?
The phenomenon of crystal growth has been studied for decades. Not only because crystals with their
nice, flat and glittering facets have intrigued many people, but also since crystallisation is an impor-
tant production step of the manufactore of all kinds of compounds. Understanding the underlying
processes of crystal growth has therefore profound implications for many industrial processes. The
field of crystal growth theory has been divided in separate sub-disciplines, which all look at crystal
growth from a different perspective. In this introduction three approaches will be briefly introduced:
atomistic models, continuum descriptions of growth mechanisms and morphology prediction. The
latter sub-discipline used to be separated from the other two, but nowadays all disciplines are becom-
ing more and more integrated.
The three different approaches describe crystal growth phenomena at different length scales and
with different abstraction levels as is depicted in Figure 1.1. In morphology prediction often very
crude growth models are used to predict the macroscopic morphology of very complicated crystals.
Usually the interplanar distance or the attachment energy are used as a measure for the morphological
importance of a face. These methods are microscopic in the sense that they use microscopic crystal-
lographic information, but are purely geometrical when using the distance between adjacent lattice
planes and flat cuts through the crystal structure to define surfaces. Researchers studying the crystal
interfaces, however, observe that crystal growth proceeds via islands or growth spirals on the surfaces,
which is disregarded by the crude models used for morphology prediction. The growth through these
processes is more accurately described by the mesoscopic, continuum models for spiral growth, step
flow, nucleation and birth-and-spread growth. These models are microscopically discrete perpendic-
ular to the interface using the interplanar distance, but use a continuum description of the growth
phenomena in the plane of the interface. These continuum models use atomistic quantities like step
free energy and kink density, which are studied in atomistic models at a microscopic/atomic scale in
all three dimensions.
The main problem in applying the continuum and atomistic descriptions of crystal growth for
morphology prediction is that the atomistic models are mainly based on simple cubic models or
slightly more complicated versions thereof. The continuum models usually have a somewhat intuitive
character and therefore almost exclusively describe growth of simple cubic-like or isotropic structures.
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Figure 1.1: Morphology prediction models, continuum descriptions of growth mechanisms and
atomistic models all describe crystal growth at different length scales.
Morphology prediction deals, however, with “real” crystals, which are often far too complicated to
use these models.
For the development of a new and better morphology prediction method which is able to predict
the correct morphology for complicated crystal structures, new methods should be applied which go
beyond the purely crystallographic approach used until now. A good start would be to integrate the
knowledge of the two other sub-disciplines in the classical morphology prediction method. In this
way the macroscopic morphology is no longer described using only crystallographic information,
but also growth mechanisms and surface roughening can be taken into account. A first attempt to
integrate the sub-disciplines was made by Rijpkema et al. [1] who determined the equilibrium Ising
roughening temperature of the connected nets of garnet using a statistical thermodynamical approach.
The morphological importance of the faces is determined by the roughening temperature: a high
roughening temperature corresponds to a large morphological importance. In this way the Hartman-
Perdok theory was combined with the models for 2D surface roughening. The growth mechanism is,
however, still not included in this approach.
In his thesis Grimbergen applied Monte Carlo simulations on simplified structures of “real” crys-
tals [2]. Later Boerrigter et al. [3] developed a Monte Carlo simulation program which is able to
simulate any crystal structure at any temperature and supersaturation in any orientation using differ-
ent growth mechanisms. The growth rate information obtained in this way can be used to predict the
morphology of the crystals. For a historic overview of the integration of the separate disciplines we
refer to Bennema et al. [4].
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The present thesis aims to develop new and better microscopic and continuum models and to
integrate these models in morphology prediction. As such the thesis contains two parts: part one
discusses the classical models like the Kossel crystal in detail to arrive at a better fundamental under-
standing of the crystal growth mechanisms. Also the implications of more than one growth unit in
the unit cell is studied. In the second part, Monte Carlo simulations of the growth of “real” crystals
are performed, like aspartame, paracetamol and phthalaldehyde to explain the crystal morphology
as observed experimentally. In this way, crystal growth is simulated, using an atomistic represen-
tation of the crystal structure including all crystallographic details, to describe mesoscopic growth
mechanisms like birth-and-spread and spiral growth and to come to a state-of-the-art prediction of the
macroscopic crystal growth morphology. We only look at growth of crystal interfaces; 3D nucleation
of new crystallites is beyond the scope of this thesis.
1.2 Atomistic models
Atomistic models describe the crystal at the atomic level or, in the case of molecular crystals, at the
molecular level. The discussion in this thesis will be restricted to lattice-gas models, in which the
growth units enter the surface at specific lattice positions without any orientational, conformational
or positional freedom. Only the solid phase is considered. This is in contrast with models which
describe movements and rotations of the molecules in both the mother phase and the crystalline
phase. The use of the lattice-gas model has two main advantages. On the one hand, since these
models are so simple, analytical expressions for several quantities within the model can be derived
using a statistical thermodynamic approach. On the other hand, implementation of the lattice-gas
model in a Monte Carlo algorithm makes it possible to simulate the growth of large surfaces within
acceptable computing time. To study processes like spiral growth and 2D nucleation, which have
mesoscopic length scales, large surfaces need to be simulated.
1.2.1 The Kossel crystal
The simplest lattice-gas model is the Kossel crystal [5]. In this simple cubic crystal, each growth unit
is connected to its six nearest-neighbours by a crystal bond with a dimensionless bond strength φkT .
The (001) face and its symmetry equivalent faces, (001¯), (010), (01¯0), (100) and (1¯00), represented
by the form {001}, are the only F(lat) crystal faces as will be explained in Section 1.4.1. Figure 1.2
gives a microscopic snapshot of a {001} Kossel surface. The Kossel crystal is usually represented as
a block model or as a net of spheres interconnected by sticks (Figure 1.5), but in reality the blocks
and balls represent atoms or molecules.
Because the Kossel crystal is the simplest conceivable model of a crystal, it has been studied
extensively over the years. It is often used as a model for metal and semiconductor surfaces in contact
with vacuum. In these systems, growth and step fluctuations mainly occur by diffusion of growth
units on the terraces [6–12]. Giesen gives an overview of this kind of phenomena [13]. In the case of
solution growth, the diffusion length is not so long and surface diffusion becomes less important. In
these cases growth is mainly determined by direct integration of growth units at steps and kink sites.
In this thesis we neglect surface diffusion and only consider direct integration.
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Figure 1.2: A microscopic snapshot of the Kossel (001) surface, showing all kinds of growth
phenomena.
In equilibrium, the {001} faces of the Kossel crystal have a roughening transition of infinite order
at φkTR = 0.78. Below the roughening temperature the surface has a layered structure of terraces
separated by steps; above this temperature the surface is rough. The 3D thermal roughening transition
has been subject of many studies both mainly theoretical [14–16] and by Monte Carlo simulations
[17–19]. In contrast to 3D roughening, in the 2D spin-model of Onsager [20], an exact theoretical
derivation of the roughening transition is possible. This transition, though having a somewhat higher
critical temperature of φkTc = 0.88 [21] as a result of the absence of step-step interactions, plays an
important role in modelling crystal surfaces [1].
Since we study crystal growth, we are mainly interested in the non-equilibrium case. The three
main growth processes (Figure 1.3), step flow, spiral growth and 2D nucleation by birth-and-spread,
all involve incorporation of growth units at steps. Steps, therefore, play a fundamental role in the
growth of crystal faces and have been extensively studied over the years both in equilibrium as dis-
cussed above and in non-equilibrium [21–28]. In the non-equilibrium case, kink densities are mostly
studied, since at these special sites growth units can be incorporated with zero energy change for the
Kossel crystal and after filling a kink site a new kink site is created. Chapters 2 and 3 discuss the
kink density of the Kossel crystal and Chapter 5 and 6 the energy, free energy and roughening of a
non-equilibrium step.
Surfaces are mainly studied by Monte Carlo simulations to come to a continuum description of
mesoscopic growth mechanisms like step flow [29], spiral growth [30–32], 2D nucleation or birth-
and-spread [33–38] and normal or Wilson-Frenkel growth [35, 36]. These mechanisms will be dis-
cussed in Section 1.3. First, the Monte Carlo method will be explained.
1.2.2 Monte Carlo simulations
Since the first application of the Monte Carlo method to simulations of crystal growth by Chernov
and Lewis [39], its use has become widespread, especially after Gilmer and Bennema applied this
technique to the Kossel crystal[33].
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Figure 1.3: The four main crystal growth mechanisms.
Monte Carlo simulations on a lattice-gas model are performed by constructing a periodic lat-
tice partitioned into cells of equal size and shape. Each cell can contain either a solid particle with
chemical potential µs or a mother phase particle, gas, solution or melt, with chemical potential µm.
Both µs and µm are negative with respect to vacuum. The driving force for crystallisation is then
∆µ = µm − µs. If ∆µ > 0, the crystal grows, while for ∆µ < 0 the crystal dissolves/vaporizes.
Next we derive relations that are valid for a general lattice-gas crystal, thus not restricted to the
Kossel crystal. For the general case, we distinguish three types of bonds between the cells: Eiss
between two solid cells, Eimm between two cells containing the mother phase and Eims between a
cell in the mother phase and one in the solid phase. Since in the general case not only equal nearest-
neighbour bonds are considered, but also longer and anisotropic bonds, the parameter i is introduced
to label these different interactions.
The probability for the occurrence of an arbitrary crystal surface configuration xn with Ns cells
in the solid phase and Nm cells in the mother phase is given by
P (xn) =
exp
[−β(∑i (N issEiss +N immEmm +N imsEims)− E0(Ns, Nm))− β(Nsµs +Nmµm)]
Ξ
.
(1.1)
where N iss, N imm and N ims are the number of ss, mm and ms interactions of type i, respectively.
The grand canonical partition function is determined by
Ξ =
∑
Ns,Nm
exp [−β(Nsµs +Nmµm)]Q(β,Ns, Nm, V ) (1.2)
with makes use of the canonical partition function for each Ns, Nm combination
Q(Ns, Nm) =
∑
i
exp [βE0(Ns, Nm)]
∑
N iss,N
i
gg,N
i
ms
exp
[−β(N issEiss +N immEimm +N imsEims)] .
(1.3)
E0(Ns, Nm) is the ground state energy of a system of Ns solid cells and Nm mother phase cells and
is used as a reference level to compare configurations with different Ns and Nm. For this system it is
given by
E0(Ns, Nm) =
1
2
Ns
∑
i
Eiss +
1
2
Nm
∑
i
Eimm. (1.4)
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Generally, the following two relations hold for every i
1
2
Ns = N iss +
1
2
N ims (1.5)
and
1
2
Nm = N imm +
1
2
N ims. (1.6)
Eq. 1.1 can now be simplified using Eqs. 1.4-1.6 to
P (xn) =
exp
[−β (∑iN imsEi)− β(Nsµs +Nmµm)]
Ξ
(1.7)
with
Ei = Eims −
1
2
(
Eiss + E
i
mm
)
. (1.8)
During the Monte Carlo simulations, transitions from one configuration state to the next are sam-
pled by phase transitions of individual cells from mother phase to solid or vice versa. The probability
that such a transition occurs, depends on the transition probability of that process. In equilibrium,
∆µ = 0, the density of cells with a certain surrounding, determined by the number of ss, mm and
ms interactions, is constant, so:
P (xn)P (xn → xn+1) = P (xn+1)P (xn+1 → xn), (1.9)
where P (xn → xn+1) is the transition probability from state xn to xn+1. This principle is called
microscopic reversibility or detailed balance. We assume this relation also holds for ∆µ = 0.
The creation process is the transition from state xn(Ns, Nm) to state xn+1(Ns+1, Nm− 1). The
probability of finding such a state is
P (xn+1) =
exp
[−β (∑i(N ims +∆N ims)Ei)− β((Ns + 1)µs + (Nm − 1)µm)]
Ξ
. (1.10)
where ∆N ims is the difference in number of ms interactions with label i between state xn and xn+1.
According to the detailed balance relation the ratio between the creation and annihilation probability
of this process is given by
P (xn → xn+1)
P (xn+1 → xn) =
P (xn+1)
P (xn)
= exp
[
−β
∑
i
∆N imsE
i + β∆µ
]
. (1.11)
This relation gives the freedom to choose one of the transition probabilities as described in Chapter 3
and is the basis for lattice Monte Carlo simulation of crystal growth. Levi and Kotrla give an overview
[40] of the applications of this technique.
1.3 Continuum models
As mentioned previously, different types of growth mechanisms can occur. The four main mecha-
nisms are: step flow, spiral growth, 2D nucleation or birth-and-spread and normal or Wilson-Frenkel
growth. Figure 1.3 gives a schematic representation of the four mechanisms. As this figure clearly
shows, the first three mechanisms occur for smooth growing surfaces; the latter for rough growth at
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high supersaturation or near and beyond the roughening temperature. In their seminal paper, Burton,
Carbrera and Frank [21] described these mechanisms in detail and combined them with atomistic sta-
tistical mechanical models. Their paper resulted in a huge increase in knowledge about crystal growth
processes. In the following subsection we will briefly introduce the four mechanisms.
1.3.1 2D nucleation and birth-and-spread growth
The most important mechanism in the low supersaturation regime of growth of an exactly oriented
crystal surface without defects is 2D nucleation. This mechanism consist of two parts: the birth or
nucleation of new islands on the surface and the spreading of these islands. We will first focus on the
2D nucleation phase. The following expression for the change in Gibbs free energy for the formation
of a circular 2D nucleus of size r can be constructed
∆G = −πr
2
a2
∆µ+ 2πrγ (1.12)
with a the lattice constant and γ the step free energy. The first term gives the negative bulk contribu-
tion; the second term accounts for the increase in energy due to the edge of the nucleus. Figure 1.4
shows this expression as a function of the nucleus radius r. At a certain radius
rc =
a2γ
∆µ
(1.13)
the Gibbs free energy has a maximum of
∆Gc =
πa2γ2
∆µ
. (1.14)
Once this radius is reached, adding new growth units to the nucleus is beneficial. The rate limiting
step for nucleation is to overcome the barrier ∆Gc. At very low driving force, ∆Gc is large and no nu-
cleation occurs, at a little higher driving force and smaller ∆Gc, only a few nuclei arise and spread the
surface; at even higher driving force many nuclei are formed and often additional nucleation occurs
on these islands before the layer is completely filled. At low driving forces and for relatively small
surfaces, mono-nucleation occurs. Here only one nucleus is formed at a time which subsequently
spreads across the surface.
At higher driving force and larger surfaces, many nuclei are formed to spread the surface. Many
attempts have been made to find an analytical expression for this birth-and-spread mechanism. So¨hnel
and Garside [41] give a brief overview of different models. Most of these attempts resulted in an
expression of the same general form
R = A
(
exp
(
∆µ
kT
))a(
exp
(
∆µ
kT
)
− 1
)b(∆µ
kT
)c
exp
(
−BkT
∆µ
)
, (1.15)
with different values for a, b and c. The variables A and B are assumed to be independent of the
driving force and contain quantities like the step free energy and the kink density. Chapters 2 and 7
study the driving force dependence of, respectively, the kink density and the step free energy. The
expression for A can differ from model to model, depending on whether surface diffusion is taken
into account [33, 37] or not [34, 42, 43]. Usually, not all quantities in the variables A and B are
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Figure 1.4: The Gibbs free energy of a 2D nucleus as a function of its size r. At rc the Gibbs free
energy has a maximum.
known. These quantities are often obtained by fitting the birth-and-spread expression to experimental
data or Monte Carlo data.
Chapter 7 deals with the nucleation phase of the birth-and-spread mechanism and Chapter 8 dis-
cusses the birth-and-spread mechanism for different surfaces.
1.3.2 Step flow
The step flow mechanism occurs at relatively low supersaturation if the facet is misoriented. This
mechanism is especially important for metal and semiconductor surfaces. For organic crystals like
the ones discussed in this thesis this mechanism is of less importance. Chapters 2-6 and 4 study this
mechanism. Here the simulated step is used as a model for the behaviour of steps relevant for spiral
growth and 2D nucleation growth.
1.3.3 Spiral growth
Spiral growth occurs at relatively low supersaturation if screw dislocations terminate at the facet. The
concept of spiral growth was introduced by Frank [44]. Experimentalists often observed that crystals
grow at low supersaturation much faster than expected from 2D nucleation theories. Frank was the
first to realize that a screw dislocation can provide an inexhaustible source of steps. These steps allow
an exactly oriented crystal facet to grow at low driving forces far below the roughening temperature.
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This new concept was a tremendous breakthrough in the crystal growth community. Soon after Frank
published his theoretical concept of spiral growth, the first spiral growth hillocks were observed [45].
A screw dislocation is a line defect where the molecular arrangement is shifted in two consecutive
lattice planes. When the screw dislocation ends at the crystal surface, it produces a step running from
the dislocation. Since one end of the step is pinned by the screw dislocation, the step winds up around
the dislocation in a spiral form, forming a continuous source of steps.
Over the years several papers have treated the behaviour of growth spirals emerging from screw
dislocations using a continuum description. Chapter 9 discusses the phenomenon of spiral growth
in detail. In Chapter 11 and 12 the mechanism is used to explain experimentally observed growth
phenomena.
1.3.4 Normal or Wilson-Frenkel growth
If the surface is kinetically or thermally rough or the face is an S or K face (Section 1.4), the surface
does no longer grow layer-by-layer, but grows continuously. The maximum growth rate is then given
by the Wilson-Frenkel law [46, 47] for continuous, rough growth
R ∝ exp(∆µ
kT
)− exp(∆µ
∗
kT
). (1.16)
with ∆µ∗ the critical driving force at which the surface becomes rough. For thermally roughened
surfaces, ∆µ∗ = 0. In deriving this expression it is assumed that the surface configuration, and there-
fore also the evaporation or dissolution processes, is independent of the driving force. For solution
experiments, the driving force for crystallisation is very low. In these cases the growth rate is approx-
imately linear with the driving force, which explains why Wilson-Frenkel growth is often referred to
as normal growth.
1.4 Morphology prediction
Understanding the growth morphology or outer shape of crystals has been the goal for many re-
searchers over the years. Not only from a purely scientific point of view, but also for industry the
morphology is an important crystal property. The outer shape of a crystal determines important fac-
tors like bioavailability, product quality and product handling. Usually block-like crystal habits are
preferred, since needles and plates often block filters and cannot be washed and dried easily. For
some applications, however, different morphologies are desired.
The crystal morphology is determined by the slowest growing faces. The morphological impor-
tance of a face is therefore inversely proportional to the growth rate of a face. The first approach
to come to a prediction of the morphology was made by Bravais, Friedel, Donnay and Harker with
their simple ad-hoc BFDH treatment, which assumes that the morphological importance of a face is
proportional to the interplanar distance dhkl [48, 49]. This simple correlation only includes the cell
parameters and holds for isotropic crystals. In the nineteen fifties, information on the actual crystal
structure was included in morphology prediction by Hartman and Perdok [50–52].
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Figure 1.5: The crystal graph of the Kossel crystal. The growth units are represented by spheres.
The intermolecular interactions or bonds by sticks.
1.4.1 Hartman-Perdok theory
In 1955 Hartman and Perdok introduced the concept of Periodic Bond Chains (PBCs), which are
uninterrupted chains of strong intermolecular interactions. In their theory they distinguish three dif-
ferent types of faces: K(inked) faces, which have no PBC within the growth layer dhkl, S(tepped)
faces, which have parallel, non-intersecting PBCs, and F(lat) faces, which have at least two intersect-
ing sets of PBCs. Only F-faces will grow in a layer by layer fashion as will be explained later by the
example of the Kossel crystal.
Later Bennema introduced the crystal graph as a model representation of the crystal structure
[53]. In this representation the intermolecular bonds are represented by sticks and the growth units
are represented by spheres, which makes it very appropriate for searching for PBCs and F-faces.
Intersecting PBCs are now referred to as connected nets. Hartman and Bennema proposed that the
attachment energy of such a net of intersecting PBCs is a measure for the morphological importance
[54].
Connected net analysis of the Kossel crystal
We will exemplify the Hartman-Perdok theory by a connected net analysis of the Kossel crystal.
Figure 1.5 shows the crystal graph of the Kossel crystal. The Kossel graph has three PBCs: one along
each axis. We now search for all connected nets. Only one form of faces, {001}, contains a connected
net within the slice thickness dhkl as is shown in Figure 1.6. The morphology of the Kossel crystal
will therefore be determined by the {001} faces. Two more forms are drawn in Figure 1.6: {011}
and {111}. The {011} faces have non-intersecting, parallel PBCs and are therefore S(tepped)-faces.
S-faces have a zero step energy in one direction and therefore grow rough. For the {111} faces, the
step energy is zero in all directions, since it has no PBCs in the plane and is therefore a K(inked)-face.
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Figure 1.6: The {001} faces of the Kossel crystal (left) are F-faces, since they have a connected
net. The {011} faces (centre) have one PBCs and are S-faces. The {111} faces (right) have no PBC
parallel to the plane and are therefore K-faces.
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Figure 1.7: The growth rate of the {001}, {011} and {111} faces of the Kossel crystal as a function
of the driving force at a bond strength of φ = 2kT .
Chapter 10 shows that some special graphs can have faces which contain one or more connected
nets, but still have a zero step energy in one or more directions leading to S-type or K-type behaviour.
Figure 1.7 shows the growth rate of the three Kossel faces discussed in Figure 1.6 obtained by
Monte Carlo simulations. The growth rate of the {011} and {111} faces show a linear dependence on
the driving force for low ∆µkT . This is in agreement with the Wilson-Frenkel law for rough growth as
discussed in Section 1.3. The {111} faces grow a little faster than the {011} faces, since it has zero
step energy in all directions and {011} only in one. The Kossel {001} face is the only one growing
via a birth-and-spread mechanism and has a large nucleation barrier.
12 Introduction
Figure 1.8: Addition of a growth unit to the Kossel {001} surface has an energy cost which is equal
to Eslice.
1.4.2 The attachment energy method
The Kossel crystal has only one kind of connected net. Most crystal structures, however, have many
different connected nets. To obtain a prediction of the crystal morphology we need to find a measure
of the morphological importance of a net with respect to the other nets.
Let us focus on birth-and-spread growth. Variables A and B in the expression for this growth
mechanism, Eq. 1.15, both contain the step free energy. For both variables it holds that the higher
the step free energy the lower the growth rate. The free energy of a nucleus on a certain face would
therefore be a good measure for the morphological importance of that phase. The step free energy can,
however, not be determined straightforwardly. Therefore, a different measure, which can indirectly
be related to the step free energy, is used. Figure 1.8 shows that when a growth unit is attached to the
Kossel {001} surface, this has an energy cost proportional to the step energy, which is equal to the
energy within the connected net or slice, Eslice. The higher this energy the lower the growth rate. For
each F-face (hkl) the sum of the attachment energy Eatt, which is the total of bond energy of bonds
sticking out of the net, and the slice energy is equal to the crystallisation energy. This is in formula:
Ecryst = Ehklslice + E
hkl
att . (1.17)
The crystallisation energy is a constant. A high Ehklslice leads, therefore, to a low Ehklatt and the other
way around. So higher Ehklatt results in a higher growth rate of face (hkl), or
Rhkl ∝ Ehklatt , (1.18)
which is the famous attachment energy relation for morphology prediction.
In the derivation of the attachment energy relation we assumed that Eslice can be related to the
(free) energy of a nucleus. This is for some graphs, however, not the case and then the attachment
energy method will fail. Chapters 10 till 15 illustrate this situation for some real crystal structures.
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Part I
Microscopic models

Chapter 2
Kink density and propagation velocity of the
[010] step on the Kossel (100) surface
H.M. Cuppen, H. Meekes, E. van Veenendaal, W.J.P. van Enck-
evort, P. Bennema, M.F. Reedijk, J. Arsic and E. Vlieg
Abstract
The kink density of the [010] step on the Kossel (100) surface is studied. In the literature, a lot of work is
devoted to the derivation of an analytical expression for this quantity as a function of bond strength and driving
force for crystallisation. Most of these derivations only include kinks of single height. This chapter presents
an expression for the kink density of the [010] step on the Kossel (100) surface in which kinks of all possible
heights are taken into account and which is in agreement with work done by Temkin [Sov. Phys.-Cryst. 14 (1969)
179-185]. This and other expressions for the kink density from the literature are compared with Monte Carlo
simulations. The present expression describes the results best. Finally, the dependence of the propagation
velocity of the [010] step on the kink density, which is usually assumed to be linear, is reconsidered.
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Figure 2.1: A kinked [010] step on the Kossel (100) surface. The numbers near a kink represent the
height of that kink. Kinks with height one are called single kinks; kinks of all other heights multiple
kinks. The “O” indicates an overhang. Overhangs are excluded in the theoretical models.
2.1 Introduction
The growth of planar crystal facets typically proceeds through three mechanisms: step flow if the
facet is misoriented, spiral growth if the facet contains screw dislocations and 2D nucleation in the
case of a perfect and exactly oriented facet. These three growth mechanisms all involve incorporation
of growth units at steps. Therefore, steps play a fundamental role in the growth of crystal faces.
The role of steps and kinks in crystal growth and dissolution has been the subject of extensive
theoretical studies, particularly for infinitely long parallel steps. These studies can be divided in two
groups. The step and kink dynamics are either considered to be determined by diffusion of growth
units on the terraces [1–5] or by direct integration of growth units at the step front [6–12]. The first
case is a good approximation for systems where the crystal is in contact with a gas. The present
chapter considers the latter case, which is relevant for crystal-solution and crystal-melt interfaces and
neglects both surface and bulk diffusion. This eliminates long range interactions between the kinks
and steps [13].
The kink density is an important property of a step because kinks are the sites at which growth
units can incorporate at low energy cost. Many efforts have been made to derive expressions for the
kink density, in particular for the [010] step on the Kossel (100) surface. Figure 2.1 shows such a
step. The numbers indicate the height of the kinks. Kinks with height one are called single kinks in
the remainder of this chapter; kinks of all other heights multiple kinks.
The simple cubic crystal, which is also referred to as the Kossel crystal [14], is often used as
model system to derive descriptions for all kinds of crystal growth behaviour. In reality, most crystals
have more complicated crystal graphs, which can have deviating growth behaviour as compared to the
simple cubic crystal [15]. However, as long as the growth mechanisms of the Kossel crystal, the crys-
tal with the simplest possible crystal graph, is not fully understood, we will not be able to completely
understand growth of crystals with more difficult crystal graphs. For that reason, we want to start by
fully exploring the fundamental growth mechanisms of step growth of a unit height [010] step on a
Kossel (100) surface. The kink density is a key parameter in the step growth mechanism. We consider
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this work as a starting point for studying step growth on crystals with more complicated crystal graphs
and also 2D nucleation and spiral growth on a Kossel (100) surface and more complicated surfaces.
Leamy, Gilmer and Jackson [9] deduced an equilibrium expression for the kink density using a
statistical mechanical approach. The kink density has also been studied in non-equilibrium conditions
[7, 10–12]. In all these approaches only kinks with a height of a single growth unit were considered,
for simplicity. Cheng [16] compared the kink density model of Zhang and Nancollas [12] with Monte
Carlo simulations. The theoretical model is found to overestimate the kink density at non-zero driving
force.
The present chapter discusses a few of these expressions and introduces an expression which in-
cludes multiple kinks and can be applied to any scheme for the probabilities of the various creation
and annihilation processes. Parameters like bond strength and driving force determine these proba-
bilities. In the specific case of the “random rain” model, which will be explained in the next section,
the result of Temkin [8] is obtained.
The expressions are compared with results obtained by Monte Carlo simulations in order to study
the relevance of the multiple kink model. Section 2.2, therefore, explains the Monte Carlo method
used in this chapter.
Sections 2.3 and 2.4 present kink density functions at equilibrium and non-equilibrium conditions,
respectively. The results obtained in Section 2.4 are compared with Monte Carlo simulations and other
models known from the literature. These models are all based on the ”random rain” model and do not
take diffusion into consideration.
In the literature [6, 10, 11, 17] the step velocity is often considered to be determined by growth at
kink positions only. This results in a linear relationship between the propagation velocity and the kink
density. Rikvold and Kolesik [18] obtained an analytical approximation for the step velocity of field-
driven Ising interfaces taking all positions into account. For our system we discuss the dependence
of the step velocity on the kink density in Section 2.5. An expression for the step velocity including
growth at all positions of the step is derived and compared with Monte Carlo simulations. Again
diffusion is neglected. Introduction of surface diffusion would have resulted in a higher step rate [19].
2.2 Monte Carlo method
The analytical expressions discussed in this chapter are compared with results obtained by Monte
Carlo simulations. A program which simulates the [010] step on a Kossel (100) face is used for this
purpose. The simulation is confined to a single growth layer. The simulations were performed both
with and without the Solid On Solid condition, which excludes overhangs in the step direction (Figure
2.1). Periodic boundary conditions are imposed to remove edge effects.
The n-fold way Monte Carlo algorithm [20] is used to get acceptable simulation times. In this
algorithm a growth unit attaches to or detaches from the surface every cycle. All possible transitions
are categorised into classes, each having its own probability. A Monte Carlo cycle consists of a
sequence of steps. The cumulative probability that a transition will occur is calculated for each class
of transitions. One of the classes of transitions is selected according to this cumulative transition
probability using a random number. Another random number is used to select the specific transition
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in the selected class. This transition is then executed. The time is proportionally scaled [20] using a
third random number.
Six types of transitions can occur in a Kossel [010] step, being the creation or annihilation of
an growth unit with 1, 2 or 3 horizontal neighbours. Diffusion along the step is not included in the
model. The annihilation probability for a growth unit used in this simulation program is given by
P i− =
kT
h
exp
(
−2 φv
kT
)
exp
(
−2iφ
kT
)
, (2.1)
where φv and φ are the strengths of the vertical bond and the horizontal bond and i is the number of
horizontal neighbours, respectively. The creation probability we use is site independent and is only
determined by the driving force ∆µkT :
P+ = P 2− exp
(
∆µ
kT
)
. (2.2)
This choice of probabilities is referred to as the “random rain” model [10] and ensures microscopic
reversibility [21, 22].
2.3 Equilibrium kink density
The next section discusses two expressions for the non-equilibrium kink density with the Solid On
Solid condition imposed: one which includes only single height kinks and one with also multiple
kinks included. Since these expressions should give the equilibrium kink density in the limiting case
∆µ = 0, we first discuss the equilibrium kink density for both cases.
An analytical expression for the equilibrium kink density of a Kossel [010] step has been derived
by Leamy, Gilmer and Jackson [9]. They used a statistical mechanical approach, in which a partition
function is constructed for the bonds between two neighbouring Kossel growth units rather than for
the growth units themselves. A kink, then, corresponds to an unsaturated bond. These bonds can be
treated as independent. If only kinks of single height are considered, this leads to a partition function
with two terms:
q = 1 + 2 exp
(
− φ
kT
)
. (2.3)
The first term expresses a straight step, while the second term, including degeneracy, accounts for a
kink up or a kink down. According to Boltzmann statistics the kink density, Γk becomes:
aΓk =
2exp
(
− φkT
)
q
=
2exp
(
− φkT
)
1 + 2 exp
(
− φkT
) , (2.4)
where a is the lattice constant.
If kinks of all heights from one to infinity are included, the partition function becomes
q = 1 + 2
∞∑
∆h=1
exp
(
− φ
kT
∆h
)
=
1 + exp
(
− φkT
)
1− exp
(
− φkT
) , (2.5)
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which results in
aΓk =
2
∑∞
∆h=1 exp
(
− φkT∆h
)
q
=
2exp
(
− φkT
)
1 + exp
(
− φkT
) (2.6)
for the kink density [9].
2.4 Kink density as a function of the driving force
In the following we will treat the kink density independently of the choice for the probabilities.
Therefore, we will explicitly use P i+ and P i−, for both i ranging from 1 to 3.
2.4.1 Kinks of single height
If we apply a driving force to our system, the kink density changes relative to the equilibrium kink
density. The first stochastic model for non-equilibrium kink densities was put forward by Voronkov in
1968 [7]. He described the configuration of a step in terms of a probability distribution function and
analysed the configuration changes by considering the frequencies of elementary events at different
step sites. The analysis excluded multiple kinks and non-adjacent sites were assumed to be statisti-
cally independent. Van der Eerden [10] deduced an expression for the kink density as a function of
∆µ
kT using a similar approach, also considering only kinks of single height.
We briefly show the derivation of Van der Eerden because we need the result in the next section.
In this case, the number of kinks only increases if a growth unit is added to or removed from a site
without kinks as direct neighbours. The probability of finding no kinks at both sites of a particular
position is (1−aΓk)2. The number of kinks is reduced by two, if a single edge growth unit is removed
or an edge vacancy is filled. If all bonds between two growth units are treated as being independent,
the probability of finding an ad-atom or an edge vacancy is (12aΓk)
2 for both. The change in kink
density is thus
a
d
dt
Γk = 2 (1− aΓk)2
(
P 1+ + P 3−
)− 2(1
2
aΓk
)2 (
P 3+ + P 1−
)
. (2.7)
Assuming steady state conditions, dΓk/dt = 0, this leads to the following expression for the kink
density:
aΓk =
2
2 +
√
P 1−+P 3+
P 3−+P 1+
. (2.8)
Substitution of Eqs. 2.1-2.2, the “random rain” model, gives [10]
aΓk =
2exp (−φ/kT )
2 exp (−φ/kT ) +
√
cosh((φ−∆µ/2)/kT )
cosh((φ+∆µ/2)/kT )
. (2.9)
Note that at equilibrium, ∆µ = 0, the result coincides with that derived in Eq. 2.4.
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2.4.2 Kinks of any height
A similar approach can be used to obtain an expression for the kink density, while allowing kinks of
any height. In this case, kinks cannot only be created or removed, but kinks of different heights can
also be transformed to one another. Appendix A.1 systematically presents the change in the single
height kink density, Γk,1, by adding or removing a particle for all possible configurations. Summation
of all these contributions leads to
a
d
dt
Γk,1 = 2 (1− aΓk)
[(
1− 1
2
aΓk
)
P 1+ +
1
2
aΓkP 2+ +
(
1− 1
2
aΓk
)
P 3− +
1
2
aΓkP 2−
]
+ 2
(
1
2
aΓk,2
)[(
1− 1
2
aΓk
)
P 2+ +
1
2
aΓkP 3+ +
(
1− 1
2
aΓk
)
P 2− +
1
2
aΓkP 1−
]
− 2
(
1
2
aΓk,1
)[(
1− 1
2
aΓk
)
P 1+ +
((
1− 1
2
aΓk
)
+
1
2
aΓk
)
P 2+ +
1
2
aΓkP 3+
+
(
1− 1
2
aΓk
)
P 3− +
((
1− 1
2
aΓk
)
+
1
2
aΓk
)
P 2− +
1
2
aΓkP 1−
]
, (2.10)
where Γk,n is the kink density of kinks with height n and
Γk =
∞∑
n=1
Γk,n. (2.11)
Eq. 2.10 implies that kinks of height one can be formed from sites without kinks and from kink sites
with a height of two growth units. Adding or removing growth units at single height kink sites may,
obviously, lower the density of these kinks.
In order to obtain the change in Γk,n the same procedure can be used and a configuration table
should again be made. The configuration table for Γk,n with n ≥ 2 results in
a
d
dt
Γk,n = 2
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]
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aΓkP 1−
]
− 2
(
1
2
aΓk,n
)[(
1− 1
2
aΓk
)
P 1+ +
((
1− 1
2
aΓk
)
+
1
2
aΓk
)
P 2+ +
1
2
aΓkP 3+
+
(
1− 1
2
aΓk
)
P 3− +
((
1− 1
2
aΓk
)
+
1
2
aΓk
)
P 2− +
1
2
aΓkP 1−
]
. (2.12)
Summing over all heights results in the total change in kink density
a
d
dt
Γk =
∞∑
n=1
a
d
dt
Γk,n. (2.13)
Using identities of the form
∞∑
n=1
1
2
Γk,n−1 =
1
2
Γk + (1− Γk) = 1− 12Γk (2.14)
and ∞∑
n=1
1
2
Γk,n+1 =
1
2
Γk − 12Γk,1, (2.15)
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one finds
a
d
dt
Γk = 2 (1− aΓk)
[(
1− 1
2
aΓk
)
P 1+ +
1
2
aΓkP 2+ +
(
1− 1
2
aΓk
)
P 3− +
1
2
aΓkP 2−
]
− aΓk,1
[(
1− 1
2
aΓk
)
P 2+ +
1
2
aΓkP 3+ +
(
1− 1
2
aΓk
)
P 2− +
1
2
aΓkP 1−
]
. (2.16)
If a steady state for the kink density is assumed again, the kink density of the single height kinks can
be expressed in Γk:
aΓk,1 = 2 (1− aΓk)
(
1− 12aΓk
)
P 1+ + 12aΓkP
2+ +
(
1− 12aΓk
)
P 3− + 12aΓkP
2−(
1− 12aΓk
)
P 2+ + 12aΓkP
3+ +
(
1− 12aΓk
)
P 2− + 12aΓkP
1− . (2.17)
Applying the steady state condition to the balance equation of each kink density for n > 1, it can be
deduced from Eqs. 2.10, 2.12 and 2.17 that
aΓk,n = 2 (1− aΓk)
((
1− 12aΓk
)
P 1+ + 12aΓkP
2+ +
(
1− 12aΓk
)
P 3− + 12aΓkP
2−(
1− 12aΓk
)
P 2+ + 12aΓkP
3+ +
(
1− 12aΓk
)
P 2− + 12aΓkP
1−
)n
. (2.18)
Substitution of Eqs. 2.17 and 2.18 in Eq. 2.11 and using
∞∑
n=1
xn =
x
1− x for x < 1, (2.19)
results in
aΓk = a
∞∑
n=1
Γk,n =
2(1 − aΓk)
(1− 12aΓk)P 2++ 12aΓkP 3++(1− 12aΓk)P 2−+ 12aΓkP 1−
(1− 12aΓk)P 1++ 12aΓkP 2++(1− 12aΓk)P 3−+ 12aΓkP 2−
− 1
, (2.20)
which can be simplified to
aΓk =
2
1 +
√
P 1−+P 3+
P 3−+P 1+
. (2.21)
This expression is applicable to any choice of probabilities. After substitution of the “random rain”
model, Eqs. 2.1-2.2, it becomes
aΓk =
2exp (−φ/kT )
exp (−φ/kT ) +
√
cosh((φ−∆µ/2)/kT )
cosh((φ+∆µ/2)/kT )
. (2.22)
Note that at equilibrium, ∆µ = 0, the result coincides with that derived in Eq. 2.6.
Temkin [8] developed a model including kinks of multiple heights and edge diffusion based on
the “random rain” model. His model converges to Eq. 2.22 in the absence of diffusion.
2.4.3 Comparison with Monte Carlo simulations
Figure 2.2 shows a comparison of four theoretical expressions for the kink density and the results
determined via Monte Carlo simulations. The panels (a)-(d) represent the kink density for bond
strengths of, respectively, φkT = 1, 1.5, 2 and 2.5. The four theoretical expressions are the expressions
derived by Voronkov [7], Balykov et al. [11] and Van der Eerden [10] (Eq. 2.9), which all exclude
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Figure 2.2: Kink density as a function of the driving force for bond strengths of (a) φ = 1kT ,
(b) φ = 1.5kT , (c) φ = 2kT and (d) φ = 2.5kT . The crosses represent the kink density as
determined by Monte Carlo simulations without overhangs allowed. The diamonds represent kink
densities obtained from Monte Carlo simulations with overhangs included. The curves represent
four theoretical expressions: three models for the non-equilibrium kink density including only single
height kinks and the present expression for multiple kinks (Eq. 2.22). The three models for single
kinks are, respectively, the expressions derived by Voronkov [7], Balykov et al. [11] and Van der
Eerden [10] (Eq. 2.9). The vertical lines indicate the driving force above which the face would grow
rough [23] and, therefore, the kink density has limited relevance.
multiple kinks and Eq. 2.22 which includes multiple kinks. The last expression shows the best agree-
ment with the measured Monte Carlo data, as expected. All expressions give similar results for high
bond strengths and low driving forces, indicating that in this regime single height kinks dominate the
kink density.
An approximation we made in the derivation of Eq. 2.22 is in neglecting the correlations be-
tween kinks. Since Eq. 2.22 describes the Monte Carlo results so well, it can be concluded that this
assumption is justified for this regime of bond strengths and driving forces. We also checked this in-
dependence by considering the densities of various configurations consisting of two successive kink
sites like in Appendix A.1. The densities of those configurations can be obtained from the Monte
Carlo simulations in two ways: by directly measuring the concentrations or by multiplying the mea-
sured kink densities of the two individual kink sites. Comparison of the two densities showed no
significant difference indicating that the kinks can be treated as independent. Chapter 3 will show this
in more detail.
2.5. Step velocity 27
The present chapter excludes overhangs in the step direction in the theoretical models. Since the
concentration of overhangs is expected not to be large in the regime where step flow is important, it is
assumed that the overhangs do not have a large effect on the kink density. Figure 2.2 shows the kink
densities obtained from Monte Carlo simulations both in the case that overhangs are excluded and
for the situation where overhangs are allowed. The figure shows an increase in the kink density due
to overhangs which is comparable to the increase found by allowing multiple kink heights instead of
only single heights. The next section will consider the effect of these overhangs on the step velocity.
2.5 Step velocity
If we apply a driving force to our system, the [010] step will move with a certain velocity. It is usually
assumed that this velocity is determined by the net flux of particles entering and leaving at kink sites
in the step. The step velocity is then simply the probability of a creation in a kink site minus the
probability of an annihilation in a kink site times the kink density. This results for the “random rain”
model in
vkinkstep =
(
P 2+ − P 2−) aΓk = ν0 exp
(
−4 φ
kT
)(
exp
(
∆µ
kT
)
− 1
)
aΓk = νaΓkσ, (2.23)
where σ is the supersaturation
σ = exp
(
∆µ
kT
)
− 1 (2.24)
and ν is the equilibrium adsorption/desorption frequency
ν = ν0 exp
(
−4 φ
kT
)
(2.25)
with
ν0 =
kT
h
exp
(
−2 φv
kT
)
. (2.26)
Eq. 2.23 is linear in the kink density.
The same approach can be used to construct a description which also includes addition and re-
moval at the other positions in the step
vallstep = ν
[(
1− 1
2
aΓk
)2
P 1+ − 1
4
(aΓk)2P 1−
+
(
P 2+ − P 2−)(1− 1
2
aΓk
)
aΓk
+
1
4
(aΓk)2P 3+ −
(
1− 1
2
aΓk
)2
P 3−
]
. (2.27)
Note that this expression shows a non-linear dependence on the kink density. Since Eq. 2.27 includes
all growth processes, we expect this expression to perform better than Eq. 2.23.
Figure 2.3 shows the step velocity of a Kossel [010]-step obtained by Monte Carlo simulations as
a function of the driving force. The simulations are performed for bond strengths of φkT = 1.5 and
φ
kT = 2.5 both with and without overhangs allowed. These simulated step velocities are compared
28 Kink density and propagation velocity of the [010] step on the Kossel (100) surface
10−1 100
10−7
10−6
10−5
10−4
10−3
10−2
10−1
∆µ/kT
v
st
ep
              
 
 
 
 
 
 
 
10−1 100
0.5
1
1.5
∆µ/kT
v
st
ep
T
/v
st
ep
M
C
10−1 100
0.5
1
1.5
∆µ/kT
v
st
ep
T
/v
st
ep
M
C
(a) (b)
(c)
v
MC
step
v
MC
step
w.o.
v
kink
step
( 
1
k
)
v
kink
step
( 
1
k
)
v
kink
step
( 
MC
k
)
v
all
step
( 
1
k
)
v
all
step
( 
1
k
)
v
all
step
( 
MC
k
)
Figure 2.3: a) The step velocity of a Kossel [100]-step obtained by Monte Carlo simulations as a
function of the driving force. The crosses represent the results from simulations without overhangs
and the diamonds present results obtained from simulations in which overhangs were allowed. The
simulations are performed for bond strengths of φ
kT
= 1.5 (upper curves) and φ
kT
= 2.5 (lower
curves). The six curves represent vkinkstep (Eq. 2.23) and vallstep (Eq. 2.27) with three different descrip-
tions of the kink density: Γ1k from Eq. 2.9, Γ∞k from Eq. 2.22 and ΓMCk , the kink densities taken
from Monte Carlo simulations, respectively. Panels b) and c) represent the ratios between theory and
Monte Carlo simulations for bond strengths of respectively φ
kT
= 1.5 and φ
kT
= 2.5.
with two analytical expressions: Eq. 2.23 and 2.27, which both are functions of the kink density.
Three descriptions of the kink density are used in both expressions: Γ1k from Eq. 2.9, Γ∞k from
Eq. 2.22 and ΓMCk , the kink densities taken from Monte Carlo simulations. Panels b) and c) represent
the ratios between theory and Monte Carlo simulations for bond strengths of respectively φkT = 1.5
and φkT = 2.5. It can be seen that the expression which takes growth at all positions into account in
combination with the kink density from Eq. 2.22 gives the best estimate for the step velocity.
Figure 2.3 clearly shows that the presence of overhangs does not have a large effect on the step
velocity. Even in the regimes were the kink density is considerably increased by the presence of
overhangs (cf. Figure 2.2) the step velocity is hardly effected. This indicates that the kink density
in the direction parallel to the step has a larger contribution to the propagation velocity than the
additional kinks caused by overhangs. This can be explained by considering the reason why kinks
play such an important role in step growth. A growth unit can incorporate in a kink position with
no energy cost and after incorporation the kink site stays intact if the distance between a kink down
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and a kink up is larger than one lattice spacing. The distance between the kinks caused by overhangs
is, however, often only one lattice spacing, in other words, making up a vacancy. These vacancies
are easily filled but do not really contribute to the step velocity. In the direction parallel to the step
the distances between kinks are larger resulting in a larger contribution to the propagation velocity, at
least in the non-rough regime where step flow is relevant.
It turns out that Eq. 2.27 is much more sensitive to small changes in the kink density than Eq. 2.23.
The use of the kink densities obtained from the Monte Carlo simulations causes large deviations due
to small numerical errors, although these values are expected to be a good approximation of the kink
density. Eq. 2.23, on the other hand, produces only a small deviation from the experimental step
velocities regardless of the expression used for the kink density. For this reason we recommend using
Eq. 2.27 as an approximation for the step velocity only in combination with Eq. 2.22 for the kink
density.
2.6 Conclusions
This chapter deduces an expression for the kink density of a [010] step on the Kossel (100) surface
(Eq. 2.21), which is independent of the choice of the probabilities for creation and annihilation. The
derivation takes all possible kink heights into account. For the specific case of the random rain
model, for which only the annihilation processes depend on the growth site, the result of Temkin
[8] is obtained. The present expression for the kink density found agrees with the kink density as
obtained from the Monte Carlo simulations of step growth far better than other analytical expressions
reported in the literature. The expression holds for a large range of driving forces and bond strengths.
Since the expression is obtained assuming independent kinks, the derivation has to be reconsidered
for ranges of driving forces where this assumption does not hold. Chapter 3 will show that this is the
case for negative driving forces.
The step velocity can be expressed analytically in two ways: only considering growth at kink
sites or taking all growth processes into account. When using the full expression for the kink density
(including multiple kinks) the assumption that the step velocity is proportional to the kink density
yields a good approximation for the real step velocity for the “random rain” model considered. It
can be concluded that, in that case, for the bond strengths and driving forces considered here, growth
indeed proceeds mainly at kink positions as is commonly assumed.
Although overhangs lead to an increase in the kink density, they hardly influence the step velocity.
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A.1 Configuration table
The table shows the changes in the density of kinks with single height, Γk,1, upon addition or removal
of particles. The first column shows all possible configurations except for the mirror images. The
number of mirror images is given in the second column, while the last column lists the densities of
these configurations. The configurations consist of three successive step segments. The step direction
is upwards. The third and fourth columns represent the change in Γk,1 after, respectively, addition
or removal of an atom at the central site of the configuration. The probabilities of addition and
annihilation are listed in the fifth and the sixth column.
Table 2.1: Configuration table
configuration # addition removal P i+ P i− density of configuration
1 +2 + 2 P 1+ P 3− (1− aΓk)2
2 0 0 - - -
2 +2 +1 P 2+ P 3− 12aΓk,2(1− aΓk)
2 +1 +1 P 2+ P 3− 12(aΓk − aΓk,1 − aΓk,2)(1 − aΓk)
2 0 0 - - -
2 +1 +2 P 1+ P 2− 12aΓk,2(1− aΓk)
2 +1 +1 P 1+ P 2− 12(aΓk − aΓk,1 − aΓk,2)(1 − aΓk)
1 -2 -2 P 3+ P 3− 14aΓ
2
k,1
2 0 -1 P 3+ P 3− 14aΓk,2aΓk,1
2 -1 -1 P 3+ P 3− 14(aΓk − aΓk,1 − aΓk,2)aΓk,1
2 -2 -2 P 2+ P 2− 14aΓ
2
k,1
2 -1 0 P 2+ - 14aΓk,2aΓk,1
2 -1 -1 P 2+ P 2− 14(aΓk − aΓk,1 − aΓk,2)aΓk,1
1 +2 0 P 3+ - 14aΓ
2
k,2
continued on next page
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continued from previous page
configuration # addition removal P i+ P i− density of configuration
2 +1 0 P 3+ - 14 (aΓk − aΓk,1 − aΓk,2)aΓk,2
2 0 -1 - P 2− 14aΓk,1aΓk,2
2 +1 +1 P 2+ P 2− 14aΓ
2
k,2
2 +1 0 P 2+ - 14 (aΓk − aΓk,1 − aΓk,2)aΓk,2
1 0 0 - - -
2 -1 -1 P 2+ P 2− 14aΓk,1(aΓk − aΓk,1 − aΓk,2)
2 0 +1 - P 2− 14aΓk,2(aΓk − aΓk,1 − aΓk,2)
2 0 0 - - -
1 -2 -2 P 1+ P 1− 14aΓ
2
k,1
2 -1 0 P 1+ - 14aΓk,2aΓk,1
2 -1 -1 P 1+ P 1− 14aΓk,1(aΓk − aΓk,1 − aΓk,2)
1 0 +2 - P 1− 14aΓ
2
k,2
2 0 +1 - P 1− 14aΓk,2(aΓk − aΓk,1 − aΓk,2)
1 0 0 - - -
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Chapter 3
The effects of kink correlation and the Monte
Carlo probability scheme on the step
structure and velocity
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, P. Bennema and
E. Vlieg
Abstract
The kink density of the [010] step on the Kossel (100) surface during growth and etching is analysed. Generally
the assumption is made that the kinks can be treated as independent. As is shown here, this does not always
hold. The probabilities of the creation and annihilation events determine the spatial correlation of the kinks.
An expression for the kink density including spatial correlations is derived. Finally, the step propagation of a
kink-correlated step is considered.
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Figure 3.1: A kinked [010] step on the Kossel (100) surface. The numbers near a kink represent
the height of that kink. Kinks with height one are called single kinks; kinks of all other heights
multiple kinks. The “O” indicates an overhang. Overhangs are excluded in both the models and the
simulations discussed here.
3.1 Introduction
Steps play a fundamental role in the growth of flat crystal faces, since the three crystal growth mecha-
nisms, step flow, two-dimensional nucleation and spiral growth, all proceed via steps. For this reason,
extensive theoretical studies have been devoted to the role of steps in crystal growth and dissolution,
particularly for infinitely long parallel steps. These studies can be divided in two groups. The step
and kink dynamics are either considered to be determined by diffusion of growth units on the terraces
[1–5] or by direct integration of growth units at the step front[6–13]. The first case is a good approx-
imation for systems where the crystal is in contact with its vapour. The present chapter considers the
latter case, which neglects both surface and bulk diffusion. This eliminates long range interactions
between the kinks and steps [14].
The kink density is an important property of a step, because kinks are the sites at which growth
units can incorporate at low energy cost. Many efforts have been made to derive expressions for the
kink density, in particular for the [010] step on the Kossel (100) surface (Figure 3.1).
In almost all derivations it is assumed that the occurrence of a kink is independent of its neigh-
bouring sites. In other words, it is assumed that the kinks are not spatially correlated. Only Voronkov
[7] took correlations between nearest neighbours into account to come to an expression for the kink
density of single height kinks.
In the present chapter we will show that, depending on the driving force for crystallisation, a
correlation between kink sites can have a significant effect on the kink density. The major part of
the correlation is between neighbouring sites and is related to the number of ad-atoms or vacancies.
The effect of this correlation on the kink density turns out to depend strongly on the probabilities for
attachment and detachment of growth units.
Monte Carlo simulations using four different probability schemes were performed to determine
the kink density and the kink correlation for the [010] step on the Kossel (100) surface. Section 3.2
introduces these four probability schemes as well as further details of the Monte Carlo methods used
in this chapter. Section 3.7 considers the physical relevance of the four schemes.
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The kink correlation obtained from the Monte Carlo simulations is discussed in Section 3.3. The
results show a lower number of ad-atoms or vacancies due to a spatial correlation of the kinks. To
account for this effect two first order correction parameters are introduced in the theoretical treatment
of the kink density in Section 3.4. Using these two factors the analytical expression for the density of
kinks of all possible heights derived in Chapter 2 is adjusted and compared with Monte Carlo data in
Section 3.5.
Finally, the effect on the step propagation velocity is considered in Section 3.6.
3.2 Monte Carlo method
The kink densities and kink correlations are obtained using Monte Carlo simulations. A program
which simulates the [010] step on a Kossel (100) face is used for this purpose. Chapter 2 showed that
kinks due to overhangs in the step direction (O in Figure 3.1) have an effect on the kink density, but
do not contribute to the propagation velocity of the step. Because our main goal is to describe the step
velocity, kink overhangs are excluded in the present chapter. This allows a representation of the step
by a one-dimensional array of columns. This array expresses the topology of the step front. Periodic
boundary conditions are imposed to reduce edge effects. The n-fold way Monte Carlo algorithm [15]
is used to get acceptable simulation times.
Six types of transitions can occur in a Kossel [010] step, being the creation or annihilation of
a growth unit with 1, 2 or 3 horizontal neighbours. Diffusion along the step is not included in the
model. This chapter uses four different probability schemes corresponding to four models for crystal
growth. The physical relevance of the four models is discussed in Section 3.7. All four schemes
ensure microscopic reversibility [16, 17]:
P i+
P i−
= exp
(
2(i− 2)φ+∆µ
kT
)
, (3.1)
where φ is the horizontal bond strength, i is the number of horizontal neighbours and ∆µ the driving
force for crystallisation. Microscopic reversibility determines the ratio between P i− and P i+, but
leaves the ratio between P i+ and P j+ for i = j undetermined. This latter ratio can be chosen freely,
depending on the crystal growth mechanism it is intended to describe. The present chapter discusses
four of these choices: the “random rain” model [10], a “symmetric” scheme [18], the “inverse random
rain” model and the scheme proposed by Metropolis et al. [19]. These four probability schemes all
have different choices for both the driving force and the bond energy term. The frequency factor is in
all cases set to one.
The annihilation probability for the “random rain” model is independent of the driving force and
is given by
P i− = exp
(
−2φv
kT
)
exp
(
−2iφ
kT
)
, (3.2)
where φv is the bond strength of a vertical bond. The creation probability for this model is site
independent and is only determined by the driving force:
P i+ = P 2− exp
(
∆µ
kT
)
. (3.3)
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The “symmetric” scheme uses probabilities in which the bond strength and the driving force
are equally distributed over the annihilation and creation processes. This leads to the annihilation
probabilities
P i− = exp
(
−(i− 2)φ+∆µ/2
kT
)
. (3.4)
and creation probabilities
P i+ = exp
(
(i− 2)φ+∆µ/2
kT
)
. (3.5)
The creation probability in the third model is given by
P i+ = exp
(
2φv
kT
)
exp
(
2iφ
kT
)
. (3.6)
The annihilation probability is site independent and is only determined by the driving force
P i− = P 2+ exp
(
−∆µ
kT
)
(3.7)
and we therefore call this scheme the “inverse random rain” model.
Finally, the Metropolis model uses probabilities which equal one for transitions which gain energy
and are determined by the Boltzmann factor for processes which lose energy. The energy for the
annihilation process is given by ∆H = 2(i − 2)φ + ∆µ. For creations the energy is −∆H . In
formula
P i− = min
(
1, exp
(
−∆H
kT
))
(3.8)
P i+ = min
(
1, exp
(
∆H
kT
))
. (3.9)
Note that in the first three models the driving force term is independent of i and is only a scaling
factor between the creation and annihilation probabilities. The quantities measured during the sim-
ulations are not affected (except for an overall rate), by the assignment of the driving force term to
the probabilities. The physics for these probability schemes lies in the bond energy term. Note also,
that because of this the Metropolis scheme resembles the random rain model for high positive driving
forces and the inverse random rain model for high negative driving forces.
3.3 Correlation of kinks
In Chapter 2 we discussed the kink density of the [010] step on a Kossel (100) surface for growth
and derived an analytical expression for it as a function of the probabilities used in the Monte Carlo
algorithm. In this derivation the assumption was made that the kinks can be treated as independent,
implying that the probability of finding a kink at a site is independent of its neighbours. In this way
the occurrence of a kink up followed by a kink down, which is an ad-atom, is just as likely as the
occurrence of a kink down followed by a kink up, a vacancy. Both vacancies and ad-atoms will then
occur with a probability of (12aΓk,1)
2
, where a is the lattice constant and Γk,1 the single height kink
density. In general, the probability of finding a kink of height n, where a positive value of n indicates
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Figure 3.2: The ratio R(n,m) obtained from Monte Carlo simulations using a bond strength of
φ
kT
= 2 for four different values of the driving force, ∆µ
kT
= 2.0, 0.5,−0.5 and −2.0 and the four
probability schemes. Both n and m were varied between -2 and 2.
a kink up and a negative value a kink down, followed by a kink of height m, in the absence of a spatial
correlation, is
Punc(n,m) =
1
4
aΓk,|n|aΓk,|m|. (3.10)
Thus, Punc(−1, 1) corresponds to a single height vacancy and Punc(1,−1) to an ad-atom. When
allowing for a spatial kink correlation the ratio
R(n,m) =
P (n,m)
Punc(n,m)
, (3.11)
is a measure for the correlation between kinks, where P (n,m) is the actual probability of finding
a kink combination (n,m). Deviations of R(n,m) from one indicate correlations. Monte Carlo
simulations were performed in order to find such kink correlations. This was done for a bond strength
of φkT = 2 and a large range of driving forces using the four different probability schemes mentioned
in the previous section. Figure 3.2 showsR(n,m) as a function of n andm. Both aΓk,|n| and P (n,m)
were obtained from the Monte Carlo simulations.
As can be seen in Figure 3.2, several graphs show a large deviation from one in specific regimes.
The graphs, which represent growth conditions for the inverse random rain and the symmetric prob-
ability schemes, indicate that a smaller amount of vacancies was found than was expected based on
the kink densities, i.e. Eq. 3.10. The graphs representing the etching conditions for the random rain
and the symmetric model indicate the same effect for ad-atoms. The Metropolis model gives larger
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ad-atom concentrations than expected in the etching regime and vacancy concentrations in the growth
regime.
3.4 Ad-atom and vacancy correction factors
Because the main error in the non-correlated kink density is caused by the ad-atom and vacancy
densities, we now introduce two correlation factors: αad and αvac. The αad-factor accounts for the
change in the number of ad-atoms with respect to the uncorrelated value given in Eq. 3.10. The αvac-
factor does the same for the vacancies. We assume, for simplicity, that these factors are independent of
the height of the ad-atom and the depth of the vacancy. Both factors are calculated using Monte Carlo
results by averaging the factors of the individual ad-atom or vacancy configurations, with a maximum
kink height of five. During this averaging all factors are weighted by the relative occurrences of the
corresponding configurations. In formulas
αad =
∑5
n=1
∑−1
m=−5R(n,m)P (n,m)∑5
n=1
∑−1
m=−5 P (n,m)
(3.12)
αvac =
∑−1
n=−5
∑5
m=1R(n,m)P (n,m)∑−1
n=−5
∑5
m=1 P (n,m)
. (3.13)
Figure 3.3 shows the results of this calculation as a function of the driving force for the four different
probability schemes. Both panels contain results from Monte Carlo simulations performed at a bond
strength of φkT = 2.
As can be seen in this figure, αad has a large deviation from one under etching conditions using
the random rain model or the symmetric probability scheme and a small deviation for the Metropolis
scheme. αvac shows a deviation under growth conditions for the inverse random rain model or the
symmetric probability scheme and again a small deviation for the Metropolis scheme.
This behaviour can be explained by comparing the values of the probabilities (Eqs. 3.2-3.7) at
particular conditions. For the random rain model the chance of removing an ad-atom is much larger
than all other possibilities under etch conditions. If an ad-atom is formed, it will very likely be
removed, whereas the chance of forming a new one is much smaller. For the two other cases of
adjacent kinks, vacancies and the ‘stair’-like configurations, the chances of formation or removal are
more equally distributed and their concentration will be higher than the ad-atom concentration. The
chance of finding a kink down next to a kink up is, therefore, smaller than the chance of finding a
kink up or no kink at that position. This means that adjacent kinks are correlated.
During growth the differences between the various probabilities for the random rain model are
much smaller and the formation and removal of ad-atoms is more balanced. This is also true for the
other types of configuration. Thus, for growth the density of the kinks is more or less independent of
the neighbouring kink site.
A similar argument can be used to explain the lowering of concentrations of the ad-atoms and the
vacancies using the symmetric model and of the vacancies using the inverse random rain model. In
the limit of high positive driving forces the Metropolis model resembles the random rain model and
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Figure 3.3: a) The αad-factor and b) the αvac-factor. Both panels contain results from Monte Carlo
simulations performed for a bond strength of φ
kT
= 2. The factors are determined by averaging the
R(n,m) factors of the individual ad-atom or vacancy configurations, with a maximum kink height of
five. During this averaging all factors are weighted by the relative occurrences of the corresponding
configurations (Eqs. 3.12 and 3.13).
in the limit of high negative driving forces the inverse random rain model. This can also be seen in
Figure 3.3.
3.5 Kink density
As mentioned earlier, we derived an expression for the kink density depending on the choice of the
probability scheme in Chapter 2. This expression is obtained by constructing a dynamical equation,
which describes the change in kink density in time, for each type of kink. Since a steady state is
assumed in all kink densities, all these equations are set equal to zero. Solving these equations leads
to
aΓk =
2
1 +
√
P 3++P 1−
P 1++P 3−
, (3.14)
where aΓk is the total density of kinks of any height.
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A similar derivation can be used, but now accounting for the effect of a spatial kink correla-
tion by multiplying the concentrations of all types of ad-atoms, 12aΓk,|n|
1
2aΓk,|m|, with αad and by
multiplying the concentrations of all types of vacancies with αvac. This derivation leads to
aΓk,corr =
2
1 +
√
(1−αvac)P 3−+(1−αad)P 1++αvacP 3++αadP 1−
P 1++P 3−
, (3.15)
which equals Eq. 3.14 in the case of uncorrelated kinks (αad and αvac both equal to one).
We, thus, have an expression for the kink density as a function of αad and αvac. The values of
these two factors are, however, unknown and they depend on the driving force. Two approaches can
be used to obtain these factors. One approach is to determine αad and αvac from the Monte Carlo
data; the results are already shown in Figure 3.3. Alternatively, the values can be deduced from
dynamical equations for the ad-atoms and the vacancies (see A.1). These equations could only be
solved numerically and because Figure 3.3 shows that αad and αvac never both have values deviating
appreciably from one in the same driving force regime, either of the two was set to one. The results
are shown in Figure 3.4. Comparing this figure with Figure 3.3 shows a strong similarity for the
αad-factor during etching using the random rain, the symmetric and the Metropolis model and for the
αvac-factor during growth using the inverse random rain, the symmetric and the Metropolis model.
Figure 3.5 plots the kink density as a function of the driving force obtained from Monte Carlo
simulations and compares this with three theoretical curves. All three curves represent Eq. 3.15; each
with different values for the αad- and αvac-factor. The kink densities are plotted for a bond strength
of φkT = 2 and the four different probability schemes. The figure shows that the non-equilibrium kink
density is strongly dependent on the probability scheme used. This could already be expected from
Eq. 3.14. This expression gives an excellent description for the kink density in the range without cor-
relation for the first three schemes. Where correlation becomes relevant, the introduction of an αad-
or αvac-factor gives a large improvement. For the Metropolis scheme, however, Eq. 3.15 performs
well for all three cases of αad and αvac, even for αad = 1 and αvac = 1. This despite the presence of
kink correlations for all values of ∆µ = 0. Since the correction factors are close to one they do not
have a large effect on the kink density.
Apart from the kink correlation effect, Figure 3.5 also shows the presence of kinetic smoothing
[20, 21] of the step. Kinetic smoothing is the effect that by increasing the undersaturation or super-
saturation the surface or, in this case, the step, which is a one-dimensional analog of the 2D surface,
becomes smoother, i.e. the kink density decreases. The kinetic smoothing effect is present in the dis-
solution regime of the random rain model and in the growth regime of the inverse random rain model.
Eqs. 3.14 and 3.15 both predict kinetic smoothing to be present.
3.6 Step velocity
If we apply a driving force to our system, the [010] step will move with a certain velocity. In Chapter
2 we discussed this propagation velocity by considering not only an expression which is generally
used and only includes growth at kink sites
vkinkstep = ν
(
P 2+ − P 2−) aΓk, (3.16)
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Figure 3.4: a) The αad-factor and b) the αvac-factor obtained by solving dynamical equations for
the ad-atoms and the vacancies assuming steady state conditions. These equations can only be solved
numerically. αvac was set to one for etching conditions and αad to one for growth.
where ν the adsorption-desorption frequency, but also an expression which includes addition and
removal at the other positions in the step
vallstep = ν
[(
1− 1
2
aΓk
)2
P 1+ − 1
4
(aΓk)2P 1−
+
(
P 2+ − P 2−)(1− 1
2
aΓk
)
aΓk
+
1
4
(aΓk)2P 3+ −
(
1− 1
2
aΓk
)2
P 3−
]
. (3.17)
Both expressions were compared with results obtained from Monte Carlo simulations using the ran-
dom rain scheme. The expression which contains all growth processes gave the best estimate for the
step velocity. This expression is, however, very sensitive to small deviations from the “true” kink
density, which will blow up to large deviations in the step velocity. This is caused by the subtraction
of large values with small relative but large absolute deviations resulting in small values with large
relative deviations. Since Eq. 3.15 is only an approximation of the kink density with two first order
correction parameters, αad and αvac, to account for the correlation effect, vallstep is expected to give
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Figure 3.5: The kink density as a function of the driving force obtained from Monte Carlo simula-
tions together with three theoretical curves as calculated for the four different probability schemes:
a) the random rain model, b) the symmetric model, c) the inverse random rain model and d) the
Metropolis model. All three curves represent Eq. 3.15; each with different values for the αad- and
αvac-factor: the kink density without correlations (αad = 1, αvac = 1), the kink density with cor-
relations using the αad- and αvac-factor obtained from Monte Carlo simulations (αMCad , αMCvac ) and
from numerical calculations (αnumad , αnumvac ). The bond strength is φkT = 2.
results which differs from the actual step velocity. vkinkstep is more robust with respect to kink density
fluctuations in the Monte Carlo simulation.
Figure 3.6 shows the step velocity of a Kossel [010]-step obtained by Monte Carlo simulations
as a function of the driving force for the four different probability schemes. The simulations were
performed for a bond strength of φkT = 2. The Monte Carlo data is compared with four theoretical
curves. All four curves represent Eq. 3.17; each with different values for the kink density: the kink
density obtained from Monte Carlo simulations, Eq. 3.15 with αad and αvac both one, using the αad-
and αvac-factor obtained from Monte Carlo simulations and from the numerical calculations. In most
cases, Figure 3.6 shows a good agreement between the theoretical curves and the Monte Carlo data,
especially for the Metropolis model. The large deviations in the etch regime for the random rain model
and in the growth regime for the inverse random rain model are caused by the small deviations in the
kink density as mentioned above. Surprisingly, the model using the kink density without correlations
performs in these regimes as well as the other three curves. The curve based on ΓMCk and the one
using Γk(αnumad , αnumvac ) coincide in almost all cases. Again, the Metropolis case performs well for
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Figure 3.6: The step propagation as a function of the driving force obtained from Monte Carlo sim-
ulations is shown and compared with four theoretical curves. All four curves represent Eq. 3.17; each
with different values for the kink density: the kink density obtained from Monte Carlo simulations,
Eq. 3.15 with αad and αvac both one, using the αad- and αvac-factor obtained from Monte Carlo
simulations and from the numerical calculations. The kink densities are shown for a bond strength
of φ
kT
= 2 and the four different probability schemes according to a) the random rain model, b) the
symmetric model, c) the inverse random rain model and d) the Metropolis scheme.
all kink density data. The difference in magnitude of the step velocity between the four schemes is
determined by the probabilities. In the limit of ∆µ → ∞ step velocity goes to exp(−2φv−4φ+∆µkT ),
exp( ∆µ2kT ) and 1 for the random rain, the symmetric and the Metropolis scheme respectively. The
inverse random rain goes to exp(−2φv−4φ−∆µkT ) for ∆µ→ −∞. The physics of the system one wants
to describe determines which of the schemes is the most realistic.
Since Eq. 3.16 is less sensitive to these deviations of the kink density, Figure 3.7 compares the
Monte Carlo data shown in Figure 3.6, but now using Eq. 3.16 to see whether this gives a better
approximation for the step velocity. Again the four values for the kink density are used. It can
clearly be seen that, although Eq. 3.16 underestimates the Monte Carlo data for all four models with
correlations over the whole regime, it performs much better in the etch regime for the random rain
model and the growth regime for the inverse random rain model than Eq. 3.17. Here the model
without correlations performs significantly worse than the other three models. This indicates that the
spatial correlation of the kinks has a large effect on the propagation velocity of a step. Again the
numerically determined values for α closely resemble the results based on ΓMCk .
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Figure 3.7: As Figure 3.6 but the theoretical curves now represent Eq. 3.16.
3.7 Relevance of probability schemes
The present chapter compares the results of Monte Carlo simulations using four different probabil-
ity schemes. Section 3.2 introduced those schemes and showed that they all ensure microscopic
reversibility. This section discusses the physical relevance of these schemes.
All four models use the Arrhenius law to come to an expression for the transition probabilities for
an event i at equilibrium
Pi = P0 exp
(
−E
act
i
kT
)
, (3.18)
where Eacti is the activation barrier for event i. The activation barrier consists of several contributions
like the barrier for solvent removal from the surface, a conformational barrier and the actual barrier
for attachment and detachment, i.e. the barrier for making and breaking bonds. The four models
which are considered here, only take the last barrier into account. All other barriers are assumed to
be equal for all events and do not play a role, since we use normalised transition probabilities.
For equilibrium conditions, the probability schemes all give the same results, since in equilib-
rium the quantities are only determined by thermodynamics and not by kinetics. The differences
between the energy functions Eacti in the different probability schemes become only apparent in non-
equilibrium conditions. The energy functions are determined by the actual processes occurring at the
interface. It is assumed that the microscopic reversibility still holds for not too high driving force.
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Microscopic reversibility implies that the activation energy of the transition in one direction is always
equal to the activation energy in the opposite direction plus the energy difference between the two
states
Eact← = E
act
→ +∆E. (3.19)
3.7.1 Random rain model
The random rain model assumes that each lattice site feels the same flux of incoming growth units
and that the probability of an incoming growth unit to stick to the surface is independent of the
configuration, i.e. the surroundings, of the lattice site. This results in a creation probability of
P+ = P+0 exp
(
∆µ
kT
)
, (3.20)
where the equilibrium creation probability P+0 contains the chance that an incoming growth unit is in
the correct orientation to attach to the surface as well as a term exp(−Eact/kT ), which is identical
for all attachment events. The random rain model assumes that if a chemical potential is applied, only
the mother phase will change as compared to equilibrium conditions, which is typically the case for
solution and vapour growth.
The activation energies for detachment, on the other hand, are assumed to be determined by the
loss of binding energy
Eacti = 2iφ+ 2φv , (3.21)
which results in a detachment probability of
P i− = exp
(
−2φv
kT
)
exp
(
−2iφ
kT
)
. (3.22)
Microscopic reversibility implies P+0 to be half the crystallisation energy
P+0 = exp
(
−Ecryst
2kT
)
= exp
(
−4φ+ 2φv
kT
)
. (3.23)
3.7.2 Symmetric model
The symmetric model does not assume a homogeneous incoming flux which is independent of the
lattice site. In the symmetric model the probabilities at equilibrium are only determined by the energy
difference, ∆Ei, between the initial and the final state and the activation energies do not play a role
P i− = exp
(
−
1
2∆Ei
kT
)
= exp
(
−(i− 2)φ
kT
)
(3.24)
P i+ = exp
(
1
2∆Ei
kT
)
= exp
(
(i− 2)φ
kT
)
. (3.25)
Also the chemical potential difference is equally distributed in the symmetric model.
The random rain model is often used for crystal growth under conditions that are mainly deter-
mined by kinetics, whereas the symmetric model describes crystal growth in energetic terms and is
therefore more appropriate for melt growth simulations.
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3.7.3 Inverse random rain
The random rain model and the symmetric model have physical relevance, the inverse random rain
model probably not. The site independent annihilation can be realized during sputtering, but during
that process no site-dependent growth occurs. The random rain model is, however, not chosen for
its physical relevance, but to show which effect the choice of the probability scheme has on several
quantities. From all possible probability schemes the random rain model is one extreme, since it
assumes that the probabilities for creation are only determined by the driving force for crystallisation
and the probabilities for annihilation only by the bond strength. The symmetric model has both terms
equally distributed over creation and annihilation and is therefore in the centre of the ”probability
spectrum”. The inverse random rain model is another extreme of this spectrum: the probabilities for
creations are only determined by the bond strength and the probabilities for annihilations only by the
driving force.
Figures 3.3-3.7 show that the random rain and inverse random rain models give opposite results
and the results from the symmetric model are in the middle. The symmetric model results in data
which is symmetric in the driving force reflecting the symmetry in the probabilities of creation and
annihilation.
3.7.4 Metropolis
The Metropolis model is a commonly used probability scheme. The great advantage of this scheme
is that it also applicable to simulations models other than the lattice-gas models. The model does
not consider an activation barrier, only the gain and loss in energy play a role. This scheme is in
particular suited for simulation around equilibrium. At the driving force where ∆H = 0 all creation
probabilities become one and the measured quantities show an abrupt change in slope at this transition
point. The figures in the present chapter have this transition point at ∆µkT = ±4.
The Metropolis scheme shows little kink correlation as compared to the other schemes and per-
forms very well for the step velocity. This good performance is, however, not a guarantee for the
physical relevance of the scheme.
3.7.5 Other probability schemes
Besides the four probability schemes mentioned above, many other schemes fulfill Eq. 3.1. The
probability for attachment is determined by the rate of arrival of the growth units and by the activation
barrier for incorporation. This activation barrier can change quite a lot depending on the system and
the site. For instance, for reconstructed surfaces reconstruction bonds have to be broken. For growth
from solution, solvent molecules have to be removed, before growth units can be incorporated. The
barrier to remove these solvent molecules increases with the number of horizontal bonds, favouring
towards the inverse random rain model. The rates of annihilation follow from Eq. 3.1, if the rates of
creation are known.
This chapter shows that for all possible probability schemes one must consider their effect on
kink correlation and kink density, which can effect step flow rates to a large extent. These effects are
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caused by the differences in choice for the site dependent activation barrier. The choice of the driving
force does not effect the measured quantities.
3.8 Conclusion
Considering the kink density of the [010] step on the Kossel (100) surface, spatial correlations be-
tween kink sites are found in certain regimes of driving force depending on the probabilities for the
creation and annihilation processes. The present chapter discusses four different probability schemes:
random rain, symmetric, inverse random rain and Metropolis. Using Monte Carlo simulations it is
found that appreciable correlation only occurs for ad-atoms and vacancies. The ad-atoms are found to
cause correlated kinks in the etch regime of the random rain model and the symmetric model and to
a lesser extent of the Metropolis model. The vacancies give rise to spatial correlations in the growth
regime of the symmetric, the inverse random rain model and the Metropolis model. For these regimes
the kink density is reconsidered on the basis of statistical thermodynamics. Using two correction fac-
tors, which are obtained from both Monte Carlo simulations and numerical calculations, an improved
analytical expression of the kink density is derived. This expression is in good agreement with the
Monte Carlo data for all four probability schemes.
Kinetic smoothing is often experimentally observed for dissolution. The Monte Carlo simulations
using the random rain model only show this behaviour at undersaturated conditions. Based on these
observations the random rain model can be considered as the most realistic model of these four for
growth from solution.
The physical relevance of the models are determined by the physical process one wants to de-
scribe.
Finally, the step propagation of a correlated step is considered. Results obtained using an expres-
sion which includes all growth processes and using one which only includes growth at kink positions
are compared with Monte Carlo simulations. The first expression appears not to be very reliable in
the regime, where spatial correlation is present. From the results obtained with the other expression
it can be concluded that the step velocity is strongly effected by the spatial correlation of the kinks.
The Metropolis model turns out to perform well in all cases.
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A.1 Determining the correction factors
To determine the values of the two correction factors, αad and αvac, a new set of dynamical equations
has to be constructed. For the derivation of the kink density, dynamical equations of the different kink
sites were used. For the present derivation, equations for all possible ad-atom and vacancy config-
urations, i.e. configurations which are a combination of two kink sites, are necessary. A dynamical
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equation for the density of an ad-atom of single height, P (1,−1) can be constructed
a2
d
dt
P (1,−1) = a2Γ20P 1+ + a2Γk,1Γ0
(
1
2
ΓkP 2− + (
1
2
Γk + Γ0)P 3−
)
+
1
4
a2αadΓ2k,2P
1− +
1
2
a2αadΓk,1Γk,2
(
αvac
1
2
ΓkP 3+ + (
1
2
Γk + Γ0)P 2+
)
−
1
4
a2αadΓ2k,1P
1− − 1
2
a2αadΓ2k,1
(
1
2
ΓkP 3+ + (
1
2
Γk + Γ0)P 2+
)
−
1
4
a2αadΓ2k,1P
1+ − 1
2
a2αadΓ2k,1
(
1
2
ΓkP 2− + (αvac
1
2
Γk + Γ0)P 3−
)
, (3.26)
where Γ0 is the probability of finding no kink at a kink site, i.e.
Γ0 = 1− Γk. (3.27)
Dynamical equations for P (1,−m), P (n,−1) and P (n,−m) can be constructed in the same way.
Summation of the equations for all possible ad-atoms leads to the total ad-atom dynamical equation
a2
d
dt
P adtot =
1
2
a2
(
P 3− − P 2−)Γ3k + 14a2 (αadP 2+ − αadαvacP 3+)Γ2kΓk,1 +
1
2
a2
(
P 2− − 3P 3−)Γ2k − 12a2 (αadP 2+ + αadP 1−)ΓkΓk,1 +
1
4
a2αadP
1−Γ2k,1 − Γk(P 3− − P 1+) + P 1+. (3.28)
Applying the steady state condition to this equation and substitution of Γk by Eq. 3.15 and Γk,1 by
aΓk,1 = 2(1 − aΓk) aΓkP
3− − aΓkP 2+ + aΓkP 1+ − aΓkP 2− − 2P 1+ − 2P 3−
aΓkP 2− − αvacaΓkP 3+ + aΓkP 2+ − αadaΓkP 1− − 2P 2+ − 2P 2− (3.29)
gives an expression with two unknown variables, αad and αvac. The same procedure for the va-
cancy gives another expression with αad and αvac unknown. These expressions can only be solved
numerically and if one of the factors is set to one.
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Chapter 4
Kink incorporation and step propagation in a
non-Kossel model
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort and E. Vlieg
Abstract
Most organic and protein crystals have more than one growth unit in the unit cell. For these structures different
growth mechanisms apply as compared to the simple cubic Kossel crystal, since growth becomes a multiple
step process. New model systems need to be developed to describe such processes. We present the results of
a Monte Carlo simulation study of the kink incorporation and step propagation of several growth steps on a
non-Kossel crystal structure. We will compare these results with several theoretical models. Our results show
that the growth of the A-B crystal cannot be described by one universal expression, but that the local structure
of the step is of great importance and influences the shape of the step velocity versus supersaturation curve.
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4.1 Introduction
Step propagation and kink incorporation are key processes in crystal growth since these mechanisms
are at the core of step flow, 2D nucleation and spiral growth [1–11]. Most studies consider the steps of
the simple cubic or Kossel crystal [2, 3, 5–7, 11]. Several models for step propagation resulted from
these studies, which were subsequently used to describe experimental data. Most crystals, however,
cannot be described by the Kossel crystal since they have more than one growth unit in the unit cell.
Different growth mechanisms apply to these crystals, since growth becomes a multiple step process.
One of the consequences of these multiple step processes is that these crystals have a different driving
force dependence of their growth rates as compared to the Kossel crystal.
New model systems need to be developed to describe these phenomena. For ionic or mixed crys-
tals, growth has been studied using a Kossel-like A-B crystal [10, 12, 13]. For these A-B crystals it
is usually assumed that the A and B species have the same detachment behaviour but have different
activities in the mother phase. For molecular crystals, on the other hand, the molecules are indistin-
guishable in the mother phase and are considered to detach differently from the solid. This is, for
example, the case if the asymmetric unit consists of more than one molecule and the molecules have
different crystal bulk interactions. But even if the molecules are symmetry related and have the same
bulk properties, the molecules can be bonded differently at the growth interface. In both cases steps
and kinks on the surfaces consist of more than one type of growth units. For a molecular A-B crystal,
therefore, two growth units have to be considered and kink incorporation often becomes a two step
process with growth laws different from the Kossel crystal.
Chernov [14] introduced the non-Kossel crystal concept as a model for protein crystal growth.
His crystal consists of two molecules A and B. Steps on the crystal surfaces will therefore have kinks
at which A and B molecules incorporate in a two-step process. Chernov derived an expression for
the kink incorporation rate at such a kink. Zhang et al. [13] derived the kink rate for kinks in an ionic
Kossel-like A-B crystal in a non-stoichiometric solution. Section 4.3 discusses both expressions in
more detail and introduces an alternative expression.
In these models separate attachment and detachment frequencies of the A and B terminated kinks
are used. These frequencies are determined by kink energies which in turn strongly depend on the
topology of the kinks. The three different models each describe different kink kinetics. To study these
effects we consider a specific A-B crystal which is introduced in Section 4.2. We first calculate the
growth rates as a function of the driving force for the most important faces using the Monte Carlo
method. From this we derive the corresponding crystal morphologies. These morphologies show
a dependence on both the driving force and the interactions in the crystal. In order to understand
these morphologies, we study the kink incorporation and step propagation for several steps on three
different faces of this crystal by Monte Carlo simulations and compare these with the three analytical
models. The results in this paper show that there is no general expression which applies to all A-B
steps, but that the topology of the steps determines which of the models is most applicable.
Apart from the step propagation, expressions for the equilibrium kink density are derived for some
of the steps and compared with kink densities obtained from the Monte Carlo simulations.
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Figure 4.1: Non-Kossel crystal graph. The growth units A and B are represented by open and full
circles, respectively; the interactions between the growth units by the various lines.
4.2 The non-Kossel crystal
4.2.1 Structure
The present paper uses a model crystal graph which is derived from the naphthalene crystal structure
and is shown in Figure 4.1 [15]. For the concept of crystal graph we refer to [16, 17]. The graph of
Figure 4.1 was introduced by Grimbergen et al. [18] in their paper as type III. In the remainder of this
paper we will refer to this structure as “non-Kossel”. The growth units A and B are represented by
open and full circles, respectively; the interactions between the growth units by the various lines. One
has to realise that the growth units can represent any molecule. We choose A and B to represent the
same molecules, which leads to the same behaviour for both growth units in the mother phase. These
growth units are ordered in layers parallel to (001), consisting of either A or B. The units are bonded
by three different bonds with energies φp, φq and φa. We only consider the cases for which
2φa = φp + φq (4.1)
and
δ =
φq
φp
< 1. (4.2)
Because of this choice, structures with the same value of φa have the same crystallisation energy and
can therefore be easily compared. Varying the value of δ can be considered as comparing different
compounds which crystallise in the same crystal structure but with different interactions. Since φp
is always larger than φq, the most stable (001) surface will be terminated by growth units A. The
(001¯) face is B terminated. The steps on the (001) surface have a step height of d001. Grimbergen et
al. showed that the steps on the (001) surface of this crystal have step energies that are determined by
the difference of two bond energies φp − φq [15]. For δ ≈ 1 this leads to very small edge energies.
In the limiting case that δ = 1 the non-Kossel (001) surface is equivalent to the Kossel (110) surface
and the surface becomes an S-face, which is rough for temperatures T > 0K .
4.2.2 Growth rate and morphology
Figure 4.2 shows the growth rate as a function of the driving force of four faces, {001}, {011}, {100}
and {010}, for four values of δ. These growth rates are obtained from Monte Carlo simulations with
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Figure 4.2: The normal growth rate as a function of the driving force of the {001}, {011}, {010}
and {100} non-Kossel surfaces for δ =0.2, 0.4 0.6 and 0.8. The bond strength φa is for all cases
equal to 2kT . For comparison the growth rate for the {001} surface of the Kossel crystal (φa = 2kT )
is added.
the program Monty [19]. The surfaces were dislocation free and were grown applying the frequencies
given in Section 4.4. This figure is different from the one presented by Grimbergen et al. [18], since
we do not use their strict Solid-on-Solid condition. The present graphs show that the growth rate
of the {100} surfaces is hardly influenced by δ, the growth rate of the {011} faces decreases for
increasing δ and the {001} faces turn from the slowest growing faces at low values of δ into one
of the fastest growing faces at high δ values. The {010} faces always grow rough since they are
symmetry roughened. Additional simulations at very low driving forces, ∆µ < 0.15kT , showed a
linear dependence of the growth rate on ∆µ/kT . These points are not included in Figure 4.2. The
phenomenon of symmetry roughening is discussed in detail by Meekes et al. [20] and the {010} faces
will therefore not be considered here. For comparison, the growth rate curve for the {001} faces of
the Kossel crystal is also shown in the figure.
Apart from the different δ dependence of their growth rates, the faces of the non-Kossel crystal
also show a different driving force dependence. This latter difference results in a changing morphol-
ogy as a function of the driving force. To illustrate this morphology change, Figure 4.3 shows the
morphologies of the non-Kossel crystals for the four values of δ at two driving forces ∆µ = 2kT and
∆µ = 4kT .
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Figure 4.3: (a)-(d) The morphologies of the non-Kossel crystal at ∆µ = 2kT for δ =0.2, 0.4 0.6
and 0.8, respectively. (e)-(h) The same for ∆µ = 4kT .
4.2.3 Steps and kinks
The general expression for the growth rate of an isotropic surface which grows via the birth-and-
spread mechanism is[6]
R = 1.137h
(
Iv2step
) 1
3 , (4.3)
where h is the height of the step, I is the 2D nucleation frequency and vstep is the step propagation
velocity. Both the nucleation frequency and the step velocity determine the shape of the growth rate
curve. In the present paper we will focus on the step propagation velocity, as a first approach to
explain the difference in driving force dependence of the growth rate for the different faces. We will
show that the difference in driving force dependence of the step velocity can already explain some of
the observed phenomena.
We consider the steps on three surfaces, {001}, {011} and {100}. Each surface has different step
directions, each with different possible structures. In order to determine the important step directions,
we first construct the Gibbs-Wulff forms of 2D nuclei on the three faces as a function of δ based on
the energies of straight steps, thus ignoring entropy. We define a straight step as the configuration
which is terminated by growth units which are connected to each other with bonds parallel to the
step. For some steps different straight step terminations can be realised.
Figure 4.4 shows the Gibbs-Wulff forms. The step directions are indicated by the direction of
the normal of the step. Not considering the rougheness, these shapes are in correspondence with the
shapes of nuclei on the simulated surfaces. The (001) face has the [010] and the [100] step directions
as the two important steps. The [010] step has the largest contribution. The 2D nuclei on the (011)
face are bounded by short [100] and relatively long [011¯] steps. The shape of the 2D nuclei on the
(100) face changes dramatically as a function of δ. For low values of δ [001] is the main step direction.
For higher δ this changes to [011]. Each of the three faces has two important step directions, so a
total of six directions should be considered. This analysis is quite elaborate, even for our simple non-
Kossel model. We therefore refer to the Appendices for a thorough description of the steps. Only the
most important results are included in the main text.
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Figure 4.4: Gibbs-Wulff forms of 2D nuclei as function of δ for (a) the (001), (b) the (100) and (c)
the (011) face.
4.3 Theoretical kink and step rates
In order to derive the theoretical growth rate, a step velocity needs to be determined. This, in turn,
depends on the kink density and incorporation rate at a kink site. We consider three theoretical models
for describing the A-B crystal. Chernov [21] derived an expression for the kink incorporation rate of
such a crystal
νk = 2
P+AP+B − P−AP−B
P+A + P+B + P−A + P−B
(4.4)
where P+i and P−i with i = A,B are respectively the attachment and detachment frequencies of the
two kink sites A and B. Note that this expression is different from the kink rate expression in [14].
He concluded that, more generally, if n molecules occupy n inequivalent positions in the unit cell at
low driving force,
νk ∝
cn − cneq
cneq
=
(
exp
(
−∆µ
kT
)n
− 1
)
(4.5)
with c and ceq the actual concentration and equilibrium concentration of the growth units in the fluid
phase, ∆µ the driving force for crystallisation, k the Boltzmann constant and T the temperature.
Chernov did not explicitly consider the role of the crystal structure in this model. We checked how
well Chernov’s approximation for the kink incorporation rate given in Eq. 4.5 performs. It turns out
that his approximation does not describe the kink rate well for any of the faces in the driving force
regime we investigated here. Only for the [010] step on the (001) face and the [001] step on the (100)
face Eq. 4.5 performs reasonably well in the low driving force regime. The (exp(−∆µkT )2 − 1)-term
does not seem to express the driving force dependence correctly for any of the step directions. Apart
from that, Eq. 4.5 implies that all steps have the same driving force dependence and therefore that step
rate curves and subsequently also surface growth rate curves do not cross. This is not in agreement
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with the observed curves in Figure 4.2 and can therefore not be the correct description of the kink
incorporation.
Zhang et al. [13] derived a kink rate expression for kinks in an ionic Kossel-like A-B crystal in a
non-stoichiometric solution:
νk =
2P−AP−B
P−A + P−B + P+A + P+B
(
exp
(
−∆µ
kT
)2
− 1
)
. (4.6)
The two models described above assume that the kink incorporation is a two-step process deter-
mined by the rate limiting step and do not consider the A and B terminated kinks separately. We
introduce a third model in which we consider the kink incorporation in these kinks as two separate
processes. Dealing with the kinks separately results in two kink rates
νk,A = P+B − P−A (4.7)
and
νk,B = P+A − P−B. (4.8)
The aim of the present chapter is to test these three kink rate models for several steps in the
non-Kossel model by comparing them with Monte Carlo results. Since the kink rate cannot easily be
determined directly from Monte Carlo simulations, we use the kink densities and step propagation
velocities from Monte Carlo simulations to test the expressions for the kink rates. Because the step
propagation velocity is mainly determined by kink kinetics, it can be related to the kink rate via
vstep =
a
2
Γk,Aνk,A +
a
2
Γk,Bνk,B (4.9)
for the separate kink model or
vstep =
a
2
(Γk,A + Γk,B) νk (4.10)
for the two other models, where a is the lattice constant and Γk the kink density per unit cell. These
relations were shown to hold for the Kossel model in Chapter 2. We assume them to still be valid
for the non-Kossel case and will use them in the remainder of this chapter to relate the measured step
propagation velocity to kink rates via the measured kink densities in order to test the expressions for
the kink rates.
4.4 Monte Carlo
The theoretical discussions given in this paper are compared with results obtained from Monte Carlo
simulations. For this purpose for each different step a customised simulation program is used. All
programs impose the Solid On Solid condition, which excludes overhangs, both in step and surface
direction. The simulations are confined to the step by using a one dimensional array which represents
the step front. In this way 2D-nucleation on the terraces in between the steps is suppressed. Periodic
boundary conditions are imposed in all programs to reduce edge effects. To get acceptable simulation
times a fast Monte Carlo algorithm based on the n-fold way [22] is used.
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Figure 4.5: The propagation velocity of the non-Kossel steps on the (001) and (011) surfaces
discussed above as a function of the driving force measured by Monte Carlo simulations for δ = 0.2,
0.4, 0.6 and 0.8 at φa = 2kT . For comparison the propagation velocity of the Kossel [100] step on
the (001) surface for φ = 2kT is given.
The step fronts with a typical length of a 1000 unit cells are simulated for 3·107 cycles. During the
first third of the simulation cycles the step is allowed to relax. During the remainder of the simulations
the kink density is measured every 20000 cycles. The measured kink densities remained the same on
scaling of the system.
The annihilation frequency for a growth unit is given by
P (ia,ip,iq)− =
kT
h
exp
(
−2 iaφa + ipφp + iqφq
kT
)
, (4.11)
where ix is the number of bonds with bond strength φx . The creation frequency is site-independent:
P+ =
kT
h
exp
(
−Ecryst
kT
)
exp
(
∆µ
kT
)
=
kT
h
exp
(
−2φa + φp + φq
kT
)
exp
(
∆µ
kT
)
, (4.12)
where Ecryst is the crystallisation energy. This term is included to ensure microscopic reversibility.
This choice of frequencies is referred to as the random rain model. Since P+ is the same for all sites
and for both growth units, P+A and P+B in Eqs. 4.4, 4.6, 4.7 and 4.8 always equal P+.
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Figure 4.6: [100] step on the non-Kossel (001) face. a) top view b) front view. The dash-dotted
line indicates the step front in the top view and the upper and lower terraces in the side view.
4.5 Results
Figure 4.2 in Section 4.2.2 gives the growth rates of the different faces considered here as a function
of the driving force for four values of δ. The figure shows that the growth rates of the (001) and (011)
faces have a different driving force dependence than the rate of the (100) face, especially for high
values of δ. These differences in driving force dependence are mainly due to the [010] step on the
(001) surface and the [011¯] step on the (011) face as is shown in Figure 4.5. These steps have a very
different driving force dependence as compared to the other four steps. The propagation rates of the
two steps on the (100) surface are not shown in Figure 4.5, but they have approximately the same
dependence as the [100] steps on the (001) and (011) surface. These propagation velocities can be
found in the Appendices A.3 and A.4.
To explain the different ∆µ dependence for the steps, we will discuss two steps with different
dependences shortly: the [100] step on the (001) surface and the [011¯] step on the (011) face. For a
detailed discussion of these two steps and the other four steps, we refer to the Appendices.
4.5.1 [100] step on non-Kossel (001)
We first consider the [100] step on the non-Kossel (001) surface. Figure 4.6 shows the top view and
the front view of this step. The dash-dotted line indicates the step front in the top view and the upper
and lower terraces in the side view. The top view shows that the step consists of alternating rows of
A and B growth units perpendicular to the step front.
Kink energies
Figure 4.7a shows all possible kink configurations in side and front view and the corresponding kink
energies. Also the no-kink configuration is given for clarity (kink energy = 0). In the remainder of
the paper, only the real kink configurations are shown. The dash-dotted lines again indicate the step
front in the top view. In the front view they indicate the upper and lower terraces as well as the kink
position. In total six configurations are possible: three in between the A (left) and B (right) row and
three in between the B and the A row. In both cases there is either no kink, a kink up or a kink
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Figure 4.7: Possible kink configurations for the [100] step on non-Kossel (001); including the two
kink-less steps. i) top view ii) front view. The thinner lines and the smaller spheres represent the
terrace and growth units that are one unit cell further away.
down. The step energy of a straight step equals φa per growth unit. The kink energy for each of these
kink configurations can be calculated by determining the broken bond energy of the kinked step and
subtracting the broken bond energy of the step without a kink. For the A-B row the formation of a
kink up, going from left to right, corresponds to an energy cost of φp−φq and a kink down of φp+φq.
The kinks with a height larger than one, that is a kink protruding deeper along [100] in the step, have
a kink energy of (φp − φq)∆h and (φp + φq)∆h for a kink up and a kink down respectively, where
∆h is the kink height. The A-B and B-A configurations are similar as is shown in Figure 4.7, be it
that the energies of a kink up and a kink down are swapped.
For δ values close to one, the kinks with energies φp−φq will be dominant; for low δ values both
kink types will be more equally present.
Propagation velocity
Figure 4.8 shows the propagation velocity of the [100] step as a function of the driving force mea-
sured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT . These measurements
are compared with the propagation velocity (Eq. 4.10) using the kink rates of Chernov, Zhang and the
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Figure 4.8: The propagation velocity of the [100] step on the (001) face as a function of the driving
force measured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT compared
with three theoretical curves.
separate kink model (Eq. 4.9). The kink densities are obtained from the same Monte Carlo simula-
tions. The kink removal frequencies P−A and P−B in Eqs. 4.4, 4.6-4.8 are in the case of the [100]
step on (001), respectively, P (1,1,0)− and P (1,1,2)−.
Figure 4.8 shows that for this step the step propagation is best described by the separate kink
model over the whole driving force and δ range. The model of Chernov performs well for low values
of δ. The model of Zhang et al. has the wrong curve shape and is factors off.
4.5.2 [011¯] step on non-Kossel (011)
The (011) face has two perpendicular steps which determine the growth of the face: [100] and [011¯].
Figure 4.9 shows the [011¯] step on the (011) surface. The step consists of alternating rows of A and
B growth units. The A growth units are connected to the underlying layer via φp bonds and the B
units via φq. If this step propagates in the [01¯1] direction (opposite to what is drawn here), the A and
B growth units can no longer be distinguished energetically. Both gain energy φp + φq + iφa with
i the number of neighbours parallel to the step front, when attached to the step. The step behaves,
therefore, the same as the [100] step on Kossel (001). If the step propagates in the opposite [011¯]
direction (drawn here), the step consists of alternating step fronts of Kossel steps with different step
energies. Since the Kossel step is already studied extensively and the [01¯1] step on non-Kossel (011)
behaves the same, we will only discuss the propagation in the [011¯] direction.
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Figure 4.9: [011¯] step on non-Kossel (011). a) top view b) alternating front views
Kink energies
The [011¯] step on the non-Kossel (011) surface has two different step terminations with different
step energies. The A terminated step is energetically most favourable, since it has a step energy of
2(φp−φq) lower than the B terminated step. Figure 4.10 shows the eight possible kink configurations
for this step. Three different types can be distinguished. Type 2 describes the kink transitions from
one A terminated segment to the other and has a kink energy of 2φa. Kink 3 describes the transition
from B to B with kink energy 2φa, but every B terminated segment has an additional energy cost of
2(φp − φq). This corresponds to 4(φp − φq) for the configurations of kink 3 drawn in Figure 4.10.
Kinks of type 1 are transitions from one termination to the other with energy φa plus the extra step
energy. We expect the density of type 2 to be considerably higher than the other kink densities for
low δ values, where the energy difference between both step terminations is large.
Propagation velocity
Figure 4.11 shows the step propagation velocity as a function of the driving force for the four values
of δ as obtained by Monte Carlo simulations. These Monte Carlo results are again compared with
the three theoretical curves. The growth of the step is mainly determined by kinks 1 and 2 with
frequencies P−A = P (1,2,0)− and P−B = P (1,0,2)−.
For δ = 0.8 all models give a nice agreement with the Monte Carlo data. The model of Chernov
gives a good description of the Monte Carlo data for the whole driving force and δ range. The model
of Zhang et al. has the correct line shape, but is factors off. Notice the strong dependence of the
propagation rate on the δ value. This is in contrast with the [01¯1] step, running in the opposite
direction, which behaves like a Kossel step and therefore does not show any δ dependence.
4.6 Comparison of the two steps
We try to explain the different driving force dependences of the growth rates for the different faces
by focusing on the two steps studied in the preceding sections: the [100] step on the (001) face and
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Figure 4.10: Kink structures of the [011¯] step on non-Kossel (011) in top view. φstep is the
additional step energy of the B terminated step as compared to the more favourable A terminated
step.
the [011¯] step on the (011) face. Considering the structures of these steps one major difference can
be noticed directly: for the [100] step on the (001) face the A and B growth units are in alternating
rows perpendicular to the step front. For the other step the A and B growth units are in alternating
rows parallel to the step front. This has a number of implications. First, the [100] step has only one
termination whereas the [011¯] step has two: one A terminated and one B terminated. This has major
consequences for the kinks and kink incorporation. For the first step, the kink energy only plays a
role at the kink site. A kink in the other step determines the termination and has a long range energy
effect, since it determines the energy of the whole segment between that kink and the neighbouring
kinks. Kinks of type 1 will therefore, for low δ value, always be close to another type 1 kink. If these
two kinks are at the same position, they become a type 2 kink.
Two neighbouring kinks become therefore related for the [011¯] step on the (011) face and the
kink incorporation becomes a two-step serial process. For the [100] step on the (001) face, the kink
incorporation can be considered as two parallel processes: one at the A and one at the B terminated
kinks. This is also reflected in the step propagation velocity, which is for the [100] step on the (001)
face best described by the separate kink model and for the [011¯] step on the (011) face by the model
of Chernov, which describes the kink incorporation as a two-step serial process.
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Figure 4.11: The propagation velocity of the [011¯] step on (011) as a function of the driving force
measured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT compared with
three theoretical curves. For many values of ∆µ
kT
and δ the new model gives negative values, which
are omitted in the figures.
4.7 Conclusion
In this paper, the kink densities and step propagations of six different non-Kossel steps are discussed:
two are shortly discussed in the previous section and all six steps are presented in detail in the Ap-
pendices. Step velocities obtained from Monte Carlo simulations are compared with three different
theoretical curves: the model of Chernov (Eq. 4.4 in Eq. 4.10), the model of Zhang et al. (Eq. 4.6
in Eq. 4.10) and the separate kink model (Eq. 4.9). The major difference between these models is
whether the kink incorporation is described as a two-step serial process or as two separate parallel
processes. Generally, we can conclude that none of these expressions describes the propagation ve-
locity well for all steps. Each of the models describes some of the steps well and others not. The
model of Zhang et al. seems to give the best description for the step propagation of kinks which are
correlated like the [010] step on the (001) surface, the [011] step on the (100) face and the [100] step
on the (011) face. As expected, the newly introduced model gives a very good description of the kink
kinetics of steps where the incorporation in the A and the B terminated kinks can be considered as
separate processes.
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A.1 [100] step on non-Kossel (001)
A.1.1 Equilibrium kink density
In Section 4.5.1 all possible kink configurations and their corresponding energies are determined.
These energies are used to construct two equal partition functions for the A-B and the B-A kinks.
Together with the assumption of negligible kink correlation this results in a partition function sum-
ming over all possible kink heights:
q = qA−B = qB−A = 1 +
∞∑
∆h=1
exp
(
−∆hφp − φq
kT
)
+
∞∑
∆h=1
exp
(
−∆hφp + φq
kT
)
= 1 +
exp
(
−φp−φqkT
)
1− exp
(
−φp−φqkT
) + exp
(
−φp+φqkT
)
1− exp
(
−φp+φqkT
) . (4.13)
Thus, two types of kinks can be formed: a B-terminated kink with an energy cost of ∆h(φp−φq)
and an A-terminated one of ∆h(φp + φq). At equilibrium, the densities of these two kink types are
bΓk,A = 2
∑∞
∆h=1 exp
(
−∆hφp+φqkT
)
q
=
2
q
exp
(
−φp+φqkT
)
1− exp
(
−φp+φqkT
) , (4.14)
and
bΓk,B =
2
q
exp
(
−φp−φqkT
)
1− exp
(
−φp−φqkT
) . (4.15)
Figure 4.12 compares these two theoretical kink densities with kink densities obtained from
Monte Carlo simulations as a function of δ for two bond strengths φa equal to 1.5 and 2.0. Eqs. 4.14
and 4.15 are in excellent agreement with the Monte Carlo simulations. For higher values of δ the kink
density of the B terminated kinks is much larger than of the A kinks. For values approaching δ = 1,
the density ofA terminated kinks goes to zero. Decreasing the bond strength results in a small relative
increase in Γk,B and a large relative increase in Γk,A. Note, that the kink density has a maximum of
two, since there are two kink sites per unit cell.
A.1.2 Non-equilibrium kink density
If a driving force is applied the kink density of a step generally increases. For the Kossel crystal
the kink density can be determined using a steady state approach which assumes no kink correlations
[3, 11]. For the random rain model this is a justified assumption (Chapter 3) in the growth regime. For
the non-Kossel crystals the kinks are, however, correlated with their neighbours due to the topology
of the (001) surface. All these correlations have to be included to come to an expression for the non-
equilibrium kink density. A large number of the kinks in the [100] step on the (001) face turn out to
have a height ∆h larger than one, which gives a need for including multiple kinks in the model as
well. Since including both multiple kinks and correlations complicates matters significantly, we only
present the kink densities, including both single and multiple kinks, as measured by the Monte Carlo
simulations.
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Figure 4.12: Comparison between theoretical kink densities and kink densities obtained by Monte
Carlo simulations (circles and diamonds) at equilibrium. The solid lines represent Eqs. 4.14 and
4.15.
Figure 4.13 shows the two kink densities as a function of the driving force for δ = 0.2, 0.4, 0.6
and 0.8 at φa = 2kT . The figure clearly shows a strong dependence of the kink density on both the
driving force and δ. Both kink densities increase with increasing driving force. For δ = 0.8 the step
is almost completely covered with kinks; almost all B terminated. For increasing δ values, the total
number of kinks increases whereas the number of A terminated kinks decreases. Γk,B shows a kink
in the curve around ∆µ = 1kT for δ = 0.8. This kink is invariant on changing both array sizes and
simulation times.
A.2 [010] step on non-Kossel (001)
Dealing with the [010] steps which are perpendicular to the steps treated in the previous section
is more difficult. The difficulty here is that the step front can have different terminations. Figure
4.14 shows four of these terminations. We know from Monte Carlo simulations that the first three
terminations are the most important ones, at least for δ ≤ 0.9. We, therefore, restrict ourselves to
those three.
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Figure 4.13: The kink densities Γk,A and Γk,B obtained by Monte Carlo simulations as a function
of the driving force for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT . The solid lines represent the
equilibrium kink densities given by Eqs. 4.15-4.14.
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Figure 4.14: A few step terminations for the [010] step on the non-Kossel (001) surface in a
side view. This list can be extended with terminations with longer B terraces. From Monte Carlo
simulations we know that the first three terminations are the most important ones.
A.2.1 Equilibrium kink density
Because of the different step terminations, many kink configurations are possible for the [010] step. If
only single kinks are considered, each pair of kink sites has 3× 9 = 27 possible kink configurations.
Table 4.1 lists these configurations and their corresponding energies. A kink site is the transition
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Table 4.1: Kink energies of the possible kink configurations of the [010] step for the first three step
terminations 1, 2 and 3 in Figure 4.14. Only kinks of single or zero height are considered.
1 2 3
1 0 φa + 2(φp − φq) φa + 2φq
1 up 2φa φa + 2(φp − φq) 3φa + 2φq
1 down 2φa 3φa + 2(φp − φq) φa + 2φq
2 φa + 2(φp − φq) 4(φp − φq) 2φa + 2(φp − φq) + 2φq
2 up 3φa + 2(φp − φq) 2φa + 4(φp − φq) 4φa + 2(φp − φq) + 2φq
2 down φa + 2(φp − φq) 2φa + 4(φp − φq) 2φa + 2(φp − φq) + 2φq
3 φa + 2φq 2φa + 2φq + 2(φp − φq) 4φq
3 up φa + 2φq 2φa + 2φq + 2(φp − φq) 2φa + 4φq
3 down 3φa + 2φq 4φa + 2φq + 2(φp − φq) 2φa + 4φq
A
φ + 2φa q
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b
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12(down)13
φ + 2(φ −φ )p qa
Figure 4.15: The top view of an 13-kink with zero height and an 12-kink with height -1 in the [010]
step on the (001) surface.
from one step site to the next. Both step sites can have different terminations, indicated by the same
numbers as in Figure 4.14, and heights (-1,0,1), which are counted with respect to growth units A.
Figure 4.15 shows the top view of two examples; a 13 kink of zero height and a 12 (down) kink.
Since not all configurations are accessible at each kink position, but depend on the neighbouring
kinks, the kink positions are not independent. In other words, the probability of a step site to have a
certain termination depends on the neighbouring sites. It is, therefore, not justified to construct a kink
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density expression in the same manner, assuming independent kinks, as for the [100] step, but we will
use this method as a first approximation. We again include all possible kink heights. The partition
function then becomes
q =
[
exp
(
−φa + 2(φp − φq)
kT
)
+ exp
(
−φa + 2φq
kT
)
+ exp
(
−2φa + 2φq
kT
)]
4
1− exp
(
−2φakT
)
+
[
1 + exp
(
−4(φp − φq)
kT
)
+ exp
(
−4φq
kT
)] 1 + exp(−2φakT )
1− exp
(
−2φakT
) . (4.16)
The kink densities most involved in the growth of a step are a 11 (up and down) kink and a 13 or 31
kink for low values of δ and a 11 (up and down) kink and a 12(down) or 21(up) kink for high values
of δ. These kink densities can in equilibrium be approximated by
aΓk,11 =
1
q
2 exp
(
−2φakT
)
(
1− exp
(
−2φakT
)) , (4.17)
aΓk,12(down) = aΓk,21(up) =
1
q
exp
(
−φa+2(φp−φq)kT
)
(
1− exp
(
−2φakT
)) (4.18)
and
aΓk,13 = aΓk,31 =
1
q
exp
(
−φa+2φqkT
)
(
1− exp
(
−2φakT
)) . (4.19)
Figure 4.16 shows the comparison between these theoretical expressions and the results of Monte
Carlo simulations for the equilibrium kink density as a function of δ for φa = 1.5kT and 2kT . The
theoretical curves follow the same trends as the Monte Carlo data, but they do not describe it very
accurately due to the assumption that there is no correlation between the kinks.
A.2.2 Step propagation
Figure 4.17 shows the propagation velocity as a function of the driving force measured by Monte
Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT . These measurements are again compared
with theoretical propagation velocities based on the kink rates of Eqs. 4.4, 4.6-4.8. The kink densities
are obtained from Monte Carlo simulations. The kink incorporation at the [010] step occurs mainly
via two mechanisms depending on the value of δ. For small δ kink 11 is filled via 13 with frequencies
P−A = P (1,1,0)− and P−B = P (1,1,2)−. For high values of δ kink 11 is filled via 12 (down) with
P−A = P (1,2,0)− and P−B = P (1,0,2)−. The total step velocity is the sum of the two contributions.
The step propagation of this step is described best by the models of Chernov and Zhang et al..
A.3 [011] step on non-Kossel (100)
The (100) face has three steps which determine the growth of the face: [011], [01¯1] and [001]. The
[011] and [01¯1] steps have the same structure and are discussed in this section. The next section
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Figure 4.16: Comparison between theoretical equilibrium kink densities Γk,11, Γk,12(down) Γk,13
and equilibrium kink densities obtained by Monte Carlo simulations as a function of δ for φa =
1.5kT (upper panel) and 2kT (lower panel).
discusses the [001] step. The [011] step is shown in Figure 4.18. The top view shows that the terraces
consist of a chess board like composition of the A and B growth units.
A.3.1 Equilibrium kink density
The [011] step on the (100) face has eight possible kink transitions as is shown in Figure 4.19. The
kink energies are respectively 2φq−φp, φp+φq, φq, φp+φq, 2φp−φq, φp+φq, φp and φp+φq. For
low values of δ the kink energy of kinks 1 is less than zero and this kink can be formed easily. Figure
4.20 gives the eight kink densities as a function of δ determined by Monte Carlo measurements and
shows that Γk,1 is indeed high for small values of δ. The step formed by making only kink 1 results
in a [001] step. 2D nuclei on real crystals would consist of large [001] steps as is shown in Figure
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Figure 4.17: The propagation velocity of the [010] step on (001) as a function of the driving force
as measured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT and compared
with three theoretical curves.
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Figure 4.18: [011] step on non-Kossel (100). a) top view b) front view
4.4. The [011] step is therefore not important for δ < 0.5, but for δ > 0.5 this step becomes more
important than the [001] step.
Since the Monte Carlo simulations use periodic boundary conditions, for every two kinks of type
1 two kinks of type 3 and 7 or one kink of type 4 and 8, need to be formed. This gives kink 1 an
effective kink energy of at least 3φq − φp. Kinks 2, 4, 6 and 8 all have the same kink energy. They
are however formed via different routes. Kinks 2 and 6 can be formed from kinks 1 and 5 and kinks 4
and 8 from 3 and 7. Based on Boltzmann statistics one would expect that the total number of kinks up
would be smaller than of kinks down. However, since periodic boundary conditions are applied these
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Figure 4.19: Kink structures of the [011] step on non-Kossel (100) in top view.
numbers are artificially kept the same. Kinks up are, therefore, oversampled and the kinks down are
undersampled as compared to the Boltzmann distribution. This explains the non-overlapping curves
of Γk,4,8 and Γk,2,6.
For this step the kinks are correlated in the same way as for the [010] step on the (001) surface.
Now two types of step fronts are possible for each row. Which step front is formed depends on the
presence of a kink at the previous row. Determining the equilibrium kink density using Boltzmann
statistics is therefore not possible. The [001] step on the (100) surface, discussed in the next section,
has also two possible step fronts. In that case however the step fronts are confined to separate rows
and Boltzmann statistics can be applied.
A.3.2 Propagation velocity
Figure 4.21 shows the propagation velocity as a function of the driving force for crystallisation for the
four values of δ as obtained by Monte Carlo simulations. These Monte Carlo results are compared
with the same three curves as for the previous two steps. Also here two sets of A and B kinks
mainly determine the growth of the step. For a kink propagation from left to right, kinks 1 and 5
are alternatingly formed; the kinks 3 and 7 determine a kink propagation in the opposite direction.
The step propagation is given by the sum of the separate propagation contributions. For kinks 1 and
5 P−A = P (1,2,0)− and P−B = P (1,0,2)− and for kinks 3 and 7 P−A = P (1,1,1)− and P−B =
P (1,1,1)−.
A.4. [001] step on non-Kossel (100) 75
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
δ
Γ k
Γk,1
Γk,2
Γk,3
Γk,4
Γk,5
Γk,6
Γk,7
Γk,8
Figure 4.20: Equilibrium kink density of the [011] step on non-Kossel (100) as a function of δ as
determined from Monte Carlo simulations. The solid lines are a guide to the eye.
The models of Chernov and Zhang et al. describe the curves best. For high values of δ also the
separate kink model give a nice representation of the Monte Carlo data.
A.4 [001] step on non-Kossel (100)
The [001] step on the non-Kossel (100) surface has two different step fronts: one A terminated with
step energy 2φq and one B terminated with step energy 2φp. Since φq < φp the step will be mostly
A terminated. Figure 4.22 shows this A terminated step front.
A.4.1 Equilibrium kink density
Four different kink transitions can be formed for the A terminated step. Figure 4.23 shows the top
view of these kink transitions. The single height kinks of type 1 both have a kink energy of φp − φq.
The type 2 kinks have a kink energy of φp + φq. These single height energies are analogous to the
kinks of the [100] step on the (001) surface. Kinks with a height larger than one have a kink energy
of respectively φp − φq + (φp + φq)(∆h − 1) and (φp + φq)∆h. This first energy is different from
the B-terminated kink of the [100] step on the (001) surface, which has kink energy of (φp− φq)∆h.
Analogously to Eqs. 4.14 and 4.15 for Γk,B and Γk,A, expressions for the equilibrium kink densities
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Figure 4.21: The step propagation velocity of the [011] step on the (100) face as a function of the
driving force as measured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT .
These measurements are compared with three theoretical curves.
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Figure 4.22: [001] step on non-Kossel (100). a) top view b) front view
of types 1 and 2 can be derived
bΓk,1 =
2
q
exp
(
−φp−φqkT
)
1− exp
(
−φp+φqkT
) . (4.20)
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Figure 4.23: Kink structures of the [001] step on non-Kossel (100) of Figure 4.22 in top view.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
δ
Γ k
Γk,1
Γk,2
Figure 4.24: Equilibrium kink density of the [001] step on non-Kossel (100) as a function of δ.
The dashed lines represent Eqs. 4.20 and 4.21. The solid lines represent Eqs. 4.14 and 4.15.
and
bΓk,2 =
2
q
exp
(
−φp+φqkT
)
1− exp
(
−φp+φqkT
) , (4.21)
with
q = 1 +
exp
(
−φp−φqkT
)
1− exp
(
−φp+φqkT
) + exp
(
−φp+φqkT
)
1− exp
(
−φp+φqkT
) . (4.22)
Figure 4.24 shows the two kink densities measured by Monte Carlo simulations in comparison
with the two expressions (solid lines). The simulations are performed for φa = 2kT as a function
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of δ. The theoretical expressions are in close agreement with the Monte Carlo results. The solid
lines represent the kink densities for the [100] step on the (001) surface, Eqs. 4.14 and 4.15. The
comparison between these expressions and the Monte Carlo data show that the difference in energy
for the higher kinks have a large effect on the kink densities: not only of kink 1, but also of kink 2,
which does not have these energy differences. For high δ, Γk,A (Figure 4.12) goes to zero, whereas
Γk,2 does not. The difference in Γk,1 can be explained by the fact that only single height kinks occur,
whereas for Γk,B higher kinks have a large contribution.
A.4.2 Non-equilibrium kink density
We showed that the equilibrium kink densities of the [001] step on the (100) surface, in contrast with
the kink densities of the [100] step on the (001) surface, are mainly determined by single height kinks.
The non-equilibrium kink densities of the [100] step on the (001) surface are strongly dependent on
the driving force, since more and higher kinks are formed. For the [001] step on the (100) surface we
do not expect such a strong change of the non-equilibrium kink densities with supersaturation, since
mainly single kinks are important. Figure 4.25 plots both kink densities as a function of the driving
force for the four different values of δ. This figure clearly shows that the kink densities of this step
indeed depend less strongly on both the driving force and δ as compared to the densities of the other
step. The kink densities at δ = 0.2 are most similar.
A.4.3 Propagation velocity
Figure 4.26 shows the propagation velocity as a function of the driving force measured by Monte
Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT . These measurements are again compared
with theoretical propagation velocities based on the kink rates of Eqs. 4.4, 4.6-4.8. The kink densities
are obtained from Monte Carlo simulations. The [100] step has only one set of AB kinks and the kink
removal occurs therefore only via one mechanism with frequencies P−A = P (1,1,0)− and P−B =
P (1,1,2)−.
The step propagation of this step is not well described by any of the models. Only at δ = 0.4 the
model of Chernov is in nice agreement with the Monte Carlo data.
A.5 [011¯] step on non-Kossel (011)
A.5.1 Equilibrium kink density
Figure 4.27 shows the equilibrium densities for the three kink types as a function of δ. Γk,2 is indeed
larger than the other densities at low δ as is expected based on the kink energies given in Section
4.5.2. Γk,3 is very low even at high δ values. For δ = 1, growth units A and B become energetically
indistinguishable. Both terminations have equal step energy leading to an increase in kinks of type 1
and kink types 2 and 3 to have the same kink energy. The kink density of these kinks are therefore
the same for δ = 1.
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Figure 4.25: The kink densities of the [001] step on the non-Kossel (100) surface as a function
of the driving force for four different values of δ as obtained by Monte Carlo simulations. For
comparison, the kink densities of the [100] step on the (001) surface are plotted in gray.
A.6 [100] step on non-Kossel (011)
The previous section discussed the [01¯1] step on the (011) surface. We now discuss the step perpen-
dicular to it: the [100] step on the (011) surface.
The [100] step consists of alternating rows of A and B growth units ending perpendicularly to the
ledge (Figure 4.28). Each growth layer is shifted one growth unit in the [01¯1] direction with respect
to the two neighbouring growth layers above and below. In this way removing an A row exposes a B
row in the underlying growth layer and vice versa.
A.6.1 Equilibrium kink density
Figure 4.29 shows the four possible kink transitions for the [100] step on the (011) face. From this
perspective the kink energies of kinks 1 and 2 and of kinks 3 and 4 seem to be the same, φp and φq,
respectively, but because of the termination of the lower terrace is changed this is not the case. There
are two different termination changes: one for kinks 1 and 4 and one for kinks 2 and 3.
Figure 4.30 plots the equilibrium kink density of the [100] step on the (011) surface as a function
of δ. At low values of δ kink 1 is the most important kink type changing to kink 4 for somewhat
higher δ. At δ = 1, φp and φq are equal and the step is the same as the [100] step on the (001) face of
the Kossel structure resulting in the same kink density for the four kink types.
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Figure 4.26: The propagation velocity of the [001] step on (100) as a function of the driving force
as measured by Monte Carlo simulations for δ = 0.2, 0.4, 0.6 and 0.8 at φa = 2kT and compared
with three theoretical curves.
A.6.2 Propagation velocity
Figure 4.31 shows the step propagation velocity as a function of the driving force for crystallisation
for the four values of δ as obtained by Monte Carlo simulations. These Monte Carlo results are
again compared with the three theoretical curves. Two sets of A and B kinks mainly determine the
growth of the step. Kinks 1 and 3 alternatingly form the kinks up and kinks 2 and 4 the kinks down.
The step propagation is given by the sum of the separate propagation contributions. Kinks 1 and 3
have frequencies P−A = P (1,2,0)− and P−B = P (1,0,2)− and kinks 2 and 4 P−A = P (1,1,1)− and
P−B = P (1,1,1)−.
The separate kink model gives a very good agreement with the Monte Carlo results and also the
model of Chernov describes the data very well, especially at high values of δ. Zhang’s model gives
also a reasonable description of the data.
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Chapter 5
The non-equilibrium free energy and kinetic
roughening of steps on the Kossel (001)
surface
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, E. Vlieg and
H.J.F. Knops
Abstract
This chapter studies the non-equilibrium energetics of growth steps. It discusses the energy and free energy of
a [100] step on a Kossel (001) crystal surface as a function of the driving force in the case that 2D nucleation is
not active. Theoretical expressions for these energies are derived and are found to agree with data obtained from
Monte Carlo simulations of step flow. The non-equilibrium expressions allow us to propose that the vanishing
of the step free energy beyond a critical value of the driving force defines the onset of the kinetic roughening
regime. This is found to agree with earlier phenomenological criteria for this transition.
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5.1 Introduction
The step free energy γ is the key parameter for describing the growth and roughening behaviour of
crystal surfaces [1]. It has therefore received considerable attention in the literature [2–9]. Much
effort has been put into deriving an expression for the free energy of an infinitely long step on the
Kossel (001) surface as a function of the step orientation at equilibrium conditions. This Kossel step
is often referred to as the terrace-ledge-kink model. Some of these expressions were verified using
Monte Carlo simulations [5, 6]. On the other hand, almost no attention has been given to the step
free energy at non-equilibrium conditions. Such conditions are highly relevant for a more precise
understanding of 2D nucleation growth and the phenomenon of kinetic roughening, which results in
the disappearance of the nucleation barrier [10–12].
In the non-equilibrium case, surfaces and steps under a driving force for crystallisation always
become rough at a sufficiently large time and length scale leading to a rounding of the roughening
transition as is found explicitly in the Kardar-Parisi-Zhang (KPZ) [13] theory. Nevertheless, growth
experiments [14, 15] and Monte Carlo simulations [12, 16, 17] show a qualitative difference in the
growth velocity versus driving force characteristics as the driving force ∆µ increases above a thresh-
old ∆µc(T ) for temperatures T below the equilibrium roughening temperature Tc. It is this point that
one refers to as the onset of kinetic roughening. A theoretical evaluation of this transition is far from
trivial. Most studies use the dynamical renormalisation group [18] which extends the usual Kosterlitz-
Thouless renormalisation theory for equilibrium roughening. A disadvantage is that these theories use
a mesoscopic description (the sine-Gordon model) of the system as a starting point. Hence there is
no prediction of the critical driving force ∆µc in terms of the microscopic parameters of the model.
In the present chapter we propose a simple rule of thumb for such a prediction. To this end, we
derive expressions for the step energy and free energy of the [100] step on a Kossel (001) face as a
function of the driving force assuming that the step is in its steady state configuration. Our results are
compared with Monte Carlo data of growing steps. In the Monte Carlo simulations the step has a finite
length with periodic boundary conditions to reduce edge effects. After an equilibration period the step
reaches its steady state configuration in which all kink densities remain constant even though the step
is moving across the surface at a constant velocity. Both our theoretical model and the simulations
are limited to the step and do not include the interaction between 2D nucleation and step flow. Also
overhangs in the step direction are not allowed. Section 5.2 gives all details concerning the Monte
Carlo simulations reported in this chapter. At some critical driving force, the step free energy is found
to become zero. At this driving force, steps can be formed at zero free energy cost and the crystal
surface becomes rough. We propose to extend the zero step free energy criterion, which is used for
defining the onset of thermal roughening, to the non-equilibrium case, i.e. that of kinetic roughening.
5.2 Monte Carlo method
We compare the theoretical results for the step free energy with step free energies directly obtained
from step energies measured in Monte Carlo simulations. A program, which simulates the growth of
a [100] step on a Kossel (001) face, measures the step energies and determines the step free energies
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as explained in the next section. This program was also used Chapters 2 and 3.
The n-fold way Monte Carlo algorithm [19] is used to get acceptable simulation times and peri-
odic boundary conditions are imposed to reduce edge effects. All simulations are performed using the
“random rain” probability scheme [20], which ensures microscopic reversibility [16, 21]. In Chapter
3 we have shown that this scheme gives a good description of solution growth. Since diffusion along
the step and the surface is not included in the model, only creation and annihilation probabilities are
relevant. The annihilation frequency/probability for a growth unit using the “random rain” model is
given by
P i− =
kT
h
exp
(
−2φv
kT
)
exp
(
−2iφ
kT
)
, (5.1)
where i is the number of horizontal neighbours and φ and φv are respectively the bond strengths of the
horizontal and vertical bonds. kTh has the usual meaning. The creation probability is site independent
and is only determined by the driving force ∆µkT :
P+ = P 2− exp
(
∆µ
kT
)
. (5.2)
5.3 The step free energy without the presence of 2D nucleation
5.3.1 Determining the free energy of a step
The step free energy is an important parameter for the step and surface roughness. If the step free
energy approaches zero the nucleation barrier vanishes and the surface becomes rough. Since the free
energy contains an entropy term, it cannot be obtained directly from the simulations, if the equation
of state is not known. The step free energy at equilibrium conditions can, however, be determined
from the integration over a number of simulations as a function of the temperature via
F (T ) = U(0) − T
∫ T
0
U(T ′)− U(0)
T ′2
dT ′ (5.3)
as can be derived from the Gibbs-Helmholtz equation for the Helmholtz free energy F of the step
[22].
By determining the step energy for a range of temperatures at a fixed bond strength, φ, the step
free energy can be obtained directly from the step energies. In the literature, the step free energy at
non-equilibrium conditions is usually obtained indirectly by fitting an expression for birth-and-spread
growth to growth rate curves [14, 16] or from the critical driving force for kinetic roughening [15].
5.3.2 The step free energy at equilibrium
Theoretically, the step free energy can be obtained in two ways: using the partition function of the
step, q, according to
γstep = φ− kT ln(q) (5.4)
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or by using the integration of the step energy. In equilibrium, both approaches are feasible and result
in the expression
γstep = φ− kT ln

1 + exp
(
− φkT
)
1− exp
(
− φkT
)

 . (5.5)
Bennema and Meekes [23] also derived this expression for the equilibrium step free energy, which
becomes zero at φkT = ln(1 +
√
2) ≈ 0.881. This is close to but, due to the neglect of step-step
interactions, not equal to the critical bond strength for thermal (equilibrium) roughening. It happens
to be precisely the critical coupling for an Ising model as derived by Onsager[24].
5.3.3 The step free energy at non-equilibrium
For non-equilibrium conditions, the concept of a step free energy is not so well defined. We propose
a rather pragmatic construction for γstep(∆µ) satisfying (i) γstep(∆µ = 0) reduces to the equilibrium
result (Eq. 5.5) (ii) setting γstep(∆µ) = 0 gives an estimate for the kinetic roughening point in
reasonable agreement with growth experiments. The more obvious choice is γ = U − TS(∆µ). As
it turns out, this choice using Shannon’s expression for calculating the entropy [25, 26]
γ = 0step − Tk
( ∞∑
n=−∞
−Pn ln (Pn)
)
(5.6)
with Pn = 12Γk,|n| and P0 = 1−
∑∞
n=1 Γk,n, where Γk,n is the density of kinks of height n, does (of
course) satisfy criterion (i) but not (ii). Instead, we construct γstep(∆µ) by assuming that Eq. 5.3 is
still valid for non-equilibrium stationary conditions provided that the driving force is kept constant.
We use this expression to derive the step free energy from the step energy. In order to obtain the
non-equilibrium step energy, we express it in terms of Γk,n according to
0step = φ+
∞∑
n=1
nφΓk,n. (5.7)
Refs. [27, 28] derive the kink density neglecting kink-kink correlations as a function of the driving
force:
Γk,n = 2∆n
1−∆
1 +∆
, (5.8)
with
∆ =
√√√√√exp
(
−2 φkT
)
+ exp
(
∆µ
kT
)
exp
(
∆µ
kT
)
+ exp
(
2 φkT
) . (5.9)
This expression is derived assuming adjacent sites to be statistically independent. Appendix A.1
briefly explains its derivation and discusses the kink-kink interactions. Using Eqs. 5.7 and 5.8, the
step energy becomes
0step = φ+
2∆φ
1−∆2 , (5.10)
for values ∆ < 1. If ∆ = 1, 0step = φ. The integral in the equation for the step free energy according
to Eq. 5.3
γstep = φ− T
∫ T
0
2∆φ
(1−∆2)T ′2 dT
′ (5.11)
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Figure 5.1: The step energy (a) and the step free energy (b) as a function of the temperature for
six different driving forces, ∆µ = 0, 0.25, 0.5, 0.75, 1 and 1.25kT0, at a constant bond strength
of φ = kT0, where T0 is an arbitrary constant temperature. The dots represent the Monte Carlo
measurements and the curves the theoretical models according to Eqs. 5.10 and 5.11, respectively.
cannot be solved analytically and is therefore determined numerically.
In the following, we express all energies in units of kT0, where T0 is an arbitrary constant tem-
perature, which we use for normalisation. Figure 5.1a shows the step energy as a function of the tem-
perature according to Eq. 5.10 for six different driving forces at a constant bond strength of φ = kT0,
Figure 5.1b presents the step free energy according to Eq. 5.11. The curves are the result of a numer-
ical integration starting at T = 0K, where 0step = φ. These theoretical values agree well with results
obtained from Monte Carlo simulations. In Figure 5.1a the dots represent the step energies measured
in the simulations. The deviation of the theoretical curve from the Monte Carlo simulations at higher
driving forces is due to the expression for the kink density, which does not describe the kink density
for large kink heights very accurately (Chapter 2). This does not cause a problem in determining the
total kink density, since the density of kinks with large heights is small. For the step energy, however,
these small values are multiplied with the kink height and cause a slight deviation. The step free
energies obtained from the Monte Carlo data (dots in Figure 5.1b) are determined by a trapezoidal
numerical integration of the step energy using Eq. 5.3. At each point, the integration includes all
measured step energies at lower temperatures as well as the value γstep = φ at T = 0K. Since both
Eq. 5.11 and the Monte Carlo simulations use the same method to come to the step free energy, the
agreement between the curves and the Monte Carlo results only confirms the correct temperature de-
pendence of the step energy in Eq. 5.10 and does not conform the validity of the method to calculate
the step free energy from the step energy.
Because of the large contribution of the entropy, the step free energy becomes zero or negative at
some temperature. For growth of a crystal surface, this would result in a transition to rough growth,
since at this transition steps can be formed at no free energy cost. For our single step model, this is
not the case, because no extra steps are allowed to be formed; the step can only get more and higher
kinks. We can nevertheless use this result to derive a non-equilibrium condition for roughening.
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Figure 5.2: (a) The step free energy as a function of ∆µ
kT
for eleven different bond strengths ranging
from φ
kT
= 1.5 to 2.5 with intervals 0.1. Each curve is obtained using Eq. 5.11. The integration
is performed at φ = kT0 and constant ∆µ. (b) The critical driving force at which γstep = 0 as a
function of the bond strength. The dots represent Monte Carlo results obtained from Fig 5.1b with
some additional simulations, the solid line is obtained using Eq. 5.11 and the dashed line represents
the transition from exponential to linear growth as described by van Veenendaal et al. [12].
5.3.4 The step free energy as a function of the driving force
The previous section discusses the step free energy for a constant, non-zero driving force and for a
constant bond strength as a function of the temperature. From an experimental point of view, the
driving force dependence of the step free energy is equally important in understanding 2D nucleation
and kinetic roughening. By combining results for constant ∆µ also this dependence can be found.
Figure 5.2a shows the step free energy as a function of ∆µkT for eleven different bond strengths ranging
from φkT = 1.5 to 2.5. Each data point on the curves is obtained by an integration at constant φ and
∆µ using Eq. 5.11.
Figure 5.2b shows, as a function of the bond strength, the critical driving force, ∆µc, at which
the step free energy becomes zero. This is obtain by both using Eq. 5.11 (solid line) and using Monte
Carlo data shown in Figure 5.1b and some additional simulations. Again the Monte Carlo data and
theoretical curves are in good agreement. The critical driving force is zero till φkT = 0.88, which
is the critical bond strength for thermal roughening as determined earlier. Above this bond strength,
surfaces need a threshold driving force to become kinetically rough. Gilmer and Bennema [16] were
the first to observe this roughening behaviour by means of Monte Carlo simulations. They observed
a transition from exponential to linear growth.
Van Veenendaal et al. [12] argued that, in contrast with thermal roughening, kinetic roughening
is not a phase transition and it lacks a well-defined transition point. They proposed eight criteria
to mark the onset of the kinetical roughening. Their criterion E2b, which indicates the change in
growth behaviour from exponential to linear growth, is generally seen as the most reliable one. The
dashed line in Figure 5.2 represents this criterion. Our γstep = 0 line is in excellent agreement with
this macroscopic description of the kinetic roughening regime for high bond strengths. We therefore
propose to extend the γstep = 0 criterion for thermal roughening to the kinetic roughening regime.
Close to the critical bond strength for thermal roughening φkT = 0.88, our γstep = 0 line deviates
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from the macroscopic description, which approaches zero more smoothly. A similar behaviour is
predicted from the dynamical renormalisation group analysis [18]. The fact that our rather heuris-
tic construction misses these finer details, is not too surprising. To start with: even in equilibrium
our Eq. 5.5 does not accurately describe the vanishing of the step free energy as T approaches the
roughening temperature [29] due to the neglect of step-step interactions. More over, taking these inter-
actions into account in a non-equilibrium situation needs an even deeper analysis like the dynamical
renormalisation group.
5.4 Conclusions
The present chapter discusses the step energy and free energy of an infinitely long [100] step on the
Kossel (001) surface as a function of the driving force without the presence of 2D nucleation. Ana-
lytical expressions for both quantities are derived and compared with step free energies determined in
Monte Carlo simulations. The expression for the step energy is obtained using the non-equilibrium
expression for the kink density. This gives a good agreement with the Monte Carlo especially in the
low driving force regime. The expression for the non-equilibrium step free energy is obtained via the
Gibbs-Helmholtz equation using the step energy as a starting point. Again a nice agreement with the
Monte Carlo simulations is found. The critical driving force, at which the step free energy becomes
zero, is used to find a new criterion for the transition from smooth growth to the kinetically rough
regime. This is in good agreement with the kinetic roughening behaviour as observed macroscopi-
cally.
Our determinations of the non-equilibrium free energy, both theoretically and in the Monte Carlo
simulations, are based on the assumption that Eq. 5.3 is still valid at non-equilibrium conditions.
This approach is able to describe the kinetic roughening behaviour as observed macroscopically and
therefore appears to be a good description for this application.
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A.1 Kink density
This expression for the kink density is obtained by constructing dynamical equations for all possi-
ble kink configurations using the frequencies of elementary events at different step sites as given in
Eqs. 5.1 and 5.2 and assuming adjacent sites to be statistically independent. This gives a change in
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Figure 5.3: Elementary events leading to an increase (1-4) or decrease (5-8) of the kink density of
single height kinks. Only kinks up are considered here. For the total kink density also kinks down
should be included.
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(5.12)
with
Γk =
∞∑
n=1
Γk,n. (5.13)
Eq. 5.12 can be understood as follows: the first term represents the increase in kink density due to the
adding and removal of growth units at sites without a kink as drawn in Figure 5.3 as events 1 and 2.
The second term indicates the creation of single kinks from kinks of height 2 (events 3 and 4) and the
last term represents the decrease in kink density due to the vanishing of single kinks (events 5 to 8).
Figure 5.3 only gives the change in kink density due to changes in kink density of kinks up. Eq. 5.12
accounts for both kinks up and kinks down by the factor two in each term.
Analogously to the change in the density of single kinks the change in kink density of height n
with n = 1, a ddtΓk,n, can be determined. If a steady state for all kink densities is assumed
a
d
dt
Γk,n = 0 (5.14)
for all n, solving these equations results in Eq. 5.8.
Neglecting the kink-kink interactions was proven to be justified for growth conditions within the
random rain model (Chapter 3). Figure 5.4 shows two correlation factors, αad and αvac, as a function
of the driving force at a bond strength of φkT = 2 obtained using Monte Carlo simulations. These
factors represent the correlation between a kink up followed by a kink down and a kink down followed
by a kink up, respectively and are obtained as follows
αad =
∑5
n=1
∑−1
m=−5 Punc(n,m)∑5
n=1
∑−1
m=−5 P (n,m)
(5.15)
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Figure 5.4: The two α-factors describing the kink-kink correlation obtained by Monte Carlo simu-
lations for a bond strength of φ
kT
= 2; a value of α = 1 corresponds to the absence of a correlation.
and
αvac =
∑−1
n=−5
∑5
m=1 Punc(n,m)∑−1
n=−5
∑5
m=1 P (n,m)
. (5.16)
Punc(n,m) is the probability of finding two adjacent kinks of height n andm if they are not correlated
Punc(n,m) =
1
4
aΓk,|n|aΓk,|m|. (5.17)
and P (n,m) is the actual probability of finding a kink combination (n,m). A positive value of n
and m indicates a kink up and a negative value a kink down. The factors are, for simplicity, assumed
to be independent of the height of the ad-atom and the depth of the vacancy and are limited to kink
densities with heights upto 5, since these forms are by far the largest contribution. If both α-factors
are one, the kinks are not correlated. Since the factors presented in Figure 5.4 are approximately one,
the kink density as derived above is assumed to be a good description for a large range of driving
forces including the kinetic roughening regime.
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Chapter 6
Kinetic roughening of Kossel and
non-Kossel steps
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, G.W.M. Vissers,
E. Vlieg
Abstract
This paper studies the energetics and roughening behaviour of vicinal surfaces. The energies of different steps
in the presence of 2D nucleation islands are measured using Monte Carlo simulation results. The vanishing
of this energy should mark the onset of kinetic roughening. For the [100] step on a Kossel (001) surface
this onset is very close to the onset previously found using a new method. This makes the determination of
the vanishing of the step energy a powerful method to study the kinetic roughening behaviour of complicated
step structures like the [100] and [010] steps on a non-Kossel (001) face. These steps are studied using this
approach and compared both mutually and with the Kossel step. Both steps are found to show very different
growth behaviour as compared to the Kossel step.
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6.1 Introduction
The step free energy is an important quantity in describing crystal growth by 2D nucleation, spiral
growth and step flow. This property is, however, hard to determine and to study analytically. Most
theoretical studies are restricted to infinitely long steps at equilibrium [1–8]. On the other hand,
growth experiments are often performed at conditions far from equilibrium, where the equilibrium
value is not a good description of the actual step free energy. In Chapter 5 we studied the non-
equilibrium step free energy of a [100] step on a (001) Kossel surface and found that the entropy of a
step strongly increases at higher supersaturation.
Another effect which is not accounted for in most studies, is the interaction between 2D nucleation
islands and the step. Leamy and Gilmer [9] used a definition for the step energy which includes the
interaction with 2D nuclei by comparing energies of surfaces with and without steps. One of the
advantages of this definition is that the equilibrium step energy should, according to Leamy and
Gilmer, vanish at the same critical temperature as the free energy. The present paper extends this
definition of the step energy to non-equilibrium conditions in order to investigate the step energy as
a function of the driving force. It turns out that at high driving force, the step energy becomes zero,
because the surface gets kinetically rough and a step can no longer be distinguished. We look more
closely to this transition point and compare it with the criterion for the onset of kinetic roughening
we proposed in Chapter 5.
There is no standard recipe for determining the step free energy in non-equilibrium conditions,
since thermodynamic relations are not well-defined out of equilibrium. If we use the integration
method as proposed in Chapter 5, where only step flow was considered, the noise will be tremendous
if also 2D nuclei are introduced, since small statistical errors in the broken bond energy give large
errors in the free energy due to the integration procedure. The step energy, however, can be determined
relatively easily with less noise from the broken bond energy. Since the step energy and free energy
become zero at the same point for equilibrium conditions, we hope to be able to study the roughening
of steps in the presence of 2D nuclei using the step energy instead of the free energy. For the Kossel
crystal (Section 6.3) we will show that the step energy vanishes close to the step free energy of a
step without 2D nucleation present. We, therefore, believe that this method can help us studying the
roughening of more complicated step structures.
Section 6.4 discusses the results of the step energy analysis for the [100] and [010] steps on the
(001) surface of a naphthalene-like structure. This structure was introduced by Grimbergen et al. [10]
in their paper as type III. In the remainder of this paper we shall refer to this structure as “non-Kossel”.
Section 6.4.1 discusses it in more detail. A comparison of the results for the “non-Kossel” case with
the Kossel crystal gives more insight in the step behaviour on “real” crystals.
6.2 Monte Carlo method
Monte Carlo simulations are used to determine the step energy as a function of the temperature and
the driving force. Separate Monte Carlo programs are used to simulate the Kossel (001) surface and
the non-Kossel (001) surface. Both programs simulate 2D nucleation growth either with or without
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the presence of step flow.
The Monte Carlo programs use the n-fold way Monte Carlo algorithm [11] to get acceptable sim-
ulation times. Periodic boundary conditions are imposed to reduce edge effects. All simulations are
performed using the “random rain” probability scheme [12], which ensures microscopic reversibility
[13, 14]. In a previous paper we have shown that this scheme gives a good description of solution
growth (Chapter 3). Since diffusion along the step and the surface is not included in the model,
only creation and annihilation probabilities are relevant. The annihilation frequency/probability for a
growth unit using the “random rain” model is given by
P i− =
kT
h
exp
(
−Ebond,i
kT
)
, (6.1)
where i labels the different surface configurations and Ebond,i is the bonding energy of a growth unit
in configuration i. The creation probability is site independent and is only determined by the driving
force ∆µkT :
P+ =
kT
h
exp
(
−Ecryst
2kT
)
exp
(
∆µ
kT
)
(6.2)
with Ecryst being the crystallisation energy.
Arrays of size 80 × 80 unit cells for the Kossel crystal and the non-Kossel [010] step and 80 ×
40 unit cells for the non-Kossel [100] step were used. The Kossel surfaces, the non-Kossel surfaces
with [010] steps and the ones with [100] steps were let to relax for 3 · 107, 6 · 106 and 3 · 106 cycles,
respectively. After relaxation the surface energy was determined 2700, 900 and 900 times with,
respectively, 1 · 105, 6 · 104 and 3 · 104 cycles in between.
6.3 Step energy of (001) Kossel surfaces
6.3.1 The model
Leamy and Gilmer [9] studied the broken-bond step energy at equilibrium in the presence of islands
on and holes in the surface. They derived the step energy from the surface energies of vicinal surfaces
assuming the following correlation
E(θ)
cos(θ)
− Eground = E0 + Es tan(θ) + E′s tan2(θ), (6.3)
where E(θ) is the surface energy of the surface with a misorientation angle θ, Eground is the surface
energy of the flat surface without islands or holes, E0 the contribution to the surface energy of islands
and holes, Es of the step and E′s is a second order term which describes the effect of step-step
correlation. Leamy and Gilmer obtained values for E0, Es and E′s by fitting Eq. 6.3 to surface
energies from Monte Carlo simulations measured at different misorientations. They performed this
fitting procedure for a range of dimensionless bond strengths and observed that Es vanishes at a
certain bond strength. They argue that this bond strength marks the thermal roughening transition.
At this transition the surface becomes rough, since islands and holes can be formed at zero free
energy cost, and the misorientation steps cannot be discerned from the other step edges resulting in
the vanishing of Es.
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τ
Figure 6.1: A schematic representation of a vicinal surface with nuclei in between the steps. The
concentration of nuclei and the size of the nuclei is the largest just before the approaching step, since
this part has been exposed the longest. The time between the passage of two steps is τ .
We apply the same procedure to non-equilibrium steps in order to study the kinetic roughening
transition. Eq. 6.3 needs therefore to be adjusted for moving steps. At equilibrium, the E0 term is
hardly influenced by the presence of steps, since the steps fluctuate around a certain line and do not
move over the surface. If a positive driving force is applied, the holes tend to disappear and more
nuclei are formed. Since, however, the steps move over the surface and sweep the surface clean as
depicted in Figure 6.1, the time between the passage of two successive steps is not always sufficiently
long to establish a steady state distribution of nuclei. The surface energy contribution of the islands
becomes therefore dependent on the misorientation angle. To account for this effect a new expression
for the surface energy needs to be derived. Appendix A.1 describes this derivation in detail. The
resulting expression for E(θ)cos(θ) becomes
E(θ)
cos(θ)
− Eground = Eτ + Es tan(θ) + E′s tan2(θ), (6.4)
with
Eτ =
Mt∑
n=1
4a
√
nEs,nucl
[
Nn +
1
τ
Mt−1∑
i=1
cian,i
λi
(1− exp (−λiτ))
]
(6.5)
and
Nn = C0 exp
(
n∆µ− 4√nEs,nucl
kT
) 1 + erf( 2Es,nucl−∆µ√n√
∆µkT
)
1 + erf
(
2Es,nucl−∆µ√
∆µkT
) . (6.6)
This expression has four unknown quantities, vs, Es,nucl, Es andE′s. vs represents the step velocity of
the propagating step which is implicitely given in the right hand term of Eq. 6.5 and Es,nucl the edge
energy per unit length of nuclei on the surface. These quantities can be determined by measuring the
surface energies of several vicinal Kossel surfaces using Monte Carlo simulations and fit the results
to Eq. 6.4 with four fit parameters Es,nucl, Es, E′s and vs.
6.3.2 Results and interpretation
This section shows results of the Monte Carlo simulations and the four fit parameters obtained from
corresponding fits. We discuss the consequences of the results for the growth behaviour and check
the conclusions from the fits against snapshots of growing surfaces. Figure 6.2 shows the measured
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Figure 6.2: The surface energies obtained by Monte Carlo simulations as a function of the misori-
entation angle and the corresponding fits for four different driving forces. The four driving forces are
chosen such that they are all in different growth regimes ranging from only step flow (∆µ
kT
= 0.5)
via interaction between step flow and 2D nucleation (∆µ
kT
= 1.5) to rough growth (∆µ
kT
= 2 and 2.5).
The bond strength is fixed to φ
kT
= 2.
surface energies as a function of the misorientation angle and the corresponding fits for four different
driving forces and a fixed bond strength of φkT = 2. The four driving forces are chosen such that they
cover all different growth regimes ranging from only step flow via interaction between step flow and
2D nucleation to rough growth. Eq. 6.4 gives a good fit for all the three regimes.
Figure 6.3 shows the resulting values for the four fit parameters as a function of the driving force.
The fits are based on the surface energies of seven vicinal surfaces with a misorientation of tan(θ)
equal to 0, 1/80, 2/80, 3/80, 4/80, 5/80 and 8/80. The step energy Es is the most important parameter,
since it should vanish at the onset of the kinetic roughening regime. For the Kossel case also the other
three parameters are discussed.
The fitted values of Es,nucl, which represent the edge energy per length of the 2D nuclei, is
slowly increasing as a function of the driving force and has a value around two, which is equal to
the dimensionless bond strength used here. At higher driving forces, the shape of the nuclei is more
rough and the edge energy will be larger. Figure 6.3 also shows the energy of the surface at θ = 0,
E(0). We can estimate the influence of 2D nucleation through this parameter. At ∆µ ≥ 1kT this
parameter becomes larger than zero and 2D nucleation starts playing a role. Below this value, Es,nucl
cannot be determined very accurately since almost no nucleation occurs.
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Figure 6.3: The fit parameters Es,nucl, Es, E′s and vs as a function of the driving force. The curves
are obtained by fitting surface energies determined by Monte Carlo simulations of the Kossel (001)
surface for seven different misorientations in the [100] direction (tan(θ) = 0, 1/80, 2/80, 3/80, 4/80,
5/80 and 8/80) to Eq. 6.29. All simulations are performed at a bond strength of φ
kT
= 2. The Es
values are compared with the step energy of an infinitely long step.
In Figure 6.3 the Es curve is compared with the step energy of an infinitely long step
0no2Dstep = φ+
2∆φ
1−∆2 (6.7)
with
∆ =
√√√√√exp
(
−2 φkT
)
+ exp
(
∆µ
kT
)
exp
(
∆µ
kT
)
+ exp
(
2 φkT
) (6.8)
as given in Chapter 5. This expression was derived for steps in the absence of 2D nucleation and
was found to describe the step energy measured by Monte Carlo simulations nicely. 0no2Dstep increases
for increasing driving force due to an increase in fluctuations at the step. The Es curve follows this
theoretical curve only for low driving forces before 2D nucleation starts. This is the regime in which
Eq. 6.7 is valid. When 2D nucleation starts to play a role, Es first increases due to the extra kinks
formed by islands which are caught. When these islands become larger in size and number, the step is
less well defined and Es decreases and finally becomes zero at ∆µkT ≈ 2.0. The step energy vanishes
at this point because the surface becomes rough and the steps can no longer be discerned from the
2D nuclei. In Chapter 5 we proposed to mark the onset of kinetic roughening by the critical driving
force at which the step free energy becomes zero. For the case of an infinitely long step on a surface
without nucleation islands discussed in that paper, the critical driving force for a bond strength of
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φ
kT = 2 is
∆µ
kT = 2.27. Thus for surfaces with and without 2D nuclei, kinetic roughening sets in at
very similar supersaturations. We expect the onset to be lower in the presence of 2D nucleation as
is indeed the case, since more ways can be found to lower the step free energy. If we compare the
curves representing Es,nucl and Eno2Dstep , it can be noticed that the edge energy of the nuclei, Es,nucl,
has only a small dependence on the driving force whereas the step energy of the infinitely long step,
Eno2Dstep , depends strongly on the driving force. This is in agreement with the findings in Chapter 7,
which shows that edge energy of a nucleus has only a small dependence on the driving force due to
the limited number of possible configurations.
The third fit parameter E′s starts to become important when 2D nucleation islands are present
between the steps. This coincides with the drop in Es. Steps move faster if they come in contact
with 2D nuclei. The steps interact via these islands resulting in an increase in E′s for higher driving
forces. If a step approaches the previous step too fast, less nuclei can be formed in between both
steps and the step will slow down resulting in equidistant steps. Apart from this effect induced by the
2D nuclei, the steps interact via entropic repulsion due to the increasing step roughness. Above the
kinetic roughening transition, the step has vanished and another effect should account for the non-zero
E′s value. Van Veenendaal et al. [15, 16] found that E(θ) has a cusp shape for smooth and a parabolic
shape for rough surfaces giving a non-zero value for E′s for rough surfaces. This parabola becomes
wider for increasing roughness resulting in a decreasing second order term. This is in agreement with
our findings.
Below the threshold driving force for 2D nucleation, the fit parameter vs cannot be determined,
since Eτ is zero. At the nucleation barrier, vs increases for increasing supersaturation and then sud-
denly decreases at approximately ∆µkT = 1.25 where 2D nucleation starts to interact and finally be-
comes zero at approximately ∆µkT = 1.75, which is close to the driving force where the step vanishes.
In Figure 6.3 the fitted values are compared with the theoretical expression for the step velocity
vno2Dstep = νΓk
(
exp
(
∆µ
kT
)
− 1
)
(6.9)
with Γk the kink density taken from Chapter 2
aΓk =
2exp (−φ/kT )
exp (−φ/kT ) +
√
cosh((φ−∆µ/2)/kT )
cosh((φ+∆µ/2)/kT )
(6.10)
and ν the equilibrium adsorption/desorption frequency. The value of ν is chosen such that vstep is
equal to the fitted value of vs at ∆µkT = 1. Hardly any nuclei are formed in between the steps at this
driving force and the propagation velocity is therefore not much effected. At higher driving forces, the
velocity increases as compared to the step velocity in absence of 2D nuclei due to the islands which
are captured. These islands do not only provide extra material which increases the step velocity, but
also give rise to reentrant corners which accelerate the step.
This can be seen in the six snapshots in Figure 6.4 of surfaces grown at different driving forces.
These pictures clearly show that for increasing driving force more 2D islands are formed and the step
becomes more rough since it gains extra edges due to nuclei which are captured. At ∆µkT = 2, no
steps can be distinguished. These observations are in agreement with the conclusions we drew from
Figure 6.3. Based on these agreements we conclude that Es is a good parameter to indicate the onset
of kinetic roughening.
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∆µ/kT=1.00 ∆µ/kT=1.25 ∆µ/kT=1.50
∆µ/kT=1.75 ∆µ/kT=2.00 ∆µ/kT=2.25
Figure 6.4: Six snapshots of Kossel surfaces grown at various driving forces and with a misorien-
tation angle of tan(θ) = 1/80. The steps are running downwards.
6.4 Energies of two non-Kossel steps
The previous section showed that using the values of the fit parameter Es, the kinetic roughening
behaviour can be studied without a priori theoretical knowledge of the step and kink kinetics of the
crystal structure. Since many studies have been devoted to understand the growth behaviour of the
Kossel crystal, a lot of theoretical background on the step dynamics and kink formation is available
and used to describe roughening. For most other structures this is, however, not the case and thus
the fitted Es provides a useful method to determine the roughening behaviour. The present section
discusses the step behaviour of two types of non-Kossel steps using this method. First, we briefly
explain the structure of our non-Kossel crystal.
6.4.1 The non-Kossel structure
The non-Kossel structure is derived from the naphthalene crystal graph and one unit cell is shown in
Figure 6.5 [17]. As this figure shows, the structure contains two types of growth units A and B and
consists of three types of bonds with energies, φp, φq and φa. We only discuss the cases for which
2φa = φp + φq (6.11)
and
δ =
φq
φp
< 1. (6.12)
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Figure 6.5: The crystal graph of the non-Kossel structure.
Since φp is always larger than φq, the most stable (001) surface will be terminated by growth units
A. The steps on the (001) surface have a step height of d001. In the limiting case that δ = 1 the
non-Kossel (001) surface is equivalent to the Kossel (110) surface and the surface becomes an S-face,
which is rough at T > 0K. The (001) surface phase diagram for this structure was studied as a
function of the two bonding parameters, φa and Φ = φp − φq by Grimbergen et al. [17]. It shows,
besides flat and rough phases, also a disordered flat (DOF) phase, which was initially found in the
so-called restricted Solid-on-Solid (RSOS) model by Rommelse and Den Nijs [18]. In the present
paper we consider dimensionless bond strengths for which the surface is always flat in equilibrium.
Figures 6.6a and b show the side view of the [100] step and the [010] step for the (001) face,
respectively. By comparing the surface with and without the step, the step energy at 0 K can be
determined. For the [100] step this results in 0100 = 2φa, which is independent of δ. For the [010]
step, two step terminations are possible: one with step energy φp−φq and one with φp+φq. If the step
grows, both step fronts are alternatingly formed. The step energy φp − φq decreases for increasing δ,
whereas the φp + φq step energy remains the same. This results in an increasing energy difference
between both step terminations for increasing δ. We therefore expect, especially for high δ, that the
steps are mostly terminated by growth units B with energy 0010 = φp − φq. Based on these 0 K step
energies, it can be concluded that the 2D nucleation islands on the surface are dominated by the [010]
steps and, therefore, more elongated along [100] for higher δ.
The energy of kink formation shows the opposite behaviour: φp − φq and φp + φq for the [100]
step and 2φa for the [010] step. So, not only the step energy of the [010] step decreases for higher δ,
but also the step roughness of the [100] step increases, both resulting in a rougher surface for higher
δ.
6.4.2 Step energies of the [100] step
In order to obtain the step energies of the [100] step in the presence of 2D nucleation, we again
performed Monte Carlo simulations but now for the singular non-Kossel (001) surface and for seven
misoriented surfaces in the [100] direction at various driving forces. Like in the Kossel case, values
of tan(θ) = 0, 1/80, 2/80, 3/80, 4/80, 5/80 and 8/80 were used. The simulations were carried out for
a bond strength of φa = 2kT and for four different values of δ = 0.2, 0.4, 0.6 and 0.8. The surface
energies thus obtained are fitted to Eq. 6.29. Figure 6.7 shows the results of four fits for the different
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Figure 6.6: The side views of (a) the [100] step and (b) the [010] step on the non-Kossel (001)
surface. The thick solid line shows the stepped surface; the thick dashed line the surface without a
step.
values of δ at different driving forces.
The resulting values for Es are plotted in Figure 6.8 for the four different ratios between φq and
φp. The other fit parameters are less relevant, and will not be discussed. The dashed lines represent
the step energies measured without the presence of 2D nucleation. As this figure shows, all curves
first follow the dashed line and then drop to zero. All equilibrium values are approximately the same.
As derived above, at 0 K the energy of the straight [100] step is 2φa and therefore is independent of
δ. The observed step energies at equilibrium are 10-25 % higher than this value, which is 4kT . This
indicates a relatively high number of kinks. The upper row of Figure 6.9 gives a snapshot of a vicinal
surface for all values of δ at different driving force with the presence of 2D nucleation islands. All
steps show indeed a high number of kinks. The kink height and density increases for increasing δ
despite the decrease of the corresponding driving forces. This is due to the decreasing kink energy
(φp − φq) for higher values of δ.
Both Figures 6.8 and 6.9 show that the step energy vanishes at lower driving force for higher
δ. This is due to the lower kink formation energy and indicates that the onset of kinetic roughening
strongly depends on δ. The step energy curves for all values of δ approach zero more smoothly than
in the Kossel case, indicating that the onset of kinetic roughening is less well defined for this step.
The previous section concluded that the 2D nucleation islands should be more elongated in the
[100] direction for higher δ. This is in agreement with the shapes of the nuclei observed on the snap-
shots in Figure 6.9. The lower row of this figure gives snapshots of steps under the same conditions as
the upper snapshot, but without the presence of 2D nucleation. Comparing these surfaces shows that
these steps are less rough than for the case with nucleation. This is because of nuclei that are caught
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Figure 6.7: The surface energies of the non-Kossel (001) surface obtained by Monte Carlo simu-
lations as a function of the misorientation angle in the [100] direction. The curves show the corre-
sponding fits.
in the latter case.
One can also attempt to model the behaviour of the non-Kossel structure by simplifying it to an
anisotropic Kossel crystal with bond strengths of 2φa and φp − φq. The A and B growth units are
then considered as one growth unit. Steps are formed with a step energy of 2φa and a kink energy of
φp − φq. This approach was used by Grimbergen et al. for the study of the morphology of paraffins
[19] and by Hollander et al. for fat crystals [20]. Since steps without the presence 2D nucleation can
more easily be understood intuitively, the comparison is made for steps in absence of 2D nucleation.
Figure 6.10 compares the energies of the non-Kossel step with the theoretical step energies according
to Eq. 6.7 for the case of an anisotropic Kossel crystal. The figure shows a clear difference in slope
between the curves. Another obvious difference is the order of the energies. The non-Kossel curves
have the highest step energy for the δ = 0.4 case, whereas the Kossel curves have the highest step
energy for δ = 0.8. These differences are due to two effects. At low values of δ two types of kinks,
with kink energies φp − φq and φp + φq, contribute to the step energy, since at these values of δ
both kink energies are comparable. This results in two possible kink positions per unit cell leading
to an underestimation of the step energy by the anisotropic Kossel model. At high values of δ the
kink energy φp − φq becomes very small such that many and especially high kinks are formed in the
anisotropic Kossel model by making “towers” of one growth unit wide. The same type of “towers”
with side energy φp−φq in the non-Kossel model have an odd number of growth units (only B, BAB,
etc) in one “floor”, which makes them less likely to be formed and lower in height as compared to the
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Figure 6.8: The fit parameter Es as a function of the driving force. The curve is obtained by
fitting surface energies determined by Monte Carlo simulations of the non-Kossel (001) surface for
six different misorientations in the [100] direction (tan(θ) = 1/80, 2/80, 3/80, 4/80, 5/80 and 8/80)
to Eq. 6.29. The simulations are performed at a bond strength of φa
kT
= 2 and δ = 0.2, 0.4, 0.6 and
0.8. The dashed line represents the step energy measured by Monte Carlo simulations without the
presence of 2D nucleation.
Kossel model. This reduces the step energy. Both effects interact resulting in a maximum in the step
energy at δ ≈ 0.4.
6.4.3 Step energies of the [010] step
The same Monte Carlo simulations and fitting procedures as applied in the previous section, are
carried out for misorientations of tan(θ) = 0, 1/80, 2/80, 3/80, 4/80, 5/80 and 8/80 in the [010]
direction. Figure 6.11 gives four of the resulting fits. Figure 6.12 shows the values of the fit parameter
Es for the same four values of δ as in Figure 6.8. The dashed lines again give the step energy of steps
without interaction with 2D nucleation islands. The step energy of the straight [010] step is φp − φq
and therefore depends on δ. For the four different ratios used here, δ = 0.2, 0.4, 0.6 and 0.8, the step
energy at 0 K is equal to 2.67, 1.71, 1.00 and 0.44 kT , respectively. The equilibrium step energies
as deduced from Figure 6.12 have roughly the same values. The differences between the equilibrium
step energy and the energy at 0 K is smaller than for the [100] step. This is due to the energy per
formed kink, which is higher and causes the [010] steps to be less rough than the [100] steps. Figure
6.13 gives snapshots of [010] steps at the same conditions as in Figure 6.9 for the [100] direction and
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δ=0.2;∆µ/kT=2 δ=0.4;∆µ/kT=1.25 δ=0.6;∆µ/kT=0.75 δ=0.8;∆µ/kT=0.25
Figure 6.9: Two snapshots of surfaces with steps in the [100] direction for each value of δ at
different driving forces and with a misorientation angle of tan(θ) = 1/80. The upper snapshots are
surfaces with 2D nuclei present; the lower ones without. The step are running downwards.
shows that the steps are indeed less rough.
Again all step energies vanish beyond a certain critical driving force. For the low δ-value of 0.2,
this critical driving force is at approximately the same value as for the [100] step direction. For all the
other values, Es vanishes at lower supersaturation and less smoothly for the [010] step. The largest
relative difference between the critical driving forces for the two step directions, is found for δ = 0.8.
On first sight, this difference in the critical driving force at which the two step orientations can-
not be discerned anymore, might seem contradictory to the single critical driving force for surface
roughening. This difference, however, is due to the anisotropy of the surface. For high δ-values the
surface is highly anisotropic with long elongated nuclei as can be seen by looking at the snapshots of
the surfaces. In between the [010]-steps, elongated nuclei are formed with the large sides parallel to
the step. These large sides form steps in such a way that it is hard to distinguish the original step, even
at low supersaturations. For the [100]-step nuclei cannot develop to such large nuclei, since they are
caught very rapidly. This is because the steps move in the fast propagating direction. Inspired by the
situation for thermal roughening, we tend to interpret the lowest critical driving force as the critical
driving force marking the onset for surface roughening.
Also here we compare the non-Kossel step in absence of 2D nuclei with the anisotropic Kossel
step with step energy φp − φq and kink energy 2φa. Figure 6.14 gives the step energy of both steps
without 2D nucleation present. There is again a clear difference in slope. The contribution of the
kinks to the step energies is highly underestimated by the Kossel model, especially for high δ. This
can be explained by considering what type of kinks can be formed. In the Kossel model only kinks
with energy 2φa are possible. For the non-Kossel crystals, these kinks consist of two growth units
and can therefore be spread over two unit cells. This can be done in two ways: via an A terminated
kink with energies φa and φa+2φq or via a B terminated kink with energies φa and φa+2(φp−φq).
The first is especially important for low δ-values, the latter for high ones. This splitting of kinks gives
extra routes to construct kinks resulting in a higher kink density.
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Figure 6.10: The energies of the non-Kossel [100] step in absence of 2D nuclei (markers and thin
lines) and the theoretical step energies of the anisotropic Kossel crystal with step energy 2φa and
kink energy φp − φq (thick lines) as a function of the driving force.
6.5 Conclusions
The method introduced by Leamy and Gilmer to find the thermal roughening transition is extended
to the non-equilibrium case to determine the onset of kinetic roughening. For the well-studied [100]
step on a Kossel (001) surface, the step energy increases below the nucleation barrier, drops when
nucleation islands are formed on the surface and finally vanishes. Below the nucleation barrier, the
step energy behaves according to the analytical expression we derived for a step in the absence of 2D
nucleation and the step energy vanishes close to the critical driving force found with this expression.
The method as proposed by Leamy and Gilmer therefore is a powerful tool to study roughening in
non-equilibrium conditions in the presence of nucleation islands, also for structures more complicated
than the Kossel crystal.
The [100] and [010] steps on a naphthalene-like crystal structure, indicated as non-Kossel, are
studied using this method. The structure shows an anisotropy in its roughening behaviour as was
expected from energy considerations and the shape of the nuclei. The [100] step energies approach
zero at higher supersaturations and more smoothly than the [010] step.
The non-Kossel steps without 2D islands are compared with Kossel steps of the same step and
kink energy. Different step energy behaviour was observed both as a function of the driving force
and δ. This difference can be explained by considering the growth units separately instead of stoi-
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Figure 6.11: The surface energies of the non-Kossel (001) surface obtained by Monte Carlo sim-
ulations as a function of the misorientation angle in the [010] direction. The curves show the corre-
sponding fits.
chiometrically. Based on the Monte Carlo results, we conclude that crystal structures with more than
one growth unit in the unit cell can have completely different growth behaviour as compared to the
simple Kossel crystal. Reducing these complicated structures to the Kossel crystal can therefore lead
to oversimplification giving erroneous results. In Chapter 4 we discussed the kink energies, structures
and densities of the several non-Kossel steps in detail and the effect these quantities have on the step
propagation velocity.
Monte Carlo simulations of crystals with more than one growth unit in the unit cell often lead
to growth curves which are hard to explain [21, 22]. The new insights obtained in the present paper
bring us a step closer to the understanding of crystal growth mechanisms of this type of crystals. A
nice example are the crossing growth rate curves of the (101) and (110) faces of tetragonal lysosyme
which are observed both experimentally and by Monte Carlo simulations [23]. These crossing curves
can be explained in terms of step energies of non-Kossel crystals [19].
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Figure 6.12: The fit parameter Es as a function of the driving force. The curve is obtained by
fitting surface energies determined by Monte Carlo simulations of the non-Kossel (001) surface for
four different misorientations in the [010] direction (tan(θ) = 1/80, 2/80, 3/80, 4/80, 5/80 and 8/80)
to Eq. 6.29. The simulations are performed at a bond strength of φa
kT
= 2 and δ = 0.2, 0.4, 0.6
and 0.8. The dashed lines represent the step energy directly measured by Monte Carlo simulations
without the presence of 2D nucleation.
A.1 The non-stationary distribution function
At equilibrium, the E0 term is hardly influenced by the presence of steps, since the steps fluctuate
around a certain line and do not move over the surface. E0 can then be approximated by
E0 =
M∑
n=1
Xn4a
√
nEs,nucl +
M∑
n=1
Hn4a
√
nEs,nucl, (6.13)
for square nuclei. Here M is the number of sites at the surface, a is the lattice constant, Es,nucl is the
edge energy per unit length of a nucleus or hole and Xn and Hn are the equilibrium concentrations
of nuclei and holes of size n with
Xn = Hn. (6.14)
If a positive driving force is applied, the holes tend to disappear and more nuclei are formed. E0
can then be approximated by
E0 =
M∑
n=1
Nn4a
√
nEs,nucl, (6.15)
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Figure 6.13: Two snapshots of surfaces with steps in the [010] direction for each value of δ at
different driving forces and with a misorientation angle of tan(θ) = 1/80. The upper snapshot gives
a surface with 2D nucleation present; the lower without. The step are running from left to right.
where Nn is the steady state concentration of nuclei with n stoichiometric growth units. Since,
however, the steps move over the surface and sweep the surface clean as depicted in Figure 6.1,
the time between the passage of two successive steps is not always sufficiently long to establish a
steady state distribution of nuclei. The surface energy contribution of the islands becomes therefore
dependent on the misorientation angle. The surface energy of the terraces can then be obtained by
averaging the edge energy over the exposure time τ of the terrace according to
Eτ =
1
τ
∫ τ
0
(
Mt∑
n=1
Zn(t)4a
√
nEs,nucl
)
dt (6.16)
with Zn(t) the concentration of the nuclei with size n at time t. Mt is the number of sites on the
terrace, or
Mt =
aM
l tan(θ)
(6.17)
for θ = 0, where l is the length of the simulation array perpendicular to the steps. According to
[24], Zn(t) can be obtained numerically by solving a set of differential equations. The non-stationary
distribution function Zn(t) is described by the following set of differential equations:
∂Zn
∂t
= fn−1Zn−1(t)− (fn + gn)Zn(t) + gn+1Zn+1(t) (6.18)
for n = 1, . . . ,Mt − 1 and subject to the boundary conditions:
Z0(t) = C0 = 1 site/unit cell, (6.19)
where C0 is the concentration of empty growth sites, and
ZMt(t) = 0. (6.20)
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Figure 6.14: The energies of the non-Kossel [010] step (markers) and the theoretical step energies
of the anisotropic Kossel crystal with step energy φp − φq and kink energy 2φa (lines) as a function
of the driving force.
The variables fn and gn are the probabilities of adding a growth unit to and removing it from a nucleus
of size n, respectively. We first homogenise Eq. 6.18 by presenting Zn(t) in the form
Zn(t) = Nn + zn(t), (6.21)
where Nn is the stationary cluster size distribution. Ordering the zn(t) in a vector z(t) and the time-
independent coefficients fn and gn in a matrix A, the differential equations can be written as the
matrix equation
∂z(t)
∂t
= Az(t) (6.22)
with solution
z(t) = exp(At)z(0). (6.23)
If we perform an eigenvalue expansion of A
Aai = −aiλi (6.24)
for i = 1 . . .Mt − 1 and express z(0) in terms of the eigenvectors ai
z(0) =
Mt−1∑
i=1
ciai, (6.25)
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the expression for Zn(t) reduces to
Zn(t) = Nn +
Mt−1∑
i=1
cian,i exp (−λit) . (6.26)
In this way, by solving Eqs. 6.24 and 6.25 numerically, λi, an,i and ci can be found in terms of fn, gn
and Nn.
To obtain Eτ , Eq. 6.26 is substituted into Eq. 6.16, which results in
Eτ =
Mt∑
n=1
4a
√
nEs,nucl
[
Nn +
1
τ
Mt−1∑
i=1
cian,i
∫ τ
0
exp (−λit) dt
]
(6.27)
=
Mt∑
n=1
4a
√
nEs,nucl
[
Nn +
1
τ
Mt−1∑
i=1
cian,i
λi
(1− exp (−λiτ))
]
. (6.28)
The exposure time τ is determined by the terrace length, atan(θ) , divided by the unknown step velocity,
vs. If we use the corrected value Eτ taking step flow into account, instead of E0 in Eq. 6.3, we get
the following expression for the surface energy
E(θ)
cos(θ)
− Eground =
Mt∑
n=1
4a
√
nEs,nucl
[
Nn +
1
τ
Mt−1∑
i=1
cian,i
λi
(1− exp (−λiτ))
]
+Es tan(θ) + E′s tan
2(θ), (6.29)
which contains five unknown parameters vs, Es,nucl, Es, E′s and Nn.
To determine Nn we proceed as follows. For our probability scheme, the addition probability,
fn, is given by the circumference of the nucleus times the addition frequency P+, which for a square
nucleus becomes
fn = 4
√
nP+. (6.30)
The removal probability, gn, is harder to describe, since it depends on the edge topology of the
nucleus. In a forced equilibrium, the nuclei are distributed according to the Boltzmann statistics
C(n) = C0 exp
(
−∆Gn
kT
)
, (6.31)
where ∆Gn is the Gibbs free energy of a nucleus of size n. The Gibbs free energy for a square
nucleus is determined by
∆Gn = −n∆µ+ 4
√
nEs,nucl. (6.32)
Note that we use the edge energy Es,nucl here as an approximation for the edge free energy. In this
forced equilibrium, the following reversibility relation is valid
fnC(n) = gn+1C(n+ 1). (6.33)
which results in
gn = fn−1
C(n− 1)
C(n)
. (6.34)
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The actual steady state nucleus distribution, Nn, is, following [24], determined by
Nn = C(n)
[∫ M
1
dm
fmC(m)
]−1 ∫ M
n
dm
fmC(m)
. (6.35)
Using this equation together with Eqs. 6.31 and 6.32, results in
Nn = C0 exp
(
n∆µ− 4√nEs,nucl
kT
) 1 + erf( 2Es,nucl−∆µ√n√
∆µkT
)
1 + erf
(
2Es,nucl−∆µ√
∆µkT
) . (6.36)
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Chapter 7
The edge energy and free energy of a 2D
nucleus
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, E. Vlieg
Abstract
The edge energy and free energy of 2D nuclei on a crystal surface and their dependence on the nucleus size and
driving force are studied. Usually the edge free energy is considered to be independent of both the nucleus size
and driving force. We show that both the nucleus size and the driving force influence the edge (free) energy
of 2D nuclei, but that since both parameters have an opposite effect, the free energy of the critical nucleus is
more or less constant as a function of the driving force. We discuss the consequences of our observations for
2D nucleation and kinetic roughening.
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7.1 Introduction
Analytical models which describe crystal growth at relatively low supersaturation, like birth-and-
spread models, almost invariably use the edge free energy [1–5] and the driving force for crystalli-
sation as the main parameters. These models usually assume the edge free energy to be independent
of the driving force and the nucleus size. The equilibrium edge free energy is then used. In other
cases, the edge free energy is obtained by fitting experimental growth rate data to a birth-and-spread
expression [2], implicitly assuming the edge free energy to be constant. Alternatively, 2D nucleation
processes are often simulated on the Kossel (001) surface using the Monte Carlo technique [2, 6, 7].
In these studies usually low bond strengths and high driving forces with respect to the thermal energy
kT are used to obtain a representative sampling of the growth for acceptable simulation times and
array sizes. Under these simulation conditions, the critical nucleus size is rather small; the number of
growth units being in the range of nc = 1 . . . 40. The nucleus can therefore not really be described
by a continuum theory, which is often done in the models describing 2D nucleation.
The present paper studies the effect of the size of the nucleus on the edge energy and free energy
and the consequences of these effects on the nucleation process for the case of a Kossel (001) surface.
Relatively small nuclei are studied, n = 5 . . . 300 with an emphasis on the small sizes. We will focus
on the discrete character of these nuclei and how that relates to the continuum models often applied.
The edge free energy is obtained from Monte Carlo simulations via the method used in Chapter 5.
This approach assumes that the non-equilibrium free energy can be determined using an equilibrium
method, which turned out to give satisfactory results in a study of the edge free energy of an infinitely
long step on such a crystal face. Section 7.2 gives all details concerning this method and the Monte
Carlo simulations reported in this paper.
7.2 Monte Carlo method
Two Monte Carlo simulation programs are used for this paper. Both programs simulate two-
dimensional nuclei on the Kossel (001) surface. One determines the edge free energy of a nucleus of
a definite size and the other determines the critical nucleus size. Both programs use the n-fold way
[8] to speed up the simulation process and use periodic boundary conditions to reduce edge effects.
7.2.1 Edge free energy
The simulation program which is used to determine the edge free energy of nuclei measures the edge
energy for several temperatures at constant driving force and size n. During the simulations growth
units at the periphery of the nucleus can move to another position at the nucleus edge. To be able to
compare the edge free energies obtained with the present program with crystal growth data from other
Monte Carlo simulations, we need to use a probability scheme similar to the scheme used in the other
simulations. The probability scheme should, therefore, fulfil the following two criteria (i) it should
describe the grand canonical character of the growth simulations although the present simulations
are canonical and (ii) it should have the correct driving force dependence. These requirements are
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fulfilled rather well by the following probability
P =

1, if ∆F ≤ 0exp (−∆FkT ) , otherwise (7.1)
with T the temperature, k the Boltzmann constant and
∆F = 2(i − 1)φ+∆µ (7.2)
where φ is the bond strength, ∆µ the driving force and i the number of horizontal neighbours. This
set of probabilities resembles the “random rain” scheme as given below, which is often used in crystal
growth simulations[2, 9, 10].
During a simulation the edge energy of the nucleus is determined for a large range of temperatures.
For each temperature the edge energy is averaged over the ensemble. Since using the n-fold way gives
an oversampling of the high energy states, this averaging is done by weighting the edge energy with
the time the corresponding configuration exists:
< Eedge >=
∑
iEedge,i∆ti∑
i∆ti
(7.3)
with
∆ti =
1∑
j P
i
j
, (7.4)
where the sum runs over all possible event probabilities P ij for the surface configuration labelled by
i. The final edge energy for each nucleus size is obtained by averaging over ten different simulations
to reduce the effect of freezing of the nucleus in an unfavourable configuration. For each move the
nucleus is checked for connectivity. If the resulting nucleus is disconnected in two parts, the move is
rejected.
The edge free energy is obtained from the edge energy using the method described in Chapter 5
Υ(T ) = E0 − T
∫ T
0
Eedge(T ′)− E0
T ′2
dT ′. (7.5)
The energy E0 is the edge energy of the low energy nucleus and Eedge is the edge energy measured
in the simulations. For fixed n, both ∆µ and φ are kept constant during the integration. This method
is generally used in equilibrium to obtain the free energy, but in Chapter 5 we extended this method
to the non-equilibrium case and showed that the step free energy of an infinitely long step without the
presence of 2D nucleation becomes zero at the same point as the macroscopically determined onset
of kinetic roughening.
7.2.2 Critical nucleus size
The size of the critical nucleus is determined using the algorithm described in [11]. This algorithm
measures the growth probability of a nucleus of a certain size by counting the relative number of such
nuclei that grow out to a macroscopic size. Nuclei with a size larger than the critical size will have a
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probability larger than 0.5 to grow out to a macroscopic size; smaller nuclei have a higher probability
to decay. According to [11] the nucleus growth probability is given by
P (n) =
1
2
[1 + erf (Z (n− nc))] (7.6)
with Z the Zeldovic factor, n the size of the nucleus and nc the critical nucleus size. The probabilities
obtained from the Monte Carlo simulations can be fitted to this equation resulting in a value for the
Zeldovic factor and the critical nucleus size.
The attachment and detachment probabilities used in the Monte Carlo simulation are respectively
P+ = P 2− exp
(
∆µ
kT
)
. (7.7)
and
P i− =
kT
h
exp
(
−2 φv
kT
)
exp
(
−2 iφ
kT
)
, (7.8)
with h Planck’s constant, φv the bond strength of the vertical bonds, i the number of horizontal
neighbours and φ the horizontal bond strength. This choice of probabilities is called the random
rain scheme. Additions and creations are only allowed to occur at the periphery of the nucleus. The
starting nucleus is obtained using the relaxation method described in Section 7.2.1.
7.3 The edge (free) energy versus nucleus size
This section discusses the edge energy and free energy of a nucleus as a function of its size at constant
driving force and bond strength. Usually the specific edge free energy, that is, the edge free energy
per unit length is considered to be independent of the nucleus size, but if nuclei become small the
number of possible configurations also decreases, leading to a decrease in entropy and therefore a
higher free energy. For the limiting case of n = 1 only one configuration is possible. The free energy
of the nucleus will in that case be equal to its energy which is 4φ. To study at which size the edge
free energy becomes constant we determined the edge (free) energy as a function of the nucleus size.
Figure 7.1 shows the edge energy as a function of the nucleus size at φ = 2kT and ∆µ = 0.3kT .
E0 is the energy of the nucleus with the lowest edge energy, which was derived from geometric
considerations. This curve nicely follows the E = 4
√
nφ line, which is the expression for the energy
of a square nucleus in classical nucleation theory [12]. Eedge is the total edge energy of the nucleus
and the difference Eedge−E0 is the input used in Eq. 7.5. The dashed line represents the result of the
fit of
E = A
√
n (7.9)
to these data, using A as fit parameter. If the edge energy is independent of the nucleus size the
points should follow this line. In Figure 7.1 small deviations from the E ∝ √n can be observed. The
simulated edge energies generally show an increase as a function of the nucleus size which is a bit
faster than is expected on the basis of Eq. 7.9.
Figure 7.2 gives the free energy of a nucleus as a function of the nucleus size at a constant driving
force of ∆µ = 0.3kT and bond strength of φ = 2kT . The upper panel shows the free energy of the
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Figure 7.1: The energy of the nucleus, Eedge, as a function of the nucleus size at φ = 2kT and
∆µ = 0.3kT . E0 is the ground state energy of the nucleus, which should roughly be 4
√
nφ. The
dashed line represents a fit of E ∝ √n.
whole nucleus; the lower panel the specific edge free energy. In the lower panel also the corresponding
edge energy is shown. The circumference of the nucleus is for this purpose estimated by
l =
E0
φ
. (7.10)
The figure shows that both the specific energy and the free energy have an overall dependence on
the nucleus size: the larger the size the smaller the specific edge free energy. Next to the simulation
points, three other curves are shown. The upper line represents 0step,∞, the step energy of an infinitely
long step (Chapter 5); the middle line φ which is the step energy at 0K; the lower line γ∞, the step
free energy of an infinitely long step (Chapter 5). The edge energies measured for the different nuclei
should be in between the upper two lines; the free energies between the lower two lines. If there
is no entropy, which is the case for small nuclei, Eedge and γ should be equal to φ. For very large
nuclei the effect of the corners can be neglected and the nucleus can be considered as a square with
sides that behave like infinitely long steps. Figure 7.2 shows that for small nucleus sizes the energy
and free energy are approximately φ and for increasing nucleus size the energy increases to a more
or less constant value which is a bit lower than of an infinitely long step. The free energy decreases
for increasing nucleus size and also becomes more or less constant. The large nuclei have a constant
edge (free) energy since they have longer sides and the roughness of these sides will be independent
of their length. However, since the number of available growth units is limited as compared to the
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Figure 7.2: The edge free energy as a function of the nucleus size for the whole nucleus (upper
panel) and the specific edge free energy (lower panel) at a constant driving force of ∆µ = 0.3kT
and bond strength of φ = 2kT . The corresponding edge energies are also shown. The upper line
represents step,∞, the middle line φ and the lower line γ∞.
infinitely long step, the height of the kinks at these sides will be limited resulting in a higher edge free
energy, as a result of the reduced entropy.
For some special nucleus sizes like n = 9, 25 and 100, the lowest energy configuration is off
course a square, but at higher temperatures other configurations like, respectively, 2×4+1, 4×6+1
and 9×11+1 are also reachable. Since we lower the temperature during the simulations, the nucleus
can be jammed into one of these unfavourable configurations at low temperatures resulting in a lower
free energy due to a higher entropy. The ground state configuration can then only be reached via a path
of several energetically very unfavourable configurations. Since we consider this type of behaviour
as an artifact of the simulation we rejected the simulations in which this kind of jamming occurred.
To study the dependence of the edge free energy on the size for nuclei which are close together in
size, many simulations for different sizes were performed in the range n = 50 to 60. Figure 7.2 shows
that a clear dependence can be found. In that range the free energy first decreases and then at n = 57
suddenly increases again. This is due to the ground state energy and degeneracy of these nuclei. For
n = 56 the ground state is a rectangular cluster of size 7 × 8 (Figure 7.3a). For n = 57 the ground
state consists of a 7 × 8 cluster and one spare growth unit which can be attached to this cluster in
thirty different ways. Also other configurations with the same energy can be constructed as is shown
in Figure 7.3b. Since for the n = 57 nucleus several ground states can be realised, this cluster has
a large conformational freedom, already in its ground state. For the n = 56 cluster, to increase the
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Figure 7.3: The ground state nucleus for (a) n = 56 and (b) n = 57. Panels (c) and (d) give
examples of the first and second excited state for n = 56.
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Figure 7.4: The edge energy of the nucleus as a function of the temperature for two different
nucleus sizes, n = 56 and n = 57, at a constant driving force of ∆µ = 0.3kT0 and bond strength of
φ = 2kT0. T0 is an arbitrary temperature to make the bond strength and driving force dimensionless.
conformational freedom one of the configurations in Figures 7.3c and d have to be realised which
accounts for an increase in energy of respectively 2φ and 4φ.
Figure 7.4 shows the edge energy as a function of the temperature for these two nucleus sizes.
The upper panel shows the edge energy of the whole nucleus; the lower panel Eedge−E0. This figure
shows that the n = 56 nucleus starts to increase from E0 at a lower temperature than the n = 57
nucleus. Once the edge energy increases, it has the same slope for both nucleus sizes. The higher
entropy of the nucleus of size 56 leads to a smaller edge free energy.
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Figure 7.5: The edge energy (upper panel) and free energy (lower panel)as a function of the driving
force at a constant nucleus size and constant bond strength of 2kT . The solid line Eedge = γ = φ;
the dashed curves represent Eedge = step,∞ and γ = γ∞, respectively.
7.4 Edge free energy versus the driving force
The previous section showed an overall decrease in edge free energy as a function of the nucleus
size. We expect the same behaviour as a function of the driving force. At higher driving force the
entropy will increase leading to a lower edge free energy. Figure 7.5 shows the edge energy in the
upper panel and the edge free energy in the lower panel as a function of the driving force at a bond
strength of φ = 2kT for a constant nucleus size. Four different nucleus sizes, n = 10, 20, 40 and
80, are used. The simulation results are again compared with Eedge = γ = φ (solid curves) and
Eedge = 0step,∞(∆µ) and γ = γ∞(∆µ) (dashed curves). The Monte Carlo curves are very smoothly
increasing for the energy and decreasing for the free energy. This is in contrast with the graphs
presented in the previous section where all simulation data look rather noisy. This is due to the strong
dependence of the edge free energy on the discrete nucleus size as discussed previously. Since in the
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Figure 7.6: The critical nucleus size as a function of the driving force for crystallisation. The
crosses are obtained from Monte Carlo simulations. The lines are estimates of the critical nucleus
size by the Gibbs-Thomson equation (Eq. 7.12) using different expressions for the edge free energy.
case of Figure 7.5 the nucleus size is kept constant, these fluctuations are not found here.
Figure 7.5 clearly shows that the results for n = 20 and n = 40 are almost the same. This can also
be seen in Figure 7.2 where the edge (free) energy is also comparable for these two nucleus sizes. If
we compare the four simulation curves with the two theoretical edge free energies, we notice that the
Monte Carlo curves are all in between these curves as expected, but also that the slope of the curves
gradually changes between both theoretical curves. For small nucleus sizes the edge free energy stays
almost constant due to the limited possibilities to increase the entropy, but at high nucleus size the free
energy of the nucleus nicely follows the driving force dependence of the free energy of the infinitely
long step. From this we can conclude that the probability scheme as proposed in Section 7.2 has an
adequate driving force dependence.
7.5 Edge (free) energy versus the driving force and the nucleus
size
Until now we discussed the dependence of the edge free energy on either the nucleus size or the
driving force keeping the other parameter constant. In reality, however, the free energy of the criti-
cal nucleus is usually the quantity of interest and the critical nucleus size and the driving force are
mutually dependent. The previous two sections showed that the edge free energy decreases both for
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Figure 7.7: The edge energy, Ec and free energy of the critical nucleus, γc, as a function of the
driving force. The solid line indicates γ = φ; the dashed curves Eedge = step,∞ and γ = γ∞(∆µ).
decreasing driving force and increasing nucleus size. If we are interested in the free energy of the
critical nucleus, it is hard to predict in advance what the supersaturation dependence of this quantity
will be, since for increasing driving force the critical nucleus size decreases.
Figure 7.6 shows the critical nucleus size as a function of the driving force for φ = 2kT as
determined via the method described in Section 7.2. The figure clearly shows the decrease in critical
nucleus size. The nucleus sizes obtained from these simulations and the associated ∆µkT are used as
input for the (free) energy determinations following the method given in Section 7.2.1. Figure 7.7
shows the results. The resulting curves are again a bit noisy due to the dependence of Eedge and γ
on the discrete nucleus sizes. The edge energy is slowly decreasing for increasing driving force and
the edge free energy is slowly increasing. Both trends are smaller than the fluctuations caused by the
dependence on the discrete nucleus sizes. This is due to the extremely reduced critical nucleus sizes.
For ∆µ = 0.3kT the critical nucleus size is nc = 120; for ∆µ = 1.6kT nc = 5. The edge (free)
energy is only calculated for ∆µ ≤ 1.6kT and not till the onset of kinetic roughening at ∆µ ≈ 2.2kT
(Chapter 5), since at higher driving force the critical nuclei become to small to be determined reliably.
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7.6 Discussion and conclusion
The previous sections study the edge energy and free energy as a function of the nucleus size, driving
force and a combination of the two. The edge energy of the nucleus was found to increase for in-
creasing driving force as well as nucleus size. The edge free energy decreases for increasing driving
force and nucleus size. The edge free energy of the critical nucleus is found to increase slightly for
increasing driving force. Large fluctuations of the edge free energy due to small difference in nucleus
size are observed.
In the literature, the edge free energy is usually considered to be independent of nucleus size and
driving force and is often used as a fit parameter. We found two papers which study the free energy
of nuclei directly. Combe et al. [13] and Mullins et al. [14] determined the free energy, ∆G, of three
dimensional nuclei. Mullins et al. used a macroscopic continuum description of the nuclei. Combe
et al. performed Monte Carlo simulations on fcc clusters of hard spheres to study the relaxation of
elongated nuclei to their equilibrium shape. They determined the free energy barrier the system has
to overcome by measurign the time needed to relax the nucleus to its equilibrium shape via
tnucl ∝ exp
(
−∆G
kT
)
. (7.11)
They also studied the free energy of 2D nuclei formed on these 3D crystallites and found that the
free energy of the 2D nuclei is independent of the size of the 3D crystallite. In their discussion they
assume that the free energy of the 2D nuclei is independent of size.
7.6.1 Consequences for crystal growth
As mentioned in the introduction the classical nucleation theory considers the edge free energy to
be independent of both the driving force and the nucleus size. The results presented here show that
there is a dependence of the free energy on both parameters. Classical nucleation theory, however,
mainly uses the edge free energy of the critical nucleus as a function of the driving force and since
this quantity increases only slightly as a function of the driving force, the assumption seems justified.
This is however merely a matter of coincidence. In Chapter 6 the surface energy as a function of
the misorientation of the surface was fitted to an expression. One of the fit parameters was the edge
energy of a nucleus. This parameter showed only a small increase as a function of the driving force,
in contrast with the energy of an infinintely long step.
Figure 7.6 shows the critical nucleus as a function of the driving force obtained with Monte Carlo
simulations and compares these results with the Gibbs-Thomson equation for the critical nucleus size
obtained from classical nucleation theory [12]
nc =
4a2γ2
(∆µ)2
. (7.12)
Several expressions for γ are used: the edge free energy from Figure 7.7 (γMC), γ = φ and the step
free energy of an infinitely long step at equilibrium (γeq∞) and as a function of the driving force (γ∞).
The Monte Carlo results are consistent at low driving force (∆µ ≤ 1.6kT ).
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If the phenomenon of kinetic roughening is discussed, in contrast with the classical nucleation
theory, the edge free energy of a nucleus is usually considered to decrease for increasing driving
force and to vanish at the onset of the kinetic roughening regime. Figure 7.7 shows, however, that
this is not the case because of the reduced entropy of the small critical nuclei. Kinetic roughening
seems therefore merely due to the decreasing critical nucleus size than due to a vanishing edge free
energy. In previous papers we determined the onset of kinetic roughening by studying the vanishing
of the energy and free energy of infinitely long steps (Chapter 5 and 6). For such steps the energy
and free energy do become zero at the onset of kinetic roughening due to the increasing entropy.
Since infinitely long steps were considered, the increase in entropy was not limited by the decrease in
number of particles and consequently the decrease in possible configurations as is the case for critical
nuclei.
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Chapter 8
Birth-and-spread growth on the Kossel and
a non-Kossel surface
H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, E. Vlieg
Abstract
A birth-and-spread growth model is derived for an anisotropic crystal surface and fitted to growth rate data
obtained from Monte Carlo simulations of an isotropic and anisotropic Kossel (001) surface and a non-Kossel
(001) surface. Only the step free energy is used as a fit parameter. All growth rate sets are nicely fitted by the
new expression and the firted values of the step free energy are in the physically relevant regime.
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8.1 Introduction
One of the most important mechanisms in the low supersaturation regime of crystal growth for a sur-
face without defects is birth-and-spread growth. Many attempts have been made to find an analytical
expression for this mechanism. So¨hnel and Garside [1] give a brief overview of different models.
Most of these attempts resulted in an expression of the same general form for the growth rate of the
face as a function of the dimensionless driving force for crystallisation ∆µkT
R = A
(
exp
(
∆µ
kT
))a(
exp
(
∆µ
kT
)
− 1
)b(∆µ
kT
)c
exp
(
−BkT
∆µ
)
, (8.1)
with different values for a, b and c. The parameters A and B are assumed to be independent of the
driving force and contain quantities like the step free energy and the kink density. The expression
for A can differ from model to model, depending on whether surface diffusion is taken into account
[2, 3] or not [4–6]. Usually, not all quantities in the parameters A and B are known. These quantities
are often obtained by fitting the birth-and-spread expression to experimental data. Eq. 8.1 is almost
invariably applied to situations for which the edge free energy is assumed to be isotropic. Most crystal
surfaces are, however, anisotropic; often the steps on the surfaces are dominated by two or more step
directions with different edge free energies. Here we generalise the birth-and-spread expression to
include such anisotropy. In Section 8.4 a new birth-and-spread growth expression for an anisotropic
crystal similar to Eq. 8.1 is derived. Section 8.5 fits this expression to Monte Carlo data of the growth
of an isotropic Kossel (001) surface, an anisotropic Kossel (001) surface and a non-Kossel (001)
surface. The latter model crystal serves to mimic the situation of real crystals better and has two step
directions with different step free energies. The structure was studied in detail in Chapter 4.
8.2 The non-Kossel structure
The non-Kossel structure is derived from the naphthalene structure of which one unit cell is shown
in Figure 8.1 [7]. As this figure shows, the structure contains two types of growth units A and B and
consists of three types of bonds with energies, φp, φq and φa. We only discuss the cases for which
2φa = φp + φq (8.2)
and
δ =
φq
φp
< 1. (8.3)
Since φp is always larger than φq , the most stable (001) surface will be terminated by growth units A.
The steps on the (001) surface have a step height of d001.
Chapters 6 and 4 discuss the non-Kossel (001) surface in detail. Both chapters show that the [100]
step has a step energy of 0100 = 2φa and the [010] step an energy of 0010 = φp − φq.
8.3 Monte Carlo method
The theoretical model for the growth rate is compared with results obtained from Monte Carlo sim-
ulations. Two programs are used for this purpose, both simulate the 2D nucleation mechanism and
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Figure 8.1: The crystal graph of the non-Kossel structure.
measure the growth rate: one for the Kossel (001) surface and the other for the non-Kossel (001)
surface. In both cases, the n-fold way Monte Carlo algorithm [8] is used to get acceptable simulation
times and periodic boundary conditions are applied to reduce edge effects.
All simulations are performed using the “random rain” probability scheme [9], which ensures
microscopic reversibility [2, 10]. In a previous paper we have shown that this scheme gives a good
description of solution growth (Chapter 3). Since diffusion along the step and the surface is not
included in the model, only creation and annihilation probabilities are relevant. The annihilation
probability for a growth unit using the “random rain” model is for the Kossel crystal
P (ix,iy)− =
kT
h
exp
(
−2 φz
kT
)
exp
(
−2 ixφx + iyφy
kT
)
, (8.4)
where in is the number of bonds with bond strength φn . For the non-Kossel crystal the annihilation
probability is
P (ia,ip,iq)− =
kT
h
exp
(
−2 iaφa + ipφp + iqφq
kT
)
. (8.5)
The creation probability is site independent and is only determined by the driving force ∆µkT :
P+ = P (1,1)− exp
(
∆µ
kT
)
(8.6)
for Kossel and
P+ = P (1,1,1)− exp
(
∆µ
kT
)
. (8.7)
for non-Kossel. Depending on the dimensionless bond strength and driving force array sizes between
80× 80 and 1000 × 1000 are used.
8.4 Birth and Spread growth
This section derives an analytical expression for the growth rate of an anisotropic crystal face which
grows via the birth-and-spread mechanism. This derivation does not include surface diffusion and
consists of two parts: an expression for the 2D nucleation frequency followed by a derivation of
the final birth-and-spread growth rate. In the derivation we assume that the step free energy γ is
independent of the nucleus size and the driving force. Chapter 7 shows that these assumptions are
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not justified since both quantities have an effect on the step free energy. The same chapter shows,
however, that the edge free energy of the critical nucleus shows a relatively small dependence on the
driving force. In the final expression we will mainly use the step free energy of the critical nucleus
and therefore still use both assumptions, although we realise that this is not really justified.
8.4.1 The nucleation frequency
We assume that that we can approximate the 2D nucleus by a rectangular shape of size rx × ry . As
follows from a 2D Wulff construction, the ratio between rx and ry is determined by the ratio in step
free energy of both sides of the nucleus
η ≡ rx
ry
=
γy
γx
. (8.8)
The total number of growth units in the nucleus is n, which can be expressed in terms of rx and ry
according to
n =
rxry
axay
m (8.9)
where m is the number of growth units in the unit cell and ax and ay are the lattice constants in the x
and y direction.
The size of a critical nucleus can be derived from the Gibbs free energy, since the critical nucleus
is defined as the nucleus of that size that looses Gibbs free energy both on adding and removing a
growth unit. The critical nucleus is therefore the nucleus with a maximum free energy and can be
determined by setting the first derivative of the free energy function to zero. The Gibbs free energy
of a rectangular nucleus containing n growth units is given by
∆Gn = −n∆µ+ 2γxrx + 2γyry (8.10)
= −n∆µ+ 2
√
naxay
m
(γx
√
η +
γy√
η
). (8.11)
We will use the symbol γ for 12(γx
√
η + γy√η ) for convenience.
This results in a critical nucleus size of
nc =
4axayγ2
m(∆µ)2
(8.12)
and
∆Gc =
4axayγ2
m∆µ
(8.13)
for the critical Gibbs free energy.
From a nucleus of size n a nucleus of size n + 1 is formed by adding one growth unit, and vice
versa
An +A1  An+1. (8.14)
The net flux of formation of nuclei An+1 from nuclei An is then given by
Jn = g+nNn (t)− g−n+1Nn+1 (t) , (8.15)
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where g+n and g−n are the average rates at which a nucleus of size n gains and loses a growth unit,
respectively and Nn (t) is the number of nuclei of size n. As a first approximation one expects the
nuclei to be distributed according to Boltzmann statistics
NBn = N
B
1 exp
(
−∆Gn −∆G1
kT
)
(8.16)
with
NB1 = ceq exp
(
−∆G1
kT
)
, (8.17)
where ceq is the equilibrium volume concentration of growth units in the mother phase. This nu-
cleus size distribution is often referred to as the equilibrium distribution although a driving force is
applied. The number of supercritical nuclei is increasing for increasing nucleus size according to this
distribution. In reality, one would expect a gradual decay of the number of nuclei with increasing
nucleus size. On the other hand, the distribution of the nuclei well below the critical size is expected
to approximately follow Boltzmann statistics. This gives the following boundary conditions:
lim
n→1
Nn
NBn
= 1 (8.18)
lim
n→∞
Nn
NBn
= 0. (8.19)
In the hypothetical case that the nuclei in the system have the Boltzmann nucleus distribution,
i.e. the system is, although ∆µ = 0, in thermodynamic equilibrium, the net flux Jn is zero
Jn = 0 = g+nN
B
n − g−n+1NBn+1. (8.20)
In reality, only a steady state distribution can be achieved. In a steady state the number of nuclei of
size n remains the same. This can only be achieved if Jn = Jn−1. The flux, Jn, should, therefore,
be the same for all nucleus sizes. We call this steady state flux Jss. Using Eqs. 8.15 and 8.20 the
following expression for the steady state flux can be found
Jss = g+nNn − g+n
NBn
NBn+1
Nn+1 (8.21)
= −g+nNBn
∂
∂n
Nn
NBn
(8.22)
or
Jss
−g+nNBn
=
∂
∂n
Nn
NBn
. (8.23)
Integration from n = 1 to ∞ results in∫ ∞
n=1
Jss
−g+nNBn
dn =
∫ ∞
n=1
∂
∂n
Nn
NBn
dn. (8.24)
Since Jss is independent of the nucleus size, Eq. 8.24 can be simplified to
Jss =
[
Nn
NBn
]∞
n=1∫∞
n=1− dng+nNBn
. (8.25)
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Substitution of Eqs. 8.16, 8.18 and 8.19 into Eq. 8.25 gives
Jss =
1∫∞
n=1
exp
“
∆Gn−∆G1
kT
”
g+nN
B
1
dn
. (8.26)
The rate of addition of a growth unit to a nucleus of size n, g+n , depends on the periphery of the
nucleus and can be expressed by
g+n = 2
(
rx
ax
+
ry
ay
)
P+ = 2 (ayη + ax)
√
n
ηaxaym
P+. (8.27)
Substitution of this expression into Eq. 8.26 results in
Jss =
2 (ayη + ax)
√
1
ηaxaym
P+NB1 exp
(
∆G1
kT
)
∫∞
n=1
exp(∆GnkT )√
n
dn
(8.28)
or, using Eqs. 8.11, 8.16 and 8.17
Jss =
2 (ayη + ax)
√
1
ηaxaym
∆µP+NBnc
√
πkT
(
1 + erf
(√
2axay
m∆µkT γ −
√
∆µ
kT
)) . (8.29)
The often used Zeldovich factor [11] is the result of solving the integral in Eq. 8.26 by using the
saddle point method. This approximation method does not explicitly include an expression for g+n ,
but only uses the fact the ∆Gn has a sharp maximum around nc. The integral then results in the value
of 2 for the term
(
1 + erf
(√
2axay
m∆µkT γ −
√
∆µ
kT
))
. We will not use this approximation, but use the
full expression of Eq. 8.29 instead.
8.4.2 Birth-and-spread
Eq. 8.29 gives the frequency of forming a nucleus of a size up to the critical nucleus size with as
boundary conditions Eqs. 8.18 and 8.19. We will use it for n = nc. If at time t = t1 a critical nucleus
is formed, it covers at t = t2 a surface area of
A(t2 − t1) = 4
m
vstep,xvstep,y(t2 − t1)2, (8.30)
assuming a constant step velocity and that the critical nucleus size is much smaller than the final
nucleus at t = t2. Here vstep,i is the propagation velocity of a step
vstep,i = νaiΓk,i
(
exp
(
∆µ
kT
)
− 1
)
, (8.31)
where Γk is the kink density and ν the equilibrium adsorption/desorption frequency. This expression
gives the step propagation velocity for a Kossel step. Steps on surfaces of crystals with more than
one growth unit in the unit cell may have a different dependence on the driving force, but we use this
approximation. In equilibrium, the following relations hold
γ = 0− kT
a
ln q (8.32)
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with 0 the step energy per unit length of a straight step and q the partition function of the step per unit
cell length. and
Γk =
q − 1
q
. (8.33)
These two expressions result in
Γk,i =
exp
(ai-i−aiγi
kT
)− 1
exp
(ai-i−aiγi
kT
) (8.34)
for a step running in the i direction. We assume that this expression also holds outside equilibrium.
Sometimes, an expression for the kink density with a driving force dependence is used. The kink
density is however directly related to the step free energy and the assumption that the step free energy
is independent of the driving force therefore implicitly means that the kink density is also constant.
The fractional coverage of the surface at time τ is
θ =
∫ τ
0
JssA(τ − t)dt (8.35)
θ =
4
3m
Jssvstep,xvstep,yτ
3. (8.36)
The growth rate is approximated by
R ≈ az
τ(θ = 1)
(8.37)
R = az
(
4
3m
Jssvstep,xvstep,y
) 1
3
(8.38)
Combining this equation with Eqs. 8.29, 8.31 and 8.34, we arrive at the final expression for the growth
rate
R =
A
(
exp
(
∆µ
kT
)) 1
3
(
exp
(
∆µ
kT
)
− 1
) 2
3
(
∆µ
kT
) 1
6 exp
(
−BkT∆µ
)
(
1 + erf
(√
2axay
m∆µkT γ −
√
∆µ
kT
)) (8.39)
with
A = νaz

64(ayη + ax)2axaymc2eq9πη
(
exp
(ax-x−axγx
kT
)− 1)2 (exp(ay-y−ayγykT )− 1)2
exp
(
2ax-x−2axγx+2ay-y−2ayγy
kT
)


1
6
(8.40)
and
B =
4axayγ2
3mk2T 2
. (8.41)
This expression has approximately the same general form as Eq. 8.1 but contains one extra term
in the denominator which is due to the full use of the expression for the integral in the Zeldovich
factor.
In the case of a cubic, isotropic crystal structure, Eq.8.39 becomes
R =
A
(
exp
(
∆µ
kT
)) 1
3
(
exp
(
∆µ
kT
)
− 1
) 2
3
(
∆µ
kT
) 1
6 exp
(
−BkT∆µ
)
(
1 + erf
(√
a 2m∆µkT γ −
√
∆µ
kT
)) (8.42)
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with
A = νa2

256c2eq
9π
(
exp
(a-−aγ
kT
)− 1)4
exp
(
4a-−4aγ
kT
)


1
6
(8.43)
and
B =
4a2γ2
3k2T 2
. (8.44)
8.5 Comparison with Monte Carlo data
We now compare our newly derived expression for birth-and-spread growth with growth rate data
obtained by Monte Carlo simulations of the (001) surface of the Kossel and the non-Kossel model.
8.5.1 The isotropic Kossel model
The Kossel crystal has the same bond strength and lattice constant along the principle axes, which
implies
a = ax = ay = az, (8.45)
φ = φx = φy = φz, (8.46)
and
γ = γx = γy. (8.47)
A and B consist of quantities which are usually not known for real crystals. Both parameters are,
therefore, often fitted to experimental data and are considered to be independent of the driving force.
In our model all variables except the step free energy, γ, are known. The equilibrium concentration,
ceq, is equal to one, the step energy 0 is φ and the equilibrium adsorption/desorption frequency, ν, is
equal to
ν = ν0 exp(− 6φ
kT
), (8.48)
where ν0 is the normal frequency, which is set to 1 s−1 in the simulations.
Eq. 8.39 is fitted to growth rates obtained by Monte Carlo simulations of a Kossel (001) surface
using only γ as fit parameter. Figure 8.2a shows the growth rate as measured by the Monte Carlo
simulations and the corresponding fits for six different bond strengths. The driving forces were chosen
in the regime where kinetic roughening is not effective yet as the birth-and-spread model fails there.
The fits are in good agreement with the Monte Carlo results. The values for γkT are plotted in Figure
8.2b. The fit parameter γkT shows a linear dependence on
φ
kT following
γ
kT
= 1.25
φ
kT
− 0.75. (8.49)
We do not know why this dependence is linear. The step free energy is always lower than the step
energy and the difference decreases with increasing bond strength. This is in agreement with what
one expects: the free energy is lower than the energy due to an entropy contribution and for small
bond strength this entropy effect will be larger due to an increase in kink density.
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Figure 8.2: (a) The growth rate obtained from Monte Carlo simulations on the isotropic Kossel
(001) surface for six different bond strengths: φ
kT
= 1.00, 1.25, 1.50, 1.75, 2.00 and 2.25. The
curves are fits of Eq. 8.39 to the Monte Carlo data using γ
kT
as fit parameter. (b) The value of the fit
parameter γ
kT
resulting from the fits in (a). γ
kT
shows a linear dependence on the bond strength.
8.5.2 The anisotropic Kossel model
The anisotropic Kossel crystal again has
a = ax = ay = az, (8.50)
but now the bond strengths and therefore the step free energies are different in the x and y directions.
The step energy of the straight step in the x direction is equal to φx and to φy in the y direction.
We consider cases with bond strengths similar to the non-Kossel crystal
2φz = φx + φy (8.51)
and
δ =
φy
φx
< 1. (8.52)
Figure 8.3a shows the growth rate of the anisotropic Kossel (001) surface during Monte Carlo
simulations. For the isotropic Kossel crystal the crystallisation energy was varied, for the anisotropic
Kossel crystal the total crystallisation energy is kept constant but the ratio between φx and φy is
varied. Figure 8.3a shows six different ratios. Again these data points are fitted to Eq. 8.39, but now
using two fit parameters γxkT and
γy
kT . Figure 8.3b shows the resulting values of both parameters. The
fits are again in nice agreement with the data points and the results of the obtained step free energies
are both below the energies of the straight steps, indicated by the curves. Note that the scale of these
plots is different from Figure 8.2a, which makes the deviation to look larger. Also the isotropic case,
δ = 1, can be fitted with this method, giving the same results for both parameters.
8.5.3 The non-Kossel model
For the non-Kossel model, again the lattice constants are the same along the three principle axes
a = ax = ay = az. (8.53)
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Figure 8.3: (a) The growth rate obtained from Monte Carlo simulations of the anisotropic Kossel
(001) surface for six different bond strength combinations: φz
kT
= 2.00 and δ = 0.2 , 0.3, 0.4, 0.5, 0.6
and 0.8. The curves are fits of Eq. 8.39 to the Monte Carlo data using γx
kT
and γy
kT
as fit parameters.
(b) The value of the parameters γx
kT
and γy
kT
resulting from the fits in (a). The solid lines represent
the edge energies at 0K.
The step energies are different for the x and y direction. As mentioned in Section 8.2 the [100] step
has a step energy of 0100 = 2φa and the [010] step an energy of 0010 = φp − φq. The [100] step
has a kink energy of φp − φq, the [010] step of 2φa. Based on this information, the step free energy
of the [100] step, which corresponds to the x direction, should decrease for increasing δ due to the
decreasing kink energy and the step free energy of the [010] step, the y direction, should also decrease
for increasing δ due to a reduced step energy.
Figure 8.4a shows the growth rate of the non-Kossel (001) surface during Monte Carlo simula-
tions. Four different δ values are considered. Again these data points are fitted to Eq. 8.39 using two
fit parameters γxkT and
γy
kT . The fits are in reasonable agreement, but the agreement is less than in the
case of the Kossel crystal. This is probably due to some assumptions made in the derivation, like the
approximation of the step velocity which is only valid for the incorporation of single growth units.
Figure 8.4b show the values of the fit parameters γxkT and
γy
kT as a function of δ. Both fit parameters
decrease for increasing δ as expected from the energy considerations mentioned previously except for
γx
kT at δ = 0.4. Both free energies are close to the step energies, indicated by the lines. One would
however expect them to be smaller than the energies.
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Figure 8.4: (a) The growth rate obtained from Monte Carlo simulations on the non-Kossel (001)
surface for four different δ values: 0.2, 0.4, 0.6 and 0.8. The curves are fits of Eq. 8.39 to the Monte
Carlo data using γx
kT
and γy
kT
as fit parameters. (b) The value of the fit parameters γx
kT
and γx
kT
resulting
from the fits shown in (a) as a function of δ. The lines represent the step energies.
8.6 Conclusions
We have shown that our model for birth-and-spread growth generalised to anisotropic crystals is in
good agreement with the Monte Carlo simulations performed on the (001) surfaces of the isotropic
and anisotropic Kossel and non-Kossel model. Only the step free energy was used as a fit parameter.
Usually also a pre-exponential factor is used as a fit parameter, since the general birth-and-spread
expression is very sensitive to small errors in this factor. Our results show that our model is accurate
enough to describe the results without this factor present.
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Chapter 9
A Monte Carlo Study of Dislocation Growth
and Etching of Crystals
H.M. Cuppen, E. van Veenendaal, J. van Suchtelen, W.J.P. van
Enckevort and E. Vlieg
Abstract
It is well known that screw dislocations are step sources that allow crystals to grow at low driving forces.
Growth is accelerated at the outcrop of a screw dislocation generating a spiral hillock. This makes the inter-
section of a screw dislocation and a crystal surface a so-called velocity source. In this paper the interaction
between dislocation growth, 2D-nucleation and misorientation step flow is investigated for a wide range of
driving forces by means of Monte Carlo simulations of growth of the Kossel (100) surface. The interactions
between the different growth mechanisms are shown to agree with a general model for velocity source be-
haviour, which allows for a simple analytical expression of the growth rate. This expression can be used in a
continuum description of crystal growth. Finally, dislocation etching is studied and compared with dislocation
growth.
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9.1 Introduction
The growth of perfect single crystals proceeds typically through 2D-nucleation [1], which is ex-
tremely slow at low temperatures and low driving forces. In reality, most crystals have a considerable
amount of defects. Frank [2] was the first to realize that a screw dislocation can provide an inex-
haustible source of steps, allowing exactly oriented crystal facets to grow at low driving forces far
below the roughening temperature. A screw dislocation emerging on a crystal surface accelerates
growth at the outcrop of the dislocation and generates a spiral hillock, i.e. locally increases the
growth rate and macroscopically affects the shape of the crystal. This makes the intersection of a
screw dislocation and a crystal surface a so-called velocity source [3, 4]. The traditional kinematic
wave theory [5, 6], the continuum description of crystal growth, deals only with the evolution of
perfect free surfaces. The velocity source concept is a necessary element in the generalisation of the
kinematic wave theory to imperfect crystals.
Over the years several papers have treated the behaviour of growth spirals emerging from screw
dislocations using a continuum description. Burton, Cabrera and Frank [1] described the growth from
screw dislocations analytically, treating the spirals as Archimedean spirals. Cabrera and Levine [7]
included elastic strain energy, and Kaishev [8] discussed the low-temperature shape of the spiral.
Mu¨ller-Krumbhaar et al.[9] took the anisotropy of the spirals into account. These studies show that
a spiral is isotropic at high temperatures. The distance between two consecutive arms of the spiral,
d, varies inversely with the chemical potential difference, ∆µ, between the fluid and solid phase,
according to
d = 19r∗ = 19
γ
∆µ
, (9.1)
where r∗ is the radius of the critical nucleus, γ is the edge free energy and a is the lattice parameter
[7]. If surface diffusion is not rate limiting, spirals are anisotropic at low temperatures, reflecting
the symmetry of the crystal surface, with d remaining inversely proportional to ∆µ. This general
behaviour is confirmed in experimental studies of spiral growth [10].
Alternatively, spiral growth is studied using an atomistic description. Swendsen et al. [11],
Gilmer [12] and Xiao et al. [13] performed Monte Carlo simulations on simple cubic surfaces with
screw dislocations. Swendsen et al. neglected 2D-nucleation and found for low ∆µkT -where this ap-
proximation is justified- that the pitch of the spiral hillocks is inversely proportional to the driving
force and that the angular frequency is proportional to (∆µkT )
2
. Both observations were predicted by
continuum theory. Gilmer studied the contribution of screw dislocations to the growth rate of low
index faces. Xiao et al. looked at the growth morphology of surfaces with screw dislocations and
investigated the influence of surface- and bulk diffusion. His results show smooth and polygonised
spirals for low temperatures and driving forces. When the temperature or driving force is increased
the spirals get more rounded. Surface diffusion tends to smooth the spiral pattern, while bulk diffusion
roughens it.
We focus our study on the interaction between spiral growth, 2D nucleation of islands and, in
contrast with the work mentioned above, step flow of misorientation steps. We also investigate how
these three mechanisms influence the total growth rate of the surface and the shape of the spiral
hillocks. For this purpose Monte Carlo simulations of the Kossel (100) surface in the presence of
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screw dislocations are performed. Due to the periodic boundary conditions, the screw dislocations
have to be implemented as Frank-Read-like sources, i.e. a pair of screw dislocations with opposite
Burgers vector. In Section 9.2 we shall outline the model.
In Section 9.3 the exact Kossel (100) surface is studied in order to investigate the interaction
between dislocation induced growth and 2D nucleation of islands. The simulated growth rate as a
function of the driving force is compared with the best available theoretical predictions for the growth
rate. In Section 9.4 the slope of the spiral hillocks is determined as a function of the driving force in
order to check the range of validity of Eq. 9.1.
In previous work [14] Monte Carlo simulations were performed on vicinal Kossel (100) surfaces
without dislocations to study the interaction between 2D nucleation of islands and step flow of mis-
orientation steps. In Section 9.5 we present Monte Carlo simulations of growth on vicinal Kossel
(100) surfaces in the presence of screw dislocations. These simulations show that the growth rate
that results from the combined action of screw dislocation growth, 2D nucleation and misorientation
step flow can be described by an analytical formula which is generally applicable for velocity source
behaviour.
The asymmetry between growth and dissolution has been studied extensively in the absence of
screw dislocations [15–17]. In Section 9.6 we compare dislocation growth and dissolution, looking at
the growth/etch rate and the shape of the spiral patterns. Finally, we consider spiral patterns generated
by dislocation etching at infinite undersaturation, ∆µkT = −∞.
9.2 Monte Carlo method
The Monte Carlo simulations of growth and dissolution are performed for the Kossel (100) surface in
the presence of screw dislocations. Only nearest neighbour bonds are taken into account. Horizontal
bonds have a bond strength φkT ; the bond strength of vertical bonds is denoted by
φv
kT . The Solid On
Solid condition, which excludes overhangs, is imposed. The SOS condition allows a representation
of the surface by an array of columns, in our case 2N×N . Periodic boundary conditions are imposed
to remove edge effects [12]. In order to allow these conditions to be applied screw dislocations are
implemented as “Frank-Read sources”, i.e. pairs of screw dislocations with opposite Burgers vector.
In Figure 9.1 the configuration of the 2N × N array is schematically drawn. Along the solid line
connecting the two screw dislocations an additional boundary condition is applied. At the start of
the simulation the line is a step, the height of which is equal to the Burgers vector of both opposite
dislocations. The Burgers vector b is a variable of the simulation. Steps in the [10]-direction can be
reconciled with the periodic boundary conditions. The unit of length used is the lattice parameter a.
Since the pitch of a growth spiral is approximately 19r∗ (Eq. 9.1) large surfaces are necessary to
obtain separate spiral hillocks. Therefore, typically a value for N of 200 is used. For a bond strength
of φkT = 2 and low driving force,
∆µ
kT = 0.5 and
∆µ
kT = 0.75, larger arrays are used with N 400 and
300, respectively.
In all simulations we neglect surface diffusion of growth units as well as the stress-field caused
by the dislocations; only creation/annihilation kinetics is considered.
To get acceptable simulation times a fast Monte Carlo algorithm based on a waiting-line rou-
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Figure 9.1: Schematic representation of the 2N×Narray. The dashed line represents the initial step
of height b between the pair of screw dislocations with opposite Burgers vector b, or “Frank-Read
source”.
tine [18] is used. In this algorithm in every cycle a growth unit attaches to or detaches from the
surface. The algorithm selects a transition from all possible transitions with a probability propor-
tional to its probability of occurrence. The annihilation probability for a growth unit is given by
P i− =
kT
h
exp(−2 φv
kT
)exp(−2iφ
kT
), (9.2)
where i is the number of horizontal neighbours. The creation probability only depends on the driving
force ∆µkT and is site independent:
P+ = P 2−exp(
∆µ
kT
). (9.3)
A Monte Carlo cycle consists of a sequence of steps. For each class of transitions (creation, annihila-
tion with 0, 1, 2, 3 or 4 horizontal neighbours) the cumulative probability that such a transition will
occur is calculated. With a random number one of the classes of transitions is selected according to
this cumulative transition probability. Another random number is used to select the specific transition
in the selected class. This transition will then be executed. The time is proportionally scaled [18]
using a third random number. Depending on the size of the array, the bond strength and the driving
force, this cycle is repeated between 320 million and 4 billion times. The growth rate is measured
after a relaxation time of a third of the number of cycles.
The perpendicular growth rate resulting from a Monte Carlo simulation is determined using
R =
∑
creations−∑ annihilations
t
cosα, (9.4)
where t is the time and α is the inclination angle between the surface and the exact (100) surface.
9.3 Interaction between spiral growth and 2D nucleation
On an exactly oriented Kossel (100) surface growth can proceed through spiral growth and 2D-
nucleation of islands. Monte Carlo simulations were performed over a whole range of driving forces
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(a) (b)
(c)
Figure 9.2: Typical simulations of growth of an exact Kossel {100} surface with screw dislocations,
b = a. a) φ
kT
= 2, ∆µ
kT
= 0.50. The Frank-Read source can be clearly seen. Screw dislocation
growth is dominant. b) φ
kT
= 2, ∆µ
kT
= 1.75. Both spiral growth and 2D nucleation are important. c)
φ
kT
= 2, ∆µ
kT
= 4.50. The surface is kinetically roughened. The line connecting the two dislocations
originates from our representation of the Frank-Read source, see Figure 9.1.
with a bond strength of φkT = 2 to obtain the dependence of the growth rate on the driving force
for growth in the presence of dislocations with a Burgers vector b of a, 2a and 4a. As a function of
driving force three regimes can be recognised. In the first regime (low driving force) crystal growth is
mainly determined by spiral growth (Figure 9.2a), in the second regime (intermediate driving force)
both spiral growth and 2D nucleation are important (Figure 9.2b) and in the third regime (high driving
force) the surface is kinetically roughened (Figure 9.2c). At low driving force spirals are polygonised.
At higher driving force this anisotropy disappears.
The first regime, which is dominated by dislocation growth, starts at ∆µkT = 0 and ends at approx-
imately ∆µkT ≈ 2 depending on the Burgers vector of the dislocations. The growth rate in this regime
is given by
R = vstepρ, (9.5)
where vstep is the step velocity and ρ is the slope of the spiral hillocks. Since ρ is inversely propor-
tional to the spiral pitch d we can deduce from Eq. 9.1 that ρ is linear in the Burgers vector and in the
driving force. Usually vstep is supposed to be linearly dependent on the driving force as well. This
yields the familiar quadratic dependence for the growth rate R:
R ∝ b
(
∆µ
kT
)2
. (9.6)
Fitting Eq. 9.6 to the Monte Carlo data does not give good results (see Figure 9.3). In the next section
it will be shown that ρ is indeed proportional to the driving force. Therefore it can be concluded that
vstep is non-linear in ∆µkT .
However, vstep is only linear in ∆µkT for very small driving forces, not for the simulated range of
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driving forces, ∆µkT > 0. According to Van der Eerden [19] vstep can be written as:
vstep = βst · σ, (9.7)
where σ is the supersaturation, which is given by
σ = e
∆µ
kT − 1 (9.8)
and βst is the so-called kinetic coefficient, which is given by
βst = νΓk. (9.9)
Here ν is the equilibrium adsorption/desorption frequency. Γk is the kink density of a step, which
depends on the orientation of the step on the surface and on the driving force. It is assumed that
crystal growth is determined by incorporation of the growth units at kink positions of the steps. The
steady-state kink density for a [010] step on a Kossel (100) surface can be estimated by [19]:
Γk =
2
2 + eφ/kT
√
cosh((φ−∆µ/2)/kT )
cosh((φ+∆µ/2)/kT )
. (9.10)
Similar results are obtained by Zhang [20] and Balykov [21]. Combining Eq. 9.5 and Eqs. 9.7 to 9.9
results in a growth rate given by
R ∝ bσΓk∆µ
kT
. (9.11)
In Figure 9.3a the growth rates collected from the Monte Carlo simulations are compared with
the theoretical growth rate of Eq. 9.11. The proportionality constant in Eq. 9.11 is chosen such that
for ∆µkT = 0.5 and b = a, the Monte Carlo growth rate and the theoretical growth rate are equal. The
theoretical growth rate curves for b = 2a and b = 4a are not fitted independently, they are simply
the theoretical growth rate curve for b = a displaced over a distance ln(2) and ln(4) respectively.
From this plot the conclusion can be drawn that the growth rate is well described by Eq. 9.11 for low
driving forces. The graph also confirms the linearity in the Burgers vector for low driving forces.
The range of validity of Eq. 9.11 depends on the Burgers vector. Inspecting Figure 9.3a, we find that
Eq. 9.11 holds up to from ∆µkT equal to 1.5, 1.75 and > 3 for b equal to a, 2a and 4a, respectively.
This dependence can be understood by recognising that the spiral multilayer steps of a dislocation
with a Burgers vector b > 1 split up forming independent monolayer steps, see Figure 9.4. This is
also observed experimentally [22]. Thus, a higher Burgers vector implies smaller terraces between
steps and consequently a larger driving force is required before 2D nucleation becomes important.
In the regime above ∆µkT ≈ 4 the surface is kinetically roughened and the spirals have disappeared
(Figure 9.2c). The growth rate can then be estimated by [14]:
R = exp(
∆µ
kT
)− exp(∆µ
∗
kT
). (9.12)
with ∆µ∗ the critical driving force. In Figure 9.3b this theoretical growth rate is plotted against ∆µkT ,
using ∆µ
∗
kT = 2[14].For high driving force the results of Monte Carlo simulations agree with Eq. 9.12.
In the regime where both 2D nucleation and spiral growth influence growth (Figure 9.2b) it is
difficult to get an analytical expression.
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Figure 9.3: ln
“
R
kra
”
versus ∆µ
kT
for φ
kT
= 2 and b = a, 2a and 4a. a) The proportionality
constant in Eq. 9.11 is chosen such that for ∆µ
kT
= 0.5 and b = a, the Monte Carlo growth rate and
the theoretical growth rate are equal. The theoretical growth rate curves for b = 2a and b = 4a are
not fitted independently. For low driving forces Eq. 9.11 and the Monte Carlo points agree very well.
b) For high driving forces the growth rate is no longer influenced by dislocation growth and depends
exponentially on the driving force, see Eq. 9.12. The critical driving force, ∆µ
∗
kT
, is set to 2.0.
9.4 Spiral hillock slope versus driving force
In the previous section the assumption is made that the slope ρ of a spiral is proportional to the driving
force:
slope ≈ b
19r∗
≈ b
19
∆µ
γ
∝ ∆µ
kT
. (9.13)
For high driving force the surface grows kinetically roughened. It seems logical that Eq. 9.13 cannot
be valid then, since the spiral hillocks will be invisible and the slope is expected to be zero. To inves-
tigate the dependence of the slope of a spiral hillock on the driving force the Monte Carlo simulation
results are analysed in more detail. The shape of a spiral hillock is obtained by averaging the surface
height array during the simulations starting after one third of the total amount of simulation cycles.
The resulting, averaged, hillocks are smooth. The slope of these hillocks is determined by averaging
the slope in the < 10 > and the < 11 > directions. For surfaces in the kinetic roughening regime the
average surface is not smooth enough to determine the slope. Therefore the hillock shape is obtained
by averaging the shapes of ten independent simulations.
In Figure 9.5 the slope is plotted as a function of the driving force for simulations at φkT = 2.0 and
Burgers vectors b = a, 2a and 4a. For low driving force this gives a linear relation: aρ = 0.033b∆µkT .
With this relation and an approximation for γkT [14] the slope can be estimated as
ρ ≈ b
17.6r∗
. (9.14)
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Figure 9.4: Detail of a spiral hillock generated by a screw dislocation with Burgers vector b = 4a
for a bond strength of φ
kT
= 2 and a driving force ∆µ
kT
= 1. The multilayer spiral steps are split up
into monolayer steps.
The proportionality of the slope in one over the critical radius confirms that the step free energy of the
critical nucleus is approximately constant as a function of the driving force as was found in Chapter 7.
At high driving forces the slope slowly decreases. In a previous paper we have found that the Kossel
(100) surface with φkT = 2.0 grows kinetically roughened above a critical driving force ∆µkT ≈ 4
according to all criteria studied [14]. Even above this driving force, the slope of a “spiral” hillock is
not zero and so growth is still influenced by screw dislocations. Apparently the presence of a screw
dislocation can yield an appreciable increase of the average kink density near the outcrop of the screw
dislocation even for very high driving forces.
In the previous section it is noted that, for φkT = 2 Eq. 9.11 holds up to
∆µ
kT equal to 1.5, 1.75 and
> 3 for b equal to a 2a and 4a, respectively. In Figure 9.5 it can be seen that the linear dependence
of the slope on the driving force holds for the same ranges of driving force. Figure 9.5 suggests that
the maximum slope of a spiral hillock corresponding to a single screw-dislocation is 3◦. Note that if
surface diffusion is important the range of validity of Eq. 9.13 is probably larger, and the maximum
slope might be larger.
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Figure 9.5: The slope of the spiral hillocks versus ∆µ
kT
at φ
kT
= 2 and Burgers vectors b = a, 2a
and 4a. For low driving forces the slope is proportional to the driving force.
9.5 Interaction between spiral growth and step flow
On a vicinal Kossel (100) surface growth can proceed through spiral growth, misorientation step
flow and 2D nucleation of islands. By adjusting the periodic boundary conditions, [10] oriented
misorientation steps can be imposed. A series of such simulations gives the growth rate as a function
of the misorientation angle. For a surface without dislocations and φkT = 2 the results are shown in
Figure 9.6 for three different driving forces. The data points can be described analytically with the
function
R = vstep
√
(sinα)2 +
02
1− 02 , (9.15)
where α is the inclination angle and 0 a roughening parameter [14]. Notice that at large inclination
angles the data points and the function disagree. In that case the step spacing is so small that the steps
interact and slow down each other. Furthermore, the SOS condition is not valid at such high angles.
The roughening parameter 0 is a constant between 0 and 1. 0 = 0 corresponds to no 2D nucleation
of islands and gives a sharp zero-cusp in the growth rate versus surface misorientation curve. This
is the case for ∆µkT = 1 (Figure 9.6a). For 0 > 0, 2D nucleation plays a role; the higher 0, the more
important nucleation is. The zero-cusp is then smoothed and replaced by a hyperbolic minimum. This
is the case for ∆µkT = 2 (Figure 9.6b) and ∆µkT = 3 (Figure 9.6c).
Also, for surfaces with dislocations with Burgers vector b = a, 2a and 4a and φkT = 2, the
growth rate as a function of misorientation was simulated. The results are shown in Figure 9.6 as
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Figure 9.6: Growth rate versus misorientation for φ
kT
= 2 and Burgers vectors b = 0, a, 2a and
4a at a)∆µ
kT
= 1, b)∆µ
kT
= 2 and c)∆µ
kT
= 3. The data points are fitted with Eq. 9.15 for b=0 and with
Eq. 9.16 otherwise.
well. For low inclination angles the growth rate has increased compared with the perfect crystal case
and dislocation growth determines the growth rate. For higher angles the growth rate is the same as
in the case without dislocations. Here the growth rate is determined by misorientation step flow.
Note again that if the Burgers vector of the dislocations is sufficiently large, dislocation growth
remains dominant over a large orientation range even for driving forces which are close to or higher
than the critical driving force for kinetic roughening.
In Figure 9.6 it can be seen that the misorientation marking the transition between spiral growth
and step flow is very distinct. In Table 9.1 these specific transition angles are summarised for different
Burgers vectors and ∆µkT and are compared with the corresponding values of the slope of the spiral
hillocks that can be found in Figure 9.5. It can be seen that both sets are very close in value. This
is understandable if one considers that a screw dislocation is a characteristic example of a boundary
in a crystal surface acting as a velocity source. A velocity source determines the growth rate at the
position of the boundary. If the velocity source rate is smaller than the growth rate of the surface, the
surface will overgrow the velocity source. If the velocity source rate is larger than the growth rate
of the surface, the crystal surface around the source adapts its orientation such that the growth rate
matches the rate imposed by the velocity source. For b = 2a and ∆µkT = 2 two surfaces are plotted
in Figure 9.7, one for an inclination lower and one for an inclination higher than the transition angle.
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Table 9.1: The slope of the spiral hillocks (see Figure 9.5) is compared with the misorientation
angle that marks the transition between spiral growth and step flow (see Figure 9.6) for different
Burgers vectors b and driving forces ∆µ
kT
.
∆µ
kT b α from Figure 9.5 α from Figure 9.6
1 1 1.9◦ 2.0◦
1 2 3.7◦ 4.1◦
1 4 7.4◦ 7.4◦
2 1 2.9◦ 2.3◦
2 2 7.4◦ 7.4◦
2 4 13 ◦ 13 ◦
3 2 8.4◦ 10 ◦
3 4 18 ◦ 17 ◦
(a) (b)
Figure 9.7: The effect of screw dislocations on vicinal surfaces for φ
kT
= 2, ∆µ
kT
= 1.5 and b = 2a.
a) The inclination angle (4.2◦) is lower than the slope of the spiral hillocks (7.3◦). b) The inclination
angle (14◦) is higher than the slope of the spiral hillocks. The screw dislocations are overgrown.
The screw dislocations are invisible in the latter one.
The expression for the growth rate given in Eq. 9.15 is sufficient to predict the evolution of a
perfect free surface of a Kossel crystal. However, for prediction of the evolution of a Kossel crystal
with emerging screw dislocations an addition to Eq. 9.15 is needed. The analytical function for the
growth rate should then be equal to Eq. 9.15 if α is larger than the slope of the spiral hillocks and
should equal R = Rspiralcosα if α is smaller than the slope of the spiral hillocks. Here Rspiral is the
perpendicular growth rate imposed by the screw dislocation on an exactly oriented (100) surface. The
data points are therefore fitted to the function
R = max
(
vstep
√
(sinα)2 +
02
1− 02 , vspiral cosα
)
. (9.16)
As shown in Figure 9.6, Eq. 9.16 gives a good fit of the data, confirming the sharp transition between
dislocation growth and step flow of Eq. 9.16. In order to obtain an analytical expression of the growth
rate as a function of driving force and bond strength, we need to know the dependence of the step
velocity vstep, roughening parameter 0 and spiral growth rate Rspiral on both these parameters. In
Section 9.3, for the case that 2D nucleation is only of moderate importance, we have presented such
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Figure 9.8: The growth/dissolution rate of surfaces with (dashed line) and without (solid line) screw
dislocations as function of ∆µ
kT
for a bond strength of φ
kT
= 2 and b = a. The dissolution rate is
much lower than the growth rate. However, dislocation growth and dissolution dominate over 2D
nucleation in the same range of absolute driving force up to |∆µ
kT
| = 2.
expressions for vstep (Eq. 9.7) and Rspiral (Eq.9.11). Interpreting Van der Eerden [19] we can also
give an expression for 0, which is valid in the same driving force range [23]√
02
1− 02 = exp
(
−∆G
∗
3kT
)
≈ exp
(
− πγ
2
3∆µkT
)
. (9.17)
Here ∆G∗ is the free energy needed to form a critical nucleus.
9.6 Dissolution and etching
In the previous section we have elaborated on the behaviour of growth spirals. In this section we
will discuss the behaviour of dissolution spirals. In first approximation, dissolution is simply the
opposite of growth. Thus, for the same absolute driving force, one might expect the same absolute
growth/dissolution rate and similar, merely inverted, spiral patterns. However, Monte Carlo stud-
ies performed on the Kossel (100) surface in the absence of screw dislocations showed a striking
asymmetry between growth and dissolution [15–17].
We have performed simulations at moderate negative driving forces −3 ≤ ∆µkT ≤ −0.5, a bond
strength of a bond strength of φkT = 2 and a Burgers vector b = a. In Figure 9.8 the growth/dissolution
rate with and without screw dislocations is plotted as a function of the driving force. For the same
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(a) (b)
Figure 9.9: Growth and dissolution of a {100} surface with screw dislocations with b = a for
φ
kT
= 2. a) Growth: ∆µ
kT
= 1. b) Dissolution: ∆µ
kT
= −1. The dissolution spirals are much more
polygonised than the growth spirals.
absolute driving force, the dissolution rate is much lower than the growth rate, also in the range of
driving force, where growth/dissoluation is dominated by the spiral mechanism. In Figure 9.9 the
growth spiral pattern and the dissolution spiral pattern for |∆µkT | = 1 are compared. We see that the
dissolution spirals are much more polygonised than the growth spirals. This is in accordance with the
asymmetry in the kink density for a [10] step on a Kossel (100) surface, as follows form Eq. 9.10.
Figure 9.10 shows the average slope of the spiral hillocks or pits as a function of the driving force
for the same simulations as depicted in Figure 9.8. The slope is symmetric around equilibrium: the
same linear relation holds for both growth and dissolution. However, for dissolution the slope deviates
from this relation at a lower absolute driving force. The maximum slope is lower for dissolution
than for growth, but this maximum inclination is reached at about the same absolute driving force
|∆µkT | = 1.5−1.75. Inspection of Figure 9.8 also shows that dislocation growth/dissolution dominates
2D nucleation up to about this absolute driving force.
Finally we consider spiral patterns generated by etching. We define etching as an irreversible
dissolution process, and therefore we set the driving force to minus infinity, ∆µkT = −∞. In Figure
9.11 a simulation of a spiral etch pit is shown for φkT = 3.5 and b = a. Despite the infinite negative
driving force, a very anisotropic spiral pattern on an otherwise flat surface can be observed (kinetic
smoothing [24]). The slope of the spiral etch pit, which should be infinite according to Eq. 9.13, is
0.30◦. In experiments, spiral etch pits with a slope of 5−15◦ are not uncommon [25, 26]. These high
inclination angles are due to the stress field around a screw dislocation, which we have neglected in
our simulations [27]. Our simulations show once again that stress is an important factor in dislocation
etching, which defines strongly the slope of the spiral etch pits.
9.7 Conclusions
Using Monte Carlo simulations of the Kossel (100) surface in the presence of screw dislocations, we
have confirmed that dislocation growth plays an important role for low driving forces. For these low
driving forces the growth rate can be analytically expressed by Eq. 9.11. In this regime the slope of
the hillocks is proportional to the driving force, but the growth rate is not proportional to the square of
the driving force, as is often assumed. At high ∆µkT the surface grows kinetically roughened. Here the
growth rate is not influenced by dislocation growth and can be described in the same way as growth
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Figure 9.10: The slope of spiral hillocks or pits versus the driving force for φ
kT
= 2 and b = a.
For low driving forces the same linear relation holds for etching and for growth.
without dislocations. Between these regions of pure dislocation growth and kinetically roughened
growth there is a range of driving forces where both dislocation growth and 2D nucleation play a role.
In this range both slope and growth rate are difficult to describe with an analytical expression.
Considering a vicinal Kossel (100) surface, apart from 2D nucleation and dislocation growth,
growth can also proceed via misorientation step flow. Growth is determined by the process with the
highest rate, i.e. spiral growth for a small misorientation and step flow for a larger misorientation.
The transition is quite sharp. The misorientation angle marking the transition between step flow and
spiral growth equals the inclination angle of the spiral hillocks. This is in agreement with our velocity
source theory. The growth rate as a function of misorientation can be expressed in the analytical form
of Eq.9.16.
Comparing dissolution spirals with growth spirals we found, analogous to the case of surfaces
without dislocations, an asymmetry in driving force for the growth/dissolution rate and surface pat-
tern. However, the slope of the spiral hillocks/pits is symmetric in the driving force. Etch pits sim-
ulated at ∆µkT = −∞ have a much lower slope than experimentally observed etch pits, which quite
likely is due to the stress field around dislocations that is neglected in our simulations.
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Figure 9.11: Spiral etch pit generated by a screw dislocation etched at ∆µ
kT
= −∞, φ
kT
= 3 and
b = a. The slope of the spiral is 0.30◦ .
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Chapter 10
Roughening of connected faces
H.M. Cuppen, J.P.J.M. van der Eerden, P. Bennema, H. Meekes
Abstract
According to the Hartman-Perdok connected net theory, a face which is parallel to two intersecting periodic
bond chains is a flat face and therefore has a non-zero step energy in all directions. An exception to this rule
is found for faces which are symmetry roughened, i.e. having two connected nets which are symmetry related
causing the step energy to be zero. We introduce two crystal faces which have one or more connected nets and
are not symmetry roughened, but still have a zero step energy in at least one direction.
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10.1 Introduction
Because the morphology of a crystal is an important property both from a scientific and an industrial
point of view, morphology prediction received considerable attention in the literature. Since the
crystal morphology is determined by the slowest growing faces, determining the slow and flat growing
faces is a key step in crystal morphology prediction. A first approach to relate the crystal structure
to the growth rate was made by Bravais, Friedel, Donnay and Harker [1, 2] who related the growth
rate to the interplanar distance dhkl. Later the attachment energy method was introduced to come
to a prediction of the relative growth rate [3, 4]. Both methods use a simple rule to determine the
morphological importance, or alternatively, the growth rate of crystals faces, not taking into account
the actual crystal growth mechanisms.
Crystal growth usually takes place at steps on the surface. Steps and their energies are therefore
important for determining the growth rate. Looking at the step energies, generally three types of
crystal faces can be distinguished: F(lat), S(tepped) and K(inked) faces. K-faces have at least two
directions in which steps can be formed with zero edge energy. This leads to rough growth, since
nuclei can be formed without energy cost. As a result the face becomes rounded, loosing its well-
defined flat orientation. S-faces have one direction in which the step energy is zero and also this
results in rough growth. F-faces have a non-zero step energy in all directions. Hartman and Perdok
[5–7] argued that the F-faces should be parallel to two intersecting periodic bond chains (PBCs) of
intermolecular interactions. Later Bennema introduced the crystal graph as a model representation of
the crystal structure [8]. In this representation the intermolecular bonds are represented by sticks and
the growth units are represented by spheres, which makes it very appropriate for searching for PBCs
and F-faces. Intersecting PBCs are now referred to as connected nets [9]. Moreover, the introduction
of the crystal graph and connected nets led to the application of statistical mechanical theories of
surface phases to real crystals. As a result, phenomena like thermal and kinetic roughening were
studied in detail for these crystals.
The present paper discusses crystal graphs of crystal structures which are connected in the (001)
face, but on which steps or nuclei can be placed with zero edge energy. According to the connected
net theory, this should not be possible, and a direct consequence is that these faces are rough for
temperatures T > 0K.
We first start with a crystal graph, denoted as type I, which is symmetry roughened. Symmetry
roughening as discussed by Meekes et al. [10] is the phenomenon that the step energy based on the
bonds in the crystal graph is zero due to a symmetry relation, e.g. a mirror plane or two-fold rotation
axis, between two connected nets. The next graph that is introduced (type II) has zero edge energy,
but is not symmetry roughened. Graphs I and II have zero edge energy in one direction and non-zero
energy in all other directions and show therefore S-face behaviour. The last crystal graph we will
introduce has zero step energy in two directions and thus K-face behaviour. The latter two crystal
graphs, types II and III, are both inspired by a crystal graph of a real crystal and the behaviour of their
connected nets can therefore be found in real crystals; type II for the (111) face and type III for the
(001) face of aspartame phase II-A. The growth behaviour of aspartame is discussed in more detail in
Chapter 14.
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Figure 10.1: Type I crystal graph. The growth units are connected along the b axis with φb bonds.
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Figure 10.2: The two connected nets of the (001) face of Type I.
10.2 Type I
The type I graph is shown in Figure 10.1 and consists of two growth units A and B which are con-
nected by φp and φq bonds in the a-c plane and by φb bonds along the b axis. This graph is a typical
example of a symmetry roughened structure as discussed by Meekes et al. [10]. Two connected nets
can be found for the (001) orientation as is shown in Figure 10.2, both consisting of alternating φp
and φq bonds along a and φb bonds along b. These two nets are symmetry related via a mirror plane
perpendicular to c leading to symmetry roughening. Due to the symmetry relation of the bonds in the
two nets, steps of zero energy can be formed. In this case, a step consisting of a row of B growth
units connected by φb on the A terminated connected net, can be added with no energy costs as is
indicated in Figure 10.3. A steps on a B terminated face analogously have zero step energy. This face
has therefore an S-face character caused by the symmetry relation between the two nets.
10.3 Type II
The type II graph, shown in Figure 10.4a, is derived from the (111) face of aspartame phase II-A
(Chapter 14) and is similar to type I. One φq bond has a different connectivity as compared to the pre-
vious graph. The growth units are again connected via φb bonds in the [010] direction. Although the
projection of Figure 10.4a suggests differently, both φq bonds are symmetry related in the aspartame
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Figure 10.3: A row of B units connected by φb on the A terminated face. The original A terminated
face has a surface energy of φp+φq per unit cell. The surface with the row of B has the same energy.
This results in a zero step energy.
Table 10.1: The attachment energies in terms of φb, φp and φq for the five connected surfaces of
crystal graph type II.
face Ehklatt
(010) 2φb
(201¯) 2φp
(001) φp + φq
(101¯) φp + φq
(100) φq
II-A structure and have therefore the same bond strength.
Due to the difference in connectivity as compared to the type I graph, the (001) face of this graph
looses the connected net shown in Figure 10.2b leaving only the connected net of Figure 10.2a. Since
for symmetry roughening at least two symmetry related nets are needed and this graph has only one
connected net for the (001) face, it cannot be symmetry roughened. However, steps, consisting of B
units, can be formed on the (001) connected net with zero step energy as is drawn in Figure 10.4b.
Figure 10.4c shows that once two neighbouring rows of B are formed, a row of A units can be added
on top, also with zero energy cost. The (001) face of this graph has therefore S-face character as did
the type I (001) face.
Table 10.1 shows the attachment energies in terms of φb, φp and φq for the five connected surfaces
of type II crystal graph. The (001) surface which we discussed so far has an attachment energy of
φp + φq, which is in the same order as the attachment energies of the other faces. The (001) surface
will therefore have a considerable contribution to the morphology based on the attachment energy.
However, since it has zero step energy the surface will in reality grow rough and relatively fast and
will, therefore, not appear on the crystal.
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Figure 10.4: Type II crystal graph. The growth units are connected along the b axis with φb bonds.
10.4 Type III
The third crystal graph considered, is not derived from one of the previous graphs and is shown in
Figure 10.5. This structure has four growth units connected to each other with six bonds with three
different bond strengths. The (001) face of this graph has ten connected nets. The difference between
this graph and the previous graphs is that now not only steps can be formed with zero step energy, but
even individual growth units can be added on the surface without energy cost. On top of the strongest
connected net, which is the termination of the (001) face in Figure 10.5a, growth units A can be
added without energy cost as is shown in Figure 10.6a. The termination of the surface with particles
A on top forms another connected net. Now particles D can be added with zero energy (Figure
10.6b). Once two neighbouring A-D pairs are present C can be added for free (Figure 10.6c). The
C terminated surface represents a third connected net. After adding another A-D pair also particle
B can be added for free (Figure 10.6d). The thus obtained B terminated surface is equivalent to our
starting configuration and connected net.
In this way the (001) face of the type III crystal graph has a zero edge energy in any direction,
also, leading to a rough growing face.
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Figure 10.5: Side view (upper panel) and top view (lower panel) of the type III crystal graph.
(a) (b)
(c) (d)
Figure 10.6: All four growth units of the type IV crystal graph can be added for free, if they are
added in the order shown here.
10.5 Discussion and conclusion
In the previous sections we showed that faces (hkl) which have a connected net within slice thickness
dhkl can be an S-face (type I and II) or a K-face (type III). This is in contrast with the Hartman-
Perdok connected net theory which states that a face parallel to two intersecting PBCs should always
have non-zero step energies in all directions. The roughening behaviour of type I, the symmetry
roughening case, was already described by Meekes et al. [10] as an exception to the Hartman-Perdok
theory caused by a symmetry relation between two connected nets. The present chapter introduces
a new phenomenon by considering faces that do not have these symmetry related connected nets
but still have zero step energies and are therefore rough at 0 K. The type II graph even has only a
single connected net, which makes it impossible to consider any hidden symmetry relation between
connected nets responsible for the roughening effect. Because of its zero edge energy, the growth of
the face will be rough and much faster than expected on the basis of, e.g., the attachment energy.
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We did not find any specific requirement a graph has to fulfil in order to have connected nets with
zero edge energy. The following two properties, however, hold for all three cases and might serve as
indicators for other cases.
10.5.1 Non-stoichiometry
For all three crystal graphs the steps or islands which have a zero edge energy all consist of a non-
stoichiometric number of growth units. It is not possible to add exactly one unit cell or a multiple of
that to the connected net with zero edge energy. First a non-stoichiometric core has to be formed to
which subsequently whole unit cells can be added with a zero energy cost. Considering the addition of
complete stoichiometric unit cells would effectively reduce the crystal graph to one having effectively
only a single growth unit. Crystals graphs with only one growth unit in the unit cell cannot show the
special situations discussed here.
10.5.2 Bond polarity
For all graphs above, steps with zero energies are always formed by adding a particle A to a particle
B or vice versa thus saturating an A-B bond and creating another unsaturated B-A bond. Since
the graph is based on bulk interaction terms, these two bonds are equal and cancel each other. In
reality, however, one should realise that the interactions are at the surface and therefore are not bulk
interactions. The interactions of growth units A with the mother phase can be different from the
interaction with B and the mother phase. The surface energy is then not just simply given by the
broken bond energy of the A-B bond. This phenomenon we will call bond polarity. Bond polarity is
the difference in bond strength between an A-mother phase and aB-mother phase bond after breaking
a A-B bond. An example of the effect of bond polarity was found for the (011) face of naphthalene
crystals [11].
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Part II
Applications to real crystals

Chapter 11
The sensitivity of morphology prediction to
the force field: paracetamol as an example
H.M. Cuppen, G.M. Day, P. Verwer and H. Meekes
Abstract
The growth morphology of paracetamol is known to show a strong supersaturation dependence. Most morphol-
ogy prediction methods, like the attachment energy method, cannot include this dependence in their prediction.
Monte Carlo simulations are able to use the supersaturation as an input parameter and can also include the
growth mechanism. This makes the Monte Carlo technique a powerful tool to study the growth of organic crys-
tals. Some studies in the literature show that the attachment energy method is only weakly influenced by the
force field used to calculate the attachment energies. The present chapter studies the sensitivity of of the Monte
Carlo simulation results to the force field and charge set using paracetamol as a case study. The force field and
atomic point charges are found to influence the results to a large extent. This is due to subtle differences in step
energies that determine the growth rates of the crystal faces.
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11.1 Introduction
Paracetamol is a widely used antipyretic and analgesic drug. Crystallisation is an important stage
in the production of paracetamol and determines important factors like purity, particle size, crystal
morphology and dissolution rate. The crystal morphology may influence the mechanical and physic-
ochemical properties to a large extent. It is, therefore, of great importance to understand this property.
Various experimental morphology studies of paracetamol are reported in the literature. The most im-
portant results of these studies concern a temperature dependence of the growth kinetics[1] and the
solvent[2] and supersaturation[3, 4] dependence of the morphology of monoclinic paracetamol.
In a previous paper we studied the morphology of monoclinic paracetamol theoretically and com-
pared it with experimental results [5]. We used two types of prediction methods: a connected net
analysis together with the widely applied relation
Rhkl ∝ Eatthkl, (11.1)
which assumes a linear relation between the growth rate of a face (hkl) and its attachment energy [6]
and, alternatively, Monte Carlo simulations. The first method does neither include supersaturation or
temperature nor the growth mechanism in its final prediction. This makes it, therefore, impossible to
obtain the supersaturation dependence of the morphology which was observed experimentally.
The growth mechanism can be accounted for using the Monte Carlo program MONTY [7]. This
program simulates growth of any possible face of any crystal structure at any temperature and super-
saturation either with or without the presence of a screw dislocation.
Both the connected net analysis and Monte Carlo simulations use a crystal graph as input. A
crystal graph is a simplified representation of the crystal structure. Figure 11.1b shows an example of
such a graph. All growth units, molecules in this case, in the graph are represented by spheres. The
sticks represent the strongest intermolecular interactions. The interactions can be calculated using
different force fields and charge sets.
Recent papers by Brunsteiner and Price [8] and Bisker-Leib and Doherty [9] studied the influence
of the force field on the attachment energy morphology prediction based on Eq. 11.1 for a number of
organic crystals and amino acids. They did not find a large difference in morphology for the different
force fields. In this approach no connected net analysis was performed.
The present chapter studies the influence of the force field on the morphology prediction of para-
cetamol. As prediction methods we compare the connected net analysis and growth rates obtained
from Monte Carlo simulations. As input for both methods four different crystal graphs calculated
with different force fields and charge sets are used. For the first method we do not expect to see a
large effect, since it uses the same assumption, based on Eq. 11.1, as the attachment energy technique
used by Brunsteiner and Price and Bisker-Leib and Doherty. For the Monte Carlo simulations, how-
ever, we do expect to see significant differences. Considering the graph in its full detail often leads
to relevant effective energies for the growth steps that are not only obtained by simply adding the
separate intermolecular interactions as is the case for the attachment energy, but are often a difference
between interactions as has been demonstrated for various compounds ([10] and Chapter 14). These
difference energies are often quite sensitive to small changes in the crystal bonds.
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Figure 11.1: a) The crystal structure of monoclinic paracetamol. b) The crystal graph of paraceta-
mol. The bonds can have different bond strengths depending on the force field used.
11.2 Experimental results
Paracetamol crystallises in three different polymorphic forms: a monoclinic form [11], which is
shown in Figure 11.1a, an orthorhombic form [12] and a trihydrate [13]. Since the monoclinic form
is the stable polymorph and the one which is pharmaceutically most relevant, we only discuss this
form which is grown from aqueous solution. This crystal structure has space group P21/a with four
molecules in the unit cell. The cell parameters are a = 12.92 A˚, b = 9.40 A˚, c = 7.10 A˚ and
β = 115.9◦ (Z = 4) as measured by Haisa et al. at room temperature [11].
Paracetamol is known to have a morphology which strongly depends on the supersaturation. Fig-
ure 11.2 gives three experimental morphologies at different supersaturations taken from the work of
Ristic et al.[4], which clearly show this dependence. Note that the morphologies in Figure 11.2 are
drawn in different projections. The main difference between the three morphologies is the size of the
{110} faces relative to the other faces, which is decreasing for increasing supersaturation. This can be
explained from the experimental growth rate plot of the {201¯}, {011}, {110} and {001} faces (Fig-
ure 11.3), which was published in the same paper by Ristic et al.. This graph shows that the growth
of the {110} faces starts at higher supersaturations but the curve has a larger slope and, therefore,
crosses the other curves. This is reflected in the morphology. Shekunov et al. [14] observed a similar
behaviour of the {110} faces as is also shown in Figure 11.3. They observed, however, a different
relative growth rate behaviour for the {001} and {201¯} faces. Comparing growth morphologies from
other studies [3, 15, 16] with these results, we can conclude that all studies observe a dead zone for
the {110} faces and beyond this zone a relatively huge increase in growth rate, but that there is some
debate about which of the two faces {001} and {201¯} grows faster. Besides in the work of Ristic
et al., the {011} face is usually not considered. The {100} faces are the fastest growing faces and
disappear quickly from the crystal habit. They are therefore the least studied faces.
Both Ristic et al. and Shekunov et al. also studied the growth mechanism of the various observed
faces. On the basis of interference contrast micrographs they concluded that the {201¯}, {011}, {100}
and {001} faces all grow with a spiral growth mechanism as a result of the presence of screw and
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Figure 11.2: Three experimental morphologies of monoclinic paracetamol grown at a) low, b)
intermediate and c) high supersaturation in aqueous solution, reproduced from Ristic et al.[4].
(a) (b)
Figure 11.3: The growth rate versus supersaturation curves of paracetamol grown from aqueous
solution as reproduced from (a) Ristic et al.[4] and (b) Shekunov et al.[14]. (left) {201} should be
{201¯}. (right) Curve a represents the growth and dissolution rate of the {110} face, curve b of {201¯}
and curve c of {001}.
mixed dislocation sources. Figure 11.4 shows four of those micrographs. For the {110} faces, on the
other hand, relatively few well-separated dislocation sources were observed. These dislocations did
not contribute to a fast spiral growth mechanism at low supersaturations. At high supersaturations
the {110} faces grow fast by step flow with sources at the edge of the face [4]. These differences
in growth mechanism between the {110} and the other faces explain the difference in shape of the
growth rate curves.
11.3 Force fields
Interactions between the growth units were calculated using Molecular Mechanics. In this approach
interactions between particles that are not covalently bonded are modelled by a Van der Waals en-
ergy term, an electrostatic (Coulomb) term, and in some cases an additional term which takes into
account hydrogen bond formation. Different force fields may use different expressions and numerical
constants to calculate these energy terms, and can often be used in combination with different atomic
charges. Four force field-charges combinations have been investigated here.
The Dreiding force field [17] is based on experimentally observed geometries, and was shown
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Figure 11.4: Micrographs of (a) the (001) face, (b) the (011) face, (c) the (110) face and (d) (201¯)
face, reproduced from Ristic et al.[4].
to work well on a set of 76 organic crystals taken from the Cambridge Structural Database [18].
Although the authors mostly use no atomic charges in their paper, they suggest the use of Gasteiger
[19] charges or charges derived from the molecular electrostatic potential (ESP derived charges). We
therefore used Dreiding in combination with both types of charges.
The Compass force field[20] comes with its own charge set. Most parameters were derived based
on ab initio calculations. However, the parameters were optimised empirically to yield good agree-
ment with experimental data. In particular, thermophysical data for molecular liquids and crystals
were used to refine the non-bond parameters by using molecular dynamics simulations.
For the Dreiding and Compass force fields Cerius2 version 4.2 [21] was used for the calculations.
The DMA force field uses an exp-6 model for the repulsion-dispersion contribution to the en-
ergy, with parameters for C, N, O and HC empirically parameterised to the structures and heats
of sublimation of a set of non-hydrogen bonded oxohydrocarbons [22] and azahydrocarbons [23].
This parameter set was supplemented by parameters for polar hydrogen atoms which were fitted to
hydrogen-bonded organic molecules [24]. Instead of the atomic point-charge model used in the other
force fields in this study, a more elaborate atomic multipole model was employed, with the multipoles
(up to hexadecapole on each atom) derived from a distributed multipole analysis (DMA) [25] of an
MP2/6-31G** wavefunction, calculated using the program CADPAC [26]. This force field contains
no intramolecular terms, so the molecules were treated as rigid. The crystal structure was energy
minimised using the program DMAREL [27] and the crystal graph was calculated using ORIENT
[28].
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Table 11.1: The cell parameters and lattice energies after minimisation with four force fields com-
pared with the experimental structure.
Experiment Dreiding Dreiding Compass DMA
room temp. [11] ESP Gasteiger
a (A˚) 12.93 13.24 12.96 12.65 12.52
b (A˚) 9.40 9.30 9.06 8.89 9.34
c (A˚) 7.10 7.27 7.51 7.24 7.29
β (◦) 115.90 117.5 117.2 114.6 114.80
Volume (A˚3) 776.3 794.0 784.3 740.3 773.8
Lattice energy
(kcal/mol)
-34.63 -24.34 -32.68 -28.28
11.4 Crystal graphs
Four different crystal graphs are obtained by calculating the intermolecular interactions after minimi-
sation of the crystal structure using the four different combinations of charge sets and force fields as
described in the previous section. The DMA crystal structure was optimised using rigid bodies. For
the other force fields, a full minimisation was performed. Table 11.1 shows the cell parameters and
the lattice energies after minimisation. The volume of the unit cell after minimisation is for the DMA
force field really close to the experimental volume and also both Dreiding structures have comparable
volumes.
The interactions in the crystal graph are scaled such that the total crystallisation energy per
molecule, equals the dissolution enthalpy in water (∆Hdiss = 5.367 kcal/mol) [29]. We assume
equivalent wetting
Escaledbond = Ebond
∆Hdiss
Ecryst
. (11.2)
The assumption of equilivant wetting may not always be justified. For the case of paracetamol,
however, crystals grown from the vapour are found to have morphologies similar to the crystals from
aqueous solution, which indicates that the solvent wets all surfaces equally. The crystallisation energy
per molecule is given by seven different interactions according to
Ecryst =
2i+ 2k + h+ 2b+ f + g + 2a
2
. (11.3)
The i, k, b and a interactions have a multiplicity of two due to the spacegroup symmetry. By scaling in
this way, the results of our analysis can be compared more easily both mutually and with experiments,
since all molecules have the same crystallisation energy. For all graphs the bonds with an energy less
than 0.5kT for T = 300K (the temperature used in the Monte Carlo simulations) are not considered.
All graphs have the same set of seven bonds. Figure 11.1b shows the seven bonds and their labels.
We used the same labelling as in our previous paper [5]. Table 11.2 gives an overview of the different
effective bond energies for the four different models after scaling.
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Table 11.2: Bond energies in the crystal graph in kcal/mol for the four different models. The
energies are all scaled to the dissolution enthalpy. The numbers in paratheses give the energy ranking.
label Bond Dreiding Dreiding Compass DMA
GU1 GU2 [uvw] ESP Gasteiger
i 1 4 [001¯] -1.59 (1) -1.02 (3) -1.26 (2) -1.25 (3)
k 1 4 [000] -1.51 (2) -1.50 (2) -1.13 (3) -1.25 (2)
h 1 3 [101] -1.41 (3) -2.13 (1) -1.74 (1) -1.77 (1)
b 1 2 [01¯0] -0.644 (4) -0.797 (5) -0.781 (5) -0.726 (5)
f 1 3 [11¯1] -0.628 (5) -0.912 (4) -1.09 (4) -1.00 (4)
g 1 3 [100] -0.445 (6) -0.508 (6) -0.427 (7) -0.527 (6)
a 1 1 [001¯] -0.377 (7) -0.276 (7) -0.566 (6) -0.490 (7)
A few similarities between the graphs can be observed from Table 11.2. The two most obvious
ones are that all graphs have the same three strongest bonds, although these differ in order and relative
strength and that the order of DMA and Dreiding with Gasteiger charges is the same. As we will show
later these two graphs give the most similar results.
The crystal graph for the Dreiding force field differs from the one presented in the previous paper
[5] since that graph was based on a crystal structure model with an erroneous charge set. In that case
the same set of six strongest bonds was found but of different strength and order.
Both the lattice energy and crystal graph calculations make use of energy calculations of single
molecules in vacuum conditions. The implementation for these calculations of the Dreiding force
field in Cerius2 uses by default a dielectric constant which depends linearly on the distance r. This
effectively results in a Coulomb energy which decreases with r−2 instead of r−1. In all our calcu-
lations, both for determining the lattice energy and the crystal graph, we used a constant dielectric
constant. This gives large differences as compared to the r−2 dependence, especially for the lattice
energies. Both Dreiding crystal graphs have the same set of strong bonds for both methods, but the
order in bond strength is different for the ESP crystal graph (The g and b bonds are swapped in rank).
11.5 Connected net analysis
We determined the growth morphology of paracetamol in two ways: by using the attachment energies
according to Eq. 11.1 for all flat faces and by performing Monte Carlo simulations on some of the
flat faces. For both methods we use the crystal graph to determine the flat faces by a connected net
analysis. The fundamentals of a connected net analysis are described by Grimbergen et al. [30]. The
program FACELIFT [31] is used to determine all connected nets and their corresponding attachment
energies. An orientation {hkl} can appear in the morphology as a flat face if it contains a connected
net. Fourteen orientations are found to be parallel to a connected net. Table 11.3 gives an overview
of the flat faces and the attachment energy of the strongest connected net of these faces. The largest
difference in attachment energy for the four force fields is found for the {011}, {001}, {020} and
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Table 11.3: Attachment energies in kcal/mol of the strongest connected nets of the flat faces.
Face Dreiding Dreiding Compass DMA
{hkl} ESP Gasteiger
{201¯} -8.45 -8.12 -7.64 -8.01
{020} -7.55 -10.29 -9.64 -9.50
{110} -8.74 -8.46 -8.52 -8.45
{1¯11} -11.15 -10.58 -11.64 -11.47
{211¯} -11.32 -12.08 -11.60 -11.71
{001} -11.34 -9.39 -11.28 -10.92
{011} -11.64 -10.33 -12.12 -11.71
{1¯21} -13.40 -13.79 -14.52 -14.16
{2¯21} -14.27 -14.50 -14.86 -14.69
{021} -14.35 -14.02 -14.99 -14.69
{200} -14.98 -13.27 -12.68 -12.90
{3¯11} -15.29 -15.51 -14.77 -14.98
{11¯1} -15.62 -14.95 -15.70 -15.45
{210} -16.18 -15.22 -14.38 -14.75
{200} faces.
Figure 11.5 gives the four morphologies based on attachment energies obtained from the con-
nected net analysis. The morphologies shown here are all drawn in the same projection as Figure
11.2b. All morphologies consist of the same set of faces, except the Dreiding-ESP morphology which
misses the {200} faces. The largest differences between the morphologies are due to the difference
in morphological importance of the {200}, {001} and {020} faces, as was expected looking at Table
11.3. The DMA and Dreiding-Gasteiger results are most similar. From these results we conclude that
the force field has only a small effect on the attachment energy morphology as was also found by
Brunsteiner and Price and by Bisker-Leib and Doherty.
On the other hand, as mentioned before, the attachment energy morphology cannot cover the
supersaturation dependence (cf. Figure 11.2). Furthermore, the morphologies found here do not re-
semble the experimentally observed ones for any of the supersaturation regimes.
11.6 Monte Carlo simulations
Monte Carlo simulations are used to determine the growth rate curves of paracetamol based on the
four different crystal graphs for five different faces {110}, {201¯}, {011}, {001} and {100}. The
program MONTY is used for this purpose. We refer to Boerrigter et al. [7] for more details on the
program.
For the attachment and detachment probabilities of the growth units the random rain scheme
[32, 33], without surface diffusion, was used. The scaled interactions as given in Table 11.2 are used
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Figure 11.5: The morphologies of paracetamol based on the attachment energy for the four different
crystal graphs. (a) Dreiding with ESP derived charges, (b) Dreiding with Gasteiger charges, (c)
Compass and (d) DMA.
for calculating the detachment probabilities. This can be achieved by setting the kinetic parameter λ
as introduced by Boerrigter et al. to zero. This scheme gives a good description of solution growth
(Chapter 3).
Since according to experimental observations all faces except the {110} grow with the spiral
growth mechanism, we included dislocations in the simulations for the {201¯}, {011}, {001} and
{100} faces. Arrays consisting of 200×400 unit cells are used for the surfaces with screw dislocations
and arrays of size 100 × 100 unit cells for the {110} surfaces.
Figure 11.6 gives the growth rates as determined by the Monte Carlo simulations for the four
different crystal graphs as a function of the driving force. The experimental growth rate plots show
the growth rates as a function of the supersaturation in percentages (σ×102). Since σ = exp(∆µkT )−1,
the driving force ∆µkT and the supersaturation σ can be considered equal in the low supersaturation
limit. The Compass and the DMA graph show a small “dead zone” for the {110} face. Beyond this
zone the face shows a rapid increase in the growth rate as was observed experimentally.
The {110}, {201¯} and {100} faces have for all crystal graphs approximately the same growth
curves. The four graphs show very different growth behaviour for the other two faces {001} and
{011}. The next section explains these differences in terms of differences in step energies. The {100}
faces are the fastest growing faces for all graphs in accordance with the experimental observations.
Figure 11.7 gives the morphologies of monoclinic paracetamol derived from the Monte Carlo
simulations at three different driving forces for the DMA crystal graph, showing a clear supersatura-
tion effect. They all have less faces present in their morphologies than the experimentally observed
morphologies. This discrepancy is due to the {201¯} faces which grow too slowly in the simulations
and therefore have a too large morphological importance as compared to the other faces.
11.7 Step energies and surface topologies
The difference in growth rate and the shape of the growth spirals and 2D nuclei can be explained by
studying the step energies. Since the bonds in the crystal graphs are all different, the step energies,
which depend on these bonds, should also be different and therefore explain the differences in growth
behaviour. The step energies are determined by taking the difference in surface energy between a
surface terminated by a connected net and the surface energy of the same face but with one periodic
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Figure 11.6: The growth rates, in arbitrary units, as determined by the Monte Carlo simulations for
the four different crystal graphs and four faces as a function of the driving force. The {201¯}, {011}
and {001} faces (dashed lines) have screw dislocations. The {110} face (solid line) grows via the
2D nucleation mechanism.
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Figure 11.7: The morphologies obtained from Figure 11.6 by using the Wulff-Chernov construction
for the DMA crystal graph at three driving forces (a) ∆µ
kT
= 0.082, (b) 0.102 and (c) 0.122.
bond chain (PBC) on top. In this way the step energy of a step up and a step down in a certain
direction is determined. The step up and step down energy are determined in one procedure and can
therefore not be considered separately. This can be of importance for low symmetry surfaces.
Table 11.4 gives the step energies on the different surfaces in the PBC-directions. The left columns
give the step energy per repetition or unit cell length in the step edge. Not all PBCs consist of the
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Table 11.4: Step energies of steps on the four faces as given in the first column. The second column
gives the direction of parallel to the step, the third column the number of growth units in the PBC
and the fourth column presents the corresponding step energy in terms of broken bonds. Columns
five to eight give the step energies in kcal/mol for the four crystal graphs. The left columns gives the
step energy per unit cell length. The right columns per growth unit in the step edge.
Face Step # Bond Dreiding Dreiding Compass DMA
{hkl} [uvw] GUs ESP Gasteiger
{001} [100] 2 2h+2f -2g-4b -0.60 -0.30 -1.88 -0.94 -1.68 -0.84 -1.58 -0.79
[010] 2 4k -6.04 -3.02 -6.00 -3.00 -4.52 -2.26 -5.00 -2.50
{201¯} [102] 2 4b+2f+2h-2g -5.75 -2.88 -8.26 -4.13 -7.93 -3.97 -7.39 -3.69
[010] 2 4b+4i -8.94 -4.47 -7.27 -3.63 -8.16 -4.08 -7.90 -3.95
[11¯2] 4 4f+4i+4b -11.45 -3.82 -10.92 -3.64 -12.52 -4.17 -11.90 -3.97
[12¯2] 4 4b+8i+2h+2f -19.37 -4.84 -17.43 -4.36 -18.86 -4.72 -18.44 -4.61
{011} [100] 2 4b+2g -3.48 -1.74 -4.20 -2.10 -3.98 -1.99 -3.96 -1.98
[11¯1] 4 2b+4k+f -h+g -7.00 -2.33 -6.88 -2.29 -5.86 -1.95 -6.21 -2.07
[01¯1] 2 2b+4k -7.33 -3.66 -7.59 -3.80 -6.08 -3.04 -6.45 -3.23
[111¯] 4 2f+4k+4b -9.87 -2.47 -11.01 -2.75 -9.82 -2.46 -9.90 -2.48
{110} [001] 3 2b+g+h-f -2.52 -0.84 -3.32 -1.11 -2.64 -0.88 -2.75 -0.92
[11¯1] 3 6a+3g+h-f+2i -7.57 -2.52 -6.44 -2.15 -7.85 -2.62 -7.79 -2.60
[11¯2] 3 6a+3g+h-f+2k -7.41 -2.47 -7.40 -2.47 -7.59 -2.53 -7.79 -2.60
same number of growth units, which makes it hard to mutually compare the step energies. The right
columns therefore give the step energies per growth unit in the step edge. Some PBCs can have
more growth units per repetitive unit than in the step edge, e.g. when two or more growth units are
behind each other in a diamond-like shape. The [11¯2] step on the {201¯} faces and [11¯1] step on the
{011} faces have such structures, leading to a factor of three instead of four between the left and right
columns. To obtain the anisotropy in terms of specific edge energies the entries in Table 11.4 should
be divided by the length of the repetitive unit along the step.
Figures 11.8-11.11 give snapshots of the {001}, {201¯}, {011} and {110} surfaces, respectively,
at ∆µkT = 0.122 obtained during the Monte Carlo simulations. The topology of the surfaces is in
accordance with the growth rate curves: rough surfaces for high growth rates and vice versa. In the
next section we will compare these surfaces with the experimental topologies given in Figure 11.4.
11.7.1 The {001} faces
The growth rate of the (001) face is strongly influenced by the combination of the force field and
charges used to calculate the crystal graph. Table 11.4 shows that the step with the lowest energy cost,
along [100], has a step energy below kT (kT = 0.6 kcal/mol at 300K) for the Dreiding-ESP crystal
graph and step energies somewhat higher than kT for the other crystal graphs. This is reflected by the
high growth rate and rough surface topology shown in Figure 11.8 for the Dreiding-ESP crystal graph
and lower growth rates and smoother surfaces for the other graphs. The DMA surface also roughens
at relatively low supersaturation due to its low [100] and [010] step energies. The Dreiding Gasteiger
crystal graph has the highest step energies and shows the smoothest surface.
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Figure 11.8: Snapshots of the (001) face obtained by Monte Carlo simulations using the four
different crystal graphs at a driving force of ∆µ
kT
= 0.122. The vertical lines in the centre of the
surfaces indicate the dislocation line between two spiral centres. The lighter colours indicate higher
areas
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Figure 11.9: Snapshots of the (201¯) face obtained by Monte Carlo simulations using the four
different crystal graphs at a driving force of ∆µ
kT
= 0.122. Note, that the dislocation line is now
chosen to be horizontal.
Near the centre, the shape of the spirals is determined by the step energies via a 2D Gibbs-Wulff
construction. Using this knowledge the aspect ratios of the growth spirals can be estimated from
the step energies. For this face the aspect ratios are [100]:[010]=13.7:1, 4.6:1, 2.6:1, and 4.6:1 for,
respectively, the Dreiding-ESP, Dreiding-Gasteiger, Compass and DMA surfaces. Since the Dreiding-
ESP and the Compass surfaces are rough, this is hard to verify. For the other two surfaces these aspect
ratios are approximately the same as the ones observed in Figure 11.8.
Figure 11.4a shows an experimental surface topology of the (001) face. Here the spirals have an
aspect ratio of approximately 3:1. This surface was obtained from aqueous solution. Similar surfaces
are observed at crystals grown from ethanol. The aspect ratios for the Dreiding-Gasteiger, Compass
and DMA graphs are all close to this experimental value.
11.7.2 The {201¯} faces
The (201¯) face has approximately the same low growth rate for all force fields. The surface roughness
for all surfaces is also similar. All surfaces have no 2D nuclei and growth proceeds only via spiral
growth. The spiral topology, as is shown in Figure 11.9, is however different. The spiral shapes range
from a highly anisotropic spiral for Dreiding-ESP to more isotropic spirals for the rest. The Compass
spirals have a completely different shape since they consist of steps which are not present in the other
spirals.
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Figure 11.10: Snapshots of the (011) face obtained by Monte Carlo simulations using the four
different crystal graphs at a driving force of ∆µ
kT
= 0.122.
Table 11.4 shows the low-energy steps for this face. These energies are for all force fields approx-
imately the same, which explains the similar growth rates. As explained previously, the step energies
are the combination of a step up and a step down energy. Since this face has no inversion or mirror
symmetry the step energy on one side of the nucleus can be different as compared to the other side.
Since in these complicated structures it is hard to differentiate in a step up and a step down energy,
we only give the total step energy in Table 11.4. The spirals in Figure 11.9 show a symmetry relation
for the [102] steps, but are lacking this symmetry for the [010] step. In this case four low-energy
steps can be formed with total energies which are relatively close to each other. This makes it hard to
determine the shape of the spirals based on the step energies.
The experimental surface topology in Figure 11.4d shows nearly circular growth hillocks. The
Dreiding-Gasteiger and DMA spirals resemble these hillocks best.
11.7.3 The {011} faces
The growth rate and the surface roughness of the (011) face, as shown in Figure 11.10, are strongly
influenced by the force field. The Dreiding spirals have large sides along [100] and smaller sides
along [111¯] and [11¯1] and very small ones along [011¯]. These spiral shapes can be explained in terms
of the step energies as given in Table 11.4. Both Dreiding crystal graphs have steps in the [100]
direction with relatively low step energy, high energy along [011¯] and two comparable step energies
in between for the [111¯] and [11¯1] direction.
For the Compass and DMA surfaces the 2D nucleation mechanism is already prominent at this
driving force as a result of the low step energies for these force fields. The experimental surface
topology (Figure 11.4b) shows, however, polygonised spiral hillocks without 2D nucleation islands.
The spirals on the Dreiding-Gasteiger face resemble this behaviour best, although the spirals are not
polygonised.
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Figure 11.11: Snapshots of the (110) face obtained by Monte Carlo simulations using the four
different crystal graphs at a driving force of ∆µ
kT
= 0.122. Note, that in these simulations only the
2D nucleation mechanism is used.
11.7.4 The {110} faces
Experimentally the (110) face shows very different growth behaviour as compared to the other faces.
The face has a nucleation barrier. Once a threshold driving force is reached, the growth rate increases
rapidly. The presence of the nucleation barrier can be explained in the difference in growth mecha-
nism. The (110) face grows via a 2D nucleation mechanism whereas the other faces grow via spiral
growth. Above the nucleation barrier the surface grows relatively fast. This growth behaviour is re-
flected in the low step energies for this face as given in Table 11.4. All (110) faces with different
force field parameters have approximately the same step energies. This is in agreement with the sur-
face roughness, which is also similar for the four faces as shown in Figure 11.11, and with the growth
rate curves. Figure 11.4c shows large almost circular growth islands. The simulated surfaces also
have circular islands.
11.8 Discussion and conclusion
This chapter shows that the result of a morphology prediction can be dependent on the choice of
the force field. The two methods discussed here both use crystal graphs as representations of the
crystal structure. All four crystal graphs for the four different force fields and atomic point charge
combinations lead to the same three strongest bonds although in different order. The three weakest
bonds are the same for both Dreiding crystal graphs and the DMA graph. The Compass graph has
one different bond. The Dreiding-Gasteiger and the DMA graph have the same order of bonds and
show the most similar results.
The attachment energy method merely shows some small differences between the morphologies
for the four crystal graphs. These differences are all due to the {011}, {001} and {020} faces. The
insensitivity to the force field-charge set combination was expected since previous studies came to
the same findings [8, 9]. This method, however, leads to morphologies which do not resemble the
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experimentally observed morphologies.
The Monte Carlo simulation results are however very different for the four crystal graphs. Not
only the growth rate plots are different but also the surface topology is very different. These dif-
ferences can be explained in terms of step energies. Comparing the energies of the most favourable
steps on each face for the different graphs does not only show a difference in energy but also in
anisotropy. The simulated surfaces of the Dreiding-Gasteiger and DMA graph are for most faces in
agreement with the experimentally observed surfaces. The faces of the other two graphs show much
less resemblance.
Unfortunately, all morphologies predicted in this chapter do not resemble the experimentally ob-
served ones. This is due to the {201¯} faces which grow too slowly in the simulations and therefore
have a too large morphological importance as compared to the other faces. In a previous paper [5] we
found a very good resemblance with the experiments, but the crystal graph used there was based on a
crystal structure model with an erroneous charge set. The good resemblance was, therefore, a lucky
coincidence.
Summarising, the force field-charge set combination has an effect on the predicted morphology
of the crystal. This effect can be restricted to certain faces, in this case the {011}, {001} and {020}
faces. We find a difference in morphological importance for these faces for the attachment energy
method and for two of these faces for the Monte Carlo simulations. Since for the attachment energy
method the effect is not so large and since only a few, already small, faces are affected, the overall
morphology does not change much. For the Monte Carlo simulations the effect is much larger, since
here the {011} and {001} are important faces in the morphology and the growth rate is affected to a
large extent.
Despite the small effect on the attachment energy prediction, this method cannot be considered
as sanctifying, not in the least because of its lack of temperature and driving force parameters. We
consider the limited predictive power of the Monte Carlo approach to be due to the limited quality of
the force fields and charge sets. On the other hand, the large effects of subtle differences in the crystal
graph on the growth rate ([10] and Chapter 14) also show that our knowledge on growth mechanisms
is still far from complete.
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Chapter 12
Screw dislocations on polycenes: a
requirement for crystallisation
H.M. Cuppen, W.S. Graswinckel, H. Meekes
Abstract
The morphology and growth behaviour of naphthalene, anthracene and tetracene is studied both experimentally
and by computer simulations. We show that the attachment energy morphology prediction for all compounds
gives approximately the correct habit, but that this is merely coincidental. Our Monte Carlo simulations and
vapour growth experiments show that the thickness growth of the crystals perpendicular to the {001} faces is
due to spirals on that face. If these screw dislocations were not present, the basal faces would not grow and
no crystal would be formed at moderate driving force. At very high driving forces very thin plates without
screw dislocations were observed, with a morphology that is in agreement with the results of our Monte Carlo
simulations.
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Table 12.1: Cell parameters and sublimation enthalpies of the three structures. The left value is the
experimental value; the right value is obtained after minimisation.
Naphthalene Anthracene Tetracene
Exp. Min. Exp. Min. Exp. Min.
a (A˚) 8.14 8.13 8.55 8.35 7.90 7.85
b (A˚) 5.95 6.05 6.02 6.17 6.03 6.10
c (A˚) 8.66 8.74 11.17 11.14 13.53 13.52
α (◦) 90.0 90.0 90.0 90.0 100.3 99.5
β (◦) 124.1 123.5 126.6 124.4 113.2 113.1
γ (◦) 90.0 90.0 90.0 90.0 86.3 86.2
∆H◦sub (kcal/mol) 19 ± 1 23 ± 2 30 ± 5
Elattice (kcal/mol) -19.41 -26.1 -34.3
12.1 Introduction
Many studies have been devoted to a better understanding and control of the external shape or mor-
phology of crystals [1–9]. Most of these studies are from a later date than the famous BCF-theory
on spiral growth by Burton, Cabrera and Frank [10]. Nevertheless, to our knowledge, all ignore
the relevance of the spiral growth mechanism in their approach. Frank was the first to realise that
a screw dislocation can provide an inexhaustible source of steps. These steps allow crystal faces
to growth at small driving forces where the nucleation barrier for 2D nucleation is too high to get
appreciable growth [11]. The present paper discusses the morphology and growth rate of the most
important crystal faces of three compounds: naphthalene, anthracene and tetracene. We will show
that the attachment energy morphology prediction [12] for all compounds gives approximately the
correct habit, but that this is merely coincidental. Our Monte Carlo simulations and vapour growth
experiments show that the thickness of the crystals in the (001) direction is due to spirals on that face.
Without dislocations present on this surface no crystals will be formed at moderate driving forces.
The three compounds have homologous molecular structures and similar crystal structures. Two of
the three compounds, naphthalene and anthracene, crystallise in spacegroup P21/a. Tetracene has
spacegroup P-1, but the structure has a symmetry close to P21/a. Table 12.1 gives the experimentally
determined cell parameters as obtained from the Cambridge Structural Database (CSD) as well as the
sublimation enthalpies [13]. Since the three compounds have similar molecular and crystallographic
structures, they also have similar morphologies. The morphologies of naphthalene and anthracene
are already discussed in detail by Grimbergen et al. [14]. Docherty and Roberts [15] compared the
morphology of anthracene with those of biphenyl and β-succinic acid, which grow in similar crystal
structures but are energetically very different compounds. Here we extend the analysis of Grimber-
gen et al. with the morphology of tetracene. Moreover, Monte Carlo simulations are performed for all
three compounds and compared with surface studies of anthracene and tetracene. The experimental
data presented here are all obtained from crystals grown from the vapour phase. In this way, both the
experiments and simulations are not influenced by any solvent.
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Figure 12.1: Experimental morphologies of (a) anthracene grown at 30◦ C/29.9◦ C (T1/T2) and
(b) tetracene grown at 100◦ C/97◦ C. Image (b) is composed from two images focussed at the top
and the middle of the crystal. (c) gives a schematic representation of (a) and (d) of (b).
12.2 Experimental morphologies
Crystals of anthracene and tetracene were grown from the vapour in a specially designed in-situ cell
[16, 17], which allows the temperature of the evaporating source material (T1) and the substrate (T2)
to be controlled independently. An equilibrium vapour pressure is maintained with respect to the
source material at all times; this implies that the driving force at the substrate depends solely on the
chosen temperatures T1 and T2. A low background pressure (10−3 mbar) was used
The crystals were nucleated at a large temperature difference, i.e. high driving force, after which
it was lowered in order to obtain crystals of high quality. Glass was used as substrate. Crystals of
tetracene were typically nucleated at 100◦ C/93◦C (T1/T2) and grown at 100◦ C/97◦ C. Typical growth
temperatures for anthracene were 30◦ C/29.9◦ C.
Crystals were analysed using optical microscopy and Atomic Force Microscopy (AFM). AFM
measurements on anthracene were found to be difficult due to rapid evaporation.
Naphthalene, anthracene and tetracene all have hexagonal, plate-like morphologies. Figure 12.1a
shows the morphology of anthracene; Figure 12.1b that of tetracene. For the morphology of naphtha-
lene grown from the vapour we refer to Grimbergen et al. [14]. Figures 12.1c and d show a schematic
representation of the morphologies of anthracene and tetracene, respectively. The large basal face
192 Screw dislocations on polycenes: a requirement for crystallisation
Table 12.2: The crystal graphs. The first growth unit (GU1) is always in unit cell [000]. Energies
are given in kcal/mol and lengths in A˚. The x and x′ bonds are symmetry related for naphthalene and
anthracene.
label GU1 GU2 [uvw] Naphthalene Anthracene Tetracene
length Ebond length Ebond length Ebond
a A B [000]
5.07 -4.53 5.19 -6.74
5.13 -9.31
a′ A B [010] 4.81 -9.82
b A A [010]
6.05 -3.27 6.17 -4.48
6.10 -6.90
b′ B B [010] 6.10 -6.94
c A B [001]
7.93 -1.54 9.92 -1.69
12.41 -1.42
c′ A B [01¯1] 13.34 -1.09
d A A [001]
8.74 -1.06 11.14 -1.02
13.52 -1.16
d′ B B [001] 13.52 -0.89
e A A [101] 8.00 -0.59 9.42 -0.67
f A A [100] 7.85 -0.72
f ′ B B [100] 7.85 -0.75
is in both cases the {001} face. Since the crystals are too small to index on a goniometer, the side
faces were determined by comparing two images: one focussed at the top of the crystal and one at
the middle. The distances and angles between the points which are in focus, determine the index of
the faces. Here we indicated the faces with Miller indices with the smallest possible numbers and do
not account for the crystallographic selection rules. The anthracene crystal shown in Figure 12.1a has
side faces: {201¯}, {112¯} and {110}. At higher driving forces also anthracene crystals with {201¯},
{111¯}, {110} and {101¯} faces were observed. The tetracene crystals have side faces {100}, {201¯},
{112¯}, {110} and {11¯0}. At higher driving forces also tetracene crystals with {201¯}, {111¯}, {11¯1¯},
{110}, {11¯0} and {101¯} faces were observed.
12.3 Connected net analysis
The experimentally observed morphologies are compared with morphologies obtained from the at-
tachment energy method and Monte Carlo simulations. To come to these morphologies, first the
crystal graph is determined. A crystal graph is a model representation of the crystal structure in
which spheres stand for the growth units and lines connecting the spheres for the intermolecular in-
teractions. The first step in constructing a crystal graph is the optimisation of the crystal structure
with respect to energy using molecular mechanics. We used the Cerius2 program for this purpose.
The Dreiding force field [18] in combination with ESP derived point charges was used. Table 12.1
gives the cell parameters after minimisation and Figure 12.2a shows the corresponding crystal struc-
ture of anthracene. The lattice energies in the last row are quite close to the experimental sublimation
enthalpies. This is an indication of the quality of the force field for this type of molecules.
The next step is to determine the intermolecular interactions of all growth units within a certain
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Figure 12.2: (a) The crystal structure of anthracene. (b) The general crystal graph for all structures
with the bonds defined in Table 12.2.
range. The interactions stronger than ≈ 1kT (0.6 kcal/mol for 310 K) are included in the crystal
graph. For all compounds this corresponds to the five strongest bonds. Table 12.2 gives these bonds
and their corresponding energies and lengths. This table should be read as follows. Bond b connects
growth unit A in cell [000] with growth unit A which is in cell [010] as is shown in Figure 12.2b.
For naphthalene and anthracene the spacegroup symmetry results in sets of four symmetry related
bonds. For tetracene the lower symmetry breaks these sets in two sets of two symmetry related bonds.
These two sets are labelled x and x′ in Table 12.2. The table shows that the bonds of these sets are
comparable in bond strength, indicating the small symmetry breaking for tetracene. Tetracene has
almost the same set of bonds as anthracene and naphthalene. It only misses bonds e; instead the
bonds f and f ′ are present.
Next, all connected nets [14] of the three structures are determined by using the program
FACELIFT [19] with the crystal graph as input. Table 12.3 shows the attachment energies of the
strongest connected net for all flat faces for the three structures. Since the crystal graphs of naphtha-
lene and anthracene contain the same set of bonds, they have the same connected faces. Tetracene
has a very similar set of connected faces, since it also has a very similar graph. Not all faces that
are symmetry related for the P21/a crystal graphs are symmetry related for tetracene; this is due to its
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Table 12.3: All connected faces. The left column gives the attachment energy in kcal/mol and
the second and third columns the order in morphological importance on the basis of the attachment
energy method and the Monte Carlo simulations, respectively.
Naphthalene Anthracene Tetracene
Eatthkl MI
att
hkl MI
MC
hkl E
att
hkl MI
att
hkl MI
MC
hkl E
att
hkl MI
att
hkl MI
MC
hkl
{001} -9.47 1 1 -10.16 1 1 -7.07 1 1
{111¯}
-20.80 3 3 -27.86 3 3
-38.16 7 4
{11¯1¯} -39.84 9 5
{011}
-23.53 5 -30.90 5
-38.95 10
{01¯1} -38.62 8
{110}
-19.87 2 2 -27.17 2 2
-36.76 5 2
{11¯0} -37.13 6 3
{201¯} -21.43 4 4 -30.35 4 4 -41.78 11 4
{101¯} -26.40 6 -35.77 7 -25.16 3 8
{100} -25.47 7 -35.08 6 -23.11 2 7
{21¯1¯}
-26.52 8 -35.95 8
-48.82 13
{211¯} -48.30 12
{010} -30.82 9 -42.69 9 -36.48 4
{021} -56.99 15
{02¯1} -56.33 14
lower space group symmetry leading to different attachment energies for these faces.
Assuming that the growth rate of a face is proportional to its attachment energy
Rhkl ∝ Eatthkl (12.1)
a morphology can be constructed using a Chernov-Wulff construction. Figure 12.3 gives the attach-
ment energy morphologies of the three structures using the information in Table 12.3. For naphthalene
and anthracene the morphologies are very similar; except for the {011} faces which are larger for an-
thracene. Tetracene has at first sight a morphology similar to the other two, but it possesses different
side faces.
The attachment energy morphologies shown for anthracene and naphthalene are very close to the
experimentally observed morphologies shown in Figure 12.1 and in [14] except for the {112¯} faces
which are only occasionally observed. The attachment energy morphology of tetracene contains
faces, {010}, {111¯} and {101¯}, which are not present in the experimentally observed morphology
and is lacking the observed {201¯} and {112¯} faces. The {112¯} faces are not connected for this crystal
graph.
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Figure 12.3: The attachment energy morphologies of the three structures obtained from the con-
nected net analysis and Eq. 12.1.
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Figure 12.4: The growth rate of the various F-faces of (a) naphthalene, (b) and (d) anthracene and
(c) tetracene as a function of the driving force. The solid curves indicate the faces which are grown
via the 2D nucleation mechanism without the presence of screw dislocations; the dashed curves with
screw dislocations present
12.4 Monte Carlo simulations: method and results
The Monte Carlo simulation program MONTY is able to simulate the growth of any face of any crystal
structure at any temperature and driving force. Both the birth-and-spread mechanism or a combination
of spiral growth and birth-and-spread can be implemented. The program uses a crystal graph of the
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Figure 12.5: The morphologies obtained from Monte Carlo simulations as presented in Figure 12.4
without screw dislocations of (a) naphthalene at ∆µ = 7.1kT , (c) anthracene at ∆µ = 13.2kT and
(e) tetracene at ∆µ = 25.1kT . The right panels show morphologies with screw dislocations present
on the basal {001} faces for (b) naphthalene at ∆µ = 4.6kT and (f) tetracene at ∆µ = 9.5kT . (d)
shows the morphology of anthracene at ∆µ = 8.7kT with screw dislocations on all faces.
crystal structure as input. We refer to Boerrigter et al. [20] for more details on the program. The
growth of all F-faces (Table 12.3) is simulated using MONTY at a temperature of 310 K and a broad
range of driving forces.
For the attachment and detachment probabilities of the growth units the random rain scheme
[21, 22] was used. This can be achieved by setting the kinetic parameters λ1 and λ2 as introduced by
Boerrigter et al. to zero. The random rain scheme gives a good description of the direct incorporation
during vapour growth (Chapter 3), although surface diffusion, which is ignored here, might be impor-
tant. All growth units enter the surface at confined sites as described by the crystal graph. During the
simulations we measure the growth rate R.
Figure 12.4a, b and c show the growth rate as a function of the driving force for the connected
faces of naphthalene, anthracene and tetracene. The solid curves indicate the faces which are grown
via the 2D nucleation mechanism without the presence of screw dislocations. All figures show sepa-
rate growth rate curves for the slow growing faces and a bundle of curves for the fast growing faces.
Table 12.3 indicates the order in growth rate for the slow growing faces.
For all compounds, the basal {001} faces grow much slower than the other faces. This would re-
sult in very thin plates as is shown in Figures 12.5a, c and e for naphthalene, anthracene and tetracene,
respectively. These thin plates are not in correspondence with the experimentally observed morpholo-
gies shown previously. One explanation for this discrepancy between experimental morphologies and
our Monte Carlo results could be the presence of screw dislocations ending on the basal {001} face.
The face would then grow via growth spirals resulting in a higher growth rate.
The dashed curves in Figure 12.4 represent the growth rates of the faces grown with the spiral
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Figure 12.6: Two snapshots taken during Monte Carlo simulations of (110) surfaces for anthracene.
(a) shows a perfect surface; (b) a surface with one screw dislocation. Both surfaces are simulated at
T = 310 K and with a driving force of ∆µ = 6.7kT .
mechanism. For anthracene, simulations with screw dislocations were performed for all faces. Com-
parison of Figures 12.4b and d for anthracene shows that only the growth rate of the {001} faces
is strongly affected by the presence of the screw dislocations. For the other faces 2D nucleation is
already possible at low driving forces and the spiral growth mechanism is not needed to speed up the
growth process. For the {001} face the nucleation barrier is extremely high as compared to the other
faces and the presence of growth spirals enhances growth dramatically. Figure 12.6 shows two snap-
shots taken during Monte Carlo simulations of the (110) surfaces. One is simulated in the presence
of a screw dislocation and one without. The driving force is chosen such that growth rate is relatively
low. The surfaces show many 2D nuclei, even at this low growth rate. On the surface with the screw
dislocation no distinct spiral hillock has developed.
Since the anthracene crystal shows that the spiral growth mechanism is only important for the
{001} face, only this face is simulated in the presence of screw dislocations for the naphthalene and
tetracene structures. Also for these structures the effect of the screw dislocations on the {001} faces
is tremendous judging from Figures 12.4a and c. Figures 12.5b, d and e show the corresponding mor-
phologies. These morphologies have aspect ratios much closer to the experimental morphologies.
The morphologies lack several orientations which are found experimentally. The order in morpho-
logical importance is however correctly predicted (Table 12.3), except for the {112¯} faces which were
not simulated as they are not connected on the basis of the present crystal graph. This is in contrast
with the attachment energy morphology which shows large {010}, {111¯} and {101¯} faces, which are
experimentally not observed, but misses the {201¯} faces, which are observed.
12.5 Proof for the spiral growth mechanism
To check our hypothesis that the thicker morphologies are caused by the presence of screw disloca-
tions, we examined the {001} surface of anthracene and tetracene for the presence of spiral hillocks
by means of optical microscopy and AFM. For both anthracene and tetracene spiral hillocks were
observed. We studied several anthracene and tetracene crystals. In all cases the {001} faces are fully
covered with spiral steps protruding from screw dislocations. Figure 12.7a shows a spiral hillock on
the {001} surface of anthracene observed by AFM. Step heights of 8-9 A˚ are found for steps on the
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(c) (d)
Figure 12.7: Spiral hillocks on the basal {001} face of (a) anthracene and (b)-(d) tetracene observed
experimentally by means of atomic force microscopy.
anthracene crystals, which is in agreement with the interplanar distance of anthracene, d001 = 9.19A˚.
The spiral hillock on this face is strongly damaged by evaporation after removing the crystal from the
cell. We will therefore in the remainder mainly focus on the ex situ AFM observations of tetracene
crystals, which have a lower vapour pressure.
Figures 12.7b-d show typical surfaces of basal faces of tetracene crystals. Figure 12.7b shows a
double spiral, Figure 12.7c shows several screw dislocations, some with a Burgers vector larger than
one lattice spacing and Figure 12.7d shows a single spiral outcrop. This spiral was large enough to
cover the whole surface. The step heights measured for the tetracene surfaces are approximately 10 A˚,
which is close to the interplanar distance of d001 = 12.30 A˚. In both cases, anthracene and tetracene,
the measured step height is within the accuracy of the AFM. The screw dislocation in Figure 12.7d
is the only isolated screw dislocation. One should only consider the spiral arms which are far away
from the outcrop of the screw dislocation, since the arms close to the outcrop are altered during the
removal of the crystal from its growth environment. The spiral has four main sides and one smaller
side in the right lower corner of the spiral. Note that the spiral has an anisotropy which differs from
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(a) (b) (c)
Figure 12.8: Spiral hillocks on the basal {001} face of (a) naphthalene at ∆µ = 4.0kT , (b)
anthracene at ∆µ = 6.7kT and (c) tetracene at ∆µ = 12kT obtained by Monte Carlo simulations.
the observed shape of the basal face in the macroscopic morphology.
Figure 12.8 shows three simulated spirals on the {001} face of naphthalene, anthracene and
tetracene; all consisting of two main sides. It appears that the simulated spirals, like the morpholo-
gies, are lacking certain directions. This might explain the limited quality of the predictions found for
the side faces.
12.6 Crystals without screw dislocations
The crystals presented in the previous sections are all grown at relatively low driving forces. As Figure
12.4 shows the {001} faces without dislocations do not grow at low driving forces. This means that
crystals with defect free {001} faces are not able to grow out to be large enough to be observed and
only crystals with dislocations will appear. If the driving force is high enough for the {001} faces to
grow without dislocations, also crystals with perfect {001} faces would be observed. These crystals
would have morphologies as presented in Figure 12.5a, c and e. The side faces are, for these high
driving force, kinetically rough and the morphology will therefore be rounded.
Very small crystals were grown at high driving forces by simply heating the bottom of a glass vial
containing a small amount of tetracene to 200◦C. This produces a highly supersaturated vapour, in
which homogeneous 3D nucleation of crystallites takes place. The small convecting crystallites were
collected on a glass substrate and were examined by AFM. Figures 12.9a and b show two of the thus
formed crystallites. The crystallite in the left image has a thickness of approximately 15 unit cells; the
crystal in the right image of some 10 unit cells. The sharp patterns on the surfaces indicate the nuclei
on the top side of the crystal; the less clear patterns on the bottom side. Both crystallites only show
2D nucleation and do not possess spiral hillocks. This proves that crystals without screw dislocations
have morphologies similar to Figure 12.5e. These crystals can however only be formed at very high
driving forces. At low driving force only crystals with screw dislocations can be formed.
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(c)
(20l)
(01l)
−
−
(11l)−
(11l)(001)
(d)
Figure 12.9: (a)-(c) AFM images of tetracene crystals grown at very high driving forces. (a) and
(b) show the whole crystal; (c) a detail of the surface. (d) gives a schematic representation of the
morphology of these thin crystals.
12.7 Conclusions
The present chapter shows that the crystals of naphthalene, anthracene and tetracene which are grown
under normal growth conditions always have screw dislocations on the basal {001} faces. If these
screw dislocations are not present, the basal faces cannot grow and no crystal will be formed at
moderate driving forces. We expect this observation to be generally true for comparably anisotropic
crystal structures. Monte Carlo simulations of all important faces of anthracene in the presence of
screw dislocations showed that the growth rate of all faces except the slow growing {001} faces are
hardly affected as compared to the growth rate of defect free faces. This means that the aspect ratio
of the crystals is much smaller in the presence of screw dislocations. A similar situation was found
for gibbsite (γ-Al(OH)3) crystals [23, 24] and paraffin crystals [25].
The attachment energy morphology prediction method resulted in morphologies which are rea-
sonably close to the observed morphologies. This method generally gives block-like morphologies
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with a too low aspect ratio. This is because the attachment energies are the result of the sum of
various interactions in the crystal graph, whereas in reality the step energies play an important role
in determining the growth rate and they are often determined by the sums and differences of bond
energies. This leads to much larger aspect ratios. The present chapter shows that this larger aspect
ratio is reduced again by the presence of screw dislocations.
Needle crystals also have a high anisotropy in step energies leading to their large aspect ratio in
morphology. For needle crystals it is however much more difficult to develop spirals which contribute
to the growth of the slow growing side faces, since these faces are often too narrow for spirals to be
able to rotate in the nucleation phase. Needle crystal can therefore often only be formed at driving
forces high enough to support 2D nucleation on the side faces (Chapter 14).
To generalise the reasoning of the present study, crystals with small aspect ratios due to the pres-
ence of screw dislocations on the slow growing faces are more often observed than very thin, defect
free, platelets. The reason for this is that latter can either not be formed at moderate driving forces or
they are ignored or not observed among the more block-like crystals.
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Chapter 13
Polar crystal morphology from the vapour
phase
H.M. Cuppen, W.S. Graswinckel, T.A.H. de Ruiter, H. Meekes
Abstract
Several explanations for the appearance of polar crystal morphologies have been introduced in the literature in
the past decades. Most of these consider crystals grown from solution, but also theories to explain polar growth
from the vapour phase are available. All these approaches lead to the same asymmetry in growth rate for
opposite faces both for growth and etching. The present chapter introduces a new explanation for polar growth,
which is based on the bulk crystal structure only. As a result, the asymmetry in growth rates of opposite faces
is reversed for etching and growing crystals. The polar etch and growth behaviour from the vapour phase of
two compounds, phthalaldehyde and resorcinol, is studied both experimentally and using computer modelling.
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13.1 Introduction
Understanding the growth morphology or outer shape of crystals has been the goal for many re-
searchers over the years. Not only from a purely scientific point of view, but also for industry the
morphology is an important crystal property. The outer shape of a crystal determines important fac-
tors like bioavailability, product quality and product handling. One of the first approaches to come
to a prediction of crystal morphology was made by Bravais and Friedel and later Donnay and Harker
with their ad-hoc BFDH approach [1, 2]. Nowadays, this method and the Hartman-Perdok [3–5]
approach together with the attachment energy law [6] are commonly used for morphology prediction.
Both methods, however, implicitly assume an inversion centre to be present in the crystal morphol-
ogy, even for crystal structures lacking this symmetry. For the latter type of crystals the opposite faces
(hkl) and (h¯k¯l¯) need not be symmetry related. These crystals often have polar morphologies in the
sense that a face (hkl) has a different morphological importance as compared to the face (h¯k¯l¯). Since
the two classical methods cannot account for this polarity, several other hypotheses have been devel-
oped and tested over the past years to describe the observed morphology. Some of these hypotheses
are briefly discussed in the next section. All have in common that they explain the polarity in growth
by a difference in interfacial behaviour like a difference in adsorption of the solvent to the surface
or a difference in surface reconstruction. The present chapter introduces a new mechanism for polar
growth which is determined by bulk interactions only. We show that this new mechanism, in contrast
with the surface based mechanisms, has a reversed effect on growth as compared to etching.
To test the relevance of this new mechanism, Monte Carlo simulations of the growth and evap-
oration of two compounds, phthalaldehyde and α-resorcinol, are compared with crystals of these
compounds grown from the vapour phase. Section 13.4 shows the results of the experiments for ph-
thalaldehyde; Section 13.5 for α-resorcinol. The experimental morphology of phthalaldehyde shows
an opposite effect for growth and etching. For α-resorcinol no opposite effect for growth and etch-
ing by evaporation is found. We believe that this is due to the presence of water, blocking the slow
growing face. Water is hard to remove from the system especially in the case of resorcinol due to its
hygroscopic nature.
13.2 Mechanisms for polar growth
Most of the polar morphologies are obtained for solution growth and the polarity of the crystal shape
is often explained by the wetting of the growing interface by the solvent. Two different situations
are discerned. For the situation which is often referred to as “less than equivalent wetting”, the
interactions between the solvent and the crystal, although different for the two opposite faces, are
relatively weak for all crystal faces and the solvent molecules do not occupy specific positions at
the interface. For “more than equivalent wetting” the interaction of the solvent molecules with the
interface is stronger and often at specific positions. In the case of less than equivalent wetting, the
wetting by the solvent molecules reduces the edge energy of 2D nuclei and spirals as compared to
the case of no wetting and thus promotes growth. A face with a higher degree of wetting will have a
higher growth rate. There is a limit, however, as for more than equivalent wetting or when the solvent
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Table 13.1: An overview of the different approaches to explain polar morphologies. (hkl) and
(h¯k¯l¯) are opposite polar faces of which (hkl) is the fastest growing face.
Hypothesis Fastest growth Fastest etching
Less than equivalent wetting (hkl) (hkl)
Blocking by solvent, impurities or self poisoning (hkl) (hkl)
Polarisation (hkl) (hkl)
Relaxation (hkl) (hkl)
Kinetic pathways in structure (present approach) (hkl) (h¯k¯l¯)
molecules stick strongly to the surface at specific positions, the displacement of the solvent molecules
from the growth sites becomes the rate limiting step and the solvent therefore inhibits crystal growth
[7–9]. A famous example of growth inhibition is α-resorcinol grown from aqueous solution leading
to a polar morphology, specifically for its {011} faces [10–12]. In this case, crystal growth mainly
occurs at the (01¯1¯) surface. Energy calculations and molecular dynamics simulations reveal that water
molecules bind strongly and at specific positions to the hydroxyl oxygens protruding from the (011)
surface thus blocking growth at that face [12].
Similar argumentation can be used to explain the inhibition of the growth of specific faces of a
crystal by tailor-made additives, impurities or by self poisoning [8, 13–15].
In contrast, in the case of vapour growth the polar morphology cannot be explained by a solvent
effect and other causes for the polar morphology have to be searched for. Urea is the best studied
compound which shows a polar morphology while grown from the vapour phase. Mainly three groups
are involved in this case: Docherty et al. [16] who suggested that the polarity in growth is due to a
difference in charge distribution and George et al. [17] and Engkvist et al. [18] who both focussed
on the relaxation of the different urea surfaces. Docherty et al. calculated the charge distribution of
the molecules in the (111) and the (1¯1¯1¯) faces and recalculated the attachment energies using this
distribution. The difference was large enough to explain the polar morphology. Their exact approach
is, however, not clear from the original paper.
George et al. and Engkvist et al. both calculated the relaxation of all urea faces and corrected the
surface energies for this relaxation. They did not find an effect strong enough to explain the observed
morphology, but the polar morphology could be explained using a kinetic argumentation. The (111)
surface has a much larger displacement as compared to the bulk structure than the opposite face.
Growth on this surface will therefore be a two-step process because as a layer grows the original
surface molecules will have to move to their bulk positions and the newly attached molecules take the
relaxed positions.
Table 13.1 gives an overview of the approaches mentioned above which are used to explain polar
morphologies. The less than equivalent or equivalent wetting situation and the polarisation of the
surfaces give rise to a promotion of crystal growth whereas complicated relaxed surface structures and
blocking of the surface by solvent molecules, additives, impurities or self poisoning lead to inhibition
of growth. Notably, all mechanisms have the same promotion or inhibition effect for etching as for
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Figure 13.1: Phthalaldehyde (a) has four growth units in the unit cell (b) and crystallises in space-
group Pna21. (c) The top view of the (2¯11¯) face. The thin lines indicate the strong bonds.
growth. The present chapter introduces a new mechanism to explain the polar morphology. This
mechanism has a reverse effect for etching as compared to growth.
13.3 Differences in kinetic pathways
In contrast with the kinetic theories presented in the previous section, the difference in growth be-
haviour of opposite faces is in our explanation not due to an interface effect like relaxation or in-
hibition by foreign molecules; as a result of the bulk crystal structure only, a difference in kinetic
pathways to come to a critical 2D nucleus is found for opposite polar faces. If separate growth units
are attached to a face (hkl), the formation rate of the critical nucleus is to a large extent determined by
the highest energy barrier of the cheapest route to form such a nucleus. This energy can be different
from the highest energy for such a pathway at the (h¯k¯l¯) face. We will explain this using the example
of phthalaldehyde (Figure 13.1a).
Phthalaldehyde crystallises in the polar spacegroup Pna21 and has four molecules in the unit
cell (Figure 13.1b). For our analysis we use a crystal graph. In a crystal graph the molecules are
represented by spheres and the intermolecular interactions by bonds in between the spheres. The
first step in constructing a crystal graph is the optimisation of the crystal structure with respect to
the energy as to have a better match with the chosen force field. We used the Cerius2 program [19]
for this purpose. The Dreiding force field [20] in combination with ESP derived point charges was
used. Only the interactions stronger than≈ 1kT (0.6 kcal/mol for 300 K) were included in the crystal
graph.
The (21¯1) and (2¯11¯) faces of phthalaldehyde are polar. Figure 13.1c shows the top view of the
most stable (2¯11¯) surface. The thin lines indicate the strongest intermolecular interactions, present in
the crystal graph. We now attach the four growth units in the unit cell one by one to the surface and
calculate the paths of the cheap routes in terms of energy. We restrict our analysis to the cheapest
routes possible attaching only five growth units and do not consider entropy effects.
Figure 13.2 shows the kinetic pathways for the (21¯1) and (2¯11¯) surfaces. For the (21¯1) face the
first steps to form a lowest energy nucleus are adding two GU1s followed by GU3 connecting the
GU1s. Then GU4 and GU2 can be added. This pathway has a total energy cost of 17.88 kcal/mol.
For the (2¯11¯) face adding two GU2s are the first steps in the lowest energy pathway. Adding the same
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Figure 13.2: The routes with the lowest energies involved for adding five growth units to the (a)
(21¯1) and (b) (2¯11¯) surface. The (21¯1) routes are the, in terms of energy, easiest accessible ones. The
energies are given in kcal/mol. (c) A schematic representation of the energies involved in adding a
GU to the (21¯1) face as discussed in the text.
number of growth units as for the (21¯1) face leads to the addition sequence GU2-GU2-GU4-GU3-
GU1 with a total energy cost of 12.92 kcal/mol. These small nuclei on both surfaces can grow out to
a complete layer with similar or lower barriers than the ones mentioned here.
Comparing both surfaces shows that the (2¯11¯) face has a low energy path with a maximum barrier
of 8.14 kcal/mol versus 8.80 kcal/mol for the opposite face and that the nucleus has a lower energy.
The (2¯11¯) face is therefore likely to grow faster than (21¯1). Figure 13.3a shows the growth rates
of these polar opposite faces of phthalaldehyde obtained by Monte Carlo simulations. The program
MONTY was used for this purpose. We refer to Boerrigter et al. [21] for more details on the program.
Figure 13.3a shows that (2¯11¯) has a slightly higher growth rate as compared to (21¯1), which is a result
of the difference in kinetic pathways as explained previously. Figure 13.3b shows the evaporation rate
of the same faces. Now the (21¯1) face evaporates slower than the (2¯11¯) face. To explain this behaviour,
we will focus on the details of the previous analysis. For this purpose we distinguish three sets of
bonds. One set, Enet, represents the interactions of a growth unit with other growth units within the
connected net in the growth layer. The two other sets, E21¯1 and E2¯11¯, represent the interactions of the
growth unit with the growth units in the layers in the (21¯1) and the (2¯11¯) direction, respectively. The
energy cost of attaching growth unit i on top of the connected net of the (21¯1) face is given by
Eattach,i
(21¯1)
= Ei21¯1 +E
i
net − Ei2¯11¯ (13.1)
as is schematically drawn in Figure 13.2c. For the (2¯11¯) face the energy cost is
Eattach,i
(2¯11¯)
= Ei2¯11¯ +E
i
net − Ei21¯1 (13.2)
Adding a second growth unit j to the (21¯1) face adjacent to unit i gives rise to an additional energy
cost of Eattach,j
(21¯1)
minus the interaction energy between the growth units i and j. This interaction
energy is obviously the same for the (21¯1) and the (2¯11¯) faces. On the other hand, if we determine
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Figure 13.3: The growth/etch rates of two polar faces of phthalaldehyde as a function of the driving
force as obtained by Monte Carlo simulations. The Monte Carlo simulations are performed at a
temperature of 300K. For the attachment and detachment probabilities of the growth units the random
rain scheme [22, 23], without surface diffusion, was used. A difference in growth/etch rate between
the polar faces can be observed. The difference in shape for the growth and evaporation curves is a
result of the random rain probability scheme used.
the energy cost of detaching a single molecule embedded in a connected net at the crystal surface, we
get
Edetach,i
(21¯1)
= Ei2¯11¯ + E
i
net − Ei21¯1 (13.3)
for the (21¯1) face and
Edetach,i
(2¯11¯)
= Ei21¯1 + E
i
net − Ei2¯11¯ (13.4)
for the (2¯11¯) face. These are exactly the reverse energies of the growth situation. The kinetic pathways
of etching the (21¯1) surface are therefore the ones shown in Figure 13.2b and for etching the (2¯11¯)
face those in Figure 13.2a. This explains why for the kinetic pathway approach the fast growing face
corresponds to the slow dissolving face. This analysis holds for all surfaces. For non-polar surfaces
Ehkl and Eh¯k¯l¯ are equal and the growth and etch rates for the opposite faces are also equal. In the
case of polar faces the energies can be different and then one of the faces grows faster and etches
slower. According to Table 13.1 this is the only mechanism which shows this behaviour.
13.4 Phthalaldehyde
The mechanism proposed here was tested by appling a series of growth and etch experiments on
vapour grown crystals of phthalaldehyde. Figures 13.4a-b shows a growth cycle, Figures 13.4c-d an
etching cycle. The crystals were grown in a specially designed cell, which allows the temperature of
the evaporating source material and the substrate to be controlled independently by means of an elec-
trical heater (source material) and a thermostated water bath. The phthalaldehyde was evaporated at
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Figure 13.4: Phthalaldehyde crystals grown from the vapour. The source material was evaporated
at 19.6 ◦C. The crystals were grown at 19.0 ◦C and etched at 21.0 ◦C. (a)-(b) show a growing crystal,
(c)-(d) a etching crystal.
19.7 ◦C. The crystals were grown at 19.0 ◦C and etched at 21.0 ◦C. The experiments were performed
under ambient pressure because of the high vapour pressure of phthalaldehyde. Since phthalaldehyde
can react with oxygen under the influence of light, the cell was filled with nitrogen gas before the
experiment and the cell was covered during the experiment.
Figure 13.5 shows a schematic representations of the morphology of phthalaldehyde with the two
possible polarities. Measurements of the X-ray Bijvoet pairs for the crystal in Figure 13.4 indicated
thte left configuration to be the correct one with a certainty of 70%. We use this indexing in the
following analysis of Figure 13.4. The inclined side faces are of the form {21¯1} which consists of
four faces, (21¯1), (2¯1¯1), (211) and (2¯11). The latter two faces have a smaller reentrant corner with the
substrate and therefore grow faster than the first two faces. We focus on the larger (21¯1) and (2¯1¯1)
faces. These faces show a huge difference in growth rate as compared to their opposite faces; only one
of the two sets appears in the morphology. Note that these faces would appear at the top of the crystal
and would not form a reentrant corner with the substrate, which means that they would grow slower
without the polar effect. The growth morphology of a crystal is determined by the slow growing faces,
which means that the faces that appear in the morphology are the slower growing orientations. The
(21¯1) and (2¯1¯1) faces grow therefore slower than the opposite directions despite the reentrant corner.
The etch morphology is, however, determined by the fast etching faces. The etching cycle still shows
the same faces which means that the slow growing face is also the fast etching face, since otherwise
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Figure 13.5: Schematic representations of the morphology of phthalaldehyde with the two possible
polarities. (a) corresponds to the crystal in Figure 13.4 with a certainty of 70%.
the opposite faces would have appeared in the morphology. These observations are in agreement with
our kinetic pathways model as explained in Section 13.3 and the Monte Carlo simulations.
13.5 α-Resorcinol
α-Resorcinol is a famous example of a crystal with a polar morphology and it crystallises in the same
polar spacegroup Pna21 as phthalaldehyde. Resorcinol crystals were grown from the vapour in the
same cell as the previous experiments. Figure 13.6a shows a typical α-resorcinol crystal. The same
cycling growth and etch experiments were performed for α-resorcinol to check for the mechanisms
behind the polarity in growth rate. Resorcinol was evaporated at 38 ◦C. The crystals were grown
at a temperature of 35◦C and etched by evaporation at 40◦C. During growth the growth cell was
evacuated. Figures 13.6a-b show the growth of the crystals. Figure 13.6c-d the etching of the same
crystals. The black lines indicate the shape of the original crystal in Figures 13.6a and c and serve
as a guide to the eye. The pictures show that both growth and etching mainly occurs in the direction
to the right. Since both growth and etching occurs in the same direction, these experiments do not
confirm the proposed mechanism, since according to this mechanism growth and etching should be
reversed. Since resorcinol is very hygroscopic we expect that the polarity in growth rate is caused by
inhibition of the left faces by water molecules present in the system. Although the system is evacuated
we expect there to be enough water left to block the surface of the crystals.
13.6 Conclusions
The present chapter introduces a new model to explain the polar morphology of crystals grown from
the vapour phase. As far as we know this is the first approach to explain the polar morphology of
crystals from the bulk structure only and not as an interface effect. Moreover, it is the first approach
in which the barriers for polar opposite faces are reversed for growth and evaporation. We found that
for crystals with a non-centrosymmetric spacegroup the kinetic pathway to form a 2D nucleus can
be different for faces (hkl) and (h¯k¯l¯). The pathway for growth of the face (hkl) is the evaporation
pathway of the face (h¯k¯l¯) and vice versa.
13.7. Acknowledgements 211
(a) (b)
(c) (d)
Figure 13.6: α-Resorcinol crystals grown from the vapour. The source material was evaporated at
38 ◦C. The crystals were grown at 35 ◦C and etched at 40 ◦C. (a)-(b) show growing crystals, (c)-(d)
etching crystals.
The vapour growth experiments for α-resorcinol did not show this reverse effect and here the
polar growth behaviour is probably due to inhibition by water molecules present in the system. For
phthalaldehyde only one set of the {21¯1} and {2¯11¯} faces is observed for both growth and evaporation
conditions. This can only be explained by the mechanism introduced in this chapter. All other existing
explanations would lead to the appearance of the opposite faces under etching conditions.
The present explanation based on kinetic pathways is however only confirmed for the set of the
{21¯1} and {2¯11¯} faces of phthalaldehyde. Further research is needed to verify this behaviour for
more compounds and different faces.
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Chapter 14
The needle-like morphology of aspartame
H.M. Cuppen, A.R.T. van Eerd and H. Meekes
Abstract
The needle-like morphology of aspartame form II-A is studied by means of Monte Carlo simulations. Growth
simulations for all F-faces show merely three faces with a nucleation barrier for growth: two side faces and
one top face. Calculations of the energies involved in the growth for a few representative faces are in good
agreement with these simulations. For two of these faces, nuclei or steps could be formed without any energy
cost. The simulations explain the needle shape of aspartame crystals and also the high supersaturation needed
to nucleate the crystals.
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Figure 14.1: An aspartame spherulite grown from a 2.72 mass-% methanol-water (60/40) solution at 24 ◦C .
14.1 Introduction
Aspartame is an artificial low-calorie sweetener, 200 times sweeter than sugar, and is as such an
important component in many low-calorie, sugar-free foods and drinks. The molecule consists of two
amino acids: L-phenylalanine and L-aspartic acid giving aspartame a hydrophobic and a hydrophilic
side. Aspartame is known to grow in different pseudo-polymorphic forms; each containing a different
amount of water of hydration and all having a needle-like morphology. All forms generally give rise
to spherulites consisting of very fine needles. Figure 14.1 shows a typical example grown from a
methanol-water solution at 24 ◦C. Due to the formation of the very fine needles, single crystal X-ray
diffraction is very hard and only of one polymorph the complete crystal structure is reported in the
Cambridge Structural Database (CSD) [1]. Hatada et al. [2] determined this structure after screening
a large number of solvent systems to obtain thick enough needles. They obtained crystals suitable
for X-ray diffraction from a solution containing water, ethanol, acetone and DMSO. The polymorph,
they measured, was later named phase II-A and has space group P41.
The subject of the present paper is to understand why aspartame grows in this very extreme crystal
habit with aspect ratios even up to 104-106. By getting more insight in needle or whisker growth we
aim also to obtain clues for changing the morphology in more desired shapes e.g. by using well chosen
crystal habit modifiers. After all, needles often pose problems during industrial processing giving rise
to blocking of filters, problems with washing, or attrition resulting in a lower product quality.
The growth morphology of crystals is generally determined by the slowest growing faces. In the
case of needles this means that in the needle direction no slow growing faces exist. This can be due to
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two reasons: either there is no crystallographic orientation with a connected or F(lat) face at the tops
of the needles or these F-faces grow for some reason relatively very fast. Our first step is therefore to
determine all F-faces by searching for orientations having connected nets. The results are discussed in
Section 14.3. The connected net analysis is based on a crystal graph which is a model representation
of the crystal structure, in this case the structure of phase II-A. Section 14.2 gives more details. We
then use Monte Carlo simulations to study the growth of all flat faces. A previous study on needle
growth of fat crystals [3] showed that the attachment energy method for determining the morphology
fails for needle-like crystals. Monte Carlo simulations can then help in understanding the fast growth
in the needle direction. Section 14.4 shows the Monte Carlo results for aspartame and Section 14.5
discusses these results in terms of growth step energies.
14.2 From crystal structure to crystal graph
In order to do a full connected net analysis first a crystal graph has to be constructed. For a detailed
explanation of the method we refer to Grimbergen et al. [4]. A crystal graph is a representation of
the crystal structure where the growth units, in this case molecules, are represented by dots and the
intermolecular interactions between the growth units by sticks with a certain bond strength. These
bond strengths are a summation of all individual interactions like electrostatic, Van der Waals interac-
tions and hydrogen bonding, between the atoms in both molecules. The construction of such a crystal
graph is usually straightforward, provided that one has a reliable force field. In the case of aspartame
the procedure is more complicated, since the structure contains water.
Figure 14.2 shows the unit cell of phase II-A, which crystallises in space group P41 with four
molecules in the unit cell (Z = 4), resulting in two channels along the c-axis. The hydrophobic
channel in the centre of the unit cell contains the phenylalanine groups which are bonded via Van der
Waals interactions. The hydrophilic channel is surrounded by the aspartic group and is filled with
water molecules making a network of hydrogen bonds. These hydrogen bonds are indicated by the
dashed lines in Figure 14.2a. Not only hydrogen bonds between the aspartame molecules and the
water molecules are formed, but the aspartame molecules are also mutually connected.
To determine the interaction strengths between growth units and to minimise the energy of the
crystal structure we use Cerius2 with the Dreiding force field. The electrostatic and Van der Waals
interactions were calculated using Ewald summation and Gasteiger point charges.
The problem when constructing a crystal graph, is whether or not the water molecules play an
important role in the stabilisation of the crystal structure and should therefore be included in the
crystal graph. In the next section, we first look at the effect of the water of hydration on the crystal
structure.
14.2.1 Water of hydration
Phase II-A is a hemihydrate with two water molecules per unit cell. The water molecules in the
structure impose two problems when modelling the morphology. Placing the water molecules at
fixed crystallographic positions reduces the symmetry of the whole structure to P21, whereas the
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(a)
(b)
Figure 14.2: (a) c-projection of four unit cells of aspartame II-A; the hydrophilic channels are at the corners of the unit
cells; the hydrophobic channels at the centre. The dashed lines indicate the hydrogen bonding. (b) The unit cell after
minimisation without water present. The molecules form a new hydrogen bonding network.
spacegroup symmetry is P41 as determined by single crystal X-ray diffraction. Another problem is
that we do not have any information about the incorporation mechanism of the water molecules into
the structure as compared to the incorporation of the aspartame molecules. This makes Monte Carlo
simulations less reliable, since they simulate the process of incorporation.
On the other hand, if the water molecules do not play an important role in the stabilisation of
the crystal structure and the incorporation of the aspartame molecules is the rate limiting step for
crystal growth, it is justified to do the minimisation of the energy and to construct the crystal graph
without water of hydration present. Since the water molecules are situated in channels, they might
14.2. From crystal structure to crystal graph 219
be able to move in the structure and fulfil these requirements. To check this, several structures with
two randomly placed water molecules were minimised to check for preferred positions. No preferred
positions were found indicating that the water molecules are not strongly bound at one specific site
and can probably move freely through the channel. The distance between the two molecules was for
all minimised structures approximately the same. Based on these results we expect the incorporation
of the water molecules not to be the rate limiting step for crystal growth. We therefore do not include
the water molecules in our crystal graph.
One of the two requirements is now fulfilled: the incorporation of the water molecules is not likely
to be the most important step in crystal growth. But minimisation of the crystal structure without the
water molecules present still might be a problem, since it can lead to a completely different crystal
structure. Aspartame is known to have different pseudo-polymorphs depending on the amount of wa-
ter present in the structure and the water molecules in the structure are considered to play an important
role in the stabilisation of the crystal structure. We see however that the minimised structure with-
out water molecules has very similar lattice parameters (Table 14.1) and structure (Figure 14.2b) as
compared to the experimental structure. The minimised structure with water present is more affected
as is shown in Table 14.1. On first sight, this seems strange, since the water molecules are expected
to stabilise the structure, but if one considers the spacegroup which is imposed during minimisation,
it is not. If no water molecules are present the P41 spacegroup can be applied, keeping the angles at
90◦, the a and b axes equal and applying the four-fold screw axis, during the minimisation. These
constraints make that only a few configurations are possible. The configuration does not alter much,
probably since a hydrogen bonding network between the aspartame molecules is already formed in
the absence of water.
In Chapter 15 we will show that for the aspartame I-A structure water molecules cannot be re-
moved during the minimisation. In that case the structure has spacegroup P21 and the hydrophilic
channel consists of the aspartic groups of six aspartame molecules and is much wider than this one.
Since the system has now much more degrees of freedom, the hydrophilic channel deforms drastically
during the minimisation without the water molecules. On top of that, the hydrogen bonding network
of the hydrophilic channel contains water molecules which are outside the channel in between the as-
partame molecules. So the aspartame molecules are not directly connected to each other via hydrogen
bonds.
14.2.2 Constructing the crystal graph
The crystal graph is obtained after minimisation of the crystal structure. Table 14.2 gives the positions
and the labels of the centres of mass of the four growth units (GU) in the unit cell. All molecule-
molecule interactions are calculated in a range of three unit cells using the same force field and point
charges as used for the minimisation. Ewald summation is switched off, since the interactions in the
crystal graph are direct interactions between the growth units and do not include crystal periodicity.
The crystal graph is limited to the strongest interactions. Table 14.3 gives the seven strongest inter-
actions. The fifth column shows the bond energy calculated with respect to vacuum. Since our aim is
to simulate the growth of aspartame from solution, we scaled the vacuum crystallisation energy to the
dissolution enthalpy. The dissolution enthalpy (∆H = 8.38 kcal/mol) of phase I-A is used [5]. We
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Table 14.1: The experimental cell parameters of aspartame and the cell parameters after minimisation without and with
the presence of water of hydration.
CSD minimised minimised
(DAWGOX) without water with water
spacegroup P41 P41 P21
a (A˚) 17.69 17.43 19.23
b (A˚) 17.69 17.43 15.86
c (A˚) 4.92 5.19 5.16
α(◦) 90 90 90
β(◦) 90 90 90
γ(◦) 90 90 84
Table 14.2: The labels and positions of the four growth units in the unit cell. The positions of the growth units represent
the centre of mass of each of the molecules and are given in fractional coordinates.
label x y z
1 0.347 0.870 0.100
2 0.653 0.130 0.600
3 0.130 0.347 0.350
4 0.870 0.653 0.850
assume that this value does not differ too much from that of phase II-A. The scaling is achieved by
setting Emoth in the Monte Carlo simulation program to -26.11 kcal/mol [6]. This parameter scales
the vacuum bonds according to
Escaled = Evac − EvacE
moth
Ecryst
. (14.1)
The resulting scaled bonds are given in the sixth column of Table 14.3.
In our crystal graph as presented in Figure 14.3 only the four strongest bonds, p, q, r and s, are
included. These four bonds are much stronger than the other interactions. We restrict our analysis to
these four, since the interpretation of the simulation results become much more complex for a larger
set of bonds. In Section 14.4 we will show that including in the crystal graph all bonds stronger than
0.5kT = 0.30kcal/mol for T = 300K, as given in Table 14.3, leads to an even more elongated needle
crystal.
14.3 The Hartman-Perdok morphology of aspartame
Hartman and Perdok [7–9] developed a theory that relates the crystal morphology to the crystal graph.
They showed that crystals are bounded by faces that are parallel to at least two intersecting periodic
bond chains (PBCs). These faces are called flat faces (F-faces) and usually determine the morphology
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Figure 14.3: One unit cell and the crystal graph of aspartame II-A without water
Table 14.3: Crystal graph; Bond energies in kcal/mol
bond label direction length bond energy bond energy
GU-GU [uvw] (A˚) after scaling
1-3 p [011¯] 9.93 -11.02 -2.68
1-1 q [001¯] 5.19 -9.87 -2.40
1-3 r [001¯] 10.60 -7.07 -1.72
1-2 s [011¯] 7.47 -6.52 -1.58
1-3 [000] 9.94 -2.51 -0.61
1-2 [012¯] 10.47 -2.16 -0.52
1-3 [001] 11.80 -1.54 -0.37
of crystals. From a statistical mechanical point of view this can be understood as follows [10]. Faces
that do not contain a connected net, have zero step energy in at least one direction along the face and,
therefore, grow rough. Flat faces have a non-zero step energy in any direction. The step energies are
related to Eslicehkl , i.e. the sum of the bond energies within a slice of the thickness dhkl. F-faces with a
large slice energy grow generally slowly and have a small attachment energy, Eatthkl, since:
Ecryst = Eatthkl + E
slice
hkl , (14.2)
where Ecryst is the crystallisation energy. The small growth rate of F-faces implies that they will be
the most prominent faces on a growing crystal and, therefore, have a high morphological importance.
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Table 14.4: Orientations (hkl) that are connected, the interplanar distance, the number of connected nets and the attach-
ment energy of the strongest net are given.
(hkl) dhkl # Att. Energy Scaled att. Energy face type
(A˚) (kcal/mol) (kcal/mol)
(100) 34.86 4 -27.18 -6.60 side
(110) 24.65 3 -36.18 -8.79 side
(101) 5.13 8 -84.22 -20.46 top
(111) 5.08 4 -91.83 -22.31 top
(201) 4.97 7 -84.21 -20.46 top
(211) 4.92 4 -91.83 -22.31 top
(121) 4.92 4 -91.83 -22.31 top
(221) 4.78 2 -91.83 -22.31 top
(301) 4.74 1 -83.67 -20.33 top
(131) 4.69 1 -99.20 -24.10 top
(311) 4.69 1 -91.28 -22.18 top
(231) 4.57 1 -99.20 -24.10 top
(321) 4.57 1 -91.28 -22.18 top
From the connected nets, a morphology can be constructed using their attachment energies. The
relative growth rate Rhkl of F-faces is usually considered to be proportional to Eatthkl:
Rhkl ∝ Eatthkl. (14.3)
To determine all connected nets, the crystal graph based on the bonds p, q, r and s of Table 14.3
is used as the input for the program FACELIFT [11]. FACELIFT searches for periodic bond chains,
combines these into connected nets and calculates their attachment energies. Table 14.4 shows the
attachment energies for the strongest connected net for all flat faces, both using the vacuum bond
energies and the scaled energies.
Each face (hkl) in Table 14.4 represents a form {hkl} with a multiplicity of four as a result of the
point group symmetry 4. ( (001) would not have this multiplicity, but this top face is not connected.)
FACELIFT does not make a distinction between opposite faces and thus adds an inversion centre to
the morphology. This results in a multiplicity of eight for all forms of top faces. There are two forms
of F-faces corresponding to the side faces of the needles: {100} and {110}. The remaining faces are
all top faces.
By applying the Wulff construction to the calculated attachment energies, using Eq. 14.3, the
Hartman-Perdok growth morphology is determined. The resulting attachment energy morphology is
shown in Figure 14.4. The largest faces on this morphology are the {100} side faces. In Table 14.4
these faces have the lowest attachment energy. The {110} side faces are much smaller. Furthermore,
the top faces of the morphology are the {101} faces. This attachment energy morphology clearly
does not resemble the needles observed experimentally.
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Figure 14.4: Attachment energy morphology of aspartame II-A based on Hartman-Perdok theory.
14.4 Monte Carlo simulations
In the previous section the morphology of aspartame was predicted by using the attachment energy
method. A better way to predict the growth morphology is to derive the relative growth rates directly
from kinetic Monte Carlo simulations based on the actual crystal structure and the growth mechanism.
For that we use the simulation program MONTY [6].
14.4.1 Simulation method
The Monte Carlo simulation program MONTY is able to simulate the growth of any crystal structure
at any temperature and driving force using the birth-and-spread mechanism or a combination of spiral
growth and birth-and-spread. The program uses a crystal graph of the crystal structure as input. We
refer to Boerrigter et al. [6] for more details on the program. The growth of all F-faces (Table 14.4) is
simulated using MONTY at a temperature of 300 K and a broad range of driving forces. Array sizes of
100 × 100 unit cells were used and periodic boundary conditions are applied to reduce edge effects.
Increasing or decreasing the size of the simulation array did not have an effect on the simulation
results.
For the attachment and detachment probabilities of the growth units the random rain scheme
[12, 13], without surface diffusion, was used. This can be achieved by setting the kinetic parameter
λ as introduced by Boerrigter et al. to zero. This scheme gives a good description of solution growth
(see Chapter 3). All growth units enter the surface at confined sites as described by the crystal graph.
During the simulations we measure the sticking fraction SF , defined as
SF =
#attachments−#detachments
#attachments
. (14.4)
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Figure 14.5: Sticking fraction as a function of the driving force for various faces of aspartame II-A at 300K (a) using the
crystal graph containing four bonds, p, q, r and s, and (b) using the crystal graph containing all bonds stronger than 0.5kT
(Table 14.3).
The growth rate R can be estimated from the sticking fraction via
R = I0P+VcellSF, (14.5)
where I0 is the incoming flux of growth units per square meter per second in equilibrium, which is
assumed to be constant, P+ the attachment probability which is proportional to exp
(
∆µ
kT
)
, and Vcell
the volume of the unit cell.
14.4.2 Simulation results
Figure 14.5a shows the sticking fraction curves of a representative set of faces of aspartame II-A at
300K. The curves of the top faces (see Table 14.4) which are not shown here, show a growth behaviour
similar to the top faces displayed in this figure. The onset of a particular growth curve indicates the
threshold for the driving force at which that face starts forming 2D nuclei of sufficiently large size
resulting in appreciable growth. The higher the threshold driving force, the more stable the face.
These stable or flat faces have a higher morphological importance and determine the morphology.
All top faces, except the {201} face, grow in a rough mode for all driving forces. This implies that
the simulation temperature (300 K) is above the roughening temperature of these faces and that there
is no barrier for 2D nucleation. The growth onset of the {201} face is at about ∆µkT = 0.15. This face
has a low barrier for 2D nucleation as compared to the side faces. The side faces {100} and {110} start
to grow at much higher driving forces of approximately ∆µkT = 1.0 and 1.4, respectively. Generally,
rough faces grow out of the morphology leaving slower growing faces behind. In the absence of
such alternative faces, however, the crystal will grow fast in the roughened orientation. This leads to
high aspect ratios, i.e. long needles. This is a special case of the crystal habit determining conditions
discussed by Prywer [14] and Gadewar et al. [15].
Crystals of a size large enough to be observed can only be formed if the slowest growing faces,
in this case the {110} side faces, have a sufficiently high growth rate. Therefore, crystals cannot
grow below ∆µkT = 1.4 since the {110} side faces block the growth in all other side directions.
Experimentally, we indeed needed a high driving force of approximately ∆µkT ≈ 1.5 to get crystals.
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Figure 14.6: Morphology of aspartame II-A based on the Monte Carlo simulations at ∆µ
kT
= 1.5 (left) and 2.0 (right)
The high 3D-nucleation threshold results in spherulitic growth. Once beyond this threshold driving
force the crystals will immediately start to grow very rapidly in the needle direction. According to
Figure 14.5a, the top of the needle should be faceted by the {201} faces at very low supersaturations.
At ∆µkT ≈ 1.4 these faces are already kinetically rough. Faceted needle tops can only be obtained by
nucleation at high supersaturation and further growth at low supersaturation. In growth experiments,
faceted crystals are very occasionally observed. We were not able to observe any growth of form II-A
at these small supersaturations.
In Figure 14.6, the morphologies of aspartame II-A based on the Monte Carlo results are shown
for two different driving forces. The top faces are in reality not faceted, because they grow rough at
these driving forces. The flat faces shown in this figure are merely due to the Gibbs-Wulff construction
used for a finite set of orientations. The morphology at ∆µkT = 1.5 is clearly needle-like and is
in good agreement with the experimental morphology as shown in Figure 14.1, which is grown at
approximately the same driving force. The morphology at∆µkT = 2.0 is less needle-like. At these
higher driving forces, all faces grow rough and the aspect ratio of the crystals will become smaller.
Crystal growth will probably be bulk diffusion limited at these high driving forces resulting in tapered
needles [16].
Habit modifiers are often used to alter the morphology of a crystal by inhibiting the growth of
certain faces. Blocking the growth of one of the top faces would result in a smaller aspect ratio in the
case of aspartame. These crystals would then have a better shape from an industrial point of view.
The inhibition has however an undesired side-effect. If the top faces are blocked to such extent that
their growth rate equals the growth rate of the side faces, the overall growth rate of the crystals will
be very low even at high supersaturations. In the case of aspartame we, therefore, do not only need an
additive which slows down the growth of one of the top faces, but also one which promotes growth
of the side faces.
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Figure 14.5b shows the sticking fraction as a function of the driving force for some of the faces
obtained by simulations using a crystal graph which contains all bonds listed in Table 14.3. Now a
solvent energy of Emoth = −32.31 kcal/mol is used to scale the bonds. This new plot shows that the
two side faces, (110) and (100), are most affected by the extra bonds. The (110) face grows slower and
the (100) face grows faster. This can be explained as follows: all additional bonds are in the needle
direction, so they will be important for the 2D nucleation barrier of the side faces. Since the (010)
face is not present in the morphology and the growth rate of the (110) face is smaller, the morphology
based on Figure 14.5b will be needle-like with larger aspect ratios as compared to the ones shown in
Figure 14.6.
The sticking fraction curves in Figure 14.5a show differences in slope. The {201} face, for in-
stance, has a small nucleation barrier, but once it starts growing, it crosses the curve of the {311} face,
which has no nucleation barrier. The size of the nucleation barrier is determined by the nucleation
work depending on the edge energy of the two-dimensional nucleus and its volume. The slope of the
sticking fraction curve is, however, determined by the kinetics of the growth process. Different faces
have different growth kinetics. The total energy cost of adding one unit cell can be the same but the
energy barriers for adding the various growth units can be different. Higher energy barriers lead to
slower growth. Furthermore, for some orientations the structure of the surface is such that certain
growth units have to wait on the incorporation of other growth units before they can attach to the
surface with a low enough energy barrier. This leads to a decrease of the slope of the sticking fraction
curve. We will discuss these mechanisms in more detail in the following section.
14.5 Step energies
The previous section discussed the Monte Carlo simulation results of aspartame and showed that this
technique together with the crystal graph description of the crystal structure is able to produce needle-
like crystals where the attachment energy method based on Eq. 14.3 failed. As explained earlier, the
attachment energy is related to the slice energy which in turn is related to the step energy. Since
for the three most common growth mechanisms, 2D nucleation, spiral growth and step flow, the step
(free) energy is the most important parameter, the attachment energy method gives good results for
many simple structures [17]. For more complicated structures like aspartame, the relation between
step energies and attachment energies is no longer simple. In this section we will study the energies
involved in the growth of four of the most characteristic faces, {110}, {101}, {111} and {201}, in
order to explain the needle growth for the crystal graph based on the bonds p, q, r and s. This is
done by calculating the energy it costs to put nuclei and PBCs on the most stable connected net.
For meta-stable connected nets, there is generally an energy gain by putting certain growth units or
PBCs on the connected net. This will therefore always occur, resulting in a new connected net. This
procedure is continued until the most stable connected net is reached. There is usually only one stable
connected net, but there are some faces which have more than one stable connected net as we will
show. Moreover, it turns out that for some of the faces discussed here the most stable connected net
is not the onet with the lowest attachment energy.
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Figure 14.7: A snapshot of a typical {110} surface simulated at ∆µ
kT
= 1.7, showing several 2D nuclei. Lighter areas
correspond to higher regions. A nucleus with sides along [001], [11¯2] and [1¯12] is superimposed.
14.5.1 The {110} faces
The (110) face is a side face and has a large nucleation barrier of ∆µkT = 1.4. Figure 14.7 gives a
snapshot of a typical surface simulated at ∆µkT = 1.7. For the islands on the surface three sides along
the [001], the [11¯2] and the [1¯12] directions can be distinguished. These directions correspond to three
strong PBC directions of this face. To show how complicated the paths to reach a critical nucleus can
be, we will consider the {110} face in more detail.
Table 14.5 gives the energies involved when putting various combinations of growth units on the
most stable connected net. The first five lines give the energy costs of adding “low energy” PBCs on
top of the net. Generally, these low-energy PBCs have strong bonds in their chains. Sometimes more
PBCs are possible in one direction. The remainder of the table shows energies of adding growth units
to the cheapest PBC. The table shows that adding a PBC in the [001] direction consisting of growth
units 1 has the lowest energy cost of -13.04 kcal/mol, which is equal to two s bonds. This energy
is determined from Figure 14.8, which shows the most stable connected net of the (110) face in the
[001] projection. The PBC energy is found by subtracting the surface energy of the connected net
with the PBC on top (dash-dotted line) from the surface energy of the connected net without the PBC
(dashed line).
Based on the relatively low energy of the PBC with growth units 1, one would expect the nuclei
on the (110) surface to have steps along the [001] direction which are terminated by PBCs of growth
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Table 14.5: The table consists of two parts. The first part gives the energy cost of putting PBCs on the most stable
connected net of the (110) face per unit cell length. The directions of the PBCs and the labels of the growth units making
up the PBC are given. The last column gives the energies per growth unit in the step for the PBC. The second part gives the
total energy costs for attaching GUs to the cheapest PBC. The last column shows the energy cost of the last GU attached.
All energies are in kcal/mol and are not scaled.
direction GUs Energy Energy/GU in step
PBC
[001] 1 -13.04 -13.04
[001] 3+1 -18.18 -18.18
[001] 1+4+3+1 -26.08 -26.08
[11¯2] 1+3+4 -85.30 -28.43
[1¯12] 2+3+4 -121.48 -40.49
GUs on PBC Energy last GU
[001] 2 -28.76 -28.76
[001] 2+4 -47.42 -18.66
[001] 2+4+3 -68.28 -20.86
[001] 2+4+3+1 -79.04 -10.76
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Figure 14.8: The most stable connected net of the (110) face projected in the [001] direction. The thicker spheres and
lines represent the growth units in the crystal surface and the saturated bonds respectively. The thinner spheres and bonds
represent the atom positions which can be occupied and the bonds which can be saturated. Each of the growth units forms a
PBC with growth units of the same label in the [001] direction. These growth units are connected to each other via q bonds.
The dashed line indicates the surface without additional growth units; The dash-dotted line the surface with a PBC running
along [001] on top.
units 1. This is, however, not the case, since nuclei that fulfil these conditions like 1+4+3+1, have
a high energy cost of -26.08 kcal/mol and are therefore not likely to occur. The lowest energy of a
nucleus is one ending with growth units 3 on one side and growth units 1 on the other side, which is
also found in the simulations.
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Figure 14.9: Nucleus on the {110} surfaces of aspartame with a shape obtained from Eqs. 14.8-14.10.
From classical nucleation theory, we can estimate the shape of the nuclei formed on the surface.
We assume the nuclei to be stoichiometric and bound by three straight steps: along the [001], the
[11¯2] and the [1¯12] direction according to the low-energy PBC directions in Table 14.5. The scaled
step energies are respectively 4.40, 20.72 and 29.52 kcal/mol per unit cell length. Figure 14.9 gives
a schematic view of the nucleus. If the [001] sides have a length of m unit cells, the [11¯2] sides of n
unit cells and the [1¯12] sides consist of o unit cells, the number of unit cells in the nucleus is:
V = om+ nm+ 4no (14.6)
considering that one unit cell in the [11¯2] or [1¯12] direction corresponds to two unit cells in the [001]
direction. The Gibbs energy in kcal/mol then becomes
∆G = −4∆µ(om+ nm+ 4no) + 8.80m + 41.44n + 59.04o. (14.7)
Note, that in this expression we have only considered the scaled step energy instead of the step free
energy. The maximum in this energy is found at
m =
16.32
∆µ
unit cell length = 84.6
∆µ
A˚, (14.8)
n =
3.30
∆µ
unit cell length = 88.2
∆µ
A˚ (14.9)
and
o =
1.10
∆µ
unit cell length = 29.4
∆µ
A˚. (14.10)
Figure 14.9 shows the average nucleus shape based on Eqs. 14.8-14.10. The black lines in Figure
14.7 compare this nucleus shape with a nucleus on the surface. The average nucleus shape based on
classical nucleation theory resembles the nuclei as found in the simulation reasonably well given the
limitations of the nucleation model. One has to realize that in the nucleation model, there is no step
entropy included; moreover, the demand for stoichiometry is much less severe in simulations (and
reality). The size of the critical nucleus at this driving force (∆µ = 1.7kT ) is 17 unit cells along
[001], 3.5 along [11¯2] and 1.2 along [1¯12], which is approximately four times smaller than the size of
the superimposed nucleus.
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Table 14.6: Similar to Table 14.5, but now for the (201) face.
direction GUs Energy Energy/GU
PBC
[112¯] 1+2+4 -35.08 -11.69
[1¯12] 2+3+4 -36.18 -12.06
[010] 2+4 -35.08 -17.54
[010] 1+2+3+4 -26.08 -13.04
GUs to PBC
[112¯] 3 0.0 0.0
[112¯] 2 -14.14 -14.14
[112¯] 2+1 -14.14 0.0
[112¯] 2+1+3+4 -14.14 0.0
14.5.2 The {201} faces
The (201) face is the only top face with a (small) nucleation barrier of approximately ∆µkT = 0.15.
Table 14.6 gives an overview of some of the energies involved in the growth of this surface. As this
table shows, the energies for adding PBCs are somewhat lower for this surface than for the {110}
faces, but this small difference in step energy cannot explain the huge difference in barrier for 2D
nucleation growth. We also have to consider the energy it costs to add growth units to the step. Here
we only discuss the attachment of one unit cell to the steps with the lowest step energy. For the (110)
face, this is the [001] direction with steps consisting of PBCs made of growth units 1 and 3. For the
(201) face, the lowest energies are found for the [112¯] direction. The second part of Tables 14.5 and
14.6 give the energy barriers of adding a unit cell to the step for the (110) and (201) faces, respectively.
Comparison of these tables gives a clear difference; the step on the (201) face only needs to overcome
one energy barrier of -14.14 kcal/mol whereas the step on the (110) has an energy barrier each time
new growth unit is added. Moreover, the highest energy barrier for the (110) face is approximately
twice as high as for the (201) face, which results in a 7.5 times as a high nucleation barrier, since the
nucleation barrier depends exponentially on the barrier height. This is in agreement with the barriers
found with the Monte Carlo simulations (0.15 vs. 1.4).
Figure 14.10 shows a snapshot of the (201) surface at ∆µkT = 0.25. At this driving force, many
ad-atoms are visible on the surface, which indicates that they can easily be created. Comparing again
this face with (110) shows that creating ad-atoms by putting separate growth units 1 on the surface
is indeed relatively cheap (-13.04 vs. -32.80 kcal/mol). The surface still grows via the 2D nucleation
mechanism. The nuclei are not very well-defined but some steps can be distinguished in the [112¯]
and the [1¯12] direction. Using classical nucleation theory in the same manner as for the {110} faces
results in an aspect ratio of [1¯12]:[112¯] = 11.7:12.1 and a critical nucleus size of 7.1 × 8.5 unit cells
at ∆µkT = 0.25. The nuclei on the surface are approximately isotropic.
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Figure 14.10: A snapshot of a typical (201) surface simulated at ∆µ
kT
= 0.25.
14.5.3 The {101} faces
The (101) face is the most fast growing face. This rough growth behaviour can be explained by
determining the energy it costs to put a sequence of growth units on a connected net. Table 14.7
shows that nuclei can be formed and can grow out at zero energy cost. This makes this face a K type
face. Since this face can grow without energy cost, it will always grow rough. Some growth units
have to wait on each other in order to be for free in terms of energy cost. For growth unit 4, for
instance, first two 1+2 islands have to be formed next to each other. This leads to a smaller slope in
the sticking fraction. We will go into more detail of this K type face in a future paper.
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Table 14.7: The energy costs of nuclei on the {101} face and the growth units they consist of. All energies are given in
kcal/mol.
GUs Energy
2 0
1+2 0
1+2+4+1+2 0
1+2+4+1+2+2+2+3 0
Table 14.8: Similar to Table 14.5, but now for the {111} face.
direction GUs Energy Energy/GU
PBC
[112¯] 1+4+2 0.0 0.0
[011¯] 1+2+3+4 -14.14 -3.54
[101¯] 2+3+4 -22.04 -7.35
GUs to two PBCs
[112¯] 3 0.0 0.0
14.5.4 The {111} faces
The (111) face is also a fast growing top face. Table 14.8 shows the energies of nuclei and PBCs
added to the most stable connected net. On this face steps with zero step energy can be created in
the [112¯] direction. To form these steps an energy barrier of -13.04 kcal/mol has to be overcome by
putting growth unit 1 on the surface. Once the surface is covered with the PBCs consisting of GUs 1,2
and 4, a new connected net is reached on which GU 3 can be added without any energy cost, which
brings the surface back to the starting connected net. This face is therefore an S-type face and grows
rough.
14.6 Conclusion
This papers deals with the needle-like growth of aspartame form II-A. The extreme crystal habit of
aspartame with aspect ratios up to 104-106 cannot be explained using the classical attachment energy
morphology prediction method. We therefore used Monte Carlo simulations to explain the huge
difference in growth rate for the various crystal faces. Simulations for all connected faces resulted
in a sticking fraction plot which indicated three faces to have a nucleation barrier for growth: two
side faces with a large barrier and one top face with a small barrier. Below the nucleation barrier of
the slowest growing face, crystals cannot nucleate and grow to a size large enough to observe. In the
case of aspartame, a high supersaturation is needed for nucleation due to the huge nucleation barrier
of the slowest growing side face, which is also found experimentally. At these high supersaturations,
all top faces grow extremely fast whereas the side faces still grow relatively slowly, resulting in a
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needle-like morphology. These high supersaturations needed for nucleation also explain why usually
spherulites are formed. The Monte Carlo simulations did not only show needle-like growth at high
supersaturation, but for the whole supersaturation regime rough growth for most of the top faces was
observed. This behaviour was also found for simulations including even weaker bonds down to 0.5kT
in the crystal graph, the only difference being an even more pronounced aspect ratio of the needle.
Although for aspartame including these weak bonds does not alter the overall picture, the results
show that in general one has to be careful using too small crystal graphs. For three of the top faces
and one side face, nucleation and step energies involved in the growth were determined and they are
in agreement with the observed sticking fraction curves. The side face showed large step energies
and huge nucleation barriers. From the step energies, we were able to estimate the average nucleus
shape using classical nucleation theory. The top face with the small nucleation barrier has somewhat
lower step energies but much lower nucleation barriers. The fast growing top faces show S and K-
type behaviour since they have respectively zero step energies and zero 2D nucleation energies. The
latter results are surprising as faces containing a connected net are understood, if not claimed, to have
nonzero step energies in any direction. We will come back on this issue in a forthcoming paper.
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Chapter 15
Crystal structure and growth behaviour of
aspartame form I-A
H.M. Cuppen, G. Beurskens, S. Kozuka, K. Tsukamoto,
J.M.M. Smits, R. de Gelder, R.F.P. Grimbergen, H. Meekes
Abstract
The structure, morphology and growth behaviour of aspartame form I-A is presented. This form can be obtained
from a purely aqueous solution and is the form with the highest industrial importance. The aspartame molecules
are arranged around large hydrophilic channels filled with water molecules. The crystal morphology of this
compound is needle-like with polar growth behaviour in the needle direction. The side faces show a large
nucleation barrier for growth, whereas the top faces posses a much smaller barrier. Monte Carlo simulations are
performed for this crystal structure and the resulting growth rate, morphology and polarity are all in agreement
with the experimental observations.
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Table 15.1: The crystal data for aspartame form I-A.
spacegroup P21
a (A˚) 25.450(2)
b (A˚) 4.8795(9)
c (A˚) 23.749(2)
α(◦) 90
β(◦) 116.468(8)
γ(◦) 90
volume (A˚3) 2640.1(6)
density (Mg/m3) 1.224
# aspartame mol. 6
# water mol. 6
Final R1 [I > 2σ(I)] 0.1261
wR2 (all data) 0.3162
15.1 Introduction
Aspartame is an artificial low-calorie sweetener, 200 times sweeter than sugar, and is as such an im-
portant component in many low-calorie, sugar-free foods and drinks. The molecule consists of two
amino acids: L-phenylalanine and L-aspartic acid giving aspartame a hydrophobic and a hydrophilic
side. Aspartame is known to grow in different pseudo-polymorphic forms, each containing a differ-
ent amount of water of hydration and all having a needle-like morphology. All forms generally give
rise to spherulites consisting of very fine needles. Only of one polymorph, form II-A, the complete
crystal structure is reported in the Cambridge Structural Database (CSD) [1]. Form II-A can only be
obtained from a solvent mixture and not from a purely aqueous solution and is as such of less indus-
trial importance. In Chapter 14, the needle morphology with very high aspect ratio was explained
in detail for this form using Monte Carlo simulations for the growth rates of the crystal faces. The
relatively high growth rate of the faces that determine the needle tops turned out to be due to unex-
pectedly small values for the edge energies of steps on these faces. The high symmetry of form II-A
results in a cancelling of many bond energies that determine the step energies. In contrast with form
II-A, form I-A can be obtained from a purely aqueous solution and is the pseudo-polymorph which is
generally produced in the manufacturing process of aspartame. Form I-A was known to have a lower
spacegroup symmetry, though the structure was not determined. This led to the question whether the
fine needle morphology of form I-A could still be explained by a cancelling of bonds. The present
chapter highlights the structure of this form and its crystal morphology and growth behaviour. The
data obtained by computer simulations will be compared with experimental results.
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(a) (b)
Figure 15.1: (a) b-projection of four unit cells of aspartame I-A; the hydrophilic channels are at
the corners of the unit cell. The dashed lines indicate the hydrogen bonding. (b) The unit cell
after minimisation with ten water molecules present. The molecules form a new hydrogen bonding
network.
15.2 Crystal structure
Because of the extreme aspect ratio in pure water, leading to very thin needles, a single crystal X-ray
structure determination is not straightforward. To obtain sufficiently thick crystals various solvents
were tried. The best results were obtained using a glycol-water mixture (28-72 mass-%) resulting
in needles with a thickness of 140-200 µm. Such a crystal was mounted in a glass capillary to en-
sure a constant water of hydration content. Intensity data were collected at room temperature on an
Enraf-Nonius CAD4 single-crystal diffractometer, using Cu-Kα radiation and ω − 2θ scan mode.
Unit cell dimensions were determined from the angular setting of 22 reflections. Intensity data were
corrected for Lorentz and polarisation effects. A semi-empirical absorption correction (ψ-scans) [2]
was applied. Direct methods failed to solve the structure, probably because of the poor quality of
the data and the lack of resolution. Patterson search methods, using the ORIENT and TRACOR pro-
grams from the DIRDIF program system [3], were applied and were eventually successful. As the
aspartame molecule does not contain a sufficiently large rigid fragment, two strategies were consid-
ered. In the first strategy a fragment with three rotational degrees of freedom was used and about 200
conformations were generated and subjected to an automatic Patterson search. Unfortunately, none
of them led to the solution of the structure, probably since the first orientation given by ORIENT and
the first position given by TRACOR (which are only used in an automatic run) did not correspond to
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the correct solution. The solution could, however, be somewhere amongst the second or third peaks
of the ORIENT and/or TRACOR maps but this was not analysed any further. Thereafter a second
strategy was considered. Because of the similarity between the lengths of the very short unique axes
of form II-A and the present form (present: b = 4.880 A˚; form II-A: c = 4.919 A˚[4]), the geometry of
the aspartame molecule in form II-A served as a model in the orientation and translation search. This
again did not lead to the solution of the structure. However, when the orientation of the five highest
peaks in the search map were plotted, it was noticed that three of them represented molecules in ori-
entations which were in rather good agreement with the orientations of the molecules in form II-A,
which are arranged around a 4-fold axis (with almost no overlap in the c-direction). Each of the three
orientations were subjected to a translation search and one of the searches gave a distinctly higher
peak. After applying the corresponding shift and carefully expanding the structure with PHASEX
the structure was solved. The structure was further refined with standard methods (refinement against
F2 of all reflections with SHELXL97 [5]) with anisotropic parameters for the non-hydrogen atoms.
The hydrogens attached to the methyl groups were refined as rigid rotors to match maximum electron
density in a difference Fourier map. All other hydrogens were placed at calculated positions and were
refined riding on the parent atoms. The cell parameters are given in Table 15.1. Figure 15.1a shows
the projection along the b axis.
15.3 Experimental
The growth rate and morphology of aspartame form I-A were experimentally determined. For this
purpose saturated solutions in pure water at 40, 50, 60 and 70 ◦C were prepared. Each solution was
seeded with a needle crystal and fed to a sealed growth cell. The seed crystals were selected from
spherulitic crystals, which were obtained by lowering the solution temperature without any agitation
in a glass vessel. At low supersaturations faceted side faces were observed; at high driving forces
these faces became rounded. The seed crystals were placed into a slightly undersaturated solution
before the growth experiment, followed by a gradual decrease of the solution temperature to achieve
the desired supersaturation. The temperature of the solution was controlled with an accuracy of 0.1
K. The needles were observed with an optical microscope connected to a CCD camera during growth.
The growth rate along the axial and the perpendicular directions were measured from the video images
by employing image processing techniques.
15.4 Monte Carlo method
The simulation program MONTY [6] was used for all Monte Carlo simulations. MONTY is able to
simulate the growth of any crystal surface at any temperature and driving force. The program uses
a crystal graph of the crystal structure as input. We refer to Boerrigter et al. [6] for more details on
the program. Monte Carlo simulations were performed for all faces parallel to at least one connected
net. A simulation temperature of 300 K was used and simulation arrays of 50 × 50 unit cells, which
corresponds to 15000 molecules per layer. Periodic boundary conditions were applied to reduce edge
effects.
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For the attachment and detachment probabilities of the growth units the random rain scheme
[7, 8], without surface diffusion, was used. The growth mechanism was 2D nucleation. During the
simulations we measure the growth rate R.
15.5 Crystal graph representation
The Monte Carlo simulation program uses a crystal graph. In a crystal graph the growth units, in
this case molecules, are represented by dots and the intermolecular interactions between the growth
units by sticks with a certain bond strength. These bond strengths are a summation of all individual
interactions between the atoms in adjacent molecules. The construction of such a crystal graph is
usually straightforward, provided that one has a reliable force field. For a detailed explanation of how
to construct such a graph we refer to Grimbergen et al. [9]. In the case of aspartame the procedure is
more complicated, since the structure contains water.
The problem when constructing a crystal graph, is whether or not the water molecules play an
important role in the stabilisation of the crystal structure and whether the incorporation of the water
molecules is the rate limiting step. In Chapter 14 for form II-A, it was argued that the water molecules
do not play an important role in the hydrogen bonding network and that the incorporation of the water
molecules is not the rate limiting step for crystal growth. For form II-A the hydrophilic channel is
bound by a ring of four aspartic groups of the aspartame molecules that are interconnected via hy-
drogen bonds. The water molecules in the structure form some additional hydrogen bonds within
the channel. In the case of form I-A, the hydrophilic channel is made up of both water and aspar-
tame molecules. Figure 15.1a indicates the hydrogen bonds by the dashed lines. Leaving the water
molecules out during minimisation would result in a deformation of the channel.
The crystal structure was therefore minimised with water molecules present while imposing the
spacegroup symmetry of the structure. According to [10] the aspartame I-A structure contains 9.8 wt-
% water, which corresponds to 10.6 water molecules in the unit cell. We included ten water molecules,
which is four more than obtained from the crystal structure determination. Before optimisation of the
whole crystal structure, first the water molecules were optimised with all other parameters fixed. For
all energy calculations, Cerius2 [11] with the Dreiding force field in combination with ESP derived
point charges was used. Ewald summation was used during minimisation. Table 15.2 shows the final
lattice parameters and the positions and the labels of the centres of mass of the six aspartame growth
units (GU) in the unit cell and Figure 15.1b presents the optimised structure. This figure shows that the
hydrophilic channel remained approximately the same and that the four additional water molecules
are at the centre of the channel bridging it via some hydrogen bonds. The lattice parameters in Tables
15.1 and 15.2 show that the force field leaves the structure reasonably the same.
The Monte Carlo simulations are performed to simulate the incorporation of molecules into the
crystal. We therefore need to have some idea about the incorporation rate of the water molecules
as compared to the aspartame molecules. For the II-A structure we saw that the water molecules
are loosely bound in the hydrophilic channel and can probably move freely through the channel,
although it is rather small. Since water is abundantly present in the system as a solvent, the water
molecules were not included in the crystal graph used for the Monte Carlo simulations. Since form
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Figure 15.2: Four unit cells and the crystal graph of aspartame I-A without water, projected along
[010]
I-A has a larger water channel than the II-A structure and even more water is present in the system,
the water molecules will probably move even more freely in the I-A structure. We therefore, again,
did not include the water molecules in our crystal graph, by simply removing them from the structure
minimised with the water molecules present.
All molecule-molecule interactions were then calculated in a range of three unit cells. The crystal
graph was limited to the strongest interactions. The strongest interaction which was not included in
the crystal graph has a strength of -2.25 kcal/mol, which is equal to -0.31 kcal/mol or 0.52 kT at
300K after scaling all interaction energies to the dissolution enthalpy (∆H = 8.38 kcal/mol [12]).
The resulting crystal graph is shown in Figure 15.2. Table 15.3 gives all interactions in the crystal
graph before and after scaling. Since the crystal structure has a pseudo-sixfold symmetry whereas the
real spacegroup is P21, many bonds are pseudo-symmetry related resulting in sets of three, like bonds
c, d and f and bonds a, e and g.
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Table 15.2: The cell parameters after minimisation of aspartame I-A with the presence of water of
hydration and the labels and positions of the centres of gravity of the four aspartame molecules in
the unit cell.
a (A˚) b (A˚) c (A˚)
23.71 5.15 23.43
α(◦) β(◦) γ(◦)
90.0 113.0 90.0
label x y z
1 0.32 0.95 0.41
2 0.92 0.94 0.30
3 0.56 0.68 0.89
4 0.68 0.45 0.59
5 0.08 0.44 0.70
6 0.44 0.18 0.11
Table 15.3: Crystal graph. The first GU is always in unit cell [000]. Bond energies in kcal/mol
label bond direction length bond energy bond energy
GU-GU [uvw] (A˚) after scaling
a 1-6 [000] 9.30 -46.98 -6.44
b 1-2 [1¯00] 8.93 -24.20 -3.32
c 1-1 [01¯0] 5.15 -22.35 -3.06
d 2-2 [01¯0] 5.15 -18.72 -2.57
e 2-3 [011¯] 10.80 -18.55 -2.54
f 3-3 [01¯0] 5.15 -17.89 -2.45
g 1-2 [1¯10] 10.28 -16.05 -2.20
h 2-6 [100] 15.10 -6.68 -0.92
i 3-6 [001] 7.54 -4.82 -0.66
j 1-4 [000] 8.12 -3.82 -0.52
k 2-5 [100] 8.94 -3.42 -0.47
15.6 Growth rates
The growth rates were determined by Monte Carlo simulations for all orientations parallel to a
connected net. These orientations were determined using the program FACELIFT [13]. FACELIFT
searches for periodic bond chains and combines these into connected nets. This resulted in 35 con-
nected faces on both top sides and 6 side faces. Since the spacegroup does not contain an inversion
centre and the unique axis is along the needle direction, opposite top faces are not symmetry related.
This in contrast to opposite side faces which are related via the two-fold axis. FACELIFT does not
make a distinction between opposite faces and thus adds an inversion centre to the morphology. We
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Figure 15.3: The growth rate as a function of the driving force for a representative set of all con-
nected surfaces as obtained by Monte Carlo simulations. The solid lines and open markers represent
the faces (hkl) with a positive k-value, the dashed lines and the full markers the negative k top faces
and the dash-dotted lines the side faces.
however performed separate Monte Carlo simulations for opposite top faces.
Figure 15.3 shows the growth rates as a function of the driving force for a representative set of all
connected surfaces as obtained by Monte Carlo simulations. The solid lines represent the top faces
(hkl) with a positive k-value, the dashed lines the opposite top faces and the dash-dotted lines the
side faces. The figure shows that all faces have at least a small nucleation barrier. This is in contrast
with the II-A form for which all top faces except one have a zero nucleation barrier. This difference is
probably due to the reduced symmetry of the I-A form as compared to II-A. In this case bonds do not
completely cancel each other. To show the effect of the (broken) symmetry we performed the Monte
Carlo simulations using the crystal graph of aspartame I-A obtained after minimising the structure
without water molecules present. The results are given in Figure 15.4a. (The previously discussed
graph was optimised with water, but the crystal graph did not contain water molecules.) This new
graph is much more symmetric than the old graph and is only shown here to illustrate the effect of
symmetry on the nucleation barrier. It is not a correct representation of the real aspartame structure.
The corresponding growth rate plots, given in Figure 15.4b, show indeed no nucleation barrier for
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Figure 15.4: (a) The crystal graph obtained after minimising the structure without water molecules.
(b) The corresponding growth rate curves as a function of the driving force. The higher symmetry of
the crystal graph lowers the nucleation barrier of the top faces.
the top faces. Due to the higher symmetry, step energies which consist of differences in energy are
smaller.
Figure 15.5 shows the experimental growth rates as a function of the growth temperature. The
crystals were grown from aqueous solutions with different saturation temperatures of 40, 50, 60 and
70◦C. The growth rates in two directions were measured: in the needle direction (full markers) and
perpendicular (open markers). The growth rate shows a nucleation barrier for both directions and
at all saturation temperatures. The Monte Carlo simulation results presented in Figure 15.3 are in
qualitative agreement with these observations.
Generally two growth regimes can be observed: at low driving force slow growth and at high
driving force rough linear growth. The critical undercooling, which indicates the transition between
the two growth regimes, is for the needle direction much lower than for the side faces. For the
side faces this transition is only observed for the crystals grown from the solution with a saturation
temperature of 60◦C. For all other solutions growth of the side faces is hardly observed.
15.7 Morphology
Both the experimental and the Monte Carlo growth rate plots show that the side faces grow much
slower than the top faces. This leads to a needle-like morphology. The experimental morphologies
can be classified into five types depending on the degree of supersaturation. Spherulites consisting of
needle-like crystals with a faceted form were observed at a supersaturation below ∆µ = 0.20kT as is
shown in Figure 15.6a and b. When the supersaturation exceeds ∆µ ≈ 0.18kT , the tip of the needle
splits and thus the needles become branched and curled (Figure 15.6c). Fibrous crystals were formed
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Figure 15.5: The experimental growth rates of aspartame form I-A measured in the needle direction
(full markers) and the perpendicular direction (open markers). The crystals were grown from four
aqueous solutions with different saturation temperatures of 40, 50, 60 and 70◦C.
(a) (b) (c)
Figure 15.6: Spherulites of aspartame as a function of the driving force for a solution saturated at
40 ◦C. (a) ∆µ ≈ 0.07kT , needles with faceted side faces, (b) ∆µ ≈ 0.11kT , with partly faceted
side faces, and (c) ∆µ ≈ 0.20kT , without faceted side faces and curled tops.
at supersaturations in between ∆µ = 0.26kT and 0.32kT .
As for the predicted morphology, Figure 15.7 shows two morphologies at two different driving
forces obtained from Figure 15.3. In this figure the faces are indexed. At these driving forces the top
faces are however kinetically rough and therefore rounded. Although form I-A has a finite nucleation
barrier for the top faces the aspect ratio of the morphology is even larger than found for II-A.
15.8 Polarity
In the Monte Carlo simulations the growth rates of the negative top faces are larger than for the
positive top as can be seen in Figure 15.3. Comparing the opposite faces roughly results in a factor
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Figure 15.7: Two morphologies of aspartame I-A as obtained by the Monte Carlo simulations
presented in Figure 15.3 at (a) ∆µ = 2.5kT and (b) ∆µ = 3kT .
Slow
Fast
Figure 15.8: c-projection of eight unit cells of aspartame I-A. The arrows indicate the slow and fast
growing needle directions.
of two difference. This is why the morphologies in Figure 15.7 show different faces on the opposite
top sides. Figure 15.8 shows a projection of the aspartame structure along the c-axis and indicates the
slow and fast growing directions of the needle.
Figure 15.9 shows a difference image of two in-situ images of a growing crystal with a time
interval of approximately 1 s. L1 and L2 in the figure are the corresponding lengths of the needle
crystal. The supersaturation was approximately 17% and the saturation temperature of the solution
was 60◦C. It can be clearly seen that the gained length on one end of the needle is much larger than
on the other end. This difference is roughly a factor of two, in correspondence with the Monte Carlo
results. The orientation of the molecules in the needle crystal of Figure 15.9 is however not known.
Note that the polarity results in in the Monte Carlo simulations is due to the structural difference
between the opposite faces and is not caused by a solvent effect, since the solvent is not included in
the Monte Carlo simulations. Chapter 13 discusses the cause of this polarity in detail.
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Figure 15.9: The difference image of two in-situ images of a growing crystal with a time interval of
approximately 1 s. L1 and L2 in the figure are the corresponding lengths of the needle crystal. The
supersaturation was approximately 17% and the saturation temperature of the solution was 60◦C.
15.9 Conclusions
In the present chapter we present structural, morphological and growth rate data for aspartame form
I-A and compare the latter with data obtained by Monte Carlo simulations. The Monte Carlo simula-
tions found the same morphology as observed experimentally and also the correct polarity in growth
rate was obtained.
This structure of form I-A has a lower spacegroup symmetry than form II-A. For form II-A, some
of the top faces have step energies which are zero because symmetry related interactions in the crystal
graph cancel each other. For the present structure this is not the case, since these interactions are now
not symmetry related anymore. The pseudo-sixfold symmetry however makes that these interactions
are similar resulting in step energies small enough to obtain a needle morphology. For a graph with
a higher symmetry as a result of neglecting the water molecules, higher growth rates of the top faces
where found due to even lower step energies.
Although the morphology and the general growth behaviour were correctly reproduced by the
simulations the range in relevant driving force was too high. The interactions in the crystal graph
were scaled such that the total crystallisation is the same as in the experiments. Nevertheless, the
driving force at which the faces start to grow is much higher than in the experiments. Although it is
appealing to explain this difference by the presence of a spiral growth mechanism, this can be ruled
out because of the extremely thin crystal morphology.
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Summary
The morphology or outer shape of a crystal is an important crystal property and has as such re-
ceived much attention in the literature. The aim of the present thesis is to contribute to the study
of crystal morphology by integrating the methods of three sub-disciplines within the field of crystal
growth to come to a better understanding of the underlying mechanisms that determine the morphol-
ogy. These are the study of atomistic models, continuum descriptions of growth mechanisms and
morphology prediction methods. The thesis can be divided into two parts. The first part discusses
classical microscopic models in detail to arrive at a better fundamental understanding of the crystal
growth mechanisms. The second part studies “real” crystal structures.
The first five chapters study crystal growth on an atomic level. Fluctuations in growth steps on
crystal surfaces are considered using a statistical mechanical approach. We start by studying kink
and step kinetics of the simple cubic or Kossel crystal in Chapters 2 and 3. For this very simple
one-particle crystal model we were able to obtain analytical expressions which are in close agreement
with Monte Carlo simulation results, for both the kink density and the step propagation velocity. For
a slightly more complicated two particle crystal, referred to as a non-Kossel model, it is however
not possible to obtain a general expression for these quantities as is shown in Chapter 4. For each
step different kinetics apply which are determined by the local structure and interactions between the
growth units.
Based on this knowledge of kink kinetics, the phenomenon of kinetic roughening is studied. For
the Kossel crystal, an expression for the step free energy of an infinitely long step is derived in Chapter
5 based on the previously found expression for the kink density. The non-equilibrium step free energy
vanishes beyond a critical value of the driving force. We propose to define the onset of the kinetic
roughening regime by this point, which is found to agree with earlier phenomenological criteria for
this transition.
However, since the kink density is the basis of the step free energy, this method cannot easily
be applied to more complicated structures like the non-Kossel model. Chapter 6 therefore uses an
alternative method based on an analysis by Leamy and Gilmer to estimate the onset of the kinetic
roughening regime without prior knowledge of the structure. This is done by determining the van-
ishing point of the step energy, which is roughly defined as the difference in surface energy between
faces with a zero and non-zero misorientation angle. The estimate found in this way for the Kossel
model is very close to the onset previously found and the method is therefore also applied to two steps
in the non-Kossel model. Both steps are found to show very different growth behaviour as compared
to the Kossel step.
Chapter 7 has a topic which in a sense bridges the atomistic approach of the previous chapters and
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the more continuum approach of the next chapters. It discusses the influence of the size of 2D nuclei
on the edge (free) energy of the nucleus. The edge free energy is a variable often used in continuum
expressions for birth-and-spread growth as is discussed in Chapter 8 and is usually considered to be
independent of the nucleus size and the driving force. Chapter 7 tests this assumption. It is found that
the step free energy is a function of both quantities, but that the step free energy of a critical nucleus is
approximately constant given a constant bond strength. These findings are used in Chapter 8 to derive
a birth-and-spread model for an anisotropic crystal and fit it to growth data obtained from Monte Carlo
simulations of an isotropic and anisotropic Kossel surface and a non-Kossel surface. Besides the 2D
nucleation mechanism spiral growth is an as important phenomenon in crystal growth. Chapter 9
studies the interaction between spiral growth, 2D nucleation and step flow for a wide range of driving
forces by means of Monte Carlo simulation. The last chapter of the first part, Chapter 10, deals with
crystal structures with orientations that have connected nets, but nevertheless have zero step energies
in at least one direction which makes them grow rough.
Part II consists of five chapters that study some particular phenomena encountered in the growth
of real crystals. These are studied using Monte Carlo simulations based on crystal graphs as models
for these real crystals. Chapter 11 studies the influence of the force field on the morphology prediction
using Monte Carlo simulations. Monoclinic paracetamol is used as a model structure. Small differ-
ences in interaction energies are found to give huge differences in the simulation results. Chapter 12
studies the morphology of polycenes like naphthalene, anthracene and tetracene both experimentally
and by computer simulations. The results show that at moderate conditions crystals of these com-
pounds growing with a 2D nucleation mechanism would be extremely thin platelets. Only crystals
with screw dislocations on the basal faces can be formed. Chapter 13 discusses the polar morphology
of crystals growing in spacegroups without inversion symmetry. It shows that the morphology of a
polar crystal can be polar as a result of differences in kinetic pathways for opposite faces. This results
from bulk interactions instead of external factors like the solvent or impurities. Finally, Chapters 14
and 15 explain the needle-like morphology of aspartame forms II-A and I-A, respectively. The ex-
treme aspect ratios of these crystals stems from the unexpectedly small edge energy for steps on the
fast growing top faces as compared to those of the side faces.
Samenvatting
Een belangrijke eigenschap van een kristal is de vorm, ook wel de morfologie genoemd. In de lite-
ratuur wordt daarom vaak melding gemaakt van onderzoek naar kristalmorfologiee¨n. Het doel van
dit proefschrift is een bijdrage te leveren aan dat onderzoek door de methodes van drie subdisci-
plines binnen het kristalgroeionderzoek samen te voegen. Deze subdisciplines bestaan uit onderzoek
aan atomistische modellen, continuu¨mbeschrijvingen van groeimechanismen en morfologievoor-
spellingsmethoden. Het proefschrift bestaat uit twee delen. Het eerste deel bestudeert klassieke
microscopische modellen in detail om zo een beter fundamenteel begrip te krijgen van de kristal-
groeimechanismen. In het tweede deel worden “echte” kristalstructuren bestudeerd.
In de eerste vijf hoofdstukken wordt kristalgroei bekeken op atomaire schaal. Fluctuaties in
groeitredes op kristaloppervlakken worden beschreven met methoden uit de statistische mechanica.
We beginnen in hoofdstukken 2 en 3 met een studie van de kink- en tredekinetiek van een sim-
pel kubisch of Kosselkristal. Voor dit zeer eenvoudige een-deeltjeskristalmodel vinden we analytis-
che uitdrukkingen voor de kinkdichtheid en tredevoortschrijdingssnelheid, die erg goed overkomen
met resultaten van Monte Carlo simulaties. Hoofdstuk 4 laat zien dat voor iets meer ingewikkelde
kristallen met twee deeltjes in de eenheidscel zulke uitdrukkingen niet verkregen kunnen worden
voor het algemene geval. Iedere trederichting van deze kristallen, die we niet-Kosselkristallen noe-
men, heeft haar eigen kinetiek, die bepaald wordt door de locale structuur en de interacties tussen de
groeieenheden.
Uitgaande van deze kennis van de kinkkinetiek, wordt het fenomeen kinetische verruwing
bestudeerd. Voor het Kosselkristal wordt een uitdrukking voor de randvrije-energie van een
oneindiglange trede afgeleid in hoofdstuk 5. Deze niet-evenwichtsuitdrukking maakt gebruik van
de eerder gevonden kinkdichtheidsuitdrukking en gaat naar nul bij een kritische waarde van de dri-
jvende kracht voor kristallisatie. Dit punt defineert het begin van het kinetische verruwingsgebied en
is in overeenstemming met eerder gevonden fenomenologische criteria voor deze overgang.
Deze method kan echter niet gemakkelijk toegepast worden op meer ingewikkelde structuren
zoals het niet-Kosselmodel, omdat de kinkdichtheid als basis voor de afleiding wordt gebruikt. In
hoofdstuk 6 wordt daarom een alternatieve methode geı¨ntroduceerd om het begin van het kinetische
verruwingsgebied af te schatten, die geen voorkennis van de structuur behoeft. Deze methode is
afgeleid van een analyse door Leamy en Gilmer en bestaat uit het bepalen van het punt waarop de
trede-energie, die ruwweg gedefinieerd is als het verschil in oppervlakte-energie van een oppervlak
met en zonder groeitredes, nul wordt. Deze nieuwe afschatting ligt voor het Kosselkristal erg dicht
bij de eerder gevonden waarde en wordt daarom ook toegepast op twee trederichtingen van het niet-
Kosselkristal. Deze beide richtingen vertonen een heel ander groeigedrag, zowel ten opzichte van
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elkaar als van het Kosselkristal.
Het onderwerp van hoofdstuk 7 verbindt in zekere zin de atomistische benadering van de eerdere
hoofdstukken en de meer continuu¨m aanpak van de volgende hoofdstukken. De invloed van de grootte
van 2D nuclei en de drijvende kracht op de rand(vrije)energie wordt bestudeerd. Zoals in hoofstuk 8
wordt besproken, wordt de randvrije-energie vaak als variabele gebruikt in continuu¨muitdrukkingen
voor birth-and-spread groei en wordt het vaak als een constante, onafhankelijk van beide groothe-
den, beschouwd. Hoofdstuk 7 test deze aanname. De randvrije-energie blijkt een functie van beide
grootheden te zijn, maar de randvrije-energie van een kritische twee-dimensionale kiem is ongeveer
constant voor een constante bindingssterkte. Deze conclusies worden in hoofstuk 8 gebruikt om een
birth-and-spread model voor een anisotroop kristal af te leiden. Deze wordt aan groeisnelheden uit
Monte Carlo simulaties van een isotroop en anisotroop Kosseloppervlak en een niet-Kosseloppervlak
gefit. Naast het 2D-nucleatiemechanisme, is spiraalgroei een even belangrijk fenomeen voor kristal-
groei. Hoofdstuk 9 bestudeert de interactie tussen spiraalgroei, 2D-nucleatie en tredegroei voor een
groot bereik van drijvende krachten met behulp van Monte Carlo simulaties. In het laatste hoofdstuk
van het eerste deel, hoofdstuk 10, worden kristalstructuren met orientaties die samenhangende netten
hebben, maar desondanks in minstens een richting een randenergie van nul hebben, met als gevolg
dat ze ruw groeien.
Deel II bestaan uit vijf hoofdstukken waarin enkele bijzondere fenomenen binnen de kristalgroei
worden behandeld met behulp van Monte Carlo simulaties, die gebruik maken van kristalgrafen als
modellen voor deze echte structuren. In hoofstuk 11 wordt de invloed van het krachtveld op de
morfologievoorspelling met behulp van Monte Carlo simulaties bestudeerd. Monoklien paraceta-
mol wordt als modelstructuur gebruikt. Kleine verschillen in de interactie-energiee¨n blijken tot grote
verschillen in simulatieresultaten te leiden. In hoofdstuk 12 wordt de morfologie van polycenen als
naftaleen, antraceen en tetraceen zowel experimenteel als met computersimulaties bestudeerd. Uit
de resultaten blijkt dat kristallen van deze stoffen bij redelijk drijvende kracht extreem dunne plaat-
jes zijn. Alleen kristallen met schroefdislocaties kunnen gevormd worden. Hoofdstuk 13 bespreekt
polaire morfologiee¨n van kristallen die in ruimtegroepen zonder inversiesymmetrie groeien. De mor-
fologie van een polair kristal blijkt polair te kunnen zijn als gevolg van verschillen in kinetische
routes voor de vorming van kiemen op tegenoverliggende vlakken. Dit komt voort uit bulkinteracties
in plaats van externe factoren als het oplosmiddel of onzuiverheden. Tenslotte wordt de naaldachtige
morfologie van aspartaam, vorm II-A en I-A, verklaard in respectievelijk hoofdstuk 14 en 15. De
extreme verhoudingen van deze kristallen komen voort uit de onverwacht kleine randenergiee¨n van
tredes op de snel groeiende topvlakken in tegenstelling tot die van de zijvlakken.
List of Publications
• J. Arsic, D.M. Kaminski, N. Radenovic, P. Poodt, W.S. Graswinckel, H.M. Cuppen, and
E. Vlieg. Thickness-dependent ordening of water layers at the NaCl(100) surface. J. Chem.
Phys., (2004), 120, 9720–9724.
• P. Bennema, H. Meekes, S.X.M. Boerrighter, H.M. Cuppen, M.A. Deij, J. van Eupen, P. Ver-
wer, and E. Vlieg. Crystal growth and morphology: new developments in an integrated
Hartman-Perdok - connected net - roughening transition theory, supported by computer sim-
ulations.Cryst. Growth Des., (2004), 4, 905–913.
• S.X.M. Boerrigter, G.P.H. Josten, J. van de Streek, F.F.A. Hollander, J. Los, H.M. Cuppen,
P. Bennema, and H. Meekes. MONTY: Monte Carlo crystal growth on any crystal structure in
any crystallographic orientation application to fats. J. Phys. Chem. A, (2004), 108, 5894–5902.
• H.M. Cuppen, E. van Veenendaal, J. van Suchtelen, W.J.P. van Enckevort, and E. Vlieg. A
Monte Carlo study of dislocation growth and etching of crystals. J. Cryst. Growth, (2000),
219, 165–175.
• H.M. Cuppen, E. van Veenendaal, W.J.P. van Enckevort, J. van Suchtelen, A.J. Nijdam, M. El-
wenspoek, and E. Vlieg. De vorming en het verdwijnen van pyramides en zigzag structuren op
silicium kristallen tijdens nat chemisch etsen: een computersimulatie. Nevacblad, (2000), 38,
65.
• H.M. Cuppen, H. Meekes, E. van Veenendaal, W.J.P. van Enckevort, P. Bennema, M.F. Reedijk,
J. Arsic, and E. Vlieg. Kink density and propagation velocity of the [0 1 0] step on the Kossel
(1 0 0) surface. Surf. Sci., (2002), 506, 183–195.
• H.M. Cuppen, S.X.M. Boerrigter, P. Bennema, and H. Meekes. The growth morphology of
monoclinic paracetamol predicted by monte carlo simulations. In J. Ulrich, editor, Proceedings
9th BIWIC, pages 5–12. Unversita¨tsdruckerei Halle-Wittenberg, (2002).
• H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, P. Bennema, and E. Vlieg. The influence of
the Monte Carlo probability scheme on kink correlation and kink density of steps. Surf. Sci.,
(2003), 525, 1–12.
• H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, E. Vlieg, and H.J.F. Knops. Nonequilibrium
free energy and kinetic roughening of steps on the Kossel (001) surface. Phys. Rev. B, (2004),
69, 245404.
254 List of Publications
• H.M. Cuppen, A.R.T. van Eerd, and H. Meekes. Needlelike morphology of aspartame. Cryst.
Growth Des., (2004), 4, 989–997.
• H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, G.W.M. Vissers, and E. Vlieg. Kinetic rough-
ening of Kossel and non-Kossel steps. Surf. Science, in press.
• H.M. Cuppen, G.M. Day, P. Verwer, and H. Meekes. The sensitivity of morphology prediction
to the force field: paracetamol as an example. Cryst. Growth Des., in press
• H.M. Cuppen, H. Meekes, W.J.P. van Enckevort, and E. Vlieg. Kink incorporation and step
propagation in a non-Kossel model. Surf. Science, in press.
• H.M. Cuppen, W.S. Graswinckel, and H. Meekes. Screw dislocations on polycenes: a require-
ment for crystallisation. Cryst. Growth Des., in press
• W.J.P. van Enckevort, E. van Veenendaal, P. van Beurden, H. Cuppen, J. van Suchtelen, and
F.K. de Theije. Theory of diamond etching. In Diamond Conference, (2000).
• H.M. Cuppen, G. Beurskens, S. Kozuka, K. Tsukamoto, J.M.M. Smits, R. de Gelder,
R.F.P. Grimbergen, H. Meekes. Crystal structure and growth behaviour of aspartame form
I-A submitted to Cryst. Growth Des.
• A.J. Nijdam, E. van Veenendaal, H.M. Cuppen, J. van Suchtelen, M.L. Reed, J.G.E. Gardeniers,
W.J.P. van Enckevort, E. Vlieg, and M. Elwenspoek. Formation and stabilization of pyramidal
etch hillocks on silicon {100} in anisotropic etchants: Experiments and Monte Carlo simula-
tion. Journal of applied physics, (2001), 89, 4113–4123.
• E. van Veenendaal, J. Suchtelen, P. van Beurden, H.M. Cuppen, W.J.P. van Enckevort, A.J.
Nijdam, M. Elwenspoek, and E. Vlieg. Monte Carlo simulation of wet chemical etching of
silicon. Sensors and Materials, (2001), 13, 343–350.
• E. van Veenendaal, H.M. Cuppen, W.J.P. van Enckevort, J. Suchtelen, A.J. Nijdam, M. Elwen-
spoek, and E. Vlieg. A Monte Carlo study of etching in the presence of a mask junction. J.
Micromech. Microeng., (2001), 11, 409–415.
Curriculum Vitae
Naam: Hermina Margaretha Cuppen (Herma)
Geboren: 17 juni 1977 te Nijmegen
Opleiding:
1989 - 1995: Gymnasium, Elshof College (later gefuseerd tot Kandisky College), Nijmegen
1993 - 1998: Studie Scheikunde aan de Katholieke Universiteit Nijmegen
Hoofdrichting Vaste Stof Chemie (Prof. dr. E. Vlieg)
Stage-onderwerp The influence of interface boundaries on crystal growth and
etching: Monte Carlo studies
Nevenrichting Analytische Chemie (Prof. dr. L. Buydens)
Stage-onderwerp Objective selection of a training set in a multispectral brain
MR image
2000 - 2004: Promotie-onderzoek aan de Radboud Universiteit Nijmegen bij de vakgroep Vaste
Stof Chemie
Onderzoeksonderwerp Theory and simulations of crystal growth: Fundamental steps
in morphology prediction
Promotor Prof. dr. E. Vlieg
Per 1 september 2004 werkzaam op de afdeling van Professor Herbst aan de Ohio State University
met als onderwerp reacties op oppervlakken van interstellaire stofdeeltjes.
