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Abstrat
Expressing Weierstrass type innite produts in terms of Stieltjes inte-
grals is disussed. The asymptoti behavior of partiular types of innite
produts is ompared against the asymptoti behavior of the entire fun-
tion ξ(s), well-known in Riemann zeta funtion theory. An approximate
formula for the distribution of the non-trivial roots of Riemann's zeta
funtion is obtained.
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1 Introdution.
In the theory of Riemann's zeta funtion the entire funtion
ξ (s)=
1
2
Γ
( s
2
)
pi−
s
2 s (s− 1) ζ (s) (1.1)
plays a fundamental role. As demonstrated in this theory, the zeros of ξ(s)
our only in the ritial strip 0 < ℜ(s) < 1, and given the so alled Riemann
hypothesis is true, these zeros will all be loated on the vertial axis ℜ(s) = 12 .
Theorems developed by Hadamard in 1893 allow to demonstrate that ξ(s) may
be represented by an innite Weierstrass produt (see e.g. Lang, p. 386):
ξ(s) =ξ(0)
∏
ρ
(
1− s
ρ
)
(1.2)
in whih the set ρ represents the zeros of ξ(s), whih are all loated within
the ritial strip (see e.g. Edwards, p.18). An important point to note in the
produt (1.2) is that no exponential onvergene fator is required per individual
term. ξ(s) is analyti in the entire s plane and is an even funtion of s− 12 , i.e.
ξ(s − 12 ) = ξ(12 − s), and its roots our in pairs, i.e. if the omplex number ρ
is a root, so is 1− ρ.
In (1.2) the terms in the produt are to be taken in pairs, i.e. ρ together with
1− ρ.
1
2 Types of innite produts.
In what follows we will onsider two types of innite produts whih are a
generalisation of (1.2):
1. Pure axial produts in whih all zeros lie on the axis ℜ(s) = 12 .
2. Strip type produts in whih some zeros also lie outside the same axis as
in 1 but still within the ritial strip.
The axial produts are a subset of the strip produt set. ξ(s) belongs at least
to the strip produt set and if the Riemann hypothesis were true, ξ(s) would be
an axial produt. For both 1 and 2 we exlude roots at s = 12 .
Below, instead of the omplex variable s = σ + it usual in analyti number
theory, we will use:
z = s−1
2
= x+ it
This brings more symmetry into the onsiderations. For both axial and strip
types we will onsider produts F(z) analyti in the entire z plane (entire fun-
tions) whih are in addition even, i.e.
F (z) = F (−z)
whih implies F (x) = F (−x) and F (it) = F (−it).
We also assume F (x) as well as F (it) to be real and the produt expansion for
F (z) requiring no exponential onvergene fators. We will therefore onsider:
1. Axial produts: their zeros are purely imaginary and ourring in pairs
±zlwith:
zl = ikl kl > 0 (2.1)
The produt
F (z)= F (0)
∞∏
l=1
(1+
z2
k2l
) (2.2)
with F(0) real, represents an even entire funtion in the z plane. As well
known (2.2) onverges if
∞∑
l=1
1
k2l
(2.3)
onverges
2. Strip produts: their o-axis zeros need to our in quads, i.e. zm, −zm,
zm,-zm, all four values lying within the ritial strip. We will use the
representations:
zm = iqme
−iβm
− zm = −iqme−iβm (2.4)
2
zm = −iqmeiβm
−zm = iqmeiβm
in whih we assume qm to be real and >
1
2
The assoiated produt then equals:
G(z)= G (0)
∞∏
m=1
(
1− z
zm
)(
1+
z
zm
)(
1− z
zm
)(
1+
z
zm
)
G(z)= G (0)
∞∏
m=1
(
1+
2z2cosβm
q2m
+
z4
q4m
)
(2.5)
with G(0) real.
As for axial produts we assume
∑∞
m=1
1
q2m to onverge. Strip produts then
onsist of the ombined produt of expressions (2.2) and (2.5). In what follows
we will rst onsider axial produts. Later we will look at strip produts and
multiple roots.
3 Axial produts.
By taking the logarithm of (2.2) we split the produt into a sum:
f (z)=lnF (z)=lnF (0)+
∞∑
l=1
ln(1+
z2
k2l
) (3.1)
ln F (z) is here dened by:
f (z)=lnF (0)+
∫ z
0
F
′
(w)
F(w)
dw
in the open semiplane x > 0, via a path of integration not rossing the axis
x = 0. This way f(z) is dened unambiguously and the singularities ourring
at z = ±ikl are avoided. The fat that F (0) is taken at the point z = 0, i.e.
on the axis x = 0 is no problem for the denition of f(z). In onjuntion with
the distribution of the zeros z = ±ikl we now introdue a non-dereasing step
funtion for k ≥ 0:
ϕ (k)=
∑
kl≤k
1 (3.2)
In words: for kl ≤ k < kl+1, ϕ(k) equals the number of roots less than or equal
to kl. The way we have dened our innite produts, ϕ(k) always equals zero
for 0 ≤ k < k1 and then jumps to the value 1. In order for (3.1) to onverge,
the innite sum
∑∞
l=1
1
k2
l
should onverge (see (2.3)).
This implies also that there is no aumulation point for the kl for any nite
value of k. We also ignore multiple roots for the moment. (3.1) may now be
expressed as a Stieltjes integral:
3
f (z)=lnF (0)+
∫ ∞
0
ln(1+
z2
k2
)dϕ (k) (3.3)
Partial integration yields:
f (z)=lnF (0)+ϕ (k) ln
(
1+
z2
k2
)∣∣∣∣
∞
0
−
∫ ∞
0
ϕ(k)d
[
ln(1+
z2
k2
)
]
For the seond term on the right, in the lower limit ϕ (k) ln
(
1+ z
2
k2
)∣∣∣
0
equals
zero sine ϕ(k) = 0 for 0 ≤ k < k1.
Consider now the upper limit (k → ∞) of the same term. For a given value of
z and k→∞:
ln
(
1+
z2
k2
)
∼ z
2
k2
As long as for k →∞, ϕ(k) < C kα with C a positive onstant and α < 2, the
term ϕ(k)ln
(
1 + z
2
k2
)
goes to zero as well. This is a onstraint we put on ϕ(k)
and is in fat the equivalent of (2.3) Under these assumptions:
f (z)=lnF (0)−
∫ ∞
0
ϕ (k) d
[
ln(1+
z2
k2
]
f (z)=lnF (0)+ 2z2
∫ ∞
0
ϕ(k)dk
k(k2+z2)
(3.4)
4 Axial produt example: Cosh z
A straightforward example is the funtion F (z) = Cosh z,whih for z = it
beomes F (it) = cos t.
Cosh z is an entire funtion and its zeros our in pairs along the imaginary
axis at equidistant points:
kl= ±(2l− 1)pi
2
(l = 1, 2, . . . )
and as well known:
Coshz =
∞∏
l=1
(1+
4z2
pi2(2l− 1)2 ) (4.1)
Also
Coshz =
ez+e−z
2
(4.2)
We will now show how to reover (4.2) from (4.1).through the use of (3.4). In
(3.4) sine F(0) in (4.1) equals 1, ln F(0)=0, so (3.4) in this ase beomes:
f (z)= 2z2
∫ ∞
0
ϕ(k)dk
k(k2+z2)
(4.3)
with
ϕ (k)=
∑
k≥(2l−1)pi
2
1 (4.4)
4
We split (4.4) up into a ontinuous part:
ϕ1 (k)=
k
pi
and a sawtooth type odd periodi funtion ϕ2(k) with period pi whih over the
interval −pi2<k < pi2 equals:
ϕ2 (k)= − k
pi
For k > pi2 ϕ2(k) just repeats itself.
For our purposes we only need to onsider ϕ2(k) in the range 0 ≤ k <∞ .
ϕ (k)=
k
pi
+ ϕ2 (k) (4.5)
ϕ2(k) may be expanded in a Fourier series:
ϕ2 (k)=
∞∑
n=1
(−1)n sin 2nk
pin
(4.6)
From (4.3)
f (z)= 2z2
∫ ∞
0
dk
k(k2+z2)
[
k
pi
+ϕ2(k)
]
The Dirihlet onditions apply to ϕ2(k), so we are allowed to integrate term by
term for ϕ2(k).
f (z)=
2z2
pi
[∫ ∞
0
dk
(k2+z2)
+
∞∑
n=1
(−1)n
n
∫ ∞
0
sin (2nk) dk
k(k2+z2)
]
(4.7)
The integral
∫∞
0
sin y dy
y(y2+a2) may be obtained via residue tehniques and equals
pi
2a2
(1 − e−a).
Through appropriate hange in variables:
2z2
pi
∞∑
n=1
(−1)n
n
∫ ∞
0
sin 2nk dk
k(k2+z2)
=
∞∑
n=1
(−1)n
n
(
1−e−2nz)= ∞∑
n=1
(−1)n
n
+
∞∑
n=1
(−1)n+1
n
e−2nz
(4.8)
Both series are onditionally onvergent and equal respetively −ln2
and ln(1 + e−2z). (4.7) then beomes:
f(z) = z − ln2 + ln(1 + e−2z).
Through exponentiation and analyti ontinuation to the entire z plane:
F (z)=
ez+e−z
2
5
5 The transform from ϕ(k) to f(z).
For a given ϕ(k), the zeros of f(z) are unaeted by the assumed value of F (0).
Conveniently in this setion we simply put F (0) = 1. (3.4) then redues to:
f (z)= 2z2
∫ ∞
0
ϕ(k)dk
k(k2+z2)
(5.1)
To the step funtion ϕ(k) as dened by (3.2) orresponds a spei f(z) as given
by (5.1) and a spei F (z) = ef(z) as well.
Assuming F (z) onstitutes an axial produt as dened in this paper, ϕ(k) may
be reovered unambiguously from F (z) by taking half of the integral
1
2pii
∮
Ck
F
′
(z)
F(z)
dz
where Ck is a ontour dependent on k in the sense that it enirles the imaginary
axis ounterlokwise, rossing this axis ones at eah of the points z = ik and
z = −ik, e.g. a irle with radius k and entered at z = 0.
We should in this ontext keep in mind that although f(z) = lnF (z) obtained
through (5.1) is restrited to the semiplane x > 0, exponentiation to F (z) and
analyti ontinuation yields an analyti funtion F (z) over the entire plane.
6 Transform table.
In table 1 are listed the results of the transform (5.1) for a number of dierent
funtions ϕ(k). With the exeption of a possible initial disontinuity, all these
funtions are ontinuous for the rest of the interval up to ∞. Although ϕ(k)
as dened in (3.2) is non-dereasing, some of the funtions in table 1 are non-
inreasing or dereasing. By themselves suh ϕ(k) do not make sense. Added to
a non-dereasing ϕ(k) however, they do make sense. Funtions similar to ϕ2(k)
in (4.5), whih have disontinuities over the entire range of k are not inluded in
the table. Although suh ontributions to the total ϕ(k) are essential in order
to reate zeros for F (z), for the asymptoti behaviour of F (z) however they just
add a multipliative onstant. This is well illustrated by the example of Cosh z
in setion 4: For ℜ(z)→∞, Cosh z ∼ ez2 , whereas for the zeros of Cosh z, the
ontribution of ϕ2(k) is essential. Without it,
ez
2 would not have any zeros. In
addition it is essential for making F (z) an even funtion. The ϕ(k) listed in
table 1 are more than suient for our further needs. The funtion u(k − a) in
table 1 represents the unit step funtion, i.e. u(k − a) = 0 for k < a, while it
equals 1 for k ≥ a.
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Table 1
ϕ(k) f(z)
1 u(k − a) a>0 ln
(
1 + z
2
a2
)
= 2lnz− 2lna + O (z−2)
2 ku(k − a) a>0 piz− 2a + O (z−2)
3 lnku(k − a) | z |> 1; a>0 (lnz)2+pi212− 12
∑∞
m=1
(−1)m+1
m2z2m
4 klnku(k − a) | z |> 1; a>0 pizlnz− 2a(lna− 1) + O (z−2)
5
lnk.u(k−a)
k | z |> 1; a>0 2
[
1−∑∞m=1 (−1)m+1(2m−1)2z2m
]
−pilnzz
6 k
√
k pi
√
2z
√
z
7 k
√
kln k piz
√
z√
2
(2lnz+pi)
8
u(k−a)
k
a>0
2
a−piz+2z
[
arctg
(
a
z
)]
9
u(k−a)
k2
a>0
1
a2
− 1
z2
ln(1 + z
2
a2
)
7 Strip produts
In strip produts some zeros lie o-axis. The total produt equals H(z) =
F (z)G(z) in whih F (z) ontains the axial zeros and G(z) the o-axis zeros.
Let g(z) = ln G(z).
From (2.5):
g (z)=ln G(0)+
∞∑
m=1
(1+
2z2cosβm
q2m
+
z4
q4m
)
For strip produts we need to modify the denition of lnG(z) slightly sine zeros
of G(z) our for − 12 < x < 12 . We therefore onsider the denition of G(z)
only for the halfplane x > 12 . The formula used in setion 2 for the logarithmi
funtion g (z)=lnG(0)+
∫∞
0
G
′
(w)
G(w) dw is still valid if the path of integration starts
at z = 0, follows the real axis up to z = 12 , and from there onwards to a point z
for whih x ≥ 12
For the asymptoti behavior of g(z) this restrition poses no problem. Let's
assume a quad of zeros with parameters qm and βm. Let C(qm) be the irle
with radius qm and entered at z = 0. Let P be the intersetion of C(qm) with
the vertial z = 12 + it, with t > 0.
Let βM be the angle between the vertial z = it and the radius from z = 0 to
P . Then:
cosβm =
√
1− 1
4q2m
(7.1)
The rst zero in the quad (see (2.4)), i.e. iqme
−iβm
will be loated on C(qm)
and the assoiated angle βm will be less than βM . Therefore:
cos βm>cos βM (7.2)
7
(7.1) implies
cos βM > 1− 1
8q2m
(7.3)
(7.2) and (7.3) imply:
1 > cosβm >1− 1
8q2m
or:
cosβm =1− θm
8q2m
with 0 < θm < 1 (7.4)
(7.4)implies:
ln
(
1+
2z2cosβm
q2m
+
z4
q4m
)
= 2ln
(
1+
z2
q2m
)
+ln

1− z2θm
4q4m(1+
z2
q2m
)
2


(7.5)
z2θm
4q4m
(
1+ z
2
q2m
)2= θm
4q4m
(
1
z2+
2
q2m
+ z
2
q4m
)
For ℜ(z)→∞, we assume
ℜ(z2) > 0 i.e. |arg (z)| < pi
4
(7.6)
(7.6) implies ln
[
1− z2θm
4q4m(1+
z2
q2m
)
2
]
will go to zero for ℜ(z)→∞.
Therefore all nite sums of suh terms will equally go to zero as O(z−2).
Let's now take the ase of an innite sum of q′ms.
Under onstraint (7.6):
∣∣∣∣∣∣ θm4» q4m
z2
+2q2m+z
2
–
∣∣∣∣∣∣ < θm8q2m
It is not diult to prove that in this ase and for qm >
1
2∑∞
m=1
∣∣∣∣∣ln
[
1− z2θm
4q4m(1+
z2
q2m
)
2
]∣∣∣∣∣<K with K some positive onstant.
For a strip produt ln H(z) = ln H(0) + f(z) + g(z)
with:
f (z) =
∞∑
l=1
ln (1+
z2
k2l
)
g (z)=
∞∑
m=1
2ln (1+
z2
q2m
)+
∞∑
m=1
ln

1− z2θm
4q4m(1+
z2
q2m
)
2


As disussed above, the ontribution of the seond term of g(z) will be O(z−2)
for a nite number of terms and at most O(1) for an innite number of terms.
8
The rst term of g(z) is simply the equivalent of a double axial produt term,
i.e. eah qm may be treated as a jump of size 2 in the ϕ(k) funtion. In fat,
the same argument applies to multiple roots. Multiple roots will simply ause
larger jumps in ϕ(k).
As an example of multiple roots we onsider an exerise similar to the one for
Coshz (setion 4). Here we onsider ϕ (k)= k
pi
+ϕ2 (k) where for−Npi2 < k < Npi2 ,
ϕ2 (k)= − kpi and for Npi2 < k, ϕ2 (k) repeats itself with period Npi. N being a
positive integer. The resulting ϕ(k) has on the average over a given interval
0 < k < K, the same number of zeros as for Cosh z, but now we bunh N
zeros together, i.e. the size of the jumps equals N instead of 1. Eah zero has
multipliity N .
A similar alulation then yields:
f (z)= z−Nln2 + Nln(1+e−2 zN )
F (z)= ef(z)=
[
Cosh
( z
N
) ]N
For z →∞: [
Cosh
(
z
N
)]N
Cosh z
∼ 1
2N−1
So for this example, bunhing the zeros together leads to an asymptoti redu-
tion of F (z) equal to 12N−1 .
8 Asymptoti behavior of ln ξ(z).
Note: It would be misleading to write ξ(z+ 12 ) for ξ(s) after substitution s =
z + 12 . Indeed ξ(z) is an even funtion of z, not of z +
1
2 .
ξ (s)=
1
2
Γ
( s
2
)
pi−
s
2 s(s− 1)ζ(s)
For ln Γ( s2 ) we use Stirling's formula (see Lang, p. 423):
lnΓ (A)=
(
A−1
2
)
lnA−A+1
2
ln (2pi) −w (A) (8.1)
For A we will need to plug in A = s2=
z
2+
1
4
The funtion w(A) equals:
w (A)=
∫ ∞
0
P(λ)dλ
A+λ
(8.2)
in whih P (λ)is a sawtooth type odd periodi funtion with period 1. In the
interval 0 < λ < 1 P (λ) equals − 12 + λ. After that it repeats itself.
w(A)is analyti in the omplex A plane from whih the origin and the negative
real axis is removed.
w(A)may be written in various forms:
9
w (A)= −
∞∑
r=1
∞∑
m=2
[
1
m + 1
− 1
2m
]
1
(A + r)
m
or more ondensed (see Freitag-Busam, p204):
w (A)= −
∞∑
k=0
[(
A+ k+
1
2
)
ln
(
1+
1
A + k
)
−1
]
or using the generalized or Hurwitz zeta funtion,
ζg(2m,A+
1
2
) =
∞∑
k=0
(A+
1
2
+k)
−2m
w (A)=
∞∑
m=1
ζg(2m,A+
1
2 )
(2m + 1)22m
It is easy to demonstrate that for ℜ(z) > 8½:∣∣∣∣w
[
z
2
+
1
4
]∣∣∣∣< 18x x = ℜ(z) (8.3)
(8.1)yields:
lnΓ
(
z
2
+
1
4
)
=
z
2
ln
( z
2
)
−1
4
ln
( z
2
)
+
z
2
ln
(
1+
1
2z
)
−1
4
ln
(
1+
1
2z
)
− z
2
−1
4
+
1
2
ln (2pi)−w
(
z
2
+
1
4
)
(8.4)
Further:
lnξ (z)= −ln2+lnΓ( z
2
+
1
4
)−
(
z
2
+
1
4
)
lnpi+ln
(
z2−1
4
)
+lnζ
(
z+
1
2
)
(8.5)
Due to the presene of lnζ
(
z + 12
)
and ln
(
z2 − 14
)
we dene lnξ(z) only for the
semiplane x > 12 , similar to what is done in setion 7, but exluding z =
1
2 itself.
Considering that for x > 10 we have |lnζ(z + 1/2)|< 2019x and putting some
bounds on series expansions of ertain logarithmi terms, we obtain:
lnξ (z)=
z
2
ln
( z
2pi
)
− z
2
+
7
4
lnz+
1
4
ln
(pi
2
)
+
2ϑ1
z
(8.6)
with |ϑ1| < 1,ℜ(z) > 10
At this point one should not get the impression that ζ(s) is not signiant sine
its ontribution to the asymptoti form of ln ξ(z) disappears in a term ϑ1
z
.
Indeed, ζ(s) is an essential omponent in (1.1) to reate all the zeros of ξ(s) and
making it an even funtion.
9 Distribution of the roots for ξ(z).
The intention now is to nd an approximate formula for the number of roots up
to a ertain k value, based on (8.6). To keep things simple, in what follows we
will onsider real values of z. This will not onstrain our onlusions.
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(8.6) ontains three terms whih keep inreasing without bound in absolute
value with inreasing z:
T1 =
z
2
ln
( z
2pi
)
;T2 = −z
2
;T3 =
7
4
ln z
In addition there is a onstant and a vanishing term for z →∞:
1
4
ln
(pi
2
)
+
2ϑ1
z
If ϕ(k) is the atual step funtion representing the distribution of the roots of
ξ(z), we an split ϕ(k) up into a ontinuous urve φ(k) and a disontinuous
sawtooth type funtion Ω(k):
ϕ (k)=φ (k)+Ω (k) (9.1)
dΩ(k)
dk = −dφ(k)dk for almost all k exept for k = kl values orresponding to roots
of ξ(z). At those kl, jumps will our in Ω(k) equal to the multipliity of the
root. We will rst onentrate on the terms T1, T2, T3.
The idea is to identify for eah of these terms a orresponding term in table
1. We are of ourse allowed to multiply the ϕ(k) in table 1 with appropriate
oeients in order to obtain the required orrespondene with (8.6).
To:
k
2pi
lnk.u (k− a) corresponds z
2
lnz− a
pi
(lna− 1)+O(z−2)
− k
2pi
ln (2pi) .u (k− a) corresponds − z
2
ln2pi+
a
pi
ln2pi+O(z−2)
− k
2pi
u (k− a) corresponds − z
2
+
a
pi
+O(z−2)
7
8
u (k− a) corresponds 7
4
lnz−7
4
lna + O(z−2)
In total to:
[
k
2pi
ln
(
k
2pi
)
− k
2pi
+
7
8
]
.u (k− a) corresponds
z
2
ln
( z
2pi
)
− z
2
+
7
4
lnz+
a
pi
[2−lna+ln2pi]−7
4
lna + O(z−2)
For k > a we may drop u(k − a). To shorten things we all:
φ (k)=
k
2pi
ln
(
k
2pi
)
− k
2pi
+
7
8
(9.2)
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T4(z) =
z
2
ln
( z
2pi
)
− z
2
+
7
4
ln z (9.3)
T5 (z)=T4 (z)+
a
pi
[2−lna+ln2pi]−7
4
lna + O(z−2) (9.4)
We selet the value of a suh that we start with φ(a)=0. This happens for
k = a = 9.6769...
T5 (z) then beomes:
T5 (z) = T4 (z) + 0, 8582 · · ·+O
(
z−2
)
(9.5)
We now ompare T5 (z) with lnξ(z), keeping in mind that
lnξ (z)=lnξ (0)+ln
∞∏
l=1
(
1+
z2
k2l
)
(9.6)
ln ξ(0) may be omputed from (1.1): lnξ(0) = −0, 69892...
From (8.6) and (9.6):
ln
∞∏
l=1
(
1+
z2
k2l
)
−T5 (z)= 1
4
ln
(pi
2
)
−lnξ (0)−0, 8582 + O (z−1)
ln
∞∏
l=1
(
1+
z2
k2l
)
−T5 (z)= 0, 0464 + O
(
z−1
)
(9.7)
The remaining onstant 0,0464 in (9.7) must be due to Ω(k), i.e.
limx→∞2
∫∞
a
Ω(k)dk
k(1+ k
2
z2
)
should equal 0,0464.
10 The disontinuous funtion Ω(k).
In line with earlier denitions (see(3.2),(9.1)) we may put Ω(k) = 0 for 0 6
k 6 a in whih a is the point where φ(k) starts o from zero. Aording to the
foregoing, a < k1 where k1 orresponds to the rst zero of ξ(z).
Let in general the transform T from the k domain to the z domain be understood
as:
T [ϕ(k)]= 2z2
∫ ∞
a
Ω (k) dk
k(k2+z2)
(10.1)
Let:
limT→∞
1
T
∫ T
a
Ω (k) dk =Ω0 (10.2)
Let also:
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Ω (k)=Ω1 (k)+Ω0 (k) with Ω0 (k)=Ω0u (k− a) (10.3)
T [Ω (k)]=T [Ω1 (k)]+T [Ω0u (k− a)]= T [Ω1 (k)]+Ω0ln
(
1+
z2
a2
)
(10.4)
The existene of the logarithmi term in (10.4) as part of lnξ(z) is in ontradi-
tion with (9.7) where no logarithmi term is left. So Ω0 must equal zero.
Therefore by denition:
limT→∞
∫ T
a
Ω1(k)dk = 0 (10.5)
If Ω1 (k)were a smooth funtion, it ould after one or more zero-line rossings
remain permanently above or below this line and approah it asymptotially
and still meet (10.5).
But Ω1 (k)is a disontinuous funtion with jumps of at least height one. There-
fore Ω1 (k) will ross the zero-line an innite number of times. If we now look
bak at the situation in terms of ϕ(k) and φ(k) (see (9.1)), ϕ(k) will ross φ(k)
alternatively vertially and horizontally.
At the horizontal rossings the number of zeros of ξ(z) from k = 0 to the point
of rossing ka is equal to φ(ka). If two onseutive horizontal rossings our at
ka and kb, the number of zeros in between will equal:
φ (kb)−φ(ka) ∼△(a, b)
2pi
ln
[
ka+kb
4pi
]
with △ (a, b)=kb−ka .
At the horizontal rossings the total number of zeros from 0 up to T will equal:
N (T ) =
T
2pi
ln
(
T
2pi
)
− T
2pi
+
7
8
(10.6)
In (10.6) the symbol T has been used instead of k, as ustomary in analyti
number theory.
The reader is invited to go through an exerise in graphis. Draw the following
urves in a diagram:
1. φ(k) starting with k = 9.67... and up to e.g. k = 55.
2. ϕ1(k): The ϕ(k) orresponding to ξ(z) based on the atual zeros available
in the literature (e.g. Edwards, p. 96) up to e.g. the tenth root. ϕ1(k)
is a step funtion with vertial jumps at the zeros of ξ(z). The horizontal
portions our for vertial values equal to n=0,1,2,...
3. ϕ2(k): A step funtion similar to ϕ1(k) with horizontal portions at the
same level n=0,1,2,... as ϕ1(k), while the vertial jumps our at those
horizontal values k for whih φ(k) reahes a value n+ 12 .
It is remarkable how well ϕ2(k) approximates ϕ1(k).
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