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Chapter 1 
Introduction 
John was spoilt for choice. The insurance agent had boiled things down to two options, 
both attractive and costly in their own way. Should he take the life assurance with a low 
monthly contribution but a higher risk of exclusion or should he take the more expensive 
policy with guaranteed payment. He balanced reasons, thinking of his family counting on 
his income, thinking of the car he wanted to buy this year… In the middle of his 
deliberation he was interrupted by the voice of the agent: “So, what’s your decision?” – 
“Oh, sorry – where do I have to sign for the low priced option?” 
Making decisions is a dynamic process. Especially when we face a decision between 
conflicting options, different forces seem to drag our mind from one option to the other one 
(James, 1890), again and again. This process may last for a long time, sometimes only 
coming to a decision when we are finally forced to choose, e.g. by an important deadline.  
Psychology and many other disciplines were interested in how humans make decisions 
from their beginnings on. Many different influences on decisions were discovered (e.g. 
Kahneman & Tversky, 1979; Todd & Gigerenzer, 2000). In the face of these advances, it 
seems odd, that knowledge about the ongoing process of reaching a decision is rare and 
much of the investigation has focused on the final outcome of choice situations (Townsend 
& Busemeyer, 1995). A very recent approach, called neuroeconomics, started out to 
investigate what happens behind the scenes of a final decision. Using modern 
neuroimaging methods, many neuroeconomists explain decision making in the brain in 
terms of a hierarchy of different neural modules that work together like a big corporation 
to finally make the best possible decision (Sanfey, Loewenstein, McClure, & Cohen, 2006). 
However, the focus on neural modules also limits this approach to a quite static view of 
decision making and many questions, related to the dynamic aspects of decision making, 
still remain open: How do we continuously control impulsive or habitual tendencies in our 
decisions when we pursue long‐term goals? How do we shift attention back and forth 
between (goal) relevant properties of choice options? How do we adjust and readjust our 
focus of attention to relevant information in order to avoid distraction by irrelevant or 
misleading information? And how are we influenced by the environmental context when 
we make decisions? 
The present work aims to show how an approach based on the concepts of dynamic 
systems theory could complement the module oriented approach and enhance our 
knowledge of the processes of decision making. Chapter 2 elaborates the limits of the 
module oriented approach, with a special focus on decisions under conflict, when we are 
faced with conflicting information, and introduces the principles of a complementary 
dynamic approach. Chapter 3 deduces the dynamic hypothesis of this work: ongoing 
processes interactions at different time scales can explain specific cognitive functions 
without postulating specialized modules for this function. To approach this hypothesis, 
chapter 4 will develop a theoretical and empirical framework to study decision making 
dynamically. The empirical part, building on the empirical framework, starts with chapter 
5 presenting an EEG experiment. Chapter 6 presents two mouse tracking experiments, and 
chapter 7 presents a modelling study, reproducing the empirical data of chapters 5 and 6. 
The general discussion in chapter 8 summarizes the theoretical and empirical results and 
discusses possible limitations. Finally, chapter 9 discusses the implications of the dynamic 
approach to decision making, presents an outlook on future research projects, and closes 
the work by offering a dynamic picture of the processes behind the stage of a final decision. 
Chapter 2. Decision making under conflict 
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Chapter 2 
Decision making under conflict 
Research on decision making is deeply rooted in psychology, but from its beginnings, it 
was a multidisciplinary venture and hence the roots of the field are widespread, including 
philosophy, economics, mathematics, and sociology. While every discipline had its own 
approach to the subject matter, interdisciplinary approaches tried to bring the different 
views together (for a review on these historical developments, see e.g. Goldstein & Hogarth, 
1997). In recent years, a new field called ‘neuroeconomics’ added another interdisciplinary 
perspective on decision making. Since its start, this field has brought much insight into 
human decision making (Camerer, Loewenstein, & Prelec, 2005; Loewenstein, Rick, & 
Cohen, 2008; Sanfey et al., 2006). As a joint venture of psychology, behavioural economics, 
and neuroscience, it combines the different theoretical and methodological approaches and 
builds on a scientific framework that will be called the “hierarchical module oriented 
approach”, or shorter, the “module oriented approach” in this work (see e.g. Sanfey et al., 
2006)1. In the following, I will first introduce the module oriented approach that is used 
widely in neuroeconomics to investigate human decision making and illustrate basic 
challenges associated with this approach. I will then focus on decision making under 
conflict, a topic that is at the interface of neuroeconomics and cognitive psychology, to 
further illustrate limits of the module oriented approach. Finally, I will sketch a 
complementary framework for the interdisciplinary study of decision making, based on 
                                                        
 
1 While the modular approach is also deeply rooted in the main stream of cognitive psychology 
(e.g. Barrett & Kurzban, 2006; Fodor, 1983), the debate about modularity in the field is ongoing, 
see e.g. (Fodor, 2005, 2001; Pinker, 2005a, 2005b, 1997) for a central discussion of this issue. 
dynamic systems theory and derive the differences between the module oriented and this 
dynamic framework. 
2.1 Decision making, modules, and stages 
What defines a decision? Researchers from different areas answer this question in different 
ways, reflecting the focus of each area. Gold & Shadlen (2007) define decisions as “a 
deliberative process that results in the commitment to a categorical proposition” (Gold & 
Shadlen, 2007, p. 536). While this definition includes both, the process and the result, the 
most studied feature of decisions is their outcome (Townsend & Busemeyer, 1995). Early 
foundational work compared this outcome, the final choice, with predictions of normative, 
static and deterministic mathematical models (e.g. expected utility theory, von Neumann & 
Morgenstern, 1944; subjective expected utility theory, Savage, 1972). This allowed 
researchers to classify choices as rational or irrational, or as logical or not logical. 
Subsequently, the inclusion of psychological factors was shown to be necessary to better 
account for human decision making (Kahneman & Tversky, 1979). In many different 
branches of decision making research, the manipulation of specific properties of choice 
options, e.g. temporal delay (for a review, see Frederick, Loewenstein, & OʹDonoghue, 
2002), additional options (for a concise review, see Busemeyer, Barkan, Mehta, & 
Chaturvedi, 2007), and different contexts, (e.g. emotional information: Damasio & 
Sutherland, 1996) allowed to specify more and more circumstances in which deciders show 
behaviour deviating from rational choice models or, even worse, fail to choose what could 
make them happy (Hsee & Hastie, 2006). A very successful psychological approach, based 
on these insights and describing fallacies in decision making, was based on heuristics and 
biases (Tversky & Kahneman, 1974). This view offered an integrative bridge between 
economically rational behaviour, shown by many people under normal circumstances, and 
the occurrence of economically irrational behaviour. The heuristics approach revealed how 
humans apply rules of thumb (e.g. Todd & Gigerenzer, 2000), that work out and seem 
rational in many every day situations, but fail under certain circumstances. While this 
approach inspired a considerable amount of research discovering different heuristics in 
special decision making situations, it also had two major drawbacks. First, the list of 
possible heuristics, that can be used to describe human behaviour, is potentially endless 
and hence the approach turns out to be unfalsifyable and purely desciptive (e.g. Cohen, 
1981; Newell, Weston, & Shanks, 2003). Second and logically related to the first drawback, 
Chapter 2. Decision making under conflict 
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the approach provides no real process model of how specific heuristics are chosen and 
applied. Hence, this approach leaves one important question open: what are the processes 
leading to a final decision?  
A new integrative approach to find an answer to this question was initiated when 
neuroeconomists started their venture to explore the neural substrates of decision making 
(Loewenstein et al., 2008; Sanfey, 2007; Sanfey et al., 2006). The neuroeconomic approach is 
based on a psychological framework postulating multiple functionally separated systems 
as specialized processing modules (for a discussion of the related approach in cognitive 
psychology, see e.g. Barrett & Kurzban, 2006) that transform specific input into output in a 
stage‐like manner (e.g. Bogacz, 2007; Zak, 2004)2. The coordination of these different 
modules occurs in a hierarchical order, with monitoring systems observing outcomes and 
producing feedback for future action (Sanfey et al., 2006). Hence, in this framework, 
identifying different processes leading to a final decision means to identify modules that 
are engaged in a specific decision. Following from this, the empirical approach aims to find 
out how decisions are made by (1) isolating and studying different functional modules and 
their relation to stages of decision making processes (Fellows, 2004; Sugrue, Corrado, & 
Newsome, 2005) and (2) localizing brain areas as neural systems underlying these specific 
functions and hence, implementing these modules (Sanfey et al., 2006).  
For highly specialized systems, located lower in the hierarchy, this approach successfully 
produced many findings of localized neural subsystems in the last years (for reviews, see 
e.g. Doya, 2008; Smith & Huettel, 2010), e.g. for value representation and value calculation 
(McClure, Laibson, Loewenstein, & Cohen, 2004), or for representing risk (Kuhnen & 
Knutson, 2005). Typical explanations resulting from this approach are multiple‐system 
approaches (Sanfey et al., 2006). For example, in intertemporal choice, participants have to 
choose between a sooner, but smaller reward and a later, but larger reward. 
Neuroeconomic studies have shown that in this situation, one subsystem represents the 
(emotional or impulsive) value of immediate gains, while another subsystem represents the 
                                                        
 
2 Similarly to cognitive psychology, there are several streams of neuroeconomic research. I will 
focus on one main stream in the following, as described e.g. in a review by Sanfey and 
colleagues (Sanfey et al., 2006) and criticized e.g. by Harrison (2008). An exception to this main 
stream is described e.g. by Glimcher and colleagues (Glimcher et al., 2005). 
(more rational) value of future gains (McClure et al., 2004). However, while initial studies 
found impressively clear localizations, follow up studies show that results are not as clear 
cut as suggested (compare e.g. McClure, Ericson, Laibson, Loewenstein, & Cohen, 2007; 
McClure et al., 2004 for inconsistent results on ʺimpulsiveʺ areas). Even more important, 
the success with specialized systems also comes with a burden that concerns the more 
general systems located higher in the hierarchy: the question, how the information 
represented in the lower systems is integrated to reach a final decision remains open. While 
it is argued, that this function can be attributed to systems, located higher in the hierarchy, 
the study of theses systems does not give a hint how they perform their integrative 
function. Even worse, while the more specialized systems might be localizable and hence 
definable, this must be questioned for the more general systems, coordinating the interplay 
of the lower systems (cf. Uttal, 2002; Cabeza & Nyberg, 2000).  
Typical examples for these higher systems are systems performing processes of cognitive 
control. Cognitive control in decision making is necessary for “overcoming of a strong 
habitual response or resisting temptation” (Norman & Shallice, 2000, p. 377). In the case of 
clear cut decisions, e.g. if one option clearly outweighs alternatives and tempting or 
habitual responses are even in accordance with a persons long‐term goals, cognitive control 
might not be necessary. On the other side, situations of high conflict, e.g. when choice 
values are merely equal (Tversky & Shafir, 1992) or choice values conflict with a persons 
goals, cognitive control comes into play: while the lower systems represent conflicting 
information, this conflict has to be coordinated and hence, resolved, finding a decision 
considering specific goals. From the perspective of the module oriented approach, this 
coordination of lower systems is provided by a higher system (Sanfey et al., 2006). Hence, 
the following part will focus on these situations posing a need of information integration 
by a specific module. 
2.2 Decision making under conflict and cognitive control 
To precisely define and localize the recruitment of cognitive control in the case of decision 
making under conflict, a huge research program has been performed in the last decade. 
From a cognitive psychological view, highly controllable paradigms are required, to isolate 
a function as complex as the recruitment of cognitive control. Hence, decision making 
under conflict has been widely studied using so called conflict tasks that reduce the 
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complexity of the situation to the essence of interest: conflict between two responses. For 
example, in a typical Simon task (Simon, 1969), subjects are required to respond to the 
direction of a presented arrow (e.g. left/right), but have to ignore the location where the 
arrow appears (e.g. left/right), hence potentially leading to conflict, e.g. when a left 
pointing arrow is presented on the right side of the screen. Similarly, in a Flanker task 
(Eriksen & Eriksen, 1974), participants have to respond to a centrally presented target (e.g. 
letters), but have to ignore surrounding flanker stimuli, hence potentially leading to 
conflict when the centrally presented letter is mapped to another response than the 
surrounding letters. Finally, in the Stroop task (Stroop, 1935), participants respond to the 
ink color of colorwords, leading to conflict when the ink color (e.g. red ink) and the 
meaning of the colorword (e.g. ‘blue’) are mapped to different responses. 
Taken together, the principle behind these tasks is to require participants to respond to 
information on a specific stimulus dimension, while interfering information could be 
presented simultaneously on another stimulus dimension, leading to conflict. 
Consequentially, it has been found that response time (RT) is higher for trials presenting 
conflicting information (conflict trials) than for trials with converging information (no‐
conflict trials), an effect called the congruency effect. This congruency effect is assumed to 
reflect the time needed to resolve conflict between the two different sources of information 
(interestingly, this effect in RT has also been found for more complex, value based 
decisions under conflict, e.g. Diederich, 2003; Tyebjee, 1979). It has been supposed that this 
congruency effect reflects the need for processes of cognitive control coming into play to 
provide conflict resolution. Since in all these tasks, the interfering information is processed 
faster (Simon task), more dominant (Flanker task), or overlearned (Stroop task), cognitive 
control needs to provide the ability “to repress one’s instantaneous urges in favor of less 
obvious but more appropriate responses” (Verguts & Notebaert, 2008, p. 518). In the case of 
conflict tasks, cognitive control enables the cognitive system to suppress one source of 
distracting information in favour of pursuing the goal to follow the task instruction and to 
respond to the other, relevant information (e.g. Goschke, 2000).  
The engagement of cognitive control in conflict tasks turned out to be very flexible, 
reflecting the necessity to adapt information processing to ever changing environmental 
needs, since suppressed information can become important under different circumstances. 
First, it has been found that in consecutive conflict trials, the congruency effect is reduced, 
indicating adaptation of information processing to conflicting information by an increased 
engagement of cognitive control (Gratton, Coles, & Donchin, 1992; but see Mayr, Awh, & 
Laurey, 2003) on a short (trial‐to‐trial) time scale. Furthermore, the congruency effect has 
been shown to depend on the overall number of conflict trials in an experiment: a higher 
proportion of conflict trials leads to a decrease of the congruency effect (Gratton et al., 1992). 
This indicates a more global adaptation to conflicting information by control adjustments 
on a larger time scale. Finally, it has been shown that contextual influences, e.g. mood 
(Dreisbach & Goschke, 2004; Rowe, Hirsh, & Anderson, 2007), and individual differences 
affect the congruency effect (cf. Dreisbach et al., 2005), indicating an adaptation of 
information processing by control adjustments over macro time scales.  
These different influences on cognitive control, reflected in changes of the congruency 
effect, inspired the search for a mechanism that provides the function leading to a flexible 
engagement of cognitive control in the occurrence of conflict at different time scales. This 
search yielded the postulation of a specific module exerting this function.  
2.3 A module for coordinating decision making under conflict 
The most influential theory explaining conflict adaptation effects in terms of cognitive 
control was provided by conflict monitoring theory (Botvinick, Braver, Barch, Carter, & 
Cohen, 2001). It supposes that the anterior cingulate cortex (ACC) as a central conflict 
monitoring module detects conflict between different response options and, in the 
following, adapts cognitive control to the signalled increased need of control. This 
approach inspired a huge research program in recent years and has been very successful 
(Botvinick, Cohen, & Carter, 2004), with brain imaging studies providing evidence for the 
ACC to host this conflict monitoring module (e.g. Kerns et al., 2004).  
However, while these results mark the ACC as the primary candidate for triggering and 
adapting cognitive control in decision making under conflict, this role has also been 
questioned, for two reasons. First, neuropsychological and animal lesion studies provided 
evidence, that the ACC is not necessary to produce adaptation of cognitive control 
(Mansouri, Tanaka, & Buckley, 2009; but see also Cole, Yeung, Freiwald, & Botvinick, 2009). 
Second, it remains unclear how the ACC produces the adaptation of control at the different 
time scales indicated above: is the conflict signal used directly in a conflict situation, is it 
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just used to adjust the cognitive system to future situations, how is conflict information 
integrated across several situations or even across the life span?  
Furthermore, the ACC has been shown to be involved in many other functions, e.g. error 
detection (e.g. Debener et al., 2005; Falkenstein, Hoormann, Christ, & Hohnsbein, 2000), 
outcome evaluation in terms of reward predicition and negative feedback (e.g. Holroyd & 
Coles, 2002; Holroyd, Nieuwenhuis, Yeung, & Cohen, 2003), and guiding action selection 
on the basis of cost‐benefit analyses (e.g. Rushworth, Walton, Kennerley, & Bannerman, 
2004). While integration of these different functions seems to be feasible if the abstraction 
level is chosen high enough (Botvinick, 2007), the combination of a functional localization 
of conflict detection in the ACC on the on hand and the manifold of functional mappings to 
the ACC illustrate the problem of the module oriented approach, when it comes to localize 
and explain higher and more general functions. It neither provides a persuasive description 
of how integrative functions representing the core of decision making under conflict are 
performed (the process dynamics) nor is it possible to clearly attribute these functions to a 
specific module (the process localization) (see e.g. Cabeza & Nyberg, 2000 for a review of 
275 localizing studies of higher functions).  
The module oriented approach is based on the mapping of distinct cognitive functions to 
distinct brain areas. The example of conflict monitoring was presented to briefly illustrate 
challenges to this approach. From these challenges, several authors have concluded that 
this approach could be questioned (e.g. Hardcastle & Stewart, 2002)3. As a sole basis for 
neuroeconomic research, it seems to be hardly able to satisfy the remaining call for an 
overarching theory of decision making (cf. Glimcher, Dorris, & Bayer, 2005; Ortmann, 2008) 
that is able to integrate across different results and different levels of complexity, i.e. 
decision behaviour and the neural substrate (cf. Oullier & Kelso, 2006). 
In the following, I will introduce a dynamic approach to decision making under conflict as 
a complement to the localization of modules and processing stages. I will describe two 
                                                        
 
3 Note that questioning the modular approach does not mean to deny modularity to some 
degree in the brain (for a ciritcal discussion of equipotentiationism, see e.g. Mundale, 2002), e.g. 
as proposed by Rolls (Rolls, 2010; see also section 2.4.2). However, it is the explanatory 
approach focussing on the properties and the localization of specific modules that is questioned 
here. 
basic principles of this approach to provide a basis on which the aims of this work will be 
derived. This dynamic approach will be developed in more detail in chapter 4. 
2.4  A dynamic approach to decision making under conflict 
Since the processes involved in decision making under conflict span across different levels 
of complexity and different time scales (e.g. Botvinick, 2007), there is need for a theory 
supporting the integration across these different levels. It has been proposed previously 
(e.g. Kelso, 1995; Oullier & Kelso, 2006), that an approach to cognition, based on the 
foundations of dynamic systems theory (DST), could provide the necessary conceptual 
framework for this venture. As a mathematical theory for the analysis of the behaviour of 
complex systems, DST offers general scientific concepts as a language spanning different 
levels of complexity and different time scales. Because of its generality, DST has been 
applied in a wide variety of fields, from physics (Haken, 2004) to different areas of 
psychology (e.g. Erlhagen & Schöner, 2002; Kelso et al., 1995; Thelen & Smith, 1996). In the 
following, I will introduce the basic principles that form the basis for the dynamic 
approach to decision making under conflict: continuity and recurrent coupling. I will also 
indicate how these principles could provide a complementary view enriching empirical 
investigations. 
2.4.1 The principle of continuity 
The first principle, continuity, applies to both, continuity in time and continuity in space. 
Continuity in time refers, to the fact, that cognition integrates information over different 
time scales, from the continuous stream of information at a micro time scale from 
millisecond to millisecond, via the shift oft attention and short term memory at the short 
time scale of seconds and minutes, to individual learning at an intermediate time scale of 
hours or weeks, and, finally, to learning or even genetically stored information about 
environmental circumstances at a macro time scale of years and centuries (e.g. Spivey & 
Dale, 2004). Within psychology, these time scales are separated into subdisciplines, e.g. 
cognitive psychology, developmental psychology, evolutionary psychology, reflecting the 
difficulty to integrate them. Within each discipline, theories focus on the respective range 
of time scales. As an example, developmental psychology, operating at intermediate and 
macro time scales, often assumes a stepwise development of cognition within years, 
ignoring effects at lower time scales that indicate a continuous development below the 
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surface (Thelen & Smith, 1996). However, if one considers lower time scales, this ongoing 
development can be shown by specific manipulations of original tasks (e.g. for the concept 
of object permancence, see Schöner & Thelen, 2006; Thelen, Schöner, Scheier, & Smith, 
2001). Similarly, investigations in cognitive psychology (and cognitive neuroscience), and 
especially decision research, mostly focus on short time scales, oft ignoring effects at higher 
and lower time scales. On the one hand, effects at intermediate to macro time scales vanish 
by averaging across individual differences (e.g. Coulson & Nunn, 1999; Kelso, 1995). On 
the other hand, effects at micro time scales can hardly be traced, since most applied 
methods, e.g. measuring response times (RT), choice frequencies, aggregated ERPs4, or 
fMRI, operate at short time scales and hence are relatively insensitive to continuous process 
dynamics at the micro time scale (e.g. Townsend & Busemeyer, 1995). Therefore, the 
methods at hand and the focus on the outcome of decisions also constrain the study of 
decision making to focus mostly on short time scales. 
Continuity in space refers to the fact that representations are continuous areas of different 
stability within a continuous high dimensional state space (e.g. a state space reflecting 
neural activation) (Spivey, 2007). In combination with continuity in time, this means that 
state transitions in the system do not happen discretely (i.e. from stage to stage) but include 
a trajectory from one meta‐stable state (so called attractor states) to the next one (Bressler & 
Kelso, 2001; Kelso et al., 1995), passing through a space of less stable states in between. In 
this view, representations, processing stages, and consciously perceived states are mere 
snapshots of the system on its ongoing way through the state space. Hence, one of the 
central concepts in decision making research, processing stages implemented as discrete 
functional modules, is ‘fluidified’ in this view. 
The principle of continuity in time and space implies a shift in theorizing and empirical 
investigation. Instead of studying seemingly stable states at specific time scales the focus of 
                                                        
 
4 While EEG represents an inherently continuous method, the study of ERPs is often limited to 
the properties of one component per trial, e.g. the amplitude of the N170 component for face 
processing, or the P1 and N1 component for attentional processes. Hence, while the EEG signal 
provides a continuous measure of cognitive activity and yields a temporal resolution at the 
millisecond time scale, ERPs better satisfy properties of discrete measures of cognitive processes 
at short time scales. 
investigation shifts to the study of patterns of change at different time scales. This shift has 
already been performed by several researchers modelling decision making (e.g. Busemeyer 
& Townsend, 1993; Roe, Busemeyer, & Townsend, 2001), and has brought insight into 
seemingly paradox decision behaviour (e.g. Townsend & Busemeyer, 1995). The situation is 
different on the empirical side: while the shift in focus could inspire a manifold of 
theoretical questions and hypotheses about decision making processes, it requires the 
development and the application of empirical methods to study patterns of change 
continuously, especially at micro time scales. Hence, discrete methods like RT, ERPs4, and 
fMRI are difficult to apply to dynamic questions. 
2.4.2 The principle of recurrent coupling 
The second principle, recurrent coupling, lies at the heart of the continuous dynamics. This 
principle defines cognition, and hence decision making, as the interplay of highly 
interacting components (Bressler & Kelso, 2001; Van Orden, Holden, & Turvey, 2003) at 
different levels. Instead of discrete stages and discrete systems for the processing of specific 
information (Fodor, 1983; Sanfey et al., 2006), it is assumed that subsystems are strongly 
coupled and information is processed in parallel and recursively, with all subsystems 
exchanging information continuously. Hence, cognitive acts represent distributed self 
organized patterns (e.g. of neural activity), that change over time and stabilize by 
reciprocal interaction of its constituents. This view implicates, first, that specific cognitive 
components are not identifiable by paradigms building on the addition of sub‐
componential processing times measured by RT (Stephen & Mirman, 2010), and, second, 
that it is difficult to establish clear relationships between specific processing of information, 
specific cognitive components and specific brain areas, constituting a specific cognitive act 
(Cabeza & Nyberg, 2000; Hardcastle & Stewart, 2002; Poldrack, 2006; Uttal, 2002, 2003)5. 
While the principle of recurrent coupling does not deny modularity in the brain in general 
(quite to the contrary, compare e.g. Rolls, 2010), it questions the value of establishing a 
relationship between specific “semantic” cognitive processes and specific brain areas. 
                                                        
 
5 In line with the latter argument, dissociating brain areas by manipulating tasks using the 
common subtraction logic is difficult, since reciprocal interaction of subsystems leads to non‐
linear effects of activation (Friston et al., 1996). 
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The principle of recurrent coupling provides a theoretical advance offering a different 
perspective on two important distinctions in many psychological models. First, problems 
created by the hierarchical distinction between bottom‐up (e.g. visual input) processing 
and top‐down influences (e.g. attention) dissolve6 (see e.g. Cohen, Servan‐Schreiber, & 
McClelland, 1992; Gilbert & Shallice, 2002). Within the system, information is exchanged 
reciprocally to create specific patterns of activation. Second, and related to the first one, the 
distinction between action and perception is replaced by a more integrative view, in which 
action and perception interact. The system is coupled to the environment at both ends of 
the classical processing stream and, hence, action influences perception and vice versa (e.g. 
Hommel, Müsseler, Aschersleben, & Prinz, 2002; Humphreys, Riddoch M., Forti, & 
Ackroyd, 2004)7.  
On the back side of this advance lies the requirement to approach decision making in a new 
way: instead of distinct cognitive components and a step wise causal interplay between 
them, the interest shifts to temporal patterns of interacting influences and the stability of 
these patterns, influenced by the degree of coupling. The following chapters aim to 
approach decision making in this new way. 
                                                        
 
6 A typical example is the finding of massive back projecting connections from the primary 
visual cortex to the lateral geniculate nucleus (Przybyszewski, 1998). While this questions the 
classical bottom‐up perspective of vision, it supports a recurrent view, where top‐down and 
bottom‐up processes interact permanently to create visual perception. This pattern creating 
process can reach a level, where a clear distinction of directions, while making analysis easier, 
limits the possible understanding of the underlying processes. 
7 Similarly to the first distinction between bottom‐up and top‐down, the distinction between 
action and perception eases analysis, but can detain research from important insights (e.g. 
Humphreys et al., 2004) 
Chapter 3 
Investigating decision making under conflict 
dynamically 
In the previous chapter, the principles of two scientific frameworks to approach decision 
making were described. The hierarchical module oriented framework, on the one hand, 
assumes that cognitive processes are performed by specialized modules, with modules 
higher in the hierarchy performing higher cognitive functions and coordinating modules 
lower in the hierarchy. Hence, it focuses on the localization of these modules to understand 
the process of decision making. The dynamic systems theory framework, on the other hand, 
assumes that coordination is self organized by the coupling of cognitive processes. Hence, 
it focuses on the different time scales at which these processes are performed and on their 
interaction (see figure 1). 
 
 
Figure 1. Conflict related effects at different time scales. 
The effects at different time scales interact and create each other. 
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This work will apply the principles of the dynamic systems theory framework to study 
decision making under conflict. It aims to support two dynamic hypotheses: First, effects at 
short and intermediate time scales can simply emerge from processes at the micro time 
scale. Second, instead of being produced by explicit modules, these effects at higher time 
scales can emerge from the interaction dynamics within the network.  
I will describe the theoretical and methodological aims of this work, derived from the 
requirements posed by the dynamic principles (see section 2.4), in more detail in the 
following. 
3.1.1 Theoretical aims 
The dynamic approach requires rethinking decision making processes. On the one hand, it 
requires the development of a theoretical model based on DST concepts to study decision 
making at the behavioural and the neural level, replacing modular stage models. On the 
other hand, it requires assembling an empirical toolset, with new or modified paradigms 
and tools for dynamic analysis, to study component interactions in decision making under 
conflict at different time scales. Chapter 4 will approach these issues, applied to 
intertemporal choice, a paradigm that is an often mentioned example for the usefulness of 
the module oriented approach (McClure et al., 2004; Sanfey et al., 2006). 
3.1.2 Empirical aims 
After developing the theoretical dynamic model and the empirical toolset in chapter 4, this 
work aims to show the potential impact of the developed framework and to empirically 
support the two dynamic hypotheses. By studying decision making under conflict 
dynamically and by developing a dynamic connectionist model of decision making under 
conflict, this work will show, how cognitive control, including conflict resolution and 
conflict adaptation at different time scales, can be conceived of without postulating a 
specific module, namely the ACC, for this function. 
Hence, two typical conflict tasks, i.e. the Flanker task (Eriksen & Eriksen, 1974) and the 
Simon task (Simon, 1969), will be enhanced by applying dynamic methods. This approach 
provides two advantages. First, it illustrates how the new methods can be applied to 
existing conflict tasks and what new results could be expected from these methods. Second, 
it provides highly controllable paradigms and a possible validation of the found effects by 
comparison with classical data. In both tasks, the dynamic principles described above, will 
find application; first, tracing the processes of interest continuously at a micro time scale, 
and second, separating different components/influences on the decision process to 
investigate their ongoing interaction. 
Chapter 5 will apply a continuous perceptual measure, frequency tagged EEG, to provide 
additional insight at the micro time scale about continuous competition between conflicting 
information. Furthermore, it will investigate how processes at short time scales, i.e. the 
adaptation of processing to conflict, can emerge from processes at the micro time scale, i.e. 
conflict resolution.  
Chapter 6 will apply a continuous behavioural measure, mouse tracking, to provide 
additional insight at the micro time scale about continuous interaction between different 
influences on a final decision. This investigation at this micro time scale will provide 
additional information about processes at higher time scales, i.e. the adaptation of 
processing to conflict.  
Finally, chapter 7 will present a dynamic connectionist model of decision making under 
conflict. Following the dynamic principles, it emphasizes recurrent coupling, integrated 
time scales, and changes in patterns at different time scales. It will propose an alternative 
view to the currently dominant, component oriented view of decision making under 
conflict, conflict monitoring theory (Botvinick, 2007; Botvinick et al., 2001). Since the model 
emphasizes the importance of time scales, its validation will have to match two criteria. 
First, the model has to fit data from classical RT studies. Second, it has to reproduce the 
micro time scale data of the experiments reported in chapter 5 and 6. Especially the second 
comparison of data at the micro time scale is necessary to provide the assumed link 
between effects at lower and higher time scales. 
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Chapter 4 
Making decisions with a continuous mind 
4.1 Abstract 
Neuroeconomics is a rapidly expanding field at the interfaces of the human sciences. The 
interdisciplinary nature of this field results in several challenges when trying to solve the 
puzzling questions in human decision making, such as why and how people discount 
future gains. We argue that an empirical approach based on Dynamic Systems Theory 
(DST) could inspire and advance the neuroeconomic investigation of decision making 
processes in three ways: by enriching the mental model, by extending the empirical toolset, 
and by facilitating interdisciplinary exchange. 
The present article addresses the challenges neuroeconomics faces focusing on 
intertemporal choice. After a brief introduction of DST and related research, a DST‐based 
conceptual model of decision making is developed and linked to underlying neural 
principles. On this basis, we outline the application of DST‐informed empirical strategies to 
intertemporal choice. Finally, we discuss the general consequences and possible objections 
of the proposed approach for the research on intertemporal choice and the field of 
neuroeconomics. 
4.2 Introduction 
Decision making, the selection of an action among several alternatives, is a central part of 
human behavior. Various disciplines such as philosophy, economics, psychology, and 
neuroscience have been concerned with the processes and problems involved in decision 
making. Over the last decade, these fields have grown together as it is apparent from the 
increasing number of studies in the emerging interdisciplinary field of neuroeconomics (e.g. 
Loewenstein et al., 2008; Sanfey et al., 2006). Neuroeconomics has enhanced both 
neuroscience and economics in terms of paradigms and methods. However, the 
interdisciplinary cooperation has not only resulted in an expansion of the scientific horizon, 
but also in an incorporation of the blind spots of the collaborating fields (Glimcher et al., 
2005).  
In this paper, we propose to enrich the scientific investigation of human decision making 
by an empirical approach based on the concepts of Dynamic Systems Theory (DST). 
Although this approach is rooted in mathematics and philosophy (e.g. Ashby, 1959, 1956; 
Port & Gelder, 1995), the focus of this article is to offer empirical inspiration to researchers 
in the field of human decision making by a moderate DST‐informed approach. DST has 
been applied successfully to different subfields of the above‐mentioned disciplines 
(Juarrero, 1999; Kelso, 1995; Spivey, 2007; Thelen & Smith, 1996; but see Grush, 1997). It can 
contribute to neuroeconomics on two counts: At the theoretical level, DST can form a 
common conceptual ground for all participating fields and could enable researchers to 
define and investigate innovative research questions. At the methodological level, a DST‐
informed approach can enrich the design and the analysis of empirical studies. Although 
the methods proposed here are not new per se, the combination of these methods within a 
common framework provides a new perspective on human decision making. 
In the following, we will outline current approaches to decision making focusing on the 
field of neuroeconomics and in particular on intertemporal choice. Subsequently, we will 
briefly review current DST‐informed research and introduce the concepts of the DST 
perspective, their neural basis, and a theoretical model of a dynamic decision system. Next, 
we will build on this new mental model and elaborate on DST‐informed empirical 
strategies applied to intertemporal choice. We will then examine the potential benefits of 
the DST‐informed contribution to both, intertemporal choice and neuroeconomics. Finally, 
we will discuss the limits of the presented approach and possible objections against a DST‐
informed approach to decision making and cognition in general.  
4.3 Interdisciplinary research on decision making 
Traditionally, the various disciplines involved in the study of decision making take 
different perspectives on their topic (cf. Glimcher et al., 2005).  
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In philosophy, the mainstream view follows the so‐called belief‐desire model, which 
originates from Hume (Hume, 1739; Wallace, 1990). It essentially posits that people make 
decisions based on their desires (on what they want) and their beliefs (concerning the way 
their desires could be fulfilled). Moral philosophy tries to define norms for a morally 
correct decision and the responsibilities of a decider (see for examples Audi, 2006; Hare, 
1981; Scanlon, 1998). 
In economics, ‘rational’ decisions are traditionally considered to aim for utility 
maximization. For decisions under risk, as present in most real‐life situations, von 
Neumann & Morgenstern (1944) formulated the ‘expected utility theory’. The utility of a 
decision option is calculated by considering a probability‐weighted average of the utilities 
in each possible state. Following this notion, a ‘rational’ decider should always choose the 
decision option with the highest utility. Since such an ‘objective’ choice mechanism turned 
out to be too simplistic to describe human behavior, it was further specified in various 
subjective expected utility theories (for reviews, see Fishburn, 1981; Hastie & Dawes, 2001), 
the most prominent one being the ‘prospect theory’ proposed by Tversky & Kahnemann 
(1979). 
In psychology, probability and value soon turned out to be insufficient to describe 
appropriately human decision making behavior. The ‘risk preference model’ proposed by 
Atkinson (1957) was a first attempt to extend the ‘rational utility model’ by psychological 
concepts such as motivation and emotion, and was followed by many others (e.g. Bechara, 
2005; Isen, 2000; Naqvi, Shiv, & Bechara, 2006; Schwarz, 2000).  
Despite large efforts within the various disciplines, most theories failed to be either 
sufficiently general or parsimonious (Glimcher et al., 2005). A broadly accepted theory of 
decision making has not emerged yet (Kahneman, 2003). 
4.3.1 Neuroeconomics 
This situation called for an interdisciplinary cooperation between the various disciplines. 
The first attempt to integrate decision making research in neighboring fields had been 
made half a century ago, aiming to integrate empirical results from psychology into 
economical theories (Simon, 1965). Not until a couple of decades later further integration 
has been undertaken: the behavioral and economical research traditions became unified 
with the aspiring neurosciences in the newly created field of neuroeconomics (e.g. Platt & 
Glimcher, 1999).  
The goal of neuroeconomics is to understand the neural basis of individual choice behavior 
(Sugrue et al., 2005) and its core processes (for more detailed reviews, see Camerer et al., 
2005; Glimcher & Rustichini, 2004; Kenning & Plassmann, 2005; Loewenstein et al., 2008; 
Sanfey, 2007). With minor differences, these central processing stages are presumed to be 
the same for simple sensory decisions (Bogacz, 2007) and complex economic decisions (Zak, 
2004). After obtaining information about the options, an evaluation process takes place 
which is followed by a choice (Fellows, 2004; Zak, 2004) (see figure 2).  
In identifying the neural substrate of decision making, neuroeconomics had a promising 
start (see for a review e.g. Doya, 2008). Economists were hoping for better predictions of 
human behavior by quantitatively measuring and predicting internal variables such as 
‘value’ (Sugrue et al., 2005). Neuroscientists in turn took benefit from a wide range of well‐
designed decision paradigms and mathematical models (Zak, 2004). 
 
Figure 2. The core processing stages of decision making 
(see Fellows, 2004; Sugrue et al., 2005). 
4.3.2 Challenges for the neuroeconomic approach 
Sanfey (2007) argues that neuroeconomics can prosper by using these complementary 
strengths. However, the divergence of the description levels used in the different 
disciplines apparently results in explanatory difficulties.  
On the one hand, neuroscientists often use only the most basic elements of ‘rational choice 
theory’ to explain their simple task data (e.g. Camerer et al., 2005). Yet they aim to transfer 
their results from the microscopic description level (e.g. single‐cell studies) of low‐level 
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perceptual choice tasks to everyday human decision making (Sanfey, 2007) as formally 
described by economists in complex mathematical models. This theoretical transfer is 
difficult, since the processing stages of the different levels have to be matched. A pragmatic 
solution to this problem is to draw metaphoric analogies (e.g. Sanfey et al., 2006). However, 
this approach is not necessarily evidently valid and has hence been questioned (Oullier & 
Kelso, 2006). 
Economists on the other hand, apply the classical model (see figure 2) to specific decision 
making problems. Since the relation of the evaluation step to brain processes is highly 
undetermined (Glimcher et al., 2005), they infer, on the basis of simple correlations between 
brain activity and behavior, that there is a localizable decider in the brain (e.g. Camerer et 
al., 2005; Sugrue et al., 2005). One example is the grounding of theories of human decision 
making on the existence of two independent brain systems (see below for the example of 
intertemporal choice). In fact, the mapping of two independent systems onto distinct brain 
structures is controversial, as there is only little physiological evidence providing direct 
support (Sugrue et al., 2005). In contrast, there is accumulating evidence that decision 
making is a holistic process distributed over the whole brain (Glimcher et al., 2005). Thus, 
the question how decisions are made remains unsolved. 
In the following, we will exemplify the identified issues for the case of intertemporal choice, 
one of the most extensively studied topics in neuroeconomics today.  
4.3.2.1 An example: intertemporal choice 
An intertemporal choice involves alternatives that differ not only in terms of their value, 
but additionally in their time distribution: it is about choosing between an immediate 
smaller gain, and a delayed larger gain (for a review, see Berns, Laibson, & Loewenstein, 
2007; Frederick et al., 2002; Loewenstein et al., 2008).  
The original ‘discounted utility model’ in economics (Samuelson, 1937) assumes that a 
value is discounted exponentially over time8. This implies that a given time delay leads to 
                                                        
 
8 The exponential discount function (from Green & Myerson, 2004): V = A * e‐bD (V is is the 
subjective value of the reward, A is its amount, D is the delay, and b is the discounting 
parameter governing the rate of discounting) 
the same relative value reduction, such that choosing between ten dollars today and eleven 
tomorrow, and choosing between ten dollars in one year and eleven in one year and a day 
would be equivalent. Hence, a ‘rational’ agent makes his choice consistent for either the 
short‐term or the long‐term option even if the exponential discount rate is very high. In 
contrast to this ‘rational choice model’, people often care about the same time delay more if 
it is close to the present rather than far in the future (Kirby & Herrnstein, 1995; Rachlin & 
Raineri, 1992). The first part of their discount function is much steeper than an exponential 
function and some argue that it can better be described by a hyperbolic function9 (Ainslie, 
1975). Alternative models proposed a variety of different hyperbola‐like functions (e.g. 
Green & Myerson, 2004; Laibson, 1997; Loewenstein & Prelec, 1992; Phelps & Pollak, 1968). 
Green and Myerson (2004) demonstrated that adding a non‐linear scaling parameter to a 
hyperbolic function10 improves the fit of the data significantly more than expected from 
simply adding one free parameter. The shape of another quasi‐hyperbolic discount 
function11 often utilized in neuroeconomics is also defined by two parameters (e.g. 
McClure et al., 2004): β, responsible for the steep short‐term decline in subjective value; and 
δ, causing the mild long‐term decline of the subjective value. 
The economic attempts to describe discounting behavior formally have been the starting 
point for the neuroeconomic investigation of intertemporal choice. To outline the 
challenges in this growing field, we will raise three issues playing a central role. Firstly, we 
will present the currently dominant explanation for the human discounting behavior: the 
two systems approach. Secondly, we will consider alternative explanations, which link the 
discounting behavior to neural processes underlying time perception and reward 
anticipation. Thirdly, we will highlight the diversity in the field to emphasize that further 
effort is needed to come up with a general theory. 
                                                        
 
9 The hyperbolic discounting function (from Green & Myerson, 2004): V = A / (1 +kD) (k is the 
discounting parameter) 
10 The Green & Myerson  (2004) hyperbola‐like discounting function: V = A /(1 +kD)s (s is the 
nonlinear scaling parameter of amount and/or time) 
11 The McClure et al. (2004) quasi‐hyperbolic function:  
V = A * β * δD for D>0 (β is the short‐term and δ the long‐term discount parameter) 
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4.3.2.2 The two systems approach 
The existence of the two different discount parameters in descriptive models led to the 
hypothesis that the human value system consists of ‘multiple selves’ with different 
preferences resulting in intrapersonal conflicts: a ‘current self’ preferring immediate gains 
and a ‘future self’ considering the more distant future (e.g. Fudenberg & Levine, 2006; 
Thaler & Shefrin, 1981). The separate value systems are attributed to more general brain 
systems: one emotional or impulsive, oriented toward the present; the other one cognitive 
or rational, anticipating and caring about the distant future (e.g. Berns et al., 2007; Metcalfe 
& Mischel, 1999). The first system is supposed to account for impulsiveness; the second one 
should enable self‐control. 
The distinction between two systems will be considered here on two levels, at the 
neuroscientific level with respect to brain activity, and at the behavioral level with respect 
to impulsive choice behavior. 
On the neuroscientific level, a distinction between two systems has been supported by 
fMRI studies on subjects making choices between immediate smaller, and delayed larger 
amounts of money (McClure et al., 2004). During all intertemporal choices, the lateral 
prefrontal cortex and the posterior parietal cortex were active. However, the mesolimbic 
dopamine system and associated regions were only involved in choices with an immediate 
outcome. Accordingly, the prefrontal activations were taken to reflect an involvement of 
the participant’s δ‐system while the limbic activations were taken to reflect the impulsive 
β‐system.  
Although this study added weight to the two‐systems‐model of temporal discounting, the 
artificial conditions12 of the choice might be criticized. However, other studies revealed 
similar discounting effects of hypothetical and real rewards (Lagorio & Madden, 2005; 
Lane, Cherek, Pietras, & Tcheremissine, 2003; Madden, Begotka, Raiff, & Kastern, 2003), 
and in a second study McClure et al. (2007) replicated their findings using primary rewards 
                                                        
 
12 Participants had to complete long sequences of hypothetical choices out of which in the end of 
the experiment one choice was randomly realized in a gift certificate. 
(juice/water). Additional support is provided by studies directly comparing learning 
conditions with optimal rewards on different time scales (Tanaka et al., 2004, 2007). 
Surprisingly, McClure et al. (2007) were not able to find hyperbolic discounting and 
activity differences in the limbic reward‐related areas, when the immediate option was 
delayed by only ten minutes13. Other studies also failed to find evidence for the activation 
of the impulsive system, although they could confirm the relationship between cognitive 
processing areas and long‐term thinking (Wittmann, Leland, & Paulus, 2007; Yarkoni, 
Braver, Gray, & Green, 2005). Contrary to McClure et al. (2007; 2004), Kable and Glimcher 
(2007) found that neurometric discount functions in McClure’s impulsive‐regions match 
the behavioral functions fairly well independently of the magnitude of the delay. They 
conclude that the activity found in ventral striatum, medial prefrontal cortex and posterior 
cingulate cortex represents subjective value in all delays. The inconsistent findings in 
human studies in combination with the lack of evidence from animal studies (for a review, 
see Kalenscher & Pennartz, 2008) question the existence of two separate brain systems 
engaged in different aspects of temporal discounting. 
On the behavioral level, a distinction between two systems is often based on clinical 
psychopharmacological studies, which observe more severe discounting in clinical 
populations with a high level of impulsivity (for a review, see Chabris, Laibson, & Schuldt, 
2007; Critchfield & Kollins, 2001; Reynolds, 2006). Nevertheless, this interpretation is not 
compelling because even strong discounting could be exponential and therefore time‐
consistent and ‘rational’ (Becker & Murphy, 1988). Apart from that, the main problem in 
connecting intertemporal choice with impulsivity arises from the lack of agreement on a 
definition of impulsivity and the multidimensionality of this concept (Arce & Santisteban, 
2006; Bickel & Marsch, 2001; Evenden, 1999). Although some scientists define short‐term 
thinking as being at the core of impulsivity, this tells us nothing about the generalizability 
to other domains of impulsive behavior. For example, temporal discounting is only weakly 
correlated with trait‐level questionnaire assessments of impulsivity (Reynolds, Ortengren, 
Richards, & de Wit, 2006) and gambling, which is another behavioral measure of 
                                                        
 
13 Note that this reward‐delay interval is much shorter than the one in studies using monetary 
reward, since this is usually delivered at the end of the experiment. 
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impulsivity (Holt, Green, & Myerson, 2003). Additionally, frontal lobe injury, a common 
source of inability to control impulsive behavior, does not affect temporal discounting 
(Fellows & Farah, 2005a). Beyond this, there is evidence that under optimal learning 
conditions impulsivity can be restricted by strategic rule implementation and perfect self‐
control (Lane et al., 2003; Schweighofer et al., 2006).  
Taken together, it seems to be difficult to find distinctive conditions for impulsive and self‐
controlled behavior in intertemporal choice. 
4.3.2.3 Processes of time perception and reward anticipation in intertemporal choice 
Alternative neuroeconomic explanations for temporal discounting and the observed 
inconsistencies concentrate on two domains: time and reward. 
First, discounting anomalies have been attributed to logarithmic time perception following 
the Weber‐Fechner law (Takahashi, 2005; Takahashi, Oono, & Radford, 2008). Furthermore, 
it has been demonstrated that temporal discounting can be influenced by the presentation 
of the delay time: the presentation of the delay as a date instead of an interval evokes less 
discounting (Read, Frederick, Orsel, & Rahman, 2005). 
Second, the high variability of discount functions with respect to the kind of reward 
suggests an involvement of reward evaluation processes in intertemporal choice. For 
example, money is discounted to a lesser degree than food or alcohol (Odum, 2006; Odum 
& Rainaud, 2003), maybe due to visceral influences (Loewenstein, 1996). Additionally, 
discount rates tend to be lower for higher amounts of money (Kirby, 1997), and for losses 
(Murphy, Vuchinich, & Simpson, 2001; Thaler & Shefrin, 1981). Computational models link 
temporal discounting to reward processing by implementing the temporal difference error 
‐ a formal teaching signal in artificial reinforcement learning (Schultz, 1998; Schweighofer, 
Tanaka, & Doya, 2007). 
These views highlight the separate influences of time and reward on intertemporal choice. 
However, their interplay has even more facets. For example, a preference reversal can be 
induced, leading to a voluntary delay, if outcomes are presented as sequences of events 
instead of individual events (e.g. Loewenstein & Prelec, 1991, 1993). A possible explanation 
for this is a general preference for improving sequences: people prefer if things are getting 
better (Frederick et al., 2002). Such a perspective on an intertemporal choice option being 
only one part of a sequence of rewards could also explain the usual preference of sooner 
rewards. If the temporal distance to the chosen reward controls the reward rate, then 
choosing the smaller interval is a way to maximize this rate (Grace, 1999; Rachlin, 1971) 
(Grace, 1999; Myerson & Green, 1995; Rachlin, 1971). Transience, another time dependent 
feature of rewards, also affects intertemporal choices (Loewenstein, 1987). If a reward is 
fleeting, subjects will voluntarily delay it in order to extend the transient reward via the 
positive feeling of anticipation. Together, these findings point towards a complex 
interaction of time perception and reward anticipation in temporal discounting. 
How can neuroscience contribute to an understanding of this complex involvement? 
Temporal discounting is found to be affected severely by lesions of the orbito‐frontal cortex 
(Roesch, Calu, Burke, & Schoenbaum, 2007). This region, together with the basal‐ganglia 
and the striatum, is highly involved in valuation and prediction of future reward (Knutson 
& Cooper, 2005; Montague & Berns, 2002; Montague, King‐Casas, & Cohen, 2006). On the 
other side, fronto‐striatal circuits modulated by dopamine are crucial for temporal 
processing (Hinton & Meck, 2004; Nenadic et al., 2003; Wittmann et al., 2007), and 
serotonin is supposed to control the time scale of reward prediction by regulating neural 
activity in the striatum (Tanaka et al., 2007). Taken together, neuroscientific research 
indicates that similar brain regions are involved in time perception, reward anticipation, 
and intertemporal choice.  
However, it remains open whether similar activation patterns for time perception and 
reward anticipation reflect interactions between these processes and how these interactions 
this might relate to temporal discounting. 
4.3.2.4 Integration efforts 
Many further theories and models have been introduced in order to explain and predict 
intertemporal choice behavior. Several researchers have, for instance, suggested a 
connection between temporal and probabilistic discounting (for a review, see Cardinal, 
2006; Green & Myerson, 2004), so that people discount immediate but probabilistic rewards 
and certain but delayed rewards similarly. Although a single‐process account of 
probabilistic and time discounting cannot be sustained (Green & Myerson, 2004), the 
subjective probability of obtaining a delayed reward decays hyperbolically and thus 
contributes to temporal discounting (Takahashi, Ikeda, & Hasegawa, 2007) as proposed by 
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an evolutionarist mathematical model (Sozou, 1998). Other researchers claim that people 
use simple choice heuristics (e.g. Benhabib, Bisin, & Schotter, 2004; Glimcher, Kable, & 
Louie, 2007) which are somehow biased by reference points (Frederick et al., 2002) or 
personal preferences (Gul & Pesendorfer, 2001).  
Overall, the amount of empirical findings in this field is overwhelming (Frederick et al., 
2002). Despite this and the number of disparate theories explaining intertemporal choice, a 
compelling biological or computational specification is still missing. Therefore, we join the 
claim of a more recent review (Berns et al., 2007) that a unifying account to intertemporal 
choice is needed, which incorporates empirical results on self‐control (Ainslie, 2005), 
reward anticipation (Montague et al., 2006), and time representation (Wittmann & Paulus, 
2007).  
With the described challenges at hand, what could be the next steps? In the following, we 
will approach intertemporal choice from the perspective of Dynamic Systems Theory. We 
will argue that an empirical approach based on DST could contribute to more integration 
for both, intertemporal choice and neuroeconomics, by offering a common theoretical 
framework as a mental model and, building on that, an empirical toolset. 
4.4 A DST‐informed approach to decision making  
DST, originally coming from physics and mathematics, has previously been introduced as a 
useful perspective on human behavior. Several scholars have introduced it into specific 
subdisciplines, e.g. social psychology (cf. Vallacher, Read, & Nowak, 2002), emotion 
psychology (Lewis, 2005), developmental psychology (Granic & Hollenstein, 2003; Thelen 
& Smith, 1996), motor coordination (Kelso, 1995), and philosophy of action (Juarrero, 1999).  
We will start with a basic picture of dynamic cognitive systems, including a review of DST‐
informed work on various aspects of cognition. Following this, the general concepts of DST 
will be introduced and applied to decision making in order to establish the new mental 
model for the reader. Based on this mental model, we will then offer behavioral and 
neuroscientific research strategies as a DST‐informed extension to the current empirical 
toolset.  
At this point, it shall not be concealed that the dynamic approach to cognition has also 
raised an ample theoretical debate about its advantages and disadvantages. For the sake of 
clarity in the introduction, these issues will be addressed separately in the final discussion 
(see below).  
4.4.1 From self‐organized cognition to continuous self‐organized 
decision making 
The heart of the DST perspective is that the behavior of systems (and therefore also 
cognition as the behavior of the brain) is self‐organized and continuous. Self‐organization 
refers to the phenomenon of coherent order emerging spontaneously from the non‐linear 
interaction of simple system elements. Examples can be found across different disciplines, 
e.g. in physics (e.g. Haken, 2004), biology (e.g.Kauffman, 1993), and medicine (e.g. Bélair, 
Glass, an der Heiden, & Milton, 1995). Continuity emphasizes the view that cognition is an 
ever‐ongoing process that does not occur stepwise: the main properties of this process 
cannot be found in stable and discrete states but in the transition between these seemingly 
stable states (Spivey & Dale, 2004). 
Interest in the continuity and self‐organizing principles of cognition has been growing 
steadily during the last decade. This development occurred in parallel with the growing 
influence of connectionism (McClelland, Rumelhart, & Group, 1987), theories of embodied 
cognition (Clark, 1999; Thelen et al., 2001), and evolutionary cognitive robotics (Harvey, Di 
Paolo, Wood, Quinn, & Tuci, 2005; Ruppin, 2002).  
The continuous and self‐organizing nature of dynamic systems builds on a phenomenon 
described by the concept of circular causality: while the system’s single elements drive the 
whole system into the direction of a new pattern of coherent order, this strengthening 
pattern enslaves the whole system by acquiring more and more single elements. As a result, 
new order emerges seemingly out of nothing and quite suddenly. This way, the interplay 
of positive feedback loops (the rise of a new pattern) and negative feedback loops (the 
stabilization of a pattern) creates the non‐linear behavior of a system, without a controlling 
instance and a clear first cause (Haken, 2004). From the outside, these non‐linear dynamics 
are observable as (seemingly) sudden shifts in a system’s behavior, (seemingly) random 
behavior, and the strong dependence of a system’s behavior on its environment. 
The non‐linear, continuous, and self‐organizing principles of cognition have been studied 
by scholars from all the different fields investigating decision making. In economics, 
principles of self‐organization have been applied as an explanation for the complexity of 
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macro‐ and micro‐economics (Arthur, 1999; Rosser Jr., 1999, 2007). In psychology and 
neuroscience, recent research included studies on leadership behavior (Guastello & Bond Jr, 
2007), self‐esteem (Delignières, Fortes, & Ninot, 2004), self‐control (Warren, Sprott, & 
Hawkins, 2002), emotion (Lewis, 2005, 2000), empathy (Guastello, Pincus, & Gunderson, 
2006), motor development and coordination (Athènes, Sallagoity, Zanone, & Albaret, 2004; 
Bardy, Oullier, Bootsma, & Stoffregen, 2002; Clearfield, Diedrich, Smith, & Thelen, 2006; 
Kelso & Zanone, 2002; Lagarde & Kelso, 2006), cognitive development (Thelen et al., 2001), 
social development (Granic & Patterson, 2006), judgment (van Rooij & Bongers, 2000), 
learning (Churchil, 2007; De Bot, Lowie, & Verspoor, 2007; Kostrubiec, Tallet, & Zanone, 
2006), language and speech (Almonte, Jirsa, Large, & Tuller, 2005; McDougall, 2006), 
dynamic adaptation in complex tasks (Kozma, Harter, & Achunala, 2007), perception 
(Giraudo & Pailhous, 1999), and neural coordination (Freeman, 2003; Kerick, Hatfield, & 
Allender, 2007; Varela, Lachaux, Rodriguez, & Martinerie, 2001). Evidence for a self‐
organizing basis of cognition is also provided by a large number of modeling studies 
simulating empirical data, covering a diverse collection of topics, e.g. language (Elman, 
2004; Farrar & Van Orden, 2001; Li, Farkas, & MacWhinney, 2004; Mitchener & Nowak, 
2004; Rueckl, 2002; Tabor & Tanenhaus, 1999), initiation of movements (Erlhagen & 
Schöner, 2002), action control (Beer, 2003), working memory (Deco & Rolls, 2003), emotion 
(Thagard & Nerb, 2002), and stereotype change (Queller, 2002). Further support is 
provided by a rising number of cognitive models successfully implemented in robotics (e.g. 
Harvey et al., 2005; Ruppin, 2002). Taken together, this research has accumulated evidence 
suggesting that the principles of continuous self‐organizing cognition can explain how an 
agent fulfills complex tasks in a complex environment. 
How can we apply these principles to research on decision making? Until now, only a few 
DST‐informed empirical studies about decision making have been conducted. However, 
the results of these studies show that investigating continuous self‐organized decision 
making is in principle possible. For example, Coulson & Nunn (1999) investigated 
sequences of decisions and found so‐called catastrophe flags, i.e. patterns in the data 
indicating self‐organization. And Svyantek, Deshon, & Siler (1991) investigated the framing 
of decisions over trials drawing similar conclusions. Richards (Richards, 1990) has shown 
evidence for non‐linear interactions emerging in an economic game for two players, and 
Richards & Hays (Richards & Hays, 1998) have investigated decision behavior in 
navigation, again providing evidence for underlying non‐linear processes.  
Moreover, the modeling of continuous self‐organized decision making offers insight into a 
variety of phenomena such as inconsistencies among preference measures (Townsend & 
Busemeyer, 1995), perceptual decision making (Loh & Deco, 2005; Loh, Pasupathy, Miller, 
& Deco, 2008; Wang, 2002; Wong, Huk, Shadlen, & Wang, 2007), seemingly random 
behavior (West & Lebiere, 2001), loss aversion (Usher & McClelland, 2004), or even the 
coca‐cola crisis (Leven & Levine, 1996). 
Taken together, the empirical and model‐based findings indicate that decision making can 
be conceived of as a continuous self‐organized cognitive process.  
4.4.2 Principles of DST and their application to decision making 
To study continuous self‐organized decision making, one needs a language that can 
describe the underlying dynamic structure of the system. DST offers a framework of 
concepts for this purpose (for more comprehensive introductions, see e.g. Abraham, 1990; 
Abraham, Gardini, & Mira, 1997; Ward, 2001). 
In the following, we will introduce these concepts and their neural implementation step‐
by‐step, and apply each step to a decision model of intertemporal choice. For reasons of 
comprehensibility, this introduction will stay at an abstract and graphical level and will 
avoid the complexities of differential equations (see e.g. Townsend & Busemeyer, 1989 for 
an example of modeling a similar system with differential equations).  
4.4.2.1 Systems, variables, and state space 
What is a dynamic system? DST formally describes dynamic systems by a set of differential 
equations, defining the necessary variables to describe the system and the underlying 
interaction of its elements. Consequently, the behavior of a real system can be represented 
by the combination of all relevant variables, i.e. a specific pattern of values at each moment 
in time. 
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The current pattern of variable values defines the current state of a dynamic system; hence, 
the variables are also called state variables. This current state can be represented by a point 
in a state space14, which has one dimension for each state variable. Therefore, the state 
space contains all possible states of a system. Since the state space is continuous, related 
states, that is patterns of similar variable values, lie next to each other. This makes the DST‐
informed approach inherently geometric and offers a measure of relatedness of states and 
patterns. 
For the neural system, the high dimensional state space would represent all possible 
patterns of neural activations – there would be one dimension for each neuron (below we 
describe, how this high dimensionality will be reduced). 
How can we apply this abstract description to the model of a dynamic decision system 
facing an intertemporal choice? As a first step, we might imagine such a system to have 
two decisive continuous state variables, namely the preferred amount of reward and the 
preferred latency. The current state of the system would be a combination of the current 
values of these variables.  
4.4.2.2 Attractors, multistability, and trajectories 
Up to this point, we have a static system consisting of patterns of variables defining the 
states of the system. How does DST describe the dynamics of the system, the rise and fall of 
self‐organized orderly patterns?  
The system’s possible patterns have different tendencies to change from one pattern to the 
next one. Only a few patterns are entirely stable, revealing the preference of the system’s 
coupled elements for these specific patterns. Similar patterns change into the stable ones, 
driven by the underlying interactions of the system’s elements.  
Consequently, the system states representing the different patterns also differ in their 
tendency to change and therefore, in their stability. This interplay defines the dynamics of 
the system, unfolding over time (van Gelder & Port, 1995).  
                                                        
 
14 More physically, the state space is also called ‘phase space’. 
The system’s dynamics, the stability of different states and their tendency to change, can be 
depicted as a potential landscape with hills and valleys. Completely stable states, which are 
preferred by the system, are depicted as valleys of the potential landscape. Since these 
states attract surrounding states, they are called attractors. The depth of a valley defines the 
stability of the attractor state. The width of the valley defines the range of attracted 
neighboring states. Extremely unstable states are depicted as the peaks in the potential 
landscape. Since these states show a strong tendency to change into nearby lying states, 
they are called repellors (compare Figure 3A).  
 
Figure 3. The state space of a dynamic decision system. 
This  state  space  is  defined  by  two  state  variables,  depicted  as  a  potential 
landscape  of  hills  (repellors)  and  valleys  (attractors). The  current  state  of  the 
system is marked by a ball. The intrinsic dynamics (A) tend to maximize reward 
at the shortest possible latency. The presentation of two equally valued options 
modulates the intrinsic dynamics and two stable attractors emerge (B). 
Although it is possible for a dynamic system to have no stable or only one attractor state 
(compare Figure 3A), common dynamic systems have several attractors at the same time: 
these systems are called multistable (compare Figure 3B). The attractor state in which the 
system stabilizes is determined by the size of the attractors’ basins – the attractor with the 
greatest influence drags the system into its basin. 
The change of the system’s state through time, from one pattern to the next one, is defined 
as the trajectory of the system, often depicted as a path through the potential landscape (see 
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Figure 4). Due to the continuity of the state space, changes from one state into another are 
continuous transformations instead of discrete ones. 
In the neural system, attractors could be defined by the preferred formation of specific 
neural assemblies (Varela et al., 2001) or population codes (Spivey, 2007). The trajectory of 
how the system is approaching an attractor would represent the rising stability of a specific 
assembly formation. 
 
Figure  4.  The  state  space  of  a  dynamic  decision  system with  two  unequally 
valued options. 
The  trajectory defines  the history of  states:  starting  from  the originally  stable 
state of maximum reward and shortest latency (compare Figure 3A), the change 
of the potential landscape by the option presentation moves the system state to 
one of the options to choose from. 
The development of a specific decision can be depicted as the trajectory through the state 
space of the decision system. Typically, the system shows preferences for specific patterns 
of decisions, indicated by its potential landscape. If one attractor in this landscape is broad 
and deep and the others are flat and narrow, the system most likely will end in the broad, 
deep, and therefore stable attractor state – a decision will be made easily and consistently. 
In the case of equally attractive options, the final decision is dependent on other factors (see 
below).  
How does this system finally perform its choice? If not paced from the outside, a choice 
could be elicited if the system remains in the attractor for a critical time period long enough 
to enable the accumulation of sufficient neural activation to cross the reaction threshold 
(compare e.g. Townsend & Busemeyer, 1995; Wilimzig & Schöner, 2005). 
4.4.2.3 Collective variables 
Points in the state space mark the current values of all state variables of the system. These 
variables map the phenomena of interest (analogue to the classical dependent variables). 
The state variables do not necessarily map a single system property or measurement, but 
can result from a combination of measurements. Due to this combinatorial nature, the state 
variables of a dynamic system are called collective variables15.  
Because of the high complexity of cognitive systems, Kelso (2000) emphasizes the 
importance of describing the system of interest with as few state variables as possible. As 
the name indicates, collective variables are constructs capturing the properties of 
interacting components of a system. Therefore, a collective variable at the level of the 
abstraction of interest could be described as several collective variables at a lower level of 
abstraction. To put it differently: modeling the behavior of a system at a specific level of 
abstraction requires that the definition of the dimensions of the state space is as compact as 
possible in order to reduce complexity without losing predictability16.  
For the neural system, we can use collective variables to reduce the dimensionality of the 
state space. Introducing a first level of abstraction, we can use the coordinated activity of 
groups of neurons as collective variables (Bressler & Kelso, 2001). 
For our model of a decision system in intertemporal choice, we could combine the two state 
variables reward preference and latency preference into one collective variable of interest, 
called option‐preference (see Figure 5). 
                                                        
 
15 More physically, collective variables are called ‘order parameters’. 
16 Practically, this reduction in dimensionality is achieved by performing principle component 
analysis on recorded data (e.g. Elman, 2004; Spivey, 2007). 
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Figure 5. The reduced state space of the dynamic decision system . 
The  collective  variable  exhibits  two  stable  states  for  two  unequally  valued 
options. In this case, the early option is more attractive.  
4.4.2.4 Control parameters, bifurcations, and phase transitions 
Up to this point, we have the tools to describe the dynamics of systems existing 
independently of environmental changes (compare Figure 3). 
Since cognition is dependent on its continuous interaction with a changing environment, it 
is better described as a coupled system. To describe this coupling, DST uses control 
parameters (analogous to independent variables). These parameters do not directly affect a 
system’s state, but modify the architecture of the system’s landscape, e.g. by creating new 
attractors or destroying old ones. Due to this indirect influence, the effect of a control 
parameter is non‐linear (compare figure 6): gradually changing it can have no observable 
effect on the system’s dynamics for a large range of parameter values. Only when a certain 
value of the control parameter is reached, new attractors might emerge or existing 
attractors might vanish suddenly. At these moments, the system’s state can change 
abruptly leading to sudden differences in behavior. These of sudden changes are called 
phase transitions or catastrophes (see e.g. Stewart & Peregoy, 1983). 
In the neural system, stable assemblies can be weakened by a control parameter, e.g. the 
increasing speed of a cyclic hand movement in a motor coordination task (cf. Kelso, 1995). 
At a certain point, the assembly breaks up and another assembly takes over. The same 
holds for neurons in a working memory task. Using item similarity as a control parameter, 
two items can be coded by two separate assemblies (Johnson, Spencer, & Schöner, 2006). If 
the items become too similar, the separate assemblies merge into a new assembly coding 
both items together. 
For the decision system in an intertemporal choice task, we can use two properties of the 
choice alternatives as control parameters: difference in reward value and time delay (for 
simplicity, we will stay with these two exemplary parameters, while, of course, many more 
are thinkable). 
The influence of these control parameters can be observed in a bifurcation diagram (see 
figure 6): due to the interaction with the intrinsic dynamics (see figure 3A), an option 
promising a soon reward will produce a broad and deep attractor, while an option 
promising the same, but delayed reward, will produce no attractor at all. Raising the 
reward for the second option first shows no effect, until at a certain point, a new attractor 
emerges – the second option can now also be chosen. 
 
Figure 6. A bifurcation diagram. 
The  diagram  illustrates  are  the  changes  of  the  system’s  attractor  layout  as  a 
function of a control parameter,  i.e. difference  in reward between  two options. 
Abrupt  changes  in  the  attractor  layout  due  to  non‐linear  interactions  lead  to 
sudden changes in the systemʹs behavior. 
4.4.2.5 Hysteresis 
With regard to catastrophes, dynamic systems show a striking property called hysteresis 
(see e.g. Kelso et al., 1995): a phase transition in the state of a DS can occur at different 
values of the control parameter, depending on the direction of parameter change. Hence, 
the same input can cause different outputs of the system, depending on the system’s 
history. 
In the neural system, assemblies of interconnected neurons have an intrinsic stability due 
to lateral inhibition (cf. Raffone & Wolters, 2001). Thus, for new assemblies to take over, the 
coherence of the current assembly has to become extremely weak. In the above‐mentioned 
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working memory model (Johnson et al., 2006), the two similar items grouped together in 
one assembly have to become very dissimilar again to break up the grouping. 
In our model of a decision system, effects of hysteresis also become visible, if several 
subsequent decisions have to be made. The initial state of the decision system in a trial is 
now influenced by two factors: the system’s intrinsic dynamics and its final state in the 
previous trial (compare figures 3A and Figure 4). While the attractor layout changes from 
trial to trial due to the changes in the control parameters (e.g. reward difference, see Figure 
7), the system’s state is caught in one of the attractors: the system persists in its choice 
behavior. Only when the originally dominant attractor vanishes due to the control 
parameter change (compare Figure 6), a phase transition occurs and the system’s state is 
dragged into the new attractor. Therefore transitions in the system’s choice behavior (e.g. 
from short‐term to long‐term decisions and vice versa) can occur at different values of the 
control parameter, depending on the direction of the parameter change. 
 
Figure 7. A bifurcation diagram illustrating hysteresis. 
Hysteresis or catastrophes are a typical feature of phase transitions in a dynamic 
decision system: the dependence on the direction of change. The figure depicts a 
so called cusp catastrophe. 
4.4.2.6 Perturbations and criticality 
In principle, the state of a dynamic system is governed by its attractor layout, which, in 
turn, is influenced by control parameters. Sudden direct influences on the system state, 
which do not affect the attractor layout, but rather change the collective variable directly, 
are called perturbations. These disturbances can cause the system state to change, and even 
to leave the current attractor basin. If the system is settled in a stable attractor, it takes a lot 
of energy to perturb the system’s behavior effectively (see figure 8). 
The interaction of the influences of control parameters and of perturbations becomes 
evident when the system reaches so‐called criticality: the changing control parameter has 
altered the attractor layout of the system, several attractors have almost vanished, and a 
phase transition is imminent. 
 
Figure 8. Perturbation of the system state. 
A perturbation  of  a  critical decision  system  can  cause  a permanent  change  in 
system state. 
If the system reaches criticality and is perturbed in this situation, one can observe two 
phenomena. Either, if the system stays in its weakened attractor state, it takes more and 
more time to restabilize; or, it takes less energy to move the system completely out of the 
weakened attractor state into the basin of another attractor. 
Watching the dynamic system from the outside, a control parameter might not appear to 
affect the collective variable for a long time – if one looks only at the mean value of the 
measurement. However, the effect of control parameter alterations might be visible in the 
increased variability of the measured variable with a flatter attractor leading to higher 
variability. Therefore, in contrast to classical approaches, DST‐informed research regards 
variability in the measured data as the signal, not the noise (Thelen, Ulrich, & Wolff, 1991). 
In the neural system, an assembly of neurons could be perturbed by a new burst of input. If 
the neural system is stable – the assembly’s coherence is still strong – the perturbation 
might only cause small fluctuations. If the neural system is critical ‐ the assembly’s 
coherence is weak (but still present due to its intrinsic stability) – the perturbation could 
break up the assembly.  
What do perturbation and criticality mean for the decision system? Criticality comes into 
play, when decisions are difficult to reach and the attractors for the decisions become very 
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flat (and therefore unstable). The system is susceptible to even small perturbations from the 
environment leading to seemingly stochastic decisions (see figure 9).  
 
Figure 9. Small perturbation 
Even small perturbations can easily influence a highly undetermined decision. 
Moreover, using directed perturbations, a critical system can be swayed quite easily, 
trimming its sails to the wind. In an intertemporal choice paradigm, making the early and 
the late choice undesirable could lead to this critical state of the system: even small 
influences from the outside could cause long hesitation (slow restabilization) or change the 
decision (by switching to another attractor basin). 
4.4.2.7 Metastability and intermittency 
So far, we conceived of the attractor landscape of a dynamic system as possessing stable 
attractors and exhibiting a strong intrinsic stability as long as there is no change in control 
parameters. As several scientists have emphasized, this limited model does not suffice to 
account for the fact that natural cognitive systems are characterized by both flexibility and 
stability (Bressler & Kelso, 2001; Kelso, 1995). To incorporate this additional aspect, the 
simple multistable model must be extended by two properties leading to the concept of 
metastability. Now, the system does not contain stable attractors anymore. Instead, it 
consists of flattened ‘phantom’ attractors: remaining areas of metastability. Metaphorically 
speaking, the deep valleys of stable attractors are replaced by planes (see figure 10). 
Consequently, the system state constantly shifts between these metastable ‘phantom’ 
attractors: it oscillates between two options. 
Now, the system implements stability and flexibility at the same time. A system’s state 
changes very slowly while residing in one of the metastable attractor basins: it is seemingly 
stable. After leaving the basin, the system moves quite quickly to the next metastable 
attractor: it is highly flexible. This causes the system to switch between several seemingly 
stable states, a condition of permanent instability in state, called intermittency (Kelso et al., 
1995). 
 
Figure 10. A metastable decision system. 
In such a system, only flattened ‘phantom’ attractors are left ‐ the system is in a 
condition  of  constantly  shifting  stability.  Projecting  the  continuous  collective 
variable  on  a  cylinder  connects  the  two  ends  of  the dimension  circularly:  the 
system can oscillate continuously between different attractor states (Kelso, 1995). 
In the neural system, metastability emerges due to the loose coupling of neural populations 
possessing different properties (Bressler & Kelso, 2001; Varela et al., 2001). Therefore, the 
neural system stays in a constant flow, changing continuously from one metastable state to 
the next one (Spivey, 2007). 
Similarly, metastability is also an indispensable property of decision systems dealing with 
the real world. For instance, people have to switch permanently between short‐term goals 
(e.g. appetite now) and long‐term goals (e.g. saving money for aliment next week). As this 
example also illustrates, it would even be dangerous to stick to one of the two strategies 
(leading to starvation either now or later). Conceptualizing the two alternatives (short‐term 
vs. long‐term thinking) as ‘phantom’ attractors, the system state could change constantly. 
While internally this change would be continuous, for an observer from the outside, the 
system would switch between the two potential behavioral patterns (as emphasized e.g. by 
Townsend & Busemeyer, 1995). 
4.4.3 Research strategies for a DST‐informed approach to intertemporal 
choice 
Looking at the amount of DST‐informed work, one might ask: why do modeling studies 
still, by and large, outnumber empirical studies (cf. Rosser Jr., 1999)? One possible reason 
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might be that DST‐informed work demands a radical shift in perspective. Moreover, the 
mathematical level of description commonly in the field of DST can, at first glance, easily 
discourage empirical researchers (cf. van Geert & Steenbeek, 2005). To inspire and 
encourage scientists in the field of human decision making, we will present DST‐informed 
behavioral and neuroscientific research strategies adapted to the example of intertemporal 
choice (for more general overviews, see Granic & Hollenstein, 2003; Kelso, 1995).  
4.4.3.1 Variability in the dynamic decision system 
As mentioned above, shifting the focus of analysis away from measures of central tendency 
and towards variability measures plays an important role in a DST‐informed approach. 
The analysis of variability can indicate the dynamic structure of the system in two ways: 
directly by analyzing the amount of variability and indirectly by analyzing the structure of 
variability. 
The amount of variability: The amount of variability characterizes the stability of attractors of 
the underlying system: more variance indicates less stability. Behaviorally, one could 
measure reaction times and analyze their distributions over multiple decisions, for instance, 
in binary choice tasks (cf. Diederich & Busemeyer, 1999). To give another example, one 
could ask participants to indicate the amount of money they are willing to pay for an 
option and then analyze the distribution of these values (cf. Townsend & Busemeyer, 1995). 
The detection of high reaction times and high variability would suggest that the system is 
not stable and the attractors are flat. Conversely, low reaction times and low variability 
would indicate the presence of deep and stable attractors.  
Neuroscientifically, the investigation of the variability in EEG measures can potentially 
provide a link between neural and behavioral data by analyzing single‐trial neural 
synchronization (Lachaux et al., 2000), single‐trial event related potentials (ERPs) (e.g. 
Delorme, Makeig, Fabre‐Thorpe, & Sejnowski, 2002; Makeig et al., 2004), and inter trial 
coherence of ERPs (e.g. Delorme & Makeig, 2004). 
The structure of variability: The analysis of the structure of variability potentially allows for 
inferring specific properties of the underlying system. A prominent example is that the 
analysis of spectral properties often reveals a specific temporal structure, called 1/f noise (a 
1/f scaled frequency spectrum), a specific property of self organized systems (see Ward, 
2001). The detailed composition of this noise has been shown to depend on task specifics, 
e.g. the decision load (Gilden, 1997). Such results point to a functional role of the noise in 
the systems dynamics (e.g. Kelly, Heathcote, Heath, & Longstaff, 2001; Pressing & Jolley‐
Rogers, 1997). Interestingly, the 1/f spectrum is not only found in behavioral data, but also 
in neural data, such as ERPs and ERP residuals (Ward, 2001). Since noise is usually simply 
discarded in most studies, it would be a first step to include its spectrum into the analysis 
(Ward, 2001) and to investigate its response to experimental manipulations. 
4.4.3.2 Watching continuous changes over time: trajectories 
Since the DST‐informed approach focuses on the dynamics of change, the relevant 
properties can only be revealed by investigating the process of interest continuously (cf. 
Magnuson, 2005). Therefore, the focus of empirical research of decision making moves 
away from the outcome of the decision to the trajectory of the system state within a trial.  
How can such an investigation of continuous system properties be performed on the level 
of behavioral data? As a first approximation, changes over time can be observed by varying 
the point at which the decision is made, e.g. by forcing the choice at a particular moment in 
a deadline experiment. Variations in the preferred option as a function of choice time 
would indicate instability; independence of the decision from the time point would 
indicate stable attractors. The next step would be to use continuous instead of single 
discrete measures. For instance, the trajectories of the decision process could be tracked by 
observing the participant’s movement toward the preferred choice option, e.g. if a 
computer mouse is used as response device (cf. Spivey & Dale, 2006) or by measuring EMG 
or eye movements.  
Neuroscientifically, measures as EEG and MEG provide a sufficiently high temporal 
resolution to investigate the continuous dynamics of neural activity. One approach could 
be to inspect fluctuations in neural coherence and synchrony (e.g. Breakspear, Williams, & 
Stam, 2004; Delorme et al., 2002; Lachaux, Rodriguez, Martinerie, & Varela, 1999; Weiss & 
Mueller, 2003) and oscillatory behavior (e.g. Basar, Basar‐Eroglu, Karakas, & Schürmann, 
2001). Differences in the timing of synchronization could indicate different amounts of 
instability. Another approach could be to investigate how covered attention shifts between 
different decision options over time by using steady state visual evoked potentials (tagging 
of stimuli with flicker frequencies, e.g. Müller, Andersen, & Keil, 2007; Müller, Teder‐
Sälejärvi, & Hillyard, 1998). Differences in signal amplitude could indicate different 
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amounts of attention. This in turn might indicate how strongly the choice of a given 
decision option is considered. Yet another option is to use single trial EEG/MEG analysis 
(e.g. Makeig, Debener, Onton, & Delorme, 2004; Philiastides & Sajda, 2006). For example, 
such an analysis was used to examine decision timing in relation to varying degrees of 
decision difficulty (Philiastides, Ratcliff, & Sajda, 2006). Finally, it is possible to analyze the 
coupling of single trial ERPs and BOLD signals (e.g. Debener et al., 2005). This method 
could be used as bridge between the analysis of decision timing and the analysis of related 
spatial brain structures.  
The combined analysis of continuously acquired behavioral data and neuroscientific data 
(synchronization, SSVEP, single trial ERPs) could be used to validate results from 
computational models (Philiastides et al., 2006), for example decision field theory models 
(Busemeyer, Jessup, Johnson, & Townsend, 2006; Townsend & Busemeyer, 1995).  
4.4.3.3 Non‐linear influences of control parameters: hysteresis 
By watching changes over time, one can investigate the non‐linear influence of control 
parameter alterations on the attractor layout of the decision system. In temporal 
discounting, reward value and the time delay of decision options are promising control 
parameters. To observe the specific points of phase transitions between different attractors 
and to detect criticality, we need to change the control parameters continually rather then 
in a random fashion. For example (see figure 11), one could vary the time delay of the first 
reward (sooner, but smaller) from zero to the fixed delay of the second reward (later, but 
larger). 
 
Figure 11. The setup of a DST‐informed experiment. 
This  experiment  could  investigate  non‐linear  influences  of  control  parameter 
(the time delay of the first reward) changes on temporal discounting: depending 
on  the  directions  of  parameter  change,  the  final  decision  (chosen  reward)  is 
different for the same time delay. 
The amount of the reward remains constant: the first reward should be large enough to be 
chosen reliably if it is offered immediately; and it should be low enough, to be disregarded 
if offered simultaneously with the second reward. Hence, at both extremes of this 
manipulation, the state space of the system would have only one of two possible attractors: 
one for the first reward, if the delay is zero; and one for the second reward, if the delays are 
equal (since the amount of the second reward is larger).  
The time delay at which the decision switches from the first to the second reward marks 
the phase transition. If this time delay varies as a function of the direction of changes in the 
time delay, hysteresis can be observed behaviorally. Hysteresis can also be determined 
neuroscientifically, when the same stimulus evokes different brain activations depending 
on the direction of change (e.g. ERPs in Kelso, 1995). We expect that similar results might 
be observable in the exemplary decision task. More speculative but supported by recent 
findings regarding differential neural correlates of consciousness (cf. Melloni et al., 2007), it 
might be possible to find neural patterns representing both, the non‐linear and the 
continuous side of the decision system: hysteresis for one kind of measure, e.g. ERPs or 
long‐range synchrony, continuous change for other measures, e.g. neural oscillations.  
4.4.3.4 Using perturbations to detect properties of the system 
To get further information about the dynamic structure of the decision system, one can 
systematically induce variability into the system. According to Kelso (1995), the interesting 
properties of a system can be found by driving it near criticality, when the system’s 
attractors become less and less stable. At these moments, a DS is very sensitive to even 
small perturbations (see above).  
In an intertemporal choice task, perturbations could be implemented as a slight impulse 
into the direction of one choice option during the initial phase of a selecting mouse‐
movement (cf. Spivey & Dale, 2006). This should have different influences on the choice 
finally made, depending on the level of ambiguity of the decision. The deciding brain could 
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also be perturbed directly, by using transcranial magnetic stimulation (TMS). Adopting a 
similar approach as Meyer‐Lindenberg et al. (2002) used in a motor coordination study, the 
impulses of a TMS device could be used to test the stability of decision attractors (see also 
Gold & Shadlen, 2007 for testing the stability of a decision in monkeys by electrical 
perturbation). 
The impact of perturbations can be measured behaviorally by use of two indicators: central 
tendency to detect sudden transitions from one system state to another one, and variance to 
detect increasing variability indicating a changed (flattened) attractor layout. In the domain 
of neuroscientific measures, decreases in neural synchrony could indicate the weakening of 
neural assemblies while changes in the topography of synchrony could indicate the 
alternation of assemblies (cf. Rodriguez et al., 1999; Varela et al., 2001). 
What additional information can be gained by perturbing the decision system? The 
advantages of the procedure are two‐fold: first, it allows for detecting and precisely 
mapping attractor layouts onto ranges of the control parameter. Second, by analyzing 
observable non‐linear behavior, it enables the investigation of the hidden continuous 
influence of control parameters that are difficult or even impossible to observe otherwise 
(e.g. Kanai, Moradi, Shimojo, & Verstraten, 2005 for perceptual switching due to fatigue). 
4.4.3.5 Considering individuality to complement aggregation 
Another important characteristic of the DST‐informed approach is the investigation and 
appreciation of single subject data. This holds in general, e.g. for learning paradigms 
(Heath, 2000; Kelso, 1995; Thelen, 1995), but also specifically for decision making research 
(e.g. Diederich & Busemeyer, 1999). For the latter, Coulson & Nunn (1999) found that 
‘discrete’ (catastrophic) steps in judgment formation can be identified in single subject data, 
as would be expected for a system exhibiting non‐linear properties (a stepwise change in 
measures of central tendency, see above). Averaging these single subject data, as done in 
practically all current studies, produced a linear relationship between parameter and 
judgment. It obliterated dynamic phenomena that could have revealed the functional 
structure of the individual judgment systems. Heath (2000) shows for time series data that 
such negative effects of aggregation can be avoided by using a two‐step strategy: first, one 
needs to carefully extract individual parameters from each subject’s time series. Second, the 
parameters can be averaged over subjects. Such a strategy enables a quantitative analysis 
without ignoring non‐linear phenomena on the individual level.  
In practice, this strategy can be implemented easily during data analysis ‐ before the 
aggregation of subject data. This way, it might be possible to discover general non‐linear 
phenomena in decision processes, as shown by Coulson & Nunn (1999). For neuroscientific 
data (EEG/MEG and fMRI), Independent Component Analysis (ICA) could be used to 
extract single components from each subject (e.g. Calhoun, Adali, Pearlson, & Pekar, 2001; 
Jung et al., 2001; but see Friston, 1998). The conservation of subject‐specific properties in the 
process of aggregating the data over subjects could be accomplished by clustering ICA 
components according to extracted functional criteria (e.g. spectral perturbations, 
synchronization, stimulus‐locking Makeig et al., 2004; Onton, Delorme, & Makeig, 2005). 
4.4.4 Assembling the DST‐informed approach 
What are the consequences of embracing the presented DST‐informed approach? In the 
following, we will outline the theoretical impact of applying the enriched mental model 
and the empirical toolset to intertemporal choice and decision making. 
4.4.4.1 A DST‐informed approach to intertemporal choice 
In our review about intertemporal choice, we raised three issues central to the scientific 
discussion about intertemporal choice. We now want to address these issues from the 
perspective of the developed DST‐informed approach.  
First, we pointed out some of the difficulties that arise trying to explain the seemingly 
‘irrational’ inconsistencies in temporal discounting. We discussed the behavioral and 
neuroscientific implications of the dominant two systems approach. The main contribution 
of a DST‐informed approach to these issues could be to show that inconsistent behavior can 
also result from a single system. The conception of a non‐linear, continuous, and self‐
organized decision‐system shifts the interpretation of inconsistencies from being an 
exception to being one possible manifestation of the rule. There is no need to find separate 
brain systems that correlate with ‘impulsive’ choices. Instead, we need to extract the 
control parameters under which such inconsistent behavior occurs, using perturbations 
and looking for effects of hysteresis. Thus, seemingly inconsistent behavior can be 
explained, e.g. by differences in the history of the particular trial. Such a conclusion would 
be further strengthened by results demonstrating a relationship between the direction of 
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control parameter change and the topography of synchronized neural activity. To address 
the differences in temporal discounting between different populations, we need to direct 
our attention to individual attractor layouts and to the intrinsic dynamics of the system. 
This enables us to decide whether behavioral differences are due to a qualitative change in 
the attractor layout (e.g. different patterns of neural synchronization) or due to less stability 
in the system (e.g. higher variability in neural signals). 
Second, we have pointed out disagreements between theories trying to link temporal 
discounting to time perception and reward anticipation. Instead of distinguishing between 
a central decision process and separable unidirectionally operating side factors, a DST‐
informed approach could integrate multidimensional influences by introducing them as 
control parameters. This way, the confounding of time and reward in the intertemporal 
choice task could be avoided. To identify phase transitions and criticality both, on the 
behavioral and the neural level, non‐linear effects of the control parameters on discounting 
behavior can be explored systematically with the proposed empirical toolset. With this data 
at hand, a dynamic model could be built, integrating the different parameters into a time‐
continuous holistic decision process. 
Third, we agreed with the claim for an integrated theory of temporal discounting. The 
DST‐informed perspective integrates context factors in behavioral models by treating them 
as essential parts. We chose the two possible control parameters mentioned above only 
exemplarily for simplicity of explanation. Influences of additional factors on the behavioral 
or the neural level should be integrated in the model as equal control parameters. 
Consequently, the mapping of attractor layouts describing intertemporal choice behavior 
can be systematically refined. This would contribute to the construction of a more plausible 
and parsimonious model of intertemporal choice based on differential equations or a time‐
continuous network. Data generated by this dynamic model in turn could be the basis for 
model based analysis of neuroscientific data (e.g. OʹDoherty, Hampton, & Kim, 2007 for 
model based fMRI analysis), identifying the neural processes of dynamic decision making.  
Taken together the DST‐informed approach has to provide evidence for its validity on two 
levels, empirically and conceptually. On the empirical level, catastrophe flags, e.g. 
hysteresis (Gilmore, 1981), have to be identified and control parameters explaining 
systematic variability have to be extracted. On the conceptual level, a DST‐informed model 
of intertemporal choice integrating diverse findings has to stay consistent in its functional 
structure. For example, extending the reward‐dimension of the model into the negative 
space could add the option of temporal delayed loss. The observed difference in the 
discounting rates for losses (Murphy et al., 2001) should be reflected in the state space 
without changing the intrinsic dynamics for reward‐related choices and without defining 
exceptions. On fulfilling these criteria, the proposed DST‐approach could be validated 
beyond the expected gain in explanatory power. 
4.4.4.2 A DST‐informed neuroeconomics 
In our introduction to neuroeconomics, we identified two challenges of current integrative 
efforts in neuroeconomics: first, divergent levels of description in interdisciplinary 
collaboration resulting in the use of metaphorical explanations, and second, a focus on the 
spatial structure of decision systems. In the following, we show how the DST‐informed 
approach addresses these issues, first by providing a common language, and second by 
contributing different principles to investigate the deciding brain. 
4.4.4.3 A common language, offering new tools 
Within the current framework in neuroeconomics, there is discrepancy between the terms 
and concepts of the different disciplines (see above). To avoid ‘correlating apples and 
oranges’ (Kelso, 1995, p. 29) it is necessary to unify the descriptions of physical and mental 
activities when relating models from different levels of description (cf. Kelso, 1995; Spivey, 
2007; Ward, 2001).  
The language of DST could provide this unified framework, due to three of its properties. 
First, since DST provides a common language for the description of phenomena at different 
levels, it enables the transfer of knowledge between levels of abstraction: a collective 
variable at one level reflects the interplay of coordinated components at a lower one (Kelso, 
1995, but see the discussion on possible complexities with collective variables and 
metaphorical descriptions).  
Second, DST relates different time scales: it provides tools to describe changes on very 
short (e.g. within an experimental trial) and very long (e.g. longitudinal studies) time scales 
(van Gelder & Port, 1995; but see Summers 1998 for issues at the developmental scale 
Summers, 1998). While perturbations can identify changes on very short time scales, 
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alternations of attractor landscapes can occur over longer time scales, e.g. by changes in 
control parameters.  
Third, DST can be used for describing physical and mental behavior (cf. Spivey, 2007). The 
nervous system can be perceived as a system tightly coupled to its environment – there is 
no strict ‘inside’ and ‘outside’ (e.g. Beer, 2000; Maturana & Varela, 1987). This even holds 
for very simple organisms as the well‐known aplysia (Proekt, Brezina, & Weiss, 2004) or 
bacteria (Jonker, Snoep, Treur, Westerhoff, & Wijngaards, 2002). From such a perspective, 
the deciding brain uses the environment as a constraining and supporting factor (Clark, 
1999; see the discussion for issues of anti‐representationalism). To describe and investigate 
such an embedded system, DST can provide the language for crossing the borders between 
mental and physical processes (Kelso, 1995; but see e.g. Leeuwen, 2005 for the problem of 
complexity). 
4.4.4.4 Dynamic structure, non‐linearity, continuity and self‐organization: new 
principles for the deciding brain 
Studies in neuroeconomics often apply a location oriented, linear, and stepwise approach 
to human decision making processes (see e.g. Braeutigam, 2005). The brain, however, is a 
highly integrated organ characterized by recurrence, non‐linear effects, and time‐continuity 
(see e.g. Engel, Fries, & Singer, 2001; Spivey, 2007).  
Considering these dynamic properties has implications on the neuroscientific and the 
behavioral level. 
On the neuroscientific level, many current studies focus on linking spatial structures of the 
brain to processing stages (e.g. Camerer et al., 2005). This should be complemented by the 
investigation of the system’s dynamic structure17 (cf. Stephan, 2004; Ward, 2001). The 
feasibility of such an approach is supported by DST‐informed studies (see e.g. Meyer‐
Lindenberg et al., 2002; Van Orden et al., 2003) and also by recent modeling studies. For 
example, Ward & Ward (2006) were able to show that hierarchically structured, localistic 
conflict‐monitoring architectures (e.g. Botvinick et al., 2001) could be replaced by flat, time‐
                                                        
 
17 Examples are the non‐linear interaction of system elements reflected in the system’s attractor 
layout, bifurcation points, areas of criticality and hysteresis in the parameter space. 
continuous network architectures. Similarly, models based on dynamic field theory (e.g. 
Johnson et al., 2006; Schöner & Thelen, 2006) focus on the dynamic properties of the neural 
system and group neurons according to their functional role irrespective of their spatial 
location. This way, such models implement dynamic structures in a biologically plausible 
way (e.g. Erlhagen & Schöner, 2002). 
Such an extended approach supports the transition from spatial structural views 
postulating multiple decision systems (e.g. Camerer et al., 2005) to ‘a more synthetic view’ 
(Glimcher et al., 2005, p. 253) of a single decision system being driven at the two extremes 
of a continuous dimension (e.g. Sugrue et al., 2005). This shift is also supported by dynamic 
modeling studies, which provide evidence for divergent behavior in holistic systems 
caused by multistability and bifurcations in the statespace (e.g. Jaeger & Christaller, 1998). 
In the end, using data from dynamic models in fMRI analysis (cf. OʹDoherty et al., 2007) 
could help to link the spatial and the dynamic aspects of decision making. 
On the behavioral level, the application of the dynamic principles is a necessary 
enhancement as well (van Gelder & Port, 1995; Kelso, 1995; Spivey & Dale, 2006). This has 
been illustrated for example by Townsend & Busemeyer (1995), showing that several 
paradoxical phenomena in human decision making can be explained by simply including 
recurrence and time in their model of the decision processes. Moreover, West & Lebiere 
(2001) have shown that seemingly random human decision behavior can be explained by 
including non‐linear coupling in decision models. The two examples indicate that it is 
worthwhile to integrate these principles into current research practice. 
Putting the pieces together, we can approach the final question: who makes the decision in 
the brain? It is difficult to answer this question without proposing one cognitive 
component after the other (Kelso, 1995) or to put it metaphorically, by a ‘loan on 
intelligence’ (Dennett, 1971, p. 96), which results in an infinite regress. A DST‐informed 
approach to decision making tries to answer the question by identifying processes of self‐
organization (Beer, 2000; Van Orden et al., 2003). The decision behavior is driven by the 
system’s dynamic structure and emerges from the non‐linear time‐continuous interaction 
of the system’s elements (cf. Juarrero, 1999; Kelso, 1995; Tschacher & Dauwalder, 2003): the 
static central decider has vanished. 
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4.5 Discussion 
We have presented the contributions of a DST‐informed approach to the investigation of 
intertemporal choice and decision making in general. Offering new perspectives on 
unresolved questions, our aim was to provide an inspiration for further empirical research. 
However, there might be objections that could prevent scientists from trying to integrate 
the proposed approach into their work. In the following, we will discuss two classes of 
possible objections: theoretical and practical objections.  
4.5.1 Theoretical objections 
During the past decades, the dynamic approach to cognition has been discussed 
extensively in the cognitive sciences, especially in philosophy under the term dynamicism. 
This general debate has identified a number of important objections (for an overview, see 
Eliasmith, 1997), which we will discuss in order to substantiate the moderate empirical 
DST‐informed approach to decision making as proposed here. 
A first point of criticism is that the dynamic approach is not really a new paradigm for the 
cognitive sciences providing a complete account of cognition. Most of the dynamic concepts were 
introduced by the connectionist paradigm (cf. Eliasmith, 1997).  
We partly agree with this argument: the DST‐informed approach is not a new paradigm, 
but a complement to connectionism. In fact, most of the models we introduced so far are 
connectionist and propose dynamic principles. The crucial addition is the shift from a 
discrete, component‐oriented and structural view to a continuous, interaction‐oriented, and 
functional view on cognition (Beer, 2003; Thelen & Bates, 2003; Van Orden et al., 2003). 
From our perspective, the question is not whether the brain is a network OR a dynamic 
system. Rather, the question is whether it is sufficient to focus on the modular component 
structure of a network, dividing it into mostly separate systems for stepwise processing OR 
whether this view should be extended by including the analysis of the continuous, non‐
linear, functional properties of the system (sometimes by even ignoring its spatial 
structure)? 
Regarding empirical work, we emphasize that by means of the mental model and the 
empirical toolset of our DST‐informed approach we could better deal with the complexity 
inherent to cognitive systems instead of artificially simplifying them (see Beer, 2000; 
Goldberg & Markoczy, 2000; Spivey, 2007). Therefore, the approach represents a valuable 
extension to an empirical scientist’s toolset for the investigation of cognitive processes. 
A further highly controversial issue pertains to the denial of representations, emphasized by 
several proponents of the dynamic approach to cognition (e.g. van Gelder, 1998). Several authors 
consider anti‐representationalism central to the dynamic approach (cf. Eliasmith, 1997). 
In our view, anti‐representationalism is not essential to the dynamic approach to cognition 
(and not essential to a dynamic approach to decision making either). We rather defend the 
less radical view (also found for instance in Clark & Toribio, 1994; Keijzer & Bem, 1996) 
that a dynamic model of cognition does allow for ʹdynamic representationsʹ. Nevertheless, 
a DST‐informed approach does require to adopt a different view on the nature of 
representations, such that they are neither static nor localized (Clark, 1997). Instead, they 
should be understood as patterns of activation that are continuous both in time and in 
space (Spivey & Dale, 2004). 
Concerning the explanatory power of the approach, it has been argued that the dynamic 
approach has not yet provided a substantive model of how lower‐level processes can actually lead to 
adaptive cognition and behavior (cf. Keijzer & Bem, 1996). Following the ecologist approach, it even 
postulates the irrelevance of biological substrates (Summers, 1998). 
We agree, that every approach and especially the dynamic one must show links across 
different levels of complexity. We also agree with the criticism of the extreme dynamicist 
position, which denies the need to account for biological substrates. Therefore, this article 
has presented evidence for the conceptual and the biological plausibility of a DST‐informed 
empirical approach.  
Regarding the conceptual plausibility of a DST‐informed approach, we have reviewed 
several models demonstrating how typical (even paradoxical) human behavior can emerge 
from the non‐linear interactions of low‐level elements and low‐level principles of neural 
function (e.g. Erlhagen & Schöner, 2002; Ward & Ward, 2006). We have also reviewed 
studies that demonstrated how signs of these interactions can be extracted from high‐level 
phenomena, such as decisions about life risks (e.g. Coulson & Nunn, 1999). 
Regarding the biological plausibility of a DST‐informed approach, we have reviewed 
literature providing links between DST‐concepts and their neural counterparts. 
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Furthermore, we have presented DST‐informed neuroscientific methods to investigate 
decision making. 
Therefore, we are optimistic about the potential of a DST‐informed approach for providing 
the necessary links between behavior and neural substrates. Notably, this optimism is even 
shared by critics of dynamicism, granting that DST will ‘play an important role in our 
eventual understanding of cognition in terms of neurophysiology’ (Grush, 1997, p. 241). 
In line with the last argument, it has also been objected that dynamicism is typified by only 
metaphorical descriptions (Eliasmith, 1997; Summers, 1998). 
To a certain degree approaching a field with DST as a new toolset and an empirical guide 
(Newell, 1998) includes the extended use of analogous description (e.g. Thelen & Smith, 
1996). In fact, one strength of DST is the imaginative force of the analogies used. 
Nevertheless, analogies should be merely considered as a starting point for the 
development of empirical constructs. The power of DST lies in offering a formal language 
for the description of the empirical constructs and the generation of models of non‐linear 
continuous processes across different levels of complexity (e.g. Erlhagen & Schöner, 2002; 
Spivey, 2007). Therefore, the main advantage of a consistently DST‐informed research 
program is the ability to physically substantiate its analogies (no scientific field is free of 
analogies, cf. Leeuwen, 2005): it offers a common language to span the different levels from 
the description of behavior to a model of its neural implementation (Beer, 1995; Clark, 
1997).  
Following up on the critique regarding the lack of biological plausibility and the use of 
metaphors, it has been criticized that dynamicism fails to provide causal relationships and that 
dynamicist researchers are satisfied with general correlations of behavior and brain activity (cf. 
Leeuwen, 2005). 
In line with the previous argument, it cannot be denied that initial approaches to a field 
using DST typically apply correlation analyses to confirm their hypotheses (e.g. Kelso et al., 
1992). However, this is also true for non‐dynamic brain‐behavior studies (cf. Stephan, 2004). 
Experiments at later stages show that more than correlational relationships can be found 
(e.g. Meyer‐Lindenberg et al., 2002): with the concept of perturbations, DST‐informed 
research has a tool at hand to investigate causal relationships.  
More technically, the final theoretical objection concerns collective variables: it is unclear 
what collective variables refer to, precisely because they are collective. Furthermore, since the 
concepts are so abstract, there are still barriers to integration (Barton, 1994).  
Taking dynamic concepts into account can indeed at first lead to the impression of a loss of 
explanatory power (cf. Spivey, 2007). Empirically, one can approach this problem in two 
different ways: a radical, but very consistent way of thinking within the DST framework 
(Thelen & Smith, 1996), and a more pragmatic way (van Geert & Steenbeek, 2005). 
The first option clearly demands explorative studies to approach the phenomena of interest 
in order to finally define the variables of interest (Granic & Hollenstein, 2003). In the long 
run, hypothetical cognitive constructs and labels could be replaced by dynamic, physically 
grounded concepts (cf. Spivey, 2007; Ward, 2001). In the meantime, it seems worthwhile to 
choose the second, more conservative, but still promising option: trying to map the (e.g. 
cognitive) constructs of a domain onto DST concepts and collective variables, which is an 
approach we have partly chosen for this work. 
4.5.2 The practical objection: complexity 
The fact that DST originally came from mathematics and physics leads to three practical 
difficulties. In the first place, the physical DST‐concepts are very different from the 
concepts of an information‐processing approach, demanding DST‐informed researchers to 
describe classical problems in novel terms (Spivey, 2007). Secondly, a DST‐informed 
approach requires the researcher to deal with new and complex analytical methods (Ward, 
2001). Thirdly, realizing the potential of DST‐informed empirical work requires to think in 
the new framework in the first place in order to generate adequate questions and adequate 
paradigms to answer them (cf. Spivey, 2007).  
To date, several introductions to DST have attempted to ease these burdens, ranging from 
general methodological introductions (e.g. Abraham, 1990; Beer, 2000; Boker & Wenger, 
2007; Heath, 2000; Stewart & Peregoy, 1983; Ward, 2001) to more specific literature for 
different sub‐disciplines (e.g. Granic & Hollenstein, 2003; Kelso, 1995; Thelen & Smith, 
1996). With this article, we offer further assistance for researchers taking the first steps into 
this new mental model by introducing basic empirical strategies from a DST‐informed 
perspective exemplarily applied to decision making. 
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4.6 Conclusion 
In this article, we identified current challenges to the interdisciplinary investigation of 
decision making in the field of neuroeconomics and took intertemporal choice as a 
representative example. We introduced an empirical DST‐informed approach to decision 
making, developed a theoretical perspective on intertemporal choice, and specified 
empirical strategies. We argued that this approach could help to address the unresolved 
issues in intertemporal choice and outlined the benefits of embracing a moderate DST‐
informed approach for neuroeconomics. Finally, we answered possible objections to our 
DST‐informed approach. 
In summary, though adopting the principles of DST might be difficult at first, this article 
aims to inspire and encourage DST‐informed empirical research as a valuable contribution 
to the interdisciplinary investigation of decision making. 
 
Chapter 5 
The dynamics of cognitive control: 
evidence for within trial conflict adaptation from 
frequency tagged EEG  
5.1 Abstract 
A central topic in the cognitive sciences is how cognitive control is adapted flexibly to 
changing task demands. Conflict monitoring theory originally proposed conflict triggered 
adjustments of cognitive control after a conflict trial to improve subsequent performance. In 
the present study, we tested the hypothesis that readjustments of cognitive control occur 
continuously within a conflict trial itself. Using frequency tagged EEG in a flanker task, we 
traced the allocation of attention to target and distracter stimuli. We found evidence for a 
conflict triggered within trial contrast enhancement dissociating target and distracters. This 
contrast enhancement vanished for consecutive trials with constant tagging frequencies, 
indicating that trial‐to‐trial conflict adaptation effects may, at least partly, be the product of 
interacting processes serving conflict resolution within trials. 
5.2 Introduction 
Cognitive control comprises the ability to focus on relevant information and to protect our 
intentions in an environment full of distractions. Despite its importance for goal oriented 
behavior, the mechanisms of cognitive control, and in particular how and when it is 
recruited, are still under debate. In the laboratory, cognitive control has been studied by 
tasks inducing response conflicts such as the so called flanker task (Eriksen & Eriksen, 
1974). Participants are instructed to respond to a central target letter and to ignore 
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distracter letters surrounding the target. The basic finding with this task is a congruency 
effect in response times (RT): responses are faster for congruent trials, on which target and 
distracters are mapped to the same response, compared to incongruent trials, on which 
target and distracters are mapped to different responses. This congruency effect is typically 
reduced for consecutive incongruent trials. These sequential conflict adaptation effects 
have been interpreted as evidence for an enhanced recruitment of cognitive control 
following high conflict in order to promote goal pursuit in the face of conflicting input 
(Gratton et al., 1992; Ullsperger, Bylsma, & Botvinick, 2005; but see Mayr et al., 2003).  
To date, the most influential account of sequential conflict adaptation effects is conflict 
monitoring theory (Botvinick, Braver, Barch, Carter, & Cohen, 2001). According to this 
theory, the detection of conflict in an incongruent trialN‐1 is assumed to be mediated by the 
anterior cingulate cortex (ACC) (Botvinick, Cohen, & Carter, 2004). Detected conflict then 
triggers adaptation processes in the dorsolateral prefrontal cortext (dlPFC) (Kerns et al., 
2004) leading to enhanced cognitive control in the next trialN to prepare for subsequent 
conflicting input. Based on this proposition, conflict monitoring theory inspired a 
considerable amount of research (for review, see Egner, 2007), which has lead to several 
modifications to account for further data (Brown, Reynolds, & Braver, 2007; Davelaar, 2008; 
Verguts & Notebaert, 2008).  
However, in the process of this research two interpretations emerged, how conflict 
adaptation proceeds exactly. The first interpretation assumes that the conflict adaptation 
process is independent of the conflict resolution process within a conflict trial: conflict in 
trialN‐1 is detected by the ACC and is relayed over time to the dlPFC, leading to conflict 
adaptation in the next trialN (for typical examples, see e.g.Kerns et al., 2004; Verguts & 
Notebaert, 2008; for a critical review of this interpretation, see Mansouri et al., 2009). This 
interpretation could be drawn directly from the original work on conflict monitoring 
(Botvinick et al., 2001), where the content of the conflict detection module is read out at the 
end of each trial and hence is in principle independent of the conflict resolution process 
within the conflict trialN‐1. This conflict adaptation across trials is also similar to other 
suppression theories (e.g. Stürmer, Leuthold, Soetens, Schroter, & Sommer, 2002).  
The second interpretation assumes, that processes of conflict resolution and subsequent 
conflict adaptation are not that clearly separable and might instead reflect reactive conflict 
adaptation within the conflict trialN‐1 itself (Braver, Gray, & Burgess, 2007; e.g. Brown et al., 
2007; Davelaar, 2008; Goschke & Dreisbach, 2008). In this conception, the ACC still detects 
the conflict in trialN‐1 leading to control readjustment by the dlPFC solving the conflict in 
trialN‐1 directly (e.g., by increasing attention to goal‐relevant information and/or 
suppressing conflicting information). That is, control readjustments occur online within the 
conflict trialN‐1. Importantly, subsequent sequential conflict adaptation effects on trialN 
might by due to a mere carry over of the adjusted control settings from the previous trialN‐1. 
In this view, the ACC is still necessary to signal conflict to the PFC, yet it loses its role in 
maintaining the conflict information across time for an independent adaptation process 
following the conflict in trialN‐1. This second interpretation is supported by several findings 
in the recent literature. For example, it has been found that conflict in a primary task 
impaired the detection of prospective memory cues, if this cue lies on the distracting, but 
conflict eliciting dimension. This has been interpreted as a conflict triggered inhibition of 
the distracting stimulus dimensions within the conflict trial itself (Goschke & Dreisbach, 
2008). Also consistent with the idea, that conflict adaptation may reflect a carry over of 
within trial control adjustments from the previous trialN‐1, it has been found that switching 
between different tasks produced higher switch costs in trialN following high compared to 
low conflict trialsN‐1. This is exactly what one would expect, if the conflict on the previous 
trialN‐1 already induced an inhibition of the competing and distracting task‐set (Brown et al., 
2007; Goschke, 2000). Taken together, conflict adaptation effects in trialN might at least 
partly reflect a carry over of conflict triggered readjustments for target selection in the 
conflict trialN‐1, rather than preparatory recruitment of enhanced control. 
Unfortunately, both theoretical views, adaptation across trials and adaptation as a carry 
over of within trial readjustments, make very similar predictions with respect to sequential 
trial‐to‐trial effects of a conflict. Thus, support for the within trial readjustment view 
necessitates tracing the respective readjustment processes within a trial. Hence, previous 
studies using fMRI and response times (e.g. Egner & Hirsch, 2005), and even studies using 
event‐related potentials (ERP, e.g. Freitas, Banai, & Clark, 2009; e.g. Larson, Kaufman, & 
Perlstein, 2009; e.g. Veen & Carter, 2002) and electromyographic measures (EMG, e.g. Burle, 
Possamaï, Vidal, Bonnet, & Hasbroucq, 2002) could not or only indirectly distinguish 
between these alternative hypotheses.  
Chapter 5. The dynamics of cognitive control: 
evidence for within trial conflict adaptation from frequency tagged EEG 
 
59 
In the present study, we took a novel approach to distinguish empirically between conflict 
adaptation across trials vs. readjustment within trials by using frequency tagging in 
combination with EEG measurements. This technique allows tracing the continuous 
allocation of attention to targets and distracters by tagging them with different flicker 
frequencies (Fuchs, Andersen, Gruber, & Müller, 2008; Müller, Andersen, & Keil, 2007; 
Müller et al., 1998). The flicker elicits steady state visual evoked potentials (SSVEPs) in the 
EEG, a signal oscillating at the stimulus flicker frequency. Increased amplitudes of the 
respective signal for target or distracters, extracted from the EEG with time‐frequency 
methods, have been shown to indicate enhanced allocation of attention to the respective 
stimulus in divided attention tasks (e.g. Toffanin, de Jong, Johnson, & Martens, 2009). 
Hence, this method offers two major advantages: First, it enables us to extract the time 
course of attentional deployment within a trial (Müller et al., 1998). Second, by using 
different tagging frequencies for target and distracter stimuli within the same trial, we can 
separately extract the time course of attention deployed to targets and distracters.  
We applied this method to a number flanker task, where participants had to respond to a 
centrally presented target number surrounded by distracting numbers. The target number 
and the distracter numbers were tagged with different temporal flicker frequencies (9 and 
12 Hz). From our within trial readjustment hypothesis, two predictions were derived. First, 
the amplitude of the target‐related signal should be enhanced and the amplitude of the 
distracter‐related signal should be attenuated within incongruent trialsN in contrast to 
congruent trialsN (see figure 12B). Second, we expected these within trial readjustment 
effects to vanish on incongruent (high conflict) trialsN preceded by incongruent trialsN‐1 
(compared to incongruent trials preceded by congruent trials), as has been shown 
previously in experiments across trials (e.g. Egner & Hirsch, 2005). The second prediction 
follows from the assumption that the within trial readjustment on an incongruent trialN‐1 
puts the cognitive system in a state where it is optimally configured for coping with the 
conflict in trialN (i.e., attention is enhanced for the target and attenuated for the distracters). 
If this state persists until trialN, less online readjustment should be required for selecting 
the correct response, leading to the behavioral effect of sequential conflict adaptation. 
While this second prediction of changes across trials would also be in accordance with 
conflict monitoring theory, in combination with the first prediction of within trial 
readjustments, it also serves to validate our new methodological approach that has – to our 
knowledge – not been applied to conflict adaptation processes before. 
To provide further validation for this new methodological approach, we also analyzed 
surrogate EEG data. These data were created by simulating SSVEPs either in accordance 
with the hypothesis of within trial readjustments, or in accordance with the hypothesis that 
there are no within trial changes, but only conflict adaptation processes across trials. Hence, 
by comparing empirical data with results from the two simulation models we attempted to 
further validate our method.  
5.3 Methods 
5.3.1 Participants 
22 university students (10 female, mean age 24.52 years, age range 21 ‐ 30) with normal or 
corrected to normal vision participated in the study. Data of 3 participants had to be 
discarded due to high error rates (>10 %, median error rate: 3.5 %). Participants gave 
informed consent according to the declaration of Helsinki and received class credit points 
or 5 € per hour. 
5.3.2 Apparatus and Stimuli 
Participants were seated in an electrically shielded and dark EEG recording cabin, the head 
resting on a chin rest in a distance of 1.5 m from a 17 inch screen. The experiment was 
controlled by Presentation software (Neurobehavioral Systems), running on a Windows XP 
SP2 personal computer.  
The target stimulus (randomly selected from the numbers 2, 5, 6, 9) was presented at the 
screen center, surrounded by four identical distracter stimuli (either a number from the 
same set 2, 5, 6, 9, or the letter H) that were arranged horizontally and vertically around the 
target stimulus (see figure 12A). All stimuli were shown in white, surrounded by a grey 
circle on a black background. They had a width of 0.6° at 1.5 m distance on a 17 inch screen 
running at a resultion of 1024 x 768 pixels. The grey circles extented 1.41° while the whole 
number display had 4.5° visual angle. Screen refresh frequency was 72 Hz. Distracter and 
target stimuli flickered with different frequencies of 9 or 12 Hz, (50% of cycle time on, 50% 
cycle time off; frequency balanced over trials, see below) to produce the different SSVEPs. 
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Figure 12. Experimental setup (A) and hypothesized SSVEP waveforms (B). 
In the occurrence of conflict, SSVEPs show conflict adaptation in the amplitude 
modulation.  Black  electrode markers  indicate  used  electrodes,  the  size  of  the 
markers indicates the frequency of electrode inclusion into data analysis. 
Participants were instructed to press the left key with the index finger of the left hand for 
the numbers 2 and 9 and the right key with the index finger of the right hand for the 
numbers 5 and 6 (or vice versa, counterbalanced over participants) on a standard computer 
keyboard. Since numbers were presented in a digital format (see figure 12A), this response 
mapping balanced the perceptual features between stimuli and the two responses (2 is 
similar to 5 and 6 is similar to 9). To ensure that stimuli in distracter positions were 
processed, we included NoGo trials (letter ‘H’ as distractor) in which participants had to 
refrain from responding (compare e.g. Fischer & Schubert, 2008). 
5.3.3 Design 
The combinations of target and distracter numbers resulted in 20 possible trials: 8 x 
response congruent (e.g. 5 5 5 or 2 9 2), 8 x response incongruent (e.g. 2 5 2 or 6 9 6) trials, and 
4 x NoGo trials (e.g. H 2 H). This resulted in a trialN‐1(20) x trialN (20) transition matrix, 
resulting in a completely balanced block of trial transitions with 400 trials. Complete 
repetitions (20 trials) were excluded to avoid effects of repetition priming (Mayr et al., 
2003).  
The experiment consisted of 3 blocks of 380 transition balanced trials with short breaks 
between blocks. Furthermore, each block began with 10 additional random trials (excluded 
from the analyses) to allow for accommodation after each break. The flicker frequency of 
the target and distracter stimuli, and the mask duration were also balanced over all trials of 
the experiment. Since it has been shown previously that flicker frequency might have an 
effect on behavioural results (e.g. Müller & Hübner, 2002), we included switches in flicker 
frequencies of target and distracter between trials as an independent variable in our 
analyses, coded as frequency switch (target and distracter switch frequency from trialN‐1 to 
trialN) and no‐switch (target and distracter keep frequency from trialN‐1 to trialN) trials. 
Overall, this design yielded a design matrix including the factors congruencyN (congruent/ 
incongruent), congruencyN‐1(congruent/ incongruent), and frequency switch (switch/ no‐switch). 
Since NoGo trials were excluded from the analysis, we had 768 trails for analysis with this 
matrix (16 x 16 = 256 trials per block).  
5.3.4 Procedure 
Each trial started with a black screen of 375 ms. Next the number ’8’ was presented as a 
neutral mask at the positions of target and distracters, either for a duration of 666 or 1000 
ms. Mask items were already tagged with the flicker frequency of the following target and 
distracters, respectively. This served to accommodate SSVEP amplitude to the flicker (Keil, 
Moratti, Stolarova, Bradley, & Lang, 2003). Subsequently, the stimuli were presented until 
response execution (max. 2000 ms). No feedback was provided (see figure 12A). 
Prior to the experiment, participants were instructed to respond as fast and accurately as 
possible to the targets while ignoring distracters and avoiding responses in case of NoGo 
trials. To improve EEG data quality, participants were advised to maintain a central 
fixation and keep relaxed while not moving within a trial. Prior to the experiment, 
participants performed 40 practice trials to get familiarized with the procedure (20 trials 
with feedback and 20 trials without feedback as in the experiment).  
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5.3.5 Data acquisition and analysis 
EEG was recorded with a modified 10‐20 setup containing 62 electrodes referenced to the 
left mastoid. Two electrodes were placed below the left and right eye as EOG to monitor 
vertical eye movements and blinks. Impedance was kept below 5 kΩ. Data were recorded 
with 1000 Hz sampling frequency, a time constant of 10 sec. and a 250 Hz lowpass.  
Data were analyzed using EEGLAB (Delorme & Makeig, 2004) and MATLAB 2006a (The 
Mathworks) on Windows XP SP2. For analysis, data were bandpass‐filtered (1.5 Hz ‐ 90 Hz, 
two‐way least‐squares FIR filtering with zero‐phase distortion, 10 Hz lowpass transition 
band width) and downsampled to 250 Hz after recording. Data were then epoched (‐500 
ms to 1500 ms relative to stimulus onset). Since eye blinks and eye movements would cause 
an interruption of the continuous flicker stream, individual trials containing this kind of 
artefacts within the critical window from the onset of the imperative stimulus to the trial’s 
response were rejected by semiautomatic threshold detection. To minimize the loss of trials, 
muscular artefacts and remaining eye blink and eye movement artefacts were removed by 
independent component analysis (Jung et al., 2000) and data driven component clustering 
(Scherbaum, 2006). On average, this procedure yielded 73 trials per condition per subject18. 
We used the following procedure to extract SSVEP amplitude for target and distracter 
stimuli (for a validation of this method on surrogate data, see the simulation section): 
Step 1: To improve signal to noise ratio, we chose a best electrode approach, as it is often 
used in the field (e.g. Fuchs et al., 2008). For this, we identified the posterior electrode with 
the maximum energy over all conditions and trials for the frequency of interest, 
individually for each participant. We then identified the best neighbouring electrode (for 
mean topographies, see figure 16). The signals of both electrodes were then extracted as 
described below and averaged. 
                                                        
 
18 The average number of trials per condition ranged from 67 to 79 trials. For one participant, 
the remaining number of trials ranged from 12 to 29 trial per condition. For all the other 
participants, the minimum was 33 trial and the maximum 105 trials. Since removing the subject 
did not change the results (it even slightly increased the F statistics), we decided to keep it in 
the analysis 
Step 2: Data were bandpass filtered (9/ 12 Hz +/‐ 1.5 Hz) to avoid frequency crosstalk due to 
the wide frequency bands of the used wavelets in the next step (Müller, 2008; Rodriguez et 
al., 1999). 
Step 3: We extracted the instantaneous energy as a measurement of continuous signal 
amplitude for the specific tagging frequencies. We performed wavelet analysis using 
complex Morlet’s wavelets19 with a constant ratio  ff σ/0 of 7 (compare e.g. Tallon‐Baudry, 
Bertrand, Delpuech, & Pernier, 1997) and extracted continuous energy for each trial and for 
both tagging frequencies.  
Step 4: To allow averaging across different frequencies with different temporal properties 
and different baseline energy levels, we normalized the energy signal to its baseline (‐375 
ms – ‐125 ms before stimulus onset) by first subtracting baseline mean and then 
standardizing to baseline standard deviation (see Rodriguez et al., 1999 for a similar 
normalization procedure).  
Step 5: The resulting energy signal was time‐normalized to 100 equal time slices between 
stimulus onset and response. This way, we created for every trial an energy signal of equal 
length (compare McKinstry, Dale, & Spivey, 2008 for a similar approach on mouse 
trajectories) locked to both, stimulus and response of the trial. This normalization was 
performed for the following reason. If within trial readjustments mirror conflict resolution 
between target and distracter information by continuous signal augmentation (target) 
and/or inhibition (distracter), we expect this process to bind the stimulus and the response 
                                                        
 
19 The used wavelet family was defined as  )2exp()2/exp()(),( 0
222/1
0 tfitftw tt πσπσ −= −  with 
tf πσσ 2/1= . 
fσ and  tσ denote the length of the wavelet in the frequency and time domain, t denotes time and 
0f denotes the frequency of interest (9/12 Hz here).  
The wavelet has a Gaussian shape around its center frequency. The ratio ff σ/0  should be chosen 
greater than 5 (Grossmann, Kronland‐Martinet, & Morlet, 1989) and was set to 7 (e.g. Rodriguez 
et al., 1999; Tallon‐Baudry et al., 1997). At 9 Hz, this leads to  tσ  of 124 ms and to a  fσ  of 1.29 Hz. 
At 12 Hz, this leads to  tσ  of 90 ms and to a  fσ  of 1.71 Hz. The wavelet duration was 3  tσ . 
After convolution of the filtered signal with the wavelet, the instantaneous energy is defined as 
⎣ ⎦2),(),( tfFtfE nn = . 
),( tfFn  denotes the spectrum (in this case the complex result of the convolution) of the signal. 
Energy was extracted for every time bin and for f = 9 Hz and f = 12 Hz, according to the tagging 
frequencies. 
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event together. The conflict, elicited by the stimulus, triggers the conflict resolution process 
that, after being finished, initiates the response. Therefore, the process under investigation 
is neither purely stimulus‐locked nor purely response‐locked but requires a stimulus‐
response locked analysis. Luckily, in contrast to ERP components that strongly depend on 
absolute phase SSVEP amplitude is a phase independent signal, enabling us to normalize 
each trial and investigate the process of interest in the necessary stimulus‐response‐locked 
manner. Since we expect within trial readjustments to reach their maximum at the end of 
each trial, a response‐locked analysis would also be possible. However, this bears the cost 
of a loss of signal change due to smearing at the signal onset, since response‐locked 
analysis is based on the assumption of a response‐locked process (see Appendix I). Hence, 
at best, this would reduce statistical power for effects over time. The same holds for 
stimulus‐locked analysis, with smearing occurring at the end of the trial, especially since in 
this paradigm, stimuli flickered until response only. 
Step 6: We averaged the resulting signals over trials and frequencies for each condition in 
the design matrix. Data were then grand averaged across participants.  
For analysis of behavioural data and SSVEP data, we excluded all error trials and trials 
following an error (2%). Trials not matching the outlier criterion (RT > 3.5 SD, applied for 
each participant) were also discarded (0.5 %). 
5.4 Results 
5.4.1 Response times 
 A repeated measures analysis of variance (ANOVA) showed a significant main effect for 
congruencyN, F(1,19) = 32.79, p < 0.01. Congruent trials (685 ms) were faster than 
incongruent trials (711 ms). There was no significant effect for congruencyN‐1, F(1,19) = 0.79, 
p = 0.38, and a marginal effect for frequency switch (F(1,19) = 3.43, p = 0.08), with no‐switch 
trials being slightly faster (695 ms) than switch trials (701 ms). There was no interaction 
between congruencyN and congruencyN‐1, but a significant three‐way interaction 
congruencyN X congruencyN‐1 X frequency switch, F(1,19) = 5.96, p < 0.05, indicating that 
conflict adaptation effects depended on the frequency switch (see figure 13). Accordingly, 
subsequent ANOVAs confirmed a reliable effect of conflict adaptation in the condition of 
no frequency switch (congruencyN X congruencyN‐1, F(1,19) = 6.31, p < 0.05), and a reversed 
conflict adaptation effect in the condition of frequency switch (congruencyN X congruencyN‐
1, F(1,19) = 7.04, p < 0.05). 
 
Figure 13. Response times.  
Data for frequency switch (A) and no‐switch (B) trials is presented as a function 
of congruency in trialN and trialN‐1. Error bars show standard errors. 
5.4.2 SSVEP amplitudes 
 We calculated contrasts for congruencyN (incongruent‐congruent) separately for the target 
and the distracter signal and separately for congruencyN‐1 and frequency switch. This 
yielded eight contrast signals shown in (figure 14), indicating within trial readjustments by 
a rising target contrast and a decreasing distracter contrast. As should be expected from the 
analysis of RT data and the reliable interaction of conflict adaptation with frequency switch, 
a contrast enhancement between target and distracters was found for incongruent trials 
following congruent trials, if no frequency switch occurred between trialN and trialN‐1. Also 
as expected, this contrast enhancement could also be found for incongruent trials following 
incongruent trials, if a frequency switch occurred between trialN and trialN‐1. 
For statistical analysis of these effects, we subtracted the respective target and distracter 
signals to obtain an overall measure of contrast enhancement. The resulting contrast was 
divided into 3 equal time windows, each averaging across 33 time slices, reducing the time 
factor levels for the subsequent ANOVA from 100 to 3. An ANOVA of these contrasts with 
the factors congruencyN‐1, frequency switch and time yielded a significant interaction of 
congruencyN‐1 x frequency switch, F(1,19) = 10.8, p < 0.05, and a significant interaction of 
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time x congruencyN‐1 x frequency switch, F(2,38) = 3,467, p < 0.05, mirroring the interaction 
found in the RT data.  
A subsequent ANOVA, performed only for no‐switch trials, revealed a reliable effect of 
congruencyN‐1, F(1,19) = 6.46, p < 0.05, and a marginal time x congruencyN‐1 interaction, 
F(2,38) = 2,64, p = 0.08, supporting the expected contrast enhancement. The analogous 
ANOVA performed only for switch trials also revealed a reliable (but reversed) effect of 
congruencyN‐1, F(1,19) = 6.46, p < 0.05, but no reliable interaction time x congruencyN‐1, 
F(2,38) = 2,12, p = 0.13. 
Overall, these results are consistent with the RT data and, most importantly, indicate a 
contrast enhancement developing over time within trials for incongruent no‐switch trialsN 
preceded by a congruent trialN‐1, as well as for incongruent switch trialsN preceded by a 
another incongruent trialN‐1. 
 Figure 14 SSVEP amplitude contrasts. 
The figure shows the contrast congruent‐incongruent in trialN, with data split up 
by  frequency switch  (A, C) and no‐switch  (B, D) and  for congruency  in  trialN‐1 
(congruent: A, B; incongruent C, D). Shaded areas show standard errors. 
5.5 Simulation 
While the results were consistent with our hypotheses, we are aware that the chosen novel 
approach of single‐trial wavelet based SSVEP amplitude analysis holds several 
uncertainties. First, the chosen bandpass filter and wavelet parameters could have a 
decisive influence on the results. While we chose these parameters according to previous 
studies (Fuchs et al., 2008; Rodriguez et al., 1999; Tallon‐Baudry et al., 1997), they have not 
been applied in combination to the analysis of single‐trial SSVEP amplitude before. Second, 
the procedure of averaging across different frequencies could influence the results, since 
the extracted signals contain different temporal properties and baseline energy levels. By 
Chapter 5. The dynamics of cognitive control: 
evidence for within trial conflict adaptation from frequency tagged EEG 
 
69 
our standardization procedure, we tried to minimize theses influences (compare Rodriguez 
et al., 1999 for a similar approach for synchronization values). 
To minimize the possibility that these uncertainties decisively influenced our results, we 
chose to validate our methodological approach by surrogate data analysis. We modeled the 
expected EEG data, by simulating SSVEP signals according to the properties of every single 
trial (i.e. congruencyN, congruencyN‐1, flicker frequency of target and distracter, and 
frequency switch) of every participant. We created two sets of data: One set modeled the 
data under the hypothesis of within trial readjustments (readjustment set). The other set 
modeled the data under the hypothesis of no readjustments within a trial (null set). We 
then analyzed the created surrogate data sets with the same procedure as the real data (see 
figure 15). 
Comparing the statistical contrast measures of real and surrogate data should reveal a high 
correlation for the readjustment set and a low correlation for the null set if our 
methodological approach was valid. 
The modeling of data included the following steps: 
First, we modeled the respective amplifying and attenuating signals for the readjustment 
set as a linear response function, defined by the parameters signal levelstart, timeresponse, signal 
levelresponse, decay. These parameters were chosen in dependency on congruencyN, 
congruencyN‐1, and frequency switch, according to our hypotheses and the behavioral 
findings (for parameter values, please see Appendix I). For the null set, the signal levels 
followed the same parameters but stayed constant over time. 
Second, the resulting signal was used to modulate sine waves of 9 / 12 Hz, according to the 
frequencies of the modeled trial. The overall amplitude of the sine waves was chosen to 
match previous SSVEP amplitude findings (Toffanin et al., 2009) for different frequencies. 
Similary, target/ distractor signal strength was also set differently to account for the 
different size on the screen.  
Third, this simulated SSVEP signal was mixed with random noise typical for EEG data 
(compare Yeung, Bogacz, Holroyd, Nieuwenhuis, & Cohen, 2007). 
 Figure 15. SSVEP amplitude contrasts of simulated surrogate data. 
The figure shows the contrast congruent‐incongruent in trialN, with data split up 
by  frequency switch  (A, C) and no‐switch  (B, D) and  for congruency  in  trialN‐1 
(congruent: A, B; incongruent C, D). Shaded areas show standard errors. 
The resulting simulated data of the readjustment set for one participant are shown in 
(figure 16, C & D). The grand averaged real contrast data and grand averaged surrogate 
contrast data revealed similar temporal profiles (see figure 14) and show a high correlation 
(r(10) = 0.95, p < 0.05) for the readjustment set. In contrast, the real contrast data and 
surrogate contrast data for the null set showed no significant correlation (r(10) = 0.28, p = 
0.38). Taken together, this strongly supports the validity of our method. 
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Figure 16. Grand average SSVEP topographies for 12 Hz (A) and 9 Hz (B).  
Below,  the  ERP  image  and  ERP  of  one  participant  (C)  in  comparison  to  the 
simulated surrogate data for the same participant (D). 
5.6 Discussion 
The aim of the present study was to investigate if sequential conflict adaptation effects in a 
conflict trialN could represent a carry over of conflict triggered attentional readjustments 
serving conflict resolution in the previous conflict trialN‐1. To investigate the underlying 
within trial dynamics of attentional readjustments, we used flicker frequency tagged 
stimuli in a modified version of the Eriksen flanker paradigm. The flickering stimuli 
elicited steady state visual evoked potentials in the EEG, serving as a continuous marker of 
the deployment of visual attention.  
Behaviorally, we found reliable effects of conflict and across‐trial conflict adaptation 
(sequential modulation of the flanker effect). As predicted, EEG data showed continuous 
within trial readjustments of control in the occurrence of conflict, as indicated by target and 
distracter specific changes of SSVEP amplitude within trials. The dynamics of these within 
trial readjustments depended on previously experienced conflict, indicating a carry over of 
previous readjustments to the next trial as an effect of conflict adaptation. Hence, to our 
knowledge, our study is the first one to reveal the dynamics of conflict resolution and 
conflict adaptation in terms of continuous readjustments within trials carried over from 
trial to trial. 
Importantly, the carry over of previous readjustments strongly depended on the 
repetition/switch of flicker frequencies tagging the target/distracter stimuli. On the one 
hand, for flicker frequency repetitions, we found conflict triggered readjustments in 
incongruent trialsN only if the previous trialN‐1 had been congruent and, therefore no 
readjustments had occurred before the incongruent trialN. On the other hand, for flicker 
frequency switches, we found conflict triggered readjustments for incongruent trialsN only 
if the previous trialN‐1 was incongruent and, therefore, previous readjustments had been 
presumably directed at the wrong signal. Interestingly, this pattern of findings indicates 
that the seemingly task‐irrelevant flicker frequency systematically modulated conflict 
triggered readjustment processes. 
At least two interpretations seem feasible to account for the finding of reliable conflict 
adaptation effects for flicker frequency repetitions but not for switches, both strengthening 
our preferred interpretation of conflict adaptation as a carry over effect. 
The first interpretation is in line with recent proposals of context dependent conflict 
adaptation. In particular, many studies demonstrated that sequential modulations of 
interference effects critically depend on similarities between previous and current task 
requirements, leading to proposals of context‐specific control adjustments (e.g. Fischer, 
Plessow, Kunde, & Kiesel, in press; Kiesel, Kunde, & Hoffmann, 2006; Notebaert & Verguts, 
2008; Spapé & Hommel, 2008). For example, sequential modulations of interference effects 
were eliminated when significant changes between trials occurred in irrelevant task 
features (Spapé & Hommel, 2008) or in global task parameters, such as single or dual‐task 
contexts (Fischer et al., in press). Flicker frequency seems to be an important aspect of task 
context, even though flicker frequency was completely irrelevant to the task itself. 
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Therefore, changing the frequencies that are associated with either the target stimulus or 
the distracter stimulus might provide a significant context change that eliminates the ‘carry 
over’ of control settings and thus, the sequential trial‐to‐trial effects. Importantly, from this 
retrieval based view, assumptions of context‐specific control adjustments and/or the 
retrieval of previous control settings do not challenge the assumption of sequential 
modulation effects reflecting carried over ‘control settings’ that were necessary to resolve 
the conflict in trialN‐1 (Spapé & Hommel, 2008), but just represent a different view on the 
processes underlying the phenomenon. 
The second explanation can be derived from previous studies in the area of task switching 
(Brown et al., 2007; Goschke, 2000). For example, participants performing magnitude 
judgments (Task A) and parity judgments (Task B) on numbers are faced with congruent 
(numbers require the same response in both tasks) and incongruent trials (numbers require 
different responses in each task). Goschke (2000) found that switching between tasks 
produced slower RTs and increased switch costs if a task switch occurred between two 
incongruent trials. This has been interpreted as increased focusing on relevant information 
of Task A in the incongruent trialN‐1. Since, in case of a task switch, this Task A relevant 
information becomes now irrelevant for Task B, it interferes even stronger with processing 
Task B in trialN. This stronger interference after task switch is due to the shift in attention to 
task relevant features of the previous incongruent trial that are now irrelevant in the 
current incongruent trial.  
Therefore, if conflict adaptation was a carry over of readjustments serving target selection 
under the occurrence of conflict, these results can be explained by a shift in attention to a 
feature of the currently active task. Under the assumption that flicker frequency might 
have captured participants’ attention, although there was no explicit instruction to attend 
to it, a similar pattern of results could be expected. This interpretation is supported by 
three findings. First, different flicker frequencies activate different neural networks in the 
brain (Skrandies, 2007; Srinivasan, Bibi, & Nunez, 2006). If specific neural assemblies are 
activated more strongly when the information processed by these assemblies is in the focus 
of attention, this could explain this involuntary capture off attention. Second, the finding of 
slower reaction times in frequency switch trials compared to no‐switch trials also mimics 
the pattern of RT in task switching, also supporting our assumption. Third, the context 
dependency of conflict adaptation on irrelevant contextual features described above also 
supports this interpretation (Spapé & Hommel, 2008). Our data even go one step further by 
showing a complete reversal of the adaptation effect in the RT data for incongruent trials as 
well as a reversal of the SSVEP amplitude readjustment effect after frequency switches.  
Summarizing both interpretations, the effect of frequency switches provides even stronger 
support for our main hypothesis of carried‐over within trial readjustments and indicates 
one way, how control parameters can be carried over from one trial to another one, 
dependent on task context information (Spapé, 2009).  
Our results also add a new perspective to previous suggestions that conflict resolution is 
implemented as a process selectively inhibiting the wrong response (e.g. Ridderinkhof, 
2002): according to our findings, within trial readjustments of control contribute to conflict 
resolution by increasing the signal ratio between target and distracter in the case of conflict. 
While this seems to contradict response based conflict resolution at the first sight, from a 
view based on a strong mutual connection between perception and action (e.g. Humphreys 
& Jane Riddoch, 2003) one could naturally expect conflict driven adjustments to interact at 
all stages in the processing stream. However, there is an important difference between the 
approach based on response inhibition and our approach based on readjustments of 
control by contrast enhancement. The selectively inhibited wrong response in trialN‐1 would 
be carried over to trialN as an advantage for repetitions of the correct response in trialN‐1. 
But only readjustments of control expressed as contrast enhancement could be carried over 
to trialN as an advantage for relevant information. Hence, only the latter one can provide 
the basis for conflict adaptation by a carry over from trialN‐1. 
While most models based on conflict monitoring theory follow an interpretation assuming 
the conflict signal to be read out at the end of a trial to trigger adaptation for the next trial 
(e.g. Botvinick et al., 2001; Verguts & Notebaert, 2008), there is already some indirect 
evidence suggesting within trial readjustments (Braver et al., 2007; e.g. Burle et al., 2002; 
Ridderinkhof, 2002). However, to the best of our knowledge, our study provides the first 
direct evidence for (a) the continuous adjustments of cognitive control within a trial and (b) 
the assumption that these control adjustments might be carried over to the subsequent trial 
leading to typical conflict adaptation effects.  
It should be noted, though, that our results do not exclude the possibility of proactive 
control processes working in between trials as previously proposed by Braver et al. (2007). 
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Our results indicate that conflict resolution within trials and conflict adaptation across 
trials are not necessarily independent processes. While this, in particular, contrasts with the 
original work on conflict adaptation (Botvinick et al., 2001) it provides the possibility to 
specify more precisely the relationship between reactive and proactive modes of control 
(Braver et al., 2007). Conflict resolution as a result of reactive adjustments and conflict 
adaptation are interwoven processes at different time scales influencing each other 
continuously.  
Based on the accumulating evidence of within trial readjustments, it is tempting to 
question the role of the ACC as a trigger module that signals conflict for future control 
adaptation. A different and in our view more parsimonious explanation can be provided 
by the assumption of carry over mechanisms (e.g., (Gilbert & Shallice, 2002). In a carry over 
model conflict could be resolved by continuous competition between conflicting input 
(compare Eriksen & Schultz, 1979; Usher & McClelland, 2001) under the influence of PFC 
activation patterns representing task instructions and interacting reciprocally with the 
input. In the case of conflict, these interactions lead – as a by‐product of conflict resolution 
within the conflict trial – to amplification of the relevant goal and processing pathway 
and/or to suppression of the irrelevant goal and processing pathway. Assuming that this 
amplification/suppression needs time to decay and thus persists until the next trial (Gilbert 
& Shallice, 2002), it could not only account for task switching effects, but also for sequential 
conflict adaptation effects in terms of a passive by‐product of conflict resolution on the 
previous trial. Hence, instead of an explicit subsystem, monitoring and transferring 
information about conflict, this model provides a simpler explanation: conflict adaptation 
across trials could be the result of the network interaction dynamics necessary for conflict 
resolution within a conflict trial (see also Mayr & Awh, 2009). While it is beyond the scope 
of a single paper to decide between these alternative explanations, it is noteworthy that this 
model would be consistent with accumulating evidence suggesting that the ACC as an 
alleged conflict‐monitoring system is not necessary for all instances of conflict adaptation 
(Mansouri et al., 2009). Moreover, the model would also be consistent with the effects of 
flicker frequency switches we obtained: if different networks activated by different flicker 
frequencies (Skrandies, 2007; Srinivasan et al., 2006) are part of the relevant/irrelevant 
pathways, their amplification/suppression in one trial should indeed have the effect that 
more time is required to readapt after a frequency switch. 
In conclusion, to our knowledge our study is the first one to directly trace the dynamics of 
conflict adaptation within trials by studying a continuous marker of the deployment of 
visual attention. Since our approach represents a novel combination of several techniques, 
we used the analysis of computationally simulated surrogate EEG data to confirm the 
validity of the chosen methods and parameters. While further studies will be required to 
examine the generalizability of our findings across additional experimental variations (e.g. 
holding flicker frequencies constant over blocks of trials), this study provides a first step to 
continuously trace the dynamics of cognitive control and provides evidence for a model of 
conflict adaptation in terms of within trial readjustments. 
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Chapter 6 
How decisions evolve: the temporal dynamics of 
action selection 
6.1 Abstract 
To study the process of decision making under conflict, researchers typically analyze 
response latency and accuracy. However, these tools provide little evidence regarding how 
the resolution of conflict unfolds over time. Here, we analyzed the trajectories of mouse 
movements while participants performed a continuous version of a spatial conflict task (the 
Simon task). We applied a novel combination of multiple regression analysis and 
distribution analysis to determine how conflict on the present trial and carry‐over from the 
previous trial affect responding. Response on the previous trial and the degree of conflict 
on the previous and the current trial all influenced performance, but they did so 
differently: The previous response influenced the early part of the mouse trajectory, but the 
degree of previous and current conflict influenced later parts. This suggests that in this task 
experiencing conflict may not proactively ready the system to handle conflict on the next 
trial; rather, when conflict is experienced on the subsequent trial the previous 
compensatory processing may be re‐activated more efficiently.  
6.2 Introduction 
In everyday life, we frequently have to decide between competing action tendencies. Like 
attractors in a dynamic system, alternative choice options drag the mind into one direction 
at one moment and another direction at the next moment. When deciders contemplate 
between alternatives, we assume that they are in conflict. How such conflicts between 
different action tendencies are resolved by the brain has been studied extensively in the 
laboratory with tasks inducing response conflicts (cf. Botvinick, 2007) such as the Simon 
task. In this task, participants have to respond with a left or right key press, for example, to 
the direction of an arrow pointing to the left or to the right. Since the arrow is presented to 
the left or to the right of a central fixation point, the irrelevant stimulus location is assumed 
to automatically activate the spatially corresponding response. This leads to congruent 
trials (no conflict) when the location of the arrow (e.g., left) corresponds to the direction of 
the arrow (e.g., left) and to incongruent trials (response conflict) when the location of the 
arrow (e.g., left) does activate a different response than required by the direction of the 
arrow (e.g., right). The response conflict is reflected in behavioral indicators such as 
increased response times (RT) or error rates on incongruent relative to congruent trials (e.g. 
Simon, 1969), indicating that conflicting information between stimulus identity and 
stimulus location prolonged decision making and response selection processes. 
While the degree of conflict in the current trial is one influence on the processes 
determining the final decision in a Simon task, cognitive psychologists have also 
highlighted the role of other influences such as response and stimulus repetitions (e.g. 
Wühr & Ansorge, 2005) or previous experience of response conflict as additional factors 
that determine response selection processes in the current trial (e.g. Egner, 2007; Stürmer, 
Leuthold, Soetens, Schröter, & Sommer, 2002). Especially the latter one, conflict in the 
previous trial, has been shown to reduce the influence of conflicting information in the 
current trial, an effect that has been termed conflict adaptation (e.g. Egner, 2007). 
Although the study of manifold influences on response selection yielded major insights 
into the process of making the final decision under conflict (Proctor & Vu, 2006), the most 
common outcome measures such as mean RT or accuracy bear some fundamental 
limitations, as they provide only indirect access to the temporal dynamics of information‐
processing (Scherbaum, Dshemuchadse, & Kalis, 2008, chapter 4; Spivey, 2007) by 
manipulating the task itself (cf. Notebaert & Verguts, 2007).  
Whereas previous attempts to uncover the temporal dynamics of response decisions 
primarily used EEG measures, e.g. the lateralized readiness potential (e.g. Stürmer et al., 
2002), and EMG measures (e.g. Burle et al., 2002; Coles, Gratton, Bashore, Eriksen, & 
Donchin, 1985), more recently, attempts were made to use continuously recorded mouse 
(McKinstry et al., 2008; Spivey, Grosjean, & Knoblich, 2005) or hand movement trajectories 
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(Song & Nakayama, 2008, 2006) to obtain behavioral indicators of the underlying process 
dynamics. These studies aimed at providing general evidence for the continuous nature of 
cognitive processing (as opposed to stage‐like processing), and indicated that investigating 
cognitive processing continuously could indeed be a worthwhile extension of the 
behavioral measures RT and accuracy (Song & Nakayama, 2009; Spivey, 2007).  
While movement trajectories have been used before in the Simon task (Buetti & Kerzel, 
2008, 2009), we aim to exploit the potential of this behavioral approach by providing 
detailed analyses of the time course and dynamic interactions of concurrent influences that 
have been found to determine the ongoing decision. These are, on the one hand, inherent 
properties of the current trialN (i.e. stimulus location and stimulus direction), and, on the 
other hand, typical influences of the previous trialN‐1 (i.e. previous response and previous 
trial congruency). For this, we report two experiments in which we combined for the first 
time, the tracing of mouse trajectories in a continuous version of the Simon task with a 
multiple regression (Notebaert & Verguts, 2007) and distribution analytic approach (De 
Jong, Liang, & Lauber, 1994) to dissect the temporal dynamics of those four competing 
influences determining the selection of the required response in the Simon task. 
6.3 Experiment 1 
The first experiment aimed at dissecting the different influences and their temporal 
interactions on the decision process. First, we expected the current irrelevant stimulus 
location to show a strongly diverging influence on the trajectory of the decision (Spivey et 
al., 2005). It has been shown indirectly by RT studies, that this influence should show a 
constant decay in timing, independent of the overall length of each trial (De Jong et al., 
1994; Ridderinkhof, 2002). Second, we expected congruency in the previous trial to interact 
with the influence of the current interfering location, indicating conflict adaptation (Egner, 
2007). Third, we expected the direction of the current stimulus to exert its influence at the 
end of the trial, dragging the trajectory toward the correct response (e.g. Song & Nakayama, 
2006). Additional to these basic hypotheses, the first experiment aimed at exploring the 
potential of the method to dissect and explore the dynamics of the different influences. 
6.3.1 Methods 
6.3.1.1 Participants 
20 students (17 female, mean age = 21) of the Technische Universität Dresden took part in 
the experiment. All participants had normal or corrected to normal vision. They gave 
informed consent to the study and received class credit or 5 € payment. 
6.3.1.2 Apparatus and Stimuli 
Target stimuli (left‐ and right‐pointing arrows) were presented in white on a black 
background on a 17 inch screen running at a resolution of 1280 x 1024 pixels (75 Hz refresh 
frequency). They had a width of 8.56° and an eccentricity (center of stimulus to center of 
screen) of 18.61° at 60 cm distance. Response boxes (11.55° in width) were presented at the 
top left and top right of the Screen. As presentation software, we used Psychophysics 
Toolbox 3 (Brainard, 1997; Pelli, 1997) in Matlab 2006b (the Mathworks Inc.), running on a 
Windows XP SP2 personal computer. Responses were carried out by moving a standard 
computer mouse (Logitech Wheel Mouse USB). Mouse trajectories were sampled with a 
frequency of 92 Hz and recorded from stimulus presentation until response in each trial. 
6.3.1.3 Procedure 
Participants were asked to respond to the direction of a presented arrow by moving the 
mouse into the respective response box. Each trial consisted of three stages. In the first 
stage, participants had to click at a red box (11.55° in width) at the bottom of the screen 
within a deadline of 1.5 seconds. This served to produce a comparable starting area for 
each trial. After clicking within this box, the second stage started and two response boxes at 
the right and left upper corner of the screen were presented. Participants were required to 
start the mouse movement upwards within a deadline of 1.5 seconds. We chose this 
procedure forcing participants to be already moving when entering the decision process to 
assure that they did not decide first and then only executed the final movement. Hence, 
only after moving at least 4 pixels in each of 2 consecutive time steps the third stage started 
with the appearance of the target stimulus. The trial ended after moving the cursor into one 
of the response boxes within a deadline of 2 seconds (see figure 17). If subjects missed the 
deadline of one of the three stages, the next trial started with the presentation of the red 
start box. Response times (RT) were measured as the duration of the third stage, reflecting 
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the interval between the onset of the target stimulus and reaching the response box with 
the mouse cursor. 
max 1500 ms
max 1500 ms
max 2000 ms
 
Figure 17. Setup of the experiment. 
Participants had  to click with the mouse cursor into a red box at  the bottom of 
the  screen. After  clicking,  response  boxes  appeared  at  the  upper  edge  of  the 
screen and participants had to move the cursor upwards, in order to start the trial. 
After  reaching a movement  threshold,  the  imperative  stimulus, a white arrow, 
appeared and participants had to move the mouse cursor to the left or the right 
response box according to the arrow direction. 
After onscreen instructions and demonstration by the experimenter, participants practiced 
40 trials (10 trials with feedback and no deadline for any stage of a trial, 10 trials with 
feedback and deadline and 20 trials without feedback and with deadline). 
The experiment consisted of 2 blocks and 320 trials per block. We varied the following 
independent variables: for the current trial, directionN (left/ right) and locationN (left/ right), 
and for the previous trial, directionN‐1 (left/ right) and locationN‐1 (left/ right). This resulted in 
four combinations for the current trial and four combinations for the previous trial. The 
sequence of trials was balanced within each block by pseudo randomization resulting in a 
balanced TrialN (4) x TrialN‐1 (4) x trial repetition (20) transition matrix. This way, we 
obtained a balanced sequence of trials with systematically manipulated congruency of 
direction/ location within the current trial (congruencyN), congruency of direction/ location 
within the previous trial (congruencyN‐1), and sequences of designated responses. 
6.3.1.4 Data Preprocessing  
We excluded erroneous trials and trials following an error (4.2 %). Trials not fitting the RT 
outlier criterion (>4 SD) were also excluded (0.9 %). Mouse trajectories were aligned for 
common starting position (horizontal middle position of the screen, 640 pixels). Each trials 
trajectory was normalized to 100 equal time slices (Spivey et al., 2005).  
6.3.2 Results 
RT data: A repeated measures analysis of variance (ANOVA) revealed main effects for 
congruencyN (73 ms, F(1,19) = 183.8, p < .001), congruencyN‐1 (4 ms, F(1,19) = 5.4, p < .05 ), as 
well as an interaction of both (F(1,19) = 107.624, p < .001). As expected, RT was slower for 
incongruent trials (Simon effect) and this effect was modulated by previous trial 
congruency (see figure 18A). 
Mouse trajectories: According to previous mouse studies (e.g. Spivey et al., 2005) we 
calculated as a rough measure the degree of curvature for each trial’s trajectory. Curvature 
is defined as the area between each trajectory and a straight line from the start point to the 
end point of this trajectory. An ANOVA (congruencyN x congruencyN‐1), revealed significant 
effects for congruencyN (F(1,19) = 280.38, p < .001 ), congruencyN‐1 (F(1,19) = 14.51, p < .01 ), and 
a significant interaction of both (F(1,19) = 51.48, p < .001), mirroring the effects of the RT 
analysis. Incongruent trials show greater curvature, being dragged toward the wrong 
response box first. As expected, this effect is modulated by previous trial congruency (see 
figure 18B). 
For further analyses, we focused on the trajectory angle on the XY plane. Trajectory angle 
was calculated as the angle relative to the y‐axis for each difference vector between two 
time steps (see figure 19 C and D). This measure has two advantages over the raw 
trajectory data. First, it better reflects the instantaneous tendency of the mouse movement 
since it is based on a differential measure compared to the cumulative effects in raw 
trajectory data. Second, it integrates the movement on the x/y plane into a single measure. 
 
Chapter 6. How decisions evolve: the temporal dynamics of action selection 
 
83 
 
Figure 18. Summary of RT and mouse data. 
A: RT as a function of current and previous  trial congruency. B: z‐transformed 
curvature  (area  under  the  curve)  of  trajectories  as  a  function  of  current  and 
previous trial congruency. Error bars in A and B represent standard errors of the 
mean. C and D: Heat maps showing log transformed probability distribution for 
each  trial’s  trajectory  to  pass  through  (inhabit)  bins  of  normalized  [‐1,1]  x‐
coordinates. Right side response trials were mirrored to be shown together with 
left side response trials. Trials were pooled for all participants for congruent (C) 
and incongruent (D) condition. 
Since it was our aim to dissect the influences of the independent variables on mouse 
movements within a trial we applied a four step procedure to the trajectory angle in the 
following. In the first step, we distinguished trials of different duration using a method 
analogous to the one used by De Jong et al. (1994): we created two bins of trials by a split at 
the median RT for each subject (bin 1, fast trials: M(RT) = 501 ms; bin 2, slow trials: 
M(RT) = 652 ms). In the second step, we coded for each participant four predictors for all 
trials: directionN (left/ right), locationN (left/ right), responseN‐1 (left/ right), and congruencyN‐1. 
ResponseN‐1 reflects the previous (correct) response and hence the directionN‐1 of the stimulus 
in the previous trial. CongruencyN‐1 reflects the expected influence of the directionN‐1 
/locationN‐1 congruency in the previous trial on the strength of the potentially conflict 
inducing locationN influence of the current trial. Hence, it was coded as an interaction term 
congruencyN‐1 x locationN, predicting how strong the mouse trajectory is deflected into the 
direction of the current stimulus location in dependence of previously induced conflict. To 
provide comparable beta weights in the next step, we coded the predictors with values of ‐
1 and 1. In the third step, we calculated multiple regressions with these predictors 
(100 time slices Æ 100 multiple regressions) on the trajectory angle, that had also been 
standardized for each participant from ‐1 to 1 to provide comparable results. This yielded 
four time‐varying beta weights (4 weights x 100 time slices) for each participant. Finally, in 
the fourth step, we computed grand averages of these four time‐varying beta weights 
yielding a time‐varying strength of influence curve for each predictor (see figure 19 A and 
B). 
Strength of peaks of the four influences were extracted and tested statistically with one 
sample t‐tests of the peak beta weight against zero. For differences between bins in the 
timing of peaks, we used paired t‐tests of time slices. For all t‐tests, we used a jackknifing 
procedure as has been used previously, e.g. for peak detection in lateralized readiness 
potentials (LRP) (Miller, Patterson, & Ulrich, 2001)20.  
The influence of the directionN predictor peaked at slice 80 (M(time) = 402 ms, M(beta) = 0.52, 
SE(beta) = 0.01, t(19) = 45.65, p < .001) for the first bin, and at slice 85 (M(time) = 555 ms, 
M(beta) = 0.45, SE(beta) = 0.01, t(19) = 37.14, p < .001) for the second bin, showing no 
significant shift for time slices between bins (t(19) = 0.47, p = .35).  
The locationN predictor peaked at slice 48 (M(time) = 244 ms, M(beta) = 0.2, SE(beta) = 0.02, 
t(19) = 12.38, p < .001) for the first bin, slice 37 (M(time) = 257 ms, M(beta) = 0.2, SE(beta) = 
                                                        
 
20 Jackknifing represents one of several possible resampling methods: for each dataset d in a 
group of n datasets, the jackknife produces a new mean dataset consisting of all datasets in the 
group, except dataset d.  Hence, for dataset 1, the method creates a mean dataset averaging 
across the data in datasets (2, 3, …, n). For dataset 2, it creates a mean dataset averaging across 
the data in datasets (1, 3,4,…,n). While this reduces the noise occurring in time‐series data, e.g. 
LRP data, it also reduces the degrees of freedom. Hence, for statistical testing, test parameters 
have to be adjusted (for further details, see Miller et al., 2001). 
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0.01, t(19) = 15.84, p < .001) for the second bin. The peak shifted significantly to earlier time 
slices for slower trials (t(19) = 2.23, p < .05), but stayed constant in absolute timing, 
indicating a stimulus‐locked nature of this influence. 
The responseN‐1 predictor peaked at slice 1 (M(time) = 11 ms, M(beta) = 0.03, SE(beta) = 0.01, 
t(19) = 2.282, p < .05) in the first bin, and at slice 2 (M(time) = 17 ms, M(beta) = 0.03, SE(beta) 
= 0.01, t(19) = 2.47, p < .05) in the second bin. It showed no significant change of time slices 
between bins (t(19) = 0.3, p = .37). 
Finally, the congruencyN‐1 predictor, representing the interaction of congruencyN‐1 x locationN, 
peaked at slice 51 (M(time) = 259 ms, M(beta) = 0.03, SE(beta) = 0, t(19) = 9.62, p < .001) for 
the first bin and at slice 54 (M(time) = 354 ms, M(beta) = 0.05, SE(beta) = 0.01, t(19) = 6.85, p 
< .001) for the second bin. It showed no change in slice timing (t(19) = 0.53, p = .34), 
indicating a surprising independence in timing to the influence of locationN. 
 Figure 19. Regressor weights and trajectory angle over time. 
A and B: Regressor weights over time, dissecting the mouse trajectory angle on 
the  XY  plane,  for  fast  (A)  and  slow  (B)  trials.  Diamonds  indicate  jackknife 
corrected standard errors (see Footnote Fehler! Textmarke nicht definiert.) for beta 
weights  (vertical  size)  and  time  slices  (horizontal  size),  gray  areas  around  the 
curves  indicate  the standard error of beta weights for each  time slice. Segment 
lines in the upper part show significant time slices for each beta weight (t‐tests 
against zero, bonferoni corrected alpha level = 0.0005). C and D: Mouse trajectory 
angles on the XY plane over time slices for fast (C) and slow (D) trials, split up 
by  current  trial  congruency  and  previous  trial  congruency.  CN and  IN  denote 
congruency  in  the current  trial, CN‐1 and IN‐1 denote congruency  in  the previous 
trial. Right  side  response  trials were mirrored  to be  shown  together with  left 
side response trials. Shaded areas represent the standard error for each time slice. 
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6.3.3 Discussion 
By dissecting mouse trajectories with multiple regression analyses over bins of median split 
RT, we were able to confirm our basic hypotheses and acquired further information about 
the time‐course and temporal interaction of four distinctive influences on the decision 
process in the Simon task, namely task‐relevant information (directionN), task‐irrelevant and 
potentially conflicting information (locationN), the previous response (responseN‐1), and 
conflict in the previous trial (congruencyN‐1).  
At the beginning of a trial, when the imperative stimulus had not yet been processed, the 
previous response (responseN‐1) slightly influenced the trajectory, indicating a perseverative 
movement tendency. Though small and not surrounded by a large segment of significant 
time slices, this effect is nevertheless remarkable given that participants had to return the 
mouse to the starting box. In slow trials, this influence even showed negative segments, 
indicating compensatory movements in the later stage of the trial. The first stimulus‐
induced effects are caused by the influence of the task‐irrelevant stimulus location 
(locationN). As expected, the timing of this influence was independent of the overall 
duration of each trial, indicating the expected stimulus‐locked nature (De Jong et al., 1994). 
Again, this influence showed late negative significant segments, indicating a compensatory 
rebound effect. The influence of locationN seems to interact with congruencyN‐1, reflecting a 
modulatory influence of conflict in the previous trial on conflicting information as expected 
following accounts of conflict adaptation (Botvinick et al., 2001; Egner, 2007; Mansouri et al., 
2009) . This modulation showed two surprising effects. First, it set in later than the effect of 
locationN itself. Second, it seemed to remain constant over bins in normalized time 
indicating a process that might, on the hand, be dependent on the onset of the imperative 
stimulus, and, on the other hand, be related to the overall time of each trial. This suggests 
that the modulation of the influence of the locationN by previous conflict might not reflect 
an advance suppression of the irrelevant location information (as would be predicted by 
proactive gating or suppression accounts, e.g. Botvinick et al., 2001; Stürmer et al., 2002). 
Rather, it possibly reflects a reactive mechanism by which inhibition of distracting 
information is triggered online, e.g. by conflict in the current trial (Brown et al., 2007; 
Goschke & Dreisbach, 2008). Hence, this mechanism could not inhibit irrelevant 
information prior to the occurrence of conflict, but could start enhanced inhibition after 
being triggered by the occurrence of conflict. We will discuss this in depth in the general 
discussion. Finally, the directionN seemed to be effective primarily in later phases of the trial, 
reflecting execution of the correct response. In addition, however, directionN revealed also 
slight effects in earlier segments of a trial. In particular, for fast trials this influence was in a 
positive range whereas for slow trials it was in a negative range. This could indicate a 
striking explanation for the overall variance in trial duration: slow trials are wrong guesses, 
with subjects moving into the wrong direction at the start of the trial, while fast trials are 
right guesses.  
Summarizing this experiment, we were able to provide evidence that this continuous 
Simon task produces results similar to the effects in the standard version of the task. The 
effect of high conflict on incongruent trials showed up both in increased RTs and a more 
pronounced curvature of mouse trajectories towards the incorrect response. Moreover, 
evidence for a conflict‐adaptation effect was obtained in both measures as indicated by a 
reduced RT cost and smaller curvature towards the incorrect response box on incongruent 
trials preceded by incongruent trials. Importantly, reproducing basic effects as obtained in 
previous RT, EMG and LRP studies (Burle et al., 2002; Stürmer et al., 2002) indicates, that 
we maintained the nature of the task, lending further credibility to the analyses of the time 
course of the different sub‐processes. On top of that, the dissection of the different 
influences and their temporal interaction allowed us to discover surprising effects for the 
timing of conflict adaptation, arguing for a reactive account, and for the difference between 
fast and slow trials, arguing for effects of blind guessing. 
6.4 Experiment 2 
While we were able to replicate standard findings and dissected the influences of different 
trial properties on processing at specific time windows, the procedure in experiment 1 
leaves room for further improvement. First, with respect to the influence of conflict in the 
previous trial, it has been argued that such sequential modulations need not reflect effects 
of previous trial congruency on enhanced recruitment of cognitive control (so called gating, 
suppression or conflict adaptation accounts), but may rather reflect episodic priming 
and/or binding effects due to stimulus feature repetitions and binding processes (Hommel, 
Proctor, & Vu, 2004; Mayr et al., 2003). To avoid, or at least reduce the confound of 
previous trial congruency and feature repetitions, in experiment 2, we combined the Simon 
task with a number judgment task (Fischer, Dreisbach, & Goschke, 2008; Song & 
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Nakayama, 2008). Increasing the stimulus set to more than two response‐relevant stimulus 
features allowed us to exclude identical stimulus repetitions. If the effect of previous trial 
conflict is due to conflict‐adaptation rather than stimulus repetitions, the modulation of 
conflict by previous conflict (predictor congruencyN‐1) should remain reliable even after 
sorting out these critical stimulus repetition trials (Fischer et al., 2008; Ullsperger et al., 
2005)21. This would also support our interpretation of the temporal delay of conflict‐
adaptation. 
Secondly, we aimed at replicating the results of experiment 1. Especially the novel results 
of the congruencyN‐1 predictor, the peak effects of the responseN‐1 influence, and the 
differences at the beginning between fast and slow trials for the directionN ask for a 
replication that confirm their reliability and validate the new research approach.  
6.4.1 Methods 
6.4.1.1 Participants 
20 new students (17 female, mean age = 21.1) of the Technische Universität Dresden 
participated in the experiment. All participants had normal or corrected to normal vision. 
They gave informed consent to the study and received class credit or 5€ payment. 
6.4.1.2 Apparatus and Stimuli 
Target stimuli (numbers 1‐4 and 6‐9) were presented in white on a black background. They 
had a width of 6.44° and an eccentricity (center of stimulus to center of screen) of 20.10°. No 
other changes were included. 
6.4.1.3 Procedure 
The procedure was identical to experiment 1, except that participants were instructed to 
move the cursor into the upper left response box for digits smaller than 5 and to the upper 
                                                        
 
21 Controlling for response repetition would be a further step to exclude priming‐like effects as 
an explanation for the found effects of sequential modulation. As a first step, we performed an 
ANOVA on RT including response repetition as a third factor. However, the factor did not 
interact significantly with the other two factors congruencyN and congruencyN‐1. 
right response box for digits larger than 5. The experiment consisted of 3 blocks and 256 
trials per block. 
6.4.1.4 Data Preprocessing 
To exclude the possibility that the conflict modulation across trials was due to episodic 
priming, we excluded all trials with identical stimulus repetitions (6.4 %). We also excluded 
erroneous trials, trials following an error (8.8 %), and trials not fitting the RT outlier 
criterion (>4 SD, 0.3 %). Mouse trajectories were lined up for common starting position, 
normalized, and right side response trials were mirrored, similar to experiment 1. 
6.4.2 Results 
RT data: An ANOVA yielded the expected effects of congruencyN (42 ms, F(1,19) = 45.24, 
p < .001), congruencyN‐1 (3 ms, F(1,19) = 11.33, p < .01) and a significant interaction 
(F(1,19) = 45.51, p < .001), replicating the effects of experiment 1. Hence, the modulation of 
the Simon effect was present, despite the removal of repetition trials (figure 20A).  
Mouse trajectories: An ANOVA on curvature revealed significant effects for congruencyN 
(F(1,19) = 56.69, p < .001) and a significant interaction of congruencyN x congruencyN‐1 
(F(1,19) = 94.02, p < .001). Comparable to RT, the deflection of incongruent trials was 
modulated by previous incongruency (figure 20B). 
Similar to experiment 1, we created two bins of trials by a split at the median RT for each 
subject (bin 1, fast trials: M(RT) = 578 ms; bin 2, slow trials: M(RT) = 744 ms). We then 
calculated the time varying beta weights as in Experiment 1, separately for each RT bin, 
coding the predictors directionN, locationN, responseN‐1, congruencyN‐1 (figure 21). Again, all 
predictors and trajectory angles were standardized to range from ‐1 to 1. Statistical testing 
was performed as described for experiment 1. 
The peak of influence of the directionN predictor was found at slice 81 (M(time) = 469 ms, 
M(beta) = 0.5, SE(beta) = 0.01, t(19) = 38.81, p < .001) for the first bin, and at slice 85 (M(time) 
= 633 ms, M(beta) = 0.48, SE(beta) = 0.01, t(19) = 32.22, p < .001) for the second bin. It showed 
no significant shift in time slices between the two bins (t(19) = 0.83, p = .28), 
The locationN predictor peaked at slice 46 (M(time) = 269 ms, M(beta) = 0.15, SE(beta) = 0.02, 
t(19) = 7.59, p < .001) for the first bin, slice 37 (M(time) = 277 ms, M(beta) = 0.14, SE(beta) = 
0.02, t(19) = 7.1, p < .001) for the second bin. The peak shifted to earlier time slices for slower 
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trials (t(19) = 9, p < .001), but stayed constant in absolute timing, again indicating a 
stimulus‐locked nature of this influence. 
For the responseN‐1 predictor, the peak was found at slice 3 (M(time) = 22 ms, M(beta) = 0.04, 
SE(beta) = 0.01, t(19) = 4.54, p < .001) in the first bin, and at slice 2 (M(time) = 18 ms, M(beta) 
= 0.03, SE(beta) = 0.01, t(19) = 3.49, p < .01) in the second bin. The peak showed no 
significant change of time slices (t(19) = 1, p = .24). 
Finally, the congruencyN‐1 predictor, peaked at slice 57 (M(time) = 332 ms, M(beta) = 0.03, 
SE(beta) = 0, t(19) = 7.17, p < .001) for the first bin and at slice 54 (M(time) = 403 ms, M(beta) 
= 0.04, SE(beta) = 0.01, t(19) = 7.25, p < .001) for the second bin. It showed no change in slice 
timing (t(19) = 0.32, p = .37). 
 Figure 20. Summary of RT and mouse data. 
A: RT as a function of current and previous  trial congruency. B: z‐transformed 
curvature  (area  under  the  curve)  of  trajectories  as  a  function  of  current  and 
previous trial congruency. Error bars in A and B represent standard errors of the 
mean. C and D: Heat maps showing log transformed probability distribution for 
each  trial’s  trajectory  to pass  through bins of normalized x‐coordinates  . Right 
side response trials were mirrored to be shown together with left side response 
trials. Trials were pooled for all participants for congruent (C) and incongruent 
(D) condition. 
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Figure 21. Regressor weights and trajectory angle over time. 
A and B: Regressor weights over time, dissecting the mouse trajectory angle on 
the  XY  plane,  for  fast  (A)  and  slow  (B)  trials.  Diamonds  indicate  jackknife 
corrected standard errors (see footnote Fehler! Textmarke nicht definiert.) for beta 
weights and time slices, gray areas around the curves indicate the standard error 
of  beta  weights  for  each  time  slice.  Segment  lines  in  the  upper  parts  show 
significant  time  slices  for  each  beta  weight  (t‐tests  against  zero,  bonferoni 
corrected alpha level = 0.0005). C and D: Mouse trajectory angles on the XY plane 
over  time  slices  for  fast  (C)  and  slow  (D)  trials,  split  up  by  current  trial 
congruency and previous  trial congruence. CN and  IN denote congruency  in  the 
current  trial, CN‐1 and  IN‐1  denote  congruency  in  the  previous  trial. Right  side 
response trials were mirrored to be shown together with left side response trials. 
Shaded areas represent the standard error for each time slice. 
 6.4.3 Discussion  
Overall, the results of experiment 2 replicated the results of experiment 1 by showing 
similar effects for the used predictors. Hence across different settings, our method 
provided reliable results. Furthermore, despite the removal of complete repetition trials 
that could have been critical for the modulatory influence of the predictor congruencyN‐1. If 
the effects, attributed to conflict adaptation had been caused by stimulus repetition effects 
only, they should have vanished by this manipulation. Hence, the replicated finding of the 
modulatory influence of congruencyN‐1, its replicated shift in time from fast to slow trials, 
and its shifted peak compared to the influence of locationN could reflect reactive conflict 
adaptation. 
6.5 General Discussion 
The present study investigated the dynamics of information‐processing underlying 
response selection in an ambiguous decision situation. To study how the resolution of 
conflict unfolds over time, we used a continuous version of the Simon task (Simon, 1969) 
and discriminated four influences on the process of conflict resolution within a trial: 
stimulus location and stimulus direction in the present trial, and carry‐over of the response 
and response conflict in the previous trial. For these influences, we obtained information 
about their temporal order and interaction.  
The first effective influence was the response of the previous trial, biasing participants to 
move into the direction of the previous response. Since participants had to move the mouse 
back to a common starting position before every trial, this effect is quite remarkable. 
Strategic influences could be ruled out due to the randomization of trials, such that the last 
response did not allow predicting the forthcoming response. Two explanations are 
conceivable. On the one hand, this effect could reflect dynamic embodied perseverative 
tendencies that can be observed across trials in classical reaching paradigms (Thelen et al., 
2001). From this view, residual activation of movement fields might control the motor 
system as long as there is no stronger competing input from the imperative stimulus. 
Another possible interpretation could be based on episodic retrieval (Hommel et al., 2002; 
Hommel et al., 2004): having only the empty screen showing the response boxes as retrieval 
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cue, participants automatically retrieve and initiate the motor program from the most 
recent similar episode, i.e. the previous trial. 
The second effective influence was the irrelevant location of the current stimulus. On 
incongruent trials, this information conflicted with the task‐relevant stimulus direction and 
induced a clear deflection of the mouse trajectory away from the correct target. Consistent 
with previous RT based studies (De Jong et al., 1994; Hommel, 1994; Simon, Acosta, 
Mewaldt, & Speidel, 1976), this influence showed stimulus‐locked timing, independent of 
total trial duration. In accordance with these previous studies, this explains the finding of a 
reduced Simon effect in RT indicating less conflict in slow trials: The onset of the execution 
of the final response occurs later than the (already decayed) stimulus‐locked influence of 
stimulus location. Lacking the temporal overlap between decayed location information and 
onset of the response execution, the influence of stimulus location is reduced in RT but is 
still preserved and thus, detectable in the dissected mouse trajectories. Hence, this finding 
demonstrates the validity of our approach. 
The third effective influence, previous trial congruency, revealed an unexpected and 
remarkable finding about its temporal interaction with the irrelevant stimulus location in 
the current trial: its activation set in after the peak of the influence of stimulus location. This 
finding stands in contrast to gating or suppression accounts (e.g. Botvinick et al., 2001; 
Stürmer et al., 2002), predicting that effects of so called conflict adaptation set in at the same 
time as the influence of stimulus location becomes effective, since enhanced cognitive 
control should have been recruited after a conflict trial and before the start of the next trial 
(Botvinick et al., 2001; Verguts & Notebaert, 2008). This finding indicates that conflict 
adaptation found here reflects a reactive mechanism to occurring conflict (Brown et al., 
2007; Goschke & Dreisbach, 2008): Instead of preparing the system to ignore irrelevant 
information before the start of the trial, adaptation sets in after being triggered by 
reoccurring conflict. Even more surprising, its peak of influence shifted in time, occurring 
sooner in fast trials and later in slow trials. Hence, the window in which conflict adaptation 
exerted its strongest effect was dependent on the overall length of a trial, in contrast to the 
purely stimulus‐locked peak of the irrelevant location information. Taken together, this 
indicates that, though conflict adaptation found here may be triggered by reoccurring 
conflict, it then leads to more efficient conflict resolution, facilitating the final generation of 
the response. 
The fourth effective influence, direction of stimulus, mainly reflected the final execution of 
the correct response. Additionally to this main influence, it also revealed a surprising 
pattern of activation earlier in the trial. Timed in parallel to the effect of the previous 
response, our method extracted a difference between fast trials, starting in a positive range, 
and slow trials, starting in a negative range. Since the categorization of fast and slow trials 
was performed post‐hoc, this suggests that slow trials are trials where participants simply 
guessed wrong before completely perceiving the stimulus, while in fast trials, they guessed 
right. Hence, this unexpected pattern could partly explain further variance in RT data. 
While the finding of deflected trajectories in conflict trials is in line with previous studies 
that investigated within‐trial processes, either in the Simon task (Buetti & Kerzel, 2009, 
2008; Burle et al., 2002) or other tasks (Song & Nakayama, 2009; Spivey et al., 2005), the 
novel combination of multiple regression analysis and distribution analysis to continuous 
mouse trajectories enabled us to reveal new time‐varying patterns of separate influences on 
response decisions. An inherent shortcoming of this method is the use of known predictors 
for the regression analysis, that is, we were only able to analyze the time course of 
influences known in advance, because they are inherent to the Simon task. In this respect, 
combining continuous behavioral measures with methods of blind source separation such 
as independent component analysis (Makeig, Bell, Jung, & Sejnowski, 1996; McKeown et al., 
1998) may further our insight into decision processes by extracting possible influences 
without prior knowledge. Moreover, from future experiments using continuous measures 
we expect important insights into the causal interplay between the here investigated and 
possible additional sub‐processes influencing the decision process, for instance, with 
respect to the properties of different kinds of conflict (Egner, 2007) or the influence of 
specific strategies (cf. Hommel, 1994) on conflict‐resolution and response decisions. These 
would be further steps to a continuous dynamic investigation of decision making under 
conflict (Scherbaum et al., 2008, chapter 4; Spivey, 2007). 
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Chapter 7 
Dynamic goal states: adapting cognitive control at 
different time scales without conflict monitoring 
7.1 Abstract 
A central topic in the cognitive sciences is how cognitive control is adapted flexibly to 
changing environmental demands at different time scales to produce goal oriented 
behaviour. According to an influential account, the context‐sensitive recruitment of 
cognitive control is mediated by a conflict‐monitoring module in the anterior cingulate 
cortex, which registers conflict and signals the demand for enhanced control. In this article, 
we propose an alternative model of the adaptive regulation of cognitive control based on 
multistable goal attractor network dynamics. Without postulating an explicit conflict 
monitoring system, the model mirrors human behavior at short to intermediate time scales 
and accounts for effects of response congruency, sequential conflict adaptation, and 
proportion of incongruent trials on response times (RTs). Furthermore, at a micro time 
scale, it captures the within‐trials dynamics of conflict‐adaptation processes as revealed by 
continuous behavioral and neural measures (mouse trajectories and frequency‐tagged 
EEG). Finally, the model also offers an account of adaptation phenomena at macro time 
scales, e.g., effects of mood, emotions, and individual differences on the balance between 
stable goal shielding and flexible goal switching. 
7.2 Introduction 
While on your way to the kitchen to get a knife, coming across the watering can you start to 
water your plants, wondering later what you originally intended to do in the kitchen. This 
everyday example illustrates the importance of cognitive control processes when we 
pursue goals in an environment that offers many affordances and distractions. Thus 
focusing on and shielding of goals is necessary to perform non‐routine tasks successfully, 
especially in the face of competition from prepotent habitual or stimulus‐triggered 
responses. However, while focusing might be a successful strategy in one context, other 
contexts demand to stay flexible and open for new information. It would hardly be 
adaptive if attention would be focused exclusively on information relevant for a current 
goal, but adaptive behavior requires a certain degree of “background monitoring” for 
potentially significant information as well as the ability to flexibly switch between goals, as 
when, for instance, you notice the smell of fire on your way to the kitchen. Stable goal 
shielding and flexible goal switching incur complementary benefits and costs, which can be 
conceived in terms of a control dilemma (Goschke, 2003): while goal shielding reduces 
interference, it increases the risk of overlooking significant information. Conversely, while 
background‐monitoring promotes the processing of potentially significant stimuli, it 
increases susceptibility to interference (Goschke & Dreisbach, 2008). Hence, the recruitment 
of complementary cognitive control processes needs to be highly context‐specific to 
support adaptive behavior. However, how information about goals and environmental 
demands is integrated over time to regulate the balance between stability and flexibility is 
still a major unresolved question in cognitive science.  
In experimental psychology, the recruitment and modulation of cognitive control processes 
has often been studied by using conflict tasks. For instance, in the Stroop task (Stroop, 
1935), participants have to name the ink color of a color word while ignoring the word 
meaning. When the color and the word meaning are incongruent, reaction times (RT) are 
increased compared to trials on which color and word meaning are congruent. Importantly, 
this congruency effect is modulated on different time scales. On a short time scale, the 
‘conflict adaptation effect’ reflects a reduced congruency effect following incongruent trials 
(Gratton et al., 1992). On an intermediate time scale, the ‘congruency proportion effect’ 
reflects an increased congruency effect for a lower frequency of incongruent trials (Gratton 
et al., 1992; cf. Tzelgov, Henik, & Berger, 1992). Finally, on a long time scale, influences 
including affect (Dreisbach & Goschke, 2004; Rowe et al., 2007), and individual differences 
(cf. Dreisbach et al., 2005), can modulate congruency effects. Taken together, these 
phenomena have been interpreted to reflect the ability of the cognitive system to integrate 
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information about environmental task demands (here conflict/congruency of trials), from 
trial to trial (conflict adaptation), across series of trials (congruency proportion), and even 
more globally (e.g. mood or individual differences). 
Despite extensive research on such type of cognitive control phenomena, related models 
that capture how control can be adapted to different contextual demands have for a long 
time been vague and descriptive. Currently, one of the most influential attempts to address 
these issues is conflict monitoring theory developed by Botvinick and colleagues (Botvinick 
et al., 2001), which offered a powerful and parsimonious account of the context‐sensitive 
regulation of cognitive control. The central assumption is that the dectection of a response 
conflict in a current trial of a task serves as a signal, which indicates an increased demand 
for cognitive control. As a consequence, conflicts trigger an enhanced mobilization of 
cognitive control in order to be better prepared for a subsequent encounter with conflicting 
sources of information on the next trial of the task. Thus an important adaptive function of 
conflicts is to reduce interference from distracting sources of information by context‐
sensitive adjustment of cognitive control following a conflict. On the neural level, the 
anterior cingulate cortex (ACC) has been hypothesized to play a central role in conflict‐
monitoring and evaluating the need for cognitive control (Botvinick et al., 2004). In the case 
of a conflict, the ACC is assumed to signal the demand for enhanced control to other brain 
structures, notably the dorsolateral prefrontal cortex (PFC) thought to be involved in the 
maintenance of goal representations and the top‐down modulation of task‐specific 
processing modules (Miller & Cohen, 2001; Rolls, 2010). In line with this view, functional 
magnetic resonance imaging (fMRI) studies have shown increased activation in the ACC in 
a Stroop task on incongruent compared to congruent stimuli (MacDonald, Cohen, Stenger, 
& Carter, 2000) and in conditions of a low engagement of control processes, but strong 
interference, compared to conditions of a high engagement of control processes and less 
interference (Carter et al., 2000; see also Egner & Hirsch, 2005). Moreover, conflict‐related 
brain activity in the ACC during a Stroop color‐naming task has been shown to predict 
both greater activity in PFC and behavioral conflict‐adaptation effects on the next trial (e.g. 
Kerns et al., 2004). These results suggest that the ACC is involved in monitoring conflicts 
and signalling the demand for control, whereas the PFC mediates increased control (e.g. 
stronger goal shielding and top‐down modulation of goal‐related sensory pathways) on 
trials following high conflict. 
Taken together, by using the co‐activation of incompatible responses as a signal for the 
modulation of control to bias processing to relevant information in the next trial, Botvinick 
et al provided a mechanistic account of the recruitment of cognitive control. Furthermore, 
in recent years, this fruitful theory (Botvinick et al., 2004) has been enhanced by the 
incorporation of learning processes, explaining the congruency proportion effects (Verguts 
& Notebaert, 2008), conflicts at different levels of processing (Davelaar, 2008), and 
distinctions of reactive and proactive control, explaining even complex patterns from task 
switching studies (Brown et al., 2007). 
Despite this theoretical success, there are is accumulated evidence, that conflict monitoring 
in the ACC might not be necessary to show effects of conflict adaptation (Mansouri et al., 
2009). First, imaging studies (Erickson et al., 2004; Milham, Banich, Claus, & Cohen, 2003) 
and neuropsychological studies (Fellows & Farah, 2005b; Stuss, Floden, Alexander, Levine, 
& Katz, 2001) questioned the decisive role of the ACC, while the role of the PFC in 
executing control was typically confirmed. Second, behavioral and psychophysiological 
evidence for within‐trial adaptation (e.g. Burle et al., 2002; Ridderinkhof, 2002) and models 
showing conflict resolution without an ACC (Ward & Ward, 2006) question the assumption 
of most conflict monitoring models, that control is activated from trial to trial by reading 
out an explicit conflict signal (Botvinick et al., 2001; Davelaar, 2008; Verguts & Notebaert, 
2008). 
7.3 Conflict‐adaptation without conflict‐monitoring 
In this article, we propose an alternative model that accounts for the context‐sensitive 
adaptation of cognitive control without postulating an explicit conflict monitoring system 
(see also Mayr & Awh, 2009). This model demonstrates how cognitive control can be 
adapted at different levels of conflict on different time scales, from a micro time scale 
(within trial), via short (trial to trial) and intermediate (across several trials) time scales, to 
macro time scales (between experiments and across the live span). The model is based on 
four assumptions, reflecting effects on the different time scales and leading to specific 
requirements for the network’s architecture.  
Chapter 7. Dynamic goal states: adapting cognitive control at different time scales 
without conflict monitoring 
 
101 
First, in line with previous models (e.g. Cohen et al., 1992) we assume that on a micro time 
scale conflict resolution results from the continuous interaction of potentially conflicting 
input information and currently active goal representations, which bias processing towards 
task‐specific information. Hence, bottom‐up and top‐down processes are coupled directly, 
providing a balance between stable behavior and flexible behavior (cf. Goschke, 2003). This 
is accomplished by top‐down biases from activated goals on the one hand and by bottom‐
up input influencing the activation of goals on the other hand (Gilbert & Shallice, 2002). If 
goals are represented as attractor states of reverberating neural activation (Thelen et al., 
2001; see also Rolls, 2010), this activation can be slightly modulated when conflict occurs 
without loosing complete stability of the pursued goal. 
Second, on a short time scale, we assume that conflict adaptation reflects carry‐over effects 
of strengthened goal activation resulting from continuous conflict resolution processes 
within the previous trial (e.g. Burle et al., 2002; Fischer et al., 2008; Goschke & Dreisbach, 
2008; Ridderinkhof, 2002). Hence, transitions between trials need to be modeled 
continuously to include decay effects of goal activation over time (see Gilbert & Shallice, 
2002 for approaching this issue with fixed decay terms between trials).  
Third, on an intermediate time scale, we assume that effects of the relative frequencies of 
congruent and incongruent trials in a task (congruency proportion effect) result from 
amplifying or attenuating control over consecutive previous trials of conflict or non‐conflict. 
This requires the integration of information over different time scales (solving conflict 
within a trial, preparing for further conflict across trials). It has been proposed previously 
that a time scale gradient can be found on the posterior/anterior axis of the brain, with 
posterior sensory regions showing the shortest and anterior regions showing the longest 
time scale (Fuster, 2001; Kiebel, Daunizeau, & Friston, 2008). In line with this assumption, 
in our model units in the goal layer operate at a slower time scale than units in the input 
and response layers.  
Fourth, on macro time scales, we assume that effects of mood, age, and other individual 
differences reflect variations in the stability of goal representations due to differences in 
global parameters of the goal attractor network (Thelen et al., 2001). These parameters 
should influence the stability of goal attractors against perturbing bottom‐up influences 
and against a general decay over time. 
To validate the model, it is necessary to compare simulated data to human data on all the 
four different time scales. While classical RT data provide a feasible way to examine 
behavior at short to long time scales, processes operating at micro time scales are only 
accessible if also recorded at this time scale (Spivey, 2007). Hence, instead of discrete data 
(e.g. button press RT data or ERP data focusing on specific components), data from 
continuous measures (e.g. mouse trajectories; see Spivey et al., 2005) could be compared 
with model behavior, both, on the input side, where modulation of activity within the trial 
is expected, and on the output side, where conflict resolution within the trial is expected. 
Hence, for the purpose of model validation at micro time scales, we used data from two 
previous studies using continuous measures. The first study was based on frequency 
tagged EEG data from a Flanker task (see chapter 5) and studied the ongoing attentional 
modulation of target and distracter signals elicited by flickering stimuli. The second study 
was based on mouse tracking data from a Simon task (see chapter 6). 
7.4 Simulations 
7.4.1 Model and hypotheses 
An outline of our model can be seen in figure 22 A (for details, please see Appendix II). 
Similarly to the structure of other models using conflict monitoring (e.g. Botvinick et al., 
2001), input layer and response layer are connected via a feed forward pathway. Since 
conflict paradigms are usually designed in a way that inhibition of habitual (Stroop task), 
fast (Simon task), or more prominent (Flanker task) responses is necessary, the input units 
representing task‐irrelevant information have a stronger connection to the response layer, 
providing an a‐priori advantage for the irrelevant information. 
Also similar to previous models (Botvinick et al., 2001; Cohen et al., 1992; Gilbert & Shallice, 
2002), the input layer and the task/goal layer are connected via recurrent connections. For 
reasons of simplicity, the input layer is logically separated into different input units for 
representing relevant and irrelevant information, e.g. color and word meaning in a stroop 
task. Hence, activation of an input unit representing task relevant information (e.g. color) 
excites the respective goal unit 1, representing the task to respond to specific information 
(e.g. color naming). This goal unit 1, in turn, strengthens activation of all input units 
representing this kind of information in the input layer, biasing the competition between 
those units representing relevant information (e.g. color) and those, representing irrelevant 
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information (word meaning) in favor of relevant information. Additionally, activation of 
relevant units in the input layer inhibits the opposite goal unit 2 (word naming), which, in 
turn, inhibits these input units.  
 
 
Figure 22. Outline of the model in a conflict task situation as implemented here. 
(A)  There  are  two  input  layers  for  the  two  possible  tasks  represented  and 
supported by the respective units in the goal layer. While the input layers only 
have  feed  forward  connections  to  the  response  layer,  there  are  reciprocal 
excitatory  or  inhibitory  connections  between  the  input  layers  and  their 
supporting  respectively  competing  units  in  the  goal  layer.  (B) Units  follow  a 
non‐linear  sigmoid  activation  function with  only  active  units  participating  in 
neural interaction. (C) The sigmoid function enables multistable dynamics, used 
in the goal layer to implement non‐linear goal dynamics. 
Following previous work on working memory dynamics (e.g. Spencer & Schöner, 2003), a 
non‐linear, sigmoid activation function is applied on each unit’s activation level (see also 
Appendix II). This ensures that only activated units participate in the interaction between 
units. Depending on the units resting level, this also enables goal units to exhibit 
multistable dynamics with one unstable state, activation by external input, and two stable 
states without external input, namely activation at resting level and reverberating 
activation22. Since both goal units inhibit each other, they form a system with three stable 
attractor states, even in the absence of external input: both goals deactivated, goal 1 
activated, goal 2 activated. On the one hand, activation of one goal unit, e.g. by cueing 
before the start of a trial, can cause this unit to stay robustly activated even in the presence 
of following input to the competing goal unit. On the other hand, while these goal states 
show stable dynamics within the reach of their attractor basins, they can still exhibit subtle 
modulations in activation. 
 The following two simulations will build on this trade‐off between stability of attractor 
states and flexibility within the attractor basin. We hypothesize that conflicting inputs lead 
to a modulation of goal activation within the attractor basin of the correct goal. This 
modulation will be carried over to the next trial, leading to conflict adaptation effects 
reflecting adaptation of cognitive control on a short time scale. Furthermore, we 
hypothesize that accumulated modulation effects by consecutive conflict trials lead to 
congruency proportion effects, reflecting adaptation of control at an intermediate time scale. 
Finally, we hypothesize that the stability of goal activation is dependent on two factors 
influencing the stability of goal information. First, the strength of lateral inhibition between 
goal units defines the stability of goals against distraction. This mechanism is similar to the 
break‐down of working memory performance in the face of interfering information. Second, 
the stability of single unit reverberating activation defines the stability of goals over time in 
the absence of reactivating input. This latter mechanism can be compared to working 
memory break‐down by information decay. The interplay of these two factors could reflect 
the adaptation of control on a long time scale, by learning parameter configurations that 
are adaptive to the respective environment. 
7.4.2 Simulated paradigm 
A conflict paradigm was implemented, in which simulated participants had to respond to 
congruent and incongruent input trials. Trial to trial transitions were balanced for 
                                                        
 
22 This behaviour closely resembles the dynamics of neural activation in the LPFC in the absence 
of external input (for a review, see e.g. Curtis & DʹEsposito, 2003). 
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congruency and response. Model time was measured in cycles, representing the time‐steps 
of update.  
At the start of each simulated experiment, the goal to respond to the information in input 
layer 1 was activated once. Between trials, there was no input for the inter trial interval of 
50 cycles. At the end of the inter trial interval, before the start of each trial, all input units 
were shortly pre‐activated for 12 cycles, simulating general response preparation (cf. 
Botvinick et al., 2001; Verguts & Notebaert, 2008). 
7.4.3 Simulation 1 
Simulation 1 aimed at investigating the adaptation of control at short and intermediate 
time scales (hypotheses 1 and 2). We performed runs with different proportions of 
congruent/incongruent trials, to investigate integration of congruency information over 
several trials, reflected in the congruency proportion effect. Hence, we had runs with 50% 
congruent/ 50% incongruent trials, runs with 66% congruent/ 33% incongruent trials, and 
runs with 80% congruent/ 20% incongruent trials. 
For each congruency proportion condition, 20 simulated participants performed 800 (50/50), 
828 (66/33), or 832 (80/20) trials. 
We expected the model to show typical RT effects of conflict adaptation and congruency 
proportion. Furthermore, we expected the model to mirror continuous within‐trial results 
that could be observed at the input level (via frequency tagged EEG) and the output level 
(via mouse tracking). Finally, we expected the model to inhabit specific areas in the goal 
state space, dependent on previous trials congruency, reflecting the modulation of goal 
activation by different demands of cognitive control. 
7.4.4 Results Simulation 1 
Simulated RT: As originally found in behavioral studies (Gratton et al., 1992; Ullsperger et 
al., 2005) and like the models based on conflict monitoring, our model exhibited a 
congruency and a conflict adaptation effect (figure 23.1). Furthermore, the model exhibited 
a congruency proportion effect, showing stronger congruency effects in case of a lower 
frequency of incongruent trials (figure 23.2). In particular, this effect is the strongest for 
incongruent trials directly following congruent trials, indicating the reactive nature of the 
conflict adaptation in the model and confirming its ability to integrate congruency 
information over longer time scales than single trials. 
 
Figure 23. RT results of simulation 1.  
Panel 1 shows the congruency and conflict adaptation effect. Panel 2 illustrates 
the congruency proportion effect in the contrast RTincongruent ‐ RTcongruent . 
Simulated EEG data: The first continuous measure model behavior is compared to are 
steady state visual evoked potentials (SSVEPs) reflecting attentional modulation of 
spatially separated stimulus information (Müller et al., 2007; Müller et al., 1998; Toffanin et 
al., 2009). In a previous study (see chapter 5) combining a flanker task with SSVEPs, we 
found conflict‐triggered within‐trial adaptation indicated by an amplification of relevant 
information and an attenuation of irrelevant information within a conflict trial. This 
adaptation was carried over to the next trial where no further adaptation was necessary in 
the case of incongruency (figure 24, right). To compare the model data, we selected the 
activation trajectory of the competing input‐activated units in the input layer and 
subtracted incongruent from congruent trials to generate the adaptation contrast used in 
the SSVEP study. As can be seen in figure 24 (left), the model exhibited similar effects of 
continuous adaptation for the activation of the units in the input layer, caused by the 
shifted bias of the goal units supporting relevant information in the competition between 
the input layers. Hence, on the input side of the network, we find similar behavior as in 
real EEG data. 
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Figure 24. Activation trajectories at the input level. 
The  activation  contrast  incongruent‐congruent  of  the  model’s  relevant  input 
units during different  types  of  trials  is  shown  in  the  left panel. Trials where 
normalized  to  100  time  slices  for  comparison.  The  pattern  of  simulated  data 
resembles the data from chapter 5, shown in the right panel. 
Simulated mouse trajectories: The second continuous measure for comparison were mouse 
trajectories recorded in a Number Simon Task (see chapter 6), where participants had to 
respond to numbers (relevant information) presented on the left or the right of the screen 
(irrelevant information). To respond, participants moved the mouse cursor from the screen 
bottom to the upper right (number smaller 5) or the upper left corner (number greater 5). 
The resulting mouse trajectories show a strong deflection to the wrong corner of the screen 
in conflict trials following non‐conflict trials (figure 25, right). This deflection is reduced for 
conflict trials following conflict trials. To create similar trajectories for our model, we time 
normalized each trial to 100 time slices (similarly to real mouse trajectories) and subtracted 
the activation of the incorrect response unit from the correct one (see figure 25, right). The 
model shows similar effects of continuous conflict resolution. Hence, on the output side of 
the network, we find similar behavior as in real mouse trajectories. 
 Figure 25. Activation trajectories at the response level. 
Simulated mouse  trajectories were  created by  subtracting  the activation of  the 
two  response units  (left panel). Trials where normalized  to  100  time  slice  for 
comparison. The data resembles the data from a chapter 6 (right panel). 
Goal units state space: the key feature of the model is the mutually inhibiting goal units, 
constituting the stable goal attractor network with the stable states goal 1 activated, goal 2 
activated, or no goal activated. As revealed by the state space diagram of activations of the 
goal units of one simulated participant in the 50% congruent condition (figure 26.1), the 
within‐trial trajectories show a clear distinction between congruent and incongruent trials. 
At the beginning of each trial, a clear distinction between previous trial congruency can be 
found in the start point of the trajectory (figure 26.2). At the end of each trial, there is a clear 
distinction between previous trial congruency and current trial congruency (figure 26.3). 
Hence, the network is able integrate the information about congruency for short time scales. 
Furthermore, after several consecutive congruent trials the activation of the correct task 
goal is weakened to the border of the attractor basin, showing integration of congruency 
information over an intermediate time scale, across several trials. 
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Figure 26. State space of the goal layer subsystem. 
Data of one representative participant in the 50% congruent condition is shown. 
Panel 1 depicts inhabitation probabilities of activation bins for the incorrect task 
goal plotted against the correct task goal. Panel 2 illustrates the different starting 
activation patterns for trials following congruent and incongruent trials. Panel 3 
shows  the  clearly  separated  end  activation  patterns  for  all  combinations  of 
previous and current trial congruency. 
In summary, simulation 1 shows how the adaptation of control from micro to intermediate 
time scales could be accomplished by implementing a goal attractor network instead of an 
explicit conflict monitoring module.  
7.4.5 Simulation 2 
Simulation 2 aimed at investigating the adaptation of control at long time scales 
(hypotheses 3). In Simulation 1, the active goal showed only weak residual activity after 
several consecutive congruent trials. This implicates that, depending on the chosen set of 
attractor network parameters, goal activation could break down either by active 
interference or by decay23. To investigate the influence of parameters on the stability of the 
goal layer attractor network, we systematically varied the lateral interaction parameter (‐5 – 
0, 11 steps, see Appendix II) and the resting level parameter (‐1.1 – ‐0.7, 14 steps). The 
lateral inhibition parameter of goal units determines the stability of the activated goal unit 
against input activating the opposite goal unit (interference in incongruent trials), while the 
resting level of goal units determines the general stability of goal activation over time 
without any input (between trials) or with only weak input (across several congruent trials).  
 154 simulated participants (11 x 14 variations) performed the same sequence of 418 trials in 
the 80% congruent/ 20% incongruent condition. In dependence of parameter changes, we 
recorded the number of errors and response times, reflecting the size of the congruency 
effect. 
We expected the different models to show distinctive effects of global adaptation to specific 
environments, balancing costs and benefits of stability on the one hand and flexibility on 
the other hand. Within certain parameter regimes, we expected to find error‐free and error‐
prone behavior, respectively, with a sharp transition in between the two regimes. 
Furthermore, for correct responses we expected incongruent trials to show faster RT in the 
error free regime and slower RT in the error prone regime, while for congruent trials we 
expected the opposite pattern, reflecting the flexibility‐stability trade‐off. 
7.4.6 Results Simulation 2 
As can be seen in figure 27.1, the model exhibits a sharp transition from goal‐stable (0 
switches), error‐free behavior (0% errors) to goal‐switching (62 switches), error‐prone 
behavior (29.4% errors), depending on a continuous change in the varied parameters. This 
sharp transition reflects typical behavior of non‐linear dynamic attractor systems (e.g. 
Erlhagen & Schöner, 2002). Looking at the RT results (error trials were removed before 
aggregation), the congruent and incongruent RT varies smoothly, with models showing 
                                                        
 
23 This way, both factors explaining forgetting in the working memory literature, decay of 
information and interference, can come into play (for more information about this debate, see 
e.g. Barrouillet & Camos, 2009; Lewandowsky, Oberauer, & Brown, 2009). 
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less or no errors exhibiting slower congruent RT and faster incongruent RT compared to 
error‐prone models (figure 27.2).  
 
Figure 27. Results of parameter changes on the stability of goal activations. 
Panel 1 shows the parameter matrix for the error percentage with systematically 
varied paramaters strength of lateral inhibition within the goal layer, influencing 
the stability of goals against competing input, and the resting level of goal units, 
influencing the overall stability of goals against decay over time. Panel 2 shows 
the diagonal of the parameter matrix (indicated in Panel 1) for RT of congruent 
and  incongruent  trials,  and  for  errors. A  sudden  increase  in  the percentage of 
errors occurs by changing parameters continuously. Error  free  (and hence goal 
stable)  ranges  of  parameter  combinations  show  slower  congruent  RT, 
illustrating  the  trade‐of  between  using  all  available  information  for  fast 
responses  and  shielding  against  distracting  information  for  accurate 
performance. 
Importantly, in the goal stable parameter space, the network performs accurate and 
efficient in the face of incongruent information. By contrast, in the goal unstable parameter 
space it becomes increasingly prone to goal break down or goal switching, as reflected by 
performing inaccurate to incongruent, but more efficient to congruent information. Hence, 
more errors and slower incongruent RT (counteracting faster congruent RT) seem to reflect 
the trade‐off between using all available information for fast responses and shielding 
against distracting information for accurate performance. Increased flexibility in the goal 
state leads to more “distraction” by irrelevant information. 
7.5 Discussion 
We presented a dynamic connectionist model, offering a solution how cognitive control 
could be adapted flexibly at different time scales: micro (within trials), short (trial‐to‐trial), 
intermediate (across trials) and long (between experiments, across the life‐span). The model 
shows that congruency effects, conflict adaptation, and the congruency proportion effect 
could be explained by continuous interaction within the network, multistable goal attractor 
dynamics, and without using distinct evaluative modules for conflict monitoring.  
First, the model offers an explanation how individuals (humans and animals) with lesions 
in areas that have been assumed to be crucial for conflict resolution and adaptation, namely 
the ACC (Botvinick et al., 2004), could still be able to exhibit the usual behavioral effects 
(Mansouri et al., 2009) and why several imaging studies where not able to find the expected 
patterns of ACC activation in conflict tasks (Erickson et al., 2004; Milham et al., 2003). Yet, 
the open question still remains, why several other studies were able to find such activation 
patterns and even correlations of ACC activation in previous conflict trials with LPFC 
activation in the current trial (e.g. Kerns et al., 2004)? These discrepancies across studies 
might be resolved when considering inhibitory processes as the main determinant of ACC 
engagement rather than processes related to conflict signaling (for the debate about this 
issue, see e.g. Lavric, Pizzagalli, & Forstmeier, 2004; Nieuwenhuis, Yeung, Van Den 
Wildenberg, & Ridderinkhof, 2003). In the light of this discussion, one could interpret ACC 
engagement as the activation of inhibitory inter‐neurons performing lateral inhibition 
between the different neural assemblies representing the possible responses. This 
activation could closely resemble the original conflict monitoring signal since it would 
reflect the summed parallel activation of different responses. Interestingly, our model can 
easily validate this interpretation, implementing a similar analytic approach as used 
previously with respect to BOLD activation patterns in conflict situations (Kerns et al., 
2004). Specifically, in the model, the summed activation of the response units in the current 
trial (reflecting the overall inhibitory activation within this layer) can be correlated with the 
activation of the goal unit in the following trial. As can be seen in figure 28, the resulting 
correlation closely resembles the results found by the original imaging study (Kerns et al., 
2004). Remember that in the model, the two layers are not directly causally related. From 
fact that there appears a similar correlation, one may conclude that the originally found 
correlation of ACC and LPFC activity might also not necessarily indicate a causal 
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relationship between these areas, but could be the product of two related processes, of 
which one, ACC activation, is dispensable in specific conflict paradigms (Mansouri et al., 
2009). 
 
Figure 28. Correlation of conflict and control in the next trial. 
Mean activation of the task‐correct goal unit in the current trial is depicted as a 
function  of  summed  response  unit  activity  on  the  previous  trial  (reflecting 
activation  of  lateral  inhibition  between  conflicting  responses).  Previous  trials 
were divided  into eight quantiles based on  response conflict activity. For each 
quantile, the mean activity on the subsequent trials is plotted for the goal unit. 
Response conflict activity in the previous trial correlates with goal unit activity 
on the current trial, despite no direct causal connection in the model. 
 Second, we offer an explanation how the balance between stable, goal oriented behavior 
(goal shielding) and flexible, input driven behavior (goal shifting and background 
monitoring) could be implemented computationally (Goschke & Dreisbach, 2008; cf. 
Gruber & Goschke, 2004). By using multistable goal attractor dynamics, the stability of 
goals can change on two ranges of time scales. First, on a micro to intermediate range (e.g. 
within trial to within an experiment), the continuous competition between goal attractor 
states and their respective input changes the activation and hence the stability of goals and 
the strength of their bias. Goal stability is influenced by the need of control during the last 
trials. Second, on a long time scale (e.g. between experiments, or over the life span), 
variation of parameters like lateral inhibition and resting levels influence the stability and 
influence of goals. Hence, these parameters could be tuned differently depending on 
different contexts (e.g. different mood states, e.g. Dreisbach & Goschke, 2004), or they 
could be tuned by individual development and learning over the lifespan (Spencer & 
Schöner, 2003; Thelen et al., 2001). Thus, like humans, the model can “change its mind” for 
two reasons: if the competing input is salient or significant enough or if control has 
revealed to be unnecessary.  
To ensure that the simulated model processes match human processes of cognitive control 
even on a micro‐time scale (within trials), we compared the simulated data with human 
data from continuous studies in cognitive control – in addition to only fitting patterns of 
RT data (e.g. Gratton et al., 1992). This enabled us to shift focus from trial‐to‐trial effects to 
within‐trial effects (cf. Spivey et al., 2005) and hence to gain deeper insight into ongoing 
processing (Song & Nakayama, 2009; Spivey, 2007), i.e. into the processes of conflict 
resolution. We hope this further motivates to study conflict resolution processes 
continuously, supporting the creation of future models at the micro time scale (see chapter 
4). 
Taken together, the model behavior illustrated how cognitive control could be adapted 
from micro to long time scales without an explicit conflict monitoring module. While we 
built on previous work using conflict as a driving force for the adaptation of selective 
processing (Botvinick et al., 2001), we extended this view by replacing explicit conflict 
monitoring by a combination of reciprocal interaction of goal information and external 
input on the one hand (Gilbert & Shallice, 2002), and multistable goal attractor dynamics on 
the other hand. 
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Chapter 8 
General discussion 
The aim of this work was to show, how a view of decision making under conflict based on 
dynamic systems theory (DST) can provide a parsimonious explanation for the interaction 
of conflict resolution and adaptation at different time scales. Furthermore, the work aimed 
to show, how this view can complement a hierarchical module oriented approach, as it is 
pursued widely in neuroeconomics and in research on decision making under conflict. 
To achieve this, three sub goals had to be accomplished. First, the work developed a 
theoretical approach to decision making based on DST. From this approach, it derived an 
enhanced empirical toolset to study component interactions in decision making spanning 
the different time scales and different levels of complexity that are approached by 
researchers in cognitive psychology and neuroeconomics. Second, the work applied two of 
these methods to classical conflict paradigms and provided new insight into the processes 
of decisions under conflict at different time scales. Third, the work integrated the found 
data into a model that demonstrates how conflict effects at micro (within‐trial) and short 
(trial‐to‐trial) time scales interact with effects at intermediate (across trials) time scales. 
Furthermore, the model indicated a way, how influences at macro (e.g. mood or even 
individual differences) time scales could be easily included. The model replicated the 
effects found in the empirical studies without the use of an explicit conflict module and 
without separate processing stages implemented by specific functional modules, as it 
would be proclaimed by the module oriented approach. 
In this chapter, I will summarize and integrate the theoretical and empirical results and 
discuss their limitations.  
8.1 Summary of theoretical results 
Chapter 4 developed a DST‐informed approach to decision making. The review of the 
literature showed that the dynamic investigation of decision making is only in its 
beginnings. Hence, the chapter tried to open a window on how the dynamic framework 
could be applied in the future in two steps. First, it introduced a DST‐informed theoretical 
model of continuous (in contrast to stage‐wise) and self‐organized (in contrast to 
hierarchical24) decision making processes (compare e.g. Townsend & Busemeyer, 1989). 
This model is based on a continuous state space, representing all possible states (e.g. 
behavioural or neural) of the decision system with their different attractivity and stability. 
It was shown, how the attractivity and stability of these different states could be modulated 
non‐linearly by control parameters. Applying this model to decision making at the 
behavioural and the neural level illustrated, how the manifold of dynamic concepts could 
complement stage wise and module oriented models of decision making. 
Second, from the theoretical model, the chapter derived an overview on how a DST‐
informed empirical toolset could provide different insight into the processes leading to 
final decisions at different time scales, especially micro and short time scales. Based on this 
DST‐informed toolset, including concepts as continuous trajectories, perturbation, and 
historicality/hysteresis, it proposed the application of different behavioural and 
neuroscientific methods to intertemporal choice, e.g. mouse trajectories (Spivey & Dale, 
2004), frequency tagged EEG (Fuchs et al., 2008; Müller et al., 1998), and EEG phase 
synchronization (Makeig et al., 2004; Varela et al., 2001) analysis. 
By developing the DST‐informed empirical approach from the DST‐informed theoretical 
model, the chapter sketched a framework for the research on decision making that focuses 
on dynamic structure (the state space of the dynamic system) and continuity (interaction of 
time scales). This focus complements the module oriented framework that focuses on an 
explanation based on spatial structure (localization of cognitive functions in modules25) 
related to stages of processing. While these two views have been perceived as irreconcilable 
                                                        
 
24 Hierarchical in the sense of the hierarchical modular approach, including e.g. central 
executive modules or conflict monitoring modules. 
25 This also includes distributed spatial structures. 
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by previous dynamicists (e.g. van Gelder, 1998), the discussion of chapter 4 emphasized the 
complementary aspects of both views (see also Oullier & Kelso, 2006) and explained, how 
the DST‐informed approach, pursued here, could be integrated within a connectionistic 
and neuroscientific empirical view of decision making (see also Beer, 2000; Clark, 1999; 
Spivey, 2007). 
8.2 Summary of empirical findings 
Building on the empirical toolset developed in chapter 4, the following two chapters 5 and 
6 applied two of theses methods to typical conflict paradigms, i.e. the Flanker interference 
task (Eriksen & Eriksen, 1974) and the Simon task (Simon, 1969). Both paradigms were 
chosen since they offer the investigation of the core principles behind decision making 
under conflict, i.e. processes of cognitive control. While such paradigms have been used 
widely to study the modules performing control functions (e.g. Botvinick et al., 2004; 
Gratton et al., 1992; Kerns et al., 2004; Mayr et al., 2003; Notebaert & Verguts, 2007; Stürmer 
et al., 2002), they were used here to illustrate the complementary potential of the dynamic 
view of decision making under conflict, yielding different and new empirical findings. 
Chapter 5 investigated if conflict resolution processes at micro time scales (within a trial) 
lead to conflict adaptation at short time scales (trial‐to‐trial). Using frequency tagged EEG 
signals (Morgan, Hansen, & Hillyard, 1996) in a Flanker task, we were able to separate and 
analyze the strength of signals related to attentional deployment to the target and the 
flanker stimuli respectively (compare Fuchs et al., 2008). By investigating changes in signal 
strength within a trial, the study provided evidence for conflict resolution within conflict‐
prone trials leading to a narrowing in the attentional focus on relevant information. It 
showed that this narrowed focus is then carried over as conflict adaptation effect to the 
next trial. These results stand in contrast to the prominent view of conflict monitoring 
theory (Botvinick et al., 2001) and other so called suppression or gating theories (Stürmer et 
al., 2002) which assume the cognitive system to actively adapt after the experience of a 
conflict trial, hence only at short and intermediate time‐scales (compare also Mansouri et al., 
2009). Following the hierarchical module oriented approach, conflict monitoring theory 
assumes active adaptation through conflict monitoring being executed by a cognitive 
module specialized for this task, the conflict monitor (Botvinick et al., 2001; Botvinick et al., 
2004).  
Based on these empirical findings, chapter 5 already indicated a different, dynamic view: 
by focussing on the intrinsic interaction dynamics within the neural system at micro time 
scales, it is be possible to explain the effects of conflict adaptation at short time scales as a 
result of these interaction dynamics. Following this logic, the assumption of a specialized 
module is not necessary anymore (see also Mayr & Awh, 2009).  
Chapter 6 lend further support for this view. In two studies, mouse trajectories of Simon 
tasks were analyzed with a new statistical method: multiple regression analysis over time 
combined with distribution analysis (compare e.g. De Jong et al., 1994; Notebaert & 
Verguts, 2007). This way, the dynamics of different influences on the ongoing decision 
could be separated and analyzed at the micro time scale. The main finding of these studies 
was that, again, the dynamics of conflict adaptation do not follow the predictions of conflict 
monitoring theory. While this theory would predict an active adaptation between trials 
(compare e.g. Braver et al., 2007), preparing the system for repeating conflicting 
information and hence, a priori inhibiting this kind of information. While this should lead 
to conflict adaptation effects that are temporally dependent on the activation of conflicting 
information and, we found that, on the contrary, conflict adaptation set in temporally 
independent of the timing of the conflict influence within a trial. 
 
Figure 29. Regression on RT in the Simon task of chapter 6. 
The influence of previous response has vanished, due to temporal integration of 
the dynamics in RT. 
This seemingly subtle difference could be hardly traced by classical RT analysis. The same 
holds for a further finding, the influence of the previous response on the current decision. 
Causing a slight carry over effect at the beginning of a trial, this effect would have been lost 
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in classical RT analysis, since a rebound effect later in the trial erases the effect over time 
(see figure 29). 
Taken together, these findings further supported the dynamic approach in two ways: First, 
both effects could hardly be found by classical methods, e.g. RT analysis, operating only at 
short time scales from trial to trial. Second, the dynamics of conflict adaptation contradict 
the module oriented approach of conflict monitoring theory. 
In addition to these core findings, the two studies provided an explanation for a portion of 
between trial variability in RT: fast trials revealed mouse movements targeting instantly 
into the correct direction, while slow trials revealed mouse movements targeting instantly 
into the incorrect direction. Since these movements started before identification of the 
stimulus was possible, this indicated that simple guessing of participants strongly 
influences participants’ reactions at the beginning of a trial. 
Taken the empirical studies together, chapter 5 and chapter 6 indicated the promise of a 
dynamic approach to decision making under conflict. To integrate these results and to 
show the viability of the model indicated in chapter 5, chapter 7 presented a dynamic 
connectionist model, based on two assumptions derived from the two dynamic hypotheses 
of this work: first, no specialized conflict module is necessary to produce effects of conflict 
adaptation at short and intermediate time scales; second, the interaction dynamics intrinsic 
to the network at micro time scales are sufficient to produce these effects at larger time 
scales (compare Gilbert & Shallice, 2002 for a similar model for task switching). The 
validity of these two assumptions was illustrated in two ways. First, the model was able to 
reproduce RT effects from classical studies (e.g. Gratton et al., 1992). Second, and even 
more significant, the model also matched the data from chapter 5 and chapter 6 at the 
micro time scale. Hence, the model supported the two assumptions. Furthermore, it also 
indicated an approach, how different network dynamics influenced by control parameters 
could even lead to effects at large time scales that can be interpreted as the influence of 
context factors (e.g. mood) or as individual differences.  
Summarizing the empirical part, by applying the dynamic approach to decision making 
under conflict the work provided support for its two dynamic hypotheses: First, classical 
effects at short (trial‐to‐trial) and intermediate (across trials) time scales can simply emerge 
from processes at the micro time scale (within trial). Second, instead of being produced by 
explicit modules, classical effects above the micro time scale can emerge from the 
interaction dynamics within the network. Taken together, this indicates the complementary 
value of the dynamic approach to the hierarchical, module oriented approach. 
8.3 Discussion of empirical findings 
While the empirical findings of the presented studies support the two dynamic 
assumptions and hence illustrate the complementary value of a dynamic approach, they 
also posit several open questions that must be answered at this point. 
Comparing the results of chapter 5 and chapter 6, one could wonder, how the carry‐over 
account of conflict adaptation from chapter 5 could be unified with the dynamics of conflict 
adaptation found in chapter 6, where current conflict and conflict adaptation seemed to be 
temporally independent. The two findings seem to be contradictive at the first glance: if 
conflict adaptation is a carry‐over effect of conflict resolution from the previous trial, how 
is it possible that the onset of the conflict adaptation effect in the current trial is temporally 
independent from the conflict effect in this trial? Applying the regression analysis, used in 
chapter 6, to simulated mouse trajectories (figure 30, left) and simulated frequency tagged 
EEG data (figure 30, right), indicates that indeed, both dynamics can be produced by the 
model at the same time, due to different time lags of temporal integration between the 
input and the output layer and due to the non‐linear dynamics between the input and the 
goal layer. Since the effect of conflict in the current trial is much stronger than the one of 
conflict adaptation, the influence of conflict spreads much faster through the network than 
the one of conflict adaptation. This effect is supported by the non‐linear activation function 
of all neurons on the one hand, and by the recurrent coupling of the input and the goal 
layer leading to an accelerating amplification of influences that are already strong, on the 
other hand.  
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Figure 30. Dynamics in simulated SSVEPs and mouse trajectories.  
Applying  the  regression  analysis  of  chapter  6  to SSVEPs  (left)  and  simulated 
mouse  trajectories  (right),  the  separated  SSVEP  influences  show  a  permanent 
influence  of  previous  trial  congruency, while  separated  influences  on mouse 
trajectories show these effects setting in only shortly after the start of the effect 
of current trial congruency. 
Hence, the network shows (small) carry‐over effects as found in chapter 5, and 
simultaneously also produces the latent dynamics of the (small) effects of conflict 
adaptation found in chapter 6. Taken together, considering different time scales and the 
non‐linear interaction of information within the network, this seemingly paradox 
combination could be explained.  
A surprising finding in chapter 5 was the effect of switching the flicker frequency between 
trials. Switching frequency reversed the typical pattern of conflict adaptation in RT. A 
possible interpretation of this finding is that flicker frequency as a dynamic stimulus 
feature catches attention. Previous findings indicate that signal intensity of different flicker 
frequencies peaks at different areas in the brain (Srinivasan et al., 2006), indicating different 
resonant properties of neural populations. If attention is caught by the flickering signal and 
processing in the respective brain areas is strengthened by increased attention, a switch in 
target and flanker flicker frequencies could produce the found pattern in RT data: since 
attention is (at least partly) focussed on the wrong stimulus, the pattern of adaptation 
reverses. Similar patterns of RT data have also been found in task switching studies, where 
the switch in attention is usually cued explicitly (Brown et al., 2007; Goschke, 2000). 
Supporting this analogy, RT after switching flicker frequency indicated general slowing, 
analogous to switch costs found in task switching studies. Hence, an account of implicit 
task switching could provide a hypothesis to explain for these effects. Taken together, this 
finding should have two consequences for further research. First, since we found the 
hypothesized effects of conflict adaptation as carry‐over effect for trials with constant 
flicker frequencies, future experiments could provide further evidence into this direction 
by using a design where flicker frequency is balanced across blocks of trials and kept 
constant within a trial. This way, it would also be possible to confirm that the basic 
processes studied in chapter 5 have not been influenced decisively by the switch and that 
the switch effects do not interact significantly with the main effects of interest. Second, the 
effect of frequency switching should be integrated into the computational model shown in 
chapter 7. While the model simulates the behaviour as found for constant flicker 
frequencies, it does not simulate the frequency switch itself at the present state. By adding 
extra stimulus dimensions for the tagging frequency, the model should be able to 
reproduce this effect.  
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Chapter 9 
Conclusion and outlook 
The theoretical and empirical results of this work indicate the value of the dynamic 
approach complementing the module oriented one. However, the presented work can only 
provide a small step on the way to investigate decision making from a dynamic perspective. 
In this last part of the work, I will sketch out the implications of the dynamic approach to 
the study of decision making in neuroeconomics and psychological research. In this context, 
I will present the aims of my future work, continuing what has been started with this thesis. 
Concluding, I will sketch the resulting dynamic image of decision making. 
9.1 Implications of the dynamic approach to decision making 
under conflict  
The application of the dynamic framework to decision making under conflict illustrated 
two import points. First, the investigation of processes at the micro scale can provide 
important insight about the generation of processes at higher time scales. Second, the 
empirical results and the model indicate, how functions of cognitive control, namely 
conflict detection and conflict resolution, do not necessarily need to be implemented by a 
specific module but can instead emerge from the dynamic network interactions between 
different kinds of information at different time scales. These results indicate the importance 
of a dynamic approach as a complement to the hierarchical module oriented approach 
pursued by a mainstream of neuroeconomics (e.g. Camerer et al., 2005; Fellows, 2004; 
Rangel, Camerer, & Montague, 2008; Sanfey et al., 2006; Zak, 2004; but see e.g. Glimcher et 
al., 2005). The implications of the necessary shift in focus for future research about decision 
making under conflict are two‐fold. First, it demands a stronger consideration of time and 
the interaction of processes at different time scales instead of the isolation of processing 
stages (see also Spivey, 2007). Second, it demands more consideration of the interaction 
dynamics of coupled components instead of isolating specialized modules fulfilling specific 
functions (see also Bressler & Kelso, 2001; Oullier & Kelso, 2006). I will describe these two 
demands in more detail in the following. 
9.1.1 Investigating micro time scales and integrating across time scales 
The presented work illustrated in two ways, how effects at the micro time scale can foster 
the emergence of effects at short and intermediate time scales. First, the model provided 
theoretical support for the potential of interaction dynamics at different time scales. Second 
the investigation of decision making at the micro time scale provided empirical support by 
detecting information that could hardly be found by the analysis of discrete measures like 
RT, ERP components4 or fMRI. Since these methods integrate over higher time scales, the 
dynamics of these subtle effects can annihilate over time. 
This calls for an extension of focus in the investigation of decision making in two directions. 
First, the dynamics of the decision making process should be considered more intensely 
(see also Song & Nakayama, 2009; Spivey & Dale, 2004). If the process of decision making 
decisively influences the decision itself (Townsend & Busemeyer, 1995), neuroeconomic 
and psychological studies should not simply aggregate over time and focus on the 
resulting stage wise process models in their investigation of decision making. Chapter 4 
presented the necessary empirical toolset for this extension of focus. While some of these 
methods, e.g. EEG single trial analysis (e.g. Delorme et al., 2002; Philiastides & Sajda, 2006), 
are very complex, others, like mouse tracking (e.g. Dale, Kehoe, & Spivey, 2007; McKinstry 
et al., 2008; Spivey et al., 2005), offer simple means and can easily be adapted to the task of 
interest. A combination of continuous and classical methods could also be a worthwhile 
extension and could further our insight into the processes leading to a decision. 
Second, the interaction of effects at different time scales should be considered more deeply 
(Granic & Hollenstein, 2003; Kiebel et al., 2008; Thelen et al., 2001; Thelen & Smith, 1996). 
The empirical results in this work indicate that changes at the micro time scale lead to 
changes at higher time scales, but changes at higher time scales can also influences changes 
at the micro time scale. For the latter direction of influence, chapter 4 explains how effects 
of historicity (e.g. hysteresis at the time scale across trials) could influence decision making 
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(Coulson & Nunn, 1999; Svyantek et al., 1991; Tuller, Case, Ding, & Kelso, 1994). Especially 
these effects contradict a stage wise input‐output view of decision making, but until now, 
similar results are viewed as context effects, e.g. anchoring (Tversky & Kahneman, 1974), 
that, while occurring regularly, represent an oddity in the decision process instead of an 
effect consequential to the systems inner structure, e.g. hysteresis due to non‐linear 
influences of control parameters (Kelso, 1995).  
Hence, from a dynamic view, the study of final decisions and the accumulation of irregular 
context effects should be complemented by studying the process of decision making 
(Townsend & Busemeyer, 1995, 1989) from micro to macro time scales to detect and 
separate the interaction of different temporal patterns. These patterns indicate inherent 
features of the systems functional structure (Kelso, 1995), e.g. the stability of specific 
patterns and non‐linear effects within the parameter space of possible system 
configurations. This claim will become even more evident if the focus shifts away from 
spatial to functional structure, as claimed in the next section. 
9.1.2 Investigating interaction dynamics 
The presented work illustrated the importance of investigating the interaction dynamics of 
different components. By using frequency tagging, chapter 5 separated the different signals 
for the target and the flanker stimuli. The study illustrated three key features of an 
approach focussing on recurrent coupling and interaction dynamics. First, it investigated 
the interaction of the separated signals and studied the contrast‐enhancement by conflict 
resolution processes between them (see Egner & Hirsch, 2005 for an imaging study across 
trials). Second, while the signals were influenced by physical features, e.g. size and 
luminance, they also showed a significant modulation dependent on semantic features 
(Fuchs et al., 2008; Müller & Hübner, 2002; Müller et al., 1998) inducing response conflict. 
Third, together with chapter 7, the study illustrates that functions interpreted as the result 
of the work of a specific module in the brain (i.e. conflict adaptation by conflict monitoring 
in the ACC) could also be interpreted as the result of the found interaction dynamics 
between two competing signals and competing goals (Gilbert & Shallice, 2002; Mayr & 
Awh, 2009). Similarly, chapter 6 also separated different influences on response behaviour 
to study the interaction of these influences over time (i.e. conflict adaptation and conflict in 
the current trial). These results illustrate that studying the interaction of recurrently 
coupled components at micro time scales can add valuable information to the results of RT, 
ERP, and imaging studies (Spivey et al., 2005).  
Furthermore, an investigation of the micro time scale helps avoiding possibly wrong 
conclusions: with classical methods, offering only one sample per trial (RT, ERP component 
peaks, fMRI), recurrent interactions can be easily misinterpreted in two ways. First, they 
could be interpreted as a step wise, forward oriented process (Spivey, 2007; Spivey & Dale, 
2004) operating at short or higher time scales (e.g. conflict in one trial leads to adaptation 
after this trial, which leads to improved performance in the following trial). Second, they 
could be interpreted as being performed by distinct modules. On the one hand, the step 
wise view fosters the need for a module performing the specific function of the assumed 
processing step. On the other hand, the used subtraction logic, e.g. in fMRI, leads to the 
assumption, that differences in activation show that the respective brain areas are 
responsible for processing the information(e.g. Friston et al., 1996; Kagan, 2007), 
manipulated between two conditions, while decisive processes might happen ‘in between’, 
hidden in the component interaction effects (see also e.g. Ortmann, 2008; Uttal, 2003, 2002) 
as they have been illustrated in the presented model (see also Stephen & Mirman, 2010; 
Van Orden et al., 2003).  
In contrast to this, the dynamic view relocates specific functions from specific modules into 
the interaction dynamics of the network (Bressler & Kelso, 2001; Oullier & Kelso, 2006). 
This way, it also becomes possible to study effects more systematically, that are otherwise 
perceived as context effects influencing the ’cold’ functions of a specific module, e.g. effects 
of mood (e.g. Rowe et al., 2007) or even body posture (Thelen et al., 2001). These ‘hot’ 
influences are difficult to define and to pin down if the ‘cold’ main function is located and 
encapsulated in a module. However, in a dynamic framework, the functional structure (the 
state space) of a system could be changed by using control parameters (as described in 
chapter 4) and hence lead to different processing of information (see e.g.Dshemuchadse, 
2009; Schöner & Thelen, 2006). Based on these concepts, the model in chapter 7 illustrated 
how styles of cognitive processing could be configured qualitatively different by 
quantitative parameter changes within the same system. The assumed ‘cold’ cognitive 
function (i.e. cognitive control) simply represents the functions of a system within a certain 
area of the control parameter space (Kelso, 1995). 
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Hence, from a dynamic view the study of spatial structure by localizing specific modules 
for specific, ‘pure’ cognitive functions, should be complemented by the study of functional 
structure, the continuous state space that describes the interaction of 
influences/components (Bressler & Kelso, 2001; Makeig et al., 2004; Varela et al., 2001), 
allowing to integrate different effects in a systematic way. 
9.2 Current and future projects 
The studies presented here only provided first, promising results. Hence, it seems 
worthwhile to follow up the path they indicate, as well by deepening the insight into the 
dynamics of decision making under conflict with existing paradigms, as by advancing to 
higher levels of decision making by developing new paradigms. 
9.2.1 The dynamics of decision making under conflict 
Currently, three lines of research build directly on the work presented here.  
The first line uses a combination of the continuous mouse method and differently timed 
perturbations (e.g. flashes, sounds etc.) to analyze the stability of behavioural patterns 
under different conditions, e.g. conflict and previous conflict. Hence, instead of only 
passively tracing process dynamics, we additionally use an active measure of pattern 
stability (e.g. Kelso, 1995). 
The second line of research combines continuous EEG measures with the study of mouse 
trajectories. The dynamics of processing components extracted from the mouse movements 
will be used as an indicator for related components on the EEG. Hence, mouse dynamics 
will be used to detect relevant time‐frequency components (e.g. Tallon‐Baudry et al., 1997), 
phase‐synchronization components (e.g. Lachaux et al., 2000; Lachaux et al., 1999; 
Rodriguez et al., 1999), or components from independent component analysis (e.g. Jung et 
al., 2001; Makeig et al., 2004; Makeig et al., 2004). The prospect of this approach is twofold: 
first, it allows studying the dynamics of brain processes without directly tagging the signal 
of interest and hence, modifying the main task. Second, it allows to couple continuous 
measures of brain activity with a continuous measure of behaviour. 
The third line of research aims to further develop the frequency tagging approach to 
cognitive control. By using a blocked manipulation of frequencies and a continuous flicker 
stream instead of discrete trials, we hope to gain further insight into the processes between 
trials while avoiding the frequency switch effect found in the first study. Additionally, by 
using the flicker signal recorded by a photo‐diode, we hope to improve the detection of 
independent components related to conflict adaptation processes. This way, we could solve 
the problem of signal localization and could instead focus on functional components of 
brain activity. 
9.2.2 Making it real: the dynamics of value based decision making 
The promising results of the studies using highly controllable conflict paradigms 
encourage proceeding with the next step: higher level, value based decision making. 
One line of research stems from a collaboration project with Dr. Maja Dshemuchadse that 
already provided promising results. Applying the mouse method to intertemporal choices, 
as it has been proposed in chapter 4, showed reliable patterns in trajectories mirroring the 
influence of reward size and temporal discounting, combined with the influence of 
different modes of presentation (Dshemuchadse, Scherbaum, & Goschke, in prep.). Two 
steps will follow this line of research. First, we plan to apply perturbations to investigate 
the dynamics of value‐based decision patterns at micro and short time scales. Second, 
combining this approach with the study of hysteresis effects, as proposed in chapter 4, 
could, again show the interactions of effects at different time scales, this time for value 
based decisions. 
The other line of research develops a new paradigm that allows to trace decision making in 
a more natural and intuitive environment. By developing a virtual environment where 
participants control their avatar by mouse movements, we can create less suggestive und 
artificial situations, while still having a continuous measure, the resulting, stimulus locked 
mouse trajectories. First results from these studies are promising and indicate e.g. less 
stable trajectories for more difficult decisions, as predicted by the hypothesis of less stable 
system states in difficult decision situations. With this new paradigm, we hope that 
different, dynamic questions could be studied easier than in the classical, strictly trial 
oriented and more explicit paradigms. 
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9.3 The resulting dynamic picture: a self‐organizing balance 
solving dilemmas of decision making 
In a world full of distraction and temptation, cognitive agents need to permanently find an 
optimal balance between flexibility and stability (Goschke, 2003). On the one hand, it might 
pay off to decide for seizing a new opportunity, on the other hand it might be better to stay 
with an older decision or to pursue long‐term goals that are in conflict with the new 
opportunity. The current mainstream in neuroeconomics assumes that specific subsystems 
care for the balance between these opposing functions (e.g. Sanfey et al., 2006). However, 
this view risks a loan on intelligence (Dennett, 1971) leading to the homunculus problem 
that cognitive psychologists are often confronted with (Monsell & Driver, 2000).  
In contrast, this work supported an approach that extends the picture beyond this modular, 
stage wise view (Oullier & Kelso, 2006; Oullier, Kirman, & Kelso, 2008; Spivey, 2007) to a 
more dynamic one. In a tightly coupled, metastable system (Bressler & Kelso, 2001; Kelso, 
1995), self‐organizing intrinsic network dynamics lead to short term changes in the balance 
between stability and flexibility, while the non‐linear influence of global control parameters 
lead to long term changes, e.g. by genetically memorized influences. The convergence of 
these different influences at different time scales permanently readjusts the balance within 
the dilemmas of decision making and drives our behaviour. Hence, the investigation of 
behaviour should take its dynamic nature into account.  
This work could only provide first steps on this way. I hope that these first steps and my 
future work support the DST‐oriented approach in the young field of neuroeconomics and 
more general, the DST‐oriented approach in the wide field of decision making and 
cognitive psychology. 
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Deutsche Zusammenfassung 
„Man kann nicht beides haben: Den Rahm und die Butter.“ ‐  „Wer die Wahl hat, hat die 
Qual.“ Mit diesen Sprichwörtern beklagt der Volksmund, womit das Leben uns immer 
wieder konfrontiert: wir müssen entscheiden, und oftmals führt uns das in 
Entscheidungskonflikte. Im Dilemma solcher Konflikte mag es begründet sein, dass das 
Thema der vorliegenden Arbeit, die Entscheidungsforschung, nicht nur in der Psychologie 
schon immer eine wichtige Rolle spielte, sondern auch in anderen Disziplinen, wie der 
Ökonomie, der angewandten Mathematik und der Philosophie. Die langjährigen 
Bestrebungen, diese unterschiedlichen Fachbereiche zu integrieren (z.B. Kahneman & 
Tversky, 1979; von Neumann & Morgenstern, 1944; Savage, 1972), münden aktuell in das 
Forschungsgebiet der Neuroökonomie (Camerer, Loewenstein, & Prelec, 2005; Loewenstein, 
Rick, & Cohen, 2008; Sanfey, Loewenstein, McClure, & Cohen, 2006). Neuroökonomen 
nutzen vielfach die Methoden der bildgebenden Hirnforschung, um durch die 
Lokalisierung der neuronalen Basis hierarchisch gegliederter Module 
Entscheidungsprozesse zu erklären (z.B. Sanfey et al., 2006; Fellows, 2004). Während die 
Anwendung bildgebender Methoden Potential birgt (z.B. Harrison, 2008), ist es vor allem 
der modulorientierte Ansatz, der das Risiko einer zu eingeschränkten Sichtweise auf 
Entscheidungsprozesse trägt (z.B. Ortmann, 2008; Oullier & Kelso, 2006).  
Dies zeigt sich zum Beispiel im von der kognitiven Psychologie intensiv erforschten 
Bereich von Entscheidungen unter Konflikt. Eine zentrale Rolle bei dieser Art von 
Entscheidungen spielen kognitive Kontrollprozesse, die der Umsetzung zielorientierten 
Verhaltens (Norman & Shallice, 2000) durch Konfliktlösung und ‐anpassung dienen. Als 
Bindeglied dieser beiden Prozesse gilt die Detektion von Entscheidungskonflikten, welche 
die vorherrschende Conflict Monitoring Theory (Botvinick, Braver, Barch, Carter, & Cohen, 
2001) entsprechend dem modulorientiertem Ansatz einem speziellen neuronalen Modul 
zuordnet, das im anterioren cingulären Cortex lokalisiert ist (Botvinick, Cohen, & Carter, 
2004). Die Probleme eines einseitigen modulorientierten Ansatzes verdeutlichen hier unter 
anderem die widersprüchliche Befundlage (z.B. Mansouri, Tanaka, & Buckley, 2009) und 
die letztlich weiterhin ungeklärte Frage nach den zugrundeliegenden Prozessen. 
Die Arbeit hat deshalb zum Ziel, den modulorientierten Ansatz um einen komplementären 
Ansatz auf Basis der Theorie dynamischer Systeme (Dynamical Systems Theory, DST) zu 
ergänzen. Aus dem grundlegenden DST‐Prinzip der kontinuierlichen (z.B. Spivey, 2007) 
Interaktion rückgekoppelter Komponenten (z.B. Kelso, 1995; Van Orden, Holden, & Turvey, 
2003) wird zunächst die dynamische Hypothese abgeleitet, dass sich Effekte auf 
verschiedenen Zeitskalen gegenseitig bedingen und einander hervorbringen. Für 
Entscheidungen unter Konflikt bedeutet dies, dass sich die Prozesse der Konfliktlösung 
und ‐anpassung durch ihre direkte Interaktion im kognitiven System gegenseitig erzeugen.  
Zur Überprüfung dieser Hypothese werden innerhalb der Arbeit generelle empirische 
Strategien entwickelt, welche die Untersuchung von Entscheidungsprozessen auf 
verschiedenen Zeitskalen ermöglichen. Im empirischen Teil der Arbeit werden sodann 
zwei dieser Strategien zur Anwendung gebracht, um den Erkenntnisgewinn des 
dynamischen Ansatzes zu illustrieren. Zunächst wird in einer EEG‐Studie eine Frequency‐
Tagging‐Methode (z.B. Müller & Hübner, 2002; Müller, Andersen, & Keil, 2007) auf die 
Untersuchung der kognitiven Kontrollprozesse in einer Flanker‐Aufgabe (Eriksen & 
Eriksen, 1974) adaptiert. Die neue Kombination einer kontinuierlichen 
neurophysiologischen Methode und eines klassischen Konflikt‐Paradigmas ermöglicht die 
gleichzeitige Untersuchung kontinuierlicher Veränderungen der Aufmerksamkeit auf 
relevante und irrelevante Information. Die Ergebnisse der Studie stützen die Hypothese 
einer direkten Interaktion von Prozessen der Konfliktlösung und ‐anpassung und stellen 
bereits einen Widerspruch zur Conflict Monitoring Theory dar. Als weitere empirische 
Strategie wird in zwei Experimenten die Methode des Maus‐Tracking (z.B. Buetti & Kerzel, 
2009; Song & Nakayama, 2009; Spivey, Grosjean, & Knoblich, 2005) im Rahmen einer 
Simon‐Aufgabe (Simon, 1969) eingesetzt. Die erneute Kombination einer kontinuierlichen 
Methode, diesmal auf Reaktionsebene, mit einem klassischen Konflikt‐Paradigma erlaubt 
die Messung von Verhaltenstendenzen im Verlauf des gesamten Entscheidungsprozesses. 
Mit Hilfe einer neu entwickelten regressionsbasierten Analysemethode werden die 
Subprozesse einzelner Entscheidungen separiert und Einblicke in die Dynamik von 
Konfliktlösung und ‐anpassung gewonnen. Die Ergebnisse zeigen ein komplexes Muster 
zeitlicher Interaktion zwischen den beiden kognitiven Kontrollprozessen, wobei die 
Konfliktanpassung zeitlich unabhängig von der Verarbeitung irrelevanter Information ist. 
Dies steht erneut im Widerspruch zu Annahmen der Conflict Monitoring Theory. 
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Zusammenfassend stützen die empirischen Ergebnisse die dynamische Hypothese der 
kontinuierlichen Interaktion rückgekoppelter Komponenten und werden im nächsten 
Schritt in einem dynamisch‐konnektionistischen Netzwerkmodell integriert. Als 
Alternative zum Modell der Conflict Monitoring Theory verzichtet es entsprechend dem 
dynamischen Ansatz auf ein Conflict Monitoring Modul (Botvinick et al., 2001). Es verfügt 
stattdessen über Verarbeitungs‐Prozesse auf verschiedenen Zeitskalen (Kiebel, Daunizeau, 
& Friston, 2008) und eine Rückkopplung zwischen der Netzwerkschicht, die der 
Informationsverarbeitung dient, und jener, die der Zielrepräsentation dient (Gilbert & 
Shallice, 2002; Cohen & Huston, 1994). Die Ergebnisse der Simulation zeigen, dass das 
Modell sowohl die klassischen Befunde zur Konfliktlösung und ‐anpassung (z.B. Gratton, 
Coles, & Donchin, 1992), als auch das in den empirischen Studien gefundene 
kontinuierliche Datenmuster von Entscheidungsprozessen reproduziert. 
Die empirischen Befunde und die Ergebnisse der Modellierung bestätigen somit die 
postulierte dynamische Hypothese, dass sich Effekte auf verschiedenen Zeitskalen 
gegenseitig bedingen und einander hervorbringen. Dies verdeutlicht den komplementären 
Wert des dynamischen Ansatzes zum modulorientierten Ansatz, welcher vielfach in der 
Neuroökonomie verfolgt wird. Der hier entwickelte DST‐basierte Ansatz bietet somit 
sowohl ein komplementäres Denkmodell, welches wie der modulorientierte Ansatz eine 
Verbindung zwischen den Phänomenen auf neuronaler und Verhaltensebene herstellt, als 
auch neue empirische Methoden zur dynamischen Erforschung von Entscheidungen. 
Daraus wird abschließend eine Fokuserweiterung für die zukünftige Forschung abgeleitet: 
zum einen auf die kontinuierlichen Prozesse, welche zu einer Entscheidung führen, und 
zum anderen auf die Interaktionsdynamik dieser Prozesse. Die Arbeit schließt mit dem 
Bild eines Entscheidungsprozesses als einer selbstorganisierten, metastabilen Balance (z.B. 
Kelso, 1995) bei der Lösung verschiedener Entscheidungsdilemmata (Goschke, 2003). 
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Appendix I 
Supplementary material for chapter 5 
Model formulas for calculating EEG surrogate data 
Each trial’s EEG signal is defined by an additive mixture of target signal, distracter signal, 
and noise (for parameters in italics, see Table 2): 
EEG = directiontarget x Signal + directiondistracter x Signal + 
strengthnoise x Noise (1) 
Noise is generated applying MATLAB code, used in (Yeung, Bogacz, Holroyd, 
Nieuwenhuis, & Cohen, 2007), downloadable at http://www.cs.bris.ac.uk/~rafal/phasereset/. 
Signal, the wave signal for target and distracter, is defined by: 
Signal = (Sine_signalfreq x strengthfreq x strengthscreen) x 
Hypothesized_adaptation (2) 
Sine_signal defines the basic sine wave for the tagging frequency freq and for each 
timestep time: 
Sine_signalfreq = sine(2 x pi x freq x time) x strengthsignal 
Hpothesized_adaptation defines the amplitude modulation by conflict adaptation 
processes: 
Hpothesized_adaptation = strengthcarryover +  
Adaptation_signal x (strengthadaptation - strengthcarryover) 
Adaptation_signal was modelled as a monotonic increasing signal from 0 to 1 in case of 
adaptation and as a flat signal of 0 in case of no adaption (see Table 1). 
All parameter values for signal strengths were estimated on the basis of previous studies or, 
where appropriate, they were estimated from current data (see Table 2). 
Table AI‐1: hypothesized adaptation per condition  
  Frequency switch  Frequency no‐switch 
  N congruent  N incongruent  N congruent  N incongruent 
N‐1 congruent  No adaptation  No adaptation  No adaptation  Adaptation 
  
N‐1 incongruent  No adaptation  Adaptation 
 
No adaptation  Adaptation – 
Carry over 
 
Table AI‐2: parameter values for modelling the surrogate EEG data 
Parameter  Value  Description 
strengthfreq    12 
Hz 
      9 Hz 
1.05 
1.1 
Assumed strength of resonance in the 
frequency spectrum for each frequency (see 
Toffanin, de Jong, Johnson, & Martens, 2009) 
strengthscreen  Distracter 
    Target 
3.6 
2.5 
Assumed signal strength due to different size 
on screen (estimated from EEG data). 
strengthadaptation  0.1  Strength of adaptation (compared to overall 
signal strength) 
strengthcarryover    0.08  Strength of carry over effect (estimated from 
congruency effect in RT) 
strengthsignal  0.5  Overall signal strength (estimated from single 
trial SSVEP) 
strengthnoise  5  Strength of signal noise (estimated from ratio 
single trial SSVEP/mean SSVEP) 
directiontarget  1  Defines amplification of target signal 
directiondistracter  ‐1  Defines attenuation of target signal 
 
Model for stimulus‐response locked EEG analysis 
200 RT were randomly drawn from a non‐normal distribution (e.g. gamma, with 
qualitatively similar results for other skewed distribution types) fitted to original subject 
data. 
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For each RT, a linearly increasing stimulus‐response‐locked signal was created (from 0‐1), 
mirroring the time characteristics of the assumed stimulus‐response locked readjustment 
process. After RT, the signal slowly decayed. 
Data sorted by RT can be seen in figure AI‐1 for stimulus‐locked, response‐locked and 
stimulus‐response locked (time normalized) analysis. The resulting averages and averaged 
signal amplitudes can bee seen in figure AI‐2 (note that time slices of the time normalized 
average data has been fit to the stimulus locked and the response locked absolute times). 
These results indicate that the assumed stimulus‐response locked process can best be 
detected by a time‐normalized analysis, while the other methods display a clear smearing 
effect (more 10% loss of signal change) at the respective border of the window of analysis. 
 
Figure AI‐1. 200 simulated trials, sorted by RT. 
Data  is  arranged  for  stimulus‐locked  (left),  response‐locked  (middle)  and 
stimulus‐response  locked  (right)  analysis.  Colors  indicate  signal  amplitude 
(from 0 to 1) of each trial, black lines indicate RT. 
Hence, the time‐normalized analysis yields two advantages, if the underlying process can 
be assumed to be stimulus‐response locked: First, it yields the strongest signal change from 
the start to the end of the window of analysis (figure AI‐2, right). Second, the variance in 
averages (indicated by shaded areas in figure AI‐2, left) is also minimized. Therefore, if the 
stimulus‐response locked nature of the process is ignored and a stimulus or response 
locked analysis is applied, this should derogate statistical results. 
 Figure AI‐2. Averaged signals (left) and average signal changes (right). 
Data was  averaged with  different methods  of  alignment.  For  the  underlying 
stimulus‐response  locked  process,  signal  change  is  maximized  by  stimulus‐
response locked analysis. At the same time, the variance in the average signal is 
minimized (left, shaded areas). 
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Appendix II 
Model formulas for chapter 7 
The model consists of 2 input layers, a response layer, and a goal layer, with 2 units per 
layer. Activation of each unit is calculated by non‐linear first order differential equations as 
been used previously for patterns of neural activation (Amari, 1977; Erlhagen & Schöner, 
2002). Simulated by numerical integration, results were obtained using Matlab 2006a 
running under Windows XP SP3. 
The difference equation over time t for the activation u of units in a layer followed in 
principle this scheme: 
 
Here, h denominates the restlevel, wi the interaction weight within the layer (self excitation 
and lateral inhibition), w the weight of inputs into the layer, Input defines the Input into 
layer, and σ denotes the sigmoidal non‐linearity: 
 
Hence, each unit contributes to interaction in the network only to the extent that its 
activation exceeds a soft threshold (Erlhagen & Schöner, 2002).   
Following this scheme, the equation for the input layer was: 
 
Here, wii denotes the interaction weight within the input layer, wsi the weight of 
environmental inputs into the layer, wgi the strength of bias from goal layer, S represents 
the environmental stimulation of the layer (‐1 for no stimulation, 1 for stimulation), G 
represents the bias from the goal layer, and σ denotes a sigmoidal non‐linearity defined 
below. 
The very similar equation for the response layer is: 
 
Here, wir denotes the interaction weight within the response layer, wir denotes the strength 
of input from the input layer, and I represents the signal from the input layer. Responses 
were judged as given when σ (u(t)) reached a threshold of 0.9. 
The goal layer was designed out of units with a bistable attractor layout and slower 
integration of input over time. Hence, we chose a different resting level (cf. Spencer & 
Schöner, 2003) and time scale: 
 
Here, wig denotes the interaction weight within the input layer, wig the strength of inputs 
from the input layer, I represents the input from the input layer, and GI represents the 
environmental stimulation of one goal (with GI = [0,1] at t = 1 and GI = [0,0] for other t). 
Hence, we had a feed‐forward network from input to response units, with processing in 
the input layer modulated by reciprocal connections to and from the goal layer. 
The weight matrices are shown in the following. The interactions within the input, 
response, and the goal layer were defined by  
, , and .  
Hence, within the input and the goal layer, there was strong lateral inhibition. 
Signal transmission from input to response layer, input to goal layer and goal to input layer 
was defined by 
, , and . 
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Hence, the input layer, processing irrelevant information, was stronger associated with the 
response layer (representing the more habitual response bias, e.g. word reading in the 
stroop task). The input strongly stimulates the goal layer, while the goal layer, in turn, only 
weakly biases competition within the input layer. 
The other parameters where chosen as follows: h = 5, τ = 10, hg = 0.95, τg = 40, wsi = 7, α = 0, 
β = 2. The qualitative pattern of results was robust to changes in these parameters, but see 
the main text for the pattern of changes in the parameter configuration of the goal attractor 
network in dependency on wig and hg. 
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