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ABSTRACT 
In Structural Equation Modeling, majority users apply the rules of thumb of fit 
indices to evaluate model fit. However, most of these rules do not have theoretical or 
empirical supports. Although Hu and Rentier (1998, 1999) adopted a rigorous 
approach to evaluating decision rules on goodness of fit indices and suggested new 
and more stringent values for many indices, there are still many debates among 
researchers on which index to use and what cut-off values to use in evaluating model 
fit. It is because not only the properties for many fit indices are still ambiguous, but 
clear guidelines are also lacking in terms of choosing among these indices. Moreover, 
most past simulation studies that examined the fit indices are based on perfect fit 
models, which ignored the existence of parsimony error. Parsimony error occurs in 
measurement models when secondary relationships are excluded. It always exits since 
most organizational researchers will drop small secondary factor loadings and error 
term correlations purposefully in model specification. Furthermore, the computation 
of the chi-square value for some commonly used goodness of fit indices in SEM was 
changed from minimum fit function to normal theory weighted least squares test 
statistic. Thus, the properties and the applicability of the existing rule of thumb on 
these new fit indices need to be reexamined. 
The purpose of this study is twofold. Fist, considering the parsimony error on 
the testing model, this study will use a Monte Carlo simulation to assess the effect of 
different model parameters on the behavior of forty fit indices under different degree 
of model misspecification. This will help us to understand the properties of different 
fit indices, which will in turn assist in model evaluation. Second, cut-off values for the 
more stable fit indices will be identified. If the fit index values are affected by a few 
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To Prof. Gordon Cheung, 
Goodness of fit presently state, 
Agreement of shift yesterday. 
A gentle promise touch upon her head, 
A simple word when kindly said. 
Complete attention when she calls, 
Her knowing you have given all. 
Correcting in a strictly way, 
Instilling trust in what you say. 
Making her believe there's scholar way, 
Perseverance always pay. 
Words of comfort you've heavily spoken, 
A promise you've made she knows won't be broken. 
Helping make her plans and schemes 
Giving her hope and building her dreams. 
All of this and so much more 
Is in her mind forever stored. 
They who touch her life awhile 
Makes changes monumental 
But so much more, her faith in you. 
Her confidence for self build. 
You helped to build a small girl's life. 
2002. 2006. 2008 
Also, I would like to thank my committee members, Prof. Kenneth Law, Prof. 
Poon and the external examiner, for their valuable time on reviewing this thesis and 
providing previous comments and suggestions. 
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Introduction 
In the social and behavioral sciences, Structural Equation Modeling (SEM) is 
a frequently utilized analytical tool because it provides a methodology and procedure 
for testing multiple hypotheses that specify relationships among several variables 
simultaneously. SEM methodology has been extensively used in area as psychology, 
sociology and organizational studies. A study that used PsycINFO as the primary 
source of data examined the growth in use of SEM from 1994 to 2001 (Hershberger, 
2003). The results of showed that the number of journal articles using SEM increased 
from 164 in 1994 to 343 in 2000. Besides, SEM acquired hegemony among 
multivariate techniques. By 2001, the number of studies employing SEM had risen 
steadily to 381, whereas the usage of other four multivariate techniques remained 
relatively stagnant: cluster analysis (121); MANOVA (100); discriminant analysis 
(54); and multidimensional scaling (52). The conclusion is that SEM has become a 
preeminent multivariate method of data analysis. 
As emphasized in McDonald's research (Marsh, Balla & McDonald, 1988; 
McDonald & Marsh, 1990), important, but not solved issues in structural equation 
modeling are how to evaluate a model and how to select among competing models. 
One component of this overall process of model evaluation that has received 
considerable attention is the evaluation of the goodness of fit between observed data 
and predictions based on posited models of the data (e.g., Bentler, 1990; Rentier & 
Bonett, 1980; Bollen, 1990; Marsh, Balla & McDonald, 1988). In SEM, model 
selection and evaluation are based on a subjective combination of substantive issues, 
inspection of parameter estimates, goodness of fit, parsimony, interpretability, and a 
comparison of the performance of competing models (Marsh, Hau & Gayson, 2005). 
However, before researchers can interpret these estimates, they must test the fit 
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between a theory-based model and the data, which is operationalized by one or more 
goodness-of-fit indices (Cheung & Renvold, 2001). Ever since the seminal article by 
Rentier and Bonett (1980), measurement of fit has been an integral component of 
SEM. Fit indices quantify the degree of correspondence between a hypothesized latent 
variable model and the data (Hu & Bentler, 1995). Although many model fit indices 
have been developed, one major problem caused by the variety of SEM fit indices is 
that they create confusion among researchers. Given the large number of alternative 
fit indices available, investigators may have difficulty choosing among them. Not only 
are the rationales for different indices unclear to many researchers, but clear 
guidelines are also lacking in terms of choosing among these indices. This is 
particularly difficult because the seminal articles on this topic reach no consensus 
about what constitutes a "good fit". Sometimes, the values of various fit indices 
reported for a model yield conflicting conclusions about the fit between the model and 
the observed data (Hu & Bentler, 1998). Furthermore, most fit indices have unknown 
distributional properties thus making interpretations of sample fit indices very 
difficult. Hence, as noted, many researches have relied on some commonly accepted 
"rules of thumb". One such rule is the absolute cutoff value that allows SEM users to 
decide whether or not a model adequately fits the data for assessing model 
appropriateness with broad generality across different conditions and sample sizes. 
There are two common estimation methods of chi-square statistics to compute 
fit indices. They are normal-theory weighted least squares (NT-WLS) chi-square test 
statistic and minimum fit function chi-square test statistic. Different software defaults 
different chi-square test statistics in the computation. For example, the use of normal-
theory weighted least squares is the default for LISREL, while minimum fit function 
chi-square test statistic is the default in AMOS. Most SEM users do not distinguish 
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between the two frequently used chi-square test statistics. Since previous simulations 
of various fit indices are based on the minimum fit function chi-square test statistic 
computation, thus, the behaviors of fit indices and the applicability of the existing rule 
of thumb of fit indices needs to be reexamined for on the normal-theory weighted 
least squares (NT-WLS) chi-square test statistic computation. 
We can classify more than thirty fit indices broadly into two categories. One 
assumes that the test statistics follow a known distribution, such as chi-square and 
RMSEA (Steiger & Lind, 1980). The other assumes that they do not follow a known 
distribution, such as the commonly used fit indices TLI (Bentler & Bonett, 1980) and 
CFI (Bentler, 1990). The conventional null hypothesis significance test for the 
goodness of fit test is the chi-square test. In this view, chi-square is a measure of mis-
fit of the model to the data. The chi-square goodness-of-fit statistic assesses how large 
the discrepancy is between the sample covariance matrix and fitted covariance 
matrices, and it is calculated as n-1 times the minimum value of the fit function, 
where n is the sample size (denoted as: Chi-square = (n-1) F). Actually, Chi-square 
represents a badness-of-fit measure in that a large chi-square corresponds to a bad fit, 
a small chi-square to good fit, and a zero chi-square represents a perfect fit. 
The advantage of chi-square test rooted in the classic null hypothesis testing 
approach. In the 1970s, Karl Joreskog first developed the structural equation modeling 
technique, which allowed models to be fit to covariance data. Joreskog showed that 
model discrepancy could be examined using a conventional null-hypothesis goodness 
of fit chi-square significance test. Given this perspective and some assumptions (e.g., 
independently and identically distribution), statements can be made about the 
asymptotic behavior of function of F. In this framework, one can evaluate the null 
hypothesis that the hypothesized model is consistent with data observations. A 
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statistic F can be calculated that, under certain regularity conditions, is asymptotically 
chi-square distributed and can be compared with critical reference at a prespecified 
Type I error rate level a (Hu, Bentler & Kano, 1992).Thus, in this first strategy, fit 
can be defined in terms of the dichotomous decision of whether or not T is less than 
the { \ - a ) % critical value for a q degrees of freedom central chi-square distribution 
(Tanaka, 1993). 
However, in line with all null hypothesis significance test procedures, the 
classic chi-square test also exposed to a disadvantage, that is, the sample size problem. 
The actual size of a test statistics depends not only on model adequacy, but also some 
conceptually unrelated technical conditions, such as sample size can not be too small, 
because the chi-square test is asymptotic and it is exact only when the sample sizes 
are large. Thus, in practice, chi-square test needs a reasonable large sample size to 
achieve estimation parameter stability in the solution. There are two conditions to 
discuss here, first, if we are testing a perfect fit model, which means that the minimum 
value of the fit function equals to zero, the chi-square value will not increase with the 
sample size N. Second, most likely if the model is not perfect fit; in this case, the 
minimum value of the fit function is not zero. The discrepancy between the estimated 
value and the value indicating perfect fit has three sources: misspecification, error 
arising from theoretical parsimony in the description of the model (parsimony error), 
and sampling error (Cheung & Rensvold, 2001). On one hand, the specification error, 
which is a measure of the extent to which the approximating model differs from the 
operating model in structure (Steenkamp & Baumgartner, 1998), is the most important 
source of error and unintended by researchers. On the other hand, the parsimony error 
occurs in measurement models when secondary relationships are excluded in order to 
achieve the principle of parsimony. It always exits since most SEM users will drop 
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small secondary factor loadings and error term correlations purposefully in model 
specification. Thus, most likely, SEM users cannot avoid such intended error in 
practice. As a result, the discrepancy causes the minimum value of the fit function is 
not zero. Therefore, with increasing sample size and a constant number of degrees of 
freedom, the chi-square value increases, so does the sensitivity of the test increase 
such that at very large sample size, tiny discrepancies between the observed test 
statistics and its expected value under a null hypothesis are likely to be adjudged as 
evidence of ‘‘misfit，，. Such situation leads to the problem that plausible models might 
be rejected based on a significant chi-square statistic even though the discrepancy 
between the sample and the model generated covariance matrix is actually intended. 
The second disadvantage of chi-square test is that it is more rigid for the 
complex model compared to simple model. Because of distribution characteristic of 
chi-square is nonlinear, that is, the change of chi-square value is not even across small 
to large degree of freedom. For instance, for the selected level of significance at 0.05, 
the chi-square value with 1 degree of freedom is 3.84, the chi-square value with 2 
degree of freedom is 5.99, the chi-square value with 3 degree of freedom is 7.82, the 
chi-square value with 100 degree of freedom is 124.34, and the chi-square value with 
101 degree of freedom is 125.46. Calculated the chi-square difference , we can see 
that the difference between 2 and 1 degree of freedom is 2.15, between 3 and 2 degree 
of freedom is 1.84, and between degree of freedom 101 and 100 is 1.12. The trend 
shows us that the rate of chi-square increase from small degree of freedom to large 
degree of freedom is decreasing. That is, when the model is complex, with the 
flattened chi-square distribution, it is more easily to reject the null hypothesis, 
compared to the simple model. 
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In response to the above problems of the chi-square test statistics, alternative 
measures of fit, so called fit indices, were developed and recommended as plausible 
additional measures of model fit. For example, CFI，TLI and SRMR were proposed 
for evaluating overall model fit. Many of these measures are intended to range 
between zero (no fit) and one (perfect fit) and many simulations have been conducted 
in literature to explore the performance of fit indices under different conditions and 
sought the development of the "Rule of thumb" as a guideline to assist model 
evaluation. As a reasonable minimum for model acceptance, a value of .90 was 
proposed for normed indices that are not parsimony adjusted (Rentier & Bonett, 1980; 
Hoyle & Panter, 1995), while .95 should be indicative of a good fit relative to the 
baseline model (Kaplan, 2000). But recently, some studies gave evidence that .90 
might not be a reasonable cutoff for all fit indices under all circumstances(Hu and 
Bentler 1995, 1998, 1999): "The rule of thumb to consider models acceptable if a fit 
index exceeds .90 is clearly an inadequate rule" (Hu & Bentler, 1995, p. 95). They 
thus suggested raising the rule of thumb minimum standard for the CFI and the TLI 
from .90 to .95 to reduce the number of severely misspecifled models that are 
considered acceptable based on the .90 criterion (Hu & Bentler, 1998, 1999). 
There are two critical issues relevant to proper application of fit indices for 
model evaluation. The first issue is the sensitivity of various fit indices in different 
data and model conditions (Hu & Bentler, 1998). Because of the multifaceted nature 
of fit indices and different rationales for developing these indices, there does not seem 
to be a straightforward condition under which performance of all fit indices can be 
judged. These conditions include the sensitivity of fit indices to different model 
parameters such as the number of factors, items, sample size, and size of the factor 
loadings. There has been considerable interest in both the effects of sample size and 
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the number of parameters on measures of fit (e.g. Ding, Velicer, & Harlow, 1995; Fan, 
Thompson, & Wang, 1999; Hu & Bentler, 1995, 1998, 1999; Marsh, Balla, & 
McDonald, 1988; Marsh, Hau, Balla, & Grayson, 1998). In an integrative review of 
several goodness-of-fit indices, only NCP, NNCP, RNI, and TLI were identified 
insensitive to sample size among the fit indices typically used by researchers 
(McDonald & Marsh, 1990). Also, in another simulation study which examined 
sample size, loading size, and estimation method (maximum likelihood and 
generalized least squares), four incremental fit indexes, the Bentler—Bonett or Normed 
Fit Index, the TLI, the Relative Noncentrality Index, and the CFI, deteriorated as the 
number of indicators per factor increased (Ding et al.，1995). Most recently, a very 
comprehensive study investigated the effects of sample size, estimation method, 
violations of multivariate normality, and model misspecification on several popularly 
reported overall goodness-of-fit indices (Hu & Bentler, 1998, 1999). Their study 
reaffirmed Marsh and colleagues' (1988) findings with respect to many overall 
goodness-of-fit indices' sensitivity to sample size. 
The second important issue is the selection of the rule of thumb cutoff value 
for given fit indexes used to evaluate model fit (Hu & Bentler, 1998). Not until the 
late 1990s did the most influential studies in this line of research, primarily by Hu and 
Bentler (1998，1999) emerge. Their studies appeared to "raise the .90 bar" for the 
goodness-of-fit measure to which the criterion had commonly been applied. In 
particular, they wrote that “our results suggest a cutoff value close to .95 for the ML-
based TLI, BL89, CFI, RNI, and gamma hat" (Hu and Bentler, 1999, p. 449). The 
impact of their research was twofold. First, they provided a seemingly stronger 
empirical basis for evaluating the validity of decisions based on cutoff values. Second, 
their research is leading to the routine use of a more stringent cutoff value for an 
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acceptable fit. Apparently, the use of more stringent cutoff values is a more 
conservative approach in evaluating overall model fit, which may cause some models 
with acceptable fit being rejected and not published. Also, the issue of the adequacy 
of only single cutoff value on certain fit index under various data and model 
conditions needs to be further investigate. For instance, previous study shows that the 
dependence of the minimum value of the empirical fit function F on model degree of 
freedom suggest that more complex models should be evaluated using lower cutoff 
values, as determined by the sampling distribution of the fit index being used. On the 
other hand, simpler models should be evaluated using higher cutoff values (Cheung & 
Rensvold, 2001). 
In sum, there are still many debates among researchers on which index to use 
and what cut-off values to use in evaluating model fit. It is because not only the 
properties for many fit indices are still ambiguous, but clear guidelines are also 
lacking in terms of choosing among these indices. Thus, the purpose of the study is 
twofold. First, considering the parsimony error on the testing model, this study will 
use a Monte Carlo simulation to assess the effect of different model parameters on the 
behavior of forty fit indices under different degree of model misspecification. This 
will help us to understand the properties of different fit indices, which will in turn 
assist in model evaluation. Second, cut-off values for the more stable fit indices will 
be identified. If the fit index values are affected by a few model parameters, cut-off 
values at various levels of model parameters will be proposed. 
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Issues of Fit Indices in Assessing Model Fit 
In the next section, I will focus on the discussion of several important issues of 
fit indices in assessing model fit. They are: the sensitivity of fit indices to different 
model parameters, such as sample size, model complexity and misspecification; the 
stability of various fit indices across different levels of measurement errors; the 
influence of perfect fit v义 approximate fit, the choice of estimation of chi-square 
statistics, and the appropriateness of rule of thumb on fit indices in assessing model fit. 
Sensitivity of FIs to model parameter 
As discussed before，the obvious reason for lack of clear guidelines for 
choosing among different indices is that we simply do not fully understand the 
performance characteristics of these indices under different model conditions. First, 
despite the arguments in support of the role that sample size plays in statistical 
decisions (e.g., Cudeck & Henly, 1991), the fact that the development of many indices 
was motivated to overcome the shortcomings of chi-square statistics, especially its 
sensitivity to sample size. For this reason, ideally, fit indices should be insensitive to 
or independent of sample size (Bollen, 1986). This means that on index's variance 
contributed by sample size should be as small as possible. Second, although most of 
the fit indices developed attempt to accommodate the effects of model complexity 
(e.g., Marsh, Balla, & McDonald, 1988), there have been relatively not enough 
systematic investigations of the effect of model complexity on fit indices in the past 
literature. There is conflicting evidence as to whether measures of fit tend to improve 
or decline as more variables are added to the model. As it is pointed out by some 
research that if the number of variables in the model affects various measures of fit, 
then researchers may mistakenly trim variables out of their models to achieve 
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acceptable fit indices in the .90s (Marsh et al., 1998). For this reason, ideally, fit 
indices should be insensitive to or independent to model complexity. This means that 
on index's variance contributed by model complexity should be as small as possible. 
Third, fit indices are designed to provide information about the degree to which a 
model is correctly or incorrectly specified for the given data. Thus, a good index 
should approach its maximum under correct specification but also degrade 
substantially under misspecification (Hu and Bentler, 1998).Put another way, it means 
that the degree of model misspecification should be the major contributor to the 
variance of a fit index. 
Sample Size 
Researchers (e.g., Bentler, 1990; Bollen, 1990; Gerbing and Anderson, 1993; 
Marsh et al., 1988) have routinely proposed that a systematic relation between sample 
size and the values of a fit index is undesirable. The performance of fit indices under 
different sample size conditions has been studied most frequently. An early study 
found that the means of the sampling distributions of GFI and AGFI were positively 
associated with sample size, but the relationship between sample size and TLI is not 
significant (Anderson and Gerbing, 1984). Later, a comprehensive study investigated 
the influence of sample size (50, 100, 200, 400, 800 and 1600) on a set of 22 fit 
indices (Marsh & Balla, 1994). The result showed that the relation between goodness 
of fit and N is non significant for indices based on noncentrality (Dk, Mc, GFI, AGFI, 
RNI) and small for the noncentrality parsimony index (PRNI) and the TLI 
incremental index. Most of the research on fit indices has been to examine sensitivity 
of indices to sample size under the true model, not until the study by Hu and Bentler 
(1998), which investigate the effect of sample size on fit indices under both true-
population and misspecified models. They found that the means of the empirical 
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sampling distributions for Type 2 and Type 3 incremental indices varied with 
sample size to a lesser extent than was found for Type ” incremental fit indices. In 
keeping with the findings of Marsh et al. (1988), Type 1 incremental fit indices tended 
to underestimate their asymptotic values and overreject true models at small sample 
sizes. Among the absolute-fit indices, GFI, AGFI, CAK, and CK derived from ML 
and GLS methods, as well as CAK, CK, and the noncentrality-based absolute- fit 
indices derived from the ADF method, were substantially influenced by sample size. 
Also, the quality of models does not have a substantial effect on the relationship 
between the sample size and the mean values of most of the fit indices studied, except 
for CN. 
Model complexity 
Researchers have approached this problem from different perspectives. Some 
studies noted that indices that fail to compensate for model complexity lead to the 
selection of the most complex model even when simpler models fit the data nearly as 
well (Steiger and Lind, 1980). Some asked “how efficient is the increase in fit going 
from the null model with many degrees of freedom lost in estimating more 
parameters?" (James, Mulaik, and Brett,, 1982, p.155). In the literature, there are two 
different ways to examine the effect of the number of observed variables on model fit: 
by examining the effects of number of variables on perfectly specified models and by 
examining the effects of number of variables on incorrectly specified models. 
‘TLI and BL89 
2 RNI and CFI 
3 Type 2 and Type 3 indices are based on an assumed distribution of variables and other standard 
regularity conditions. A Type 2 index additionally uses information from the expected values of T j 
under the central chi-square distribution. A Type 3 index uses Type 1 information but additionally uses 
information from the expected values of T j or TB, or both, under the relevant noncentral chi-square 
distribution. 
4 NFI and BL86. A Type 1 index uses information only from the optimized statistic T, used in fitting 
baseline (TB) and target (TB) models. 
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For perfectly specified models, the early study examined several fit indexes 
for models with sample sizes of 50, 100, 150, and 300 (Anderson & Gerbing, 1984). 
They estimated models with two to four indicators per factor, two to four factors, and 
loadings of .6, .9, or mixed .6 and .9 loadings. The number of indicators per factor 
influenced several fit indexes. As the number of indicators increased from two to four, 
the mean value of the TLI declined from 1.066 to .984. In general, the fit indexes 
indicated less fit as the number of factors in the model or the number of variables per 
factor increased (Anderson & Gerbing, 1991). As the sample size increased, the fit 
indexes improved. In a later simulation study, researchers tested the effect of four 
levels of sample size (50, 100, 200, and 500), three levels of loading size (.5, .7, 
and .9), and two levels of estimation method (maximum likelihood and generalized 
least squares) on model fit (Ding, Velicer and Harlow, 1995). In their simulation, four 
incremental fit indexes—the Bentler—Bonett or Normed Fit Index, the TLI, the 
Relative Noncentrality Index, and the CFI—deteriorated as the number of indicators 
per factor increased. 
For misspecified models, a recent study examined the effect of the number of 
variables on the RMSEA and the CFI. All the models contained three indicators for 
each latent construct (Breivik and Olsson, 2001). They tested models with 3, 6, 9, and 
12 latent constructs. They also added several different types of specification errors. In 
their simulation, the RMSEA declined as the number of variables increased regardless 
of the source of specification error. The CFI was less affected by the number of 
variables. Whether the CFI tended to increase slightly or decrease slightly appeared to 
depend on the type of specification error. In a more recent study, the effect of the 
number of variables in the model has on three widely used fit indices, CFI, TLI and 
RMSEA (Kenny and McCoach, 2003) was examined. The study considered three 
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different types of specification error: minor factors, 2-factor models, and method 
errors. Using a formal method based on the noncentrality parameter (NCP), the results 
are in general agreement with most of the results from previous simulations and 
empirical studies. They show that the RMSEA seems to improve as more variables 
are added to the model regardless of the type of specification error. CFI and TLI, 
generally, though not always, tend to worsen as the number of variables in the model 
increases. However, very often these changes are rather small. However, in correctly 
specified models, the TLI and the CFI tend to demonstrate worse fit as the number of 
variables in the model increases, whereas the RMSEA seems to demonstrate the 
opposite pattern. Therefore, it appears that the CFI and the TLI do not function well 
with correctly specified models that include a large number of variables. 
Misspecification 
One critical issue that has not been adequately addressed in this area of 
research is severity (degree) of model misspecification (Gerbing & Anderson, 1993). 
A model is said to be misspecified when (a) one or more parameters are estimated 
whose population values are zeros (i.e., an overparameterized misspecified model), (b) 
one or more parameters are fixed to zeros whose population values are nonzeros (i.e., 
an underparameterized misspecified model), or both. (Hu and Bentler，1998) As 
discussed in the previous studies model misspecification is a difficult issue, both 
because of the ambiguity and lack of efforts in quantifying the severity of 
misspecification, and because of the variety of forms in which model misspecification 
can occur (Fan, Thompson and Wang, 1999; Fan and Wang, 1998). 
An early simulation studied the effects of both overparameterized and 
underparameterized model misspecification (both with misspecified paths between 
observed variables) on the ML- and GLS-based GFI and NFI (La Du and Tanaka, 
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1989). No significant effect of overparameterized model misspecification on these fit 
indices was found. A very small but significant effect of under parameterized model 
misspecification was observed for some of these fit indices, such as the ML-based 
NFI and ML-/GLI-based GFL The ML-based NFI also was found to be more sensitive 
to this type of model misspecification than was the ML- and GLS-based GFL Another 
simulation study later found that degrees of model misspecification accounted for a 
large proportion of variance in NFI, BL86, TLI, BL89, RNI, and CFI (Marsh, Balla, 
and Hau, 1996). This study emphasized the issue of examining the performance of fit 
indices under the condition of model misspecification and the sensitivity of fit indices 
to model specification errors. 
In this line of research, a comprehensive simulation study examined the 
sensitivity of various fit indices to model misspecification controlling other sources 
effects and they concluded that different fit indexes are differentially sensitive to 
either measurement model misspecification (e.g., a misspecified factor loading) or 
structural model misspecification (e.g., a misspecified covariance between two 
factors)(Hu and Bentler, 1998, 1999). More specifically, two conclusions were drawn: 
(a) standardized root mean squared residual (SRMR) was the most sensitive to the 
misspecified factor covariances (misspecified structural model components), and (b) a 
group of other fit indexes (Tucker-Lewis Index [TLI], Bollen,s delta [BL89], Relative 
Centrality Index [RNI], Comparative Fit Index [CFI], Gamma hat [Gamma], 
McDonald's Centrality Index [Mc], and Root Mean Squared Error of Approximation 
RMSEA]) were most sensitive to misspecified factor loadings (misspecified 
measurement model components). These conclusions naturally led to the proposal (Hu 
& Bentler, 1998) of a two-index strategy for model fit assessment: SRMR is always 
needed because of its sensitivity to misspecified structural model components, and 
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another fit index (TLI, BL89, RNI, CFI, Gamma, Mc, or RMSEA) is also needed 
because of its sensitivity to misspecified measurement model components. 
To extend this line of research, a recent study examined the severity of 
misspecification for the simple and complex models as implemented in Hu and 
Rentier (1998), by fitting the misspecified models to the respective population 
covariance matrices (Fan and Sivo, 2005). After controlling the severity of model 
misspecification, they concluded that (a) there is insufficient evidence to support the 
multifactor view for the fit indexes; (b) SRMR is not generally most sensitive to 
misspecified factor covariances (structural model misspecification), and (b) the group 
of indexes (TLI, BL89, RNI, CFI, Gamma, Mc, or RMSEA) are not more sensitive to 
misspecified factor loadings. 
To sum up, the table below outlines the major findings from the past studies 
on the sensitivity of fit indices to different model parameters, such as sample size, 
model complexity and misspecification. 
Sensitivity of FIs to Model Parameter 
, � • Parameters 
Fit Indices 
Sample Size Model Complexity Misspecification 
Chi-square Yes 
Mc Yes 





Gamma Hat Yes 
NFI Yes Yes 
RNI Yes Yes Yes 
TLI Yes Yes Yes 
CFI Yes Yes Yes 
I PI Yes Yes 
RFI Yes Yes 
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Measurement Error 
Unlike multiple-regression-based approaches to estimating structural paths, 
SEM techniques offer the potential to remove measurement error from estimates of 
structural relationships (e.g., Bollen, 1989; James, Mulaik & Brett, 1982). This is 
done by separately modeling latent constructs and latent error terms so that the tests of 
the structural relationships can be made between the unbiased latent constructs, rather 
than between the observed variables that incorporate true influences of the latent 
construct but also systematic and measurement errors ( Hall, Snell & Foust, 1999). In 
SEM, measurement error is defined as that portion of an observed variable that is 
measuring something other than what the latent variable is hypothesized to measure. It 
serves as a measure of reliability (Anderson, 1993). Like R^ in multiple regressions, 
the factor reliability in SEM is meant to quantify the amount of variance in the items 
that are explained by the factor. In reality, the factor reliability usually does not equal 
to one, which means that measurement error always exists. The consequences of 
measurement error in SEM include, for example, attenuation of effect, which means 
the estimated effect is weaker than the real effect. Since it is difficult to predict which 
of the consequences might follow, the need to take into account measurement error 
becomes increasingly important (Bollen, 1989). 
However, the issue of measurement error has not been fully examined in 
evaluating the adequacy of fit indices used to evaluate the covariance structure models. 
Though the measurement error has been incorporated into the model specification in 
some past studies (Hu & Bentler, 1998, 1999; Fan, Thompson & Wang, 1999; Kenny 
& McCoach, 2003), it seems much more vital to evaluate how sensitivity of a fit index 
to different factor reliability level of the model. It can be used to determine whether a 
model is correct from a more practical point of view, that is, how large the 
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measurement error is incorporated in the model. Some past studies has modeled the 
measurement error in the simulation process (e.g., Hu & Bentler，1998，1999; Fan, 
Thompson & Wang, 1999; Kenny & McCoach, 2003). For instance, in Hu and 
Bentler (1998) study, the unique variance were taken as values that would yield unit-
variance measured variables under normality for the simple model; for complex 
model, the unique variance were taken as values that would yield unit variance for 
most measured variables (except for the 1st, 4th, and 9th observed variables ). Yet, 
almost none of the study manipulates different levels of measurement error sizes as a 
model parameter to evaluate the behavior of various fit indices. Nevertheless, Cheung 
and Rensvold (2001) have provided an analysis of a few indices under restricted 
modeling conditions. Hence, in the current study, we incorporated measurement error, 
to test how different factor reliability sizes influence the sensitivity of the forty fit 
indices. 
Perfect Fit vs. Approximate Fit 
Parsimony error occurs in SEM measurement models when secondary 
relationships are excluded from the model. Secondary relationships are defined as 
secondary factor loadings and error term correlations that have small parameter values, 
no theoretical bases, and no substantive meanings (Cheung & Rensvold, 2001). In 
SEM, they are hypothesized to be zero. It means that organizational researchers will 
drop small secondary factor loadings and error term correlations purposefully in order 
to achieve parsimony in model specification. The intent of an approximating model is 
to provide a simplified, parsimonious representation of the more complex operating 
model, which actually generates the population covariance matrix. But this causes the 
problem that although the secondary loadings are theoretically uninteresting and 
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(ideally) small, the parameter values of there relationships are never exactly zero. 
Excluding them contributes to the discrepancy between the operating model and the 
approximating model (Hall, Snell & Foust, 1999). Thus, the relative simplicity of the 
approximating model relative to the operating model gives rise to parsimony error 
(Cheung & Rensvold, 2001). 
For instance, exploratory factor analysis (EFA) provides an example of 
neglecting secondary factor loadings. The initial factor matrix is rotated to simple 
structure, in which each factor assumes maximum (primary) loadings on a subset of 
the variables and minimum (secondary) factor loadings on the other (e.g., Hair, 
Anderson, Tatham & Black, 1995; Norusis, 1988). A factor loading represents the 
correlation between the original variable and its factor. In determining a significance 
level for the interpretation of loading, an approach similar to determining the 
statistical significance of correlation coefficients could be used. For example, in a 
sample of 350 respondents, factor loadings of 0.30 and above are significant (Hair, 
Anderson, Tatham & Black, 1995). It means that the secondary factor loadings, which 
are below 0.30, are not interpreted in this case. 
In both EFA and SEM, parsimony error is a consequence of the scientific 
principle of parsimony, which requires that a theory achieve maximum explanatory 
and predictive value while invoking a minimum number of entities and relationships 
(Mulaik, James, Van Alstine, Bennet, Lind & Stilwell, 1989). Indeed, it might be 
reasonable to argue that the only "model" that is able to exactly reproduce the 
population covariance would be an unrestricted, saturated model with zero degree of 
freedom (Marsh, Hau & Grayson，2005), Parsimony lies at the devil's triangle, which 
is at the heart of the scientific enterprise. It attempts to describe complex observations 
in terms of a small set of underlying principles. These principles, which ideally 
28 
generalize across a wide range of cases and circumstances, provide a basis for 
prediction (Cheung & Rensvold, 2001). 
In SEM, the discrepancy between the estimated value and the value indicating 
perfect fit has three sources: misspecification, parsimony error, and sampling error 
(Cheung & Rensvold, 2001). The specification error (misspecification), which is a 
measure of the extent to which the approximating model differs from operating model 
in structure — that is, in the pattern of salient (nonzero) relationships (Steenkamp & 
Baumgartner, 1998). Previous studies on the adequacy of fit indices have been 
focused on the sensitivity of an index to model misspecification, namely, the ability to 
discriminate well- fitting from badly fitting models, without taking into account the 
parsimony error and sampling error .It cannot be accurately assessed, however, unless, 
parsimony error and sampling error are considered (Cheung & Rensvold, 2001). 
Because of the sensitivity of SEM analyses to even very minor model 
misspecification, these secondary factors have the potential to influence indicators of 
model fit and to influence parameter estimation (Hall et al., 1999). Thus, a good index 
should approach its maximum under correct specification with parsimony error and 
sampling error taken into account, but also degrade substantially under 
misspecification. 
Minimum Fit Function v^ s*. Normal-theory Weighted Least chi-square 
There are two commonly used estimation methods of chi-square statistics to 
compute fit indices. They are minimum fit function chi-square test statistic and 
normal-theory weighted least squares (NT-WLS) chi-square test statistic. Different 
softwares defaults different chi-square test statistics in the computation. For example, 
the use of normal-theory weighted least squares is the default for LISREL, while 
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minimum fit function chi-square test statistic is the default in AMOS. Since choice of 
chi-square test statistics depend on the multivariate normality and also on the method 
of estimation used to fit the model to the data (such as, ULS, GLS, ML, WLS and 
DWLS), under certain condition, there is also other chi-squares statistics that can be 
used^, and hence, different fit measures that can be computed from them. Many of the 
fit indices depend on chi-square explicitly or implicitly, such as NCP and RMSEA 
and their confidence limits. 
However, most researchers and SEM users do not distinguish between the two 
frequently used chi-square test statistics. In LISREL, starting with version 8.50, a 
decision has been made to default these and other fit statistics on Normal Theory 
Weighted Least Squares Chi-square. This makes a difference compared to previous 
version of LISREL, where Minimum Fit Function Chi-square was used as default for 
computing the fit statistics (Joreskog, Sorbom, Toit and Toit, 2003). The choice of 
NT- WLS chi-square instead of MFF chi-square is not based on the belief that MFF 
chi-square is better chi-square than NT- WLS chi-square. Rather it is because NT-
WLS chi-square has asymptotic chi-square for all the methods of estimation, which is 
not the case with MFF chi-square. (Hu, Bentler & Kano, 1992) 
Moreover, since previous simulations of various fit indices are based on the 
minimum fit function chi-square test statistic computation. Thus, the behaviors of fit 
indices and the applicability of the existing rule of thumb of fit indices needs to be 
reexamined based on the normal-theory weighted least squares (NT-WLS) chi-square 
test statistic computation. 
5 LISREL provides four different chi-square test statistics (CI, C2, C3, and C4): 
CI Minimum Fit Function Chi-square 
C2 Normal Theory Weighted Least Squares Chi-square 
C3 Satorra-Bentler Scaled Chi-square 
C4 Chi-square Corrected for Non-Normality 
30 
This is in particular problematic for those incremental fit indices, such as TLI 
and CFI, where the chi-square value of hypothesized model is compared with the chi-
square value of independence model. Minimum Fit Function chi-square test statistic 
and Normal Theory Weighted Least Squares chi-square test statistics values for 
independence model usually differ by a great extent. Hence, a Minimum Fit Function 
chi-square test statistic based incremental fit index differs from Normal Theory 
Weighted Least Squares chi-square test statistic incremental fit indices substantially. 
Rule of Thumb 
As discussed above, many Monte Carlo studies were conducted concerning 
model fit in which data are simulated to investigate the performance of fit indices 
under different model parameter conditions. The second important issue that Monte 
Carlo researchers in SEM have sought is the development of well-defined "rules of 
thumb" for assessing model appropriateness. The rationale behind is that, given the 
sample size problem of the chi-square test discussed above, SEM researchers 
developed various indices which adjusted the chi-square test statistics for the size of 
sample size, number of variables, and the degree of freedoms, in order to specify the 
graduated approximate fit of a model to data. While the conventional chi-square 
represents an exact fit test, the new indices would indicate the degree to which a 
model might be "discrepant", rather than a binary fit or no-fit decision (Mulaik, 2007). 
Many of these new indices are intended to range between zero (no fit) and one 
(perfect fit), but as Hu and Rentier (1995) note, the sampling distributions of 
goodness-of-fit indices are unknown with the exception of chi-square so that critical 
values for fit indices are not defined. Nevertheless, over the years SEM researchers 
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were trying to look for the appropriate threshold-value for an approximate fit index to 
indicate ‘‘acceptable fit”. 
Many SEM studies often cited Bentler and Bonett's (1980) work as the source 
for proposing over 0.90 as the "threshold" to define the well fitting for a wide range of 
GFIs for SEM users. In their study, they discussed at length several issues relating to 
SEM that were still emerging at the time, including alternative loss functions and 
estimators (i.e., least squares, generalized least squares, and maximum likelihood), 
proper interpretation of the overall test of goodness of fit, the x2 statistic's 
dependency on sample size, tests of hierarchically nested models and ；)(2 tests, and 
incremental fit indices. They also proposed the often reported NFI as a summary 
index of overall model fit (Bentler and Bonett, 1980; Lance, Butts and Michels, 2006). 
What they really discussed about the cutoff value of fit indices was that "experience 
will be required to establish values of the indices that are associated with various 
degrees of meaningfulness of results. In our experience, models with overall fit 
indices of less than .9 can usually be improved substantially (refer only to NFI and 
TLI)" (Bentler and Bonett, 1980). What indicated their original work is that they did 
not explicitly mention the .90 cutoff indicating well-fitting models and can be applied 
to a wide range of overall GFIs. Thus, as it was pointed out that the stringent 
acceptance of these values is largely an urban legend (Vandenberg, 2006). 
Not until late 1990s，Bentler and his colleagues published several influential 
papers and further investigated the golden “Rule of thumb". Their rigorous approach 
to studying the criterion problem was to design a Monte Carlo study considering a 
variety of indexes under different data conditions (sample size, variate independence, 
and distributional assumptions) (Hu and Bentler, 1998, 1999). Subsequently, some 
empirically based cutoff criteria for fit indexes were proposed (Hu and Bentler, 1999) 
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in model fit assessment: a cutoff value close to 0.95 for the ML-based TLI, BL89, CFI, 
RNI. and Gamma Hat; a cutoff value close to 0.90 for Mc; a cutoff value close to 0.08 
for SRMR; and a cutoff value close to 0.06 for RMSEA. The two-index strategy and 
the proposed cutoff criteria for fit indexes in model fit assessment have been gaining 
popularity in SEM applications(e.g., Corten et al., 2002; DiStefano, 2002; Glaser, 
2001, 2002; Moulder &Algina, 2002; Pomplun & Omar, 2001). 
More recently, some researchers provided more detailed comments and 
analyses on the utility of using the proposed cutoff criteria by Hu and Bentler (1998, 
1999) in model fit assessment. Based on reasoning and the empirical findings, some 
research examined the rationale for the two-index strategy as proposed by Hu and 
Renter (1998, 1999)( Fan & Sino，2005). In their study, they replicated the study by 
Hu and Bentler (1998) to reevaluate the validity of the rationale of the proposed two-
index strategy. In the study design, there were two important changes: (a) Two types 
of model misspecifications (misspecified factor covariances vs. misspecified factor 
loadings) had comparable severity of misspecification, and (b) misspecified factor 
covariances did not result in a large number of zeros in the model-based covariance 
matrix. Their conclusion is that previous conclusions concerning the proposed two-
index strategy bu Hu and Bentler (1998, 1999) were not supported. They also pointed 
out that ‘‘SEM researchers should reconsider the applicability of the two-index 
strategy in model fit assessment in SEM applications". 
Based on theoretical and empirical grounds, another study also highlighted 
some important issues and problems in the practice of using the proposed cutoff 
criteria in model fit assessment within the framework of hypothesis testing (Marsh, 
Hau, and Wen, 2004). Their research investigated Type I and Type II error rate in 
applying the fit indices with their cutoff value proposed by Hu and Bentler (1998, 
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1999). They pointed out that many of the misspecified models considered by Hu and 
Bentler (1998, 1999) provided a sufficiently good fit in relation to population 
approximation discrepancy that they should have been classified as acceptable models 
even according to the more stringent cutoff values proposed by Hu and Bentler (1998, 
1999). Hence, the rejection of these acceptable models should have caused a Type I 
error, which leading to a complicating patterns in their decision rules (Marsh, Hau，& 
Wen, 2004). In their research, they also showed that the statistics "consistently 
outperformed all the seven fit indices in terms of correctly rejecting misspecified 
model “• They further noted that whereas approximate fit indices were originally 
created to specify the degree of fit to data, their current use had evolved into a kind of 
hypothesis test whereby each index was assigned a threshold value and exactly the 
same binary decision as might be made with the (fit/no-fit) was now being made 
with these indices (Barrett, 2007). 
The discussion of such issue can be rooted in the two major strategies in 
classifying fit assessment in covariance structure models. It is pointed out that the 
initial developments in this area emphasized classic null hypothesis testing 
approaches. Such as Chi-square test, which is asymptotically distributed, can be 
compared with critical reference values of a chi-square distribution with q degrees of 
freedom for a test at a prespecified Type I error level a . Thus, as we can see from this 
first strategy, fit can be defined in terms of the dichotomous decision of whether or 
not the test statistic value is less than the (1- a ) % critical value for a q degrees of 
freedom central chi-square distribution. A second strategy of fit assessment differs 
from these null hypothesis based tests of model fit by avoiding the dichotomous 
decision strategy implied by a statistical decision rule (Tanaka, 1993). In a seminal 
paper, Bentler and Bonett (1980) extended the logic of Tucker and Lewis (1973) by 
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considering the relative fit of competing models. They argued that the utility of fit 
assessment would be enhanced by an expression emphasizing a normed zero-one 
metric with values approaching one indicative of increasing levels of fit. Their logic 
of fit is based on comparison to some baseline model. Fit assessment in this 
framework can be thought of as relative in that A is defined only in terms of choice of 
a specific baseline model. Thus A can be made arbitrarily large (or small) depending 
upon which model is chosen as a comparison standard (Tanaka, 1987). 
In a review article summarized SEM studies in psychological journals to 
evaluate what constitutes current practice (McDonald and Ho, 2002), not surprisingly, 
all 41 studies in their review reported a global Chi-square test as well as at least one 
fit index. The most popular index was the CFI or RNI (21 studies), followed by 
RMESA (20 studies), GFI (15 studies), TLI (13 studies) and NFI (9 studies), as well 
as others. Researchers typically reported more than one fit indices. Standards of an 
acceptable fit were typically 0.90 or better for those indices designed to vary on a 0 to 
1 scale (e.g., RNI, CFI, GFI, TLI, NFI), whereas RMSEA values of less than 0.05 
were interpreted as a "good" fit and those of less than 0.08 were interpreted as an 
acceptable fit. In addition, a majority (33) of the studies also used Chi-square 
difference tests to choose the nest model from among nested models. The authors also 
noted that their current thinking about global goodness of fit indices, indicating that 
"there is no established empirical or mathematical basis for their use (p.72). They 
expressed the skeptical of the increasingly prevalent, mechanistic application of fit 
indices in relation to prescribed cutoff values as a substitute for good judgment based 
on the complicated interplay among goodness of fit, substantive interpretability, 
theory, and empirical consideration. 
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Most recently, the same line of research evoked a discussion on “a re-
examination of fit assessment strategies in SEM" in a special issue of Personality and 
Individual Difference (2007). One study advocated the abandonment of approximate 
fit indices and more reliance on the chi-square test (Barrett, 2007). He emphasized 
chi-square test as the only statistical test for SEM models at the moment. He further 
noted that the assessment of model to data should not by a simple binary test result, 
but from a multiple-perspective set of assessments which are primarily concerned 
with predictive accuracy, parsimony, as well as theoretical meaningfulness. Such 
assessment has to be some theory-substantive or real world substantive criterion 
which served as the standard of predictive accuracy of a model, and that such 
predictive accuracy can be replicated using at least one cross-validation strategy 
(Barrett, 2007). 
In response to the opinion above, another paper proposed eight 
recommendations for the improved reporting of research based on structure equation 
modeling (Bentler, 2007). He did not agree with Barett (2007) in believing chi-square 
test as the only "exact" fit testing approach. He pointed out that the conditions for a 
test statistics to be precisely chi-square distributed would be rarely met exactly, and 
what is printed out as a precise p-value would tend to be rather crude and error-prone 
approximation to what this probability would be under ideal conditions. To support 
this opinion, he reemphasized the four reasons which lead to acceptance or rejection 
of the null hypothesis via a test based on 7 to be inappropriate or incomplete (Bentler, 
1990,p.238): 
(1) Some basic assumptions underlying r m a y be false, and the 
distribution of the statistic may not be robust to violation of 
these assumptions; (2) No specific model B] ^ may be 
assumed to exist in the population, and T is intended to provide 
^ S is the population covariance matrix, the model is £(没），and 6> is a vector of parameters 
36 
a summary regarding closeness of E to S, but not necessarily a 
test of E = (3) In small samples, T may not be chi-
square distributed; hence the probability values used to evaluate 
the null hypothesis may not be correct; (4) In large samples any 
a priori hypothesis X = Z(0)^ although only trivially false, 
may be rejected". Today we know that other considerations 
also apply. 
Also, he cited some recent researches findings on the limitations of 7 extend to 
the typical situation where the most general model has been rejected and chi-square 
difference tests are conducted (Maydeu-Olivares & Cai, 2006; Yuan & Bentler, 2004). 
Moreover, ,he stated his doubt about the concept of approximate fit is misleading or 
wrong and believed the current research on well-functioning statistical tests of 
approximate or "close" fit is right on target. 
Another paper in the same issue shared Barett (2007)，s concerns about the lax 
standards often adopted in model testing and agreed with most of his arguments. 
However, the author did not reach the same conclusion as Barett (2007) from the four 
previous researches cited in support of the recommendation to abandon approximate 
fit indices (Markland, 2007). He contended that approximate fit indices can play a 
useful part in a multi-faceted strategy for determining model adequacy, provided they 
are not elevated to the status of golden rules. Also, he discussed some conditions 
under which it could be legitimate to accept a model which has failed the chi square 
test. 
There is also another study evaluated some aspects of the recommended 
editorial policy in light of recent literature and finds a number of weaknesses 
proposed by Barett (2007) (Goffin, 2007) : such as predictive accuracy suggestions do 
not take advantage of the SEM literature, the chi-square test is overemphasized, 
power in SEM analyses is underemphasized, and a number of important aspects of 
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model assessment are not considered. Further, he provided some suggestions for a 
more comprehensive editorial policy regarding SEM articles. 
Returning to the problem of the existing "rule of thumb" cutoff values. By 
clearly pointing out the three sources, that is, misspecification, parsimony error and 
sampling error, which causes the discrepancy between the estimated value and value 
indicating perfect fit, one study augmented Hu and Bentler's (1998, 1999) conclusion 
of commonly used cutoff values by taking parsimony error and sampling error into 
account in order to accurate assess model fit (Cheung and Rensvold, 2001). Their 
simulation suggested that more complex models should be evaluated using lower 
cutoff values, as determined by the sampling distribution of the fit indices been used. 
On the other hand, simpler models should be evaluated using higher cutoff values, 
(e.g., TLI�0.90) 
The objective of this paper, therefore, is to use Monte Carlo simulation to 
investigate several critical questions related to fit indices. First, how sensitivity of 
various fit indices to the effect of model parameters, such as number of factors and 
indicators? Second, is the stability of various fit indices the same across different 
degree of factor reliability? (i.e., the effect of measurement error on fit indices is 
studied). Third, what is the influence of parsimony error on the performance of 
various fit indices and how appropriate is the existing criteria for model fit when 
parsimony error is present? Fourth, what is the effect of change computation of the 
chi-square test statistics to behavior of fit indices and the existing rule of thumb? 
Finally, for a given relatively stable fit index, what's the diamond criterion, which can 
be used in practice to evaluate the adequacy of models to achieve reasonable Type I 




Forty fit indices were selected in this study. For those chi-square test statistics 
based fit indices, we included both indices which computed based on the normal-
theory weighted least squares (NT-WLS: C2) chi-square test statistic value and 
indices which based on the minimum fit function chi-square (CI) test statistic value in 
the study. In such way, we included all the fit indices output based on both CI and C2 
chi-square test statistics. Totally, there are forty fit indices in Table 1. Among them, 
there are twenty-two fit indices are from current LISREL output file; fourteen fit 
indices are from additional text file with the file extension "FTB" that contains a 
listing of these goodness-of-fit statistics based on the minimum fit function chi-square 
(CI) test statistic; the rest four fit indices, Gamma Hat (CI and C2) and McDonald fit 
index (C1 and C2) are calculated manually. 
Design of Monte Carlo Simulations 
The simulation was based on measurement models only. A total of 96 different 
models were generated by varying the parameters shown in Table 2: the number of 
factor F (either 2 or 3); factor reliability level (0.5, 0.7 and 0.9); the number of items 
per factor I (3, 4, 5 or 6), which the total number of items vary from 6 to 18; the factor 
variance V (.36 or .81), which are equivalent to factor loadings equal to 0.6 and 0.9 
when latent construct is standardized. This range of model parameters, which follows 
Anderson and Gerbing,s (1984) simulation, was an attempt to represent a range of 
models encountered in practice, whereas keeping the size of the simulation within 
manageable limits. Two different sample sizes N (200 or 400), which represents a 
large sample size in practice and most commonly used in organizational research, 
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were estimated with maximum likelihood (ML) method. In the measurement model, 
the correlations among three factors are set as: r2i equals to 0.39, tzs equals to 0.618, 
and r3i equals to 0.28. 
Model complexity and Model Specification 
SEM models of simple to moderate complexity were simulated in this study. 
The degree of SEM model complexity is a characteristic that is difficult to define, 
because complexity depends not only on the number of observed variables, but also 
on the number of latent variables, as well as on the unique relation pattern among both 
given observed and latent variables (Fan, Thompson & Wang, 1999). Most 
substantive studies using SEM involved from two to six latent variables, with about 
two to six indicators for each latent variables (Gerbing & Anderson, 1993). The 
models simulated in this study, with two or three factor, each of which has three to six 
items, with the degrees of freedom ranges between 8 and 132. 
For each combination of model parameters, we used five different models 
representing perfect fit model (Model 1), slightly misspecified model (Model 2: 
parsimony error with single secondary loading), misspecified model (Model 3: large 
effect), slightly misspecified model (Model 4: parsimony error with multiple 
secondary loadings), and misspecified model (Model 5: medium effect), as indicated 
in figure 1 to 5. 
Although a perfect fit model is relatively easy to specify in simulation research, 
model misspecification is difficult to handle for at least two reasons: (1) model 
misspecification can take such a variety of forms and (2) the degree of model 
misspecification is not easily quantified, so it is difficult to make a priori predictions 
about the severity of misspecification (Gerbing & Anderson, 1993). Basically, a 
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model is said to be misspecified when (a) one or more parameters are estimated 
whose population values are zeros (i.e., an overparameterized misspecified model), (b) 
one or more parameters are fixed to zeros whose population values are nonzeros (i.e., 
an underparameterized misspecified model). Strictly speaking, an overparameterized 
misspecified model is not a problem, because it simply overparametered the true 
model by sacrificing the degrees of freedom; however, an underparameterized 
misspecified model is a problem, because in such way, the true parameter value can 
be biased. 
In this study, model misspecification was achieved by deleting true paths (i.e., 
by setting some parameter values to be zero, when, in fact, they were not). The degree 
of model misspecification was determined by the size of the deleted path. The terms 
large and medium misspecification are used here simply to indicate the different 
degrees of misspecification; by no means should there terms be generalized beyond 
this study. For large effect size misspecified model 3, as shown in figure 3, the 
approximating model K is an underparameterized misspecified model, by missing one 
path from the simulated operating model. The large misspecification effect is due to 
the loading size of the deleted path set as the same as the original model (e.g., either 
0.6 or 0.9). For medium effect size misspecified model 5, as shown in figure 5, the 
approximating model K is an underparameterized misspecified model, by missing one 
path from the simulated operating model. The medium misspecification effect is due 
to the loading size of the deleted path at 0.4 being relatively smaller than the original 
ones. 
For the model with parsimony error specification, secondary path(s) are 
excluded in the model, which represent most SEM users will drop small secondary 
factor loadings purposefully in model specification. The degree of parsimony error 
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was determined by the number of the deleted paths. The terms single and multiple 
secondary loadings are used here simply to indicate the different degrees of 
parsimony error included; by no means should there terms be generalized beyond this 
study. For Model 2, as shown in figure 2, the approximating model K is a model with 
parsimony error, by intention drops a single small secondary loading size at 0.2. For 
Model 4, as shown is figure 4, the approximating model K is a model with parsimony 
error, by intention drops multiple small secondary loadings (every five items have one 
small secondary loadings) size at 0.2. 
Considering various model parameter and specification combinations, the 
simulation covers a range of 480 (2*4*2*3*2*5) models. For each model type, 200 
replications are generated. In total, this simulation includes 96000 (480*200) SEM 
models. 
Simulation Procedure 
Simulation programming was implemented through a combination of LISREL, 
PRELIS and dBASE languages. For each combination of model parameters, five 
different models representing: one true population model (model 1), two slightly 
misspecified models (with parsimony error single and multiple secondary loadings, 
model 2 and 4), and two misspecified models (large and medium effect, model 3 and 
5) were used to examine: first, the degree of sensitivity to different model parameter 
of various fit indices; second, the adequacy of rules of thumb conventional and 
several new cutoff values for fit indices used for model evaluation. 
As indicated in figure 1, two hundreds replications were performed for each of 
the 96*5 approximating models k represented by each combination of the model 
parameters. During each replication, the approximate covariance Y.,, was augmented 
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with selected secondary relationships. For model 1 representing true population model, 
the covariance matrix of the simulated operating model was(Z；。)—，LISREL was 
then used to fit (So)"胡 to the original model k, which did not include the secondary 
relationship. The simulated covariance (ZQ),/^ had no specification error and 
parsimony error because model k was the starting point in producing both matrices. 
For model 2 and 4 representing model with parsimony error, the nonsignificant small 
secondary factor loadings ( 0.2) were generated by adding a single path ( from factor 
two to the second item of factor one) or one multiple paths by every five original 
paths (every five items have one small secondary loadings). In this case, the simulated 
covariance (So)^/；^ still had no specification error because model k was the starting 
point in producing both matrices. It did, however, include parsimony error because 
did not include the additional secondary relationships that had been added to 
create ( Z 州 . F o r model 3 and 5 representing model with specification error, the 
significant secondary factor loadings (0,6 or 0.9) were generated by adding a single 
path (from factor two to the second item of factor one) with large or medium 
misspecification effect. In this case, the simulated covariance (Zo)^；^ did have 
specification error because the structure from the operating model to approximating 
model was significantly changed. 
For every combination of model parameters in each of the five models (96*5), 
a sample size N was drawn from the population, and each of the models was 
estimated in that sample. The data for a given sample size were generated based on 
the structure specified by an operating model, and then the goodness-of-fit between 
the approximating model and the generated data was tested. The results were saved, 
and the process was repeated for 200 replications. This process was repeated for two 
43 
sample sizes. The forty fit indices based on ML methods were calculated and saved in 
LISREL output file. Then, the output file was imported into LISREL again as a new 
psf file with all the variables defined as continuous. Next, we saved and exported 
LISREL data as the text file. 
For every combination of model parameters in each of the five models (96*5), 
the output of all forty fit indices value text file was then exported into Excel file. In 
addition, for different fit indices, the proportion of models that were rejected were 
computed for each cell of the simulation design on the basis of a prespecified cutoff 
value (e.g., values below 0.90 or 0.95 for TLI and values above 0.08 or 0.1 for 
RMSEA). In each combination of model parameters, for true model (model 1) and 
model with model with slightly misspecification (parsimony error, model 2 and 4), the 
percent of models rejected when compared with a conventional cutoff value would 
give a measure of the Type I error committed by the usage of the respective index for 
model acceptance/rejection decision, whereas, for the misspecified model (model 3 
and 5 with large and medium effect), the percent of models rejected when compared 
with a conventional cutoff value would give a measure of power committed by the 
usage of the respective index for model acceptance/rejection decision, 
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Results 
Measurement error and Cronhach 's alpha 
Reliability measures the degree to which a set of indicators of a latent 
construct is internally consistent in their measurements. The indicators of highly 
reliable constructs are highly interrelated, indicating that they all seem to measure the 
same thing. Cronbach's (1951) alpha coefficient is the most popular reliability 
coefficient in social science research. It measures the reliability of a simple sum of 
tau-equivalent or parallel measures (Bollen, 1989). When the Cronbach's alpha is 
high, it means a high internal consistence among the indicators. Table 3 shows the 
summary statistics of Cronbach's alpha value of all the models for different 
parameters across three factor reliability level, 0.9, 0.7 and 0.5. From the table, it can 
be seen that the mean value of Cronbach's alpha under factor reliability level at 0.9 is 
0.97 with a standard deviation 0.02 (see Figure 6); the mean value of Cronbach's 
alpha under factor reliability levels at 0.7 is 0.91 with a standard deviation 0.02 (see 
Figure 7); the mean value of Cronbach's alpha under rho levels at 0.5 is 0.81 with a 
standard deviation 0.04 (see Figure 8). The calculated Cronbach's alpha value is 
unreasonably high when factor reliability equals 0.9, which ranges between 0.90 and 
0.98. Such almost prefect reliability measures are seldom encountered in most 
organizational studies in practice. Because we all know from both practical and 
theoretical perspectives that we cannot perfectly measure a concept and that some 
degree of measurement error is always present. Nunnally (1978, p. 245) recommends 
that instruments used in basic research have reliability of about .70 or better. He adds 
that increasing reliabilities much beyond .80 is a waste of time with instruments used 
for basic research. Hence, the following analysis is based on two factor reliability 
levels, that is, 0.7 and 0.5. 
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A statistical summary of each fit index across the 200 replications and the 
empirical rejection frequency based on existing rules of thumb were tabulated across 
two factor reliability values of 0.7 and 0.5 in Table 5 and 6. Table 4 lists the "rule of 
thumb" being used to generate the result. Using various existing cutoff values, 
average rejection rates across models with different parameters for each of the fit 
indices under five types of model specifications were calculated and tabulated for two 
sizes of factor reliability levels. Model 1 is the perfect fit model, Model 2 is the 
slightly mis specified model with parsimony error (single secondary loading), Model 3 
is the misspecified model with large effect size, Model 4 is slightly misspecified 
model with parsimony error (multiple secondary loadings), and Model 5 is the 
misspecified model with medium effect size. The results were tabulated in Table 5 
and 6. The acceptable Type I error rate for model 1, 2 and 4 is below or equals to 5%. 
Though there is no rule about how much power is enough, however, power of .80 or 
above is usually judged to be adequate (Cohen, 1988; Murphy & Myors, 1998). Thus, 
for misspecified model, model 3 and 5, the power to reject these models should be at 
least 80%,. 
How sensitive are various fit indices to the effect of model parameters? 
First, the sensitivity of various fit indices was examined. The effects of model 
parameters on the FIs were assessed by performing a separate ANOVA for each index. 
The numbers, indicating the proportion of variance in each fit index accounted for by 
each predictor variable or interaction term, are presented in Tables 7 through 11. Note 
that the reported variance accounted was calculated by dividing the Type III sum of 
squares for a given predictor or interaction term by the corrected total sum of squares 
(i.e., corrected total variance). Only effects sizes larger than practical significant level 
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5% are shown in the tables. As it is showed in the Table, the effects of model 
parameters on various fit indices are: number of items, number of factors, the 
interaction term of number of factor and number of items, sample size, factor loadings 
and factor reliability. Other interaction terms, such as sample size and number of 
items and number of factors, are not listed in Table; mainly because they are below 
the practical significant level. 
Model 1 (perfect fit model) 
For the perfect fit model (see Table 7), first, the number of items per factor 
affected twenty fit indices and accounted for the proportion of variance range from 5 
to 78 percent, with an average of 37 percent. For parsimony fit indices, which are the 
largest group of indices sensitive to number of items per factor, the proportions of 
variance in PGFI, PNFI (C2), and PNFI (CI) accounted by number of items are as 
large as 0.73, 0.78 and 0.78 respectively. For information fit indices, the second 
largest sensitive group to the number of items per factor, such as, ECVI (C2), AIC 
(C2), CAIC (C2), number of items accounted for the proportion of variance equals to 
0.36, 0.53, and 0.52 accordingly. 
Second, the number of factors also affected twenty-one fit indices and 
accounted for the proportion of variance range from 3 to 42 percent, with an average 
of 21 percent. It accounted the largest variance in the Information Indices, such as 
ECVI (C2: "2=0.25), AIC (C2: rf =0.31), and CAIC (C2: 77'=0.42). In addition, 
interaction effect of number of factors and items was detected in C2 chi-squareA^ 
(7/2=0.09) and information fit indices ECVI (7/2=0.04), AIC (7]'=0.06), and CAIC 
("2=0.04) . 
Third, sample size significantly influenced fifteen fit indices and accounted for 
the proportion of variance range from 4 to 43 percent, with an average of 23 percent. 
47 
For example, sample size can explain 43% and 28% variance in Goodness of Fit 
Indices, AGFI and GFI perceptively. It can also account for a 34% proportion of 
variance in SRMR and 32% of variance in RFI (C2). 
Fourth, the result shows that among the forty fit indices, factor loading only 
affect one index significantly, that is RMR for a variance explained equals to 45 
percent. 
The last parameter to consider is the influence of factor reliability on the 
behavior of forty fit indices. Form Table 7，we can see that eight indices were 
sensitive to the factor reliability levels, with a range of variance from 3 percent to 30 
percent, averaged at 20 percent. Among these fit indices, the Incremental Fit Indices, 
were influenced most, RFI (C2) and NFI (C2) were accounted by factor reliability for 
a variance as 30% and 29%. Also, SRMR shows 17% influence by the reliability level 
accordingly. 
In sum, for perfect fit model, seventeen fit indices are not affected by any of 
the model parameter, they are, PVALUE (CI and C2), NCP (C2), RMSEA (CI and 
C2), TLI (CI and C2), CFI (CI and C2), IFI (CI and C2), Chi-square/^//(Cl and C2), 
Gamma Hat (CI and C2), and Mc (CI and C2); which are relatively stable compared 
to other indices. 
Model 2 (model with parsimony error, single secondary loading) 
For the model with parsimony error (see Tables 8), the number of items per 
factor affected twenty-seven fit indices and accounted for 4 to 78 percent of variance, 
with an average of 31 percent. The group of parsimony fit indices is the largest group 
of indices affected by number of items. The proportion of variance accounted by 
number of items per factor in PGFI, PNFI (C2), and PNFI (CI) are 0.73, 0.78 and 
0.77 respectively). For information fit indices, ECVI (C2), AIC (C2), CMC (C2)，the 
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second largest group affected, number of items accounted for the proportion of 
variance are 0.36, 0.50, and 0.50. In sum, the sensitivity of various fit indices to the 
number of items per factor in Model 2 is very similar to Model 1. 
Second, the number of factors also affected twenty-two fit indices and 
accounted for the proportion of variance range from 4 to 39 percent, with an average 
of 19 percent. It accounted the largest variance in the Information Indices, such as 
AIC (C2: 77'=0.33), and CMC (C2: 77' =0.39). In addition, interaction effect of 
number of factors and items was detected in C2 chi-square/J/" ( rf =0.07) and 
information fit indices ECVI (772=0.04), AIC (77'=0.06), and CMC (7；'=0.04). 
Third, sample size significantly influenced eighteen fit indices and accounted 
for the proportion of variance range from 5 to 28 percent, with an average of 17 
percent. For example, sample size can explain 28% and 25% variance in Goodness of 
Fit Indices, AGFI and GFI perceptively. It can also account for a 28% proportion 
variance in NFI (C2) and in RFI (CI). 
Fourth, the result shows that among the forty fit indices, factor loading affect 
total of twenty-seven indices significantly, with an average variance explained as 11.4 
percent, which was very differently as in Model 1. The variance explained for RMR 
equals to 55 percent, was the highest amount of variance by factor loadings to the rest 
of the fit indices. And sixteen percent of the variance of SRMR was accounted by 
factor loading. 
From Table 8, we can see that twenty-two indices were sensitive to the factor 
reliability levels, with a range of variance from 4 percent to 30 percent, averaged as 
24 percent. Among these fit indices, Non-centrality Based Indices, were influenced 
most, the variance of Mc (C2) and NCP (C2) were accounted by factor reliability at 
21%. Also, 23% of variance of Gamma Hat (CI and C2) are influenced by the 
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reliability level. Apparently, for Model 2，there were more fit indices sensitive to the 
factor reliability compared to Model 1. 
In sum, for model with parsimony error (single secondary loading), IFI (C2) is 
the only fit index that is not affected by any model parameter. Also, compare to 
Model 1 (perfect fit model), in Model 2 (model with parsimony error, single 
secondary loading), factor loading and factor reliability level are more likely to 
influence the behavior of fit indices. 
Model 3 (misspecified model, large effect) 
For misspecified model (see Tables 9), first, the number of items per factor 
affected thirty-five fit indices and accounted for the proportion of variance range from 
4 to 73 percent, with an average of 25 percent. For parsimony fit indices, the largest 
group of indices affected by number of items, the proportion of variance accounted by 
number of items per factor in PGFI, PNFI (C2), and PNFI (CI) are 0.68, 0.73 and 
0.68 respectively. For information fit indices, the second largest group affected, ECVI 
(C2), AIC (C2), CAIC (C2), number of items accounted for a proportion of variance 
equals to 0.45, 0.41, and 0.46.. 
Second, the number of factors also affected thirty-two fit indices and 
accounted for the proportion of variance range from 4 to 36 percent, with an average 
of 19 percent. It accounted largest variance in the Incremental Fit Indices, such as TLI 
(CI: 772=0.36)，CFI (C2: 77'-0.30), IFI (C2: ^ '=0.30), and RFI (C2: It 
also can explain the proportion of variance in RMSEA (CI: ；72二0.34). In addition, 
interaction effect of number of factors and items was detected in C2 PCLOSE 
(772=0.06)，AGFI (77'=0.04), TLI (C2:77' =0.05), RFI (C2: 77' =0.06), and Chi-
s q u a r e / C I and C2: 772=0.04). 
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Third, sample size significantly influenced eighteen fit indices and accounted 
for the proportion of variance of them range from 4 to 39 percent, with an average of 
13 percent. The Non-centrality Based Index, NCP, was most significantly affected by 
sample size compared to other fit indices. Its variance was accounted by the sample 
size at 38.9%. Also, sample size can explain 20% and 16% variance in the 
Information Fit Indices, AIC (C2) and CAIC (C2) perceptively. 
Fourth, the result shows that among the forty fit indices, factor loading only 
affect one index significantly, that is RMR for a variance explained equals to 65.6 
percent, which falls into the same pattern as in Model 1. 
From Table 9, we can see that twenty-eight indices were sensitive to the factor 
reliability levels, with a range of variance from 4 percent to 59 percent, averaged as 
25 percent. Among these fit indices, Gamma Hat were influenced most, both in CI 
and C2, were accounted by factor reliability for a variance as 59% and 48%. Also, 
48% of variance in GFI was influence by the reliability level. 
In sum, for misspecified model (large effect) four fit indices are not affected 
by any model parameters, they are, PVALUE (CI and C2), CFI (CI) and Mc (CI). 
Also, Compare to model 2, in model 3, number of factors affect the behavior of 
RMSEA, TLI, and CFI significantly; while factor loadings only affect RMR 
significantly. 
Model 4 (model with parsimony error, multiple secondary loadings) 
For model with multiple parsimony errors (see Tables 10), first, the number of 
items per factor affected thirty-seven fit indices and accounted for the proportion of 
variance range from 3 to 77 percent, with an average of 26 percent. For parsimony fit 
indices, the largest group of indices affected by number of items, the proportion of 
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variance in PGFI, PNFI (C2), and PNFI (CI) accounted by number of items per factor 
are 0.71, 0.77 and 0.76 respectively. For information fit indices, the second largest 
group affected, ECVI (C2), AIC (C2), CMC (C2), number of items accounted for a 
proportion of variance equals to 0.43, 0.52, and 0.52. The patterns consisted with 
previous three models. 
Second, the number of factors also affected twenty-five fit indices and 
accounted for the proportion of variance range from 3 to 33 percent, with an average 
of 15 percent. It accounted the largest variance in the Information Indices, such as 
ECVI (C2: 7/2=0.22), AIC (C2: 772=0.26), and CMC (C2: =0.33). In addition, 
interaction effect of number of factors and items was detected in CI chi-square 
(772=0.06) and information fit indices ECVI (77'=0.04), AIC (77'=0.05), and CMC 
("2=0 .04) . 
Third, sample size significantly influenced twenty-two fit indices and 
accounted for the proportion of variance range from 3 to 27 percent, with an average 
of 12 percent. For example, sample size can explain 27% and 25% variance in, NFI 
(C2) and RFI (CI) perceptively. 
Fourth, the result shows that among the forty fit indices, factor loading affect 
total of thirty-one indices significantly, with an average variance explained as 13.88 
percent, ranges from 3 percent to 55 percent. RMR, its variance accounted by factor 
loading equals to 54.6 percent, was the highest amount in all fit indices. The variance 
of SRMR was accounted for 19 percent. Followed by CFI (C2), IFI (C2), Gamma 
Hat all been explained by sample size around 18% respectively. 
From Table 10, we can see that thirty-four indices were sensitive to the factor 
reliability levels, with a range of variance from 3 percent to 30 percent, averaged as 
13 percent. Among these fit indices, Gamma Hat were influenced most and accounted 
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by factor reliability for a variance as 30%. Also, RMSEA (CI and C2) and PCLOSE 
(C2) shows 25% and 28% influence by the reliability level accordingly. 
In sum, for model with parsimony error (multiple secondary loadings), all fit 
indices are affected by one or more model parameters. Compare to Model 1 (perfect 
fit model), in Model 4 (model with parsimony error, multiple secondary loadings), 
factor loading and factor reliability level are more likely to influence the behavior of 
fit indices, which pattern is similar to model 2. 
Model 5 (misspecified model, medium effect) 
For misspecification model 5 (see Tables 11), all the fit indices are affected by 
at least one model parameter. First, the number of items per factor affected thirty-
three fit indices and accounted for the proportion of variance range from 3 to 78 
percent, with an average of 26 percent. For parsimony fit indices, the largest group of 
indices affected by number of items, the proportion of variance accounted by number 
of items per factor in PGFI, PNFI (C2), and PNFI (CI) are 0.71, 0.78 and 0.74 
respectively. For information fit indices, the second largest group affected, ECVI 
(C2), AIC (C2), CAIC (C2), number of items accounted for a proportion of variance 
equals to 0.37，0.42, and 0.47. 
Second, the number of factors also affected thirty-two fit indices and 
accounted for the proportion of variance range from 4 to 30 percent, with an average 
of 16 percent. It accounted the largest variance in the Information Indices, such as 
ECVI (C2: 77'=0.19), AIC (C2: 77'-0.20), and CAIC (C2: 77'=0.30). In addition, 
interaction effect of number of factors and items was detected in TLI (C2) (772 =0.05)， 
RFI (C2) ("2=0.05)，and C2 Chi-square/^Z/C"'=0.05). 
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Third, sample size significantly influenced twenty-two fit indices and 
accounted for the proportion of variance range from 4 to 23 percent, with an average 
of 11 percent. For example, sample size can explain 18% and 23% variance in NCP 
(CI) and NCP (C2). 
Fourth, the result shows that among the forty fit indices, factor loading affect 
total of thirty-six indices significantly, with an average variance explained as 14.6 
percent, ranges from 3 percent to 63 percent. RMR for a variance explained equals to 
62.65 percent, was the highest amount of variance by factor loadings to the rest of the 
fit indices. Another Error of Approximation Indices, SRMR variance was accounted 
for 21.5 percent. Followed by CFI (C2), IFI (C2), Gamma Hat all been explained by 
sample size around 16% respectively. 
From Table 11, we can see that thirty-three indices were sensitive to the factor 
reliability levels, with a range of variance from 3 percent to 44 percent, averaged at 18 
percent. Among these fit indices, Gamma Hat were influenced most and accounted by 
factor reliability for a variance of 43.81%. Also, Mc (CI and C2), GFI and AGFI 
shows 43% , 35% and 30% influence by the reliability level accordingly. 
In sum, the sensitivity of various fit indices to model parameters discussed 
above varies differently across the degree of model specification. Even within a same 
Model specified, some fit indices are relatively more stable than others. Thus, not 
only the cut-off values for the more stable fit indices needs to be identified but if the 
fit index values are affected by a few model parameters, cut-off values at various 
levels of model parameters needs to be proposed as well. 
Are various fit indices behave the same across different desree of factor reliability? 
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Differences in behaviors of the existing cutoff value on fit indices under 
different model specifications across two levels of factor reliability levels were 
examined. From Table 5，Fit Function based indices, when factor reliability equals to 
0.7, with a cutoff value 0.05, the p value of chi-square (CI) shows rejection rates as 
81% and 96% in rejecting model 2 and model 4, whereas the rejection rates for model 
3 and 5 is 100%; in contrast, when factor reliability equals to 0.5, with a cutoff value 
0.05, the p value of chi-square (CI) rejection rate drops to 31.5% and 48% in rejecting 
model 2 and model 4, whereas rejection rates for model 3 and 5 is 100% and 87%. To 
explore the reasons behind the change in the rejection rates across two factor 
reliability levels, table 12 to 13 lists the means of forty fit indices across five model 
specifications across two factor reliability levels. Compared Table 12 and Table 13, 
we can see that, when factor reliability level changes from 0.7 to 0.5, the mean value 
of p value of chi-square (CI) increased 224% in model 2 and 374% in model 4 
respectively, which explained the significant decrease in the rejection rates 
accordingly between two factor reliability level. Also, p value of chi-square (C2), 
when factor reliability equals to 0.7, with a cutoff value 0.05, shows rejection rates at 
78% and 96% in rejecting model 2 and model 4, whereas the power to reject model 3 
and 5 is 100%; in contrast, when factor reliability equals to 0.5, with a cutoff value 
0.05, the p value of chi-square (C2) rejection rates drops to 28.5% and 47% in 
rejecting model 2 and model 4, whereas the power to reject model 3 and 5 is 100% 
and 86.5%. 
For Non-centrality based indices, with a cutoff value of 0.90 (Hu and Bentler, 
1999), Table 5 shows that Mc (CI) has enough power as 100% and 82% to reject both 
large and median effect misspecified model 3 and 5 under factor reliability as 0.7. 
However, its power decreases to 92,5% and 4% to reject both large and median effect 
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misspecified model 3 and 5 under factor reliability as 0.5. At the same time while the 
rejection rate is 13% for model 4 under factor reliability equals to 0.7; the rejection 
rate becomes much smaller as only 0.5% under 0.5 factor reliability. Refer to table 12 
and 13, the drop in the power to reject model five between factor reliability 0.7 and 
0.5 is due to the mean value of Mc (CI) increase by 10%. For model 4，the decrease 
of rejection rate in reliability levels as 0.5, is because of the rise of Mc (CI) mean 
value by 5.5%. Also, for Mc (C2) shows power as 100% and 77% to reject both large 
and median effect misspecified model 3 and 5 under factor reliability as 0.7, however, 
its power decreases to 94.5% and 4% to reject both large and median effect 
misspecified model 3 and 5 under factor reliability as 0.5. At the same time while the 
rejection rate is 11.25% for model 4 under factor reliability equals to 0.7; the rejection 
rate becomes much smaller as zero under 0.5 factor reliability. 
For Error of Approximation index, RMSEA, with a cutoff value of 0.08 under 
0.5 factor reliability level, rejection rate of RMSEA (CI) in model 1, 2, and 4 are zero, 
but its power to reject the large and median misspecification model 3 and 5 is 57.5% 
and 2.5 %, which is much below the satisfactory level of 80%. It's getting worse 
when the cutoff value move up to 0.1, the power becomes 5.5% and zero to reject 
model 3 and model 5 accordingly. In contrast, under 0.7 factor reliability level, the 
power of RMSEA (CI) to reject the misspecified model of large and medium effect 
size at 100% and 75% rate perceptively. However, its goes up to 6.9% in rejecting 
Model 4 (models with parsimony error: multiple secondary loadings). When factor 
reliability level increase from 0.5 to 0.7, the increase of the power of RMSEA (CI) 
mainly because the mean values of RMSEA (CI) increase 61% and 100% in 
misspecification models with large and medium effect size. For RMSEA (C2), under 
0.5 factor reliability level, with a cutoff value of 0.08，the power of the test to reject 
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models with large (model 3) and medium (model 5) misspecification are 57.% and 
1.5%; the rejection rate of model with parsimony errors (model 2 and model4) are 
zero. When factor reliability equals to 0.7, the power to reject misspecified Model 3 
and Model 5 are 100% and 71%, whereas, the rejection rate of Model 2 and Model 4 
become zero and 5.5%. 
For Incremental indices, when factor reliability level is 0.7, with a cutoff value 
of 0.95, the power of TLI (CI) to reject misspecified models, Model 3 and Model 5, 
are 100% and 56%, the rejection rate of TLI (CI) to reject models with parsimony, 
Model 2 and Model 4, are zero and 3.25%. When factor reliability is 0.5, the power of 
TLI (CI) to reject misspecified models, Model 3 and Model 5, are 96% and 34%, the 
rejection rate of TLI (CI) to reject models with parsimony, Model 2 and Model 4, are 
1.5% and 4%. For TLI (C2), when factor reliability level is 0.7, with a cutoff value of 
0.95, the power of TLI (C2) to reject misspecified models, Model 3 and Model 5, are 
93% and 2.25%, the rejection rate of TLI (CI) to reject models with parsimony, 
Model 2 and Model 4, are zero. When factor reliability is 0.5, the power of TLI (C2) 
to reject misspecified models, Model 3 and Model 5, are 44.5% and 3%, the rejection 
rate of TLI (CI) to reject models with parsimony, Model 2 and Model 4, are zero. 
Next, for Incremental index, CFI (CI), with a cutoff value of 0.95, when factor 
reliability level is 0.7, the power of CFI (CI) to reject misspecified models, Model 3 
and Model 5, are 100% and 17%, the rejection rate of CFI (CI) to reject models with 
parsimony, Model 2 and Model 4, are zero. When factor reliability is 0.5, the power 
of CFI (CI) to reject misspecified models, Model 3 and Model 5, are 81.5% and 13%, 
the rejection rate of CFI (CI) to reject models with parsimony, Model 2 and Model 4, 
are zero. For CFI (C2), when factor reliability level is 0.7, with a cutoff value of 0.95, 
the power of CFI (C2) to reject misspecified models, Model 3 and Model 5, are 
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43.5% and zero; the rejection rate of CFI (C2) to reject models with parsimony, 
Model 2 and Model 4，are zero. When factor reliability is 0.5, the power of CFI (C2) 
to reject misspecified models, Model 3 and Model 5, are 11.5% and zero, the rejection 
rate of CFI (C2) to reject models with parsimony, Model 2 and Model 4, are zero. 
How appropriate is the existing criteria for model fit when parsimony error is present? 
Third, we investigated the influence of parsimony error on the performance of 
various fit indices and how appropriate is the existing criteria for model fit when 
parsimony error is present. 
Under factor reliability level as 0.7，for Fit function based indices, p value of 
chi-square (CI), with a cutoff value of 0.05, the rejection rate under perfect fit model 
(Model 1) is 6%. The same criterion rejected 81% of the models with parsimony error 
with single secondary loading (Model 2). For models with parsimony error with 
multiple secondary loadings (Model 4), the rejection rate further increases to 96%. If 
the cutoff value changes to 0.01, p value of chi-square (CI), the rejection rate under 
perfect fit model (Model 1) is 1%. The rejection rate for models with parsimony error 
with single secondary loading (Model 2) increases to 61%. For models with 
parsimony error with multiple secondary loadings (Model 4), it further increases to 
88.25%. Also, p value of chi-square (C2), with a cutoff value of 0.05, Type I error 
rate under perfect fit model (Model 1) is 5%. For model with parsimony error with 
single secondary loading (Model 2), the rejection rate increases to 77.5%. For models 
with parsimony error with multiple secondary loadings (Model 4), it further increases 
to 95.75%. If the cutoff value changes to 0.01, for p value of chi-square (C2), 
rejection rate under perfect fit model (Model 1) is 1%; under model with parsimony 
error with single secondary loading (Model 2), it increases to 55.75%; under models 
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with parsimony error with multiple secondary loadings (Model 4), it further increases 
to 89.5%. 
For Non-centrality based indices, Mc (CI), with a cutoff value of 0.90, Type I 
error rate under perfect fit model (Model 1) is zero. For model with parsimony error 
with single secondary loading (Model 2), the rejection rate increases to 3%; whereas 
for models with parsimony error with multiple secondary loadings (Model 4), it 
further increases to 13%. For Mc (C2), with a cutoff value of 0.90, the rejection rate 
under perfect fit model (Model 1) is zero; under model with parsimony error with 
single secondary loading (Model 2) is 2%; and under models with parsimony error 
with multiple secondary loadings (Model 4) is 11.25%. 
For Error of Approximation Index RMSEA (CI), with a cutoff value of 0.08, 
Type I error rate under perfect fit model (Model 1) is zero; under model with 
parsimony error with single secondary loading (Model 2), the rejection increases to 
0.25%; under models with parsimony error with multiple secondary loadings (Model 
4), it further increases to 6.75%. For RMSEA (C2), with a cutoff value of 0.08, the 
rejection rate under perfect fit model (Model 1) is zero; it is also zero under model 
with parsimony error with single secondary loading (Model 2). The rejection rate 
increases to 5.5% for models with parsimony error with multiple secondary loadings 
(Model 4). 
For Incremental Indices, most of the indices show a rejection rate less than 
5% rate when parsimony is present in Model 2 and Model 4, except for NFI (CI). 
With a cutoff value of 0.95, Type I error rate of NFI (CI) under perfect fit model 
(Model 1) is zero. For model with parsimony error with single secondary loading 
(Model 2), the rejection rate increases to 1.75%; whereas for models with parsimony 
error with multiple secondary loadings (Model 4), it further increases to 15.75%. 
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Under factor reliability level at 0.5，for Fit function based indices, p value of 
chi-square (CI), with a cutoff value of 0.05, the rejection rate under perfect fit model 
(Model 1) is 6%; For model with parsimony error with single secondary loading 
(Model 2), the rejection rate increases to 31.5%; For models with parsimony error 
with multiple secondary loadings (Model 4), it further increases to 48%. If the cutoff 
value changes to 0.01, p value of chi-square (CI), Type I error rate under perfect fit 
model (Model 1) is 1.5%. For model with parsimony error with single secondary 
loading (Model 2), the rejection rate increases to 10.5%; whereas for models with 
parsimony error with multiple secondary loadings (Model 4), it further increases to 
26.5%. Also, p value of chi-square (C2), with a cutoff value of 0.05, Type I error rate 
under perfect fit model (Model 1) is 5%. For model with parsimony error with single 
secondary loading (Model 2), the rejection rate increases to 28.5%; whereas for 
models with parsimony error with multiple secondary loadings (Model 4), it further 
increases to 47%. If the cutoff value changes to 0.01, for p value of chi-square (C2), 
Type I error rate under perfect fit model (Model 1) is 1%. Under model with 
parsimony error with single secondary loading (Model 2), the rejection rate increases 
to 9%; under models with parsimony error with multiple secondary loadings (Model 
4), it further increases to 24.5%. 
For Non-centrality Based index, Mc (CI and C2) and Error of Approximation 
Indices, RMSEA (CI and C2), all indices show a zero or close to zero rejection rate 
when parsimony is present in Model 2 and Model 4. 
For Incremental Indices, all indices show a rejection rate with less than 5% 
when parsimony is present in Model 2 and Model 4, except for NFI (CI). With a 
cutoff value of 0.95, Type I error rate of NFI (CI) under perfect fit model (Model 1) is 
10.5%,; under model with parsimony error with single secondary loading (Model 2), 
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the rejection rate increases to 35.5%; under models with parsimony error with 
multiple secondary loadings (Model 4), it further increases to 50%. We can see that 
when parsimony error is present in Model 2 and Model 4, its Type I error rate increase 
25% and 39.5% compared to in perfect fit model 1. 
What are the effects of change in computation of the chi-square test statistics (from 
CI to C2)on behaviors of fit indices and the existing rule of thumb? 
Under the reliability level as 0.7, for p value Chi-square, the mean values of p 
value Chi-square (CI) from Model 1 to Model 5 are 0.47, 0.0662, 0, 0.03land 0.0019. 
Using the existing cutoff value of 0.05 to assess model fit on five models with 
different specifications, for Model 1, 2 and 4, the Type I error rate are 6%, 81% and 
96%; for Model 3 and 5, the power of tests are both 100%. In comparison, the mean 
values of p value Chi-square (C2) from Model 1 to Model 5 are 0.4951, 0.0767, 0, 
0.0337 and 0.0027. Again, with a cutoff value of 0.05, the Type I error rate for Model 
1, 2, and 4 are 5%, 77.5% and 95.8%, whereas, the power of test for Model 3 and 
Model 5 are still both 100%. 
For Error of Approximation Indices, RMSEA, the mean values of RMSEA 
(CI) from Model 1 to Model 5 are 0.0128, 0.0527, 0.1405, 0.0635 and 0.0952. Using 
the existing cutoff value of 0.08 to assess model fit on five models with different 
specifications, for Model 1, 2 and 4, the Type I error rate are zero, 0.25% and 6.75%; 
for Model 3 and 5, the power of tests are 100% and 75% accordingly. In comparison, 
the mean values of RMSEA (C2) from Model 1 to Model 5 are 0.0116, 0.0513, 
0.1307, 0.0627 and 0.0927. Again, with a cutoff value of 0.08，the Type I error rate for 
Model 1, 2, and 4 are zero, zero and 5.5%; whereas, the power of test for Model 3 
and Model 5 are 43.5% and zero. Thus, we can see that, without Type I error rate 
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change in testing Model 1, 2 and 4，the power of test to reject the large effect 
misspecified model 3 decreases from 100% to 71% when the chi-square changed from 
CI to C2. 
For CFI, the mean values of CFI (CI) from Model 1 to Model 5 are 0.9979, 
0.9851, 0.9116, 0.9783 and 0.9568. Using the existing cutoff value of 0.95 to assess 
model fit on five models with different specifications, for Model 1, 2 and 4, the Type I 
error rate are zero, for Model 3 and 5, the power of tests are 100% and 17% 
accordingly. In comparison, the mean values of CFI (C2) from Model 1 to Model 5 
are 0.9987, 0.9903, 0.9446, 0.9871 and 0.9725. Again, with a cutoff value of 0.95, the 
Type I error rate for Model 1, 2，and 4 are zero, whereas, the power of test for Model 
3 and Model 5 are 43.5% and zero. Thus, we can see that, without Type I error rate 
change in testing Model 1, 2 and 4, the power of test to reject the large effect 
misspecified model 3 decreases from 100% to 43.5% when the chi-square changed 
from CI to C2 to calculate CFI. This can be explained by the mean of CFI increased 
by 3.7%. 
For TLI, the mean values of TLI (CI) are 0.9994, 0.9787, 0.8749, 0.9703 and 
0.9380 from Model 1 to Model 5.With a cutoff value of 0.95, the power of TLI (CI) 
to reject the large effect misspecified model 3 and medium effect misspecified model 
5 are 100% and 56.25%, whereas the Type I error rates in testing Model 1，2, and 4 
are zero, zero and 3.25%. In contrast, the mean values of TLI (C2) are 0.9997, 0.9857, 
0.9192, 0.9816 and 0.9592 from Model 1 to Model 5. With a cutoff value of 0.95, the 
power of TLI (C2)to reject model 3 and model 5 are 93% and 2.25%, whereas the 
Type I error rates in testing Model 1, 2, and 4 are all zero. Such drop in the power to 
reject the medium effect misspecified model 5 was due to the mean value of TLI 
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increased by 2.3%. The pattern of the power falls in the same way in the behavior of 
IFI and NFL 
For NFI, the mean values o f N F I (CI) are 0.9789, 0.9653, 0.8946, 0.9591 and 
0.9381 of Model 1 to Model 5. Using the cutoff value as 0.95, the Type I error rates 
in accepting Model 1, 2, and 4 are zero, 1.75%, and 15.75% and the powers to reject 
Model 3 and Model 5 are 100% and 89.5%. When chi-square test statistics changed 
from CI to C2, the mean value of NFI (C2) became 0.9997, 0.9857, 0.9192, 0.9816 
and 0.9592 accordingly. While the Type I error rate in Model 1 2, and 4 all turned to 
zero, the power to reject Model 3 and Model 5 decreased to 84. % and 2.75%..When 
chi-square change from CI to C2, NFFs Type I error rate reduced from 15.75% to 
zero in Model 4, accounted by a mean increase of 0.0225; whereas, the power of the 
test to reject Model 5 also drops 96.9%, because of the mean value increase by 
0.0211. 
For IFI (CI), the mean values of Model 1 to Model 5 are 0.9995, 0.9853, 
0.9122, 0.9785 and 0.9571. Using the existing cutoff value of 0.95 to assess model fit 
on five models with different specifications, for Model 1, 2 and 4, the Type I error 
rate are zero, for Model 3 and 5, the power of tests are 100% and 16.25% accordingly. 
In comparison, the mean values of IFI (C2) from Model 1 to Model 5 are 0.9997, 
0.9904, 0.9449, 0.9872 and 0.9726. Again, with a cutoff value of 0.95，the Type I 
error rate for Model 1, 2, and 4 are zero, whereas, the power of test for Model 3 and 
Model 5 are 42.75% and zero. Thus, we can see that, without Type I error rate change 
in testing Model 1, 2 and 4, the power of test to reject the large effect misspecified 
model 3 decreases from 100% to 42.75%, whereas the power of test to reject the 
medium effect misspecified model 5 decreases from 16.25% to zero, when the chi-
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square changed from CI to C2 to calculate IFI. This can be explained by the mean of 
IFI increased by 0.0327 and 0.0155 respectively. 
What，s the diamond criterion, which can be used in practice to evaluate the adequacy 
of models to achieve reasonable Type I error rate and enough power? 
Performance of Conventional Cutoff Values for ML-based Fit Indices 
First, we evaluated the performance of Hu and Bentler's (1999) Two-index 
strategy under different model specifications across two levels of factor reliability. In 
Table 5 and 6, the result shows that all the sixteen rules do not reject the perfect fit 
model 1 and slightly misspecified model 2 and 4 with zero rejection rates under both 
0.7 and 0.5 reliability levels. But they all indicate a lack of power in rejecting the 
misspecified models. For the large effect misspecification model 3, under the 0.7 
factor reliability size, 12 out of 16 shows a power of 65.5%, with the one CFI cutoff 
value 0.95 and SRMR 0.09 based on C2, the power even drops as low as 26%. Even 
worse, under the 0.5 Rho Size, all 16 rules power went down to below 3% in rejecting 
model 3. For the median effect misspecified model 5, all sixteen rules show zero 
power rates to reject the model. In sum, Hu and Bentler(1999) Two-index strategy is 
not powerful enough. 
Next, our discussion mainly focused on some most frequently used fit indices, 
such as SRMR, RMSEA, CFI and TLI. The tendency for committing Type I error of 
the ML-based fit indices was evaluated based on the rejection rated obtained for 
slightly misspecified Model 2 (Model with parsimony error, single secondary loading) 
under various parameter conditions. Here, the models with factor reliability level as 
0.5 were chosen for analysis. The result is shown in Table 14. The power of each fit 
index was evaluated based on the rejection rates obtained for the misspecified Model 
64 
3 (large effect) under various parameter conditions. The result is shown in Table 15. 
Note that our purpose here is to evaluate adequacy of the rules of thumb conventional 
cutoff values listed in Table 4 and if it is not appropriate, try to preliminary explore a 
better cutoff value instead. 
For SRMR, with a cut off value of 0.08, the Type I error rate to reject Model 2 
was below 5% for all the parameter conditions. But its power to reject the large effect 
misspecified Model 3 was all below the adequate 80% level for all the parameter 
conditions. 
For RMSEA (C2), with a cut off value of 0.08, the Type I error rate to reject 
Model 2 was below 5% for most of parameter conditions, except for two factor model 
with three items for sample size as 200 (both factor loading as 0.6 and 0.9) and 400 
(factor loading as 0.6). However, its power to reject the large effect misspecified 
Model 3 were below 80% for all three factor model conditions and two factor with 
six items when sample size as 200. With a cut off value of 0.1, The Type I error to 
reject Model 2 was below 5% for almost all models, except one condition, that is a 
two factor with three items model when sample size is 200 and factor loading is 0.6. 
However, its power to reject the large effect misspecified Model 3 was below 80% for 
all three factor model conditions and two factor with five and six items for both 
sample size a s 200 and 400. 
For RMSEA (CI), with a cut off value of 0.08, the Type I error rate to reject 
Model 2 was below 5% for most of parameter conditions, except for two factor model 
with three items for sample size as 200 (both factor loading as 0.6 and 0.9) and 400 
(factor loading as 0.6), and for two factor model with four items for sample size as 
200 (factor loading as 0.6). However, its power to reject the large effect misspecified 
Model 3 was below 80% for all three factor model conditions and two factor with six 
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items when sample size as 200. With a cut off value of 0.1, The Type I error to reject 
Model 2 was below 5% for almost all models, except one condition, that is a two 
factor with three items model when sample size is 200 and factor loading is 0.6. 
However, its power to reject the large effect misspecified Model 3 was below 80% for 
all three factor model conditions and two factor with five and six items for both 
sample size a s 200 and 400. 
For TLI (C2), with a cutoff value of 0.90, the Type I error rate to reject Model 
2 was below 5% for all the parameter conditions. But its power to reject the large 
effect misspecified Model 3 was all below the adequate 80% level for all the 
parameter conditions. With a cutoff value of 0.95, the Type I error rate to reject 
Model 2 was below 5% for most of parameter conditions, except for two factor model 
with three items for sample size as 200 (both factor loading as 0.6 and 0.9) and 400 
(factor loading as 0.6), and for two factor model with four items for sample size as 
200 (factor loading as 0.6). However, its power to reject the large effect misspecified 
Model 3 was below 80% for all three factor model conditions and two factors with 
six items for both sample size as 200 and 400. 
For TLI (CI), with a cutoff value of 0.90, the Type I error rate to reject Model 
2 was all below 5% for almost the parameter conditions, except for two factors with 
three items with factor loading as 0.6 in sample size equals to 200. However, its 
power to reject the large effect misspecified Model 3 was below 80% for all three 
factor model conditions and two factor with six items when sample size as 200 and 
400, and 2 factor with three and five items when sample size as 200. With a cutoff 
value of 0.95, the Type I error rate to reject Model 2 was all below 5% for most the 
parameter conditions, except for the followings 10 conditions, two factor with three 
items for both sample size as 200 and 400, two factor with four items for both sample 
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size as 200 and 400 (factor loading as 0.6), three factor with three items when sample 
size as 200 and 400 (factor loading as 0.6). Its power to reject the misspecified Model 
3 was above the adequate level 80% for most of the parameter conditions, except for 
three factor with three items for both sample size as 200 and 400 (factor loading as 
0.9), and three factor with six items when sample size as 200 and factor loading as 0.9. 
For CFI (C2), with a cut off value of 0.90, the Type I error rate to reject Model 
2 was below 5% for all the parameter conditions. But its power to reject the large 
effect misspecified Model 3 was all below the adequate 80% level for all the 
parameter conditions. With a cutoff value of 0.95, the Type I error rate to reject 
Model 2 was below 5% for all the parameter conditions. But its power to reject the 
large effect misspecified Model 3 was almost all below the adequate 80% level for all 
the parameter conditions, except for when two factor with four items when sample 
size equals 400 and the factor loading as 0.9. 
For CFI (CI), with a cut off value of 0.90, the Type I error rate to reject Model 
2 was below 5% for all the parameter conditions. But its power to reject the large 
effect misspecified Model 3 was all below the adequate 80% level for all the 
parameter conditions. With a cut off value of 0.95, the Type I error rate to reject 
Model 2 was below 5% for almost all the parameter conditions, except for two factor 
with 3 and 4 items when sample size as 200 and factor loading equals 200. But its 
power to reject the large effect misspecified Model 3 mostly above the adequacy 80% 
level, except for the following conditions, two factor with three items with sample 
size as 200 and factor loading as 0.6，three factor with all three, four, five and six 
items when sample size equals 200, and three factor with six items when sample size 
as 400. 
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For those model parameters conditions, in which the conventional cut off 
values failed to achieve the 5% Type I error rate and adequate 80% power, I tried to 
look for a new cutoff value instead. First, in Model 2, I find out if any existing cutoff 
value can make the rejection rate under different model parameter combinations 
below 5% as most as possible. From Table 14, we can see that for RMSEA (C2) with 
cutoff value as 0.1, SRMR with cutoff value as 0.08, TLI (C2) with cutoff value of 
0.90, CFI (C2) with cutoff value off 0.90 and 0.95, and RMSEA (CI) with cutoff 
value of 0.1, TLI (CI) with cutoff value of 0.90, and CFI (CI) with cutoff value of 
0.90 and 0.95. Second, I check the power of the fit indices with their cutoff values 
identified in the first step in reject the misspecified Model 3 (large effect). From Table 
15, I can see that for SRMR with cutoff value as 0.08, TLI (C2) with cutoff value of 
0.90, and CFI (C2 &C1) with cutoff value off 0.90, the power to reject the Model 3 
was below the adequate level of 80% under all the parameter combinations. For other 
indices, using the conventional cutoff value also showed a tendency to over reject the 
three factor models and the two factors with three items models (e.g., simple model 
complexity models). Thus, in order to achieve the enough power while keep the Type 
1 error rate below 5% for the model parameter condition as most as possible, I tried 
different new cutoff values, and found out that, among all the fit indices, with a new 
proposed cutoff 0.96, CFI (CI) can accomplish such purpose to the largest extent, as 
shown in Table 16. 
A systematic way to explore the “Rule of Thumb,，of the cutoff values 
For fit index SRMR, as shown in Table 17, for a total thirty-two combinations 
of model parameters, thirty-two cutoff values were identified accordingly, for Model 
2 (model with parsimony error, single secondary loading) controlling the Type I error 
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rate at 5% level. The cutoff values ranges from 0.04 to 0.06. As it is discussed in the 
first research question, when the model is slightly misspecified with parsimony error 
(single secondary loading), the behavior of SRMR can be significantly explained by 
the sample size and factor loading size (see Table 8). From Table 17, the cutoff value 
of SRMR with 5% Type I error rate decrease when the factor loadings size increase 
from 0.6 to 0.9, when other model parameters, such as number of factors, items, 
sample size , and factor reliability remains the same. Also, the cutoff value of SRMR 
with 5% Type I error rate decrease when the sample size increase from 200 to 400, 
when other model parameters, such as number of factors, items, factor loading(s), and 
factor reliability remains the same. However, for the following three sets of model 
parameter combinations, the 5% Type I error cutoff value listed above can not achieve 
the 80% adequacy power rate even for the large effect size misspecification (Model 3), 
they are, two factor with three items with sample size as 200, three factor with three 
items when sample size as 200, and three factor with three items with sample size as 
400 when the factor loading is 0.6. In order to get a sufficient power to detect the 
large effect size misspecification, we may tolerate a 10% Type I error rate in Model 2. 
Thus, for three sets model parameter conditions mentioned above, we loosen up the 
Type I error rate from 5% to 10% in Model 2, and it is shown that two of three 
improve the power level close to 80% adequacy level in detecting the large effect size 
misspecifiaction, except for the power of the three factor with three items model with 
sample size as 200 and factor loading equals to 0.6, still as low as 50%. In other 
words, the power to detect the medium misspecification were low for most of the 
model parameter combinations under either Type I error rate as 5% or 10%. 
For fit index RMSEA (C2), as shown in Table 18, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
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accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.03 to 
0.11. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of 
RMSEA (C2) can be significantly explained by the model complexity ( number of 
factors and items) and factor loading size (see Table 8). From Table 17，the cutoff 
value of RMSEA (C2) with 5% Type I error rate decrease when the model complexity 
increase, when other model parameters, such as factor loading size, sample size, and 
factor reliability remains the same. Also, the cutoff value of RMSEA (C2) with 5% 
Type I error rate decrease when the factor loading size increase from 0.6 to 0.9, when 
other model parameters, such as number of factors, items, sample size, and factor 
reliability remains the same. However, for the following three sets of model 
parameter combinations, the 5% Type I error cutoff value listed above can not achieve 
the 80% adequacy power rate even for the large effect size misspecification (Model 3)， 
they are, two factor with three items with sample size as 200 and factor loading as 0.6, 
three factor with three items when sample size as 200 with both factor loading as 0.6 
and 0.9. In order to get a sufficient power to detect the large effect size 
misspecification, we may tolerate a 10% Type I error rate in Model 2. Thus, for three 
sets model parameter conditions mentioned above, we loosen up the Type I error rate 
from 5% to 10% in Model 2, and it is shown that two of three improve the power level 
above 80% adequacy level in detecting the large effect size misspecifiaction, except 
for the power of the three factor with three items model with sample size as 200 and 
factor loading equals to 0.6, still as low as 66%. In other hands, the power to detect 
the medium misspecification were low for most of the model parameter combinations 
under either Type I error rate as 5% or 10%. 
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For fit index RMSEA (CI), as shown in Table 21, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.03 to 
0.11. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of 
RMSEA (CI) can be significantly explained by the model complexity (number of 
factors and items) and factor loading size (see Table 8). From Table 21, the cutoff 
value of RMSEA (CI) with 5% Type I error rate decrease when the model complexity 
increase, when other model parameters, such as factor loading size, sample size, and 
factor reliability remains the same. Also, the cutoff value of RMSEA (CI) with 5% 
Type I error rate decrease when the factor loading size increase from 0.6 to 0.9, when 
other model parameters, such as number of factors, items, sample size, and factor 
reliability remains the same. However, for the following three sets of model 
parameter combinations, the 5% Type I error cutoff value listed above can not achieve 
the 80% adequacy power rate even for the large effect size misspecification (Model 3), 
they are, two factor with three items with sample size as 200 and factor loading as 0.6, 
three factor with three items when sample size as 200 with both factor loading as 0.6 
and 0.9. In order to get a sufficient power to detect the large effect size 
misspecification, we may tolerate a 10% Type I error rate in Model 2. Thus, for three 
sets model parameter conditions mentioned above, we loosen up the Type I error rate 
from 5% to 10% in Model 2, and it is shown that two of three the power level 
increased to 81% adequacy level in detecting the large effect size misspecifiaction, 
except for the power of the three factor with three items model with sample size as 
200 and factor loading equals to 0.6, still as low as 60%. In other hands, the power to 
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detect the medium misspecification were low (not enough 80%) for most of the model 
parameter combinations under either Type I error rate as 5% or 10%. 
For fit index TLI (C2), as shown in Table 19, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.92 to 
0.99. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of TLI 
(C2) can be significantly explained by the model complexity (number of factors and 
items) and factor loading size (see Table 8). From Table 19, the cutoff value of TLI 
(C2) with 5% Type I error rate increase when the model complexity increase, when 
other model parameters, such as factor loading size, sample size, and factor reliability 
remains the same. Also, the cutoff value of TLI (C2) with 5% Type I error rate 
increase when the factor loading size increase from 0.6 to 0.9, when other model 
parameters, such as number of factors, items, sample size, and factor reliability 
remains the same. However, for the following five sets of model parameter 
combinations, the 5% Type I error cutoff value listed above can not achieve the 80% 
adequacy power rate even for the large effect size misspecification (Model 3), they 
are, two factor with three items with sample size as 200 (both factor loading as 0.6 
and 0.9) three factor with three items when sample size as 200( both factor loading as 
0.6 and 0.9), and three factor with three items with sample size as 400 when the factor 
loading as 0.6. In order to get a sufficient power to detect the large effect size 
misspecification, we may tolerate a 10% Type I error rate in Model 2. Thus, for five 
sets model parameter conditions mentioned above, we loosen up the Type I error rate 
from 5% to 10% in Model 2, and it is shown that two of five improve the power level 
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above 80% adequacy level in detecting the large effect size misspecifiaction, except 
for the power of the three factor with three items model with sample size as 200 and 
factor loading equals to 0.6, and three factor with three items models with sample size 
as 200 for both factor loading as 0.6 and 0.9, are still as low as 72%, 51%, and 69% 
accordingly.. In other hands, the power to detect the medium misspecification were 
low for most of the model parameter combinations under either Type I error rate as 
5% or 10%. 
For fit index TLI (CI), as shown in Table 22, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.89 to 
0.98. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of TLI 
(CI) can be significantly explained by the model complexity ( number of factors and 
items) and factor loading size (see Table 8). From Table 22, the cutoff value of TLI 
(CI) with 5% Type I error rate increase when the model complexity increase, when 
other model parameters, such as factor loading size, sample size, and factor reliability 
remains the same. Also, the cutoff value of TLI (CI) with 5% Type I error rate 
increase when the factor loading size increase from 0.6 to 0.9, when other model 
parameters, such as number of factors, items, sample size, and factor reliability 
remains the same. However, for the following four sets of model parameter 
combinations, the 5% Type I error cutoff value listed above can not achieve the 80% 
adequacy power rate even for the large effect size misspecification (Model 3), they 
are, two factor with three items with sample size as 200 and factor loading as 0.6， 
three factor with three items models when sample size as 200 with both factor loading 
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as 0.6 and 0.9, and three factor with three items model with sample size as 400 and 
factor loading as 0.6. In order to get a sufficient power to detect the large effect size 
misspecification, we may tolerate a 10% Type I error rate in Model 2. Thus, for four 
sets model parameter conditions mentioned above, we loosen up the Type I error rate 
from 5% to 10% in Model 2，and it is shown that one of four improve the power level 
to 87% adequacy level in detecting the large effect size misspecifiaction, except for 
the power of the three factor with three items model with sample size as 200 and 
factor loading equals to 0.6, and three factor with three items models with sample size 
as 200 and with factor loading as both 0.6 and 0.9, still are 75%, 56%, and 77% 
accordingly. In other words, the power to detect the medium misspecification were 
low for most of the model parameter combinations under either Type I error rate as 
5% or 10%. 
For fit index CFI (C2), as shown in Table 20, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.95 to 
0.99. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of CFI 
(C2) can be significantly explained by the model complexity (number of factors and 
items) and factor loading size (see Table 8). From Table 19, the cutoff value of CFI 
(C2) with 5% Type I error rate increase when the model complexity increase, when 
other model parameters, such as factor loading size, sample size, and factor reliability 
remains the same. Also, the cutoff value of CFI (C2) with 5% Type I error rate 
increase when the factor loading size increase from 0.6 to 0.9, when other model 
parameters, such as number of factors, items, sample size, and factor reliability 
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remains the same. However, for the following five sets of model parameter 
combinations, the 5% Type I error cutoff value listed above can not achieve the 80% 
adequacy power rate even for the large effect size misspecification (Model 3), they 
are, two factor with three items with sample size as 200 (both factor loading as 0.6 
and 0.9) three factor with three items models when sample size as 200( both factor 
loading as 0.6 and 0.9), and three factor with three items models with sample size as 
400 when the factor loading as 0.6. In order to get a sufficient power to detect the 
large effect size misspecification, we may tolerate a 10% Type I error rate in Model 2. 
Thus, for five sets model parameter conditions mentioned above, we loosen up the 
Type I error rate from 5% to 10% in Model 2, and it is shown that two of five improve 
the power level above 80% adequacy level in detecting the large effect size 
misspecifiaction, except for the power of the three factor with three items model with 
sample size as 200 and factor loading equals to 0.6, and three factor with three items 
models with sample size as 200 for both factor loading as 0.6 and 0.9, are still as low 
as 72%, 51 o/o, and 69% accordingly. In other hands, the power to detect the medium 
misspecification were low for most of the model parameter combinations under either 
Type I error rate as 5% or 10%. 
For fit index CFI (CI), as shown in Table 23, for a total thirty-two 
combinations of model parameters, thirty-two cutoff values were identified 
accordingly, for Model 2 (model with parsimony error, single secondary loading) 
controlling the Type I error rate as 5% level. The cutoff values ranges from 0.94 to 
0.98. As it is discussed in the first research question, when the model is slightly 
misspecified with parsimony error (single secondary loading), the behavior of CFI 
(CI) can be significantly explained by the number of items per factor and factor 
loading size (see Table 8). From Table 23, the cutoff value of CFI (CI) with 5% Type 
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I error rate increase when the number of items per factor increase, when other model 
parameters, such as factor loading size, sample size, and factor reliability remains the 
same. Also, the cutoff value of CFI (CI) with 5% Type I error rate increase when the 
factor loading size increase from 0.6 to 0.9, when other model parameters, such as 
number of factors, items, sample size, and factor reliability remains the same. 
However, for the following four sets of model parameter combinations, the 5% Type I 
error cutoff value listed above can not achieve the 80% adequacy power rate even for 
the large effect size misspecification (Model 3), they are, two factor with three items 
with sample size as 200 for factor loading as 0.6, three factor with three items models 
when sample size as 200( both factor loading as 0.6 and 0.9), and three factor with 
three items with sample size as 400 when the factor loading as 0.6. In order to get a 
sufficient power to detect the large effect size misspecification, we may tolerate a 
10% Type I error rate in Model 2. Thus, for four sets model parameter conditions 
mentioned above, we loosen up the Type I error rate from 5% to 10% in Model 2, and 
it is shown that one of five improve the power level above 80% adequacy level in 
detecting the large effect size misspecifiaction, except for the power of the three 
factor with three items model with sample size as 200 and factor loading equals to 0.6, 
and three factor with three items models with sample size as 200 for both factor 
loading as 0.6 and 0.9, are still as low as 75%, 56%, and 77% accordingly. In other 
words, the power to detect the medium misspecification were low for most of the 
model parameter combinations under either Type I error rate as 5% or 10%. 
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Discussion 
Our preliminary analyses indicated that the performance of various fit indices 
is complex related to the five questions discussed above. In spite of this complexity, 
there are some findings from the result in this study to guide us to choose the 
appropriate fit indices to evaluate different models based on certain criteria in practice. 
How sensitivity of various fit indices to the effect of model parameters? 
First, to answer this question, we need to identify which fit indices are 
relatively stable to different parameters across five different model specifications. For 
perfect fit model (Model 1), total seventeen fit indices have not been significantly 
influenced by any of the parameters, they are, PVALUE (CI and C2), NCP (C2), 
RMSEA (CI and C2), TLI (CI and C2), CFI (CI and C2), IFI (CI and C2), Chi-
square/J/(CI and C2), Gamma Hat (CI and C2), and Mc (CI and C2). For model 
with parsimony error with single secondary loading (Model 2), only one fit index, IFI 
(C2) has not been significantly affected by any of the parameters. For model with 
parsimony error with multiple secondary loadings (Model 4), the parameters had 
significant effect on all the listed forty fit indices. For misspecified model with large 
effect (Model 3), there were four fit indices not sensitive to the any of the parameters, 
they are, PVALUE (CI and C2), CFI (CI), and Mc (CI). For misspecified model with 
medium effect (Model 5), again, the parameters had significant effect on all the listed 
forty fit indices. 
Second, we look into how sensitivity of various fit indices to model 
complexity (number of items per factor and number of factors). Although the 
formulas for many fit indices (e.g., CFI and TLI) involve terms that adjust for degree 
of freedom, this study shows that number of items per factor and number of factors in 
the model affect most of the fit indices (except for C2 PVALUE of chi-square test). 
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Across all five levels of model specification, Parsimony Indices, PNFI (CI and C2) is 
most sensitive to model complexity. Information indices, ECVI (CI and C2), AIC (CI 
and C2), and CAIC (CI and C2) are second most sensitive to model complexity. Such 
finding is reasonable, because these indices were developed based on the rationale to 
control model complexity and reward model parsimony. For parsimony index, PNFI, 
past research showed that it had the tendency to overpenalize model complexity in 
some situations (Marsh, Hau and Gayson, 2005). For information indices, ECVI, AIC, 
and CAIC, Akaike (1974, 1987) and Schwartz (1978) each proposed to incorporate 
estimation penalties for model complexity to be used in comparing alternative models, 
which intended to appropriately balance the risks of under and overparametrized 
models. 
For Non-centrality Based Indices, Mc (CI and C2), is not sensitive to model 
complexity under perfect model specification and model with parsimony error (single 
secondary loading), but it is subjective to the influence of number of items per factor 
under both model with parsimony error (multiple secondary loadings) and 
misspecified model (medium effect). Under misspecified model (large effect), Mc (C2) 
is sensitive to number of items per factor, while Mc (CI) is not sensitive to model 
complexity. 
For Error of Approximation Indices, RMSEA (CI and C2) is not sensitive to 
model complexity under perfect fit model, but sensitive to model complexity when 
model is either slightly misspecified (model with parsimony error) or misspecifed 
model. This finding is consistent with the study by Cheung & Rensvold (2002). For 
SRMR, it is slightly sensitive to number of items per factor under perfect fit model; 
not sensitive to model complexity under model with parsimony error (single 
secondary loading); sensitive to number of items per factor under model with 
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parsimony error (multiple secondary loadings); sensitive to number of items per factor 
under misspecified model (large effect); and sensitive to number of factors under 
misspecified model (medium effect). 
For Goodness of Fit Indices, GFI sensitive to model complexity under all five 
levels of model specifications. Gamma Hat (CI and C2) is not sensitive to model 
complexity under both perfect fit model and model with parsimony error (single 
secondary loading), while it is sensitive to model complexity under misspecified 
model (large effect), sensitive to number of items per factor under model with 
parsimony error (multiple secondary loadings) and sensitive to number of factors 
under misspecified model (medium effect). 
For Incremental Indices, under perfect fit model, both TLI (CI and C2) and 
CFI (CI and C2) are not sensitive to model complexity. Under model with parsimony 
error (single secondary loading), TLI (CI) and CFI (CI) are sensitive to number of 
items per factor and TLI (C2) and CFI (C2) are sensitive to model complexity. Under 
misspecified model (large effect), while TLI (CI and C2) and CFI (C2) are sensitive 
to model complexity, CFI (CI) is not sensitive to model complexity. Under model 
with parsimony error (secondary factor loadings), TLI (CI) is not sensitive to model 
complexity, and TLI (C2) is slightly sensitive to model complexity. CFI (CI) is 
sensitive to number of items per factor, and CFI (C2) is sensitive to number of factors. 
Under misspecified model, both TLI (CI and C2) and CFI (CI and C2) are sensitive 
to model complexity. 
From the analysis above, we can see that only a few fit indices are not 
sensitive to model complexity under perfect fit model condition, they are, Mc (CI and 
C2), RMESA (CI and C2), Gamma Hat ( C I and C2), TLI (CI and C2), and CFI (CI 
and C2). But for slightly misspecified model (model 2 and model 4) and misspecified 
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model (model 3 and model 5), most of the fit indices failed to accommodate model 
complexity. When overall fit is examined, we often purposefully ignore the omission 
of small, theoretically unimportant factor loadings and correlated error terms in the 
model, which give rise to the parsimony error. The more complex of the model are, 
the more parsimony error generated. Hence, the models with more items and more 
factors can be expected to yield worse fit (Hall et al, 1999; Hu & Bentler, 1998). If 
models with more variables had worse fit, practitioners would be tempted to adopt a 
variety of less than suboptimal strategies. Past study has shown that if the number of 
variables affects various measure of fit, then researchers may mistakenly trim 
variables out of their models to achieve acceptable fit indices in the 0.90s (Marsh et 
al., 1998). Also, some investigators might collapse across items and form items 
parcels, thereby reducing the number of variables in the model (Hall et al, 1999). Still 
others might break down large models and estimated submodels that contain only a 
subset of variables. However, models containing more items per factor were better in 
that they demonstrated more proper solutions, more accurate parameter estimates, and 
greater reliability (Marsh et al., 1998). Perhaps the poor fit in models with many 
variables may explain why so many published confirmatory factor analysis and 
structural equation modeling studies are based on only two or three variables per 
factor (Kenny & McCoach, 2003). 
Third, we examine how sensitivity of different fit indices to sample size. 
Generally, the pattern association between the sensitivity of various fit indices to 
sample size is similar between perfect fit model (Model 1) and models with 
parsimony error (Model 2 and 4), also, similar between large (Model 3) and medium 
(Model 5) effect misspecified models. Goodness of fit indices, GFI and AGFI are 
most sensitive to sample size under perfect fit model and models with parsimony 
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errors, however, their sensitivity decrease under large and medium effect misspecified 
models. PGFI and Gamma hat (CI and C2) are not sensitive to sample size across five 
different model specifications. This is consistent with previous findings that the 
means of the sampling distributions of GFI and AGFI were positively associated with 
sample size (Anderson and Gerbing, 1984). However, Marsh and Balla (1994) study 
found GFI and AGFI were reasonably independent of N. For Incremental fit indices, 
NFI (CI) and C2) and RFI (CI and C2), the sensitivity to sample size decreases when 
the model misspcification degree increases. For other Incremental fit indices, TLI (CI 
and C2) and CFI (CI and C2), are not sensitive to sample size across all five levels of 
model specifications. The result of Incremental fit indices was consistent with 
previous findings. For example, Anderson and Gerbing (1984) found that the NFI was 
systematically affected by sample size, whereas TLI was not. Gerbing and Anderson 
noted that Marsh et al. (1988) also replicated these trends. The Parsimony indices are 
also not sensitive to sample size across all five levels of model specifications. Non-
centrality Based Indices, Mc (CI and C2) is stable across five levels of model 
specifications, which is consistent with the previous result on the non-significant 
relation between goodness of fit and sample size for indices based on noncentrality 
(Marsh & Balla, 1994). For Error of Approximation Indices, SRMR is very sensitive 
to sample size under perfect fit model, its sensitivity decrease when model with 
parsimony error (single secondary loading), and its decrease further when model with 
parsimony error (multiple secondary loadings). RMSEA (CI and C2) is not sensitive 
to sample size across five levels of misspecifications. For Information indices, ECVI 
(CI and C2) is sensitive to sample size under perfect fit model, its sensitivity decrease 
when model with parsimony error (single secondary loading), and its decrease further 
when model with parsimony error (multiple secondary loadings). In contrast, AIC (CI 
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and C2), CAIC (CI and C2) are stable under perfect model and model with parsimony 
error (model 2 and model 4), but their sensitivity to sample size increase when model 
misspecification level increase. 
From the analysis above, we can see that many fit indices are not sensitive to 
sample size across different model specifications, such as TLI, CFI and RMSEA. 
Such fit indices are superior to traditional Chi-square as tests of goodness of fit 
because they are not affected by sample size. From the study by Marsh et al. (1988) 
and McDonald and Marsh (1990), we can see that one useful characteristic for a fit 
index of empirical discrepancies between sample covariance matrix and fitted 
covariance matrix based on sample data is to provide an unbiased estimate of the 
corresponding approximation discrepancies between population covariance matrix 
and approximate covariance matrix in the population. That means that if the value of 
the sample statistics sensible to sample size, then the estimation of the corresponding 
population parameter was biased. Thus, we recommend fit indices, such as TLI, CFI 
and RMSEA, which are relatively desirable compared to other indices in this sense. 
Because they would not yield radically different conclusion for different sample size 
and decisions based on sample data may not differ systematically from those based on 
population. 
Last, we examine the influence of factor variance to the behavior of various fit 
indices. In perfect fit model and large effect misspecified model, almost all the forty 
fit indices are not sensitive to size of factor variance, except for RMR. In models with 
parsimony error (Model 2 and Model 4) and medium effect misspecified model, Non-
centrality Based Indices, NCP (CI and C2) and Mc (CI and C2); other Error of 
Approximation Indices, RMSEA (CI and C2), RMR and Goodness of fit indices, GFI, 
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AGFI, and Gamma hat (CI and C2); Incremental Fit Indices, TLI (CI and C2) and 
CFI (CI and C2) are all turning to be sensitive to factor variance. 
Is the stability of various fit indices the same across different degree of factor 
reliability? 
Generally, the sensitivity of various fit indices to factor reliability shows 
different pattern across different degree of model misspecification. In perfect fit 
model, only two Error of Approximation Indices, RMR and SRMR, as well as two 
Incremental fit indices, NFI (CI and C2) and IFI (CI and C2) are sensitive to factor 
reliability. In models with parsimony error (single secondary loading and multiple 
secondary loadings), while the sensitivity of NFI (CI and C2) and IFI (CI and C2) to 
factor reliability still exists, the sensitivity of RMR and SRMR become not 
significant. Meanwhile, other Incremental fit indices, such as RMSEA (CI and C2), 
Non-centrality Based Indices, NCP (CI and C2), Mc (CI and C2), as well as some 
Goodness of fit indices, such as GFI, AFGI and Gamma have shown the sensitivity to 
the factor reliability. At last, in large and medium effect misspecifed models, more 
Information Indices, such as, ECVI (CI and C2), AIC (CI and C2) and CAIC (CI and 
C2) become sensitive to the factor reliability, compared to the pattern of fit indices in 
models with parsimony error. Thus, we can see that when the model misspecification 
degree increases, more fit indices behaviors are affected by different factor reliability 
level. 
For Fit Function Based Indices, such as p value of chi-square (CI and C2), 
when factor reliability level changes from 0.7 to 0.5，there is a decrease in Type I 
error rate in rejecting the models with parsimony error (Model 2 and Model 4)， 
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whereas the power dose not change much in rejecting models with large and median 
misspecification (Model 3 and Model 5). 
For Non-centrality based fit index such as, Mc (CI), when factor reliability 
level changes from 0.7 to 0.5, there is a power drop in rejecting models with median 
misspecification (model 5)，whereas compromised by a decrease of Type I error rate 
in rejecting the models with parsimony error ( Multiple loadings, Model 4). Also, 
there is a smaller percentage of power decrease to reject models with large 
misspecification (model 3), and smaller percentage of Type I error rate to reject 
models with parsimony error (single secondary loadings, Model 2), when factor 
reliability changes from 0.7 to 0.5. 
For Error of Approximation index, such as, RMSEA (CI), when factor 
reliability level changes from 0.7 to 0.5, there is a power drop in rejecting models 
with large and median misspecification (model 3 and 5), whereas the Type I error 
rate reduce to below 5% in rejecting the models with parsimony error (Model 2 and 
Model 4). 
For Incremental indices, such as TLI (CI) when factor reliability level changes 
from 0.7 to 0.5, there is a power drop in rejecting models with large or median 
misspecification (model 3 and 5), whereas the Type I error rate remains the same in 
rejecting the models with parsimony error (Model 2 and Model 4). For TLI (C2), 
when factor reliability level changes from 0.7 to 0.5, there is also a power drop in 
rejecting models with large median misspecification (model 3 and 5), however, the 
size of the decrease in power is larger than in TLI (CI). 
In sum, under 0.7 and 0.5 two factor reliability levels, both the absolute and 
incremental fit indices behaves differently across five degree of model specifications. 
The overall trend is that when factor reliability level changes from 0.7 to 0.5, for a 
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given fit index, the power of the same test decreases to reject misspecified models. 
That is, when the measurement error increases, the ability of most of the fit indices to 
degrade the misspecification decreases. For instance, for RMSEA and TLI, when the 
amount of variance in the items can be explained by latent factors decreases, the Type 
I error rate remain relatively steady, but the power of the test statistics drops. Such 
characteristic of the fit indices is not desirable, because it misses the main practical 
point for the use of fit indices, namely, the ability to discriminate well-fitting from 
badly fitting models (Maiti & Mukherjee, 1991). A good index should approach its 
maximum under correct specification but also degrade substantially under 
misspecification (Hu & Bentler, 1998). Thus, when the measurement error increases 
in the model, we recommend CFI (CI), because even as factor reliability level drops 
to 0.5，with a cutoff value of 0.95, it still can achieve acceptable power to reject the 
misspecified model while keep the Type I error satisfactory as well. 
How appropriate is the existing criteria for model fit when parsimony error is present? 
We analyzed the result in Table 5 and 6 and identified the difference of Type I 
error rate of fit indices under certain cutoff value between perfect fit model and the 
models with parsimony error (Model 2 and Model 4). Under factor reliability level at 
0.7, when parsimony error is present, all the Fit Function Based Indices with existing 
cutoff value rejected Model 2 and Model 4, which represent slightly misspecified 
models with parsimony error (single and multiple secondary loadings). For Non-
centrality Based Indices, Mc (CI and C2), with existing cutoff value, it can 
successfully did not reject the perfect fit model (Model 1) and model with parsimony 
error (single secondary loading, Model 2), but rejected the model with parsimony 
error (multiple secondary loadings, Model 4). For Error of Approximation Index, 
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RMSEA (CI and C2), with the cutoff value 0.08, it did not reject the perfect fit 
model 1 and single secondary factor loading parsimony error Model 2, but the Type I 
error rate increased to the significant level when multiple secondary loadings 
parsimony error present in Model 4. For Goodness of Index, Gamma hat, when 
parsimony error present in Model 2 and Model 4, the existing cutoff value worked 
equals well as in the perfect fit Model 1, which means that Type I error rate all below 
5% threshold. Also, for Incremental Indices, such as TLI (CI and C2), and CFI (CI 
and C2), when parsimony error present in Model 2 and Model 4, the existing cutoff 
value worked equals well as in the perfect fit Model 1. 
Under factor reliability level as 0.5, when parsimony error is present, all the 
Fit Function Based Indices with existing cutoff value reject the Model 2 and Model 4, 
which represent slightly misspecified models with parsimony error (single and 
multiple secondary loadings). For Non-centrality Based Indices, Mc (CI and C2), 
with existing cutoff value, it did not reject the perfect fit model (Model 1) and models 
with parsimony error (single and multiple secondary loadings, Model 2 and Model 4). 
For Error of Approximation Index, RMSEA (CI and C2), when parsimony error 
present in Model 2 and Model 4, the existing cutoff value worked equals well as in the 
perfect fit Model 1, which means that Type I error rate all below 5% threshold for 
these three models. Also, for Incremental Indices, such as TLI (CI and C2), and CFI 
(CI and C2), when parsimony error present in Model 2 and Model 4, the existing 
cutoff value worked equals well as in the perfect fit Model 1. 
From the analysis above, using the existing cutoff value sometimes may 
mislead us in rejecting the model with parsimony error (Model 2 and Model 4). As 
suggested by Cheung and Rensvold (2001), researchers seek to determine whether 
their model is an appropriate representation of the operating model, which can be seen 
86 
as either a representation of the relations among the population variables or the 
processes that produce those relations. Whereas the form of the operating model is 
unknown in practice, the researchers posit one model k (or a set of alternative 
approximating models) on the basis of theory and prior empirical results; Model k 
implies an approximate covariance matrix E^t. If the discrepancy A卿 between Zq 
and meets certain criteria, the representation is deemed to be satisfactory. In this 
study, Model 3 and Model 5, represent the models with specification error, which is a 
measure of the extent to which the approximating model differs from the operating 
model in structure; hence, they should be rejected by the fit criteria. In contrast, in 
Model 2 and Model 4, represent the approximating model is correctly specified, and 
then specification error achieves a minimum, as indicated by a value of A^ ^^  lower 
than that of competing models. However, the value of is not zero because the 
approximating model is a simplified version of the operating model. It is as in practice, 
SEM users would purposefully drop small secondary factor loadings and error term 
correlations purposefully in model specification, in order to provide a simplified, 
parsimonious representation of the more complex operating model; hence, they should 
not be rejected by fit criteria. In this sense, rejection of these slightly misspecified 
models (models with parsimony error) constituted a Type I error (incorrectly rejecting 
an "acceptable" model) rather than a correct decision. Furthermore, the past 
simulation studies have not explicitly examined the effects of parsimony error on the 
behavior of goodness of fit indices. This paper considers parsimony error as an 
irreducible increment of error affecting the fit models that are correctly specified in 
terms of their statistically significant paths. By incorporating parsimony error into the 
new data matrix in Model 2 and Model 4, we are permitting tests of a more realistic 
null hypothesis, that is, the minimum fit function value is not zero. Considering 
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parsimony error, when increasing model complexity in the model, such as, the number 
of indicators in the model increases, both the numbers of significant relationships, 
which are included in the model, and the number of secondary relationships, which 
are omitted, are increased at the same. In general, the existing cutoff values, which 
fail to consider the effects of parsimony error, may lead to decision rules either strict 
or lenient. Thus, we need to establish the appropriate criteria for model fit when 
parsimony error is present in order to accurately assess various models. 
What the effect of change computation of the chi-square test statistics to behavior of 
fit indices and the existing rule of thumb? 
Fourth, we examined effect of change from CI to C2 on the behavior of fit 
indices. As discussed previously, the change in the computation of the chi-square test 
statistics in the independence model from CI to C2, made the goodness-of-fit 
statistics, which is based on the chi-square test statistic value for the independence 
model different. 
From the result discussed above, we can see that, when change from CI to C2, 
for Fit Function Based Indices, p value Chi-square shows no variant in power to reject 
misspecified model, however, its Type I error rate to reject perfect fit model and 
slightly misspecified model (models with parsimony error) decrease. The similar 
pattern also found in Error of Approximation Indices, RMSEA, when change from C1 
to C2 for computation, RMSEA shows no variant in power to reject misspecified 
model 3 and model 5, but its Type I error rate to reject perfect fit model and slightly 
misspecified model (models with parsimony error) drop slightly. 
Analyze the result above; the most obvious discrepancy occurs in Incremental 
indices. For instance, for CFI, without Type I error rate change in testing Model 1，2 
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and 4, the power of test to reject the both large effect misspecified model 3 and 
medium effect misspecified model 5 decreases when the chi-square changed from CI 
to C2 to calculate CFI, but the drop of power size is bigger in large effect misspecified 
model 3. For TLI, without Type I error rate change in testing Model 1, 2 and 4, the 
power of test to reject the both large effect misspecified model 3 and medium effect 
misspecified model 5 decreases when the chi-square changed from CI to C2 to 
calculate CFI, but the drop of power size is bigger in medium effect misspecified 
model 5. In sum, for Incremental Indices, when CI changes to C2, TLI, NFI, CFI and 
IFI show no apparent difference in the Type I error, but their power are jeopardized 
with the formula change. This change is because that the goodness-of-fit statistics, 
which is based on the chi-square test statistic value for the independence model such 
as the CFI, NFI, NNFI, IFI, etc., were different. 
The above analysis alerts us that if we continue to use to the conventional 
"rule of thumb" cutoff value on the new LISREL version generated fit indices may 
not be appropriate. It is because of most of rule of thumb of fit indices were developed 
based on minimum fit function chi-square test statistic value, such as the frequently 
used TLI, CFI, and RMSEA. Especially, for Incremental Indices, the power of the test 
to degrade the misspecification would be substantially ruined. Thus, the applicability 
of the existing rule of thumb on this C2 Chi-square based test statistics fit indices 
needs to be reexamined. 
What 's the diamond criterion, which can be used in practice to evaluate the adequacy 
of models to achieve reasonable Type I error rate and enough yower? 
Our preliminary analyses suggest the consistent with previous suggestions that 
the same cutoff values should not be applied to evaluate models having different 
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levels of model parameter conditions (Gerbing & Anderson, 1993; LaDu & Tanaka, 
1989; Marsh, Balla, & McDonald, 1988). The result shows that, for SRMR, the cutoff 
value of 5% Type I error rate decrease when the factor loadings size increase and 
when other model parameters, such as number of factors, items, sample size, and 
factor reliability remains the same. Also, the cutoff value of SRMR with 5% Type I 
error rate decrease when the sample size increase, when other model parameters, such 
as number of factors, items, factor loading(s), and factor reliability remains the same. 
For RMSEA (CI and C2), the cutoff value with 5% Type I error rate decrease when 
the model complexity (number of factors, number of item per factor) increase, when 
other model parameters, such as factor loading size, sample size, and factor reliability 
remains the same. Also, the cutoff value with 5% Type I error rate decrease when the 
factor loading size increase when other model parameters, such as number of factors, 
items, sample size, and factor reliability remains the same. For TLI (CI and C2) and 
CFI (C2), the cutoff value with 5% Type I error rate increase when the model 
complexity (number of factors, number of item per factor) increase, when other model 
parameters, such as factor loading size, sample size, and factor reliability remains the 
same. Also, the cutoff value with 5% Type I error rate increase when the factor 
loading size increase when other model parameters, such as number of factors, items, 
sample size, and factor reliability remains the same. For CFI (CI), the cutoff value 
with 5% Type I error rate increase when the number of items per factor increase, 
when other model parameters, such as factor loading size, sample size, and factor 
reliability remains the same. Also, the cutoff value with 5% Type I error rate increase 
when the factor loading size increase from 0.6 to 0.9, when other model parameters, 
such as number of factors, items, sample size, and factor reliability remains the same. 
90 
Next, we further discuss the relation among fit indices, power and the cutoff 
value in SEM. In SEM, a not significant test statistic of overall fit is desired because 
the researcher typically does not want to reject a hypothesized model. However, this 
result can be due to lack of power. For example, a small sample size can guarantee 
low power. A not significant result in SEM will lead to an acceptance of a null 
hypothesis and may lead to publication. In other statistical methods a lack of power 
will result in demonstrating no effect and therefore it will not lead to publication. 
Therefore, power is an even more important issue in SEM than in other statistical 
methods. For instance, if (3 is large (i.e., low power) then the decision to not reject the 
null hypothesis may be incorrect. 
Thus, in Table 24 and 25, for fit indices, SRMR, RMSEA (CI and C2), CFI 
(CI and C2), and TLI (CI and C2), a total thirty-two combinations of model 
parameters, thirty-two cutoff values were identified accordingly, for Model 3 
(misspecified model with large effect) controlling the power level at 80%. Also, the 
Type I error rate was yielded using the same cutoff value in Model 2 (model with 
parsimony error with single secondary loading) for each model parameter 
combination. 
For CFI (CI), in general, the cutoff values are higher for three factors than for 
two factors models. Within two factors, on one hand, when sample size equals to 200 
and number of items per factor equals to 3, the cutoff values are 0.9585 and 0.9530 
for factor loadings at 0.6 and 0.9 accordingly. In this case, if we use the existing 
cutoff value at 0.95 (Hu and Bentler, 1999) to evaluate the model fit, then the test will 
not have enough power to reject the misspecified Model 3 (large effect size); on the 
other hand, for other two factors models, their cutoff values all falls into the range 
between 0.920 and 0.948. In this situation, if we use the existing cutoff value 0.95 to 
91 
evaluate model fit, it shows enough power above 80%. Within three factors, almost 
all the cutoff values are above 0.95, except for when number of items is four and five 
and sample size at 400, so it means that, if we use the existing cutoff value at 0.95, for 
almost all the three factor parameter combination models, the test shows lack of 
power. In sum, if we using the existing 0.95 cutoff value for CFI (CI), only seventeen 
out of thirty-two model conditions have enough power to reject the misspecified 
model 3; while if we using the existing cutoff value 0.90 (Bentler and Bonett, 1980), 
all the models conditions fail to reject Model 3 (lack of power). 
For TLI (CI), in general, the cutoff values are higher for three factors than for 
two factors models. Within two factors, on one hand, the cutoff value ranges from 
0.88 to 0.92. Thus, if using 0.95 (Hu and Bentler, 1999) as the cutoff value, for all two 
factor model have enough power to reject misspecified Model 3. On the other hand, if 
using 0.90 (Bentler and Bonett, 1980) cutoff values, there are nine out of sixteen 
model conditions lack of power. Within three factors, the cutoff value ranges from 
0.93 to 0.96. Thus, if using the cutoff value at 0.90, all the model conditions fail to 
reject (lack of power) Model 3; if using the cutoff value at 0.95, for models with four， 
five and six items per factor, there are enough power to reject the misspecified model 
3. But for three items per factor model, they are lack power. In sum, if we using the 
existing 0.95 cutoff value for TLI(Cl), twenty-eight out of thirty-two model 
conditions have enough power to reject the misspecified model 3; while if we using 
the existing cutoff value 0.90, twenty-five out of thirty-two conditions fail to reject 
Model 3 (lack of power). 
For RMSEA (CI), in general, the cutoff values are higher for two factors than 
for three factors models. Within two factors, on one hand, when sample size equals to 
200 and number of items per factor equals to 6, the cutoff values are 0.0765 and 
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0.0773 for factor loadings at 0.6 and 0.9 accordingly. In this case, if we use the 
existing cutoff value at 0.08 (Browne and Cudeck, 1993) to evaluate the model fit, 
then the test will not have enough power to reject the misspecified Model 3 (large 
effect size); on the other hand, for other two factors models, their cutoff values all 
falls into the range between 0.08 and 0.11. In this situation, if we use the existing 
cutoff value 0.08 to evaluate model fit, it all shows enough power above 80%. If we 
use the existing cutoff value of 0.10 (Browne and Cudeck, 1993), within two factor 
model conditions, eight out of sixteen model parameter conditions fail to reject Model 
3. Within three factors, all the cutoff values are below 0.08, which ranges from 0.050 
to 0.065. It means that, if we use the existing cutoff value at either 0.08 or 0.10, for all 
the three factor parameter combination models, the test shows lack of power. In sum, 
if we using the existing 0.08 cutoff value for RMSEA (CI), only fourteen out of 
thirty-two model conditions have enough power to reject the misspecified model 3; 
while if we using the existing cutoff value 0.10, only eight out of thirty-two model 
conditions have enough power to reject the misspecified model 3. If we used the 
newly proposed cutoff value 0.06 (Hu and Bentler, 1999) to evaluate the model fit, we 
can see that: within two factor models, RMSEA (CI) in all parameter combination 
models show enough power (over 80%) to reject the misspecified model 3; within 3 
factor model, for ten out of sixteen models show lack of power to reject Model 3. 
For SRMR, in general, the cutoff values are higher for two factors than for 
three factors models. Within two factors, the values of SRMR cutoff values range 
from 0.056 to 0.073, with an average at 0.068; within three factors, the values of 
cutoff values range from 0.043 to 0.065, with an average at 0.057. For all the thirty-
two model conditions under both two factor and three factor conditions, if we using 
the existing cutoff value at 0.08 (Hu and Benter, 1999), we can see that all models 
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show the power level below 80% to reject Model 3, however whether they are also 
with acceptable costs of Type I error rate needs to be examined further. 
For CFI (C2), in general, the cutoff values are higher for three factors than for 
two factors models. Within two factors, on one hand, when sample size equals to 400 
and number of items per factor equals to 4, the cutoff values are 0.9498 for factor 
loadings at 0.9. In this case, if we use the existing cutoff value at 0.95 (Hu and Bentler, 
1999) to evaluate the model fit, then the test will have enough power to reject the 
misspecified Model 3 (large effect size); on the other hand, for other two factors 
models, their cutoff values all falls into the range between 0.950 and 0.970. In this 
situation, if we use the existing cutoff value 0.95 to evaluate model fit, it shows lack 
of power. Within three factors, all the cutoff values are above 0.95, which ranges 
from 0.972 to 0.983, with an average at 0.98. Thus, it means that, if we use the 
existing cutoff value at 0.95, for all the three factor parameter combination models, 
the test shows not enough power to reject Model 3. In sum, if we using the existing 
0.95 cutoff value for CFI (C2), only one out of thirty-two model conditions have 
enough power to reject the misspecified model 3; while if we using the existing cutoff 
value 0.90 (Bentler and Bonett, 1980), all the models conditions fail to reject Model 3 
(lack of power). 
For TLI (C2), in general, the cutoff values are higher for three factors than for 
two factors models. Within two factors, on one hand, the cutoff value ranges from 
0.925 to 0.962, with an average of 0.94. Thus, if using 0.90 (Bentler and Bonett, 1980) 
as the cutoff value, for all two factor model have not enough power to reject 
misspecified Model 3. On the other hand, if using 0.95 (Hu and Bentler, 1995), cutoff 
values, there are four out of sixteen model conditions lack of power, which all of the 
six items model conditions. Within three factors, the cutoff value ranges from 0.96 to 
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0.98. Thus, if using the cutoff value at 0.90, all the model conditions fail to reject 
( l ack of power) Model 3; if using the cutoff value at 0.95, all the sixteen model 
conditions also have not enough power to reject the misspecified model 3. In sum, if 
we using the existing 0.95 cutoff value for TLI(Cl), twenty out of thirty-two model 
conditions have not enough power to reject the misspecified model 3; while if we 
using the existing cutoff value 0.90, all model conditions fail to reject Model 3 (lack 
of power). 
For RMSEA (C2), in general, the cutoff values are higher for two factors than 
for three factors models. Within two factors, on one hand, when sample size equals to 
200 and number of items per factor equals to 6, the cutoff values are 0.0744 and 
0.0748 for factor loadings at 0.6 and 0.9 accordingly. In this case, if we use the 
existing cutoff value at 0.08 (Browne and Cudeck, 1993) to evaluate the model fit, 
then the test will not have enough power to reject the misspecified Model 3 (large 
effect size); when sample size equals to 400 and number of items per factor equals to 
6, the cutoff values are 0.0792 and 0.0786 for factor loadings at 0.6 and 0.9 
accordingly. In this case, if we use the existing cutoff value at 0.08 to evaluate the 
model fit, then the test will not have enough power to reject the misspecified Model 3 
(large effect size). On the other hand, for other two factors models, their cutoff values 
all falls into the range between 0.09 and 0.12. In this situation, if we use the existing 
cutoff value 0.08 to evaluate model fit, it all shows enough power above 80%. If we 
use the existing cutoff value of 0.10 (Browne and Cudeck, 1993), within two factor 
model conditions, nine out of sixteen model parameter conditions fail to reject Model 
3. Within three factors, all the cutoff values are below 0.08, which ranges from 0.049 
to 0.072. It means that, if we use the existing cutoff value at either 0.08 or 0.10, for all 
the three factor parameter combination models, the test shows lack of power. In sum, 
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if we using the existing 0.08 cutoff value for RMSEA (C2), only twelve out of thirty-
two model conditions have enough power to reject the misspecified model 3; while if 
we using the existing cutoff value 0.10, only seven out of thirty-two model conditions 
have enough power to reject the misspecified model 3. If we used the newly proposed 
cutoff value 0.06 (Hu and Bentler, 1999) to evaluate the model fit, we can see that: 
within two factor models, RMSEA (CI) in all parameter combination models show 
enough power (over 80%) to reject the misspecified model 3; within 3 factor model, 
for nine out of sixteen models show lack of power to reject Model 3. 
Our analysis above suggested that, for all the commonly used indices, TLI, 
CFI, RMSEA and SRMR, more than one (single) cutoff criterion is required for 
various conditions in the model evaluation or selection. Also it can be seen from 
Table 24 and Table 25 that, for models (both two and three factors) with three items 
conditions, the cutoff values seems to result in 80% power rate, however, with 
unacceptable high cost of Type I error rates ( > 5%). That is, a trade-off between Type 
I and Type II error rates was observed for all commonly fit indices when the model is 
simple with three items and sample size is small (e.g., N=200). 
Our preliminary analyses indicated that most fit indices sensitive across 
different levels of model parameters. Next, I will further examine the relative 
performance of these frequently used indices, TLI (CI and C2), CFI (CI and C2), 
RMSEA (CI and C2) and SRMR. 
Refer to Table 8, for Models with parsimony errors (Model 2), SRMR is the 
only one not sensitive to model complexity; but it is also the only sensitive to sample 
size. Except for RMSEA (both CI and C2), other fit indices are not sensitive to factor 
reliability levels. All the indices are influenced by factor loading size. For incremental 
indices, TLI and CFI are more stable when based on CI computation, than based on 
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C2 computation. Relatively, CFI is more stable than TLI to model complexity. Refer 
to Table 9，for Misspecified Models with large effect size (Model 3), all fit indices are 
sensitive to factor reliability levels, none of them are influenced by factor loading size 
and sample size. For incremental indices, TLI and CFI are more stable when based on 
CI computation, than based on C2 computation. Relatively, CFI is more stable than 
TLI for model complexity. Thus, generally, CFI (CI) is relatively stable in both 
Model 2 and Model 3 across different levels of model parameters. 
Moreover, from Table 26, we can see that for Models with parsimony errors 
(Model 2), for incremental indices, the range of TLI (CI) is the largest; and the SDs 
of CFIs are smaller than TLIs.; for Error of Approximation Indices, the ranges and 
SDs for SRMR are smaller than RMSEA. From table, 27, we can see that for 
Misspecified Models with large effect size (Model 3), for incremental indices, the 
range of TLI (CI) is the largest; and the SDs of CFIs are much smaller than TLIs; for 
Error of Approximation Indices, the ranges and SDs for SRMR are smaller than 
RMSEA. Thus, such observations lead us to prefer CFI over TLI, for its smaller 
sampling variability. 
In sum, as noted above, CFI (CI) relatively outperformed other fit indices in 
terms of higher stability across different model parameters and smaller sampling 
variability. Next, we need to go back to Table 24, and further examine the different 
cutoff values provided in controlling the power at 80%. Under seventeen out of thirty-
two model conditions, the proposed cutoff values are below 0.95 (Hu & Bentler, 
1999).Such findings alert us that for most of the two factor models and three factor 
models with five items per factor conditions, the current "rule of thumb" at 0.95 might 
be considered to be too stringent. Thus, under such model conditions, we recommend 
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^ H ^ ^ SEM users adopt our diamond rules, in order to achieve both enough 80% power level 
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Our findings suggests that the performance of various fit indices is complex 
and that additional research with a wider class of models and conditions is needed, to 
provide final answers on the relative merits of many of these indices. Mainly, there 
are two limitations of the current study: 
First, this simulation study is based on ML estimation, which assumes 
multivariate normality and asymptotic conditions. The issue, which has not been 
studied related to the adequacy of fit indices, is the effect of violation of assumptions 
underlying estimation methods, specially, violation of distributional assumptions. 
There is limited work and no clear consensus about the behavior of indices in this area 
of research. Even though Hu and Benter (1998) evaluated the adequacy of four types 
of fit indices under conditions such as violation of underlying assumptions of 
multivariate normality and asymptotic robustness theory, this area of research is 
largely fragmentary and ad hoc. However, in analyses with non normal variables, 
rating scales with few categories, or small to moderate sample sizes, the assumptions 
underlying ML estimation are violated, which problem is very common (Marsh, Hau 
& Grayson, 2004). For example, it is reviewed that all of 440 large-sample 
achievement and psychometric measures were found to violate assumptions of 
univariate normality. Thus, it is important to know furthermore in the future study 
about the adequacy of various fit indices to violations of multivariate normality, at 
various sample size. 
Second, following Anderson and Gerbing (1988) and McDonald (2000) and 
many others, it is useful to separate the overall model into two main parts: a 
measurement model and a structural path model. This simulation study focus only on 
the model specification of the measurement model, which are the relations between 
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observed variables and their latent constructs. On the other hand, the structural path 
model describes relations, some of which are hypothesized to be in some causal 
relations, between the latent variables. Moreover, as some studies pointed out 
(McDonald & Ho, 2002), in many SEM applications the main substantive purpose is 
to evaluate support for a priori hypotheses about the structural model and that the 
evaluation of the measurement model should be subservient to this aim. Hence, it is 
very important to study the behavior of various fit indices under full model conditions. 
For example, under full model situation, we can miss out certain path coefficient on 




The purpose of this research is to assist to solve the frustration in decision-
making processes of researcher engaged in evaluating fit of structural equation models. 
Because traditional chi-square has suffered from the sensitivity to sample size and 
model complexity, numerous fit indices were generated to response to these two 
problems. However, because of the sampling distribution of these fit indices are 
unknown, researchers have had to rely on arbitrary cutoff values to determine what 
constitutes acceptable fit. 
This study, which brings together and conceptually, extends the work of 
Cheung and Rensvold (2001) contributes to the literature in two ways. First, it invites 
the attention of parsimony error on testing of models, have shown the behavior of 
forty fit indices to different forms of model conditions, such as model complexity, 
sample size, factor reliability. Second, the newly identified cutoff values for 
frequently used indices, SRMR, RMSEA, TLI, and CFI provides an elegant way to 
examine model fit issues via a multiple rule of thumb to one fit index under different 
model conditions, not as a single rule before. The result of this study suggests the 
following: 
First, measurement error strongly influences almost all the fit indices 
examined. This influence does not seem to be obvious for correctly specified or 
slightly misspecified models; for more severe model misspecification, however, the 
effect appears to be strong. We suspect that the focus of previous studies on correctly 
specified models, rather than on misspecified models in SEM research, may have 
overlook this potential difference to some extent. 
Second, although fit indices seems to be comparable in providing information 
about model fit in perfect fit model, some fit indices appear to be noncomparable for 
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misspecified model or slightly misspecified model (model with parsimony error). 
Some fit indices seem to be much more sensitive to model misspecification than 
others, at least for the model conditions investigated in our study. This problem has 
not drawn enough attention from SEM practitioners, even if it has been pointed out 
before. For example, our findings suggests that with parsimony error in the model, the 
chi-square based indices might be too powerful that rejects the model even with very 
small secondary loadings (e.g., 0.2); thus, I recommend to use the less affected 
Incremental Fit indices, such as CFI and ILL 
Third, changing from computation of chi-square from CI to C2 did influence 
on the fit indices. The findings suggest that commonly used cutoff values may not be 
appropriate, especially for Incremental FIs 
Fourth, the adequacy of various fit indices is influenced significantly by 
different model conditions. Thus it is difficult to designate a specific single cutoff 
value each fit index because it does not work equally well with various types fit 
indices and model conditions. Thus, based on the results of the study, the diamond 
rule, various cutoff values of fit indices, SRMR, RMSEA (CI and C2), TLI (CI and 
C2), and CFI (CI and C2) were proposed under different model parameter conditions. 
These result, however, have to be regarded as tentative, because it is never certain if 
one particular study, or even groups of studies, has really captured the degree of 
complexity and specification of model fit within SEM analysis. 
Obviously, more research is needed to address the important issues raised in 
this study. Future research should not only examine a wider range of models in terms 
of model complexity, model specification, and some other characteristics, but also 
study should be expanded into the full model and measurement invariance comparison 
issues. 
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In the present SEM context, all the discussions seem predicted on a belief that 
we can find a good golden rule in the SEM area that can be used to tell us whether to 
believe that a particular application provides good or poor scientific evidence about 
the phenomenon being studied and our latest theoretical speculations. However, 
despite of the development and application of goodness-of-fit indices, some 
researchers retained skepticism about their routine, mechanistic application in relation 
to prescribed cutoff values. Some of them pointed out that "statistical tests and 
descriptive fit indices can never prove that a model is correct (Tomarken & Waller, 
2003)". On one hand, it is because "when the data do not disconfirm a model, there 
are many other models that are not disconfirmed either (Cliff, 1983), given the 
number of untested models that are statistically equivalent to the specified model". On 
the other hand, it is because sometimes even if an SEM model can have prefect fit, yet 
still be a very poor scientific model in terms of scientific explanation. For example, a 
model with a "structural" portion where the disturbance terms' variances are relatively 
large (or where the "measurement" portion has very large uniqueness variances) may 
well fit the current data perfectly, but it needs not to be a good scientific model 
(Marsh, Hau & Grayson, 2005). Therefore, we must acknowledge that using the 
goodness-of-fit indices with prescribed cutoff values to evaluate model fit is only one 
component in the broader issues of model evaluation, which is based on the 
complicated interplay among goodness of fit, substantive interpretability, theory, and 
empirical considerations. 
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TABLE 1 SEM Fit Indices Studies 
Absolute Indices 
Fit Function Based Indices 
Fit Function (FF) C2 
Chi-square C1 C2 
PVALUE C1 C2 





Error of Approximation 
Indices 





ECVI C1 C2 
AIC C1 C2 
CAIC C1 C2 
Goodness of Fit Indices 
GFI 
AGFI 




NFI C1 C2 
TLI C1 C2 
CFI C1 C2 
IFI C1 C2 
RFI C1 C2 
Parsimony Indices 
PGFI 
PNFI C1 C2 
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TABLE 2 Model Parameter for Simulation 
Code Variable Value 
F Number of factors (2) 2 or 3 
I Number if items per factor (4) 3，4，5 or 6 
V Factor variance (2) .36 or .81 
R Factor reliability (2) .5，.7 or .9 
N Sample size (2) 200 or 400 
105 
TABLE 3 Cronbach's alpha for different levels of factor reliability 
Rho=0.9 Rho=0.7 Rho=0.5 
Mean 0.97 0.91 0.81 
Maximum 0.98 0.94 0.86 
Minimum 0.90 0.83 0.74 
Standard Deviation 0.02 0.02 0.04 
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TABLE 4 Existing rule of thumb to evaluate model fit 
Fis Rule Of Thumb Source 
Chi-square P-value <.05; <.01 Alpha 
RMSEA >.08; >.1 Browne & Cudeck (1993) 
P-dose <.05; <.01 Alpha 
SRMR >.08 Hu & Bentler (1999) 
NFI <.9; <.95 Bentler & Bonett (1980) 
TLI <.9； <.95 Bentler and Bonett (1980), Hu & Bentler (1999) 
CFI <.9; <.95 Bentler (1990), Hu & Bentler (1999) 
IFI <.9; <.95 Bollen (1989), Hu & Bentler (1999) 
Chi-square/df <2 or >3 Carmines & Mclver (1981) 
GammaHat <.9 Bentler (1989) 
Mc <.9 Bentler (1989) 
Two-index strategy 
C2 TLI<.95 & SRMR > .09 Hu & Bentler (1999) 
C1 TLI<.95 & SRMR > .09 Hu & Bentler (1999) 
C2 IFI<.96 & SRMR > .09 Hu & Bentler (1999) 
C1 IFI<.96 & SRMR > .09 Hu & Bentler (1999) 
C2 CFI<.96 & SRMR > .09 Hu & Bentler (1999) 
C1 CFI<.96 & SRMR > .09 Hu & Bentler (1999) 
C2 GAMMA<.96 & SRMR > .09 Hu & Bentler (1999) 
C1 GAMMA<.96 & SRMR > .09 Hu & Bentler (1999) 
C2 Mc <.90 & SRMR > .09 Hu & Bentler (1999) 
C1 Mc <.90 & SRMR > .09 Hu & Bentler (1999) 
C2 RMSEA >.06 & SRMR > .09 Hu & Bentler (1999) 
C1 RMSEA >.06 & SRMR > .09 Hu & Bentler (1999) 
C2 CFI<.95 & SRMR > .09 Hu & Bentler (1999) 
C1 CFI<.95 & SRMR > .09 Hu & Bentler (1999) 
C2 GAMMA<.95 & SRMR > .09 Hu & Bentler (1999) 
C1 GAMMA<.95 & SRMR > .09 Hu & Bentler (1999) 
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TABLE 5 Rejection frequency by existing rules of thumb (Rho=0.7) 
Rho=0.7 Model Specification 
Model 1 - Model 2" Model 3〔 Model 4' Model 5-
Average Cichi-square 21.66 35.89 117.1 44.6 67,82 
Fit Function Based Indices 
CI chi-square P-value P<0.05 6 81 100 96 100 
C1 chi-square P-value P<0.01 1 61 100 88.25 100 
C1 chi-square /df <2 or >3 100 85.75 100 69.5 88.5 
C2 chi-square P-value<0.05 5 77.5 100 95.75 100 
C2 chi-square P-value<O.Ol 1 55.75 100 89.5 100 
C2 chi-square /df <2 or >3 100 89.25 100 72.5 89.5 
Non-centrality Based Indices 
C1Mc<0.90 0 3 100 13 81.5 
C2Mc<0.90 0 2 100 11.25 77.25 
Error of Approximation Indices 
C1RMSEA>0.08 0 0.25 100 6.75 75 
C1RMSEA>0.1 0 0 100 0 12.75 
C2 RMSEA >0.08 0 0 100 5.5 71 
C2 RMSEA >0.1 0 0 99 0 5.75 
C2 P-close P<0,05 0 5 100 21 94.25 
C2 P-close P<0.01 0 0.25 100 7.25 78.5 
C2 SRMR>0.08 0 0 86.5 0 5 
Goodness of Fit Indices 
C1GammaHat<0.90 0 0 77 0 0 
C2GammaHat<0.90 0 0 23.5 0 0 
Incremental Indices 
CINFKO.QO 0 0 62.75 0 0 
C1NFI<0.95 0 1.75 100 15.75 89.5 
C1TLl<0.90 0 0 74.25 0 0 
C1TLI<0.95 0 0 100 3.25 56.25 
C1CFI<0.90 0 0 10.25 0 0 
C1CFI<0.95 0 0 100 0 17 
C1IFl<0.90 0 0 9.25 0 0 
C1IFI<0.95 0 0 100 0 16.25 
C2 NFI<0.90 0 0 0 0 0 
C2 NFI<0.95 0 0 84.5 0 2 75 
C2 TLI<0.90 0 0 1 0 0 
C2 TLI<0.95 0 0 93 0 2.25 
C2 CFI<0,90 0 0 0 0 0 
C2 CFI<0.95 0 0 43.5 0 0 
C2 IFI<0.90 0 0 0 0 0 
C2 IFI<0.95 0 0 42.75 0 0 
Two-index Strategy 
C2TU<.95&SRMR> .09 0 0 60.25 0 0 
C1 TU<.95&SRMR> .09 0 0 65 5 0 0 
C2 IFK96 & SRMR > .09 0 0 59.75 0 0 
CI IFI、96&SRMR> .09 0 0 65.5 0 0 
C2CFI<.96&SRMR>.09 0 0 60 0 0 
CI CFI<.96 & SRMR > .09 0 0 65.5 0 0 
C2GAMMA<.96 & SRMR > .09 0 0 65.5 0 0 
CI G A _ A < . 9 6 & S R M R > .09 0 0 65.5 0 0 
C2 Mc <.90 & SRMR > .09 0 0 65.5 0 0 
CI Mc <.90 & SRMR > .09 0 0 65.5 0 0 
C2 RMSEA >.06 & SRMR > .09 0 0 65.5 0 0 
CI RMSEA > 06 & SRMR > .09 0 0 65.5 0 0 
C2 CFI<.95&SRMR> .09 0 0 26.25 0 0 
CI Cn<.95&SRMR> .09 0 0 65.5 0 0 
C2 GAMMA<.95 & SRMR > .09 0 0 65.5 0 0 
C1 G A _ A < . 9 5 & SRMR > .09 0 0 ^ 0 0 
Note. " P e r f e c t fit m o d e l . ^ M o d e l w i t h p a r s i m o n y e r r o r ( s i n g l e s e c o n d a r y l o a d i n g ) . � M i s s p e c i f i e d m o d e l ( l a r g e e f f e c t ) . M o d e l w i th p a r s i m o n y error 
( m u l t i p l e s e c o n d a r y l o a d i n g s ) , 
e M i s s p e c i f e d m o d e l ( m e d i u m e f f e c t ) . 
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TABLE 5 Rejection frequency by existing rules of thumb (Rho=0.7) 
Rho=0.5 Model Specification 
Model 1 Model 2 Model 3 Model 4 Model 5 
Average C1 Chi-square 21.68 28.54 64.71 30.84 38.65 
Frt Function Based Indices 
CI chi-square P-value P<0.05 6 31.5 100 48 86.5 
CI chi-square P-value P<0.01 1.5 10.5 100 26.5 67.5 
C1 chi-square/df <2 or >3 100 99 67 96 77.5 
C2 chi-square P-value<0.05 5 28.5 100 47 86.5 
C2 chi-square P-value<0.01 1 9 100 24.5 69.5 
C2 chi-square /df <2 or >3 100 98.5 75.5 96 79.5 
Non-centrality Based Indices 
C1Mc<0.90 0 0 92.5 0.5 4 
C2Mc<0.90 0 0 94.5 0 4 
Error of Approximation Indices 
C1RMSEA>0.08 0 0 57.5 0 2.5 
C1RMSEA>0.1 0 0 5.5 0 0 
C2 RMSEA >0.08 0 0 57.5 0 1.5 
C2 RMSEA >0.1 0 0 4 0 0 
C2 P-close P<0.05 0 0 88 0.5 14 
C2 P-close P<0.01 0 0 70 0 4 
C2SRMR>0.08 0 0 14.5 0 0 
Goodness of Fit Indices 
C1 Gamma Hat<0.90 0 0 0 0 0 
C2GannmaHat<0.90 0 0 0 0 0 
Incremental Indices 
C1NFI<0.90 0 0 63 0 2 
C1NFI<0.95 10.5 35.5 100 50 93.5 
C1TLI<0.90 0 0 39.5 0 0 
C1TLI<0.95 0 1.5 96 4 34 
C1CFI0.90 0 0 6 0 0 
C1CFI<0.95 0 0 81.5 0.5 13 
C1IFI<0.90 0 0 5 0 0 
C1IFI<0.95 0 0 80.5 0.5 11.5 
C2 NFI<0.90 0 0 0.5 0 0 
C2 NFI<0.95 0.5 1 78 3.5 22 
C2 TLI<0.90 0 0 0.5 0 0 
C2 TLI<0.95 0 0 44.5 0 3 
C2 CFKO.QO 0 0 0 0 0 
C2 CFI<0.95 0 0 11.5 0 0 
C2 IFKO.QO 0 0 0 0 0 
C2 IFI<0.95 0 0 11 0 0 
Two-index Strategy 
C2 TLI<.95&SRMR> .09 0 0 1.5 0 0 
C1 TU、95&SRMR:>-09 0 0 3 0 0 
C21FI<.96 & SRMR > .09 0 0 1.5 0 0 
CI IFI<.96 & SRMR .09 0 0 3 0 0 
C2 CFI<.96 & SRMR > .09 0 0 1.5 0 0 
CI CFI<.96 & SRMR > .09 0 0 3 0 0 
C2 GAMMA<.96 & SRMR > .09 0 0 3 0 0 
CI G A _ A < . 9 6 & SRMR > .09 0 0 3 0 0 
C2 Mc <.90 & SRMR > .09 0 0 2.5 0 0 
C1 Mc<:.90&SRMR> .09 0 0 2.5 0 0 
C2 RMSEA >.06 & SRMR > .09 0 0 2 0 0 
C1 RMSEA > 06 & SRMR > .09 0 0 3 0 0 
C2CFI<.95&SRMR>.09 0 0 1 0 0 
C1CFI<,95&SRMR>.09 0 0 3 0 0 
C2 GAMMA<.95 & SRMR > .09 0 0 2 0 0 
CI GAMMA、95 & SRMR > .09 0 0 3 0 0 
Note, a P e r f e c t fit m o d e l . ^ M o d e l w i t h p a r s i m o n y error ( s i n g l e s e c o n d a r y l o a d i n g ) . � M i s s p e c i f i e d m o d e l ( l a r g e e f f e c t ) . ^ M o d e l w i th p a r s i m o n y error 
( m u l t i p l e s e c o n d a r y l o a d i n g s ) , 
e M i s s p e c i f e d m o d e l ( m e d i u m e f f e c t ) . 
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TABLE 10 Effect size of model parameters on goodness-of-fit indices (Model 4) 
Percent Variance Due to: 
Model 1 I F IxF N L Rho 
Fit Function Based Indices 
C1 Chi-square 52 32 9 
C I RVALUE 
C1 Chi-square/df 
C2 Chi-square 52 32 9 
C2 RVALUE 
C2 Chi-square/df 
C 2 F F 40 25 7 14 
Non-centrality Based Indices 




Error of Approximation Indices 
C I RMSEA 
C2 RMSEA 
C 2 P C L 0 S E 13 7 7 
RMR 9 45 25 
SRMR 8 34 17 
Information Indices 
C1 ECVI 35 25 25 
C I AIC 53 37 7 
C1 CAIC 52 42 
C2 ECVI 36 25 26 
C2 AIC 53 37 7 
C2 CAIC 52 42 
Goodness of Fit Indices 
GFI 35 19 28 
AGFI 20 13 43 
C1 Gamma Hat 
C2 Gamma Hat 
Other Absolute Indices 
C2 CN 14 6 26 
Incremental Indices 
C I NFI 14 14 25 25 
C I TLI 
C1 CFI 
C I IFI 
C1 RFI 5 10 29 30 




C2 RFI 32 30 
Parsimony Indices 
C I PNFI 78 17 
C2 PNFI 78 19 
PGFI 73 ^ 
Note. I = number if items; F = number o f factors; N = sample size; L = factor loading; Rho = factor reliability 
Only e f fec t size larger than 5% of variance are shown in the table 
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TABLE 10 Effect size of model parameters on goodness-of-fit indices (Model 4) 
Percent Variance Due to; 
Model 2 I F IxF N L Rho 
Fit Function Based Indices 
C I Chi-square 47 27 7 
C I PVALUE 5 7 12 
C1 Chi-square/df 15 9 5 7 12 
C2 Chi-square 47 27 7 
C2 PVALUE 6 7 12 
C2 Chi-square/df 16 9 6 6 11 
C2 FF 40 23 6 12 
Non-centrality Based Indices 
C I NCP 10 13 21 
C2NCP 12 14 20 
C I Mc 14 21 
C2 Mc 14 21 
Error of Approximation Indices 
C1 RMSEA 15 10 9 17 
C2 RMSEA 17 11 9 16 
C2 PCLOSE 23 15 8 13 
RMR 5 55 
SRMR 14 17 
Information Indices 
C1 ECVI 36 24 23 
C1 AIC 50 33 6 
C I CAIC 51 39 
C2 ECVI 36 24 23 
C2 AIC 50 33 6 
C2 CAIC 50 39 
Goodness of Fit Indices 
GFI 22 9 25 6 9 
AGFI 28 8 14 
C1 Gamma Hat 14 24 
C2 Gamma Hat 14 23 
Other Absolute Indices 
C2CN 24 7 13 
Incremental Indices 
C1 NFI 6 9 26 17 
C I TLI 11 11 
C1 CFI 5 14 
C1 IFI 14 
C1 RFI 28 6 18 
C2NFI 28 5 13 
C2 TLI 20 6 8 
C2 CFI 15 5 10 
C2 IFI 
C2 RFI 15 21 5 9 
Parsimony Indices 
C I PNFI 77 18 
C2 PNFI 78 19 
PGFI 73 ^ 
Note. I = number if items; F = number of factors; N = sample size; L = factor loading; Rho = factor reliability 
Only ef fect size larger than 5% of variance are shown in the table 
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TABLE 10 Effect size of model parameters on goodness-of-fit indices (Model 4) 
Percent Variance Due to: 
Model 3 I F N L ^ 
Fit Function Based Indices 
C1 Chi-square 25 13 20 
C1 RVALUE 
C1 Chi-square/df 14 23 12 21 
C2 Chi-square 10 8 6 
C2 RVALUE 
C2 Chi-square/df 15 15 8 10 
C2 FF 46 6 32 
Non-centrality Based Indices 
C1 NCP 19 26 40 
C2 NCP 14 39 32 
C I Mc 
C2 Mc 25 54 
Error of Approximation Indices 
C1 RMSEA 18 34 32 
C2 RMSEA 27 33 20 
C2 PCLOSE 6 9 6 9 
RMR 9 5 66 
SRMR 6 21 41 
Information 丨门dices 
C1 ECVI 46 10 10 23 
C1 AIC 42 8 16 24 
C1 CAIC 47 15 14 15 
C2ECVI 45 14 13 16 
C2 AIC 41 12 20 17 
C2CAIC 46 21 16 9 
Goodness of Fit Indices 
GFI 9 6 48 
AGFI 10 18 35 
C1 Gamma Hat 5 12 59 
C2 Gamma Hat 8 16 48 
Other Absolute Indices 
C2 CN 22 5 45 
Incremental Indices 
C1 NFI 13 8 9 
C I TLI 16 36 8 
C1 CFI 10 32 11 
C I IFI 6 13 
C1 RFI 8 14 
C2 NFI 14 22 5 
C2 TLI 26 30 5 6 
C2 CFI 17 30 8 
C2 IFI 17 30 8 
C2 RFI 27 26 6 
Parsimony Indices 
C1 PNFI 68 25 
C2 PNFI 73 24 
PGFI ^ ^ 
Note. I = number if items; F = number of factors; N = sample size; L = factor loading; Rho = factor reliability 
Only e f fec t size larger than 5% of variance are shown in the table 
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TABLE 10 Effect size of model parameters on goodness-of-fit indices (Model 4) 
Percent Variance Due to: 
Model 4 I F N L ^ 
Fit Function Based Indices 
C1 Chi-square 49 20 6 6 
C1 RVALUE 5 5 6 11 
C1 Chi-square/df 5 10 9 11 18 
C2 Chi-square 49 20 5 6 
C2 RVALUE 6 6 11 
C2 Chi-square/df 5 10 9 11 17 
C 2 F F 46 19 6 8 5 
Non-centrality Based Indices 
C1 NCP 22 10 12 19 
C2NCP 20 11 12 19 
C1 Mc 25 13 22 
C2 Mc 23 15 23 
Error of Approximation Indices 
C1 RMSEA 10 14 25 
C2 RMSEA 11 14 25 
C2 PCLOSE 12 15 28 
RMR 10 55 7 
SRMR 21 7 19 7 
Information Indices 
C I ECVI 43 22 16 
C I AIC 52 26 5 
C I CAIC 53 33 
C2 ECVI 43 22 17 
C2 AIC 52 26 5 
C2 CAIC 52 33 
Goodness of Fit Indices 
GFI 36 7 14 8 13 
AGFI 12 19 13 20 
C1 Gamma Hat 11 18 29 
C2 Gamma Hat 10 19 30 
Other Absolute Indices 
C2 CN 8 15 8 15 
Incremental Indices 
C1 NFI 20 8 21 8 10 
C1 TLI 20 
C I CFI 6 23 
C1 IFI 6 23 
C1 RFI 5 25 10 12 
C2 NFI 27 9 9 
C2 TLI 7 7 13 
C2CFI 5 18 
C2 IFI 5 18 
C2 RFI 7 21 8 7 
Parsimony Indices 
C1 PNFI 76 19 
C2 PNFI 77 20 
PGFI ^ ^ 
Note. I = number if items; F = number of factors; N = sample size; L = factor loading; Rho = factor reliability 
Only ef fect size larger than 5% of variance are shown in the table 
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TABLE 10 Effect size of model parameters on goodness-of-fit indices (Model 4) 
Percent Variance Due to: 
Model 5 I F IxF N L Rho 
Fit Fuction Based Indices 
C I Chi-square 36 11 10 9 17 
C1 PVALUE 6 
C1 Chi-square/df 16 16 5 8 6 16 
C2 Chi-square 35 13 12 9 16 
C2 PVALUE 7 
C2 Chi-square/df 19 15 5 8 5 14 
C 2 F F 39 13 7 8 15 
Non-centrality Based Indices 
C1 NCP 7 18 16 32 
C2 NCP 23 17 31 
C1 Mc 10 21 43 
C2 Mc 6 23 44 
Error of Approximation Indices 
C I RMSEA 19 23 10 25 
C2 RMSEA 24 23 9 21 
C2 PCLOSE 14 19 10 20 
RMR 5 63 
SRMR 11 21 22 
Information Indices 
C2 ECVI 37 19 18 8 
C2 AIC 42 20 8 6 11 
C2CAIC 47 30 8 5 
C1 ECVI 38 17 17 5 9 
C I AIC 43 18 7 6 13 
C1 CAIC 48 27 7 6 
Goodness of Fit Indices 
GFI 6 12 17 35 
AGFI 5 6 7 13 30 
C1 Gamma Hat 8 20 44 
C2 Gamma Hat 9 19 40 
Other Absolute Indices 
C2 CN 8 12 13 31 
Incr6ment3l Indices 
C1 NFI 19 23 
C1 TLI 17 17 19 5 
C1 CFI 6 13 28 6 
C I IFI 6 13 28 6 
C I RFI 7 14 20 
C2 NFI 11 7 13 16 
C2 TLI 28 18 5 10 5 
C2CFI 19 18 16 6 
C2 IFI 19 18 16 6 
C2 RFI 28 12 5 7 10 
Parsimony Indices 
C1 PNFI 74 20 
C2 PNFI 78 21 
PGFI ^ 
Note. I = number if items; F = number of factors; N = sample size; L = factor loading; Rho = factor reliability 
Only e f fec t size larger than 5% o f variance are shown in the table 
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TABLE 12 Means of goodness-of-fit indices (GFIs) across model specification (Rho=0.7) 
Rho=0.7 Model Specification 
1 2 3 4 5 
Mean Mean M63门 Me3n Mean 
Fit Function Based Indices 
C I Chi-square 52.2917 82.4908 258.9539 105.0953 146.2444 
C I P-value 0.47 0.0662 0 0.031 0.0019 
C1CM/DFM 1.0186 2.0455 7.5697 2.3781 4.1751 
C2 CM 51.1891 80.4828 220.5642 103.2371 138.1771 
C2 P-value 0.4951 0.0767 0 0.0337 0.0027 
C2 CM/DFM 1.001 2.0225 6.8956 2.363 4,0864 
C2FF 0.1973 0.2984 0.8883 0.374 0.5115 
Non-centrality Based Indices 
C1NCP 4.4571 31.6819 207.954 54.1472 95.2461 
C2NCP 3.7599 29.7381 169.5642 52.2981 87.1787 
C1Mc 0.9976 0.9488 0.7095 0.915 0.8544 
C2Mc 0.9999 0.9526 0.7547 0.9183 0.866 
Error of Approximation Indices 
C I RMSEA 0.0128 0.0527 0.1405 0.0635 0.0952 
C2RMSEA 0.0116 0.0513 0.1307 0.0627 0.0927 
C2P-close 0.9295 0.5269 0.0028 0.3171 0.1261 
RMR 0.0215 0.0363 0.1019 0.0423 0.0595 
SRMR 0.0258 0.0438 0.0943 0.0503 0.0669 
Information Indices 
C1 ECVI 0.3819 0.4829 1.0728 0.5585 0.696 
C1AIC 101,2918 131.4907 307.954 154.0953 195.2444 
C I CAIC 215.0916 245.2906 421.7538 267.8952 309.0442 
C2ECVI 0.3906 0.4761 0.9426 0.5511 0.6673 
C2AIC 100.1892 129.4828 269.5642 152,2371 187.1771 
C2 CAIC 213.9889 243.2826 383.364 266.0369 300.977 
Goodness of Fit Indices 
C I /2 GFI 0.9714 0.9541 0.879 0.9443 0.9215 
C1/2 AGFI 0.9555 0.9243 0.7902 0.9103 0.8655 
C1/2 PGFI 0.5924 0.5823 0.5382 0.5755 0.5633 
CIGammaHat 0.9993 0.9807 0.8866 0.9703 0.9439 
C2GammaHat 1 0.9817 0.9028 0.9713 0.9475 
Other Absolute Indices 
C2 CN 553.5532 275.863 81.7558 234.0081 149.3899 
Incremental Indices 
C1NFI 0.9789 0.9653 0.8946 0.9591 0.9381 
C I TLI 0.9994 0.9787 0.8749 0.9703 0.938 
C1CFI 0.9979 0.9851 0.9116 0.9783 0.9568 
C1IFI 0.9995 0.9853 0.9122 0.9785 0.9571 
C I RFI 0.9723 0.9525 0,8527 0.9449 0.9135 
C2 NFI 0.9876 0.9789 0.9347 0.976 0.9617 
C 2 T U 0.9997 0.9857 0.9192 0.9816 0.9592 
C2 CFI 0.9987 0.9903 0.9446 0.9871 0.9725 
C2IFI 0.9997 0.9904 0.9449 0.9872 0.9726 
C2 RFI 0.9832 0.9702 0.9058 0.9667 0.9447 
Parsimony Indices 
C I PNFI 0.7214 0.7118 0.6606 0.7067 0.6924 
C2 PNFI 0.7283 0.7223 0.6912 0.72 0.7104 
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TABLE 13 Means of goodness-of-fit indices (GFIs) across model specification (Rho二0.5) 
Rho=0.5 Model Specification 
1 2 3 4 5 
Mean Mean Mean Mean Mean 
Fit Function Based Indices 
C I Chi-square 52.112 63.4762 138.1491 72.1655 88.712 
C1 P-value 0.4752 0.2141 0.0024 0.1469 0.0448 
C1CM/DFM 1.019 1.3811 3.5245 1.5133 2.1529 
C2 CM 50.9755 62.3872 143.2932 71.1983 88,2451 
C2 P-value 0.5007 0.231 0.0022 0.1573 0.0492 
C2CM/DFM 1.0007 1.3684 3.6793 1.5045 2.177 
C2FF 0.1969 0.2348 0.4891 0.2637 0.3189 
Non-centrality Based Indices 
C1NCP 4.4194 13.3736 88.3131 21.6162 37.8055 
C2NCP 3.7185 12.4614 89.8013 20.7225 37.3663 
C IMc 0.9978 0.9792 6.1205 0.9654 0.9393 
C2Mc 1.0002 0.9814 0.8624 0.9675 0.9406 
Error of Approximation Indices 
C1 RMSEA 0.0128 0.0305 0.0875 0.0369 0.0567 
C2RMSEA 0.0115 0.0294 0.0888 0.0361 0.0567 
C2P-close 0.9275 0.7858 0.0782 0.7133 0.4415 
RMR 0,0385 0.0477 0.0923 0.0519 0.0642 
SRMR 0.033 0.041 0.0701 0.0443 0.0536 
Information Indices 
C1ECVI 0.3814 0.4194 0.6743 0.4482 0.5035 
C1AIC 101.112 112.4762 188.7628 121.1656 137.712 
C1CAIC 214.9118 226.2761 301.4433 234.9654 251.5118 
C2 ECVI 0.3906 0.4192 0.6763 0.4461 0.5011 
C2 AIC 99,9755 111.3871 189.7848 120.1984 137.2452 
C2 CAIC 213.7754 225.187 303.5636 233.9982 251.0449 
Goodness of Fit Indices 
C1/2GFI 0.9715 0.9648 0.9229 0.961 0.9503 
C1/2 AGFI 0.9556 0.9439 0.873 0.9383 0.9186 
C1/2PGFI 0.5924 0,5885 0.5628 0.5858 0.5798 
CI GammaHat 0.9994 0.9924 0,9497 0.9884 0.9775 
C2GammaHat 1 0.993 0.9488 0.9889 0.9777 
Other Absolute Indices 
C2CN 552.8151 392.0002 158.6865 360.8228 257.9999 
Incremental Indices 
C I NFI 0.9583 0.9492 0.8955 0.9456 0.9302 
C1TLI 0.9989 0.9836 0.902 0.9774 0.9534 
C1CFI 0.9957 0.9875 0.9905 0.9828 0,9669 
C1IFI 0.9991 0.9886 0.9285 0.9837 0.9675 
C1RFI 0.9448 0.9318 0.8558 0.9274 0.9049 
C2 NFI 0.9759 0.9708 0.9402 0.9695 0.9598 
C2 TLI 0.9993 0.9898 0,9418 0.9869 0.9717 
C2 CFI 0,9974 0.9924 0.9591 0.9903 0.9804 
C2IFI 0.9995 0.9931 0.9594 0.9908 0.9807 
C2 RFI 0.9674 0.9598 0.9165 0.9582 0.9439 
Parsimony Indices 
C1PNFI 0.7056 0.6992 0.6589 0.6962 0.6854 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 16 Rejection rate for CFI (CI) with new cutoff (-0.96) value to Model 2 (Model with 
parsimony error, single secondary loading) and with new cutoff (=0.96) value to Misspecified Model 3 
(Large effect) 
0.96 
Model F N I L Model 2 Model 3 
233 2 200 3 0.6 14 82 
234 2 200 3 0.9 7.5 85.5 
235 2 200 4 0.6 99 
236 2 200 4 0.9 4 99.5 
237 2 200 5 0.6 5 100 
238 2 200 5 0.9 0.5 100 
239 2 200 6 0.6 3 97.5 
240 2 200 6 0.9 0.5 99.5 
241 2 400 3 0.6 ” 91.5 
242 2 400 3 0.9 1 93 
243 2 400 4 0.6 2 100 
244 2 400 4 0.9 0 湖 
245 2 400 5 0.6 0 100 
246 2 400 5 0.9 0 誦 
247 2 400 6 0.6 0 100 
248 2 400 6 0.9 0 100 
333 3 200 3 0.6 10 55.5 
334 3 200 3 0.9 3.5 61.5 
335 3 200 4 0.6 3 89.5 
336 3 200 4 0.9 4 89 
337 3 200 5 0.6 3.5 92 
338 3 200 5 0.9 2.5 93 
339 3 200 6 0.6 4 85.5 
340 3 200 6 0.9 0.5 83.5 
341 3 400 3 0.6 1 64 
342 3 400 3 0.9 0 
343 3 400 4 0.6 0 94.5 
344 3 400 4 0.9 0 93 
345 3 400 5 0.6 0 95.5 
346 3 400 5 0.9 0 97 
347 3 400 6 0.6 0 94 
348 3 400 6 0.9 2 89.5 
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