ABSTRACT Wireless network virtualization and self-backhauled small-cell networks are considered as two promising technologies to enable next generation wireless networks. In this paper, we propose an integrated framework for the wireless network virtualization problem under the frequency division duplexing selfbackhaul mechanism. In this context, the dynamic virtual resource allocation issue is formulated as an optimization problem, aiming at the maximization of the average total utility of the virtualized network. In the mean time, the network queue stability, the minimum average data rate for each service provider and the capacity constraint of the backhaul link are expected to be satisfied. To solve this optimization problem, the Lyapunov optimization method is adopted to overcome the challenge from the stochastic properties exhibited in the original problem, and a real-time scheduling algorithm is then investigated based on the current queue status information and the channel state information. Specifically, a Lagrange dual decomposition and an improved particle swarm optimization with random mutation are employed to ensure the effectiveness of the proposed algorithm. Simulation results are presented to verify the proposed algorithm.
I. INTRODUCTION
Driven by the tremendous growth in wireless traffic and services, increasing percentage of smart devices and better user interface design, the next generation wireless networks are expected to provide higher capacity, higher spectrum efficiency and lower latency [1] . Currently, wireless network virtualization and self-backhauled small-cell networks are viewed as two promising technologies to improve the spectrum and infrastructure efficiency for the next generation wireless networks [2] , [3] , [6] .
On one hand, the wireless network virtualization enables the radio resources to be abstracted and sliced into several virtual resources, so that the network infrastructure can be shared by different services. This brings the benefits of maximizing resource utilization and reducing the capital and operation expenses [4] . After virtualization, the traditional operators are decoupled into two separate roles, i.e. the infrastructure provider (InP) and the service provider (SP). InP is responsible for abstracting and slicing the physical resources, while SP provides the end-to-end service to users by leasing the virtual resources from InP [5] .
On the other hand, densification of the mobile network is usually realized by small-cell networks implementation to improve the quality of service (QoS) further. Note that an effective backhaul is crucial for small-cell networks [6] . Different from conventional wired and wireless backhauls, the in-band self-backhaul technology allows the backhaul links of the small base station (SBS) to reuse the same bandwidth with the access links of the SBS, without the need for extra backhaul equipment. This can effectively reduce the installation cost, improve the flexibility of network deployment, and overcome the difficulties of backhaul deployment at some rural areas [7] , [8] .
Due to the time-varying features of wireless channel and the scarcity of physical resources, an effective virtual resource allocation scheme plays a critical role in the wireless network virtualization. A lot of efforts have been delicated to this topic. To assign the physical spectrum resources to several virtual networks effectively, Yang et al. [9] presented an opportunistic spectrum sharing based resource allocation scheme. In [10] , an opportunistic spectrum sharing was also designed to improve spectrum utilization and decrease the rejection rates of virtual networks. Kamel et al. [11] , studied the virtual resource allocation strategy in a single-cell virtualized wireless network, where the total throughput has been maximized without losing the fairness requirements between the cell-centre users and cell-edge users. In [13] , a resource management scheme was proposed by introducing two types of slices, namely the rate-based slices and the resource-based slices, which require the minimum data rate and the minimum network resources, respectively. The result of [13] has been extended to multi-cell scenario in [14] . Lu et al. [15] proposed a multi-step dynamic optimization to achieve more efficient resource utilization in the case of limited transmission power. As a further step, Zhu and Zhang [16] introduced two types of wireless resources, i.e. the buffer/storage space and the transmission bandwidth, to support the multiple diverse resource allocations. The concept of auction game was also applied for the interactions among slices, network operators and users. For example, in [17] - [19] , the network operators managed the spectrum resources and each slice was responsible for its served users with QoS requirement. Furthermore, there were some other works focusing on the combination of the virtualization and other key technologies to provide better services. For instance, a resource sharing scheme in cloud radio access networks was proposed in [20] . Jumba et al. [21] applied the massive MIMO to extend the feasibility condition of virtualized wireless networks.
From another aspect, since the use of in-band wireless selfbackhaul causes extra interference between the macro base station (MBS) and the SBSs, it is challenging to design an effective self-backhaul scheme. Hui and Axns [22] , investigated the feasibility of the wireless self-backhaul solution for an indoor ultra-dense network by jointly considering the routing and radio resources allocation problems. Based on the reverse time division duplexing (RTDD) scheme, the asymptotic rates and power consumption have been studied in [23] , where the different tiers are in the opposite uplink/downlink in each time. Under the same backhaul scheme, Wang et al. [24] investigated the problem of joint downlink cell association and wireless backhaul allocation when the MBS was equipped with large-scale antenna array. Extending the work in [24] , Chen et al. [25] realized that the achievable rate of uplink and downlink were couped to each other and considered the joint design of transmit beaming, power allocation, and bandwidth partitioning for both uplink and downlink transmissions.
All above mentioned works are either devoted to the topic of small-cell networks with self-backhaul or the issue of wireless virtualization. However, as shown in the following, it is necessary to consider these two advanced technologies together to provide better services in next generation wireless networks.
• Wireless virtualization can reduce the capital expenditures (CAPEX) by almost 80% and operating expenditures (OPEX) by almost 27% and the in-band wireless backhauled small cell equipments are integrated plugand-play devices that can be easily installed and maintained by mobile operators. Therefore, we have reason to believe that jointly consider virtualization and wireless self-backhaul technologies will offers more benefits to mobile operators.
• Logically, each SP has an independent network. In fact, all slices co-exist the same physical infrastructure, and the different architecture of physical networks will affect the performance of virtualized wireless networks to some extent.
• Network virtualization enables that the physical resource of the entire system is abstract and reorganized into virtual resources, including wireless access resource, backhaul link and core networks. As a result, the processes in wireless network virtualization (e.g. virtualization resource abstracting, slicing, sharing and control) will be significantly affected by the resource allocation strategy in the both of the access link and backhaul link.
• Since the backhaul and access link are coupled, the problem of resource allocation becomes even more challenging.
Therefore, we jointly study wireless network virtualization and in-band wireless self-backhaul so as to improve the endto-end network performance.
The distinctive features of this paper are as follows:
• A wireless network virtualization framework with self-backhaul mechanism is proposed. In this framework, the radio spectrum resource, the MBS and selfbackhauled SBS are virtualized as virtual resources, which are shared by different SPs.
• The virtual resource allocation for self-backhauled small-cell networks is formulated as an optimization problem, in which the average total utility of SPs is maximized subjecting to several constraints simultaneously, i.e. the condition of network queue stability, the requirement of minimum average rate of each SP and the required adequate capacity of the backhaul link.
• The formulated optimization problem is time-average stochastic, which is computationally intractable in general. Hence, we apply the Lyapunov optimization method to transform it into a drift-plus-penalty minimization problem, and the latter is a one-slot optimization problem based on current queue status information (QSI) and the channel state information (CSI).
• To solve the derived one-slot optimization problem effectively, we decompose it into two sub-problems, which can be solved by the Lagrange dual decomposition and the improved particle swarm optimization algorithm with a random mutation, respectively. The remainder of this paper is organized as follows. As a preparation to latter discussion, we briefly describe the wireless network virtualization and the small-cell selfbackhaul mechanism in Section II. The system model and problem formulation are presented in Section III. Next, the proposed algorithm for the virtual resource allocation problem is presented in Section IV. Simulation results and some discussions are followed in Section V. Finally, we conclude this paper with some prospections in Section VI.
II. WIRELESS NETWORK VIRTULIZATION AND SMALL-CELL SELF-BACKHAUL MECHANISM

A. WIRELESS NETWORK VIRTUALIZATION
As shown in Fig. 1 , a framework of wireless virtual networks consists of three layers, namely the InP layer, the virtualization layer and the SP layer. In such a framwork, the InP layer owns the network equipments, spectrum resources and wireless self-backhaul links. The virtualization layer is responsible for slicing and recognizing physical resources from InP to form virtual network resources, namely the virtual spectrum reources, virtual backhaul links, etc., and enables the sharing for SPs. There are multiple SPs in the SP layer, which provide various services to their subscribers through the same physical network. Specifically, the virtualization layer is composed of the virtual network controller and the virtual network manager. The former collects available user state information and physical resource information from the InP layer, and the slice requirement information from the SP layer; while the latter performs the scheduling strategy for the virtual resource. Usually, the virtual network manager needs to dynamically allocate virtual resource to SPs to achieve maximum average total revenue.
We consider a time-slotted wireless system t ∈ {1, 2, · · · , T }, where each time slot t represents a scheduling period with a duration of τ . Without loss of generality, in this paper we consider a specific scenario, where only is N + 1. In the following, we use n, n ∈ {0, 1, · · · , N } to denote each BS (0 indicating the MBS and n ∈ {1, · · · , N } the different self-backhauled SBS). Let us abstract all the physical resources of the InP layer and allocate them to serve a set of SPs K = {1, · · · , K } in the SP layer. In addition, we assume the kth (k ∈ K) SP serves an U k = {1, 2, · · · , Uk } users group, thus the uth (u ∈ U k ) user severed by the kth SP can be indexed as ku. Obviously, the total number of users in the SP layer can be calculated as U =
K k=1
Uk .
B. SMALL-CELL SELF-BACKHAUL MECHANISM
In the self-backhauled small-cell networks, the SBSs are capable of backhauling data for themselves through the wireless transmission. In other words, in the downlink the MBS transmits the downlink data from the core network to the SBSs through the wireless backhaul link, and the SBSs forward the received data to the corresponding users through the wireless access link 2 ; Similarly, the users transmit data to the SBSs through the access link, and the SBSs forward the received data to the MBS through wireless backhaul link in the uplink. Under such a mechanism, the SBSs can complete the backhaul data receiving and transmitting without any extra backhaul device. This paper will only focus on the problem of resource allocation for uplink transmission (i.e., users to SBS and SBS to MBS). To mitigate the performance loss caused by self-interference (i.e., the interference between the backhaul link and access link in the SBS) in the in-band selfbackhaul, we consider a frequency division duplexing (FDD) scheme implemented between the wireless backhaul and the access link in this work.
As shown in Fig. 2 , the total system bandwidth B is divided into two parts, i.e. αB and (1 − α) B, where α represents the bandwidth proportion factor between the backhaul and the access transmission. Both MBS and SBSs use the αB spectrum resource to serve the users from different SPs, while SBSs use the (1 − α) B bandwidth for backhaul links. We assume the wireless links are quasi-stationary in this work, namely in each time slot the channel condition does not change, thus the proportion factor α needs to be dynamically adjusted based on the current CSI and QSI to match the capacity requirements of the access and backhaul links.
III. SYSTEM MODEL AND PROBLEM FORMULATION
Based on above notations, we formulate the virtual resource allocation problem in wireless networks with self-backhauls as an optimization problem as follows.
A. SYSTEM MODEL 1) WIRELESS NETWORK MODEL As mentioned before, in each time slot, the virtual resource manager dynamically allocates radio resources to the users of different SPs according to the CSI and QSI. In the uplink access, the instantaneous spectrum efficiency of the user ku, who associates with the BS n, n ∈ {0, 1, · · · , N }, is given by
where P ku and P k u denote the transmit power of user ku and user k u , respectively. h n ku (t) is the channel gain between the BS n and its associated users ku, while h n k u (t) represents that between the user k u and the BS n. S l stands for the set of users associated with BS l. Denote σ as the power spectrum density of additive white Gaussian noise.
Hence, the actual transmit rate in time slot t of user ku can be expressed as
where y n ku (t) is the percentage of resource allocated by associated BS n, and also represents user association, i.e., user ku is associated with BS n when y n ku (t) = 0. Further, under a particular virtual resource allocation strategy, the limit of the time average expectation of aggregated rate for each SP is defined as 3
3 It is worthwhile to note that we adopt T → ∞ only to strictly define the limits of the time average expectations of concerned quantities in theory [11] - [15] , [32] , [33] . However, it does not affect practical applications, where the virtual resource management issues often consider finite time duration. This is because (1) the proposed utility-based dynamical resource allocation algorithm in Section IV-C runs slot by slot, and (2) it is totally not necessary for the proposed resource allocation algorithm to take infinite time to achieve the performance bounds, referred to the results of [26] and [27] . In fact, we evaluate its performance over 1000 slots (not infinite time) in Section V.
To avoid the interference among SBSs in wireless backhaul link, which results from that different SBSs simultaneously transmit backhaul data to MBS in the same frequency, this work adopts a static backhaul resource allocation. Let g n denote the proportion of the bandwidth resource of SBS n for backhaul uplink. Then, the rate of the wireless backhaul for SBS n is given by
where p n denotes the transmit power of SBS n in the backhaul link. Here, h 0 n (t) is the channel gain between MBS and SBS n.
2) QUEUE DYNAMIC STABILITY MODEL
We assume that each user of different SPs maintains a traffic queue to buffer the arriving packets. The current queue length of user ku is denoted as Q ku (t), and A ku (t) is the random new arrivals of user ku in the time slot t. The arrival processes of all queues are independent and identically distributed (i.i.d.) over scheduling slots and distributed according to Poisson distribution with average arrival rate λ ku . Hence, the queue dynamics for the user ku can be expressed as
where Z ku (t) = R ku (t)/S denotes the number of transmitted packets of user ku in time slot t, and S is the length of each packet. Definition 1: For arbitrary queues Q ku (t) ∈ R+, it is stable if:
Definition 2: A network with queues is strictly stable only if all queues in network satisfy the stability conditions.
3) VIRTUALIZATION MODEL
In our business model, the task of each SP is to lease physical resources from InP to provide services to its subscribers. With virtualization where slices are bandwidth-based, each SP can schedule the serving users and allocate necessary bandwidth to users based on its QoS requirements. Hence, the net revenue of each SP is defined as the difference between the total income earned by serving the users and total resource consumption cost for using both access resource and backhaul resource, which can be expressed as
where U (•) = log (•) is a utility function, and it is also monotonically increasing and concave in general [34] . The first term of the right side of (6) is the income by providing service to users in time slot t, where ω k is the payment of each user ku to the SP k. The second term represents the cost of SP k leasing wireless access resources from InP, which is VOLUME 6, 2018 proportional to the amount of leased spectrum resource, and γ k is the unit price based on the agreement between InP and SP k on the use of wireless access resources. The total amount of access spectrum leased by SP k is given by
The third term is the cost incurred as the SP k leases the backhaul resource from InP to exchange backhaul data. Since multiple SPs share the same backhaul link rather than monopolizing it, the cost of each SP depends on the amount of its backhaul data and available spectrum resource in the backhaul link. Similar to the result of [32] , the instantaneous backhaul cost G b k (t) can be expressed as
where ρ k is the unit price that SP k leases wireless backhaul link, S n denotes the set of the users associated with SBS n. Since the self-backhaul mechanism utilizes the inband spectrum resource to achieve backhaul rather than extra infrastructure, it is cheaper than traditional backhaul method obviously. 4 
B. PROBLEM FORMULATION
Now, we formulate the average total revenue maximization problem as the following stochastic optimization model.
In (10), C1 is the minimum required average data rate of each SP. C2 ensures that there is enough capability for each SBS 4 Wired backhauls including optical fiber and cable not only suffer from high deployment and maintenance cost but also lacks the ability to reach disadvantageous cell sites. As the traffic of small cell usually comes in burst, wired backhauls designed for peak rate does not seem economical. Microwave backhaul has large capacity but is prone to obstruction due to line-of-sight (LoS) requirement, making its accessibility a question in some cases. Moreover, it also incurs additional equipment costs and spectrum license fees if operated in licensed band. Using unlicensed spectrum, wireless backhaul based on 802.11 is famous for cheap equipment and easy deployment. However, telecom-level quality is hard to guarantee due to the uncontrollable interference in unlicensed bands and its contention based access mechanism. From the view of reducing the cost of network deployment for mobile operators and scaling up the cellular networks in a short time, it is a good choice to apply the in-band wireless backhaul technology in some scenarios.
to forward the recieved data to the MBS through backhaul link. C3 and C4 reflect that the sum of the allocated resource of all users connected to any BS n, n ∈ {0, · · · , N } cannot exceed the total bandwidth resource. C6 is the queue stability constraint to guarantee all arrival data leaving the network in a finite time.
In general, the problem P1 is computationally intractable owing to its stochastic properties. Moreover, it combines two time-scale constraints, that is, the long-term average constraints over successive time slots, i.e., C1 and C6, and instantaneous constraints at a single time slot, i.e., C2, C3 and C4. It is very difficult to design a virtual resource allocation scheme under complete knowledge that satisfies all the constraints in (10) simultaneously. Furthermore, due to the traffic arrivals randomly and the channel quality changes dynamically among different time slots, it is impractical to obtain the future CSI and QSI accurately. Hence, this paper applies Lyapunov optimization to design a real-time scheduling algorithm based on the current CSI and QSI.
IV. SOLUTION FOR DYNAMIC RESOURCE ALLOCATION
In this section, we provide the details of the design for realtime scheduling algorithm. First, Lyapunov optimization is employed to transform the maximum average utility problem over successive slots into one-slot optimal problem, which relies on the current CSI and QSI without the statistics of traffic arrivals and channel condition. Then, the one-slot optimal problem is further divided into two sub-problems, which are solved by an iterative algorithm.
A. PROBLEM TRANSFORMATION
To tackle the time-average constraint C1 in (10), we introduce a virtual queue vector D (t) [26] , which evolves as follows:
Without loss of generality, we assume that all buffers are empty when t = 1.
Lemma 1: If a resource allocation strategy ensures that all virtual rate queues Dk (t) satisfy the stability condition, it will automatically guarantee the average rate constraint C1.
Proof: See Appendix A. Based on Lemma 1, for each time slot t, the queue vector of system can be given as (t) = [Q (t) , D (t)]. To quantify the system queue states, the Lyapunov function in this paper is defined as
Obviously, (12) indicates the degree of congestion for virtualized wireless networks. A larger value of (12) implies a heavier queue in the system. As a result, each SP has to wait for a long time for data transmission. Therefore, to minimize the delay of the data transmission and maintain the system stability, we define the one-slot conditional Lyapunov drift as [27] :
It can be seen from (13) that the one-slot conditional Lyapunov drift represents the changed expectation of Lyapunov function in a time slot under the condition of the current system queue state (t). To minimize the delay of system, we hope that the value of (13) is as small as possible.
As a further step, the drift-plus-penalty in this paper can be defined as the weighted difference between the one-slot drift and the conditional expectation of total utility of all SPs in the tth slot given (t):
where V is a nonnegative constant that controls the tradeoff between the drift ( (t)) and the penalty
Lemma 2: For any V ≥ 0, the drift-plus-penalty expression of (14) has the upper bound (15) , shown at the bottom of the next page, where ζ is a positive constant that for each slot t satisfies
Proof: See Appendix B. According to the design principle of the Lyapunov optimization, we have converted the original problem P1 to minimize the right-hand side (RHS) of (15) subject to the instantaneous constraints, i.e., C2, C3, C4 and C5. The details of the scheme are presented in Algorithm 1.
B. ALGORITHM DESIGN
Since the objective function in (17) contains the logarithmic and linear term of y and α and the power function for α, we can not judge the convexity of it intuitively. Inspired by [24] and [28] , this work considers to apply the hierarchical decomposition approach to solve the problem P2, which contains an upper level primal decomposition and a lower level dual decomposition [29] . By conducting the upper level primal decomposition for the problem P2, we obtain an inner problem P2.1 and an outer problem P2.2. The radio access resource allocation scheme of the SPs y is created for the former problem by assuming the spectrum-segmentation indicator α between the access and backhaul link is fixed. Then, we can get the optimal α through solving the latter 
3: Update user queues Q ku (t) and virtual rate queues Dk (t) according to (5) and (11), respectively.
problem based on the result y. By continuing iterating for a number of times until convergence, the resource allocation strategies y * and α * for the current time slot can be obtained. Finally, the virtual network manager informs the users of each SP and BSs of the scheduling policy, and queue parameters are updated based on the achieved rate of SPs.
1) SP USERS RESOURCE ALLOCATION SUB-PROBLEM
Given a spectrum-segmentation indicator α, the original optimization problem P2 begins with the following inner problem P2.1:
Obviously, the inner problem P2.1 is a convex problem [30] . By jointly considering the objective function and constraints, we can derive the Lagrange function related to (18) , which is given in (19) , shown at the bottom of the next page, where β n and λn are Lagrangian nonnegative multipliers with respect to constraints C2 and C3 in (18), respectively. Hence, the Lagrangian dual function is given by
The corresponding Lagrangian dual problem for radio access resource allocation of SPs maximizes the Lagrangian dual function with regard to λ and β:
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Through the Lagrange dual decomposition, which is seen as the lower level dual decomposition in this work, the dual problem (21) can be decoupled into two parts: 1) Outer loop, where the Lagrangian multipliers are updated based on the gradient approach. 2) Inner loop, where the radio access resource allocation of the SP users in the system is derived by applying KKT condition.
Let y n ku (t) * denote the percentage of the radio access resource obtained by the user ku in the slot t. Based on the KKT condition, the optimal radio access resource allocation in Equation (18) can be determined as:
where
Since the Lagrangian dual function C (λ, β) is differentiable on λ and β, the gradient approach can be applied to update the Lagrangian multipliers. As a consequence, the Lagrangian multipliers are updated as
where ζ i 0 and ζ i 1 are the dynamic step sizes and will be updated during each iteration i, and [·] + is an operator defined as max {0, ·}. The values of the Lagrangian multipliers updated by (24) and (25) are taken into (22) and (23) to obtain the new radio access resource allocation of each SP users. By iterations for a number of times like this until convergence, we can obtain the optimal resource allocation scheme of SP users Y under the spectrum-segmentation indicator α.
2) SPECTRUM SEGMENTATION OF ACCESS AND BACKHAUL SUB-PROBLEM
After the radio access resource allocation of SP users y is obtained by solving the inner problem P2.1, the original problem P2 reduces to the following outer problem P2.2 for the optimization of the spectrum-segmentation indicator α. For the sake of simplicity, this subsection uses the symbol y * (t) to denote the optimal resource allocation scheme of SP users from the inner problem P2.1 in each time slot t. Hence, the outer problem P2.2 is given by
Note that the outer problem P2.2 is a non-convex optimization on convex sets. In this work, we consider the improved particle swarm optimization algorithm with random mutation based on similarity (IPSO-RM) to achieve the wireless backhaul bandwidth allocation.
Particle swarm optimization (PSO) is a population-based intelligence algorithm and exhibits good performance on optimization [31] . According to the principle of the basic
PSO, a group of particles with position and velocity parameters is generated. At each iteration j, the positions and velocities of the individual particles are dynamically adjusted according to the information from the particle itself and neighborhood. Specifically, the position of the particle in this work represents a feasible spectrum-segmentation scheme between the access and backhaul link. Therefore, the velocity and position of each particle m in the next iteration are calculated as
where η is the inertia weight that controls the influence of the velocity of the last iteration on the current velocity. c 1 and c 2 are the acceleration coefficients. r 1 and r 2 are two random numbers with uniform distribution in the range of (0, 1). Denote p m (j) and p g (j) as the best position for the particle itself and global particle in the iteration j, respectively. In order to improve the ability of the particle swarm algorithm to obtain the optimal spectrum-segmentation scheme, an effective global search is applied at the early stage of the algorithm and the local search is carried out at the later stage. Hence, to balance the capability of the PSO between the global search and the local search, this work makes the following improvement for inertia weight η, acceleration coefficients c 1 and c 2 based on the basic PSO:
where Jmax is the defined maximum number of iteration, η min and η max are minimum and maximum inertia weight, respectively. c 1s and c 2s are the initial value of the acceleration coefficients c 1 and c 2 , respectively. c 1e and c 2e are the terminal value of c 1 and c 2 , respectively. Moreover, the particles always tend to a premature convergence, which will make the lack of the diversity fast in the process of the PSO. This paper considers the random mutation based on the similarity to improve the diversity among the particles. The similarity between the particle m and the global optimal particle g for the jth iteration is defined as
where d (m, g) represents the distance between the particle m and the global optimal particle g, which is determined by the Euclid distance formula. dmax and dmin are two positive constants. θ is the defined control parameter. Correspondingly, the concept of collectivity is introduced to describe the cluster degree of the particles. The collectivity for the jth iteration is defined as:
where M denotes the total number of particles in the system. Intuitively, the larger value of (33) implies that the more particles gather to the current global optimal particle g. If the position of the identified optimal particle g is only local optimum, the particles have no chance to explore the other areas of the search space, which causes that the algorithm cannot obtain the optimal spectrum-segmentation scheme. To keep the diversity of the particle swarm and avoid the phenomenon of premature, this paper applies the random mutation based on the similarity when the particles gather around the global optimal particle g. The specific details are as follows:
where x min and x max are the maximum and the minimum values of position that satisfy the constraints, i.e., C2 and C5.
It can be known that the larger value of the collectivity F (j) is or the more similar the particle m and the current optimal particle g is, the more possible it is to randomly mutate in this case. In order to balance the exploration and the exploitation, the parameter θ is decreased linearly.
Combined with the above analysis and improvement, the improved PSO with random mutation based on similarity to obtain the wireless backhaul bandwidth allocation is described as Algorithm 2.
3) OVERALL ALGORITHM: THE VIRTUAL RESOURCE ALLOCATION ALGORITHM
Based on the above analysis, the proposed virtual resource allocation algorithm for wireless networks with selfbackhauls can be summarized as Algorithm 3.
For simplicity, we use H (t) to denote the objective function in (17) . Actually, it is a two-level iteration algorithm: 1) Outer loop: In this loop, each SP updates the queues based on the achievable instantaneous rate, which includes all users queues served by SP and virtual rate queue of each SP;
2) Inner loop: In this loop, the radio access resource allocation of SP users and spectrum-segmentation scheme between the access and backhaul link are solved through the Lagrange dual decomposition and improved particle swarm algorithm with random mutation based on similarity, respectively.
As seen in the Algorithm 3, we adopt two algorithms to obtain the virtual resource allocation scheme at each time slot. For the Lagrange dual decomposition, each user computes its access resource allocation based on the KKT condition, and then each BS updates the new value of Lagrange multiplier. Hence, the complexity computation in this distributed algorithm is O (U (N + 1) ). For the Algorithm 2, the complexity Initialize the best position of the individual particles and global optimal particle g. 2: while j ≤ Jmax do 3: Compute the parameter η, c 1 and c 2 according to (29) , (30) and (31), respectively. 4: Update the positions of the individual particles by using (28).
5:
Judge whether the new position of each particle satisfies the constraints. If not, replace the new position with the individual optimal position so far. 6: Compute the similarity of each particle to the global optimal particle g and the collectivity of particle swarm according to (32) and (33), respectively. Then randomly mutate the position of each particle based on the principle of mutation.
7:
Evaluate the fitness functions of each particle by using (26) . Update velocity and the best position for the particle itself and global particle. 8: end while 9: Output the optimal spectrum-segmentation scheme.
computation is proportional to the number of particles in the system and the maximum iteration, which is O (M Jmax).
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we demonstrate the performance improvement of our proposed virtual resource allocation algorithm for the wireless networks with self-backhauls through simulation results. In the simulations, we consider a 500m × 500m square area covered by one MBS and three SBSs, which are shared by three SPs. Each SP serves several users, but the number of users served by each SP is variable in different scenarios. The MBS is located at the center of the area, and the SBSs and users are randomly distributed in the whole area. The transmit power of 20dBm for users and of 33dBm for SBS with self-backhauls are considered in the simulations. The available bandwidth is 10MHz and the noise power is set to −174dbm/Hz. The settings of remaining parameters related to SP utility refer to [32] . This paper examines the performance of our proposed algorithm for T = 1000 consecutive slots with each time slot length τ = 5ms.
Firstly, to evaluate the performance of our proposed algorithm based on Lyapunov optimization, we validate the gain of SP utility and delay. Fig.3 displays the evolution of the average total utility of SPs and time-average queue backlog with variations in V , ranging from 80 to 150. As can be seen, the average total utility of SPs gradually grows and trends towards the stability with increasing V . In Lyapunov optimization, the larger value of the control parameter V Initialize the spectrum-segmentation indicator α (o) = 0.5 and iteration indicator o = 0. 4: while H (o+1) (t) − H (o) (t) > µ do 5: Obtain the radio access resource allocation y of SP users through the Lagrange dual decomposition.
6:
Update the spectrum-segmentation policy α (o+1) based on the scheme y by using the Algorithm 2.
7:
end while 8: Output the virtual resource allocation strategy y * and α * . implies that the algorithm is more inclined to optimize the penalty function, which is defined as the average total utility of SPs in this paper. However, the time-average queue backlog or delay is almost linearly increasing as V increases. It proves that there is a tradeoff between the system utility and delay. Hence, to ensure that the system works in an ideal state, it is necessary to select a reasonable control parameter V .
To intuitively observe the users time-average queue backlog on consecutive slots and demonstrate the convergence in terms of queue stability, we arbitrarily select three users belonging to different SPs. As shown in Fig.4 , the y-axis is the time-average queue backlog, and the x-axis is the time slot index. It is observed that the queue backlogs of three users served by different SPs are increased at the early stage of the simulation operation and trend toward stability as time slot increases. It means that our proposed virtual resource allocation algorithm based on Lyapunov optimization can guarantee the network queue stability condition. In other words, it confirms the effectiveness of our proposed algorithm.
Secondly, we evaluate the performance through wireless virtualization in the following three aspects: 1) the timeaverage total utility of SPs, 2) the average utility of users, 3) the time-average queue backlog. To compare our proposed algorithm in the virtualization, we also consider two benchmarks, which are the static virtual resource allocation strategy based on the self-backhaul mechanism (SA-SBL) and dynamic virtual resource allocation strategy with CSI based on the self-backhaul mechanism (CSI-DA-SBL). For the first baseline SA-SBL, the virtual network manager allocates a fixed number of virtual resources to each SP and will not be varied with time, no matter each SP uses them or not. For the second baseline CSI-DA-SBL, the virtual network manager dynamically schedules the users served by different SPs based on CSI with maximum system capacity, which is similar to [33] .
In Fig. 5 , we show the average total utility of SPs and the individual revenue of each SP. The x-axis is the number of access users, and the y-axis is the average total utility from all 3 SPs. With the increase of the number of access users, the average total utility of SPs will approximately linearly grow, but the growth rate is slow. This is because the SPs have to pay an amount of money to InP for leasing the physical resources, even though the more access users will be able to bring more income to SPs. Moreover, the virtual network manager only allocates the optimal amount of resources to each SP instead of all the available resources. As seen, our proposed algorithm is preferable to the other two schemes, SA-SBL and CSI-DA-SBL. SA-SBL performs the worst, since it allocates the fix number of resources to each SP and ignores the need for SPs, which results in a waste of resource. Fig. 6 shows the average utility from users versus the number of access users for different schemes. The utility from users is defined as the amount of money paid by the users for their service rate. As the number of users increases, the average utility from users for all schemes decreases slowly. This is explained by that, the more intensive users in the system means that the proportion of users with poor channel conditions will increase. To ensure the delay performance of such users, the proposed algorithm will allocate a relatively large number of resources to avoid the queue infinite backlog. This is the reason why the algorithm in this paper outperforms the other two schemes. Fig. 7 illustrates the relationship between the average queue backlog and the average arrival rate. For any average VOLUME 6, 2018 arrival rate, the resource allocation strategy mentioned in this paper has fewer average queue backlogs. The reason is that, the proposed algorithm dynamically allocates resources to each SP according to CSI and QSI in each time slot to ensure that all queues in the system satisfy the stability condition. Hence, our proposed algorithm has a better delay performance.
Thirdly, we evaluate the performance through selfbackhaul mechanism by comparison with two backhaul scheme. The first baseline is a traditional wire-backhaul scheme (WB), in which the SBSs transmit the data from associated users to MBS or to the core network through optical or Digital Subscriber Line (DSL). The second baseline is a wireless self-backhaul scheme with a fixed proportion of bandwidth (FBB) between the access and backhaul link at each time slot. Next, the gain through backhaul mechanism with virtualization is evaluated through the average total utility of SPs and average utility of InP.
As shown in Fig. 8 and Fig. 9 , the proposed dynamic selfbackhaul mechanism in this work can bring more income to both SPs and InP than other two schemes. In addition, the schemes of the wireless self-backhaul outperform the scheme with wired backhaul. It is reasonable because that the wireless self-backhaul mechanism can effectively reduce the overhead on the backhaul link and improve the utility of SBSs. As a result, the average total utility of SPs is improved. However, the FBB applies a static spectrum-segmentation strategy between the access and backhaul link, which causes a mismatching in capacity between the access and backhaul and the waste of bandwidth. For WB, although it is able to provide higher capacity of backhaul link, the cost of backhaul will remarkably increase. In such mechanism, InP can only get the income of resource consumption in access link and the backhaul revenue will be used to build the wired backhaul infrastructure. Hence, both the average total utility of SPs and average utility of InP for WB mechanism are significantly lower than the other two schemes.
Finally, we evaluate the convergence performance of our proposed algorithm. As shown in Fig. 10 and Fig. 11 , the instantaneous utility of SPs and spectrum-segmentation indicator α converge fast.
VI. CONCLUSION
In this paper, we investigated an efficient virtual resource allocation scheme in wireless networks with self-backhauls. The virtual resource allocation policy was formulated as an optimization problem, which maximized the average total utility of SPs while satisfying the condition of network queue stability, the minimum average required rate of each SP and the constraint of capacity in backhaul link. We applied the theory of Lyapunov optimization to transform the timeaverage stochastic optimization problem into one-slot optimal problem, which was a real-time scheduling algorithm based on the current CSI and QSI. To deal with it effectively, the one-slot optimal problem was further decomposed into two sub-problems. The first sub-problem could be solved by Lagrange dual decomposition and we solved the second subproblem by the improved particle swarm optimization algorithm with random mutation based on similarity because of its non-convexity. Simulation results were presented to verify the effectiveness of our proposed virtual resource allocation algorithm, which maked all InP, SPs and users benefited. Future works will consider dynamic resource allocation in backhaul link under the proposed framework.
APPENDIX A PROOF OF LEMMA 1
From (11), we have
Summing (34) over t ∈ {1, · · · , T }, we have
The both sides of inequality are divided by T and taking T → ∞, we obtain (5) 
Bringing the inequalities (38) and (39) into (14), we obtain (15) .
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