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Abstract
The work described in this thesis has been carried out in the framework of the
Italian participation in the CALET space mission (CALorimetric Electron Telecope)
that is currently in preparation for a launch to the International Space Station (ISS).
The CALET experiment has been designed to perform accurate measurements of
cosmic-ray radiation aboard the ISS for at least 5 years. Its main scientiﬁc goals are
the measurement of the inclusive spectrum of electrons and positrons, the observa-
tions of γ-ray sources, the search for dark matter signatures and the measurement of
nuclei spectra. The CHarge Detector (CHD) consisting of two layers of scintillating
paddles is part of the CALET instrument and its prototype was tested with an ion
beam of 30 GeV/n kinetic energy at CERN SPS in January-February 2013. The
analysis of the data collected during the beam test is presented in this thesis and
the CHD capability to perform charge identiﬁcation is assessed. The measurement
of cosmic-ray relative abundances is one of the main physics goals of CALET and its
aim is to be able to discriminate among diﬀerent theoretical cosmic-ray propagation
models.
In the ﬁrst chapter, an introduction to cosmic-ray physics is presented and cosmic-
ray propagation and acceleration are described; a section about electrons in the
cosmic-ray ﬂux is also present, given their importance as the main scientiﬁc goal of
the CALET observations on the ISS.
The second chapter focuses both on the CALET instrument and on its main
scientiﬁc goals.
In the third chapter, the basic principles of charge detection are described. As the
beam test equipment included a dedicated Beam Tracker built by the Italian group
and designed to tag each nuclear species (up to Z=26 and above) in the SPS beam of
mixed fragments from primary Pb projectiles, the working principles of silicon pixel
and silicon strip detectors are brieﬂy reviewed in this chapter.
The fourth chapter describes the beam test instrumentation and how it was
arranged during the data taking operations.
In the ﬁfth chapter the charge tagging procedure is described and the data anal-
ysis of the Beam Tracker data is presented.
In the sixth chapter the scintillating CHarge Detector data analysis is described:
charge resolution for neighbouring ions is estimated. The light saturation eﬀect for
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high Z nuclei within the plastic scintillator is also measured and compared with a
halo model of local energy deposit and delta-ray propagation.
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Chapter 1
An introduction to cosmic-ray
physics
1.1 History, energy spectrum and elemental compo-
sition of cosmic rays
At the very beginning of the XX century, physicists started to look for an explanation
of the phenomenon of the discharge observed in electroscopes even when they were
well isolated from the natural radioactivity. Thanks to Hess and Kolhörster (1912-
1914) who measured the ionisation of the atmosphere at many diﬀerent altitudes
by means of an hot-air balloon, it was possible to prove the existence of an ionising
radiation of extraterrestrial origin, known today as cosmic rays.
During the following years, many experiments took place in order to investigate
the character of cosmic rays. The most important were probably the Bothe and
Kolhörster experiment (1928) and the Skobeltsyn experiment (1929): the former
estabilished that cosmic rays were mainly charged particles and not high-energy
photons (as it was initially supposed by Millikan); the latter was able to measure
the very ﬁrst cosmic-ray tracks through a cloud chamber.
During the Thirties, some cloud chambers experiments (Millikan and Anderson in
1930; Blackett and Occhialini in 1933) revealed the existence of positrons. Starting
from this discovery, the scientiﬁc community understood the importance of cosmic
rays as a natural source of high-energy particles and many new particles (like the
pion, K and Λ) were discovered thanks to the experimental study of cosmic rays, until
(approximately 1950) the energies reached by particle accelerators became signiﬁcant
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Figure 1.1: Energetic spectrum of cosmic rays
in comparison with the low part of the energy spectrum of cosmic rays. After this
period, the scientiﬁc interest was mainly focused on the problems of propagation and
origin of cosmic rays.
An important advancement took place in the Sixties, when it became possible to
launch into orbit the instruments needed to perform cosimc-ray measurements, by
means of artiﬁcial satellites.
Thanks to this important technological progress and to the use of airborne bal-
loons, nowadays we know that cosmic rays are mainly composed by protons and fully
ionized atomic nuclei, while electrons, positrons, anti-protons and photons are only
about 2% of the total [1].
The cosmic-ray spectrum spans more than 15 orders of magnitude in energy,
extending to about 1021 eV. In the region from 108 eV to 1015 eV, the ﬂux can be
parametrized by a single power law of the form:
dN
dE
= k · E−α (1.1)
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Figure 1.2: Relative (to Si) abundances of elements in galactic cosmic rays (GCR)
and in the solar system
where k is a constant and the spectral index α takes diﬀerent values according to
the cosimc-ray energy. As we can see from Figure 1.1, we indeed observe a decrease
in the intensity of cosmic rays with increasing values of the energy and we can also
distinguish three diﬀerent areas in the spectrum, each characterized by a diﬀerent
spectral index
 the area below the knee (E ≤ 4 · 1015 eV), where α ≈ 2.7;
 the area included between the knee and the ankle (4 · 1015 eV ≤ E ≤ 1019eV),
where α ≈ 3;
 the area above the ankle (E ≥ 1019 eV), where α ≈ 2.6.
The strong decrease of the intensity with increasing energy is the main reason why in-
direct measurements (generally performed on the ground with very large geometrical
acceptance) are more eﬀective than direct experiments in investigating the spectrum
at high energies. The former are carried out on the Earth's surface by studying
Extensive Air Showers (EAS ) of secondary particles, generated by the interaction
between cosmic rays and the atmosphere; the latter are performed by means of de-
tectors ﬂown at the top of the atmospehere or in space.
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For what concerns the composition of cosmic rays, the Figure 1.2 shows that the
abundances (relative to Si) of some elements in the cosmic rays are diﬀerent from
those in the solar system; more speciﬁcally:
 some elements, like H and Li, are more abundant in the solar system than
in the cosmic-ray ﬂux. This is probably due to the fact that these elements
are light and therefore harder to be accelerated to high energies than heavy
elements [2].
 some elements (like Li, Be, B, Sc, V, Ti, Cr, Mn) are more abundant in cosmic
rays than in the solar system. We can explain this experimental evidence by
means of the spallation process, that is the fragmentation of heavy nuclei (like
C for the trio Li-Be-B, or Fe for the nuclei of the so-called Sub-Fe group) due
to the inelastic collisions with protons of the interstellar medium.
Nuclei (like B) which are produced only by spallation (and not in the astrophysical
sources of cosmic rays) are called secondary cosmic rays, while their parent nuclei are
called primary cosmic rays because they are directly originated by nucleosynthesis
processes taking place in the stars. Also, the particles originated by the collisions of
primary cosmic rays with the particles of the Earth's atmosphere are often included
in the deﬁnition of secondary cosmic rays (atmospheric cosmic rays).
We can divide atmospheric cosmic rays into two diﬀerent components on the
basis of their behaviour in crossing high-density targets (like Fe and Pb): a hard
component, which amounts to about the 70% of secondary cosmic rays and which is
very penetrating (this component is mainly made up of muons) and a soft component,
whose penetration does not exceed a few cm in thickness and which represents the
remaining 30%. Electrons and γ belong to this second component.
By observing Figure 1.2, we can also notice an odd-even eﬀect for the atomic
number Z and the mass number A: this is due to the fact that nuclei with even A
and Z are much heavier bounded than the ones with odd A and/or Z, so the former
are the most frequent products of the thermonuclear reactions which take place in
stars.
1.2 The acceleration of cosmic rays
One of the most interesting features in cosmic-ray physics is the understanding of
the cosmic-ray acceleration mechanisms. The latter ones should be consistent with
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what stated before about the cosmic-ray physics, that is:
1. they should reproduce the power law in equation 1.1, i.e. the main feature of
the cosmic-ray spectrum;
2. they should be able to explain cosmic-ray energies up to1020 − 1021 eV, as
reported in Figure 1.1;
3. they should reproduce the chemical abundances that are experimentally ob-
served, as reported in Figure 1.2.
1.2.1 Second-order Fermi acceleration mechanism
One of the ﬁrst acceleration mechanisms was elaborated by Fermi around 1949: in
this mechanism the cosmic-ray acceleration is due to the crossing of magnetic clouds
(the irregularities in the magnetic galactic ﬁeld) in the interstellar medium. We can
analyze the interaction with these clouds by considering the collision between the
cosmic-ray particle (whose ﬂight direction forms a θ angle with the ﬂight direction of
the cloud, and whose initial energy is Ei) and the cloud itself, which has velocity βn.
All the quoted quantities refer to the CM frame of the system particle-cloud (which
substantially coincide with the CM frame of the cloud), so:
ECMi = γn (Ei + βnpicosθ)pCMi cosθCM = γn (picosθ + βnEi)
Supposing now that the collision is elastic (ECMf = E
CM
i and p
CM
f cosθ
CM =
−pCMi cosθCM) and that the incident particle is relativistic (βp ≈ 1), we are entitled
to perform the reverse Lorentz transformation:
Ef = γn
(
ECMf − βnpCMf cosθCM
)
= Eiγ
2
n
(
1 + 2βpβncosθ + β
2
n
) ≈ Eiγ2n (1 + βncosθ)2
and, by approximating γ2 ≈ 1 + β2, we get the energy increase due to a collision
between a particle and a magnetic cloud:
∆E
Ei
=
Ef − Ei
Ei
≈ 2β2n + 2βncosθ
and, averaging over the possible values of θ ∈ [0, pi], we get:
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〈
∆E
Ei
〉
=
8
3
β2n (1.2)
Since this mechanism provides a quadratic dependence on the magnetic cloud's
velocity (whose order of magnitude is, in practice, βn ≈ 10−2), it doesn't provide an
acceleration able to make particles gaining the high energies (1020 − 1021eV) which
we ﬁnd in the end-point of the cosmic-ray spectrum.
The strength of this model is that it manages to reproduce the power law reported
in equation 1.1. Let us suppose the following form (similar to that of equation 1.2)
for the relative energy gain ξ:
∆E
E
= ξ
then, the energy gained by a particle (whose initial energy is E0) because of n
collisions, turns out to be:
En = (1 + ξ)
nE0 ⇒ n =
ln
(
E
E0
)
ln (1 + ξ)
(1.3)
If we deﬁne a particle escape probability PF from the magnetic cloud, then we
get the probability of obtaining at least n collisions, which is equal to the probability
of having a ﬁnal energy greater than En:
P (EF > En) =
∑
x>n
(1− PF )x = (1− PF )
n
PF
being n the one obtained in equation 1.3. The number N of particles with energy
greater than En is proportional to P (EF > En) and, by using the properties of
logarithms, it is possible to show that:
N ∝ 1
PF
·
(
E
E0
)−γ
(1.4)
where γ is a quantity suitably deﬁned as:
γ = − ln (1− PF )
ln (1 + ξ)
≈ PF
ξ
where we made use of the fact that the relative energy gain ξ in a single collision
is small due to the small velocities of the magnetic clouds. Now, by diﬀerentiating
equation 1.4, we obtain the power law form of the equation describing the cosmic-ray
12
Figure 1.3: (a) Shock wave propagation in the interstellar medium. (b) Interstellar
medium's ﬂux in the reference frame solidal to the shock wave's front. (c) The
situation in the reference frame solidal to the upstream ﬂuid: isotropization of the
velocities in the upstream region and approach of the downstream region with v = 3
4
u.
(d) In the reference frame solidal to the downstream ﬂuid, the problem is symmetric.
spectrum:
dN
dE
∝ E−(γ+1) (1.5)
where the spectral index is α = γ + 1 ≈ PF
ξ
+ 1.
In conclusion, this Fermi model agrees with the experimental data regarding the
power-law behavior of the cosmic-ray ﬂux, but it does not account for the high
energies observed in the spectrum [3].
1.2.2 First-order Fermi acceleration mechanism
The II order Fermi mechanism has been used as a starting point to formulate the
acceleration mechanism based on the interaction of the particle with the shock waves
originated by supernovae explosions. This model leads to a linear dependence on the
wave velocity (while second-order Fermi acceleration mechanism predicts a quadratic
dependence) and, thus, it provides an explanation for the high energies observed at
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the end-point of the cosmic-ray spectrum. Because of this linear dependance, such
a mechanism is called ﬁrst-order Fermi acceleration mechanism.
This mechanism is based on the propagation of supersonic shock waves into the
interstellar medium. Their velocity is u = Mvsound, with M Mach number. It is
possible to divide the space in which the shock wave propagates (and in which the
interstellar medium is parametrizable as an H gas) into two diﬀerent areas:
 an area upstream of the shock wave, which has not yet been reached by the
wave itself and which has pressure p1, temperature T1 and matter density ρ1;
 an area downstream of the shock wave, which has already been reached by the
wave and which is described by the triplet (p2, T2, ρ2).
If we study the problem in a reference frame solidal to the shock wave, we can see
the ﬂuid in the upstream region which approaches with velocity v1 and the ﬂuid in
the downstream region which recedes with velocity v2. If we now impose the energy
conservation and the continuity equation ρ2v2 = ρ1v1, we will be able to demonstrate,
using ﬂuidodynamics arguments, that:v21 = V12 [p2 (1 + γTD) + p1 (γTD − 1)]v22 = V22 [p1 (1 + γTD) + p2 (γTD − 1)] (1.6)
where V1 and V2 are the volumes of the two regions and γTD is the constant
which comes from thermodynamics and describes the ratio between speciﬁc heat at
constant pressure and the one at constant volume (γTD =
cP
cV
). By noting that the
Mach number M can be rewritten as a function of the velocities, of the pressures
and of the volumes of the two regions upstream and downstream of the shock wave,
we get the following relation:
p2
p1
=
2γTDM
2
1 + 1− γTD
(1 + γTD)
which can be combined with equations 1.6, to get the relation:
v1
v2
=
ρ2
ρ1
=
V1
V2
=
1 + γTD
(γTD − 1) + 2M21
≈ γTD + 1
γTD − 1
where we took advantage of the supersonic velocity of the shock wave (M1  1).
The interstellar medium is a H gas, so, remembering that γTD =
5
3
for monoatomic
elements, we obtain v2 =
v1
4
.
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Let us consider the case of particles which are in the upstream region: in the
reference frame solidal to this region, the shock wave approaches with velocity u,
while the downstream area (with its particles) approaches with velocity 3
4
u; the
particles in the upstream region are, instead, subject to collisions which isotropize
their velocities. The situation is shown in Figure 1.3.
The E ′ ﬁnal energy of a particle (whose initial energy is E and whose initial
momentum is p) which crosses the shock wave front towards the downstream region
with a θ angle with respect to the direction of the shock wave is, then:
E ′ = γ (E + βpcosθ)
but, by noting that the shock wave does not move at relativistic velocities (u
c⇒ γ ≈ 1) and that the particle is relativistic (E ≈ p), we get:
E ′ − E
p
=
∆E
E
= βcosθ =
3
4
u
c
cosθ
Averaging this expression on the possible θ ∈ [0, pi
2
]
values, we get:〈
∆E
E
〉
=
u
2c
and, since the situation is simmetric if we consider particles crossing the shock
wave from the downstream region towards the upstream region (see Figure 1.3 again),
the relative energy gain in a complete acceleration cycle is:〈
∆E
E
〉
=
u
c
(1.7)
As outlined before, equation 1.7 express the remarkable fact that this acceleration
model leads to an average relative energy gain which is linear (with respect to the
crossed shock wave's velocity) and, so, it provides an explanation to the very high
energies observed at the end-point of the cosmic-ray spectrum.
This model is also able to reproduce the power law which describes the cosmic-ray
spectrum (by proceeding in the same way as for the Fermi II order mechanism), with
a α ≈ 2 spectral index. This apparent disagreement with the actual value observed
for α can be explained through the cosmic-ray propagation mechanism.
The main problem with the I order Fermi acceleration mechanism is the maximum
energy that particles can reach, ∼ 3 ·1015 eV. This limit results from the combination
of several factors, such as energy losses (both radiative and due to inelastic collisions)
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and the age of the accelerating system (proportional to the total time during which
the acceleration took place). The energy limit corresponds to a (model dependent)
characteristic magnetic rigidity R = pc
Ze
for each nucleus.
1.3 The propagation of cosmic rays through the galaxy
After their production (presumably in sites such as supernovae remnants, pulsars,
black holes in the center of active galaxies and in phenomena associated with the
production of gamma ray bursts [4]), cosmic rays propagate through the galaxy.
The propagation mechanisms should account for processes such as the scattering
on magnetic ﬁelds, the primary nuclei spallation caused by the interaction with the
interstellar medium and (just for radioactive nuclei) the decay processes.
1.3.1 The Leaky-Box model
A simple model that explanes the present experimental data is the leaky-box
model, where cosmic rays propagates along the galactic magnetic ﬁeld lines.
Particles propagates within the galaxy and can escape from it when they reach its
border.
This model relies on the following hypothesis and parameters:
 the known values of the cosmic-ray density, of the density of sources and the
density of the interstellar medium (ISM) are constant;
 the galaxy can be approximated as a cilinder whose radius is about 10 − 15
kpc and whose height is about 300− 500 pc;
 the galaxy is permeated by a 3− 6 µG randomized magnetic ﬁeld and cosmic
rays propagate along its ﬁeld lines.
When a particle reaches the lateral surface of the galactic cylinder, it may bounce
back or it may escape from the galaxy. The escape probability is proportional to
the particle's momentum. If we now suppose that the cosmic-ray propagation is
stationary, that the energy losses occurring during propagation are negligible and
that our model only involves stable nuclei, we get the following system of equations:
Ni
mρβc
− ni
λi
− ni
λF
+
∑
k>i
nk
λk 7→i
= 0 (1.8)
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where Ni is the number of nuclei of type i which are injected (per time unit and
per volume unit) by the source into the interstellar medium; ni is the density of the
nuclei diﬀusing in the interstellar medium; λi is the i -type nuclei's interaction length
in the interstellar medium; λk 7→i is a parameter which quantiﬁes the production of
i -type nuclei due to spallation of heavier k -type nuclei.; λF is the mean free path of
cosmic rays before they escape from the galaxy. Since all the densities are a function
of the particle's energy, they refer to a precise energy interval.
Concerning the three λ parameters, they can be determined in the following way:
λi =
m
σi
λk 7→i =
m
σk 7→i
λF = mρβcτF
where m is the proton mass (note that the interstellar medium is modeled as
an H gas); σi is the nucleus-proton inelastic collision total cross-section; σk 7→i is
the nucleusk p
+ −→ nucleusi X cross-section (where X are all by-products of
the process); ρ is the interstellar medium's density; βc is the considered particle's
velocity; τF is the escape time, that is the time elapsed between the cosmic-ray
emission and their escape from the galaxy. Equations 1.8 presents the same notation
as above.
1.3.2 The importance of secondary-to-primary ratios
If we consider equations 1.8, in the case of only two chemical species (a primary
species P and a secondary species S), we may obtain the ratio between the secondary
and primary nuclei's densities:
NP
mρβc
− nP
λP
− nP
λF
= 0
−nS
λS
− nS
λF
+
nP
λP 7→S
= 0
In considering primary nuclei, we have canceled the regeneration (due to
spallation) term; for the secondary nuclei we have canceled the nuclei injection
(due to sources of cosmic rays) term, instead. By solving the system made of these
two equations, we get:
NS
NP
=
λF
λP 7→S(
1 + λF
λS
) λSλF−−−−→ λF
λP 7→S
(1.9)
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and, from equation 1.9, we understand that, if secondary nuclei have an inter-
action length λS much greater than their average escaping free path λF , then the
secondary-to-primary densities'ratio is directly proportional to λF . Thus, the mea-
surement of this ratio is very important in order to get some information about this
important parameter, in order to test the validity of certain classes of propagation
models.
If we know the spallation cross sections and the ISM density (ρ ≈ 106 H/m3), we
can estimate the amount of matter that cosmic rays should have crossed in order to
have the chemical composition reported in Figure 1.2: it is about 50 kg/m2, which is
equivalent to a ∼ 1 Mpc travel length. From this length, we are able to calculate (by
supposing that cosmic-ray velocities are almost c) the escape time of cosmic rays,
that is the typical average time that cosmic rays spend within the galaxy. It turns
out to be of the order of:
τF ≈ 3 · 106 y
Since cosmic rays travel distances (v 1Mpc) much larger than those assumed
for the cylindrical galaxy's radius (10 − 15 kpc), their direction is unrelated to the
direction which points to their physical source: as a matter of fact, cosmic rays make
a random walk due to the interstellar magnetic ﬁeld's inhomogeneities. [1].
Experimental measurements highlight a decrease of the NS
NP
ratio with increasing
nuclei energy, as shown in Figure 1.4 in the case of B/C ratio and in Figure 1.5,
where a compilation of N/O measurements is reported. The energetic dependence
has been modeled by Garcia-Munoz et al (1987) as:
NS
NP
∝ E−δ (1.10)
where δ ≈ 0.6. Because of this, the escape mean free path λF can be expressed
as a function of the magnetic rigidity R = pc
Ze
(being p the nucleus'momentum and
Ze its charge):
λF (R) = λ0
(
R
R0
)−δ
with λ0 ≈ 10 g/cm2 and R0 = 4 GV [5].
This important conclusion allows to correct the cosmic-ray spectrum obtained by
the Fermi acceleration mechanism; thus, the expected value is recovered. In eﬀect,
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if NP is the primary cosmic-ray density injected by the source, from the leaky-box
model we get:
NP (E) =
nP (E)
τF (E)
where nP is the density of primary cosmic rays which propagate through the
galaxy and τF ∝ λF ∝ NSNP ∝ E−δ (using equations 1.9 and 1.10) is their escape time,
as usual. Remembering that NP , on the basis of equation 1.5 obtained in the Fermi
acceleration model's frame, is such that dNP
dE
∝ E−(γ+1) = E−2, we get the spectrum
measured on the Earth:
dNP
dE
τF =
dnP
dE
∝ E−(γ+1+δ) = E−2.6
which is close to the experimental value.
In a more rigorous treatment, the value of the δ parameter depends on the model
used to describe the propagation of cosmic rays. In fact, as stated before, cosmic
rays perform a diﬀusive motion within the galaxy and we can describe this behaviour
by mean of a diﬀusion equation which, in the frame of the leaky-box model, leads
to:
D(E)∇2Ni ∼ Ni
τF
→ τF ∝ 1
D(E)
where D(E) is an energy-depending diﬀusion coeﬃcient and Ni represents the
density of the i-th cosmic ray species. Using a quasi-linear diﬀusion theory, the
dependence of D(E) with the energy may be expressed as D(E) ∝ (E/Z)δ, where
δ ' 0.33 if we use a Kolmogorov spectrum to describe the turbolence of the galactic
magnetic ﬁeld and δ ' 0.5 for a Kraichnan spectrum [44].
Present measurments of the secondary-to-primary ratio up to 100 GeV/n do not
allow to discriminate between the diﬀerent models quoted above and, therefore,
measurements above 1 TeV/n are needed.
19
Figure 1.4: A compilation of several B/C ratio measurements. The dashed line
corresponds to the prediction of a leaky-box model with λF ∝ E−0.6 [51].
Figure 1.5: Compilation of diﬀerent N/O measurements ([20, 23, 24, 25, 26, 27, 28,
29, 30]).
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1.4 Electrons in the cosmic-ray ﬂux
The electronic component in cosmic rays deserve a special mention because its mea-
surement is one of the main goals of the CALET experiment (see section 2). Electrons
are a very small component of cosmic rays (v 1%), but their role is important in
order to possibly unveil the presence of nearby acceleration sources.
Electrons participate to numerous electromagnetic processes during their propa-
gation (bremsstrahlung with the interstellar medium, synchrotron radiation emission
due to galactic magnetic ﬁelds and, above all, inverse Compton scattering with pho-
tons of the cosmic microwave background radiation). These processes prevent elec-
trons from travelling intergalactic distances: electrons are the only kind of cosmic-ray
particle which does presumably not have an extragalactic contribution [6].
The main sources for electrons are:
1. galactic astrophysical sources, injecting both nuclei and primary electrons in
our galaxy;
2. hadronic processes involving cosmic-ray nuclei (mainly protons) and the inter-
stellar medium, such as p+H → pi−+X → µ−+ νµ +X → e−+ νe + νµ +X,
where X stands for all the by-products of the interaction process;
3. dark matter annihilation or decay processes.
Electrons originating from the two last mechanisms are referred to as secondary
electrons, but direct measurements of the electrons and positrons ﬂuxes show that
the main component is the primary one. Evidences for this statement come from
the PAMELA [34] measurement of the e
+
e++e− ratio (see Figure 1.6): the measured
fraction of positrons is about 10% for energies below 10 GeV, whereas, if cosmic-ray
leptons were mainly secondary particles, we should ﬁnd almost equal amounts of
positrons and electrons (coming from the process mentioned above, which can ben
schematically summarized as pi± → µ± → e±).
Since the primary lepton component is predominant, a common hypothesis is that
the electron injection spectrum follows a power law similar to that of the nuclei's
spectrum because they both experience the same acceleration mechanisms: thus,
SNRs are one of the most probable sources of primary electrons. According to what
stated before, these sources should be located within our galaxy.
Another important issue about cosmic-ray electrons is the increase of the e
+
e++e−
ratio with increasing positron energy. The PAMELA experiment [35] discovered this
21
Figure 1.6: Compilation of e
+
e++e− ratio measurements: the PAMELA (red circles)
positron excess is visible [35].
positron excess, which is in contrast with the standard acceleration models (predict-
ing a decrease of the positron fraction with increasing energy). Possible explanations
of this measurement include the presence of sources for primary positrons (such as
pulsars or dark matter annihilation) as well as a partial modiﬁcation of the present
acceleration and propagation models. Concernig this latter issue, some recent models
[36] suggest that secondary leptons are produced during the cosmic-ray acceleration
process: in this way, such leptons are accelerated together with the nuclei and modify
the spectrum.
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Chapter 2
The CALET experiment
The CALorimetric Electron Telescope (CALET) experiment is designed to study the
cosmic radiation. The main scientiﬁc goal of the mission is the investigation of the
inclusive high-energy electron and positron spectrum in the trans-TeV energy range.
Another important goal of the CALET collaboration is the measurement of the
relative abundances of cosmic nuclei. The main advantages of the CALET detector,
if compared with similar experiments, is a superior energy resolution and an excellent
separation between hadrons and electrons and between electrons and γ-rays. These
qualities will be crucial in order to address many of the outstanding questions in
high energy astrophysics like signatures of dark matter (which could be found by
investigation of the high energy e and γ spectra), information about the sources of
high energy particles and photons (by studying the high energy e spectrum and by
gamma ray observations of such sources) and, hopefully, an understanding of the
origin of the knee in the spectrum of primary cosmic rays and of the transportation
of cosmic rays in the galaxy (this kind of information mainly come from observations
in the hadronic sector).
2.1 The CALET mission
CALET is a Japanese led mission scheduled by JAXA (the Japanese Aerospace
Agency) for a launch in ﬁscal year (FY) 2014 to the International Space Station
(ISS), where it will be installed on the JEM-EF (Japanese Exposure Facility) to
perform long duration observations (5 years) in space. The collaboration includes
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(a)
(b) (c)
Figure 2.1: (a) View of the ISS by the side of the Exposure Facility platform attached
to the JEM. Te black arrow points to the place where CALET will be installed. (b)
Exploded view of the CALET instrument. (c) CALET placed on the standard pallet.
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universities from Japan, Italy and the United States and it is supported by JAXA,
NASA and ASI (the Italian Space Agency). The Italian participation to CALET
is funded by ASI and includes researchers from the universities of Firenze, Padova,
Pisa, Siena and TorVergata.
CALET will be launched by an H-II rocket using the Japanese developed HTV
(H-II Transfer Vehicle), an automatic vehicle which can host a standard pallet for
experiments in the space environment. After the HTV docking at the ISS, the
CALET instrument will be emplaced upon the Exposure Facility platform attached
to the Japanese Experiment Module (JEM) by means of a robotic arm. Figure 2.1a
shows the location of the instrument on the ISS. CALET will use the ISS power and
cooling systems during its ﬁve years of activity.
Figure 2.1c shows the instrument on the standard pallet: the main telescope is in
green, a star tracker is in purple, a γ-ray burst monitor is in orange and the mission
data controller is in red. The blue spot is the point in which the ISS robotic arm
will hook the instrument.
Figure 2.1b shows an exploded view of the CALET main telescope, which consists
of three diﬀerent sub-detectors: the CHarge Detector (CHD) will measure the charge
of the incoming particle, the IMaging Calorimeter (IMC) will reconstruct its direction
and perform an image of the early shower development, and the Total AbSorption
Calorimeter (TASC) will measure its energy. The CALET geometrical factor is 0.12
m2·sr and the total depth of the calorimetric part of the instrument (IMC + TASC) is
about 30 X0. The thickness of the calorimeter will allow full containment of electron
showers and this latter quality (together with the ﬁne imaging of the IMC) will allow
CALET to extend up to 1013 eV the direct measure of cosmic electrons, with good
energy resolution (∼ 2% for electrons of 100 GeV and above) and proton background
rejection (∼ 105) [31].
2.2 Main science goals
2.2.1 Electrons and positrons spectrum
The main scientiﬁc goal of the CALET mission [31] is to measure the inclusive
spectrum of electrons and positrons. Since the instrument is calorimetric, it is not
possible to distinguish between electrons and positrons, but this kind of measure is
very important, expecially in two energy ranges:
25
Figure 2.2: Compilation of e+ + e− spectrum measurements by some recent cosmic-
ray physics experiments; the gray band represents the FERMI experiment systematic
errors [9].
 the energy range [3 · 1011, 9 · 1011] eV: two diﬀerent balloon-borne missions
(ATIC [8] and PPB-BETS [7]) suggest the presence of a spectral anomaly (i.e.
a peak) for electrons of such an energy. On the other hand, the FERMI [9] satel-
lite experiment and the H.E.S.S. [10] experiment do not show a well-deﬁned
peak in the inclusive electron and positron spectrum for this energy range.
Anyway, all the quoted experiments agree in showing an excess (compared to
the power law) in this energy range. A compilation of their measurements
is reported in Figure 2.2, where the ﬂux has been multiplied by E3 in order
to highlights the shape of the spectrum. The CALET mission, with its high
energy resolution, good background rejection and long exposure time, will be
able to provide some new insight into this problem.
 the energy range [1012, 1013] eV: since the experimental limit of the FERMI
satellite experiment is close to 1 TeV, this part of the spectrum is still some-
what unexplored and the main measurements we have are indirect observations
from the ground (like the H.E.S.S. ones) or direct observations made by balloon-
borne experiments (which suﬀer from limitations in statistics due to the limited
ﬂight time). CALET, by combining the high energy resolution of the balloon
experiments with the long time exposure (5 years) of space experiments, will
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perform a good direct measurement of the electron and positron spectrum at E
> 1 TeV. This goal is quite important because beyond ∼TeV energy, H.E.S.S.
data suggest a rapid roll-oﬀ in the spectra which is not as evident as in the
other experiments (see Figure 2.2 again) and, therefore, it should be further
investigated. Another important reason to get data for electrons and positrons
at E > 1 TeV is that it could be possible to verify the Kobayashi [11] pre-
diction about the signatures of possible near acceleration sources for cosmic
rays. If such a source is present, then the number of high-energy electrons and
positrons coming from this source should be greater than the one expected on
the basis of a simple power law. Leptons travelling in the interstellar medium
lose energy very rapidly because of inverse Compton processes and emission of
synchrotron radiation: since the energy loss rate of these processes is propor-
tional to the square of the particle's energy, TeV electrons and positrons which
we detect on the Earth must come from sources (SNRs) located nearer than 1
kpc and younger than 105 years. Among the SNRs which satisfy these criteria
(Monogem, Vela, Cygnus Loop), the Vela one seems to be the most promising,
as shown in Figure 2.3 [11], where the ﬂux has been multiplied by E3, as usual.
Moreover, the present acceleration models predict diﬀerent shapes of the ﬂux
depending on the fact that the source is an SNR or a pulsar: a high resolu-
tion measurement of the spectrum's shape could provide information about the
typology of source.
Figure 2.3: Simulated electron spectrum for CALET from a SNR scenario model as
in [11] compared with previous data ([34], [7], [8], [10] and [9]). The diﬀerent source
signatures are highlighted in the graph.
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2.2.2 Gamma-ray observations
The ISS orbit allows CALET to observe most of the sky in a wide ﬁeld of view (∼2
sr): this involves the possibility to observe γ-ray point sources with an exposure of
several tens of days a year, performing complementary observations with the FERMI
experiment and ground based telescopes.
CALET has also a good capability to detect γ-ray bursts: the CALET expected
rate for this kind of event (with a ﬂux greater than 10.5 erg/cm2) is of ∼10 per year.
CALET has a high energy resolution (2.8% at 1011 eV) in detecting spectral
variations in the range [1010, 1013] eV: this feature is very important. For instance,
Garny et al. [12] accounted for the possibility to detect γ-rays in this range of energy
coming from diﬀerent decay channels of an unstable dark matter particle with very
large rest mass (∼ 2.5 TeV). The products of these diﬀerent decay channels are, on
average, well below the standard diﬀuse γ-ray background, but, above ∼100 GeV,
the excess γ-rays from this scenario become observable above the background. The
situation is shown in Figure 2.4, where the diﬀerent curves in the lower left side of
the picture correspond to diﬀerent decay channels. CALET, with its good energy
resolution at energies larger than 100 GeV, should be able to conﬁrm or reject such
a model for decaying dark matter.
Figure 2.4: Comparison among CALET expected γ-ray ﬂux and other experiments:
diﬀerent curves in the lower left corresponds to diﬀerent dark matter decay channels
[52].
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2.2.3 Dark matter signatures
Weakly Interactive Massive Particles (WIMPs), such as neutralinos, and Kaluza-
Klein particles (KK) are possible candidates of dark matter [53, 54]. These kinds
of particles should favour the γ-ray channel decay and could produce an excess of
e−e+ and pp¯ due to their annihilation. However, the current data from BESS and
PAMELA show no evidence for an enhancement of the p¯ spectrum. CALET will
focus on the γ-ray channel and the e−e+ channel.
The Figure 2.5a shows the simulated CALET measurement of the e−e+ spec-
trum in the hypothesis of the presence of an annihilating KK (rest mass 620 GeV)
dark matter population added to the galactic background spectrum; the statistical
uncertainties are referred to a ﬁve years exposure time. As previously seen (Fig-
ure 2.2), the e−e+ spectrum may present a peak (according to ATIC and BETS, at
least) which could be interpreted as coming from a near source of cosmic rays [11] or
as an eﬀect due to dark matter annihilation. CALET's high energy resolution and
tracking capability will also allow the measurement of a possible anisotropy of the
e−e+ direction: this should enable to distinguish between a near source of cosmic
rays versus a dark matter explanation of the experimental feature.
Concerning the γ-ray observation, Figure 2.5b shows the expected narrow peak in
the spectrum for an 820 GeV neutralino which annihilates into γ: with its excellent
energy resolution CALET would observe a line at 820 GeV which is only a few
energy bins in width.
In conclusion, the CALET experiment has the possibility to conﬁrm the dark
matter models quoted above, but let us point out that even a non-observation of
dark matter signatures would help to constrain these models [13].
29
(a)
(b)
Figure 2.5: (a) e− + e+ spectrum which CALET could measure in the case of anni-
hilation of a Kaluza-Klein (rest mass 620 GeV) dark matter population added to the
galactic background spectrum (the dashed line). (b) The γ-ray line for a 820 GeV
neutralino annihilation.
30
2.2.4 Identiﬁcation of cosmic ray nuclei
Since CALET is equipped with a deep calorimeter (the TASC) and with a charge
detector (CHD), it will be able to measure the nuclei spectra. The main problem
with this measurement is that showers originated from protons and nuclei will have
more energy loss from the bottom of the calorimeter than showers originated from
electrons and positrons. Despite this limit, CALET will be able to identify cosmic
ray nuclei with individual element resolution and to measure their energies in the
range [1010, 1015] eV; this will improve the present data about secondary-to-primary
ratios and about cosmic-ray composition. This kind of knowledge is very important
in order to understand the acceleration and propagation of cosmic rays.
Concerning the acceleration mechanism, the present models (see section 1) imply
a maximum value of rigidity R = pc
Ze
above which the acceleration becomes ineﬃ-
cient: this translates into the presence of characteristic cutoﬀ energies depending on
the atomic number Z of the element. Since diﬀerent acceleration models provide
diﬀerent cutoﬀ energies, the direct measurement of the composition of cosmic rays is
important in order to prove or disprove these models. The composition measurement
is also important in order to verify some recent acceleration models which take into
account the changes in the shock wave due to the pressure of cosmic rays themselves:
according to these models, the spectra should show a deviation from the ordinary
power law and should develop a concavity.
Regarding the propagation of cosmic rays, the important quantities are the
secondary-to-primary ratios (see section 1): their measurement will allow to know
the value of the δ parameter, as we saw in the previous section. The most promis-
ing, among these ratios, is the B/C one, because B in produced only by spallation.
This measurement requires a long exposition time (because of the low B ﬂux at high
energy) and a severe control of the systematical errors.
Besides the acceleration and propagation questions, another important reason to
perform the nuclei spectral measurements is that the balloon data from ATIC and
CREAM have shown that the spectra of H and He are diﬀerent in the very high
energy region and that neither are well represented by simple power laws (Figure
2.6, where the ﬂuxes have been multiplied by E3, as usual): the CALET nuclei
measurement could clarify this situation.
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Figure 2.6: Comparison among H and He ﬂuxes data from several cosmic-ray physics
experiments [50].
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2.3 The CALET instrument
As shown in Figure 2.7 the CALET instrument is divided into three main sections:
a CHarge Detector (CHD), an IMaging Calorimeter (IMC) and a Total Absorption
Calorimeter (TASC). They are all described in the following.
Figure 2.7: Lateral schematic view of the CALET instrument with a simulated
electron shower superimposed.
2.3.1 The Charge detector (CHD)
A charge detector (CHD) is positioned on top of the CALET instrument in order to
measure the absolute value of the charge of the incoming particle. The basic principle
of this detector is the Z2 dependance of the energy loss: according to the Bethe-Bloch
formula [14] for ultrarelativistic particles (βγ > 50, as for energetic cosmic rays), the
ionization energy loss is almost independent of the energy of the particle and it
depends only on the particle's charge. Since the scintillation phenomenon is due to
the recombination of ionized particles, the amount of scintillation (which we detect
by means of photomultipliers) is directly related to the energy lost by the particle
because of ionization.
33
Scintillation eﬃciency γ/MeV e− 10000
Light output % w.r.t. Anthrancene 64
Wavelength of max. emission nm 425
Density g/cm3 1.023
Rise time Decay time Pulse width ns 0.9 2.1 2.5
Polymer base type Polyvinyltoluene
Refractive index 1.58
Table 2.1: EJ200 scintillator physical parameters
The CHD is composed of [15] two layers made of EJ200 plastic scintillator, whose
basic polymer is the polyvinyltoluene (PVT) and whose physical characteristics are
listed in Table 2.1. Each layer is segmented into 14 scintillator paddles, each of 44.8
cm × 3.2 cm × 1 cm size, and the second layer is rotated by pi
2
with respect to the ﬁrst
one. This conﬁguration allows to minimize the backscattering problem (i.e. particles
coming from the bottom), which could deteriorate the quality of the measurement.
Taking advantage from the precise reconstruction of the primary track in the IMC
(see next sub-section), we can select only the CHD paddle which was actually hit by
the particle, excluding the energy released by the backscattering particles in diﬀerent
paddles.
Scintillations photons from each paddle are detected by a PMT provided with an
8 mm diameter photocatode (Hamamatsu R7400-06) through an acrylic light guide.
The paddles are covered with the reﬂecting Vikuiti ESR ﬁlms, in order to minimize
the light losses [31, 33].
2.3.2 The Imaging Calorimeter (IMC)
Immediatly below the CHD, the calorimetric section of CALET starts with a pre-
shower, known as IMaging Calorimeter (IMC). As reported in Figure 2.8, the IMC is
a sampling calorimeter made of 8 planes of scintillating polystyrene (PS) ﬁbers with
7 layers of tungsten (W) which act as absorber. Each ﬁber has a 1 mm2 sized square
cross-section and is 44.8 cm long, while each ﬁber layer is made of two sub-layers (each
one containing 448 ﬁbers) in which ﬁbers are oriented all along the X and all along
the Y direction. This arrangement allows to get two independent trasversal views of
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(a)
(b)
Figure 2.8: IMC (a) and TASC (b) exploded views
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the shower development. The distance between two adjacent layers is 2 cm and each
ﬁber is read out by a Hamamatsu R5900 multi-anode photomultiplier tube. The
front-end electronics of the IMC is based upon a high density, high dynamic range,
low-power and low-noise ASIC such as the 32 channel Viking (VA32-HDR14.3) chip,
that has been developed to this end by a joint eﬀort among Japan, INFN (Italy) and
Gamma-Medica Ideas (Norway).
The nearer we get to the TASC detector, the thicker the tungsten layers become.
Moreover, their areas become smaller and smaller, until it is equal to the top surface
of the TASC detector: so, the IMC resulting shape is the one of a truncated pyramid
in which the ﬁrst three layers are 44.8 cm× 44.8 cm× 0.07 cm wide, the next two
layers are 38.4 cm× 38.4 cm× 0.07 cm wide and the last two layers are 32.0 cm× 32.0
cm× 0.35 cm wide. Since 0.35 is the radiation length X0 for electrons in tungsten,
the ﬁrst ﬁve layers allow a ﬁne sampling of the longitudinal evolution of the shower
(the absorber thickness is in steps of 0.07 cm = 0.2 X0), while the last two layers
together are 2 X0 thick. This involves a 3 X0 calorimeter total depth for the IMC
alone. For nuclei, the IMC is not as performing as for the electrons: its depth is
equivalent to 0.11 times the proton interaction length λH .
The IMC acts as a preshower calorimeter: in the tungsten layers, electrons and
photons give rise to electromagnetic showers before entering the TASC. This allows
the scintillating ﬁbers to detect the very beginning of the shower itself (this is not
true for proton and nuclei: due to the 0.11 λH depth of the IMC, only a few of
them will give rise to the adronic shower here). The good IMC imaging resolution
will allow to determine the starting point of the electromagnetic shower: this is
a very important issue, since it allows to distinguish electrons and positrons over
the γs background: for showers originated by the latter ones, the ﬁbers preceding
the starting point of the shower will not show signals compatible with the energy
deposit of a minimum ionizing (charged) particle. Further important tasks of the
IMC detector are the discrimination between the incident cosmic rays (downward
direction) and the backscattered particles (upward direction) and the determination
of the incident particle's direction [31, 33].
2.3.3 The Total Absorption Calorimeter (TASC)
The last detector crossed by the incident cosmic rays is the Total AbSorption Calorime-
ter (TASC), an homogenous calorimeter made of lead tungstate (PbWO4) crystals.
These crystals, shaped as 2 cm× 2 cm× 32 cm bars, are arranged in 12 layers (each
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one containing 16 bars) alternately orientated along the X and Y directions in order
to get two orthogonal views of the shower. The layout of the instrument is reported
in Figure 2.8.
Since the radiation length X0 in PbWO4 is 0.89 cm, the TASC, with its 24 cm total
length, is almost 27 X0: this allow the calorimeter to fully contain the longitudinal
extension of the electromagnetic shower. Concerning protons and nuclei, instead,
the TASC total thickness is 1.23 λH , therefore the high energy hadronic showers will
not be fully contained and energy leakage from the bottom of the calorimeter will
take place.
The PbWO4 crystals are read out by Si-PIN and avalanche (APD) photodiodes
located on a ceramic support and having diﬀerent sensitive areas. The frontend
and readout electronics has been designed to allow for a very large dynamic range,
so that the TASC can detect from 0.5 to 105 minimum ionizing particles (MIP)
for 10 TeV electrons. The main purposes of the TASC are the measurement of
the incoming particle's energy and the discrimination between proton background
events and electron events [31]. The latter is performed taking into account some
basic criteria which allow one to distinuish between a proton induced shower and
an electron/photon induced shower, such as the larger lateral extension of proton
induced showers (because of the lateral spread of secondary particles produced in
nuclear interactions) and the fact that electron/photon induced showers are fully
contained in the calorimeter (they start and roll oﬀ earlier than proton induced
showers), while proton cascades do not.
2.3.4 The trigger
The CALET experiment implements two main triggers for the data acquisition runs
[32]:
1. an high energy trigger, whose purpose is to select high energy (E > 10 GeV)
particles. Its requirements are:
 more than 15 MIP equivalent energy loss in the last two layers of the IMC;
 more than 55 MIP equivalent energy loss in the ﬁrst layer of the TASC.
These conditions will ensure the rejection of the low-energy protons background
and they apply only to the last two layers of the IMC in order to include also
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events coming from the sides. This allows the selection of 10 GeV electrons
with a 0.99 probability.
2. a low energy trigger, which is meant to select electrons with E > 1 GeV. This
trigger is based on the following conditions:
 more than 1.4 MIP equivalent energy loss in the ﬁrst six layers of the
IMC;
 more than 5 MIP equivalent energy loss in the last two layers of the IMC;
 more than 7 MIP equivalent energy loss in the ﬁrst layer of the TASC.
The ﬁrst layers of the IMC are included in the conditions in order to select
events which are fully contained into the ﬁducial region of the experiment
(the electron ﬂux for these values of the energy is quite abundant). The ﬁrst
condition is ﬁnalized to the track identiﬁcation, while the last two conditions
involve a 0.99 probability to select 1 GeV electrons.
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Chapter 3
Principles of charge detection
Before we consider the analysis performed on data collected by diﬀerent detectors,
we shall brieﬂy introduce the principles of charge detection for silicon detectors (like
those used to perform the particle tracking and the charge tagging at the beam test,
see section 5) and scintillation detectors (like those used for the construction of the
CHD).
3.1 Energy loss by ionization
3.1.1 Stopping power
The energy loss of relativistic charged particles in matter is mainly due to interactions
with target electrons, which involve excitation or ionization of target atoms.
Bohr provided a classical explanation to this phenomenon, by assuming two main
simpliﬁcations:
 the velocity of the projectile particle is much larger than the one of the target
electrons (vparticle  ve), so that the latter ones are actually motionless during
the interaction;
 the momentum transfer during the collision is small, so that the projectile
particle is not deﬂected.
In 1932, Bethe extended Bohr's work by mean of a ﬁrst-order quantum-mechanical
perturbation treatment, which led to the Bethe formula.
As a matter of fact, in thin layers (such as those which are present in silicon
detecors) the deposited energy is lower than expected because a fraction of it is
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carried oﬀ by energetic knock-on electrons (known as δ-rays). This allow us to
consider the restricted energy loss for a heavy particle of charge z, mass M and
momentum Mβγc; in this framework, the energy transfers are limited to T < Tcut <
Tmax where T is the kinetic energy of the secondary electron, Tcut is the limit for T ,
and Tmax is the maximum energy which can be transferred to an electron in a single
collision:
Tmax =
2mec
2β2γ2
1 + 2γme
M
+
(
me
M
)2
Therefore, the restriced energy loss appears in the Bethe equation as an additional
term:
−
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〉
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(3.1)
where:
 K/A = 4piNAr
2
emec
2/A ' 0.307 Mev g−1 cm2 for A = 1 g/mol−1 (with NA
the Avogadro number, re the classical electron radius and mec
2 the electron
rest-mass energy);
 Z and A are, respectively, the atomic and mass number of the absorber;
 I is the mean excitation energy of the absorber and it is expressed in eV (for
example, ISi ' 173 eV);

δ(βγ)
2
is known as density eﬀect correction and it takes into account the ab-
sorber's electric ﬁeld shielding due to the polarization of the absorber itself
induced by the charged projectile particle. The contribution of electrons with
larger impact parameter to the total energy loss is, in fact, reduced. This eﬀect
is more evident in high-density targets (hence the term density eﬀect), since
the induced polarization is larger in condensed materials than in lighter ones;

C
Z
is the shell correction, which considers that the target electrons are not
absolutly stationary. As the velocity of the incoming particle decreases, our
initial hypothesis (vparticle  ve) is no longer veriﬁed and we shall consider this
eﬀect at low energies (e.g., in the energy range [1, 100] MeV for protons).
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Figure 3.1: Energy loss per unit pathlength of unitary charge particles in diﬀerent
targets [37].
The restricted energy loss form approaches the Bethe formula as Tcut → Tmax (cfr.
[14]). The ionization energy loss is proportional to the electron density of the target
and to the square of the projectile charge (z2).
As we can see from equation 3.1 and from Figure 3.1, the ionization energy loss
decreases with with 1/β2 for increasing βγ until it reaches its minimum value (the
minimum ionization) at βγ ∼ 3 − 4, where the corresponding dE/dx value is in
the interval 1 − 2 Mev cm2/g for unitary charged particles; then, the function rises
logarithmically (relativistic rise, which is steeper in gases) up to a constant value (the
Fermi plateau). For relativistic incoming particles (βγ > 50), the dE/dx is almost
independent from the energy of the particle and it depends only on their squared
charge z2.
3.1.2 Correction terms in the Bethe-Bloch equation
When dealing with incident particles with energy below the minimum ionization, the
Bethe formula needs some correction terms. Some of them are summarized in the
following:
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1. The Barkas-Andersen eﬀect was discovered in experiments measuring the ranges
of particles and antiparticles in matter; in fact, there is a slight diﬀerence be-
tween the two stopping powers. This diﬀerence is due to the diﬀerent responses
of target electrons to the approaching charged projectiles: electrons slightly
change their orbit (polarization) before any energy loss takes place and this
behaviour results in a shielding which reduces the eﬀective collision velocities
for positive charged particles. On a quantitative side, the Barkas-Andersen
eﬀect may be summarized in a term proportional to z3 (thus depending on the
sign of the incoming charged particle). The contribution of this eﬀect decreases
with 1/β2, so it is important only at low velocities [38].
2. The foundations of the Bloch correction were laid in 1933, when Bloch began
to study the diﬀerences between the classical (performed by Bohr) and the
quantum-mechanical approaches to the problem of the stopping power of high-
velocity charged particles. Bloch separated the possible impact parameters
into two regions: for distant collisions, he found out that the Bohr free particle
approach was correct, while for close collisions he showed that higher-order
terms were also necessary. The Bloch correction to the stopping power consist
of terms to order z2n (with n = 2, 3, ...), but in most applications is quite usual
to take into account only the z4 term. Since it accounts for a saturation of the
energy tranfer in close collisions, the Bloch correction is negative. Moreover,
it is considered only at low velocities [39].
3. The Mott correction takes its origin from the diﬀerence between the Mott
cross section (which comes from an exact solution of the Dirac equation for
the scattering of a relativistic electron in the central ﬁeld of a nucleus, with-
out restrictions about the nucleus atomic number) and the ﬁrst-order Born
approximation cross section (the one used by Bethe to perform the study of
the stopping power). In fact, for high projectile charges z and high velocities
the diﬀerence between the two cross sections is not negligible and it involves a
correction proportional to z3, similar to the Barkas one [40].
4. The Lindhard-Sørensen correction was introduced in 1996 studying the devia-
tion of the precise theory from the ﬁrst-order quantum perturbation treatment.
This deviation may be considered in two diﬀerent cases: in the non-relativistic
case, the deviation is precisely the Bloch one, while in the relativistic case, it
has a nature similar to the one of Mott correction, but, in this case, the theory
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takes into account also the size of the projectile particle [41].
Including the principal corrections reported above, the stopping power may be writ-
ten as:
−
〈
dE
dx
〉
= Kz2
Z
A
1
β2
[LBethe + ∆LBarkas + ∆LMott + ∆LBloch]
where LBethe stands for the term in square brackets of equation 3.1 and the other
terms take into account the correction. Moreover, we can resume the Mott and the
Bloch corrections in a Lindhard-Sørensen term, obtaining:
−
〈
dE
dx
〉
= Kz2
Z
A
1
β2
[LBethe + ∆LBarkas + ∆LL.S.] (3.2)
and the experimental data regarding the energy loss in a detector may be ﬁt with
a function proportional to bz2 + cz3 + dz4.
3.1.3 Energy loss MPV and Landau-Vavilov correction
The process of energy loss by a charged particle due to ionization in thin (if com-
pared with the particle range) absorbers has an intrinsic statistical nature. In ﬁrst
approximation, the probability to lose an amount E of energy in a single collision is
proportional to E−2; this implies that large energy transfers are less probable than
small ones. Because of this diﬀerence, in thin absorbers the number of large-energy-
transfer collisions is very small and, consequently, its random statistical variations
are quite large: this results in signiﬁcant ﬂuctuations in the total energy loss. These
ﬂuctuations were ﬁrst studied by Landau and, later, by Vavilov, who reﬁned the
Landau solution to the problem by introducing a limit on the transferable energy in
a single collision and by taking into account the spin of the incoming particle.
The energy straggling function f(∆; βγ, x) is the solution of a transport equation
and it describes the distribution of an energy loss ∆ in an absorber of thickness x for
a particle characterized by its β and γ. The distribution is asymmetric and presents
a peak around the MPV of the energy loss, which is quite diﬀerent from the mean
energy loss, and a long tail for high values of the energy loss.
Vavilov and Landau performed the theoretical calculation of the energy straggling
function and expressed their results as function of a dimensionless variable λ:
λ =
∆− 〈∆〉
ξ
− 1− β2 + γEuler − ln(k)
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where ∆ is the energy transfer in a single event, 〈∆〉 is the mean energy loss
obtained from equation 3.1, ξ = KρZ
A
z2
β2
x is an approximation of 〈∆〉 often used in
literature [42], γEuler ≈ 0.577 and k = 〈∆〉Tmax .
We can distinguish diﬀerent regimes according to the value of the k parameter:
the Landau regime (k < 0.01), where the Landau distribution is the one which should
be used to describe the energy loss; the Vavilov regime (0.01 < k < 10), where the
Vavilov distribution should be used, instead; the Gaussian regime (k > 10), where,
since the number of collisions is very large, we may apply the central limit theorem
and obtain that the Vavilov distribution tends to a Gaussian one.
When dealing with a real absorber, we should take into account its ﬁnite thick-
ness: since δ-rays having range greater than the depth of the absorber will escape
from the absorber itself, the energy deposited will be lower than that resulting from
equation 3.1. As a consequence of escaping δ-rays, the distribution becomes more
Gaussian in shape and the k parameter may be re-deﬁned as k′ = ξ/Trange (Trange
being the energy corresponding to the range of the absorber).
There is also another eﬀect which should be taken into account when dealing
with a real absorber: the electron binding energy. If we consider this issue, the
distribution can be expressed as a convolution between a Gaussian and a Landau (or
Vavilov, depending on the regime) distribution.
The Most Probable Value (MPV) for the energy loss according to the Landau-
Vavilov distribution is:
∆MPV = ξ
[
ln
(
2mec
2β2γ2
I
)
+ ln
(
ξ
I
)
+ 0.2− β2 − δ(βγ)
]
Anyway, since the MPV depends on the material and on the thickness of the
absorber, it is quite common to obtain it directly from the experimental data.
3.2 Silicon detectors
The mechanism of energy loss due to ionization of matter transversed by charged
particles can be used to detect the charge of the particles themselves in solid state
sensors.
The latter are actually p-n junctions, obtained by doping the opposite sides of a
semiconductor crystal with acceptors impurities (p-type region) and donor impurities
(n-type region): as a consequence, a depletion zone originates at the interface surface
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between the two regions. This is a region with ﬁxed charge (positive in the n-zone,
because of the donors ions, and negative in the p-zone, because of the acceptors ions)
which determines an intrinsic electric ﬁeld inhibiting the diﬀusive motion of charge
carriers.
A charged particle which crosses the depletion zone loses energy: the absorbed
energy determines the formation of an electron-hole pair. The charge carriers can be
collected, under the action of the intrinsic electric ﬁeld, on corresponding electrodes,
thus inducing a signal current which is proportional to the initial ionization.
Since the intrinsic electric ﬁeld is not intense enough to collect the whole charge
produced via the ionization, the detector often works in a reversed bias regime (i.e.
a negative voltage on the p-side and a positive voltage on the n-side). This allows
to enlarge the depletion zone, whose length is approximatively:
d ≈
√
2ρµe (V0 + VB)
where  is the semiconductor dielectric constant, ρ its resistivity, µe is the elec-
tron mobility, V0 is the contact potential and VB is the external bias voltage. This
enlargement has two main advantages: on one side, we are able to extend the sen-
sitive area of the detector; on the other side, we are able to reduce the junction
capacitance (thus improving the signal-to-noise ratio of the detector). The maxi-
mum reverse voltage which can be applied is stated by the semiconductor resistance:
above a certain value of the bias voltage, the breakdown of the junction takes place.
Semicoductor detectors also presents a typical leakage current near the p-n junc-
tion: it is a small (∼ µA) current which is present even when no particle has crossed
the depletion zone. The leakage current has mainly two causes: the former is the
termical generation of electron-hole couples, while the latter is the presence of surface
eﬀects due to the large potential variation within a small area.
Another advantage of ionization detectors comes from the statistics: if incoming
particles leave all their energy in the absorber, the energy deposit becomes a ﬁxed
quantity, thus stating a limit for the total number of ionization processes which can
occur. This means that single ionizations are no longer independent and, therefore,
that the Poisson statistics is not applicable. Fano calculated the variance under this
condition and found out that it was reduced by a factor F < 1 (the Fano factor;
F ∼ 0.12 in Si), which is a function of all the fundamental processes leading to
an energy transfer in the detector (including those not concerning ionization). This
causes an improvement in the energy resolution [42].
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Since the energy gap between the valence band and the conduction band in silicon
is quite small, silicon sensors can be used also at TPS: this makes silicon one of the
most employed semiconductors in charge detecting.
3.3 Scintillation detectors
3.3.1 Energy loss in compounds
A plastic scintillator is a compound material essentially made of hydrogen and carbon
and may be thought of as made up of thin layers of pure elements in the right
proportion. Therefore, in studying the behaviour of a plastic scintillator, we should
use the Bragg's rule of stopping power additivity, which states that the total stopping
eﬀect of a compound material is the sum of the stopping eﬀects of its consituents
(dE
dx
∣∣∣∣
j
for the j-th consituent), suitably weighted by their relative abundance in the
material (wj):
dE
dx
=
∑
wj
dE
dx
∣∣∣∣
j
(3.3)
We can now insert equation 3.2 into equation 3.3 to obtain Z/A, I and δ for
the considered compound. However, expressions for I and δ are of little relevance
because in compounds electrons are more thightly bounded than in the free elements
(the eﬀective I is larger) [14].
3.3.2 Model of light saturation in the scintillator
In order to ﬁt the data from the scintillators, we should ﬁnd a model which describes
the scintillator response to relativistic nuclei. The scintillation light yield is related
to the energy deposited by ionization: the energy deposited by charged particles
causes optical transition followed by ﬂuorescence emission in the scintillator. This
mechanism has an intrinsic limit: since the local density of ionization may be too
large, we expect a sort of quenching eﬀect aﬀecting the luminescence centers for large
energy deposits.
A simple model of the distribution of the ionization energy for relativistic ions
involves the distinction between two diﬀerent regions around the track: the core
region, which is close to the track, and the halo region, which is farther from the track.
The former region is populated by frequently emitted low energy delta-rays (which,
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in fact, deposit their energy within a radial distance of a few hundred angstroms from
the particle track), while the latter region mainly contains rare high-energy delta rays
which had suﬃcient energy to escape from the core region. As a consequence, the
energy density is larger in the core than in the halo.
The lower energy density in the halo is related to a linear response (with respect
to the ionization energy loss) in the scintillation light yield, while the ionization in
the core is responsible for a saturation eﬀect. If we consider realtivistic ions, larger
momentum transfers to delta-rays become possible, thus highlighting the contribu-
tion of the halo region with respect to the core. Also, since the energy deposit due to
ionization is linear in z2, the halo contribution is further enhanced for high-charged
nuclei.
Therefore, the light output can be parametrized as the sum of two diﬀerent
contributions (the core and the halo ones, respectively) [43]:
dL
dx
=
A(1− fh)dEdx
1 +Bs(1− fh)dEdx
+ Afh
dE
dx
(3.4)
where dL/dx is the speciﬁc scintillation light yield, A is an overall normalization
constant, fh is the fraction of energy deposited in the halo and Bs is related to
the strenght of the saturation in the scintillator. Finally, we can write the speciﬁc
ionization dE/dx for a minimum ionizing particle of charge z crossing the scintillator
as dE
dx
= αz2 where α is close to 2 MeV cm2/g.
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(a)
(b)
Figure 3.2: Speciﬁc scintillation light yield dL/dx vs. z2 according to the light
saturation model described in the text: in (a), the quenching parameter Bs is ﬁxed
to 8·10−3 g·MeV−1·cm−2, while in (b) the halo fraction parameter fH is ﬁxed to 0.41.
These values are reliable for a polyvinyltoluene-based plastic scintillator.
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Chapter 4
Beam test measurements
Measurements with prototypes of the CHD scintillators were performed in a dedi-
cated beam test that took place at CERN in January and February 2013. Relativistic
ions were extracted as secondary products from the interactions of a primary fully
stripped Pb (82.208) beam at the SPS (with a mean intensity of ∼8·107 per spill)
impinging on an internal 300 mm thick Be target. Fully ionized nuclear fragments
with A/Z∼2 , ranging from deuterium to heavy nuclei with atomic number Z>26,
were steered along the H8 beam line of the SPS, where the CALET test apparatus
was conﬁgured as summarized in the following. More than 15 million triggers were
collected in two sets of runs with beam energies of 13 and 30 GeV/amu, respectively.
4.1 Beam test instrumentation
4.1.1 The trigger scintillators
A beam trigger is provided by the signal coincidence between two plastic scintillators,
whose overlap area is approximatively a square with 5 cm side. Besides this physical
trigger, a random trigger was provided by mean of a pulse generator: a square
wave signal with 100 Hz frequency is enabled during time intervals between two
consecutive beam spills. The main goal of the random trigger is to collect pedestal
data, i.e. the ADC value corresponding to input signals which are compatible with
electronic noise. The pedestal has to be measured and subtracted from the collected
ADC counts in order to obtain a value which is proportional to the corresponding
channel pulse height. Since pedestals can ﬂuctuate because of several causes (e.g.
electromagnetic interference with other instruments and variations in the leakage
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current due to thermal eﬀects), a careful pedestal monitoring is needed in order to
perform the data oine correction.
4.1.2 The Beam Tracker
The Beam Tracker (BT) is the ﬁrst instrument encountered by the beam particles.
The main task of the BT is to provide a reconstruction of the track of the incoming
beam particle with good spatial resolution and a measurement of its charge to select
a clean sample of tagged ions in order to assess the charge discrimination capabilities
of the CHD prototype. The BT contains two diﬀerent kinds of detectors:
 Silicon Matrix detectors (MTX): four silicon pixellated sensors are ar-
ranged in a telescope, as shown in Figure 4.1. Each 500 µm thick sensor is
divided into 64 pixels and each pixel has a 1.125 cm × 1.125 cm sensitive area,
with an 80 µm inter-pixel distance. The sensors are arranged in pairs and each
pair is read by its front-end electronic board with 128 channels. The silicon
sensors are able to detect a minimum ionizing particle (MIP) with a S/N ratio
greater than 7.
 Silicon Strip detectors (STR): in order to precisely measure the trajectory
of the incoming particle, the Tracker contains also four pairs of X-Y layers
made of silicon strip sensors, as shown in Figure 4.1. Each layer is 9.4 cm× 9.4
cm and contains 128 ribbons; each ribbon is 732 µm wide and is obtained by
ganging four strips (each one with a 183 µm pitch). The trajectory is, thus,
reconstructed by means of four independent position measurements for each
view.
4.1.3 The IC-CHD prototype
The IC-CHD (Italian Colleagues) beam-test prototype module was equipped with six
EJ200 scintillator paddles (whose physical properties are listed in Table 2.1), similar
to those which will be installed on the ISS. Each paddle consisted of a 10 mm thick
scintillator, equipped with a light-guide and readout by an 8-dynode photomultiplier
(Hamamatsu R11823). The basic design of the IC-CHD prototype is the same as the
one reported in section 2, therefore scintillator paddles are arranged into two X-Y
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Figure 4.1: Beam Tracker layout: the Si strip detectors provide four points per view
for the track reconstruction
layers covering an eﬀective area of about 100 cm2. The prototype is shown in Figure
4.2, together with its related electronics.
The IC-CHD prototype was not equipped with the ﬂight front-end electronics,
but used standard ground equipment with VME and NIM modules. The PMT signal
was fed into a 12 bit gated ADC with dual range (CAEN V965) hosted into a VME
crate and readout via a ﬁber-optic interface between the VME crate and the PCI.
The beam trigger was produced from the coincidence of the beam scintillators via
NIM logic and the gate length was typically 200 ns. The ADC-to-charge conversion
was 25 fC/LSB for the high-gain and about 200 fC/LSB for the low-gain operating
mode. The PMTs were individually powered from a remotely controlled CAEN
SY5527 power supply. During runs with high z ions, the signals from the two central
CHD scintillators were fed into analog attenuators to match the dynamic range of
the ADC.
4.1.4 The JC-CHD prototype
The basic design of the JC-CHD (Japanese Colleagues) beam-test prototype module
is the same as the IC-CHD one, but the former consisted of only two scintillator
paddles arranged in two layers. The scintillator paddles were identical to the IC-
CHD ones with an EJ-200 plastic scintillator (32 mm wide, 448 mm long and 10 mm
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Figure 4.2: The IC-CHD prototype module at the beam test: the two scintillator
layers and the data acquisition board are visible.
thick), optically coupled via a light guide to a photomultiplier Hamamatsu R11823
(equivalent to R7400-06 MOD). The light yield was estimated not to exceed 300
p.e./MIP. By applying an high voltage of 450 V, the gain of PMT was nearly 104.
Therefore, the 1 MIP signal corresponded to about 480 fC. The main diﬀerence with
the IC-CHD prototype was in the electronics (Figure 4.3), whereby the JC-CHD used
a prototypal version of the front-end (FEC) and readout ﬂight electronics consisting
of a custom-made Charge Sensitive Ampliﬁer (CSA), Slow Shaper, Sample Hold
and 16bit ADC for each scintillator paddle. The FEC was capable to measure the
CHD signal in the range of 0.5 -1700 MIP (240 fC-816 pC), corresponding to atomic
numbers from Z=1 to Z=40 and above. For the ﬂight CHD, the trigger signal is
generated by summing the signals from a dedicated Fast Shaper output, after the
CSA, from the 14 paddles of each CHD layer (X and Y). For each channel, a test
pulse can be supplied for signal calibration. Two kind of discrimination level, in the
range 0.4-10 MIP and 3.3-126 MIP, are adopted to accomplish single and heavy ion
trigger, respectively.
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Figure 4.3: The JC-CHD front-end electronics.
4.2 Beam test setup
Unlike the BT, the JC-CHD and the IC-CHD prototypes data were collected in diﬀer-
ent geometrical conﬁgurations, as shown in Figure 4.4 and denoted as Conﬁguration
(a), Conﬁguration (b) and Conﬁguration (c).
In Conﬁguration (a) the IC-CHD module is far from the BT; in Conﬁguration
(b) the JC-CHD module is placed between the BT and the IC-CHD module; in
Conﬁguration (c) the JC-CHD module has been removed and the IC-CHD module
is closer to the BT. Data were taken in each conﬁguration and we will refer to Figure
4.4 in the following.
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(a)
(b)
(c)
Figure 4.4: The three diﬀerent instrumental layouts at the beam test: we analyzed
data samples taken in conﬁguration (a), (b) and (c). The ﬁgure is not in scale.
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Chapter 5
Beam test data analysis
The data analysis included both the Beam Tracker (BT), providing track reconstruc-
tion and charge tagging of the incident beam particle by means of the MTX and STR
silicon detectors, and the CHD prototypes. In this section we will summarize the
performance of the BT that provided a clean sample of individual elements for the
study of the response and charge resolution of the IC-CHD and JC-CHD prototypes.
The latter study will be described in section 6.
5.1 The data samples
Since the layout during the beam test was changed depending on the measurement
we were interested in, diﬀerent data samples have been analyzed. Referring to Figure
4.4, the three following experimental setups have been used:
1. Setup A: the instrumental conﬁguration in this setup is the one reported
in Figure 4.4a. Data taken with this setup have been used for the IC-CHD
analysis for low-charged nuclei. About 1.1·106 events have been collected in
this conﬁguration.
2. Setup B: the instrumental conﬁguration of this setup is the one in Figure
4.4b. This setup has been used for the JC-CHD analysis and about 106 events
have been collected in setup B.
3. Setup C: in this setup, the IC-CHD was brought closer to the BT (Figure
4.4c) and a 20 dB attenuation was applied on the PMT signals in order to
avoid the ADC saturation. The Setup C was indeed used for the high-charged
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(a) (b)
Figure 5.1: IC-CHD (a) and JC-CHD (b) layouts (the arrow indicates the beam
direction).
JC-CHD IC-CHD
PMT CHD-0 CHD-1 Top U Top C Top U Bot L Bot C Bot R
HV (V) 450 360 550 545 560 560 560 550
Table 5.1: JC-CHD and IC-CHD high voltages at the beam test.
nuclei analysis of the IC-CHD and, since about 3.6·106 events were collected in
this conﬁguration, this is the statistically most signiﬁcant setup. During the
data acquisition in this conﬁguration, the beam energy was changed from 30
GeV/n (we collected about 2.2·106 events at this energy) to 13 GeV/n (about
1.8·106 events collected.
As we can see from Figure 4.4, the BT block was unchanged when passing from a
setup conﬁguration to another. In the following, we will presents results on the BT
performances based on the data taken with the setup where we collected most events
(Setup C), but the BT behavior during the other runs was consistently very similar.
The PMT high voltages, which were left ﬁxed during the whole beam test, are listed
in Table 5.1, where the PMTs are denoted by the scintillator they are coupled to
(see Figures 5.1).
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5.2 Tracking with the Si-strip detector layers
The track reconstruction is performed by means of the Si-strip sensors, so, before
explaining the tracking algorithms, we need to describe how the information collected
by these sensors was arranged and used.
5.2.1 Charge sharing eﬀects
The signal generated in the detector is due to the passage of a charged particle which
produces ionization. Processes like δ-rays emission, diﬀusion during charge collection
and capacitive coupling between strips may contribute to enlarge the cluster size, so
that the total signal is obtained by summing up all the collected charge carriers from
each strip and a fraction of charge collected by the neighbour strips. The charge
deposition in the sensor is represented in Figure 5.2.
Figure 5.2: A charged particle crosses the ganged strip (GS) sensor: charge is de-
posited along the path of the projectile and of the eventually emitted δ-rays.
Let us brieﬂy consider the three processes mentioned above in order to estimate
their eﬀect on the detection:
 δ-rays production: if the δ-ray path inside the detector is long, the cluster
size will be artiﬁcially enlarged. As shown in [45], one can estimate the shift
∆x in the reconstructed position by making the assumption that the energy
deposition of a δ-ray with kinetic energy Tδ along its path Rδ is uniformly
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Figure 5.3: Range of electrons in silicon versus their energy: low-energy δ-rays does
not exceed a few hundreds µm. Data from ESTAR [46], in the continuous slowing
down approximation (CSDA).
distributed. In this case:
∆x ≈
1
2
TδRδsinθ
Tδ + EP
where θ is the emission angle of the δ-ray (with respect to the track of the pro-
jectile particle) and EP is the energy of the initial charged particle. The most
probable low-energy δ-rays (E<300 keV) are preferentially emitted perpendic-
ularly to the track, but their range in silicon is about a few µm, as shown in
Figure 5.3. Having a detector with a 732 µm eﬀective pitch, low-energy δ-rays
produced by the incoming charged particle cannot travel farther than 2 strips.
 Charge diﬀusion: the charge diﬀusion is closely linked to the detector param-
eters (e.g. resistivity, thickness d, applied voltage V ) and the diﬀusion width
σx for a charge carrier which is created at distance L from the strip is:
σx(L) =
√
2VT
L
V
d
where VT =
kT
e
is the thermal voltage and e is the unit charge (therefore
VT ≈0.026 V at room temperature). Using the parameters of our silicon strip
detector (d=500 µm and bias voltage V=150 V), and taking into account the
maximum distance L ≈ 700 µm, we get σx ∈ [5, 10] µm. This value is by
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far smaller than the 732 µm pitch, so the cases in which diﬀusion causes an
eﬀective charge sharing are those involving the crossing of the middle area
between two ganged strips (denoted as Zone 2 in Figure 5.2): the width of
this area depends on diﬀusion; vice versa, when the incoming charged particle
crosses the strip pitch (Zone 1, in Figure 5.2), we can assume that the signal
is completely collected by the aﬀected ganged strip.
 Capacitive coupling: the fraction of the signal which is detected by each
strip depends on the equivalent electrical network of the detector. We will
make some reasonable approximations in order to evaluate the capacitive cou-
pling which determines the signal sharing, i.e. we assume that the strip-to-
backplane capacitance can be neglected (because its typical value is about 10
times smaller than strip-to-strip capacitance) as well as the capacitance of a
strip towards another which is not its closest neighbour. Therefore, the capac-
itances that matter in our calculation are the inter-strip capacitance CS and
the decopuling capacitance CD, which is integrated between the strip and the
readout electronics. On these basis, we get the equivalent electrical network
of Figure 5.4 and we can perform a simple calculation to determine the frac-
tion K of the charge arriving at one strip which appears at the output of the
neighbouring ones:
K =
CEQ
CD+2CEQ
where CEQ =
CDCS
CD+CS
and, since CD  CS, we get K ≈ CSCD [47]. In our strip detector the nominal
value of the decoupling capacitance is CD=17 pF, while the inter-strip capaci-
tance is CS=0.8 pF. Since we have ganged four strips, we have to quadruple the
decoupling capacitance and we get K ≈ 0.011. This conﬁrms that, clustering
three ribbons implies no signiﬁcative loss in the signal due to the capacitive
coupling.
5.2.2 Cluster formation and cluster position
The cluster formation may involve three or four ribbons, according to the zone (1 or
2, as reported in Figure 5.2) crossed by the incident particle in the detector:
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Figure 5.4: Equivalent electrical network for 3 channels.
1. clustering begins with the selection of the ribbon which contains the largest
signal. In order to be taken into account, the signal of this ribbon has to be
larger than 10 ADC counts (which is about 3·RMS of the pedestal distribution):
this condition represents a cut on the S/N ratio, which has to be larger than
3. Ribbons below this threshold are ignored in the next steps;
2. the second step presents two sub-cases, which can be distinguished on the basis
of the correlation plot of the signal fractions collected in the left and the right
ribbons (GSL and GSR in Figure 5.4):
(a) if the incoming particle has crossed the Zone 1, the signal resulting from
the sum of the signals coming from the neighbour ribbons is added if it
satisﬁes the condition S/N>3;
(b) if the incoming particle has crossed the Zone 2, the signals of the two
central ribbons (the ones which delimit the Zone 2) are summed to the
signal resulting from the sum of the two external ribbons if the latter has
S/N>3.
3. The next cluster is formed starting with the ribbon which has the highest signal
among the remaining ones.
This procedure lead to cluster sizes of three or four ribbons; nevertheless, as shown
in [48], the eﬀective cluster size is often extended to ﬁve or six ribbons in order to
take into account the production of δ rays in the previous detector volume.
The position xC of a cluster deﬁned via the algorithm above is given by the
center-of-gravity (CoG) expression:
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xC =
n∑
xisi
i=1
n∑
si
i=1
where xi is the ribbon position, si is its signal and the index i spans on the
ribbons involved in the cluster. For tracking purposes, the cluster is often replaced
by the truncated cluster, which takes into account only the central ribbon and the
two neighbour ones.
5.2.3 Tracking algorithm
Two diﬀerent tracking algorithms are adopted, depending on the amount of signal
detected in the BT (the quantitative discrimination is based on parameters as the
cluster extension and the number of clusters per layer):
1. Small number of hits in the BT (track of type A): each cluster provides
a candidate track point, with X (or Y) coordinate equal to the CoG of the
cluster and Z coordinate equal to the position of the sensor along the beam
pipe. Candidate tracks are built by scanning all the possible combinations of
candidate track points in each view (XZ and YZ) and, then, only candidate
tracks with at least 3 points per view are kept. The parameters of each track
in this ensemble, are calculated by means of a χ2 ﬁt and, then, the track with
minimum χ2 is selected as the beam particle trajectory.
2. Larger number of hits in the BT (track of type B): in this case, a global
CoG calculation is performed and the track results from a linear ﬁt involving
the CoG for each plane.
In both cases, we can evaluate the χ2 of the track and, thus, it is possible to make
a cut on this basis during the oine analysis, excluding the events with too large χ2
values (see section 6).
5.2.4 Tracker alignment
In order to verify the tracker alignment, a residual analysis was performed. Since
two diﬀerent tracking algorithms were used, residuals are calculated in diﬀerent ways
for tracks of type A and tracks of type B:
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Figure 5.5: Residual analysis for track A and track B events (the scale is in cm).
 Track A residuals: in this case, we exactly know which cluster has been used
in each plane to perform the tracking. Therefore, the residual is simply given
by the diﬀerence between the cluster CoG coordinate (X or Y, depending on
the plane) and the corresponding coordinate coming from the extrapolation of
the calculated track on the considered layer.
 Track B residuals: for this kind of events we do not have a single cluster
(hence, a single CoG) which has been used to calculate the particle track, so
we shall make an assumption in order to evaluate the residuals. In fact, we
may assume that the global CoG coincides with the CoG of the most ener-
getic cluster (i.e. the cluster with the maximum weight in the global CoG
calculation) and, then, deﬁne the residual as the diﬀerence between this CoG
coordinate and the one coming from the extrapolation of the resulting track
on the observed layer.
The result is shown in Figure 5.5, where the distribution of X and Y residuals are
shown.
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Si-Strip Layer x1 (1) y1 (2) y2 (3) x2 (4)
Shift (cm) 3.879·10−2 -2.974·10−2 3.673·10−2 8.433·10−3
Si-Strip Layer x3 (5) y3 (6) x4 (7) y4 (8)
Shift (cm) -9.212·10−2 -1.107·10−1 1.171·10−1 1.261·10−1
Table 5.2: Coordinate shifts resulting from the alignment procedure (units are in
cm).
In order to improve the alignment (i.e. minimize the residuals) an iterative pro-
cedure based on a χ2 minimization was carried on:
χ2 =
NE∑ NL∑
i=1
 xCoG,i + si − xTrack,i√
(∆xCoG,i)
2 + (∆xTrack,i)
2
2
where NE is the total number of events, NL is the number of layers involved in
the track evaluation for a single event and, therefore, the i index spans on the layers.
The si are free parameters (one per each layer) that represents the shift which has
to be applied to the layer i in order to minimize the χ2 variable and get the best
alignment. The xCoG,i is the cluster CoG coordinate in the layer i and the xTrack,i
is the intercept of the ﬁtted track with the layer i; ∆xCoG,i and ∆xTrack,i are their
corresponding errors.
This procedure allowed to correct the BT alignment during the oine analysis
and the results are reported in Table 5.2.
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5.3 Silicon detectors analysis
As previously reported, the BT consists of two kinds of silicon detectors; an analysis
was performed in order to characterize their response and to estimate their charge
resolution. The latter can be also used for comparison with the scintillator detector
charge resolution.
5.3.1 Silicon pixel array (MTX) detector performance
Using the charge tagging described in sub-section 5.4, the signal induced by each
element is selected. In the following, we show an example of the MTX charge perfor-
mance relative to the boron and carbon analysis and the global charge performance
of the entire MTX telescope consisting of four layers.
5.3.1.1 Boron and carbon nuclei signals
Before starting the analysis that involves the signals from diﬀerent detector layers,
we had to carry out a procedure to equalize the response of the detector channels. In
order to do so, we used the results presented in sub-section 5.4: we got a set of mean
values (ranging from z=5 up to z=22) for each layer and we were able to compare
them. Using the ﬁrst layer as a reference, we evaluated the ratio between its signal
and the signal of other layers. Results are reported in Figure 5.6 and they show that
equalization between MTX layers had already been obtained by means of a careful
electronic setting.
Results for the boron and carbon analysis are shown in Figure 5.7. Figure 5.7a
shows the signal from a single sensor; Figure 5.7b shows the signal averaged over two
MTX sensors; Figure 5.7c shows the average signal of three MTX sensors and, ﬁnally,
Figure 5.7d shows the average signal of the whole telescope. Each histogram has
roughly the same mean value and is ﬁtted with a Vavilov distribution. The resulting
ﬁt parameters are reported in Table 5.3, where we can notice that, by averaging the
signals, the Most Probable Value (MPV) gradually approaches an (unique) mean
value, while the width of the Vavilov distribution decreases.
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Figure 5.6: Signal ratio between the ﬁrst layer and the following ones: there is no
need for further equalization. Errors are small and error bars are covered by the
markers.
Mean MPV Width
B 726.2
Single layer 687.58 77.36
Average of 2 layers 709.84 61.07
Average of 3 layers 715.51 50.81
Average of 4 layers 721.23 46.50
C 1045.97
Single layer 1002.97 92.28
Average of 2 layers 1031.72 73.28
Average of 3 layers 1037.57 61.1
Average of 4 layers 1043.45 55.73
Table 5.3: Vavilov ﬁt results for B and C signals in the MTX sensors.
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(a) (b)
(c) (d)
Figure 5.7: B and C signals in one MTX layer 5.7a, averaged over two 5.7b, over
three 5.7c and over four 5.7d layers.
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5.3.1.2 dE/dx measurements from a four-layered Silicon Array
Events selected with the charge tagging method are plotted in the histograms of
Figure 5.8, where the average signal of four MTX sensor in the elemental sub-ranges
[5, 13], [14, 21] and [22, 28] is ﬁtted with a multi-Gaussian function added to a
decreasing exponential background (whose contribution is the red dotted line in
Figure 5.8).
The former describes the global response of the detector to diﬀerent nuclear
species, while the latter takes into account the tail of each distribution: their sum
results in a continuous background below the multi-Gaussian response.
The mean value of each peak is plotted versus the corresponding z value and
the resulting plot is ﬁtted with a F (z) = a + bz2 + cz3 + dz4 polynomial deﬁned in
equation 3.2, where the origin of the diﬀerent z terms has been previously explained.
The ﬁt result is:
F (z) = (4±1.4)+(28.37±0.08)·z2+(0.132±0.008)·z3−(0.0050±0.00023)·z4 (5.1)
where, as expected, the dominant contribution arises from the z2 term. The
polynomial ﬁt is shown in Figure 5.9, together with its percentual residuals.
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(a)
(b)
(c)
Figure 5.8: Multi-Gaussian ﬁt with decreasing exponential background (average sig-
nal from four MTX layers). The ﬁt is performed in three diﬀerent z ranges: [5, 13]
on the top, [14, 21] in the center and [22, 28] on the bottom of the page.
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(a)
(b)
Figure 5.9: Polynomial z ﬁt of the average signal from the four-layered MTX tele-
scope (a) and its percentual residuals (b).
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Figure 5.10: Growth of the standard deviation σS in the four-layered MTX detector.
The width σS of each peak is obtained by the individual Gaussian contribution
to the global response (black dashed lines in Figure 5.8) and is plotted versus the
corresponding z value. The result is shown in Figure 5.10, where a z second-order
polynomial ﬁt has been performed.
5.3.1.3 Charge resolution
The charge resolution σz of the detector is related to capability to distinguish an
ion of charge ze from the preceding (z − 1)e and the following (z + 1)e ions in the
periodic table. The resolution σz is determined by means of the multi-Gaussian ﬁt
of the detector response; the mean values µ and standard deviations are used in the
approximate formula:
σz =
σS(z)
µ(z + 1)− µ(z) (5.2)
where the standard deviations for the nuclei are averaged into one value σS(z).
For an ideal detector, where saturation is not present and the response is linear in
z2, the signal S response is modeled by the z dependence S = F (z) = kz2; in this
case, we obtain the following error propagation formula:
σS = 2kZσz −→ σz = σS
2kz
=
σS
F ′(z)
(5.3)
70
Figure 5.11: Charge resolution σz = σS/F
′(z) for a four-layered MTX detector.
A real detector has a more complex response F (z) (where, for example, phenom-
ena like scintillation light saturation have to be taken into account) and we may give
an approximation of the ﬁrst derivative F ′(z) as:
F ′(z) ≈ F (z + 1)− F (z)
(z + 1)− z = F (z + 1)− F (z)
So, being the detector response F (z) to a single nuclear species with charge ze
given by the Gaussian ﬁt mean µ(z) of the corresponding peak, we recover equation
5.2.
Diﬀerentiating equation 5.1, we obtain F ′(z) and we are able to give an estimate
of the charge resolution σz via the equation 5.3. Since the peak width σS increases
almost linearly with increasing z (Figure 5.10), a z independent charge resolution
is expected in the case of a pure z2 response of the detector. In our non-ideal case
(results are reported in Figure 5.11), a small z dependence of the charge resolution
is observed.
5.3.2 Silicon-strip detectors (STR) performance
Similarly to the MTX detector analysis, the characterization of the STR detector is
focused on the signal response study of the eight-layered silicon telescope and on
the estimate of its charge resolution.
71
5.3.2.1 dE/dx measurements from the eight-layered STR telescope
Before we perform the analysis merging the information from diﬀerent layers, an
equalization procedure is needed. After we ﬁtted individual peaks (from boron to
vanadium) of each layer with a Gaussian distribution, we compared the mean values:
the ﬁrst layer is used again as a reference and ratios between signals from the other
layers and the ﬁrst layer signal is reported in Figure 5.12. We may infer that the ﬁrst
seven layers equalization is already provided by a careful electronic setup, while the
last layer, due to some readout problems, shows a lower signal and needs a special
gain calibration.
Figure 5.12: Signal ratio between each STR layer and the ﬁrst one (taken as a
reference): only layer 7 needs further equalization. Errors are small and error bars
are covered by the markers.
In order to do so, we inverted the last STR layer response and we evaluated the
corresponding ADC counts in the same scale as the other layers. This result was
achieved through the combination of a aP + bP · z2 parabolic ﬁt of the last layer
response (with ﬁt parameters aP=-192±2.34 and bP=22.01±0.015) and a aB + bB ·
z2 + cB · z3 + dB · z4 ﬁt of the ﬁrst layer response (with aB=-29±8.03, bB=28.5±0.3,
cB=0.13±0.03 and dB=(-4.5±0.77)·10−3); thus, the event-by-event converted signal
from layer seven SC7 is obtained from the original signal S
O
7 :
SC7 = aB + bB ·
SO7 − aP
bP
+ cB ·
(
SO7 − aP
bP
)3/2
+ dB ·
(
SO7 − aP
bP
)2
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and all the layers are now equalized, allowing the analysis of the whole telescope
mean signal.
Histograms in Figure 5.13 are ﬁlled with events selected with the previously
described charge tagging and they are ﬁtted with a multi-Gaussian distribution, as
already explained in the MTX sensor analysis. Mean values from the multi-Gaussian
ﬁt and standard deviation values from the Gaussian single-peak ﬁts (black dashed
lines in Figure 5.13) are used to analyze the detector response in z and its charge
resolution.
The detector response has been ﬁtted with the same F (z) = a+ bz2 + cz3 + dz4
parametrization used for the MTX detector and results are reported in Figure 5.15,
together with ﬁt percentual residuals. The ﬁt coeﬃcients are:
F (z) = (−44±4.5)+(30.07±0.23)·z2+(0.04±0.024)·z3−(0.0017±0.00062)·z4 (5.4)
and, again, the dominant contribution arises from the z2 term, as expected.
The peak widths σS have been plotted versus their corresponding z values (Figure
5.14) and they show an almost linear growth with increasing z.
Figure 5.14: Growth of the standard deviation σS in the eight-layered STR detector.
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(a)
(b)
(c)
Figure 5.13: Multi-Gaussian ﬁt of the average signal from eight STR layers in the
ranges B-Al (a), Si-Sc (b) and Ti-Ni (c).
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(a) (b)
Figure 5.15: F (z) = a + bz2 + cz3 + dz4 ﬁt (a) and its percentual residuals (b) for
the eight-layered silicon STR detector.
5.3.2.2 Charge resolution
Diﬀerentiating F (z) and using equation 5.3, it is possible to determine the charge
resolution σz of the eight-layered silicon STR detector. It is almost independent from
z, as expected in the ideal case of a pure ∝ z2 response of the detector, and results
are shown in Figure 5.16.
Figure 5.16: Charge resolution of the eight-layered silicon STR detector.
75
5.4 Charge tagging
The charge tagging was performed using the information collected by the BT. In
fact, besides providing a good resolution tracking, the BT instrument was mainly
used as a particle identiﬁer (see section 3 for silicon detectors working principles).
The basic idea is to use the twelve independent energy loss measurements in the BT
silicon sensors to estimate the charge of the incoming particle. In order to do so, an
equalization of the response of the MTX and STR detectors is needed. The guideline
was to transform the ADC response of each detector into a charge variable z (with
real values, not integer ones) to be equalized by inverting the:
S(ADC) = a+ b · z2 + c · z4 (5.5)
relation which describes the response of the sensors to ionizing particles and where
S(ADC) is the output signal (in ADC units) and a, b and c are ﬁt parameters.
In this way, by ﬁtting the position of the charge peak for each individual element,
an equalization of the response of diﬀerent detectors to the same amount of ionization
was achieved.
5.4.1 Pixel-array (MTX) calibration
Each MTX sensor has 64 pixels and the BT is conﬁgured with 4 MTX sensors: we
decided not to calibrate all the 256 diﬀerent pixels at ﬁrst, but we performed a layer-
by-layer calibration in the inclusive signal plot. We estimated the response of each
layer to diﬀerent nuclei by means of Gaussian ﬁts. Once we have ﬁtted all the peaks,
we can plot the mean value of each peak versus the corresponding z2 and, then,
perform a ﬁt with the a + b · z2 + c · z4 parametrization. The results are shown in
Figure 5.17.
Knowing the a, b and c parameters for each layer, we can invert equation 5.5 and
we get a z (real) value for each layer.
Besides the calibration, a good resolution in the track extrapolation onto the
MTX plane (<200 µm vs. the pixel lateral size of about 10 mm) allowed us to use
the tracking information to determine which pixel had been crossed by the incoming
charged particle: in Figure 5.18 the number of events in each pixel of the four layers
is shown.
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(a) Layer 1 (b) Layer 2
(c) Layer 3 (d) Layer 4
Figure 5.17: Calibration of the four MTX layers with the a+b·z2 +c·z4 parametriza-
tion.
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Figure 5.18: Number of events in each pixel of the four MTX detector layer. One
pixel in layer 1, one pixel in layer 2 and one pixel in layer 3 are disconnected.
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5.4.2 Silicon-strip detectors (STR) calibration
Similarly to the MTX detector calibration, for the STR detector we decided to
calibrate each STR plane separately. When the charged particle crosses a layer of
the detector, it produces the most energetic cluster in that layer. So, event by event,
we looked for the most energetic truncated cluster in each plane: in this way it was
possible to associate only one energy deposit per STR layer with each event.
Then, using the MTX detector charge measurements, we realized a ﬁrst-order
charge tagging in order to identify the particle generating the selected cluster and
we used it for a preliminar study of the STR detector response to diﬀerent nuclei.
The ﬁrst-order charge tagging was realized using the average signal of the ﬁrst
two MTX layers (SMTX12 ) and the average signal of the second two MTX layers
(SMTX34 ): each event is a point in the correlation plot S
MTX
12 versus S
MTX
34 and, in order
to exclude uncorrelated background events, geometrical cuts in the SMTX12 versus
SMTX34 correlation plot were performed (Figures 5.19a and 5.19b show the cut eﬀect).
We rotated this plot by 45° (Figure 5.20) in order to optimize the charge separation
between nuclei diﬀering by one unit of charge and, then, ﬁt individual peaks of its
proﬁle plot with Gaussians of mean µ and standard deviation σ. Thus, it was possible
to deﬁne a ﬁducial interval for the i-th nucleus as Ii = [µi − Ci · σi, µi + Ci · σi],
where Ci=2 up to z=20 and Ci=1.5 for z ∈ (20, 29). Figures 5.21a (for light ions)
and 5.21b (for heavier ions) can visualize the choice of the Ci coeﬃcients. If a nucleus
produced a signal S = SMTX12 · cos pi4 + SMTX34 · sin pi4 (after the rotation) which was
included in the Ii interval, then the nucleus charge was estimated and expressed by
an integer number i.
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(a) (b)
Figure 5.19: SMTX12 and S
MTX
34 correlation plot before the cut (a) and after the cut
(b).
Figure 5.20: SMTX12 and S
MTX
34 correlation plot after the 45° rotation.
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(a)
(b)
Figure 5.21: Proﬁle plots from the two-dimensional plot of Figure 5.19. Lines are
drawn for σ=1.5 and σ=2 in agreement with the choice of the Ci coeﬃcients for light
nuclei (a) and heavier nuclei (b).
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Once the charge of the incoming particle was assessed, we studied the response of
each STR layer to diﬀerent nuclei and we obtained plots like those shown in Figure
5.23 (where only a few examples are given) for all the nuclei with charge z ∈ [1, 25]:
in these plots, we ﬁtted each peak with a Gaussian and converted its mean value as
a function of z2. Finally, we performed the S(ADC) = a + b · z2 + c · z4 ﬁt and we
found the a, b and c parameters of equation 5.5 for each STR plane (Figure 5.22):
thereby getting a z output also for the STR detector, with a procedure similar to
the one used to equalize the MTX pixels.
(a) (b)
Figure 5.22: STR detector calibration: each layer had to be individually calibrated.
Layers 1-4 calibration is shown in (a), while layers 5-8 calibration is shown in (b).
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(a) (b)
(c) (d)
Figure 5.23: Plane-by-plane STR detector response for z=5 (a), z=10 (b), z=15 (c)
and z=18 (d) before equalization.
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5.4.3 Interactions in the Beam Tracker
The procedure described above is not suﬃcient to ensure that nuclei observed in the
detectors located downstream of the BT (like JC-CHD and IC-CHD) are actually
those which have been tagged in the BT itself. This is due to interactions which
can take place in the BT: in fact, a nucleus (whose charge has been tagged as z)
could have interacted in the ﬁnal STR layers of the BT, changing its charge to z-1.
This may lead to misidentiﬁcation of the incoming nuclei and can degrade the CHDs
resolutions.
In order to avoid this problem, a procedure aimed to exclude BT interacting
events was elaborated. The basic idea is to perform a further cut in the two-
dimensional correlation plot between the mean z signal of the ﬁrst two STR layers
(SSTR12 ) and the mean z signal of the last two STR layers (S
STR
78 ). The variable on
which the cut is performed is the asimmetry A between SSTR12 and S
STR
78 , deﬁned as:
A =
SSTR12 − SSTR78
SSTR12 + S
STR
78
whose distribution is shown in Figure 5.24. The critical interval chosen for this
cut is A ∈[-0.2, 0.2].
Figure 5.24: Values of the STR asimmetry A for about 1.8·106 events.
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5.4.4 Beam Tracker global charge tagging
After the silicon detectors calibration, for each event we have several z measurements
(up to a maximum of twelve). The mean signal from each detector is evaluated by
taking into account the eﬀective number of hits in a given detector, where a hit is
deﬁned as an event inducing a signal larger than 0.7 MIP. Events used to perform
the charge tagging procedure must have at least two hits in the MTX detector and
four hits in the STR detector.
The collected measurements can be arranged to perform a global and selec-
tive charge tagging: the combined charge estimator can be obtained from the two-
dimensional correlation plot between the mean MTX detector signal and the mean
STR detector signal.
The basic idea is to assign to a nucleus an integer z value according to elliptic
cuts centered on z=1, 2, ... , 28 and with semiaxes:
 aMTX=0.3 and aSTR=0.2 for the z range 1-15;
 aMTX=0.4 and aSTR=0.3 for the z range 16-19;
 aMTX=0.5 and aSTR=0.4 for the z range 20-28.
(a) (b)
Figure 5.25: The eight STR sensors mean z signal in the B-Cl range (a) and Ar-Co
range (b).
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(a)
(b)
(c)
Figure 5.26: The four MTX sensors mean signal: example of H and He separation
in ADC scale (a); mean z signal in the B-Ca range (b) and Sc-Ga range (c).86
Complete one-dimensional z plots are shown in Figures 5.25 (for the STR detec-
tor) and 5.26 (for the MTX detector): they may be combined in order to obtain the
two-dimensional correlation plot on which elliptic cuts are performed.
In order to obtain a more accurate charge tagging, we performed an additional
cut; we evaluated the event-by-event standard deviation of the n (with 6≤ n ≤12)
energy loss measurements as:
σ =
√√√√√ n∑i=1 (zi − z)2
n− 1
where z is the average value of the n dE/dx measurements. Thus, we obtained
the histogram reported in Figure 5.27 and we decided to add the cut σ<0.5 in our
event selection. This cut allowed to improve the purity of our charge tagging, as we
can see from the comparison between Figures 5.28a and 5.28b.
Figure 5.27: Standard deviation distribution of the n (with 6≤ n ≤12) Beam Tracker
z measurements.
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(a) (b)
Figure 5.28: Eﬀect of the application of the standard deviation cut in the two-
dimensional correlation z plot of mean MTX and mean STR signals. Plot (a) is
before the cut and plot (b) is after the cut.
The ﬁnal result of the global charge tagging procedure is reported in Figure 5.29,
where only data at 30 GeV/amu taken under the C conﬁguration (see 5.1) are shown:
events within the ellipses are tagged according to the procedure described above.
Figure 5.29: Charge tagging with elliptic cuts in the mean STR signal versus mean
MTX signal plot for z ∈ [5, 28].
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Some examples of the ﬁnal results of the charge tagging procedure are provided
in Figure 5.30, where the mean value of all the available dE/dx measurements (up
to a maximum of twelve) is shown.
In the ﬁrst plot, boron and carbon energy loss distributions are shown: perform-
ing Gaussian ﬁts of the distribution and deﬁning the charge resolution as the ratio
between the average standard deviation value of two neighbouring peaks and the
diﬀerence between their mean values (see sub-section 5.3, where a more detailed
explanation is provided), a charge resolution of ∼0.1 is obtained for these light ele-
ments.
In the second plot, magnesium and aluminum distributions are shown; charge
resolution for these z-intermediate elements is also close to 0.1.
In the last plot of the series, manganese and iron energy loss distribution are
shown: charge resolution for heavier elements turns out to be close to 0.12.
Finally, distributions obtained with the charge tagging procedure are shown in
Figure 5.31 for elements ranging from boron to cobalt: z mean value is calculated
event-by-event using all the available dE/dx measurements, up to a maximum of
twelve.
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(a)
(b)
(c)
Figure 5.30: Mean value of all the available (up to 12) dE/dx measurements per-
formed with the silicon detectors of the Beam Tracker for B-C (a), Mg-Al (b) and
Mn-Fe (c).
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(a)
(b)
Figure 5.31: Mean value of all the available (from 6 up to 12) z measurements
performed by the eight STR detectors and the four MTX detectors in the B-Cl
range (a) and in the Ar-Co range (b).
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Chapter 6
Beam test data analysis of the CHD
prototypes
The scintillator detector analysis was performed separately on the JC-CHD and IC-
CHD, due to their diﬀerent front-end and readout. Both detectors needed high purity
samples of individual elements, with atomic number in the range Z=1 to Z=28, that
were selected by the the charge tagging of the BT, as described in sub-section 5.4,
in order to correctly evaluate their response to diﬀerent nuclei.
Using the charge tagging and the track quality cuts described in the following,
we selected a data sample of charge-tagged nuclei and we studied the JC-CHD and
IC-CHD response, in order to determine their charge resolution.
Saturation of the light from a plastic scintillator is to be expected for large energy
deposits, as a result of a quenching eﬀect aﬀecting the luminescence centers when the
local density of ionization becomes too large. The model used for the light saturation
study is the one presented in sub-section 3.3.
The charge resolution is determined using equation 5.2 and experimental values
are plotted together with the σz function of equation 5.3. In this equation, F (z)
describes the scintillator response, as a function of the charge z of the projectile,
taking into account the speciﬁc light saturation model of equation 3.4.
6.1 Track quality cuts
Since we required a good tracking quality for events used in the analysis, we used
some further criteria about the χ2 and the hits on the trigger scintillators.
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6.1.1 χ2 cut
The distribution of the χ2 per degree of freedom (d.o.f.) from the track ﬁt in the
Beam Tracker is shown in Figure 6.1. The CHD analysis requires the incident track
to be well reconstructed to allow for a reliable extrapolation of its impact point on
the CHD planes. A χ2<20 cut is imposed.
Figure 6.1: Typical values of the χ2 per d.o.f. for track A and track B events.
6.1.2 Trigger scintillator geometrical cuts
As described in the instrumentation sub-section (4.1), two trigger plastic scintillators
were positioned at the end of the beam pipe, upstream of the whole experimental
apparatus. In order to exclude uncorrelated background events, only tracks travers-
ing a ∼5 cm2 area resulting from the geometrical overlap of the active areas of the
two trigger scintillators are included in the analysis:
xSTR1 ∈ [−2.8, 2.4] ySTR1 ∈ [−2.4, 2.6]
where
(
xSTR1 , y
STR
1
)
are the coordinates (in units of cm) of the track intercept
on the ﬁrst layer of the STR detector. This geometrical selection is chosen on the
basis of Figure 6.2, where the beam proﬁle (as extrapolated from the reconstructed
tracks) is shown.
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Figure 6.2: Beam proﬁle on the ﬁrst layer of the STR detector: the proﬁle of the
trigger scintillators overlap area is visible.
6.2 JC-CHD analysis
Using the BT charge tagging (sub-section 5.4), and applying speciﬁc cuts for the
rejection of particle interactions in the BT (sub-section 5.4.3) and those meant to
emphasize the tracking quality (sub-section 6.1), we studied the JC-CHD response
to diﬀerent incoming nuclei. This analysis was performed using about 106 events
collected in the conﬁguration of Setup B (see 5.1).
Figure 6.3: Raw data correlation plot between top and bottom layer of the JC-CHD
prototype.
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Figure 6.4: ADC counts corresponding to z=5 particle in JC-CHD-0.
A correlation plot (in ADC units) between the two layers of the JC-CHD pro-
rotype is shown in Figure 6.3, as obtained at an early stage of the analysis.
Due to the diﬀerent high voltage settings, the two CHD layers had diﬀerent gain:
a comparison between the mean values of the Gaussian distributions for each element
in the two layers showed that the equalization factor was 1.991±0.007.
After gain equalization, we estimated the scintillator response for a z=5 particle
by means of a Gaussian ﬁt of the boron peak, as shown in Figure 6.4.
This allowed to normalize the JC-CHD scintillator response to the signal in units
of one minimum ionizing particle (MIP).
In order to estimate both the charge resolution and the light saturation eﬀect in
the scintillator, each individual peak of the energy loss distribution in the top layer of
the instrument (JC-CHD-0 in Figure 5.1b) was ﬁtted with the Gaussian distribution
in the z range [5, 28]. Fits are shown in Figure 6.5 and the same procedure was
repeated for the bottom layer of the instrument (JC-CHD-1 in Figure 5.1b). Mean
values and standard deviations from these ﬁts are listed in Table 6.1, where neon
(for the top layer) and nitrogen (for the bottom layer) energy loss distributions were
not included. Fit results have been used in the following steps of the analysis.
Peaks in the energy loss distribution corresponding to light elements ranging from
H to Be were ﬁtted with a convolution of a Landau and a Gaussian distribution, as
shown in Figure 6.6 both for the top and the bottom layer of the instrument. Mean
and standard deviation values for these z ∈ [1, 4] elements are obtained using a
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truncated distribution in which 30% of the total number of events located in the
Landau-shaped tail are excluded.
JC-CHD-0 JC-CHD-1 JC-CHD mean
Z µ σ µ σ µ σ
5 25.09±0.03 1.67±0.024 24.35±0.03 1.98±0.03 24.83±0.03 1.51±0.022
6 35.11±0.03 2.04±0.02 33.97±0.036 2.41±0.022 34.49±0.02 1.75±0.019
7 46.09±0.04 2.58±0.037 - - 45.32±0.04 2.03±0.031
8 57.7±0.04 2.76±0.035 56.1±0.05 3.39±0.044 56.8±0.04 2.42±0.031
9 70.1±0.08 3.33±0.073 68.5±0.1 4.04±0.099 69.4±0.07 2.92±0.064
10 - - 81.5±0.1 4.48±0.081 82.5±0.07 3.21±0.06
11 97.0±0.1 4.30±0.09 95.1±0.1 5.03±0.103 95.9±0.1 3.81±0.086
12 111.1±0.1 4.60±0.08 109.2±0.1 5.59±0.101 110.1±0.07 3.87±0.069
13 125.9±0.1 5.05±0.12 124.2±0.1 6.17±0.147 125.3±0.1 4.56±0.11
14 141.4±0.1 5.42±0.1 139.5±0.1 6.16±0.122 140.4±0.1 4.47±0.088
15 157.4±0.2 5.75±0.14 155.7±0.2 6.93±0.196 156.7±0.2 5.12±0.13
16 174.7±0.2 6.26±0.17 173.2±0.2 7.21±0.216 173.9±0.2 5.67±0.178
17 192.1±0.3 6.50±0.2 190.8±0.3 7.8±0.256 191.5±0.2 5.93±0.193
18 210.9±0.2 6.36±0.2 210.1±0.3 7.83±0.295 210.4±0.2 5.63±0.173
19 229.6±0.3 6.73±0.24 229.1±0.4 9.68±0.356 229±0.3 6.57±0.280
20 249.6±0.3 7.86±0.8 249.7±0.4 8.42±0.316 249.4±0.3 6.9±0.262
21 270.3±0.4 8.30±0.4 270.7±0.4 9.67±0.503 270.2±0.3 7.25±0.336
22 291.8±0.4 8.92±0.33 293.4±0.5 10.44±0.5 292.3±0.4 7.89±0.337
23 313.7±0.7 9.81±0.63 316.3±0.8 9.75±0.84 315.9±0.7 7.41±0.582
24 337±0.5 9.65±0.43 340.1±0.6 10.20±0.499 338.2±0.4 8.14±0.415
25 360.4±0.6 9.96±0.65 364.2±0.7 10.16±0.7 362.8±0.5 8.54±0.523
26 382.4±0.9 10.75±0.82 389.9±1.1 13.22±0.9 386.8±0.8 9.97±0.716
27 411.4±0.6 9.56±0.63 417.9±0.8 11.37±0.86 414.7±0.6 9.3±0.616
28 436.8±0.9 11.15±1.01 444±1.5 15.4±1.7 438.5±1 10.69±1
Table 6.1: Gaussian ﬁt results for Z ∈ [5, 28] for the bottom layer scintillator signal,
top layer scintillator signal and mean signal in the JC-CHD. All values are in MIP
units: neon (top layer) and nitrogen (bottom layer) are not included.
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(a)
(b)
(c)
Figure 6.5: JC-CHD-0 Gaussian ﬁt results in the ranges z=[5, 9] (a), z=[11, 15] (b)
and z=[16, 28] (c).
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(a)
(b)
Figure 6.6: Fit with a Landau and Gaussian convoluted distribution for z=1-4 ele-
ments in JC-CHD-0 (a) and JC-CHD-1 (b).
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6.2.1 Saturation of the light
The same type of scintillator (EJ200) was used in the construction of both JC-CHD-
0 and in JC-CHD-1, so we used data from these layers to study the light saturation.
The z dependence of the scintillator response is modeled according to equation 3.4.
The mean values obtained from the Gaussian ﬁts listed in Table 6.1, are plotted
against their corresponding z2 values and ﬁtted with the quoted function (Figure
6.7). Resulting ﬁt parameters for JC-CHD-0 and JC-CHD-1 are, respectively:
A = 0.562± 0.003 fH = 0.416± 0.002 BS = (6.95± 0.28) · 10−3 g · cm−2 ·MeV −1
A = 0.539±0.0039 fH = 0.449±0.003 BS = (7.39± 0.36) ·10−3 g · cm−2 ·MeV −1
A comparison with data from a previous beam test at Darmstad GSI in 2011 [49]
is shown in Table 6.2: in that case, the tested scintillator was an EJ204 type and the
beam energy was lower (1.3 GeV/n). The fH parameter (the fraction of secondary
electrons in the halo where light saturation is less important than in the region near
the track) is larger in the EJ200 with respect to the EJ204, in agreement with a
lower light saturation of the former as shown in Figure 6.7.
EJ204 (GSI beam test) EJ200 (CERN beam test)
fH 0.36±0.01; 0.416± 0.002
BS (8.0± 0.3) · 10−3 g · cm−2 ·MeV −1 (6.95± 0.28) · 10−3 g · cm−2 ·MeV −1
Table 6.2: Comparison between the EJ204 and EJ200 scintillator light saturation
parameters.
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(a)
(b)
Figure 6.7: Left plots: EJ200 scintillator light saturation in the JC-CHD-0 (a) and
JC-CHD-1 (b), where the red (solid) line is the result of the halo model ﬁt, the black
dotted line represents the EJ204 scintillator response measured during a previous
beam test, the red dotted line represents the ideal detector response and, since
errors are small, error bars are covered by the markers. Right plots: lost fraction of
the expected signal due to light saturation; the eﬀective loss approaches 45% in the
Fe region.
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6.2.2 Charge resolution
In order to determine the charge resolution of the JC-CHD detector, we inserted the
ﬁt results of Table 6.1 into equation 5.2 and we obtained the results shown in Figure
6.9 plot, with a ∼0.18 single layer resolution for light nuclei around C, a ∼0.3 single
layer resolution for nuclei around Mg and a ∼0.37 single layer resolution for iron
and trans-iron elements. Elements ranging from H to Be are shown with diﬀerent
markers in Figure 6.9.
The standard deviations σS of each Gaussian peak are plotted against their cor-
responding z values in Figure 6.8; they show a growth of the σS value with increasing
z, as already observed in the case of silicon detectors. A second-order polynomial ﬁt
(σS = a+ b · z + c · z2) is performed and ﬁt results are shown in the same ﬁgure.
(a) (b)
Figure 6.8: σS(z) plot for the JC-CHD-0 (a) and the JC-CHD-1 (b): the rms value
increases with increasing z.
The charge resolution is shown in Figure 6.9, where the red curve is the model of
equation 5.3. In this model, F (z) was determined by means of the ﬁt in Figure 6.7,
while σS is paramatrized as described above. The observed z dependence of σz is due
to the non-linear relation between z and the scintillator signal, as a result of the light
saturation eﬀect. Charge resolution for elements ranging from H to Be is represented
by a diﬀerent marker: this choice was made to remind that parameters used for the
charge resolution estimation in this z range came from a ﬁt to a truncated dE/dx
distribution, diﬀerently from elements ranging from B to Co, which were ﬁt using
Gaussian distributions.
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(a) (b)
Figure 6.9: Charge resolution σz for the JC-CHD-0 (a) and the JC-CHD-1 (b); the
red line is obtained from the model previously described. Light elements (z ∈ [1, 4])
presents diﬀerent markers, as explained in the text.
(a)
Figure 6.10: Charge resolution for the two-layered JC-CHD; the red line represents
the expected resolution dependence with z, as explained in the text.
The charge resolution of the double-layered CHD prototype is then estimated.
Individual peaks of the average of the two layers are ﬁtted with Gaussian distribu-
tions from boron to cobalt (Figure 6.11) and ﬁt results are shown in Table 6.1. Fit
parameters are used to evaluate the charge resolution of the instrument according
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to equation 5.2: results are shown in Figure 6.10, where a ∼0.15 charge resolution
is achieved for boron-carbon and a ∼0.35 charge resolution is achieved in the iron
region. The red line represents the same model used for the single layer charge
resolution evaluation.
(a)
(b)
Figure 6.11: JC-CHD two-layer response with Gaussian ﬁts in the ranges z=[5, 15]
(a) and z=[16, 28] (b).
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6.2.3 Sodium and magnesium discrimination
In order to asses the charge discrimination between two neighbouring ions, a partic-
ular cut in the correlation plot between top and bottom JC-CHD layers is studied.
Since the statistics collected for Na and Mg is larger than the one collected for other
heavier ions, these two species were chosen for this kind of analysis.
In fact, after the charge tagging procedure, we have two almost pure samples of
Na and Mg nuclei to estimate the contamination of magnesium events in the sodium
sample for the JC-CHD prototype.
The basic idea is to perform an elliptic selection in the top-bottom correlation
plot; the center of the ellipse has coordinates given by the mean values of the Gaussian
signal peaks induced by sodium ions in the two layers (µBOTNa is the abscissa and µ
TOP
Na
the ordinate), with semiaxes given by:
rx = σ
BOT
Na +
(
K · 0.2 · σBOTNa
)
ry = σ
TOP
Na +
(
K · 0.2 · σTOPNa
)
where K is a parameter and σBOTNa and σ
TOP
Na are the standard deviations of the
Gaussian distributions used for the sodium peak ﬁt. Figure 6.12 shows the sodium
elliptic cut for diﬀerent K values.
If we deﬁne the contamination as the ratio between the number of magnesium ions
included in the cut and the total number of sodium ions, it is possible to evaluate the
purity of the sodium sample (i.e. the one's complement of the magnesium contami-
nation into the sodium sample) as a function of the position of the cut, parametrized
by varying the K value. Similarly, we were able to evaluate the eﬃciency of the
cut, i.e. the ratio between the number of sodium ions included in the cut and the
total Na sample. The purity and eﬃciency curves are shown in Figure 6.13, where,
with K ≈9, we obtain a residual magnesium contamination of ∼7% with a sodium
eﬃciency of ∼87%.
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Figure 6.12: Sodium elliptic cut in the JC-CHD correlation plot for diﬀerent K
values: tagged sodium is shown in green, while tagged magnesium is shown in blue.
Figure 6.13: Sodium selection eﬃciency (blue) and purity (red) values vs. the value
of the K parameter.
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6.3 IC-CHD analysis (light ions)
As explained previously, the diﬀerence between the JC-CHD and IC-CHD readout
electronics caused the need of an external attenuation of the scintillator signal in the
IC-CHD. Therefore, the analysis of the latter is split into the analysis of the response
to light ions (up to z ∼7) and the one to heavier ions (from z ∼14 to z ∼27).
For light ions, and especially for boron and carbon, the analysis was performed
using about 1.1·106 events collected in Setup A (see sub-section 5.1).
Before studying the response of the IC-CHD prototype, we performed an addi-
tional cut in order to get rid of any border eﬀect in the scintillator. We decided to
use only those events taking place in a ﬁducial region ∼2 cm wide in the central
scintillator paddle, both in the top and in the bottom layer. Using the tracking
information provided by the Beam Tracker, the central scintillator paddle response
to Mg nuclei is plotted against the hit coordinate (x for the top layer and y for the
bottom layer), thus proﬁle plots of the central scintillators are obtained. They are
shown in Figure 6.14 and this information was used to perform the following ﬁducial
cuts:
x ∈ [−2.2, 0] cm and y ∈ [−6, −4] cm
where the ﬁrst one refers to the top layer (which is along the x axis) and the
second one is related to the bottom layer (along the y axis).
As we did for the JC-CHD data, energy loss distributions for elements ranging
from H to Be were ﬁtted with a convolution between the Landau and the Gaussian
distributions: mean and standard deviation values are obtained using a truncated
distribution in which ∼30% of the total number of events located in the Landau-
shaped tail are excluded. For the remaining elements, we performed double Gaussian
ﬁts in the top and bottom layer energy distributions: the sum of two Gaussian
distributions is indeed suitable for ﬁtting both the residual background and the peak
of the energy distribution. Examples for deuterium and nitrogen in the top layer are
shown in Figure 6.15, while the resulting ﬁt parameters are listed in Table 6.3.
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(a) (b)
Figure 6.14: Proﬁle plots of central scintilator paddles in the top layer (a) and the
bottom layer (b) of IC-CHD.
(a) Deuterium (Z=1) (b) Nitrogen (Z=7)
Figure 6.15: Landau-Gaussian convoluted ﬁt for deuterium (a) and double Gaussian
ﬁt for nitrogen (b) energy loss distributions in the top IC-CHD layer. In (a) are shown
both the truncated distribution (magenta) and the tail (blue). In (b) the dotted red
line is the Gaussian background, the dotted black line is a partial Gaussian ﬁt of the
energy loss distribution and the solid red line is the global double Gaussian ﬁt.
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Top Layer IC-CHD Bottom Layer IC-CHD
Z µ (ADC units) σ (ADC units) µ (ADC units) σ (ADC units)
1 28.53±0.02 3.39±0.05 32.1±0.1 4.52±0.04
2 116.9±0.03 10.06±0.05 132.3±0.1 13.2±0.1
3 268.3±0.4 19±0.4 306.3±0.6 31.3±1.8
4 469.3±1.5 30.5±2.9 546.7±2.6 42.9±5.2
5 726.6±1.4 39.2±0.9 866.5±2.5 61.9±1.7
6 1005.5±1.2 52.1±0.8 1192.5±2.2 77±1.5
7 1310.7±1.2 57.1±0.9 1557±2.4 89.1±2
Table 6.3: Fit results for Z ∈ [1, 7] for top and bottom layer central scintillators in
the IC-CHD.
6.3.1 Charge resolution
Inserting the ﬁt results from Table 6.3 into equation 5.2, the charge resolution of
the IC-CHD beam test prototype for light nuclei is estimated. The resulting charge
resolution is shown in Figure 6.16, for both the top layer and the bottom layer
scintillators. The single layer resolution is ∼0.15 for nuclei around C.
Figure 6.16: Charge resolution for the IC-CHD light-ions analysis.
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6.3.2 Boron and carbon discrimination
Since the boron-to-carbon ratio is very important in cosmic-ray physics (see section
1), the same procedure followed for Na and Mg (sub-section 6.2.3) was performed
again on the IC-CHD data in order to assess the charge discrimination between boron
and carbon samples.
The procedure involves the elliptic selection in the top-bottom correlation plot:
ellipses are centered in (µBOTB , µ
TOP
B ) while semiaxes are:
rx = σ
BOT
B +
(
K · 0.4 · σBOTB
)
ry = σ
TOP
B +
(
K · 0.4 · σTOPB
)
where notation has the same meaning as in sub-section 6.2.3. Figure 6.17 shows
the boron elliptic cut for diﬀerent K values, while the purity and eﬃciency curves
are shown in Figure 6.18.
With K ≈6, we obtain a residual carbon contamination of ∼1.2% with a boron
eﬃciency of ∼95%.
Figure 6.17: Boron elliptic cut in the IC-CHD correlation plot for diﬀerent K values:
tagged boron is shown in green, while tagged carbon is shown in blue.
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Figure 6.18: Boron selection eﬃciency (blue) and purity (red) values vs. the value
of the K parameter.
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6.4 IC-CHD analysis (heavier ions)
The IC-CHD analysis of the response to heavier nuclei was carried out using about
3·106 events collected with Setup C (see sub-section 5.1).
Top Layer IC-CHD Bottom Layer IC-CHD
Z µ (ADC units) σ (ADC units) µ (ADC units) σ (ADC units)
14 99.97±0.05 4.59±0.05 278.3±0.3 5.82±0.07
15 114.25±0.08 4.69±0.07 292.2±0.5 5.8±0.1
16 127.62±0.072 4.66±0.06 305.5±0.4 5.54±0.09
17 141.17±0.092 4.46±0.08 317.9±0.5 5.5±0.1
18 154.02±0.095 4.24±0.09 329.7±0.5 5.5±0.1
19 166.05±0.11 4.02±0.1 341.1±0.6 5.4±0.1
20 177.82±0.095 4.15±0.08 352.5±0.5 5.2±0.1
21 189±0.12 3.9±0.11 363.1±0.7 5.1±0.1
22 199.2±0.1 3.8±0.09 373.7±0.6 5.1±0.13
23 209.2±0.12 3.5±0.1 383.2±0.7 5.2±0.14
24 218.8±0.1 3.2±0.09 393.1±0.7 4.9±0.14
25 227.6±0.12 3.3±0.1 402.8±0.8 4.9±0.17
26 236.5±0.14 3.4±0.13 412.5±0.9 5±0.19
27 244.8±0.15 3.1±0.12 420±1.1 4.9±0.2
Table 6.4: Gaussian ﬁt results for high-charged ions (Z ∈ [14, 27]) in IC-CHD.
6.4.1 Charge resolution
As we did for the z ∈ [1, 7] range, we performed double Gaussian ﬁts in the top and
bottom layer energy distribution also for elements ranging from silicon to cobalt:
some ﬁt examples for the top layer are shown Figure 6.19, while ﬁt results are listed
in Table 6.4. Charge resolution is evaluated according to the deﬁnition of equation
5.2 and results for the two layers are shown in Figure 6.20: the single layer resolution
for nuclei around Fe is ∼0.4 .
112
(a) Sulfur (Z=16) (b) Argon (Z=18)
(c) Scandium (Z=21) (d) Vanadium (Z=23)
(e) Chromium (Z=24) (f) Iron (Z=26)
Figure 6.19: Some examples of double Gaussian ﬁts for high-z elements in the IC-CHD top
layer scintillator: the dotted red line is the Gaussian background, the dotted black line is a partial
Gaussian ﬁt of the energy loss distribution and the solid red line is the global double Gaussian ﬁt.
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Figure 6.20: Charge resolution for the IC-CHD heavier-ions analysis.
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Summary
Summary
The work described in this thesis has been carried out in the framework of the
Italian participation in the CALET space mission (CALorimetric Electron Telecope),
as explained in the abstract. The measurement of cosmic-ray relative abundances
is one of the main physics goals of the mission and the CALET CHarge Detector
(CHD) is the instrument dedicated to this kind of measurement.
The CHD Italian and Japanese prototypes were equipped with EJ200 scintillator
paddles and they were tested at CERN SPS in January-February 2013 with a fully-
stripped ion beam of 30 GeV/n kinetic energy, obtained from the fragmentation of a
Pb primary beam into A/Z∼2 fragments. The analysis of the data collected during
the beam test is presented in this thesis and the CHD capability to perform charge
identiﬁcation is discussed.
As a charge tagging capability was needed in order to study the CHD proto-
types response to diﬀerent incoming ions, a Beam Tracker instrument was built and
placed upstream the CHD prototypes. The characterization of the Beam Tracker
(eight silicon-strip and four silicon-pixellated detectors) was performed. After a pre-
liminary calibration of the response of the silicon sensors, a charge tagging procedure
was elaborated using all the available dE/dx measurements provided by the Beam
Tracker.
The Beam Tracker allowed an high purity selection of individual elements. For
example, the tagging of boron nuclei took advantage of a charge resolution of 0.1 ( in
charge units). The charge resolution was found to be almost constant for all nuclei,
with a value close to 0.12 at Fe.
As per the CHD data analysis, double-layer charge resolution was found to be
close to 0.16 for B, 0.3 for Al and 0.35 for Fe, thus achieving an adequate separation
between a nucleus and its neighbour. Both the Japanese and Italian CHD prototypes
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show similar charge resolution values, as expected.
For the Japanese CHD prototype, data relative to the study of the scintillator
light saturation were ﬁtted according to the halo model of local energy deposit and
delta-ray propagation described in the thesis. The model parameters, were found,
with the fraction fH of events in the halo close to 42% and a value for the BS
parameter of (6.95±0.28)·10−3 g · cm−2 ·MeV −1, showing a smaller saturation eﬀect
with respect to the EJ204 scintillator studied during a previous beam test [49] at
Darmstadt GSI, at a lower energy (1.3 GeV/n).
For the Italian CHD prototype, the misidentiﬁcation between two neighbour el-
ements was studied for the important case of boron to carbon separation: an event
selection procedure was elaborated and the purity and the eﬃciency of the cuts were
studied.
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Brief summary of the candidate's activity during the
preparation of the thesis
I started my thesis work in January 2013, in the framework of the activities of the
Italian participation in the international experiment CALET, now in preparation for
a launch to the International Space Station, where it is scheduled to take data for
at least 5 years.
As explained in the thesis, I worked on the preparation of the CHD prototypes for
a beam test that was carried out at the CERN-SPS in January-February 2013 with
a 30 GeV/n beam of relativistic ions. The detectors were designed and built to pro-
vide an accurate measurement of the electric charge of the incoming (fully stripped)
nucleus, thereby allowing for its identiﬁcation in the range of atomic number Z from
1 to 28.
During the analysis of the data of the beam test, I participated very actively in the
eﬀort to extract important information on the performance of the CHD sub-system.
First, I focused on the analysis of the data of the Beam Tracker (BT), a sili-
con sensors based apparatus placed upstream the CHD, providing multiple dE/dx
measurements of the beam track. It is devoted to provide a clean charge tagging of
each element present in the fragmentation beam and its track parameters, in order
to allow for the study of the CHD response to relativistic ions. After calibration and
optimization of the BT tagging, where I contributed to develop original strategies
to minimize the background due to the residual interactions of the beam in the BT
material, I studied the response of the CHD prototypes, selecting an high purity
sample of events for each elemental species.
I contributed to the development of an analysis strategy to equalize the response
of the scintillator paddles and measure the (expected) scintillation light saturation
eﬀect for high Z ionizing events, achieving a very consistent ﬁt to an halo model
of secondary ionization for heavy projectiles. This was followed by the study of
the charge resolution for each layer and the global performance of the two-layered
CHD sub-system. The residual misidentiﬁcation between two neighbour elements
(diﬀering by one unit of electric charge) was studied for the important case of boron
to carbon separation, essential to the B/C ratio measurement, a key physics topic
for CALET.
Assisted by experts of the research group, I grasped the technical know-how to
master the analysis tools and was encouraged to develop my own analysis strategies.
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The experience gained during these months, where I could follow a constant progress
in the maturity of the data analysis, has been quite fruitful for me. The results of
the analysis are original and provide a good starting point for the understanding of
the performance of the CHD apparatus in ﬂight.
I am indebted with gratitude to the group team and to my supervisors who
provided a continuous help and guidance during my work and for the preparation of
the thesis.
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