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In recent years, a strong reduction of plasma turbulence in the presence of energetic particles
has been reported in a number of magnetic confinement experiments and corresponding gyrokinetic
simulations. While highly relevant to performance predictions for burning plasmas, an explanation
for this primarily nonlinear effect has remained elusive so far. A thorough analysis finds that
linearly marginally stable energetic particle driven modes are excited nonlinearly, depleting the
energy content of the turbulence and acting as an additional catalyst for energy transfer to zonal
modes (the dominant turbulence saturation channel). Respective signatures are found in a number
of simulations for different JET and ASDEX Upgrade discharges with reduced transport levels
attributed to energetic ion effects.
PACS numbers: 52.65.Tt
Introduction. Being an almost ubiquitous phe-
nomenon, turbulence with its highly stochastic and non-
linear character is a subject of active research in various
fields. In magnetically confined plasma physics, it is of
particular interest since it largely determines the radial
heat and particle transport and thus the overall confine-
ment. Any insight on possible reductions of the underly-
ing micro-instabilities which are driven by the steep den-
sity and temperature profiles, and/or on modifications of
their nonlinear saturation mechanisms can be considered
crucial on the way to self-sustained plasma burning and
corresponding fusion power plants. A particularly inter-
esting example is the recent experimental and numeri-
cal evidence suggesting a link between the presence of
fast ions and substantial improvement of energy confine-
ment in predominantly ITG (ion-temperature-gradient)
driven turbulence [1–5]. Dedicated theoretical studies
have already identified a number of possible energetic
ion effects on plasma turbulence like dilution of the main
ion species [1], Shafranov shift stabilization [6] and reso-
nance interaction with bulk species micro-instabilities in
certain plasma regimes [7]. They furthermore contribute
to the total plasma pressure and increase the kinetic-to-
magnetic pressure ratio, β, which is a measure for the rel-
evance of electromagnetic fluctuations, known to stabilize
ITG modes. Such behaviour could indeed be confirmed
in simulations [4, 8, 9] of JET hybrid discharges [10, 11]
with substantial fast ion effects that, however, also identi-
fied an upper limit for this beneficial fast-ion-pressure ef-
fect. If the total plasma pressure exceeds a critical value,
kinetic ballooning or Alfve´nic ITG modes with smaller
toroidal mode numbers and frequencies higher than the
ITG modes are destabilized which increase particle/heat
fluxes [12]. Similarly, the fast-ion pressure may drive en-
ergetic particle (EP) modes if certain thresholds are ex-
ceeded. Although a possible relevance of the proximity to
the onset of these modes has been noted [4, 8], their role
was not investigated in more detail. In any case, all of
these effects are mainly linear, i.e., alter the growth of the
underlying micro-instability. A satisfactory explanation
for the particularly strong nonlinear reduction in electro-
magnetic simulations with fast ions [5, 9] still represents
an outstanding issue. A substantially stronger nonlinear
transport reduction compared to linear simulations is also
found in electromagnetic studies without fast ions. Here,
a theoretical model [13] has recently been proposed which
suggests that electromagnetic fluctuations strengthen the
nonlinear interaction between a large variety of unspeci-
fied stable and unstable modes with zonal flows (ZF) by
increasing the so-called triplet correlation time. The fur-
ther enhancement of this effect by fast ions was, however,
not covered.
This letter is therefore dedicated to fill the missing gaps
and to provide - for the first time - a consistent picture of
the nonlinear impact of fast ions on plasma turbulence.
For this purpose, gyrokinetic simulation results for one
specific scenario, namely the JET-like scenario described
below, will be analyzed in detail with a new approach of
frequency-spectral decomposition of the free energy bal-
ance. This allows the identification of the effect by which
nonlinearly excited modes catalyze the main saturation
mechanism and therefore substantially decrease the tur-
bulent transport levels. All the results presented in this
letter are also observed in a number of simulations for AS-
DEX Upgrade and JET discharges where the improved
ion energy confinement was attributed to nonlinear elec-
tromagnetic energetic ion effects [4, 5, 9, 14].
Simulations: Setup and Results. The impact of the
fast ions on the electromagnetic nonlinear stabilization
of plasma turbulence is investigated with GENE [15] tur-
bulence flux-tube simulations. Our study is based on the
JET-like scenario with deuterium, electrons and exter-
nally injected neutral beam deuterium described in detail
in Ref. [7, 16], with a reduced safety factor of q = 1.2.
The grid resolution in radial, binormal and parallel to the
magnetic field line directions is (x, y, z) = (192, 96, 32)
points, while in the magnetic moment and parallel veloc-
ity (µ, vq) = (20, 32) points. The radial box size is 175ρs
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FIG. 1. Nonlinear main ion heat flux in GyroBohm units
for a) different βe and b) time trace and zonal amplitude at
βe = 0.012 with fast ions. The vertical black line marks the
time of the transition between phase I and II.
and the minimum kyρs = 0.025 with thermal gyrora-
dius ρs = (Te/mi)
1/2/Ωi. Here, Ωi = mic/qB0 denotes
the gyro-frequency, Ti the main ion temperature, mi the
main ion mass, q the charge, B0 the magnetic field on axis
and c is the speed of light. The basic finding to be ex-
plained is displayed in Fig. 1a) where the flux surface av-
eraged heat fluxes – normalized to QgB = vth,iρ
2
ineTi/R
2
0
– are shown for different values of the electron thermal
to magnetic pressure ratio βe = 8pipe/B
2
0 in simulations
with/without energetic particles. By including the en-
ergetic ion species, a pronounced reduction in the tur-
bulent fluxes with βe is observed compared to the elec-
trostatic case - ca. 97% at βe = 0.012, which by far
exceeds the analogous linear growth rate stabilization
- ca. 30%. Moreover, the presence of fast ions yields
a substantial further stabilization compared to electro-
magnetic simulations without, e.g. 95% at βe = 0.012.
Considering the heat flux time traces of the higher βe
simulations with strong transport reduction in more de-
tail, two nonlinear phases can usually be observed as
shown in Fig. 1b). A striking observation during the
first phase are high-frequency modulations of the heat
fluxes in the presence of fast ions. They can be attributed
to linearly marginally stable EP-driven modes. Further
analysis shows that they are found to lie at the center
of the SAW (shear Alfve´n wave) toroidicity-induced gap
[17, 18], exhibit the TAE (toroidal-Alfve´n-eigenmodes)
frequency ω/[cs/a] = vth,i/(2qR0
√
βi) for each value of
βe and become unstable at βe ∼ 0.013. R0 is expressed
in units of the minor radius. Further signatures for their
presence are given in Fig. 2a) where a Fourier transform
has been applied to the gyroaveraged electrostatic poten-
tial φ¯1 in the first nearly-steady state time range (phase
I). Clearly, a progressive destabilization of high-frequency
components with βe can be seen at kyρs = 0.1 while
no such significant difference in the electrostatic poten-
tial frequency spectra can be observed in the absence
of EP in Fig. 2b). Moreover, Fig 2a) shows a corre-
sponding reduction of the ITG-frequency domain peak
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FIG. 2. Frequency spectra of φ¯1 - averaged over kxρs and
z - for different βe at kyρs = 0.1 for simulations a) with
b) without fast ions in the time range [50 − 340]a/cs. The
plots share the same legend. The ITG-frequency peaks at
ω/[cs/a] ∼ 0.08, while the TAE frequency follows the relation
ω/[cs/a] = vth,i/(2qR0
√
βi) for each value of βe.
(ω/[cs/a] ∼ 0.08) from ca. 30% for βe = 0.003 to ca. 85%
for βe = 0.012 with respect to the electrostatic limit, as
the high-frequency mode is destabilized. Considering all
ky wave numbers, the presence of this mode is observed
in a wider spectral (ky) range which broadens with in-
creasing βe. For the case βe = 0.012, for instance, high-
frequency fluctuations are observed up to ITG relevant
binormal mode-numbers, namely 0.025 < kyρs < 0.2
with a maximum at kyρs = 0.15. During the first non-
linear phase, the energy enclosed in the TAE frequency
range, namely 1.3 < ω/[cs/a] < 2.5, increases from
ca. 0% to ca. 30% as βe is varied from 0 to 0.012, with
a reduction in the ITG-frequency free energy content.
These results are consistent with the amplitude reduc-
tion of the electrostatic potential of the ITG peak due
to nonlinear coupling to the TAE mode discussed below.
In this phase, the zonal flow levels seem to be hardly
affected by the EP presence such that the overall EP
induced transport reduction remains moderate. On the
contrary, during the second nonlinear phase, a significant
increase in zonal component of the potential is observed,
substantially reducing ion-scale turbulence transport.
Nonlinear energy-transfer analysis. In order to under-
stand the phenomenology described above, the energy
transfers shall be studied more closely, e.g., by monitor-
ing the nonlinear mode-to-mode coupling term in the free
energy balance equation [19–21]
Nk =
∑
k′,k′′
T k′,k′′k =
∑
s,k′,k′′
<e
{∫
dzdvqdµpiB0h
k,∗
1,s
nsTs
F0,s
[(
~k′ × ~k′′
)
·
~B0
|B0|
](
ξ¯k
′
1,sg
k′′
1,s − ξ¯k
′′
1,sg
k′
1,s
)}
, (1)
with hk1,s = f
k
1,s + qsφ¯
k
1F0,s/Ts. Here, s denotes the
plasma species with density ns, temperature Ts, and
3FIG. 3. Nonlinear transfer at βe = 0.012 - averaged over kxρs
and z - in kyρs and a) in the time domain [100−400]a/cs and
its b) frequency spectra. Positive and negative values mean,
respectively, that the given wave-vector is receiving or losing
energy through nonlinear coupling.
charge qs. Furthermore, F0,s represents the Maxwellian
background, and g1,s = f1,s+qsvth,svqF0,sA¯1,q/Ts a mod-
ified distribution with the perturbed distribution func-
tion f1,s, the thermal velocity vth,s =
√
2Ts/ms, the
gyroaveraged parallel component of the vector potential
A¯1,q and the field ξ¯1,s = φ¯1 − vth,svqA¯1,q. The symbol
T k′,k′′k represents the nonlinear energy transfer between
the modes k, k′ and k′′. It is a cubic function of g1,k
and it can be expressed as a triadic nonlinear coupling
between the modes k, k′ and k′′. Since the coupling con-
dition k + k′ + k′′ = 0 is satisfied, the triad transfer is
a symmetric function of k′ and k′′, i.e. T k′,k′′k = T k
′′,k′,
k .
In the gyrokinetic formalism, the free energy is a nonlin-
early conserved quantity, i.e. Nk vanishes when summed
over all the wave vector components. Thus, T k′,k′′k rep-
resents the transfer of energy from/to different scales.
Fig. 3a) shows the time evolution of the nonlinear mode-
to-mode coupling term Nky (t) in the first nonlinear
phase, summed over all radial wave-numbers for the sim-
ulation at βe = 0.012. A significant energy transfer is
observed from the ITG-relevant binormal wave-vectors
0.2 < kyρs < 0.45 to larger scales 0 < kyρs < 0.175. Al-
though its structure is not affected by the amplitude of
the magnetic fluctuations, the nonlinear energy exchange
rate N (ω) significantly increases with βe. By perform-
ing a Fourier decomposition in time of N for each kyρs,
fast oscillations are observed in Fig. 3b) for the binor-
mal wave vector range 0.025 < kyρs < 0.2 at the specific
TAE mode frequency. The mode-to-mode coupling term
transfers energy from ITG- to TAE-scales and is strongly
enhanced by βe. As observed before, the energy content
in the spectral region corresponding to the TAE increases
to ca 30% for βe = 0.012. These results are consistent
with the frequency peaking of the electrostatic potential
of Fig. 2a).
It was noted previously that linear energy balance
analyses at kyρs = 0.1 show that the EP-driven mode
FIG. 4. Time trace of the field component of the curvature
term in the free energy balance for a) thermal deuterium and
b) NBI - averaged over kxρs and z - for different kyρs at
βe = 0.012. Positive/negative values indicate a destabiliz-
ing/stabilising contribution to the overall drive at the given
wave number. The black lines mark the time of the transition
between phase I and II.
is linearly stable for βe < 0.013, being suppressed by
Landau damping mechanisms. However, as βe increases,
the curvature term contribution to the linear instabil-
ity increases significantly, with a reduction of the lin-
ear damping from γTAE = −0.124cs/a at βe = 0.003 to
γTAE = −0.005cs/a at βe = 0.012. As this mode be-
comes closer to the marginal stability, more and more
energy is exchanged nonlinearly with the dominant ion-
scale turbulence through mode-to-mode coupling. The
interplay between nonlinear drive and damping of the
EP-driven mode can be studied in detail by investigating
the field component of the free energy balance [22]
∂Ekw
∂t
=
∑
s
<e
{∫
dzdvqdµpiB0nsqsφ¯
k,∗
1
∂gk1,s
∂t
}
. (2)
This analysis is reduced to the study of the curvature
term - usually destabilizing - and parallel advection -
related to Landau damping mechanisms. Fig. 4 re-
veals that, during the first phase, significant energy is
transferred from the main deuterium to the EP curva-
ture term, which reaches amplitudes similar to the ther-
mal species. This interaction, identified by the oscilla-
tory pattern of Fig. 4, occurs at the TAE scale, namely
kyρs ∼ 0.15 and is modulated at the TAE frequency.
Moreover, Fig. 4 shows that EPs provide the dominant
contribution to the high-frequency mode, consistently
with the lack of turbulence stabilization observed in their
absence in Fig 1a). These results explain the progressive
stabilization observed in the first phases of the nonlinear
simulations with βe. In correspondence with the second
nonlinear phase, the amplitude of the main deuterium
curvature term decreases significantly with non-negligible
EP contributions. The latter, however, sustained only
through nonlinear coupling with ITG-scales, drops at a
later time - t ∼ 430a/cs - as well, as a consequence of the
lack of cross-scale transferred energy.
4The transition between the two nonlinear phases oc-
curs with an increase of the ZF levels as shown in Fig. 1b)
for βe = 0.012. The TAE starts to interact consistently
with the zonal field component after reaching amplitudes
similar to those of the thermal drive (as shown in Fig. 4).
The ”triad” coupling function T k′,k′′k , defined in Eq. 1, is
employed to investigate in detail the difference in the non-
linear interaction between EP-driven TAE and ZF in the
two phases of the nonlinear simulations with energetic
particles. Fig. 5 shows the triad wave-number spectra,
normalized to the main ion heat flux, averaged over the
time domains of the two phases for (kx, ky) ρs = (0.04, 0),
i.e. for transfer to the zonal component. No signifi-
cant difference is found if the radial wave-number kx is
changed. In the first phase, the selected triplet is in-
teracting mainly with the binormal mode numbers in the
range 0.2 < kyρs < 0.4, as can be seen in Fig. 5a). At this
scale, the ITG-drive peaks and the time-averaged EP-
driven mode contribution is negligible, as confirmed by
the frequency decomposition of the time trace of the over-
all triplet. In the first nonlinear phase, the TAE mode is
not interacting significantly with zonal modes. However,
as the energy is nonlinearly transferred from ITG to TAE
scales, the amplitude of the EP-driven modes increases
significantly and ZFs are more and more affected by the
presence of these modes. In the second nonlinear phase,
the whole energy transfer to the specific triplet occurs
through the wave-vector kyρs = 0.15, where the TAE
mode is dominant and it overcomes the thermal ITG con-
tribution. The energy exchange increases by a factor of
∼ 30. The TAE mode therefore acts as an additional me-
diator of plasma turbulence, catalyzing energy transfer to
zonal modes, strongly affecting the standard paradigm of
ZF/ion-scale-turbulence interaction [19, 23]. The physi-
cal mechanism described in this letter may very well open
ways for new physical interpretations of more general tur-
bulent systems well beyond the scenarios which involve
energetic ions and magnetically confined plasmas. In par-
ticular, similar nonlinear effects might be observed each
time subdominant modes approach the marginal stability
threshold and are allowed to couple with both the dom-
inant instabilities and the stable modes acting as main
saturation players. Particularly strong nonlinear reduc-
tions have, e.g., also been found in the absence of en-
ergetic ions in transitions from trapped-electron to ITG
modes [24] and are an obvious subject for further inves-
tigations along these lines. Furthermore, the above de-
scribed mediator effect may also be interesting to neigh-
bouring communities such as optics [25, 26], fluid dynam-
ics [27] and field theory [28, 29].
Conclusions. The intriguing and particular strong
transport reduction in the presence of fast ions observed
in several scenarios could - for the first time - be explained
by their ability to trigger marginally stable modes which
are nonlinearly excited and act as a catalyst for the main
FIG. 5. Triad energy transfer normalized to the main deu-
terium heat flux as function of (ω, ky) deep in the a) first
(t = 165−245 a/cs) and b) second phase (t = 470−550 a/cs).
The black line denotes the dominant TAE scale kyρs = 0.15.
Positive/negative values indicate that a given wave-vector is
receiving/losing energy through nonlinear coupling with the
resonant modes. Note the difference in the colorbar, i.e. in
the amplitudes in the two phases.
turbulence saturation mechanisms. While already being
highly relevant to plasma physics with strong heating,
this study may furthermore motivate deliberate ”design”
of marginally stable modes in order to exploit their capa-
bility as mediators boosting nonlinear saturation mecha-
nisms such as zonal flows.
In the case discussed in this paper – a strongly NBI-
heated JET discharge with fast ion related temperature
profile steepening – a two-phase process could be ob-
served in nonlinear gyrokinetic simulations and analyzed
with new spectral analyses techniques. The fast ions
provide linearly marginally stable TAE modes which are
nonlinearly excited by an energy redistribution from ITG
to TAE spatio-temporal scales. As a result, lower trans-
5port levels corresponding to the net reduction of the ITG
drive can be observed. If sufficiently populated, the fast
ion modes furthermore start to increasingly affect the
ZF levels which marks a second phase in the simulations.
During this phase, the energy being nonlinearly trans-
ferred to zonal modes undergoes a substantial increase in
magnitude and is modulated at the TAE frequency. The
increase in ZF levels directly impacts the ion-scale turbu-
lence, strongly suppressing heat/particle fluxes. This in
turns lowers the nonlinear drive of the EP modes. The
system finally finds an equilibrium at a much reduced
transport level. This mechanism with possibly high rel-
evance to future plasma performance predictions is not
restricted to the scenario analyzed here, but could also
be identified in different JET and ASDEX Upgrade dis-
charges with strong heating.
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