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1. Introduction
The present paper continues the study of multiscale linear systems (that is, systems
indexed by the nodes of a homogeneous tree) begun in [12,13]. Now we focus on
realization results for transfer operators of dissipative systems. In the classical case of
linear systems indexed by integers (what we shall call single-scale systems) transfer
functions of dissipative causal stationary linear systems are functions analytic and
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contractive in the open unit disk D (the so-called Schur functions). For a Schur
function s, the kernel
1 − s(z)s(w)∗
1 − zw∗ (1.1)
is positive in D (this follows from the fact that the operator Ms of multiplication
by s is a contraction from the Hardy space H2 of the unit disk into itself) and the
associated reproducing kernel Hilbert space H(s) has the form
H(s) =
{√
BsH2 ; ‖
√
Bsf ‖H(s) = ‖(I − π)f ‖H2
}
,
where Bs = I −MsM∗s and π is the orthogonal projection onto kerBs .
Another characterization of H(s) spaces was first given1 by de Branges and Rovn-
yak in [19] : f ∈ H(s) if and only if f ∈ H2 and
sup
u∈H2
(
‖f + su‖2H2 − ‖u‖2H2
)
< ∞.
In this case
‖f ‖2H(s) = sup
u∈H2
(
‖f + su‖2H2 − ‖u‖2H2
)
.
The space H(s) provides the state space of a coisometric realization of s:
s(z) = D + zC(I − zA)−1B, (1.2)
where
Af = R0f def= f−f (0)z , Bc = s−s(0)z c,
Cf = f (0), Dc = s(0)c
(1.3)
and the operator colligation
V =
(
A B
C D
)
:
(
H(s)
C
)
→
(
H(s)
C
)
is a coisometry. Under the observability condition
∞⋂
=0
ker(CA) = {0}
the realization (1.2) is unique up to similarity; the operator R0, defined in (1.3) is
called the backward shift operator and the corresponding realization (1.2) is called
the backward shift realization.
It follows from VV ∗ = I that
‖R0f ‖2H(s)  ‖f ‖2H(s) − |f (0)|2. (1.4)
1 It can also be derived from results on operator ranges; see [23, Section 4] and [22].
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Conversely, any reproducing kernel Hilbert space of functions analytic in the open
unit disk which is R0-invariant and satisfies the inequality (1.4) has a reproducing
kernel of the form (1.1) for some (in general, vector-valued) Schur function s. See e.g.
[3] where these results are proved in the more general setting of Pontryagin spaces.
Counterparts of the kernel (1.1), of the backward shift realization and of inequality
(1.4) exist in various settings, of which we mention the single-scale non-stationary
case (where now the Hardy space is replaced by the space of upper triangular Hilbert–
Schmidt operators and Schur functions are replaced by upper triangular contractions;
see [1,7,8] for the case of finite matrices), the Arveson space of the ball in Cn (see
[15,2]) and the quaternionic Arveson space (see [11,10]). It is worth mentioning that
in these last two cases one requires the given space to be resolvent-invariant rather
than backward shift-invariant. In the setting of Cn this means that there exist bounded
operators A1, . . . , An acting on the given space (say, H), which solve the Gleason
problem at 0:
f (z) − f (0) =
n∑
j=1
zj (Ajf )(z), f ∈ H,
and satisfy the estimate
n∑
j=1
‖Ajf ‖2H  ‖f ‖2H − |f (0)|2.
The purpose of this paper is to study similar realizations in the stationary multi-
scale case. Then, one replaces the Schur functions by the transfer operators of causal
stationary (in the sense explained in [17,18,12]) dissipative systems indexed by the
nodes of a homogeneous tree. In this setting, the backward shift realization (1.2) has
two different analogues:
1. The appropriately defined backward shift operator provides a realization which
is quasi-coisometric.2
2. Replacing the backward shift operator with an operator solving the appropriate
“one-dimensional” Gleason problem, one can construct a coisometric realiza-
tion.
In the classical theory of one complex variable, the de Branges–Rovnyak spaces
H(s) play an important role in a number of questions, of which we mention operator
model theory, inverse scattering, interpolation theory and the Schur algorithm; see
e.g. [4,5,6]. Some of these questions—in particular, the Schur algorithm and pre-
diction theory for stationary processes—have been studied in the setting of homoge-
neous trees, as well (see for instance [16,18,24]), however, the underlying connections
with the theory of de Branges–Rovnyak spaces have not been exposed yet. In future
publications we plan to fill this gap, using the results of the present paper.
2 See Remark 4.4.
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2. Multiscale linear systems
One of the central notions in the present article is the following:
Definition 2.1. A homogeneous tree of order q  1 is an infinite acyclic undirected
connected graph,3 such that every node belongs to exactly q + 1 edges.
The homogeneous tree of order one can be viewed as the set of integers Z, where
each pair of consecutive integers is connected by an edge. In this case one can consider
the primitive shift operator Z : (. . . , x−1, x0 , x1, . . .) → (. . . , x0, x1 , x2, . . .),
acting on the space 2(Z), and there is a natural decomposition 2(Z) = ⊕ZWm,
where the spaces Wm are one dimensional and Z(Wm) =Wm−1. This decompo-
sition and the shift operator play the fundamental role in the single-scale system
theory.
A similar treatment of the higher order case originated in [17,18] and was further
developed in [12]. In particular, the latter work describes an orthogonal decomposition
of the signal space related to a primitive shift operator, which we recall below. This
decomposition plays the same role in the study of stationary multiscale systems as
the above-mentioned one in the single-scale case, but is actually quite different: the
“wandering space”Wn is now infinite dimensional. Moreover, for q = 1 this decom-
position does not exist. From the point of view of multiscale systems,the single-scale
case is exceptional.
In what follows we assume that we are given a homogeneous tree T of order
q  2 equipped with an ordering “”, which is defined as follows.
For each node t ∈Twe consider infinite paths, which begin at t . These are infinite
sequences of nodes
(t0 = t, t1, t2, . . .),
where each pair of consecutive nodes tk, tk+1 is connected by an edge and each two
consecutive edges are distinct:
tk+1 	= tk 	= tk+2, k = 0, 1, 2, . . .
Two such paths
(t0 = t, t1, t2, . . .) and (s0 = s, s1, s2, . . .), (2.1)
which begin at the nodes t and s, respectively, are equivalent if they coincide modulo
finite number of edges: there exist indices m, n such that
tm+k = sn+k, k = 0, 1, 2, . . . (2.2)
The equivalence classes of paths with respect to this relation are called the boundary
points of the treeT.
3 For general background on infinite trees we refer to [20] and [25].
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Let us choose and fix some boundary point ofT, which will be denoted by ∞T.
Since the graph T is connected and does not contain cycles, for each t ∈T there
exists a unique representative of the equivalence class ∞T, which begins at the
node t .
For a pair of nodes t, s, the corresponding representatives (2.1) of the boundary
point ∞T coincide modulo finite number of edges (see (2.2)). The first common node
tm = sn (here m and n are minimal) of these paths is called the common predecessor
of the nodes s and t and is denoted by s ∧ t . The number m + n of edges along the
path connecting s and t is called the distance between the nodes s and t and is denoted
by dist(s, t).
Using these notations, we define the ordering
s  t if dist(s, s ∧ t)  dist(t, s ∧ t)
and the equivalence relation
s  t if dist(s, s ∧ t) = dist(t, s ∧ t).
Remark 2.2. Our definition of the ordering  depends on the choice of the boundary
point ∞T. This choice is not unique: in the single-scale case the tree Z of integers
has two boundary points—the paths leading to +∞ or to −∞; in the case q  2 there
are uncountably many boundary points. In what follows we assume that the choice
of the boundary point ∞T is fixed.
The ordering “” allows, in particular, to specify a direction in the a priori undi-
rected graphT. Thus we define the upward4 shift ˆ¯γ :T →T (acting on the right)
by
t ˆ¯γ  t, dist(t ˆ¯γ , t) = 1, ∀t ∈T.
Let 2(T) denote the Hilbert space of square-summable sequences, indexed by
the nodes ofT,
2(T) =
{
f :T → C : ‖f ‖22
def=
∑
t∈T
|f (t)|2 < ∞
}
and define the upward shift operator γ¯ : 2(T) → 2(T) (acting on the left) by
γ¯ f (t)
def= 1√
q
f (t ˆ¯γ ).
Then the adjoint operator γ def= γ¯ ∗ is given by
γf (t) = 1√
q
∑
s∈T
t=sγ¯
f (s);
4 Following the established tradition, we view the treeT as “growing” downwards from its “root” ∞T,
which plays here the role of −∞.
D. Alpay et al. / Linear Algebra and its Applications 412 (2006) 326–347 331
in particular, γ¯ is an isometry from 2(T) into itself: γ γ¯ = I (this explains our choice
of the normalizing factor 1/√q). However, the operator γ¯ is not surjective and hence
is not unitary.
Let us define
ωn
def= γ¯ nγ n − γ¯ n+1γ n+1, n ∈ Z+. (2.3)
Note that ωn+1 = γ¯ ωnγ (hence γ¯ ωn = ωn+1γ¯ ) and ωnγ¯ k = 0 whenever n < k.
In [12] the following statement was proved:
Theorem 2.3. The operatorsωn defined in (2.3) are orthogonal projections in 2(T).
The subspacesWn
def= ran(ωn) provide the orthogonal decomposition:
2(T) =
∞⊕
n=0
Wn. (2.4)
For every n the subspace Wn is mapped isometrically onto Wn+1 by the upward
shift operator γ¯ .
A multiscale system is a linear system of the form5
y = Su, where u, y ∈ 2(T), (2.5)
where the transfer operator S is a bounded linear operator on 2(T). The notions
of causality and stationarity for multiscale systems were introduced in [17,18]. We
recall that the system (2.5) is said to be causal if
(u(t) = 0, ∀t  t0) ⇒ (y(t) = 0,∀t  t0)
and it is said to be stationary if for every tree isometry τˆ acting onT (on the right)
and possessing the property
t τˆ ˆ¯γ  t, ∀t ∈T
the corresponding operator
τ : 2(T) → 2(T), τf (t) def= f (t τˆ )
commutes with the transfer operator S.
In [12] it was shown that the multiscale system (2.5) is stationary if and only if the
blocks in the matrix representation of S with respect to the decomposition (2.4) are
scalar operators. In this case the system is causal if and only if the above mentioned
matrix representation of S is lower-triangular:
S =
∑
k,∈Z+
γ¯ kωsk, with sk, ∈ C, (2.6)
5 For the moment we are interested only in the input–output behavior of multiscale systems. The state
space description for causal stationary multiscale systems is postponed until Section 6.
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where the convergence is entrywise:
ωmS =
∑
k,∈Z+
ωmγ¯
kωsk, =
∑
km
ωmγ¯
ksk,m−k, m ∈ Z+. (2.7)
Such operators S provide the counterpart of the lower-triangular Töplitz operators
in the present setting. They constitute a Banach algebra (with respect to the usual
operator norm ‖ · ‖op), which we denote by U(T).
3. Left and right point evaluations
It follows from Theorem 2.3 that for any bounded sequence c0, c1, . . . ∈ C the
series
∑∞
m=0 cmωm converges in the strong operator topology to an operator c ∈
U(T) and ‖c‖op = supm∈Z+ |cm|. Let us, therefore, consider the commutative C∗-
algebra
K
def=
{
c =
∞∑
m=0
cmωm : cm ∈ C, sup
m∈Z+
|cm| < ∞
}
and observe that the representation (2.6) for an element S of U(T) can be rewritten
as
S =
∞∑
k=0
γ¯ ksk, where sk ∈ K, ‖sk‖op  ‖S‖op. (3.1)
In [12] and [13] we defined for the elements of U(T) a point evaluation with
the domain and range in K. In this section we review the main properties of this
point evaluation and introduce a second one, which will be needed in the sequel.
The existence of two different point evaluations stems from the fact that γ¯ does not
commute with the elements of K.
For m ∈ Z and c ∈ K we set:
c(m)
def=


γmcγ¯ m = ∑∞k=0 ωkck+m, m > 0,
c = ∑∞k=0 ωkck, m = 0,
γ¯−mcγ−m = ∑∞k=0 ωk−mck, m < 0.
(3.2)
From the identity γ γ¯ = I it follows that for every n ∈ Z+ and c ∈ K the following
hold:
‖c(n)‖op  ‖c‖op, ‖c(−n)‖op = ‖c‖op, (3.3)
γ¯ nc(n) = cγ¯ n, c(−n)γ¯ n = γ¯ nc, (3.4)
in particular,
πnc
(−n−1) = 0, where πn def= I − γ¯ n+1γ n+1 =
n∑
k=0
ωk. (3.5)
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Furthermore, we set for c ∈ K, n ∈ Z+
c[n] def= (cγ )nγ¯ n = c(0) · · · c(n−1),
c〈n〉 def= γ¯ n(γ c)n = (I − πn−1)c(1−n) · · · c(0).
Note that
c〈n〉 = (I − πn−1)
(
c[n]
)(1−n)
and hence, according to (3.3),
‖c〈n〉‖op  ‖c[n]‖op.
We intend to use the maps c → c[n], c → c〈n〉 as the point evaluations of γ¯ n and
derive the point evaluations for an arbitrary S ∈ U(T) from the power series expan-
sion (3.1). However, first we need to determine an appropriate domain of convergence.
We note that for c ∈ K such that lim supn→∞ ‖c[n]‖
1
n
op < 1 the series
∞∑
n=0
c[n]sn and
∞∑
n=0
s(−n)n c〈n〉
are absolutely convergent in K. The set
D(T)
def=
{
c ∈ K : lim sup
n→∞
‖c[n]‖
1
n
op < 1
}
is the counterpart of the open unit disk in the present setting.
Definition 3.1. Let c ∈ D(T), S ∈ U(T) and let
S =
∞∑
n=0
γ¯ nsn, where sn ∈ K, (3.6)
be the power series expansion for S. We define the left point evaluation6 of S at c by
S∧(c) def=
∞∑
n=0
c[n]sn =
∞∑
n=0
(cγ )nγ¯ nsn (3.7)
and the right point evaluation of S at c by
S(c) def=
∞∑
n=0
s(−n)n c〈n〉 =
∞∑
n=0
γ¯ nsn(γ c)
n. (3.8)
Remark 3.2. Note that the set
D
def=
{
z =
∞∑
k=0
wkz : |z| < 1
}
6 This is the point evaluation previously introduced in [12,13] and denoted there by S(c).
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is a subset of D(T). On this subset the left and the right point evaluations have the
form
S∧(z) =
∞∑
n=0
znsn, S
(z) =
∞∑
n=0
zns(−n)n ,
hence S∧(z) and S(z) are holomorphic operator-valued functions of z. In particular,(
S∧(z) ≡ 0) ⇔ (S(z) ≡ 0) ⇔ (S = 0) .
Remark 3.3. Note that the left and right point evaluations (3.7) and (3.8) of S at c are
well-defined as long as the coefficients sn of the series (3.6) are uniformly bounded,
even if the series does not represent a bounded operator on 2(T).
We list the main properties of the point evaluations in the following:
Lemma 3.4. Let F,G ∈ U(T), p,q ∈ K, c ∈ D(T). Then
(Fp + Gq)∧(c) = F∧(c)p + G∧(c)q,
(pF + qG)(c) = pF(c) + qG(c), (3.9)
(FG)∧(c) = (F∧(c)G)∧(c), (FG)(c) = (FG(c))(c). (3.10)
Proof. The first identities in (3.9) and (3.10) were proved in [12] and the proof of the
others is analogous. The second relation in (3.9) follows immediately from Definition
3.8. Hence, in order to prove the second relation in (3.10), we can assume without
loss of generality that F = γ¯ np and G = γ¯ kq. Then
(FG)(c) = (γ¯ npγ¯ kq)(c) = γ¯ npγ¯ kq(γ c)n+k = γ¯ np(γ¯ kq)(c)(γ c)n
= (γ¯ np(γ¯ kq)(c))(c) = (FG(c))(c). 
4. Hardy space in the multiscale setting
In [12] we have introduced the Hilbert spaces
K2 =
{
c ∈ K : ‖c‖2K2
def=
∞∑
n=0
|cn|2 < ∞
}
,
H2(T) =
{
F =
∞∑
m=0
γ¯ mfm : fm ∈ K2, ‖F‖2H2
def=
∞∑
m=0
‖fm‖2K2 < ∞
}
,
with the scalar products
〈c,d〉K2 def=
∞∑
n=0
d∗ncn, 〈F,G〉H2 def=
∞∑
m=0
〈fm, gm〉K2 .
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The space H2(T) plays in the present setting the same role as the Hardy space of
the unit disk in the stationary single-scale case and the Hilbert–Schmidt space in
the non-stationary single-scale case. Note that, since K2 is an ideal in K and for
c ∈ K, f ∈ K2 it holds that
‖cf‖K2  ‖c‖op ‖f ‖K2 ,
the space H2 has also the structure of a right Hilbert K-module.
We recall7 that the space H2(T) is contractively included in U(T) and admits the
following characterization:
H2(T) =
{
F ∈ U(T) :
∞∑
k=0
qk‖Fωkχt‖22 < ∞
}
, (4.1)
where χt is some element of the standard basis of 2(T). For F ∈ H2(T) it holds
that
‖F‖2H2(T) =
q
q − 1
∞∑
k=0
qk‖Fωkχt‖22 , (4.2)
in particular, the right-hand side of (4.2) does not depend on the choice of χt . It
follows immediately from (4.1) and (4.2) that
S ∈ U(T), F ∈ H2(T) ⇒ SF ∈ H2(T) and
‖SF‖H2  ‖S‖op ‖F‖H2 .
(4.3)
Therefore, with S ∈ U(T) we can associate the multiplication operator
MS : H2(T) → H2(T), MSF def= SF =
∞∑
k=0
γ¯ k
k∑
n=0
s(k−n)n fk−n, (4.4)
satisfying ‖MS‖op  ‖S‖op. It turns out that a stronger statement is valid, as well.
Proposition 4.1. Let s0, s1, . . . be a given sequence of elements in K. Then the series
S =
∞∑
m=0
γ¯ msm
converges entrywise8 in U(T) if and only if the expression (4.4) defines a bounded
operator MS : H2(T) → H2(T) In this case ‖MS‖op = ‖S‖op.
Proof. Let MS : H2(T) → H2(T) be a bounded operator of the form (4.4) and for
n ∈ Z+ consider the operator Sn ∈ U(T) defined by
7 See [12, Proposition 4.5].
8 See (2.7).
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Sn
def= πnS = πnSπn = πn
n∑
m=0
γ¯ msmπn−m,
where πn is as in (3.5). It suffices to show that ‖Sn‖op  ‖MS‖op; we use induction
on n.
For n = 0 we have
‖S0‖op = ‖s0ω0‖op = ‖s0ω0‖K2  ‖Sω0‖H2  ‖MS‖op.
For arbitrary n > 0 and f ∈ 2(T) such that ω0f 	= 0 we set
f0
def= 1‖ω0f ‖22
∞∑
k=0
〈f, γ¯ kω0f 〉2 γ¯ kω0f ∈ 2(T).
If ω0f = 0 then we set f0 = 0. Note that
ωkf0 = 〈f, γ¯
kω0f 〉2
‖ω0f ‖22
γ¯ kω0f, 〈γ¯ kω0f, f − f0〉2 = 0, ω0(f − f0) = 0.
Hence
〈Snf0, Sn(f − f0)〉2 = 0 and ‖Snf ‖22 = ‖Snf0‖22 + ‖Sn(f − f0)‖22 ,
but
‖Snf0‖22 = ‖Snπnf0‖22 =
∥∥∥∥∥Sn
n∑
k=0
〈f, γ¯ kω0f 〉2 γ¯ kω0
∥∥∥∥∥
2
H2
 ‖MS‖2op
n∑
k=0
|〈f, γ¯ kω0f 〉2 |2  ‖MS‖2op‖f0‖22
and by the induction assumption
‖Sn(f − f0)‖22 = ‖(πn − ω0)Sn(πn − ω0)(f − f0)‖22
= ‖πn−1γ Snγ¯ πn−1γ (f − f0)‖22
 ‖MγSγ¯ ‖2op‖γ (f − f0)‖22  ‖MS‖2op‖f − f0‖22 .
Finally,
‖Snf ‖22 = ‖Snf0‖22 + ‖Sn(f − f0)‖22
 ‖MS‖2op(‖f0‖22 + ‖(f − f0)‖22) = ‖MS‖2op‖f ‖22 . 
Proposition (4.1) suggests that the study of a causal stationary multiscale system
y = Su can be reduced to the study of the system
Y = MSU, where Y,U ∈ H2(T).
The latter system is a single-scale causal (in general, non-stationary) system.
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Furthermore, we observe that the space H2(T) is a reproducing kernel space (with
respect to each of the two point evaluations defined in Section 3):
Theorem 4.2. Let F ∈ H2(T), c ∈ D(T). Then for every k ∈ K2 it holds that:
〈F∧(c),k〉K2 = 〈F,Kc∧k〉H2 , 〈F(c),k〉K2 = 〈F,kKc〉H2 , (4.5)
where Kc∧,Kc ∈ U(T) are given by
Kc∧
def= (1 − γ¯ c∗)−1, Kc def= (1 − c∗γ¯ )−1. (4.6)
Proof. Since c ∈ D(T), the operators 1 − γ¯ c∗ and 1 − c∗γ¯ are invertible:
(1 − γ¯ c∗)−1 =
∞∑
n=0
(γ¯ c∗)n =
∞∑
n=0
(cγ )∗n =
∞∑
n=0
(c[n]γ n)∗ =
∞∑
n=0
γ¯ nc∗[n],
(1 − c∗γ¯ )−1 =
∞∑
n=0
(c∗γ¯ )n =
∞∑
n=0
(γ c)∗n =
∞∑
n=0
(γ nc〈n〉)∗ =
∞∑
n=0
c∗〈n〉γ¯ n
=
∞∑
n=0
γ¯ n(c∗〈n〉)(n),
where the series are absolutely convergent in U(T). Therefore, for k ∈ K2 and
F =
∞∑
n=0
γ¯ nfn ∈ H2(T)
we have
〈F,Kc∧k〉H2 =
∞∑
n=0
〈fn, c∗[n]k〉K2 =
∞∑
n=0
〈c[n]fn,k〉K2 = 〈F∧(c),k〉K2 ,
〈F,kKc〉H2 =
∞∑
n=0
〈fn, (kc∗〈n〉)(n)〉K2 =
∞∑
n=0
〈f (−n)n ,kc∗〈n〉〉K2
=
∞∑
n=0
〈f (−n)n c〈n〉,k〉K2 = 〈F(c),k〉K2 . 
In the sequel we shall often use the following operators of multiplication on the
right:
Mˆγ¯ F
def= F γ¯ , MˆcF def= F c, where F ∈ H2(T), c ∈ K.
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Lemma 4.3. The following hold:
1. ‖Mˆc‖op  ‖c‖op, Mˆ∗c = Mˆc∗; (4.7)
2. ‖Mˆγ¯ ‖op  1, Mˆ ∗¯γ = R0, (4.8)
where
R0F
def= (F − F∧(0))γ ; (4.9)
3. R0Mˆγ¯ = I − Mˆω0 , Mˆγ¯ R0 = I − C∗0C0, (4.10)
where C0 : H2(T) → K2 is of the form
C0F
def= F∧(0). (4.11)
Proof. The relations (4.7) and (4.8) follow from the definition of the scalar product
in H2(T) and from (3.2); the relations (4.10) are a consequence of (4.9) and the
identities
γ γ¯ = I, γ¯ γ = I − ω0. 
Remark 4.4. The operator R0 defined in (4.9) will play an important role in our
future considerations. It is called the backward shift operator (compare with (1.3)
in Section 1). The relations (4.10) show that, unlike the single-scale stationary case,
here R0 is not a coisometry. However, in view of (4.11) the defect of R0 is of “low
rank” (it is given by the orthogonal projection ω0), hence we shall say that R0 is
quasi-coisometric. The same phenomenon occurs, for instance, in the case of finite
matrices (see, for instance, [8]).
5. Schur functions and de Branges–Rovnyak spaces
In this section we study the dissipative causal stationary multiscale system—that
is, the causal stationary multiscale system of the form y = Su, where S ∈ U(T) is
contractive. Since, according to Proposition 4.1, S is contractive if and only if MS is
contractive, we propose the following terminology:
Definition 5.1. If an operator S ∈ U(T) is such that ‖S‖op  1 then S is said to be
a Schur multiplier and the map c → S∧(c) is said to be a Schur function.
Theorem 5.2. A map s : D(T) → K is a Schur function if and only if the map
Ks : D(T) × D(T) → K, defined by
Ks(c,d)
def=
∞∑
n=0
c[n](1 − s(c)s(d)∗)(n)d∗[n] (5.1)
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is positive: for any m ∈ Z+, c0, . . . , cm ∈ D(T), k0, . . . ,km ∈ K2, it holds that
m∑
i,j=0
〈Ks(ci , cj )kj ,ki〉K2  0.
Proof. Assume first that s is a Schur function then there exists S ∈ U(T) such that
‖S‖op  1 and S∧(c) = s(c) for all c ∈ D(T). Then, according to Theorem 4.2 and
Lemma 3.4, for k ∈ K2 and F ∈ H2(T) we have
〈M∗SKc∧k, F 〉H2 = 〈k, (S∧(c)F )∧(c)〉K2 = 〈S∧(c)∗Kc∧k, F 〉H2 ,
hence
M∗SKc∧k = S∧(c)∗Kc∧k =
∞∑
n=0
γ¯ nS∧(c)∗(n)c∗[n]k.
It follows that
〈(I − MSM∗S )Kc2∧ k2,Kc1∧ k1〉H2
=
∞∑
n=0
〈
c1
[n] (1 − S∧(c1)(n)S∧(c2)∗(n)) c2∗[n]k2,k1〉
H2
= 〈Ks(c1, c2)k2,k1〉H2 ,
where KS is given by (5.1). But, by Proposition 4.1, the operator I − MSM∗S from
H2(T) into itself is positive, hence the map Ks is positive, as well.
Conversely, assume that the map Ks is positive and consider the linear span of the
elements Kc∧k, where c ∈ D(T) and k ∈ K2. According to Theorem 4.2 (see also
Remark 3.2), this linear space is dense in H2(T). Define on this space a linear map
T by
TKc∧k
def= s(c)∗Kc∧k.
Then, by the same computations as above,T is a contraction and hence can be extended
as a contractive linear operator on H2(T). The adjoint operator T ∗ has the property:
(T ∗F)∧(c) = (s(c)F )∧(c), F ∈ H2(T), c ∈ D(T). (5.2)
In particular, for d ∈ K we have T ∗(Fd) = (T ∗F)d. Furthermore, in view of
Lemma 4.3, for k ∈ K2 we have
T ∗k = C0T ∗k + (R0T ∗k)γ¯ = C0T ∗k + (C0R0T ∗k)γ¯ + (R20T ∗k)γ¯ 2
=
∞∑
n=0
(C0R
n
0T
∗k)γ¯ n =
∞∑
n=0
γ¯ n(C0R
n
0T
∗k)(n),
where the operators R0, C0 were defined in (4.9) and (4.11). But
C0R
n
0T
∗ωk = (Rn0T ∗ωk)∧(0)ωk+n and ‖C0Rn0T ∗‖op  1, k, n ∈ Z+,
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hence
T ∗k =
∞∑
n=0
γ¯ nsnk,
where
sn
def=
∞∑
k=0
(C0R
n
0T
∗ωk)(n) ∈ K, ‖sn‖op  1.
Finally, it follows from (5.2) that
(T ∗(γ¯ nk))∧(c) = (s(c)γ¯ nk)∧(c) = (s(c)k(−n)γ¯ n)∧(c) =((T ∗k(−n))γ¯ n)∧(c),
hence
T ∗(γ¯ nk) = (T ∗k(−n))γ¯ n, n ∈ Z+
and thus T ∗ = MS , where
S
def=
∞∑
n=0
γ¯ nsn.
According to Proposition 4.1, S is a contractive operator in U(T) and (5.2) implies
S∧(c) = s(c). 
As in the case of functions analytic in the open unit disk, given a Schur multiplier
S we set
BS
def= I − MSM∗S
and consider the Hilbert space
H(S) def= ran(√BS), 〈√BSF,√BSG〉H(S) def= 〈(I − πS)F,G〉H2 , (5.3)
where πS denotes the orthogonal projection in H2(T) onto ker(BS). The space H(S)
is said to be the de Branges–Rovnyak space associated with S. From Theorem 4.2
and (5.3) it follows that the space H(S) has the reproducing kernel structure
〈F,KcSk〉H(S) = 〈F∧(c),k〉K2 , F ∈ H(S),k ∈ K2, (5.4)
where
KcS = (I − SS∧(c)∗)Kc∧. (5.5)
According to [23, Theorem 4.1], the space H(S) can also be characterized as
follows:
H(S) =
{
F ∈ H2(T) : sup
U∈H2(T)
(
‖F + SU‖2H2 − ‖U‖2H2)
)
< ∞
}
, (5.6)
F ∈ H(S) ⇒ ‖F‖2H(S) = sup
U∈H2(T)
(
‖F + SU‖2H2 − ‖U‖2H2
)
. (5.7)
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We use this characterization to prove the following:
Proposition 5.3. The de Branges–Rovnyak space H(S) is invariant under the back-
ward shift operator R0 defined in (4.9). Moreover, it holds that
‖R0F‖2H(S)  ‖F‖2H(S) − ‖F∧(0)‖2K2 , F ∈ H(S).
Proof. For every F ∈ H(S) and U ∈ H2(T) it holds that
‖(F − F∧(0))γ + SU‖2H2 − ‖U‖2H2
= ‖γ¯ Fγ − F∧(0)(−1) + γ¯ SU‖2H2 − ‖U‖2H2
= ‖γ¯ Fγ + γ¯ SU(I − ω0)‖2H2 − ‖U(I − ω0)‖2H2 − ‖F∧(0)(−1)‖2K2
+‖γ¯ SUω0‖2H2 − ‖Uω0‖2H2
 ‖γ¯ Fγ + γ¯ SUγ¯ γ ‖2H2 − ‖γ¯ U γ¯ γ ‖2H2 − ‖F∧(0)(−1)‖2K2
= ‖F + SUγ¯ ‖2H2 − ‖Uγ¯ ‖2H2 − ‖F∧(0)‖2K2
 ‖F‖2H(S) − ‖F∧(0)‖2K2 . 
6. Realizations of Schur multipliers
Up to now we have dealt only with the input–output description of multiscale
systems. In this section we shall present realizations of a Schur multiplier S as the
transfer operator of a system with the state space H(S).
Theorem 6.1. Let S be a Schur multiplier. Then the formulas
AF = R0F, Bk = R0(Sk), (6.1a)
CF = C0F, Dk = C0(Sk), (6.1b)
where R0, C0 are as in Lemma 4.3, define a bounded colligation
V =
(
A B
C D
)
:
(
H(S)
K2
)
→
(
H(S)
K2
)
.
Moreover, the colligation V is quasi-coisometric in the sense that
VV ∗ =
(
I − Mˆω0 0
0 I
)
and S admits the representation
Sk = Dk +
∞∑
n=0
γ¯ n+1(CAnBk)(n+1), k ∈ K2. (6.2)
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Proof. We have already shown (see Proposition 5.3) thatR0 is contractive with respect
to the H(S)-metric; the proof of contractiveness of B,C,D is completely analogous
and therefore omitted.
Let us compute the adjoint operatorsA∗, B∗, C∗,D∗. Using the reproducing kernel
structure (5.4) and (5.5) of H(S), we observe that
〈R0F,KcSk〉H(S) = 〈R0F,Kc∧k〉H2 = 〈F, Mˆγ¯ Kc∧k〉H2 = 〈F,BSMˆγ¯ Kc∧k〉H(S),
hence
A∗KcSk = BSMˆγ¯ Kc∧k.
Similarly,
B∗KcSk = C0M∗SMˆγ¯ Kc∧k, C∗k = K0Sk, D∗k = S∧(0)∗k,
According to Lemma 4.3, it holds that
(AA∗ + BB∗)KcSk = R0(BS + MSC∗0C0M∗S )Mˆγ¯ Kc∧k
= R0(I − MS(I − C∗0C0)M∗S )Mˆγ¯ Kc∧k
= R0(I − MSMˆγ¯ R0M∗S )Mˆγ¯ Kc∧k
= (I − Mˆω0)BS(I − Mˆω0)Kc∧k
= (I − Mˆω0)KcSk,
where we have used the fact that Mˆγ¯ commutes with MS (hence also R0 commutes
with M∗S ) and Mˆω0 commutes with BS . Also
(AC∗ + BD∗)k = R0(K0Sk + MSM∗SK0∧k) = R0K0∧k = 0,
(CC∗ + DD∗)k = C0(K0Sk + MSM∗SK0∧k) = C0K0∧k = k,
and thus
VV ∗
(
KcSk1
k2
)
=
(
(I − Mˆω0)KcSk1
k2
)
.
Since the linear span of the elements KcSk is dense in H(S), we conclude that V is,
indeed, quasi-coisometric.
Finally, since Sk ∈ H2(T), the relations (6.1) and Lemma 4.3 imply
Sk = S∧(0)k + (Bk)γ¯ = Dk + (CBk)γ¯ + (ABk)γ¯ 2
= Dk +
∞∑
n=0
(CAnBk)γ¯ n+1 = Dk +
∞∑
n=0
γ¯ n+1(CAnBk)(n+1),
where the convergence is in H2(T).
D. Alpay et al. / Linear Algebra and its Applications 412 (2006) 326–347 343
The representation (6.2) allows to write the system
Y = SU, Y =
∞∑
n=0
γ¯ nyn, U =
∞∑
n=0
γ¯ nUn ∈ H2(T)
in the state-space form
xn+1 = Axn + BU(−n)n ,
yn = (Cxn)(n) + DUn,
x0 = 0,
where the states
xn
def=
n−1∑
k=0
An−k−1BU(−k)k
belong to the de Branges–Rovnyak space H(S). Thus (6.2) is a realization of S.
Next we note that (6.2) can be presented in a more compact form when one con-
siders the right point evaluation:
Proposition 6.2. Let S be a Schur multiplier and let the operators A,B,C,D be
defined as in Theorem 6.1. Then for any k ∈ K2 and c ∈ D(T) we have:
(Sk)(c) = (D + C(I − MˆcA)−1MˆcB)k. (6.3)
Proof. First we observe that
(MˆcR0)
n = Mˆc〈n〉Rn0 , n ∈ Z+,
and Proposition 5.3 implies that I − MˆcR0 is a boundedly invertible operator on
H(S). Since for F ∈ H(S) it holds that
((R0F)c)
(c) = ((R0F)γ¯ )(c) = F(c) − F(0),
we conclude that
C(I − MˆcA)−1F = F(c).
Now, applying this result to F = MˆcBk, we get
(Sk)(c) = Dk + ((Bk)γ¯ )(c) = Dk + (MˆcBk)(c)
= Dk + C(I − MˆcA)−1MˆcBk. 
Analyzing the proofs of Theorem 6.1 and Proposition 6.2, we note that the main
identity used is the following:
(AF)γ¯ = F − F∧(0).
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However, A = R0 is not the only possible choice of the operator A satisfying this
identity. It turns out that there exists another choice which makes the realization (6.2)
truly coisometric.
Theorem 6.3. Let S be a Schur multiplier. Then there exists a coisometry
V =
(
A B
C D
)
:
(
H(S)
K2
)
→
(
H(S)
K2
)
,
satisfying the relations
(AF)γ¯ = F − F∧(0), (Bk)γ¯ = (S − S∧(0))k, (6.4a)
CF = F∧(0), Dk = S∧(0)k. (6.4b)
Furthermore, in terms of these operators A,B,C,D the Schur multiplier S admits
the representations (6.2) and (6.3) (for strictly contractive c).
Proof. The proof follows the idea of [2, Theorem 2.3].
Let us consider the following linear subspace of H(S):
L
def= span{BSR0Kc∧k, : c ∈ D(T),k ∈ K2,
and define a linear map
V˜ =
(
A˜ C˜
B˜ D˜
)
:
(
L
K2
)
→
(
H(S)
K2
)
by
A˜BSR0K
c∧k
def= (KcS − K0S)k, C˜k def= K0Sk,
B˜BSR0K
c∧k
def= (S∧(c)∗ − S∧(0)∗)k, D˜k def= S∧(0)∗k.
Then for every c1, c2 ∈ D(T) and k1,k2,d1,d2 ∈ K2 it holds that〈
V˜
(
BSR0K
c1∧ k1
d1
)
, V˜
(
BSR0K
c2∧ k2
d2
)〉
H(S)⊕K2
=
〈(
BSR0K
c1∧ k1
d1
)
,
(
BSR0K
c2∧ k2
d2
)〉
H(S)⊕K2
.
Indeed, according to (5.4),
〈A˜BSR0Kc1∧ k1 + C˜d1, A˜BSR0Kc2∧ k2 + C˜d2〉H(S)
= 〈Kc1S k1 + K0S(d1 − k1),Kc2S k2 + K0S(d2 − k2)〉H(S)
= 〈Kc1∧S (c2)k1,k2〉K2 + 〈Kc1∧S (0)k1,d2 − k2〉K2
+〈K0∧S (c2)(d1 − k1),k2〉K2 + 〈K0∧S (0)(d1 − k1),d2 − k2〉K2
= 〈Kc1∧S (c2)k1,k2〉K2 + 〈(I − S∧(0)S∧(c1)∗)k1,d2 − k2〉K2
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+〈(I − S∧(c2)S∧(0)∗)(d1 − k1),k2〉K2
+〈(I − S∧(0)S∧(0)∗)(d1 − k1),d2 − k2〉K2
and
〈B˜BSR0Kc1∧ k1 + D˜d1, B˜BSR0Kc2∧ k2 + D˜d2〉H(S)
= 〈S∧(c1)∗k1 + S∧(0)∗(d1 − k1), S∧(c2)∗k2 + S∧(0)∗(d2 − k2)〉H(S)
= 〈S∧(c2)S∧(c1)∗k1,k2〉K2 + 〈S∧(0)S∧(c1)∗k1,d2 − k2〉K2
+〈S∧(c2)S∧(0)∗(d1 − k1),k2〉K2
+〈S∧(0)S∧(0)∗(d1 − k1),d2 − k2〉K2 ,
whereas, by Lemma (4.3),
〈BSR0Kc1∧ k1,BSR0Kc2∧ k2〉H(S)
= 〈Mˆγ¯BSR0Kc1∧ k1,Kc2∧ k2〉H2
= 〈(I − C∗0C0)Kc1∧ k1,Kc2∧ k2〉H2 − 〈MS(I − C∗0C0)M∗SKc1∧ k1,Kc2∧ k2〉H2
= 〈Kc1∧S (c2)k1,k2〉K2 + 〈S∧(c2)S∧(c1)∗k1,k2〉K2 − 〈k1,k2〉K2 .
It follows that V˜ can be extended as an isometry fromL⊕ K2 into H(S) ⊕ K2.
Setting
V
def= V˜ ∗,
we observe that for F ∈ H(S), c ∈ D(T) and k ∈ K2 we have
〈Mˆγ¯ AF,Kc∧k〉H2 = 〈AF,BSR0Kc∧k〉H(S) = 〈F, (KcS − K0S)k〉H(S)
= 〈F∧(c) − F∧(0),k〉K2 ,
hence
(AF)γ¯ = F − F∧(0)
and the rest of the relations (6.4a) is proved analogously. Now the representation (6.2)
can be derived as in the proof of Theorem 6.1 and, since for strictly contractive c the
operator I − MˆcA is invertible, the representation (6.3) follows, as well. 
Remark 6.4. Considering the function of the complex variable z
S(z) = D + C(I − zA)−1zB,
one can, as in [7] and [9], show that the coisometric realization in Theorem 6.3 is
unique up to a unitary similarity map. This map has to satisfy some moment-type
conditions (to preserve the module structure of H(s)) of the kind first introduced by
Ball and Trent in [14].
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