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Abstract
In this work, we introduce the new class of functions which can use to solve the
nonlinear/linear multi-dimensional differential equations. Based on these functions, a
numerical method is provided which is called the Developed Lagrange Interpolation
(DLI). For this, firstly, we define the new class of the functions, called the Developed
Lagrange Functions (DLFs), which satisfy in the Kronecker Delta at the collocation
points. Then, for the DLFs, the first-order derivative operational matrix of D(1) is
obtained, and a recurrence relation is provided to compute the high-order derivative
operational matrices of D(m), m ∈ N; that is, we develop the theorem of the derivative
operational matrices of the classical Lagrange polynomials for the DLFs and show
that the relation of D(m) = (D(1))m for the DLFs is not established and is developable.
Finally, we develop the error analysis of the classical Lagrange interpolation for the
developed Lagrange interpolation.
Keywords: Developed Lagrange function, Developed Lagrange Interpolation,
Derivative operational matrix, Collocation method.
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1. Introduction
Many events in medicine, physics, applied sciences, biology, industry, and engi-
neering are implemented by integro-differential/differential/integral equations of vari-
ous orders. Many of these equations cannot be solved analytically or their analytical
solution is costly. For this reason, numerical and semi-analytical methods are used for
solving them. As a result, providing a numerical method efficiently and appropriately
can be very useful. Many researchers have proposed several methods for solving the
equations which have their own disadvantages and advantages, such as the Finite ele-
ment method (FEM) [1], Finite difference method (FDM) [2], Spectral methods [3, 4],
Meshfree methods [5], Adomian decomposition method [6], Fractional spectral collo-
cation method [7], Variational iteration method [8], Homotopy perturbation method
[9], and Exp-function method [10].
There are famous numerical methods such as FDM and FEM which the implemen-
tation of them is locally and need to build the network of data, and also the methods
such as Meshfree methods that do not require to build the network of data. But, the
spectral methods are continuous, global, and do not need to construct the network
Preprint submitted to ArXiv April 30, 2019
of data, in addition, in these methods, orthogonal basic functions are usually used
for reducing computational costs. Especially in pseudospectral methods, that are an
important part of spectral methods, it is usually applied from basis functions where
satisfy in the property of Kronecker delta function and the operational metrics which
reduce the computational costs. For these reasons, here we are going to introduce a
new spectral method which can use for solving some equations in applied sciences.
In recent years, the methods with exponential convergence rate have been intro-
duced by some researchers, such as the hp-spectral element methods of Petrov-Galerkin
type [11, 12], the fractional spectral and pseudo-spectral methods in unbounded do-
mains [13, 14], the fractional pseudospectral method [15], the generalized pseudospec-
tral method [16], and other methods [17, 18].
In this work, we introduce the method of Developed Lagrange Interpolation (DLI)
which can use to solve the nonlinear or linear partial/ordinary differential equations,
where is a development of the Lagrange interpolation. For this, at first, we introduce
the Developed Lagrange Functions (DLFs) for the method of DLI and its requirements
in Section 2, and we will see that due to the form of defining the functions of DLFs,
the DLI has several specific advantages such as the exponential convergence rate. The
derivative operational matrices of D(m), m ∈ N, for DLFs are obtained in Section
3. Section 4 provides the error analysis for DLI. A summary and conclusion of the
method are given in Section 5.
2. Developed Lagrange Interpolation
In this section, firstly, we introduce the new class of functions that called the
developed Lagrange functions, then some of their properties are expressed, and finally,
they are used to provide a method for solving differential equations, where called the
Developed Lagrange Interpolation (DLI).
Definition 1. Let f(x) be a continuous one-dimensional function on the domain of
Λ = [a, b], where a, b ∈ [−∞,+∞], and w(x) is a positive weight function on Λ, then
we define ‖f(x)‖∞ = sup{|f(x)| : x ∈ Λ}. And also, for multi-dimensional functions:
let f
(
x(1), x(2), · · · , x(p)
)
be a continuous p-dimensional function on the domain of Λ =
[a1, b1]×· · ·× [ap, bp], where ai, bi ∈ [−∞,+∞], and w(x) is a positive weight function
on Λ, then we define ‖f(x)‖∞ = sup{|f(x)| : x ∈ Λ} where x =
(
x(1), x(2), · · · , x(p)
)
.
Definition 2. Suppose that A = [a0, a1, · · · , aN ]
T and B = [b0, b1, · · · , bM ]
T are two
arbitrary vectors, then the Kronecker product of these two vectors is a (N+1)(M+1)-
dimensional vector defined as follows:
A⊗B =


a0
...
aN

⊗


b0
...
bM

 =


a0


b0
...
bM


...
aN


b0
...
bM




=


a0b0
...
a0bM
...
aN b0
...
aNbM


.
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2.1. Developed Lagrange Functions
Let the points of {xi}
N
i=0 be the arbitrary real values on the domain of Λ and ψi(x)
be the arbitrary functions where are sufficiently differentiable on Λ. Furthermore, they
satisfy in the following two conditions:
i. ψi(xj) 6= ψi(xi) for all i 6= j.
ii. ψi
′(xi) 6= 0 for any i.
We now introduce the Developed Lagrange Functions (DLFs) as a new class
of functions for the interpolation methods as follows:
Lψj (x) = Lj(ψ0, ψ1, · · · , ψN , x) =
N∏
i=0
i 6=j
ψi(x)− ψi(xi)
ψi(xj)− ψi(xi)
, 0 ≤ j ≤ N. (1)
Suppose that
wψ(x) =
N∏
i=0
(ψi(x)− ψi(xi)). (2)
It is obvious that
d
dx
wψ(x)
∣∣∣∣
x=xj
= (wψ(x))′
∣∣∣∣
x=xj
= ψj
′(xj)
N∏
i=0
i 6=j
(ψi(xj)− ψi(xi)).
Thus, we can rewrite Eq. (1) as:
Lψj (x) = µj
wψ(x)
ψj(x)− ψj(xj)
, (3)
where µj =
ψj
′(xj)
(wψ(x))′
∣∣
x=xj
.
By choosing the different values of ψi(x), many new basic functions are produced
at different domains, such as:
1. If ψi(x) = x for all i, then the classical Lagrange functions are generated.
2. If ψi(x) = x
δ for all i, where δ is a positive real value, then the fractional Lagrange
functions are generated.
3. If ψi(x) = φ(x) for all i, where φ(x) is a certain function, then the generalized
Lagrange functions are generated.
4. If ψi(x) =
x−Li
x+Li
or ψi(x) =
x
x+Li
for all i, where Li are the positive real val-
ues, then the rational Lagrange functions on the semi-infinite domain [0,∞) are
generated.
5. If ψi(x) = e
ix for all i, then the exponential Lagrange functions on the infinite
domain (−∞,∞) are generated.
6. If ψi(x) = sin(ix) or ψi(x) = cos(ix) for all i, then the Fourier Lagrange functions
on the infinite domain (−∞,∞) are generated.
7. If ψi(x) = e
ix for any i = 0, ..., j and ψi(x) = sin(ix) for any i = j+1, ..., N , then
the exponential-Fourier Lagrange functions on the infinite domain (−∞,∞) are
generated.
Remark 1. It is necessary to mention that, the a and b values in Definition 1 are
chosen based on the common domain of the ψi(x) functions. Furthermore, these values
can be infinite.
3
2.2. Some properties of the DLFs
Now, we express some properties of the developed Lagrange functions (DLFs).
Property 1. It is very important that if
lim
x→∞
ψi(x) = βi <∞, for any i,
then we can obtain for any j:
lim
x→∞
Lψj (x) =
N∏
i=0
i 6=j
βi − ψi(xi)
ψi(xj)− ψi(xi)
<∞.
I.e. if all functions of ψi(x) are bounded, then all functions of L
ψ
j (x) are also bounded.
This feature is very useful and important to solve problems that are defined on the
infinite or semi-infinite domains with the help of the Ritz method. And we know that
Lagrange polynomials do not have this feature.
Property 2. The Kronecker delta property is available for the DLFs in Eq. (1), i.e.
Lψj (xi) = δij for all i, j. This property reduces computational costs.
Property 3. The property of
∑N
j=0 L
ψ
j (x) = 1 is available for the DLFs in Eq. (1).
Property 4. According to Eq. (1), ψi(x) are the arbitrary functions where are suf-
ficiently differentiable on Λ with two simple conditions over them. Therefore, we can
choose the various functions of ψi(x) in building new classes of basis functions and
apply them to solve various integral/differential equations.
Property 5. There is no condition for the existence of the inverse of the functions of
ψi(x).
2.3. Developed Lagrange Interpolation
In the classical interpolation, the interpolation methods play a very important role
to reduce computational costs. To achieve this goal, the set of the {xi}
N
i=0 interpolation
points (IPs), which are distinct, are considered to construct the Lagrange functions.
Moreover, in the pseudospectral (collocation) methods, the residual function is set to
zero at the {yi}
N
i=0 collocation points (CPs). Generally, the CPs can be distinct from
the IPs, but to reduce the costs of the computational, based on the property of the
Kronecker delta, they are chosen the same.
With the proper choices of ψi(x) and making the functions of L
ψ
j (x), we approximate
the solution of a problem as follows:
u(x) ≈ uN(x) =
N∑
j=0
uN(xj) L
ψ
j (x) = U
TL(x), (4)
such that
uN(x) ∈ L
ψ
N = span{L
ψ
j (x) : 0 ≤ j ≤ N, x ∈ Λ},
and
L(x) = [Lψ0 (x), L
ψ
1 (x), · · · , L
ψ
N(x)]
T , (5)
U = [uN(x0), uN(x1), · · · , uN(xN )]
T , (6)
where the symbol of T presents the transpose.
We use it for solving the equations in the following forms:
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1. One-dimensional form:
We consider the one-dimensional differential equation as follows:
Qvu(x) = h(x), (7)
with initial and boundary conditions
dk
dxk
u(a) = gk, k = 0, 1, · · · , v1 − 1,
dn
dxn
u(b) = fn, n = 0, 1, · · · , v2 − 1,
where v is a non-negative integer; v1 and v2 are constants which v1 + v2 = v;
h(x) is a known function; gk, and fn are real constants; Q
v presents the differen-
tial operator which v shows the highest derivative order with respect to x; and
x ∈ [a, b] = Λ.
2. Multi-dimensional form:
We consider the multi-dimensional differential equation as follows:
Qv
(1) ,··· ,v(p)u
(
x(1), x(2), · · · , x(p)
)
= h
(
x(1), x(2), · · · , x(p)
)
, x ∈ Λ (8)
with initial conditions
∂k1
x(1)
u
(
a1, x
(2), · · · , x(p)
)
= gk1
(
x(2), · · · , x(p)
)
, k1 = 0, · · · , v
(1)
1 − 1,
...
∂
kp
x(p)
u
(
x(1), · · · , x(p−1), ap
)
= gkp
(
x(1), · · · , x(p−1)
)
, kp = 0, · · · , v
(p)
1 − 1,
and boundary conditions
∂n1
x(1)
u
(
b1, x
(2), · · · , x(p)
)
= fn1
(
x(2), · · · , x(p)
)
, n1 = 0, · · · , v
(1)
2 − 1,
...
∂
np
x(p)
u
(
x(1), · · · , x(p−1), bp
)
= fnp
(
x(1), · · · , x(p−1)
)
, np = 0, · · · , v
(p)
2 − 1,
where ∂ki
x(i)
u = ∂
kiu
∂x(i)ki
; v(1), · · · , v(p) are non-negative integers; v
(1)
1 , v
(1)
2 , · · · , v
(p)
1 , v
(p)
2
are constants which v
(i)
1 + v
(i)
2 = v
(i); h(x), gki, and fni are the known functions;
Qv
(1) ,··· ,v(p) presents the differential operator which v(i) shows the highest deriva-
tive order with respect to x(i), i = 1, · · · , p; and x =
(
x(1), x(2), · · · , x(p)
)
.
We now have:
(1) For solving Eq. (7), we substitute the solution of uN(x) in Eq. (4) into Eq. (7)
and then, put the residual function
Res(x) = QvuN(x)− h(x) (9)
equal to vanish at the (N − v + 1) collocation points, and obtain a system of
(N + 1) nonlinear or linear equations as:
QvuN(xi)− h(xi) = 0, i = 0, 1, · · · , N − v,
u
(k)
N (a)− gk = 0, k = 0, 1, · · · , v1 − 1. (10)
u
(n)
N (b)− fn = 0, n = 0, 1, · · · , v2 − 1.
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By solving this system, we can obtain the unknown coefficients uN(xj) in (4),
and in result, we can calculate the solution of uN(x).
(2) For solving Eq. (8), we define the p-dimensional approximate solution of uN(x)
as follows:
uN
(
x(1), · · · , x(p)
)
=
N1∑
i1=0
· · ·
Np∑
ip=0
uN
(
x
(1)
i1
, · · · , x
(p)
ip
)
L
ψ
x(1)
i1
(x(1)) · · ·L
ψ
x(p)
ip
(x(p))
= UT
(
Lx(1)(x
(1))⊗ · · · ⊗ Lx(p)(x
(p)))
)
, (11)
where
Lx(i)(x
(i)) =
[
L
ψ
x(i)
0 (x
(i)), L
ψ
x(i)
1 (x
(i)), · · · , L
ψ
x(i)
Ni
(x(i))
]T
, for i = 1, · · · , p,
U =
[
uN
(
x
(1)
0 , x
(2)
0 , · · · , x
(p−1)
0 , x
(p)
0
)
, · · · , uN
(
x
(1)
0 , x
(2)
0 , · · · , x
(p−1)
0 , x
(p)
Np
)
,
uN
(
x
(1)
0 , x
(2)
1 , · · · , x
(p−1)
0 , x
(p)
0
)
, · · · , uN
(
x
(1)
0 , x
(2)
1 , · · · , x
(p−1)
0 , x
(p)
Np
)
,
...
uN
(
x
(1)
N1
, x
(2)
N2
, · · · , x
(p−1)
Np−1
, x
(p)
0
)
, · · · , uN
(
x
(1)
N1
, x
(2)
N2
, · · · , x
(p−1)
Np−1
, x
(p)
Np
)]T
.
We now substitute the solution of uN(x) into Eq. (8), and then, put the residual
function
Res(x) = Qv
(1) ,··· ,v(p)uN(x)− h(x), (12)
equal to vanish at the (N1 − v
(1) + 1) · · · (Np − v
(p) + 1) collocation points, and
obtain a system of (N1 + 1) · · · (Np + 1) nonlinear or linear equations as:
Qv
(1),··· ,v(p)uN
(
x
(1)
i1
, · · · , x
(p)
ip
)
− h
(
x
(1)
i1
, · · · , x
(p)
ip
)
= 0, (13)
∂k1
x(1)
u
(
a1, x
(2)
i2
, · · · , x
(p)
ip
)
− gk1
(
x
(2)
i2
, · · · , x
(p)
ip
)
= 0, k1 = 0, · · · , v
(1)
1 − 1,
...
∂
kp
x(p)
u
(
x
(1)
i1
, · · · , x
(p−1)
ip−1
, ap
)
− gkp
(
x
(1)
i1
, · · · , x
(p−1)
ip−1
)
= 0, kp = 0, · · · , v
(p)
1 − 1,
∂n1
x(1)
u
(
b1, x
(2)
i2
, · · · , x
(p)
ip
)
− fn1
(
x
(2)
i2
, · · · , x
(p)
ip
)
= 0, n1 = 0, · · · , v
(1)
2 − 1,
...
∂
np
x(p)
u
(
x
(1)
i1
, · · · , x
(p−1)
ip−1
, bp
)
− fnp
(
x
(1)
i1
, · · · , x
(p−1)
ip−1
)
= 0, np = 0, · · · , v
(p)
2 − 1,
where ij = 0, · · · , Nj − v
(j) and j = 1, · · · , p.
By solving this system, we can obtain the unknown coefficients uN
(
x
(1)
i1
, · · · , x
(p)
ip
)
in (11), and in result, we can calculate the solution of uN(x).
The derivatives in Eqs. (9) - (13) can either be calculated directly or calculated us-
ing operational matrices. In the next section, In order to reduce the computational
costs, we calculate the operational matrices of the derivative for the developed La-
grange functions, which can be applied in the above method. We call this method the
Developed Lagrange Interpolation (DLI).
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3. Derivative Operational Matrices
In this section, at first, we calculate the derivative operational matrix of D(1) for
the DLFs, and then, obtain a recursive relation for calculating D(m) for any m ∈ N.
By using Eq. (4), we can obtain (k = 0, 1, · · · , N):
dm
dxm
uN(x)
∣∣∣∣
x=xk
=
N∑
j=0
uN(xj)
dm
dxm
Lψj (x)
∣∣∣∣
x=xk
=
N∑
j=0
uN(xj) D
(m)
kj , (14)
i.e.
U
(m)
N = D
(m)UN , (15)
where
UN = [uN(x0), uN(x1), · · · , uN(xN)]
T ,
U
(m)
N = [u
(m)
N (x0), u
(m)
N (x1), · · · , u
(m)
N (xN )]
T ,
and D(m) = [D
(m)
kj ] which D
(m)
kj =
dm
dxm
Lψj (x)
∣∣∣
x=xk
.
3.1. Derivative operational matrix D(1)
We now take the first derivative D(1) of the both sides of Eq. (3):
d
dx
Lψj (x) = µj
(wψ(x))′(ψj(x)− ψj(xj))− ψj
′(x)wψ(x)
(ψj(x)− ψj(xj))2
.
Hence, for k 6= j, we can obtain:
D
(1)
kj =
d
dx
Lψj (xk) =
(wψ(x))′
∣∣
x=xk
(wψ(x))′
∣∣
x=xj
ψj
′(xj)
ψj(xk)− ψj(xj)
, (16)
and for k = j, by the L’Hopital’s rule, we can obtain:
D
(1)
jj = lim
x→xj
d
dx
Lψj (x)
Hop.
= lim
x→xj
µj
(wψ(x))′′(ψj(x)− ψj(xj))− ψj
′′(x)wψ(x)
2ψj
′(x)(ψj(x)− ψj(xj))
Hop.
=
(wψ(x))′′
∣∣
x=xj
2(wψ(x))′
∣∣
x=xj
−
ψj
′′(xj)
2ψj
′(xj)
. (17)
So, we can obtain the following theorem:
Theorem 1. By using Eqs. (3) and (4), and let D(1) = [D
(1)
kj ], where D
(1)
kj =
d
dx
Lψj (x)
∣∣∣
x=xk
, be the derivative operational matrix of the first order in (14). Then:
D
(1)
kj =


(wψ(x))′
∣∣
x=xk
(wψ(x))′
∣∣
x=xj
ψj
′(xj)
ψj(xk)−ψj(xj)
, k 6= j,
(wψ(x))′′
∣∣
x=xj
2(wψ(x))′
∣∣
x=xj
−
ψj
′′(xj)
2ψj
′(xj)
, k = j.
(18)
where 0 ≤ k, j ≤ N . 
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3.2. Derivative operational matrix D(m) for any m ∈ N
In the book of [19] has been proved that the high-order derivative operational
matrices for the classical Lagrange polynomials can calculate by the following theorem:
Theorem 2. Suppose that the first-order derivative operational matrix of the clas-
sical Lagrange polynomials is exist, then, one can calculate the high-order derivative
operational matrices for them as
D(m) = D(m−1)D(1) = D(1)D(1) · · ·D(1)︸ ︷︷ ︸
m times
=
(
D(1)
)m
, m ≥ 2,
and
dm
dxm
UN =
(
D(1)
)m
UN .
Proof. See Ref. [19] (page 65).
With a simple review, we can see that Theorem 2 is not established for the DLFs,
for this reason, we now develop it for the DLFs.
According to the definition of Lψk (x), we can obtain:
D
(1)
ik = ψi
′(xi)L
ψ
k
′
(xi), (19)
D
(2)
ik = ψi
′2(xi)L
ψ
k
′′
(xi) + ψi
′′(xi)L
ψ
k
′
(xi), (20)
D
(3)
ik = ψi
′3(xi)L
ψ
k
′′′
(xi) + 3ψi
′(xi)ψi
′′(xi)L
ψ
k
′′
(xi) + ψi
′′′(xi)L
ψ
k
′
(xi). (21)
Using Eq. (4), we have:
u′N(x) =
N∑
j=0
uN(xj)
d
dx
Lψj (x).
We now set uN(x) = L
ψ
k
′
(x) and then taking x = xi:
Lψk
′′
(xi) =
N∑
j=0
Lψk
′
(xj) L
ψ
j
′
(xi),
and according to Eqs. (19) and (20), we can obtain:
D
(2)
ik = ψi
′(xi)
N∑
j=0
D
(1)
ij
1
ψj
′(xj)
D
(1)
jk +
ψi
′′(xi)
ψi
′(xi)
D
(1)
ik ,
or in the matrix form:
D(2) =

 ψ0
′(x0) 0
. . .
0 ψN
′(xN)

×

 D
(1)
00 · · · D
(1)
0N
...
. . .
...
D
(1)
N0 · · · D
(1)
NN

×


1
ψ0
′(x0)
0
. . .
0 1
ψN
′(xN )


×

 D
(1)
00 · · · D
(1)
0N
...
. . .
...
D
(1)
N0 · · · D
(1)
NN

+


ψ0
′′(x0)
ψ0
′(x0)
0
. . .
0 ψN
′′(xN )
ψN
′(xN )

×

 D
(1)
00 · · · D
(1)
0N
...
. . .
...
D
(1)
N0 · · · D
(1)
NN

 ,
8
i.e.
D(2) = PD(1)P−1D(1) +P(1)P−1D(1)
=
(
PD(1) +P(1)
)
P−1D(1), (22)
where P = diag(ψ0
′(x0), · · · , ψN
′(xN)), and P
(1) and P−1 are the first-order derivative
and inverse of P, respectively.
Moreover, according to Eqs. (19) - (21), we can obtain:
D
(3)
ik = ψi
′2(xi)
N∑
j=0
D
(1)
ij
1
ψj
′(xj)
( N∑
r=0
D
(1)
jr
1
ψr
′(xr)
D
(1)
rk
)
+3ψi
′′(xi)
N∑
j=0
D
(1)
ij
1
ψj
′(xj)
D
(1)
jk +
ψi
′′′(xi)
ψi
′(xi)
D
(1)
ik .
i.e.
D(3) = P2D(1)P−1D(1)P−1D(1) + 3P(1)D(1)P−1D(1) +P(2)P−1D(1)
=
(
PD(2) + 2P(1)D(1) +P(2)
)
P−1D(1). (23)
So, we can obtain the following theorem, where is a development of Theorem 2:
Theorem 3. Suppose that the first-order derivative operational matrix of the DLFs
is exist, then, one can calculate the high-order derivative operational matrices D(m),
m ∈ N, for them as
D(2) =
(
PD(1) +P(1)
)
P−1D(1),
D(3) =
(
PD(2) + 2P(1)D(1) +P(2)
)
P−1D(1),
and in general case
D(m) =
(
m−1∑
k=0
(
m− 1
k
)
P(k)D(m−1−k)
)
P−1D(1), m ≥ 2, (24)
where P(k) = diag(ψ(k+1)(x0), · · · , ψ
(k+1)(xN )) and D
(1) is defined in Theorem 1. 
Remark 2. In the case of ψi(x) = x, Theorem 3 converts to the classical Theorem 2.
Remark 3. It is necessary to mention that in Theorem 3, ψi
′(xi) should be non-zero
for any i. I.e., ψi(x) and the xi’s points must be selected so that the P matrix be
invertible.
Remark 4. In the proper choices of ψi(x), the physical conditions of the equation
can be important, such as if the equation is defined on the semi-infinite domain and
has the algebraic properties then we can choose ψi(x) =
x−Li
x+Li
or x
x+Li
, and if has the
exponential properties then ψi(x) = e
±Lix; if the equation is on the infinite domain
then ψi(x) = e
±Lix; and if the equation is on the finite domain then ψi(x) = x
δ or
2( x
Li
)δ − 1, and etc.
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4. Error analysis
In this section, we provide the error analysis to the DLI. We know that the error in
the classical Lagrange interpolation can calculate by using the following theorem [20]:
Theorem 4. ”Let u(x) be analytic in a region Ω containing distinct points x0, · · · , xN ;
and let Γ be a contour in Ω enclosing these points in the positive direction. The
polynomial interpolant uN(x) ∈ PN to u(x) at {xj} is
uN(x) =
1
2pii
∫
Γ
u(t)
(
w(t)− w(x)
)
w(t)
(
t− x
) dt, (25)
and if x is enclosed by Γ, the error in the interpolant is
u(x)− uN(x) =
1
2pii
∫
Γ
w(x)u(t)
w(t)
(
t− x
)dt, (26)
where w(x) =
∏N
j=0(x− xj).”
Proof. See Theorem 11.1, Page 103 in Ref. [20].
We now develop Theorem 4 for the DLI.
Theorem 5. Let u(x) be analytic in a region Ω containing the distinct points of
{ψi(xj)}
N,N
i,j=0 where xjs are also the distinct points, ψi(xj) 6= ψi(xi) for all i 6= j, and
ψi
′(xi) 6= 0 for any i. And let Γ be a contour in Ω enclosing these points in the positive
direction. The interpolation function of uN(x) to u(x) at {xj} is
uN(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ
ψj
′(t)u(t)
(
wψ(t)− wψ(x)
)
wψ(t)
(
ψj(t)− ψj(x)
) dt. (27)
and if x is enclosed by Γ, the error in the interpolant is
uN(x)− u(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ
ψj
′(t)wψ(x)u(t)
wψ(t)
(
ψj(x)− ψj(t)
)dt. (28)
Proof. Assume that uN(x) is an interpolation function for u(x) by the DLI in the
distinct points of {xj}:
u(x) ≈ uN(x) =
N∑
j=0
uN(xj) L
ψ
j (x), (29)
Let Γj be a contour in the complex x-plane that encloses ψj(xj) but it does not include
any other points and the point of ψj(x).
According to the definition of residue, the residue of the function ψj
′(t)/
(
wψ(t)(ψj(x)−
ψj(t))
)
is equal to ψj
′(xj)/
(
(wψ(xj))
′
(
ψj(x)−ψj(xj)
))
at the pole t = xj . So, the right
side in Eq. (3) can be written as follows:
ψj
′(xj)w
ψ(x)
(wψ(xj))′
(
ψj(x)− ψj(xj)
) = 1
2pii
∫
Γj
ψj
′(t)wψ(x)
wψ(t)
(
ψj(x)− ψj(t)
)dt, (30)
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By using Eqs. (3) and (30), we can write a contour integral form for Lψj (x) as follows:
Lψj (x) =
1
2pii
∫
Γj
ψj
′(t)wψ(x)
wψ(t)
(
ψj(x)− ψj(t)
)dt, (31)
where Γj encloses ψj(xj). Now, suppose that Γ
′ is a contour that encloses all of the
points of {ψj(xj)}, but still not the point of ψj(x), and u(x) is an analytical function
interior and on to Γ′. So, we can now combine these integrals to obtain an expression
for the interpolation function of uN(x) to u(x) in {xj}:
uN(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ′
ψj
′(t)wψ(x)u(t)
wψ(t)
(
ψj(x)− ψj(t)
)dt. (32)
Now, we enlarge the contour of integration to a new contour Γ that encloses ψj(x) as
well as {ψj(xj)}, and we assume u(x) is analytic interior and on to Γ. The residue of
the integrand of (32) at t = x is −u(x), because according to the residue definition,
we have:
Residuex = lim
t→x
(t− x)
ψj
′(t)wψ(x)u(t)
wψ(t)
(
ψj(x)− ψj(t)
) L′Hopital′s rule= −u(x).
So this brings in a new contribution −u(x) to the integral, an equation for the error
in the interpolation function obtains:
uN(x)− u(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ
ψj
′(t)wψ(x)u(t)
wψ(t)
(
ψj(x)− ψj(t)
)dt. (33)
Furthermore, we know that u(x) can be written
u(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ
ψj
′(t)wψ(t)u(t)
wψ(t)
(
ψj(t)− ψj(x)
)dt,
thus by using Eq. (33), we have
uN(x) =
1
N + 1
N∑
j=0
1
2pii
∫
Γ
ψj
′(t)u(t)
(
wψ(t)− wψ(x)
)
wψ(t)
(
ψj(t)− ψj(x)
) dt. (34)
The proof is complete.
5. Summary and conclusion
In this work, an accurate Developed Lagrange Interpolation is introduced to solve
the nonlinear/linear multi-dimensional differential equations. At first, new functions
of the Developed Lagrange Functions are defined, where Lψj (xi) = δij at xi collocation
points. Then, the classical Lagrange theorem is extended for DLFs and the corre-
sponding derivative matrices of D(m) for all m ∈ N are calculated. Furthermore, we
develop the error analysis of the classical Lagrange interpolation for the developed La-
grange interpolation. As shown in the paper, the present method has many properties,
including the Kronecker delta property, implementation is very simple, and by choos-
ing a suitable function for ψi(x) we can solve various equations that are alternating or
defined in unbounded domains or have conditions in the infinite, and etc.
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