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ON HIGHER ORDER POINCARE´ INEQUALITIES WITH RADIAL
DERIVATIVES AND HARDY IMPROVEMENTS
ON THE HYPERBOLIC SPACE
PRASUN ROYCHOWDHURY
Abstract. In this paper we prove higher order Poincare´ inequalities involving radial derivatives
namely,∫
HN
|∇k
r,HN
u|2 dv
HN ≥
(
N − 1
2
)2(k−l) ∫
HN
|∇l
r,HN
u|2 dv
HN for all u ∈ H
k(HN ),
where underlying space is N-dimensional hyperbolic space HN , 0 ≤ l < k are integers and the
constant
(
N−1
2
)2(k−l)
is sharp. Furthermore we improve the above inequalities by adding Hardy-
type remainder terms and the sharpness of some constants is also discussed.
1. Introduction
Let (M, g) be a Cartan-Hadamard manifold with dimension N (namely, a manifold which is
complete, simply connected and has every where non positive sectional curvature). In addition
suppose Cartan-Hadamard manifolds whose sectional curvatures are bounded above by a strictly
negative constant, then M is known to admit a Poincare´ inequality which reads as follows, there
exists Λ > 0 such that ∫
M
|∇gu|
2 dvg ≥ Λ
∫
M
|u|2 dvg for all u ∈ C
∞
c (M),(1.1)
where ∇g and dvg defines the Riemannian gradient and volume element in (M, g).
Let HN be the N -dimensional hyperbolic space which is one of the most discussed Cartan-
Hadamard manifolds. Indeed it enjoys all the property namely it is complete, simply connected,
and has constant negative curvature. Now for the space HN , (1.1) holds true and Λ turns out to
be
(
N−1
2
)2
and moreover
(
N−1
2
)2
coincides with the bottom of spectrum of the Laplace-Beltrami
operator on HN .
Analogous to (1.1), higher order Poincare´ inequality involving higher order derivatives also holds
in HN . In this context, a worthy reference on this inequality is [22, Lemma 2.4] where it has been
shown that for k and l be non-negative integers with 0 ≤ l < k there holds
(1.2)
∫
HN
|∇k
HN
u|2 dvHN ≥
(
N − 1
2
)2(k−l) ∫
HN
|∇l
HN
u|2 dvHN
holds for all u ∈ Hk(HN), where
∇k
HN
:=
{
∆
k/2
HN
if k is even integer,
∇HN∆
(k−1)/2
HN
if k is odd integer.
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Also ∆k
HN
denotes the k-th iterated Laplace-Beltrami operator and ∇HN represents the Riemannian
gradient in HN . By constructing a minimizing sequence one can show the above constant in (1.2) is
sharp (see [32]). Also it is worth to mention that the following infimum is not achieved
inf
u∈Hk(HN )\{0}
∫
HN
|∇k
HN
u|2 dvHN∫
HN
|∇l
HN
u|2 dvHN
=
(
N − 1
2
)2(k−l)
.
This marks an important step in the development of a comprehensive study of inequality (1.2)
related to its improvement. We refer to [1, 6, 7, 26, 31] for more details. Before going further, let
us briefly discuss Hardy inequality and related improvements.
The last couple of decades have witnessed remarkable advances in the studies of Hardy inequalities,
Rellich inequalities, and related L2- improvements on the Euclidean space. In this context, the
seminal works of Brezis-Marcus [12] and Brezis-Vazquez [13] are the most significant. We recall
some of the works without any claim of completeness the papers [2, 3, 4, 16, 18, 19, 20, 27, 36], and
the references quoted therein. Furthermore, Carron [14] derived the classical Hardy inequality on
Riemannian manifolds which open up new directions in the study of Hardy inequality on non-trivial
geometry. Among all the recent work in these directions, we are bringing up only a few of them
[11, 15, 17, 23, 24, 30, 37, 25] without a claim of completeness. A large part of these works dealt with
an improvement of inequalities with optimal Hardy weight. One of the most influential results was
obtained in [17] where optimal Hardy weight has been derived for the general second-order elliptic
operator.
Drawing primary motivation from the above improvement of Hardy inequalities with L2 reminder
term, now one can talk about the improvement of (1.1) on HN , by an improvement we mean here,
a Hardy-type. This has been considered in [7, Theorem 2.1] related to improvement of (1.2) in the
case k = 1 and l = 0 with Hardy-type remainder terms which says for N ≥ 3 there holds
(1.3)
∫
HN
|∇HNu|
2 dvHN −
(
N − 1
2
)2 ∫
HN
u2 dvHN ≥
1
4
∫
HN
u2
r2
dvHN
for u ∈ C∞c (H
N \ {o}). Here r = ρ(x, o) denotes the geodesic distance between a point x and a fixed
pole o in HN . Also note that both constants
(
N−1
2
)2
and 14 are sharp in an obvious sense. Recently
a sharper version of the above inequality considering only the radial part of the gradient has been
obtained in [9, Theorem 2.1] which reads as follows
(1.4)
∫
HN
|∇r,HNu|
2 dvHN −
(
N − 1
2
)2 ∫
HN
u2 dvHN ≥
1
4
∫
HN
u2
r2
dvHN ,
where the constants
(
N−1
2
)2
and 14 are sharp in the same sense as like in (1.3). Here “∇r,HNu”
represents the radial part of the gradient in HN and more details will be given in subsequent section.
As a matter of the fact, using Gauss’s Lemma one has |∇HNu| ≥ |∇r,HNu| and this readily resolves
the optimality issue of the constant
(
N−1
2
)2
. Also note that sharpness of the constant 14 has been
proved by constructing minimizing sequence and through some delicate analysis in [9].
Apart from improved “radial Poincare´ inequality” with Hardy term, the result in [9, Corollary 2.3]
also dealt with the following Rellich-Poincare´ inequality which reads as follows
(1.5)
∫
HN
|∆r,HNu|
2 dvHN −
(
N − 1
2
)2 ∫
HN
|∇r,HNu|
2 dvHN ≥
1
4
∫
HN
1
r2
|∇r,HNu|
2 dvHN ,
where
(
N−1
2
)2
being the sharp constant and the operator “∆r,HNu” denotes the radial part of
Laplace-Beltrami operator on the hyperbolic space (See Section 2).
All the above discussions mainly focus on improvement of (1.2) with Hardy type remainder terms,
at least for the cases k = 1, l = 0 and k = 2, l = 1 for the radial derivatives. So naturally one can
ask whether an inequality of type (1.2) involving, only higher order radial derivatives holds true.
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Indeed the answer is affirmative, see Theorem 2.1, namely for non-negative integers k and l with
0 ≤ l < k, there holds
(1.6)
∫
HN
|∇kr,HNu|
2 dvHN ≥
(
N − 1
2
)2(k−l) ∫
HN
|∇lr,HNu|
2 dvHN for all u ∈ H
k(HN).
Moreover the constant
(
N−1
2
)2(k−l)
is sharp which is intercepted by the delicate use of integral
representation of the volume of a ball in hyperbolic space HN and by using some clever estimates
derived in [32]. For the uniformity of the work, we shall discuss all the things briefly in Section 2.
The next aim of this article is to establish improved Hardy-type inequality associated with above
radial higher order Poincare´ inequality (1.6). This improvement is very much align with [6, Theorem
2.1]. We briefly recall the theorem which reads as for integer k, l with 0 ≤ l < k and N > 2k, then
there exist k positive constants αjk,l = α
j
k,l(N) such that following inequality holds∫
HN
|∇k
HN
u|2 dvHN ≥
(
N − 1
2
)2(k−l) ∫
HN
|∇l
HN
u|2 dvHN + α
1
k,l
∫
HN
u2
r2
dvHN(1.7)
+
k−1∑
j=2
αjk,l
∫
HN
u2
r2j
dvHN + α
k
k,l
∫
HN
u2
r2k
dvHN .
Also note that α1k,l and α
k
k,l signifies the coefficient for the leading term as r → 0 and r → ∞. In
the same spirit we would like to obtain the above inequality involving only the higher order radial
derivatives. Of course it is not at all a straight forward generalization of above. We need to devise
all together a new strategy to obtain our desired results. To this end, we briefly explain the result
we obtain in Section 4, for non-negative integer k and l with 0 ≤ l < k for N > 2k there exist k
positive constants Cjk,l such that∫
HN
|∇kr,HNu|
2 dvHN −
(
N − 1
2
)2(k−l) ∫
HN
|∇lr,HNu|
2 dvHN ≥
k∑
j=1
Cjk,l
∫
HN
u2
r2j
dvHN .(1.8)
In a similar fashion, like in [6], here also we calculate the explicit expression of C1k,l and C
k
k,l related
to dominating term for r → 0 and r → ∞ respectively. Moreover we obtain another version of
improvement (2.1) with dimension restriction N ≥ 4k− 1 but with a better constants in front of the
leading order Hardy term. We refer the readers to Section 4 for detail study of these inequalities.
The article is organized as follows: Section 2 is devoted to set up higher order Poincare´ inequality
in terms of higher order radial derivatives involving the Riemannian gradient and Laplace-Beltrami
operator on the hyperbolic space HN . In this section, we also discuss the optimality issue. The
next Section 3 is devoted to some of the key lemmas to prove Hardy-type improvements. In the last
Section 4 we prove (1.8) with detailed description of coefficient related to asymptotic Hardy type
remainder terms. Broadly speaking here we deal the general case of integers by separating it into
odd-even cases and exploiting induction as a key ingredient to reach towards our result.
2. Higher order Poincare´ Inequality with radial derivatives
The N -dimensional hyperbolic space HN admits Riemannian Model manifold structure whose
metric g is represented in spherical coordinates as follows
ds2 = dr2 + ψ2(r) dω2,
where dω2 is the metric on sphere SN−1 and ψ(r) = sinh r. We refer the readers to [21, 34] for more
details about Riemannian Model manifold structure. By means of this structure of HN , it admits
polar coordinate transformation and we can write x = (r, σ) ∈ (0,∞) × SN−1 which will be used
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several times in this article. Let us first define the following two quantities. For u ∈ C∞c (H
N ) we
write
∆r,HNu :=
∂2u
∂r2
+ (N − 1) coth r
∂u
∂r
and ∇r,HNu :=
(∂u
∂r
, 0
)
.
These two quantities are so called radial contribution of the Laplace-Beltrami operator and Riemann-
ian gradient inHN respectively. For notational economy we will always use ∆r,HN = ∆r, ∇r,HN = ∇r
and finally for any non-negative integer k we denote ∇kr,HN = ∇
k
r , which is described as
∇kr,HN :=


∆
k/2
r,HN if k is even integer,
∇r,HN∆
(k−1)/2
r,HN if k is odd integer.
Before proving the main result we want to verify one useful tool in Partial Differential Equation
namely, integration by parts formula.
Lemma 2.1. Let f and g ∈ C∞c (H
N ). Then it holds∫
HN
(∆rf) g dvHN = −
∫
HN
(∇rf) · (∇rg) dvHN =
∫
HN
f (∆rg) dvHN .
Proof. Exploiting polar coordinate transformation and by parts formula on first variable i.e., in
radial coordinate we deduce∫
HN
(∆rf) g dvHN =
∫
SN−1
∫ ∞
0
(
∂2f
∂r2
+ (N − 1)
ψ′
ψ
∂f
∂r
)
ψ(N−1) g dr dσ
= −
∫
SN−1
∫ ∞
0
∂f
∂r
∂g
∂r
ψ(N−1) dr dσ = −
∫
HN
(∇rf) · (∇rg) dvHN
=
∫
SN−1
∫ ∞
0
f
∂2g
∂r2
ψ(N−1) dr dσ + (N − 1)
∫
SN−1
∫ ∞
0
f
ψ′
ψ
∂g
∂r
ψ(N−1) dr dσ =
∫
HN
f (∆rg) dvHN .

We are now ready to discuss one of our main result.
Theorem 2.1. For all non-negative integers l and k with 0 ≤ l < k and for all N ≥ 3 there holds
(2.1)
∫
HN
|∇kru|
2 dvHN ≥
(
N − 1
2
)2(k−l) ∫
HN
|∇lru|
2 dvHN for all u ∈ H
k(HN ).
Also the constant
(
N−1
2
)2(k−l)
is optimal in a sense that no inequality of the form∫
HN
|∇kru|
2 dvHN ≥ Λ
∫
HN
|∇lru|
2 dvHN
holds, for u ∈ Hk(HN ), when Λ >
(
N−1
2
)2(k−l)
.
Proof. We divide the proof into three steps. In the first step, we show the existence of the inequality
(2.1) and in the rest of the two steps, we will tackle the optimality issues.
Step 1. Beginning with u ∈ C∞c (H
N ), for the case k = 1 and l = 0, we already have from (1.4)
(2.2)
∫
HN
|∇ru|
2 dvHN ≥
(
N − 1
2
)2 ∫
HN
u2 dvHN .
Now we will arrive to the higher order Poincare´ inequality in terms of radial derivatives by using
Lemma 2.1 and Ho¨lder inequality step by step.∫
HN
|∇ru|
2 dvHN =
∫
HN
(∇ru) · (∇ru) dvHN = −
∫
HN
(∆ru) u dvHN = −
∫
HN
(∇2ru) u dvHN
≤
(∫
HN
|∇2ru|
2 dvHN
) 1
2
(∫
HN
u2 dvHN
) 1
2
≤
2
(N − 1)
(∫
HN
|∇2ru|
2 dvHN
) 1
2
(∫
HN
|∇ru|
2 dvHN
) 1
2
.
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By arranging these we deduce the case k = 2 and l = 1, which reads as
(2.3)
∫
HN
|∇2ru|
2 dvHN ≥
(
N − 1
2
)2 ∫
HN
|∇ru|
2 dvHN .
Now we are ready to prove the higher order Poincare´ inequality in terms of radial derivatives using
induction. Suppose k be an even integer with k ≥ 2, then using (2.2) we get∫
HN
|∇kru|
2 dvHN =
∫
HN
|∆k/2r u|
2 dvHN
≤
(
N − 1
2
)−2 ∫
HN
|∇r∆
k/2
r u|
2 dvHN =
(
N − 1
2
)−2 ∫
HN
|∇k+1r u|
2 dvHN .
Assume k be an odd integer with k ≥ 3, then exploiting (2.3) we have∫
HN
|∇kru|
2 dvHN =
∫
HN
|∇r∆
k−1
2
r u|
2 dvHN
≤
(
N − 1
2
)−2 ∫
HN
|∇2r∆
k−1
2
r u|
2 dvHN =
(
N − 1
2
)−2 ∫
HN
|∇k+1r u|
2 dvHN .
Finally use of (2.2) and (2.3) over and over yields the general case∫
HN
u2 dvHN ≤
(
N − 1
2
)−2 ∫
HN
|∇ru|
2 dvHN ≤
(
N − 1
2
)−4 ∫
HN
|∇2ru|
2 dvHN
≤
(
N − 1
2
)−6 ∫
HN
|∇3ru|
2 dvHN ≤ · · · ≤
(
N − 1
2
)−2k ∫
HN
|∇kru|
2 dvHN .
Now if we commence with any non-negative integer k and l with k > l, then beginning with∫
HN
|∇lru|
2 dvHN and repeatedly exploiting (2.2) and (2.3), we will get to
∫
HN
|∇kru|
2 dvHN with
appropriate constant. At the end density arguments establish the result (2.1).
Step 2. In the rest of the section we discuss the optimality issues. The argument runs similar
like the proof of sharpness of constant in [32]. Radial behaviour of the operator on a radial function
is crucially used here. Let us write the integral representation of the volume of a ball in hyperbolic
space HN as follows
G(r) := NωN
∫ r
0
(sinh s)N−1 ds,(2.4)
where ωN denotes the surface measure of unit sphere S
N−1 in the underlying N -dimensional Eu-
clidean space RN . Observe that this function G(r) : [0,∞)→ [0,∞) defines the hyperbolic volume
of the ball with center at fixed pole o and radius r = ρ(o, x) i.e. G(r) := Vol(B(o ; ρ(o, x))). Note
that G(r) is clearly continuous and strictly increasing function. Next choose F (r) as inverse of G(r)
and it’s clear that F (r) will be continuous, strictly increasing function and satisfying
r = NωN
∫ F (r)
0
(sinh s)N−1 ds for r ≥ 0.(2.5)
In the above (2.5) using (sinh s) ≤ (cosh s) and exploiting L’Hospital’s rule we deduce for any
non-negative real number there hold
(N − 1)r ≤ NωN(sinhF (r))
N−1 and lim
r→∞
NωN (sinhF (r))
N−1
(N − 1)r
= 1.
So by the definition of limit we can say that for any ǫ > 0 there exist real number R0 such that
whenever r ≥ R0 there holds
(N − 1)r ≤ NωN (sinhF (r))
N−1 ≤ (1 + ǫ)(N − 1)r.(2.6)
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Now for R > R0, let us define the radial function fR : [0,∞)→ [0,∞) as follows
fR(r) :=


R
− 12
0 if r ∈ [0, R0),
r−
1
2 if r ∈ [R0, R),
R−
1
2
(
2−
r
R
)
if r ∈ [R, 2R),
0 if r ∈ [2R,∞).
Along with this function we define two more sequences of radial functions {vR,i}i≥0 and {gR,i}i≥1
for i ≥ 0 in below :
(i) first define vR,0(r) := fR(r);
(ii) next construct the maximal function gR,i+1 :=
1
r
∫ r
0 vR,i(t) dt;
(iii) finally we set vR,i+1 :=
∫∞
r
t gR,i+1(t)
(NωN (sinhF (t))N−1)2
dt.
These two non-increasing functions vR.i and gR,i can be computed explicitly. We are skipping the
details here. Without giving the proof, we are mentioning a key lemma which will crucially play an
important role here. For details refer to [32, Proposition 2.1].
Lemma 2.2. For any ǫ > 0 and i ≥ 1. there exist radial functions hR,i and wR,i such that the
following holds
(i) vR,i = hR,i + wR,i;
(ii) there exist positive real number C independent of R such that
∫∞
0 |wR,i|
2 ds ≤ C;
(iii) and 1(1+ǫ)2i
(
2
N−1
)2i
fR ≤ hR,i ≤
(
2
N−1
)2i
fR.
Step 3. Let us define the radial function in terms of fR,
uR(x) := fR(Vol(B(o ; ρ(o, x)))).
Now we will compute
∫
HN
|uR|
2 dvHN and
∫
HN
|∇ruR|
2 dvHN separately and finiteness of those quan-
tities will confirm, uR ∈ H
1(HN). Shifting into polar coordinate and by exploiting change of variable
it follows, ∫
HN
|uR(x)|
2 dvHN =
∫ ∞
0
∫
SN−1
|uR(r, σ)|
2(sinh r)N−1 dσ dr
= NωN
∫ ∞
0
(fR(G(r)))
2(sinh r)N−1dr =
∫ ∞
0
(fR(t))
2 dt = ln
(
R
R0
)
+
4
3
.
Use of (2.6) yields∫
HN
|∇ruR(x)|
2 dvHN =
∫ ∞
0
∫
SN−1
∣∣ ∂
∂r
uR(r, σ)
∣∣2(sinh r)N−1 dσ dr
= NωN
∫ ∞
0
(f ′R(G(r))G
′(r))2(sinh r)N−1 dr
= (NωN )
3
∫ ∞
0
(f ′R(G(r)))
2(sinh r)3(N−1) dr = (NωN )
2
∫ ∞
0
(f ′R(t))
2(sinhF (t))2(N−1) dt
≤ (1 + ǫ)2(N − 1)2
∫ ∞
0
(f ′R(t))
2t2 dt =
(N − 1)2
4
(1 + ǫ)2
[
ln
(
R
R0
)
+
28
3
]
.
Next considering the ratios of these two quantities we deduce
inf
u∈H1(HN )\{0}
∫
HN
|∇ru|
2 dvHN∫
HN
|u|2 dvHN
≤ lim inf
R→∞
∫
HN
|∇ruR|
2 dvHN∫
HN
|uR|2 dvHN
≤
(
N − 1
2
)2
(1 + ǫ)2.
So from the existence inequality (2.1), for the case k = 1, l = 0 and letting ǫ towards zero we can
conclude
(
N−1
2
)2
is optimal constant. It’s worth noticing that, by the help of Gauss’s Lemma one
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can quickly infer that
(
N−1
2
)2
is the best constant whenever k = 1 and l = 0 but this method will
help us to comment about the optimality of the other higher index cases.
Next we will deal with the case k = 2 and l = 0. In this context we define
uR(x) := vR,1(Vol(B(o ; ρ(o, x)))).
Due to the radial behaviour of uR(x) and by the definition of vR,1 we can write
−∆ruR = −∆HNuR = fR(Vol(B(o ; ρ(o, x)))).
Now like earlier we have that∫
HN
|∆ruR|
2 dvHN =
∫
HN
|fR(Vol(B(o ; ρ(o, x))))|
2 dvHN = ln
(
R
R0
)
+
4
3
.
By the help of the Lemma 2.2, polar coordinate transformation and change of variable we deduce
( ∫
HN
|uR(x)|
2 dvHN
) 1
2 =
( ∫ ∞
0
|vR,1(r)|
2dr
) 1
2 ≥
( ∫ ∞
0
|hR,1(r)|
2dr
) 1
2 −
( ∫ ∞
0
|wR,1(r)|
2dr
) 1
2
≥
4
(1 + ǫ)2(N − 1)2
[
ln
(
R
R0
)
+
4
3
] 1
2
− C.
Again this implies
inf
u∈H2(HN )\{0}
∫
HN
|∆ru|
2 dvHN∫
HN
|u|2 dvHN
≤ lim inf
R→∞
∫
HN
|∆ruR|
2 dvHN∫
HN
|uR|2 dvHN
≤
(
N − 1
2
)4
(1 + ǫ)4.
So the inequality (2.1) and letting ǫ towards zero we obtain
(
N−1
2
)4
is the best constant for the
case k = 2 and l = 0. Recall that, exploiting [9, Lemma 6.1] we can tackle the optimality issue but
once again this method will help to speak about the other sharpness cases.
Now consider the case k = 2m, l = 0 and we define
uR(x) := vR,m(Vol(B(o ; ρ(o, x)))).
Again due to the radial nature of the function it is easy to see that
(−∆r)
muR(x) = (−∆HN )
muR(x) = fR(Vol(B(o ; ρ(o, x)))).
Exploiting Lemma 2.2 for the case i = m and running similar argument like earlier we deduce the
constant
(
N−1
2
)4m
is best possible.
Now consider the case k = 2m+1, l = 0 and if possible assume there exist a constant Θ such that
for u ∈ C∞c (H
N ) there holds
Θ
∫
HN
|u|2 dvHN ≤
∫
HN
|∇r(∆
m
r u)|
2 dvHN .
But from earlier evaluation, we know the constant is sharp for the case k = 2m+ 2, l = 0. So using
this and inequality (2.1) for the case k = 2, l = 1 we can write
Θ
∫
HN
|u|2 dvHN ≤
∫
HN
|∇r(∆
m
r u)|
2 dvHN ≤
(
N − 1
2
)−2 ∫
HN
|∆m+1r u|
2 dvHN .
This implies
Θ
(
N − 1
2
)2
≤
(
N − 1
2
)2m+4
=⇒ Θ ≤
(
N − 1
2
)2m+2
.
This and density argument proves that, for the case k = 2m+1 and l = 0, whenever u ∈ H2m+1(HN ),
the constant
(
N−1
2
)2m+2
is optimum. Hence by the same technique we can prove that, constant(
N−1
2
)2(k−l)
is sharp for any non-negative integer k and l with k > l, whenever u ∈ Hk(HN). 
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From the result in Theorem 2.1, we can write
inf
u∈Hk(HN )\{0}
∫
HN
|∇kru|
2 dvHN∫
HN
|∇lru|
2 dvHN
=
(
N − 1
2
)2(k−l)
and for this reason, always strict inequality holds in (2.1), except u = 0. So this observation opens
the account for improvement of (2.1) and to support this we proceed to the subsequent sections.
3. Preparatory Results for Improvement via Hardy-type Remainder terms
In this section, we will mainly focus on some useful lemmas which will help to construct improve-
ment of (2.1). We want to point out that Spherical decomposition is the key method in the first part
of this section. Over the years this method has become a remarkable tool in functional inequality.
So before going further first briefly recall some useful facts about this method (for details refer to
[29]).
Start with u(x) = u(r, σ) ∈ C∞c (H
N \ {o}) where r ∈ [0,∞) and σ ∈ SN−1. From [35, Ch. 4,
Lemma 2.18], we can write
u(x) := u(r, σ) =
∞∑
n=0
dn(r)Pn(σ)
in the Hilbert space L2(HN ), where {Pn} is an orthonormal system of spherical harmonics in the
space L2(SN−1) and
dn(r) =
∫
SN−1
u(r, σ)Pn(σ) dσ .
Moreover, Pn is called spherical harmonics of order n and this is the restriction to S
N−1 of
a homogeneous n degree harmonic polynomial. The first application of this method will be the
establishment of weighted Hardy inequality in terms of radial derivatives. For a similar type of
result, one can refer to [8, Theorem 5.1].
Theorem 3.1. Assume that 0 ≤ 2α < (N + 3). For all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∇ru|
2
rα
dvHN ≥
(N − 2− α)2
4
∫
HN
u2
rα+2
dvHN(3.1)
+
(N − 1)
2
∫
HN
u2
rα
dvHN +
(N − 1)(N − 3− 2α)
4
∫
HN
g(r)
u2
rα
dvHN ,
where g(r) = r coth r−1r2 is a positive function. Moreover, the constant
(N−2−α)2
4 is optimal in the
obvious sense.
Proof. Start with u ∈ C∞c (H
N \ {o}) and we define
v(x) = (sinh r)(N−1)/2u(x)r−α/2 where x = (r, σ) ∈ (0,∞)× SN−1.
An easy calculation gives
1
rα/2
∂u
∂r
=
1
(sinh r)
(N−1)
2
[
∂v
∂r
−
(N − 1)
2
(coth r) v +
α
2
v
r
]
.
After squaring the above term, we observe∫
HN
|∇ru|
2
rα
dvHN =
∫
HN
1
(sinh r)(N−1)
(
∂v
∂r
)2
dvHN +
(N − 1)2
4
∫
HN
1
(sinh r)(N−1)
(coth r)2 v2 dvHN
+
α2
4
∫
HN
1
(sinh r)(N−1)
v2
r2
dvHN − (N − 1)
∫
HN
1
(sinh r)(N−1)
∂v
∂r
(coth r) v dvHN
+ α
∫
M
1
(sinh r)(N−1)
∂v
∂r
v
r
dvHN −
α(N − 1)
2
∫
M
1
(sinh r)(N−1)
(coth r)
v2
r
dvHN .
Now expanding v in spherical harmonics v(x) := v(r, σ) =
∑∞
n=0 dn(r)Pn(σ), we obtain
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∫
HN
|∇ru|
2
rα
dvHN =
∞∑
n=0
[ ∫ ∞
0
d′n
2
dr +
(N − 1)2
4
∫ ∞
0
(coth r)2 d2n dr +
α2
4
∫ ∞
0
d2n
r2
dr
− (N − 1)
∫ ∞
0
(coth r) d′ndn dr + α
∫ ∞
0
d′ndn
r
dr −
α(N − 1)
2
∫ ∞
0
(coth r)
d2n
r
dr
]
=
∞∑
n=0
[ ∫ ∞
0
d′n
2
dr +
(N − 1)2
4
∫ ∞
0
(coth r)2 d2n dr +
α2
4
∫ ∞
0
d2n
r2
dr
−
(N − 1)
2
∫ ∞
0
d2n
(sinh r)2
dr +
α
2
∫ ∞
0
d2n
r2
dr −
α(N − 1)
2
∫ ∞
0
(coth r)
d2n
r
dr
]
.
Observing that
(N − 1)2
4
∫ ∞
0
(coth r)2 d2n dr −
(N − 1)
2
∫ ∞
0
d2n
(sinh r)2
dr
=
(N − 1)2
4
∫ ∞
0
d2n dr +
(N − 1)(N − 3)
4
∫ ∞
0
d2n
(sinh r)2
dr,
and using 1-dimensional Hardy inequality and (coth r) ≥ 1/r, we infer∫
HN
|∇ru|
2
rα
dvHN ≥
∞∑
n=0
[
(α+ 1)2
4
∫ ∞
0
d2n
r2
dr +
(N − 1)2
4
∫ ∞
0
d2n dr
+
(N − 1)(N − 3)
4
∫ ∞
0
d2n
(sinh r)2
dr −
α(N − 1)
2
∫ ∞
0
(coth r)
d2n
r
dr
]
=
∞∑
n=0
[
(α+ 1)2
4
∫ ∞
0
d2n
r2
dr +
[
(N − 1)2
4
−
(N − 1)(N − 3)
4
]∫ ∞
0
d2n dr
+
(N − 1)(N − 3)
4
∫ ∞
0
(coth r)2d2n dr −
α(N − 1)
2
∫ ∞
0
(coth r)
d2n
r
dr
]
≥
∞∑
n=0
[
(α+ 1)2
4
∫ ∞
0
d2n
r2
dr +
(N − 1)
2
∫ ∞
0
d2ndr +
[
(N − 1)(N − 3)
4
−
α(N − 1)
2
] ∫ ∞
0
(coth r)
d2n
r
dr
]
=
∞∑
n=0
[
(N − 2− α)2
4
∫ ∞
0
d2n
r2
dr +
(N − 1)
2
∫ ∞
0
d2n dr +
(N − 1)(N − 3− 2α)
4
∫ ∞
0
g(r) d2n dr
]
.
Finally writing all the above terms w.r.t. u we establish our desired Theorem 3.1. Optimality of
the constant (N−2−α)
2
4 was already established in [33, Theorem 3.1]. 
Remark 3.1. The coefficient in front of the last term in (3.1) is negative whenever N − 3 < 2α.
Note that g(r) ≤ 1/3 for every r > 0, we deduce
(N − 1)
2
+
(N − 1)(N − 3− 2α)
12
=
(N − 1)(N + 3− 2α)
12
> 0
for N + 3 > 2α. Hence, the initial restriction of dimension in (3.1) is justified. Also note that
exploiting Gauss’s Lemma in (3.1) we can obtain different version of weighted Hardy inequality.
Another implication of (3.1) is an immediate improvement of [33, Theorem 3.1] for the case p = 2.
By granting, N − 3 ≥ 2α in (3.1), one has the following corollary:
Corollary 3.1. Let 0 ≤ 2α ≤ N − 3. Then, for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∇ru|
2
rα
dvHN ≥
(N − 2− α)2
4
∫
HN
u2
rα+2
dvHN +
(N − 1)
2
∫
HN
u2
rα
dvHN ,(3.2)
where g(r) is as defined in (3.1). Furthermore, the constant (N−2−α)
2
4 is sharp in the obvious sense.
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Now we will develop weighted Rellich type inequality with Hardy type remainder terms which
is an analogous result of [8, Theorem 5.2]. Before going into detail first recall another important
lemma.
Lemma 3.1. For all u ∈ C∞c (H
N ), there holds ∆r(u
2) = 2u(∆ru) + 2|∇ru|
2.
Proof. This follows from it’s own definition and by simple calculation
∆r(u
2) =
∂2u2
∂r2
+ (N − 1)(coth r)
∂u2
∂r
= 2
∂
∂r
(
u
∂u
∂r
)
+ 2(N − 1)(coth r)
∂u
∂r
u
= 2u
∂2u
∂r2
+ 2
(∂u
∂r
)2
+ 2u(N − 1)(coth r)
∂u
∂r
= 2u(∆ru) + 2|∇ru|
2.

Exploiting Lemma 3.1 and Theorem 3.1, we state a weighted Rellich inequality.
Theorem 3.2. Let α be a positive number and N > max{α+2, 2α−3}. For all u ∈ C∞c (H
N \{o}),
there holds∫
HN
|∆ru|
2
rα−2
dvHN ≥
(N − 2− α)2(N − 2 + α)2
16
∫
HN
u2
rα+2
dvHN(3.3)
+
(N − 2− α)(N − 2 + α)(N − 1)
4
∫
HN
u2
rα
dvHN
+
(N − 1)(N − 3− 2α)(N − 2− α)(N − 2 + α)
8
∫
HN
g(r)
u2
rα
dvHN ,
where g(r) is as defined in (3.1). Moreover, the constant (N−2−α)
2(N−2+α)2
16 is sharp in the obvious
sense.
Proof. This proof mainly relies on the inequality (3.1). Notice that, whenever α > 0, there holds
−∆r
1
rα
= −∆HN
1
rα
≥
α(N − 2− α)
rα+2
for r > 0.
First we multiply above by u2 and after that performing by parts formula, Lemma 3.1 and Young’s
inequalty with ǫ > 0, we deduce∫
HN
|∆ru|
2
rα−2
dvHN ≥ 2ǫ
∫
HN
|∇ru|
2
rα
dvHN +
[
ǫα(N − 2− α)− ǫ2
] ∫
HN
u2
rα+2
dvHN
≥
[
ǫα(N − 2− α)− ǫ2 + ǫ
(N − 2− α)2
2
] ∫
HN
u2
rα+2
dvHN + ǫ(N − 1)
∫
HN
u2
rα
dvHN
+ ǫ
(N − 1)(N − 3− 2α)
2
∫
HN
g(r)
u2
rα
dvHN .
Now the coefficient in front of
∫
HN
u2/rα+2dvHN will be maximum when ǫ =
(N−2−α)(N−2+α)
4 and
substituting this we obtain our required result. Optimality issue of the constant (N−2−α)
2(N−2+α)2
16
was already tackled in [33, Thorem 4.3]. 
Remark 3.2. Exploiting [9, Lemma 6.1] in (3.3) we can deduce another version of weighted Rellich
inequality with Hardy type remainder terms. Also it is important to notice that, (3.2) gives one more
version of immediate improvement of [33, Theorem 4.3] for the case p = 2.
Collecting the conditions in Theorem 3.2 and 2α ≤ N − 3, one has the following corollary:
Corollary 3.2. Let 0 ≤ 2α ≤ N − 3. Then for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∆ru|
2
rα−2
dvHN ≥
(N − 2− α)2(N − 2 + α)2
16
∫
HN
u2
rα+2
dvHN(3.4)
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+
(N − 2− α)(N − 2 + α)(N − 1)
4
∫
HN
u2
rα
dvHN .
Moreover, the constant (N−2−α)
2(N−2+α)2
16 is sharp in the obvious sense.
In the rest of the part, we will construct more weighted Hardy and Rellich type inequalities in
terms of radial derivatives. Most of the ideas are taken from [37]. It is worth mentioning that, here
we will only discuss the results for the case p = 2 but one can verify that, same things hold true in
the case of Lp Hardy inequality on HN , with p ≥ 2. First, we describe an important lemma below.
Lemma 3.2. Let N ≥ 3. For all u ∈ C∞c (H
N \ {o}), there holds∫
HN
r2−N |u|2 dvHN ≤ 4
∫
HN
r2−N |∇ru|
2 dvHN .(3.5)
Proof. First observe that
[r2−N (sinh r)N−1]
′
[r2−N (sinh r)N−1]
=
1
r
+ (N − 1)
[
coth r −
1
r
]
≥ 1.
Exploiting by parts formula and Ho¨lder inequality into above, we derive∫
HN
r2−N |u|2 dvHN =
∫
SN−1
∫ ∞
0
r2−N (sinh r)N−1|u|2 dr dσ
≤
∫
SN−1
∫ ∞
0
[r2−N (sinh r)N−1]
′
|u|2 dr dσ = −2
∫
SN−1
∫ ∞
0
r2−N (sinh r)N−1u
∂u
∂r
dr dσ
≤ 2
(∫
SN−1
∫ ∞
0
r2−N (sinh r)N−1|u|2 dr dσ
)1/2(∫
SN−1
∫ ∞
0
r2−N (sinh r)N−1|∇ru|
2 dr dσ
)1/2
.
Finally shifting in the original coordinate we get the desired result. 
Let us define the quantity
µr(H
N) = inf
u∈C∞c (H
N\{o})\{0}
∫
HN
r2−N |∇ru|
2 dvHN∫
HN
r2−N |u|2 dvHN
.
In turn of Lemma 3.2, we deduce µr(H
N ) ≥ 1/4. In fact better estimate of µr(H
N ) holds true.
Lemma 3.3. Let N ≥ 3. Then there holds µr(H
N ) ≥ N−14 .
Proof. Start with the function u =
(
2 cosh2(r/2))(1−N)/2v. After going along with the exactly same
estimate in [37, Theorem 5.2], we will deduce the result. Taking the advantage of radial function
ζ(r) =
(
2 cosh2(r/2))(1−N)/2 and exploiting Lemma 2.1, we will arrive at the same conclusion. 
Now we are ready to establish the analogous version of [37, Theorem 4.2] and due to Gauss’s
Lemma, the following theorem comes out as a stronger version of it.
Theorem 3.3. Let 0 ≤ α < N − 2 with N ≥ 3. Then for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∇ru|
2
rα
dvHN ≥
(N − 2− α)2
4
∫
HN
u2
rα+2
dvHN +
(N − 1)
4
∫
HN
u2
rα
dvHN ,(3.6)
where the constant (N−2−α)
2
4 is sharp in the obvious sense.
Proof. Start with the substitution u = r(2+α−N)/2v and from a simple calculation, we have that
|∇ru|
2 =
(
2 + α−N
2
)2(
u
r
)2
+ r2+α−N |∇rv|
2 + 2
(
2 + α−N
2
)
r1+α−Nv
∂v
∂r
.
Before performing integration, first multiply above by 1/rα and we obtain∫
HN
|∇ru|
2
rα
dvHN =
(
N − 2− α
2
)2 ∫
HN
u2
rα+2
dvHN +
∫
HN
r2−N |∇rv|
2 dvHN
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− (N − α− 2)
∫
HN
r1−Nv
∂v
∂r
dvHN .
Transfering into polar coordinate and using by parts rule, we deduce
−(N − α− 2)
∫
HN
r1−Nv
∂v
∂r
dvHN =
(N − α− 2)(N − 1)
2
∫
HN
r1−Nv2
[
coth r −
1
r
]
dvHN .
Exploiting taylor series expansion near origin for 0 < r ≤ 1, we deduce (coth r − 1r ) ≥
r
3 sinh r . By
this information along with the Lemma 3.3 and getting back into the form of u, we derive∫
HN
|∇ru|
2
rα
dvHN ≥
(
N − 2− α
2
)2 ∫
HN
u2
rα+2
dvHN
+
(N − 1)
4
∫
HN
u2
rα
dvHN +
(N − α− 2)(N − 1)
6 sinh 1
∫
B(o;1)
u2
rα
dvHN .
In the end, non-negativity of the last term immdiately gives (3.3). 
Taking Theorem 3.3 as weighted Hardy inequality and adopting the similar technique exploited
in Theorem 3.2, one has the following version of weighted Rellich inequality.
Corollary 3.3. Let 0 ≤ α < N − 2 with N ≥ 3. Then for all u ∈ C∞c (H
N \ {o}) there holds∫
HN
|∆ru|
2
rα−2
dvHN ≥
(N − 2− α)2(N − 2 + α)2
16
∫
HN
u2
rα+2
dvHN(3.7)
+
(N − 2− α)(N − 2 + α)(N − 1)
8
∫
HN
u2
rα
dvHN .
Moreover, the constant (N−2−α)
2(N−2+α)2
16 is sharp in the obvious sense.
Observing into both the weighted Rellich inequalities (3.4) and (3.7), one can wonder, whether
more better improvement possible near origin, precisely can we add one more Hardy type remainder
term namely,
∫
HN
u2/rα−2 dvHN . To give affirmative answer of this question, first we develop the
following lemma.
Lemma 3.4. Let u ∈ C∞c (H
N \ {o}). Then there holds∫
HN
r−α|∆ru+
(N + α)(N − α− 4)
4
u
r2
|2 dvHN ≤
∫
HN
|∆ru|
2
rα
dvHN
−
(N + α)(N − α− 4)
2
∫
HN
|∇ru|
2
rα+2
dvHN +
(N + α)(N − 3α− 8)(N − α− 4)2
16
∫
HN
u2
rα+4
dvHN .
Proof. Exploiting (coth r) ≥ 1/r, we deduce
∆r(r
−α−2) ≤ (α+ 2)(α+ 4−N)r−α−4.
Applying by parts formula and Lemma 3.1, in the above inequality, we infer∫
HN
u∆ru
rα+2
dvHN ≤ −
(α+ 2)(N − α− 4)
2
∫
HN
u2
rα+4
dvHN −
∫
HN
|∇ru|
2
rα+2
dvHN .(3.8)
Finally, the conclusion comes by noting that∫
HN
r−α|∆ru+
(N + α)(N − α− 4)
4
u
r2
|2 dvHN =
∫
HN
|∆ru|
2
rα
dvHN
+
(N + α)2(N − α− 4)2
16
∫
HN
u2
rα+4
dvHN +
(N + α)(N − α− 4)
2
∫
HN
u∆ru
rα+2
dvHN .

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Now using Lemma 3.4 and weighted Hardy inequality (3.6), we obtain the following weighted
Rellich type inequality. Also note that, exploiting [9, Lemma 6.1], this version will become stronger
than [37, Theorem 4.4] and will give a quick improvement of [33, Theorem 4.3], for the case p = 2.
Theorem 3.4. Let 0 ≤ α < N − 4. Then for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∆ru|
2
rα
dvHN ≥
(N + α)2(N − 4− α)2
16
∫
HN
u2
rα+4
dvHN(3.9)
+
(N − 1)(N − 2− α)(N − 2 + α)
8
∫
HN
u2
rα+2
dvHN +
(N − 1)2
16
∫
HN
u2
rα
dvHN .
Moreover, the constant (N+α)
2(N−4−α)2
16 is sharp in the obvious sense.
Proof. Replacing the index α by α− 2 in (3.8) and then substituting (3.6) into it, we deduce
(α+ 1)
∫
HN
u2
rα+2
dvHN +
(N − 1)
4
∫
HN
u2
rα
dvHN ≤
∫
HN
u
rα
[
−∆ru−
(N + α)(N − α− 4)
4
u
r2
]
dvHN .
Now we estimate the last term by Young’s inequality with ǫ > 0 and taking a =
∣∣ u
rα/2
∣∣ and
b =
∣∣r−α/2[−∆ru− (N+α)(N−α−4)4 ur2 ]∣∣, we obtain
2ǫ(α+ 1)
∫
HN
u2
rα+2
dvHN +
ǫ(N − 1− 2ǫ)
2
∫
HN
u2
rα
dvHN
≤
∫
HN
r−α|∆ru+
(N + α)(N − α− 4)
4
u
r2
|2 dvHN .
Next we exploit the information that, function f(ǫ) = ǫ(N − 1 − 2ǫ)/2 attains maximum when
ǫ = (N − 1)/4. Finally, applying Lemma 3.4 and Theorem 3.3, in the form of changed index α by
α+ 2, we achieve our desired result. 
Corollary 3.1 and Lemma 3.4 yield a stronger version of weighted Rellich inequality than (3.9).
Corollary 3.4. Let 0 ≤ 2α ≤ N − 7. Then for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∆ru|
2
rα
dvHN ≥
(N + α)2(N − 4− α)2
16
∫
HN
u2
rα+4
dvHN(3.10)
+
(N − 1)(N − 2− α)(N − 2 + α)
4
∫
HN
u2
rα+2
dvHN +
(N − 1)2
4
∫
HN
u2
rα
dvHN .
Moreover, the constant (N+α)
2(N−4−α)2
16 is sharp in the obvious sense.
Remark 3.3. If we compare both the weighted Hardy inequalities in Corollary 3.1 and Theorem
3.3, one can observe that coefficient in front of
∫
HN
u2/rα dvHN in the equation (3.2) is better than
(3.6). But it’s also important to notice that, (3.2) demands larger dimension restriction than (3.6).
Analogous observation also holds true for the case of weighted Rellich inequalities in Corollary 3.4 and
Theorem 3.4. Moreover, for both the cases we are getting one instance, where µr(H
N) > (N − 1)/4
is possible.
Iterating inequality (3.9), we obtain the following improved weighted Rellich inequality on higher
order radial derivation on HN and this result will be used many times in the last part of the article.
Lemma 3.5. Let β be a positive integer, which satisfy 0 ≤ α < N − 4β. Then there exist positive
constants Ξjα,β, for j = 0 to 2β, such that for all u ∈ C
∞
c (H
N \ {o}), there holds
∫
HN
(∆βru)
2
rα
dvHN ≥
2β∑
j=0
Ξjα,β
∫
HN
u2
rα+4β−2j
dvHN .(3.11)
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Moreover, the coefficient corresponding to the leading terms namely Ξ0α,β and Ξ
2β
α,β, for r → 0 and
r →∞ respectively, can be explicitly given by as follows
Ξ0α,β =
β−1∏
j=0
(N + (α+ 4j))2(N − (α+ 4j)− 4)2
16
and Ξ2βα,β =
(
N − 1
4
)2β
for β ≥ 1 and α ≥ 0.
Finally after iterating (3.10), we deduce the following result but with a different initial condition.
Lemma 3.6. Let β be a positive integer, which satisfy 0 ≤ 2α ≤ N − 8β + 1. Then there exist
positive constants ζjα,β, for j = 0 to 2β, such that for all u ∈ C
∞
c (H
N \ {o}), there holds∫
HN
(∆βru)
2
rα
dvHN ≥
2β∑
j=0
ζjα,β
∫
HN
u2
rα+4β−2j
dvHN ,(3.12)
where ζ0α,β = Ξ
0
α,β and ζ
2β
α,β = 4
β Ξ2βα,β , for β ≥ 1 and α ≥ 0.
In the rest of the article for notational convention we will be assuming Ξ0n,0 = 1 and ζ
0
n,0 = 1, for
every integer n. Also we will assume
∑n
j=m = 0 and
∏n
j=m = 1, whenever integers satisfy n < m.
4. Improvement of Higher order radial Poincare´ Inequality
This section is devoted to the proof of (1.8). In the same spirit to explore further in l.h.s. of (1.5),
exploiting (3.6) for the case of α = 2 into it, we deduce with a different constant than [6, Theorem
2.1] that, for all u ∈ C∞c (H
N \ {o}) and N ≥ 5, there holds,
∫
HN
|∆ru|
2 dvHN −
(
N − 1
2
)2 ∫
HN
|∇ru|
2 dvHN ≥
(N − 4)2
16
∫
HN
u2
r4
dvHN +
(N − 1)
16
∫
HN
u2
r2
dvHN .
(4.1)
Furthermore, using (1.4) in (4.1), we obtain for all u ∈ C∞c (H
N \ {o}) with N ≥ 5 there holds
∫
HN
|∆ru|
2 dvHN −
(
N − 1
2
)4 ∫
HN
u2 dvHN ≥
(N − 4)2
16
∫
HN
u2
r4
dvHN +
N(N − 1)
16
∫
HN
u2
r2
dvHN .
(4.2)
Indeed, all these lower order improvements can be lifted into the general higher order indices
scenario. In particular, applying these lower order indices results and induction we will approach
towards the development of the result (1.8). In the coming part, we will mainly rely on the Lemma
3.5 and Lemma 3.6. We divide this section into a couple of subsections to cover up all the possible
higher order indices k, l and side by side we will explicitly calculate the coefficients corresponding
to the asymptotic terms r → 0 and r →∞ also.
4.1. General integer k and l = 0. This part is divided into two steps based on the situation k is
odd or even. First we state the results and after that we will give the details of the proof.
Theorem 4.1. Let k be a positive integer and N > 2k. Then there exist k positive constants Cik,0
such that the following inequality holds
(4.3)
∫
HN
|∇kru|
2 dvHN −
(
N − 1
2
)2k ∫
HN
u2 dvHN ≥
k∑
i=1
Cik,0
∫
HN
u2
r2i
dvHN ,
for all u ∈ C∞c (H
N \ {o}). Moreover, the leading terms are explicitly given by
Ckk,0 =


(
N − 4
22m
)2 m−1∏
j=1
(N + 4j)2(N − 4j − 4)2 if k = 2m,
1
24m+2
m∏
j=1
(N + 4j − 2)2(N − 4j − 2)2 if k = 2m+ 1,
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and
C1k,0 =


N(N − 1)
24m
m∑
j=1
(N − 1)4m−2j−2 if k = 2m,
N(N − 1)
24m+2
m∑
j=1
(N − 1)2m+2j−2 +
(N − 1)2m
24m+2
if k = 2m+ 1.
Proof. Suppose k = 2m even, we will apply induction m. For the basic step we already have the
result in (4.2). Now assume it holds true for the case k = 2m − 2 ≥ 2, which describes that for
N > 4m− 4, there holds∫
HN
(∆m−1r u)
2 dvHN −
(
N − 1
2
)4m−4 ∫
HN
u2 dvHN ≥
N(N − 1)
24m−4
m−1∑
j=1
(N − 1)4m−2j−6
∫
HN
u2
r2
dvHN
+
2m−3∑
i=2
Ci2m−2,0
∫
HN
u2
r2i
dvHN +
(
N − 4
22m−2
)2 m−2∏
j=1
(N + 4j)2(N − 4j − 4)2
∫
HN
u2
r4m−4
dvHN .
Next we will establish the inductive step and so starting with N > 4m, exploiting induction
hypothesis above, (4.2) and (3.11), we deduce∫
HN
|∆mr u|
2 dvHN =
∫
HN
|∆m−1r (∆ru)|
2 dvHN ≥
(
N − 1
2
)4m−4 ∫
HN
(∆ru)
2 dvHN
+
2m−3∑
i=2
Ci2m−2,0
∫
HN
(∆ru)
2
r2i
dvHN +
N(N − 1)
24m−4
m−1∑
j=1
(N − 1)4m−2j−6
∫
HN
(∆ru)
2
r2
dvHN
+
(
N − 4
22m−2
)2 m−2∏
j=1
(N + 4j)2(N − 4j − 4)2
∫
HN
(∆ru)
2
r4m−4
dvHN
≥
(
N − 1
2
)4m−4[(
N − 1
2
)4 ∫
HN
u2 dvHN +
(N − 4)2
16
∫
HN
u2
r4
dvHN +
N(N − 1)
16
∫
HN
u2
r2
dvHN
]
+
2m−3∑
i=2
Ci2m−2,0
∫
HN
(∆ru)
2
r2i
dvHN +
N(N − 1)
24m−4
m−1∑
j=1
(N − 1)4m−2j−6
[ 2∑
γ=0
Ξγ2,1
∫
HN
u2
r6−2γ
dvHN
]
+
(
N − 4
22m−2
)2 m−2∏
j=1
(N + 4j)2(N − 4j − 4)2
[ 2∑
γ=0
Ξγ4m−4,1
∫
HN
u2
r4m−2γ
dvHN
]
=
(
N − 1
2
)4m ∫
HN
u2 dvHN +
2m∑
i=1
Ci2m,0
∫
HN
u2
r2i
dvHN .
Substituting the value of Ξ22,1 and in the end changing index from j to j − 1, we obtain
C12m,0 =
N(N − 1)
16
(
N − 1
2
)4m−4
+
N(N − 1)
24m−4
m−1∑
j=1
(N − 1)4m−2j−6 Ξ22,1
=
N(N − 1)
24m
m−1∑
j=0
(N − 1)4m−2j−4 =
N(N − 1)
24m
m∑
j=1
(N − 1)4m−2j−2
and finally arranging the terms after pulugging in the value of Ξ04m−4,1, we deduce
C2m2m,0 =
(
N − 4
22m−2
)2 m−2∏
j=1
(N + 4j)2(N − 4j − 4)2 Ξ04m−4,1 =
(
N − 4
22m
)2 m−1∏
j=1
(N + 4j)2(N − 4j − 4)2.
This gives that inequality holds for k = 2m and completes the induction.
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Next we turn to the case k = 2m+1 odd with the same idea to argue by induction on m. Notice,
if m = 0, (4.3) follows directly from (1.4) with C11,0 = 1/4. Next in a similar manner, assuming
result is true for k = 2m− 1 ≥ 1, we can extend it for the case k = 2m+ 1, by applying Lemma 3.5
and (4.2) suitably. For the brefity we are skipping the details. 
Remark 4.1. Using Corollary 3.1 for α = 2 in (1.5) we deduce that for u ∈ C∞c (H
N \ {o}), with
N ≥ 7 there holds
∫
HN
|∆ru|
2 dvHN −
(
N − 1
2
)2 ∫
HN
|∇ru|
2 dvHN ≥
(N − 4)2
16
∫
HN
u2
r4
dvHN +
(N − 1)
8
∫
HN
u2
r2
dvHN .
(4.4)
Remark 4.2. Exploiting (1.4) in the above inequality (4.4), we deduce for all u ∈ C∞c (H
N \ {o}),
with N ≥ 7 there holds
∫
HN
|∆ru|
2 dvHN −
(
N − 1
2
)4 ∫
HN
u2 dvHN ≥
(N − 4)2
16
∫
HN
u2
r4
dvHN +
(N2 − 1)
16
∫
HN
u2
r2
dvHN .
(4.5)
If we compare (4.4) and (4.5) with the inequalities (4.1) and (4.2) respectively, then it is easy
to observe that inequalities in the first case perform better when r approaching towards zero. In
particular, this creates another interesting fact that if we compare (4.5), after applying [9, Lemma
6.1] suitably, with [9, Theorem 2.3] in the manifold M = HN with N ≥ 7, then the constant appearing
in front of the Hardy term 1r2 can be larger than
(N−1)2
16 as proved in [9], keeping the constant in
front of Rellich term unchanged. Also, we notice that unfortunately in both cases finding the best
possible constant is still an open question.
If we use above inequality (4.5), Lemma 3.6 and (1.4), then we will be obtaining the following
corollary, where the constants are larger than (4.3) but demand more dimensional restriction.
Corollary 4.1. Let k be a positive integer and N ≥ 4k − 1. Then there exist k positive constants
Dik,0 such that the following inequality holds
(4.6)
∫
HN
|∇kru|
2 dvHN −
(
N − 1
2
)2k ∫
HN
u2 dvHN ≥
k∑
i=1
Dik,0
∫
HN
u2
r2i
dvHN ,
for all u ∈ C∞c (H
N \ {o}). Moreover, the leading terms are given by Dkk,0 = C
k
k,0 and
D1k,0 =


(N2 − 1)
16
m∑
j=1
(
N − 1
2
)4m−2j−2
if k = 2m,
(N2 − 1)
m∑
j=1
(N − 1)2m+2j−2
22m+2j+2
+
(N − 1)2m
22m+2
if k = 2m+ 1.
4.2. General case k = 2m even and l = 2h even.
Theorem 4.2. Let k = 2m > l = 2h ≥ 0 be integers and N > 2k. Then there exist k positive
constants Cik,l such that for all u ∈ C
∞
c (H
N \ {o}), there holds
(4.7)
∫
HN
(∆mr u)
2 dvHN −
(
N − 1
2
)4(m−h) ∫
HN
(∆hru)
2 dvHN ≥
k∑
i=1
Cik,l
∫
HN
u2
r2i
dvHN ,
where Ckk,l = C
k−l
k−l,0 Ξ
0
2(k−l),l/2 and C
1
k,l = C
1
k−l,0 Ξ
l
2,l/2.
Proof. By applying first (4.3) with k = 2(m− h), then (3.5) with α = 2i and β = h, we deduce∫
HN
(∆mr u)
2 dvHN =
∫
HN
(∆m−hr (∆
h
ru))
2 dvHN
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≥
(
N − 1
2
)4(m−h) ∫
HN
(∆hru)
2 dvHN +
2(m−h)∑
i=1
Ci2(m−h),0
∫
HN
(∆hru)
2
r2i
dvHN
≥
(
N − 1
2
)4(m−h) ∫
HN
(∆hru)
2 dvHN +
2(m−h)∑
i=1
Ci2(m−h),0
[ 2h∑
j=0
Ξj2i,h
∫
HN
u2
r2i+4h−2j
dvHN
]
=
(
N − 1
2
)4(m−h) ∫
HN
(∆hru)
2 dvHN +
2m∑
i=1
Ci2m,2h
∫
HN
u2
r2i
dvHN
with C12m,2h = C
1
2(m−h),0 Ξ
2h
2,h and C
2m
2m,2h = C
2(m−h)
2(m−h),0 Ξ
0
4(m−h),h. 
4.3. General case k = 2m+ 1 odd and l = 2h even.
Theorem 4.3. Let k = 2m+ 1 > l = 2h ≥ 0 be integers and N > 2k. Then there exist k positive
constants Cik,l such that for all u ∈ C
∞
c (H
N \ {o}), there holds
(4.8)
∫
HN
|∇r(∆
m
r u)|
2 dvHN −
(
N − 1
2
)4(m−h)+2 ∫
HN
(∆hru)
2 dvHN ≥
k∑
i=1
Cik,l
∫
HN
u2
r2i
dvHN ,
where Ckk,l = C
k−l
k−l,0 Ξ
0
2(k−l),l/2 and C
1
k,l = C
1
k−l,0 Ξ
l
2,l/2.
Proof. Exploiting (4.3) with k = 2(m− h) + 1 and Lemma 3.5 for α = 2i and β = h, we obtain∫
HN
|∇r(∆
m
r u)|
2 dvHN =
∫
HN
|∇2(m−h)+1r (∆
h
ru)|
2 dvHN
≥
(
N − 1
2
)4(m−h)+2 ∫
HN
(∆hru)
2 dvHN +
2(m−h)+1∑
i=1
Ci2(m−h)+1,0
∫
HN
(∆hru)
2
r2i
dvHN
≥
(
N − 1
2
)4(m−h)+2 ∫
HN
(∆hru)
2 dvHN +
2(m−h)+1∑
i=1
Ci2(m−h)+1,0
[ 2h∑
j=0
Ξj2i,h
∫
HN
u2
r2i+4h−2j
dvHN
]
=
(
N − 1
2
)4(m−h)+2 ∫
HN
(∆hru)
2 dvHN +
2m+1∑
i=1
Ci2m+1,2h
∫
HN
u2
r2i
dvHN
with C2m+12m+1,2h = C
2(m−h)+1
2(m−h)+1,0 Ξ
0
4(m−h)+2,h and C
1
2m+1,2h = C
1
2(m−h)+1,0 Ξ
2h
2,h. 
4.4. General case k = 2m even and l = 2h+ 1 odd.
Theorem 4.4. Let k = 2m > l = 2h+ 1 ≥ 1 be integers and N > 2k. Then there exist k positive
constants Cik,l such that for all u ∈ C
∞
c (H
N \ {o}), there holds
(4.9)
∫
HN
(∆mr u)
2 dvHN −
(
N − 1
2
)4(m−h)−2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN ≥
k∑
i=1
Cik,l
∫
HN
u2
r2i
dvHN ,
where
C1k,l =


(N − 1)2k−2l−1
22k−2l+2
Ξl−12,(l−1)/2 + C
1
k−l−1,0 Ξ
l+1
2,(l+1)/2 if k = 2m, l = 2h+ 1 and m− h 6= 1,
(N − 1)
16
Ξl−12,(l−1)/2 if k = 2h+ 2 and l = 2h+ 1,
and
Ckk,l =


Ck−l−1k−l−1,0 Ξ
0
2(k−l−1),(l+1)/2 if k = 2m, l = 2h+ 1 and m− h 6= 1,
(N − 4)2
16
Ξ04,(l−1)/2 if k = 2h+ 2 and l = 2h+ 1.
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Proof. Let m − h 6= 1. By applying first (4.3) with k = 2(m − h − 1), then (4.1) and in the end
Lemma 3.5 with α = 2i, β = h+ 1 once and another time with α = 2, β = h, we obtain∫
HN
(∆mr u)
2 dvHN =
∫
HN
(∆m−h−1r (∆
h+1
r u))
2 dvHN
≥
(
N − 1
2
)4(m−h−1) ∫
HN
(∆h+1r u)
2 dvHN +
2m−2h−2∑
i=1
Ci2m−2h−2,0
∫
HN
(∆h+1r u)
2
r2i
dvHN
≥
(
N − 1
2
)4(m−h−1)[(
N − 1
2
)2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN +
(N − 4)2
16
∫
HN
(∆hru)
2
r4
dvHN
+
(N − 1)
16
∫
HN
(∆hru)
2
r2
dvHN
]
+
2m−2h−2∑
i=1
Ci2m−2h−2,0
[ 2h+2∑
j=0
Ξj2i,h+1
∫
HN
u2
r2i+4h+4−2j
dvHN
]
≥
(
N − 1
2
)4(m−h−1)[(
N − 1
2
)2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN +
(N − 4)2
16
∫
HN
(∆hru)
2
r4
dvHN
]
+
(N − 1)4(m−h)−3
24(m−h)
[ 2h∑
j=0
Ξj2,h
∫
HN
u2
r2+4h−2j
dvHN
]
+
2m−2h−2∑
i=1
Ci2m−2h−2,0
[ 2h+2∑
j=0
Ξj2i,h+1
∫
HN
u2
r2i+4h+4−2j
dvHN
]
=
(
N − 1
2
)4(m−h)−2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN +
2m∑
i=1
Ci2m,2h+1
∫
HN
u2
r2i
dvHN .
Furthermore, one can observe
C12m,2h+1 =
(N − 1)4(m−h)−3
24(m−h)
Ξ2h2,h + C
1
2m−2h−2,0 Ξ
2h+2
2,h+1 and C
2m
2m,2h+1 = C
2m−2h−2
2m−2h−2,0 Ξ
0
4m−4h−4,h+1
and this establishes the result.
If m− h = 1, then exploiting (4.1) and Lemma 3.5 with α = 4, β = h once and then α = 2, β = h,
(4.9) holds with proper constants and this concludes the proof. 
4.5. General case k = 2m+ 1 odd and l = 2h+ 1 odd.
Theorem 4.5. Let k = 2m+1 > l = 2h+1 ≥ 1 be integers and N > 2k. Then there exist k positive
constants Cik,l such that for all u ∈ C
∞
c (H
N \ {o}), there holds
(4.10)
∫
HN
|∇r(∆
m
r u)|
2 dvHN −
(
N − 1
2
)4(m−h)−2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN ≥
k∑
i=1
Cik,l
∫
HN
u2
r2i
dvHN ,
where Ckk,l =
1
4 Ξ
0
2,(k−1)/2 and
C1k,l =


1
4
Ξk−12,(k−1)/2 +
(N − 1)2
4
C1k−1,l if k = 2m+ 1, l = 2h+ 1 and m− h 6= 1,
(N − 1)3
26
Ξl−12,(l−1)/2 +
1
4
Ξl+12,(l+1)/2 if k = 2h+ 3 and l = 2h+ 1.
Proof. Assume m − h 6= 1. Exploiting first (1.4), then (4.9) for the index k = 2m, l = 2h + 1 and
finally Lemma 3.5 with α = 2, β = m, we have∫
HN
|∇r(∆
m
r u)|
2 dvHN ≥
(
N − 1
2
)2 ∫
HN
(∆mr u)
2 dvHN +
1
4
∫
HN
(∆mr u)
2
r2
dvHN
=
(
N − 1
2
)2[(
N − 1
2
)4(m−h)−2 ∫
HN
|∇r(∆
h
ru)|
2 dvHN
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+
2m∑
i=1
Ci2m,2h+1
∫
HN
u2
r2i
dvHN
]
+
1
4
2m∑
j=0
Ξj2,m
∫
HN
u2
r2+4m−2j
dvHN
=
(
N − 1
2
)4(m−h) ∫
HN
|∇r(∆
h
ru)|
2 dvHN +
2m+1∑
i=1
Ci2m+1,2h+1
∫
HN
u2
r2i
dvHN ,
where constants are represented by C2m+12m+1,2h+1 =
1
4 Ξ
0
2,m and C
1
2m+1,2h+1 =
1
4 Ξ
2m
2,m+
(N−1)2
4 C
1
2m,2h+1.
If m−h = 1, then using first (1.4), then inequality (4.1) and in the end applying Lemma 3.5 with
α = 2, β = h+ 1 first and then α = 2, β = h, we deduce the results. 
Making use of Lemma 3.6, Corollary 4.6 and improved inequalities for lower indices namely (1.4),
(4.4) and (4.5) with the preceding technique, we will be obtaining another version of (1.8). This
result gives a better constant but requires more dimension restriction. Without detailing the proof,
just by noting this result, we will finish this section.
Corollary 4.2. Let k > l be positive integers and N ≥ 4k− 1. There exist k positive constants such
that for all u ∈ C∞c (H
N \ {o}), there holds∫
HN
|∇kru|
2 dvHN −
(
N − 1
2
)2(k−l) ∫
HN
|∇lru|
2 dvHN ≥
k∑
j=1
Djk,l
∫
HN
u2
r2j
dvHN .(4.11)
Moreover, the leading terms for r → 0 and r →∞, namely Dkk,l and D
1
k,l are given by as follows
Dkk,l :=


Dk−lk−l,0 ζ
0
2(k−l),l/2 if l = 2h and k > l,
Dk−l−1k−l−1,0 ζ
0
2(k−l−1),(l+1)/2 if k = 2m, l = 2h+ 1 and m− h 6= 1,
(N − 4)2
16
ζ04,(l−1)/2 if k = 2h+ 2 and l = 2h+ 1,
1
4
ζ02,(l+1)/2 if k = 2m+ 1 and l = 2h+ 1,
and
D1k,l :=


D1k−l,0 ζ
l
2,l/2 if l = 2h and k > l,
(N − 1)2k−2l−1
22k−2l+1
ζl−12,(l−1)/2 +D
1
k−l−1,0 ζ
l+1
2,(l+1)/2 if k = 2m, l = 2h+ 1 and m− h 6= 1,
(N − 1)
8
ζl−12,(l−1)/2 if k = 2h+ 2 and l = 2h+ 1,
1
4
ζk−12,(k−1)/2 +
(N − 1)2
4
D1k−1,l if k = 2m+ 1, l = 2h+ 1 and m− h 6= 1,
(N − 1)3
25
ζl−12,(l−1)/2 +
1
4
ζl+12,(l+1)/2 if k = 2h+ 3 and l = 2h+ 1.
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