Abstract-Analysis of synchrophasor measurements using data mining tools, in pursuit of precise stability assessment, requires a sufficiently large training data set. Traditionally the process of learning the underlying power system behavioral patterns introduces a significant computational burden such that exhaustive simulations of all possible system operating conditions are necessary. Advancements in machine learning make it possible, in some cases, to reduce the amount of operating conditions that need to be analyzed without impacting the accuracy of stability assessment. By using a probabilistic learning tool in the described active learning scheme to interactively query operating conditions based on their importance, we show that significantly fewer data needs to be processed for accurate voltage stability and oscillatory stability estimation. Results show that the advantage of active learning is greater on more complicated power networks, where larger training data sets are involved.
I. INTRODUCTION
Traditional power system stability assessment relies on detailed system modeling and time domain simulations to estimate the stability condition of interest. While this approach is straightforward and accurate, as long as a precise system model and adequate measurements are used, it may introduce significant computational complexity, considering the large size of modern power systems.
The recently emphasized importance of real-time stability monitoring has led to applications based on data mining tools such as classification and regression trees [1] , artificial neural networks [2] , and support vector machines [3] . While such tools can be used to provide near real-time stability estimation of a power system, compared to time domain simulations, the large amount of operating conditions required for the training process is still a major obstacle to their online implementation. The occurrence of a fault event or system topology change, common in real time system operations, usually requires the data mining tools to be updated in order to reflect the evolving system configurations [1] .
In such situations, the re-training process may be an obstacle to seamless online stability monitoring.
In this paper we focus on reducing the computational burden of training data mining tools by applying a pool-based active learning methodology. This approach reduces the number of operating conditions that need to be generated via time domain simulations, and consequently considered during training, without impacting the stability assessment accuracy.
II. BACKGROUND
In this work two types of power system operational performance have been examined. Power system voltage stability deals with how far the system load demand is from the combined transmission and generation capability [4] , while oscillatory stability is related to whether the system damping torques are sufficient to bring the system back to a steady-state operating condition after a disturbance [5] . The data comes from phasor measurement units (PMUs).
Data mining tools have been previously applied in power systems to assess the transient stability [6] , system operational security [7] and system post-disturbance stability [8] ; often in cases where the computational complexity of detailed modeling may be alleviated by creating highly accurate but approximate predictors. In [1] and [9] the authors have used data mining tools to efficiently estimate the system voltage and oscillatory stability margins from system measurement data. In this work we explore a meta-learning scheme aimed at reducing the computational burden of training, easing the application of data mining-based stability assessment.
Active learning has often been applied in cases where labeled examples are time consuming to obtain [10] . Poolbased active learning has been explored in situations where it is necessary to have a human expert provide labels for data [11] and classification of large amounts of networked data [12] . This kind of active learning may be used to select the optimal subset from a pool of available PMU data for which to provide labels via time domain simulation, to be used for predictor training. A detailed and recent overview of the active learning literature is given in [10] . III. METHODOLOGY The task of power system stability assessment may be cast as a data mining classification problem [6] [7] [8] [9] . In this case a data mining tool is used to create a mapping from the synchrophasor measurements, in our case the positive sequence voltage magnitude and angle, and the positive sequence current magnitude and angle, into one of the predetermined stability states, or labels. The data are collected from PMUs installed at system substations, and synchronized using a satellite-based global positioning system (GPS).
The stability states are determined according to the value of the corresponding stability margin indicator. In the case of oscillatory stability the damping ratio (DR) of the critical oscillation mode may be used as the stability margin indicator, and two basic stability states can be defined as: "Stable" (with critical damping ratio, DR crit > 0) and "Unstable" (with DR crit < 0). Similarly, the voltage stability margin (VS margin ) may be defined using the continuation power flow (CPF) technique [13] . The MW-distance of the current system operating conditions (OC) from the critical voltage collapse point (usually the saddle-node bifurcation point) on the P-V curve is shown in Fig. 1 . Two voltage stability states have been defined as being "Stable" or "Alert" based on VS margin . In this work the voltage stability threshold is set at θ STB =30%, however value can be further adjusted according to the realtime operational needs. For simplicity of notation let us denote the synchrophasor measurements across a power system, including voltage magnitude and angle, and current magnitude and angle, characterizing the system in an OC i as
where P is the number of installed PMUs. In the case of voltage stability, for each system OC i let us label voltage stability y i = 1 if VS margin > 30% and −1 otherwise. Similarly, in the case of oscillatory stability let us label y i = 1 if the oscillatory stability state is stable (DR crit > 0) and −1 otherwise.
Gathering all measurements and their associated labels creates a labeled data set D L = {(x i , y i ,), i = 1 … N}, where N is the total number of system operating conditions considered. A data set D L that may be used to train a data mining tool for either voltage or oscillatory stability margin predictions is therefore produced through extensive time-domain simulation. Let us also introduce the notation D U for a pool of unlabeled measurements, consisting of OCs without their associated stability margin labels.
In our previous work, [1, 9] , we found that among the systematically generated OCs some are redundant and others are spurious. Spurious data can be considered outliers that should be removed from the training data set, for example by using techniques such as interquartile range measures [14] .
The proposed approach is initialized by assuming all the measured data points are unlabeled, in D U . We then apply the presented pool-based active learning methodology to incrementally select, label and include only points judged significant for learning into D L . The procedure is iterated until a desired accuracy threshold is reached, or the budget of data points that may be included in D L is expended.
In the case when labels are computed beforehand for all examples the presented pool-based methodology reduces only the computational costs associated with learning. When labels for all OCs are not pre-computed a substantial reduction in both time domain simulation and learning may be possible, since not all labels may need to be computed.
Our approach uses the probabilistic and generalization properties of artificial neural networks and support vector machines to decide which system states should be labeled and consulted during training, and which should not because they contain redundant information.
A. Artificial Neural Networks
Artificial neural networks (ANNs) are a biologically inspired mathematical model with significant applications in data mining. Feed-forward neural networks are composed of interconnected processing units, or neurons, each of which compute a simple transfer function, most commonly the logistic sigmoid, based on sum of their inputs, and produce an output, which may then be fed as the input into other neurons, until the output stage is reached. Therefore a neural network may be characterized by the number of neurons and connections between them.
In our case the network architecture is a directed acyclic graph having 4P input neurons and one output neuron, with a hidden layer of 10 neurons in between. Training is performed by adjusting the weight of connections between neurons until a close match between the inputs x i and the desired output, y i , is obtained through the network across all training examples i. When making a prediction the input is propagated through the network and a continuous output value is produced at the output neuron.
In traditional applications to classification tasks the output of ANNs is compared to a threshold in order to obtain a discrete prediction. For active learning, however, we will use the raw output as is typically seen in regression tasks because it can be used to provide a measure of uncertainty.
A specific property of feed-forward artificial neural networks using a logistic sigmoid transfer function is that this tool generalizes the entire possible input space even if only a few examples are available for training, and may falsely provide highly confident predictions for unseen examples which are very dissimilar to any observed data points.
B. Support Vector Machines
Support vector machines (SVMs) are mathematical models which, in their simplest form, solve a linearly separable binary classification problem by finding the maximum-margin hyperplane separating the two classes of points. More sophisticated SVM variants can make accurate predictions for non-linear problems, and are resilient to the presence of noise in data.
For the pool-based active learning methodology presented here the SVM is used in regression mode, as an implicit probabilistic classifier (see Active Learning Methodology), which may be assumed to provide the certainty of an example belonging to a class. There are several variants of SVMs distinguished by the kernel function that is employed to compute distance between data points. In our preliminary experiments we have obtained the most accurate results using the radial basis function (RBF) kernel. Unlike the logistic sigmoid based neural networks, a properly trained SVM using the RBF kernel does not provide confident predictions for points which are dissimilar to examples observed during training. For the following experiments the SVM is used as implemented in the LibSVM library [15] .
C. Active Learning Methodology
In active learning a probabilistic data mining tool is used to interactively query a source of information (or oracle) that is assumed to always be correct, but is expensive to use. In our work the oracle is time domain simulation of a power system. With pool-based active learning we assumed a large number of unlabeled measurements x i ∈ D U are available without their associated labels y i . In this work we have explored an active learning methodology based on uncertainty sampling by choosing to label those examples whose class probability is closest to 0.5. Computing the uncertainty a predictor has about an unseen example, based on the output of a trained ANN or SVM requires the scalar continuous output f(x i ) to be transformed into the probability of that example belonging to the positive class p(y i = 1|f(x i )). This can be accomplished by the transformation [16] ,
This function is monotonous and increasing for any value of B and of A < 0. Therefore we may conclude that the output of ANNs and SVMs can be implicitly interpreted as the class probability and used directly in active learning by considering predictions f(x i ) closer to 0 in absolute terms as more uncertain, or having p(y i = 1|f(x i )) closer to 0.5.
The proposed active learning procedure is initialized by asking the oracle to provide the labels for a small number of examples from D U , removing them from D U and including them and the associated labels into D L , which is initially empty. After learning on D L the tool makes a prediction on all examples for which labels have not yet been computed, D U , and finds those which have predictions closest to 0 in absolute terms. The following is the pseudo code for the active learning scheme.
PSEUDO-CODE FOR POOL-BASED ACTIVE LEARNING
1. Label and remove a small subset of examples from DU and place into DL 2. While stopping criteria is not met: a) Train classifier on DL b) Make predictions on DU c)
Choose a small subset of DU based on maximum uncertainty, remove them from DU, acquire labels for chosen examples from oracle and include them in DL IV. EXPERIMENTAL DESIGN Two IEEE test systems, namely the IEEE 3-machine 9-bus system [17] and the IEEE 10-machine 39-bus (New England) system [18] are used to evaluate the proposed approach.
In order to create a sufficiently large training data set, different OCs have been generated by systematically varying the system generation/shunt outputs, as well as the load demands. The commercial power system engineering software PSS/E [19] is used to perform load flow calculations, formulate linearized system models through numerical perturbation, and derive corresponding stability margins. MATLAB [20] and Python add-on scripts are developed to automate this process. The procedures for creating the training data set are illustrated in Fig. 2 . Additionally, to build a sufficiently large training data set, each generator, load, or shunt has been varied at least 6 times (u≥6) and the total variation is at least 40% of the base value (u C G/L/S %≥40%). The goal is to capture the most system stability behavior from the problem space.
Using the procedures shown in Fig. 2 , and by labeling different OCs with corresponding stability states described in Section III, the training data set generated for these two test systems is summarized in Table I . V. EXPERIMENTAL RESULTS Experiments have been conducted on the training data set shown in Table I to illustrate the performance improvement from the proposed scheme.
For the following experiments the same pool-based active learning methodology is used to train SVMs and ANNs. We performed experiments in batch-mode using 10 replications, randomizing order of the data each time, of the modified 2-fold cross validation to obtain the optimal parameters for SVM and ANN training, and show the most accurate results using the active learning scheme in all cases.
In the following figures each horizontal axis represents the number of OCs used for training, chosen either through active learning (full blue line) or random sampling (dashed red line), while the vertical axis represents the ratio of correctly classified examples. Because of the extreme class imbalance, due to the rarity of unstable OCs, we also present the results of the mean predictor (green dotted line) which always predicts the majority class, in our case the positive or stable class.
In each experiment four initial OCs were labeled by the oracle in order to start the procedure. Then, at each step we chose to label a single example from D U and include it in D L . Testing is then performed across the entire set of generated OCs in order to illustrate the generalization of the predictor; however this step is not necessary, or may not be possible, in real applications.
A. Support Vector Machine Experiments
Let us first consider the results on the 9-bus system and the problem of oscillatory stability assessment. From Fig. 3 Figure 3. Comparison of active learning and random sampling on the 9-bus system for the oscilatory stability classification task using SVM active learning outperforms random sampling immediately after initialization. Random sampling starts to outperform the mean predictor only after 50 examples have been labeled.
In Fig. 4 we show the comparison for the 9-bus voltage stability task, where active learning outperforms random sampling by a wider margin than in the case of OSM prediction. Figure 4 . Comparison of active learning and random sampling on the 9-bus system for the voltage stability classification task using SVM Next we will illustrate how the active learning approach performs on the 39-bus system oscillatory stability assessment using SVMs. From Fig. 5 the active learning approach significantly starts to outperform random sampling after 100 examples are labeled. 
B. Artificial Neural Network Experiments
Unlike the SVM, in many cases the ANN using a logistic sigmoid transfer function may provide very confident predictions for data points dissimilar to those observed during training. Because of the imbalance of classes the four points used to initialize the active learning training will often all be in the positive, or stable, class. These two reasons force the ANN to behave like a mean predictor, classifying the entire input space as the positive class with high confidence, until a negative example is included in D L , which may not happen until many examples are queried. To overcome this issue we included three positive and one negative class points in the initial D L . In the resulting figures this is reflected as poor performance when very few examples are included in D L . However, once enough points are included in DL the performance of ANN becomes closer to that of SVMs. In Fig. 7 we compare active learning to random sampling and the mean predictor when using ANNs on the oscillatory stability task using 9-bus system data. From Fig. 7 the active learning provides significant improvement when few examples are observed. Interestingly, random sampling provides better results when using ANN than SVM on this task after 250 points are included in D L .
The next result, in Fig. 8 , shows the accuracy comparisons of using ANNs on the voltage stability task for the 9-bus system data set. Again, after many labeled examples are included in D L the performance of random sampling becomes close to that of active learning. In Fig. 9 we show the 39-bus system oscillatory stability experiment results. Here, random sampling struggles to become more accurate than the mean classifier even when 300 points are included in D L . The ANN trained using active learning does not suffer in accuracy. Figure 9 . Comparison of active learning and random sampling on the 9-bus system for the voltage stability classification task using ANN Finally, in Fig. 10 we show the results of ANN using active learning and random sampling on the 39-bus system voltage stability classification task. Although initially in this case random sampling outperforms active learning, after 20 examples are included in DL the active learning trained ANN starts to outperform other methods. Again, random sampling struggles to outperform the mean predictor. In Table II we summarize the accuracy of predictors on the oscillatory stability tasks and in Table III we include accuracy on the voltage stability tasks after 300 points have been included in D L . VI. CONCLUSIONS The following conclusions were reached in this paper: A significant improvement in accuracy can be obtained from a reduced data set by using active learning to select a subset of data to learn from. In the case of an existing labeled data set the presented methodology can be used to filter out redundant data thus reducing the computational burden of training data mining tools.
When only a set of power system OCs is available without their associated stability states, and precise values of DR and VS margin must be obtained through time domain simulation, the proposed method may be used to select which OCs to query in order to create the most adequate data set to learn from. This may significantly reduce the complexity involved in time domain simulations.
The performance improvement observed on more complex power system tasks is greater than on simpler tasks. The experiments also show that for simpler tasks the used ANNs are less sensitive to data set selection than SVMs, as can be seen from the random sampling results in Tables II  and III . On more complex tasks, and in all examined cases employing active learning, higher accuracy can be obtained using SVMs.
We conclude that in the examined cases using active learning to pick which system OCs are simulated in the time domain, and afterwards used for training will lead to more accurate stability assessment, decrease the computational complexity, or both.
