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1 Liste des abréviations et des symboles
X : ensemble
d(., .) : métrique
k : constante de contraction
F : multifonction
e(., .) : excès de Hausdorf
D(., .) : distance de Hausdorf
p(., .) : métrique partielle
ps(., .) : métrique
pw(., .) : métrique
B : boule
BX : boule d’unité fermée
ep(., .) : excès partielle de Hausdorf
Dp(., .) : distance partielle de Hausdorf
UC : propriété UC
P : propriété P
PF :ensemble de meilleurs points de proximité
dom :domaine de définition
p− : p point
d− : d point
Fix : ensemble de points fixes
Gr : graphe
λ : valeur propre
[., .] : produit sous interne
(xn) : écriture allégée de la suite (xn)n∈N
ΠnXn : écriture allégée de Πn∈NXn
(xn) ∈ ΠnXn : (xn)n∈N est une suite dans X telle que xn ∈ Xn (∀n ∈ N)
ΠnXs(n) écriture allégée de Πn∈NXs(n) où s ∈ S
(xs(n)) ∈ ΠnXs(n) : (xs(n))n∈N est une suite dans X telle que xs(n) ∈ Xs(n)
(∀n ∈ N)
lim infXn := {x ∈ X : ∃(xn)n∈N ∈ ΠnXn, xn → x}
Résumé 
Les travaux de cette thèse portent sur l'existence de point fixe des fonctions. Dans un 
premier temps, nous établissons des résultats d'existence de  point fixe des 
multifonctions qui ne sont pas pseudo-contractantes et  non-dilatantes et satisfont une 
certaine condition de contraction asymptotique. Par la suite  nous donnons quelques 
résultats de points fixes et de meilleur point de proximité pour les multifonctions en 
espaces métriques partiels.  Nos résultats généralisent et complètent divers résultats 
connus. Quelques exemples sont également donnés pour illustrer les principaux 
résultats présentés. D'autre part,  nous obtenons un nouveau résultat sur l’existence 
d’un point fixe pour une classe de fonctions à valeurs définies satisfaisant une condition 
de contraction sur un espace métrique partiel, notre méthode s’appuie sur le principe 
variationnel d’Ekeland.  Et on a terminé par  un résultat de stabilité de point fixe qui 
donne une variante du théorème de Nadler. 
 
Mots clés : Point fixe,  point de proximité, point de coïncidence, espace métrique, 




The work of this thesis is the existence of fixed point functions. First, we establish 
results of fixed point existence  for multifunction that are not pseudo-contracting and 
no expansive and satisfy a certain asymptotic contraction condition. Subsequently we 
give some results of fixed points and best proximity point for multifunctional spaces 
partial metrics. Our results generalize and complete various results known. Some 
examples are also given to illustrate the main results presented. On the other hand, we 
obtain a new result on the existence of a fixed point for a class of functions with defined 
values satisfying a contraction condition on a partial metric space, our method is based 
on the variational principle of Ekeland. And we end up with a fixed point stability result 
that gives a variant of Nadler's theorem. 
Keywords:  fixed point,  proximity point,  coincidence point,  metric space, ordered 
space,  cone  space.  
صخلم 
 ةتباثلا طاقنلا  دوجو ةحورطلأا هذه لمع لوانتيلاودلل . ةفعاضم لاودلل ةتباث طاقن دوجو جئاتن  ىلع انلصحت ةيادبميقلا  هبش تسيل يتلا
ةنيعم براقم صلقت طورش يبلتو ةعسوتم ريغو  ةصلقتم .  لضفلأا براقتلا ةطقنو ةتباثلا طاقنلا ىلع  جئاتنلا ضعب يطعن قحلا تقو يف
 ةفعاضم لاودللميقلا  ةيئزجلا  ةيرتملا تاءاضفلا  يف .عت انجئاتنةفورعم ةفلتخم  جئاتنل لامكإو ميم . جئاتنلا حيضوتل ىطعت ةلثملأا ضعب
ةمدقملا ةيسيئرلا . ةفعاضم  لاودلا نم ةئفل ةتباث ةطقن دوجو صخت ةديدج ةجيتن ىلع انلصحت، ىرخأ ةيحان نمميقلا     يبلت ةددحم ميق تاذ
ةيئزج ةيرتم تاءاضف ىلع صلقتلا طرش .ملا أدبملا ىلع انتقيرط دمتعتدنلكلا ريغت . يطعت ةتباثلا ةطقنلا رارقتسا ةجيتنب فاطملا انب يهتنيو
رلادان ةجيتن نع ةفلتخم ةيرظن . 
:ةيحاتفم تاملك ةطقن ةتباث ، ةطقن بيرقت ، ةطقن ةفدص ، ءاضف يرتم ، ءاضف بترم ، ءاضف طورخم . 
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2 Introduction
la résolution de plusieurs problèmes mathématiques se ramène sou-
vent à la recherche de point fixe pour certaines fonctions non linéaires.
De plus, plusieurs problèmes intervenant en physique,dans des disciplines
aussi diverses que l’économie, la biologie, la physique, la mécanique, etc...
de nombreux phénomènes sont modélisables sous forme de problèmes
mathématiques. Cette mise en forme permet d’utiliser les ressources des
mathématiques appliquées : programmation mathématique, recherche de
points fixes. Lorigine de la théorie des points fixes est une méthode des
approximations successives utilisée pour prouver l’existence des solutions
d’équations diﬀérentielles introduites indépendamment par Liouville en
1837 et Picard en 1890. La théorie classique est le travail de Banach 1922
qui fournit une méthode constructive pour trouver les points fixes et le
principe de contraction de Banach d’une fonction contractante sur un
espace métrique complet pour assurer un point fixe unique forment une
base pour le développement important dans la théorie des points fixes
. Donc divers résultats relatives aux points fixes, aux points fixes com-
muns, aux points de coïncidence, etc. ont été étudié pour des fonctions
satisfaites diﬀérentes conditions contractives dans diﬀérents domaines.
Les descriptions des évolutions importantes dans cette période prouvent
l’existence des théorèmes du point fixe en utilisant des fonctions contrac-
tives plus généralisées que les fonctions contractives précédentes. Plus
des fonctions contractives généralisées ont été concues par Bianchini,
Caristi. Dans les années 1980 Sessa et Jungck ont introduit la notion
de la commutativité faible et les fonctions compatibles. Par la suite, un
de théorèmes du point fixe commun a été introduit par Sessa et Pant.
L’objectif de ce travail de thèse est de contribuer à l’amélioration des
résultats récemment obtenues par des généralisations des théorèmes de
point fixe dans le cas univoque et multivoque sur des espaces métriques
ordonnés et également essayer d’aﬀaiblir les hypothèses nécessaires d’
existence d’un point fixe ou un meilleur point de proximité.
Dans le premier chapitre, on rappelle quelques notions mathématiques
de base nécessaires sur les espaces métriques et les espaces mériques
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parciels. Aussi deux théorèmes d’existence de point fixe pour une multi-
fonction qui ne sont pas pseudo-contractantes sont établits.
Dans le deuxième chapitre nous donnons un théorème d’existence de
point fixe pour une multifonction de type (F + G)/2 où F et G sont
non-dilatantes et satisfont une certaine condition de contraction asymp-
totique. Des résultats antérieurs seront alors une conséquence immédiate.
Nous étudions des theorems de points fixes pour des multifonctions mon-
dilatantes verifiant certaines conditions asymptotiques. Cette étude a été
le sujet de nombreux travaux ([23], [41], [52], [72], [73], [75])pour une
fonction asymptotiquement contractive.
Dans le troisième chapitre, nous obtenons quelques résultats de points
fixes et de meilleur point de proximité pour les multifonctions en espaces
métriques partiels. Nos résultats généralisent et complètent divers resul-
tats connus. Quelques exemples sont également inclus pour illustrer les
principaux résultats présentés.
Dans le quatrième chapitre, nous donnons une nouvelle version du prin-
cipe variationnel dEkeland sur les éspaces métriques partiels. Nous avons
établi un résultat sur lexistence dun point fixe pour une classe généralisés
des contractions sur un espace métrique partiel.
Dans le cinquième chapitre, on donne un résultat de stabilité de point
fixe qui donne une variante du théorème de Nadler.
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Chapitre 1
Théorèmes du point fixe pour
des fonctions contractantes et
non pseudo-contractives
Dans ce chapitre, on donne les définitions préliminaires de certains
termes et et quelques théorèmes bien connus en rapport avec les contrac-
tions des fonctions sur un espace métrique. Aussi deux théorèmes d’exis-
tence de point fixe pour une multifonction de type (F + G)/2 où F et
G ne sont pas pseudo-contractantes sont établits .
1 Quelques définitions sur les espaces métriques
Définition 1.1 Un espace métrique (X, d) est un ensemble X muni
d’une fonction d : X × X −→ R+ appelée distance ou métrique, pos-
sédant les trois propriétés suivantes :
∀x, y ∈ X : d(x, y) ⩾ 0; d(x, y) = 0⇔ x = y.
∀x, y ∈ Xd(x, y) = d(y, x).
∀x, y, z ∈ Xd(x, z) ⩽ d(x, y) + d(y, z).
Définition 1.2 Soient (X, d) un espace métrique et d : X ×X −→ R+
une fonction, on dit que T est contractante s’il existe k ∈ (0, 1) tel que
pour tous x, y ∈ X d(T (x), T (y)) ≤ kd(x, y)
Définition 1.3 On dit que la suite (xn) dans l’espace métrique (X, d)
est de Cauchy si ∀ϵ > 0, ∃Nϵ > 0 tel que n,m > Nϵ ⇒ d(xn, xm) < ϵ.
7
Définition 1.4 L’espace métrique (X, d) est dit complet si toute suite
de Cauchy dans X est convergente.
Définition 1.5 Soient (X, d) est un espace métrique et T : X → X.
Alors T a un point fixe s’il existe x ∈ X tel que Tx = x. Le point x est
appelé point fixe de T.
Définition 1.6 Soient (X, d) un espace métrique complet et T, S : X →
X deux fonctions alors x ∈ X est appelé point de coincidence de T et
S, si Tx = Sx.
Définition 1.7 Un espace métrique(X, d) est complet, si toute suite de
Cauchy est convergente.
Théorème 1.1 Soient (X, d) un espace métrique complet et T : X → X
une fonction contractante. Alors F admet un unique point fixe x ∈ X.
On présente maintenant quelques définitions et propriétés sur les
multifonctions.
Définition 1.8 Soient (X, d) un espace métrique et T : X → 2X . Alors
T a un point fixe s’il existe x ∈ X tel que x ∈ Tx. Le point x est appelé
point fixe de T.
Définition 1.9 Soient (X, d) un espace métrique et CB(X) la famille
de tous les sous ensembles fermés et bornés de X. ∀A,B ∈ CB(X) on
définit
H(A,B) = max{supa∈Ad(a,B), supb∈Bd(b, A)}
où d(x,A) = inf{d(x, a), a ∈ A} est la distance entre le point a et
l’ensemble A et H est la métrique d’Pompeiu-Hausdorf dans CB(X)
induite par la métrique d.
Définition 1.10 (X, d) est un espace métrique et T : X → 2X . S’il
existe k ∈ [0, 1) pour x, y ∈ X tel que H(Tx, Ty) ⩽ kd(x, y). Alors la
multifonction T est contractante.
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2 Espaces métriques partiels
Définition 1.11 On dit que la fonction p : X × X → [0,+∞[ est une
métrique partielle sur X si les conditions suivantes sont satisfaites :
(a) p(x, x) = p(y, y) = p(x, y) si et seulement si x = y pour tous
x, y ∈ X,
(b) p(x, x) ≤ p(x, y) pour tous x, y ∈ X,
(c) p(x, y) = p(y, x) pour tous x, y ∈ X,
(d) p(x, z) ≤ p(x, y) + p(y, z)− p(y, y) pour tous x, y, z ∈ X.
Alors (X, p) est dite un espace métrique partiel.
Pour une métrique partielle p sur X, la fonction ps : X × X → R+
donnée par
ps(x, y) = 2P (x, y)− p(x, x)− p(y, y) (1.1)
et
pw(x, y) = p(x, y)−min{p(x, x), p(y, y)} (1.2)
sont des métriques sur X. Chaque métrique partielle p sur X engendre τp
est une T0 topologie sur X avec une base des familles d’ouvertes p-boules
Exemple 1.1 Un simple exemple d’un espace métrique partiel est la
paire (R+, p), où p : R+×R+ → R+ est définie par p(x, y) = max{x, y}.
Exemple 1.2 [62] Si X = {[a, b] : a, b ∈ R, a ≤ b}, alors p([a, b], [c, d]) =
max{b, d} −min{a, c} est une métrique partielle sur X.
Définition 1.12 [62]
(i) Une suite {xn} dans un espace métrique partiel (X, p) converge
vers x ∈ X si et seulement si p(x, x) = limn→∞ p(x, xn).
(ii) une suite {xn} dans un espace métrique partiel (X, p) est dite de
Cauchy si et seulement si limn,m→∞ p(xn, xm) existe (et finie).
(iii) un espace métrique partiel (X, p) est complet si toute suite de
Cauchy {xn} dans X converge vers un point x ∈ X tel que
p(x, x) = limn,m→∞ p(xn, xm).
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Lemme 1.1 [62]
(a1) Une suite {xn} est de Cauchy dans un espace métrique partiel
(X, p) si et seulement si {xn} est de Cauchy dans l’espace mé-
trique (X, ps).
(a2) Un espace métrique partiel (X, p) est complet si et seulement si
l’espace métrique (X, ps) est complet.
lim
n→∞
ps(x, xn) = 0⇔ p(x, x) = lim
n→∞





Soient (X, d) un espace métrique, A et B deux sous-ensemble de X.
On a par définition :
d(x,B) = inf
y∈B





d(x,B) si B ̸= ∅, e(A, ∅) = +∞ si A ̸= ∅, e(∅, B) = 0,
D(A,B) = max(e(A,B), e(B,A)).
Ici e(A,B) est l’excès de A sur B et D(A,B) est la distance de Pompeiu-
Hausdorf entre A et B.
Introduisons la notion de pseudo-lipschitziannité d’une multifonction
T : X ⇒ X relativement à un sous-ensemble non vide U de X.
Définition 1.13 La multifonction T est dite pseudo-lipschitzienne re-
lativement à U s’il existe κ ≥ 0 tel que pour tous x, x′ ∈ U
e(Tx ∩ U, Tx′) ≤ κd(x, x′).
Lorsque κ ∈ [0, 1), on dit que T pseudo-contractante relativement à U.
Si κ = 1, T est dite pseudo-nondilatante relativement à U.
Notons que lorsque U = X, on retrouve la définition classique de
multifonction lipschitzienne (resp. contractante) caractérisée par l’exis-
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tence d’un réel κ ≥ 0 (resp. κ ∈ [0, 1))
D(Tx, Ty) ≤ κd(x, y) ∀x, y ∈ X.
De même, si κ = 1, T est dite non-dilatante i.e.
L’existence de points fixes pour les multifonctions pseudo-contractante
est bien connue (voir [17], [31], [45], [74] ). Ce résultat d’existence a été
formulé initialement par Nadler [66, Theorem 5] pour une multifonction
contractante T : X ⇒ X à valeurs fermées, bornées et non vides ; l’hy-
pothèse de bornétude des valeurs est en fait inutile (voir , Covitz-Nadler
[26]).
Théorème 1.2 Soient (X, d) un espace métrique complet, T : X ⇒ X
une multifonction à valeurs fermées, non vides. On suppose que T est
pseudo-contractante relativement à une certaine boule ouverte B(x0, r0)
et r := (1 − κ)−1d(x0, Tx0) < r0 (κ étant la constante de contraction).
Alors l’ensemble de points fixes ΦT := {x ∈ X : x ∈ Tx} de T est non
vide et
d(x0,ΦT ∩B(x0, r0)) ≤ r.
4 Existence de point fixe pour les multifonctions
non pseudo-contractives
Soient (X, d) un espace métrique, A et B deux sous-ensemble de X.
On a par définition :
d(x,B) = inf
y∈B





d(x,B) si B ̸= ∅, e(A, ∅) = +∞ si A ̸= ∅, e(∅, B) = 0,
D(A,B) = max(e(A,B), e(B,A)).
Ici e(A,B) est l’excès de A sur B et D(A,B) est la distance de Pompeiu-
Hausdorﬀ entre A et B.
Introduisons la notion de pseudo-lipschitzienneté d’une multifonction
F : X ⇒ X relativement à un sous-ensemble non vide U de X.
11
Définition 1.14 La multifonction F est dite pseudo-lipschitzienne re-
lativement à U s’il existe θ ≥ 0 tel que pour tous x, x′ ∈ U
e(Fx ∩ U, Fx′) ≤ θd(x, x′).
Lorsque θ ∈ [0, 1), on dit que F pseudo-contractante relativement à U.
Si θ = 1, F est dite pseudo-nondilatante relativement à U.
Notons que lorsque U = X, on retrouve la définition classique de
multifonction lipschitzienne (resp. contractante) caractérisée par l’exiq-
tence d’un réel θ ≥ 0 (resp. θ ∈ [0, 1))
D(Fx, Fy) ≤ θd(x, y) ∀x, y ∈ X.
De même, si θ = 1, T est dite non-dilatante.
Dans la suite on prend U = B(x0, r) = {x, d(x0, x) ⩽ r}
4.1 Existence de point fixe
Théorème 1.3 Soient (X, d) un espace métrique complet, F : X ⇒
X une multifonction à valeurs fermées, non vides. On suppose que F
verifie : ∀x ∈ X ∩B(x0, r) ∃θ1, θ2 ∈ [0, 1) et y ∈ F (x) , tels que
θ1 + θ2 < 1, (1 − θ1)u ≤ θ2d(y, x) et u0 < (1 − θ1 − θ2)r avec u =
d(y, F (y)) et u0 = d(x0, F (x0))
Alors l’ensemble de points fixes ΦF := {x ∈ X : x ∈ F (x)} de F est
non vide et
d(x0,ΦF ∩B(x0, r)) ≤ u0
(1− θ1 − θ2) .
Démonstration. Considérons d(x0, F (x0)) < (1 − θ1 − θ2)r, on peut
trouver x1 = y ∈ F (x0) tel que d(x0, x1) < (1 − θ1 − θ2)r alors x1 ∈
B(x0, r).
-Si θ1 + θ2 = 0, puisque u1 = d(x1, F (x1)) = 0 on trouve x1 ∈ F (x1)
on prend la suite xn = x1 pour tout n ≥ 1.
-Si θ1 + θ2 ̸= 0, on construit une suite finie x1, ..., xn dans B(x0, r)
verifie xi ∈ F (xi−1) et d(xi, xi−1) ≤ (θ1+θ2)i−1u0 pour tous i = 1, 2, ..., n.
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Puisque xn ∈ F (xn−1) ∩B(x0, r) on a :
un = d(xn, F (xn))≤ (θ1 + θ2)d(xn, xn−1)
≤ (θ1 + θ2)nu0











≤ (1− (θ1 + θ2))−1u0
≤ r
et xn+1 ∈ B(x0, r), on a définit une suite de cauchy (xn) dans B(x0, r)




≤ (1− (θ1 + θ2))−1u0
≤ r
ceci donne x ∈ B(x0, r)
d’autre part, on a la suite un = d(xn, F (xn)) converge vers 0, il existe
une suite (zn)telque zn ∈ F (xn) et un = d(xn, zn) :






≤ lim inf d(xn, zn) = 0
(1.4)
D’où x ∈ ΦF et d(x, x0) ≤ r
1− (θ1 + θ2) .
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Théorème 1.4 Soient (X, d) un espace métrique complet, F : X ⇒
X une multifonction à valeurs fermées, non vides. On suppose que F
verifie : ∀x ∈ X ∩B(x0, r) ∃θ ∈ [0, 1) et y ∈ F (x) , tel que
u ≤ θd(y, x) et u0 < (1 − θ)r avec u = d(y, F (y)) et u0 = d(x0, F (x0))
Alors l’ensemble de points fixes ΦF := {x ∈ X : x ∈ F (x)} de F est non
vide et
d(x0,ΦF ∩B(x0, r)) ≤ u0
(1− θ) .
Démonstration. Considérons d(x0, F (x0)) < (1− θ)r, on peut trouver
x1 = y ∈ F (x0) tel que d(x0, x1) < (1− θ)r alors x1 ∈ B(x0, r).
-Si θ = 0, puisque u1 = d(x1, F (x1)) = 0 on trouve x1 ∈ F (x1) on
prend la suite xn = x1 pour tout n ≥ 1.
-Si θ ̸= 0, on construit une suite finie x1, ..., xn dans B(x0, r) verifie
xi ∈ F (xi−1) et d(xi, xi−1) ≤ θi−1u0 pour tous i = 1, 2, ..., n.
Puisque xn ∈ F (xn−1) ∩B(x0, r) on a :
un = d(xn, F (xn))≤ θd(xn, xn−1)
≤ θnu0











et xn+1 ∈ B(x0, r), on a définit une suite de cauchy (xn) dans B(x0, r)





ceci donne x ∈ B(x0, r)
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d’autre part, on a la suite un = d(xn, F (xn)) converge vers 0, il existe
une suite (zn)telleque zn ∈ F (xn) et un = d(xn, zn) :






≤ lim inf d(xn, zn) = 0
(1.5)
D’où x ∈ ΦF et d(x, x0) ≤ u0
1− θ .
Remarque 1.1 Dans le théorème 1.3 et 1.4 précédents la multifonction
F n’est pas nécessairement pseudo-θcontractante.
Exemple 1.3 Soient X = [0, 1] et d(x, y) = |x−y| on a (X, d) un espace
métrique complet, la multifonction F : X ⇒ X est définie par :
F (X) =

{0, 1}, x = 0
{1
2
x}, x ∈ (0, 1)
{1
2
, 1}, x = 1
Si on prend r = 1
2
,x0 = 0 ∈ X, pour x = 0 et x′ = 13 il est clair que F ne
verifie pas la condition du pseudo-θcontractante mais ∀x ∈ X ∩ B(0, 1
2
)
∃θ ∈ [0, 1) , y ∈ F (x) , u ∈ d(y, F (y)) et u0 = 0 = d(0, 0) tel que
u ≤ θd(y, x) et u0 < (1−θ)2 et on a : ΦF ∩B(x0, r) = {0}
Théorème 1.5 Soient (X, d) un espace métrique complet, F : X ⇒ X
une multifonction à valeurs fermées, non vides. On suppose que pour tous
r > 0 et x0 ∈ X, F verifie : ∀x ∈ X ∩ B(x0, r) ∃θ ∈ [0, 1) et y ∈ F (x) ,
tel que u ≤ θd(y, x) avec u = d(y, F (y)).





(1− θ)d(x, x0) + d(x, F (x))
(1− θ)r < 1 (1.6)
Démonstration. On prend x ∈ ΦF et d(x, x0) < r on a la condition 1.6
est necessaire.
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On peut choisir 0 < r et x1 ∈ B(x0, r) tel que
(1− θ)d(x1, x0) + d(x1, F (x1)) < (1− θ)r
on a :
d(x1, F (x1)) < (1− θ)(r − d(x1, x0))
on applique le théorème 1.4 en remplaçant x0 et r par x1 et r−d(x1, x0)
on obtient F a un point fixe dans X.
Théorème 1.6 Soient X un espace de Banach, F : X ⇒ X et G :
X ⇒ X deux multifonctions à valeurs fermées, non vides. On suppose
que F et G verifient :
∀x ∈ X ∩B(x0, r) ∃θ ∈ [0, 1) et y ∈ F (x) , tel que u ≤ θd(y, x)
∀x ∈ X ∩ B(x0, r) ∃θ′ ∈ [0, 1) et y′ ∈ G(x) , tel que u′ ≤ θ′d(y′, x)
et u0 < (1 − (θ + θ
′)
2





Alors l’ensemble de points fixes Φ(F+G)/2 :=
{




de (F +G)/2 est non vide et








r, on peut trouver x1 ∈ F +G
2
(x0) tel que ‖x1 − x0‖ < β alors
x1 ∈ B(x0, r).
-Si θ + θ′ = 0 on trouve x1 ∈ F +G
2
(x0) ∩B(x0, r) ⊂ F +G
2
(x1) on
prend la suite xn = x1 pour tout n ≥ 1.
-Si θ + θ′ ̸= 0, on construit une suite finie x1, ..., xn dans B(x0, r)
verifie xi ∈ F +G
2
(xi−1) et ‖xi − xi−1‖ ≤ β(θ + θ
′
2
)i−1 pour tous i =
1, 2, ..., n.
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Puisque xn ∈ F +G
2
(xn−1) ∩ B(x0, r) et pour tous yn ∈ F (xn) et











(‖xn − yn‖+ ‖xn − y′n‖)








aussi on peut trouver xn+1 ∈ F +G
2




















et xn+1 ∈ B(x0, r), on a définit une suite de cauchy (xn) dans B(x0, r)













(x))≤‖x− xn‖+ d(xn, F +G
2
(x)





(‖xn − f‖+ ‖xn − g‖)




on obtient alors x ∈ F +G
2
(x). D’où x ∈ Φ(F+G)/2 et ‖x − x0‖ ≤
β




Théorème 1.7 Soient X un espace de Banach, F : X ⇒ X et G :
X ⇒ X deux multifonctions à valeurs fermées, non vides.On suppose
que pour tous r > 0 et x0 ∈ X, les deux multifonctions F et G vérifient :
∀x ∈ X ∩B(x0, r) ∃θ ∈ [0, 1) et y ∈ F (x) , tel que u ≤ θd(y, x)
∀x ∈ X ∩ B(x0, r) ∃θ′ ∈ [0, 1) et y′ ∈ G(x) , tel que u′ ≤ θ′d(y′, x)
avec u = d(y, F (y)), u′ = d(y′, F (y′)). Alors (F + G)/2 a un point fixe





(1− θ + θ
′
2
)‖x− x0‖+ d(x, F +G
2
(x))





Démonstration. -On prend x ∈ Φ(F+G)/2 et ‖x − x0‖ < r on a la
condition 1.7 est necessaire.
-On peut choisir r > 0 et x1 ∈ B(x0, r) tel que
(1− θ + θ
′
2
)‖x1 − x0‖+ d(x1, F +G
2




on a F et G sont pseudo-θ contractante et pseudo-θ′contractante respec-
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on applique le théorème 1.7 en remplaçant x0 et r par x1 et r−‖x1−x0‖)
on trouve (F +G)/2 a un point fixe dans X.
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Chapitre 2




Nous donnons un théorème d’existence de point fixe pour une multi-
fonction de type (F+G)/2 où F et G sont non-dilatantes et satisfont une
certaine condition de contraction asymptotique. Des résultats antérieurs
seront alors une conséquence immédiate. Nous étudions des théorèmes
de points fixes pour des multifonctions non-dilatantes verifient certaines
conditions asymptotiques. Cette étude a été le sujet de nombreux tra-
vaux ([23], [41], [52], [72], [73], [75])pour une fonction asymptotiquement
contractive.
1 Point fixe pour les fonctions asymptotiquement
contractives
On commence par le résultat suivant sur les fonctions asymptotique-
ment contractives
Théorème 2.1 Soient X un espace de Banach réflexif et C un sous-
ensemble convexe fermé non vide. Soient f, g : C → C deux fonctions
non-dilatantes telles que I− f + g
2
soit demi-fermé. On suppose que pour
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‖x− x0‖ ) < 1. (2.1)
Alors la fonction h := f + g
2
admet un point fixe dans C.
Démonstration. Considérons une suite (tn)n∈N dans (0, 1) avec tn →
n→∞
1. Définissons la fonction φn : x ∈ C → φn(x) := tn(f + g
2
)(x) + (1 −
tn)x0 pour chaque n ∈ N. Comme f et g sont à valeurs dans C qui est
convexe alors φn(C) ⊂ C (∀n ∈ N). D’autre part, les fonctions étant
non-dilatantes alors
‖φn(x)− φn(x′)‖ ≤ tn‖x− x′‖ ∀n ∈ N.
Ainsi les fonctions φn sont tn-contractantes de C dans C. Le théorème
de Picard-Banach assure que chaque φn admet un unique point fixe
xn ∈ C. Remarquons que si la suite (xn) est bornée dans un espace de
Banach réflexif, elle admet une sous-suite (xn) convergente faiblement
vers un point x¯. Comme C est convexe fermé donc faiblement fermé
et on aura x¯ ∈ C. On conclut d’après l’hypothèse de fermeture que
0 ∈ (I − (f + g)/2)(x¯) i.e. (f + g
2
)(x¯) = x¯.
Pour finir la démonstration, il suﬃt de montrer que (xn) est bornée.
Supposons le contraire, il existe alors une sous-suite, notée (xn) telle que
‖xn‖ −→ ∞. D’après la condition (2.1), il existe α ∈ (0, 1) et ρ > 0 tels
que pour tout x ∈ C vérifiant ‖x‖ ≥ ρ on a
‖f(x)− f(x0)‖ ≤ α‖x− x0‖ et ‖g(x)− g(x0)‖ ≤ α‖x− x0‖.








((2α)‖xn − x0‖+ ‖f(x0)‖+ ‖g(x0)‖) + (1− tn)‖x0‖.
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Divisant par ‖xn‖, il vient
1 ≤ tn(α‖xn − x0‖‖xn‖ +
‖f(x0)‖+ ‖g(x0)‖
‖xn‖ ) + (1− tn)
‖x0‖
‖xn‖
1 ≤ tn(α(1 + ‖x0‖‖xn‖) +
‖f(x0)‖+ ‖g(x0)‖
‖xn‖ ) + (1− tn)
‖x0‖
‖xn‖ .
En passant à la limite, on en déduit que α ≥ 1 d’où la contradiction. La
démonstration est donc achevée.
Corollaire 2.1 [75] Sous les mêmes hypothèses et avec g = f, la fonc-
tion f admet au moins un point fixe dans C.
2 Point fixe pour les multifonctions asymptotique-
ment contractives
Notre but ici est d’obtenir une certain généraisation en utilisant la
notion (semi−) de multifonctions asymptotiquement contractives que
introduits au dessous . Pour commencer, on donne certaines notations et
conventions sur un espace vectoriel normé (X, ‖·‖), l’ouverture la boule
avec le centre x et le rayon r dans X est notée par B(x, r); la boule









d(x,D) if C ̸= ∅, e(∅, D) = 0,
d(C,D) = max(e(C,D), e(D,C)).
On rappele qu’une multifonction F : C → 2X est contractante (resp.
multifonction non-dilatante) dans C ⊂ X s’il existe θ ∈ [0, 1) tel que
pour tout x, x′ ∈ C, on a
F (x)⊂F (x′) + θ ‖x− x′‖BX , (2.3)
(resp. F (x)⊂F (x′) + ‖x− x′‖BX).
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notons que lorsque F (x) := {f(x)} , où f : C → X est une fonction ,
F est une fonction contractante avec un taux θ (resp. non-dilatantes )
sur C si et seulement si f est une fonction contractante avec un taux θ
(resp. non-dilatantes) fonction sur C : pour tous x, x′ ∈ C
‖f(x)− f(x′)‖≤ θ ‖x− x′‖
(resp. ‖f(x)− f(x′)‖≤‖x− x′‖ )
Le théorème d’existence de points fixes pour la multifonction contrac-
tive est bien connu (voir [66]).Plus généralement, une généralisation de
théorème de Picard-Banach sur les multifonctionss pseudo-contractives
est donné dans ([17], [31], [45, Lemme 1], [74, Prop. 2.5]). Rappelons ce
résultat :
Proposition 2.1 ([17], [45], [74]) Soient (X, d) un espace métrique
complet et F : X → 2X une multifonction avec valeurs non vides et
fermés. Supposons que F est pseudo-θ-contractive par rapport à une
boule B(x0, r0) pour quelque θ ∈ [0, 1) (i.e. e(F (x) ∩ B(x0, r0), F (x′)) ≤
θd(x, x′) pour x, x′ ∈ B(x0, r0)) et r := (1− θ)−1d(x0, F (x0)) < r0. Alos
l’ensemble des points fixes est défini sur FixF := {x ∈ X : x ∈ F (x)} de
F est non vide et
d(x0,FixF ∩B(x0, r0)) ≤ r. (2.4)
Dans ce paragraphe, la réflexivité des espaces de Banach et la pro-
priété de la demi-fermeture des multifonctions jouent un rôle important
pour avoir un résultat de points fixes . Rappelons que F : C → 2X est
dite demi-fermé si son graphe Gr(F ) est fermé séquentiellement dans le
produit de la topologie faible sur C avec la topologie de la norme sur un
espace de Banach X i.e.
((xn, yn))n ⊂ Gr(F ), (xn) ⇀ x, (yn)→ y =⇒ x ∈ C, y ∈ F (x)
où Gr(F ) := {(x, y) ∈ C ×X : y ∈ F (x)} .
Il est bien connu que si f : C → X est non-dilatante sur C a un sous-
ensemble fermé convexe d’un espace de Banach uniformément convexe
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X, alors I − f est demi-fermé ([75], [98, Proposition 10.9 p. 476]), où un
l’espace de Banach (X, ‖·‖) est uniformément convexe si et seulement si
tout ε ∈ ]0, 2] il existe δ(ε) ∈]0, 1] tel que pour tout x, y ∈ X, r > 0, on
a
[‖x‖ ≤ r, ‖y‖ ≤ r, ‖x− y‖ ≥ εr] =⇒
∥∥∥∥x+ y2
∥∥∥∥ ≤ (1− δ(ε))r.
Par exemple, chaque espace de Hilbert est uniformément convexe, les
espaces lp et Lp(Ω) sont uniformément convexes pour 1 < p < ∞ (Ω
est un domaine dans Rn) ce qui n’est pas le cas pour p ∈ {1,∞} . Il
est également bien connu que chaque espace de Banach uniformément
convexe est réflxif ([98, Proposition 10.7]).
La définition suivante généralise la notion des fonctions asympto-
tiquement contractives a valeurs définies. notons que la signification
du mot“asymptotique” n’est pas lié aux iterations de la multifonction
comme dans [51] mais porte sur le comportement de la correspondes dé-
finie à l’infini . Ce comportement peut être étudié en utilisant notions
de cônes asymptotiques et de compacité asymptotique, comme dans [9],
[27], [57], [58], [59], [77].
Définition 2.1 Soient C un sous-ensemble d’un espace de Banach X
et F : C → 2X une multifonction avec des valeurs non vides. On dit que
F est asymptotiquement contractive sur C s’il existe x0 ∈ C tel que
lim sup
x∈C, ‖x‖→∞
e(F (x), F (x0))
‖x− x0‖ < 1. (2.5)
Notons que lorsque F (x) := {f(x)} , où f : C → X est une fonction,
on obtient la définition des fonctions asymptotiquement contractives sur
C donné dans [75] en tant que variante de la notion introduite dans [58].
Si e(F (x), F (x′)) < ∞ pour tout x, x′ ∈ C (particulièrement , si F
est une multifonction avec des valeurs bornées) alors la condition (2.5)
est indépendante du choix de x0 ∈ C. En eﬀet, soit x1 ∈ C (x1 ̸= x0).
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Depuis e(F (x), F (x1)) ≤ e(F (x), F (x0))+e(F (x0), F (x1)), nous avons
e(F (x), F (x1))
‖x− x1‖ ≤ (
e(F (x), F (x0))
‖x− x0‖ +







e(F (x), F (x1))
‖x− x1‖ ≤ lim supx∈C, ‖x‖→∞
e(F (x), F (x0))
‖x− x0‖ < 1.
La proposition 2.2 est une version à plusieurs valeurs du résultat
principal de [75].
Proposition 2.2 Soient X un espace de Banach réflexif et C un sous-
ensemble non vide convexe fermé de X. Soit F : C → 2X une multifonc-
tion avec valeurs fermées et non vides telles que F est non-dilatantes sur
C. Supposons que F est asymptotiquement contractive sur C à x0 avec
F (x0) borné. Si F (C) ⊂ C et I − F sont demi-fermés, alors F admet
un point fixe.
Démonstration. Soit (θn) une suite dans (0, 1) tel que θn → 1. Pour
tout n ∈ N, nous définissons une multifonction Fn : C ⇒ X par
Fn(x) := θnF (x) + (1− θn)x0. (2.6)
Il est clair que Fn(x) ⊂ C pour tout n et x ∈ C. D’autre part, pour
x, x′ ∈ C et vn ∈ Fn(x), de (2.6), il existe un ∈ F (x) tel que vn =
θnun+ (1− θn)x0. On applique (2.3), puisque F est non-dilatantes alors
il existe u′n ∈ F (x′) satisfaisant ‖un − u′n‖ ≤ ‖x− x′‖. Ainsi, pour v′n =
θnu
′
n + (1− θn)x0 ∈ Fn(x′), on a
‖vn − v′n‖ ≤ θn ‖x− x′‖ .
Alors Fn est une contraction avec le taux θn sur C. le théorème de Nadler
[66] garantit que chaque Fn à valeurs multiples admet une valeur fixe
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point xn en C. Donc, à partir de (2.6) et pour certains yn ∈ F (xn), on a
yn − x0 = θ−1n (xn − x0), (2.7)
(1− θn)(x0 − yn) = xn − yn ∈ (I − F )(xn). (2.8)
notons que si la suite (xn) a une sous-suite bornée, la démonstration
est finie. En eﬀet , on pend une sous-suite si nécessaire, (xn) admet une
limite faible x¯ ∈ C (C est fermé , convexe dans l’espace réflexif X).
Comme (yn) est borné (par égalité (2.9)), une suite (xn − yn) converge
vers 0. Nous concluons que 0 ∈ (I − F )(x¯),i.e. x¯ est un point fixe de F.
Ainsi, pour compléter la démonstration de la proposition, montrons
que la suite (xn) est bornée . Si ce n’est pas le cas, on prend une sous-suite
si nécessaire, on peut supposer que (‖xn‖) → ∞. Lorsque la condition
(2.5) est satisfaite, il existe c ∈ (0, 1) et ρ > 0 tel que
∀x ∈ C, ‖x‖ ≥ ρ : e(F (x), F (x0)) < c ‖x− x0‖ .
Pour n, on a θn > c et ‖xn‖ ≥ ρ, alors
d(yn, F (x0)) < c ‖xn − x0‖ .
Il existe alors une suite (zn) dans F (x0) telle que
‖yn − zn‖ ≤ c ‖xn − x0‖ .
Par contre, à partir des égalités (2.9) et (2.8), on obtient
‖xn‖ ≤ ‖xn − yn‖+ ‖yn − zn‖+ ‖zn‖ ,
≤ (1− θn) ‖x0 − yn‖+ c ‖xn − x0‖+ ‖zn‖ ,
≤ ((1− θn)θ−1n + c) ‖xn − x0‖+ ‖zn‖ .
En divisant par ‖xn‖ on obtient






Si (‖xn‖) → ∞ et θn → 1, on obtient une contradiction, alors la suite
(xn) a une sous-suite bornée et la proposition est prouvée .
Remarque 2.1 Si e(F (x0), F (x)) <∞ pour tout x ∈ C (en particulier,
si F (x0) est compact) alors la condition (2.5) est indépendante du choix
x0 ∈ C : en eﬀet, soit x1 ∈ C (x1 ̸= x0). Comme
e(F (x), F (x1))
‖x− x1‖ ≤ (
e(F (x), F (x0))
‖x− x0‖ +




≤ (e(F (x), F (x0))‖x− x0‖ +
e(F (x0), F (x1))






e(F (x), F (x1))
‖x− x1‖ ≤ lim supx∈C‖x‖→∞
e(F (x), F (x0))
‖x− x0‖ < 1.
D’autre part, lorsque F est univoque i.e. F (x) := {f(x)} avec f :
C → X, on retrouve la définition d’une fonction asymptotiquement-
contractive sur C donnée par Penot [75].
Rappelons qu’une multifonction F : C ⇒ X est non-dilatante si pour
tous x, x′ ∈ C, on a
F (x) ⊂ F (x′) + ‖x− x′‖BX , (2.9)
Et où BX est la boule unité fermée dans X et F est demi-fermée si
son graphe Gr(F ) := {(x, y) ∈ C ×X : y ∈ F (x)} est séquentiellement
fermé dans l’espace produit C × X muni de la topologie faible dans C
et de la topologie de la norme dans X, i.e.
((xn, yn))n ⊂ Gr(F ), xn ⇀ x et yn → y =⇒ x ∈ C et y ∈ F (x).
Théorème 2.2 Soient X un espace de Banach réflexif et C un sous-
ensemble convexe fermé non vide. Soient F : C ⇒ 2X et G : C ⇒ 2X
deux multifonctions non-dilatantes à valeurs fermées non vides telles que
F (C) ⊂ C, G(C) ⊂ C et I − F +G
2
soit demi-fermé. On suppose qu’il
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e(F (x), F (x0))
‖x− x0‖ +
e(G(x), G(x0))
‖x− x0‖ ) < 1. (2.10)
Alors H := F +G
2
admet un point fixe dans C.
Démonstration. Procédons comme dans le théorème (2.1). Considé-
rons une suite (θn) dans (0, 1) avec θn →
n→∞
1. Définissons la fonction
Φn : x ∈ C ⇒ Φn(x) := θn
2
(F + G)(x) + (1 − θn)x0 pour tout entier n.
Comme C est convexe, Φn(C) ⊂ C ∀n ∈ N. De plus, comme F et G
sont non-dilatantes alors, pour tous x, x′ ∈ C,
e(F (x), F (x′)) ≤ ‖x− x′‖ et e(G(x), G(x′)) ≤ ‖x− x′‖
Φn est donc θn-contractante. En eﬀet, il suﬃt de montrer que
e(Φn(x),Φn(x
′)) ≤ θn‖x− x′‖ ∀x, x′ ∈ C.
Soient x, x′ ∈ C et wn ∈ Φn(x). Il va alors exixter un ∈ F (x) et vn ∈ G(x)
tels que wn =
θn
2
(un + vn) + (1− θn)x0. Donc, d’après les propriétés de
la fonction x→ d(x,A) := inf
a∈A





(un + vn) + (1− θn)x0, θn
2
















′)) + d(vn, G(x′)))
≤ θn
2
(e(F (x), F (x′)) + e(G(x), G(x′)))
≤ θn‖x− x′‖.
On conclut, en prenant le supremum sur Φn(x), que
e(Φn(x),Φn(x
′)) ≤ θn‖x − x′‖ et par symétrie que Φn est donc θn-
contractante (∀n ∈ N). Le théorème de Nadler [66] assure que, pour tout
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, yn ∈ F (xn) et y′n ∈ G(xn) (∀n ∈ N). Remarquons que si
la suite (xn) est bornée dans X étant réflexif, il existerait une sous-suite
notée aussi (xn) convergente faiblement vers un point x¯ ∈ C (C convexe
fermé). Comme zn = x0 + θ−1n (xn − x0), la suite (zn) est bornée et donc
xn−zn = (1−θn)(x0−zn)→ 0 avec (xn−zn) ∈ (I− F +G
2
)(xn). On en
déduit que 0 ∈ (I− F +G
2
)(x¯) i.e. x¯ est un point fixe de la multifonction
F +G
2
. Il reste à montrer que (xn) est bornée. Supposons le contraire,
il existe alors une sous-suite notée par xn telle que ‖xn‖ −→ ∞. En
utilisant la condition (2.12), il existe c ∈ (0, 1) tel que pour n assez
grand
d(yn, F (x0)) ≤ c‖xn − x0‖ et d(y′n, G(x0)) ≤ c‖xn − x0‖.
Et donc il va exister un ∈ F (x0) et vn ∈ G(x0) tels que
‖yn − un‖ ≤ c‖xn − x0‖
‖y′n − vn‖ ≤ c‖xn − x0‖.
D’autre part, les sous-ensembles F (x0) et G(x0) sont bornés donc les






y′n + (1− θn)x0‖
≤ θn
2













1 ≤ θn(c‖xn − x0‖‖xn‖ +
‖un‖+ ‖vn‖
2‖xn‖ ) + (1− θn)
‖x0‖
‖xn‖
il vient, par passage à la limite, que c ≥ 1 et la contradiction s’en suit.
Autre technique pour montrer que Φn est une contraction On prend





(un + vn) + (1− θn)x0. Comme
F (x) ⊂ F (x′) + ‖x− x′‖BX et G(x) ⊂ G(x′) + ‖x− x′‖BX ,
il existe u′n ∈ F (x′) et v′n ∈ G(x′) vérifiant ‖un − u′n‖ ≤ ‖x − x′‖ et












‖vn − v′n‖ ≤ θn‖x− x′‖. On a
donc montrer que pour tous x, x′ ∈ C et wn ∈ Φn(x) il existe w′n ∈ Φn(x′)
tel que ‖wn − w′n‖ ≤ θn‖x− x′‖ i.e. on a
Φn(x) ⊂ Φn(x′) + θn‖x− x′‖BX ∀x, x′ ∈ C.
D’où la contraction de chaque Φn.
Une première conséquence peut-être donnée par le corollaire suivant
assure l’exsitence de points fixes pour une multifonction nondilatente
et asymptotiquement contractive. Notons que le corollaire ci-dessous est
semblable à un résultat obtenu dans [66].
Corollaire 2.2 Sous les mêmes hypothèses et avec G = F, F admet au
moins un point fixe.
Une seconde conséquence est donnée par :
Corollaire 2.3 Soit C une partie convexe fermé et non vide dans X
un espace de Banach réflexif. Soient f, g : C → C deux fonctions non-
dilatantes telles que I − f + g
2
soit demi-fermé. On suppose que pour un







‖x− x0‖ ) < 1. (2.11)
Alors la fonction h := f + g
2
admet un point fixe dans C.
Démonstration. Il suﬃt de considérer F et G définies par F (x) :=
{f(x)} et G(x) := {g(x)} pour tout x ∈ C.
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Les résultats précédents peuvent être appliqués aux propriétés de
coïncidence entre deux multifonctions. Donnons dabord la définition sui-
vante.
Définition 2.2 Soient X un ensemble et Y un espace linéaire et F,G :
X → 2Y deux multifonctions . Nous disons que F et G présentent une
coïncidence X s’il existe u ∈ X tel que
0 ∈ (F −G)(u).
Le point u est appelé un point de coïncidence de F et G.
notons que si Y = X et G(x) := {x} pour tout x ∈ X, on obtient la
définition d’un point fixe du multifonction F. On a aussi que la relation
0 ∈ (F −G)(u) peut s’écrire F (u)∩G(u) ̸= ∅, pour que deux fonctions
f, g : X → Y présentent un coïncidence sur X S’il existe u ∈ X tel que
f(u) = g(u).
Le corollaire suivant est une conséquence immédiate donne l’existence
d’un point fixe d’une somme (resp. un point de coïncidence de deux
multifonctions).
Corollaire 2.4 Soit C un cône convexe fermé non vide d’un espace ré-
flexif de Banach X. Soit θ ∈ (0, 1), F : C → 2C une multifonction
θ−contraction (resp. G : C → 2C une multifonction (1−θ)−contraction)
sur C avec des valeurs fermées et non vides. Supposons que I − (F +G)












Alors la multifonction H := F +G admet un point fixe sur C qui est un
point de coïncidence de (I − F ) et G.
Démonstration. Puisque pour tous les sous-ensembles A, A′, B, B′ de
X on a
e(A+B,A′ +B′) ≤ e(A,A′) + e(B,B′), (2.13)
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‖x− x0‖ < 1.
Puisque C est le cône convexe, H(C) est contenu dans C, le résultat s’en
suit du proposition 2.2.
notons que si x¯ est un point fixe de H tel que F (x¯) = G(x¯) et si F (x¯)
est un cône convexe, alors x¯ est un point fixe commun de F et G.
Corollaire 2.5 Soit C un cône convexe fermé non vide d’un espace
uniformément convexe de Banach X. Soit θ ∈ (0, 1), f : C → C
est une θ−contraction (resp. g : C → C soit une multifonction (1 −










Alors la multifonction f + g admet un point fixe sur C qui est un point
de coïncidence de (I − f) et g.
La notion de valeur propre est très importante dans l’analyse non
linéaire, elle a beaucoup d’applications en tant que notion de point fixe .
Nous présentons maintenant quelques résultats liés aux valeurs propres.
On obtient notamment un résultat d’existence pour les valeurs propres
des fonctions non-dilatantes.
Nous rappelons qu’un nombre réel λ est dit une valeur propre pour
une multifonctions F : C → 2X s’il existe un élément x ∈ C, x ̸= 0 tel
que λx ∈ F (x), quand F (x) := {f(x)} , où f : C → X est une fonction,
on obtient la définition habituelle d’une valeur propre pour une fonction.
La proposition suivante donne un résultat d’existence.
Proposition 2.3 Soit C un cône convexe fermé d’un espace réflexif de
Banach X. Soit λ > 1 et soit F : C → 2C une multifonction non-
dilatante sur C avec des valeurs non vides et fermés et 0 /∈ F (0). Sup-
posons que I − λ−1F est demi-fermé et qu’il existe x0 ∈ C tel que F (x0)
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e(F (x), F (x0))
‖x− x0‖ < 1.
Alors λ est une valeur propre pour F associé à un vecteur propre x ∈ C.
et si F (x) est un cône alors x est un point fixe de F.
Démonstration. On prend H := θI + λ−1(1 − θ)F avec θ ∈ (0, 1), on
a H(C) ⊂ C (C un cône convexe ), H(x0) borné et I −H = (1− θ)(I −
λ−1F ) pour que I − H est demi-fermé. De plus, en utilisant l’inégalité
(2.13), on a
e(H(x), H(x0))
‖x− x0‖ ≤ θ + λ









e(F (x), F (x0))
‖x− x0‖
<θ + λ−1(1− θ) < θ + (1− θ) = 1.
Donc, il existe un point fixe x de θI + λ−1(1− θ)F i.e., on a
x∈ θx+ λ−1(1− θ)F (x),
(1− θ)x∈λ−1(1− θ)F (x),
x∈λ−1F (x), (2.14)
Pour que λx ∈ F (x) et x ̸= 0 (0 /∈ F (0)). Remarquons que si F (x) est
un cône, on a donc x ∈ λ−1F (x) ⊂ F (x), i.e., x est un point fixe de F.
Corollaire 2.6 Soit C un cône convexe fermé d’un espace de Banach
uniformément convexe X. Soient λ > 1 et f : C → C une fonction






‖x− x0‖ < 1.
Alors λ est une valeur propre sur F associée à un vecteur propre x ∈ C.
33
3 Condition contractive asymptotique par rapport
au produit sous-interne
Dans cette section, nous présentons quelques résultats de points fixes
pour des fonctions multiples sous une autre condition asymptotique.
Cette étude s’inspire du travail [46]. Pour cet objectif, introduisons quelques
définitions. Rappelons qu’un produit sous-interne sur un espace vecto-
riel X est une fonction [·, ·] : X × X → R satisfaisant les propriétées
suivantes pour tous x, y, z ∈ X et λ ∈ R
[x+ y, z] = [x, z] + [y, z], (2.15)
[λx, y] = λ[x, y] (2.16)
[x, x] > 0 for x ̸= 0, (2.17)
|[x, y]|2 ≤ [x, x][y, y]. (2.18)
Il est prouvé dans [40] et [60] qu’un espace sous-interne produit est
un espace linéaire normé avec la norme ‖x‖s := [x, x]1/2 et chaque espace
de Banach peut être dote de diﬀérente produits sous-interne sauf pour
les espaces de Hilbert où [·, ·] est produit interne. On dit que le produit
sous-interne sur un espace vectoriel normé (X, ‖·‖) est compatible avec
la norme ‖·‖ si [x, x] = ‖x‖2. Introduisons la définition suivante des mul-
tifonctions asymptotiquement contractives en ce qui concerne un produit
sous-interne [·, ·] sur un espace de Banach X.
Définition 2.3 Soit C un sousensemble d’un espace de Banach X et
soit F : C → 2X une multifonction avec des valeurs non vides. On dit










notons que quand F (x) := {f(x)} , où f : C → X est une fonction,
on a la définition de la fonction contractive asymptotique sur C comme
variante de la notion introduite dans [46]. En eﬀet, la condition (2.19)
devient dans ce cas comme suit : il existe (x0, y0) ∈ GrF de sorte que
lim sup
x∈C, ‖x‖→∞
[f(x)− y0, x− x0]
‖x− x0‖2
< 1.
Observons que si X est un espace de Hilbert avec de produit scalaire
noté (· | ·)X , l’inégalité ci-dessus est alors écrit
lim sup
x∈C, ‖x‖→∞
(f(x)− y0 | x− x0)X
‖x− x0‖2
< 1, (2.20)
et la fonction f : C → X est dite scalairement asymptotiquement
contractive sur C si (2.20) est satisfait pour certains (x0, y0) ∈ GrF.
Dans la suite, nous ne considérons que les espaces sur produits sous-
interne de Banach (X, ‖·‖) qui sont compatibles avec la norme ‖·‖.
Le prochain théorème est une version du résultat principal [46, Th. 3.2
] sur les multifonctions.
Théorème 2.3 Soient X un espace de Banach réflexif et C un sous-
ensemble non vide convexe fermé de X. Soit F : C → 2X une multifonc-
tion non-dilatante sur C avec des valeurs fermées et non vide. Supposons
que F est asymptotiquement contractive sur C si F (C) ⊂ C et I−F est
demi fermé alors F admet un point fixe sur C.
Démonstration. Soit (x0, y0) ∈ GrF tel que (2.19) est satisfait et soit
(θn) une suite dans (0, 1) tel que θn → 1. pour tout n ∈ N, nous définis-
sons la multifonction Fn : C ⇒ X en mettant
Fn(x) := θnF (x) + (1− θn)y0. (2.21)
Il est clair que Fn(x) ⊂ C pour tout n et x ∈ C. On a pour x, x′ ∈ C et
vn ∈ Fn(x), de (2.21), il existe un ∈ F (x) tel que vn = θnun+(1− θn)y0.
Appliquons (2.3) or F est non-dilatante et F (x′) est fermé, convexe dans
l’espace réflexifX, il existe u′n ∈ F (x′) satisfaisant ‖un − u′n‖ ≤ ‖x− x′‖.
35
Ainsi, pour v′n = θnu′n + (1− θn)y0 ∈ Fn(x′), on a
‖vn − v′n‖ ≤ θn ‖x− x′‖ .
Alors Fn est une contraction avec le taux θn sur C. Le théoréme de
Nadler [66] assure que chaque multifonction Fn admette un point fixe xn
dans C. Donc, à partir de (2.21) et pour certains yn ∈ F (xn), un a
yn − y0 = θ−1n (xn − y0), (2.22)
(1− θn)(y0 − yn) = xn − yn ∈ (I − F )(xn). (2.23)
Comme dans la Proposition 2.2, il suﬃt de montrer que (xn) est borné
. Supposons le contraire , on prend une sous-suite telle que (‖xn‖)→∞.
Comme la condition (2.20) est saisfaite , il existe c ∈ (0, 1) et ρ > 0 tel
que
∀x ∈ C, ‖x‖ ≥ ρ, ∀y ∈ F (x) : [y − y0, x− x0] < c ‖x− x0‖2 .
Pour n, on a θn > c, ‖xn‖ ≥ ρ et xn = θnyn + (1 − θn)y0 ∈ Fn(xn)
avec yn ∈ F (xn) pour que
[yn − y0, xn − x0] < c ‖xn − x0‖2 .
D’après les propriétés des produits sous-interne , on a
‖xn − x0‖2= [xn − x0, xn − x0] = [xn − y0, xn − x0] + [y0 − x0, xn − x0]
≤ θn[yn − y0, xn − x0] + ‖y0 − x0‖ ‖xn − x0‖
<θnc ‖xn − x0‖2 + ‖y0 − x0‖ ‖xn − x0‖ .
En divisant par ‖xn − x0‖2 et on prend la limite pour obtenir c ≥ 1 ce
qui conduit à une contradiction et la conclusion de la proposition.
Remarquons que lorsque F (x) := {f(x)} , où f : C → X est une
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fonction, on a le corollaire suivant qui est une variante de [75, Proposition
1].
Corollaire 2.7 Soient X un espace réflexif de Banach et C un sous-
ensemble convexe fermé non vide de X. et f : C → X une fonction
non-dilatante sur C. Supposons que pour certains x0 ∈ C, on a
lim sup
x∈C, ‖x‖→∞
[f(x)− f(x0), x− x0]
‖x− x0‖2
< 1.
Si f(C) ⊂ C et I − f est demi-fermé, alors f admet un point fixe .
Nous introduisons maintenant le concept suivant qui généralise la
définition des fonctions ϕ− asymptotiquement bornées .
Définition 2.4 Soient X un espace de Banach et C un sous ensemble
non vide fermé et convexe dans X, F : C → 2X une multifonction
avec des valeurs non vides et soit ϕ : R+ → R+, on dit que F est ϕ−
asymptotiquement bornée sur C si pour certain (x0, y0) ∈ GrF il existe
ρ, c > 0 tel que pour tout x ∈ C\B(0, ρ) et y ∈ F (x) on a
‖y − y0‖ ≤ cϕ(‖x− x0‖). (2.24)
Nous donnons un résultat de point fixe pour une multifonction non-
dilatante F lorsque F − G satisfait certaines conditions de contraction
asymptotique sous l’hypothèse queG est une multifonction ϕ−asymptotiquement
bornées.
Proposition 2.4 Soient X un espace de Banach réfexif et C un sous
ensemble non vide convexe fermé dans X, et soient F : C → 2X une
multifonction non-dilatante avec des valeurs non vide fermé et G : C →





= 0. On suppose qu’il existe c ∈ (0, 1), ρ > 0 tel que
pour y0 ∈ F (x0) on a
∀x ∈ C, ‖x‖ ≥ ρ, ∀y ∈ F (x),∃z ∈ G(x) : [y−z−y0, x−x0] < c ‖x− x0‖2 .
(2.25)
Si F (C) ⊂ C et I − F est demi-fermé alors F a un point fixe C.
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Démonstration. Il suﬃt de prouver que la condition (2.19) est satis-
fait. Soit (x0, z0) ∈ GrG, c ∈ (0, 1), c′, ρ > 0 tel que (2.24) et (2.25) sont
satisfaites. Considérons x ∈ C \ B(0, ρ) et y ∈ F (x), on a alors, pour
z ∈ G(x),
[y − y0, x− x0]
‖x− x0‖2
=
[y − z + z − z0 + z0 − y0, x− x0]
‖x− x0‖2
=
[y − z − y0, x− x0]
‖x− x0‖2
+













[y − y0, x− x0]
‖x− x0‖2
















≤ c < 1.
D’après le théorème 2.3, F a un point fixe.
Corollaire 2.8 Soient X un espace de Banach réfexif et C un cône
non vide convexe fermé dans X. et soit f : C → X une fonction
θ−contractante avec θ ∈ (0, 1) et F : C → 2X une multifonction non-
dilatante avec des valeurs non vides fermés et (1− θ)−contractante. On
suppose que F est une multifonction ϕ−asymptotiquement borné sur C




= 0. On suppose qu’il existe c ∈ (0, 1),
ρ > 0 tel que pour y0 ∈ F (x0). Si f(C) ⊂ C, F (C) ⊂ C et I − (f + F )
est demi-fermé alors f + F a un fixe point fixe dans C.
Démonstration. On vérife les hypothèses de la proposition 2.4 avec
[·, ·] est un produit semi-interne compatible avec la norme dans X. Il
est claire que H := f + F est non-dilatante dans un cône convexe C,
38
H(C) = f(C)+F (C) ⊂ C+C ⊂ C. Considérons z0 = f(x0)+y0 ∈ H(x0)
et (x, z) ∈ GrH. Il existe y ∈ F (x) tel que z = f(x) + y. On utilise les
properiétées de [·, ·], on obtient les inégalités
[z − y − z0, x− x0] = [f(x)− f(x0)− y0, x− x0]
= [f(x)− f(x0), x− x0] + [−y0, x− x0]
≤‖f(x)− f(x0)‖ ‖x− x0‖+ ‖y0‖ ‖x− x0‖
≤ θ ‖x− x0‖2 + ‖y0‖ ‖x− x0‖ .
Donc pour tout x ∈ C tel que ‖x− x0‖ ≥ 2(1− θ)−1 ‖y0‖, on obtient
[z − y − z0, x− x0]≤ θ ‖x− x0‖2 + 1
2
(1− θ) ‖x− x0‖2
≤ 1
2
(1 + θ) ‖x− x0‖2 .
D’où la propriété (2.25) est satisfaite avec la constante c := 1
2
(1 + θ) ∈
(0, 1).
Le résultat suivant est similaire au Corollaire 2.3 qui donne lexistence
d’une valeur propre d’une multifonction non-dilatante et ϕ− asympto-
tiquement.
Corollaire 2.9 Soit C un cône non vide convexe fermé dans un espace
de Banach réfexif X. Soit λ ≥ 1, θ ∈ (0, 1) et Soit F : C → 2C une
multifonction non-dilatante avec des valeurs non vides fermés dans C tel
que 0 /∈ F (0) et F (C) ⊂ C. On suppose que I − λ−1F est demi fermé et





Alors λ est une valeur propre de la multifonction F associée à un vecteur
propre x ∈ C.
Démonstration. Puisque toutes les hypothèses du corollaire ci-dessus
sont satisfait, il existe x ∈ θx + λ−1(1 − θ)F (x) ou (1 − θ)x ∈ λ−1(1 −
θ)F (x). Ainsi λx ∈ F (x) et comme 0 /∈ F (0), x ̸= 0.
Sous certaines conditions d’assymptotique on obtient le point fixe
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des multifonctions pas nécessairement multifonction non-dilatante, un
résutat qui généalise le résultat de Park [72] est obtenu. On présente la
définition d’une multifonction assymptotiquement contractante.
Définition 2.5 Soit C un sous-ensemble non vide d’un espace de Ba-
nach X et soit F : C → 2X une multifonction à valeurs non vides.
On dit que F est asymptotiquement k-contractive sur C s’il existe une
fonction k : R+ × R+ → R+ telle que
1. k est symmétrique.
2. pour tout x ∈ R+ lim
y→∞
supk(x, y) < 1.
3. il existe r0 ⩾ 0 tel que pour tous x, y ⩾ r0, k(x, y) ⩽ 1.
4. il existe r1 ⩾ r0 tel que si ‖x‖ ⩾ r0, F (x) ⊂ C − r1Bx.
5. pour tous X ∈ F (x) et Y ∈ F (y) ou x, y ∈ C, ‖X − Y ‖ <
k(‖x‖ , ‖y‖) ‖x− y‖ .
On donne le résultat suivant :
Théorème 2.4 Soient X un espace de Banach réflexif et C un sous-
ensemble convexe fermé non vide de X. Soit F : C → 2X une multifonc-
tion asymptotiquement k-contractante à valeurs fermées non vides telles
que F (C) ⊂ C et I −F soit demi-fermé. On suppose qu’il existe x0 ∈ C
tel que F (x0) soit borné. Alors F admet un point fixe dans C.
Démonstration. Considérons une suite (θn) dans (0, 1) telle que (θn −→
1).
Définissons pour tout n ∈ N la multifonction Fn : C → 2X par :Fn(x) =
θnF (x) + (1 − θn)x0,x0 ∈ C pour n assez grand, on a F : C − r0Bx →
C − r0Bx. Soit (vn) ∈ Fn(x), il existe (un) ∈ F (x), tel que vn(x) =
θnun + (1− θn)x0 alors
‖vn‖ = ‖θnun + (1− θn)x0‖
≥ θn ‖un‖+ (1− θn) ‖0‖
≥ θnr1 + (1− θn) ‖0‖
> r0.
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D’aure part, soit n assez suﬃsant et pour x, x′ ∈ C − r0Bx soient (u′n) ∈
Fn(x) et (v′n) ∈ Fn(x′), il existe un, vn ∈ F (x), tel que u′n = θnun + (1−
θn)x0 et v′n = θnun + (1− θn)x0. D’où :
‖u′n − v′n‖ = θn ‖un − vn‖
≥ θnk(‖x‖ , ‖y‖) ‖x− y‖
≥ θn(‖x− y‖ (2.26)
ce qui montre que Fn est θn-contraction. Le théorème de Nadler assure
alors l’existence d’un point fixe de Fn(x). On a xn ∈ C − r0Bx pour n
assez grand il existe yn ∈ F (xn) vérifie xn = θnyn + (1 − θn)x0 et donc
(1 − θn)(xn − yn) = xn − yn ∈ (I − F )(xn). Comme la suite (xn) est
borné, la démonstration est achevé puisque xn est borné dans un espace
de Banach réflexif, elle admet une sous-suite converge faiblement vers
un point fixe x et la suite converge vers 0 et comme I−F demi-fermé on
trouve x = f(x) avec x ∈ C. Si la suite (xn) est non bornée, on suppose




et soient (yn) ∈ F (x) et (y0n) ∈ F (x0) telles que ‖yn − y0n‖ ⩽ α ‖xn − x0‖
ou
‖xn‖ ⩽ ‖xn − yn‖+
∥∥yn − y0n∥∥+ ∥∥y0n∥∥
⩽ (1− θn) ‖xn − yn‖+ α ‖xn − x0‖+
∥∥y0n∥∥













‖xn‖ et on passe à la limite
pour trouver la contradiction α ⩾ 1.
Par la définition suivante aussi on trouve des conditions sufisantes
pour l’existence d’un point fixe.
Définition 2.6 Soit C un sous-ensemble non vide d’un espace de Ba-
nach X et soit F : C → 2X une multifonction à valeurs non vides.
On dit que F est asymptotiquement k’-contractive sur C s’il existe une
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fonction k′ : R+ × R+ → R+ telle que
1. k’ est symmétrique.
2. pour tout x ∈ R+ lim
y→∞
supk′(x, y) < 1.
3. pour tous x, y ∈ R+, k′(x, y) ⩽ 1.
4. pour tous X ∈ F (x) et Y ∈ F (y) où x, y ∈ C, ‖X − Y ‖ <
k′(‖x‖ , ‖y‖) ‖x− y‖ .
On donne le résultat suivant :
Théorème 2.5 Soient X un espace de Banach réflexif et C un sous-
ensemble convexe fermé non vide de X. Soit F : C → 2X une multi-
fonction asymptotiquement k’-contractante à valeurs fermées non vides
telles que F (C) ⊂ C et I − F est demi-fermé. On suppose qu’il existe
x0 ∈ C tel que F (x0) soit borné.
Alors F admet un point fixe dans C.
La démonstration est similaire au démonstration du théorème (2.4).
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Chapitre 3
Points fixes et meilleurs
points de proximité pour les
multifonctions contractantes
cycliques
Dans ce chapitre, nous obtenons quelques résultats de points fixes
et de meilleur point de proximité pour les multifonctions en espaces
métriques partiels. Nos résultats généralisent et complètent divers résul-
tats connus. Quelques exemples sont également donnés pour illustrer les
principaux résultats présentés.
1 Introduction
La notion d’espaces métriques partiels a été introduite par Matthews
[62], cette classe d’espaces fournit un cadre permettant de construire des
modèles de calcul pour les espaces métriques et les structures associées.
Dans un espace métrique partiel, les applications répandues de la notion
d’espaces métriques partiels dans la programmation et la théorie ont
attiré l’attention de nombreux auteurs qui ont récemment publié d’im-
portantes aboutit à la généralisation de ce principe, pour plus de détails,
on peut se référer à [1, 2, 4, 5, 11, 50, 51, 70]. Tout dabord, rappelons
quelques définitions et propriétés de base sur les espaces métriques par-
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tiels.
Soient A,B deux sous-ensemles non vides d’un espace métrique par-
tiel (X, p), l’excès partiel ep(A,B) de A sur B et Dp(A,B) est la distance







Dp(A,B) = max(ep(A,B), ep(B,A)).
Remarque 3.1 [5] Soient (X, p) un espace métrique partiel et A un
sous-ensemble non vide de X, alors a ∈ A⇔ p(a,A) = p(a, a).
Lemme 3.1 [11] Soient (X, p) un espace métrique partiel et A,B deux
sous-ensembles non vides, fermées et bornées de X, et h > 1. Alors pour
tout a ∈ A, il existe b ∈ B, tel que p(a, b) ≤ hDp(A,B).
Et on prend les notations
A0 = {x ∈ A : p(x, y) = p(A,B), pour certains y ∈ B},
B0 = {y ∈ B : p(x, y) = p(A,B), pour certains x ∈ A}.
Définition 3.1 [3] Soient (X, p) un espace métrique partiel et (A,B)
un couple de sous-ensembles non vides de X, et A ̸= ∅.




⇒ p(x1, y1) = p(x2, y2).
Où x1, x2 ∈ A0 et y1, y2 ∈ B0.
2 Points fixes pour les multifonction cycliques
Dans [67], les auteurs ont établi les résultats suivants.
Théorème 3.1 [67] Soient A et B deux sous-ensembles fermés d’un
espace métrique complet (X, d). On suppose que F : A∪B ⇒ A∪B une
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multifonction à valeurs fermées, bornées, et non vides.
S’il existe une constante θ ∈ (0, 1) tel que
D(F (x), F (y)) ≤ θd(x, y) ∀x ∈ Aet ∀y ∈ B.
Alors F a au moins un point fixe dans A ∩B.
Théorème 3.2 [67] Soient A et B deux sous-ensembles non vides d’un
espace métrique (X, d) tel que (A,B) satisfait la propriété UC et A est
complet. Soit F une multifonction cyclique (sur A et B) à valeurs bornées
et fermées et contractante. Alors F a un meilleur point de proximité z
dans A.
On donne maintenant les résultats suivants :
Théorème 3.3 Soient A et B deux sous-ensembles fermés et non vides
d’un espace métrique complet (X, p). On suppose que F : A∪B ⇒ A∪B
est une multifonction cyclique à valeurs multiples i.e., F (A) ⊆ B et
F (B) ⊆ A avec des valeurs fermées et bornées.
S’il existe une constante θ ∈ (0, 1) tel que
D(F (x), F (y)) ≤ θd(x, y) ∀x ∈ A et ∀y ∈ B. (3.1)
Alors F a au moins un point fixe dans A ∩B.
Démonstration. Soient β > 1 tel que k := βθ < 1, x0 ∈ A on obtient
x1 ∈ F (x0) ⊆ B.
-Si Dp(F (x0), F (x1)) = 0, alors F (x0) = F (x1), on obtient x1 ∈ F (x1).
-Si Dp(F (x0), F (x1)) > 0, par lemme 3.1, il existe x2 ∈ F (x1) ⊆ A tel
que p(x1, x2) ≤ βDp(F (x0), F (x1). par définition de F, on a p(x1, x2) ≤
βθp(x0, x1) = kp(x0, x1).
-Si Dp(F (x1), F (x2)) = 0, alors F (x1) = F (x2), on obtient x2 ∈ F (x2).
-Si Dp(F (x0), F (x1)) > 0, on peut utiliser lemme 3.1 pour montrer qu’il
existe x3 ∈ F (x2) ⊆ B tel que p(x2, x3) ≤ kp(x1, x2).
De cette manière, on obtient une suite xn telle que x2n ∈ A, x2n+1 ∈ B,
et p(xn, xn+1) ≤ kp(xn−1, xn), pour n = 1, 2, ..., .
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Par induction, on obtient p(xn, xn+1) ≤ knp(x0, x1), pour n = 1, 2, ..., on
a
p(xn, xn+p)≤ p(xn, xn+1) + p(xn+1, xn+p)− p(xn+1, xn+1)
≤ p(xn, xn+1) + p(xn+1, xn+p)
≤ p(xn, xn+1) + p(xn+1, xn+2) + p(xn+2, xn+p)− p(xn+2, xn+2)
≤ p(xn, xn+1) + p(xn+1, xn+2) + p(xn+2, xn+p)
Alors on obtient
p(xn, xn+p)≤ p(xn, xn+1) + p(xn+1, xn+2) + ...+ p(xn+p−1, xn+p)
≤ knp(x0, x1) + kn−1p(x0, x1) + kn+p−1p(x0, x1)
≤ (kn + kn−1 + kn+p−1)p(x0, x1)
≤ k
n
1− kp(x0, x1)→ 0 as n→ +∞.
Par la définition de ps, on a ps(xn, xn+p) ≤ 2p(xn, xn+p)→ 0 quand n→
+∞, ce qui implique que xn est une suite de Cauchy dans (X, ps), puisque
(X, p) est complet, par le lemme 1.1, l’espace métrique correspondant
(X, ps) est également complet. Donc, la suite xn est convergente dans X,
en ce qui concerne à la métrique ps.
Soit x = lim xn, donc x = lim x2n, x = lim x2n+1. Puisque A et B
sont fermés, on a x ∈ A ∩B ̸= ∅.
Et on a lim ps(xn, x) = 0. Par lemme 1.1, on a
p(x, x) = lim
n→+∞
p(xn, x) = lim
n,m→+∞
p(xn, xm) = 0.
Et
p(x, F (x))≤ p(x, xn+1) + p(xn+1, F (x))− p(xn+1, xn+1)
≤ p(x, xn+1) + p(xn+1, F (x))
≤ p(x, xn+1) +Dp(F (xn), F (x))
≤ p(x, xn+1) + θp(xn, x).
Si n → +∞, on a p(x, F (x)) = 0 alors p(x, F (x)) = p(x, x). Par re-
marque 3.1, on en déduit que x ∈ F (x) = F (x)
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Exemple 3.1 Soient X = {0, 1, 2, 3} et p : X ×X → R+ une métrique
partielle sur X définie par
p(0, 0) = p(1, 1) = 0, p(2, 2) = 3
20
, p(3, 3) = 1
20
,
p(0, 1) = p(1, 0) = 7
20
,
p(0, 2) = p(2, 0) = 9
20
,
p(0, 3) = p(3, 0) = 4
20
,
p(1, 2) = p(2, 1) = 9
20
,
p(1, 3) = p(3, 1) = 6
20
,
p(2, 3) = p(3, 2) = 9
20
.
Soient A = {0, 2}, B = {0, 1}.
Et F : A ∪B ⇒ A ∪B défine par
F (0) = F (1) = {0}, F (2) = {0, 1} et F (3) = {2}.
Notons que, F (x) est fermé et borné pour x ∈ A ∪ B dans l’espace
métrique partiel donné (X, p). nous montrons que , ∀x ∈ Aet ∀y ∈ B,
la condition contractive est satisfaite avec θ ∈ (7
9
, 1). Pour cela, nous
considérons les cas suivants :
- x = y = 0 :
Dp(F (0), F (0))=Dp({0}, {0}) = 0.
- x = 0, y = 1 :
Dp(F (0), F (1))=Dp({0}, {0}) = 0.
- x = 2, y = 0 :
Dp(F (2), F (0))=Dp({0, 1}, {0})






- x = 2, y = 1 :
Dp(F (2), F (1))=Dp({0, 1}, {0})





Donc toutes les conditions du théoréme 3.3 sont satisfaites. Alors x = 0
est un point fixe de F . Par contre, la métrique ps induite par la métrique
partiél p est donnée par
ps(0, 0) = ps(1, 1) = ps(2, 2) = ps(3, 3) = 0,
ps(0, 1) = ps(1, 0) = 7
20
,
ps(0, 2) = ps(2, 0) = 6
20
,
ps(0, 3) = ps(3, 0) = 3
20
,
ps(1, 2) = ps(2, 1) = 6
20
,
ps(1, 3) = ps(3, 1) = 5
20
,
ps(2, 3) = ps(3, 2) = 5
20
.
Notons que, dans le cas d’une métrique de Pompeiu-Hausdorf ordinaire,
la multifoction donnée ne satisfait pas la condition (1). En eﬀet, pour
x = 2, y = 0, la condition n’est pas satisfaite. En fait, nous avons
Dps(F (2), F (0))=Dps({0, 1}, {0})







θ = θps(2, 0),
évidemment, le raisonnement du théoréme 3.3 peut facilement être
étendu à un ensemble finis, de la maniére suivante.
Théorème 3.4 Soient Ai, pour i = 1...n, des sous-ensembles fermées
et non vides d’un espace métrique complet (X, p). Supposons que F :
∪ni=1Ai ⇒ ∪ni=1Ai est une multifonction avec des valeurs fermées et bor-
nées vérifie les conditions suivantes (où An+1 = A1 ).
- F (Ai) ⊆ Ai+1 pour 1 ≤ i ≤ n.
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- S’il existe une constante θ ∈ [0, 1) telle que
Dp(F (x), F (y)) ≤ θd(x, y) ∀x ∈ Ai et∀y ∈ Ai+1
pour 1 ≤ i ≤ n.
Alors F a au moins un point fixe dans ∩ni=1Ai.
2.1 Cas des multifonctions cycliques (θ, L)−faible
contractives
Donnons le résultat suivant
Théorème 3.5 Soient A et B deux sous-ensembles fermés et non vides
d’un espace métrique complet (X, p). Supposons que F : A∪B ⇒ A∪B
est une multifonction cyclique i.e., F (A) ⊆ B et F (B) ⊆ A avec des
valeurs fermées et bornées.
S’il existe une constante θ ∈ (0, 1) et L > 0 telle que
Dp(F (x), F (y)) ≤ θd(x, y) + Lpw(y, F (x)) ∀x ∈ A et ∀y ∈ B.
Donc l’ensemble des points fixe ΦF := {x ∈ X : x ∈ F (x)} ⊆ A ∩ B de
F est non vide et complet.
Démonstration. Soit β > 1 tel que k := βθ < 1, x0 ∈ A on obtient
x1 ∈ F (x0) ⊆ B.
-Si Dp(F (x0), F (x1)) = 0, alors F (x0) = F (x1), on obtient x1 ∈ F (x1).
-Si Dp(F (x0), F (x1)) > 0, Par lemme 3.1, il existe x2 ∈ F (x1) ⊆ A
tel que p(x1, x2) ≤ βDp(F (x0), F (x1). Par la définition de F, on a
p(x1, x2) ≤ βθp(x0, x1) + βLpw(x1, F (x0)) ≤ kp(x0, x1)).
-Si Dp(F (x1), F (x2)) = 0, alors F (x1) = F (x2), on obtient x2 ∈ F (x2).
-Si Dp(F (x0), F (x1)) > 0, on peut utiliser lemme 3.1 pour montrer qu’il
existe x3 ∈ F (x2) ⊆ B tel que p(x2, x3) ≤ kp(x1, x2).
De cette manière, on obtient une suite xn telle que x2n ∈ A, x2n+1 ∈ B,
et p(xn, xn+1) ≤ kp(xn−1, xn), pour n = 1, 2, ..., par induction, on obtient
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p(xn, xn+1) ≤ knp(x0, x1), pour n = 1, 2, ..., on a
p(xn, xn+p)≤ p(xn, xn+1) + p(xn+1, xn+p)− p(xn+1, xn+1)
≤ p(xn, xn+1) + p(xn+1, xn+p)
≤ p(xn, xn+1) + p(xn+1, xn+2) + p(xn+2, xn+p)− p(xn+2, xn+2)
≤ p(xn, xn+1) + p(xn+1, xn+2) + p(xn+2, xn+p)
Alors on obtient
p(xn, xn+p)≤ p(xn, xn+1) + p(xn+1, xn+2) + ...+ p(xn+p−1, xn+p)
≤ knp(x0, x1) + kn−1p(x0, x1) + kn+p−1p(x0, x1)
≤ (kn + kn−1 + kn+p−1)p(x0, x1)
≤ k
n
1− kp(x0, x1)→ 0 as n→ +∞.
Par la définition de ps, on obtient ps(xn, xn+p) ≤ 2p(xn, xn+p) → 0
quand n → +∞, ce qui implique que (xn) est une suite de Cauchy
dans (X, ps). Puisque (X, p)est complet, par lemme 1.1, l’espace mé-
trique (X, ps) est aussi complet. Donc, la suite xn est convergente dans
X, en ce qui concerne la métrique ps. Soient x = lim xn, ainsi x =
limx2n, x = lim x2n+1. Puisque A et B sont fermées, on a x ∈ A∩B ̸= ∅.
Soient x = lim xn, alors x = lim x2n, x = lim x2n+1. Puisque A et B sont
fermées, on a x ∈ A ∩B ̸= ∅.





p(xn, xm) = 0.
Et
p(x, F (x))≤ p(x, xn+1) + p(xn+1, F (x))− p(xn+1, xn+1)
≤ p(x, xn+1) + p(xn+1, F (x))
≤ p(x, xn+1) +Dp(F (xn), F (x))
≤ p(x, xn+1) + θp(xn, x).
Si n→ +∞, on a p(x, F (x)) = 0 alors p(x, F (x)) = p(x, x). par remarque
3.1, on en déduit que x ∈ F (x) = F (x).
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Il reste à montrer que ΦF est complet. Soit (xn) une suite dans ΦF , telle
que xn → x. Puisque A ∩B est fermés, on a x ∈ A ∩B Notons que
p(x, F (x))≤ p(x, xn)) + p(xn, F (xn))− p(xn, xn) + ep(F (xn), F (x))
≤ p(x, xn)) + p(xn, F (xn))− p(xn, xn) + ep(F (xn), F (x))
≤ p(x, xn)) + p(xn, xn)− p(xn, xn) + ep(F (xn), F (x))
≤ p(x, xn)) + ep(F (xn), F (x))
≤ p(x, xn)) + θp(xn, x) + Lpw(x, F (xn))
≤ p(x, xn)) + θp(xn, x) + L(pw(x, xn) + pw(xn, F (xn))
≤ p(x, xn)) + θp(xn, x) + Lpw(x, xn).
Donc, si n→ +∞, on obtient p(x, F (x)) = 0 on a p(x, F (x)) = p(x, x),
par la remarque 3.1 on obtient x ∈ F (x) = F (x).
Et ΦF est fermées.
Évidemment, le raisonnement du théoréme 3.5 peut facilement être
étendu à une collection d’ensembles finis, dans la suite.
Théorème 3.6 Soient Ai, pour i = 1...n, des sous-ensembles fermés
et non vides d’un espace métrique complet (X, p). Supposons que F :
∪ni=1Ai ⇒ ∪ni=1Ai est une multifonction avec des valeurs fermées et bor-
nées vérifiant les conditions suivantes ( An+1 = A1 ).
- F (Ai) ⊆ Ai+1 pour 1 ≤ i ≤ n.
- S’il existe deux constantes θ ∈ (0, 1) et L > 0 telle que
Dp(F (x), F (y)) ≤ θd(x, y) + Lpw(y, F (x)) ∀x ∈ Ai et ∀y ∈ Ai+1
pour 1 ≤ i ≤ n. Alors l’ensemble des points fixes ΦF := {x ∈ X : x ∈ F (x)} ⊆
∩ni=1Ai de F est non vide et complet.
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3 Meilleurs points de proximité pour une multi-
fonction cyclique
Dans cette section, nous considérons le théorème 2.1 dans le cas où
A ∩B = ∅ et (A,B) satisfait la propriété UC.
Définition 3.2 Soient A et B dans (X, p). On dit que (A,B) satisfait la
propriété UC si (xn) et (x′n) sont des suites dans A et (yn) est une suite
de B telles que lim
n→∞ p(xn, yn) = p(A,B) et limn→∞ p(x
′





Définition 3.3 Soient A et B deux sous-ensembles non vides d’un es-
pace métrique (X, p). La multifoncion F : A ∪ B ⇒ A ∪ B est une
contraction cyclique s’il existe une constante θ ∈ (0, 1) telle que
Dp(F (x), F (y)) ≤ θp(x, y) + (1− θ)p(A,B) ∀x ∈ A et ∀y ∈ B.(3.2)
Lemme 3.2 Soient A et B deux sous-ensembles non vides d’un espace
métrique (X, p) avec la propriété UC et soit (xn) une suite dans A.
S’il existe une constante (yn) dans B telle que lim
n→∞ p(xn, yn) = p(A,B)
et lim
n→∞ p(xn+1, yn) = p(A,B), alors (xn) est une suite de Cauchy dans
(X, ps).
Démonstration. Soient (xn) et (yn) deux suites telles que {xn} ⊂ A,
{yn} ⊂ B et lim
n→∞ p(xn, yn) = p(A,B) limn→∞ p(xn+1, yn) = p(A,B).
Par la propriété UC, on obtient lim




≤ p(yn+p, xn+p) + p(xn+p, xn)− p(xn+p, (xn+p))
≤ p(yn+p, xn+p) + p(xn+p, xn)
≤ p(yn+p, xn+p) + p(xn+p, xn+p−1) + ...+ p(xn+1, xn).
En passant à la limite, on obtient lim




n→∞ p(xn+p, xn) = 0 et
ps(xn+p, xn) = 2p(xn+p, xn)− p(xn+p, xn+p)− p(xn, xn)
ps(xn+p, xn)≤ 2p(xn+p, xn)→ 0.
On obtient (xn) est une suite de Cauchy dans (X, ps).
Théorème 3.7 Soient A et B deux sous-ensembles non vides d’un es-
pace métrique (X, p). tels que (A,B) vérifie la propriété UC et A est
complet . F : A ∪ B ⇒ A ∪ B est une multifonction cyclique i.e.,
F (A) ⊆ B et F (B) ⊆ A avec des valeurs fermées et bornées.
Alors F a un meilleur point de proximité z ∈ A.
Démonstration. Soit x0 ∈ A, on obtient x1 ∈ F (x0) ⊆ B. Il existe
x2 ∈ F (x1) ⊆ A. tel que
p(x1, x2)≤ p(x1, F (x1)) + θ
≤ ep(F (x0), F (x1)) + θ
≤Dp(F (x0), F (x1)) + θ.
Il existe x3 ∈ F (x2) ⊆ B tel que
p(x2, x3) ≤ Dp(F (x1), F (x2)) + θ2.
En utilisant l’induction, nous obtenons une suite (xn) avec x2n ∈ A, x2n+1 ∈
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B xn+1 ∈ F (xn) et
p(xn, xn+1)≤Dp(F (xn−1), F (xn)) + θn
≤ θp(xn−1, xn) + (1− θ)p(A,B) + θn
≤ θ(Dp(F (xn−2), F (xn−1)) + θn−1) + (1− θ)p(A,B) + θn
≤ θ(θp(xn−2, xn−1) + (1− θ)p(A,B) + θn + θn−1) + (1− θ)p(A,B) + θn
≤ θ2p(xn−2, xn−1) + (1− θ2)p(A,B) + 2θn
...
≤ θnp(x0, x1) + (1− θn)p(A,B) + nθn.
On a lim
n→∞ p(xn, xn+1) ≤ p(A,B) et puisque limn→∞ p(xn, xn+1) ≥ p(A,B)
nous obtenons lim
n→∞ p(xn, xn+1) = p(A,B). Puisque (x2n) ⊆ A, (x2n+2) ⊆
A et (x2n+1) ⊆ B, et par le lemme 3.2, (x2n) est une suite de Cauchy dans
(X, ps). Par la complétude de A, il existe z ∈ A tel que lim
n→∞ p(x2n, z) = 0.
Puisque p(A,B) ≤ p(z, x2n−1) ≤ p(z, x2n) + p(x2n, x2n−1) − p(x2n, x2n),
nous obtenons lim
n→∞ p(x2n−1, z) = p(A,B), Et p(A,B) ≤ p(F (x2n, z)) ≤
ep(F (x2n−1), F (z))) ≤ Dp(x2n−1, z) + (1 − θ)p(A,B), on a p(F (z), z) =
p(A,B). Donc F a un meilleur point de proximité z dans A.
Exemple 3.2 Soient X = {0, 1, 2, 3, 4} et p : X × X → R+ une mé-
trique partielle sur X définie par
p(0, 0) = 3
10
, p(1, 1) = 0, p(2, 2) = 1
10
, p(3, 3) = p(4, 4) = 0
p(0, 1) = p(1, 0) = 5
10
, p(0, 2) = p(2, 0) = 3
10
,
p(0, 3) = p(3, 0) = 5
10
, p(0, 4) = p(4, 0) = 4
10
p(1, 2) = p(2, 1) = 3
10
, p(1, 3) = p(3, 1) = 3
10
p(1, 4) = p(4, 1) = 2
10
, p(2, 3) = p(3, 2) = 3
10
p(2, 4) = p(4, 2) = 3
10
, p(3, 4) = p(4, 3) = 3
10
Soit A = {0, 1}, B = {3, 4}. et F : A ∪B ⇒ A ∪B définie par
F (0) = {3, 4}, F (1) = {4}, F (3) = F (4) = {1}, Notons que, F (x) est
fermé et borné pour tout x ∈ A∪B dans l’espace métrique partiel donné
(X, p). nous montrerons que , ∀x ∈ Aet ∀y ∈ B, la condition contractive
(2) est satisfaite avec θ ∈ (1
2
, 1). Pour cela , nous considérons les cas
suivants avec p(A,B) = p(1, 4) :
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- x = 0, y = 3 :
Dp(F (0), F (3))=Dp({3, 4}, {1})




≤ θp(0, 3) + (1− θ)p(A,B)
- x = 0, y = 4 :
Dp(F (0), F (4))=Dp({3, 4}, {1})




≤ θp(0, 4) + (1− θ)p(A,B)
- x = 1, y = 3 :
Dp(F (1), F (3)) =Dp({4}, {1})
≤ θp(1, 3) + (1− θ)p(A,B)
- x = 1, y = 4 :
Dp(F (1), F (4)) =Dp({4}, {1})
≤ θp(1, 4) + (1− θ)p(A,B)
Ainsi toutes les conditions du théorème 3.7 sont remplies. Ici x = 1 est
un meilleur point de proximité de F . Par contre, La métrique ps induite
par la métrique partielle p donnée par
ps(0, 0) = ps(1, 1) = ps(2, 2) = ps(3, 3) = ps(4, 4) = ps(5, 5) = 0,
ps(0, 1) = ps(1, 0) =
7
10




ps(0, 3) = ps(3, 0) =
7
10
, ps(0, 4) = ps(4, 0) =
5
10
ps(1, 2) = ps(2, 1) =
5
10
, ps(1, 3) = ps(3, 1) =
6
10
ps(1, 4) = ps(4, 1) =
4
10
, ps(2, 3) = ps(3, 2) =
5
10
ps(2, 4) = ps(4, 2) =
5
10
, ps(3, 4) = ps(4, 3) =
6
10
Notons que, dans le cas d’une métrique de Pompeiu-Hausdorf ordinaire,
la multifonction donnée ne satisfait pas la condition (2). En eﬀet , Pour
x = 0, y = 4, cette condition n’est pas satisfaite car
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Dps(F (0), F (4)) =Dps({3, 4}, {1})














4 Meilleur Point de proximitè pour les multifonc-
tions non auto-applications
Dans cette paragraphe nous donnons des théorèmes d’existence de
meilleurs points de proximité pour une multifonction non auto-application
dans un espace métrique partiel et des approximations sur les ensembles
des meilleurs points de proximité.
4.1 Existence de meilleur Point de proximité pour
une multifonction non auto-application
Soient A,B deux sous-ensembles non vides d’un espace métrique
(X, d). Le but de cette paragraphe est d’établir des théorèmes d’exis-
tence d’un point x ∈ A, appelé le meilleur point de proximité, qui sa-
tisfait inf{p(x, y) : y ∈ F (x)} = dist(A,B) pour une multifonction non
auto-application F : A → 2B. Nous avons prouvé que les résultats ob-
tenus en [3] peut être améliorés et généralisés sur les espaces métriques
partiels. Certains exemples sont donnés pour illustrer l’eﬃcacité de nos
résultats.
Théorème 3.8 [3] Soit (X, d) un espace métrique complet et A,B deux
sous ensembles non vides et fermés de X tels que A0 ̸= ∅ et la paire
(A,B) a la P-proporietée, on suppose que F : A⇒ 2B une multifonction
à valeurs fermées, bornées et non vides. S’il existe une constante θ ∈
(0, 1) tel que
D(F (x), F (y)) ≤ θd(x, y) ∀x ∈ Aet ∀y ∈ A,
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et F (x) ⊆ B0 pour tout x ∈ A0. Alors F à un meilleur point de proximité
x dans A.
Théorème 3.9 Soient (X, p) un espace métrique partiel complet et A,B
deux sous ensembles non vides et fermés de X tels que A0 ̸= ∅ et la paire
(A,B) a la P-proporietée, on suppose que F : A⇒ 2B une multifonction
à valeurs fermés, bornés et non vides. S’il existe une constante θ ∈ (0, 1)
telle que
Dp(F (x), F (y)) ≤ θp(x, y) ∀x ∈ Aet ∀y ∈ A,
et F (x) ⊆ B0 pour tout x ∈ A0. Alors F à un meilleur point de proximité
x dans A.
Démonstration. Soit x0 ∈ A0, on trouve y0 ∈ F (x0) ⊆ B0. Alors il
existe x1 ∈ A0, tel que p(x1, y0) = p(A,B), on obtient y1 ∈ F (x1) ⊆ B0
tel que p(y0, y1) ≤ Dp(F (x0), F (x1)) + θ.
Et aussi il existe x1 ∈ A0, tel que p(x1, y1) = p(A,B), et y2 ∈ f(x2) ⊆ B0
tel que p(y1, y2) ≤ Dp(F (x1), F (x2)) + θ2.
On cotinue pour trouver xn ∈ A0, tel que p(xn, yn−1) = p(A,B), et
yn ∈ F (xn) ⊆ B0 telles que p(yn−1, yn) ≤ Dp(F (xn−1), F (xn)) + θn.
Puisque p(xn+1, yn) = p(A,B) et p(xn, yn−1) = p(A,B), par la P-proporietée,
on trouve p(xn, xn+1) = p(yn−1, yn).
Ceci donne
p(xn, xn+1) = p(yn−1, yn)≤Dp(F (xn−1), F (xn)) + θn
≤ θp(xn−1, xn) + θn
≤ θp(yn−2, yn−1) + θn)
≤ θ(Dp(F (xn−2), F (xn−1)) + θn−1) + θn
≤ θ2p(xn−2, xn−1) + 2θn
...
≤ θnp(x0, x1) + nθn → 0 quand n→ +∞.
Et par définition de ps, on trouve ps(xn, xn+1) ≤ 2p(xn, xn+p)→ 0 quand
n→ +∞. D’autre part on va démontrer que (xn) est une suite de Cauchy
57
dans (X, ps). On suppose qu’il existe un ϵ > 0 et pour tout k ∈ N, ils
existent mk, nk ∈ N tels que mk > nk > k et p(xmk , xnk) > ϵ.
On a
p(A,B)≤ p(ynk−1, xmk)
≤ p(ynk−1, xnk) + p(xnk , xmk)− p(xnk , xnk)
≤ p(ynk−1, xnk) + p(xnk , xmk)
≤ p(ynk−1, xnk) + p(xnk , xnk+1) + ...+ p(xmk−1, xmk)
On prend la limite on touve lim
n→∞ p(ynk−1, xnk)+ limn→∞ p(xnk , xmk) = p(A,B).
Ceci donne lim
n→∞ p(xnk , xmk) = 0. Puisque p
s(xnk , xmk) < 2p(xnk , xmk)→
0, on trouve que (xn) est une suite de Cauchy dans (X, ps), et comme
(X, p) est complet, alors selon le lemme 1.1, (X, ps) est un espace mé-
trique complet et la suite xn est convergente dans X. Soit x = lim xn.
Puisque A est fermé, nous avons x ∈ A.
Et comme p(xn, xn+1) = p(yn−1, yn) on a la suite yn est convergente dans
X. Soit y = lim yn. Puisque B est fermé, nous avons y ∈ B.
D’autre part, d’après le lemme 1.1, on a
p(x, x) = lim
n→+∞
p(xn, x) = lim
n,m→+∞
p(xn, xm) = 0,
p(y, y) = lim
n→+∞
p(yn, y) = lim
n,m→+∞
p(yn, ym) = 0
et p(x, y) = p(A,B). Et donc
0≤ p(yn, F (x))
≤Dp(F (xn), F (x))
≤ θp(xn, x).
On prend la limite n → +∞, on trouve p(y, F (x)) = 0 ceci donne
p(y, F (x)) = p(y, y), et on utilise la remarque 3.1, pour obtenir y ∈
F (x) = F (x). On obtient alors x est un un meilleur point de proximité
dans A qui verifie p(x, F (x)) = p(A,B).
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Exemple 3.3 Soit (X, p) un espace métrique partiel tel que X = {0, 1, 2, 3, 4, 5},
et p :X ×X → R+ est définie par
p(0, 0) = 3
10
, p(1, 1) = p(2, 2) = 2
10
, p(3, 3) = p(4, 4) = p(5, 5) = 0,
p(0, 1) = p(1, 0) = 5
10
, p(0, 2) = p(2, 0) = 4
10
,
p(0, 3) = p(3, 0) = 2
10
, p(0, 4) = p(4, 0) = 5
10
,
p(0, 5) = p(5, 0) = 5
10
,
p(1, 2) = p(2, 1) = 4
10
, p(1, 3) = p(3, 1) = 3
10
,
p(1, 4) = p(4, 1) = 3
10
, p(1, 5) = p(5, 1) = 5
10
,
p(2, 3) = p(3, 2) = 3
10
, p(2, 4) = p(4, 2) = 3
10
,
p(2, 5) = p(5, 2) = 3
10
, p(3, 4) = p(4, 3) = 3
10
,
p(3, 5) = p(5, 3) = 3
10
, p(4, 5) = p(5, 4) = 3
10
.
On prend A = {0, 1}, B = {3, 4, 5}, A0 = {0}, B0 = {3} et p(A,B) =
p(0, 3).
Et F : A ∪B ⇒ A ∪B est définie par
F (0) = {3, 4}, F (1) = {4, 5}, on remarque que F : A⇒ 2B est une mul-
tifonction à valeurs fermées, bornées et non vides. Il existe une constante
θ ∈ (3
5
, 1) telle que
Dp(F (x), F (y)) ≤ θp(x, y) ∀x ∈ Aet ∀y ∈ A,
et F (x) ⊆ B0 pour tout x ∈ A0. :
- x = 0, y = 0 :
Dp(F (0), F (0))=Dp({3, 4}, {3, 4}) = 0
- x = 0, y = 1 :





- x = 1, y = 1 :
Dp(F (1), F (1))=Dp({4, 5}, {4, 5}) = 0
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Alors toutes les conditions de théorème 3.9 sont satisfaites et on a un
meilleur point de proximité x = 0 ∈ A . D’autre part le théorème 3.8 ne
peut pas être appliqué, on a
ps(0, 0) = ps(1, 1) = ps(2, 2) = ps(3, 3) = ps(4, 4) = ps(5, 5) = 0,
ps(0, 1) = ps(1, 0) = 5
10
, ps(0, 2) = ps(2, 0) = 3
10
,
ps(0, 3) = ps(3, 0) = 1
10
, ps(0, 4) = ps(4, 0) = 7
10
,
ps(0, 5) = ps(5, 0) = 7
10
,
ps(1, 2) = ps(2, 1) = 4
10
, ps(1, 3) = ps(3, 1) = 4
10
,
ps(1, 4) = ps(4, 1) = 3
10
, ps(1, 5) = ps(5, 1) = 8
10
,
ps(2, 3) = ps(3, 2) = 4
10
, ps(2, 4) = ps(4, 2) = 4
10
,
ps(2, 5) = ps(5, 2) = 4
10
, ps(3, 4) = ps(4, 3) = 6
10
,
ps(3, 5) = ps(5, 3) = 6
10
, ps(4, 5) = ps(5, 4) = 6
10
.
On prend x = 0, y = 1 :





Dans la suite, soit PFi l’esemble des meilleurs points de proximité pour
une multifonction Fi.
Théorème 3.10 Soient (X, d) un espace métrique complet et A,B deux
sous ensembles non vides et fermés de X tels que A0 ̸= ∅ et la paire
(A,B) a la P-proporietée. Soient Fi : A ⇒ 2B, i = 1, 2 deux multi-
fonctions à valeurs compacts et non vides, s’ils existent deux constantes
θ1, θ2 ∈ (0, 1) telles que
D(F1(x), F1(y)) ≤ θ1d(x, y) ∀x ∈ Aet ∀y ∈ A.
D(F2(x), F2(y)) ≤ θ2d(x, y) ∀x ∈ Aet ∀y ∈ A,
et Fi(x) ⊆ B0, i = 1, 2, pour tout x ∈ A0. Alors
D(PF1, PF2) ≤ 1
1−min{θ1, θ2} [supx∈AD(F1(x), F2(x))].




et α = βε
(1− θ) .Soit x0,1 = x0 ∈ PF1, il existe y0,1 ∈ F1(x0) ⊆ B0 tel
que d(x0, y0,1) = d(A,B). D’autre part, ils existent y0 ∈ F2(x0) ⊆ B0
et x1 ∈ A0 tels que d(x1, y0) = d(A,B). par la P-proporietée, on trouve
d(x0, x1) = d(y0,1, y0). Ceci donne d(x0, x1) ≤ D(F1(x0), F2(x0)) + ε.
On prend y1 ∈ F (x1) ⊆ B0 tel que d(y0, y1) ≤ D(F2(x0), F2(x1)) + θα.
Et aussi il existe x1 ∈ A0, tel que d(x1, y1) = d(A,B), et il existe
y2 ∈ F2(x2) ⊆ B0 tel que d(y1, y2) ≤ D(F2(x1), F2(x2)) + θ2α.
On cotinue pour trouver xn ∈ A0, tel que d(xn, yn−1) = d(A,B), et il
existe yn ∈ F2(xn) ⊆ B0 tel que d(yn−1, yn) ≤ D(F2(xn−1), F2(xn))+θnα.
Puisque d(xn+1, yn) = d(A,B) et d(xn, yn−1) = d(A,B), par la P-proporietée,
on trouve d(xn, xn+1) = d(yn−1, yn).
Ceci donne
d(xn, xn+1) = d(yn−1, yn)≤D(F2(xn−1), F2(xn)) + θnα
≤ θd(xn−1, xn) + θnα
≤ θd(yn−2, yn−1) + θnα
≤ θ(D(F2(xn−2), F2(xn−1)) + θn−1) + θnα
≤ θ2d(xn−2, xn−1) + 2θnα
...
≤ θnd(x0, x1) + nθnα→ 0 quand n→ +∞.
(3.3)
D’autre part on va démontrer que (xn) est une suite de Cauchy dans
A. On suppose qu’il existe un ϵ > 0 et pour tout k ∈ N, ils existent
mk, nk ∈ N tels que mk > nk > k et d(xmk , xnk) > ϵ.
On a
d(A,B)≤ d(ynk−1, xmk)
≤ d(ynk−1, xnk) + d(xnk , xmk)
≤ d(ynk−1, xnk) + d(xnk , xmk)
≤ d(ynk−1, xnk) + d(xnk , xnk+1) + ...+ d(xmk−1, xmk)
(3.4)
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On prend la limite on touve lim
n→∞ d(ynk−1, xnk)+ limn→∞ d(xnk , xmk) = d(A,B).
Ceci donne lim
n→∞ d(xnk , xmk) = 0. On trouve que (xn) est une suite de
Cauchy dans un espace métrique complet et donc la suite xn est conver-
gente dans X. Soit x2 = lim xn. Puisque A est fermé, nous avons x2 ∈ A.
Et comme d(xn, xn+1) = d(yn−1, yn), on a la suite yn est convergente





On prend la limite n → +∞, on trouve d(y, F2(x2)) = 0. On ob-
tient alors x2 est un un meilleur point de proximité dans A qui verifie

















1− θ2 (d(x0, x1) + ε)
≤ 1
1− θ2 (D(F1(x0), F2(x0)) + 2ε)
On obtient pour tout ε > 0, d(x0,1, x2) ≤ 1
1− θ2 (D(F1(x0,1), F2(x0,1)) +
ε). Soit x0,2 ∈ PF2, il existe x1 ∈ PF1 tel que
d(x0,2, x1) ≤ 1
1− θ1 (D(F1(x0,1), F2(x0,1)) + ε), pour tout ε > 0.
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Théorème 3.11 Soient (X, p) un espace métrique partiel complet et
A,B deux sous ensembles non vides et fermés de X tels que A0 ̸= ∅ et la
paire (A,B) a la P-proporietée. Soient Fi : A⇒ 2B, i = 1, 2 deux multi-
fonctions à valeurs compacts et non vides. S’ils existent deux constantes
θ1, θ2 ∈ (0, 1) telle que
Dp(F1(x), F1(y)) ≤ θ1p(x, y) ∀x ∈ Aet ∀y ∈ A.
Dp(F2(x), F2(y)) ≤ θ2p(x, y) ∀x ∈ Aet ∀y ∈ A.
Et Fi(x) ⊆ B0, i = 1, 2, pour tout x ∈ A0. Alors
Dp(PF1, PF2) ≤ 1
1−max{θ1, θ2} [supx∈ADp(F1(x), F2(y))].
Démonstration. Soit x0,1 = x0 ∈ PF1, il existe y0,1 ∈ F1(x0) ⊆ B0 tel
que d(x0, y0,1) = d(A,B). D’autre part, il existent y0 ∈ F2(x0) ⊆ B0
et x1 ∈ A0 tels que p(x1, y0) = p(A,B). par la P-proporietée, on trouve
p(x0, x1) = p(y0,1, y0). Ceci donne p(x0, x1) ≤ Dp(F1(x0), F2(x0)) + ε.
On prend y1 ∈ F (x1) ⊆ B0 tel que p(y0, y1) ≤ Dp(F2(x0), F2(x1)) + θ.
Et aussi il existe x1 ∈ A0, tel que p(x1, y1) = p(A,B), et il existe
y2 ∈ F2(x2) ⊆ B0 tel que p(y1, y2) ≤ Dp(F2(x1), F2(x2)) + θ2.
On cotinue pour trouver xn ∈ A0, tel que p(xn, yn−1) = p(A,B), et il
existe yn ∈ F2(xn) ⊆ B0 tel que p(yn−1, yn) ≤ Dp(F2(xn−1), F2(xn))+θn.
Puisque p(xn+1, yn) = p(A,B) et p(xn, yn−1) = p(A,B), par la P-proporietée,
on trouve p(xn, xn+1) = p(yn−1, yn). Ceci donne
p(xn, xn+1) = p(yn−1, yn)≤Dp(F2(xn−1), F2(xn)) + θn
≤ θp(xn−1, xn) + θn
≤ θ(Dp(F2(yn−2), F2(yn−1)) + θn−1)
≤ θ(Dp(F2(xn−2), F2(xn−1)) + θn−1) + θn
≤ θ2p(xn−2, xn−1) + 2θn
...
≤ θnp(x0, x1) + nθn → 0 quand n→ +∞.
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Et par définition de ps, on trouve ps(xn, xn+1) ≤ 2p(xn, xn+p)→ 0 quand
n→ +∞. D’autre part on va démontrer que (xn) est une suite de Cauchy
dans (X, ps). On suppose qu’il existe un ϵ > 0 et pour tout k ∈ N, ils
existent mk, nk ∈ N tels que mk > nk > k et p(xmk , xnk) > ϵ.
On a
p(A,B)≤ p(ynk−1, xmk)
≤ p(ynk−1, xnk) + p(xnk , xmk)− p(xnk , xnk)
≤ p(ynk−1, xnk) + p(xnk , xmk)
≤ p(ynk−1, xnk) + p(xnk , xnk+1) + ...+ p(xmk−1, xmk)
On prend la limite on touve lim
n→∞ p(ynk−1, xnk)+ limn→∞ p(xnk , xmk) = p(A,B).
Ceci donne lim
n→∞ p(xnk , xmk) = 0. Puisque p
s(xnk , xmk) < 2p(xnk , xmk)→
0, on trouve que (xn) est une suite de Cauchy dans (X, ps), et comme
(X, p) est complet alors selon le lemme 1.1, (X, ps) est un espace mé-
trique complet et la suite xn est convergente dans X. Soit x2 = limxn.
Puisque A est fermé, nous avons x2 ∈ A.
Et comme p(xn, xn+1) = p(yn−1, yn) on a la suite yn est convergente dans
X. Soit y = lim yn, puisque B est fermé, nous avons y ∈ B.
D’autre part, d’après le lemme 1.1, on a
p(x2, x2) = lim
n→+∞
p(xn, x2) = lim
n,m→+∞
p(xn, xm) = 0,
p(y, y) = lim
n→+∞
p(yn, y) = lim
n,m→+∞
p(yn, ym) = 0




On prend la limite n → +∞, on trouve p(y, F2(x2)) = 0 ceci donne
p(y, F2(x2)) = p(y, y), et on utilise la remarque 3.1, pour obtenir y ∈
F2(x2) = F2(x2). On obtient alors x2 est un un meilleur point de proxi-
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1− θ2 (p(x0, x1) + ε)
≤ 1
1− θ2 (Dp(F1(x0), F2(x0)) + 2ε)
On obtient pour tout ε > 0, p(x0,1, x2) ≤ 1
1− θ2 (Dp(F1(x0,1), F2(x0,1))+
ε). Soit x0,2 ∈ PF2, il existe x1 ∈ PF1 tel que p(x0,2, x1) ≤ 1
1− θ1 (Dp(F1(x0,1), F2(x0,1))+
ε), pour tout ε > 0.
Exemple 3.4 Soit (X, p) un espace métrique partiel tel que X = {0, 1, 2, 3, 4, 5, 6, 7, 8},
et p :X ×X → R+ est définie par
p(0, 0) = 0.25, p(1, 1) = 0.15, p(2, 2) = 0.20,
p(3, 3) = p(4, 4) = p(5, 5) = p(6, 6) = p(7, 7) = p(8, 8) = 0,
p(0, 1) = 0.4, p(0, 2) = p(0, 6) = 0.4,
p(0, 3) = p(1, 6) = 0.26, p(0, 4) = p(0, 5) = p(0, 7) = p(0, 8) = 0.5,
p(1, 2) = p(3, 6) = 0.4, p(1, 3) = p(1, 4) = p(1, 7) = 0.3,
p(1, 5) = p(1, 8) = 0.5
p(2, 3) = p(2, 4) = p(2, 5) = p(2, 6) = p(2, 7) = p(2, 8) = 0.3,
p(3, 4) = p(3, 5) = p(3, 6) = p(3, 7) = p(3, 8) = 0.3,
p(4, 5) = p(4, 6) = p(4, 7) = p(4, 8) = p(5, 6) = p(5, 7) = p(5, 8) = 0.3,
p(5, 6) = p(5, 7) = p(5, 8) = p(6, 7) = p(6, 8) = p(7, 8) = 0.3,
et p(x, y) = p(y, x)∀x ∈ X, ∀y ∈ X
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On prend A = {0, 1}, B = {3, 4, 5, 6, 7, 8}, A0 = {0, 1},
B0 = {3, 6} et p(A,B) = p(0, 3) = p(1, 6).
Et F1, F2 : A ∪B ⇒ A ∪B sont définies par
F1(0) = {3, 4}, F1(1) = {4, 5}, F2(0) = {6, 7}, F2(1) = {7, 8}, On re-
marque que F1, F2 : A⇒ 2B sont deux multifonctions à valeurs compacts
et non vides. Ils existent deux constantes θ1, θ2 ∈ (34 , 1) telles que
D(Fi(x), Fi(y)) ≤ θid(x, y). ∀x ∈ Aet ∀y ∈ A,
et Fi(x) ⊆ B0 ∀x ∈ A0 pour i = 1, 2.
Alors toutes les conditions de théorème 3.11, sont satisfaites et on a
D(PF1, PF2) ≤ 1
1−min{θ1, θ2} [supx∈AD(F1(x), F2(x))].
tel que PF1 = {0}, PF1 = {1} :
D({0}, {1}) ≤ 1
1− 3
5
[max{D(F1(0), F2(0)), D(F1(1), F2(1))}].
D’autre part le théorème 3.10, ne peut pas être appliqué, on a F1 et
F2 ne sont pas contractantes :
ps(0, 1) = 0.5, ps(3, 4) = 0.6, ps(3, 5) = 0.6,
ps(0, 1) = 0.5, ps(3, 6) = 0.8, ps(3, 7) = 0.6, ps(4, 6) = ps(4, 7) = 0.6,
ps(4, 8) = ps(5, 7) = ps(5, 8) = 0.6,
et ps(x, y) = ps(y, x)∀x ∈ X, ∀y ∈ X.
On prend x = 0, y = 1 :
Dps(F (0), F (1))=max{eps({4, 5}, {3, 4}), eps({3, 4}, {4, 5})}
=0.6 ≰ θps(0, 1).
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Chapitre 4
Théorème du point fixe pour
les contractions généralisées
sur un espace métrique
partiel
Dans ce chapitre nous donnons une nouvelle version du principe va-
riationnel dEkeland sur les éspaces métriques partiels. Nous avons établi
un résultat sur lexistence dun point fixe pour une classe généralisé des
contractions sur un espace métrique partiel.
1 Introduction
Le but de ce chapitre est de donner un nouveau résultat sur lexistence
dun point fixe pour une classe de fonctions à valeurs définies satisfaisant
une condition de contraction sur un espace métrique partiel. Ici notre
méthode s’appuie sur le principe variationnel d’Ekeland [33, 1972] (voir
aussi [34]) et non sur la méthode classique de Banach-Picard. Dans
ce but, on commence par montrer que le principe variationnel classique
d’Ekeland peut être généralisé sur les éspaces mérique partiel. Le Prin-
cipe variationnel d’Ekeland est lun des résultats les plus important de
lanalyse non linéaire, il est utilisé aux problèmes de la théorie des points
fixes, optimisation, théorie de contrôle optimal, théorie de jeux, équa-
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tions non linéaires, systèmes dynamiques, etc. voir, par exemple, ([6] -
[7], [20], [21], [33] - [36], [43], [64], [68], [79], [92]).
Rappelons que la formule classique du principe variationnel dEkeland
est la suivante :
Théorème 4.1 ( [19], [16, Théorème 2.1], [79, Théorème B]) Soit (X, d)
est un espace métrique. Alors les properiétés suivantes sont équivalent :
(1) (X, d) est complet.
(2) Pour chaque fonction f : X → R ∪ {∞} semi-continue inférieu-
rement et brnée admet un d−point il existe x ∈ X tel que
f(x) < f(y) + d(x, y) ∀y ∈ X, y ̸= x. (4.1)
2 Principe variationnel d’Ekeland sur l’espace mé-
trique partiel
Dans cette paragraphe, nous donnons un principe de variation dE-
keland sur un espace métrique pour les fonctions satisfaisant certaines
conditions de contraction. Commençons par la définition suivante :
Définition 4.1 Soient (X, p) un espace métrique partiel et la fnction
f : X → R∪{+∞}. Un point x ∈ domf := f−1(R) est appelé un
p−point de f si
f(x) + p(x, x) < f(y) + p(x, y) ∀y ∈ X, y ̸= x / p(y, y) = p(x, x).
(4.2)
notons que si p := d est une métrique, cette définition coïncide avec
lhabituel (4.1). Observez que p− points sont dans domf , et que tout
minimum global de f est un p− point. En eﬀet, considérons que x est un
minimum global de f et y ̸= x tel que p(y, y) = p(x, x). Par conséquent,
p(x, y) > p(x, x) et on obtient
f(x) ≤ f(y) < f(y) + p(x, y)− p(x, x)
x est un p− point de f. notons aussi que si x est un dp− point de f , est
un p− point de f/2.
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Soit f : X → R∪{+∞} une fonction définie sur un espace métrique
partiel (X, p). Alors f est semi-continue inférieurement sur X si pour
tout x et toute suite (xn) dans X, on a




S(x) := {y ∈ X / p(y, y) = p(x, x) et f(y) + p(y, x) ≤ f(x) + p(x, x)}
(4.4)
qui est non vide (x ∈ S(x)) et soit fˆ := f|S(x) la restriction de f a S(x).
Proposition 4.1 Nous avons les propriétés suivantes :
(1) x est un p−point de f ssi S(x) = {x} ,
(2) Si xˆ est un p−point de la restriction fˆ sur S(x) alors xˆ est un
p−point de f sur X,
(3) Si y ∈ S(x) alors S(y) ⊂ S(x),
(4) Si f est semi-continue inférieurement (X, p) alors pour tout x,
S(x) est fermé dans (X, dp) :
∀(xn) ⊂ S(x), lim
n→∞
dp(xn, x¯) = 0 =⇒ x¯ ∈ S(x).
Démonstration. (1) Il est clair que si S(x) = {x} , x est un p−point de
f. Inversement, considérons un point y ∈ X tel que y ̸= x. Si p(y, y) ̸=
p(x, x), y /∈ S(x). On suppose p(y, y) = p(x, x) alors f(x) + p(x, x) <
f(y) + p(y, x) (par l’hypothèse) i.e., y /∈ S(x).
(2) xˆ est un p−point de fˆ sur S(x) et y ∈ X, y ̸= xˆ tel que p(y, y) =
p(xˆ, xˆ). Par conséquent, p(y, y) = p(x, x). Si y ∈ S(x) alors (4.2) satisfait
pour xˆ. On suppose y /∈ S(x) et comme xˆ ∈ S(x), nous obtenons la
conclusion depuis
f(xˆ) + p(x, xˆ) ≤ f(x) + p(x, x) < f(y) + p(y, x)
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(3) Soit y ∈ S(x) et z ∈ S(y) alors p(z, z) = p(y, y) = p(x, x) et
f(z) + p(x, z)≤ f(z) + p(x, y) + p(y, z)− p(y, y)
≤ f(y) + p(y, x) ≤ f(x) + p(x, x)
on a z ∈ S(x).
(4) On suppose que f est semi-continue inférieurement et x dans X.
Considérons une suite (xn) dans S(x) tel que lim
n→∞
dp(xn, x¯) = 0, donc
p(x¯, x¯) = limn→∞ p(x¯, xn) = limn→∞ p(xn, xn) = p(x, x) car xn ∈ S(x)
pour tout n. De plus, en utilisant l’inégalité suivante
p(x¯, x) ≤ p(x¯, xn) + p(xn, x)− p(x, x),
On obtient
p(x¯, x) ≤ lim inf
n→∞
p(xn, x).
De plus par (4.4), on a
f(xn) + p(xn, x) ≤ f(x) + p(x, x)
et la semi-continuité inférieure de f conduit à
f(x¯) + p(x¯, x) ≤ lim inf
n→∞
(f(xn) + p(xn, x)) ≤ f(x) + p(x, x)
Alors S(x) est fermé.
Nous donnons maintenant notre principal résultat sur le principe de
variation dEkeland sur les espaces métriques.
Théorème 4.2 Soit (X, p) est un espace mérique complet et soit f :
X → R∪{∞} semi-continue inférieurement et brnée. Soient x0 ∈ domf
et λ > 0 fixé. Alors il existe x¯ ∈ X tel que p(x¯, x¯) = p(x0, x0) et
(1) f(x¯)− f(x0) ≤ λ(p(x0, x0)− p(x¯, x0)) ≤ 0,
(2) f(x¯) + λp(x¯, x¯) < f(y) + λp(x¯, y) pour tout y ∈ X, y ̸= x¯ tel
que p(y, y) = p(x¯, x¯) alors f admet un p−point.
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Démonstration. Sans perte de généralité, on peut supposer λ := 1.
Pour x ∈ domf, on définit v(x) := inf
y∈S(x)
f(y) > −∞ puisque f est
semi-continue inférieurement et brnée. Soit x0 ∈ domf on suppose que
x0 n’est pas un p−point (sinon il n’y a rien à prouver). Il existe alors
x1 ∈ S(x0), x1 ̸= x0 tel que f(x1) ≤ v(x0) + 12 . Supposons qu’on a
construit une suit (xn) telle que pour n,
xn+1 ∈ S(xn), xn+1 ̸= xn tel que f(xn+1) ≤ v(xn) + 1
2n
. (4.5)
Observons d’abord que de la Proposition 4.1, la suite (S(xn)) est dé-
croissante (S(xm) ⊂ S(xn) pour m ≥ n) alors pour tout m ≥ n,
p(xm, xm) = p(xn, xn). De plus, en appliquant l’inégalité triangulaire
nous obtenons pour tout n,
f(xn+2) + p(xn, xn+2)≤ f(xn+2) + p(xn, xn+1) + p(xn+1, xn+2)− p(xn+1, xn+1)
≤ f(xn+1) + p(xn, xn+1)
≤ f(xn) + p(xn, xn)
donc par induction, on a
f(xm) + p(xn, xm) ≤ f(xn) + p(xn, xn) (4.6)
pour tout n,m ; m ≥ n,
0 ≤ p(xn, xm)− p(xn, xn) ≤ f(xn)− f(xm). (4.7)
Observons que (4.7) implique que (f(xn)) est une suite décroissante des
nombres réels et comme elle est bornée, la suite (f(xn)) est convergente.
Donc, lim
n,m→∞
(p(xn, xm)− p(xn, xn)) = 0.
Ainsi lim
n,m→∞
dp(xn, xm) = 2 lim
n,m→∞
(p(xn, xm) − p(xn, xn)) = 0 par consé-
quent (xn) est une suite de Cauchy dans (X, dp) qui est complet (par le
Lemme 1.1). Il exite alors x¯ ∈ X tel que lim
n→∞
dp(xn, x¯) = 0 alors de (1.3),
p(x¯, x¯) = lim
n→∞




D’autre part, depuis S(xn+m) ⊂ S(xn) pour tout n, m, la suite (xn+m)m
est dans S(xn) et verifie lim
m→∞
dp(xn+m, x¯) = 0 pour tout n fixé ainsi
x¯ ∈ S(xn) pour tout n (S(xn) est fermé). Particulièrement, x¯ ∈ S(x0)
alors x¯ vérifie
p(x¯, x¯) = p(x0, x0) et f(x¯) + p(x¯, x0) ≤ f(x0) + p(x0, x0).
Nous prouvons maintenant que x¯ est un p−point de f . Considérons
un point y dans S(x¯) avec y ̸= x¯. Alos y ∈ S(xn) ⊂ S(xn−1) pour tout
n ≥ 1 et on utilise (4.5), on obtient
f(y) ≤ f(y) + p(xn, y)− p(xn, xn) ≤ f(xn) ≤ v(xn−1) + 1
2n
≤ f(y) + 1
2n
Ainsi
0 ≤ p(xn, y)− p(xn, xn) ≤ 1
2n
.
Nous concluons que limn→∞ p(xn, y) = p(x¯, x¯) car limn→∞ p(xn, xn) =
p(x¯, x¯). Comme
p(x¯, y) + p(xn, xn)− p(x¯, xn) ≤ p(xn, y) ≤ p(x¯, y) + p(xn, x¯)− p(x¯, x¯),
limn→∞ p(xn, y) = p(x¯, y). Ainsi p(x¯, y) = p(x¯, x¯) = p(y, y) (y ∈ S(x¯)) et
donc y = x¯. Cela conduit a x¯ est un p−point.
L’inverse du théorème ci-dessus est le suivant :
Théorème 4.3 Soit (X, p) un espace métrique complet et soit pour
toute f : X → R ∪ {+∞} semi-continue inférieurement et bornée et





f(xε) + εp(xε, xε) ≤ f(x) + εp(x, xε) ∀x ∈ X.
Démonstration. Considérons (xn) est une suite de Cauchy sur (X, p) et
on définit une fonction f : X → R∪{+∞} tel que f(x) := lim
n→∞
p(xn, x)−
p(x, x) pour tout x ∈ X. Alors f est non négative sur (X, p). En eﬀet,
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Soit y ∈ X et on prend la suite (ym) telle que lim
m→∞
p(ym, y) = p(y, y). Or
pour tout n et m,
p(xn, y)− p(y, y) ≤ p(xn, ym) + p(ym, y)− p(ym, ym)− p(y, y)
on obtient quand n→∞,
f(y) ≤ f(ym) + p(ym, y)− p(y, y)
Et ainsi
f(y) ≤ lim inf
m→∞
f(ym).
De plus, depuis (xn) est une suite de Cauchy donc lim
m→∞
f(xm) = 0 en uti-
lisant le fait que lim
n,m→∞
p(xn, xm) = lim
m→∞




Soit ε ∈ (0, 1) par hypothèse il existe x¯ ∈ X tel que f(x¯) ≤ ε et
f(x¯) + εp(x¯, x¯) ≤ f(x) + εp(x, x¯) ∀x ∈ X
Ainsi
f(x¯) ≤ f(xn) + ε(p(xn, x¯)− p(x¯, x¯)).
On prend la limite quand n→∞, on obtient f(x¯) ≤ εf(x¯) et f(x¯) = 0,
alors lim
n→∞
p(xn, x¯) = p(x¯, x¯). On déduit que (xn) converge vers x¯ et (X, p)
est complet.
3 Point fixe de contractions généralisées
Lexistence de points fixes pour des fonctions contractantes à valeurs
définies avait été étudié par nombreux auteurs dans diﬀérentes condi-
tions. La théorie des points fixes de Les contractions définies établies par
Nadler [66] ont été développées dans diﬀérents instructions de nombreux
auteurs, en particulier de Reich [82, 1972], Mizoguchi-Takahashi [65,
1989], Takahashi [91, 1991], Azé-Penot [17, 2006], Feng-Liu [37, 2006],
Benahmed-Azé [19, 2010].
Aydi et al. [10, 2013] ont introduit le concept de point fixe de Nadler
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sur l’espace métrique partiel de Hausdorf.
Notre but est maintenant détablir un théorème de point fixe sur les
espaces métriques partiels en utilisant notre version précédente du prin-
cipe variationnel dEkeland. On obtient alors une nouvelle généralisation
du résultat dAydi [10] et Le résultat de Benahmed [19].
On a la métrique partielle de Pompeiu-Hausdorf sur un espace mé-
trique partiel (X, d) est défini comme suit . Soient A,B deux sous-
ensembles non vides de X, l’excé partiel de A sur B est défini par
ep(A,B) := sup(p(x,B), x ∈ A)





ep(A,B) = 0 =⇒ A ⊆ B,
ep(A,B)≤ ep(A,C) + ep(C,B)− inf
c∈C
p(c, c)
pour tous A,B,C ∈ CBp(X) où CBp(X) est la famille de tous les
sous-ensembles non vides, fermés et bornés de l’espace métrique partiel
(X, p). notons que la fermeture concerne la métrique partielle p, A est
fermé sur (X, τp) si A¯ = A, et la limite est donnée comme suit : A est
un sous-ensemble lié dans (X, p) s’il existe une boule Bp(x0, r) telle que
un sous− ensembleBp(x0, r) est p(x0, a) < p(a, a) + r pour tout a ∈ A.
Considérons maintenant la métrique partielle de Pompeiu-Hausdorf
de A et B définie dans [10] est donnée par
hp(A,B) := max(ep(A,B), ep(B,A))
pour tout A,B ∈ CBp(X).
Le résultat suivant est le théorème généralisé de contraction de Ba-
nach donné récemment par Aydi et al. [10] :
Théorème 4.4 Soit (X, p) un espace mérique partiel complet et soit
k ∈ [0, 1). Si T : X → CBp(X) est une mutifonction telle que pour tout
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x, y ∈ X, on a
hp(Tx, Ty) ≤ kp(x, y)
alors T a un point fixe x ∈ X tel que x ∈ Tx.
On présente la propriété de contraction généralisée suivante de mul-
tifonction sur les espaces métriques partiels : a partir d’une fonction
à valeurs définies T : X ⇒ X avec des valeurs non vides, on dit que
T est une p−contraction généraliée s’il existe θ, κ ∈ (0, 1) alors pout
tout x ∈ X tel que p(x, Tx) > p(x, x) il existe y ∈ Tx avec y ̸= x et
p(y, y) = p(x, x) qui vérifie
(i) κp(x, y) + (1− κ)p(x, x) < p(x, Tx) ≤ p(x, y)
(ii) p(y, Ty) ≤ θp(x, y) + (1− θ)p(x, x).
(4.8)
Quand on considère la métrique partielle comme une métrique dans (4.8),
et tant que cas particulier de la notion de contraction généralisée des
fonctions à valeur définie donnée par Benahmed-Azé [19].
On note par FT := {x ∈ X : x ∈ Tx} l’ensemble de points fixes de
T et on observe qui est chaque valeur de T est fermé par rapport à la
topologie τp on a
FT := {x ∈ X : p(x, Tx) = p(x, x)} (4.9)
puisque on a l’équivalence (voir [10, Remarque 2.1])
a ∈ A¯ ⇐⇒ p(a,A) = p(a, a) (4.10)
pour tout ensemble non vide A ⊂ X.
On va montrer que chaque fonction à valeurs définies T : X ⇒ X qui
est une p−contraction généralisée satisfaite la proporiété de point fixe
approximatif (voir [42]) alors
inf
x∈X
(p(x, Tx)− p(x, x)) = 0
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On a pour tout ε > 0 il existe xε ∈ X tel que
p(xε, Txε) < p(xε, xε) + ε.
On remarque que p(x, x) ≤ p(x, Tx) depuis p(x, x) ≤ p(x, y) pour tout
x, y ∈ X.
Proposition 4.2 Soit (X, p) un espace mérique partiel et soit T : X ⇒
X une mltifonction p−contractive généralisée avec des valeurs fermés
telle que θ < κ. Alors inf
x∈X
(p(x, Tx)− p(x, x)) = 0.
Démonstration. Soit x0 ∈ X tel que p(x0, Tx0) > p(x0, x0). par (4.8),
on trouve x1 ∈ T (x0), x1 ̸= x0 et p(x1, x1) = p(x0, x0) alors
κp(x0, x1) + (1− κ)p(x0, x0) < p(x0, Tx0)
p(x1, Tx1) ≤ θp(x0, x1) + (1− θ)p(x0, x0).
Et p(x1, x1) ≤ p(x1, Tx1). Si p(x1, Tx1) = p(x1, x1), on obtient la conclu-
sion demandée. On suppose maintenant p(x1, T (x1)) > p(x1, x1) et on
constuit une suite fini (xi)i=0,..,n telle que pour tout i ∈ {0, ..., n} ,
p(xi, Txi) > p(xi, xi) et pour i ∈ {0, ..., n− 1}, xi+1 ∈ Txi (xi+1 ̸= xi,
p(xi+1, xi+1) = p(xi, xi)) avec
κp(xi, xi+1) + (1− κ)p(xi, xi) < p(xi, Txi)
p(xi+1, Txi+1) ≤ θp(xi, xi+1) + (1− θ)p(xi, xi).
(4.11)
On applique l’hypothèse (4.8), on peut trouver xn+1 ∈ Txn tel que
xn+1 ̸= xn, p(xn+1, xn+1) = p(xn, xn) et
κp(xn, xn+1) + (1− κ)p(xn, xn) < p(xn, Txn)
p(xn+1, Txn+1) ≤ θp(xn, xn+1) + (1− θ)p(xn, xn).
(4.12)
Si p(xn+1, Txn+1) = p(xn+1, xn+1) alors inf
x∈X
(d(x, Tx)− p(x, x)) = 0.
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On suppose que p(xn+1, Txn+1) > p(xn+1, xn+1). Par induction, soit
le processus s’arrête s’il existe k ∈ N∗ tel que p(xk, Txk) = p(xk, xk) ou on
a construit (xn) qui vérifie p(xn, Txn) > p(xn, xn) et (4.12) pour tout n.
Soit us set δn := p(xn, Txn)− p(xn, xn) et µn := p(xn, xn+1)− p(xn, xn).
On remarque que 0 ≤ δn ≤ µn depuis xn+1 ∈ Txn. D’autre part, on
a θ < κ, qui donne depuis (4.11) et (4.12) et le fait que p(xn, xn) =
p(xn+1, xn+1),
δn+1≤ θ(p(xn, xn+1)− p(xn, xn))
≤κ(p(xn, xn+1)− p(xn, xn)) ≤ δn
et
µn<κ
−1(p(xn, Txn)− p(xn, xn)) (4.13)
≤ θκ−1(p(xn, xn−1)− p(xn−1, xn−1)) ≤ µn−1
alors (δn) et (µn) sont suites non négatives et décoissantes dans R. Soient
(δn) et (µn) convergentes vers δ¯ et µ¯ respectivement qui verifie 0 ≤ δ¯ ≤ µ¯.
Si δ¯ > 0 on trouve,
δn+1≤ θ(p(xn, xn+1)− p(xn, xn)) ≤ θ
κ
κ(p(xn, xn+1)− p(xn, xn))
≤ c(p(xn, Txn)− p(xn, xn)) ≤ cδn
la contradction δ¯ ≤ cδ¯ < δ¯ depuis c = θ
κ
< 1.On obtient lim
n→∞
(p(xn, Txn)−
p(xn, xn)) = 0 et donc le résultat suivant.
On remarque que de (4.13), lim
n→∞
(p(xn, xn+1)− p(xn, xn)) = 0.
Le résultat suivant est consacré à lexistence de points fixes pour les
contractions généralisés sur l’espace partiel.
Théorème 4.5 Soit (X, p) un espace métrique complet partiel et Soit
T : X ⇒ X est une mutifonction avec des valeurs non vides fermés. On
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supose que :
(i) T est une p−contraction avec 0 < θ < κ < 1,
(ii) La fonction x→ p(x, Tx)− p(x, x) est semi-continue inférieure-
ment.
Alors FT ̸= ∅ et pour tout x ∈ X tel que p(x, Tx) > p(x, x),
(κ− θ)p(x,FT ) ≤ p(x, Tx)− (1− (κ− θ))p(x, x).
Démonstration.Définissons f : X → R par f(x) := (κ−θ)−1(p(x, Tx)−
p(x, x)) telle que est semi-continue inférieurement et non négative (par
hypothèse (ii)). D’où par le théorème 4.2, f a un p−point noté x¯. Sinon,
pour tout x ∈ X tel que p(x, Tx) > p(x, x), il existe d’hypothèse (i),
y ∈ Tx (avec y ̸= x et p(y, y) = p(x, x)) tel que
κp(x, y) + (1− κ)p(x, x) ≤ p(x, Tx)
p(y, Ty) ≤ θp(x, y) + (1− θ)p(x, x).
Donc
p(y, Ty) + (κ− θ)p(x, y) ≤ p(x, Tx) + (κ− θ)p(x, x)
ceci donne,
f(y) + p(x, y) ≤ f(x) + p(x, x).
On déduit que pour tout x tel que p(x, Tx) > p(x, x) n’est pas un
p−point de f Ainsi d(x¯, T x¯) ≤ p(x¯, x¯). Puisque d(x¯, x¯) ≤ p(x¯, T x¯), on
obtient p(x¯, T x¯) = p(x¯, x¯) et de (4.10, 4.9), FT ̸= ∅. De la même ma-
nière, pour tout p−point y de f dans S(x) où p(x, T (x)) > p(x, x) tel
que y ∈ FT verifie
p(x, y) ≤ f(y) + p(x, y) ≤ f(x) + p(x, x)
ainsi
(κ− θ)p(x,FT ) ≤ p(x, Tx)− (1− (κ− θ))p(x, x)
et le théorème est prouvé.
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Notons que l’hypothèse (ii) est satisfaite chaque fois que l’on a
p(x, y)→ p(x, x) =⇒ ep(Ty, Tx)→ 0
or
p(x, Tx)− p(x, x)≤ p(x, y) + p(y, Tx)− p(y, y)− p(x, x)
≤ [p(x, y)− p(x, x)] + [p(y, Ty)− p(y, y)] + ep(Ty, Tx)
en utilisant le fait que
p(y, Tx) ≤ p(y, Ty) + ep(Ty, Tx)− inf
z∈Ty
p(z, z) ≤ p(y, Ty) + ep(Ty, Tx).
Remarque 4.1 Notons que le théorème précédent peut être généralisée
pour les multifonctions T satisfaisant la condition de contraction géné-
ralisée p− suivante : pour tout y ̸= x et p(y, y) = p(x, x) alors
(i) κ(px)p(x, y) + (1− κ(px))p(x, x) < p(x, Tx) ≤ p(x, y)
(ii) p(y, Ty) ≤ θ(p(x, y))p(x, y) + (1− θ(p(x, y)))p(x, x)
ou κ(·) : (0,+∞)→ [κ¯, 1] avec κ¯ ∈ (0, 1] est une fonction non croissante
et θ(·) : (0,+∞)→ [0, 1) tel que θ(·) < κ(·) et lim sup
t↓s
θ(t)/κ(t) < 1 pour
tout s > 0.
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Chapitre 5
Stablité de point fixe pour les
multifonctions non
pseudo-contractives
Dans ce chapitre on donne un résultat de stabilité de point fixe qui
donne une variante du théorème de Nadler.
1 Notion de pseudo-équicontinuité
Soit (Tn : D ⇒ X)n∈N une suite de multifonctions à valeurs non
vides définies sur D ⊂ X. Rappelons que la suite est dite équicontinue
en x0 ∈ D si
∀ε > 0,∃ρ > 0,∀x ∈ D ∩B(x0, ρ) : D(Tnx, Tnx0) < ε, ∀n ∈ N.
Introduisant maintenant une notion d’équicontinuité comme suit
Définition 5.1 On dira que la suite (Tn)n∈N est pseudo-équicontinuité
sur D relativement à un sous-ensemble U ⊂ X si
∀x ∈ D, ∀ε > 0,∃ρ > 0,∀y ∈ D ∩B(x, ρ) : e(Tny ∩ U, Tnx) < ε, ∀n ∈ N.
(Tn)n∈N sera dite pseudo-équicontinuité en x ∈ D s’il existe α > 0 tel
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que
∀ε > 0,∃ρ > 0,∀y ∈ D ∩B(x, ρ) : e(Tny ∩B(x, α), Tnx) < ε, ∀n ∈ N.
(5.1)
2 Stabilité de points fixes
Rappelons tout d’abord un résultat de stabilité dû à Nadler.
Théorème 5.1 (Nadler) Soient (X, d) un espace métrique, (Tn : X ⇒
X)n∈N∪{∞} une famille de multifonctions contractantes à valeurs fermées
bornées et non vides telle que (Tn)n∈N converge simplement vers T∞. Si,
pour chaque n ∈ N, xn est un point fixe de Tn et si la suite (xn)n∈N admet
une sous-suite convergente vers un point x∞ alors x∞ est un point fixe
de T∞.
En fait, pour établir un tel résultat, il suﬃt de supposer que la suite
(Tn) est pseudo-équicontinue et qu’une suite (xn) de points fixes admet
une sous-suite (xs(n)) convergente vers un point x∞ telle que (Ts(n)x∞)
converge vers T∞x∞ au sens de Hausdorf et l’ensemble T∞x∞ soit fermé
(non vide). De façon plus générale, nous prouvons la propriété suivante
Proposition 5.1 Soient (X, d) un espace métrique et (Tn : X ⇒ X)n∈N∪{∞}
une famille de multifonctions à valeurs non vides. Supposons que, pour
tout entier n, xn est un point fixe de Tn. Si la suite (xn)n∈N admet une
sous-suite (xs(n))n∈N convergente vers un point x∞ telle que T∞x∞ soit
fermé et telle que e(Ts(n)x∞, T∞x∞) → 0. Si, de plus, la suite (Tn)n∈N
est pseudo-équicontinue en x∞, alors x∞ est un point fixe de T∞.
Démonstration. Considérons une suite (xn) de points fixes admet-
tant une sous-suite (xs(n)) qui converge vers un point x∞ tel que T∞x∞
soit fermé, e(Ts(n)x∞, T∞x∞) → 0 et tel que la suite (Tn) soit pseudo-
équicontinue en x∞. Il existe donc α > 0 tel que la propriété (5.1) soit
satisfaite. Soit ε > 0, d’après (5.2) il existe ∃ρ > 0 tel que pour tout
u ∈ B(x∞, ρ) et pour tout entier n on ait




Comme xs(n) → x∞ alors xs(n) ∈ B(x∞,min(α, ρ, ε
2
)) pour n assez
grand. De plus comme xs(n) est un point fixe de Ts(n), xs(n) ∈ Ts(n)xs(n)∩
B(x∞, α). Il vient alors, grâce à l’inégalité triangulaire :
d(xs(n), T∞x∞) ≤ d(xn, Ts(n)x∞) + e(Ts(n)x∞, T∞x∞)
≤ e(Ts(n)xs(n) ∩B(x∞, α), Ts(n)x∞) + e(Ts(n)x∞, T∞x∞)
≤ ε.
Faisant tendre n vers +∞, d(x(n), T∞x∞) → 0. D’où par continuité de
la fonction d(·, T∞x∞) et sachant que T∞x∞ est fermé, on obtient le ré-
sultat voulu.
Soit maintenant (Xn)n∈N∪{∞} une famille de sous-ensembles non vides
d’un espace métrique X et (Tn : Xn ⇒ X)n∈N∪{∞} une famille des multi-
fonctions à valeurs non vides. Introduisons quelques notions d’équicon-
tinuité et de convergence relativement à de multifonctions définies dans
des domaines diﬀérents.
Définition 5.2 (1) On dira que la suite (Tn)n∈N est pseudo-équicontinuité
en x ∈ X s’il existe α > 0 tel que
∀ε > 0,∃ρ > 0,∀n ∈ N,∀u, v ∈ Xn ∩B(x, ρ) : e(Tnu∩B(x, α), Tnv) < ε.
(5.2)
(2) On dira que la suite (Tn)n∈N converge vers T∞ si
∀x ∈ X∞,∃(xn)n∈N ∈ ΠnXn : xn → x et e (Tnxn, T∞x)→ 0. (5.3)
Notons que lorsque tous les sous-ensembles Xn sont égaux à X, la
notion de convergence (5.3) qui se traduit par
∀x ∈ X∞,∃(xn)n∈N ⊂ X : xn → x et e (Tnxn, T∞x)→ 0, (5.4)
est plus générale que la convergence simple au sens de Hausdorf (voir[66]).Enonçons
le résultat obtenu :
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Théorème 5.2 Soient (X, d) un espace métrique et (Xn)n∈N∪{∞} une
famille de parties non vides de X, (Tn : Xn ⇒ X)n∈N∪{∞} une famille
de multifonctions à valeurs non vides satisfaisant la propriété (5.3). Si,
pour tout entier n, xn est un point fixe de Tn et si la suite (xn)n∈N admet
une sous-suite converge vers un point x∞ ∈ X∞ tel que T∞x∞ soit fermé.
Si de plus, la suite (Tn) est pseudo-équicontinue en x∞ alors x∞ est un
point fixe de T∞.
Démonstration. Soit pour chaque entier n, xn un point fixe de Tn tel
qu’il existe une sous-suite (xs(n)) converge vers x∞ ∈ X∞. D’après (5.3),
il existe (yn) ∈ ΠnXn vérifiant yn → x∞ et e(Tnyn, T∞x∞)→ 0. D’autre
part, la suite (Tn) est pseudo-équicontinue en x∞ alors il existe α > 0
tel que
∀ε > 0,∃ρ > 0,∀n ∈ N,∀u, v ∈ Xn∩B(x∞, ρ) : e(Tnu∩B(x∞, α), Tnv) < ε.
(5.5)
Soient ε > 0 et γ := min(ε
3
, α, ρ). Comme les deux sous-suites (xs(n))
et (ys(n)) convergent vers x∞ ∈ X∞ alors à partir d’un certain rang,
xs(n), ys(n) ∈ Xs(n) ∩B(x∞, γ).




i.e.lim e(Ts(n)xs(n) ∩B(x∞, α), Ts(n)ys(n)) = 0.
La conclusion découle alors de l’inégalité :
d(x∞, T∞x∞) ≤ d(x∞, xs(n))+e(Ts(n)xs(n)∩B(x∞, α), Ts(n)ys(n))+e(Ts(n)ys(n), T∞x∞).
Le cas pseudo-lipschitzien avec la suite des constantes de Lipschitz
bornée (en particulier, le cas pseudo-contractant) est alors une consé-
quence immédiate. Le résultat suivant donne une variante du théorème
de Nadler.
Corollaire 5.1 Soient (X, d) un espace métrique, (Tn : X ⇒ X)n∈N∪{∞}
une famille de multifonctions à valeurs non vides satisfaisant la pro-
priété (5.4). Si, pour tout entier n, xn est un point fixe de Tn et si la
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suite (xn)n∈N admet une sous-suite convergente vers un point x∞ ∈ X∞
telle que T∞x∞ soit fermé. Si de plus, chaque Tn est pseudo-contractante
(resp. κn−pseudo-lipschitzienne avec (κn) bornée) relativement à une
certaine boule B(x∞, α) alors x∞ est un point fixe de T∞.
3 Convergence faible d’une suite de points fixes
Rappelons le théorème de Lami Dozo [54] sur l’existence d’un point
fixe pour une multifonction non-dilatante lorsque la condition d’Opial
est satisfaite, i.e. :
pour toute suite (xn)n∈N ⊂ X convergente faiblement vers un point
x ∈ X et pour tout y ∈ X on a :
y ̸= x =⇒ lim inf ‖xn − y‖ > lim inf ‖xn − x‖ . (5.6)
Théorème 5.3 (Lami Dozo) Soient X un espace de Banach satisfaisant
la condition d’Opial, M une partie convexe faiblement compacte non vide
de X et soit T : M ⇒ X une multifonction non-dilatante à valeurs
compactes non vides telle que T (M) ⊂ M. Alors T admet au moins un
point fixe.
Donnons le théorème de stabilité de Lim [56, Théorème 2].
Théorème 5.4 (Lim) Soient X un espace de Banach satisfaisant la
condition d’Opial, M une partie faiblement fermée non vide de X, T∞ :
M ⇒ X une multifonction à valeurs fermées non vides. Soit (Tn : M ⇒
X)n∈N une suite de multifonctions non-dilatantes à valeurs compactes
non vides telle que (Tn)n∈N converge simplement vers T∞. Si, pour chaque
entier n, xn est un point fixe de Tn et si, de plus, (xn)n∈N converge
faiblement vers un point x∞ alors x∞ est un point fixe de T∞.
Enonçons notre propre résultat par le :
Théorème 5.5 Soit (Xn)n∈N∪{∞} une famille de sous-ensembles non
vides d’un espace de Banach X satisfaisant la condition d’Opial et soit
(Tn : Xn ⇒ X)n∈N une suite de multifonctions à valeurs non vides
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et convergente au sens (5.3) vers une multifonction T∞ : X∞ ⇒ X à
valeurs non vides. On suppose que les multifonctions Tn sont pseudo-
nondilatantes relativement à une boule B(x0, r). S’il existe une suite
(xn)n∈N ∈ ΠnXn telle que xn ∈ Tnxn ∩ B(x0, r′) (r′ ∈ (0, r)), xn ⇀
x∞ ∈ X∞ et T∞x∞ soit compact. Alors x∞ est un point fixe de T∞.
Démonstration. Soit (xn) une suite de points fixes associés à (Tn :
Xn ⇒ X)n∈N telle que (xn) ⊂ B(x0, r′) avec r′ ∈ (0, r) et satisfaisant
les hypothèses du théorème ci-dessus. D’après la propriété (5.3), il existe
une suite (yn)n∈N ∈ ΠnXn vérifiant yn → x∞ et e(Tnyn, T∞x∞)→ 0. La
suite (xn) étant faiblement convergente vers x∞ alors
‖x∞ − x0‖ ≤ lim inf
n
‖xn − x0‖ ≤ r′,
d’où par convergence forte e (yn) vers x∞, on a ‖yn − x0‖ < r pour tout
entier n assez grand. ainsi, comme Tn est pseudo-nondilatante relative-
ment à B(x0, r), il devient :
d(xn, Tnyn) ≤ e(Tnxn ∩B(x0, r), Tnyn) ≤ ‖xn − yn‖ .
Chaque sous-ensemble Tnyn est non vide ; il existe donc, pour εn → 0,
zn ∈ Tnyn tel que
‖xn − zn‖ ≤ ‖xn − yn‖+ εn (5.7)
≤ ‖xn − x∞‖+ ‖x∞ − yn‖+ εn. (5.8)
De plus, T∞x∞ est compact et non vide et donc il existe, pour chaque
entier n, un ∈ T∞x∞ tel que d(zn, T∞x∞) = ‖zn − un‖ et comme chaque
zn ∈ Tnyn, on a l’inégalité suivante :
‖zn − un‖ ≤ e(Tnyn, T∞x∞). (5.9)
La suite (un) admet une sous-suite (us(n)) convergente vers un point
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u ∈ T∞x∞. D’après les inégalités (5.7) et (5.9), on a pour tout entier n,∥∥xs(n) − u∥∥ ≤ ∥∥xs(n) − zs(n)∥∥+ ∥∥zs(n) − us(n)∥∥+ ∥∥us(n) − u∥∥
≤ ∥∥xs(n) − x∞∥∥+ ∥∥x∞ − ys(n)∥∥+ e(Ts(n)ys(n), T∞x∞)
+
∥∥us(n) − u∥∥+ εs(n).
Passant à la limite inférieure, on conclut :
lim inf
∥∥xs(n) − u∥∥ ≤ lim inf ∥∥xs(n) − x∞∥∥ .
Par la condition d’Opial (5.6), x∞ = u ∈ T∞x∞.
D’où la condition d’Opial peut être omise lorsque la suite de points fixes
converge fortement vers un point x∞ ∈ X∞ tel que T∞x∞ soit fermé.
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