Abstract-The parameter identification problem can be modeled as a non-linear optimization problem. In this problem, some unknown parameters of a mathematical model presented by an ordinary differential equation using some experimental data must be estimated. This paper presents a shuffled frog leaping algorithm for solving parameter identification problem. An opposition-based initialization strategy is used to choose the fitter members as initial population. Two test cases are considered to examine the efficiency of utilized algorithm. The comparison results of shuffled frog leaping and other methods proposed in the different literature demonstrate that the shuffled frog leaping has a comparable performance than other evolutionary algorithms.
INTRODUCTION
In the parameter identification problem, goal is to estimate unknown parameters of an ordinary differential equation using some experimental data obtained from well-defined standard conditions. This problem is a hard multi-dimensional numerical optimization problem with multiple local optimums which is an important topic in field of system identification.
A variety of optimization problems have been applied for solving this problem. [1] , [2] and [3] applied three classic optimization methods i.e. Nelder-Mead (NM), least square (LS) and Gauss-Newton on parameter identification problem, respectively. Recently evolutionary algorithms (EAs) as allpurpose and direct search optimization methods have been widely employed for solving this problem. [4] proposed an offline parameter identification of induction motors by means of LS techniques and genetic algorithms (GAs). They used stator voltages, stator currents and velocity as input-output data. The GA-based identification method consisted of the determination of the best parameters which matched input-output behavior of the motor. Both methods were investigated and compared by means of experiments carried out on a 1-kW induction motor. [5] presented two procedures for the identification of material parameters: a real-coded GA (RGA) and a gradient-based algorithm. A hybrid algorithm was also used, which was a combination of the former two, in such a way that the result of the GA was considered as the initial values for the gradientbased algorithm. In order to analyze the effectiveness of this optimization procedure, numerical and experimental results for an EN AW-5754 aluminium alloy were compared.
In [6] , a method for solving parameter identification problem for ordinary second order differential equations using hybrid NM and particle swarm optimization (PSO) called NM-PSO approach was presented. Experiments using two case problems were presented and compared with the best known solutions reported in the literature. The comparison results demonstrated that NM-PSO produced better estimated results with respect to previous findings from PSO and GA.
To the best of our knowledge, there is no published research work on solving parameter identification problem using the shuffled frog leaping (SFL) [7] so far. Thus, we will investigate the performance of SFL for the parameter identification problem in this paper. The SFL is a recent proposed EA to be successful approaches for function optimization. This algorithm was inspired from social researching of frogs for food resources. The SFL has derived by combining the concepts of shuffled complex evolution (SCE) [8] and PSO algorithms. The SFL has been applied on a wide variety of optimization problem such as determining optimal discrete pipe sizes for pipe networks [7] , combinatorial optimization problems [9] , mixed-model assembly line sequencing problem [10] , to optimally tune parameters of a fuzzy logic controller stabilizing a ball and beam system at its equilibrium position [11] . Also to obtain the fitter candidate solutions for SFL, this research employs the opposition-based learning (OBL).
The concept of OBL was introduced by Tizhoosh [12] . [13] for first time utilized the opposite numbers to speed up the convergence rate of an optimization algorithm. According to this concept, starting from a closer (fitter) solution to optimal solution has the potential to accelerate convergence. The OBL by comparing the fitness of an individual to its opposite and retaining the fitter one in the population accelerates search process. A mathematical proof has been proposed in [14] to show that, in general, opposite numbers are more likely to be closer to the optimal solution than purely random one.
The remained sections of this paper are organized as follow. In the next section, the parameter identification problem is described. In section 3, the SFL algorithm is explained. The simulation results are presented and analyzed in section 4 and section 5 concludes the paper.
II. PARAMETER IDENTIFICATION PROBLEM
In the parameter identification problem, structure of mathematical model is known as an ordinary differential equation but parameters of it are unknown. Step Generate and evaluate initial population of size N
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Step Check the stopping criteria if are not met go to Step having some data from one or several experiments, a model space must be defined to specify the possible forms of the ordinary differential equation and appropriate parameter ranges. So it is defined mathematically as an optimization. problem. Let us assume the mathematical method is described either by first order differential equation of the form
or by second order differential equation of the form
where p is the vector of n unknown real parameters such as (1) or (2) as accurate as possible using the given experimental data. So this is a minimization problem which can be defined by a sum square error (SSE) function as follows
where i y ( t ; p ) and i y are the numeric solution of the mathematical model and experimental data point for the i-th data point, respectively [6] . It is not recommended to take the first data for that purpose because the error it contains is not known [7] .
III. SHUFFLED FROG LEAPING
The main idea of the SFL algorithms is participating of each member in previous experience of all other members. It investigates by combining the ideas used in the SCE and PSO algorithms. The SFL has three main stages: partitioning, improvement or evolutionary process and shuffling. In this algorithm, after generation of initial population randomly from search space, members of population, called frogs, are sorted as a decreasing order based on their fitness. Then population is partitioned into several parallel subsets that are called memeplex. Each memeplex performs a local search independently using an evolutionary process for a predefined maximum number of iterations ( maxiter ) to evolve its associated frogs. Then all memeplexes are shuffled together and the stopping criteria are checked that if are not met, the aforementioned steps are continued. General framework of the SFL is considered in Fig. 1 [15] .
In order to generate a new frog in every memplex, firstly the SFL applies (4) and (5) Then if the new generated frog, i.e. In order to partition frogs into memeplexes on the assumption that partitioning Nm memeplexes, each containing Nf members, after sorting of population in a decreasing order in terms of function evaluation value, frog ranking 1 goes to memeplex 1, frog ranking 2 goes to memeplex 2, . . . , frog ranking Nm goes to memeplex Nm , then second member of each subset is assigned as: frog ranking ( 1 ) Nm + goes to memeplex 1, frog ranking ( 2) Nm + goes to memeplex 2, . . . , frog ranking ( ) Nm Nm + goes to memeplex Nm . This process continues to assign all frogs into all memeplexes.
IV. OPPSITION-BASED INITIALIZATION
In general, the EAs start with some initial solutions (initial population) and try to improve them toward some optimal solution(s). In the absence of a priori information about the solution, starting with random guesses, generally with a uniform distribution in whole search space, is a common initialization. The computation time, among others, is related to the distance of these initial guesses from the optimal solution. We can improve our chance of starting with a closer (fitter) solution by simultaneously checking the opposite solution. By doing this, the fitter one (guess or opposite guess) can be chosen as an initial solution. In fact, according to probability theory, 50% of the time a guess is further from the solution than its opposite guess. Therefore, starting with the closer of the two guesses (as judged by its fitness) has the potential to accelerate. The following steps present the opposition-based initialization procedure [13] 
V. SIMULATION RESULTS
To Examine efficiency of SFL for solving the parameter identification problem, two well-known test problems are considered in this study: (1) Enzyme effusion problem and (2) No load loss problem [4] . A brief description of these problems is given here:
A. Enzyme Effution Problem
Mathematical model of enzyme effusion problem can be expressed as 
B. No Load Loss Problem
Mathematical model of no load loss problem as second order ordinary differential equation can be expressed as problems. Results of table III show that the SFL outperforms three versions of EAs but it has a worse performance than four other EAs. Also the hybrid NM-PSO algorithm has the best results among all algorithms on this problem. Table III demonstrates that the SFL obtains the secondbest results after the hybrid RGA algorithm. It has a performance similar to the NM-PSO hybrid algorithm. Also a performance curve is given in Fig. 2. and Fig. 3 . These curves show that the estimated data closely follows the measured data obtained by SFL after 100 and 200 iterations of algorithm on examples 1 and 2, respectively. VI. CONCLUTIONS This paper presented a SFL algorithm for solving parameter identification problem. The parameter identification problem was modeled as a non-linear optimization problem. In this problem, structure of mathematical model was known as an ordinary differential equation but parameters of it were unknown. Thus the optimization method must estimate some unknown parameters of a mathematical model using some experimental data. The SFL, because of its partitioning and shuffling characteristics, is able to explore efficiently all parts of search space. Also this algorithm by employing an efficient local search approach for each memeplex, can exploit the near-global optimum point. So the SFL is a proper optimization algorithm for parameter identification problem. Because this problem has a huge search space with an optimal point extended in different parts of search space.
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Also to choose the fitter members as initial population, an opposition-based initialization strategy was used. Two test cases were considered to examine the efficiency of utilized algorithm: enzyme effusion problem and no load loss problem. The comparison results of SFL and other methods proposed in the different literature demonstrate that the SFL had a comparable performance than other EAs.
