Abstract-Optimum decoding of the cooperative full decode and forward (DF) scheme is derived. It is shown that optimum decoding requires marginalization of a so called partially observed likelihood function over all relay decoder outcomes. Bhattacharyya bound on relay decoding error is used to fully factorize the partially observed likelihood function. The full factorization will allow efficient marginalization over the joint source-relay code space. A tight analytical error bound is derived that its computation further requires efficient tools to compute weight structure of the joint source-relay code. For a simple (7,4) Hamming code under fast fading condition the derived optimum decoder significantly outperforms the conventional decoder. The optimum decoder is more robust to weak source-relay link conditions.
I. INTRODUCTION
OOPERATIVE communication tries to exploit idle radio nodes in the vicinity of the sending or receiving nodes by establishing a proper transmission/reception strategy to further improve the system performance. One of the common strategies called decode and forward (DF) [1] is a form of regenerative relaying where the helping relay node decode, reencode, and then forward the received message to the final destination. The destination node combines its observations on the directly transmitted signal and the forwarded signal to obtain a reliable decoding of the main message. As previously observed the DF scheme suffers from errors happened at the regenerative relay. Conventional decoding used for DF scheme ignores the relay error and can be easily miss-led by high reliability of the relay-destination link while the directlyreceived signal is far more reliable than the indirectly received one. Some remedies are already proposed to alleviate this shortcoming. Effective solutions could be i) selective relaying [1] , where a relay only forwards when correctly receives data, ii) soft forwarding techniques [2] - [4] , where the forwarded signal to some level maintains soft information on the reliability of the relay forwarded data, and iii) enhanced decoding techniques [5] - [6] , where destination properly scales or clips the reliability information extracted from the indirectly received signal and then combines it with directly received one. Inspired by the attempts of the third category here we try to answer the question of what is the final performance limit and what is the optimal method to be used at the final decoder if a persistent regenerative relaying is exercised.
Here optimal decoding is proposed to be based on a derived likelihood function. Computation of this function requires marginalization of so called partially observed likelihood function over all possible relay decoder outcomes. This means that the optimal decoding should be performed over the joint source-relay code space. For the class of binary-input channels Bhattacharyya bound is used to approximate the relay error. This has the benefit of allowing full factorization of the partially observed likelihood function and thus an affordable implementation of the derived optimal decoder. Tight error performance bound is derived and it is shown that calculation of the bound requires introduction of efficient weight analyzer tools over the joint source-relay code space.
II. SYSTEM MODEL
Let's assume a simple cooperative communication system composed of three nodes: source node S, relay node R, and destination node D. Let's further assume that nodes transmission-reception is based on a simple protocol composed of two phases. In the first phase of this protocol S broadcasts its signal to R and D, and in the second phase only R transmits to D. Even though more efficient approach is to allow S and R jointly transmit in the second phase, for the convenience of introduction of the proposed approach we adhere to this simple protocol. The Cooperative communication model using this protocol is depicted in Figure  1 
Let's call ( )
, , P w w y y as partially observed likelihood function, in the sense that only the transmitter part of the relay node ( 2 w ) is observable.
Considering the orthogonal transmission of the two phases:
P w w is the pairwise error probability of 0 D , i.e.
probability of decoding 2 w while 1 w is transmitted.
Error free S-R link:
In this case the pairwise error probability will be:
The error free S-R link assumption leads to the conventional decoding method for DF scheme:
However this assumption is not always valid. Let's assume that 0 D is also ML, then the term ( ) 
A. Binary Input Channel Let's assume the input alphabets
. It should be emphasized that the presented analysis can be easily extended to the non-binary input channels, but for the sake of brevity we stick to binary input assumption.. In this case the ( )
P w w pairwise error probability can be approximated by Bhattacharyya bound [9] : , which is the number of different components between the two sequences. Substituting Bhattacharyya bound (7) , in the expression (3) will result in:
, k w w e is the k-th component of the error sequence at relay node where value of -1 indicates error at position k. In the above equation 
The factorization obtained in (8) is quite useful and can be efficiently exploited to carry out the marginalization proposed in (2) . For example marginalization can be performed over a graph jointly describing the codes 1 C and 2 C (this marginalization for the class of trellis codes has been presented in [7] ). In this regard incorporation of Bhattacharyya bound is quite necessary as it allows complete factorization of the partially observed likelihood function. Next section elaborates the concept of the joint source-relay code space by the simplest (but of course inefficient) example that can be thought of.
B. Example Uncoded BPSK over SISO Fading Channel
Let's assume n 1 =n 2 =1. When all the three constituent channels are single-input single-output fading channels, their inputoutput relation will be expressed as:
where v j is additive zero-mean unit power circularlysymmetric white Gaussian noise. The bit reliability will be written as follows:
Re
where j j j j γ = y y h is the equalized output of channel j.
The relay decoder will be reduced to a simple slicer:
. The likelihood function ( ) 
In above equation q is the bit error probability at relay decoder 
For the conventional DF the decoding error at R is ignored and thus 
IV. BER ANALYSIS
In this section the BER analysis is provided for the cooperative DF system with optimum decoding and binary input channels. Derivation of the performance bounds for nonbinary input can take a similar approach. Let ( )
P w w w →
denotes the pairwise error probability (PEP) as the probability that the decoder 12 D prefers 1 w to the transmitted message 1 w . Considering the optimum decoding criterion (1) PEP can be expressed as follows:
( ) where (a) is obtained by substituting (2) og log P w w P w w
denote the Hamming distance distribution over channels j=1,2 with
. Using the Laplace transform of the probability density function (pdf) of Δ to calculate ( ) 0 P Δ ≤ [8] , and after some derivations we can write: 
Please note that in the above derivation the same technique of Laplace transform inversion is used also to accurately calculate ( ) P w w w → will only depend on the Hamming distance d 1 . The final word error probability will also be independent of the sent message 1 w .
Using union bound the word error probability will be:
where E denotes any joint message error event 
V. NUMERICAL AND SIMULATION RESULTS
Here we provide some simulation results to demonstrate the efficiency of the proposed optimum decoding of DF scheme (ODF) as well as to show the tightness of the derived bit error rate (BER) bound. A simple (7, 4) Hamming code is assumed to be used by both S and R. This code will allow implement the proposed optimal decoder and compute the derived bounds. Application of the proposed approach for large codes is a future study item and some achievements have been obtained for the codes with efficient trellis description [7] . We also assumed that that the parameter 0 μ is ideally known at the destination node. This is reasonable as this parameter can be accurately estimated at the relay node and with a small overhead signaled to the destination node. Figure 3 shows the simulated BER performance and the derived bounds for both conventional decoder, denoted by DF, and optimal decoder, denoted by ODF, under fast Rayleigh fading condition. The constituent channels' SNRs are adjusted relative to the channel 1 (S-D) SNR: γ 0 =Δ sr .γ 1 , γ 2 =Δ rd .γ 1 , where Δ sr and Δ rd represent SNR offsets of these two channels. As it is observed both the derived bounds are tight, and the ODF significantly outperforms DF. ODF has a performance gain around 4 dB at BER 10 -3 with respect to the conventional decoder. Also shown in this figure is the performance of a so called clipped DF (CDF), an enhanced version of DF scheme [5] that clips the bit reliabilities (13) of the indirect signal before combining with directly received ones and then uses conventional decoding. Figure 5 depicts the BER upper bound surfaces for a fixed S-D SNR value of 5 dB and different values of Δ sr and Δ rd SNR offsets. As it is observed ODF has increased robustness of the system to S-R SNR. The BER performance of direct transmission is based on repetition coding, i.e. S repeats its transmission in the second phase. This figure provides insight on what SNR configurations cooperative transmission will be useful. ODF requires around Δ sr =5 dB to overtake the direct transmission performance, while DF requires 3 dB more to perform better than direct transmission. DF and ODF require same value of Δ rd ≥0 to become effective.
VI. CONCLUSION
In this paper optimum decoding of cooperative full decode and forward scheme is discussed and a likelihood function that properly takes relay decoding error into account is proposed. The proposed likelihood function is computed by marginalization of a so called partially observed likelihood function over all possible outcomes of the relay decoder. Then binary-input channels are further treated and using Bhattacharyya bound on the relay decoding error a full factorization of the partially observed likelihood function is obtained. The proposed approached is generic and its extension to non-binary input channels is straight forward as Bhattacharyya bound for higher order modulations is already available [11] . An efficient analytical tool is derived to calculate tight error bounds for the derived optimal decoder. Calculation of the derived bounds requires efficient tools to compute the weight structure of the joint source-relay code. This has been obtained for the class of codes with efficient trellis description in [7] .
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