Introduction
The forward problem in EEG and MEG is to determine the potential or magnetic field generated by neural current sources. The standard model for the head is a set of connected volumes, typically representing the brain, skull and scalp. If the conductivities within each of these regions are isotropic and constant, the volume integral equations relating the neural current sources and the external fields can be reduced to surface integrals. If these regions of constant conductivity can also be modeled as concentric spheres, then analytic solutions are known for EEG and MEG [I] , [2] . If more accurate shapes of regions can be obtained from MR or CT images, a more realistic head model can be found. For an arbitrarily shaped head model, however, no analytic solution exists, and the forward problem must be solved numerically. Here we use the boundary element method (BEM) which involves tessellating the surfaces into small areal elements (planar triangles) and approximating the surface potential with a set of basis function.
We assume the head is modeled by a piecewise homogeneous volume conductor G. where voo(r) and b,(r) are the potential or magnetic field due to f(r) in an infinite homogeneous medium. Both v,(r) and b , are related to the primary current and therefore directly depend on the specific source model. The most widely used source model is a current dipole with strength concentrated at a point, f ( r ) = q6(r -r ) , where r and q denote the dipole location and moment, respectively. The second terms in (1) and (2) are contributfons from &e volume or return currents, and they depend on the head geometry and conductivity profile. Only for some special cases (e.g., a spherical volume) can (1) and (2) be obtained analytically [I] , [2] ; in most cases, they need to be treated numerically. The high resistivity of the skull has been shown to lead to numerical inadequacies in calculating the potentials on the scalp, and the isolated skull approach (ISA) was devised to slightly alter (1) by assuming a perfectly insulating skull, then folding its calculation back into (1) [3] . In the following, we examine use of the method of weighted residuals 141 to numerically solve (1) and (2) , with and without the ISA alteration.
Method
We can express (1) as a linear operator acting on v(r) , L(v(r)) = g(r) , where g(r) is proportional to the infinite homogeneous potential [5] . In the forward problem, the source and hence g(r) is known, and the task is to determine v(r) , such that residual L(v(r)) -g(r) is as small as possible. We distribute the residual or error function in the domain by weighting it by w(r) ,Le.,
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where ( , ) denotes the inner product of the two functions. We represent both the weighting function and the unknown potentials as combinations of linearly independent basis functions qr,(r) and 'pn(r) respectively, N N w(r) = P,vn(4 7 and vh(4 = c vn'pn(r)
where P, are arbitrary coefficients. The solution to (3) should hold for all w(r) in the space spanned by the basis functions v,(r) , i.e., the pi coefficients are arbitrary, such that (3) leads to N equations,
The coefficients for v (r) are the nodcrlparameters, which are functions of the nodes or nodal points rn ,v = v ( r J .
The basis funcj)ion 'p, is chosen with the property that 'pn(r,) = 1 and zero at all other nodes, i,e., 'p,Gn) = 6, , .
Substituting v (r) into (5) ( v 1 ( r ) 7 ('pdr)) (6) tvl(r), g(r>)
Many different methods for selecting the basis functions in (4) exist (c.f. [4] ). Among these methods, we will focus on the collocation form and Galerkin form. In the collocation form, vi?) is chosen as the Dirac delta function 6(r -ri) , where ri is the nodal point, usually at the centroids or vertices of Wangles. In other words, (5) is satisfied at certain collocation points instead of in an average sense. The obvious advantage is the inner product reduces to a function evaluation at the nodal point. The Galerkin form is a particular weighted residual method for which the weighting functions belong to the same set as the approximating functions, i.e. vi@) = 'p.(r) .
We examine two widely used basis functions, constant and linear. Let ri , 5 , and rk be three vertices of the nth triangle, and they are ordered in such a way that the permutation ri + r . 3 rk corresponds by the right-hand rule to the outward normal of the surface. The basis functions are defined as [ 3 i 161:
The formulation originally derived by Lynn and Timlake [5] is effectively the Galerkin form using constant basis functions. In many other papers, the "geometry77 matrix in the Galerkin form of (6) is approximated by the values at the triangular centroids (c.f. [3] ), effectively a mix between collocation and Galerkin. The methods due to de Munck [63, Schlitt et al. [7] and Ferguson et al. [SI are collocation forms using linear basis functions. We introduce in this paper the comparison of these prior results with the linear Galerkin BEM.
Results and Discussion
A simple but illustrative example will serve to explain the differences these error weightings have on EEG and MEG. Let Ax) = x2 be a simple quadratic function to be approximated by a constant or a linear function. The weighted residual expression is therefore jMx)-x2)w(x)dx, which we will evaluate on the interval [O, 11 . For constant collocation, we approximate Ax) as a constant function, 'po(x) = 1 , with a nodal point at the midpoint, x = 0.5 . Substitution into the weighted residual expression and minimization yields vo = 1/4. Similarly, for linear collocation, the two basis functions are 'po(x) = 1 -x and 'p,(x) = x with corresponding nodal points 0 and 1.
Minimizing this weighted residual yields vo . = 0 and v1 = 1 .
Both the constant and linear approxlmations to Ax) are overlaid in Fig. 1 , and we see that both collocations effectively yield the correct values of Ax) at their nodal points. Next we consider Galerkin weightings over the same interval, 0 yielding vo = 1/3 for constant Galerkin, and vo = -1/6 , v1 = 516 for linear Galerkin. These solutions are overlaid on Fig. 1 .
Two features distinguish the Galerkin solution from the collocation: 1) the Galerkin approximations to Ax) have larger errors at the nodal points than the collocation results (which are perfect at the nodal points in this example), and 2) both Galerkin approximations integrate to the same value as the true function over this interval, = 1/3. By comparison, the constant and linear collocation forms integrate to 1/4 and 1/2 respectively, here we note that linear collocation error is twice as great as the constant collocation. [ll] to show the effects of approximation and error weighting. The true function over the interval is Ax) = x 2 , and its true integral over the interval is 113. The collocation forms precisely match the true function at their respective nodal points, x = 0.5, and x = 0.1. "he linear collocation has twice the integration error over that of constant collocation for this interval. The Galerkin forms are in error at the nodal points, but both forms precisely integrate to the correct value, 113.
The integration error versus nodal evaluation error in this simple example has impacts on the evaluation of EEG and MEG. The potentials are embedded in a Fredholm integral of the second kind, such that their calculation is sensitive to integration issues. In EEG, the potential is both inside and outside the integral, while in MEG, the potential is completely contained in the integral, suggesting that MEG may be more sensitive to integration. In EEG, we are primarily interested in the evaluation of the potential at discrete sensor sites about the scalp. Thus the collocation approach implies we might actually achieve better error performance than Galerkin if we assign nodal points to the sensor sites. In MEG, however, the sensor sites are ameasurement of the integral of the potential over all surfaces (the fictitious currents), and the Galerkin approach implies that we might achieve better error control over the continuum of potentials and hence better MEG approximations.
With this simple insight, we address the results of simulations with a known spherical model. We applied the constant and linear basis functions, with collocation and Galerkin methods, with and without the isolated skull approach, to a three shell s herical model. The radii of the model were 88,85 and 81 mm, and the conductivities were the x-direction, and 104 MEG sensors were oriented in this same direction over the upper hemisphere, 120 mm from the center. This non-radial orientation was chosen to suppress the contribution from bD,(r) in (2), which is analytically known, and therefore highlights the BEM calculation of the contribution from the volume currents.
The EEG electrodes were placed at the nodal points (centroids or vertices) of the triangles on the upper hemisphere. We used 492 and 1016 triangles per surface for the constant and linear BEM respectively, so that the degrees of freedom for the linear and constant cases were approximately equal. The matrices for the forward model were properly "deflated" [5] and efficiently computed into forward gain matrices, [9] , [lo] . A tangential dipole, The comparison metric used was the relative difference measure [7] and defined as: (9) where b, and b denote the analytic and numeric EEG or MEG sensor values, and " t "denotes the vector transpose.
fn Fig. 2 , the RDM for EEG and MEG are shown. For the EEG results without ISA, we observe that constant Galerkin (effectively the original Lynn and Timlake [5] approach) and linear collocation do not generally improve the RDM over that of the relatively simpler constant collocation. This result is consistent with linear collocation yielding a worse integral than constant collocation, and with constant Galerkin yielding a worse nodal evaluation. Linear Galerkin achieves a better RDM over constant collocation, but we note in all EEG cases without ISA that the RDM is on the order of unity (100%) error as the dipole approaches the innermost surface. The EEG results with ISA show a remarkable improvement in the RDM, and we see that both the constant collocation and the linear Galerkin results are about 8% error as the dipole approaches the inner surface.
In the MEG plots, two curves are shown. The dashed line indicates the MEG solution if the potentials at the nodal points were precisely known, therefore highlighting the error we make in MEG if we apply constant and linear approximations to (2) . The solid line is the MEG RDM using the BEM calculated potentials. We observe that in general the RDM is below lo%, a significant improvement over the EEG RDM, suggesting that MEG is in general less sensitive to the BEM errors. The true potentials (dashed) curves reveal that the constant approximation is better than the linear approximation, if we fix the nodal points at the true values, which is consistent with our simple onedimensional example where linear collocation had twice the integration error of constant collocation. We note that ISA does not improve the MEG results, which suggests that although ISA improves the scalp potentials for EEG, the cost is a perturbation of the stronger innermost surface potentials that are also detected by MEG. Near the innermost surface, the constant model results show errors of only a few percent, but we see that the linear Galerkin results are dramatically superior to all others. The RDM (in log scale) versus a tangential dipole along the z-axis from 3 mm to 78 mm. The radius of the innermost of the three spherical shells is 81 mm. In the MEG case, the dash-dot line denotes the RDM using the exact potentials at the nodal points for the constant or linear approximation. The EEG RDM is calculated at the nodal points on the upper hemisphere (scalp). The MEG RDM is calculated at 104 sensors spaced 120 mm from the origin about the upper hemisphere.
