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Abstract
This thesis is mainly concerned with the problem of exponential convergence to equilibrium
for open classical systems. We consider a model of a small Hamiltonian system coupled to
a heat reservoir, which is described by the Generalized Langevin Equation (GLE) and we
focus on a class of Markovian approximations to the GLE. The generator of these Markovian
dynamics is an hypoelliptic non-selfadjoint operator. We look at the problem of exponential
convergence to equilibrium by using and comparing three different approaches: classic ergodic
theory, hypocoercivity theory and semiclassical analysis (singular space theory). In particular,
we describe a technique to easily determine the spectrum of quadratic hypoelliptic operators
(which are in general non-selfadjoint) and hence obtain the exact rate of convergence to
equilibrium.
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Overview
The body of knowledge that goes under the name of Statistical Mechanics was initiated by
Boltzmann, Gibbs, Maxwell and many others during the second half of the 1800’s. While
equilibrium phenomena are completely understood, non-equilibrium Statistical Mechanics is still
an open research field, encompassing a great variety of phenomena. Typically, the systems of
interest in Statistical mechanics are many-particle systems where each particle moves according
to deterministic laws; hence in principle the classic laws of motion can be used to describe the
dynamics. Though this is in practice not doable and probability swoops in due to the large
number of particles involved. Hence the state of the system, instead of being described by a
point in state space, is described by a probability distribution.
Given a system in equilibrium, we can drive it away from its stationary state by either
coupling it with one or more large Hamiltonian systems or by using non-Hamiltonian forces.
The latter approach is used mainly to observe non-equilibrium steady states: if we apply non-
Hamiltonian forces, energy is not conserved and the system, which is not constrained to a
compact energy level, heats up; in order to keep it far from equilibrium while absorbing the
excess of heat, it is then thermostatted ([71]). In the Hamiltonian approach, which is often
referred to as the open systems theory, the system we are interested in is coupled to one or
more heat reservoirs. Multiple reservoirs are used to study non equilibrium steady states; cou-
pling with a single reservoir is used to study return to equilibrium, which is the main subject
of the present thesis. Before getting into the matter of decay to equilibrium and giving an
overview of the content of the following chapters, just one comment about irreversibility. The
first result about relaxation to equilibrium, namely the Boltzmann H−theorem, had to face
strong objections in the measure in which it raised an apparent contradiction between the
macroscopic irreversibility and the microscopic reversibility of isolated many-particle systems;
indeed, according to Poincare´’s recurrence theorem, the system should come back arbitrarily
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9close to its initial state (far from equilibrium) infinitely many times. In other words, if the
microscopic dynamics of each particle is reversible, why is it not so for the macroscopic evolu-
tion? The paradox is only apparent, indeed the system does return to its initial configuration
infinitely many times; though, the time of return increases with the number of particles, so
that for the typical size of a system considered in Statistical Mechanics it can be calculated to
be more than the age of universe! A more technically detailed answer to this question can be
found in Lebowitz’s review paper [46].
Chapter 1 shall provide more details on how to model a heat reservoir. For the time being,
let us introduce the Generalized Langevin Equation (GLE):
q¨(t) = −∂qV (q)−
∫ t
0
ds γ(t− s)q˙(s) + F (t), (0.0.1)
which is a popular model for a particle immersed in a heat bath and has proven to be a very
efficient tool in molecular dynamics. In (0.0.1), q(t) represents the position of the distinguished
particle (here q(t) ∈ R just for simplicity, the equation can be rewritten in Rn), V = V (q) is a
potential, γ(t) is a smooth kernel and F (t) is a mean zero stationary Gaussian process. Noise
and memory kernel are related through the following fluctuation dissipation principle
E(F (t)F (s)) = β−1γ(t− s), (0.0.2)
i.e., the correlation function of the noise is proportional to the memory kernel through a
constant β (inverse temperature of the bath). The GLE is a stochastic integro-differential
equation and, for an arbitrary choice of the kernel γ(t), it is in general non-Markovian and
thus less amenable to analysis. This is what brings us to consider Markovian approximations of
the GLE. The general form of a Markovian system of ODEs which approximates the dynamics
(0.0.1) reads as follows [39]:
dq = p dt (0.0.3a)
dp = −∂qV (q) dt + g ∙ u dt (0.0.3b)
du = (−p g −Au) dt + C dW (t) , (0.0.3c)
where (q, p) ∈ R2, u and g are column vectors of Rd, ∙ denotes Euclidean scalar product,
W (t) = (W1(t), . . . ,Wd(t)) is a d-dimensional Brownian motion and A and C are constant
coefficients d × d matrices, related through the fluctuation dissipation principle, which in the
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present case becomes
A+AT = CCT . (0.0.4)
In (0.0.3) the variables (u1, . . . , ud) describe the heat bath. The simplest form of the above
system is obtained when considering A to be a diagonal matrix, A = diag{α1, . . . , αd} in
which case the heat bath equations decouple and (0.0.3) turns into
dq = q(t)dt (0.0.5a)
dp = −∂qV (q(t))dt +
d∑
j=1
λjuj(t)dt (0.0.5b)
duj(t) = −λjp(t)dt− αjuj(t)dt +
√
2αjβ−1dWj , (0.0.5c)
for j = 1, . . . , d, αj > 0 and λj > 0. The notation for q and p in (0.0.3) and (0.0.5) should
include a subscript d, i.e. qd, pd, as the solution will depend on the number of heat bath
variables uj ; we drop the subscript for notational convenience. More details on how to obtain
the above system (0.0.5) will be given in Section 1.2. Under some assumptions on the matrix
A and on the vector g, the generator L of (0.0.3) is a hypoelliptic non-self adjoint operator;
the spectral theory for operators of this type lacks of general results.
This thesis is mainly concerned with the problem of exponential convergence to equilibrium
for degenerate Markovian systems; more precisely, we will focus our attention on Markovian
systems with hypoelliptic and non-selfadjoint generator. In system (0.0.3), the degeneracy
(hypoellipticity) is a consequence of the noise acting on the heat bath variables only. The
idea that we wish to convey is that the problem of exponential convergence to equilibrium
for this class of systems can be regarded by the standpoint of three different (yet closely
related) theories: from the perspective of classic ergodic theory, adapted to the context of
hypoelliptic diffusions ([51], [52]); using the functional analytic approach provided by the
theory of hypocoercivity ([76]) and finally by the point of view of semiclassical and spectral
analysis, in particular with the major help of the singular space theory ([62]). Basic facts
about these three approaches and their links with the notion of hypoellipticity are presented in
Chapter 2. We define a process to be ergodic when it admits a unique invariant measure. A
process is geometrically ergodic when convergence to the equilibrium measure is exponentially
fast. Classic ergodic theory provides a natural setting to study this phenomenon, through the
combination of two key ingredients: the first one is the existence of a Lyapunov function,
i.e. a function G(x) defined on the phase space, with compact level sets and satisfying
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appropriate bounds involving the generator (see (2.2.2) and (2.2.5)). Once such a Lyapunov
function is found, an invariant measure can be explicitly constructed, hence the existence of
the Lyapunov function implies the existence of the equilibrium measure. The second ingredient
is the so called aperiodicity and irreducibility of the process: for any open set and any x in
the state space, Pt(x,A) > 0 for some t > 0, where Pt(∙, ∙) is the transition probability of the
Markov process. If the process is irreducible and aperiodic then the invariant measure is unique.
Notice that this condition is the one containing the intuition about the notion of ergodicity:
roughly speaking, the system explores the whole phase space. The ideal setting to study
irreducibility and aperiodicity is provided by control theory, which is classically formulated for
deterministic systems: the link between deterministic and stochastic control is then provided
by Stroock-Varadhan support theorem (Appendix A.1). Once the unique invariant measure is
constructed, the speed of convergence to the stationary state depends on the bounds satisfied
by the Lyapunov function G(x). In the situations that we will examine, we shall always obtain
exponentially fast convergence to equilibrium.
The theory of hypocoercivity, instead, is a purely functional analytic theory. It refers to
dissipative Markovian evolutions whose generator can be written in the form
L = B +
n∑
i=1
A∗i Ai,
where A∗i denotes the adjoint of Ai in the space L
2
ρ := {f ∈ L2 :
∫
f dμ < ∞} and μ is
the invariant measure of the system, with density ρ with respect to the Lebesgue measure,
i.e. dμ(x) = ρ(x)dx (to be precise, here and throughout the thesis we denote by L the
generator and L = −L). The operator B is antisymmetric in L2ρ, whereas
∑n
i=1 A
∗
i Ai is
clearly symmetric; hence the dynamics is nicely decomposed into a conservative (deterministic)
part, described by B and a stochastic (dissipative) component, described by A. Appropriate
bounds on the successive commutators between A and B together with a Poincare´ inequality
guarantee hypocoercivity, that is, exponential convergence to equilibrium: there exist κ, λ > 0
such that
‖ e−T th ‖H˜≤ κe−λt ‖ h ‖H˜ ∀h ∈ H˜ and t ≥ 0,
where H˜ is a Hilbert space which we shall be more specific about in Section 2.3, typically
the space H1 weighted by the invariant measure (modulo constants). Because the definition
of hypocoercivity is invariant under a change of equivalent norm, the bulk of the theory is
the construction of an appropriate auxiliary scalar product, ((∙, ∙)), equivalent to the product
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associated to the H˜ norm in which the operator is easily seen to be coercive (see Proposition
2.3.1). Both in Section 3.3 and in Chapter 6, we make use of Lyapunov functions which are
designed in the spirit of [27] (and according to the same logic that leads to considering the
auxiliary scalar product ((∙, ∙)) ) in order to determine the short time behaviour of the semigroup
generated by L. Notice however that the bounds of Section 3.3 are in L2ρ and they concern only
first order derivatives, those in Chapter 6 are pointwise estimates on derivatives of any order.
However we reckon that the proof of Section 3.3 can be extended to n− th order derivatives,
as well. The bounds we obtain are sharp and can be obtained also by using Malliavin calculus
techniques ([56]). The operator L can be recast in Ho¨rmander sum of square’s form and
theorems about hypocoercivity make use of successive commutators, as Ho¨rmander’s theory
of hypoellipticity does; nevertheless, in the study of regularity of solutions, we typically need
to consider all the possible successive commutators between Ai and Aj and those between Ai
and B whereas as far as convergence to equilibrium is concerned, only the commutators of
the form [Ai, B], [[Ai, B], B] etc are needed. A priori it makes no sense to compare the two
concepts, hypoellipticity and hypocoercivity, simply because, even if they refer to analogous
situations, they are concerned with solving different problems. Nonetheless, the two techniques
are close in various respects (see Section 2.5).
Last, the singular space theory is based on semiclassical analysis and, in the form in which
we shall use it, it refers to hypoelliptic quadratic evolutions in the flat L2 i.e. to evolution
equations whose generator is an hypoelliptic operator with quadratic Weyl symbol. The main
results that we will use have been obtained in [62] by the third author. In particular, the singular
space theory not only allows to establish exponential convergence to the stationary state, but it
also proves to be a very strong tool to determine the whole spectrum of quadratic hypoelliptic
operators, hence in particular the exact rate of convergence. We recall that these operators
are in general non self- adjoint. To a quadratic operator L we can associate in a unique way a
matrix, the so called Hamilton map of the operator. The surprising outcome of this theory is
that the spectrum of such operators is discrete and it consists of integer combinations of the
eigenvalues of the Hamilton map which have positive imaginary part. Hence the calculation
of the spectrum of the operator is reduced to the calculation of the spectrum of a matrix.
This thesis is organized as follows: Chapter 1 is an introductory chapter, which contains
background material on the GLE, its derivation and its Markovian approximations. Chapter
2, after some preliminaries on hypoellipticity, presents the theory of geometric ergodicity, the
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theory of hypocoercivity and the singular space theory. In particular, Section 2.5 contains a
comment about the relation between these theories and the notion of hypoellipticity. As an
example to which all the above mentioned approaches do apply, in Chapter 3 we study several
properties of the approximating system (0.0.5); in particular, after proving the well posed-
ness of the semigroup associated to this dynamics (Proposition 3.2.1), we obtain exponential
convergence to equilibrium both by using hypocoercivity theory and via geometric ergodicity.
Also, we prove an homogenization result (Theorem 3.1.8) by using a functional central limit
theorem. This requires the study of the Poisson problem associated with the generator, and
therefore the compactness of the resolvent of L (Proposition 3.1.9). The last result of Chapter
3 is a white noise limit (Theorem 3.1.10). Chapter 3 is the content of [60].
In Chapter 4 we consider the more general system (0.0.3), for which one could in principle
carry out the same analysis done in Chapter 3. Instead, the main result of the section is that,
under the sole assumption of hypoellipticity, system (0.0.3) is ergodic. This is done by using
the theory of geometric ergodicity; our point is that the assumption of hypoellipticity gives
precise instructions on how to construct the Lyapunov function needed to get uniqueness of
the stationary state. Also, a classic result gives the controllability of the dynamics, as soon
as the evolution is hypoelliptic. We think that the same kind of argument can be reproduced
for a general Ornstein-Uhlenbeck process. In this chapter we also discuss the problem of the
approximation itself which is, to the best of our knowledge, still an open problem. It is easy
to show that when the kernel γ(t) in (0.0.1) is a sum of exponentials of the type
γ(t) =
d∑
i=1
λ2i e
−αit, αi > 0, (0.0.6)
then the GLE is equivalent to system (0.0.5). Hence the natural idea is, roughly, to approximate
an arbitrary function γ(t) through sums of exponentials and in this way obtain a Markovian
approximation of the non Markovian GLE. It turns out that the approximation of functions
through sums of the type (0.0.6) is a quite hard task in approximation theory and in Section
4.2 we explain why. However, the following Section 4.3 makes sense, in an appropriate Hilbert
setting, of the infinite dimensional approximation by proving the well-posedness of system
(0.0.5) when we add infinitely many heat bath variables, i.e. when d →∞.
In Chapter 5 we show that the singular space theory can be employed to calculate the
L2 spectrum of the degenerate Ornstein-Uhlenbeck process, namely of the generator of the
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process
dX = −BXdt + ΣdW, (0.0.7)
where B and Σ are n × n matrices and ΣΣT = Q is degenerate (det Q=0). The spectrum
of the generator of (0.0.7), σ(L), was calculated in [53], where the authors show that σ(L)
is given by integer combinations of the eigenvalues of B and hence it depends only on the
drift. In Section 5.2 we show the equivalence between the result obtained in [53] and the one
obtained via the calculation of the Hamilton map (which is a 2n × 2n matrix as opposed to
B, which is a n × n matrix). As an example on which calculations are easy and explicit, in
Section 5.3 we apply the singular space theory to system (0.0.5).
Combining a classic semigroup approach ([5]) with the ideas contained in [27] regarding
the construction of a Lyapunov functional, we prove in Chapter 6 pointwise estimates on
the short (and long) time behaviour of hypoelliptic Markov semigroups in Ho¨rmander’s sum
of squares form. The work contained in this chapter has been done in collaboration with B.
Zegarlinski. Finally, Appendix A.1 contains a statement of Stroock-Varadhan support theorem,
Appendix A.2 is devoted to the Martingale central Limit theorem, which we use in Chapter 3,
and Appendix A.3 gathers some useful definitions and results which we often refer to.
Throughout the the following chapters, we shall mainly consider q(t) ∈ R, (both for the
GLE and for its approximations). This is in no way restrictive and comments on how to pass
to the case q(t) ∈ Rn will be made when needed. Also, the notation used in each chapter (or
section) is local to that chapter (section), unless otherwise stated.
Chapter 1
Introduction: open classical systems
1.1 The Generalized Langevin Equation as a model in non-
equilibrium statistical mechanics
Equation (0.0.1) is in general a non-Markovian stochastic integro-differential equation. To our
knowledge, Langevin-type equations were first derived in their Markovian form [38]
q¨(t) = −∂qV (q)− γq˙(t) + f(t), (1.1.1)
where γ here is a constant and, by the fluctuation dissipation theorem, f(t) is white noise.
Equation (1.1.1) is just Newton’s equation of motion plus dumping and noise and it was intro-
duced as a stochastic model for chemical reactions, in which a particle, held by intermolecular
forces, undergoes the reaction when activated by random molecular collisions. In this frame-
work, the term −γq˙ expresses the rate at which the reaction slows down due to such random
interactions. This model assumes the collisions to occur instantaneously, hence it is not valid
in physical situations in which such approximation cannot be made. In these cases a better
description is given by the GLE :
q¨ = −∂V (q)−
∫ t
0
γ(t− s)q˙(s) ds + F (t). (1.1.2)
The GLE together with the fluctuation–dissipation theorem (0.0.2) appears in various appli-
cations such as surface diffusion [1] and polymer dynamics [73]. It also serves as one of the
standard models of nonequilibirum statistical mechanics, describing the dynamics of a ”small”
Hamiltonian system (the distinguished particle) coupled to one or more heat baths which are
15
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modelled as linear wave equations [68]:
∂2t ϕ(t, x) = ∂
2
xϕ(t, x), ϕ : R+ × R→ R. (1.1.3)
(We consider ϕ ∈ R for notational simplicity, but everything holds for ϕ ∈ Rn, like we said
for (1.1.2)). Before sketching the derivation of the GLE, let us recall that the simplest case of
the Bochner-Minlos theorem reads as follows: there is a one to one correspondence between
probability measures on R and the class of continuous and positive definite functions on R
such that C(0) = 1. Such a correspondence is given by
C(t) =
∫
eistμ(ds).
Notice that this theorem applies to the covariance function of a stationary Gaussian process.
Also, it still holds when C is a function on S, the space of Schwarts functions, and μ is a
measure defined on the dual space S ′. Back to the Hamiltonian formulation of the wave
equation, introducing the auxiliary variable π(t, x) = ∂tϕ(t, x), we can rewrite (1.1.3) as
follows:  ∂tϕ(t, x) = π(t, x)∂tπ(t, x) = ∂2t ϕ(t, x).
Denote φ = (ϕ, π) and let HB be the completion of H1 ⊕L2 with norm induced by the inner
product
(ϕ1, π1) ∙ (ϕ2, π2) = 〈φ1, φ2〉 :=
∫
(∂xϕ1(x)∂xϕ2(x) + π1(x)π2(x))dx.
In this class of models the coupling between the distinguished particle and the heat bath is
taken to be linear and is governed by a coupling function η(x). The full Hamiltonian of the
”particle+heat bath” is then
H(q, p, φ, π) = HP (q, p) + HHB(ϕ, π) + q
∫
η(x)∂xϕ(x) dx, (1.1.4)
where HP (q, p) denotes the Hamiltonian of the distinguished particle whose position and
momentum are denoted by q and p, respectively; HHB(ϕ, π) is the Hamiltonian of the heat
bath (wave equation) where ϕ and π are the canonically conjugate field variables:
HP (q, p) =
p2
2
+ V (q)
and
HHB(ϕ, π) =
1
2
∫
R
(∂xϕ(x))2 + (π(x))2.
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The linear coupling in (1.1.4) is motivated by the dipole approximation from classical elec-
trodynamics. Introducing α(x), defined in Fourier space by αˆ(k) = (−iηˆ(k)/k, 0) (so that
∂xα = η), the coupling term in (1.1.4) can be rewritten as q〈φ, α〉. Let also L be the operator
L =
∣∣∣∣∣∣ 0 1∂2x 0
∣∣∣∣∣∣ ,
which in Fourier space reads
L =
∣∣∣∣∣∣ 0 1−k2 0
∣∣∣∣∣∣ .
Then
etL =
∣∣∣∣∣∣ cos(kt)
sin(kt)
k
−k sin(kt) cos(kt)
∣∣∣∣∣∣ .
If we set γ(t) := 〈etLα, α〉, we have
γ(t) =
∫
|η̂(k)|2eikt dk, (1.1.5)
where η̂(k) denotes the Fourier transform of η(x) [34, 68]. Hence γ(t) is the covariance
function of a Gaussian process and |η̂(k)|2 is called the spectral density of the Gaussian
process that has γ(t) as covariance function. We now write down the equations of motion and
integrate out the heat bath variables. The equations of motion of the system with Hamiltonian
(1.1.4) are
q˙t = pt (1.1.6)
p˙t = −∂qV (q)− 〈φ, α〉 (1.1.7)
ˆ˙
φ(k) = L(φˆt(k) + qtαˆ(k)); (1.1.8)
integrating (1.1.8) and substituting back into (1.1.7) we get
q˙t = pt (1.1.9)
p˙t = −∂qV (q)−
∫ t
0
γ˙(t− s)qsds− 〈φ0, e−tLα〉. (1.1.10)
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If φ0 is distributed according to a Gibbs measure
1 (with inverse temperature β = 1), then
F (t) := 〈φ0, e−tLα〉 is still a Gaussian process with covariance function
E(F (t)F (s)) =
∫
〈φ0, e−tLα〉〈φ0, e−sLα〉 = γ(t− s), (1.1.11)
where the last equality follows by Gaussianity. Looking back at (1.1.9), (1.1.10) and (1.1.11),
we have recovered the GLE together with the fluctuation dissipation principle. Also, we would
like to explicitly notice that the fluctuation dissipation principle is only a consequence of
assuming that the bath was initially in Gibbs equilibrium.
The GLE has also attracted attention in recent years in the context of mode reduction
and coarse-graining for high dimensional dynamical systems [19]. One of the models that
has been studied extensively within the framework of mode elimination is the Kac-Zwanzig
model [80] and its variants [40, 39]. In these models the system ”particle + bath” is described
as a mechanical system in which a distinguished particle interacts with n heat bath molecules
of mass {mj}1≤j≤n, through linear springs with random stiffness parameter {kj}1≤j≤n; the
Hamiltonian of the system is then :
H(qn, pn, Q1, ..., Qn, P1, ..., Pn) = V (qn) +
p2n
2
+
1
2
n∑
i=1
P 2i
mi
+
1
2
n∑
i=1
ki(Qi − qn)2, (1.1.12)
where (qn, pn) and (Q1, ..., Qn, P1, ..., Pn) are the positions and momenta of the tagged particle
and of the heat bath molecules, respectively (the notation (qn, pn) is to stress that the position
and momentum of the particle depend on the number of molecules it is coupled to). We can
then write down the equations of motion of the system with Hamiltonian (1.1.12):
q˙n = pn
p˙n = −∂qV (qn) +
∑n
i=1 ki(Qi − qn)
Q˙i = Pi/mi
P˙i = −ki(Qi − qn) 1 ≤ i ≤ n.
The initial conditions for the distinguished particle are assumed to be deterministic, namely
qn(0) = q0 and pn(0) = p0; those for the heat bath are randomly drawn from a Gibbs
distribution at inverse temperature β and conditioned on (q0, p0). Integrating out the heat
1The Gibbs measure at inverse temperature β for an Hamiltonian system with finitely many degrees of
freedom and Hamiltonian H(q, p) = V (q) + p2/2 is given by μβ(dqdp) = Zβ−1exp {−βH(q, p)} dqdp, where
Zβ is a normalizing constant. In the present case we are rather referring to the Gibbs measure defined on the
space S ′ of tempered distributions through the Bochner-Minlos Theorem.
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bath variables we obtain a closed equation for qn, of the form (1.1.2). In the thermodynamic
limit as n →∞ we recover the GLE. Under the assumption that at time t = 0 the heat bath is
in equilibrium at inverse temperature β, we obtain the fluctuation dissipation relation (0.0.2)
as well. The form of the memory kernel γ(t) depends on the choice of the distribution of the
spring constants of the harmonic oscillators in the heat bath [19].
The GLE (1.1.2) is a stochastic integrodifferential equation which is equivalent to the
original infinite dimensional Hamiltonian system with random initial conditions. The non-
Markovianity of the stochastic dynamics (1.1.2) renders the analysis of this dynamical system
very difficult. This problem was studied in detail by Jaksic and Pillet in a series of papers [ 34,
36, 35]. In these works, existence and uniqueness of solutions as well as the ergodic properties
of (1.1.2) were studied in detail. In particular, it was shown that the process {q, p = q˙} is
mixing with respect to the measure
νβ(dqdp) =
1
Zβ e
−βHP (q,p) dqdp,
where Zβ is the normalization constant. To our knowledge, no information concerning the rate
of convergence to equilibrium for the non-Markovian dynamics (1.1.2) is known for general
classes of memory kernels. Ergodic theory for a quite general class of non-Markovian processes
has been developed recently, see [20] and the references therein.
One of the problems encountered when dealing with a non Markovian equation is that
there is no general formalism to derive a (generalized) Fokker-Plank equation in closed form,
that is, an equation for the time evolution of the probability density. Attempts in this direction
have shown that even in simple cases the calculation is very convoluted, it does not always
lead to a closed analytical expression and, when it does, the resulting equation is extremely
involved (see for example, [2] ). These considerations, together with the ones made so far,
motivate the attempt to approximate the full dynamics (1.1.2) by a Markovian one.
1.2 Markovian approximations of the GLE
As noticed in [39], the problem can be recast as follows: we want to approximate the non
Markovian process (1.1.2) with the Markovian dynamics given by the system of ODEs:
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dq = p dt (1.2.1a)
dp = −∂qV (q) dt + g ∙ u dt (1.2.1b)
du = (−p g −Au) dt + C dW (t) (1.2.1c)
where we recall that (q, p) ∈ R2, u and g are column vectors of Rd, ∙ denotes Euclidean
scalar product, W (t) = (W1(t), . . . ,Wd(t)) is a d-dimensional Brownian motion, V (q) is a
potential and A and C are constant coefficients d×d matrices, related through the fluctuation
dissipation principle:
A+AT = CCT . (1.2.2)
We also recall that the noise in (1.1.2) is Gaussian, stationary and mean zero. Because
the memory kernel and the noise in (1.1.2) are related through the fluctuation-dissipation
relation, the rough idea is that we might try to either approximate the noise and hence obtain
the corresponding memory kernel or, the other way around, we could approximate the the
correlation function and read off the noise. The latter is the approach that we shall follow in
this section. As a motivation, we would like to notice that for some specific choices of the
kernel, equation (1.1.2) is equivalent to a finite dimensional Markovian system in an extended
state space (see [13]). If, for example, we choose γ(t) = λ2e−|t|, then (1.1.2) becomes q˙ = pp˙ = −∂qV (q)− λ2 ∫ t0 e−(t−s)p(s)ds + F (t); (1.2.3)
the fluctuation dissipation theorem (with β = 1) yields
E(F (t + s)F (t)) = λ2e−|s|. (1.2.4)
Since we are requiring F (t) to be stationary and Gaussian, (1.2.4) implies that F (t) is the
Ornstein-Uhlenbeck process.2 If we write F (t) = λv(t), with v(t) satisfying the equation
v˙ = −v +
√
2β−1W˙ , and we define the new process
z(t) = −λ
∫ t
0
e−(t−s)p(s)ds + v(t), (1.2.5)
then (1.2.3) becomes 
q˙ = p
p˙ = −∂qV + λz
z˙ = −λp− z +√2W˙ ,
2The only stationary Gaussian process with autocorrelation function e−t is the O-U process.
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which is precisely system (0.0.5) with d = 1 and α1 = 1. The ”Markovianization” of (1.1.2)
was first done by Mori ([55]) by first approximating the Laplace transform of the memory
kernel γ(t), γ˜(ξ), by a rational function (if and when this is possible) and then imposing
the fluctuation relation, which gives the matrices A and C as well as the vector g. If γ(t)
itself is a sum of exponentials, γd(t) =
∑d
i=1 λ
2
i e
−αit, then γ˜d =
∑d
i=1 λ
2
i /(ξi + αi), so
the procedure indicated by Mori is clearly successful and it corresponds to the case in which
A = diag{α1, . . . , αd} and g = (λ1, . . . , λd)T . Another typical situation is when the Laplace
transform of γ has a continued fraction representation
γ˜(ξ) =
²21
ξ + θ1 +
²22
ξ+θ2+
²23
ξ+θ3+
...
, θi > 0.
In this case the approximation is done by truncating the fraction at step d and then reading
off the corresponding Markovian system of (d + 2) SDEs. The matrix A is then tridiagonal,
A =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
θ1 −²2
²2 θ2 −²3
²3 θ3
. . .
. . .
. . .
θd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and g = (²1, 0, . . . , 0)T . A class of memory kernels for which more detailed information on the
long time asymptotics of the GLE (3.0.1) can be obtained was considered by Eckmann, Hairer,
Pillet and Rey-Bellet in a series of papers [69, 16, 17, 14]. It was observed in these works that
when the memory kernel γ(t) has a rational spectral density, then the GLE is equivalent to
a finite dimensional Markovian system. This system is obtained by adding a finite number of
additional degrees of freedom which account for the memory in the system (along the lines
of what we did when we introduced the auxiliary variable z(t) in (1.2.5)). These auxiliary
variables satisfy linear stochastic differential equations. As an example we mention the case
where η̂(k) in (1.1.5) can be written as
|η̂(k)|2 = 1|p(k)|2 , (1.2.6)
where p(k) =
∑d
m=1 cm(−ik)m is a polynomial with real coefficients and roots in the upper
half plane. Indeed, following [68, Proposition 2.3], we can prove the following
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Proposition 1.2.1. If p(k) =
∑d
m=1 cm(k)
m is a polynomial with real coefficients and roots
in the upper half plane then the Gaussian process with spectral density |η̂(k)|2 as in (1.2.6) is
the solution of the SDE
p
(
−i d
dt
)
x(t) =
dW
dt
, (1.2.7)
where W is a standard one dimensional Brownian motion.
Proof. We first prove a representation formula for the Gaussian process with spectral density
|p(k)|−2 , formula (1.2.8) below, and then we show that the process x(t) defined by (1.2.8)
solves equation (1.2.7).
Define
f(t) :=
1√
2π
∫
R
eikt
1
p(k)
dk for t > 0
and f(t) = 0 for t ≤ 0 (as the zeros of p are in the upper half plane). Then x(t) can be
represented as
x(t) =
∫ +∞
−∞
f(t− t′)dWt′ =
∫ t
−∞
f(t− t′)dWt′ . (1.2.8)
To prove the above representation formula we need to show that
E(x(t)x(s)) =
∫
R
ei(t−s)k
dk
|p(k)|2 .
Indeed from (1.2.8) we can (formally) derive:
E(x(t)x(s)) =
1
2π
∫ ∫
f(t− t′)f(s− s′)δ(t′ − s′)dt′ds′
=
1
2π
∫
f(t− s′)f(s− s′)ds′
=
1
2π
∫ ∫ ∫
eik(t−s
′)eik
′(s−s′) 1
p(k)p(k′)
ds′dkdk′
=
∫ ∫
eikt+ik
′s δ(k + k
′)
p(k)p(k′)
dkdk′
=
∫
eik(t−s)
1
p(k)p(−k)dk,
where in the first equality we used the delta correlation of white noise and in the third equality
we expanded the expression of f(∙). In the above the domain of integration is always R. Now
we need to check that (1.2.7) holds:
p
(
−i d
dt
)
x(t) =
∫ t
−∞
∫
R
p
(
−i d
dt
)
eik(t−t
′) 1
p(k)
dkdWt′ .
Because, from straightforward calculations,
d∑
m=1
cm
(
−i d
dt
)m
eik(t−t
′) = p(k)eik(t−t
′),
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we obtain
p
(
−i d
dt
)
x(t) =
∫ t
−∞
∫
R
eik(t−t
′)dkdWt′ =
dWt
dt
.
Notice that in particular, when p(k) = (ik + α), we have
γ(t) =
α
π
∫
eikt
k2 + α2
dk = e−αt (for t > 0),
i.e. we are in the case that we will study in Chapter 3.
Finally, in view of Section 4.2, we find interesting the following remark, made in [39]. When the
kernel of the GLE (1.1.2) is chosen to decay as a power law, γ(t− s) = (t− s)−δ, δ > 0, and
the potential is either quadratic or vanishing, the GLE can be explicitly solved. In these cases
one can prove that the limiting behaviour of the GLE is subdiffusive 3; also, the free particle
(i.e. when V (q) = 0) diffuses away, whereas in case of quadratic potential the equilibrium
Gibbs distribution is approached at a subexponential (subdiffusive) rate.
3 A stochastic process is said to exhibit anomalous diffusion when its mean square displacement does not
grow linearly in time, but as tζ , ζ 6= 1 and ζ > 0. In particular, for 0 < ζ < 1 we talk about subdiffusion, for
1 < ζ < 2 we talk about superdiffusion, see [11, 59]
Chapter 2
Exponential Decay to equilibrium:
Ergodicity, Hypocoercivity and
Singular Space Theory
The purpose of nonequilibrium statistical mechanics
is to explain irreversibility on the basis of microscopic dynamics,
and to give quantitative predictions for dissipative phenomena.
(Ruelle,[71])
In this chapter we present three different settings to study exponential convergence to equilibrium,
namely the theory of geometric ergodicity for Markov processes, the theory of hypocoercivity
and the singular space theory. The latter will also provide a method to determine the spec-
trum of quadratic hypoelliptic operators, hence the exact rate of convergence to equilibrium.
The chapter is organized as follows: since we will be concerned with hypoelliptic systems, in
Section 2.1 we recall some facts about hypoellipticity that we shall use in the following. Next,
we start presenting the three main methods that we will employ in Chapter 3, 4 and 5 in order
to study exponential convergence to equilibrium of system (0.0.5) and (0.0.3): Section 2.2
is devoted to the ergodic theory for hypoelliptic Markov processes; Section 2.3 provides an
overview of hypocoercivity theory; Section 2.4 is split in two subsections, the first of which,
Subsection 2.4.1, gives some basic definitions in semiclassical analysis and the second, Sub-
section 2.4.2, presents the main results obtained in [62] by the third author. At the end of the
chapter, Section 2.5 contains comments and comparisons between the two functional analytic
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techniques, and their relation to hypoellipticity.
2.1 Hypoellipticity
Let O be an open set of Rn. A distribution u on O is a linear form on C∞0 (O) such that for
every compact set K ⊂ O there exist constants β and κ such that
|u(φ)| ≤ β
∑
|α|≤κ
sup |∂αφ| , ∀φ ∈ C∞0 (K).
The set of distributions on O is denoted D′(O). Notice that a continuous function g(x) can
always be regarded as a distribution by considering
∫
g(x)φ(x), φ ∈ C∞0 ; hence we have the
chain of inclusions C∞(O) ⊂ C(O) ⊂ D′(O). The singular support of u ∈ D′(O) is the set
of points in O denoted by singsupp u such that u is a C∞ function on O\ singsupp u and this
is not true for any open set larger than O\ singsupp u. A linear differential operator T on Rn
with C∞ coefficients is hypoelliptic if sing supp u = sing supp T u.
Consider now an SDE of the form
dxt = b(xt)dt + σ(xt)dBt, xt ∈ Rn, (2.1.1)
where b is a vector-valued function, σ is matrix valued and Bt is a n-dimensional standard
Brownian motion. Also, suppose that b and σ are smooth. The generator L of (2.1.1) is in the
”sum of squares” form L =
∑d
i=1 X
2
i + X0. Each Xj is a vector field (first order differential
operator) of the form Xj =
∑n
k=0 ajk∂k, with ajk(x) a smooth function. Hence to Xj we can
associate the vector field (aj1(x), . . . , ajn(x)) (which, for every fixed x, can be thought of as
a tangent vector to Rn at the point x.) Given a collection of vector fields, Y1, . . . , Yd, the Lie
algebra generated by such fields is the smallest vector space that contains Y1, . . . , Yd and is
closed under the commutator operation. We say that the Lie algebra generated by Y1, . . . , Yd
is full at x ∈ Rn if the elements of the Lie algebra span Rn at x. (see [77]).
Theorem 2.1.1 (Ho¨rmander’s theorem). If the Lie algebra generated by {X0, X1, ..., Xd},
Lie{Xi}0≤i≤d, is full ∀x ∈ Rn then L is hypoelliptic.
In the remainder of the section we follow [77]. One of the reasons why the concept of
hypoellipticity is of great importance is because it allows to prove the existence of a smooth
density (for the process (2.1.1)). To show this fact, let f(t, x) ∈ C∞0 (Rn × (0,∞)). By Itoˆ’s
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formula
f(t, xt)− f(0, x0) =
∫ t
0
(
∂
∂s
+ L
)
f(s, xs) +
∫ t
0
σ(xs)
∂f
∂x
dBs.
So if t is big enough f(t, xt) = f(0, x0) = 0 and taking expectation on both sides of the above
equality we get
0 = E
∫ t
0
(
∂
∂s
+ L
)
f(s, xs) =
∫ t
0
ds
∫
Rn
[(
∂
∂s
+ L
)
f(s, xs)
]
p(xs ∈ dy).
Integrating by parts gives∫ t
0
ds
∫
Rn
[(
− ∂
∂s
+ L′
)
p(xs ∈ dy)
]
f(s, xs) = 0 ∀f ∈ C∞0 ((0,∞)× Rn), (2.1.2)
where L′ is the formal adjoint of L. In other words
(− ∂∂s + L′) p(xs ∈ dy) = 0 (in distri-
butional sense). Therefore, if ∂t + L′ is hypoelliptic, i.e. Lie{∂t + X0, X1, ..., Xd} is full on
Rn × (0,∞) ∀x ∈ Rn, then p(xt ∈ dy) is a C∞ function.
Lemma 2.1.2. Lie{∂t + X0, X1, ..., Xd} is full on Rn × (0,∞) ∀x ∈ Rn if and only if
Lie{X1, ..., Xd, [X1, X0], ..., [Xd, X0]} is full on Rn, ∀x ∈ Rn. (2.1.3)
Theorem 2.1.3 (Smoothness of the density). Assume that xt is the only solution to (2.1.1),
whose coefficients do not depend on time, are infinitely differentiable with bounded partial
derivatives of all orders and that condition (2.1.3) holds. Then the random vector xt has an
infinitely differentiable density ∀t > 0.
The above Theorem 2.1.3 can be found in [58].
2.2 Ergodic Theory for hypoelliptic diffusions
As we have already mentioned in the Overview, a process is said to be ergodic when it admits a
unique invariant measure. It is said to be geometrically ergodic when it converges exponentially
fast to the equilibrium measure, in a sense that will be made more precise by (2.2.3) (or
(2.2.10)).
In this section we shall present some general results on the ergodic theory of Markov
processes and we shall show how these results apply to the toy hypoelliptic system
q˙ = p (2.2.1a)
p˙ = −∇qV (q) + r (2.2.1b)
r˙ = −p− r + W˙ , (2.2.1c)
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where W is a d-dimensional standard Brownian motion. We consider both the case (q, p, r) ∈
Td × Rd × Rd := X and (q, p, r) ∈ Rd × Rd × Rd := Y . The extension to the case r ∈
Rmd is straightforward (and we shall not present it) hence this section constitutes a proof of
Theorem 3.1.2 as well, i.e. the techniques that we present in the following easily apply to
prove ergodicity of the Markov process x(t) := {q(t), p(t), z(t)} given by (3.0.2). The main
references for this section are [52, 54, 69, 51]. Let L be the generator of the process (2.2.1),
namely
L = p ∙ ∇q −∇qV ∙ ∇p + r ∙ ∇p − (p + r) ∙ ∇r + Δr,
with Δr =
∑d
i=1 ∂
2
ri . (∙, ∙) and ‖∙‖ denote the Euclidean inner product and norm, respectively,
and we shall use the notation x(t) = (q(t), p(t), r(t)).
Following [52] and [51], let Pt(x,A) be the transition kernel of the Markov process x(t).
Consider the discretized process {xn}n∈N, obtained by sampling at the rate T > 0 and with
transition kernel P (x,A) := PT (x,A).
Lyapunov Condition: There exists a function G(x) : R3d → [1,∞) such that G(x) →∞ as
‖x‖ → ∞ and
LG(x) ≤ −aG(x) + d˜, (2.2.2)
for some a, d˜ > 0.
Minorization condition: There exist T > 0, η > 0 and a probability measure ν, with ν(Cc) =
0 and ν(C) = 1 for some fixed compact set C in the phase space, such that
PT (x,A) ≥ ην(A) ∀A ∈ B(R3d), x ∈ C.
Consider now the set G =
{
x ∈ R3d : G(x) ≤ 2d˜/a
γ−e−aT/2
}
for some γ ∈ (e−aT/2, 1), G, a
and d˜ as in the Lyapunov condition. Notice that if a and d˜ are such that (2.2.2) is satisfied,
then also a and dˉ, dˉ > d˜, will satisfy (2.2.2); therefore d˜ can be chosen such that the quantity
2d˜/a
γ−e−aT/2 is bigger than 1. We will use the following result, the proof of which can be found
in [54], in particular see [51, Theorem 3.2] or [54, Theorem 15.0.1].
Theorem 2.2.1. If there exists a function G satisfying the Lyapunov condition and there exists
a sampling rate T > 0 such that the resulting chain {xn}n∈N is an aperiodic Markov chain
satisfying the minorization condition on the set G, then the process is geometrically ergodic,
i.e. there exists a unique invariant measure ρ and
|Ex0g(x(t))− ρ(g)| ≤ k G(x0)e−λt, t ≥ 0, x0 = x(0), (2.2.3)
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for some k, λ > 0 and for any g ∈ P := {g : R3d → R, measurable : |g(x)| ≤ G(x)} .
Assumption (?): Let Bs(y) ∈ R3d be the ball of radius s centered in y. For some fixed
compact set C we have
• Pt(x,A) has a density pt(x, y) which is continuous ∀(x, y) ∈ C × C, more precisely
Pt(x,A) =
∫
A
pt(x, y) dy ∀A ∈ B(R3d) ∩ B(C), ∀x ∈ C;
• for some x∗ ∈ int(C) and ∀δ > 0 we can find a tˉ = tˉ(δ) such that
Ptˉ(x,Bδ(x
∗)) > 0, ∀x ∈ C.
We have the following result.
Lemma 2.2.2. Assumption (?) =⇒ Minorization Condition.
Some comments on the Lyapunov condition and on Assumption (?). For our toy process
(2.2.1) we shall prove something stronger than Assumption (?). Namely, we shall show that
the density of the transition probability function is not only continuous but also smooth (when
the potential is smooth) and that the process is irreducible and aperiodic, i.e. ∀x ∈ R3d and
for any open set U of R3d,
Pt(x, U) > 0, for some t > 0. (2.2.4)
The hypoellipticity of the process will serve both purposes. Indeed, the hypoellipticity of L (and
hence the hypoellipticity of ∂t + L) implies both the smoothness of pt(x, y) (see Section 2.1)
and the controllability of its dynamics (for a definition of controllability in the classic control
theory setting see Appendix A.1). More precisely, (2.2.1) is an Ornstein-Uhlenbeck process,
and for O-U processes hypoellipticity and controllability are equivalent (see [53]). We shall go
back to this point in Chapter 5, see (i)-(iii) Section 5.1. For the time being, let us observe
that once the controllability of (2.2.1) is ensured, Stroock-Varadhan Support Theorem (which
can be found in Appendix A.1) gives irreducibility and aperiodicity of the process. However,
Assumption (?) does not guarantee the existence of the invariant measure, it only ensures
uniquesess. Existence is catered for by the Lyapunov condition. In its simplest form, such a
condition reads as follows: there exists a positive function G(x) with compact level sets such
that
LG(x) ≤ −c + b 1K(x), (2.2.5)
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for some b, c > 0 and for some compact set K. If such a function exists then the expected
value of the hitting time of K, Ex(τk), is finite and we can explicitly construct an invariant
measure. Moreover (2.2.5) and Assumption (?) imply convergence to the invariant measure.
When the Lyapunov condition is satisfied in the stronger form (2.2.2) then the convergence
is exponentially fast in the sense (2.2.3). We want to stress again that for an hypoelliptic
O-U processes, the existence of a Lyapunov function (2.2.2) is enough to obtain geometric
ergodicity. We shall extensively use this fact in Chapter 4. We now prove that Theorem 2.2.1
applies to system (2.2.1).
Theorem 2.2.3 (Ergodicity). The solution of (2.2.1) with x(t) ∈ X and V (q) ∈ C∞(Td)
is geometrically ergodic. The same holds true when x(t) ∈ Y , provided that the potential
V (q) ∈ C∞(Rd) is confining, has bounded Hessian, denoted ∇2V , and (2.2.8) holds.
Proof of Theorem 2.2.3. Consider first the case x(t) ∈ X. Let V (q) be a C∞(Td) potential,
V (q) > −k for some positive constant k. Consider the function
G(x) = Cˆ +
B
2
‖p‖2 + C
2
‖r‖2 + DV (q) + H(p, r), (2.2.6)
where B,C,D,H and Cˆ are positive constants to be chosen. We have that
G(x) ≥ Cˆ + B
2
‖p‖2 + C
2
‖r‖2 − H
2
‖p‖2 − H
2
‖r‖2 −Dk, (2.2.7)
so we need B > H , C > H and Cˆ > Dk. Moreover
LG(x) = D(∇qV, p)−B(∇qV, p)−H(∇qV, r) + B(r, p) + H‖r‖2
−C(p, r)−H‖p‖2 − C‖r‖2 −H(p, r) + C
≤ H‖r‖2 + H
4
‖∇qV ‖2 −H‖p‖2 − C‖r‖2 + C + H‖r‖2,
where we have chosen B = D = C + H. On the other hand, since V (q) ≤ k˜,
−aG(x) ≥ −a
2
B‖p‖2 − a
2
C‖r‖2 − ak˜B − aH
2
‖r‖2 − aH
2
‖p‖2
so imposing also 2H − C ≤ −a2 (C + H), −H ≤ −a2 (B + H) for some a > 0, the Lyapunov
condition is satisfied. One possible choice is a = 1/4, B = 13/16, C = 5/8 and H = 3/16.
Consider now the case x(t) ∈ Y . We introduce the Lyapunov function
G(x) = Cˆ +
A
2
‖q‖2 + B
2
‖p‖2 + C
2
‖r‖2 + DV (q)
+E(p, q) + F (q, r) + H(p, r) + M(∇qV, p),
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for some constants A,B,C, Cˆ,D,E, F,H,M to be chosen. Therefore,
∇qG = Aq + D∇qV + Ep + Fr + M∇2V (q) ∙ p,
∇pG = Bp + Eq + Hr + M∇qV,
∇rG = Cr + Fq + Hp.
Thus,
LG(x) = A(p, q) + D(∇qV, p) + E‖p‖2 + F (p, r)−B(∇qV, p)
−E(∇qV, q)−H(∇qV, r) + B(p, r) + E(q, r) + H‖r‖2
−C(p, r)− F (p, q)−H‖p‖2 + M(p,∇2V (q) ∙ p)
−C‖r‖2 − F (r, q)−H(p, r) + C −M‖∇qV ‖2 + M(r,∇qV )
From the boundedness of the Hessian of V (x) it follows that there exist constants β˜ and σ˜
such that
σ˜‖q‖2 − β˜‖∇qV ‖2 → −∞ as ‖q‖2 → +∞. (2.2.8)
Hence, with calculations analogous to those done in the periodic case, it follows that there
exist constants A,B,C, Cˆ,D,E, F,H,M such that G satisfies the Lyapunov condition.
As for Assumption (?), first of all let us notice that, since the operator ∂t+L is hypoelliptic,
the transition probability has a density (see Section 2.1, Theorem 2.1.3); because the SDE
we consider has time independent coefficients the density is C∞ provided that V (q) ∈ C∞.
Moreover, studying the control problem associated with dx = b(x)dt + σdw, namely dZ =
b(Z)dt + σdU where U(t) is a smooth control, and using the Stroock-Varadhan support
Theorem, we can prove that Pt(x,A) > 0 ∀x ∈ R3d, t > 0 and for any open set A ∈ R3d.
We can also prove that if G(x) is a Lyapunov function, then G(x)l is also a Lyapunov function,
∀ l ≥ 1. In other words, ∀l ≥ 1 have
LG(x)l ≤ −alG(x)l + d˜l, (2.2.9)
for some suitable positive constants al and d˜l. Indeed,
∂qiG(x)
l = lG(x)l−1∂qiG(x),
∂piG(x)
l = lG(x)l−1∂piG(x),
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and
∂2riG(x) = ∂ri
[
lG(x)l−1∂riG(x)
]
= l(l − 1)G(x)l−2(∂riG)2 + lG(x)l−1∂2riG(x).
Furthermore, from (2.2.6) and (2.2.7), we have (∂riG)
2 ≤ cG for some c > 0 so we obtain
l(l − 1)G(x)l−2(∂riG)2 ≤ clG(x)l−1,
and therefore
LG(x)l ≤ lG(x)l−1LG(x) + clG(x)l−1.
Using what we have proven in the case l = 1, we get (2.2.9).
For any l ≥ 1, consider now the set Pl =
{
g : R3d → R, measurable : |g(x)| ≤ G(x)l}. Then
there exist constants k = k(l) and λ = λ(l), such that ∀g ∈ Pl
|Ex0g(x(t))− ρ(g)| ≤ k[G(x0)]le−λt, t ≥ 0, x0 = x(0). (2.2.10)
2.3 Hypocoercivity
Hypocoercivity theory applies to evolution equations of the form
∂tf + (A∗A + B)f = 0. (2.3.1)
Following [76], we first introduce the necessary notation. Let H be a Hilbert space, real and
separable, Hm := H ⊗ Rm, ‖ ∙ ‖ and (∙, ∙) the norm and scalar product of H, respectively.
Let A : H → H ⊗ Rm and B : H → H be unbounded operators with domains D(A) and
D(B) respectively, and assume that B is antisymmetric, i.e. B∗ = −B, where ∗ denotes
adjoint in H. Notice that A can be thought of as an array of operators Aj : H → H,
j = 1, . . . ,m. We shall also assume that there exists a vector space S ⊂ H, dense in H,
where all the operations that we will perform involving A and B are well defined (this will
usually be the space of Schwartz functions). When we refer to the commutator between A and
B what we actually mean is [A,B] = AB − (B ⊗ I)A, where I is the identity on Rm, so that
[A,B] : H → H⊗ Rm. Analogously [A,A∗] : H → H⊗ Rm ⊗ Rm and [A∗, A] : H → H. In
Section 3.1.1 we give more details about this notation, applied to the case when H = L2(ρ),
where ρ is the equilibrium measure. I say ”the” equilibrium measure because in this context
we typically assume ergodicity. We say that an unbounded linear operator S on H is relatively
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bounded with respect to the (linear unbounded) operators T1, ..., Tn if D(S) ⊃ (∩D(Tj)) and
∃ a constant α > 0 s.t.
∀h ∈ D(S), ‖Sh‖ ≤ α(‖T1h‖+ ... + ‖Tnh‖).
Finally, given the (unbounded) operators C0, . . . , CN , we define the Sobolev norm associated
to this family of operators as
‖h‖2H1 := ‖h‖2 +
N∑
j=0
‖Cjh‖2, ∀h ∈ (∩D(Cj)). (2.3.2)
With this notation, consider the linear operator
L = A∗A + B. (2.3.3)
In the cases of interest to us A and B will always be first order differential operators. The
form A∗A + B is more general than it might seem at first sight. Indeed notice that any
linear operator with nonnegative symmetric part can be recast in this form (at least modulo
technical issues). What we are looking at is a dissipative evolution equation, whose dynamic is
generated by an operator −L involving a conservative (antisymmetric) part and a (symmetric)
degenerate diffusive one. Also, the operator L can be rewritten in Ho¨rmander sum of squares
form. Indeed, the context we are working in, is to a certain extent similar to the one of
hypoellipticity. We will further comment on this point in Section 2.5.
Suppose that the semigroup generated by L is well defined (we shall deal with this problem
for the case at hand in Proposition 3.2.1). Then the semigroup generated by L is easily seen
to be a contraction semigroup:
1
2
d
dt
∣∣∣∣
t=0+
‖e−tLh‖2 = −‖Ah‖2 ≤ 0.
Definition 2.3.1 (Coercivity). Let T be an unbounded operator on a Hilbert space H, denote
its kernel by K and assume there exists another Hilbert space H˜ continuously and densely
embedded in K⊥. If ‖ ∙‖H˜ and (∙, ∙)H˜ are the norm and scalar product on H˜, respectively, then
the operator T is said to be λ-coercive on H˜ if
(T h, h)H˜ ≥ λ‖h‖2H˜ ∀h ∈ K⊥ ∩D(T ),
where D(T ) is the domain of T in H˜.
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Without worrying about regularity issues, i.e. assuming that the operator T generates a
contraction semigroup, the following Proposition gives an equivalent definition of coercivity.
Proposition 2.3.2. With the same notation as in Definition 2.3.1, T is λ-coercive on H˜ if
and only if
‖ e−T th ‖H˜≤ e−λt ‖ h ‖H˜ ∀h ∈ H˜ and t ≥ 0.
Let K be the kernel of L and notice that Ker(A∗A) = Ker(A) and K = Ker(A)∩Ker(B).
Suppose KerA ⊂ KerB; then KerL = KerA then the coercivity of L is equivalent to the
coercivity of A∗A. So the case we are interested in is the case in which A∗A is coercive and
L is not. In order for this to happen A∗A and B cannot commute; if they did, then e−tL =
e−tA∗Ae−tB . Therefore, since e−tB is norm preserving, we would have ‖e−tL‖ = ‖e−tA∗A‖.
This is the intuitive reason to look at commutators of the form [A,B].
Definition 2.3.3 (Hypocoercivity). With the same notation of Definition 2.3.1, assume T
generates a continuous semigroup. Then T is said to be λ-hypocoercive on H˜ if there exists
a constant κ > 0 such that
‖ e−T th ‖H˜≤ κe−λt ‖ h ‖H˜ ∀h ∈ H˜ and t ≥ 0. (2.3.4)
We remark that the only difference between Definition 2.3.1 and Definition 2.3.3 is in the
constant κ on the right hand side of (2.3.4), when κ > 1. Thanks to this constant, the concept
of hypocoercivity is invariant under a change of equivalent norm, as opposed to the concept
of coercivity which relies on the choice of the Hilbert norm. Hence the basic idea employed in
the proof of exponentially fast convergence to equilibrium for degenerate diffusions generated
by operators in the form (2.3.3), is to appropriately construct a norm on H˜, equivalent to
the existing one, and such that in this norm the operator is coercive. We now recast one of
the main results of the hypocoercivity theory. Notice that in the following Theorem 2.3.4,
assumption (2.3.5) is in the spirit of the UFG condition, see [56] and references therein.
Theorem 2.3.4. Let L be an operator of the form L = A∗A+B, with B∗ = −B, K = KerL
and assume there exists N ∈ N such that
[Cj−1, B] = Cj + Rj 1 ≤ j ≤ N + 1, C0 = A, CN+1 = 0. (2.3.5)
Consider the following assumptions: for k = 0, ..., N + 1
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1. [A,Ck] is relatively bounded with respect to {Cj}0≤j≤k and {CjA}0≤j≤k−1.
2. [Ck, A∗] is relatively bounded with respect to I and {Cj}0≤j≤k (here I indicates the
identity operator on H).
3. Rk is relatively bounded with respect to {Cj}0≤j≤k−1 and {CjA}0≤j≤k−1.
If Assumptions 1 − 3 are satisfied then there exists a scalar product ((∙, ∙)) on H1 defining a
norm equivalent to the H1 norm (see (2.3.2)) and such that
∀h ∈ H1/K, ((h,Lh)) ≥ K
N∑
j=0
‖Cjh‖2, (2.3.6)
for some constant K > 0. Furthermore, if
N∑
j=0
C∗j Cj is κ-coercive for some κ > 0 (2.3.7)
then there exists a constant λ > 0 such that
∀h ∈ H1/K, ((h,Lh)) ≥ λ((h, h)).
In particular, L is hypocoercive in H1/K, i.e.
‖e−tL‖H1/K→H1/K ≤ Ce−λt
for some C, λ > 0.
The scalar product ((∙, ∙)) is constructed as follows:
((h, h)) := ‖h‖2 +
N∑
k=0
ak‖Ckh‖2 + bk(Ckh,Ck+1h),
with ak and bk positive constants. So in the above theorem the statements about the scalar
product ((h, h)) have to be interpreted to mean that there exist constants ak and bk such that
the above scalar product is equivalent to the H1 norm and (2.3.6) holds.
We would like to remark that the space K⊥ is the same independent of whether we consider
the H norm, the Sobolev norm (2.3.2) or the homogeneous norm
‖h‖21 :=
N∑
j=0
‖Cjh‖2.
This can be shown by simply observing that h ∈ K ⇒ Cjh = 0 for any j, which is true by
induction, combining the fact that K = KerA ∩ KerB with the definition of the Cj ’s.
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All the hypocoercivity theorems for linear operators (2.3.3) have the same structure: we first
have some technical assumptions (namely, Assumptions 1-3) on the successive commutators
between A and B, on the implications of which I will come to in a moment. These requirements
ensure that we can construct the norm in which L will be coercive. Also, Though the crucial
assumption is (2.3.7) which, not surprisingly, is the requirement that a Poincare´ Inequality
should hold. I also would like to stress how the only commutators needed in this context
are the commutators between A and B. Commutators like [Ai, Aj ] (which do not necessarily
vanish) play a crucial role in the theory of hypoellipticity, though they are not needed when we
are solely interested in the problem of exponential convergence to equilibrium. In other words,
what we are looking at is the interaction between the stochastic and the deterministic part
of the dynamics. However, Theorem 2.3.4 gives exponential convergence in H1 (actually in
H1/K); what can we do in order to get the same result in H? It is the case that Assumptions
1-3 are enough in order to obtain a regularization result, which is the content of next theorem:
Theorem 2.3.5. With the same notation as in Theorem 2.3.4, if Assumptions 1-3 are satisfied
then for any t > 0 we have
‖Cke−tLh‖ ≤ C
tk+
1
2
‖h‖, ∀k = 0, ..., N, (2.3.8)
for all functions h ∈ H.
Estimate (2.3.8) is optimal for t < 1 and it is optimal in general also for t → ∞; in fact,
in order to obtain exponential convergence we also need a Poincare´ inequality to hold, as we
have already stressed. This fact can be shown either by direct computation or using Malliavin
calculus based techniques (see [56]).
The strategy used in order to prove the bound (2.3.8) comes from a paper by Herau [27]
and makes use of an appropriate Lyapunov functional; such a Lyapunov functional is precisely
the (time dependent version of the) auxiliary scalar product ((∙, ∙)) used in Theorem 2.3.4.
We shall employ the same technique in Section 3.3 for the case at hand. It turns out that
combining this technique with a semigroup approach leads to an analogous pointwise result
for the derivatives of any order of the semigroup. We shall present this method in Chapter 6.
We would like to point out how this theory is typically applied with H being the L2 space
weighted with some invariant measure ρ. Even if this is not an explicit requirement, the
existence of a unique equilibrium state for the process is a sort of underlying assumption in the
application of this theory. This is even more true in the nonlinear theory of hypocoercivity, see
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[76, Part III], where the main abstract theorem requires the existence of a Lyapunov functional
”which is dissipated by the equation and admits a unique absolute minimizer.” In order to
present some further results about the so called hypocoercivity in entropic sense, let μ and ν
be two probability measures with densities ρ and f in Rd; then the Boltzmann H−functional
(or Kullback Information), is defined as
Hρ(f) =
∫
f log
(
f
ρ
)
dx =
∫
h log h dρ, f = ρh, (2.3.9)
and the Fisher information Iρ(f) is given by
Iρ(f) =
∫
f |∇ log(h)|2dx =
∫
h|∇ log h|2 dρ, f = ρh . (2.3.10)
Theorem 2.3.6. Let V (x) ∈ C2(Rd) such that μ(dx) = e−V (x)dx is a probability measure
on Rd and assume that L = ∑Mj=0 A∗jAj + B generates a semigroup on a suitable space of
positive functions. Here we assume {Aj}1≤j≤M and B to be first order differential operators
with smooth coefficients; ∗ denotes adjoint in the weighted L2(μ) and as before B = −B∗.
Assume there exists N ∈ N such that
[Cj−1, B] = Cj + Rj 1 ≤ j ≤ N + 1, C0 = A,CN+1 = 0.
If, for 0 ≤ k ≤ N + 1 the following assumptions are fulfilled
1. [A,Ck] is pointwise bounded with respect to A.
2. [Ck, A∗] is pointwise bounded with respect to I and {Cj}0≤j≤k.
3. Rk is pointwise bounded with respect to {Cj}0≤j≤k−1.
4. [A,Ck]∗ is pointwise bounded relatively to I and A.
5. there exists a positive constant λ > 0 such that
∑
k C
∗
kCk ≥ λI pointwise on Rd (I is
the identity matrix on Rd).
6. The probability measure μ satisfies a logarithmic Sobolev inequality. 1
Then the Kullback information (2.3.9) and the Fisher information (2.3.10) decay exponentially
fast to zero.
1 A probability measure ρ satisfies a Logarithmic Sobolev Inequality if Hρ(ν) ≤ 12cIρ(ν) for some positive
constant c and for any probability measure ν (with the understanding that Hρ = Iρ = ∞ if ν is not absolutely
continuous with respect to μ).
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In the above, pointwise bounded is referred to the vector field associated with the involved
differential operator. More explicitly, suppose A = a(x)∇, with a(x), Rd-valued. The com-
mutator [A,Ck] is another differential operator, of the form say ξk(x)∇. Then assumption 1
simply says that |ξk(x)| should be bounded, for all x, by a multiple of |a(x)|. Analogously for
the other assumptions.
The importance of controlling the Boltzmann H functional is immediately seen in view of
the following Kullback inequality
1
2
‖f − ρ‖2L1 ≤ Hρ(f), (2.3.11)
which we shall be more specific about in the following (see (3.1.2)).
Now a regularization result in the same spirit as (2.3.8).
Theorem 2.3.7. With the same notation as in Theorem 2.3.6, let V (x) ∈ C2(Rd) be such that
μ(dx) = e−V (x)dx is a probability measure on Rn and assume that L generates a semigroup
on a suitable space of positive functions. If Assumptions 1− 4 of Theorem 2.3.6 are fulfilled,
then the following bounds hold∫
ht | Ck log ht |2 dμ ≤ C
t2k+1
∫
h0 log h0dμ ∀k = 0, ..., N,
where ht = ft/ρ and ft is the density of the law of the process with generator −L.
2.4 Semiclassical Approach
2.4.1 Basics of Semiclassical Analysis
Following [50], we shall give in this section some basic definitions in semiclassical pseudo-
differential calculus. The naive idea that we wish to convey is the following: a classical
observable, the role of which will be played by symbols, is any smooth function defined on
the phase space R2n. A quantum observable, which in semiclassical language we shall call
quantization of the symbol, is any selfadjoint operator on L2(Rn). Pseudodifferential calculus
provides a correspondence between the space of classical observables and the space of quantum
observables; the aim of the game is studying properties of the operator through properties of
the associated function.
An order function on RN is a function g ∈ C∞(RN ;R+) such that
∂αx g = O(g) ∀α ∈ NN ,
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uniformly in R2n.2 Typical examples of order functions are
〈x〉m := (1 + |x|2)m/2, x ∈ RN , for any fixed m ∈ R.
Given an order function g, the semiclassical space of symbols SN (g) is defined as the space of
smooth functions a(x) on RN such that ∂αx a(x) = O(g) uniformly in x. With this definition
SN (1) is the set of uniformly bounded C∞ functions on RN with uniformly bounded derivatives
of any order. If a function a(x) belongs to SN (g) for some order function g then a(x) is said
to be a symbol.
Definition 2.4.1. For a(x, y, ξ) ∈ S3n(〈ξ〉m), we define the pseudodifferential operator of
symbol a to be
Opau(x) :=
1
(2π)n
∫
R2n
ei(x−y)ξa(x, y, ξ)u(y) dy dξ, u ∈ C∞0 (Rn). (2.4.1)
We shall use equivalently the notation Opa and Op(a).
A priori the above definition is not well posed. Indeed, ei(x−y)ξa(x, y, ξ)u(y) is not integrable
for any m and n. In order to make sense out of the integral in (2.4.1), we use the Schwartz
kernel Theorem (Theorem A.3.3). To this end, consider the integral
I(a) =
∫
ei(x−y)ξa(x, y, ξ)dξ. (2.4.2)
If a(x, y, ξ) ∈ S3n(〈ξ〉m) then I(a) is absolutely convergent for any m < −n. So, how to
interpret I(a) when m ≥ −n? Simple key observation: let P be the operator
P (ξ,Dy) =
1− ξDy
1 + ξ2
, Dy =
∂y
i
.
Then P (ei(x−y)ξ) = ei(x−y)ξ so that for any positive integer k, P k(ei(x−y)ξ) = ei(x−y)ξ;
integrating by parts k times gives∫
ei(x−y)ξa(x, y, ξ)u(y) dy dξ =
∫
ei(x−y)ξP ′k(a(x, y, ξ)u(y)) dy dξ =: Ik(a)u(x)
where
P ′k(au) =
(
1 + ξDy
1 + ξ2
)k
(au) = O(〈ξ〉m−k) (2.4.3)
uniformly for large ξ. (2.4.3) implies that Ik(a)(u) is convergent for m < k−n, ∀k > 0. It can
be shown that, for any k > m+n, Ik(a) defines a continuous linear operator from C∞0 (Rn) to
2We are using the usual notation: given a function h(x), f(x) = O(h) uniformly in Rn if there exists M > 0
s.t. |f(x)| ≤ M |g(x)| , ∀x ∈ Rn.
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C∞(Rn); this fact allows us to interpret I(a) as the distribution kernel associated with Op(a).3
With this in mind , we have that by definition Opa : C∞0 (Rn) → C∞(Rn) and Opa can be
extended in a unique way to a linear continuous operator Opa : S(Rn) → S(Rn). Denoting
by aˉ the complex conjugate of a, we have that Opaˉ is the formal L
2 adjoint of Opa. Also, if
the symbol a is polynomial in ξ, then Opa is a differential operator (intuitively, differentiating
corresponds to multiplying by ξ in Fourier space). Finally, notice that if a ∈ S2n(〈ξ〉m) then
a((1− t)x + ty, ξ) ∈ S3n(〈ξ〉m), t ∈ [0, 1], and we can define
Op(a, t) := Op(a((1− t)x + ty, ξ)).
When t = 0, Op(a, 0) is called the standard or left quantization of the symbol a; when t = 1,
Op(a, 1) is called the right quantization; for t = 1/2 we obtain the Weyl quantization, which
we shall extensively refer to in the next section. Here we just notice that the Weyl quantization
of a real valued symbol gives an L2−symmetric operator. In the next section we will denote
the Weyl quantization of the symbol q by qw.
2.4.2 Singular Space theory and Spectral theory for quadratic hypoelliptic
operators.
In this section we consider evolution equations associated with general quadratic operators
∂u
∂t
(t, x) + qw(x,Dx)u(t, x) = 0
u(t, ∙)|t=0 = u0 ∈ L2(Rn),
(2.4.4)
and address the problem of the exponential return to equilibrium for these systems. Quadratic
operators are pseudodifferential operators, defined in the Weyl quantization
qw(x,Dx)u(x) =
1
(2π)n
∫
R2n
ei(x−y).ξq
(x + y
2
, ξ
)
u(y)dydξ, (2.4.5)
by symbols q(x, ξ), with (x, ξ) ∈ Rn × Rn, which are complex-valued quadratic forms
q : Rnx × Rnξ → C.
These operators are differential operators with simple and fully explicit expression. Indeed,
the Weyl quantization of the quadratic symbol xαξβ , with (α, β) ∈ N2n, (α + β) = 2, is the
differential operator
xαDβx + D
β
xxα
2
, Dx = i−1∂x.
3It can be shown that as a varies in S3n(〈ξ〉m), I(a) is continuous from S3n(〈ξ〉m) to D′(Rn × Rn). Also,
this definition of I(a) is the only one that coincides with (2.4.2) when m < −n.
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Notice that quadratic operators are non-selfadjoint operators and that those with symbols
having non-negative real parts are accretive (see Definition A.3.1). Since the classical work
by J. Sjo¨strand [72], a complete description for the spectrum of elliptic quadratic operators is
known. Elliptic quadratic operators are quadratic operators whose symbols satisfy the ellipticity
condition
(x, ξ) ∈ R2n, q(x, ξ) = 0 ⇒ (x, ξ) = 0. (2.4.6)
In a recent work [30], the spectral properties of non-elliptic quadratic operators, that is opera-
tors whose symbols may fail to satisfy the ellipticity condition on the whole phase space R2n,
were investigated. For any quadratic operator whose symbol has a real part with a sign, say
here a symbol with non-negative real part
Re q ≥ 0, (2.4.7)
it was pointed out the existence of a particular linear vector space S in the phase space R2n,
S ⊂ R2n, intrinsically associated to the symbol q and called singular space, S, which plays
a basic role in the understanding of the properties of this non-elliptic quadratic operator. In
particular, this work [30] (Theorem 1.2.2) gives a complete description for the spectrum of
any non-elliptic quadratic operator qw(x,Dx) whose symbol q has a non-negative real part,
Re q ≥ 0, and satisfies an assumption of partial ellipticity along its singular space,
(x, ξ) ∈ S, q(x, ξ) = 0 ⇒ (x, ξ) = 0. (2.4.8)
Under these assumptions, the spectrum of the quadratic operator qw(x,Dx) is shown to be
composed of a countable number of eigenvalues with finite multiplicity and the structure of
the spectrum is similar to the one known for elliptic quadratic operators [72]. This condition
of partial ellipticity is weaker than the condition of ellipticity in general, S ( R2n, and allows
to deal with more degenerate situations. An important class of quadratic operators satisfying
condition (2.4.8) are those with zero singular space S = {0}. In this case, the condition of
partial ellipticity trivially holds.
In this section we shall consider this class of quadratic operators with zero singular space
and focus on the structure of the bottom of their spectra. More specifically, we shall see that
the first eigenvalue in the bottom of their spectra has always algebraic multiplicity one with
an eigenspace spanned by a ground state of exponential type. We shall also give an explicit
formula for the spectral gap which is computable via a simple algebraic calculation; and finally
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answer the question of long time behavior of the associated evolution equations by proving
the property of exponential return to equilibrium for these quadratic systems. We begin by
recalling miscellaneous facts and notations about quadratic operators. In all the following,
q : Rnx × Rnξ → C
(x, ξ) 7→ q(x, ξ),
stands for a complex-valued quadratic form with a non-negative real part
Re q(x, ξ) ≥ 0, (x, ξ) ∈ R2n. (2.4.9)
Associated to the quadratic symbol q is the numerical range Σ(q) defined as the closure in the
complex plane of all its values,
Σ(q) = q(Rnx × Rnξ ). (2.4.10)
The Hamilton map F ∈ M2n(C) associated to the quadratic form q is the unique map defined
by the identity
q
(
(x, ξ); (y, η)
)
= σ
(
(x, ξ), F (y, η)
)
, (x, ξ) ∈ R2n, (y, η) ∈ R2n, (2.4.11)
where q
(∙; ∙) stands for the polarized form associated to the quadratic form q (see Definition
A.3.5) and σ is the canonical symplectic form on R2n,
σ
(
(x, ξ), (y, η)
)
= ξy − xη, (x, ξ) ∈ R2n, (y, η) ∈ R2n. (2.4.12)
We denote by σ both the canonical symplectic form and the spectrum of the operator qw;
however, it should be clear from the context which of the two we are referring to. On a
practical level, what (2.4.11) says is that given a quadratic operator we can associate to it, in
a unique (and purely algorithmic) way, a 2n × 2n matrix, the Hamilton map. The real and
imaginary parts of the Hamilton map F ,
Re F =
1
2
(F + F ) and Im F =
1
2i
(F − F ),
are the Hamilton maps associated to the quadratic forms Re q and Im q, respectively. Analo-
gously to what we said for hypocoercive operators, the real part of F is related to the stochastic
part of the dynamics, whereas Im F comes from the conservative component of the evolution.
Associated to the quadratic symbol q is the singular space S defined in [30] as the subvector
space in the phase space equal to the following intersection of kernels
S =
(+∞⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n. (2.4.13)
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Notice that the Cayley-Hamilton theorem applied to Im F shows
(Im F )kX ∈ Vect(X, ..., (Im F )2n−1X), X ∈ R2n, k ∈ N;
where Vect
(
X, ..., (Im F )2n−1X
)
is the vector space generated by the span of the vectors
X, . . . , (Im F )2n−1X. The singular space is therefore equal to the finite intersection of the
kernels
S =
( 2n−1⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n. (2.4.14)
As mentioned above, when the quadratic symbol q satisfies a condition of partial ellipticity
along its singular space S,
(x, ξ) ∈ S, q(x, ξ) = 0 ⇒ (x, ξ) = 0, (2.4.15)
Theorem 1.2.2 in [30] gives a complete description for the spectrum of the quadratic operator
qw(x,Dx) which is only composed of eigenvalues with finite algebraic multiplicity
σ
(
qw(x,Dx)
)
=
{ ∑
λ∈σ(F )
−iλ∈C+∪(Σ(q|S)\{0})
(
rλ + 2kλ
)
(−iλ) : kλ ∈ N
}
, (2.4.16)
where F is the Hamilton map associated to the quadratic form q, rλ is the dimension of the
space of generalized eigenvectors of F in C2n belonging to the eigenvalue λ ∈ C,
Σ(q|S) = q(S) and C+ = {z ∈ C : Re z > 0}.
We are particularly interested in evolution problems associated to accretive quadratic operators
qw(x,Dx) with zero singular space S = {0}. These operators where shown to be hypoelliptic
[65]. Notice that in this case q(S) = {0} and the condition of partial ellipticity along the
singular space trivially holds. The spectrum then reduces to
σ
(
qw(x,Dx)
)
=
{ ∑
λ∈σ(F )
−iλ∈C+
(
rλ + 2kλ
)
(−iλ) : kλ ∈ N
}
. (2.4.17)
Define
μ0 =
∑
λ∈σ(F )
−iλ∈C+
−iλrλ (2.4.18)
and
τ0 = min
λ∈σ(F )
−iλ∈C+
Re
(
2(−iλ)) = 2 min
λ∈σ(F )
Im λ>0
Im λ, (2.4.19)
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Figure 2.1: Spectrum of qw.
The following Theorem 2.4.2 shows that the first eigenvalue in the bottom of the spectrum
μ0 has always algebraic multiplicity one with an eigenspace spanned by a ground state of
exponential type and that the gap between the eigenvalues is constant and is exactly given by
the positive rate τ0 > 0 (see Figure 2.1). The proof of the following two theorems, Theorem
2.4.2 and Theorem 2.4.3, can be found in [62].
Theorem 2.4.2. With the notation introduced so far, let qw(x,Dx) be a quadratic operator
whose symbol is a complex-valued quadratic form with a non-negative real part Re q ≥ 0 and
a zero singular space S = {0}. Then, the first eigenvalue in the bottom of the spectrum
defined in (2.4.18) has algebraic multiplicity one and the eigenspace
Ker
(
qw(x,Dx)− μ0
)
= Cu0,
is spanned by a ground state of exponential type
u0(x) = e−a(x) ∈ S(Rn),
where a is a complex-valued quadratic form on Rn whose real part is positive definite. More-
over, the gap between the eigenvalues of the operator qw(x,Dx) is given by τ0 > 0 defined in
(2.4.19),
σ
(
qw(x,Dx)
) \ {μ0} ⊂ {z ∈ C : Re z ≥ Re μ0 + τ0}.
Let us underline that operators satisfying the assumptions of Theorem 2.4.2 are not elliptic
in general and that their symbol may fail to satisfy the ellipticity condition (2.4.8). On the
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other hand, notice that the adjoint operator (see [33], p.426) is actually given by the quadratic
operator
qw(x,Dx)∗ = qw(x,Dx),
whose symbol is the complex conjugate symbol of q. It is therefore a complex-valued quadratic
form with non-negative real part and a zero singular space for which Theorem 2.4.2 applies.
Then μ0 is also the first eigenvalue in the bottom of the spectrum for the quadratic operator
qw(x,Dx)∗, and we know from Theorem 2.4.2 that the eigenspaces associated with the eigen-
value μ0 for both operators q
w(x,Dx) and qw(x,Dx)∗ are one-dimensional subvector spaces
with ground states of exponential type. We shall assume further that the two operators have
same ground state 4
Ker
(
qw(x,Dx)− μ0
)
= Ker
(
qw(x,Dx)∗ − μ0
)
= Cu0 ⊂ S(Rn), (2.4.20)
with u0(x) = e−a(x), x ∈ Rn; where a is a positive definite quadratic form on Rn.
Theorem 2.4.3. Let qw(x,Dx) be a quadratic operator satisfying the assumptions of The-
orem 2.4.2. Assume that this quadratic operator is real and satisfies (2.4.20). Using the
notations introduced in (2.4.18) and (2.4.19), we consider the operator
Q = qw(x,Dx)− μ0.
Then, for all 0 ≤ τ < τ0, there exists a positive constant C > 0 such that
∀t ≥ 0, ∀u ∈ L2(Rn), ‖e−tQu− cuu0‖L2(Rn) ≤ Ce−τt‖u‖L2(Rn),
where cu is the L
2(Rn) scalar product of u and u0/‖u0‖2L2(Rn),
cu = ‖u0‖−2L2(Rn)(u, u0)L2(Rn).
Finally notice that this theory is developed on the flat L2, as opposed to the theory of
hypocoercivity, the natural setting of which is the weighted L2. We shall show in Chapter 5
how to go from one space to the other.
4We will show at the beginning of Chapter 5 that this condition is always fulfilled in the cases of interest to
us.
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2.5 Comparison between hypocoercivity theory and singular space
theory
Here we will be referring only to quadratic operators (unless otherwise specified) and we use
the notation of the previous two sections. As we have already noticed both the hypocoercivity
approach and the singular space approach are related to the notion of hypoellipticity. The
former because of the use of commutators: we may naively observe that in order for the
Poincare´ inequality (2.3.7) to hold, A = C0, C1, . . . , CN (notation of Theorem 2.3.4) must
span Rn at each point. Therefore, if the operator is hypocoercive it is also hypoelliptic (and this
is true even if the operator is not quadratic). On the other hand we have already mentioned how
quadratic operators with trivial singular space are hypoelliptic. But this is surely not the only
way in which the two approaches communicate to each other. We have already stressed (see
comments before Definition 2.3.3) that if A∗A and B commute then the coercivity of A∗A leads
to the coercivity of L. Which is where the commutators [A,B], [[A,B], B], [[[A,B], B], B] etc,
come in. In other words, dissipation takes place because of the interaction between A∗A and
B; hence the use of commutators, which look at the interplay between the stochastic and
the deterministic part of the dynamics. The singular space theory morally reaches the same
conclusion. Indeed the definition of the relevant space S (see Definition 2.4.14 ) on which
to test the non degeneracy of the symbol, focuses again on the interaction between ReF -
dissipative - and ImF - conservative.
In Chapter 5 we will show how the hypoellipticity of the O-U process and of its transpose
are equivalent to the condition S = {0}. However, the singular space theory point of view
gives extra information, which is not obtainable employing other methods, on the exact rate
of convergence to the ground state. On a related note, in Chapter 4 we shall prove that for
the Markovian approximation (0.0.3) (which is a quite general O-U process), hypoellipticity
implies geometric ergodicity. This will be done by using classic ergodic techniques. We are
quite sure that the same kind of proof can be done for operators of the form presented in
Chapter 6, but this shall be the object of (near) future work.
Chapter 3
Asymptotic Analysis for the
Generalized Langevin Equation
Nihil recte
sine exemplo docetur.
(Columella, De re Rustica)
In this chapter we study various qualitative properties of solutions to the generalized
Langevin equation (GLE) in Rd
q¨ = −∇V (q)−
∫ t
0
γ(t− s)q˙(s) ds + F (t), (3.0.1)
when γm(t) =
∑m
i=1 λ
2
i e
−αit. We recall that V (q) is a smooth potential (confining or periodic),
F (t) a mean zero stationary Gaussian process with autocorrelation function γ(t). For this
particular choice of the kernel the GLE (3.0.1) becomes (we drop the subscripts m for notational
simplicity)
q˙(t) = p(t), q(0) = q0, (3.0.2a)
p˙(t) = −∇qV (q(t)) +
m∑
j=1
λjzj(t), p(0) = p0, (3.0.2b)
z˙j(t) = −λjp(t)− αjzj(t) +
√
2αjβ−1W˙j , zj(0) ∼ N (0, β−1) (3.0.2c)
for j = 1, . . . ,m. The process {q(t), p(t), z(t)} ∈ Rd×Rd×Rmd is Markovian with generator
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−L given by
− L = p ∙ ∇q −∇qV (q) ∙ ∇p +
m∑
j=1
λjzj(t) ∙ ∇p
+
m∑
j=1
(−λjp ∙ ∇zj − αjzj ∙ ∇zj + αjβ−1Δzj) . (3.0.3)
This operator can be written in “sum of squares” form
L = B +
m∑
i=1
d∑
j=1
A∗ijAij
where, Aij = −
√
β−1αi∂zij , A
∗
ij = −
√
βαizij +
√
β−1αi∂zij
1 and
B = −p ∙ ∇q +∇qV ∙ ∇p −
m∑
j=1
λj
(
zj ∙ ∇p − p ∙ ∇zj
)
(for more details on this notation we refer the reader to Section 3.1.1). This is a degenerate
second order elliptic differential operator of hypoelliptic type [31]. Convergence to equilibrium
for models of the form (3.0.2) has been studied using functional analytic techniques [17, 14].
Similar results have also been proved using Markov chain techniques [52, 69]. In this chapter
we present an alternative proof of exponentially fast convergence to equilibrium in relative
entropy using the recently developed theory of hypocoercivity [76]. Our main results can be
summarized as follows.
1. We prove well posedness of the contraction semigroup generated by −L, Proposition
3.2.1.
2. We prove ergodicity and exponentially fast convergence to equilibrium for (3.0.2), The-
orems 3.1.2, 3.1.3 and 3.1.4.
3. We obtain sharp estimates on derivatives of the Markov semigroup associated to the
SDE (3.0.2), Theorem 3.1.6.
4. We prove a homogenization theorem (invariance principle) when the potential V (q)
in (3.0.2) is periodic and we obtain estimates on the diffusion coefficient, Theorem
3.1.8. In order to prove these results we prove compactness of the resolvent of the
generator of the SDE (3.0.2), Proposition 3.1.9.
1A∗ij is the adjoint of Aij in the L
2 space weighted with the invariant measure of the system.
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5. We study the white noise limit of the GLE (3.0.1), i.e. the limit as the noise F (t)
in (3.0.1) (in the Markovian approximation (3.0.2)) converges to a white noise process.
We show that in this limit the solution of (3.0.2) converges strongly to the solution of
the Langevin equation
q¨ = −∇V (q)− γq˙ +
√
2γβ−1W˙ (3.0.4)
and we obtain a formula for the friction coefficient γ in terms of the coefficients
{λj , αj}mj=1, Theorem 3.1.10.
The rest of the chapter is organized as follows. In Section 3.1 we state our main results
and we introduce the notation that we will be using. In Section 3.2 we prove exponentially fast
convergence to equilibrium. In Section 3.3 we prove estimates on the derivatives of the Markov
semigroup generated by −L defined in (3.0.3). In Section 3.4 we prove the homogenization
theorem and the compactness of the resolvent of L. In Section 3.5 we study the white noise
limit.
3.1 Statement of Main Results
We will use the notation X := Td×Rd×Rdm and Y := Rd×Rd×Rdm. We will also denote
the process {q(t), p(t), z(t)} by x(t). When we study the dynamics (3.0.2) in X the potential
V (q) is periodic, whereas when x(t) ∈ Y the potential will be taken to be confining. The
precise assumptions on the potential are given in Assumption 3.1.1 below.
By using a modification of the argument used in the proof of [26, Prop 5.5] (see also [76,
Thm. A.5]) we can prove that −L defined in (3.0.3) generates a contraction semigroup, see
Proposition 3.2.1.
Our fist result concerns the ergodicity of the SDE (3.0.2) in X or in Y . To prove the
ergodicity of the SDE in Y we need to make the following assumptions on the potential.
Assumption 3.1.1.
(i) V (q) ∈ C∞(Rd) is a confining potential.
(ii) There exist strictly positive constants β, σ such that 〈∇qV, q〉 ≥ σV (q) + β‖q‖2 where
〈∙, ∙〉 and ‖ ∙ ‖ denote the Euclidean inner product and norm, respectively.
(iii) There exists a constant c such that ‖∇2V ‖ ≤ c, where ‖∙‖ denotes the Frobenious-Perron
matrix norm and ∇2 the Hessian.
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Notice that when q ∈ Rd then (ii) ⇒ (i) in the above Assumption 3.1.1.
The density ρβ(q, p, z) of the invariant measure μβ(dq dp dz) of the process (3.0.2), which
is the unique solution of the stationary Fokker-Planck equation, is known:
ρβ(q, p, z) =
1
Zβ e
−β( 1
2
|p|2+V (q)+ 1
2
‖z‖2), (3.1.1)
where Zβ is the normalization constant. This invariant measure is unique and the law of the
process (3.0.2) converges exponentially fast to μβ (geometric ergodicity ).
Theorem 3.1.2 (Ergodicity). The solution of (3.0.2) with x(t) ∈ X and V (q) ∈ C1(Td)
is geometrically ergodic. The same holds true when x(t) ∈ Y , provided that the potential
V (q) ∈ C2(Rd) satisfies Assumption 3.1.1.
The proof of this theorem, which is based on Markov chain-type arguments and which is
similar to the proof presented in [69], see also [52], was given in Section 2.2.
We can prove exponentially fast convergence to equilibrium using tools from the theory of
hypocoercivity [76]. We will use the notation K := Ker(L) and H1ρ for the weighted Sobolev
space H1 with respect to ρβ on either X or Y .
Theorem 3.1.3. Let −L be the generator of the process x(t) ∈ X, the solution of (3.0.2)
and assume that V (q) ∈ C2(Td). Then there exist constants C, λ > 0 such that
‖e−tL‖H1ρ/K →H1ρ/K ≤ Ce−λt.
The same holds true when x(t) ∈ Y, provided that the potential satisfies Assumptions 3.1.1(i)
and 3.1.1(iii).
Using the tools from [76] which we presented in Section 2.3 we can prove exponentially
fast convergence to equilibrium in relative entropy. We recall that the relative entropy (or
Kullback information) between two probability measures μ and ν with smooth densities f and
ρ, respectively, is defined as
Hρ(f) =
∫
f log
(
f
ρ
)
dx.
We will measure the distance in relative entropy between the law of the process x(t) at time
t and the equilibrium distribution . Since the operator ∂∂t + L is hypoelliptic, the law of the
process x(t) in (3.0.2) has a smooth density with respect to Lebesgue which we will denote
by ft.
3.1. Statement of Main Results 50
Theorem 3.1.4 (Convergence to Equilibrium). Let ft be the density of the law of the process
x(t) at time t and assume that Hρ(f0) < +∞ and V (q) ∈ C2(Td). Then there exist constants
C, α > 0 such that
Hρ(ft) ≤ Ce−αtHρ(f0).
The same holds true when x(t) ∈ Y , assuming that Hρ(f0) < +∞ and provided that the
potential V (q) satisfies Assumption 3.1.1(i) and 3.1.1(iii).
Remark 3.1.5. In view of the Csiszar-Kullback (Pinsker) inequality
1
2
‖ft − ρ‖2L1 ≤ Hρ(ft), (3.1.2)
Theorem 3.1.4 implies that, for initial data with finite relative entropy, we have exponentially
fast convergence to equilibrium in L1. For more details on inequality (3.1.2), we refer the
reader to [4, 75, 49].
The proofs of Theorems 3.1.3 and 3.1.4 are presented in Section 3.2.
Estimates on the Markov semigroup associated to the Langevin equation and its derivatives
can be proved using an appropriate Lyapunov function with time dependent coefficients [27, 23].
We introduce Ck, k = 0, 1, 2 with C0 = A, C1 = [A,B] and C2 = [C1, B] (see Section 3.1.1).
We will use the notation L2ρ := L
2( ∙ ; μβ(dx)) where ∙ is either X or Y .
Theorem 3.1.6 (Estimates on Derivatives of the Markov Semigroup). Let −L be the generator
of the process x(t) ∈ X, the solution of (3.0.2) with V (q) ∈ C2(Td). Then the Markov
semigroup e−tL satisfies the bounds
‖Cke−tL‖L2ρ→L2ρ ≤
c
t
1+2k
2
, k = 0, 1, 2 and t ∈ (0, 1], (3.1.3)
for some (explicitly computable) positive constant c. The same holds true when x(t) ∈ Y ,
provided that the potential V (q) satisfies Assumption 3.1.1(i) and (iii).
Remark 3.1.7. The short time asymptotics (3.1.3) is typical of hypoelliptic evolution prob-
lems. Indeed, if we were to consider an elliptic operator, we would obtain that the short time
behaviour of the space derivatives does not depend on the direction in which we are differenti-
ating but only on the order of the derivative. For example, it was shown ([48], [41]-[44]) that
for the semigroup T (t) generated by the elliptic Ornstein-Uhlenbeck process,
‖DβT (t)f‖L2η ≤
C
t|β|/2
‖f‖L2η , f ∈ L2η(Rn), (3.1.4)
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where in the above inequality η is the invariant measure of the semigroup (which we shall give
more details about in Chapter 5) and Dβ denotes derivative of order |β|, for a multi-index β.
As noticed in [27], using estimate (3.1.3) together with the semigroup property and the
contractivity of the semigroup we obtain that ∀h ∈ L2ρ and ∀t > 1/2
‖Cke−tLh‖L2ρ =
∥∥∥Cke− 12L (e−(t− 12 )Lh)∥∥∥
L2ρ
≤ c 2 1+2k2 ‖e−(t−1/2)Lh‖L2ρ
≤ c‖h‖L2ρ ,
hence
‖Cke−tLh‖L2ρ ≤ c
(
1 +
1
t
1+2k
2
)
‖h‖L2ρ k = 0, 1, 2, t > 0, h ∈ L2ρ.
(3.1.3) can also be obtained by applying Theorem 2.3.5. Malliavin calculus-based arguments
show that estimate (3.1.3) is sharp. Nonetheless for this relatively simple case the sharpness
can be shown by hand.
When the potential V (q) is periodic, the particle position, appropriately rescaled, converges
weakly to a Brownian motion with a diffusion coefficient which can be calculated in terms of
the solution of an appropriate Poisson equation. Results of this form have been known for a
long time for the Smoluchowski (overdamped) equation [64, Ch. 13] as well as for the Langevin
dynamics [63]. In this paper we prove a similar result for the generalized Langevin equation.
We will use the notation φe := φ ∙ e, pe := p ∙ e, where e denotes an arbitrary unit vector in
Rd.
When V (q) is 1-periodic then q(t) enters in the definition of the process x(t) = {q(t), p(t), z(t)}
only mod 1, so we may replace q(t) by q(t) ∈ Td := Rd/Z. The Markov process x(t) =
{q(t), p(t), z(t)} has state space Td × Rd × Rmd and, according to Theorem 3.1.2, it is an
ergodic Markov process with invariant measure given by (3.1.1). For this process we prove the
homogenization Theorem 3.1.8. To simplify the notation we shall drop the underbar from x(t)
and q(t).
Theorem 3.1.8 (Homogenization). Let x(t) be the solution of (3.0.2) with V (q) ∈ C∞(Td)
with stationary initial conditions. Then the rescaled process qe² (t) := e ∙ ²q(t/²2) converges
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weakly in C([0, T ],R) 2 to a Brownian motion with diffusion coefficient D with
De := De ∙ e = β−1
m∑
j=1
αj‖∇zjφe‖2, (3.1.5)
where φe ∈ L2ρ is the unique, smooth, mean zero, periodic in q solution of the Poisson equation
Lφe = pe (3.1.6)
on X. Furthermore, the following estimate holds
0 < De ≤ 4
β
m∑
i=1
αi
λ2i
. (3.1.7)
The proof of this theorem is based on a careful study of the Poisson equation (3.1.6). The
well-posedness of this equation follows from the compactness of the resolvent of L.
Proposition 3.1.9. Let −L be the generator of the process x(t) ∈ X, the solution of (3.0.2)
and assume that V (q) ∈ C∞(Td). Then L has compact resolvent on L2ρ(Td × Rd × Rmd).
Let q(t) be the solution of the Langevin equation (3.0.4) and let qγ(t) := q(γt). It is well
known that this rescaled process converges strongly in the overdamped limit γ → +∞ to the
solution of the Smoluchowski equation [57, Ch. 10]
q˙ = −∇V (q) +
√
2β−1W˙ . (3.1.8)
We prove a result of this type for the convergence of solutions to the Markovian approximation
of the GLE to the Langevin equation in the strong topology and obtain a formula for the
friction coefficient that appears in the limiting Langevin equation.
Consider (3.0.1) with the rescaled noise process
F ²(t) :=
1√
²
F (t/²), (3.1.9)
2Let B be a Banach space. A sequence xn converges weakly to x in B if l(xn) → l(x) for every l in the
dual of B. In the statement of Theorem 3.1.8 the Banach space at hand is the space of real valued, continuous
functions on [0, T ]. We recall that the dual of C([0, T ],R) is the space of measures μ on [0, T ] with bounded
total variation on [0, T ] (see [78], page 119); the total variation on [0, T ] is defined as
‖μ‖TV := sup
f∈C([0,T ])
‖f‖≤1
∫
[0,T ]
f(s)μ(ds).
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which is a mean zero stationary Gaussian process with autocorrelation function
γ²(t) =
1
²
γ(t/²). (3.1.10)
For the memory kernel we are working with , γ²(t) becomes
γ²m(t) =
m∑
j=1
λ2j
²
e−
αj
²
t. (3.1.11)
Consequently, the rescaled noise process (3.1.9) is obtained by rescaling the coefficients
in (3.0.2) according to λj → λj√² , αj →
αj
² . Under this rescaling the SDEs become
dq(t) = p(t)dt, (3.1.12a)
dp(t) = −∇qV (q)dt + 1√
²
m∑
i=1
λizi(t)dt, (3.1.12b)
dzi(t) = − λi√
²
p(t)dt− αi
²
zi(t)dt +
√
2αiβ−1
²
dWi, i = 1, ...,m. (3.1.12c)
Theorem 3.1.10 (The White Noise Limit). Let {q(t), p(t), z(t)} ∈ X be the solution of
(3.1.12) with V (q) ∈ C2(Td) and initial conditions having finite moments of any order. Then
the process {q(t), p(t)} converges strongly, as ² → 0, to the solution of the Langevin equation
 dQ(t) = P (t) dt,dP (t) = (−∇qV (Q(t))−∑mi=1 λ2iαi P (t)) dt +∑mi=1√2β−1λ2iαi dWi, (3.1.13)
with the same initial conditions as q and p. Furthermore, for any n ≥ 1, the following estimate
holds
‖q(t)−Q(t)‖n,∞ + ‖p(t)− P (t)‖n,∞ ≤ C² 12 , (3.1.14)
where ‖f(t)‖n,∞ :=
(
E supt∈[0,T ] |f(t)|n
)1/n
. The same result holds true when {q(t), p(t), z(t)}
∈ Y provided that the potential V (q) satisfies Assumption 3.1.1(iii).
Consequently, the process {q(t), p(t)} converges weakly to the solution of the Langevin equa-
tion  dQ(t) = P (t) dt,dP (t) = (−∇qV (Q(t))− γP ) dt +√2γβ−1dW, (3.1.15)
where the friction coefficient γ is given by the formula
γ =
m∑
j=1
λ2i
αi
. (3.1.16)
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3.1.1 Notation
For x(t) = (q, p, z) ∈ Y := Rd × Rd × Rdm or x(t) ∈ X := Td × Rd × Rdm consider the
operator L defined in (5.0.2):
− L = p ∙ ∇q −∇qV (q) ∙ ∇p +
 m∑
j=1
λjzj
 ∙ ∇p
+
m∑
j=1
(−αjzj ∙ ∇zj − λjp ∙ ∇zj + β−1αjΔzj) , (3.1.17)
with kernel K := KerL. The density of the invariant measure of the process x(t) is
ρβ(p, q, z) =
1
Zβ e
−β(V (q)+ 1
2
|p|2+ 1
2
|z|2), Zβ =
∫
e−β(V (q)+
1
2
|p|2+ 1
2
|z|2)dpdqdz, (3.1.18)
where | ∙ | denotes either the Euclidean or the matrix norm. In (3.1.17), ∇ is the gradient
(or the derivative when d = 1) and Δ the Laplacian. ∇2 denotes the Hessian and if O is an
operator then O∗ is its adjoint in L2ρ := L2( ∙ ; μβ(dx)). Define
B = −p ∙ ∇q +∇qV ∙ ∇p −
m∑
j=1
λj
(
zj ∙ ∇p − p ∙ ∇zj
)
. (3.1.19)
We easily check that B∗ = −B. To simplify the notation, we set β = αj = 1. When m = 1
then Ai = −∂zi (derivative with respect to the i− th component of z) so that A∗i = −zi +∂zi
and we can write
L = B +
d∑
i=1
A∗i Ai =: B + A
∗A, (3.1.20)
where A is intended to be the row vector of operators (A1, ..., Ad) ( the same for A∗). More
precisely, if m = 1 then: A : L2ρ −→ L2ρ ⊗ Rd, B : L2ρ −→ L2ρ, [A∗, A] : L2ρ −→ L2ρ, being
[A∗, A] :=
∑d
j=1[A
∗
j , Aj ]; on the other hand [A,A
∗] : L2ρ −→ L2ρ ⊗ Rd ⊗ Rd is a matrix
of operators whose ij-th component is given by [A,A∗]ij := [Ai, A∗j ]; in an analogous way
[A,A] : L2ρ −→ L2ρ ⊗ Rd ⊗ Rd is a matrix of operators with [A,A]ij := [Ai, Aj ]; finally
C := [A,B], C : L2ρ −→ L2ρ ⊗ Rd is a vector of operators, Ci = [Ai, B], i = 1...d, and the
same holds for C2 := [C,B], C2 : L2ρ −→ L2ρ ⊗ Rd.
When m > 1 then (3.1.20) becomes
L = B +
m∑
i=1
d∑
j=1
A∗ijAij (3.1.21)
with Aij = −∂zij i.e. the partial derivative with respect to the j-th component of zi, and
A∗ij = −zij + ∂zij . We will use the notation
L = B + A∗A, (3.1.22)
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meaning either (3.1.20) or (3.1.21). As for the norms, unless otherwise specified, ‖∙‖ indicates
the norm of L2ρ, ‖∙‖21 = ‖A∙‖2+‖C ∙‖2+‖C2∙‖2 is a sort of homogeneous H1(Y ; μβ(dx)) =: H1ρ
norm and ‖ ∙ ‖2H1ρ = ‖ ∙ ‖
2 + ‖A ∙ ‖2 + ‖C ∙ ‖2 + ‖C2 ∙ ‖2 is the usual inhomogeneous one. The
inner products in these Hilbert spaces are denoted by (∙, ∙), (∙, ∙)1 and (∙, ∙)H1ρ , respectively.
3.2 Convergence to Equilibrium
In this section we present the proofs of Theorems 3.1.3 and 3.1.4. As a preliminary result we
show that −L given by (5.0.2) generates a contraction semigroup.
Proposition 3.2.1. Let −L be the generator of the process x(t) ∈ X, the solution of (3.0.2)
and assume that V (q) ∈ C2(Rd). Then −L generates a contraction semigroup.
Proof. The proof is almost identical to the proof of Proposition 5.5 in [26] and we will be very
brief.3 Let L = B + A∗A. To simplify the notation, we will set all the constants equal to 1
and will also consider the case d = m = 1. Clearly, L is an accretive operator. Furthermore,
its domain of definition is dense in L2ρ. Thus, we can consider its closure, which we will still
denote by L. We define T = L+ 2I. From the Lumer-Phillips Theorem, i.e. Theorem A.3.2,
in order to prove that L generates a contraction semigroup it is enough to show that the range
of T is dense in L2ρ. To this end it is sufficient to prove that if
(f, Tu) = 0 ∀u ∈ C∞0 , (3.2.1)
then f = 0. Notice that Equation (3.2.1) is equivalent to (A∗A − B + 2I)f = 0 in the
distributional sense. Hence, by hypoellipticity (see Equation (3.2.2)), this implies that f is a
C∞ function. Following the proof of [26, Prop. 5.5], we introduce a family of cut-off functions
ζk(q, p, z) := ζ
( q
k
)
ζ
(
p
α(k)
)
ζ
(
z
ω(k)
)
, ∀k ∈ N+,
where ζ is a C∞ function satisfying ζ ∈ [0, 1], ζ = 1 on B(0, 1) and supp ζ ∈ B(0, 2), α(k)
and ω(k) are positive functions which we will choose later on. With calculations analogous to
3Note, however, that rather than transforming L into a Schro¨dinger operator and working in a flat L2 space,
we work with the generator in its original form in the weighted L2 space.
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those presented in [26, Prop. 5.5] we have that for any u ∈ C∞,
(f, T (ζ2ku))− (∂z(ζkf), ∂z(ζku))
=(∂zf, ∂z(ζ2ku)) + (f,B(ζ
2
ku)) + 2(f, ζ
2
ku)− (∂z(ζkf), ∂z(ζku))
=(ζk∂zf, u∂zζk)− (f∂zζk, u∂zζk)− (f∂zζk, ζk∂zu) + 2(f, ζ2ku) + (f,B(ζ2ku)).
Let now f be the solution of (3.2.1) and choose u = f in the above identity to obtain
2‖∂z(ζkf)‖2 + ‖∂z(ζkf)‖2 = ‖(∂zζk)f‖2 − (f,B(ζ2kf)).
We use now the identity (f,B(ζ2kf)) = (ζkf
2, Bζk), which follows from the antisymmetry of
B, to deduce
2‖ζkf‖2 ≤ ‖f∂zζk‖2 − (ζkf2, Bζk).
Setting C˜(k) := sup|q|≤2k |∂qV (q)|, we then have
2‖ζkf‖2 ≤ 1
ω2(k)
‖f‖2 + ‖f‖2 + C˜(k)
α(k)
‖f‖2 + k
α(k)
‖f‖2 + k
ω(k)
‖f‖2.
We now choose α(k) and ω(k) such that, as k → ∞, ω(k) → ∞, C˜(k)/α(k) → 0 and
k/α(k), k/ω(k) → 0. So, letting k → ∞, from the above inequality we obtain ‖f‖2 = 0,
hence f = 0.
3.2.1 Hypocoercivity
Background material on hypocoercivity is presented in Section 2.3. Here we just remark that
S, the class of Schwartz functions, is dense in D(A)∩D(B) as well as in L2ρ. This guarantees
that all the operations performed with these (unbounded) operators are well defined. Set
m = 1 = d, α = λ = β = 1. The first two commutators are
C1 = C = [A,B] = ∂p and C2 = [C,B] = ∂z − ∂q. (3.2.2)
Hence the operator is hypoelliptic [31]. Furthermore,
[A,A] = 0 [A,C] = 0 [A,C2] = 0, (3.2.3a)
[A,A∗] = I [C,A∗] = 0 [C2, A∗] = −I, (3.2.3b)
[C2, B] = −∂2V ∂p − ∂p, (3.2.3c)
[C,C∗] = I [C∗2 , C2] = −I − ∂2q V, (3.2.3d)
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where I is the identity operator.
Remark For simplicity all the proofs of this chapter are done for the case m = d = 1. When
m, d > 1 everything still holds. For the sake of clarity we write system (3.0.2) in a more
extended form when m, d > 1:
q˙j = pj ,
p˙j = ∂qjV (q) +
∑
1≤i≤m λijzij ,
z˙ij = −λijpj − αijzij +
√
2αijW˙ij ,
where 1 ≤ j ≤ d and 1 ≤ i ≤ m; in other words, qj ∈ R and pj ∈ R are the j−th components
of q ∈ Rd and p ∈ Rd, respectively, whereas zij ∈ R is the j−th component of the i-th
oscillator. Also in the above αij , λij > 0 and Wij are independent standard Brownian motions
for every i, j. The generator of this process is
Lmd =
d∑
j=1
[
pj∂qj − ∂qjV ∂pj +
m∑
i=1
λijzij∂pj
]
+
m∑
i=1
d∑
j=1
(−λijpj − αijzij) ∂zij + αij∂2zij ,
the antysimmetric (in L2ρ) part of which is
Bmd =
d∑
j=1
[
pj∂qj − ∂qjV ∂pj +
m∑
i=1
λijzij∂pj
]
−
m∑
i=1
d∑
j=1
λijpj∂zij .
Therefore
[∂zhk , Bmd] = λhk∂pk , [∂pk , Bmd] = ∂qk −
m∑
i=1
λik∂zik ,
hence the operator is hypoelliptic. From now on we go back to the case m = d = 1.
3.2.2 Proof of Theorem 3.1.3
Proof. We will use Theorem 2.3.4 . To this end, set
P = A∗A + C∗C + C∗2C2
and notice that Ker(P ) = K =: KerL contains only constants; in fact
Ker(P ) = Ker(A∗A) ∩Ker(C∗C) ∩Ker(C∗2C2) = Ker(A) ∩Ker(C) ∩Ker(C2).
To show that K = Ker(A∗A) ∩ Ker(C∗C) ∩ Ker(C∗2C2): the inclusion ⊇ is obvious (if h
is constant then it is in the kernel of L). For the other inclusion: if h ∈ K then ‖Ah‖2 +
‖Ch‖2 + ‖C2h‖2 = 0 ⇒ Ah = Ch = C2h = 0.
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Theorem 2.3.4 requires two sets of hypotheses to be fulfilled. Hypothesis 1, 2 and 3 in
Theorem 2.3.4 are quantitative assumptions, which are satisfied in our case with N = 2,
C0 = A, C1 = C, R1 = R2 = 0, R3 = [C2, B] (this is to have C3 = 0) and thanks to
Assumption 3.1.1(iii). Hypothesis 4 requires, in our case, for the operator P to be κ-coercive
on K⊥ ∼= L2ρ/K. The coercivity of P is equivalent to
‖Ah‖2 + ‖Ch‖2 + ‖C2h‖2 ≥ κ‖h‖2,
that is, more explicitly,
‖∇zh‖2 + ‖∇ph‖2 + ‖ (∇z −∇q) h‖2 ≥ κ‖h‖2.
Using the fact that ‖a− b‖2 ≥ ‖a‖23 − ‖b‖
2
2 , we have
‖∇zh‖2 + ‖∇ph‖2 + ‖ (∇z −∇q) h‖2 ≥ 13
(‖∇zh‖2 + ‖∇ph‖2 + ‖∇qh‖2)
so we just need
‖∇zh‖2 + ‖∇ph‖2 + ‖∇qh‖2 ≥ κ‖h‖2
to hold true. Since μβ is a product measure, we only need to verify that
4
∫
|∇qh|2e−V (q)dq ≥ μ
∫
(h− 〈h〉)2e−V (q)dq
holds true for some constant μ, where the notation 〈h〉 := ∫ he−V (q)dq has been used. It is a
standard result that if V (q) ∈ C2(Rd) is such that e−V (q)/Z is a probability density and
| ∇V (q) |2
2
−ΔV (q) |q|→∞−→ +∞ (3.2.4)
then e−V (q)/Z satisfies a Poincare´ inequality (see, e.g., [76, Thm. A.1] ). From Assumption
3.1.1(iii), Condition (3.2.4) is satisfied. We can conclude that there exist a scalar product
((∙, ∙)) inducing a norm equivalent to the inhomogeneous norm of H1ρ and a constant λˆ > 0
such that L is coercive in this norm:
∀h ∈ L2ρ/K, ((h,Lh)) ≥ λˆ((h, h)). (3.2.5)
The auxiliary scalar product is in this case
((h, g)) = (h, g) + a(Ah,Ag) + b(C1h,C1g) + c(C2h,C2g) + d(Ah,C1g) + e(C1h,C2g),
4To simplify the notation we have set β = 1.
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for some appropriate positive constants a, b, c, d, e. (3.2.5) gives the coercivity of L in norm
((∙, ∙)), hence L is hypocoercive on L2ρ/K endowed with the ‖ ∙ ‖H1ρ norm:
‖e−tLh0‖H1ρ ≤ Ce−λt‖h0‖H1ρ . (3.2.6)
Remark 3.2.2. The orthogonal space to K is the same with respect to both the L2ρ, the (∙, ∙)1
and the (∙, ∙)H1ρ norms; moreover, since P is coercive, these two norms are equivalent.
Remark 3.2.3. Theorem 2.3.5 allows us to state a similar result when the initial datum is in
L2ρ. In fact, using Remark 3.2.2,
‖e−tLh‖H1ρ ≤
c
t
5
2
‖h‖, t ∈ (0, 1]. (3.2.7)
So, putting together (3.2.6) and (3.2.7) we get, for 0 < t0 < t, t0 < 1:
‖e−tLh0‖H1ρ =‖e−(t−t0)Le−t0Lh0‖H1ρ = ‖e−(t−t0)Lht0‖H1ρ
≤ ce−λ(t−t0)‖ht0‖H1ρ = ce−λ(t−t0)‖e−t0Lh0‖H1ρ
≤ ce
−λ(t−t0)
t
5
2
0
‖h0‖, (3.2.8)
where the notation e−t0Lh0 =: ht0 has been used.
Remark 3.2.4. The proof is identical when m, d > 1. In this case we can think of A as a
matrix of operators, see (3.1.21).
3.2.3 Proof of Theorem 3.1.4
Proof. For simplicity we present the proof of this result in one dimension, i.e. d = 1, and
for m = 1; we also set α = β = 1. The extension to arbitrary dimensions is straightforward.
Let ft denote the density of the law of the process x(t), i.e. the solution of the Fokker-Plank
equation
∂tft + L′ft = 0,
where L′ denotes the (flat) L2 adjoint of L, namely
L′ = p∂q − ∂qV ∂p + z∂p − p∂z − ∂z(z∙)− ∂2z .
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If we set ft = ρht, then ht satisfies the equation
∂tht = Bht −A∗Aht . (3.2.9)
We apply Theorem 2.3.6 to the operator F = −B + A∗A with
A = −∂z, C1 = −∂p, C2 = −∂q, Z2 = I, R2 = −∂z.
Furthermore Assumption 3.1.1 (i) and (iii) together with the Bakry-Emery criterion 5 imply
that Z−1e−V (q) satisfies a Logarithmic Sobolev Inequality (LSI). Hypotheses 1, 2 and 4 are
automatically satisfied. We put C2 = ∂q and we added the remainder R2 in order to fulfill
hypothesis 4. Hypothesis 3 is satisfied on account of Assumption 3.1.1 (iii). Now consider the
relative entropy Hρ(f),
Hρ(f) =
∫
f log
(
f
ρ
)
dq dp dr =
∫
h log h dρ, f = ρh (3.2.10)
and the Fisher information Iρ(f)
Iρ(f) =
∫
f |∇ log(h)|2dqdpdr =
∫
h|∇ log h|2 dρ, f = ρh. (3.2.11)
Then if the initial datum has finite relative entropy, we obtain that
Hρ(ft) = O(e−tα) (3.2.12)
for some α > 0 and for t > 0. If the initial datum has also finite Fisher information then
Iρ(ft) = O(e−tα), (3.2.13)
as well.
Remark 3.2.5. We remark that (3.2.13), together with the LSI, implies (3.2.12).
Remark 3.2.6. In view of the LSI, it is interesting to notice that, by applying Theorem 2.3.7,
we get the following bounds∫
ht|Ck log ht|2dρ ≤ c
t2k+1
∫
h0 log h0 dρ, (3.2.14)
for k = 0, 1, 2 and c an explicitly computable positive constant.
5Let e−V (x) be a probability measure on Rn such that ∇2V ≥ kIn, with k > 0 and In the identity matrix
of Rn. Then e−V satisfies a Logarithmic Sobolev inequality.
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3.3 Bounds on the derivatives of the Markov semigroup
Throughout this section we will use the notation u = e−tLu0. We introduce the Lyapunov
function, defined for t ∈ (0, 1]:
F (t) = a0t‖Au‖2 + a1t3‖Cu‖2 + a2t5‖C2u‖2 + b0t2(Au,Cu) + t4b1(Cu,C2u) + b2‖u‖2,
(3.3.1)
where aj , bj , j = 0, 1, 2 are positive constants to be chosen. Also, we will make systematic use
of Young’s inequality
|ab| ≤ a
2
2δ
+
δb2
2
, ∀a, b ∈ R, δ > 0. (3.3.2)
Lemma 3.3.1. There exist constants aj , bj , j = 0, 1, 2 such that the time derivative ∂tF of
the Lyapunov function along the semigroup is negative.
Proof. We will calculate the time derivative of each term in (3.3.1) separately and make use
of the explicit relations (3.2.3):
∂t‖u‖2 = −2(Lu, u) = −2‖Au‖2,
∂t(Au,Au) = −2(Cu,Au)− 2‖A∗Au‖2 = −2(Cu,Au)− 2‖Au‖2 − 2‖A2u‖2,
∂t(Cu,Cu) = −2‖ACu‖2 − 2(C2u,Cu),
∂t(C2u,C2u) = ((2 + ∂2q V )C2u,Cu)− 2‖AC2u‖2 + 2(Au,C2u),
∂t(Au,Cu) = −2(A2u,ACu)− (Au,Cu)− ‖Cu‖2 − (Au,C2u),
∂t(Cu,C2u) = −‖C2u‖2 − 2(ACu,AC2u) + 2‖Cu‖2 + (Cu,Au).
Putting everything together we obtain
∂tF (t) = −2a0t‖A2u‖2 − 2a1t3‖ACu‖2 − 2a2t5‖AC2u‖2 (3.3.3a)
−2b0t2(A2u,ACu)− 2b1t4(ACu,AC2u) (3.3.3b)
+(−2a0t + a0 − 2b2)‖Au‖2 + (3a1t2 + 2b1t4 − b0t2)‖Cu‖2 (3.3.3c)
+(5a2t4 − b1t4)‖C2u‖2 + (2b0t− 2a0t− b0t2 + b1t4)(Au,Cu) (3.3.3d)
+(4b1t3 − 2a1t3 + 2a2t5)(Cu,C2u) + (2a2t5 − b0t2)(Au,C2u). (3.3.3e)
Now we estimate the sum of the first and of the second line (i.e. the sum of all the terms
where A2, AC and AC2 appear). For t ∈ (0, 1] we have
(3.3.3a) + (3.3.3b) ≤ −2a0t‖A2u‖2 + 2b0t2‖A2u‖‖ACu‖
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+2b1t4‖ACu‖‖AC2u‖ − 2a1t3‖ACu‖2 − 2a2t5‖AC2u‖2
≤ −2a0t‖A2u‖2 + b20t‖A2u‖2 + t3‖ACu‖2 − 2a1t3‖ACu‖2
+b21t
3‖ACu‖2 + t5‖AC2u‖2 − 2a2t5‖AC2u‖2.
Similarly for the sum of the remaining terms (those with A, C and C2)we have
(3.3.3c) + (3.3.3d) + (3.3.3e) ≤ (−2a0t + a0 − 2b2)‖Au‖2
+(2b0t + 2a0t + b0t2 + b1t4)‖Au‖‖Cu‖+ (2a2t5 + b0t2)‖Au‖‖C2u‖
+(3a1t2 + 2b1t4 − b0t2)‖Cu‖2 + (5a2t4 − b1t4)‖C2u‖2
+(4b1t3 + 2a1t3 + 2a2t5)‖Cu‖‖C2u‖
≤ (−2a0t + a0 − 2b2)‖Au‖2 + a20‖Au‖2 + t2‖Cu‖2
+
3
2
b20‖Au‖2 +
3
2
t2‖Cu‖2 + 1
2
b21‖Au‖2 +
t4
2
‖Cu‖2
+a22t
5‖Au‖2 + t5‖C2u‖2 + t
2
2
b20‖Au‖2 +
t2
2
‖C2u‖2
+(3a1t2 + 2b1t4 − b0t2)‖Cu‖2 + (5a2t4 − b1t4)‖C2u‖2
+2b21t
2‖Cu‖2 + t4‖C2u‖2 + a21t2‖Cu‖2 + t4‖C2u‖2
+a22t
5‖Cu‖2 + t5‖C2u‖2.
Choosing the constants in such a way that b2 À a0 À b0 À a1 À b1 À a2 > 1/c , 6 where
c is a constant depending on the bound on the second derivative of the potential, we obtain
that ∂tF < 0 ∀t ∈ (0, 1].
Proof of Theorem 3.1.6. We use the previous Lemma to deduce
a0t‖Au‖2 + a1t3‖Cu‖2 + a2t5‖C2u‖2 + b0t2(Au,Cu) + t4b1(Cu,C2u) + b2‖u‖2 < b2‖u0‖2.
(3.3.4)
This, in turn, implies that
‖∇zu‖2 = ‖Au‖2 < κ
t
‖u0‖2,
‖∇pu‖2 = ‖Cu‖2 < κ
t3
‖u0‖2,
‖∇qu‖2
3
− ‖∇zu‖
2
2
≤ ‖∇qu−∇zu‖2 = ‖C2u‖2 < κ
t5
‖u0‖2
⇒ ‖∇qu‖2 ≤ κ
t5
‖u0‖2,
6Here and in the following by a À b we mean that a is bigger then (multiples of ) b and b2.
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where κ is an explicitly computable positive constant. The previous inequalities are justified
by the fact that
a0t‖Au‖2 + a1t3‖Cu‖2 + a2t5‖C2u‖2 + b0t2(Au,Cu) + t4b1(Cu,C2u)
≥ (a0t− b
2
0
2
t)‖Au‖2 + (a1t3 − t
3
2
− t3 b
2
1
2
)‖Cu‖2 + (a2t5 − t
5
2
)‖C2u‖2
and the second line is positive thanks to the choice of the constants we made.
Remark 3.2.4 holds also in this case.
Remark 3.3.2. From the estimates (3.1.3), similar estimates on A?e−tL• , e−tL?A•, C?e−tL• ,
e−tL?C•, C?2e−tL
•
and e−tL?C•2 follow, where ? and • stand for either the L2ρ-adjoint or
nothing. In fact:
(i) (Ae−tLf, g) = (f, e−tL∗A∗g) ≤ ‖Ae−tLf‖‖g‖ ≤ κ√
t
‖f‖‖g‖
⇒ (f, e−tL∗A∗g) ≤ κ√
t
‖f‖‖g‖, choose f = e−tL∗A∗g and the result on e−tL∗A∗ follows.
(ii) Using [A,A∗] = I we have ‖A∗e−tLu0‖2 = ‖A∗u‖2 = ‖Au‖2 + ‖u‖2, hence the estimate
for A∗e−tL. Taking the adjoint as in (i) we get the result for e−tL∗A.
(iii) For Ae−tL∗ we can just repeat the proof we wrote for Ae−tL, since the only thing that
changes when considering L∗ is the sign of B, which doesn’t play any role in the proof.
Now, by acting as in (i) and (ii), we obtain the results for e−tLA∗,A∗e−tL∗ and e−tLA.
3.4 The Homogenization Theorem
In this section we prove Theorem 3.1.8. The proof of this theorem is based on standard
techniques, namely the central limit theorem for additive functionals of Markov processes [37,
45, 63], which in turn is based on the martingale central limit theorem. In order to apply these
techniques we need to study the Poisson equation
Lu = f. (3.4.1)
The boundary conditions for (3.4.1) are that u ∈ L2ρ and u is periodic in q.
Proposition 3.4.1. Let f ∈ L2ρ ∩ C∞(X) with
∫
X fμβ(dx) = 0. Then the Poisson equa-
tion (3.4.1) has a unique smooth mean zero solution u ∈ L2ρ ∩ C∞(X).
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The proof of Theorem 3.1.8 follows now from the above proposition and from the Mar-
tingale Central Limit theorem, which we have recast, for the reader convenience, in Appendix
A.2. More specifically we will make use of Corollary A.2.3.
Proof of Theorem 3.1.8. To simplify the notation we present the proof for d = 1. When d > 1
the same proof applies to the one-dimensional projections qe := q ∙ e. In this case the diffusion
coefficient D is replaced by the projections of the diffusion tensor De := De ∙ e.
We consider the process x(t) on X with stationary initial conditions. Since p ∈ L2ρ ∩ C∞(X)
and is centered with respect to the invariant measure μβ(dx), Proposition 3.4.1 applies and
there exists a unique mean zero solution φ ∈ L2ρ ∩ C∞(X) to the problem
Lφ = p. (3.4.2)
Recalling that −L is the generator of the process, we use Itoˆ’s formula to obtain
dφ = −Lφdt +
m∑
j=1
√
2αjβ−1∂zjφdWj .
We combine this, together with (3.4.2) and the equations of motion to deduce
q²(t) := ²q(t/²2)
= ²q(0) + ²
∫ t/²2
0
p(s) ds
= ²q(0)− ² [φ(q(t/²2), p(t/²2), z(t/²2))− φ(q(0), p(0), z(0))]
+²
m∑
j=1
∫ t/²2
0
√
2αjβ−1∂zjφdWj(s)
= ²R² + M ²,
where
R² := q(0)− [φ(q(t/²2), p(t/²2), z(t/²2))− φ(q(0), p(0), z(0))] ,
M(t) :=
m∑
j=1
∫ t
0
√
2αjβ−1∂zjφdWj(s),
so that M ²(t) := ²M(t/²2). Our stationarity assumption, together with the fact that φ ∈ L2ρ,
imply that
E|R²|2 ≤ C. (3.4.3)
To study the martingale term M ² we use the above mentioned Martingale Central Limit theo-
rem. We have that M(0) = 0, M(t) has continuous sample paths and stationary increments.
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We will get to the boundedness of φ in a moment; it will follow from the estimate (3.4.6)
below, which gives ‖∂ziφ‖ ≤ C. Furthermore, by ergodicity we deduce that
lim
t→∞〈M〉t/t = 2
m∑
i=1
αiβ
−1‖∂ziφ‖2 a.s., (3.4.4)
where 〈M〉t denotes the quadratic variation of the martingale M . (3.4.3) and (3.4.4) imply
that the rescaled process q²(t) := ²q(t/²2) converges weakly in C([0, t];R) to a Brownian
motion
√
2DW (t) where
D = 2β−1
m∑
i=1
αi‖∂ziφ‖2. (3.4.5)
Remark 3.4.2. Notice that when d > 1 the convergence of the one dimensional projections
qe² (t) := e ∙ ²q(t/²2) does not imply the convergence of the process q²(t) = ²q(t/²2) [24, Rem.
2.3]. The proof of the homogenization theorem in the multidimensional case, which is also
based on the analysis of the Poisson equation, is very similar and it is omitted. Similar results
for diffusion processes with periodic coefficients in arbitrary dimensions can be found in e.g. [ 7].
To prove estimate (3.1.7), we first show the upper bound and then the fact that the
diffusion coefficient is bounded away from zero. We set φ = gi + 1λi zi and use the Poisson
equation (3.4.2) to obtain
Lgi = −αi
λi
zi,
from which we obtain the estimate
αiβ
−1‖∂zigi‖2 ≤
m∑
j=1
αjβ
−1‖∂zjgi‖2 = (Lgi, gi)
=
αi
βλi
∫
gi∂ziρ dx = −
αi
βλi
∫
ρ ∂zigidx
≤ αi
βλi
‖∂zigi‖.
Consequently,
‖∂zigi‖ ≤
1
λi
. (3.4.6)
From this we obtain the following estimate on the diffusion coefficient D
D =
m∑
i=1
αiβ
−1‖∂ziφ‖2 =
1
β
m∑
i=1
αi
∥∥∥∥∂zigi + 1λi
∥∥∥∥2
≤ 2
β
m∑
i=1
αi
(
‖∂zigi‖2 +
1
λ2i
)
≤ 4
β
m∑
i=1
αi
λ2i
.
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The fact that D > 0 is easily seen by contradiction. Assume that D = 0. Then by (3.4.5),
‖∂ziφ‖2 = 0 ∀i = 1 . . .m. Hence φ = φ(q, p) and
Lφ = −p∂qφ + ∂qV ∂pφ +
m∑
i=1
λizi∂pφ = p.
Multiplying both sides by zie
−z2i /2 and then integrating with respect to zi we get
−
∫
p ∂qφ zie
−z2i /2dzi +
∫
∂qV ∂pφ zie
−z2i /2dzi
+
∫
λi∂pφ z
2
i e
−z2i /2dzi +
∑
j 6=i
∫
λizizj∂pφ e
−z2i /2dzi
=
∫
p zie
−z2i /2dzi,
from which we conclude that λi∂pφ = 0 for all i = 1 . . .m. Hence φ = φ(q). By the same
reasoning we get that −p∂qφ = p, which does not have a periodic solution.
We now prove Proposition 3.1.9
Proof of Proposition 3.1.9. We will use [15, Corollary 4.2], which we briefly restate here for
the reader’s convenience (adapting the statement to our context and notation). Let K be an
operator on L2 of the form
K =
r∑
i=1
X ′iXi + X0, (3.4.7)
where we recall that X ′i is the L
2 adjoint of Xi and the Xi are differential operators with C
∞
coefficients for any i ≥ 0. Suppose K ∈ K1, where the class K1 is defined in [15, Definition
2.2] and let
Λ2 = 1 + p2 + z2. (3.4.8)
If there exist constants c, ² > 0 such that
‖Λ²f‖ ≤ c (‖f‖+ ‖Kf‖) (3.4.9)
then K has compact resolvent on L2. In the above inequality and for the rest of this proof
‖ ∙ ‖ denotes the L2 norm and c will be a generic constant.
We intend to apply this statement to the generator (3.0.3); however the operator (3.0.3)
acts on L2ρ(Td ×Rd ×Rmd). For the rest of the proof we set d = m = 1. In order to go from
the weighted to the flat L2 we apply the following unitary transformation7
H = −√ρL
(√
ρ−1∙
)
, (3.4.10)
7We will give more details about this transformation at the beginning of Chapter 5.
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and we then reduce ourselves to the study of the operator K := H + 1/2, i.e.
K = −p∂q + ∂qV ∂p − z∂p + p∂z + z
2
4
− ∂2z .
Therefore in our case r = 2 and
X1 = ∂z, X2 =
z
2
,
X0 = −p∂q + ∂qV ∂p − z∂p + p∂z, X ′0 = −X0.
K belongs to the class K1, so we need to prove that K satisfies the inequality (3.4.9), with Λ
defined as in (3.4.8). To this end
‖Λ²f‖ = (f, Λ2²f) = (f, Λ2²−2Λ2f)
so all we need is an estimate on ‖Λ²−1p‖ and ‖Λ²−1z‖ in terms of a constant multiple of
(‖f‖+ ‖Kf‖) := B.8 z2, as well as ∂2z are in the symmetric part of the operator K, which
we will denote Sym(K). Therefore, being K = Sym(K) + X0 with X0 antisymmetric, we
have
‖zf‖2 = (z2f, f) ≤ |(Sym(K)f, f)| ≤ |(Kf, f)| ≤ cB2.
Therefore
‖zf‖ ≤ cB (3.4.11)
and, for the same reason
‖∂zf‖ ≤ cB. (3.4.12)
Also, for any β1 ≥ 0,
‖Λ−β1zf‖ ≤ cB (3.4.13)
and for any α1, β2 ≥ 1,
‖Λ−α1pf‖ ≤ c‖f‖ and ‖Λ−β2zf‖ ≤ c‖f‖. (3.4.14)
We also would like to stress, as we will be using it in the following, that for any α > 0
DΛ−α, D2Λ−α, z ∂zΛ−α, p ∂zΛ−α (3.4.15)
8We don’t need to take care of the q-variable because q ∈ T. This is also why q doesn’t appear in the
definition of Λ2.
3.4. The Homogenization Theorem 68
are bounded functions, where D denotes either ∂p or ∂z. In other words the first and second
derivatives of Λ−α are bounded functions, along with z ∂zΛ−α and p ∂zΛ−α. Now we are left
with the more complicated part: knowing (3.4.11)-(3.4.15), find an estimate on ‖Λ²−1p‖ for
some 0 < ² < 1. If we observe that [X0, z] = p, we have
‖Λ²−1pf‖2 = (Λ²−1pf, Λ²−1pf) = ([X0, z]f, Λ2²−2pf)
and it all boils down to proving an inequality of the type
([X0, z]f, Λ−γpf) ≤ cB2 (3.4.16)
for some 0 < γ < 2. Therefore the compactness of the resolvent of K is shown once we prove
(3.4.16). Let us write
([X0, z]f, Λ−γpf) ≤
∣∣(X ′0 z f, Λ−γpf)∣∣+ ∣∣(z X0f, Λ−γpf)∣∣ := 1 + 2
and start with estimating the term 2 . If we express X0 = K − Sym(K), we get
2 ≤ ∣∣(z Kf, Λ−γpf)∣∣+ ∣∣(z Sym(K)f, Λ−γpf)∣∣ := 21 + 22 .
The term 21 is easy to estimate, indeed
21 =
∣∣(Λ−γ+1z f, Λ−1pKf)∣∣ ≤ cB2
if γ ≥ 1 (having used (3.4.13) and (3.4.14)). As for 22 , for γ1 and γ2 such that γ1 +γ2 = γ,
we further split it into
22 = (Λ−γ1z Sym(K)f, Λ−γ2pf)
≤ ∣∣(Sym(K) Λ−γ1zf, Λ−γ2pf)∣∣+ ∣∣([Λ−γ1z, Sym(K)]f, Λ−γ2pf)∣∣ := 221 + 222 .
We expand 222 into
222 ≤ ∣∣(Λ−γ1 [z, Sym(K)]f, Λ−γ2pf)∣∣+ ∣∣([Λ−γ1 , Sym(K)]zf, Λ−γ2pf)∣∣ := 2221 + 2222 .
Once we calculate the involved commutators, 2221 and 2222 are easily estimated, in fact
[z, Sym(K)] = [∂2z , z] = 2∂z
so if γ ≥ 1, using (3.4.12) and (3.4.14),
2221 = 2
∣∣(∂zf, Λ−γpf)∣∣ ≤ cB2.
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Also,
[Λ−γ1 , Sym(K)] = [Λ−γ1 , ∂2z ] = −(∂2zΛ−γ1)− 2(∂zΛ−γ1)∂z
and therefore, using (3.4.11), (3.4.12), (3.4.14) and (3.4.15), we can bound 2222 as follows
2222 ≤ ∣∣(zf, (∂2zΛ−γ1)Λ−γ2pf)∣∣+ 2 ∣∣((∂zΛ−γ1)f, Λ−γ2pf)∣∣
+ 2
∣∣(∂zf, z(∂zΛ−γ1)Λ−γ2pf)∣∣ ≤ cB2,
if γ2 ≥ 1. This concludes the bound for the term 222 . As for 221 , by the Cauchy-Schwartz
inequality we get
221 =
∣∣∣(Sym(K)1/2 Λ−γ1zf, Sym(K)1/2Λ−γ2pf)∣∣∣
≤ ∣∣(Sym(K) Λ−γ1zf, Λ−γ1zf)∣∣1/2 (‖z Λ−γ2pf‖+ ‖∂z(Λ−γ2pf)‖)1/2
:= 2211
1/2
(
2212 + 2213
)1/2
.
Let us study these terms separately:
2211 ≤ ∣∣(KΛ−γ1zf, Λ−γ1zf)∣∣
≤ ∣∣(Λ−γ1zKf, Λ−γ1zf)∣∣+ ∣∣([Λ−γ1z,K]f, Λ−γ1zf)∣∣
≤ ∣∣(Λ−2γ1zKf, zf )∣∣+ ∣∣([Λ−γ1z,X0]f, Λ−γ1zf)∣∣+ ∣∣([Λ−γ1z, Sym(K)]f, Λ−γ1zf)∣∣
≤ cB2 + 22111 + 22112
where the last inequality holds if γ1 ≥ 1/2 (as we need to use (3.4.14)). Now,
[Λ−γ1z, Sym(K)] = [Λ−γ1z, ∂2z ]
= Λ−γ1 [z, ∂2z ] + [Λ
−γ1 , ∂2z ]z
= −2Λ−γ1∂z − (∂2zΛ−γ1)z − (∂zΛ−γ1)z∂z − (∂zΛ−γ1),
so again 22112 ≤ cB2 because of (3.4.15), for any γ1 > 0. As for 22111 ,
[Λ−γ1z,X0] = Λ−γ1p + [Λ−γ1 , X0]z.
As a consequence of (3.4.15) and recalling that q ∈ T, [X0, Λ−γ1 ] = −γ1Λ−γ1−1X0(Λ) is
bounded for any γ1 > 0, so
22111 ≤
∣∣(Λ−2γ1pf, zf )∣∣+ ∣∣([Λ−γ1 , X0]zf, Λ−γ1zf)∣∣ ≤ cB2
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if γ1 ≥ 1/2. Now 2212 and 2213 are easy to bound:
2212 = ‖Λ−γ2pzf‖ ≤ c‖zf‖ ≤ cB2
if γ2 ≥ 1. Also,
2213 ≤ ‖(∂zΛ−γ2)pf)‖+ ‖Λ−γ2p∂zf‖ ≤ cB2
under the same condition on γ2 as above. Putting everything together we have shown that
2 ≤ cB2. We are left with showing that the same bound holds for 1 .
1 = (zf,X0Λ−γpf)
= (zf, Λ−γpX0f) + (zf, [X0, Λ−γp]f)
≤ ∣∣(zf, Λ−γpX0f)∣∣+ ∣∣(zf, Λ−γqf)∣∣+ ∣∣(zf, [X0, Λ−γ ]pf)∣∣
:= 11 + 12 + 13 .
If γ ≥ 1 then [X0, Λ−γ ]p is bounded. Therefore 12 and 13 are easily estimated by a constant
multiple of B2.
11 ≤ ∣∣(zf, Λ−γpKf)∣∣+ ∣∣(zf, Λ−γpSym(K)f)∣∣ ≤ cB2 + 112 ,
if γ ≥ 1. Now, again for γ1, γ2 such that γ1 + γ2 = γ,
112 =
∣∣(Λ−γ1zf, Λ−γ2pSym(K)f)∣∣
≤ ∣∣(Λ−γ1zf, Sym(K)Λ−γ2pf)∣∣+ ∣∣(Λ−γ1zf, [Sym(K), Λ−γ2p]f)∣∣ .
The first addend of 112 is equal to 221 , whereas the second can be treated analogously to
222 , hence we won’t repeat it. To conclude, if we choose γ1 = 1/2 and γ2 = 1, (3.4.16)
holds for γ = 3/2 and therefore (3.4.9) holds with ² = 1/4. This concludes the proof.
Proof of Proposition 3.4.1. This is a consequence of the compactness of the resolvent of L,
which allows us to use Fredholm’s Theorem (see Appendix A.3). Recall that we are considering
the Poisson equation Lφ = f where f ∈ Lρ∩C∞(X) and centered with respect to the invariant
measure μβ(dx).
Set Lγu = γu + Lu. Fredholm’s Theorem applies, so either the solution of(
1
γ
I − L−1γ
)
u = h˜, h˜ = L−1γ f/γ
exists and is unique (and hence, by construction the solution to (3.4.1) is unique) or
(
1
γ I − L−1γ
)
u =
0 admits a nonzero solution. We can rule out the latter option because
(
1
γ I − L−1γ
)
u = 0 is
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equivalent to Lu = 0; since we know that KerL contains only constants and we require the
solution to have mean zero, we can conclude that the only solution of the equation Lu = 0 is
u = 0.
3.5 The White Noise Limit
Throughout this section C denotes a generic constant and c(t) denotes a generic positive
increasing continuous function bounded on compacts [0, T ]; both C and c(t) are independent
of ², even though they can depend on the coefficients {λi, αi}i=1...m and they do depend on
the exponent n in estimate (3.1.14). To simplify the notation we present the proof in one
dimension, i.e. d = 1 and we set β = 1. The proof is exactly the same in arbitrary dimensions.
Let (Q(t), P (t)) ∈ R× R be the solution to the system (3.1.13), and (q(t), p(t), z(t)) be the
solution to the system (3.1.12), then
| q(t)−Q(t) |≤
∫ t
0
| p(s)− P (s) | ds.
From (3.1.12c)
1√
²
∫ t
0
dszi(s) = −
√
²
αi
(zi(t)− zi(0))− λi
αi
∫ t
0
dsp(s) +
√
2
αi
Wi(t),
so that, setting θi = λ2i /αi, we have
p(t)− P (t) =
∫ t
0
(−∂qV (q(s)) + ∂qV (Q(s))) ds +
m∑
i=1
θi
∫ t
0
(P (s)− p(s)) ds
−√²
m∑
i=1
λi
αi
(zi(t)− zi(0)) .
We use the Lipshitz continuity of ∂qV (q) together with Ho¨lder’s inequality to obtain
ηn(T ) := E sup
t∈[0,T ]
{| q(t)−Q(t) |n + | p(t)− P (t) |n}
≤ CT n−1
∫ T
0
E sup
s∈[0,t]
| q(s)−Q(s) |n dt
+C
(
m∑
i=1
θni
)
Tn−1
∫ T
0
E sup
s∈[0,t]
| p(s)− P (s) |n dt
+C²
n
2
m∑
i=1
(
λi
αi
)n
E sup
t∈[0,T ]
| zi(t)− zi(0) |n .
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From this we deduce
ηn(T ) ≤ Cc(T )
∫ T
0
dtηn(t) + C²
n
2
m∑
i=1
E sup
t∈[0,T ]
| zi(t)− zi(0) |n .
From Gronwall’s Lemma 9 we then have
η(T ) ≤ C²n2
m∑
i=1
E sup
t∈[0,T ]
|zi(t)− zi(0)|n + Cc(T )²n2
∫ T
0
dt
m∑
i=1
E sup
s∈[0,t]
|zi(s)− zi(0)|n
and the result now follows from Proposition 3.5.1 below.
Proposition 3.5.1. With the same notation and assumptions as in Theorem 3.1.10 the fol-
lowing estimate holds true:
m∑
i=1
E sup
t∈[0,T ]
|zi(t)− zi(0)|n ≤ Cc(T )
[
m∑
i=1
E|zi(0)|n + E|p(0)|n + E|q(0)|n + 1
]
,
where c(t) is a positive increasing continuous function bounded on compacts [0, T ].
Proof. From (3.1.12c),
zi(t) = e−
αi
²
tzi(0) +
∫ t
0
e−(t−s)
αi
²
(
− λi√
²
p(s)ds +
√
2αi
²
dWi(s)
)
. (3.5.1)
So from (3.1.12a), (3.1.12b) and (3.5.1) we have
q(t) + p(t) = −
∫ t
0
ds∂qV (q(s)) +
∫ t
0
dsp(s) + q(0) + p(0)
+
1√
²
m∑
i=1
λi
[∫ t
0
dse−
αi
²
szi(0) +
1√
²
∫ t
0
dse−
sαi
²
∫ s
0
due
uαi
²
(−λip(u)du +√2αi dWi(u))] .
By integration by parts,∫ t
0
dse−
sαi
²
∫ s
0
due
uαi
²
(−λip(u)du +√2αidWi)
=
²
αi
∫ t
0
(e−(t−u)
αi
² + 1)
(−λip(u)du +√2αi dWi(u)) ,
hence, using again the Ho¨lder continuity of V (q), we obtain
ξn(T) :=E sup
t∈[0,T ]
{|q(t)|n + |p(t)|n}
= Cc(T )
[∫ T
0
dtξn(t) + E (|q(0)|n+|p(0)|n) + C²n2
m∑
i=1
E|zi(0)|n + 1
]
.
9We apply Gronwall’s Lemma in the following form: suppose u(t) ≤ a(t) + b(t) ∫ t
0
u(s)ds. Then u(t) ≤
a(t) + b(t)
∫ t
0
dsa(s)exp(
∫ t
s
b(r)dr).
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and by Gronwall’s Lemma
ξn(T ) ≤ C
[
E (|q(0)|n+|p(0)|n) + C²n2
m∑
i=1
E|zi(0)|n
]
(1 + c(T )) ,
which implies
E sup
t∈[0,T ]
|p(t)|n ≤
[
E (|q(0)|n+|p(0)|n) + C²n2
m∑
i=1
E|zi(0)|n
]
(1 + c(T )) . (3.5.2)
Since by (3.5.1) we have
E sup
t∈[0,T ]
|zi(t)|n ≤ c(T )
(
E|zi(0)|n + E sup
t∈[0,T ]
|p(t)|n + 1
)
, (3.5.3)
Proposition 3.5.1 follows from (3.5.2) and (3.5.3).
Chapter 4
Markovian Approximation of Open
Classical Systems
Consider the system
dq = p dt (4.0.1a)
dp = −∂qV (q) dt + g ∙ u dt (4.0.1b)
du = (−p g −Au) dt + C dW (t), (4.0.1c)
where (q, p) ∈ R2, u and g are column vectors of Rd, ∙ denotes Euclidean scalar product,
W (t) = (W1(t), . . . ,Wd(t)) is a d-dimensional Brownian motion, V (q) is a potential and A
and C are constant coefficients d × d matrices, related through the fluctuation dissipation
principle, which in the present case reads
A+AT = CCT . (4.0.2)
Also, Σ := CCT is a semipositive definite symmetric matrix and we denote m = Rank Σ. For
the vector g, we shall always assume that g 6= 0 (to avoid the uninteresting case in which
there is no coupling between the heat bath and the particle). In the following, we shall denote
x = (q, p, u) ∈ RN , N = d + 2. The generator of (4.0.1) is
L = p∂q − ∂qV ∂p +
d∑
i=1
giui∂p − p
d∑
i=1
gi∂ui −
d∑
i,j=1
aijuj∂ui +
1
2
d∑
i,j=1
Σij∂2uiuj . (4.0.3)
Remark 4.0.2. Since Σ is symmetric, there exists an orthogonal matrix T such that T−1ΣT :=
Δ is diagonal with Δ = diag{λ1, . . . λm, 0, . . . , 0}, λj > 0, j = 1 . . . ,m. As noticed in [39],
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setting u = Tv, T−1g = g˜ and T−1AT := A˜, we have that system (4.0.1) is equivalent to
the following system (4.0.4):
dq = p dt (4.0.4a)
dp = −∂qV (q) dt + g˜ ∙ v dt (4.0.4b)
dv = (−p g˜ − A˜v) dt + T−1C dW (t). (4.0.4c)
The fluctuation-dissipation theorem for the above system is
A˜ + A˜T = Δ.
Under the assumption of bounded Hessian potential, we can repeat the analysis of system
(3.0.2) done in the previous chapter, for this more general approximation of the Generalized
Langevin Equation. In particular, all the results about exponential convergence to equilibrium
obtained through the theory of hypocoercivity still hold under some requirements on the coef-
ficients of the matrix A and of the vector g, which we shall make explicit in the next section.
What we want to focus on is the nice property of system (4.0.4), of being ergodic under the
sole assumption of hypoellipticity. We shall show this property in the next Section 4.1. We
believe that the same result can be produced for a general O-U process. Section 4.2 deals with
the largely open problem of estimating how close the solution of the approximating system
is to the solution of the non-Markovian GLE; we shall mainly discuss the case in which the
matrix A is diagonal. Section 4.3 gives the well-posedness, in an appropriate framework, of
system (4.0.4) when A is diagonal and d →∞.
4.1 Ergodicity of the general approximation
Once we fix C, there are many matrices A such that the fluctuation-dissipation relation (4.0.2)
is satisfied. Also, as we will see below, among such matrices there are still many such that
the generator of (4.0.1) is hypoelliptic. For a given C, let us call AC the set of matrices such
that the fluctuation relation is satisfied and the process is hypoelliptic. Theorem 4.1.1 says
that if det C 6= 0, then for any A ∈ AC the process is ergodic; if det C = 0 then there exists
(possibly more than one) A ∈ AC such that the process is ergodic.
Theorem 4.1.1. Assume V (q) = q2/2 and g˜ 6= 0 (equivalently, g 6= 0). Also, assume that the
generator of (4.0.4) (equivalently, (4.0.1)) is hypoelliptic. With the notation introduced so far,
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if the matrix C has full rank, i.e. rank C = d, then the solution x(t) of (4.0.4) (equivalently,
(4.0.1)) is ergodic. If the matrix C is degenerate, i.e. rank C < d, there exists A˜ ∈ AC
(equivalently, A) such that the process is ergodic.
Proof. We shall prove ergodicity by using the Markov chain technique presented in Section 2.2.
Here we just recall that the ergodicity of (4.0.1) is implied by the hypoellipticity of the generator
L together with the existence of a Lyapunov function, namely a function G(x) : Rn → [1,∞)
such that G(x) → ∞ as |x| → ∞ and LG(x) ≤ −aG(x) + b for some a, b > 0. Instead
of considering system (4.0.1), we make a change of coordinate and consider the equivalent
system (4.0.4), see Remark 4.0.2. The fluctuation-dissipation relation (4.0.2), reads then
A˜ + A˜T = diag{λ1, . . . λm, 0, . . . , 0}, λj > 0, j = 1 . . . ,m. Hence
a˜ij = −a˜ji i 6= j,
2a˜ii = λi > 0 1 ≤ i ≤ m
a˜ii = 0 m < i ≤ d,
(4.1.1)
where we recall that m = RankΣ. In these coordinates L reads
L = p∂q − ∂qV ∂p +
d∑
i=1
g˜ivi∂p − p
d∑
i=1
g˜i∂vi −
d∑
i,j=1
a˜ijvj∂vi +
1
2
m∑
i=1
λi∂
2
vi (4.1.2)
and can be put in the Ho¨rmander’s sum of squares form
L = B + 1
2
m∑
i=1
X2i ,
where Xi :=
√
λi∂vi and
B := p∂q − ∂qV ∂p +
d∑
i=1
g˜ivi∂p − p
d∑
i=1
g˜i∂vi −
d∑
i,j=1
a˜ijvj∂vi .
Let us see what the hypoellipticity assumption implies on the structure of A˜ and g˜. First of
all we recall that the operator L is hypoelliptic if the Lie Algebra
{B, X1, . . . , Xd, [Xi, Xj ], [Xi,B], [Xj , [Xi,B]], . . . }i,j=1,...,d (4.1.3)
spans Rn at each point. Because [Xi, Xj ] = 0 ∀i, j = 1, . . . ,m, the only way in which we
can obtain the fields that are not already contained in the generator is by taking commutators
with B. For the sake of clarity, let us distinguish the two cases in which m = d, i.e. Σ has full
rank, and 0 < m < d.
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• Case m = d. The fields ∂v1 , . . . , ∂vd are in the generator. For k ∈ {1, . . . , d} we have
[∂vk ,B] = g˜k∂p −
d∑
i=1
a˜ik∂vi .
Because by assumption g˜ 6= 0, there exists at least one k such that g˜k 6= 0, hence we
have obtained the field ∂p.
[∂p,B] = ∂q −
d∑
i=1
g˜i∂vi .
In other words, when Σ is non degenerate, g 6= 0 ensures hypoellipticity.
• Case 0 < m < d. The generator contains ∂v1 , . . . , ∂vm . For k ∈ {1, . . . ,m},
[∂vk ,B] = g˜k∂p −
d∑
i=1
a˜ik∂vi . (4.1.4)
Notice that ∂q cannot be recovered without having obtained ∂p first. From (4.1.4) it is
clear that if g˜k 6= 0 for at least one k ∈ I1 := {1, . . . ,m} then ∂p is contained in the
Lie Algebra (4.1.3) . Let
IgI := {i ∈ I1 s.t. g˜i 6= 0}.
From the commutator (4.1.4) we might also have obtained some of the fields ∂vj , j ∈
{m + 1, . . . , d}, we shall get to that in a moment. Suppose IgI is not empty, then
[∂p,B] = ∂q −
d∑
i=1
g˜i∂vi . (4.1.5)
In this way we obtain ∂q. Looking at the second addend on the RHS of (4.1.4) and at
the second addend on the RHS of (4.1.5), when IgI is not empty, the hypoellipticity
assumption implies that we can find two sets of indices, IgII and Ia1 , defined as follows:
IgII := {m < i ≤ d : g˜i 6= 0},
Ia1 := {m < i ≤ d : a˜il0 6= 0 for some l0 ∈ I1}, (4.1.6)
and such that IgII ∪ Ia1 = I2 =: {m + 1, . . . , d}. However notice that, because all the
elements in Ia1 are off-diagonal elements, we can always modify Ia1 (i.e. modify A˜)
such that the fluctuation-dissipation relation (4.1.1) still holds and Ia1 = I2.
Going back to (4.1.4), if IgI is empty, then in order to have hypoellipticity the set
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Ia1={l1 ∈ I2 such that a˜l1l0 6= 0 for some l0 ∈ I1} must be not empty. In this way we
generate ∂vl1 for any l1 ∈ Ia1 and we have
[∂vl1 ,B] = g˜l1∂p −
d∑
i=1
a˜il1∂vi .
If g˜l1 = 0 for any l1 ∈ Ia1 then we repeat the same argument as before. In the end,
because g˜ 6= 0, there will be at least an index lN such that g˜lN 6= 0 and hence we will
have generated ∂p. So, if IgI is empty, the hypoellipticity condition on A˜ implies that
the union of IgII , Ia1 , , . . . , IaN gives the set I2, where
Ia2 = {l2 ∈ I2 : al2l1 6= 0 for some l1 ∈ Ia1 and l1 6= l2}
and for 2 < j ≤ N
Iaj = {lj ∈ I2 : alj lj−1 6= 0 for some lj−1 ∈ Iaj−1 and lj−1 6= lj}.
To simplify the notation in what follows, set
Ia := Ia1 ∪ ∙ ∙ ∙ ∪ IaN
and
Ig := IgI ∪ IgII = {i ∈ {1, . . . , d} : g˜i 6= 0}.
In general the hypoellipticity assumption can be rewritten as
Ig 6= ∅ and Ia ∪ IgII = I2.
However, as we noticed before, the elements alj ,lj−1 that we used to construct the set Ia, are
all off-diagonal elements and hence they can be chosen (i.e. A˜ can be modified) in a way
that the sole Ia coincides with I2. With this in mind, we modify the matrix A˜ as follows: the
cardinality of every set Iaj is exactly one and Ia = I2. From now on it is understood that
A˜ is the modified A˜. 1 Also, we denote by s the first (according to the above construction)
index for which g˜s 6= 0. For simplicity (and without loss of generality), we assume s ∈ I1 and
s 6= l0, where l0 is as in (4.1.6).
1Notice that for less than a rotation of the coordinates appearing in the Iaj ’s for which
∣∣Iaj ∣∣ > 1, it is
always possible to reduce ourselves to such an A˜.
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Remark 4.1.2. The modified A˜ is, for example, of the type
A˜ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 0 0 0
0 1 −1 0 0 0
0 1 0 −1 0 0
0 0 1 0 −1 0
0 0 0 1 0 −1
0 0 0 0 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
so that the overall drift matrix is, for example (taking s = 1, g˜s = 1 and g˜j = 0 ∀j 6= s)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 −1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 1 −1 0 0 0
0 0 0 1 0 −1 0 0
0 0 0 0 1 0 −1 0
0 0 0 0 0 1 0 −1
0 0 0 0 0 0 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Notice that all the eigenvalues of the above drift matrix have strictly positive real part (cfr
Section 5.1, page 85).
Set d−m = M and notice that with this modification the generator of the process rewrites
L = p∂q−q∂p+
d∑
i=1
g˜ivi∂p−
d∑
i=1
g˜ip∂vi−
m∑
i,j=1
a˜ijvi∂vj−
M−1∑
k=0
alk+1lk(vlk∂vlk+1−vlk+1∂vlk )+
m∑
i=1
λi∂
2
vi .
We claim that the following G(x) is a suitable Lyapunov function, for an appropriate choice
of the positive constants D,E, {Ci}di=1, R,H, {Plj lj+1}M−1j=0 :
G(x) = D
q2
2
+ E
p2
2
+
1
2
∑
Civ
2
i + R(p, q) + g˜sH(p, vs) + P + 1
where
P =
M−1∑
k=0
(Plk+1lk − Plklk+1)alk+1lkvlk+1vlk .
Then
∂qG(x) = Dq + Rp, ∂pG = Ep + Rq + g˜sHvs
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and
∂viG = Civi + δ{i=s}g˜sHp + δ{i=l0}(Pl1l0 − Pl0l1)al1l0vl1
+ δ{i=lk,k=1,...,M−1}
[
(Plklk−1 − Plk−1lk)alklk−1vlk−1 + (Plk+1lk − Plklk+1)alk+1lkvlk+1
]
+ δ{i=lM}(PlM lM−1 − PlM−1lM )alM lM−1vlM−1 . (4.1.7)
In order to calculate LG(x) let us start with calculating
∑M−1
k=0 alk+1lk(vlk∂vlk+1− vlk+1∂vlk )P :
−
M−1∑
k=0
alk+1lk(vlk∂vlk+1− vlk+1∂vlk )P
= −al1l0vl0 [(Pl1l0 − Pl0l1)al1l0vl0 + (Pl2l1 − Pl1l2)al2l1vl2 ]
+ a2l1l0v
2
l1(Pl1l0 − Pl0l1)− a2lM lM−1(PlM lM−1 − PlM−1lM )v2lM−1
−
M−2∑
k=1
alk+1lkvlk
[
(Plk+1lk − Plklk+1)alk+1lkvlk + (Plk+2lk+1 − Plk+1lk+2)alk+2lk+1vlk+2
]
+
M−2∑
k=1
alk+1lkvlk+1
[
(Plklk−1 − Plk−1lk)alklk−1vlk−1 + (Plk+1lk − Plklk+1)alk+1lkvlk+1
]
+ alM lM−1vlM
[
(PlM−1lM−2 − PlM−2lM−1)alM−1lM−2vlM−2 + (PlM lM−1 − PlM−1lM )alM lM−1vlM
]
.
By using Young’s inequality as follows
alk+1lkvlk(Plk+2lk+1−Plk+1lk+2)alk+2lk+1vlk+2 ≤ alk+1lkalk+2lk+1
[
(Plk+2lk+1 − Plk+1lk+2)2
|vlk |2
2
+
∣∣vlk+2∣∣2
2
]
and
alk+1lkvlk+1(Plklk−1−Plk−1lk)alklk−1vlk−1 ≤ alk+1lkalklk−1
[
(Plklk−1 − Plk−1lk)2
∣∣vlk−1∣∣2
2
+
∣∣vlk+1∣∣2
2
]
we obtain
−
M−1∑
k=0
alk+1lk(vlk∂vlk+1− vlk+1∂vlk )P
≤ c |vlM |2
[
a2lM lM−1(PlM lM−1 − PlM−1lM )
]
+ c
M−1∑
k=1
|vlk |2
a2lklk−1(Plklk−1 − Plk−1lk) + M−1∑
j=k
(P 2lj lj+1 + P
2
lj+1lj
)

+ |vl0 |2
−a2l1l0(Pl1l0 − Pl0l1) + M−1∑
j=0
(P 2lj lj+1 + P
2
lj+1lj
)
 , (4.1.8)
4.1. Ergodicity of the general approximation 81
where in the above and from now on c is a generic strictly positive constant constant that
does not depend on any of the constants appearing in the definition of the Lyapunov function
G, though it might depend on the entries of A˜, on the components of g˜ and on d and m.
LG(x) = Dpq + Rp2 − Epq −Rq2 − g˜sHvsq
+
d∑
i=1
g˜iviEp +
d∑
i=1
g˜iviRq +
d∑
i=1
g˜ivig˜sHvs
−
d∑
i=1
Cig˜ipvi − g˜2sHp2 − g˜l0p(Pl1l0 − Pl0l1)al1l0vl1
−
M−1∑
k=1
glkp
[
(Plklk−1 − Plk−1lk)alklk−1vlk−1 + (Plk+1lk − Plklk+1)alk+1lkvlk+1
]
− g˜lM p(PlM lM−1 − PlM−1lM )alM lM−1vlM−1
−
m∑
i,j=1
aijvjCivi −
m∑
j=1
asjvj g˜sHp−
m∑
j=1
al0jvj(Pl1l0 − Pl0l1)al1l0vl1
−
M−1∑
k=0
alk+1lk(vlkClk+1vlk+1 − vlkClkvlk+1)
−
M−1∑
k=0
alk+1lk(vlk∂vlk+1 − vlk+1∂vlk )P +
m∑
i=1
λiCi.
If we choose D = E = C1 = . . . = Cd =: C, recalling (4.1.1) we have
LG(x) ≤ −Rq2 + cp2
R− g˜2sH + M−1∑
j=0
(
P 2lj+1lj + P
2
lj lj+1
)
+ c
m∑
i=1
i 6=l0
v2i
(−C + H2 + P 2l1l0 + P 2l0l1 + R2)
+ cv2l0
−C + H2 + R2 + M−1∑
j=0
(
P 2lj+1lj + P
2
lj lj+1
)
+ c
M−1∑
k=0
v2lk
R2 + a2lklk−1(Plklk−1 − Plk−1lk) + M−1∑
j=k
(
P 2lj+1lj + P
2
lj lj+1
)
+ cv2lM
[
R2 + alM lM−1(PlM lM−1 − PlM−1lM )
]
+
m∑
i=1
λiC.
Once we choose
R ¿ PlM lM−1 ¿ PlM−1lM ¿ . . . ¿ Plklk−1 ¿ Plk−1lk ¿ . . .
. . . ¿ Pl2l1 ¿ Pl1l2 ¿ Pl1l0 ¿ Pl0l1 ¿ H ¿ C,
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we have LG(x) ≤ −aG(x) + d˜ for some positive constants a and d˜. Also, with this choice of
constants it is easy to see (applying Young’s inequality again) that G(x) ≥ 1.
4.2 Open problem: estimating the ”distance” between the GLE
dynamics and the approximating Markovian process
We have not yet addressed two fundamental questions; let qn be the solution of (4.0.1) when
u ∈ Rn and q be the solution of (3.0.1). Does qn converge to q (in some appropriate norm)
as n → ∞? If yes, what is the rate of convergence? Both problems are still largely lacking
of a satisfactory solution. In this section we shall rephrase these questions as questions in
approximation theory of real functions of real variable and restrain ourselves to just make
some comments on the problem.
Motivated by the discussion in Section 1.2, let γ(t) be an arbitrary function and let γn(t)
be an approximating sequence for γ(t), i.e. |γ − γn| → 0 as n →∞, where |∙| denotes some
norm, yet to be chosen. We might also know the rate of convergence as a function of n. Let
q denote the solution of the GLE (3.0.1) with kernel γ and qn denote the solution of the GLE
with kernel γn. If we assume the initial conditions for the full dynamics to be the same as the
ones for the approximating system, a straightforward calculation gives
q(t)− qn(t) =
∫ t
0
ds
∫ s
0
du[∂qV (qn(u))− ∂qV (q(u))] (4.2.1)
+
∫ t
0
ds[qn(s)Γn(t− s)− q(s)Γ(t− s)] + F˜ (t)− F˜n(t), (4.2.2)
where Γ(t) =
∫ t
0 dvγ(v) and F˜ (t) =
∫ t
0 ds
∫ s
0 duF (u) (with analogous definitions for Γn and
Fn, respectively). Therefore if ‖γ − γn‖L2[0,T ] and E |F (t)− Fn(t)|2 tend to zero as n →∞,
under a smoothness assumption on the potential it follows that also E supt∈[0,T ] |q(t)− qn(t)|2
tends to zero. The point is that we want the approximating dynamics to be Markovian.
As we discussed in Section 1.2, for some specific choices of the kernel γ(t) the GLE is
equivalent to a finite dimensional Markovian system (in an extended state space). This happens
at least in three cases: when γ(t) is a finite sum of exponentials; when the Fourier transform
of γ(t) belongs to the set of functions FR := { rational functions of the form 1/ |p(k)|2, where
p(k) is a polynomial with real coefficients and roots in the upper half plane }; when the Laplace
transform of γ(t) admits a continued fraction expansion. So a natural way of approaching the
problem is the following: first, we approximate an arbitrary function γ(t), kernel of the GLE
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(3.0.1), through a sequence of functions γn(t) such that, ∀n ∈ N, γn(t) belongs to either one
of the above listed class of functions. Second, using the fluctuation dissipation principle, try
and obtain convergence of the noise Fn to F . The success of the second step clearly relies on
the norm chosen to approximate γ.
In the following we want to point out some of the difficulties that one encounters when
dealing with this problem. Approximating the Fourier transform of γ through functions in the
set FR is a very difficult task. The case in which γn is the truncation of a continued fraction
expansion seems more viable and we intend to consider this situation in [61]. In the remainder of
this section we choose to focus the discussion on the case in which γn(t) =
∑n
i=1 λ
2
i e
−αit, t ≥
0, αi > 0 ∀i. This choice is motivated by the possibility of obtaining detailed information for
system (3.0.2) and by the work [8], which tackles the problem of the L2[0,∞) approximation of
functions through sums of exponentials. Indeed, let us start by summarizing some of the results
obtained in [8]. If (λk)k≥0 is a sequence of positive real numbers which admits a subsequence
(λkj ) s.t. λkj → λ > 0 as j →∞, then linear combinations of the functions (e−λkt)k≥0, t ≥ 0,
are dense in U , the space of functions in L2(R) with support contained in [0,∞). This can
be shown by using the principle of isolated zeros for analytic functions. In particular, linear
combinations of functions of the type (e−(α+qk)t)k≥0, q ∈ (0, 1), α > 0, t ≥ 0 , are dense in
U . If α = 0 explicit computations are easier to carry out but this family of functions is not
dense in U and we pay the price of restricting the set of target functions for which we seek an
approximation. More precisely, let Un = span{e−qkt, 0 ≤ k ≤ n, q ∈ (0, 1), t ≥ 0} and U be
the closure in L2 of the subspace U1 + U2 + . . . . Then it is proved in [8] that if f belongs to
U and its Fourier transform is analytic then
‖f − fn‖L2 ≤ Cqn/2,
where C is a computable constant and fn is the projection of f on Un. Translating everything
to our context, we can write
γn(t) =
n∑
j=0
(γ, rj)
‖rj‖2 rj(t),
where ‖ ∙ ‖ and (∙, ∙) denote the L2 norm and scalar product, respectively;
rj(t) =
j∑
k=0
rjke
−qkt, rjk ∈ R,
and the coefficients rjk are chosen in such a way that rn is orthogonal to e
−qit, ∀i = 0, . . . , n−1
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and hence the rn’s are mutually orthogonal. The expression for γn can be rewritten as
γn(t) =
n∑
j=0
j∑
k=0
(γ, rj)
‖rj‖2 rjke
−qkt =
n∑
k=0
r˜kne
−qkt, (4.2.3)
having set r˜kn :=
∑n
j=k
(γ,rj)
‖rj‖2 rjk. Clearly, because of orthogonality, the coefficients r˜kn will
not be all positive. The non positivity of these coefficients is somewhat an issue; indeed, if
we use γn given in (4.2.3) as correlation function of the approximating system and not all
the r˜kn are positive, what we obtain is not system (0.0.5), i.e. we do not obtain independent
Ornstein-Uhlenbeck processes as heat bath variables. We want to stress how γn(t) could be
positive even if some of the coefficients are negative and hence it could still be an acceptable
correlation function; but in this case the approximating system would not be (0.0.5). Approx-
imating a function (even a sufficiently smooth function) γ(t) through sums of exponentials
with strictly positive coefficients is an extremely hard task in approximation theory, mainly
because we cannot use an orthogonal basis to decompose the function. Intuitively, we believe
that restricting the class of target functions to negative powers, i.e. to functions of the form
t−a, a > 0, should simplify the problem but so far we haven’t obtained any results in this
sense. However, once we have an L2 approximation, we know that there exists a subsequence
γnk(t) that converges pointwise to γ(t) ∀t ≥ 0 (because γ(t) is assumed to be at least contin-
uous). Recalling that Fn is stationary, Gaussian and mean zero with autocorrelation function
E(Fn(t)Fn(s)) = γn(t − s) (here we have set the inverse temperature β = 1 for simplicity),
an elementary calculation2 shows that
E |Fnk(t)− F (t)|2 ≤
1
3
|γ(0)− γnk(0)| ,
and hence the subsequence Fnk converges to F in quadratic mean. Though, when passing from
the sequence γ(t) to the subsequence γnk(t) we loose information on the rate of convergence.
The next section deals with the first step towards the understanding of the approximation
problem, i.e. the well posedness of system (3.0.2) when the number of heat bath variables
tends to infinity.
2γn(0)− γ(0) = E |Fn(t)|2−E |F (t)|2 = E |Fn(t)− F (t)|2− 2E |F (t)|2 +2E |Fn(t)|2 +2E[Fn(t)(F (t)−
Fn(t))] ⇒ 3E |Fn(t)− F (t)|2 ≤ (γ(0)− γn(0))− γ(0)/2 ≤ |γ(0)− γn(0)|, assuming γ(0) > 0.
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4.3 Approximation by SDE in infinite dimensions
Following [10, 66] we present some background material on stochastic processes in infinite
dimensions. We refer the reader to [66] for further details and proofs.
Let (Ω,F , P ) be a probability triple and U and H be separable Hilbert spaces. We denote
by L(U,H) the space of linear and bounded operators T : U → H. T ∈ L(U,H) is said
to be trace class if TrT :=
∑
n∈N(Tϕn, ϕn) < ∞, where {ϕn}n∈N is an orthonormal basis
of U (and the definition can be shown to be independent of the chosen orthonormal basis).
T ∈ L(U,H) is said to be Hilbert-Schmidt if ‖T‖2L2 :=
∑
n∈N(Tϕn, Tϕn) < ∞ and L2(U,H)
denotes the space of Hilbert-schmidt operators from U to H. A centred Gaussian probability
measure ρ on U is a Borel measure such that f∗ρ = ρ(f−1) is centred and Gaussian for any
linear functional f : U → R. The covariance operator of ρ is the symmetric and non-negative
operator A : U → U such that
(Ah, g)U =
∫
U
(x, h)U (x, g)U ρ(dx)
and we say that ρ has N (0, A)-law. It can be shown that the covariance operator is trace
class. Conversely, if A : U → U , A ∈ L(U), is a non-negative and symmetric operator with
finite trace, then there exists a mean zero Gaussian measure with N (0, A) law; moreover, there
exists an orthonormal basis of U , {ek}k∈N, in which A diagonalizes:
Aek = λkek ∀k ∈ N, (4.3.1)
with {λk}k∈N a bounded sequence of non-negative real numbers. So, in the following we shall
always assume that A ∈ L(U) is a symmetric, non-negative operator with TrA < +∞, i.e.
∞∑
k=1
λk < +∞. (4.3.2)
A stochastic process W (t) : R+ → U with W (0) = 0 is an A-Wiener process if it has (P a.s.)
continuous trajectories, independent increments and the law of W (t)−W (s) is N (0, (t−s)A).
A U -valued A-Wiener process can be represented as an L2(Ω,F , P ; U)-converging series,
W (t) =
∞∑
j=1
√
λjβj(t)ej , t ∈ [0, T ], (4.3.3)
where {βj(t)}j∈N are independent R-valued standard Brownian motions,
βj(t) =
1√
λj
〈W (t), ej〉U . (4.3.4)
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(More precisely, the series (4.3.3) can be shown to converge also in L2(Ω,F , P ; C([0, T ], U)).)
The construction of the stochastic integral with respect to an infinite dimensional Wiener
process can be done analogously to the finite dimensional case, so we will just sketch it. We
start with the class E of L(U,H)-valued elementary processes with normal filtration Ft, i.e.
processes of the form
Φ(t) =
k−1∑
m=0
Φm1(tm,tm+1](t), t ∈ [0, T ],
where Φm : Ω → L(U,H) is Ftm-measurable and takes only a finite number of values,
∀m = 0, . . . , k − 1. Now everything goes as usual: we first define the stochastic integral for
elementary processes:∫ t
0
Φ(s)dWs :=
k−1∑
m=0
Φm(W (tm+1 ∧ t)−W (tm ∧ t)).
Then we prove that Int: (E , ‖ ∙ ‖T ) → (M2T , ‖ ∙ ‖M2T ) is an isometry, where M
2
T := M2T (H) is
the Banach space of H-valued square integrable martingales with norm ‖M‖2M2T := E(‖M(T )‖
2
H)
and
‖Φ‖2T := E
∫ T
0
‖Φ(s)A1/2‖2L2 ds.
Hence Int can be uniquely extended to Eˉ . In order to give an explicit representation of Eˉ , let
us introduce the Hilbert space U0 := A1/2U ⊂ U with scalar product
〈u, v〉0 := 〈A−1/2u,A−1/2v〉U ,
where A−1/2 is in general the pseudo-inverse of A1/2. Now let L02 := L2(U0, H) be the space
of Hilbert-Schmidt operators from U0 to H; it is possible to show that
‖T ‖2L02 = ‖T A
1/2‖2L2 , ∀ T ∈ L02.
It turns out that Eˉ is the space N2W ([0, T ], L02(U0, H)), the space of predictable L02-valued
processes with finite ‖ ∙ ‖T norm. To recap, if W (t) is a A-Wiener process, the process
X(t) = X(0) +
∫ t
0
dsφ(s) +
∫ T
0
Φ(s)dW (s) (4.3.5)
is well defined for Φ(t) ∈ N2W , φ(t) an H-valued predictable process P -a.s. Bochner integrable
3 in [0, T ] and X(0) an H-valued F0-measurable random variable. The framework described
3A random variable φ on the probability triple (Ω,F , P ) and taking values in a Hilbert space H is said to
be Bochner integrable if
∫
Ω
‖φ(ω)‖HP (dω) < ∞.
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so far can be used to make sense out of the following system:
dq(t) = p(t) dt (4.3.6a)
dp(t) = −∂qV (q(t))dt +
∞∑
i=1
λizi(t)dt (4.3.6b)
dzi(t) = −αizi(t)dt− λip(t)dt +√αi dβi(t), i ∈ N, (4.3.6c)
where {αi}i∈N, {λi}i∈N are square summable sequences of positive real numbers, that is
∞∑
j=1
α2j < +∞,
∞∑
j=1
λ2j < +∞, (4.3.7)
and βi(t) are as in (4.3.4). Also, q, p, zi ∈ Rd. For simplicity we will fix d = 1 but everything
we are going to say in the following holds for arbitrary finite d ≥ 1. For the purpose of our
analysis we shall take U to be the space of square summable sequences, U := `2 with the
usual `2 scalar product, and H := R× R× `2 with scalar product
(h1, h2) := (q1, q2)R + (p1, p2)R + (l1, l2)`2 , ∀hi = (qi, pi, li) ∈ H, i = 1, 2.
We fix {ek}k∈N to be an orthonormal basis for `2, which we will assume to be the canonical
basis (i.e. ej is the sequence s.t. ej
k
= δjk). Consider the operators A : `2 → `2 and
Λ : `2 → `2 defined as follows
Al :=
∞∑
j=1
αj lj ej , l ∈ `2 (4.3.8)
Λl :=
∞∑
j=1
λj lj ej , l ∈ `2. (4.3.9)
We also define σ : H → H and Σ : U → H as
σ =

p
−∂qV (q) +
∑∞
i=1〈Λz, ei〉U
−Az − p∑∞i=1 Λei

(4.3.10)
and
Σ =

0
0
Id∞
 , (4.3.11)
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where Id∞ is the identity on the space of linear operators from U into U . Setting X(t) :=
(q(t), p(t), z(t)) ∈ H, system (4.3.6) can now be recast in a more compact form, as follows
dX(t) = σ(X(t))dt + ΣdW, (4.3.12)
where W (t) is an U -valued, A-Wiener process given by (4.3.3). In order for (4.3.12) to make
sense, we need to check that Σ is well defined as an operator in L02, which is the case as
‖Σ‖2L02 = ‖ΣA
1/2‖2L2 =
∞∑
h=1
〈A1/2eh, A1/2eh〉U =
∞∑
h=1
αh < +∞,
by assumption. Hence the process X(t) in (4.3.12) is well defined. We only need to prove
that z(t) actually belongs to `2, ∀t ≥ 0. To this purpose, assume
E
∞∑
i=0
|zi(0)|2 < ∞. (4.3.13)
From (4.3.6b) and applying Itoˆ’s formula to (4.3.6c), we get
∂t(p2(t)) = −2p(t)∂qV dt + 2
∞∑
i=0
λizi(t)p(t)dt (4.3.14)
and
d(z2i (t)) = 2(−αizi(t)− λip(t))zi(t)dt + αidt + 2
√
αizi(t)dβi(t). (4.3.15)
Also, from (4.3.6a), it is straightforward to see that
E |q(t)|2 ≤ C
(
E |q(0)|2 + t
∫ t
0
E |p(t)|2
)
, (4.3.16)
where in the above, as well as in the following, C is a generic constant. Let α = maxi {αi},
αˉ =
∑∞
i=1 αi, λ = maxi {λi}, λˉ =
∑∞
i=1 λ
2
i . Using the simple inequality
∞∑
i=1
λizi(t)p(t) ≤
∞∑
i=1
z2i (t) +
∞∑
i=1
λ2i p
2(t),
it follows from (4.3.14) the bound
E |p(t)|2 ≤ C
(
E |p(0)|2 + (1 + λˉ)
∫ t
0
E |p(t)|2 +
∫ t
0
E |∂qV |2 +
∫ t
0
E
∞∑
i=1
|zi(t)|2
)
.
(4.3.17)
Analogously, from (4.3.15) we get
E
∞∑
i=1
|zi(t)|2 ≤ C(αˉ, α, λ)
(
E
∞∑
i=1
|zi(0)|2 + t +
∫ t
0
E |p(t)|2 +
∫ t
0
E
∞∑
i=1
|zi(t)|2
)
.
(4.3.18)
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Putting (4.3.16), (4.3.17) and (4.3.18) together,
E |q(t)|2+E |p(t)|2+
∞∑
i=0
|zi(t)|2 ≤ Cf(t)+C(1+t)
∫ t
0
ds
(
E
∞∑
i=0
|zi(s)|2 + E |p(s)|2 + E |q(s)|2
)
,
where f(t) = E
∑∞
i=0 |zi(0)|2 + E |p(0)|2 + t + E |q(0)|2 and C is a generic constant that
depends on the αj ’s and λj ’s. By Gronwall’s Lemma we then conclude
E |q(t)|2 + E |p(t)|2 +
∞∑
i=0
|zi(t)|2 ≤ Cf(t) + C(1 + t)
∫ t
0
f(s)eC
∫ t
s (1+r)dr < ∞, ∀t > 0.
Therefore, assuming (4.3.7) and (4.3.13), z(t) ∈ `2 ∀t ≥ 0.
Chapter 5
Spectral theory for
Ornstein-Uhlenbeck Operators
In this section, some applications of the singular space theory to stochastic differential equations
are discussed. Consider a stochastic differential equation in Rd of the form
dx(t) = b(x(t)) dt + σ dw(t), (5.0.1)
where w(t) is a d-dimensional standard Brownian motion and Q = σσT is a positive semidef-
inite matrix. The generator of this process is the second order operator
L = b(x) ∙ ∇+ 1
2
d∑
i,j=1
Qij
∂2
∂xi∂xj
. (5.0.2)
The L2-adjoint of this operator, i.e. the Fokker-Planck operator is
L′∙ = −∇ ∙ (b(x) ∙ )+ 1
2
d∑
i,j=1
Qij
∂2
∂xi∂xj
. (5.0.3)
In all the cases that we consider in this section the generator L and its adjoint L′ are hypoelliptic
operators and have smooth density with respect to the Lebesgue measure. Suppose that the
diffusion process x(t) is ergodic with invariant measure μ(dx). The density of this measure,
which we shall denote by ρ(x) := exp(−Φ(x)), satisfies the stationary Fokker-Planck equation
L′ρ = 0.
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We will work in the following function spaces: we will study L in L2(Rd, ρ(x)) and L′ in
L2(Rd, ρ−1(x)).1 Furthermore, we will consider the following two operators
H∙ := √ρL
(√
ρ−1 ∙
)
, (5.0.4)
and
H ′∙ :=
√
ρ−1
(
L′√ρ ∙
)
.
We will study these two operators in the flat L2 space, L2(Rd). H and H ′, as operators
acting on L2(Rd) are unitarily equivalent to L (acting on L2(Rd, ρ(x))) and L′ (acting on
L2(Rd, ρ−1(x))), respectively. In particular, the spectrum of H (H ′, respectively) in L2 is the
same as the spectrum of L in L2ρ (L′ in L2ρ−1 , respectively). This is easily seen by using (5.0.4).
Suppose Hfn = λnfn; then setting gn =
√
ρ−1fn we have L(gn) = λngn. Analogously one
can show the other implication, that if λn is an eigenvalue of L then it is also an eigenvalue
of H. Further details can be found in [28, 17, 14]. One last remark: in this setting the
assumptions of Theorem 2.4.3 are fulfilled. Indeed, for an ergodic (dissipative) process we
already know that 0 is the first eigenvalue at the bottom of the spectrum (this is the content
of the Koopman-von Neumann Theorem, see Theorem 1.2.1 in [10]). Moreover, because ρ is
the ground state of L′, √ρ is the ground state of H ′ and it is the ground state of H as well.
Hence, by Theorem 2.4.3 we know that Φ(x) is a positive definite quadratic form.
5.1 Ornstein-Uhlenbeck operators
In this subsection, we study the Ornstein-Uhlenbeck (O-U) process
dX = −BXdt + Σ dW, (5.1.1)
where X(t) ∈ Rn, B, Σ ∈ Rn×n and W (t) is a n−dimensional standard Brownian motion.
The generator of this process is
L = 1
2
Tr(Q∇2x)− 〈Bx,∇x〉, x = (x1, x2, ..., xn) ∈ Rn, (5.1.2)
with Q ∈ Rn×n a symmetric positive definite matrix, Q = ΣΣT , ΣT being the transpose
matrix of Σ. If X is a matrix, TrX denotes the trace of X. The process (5.1.1) has a unique
1Naturally, we first consider L on the core C∞0 (Rd) and then we extend the space of test functions to
L2(Rd, ρ(x)). This can be done for the case where Φ(x) is a positive definite quadratic function–the case that
we consider in this section; see [28, Lemma 5.1].
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invariant measure if and only if all the eigenvalues of the matrix B have strictly positive real
part [47, Chapter 9]. Hence we will assume that the spectrum of B, σ(B), is contained in
C+ = {λ ∈ C : Reλ > 0}, so in particular B is invertible. When Q is non-degenerate, L
is elliptic hence its spectral properties are well known. Here we want to focus on the case
where Q is degenerate, in particular we want to consider the case where L is hypoelliptic. This
problem has been studied in [53]. It is recalled in this work that the generator of the O-U
process is hypoelliptic if and only if one of the following equivalent assertions holds (see also
[47]):
(i) The kernel of Q does not contain any non trivial invariant subspace of BT ;
(ii) ∀t > 0, the matrix Qt
Qt =
∫ t
0
e−sBQe−sB
T
ds
is nonsingular, i.e. det Qt > 0;
(iii) Rank
[
B|Σ] = n, with [B|Σ] = [Σ, BΣ, . . . , Bn−1Σ] the n × n2 matrix obtained by
writing consecutively the columns of the matrices BjΣ. In the language of control
theory, the condition Rank
[
B|Σ] = n is also expressed by saying that the pair (B, Σ) is
a controllable pair.
We recall that the Weyl quantization of the quadratic symbol xαξβ , (α + β) = 2, is the
differential operator
xαDβx + D
β
xxα
2
, Dx = i−1∂x.
The Hamilton map F ∈ M2n(C) associated to the quadratic form q is the unique 2n × 2n
matrix defined by the identity (2.4.11) and the singular space S is defined as
S =
( 2n−1⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n. (5.1.3)
Consider the operator
H = −√ρL(
√
ρ−1∙) + 1
2
TrB. (5.1.4)
We want to apply Theorem 2.4.2 in order to determine the spectrum of the operator H in
L2(dx) and hence the spectrum of L in L2(ρ(x)dx). The main result of this section is the
following Proposition 5.1.1.
5.1. Ornstein-Uhlenbeck operators 93
Proposition 5.1.1. Suppose σ(B) ⊂ C+. Then the singular space S associated with H is
trivial if and only if both the process
dX(t) = −BX(t)dt + Σ dW (5.1.5)
and the process
dY (t) = −BT Y (t)dt + Σ dW (5.1.6)
are hypoelliptic.
Before getting to the proof of the above proposition, let us make some remarks. First of
all notice that in general the hypoellipticity of (5.1.5) does not imply the hypoellipticity of
(5.1.6) and viceversa. This is clear looking at condition (i). Indeed, even if B and BT have
the same eigenvalues, they have in general different eigenspaces, so KerQ might not contain
invariant subspaces under BT and still contain invariant subspaces under B. Secondly, as we
have mentioned in Section 2.4.2, we already know that if S = {0} then (5.1.5) is hypoelliptic.
Let us now recall some basic facts about the process (5.1.5), which can be found in [47]
and in [53]. Assuming that X(t) is hypoelliptic, the unique invariant measure for the process
(5.1.5) is
ρ(dx) =
1√
(2π)n det Q∞
e−
1
2
〈Q−1∞ x,x〉dx, (5.1.7)
where
Q∞ =
∫ +∞
0
ds e−sBQe−sB
T
.
The matrix Q∞ is symmetric and strictly positive definite; in particular it is invertible thanks
to the assumption of hypoellipticity (ii) and its inverse is symmetric. Therefore expression
(5.1.7) is well posed. We will often make use of the steady state variance equation
Q = BQ∞ + Q∞BT , (5.1.8)
which can be easily derived by differentiating in t = 0 the elementary relation
Qt + e−tBQ∞e−tB
T
= Q∞.
In order to obtain an expression for H we use the fact that the density ρ(dx) defined in (5.1.7)
is the unique (normalized) solution of the equation L′ρ = 0, where L′ is the L2(R, dx)-adjoint
of L. Indeed
L′ = TrB + 〈Bx,∇∙〉+ 1
2
Tr(Q∇2),
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so it is easy to check that
L′ρ = 0 ⇔

TrB = 12Tr
(
QQ−1∞
)
〈Bx,Q−1∞ x〉 = 12
∑
k,j qkj
∑
l aklxl
∑
l ajlxl,
(5.1.9)
where ahk =
{
Q−1∞
}
hk
. Using (5.1.9) we obtain
√
ρL(
√
ρ−1∙) = −1
4
〈Q−1∞ x,Bx〉+
1
2
Tr(Q∇2) + 〈(1
2
QQ−1∞ −B)x,∇〉+
1
2
TrB (5.1.10)
= −1
4
n∑
h,k=1
ahkxk
n∑
j=1
bhjxj +
1
2
n∑
h,k=1
qhk
∂2
∂h∂k
(5.1.11)
+
n∑
h,k=1
1
2
n∑
j
qhjajk − bhk
xk ∂
∂h
+
1
2
TrB.
Let us set
P = Q−1∞ B, M =
1
2
QQ−1∞ −B. (5.1.12)
Then
H = +1
4
〈Px, x〉 − 1
2
Tr(Q∇2)− 〈Mx,∇〉 (5.1.13)
= +
1
4
n∑
h,k=1
Phkxhxk − 12
n∑
h,k=1
qhk
∂2
∂h∂k
−
n∑
h,k=1
mhkxk
∂
∂h
.
By (5.1.12) and the steady state variance equation, M = −B/2 + (Q∞BT Q−1∞ )/2 hence
TrM = 0; therefore the symbol (in the Weyl quantization) of H can be expressed as
q(x, ξ) =
1
4
n∑
h,k=1
Phkxhxk +
1
2
n∑
h,k=1
qhkξhξk − i
n∑
h,k=1
mhkxkξh,
(x, ξ) ∈ R2n. For general Q and B the symbol is not real (H is not self adjoint). Moreover,
recalling that a matrix is positive definite if and only if its symmetric part is positive definite,
we have that Re(q) ≥ 0, in fact
Req =
1
4
(
Q−1∞ B
)
+
1
2
Q, (5.1.14)
where Q is positive definite by assumption and, from (5.1.8), the symmetric part of
(
Q−1∞ B
)
2
is (Q−1∞ QQ−1∞ )/2, which is positive definite as well. The Hamilton map F ∈ R2n×2n (defined
2The symmetric part of a matric M is (M + MT )/2.
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through relation (2.4.11)) associated with the symbol q(x, ξ) is
F =
∣∣∣∣∣∣∣∣∣
− i2M Q/2
−(P + P T )/8 + i2MT
∣∣∣∣∣∣∣∣∣ ; (5.1.15)
hence, for j = 0, . . . , 2n− 1,
Ker[ReF (ImF )j ] =
{
(x, ξ) ∈ R2n : (P + P T )M jx = 0 and Q(MT )jξ = 0}
and the singular space S associated with (5.1.15), is
S =
2n−1⋂
j=0
{
(x, ξ) ∈ R2n : (P + P T )M jx = 0 and Q(MT )jξ = 0} .
We will need the following Remark 5.1.2 and Lemma 5.1.3.
Remark 5.1.2. S = {0} if and only if the n2 × n matrices∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P + P T
(P + P T )M
(P + P T )M2
...
(P + P T )M2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q
QMT
Q(MT )2
...
Q(MT )2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
have rank n.
Remark 5.1.2 is true by definition. Indeed, if x and ξ are column vectors of Rn then
S = {0} ⇔

(
(P + P T )x = 0, (P + P T )Mx = 0, . . . , (P + P T )M2n−1x = 0
)⇒ x = 0
and
(
Qξ = 0, QMT ξ = 0, . . . , Q(MT )2n−1ξ = 0
)⇒ ξ = 0

⇔

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P + P T
(P + P T )M
(P + P T )M2
...
(P + P T )M2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∙ x = 0 ⇒ x = 0 and
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q
QMT
Q(MT )2
...
Q(MT )2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∙ ξ ⇒ ξ = 0

⇔
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P + P T
(P + P T )M
(P + P T )M2
...
(P + P T )M2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q
QMT
Q(MT )2
...
Q(MT )2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
have rank n.
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Lemma 5.1.3. Let A and C be n× n matrices and assume RankC=p. Then
Rank[C,AC, . . . , A2n−1C] = n ⇔ Rank[C,AC, . . . , An−pC] = n.
The proof of Lemma 5.1.3 can be done repeating the argument of the proof of Corollary
4.1 in [6], so we shall not repeat it here. Let us now observe that, if we define
Sˆ =
n−1⋂
j=0
{
(x, ξ) ∈ R2n : (P + P T )M jx = 0 and Q(MT )jξ = 0} ,
then S = {0} ⇔ Sˆ = {0}. The implication Sˆ = {0} ⇒ S = {0} is obvious. On the other
hand, assume S = {0} then by Remark 5.1.2
Rank
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P + P T
(P + P T )M
(P + P T )M2
...
(P + P T )M2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= n and Rank
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q
QMT
Q(MT )2
...
Q(MT )2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= n
so, taking the transpose,
Rank[P + P T , MT (P + P T ), . . . , (M2n−1)T (P + P T )] = n and (5.1.16)
Rank[Q, MQ, . . . , M 2n−1Q] = n. (5.1.17)
Applying Lemma 5.1.3 to the matrices in (5.1.16) and (5.1.17), since Q and P + P T have at
least Rank 1, we have that
Rank[P + P T , MT (P + P T ), . . . , (Mn−1)T (P + P T )] = n and (5.1.18)
Rank[Q, MQ, . . . , Mn−1Q] = n. (5.1.19)
This implies Sˆ = {0}.
Proof of Proposition 5.1.1. Recalling (iii), the hypoellipticity of (5.1.5) and (5.1.6) is equiv-
alent to
Rank[Σ, BΣ, . . . , Bn−1Σ] = n (5.1.20)
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and
Rank[Σ, BT Σ, . . . , (BT )n−1Σ] = n, (5.1.21)
respectively. Since S = {0} ⇔ Sˆ = {0}, we need to prove that (5.1.20) is equivalent to
(5.1.19) and (5.1.21) is equivalent to (5.1.18). More precisely, we will show the following:
(5.1.20) ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QBT
...
Q
(
BT
)n−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QMT
...
Q
(
MT
)n−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n (5.1.22)
and
(5.1.21) ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QB
...
QBn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
(
P + P T
)(
P + P T
)
M
...(
P + P T
)
Mn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n. (5.1.23)
We will show in detail the chain of double implications (5.1.23), the one in (5.1.22) can be
proven in an analogous way. By taking the transpose we have that
(5.1.21) ⇔ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
ΣT
ΣT B
...
ΣT Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n.
From the fact that ΣΣT = Q, it is easy to see that KerΣT = KerQ. 3 This implies that if
QBjx = 0 ∀j = 0, . . . , n − 1 then also ΣT Bjx = 0 ∀j = 0, . . . , n − 1 (and viceversa) and
hence x = 0; this means that
Rank
∣∣∣∣∣∣∣∣∣∣∣∣
ΣT
ΣT B
...
ΣT Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇔ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QB
...
QBn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n.
Notice that from the steady state variance equation (5.1.8),
(P + P T ) = Q−1∞ QQ
−1
∞ . (5.1.24)
3The inclusion ⊆ is obvious. For the other inclusion: if x ∈ KerQ then 0 = 〈Qx, x〉 = 〈ΣΣT x, x〉
= 〈ΣT x, ΣT x〉 ⇒ ΣT x = 0.
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So, if z is a column vector of Rn, then
Rank
∣∣∣∣∣∣∣∣∣∣∣∣
(
P + P T
)(
P + P T
)
B
...(
P + P T
)
Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒

∣∣∣∣∣∣∣∣∣∣∣∣
Q−1∞ QQ−1∞
Q−1∞ QQ−1∞ B
...
Q−1∞ QQ−1∞ Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
z = 0 ⇒ z = 0

⇐⇒

∣∣∣∣∣∣∣∣∣∣∣∣
QQ−1∞
QQ−1∞ B
...
QQ−1∞ Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
z = 0 ⇒ z = 0

z=Q∞y⇐⇒

∣∣∣∣∣∣∣∣∣∣∣∣
Q
QQ−1∞ BQ∞
...
QQ−1∞ Bn−1Q∞
∣∣∣∣∣∣∣∣∣∣∣∣
y = 0 ⇒ y = 0
 .
It is a standard fact in control theory that given two matrices X,Y ∈ Rn×n, (X,Y ) is a
controllable pair if and only if (T−1XT,C−1Y C) is a controllable pair, with T,C any invertible
n× n matrices (see [79], page 22). Using this fact, from the above we have
Rank
∣∣∣∣∣∣∣∣∣∣∣∣
(
P + P T
)(
P + P T
)
B
...(
P + P T
)
Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QQ−1∞ BQ∞
...
QQ−1∞ Bn−1Q∞
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
Q
QB
...
QBn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n.
We are now left with proving
Rank
∣∣∣∣∣∣∣∣∣∣∣∣
(
P + P T
)(
P + P T
)
B
...(
P + P T
)
Bn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n ⇐⇒ Rank
∣∣∣∣∣∣∣∣∣∣∣∣
(
P + P T
)(
P + P T
)
M
...(
P + P T
)
Mn−1
∣∣∣∣∣∣∣∣∣∣∣∣
= n. (5.1.25)
Let us show the implication ⇒. So, assume that the left hand side of (5.1.25) holds. Then,
for x ∈ Rn and setting P˜ := (P + P T ), we have(
P˜ x = 0, P˜Bx = 0, . . . , P˜Bn−1x = 0
)
⇒ x = 0.
Set also H := QQ−1∞ . Then from (5.1.24), P˜ = Q−1∞ H and from (5.1.12) M =
H
2 − B.
Suppose there exists x ∈ Rn s.t. P˜ x = 0, P˜Mx = 0, . . . , P˜Mn−1x = 0 then
P˜ x = 0 ⇒ Q−1∞ Hx = 0 ⇒ Hx = 0, (5.1.26)
P˜Mx = 0 ⇒ P˜
(
H
2
−B
)
x = 0
(5.1.26)⇒ P˜Bx = 0.
5.2. Calculation of the spectrum of L 99
Notice that
P˜Bx = 0 ⇒ HBx = 0. (5.1.27)
We can repeat the same thing for P˜M2:
P˜M2x = 0 ⇒ P˜M
(
H
2
−B
)
x = 0
(5.1.26)⇒ P˜MBx = 0
⇒ P˜
(
H
2
−B
)
Bx = 0
(5.1.27)⇒ P˜B2 = 0 and hence HB2 = 0. (5.1.28)
Therefore, at each step of the iteration, we have that P˜M j−1 = 0 ⇒ P˜Bj−1 = 0 and hence
in particular HBj−1 = 0. So at step j we have
P˜M jx = 0 ⇒ P˜
j∑
k=0
cjk
Hj−k
2j−k
(−1)kBkx = 0,
where cjk is the binomial coefficient. Using the the fact that HB
kx = 0, ∀k ≥ 0, the above
sum becomes P˜Bj = 0. Summarizing, ∀j = 0, . . . , n − 1
P˜M jx = 0 ⇒ P˜Bjx = 0
and hence x = 0. So the right hand side of (5.1.25) has been proven. The other implication
follows with a similar argument so we will not repeat it. This concludes the proof.
5.2 Calculation of the spectrum of L
When the assumptions of Proposition 5.1.1 are satisfied, we can apply (2.4.17) to the operator
H defined in (5.1.4) and obtain that the spectrum of L is just
σ(L) =
TrB −
∑
λ∈σ(F )
Imλ>0
(rλ + 2kλ)(−iλ), kλ ∈ N
 , (5.2.1)
with rλ denoting the algebraic multiplicity of the eigenvalue λ. We will show that the eigen-
values of F with positive imaginary part are of the form i2μ, where μ is an eigenvalue of B
(recall that by assumption the eigenvalues of B have strictly positive real part). Hence the
spectrum of L is completely determined once the eigenvalues of B are known. This is the
content of the following
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Theorem 5.2.1. With the notation introduced above, assume the singular space of H is zero.
Then we know that L is hypoelliptic and we also have
σ(L) =
− ∑
μ∈σ(B)
μkμ, kμ ∈ N
 . (5.2.2)
This result had already been shown in [53] using different techniques. The remainder of the
section is devoted to proving (5.2.2). In the following we shall denote by diag {α1, . . . , αn}
the diagonal matrix having α1, . . . , αn as diagonal entries.
Lemma 5.2.2. For any n ∈ N, let Mn be an n×n matrix. Consider the 2n×2n block matrix
M2n =
∣∣∣∣∣∣ iMAn/2 MSn/2−MSn/2 iMAn/2
∣∣∣∣∣∣ ,
where MSn and MAn are the symmetric and antisymmetric part of Mn, namely
MSn :=
Mn + MTn
2
, MAn :=
Mn −MTn
2
. (5.2.3)
Then σ(M2n) = ± i2σ(Mn), i.e. the eigenvalues of M2n, counted with their multiplicity, are
σ(M2n) =
{± i2μj , j = 1 . . . , n} where μ1 . . . , μn are the eigenvalues of Mn(again, counted
with their multiplicity).
Proof of Lemma 5.2.2. Suppose first that M is diagonalizable, i.e. ∃ an invertible matrix
E such that E−1ME = Δ is diagonal, with Δ = diag {μ1, . . . , μn}. Recall that for a
2n × 2n block matrix (with square blocks) X =
∣∣∣∣∣∣ A11 A12A21 A22
∣∣∣∣∣∣, if A22 commutes with A12
then det X = det(A11A22 − A21A12). Let E be the 2n× 2n block diagonal matrix having E
in both the diagonal blocks, i.e.
E =
∣∣∣∣∣∣ E 00 E
∣∣∣∣∣∣
and let M˜2n = E−1M2nE . Then
det(M˜2n − λI2n) = det
∣∣∣∣∣∣ −λIn
Δ
2
−Δ2 −λIn
∣∣∣∣∣∣ = Πnj=1
(
λ2 +
1
4
μ2j
)
.
So the roots of det(M˜2n − λI2n) = 0 are λ = ±iμj2 . If Mn is not diagonalizable, let T
the matrix that brings Mn into its Jordan canonical form, i.e. T
−1MnT = M˜n is an upper
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triangular matrix of the form
M˜n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
μ1 1 0 . . . 0
0 μ2
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
0 . . . 0 μn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (5.2.4)
where the upper diagonal entries (M˜n)j,j+1, j = 1 . . . n − 1, are either 0 or 1, depending on
the algebraic and geometric multiplicity of the eigenvalues of M (but not all of them can be 0
otherwise we would be in the case in which M diagonalizes). From (5.2.3) and (5.2.4), M˜An
and M˜Sn are tridiagonal matrices, with
(
M˜An
2
)
j,j+1
= 0 or 1/4 when (M˜n)j,j+1 = 0 or 1,
respectively. Same thing holds for the entries
(
M˜Sn
2
)
j,j+1
:
M˜A/2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1/4 0 . . . 0
−1/4 0 . . . ...
0
. . .
. . .
...
0 . . . 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, M˜S/2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
μ1
2 1/4 0 . . . 0
1/4 μ22
. . .
...
0
. . .
. . .
...
0 . . . μn2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Denote by T the 2n × 2n block diagonal matrix having T in both the diagonal blocks. The
similarity transformation T −1M2nT = M˜2n gives
M˜2n =
∣∣∣∣∣∣ iM˜An/2 M˜Sn/2−M˜Sn/2 iM˜An/2
∣∣∣∣∣∣ (5.2.5)
and we want to show that the roots of
pλ(M˜2n) := det(M˜2n − λI2n),
counted with their multiplicity, are ± iμj2 , j = 1, . . . , n. We shall prove this fact by induction
on n. For n = 1 this is trivially true but of no relevance for the problem at hand (there is no
hypoellipticity in one dimension). So let us look at the case n = 2. If M2 is a 2 × 2 matrix
that does not diagonalize, its canonical Jordan form can only be
M˜2 =
∣∣∣∣∣∣ μ 10 μ
∣∣∣∣∣∣ ,
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i.e. M2 has one eigenvalue of algebraic multiplicity 2 and geometric multiplicity 1. Hence
pλ(M˜4) = det
∣∣∣∣∣∣∣∣∣∣∣∣
−λ i4 μ2 14
− i4 −λ 14 μ2
−μ2 −14 −λ i4
−14 −μ2 − i4 −λ
∣∣∣∣∣∣∣∣∣∣∣∣
=
(
λ2 +
μ2
4
)2
= 0 ⇔ λ = ± iμ
2
.
Now assume this is true for n and let us prove it for n+1. If M˜2n is of the form (5.2.5), then
M˜
2(n+1)
− λI
2(n+1)
can be either of the form
n
M˜
2(n+1)
− λI
2(n+1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ
︷ ︸︸ ︷
0 0 . . . . . . 0 μ12 0 0 . . . . . . 0
0 0
0 iM˜An − λIn 0 M˜Sn − λIn
...
...
0 0
−μ12 0 0 . . . . . . 0 −λ 0 0 . . . . . . 0
0 0
0 M˜Sn − λIn 0 iM˜An − λIn
...
...
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2.6)
or of the form
n-1
M˜
2(n+1)
− λI
2(n+1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ i4
︷ ︸︸ ︷
0 . . . . . . 0 μ12
1
4 0 . . . . . . 0
− i4 14
0 iM˜An − λIn 0 M˜Sn − λIn
...
...
0 0
−μ12 −14 0 . . . . . . 0 −λ i4 0 . . . . . . 0
−14 − i4
0 M˜Sn − λIn 0 iM˜An − λIn
...
...
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(5.2.7)
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for less than reordering. In the first case (5.2.6), by swapping columns n times and rows n
times, we obtain
pλ(M˜2(n+1)) = det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ μ12 0 . . . . . . 0 0 . . . . . . 0
−μ12 −λ 0 . . . . . . 0 0 . . . . . . 0
0 0
...
... iM˜An − λIn M˜Sn
0 0
0 0
...
... M˜Sn M˜An − λIn
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
λ2 +
μ21
4
)
pλ(M˜n),
hence the statement follows by the inductive assumption. In the second case (5.2.7), by
swapping columns and rows as before we end up with
n-1 n-1
pλ(M˜2(n+1)) = det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ μ12 i4
︷ ︸︸ ︷
0 . . . . . . 0 14
︷ ︸︸ ︷
0 . . . . . . 0
−μ12 −λ −14 0 . . . . . . 0 i4 0 . . . . . . 0
− i4 14
0 0 iM˜An − λIn M˜Sn
...
...
0 0
−14 − i4
0 0 M˜Sn M˜An − λIn
...
...
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
If X is a matrix, we shall denote by X1 the matrix obtained from X by eliminating the first
column. So, if we expand the expression for the determinant by always using the first row, we
obtain
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pλ(M˜2(n+1)) =
(
λ2 +
μ21
4
)
pλ(M˜2n)−
(
λ
4
+
iμ1
8
)
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
4
0
...
(
M˜An − λIn
)1
M˜Sn
0
− i4
0
... −
(
M˜Sn
)1
M˜An − λIn
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2.8)
+
(
iλ
4
− μ1
8
)
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− i4
0
...
(
M˜An − λIn
)1
M˜Sn
0
−14
0
... −
(
M˜Sn
)1
M˜An − λIn
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2.9)
∓
(
iλ
4
− μ1
8
)
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
4
0
... M˜An − λIn
(
M˜Sn
)1
0
− i4
0
... −M˜Sn
(
M˜An − λIn
)1
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2.10)
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∓
(
λ
4
+
iμ1
8
)
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− i4
0
... M˜An − λIn
(
M˜Sn
)1
0
−14
0
... −M˜Sn
(
M˜An − λIn
)1
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (5.2.11)
where the signs ∓ are such that the top sign is referred to the case in which n is odd and the
bottom one is refers to the case in which n is even. Now notice that the matrix in (5.2.9) is
obtained from the matrix in (5.2.8) by multiplying the first column of the latter by −i and
the matrix in (5.2.11) is obtained in the same way from the matrix in (5.2.10). Hence the
determinant of the matrix in (5.2.9) (in (5.2.11), respectively) is just −i times the determinant
of the matrix in (5.2.8) (in (5.2.10), respectively). Therefore we can eliminate the last four
addends in the expression for the characteristic polynomial of pλ(M˜2(n+1)) and we are left with
pλ(M˜2(n+1)) =
(
λ2 +
μ21
4
)
pλ(M˜2n),
which concludes the proof of the Lemma.
Proof of Theorem 5.2.1. Now a similarity transformation shows that we can apply Lemma
5.2.2 to the Hamilton map F , defined in (5.1.15). Indeed, using (5.1.8) and (5.1.12), we can
rewrite F as
F =
1
4
∣∣∣∣∣∣ i(B −Q∞B
T Q−1∞ ) 2(BQ∞ + Q∞BT )
−12(Q−1∞ B + BT Q−1∞ ) i(Q−1∞ BQ∞ −BT )
∣∣∣∣∣∣ .
Let G 4 be the 2n× 2n block matrix
G =
∣∣∣∣∣∣
1√
2
Q
−1/2
∞ 0
0
√
2Q1/2∞
∣∣∣∣∣∣ .
If we denote Bˆ = Q−1/2∞ BQ
1/2
∞ and let BˆA and BˆS be the antisymmetric and symmetric part
of Bˆ, respectively, we have
Fˆ := G−1FG =
∣∣∣∣∣∣ iBˆA/2 BˆS/2−BˆS/2 iBˆA/2
∣∣∣∣∣∣ .
4Thanks to Dr. G. Moore for suggesting this transformation.
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Hence we can apply Lemma 5.2.2 to Fˆ and obtain (5.2.2) from (5.2.1) by observing that∑
μ∈σ(B) μrμ = TrB.
5.3 Example
A simple example on which to carry out explicit computations is the system that we studied
in Chapter 3, which we recast here for the reader’s convenience.
dx = ydt
dy = −∇xV (x)dt +
∑m
j=1 λjzjdt
dzj = − (λjy + αjzj) dt +
√
2αjdWj , j = 1, ..., d,
(5.3.1)
with (x, y, z) ∈ R × R × Rd, z = (z1, ..., zd), zj ∈ Rd and (Wj)j=1...d independent standard
Brownian motions. The density of the invariant measure associated to the dynamics (5.3.1) is
ρ(x, y, z) =
1
Z
e−
1
2
(V (x)+ y
2
2
+
|z|2
2
),
with Z being a normalizing constant and | ∙ | the Euclidean norm on Rd. We also recall that
the generator of system (5.3.1) is
L = y∂x − ∂xV (x)∂y +
 m∑
j=1
λjzj
 ∂y − y m∑
j=1
λj∂zj −
m∑
j=1
αjzj∂zj +
m∑
j=1
αj∂
2
zj , (5.3.2)
and its L2−adjoint is given by
L′ = −y∂x + ∂xV (x)∂y −
 m∑
j=1
λjzj
 ∂y + y m∑
j=1
λj∂zj +
m∑
j=1
αj∂zj (zj ∙) +
m∑
j=1
αj∂
2
zj .
Let V (x) be a quadratic potential, V (x) = ω2 x
2
2 . Under the transformation
√
ρ−1L′(√ρ∙),
we obtain the operator
H′ = −y∂x + ω2x∂y −
 m∑
j=1
λjzj
 ∂y + y m∑
j=1
λj∂zj −
m∑
j=1
αj
z2j
4
+
m∑
j=1
αj∂
2
zj +
1
2
m∑
j=1
αj .
Let us now consider the operator
H = −H′ +
m∑
j=1
αj . (5.3.3)
The symbol of the operator H is given by
q(x, y, z, ξ, η, ζ) = i(yξ − ω2xη) + i
m∑
j=1
(λjzjη − yλjζj) +
m∑
j=1
(αj
z2j
4
+ αjζ2j ),
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so that Re(q) ≥ 0. The polarized form of q is
q˜ =
m∑
j=1
αj
(
zj z˜j
4
+ ζj ζ˜j
)
+
i
2
(
yξ˜ + y˜ξ − ω2xη˜ − ω2x˜η
)
+
i
2
m∑
j=1
λj
(
zj η˜ + z˜jη − yζ˜j − y˜ζj
)
. (5.3.4)
The Hamilton map associated with (5.3.4) is then a 2(2 + d)× 2(2 + d) matrix, namely
F =
∣∣∣∣∣∣ E Dˉ−Dˉ/4 −ET
∣∣∣∣∣∣ ,
where B and Dˉ are (2 + d)× (2 + d) matrices,
E =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 i/2 0 . . . 0
− iω22 0 iλ12 . . . iλm2
0 − iλ12 0 . . . 0
...
...
...
. . .
...
0 − iλm2 0 . . . 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (5.3.5)
Dˉ =
∣∣∣∣∣∣∣∣∣∣∣∣
0 0 . . . 0
0 0 . . . 0
...
... D
0 0
∣∣∣∣∣∣∣∣∣∣∣∣
,
with D an d× d diagonal matrix with Djj = αj . It is easy to see that
Ker (ReF ) ∩ R2(2+d) =
{
(x, y, z, ξ, η, ζ) ∈ R2(2+d) : z = ζ = 0
}
, (5.3.6)
Ker (ReF ImF ) ∩ R2(2+d) =
{
(x, y, z, ξ, η, ζ) ∈ R2(2+d) : y = η = 0
}
, (5.3.7)
Ker
(
ReF (ImF )2
) ∩ R2(2+d) = {(x, y, z, ξ, η, ζ) ∈ R2(2+d) : x = ξ = 0} , (5.3.8)
so the singular space S is just zero, S = {0}. When d = 1 the roots of the characteristic
polynomial of F are explicitly computable so formula (2.4.17) gives an explicit description of
the spectrum.
Chapter 6
Short Time Behaviour of Hypoelliptic
Markov Semigroups
In Theorem 3.1.6 we proved a short time estimate for the Markov semigroup generated by an
operator of the form A∗A+B, with B an antisymmetric operator. This theorem is a particular
case of Theorem 2.3.5. In the proof, we heavily used the antisymmetry of the operator B in
L2ρ, which helps getting rid of many terms that should otherwise be controlled in some way.
However, differential operators on Rm of the form A∗A+B can be recast in Ho¨rmander sums
of squares forms; more precisely, suppose A = a(x)∇ and B = b(x)∇, then
L = A∗A + B = −A2 + (B + cA),
where c is a coefficient that depends on the derivatives of a(x) and on the invariant measure.
So, if we are able to prove some bounds for operators in the form A∗A + B, with B antisym-
metric, we should be able to prove the same bounds for operators of the form Z20 + B, with
B not (necessarily) antisymmetric. Clearly, in the latter case, the L2ρ setting is completely
unessential. In this Chapter we will focus on operators in Ho¨rmander’s sum of squares, and
we will obtain pointwise results in the spirit of Theorem 2.3.5. In particular, the trick of using
a Lyapunov function (an auxiliary time-dependent scalar product) which contains lower order
mixed terms, still works when supplemented with few basic tools from semigroup theory.
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6.1 Assumptions and statement of main result
Consider the second order differential operator on Rm:
L = Z20 + B. (6.1.1)
Assume that for some N ∈ N, N ≥ 1, there exist Z1, . . . , ZN such that:
[B,Zj ] = Zj+1 j = 0, . . . , N − 1. (6.1.2)
This filiform algebra model is analogous to the one considered in Chapter 3. Also, assume that
[B,ZN ] =
N∑
j=0
αjZj , for some {αj}0≤j≤N , αj ∈ R (6.1.3)
and
[Zi, Zj ] =
N∑
h=0
β(ij),hZh, 0 ≤ i, j ≤ N, {β(ij),h}0≤h≤N , β(ij),h ∈ R. (6.1.4)
In the following ‖ ∙ ‖∞ indicates the supremum norm and we will use the notation Pt := etL
for the Markov semigroup generated by L.
Proposition 6.1.1. For t > 0, let ft = etLf0 and assume (6.1.2), (6.1.3) and (6.1.4). Then,
along the semigroup we have that ∀n ≥ 1 and k1, . . . , kn ∈ {0, . . . , N}, there exists a constant
c (that possibly depends on n and on k1, . . . , kn but it is independent of t) such that
|Zk1 ∙ . . . ∙ Zknft|2 ≤
c
t2(
∑n
j=1 kj)+n
‖f0‖2∞, ∀t > 0. (6.1.5)
Proof. In order to streamline the proof we assume, for the time being, that
[B,ZN ] = 0. (6.1.6)
For the same reason we also assume
[Zj , Z0] = 0 ∀j = 0, . . . , N, (6.1.7)
and
[Zi, Zj ] =
N∑
h=0
β(ij),hZh, 1 ≤ i, j ≤ N, {β(ij),h}0≤h≤N , β(ij),h ∈ R. (6.1.8)
At the end of the proof we will explain how to remove assumptions (6.1.6) and (6.1.7) and
obtain the result of Proposition 6.1.1 when we assume (6.1.3) and (6.1.4), instead.
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For some strictly positive constants aj , bj and d to be determined, define
Γ(0)t ft = d|ft|2,
Γ(1)t ft =
N∑
j=0
ajt
2j+1|Zjft|2 +
N−1∑
j=0
bjt
2j+2(Zjft)(Zj+1ft) + d|ft|2,
and, for n ≥ 1,
Γ(n+1)t ft = Γ
(n)
t ft +
N∑
k1,...,kn+1=0
ak1,...,kn+1t
2(
∑n+1
j=1 kj)+(n+1)|Zk1 ∙ . . . ∙ Zkn+1ft|2
+
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1t
2(
∑n+1
j=1 kj)+n(Zk1−1Zk2 ∙ . . . ∙ Zkn+1ft)(Zk1 ∙ . . . ∙ Zkn+1ft).
Strategy of proof: if we can prove that∫ t
0
d
ds
Pt−s
(
Γ(n)s fs
)
ds < 0 ∀n ≥ 0,
then, from the fundamental theorem of calculus,
P0
(
Γ(n)t ft
)
= Γ(n)t ft < Pt
(
Γ(n)0 f0
)
≤ ‖Γ(n)0 f0‖∞ = d‖f0‖∞
hence
Γ(n)t ft < d‖f0‖∞. (6.1.9)
For an appropriate choice of the constants that appear in the definition of Γ(n)t , (6.1.9) implies
(6.1.5). Because
d
ds
Pt−s
(
Γ(n)s fs
)
= Pt−s
(
−LΓ(n)s fs +
d
ds
Γ(n)s fs
)
,
and the semigroup Pt preserves positivity, the whole thing boils down to proving that for n = 0
there exists a constant d > 0 s.t.
(
−L+ ∂∂t
)
Γ(0)t ft < 0, ∀t > 0 and that ∀n ≥ 1 there exist
strictly positive constants {{ak1}0≤k1≤N , {ak1,k2}0≤k1,k2≤N , . . . , {ak1,...,kn}0≤k1,...,kn≤N , d} and
{{bk1}0≤k1≤N , {bk1,k2}0≤k1,k2≤N , . . . , {bk1,...,kn}0≤k1,...,kn≤N } such that(
−L+ ∂
∂t
)(
Γ(n)t ft
)
< 0, ∀t > 0. (6.1.10)
We will prove (6.1.10) by induction on n. The inductive basis, i.e. the proof that for n = 0
there exists d > 0 such that
(
−L+ ∂∂t
)
Γ(0)t ft < 0, ∀t > 0, is straightforward. Indeed(
−L+ ∂
∂t
)
|ft|2 = −Z20 |ft|2 −B|ft|2 + 2ftLft = −2|Z0ft|2 < 0,
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where we simply used the fact that Z20 is a second order differential operator and B is a
first order differential operator. Assuming that for n ≥ 1 there exist strictly positive constants
{{ak1}0≤k1≤N , {ak1,k2}0≤k1,k2≤N , . . . , {ak1,...,kn}0≤k1,...,kn≤N } and {{bk1}0≤k1≤N , {bk1,k2}0≤k1,k2≤N ,
. . . , {bk1,...,kn}0≤k1,...,kn≤N } such that
(
−L+ ∂∂t
)(
Γ(n)t ft
)
< 0, ∀t > 0; we want to prove by
induction that there exist strictly positive constants
{
ak1,...,kn+1
}
{0≤kj≤N} and
{
bk1,...,kn+1
}
{0≤kj≤N}
such that (
−L+ ∂
∂t
)(
Γ(n+1)t ft
)
< 0, ∀t > 0.
To this end, let us observe the two following elementary facts:
Z20 |Zk1 ∙ . . . ∙ Zkn+1ft|2 = 2
(
Z20Zk1 ∙ . . . ∙ Zkn+1ft
) (
Zk1 ∙ . . . ∙ Zkn+1ft
)
+ 2|Z0Zk1 ∙ . . . ∙ Zkn+1ft|2 (6.1.11)
and (
Zk1 ∙ . . . ∙ Zkn+1L
)
= [Zk1 ∙ . . . ∙ Zkn+1 ,L] + LZk1 ∙ . . . ∙ Zkn+1 . (6.1.12)
Recalling that for any three operators X,Y and W ,
[XY,W ] = X[Y,W ] + [X,W ]Y, (6.1.13)
from (6.1.2) we have that if k1 6= N then
[Zk1 ∙ . . . ∙ Zkn+1 , B] = Zk1 [Zk2 ∙ . . . ∙ Zkn+1 , B]− Zk1+1Zk2 ∙ . . . ∙ Zkn+1 . (6.1.14)
We denote k = (k1, . . . , kn+1), with kj ∈ {0, 1, . . . , N}, Zk = (Zk1 ∙ . . . ∙ Zkn+1) and ej the
j − th vector of the canonical basis of Rn+1. So iterating (6.1.14) and recalling (6.1.6), we
obtain
[Zk1 ∙ . . . ∙ Zkn+1 , B] = −
n+1∑
j=1
j:kj 6=N
Zk+ej . (6.1.15)
Because we are assuming that
(
−L+ ∂∂t
)(
Γ(n)t ft
)
< 0 for some appropriate choice of the
constants, we want to look at(
−L+ ∂
∂t
)(
Γ(n+1)t ft − Γ(n)t ft
)
=
(
−L+ ∂
∂t
) N∑
k1,...,kn+1=0
ak1,...,kn+1t
2(
∑n+1
j=1 kj)+(n+1)|Zk1 ∙ . . . ∙ Zkn+1ft|2
+
(
−L+ ∂
∂t
) N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1t
2(
∑n+1
j=1 kj)+n(Zk1−1Zk2 ∙ . . . ∙ Zkn+1ft)(Zk1 ∙ . . . ∙ Zkn+1ft).
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Using (6.1.1), (6.1.11) and (6.1.12), we obtain(
−L+ ∂
∂t
)(
Γ(n+1)t ft − Γ(n)t ft
)
=
−
N∑
k1,...,kn+1=0
2ak1,...,kn+1t
2(
∑n+1
j=1 kj)+(n+1)|Z0Zk1 ∙ . . . ∙ Zkn+1ft|2 (6.1.16)
−
N∑
k2,...,kn+1=0
N∑
k1=1
2bk1,...,kn+1t
2(
∑n+1
j=1 kj)+n
(
Z0Zk1−1 ∙ . . . ∙ Zkn+1ft
) (
Z0Zk1 ∙ . . . ∙ Zkn+1ft
)
(6.1.17)
+
N∑
k1,...,kn+1=0
ak1,...,kn+1
2
n+1∑
j=1
kj
+ (n + 1)
 t2(∑n+1j=1 kj)+n|Zk1 ∙ . . . ∙ Zkn+1ft|2
(6.1.18)
+
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1
2
n+1∑
j=1
kj
+ n
 t2(∑n+1j=1 kj)+(n−1)
(
Zk1−1Zk2 ∙ . . . ∙ Zkn+1ft
) (
Zk1 ∙ . . . ∙ Zkn+1ft
)
(6.1.19)
+
N∑
k1,...,kn+1=0
2ak1,...,kn+1t
2(
∑n+1
j=1 kj)+(n+1)
(
Zk1 ∙ . . . ∙ Zkn+1ft
)
[Zk1 ∙ . . . ∙ Zkn+1 ,L]ft
(6.1.20)
+
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1t
2(
∑n+1
j=1 kj)+n
{(
Zk1 ∙ . . . ∙ Zkn+1ft
)
[Zk1−1Zk2 ∙ . . . ∙ Zkn+1 ,L]ft
+
(
Zk1−1Zk2 ∙ . . . ∙ Zkn+1ft
)
[Zk1 ∙ . . . ∙ Zkn+1 ,L]ft
}
.
(6.1.21)
In the following we will be referring to terms of the form
(
Zk1 ∙ . . . ∙ Zkn+1ft
)
and(
Z0Zk1 ∙ . . . ∙ Zkn+1ft
)
as terms of length n + 1 and terms of length n + 2 starting with
Z0, respectively. These terms are the only ones that we need to control.
Let us set [I] := (6.1.16) + (6.1.17), [II] := (6.1.18) + (6.1.19) and [III] := (6.1.20) +
(6.1.21) and study these addends separately. Recall Young’s inequality, namely
|xy| ≤ |x|
2
2δ
+
δ |y|2
2
, ∀x, y ∈ R, δ > 0,
which we shall systematically use in the following. In particular we will choose δ to be a
constant times an appropriate positive power of t. Also, from now on C will be a generic
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constant, depending on n and on
∑
j kj but not on t or on the constants ak1,...,kn+1 and
bk1,...,kn+1 .
[I] ≤
N∑
k1,...,kn+1=0
ak1,...,kn+1t
2(
∑n+1
j=1 kj)+(n+1)
(
−2 ∣∣Z0Zk1 ∙ . . . ∙ Zkn+1ft∣∣2) (6.1.22)
+
N∑
k2,...,kn+1=0
N∑
k1=1
2bk1,...,kn+1
(
bk1,...,kn+1t
2(
∑n+1
j=1 kj)+(n−1)
∣∣Z0Zk1−1 ∙ . . . ∙ Zkn+1ft∣∣2
(6.1.23)
+ t2(
∑n+1
j=1 kj)+(n+1)
∣∣Z0Zk1 ∙ . . . ∙ Zkn+1ft∣∣2
bk1,...,kn+1
)
.
We look separately at the terms with k1 = 0 and at the terms with k1 > 0. In doing so, we
need to notice that terms of the form
∣∣Z20Zk2 ∙ . . . ∙ Zkn+1ft∣∣ (i.e. those with k1 = 0) come
from (6.1.22) when k1 = 0 but also from (6.1.23) when k1 = 1. Hence
[I] ≤ C
N∑
k2,...,kn+1=0
(
−a0,k2,...,kn+1 + b21,k2,...,kn+1
)
t2(
∑n+1
j=2 kj)+(n+1)
∣∣Z20Zk2 ∙ . . . ∙ Zkn+1ft∣∣2
(6.1.24)
+ C
N∑
k2,...,kn+1=0
N∑
k1=1
(
−ak1,k2,...,kn+1 + b2k1+1,k2,...,kn+1 +1
)
t
2(
∑n+1
j=1
kj)+(n+1)∣∣Z0Zk1 ∙ . . . ∙Zkn+1ft∣∣2,
(6.1.25)
with the understanding that bkj+1 = 0 when kj = N . We repeat the same kind of procedure
for [II], applying first Young’s inequality and then looking separately at the two cases k1 = 0
and k1 > 0.
[II] ≤
N∑
k1,...,kn+1=0
ak1,...,kn+1
2
n+1∑
j=1
kj
+ n + 1
 t2(∑n+1j=1 kj)+n ∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2 (6.1.26)
+
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1
2
n+1∑
j=1
kj
+ n
(t2(∑n+1j=1 kj)+n−2 ∣∣Zk1−1 ∙ . . . ∙ Zkn+1ft∣∣2
+ t2(
∑n+1
j=1 kj)+n
∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2
4
)
(6.1.27)
≤ C
N∑
k2,...,kn+1=0
(
a0,k2,...,kn+1 + b1,k2,...,kn+1
)
t
2(∑n+1j=2 kj)+n ∣∣Z0Zk2 ∙ . . . ∙ Zkn+1ft∣∣2 (6.1.28)
+ C
N∑
k2,...,kn+1=0
N∑
k1=1
(
ak1,...,kn+1 + bk1+1,k2,...,kn+1 +
bk1,...,kn+1
4
)
t
2(∑n+1j=1 kj)+n∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2.
(6.1.29)
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Before turning to [III] notice that, because of (6.1.7),
[Zk1 ∙ . . . ∙ Zkn+1 ,L] = [Zk1 ∙ . . . ∙ Zkn+1 , B].
[III] ≤ C
N∑
k1,...,kn+1=0
ak1,...,kn+1
(
t
2(∑n+1j=1 kj)+n
ak1,...,kn+1
∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2
+
n+1∑
h=1,h 6=j
∀j:kj=N
t
2(∑n+1j=1 kj)+(n+2)
∣∣Z(k1,...,kn+1)+ehft∣∣2
ak1,...,kn+1

(6.1.30)
+ C
N∑
k2,...,kn+1=0
N∑
k1=1
(
−bk1,...,kn+1t
2(∑n+1j=1 kj)+n ∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2) (6.1.31)
+ C
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1t
2(∑n+1j=1 kj)+n
(∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2
4
+
+
n+1∑
h=2,h 6=j
∀ 2≤j:kj=N
∣∣Z(k1−1,k2,...,kn+1)+ehft∣∣2
 (6.1.32)
+
N∑
k2,...,kn+1=0
N∑
k1=1
bk1,...,kn+1
(
bk1,...,kn+1t
2(∑n+1j=1 kj)+(n−2) ∣∣Zk1−1Zk2 ∙ . . . ∙ Zkn+1ft∣∣2
+
n+1∑
h=1,h 6=j
∀j:kj=N
t
2(∑n+1j=1 kj)+(n+2)
∣∣Z(k1,...,kn+1)+ehft∣∣2
bk1,...,kn+1

≤ C
N∑
k2,...,kn+1=0
a20,k2,...,kn+1 + 1 + n+1∑
h=2,h 6=j
∀2≤j:kj=N
b(1,k2,...,kn+1)−eh + b
2
1,k2,...,kn+1

∙ t
2(∑n+1j=2 kj)+n∣∣Z0Zk2 ∙ . . . ∙ Zkn+1ft∣∣2
(6.1.33)
+ C
N∑
k2,...,kn+1=0
N∑
k1=1
a2k1,...,kn+1 + 2− 34bk1,...,kn+1 + b2k1+1,...,kn+1 +
n+1∑
h=2,h 6=j
∀2≤j:kj=N
b(k1+1,k2,...,kn+1)−eh

∙ t
2(∑n+1j=1 kj)+n ∣∣Zk1 ∙ . . . ∙ Zkn+1ft∣∣2 .
(6.1.34)
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In [I] appear only and all the terms of length n + 2 starting with Z0. [II] and [III] contain
terms of length n + 1, which can either be of the form
∣∣Z0, Zk2 , . . . , Zkn+1ft∣∣, i.e. starting
with Z0, or of the form
∣∣Zk1 , . . . , Zkn+1ft∣∣ with k1 ≥ 1. The latter terms are those that
we can control directly using (6.1.31) and through an appropriate choice of the constants
ak1,...,kn+1 and bk1,...,kn+1 , which we will make explicit in few lines. On the other hand, the
terms
∣∣Z0, Zk2 , . . . , Zkn+1ft∣∣2 never appear multiplied by a negative constant. This problem is
easily overcome. Indeed(
−L+ ∂
∂t
)(
Γ(n+1)t ft
)
≤
(
−L+ ∂
∂t
)(
Γ(n)t ft
)
+ [I] + [II] + [III],
so in order to control the terms
∣∣Z0, Zk2 , . . . , Zkn+1ft∣∣2 we can get some help from(
−L+ ∂∂t
)(
Γ(n)t ft
)
, which will contain the addend
N∑
k1,...,kn=0
−2ak1,...,knt2(
∑n
j=1 kj)+n |Z0, Zk1 , ∙. . .∙, Zknft|2 ,
i.e., relabelling things
N∑
k2,...,kn+1=0
−2ak2,...,knt2(
∑n
j=2 kj)+n |Z0, Zk2 , ∙. . .∙, Zknft|2 . (6.1.35)
From (6.1.24) and (6.1.25), in order for [I] to be negative ∀t > 0 we need to impose:
when k1 ≥ 1 : ak1,...,kn+1 > b2k1+1,k2,...,kn+1 + 1
when k1 = 0 : a0,k2,...,kn+1 > b
2
1,k2,...,kn+1 .
So imposing
ak1,...,kn+1 À b2k1+1,k2,...,kn+1 + 1 ∀k1 ∈ {0, . . . , N} (6.1.36)
will do. Looking at (6.1.29) and (6.1.34), i.e. at the terms of length n + 1 that do not start
with Z0, we need to require
a2k1,...,kn+1 + 2−
1
2
bk1,...,kn+1 + b
2
k1+1,k2,...,kn+1
+
n+1∑
h=2,h 6=j
∀2≤j:kj=N
b(k1+1,k2,...,kn+1)−eh + ak1,...,kn+1 + bk1+1,k2,...,kn+1 < 0
Finally, putting (6.1.28), (6.1.33) and (6.1.35) together, we need
−ak2,...,kn+1+a0,k2,...,kn+1+b1,k2,...,kn+1+a20,k2,...,kn+1+1+
n+1∑
h=2,h 6=j
∀2≤j:kj=N
b(1,k2,...,kn+1)−eh+b
2
1,k2,...,kn+1 < 0.
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Hence, we can choose the constants in the following way 1
ak2,...,kn+1 À bk1,...,kn+1 À ak1,...,kn+1 À bk1+1,k2,...,kn+1 À {b(k1+1,k2,...,kn+1)−eh}h≥2 À 1.
(6.1.37)
Notice that this choice of the constants not only makes
(−L+ ddt)Γ(n+1)t ft < 0 but it is also
the right choice in order for (6.1.9) to imply (6.1.5).
We now show how to remove assumptions (6.1.6) and (6.1.7). If we remove (6.1.7) and
we assume that (6.1.8) holds also for i, j = 0 or, in other words, if we assume (6.1.4), then
[Zk1 ∙ . . . ∙Zkn+1 ,L] is not anymore equal to [Zk1 ∙ . . . ∙Zkn+1 , B] and we also need to consider
the addend [Zk1 ∙ . . . ∙ Zkn+1 , Z20 ]. To this end observe that
[Zkj , Z
2
0 ] = −Z0[Z0, Zkj ]− [Z0, Zkj ]Z0
= −Z0
(
N∑
l=0
β(0kj),lZl
)
−
(
N∑
l=0
β(0kj),lZl
)
Z0. (6.1.38)
From the commutator relation (6.1.13), iterating and using (6.1.38) we get that for
0 ≤ k1, . . . , kn+1 ≤ N ,
[Zk1 ∙ . . . ∙ Zkn+1 , Z20 ] = [Zk1 , Z20 ]Zk2 ∙ . . . ∙ Zkn+1
+
n∑
j=2
Zk1 ∙ . . . ∙ Zkj−1 [Zkj , Z20 ]Zkj+1 ∙ . . . ∙ Zkn+1 + Zk1 ∙ . . . ∙ Zkn [Zkn+1 , Z20 ]
= −Z0
(
N∑
l=0
β(0k1),lZl
)
Zk2 ∙ . . . ∙ Zkn+1 −
(
N∑
l=0
β(0k1),lZl
)
Z0Zk2 ∙ . . . ∙ Zkn+1 (6.1.39)
−
n∑
j=2
Zk1 ∙ . . . ∙ Zkj−1Z0
(
N∑
l=0
β(0kj),lZl
)
Zkj+1 ∙ . . . ∙ Zkn+1 (6.1.40)
−
n∑
j=2
Zk1 ∙ . . . ∙ Zkj−1
(
N∑
l=0
β(0kj),lZl
)
Z0Zkj+1 ∙ . . . ∙ Zkn+1 (6.1.41)
− Zk1 ∙ . . . ∙ ZknZ0
(
N∑
l=0
β(0kn+1),lZl
)
− Zk1 ∙ . . . ∙ Zkn
(
N∑
l=0
β(0kn+1),lZl
)
Z0. (6.1.42)
As they are, the terms in (6.1.39)-(6.1.42) are terms of length n+2 and they do not necessarily
start with Z0. Nonetheless, because
ZkjZ0 = [Zkj , Z0] + Z0Zkj
(6.1.4)
=
N∑
h=0
β(kj0),hZh + Z0Zkj , (6.1.43)
1We remind the reader that, for positive constants c, d, we are using the notation c À d to indicate c > d
and c > d2.
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each of them can be turned into the sum of a term of length n + 1 and a term of length
n + 2 starting with Z0. In the same way if, instead of (6.1.6), the more general (6.1.3) holds,
iterating (6.1.14) we obtain
[Zk1 ∙ . . . ∙ Zkn+1 , B] = −
n+1∑
j=1
Zk+ej when kj 6= N ∀j. (6.1.44)
Suppose now that kj = N and kh < N ∀h 6= j, then from (6.1.3)
[Zk1 ∙. . .∙Zkn+1 , B] = −
n+1∑
j 6=h=1
Zk+eh + Zk1 ∙. . .∙Zkj−1
(
N∑
l=0
αlZl
)
Zkj+1 ∙. . .∙Zkn+1 . (6.1.45)
Putting (6.1.44) and (6.1.45) together we have
[Zk1 ∙. . .∙Zkn+1 , B] = −
n+1∑
h=1
h 6=j∀j:kj 6=N
Zk+eh +
∑
j:kj=N
Zk1 ∙. . .∙Zkj−1
(
N∑
l=0
αlZl
)
Zkj+1 ∙. . .∙Zkn+1 .
(6.1.46)
The sum on the right hand side of (6.1.46) contains terms of length n + 1 and we know how
to control them. This concludes the proof.
The result of Proposition 6.1.1 holds also for generators of the form
L =
M∑
i=1
X2i + B − αD
where D is a dilation operator, meaning [D,Xj ] = −λjXj for some λj > 0 and for all the
operators Xj in the filiform algebra. α = α(x) is a bounded function with bounded derivatives.
6.1. Assumptions and statement of main result 118
Conclusions and future work
In this thesis we looked at the problem of return to equilibrium for hypoelliptic Markovian
dynamics produced for example by the coupling of a small Hamiltonian system with an infinite
dimensional heat reservoir. The techniques we used, however, are applicable to more general
situations.
In everything we said, the potential V (q) acting on the finite dimensional Hamiltonian system
was assumed to be essentially quadratic. What happens for non quadratic potentials? The
main difficulties in applying Theorem 2.3.4 in this case come from condition 3 and condition
(2.3.7). The former imposes a bound on the Hessian of the potential; the latter, as we have
already commented, is a Poincare´ inequality for a measure of the form e−V (q). In [76], it is
shown how to circumvent the problem arising from condition 3 in the case of the Fokker-Plank
operator
F = −p∂q + ∂qV ∂p − p∂p + ∂2p .
In particular, the class of potentials is enlarged to V = {V ∈ C2 : ∣∣∇2V ∣∣ ≤ c (1 + |∇V |)},
for some c > 0 , which includes any polynomial potential. This is done by using a sort of
”U−bounds” coming from classic semigroup theory and we believe that an analogous technique
should give the same result in the case of system (0.0.3) and this is going to be the object of
future work. As for condition (2.3.7), varying the potential means entering the research realm
of functional inequalities. However, as long as V ∈ V , a Poincare´ inequality still holds. As for
the singular space theory, if the potential is non-quadratic the symbol is not a quadratic form
anymore, hence the theory does not apply at all and an explicit calculation of the spectrum
is not possible. The moral of the story is that, at least for the problem at hand, obtaining
exponential convergence for a wider class of potentials (say confining potentials) is mainly a
technical problem. Nonetheless, in situations when the coupling is done with more that one
heat reservoir, the result is in general not true [21, 22].
In Chapter 4 we have observed that the hypoellipticity condition suggests a recipe to
construct the Lyapunov function used in the context of geometric ergodicity. We have tested
this idea on system (4.0.1); hence a natural question to ask is how broad is the class of
operators for which this trick does work. We believe such a class of operators should at least
contain the set considered in Chapter 6, i.e. operators in Ho¨rmander’s sum of squares form
satisfying a strong hypoellipticity condition (6.1.4) over a filiform algebra.
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The main problem which is left open in this thesis is the approximation problem. Let me
recall here that it consists of two steps: the first step is a problem in approximation theory
for scalar functions of real variable; the second is about the ”quality” of the approximation.
We believe that, even if the approximation were possible, this would be in general a bad
approximation of the GLE dynamics and surely not uniform in time. It has been shown in [39]
that, assuming quadratic potential, the GLE exhibits anomalous diffusion behaviour when γ(t)
decays as an inverse power, i.e. γ(t) ∼ t−α, 0 < α < 1; in particular, decay to equilibrium
is sub-exponential. When γ(t) ∼ t−α it should be possible to approximate it by a sum of
exponentials and the corresponding approximating Markovian system would be (0.0.5), for
which decay is exponential.
Finally, future work is bound to go in the direction of infinite dimensional generators and
ergodicity in infinite dimensions: suppose we have infinitely many finite dimensional systems of
the kind ”particle + N heat bath molecules” (clearly you can also think of more general finite
dimensional Markovian systems), interacting via short range interactions. The generator of this
system is the sum of infinitely many copies of L, the operator considered in Chapter 6, each of
them placed on one of the nodes of the infinite dimensional lattice Zd, plus a local interaction
term. Thanks to ”finite speed of propagation of information” (in other words, thanks to a
localization procedure), the estimate of Proposition 6.1.1 are expected to be enough to prove
the well posedness of the infinite dimensional semigroup. We will be interested in studying the
ergodic properties of such a semigroup.
Appendix A
Some background material
A.1 Stroock-Varadhan Support Theorem
Consider the SDE
dxt = b(xt)dt + σ dBt, xt ∈ Rn,
where b is a smooth vector valued function and σ is a matrix with constant coefficients. The
deterministic control problem associated with such an SDE is the ODE
φ˙t = b(φt) + σu˙t, φ0 = xˉ, (A.1.1)
where ut is a function with given regularity, called control. A point y is accessible from xˉ if
there exists a control ut such that the solution φt = φt(u) to (A.1.1) goes from xˉ to y in time
t, for some t > 0. In control theory, equation (A.1.1) is said to be controllable if for any t0
and any pair of points xˉ = φt0 and y there exists a control ut and a time t > 0 such that
φt(u) = y. Let us denote At(xˉ) the set of points accessible from xˉ in time t and C
[0,t]
xˉ (U)
the set of all solutions of the control problem (A.1.1) as ut varies in U , where U is a class of
functions with given regularity. Also, denote by S [0,t]xˉ the support of the diffusion xs, s ∈ [0, t].
Stroock-Varadhan support theorem ([74]) states that
S [0,t]xˉ = C [0,t]xˉ (U)
which can be reread as
suppPt(xˉ, ∙) = At(xˉ),
with the overline denoting closure in Rn. Roughly speaking, the theorem says that the stochas-
tic process goes wherever the deterministic solution can be lead to go, hence providing a link
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between deterministic control theory and stochastic control theory.
A.2 Convergence of Markov processes
Definition A.2.1. An R valued, adapted, increasing continuous process Q(t), t ∈ [0, T ], with
Q(0) = 0, is the quadratic variation of an R valued Ft− martingale M(t) if M(t)2 −Q(t) is
an Ft− martingale. We denote Q(t) by 〈M〉t.
The quadratic variation of an Itoˆ integral of the form
∫ t
0 u(s)dWs is given by
∫ t
0 u
2(s) ds.
Theorem A.2.2 (Martingale central limit theorem). Let M(t) : R+ → R be a martingale
on the probability space (Ω,F , μ) with respect to the filtration (Ft)t≥0. Denote by 〈M〉t its
quadratic variation process. Assume the following:
• M(0) = 0
• M(t) has continuous sample paths, is square integrable and has stationary increments
• there exists C > 0 such that
lim
t→∞E
∣∣∣∣〈M〉tt − C
∣∣∣∣ = 0.
Then the process M(t)√
t
converges in distribution to a N (0, C) random variable and the rescaled
martingale M ²(t) := ²M(t/²2) converges weakly in C([0, T ],R) to
√
CW (t), where W (t) is
a standard Brownian motion.
All of the above holds also when M(t) is an Rn valued martingale with C an n×n symmetric
matrix and W (t) an n−dimensional Brownian motion. In Chapter 3 we used a corollary of the
above Theorem A.2.2, namely
Corollary A.2.3. With the same notation as in Theorem A.2.2, let x(t) : R+ → R be a
continuous ergodic Markov process, adapted to the filtration generated by W (t). Let f : R→
R be a smooth and bounded function and suppose the invariant measure of x(t) is μ. Define
I(t) =
∫ t
0
f(x(s))dW (s).
Then the rescaled stochastic integral I²(t) := ²I(t/²2) converges weakly to
√
CW (t), with
C =
∫
R
f2(y)μ(dy).
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As the Martingale Central limit theorem, also the above corollary is valid in higher dimension,
with f : Rn → Rn×m. The proof of Theorem A.2.2 and of Corollary A.2.3 can be found in
[45].
A.3 Toolbox
This appendix contains miscellaneous facts and definitions.
Definition A.3.1. An unbounded operator T on a real Hilbert space H, with domain D(T )
is said to be accretive if
(Tx, x) ≥ 0 ∀x ∈ D(T ),
where (∙, ∙) denotes the scalar product in H.
The following theorem is a consequence of the more famous Hille -Yosida Theorem. The
proof can be found in [67, Thm. X.48].
Theorem A.3.2 (Lumer-Phillips). A closed operator T on a Hilbert space H is the generator
of a contraction semigroup if and only if T is accretive and Ran(λ0 +T ) = H for some λ0 > 0.
The Lumer-Phillips theorem holds also on Banach spaces (and in that case we need to define
the notion of accretivity in a Banach context). In the above we stated it in its Hilbertian form,
which is the form used in Chapter 3.
Theorem A.3.3 (The Schwartz kernel Theorem). Given a linear and continuous operator
A : C∞0 (Rn) → D′(Rn), there exists a unique kernel K ∈ D′(Rn × Rn) such that
(Au, v)
D′,C∞0
= (K, v ⊗ u)
D′,C∞0
where ⊗ denotes tensorization and (∙, ∙)
D′,C∞0
denotes the duality relation.
In other words, the Schwartz kernel Theorem says that an operator A : C∞0 (Rn) → D′(Rn)
linear and continuous can always be regarded as
A : C∞0 (Rn) −→ D′(Rn)
f(x) −→
∫
Rn
K(x, y)f(y)dy .
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Theorem A.3.4 (Fredholm’s Alternative). Let H be a Hilbert space with scalar product (∙, ∙)
and K a compact linear operator. Consider the following problems
(λI −K)u = 0 (λI −K)u = f , f ∈ H (A.3.1)
(λI −K∗)u = 0 (λI −K∗)u = g, g ∈ H. (A.3.2)
Then precisely one of the following statements holds:
(i) u = 0 is the only weak solution to (A.3.1)1 and the solution to (A.3.1)2 is unique;
(ii) (A.3.1)1 admits a weak solution u 6= 0 and there exist n linearly independent weak
solutions to (A.3.1)1, say {uj}j ; in this case (A.3.1)2 admits solutions iff f is orthogonal
to uj , ∀j.
If (i) holds than the analogous statement is valid for the adjoint problem (A.3.2); the same if
(ii) holds.
Definition A.3.5. If q(x, ξ), (x, ξ) ∈ R2n is a homogenous polynomial of degree two,
q(x, ξ) =
n∑
i=1
aix
2
i + biξ
2
i +
∑
1≤i 6=j≤n
aijxixj +
∑
1≤i 6=j≤n
bijξiξj +
∑
1≤i,j≤n
cijxiξj ,
ai, bi, aij , bij , cij ∈ C, its polarized form q((x, ξ); (x˜, ξ˜)) is a homogenous polynomial of degree
2 in 4n variables, defined as follows
q((x, ξ); (x˜, ξ˜)) :=
n∑
i=1
aix˜ixi + biξ˜iξi +
∑
1≤i 6=j≤n
aij
x˜ixj + x˜jxi
2
+
∑
1≤i 6=j≤n
bij
ξ˜iξj + ξiξ˜j
2
+
∑
1≤i,j≤n
cij
x˜iξj + xiξ˜j
2
.
Definition A.3.6. Let Pt be a Markov semigroup over a Polish space E. A probability measure
μ is said to be invariant for Pt if for any bounded and measurable function ϕ,∫
E
(Ptϕ)(x)μ(dx) =
∫
E
ϕ(x)μ(dx).
• Some basic facts about ergodicity: the set of all invariant probability measures for Pt is
convex and an invariant probability measure is ergodic if and only if it is an extremal point of
such set. Hence, if a semigroup has a unique invariant measure that measure is ergodic. This
justifies the definition of ergodic process that we gave in the Overview. It can be shown (see
[12] ) that, given a C0 Markov semigroup, the following statements are equivalent:
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(i) μ is ergodic.
(ii) ϕ ∈ L2(E,μ) and Ptϕ = ϕ ∀t > 0, μ a.s. ⇒ ϕ is a constant (μ a.s.).
(iii) for any ϕ ∈ L2(E,μ) ,
lim
t→∞
1
t
∫ t
0
Psϕ ds =
∫
E
ϕ(x)μ(dx), in L2(E,μ).
Because the Markov semigroup preserves constants, condition (ii), read at the level of the
generator of the semigroup, says that 0 is a simple eigenvalue of L, if and only if Ptϕ =
ϕ ∀t > 0, μ a.s. ⇒ ϕ is a constant. In other words, Lϕ = 0 ⇔ ϕ is constant (for
ϕ ∈ L2(E,μ) ∩ D(L)).
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