The response of two nonlinear oscillators subject to a large delay is investigated by using a two-time multiple scale analysis. The …rst problem has been proposed by Johnson and Moon [13] as a model for machine-tool vibrations. The second problem has been formulated by Minorsky [22] in his study of a delayed control. For both problems, we derive slow time amplitude equations and show analytically that the delay is responsible for a secondary bifurcation to quasiperiodic oscillations. For Minorsky's equation, higher order bifurcations are further analyzed for very large delays.
Introduction
Over the past decade, rapid advances in computational power together with the development of new software techniques have revived interest in delay di¤erential equations (DDEs) appearing in di¤erent areas of science and engineering [3, 6, 7, 8, 20, 23] . Important mathematical concepts have been emphasized [10, 5] and reliable numerical techniques have been developed such as continuation methods for steady and time-periodic solutions [1, 9] . Previously known DDEs are investigated allowing a better physical understanding of old problems. This is, for example, the case of semiconductor lasers used in our everyday applications (CD player, code-bar reading at the supermarket, laser printer) which are subject to undesirable optical feedback [12, 11, 18] .
In analyzing parameter-dependent DDEs, we are led through the same sequence of computations as for ordinary di¤erential equations. We …rst …nd a steady state solution, analyze its stability, and determine its possible bifurcations. The …rst bifurcation to sustained oscillations is of particular importance for a DDE because it tells us how the dynamical system is perturbed by the delayed feedback.
In many applications, the delay of the feedback is relatively large compared to the other time constants. This motivates the application of multiple time-scale methods [2, 17] . However, the application of these methods is not a routine exercise for a DDE because the delay has an in ‡uence on di¤erent time scales. In [21] , we have developed a two-time method for a laser subject to an optoelectronic feedback. We have shown that a large delay leads to quasiperiodic oscillations as well as multiple branching of periodic solutions.
In this paper, we concentrate on mechanical oscillators described by DDEs and further investigate the e¤ect of a large delay. Mechanical oscillations di¤er from laser oscillations by their general tendency to remain nearly harmonic in time. By contrast, laser intensity oscillations become strongly pulsating as their amplitude increases. We …rst consider a DDE originally proposed by Johnson and Moon [13] for a machinetool vibration problem. The delay is large but …xed and we determine the bifurcation diagram by continuously changing the feedback rate. We then examine Minorsky's DDE formulated in the context of control engineering and consider both the feedback rate and the delay as control parameters. For both problems, we concentrate on the primary and secondary bifurcations and determine analytical solutions whenever possible.
The paper is organized as follows. In Section 2, we explore the bifurcation diagram of a DDE studied by Johnson and Moon [13] and concentrate on the quasiperiodic oscillations. These oscillations are of the form y ' A("t) sin(t + ("t)) where " << 1 is a small parameter measuring the damping rate of the rapid oscillations. The amplitude A can be a steady, a periodic, a multiperiodic, or even a chaotic function of "t: The quasiperiodic oscillations are characterized by two frequencies proportional to 1 and "; respectively, and emerge from a secondary bifurcation. As the feedback rate is further increased, the quasiperiodic oscillations undergo a change of amplitude through a tertiary bifurcation. The two frequencies are now proportional to 1 and "=2; respectively. The numerical bifurcation diagram of the slow time amplitude equations predicts higher order bifurcations possibly leading to chaos. In Section 3, we examine the bifurcation diagram of Minorsky's equation for progressively larger values of the delay. Again, quasiperiodic oscillations appear through a secondary bifurcation. In the limit of large delays, an equation for a map can be derived from the slow time amplitude equations. Its bifurcation diagram predicts a cascade of period doubling bifurcations. In Section 4, we discuss the signi…-cance of this period doubling cascade.
Machine-tool vibrations
Machine tool chatter is known as one of the most delicate problems facing the machinist [23] , [14]-[16] . Chatter instability is a violent vibratory motion occurring between the cutting tool and workpiece when the tool is removing material in the form of chips from a previously machine surface pro…le. Following a small external perturbation, the tool starts a damped vibration relative to the workpiece. The surface of the workpiece becomes wavy and after a round, the chip thickness will vary at the tool because of this wavy surface. Thus, the cutting force depends on the actual and delayed values of the relative displacement of the tool and workpiece. The delay is exactly equal to the time of revolution of the workpiece and is the key source of the regenerative e¤ect allowing self-excited vibrations in the machining operation. Johnson and Moon [13] investigate experimentally an electromechanical system that is equivalent to a machine tool vibration problem. They simulate their experiments by studying numerically the following equation
Hopf and torus bifurcations
and found periodic, quasiperiodic, and chaotic oscillations. The values of the parameters were a = 2:623, b = 170 2 ;
and c is the control parameter. For the mathematical simplicity, we shall consider b = 169 2 instead of b = 170 2 :
The bifurcation diagram of the stable solutions of Eq. (1) is shown in Figure 1 and show a Hopf bifurcation followed by a secondary bifurcation to quasiperiodic oscillations. The quasiperiodic oscillations are characterized by several maxima bounded by a lower and upper values. We take into account the fact that b is large and introduce the new time t b 1=2 T into Eq. (1). Eq. (1) then becomes
where prime now means di¤erentiation with respect to t and
is a small parameter. A two-time analysis of Eq. (2) has recently been proposed by Das and Chatterjee [4] . The leading order amplitude equation is identical to the one we have derived (Eq. (9), below). In [4] , e¤orts have been directed on deriving an equation for the …rst correction of the leading amplitude but not on the possible bifurcations. Here, we concentrate on the bifurcations of the leading amplitude equation and show that they match the bifurcations of the original equation (2).
Slow time amplitude equations
The left hand side of Eq. (2) is the equation of a conservative oscillator while the right hand side describes the e¤ect of damping. We analyze its e¤ect by seeking a small amplitude solution of the form y = " 1=2 y1(t; s) + "y2(t; s) + " 2 y3(t; s) + :::)
where s "t is de…ned as a slow time variable. The odd power series of " 1=2 comes from the fact that y 3 is the only nonlinear term in Eq. (4): Because we assume two independent times, we need the chain rules y 0 = yt + "ys; y 00 = ytt + 2"yts + " 2 yss;
Introducing (4) and (5) into Eq. (2) and equating to zero the coe¢ cients of each power of " 1=2 leads to the following problems for y1; y2 and y3 y1tt + y1 = 0; y2tt + y2 = 0;
The solution for y1 is
where c:c. means complex conjugate and A(s) is an unknown amplitude. Solvability of Eq. (7) then leads to an equation for A given by
Copyright © 2005 by ASME Using A = R exp(i ); the real and imaginary parts of Eq. (9) give
Hopf bifurcation branch
The Hopf bifurcation branch satis…es the condition R = cst and = s + 0 : From Eqs. (10) and (11), we obtain the parametric solution c = c( ) and
(1 cos(" 1 + )) 0:
The bifurcation diagram in Figure 1 is for " 1 = 13 . The expressions (12) and (13) then simplify as
where
The extrema of the oscillations (y = " 1=2 2R) are shown in Figure 1 by broken lines.
The Hopf bifurcation point corresponds to = R = 0 in Eqs. (14) and (15) and is located at cH a=2: Expanding (14) and (15) for small < 0 and eliminating ; we obtain R as
The expression (16) exhibits an unusual (c cH ) 1=4 power law and explains the relative sharp Hopf branch in Figure 1 . We next concentrate on the secondary bifurcations. In Figure 2 , we show the stable numerical solutions of Eqs. (10) and (11): The broken line in Figure 2 corresponds to y = 2" 1=2 R where R is determined from (15). It represents the Hopf bifurcation branch of the rapid oscillations, or equivalently,
In Figure ( 2), we note a secondary bifurcation at c = 2:05.
The bifurcation leads to a stable bounded periodic solution of R and 0 : This solution corresponds to quasiperiodic oscillations of the original equations, or equivalently,
The two frequencies are proportional to 1 and "; respectively.
In Figure 2 , we note a tertiary bifurcation at c = 2:48 which is a period doubling bifurcation. The quasiperiodic oscillations of y still exhibits two distinct frequencies but the tertiary bifurcation is characterized by a change of amplitude. The bifurcation diagram suggests that the amplitude R of the rapid oscillations undergoes a cascade of period doubling bifurcations possibly leading to a chaotic output where the minima 
Large delay
Our previous analysis showed that a large delay is responsible for a secondary bifurcation to quasiperiodic oscillations. This secondary bifurcation is well captured by analyzing the slow time amplitude equations which are derived by taking into account the large delay. In this section, we wish to further analyze the bifurcation diagram of a mechanical oscillator but now using the delay as a second control parameter.
Minorsky' s equation
Speci…cally, we consider Minorsky's equation [22] given by
where b and " << 1 are positive. This equation was originally formulated in order to control ship rolling [19] . A typical bifurcation diagram is shown in Figure 3 : The diagram shows a Hopf bifurcation followed by a secondary bifurcation is similar to our previous analysis of Eq. (2) and we only summarize the main results. Because the slow time amplitude equation is simpler than Eq. (9), we shall investigate the secondary bifurcation phenomenon in more detail.
Bifurcation diagram and slow time equations
The solution of Eq. (20) is given by
where s "t is a slow time. A is determined by formulating the O(") problem and by applying a solvability condition. This condition leads to the following DDE for A
where prime now means di¤erentiation with respect to s. For mathematical simplicity, we shall analyze Eq. (22) with
where n is an arbitrary large integer. exp( i ) in Eq. (22) then equals 1. Introducing (23) and the decomposition A = R exp(i ) into Eq. (22), we obtain the following equations for R and :
Hopf bifurcation branch and stability 
where 0 is an arbitrary constant and b1 1. We examine the stability of (26) by formulating the linearized problem. The growth rate of the small perturbation satis…es the conditions
A graphical analysis of (28) indicates that = 0 is the only solution of Eq. (28). We next examine Eq. (27). We wonder if a purely imaginary eigenvalue is possible. Inserting = i into Eq. (27), we …nd two conditions from the real and imaginary parts. They are given by
We may eliminate b1 and obtain a single equation for : With Eq. (29), we then have the conditions
With = 3 and " = 0:1; we compute = " ' 0:94: Solving Eqs. (31) and (32) = 1:825 are shown in Figure 3 by two open circles. They exactly matches the location of the torus bifurcation found numerically from Eq. (19).
Torus bifurcation
Note that the branch of quasiperiodic solutions corresponds to R(s) 6 = 0 and = cst: From Eqs. (24) and (25), we …nd that R satis…es a scalar DDE given by
The bifurcation diagram of Eq. (34) is shown in Figure 5 . The primary branch emerges at b1 = 1 and is followed by a secondary bifurcation at b1 = 3:5 to sustained oscillations in R(s): We have veri…ed numerically that the solutions of Eq. (34) are stable solutions of the complete slow time equations (24) and (25). Near b1 = 0:5; the minimum of R come close to zero. For b1 > 0:5; R becomes negative and Eq. (34) is no more valid. We need to consider Eqs. (24) and (25) for both R and :
Large delay and map
What happens if the delay is further increased? Equivalently, what is the bifurcation diagram for large? Solving Eqs. (31) and (32) Thus the secondary bifurcation persists in the limit of very large delays: The frequency = = suggests that we need to take into account the time scale 1 : To this end, we introduce a new slow time variable S de…ned as
Inserting (36) into Eq. (34), we obtain a small O( 1 ) term multiplying the left hand side. Eliminating this term, we obtain the equation of a map relating An = A(S) and An 1 = A(S 1) :
The secondary branch emerging at b1 = 2 corresponds to a period 2 …xed point of Eq. (37). The period 2 …xed point provides the values of A0 and A1 of the two plateaus of nearly square wave oscillations of the original DDE (34) (see Figure  7) . From (37) and the condition of a Period 2 …xed point, we obtain the parametric solution b1 = b1(A0) and A1 = A1(A0) given by
The secondary bifurcation is supercritical i.e., we note from the …rst expression in (38) b1 > 2 if A 2 0 6 = 1=3: The …rst and secondary branches are shown in Figure 6 .
Discussion
When a mechanical oscillator is subject to a weak feedback exhibiting a large delay, we physically expect a regime where both time scales appear. More precisely, we expect a slowly modulation of rapid oscillations with a period close to the delay. The response is then quasiperiodic exhibiting two distinct frequencies. We have shown for two di¤erent problems that these oscillations appear through a secondary bifurca- Figure 8 -Multiple branching of periodic solutions for the problem of Johnson and Moon. ymax = 2" 1=2 R: All isolated branches emerge from limit points located at c = a=2 and ymax = 4(n=39) 1=2 (n = 1; 2; :::): a = 2:623 and " 1 = 13 : tion phenomena. Our numerical studies of the slow time amplitude equations indicate that the amplitude of the rapid oscillations undergo a sequence of period doubling bifurcations possibly leading to chaos. As a result smaller frequencies sequentially appear and are contributing to a richer oscillatory behavior.
In this paper, we followed the …rst Hopf bifurcation branch and investigate its bifurcations. But isolated branches of time-periodic solutions are possible and can be anticipated by the slow time equations. Figure 8 represents branches of time periodic solutions for the problem of Johnson and Moon. The branches are determined from the analytical solution (14) and (15). In addition to the primary Hopf bifurcation branch that emerges from zero, isolated branches coexist and are characterized by higher frequencies. As for the primary branch, we may analyze their stability properties and look for secondary bifurcations. These isolated branches are purely the result of the large delay. For a laser subject to a delayed optical feedback, they play an important role and are called "external cavity modes" to contrast with the laser mode in the absence of feedback. In future work, we shall investigate the signi…cance of these isolated modes in the context of mechanical vibrations.
Mathematically, the DDEs modeling lasers or mechanical systems are quite di¤erent but their amplitude equations exhibit common features due to the Hopf normal form. The equation derived in [21] has the form
and is quite similar to Eq. (9). Therefore, we may reasonably expect a generalization of our results based on a classi…cation of the possible amplitude equations.
