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La teor´ıa de topos fue desarrollada durante la segunda mitad del siglo XX. Esa teor´ıa
surgio´ en dos l´ıneas separadas, tales fueron la teor´ıa de haces y la teor´ıa de categor´ıas,
y brevemente se constituyo´ en un entorno adecuado para la lo´gica intuicionista, la
cual hab´ıa surgido con los trabajos de Brouwer en las primeras de´cadas del siglo XX
y considerada como alternativa cr´ıtica de la lo´gica cla´sica y de los fundamentos de
las matema´ticas que predominan actualmente. Los topos, tambie´n llamados topos ele-
mentales, permiten generalizar cierta clase de feno´menos matema´ticos a universos ma´s
abstractos y pueden verse como una generalizacio´n de la categor´ıa Con de los conjun-
tos. Por ello el contexto de los topos puede pensarse como cierto ambiente generalizado
para la lo´gica [4].
La teor´ıa de haces fue inicialmente establecida como una herramienta de la Topolog´ıa
algebraica. Posee un marco conceptual general adema´s de un lenguaje propio y sus
or´ıgenes se remontan al siglo XIX, aunque la nocio´n moderna de haz fue establecida
en 1945 por Jean Leray y desarrollada en los an˜os siguientes por Henri Cartan. Se
puede ver un haz como un espacio localmente homeomorfo al espacio base. Pero con el
lenguaje de la teor´ıa de categor´ıas, en el ambiente de esta teor´ıa se establecen universos
alternos cada uno de los cuales permite hacer una matema´tica diferente que ilumina y
enriquece la cla´sica [7].
La teor´ıa de categor´ıas surgio´ a partir de los trabajos de Eilenberg y MacLane al
formular los diagramas conmutativos en un art´ıculo de Topolog´ıa algebraica [6, 8]. En
la de´cada de 1960 tomo´ fuerza gracias a la influencia gigantesca ejercida por Lawvere,
padre y promotor de la teor´ıa de topos, al axiomatizar la categor´ıa de los conjuntos.
Esta teor´ıa permite que muchas de las propiedades de las matema´ticas sean unificadas
y simplificadas en una presentacio´n con flechas, adema´s se establecio´ como un nuevo
sistema para expresar las matema´ticas, por ello se planteo´ el cambio del lenguaje usual
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interno por un lenguaje externo el cual permitiera verlas de manera sinte´tica.
La lo´gica cla´sica se caracteriza por principios como la ley de la doble negacio´n y la
del tercero excluido, que se pueden expresar a nivel proposicional mediante los conec-
tivos. Adema´s en esta lo´gica cualquier conectivo puede expresarse como combinacio´n
de los conectivos usuales. Pero existen otras lo´gicas, como la intuicionista, donde estos
resultados ya no se tienen.
Una forma algebraica de visualizar estos hechos es provista por la teor´ıa de topos,
en cuya lo´gica en general no valen los principios mencionados y en los cuales existen
ejemplos de conectivos que no pueden obtenerse como combinacio´n de los usuales. Eso
sucede incluso en los topos ma´s sencillos, conocidos como topos de prehaces.
En este contexto catego´rico se da desarrollo a todo el trabajo. El primer cap´ıtulo intro-
duce los conceptos catego´ricos ba´sicos utilizados en los cap´ıtulos posteriores, estos con-
ceptos presentados son bien conocidos en la literatura matema´tica. El segundo cap´ıtulo
se centra sobre los prehaces, los cuales son percibidos como un sistema de representa-
ciones de una categor´ıa pequen˜a (una categor´ıa es pequen˜a si la coleccio´n de todos sus
objetos y morfismos es un conjunto). Los prehaces representables conforman un ejemplo
importante del concepto en mencio´n. En este cap´ıtulo se muestra ma´s detalladamen-
te la construccio´n del topos de prehaces [10], ya que a cada una de las afirmaciones
se describe su demostracio´n de una manera ma´s asequible. Adema´s, se estudia el Le-
ma de Yoneda, el cual es muy importante para la definicio´n de los conectivos lo´gicos
en los topos de prehaces. Un conectivo binario suele identificarse con las funciones de
{V, F} × {V, F} en {V, F}, los cuales normalmente se definen mediante una tabla de
verdad. El tercer cap´ıtulo busca a partir de esta definicio´n establecer el conjunto {V, F}
como el objeto de valores de verdad de la categor´ıa de conjuntos, objeto conocido aho-
ra como clasificador de subobjetos, adema´s se establece que en un topos elemental,




Nociones ba´sicas de teor´ıa de
categor´ıas
1.1. Categor´ıas
Una categor´ıa puede ser pensada en primer lugar como un universo para un tipo parti-
cular del discurso matema´tico. Tal universo esta´ espec´ıficamente determinado por cierta
clase de objetos y morfismos entre diferentes objetos. Estos objetos y morfismos pueden
tomar una forma particular en determinados contextos del ambiente matema´tico.
Definicio´n 1.1 (Categor´ıa). Una categor´ıa C consta de
1. Una coleccio´n de C -objetos denotados a, b, c, . . .
2. Una coleccio´n de C -morfismos entre cada par de objetos denotados f, g, h, . . .
Cada C -morfismo f tiene asignado dos C -objetos llamadas dominio y codominio,
denotados domf y codf respectivamente. Si a = domf y b = codf son C -objetos,
entonces el C -morfismo se representa como f : a −→ b o a
f
−→ b.
3. Una operacio´n parcial de composicio´n ◦, definida para cada par de C -morfismos
f y g, con domg = codf , a los que se asigna un C -morfismo g ◦ f , llamado
composicio´n de f y g, g ◦ f : domf −→ codg tal que, cumpla las siguientes
condiciones:
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Propiedad asociativa: dados los C -objetos a, b, c y d, los C -morfismos f : a −→ b,
g : b −→ c y h : c −→ d, entonces se tiene que h ◦ (g ◦ f) = (h ◦ g) ◦ f , es decir,
























Propiedad de identidad : A cada C -objeto b se asigna un C -morfismo 1b : b −→ b,
llamado el morfismo identidad, tal que dados los C -morfismos f : a −→ b y









A continuacio´n se presentan algunos ejemplos de categor´ıas.
Ejemplo 1.2 (Con). La categor´ıa de conjuntos tiene como objetos los conjuntos, los
morfismos las funciones, y la composicio´n es la usual entre funciones.
Ejemplo 1.3 (Grp). La categor´ıa de grupos tiene como objetos los grupos, los mor-
fismos los homomorfismos entre grupos, y la composicio´n es la usual entre funciones.
Ejemplo 1.4 (Top). La categor´ıa de espacios topolo´gicos tiene como objetos los espa-
cios topolo´gicos, los morfismos las funciones continuas entre espacios, y la composicio´n
es la usual entre funciones.
En cada uno de estos ejemplos los objetos son conjuntos con alguna estructura adicional
excepto los objetos de la categor´ıa de conjuntos. Los morfismos son las funciones que
en cada caso apropiado satisfacen las condiciones relacionadas a cada estructura.
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Ejemplo 1.5 (P = (P,≤)). El conjunto ordenado (P,≤) es una categor´ıa que tiene
como objetos los elementos de P , los morfismos esta´n dados por la relacio´n binaria, es
decir, existe un morfismo f : a −→ b si y solo si a ≤ b. La composicio´n esta´ dada por
la transitividad y el morfismo identidad por la reflexividad.
Ejemplo 1.6 (Ab(X)). Como un caso especial del anterior, la categor´ıa de abiertos
sobre un espacio topologico X tiene como objetos los abiertos de X, los morfismos esta´n
dados por las inclusiones entre subconjuntos, es decir, existe un morfismo U −→ V si
y solo si U ⊆ V .
Ejemplo 1.7 (Categor´ıa morfismo). Dada una categor´ıa C , la categor´ıa morfis-
mo C→ tiene como objetos los C -morfismos. Tiene como morfismo desde el objeto










Es decir, dados los C -morfismos h : a −→ c y k : b −→ d, entonces g ◦ h = k ◦ f . La
composicio´n de los morfismos (h, k) y (i, j), se define como:
(i, j) ◦ (h, k) = (i ◦ h, j ◦ k)
ya que el morfismo (i, j) tiene como objetos g : c −→ d y m : e −→ l, luego
m ◦ (i ◦ h) = (j ◦ k) ◦ f.
Por lo tanto (i ◦ h, j ◦ k) es un C→-morfismo.
Para cada objeto g : c −→ d, se asigna el morfismo identidad (1c, 1d) tal que, para todo
morfismo (i, j) y (h, k), se tiene que
(1c, 1d) ◦ (h, k) = (1c ◦ h, 1d ◦ k) y (i, j) ◦ (1c, 1d) = (i ◦ 1c, j ◦ 1d)
= (h, k) = (i, j)
Ejemplo 1.8 (Categor´ıa coma). Si C es una categor´ıa y a un C -objeto, entonces
la categor´ıa coma denotada C ↓ a tiene como objetos los C -morfismos con codominio
a. Como morfismos los C -morfismos tal que para los objetos f : b −→ a y g : c −→ a





La composicio´n entre los morfismos k y j esta´ definida como la composicio´n en C , es
decir, j ◦ k : b −→ d ya que, dado el morfismo k : b −→ c con objetos f : b −→ a y
g : c −→ a, se tiene que g ◦ k = f . Ahora, dado el morfismo j : c −→ d con objetos
g : c −→ a y h : d −→ a, se tiene que h ◦ j = g. Luego, (h ◦ j) ◦ k = g ◦ k = f y











La propiedad asociativa en C ↓ a se deduce de la propiedad asociativa en C ya que,
dados los morfismos k, j y m, m ◦ (j ◦ k) = (m ◦ j) ◦ k. Para cada objeto g : c −→ a, se
asigna el morfismo identidad 1c : c −→ c tal que, g ◦ 1c = g. Luego, para todo morfismo
k y j se tiene que 1c ◦ k = k y j ◦ 1c = j ya que g ◦ (1c ◦ k) = f y h ◦ (j ◦ 1c) = g.
Ejemplo 1.9 (Categor´ıa dual u opuesta). Dada una categor´ıa C se puede formar
una nueva categor´ıa C op, llamada la categor´ıa opuesta o dual de C , la cual toma los
C -objetos pero reversa la direccio´n de todos losC -morfismos y todas las composiciones,
es decir, para cada C -morfismo f : a −→ b, se introduce un C op-morfismo f op : b −→ a.
La composicio´n f op ◦ gop = (g ◦ f)op en C op, esta´ definida exactamente cuando la







La propiedad asociativa, esta´ dada para los C -objetos a, b, c y d, y los C op-morfismos
f op : b −→ a, gop : c −→ b y hop : d −→ c, como:
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f op ◦ (gop ◦ hop) = f op ◦ (h ◦ g)op
= ((h ◦ g) ◦ f)op
= (h ◦ (g ◦ f))op
= (g ◦ f)op ◦ hop
= (f op ◦ gop) ◦ hop
Para cada C -objeto b se asigna el C -morfismo identidad 1b : b −→ b tal que, para todo
C op-morfismo f op : b −→ a y gop : c −→ b, se tiene que 1b ◦ g
op = gop y f op ◦ 1b = f
op.
1.2. Morfismos y objetos especiales
Definicio´n 1.10 (Monomorfismo). UnC -morfismo f : a −→ b es unmonomorfismo
si para cualquier C -objeto c y cada par de C -morfismos g, h : c ⇒ a, la igualdad
f ◦ g = f ◦ h implica g = h.
La notacio´n f : a֌ b es usada para indicar que f es un monomorfismo.
Afirmacio´n 1.11. Si f y g son dos monomorfismos en C , entonces g ◦ f es un mono-
morfismo.
Demostracio´n. Dados los monomorfismos f : a ֌ b y g : b ֌ c, para cualquier
C -objeto d y par de C -morfismos h, j : d ⇒ a, la igualdad (g ◦ f) ◦ h = (g ◦ f) ◦ j
implica que por la propiedad asociativa g ◦ (f ◦ h) = g ◦ (f ◦ j), luego como g es un
monomorfismo f ◦ h = f ◦ j y como f tambie´n es un monomorfismo entonces h = j.
Por lo tanto g ◦ f es un monomorfismo.
Definicio´n 1.12 (Epimorfismo). Un C -morfismo f : a −→ b es un epimorfismo
si para cualquier C -objeto c y cada par de C -morfismos g, h : b ⇒ c, la igualdad
g ◦ f = h ◦ f implica g = h.
La notacio´n f : a։ b es usada para indicar que f es un epimorfismo.
Ejemplo 1.13. En la categor´ıa Con los monomorfismos y epimorfismos corresponden
a las funciones inyectivas y sobreyectivas respectivamente.
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Definicio´n 1.14 (Isomorfismo). Un C -morfismo f : a −→ b, es un isomorfismo si
existe un C -morfismo g : b −→ a tal que g ◦ f = 1a y f ◦ g = 1b.
El morfismo g se llama el inverso de f , por lo tanto se denota g = f−1.
Afirmacio´n 1.15. Todo isomorfismo siempre es un epimorfismo y un monomorfismo.
Demostracio´n. Sea f : a −→ b un isomorfismo en C . Para cualquier par de
C -morfismos g, h : b ⇒ c, si g ◦ f = h ◦ f , entonces g = g ◦ 1b = g ◦ (f ◦ f
−1) =
(g ◦ f) ◦ f−1 = (h ◦ f) ◦ f−1 = h ◦ (f ◦ f−1) = h ◦ 1b = h. Por lo tanto f es un
epimorfismo.
De igual manera todo isomorfismo es un monomorfismo, la prueba es igual.
Definicio´n 1.16 (Objetos isomorfos). LosC -objetos a y b son isomorfos, denotados
a ∼= b, si existe un isomorfismo f : a −→ b en C .
Definicio´n 1.17 (Objeto inicial). Un C -objeto 0 es inicial si para cualquier
C -objeto a, existe uno y solo un morfismo desde 0 hacia a. Este C -morfismo se denota
0a : 0 −→ a.
Ejemplo 1.18. En la categor´ıa Con el u´nico objeto inicial es el conjunto vac´ıo ∅.
Ejemplo 1.19. Objeto inicial para la categor´ıa C→.
Si 0 es el C -objeto inicial de la categor´ıa C , entonces el objeto inicial para la categor´ıa
C→ es el C -morfismo identidad 10 : 0 −→ 0. El objeto inicial de C
→ se obtiene ya que,
para cualquier objeto f : a −→ b existe uno y solo un morfismo (0a, 0b) con 0a : 0 −→ a









Definicio´n 1.20 (Objeto terminal). Un C -objeto 1 es terminal si para cualquier
C -objeto a, existe uno y solo un C -morfismo desde a hacia 1. Este morfismo se denota
!a : a −→ 1.
Ejemplo 1.21. En la categor´ıaCon cualquier conjunto unitario {∗} es objeto terminal.
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Ejemplo 1.22. Objeto terminal para la categor´ıa C→.
Si 1 es el C -objeto terminal de la categor´ıa C , entonces el objeto terminal para la
categor´ıa C→ es el C -morfismo identidad 11 : 1 −→ 1.
Afirmacio´n 1.23. Si f : 1 −→ a tiene como dominio un C -objeto terminal entonces
f es un monomorfismo.
Demostracio´n. Si f : 1 −→ a es un C -morfismo, entonces para cualquier C -objeto c y
par de C -morfismos g, h : c⇒ 1 tales que f ◦ g = f ◦h se tiene g =!c y h =!c. Pues 1 es
un C -objeto terminal y por definicio´n existe uno y solo un C -morfismo desde cualquier
C -objeto hacia 1. Esto implica que g = h. Por lo tanto, f es un monomorfismo.
1.3. L´ımites y col´ımites
Algunas construcciones comunes en las categor´ıas reciben el nombre de l´ımites.
Definicio´n 1.24 (Producto). Un producto de los C -objetos a y b es un C -objeto
a × b junto con un par de C -morfismos pa : a × b −→ a y pb : a × b −→ b tal que,
para cualquier par de C -morfismos f : c −→ a y g : c −→ b existe exactamente un
C -morfismo 〈f, g〉 : c −→ a× b que satisface las siguientes igualdades: pa ◦ 〈f, g〉 = f y
pb ◦ 〈f, g〉 = g.



















Dados los C -morfismos producto 〈f, g〉 y 〈k, h〉, por definicio´n se tiene f = pa ◦ 〈f, g〉
y g = pb ◦ 〈f, g〉 y, de la misma manera, k = pa ◦ 〈k, h〉 y h = pb ◦ 〈k, h〉. Luego por la
igualdad 〈f, g〉 = 〈k, h〉 se tiene f = k y g = h.
Definicio´n 1.26 (Coproducto). Un coproducto de los C -objetos a y b es un
C -objeto a+ b junto con un par de C -morfismos ia : a −→ a+ b y ib : b −→ a+ b tal
que, para cualquier par de C -morfismos f : a −→ c y g : b −→ c existe exactamente
un C -morfismo [f, g] : a+ b −→ c que satisface las siguientes igualdades: [f, g] ◦ ia = f
y [f, g] ◦ ib = g.










Ejemplo 1.27. En Con el producto corresponde al producto cartesiano y el copro-
ducto a la unio´n disyunta.
Ejemplo 1.28. En un conjunto ordenado P como categor´ıa, el producto de dos objetos
es el ı´nfimo entre estos y el coproducto corresponde al supremo.
Definicio´n 1.29 (Igualador). Un C -morfismo i : e −→ a es un igualador de un par
de C -morfismos paralelos f : a −→ b y g : a −→ b si:
1. f ◦ i = g ◦ i;
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2. Dado un C -morfismo h : c −→ a tal que f ◦h = g◦h, existe un u´nico C -morfismo







Definicio´n 1.30 (Coigualador). Un C -morfismo q : b −→ e es un coigualador de
un par de C -morfismos paralelos f : a −→ b y g : a −→ b si:
1. q ◦ f = q ◦ g;
2. Dado un C -morfismo h : b −→ c tal que h◦f = h◦g, existe un u´nico C -morfismo










Definicio´n 1.31 (Categor´ıa finitamente completa). Una categor´ıa se dice que
es finitamente completa si es una categor´ıa con objeto terminal, con productos y con
igualadores.
Definicio´n 1.32 (Diagrama). Un diagrama A, para una categor´ıa C , consiste en
una coleccio´n de C -objetos a1, a2, a3 . . . junto con una coleccio´n, posiblemente vac´ıa,
de C -morfismos g : ai −→ aj entre ellos.
Es decir, entre ciertos objetos de un diagrama pueden o no existir morfismos.
Definicio´n 1.33 (Cono). Un cono para el diagrama A consiste de un objeto c y de un
C -morfismo fi : c −→ ai, para cada objeto ai en A, tal que adema´s g ◦ fi = fj siempre






El cono para el diagrama A, se denota como {fi : c −→ ai}.
Definicio´n 1.34 (L´ımite). Un l´ımite para un diagrama A, es un cono {fi : c −→ ai}
con la propiedad que, para cualquier otro cono {f ′i : c
′ −→ ai}, existe exactamente un
morfismo f : c′ −→ c tal que fi ◦ f = f
′







La anterior propiedad describe que, dada la existencia del otro cono, el cono l´ımite es
el “ma´s cercano” al diagrama. Se dice que el l´ımite tiene la propiedad universal con
respecto a los conos para el diagrama A.





Un cono para A es un par de morfismos h : c −→ a y i : c −→ b con i = f ◦h y i = g◦h,
es decir, para este caso un cono para A es un morfismo h tal que f ◦h = g ◦h. Un l´ımite
para A es el anterior cono con la propiedad que para cualquier otro cono h′ : c′ −→ a
existe un u´nico morfismo y : c′ −→ c tal que h ◦ y = h′. Por lo tanto, se puede decir
que el l´ımite para A es un igualador de f y g, o en otras palabras, que el igualador es
un l´ımite particular.
Ejemplo 1.36. Sea A el diagrama vac´ıo.
Es decir, el diagrama no tiene objetos y de igual manera no tiene morfismos. Un cono
para A es un objeto c de C , un l´ımite para A es entonces un objeto c tal que, para
cualquier otro cono c′, existe exactamente un morfismo f : c′ −→ c. Por lo tanto se
puede decir que, un l´ımite para el diagrama vac´ıo es un objeto terminal de C .
Nota 1.37. Se puede demostrar que una categor´ıa es finitamente completa si y solo
si en ella todos los diagramas finitos tienen un l´ımite, o en otras palabras, si en ella
existen todos los l´ımites finitos.
17
Definicio´n 1.38 (Co-cono). Un co-cono {fi : ai −→ c} para un diagrama A consiste
de un objeto c y de un morfismo fi : ai −→ c para cada objeto ai en A, que satisface
fj ◦ g = fi para cada morfismo g : ai −→ aj en A.
Definicio´n 1.39 (Col´ımite). Un col´ımite para un diagrama A es un co-cono
{fi : ai −→ c} con la propiedad couniversal que para cualquier co-cono {f
′
i : ai −→ c
′}
existe exactamente un morfismo f : c −→ c′ tal que f ◦ fi = f
′









Definicio´n 1.40 (Pullback). Un pullback de un par de morfismos f : a −→ c y






Un cono para este diagrama es un par de morfismos f ′ : d −→ b y g′ : d −→ a tal que









As´ı tenemos, por la propiedad universal de los l´ımites, que un pullback de un par de
morfismos f : a −→ c y g : b −→ c es un par f ′ : d −→ b y g′ : d −→ a de morfismos
tal que:
1. f ◦ g′ = g ◦ f ′;
2. Dado el par de morfismos h : e −→ a y j : e −→ b tal que f ◦ h = g ◦ j, entonces
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Ejemplo 1.41. En Con el pullback para dos funciones f : A −→ C y g : B −→ C
esta´ determinado por el conjunto
A×
C
B = {(a, b) ∈ A× B : f (a) = g (b)}
con funciones pA y pB como las proyecciones, es decir, pA (a, b) = a y pB (a, b) = b.
En efecto:
1. fpA = gpB, ya que fpA (a, b) = f (a) y gpB (a, b) = g (b) y como (a, b) ∈ A×
C
B se
tiene f(a) = g(b).
2. Dadas las funciones β : D −→ B y α : D −→ A con fα = gβ, entonces se define
la funcio´n γ : D −→ A×
C
B para cualquier d ∈ D como γ (d) = (α (d) , β (d)). El
elemento γ(d) pertenece a A×
C
B porque f(α(d)) = g(β(d)). Adema´s pAγ = α y
pBγ = β, ya que:
pAγ (d) = pA (α (d) , β (d)) y pBγ (d) = pB (α (d) , β (d))























Si f es un monomorfismo entonces f ′ tambie´n es un monomorfismo.
Demostracio´n. Sean h, k : e −→ d morfismos tales que f ′ ◦ h = f ′ ◦ k. En tales condi-
ciones
f◦(g′◦h) = (f◦g′)◦h = (g◦f ′)◦h = g◦(f ′◦h) = g◦(f ′◦k) = (g◦f ′)◦k = (f◦g′)◦k = f◦(g′◦k)












f ′ ◦ h = f ′ ◦ k
g′ ◦ h = g′ ◦ k
Puesto que el cuadrado es un pullback, por la propiedad universal se concluye h = k y
as´ı f ′ es un monomorfismo.
Definicio´n 1.43 (Pushout). Un pushout de un par f : a −→ b y g : a −→ c de








Los “homomorfismos” entre categor´ıas reciben el nombre de funtores.
Definicio´n 1.44 (Funtor covariante). Un funtor (covariante) F desde una categor´ıa
C a otra categor´ıa D es una funcio´n que asigna:
1. A cada C -objeto a un D-objeto F (a);
2. A cada C -morfismo f : a −→ b un D-morfismo F (f) : F (a) −→ F (b) tal que:
a) F (1a) = 1F (a) para todos los objetos, es decir, al C -morfismo identidad en
el C -objeto a asigna la identidad en el D-objeto F (a);
b) F (g ◦ f) = F (g) ◦ F (f) siempre que g ◦ f este´ definida en C , es decir, F
respeta la composicio´n.
La notacio´n F : C −→ D es usada para indicar que F es un funtor desde C a D .
Entonces un funtor es una transformacio´n que preserva dom, cod, identidad y compo-
sicio´n.
Ejemplo 1.45 (Funtor identidad). En cualquier categor´ıa C , el funtor identidad
1C : C −→ C es aquel, que tiene 1C (a) = a y 1C (f) = f . Pues 1C (1a) = 1a = 11C (a)
y 1C (g ◦ f) = g ◦ f = 1C (g) ◦ 1C (f).
Ejemplo 1.46 (Funtor partes). Sea P : Con −→ Con la funcio´n que asigna a
cada conjunto A el conjunto de partes P (A), y a cada funcio´n f : A −→ B la funcio´n
P (f) : P (A) −→ P (B) que asigna a cada X ⊆ A la imagen P (f) (X) = f (X) ⊆ B.
Para la funcio´n identidad idA : A −→ A, la funcio´n P (idA) : P (A) −→ P (A) asigna a
cada X ⊆ A la imagen P (idA) (X) = idA (X) = X ⊆ A, por lo tanto P (1A) = idP (A).
Para la composicio´n g ◦ f : A −→ C para alguna funcio´n g : B −→ C, P (g ◦ f) :
P (A) −→ P (C) asigna a cada X ⊆ A la imagen g (f (X)) ⊆ C, as´ı que
P (g ◦ f)(X) = (g ◦ f)(X)
= g (f (X))
= g (P (f) (X))
= P (g) (P (f) (X))
= (P (g) ◦ P (f)) (X) ,
por lo tanto P (g ◦ f) = P (g) ◦ P (f).
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Ejemplo 1.47 (Funtor constante). Dadas las categor´ıas C y D , para cualquier
D-objeto d se define el funtor constante como ∆d : C −→ D , el cual a cada C -objeto
c asigna el D-objeto ∆d(c) = d y a cada C -morfismo f asigna el D-morfismo identidad
∆d(f) = 1d.
Ejemplo 1.48 (Hom-funtor). Una categor´ıa es localmente pequen˜a si entre cada par
de objetos la coleccio´n de todos los morfismos es un conjunto. Dado un C -objeto a en
una categor´ıa localmente pequen˜a C , se define el Hom-funtor C (a,−) : C −→ Con
asignando a cada C -objeto b el conjunto
C (a, b) =
{
f
∣∣ f : a −→ b}
de todos los C -morfismos de a en b, y a cada morfismo g : b −→ c la funcio´n C (a, g) :
C (a, b) −→ C (a, c) tal que para cada morfismo f ∈ C (a, b) es C (a, g) (f) = g ◦ f ∈
C (a, c).
Para cualquier C -morfismo identidad 1b : b −→ b, se tiene la funcio´n C (a, 1b) :
C (a, b) −→ C (a, b) tal que para cualquier morfismo f de C (a, b):
C (a, 1b) (f) = 1b ◦ f
= f
= idC (a,b) (f) ,
por lo tanto C (a, 1b) = idC (a,b).
Ahora, dados los C -morfismos g : b −→ c y h : c −→ d, al C -morfismo h ◦ g : b −→ d
se asigna la funcio´n C (a, h ◦ g) : C (a, b) −→ C (a, d) tal que para cada morfismo f
de C (a, b):
C (a, h ◦ g) (f) = (h ◦ g) ◦ f
= h ◦ (g ◦ f)
= C (a, h) (g ◦ f)
= C (a, h) (C (a, g) (f))
= (C (a, h) ◦C (a, g)) (f) ,
por lo tanto C (a, h ◦ g) = C (a, h) ◦C (a, g).
El nombre de este funtor proviene de que en algunos contextos el conjunto C (a, b) de
todos los morfismos con dominio a y codominio b se denota C (a, b) = HomC (a, b).
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Los ejemplos anteriores son conocidos como los funtores covariantes, los cuales preservan
la direccio´n de los morfismos. Un funtor contravariante es aquel que reversa la direccio´n
de los morfismos, es decir, al dominio le asigna el codominio y viceversa.
Definicio´n 1.49 (Funtor contravariante). Un funtor (contravariante) F desde una
categor´ıa C a otra categor´ıa D es una funcio´n que asigna:
1. A cada C -objeto a un D-objeto F (a);
2. A cada C -morfismo f : a −→ b un D-morfismo F (f) : F (b) −→ F (a) tal que:
a) F (1a) = 1F (a);
b) F (g ◦ f) = F (f) ◦ F (g), siempre que g ◦ f este´ definida en C .
El funtor contravariante F : C −→ D puede ser reemplazado por el funtor covariante
F : C op −→ D , donde a cada C op-objeto a, se asigna el D-objeto F (a) y a cada
C op-morfismo f op : b −→ a, se asigna el D-morfismo F (f op) : F (b) −→ F (a).
Ejemplo 1.50 (Funtor contravariante partes). Sea P : Con −→ Con la fun-
cio´n que asigna a cada conjunto A el conjunto de partes P (A), y a cada funcio´n
f : A −→ B la funcio´n P (f) : P (B) −→ P (A) que asigna a cada X ⊆ B la imagen
inversa a trave´s de f , es decir, P (f) (X) = f−1 (X) ⊆ A. Luego para cualquier funcio´n
identidad idB : B −→ B, se tiene la funcio´n P (idB) : P (B) −→ P (B) tal que, para
cada X ⊆ B, P (idB) (X) = id
−1
B (X) = X, por lo tanto P (idB) = idP (B). Ahora dadas
las funciones f : A −→ B y g : B −→ C, para la composicio´n g ◦ f : A −→ C se tiene
la funcio´n P (g ◦ f) : P (C) −→ P (B) tal que, para cada Y ⊆ C:















P (f) ◦ P (g)
)
(Y ) ,
por lo tanto P (g ◦ f) = P (f) ◦ P (g).
Ejemplo 1.51 (Hom-funtor contravariante). Sea C una categor´ıa localmente
pequen˜a. Dado un C -objeto a, el Hom-funtor contravariante C (−, a) : C −→ Con
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se define asignando a cada C -objeto b el conjunto C (b, a) =
{
f
∣∣ f : b −→ a} y a
cada C -morfismo g : c −→ b la funcio´n C (g, a) : C (b, a) −→ C (c, a) tal que, para
cualquier morfismo f ∈ C (b, a), C (g, a) (f) = f ◦ g ∈ C (c, a).
Para cualquier C -morfismo identidad 1b : b −→ b, se tiene la funcio´n C (1b, a) :
C (b, a) −→ C (b, a), tal que para cualquier morfismo f de C (b, a):
C (1b, a) (f) = f ◦ 1b
= f
= idC (b,a) (f) ,
por lo tanto C (1b, a) = idC (b,a).
Ahora, dados los C -morfismos g : c −→ b y h : d −→ c, a la composicio´n g ◦h : d −→ b
se asigna la funcio´n C (g ◦ h, a) : C (b, a) −→ C (d, a) tal que, para cualquier morfismo
f de C (b, a):
C (g ◦ h, a) (f) = f ◦ (g ◦ h)
= (f ◦ g) ◦ h
= C (h, a) (f ◦ g)
= C (h, a) (C (g, a) (f))
= (C (h, a) ◦C (g, a)) (f) ,
por lo tanto C (g ◦ h, a) = C (h, a) ◦C (g, a).
Dados los funtores F : C −→ D y G : D −→ E , la composicio´n de F y G es el
funtor G ◦ F : C −→ E , adema´s esta operacio´n es asociativa y el morfismo identidad
es el funtor identidad 1C . Por lo tanto se considera los funtores como morfismos entre
categor´ıas.
Definicio´n 1.52 (Categor´ıa de categor´ıas). La categor´ıa de categor´ıas denotada
Cat , tiene como objetos las categor´ıas y como morfismos los funtores.
Definicio´n 1.53 (Transformacio´n natural). Una transformacio´n natural desde un
funtor F : C −→ D a un funtor G : C −→ D es una funcio´n τ que asigna a cada
C -objeto a un D-morfismo τa : F (a) −→ G(a), tal que para cualquier C -morfismo
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Es decir, τb ◦ F (f) = G(f) ◦ τa.
En algunas ocasiones se usa la notacio´n τ : F

−→ G para indicar que τ es una trans-
formacio´n natural desde F hacia G.
El morfismo τa es llamado la componente de τ .
Ahora si cada componente τa de τ es un isomorfismo en D entonces τ es llamado un
isomorfismo natural. En este caso, para cada τa : F (a) −→ G (a) existe su inversa
τ−1a : G (a) −→ F (a) la cual forma la componente del isomorfismo natural inverso
τ−1 : G −→ F . La notacio´n τ : F ∼= G es usada para indicar que τ es un isomorfismo
natural.
Ejemplo 1.54 (Categor´ıa de funtores). La categor´ıa DC , de todos los funtores
desde C hasta D tiene como objetos los funtores F : C −→ D entre estas categor´ıas.
Los morfismos son todas las transformaciones naturales τ : F −→ G entre estos mismos
funtores.
La composicio´n de transformaciones naturales τ : F −→ G y σ : G −→ H es la
transformacio´n natural σ ◦ τ definida como sigue. Para cualquier morfismo f : a −→ b

















Ahora, para cada objeto a de C se toma (σ ◦ τ)a = σa ◦ τa, entonces
(σ ◦ τ)b ◦ F (f) = σb ◦ τb ◦ F (f) = σb ◦G (f) ◦ τa = H (f) ◦ σa ◦ τa = H (f) ◦ (σ ◦ τ)a .
As´ı (σ ◦ τ)a es una componente de la transformacio´n natural σ ◦ τ : F −→ H.
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El morfismo identidad para cada funtor F : C −→ D es la transformacio´n identidad
1F : F −→ F tal que para cada C -objeto a el morfismo (1F )a : F (a) −→ F (a) es el
morfismo identidad 1F (a). Este es un isomorfismo natural.
1.5. Clasificador de subobjetos
La nocio´n catego´rica de subobjeto nace de monomorfismos cuyo codominio es el objeto
dado.
Definicio´n 1.55. Si f : a֌ c y g : b֌ c son dos monomorfismos con igual codominio
c, entonces f ⊆ g si existe un morfismo h : a −→ b tal que f = g ◦ h.
Afirmacio´n 1.56. En la definicio´n anterior, el morfismo h es un monomorfismo.
Demostracio´n. Dados el morfismo h : a −→ b y el monomorfismo g : b ֌ c, para
cualquier objeto d y par de morfismos i, j : d ⇒ a, la igualdad h ◦ i = h ◦ j, implica
por composicio´n de morfismos que g ◦ (h ◦ i) = g ◦ (h ◦ j), luego por asociatividad
(g ◦ h) ◦ i = (g ◦ h) ◦ j, entonces i = j, ya que f = g ◦ h es un monomorfismo, dada la
definicio´n anterior. Por lo tanto h es un monomorfismo.
Afirmacio´n 1.57. La relacio´n ⊆ entre monomorfismos con igual codominio es una
relacio´n de preorden.
Demostracio´n. Es reflexiva ya que f ⊆ f puesto que f = f ◦ 1a. Es transitiva ya que
si f ⊆ g y g ⊆ k entonces f ⊆ k, puesto que si f = g ◦ h y g = k ◦ i entonces
f = k ◦ (i ◦ h).
Como tal, esta relacio´n induce una relacio´n de equivalencia. Dos monomorfismos
f : a ֌ c y g : b ֌ c con codominio comu´n son equivalentes si existen morfismos
h : a −→ b con f = g ◦ h y k : b −→ a con g = f ◦ k. Puesto que todos son mono-
morfismos, esto implica que k = h−1 es el inverso de h, as´ı que f y g son equivalentes
si y solo si existe un isomorfismo h : a ∼= b con f = g ◦ h. La notacio´n f ≡ g es usada
para indicar que f y g son equivalentes y la clase de equivalencia de un monomorfismo




∣∣ f ≡ g} .
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∣∣ f es un monomorfismo con cod f = c}
Ma´s au´n, este es un conjunto ordenado por la relacio´n bien definida: [f ] ⊆ [g] si y solo
si f ⊆ g.
Definicio´n 1.58 (Subobjeto). Un subobjeto de c es una clase de equivalencia de
monomorfismos con codominio c.
Por otro lado tenemos que un subobjeto esta´ dado por algu´n monomorfismo que lo
representa, es decir, un subobjeto de un objeto b en C se representa mediante un
monomorfismo f : a֌ b con codominio b.
Ejemplo 1.59 (Funtor de subobjetos). Sub : C op −→ Con es el funtor (contra-
variante) que asigna a cada C -objeto a el conjunto Sub (a) de todos sus subobjetos,
y a cada C -morfismo f : a −→ b la funcio´n Sub (f) : Sub (b) −→ Sub (a), tambie´n
denotada f−1, que asigna a cada g : c֌ b el pullback f−1g : d֌ a de g “a lo largo”







Por supuesto, esta construccio´n solo es posible si la categor´ıa C tiene pullbacks. Pero,
cuando existe, es la generalizacio´n del funtor contravariante de partes (ejemplo 1.50).
Definicio´n 1.60 (Elemento). Si la categor´ıa C tiene objeto terminal 1, entonces un
elemento de un objeto a se define como un morfismo x : 1 −→ a.
El anterior elemento x de a es un monomorfismo como se probo´ en la afirmacio´n 1.23.
Definicio´n 1.61 (Clasificador de subobjetos). Si C es una categor´ıa con objeto
terminal 1, entonces el clasificador de subobjetos para C es un objeto Ω acompan˜ado
de un morfismo T : 1 −→ Ω que satisface el siguiente axioma.
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Para cada monomorfismo f : a֌ d, existe uno y solo un morfismo χf : d −→ Ω









El morfismo χf se llama el morfismo caracter´ıstico o la caracter´ıstica del monomorfismo
f . La letra T asignada al morfismo definido proviene de la aplicacio´n en lo´gica en la
cual se identifica con el valor de verdad verdadero o true.
En una categor´ıa finitamente completa que tiene objeto clasificador se tiene el siguiente
isomorfismo natural:
Sub ∼= C (−,Ω).
1.6. Topos
En esta seccio´n se define una clase muy especial de categor´ıas.
Definicio´n 1.62 (Exponencial). La categor´ıa C tiene exponenciales si tiene pro-
ductos y, adema´s, para cualesquier C -objetos a y b existe un C -objeto exponencial ba
junto con un morfismo ev : ba× a −→ b, llamado el morfismo evaluador, tales que para
cualquier objeto c y morfismo g : c× a −→ b existe un u´nico morfismo gˆ : c −→ ba tal







La asignacio´n de g hacia gˆ establece la siguiente biyeccio´n natural entre el conjunto de
todos los morfismos de c× a en b, y el conjunto de todos los morfismos de c en ba.
C (c× a, b) ∼= C (c, ba)
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Aqu´ı se utiliza esta notacio´n porque, en realidad, se trata de una equivalencia natural
entre los Hom-funtores C (−× a, b) y C (−, ba).
Definicio´n 1.63 (Categor´ıa cartesiana cerrada). Una categor´ıa se dice cartesiana
cerrada si es finitamente completa y tiene exponenciales.
Definicio´n 1.64 (Topos elemental). Un topos elemental es una categor´ıa cartesiana




En todo este cap´ıtulo C es una categor´ıa pequen˜a, esto es, la coleccio´n de todos los
morfismos de C forman un conjunto, al igual que la coleccio´n de todos sus objetos. Es
claro que toda categor´ıa pequen˜a es, en particular, localmente pequen˜a.
2.1. Prehaces
Un prehaz es un funtor contravariante de C en la categor´ıa de los conjuntos.
Definicio´n 2.1 (Prehaz ). Un prehaz sobre la categor´ıa pequen˜a C es un funtor
F : C op −→ Con que asigna a cada C -objeto a un conjunto F (a) y que a cada
C -morfismo f : a −→ b asigna una funcio´n F (f) : F (b) −→ F (a). Para cada elemento
x ∈ F (b), el elemento F (f)(x) ∈ F (a) se denota x · f .
Lo anterior implica que al C -morfismo identidad 1a : a −→ a se asigna la funcio´n
ide´ntica F (1a) que a cualquier elemento y ∈ F (a) hace corresponder y · 1a = y ∈ F (a).
Luego a los C -morfismos f : a −→ b, g : b −→ c y g ◦ f , se asignan las funciones F (f),
F (g) y F (g ◦ f) : F (c) −→ F (a), de tal manera que para cualquier elemento m ∈ F (c)
se tiene que m · (g ◦ f) ∈ F (a). Ahora
F (g ◦ f)(m) = (F (f) ◦ F (g))(m)
= F (f)(F (g)(m))
= F (f)(m · g)
por lo tanto m · (g ◦ f) = (m · g) · f .
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Ejemplo 2.2 (Prehaces representables). El Hom-funtor contravariante C (−, a)
(ejemplo 1.51) es un prehaz. En general, un prehaz es representable si es naturalmente
isomorfo al Hom-funtor contravariante C (−, a) para algu´n C -objeto a.
Nota 2.3. En estos te´rminos, una categor´ıa (con adecuadas condiciones) posee clasifi-
cador de subobjetos si y solo si el funtor de subobjetos es representable.
Definicio´n 2.4 (Categor´ıa de prehaces). La categor´ıa de prehaces sobre C es una
categor´ıa de funtores, la cual se denota Ĉ = ConC
op
, cuyos objetos son los funtores
F : C op −→ Con , es decir, los prehaces sobre C . Los morfismos son las transfor-
maciones naturales entre estos funtores, es decir, τ : F −→ G es un Ĉ -morfismo si
para cualquier C -objeto a, τa : F (a) −→ G(a) es una funcio´n tal que para cualquier












Es decir, G(f) ◦ τb = τa ◦ F (f). Por lo tanto para cualquier x ∈ F (b), se tiene
τb(x) · f = τa(x · f).
El morfismo identidad y la composicio´n entre morfismos de Ĉ se definen igual que en
la categor´ıa de funtores.
2.2. El lema de Yoneda
Los funtores representables permiten establecer una conexio´n profunda entre la cate-
gor´ıa C y la categor´ıa de prehaces Ĉ . En lo que sigue, el Hom-funtor contravariante
C (−, a) se denotara´ de manera simple como y(a).
Definicio´n 2.5. Para cualquier C -morfismo f : a −→ b y par de prehaces representa-
bles y(a) y y(b), se define una transformacio´n natural y(f) : y(a) −→ y(b) la cual asigna
a cada C -objeto c la funcio´n y(f)c : y(a)(c) −→ y(b)(c) dada para todo morfismo h de
y(a)(c) como

























(h) = y(b)(g)(f ◦ h)
= (f ◦ h) ◦ g





(h) = y(f)d(h ◦ g)
= f ◦ (h ◦ g)
por lo tanto y(b)(g) ◦ y(f)c = y(f)d ◦ y(a)(g) y as´ı se verifica que, en efecto, y(f) es una
transformacio´n natural.
Afirmacio´n 2.6. La funcio´n y : C −→ Ĉ es un funtor.
Demostracio´n. A cada C -objeto a se asigna un Ĉ -objeto y(a), y a cada C -morfismo
f se asigna el Ĉ -morfismo o transformacio´n natural y(f).
Ahora a un C -morfismo identidad 1a se asigna un Ĉ -morfismo y(1a), el cual asigna a
cada C -objeto c la funcio´n y(1a)c tal que, para cada morfismo h de y(a)(c), se tiene
y(1a)c(h) = 1a ◦ h = h
lo cual implica que y(1a) es la transformacio´n natural identidad, es decir, y(1a) = 1y(a).
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Ahora dados los C -morfismos f : a −→ b y g : b −→ c, entonces a la composicio´n de
f y g se asigna el Ĉ -morfismo y(g ◦ f), el cual asigna a cada C -objeto d la funcio´n
y(g ◦ f)d, tal que para cada morfismo k de y(a)(d) se tiene
y(g ◦ f)d(k) = (g ◦ f) ◦ k.
Por otro lado, se asignan los Ĉ -morfismos y(f) y y(g), los cuales a cualquier C -objeto
d asignan las funciones y(f)d y y(g)d, tales que para cada morfismo k de y(a)(d) se
tiene
(y(g)d ◦ y(f)d)(k) = y(g)d(y(f)d(k))
= y(g)d(f ◦ k)
= g ◦ (f ◦ k).
Es decir, y(g ◦ f) = y(g) ◦ y(f).
Por lo tanto, y : C −→ Ĉ es un funtor.
El ce´lebre resultado que sigue establece el lugar preciso que ocupa la “imagen” y (C )
dentro de la categor´ıa de prehaces Ĉ .
Teorema 2.7 (Lema de Yoneda). Para cualquier Ĉ -objeto F y C -objeto a existe
una biyeccio´n natural
Y : Nat(y(a), F ) −→ F (a)
la cual asigna a cada transformacio´n natural τ el elemento Y (τ) = τa(1a).
Es decir, Y (τ) = τa(1a) lo cual tiene pleno sentido porque τ es una transformacio´n
natural del funtor contravariante y(a) en el funtor contravariante F , luego para el objeto
a existe una funcio´n τa : y(a)(a) −→ F (a) y con toda seguridad 1a ∈ y(a)(a) = C (a, a).
En la notacio´n del cap´ıtulo 1 se tiene Nat(C (−, a), F ) ∼= F (a).
Demostracio´n. Para comenzar se observa que dado un objeto cualquiera b de C , para
cada f : b −→ a ∈ y(a)(b) se tiene
τb(f) = Y (τ) · f. (∗)
En efecto:
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= Y (τ) · f
Ahora sean σ, τ ∈ Nat(y(a), F ) transformaciones naturales y supo´ngase que Y (σ) =
Y (τ). Segu´n (∗), para cada objeto b y cada f ∈ y(a)(b) se tiene σb(f) = Y (σ) · f =
Y (τ) · f = τb(f), luego σb = τb y as´ı σ = τ . De esta manera la funcio´n Y es inyectiva.
Por otro lado, dado un elemento cualquiera r ∈ F (a) se define para cada objeto b de
C la funcio´n ρb : y(a)(b) −→ F (b) como ρb(f) = r · f . Esto define una transformacio´n
natural ρ : y(a) −→ F pues para cada morfismo g : b −→ c de C y cada h ∈ y(a)(c) se
tiene:
(
F (g) ◦ ρc
)
(h) = F (g)(r · h)
= (r · h) · g
= r · (h ◦ g)






















En especial para el morfismo identidad 1a se tiene
ρa(1a) = r · 1a = r,
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esto es, Y (ρ) = r lo cual indica que la funcio´n Y es biyectiva.
Para terminar, lo “natural” de la biyeccio´n Y consiste en que “conmuta lo que debe




















Las igualdades correspondientes a estos dos diagramas se verifican de inmediato.
Corolario 2.8. Para cualesquier C -objetos a y b existe una biyeccio´n natural
Nat(y(a), y(b)) −→ C (a, b).
Demostracio´n. Basta tomar en el lema de Yoneda 2.7 el funtor F como el funtor repre-
sentable y(b), con lo cual F (a) = y(b)(a) = C (a, b).
La importancia de los prehaces queda en evidencia en el resultado siguiente, similar al
teorema de representacio´n de Cayley de la teor´ıa de Grupos.
Teorema 2.9 (Representacio´n de Yoneda). Toda categor´ıa pequen˜a C es equiva-
lente a una subcategor´ıa de la categor´ıa de prehaces Ĉ .
Demostracio´n. El corolario al lema de Yoneda muestra que hay una correspondencia
biyectiva y natural entre los Ĉ -morfismos de y(a) a y(b) y los C -morfismos de a a b.
Luego el funtor y establece la equivalencia mencionada.
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2.3. El topos de prehaces
En esta seccio´n se demuestra con todo detalle que la categor´ıa de los prehaces constituye
un topos.
2.3.1. L´ımites finitos
Definicio´n 2.10 (Objeto terminal). Se define el Ĉ -objeto ∆1 : C
op −→ Con como
el funtor constante al conjunto unitario 1 = {∗}, esto es, el prehaz ∆1 asigna a cualquier
C -objeto a el conjunto unitario 1 y a cada C -morfismo f la funcio´n ide´ntica 11.
Para cualquier Ĉ -objeto F existe un u´nico Ĉ -morfismo ! : F −→ ∆1 determinado
como sigue: a cada C -objeto a se asigna la funcio´n constante !a : F (a) −→ 1 mediante
!a(x) = ∗ para cada x ∈ F (a) (esta es la u´nica funcio´n posible). Adema´s para cualquier













Definicio´n 2.11 (Producto). Si F y G son Ĉ -objetos, se define el Ĉ -objeto F ×G el
cual asigna a cada C -objeto a el conjunto (F×G)(a) = F (a)×G(a) (este es el producto
cartesiano usual de conjuntos), adema´s a cada C -morfismo f : a −→ b asigna la funcio´n
(F × G)(f) = F (f) × G(f) (producto usual de funciones), donde para cada elemento





se denota (x, y) · f = (x · f, y · f).
De manera adicional se definen los Ĉ -morfismos piF : F ×G −→ F y piG : F ×G −→ G
los cuales asignan a cada C -objeto a las funciones piFa y piGa como piFa(x, y) = x ∈ F (a)
y piGa(x, y) = y ∈ G(a) para cada (x, y) ∈ (F ×G)(a).
Se verifica sin dificultad que los pi son, en efecto, transformaciones naturales. Luego,
para cualquier par de Ĉ -morfismos τ : H −→ F y σ : H −→ G existe exactamente un
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Ĉ -morfismo 〈τ, σ〉 : H −→ F ×G que satisface las siguientes igualdades: piF ◦〈τ, σ〉 = τ
y piG ◦ 〈τ, σ〉 = σ. La transformacio´n asigna al C -objeto a la funcio´n 〈τ, σ〉a dada por
〈τ, σ〉a (x) = (τa(x), σa(x)) para cualquier elemento x ∈ H(a), luego:
(
piF ◦ 〈τ, σ〉
)
a
(x) = piFa(〈τ, σ〉a (x)) = piFa(τa(x), σa(x)) = τa(x),(
piG ◦ 〈τ, σ〉
)
a
(x) = piGa(〈τ, σ〉a (x)) = piGa(τa(x), σa(x)) = σa(x).
2.3.2. Exponenciales
Sean P y Q dos Ĉ -objetos y supo´ngase que existe un Ĉ -objeto QP tal que para cual-
quier Ĉ -objeto R se tiene que
Nat(R× P,Q) ∼= Nat(R,QP ).
Entonces, en particular, para cada funtor representable R = C (−, a) = y(a) por el
lema de Yoneda (teorema 2.7) se tiene
Nat(y(a)× P,Q) ∼= Nat(y(a), QP ) ∼= QP (a)
As´ı, QP (a) es el conjunto de todas las transformaciones naturales τ : y(a)× P −→ Q,
y es de esta manera como se define el funtor exponencial.
Definicio´n 2.12 (Exponenciales). Para los Ĉ -objetos P y Q, se define el funtor
exponencial QP : C op −→ Con en el C -objeto a como
QP (a) = {τ : y(a)× P −→ Q
∣∣ τ es transformacio´n natural }
y en el C -morfismo f : a −→ b de manera natural como sigue: dado σ ∈ QP (b) se toma
τ = QP (f)(σ) en cada C -objeto c como τc(h, y) = σc(fh, y).
Adema´s, se define el Ĉ -morfismo ev : QP × P −→ Q como sigue: para cualquier C -
objeto a y para cualesquier elementos τ ∈ QP (a), y ∈ P (a) es
eva(τ, y) = τa(1a, y).
Ahora, para cualquier Ĉ -objeto R, dada la transformacio´n natural σ : R × P −→ Q
existe una u´nica transformacio´n natural σ̂ : R −→ QP tal que ev ◦ (σ̂ × 1P ) = σ, es








En efecto, para cualquier C -objeto a y cualquier elemento u ∈ R(a), se establece la
transformacio´n natural σ̂a(u) : y(a)× P −→ Q como
(σ̂a(u))c(f, x) = σc(u · f, x)
para cualquier C -objeto c, cualquier morfismo f ∈ y(a)(c) y cualquier x ∈ P (c).
Por lo tanto se tiene que, para elementos adecuados,
(
ev ◦ (σ̂ × 1P )
)
a
(u, y) = eva
(




= σa(u · 1a, y)
= σa(u, y)
con lo cual ev ◦ (σ̂ × 1P ) = σ.
2.3.3. Clasificador de subobjetos
Definicio´n 2.13 (Criba). Una criba sobre un C -objeto c es un conjunto U de
C -morfismos con codominio c, con la propiedad que dado un C -morfismo arbitrario
f : b −→ c ∈ U , para cada C -morfismo g con codominio b se tiene f ◦ g ∈ U .
Ejemplo 2.14. ∅ es una criba sobre cualquier objeto c.
Evidentemente, respecto a la inclusio´n, ∅ es la criba mı´nima sobre c.
El conjunto de todos los C -morfismos con codominio c se denota tc.
Afirmacio´n 2.15. tc es una criba sobre c.
Demostracio´n. Dado cualquier C -morfismo f : b −→ c ∈ tc, entonces para cada
C -morfismo g : a −→ b se tiene f ◦ g ∈ tc porque f ◦ g : a −→ c.
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Evidentemente, respecto a la inclusio´n, tc es la criba ma´xima sobre c.
Afirmacio´n 2.16. U = tc si y so´lo si 1c ∈ U .
Demostracio´n. Como 1c ∈ tc, si tc = U entonces 1c ∈ U . Al reve´s, si 1c ∈ U entonces
para cada C -morfismo f : b −→ c es 1c ◦ f = f ∈ U , as´ı que U = tc.
Definicio´n 2.17. Dados una criba U sobre c y un C -morfismo f : b −→ c, se define el
conjunto U · f de C -morfismos con codominio b como sigue:
g ∈ U · f si y solo si f ◦ g ∈ U.
Es decir, U · f =
{
g : a −→ b
∣∣ f ◦ g ∈ U}.
Afirmacio´n 2.18. Sea U una criba sobre c y sean f : b −→ c, g : a −→ b morfismos.
1. U · f es una criba sobre b
2. (U · f) · g = U · (f ◦ g)
3. U · 1c = U
4. U · f = tb si y solo si f ∈ U
5. tc · f = tb
Demostracio´n.
1. Dado cualquier C -morfismo g : a −→ b ∈ U · f , por definicio´n esto significa f ◦ g :
a −→ c ∈ U . Ahora para cada C -morfismo h con codominio a se tiene f ◦ (g ◦ h) =
(f ◦ g) ◦ h ∈ U , luego g ◦ h ∈ U · f . Por lo tanto U · f es una criba sobre b.
2. Para cadaC -morfismo h con codominio a se tiene h ∈ (U ·f)·g si y solo si g◦h ∈ U ·f ,
si y solo si f ◦ (g ◦ h) ∈ U , si y solo si (f ◦ g) ◦ h ∈ U , si y solo si h ∈ U · (f ◦ g). Por lo
tanto (U · f) · g = U · (f ◦ g).
3. Para cada C -morfismo k con codominio c se tiene k ∈ U · 1c si y solo si 1c ◦ k ∈ U ,
si y solo si k ∈ U . Por lo tanto U · 1c = U .
4. Por la afirmacio´n 2.16 se tiene U · f = tb si y solo si 1b ∈ U · f , si y solo si f ◦ 1b ∈ U ,
si y solo si f ∈ U .
5. Como f ∈ tc, por el inciso anterior tc · f = tb.
39
Definicio´n 2.19. Se define el prehaz de cribas como el objeto Ω de Ĉ que a cada
C -objeto a asigna el conjunto Ω(a) de todas las cribas sobre a, y a cada C -morfismo
f : a −→ b asigna la funcio´n Ω(f) : Ω(b) −→ Ω(a) definida en cada U ∈ Ω(b) como
Ω(f)(U) = U · f ∈ Ω(a).
As´ı, en particular, a cada C -morfismo identidad 1a se asigna la funcio´n Ω(1a) dada
para cada U ∈ Ω(a) como U · 1a = U , luego Ω(1a) = 1Ω(a). Ahora, para cada par de
C -morfismos f : b −→ c, g : a −→ b y cada U ∈ Ω(c) se tiene
Ω(f ◦ g)(U) = U · (f ◦ g)
= (U · f) · g





= (Ω(g) ◦ Ω(f))(U).
Es decir, Ω(f ◦ g) = Ω(g) ◦Ω(f). Por lo tanto, Ω es en efecto un funtor contravariante.
Definicio´n 2.20. Se define el Ĉ -morfismo T : ∆1 −→ Ω del prehaz constante ∆1
(objeto terminal) en el prehaz de cribas Ω, asignando a cada C -objeto a la funcio´n
Ta : 1 −→ Ω(a) que al u´nico elemento del conjunto unitario 1 = {∗} hace corresponder
la criba ma´xima, es decir, Ta(∗) = ta.
















(∗) = Ω(f)(tb) = tb · f = ta = Ta(∗), la penu´ltima igualdad por la
afirmacio´n 2.18. Luego T es, en efecto, una transformacio´n natural.
Definicio´n 2.21 (Subobjeto). Un subobjeto para un Ĉ -objeto F es un subfuntor S,
es decir, es un prehaz tal que para cualquier C -objeto a se tiene que S(a) ⊆ F (a), y
para cualquier funcio´n f : a −→ b se tiene que S(f) es la restriccio´n de la funcio´n F (f).
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Definicio´n 2.22. Sea S un subobjeto del prehaz F . Dado un C -objeto c, para cada
elemento x ∈ F (c) se define θx como el conjunto de todos los C -morfismos f : b −→ c
que cumplen:
f ∈ θx si y solo si x · f ∈ S(b).
Es decir, θx =
{
f
∣∣ x · f ∈ S(dom(f))}.
Afirmacio´n 2.23. Sean S un subobjeto del prehaz F y x ∈ F (c) para algu´n objeto c.
1. θx es una criba sobre c
2. θx·f = (θx) · f para cada C -morfismo f : b −→ c
3. θx = tc si y solo si x ∈ S(c)
Demostracio´n.
1. Sea f : b −→ c y supo´ngase que f ∈ θx, esto es, x · f ∈ S(b). Para cualquier
C -morfismo g : a −→ b, siendo S un funtor, de x · f ∈ S(b) se sigue (x · f) · g ∈ S(a).
Pero (x · f) · g = x · (f ◦ g), luego por definicio´n f ◦ g ∈ θx y se trata de una criba.
2. Dado g : a −→ b, se tiene g ∈ θx·f si y solo si (x · f) · g ∈ S(a), si y solo si
x · (f ◦ g) ∈ S(a), si y solo si f ◦ g ∈ θx, si y solo si g ∈ (θx) · f .
3. Segu´n la afirmacio´n 2.16 es θx = tc si y solo si 1c ∈ θx, si y solo si x · 1c ∈ S(c), si y
solo si x ∈ S(c).
Definicio´n 2.24. Dados un prehaz F y un subfuntor S del mismo, se define el
Ĉ -morfismo χ : F −→ Ω asignando a cada objeto c la funcio´n χc : F (c) −→ Ω(c)
que al elemento x ∈ F (c) hace corresponder la criba θx ∈ Ω(c), esto es, χc(x) = θx.












Ahora para cualquier x ∈ F (b) se tiene
Ω(f)(χb(x)) = Ω(f)(θx) = (θx) · f
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mientras
χa(F (f)(x)) = χa(x · f) = θx·f .
Por la afirmacio´n 2.23 se tiene θx·f = θx · f , luego Ω(f) ◦ χb = χa ◦ F (f). Por lo tanto
χ : F −→ Ω es, en efecto, una transformacio´n natural.
Afirmacio´n 2.25. Dados un prehaz F y un subfuntor S del mismo, el siguiente dia-
















Pues para cualquier x ∈ S(a) se tiene Ta(!a(x)) = Ta(∗) = ta y χa(ja(x)) = χa(x) = θx,
y por la afirmacio´n 2.23 se sabe que x ∈ S(a) implica θx = ta.
Dado otro prehaz R con transformaciones τ : R −→ ∆1 y σ : R −→ F tales que
Tτ = χσ, para cada objeto a y cada y ∈ R(a) se tiene θσa(y) = χa(σa(y)) = Ta(τa(y)) =
Ta(∗) = ta. Luego por la afirmacio´n 2.23 se sigue σa(y) ∈ S(a), y as´ı la transformacio´n σ
se restringe (de manera u´nica) a una transformacio´n R −→ S. Esto completa la prueba
de que se trata de un pullback.
Afirmacio´n 2.26. El Ĉ -morfismo χ : F −→ Ω definido en 2.24 es el u´nico que hace
que el diagrama de la afirmacio´n 2.25 sea un pullback.
Demostracio´n. Sea Υ : F −→ Ω una transformacio´n natural tal que el diagrama de
2.25 es un pullback. Por la manera en que se construyen los l´ımites finitos en Ĉ , esto
implica que para un objeto arbitrario a el correspondiente diagrama es un pullback en
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Con, luego por el ejemplo 1.41 el conjunto S(a) es isomorfo al de las parejas (y, ∗) con
y ∈ F (a) tales que Υa(y) = Ta(∗) = ta, es decir, Υa(y) = ta si y solo si y ∈ S(a).
Ahora dados un C -morfismo f : b −→ c y un elemento x ∈ F (c), se tiene f ∈ Υc(x) si
y solo si Υc(x) · f = tb por la afirmacio´n 2.18; si y solo si Υb(x · f) = tb porque Υ es una
transformacio´n natural; si y solo si x · f ∈ S(b) por la conclusio´n del pa´rrafo anterior;
si y solo si f ∈ θx por la definicio´n 2.22. Es decir, Υc(x) = θx = χc(x) y as´ı Υ = χ.
Estos resultados permiten concluir que el funtor de prehaces Ω definido en 2.19, junto
con la transformacio´n T que escoge la criba ma´xima, es el clasificador de subobjetos para
la categor´ıa de prehaces Ĉ . Con ello se concluye la demostracio´n del hecho siguiente.





Segu´n el teorema 2.27, las siguientes categor´ıas son casos particulares de topos.
Ejemplo 2.28 (Con). La categor´ıa de los conjuntos Con es una categor´ıa de prehaces
ConC
op
tomando la categor´ıa C con un solo objeto c y un solo morfismo 1c : c −→ c.
En este caso, un prehaz sobre C es un funtor F : C op −→ Con , el cual asigna al
C -objeto c un conjunto F (c) y al C -morfismo 1c la funcio´n ide´ntica F (1c) = 1F (c) :
F (c) −→ F (c). A su vez, una transformacio´n natural τ : F −→ G es una u´nica funcio´n
τc : F (c) −→ G(c). De esta manera se obtienen los conjuntos y las funciones.
En este caso el clasificador de subobjetos Ω esta´ determinado por el u´nico conjunto Ω(c)
de todas las cribas sobre c. Dado que el u´nico morfismo es 1c, las cribas posibles son
∅ y {1c} = tc. De esta manera, el clasificador se identifica con el conjunto Ω = {0, 1}
acompan˜ado de la funcio´n {∗} −→ Ω que asigna a ∗ el elemento ma´ximo 1.
Ejemplo 2.29 (Conjunto ordenado). Sea P = (P,≤) un conjunto ordenado, esta
estructura se puede ver como una categor´ıa pequen˜a segu´n el ejemplo 1.5.
Un prehaz sobre P es un funtor F : Pop −→ Con , el cual asigna a cada elemento
a ∈ P un conjunto F (a) y a cualquier P -morfismo f : b −→ c, esto es b ≤ c, una
funcio´n F (f) : F (c) −→ F (b). En este caso, para cualquier x ∈ F (c) el elemento
F (f)(x) ∈ F (b) se denota x|b.
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Ahora, dado un P -objeto c entonces un P -morfismo con codominio c corresponde a
un elemento del segmento inicial (c] =
{
x ∈ P
∣∣ x ≤ c} y una criba es un subconjunto
H de (c] con la siguiente propiedad adicional: si b ∈ H (existe un morfismo b −→ c)
y a ≤ b (existe morfismo a −→ b) entonces tambie´n a ∈ H (el morfismo compuesto
a −→ c pertenece a la criba). Los subconjuntos con estas caracter´ısticas se denominan
hereditarios, as´ı que una criba sobre c ∈ P corresponde a un subconjunto hereditario
de (c].
Luego, dado un P -morfismo f : a −→ b, esto es a ≤ b, y una criba H sobre b se tiene
H · f = {x ≤ a
∣∣ x ∈ H} = H ∩ (a] que es un subconjunto hereditario de (a].
Por tanto el clasificador de subobjetos del topos de prehaces ConP
op
es el funtor
Ω : Pop −→ Con el cual asigna a cualquier P -objeto c ∈ P el conjunto Ω(c) ={
H ⊆ (c]
∣∣ H es hereditario }, y a cada P -morfismo a ≤ b la funcio´n de restriccio´n
Ω(b) −→ Ω(a) que a H ∈ Ω(b) hace corresponder H|a = H ∩ (a] ∈ Ω(a).
Ejemplo 2.30 (Grafos dirigidos). Un grafo dirigido G esta´ formado por un conjunto
de ve´rtices y un conjunto de arcos entre cada par de ve´rtices, denotados V (G) y A(G)
respectivamente. A cada arco se le asignan dos ve´rtices, el inicial y el final. Un arco
se conoce como un lazo si su ve´rtice inicial coincide con su ve´rtice final. Un grafo
dirigido finito puede dibujarse como un diagrama de puntos y flechas, a cada ve´rtice le




Por ejemplo, el siguiente dibujo representa un grafo dirigido con tres ve´rtices y tres
arcos, uno de los cuales es un lazo.
• • •
En la categor´ıa de los grafos dirigidos los objetos son los grafos dirigidos y los morfismos
consisten en un par de funciones, una entre los conjuntos de ve´rtices y otra entre los
de arcos, que preservan ve´rtices iniciales y finales. Un subgrafo S de un grafo dirigido
G tiene como conjunto de ve´rtices un subconjunto de V (G) y como arcos entre cada
pareja de estos ve´rtices escogidos, un subconjunto de los arcos que G posee entre ellos.
La categor´ıa de los grafos dirigidos se puede representar como una categor´ıa de prehaces
ConC
op






Pues un prehaz sobre C consiste en un par de conjuntos F (a) (los arcos de F ), F (v)
(los ve´rtices) y un par de funciones paralelas F (i), F (f) : F (a) −→ F (v) que asignan
a cada arco su ve´rtice inicial y final, respectivamente. Es decir, cualquier grafo dirigido
puede verse como un funtor contravariante de la categor´ıa pequen˜a •⇔ • en la de los
conjuntos.
En esta categor´ıa C , las u´nicas cribas sobre v son ∅ y {1v} = tv, mientras las cribas
sobre a son ∅, {i}, {f}, {i, f} y {i, f, 1a} = ta. Luego el clasificador de subobjetos es un
grafo dirigido con dos ve´rtices y cinco arcos. Para mayor sencillez en la representacio´n
de este grafo se adoptara´ la notacio´n siguiente.
Ω(v) Ω(a)
∅ {1v} = tv ∅ {i} {f} {i, f} {i, f, 1a} = ta
0 1 0 x y z 1
Para la ubicacio´n de los arcos del grafo clasificador entre sus ve´rtices es necesario
determinar las funciones Ω(i) y Ω(f). Por ejemplo, para una criba U sobre a por la
afirmacio´n 2.18 se tiene Ω(i)(U) = U · i = tv si y solo si i ∈ U , luego la preimagen
de 1 = tv ∈ Ω(v) es {x, z, 1}. De la misma manera, Ω(f)(U) = U · f = tv si y solo si




0, x, y, z, 1
}




0, x, y, z, 1
}
Ω(v) = { 0, 1 }
Ω(f)
De esta manera el arco 0 inicia y termina en el ve´rtice 0, el arco 1 inicia y termina en
1, el arco z tambie´n inicia y termina en 1, pero el arco x inicia en 1 y termina en 0
mientras, al contrario, el arco y inicia en 0 y termina en 1.











Los elementos de este grafo clasificador se pueden interpretar de otra forma al considerar
un subgrafo cualquiera S de un grafo dirigido arbitrario G. El ve´rtice 1 del clasificador
representa los ve´rtices de S y el ve´rtice 0 los que no pertenencen a S. El arco 1 representa
todos los arcos de S y el arco 0 todos los arcos entre los ve´rtices que no pertenecen a
S. El arco x representa los arcos que salen de un ve´rtice de S y llegan a uno que no le
pertenece, mientras el arco y, al contrario, representa los que salen de un ve´rtice fuera
de S y llegan a uno de S. Por fin, el arco z representa aquellos arcos entre ve´rtices de
S que no pertenecen al subgrafo S.
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Cap´ıtulo 3
Conectivos en topos de prehaces
3.1. Nocio´n de conectivo lo´gico
En la lo´gica cla´sica, los conectivos proposicionales suelen definirse mediante tablas de
verdad, donde se identifica V con el valor verdadero y F con falso. Los conectivos usuales
son la negacio´n, la conjuncio´n, la disyuncio´n y la implicacio´n y esta´n determinadas de




p q p ∧ q p ∨ q p⇒ q
V V V V V
V F F V F
F V F V V
F F F F V
As´ı pues, los conectivos corresponden a funciones de {V, F} en {V, F} para la negacio´n
y de {V, F}2 = {V, F} × {V, F} en {V, F} para los binarios. En general, un conectivo
es una correspondencia que asigna un valor de verdad a n valores de verdad dados, esto
es, una funcio´n {V, F}n −→ {V, F}. Puesto que el conjunto {V, F} es el clasificador de
subobjetos en el topos de conjuntos, esta definicio´n sugiere co´mo pueden definirse los
conectivos en cualquier topos.
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3.1.1. En topos elementales
Definicio´n 3.1 (Conectivo). Para cualquier topos elemental y cualquier entero no
negativo n, un conectivo con n argumentos es un morfismo Ωn −→ Ω, donde Ωn es el
producto de n copias del clasificador de subobjetos Ω, es decir, Ωn = Ω× . . .× Ω.
Como se vera´ en lo que sigue de esta seccio´n, la definicio´n anterior permite diversas
representaciones de los conectivos.
Afirmacio´n 3.2. Existe una correspondencia biyectiva entre los conectivos con n ar-
gumentos y los subobjetos de Ωn.
Demostracio´n. Dado el objeto Ωn, como el objeto Ω clasifica subobjetos, es decir, Sub ∼=
C (−,Ω) siendo C el topos elemental, entonces se tiene que Sub(Ωn) ∼= C (Ωn,Ω).
Ejemplo 3.3. En el topos Con de los conjuntos los conectivos corresponden a subcon-
juntos de {V, F}n de la siguiente manera: a cada conectivo corresponde el conjunto de
combinaciones de valores de verdad que tiene como resultado V , o lo que es lo mismo,
la imagen rec´ıproca del subconjunto {V } por el conectivo.
As´ı, en particular, a la negacio´n (¬) corresponde el subconjunto {F} de {V, F}; a la
conjuncio´n (∧) el subconjunto {(V, V )} de {V, F}2; a la disyuncio´n (∨) el subconjunto
{(V, V ), (V, F ), (F, V )}; y a la implicacio´n (⇒) el subconjunto {(V, V ), (F, V ), (F, F )}
de {V, F}2.
La equivalencia natural Sub ∼= C (−,Ω) determina para cada entero positivo n la
equivalencia Subn ∼= [C (−,Ω)]
n. Por la propiedad universal del producto, cada familia
ordenada de n morfismos a −→ Ω corresponde a un u´nico morfismo a −→ Ωn, lo cual
determina un isomorfismo natural [C (−,Ω)]n ∼= C (−,Ωn). De esta manera, para cada
n el funtor Subn es representable por el objeto Ωn. En s´ımbolos:
Subn ∼= C (−,Ωn) .
Aplicando a esta situacio´n el lema de Yoneda y en especial su consecuencia (corolario
2.8), se obtiene el siguiente isomorfismo natural.
Nat(Subn, Sub) ∼= Nat(C (−,Ωn) ,C (−,Ω)) ∼= C (Ωn,Ω)
Con esto se ha demostrado el hecho que sigue.
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Afirmacio´n 3.4. Existe una correspondencia biyectiva entre los conectivos con n ar-
gumentos y las transformaciones naturales de Subn en Sub.
Ahora, una transformacio´n natural τ : Subn −→ Sub consta de una operacio´n Tc con
n argumentos en el conjunto de subobjetos de c, para cada objeto c. Esta clase de
operaciones es natural en el sentido de que para cada morfismo f : a −→ c y para cada
familia de n monomorfismos f1 : s1 ֌ c, . . . , fn : sn ֌ c ∈ Sub (c) se tiene
f−1 (Tc (f1, . . . , fn)) = Ta
(
















Si γ : Ωn −→ Ω es un conectivo con n argumentos, la correspondiente transforma-
cio´n natural Γ se define como sigue: para cada familia ordenada de monomorfismos
f1 : s1 ֌ c, . . . , fn : sn ֌ c ∈ Sub(c), el subobjeto f : Γ (f1, . . . , fn)֌ c satisface
χf = γ ◦ 〈χf1 , . . . , χfn〉 .
Recue´rdese de la definicio´n 1.61 que, en cada caso, χfi : c −→ Ω es el morfismo carac-
ter´ıstico del subobjeto representado por el monomorfismo fi.




donde φ = LΩn (φ1, . . . , φn)֌ Ω
n ∈ Sub(Ωn) siendo φi : pi ֌ Ω
n, para cada 1 ≤ i ≤ n,
el subobjeto de Ωn que satisface χφi = pii (la i-e´sima proyeccio´n de Ω
n sobre Ω), de tal
manera que 〈χφ1 , . . . , χφn〉 = 1Ωn .













donde P es el funtor contravariante de partes (ejemplo 1.50).
En efecto, en el topos de conjuntos el clasificador de subobjetos es el conjunto {V, F}
luego un conectivo con n argumentos es una funcio´n {V, F}n −→ {V, F}. Dado un
conectivo C : {V, F}n −→ {V, F}, este induce para cada conjunto A la operacio´n
{CA : P (A)
n −→ P (A)} la cual esta definida como
CA (S1, . . . , Sn) =
{
a ∈ A
∣∣ C (χS1 (a) , . . . , χSn (a)) = V
}
donde χS denota la funcio´n caracter´ıstica de S en A dada por la regla χS (a) = V si
a ∈ S y χS (a) = F si a /∈ S. Se prueba sin dificultad que esta operacio´n es natural.
En particular los conectivos usuales ¬, ∧, ∨ y⇒ inducen respectivamente las siguientes
operaciones, definidas para cada conjunto A y subconjuntos S, T ∈ P (A):
1. El complemento Sc = A − S = ¬A(S), ya que para cualquier S ∈ P (A) y cada
a ∈ A se tiene que
a ∈ ¬A(S) si y solo si ¬(χS(a)) = V
si y solo si χS(a) = F
si y solo si a /∈ S
si y solo si a ∈ Sc
2. La interseccio´n S ∩ T = ∧A(S, T ), ya que para cualquier (S, T ) ∈ P (A)×P (A) y
cada a ∈ A se tiene que
a ∈ ∧A(S, T ) si y solo si ∧ (χS(a), χT (a)) = V
si y solo si χS(a) = V y χT (a) = V
si y solo si a ∈ S y a ∈ T
si y solo si a ∈ S ∩ T
3. La unio´n S ∪ T = ∨A(S, T ), ya que para cualquier (S, T ) ∈ P (A)× P (A) y cada
a ∈ A se tiene que
a ∈ ∨A(S, T ) si y solo si ∨ (χS(a), χT (a)) = V
si y solo si (χS(a) = V y χT (a) = V ) o
(χS(a) = V y χT (a) = F ) o (χS(a) = F y χT (a) = V )
si y solo si (a ∈ S y a ∈ T ) o (a ∈ S y a /∈ T ) o (a /∈ S y a ∈ T )
si y solo si a ∈ S ∩ T o a ∈ S ∩ T c o a ∈ Sc ∩ T
si y solo si a ∈ S ∪ T
50
4. El conjunto Sc ∪ T = ⇒A (S, T ), ya que para cualquier (S, T ) ∈ P (A) × P (A) y
cada a ∈ A se tiene que
a ∈ ⇒A(S, T ) si y solo si ⇒ (χS(a), χT (a)) = V
si y solo si (χS(a) = V y χT (a) = V ) o
(χS(a) = F y χT (a) = V ) o (χS(a) = F y χT (a) = F )
si y solo si (a ∈ S y a ∈ T ) o (a /∈ S y a ∈ T ) o (a /∈ S y a /∈ T )
si y solo si a ∈ S ∩ T o a ∈ Sc ∩ T o a ∈ Sc ∩ T c
si y solo si a ∈ T o a ∈ Sc ∩ T c
si y solo si a ∈ Sc ∪ T
3.1.2. En topos de prehaces
En un topos de prehaces Ĉ = ConC
op
, el objeto clasificador puede tomarse como el
funtor Ω que a cada C -objeto c asigna el conjunto Ω(c) de todas las cribas sobre c
(seccio´n 2.3.3). En consecuencia, un conectivo Ωn −→ Ω es una transformacio´n natural
que en cada objeto toma n cribas sobre el mismo y le asigna una criba. Es decir, en
una categor´ıa de prehaces un conectivo puede verse como una operacio´n entre cribas,
que por supuesto debe ser natural.
Con mayor detalle, un conectivo en el topos de prehaces ConC
op
esta´ dado por una
transformacio´n natural γ : Ωn −→ Ω que en cada C -objeto c determina una operacio´n
γc que a las cribas U1, U2, . . . , Un ∈ Ω(c) asigna la criba γc(U1, U2, . . . , Un) ∈ Ω(c). La
naturalidad de esta operacio´n consiste en que para cada C -morfismo f : b −→ c y cada
sucesio´n de cribas U1, U2, . . . , Un se tiene
γc(U1, U2, . . . , Un) · f = γb(U1 · f, U2 · f, . . . , Un · f).
Afirmacio´n 3.6. En un topos de prehaces existe una correspondencia biyectiva entre
los conectivos con n argumentos y las funciones Γ que a cada C -objeto c asignan un
subconjunto Γ(c) ⊆ Ω(c)n tal que, para cada C -morfismo f : a −→ c, si (U1, . . . , Un) ∈
Γ(c) entonces (U1 · f, . . . , Un · f) ∈ Γ(a).
Aqu´ı Γ determina un subfuntor de Ωn, de manera que este resultado corresponde a la
afirmacio´n general 3.2.
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Sea λ : Ωn −→ Ω un conectivo con n argumentos. La correspondiente funcio´n L esta´ de-
finida en cada objeto c mediante la equivalencia siguiente.
(U1, . . . , Un) ∈ L(c) si y solo si λc(U1, . . . , Un) = tc (la criba ma´xima)
En el otro sentido, sea Γ una funcio´n que satisface las condiciones del enunciado. La
transformacio´n natural γ : Ωn −→ Ω correspondiente esta´ definida en cada c como
sigue.
γc(U1, . . . , Un) =
{
f : d −→ c
∣∣ (U1 · f, . . . , Un · f) ∈ Γ(d)
}
Ahora, a partir de las operaciones conjuntistas tradicionales se pueden definir los co-
nectivos lo´gicos usuales en un topos de prehaces como operaciones entre cribas.
Afirmacio´n 3.7. En una categor´ıa C sean U, V ∈ Ω(c) cribas sobre un C -objeto c.
1. La interseccio´n U ∩ V es una criba sobre c.
2. La unio´n U ∪ V es una criba sobre c.
3. El conjunto U ⊃ V =
{
f : a −→ c
∣∣ U · f ⊆ V · f} es una criba sobre c.
4. El conjunto ∼ U =
{
f : a −→ c
∣∣ U · f = ∅} es una criba sobre c.
Demostracio´n.
1. Dado cualquier C -morfismo f : a −→ c ∈ U ∩ V se tiene que f ∈ U y f ∈ V , luego
como U y V son cribas sobre el C -objeto c para cada C -morfismo g con codominio a
es f ◦ g ∈ U y f ◦ g ∈ V . Por lo tanto f ◦ g ∈ U ∩ V , y la interseccio´n tambie´n es una
criba.
2. Dado f : a −→ c ∈ U ∪ V se tiene que f ∈ U o f ∈ V , luego como U y V son
cribas para cada C -morfismo g con codominio a es f ◦ g ∈ U o f ◦ g ∈ V . Por lo tanto
f ◦ g ∈ U ∪ V y esta es una criba.
3. Dado f : a −→ c ∈ U ⊃ V se tiene que U · f ⊆ V · f , luego para cada C -morfismo
g con codominio a es U · (f ◦ g) = (U · f) · g ⊆ (V · f) · g = V · (f ◦ g), es decir,
U · (f ◦ g) ⊆ V · (f ◦ g). Por lo tanto f ◦ g ∈ U ⊃ V y este conjunto es una criba sobre c.
4. Aqu´ı, puesto que ∅ · f = ∅, basta observar que ∼ U =
{
f : a −→ c
∣∣ U · f = ∅} ={
f : a −→ c
∣∣ U · f ⊆ ∅ · f} = U ⊃ ∅ y este es un caso particular del anterior.
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La operacio´n ⊃ generaliza la implicacio´n, como se observa en el resultado siguiente que
corresponde al ce´lebre “teorema de la deduccio´n” de la lo´gica proposicional.
Afirmacio´n 3.8. Para cada criba R ∈ Ω(c) se tiene R ⊆ U ⊃ V si y solo si R∩U ⊆ V .
Demostracio´n. Supo´ngase que R ⊆ U ⊃ V y sea f : a −→ c ∈ R∩U . Como f ∈ R, por
hipo´tesis U · f ⊆ V · f ; y como f ∈ U , es U · f = tc (afirmacio´n 2.18). As´ı que tambie´n
V · f = tc, es decir, f ∈ V . De esta manera R ∩ U ⊆ V .
En el otro sentido, supo´ngase que R ∩ U ⊆ V y sea g : b −→ c ∈ R. Dado un morfismo
h con codominio b tal que h ∈ U · g, esto significa g ◦h ∈ U . Puesto que R es una criba,
de g ∈ R se sigue g ◦ h ∈ R. As´ı que g ◦ h ∈ R ∩ U luego, por hipo´tesis, g ◦ h ∈ V . Es
decir, h ∈ V · g y de esta manera U · g ⊆ V · g, es decir, g ∈ U ⊃ V . En conclusio´n,
R ⊆ U ⊃ V .
Corolario 3.9. Para cada criba R ∈ Ω(c) se tiene R ⊆ ∼ U si y solo si R ∩ U = ∅.
Demostracio´n. Segu´n la prueba de (4 ) de la afirmacio´n 3.7, ∼ U = U ⊃ ∅. Luego por
la u´ltima afirmacio´n anterior, R ⊆ ∼ U si y solo si R ⊆ U ⊃ ∅, si y solo si R ∩ U ⊆ ∅,
si y solo si R ∩ U = ∅.
El resultado siguiente demuestra la naturalidad de estas operaciones, es decir, que ellas
definen aute´nticos conectivos en el topos de prehaces.
Afirmacio´n 3.10. En una categor´ıa C sean U, V ∈ Ω(c) cribas sobre un C -objeto c
y sea f : b −→ c un C -morfismo.
1. (∼U) · f = ∼(U · f)
2. (U ∩ V ) · f = (U · f) ∩ (V · f)
3. (U ∪ V ) · f = (U · f) ∪ (V · f)
4. (U ⊃ V ) · f = (U · f) ⊃ (V · f)
Demostracio´n. Sea g : a −→ b un C -morfismo.
1. g ∈ (∼U)·f si y solo si f ◦g ∈ ∼U , si y solo si U ·(f ◦g) = ∅, si y solo si (U ·f)·g = ∅,
si y solo si g ∈ ∼(U · f).
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2. g ∈ (U ∩ V ) · f si y solo si f ◦ g ∈ U ∩ V , si y solo si f ◦ g ∈ U y f ◦ g ∈ V , si y solo
si g ∈ U · f y g ∈ V · f , si y solo si g ∈ (U · f) ∩ (V · f).
3. g ∈ (U ∪ V ) · f si y solo si f ◦ g ∈ U ∪ V , si y solo si f ◦ g ∈ U o f ◦ g ∈ V , si y solo
si g ∈ U · f o g ∈ V · f , si y solo si g ∈ (U · f) ∪ (V · f).
4. g ∈ (U ⊃ V ) · f si y solo si f ◦ g ∈ U ⊃ V , si y solo si U · (f ◦ g) ⊆ V · (f ◦ g), si y
solo si (U ◦ f) ◦ g ⊆ (V ◦ f) ◦ g, si y solo si g ∈ (U · f) ⊃ (V · f).
Definicio´n 3.11. En una categor´ıa de prehaces Ĉ = ConC
op
se definen los conecti-
vos usuales negacio´n (¬), conjuncio´n (∧), disyuncio´n (∨) e implicacio´n (⇒) como las
siguientes transformaciones naturales, aqu´ı c es un C -objeto arbitrario y U, V ∈ Ω(c)
son cribas sobre c.
1. ¬c(U) = ∼U
2. ∧c(U, V ) = U ∩ V
3. ∨c(U, V ) = U ∪ V
4. ⇒c (U, V ) = U ⊃ V
A continuacio´n se estudian algunos ejemplos espec´ıficos en topos diferentes al de los
conjuntos.
Ejemplo 3.12 (Prehaces de un conjunto ordenado). Si P = (P,≤) es un conjun-
to ordenado, segu´n el ejemplo 1.5 se puede ver como una categor´ıa y en el ejemplo 2.29
se describio´ el correspondiente topos P̂ de prehaces. Dado un P -objeto c, esto es un ele-
mento c ∈ P , una criba sobre c es un subconjunto hereditario de (c] =
{
x ∈ P
∣∣ x ≤ c},
por ejemplo ∅ y (c] son cribas sobre c.
Si H y G son cribas sobre c, se verifica de inmediato que la interseccio´n H∩G y la unio´n
H∪G son cribas sobre c. Ahora se define el conjunto H ⊃ G =
{
x ∈ (c]
∣∣ H ∩ (x] ⊆ G},
esta es una criba sobre c. En efecto, para cualquier b ∈ H ⊃ G se tiene H ∩ (b] ⊆ G,
luego dado cualquier a ≤ b es (a] ⊆ (b] de donde H ∩ (a] ⊆ H ∩ (b] ⊆ G y, por tanto,
a ∈ H ⊃ G. Se concluye que H ⊃ G es un subconjunto hereditario de (c]. Es inmediato
verificar que para cada criba I sobre c se tiene I ⊆ H → G si y so´lo si I ∩H ⊆ G.
Si H es una criba sobre c ∈ P se define el conjunto ∼H =
{
x ∈ (c]
∣∣ H ∩ (x] = ∅}, esto
es, x ∈ ∼H si y solo si x no supera ningu´n elemento de H. Esta es una criba sobre
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c pues dado cualquier P -objeto b ∈ ∼H se tiene H ∩ (b] = ∅, luego dado a ≤ b es
(a] ⊆ (b] de donde H ∩ (a] ⊆ H ∩ (b] = ∅ y tambie´n H ∩ (a] = ∅, por tanto, a ∈ ∼H.
Ejemplo 3.13 (Conectivos en los grafos dirigidos). En el topos de prehaces de
grafos dirigidos como se definio´ en 2.30, dados los subgrafos S y T de un grafo dirigido
G se tiene que S ∩ T es el subgrafo cuyos ve´rtices y arcos son los comunes a S y T , y
S ∪ T es el subgrafo cuyos ve´rtices y arcos son los que pertenecen a S o a T .
Ahora, se define S ⊃ T como el subgrafo cuyo conjunto de ve´rtices es V (S)c ∪ V (T ),
donde el complemento se considera con respecto a V (G), y los arcos entre estos ve´rtices
corresponden a los que, si pertenecen a S entonces tambie´n pertenecen a T , es decir,
todos los arcos cuyo ve´rtice inicial y final pertenecen a V (S ⊃ T ) excepto aquellos de
S que no pertenecen a T .
Por u´ltimo, se tiene ∼S como el subgrafo cuyo conjunto de ve´rtices es V (S)c y sus
arcos entre estos ve´rtices corresponden a todos los arcos de G, puesto que no hay arcos
de S entre los ve´rtices que no pertenecen a S.
3.2. Combinaciones cla´sicas
En la lo´gica cla´sica existen importantes tautolog´ıas que representan formas de razona-
miento siempre verdaderas, tales como la doble negacio´n y el tercero excluido las cuales
tienen como esquema ¬¬p ⇒ p y p ∨ ¬p para cualquier proposicio´n p, de las cuales
resulta fa´cil observar en las tablas de verdad que corresponden en efecto a tautolog´ıas.
3.2.1. Doble negacio´n
En la categor´ıa de prehaces Ĉ , dada una criba U sobre un C -objeto c, la doble negacio´n
corresponde al siguiente conjunto.
∼∼U =
{
f : b −→ c
∣∣ ∼U · f = ∅}
=
{
f : b −→ c
∣∣ para cada g : a −→ b se tiene U · (f ◦ g) 6= ∅}
Afirmacio´n 3.14. Dada una criba U sobre c se tiene U ⊆ ∼∼U .
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Demostracio´n. Si f : b −→ c ∈ U entonces para cada g : a −→ b se tiene f ◦ g ∈ U
porque es criba, luego U · (f ◦ g) = tc 6= ∅ y as´ı f ∈ ∼∼U .
En general, sin embargo, no se tiene la igualdad. Es decir, en la lo´gica proposicional de
los topos de prehaces no se cumple la “ley de la doble negacio´n”.
Ejemplo 3.15 (Conjuntos ordenados). En el topos de prehaces del conjunto Z de
los nu´meros enteros con su orden usual sean m,n ∈ Z con m < n. Entonces (m] es
una criba sobre el elemento n y para esta criba se tiene ∼(m] = ∅, pues dado cualquier
x ≤ n se tiene (m]∩ (x] 6= ∅. En consecuencia ∼∼(m] = ∼∅ = (n] y como (m] 6= (n] se
tiene un ejemplo en el cual ∼∼(m] 6= (m].
Ejemplo 3.16 (Grafos dirigidos). En el topos de grafos dirigidos, si S es un subgrafo
de cierto grafo G entonces ∼∼S es el subgrafo pleno correspondiente a S, el cual tiene
los mismos ve´rtices que S pero, entre ellos, todos los arcos de G. Es claro que el doble
complemento puede ser estrictamente mayor que el subgrafo original. Por lo tanto, en
general, ∼∼S 6= S.
3.2.2. Tercero excluido
En la categoria de prehaces Ĉ , para una criba U sobre el C -objeto c la conjuncio´n de
una fo´rmula con su negacio´n corresponde a la criba
U ∪ ∼U =
{
f : a −→ c
∣∣ f ∈ U o U · f = ∅} .
Ahora, por la afirmacio´n 2.16 se tiene U ∪ ∼U = tc si y solo si 1c ∈ U ∪ ∼U , si y solo
si 1c ∈ U o U ·1c = ∅, si y solo si U = tc o U = ∅. En consecuencia, para cualquier criba
propia y no vac´ıa U , esto es U 6= tc y U 6= ∅, se tiene U ∪ ∼U 6= tc lo cual significa
que la fo´rmula p ∨ ¬p no es va´lida. Es decir, en la lo´gica proposicional de los topos de
prehaces no se cumple la “ley del tercero excluido”.
Ejemplo 3.17 (Conjuntos ordenados). Como en el apartado anterior, en el topos
de prehaces del conjunto Z de los nu´meros enteros con su orden usual sean m,n ∈ Z
con m < n. Entonces (m] es una criba propia y no vac´ıa sobre el elemento n luego para
esta criba se tiene (m]∪ ∼(m] = (m] ∪ ∅ = (m] 6= tn = (n].
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Ejemplo 3.18 (Grafos dirigidos). En el topos de grafos dirigidos, si S es un subgrafo
de cierto grafo G entonces S ∪ ∼ S es el subgrafo que tiene todos los ve´rtices de G, entre
los ve´rtices de S los arcos originales del subgrafo y entre los ve´rtices del complemento
todos los arcos de G. En cambio no se considera ningu´n arco que sale o que entra de S,
esto es, en S ∪ ∼S no hay ningu´n arco cuyo ve´rtice inicial esta´ en V (S) y cuyo ve´rtice
final esta´ en V (S)c, ni viceversa. Es claro que este subgrafo puede ser estrictamente
menor que el grafo completo G. Por lo tanto, en general, S ∪ ∼S 6= G.
3.2.3. Lo´gica intuicionista
Los resultados anteriores permiten afirmar de manera concluyente que la lo´gica de los
topos de prehaces no es cla´sica. Sin embargo, a partir de la afirmacio´n 3.8 se puede
deducir de manera inmediata que en cualquier topos de prehaces las cribas sobre un
objeto constituyen un a´lgebra de Heyting [11]. Esto a su vez implica que la lo´gica de
cualquier topos de prehaces satisface los axiomas de la lo´gica intuicionista.
En este trabajo no se ahondara´ en los detalles de estos hechos.
3.3. Completitud de conectivos
En la lo´gica cla´sica el conjunto de conectivos {∨,¬} es completo, es decir, toda fo´rmula
se puede expresar en te´rminos de ∨ y ¬. Lo mismo sucede con el conjunto de conectivos
{∧,¬}, una demostracio´n de este hecho se puede observar en el teorema 1 de [13]. Por
ejemplo, la expresio´n ma´s sencilla de la implicacio´n p → q en te´rminos de {∨,¬} es
¬p ∨ q.
Afirmacio´n 3.19. Sean U y V cribas sobre c, entonces ∼U ∪ V ⊆ U ⊃ V .
Demostracio´n. Dado cualquier C -morfismo f : a −→ c ∈ ∼ U∪V , se tiene que f ∈ ¬U
o f ∈ V , esto es, U · f = ∅ o V · f = ta. Ahora bien, si U · f = ∅, para la criba V · f
sobre a se tiene U · f = ∅ ⊆ V · f ; por otra parte, si V · f = ta, para la criba U · f sobre
a se tiene U · f ⊆ ta = V · f . En cualquier caso U · f ⊆ V · f , por tanto f ∈ U ⊃ V .
En general, sin embargo, no se tiene la igualdad.
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Ejemplo 3.20 (Conjuntos ordenados). En el topos de prehaces del conjunto Z de
los nu´meros enteros con su orden usual sean k,m, n ∈ Z con k ≤ m < n. Entonces para
las cribas (k], (m] sobre n se tiene (k] ⊃ (m] = tn = (n], pues de (k] ⊆ (m] se sigue
(k]∩(x] ⊆ (m]∩(x] para cada x ≤ n, y por otra parte ∼ (k]∪(m] = ∅∪(m] = (m] 6= (n].
Puesto que en la lo´gica de los topos de prehaces no se puede expresar la implicacio´n
en te´rminos del conjunto {∨,¬} de la manera tradicional, se puede pensar que este
conjunto de conectivos no es completo en esa lo´gica proposicional. Ma´s au´n, se puede
probar que el conjunto de los conectivos usuales definidos en 3.11 no es completo en la
lo´gica de los topos de prehaces. En este trabajo no se profundizara´ en los detalles de
este hecho, solo se mostrara´ un ejemplo.
Ejemplo 3.21 (Grafos dirigidos). A cualquier subgrafo S de un grafo dirigido G
se asigna el siguiente grafo Γ(S): los ve´rtices de Γ(S) son todos los de G y los arcos
de Γ(S) son aquellos que salen de S, es decir, todos los arcos de G cuyo ve´rtice inicial
pertenece a V (S) y cuyo ve´rtice final pertenece a V (S)c. Se puede verificar que esta
es una operacio´n natural en los subgrafos. Pero no es combinacio´n de los conectivos
usuales porque cualquiera de tales combinaciones aplicada al subgrafo vac´ıo ∅ arroja
como resultado ∅ o bien G, mientras Γ(∅) es el subgrafo que consta de todos los ve´rtices
de G y ningu´n arco luego, en general, Γ(∅) 6= ∅ y Γ(∅) 6= G.
De esta manera surge la inquietud sobre la existencia de algu´n conjunto de conectivos
completos para la lo´gica proposicional de los topos de prehaces.
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Conclusiones
La traves´ıa por el universo matema´tico enmarcado en este trabajo inicio´ con el estudio
de los conceptos ba´sicos de la teor´ıa de categor´ıas, permitiendo la adquisicio´n del ma-
terial necesario para abordar uno de los temas fundamentales de la lo´gica como es el
de los conectivos, presentado bajo la perspectiva de los topos de prehaces.
En el segundo cap´ıtulo, siguiendo el camino propuesto en [10] para la construccio´n del
topos de prehaces, se determino´ mostrar de forma precisa y sencilla cada una de las
nociones que intervienen en la obtencio´n de la estructura de topos, contextualizando de
una forma comprensible la nocio´n del objeto clasificador de subobjetos a trave´s de las
cribas. Adema´s se muestran algunos ejemplos particulares de topos de prehaces tomando
la categor´ıa de conjuntos ordenados y la categor´ıa de grafos dirigidos. Complementando,
debido a la importancia en la definicio´n de los conectivos en el topos, se estudio´ con
detalle el ce´lebre lema de Yoneda el cual consolida una representacio´n de cualquier
categor´ıa pequen˜a en un adecuado topos de prehaces.
Por otra parte, se establece que en un topos elemental se pueden definir cada uno de los
conectivos proposicionales a partir de morfismos en el clasificador, por tanto cada uno
de los topos esta´ dotado de un lo´gica lo cual hace de ellos un universo adecuado para
desarrollar diversos conceptos consolidados en la matema´tica usual. En este contexto
tambie´n se presentaron algunas combinaciones cla´sicas como la doble negacio´n y el
tercero excluido, las cuales no se cumplen en todos los topos de prehaces.
Por u´ltimo, en este trabajo se dejan bastantes problemas sin resolver y una cantidad
amplia de tema´ticas por analizar, las cuales puedan brindar un desarrollo ma´s amplio.
Queda en el aire, por ejemplo, la bu´squeda de un conjunto completo de conectivos que
permitan a partir de ellos encontrar todos los conectivos de cierto topos.
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