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ON ALMOST EVERYWHERE CONVERGENCE OF STRONG ARITHMETIC
MEANS OF FOURIER SERIES
BOBBYWILSON
Abstract. This article establishes a real-variable argument forZygmund’s theorem
on almost everywhere convergence of strong arithmetic means of partial sums of
Fourier series on T, up to passing to a subsequence. Our approach extends to,
among other cases, functions that are defined on Td , which allows us to establish
an analogue of Zygmund’s theorem in higher dimensions.
1. Introduction
Let T = R/Z and denote by Sn f (θ) the partial sum of the Fourier series of f
with respect to the trigonometric system. Thus, with e(θ) := e2πiθ we have for any
f ∈ L1(T) and nonnegative integer n,
(Sn f )(θ) =
n∑
j=−n
f̂ ( j) e( jθ)
The most classical questions in Fourier analysis concern the convergence of this
sequence of partial sums. ”Convergence” here of course admits many different
interpretations. The archetypical notion of convergence, i.e., the pointwise sense,
was eventually replaced by more flexible and robust ones, such as almost every-
where or Lp convergence. Many investigations into fine convergence properties of
Fourier series ensued, such as by the Russian school, Zygmund’s school, as well
as by Hardy and Littlewood. One result of these efforts was the formulation of the
Lusin conjecture in 1915: for every f ∈ L2(T) the partial sums Sn f converge almost
everywhere. In contrast to this assertion, Kolmogoroff [6] famously constructed
an L1 function in 1923 for which Sn f diverges almost everywhere. Cast in modern
terminology, he showed that there exists f ∈ L1(T) such that the Carleson maximal
function
C f := sup
n≥0
|Sn f |
satisfies
|{C f < ∞}| = 0,
see for example Chapter 6 of [9]. In a major breakthrough, Carleson [1] proved
Lusin’s conjecture in 1966. This was extended to f ∈ Lp(T) for any p > 1 by Hunt
[4]. For more historical background, as well as for a modern presentation of these
results, see the book [10].
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However, research into Fourier series did not limit itself to the basic investigation
of convergence of the partial sum sequence. Let us give three examples of finer
questions:
• How fast may partial Fourier sums grow for a given f ∈ L1(T)?
• Given f ∈ L1, what can we say about the density of possible subsequences
{nk} inN for which {Snk f } does converge?
• Does there exists a sequence {M j} of positive integers such that for the
Fourier series of any f ∈ L1(T) we may find a subsequence {Sm j f } of its
partial sums such that m j ≤ M j and Sm j f → f almost everywhere in T?
This is known as Ul’yanov’s problem.
As for the first question, Hardy’s classical inequality [3] states that∣∣∣Sn f (θ)∣∣∣ = o(logn) as n→∞
Concerning the second question, Zygmund ([12], Ch. 13) proved the following
result.
Theorem 1. For every f ∈ L1(T) and for almost every θ ∈ T, there exists a sequence {nk}
(depending on θ) such that Snk f (θ)→ f (θ) and
#({nk} ∩ [0,N])
N
N→∞−−−−→ 1
A partial answer to the third question was found by Konyagin [7]:
Theorem 2. There exists a sequence {M j} such that for every function f ∈ L1(T) there is
an increasing sequence {m j} such that m j ≤M j for infinitely many j and Sm j f → f almost
everywhere.
Here M j grows faster than any multiple iteration of the exponent. A more
thorough review of these results appears in Konyagin’s survey [8].
In this paper we revisit Zygmund’s classical Theorem 1, our main goal being a
higher-dimensional version of his result. Before going intomore details, we remark
that Zygmund deduced Theorem 1 from the following asymptotic vanishing of
strong arithmetic means of Fourier partial sums:
Theorem 3. For any f ∈ L1(T),
1
N
N∑
n=1
∣∣∣Sn f (θ) − f (θ)∣∣∣r → 0
for all r > 0 and for almost every θ ∈ T.
In fact, Theorem 3 with a single r > 0 suffices in order to deduce Theorem 1.
Zygmund based his proof of Theorem 3 on complex variables. To be more specific,
his proof relies on the Poisson integral of a function in order to bound the derivative
of its analytic extension to the disc. This is used in order to exploit a convergence
estimate for the Poisson integral of a functionwhich then gives rise to a convergence
estimate for
∑N
n=1 |Sn f − f |r.
Theorem 3 has been extended in various directions. Gogoladze [2] generalized
it to Orlicz classes:
1
N
N∑
n=1
Φ
(
Sn f (θ) − f (θ))→ 0(1)
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almost everywhere in T where Φ is continuous, positive, convex, and logΦ(u) =
O(u/ ln lnu). Gogoladze’s proof is based on Zygmund’s technique. Rodin [11]
established the same result as Gogoladze, but found that a certain type of radial
maximal function is bounded in BMO. This allows him to conclude the argument
by means of the John-Nirenberg inequality. Finally, we remark that Karagulyan [5]
showed that (1) fails if
lim sup
t→+∞
logΦ(t)
t
= ∞.
The inherent complex variable nature of the aforementioned classical body of
work precludes any extensions to higher dimensions. Our first goal is therefore to
develop a real-variable argument leading to Theorem 3 that holds up to a choice of
subsequence. We succeed in doing this for r ≤ 2, but encounter encounter some
difficulties for powers r > 2.
To be more specific, we show that for any f ∈ L1(T) and any λ > 0 there exists a
set E ⊂ Twith |E| ≤ 1λ such that
sup
N≥1
1
N
N∑
n=1
ˆ
T\E
|Sn f (x)|2 dx ≤ Cλ‖ f ‖21(2)
where C is an absolute constant. Three aspects are crucial about this statement.
First, we are bounding an average of secondmoments by the L1 norm of f . Second,
without the removal of E fromT, the bestwe can do is invoke Bernstein’s inequality
which implies
1
N
N∑
n=1
‖Sn f (x)‖22 ≤ CN‖ f ‖21.
And third, we emphasize that E does not depend on N.
Our approach relies on no more than the Caldero´n-Zygmund decomposition
and a covering lemma for dyadic intervals. Thus, in contrast to the aforemen-
tioned contributions, harmonic extensions to the disk are avoided completely. As
expected, the real-variable nature of our approach renders it more flexible. It ex-
tends to higher dimensions as we now describe. Define the Fourier multiplier
operators
Sn f = F −1(χRn fˆ )
where χRn is the indicator function defined on Z
d for the rectangle
Rn = {m ∈ Zd : −n j ≤ m j ≤ n j, 1 ≤ j ≤ d}
Then for all f ∈ L1(Td) and λ > 0, there exists E such that H d(E) ≤ 1λ (where H d is
d-dimensional Hausdorffmeasure) and
sup
N≥1
1
Nd
∑
n∈R+
N
ˆ
Td\E
|Sn f (x)|2 dx ≤ Cλ‖ f ‖21
where
R+N = {n ∈ (N \ {0})d : ‖n‖∞ ≤ N}
and with C an absolute constant. Then this leads to the following analogue of
Theorem 3:
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Theorem 4. For any f ∈ L1(Td), there exists a sequence {Nk} ⊂N
1
Nd
k
∑
n∈R+
Nk
∣∣∣Sn f (θ) − f (θ)∣∣∣r k→∞−−−→ 0
for 0 < r ≤ 2.
As in Zygmund’s case, we may deduce a density statement.
Corollary 5. For every f ∈ L1(Td) there exists a sequence {nℓ} ⊂ Nd (depending on θ)
such that Snℓ f (θ)→ f (θ) and
lim sup
N→∞
#({nℓ} ∩ [0,N]d)
Nd
k→∞−−−→ 1
Our paper is organized as follows. In the following section we present some
preliminary results concerning Caldero´n-Zygmund decompositions and how they
relate to the Cesa`ro-type averages we wish to investigate. As expected, the slowly
decaying tails of the Dirichlet kernel appearing in (2) are the source of some techni-
cal difficulties. We isolate the most serious one of these difficulties, and formulate
a covering lemma which allows us to deal with it. The covering lemma is proved
both on T as well as on Td.
In Section 3 we present the core of our argument, i.e., the real-variable proof
of (2). In addition, we obtain the analogous estimate on the line R as well as on
higher-dimensional tori Td.
In the final section, we use standard arguments to establish the weak-type esti-
mates on the associated Cesa`ro maximal functions which in turn lead the desired
a.e. convergence results in any dimension. We also present the density result of
Corollary 5.
In higher dimensions it is of course natural to ask about analogues of our aver-
aging theorems relative to other geometries. Most importantly, instead of partial
sums over rectangles we may wish to study partial sums over balls in Fourier
space. This will be treated elsewhere. Another unanswered question is whether
the argument presented here can be used to obtain the complete statement Theo-
rem 1 and Theorem 3. We believe that this is possible but an argument for that is
not presented here.
2. Caldero´n-Zygmund decompositions and bounded Fourier support
We first present some preliminary results related to our main theorems. To
set the stage, we begin with an immediate corollary of the Caldero´n-Zygmund
decomposition:
Proposition 6. Let λ > 1. Then for any f ∈ L1(T), there exists E ⊂ T, with |E| ≤ 1λ such
that ˆ
T\E
| f (θ)|2 dθ ≤ λ‖ f ‖21
Proof. Fix f and suppose ‖ f ‖1 = 1. We first perform a Caldero´n-Zygmund decom-
position at height λ > 1. Of course, the case λ ≤ 1 is trivial because |T| = 1. From
the C-Z decomposition we get a collection of disjoint, dyadic intervals,B, such that
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for any I ∈ B
λ <
´
I | f |
|I| ≤ 2λ
and for any x ∈ T \ ∪I∈BI, | f (x)| ≤ λ. Then we decompose f as f = g + b where
b :=
∑
I∈B
χI f
and g := f − b. Then we can let
E :=
⋃
I∈B
I.
From this we have |E| ≤ 1λ andˆ
T\E
| f (θ)|2 dθ =
ˆ
T\E
|g(θ)|2 dθ
≤
ˆ
T\E
λ|g(θ)| dθ ≤ λ
ˆ
T
|g(θ)| dθ
≤ λ‖g‖1 ≤ λ
Then for any f ∈ L1, let h := f/‖ f ‖1 and we haveˆ
T\E
|h(θ)|2 dθ ≤ λ⇒
ˆ
T\E
∣∣∣∣∣ f (θ)‖ f ‖1
∣∣∣∣∣2 dθ ≤ λ
⇒
ˆ
T\E
| f (θ)|2 dθ ≤ λ‖ f ‖21.
This completes the proof. 
Next, we show that the previous estimate remains essentially unchanged if we
introduce an ”uncertainty” of scale 1N into the function f . This is the first major
step toward our main result. We note that in this proposition, f depends on N
and thus the exceptional set E implicitly depends on N. Due to this circumstance,
our main theorem on Fourier series is not an immediate corollary of the following
proposition. Rather,we shall need to rely on the covering lemmawhich is presented
later in this section, see Lemma 8.
Proposition 7. Let N ∈N, λ > 0. Then for any f ∈ L1(T) such that supp( fˆ ) ⊂ [−N,N],
there exists E ⊂ T, with |E| . 1λ such thatˆ
T\E
(BN ∗ | f |2)(θ) dθ ≤ Cλ‖ f ‖21
where BN(x) =
1
Nχ[−1/2N,1/2N](x).
Proof. We assume again that ‖ f ‖1 = 1. Fix λ > 1 and N ∈ N. We still perform a
Caldero´n-Zygmund at height λ for f , and denote the collection of ”bad” intervals
given by the decomposition by B. But we note that we cannot expect BN ∗ | f |2 ≤ λ2
on T \ ∪I∈BI as in the previous problem due to the ”smearing” of the function f
from the convolution with BN. We begin to handle this problem by simply defining
E :=
⋃
I∈B
3 · I
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where 3 · I is the interval with the same center as the interval I but which is of length
3|I|. We will split f into three parts and show that the inequality holds for each
part. From the Caldero´n-Zygmund decomposition, we have f = g+ b. We split the
collection B intoB1 andB2, where B1 is the collection of intervals inBwith length
greater than 1/N and B2 is the collection of intervals in B with length less than or
equal to 1/N. Then, let b = b1 + b2 and fI := χI f where
b1 =
∑
I∈B1
χI f =
∑
I∈B1
fI
and b2 =
∑
I∈B2
χI f =
∑
I∈B2
fI .
Thus f = g + b1 + b2. Let VN be the de la Valle´e Poussin kernel. Since supp( fˆ ) ⊂
[−N,N], f = VN ∗ f =: f (N) and thus f (N) = g(N) + b(N)1 + b
(N)
2
. The sharp cutoff’s
of the indicator functions introduce higher order Fourier coefficients, so supp(gˆ),
supp(b̂1), and supp(b̂2) are no longer necessarily contained in [−N,N]. This prevents
us from having g(N) = g, b(N)
1
= b1, and b
(N)
2
= b2. Although g
(N), b(N)
1
, and b(N)
2
are
not supported on disjoint sets, we will allow ourselves to gain a constant factor in
order to bound each term individually:ˆ
T\E
BN ∗ | f |2 .
ˆ
T\E
BN ∗ |g(N)|2 +
ˆ
T\E
BN ∗ |b(N)1 |2 +
ˆ
T\E
BN ∗ |b(N)2 |2
We first consider g(N), for which we have
‖g(N)‖∞ = ‖g ∗VN‖∞ ≤ ‖g‖∞‖VN‖1 ≤ λ‖VN‖1 . λ
whence ˆ
T\E
(BN ∗ |g(N)|2)(θ) dθ .
ˆ
T\E
λ(BN ∗ |g(N)|)(θ) dθ
.
ˆ
T
λ(BN ∗ |g(N)|)(θ) dθ = λ‖BN ∗ |g(N)|‖1
. λ‖BN‖1‖g(N)‖1 . λ‖g‖1‖VN‖1
. λ
which is all we need to show for g. For b
(N)
1
, let I∗ := 2 · I and VN ∗ b1 = b∗ + b˜, where
b∗ =
∑
I∈B1
χI∗(VN ∗ fI) and b˜ =
∑
I∈B1
χT\I∗(VN ∗ fI).
Then ˆ
T\E
BN ∗ |b(N)1 |2 .
ˆ
T\E
BN ∗ |b∗|2 +
ˆ
T\E
BN ∗ |b˜|2
We can handle b∗ easily. By definition of b∗, supp(|b∗|2) = ∪I∈B12 · I and thus
supp(BN ∗ |b∗|2) =
⋃
I∈B1
2 · I +
[
− 1
2N
,
1
2N
]
⊂
⋃
I∈B1
3 · I = E(3)
The set inequality from the previous line is due to the fact that |I| > 1N for all I ∈ B1.
This implies ˆ
T\E
BN ∗ |b∗|2 = 0
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In order to handle b˜we start with a claim:
Claim: ‖b˜‖∞ = ‖
∑
I χT\I∗ f
(N)
I
‖∞ . λ.
We consider the two possible cases for any x ∈ T: either (1) x ∈ T \ ∪I∗ or (2) x ∈ I∗
for at least one I ∈ B1. In the first case, for any x ∈ T \ ∪I∗, χT\I∗(x) = 1 so
∣∣∣b˜(x)∣∣∣ .∑
I∈B1
χT\I∗(x)| f (N)I (x)| =
∑
I∈B1
χT\I∗(x)|(VN ∗ fI)(x)| =
∑
I∈B1
|(VN ∗ fI)(x)|
.
∑
I∈B1
(|VN| ∗ | fI |)(x)
In the second case, x ∈ H∗
k
for some subcollection of B1, {Hk}. Then χT\I∗ (x) = 1 for
I∗ < {Hk} and χT\H∗
k
(x) = 0, so
b˜(x) =
∑
I∈B1
χT\I∗(x)| f (N)I (x)| =
∑
I∈B1
I<{Hk }
χT\I∗ (x)| f (N)I (x)|
≤
∑
I∈B1
I<{Hk }
(|VN| ∗ | fI |)(x).
In this case, for every |VN| ∗ | fI| in the sum, x ∈ T \ I∗. So in both cases, we are
taking a sum of (|VN| ∗ | fI |)(x) where x < ∪I∗ and the union is taken over the same
intervals as the sum. Therefore, it suffices to assume that we are in the first case
and x ∈ T \∪I∗, where the union is taken over all I ∈ B1. So we fix some x ∈ T \∪I∗.
First in order to bound each |VN | ∗ | fI |, we recall that |VN(y)| . 1Nmin(N2, |y|−2), then
|b˜(x)| .
∑
I∈B1
(|VN| ∗ | fI |)(x) =
∑
I∈B1
ˆ
T
|VN(x − y)|| fI(y)| dy
.
ˆ
T
1
N
min(N2, |x − y|−2)
∑
I∈B1
| fI(y)| dy
The | fI(y)|gives us that the product is nonzero for y ∈ I, and by assumption x ∈ T\I∗.
Therefore, |x− y| > 12 |I| > 12N (for every I ∈ B1) which implies |VN(x− y)| . 1N |x− y|−2
and
ˆ
T
1
N
min(N2, |x − y|−2)
∑
I∈B1
| fI(y)| dy
.
1
N
∑
I∈B1
sup
y∈I
|x0 − y|−2‖ fI‖1 By Ho¨lder
for any fixed x ∈ T \ ∪I∗. For each I, |x − y| with y ∈ I is at least 12 |I|. Of course,|x − y| will be greater than the distance between x and I for any y ∈ I. Then
|x − y| & max(|I|,dist(x, I)) which implies |x − y| & |I| + dist(x, I). Thus by ordering
B1 = {I j} by proximity to x (considering only those intervals to the right of xwithout
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loss of generality) we obtain
1
N
∑
I∈B1
sup
y∈I
|x − y|−2‖ fI‖1
.
1
N
|B1 |∑
j=1
(|I j| + dist(x, I j))−2‖ fI j‖1
.
λ
N
|B1 |∑
j=1
|I j|
(|I j| + dist(x, I j))2 By the C-Z decomposition.
Let φx(y) := min(N
2, |x − y|−2). Then, for all y ∈ I j,
1
(|I j| + dist(x, I j))2 .
1
|x − y|2 . φx(y)
⇒ 1
(|I j| + dist(x, I j))2 . infy∈I j φx(y)
We also recall that the I j are pairwise disjoint. Therefore, the sum
∑|B1 |
j=1
|I j |
(|I j |+dist(x,I j))2
is bounded by a lower Riemann sum of φx(y). Whence,
1
N
|B1 |∑
j=1
λ
|I j|
(|I j| + dist(x, I j))2 .
λ
N
‖φx‖1
.
λ
N
N = λ.
In conclusion, the claim holds and ‖b˜‖∞ . λ, which impliesˆ
T\E
(BN ∗ |b˜|2)(x) dx . ‖BN‖1
ˆ
T\E
|b˜(x)|2 dx
. ‖BN‖1λ
ˆ
T\E
|b˜(x)| dx (from ‖b˜‖∞ . λ)
. λ
∑
I∈B1
ˆ
T
χT\I∗(x)| f (N)I (x)| dx . λ
∑
I∈B1
ˆ
T
| f (N)
I
(x)| dx
. λ
∑
I∈B1
‖ fI‖1 . λ.
Finally we have shown for b
(N)
1ˆ
T\E
BN ∗ |b(N)1 |2 .
ˆ
T\E
BN ∗ |b∗|2 +
ˆ
T\E
BN ∗ |b˜|2 . λ.
For b2, we first assume N = 2
j for some j ∈ N and we let J be the collection of
dyadic intervals of length N−1 = 2− j. We will basically show that there should not
be any bad intervals of length less than or equal to 1/N. Heuristically speaking,
we expect this since by the Uncertainty Principle, functions with Fourier support
contained in [−N,N] are essentially constant on the scale of 1N . To be more precise
we shall now establish the bound ‖b(N)
2
‖∞ . λ. Since I ∈ B2 are dyadic, each I is
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contained in a length 1N interval. So we let
b
(N)
2
=
∑
I∈B2
f
(N)
I
=
∑
J
∑
I∈B2
I⊂J
f
(N)
I
where the J intervals come from the 1/N partition. Henceforth, we will let
fJ := χJb2 =
∑
I∈B2
I⊂J
fI.
We first note again that |VN(θ)| . 1N min(|θ|−2,N2) and thus
| f (N)
J
(y)| .
ˆ
T
1
N
min(|y − x|−2,N2)| fJ(x)| dx
.
1
N
‖ fJ‖1min(sup
x∈J
|y − x|−2,N2)
.
1
N
‖ fJ‖1 1
dist(y, J)2 + 1
N2
Then
∣∣∣b(N)
2
(y)
∣∣∣ =
∣∣∣∣∣∣∣
∑
J
f
(N)
J
(y)
∣∣∣∣∣∣∣ .
∑
J
∣∣∣∣ f (N)J (y)∣∣∣∣
.
∑
J
‖ fJ‖1 1/N
dist(y, J)2 + 1
N2
. (max
J
‖ fJ‖1)
∑
J
1/N
dist(y, J)2 + 1
N2
We also note that by the Caldero´n-Zygmund decomposition for any J,
‖ fJ‖1 = 1
N
‖ fJ‖1
|J| .
1
N
∑
I∈B2
I⊂J
‖ fI‖1
|J|
.
1
N
λ
∑
I∈B2
I⊂J
|I|
|J| .
1
N
λ|J|
|J|
. λ|J| = λ
N
Therefore, ∣∣∣b(N)
2
(y)
∣∣∣ . (max
J
‖ fJ‖1)
∑
J
1/N
dist(y, J)2 + 1
N2
. λ
∑
J
1/N2
dist(y, J)2 + 1
N2
If we fix y, then for each J, there is a nonnegative constant Cy ≤ 1N that does
not depend on J and a positive integer mJ ∈ [1,N] unique to each J such that
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dist(y, J) = Cy +mJ
1
N∑
J
1/N2
dist(y, J)2 + 1
N2
.
∑
J
1/N2
(Cy +mJ
1
N )
2 +
1
N2
.
∑
J
1/N2
m2
J
1
N2
+
1
N2
.
N∑
i=1
1
i2
. 1
This gives us the following inequality for all y ∈ T:
∣∣∣b(N)
2
(y)
∣∣∣ =
∣∣∣∣∣∣∣
∑
J
f
(N)
J
(y)
∣∣∣∣∣∣∣ . λ.
Thus ˆ
T\E
BN ∗
∣∣∣b(N)
2
∣∣∣2 . λˆ
T
BN ∗
∣∣∣b(N)
2
∣∣∣ = λ‖BN ∗ |b(N)2 |‖1
. λ‖BN‖1‖b(N)2 ‖1 By Young’s Inequality
. λ‖b2‖1 . λ‖ f ‖1 . λ
Which is exactly what we need for b
(N)
2
.
Combining the three bounds, we have
ˆ
T\E
(BN ∗ | f |2)(θ) dθ =
ˆ
T\E
(BN ∗ | f (N)|2)(θ) dθ
.
ˆ
T\E
(BN ∗ |g(N)|2)(θ) dθ
+
ˆ
T\E
(BN ∗ |b(N)1 |2)(θ) dθ +
ˆ
T\E
(BN ∗ |b(N)2 |2)(θ) dθ
. λ + λ + λ . λ.
By scaling we obtain the final result without assuming ‖ f ‖1 = 1 and by taking the
Caldero´n-Zygmund decomposition at height 13λwe can assume that |E| ≤ 1λ . 
It is now natural, as well as essential for our main application to Fourier series
later in the paper, to generalize Proposition 7 to kernels other than BN. Technically
speaking, we lose the simple relation (3), i.e.,
supp(BN ∗ |b∗|2) =
⋃
I∈B1
2 · I +
[
− 1
2N
,
1
2N
]
⊂
⋃
I∈B1
3 · I.
Suppose that instead of BN we had the kernel QN where
QN(y) =
1
Ns−1
min(Ns, |y|−s), s > 0
Of course, we need to assume s > 1. Indeed, for 0 < s ≤ 1, the L1 norm of QN is not
bounded as N → ∞; in fact for f ≡ 1 we have
ˆ
T\E
(QN ∗ | f |2)(x) dx & (1 − 1
λ
)‖QN‖1.
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Thus, (1 − 1λ )‖QN‖1 will be unbounded as N → ∞. Thus, we assume s > 1. Of
particular importance later is the case s = 2. Focusing on the aforementioned
relation (3) we face the issue of boundingˆ
T\E
(QN ∗ |b∗|2)(x) dx.
An essential problem that we face in this situation is possible overlap that accumu-
lates in the sum
∑
I∈B1 χI∗ f
(N)
I
. In addition to this obstruction, we again emphasize
that the hypothesis supp( fˆ ) ⊂ [−N,N] from Proposition 7 gives E an implicit de-
pendence onN. The following covering lemma is designed to handle both of these
obstructions.
Lemma 8. Let G be a finite collection of pairwise disjoint, nonadjacent dyadic intervals.
Let G∗ be the collection of dilated intervals that are each of the form 98 · I =: I∗ for all I ∈ G.
If ∪J∈G∗ J is an interval, then ⋃
J∈G∗
J ⊂ 4 · J0(4)
where J0 is the largest interval in G.
Proof. Webeginwith a definition. Consider the intervals I1, I2, and I3 inGwhere the
order corresponds to their placement on the real line from left to right. Assuming
that I∗
1
∪ I∗2 ∪ I∗3 is an interval and that I∗1 ∩ I∗3 = ∅, we call {I∗1, I∗2, I∗3} a chain and I∗2 the
bridge.
Claim: For any chain {I∗
1
, I∗2, I
∗
3} the bridge I∗2 is strictly bigger than at least one of
either I∗
1
or I∗3. In other words
|I∗2| > min(|I∗1|, |I∗3|).
Let us assume 2k = |I1| ≤ |I3| = 2ℓ. Since I1 and I3 are dyadic intervals and are
nonadjacent, one has dist(I1, I3) = n · 2k for some integer n ≥ 1. 1162k is the distance
between the right endpoint of I1 and the right endpoint of I
∗
1
and similarly 1162
ℓ is
the same for I3 and I
∗
3. Because of I
∗
1
∩ I∗3 = ∅, we have n · 2k ≥ 116 (2k + 2ℓ), whence
n · 2k ≥ 1
16
(2k + 2ℓ)⇒ (16n − 1)2k ≥ 2ℓ ⇒ 16n − 1 ≥ 2ℓ−k
⇒ n ≥ 2ℓ−k−4 + 1
16
If ℓ ≥ k + 4 then, since n ∈ Z, n ≥ 2ℓ−k−4 + 1
16
⇒ n ≥ 2ℓ−k−4 + 1
If k ≤ ℓ ≤ k + 3 then n ≥ 2ℓ−k−4 + 1
16
⇒ n ≥ 1
It is obvious that I∗2 must cross the gap between I
∗
1
and I∗3 where the length of the
gap can be calculated as n · 2k − 116 (2k + 2ℓ). If ℓ ≥ k + 4 then
length of gap = n · 2k − 1
16
(2k + 2ℓ) ≥
(
2ℓ−k−4 + 1
)
2k − 1
16
(2k + 2ℓ)
= 2ℓ−4 + 2k − 1
16
2k − 1
16
2ℓ
=
15
16
2k
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Thus, in this case, the length of the gap is strictly greater than 982
k−1 = 9162
k and thus
I∗
2
must be as long as I∗
1
. In the case, k ≤ ℓ ≤ k + 3
length of gap = n · 2k − 1
16
(2k + 2ℓ) ≥ 2k − 1
16
(2k + 2k+3)
=
7
16
2k
Therefore, the length of the gap is strictly greater than 982
k−2
=
9
322
k and thus I∗2
must be as long as 12 |I∗1|. At this point, we have shown that |I∗2| ≥ 12 |I∗1| in all cases. It
remains to show that |I∗2| equals neither |I∗1| nor 12 |I∗1|. Of course, in all cases we must
have I∗
2
∩ I∗
1
, ∅ if I∗
2
were to be a suitable bridge between I∗
1
and I∗
3
, and the claim is
that if |I∗2| = |I∗1| or 12 |I∗1| then I∗2 ∩ I∗1 = ∅. With m = k − i, for i = 1, 0, I2 and I1 being
non adjacent implies dist(I2, I1) ≥ 2m. Then
dist(I∗1, I
∗
2) ≥ 2m −
1
16
(2k + 2m)
= 15 · 2m−4 − 2k−4
≥ 15 · 2k−5 − 2k−4
= 13 · 2k−5 > 0
Hence I∗2 ∩ I∗1 = ∅ if |I∗2| = |I∗1| or 12 |I∗1| and thus |I∗2| > |I∗1|.
Therefore, we have shown that for any chain {I∗
1
, I∗
2
, I∗
3
} ⊂ G∗, |I∗
2
| > min(|I∗
1
|, |I∗
3
|).
Let G∗ = {J0, J1, ..., Jn} where the dilated intervals are ordered by length, and, for
each 0 ≤ i ≤ n, let Ji = [ai, bi). If each Ji ∈ G∗ is contained in J0 then we are done and
∪iJi ⊂ 4 · J0. If not, let Jk be the dilated interval that extends the furthest to the right
of J0 in G∗ such that J0 ∩ Jk , ∅ and Jk 1 J0. In the conclusion of the proof of the
claim, part of what we showed was that if |J0| = |Jk| then J0 ∩ Jk = ∅. We will first
show that 4 · Jk ⊂ 4 · J0. Note that
J0 = [a0, b0) =
[
a0 + b0
2
− b0 − a0
2
,
a0 + b0
2
+
b0 − a0
2
)
4 · J0 =
[
a0 + b0
2
− 4b0 − a0
2
,
a0 + b0
2
+ 4
b0 − a0
2
)
Jk = [ak, bk) =
[
ak + bk
2
− bk − ak
2
,
ak + bk
2
+
bk − ak
2
)
4 · Jk =
[
ak + bk
2
− 4bk − ak
2
,
ak + bk
2
+ 4
bk − ak
2
)
and thus our goal is to show that
a0 + b0
2
− 4b0 − a0
2
≤ ak + bk
2
− 4bk − ak
2
(5)
and
ak + bk
2
+ 4
bk − ak
2
≤ a0 + b0
2
+ 4
b0 − a0
2
.(6)
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Inequality (5) is obvious since we assumed Jk is to the right of J0 and smaller than
J0 (i.e. b0 − a0 > bk − ak), which implies
a0 + b0
2
− b0 − a0
2
<
ak + bk
2
− bk − ak
2
and − 3
2
(b0 − a0) < −3
2
(bk − ak)
⇒ a0 + b0
2
− 4b0 − a0
2
<
ak + bk
2
− 4bk − ak
2
In order to show inequality (6), wewill use the inequalities ak < b0 and |Jk| = bk−ak ≤
1
2 (b0 − a0) = 12 |J0|which hold by assumption. First, ak < b0 implies
b0 > ak ⇔ b0
2
+
b0
2
>
ak
2
− −ak
2
⇔ b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
− bk − ak
2
⇔ b0 − a0
2
+
bk − ak
2
>
bk + ak
2
− b0 + a0
2
> 0.
The positivity in the second line is due to Jk being to the right of J0. This shows us
that the distance between the centers of the dilated intervals is less than the sum of
their lengths halved. So proceeding with showing inequality (6) we have
b0 − a0
2
+
bk − ak
2
>
bk + ak
2
− b0 + a0
2
⇔ b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
− bk − ak
2
⇔ 4b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
− bk − ak
2
+ 3
b0 − a0
2
⇒ 4b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
− bk − ak
2
+ 6
bk − ak
2
(
bk − ak ≤ 1
2
(b0 − a0)
)
⇔ 4b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
+ 5
bk − ak
2
⇒ 4b0 − a0
2
+
b0 + a0
2
>
bk + ak
2
+ 4
bk − ak
2
.
Thus, for Jk, 4 · Jk ⊂ 4 · J0 and the same holds for all intervals Jkℓ such that Jkℓ 1 J0
and Jkℓ ∩ J0 , ∅.
Now it is possible that all intervals to the right of J0 are contained in J0 ∪ Jk, in
which case we stop this process. Otherwise, take the largest dilated interval, Jm,
extending to the right of Jk such that Jm∩ Jk , ∅. By the maximality of Jk, Jm∩ J0 = ∅.
In this case we have the exact assumptions used in the claim with Jk as the middle
dilated interval. This implies |Jm| < |Jk| because we already know that |J0| > |Jk|.
Thus the argument showing 4 · Jk ⊂ 4 · J0 is suitable to show that 4 · Jm ⊂ 4 · Jk and
4 · Jm ⊂ 4 · J0.
Again if each Ji ∈ G∗ that is to the right of J0 is contained in J0 ∪ Jk ∪ Jm, then we
stop this algorithm. Otherwise the process continues and, at each step, we obtain
the same relation as we have between Jk, Jm and J0:
4 · Jm ⊂ 4 · Jk ⊂ 4 · J0 ⇒ Jm ⊂ 4 · J0
We can use a similar argument for the intervals to the left of J0. Since there are only
finitely many Ji, this process must exhaust the collection of all Ji. 
The constant 98 is not the only admissible factor bywhich one can increase the size
of the intervals, but it is the largest constant of the form 2
j+1
2 j
for which the lemma
holds. Therefore, 98 is chosen partly by necessity and partly for convenience since
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the intervals we are considering are all dyadic. Next, we establish the analogous
statement to Lemma 8 in higher dimensions.
Lemma 9. Let G be a finite collection of pairwise disjoint, nonadjacent (distance between
any two is nonzero) dyadic cubes. Let G∗ be the collection of dilated cubes that are each of
the form 98 ·Q for all Q ∈ G. If ∪H∈G∗H is a connected set, then⋃
H∈G∗
H ⊂ 4 ·H0(7)
where H0 is the largest cube in G∗.
Proof. Let H d denote the Hausdorff measure of dimension d. First note that for a
cubeQ, 98 ·Q is the cubewith the same center asQ and of diameter 98 ·(diameter of Q).
We consider a set of cubes {Q1,Q2,Q3} ⊂ G where Q∗1 ∪ Q∗2 ∪ Q∗3 is connected and
such that Q∗
1
∩ Q∗
3
= ∅. Similar to the previous lemma, we will call {Q∗
1
,Q∗
2
,Q∗
3
} a
chain and call Q∗2 the bridge. We have a similar claim.
Claim: For any chain {Q∗
1
,Q∗2,Q
∗
3}, the bridge, Q∗2, is strictly bigger than at least
one of either Q∗
1
or Q∗
3
. In other words
H
d(Q∗2) > min(H
d(Q∗1),H
d(Q∗3)).
Let us assume 2dk = H d(Q1) ≤ H d(Q3) = 2dℓ. DefineQik for k = 1, 2, 3 and i = 1, ..., d,
as the projection of Qk onto the ith axis. We will rely heavily on the relationship
between the properties of the dyadic cubes and the properties of their projections.
We first note that for cubes Q and H
Q ∩H =
d∏
i=1
Qi ∩Hi.
Thus, Q∗
1
∩ Q∗
3
= ∅ implies that there is at least one index p ∈ {1, ..., d} such that
Q
∗p
1
∩Q∗p
3
= ∅. We also note the commutativity of projection and dilation for cubes,
i.e. Q∗p = Qp∗. Thus, we can assume Qp∗
1
∩ Qp∗
3
= ∅. Now of course Qp
1
and Q
p
3
are dyadic intervals in R, and 2k = H 1(Q
p
1
) ≤ H 1(Qp
3
) = 2ℓ. Since Q
p∗
1
∩ Qp∗
3
= ∅,
dist(Q
p
1
,Q
p
3
) = n · 2k for n ∈ N. By the argument from the previous lemma, the gap
betweenQ
p∗
1
andQ
p∗
2
is strictly greater than 9322
k =
9
82
k−2. In order forQ∗
1
∪Q∗2∪Q∗3 to
be connected, (Q∗
1
∪Q∗2∪Q∗3)i = Q∗i1 ∪Q∗i2 ∪Q∗i3 must be connected for each i ∈ {1, ..., d}.
Therefore,
H
1(Q
p∗
2
) ≥ 1
2
H
1(Q
p∗
1
) =
9
8
2k−1.
Thus, we have shown thatH d(Q∗
2
) ≥ 1
2d
H d(Q∗
1
) and, analogous towhat we have
done in the previous lemma, we would like to show that H d(Q∗2) , H
d(Q∗
1
) and
H d(Q∗
2
) , 1
2d
H d(Q∗
1
). So, similar to Lemma 8, we will show that if H d(Q∗
2
) is equal
to H d(Q∗
1
) or 1
2d
H d(Q∗
1
) then Q∗
2
∩Q∗
1
= ∅. However, we must be careful with how
we approach this particular part of the argument. We will not be able to show that
Q
∗p
2
∩ Q∗p
1
= ∅ since on the pth axis Qp
1
∩ Qp
2
is not necessarily empty. However, it
is clear that there is an index j ∈ {1, ..., d} such that Q j
1
and Q
j
2
are not adjacent (i.e.
they do not share an endpoint). Given this, we can let m = k − i, for i ∈ {0, 1}, then
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Q
j
2
and Q
j
1
being non adjacent implies dist(Q
j
2
,Q
j
1
) ≥ 2m. Then
dist(Q
j∗
1
,Q
j∗
2
) ≥ 2m − 1
16
(2k + 2m)
= 15 · 2m−4 − 2k−4
≥ 15 · 2k−5 − 2k−4
= 13 · 2k−5 > 0
Thus H d(Q∗
2
) > H d(Q∗
1
). This implies that for any chain {Q∗
1
,Q∗
2
,Q∗
3
} ⊂ G∗,
H
d(Q∗2) > min(H
d(Q∗1),H
d(Q∗3)).
Let G∗ = {H0,H1, ...,Hn} where the dilated cubes are listed in decreasing order by
size. If each Hi ∈ G∗ is contained in H0 then we are done and ∪iHi ⊂ 4 · H0. If
not, let {Hkℓ} be the set of cubes such that Hkℓ ∩ H0 , ∅ and Hkℓ 1 H0. Then, by
assumption, H d(Hkℓ) ≤ H d(H0) and as before we cannot have Hkℓ ∩ H0 , ∅ and
H
d(Hkℓ) = H
d(H0). Thus
H
d(Hkℓ) < H
d(H0) (∗)
for each kℓ. Hence for each j
{x j : a0, j ≤ x j ≤ b0, j} ∩ {x j : akℓ , j ≤ x j ≤ bkℓ , j} , ∅
which is clear from assumption. Then by (∗),
H
1({x j : a0, j ≤ x j ≤ b0, j}) ≥ 2H 1({x j : akℓ, j ≤ x j ≤ bkℓ , j})
By the argument from Lemma 8
4 · {x j : a0, j ≤ x j ≤ b0, j} ⊃ 4 · {x j : akℓ , j ≤ x j ≤ bkℓ , j}
Whence 4 ·H0 ⊃ 4 ·Hkℓ for each kℓ which implies⋃
ℓ
4 ·Hkℓ ⊂ 4 ·H0.
Now if each Hi ∈ G∗ is contained in H0 ∪
⋃
ℓ Hkℓ then we are done. If not, let {Hmr}
be the set of cubes that satisfy the following:
• Hmr ∩Hkℓ , ∅ for at least one ℓ
• Hmr < {Hkℓ}
• Hmr 1 H0.
Recall also have Hkℓ 1 H0 for all ℓ. For any Hi such that H0 ∩Hi , ∅ either Hi ⊂ H0
or Hi = Hkℓ for some ℓ. Therefore, for any mr, Hmr ∩ H0 = ∅. Furthermore, for
any ℓ and r such that Hmr ∩ Hkℓ , ∅, {H0,Hkℓ ,Hmr} forms a chain with Hkℓ as the
bridge. Thus, H d(H0) > H
d(Hkℓ) and H
d(Hkℓ) > min(H
d(H0),H
d(Hmr)) implies
that H d(Hkℓ ) > H
d(Hmr). By the same argument that shows us that 4 ·H0 ⊃ 4 ·Hkℓ ,
we have 4 ·Hkℓ ⊃ 4 ·Hmr .
Again if each Hi ∈ G∗ is contained in H0 ∪
⋃
ℓ Hkℓ ∪
⋃
r Hmr , then we are done.
Otherwise the process continues and, at each step, we get the same relation as we
have between the Hkℓ , Hmr and H0:⋃
r
4 ·Hmr ⊂
⋃
ℓ
4 ·Hkℓ ⊂ 4 ·H0 ⇒
⋃
j
Hmr ⊂ 4 ·H0
Since there are only finitely many Hi, this process has to exhaust the collection
{Hi}. 
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3. Fourier Series
We turn our attention to SN f = DN ∗ f , where SN f in the N-th partial sum of the
trigonometric Fourier series of f and DN is the Dirichlet Kernel. We note that with
SN f replacing f in Prop. 6 we are considering the integralˆ
T\E
|SN f (θ)|2 dθ
However, we have no hope of bounding this by λ‖ f ‖2
1
or, equivalently, showing
that for each f ∈ L1(T) (‖ f ‖1 = 1) there exists an E ⊂ T such that |E| . 1/λ andˆ
T\E
|SN f (θ)|2 dθ ≤ Cλ
for all N ≥ 1. Of course, if we were to allow E to depend on N and replace λ with
λ2, this could be accomplished, since the operator SN is weak L
1 bounded. In our
case, the bounds are not possible due to the example of Kolmogoroff’s sequence of
resonance measures ([9] Ch. 6), µn , such that ‖µn‖ = 1 and
lim sup
N→∞
(logn)−1|SNµn(x)| > 0
for almost every x ∈ T. However, if we take the average of the first N of these
integrals, we obtain the following result:
Theorem 10. Let λ > 0. Then for any f ∈ L1(T), there exists E ⊂ T, with |E| ≤ 1λ such
that
sup
N≥1
1
N
N∑
n=1
ˆ
T\E
|Sn f (θ)|2 dθ . λ‖ f ‖21(8)
where Sn f (x) = F −1( fˆχ[−n,n])(x).
Proof. Assume ‖ f ‖1=1 and f ≥ 0. We first fix N ∈ N, λ > 0, and consider the
Dirichlet kernel of Sn, Dn(x) =
∑n
m=−n e(mx), where e(mx) := e2πimx. We note that
Dn(x) =
n∑
m=−n
e(mx) =
e((n + 1)x)− e(−nx)
e(x) − 1 = Kn,1(x) + Kn,2(x)
where Kn,1(x) := Dn(x)χ[|x|≤1/N] and Kn,2(x) := Dn(x)χ[|x|>1/N]. Then for Kn,2, by
Plancherel
N∑
n=1
|(Kn,2 ∗ f )(θ)|2 .
∑
m∈Z
|F̂θ(m)|2 =
ˆ
|x|>1/N
| f (θ − x)|2
|e(x) − 1|2 dx
.
ˆ
T
min(N2, |x|−2)| f (θ − x)|2 dx
where Fθ(x) = χ[|x|>1/N]
f (θ−x)
e(x)−1 . For Kn,1, we note that |Kn,1(x)| . N for all 1 ≤ n ≤ N
and x ∈ T. Thus, by Jensen,
N∑
n=1
|(Kn,1 ∗ f )(θ)|2 .
N∑
n=1
ˆ
T
χ[|x|≤1/N]N| f (θ − x)|2 dx
.
ˆ
T
min(N2, |x|−2)| f (θ − x)|2 dx
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Let KN(x) :=
1
N min(N
2, |x|−2), and we note that ‖KN‖1 is independent of N, then
1
N
N∑
n=1
ˆ
T\E
|Sn f (θ)|2 dθ ≤ 2
ˆ
T\E
ˆ
T
KN(x)| f (θ − x)|2 dxdθ(9)
for any set E ⊂ T. We now perform a Caldero´n-Zygmund decomposition at height
λ. Let B be the set of ”bad” intervals given by the decomposition. Let f = g + b
where g is supported outside of the union of the intervals inB, |g| ≤ λ, b = ∑I∈B χI f
and
λ <
´
I | f |
|I| ≤ 2λ
and
∣∣∣∣∣∣∣
⋃
I∈B
I
∣∣∣∣∣∣∣ ≤ ‖ f ‖1λ = 1λ.
Here we observe that we can regularize f without loss of generality. We consider
f (N) = VN ∗ f , g(N) = VN ∗ g and b(N) = VN ∗ b where VN = 1N
∑2N−1
m=N Sm is the de
la Valle´e Poussin kernel. Note that if we replace f in (8) with f (N), by Young’s
inequality
1
N
N∑
n=1
ˆ
T\E
|Sn f (N)(θ)|2 dθ . λ‖ f (N)‖21
. λ‖VN‖21‖ f ‖21
. λ‖ f ‖21.
This regularitywill be used almost exclusively for Bernstein’s inequalitywhichwill
give us ‖ f (N)‖∞ . N‖ f ‖1. This fortunately also preserves |g(N)(x)| . λ by Young’s
inequality. We then haveˆ
T\E
ˆ
T
KN(x)| f (N)(θ − x)|2 dxdθ
.
ˆ
T\E
ˆ
T
KN(x)|g(N)(θ − x)|2 dxdθ +
ˆ
T\E
ˆ
T
KN(x)|b(N)(θ − x)|2 dxdθ.
Using |g(N)(x)| . λwith Young’s inequality we obtainˆ
T\E
ˆ
T
KN(x)|g(N)(θ − x)|2 dxdθ
. λ
ˆ
T\E
(KN ∗ |g(N)|)(θ) dθ ≤ λ‖KN‖1‖g(N)‖1
. λ.
Inequality (9) shows that this is all we need for g. Now since b(N) = VN ∗ b, it is
possible that b(N) is supported on all T. Let B = B1 ∪ B2, where B1 is the set of all
bad intervals of length greater than 1/N and B2 are the intervals in B of length less
than or equal to 1/N. Similarly, let b = b1 + b2, where b1 =
∑
I∈B1 fI and b2 =
∑
I∈B2 fI.
Here fI := fχI. Now we can choose E := ∪I∈B c · I. Where c · I is the interval with
the same center as I, but of length c|I|. c is a constant whose value will be decided
later which will not depend on N. Furthermore, let I∗ := 98 · I and VN ∗ b1 = b∗ + b˜,
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where
b∗ =
∑
I∈B1
χI∗ (VN ∗ fI) and b˜ =
∑
I∈B1
χT\I∗ (VN ∗ fI).
Then we first consider b∗ˆ
T\E
ˆ
T
KN(x)|b∗(θ − x)|2 dxdθ
=
ˆ
T\E
ˆ
T
KN(x)
∣∣∣∣∣∣∣
∑
I∈B1
χI∗ (θ − x) f (N)I (θ − x)
∣∣∣∣∣∣∣
2
dxdθ.
Wewould like to use the assumption thatB1 is a collection of disjoint intervals, but
{I∗}I∈B1 is not a collection of disjoint intervals. We alternatively label the connected
components of ∪I∈B1 I∗ as Ci. Then
ˆ
T\E
ˆ
T
KN(x)
∣∣∣∣∣∣∣
∑
I∈B1
χI∗(θ − x) f (N)I (θ − x)
∣∣∣∣∣∣∣
2
dxdθ
=
∑
i
ˆ
T\E
ˆ
T
KN(x)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗(θ − x) f (N)I (θ − x)
∣∣∣∣∣∣∣
2
dxdθ
≤
∑
i
ˆ
T\E
ˆ
T
KN(x)
∑
I∗⊂Ci
χI∗ (θ − x)
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ.
Note that in the second and third lines I ∈ B1. For any I∗ ⊂ Ci, χI∗ ≤ χCi , and thus
∑
i
ˆ
T\E
ˆ
T
KN(x)
∑
I∗⊂Ci
χI∗ (θ − x)
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
.
∑
i
ˆ
T\E
ˆ
T
KN(x)
∑
I∗⊂Ci
χCi(θ − x)
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ.
Now before we can move on, we need to impose a restriction on the geometry
of our collection B1. It would be helpful if for any pair of intervals in B1, the
two intervals are not adjacent (i.e. they do not share an endpoint). This is an easy
restriction to impose by simply splitting B1 into at most 3 subcollections. We lose
a factor of 3 in the inequality, but this allows us to invoke Lemma 8. For each Ci,
let Ji be the largest interval such that Ji ∈ B1 and J∗i ⊂ Ci. Lemma 8 implies that
Ci ⊂ 4 · J∗i = 92 · Ji and therefore χCi ≤ χ4·J∗i giving us the following: for any i,
ˆ
T\E
ˆ
T
KN(x)
∑
I∗⊂Ci
χCi (θ − x)
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
≤
ˆ
T\E
ˆ
T
KN(x)
∑
I∗⊂Ci
χ4·J∗
i
(θ − x)
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
=
ˆ
T\E
ˆ
T
KN(x)
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ.
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Henceforth we will take c to be 5 for E =
⋃
I∈B c · I and replaceT \ Ewith T \ c · Ji in
the integral:
ˆ
T\E
ˆ
T
KN(x)
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
≤ 1
N
ˆ
T\c·Ji
ˆ
T
min(N2, |x|−2)
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
θ − x ∈ 4 · J∗
i
=
9
2 · Ji and θ ∈ T \ 5 · Ji, so |x| ≥ 14 |Ji| > 14N and thus
1
N
ˆ
T\c·Ji
ˆ
T
min(N2, |x|−2)
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
.
1
N
ˆ
T\c·Ji
ˆ
T
|x|−2
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ.
Now Bernstein (or Young) gives the inequality
∑
I∗∈Ci
∣∣∣ f (N)
I
∣∣∣ ≤ N∑I∗⊂Ci ‖ fI‖1, so
1
N
ˆ
T\c·Ji
ˆ
T
|x|−2
χ4·J∗i (θ − x)∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣

2
dxdθ
.
∑
I∗⊂Ci
‖ fI‖1

ˆ
T\c·Ji
ˆ
T
|x|−2χ4·J∗
i
(θ − x)
∑
I∗⊂Ci
∣∣∣ f (N)
I
(θ − x)
∣∣∣
 dxdθ
.
∑
I∗⊂Ci
‖ fI‖1

ˆ
T
χ4·J∗
i
(x)
∑
I∗⊂Ci
| f (N)
I
(x)|
ˆ
T\c·Ji
|θ − x|−2 dθdx
By Ho¨lder ∑
I∗⊂Ci
‖ fI‖1

ˆ
T
χ4·J∗
i
(x)
∑
I∗⊂Ci
| f (N)
I
(x)|
ˆ
T\c·Ji
|θ − x|−2 dθdx
.
∑
I∗⊂Ci
‖ fI‖1

∑
I∗⊂Ci
‖ f (N)
I
‖1

ˆ
T
||Ji| + θ|−2 dθ
.
∑
I∗⊂Ci
‖ fI‖1

2
|Ji|−1
Now from the properties of the Caldero´n-Zygmund decomposition∑
I∗⊂Ci
‖ fI‖1
 |Ji|−1 = ∑
I∗⊂Ci
‖ fI‖1
|Ji|
.
∑
I∗⊂Ci
λ|I|
|Ji| = λ
∑
I∗⊂Ci |I|
|Ji|
. λ
9
2 |Ji|
|Ji| By Lemma 8
. λ
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Summing over the connected components yields
∑
i
ˆ
T\E
ˆ
T
KN(x)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ (θ − x) f (N)I (θ − x)
∣∣∣∣∣∣∣
2
dxdθ
.
∑
i
∑
I∗⊂Ci
‖ fI‖1

2
|Ji|−1 .
∑
i
λ
∑
I∗⊂Ci
‖ fI‖1
 = λ∑
I∈B1
‖ fI‖1
. λ
as desired. Now, for b˜, we have
ˆ
T\E
ˆ
T
KN(x)|b˜(θ − x)|2 dxdθ =
ˆ
T\E
(KN ∗ |b˜|2)(θ) dθ
. ‖KN ∗ |b˜|2‖1 ≤ ‖KN‖1‖b˜‖22 By Young’s inequality
.
ˆ
T
∣∣∣b˜(x)∣∣∣2 dx = ˆ
T
∣∣∣∣∣∣∣
∑
I∈B1
χT\I∗(x) f
(N)
I
(x)
∣∣∣∣∣∣∣
2
dx
.
ˆ
T
∑
I∈B1
χT\I∗ (x)
∣∣∣ f (N)
I
(x)
∣∣∣
∣∣∣∣∣∣∣
∑
I∈B1
χT\I∗ f
(N)
I
(x)
∣∣∣∣∣∣∣ dx.
We are done with b∗ and we include the following claim only for completeness.
Indeed, we have handled the case when I∗ = 2 · I in Proposition 7, and the argument
is essentially the same absent a change in constants.
Claim: ‖b˜‖∞ = ‖
∑
I χT\I∗ f
(N)
I
‖∞ . λ
We consider the two possible cases for any x ∈ T: either (1) x ∈ T \ ∪I∗ or (2)
x ∈ I∗ for at least one I ∈ B1. In the first case, for any x ∈ T \ ∪I∗, χT\I∗ (x) = 1 so∣∣∣b˜(x)∣∣∣ .∑
I∈B1
χT\I∗(x)| f (N)I (x)| =
∑
I∈B1
χT\I∗(x)|(VN ∗ fI)(x)| =
∑
I∈B1
|(VN ∗ fI)(x)|
.
∑
I∈B1
(|VN| ∗ | fI |)(x)
In the second case, x ∈ H∗
k
for some subcollection of B1, {Hk}. Then χT\I∗ (x) = 1 for
I∗ < {Hk} and χT\H∗
k
(x) = 0, so
b˜(x) =
∑
I∈B1
χT\I∗(x)| f (N)I (x)| =
∑
I∈B1
I<{Hk }
χT\I∗ (x)| f (N)I (x)|
.
∑
I∈B1
I<{Hk }
(|VN| ∗ | fI |)(x).
In this case, for every |VN| ∗ | fI| in the sum, x ∈ T \ I∗. So in both cases, we are
taking a sum of (|VN| ∗ | fI |)(x) where x < ∪I∗ and the union is taken over the same
intervals as the sum. Therefore, it suffices to assume that we are in the first case
and x ∈ T \∪I∗, where the union is taken over all I ∈ B1. So we fix some x ∈ T \∪I∗.
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First in order to bound each |VN | ∗ | fI |, we recall that |VN(y)| . 1Nmin(N2, |y|−2), then
|b˜(x)| .
∑
I∈B1
(|VN| ∗ | fI |)(x) =
∑
I∈B1
ˆ
T
|VN(x − y)|| fI(y)| dy
.
ˆ
T
1
N
min(N2, |x − y|−2)
∑
I∈B1
| fI(y)| dy
The | fI(y)|gives us that the product is nonzero for y ∈ I, and by assumption x ∈ T\I∗.
Therefore, |x−y| > 116 |I| > 116N (for every I ∈ B1) which implies |VN(x−y)| . 1N |x−y|−2
and
ˆ
T
1
N
min(N2, |x − y|−2)
∑
I∈B1
| fI(y)| dy
.
1
N
∑
I∈B1
sup
y∈I
|x0 − y|−2‖ fI‖1 By Ho¨lder
for any fixed x ∈ T \ ∪I∗. For each I, |x − y| with y ∈ I is at least 116 |I|. Of course,|x − y| will be greater than the distance between x and I for any y ∈ I. Then
|x − y| & max(|I|,dist(x, I)) which implies |x − y| & |I| + dist(x, I). Thus by ordering
B1 = {I j} by proximity to x (considering only those intervals to the right of xwithout
loss of generality) we have
1
N
∑
I∈B1
sup
y∈I
|x − y|−2‖ fI‖1
.
1
N
|B1 |∑
j=1
(|I j| + dist(x, I j))−2‖ fI j‖1
.
λ
N
|B1 |∑
j=1
|I j|
(|I j| + dist(x, I j))2 By the C-Z decomposition.
Let φx(y) := min(N
2, |x − y|−2). Then, for all y ∈ I j,
1
(|I j| + dist(x, I j))2 .
1
|x − y|2 . φx(y)
⇒ 1
(|I j| + dist(x, I j))2 . infy∈I j φx(y).
Recall that the I j are pairwise disjoint. Therefore, the sum
∑|B1 |
j=1
|I j |
(|I j |+dist(x,I j))2
is
bounded by a lower Riemann sum of φx(y). Thus,
1
N
|B1 |∑
j=1
λ
|I j|
(|I j| + dist(x, I j))2 ≤
λ
N
‖φx‖1
.
λ
N
N = λ.
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In conclusion, the claim holds and ‖b˜‖∞ . λ, which implies
ˆ
T\E
(KN ∗ |b˜|2)(x) dx . ‖KN‖1
ˆ
T
∑
I∈B1
χT\I∗(x)| f (N)I (x)|
∣∣∣∣∣∣∣
∑
I∈B1
χT\I∗ f
(N)
I
(x)
∣∣∣∣∣∣∣ dx
. ‖KN‖1λ
ˆ
T
∑
I∈B1
χT\I∗ (x)| f (N)I (x)| dx (from ‖b˜‖∞ . λ)
. λ
∑
I∈B1
ˆ
T
| f (N)
I
(x)| dx . λ
∑
I∈B1
‖ fI‖1
. λ
This gives us
ˆ
T\E
ˆ
T
KN(x)|b(N)1 (θ − x)|2 dxdθ
.
ˆ
T\E
ˆ
T
KN(x)|b∗(θ − x)|2 dxdθ +
ˆ
T\E
ˆ
T
KN(x)|b˜(θ − x)|2 dxdθ
. λ + λ
. λ
Again we include the following bound for b
(N)
2
for completeness. Assume that
1
N = 2
j for some j ∈ Z and partition T into N intervals of length 1N . We can do this
while giving away a factor of two in the final bound. Then since I ∈ B2 are dyadic,
each I is contained in a length 1N interval. Then let
b
(N)
2
=
∑
I∈B2
f
(N)
I
=
∑
J
∑
I∈B2
I⊂J
f
(N)
I
where the J intervals come from the 1/N partition. Then, for the remainder of this
proof, we let
fJ := χJb2 =
∑
I∈B2
I⊂J
fI.
We first note again that |VN(θ)| . 1N min(|θ|−2,N2) and thus
| f (N)
J
(y)| .
ˆ
T
1
N
min(|y − x|−2,N2)| fJ(x)| dx
.
1
N
‖ fJ‖1min(sup
x∈J
|y − x|−2,N2)
.
1
N
‖ fJ‖1 1
dist(y, J)2 + 1
N2
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Then ∣∣∣∣∣∣∣
∑
J
f (N)
J
(y)
∣∣∣∣∣∣∣
2
.
∣∣∣∣∣∣∣
∑
J
f (N)
J
(y)
∣∣∣∣∣∣∣
∑
J
∣∣∣∣ f (N)J (y)∣∣∣∣

.
∣∣∣b(N)
2
(y)
∣∣∣∑
J
‖ fJ‖1 1/N
dist(y, J)2 + 1
N2
.
∣∣∣b(N)
2
(y)
∣∣∣ (max
J
‖ fJ‖1)
∑
J
1/N
dist(y, J)2 + 1
N2
We note again that by the Caldero´n-Zygmund decomposition for any J,
‖ fJ‖1 = 1
N
‖ fJ‖1
|J| ≤
1
N
∑
I∈B2
I⊂J
‖ fI‖1
|J|
.
1
N
λ
∑
I∈B2
I⊂J
|I|
|J| ≤
1
N
λ|J|
|J|
. λ|J| = λ
N
Therefore, ∣∣∣b(N)
2
(y)
∣∣∣ (max
J
‖ fJ‖1)
∑
J
1/N
dist(y, J)2 + 1
N2
. λ
∣∣∣b(N)
2
(y)
∣∣∣∑
J
1/N2
dist(y, J)2 + 1
N2
If we fix y, then for each J, there is a nonnegative constant Cy ≤ 1N that doesn’t
depend on J and a positive integermJ ∈ [1,N] unique to each J such that dist(y, J) =
Cy +mJ
1
N ∑
J
1/N2
dist(y, J)2 + 1
N2
.
∑
J
1/N2
(Cy +mJ
1
N )
2 +
1
N2
.
∑
J
1/N2
m2
J
1
N2
+
1
N2
.
N∑
i=1
1
i2
. 1
This gives us the following inequality for all y ∈ T:∣∣∣∣∣∣∣
∑
J
f
(N)
J
(y)
∣∣∣∣∣∣∣
2
. λ
∣∣∣∣∣∣∣
∑
J
f
(N)
J
(y)
∣∣∣∣∣∣∣ = λ
∣∣∣b(N)
2
(y)
∣∣∣ .
Thus
ˆ
T\E
ˆ
T
KN(x)
∣∣∣∣∣∣∣
∑
J
f
(N)
J
(y − x)
∣∣∣∣∣∣∣
2
dxdy
. λ
ˆ
T
ˆ
T
KN(x)
∣∣∣b(N)
2
(y − x)
∣∣∣ dxdy = λ‖KN ∗ |b(N)2 |‖1
. λ‖KN‖1‖b(N)2 ‖1 By Young’s Inequality
. λ‖b2‖1 . λ‖ f ‖1 . λ
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as desired. The three main estimates we have obtained combine to give us
1
N
N∑
n=1
ˆ
T\E
|Sn f (N)(θ)|2 dθ
.
ˆ
T\E
ˆ
T
KN(x)| f (N)(θ − x)|2 dxdθ
.
ˆ
T\E
ˆ
T
KN(x)|g(N)(θ − x)|2 dxdθ +
ˆ
T\E
ˆ
T
KN(x)|b(N)1 (θ − x)|2 dxdθ
+
ˆ
T\E
ˆ
T
KN(x)|b(N)2 (θ − x)|2 dxdθ
. λ
Through scaling we get with ‖ f ‖1 and λwe can assume |E| ≤ 1λ and
1
N
N∑
n=1
ˆ
T\E
|Sn f (N)(θ)|2 dθ . λ‖ f ‖21.
This is precisely the bound we sought out. 
Before we move on and extend the result to the real line, let us revisit a question
posed before Lemma 8. Specifically, we asked for which s > 1 does Proposition 7
still hold whenQN(y) =
1
Ns−1 min(N
s, |y|−s) replaces BN. The answer to this question
is a direct corollary to the reduction of Theorem 10 to the estimateˆ
T\E
ˆ
T
KN(x)| f (N)(θ − x)|2 dxdθ =
ˆ
T\E
KN ∗ | f (N)|2 . λ.
Corollary 11. Let N ∈ N \ {0}, λ > 0, and s ≥ 2. Then for any f ∈ L1(T) such that
supp( fˆ ) ⊂ [−N,N], there exists E ⊂ T, with |E| ≤ 1λ such thatˆ
T\E
(QN ∗ | f |2)(θ) dθ ≤ Cλ‖ f ‖21
where QN(x) =
1
Ns−1 min(N
s, |x|−s).
Proof. Let ‖ f ‖1 = 1, λ > 1 and E := ∪I 5 ·I defined as in Theorem 10. For themoment
let us assume s > 1. We have already seen from Proposition 7 and Theorem 10 that
for f (N) = g(N) + b
(N)
1
+ b
(N)
2
we haveˆ
T\E
QN ∗ |g(N)|2 +
ˆ
T\E
QN ∗ |b(N)2 |2 . ‖QN‖1(‖g(N)‖22 + ‖b(N)2 ‖22) . λ‖QN‖1.
Since ‖QN‖1 . 1 uniformly in N ∈ N and s > 1 we do not need to say more about
b
(N)
2
and g(N). For b
(N)
1
, let I∗ be defined as in Theorem 10, I∗ = 98 · I. Then we haveˆ
T\E
QN ∗ |b(N)1 |2 .
ˆ
T\E
QN ∗ |b∗|2 +
ˆ
T\E
QN ∗ |b˜|2
.
ˆ
T\E
QN ∗ |b∗|2 + ‖QN‖1‖b˜‖22 .
ˆ
T\E
QN ∗ |b∗|2 + λ‖QN‖1
Thus, the decay of QN is all that is important, particularly for the bound
ˆ
T\E
(QN ∗ |b∗|2)(x) dx =
∑
i
ˆ
T\E
QN ∗
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ f
(N)
I
∣∣∣∣∣∣∣
2 (x) dx
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For each individual i, we have
ˆ
T\E
QN ∗
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ f
(N)
I
∣∣∣∣∣∣∣
2 (x) dx
=
ˆ
T\E
ˆ
T
QN(y)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗(x − y) f (N)I (x − y)
∣∣∣∣∣∣∣
2
dydx
By the argument from Theorem 10,
ˆ
T\E
ˆ
T
QN(y)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ (x − y) f (N)I (x − y)
∣∣∣∣∣∣∣
2
dydx
.
1
Ns−1
ˆ
T\c·Ji
ˆ
T
|y|−s
χ4·J∗i (x − y)∑
I∗⊂Ci
∣∣∣ f (N)
I
(x − y)
∣∣∣

2
dydx
. N2−s
∑
I∗⊂Ci
‖ fI‖1

ˆ
T\c·Ji
ˆ
T
|y|−sχ4·J∗
i
(x − y)
∑
I∗⊂Ci
∣∣∣ f (N)
I
(x − y)
∣∣∣
 dydx
. N2−s
∑
I∗⊂Ci
‖ fI‖1

ˆ
T
χ4·J∗
i
(y)
∑
I∗⊂Ci
| f (N)
I
(y)|
ˆ
T\c·Ji
|x − y|−s dxdy
Then
N2−s
∑
I∗⊂Ci
‖ fI‖1

ˆ
T
χ4·J∗
i
(y)
∑
I∗⊂Ci
| f (N)
I
(y)|
ˆ
T\c·Ji
|x − y|−s dxdy
. N2−s
∑
I∗⊂Ci
‖ fI‖1

∑
I∗⊂Ci
‖ f (N)
I
‖1

ˆ
T
||Ji| + x|−s dx
. λ
∑
I∗⊂Ci
‖ fI‖1
N2−s|Ji||Ji|−(s−1) = λ
∑
I∗⊂Ci
‖ fI‖1
 (N|Ji|)2−s
Here we see the importance of s ≥ 2. When s ≥ 2 we can use the following
inequality: (N|Ji|)−1 < 1 because |Ji| > 1N . Then
ˆ
T\E
QN ∗
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ f
(N)
I
∣∣∣∣∣∣∣
2 (x) dx . λ
∑
I∗⊂Ci
‖ fI‖1

which is exactly what we need to obtain the final result. Otherwise, (N|Ji|)2−s grows
as N grows. 
The previous proof shows that any function f ∈ L1 with supp( fˆ ) ⊂ [−N,N]
with B1 , ∅ is a counterexample for 1 < s < 2. We now consider the analogue of
Theorem 10 on the line.
Proposition 12. Let λ > 0. Then for any f ∈ L1(R), there exists E ⊂ R, with |E| ≤ 1λ
such that
sup
T>0
1
T
ˆ T
0
ˆ
R\E
|St f (x)|2dxdt . λ‖ f ‖21
where St f = Dt ∗ f given Dt(x) =
´ t
−t e
−2πisx ds .
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Proof. Similar to the previous proposition, assume ‖ f ‖1 = 1, f ≥ 0, fix T and
λ > 0. We also perform a Caldero´n-Zygmund decomposition at height λ and let
f = g + b1 + b2 as we do in Theorem 10, with B = B1 ∪ B2 defined the same way.
We can define E now as
E :=
⋃
I∈B
5 · I.
Note that
Dt(x) =
ˆ t
−t
e−2πisx ds = C
e−2πitx − e2πitx
x
for |x| > T−1
and |Dt(x)| ≤ T for all x.
From this, we let χT(x) = χ{|x|>T−1} and we assume as in Theorem 10 that the Fourier
support of f is bounded. Therefore, we let f = f (T) := f ∗ VT where VT is the
real-line analogue to the de la Valle´e Poussin kernel. Then we have
ˆ T
0
ˆ
R\E
|(χTDt ∗ f (T))(x)|2 dxdt
.
ˆ
R\E
ˆ T
0
∣∣∣∣∣∣
ˆ
R
f (T)(x − y)χT(y) e
−2πity
y
dy
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣
ˆ
R
f (T)(x − y)χT(y) e
2πity
y
dy
∣∣∣∣∣∣
2
dtdx
.
ˆ
R\E
ˆ T
−T
∣∣∣ fˆx(t)∣∣∣2 dtdx . ˆ
R\E
ˆ
R
∣∣∣ fˆx(t)∣∣∣2 dtdx
.
ˆ
R\E
(K1 ∗ | f (T)|2)(x) dx
(10)
where fx(y) = f
(T)(x − y)χT(y) 1y and K1(x) = min(T2, |x|−2). Furthermore,
ˆ T
0
ˆ
R\E
|((1 − χT)Dt ∗ f (T))(x)|2 dxdt
.
ˆ T
0
ˆ
R\E
ˆ
|y|≤T−1
T| f (T)(x − y)|2 dydxdt
.
ˆ
R\E
(K1 ∗ | f (T)|2)(x) dx(11)
Thus, by combining (10) and (11) we conclude that
1
T
ˆ T
0
ˆ
R\E
|(Dt ∗ f )(x)|2 dxdt . 1
T
ˆ
R\E
(K1 ∗ | f (T)|2)(x) dx
.
ˆ
R\E
(KT ∗ | f (T)|2)(x) dx
where KT(x) := T
−1min(T2, |x|−2) and ‖KT‖1 . 1. Thenˆ
R\E
ˆ
R
| f (T)(x − y)|2KT(y) dydx
.
ˆ
R\E
(|g(T)|2 ∗ KT)(x) dx+
ˆ
R\E
(|b(T)
1
|2 ∗ KT)(x) dx+
ˆ
R\E
(|b(T)
2
|2 ∗ KT)(x) dx
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and ˆ
R\E
(|g(T)|2 ∗ KT)(x) dx . ‖|g(T)|2 ∗ KT‖1 . ‖g(T)‖22 . λ‖g‖1 . λ
Now for the estimate for b1, we perform a series of steps that are similar to what
was done in Theorem 10 with
b
(T)
1
=
∑
I∈B1
f
(T)
I
=
∑
I∈B1
χI∗ f
(T)
I
+
∑
I∈B1
χR\I∗ f
(T)
I
= b∗ + b˜
with I∗ = 98 · I. First considering b∗, we use Lemma 8 to get a partition of ∪I∈B1I∗ into
intervals {Ci} andˆ
R\E
|b∗(x − y)|2 ∗ KT(y) dydx
=
∑
i
ˆ
R\E
ˆ
R
KT(y)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ (x − y) f (T)I (x − y)
∣∣∣∣∣∣∣
2
dydx
Then using the same argument as Theorem 10 we have
∑
i
ˆ
R\E
ˆ
R
KT(y)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗(x − y) f (T)I (x − y)
∣∣∣∣∣∣∣
2
dydx
.
∑
i
ˆ
R\5·Ji
ˆ
R
KT(y)
χ4·Ji(x − y)∑
I∗⊂Ci
∣∣∣ f (T)
I
(x − y)
∣∣∣

2
dydx
.
∑
i
∑
I∗⊂Ci
‖ fI‖1
ˆ
R\5·Ji
ˆ
R
|y|−2
χ4·Ji(x − y)∑
I∗⊂Ci
∣∣∣ f (T)
I
(x − y)
∣∣∣
 dydx
.
∑
i
∑
I∗⊂Ci
‖ fI‖1
∑
I∗⊂Ci ‖ f (T)I ‖1
|Ji| .
∑
i
λ
∑
I∗⊂Ci
‖ fI‖1
. λ
For this estimate, we do not have to worry about any convergence issues in the
sum since |B1| < ∞. In Theorem 10, we showed that ‖b˜‖∞ . λ which translates to
R as well. However, for b
(T)
2
on the real line
b
(T)
2
=
∑
J
KT ∗ (χJb2) =
∑
J
f
(T)
J
we have an infinite sum in J. Using the same argument for b2 as we did in Theorem
10, we obtain the following bound∥∥∥b(T)
2
∥∥∥∞ . λ
∞∑
j=1
1
j2
. λ
Then, using this bound, we haveˆ
R\E
(|b(T)
2
|2 ∗ KT)(x)dx . λ
ˆ
R
(|b(T)
2
| ∗ KT)(x)dx
. λ‖b(T)‖1‖KT‖1
. λ
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Therefore, we have the equivalent statement to Theorem 10 for functions onR. 
3.1. Higher-Dimensional Results. In order to demonstrate the process of extend-
ing these results to higher dimensions, we shall investigate the tensor case when
for f ∈ L1(Td) we have
f (θ1, θ2, ..., θd) = f1(θ1) f2(θ2) · · · fd(θd)
Drawing inspiration from Theorem 10, we will take the ℓ2 average over the first N
Fourier partial sums for each fi:
d∏
i=1
 1N
N∑
ni=1
|Sni fi|2
(12)
For n = (n1, n2, ..., nd) ∈ Nd, let χRn be the indicator function on Zd for the set Rn
where
Rn = {m ∈ Zd : −n j ≤ m j ≤ n j, 1 ≤ j ≤ d}
Let Sn f be the Fourier multiplier operator on f ∈ L1(Td) defined by the Fourier
multiplier χRn . Then simplifying (12), we get an average over N
d partial Fourier
sums corresponding to the lattice points n = (n1, n2, ..., nd) ∈ (N \ {0})d,
d∏
i=1
 1N
N∑
ni=1
|Sni fi|2
 = 1Nd
∑
n∈R+
N
|Sn f |2
where R+N = {n ∈ (N \ {0})d : ‖n‖∞ ≤ N}. Then, we execute a Caldero´n-Zygmund
decomposition at height λ1/d for each fi. Theorem 10 informs us that there exists
Ei ⊂ T such that |Ei| ≤ 1λ1/d and
sup
N≥1
d∏
i=1

ˆ
T\Ei
1
N
N∑
ni=1
|Sni fi|2
 .
d∏
i=1
λ1/d‖ fi‖21 = λ‖ f ‖2L1(Td)
Define E′ := ∪i{x ∈ Td : xi ∈ Ei}. Then H d(E′) ≤ 1λ1/d and
sup
N≥1
1
Nd
∑
n∈R+
N
ˆ
Td\E′
|Sn f |2 = sup
N≥1
d∏
i=1

ˆ
T\Ei
1
N
N∑
ni=1
|Sni fi|2

. λ‖ f ‖2
L1(Td)
The estimate H d(E′) ≤ λ−1/d is a step back from what we get in Theorem 10. This
should be expected because the method by which we defined E′ was not as precise
as the method for defining E in Theorem 10. It is possible that there exists a subset
of positive measure in E′ such that for each point in the subset one has | fi| > λ1/d for
at least one j, but | f | ≤ λ. This implies that E′ is not the most efficient choice for the
set we will remove from Td. Fortunately, we can take the d-dimensional Caldero´n-
Zygmund decomposition at height λ for f and still use the preceding ideas from
Theorem 10. The end result is that we can find an E ⊂ Td with H d(E) ≤ 1λ such
that the desired result holds.
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Proposition 13. Let λ > 0. Then for any f ∈ L1(Td), there exists E ⊂ Td, with |E| ≤ 1λ
such that
sup
N≥1
1
Nd
∑
n∈R+
N
ˆ
Td\E
|Sn f (θ)|2 dθ ≤ Cdλ‖ f ‖21
where R+
N
= {n ∈ (N\{0})d : ‖n‖∞ ≤ N}, Cd is a constant depending only on the dimension
d, and Sn f = Dn ∗ f given Dn(x) :=
∑
−n j≤m j≤n j e
2πim·x =
∏d
j=1Dn j(x j).
Proof. Just as in Theorem 10, we perform a Caldero´n-Zygmund decomposition
at height λ > 0 while fixing N ≥ 1 and assuming ‖ f ‖1 = 1. For this proof let
|I| := H d(I) for any measurable set I. We label the set of bad cubes B = B1 ∪ B2
where |I| > N−d for all I ∈ B1 and |I| ≤ N−d for I ∈ B2 and
E :=
⋃
I∈B
5 · I.
Then with Dn1 acting in the first variable only and Sn∗ in all the others
N∑
ni=1
1≤i≤d
ˆ
Td\E
|Sn f (θ)|2 dθ =
N∑
ni=1
i≥2
N∑
n1=1
ˆ
Td\E
|Dn1 ∗ Sn∗ f (θ)|2 dθ
.
N∑
ni=1
i≥2
ˆ
Td\E
N∑
n1=1
∣∣∣∣∣∣
ˆ
|x1 |>N−1
e(n1x1)
sin(x1)
Sn∗ f (θ1 − x1, θ∗) dx1
∣∣∣∣∣∣
2
dθ
+
N∑
ni=1
i≥2
ˆ
Td\E
ˆ
|x1 |<N−1
N2
∣∣∣Sn∗ f (θ1 − x1, θ∗)∣∣∣2 dx1 dθ
where θ∗ and n∗ are the vectors θ and n, respectively, with the first component
deleted. Now we use Plancherel as we did in Theorem 10 with Sn∗ f in place of f .
N∑
ni=1
i≥2
ˆ
Td\E
N∑
n1=1
∣∣∣∣∣
ˆ
T
e(n1x1)
sin(x1)
Sn∗ f (θ1 − x1, θ∗) dx1
∣∣∣∣∣2 dθ
.
N∑
ni=1
i≥2
ˆ
Td\E
(K1,N ∗
∣∣∣Sn∗ f (θ∗)∣∣∣2)(θ1) dθ
where K1,N(z) = min(N
2, |z|−2) for z ∈ T. Now we note that
N∑
ni=1
i≥2
ˆ
Td\E
(K1,N ∗
∣∣∣Sn∗ f (θ∗)∣∣∣2)(θ1) dθ
=
N∑
ni=1
i≥3
ˆ
Td\E
(K1,N ∗
N∑
n2=1
∣∣∣Sn∗ f (θ∗)∣∣∣2)(θ1) dθ.
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Fixing θ1, we have
N∑
n2=1
|Sn∗ f (θ)|2
.
N∑
n1=1
∣∣∣∣∣∣
ˆ
|x2 |>N−1
e(n2x2)
sin(x2)
Sn∗∗ f (θ1, θ2 − x2, θ∗∗) dx2
∣∣∣∣∣∣
2
+
N∑
n1=1
∣∣∣∣∣∣
ˆ
|x2 |<N−1
NSn∗∗ f (θ1, θ2 − x2, θ∗∗) dx2
∣∣∣∣∣∣
2
. (K1,N ∗
∣∣∣Sn∗∗ f (θ1, θ∗∗)∣∣∣2)(θ2).
where n∗∗ and θ∗∗ are the vectors n and θ, respectively, with the first and second
components deleted. Repeating this process leaves us with∑
n∈R+
N
ˆ
Td\E
|Sn f (θ)|2 dθ . Nd
ˆ
Td\E
(K(d),N ∗ | f (N)|2)(θ) dθ
where
K(d),N(θ) :=
1
Nd
d∏
i=1
K1(θi) =
1
Nd
d∏
i=1
min(N2, |θi|−2).
Here we also take the liberty to replace f with f (N) = Vd,N ∗ f , where Vd,N(x) :=∏d
i=1VN(xi). Now by the same process as Theorem 10 we haveˆ
Td\E
K(d),N ∗ | f (N)|2
.
ˆ
Td\E
K(d),N ∗ |g(N)|2 +
ˆ
Td\E
K(d),N ∗ |b(N)1 |2 +
ˆ
Td\E
K(d),N ∗ |b(N)2 |2
where, in this case, B1 is the set of bad cubes of length > 1/N and thus of measure
> N−d. Then for g(N), ‖g(N)‖∞ . λ andˆ
Td\E
K(d),N ∗
∣∣∣g(N)∣∣∣2 . λ‖K(d),N ∗ g(N)‖1 . λ‖K(d),N‖1‖g(N)‖1 . λ.
For any cube I, let I∗ := 98 · I, and let b(N)1 = b∗ + b˜ =
∑
I∈B1 χI∗ f
(N)
I
+
∑
I∈B1 χTd\I∗ f
(N)
I
.
We must account for the fact that the set I∗ are not pairwise disjoint, so we will
utilize Lemma 9 to deal with this. First we break up ∪I∈B1I∗ into pairwise disjoint
components {Ci}ˆ
Td\E
K(d),N ∗ |b∗|2
=
∑
i
ˆ
Td\E
K(d),N ∗
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ f
(N)
I
∣∣∣∣∣∣∣
2
.
∑
i
ˆ
Td\E
K(d),N ∗
∑
I∗⊂Ci
χI∗
∣∣∣ f (N)
I
∣∣∣

2
.
∑
i

∑
I∈B1
I∗⊂Ci
‖ fI‖1
Nd
ˆ
Td\E
K(d),N ∗
∑
I∗⊂Ci
χI∗
∣∣∣ f (N)
I
∣∣∣ By Bernstein
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It is here we use the same argument as Theorem 10. Specifically, we have put
ourselves in a position to take advantage of the decay of the kernel K(d),N due to
our careful definition of E and supp(
∑
I∗⊂Ci χI∗
∣∣∣ f (N)
I
∣∣∣). For each i, let Ji be the largest
cube such that Ji ⊂ Ci, then
ˆ
Td\E
K(d),N ∗
∑
I∗⊂Ci
χI∗
∣∣∣ f (N)
I
∣∣∣ . ˆ
Td\5·Ji
ˆ
Td
K(d),N(x − y)χ4·Ji(y)
∣∣∣∣∣∣∣
∑
I∗⊂Ci
f (N)
I
(y)
∣∣∣∣∣∣∣ dydx
.
∑
I∗⊂Ci
‖ fI‖1

sup
y∈4·Ji
ˆ
Td\5·Ji
K(d),N(x − y) dx

.
∑
I∗⊂Ci
‖ fI‖1
N−d(|Ji|)−1
Since ∪I∗⊂CiI ⊂ 4 · Ji,
∑ |I| . |Ji|. Therefore, (∑ |I|)/|Ji| . 1 and
ˆ
Td\E
K(d),N ∗
∑
I∗⊂Ci
χI∗
∣∣∣ f (N)
I
∣∣∣ .
∑
I∗⊂Ci
‖ fI‖1
N−d(|Ji|)−1 =
∑
I∗⊂Ci
|I| ‖ fI‖1|I|
N−d(|Ji|)−1
.
∑
I∗⊂Ci
|I|λ
N−d(|Ji|)−1
. λN−d.
Using this estimate we have
ˆ
Td\E
K(d),N ∗ |b∗|2 .
∑
i

∑
I∈B1
I∗⊂Ci
‖ fI‖1
Nd
ˆ
Td\E
K(d),N ∗
∣∣∣∣∣∣∣
∑
I∗⊂Ci
χI∗ f
(N)
I
∣∣∣∣∣∣∣
.
∑
i

∑
I∈B1
I∗⊂Ci
‖ fI‖1
Nd
(
N−dλ
)
. λ
∑
I∈B1
‖ fI‖1
. λ
which is what we need for b∗. Just as in Theorem 10, we show that ‖b˜‖∞ . λ. The
key in the translation to this setting is that we still retain the property that the cubes
I ∈ B1 are disjoint and that the distance between each interval I and Td \ ∪I∈B1I∗ is
at least a constant factor of the length of I. Therefore, we can say that∣∣∣b˜(x)∣∣∣ .∑
I∈B1
χTd\I∗ (x)
∣∣∣ f (N)
I
(x)
∣∣∣ =∑
I∈B1
χTd\I∗ (x)
∣∣∣∣∣
ˆ
Td
Vd,N(x − y) fI(y) dy
∣∣∣∣∣ .
Assuming x ∈ Td \ ∪I∈B1I∗, we have∑
I∈B1
χTd\I∗ (x)
∣∣∣∣∣
ˆ
Td
Vd,N(x − y) fI(y) dy
∣∣∣∣∣ .∑
I∈B1
ˆ
Td
∣∣∣χI(y)Vd,N(x − y) fI(y)∣∣∣ dy
.
∑
I∈B1
‖ fI‖1 sup
y∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣
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We again establish that for x ∈ Td \ I∗
sup
y∈I
|x − y| & max
(
dist(x, I),
9
16
(length of I)
)
& dist(x, I)+ (length of I)
Then using the properties of the Caldero´n-Zygmund decomposition,∑
I∈B1
‖ fI‖1 sup
y∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣ =∑
I∈B1
‖ fI‖1 |I||I| supy∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣
.
∑
I∈B1
‖ fI‖1 1|I|
ˆ
Td
χI(z) sup
y∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣ dz
. λ
∑
I∈B1
ˆ
Td
χI(z) sup
y∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣ dz
Then by the same Riemann sum argument from Theorem 10,
λ
∑
I∈B1
ˆ
Td
χI(z) sup
y∈I
∣∣∣χI(y)Vd,N(x − y)∣∣∣ dz
. λ
∑
I∈B1
ˆ
Td
χI(z)
∣∣∣Vd,N(dist(x, I) + (length of I))∣∣∣ dz
. λ
ˆ
Td
∑
I∈B1
χI(z)
∣∣∣Vd,N(dist(x, I) + (length of I))∣∣∣ dz
. λ
ˆ
Td
|Vd,N(x − z)| dz . λ
Thus ˆ
Td\E
K(d),N ∗
∣∣∣b(N)
1
∣∣∣2
.
ˆ
Td\E
K(d),N ∗ |b∗|2 +
ˆ
Td\E
K(d),N ∗
∣∣∣b˜∣∣∣2
. λ
Finally, for b
(N)
2
, we will show that ‖b(N)
2
‖∞ . λ∣∣∣b(N)
2
(x)
∣∣∣ .∑
J
∣∣∣∣ f (N)J (x)∣∣∣∣ .∑
J
ˆ
Td
| fJ(y)||Vd,N(x − y)| dy
.
∑
J
‖ fJ‖1 sup
y∈J
|Vd,N(x − y)|
. λ
∑
J
1
Nd
sup
y∈J
|Vd,N(x − y)|
Now, we can bound this sum by a Riemann sum just as we did for b˜ or b
(N)
2
from
Theorem 10. Therefore, we have
λ
∑
J
1
Nd
sup
y∈J
|Vd,N(x − y)| . λ
ˆ
Td
|Vd,N(x − z)| dz
. λ
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In summary,
1
Nd
∑
n∈R+
N
ˆ
Td\E
|Sn f (θ)|2 dθ
.
ˆ
Td\E
(K(d),N ∗ | f (N)|2)(θ) dθ
.
ˆ
Td\E
K(d),N ∗ |g(N)|2 +
ˆ
Td\E
K(d),N ∗ |b(N)1 |2 +
ˆ
Td\E
K(d),N ∗ |b(N)2 |2
. λ
as desired. 
3.2. Higher Powers. Let us consider the statement analogous to Theorem 10 with
p > 2 instead of p = 2:
sup
N≥1
1
N
N∑
n=1
ˆ
T\E
|Sn f (θ)|p dθ . λp−1‖ f ‖p1
where for all f ∈ L1(T), |E| ≤ 1λ . We have reasonable suspicion to believe that
this estimate may hold given Theorem 3 and Theorem 10. However, we also may
expect to obtain a contradicting statement if indeed we encounter growth in the
integral of 1N
∑N
n=1 |Sn f |p on T \ E for p > 2 similar to the growth of the integral of
1
N
N∑
n=1
npχ[− 1N , 1N ]
on T for p > 1. By expanding the methods used for Theorem 10 we can provide
more evidence indicating the latter to be true:
Proposition 14. Let λ > 0. Then for f ∈ L1(T), p ≥ 2, there exists E ⊂ Td, with |E| ≤ 1λ
such that
sup
N≥1
(N logp−2N)−1
N∑
n=1
ˆ
T\E
|Sn f (θ)|p dθ . λp−1‖ f ‖p1(13)
Proof. We first prove that this estimate works for p = 2m, m ∈ N, m ≥ 2. An
interpolation argument provides the rest of the result. First, we let ‖ f ‖1 = 1, f ≥ 0,
and E = ∪I∈B 5 · I where B is the set of bad intervals from a Caldero´n-Zygmund
decomposition of f ∈ Lp at height λ for λ > 1. First we assume m = 2, then we
consider the functions g and b2 using the same notation as in Theorem 10, where
f = g + b1 + b2. Then, we note that
1
N
N∑
n=1
ˆ
T\E
|Sn f (x)|4 dx
.
1
N
N∑
n=1
ˆ
T\E
|Sng(x)|4 dx
+
1
N
N∑
n=1
ˆ
T\E
|Snb1(x)|4 dx + 1
N
N∑
n=1
ˆ
T\E
|Snb2(x)|4 dx.
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By the L4 boundedness of the Hilbert Transform,
1
N
N∑
n=1
ˆ
T\E
|Sng(x)|4 dx . 1
N
N∑
n=1
ˆ
T
|Sng(x)|4 dx = 1
N
N∑
n=1
‖Sng‖44
.
1
N
N∑
n=1
‖g‖44 . λ3‖g‖1
. λ3
We now make use of the fact that f is less than a constant factor of λ on the small
intervals. We also note that for any function f on T, f (N) := f ∗ VN, just as in
Theorem 10. Using the Hilbert transform again, we have
1
N
N∑
n=1
ˆ
T\E
|Snb2(x)|4dx = 1
N
N∑
n=1
ˆ
T
|Snb(N)2 (x)|4dx
.
1
N
N∑
n=1
‖b(N)
2
‖44 . λ3‖b(N)2 ‖1
. λ3
Now for the large intervals we start by using the same process as before. We again
note that Dn = k1 + k2, where k1(x) = χ[− 1N , 1N ](x)Dn(x) and k2(x) = χ[− 1N , 1N ]c(x)Dn(x) =
C
e(nx)−e(−nx)
sin(x) χ[− 1N , 1N ]c(x). Then
1
N
N∑
n=1
ˆ
T\E
|Snb1(x)|4dx = 1
N
N∑
n=1
ˆ
T\E
|Snb(N)1 (x)|4dx
.
1
N
N∑
n=1
ˆ
T\E
|(k1 ∗ b(N)1 )(x)|4dx
+
1
N
N∑
n=1
ˆ
T\E
|k2 ∗ b(N)1 (x)|4dx
and we first attack k1 ∗ b(N)1 :
1
N
N∑
n=1
ˆ
T\E
|(k1 ∗ b(N)1 )(x)|4 dx =
N∑
n=1
ˆ
T\E
∣∣∣∣∣
ˆ
T
χ[− 1N , 1N ](y)Dn(y)b
(N)
1
(x − y)dy
∣∣∣∣∣4 dx
χ[− 1N , 1N ](y)Dn(y)dy are measures of uniformly bounded mass because |Dn| . n, so
by Jensen
N∑
n=1
ˆ
T\E
∣∣∣∣(χ[− 1N , 1N ]Dn ∗ b(N)1 ) (x)
∣∣∣∣4 dx . N∑
n=1
ˆ
T\E
(
χ[− 1N , 1N ]|Dn| ∗ |b
(N)
1
|4
)
(x) dx
.
N∑
n=1
n
ˆ
T\E
(
χ[− 1N , 1N ] ∗ |b
(N)
1
|4
)
(x) dx
. N2
ˆ
T\E
(
χ[− 1N , 1N ] ∗ |b
(N)
1
|4
)
(x) dx
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By the decomposition of b(N)
1
from Theorem 10, b(N)
1
= b∗ + b˜ =
∑
I∈B1 χI∗ f
(N)
I
+∑
I∈B1 χT\I∗ f
(N)
I
N2
ˆ
T\E
(
χ[− 1N , 1N ] ∗
∣∣∣b(N)
1
∣∣∣4) (x) dx
. N2
ˆ
T\E
(
χ[− 1N , 1N ] ∗ |b
∗|4
)
(x) dx+N2
ˆ
T\E
ˆ
T
(
χ[− 1N , 1N ] ∗
∣∣∣b˜∣∣∣4) (x) dydx
We first note that supp(b∗) = ∪I∈B1I∗ implies supp(|b∗|4) = ∪I∈B1I∗, and
supp
(
χ[− 1N , 1N ] ∗ |b
∗|4
)
= [
−1
N
,
1
N
] +
⋃
I∈B1
I∗ ⊂
⋃
I∈B1
5 · I = E
Therefore,
N2
ˆ
T\E
(
χ[− 1N , 1N ] ∗ |b
∗|4
)
(x) dx = 0
and from the proof of Theorem 10 we know that ‖b˜‖∞ . λ, so
N2
ˆ
T\E
(
χ[− 1N , 1N ] ∗
∣∣∣b˜∣∣∣4) (x) dx . N2λ3 ˆ
T\E
(
χ[− 1N , 1N ] ∗
∣∣∣b˜∣∣∣) (x) dx
. N2λ3
1
N
‖b˜‖1
. λ3N
For k2, if we suppress the χ[− 1N , 1N ]c for the moment, we have
N∑
n=1
ˆ
T\E
|k2 ∗ b(N)1 (x)|4 dx .
N∑
n=1
ˆ
T\E
∣∣∣∣∣∣∣
ˆ
T
e(ny)
b
(N)
1
(x − y)
sin(y)
dy
∣∣∣∣∣∣∣
4
dx
.
ˆ
T\E
∑
n∈Z
∣∣∣∣∣∣∣
ˆ
T
e(ny)
b
(N)
1
(x − y)
sin(y)
dy
∣∣∣∣∣∣∣
4
dx
.
ˆ
T\E
∑
n∈Z
∣∣∣∣∣∣∣F
b
(N)
1
(x − ·)
sin(·)
 (n)
∣∣∣∣∣∣∣
4
dx
where F denotes the Fourier Transform. Now we use the identity fˆ (n)gˆ(n) =
f̂ ∗ g(n) and Plancherel
ˆ
T\E
∑
n∈Z
∣∣∣∣∣∣∣F
b
(N)
1
(x − ·)
sin(·)
 (n)
∣∣∣∣∣∣∣
4
dx
=
ˆ
T\E
∑
n∈Z
∣∣∣∣∣∣∣F
b
(N)
1
(x − ·)
sin(·) ∗
b(N)
1
(x − ·)
sin(·)
 (n)
∣∣∣∣∣∣∣
2
dx
=
ˆ
T\E
ˆ
T
∣∣∣∣∣∣∣
b
(N)
1
(x − ·)
sin(·) ∗
b(N)
1
(x − ·)
sin(·)
 (y)
∣∣∣∣∣∣∣
2
dydx
We note here that the convolution of χ[ −1N ,
1
N ]
c(z)
b(N)
1
(x−z)
sin(z) with itself leaves us with
no ability to bound the set on which we expect the convolution to be large inde-
pendently of N, namely ∪I∈B1I + ∪I∈B1I (for example, let {I} be a set of intervals
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decreasing in size geometrically, then if N ≫ λ, ∪I∈B1I + ∪I∈B1I = T). We now use
Young’s inequality to bound the convolution
ˆ
T\E
ˆ
T
∣∣∣∣∣∣∣
b
(N)
1
(x − ·)
sin(·) ∗
b
(N)
1
(x − ·)
sin(·)
 (y)
∣∣∣∣∣∣∣
2
dydx
.
ˆ
T\E
(ˆ
T
k3(y1)|b(N)1 (x − y1)| dy1
)2 ˆ
T
k23(y2)|b(N)1 (x − y2)|2 dy2dx
where k3(x) := χ[− 1N , 1N ]c (x)|x|
−1. We know from Corollary 11 that
ˆ
T\E
ˆ
T
k23(y2)|b(N)1 (x − y2)|2 dy2dx . Nλ,
so we look to show supx∈T\E
´
T
k3(y1)|b(N)1 (x − y1)| dy1 . λ logN. For any x ∈ T \ E,ˆ
T
k3(x − y)|b(N)1 (y)| dy .
ˆ
T
k3(x − y)|b∗(y)| dy+
ˆ
T
k3(x − y)|b˜(y)| dy
.
ˆ
T
k3(x − y)|b∗(y)| dy+ λ
ˆ
T
k3(x − y) dy
.
ˆ
T
k3(x − y)|b∗(y)| dy+ λ logN.
For b∗,
ˆ
T
k3(x − y)|b∗(y)| dy .
∑
i
ˆ
T
k3(x − y)
∣∣∣∣∣∣∣∣∣∣
∑
I∈B1
I⊂Ci
χI∗ (y) f
(N)
I
(y)
∣∣∣∣∣∣∣∣∣∣ dy.
Just as we have done before, we use the fact that x ∈ T \ E and y ∈ ∪iCi = ∪II∗ and
therefore |x − y| & |Ji| & |Ci|. Thus,
k3(x − y) . 1
max(dist(x,Ci), |Ci|) .
1
dist(x,Ci) + |Ci| when y ∈ Ci
and therefore
∑
i
ˆ
T
k3(x − y)
∣∣∣∣∣∣∣∣∣∣
∑
I∈B1
I∗⊂Ci
χI∗(y) f
(N)
I
(y)
∣∣∣∣∣∣∣∣∣∣ dy .
∑
i
ˆ
T
k3(x − y)
∑
I∈B1
I∗⊂Ci
χI∗ (y)
∣∣∣ f (N)
I
(y)
∣∣∣ dy
.
∑
i
ˆ
T
k3(x − y)χCi(y)
∑
I∈B1
I∗⊂Ci
∣∣∣ f (N)
I
(y)
∣∣∣ dy
.
∑
i
1
dist(x,Ci) + |Ci|
∑
I∈B1
I∗⊂Ci
∥∥∥ f (N)
I
∥∥∥
1
.
∑
i
|Ci|
dist(x,Ci) + |Ci|
1
|Ci|
∑
I∈B1
I∗⊂Ci
|I| ‖ fI‖1|I| .
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Now using the properties of the fI and the fact that the Ci are disjoint, we get
∑
i
|Ci|
dist(x,Ci) + |Ci|
1
|Ci|
∑
I∈B1
I∗⊂Ci
|I| ‖ fI‖1|I| . λ
∑
i
|Ci|
dist(x,Ci) + |Ci|
∑
I∈B1
I∗⊂Ci
|I|
|Ci|
. λ
∑
i
|Ci|
dist(x,Ci) + |Ci|
. λ
ˆ
T
k3(x − y) dy . λ logN
From this we have
ˆ
T
k3(x − y)|b(N)1 (y)| dy .
ˆ
T
k3(x − y)|b∗(y)| dy+ λ logN
. λ logN
Combining this with what we have already show for b(N)
1
, we have
N∑
n=1
ˆ
T\E
|k2 ∗ b(N)1 (x)|4 dx .
ˆ
T\E
ˆ
T
∣∣∣∣∣∣∣
b
(N)
1
(x − ·)
sin(·) ∗
b(N)
1
(x − ·)
sin(·)
 (y)
∣∣∣∣∣∣∣
2
dydx
.
ˆ
T\E
(
(k3 ∗ |b(N)1 |)(x)
)2
(k23 ∗ |b(N)1 |2)(x) dx
. sup
x∈T\E
(
(k3 ∗ |b(N)1 |)(x)
)2 ˆ
T\E
(k23 ∗ |b(N)1 |2)(x) dx
. (λ logN)2Nλ
Finally, we have
1
N
N∑
n=1
ˆ
T\E
|Sn f (x)|4 dx
.
1
N
N∑
n=1
ˆ
T\E
|Sng(x)|4 dx + 1
N
N∑
n=1
ˆ
T\E
|Snb1(x)|4 dx + 1
N
N∑
n=1
ˆ
T\E
|Snb2(x)|4 dx
. λ3 +
1
N
(λ logN)2Nλ + λ3
. λ3(logN)2
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which is exactly what we want. For m ∈ N and m > 2, we have the same Hilbert
transform estimate for g and b2. For b1
N∑
n=1
ˆ
T\E
|Snb1(x)|2m dx =
N∑
n=1
ˆ
T\E
|(Snb1(x))m|2 dx
.
N∑
n=1
ˆ
T\E
∣∣∣∣∣∣∣
m∏
i=1
ˆ
T
k2(yi)b1(x − yi) dyi
∣∣∣∣∣∣∣
2
dx
.
ˆ
T\E
ˆ
T
|Fx ∗ Fx ∗ · · · ∗ Fx(y)|2 dydx
.
ˆ
T\E
(ˆ
T
|Fx(y1)| dy1
)2 ˆ
T
|Fx ∗ Fx ∗ · · · ∗ Fx(y2)|2 dy2dx
where Fx(y) = χ[− 1N , 1N ]c(x − y)
b1(y)
sin(x−y) , the second to last line contains m − 1 convo-
lutions, and the last line contains m − 2 convolutions. A small note to take into
account is that the second inequality gives the bound a dependence on m along
with the following calculations. Then
ˆ
T\E
(ˆ
T
|Fx(y1)| dy1
)2 ˆ
T
|Fx ∗ Fx ∗ · · · ∗ Fx(y2)|2 dy2dx
. sup
x∈T\E
(ˆ
T
k3(x − y)|b(N)1 (y)| dy1
)2 ˆ
T\E
ˆ
T
|Fx ∗ Fx ∗ · · · ∗ Fx(y2)|2 dy2dx
. λ2(logN)2
ˆ
T\E
ˆ
T
|Fx ∗ Fx ∗ · · · ∗ Fx(y2)|2 dy2dx
and the rest of the even powers follow from repeating this procedure. Interpolation
gives the complete result. 
Remark: At the moment, the proof of Proposition 14 is the best argument that
is possible using the techniques of Theorem 10, but Proposition 14 may not be the
best formulation possible.
4. Conclusion
In conclusion, let us first revisit Theorem 3 by applying Theorem 10 to the
statement on convergence in measure of strong arithmetic means of Fourier series.
Proof of Theorem 3 for r = 2: Define the operator
AN,2 f (x) :=
√
1
N
N∑
n=1
|Sn f (x)|2.
then by Theorem 10, supN≥1 |{AN,2 f (x) > λ}| ≤ C‖ f ‖1λ . Fix f ∈ L1(T). We note that for
any trigonometric polynomial g, it is obvious that limN→∞ 1N
∑N
n=1 |Sng(x)−g(x)|2 = 0
uniformly in T. Now let ǫ > 0 and let g be a trigonometric polynomial such that
‖g− f ‖1 < ǫ. Then 1M
∑M
n=1 |Sng(x)− g(x)|2 → 0 asM→∞ uniformly inT. Therefore,
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let N be such that 1M
∑M
n=1 |Sng(x) − g(x)|2 <
√
ǫ for allM ≥ N. Then
sup
M≥N
∣∣∣∣∣∣∣∣
x ∈ T|
√
1
M
M∑
n=1
|Sn f (x) − f (x)|2 >
√
ǫ

∣∣∣∣∣∣∣∣
. sup
M≥N
∣∣∣∣∣∣∣∣

√
1
M
M∑
n=1
|Sn f (x) − Sng(x)|2 >
√
ǫ

∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
supM≥N
√
1
M
M∑
n=1
|g(x)− f (x)|2 > √ǫ

∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
supM≥N
√
1
M
M∑
n=1
|Sng(x) − g(x)|2 >
√
ǫ

∣∣∣∣∣∣∣∣
The second summand loses its dependence on N,M, and since 1M
∑M
n=1 |Sng(x) −
g(x)|2 < √ǫ, the last summand vanishes. Then by removing a set E from the first
summand and using Markov’s inequality we have
sup
M
∣∣∣∣∣∣∣∣

√
1
M
M∑
n=1
|Sn( f − g)(x)|2 >
√
ǫ

∣∣∣∣∣∣∣∣ +
∣∣∣∣{|g(x)− f (x)| > √ǫ}∣∣∣∣
. |E| + 1
ǫ
sup
M
1
M
M∑
n=1
ˆ
T\E
|Sn( f − g)(x)|2 dx
 + ‖ f − g‖1√ǫ
.
√
ǫ +
1
ǫ
(
1√
ǫ
‖ f − g‖21
)
+
‖ f − g‖1√
ǫ
.
√
ǫ
where the final inequalities come from letting |E| . √ǫ. Thus,
sup
M≥N
∣∣∣∣∣∣∣∣
x ∈ T
∣∣∣∣∣∣∣∣
√
1
M
M∑
n=1
|Sn f (x) − f (x)|2 >
√
ǫ

∣∣∣∣∣∣∣∣ .
√
ǫ
and this implies to the convergence in measure. Thus, applying the fact that
convergence in measure implies convergence almost everywhere up to a choice of
subsequence ends the proof. 
This argument can be applied to Theorem 4 by utilizing Proposition 13. There-
fore, let us employ Theorem 4 to prove Corollary 5. The following is basically an
extension of the d = 1 case shown in ([12], Ch. 13):
Proof of Corollary 5: Fix f ∈ L1(Td) by Theorem 4 there exists a subsequence {Nk} so
that for almost every θ ∈ Td
1
Nd
k
∑
n∈R+
Nk
∣∣∣Sn f (θ) − f (θ)∣∣∣2 k→∞−−−→ 0.(14)
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Fix a θ ∈ Td for which convergence is satisfied and let sn := Sn f (θ) and s := f (θ).
Fix ǫ > 0. By (14), there exists k0 such that for k ≥ k0
1
Nd
k
∑
n∈R+
Nk
|sn − s|2 < ǫ3.
For anyN ∈N, let ν(N) be the number of lattice points n ∈ R+N where |sn− s| ≥ ǫ and
let µ(N) be the number of lattice points n ∈ R+
N
where |sn − s| < ǫ. Then for k ≥ k0
ǫ3 >
1
Nd
k
∑
n∈R+
Nk
|sn − s|2 ≥
ǫ2ν(Nk)
Nd
k
.
Therefore, for k ≥ k0
ǫ >
ν(Nk)
Nd
k
and
µ(Nk)
Nd
k
≥ 1 − ǫ.(15)
Form = 1, 2, ..., let km ∈Nbedefinedso that km−1 < km and for k ≥ km, 1Nd
k
∑
n∈R+
Nk
|sn − s|2 <
1
m3
. Let Sm be the set of lattice points such that |sn − s| < 1m then
S1 ⊃ S2 ⊃ · · · ⊃ Sm ⊃ · · · .(16)
For each m, we will order the set Sm ∩ (R+Nkm+1 \ R
+
Nkm
) so that⋃
m≥1
Sm ∩ (R+Nkm+1 \ R
+
Nkm
) =: S = (snk )
is a sequence. It is obvious that
lim
k→∞
|snk − s| = 0.
It remains to show that
lim
k→∞
#(S ∩ [0,Nk]d)
Nd
k
= 1.
For a fixed k ∈ N, let ℓ be such that kℓ < k ≤ kℓ+1. By the definition of S and (16),
S ∩ [0,Nk]d ⊃ Sℓ ∩ [0,Nk]d and
#(S∩ [0,Nk]d)
Nd
k
≥ #(Sℓ ∩ [0,Nk]
d)
Nd
k
.
By (15)
#(Sℓ ∩ [0,Nk]d)
Nd
k
≥ 1 − 1
ℓ
.
Of course,
#(S∩[0,Nk]d)
Nd
k
≤ (Nk+1)d
Nd
k
and ℓ →∞ as Nk →∞ so
lim
k→∞
#(S ∩ [0,Nk]d)
Nd
k
= 1
and we are done. 
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