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3Zusammenfassung
Basierend auf der Feststellung, daß selbst die aufwendigsten zur Zeit verf¨ ugbaren Klima-
modelle (das sind gekoppelte atmosph¨ arisch-ozeanische Zirkulationsmodelle, AOGCM)
nicht in der Lage sind, alle bekannten externen Antriebe und internen Wechselwir-
kungen des Klimas simultan zu erfassen, werden zun¨ achst die St¨ arken und Schw¨ achen
von rein statistischen Ans¨ atzen zur Analyse von Zusammenh¨ angen zwischen beobach-
teten Zeitreihen diskutiert. Speziell geht es dabei um die Frage, welche nat¨ urlichen
und anthropogenen Antriebe in welchem Ausmaß zu den beobachteten Variationen der
globalen Mitteltemperatur beigetragen haben (Signaltrennung). Es wird gezeigt, daß
ein einfacher physikalisch motivierter Ansatz, der einige Schw¨ achen der rein statisti-
schen Ans¨ atze vermeidet, nicht zum Ziel der Signaltrennung f¨ uhrt. Damit ergibt sich
die Notwendigkeit, sich eingehender mit den Eigenschaften des globalen Klimasystems
zu besch¨ aftigen. So stellt sich die Frage, unter welchen Bedingungen das Klima ¨ uber-
haupt vorhersagbar ist.
Aufgrund dieser ¨ Uberlegungen erscheint es m¨ oglich, das globale Klima, repr¨ asentiert
durch die globale Mitteltemperatur, mit Hilfe von Energie-Bilanz-Modellen (EBM) zu
beschreiben. Es folgt, daß ein 3-Boxen-EBM (Atmosph¨ are, ozeanische Mischungsschicht
und tieferer Ozean) ausreicht, um den Verlauf der globalen bodennahen Mitteltempe-
ratur zu untersuchen. Um das Problem einer ¨ Uberanpassung zu vermeiden, wird das
Modell am hemisph¨ arisch gemittelten Jahresgang von Temperatur und Ausstrahlung,
am Verlauf der bodennahen Mitteltemperatur eines Zirkulationsmodells im Einschalt-
experiment, sowie im Vergleich zu pal¨ aoklimatologischen Daten kalibriert. Es wird eine
L¨ osung dieses Modells abgeleitet, die als rekursiver Filter zur Zeitreihenanalyse ver-
wendet werden kann. Um auch den hemisph¨ arischen Temperaturverlauf untersuchen
zu k¨ onnen, wird das 3-Boxen-Modell auf f¨ unf Boxen erweitert (hemisph¨ arische Atmo-
sph¨ aren- und ozeanische Mischungsschicht-Boxen sowie ein globaler tieferer Ozean).
Auch dieses Modell wird im wesentlichen an den Jahresg¨ angen der Temperatur kali-
briert und eine L¨ osung in Form eines rekursiven Filters abgeleitet. Von besonderer Be-
deutung ist dabei, daß die so abgeleiteten Filter weder in ihrer Struktur, noch in ihren
Parameterwerten aus einer Anpassung an die zu untersuchenden Zeitreihen stammen.
Bevor die beobachteten Temperaturzeitreihen f¨ ur den Zeitraum von 1866 bis 1994 mit
den zwei Modellversionen rekonstruiert werden k¨ onnen, m¨ ussen die ber¨ ucksichtigten ex-
ternen Antriebe in Form von Heizratenanomalien vorliegen. Es werden zwei nat¨ urliche
(solare Schwankungen und explosive Vulkanaktivit¨ at) und zwei anthropogene externe
Antriebe (Treibhausgas- und Schwefeldioxidemissionen, die zur Bildung von anthropo-
genem troposph¨ arischen Sulfat f¨ uhren) untersucht. Die Heizratenanomalien der solaren
Schwankungen folgen aus Satellitenmessungen und einer Extrapolation mit Hilfe von
4Sonnenﬂecken-Relativzahlen. F¨ ur den Einﬂuß des Vulkanismus wurde eine Parametrisie-
rung erstellt, die sowohl die Ausbreitung von stratosph¨ arischem Vulkanaerosol als auch
dessen Einﬂuß auf den Strahlungshaushalt ber¨ ucksichtigt. Zur Beschreibung des an-
thropogenen Zusatztreibhauseﬀekts wurde auf Ergebnisse von Strahlungs-Konvektions-
Modellen (RCM) zur¨ uckgegriﬀen. Der Einﬂuß des anthropogenen troposph¨ arischen Sul-
fats wurde entsprechend dem ungenauen Kenntnisstand nur grob parametrisiert.
Mit den Modellen lassen sich zu jedem Antrieb Zeitreihen der globalen und hemisph¨ ari-
schen Temperaturanomalien berechnen. Die beobachteten ENSO-korrigierten Tempe-
raturanomalien lassen sich (außer im Fall der Nordhemisph¨ are) sehr gut als Summe
dieser Antriebe und Zufallsrauschen ausdr¨ ucken. Dabei hat das Zufallsrauschen mit
dem Modell vertr¨ agliche Eigenschaften und kann somit als internes Klimarauschen in-
terpretiert werden. Es ist demnach m¨ oglich, zus¨ atzlich zur Signaltrennung zu testen,
ob sich die Temperaturzeitreihen ohne die anthropogenen Antriebe signiﬁkant anders
verhalten h¨ atten. Der Unterschied ist auf der S¨ udhemisph¨ are und global mit 99 % signi-
ﬁkant, auf der Nordhemisph¨ are mit 95 %. Das bedeutet, daß der Mensch das Klima mit
hoher Wahrscheinlichkeit beeinﬂußt. Auf der Basis von Szenarien wird außerdem der
anthropogene Einﬂuß auf das Klima der n¨ achsten Dekaden prognostiziert. In diesem Zu-
sammenhang stellt sich die Frage, wie groß die Zeitverz¨ ogerung zwischen anthropogenen
Antrieben und deren Wirkung auf das Klima ist. Auch dieser Frage wird nachgegangen
und es ergibt sich, daß diese Verz¨ ogerung zur Zeit bei etwa zehn Jahren liegt. Da die
Verz¨ ogerungszeit aber keine Eigenschaft des Klimasystems ist (wie etwa eine Tr¨ agheits-
oder Mischungszeit), sondern von der zeitlichen Struktur des Antriebs abh¨ angt, ist sie
keine Konstante und kann somit nur eingeschr¨ ankt f¨ ur Prognosen verwendet werden.
Andererseits erlaubt die Kenntnis der Verz¨ ogerungszeit eine statistische Veriﬁkation mit
Hilfe eines multiplen Regressionsmodells. Diese unterst¨ utzt die Prognosen des EBM.
5Kapitel 1
Einleitung
Die Zunahme der Weltbev¨ olkerung und vor allem die Industrialisierung haben dazu
gef¨ uhrt, daß der Mensch immer st¨ arker in sein nat¨ urliches Umfeld eingreift. Solche Ein-
griﬀe, die im allgemeinen eine Erh¨ ohung der Lebensqualit¨ at bewirken sollen, k¨ onnen
außer der direkt beabsichtigten Wirkung auch weitere zum Teil un¨ uberschaubare Fol-
gen haben. So kann zum Beispiel die Abholzung eines Gebirgswaldes, mit der Absicht
dort eine Skipiste anzulegen, dazu f¨ uhren, daß der Hang abrutscht und ein ganzes Tal
verw¨ ustet. Außer solchen lokalen Katastrophen sind auch solche von globalem Ausmaß
denkbar. So wurde in den letzten Jahren in den Massenmedien immer wieder die Gefahr
einer drohenden vom Menschen verursachten “Klimakatastrophe“ diskutiert. Dabei ist
zun¨ achst festzustellen, daß der Begriﬀ“Klimakatastrophe“ zwar populistisch, nicht aber
wissenschaftlich ist. Man wird ihn in keinem seri¨ osen Lehrbuch der Klimatologie ﬁnden.
Das Klima der Erde ist hochgradig variabel in Raum und Zeit. Um es zu charakte-
risieren, kann man zahlreiche Klimavariablen verwenden. Im allgemeinen sind das die
r¨ aumlichen und zeitlichen Mittelwerte von Temperatur, Niederschlag und anderen me-
teorologischen Meßgr¨ oßen, aber auch deren mittlere Jahresg¨ ange. Der zeitliche Verlauf
der Werte dieser Variablen wird von zahlreichen Ursachen bestimmt. Einerseits ist eine
Vielzahl von systeminternen Prozessen am Klimageschehen beteiligt, andererseits un-
terliegt das Klima ¨ außeren Antrieben, z.B. durch ¨ Anderungen der Erdbahnparameter
oder Schwankungen der Solarkonstante oder Vulkanausbr¨ uchen. Zu diesen nat¨ urlichen
¨ außeren Antrieben sind in zunehmendem Maße anthropogene Antriebe hinzugekommen.
Dies sind z.B. großﬂ¨ achige Waldrodungen und die Emissionen anthropogener Treibh-
ausgase in die Atmosph¨ are, die den nat¨ urlichen Treibhauseﬀekt verst¨ arken. Die Klima-
tologie steht nun vor der Frage, ob diese anthropogenen Einﬂ¨ usse stark genug sind, um
das globale Klima signiﬁkant zu ver¨ andern. Solche Ver¨ anderungen m¨ ussen allerdings
grunds¨ atzlich vor dem Hintergrund der nat¨ urlichen Klimavariabilit¨ at gesehen werden.
Einen umfangreichen ¨ Uberblick ¨ uber den Stand der Forschung zu diesem Problemkreis
geben die im Auftrag der Vereinten Nationen entstandenen Berichte des Intergovern-
mental Panel on Climate Change (IPCC, 1990 und 1996).
Bei der Erforschung des Klimas tritt das Problem auf, daß es nicht m¨ oglich ist, das
Klimasystem verschiedenen Experimenten zu unterziehen. Um Informationen ¨ uber das
System zu erhalten, m¨ ussen daher andere Wege gegangen werden. Zwei M¨ oglichkeiten
stehen dabei zur Verf¨ ugung. Einerseits kann man versuchen, die wesentlichen Prozesse
6des Klimasystems zu erfassen, zu verstehen und zu einem Modell des Klimas zusammen-
zuf¨ ugen. Die Alternative dazu stellt die statistische Auswertung von Beobachtungsdaten
dar. Gelingt es, diese vern¨ unftig zu interpretieren, so besteht die M¨ oglichkeit, aus den
daraus gewonnenen Informationen den m¨ oglichen anthropogenen Einﬂuß abzusch¨ atzen.
Beide Ans¨ atze haben ihre St¨ arken und Schw¨ achen, die hier kurz angesprochen werden
sollen.
Um ein Modell des Klimasystems zu erstellen, zerlegt man es zun¨ achst in Subsysteme,
die separat leichter zu erforschen sind. ¨ Ublich ist dabei die Unterteilung in Atmosph¨ are,
Hydrosph¨ are, Kryosph¨ are, Pedosph¨ are und Biosph¨ are. Die ersten vier dieser Subsysteme
sind im Prinzip einer physikalisch-chemischen Beschreibung zug¨ anglich. Die Biosph¨ are
ist wesentlich schwieriger zu ¨ uberblicken, und es ist kaum vorstellbar, daß in absehbarer
Zukunft ein detailliertes Modell der globalen Biosph¨ are zur Verf¨ ugung steht. Anderer-
seits hat die Biosph¨ are einen wesentlichen Einﬂuß auf das gesamte Klimageschehen.
Sie ist wesentlich am Wasserkreislauf beteiligt und beeinﬂußt den Strahlungshaushalt
der Erde. Auch wenn man nun alle Subsysteme einzeln verstehen w¨ urde, st¨ unde man
dennoch vor dem Problem, die Wechselwirkungen zwischen diesen erfassen zu m¨ ussen.
Diesen Schwierigkeiten zum Trotz wird seit Jahrzehnten an solchen gekoppelten Klima-
modellen gearbeitet. Die Grundlage stellen dabei sogenannte atmosph¨ arische Zirkula-
tionsmodelle dar (atmospheric general circulation model = AGCM), wie sie auch von
den Wetterdiensten zur Wettervorhersage genutzt werden. Diese werden entsprechend
der ver¨ anderten Fragestellung modiﬁziert und an ozeanische Zirkulationsmodelle und
Polareismodelle gekoppelt. Solche gekoppelten Modelle sind sehr aufwendig, obwohl
sie chemische und biologische Prozesse noch weitgehend unber¨ ucksichtigt lassen. Am
Hamburger Max-Planck-Institut f¨ ur Meteorologie wird in Zusammenarbeit mit dem
dortigen Deutschen Klimarechenzentrum (DKRZ) ein solches Modell betrieben (Cu-
basch et al., 1990). Um den n¨ otigen Aufwand zu verdeutlichen, sei hier erw¨ ahnt, daß
die dortige Rechenanlage mit einer Geschwindigkeit von fast 20 Giga-FLOPS arbeitet
(1 Giga FLOPS = eine Milliarde Fließpunktoperationen pro Sekunde) und f¨ ur eine
einhundertj¨ ahrige Klimaprognose dennoch mehrere Monate Rechenzeit ben¨ otigt. Diese
Modelle sind demnach ein sehr unhandliches und un¨ ubersichtliches Werkzeug, dessen
Weiterentwicklung zunehmend aufwendiger wird.
Demgegen¨ uber stehen die statistischen Methoden der Datenanalyse. Mit Hilfe solcher
Methoden versucht man, aus Beobachtungsdaten (Neoklimatologie) und pal¨ aontologi-
schen Daten (Pal¨ aoklimatologie) Aufschl¨ usse ¨ uber nat¨ urliche und m¨ ogliche anthropo-
gene Klimaschwankungen zu erhalten. Da solche Ans¨ atze wesentlich weniger aufwendig
sind als die gekoppelten Zirkulationsmodelle, erlauben sie, Klimavariationen simultan
mit verschiedenen Antrieben in Verbindung zu bringen (dies ist mit GCM’s bisher nicht
m¨ oglich). Der Nachteil dieser Ans¨ atze liegt aber darin, daß sie keine urs¨ achlichen Zusam-
menh¨ ange physikalisch ber¨ ucksichtigen k¨ onnen. Somit besteht immer die Gefahr, daß
Ergebnisse durch zuf¨ allige ¨ Ahnlichkeiten beeintr¨ achtigt werden. Dies ist das Problem
der ¨ Uberanpassung (Overﬁtting). Ein weiteres Problem statistischer Vorgehensweisen
zur Analyse von Zusammenh¨ angen zwischen Zeitreihen besteht darin, daß nur zeitliche
Strukturen, die wesentlich k¨ urzer sind als die Zeitreihen selbst, signiﬁkant erfaßt werden
k¨ onnen. Angesichts dieser Probleme bietet sich ein alternativer Weg der Datenanalyse
an.
Die Grundlage dieser Alternative ist die Annahme, daß sich die globalen Klimavariatio-
7nen durch eine einfache, physikalisch plausible Dynamik darstellen lassen. Die oﬀenen
Parameter einer solchen Dynamik k¨ onnen aus physikalischen Vorgaben, oder durch An-
passung an in der Natur beobachtete Ph¨ anomene (z.B. den Jahresgang der Temperatur),
geschlossen werden. Dadurch tritt das Problem des “Overﬁttings“ nicht auf. Die Qua-
lit¨ at eines solchen a priori plausiblen Ansatzes kann a posteriori nur dadurch veriﬁziert
werden, daß es damit m¨ oglich ist, die Realit¨ at zu beschreiben.
Es ist das Ziel dieser Arbeit, einen solchen Ansatz zu ﬁnden, zu kalibrieren und eine f¨ ur
die Datenanalyse brauchbare L¨ osung anzugeben. Damit soll eine Datenanalyse in Form
einer Signaltrennung (Erkennen von nat¨ urlichen und anthropogenen Anteilen an der
zeitlichen Entwicklung) und eine Prognose des anthropogenen Einﬂusses durchgef¨ uhrt
werden.
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Vorbetrachtungen
In diesem Kapitel werden zun¨ achst statistische Ad-hoc-Ans¨ atze zur Analyse von Zeitrei-
hen vorgestellt und deren St¨ arken und Schw¨ achen diskutiert. Dem wird ein einfacher
physikalisch motivierter Ansatz gegen¨ ubergestellt. Daraus folgen dann erste Erkennt-
nisse, die den weiteren Weg weisen. Es wird bei beiden Arten von Ans¨ atzen von der
gemessenen Zeitreihe einer beliebigen Systemvariablen ausgegangen, die als Wirkung
W einer oder mehrerer Ursachen U interpretiert wird.
2.1 Rein statistische Ans¨ atze
Um Zusammenh¨ ange in der Natur zu ﬁnden, werden oft gemessene Zeitreihen durch rein
statistische Ans¨ atze miteinander in Verbindung gebracht. Der grundlegende Nachteil
rein statistischer Verfahren ist, daß man zun¨ achst einen Zusammenhang zwischen Ur-
sache U und Wirkung W annehmen muß, um dann die freien Parameter so anzupassen,
daß ein m¨ oglichst großer Anteil der beobachteten Varianz erkl¨ art wird. Ist diese erkl¨ arte
Varianz deutlich ¨ uberzuf¨ allig (was man mit Hilfe von Monte-Carlo-Simulationen testen
kann), so ist dies ein Hinweis auf einen m¨ oglichen Zusammenhang der angenommenen
Art.
In der Praxis sind Meßreihen immer mehr oder weniger stark verrauscht. Dies beruht
einerseits auf dem Meßprozeß selbst, andererseits aber auch darauf, daß außer den n
explizit betrachteten Ursachen Ui (mit i = 1 bis n) weitere nicht erfaßte Ursachen mit
geringen Amplituden einen Einﬂuß haben k¨ onnen. Nach dem zentralen Grenzwertsatz
der Statistik f¨ uhrt die ¨ Uberlagerung von zahlreichen beliebig verteilten Einﬂußgr¨ oßen
zu einem Gaußschen weißen Rauschen (s. z.B. Bosch, 1987). Diese Kenntnis kann nun
genutzt werden, um den vermuteten Zusammenhang zwischen U und W zu veriﬁzieren.
Dieser postulierte Zusammenhang beschreibt einen Anteil der Varianz von W. Der nicht
durch U erkl¨ arte Anteil (das Residuum) muß nun zur Veriﬁkation des angenommenen
Zusammenhangs in anderer Weise erkl¨ arbar sein. Dies ist dann der Fall, wenn die sta-
tistischen Eigenschaften des Residuums (Verteilung, Autokorrelation) als Wirkung von
Gaußschem weißen Rauschen auf den Zusammenhang ausgedr¨ uckt werden k¨ onnen. Ge-
lingt dies nicht, so ist entweder der postulierte Zusammenhang nicht ausreichend gut
oder es wurden nicht alle wichtigen Ursachen explizit betrachtet.
9Es werden nun zun¨ achst einige m¨ ogliche Ans¨ atze diskutiert, eine Wirkung W aus n a-
priori angenommenen expliziten Ursachen Ui (mit i = 1 bis n) und vielen zu Gaußschem
weißen Rauschen η ¨ uberlagerten impliziten Ursachen zu begr¨ unden. Dabei kann man
einerseits zwischen linearen und nichtlinearen und andererseits zwischen tr¨ agheitsfreien
und tr¨ agheitsbehafteten Modellen unterscheiden. Die sich daraus ergebenden verschie-
denen M¨ oglichkeiten werden im folgenden besprochen und sind in Tabelle 2.1 zusam-
mengefaßt.
a) Tr¨ agheitsfreie Modelle:
Bei tr¨ agheitsfreien Modellen ist die Wirkung eine direkte und sofortige Funktion
der Ursache; das bedeutet insbesondere, daß das System keine Autokorrelation
produziert. Solche Modelle sind deshalb nur dann eine gute N¨ aherung an die
Realit¨ at, wenn die Tr¨ agheit des betrachteten Systems sehr klein ist. Um doch
eine Verz¨ ogerung zwischen Ursache und Wirkung n¨ ahern zu k¨ onnen, kann man
Verz¨ ogerungszeiten τv einf¨ uhren und somit die Wirkung W(t) zur Zeit t in Zusam-
menhang mit der Ursache U(t−τv) zur Zeit t−τv bringen. Eine Kreuzkorrelation
gibt meist Aufschluß dar¨ uber, welche Zeitverschiebung die beste ¨ Ubereinstimmung
liefert. Dies kann aber nur eine grobe N¨ aherung sein, da die Verz¨ ogerungszeit von
der zeitlichen Struktur der Ursache abh¨ angt, diese sich aber selbst wieder zeitlich
¨ andern kann. In diesem Fall ist die Zeitverschiebung keine Konstante. Auf diesen
Punkt wird in den Abschnitten 6.1.6 und 6.1.7 n¨ aher eingegangen. Hier sollen
zun¨ achst nur allgemeine grundlegende Ans¨ atze betrachtet werden. Dazu geh¨ ort
die Unterscheidung zwischen linearen und nichtlinearen tr¨ agheitsfreien Modellen.
Lineare tr¨ agheitsfreie Modelle stellen den einfachsten Zusammenhang zwi-
schen Ursachen und Wirkung dar. Die Wirkung wird in diesem Fall als Linear-
kombination aus den explizit betrachteten Ursachen Ui (mit den Koeﬃzienten bi)
und einem Gaußschen weißen Rauschen η mit der Standardabweichung σ aufge-
faßt:
W = b0 +
 
i
biUi + ση. (2.1)
Kriterien f¨ ur die Qualit¨ at eines solchen Ansatzes sind die H¨ ohe der durch die Ui
erkl¨ arten Varianz und die statistischen Eigenschaften des Residuums aus der ge-
messenen Wirkung Wgem und der aufgrund der explizit angenommenen Ursachen
berechneten Wirkung b0 +
 
i bi Ui. Die Verteilung des Residuums darf sich nicht
signiﬁkant von einer Gaußverteilung unterscheiden und die Autokorrelation darf
f¨ ur Zeitverschiebungen ungleich null nicht signiﬁkant von null abweichen, da das
Modell tr¨ agheitsfrei ist.
Von den zahlreichen M¨ oglichkeiten nichtlinearer Ans¨ atze f¨ ur tr¨ agheitsfreie
Modelle sollen hier nur wenige kurz angesprochen werden. Wir beschr¨ anken uns
der Einfachheit halber auf eine explizite Ursache U und k¨ onnen dann f¨ ur die
Wirkung W vereinfacht schreiben:
Wnl = fnl(U) + fnl(ση), (2.2)
wobei der Index nl f¨ ur nichtlinear steht. η stellt wieder ein Gaußsches weißes Rau-
schen mit der Standardabweichung σ dar. Im allgemeinen w¨ ahlt man einen beliebi-
gen Ansatz f¨ ur die Funktion fnl(U). Die Verteilung des Residuums Wgem−fnl(U)
10darf in diesem Fall (um konsistent zu bleiben) nicht von fnl(zσ) abweichen, wenn
zσ eine Gaußverteilung mit der Standardabweichung σ ist. Die Autokorrelations-
funktion des Residuums darf f¨ ur Zeitverschiebungen ungleich null nicht signiﬁkant
sein. Im folgenden sind einige Beispiele angesprochen. Eine einfache Erweiterung
des linearen Ansatzes stellt der polynomiale Ansatz dar:
fnl(U) = b0 + b1U + b2U2 + ... . (2.3)
Man kann einen solchen Ansatz schrittweise verfolgen, um zu sehen, ob pro zus¨ atz-
lich verwendetem Term deutlich mehr Varianz erkl¨ art wird. Unter der Annahme,
daß mehrere Einﬂußgr¨ oßen von Bedeutung sind, enth¨ alt Glg. (2.3) auch Wechsel-
wirkungsterme (z.B. U1∗U2). Somit erh¨ alt man mit diesem Ansatz Anhaltspunkte
daf¨ ur, ob und (wenn ja) welche Wechselwirkungen zwischen den Ursachen von Be-
deutung sein k¨ onnen. Ein weiterer Ansatz ist
fnl(U) = a + bUc. (2.4)
Bei diesem Ansatz gibt der Exponent c Auskunft dar¨ uber, ob die Abh¨ angigkeit
st¨ arker (c > 1) oder schw¨ acher (c < 1) als linear ist. Dies erlaubt Aufschluß ¨ uber
die R¨ uckkopplungen im System. Dabei ist zu beachten, daß U so skaliert werden
muß, daß keine Vorzeichenwechsel in der Zeitreihe von U auftreten.
Ein recht neues Verfahren zur Untersuchung nichtlinearer Zusammenh¨ ange stel-
len neuronale Netze dar, bei deren Verwendung kein funktionaler Zusammenhang
vorgegeben wird. Der Zusammenhang wird vielmehr von dem Netz durch ¨ Uber-
lagerung von sigmoiden Funktionen optimiert. Das bedeutet einerseits den Vor-
teil optimaler Anpassungsf¨ ahigkeit und stellt somit eine Obergrenze des durch
nichtlineare Zusammenh¨ ange Erkl¨ arbaren dar. Dabei tritt das Problem der ¨ Ube-
ranpassung sehr massiv auf. Andererseits ist dieses Verfahren aber auch wenig
durchschaubar und damit schwer interpretierbar. Zu den Vor- und Nachteilen die-
ses Verfahrens siehe z.B. Smith (1993).
b) Tr¨ agheitsbehaftete Modelle
Im Gegensatz zu den tr¨ agheitsfreien Modellen wird bei den tr¨ agheitsbehafteten
Modellen die Wirkung durch die Tr¨ agheit ged¨ ampft und verz¨ ogert. Das bedeutet,
die Wirkung zur Zeit t h¨ angt nicht nur von den Ursachen zur Zeit t, sondern auch
von den Ursachen zu den Zeiten t − τ (mit τ ∈ R+) ab. Eine solche Modellvor-
stellung produziert Autokorrelation, d.h., bei der Residuenanalyse ist darauf zu
achten, daß die Autokorrelation des Residuums durch das Modell erkl¨ arbar sein
muß.
Lineare tr¨ agheitsbehaftete Modelle k¨ onnen als Realisation einer beliebigen
linearen Diﬀerentialgleichung
f(D)W = g(D)η + g(D)U (2.5)
angesehen werden. Wobei f(D) und g(D) beliebige Polynome des Diﬀerentialope-
rators D = d
dt sind.
Die Tr¨ agheit, die im Diﬀerentialgleichungsformalismus durch die zeitliche ¨ Ande-
rung der Wirkung ausgedr¨ uckt wird, kann andererseits im Sinne stochastischer
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1976). Der Zustand zum Zeitpunkt n h¨ angt dann nicht nur von den Antrieben
zur Zeit n ab, sondern auch vom Zustand und den Antrieben zu fr¨ uheren Zeiten
n − ν mit ν = 1 bis νmax.
Man kann deshalb jeder Diﬀerentialgleichung vom Typ (2.5) einen sog.
Autoregressive-Moving-Average-Prozeß (ARMA) zuordnen, dem die explizit be-
trachteten Antriebe EX ¨ uberlagert sind:
Wn = a0 +
∞  
ν=1
aνWn−ν +
∞  
ν=0
bνσηn−ν +
∞  
ν=0
bνUn−ν
= AR + MA + EX
(2.6)
Ein solcher Prozeß ist nur dann konsistent, wenn die Struktur der Terme, die
Gaußsches weißes Rauschen beinhalten, gleich der Struktur der Terme ist, die
die Ursache U enthalten. Das wird sehr oft (z.B. in der Arbeit von Visser und
Molenaar, 1995) nicht beachtet. Die G¨ ute der Anpassung eines solchen Prozes-
ses erkennt man daran, daß das Residuum aus Ursachen-Termen und gemessener
Wirkung Gaußverteilt sein muß (da das Modell linear ist). Zus¨ atzlich muß die Au-
tokorrelation des Residuums durch den Prozeß mit den Termen, die den Rauschan-
trieb enthalten, erkl¨ art werden k¨ onnen. In der Praxis wird man die Abh¨ angigkeit
Wn(Wn−ν,Un−ν) z.B. durch die Methode der kleinsten Quadrate optimieren und
dann testen, ob
 ∞
ν=0 bνσηn−ν das Residuum erkl¨ aren kann. Nur durch den zwei-
ten Schritt bleibt die Konsistenz gewahrt.
Nichtlineare tr¨ agheitsbehaftete Modelle sind Gegenstand aktueller For-
schung in Mathematik und theoretischer Physik (s. z.B. Arrowsmith und Place,
1994) und k¨ onnen somit hier nur kurz und unvollst¨ andig angesprochen werden.
Wegen ihrer großen Bedeutung d¨ urfen sie jedoch keinesfalls unerw¨ ahnt bleiben.
Sie sind immer dann wichtig, wenn man oﬀene Systeme mit Entropieexport be-
trachtet (n¨ aheres dazu in Kap. 3). Solche Systeme k¨ onnen eine Eigendynamik
haben, die dann durch externe Einﬂ¨ usse gest¨ ort wird. Folgendes Beispiel soll dies
verdeutlichen:
Wn = r(Wn−1 − W2
n−1) ∗ Un. (2.7)
Die Dynamik dieses Systems kann selbst bei Vernachl¨ assigung von externen Ursa-
chen Un f¨ ur bestimmte Werte von r sehr komplex werden (Feigenbaumszenario)
(Feigenbaum, 1978). Es ist deshalb sehr gewagt, solche Zusammenh¨ ange zwischen
Ursache und Wirkung a priori anzusetzen. Hier muß man entweder auf physi-
kalisch fundierte Ans¨ atze zur¨ uckgreifen (falls man die Physik des Problems gut
genug versteht) oder ansatzfrei nach Zusammenh¨ angen suchen. Dazu kann man
z.B. wieder auf neuronale Netze zur¨ uckgreifen, indem man die Ursache und die
Wirkung unter verschiedenen Zeitverschiebungen ber¨ ucksichtigt. In den letzten
Jahren wurden noch zahlreiche weitere Verfahren zur Analyse nichtlinearer Zu-
sammenh¨ ange entwickelt (z.B. Untersuchung des Delay-Koordinatenraums, Suche
nach Attraktoren; s. z.B. Ebeling et al., 1990), die hier aber nicht diskutiert wer-
den, da sie im Rahmen dieser Arbeit von untergeordneter Bedeutung sind. Um
solche Verfahren in der Praxis statistisch einigermaßen signiﬁkant durchf¨ uhren zu
k¨ onnen, braucht man allerdings schon sehr lange Zeitreihen, die in der Klimatolo-
gie oft nicht zur Verf¨ ugung stehen. Es ist bei all diesen Verfahren zu beachten, daß
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korrelationsfunktion des nichtlinearen Zusammenhangs angewandt auf Gaußsches
weißes Rauschen unterscheiden darf.
Tabelle 2.1: Verschiedene Ans¨ atze zeitreihenanalytischer Modelle f¨ ur eine Zielgr¨ oße
W(t) in Abh¨ angigkeit einer Einﬂußgr¨ oße U(t) und daraus folgende Bedingungen f¨ ur
die Residuen, die aus Gaußschen weißen Antrieben η(t) folgen. Weitere Erl¨ auterungen
im Text.
unterstellte
Modell Modellansatz und Residuumseigenschaften
Eigenschaft
tr¨ agheitsfrei W(t) = W0 + a1U(t) + a1η(t)
linear Gaußverteilt und weiß
tr¨ agheitsfrei W(t) = W0 + f(U(t)) + f(η(t))
nichtlinear weiß
tr¨ age W(t) = W0 +
N  
n=0
bnW(t − n) +
N  
n=0
anU(t − n) +
N  
n=0
anη(t − n)
linear Gaußverteilt
tr¨ age W(t) = W0 + f(W(t),W(t − 1),   ;U(t),U(t − 1),   ;η(t),   )
nichtlinear keine allgemeinen Bedingungen
F¨ ur die weitere Betrachtung ist es noch wichtig, mehrdimensionale Modelle zu
erw¨ ahnen. Im einfachsten Fall wirken die Ursachen auf mehrere Systemvariablen Wi,
w¨ ahrend die gemessene zu erkl¨ arende Gr¨ oße W selbst wieder eine Funktion dieser Sy-
stemvariablen ist. Ein linearer statistischer Ansatz, der dies ber¨ ucksichtigt, ist das sog.
Kalman-Filter (s. z.B. Honerkamp, 1990). In Kap. 4 werden mehrdimensionale physi-
kalische Ans¨ atze vorgestellt.
2.2 Anwendung statistischer Ans¨ atze zur Erkl¨ arung der
globalen Mitteltemperatur
Es werden nun einfache statistische Methoden auf den Verlauf der globalen Mitteltem-
peratur angewendet. Dem wird danach ein einfacher physikalisch motivierter Ansatz
gegen¨ ubergestellt.
Als explizite Einﬂußgr¨ oßen f¨ ur den Verlauf der global und j¨ ahrlich gemittelten boden-
nahen Lufttemperatur von 1866 bis 1994 (Jones et al., 1994, update) werden a priori
folgende Parameter-Zeitreihen verwendet:
1. Die Sonnenﬂeckenrelativzahl SRZ von Hoyt und Eddy (1982) (aktualisiert mit
Hilfe entsprechender Daten, wie sie in der Zeitschrift “Wetter und Leben“ re-
gelm¨ aßig ver¨ oﬀentlicht werden).
2. Den Logarithmus der atmosph¨ arischen CO2−¨ Aquivalentkonzentration. Die loga-
rithmische Abh¨ angigkeit wird durch Strahlungskonvektionsrechnungen von Au-
gustsson und Ramanathan (1977) nahegelegt. Die CO2−¨ Aquivalentkonzentration
13ber¨ ucksichtigt den Einﬂuß aller anthropogenen Treibhausgase, die in CO2−¨ Aqui-
valente umgerechnet wurden (s. z.B. IPCC, 1990). Man beachte, daß hier schon
physikalische Kenntnis eingeﬂossen ist. Der zeitliche Verlauf der CO2−¨ Aquiva-
lentkonzentration wird ¨ uber eine nichtlineare Regressionsanpassung aus der Ar-
beit von Sch¨ onwiese (1986) an Daten von Neftel et al. (1985) und Keeling und
Whorf (1994) gewonnen.
3. Ein auf Daten der U.S. Smithonian Institution (Simkin et al., 1981 und Siebert,
1993) beruhender Vulkanindex SV I.
4. Den Southern-Oscillation-Index SOI (Jones, 1988, aktualisiert nach Jones et al.,
1994), der ein Maß f¨ ur die El-Ni˜ no-Aktivit¨ at darstellt.
Mit diesen Einﬂußgr¨ oßen, die in Kap. 5 ausf¨ uhrlich diskutiert werden, wird eine linea-
re (siehe Sch¨ onwiese, 1987; Sch¨ onwiese und St¨ ahler, 1991) und eine vollst¨ andige (mit
Mischtermen) quadratische Regression durchgef¨ uhrt. Zus¨ atzlich wird das Ergebnis eines
neuronalen Netzes ¨ ubernommen (Walter, 1996). Man erh¨ alt folgende erkl¨ arte Varianzen:
lineare Regression 66 %
quadratische Regression 75 %
neuronales Netz 80 %.
Diese erkl¨ arten Varianzen sind sehr hoch und suggerieren, daß erstens die wichtigsten
Einﬂußgr¨ oßen erfaßt sind und daß zweitens ein linearer Zusammenhang schon sehr
brauchbar, ein quadratischer Ansatz schon fast optimal ist. Doch fragen wir zun¨ achst
einmal, warum der einfachste Ansatz (die lineare Regression) schon so viel Varianz
erkl¨ art und ob dies tats¨ achlich einen Zusammenhang widerspiegelt.
Grunds¨ atzlich sind zwischen Zeitreihen mit ausgepr¨ agter Autokorrelation eher gute Kor-
relationen zu ﬁnden, als zwischen Reihen ohne Autokorrelation. Betrachtet man z.B.
zwei Reihen mit ausgepr¨ agtem linearen Trend, d.h. großem Trend-Rausch-Verh¨ altnis,
dann wird zwischen diesen Reihen schon wegen des linearen Trends eine hohe Korre-
lation bestehen, denn lineare Trends k¨ onnen eindeutig linear aufeinander abgebildet
werden. Nun hat die globale Mitteltemperatur ein Trend-Rausch-Verh¨ altnis (T/R) von
2.7 und die atmosph¨ arische CO2−Konzentration einen ausgepr¨ agten Trend (T/R =
3.02). Um nun zu testen, ob die hohe Korrelation wesentlich vom linearen Trend (also
nicht wesentlich von der zeitlichen Struktur innerhalb der Zeitreihen) herr¨ uhrt, wird die
lineare Regression nun noch einmal mit vom linearen Trend befreiten Zeitreihen durch-
gef¨ uhrt. Es zeigt sich, daß die erkl¨ arte Varianz mit 35 % deutlich niedriger ausf¨ allt.
Das bedeutet, daß die hohe Korrelation wesentlich aus den Trends stammt. Damit las-
sen sich aber nun keine Aussagen machen, da lineare Trends immer hundertprozentig
miteinander korreliert sind. Man erh¨ alt demnach auf statistischem Weg keine Auskunft
dar¨ uber, ob die Trends in den a priori angenommenen Ursachen f¨ ur die Trends in der
Wirkung verantwortlich sind.
Dieses Beispiel zeigt deutlich, wie schwierig es ist, rein statistische Ans¨ atze zufrieden-
stellend zu interpretieren. Es besteht immer die Gefahr einer ¨ Uberanpassung, vor allem
bei Zeitreihen mit ausgepr¨ agter Autokorrelation. Ein solches Problem tritt bei physika-
lischen Ans¨ atzen nicht auf. Um Trends zu erkl¨ aren, braucht man demnach physikalische
Begr¨ undungen. Deshalb wird nun ein einfacher physikalisch motivierter Ansatz verwen-
det, um zu sehen, ob der gute lineare Zusammenhang damit nachvollzogen werden kann.
142.3 Unzul¨ anglichkeit eines einfachen physikalisch moti-
vierten Ansatzes
Es wird nun ein einfacher physikalisch motivierter Ansatz f¨ ur die Erkl¨ arung der globalen
Mitteltemperatur aufgestellt und dessen oﬀene Parameter optimal angepaßt, um ihn
mit den oben besprochenen statistischen Ans¨ atzen zu vergleichen. Im einfachsten Fall
betrachten wir das Klimasystem als oﬀenes thermodynamisches System, f¨ ur das der
erste Hauptsatz gilt:
dE
dt
= Fi − Fa. (2.8)
d.h., die Energie des Systems E ¨ andert sich zeitlich durch Fl¨ usse in das System Fi und
aus dem System heraus Fa. Die Energie E sei zusammengesetzt aus f¨ uhlbarer W¨ arme
cT und der restlichen inneren Energie I, die nicht durch Temperaturmessung erfaßt
werden kann. Damit erh¨ alt man f¨ ur T folgende Diﬀerentialgleichung:
c
dT
dt
= Fi − Fa −
dI
dt
. (2.9)
Diese Gleichung kann auch als Gleichung f¨ ur die Temperaturabweichung vom Gleich-
gewicht interpretiert werden, wenn man annimmt, daß die Terme auf der rechten Seite
der Gleichung ein Gleichgewicht zulassen. Dadurch kann T(t) als Temperaturanomalie
aufgefaßt werden (die Kenntnis der Gleichgewichtstemperatur ist f¨ ur den St¨ oransatz
bei Anpassung der oﬀenen Parameter nicht notwendig) und man kann f¨ ur die Fl¨ usse
Fi und Fa lineare Ans¨ atze verwenden. Auf die Linearisierung und die damit verbun-
denen Probleme wird in Kap. 3 eingegangen. Im einzelnen werden folgende Annahmen
gemacht:
Die St¨ orﬂ¨ usse in das System sind linear proportional zu j¨ ahrlich gemittelten Antriebs-
parametern. Daraus folgt f¨ ur Fi folgender Ansatz:
Fi = a0 + a1 ln(CO2) + a2SRZ + a3SV I (2.10)
mit CO2, SRZ und SV I wie beim statistischen Ansatz.
F¨ ur den Fluß aus dem System k¨ onnen zwei einfache Ans¨ atze gemacht werden. Setzt
man zun¨ achst Fa1 = 0, so bedeutet das, daß die Ausdr¨ ucke von Fi den Gesamtﬂuß
steuern, d.h., daß jeder Term in Fi sein Vorzeichen wechseln kann. Im zweiten Fall
wird Fa2 = a5T angenommen. Dadurch wird der Gleichgewichtszustand zum Attrak-
tor. a5 entspricht dabei dem Klimasensitivit¨ atsparameter (n¨ aheres s. Kap. 3), der in
dieser Anwendung auch angepaßt wird. Da der mittlere St¨ orﬂuß innerhalb eines Jahres
f¨ ur die Energie¨ anderung gegen¨ uber dem Vorjahr verantwortlich ist, kann man weiter
diskretisieren:
dT
dt
=
∆T
1Jahr
=
Tn − Tn−1
1Jahr
(2.11)
und
dI
dt
= a4
∆SOI
1Jahr
= a4
(SOIn − SOIn−1)
1Jahr
(2.12)
wobei SOI die El-Ni˜ no-Aktivit¨ at darstellt, die durch den Southern-Oscillation-Index
(s.o.) ausgedr¨ uckt wird.
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folgende beiden Regressionsgleichungen aufgestellt werden:
∆T = b0 + b1 ln(CO2) + b2SRZ + b3SV I + b4∆SOI (2.13)
∆T = b0 + b1 ln(CO2) + b2SRZ + b3SV I + b4∆SOI − b5T (2.14)
mit bi = ai/c. Diese linearen Gleichungen sind im Gegensatz zu einer linearen Regression
zwischen erwarteten Einﬂußgr¨ oßen und der Temperatur physikalisch begr¨ undet. Es zeigt
sich, daß mit Glg. 2.13 nur 13 % der Varianz erkl¨ art werden k¨ onnen. Daraus kann man
schließen, daß die zeitliche ¨ Anderung der Temperatur auf der Skala von Jahren sicher
nicht einfach linear von den hier verwendeten Antrieben bestimmt wird. Betrachtet
man gem¨ aß Glg. 2.14 die Fl¨ usse in das System als Auslenkungen aus einem attraktiven
Gleichgewicht, so kann man 34 % der Varianz erkl¨ aren. Daraus muß man schließen,
daß hier entweder wichtige Einﬂußgr¨ oßen nicht beachtet wurden, oder der physikalisch
motivierte Ansatz unzureichend war.
Es ist nun das Ziel dieser Arbeit, einen physikalisch begr¨ undeten Ansatz zu ﬁnden,
der den zeitlichen Verlauf der global (sowie hemisph¨ arisch) gemittelten bodennahen
Lufttemperatur erkl¨ aren kann. Damit kann die Frage gekl¨ art werden, ob die hohen
erkl¨ arten Varianzen der rein statistischen Ans¨ atze realistisch sind oder nicht.
Im n¨ achsten Kapitel wird deshalb der Frage nachgegangen, ob (und wenn ja unter wel-
chen Annahmen) ¨ uberhaupt einfache physikalisch motivierte Ans¨ atze gefunden werden
k¨ onnen, mit denen ein großer Teil der Varianz der global gemittelten Temperatur erkl¨ art
werden kann. Dazu muß man zun¨ achst ganz allgemein fragen, wie ein System struktu-
riert sein kann, und welche Folgen das f¨ ur seine Erkl¨ arbarkeit und Vorhersagbarkeit
hat. Diese theoretischen Grundlagen werden dann genutzt, um eine einfache Klimady-
namik zu begr¨ unden. In Kapitel 4 wird diese Dynamik gel¨ ost und kalibriert. Man erh¨ alt
somit einen geschlossenen Zusammenhang, d.h., es brauchen keine Parameter mehr an
die zu untersuchende Zeitreihe angepaßt werden. Nachdem in Kap. 5 die externen Ein-
ﬂußgr¨ oßen beschrieben werden, wird diese Dynamik in Kap. 6 angewendet und damit
der Verlauf der globalen Mitteltemperatur und der beiden Hemisph¨ arentemperaturen
erkl¨ art. Aufgrund von Szenarien des anthropogenen Einﬂusses k¨ onnen dann Prognosen
gewagt werden.
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Grundlagen zur Modellbildung
3.1 Allgemeine Aspekte
Bevor man ein komplexes System modellieren kann, muß man zun¨ achst fragen, ob das
System ¨ uberhaupt prognostizierbar ist, d.h., ob es m¨ oglich ist, ein Gleichungssystem
aufzustellen, das es erlaubt, in die Zukunft zu schließen. Dazu muß man zun¨ achst fra-
gen, welche Bedingungen an ein solches Gleichungssystem gestellt werden m¨ ussen. Man
kann drei Arten von Systemen unterscheiden, deren Komplexit¨ at und damit Modellier-
barkeit sehr unterschiedlich ist. Sie werden in Abschnitt 3.1.1 vorgestellt. In Abschnitt
3.1.2 werden die atmosph¨ arischen Grundgleichungen diskutiert, um festzustellen, zu
welcher Art von Systemen sie geh¨ oren, und wo die Unterschiede zwischen diesen Glei-
chungen und den Erfahrungen mit dem Klimasystem liegen. Die Frage nach der Pro-
gnostizierbarkeit eines Modellsystems wird in Abschnitt 3.1.3 dargestellt. Im Abschnitt
3.1.4 werden dann die verschiedenen m¨ oglichen linearen und nichtlinearen Grundbau-
steine von Bilanzmodellen diskutiert. Damit ist das theoretische R¨ ustzeug vorhanden,
um sich in Kap. 3.2 mit der theoretischen Basis von Energie-Bilanz-Modellen (EBM)
zu besch¨ aftigen.
3.1.1 Drei Arten von Systemen
In Anlehnung an Prigogine (z.B. 1988, Seiten 12, 113, 135) und Haken und Wunderlin
(1991, indbesondere Seite 147) kann man in der Physik folgende drei Arten von
Systemen nach der zeitlichen Entwicklung von Strukturen unterscheiden:
Mechanistische Systeme: Keine strukturellen ¨ Anderungen
Thermodynamische Systeme: Entwicklung zum strukturlosesten Zustand
Evolution¨ are Systeme: Entwicklung von Strukturen
Mechanistische Systeme k¨ onnen als die Summe ihrer Teile aufgefaßt werden, f¨ ur die
jeweils eine zeitumkehrinvariante Bewegungsgleichung gilt. Diese haben z.B. die Form
der Newtonschen Gleichung
¨ xi =
1
mi
 
j
Fi,j (3.1)
17wobei ¨ xi die Beschleunigung des i-ten Teilchens ist, mi die Masse und
 
j Fi,j die Summe
aller konservativen Kr¨ afte ist, die auf das Teilchen i wirken. Zeitumkehrinvarianz be-
deutet, daß, falls die Zeit t durch -t ersetzt wird, das physikalische Gesetz unver¨ andert
g¨ ultig bleibt. Durch diese Eigenschaft ist gew¨ ahrleistet, daß alle Informationen ¨ uber
Zukunft und Vergangenheit in jedem Augenblick in dem System enthalten sind. Eine
Momentaufnahme des Systems und die F¨ ahigkeit, alle mikroskopischen Bewegungsglei-
chungen zu l¨ osen, reichen also aus, um Zukunft und Vergangenheit vollst¨ andig zu be-
schreiben. Laplace hat diese F¨ ahigkeit dem nach ihm benannten D¨ amon zugeschrieben.
Das mechanistische System, dessen Ganzes nicht mehr als die Summe seiner Teile ist
(Heisenberg, 1973), ist also durch mikroskopische reversible Gleichungen beschreibbar.
Interessanterweise ist kein reales System bekannt, das rein mechanistisch ist (Ebeling
et al., 1990). Man muß sich also mit gedanklichen, idealisierten Systemen besch¨ aftigen
(z.B. reibungsfrei rollende und vollst¨ andig elastisch stoßende Billardkugeln auf einem
ideal ebenen Billardtisch), um die Gesetze erster Art anwenden zu k¨ onnen.
Thermodynamische Systeme mit Prozessen wie Diﬀusion, W¨ armeleitung und einfachen
chemischen Reaktionen werden durch makroskopische Variable (Eigenschaften, die ei-
nem Teilchen nicht zugeschrieben werden k¨ onnen) wie Temperatur, Konzentration und
W¨ armeﬂuß beschrieben. Die Systemgleichungen sind makroskopisch und nicht zeitum-
kehrinvariant, wie z.B. das Diﬀusionsgesetz
˙ ca = −ka ∆ca (3.2)
und die chemische Reaktion
˙ ca = −kb cb ca (3.3)
mit ca, cb = Konzentration der Stoﬀe a und b, ka = Diﬀusionskonstante und kb =
chemische Reaktionskonstante. Eine Zeitumkehrung (t → −t) w¨ urde zu nicht beob-
achtbaren Ph¨ anomenen f¨ uhren, z.B. daß W¨ arme von einem kalten zu einem warmen
Reservoir ﬂießt.
Solche Systeme entwickeln sich auf den strukturlosest m¨ oglichen Zustand zu. In einem
abgeschlossenen System ist dies das thermodynamische Gleichgewicht. In einem oﬀenen
System stellt sich ein station¨ arer Nichtgleichgewichtszustand ein, der oft Fließgleichge-
wicht genannt wird. Beispiele f¨ ur thermodynamische Systeme lassen sich leicht ﬁnden:
So k¨ uhlt sich frisch gekochter Kaﬀee ab, bis er und seine Umgebung auf gleicher Tempe-
ratur sind. Einer der gr¨ oßten Erfolge des mechanistischen Weltbildes (ein Bild, das die
gesamte Welt als mechanistisches System versteht) war die statistische Interpretation
der Thermodynamik. Bei dieser Interpretation werden die makroskopischen thermody-
namischen Prozesse nur als wahrscheinlichst ablaufende Prozesse verstanden, d.h. als
Prozesse, die durch die meisten mikroskopisch m¨ oglichen Prozesse realisiert werden. Bei
dieser Betrachtung muß man allerdings die Frage zulassen, ob es tats¨ achlich nur unwahr-
scheinlich ist, daß aus etwas Qualm und einem abgebrannten Streichholz eine Flamme
entsteht und wieder vergeht, die ein fabrikneues Streichholz erzeugt (mit der Struktur
des Holzes und dem Z¨ undkopf)? Neuerdings sind makroskopische irreversible Prozesse
bekannt, f¨ ur die man zeigen kann, daß sie nicht auf eine mikroskopische Beschreibung
reduzierbar sind (Prigogine und Stengers, 1993).
Zwar kennt die Thermodynamik zeitliche Entwicklung; diese ist aber entsprechend ih-
rem zweiten Hauptsatz immer auf den strukturlosest m¨ oglichen Zustand hin gerichtet.
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phen) zu, wie wir sie in der uns umgebenden Realit¨ at wahrnehmen. Dort bilden
sich hochstrukturierte Systeme (wie z.B. G¨ ansebl¨ umchen, B¨ aume und Menschen).
Diese Strukturbildung widerspricht nicht der Thermodynamik. Irreversible Prozesse
schaﬀen Unordnung. Kann ein System Entropie an seine Umgebung abgeben, so ist die
Entropiebilanz des Systems nicht notwendigerweise positiv und es k¨ onnen Strukturen
entstehen. Notwendig f¨ ur Evolution ist also ein oﬀenes System mit Entropieexport.
Daß das Klimasystem Entropie exportiert, haben W. Ebeling und R. Feistel (1982) auf
einfache Weise gezeigt (Abb. 3.1). Basierend auf Rechnungen von Fortak (1979) zeigten
sie, daß der Entropie-Export n¨ aherungsweise durch folgende Gleichung ausgedr¨ uckt
werden kann:
dS
dt
   
   
Exp.
≈
Qa
Ta
−
Qi
Ti
≈ 1.
W
m2K
(3.4)
mit Qa = Qi = Strahlungsauf- bzw. abgabe (ca. 240 W/m2) und Ti = 5800K =
Strahlungstemperatur der Sonne und Ta = 255K =Strahlungstemperatur der Erde.
TS = 5800 K TE = 255 K
Erde Sonne
Abbildung 3.1: Das Klimasystem als Photonenm¨ uhle (nach Ebeling und Feistel, 1982).
Wie sieht nun ein Prototyp von Evolution aus? Evolution besteht in der Biologie
aus den drei Prozessen Mutation, Selektion und Reproduktion, die in mathematisch-
physikalischer Sprache als Fluktuation, Bifurkation und Referenzzustand bezeichnet
werden k¨ onnen. Ein System kann also nur evolutionsf¨ ahig sein, wenn es Fluktuatio-
nen enth¨ alt. Das kann in der Realit¨ at der Fl¨ ugelschlag von Lorenz’s Schmetterling (s.
z.B. Schuster, 1989) sein, im Extremfall sogar die von Heisenberg entdeckte quanten-
mechanische Unsch¨ arfe. Beﬁndet sich ein System in einem kritischen Gebiet, d.h. in
der N¨ ahe eines Bifurkationspunktes, so ist es anf¨ allig f¨ ur Fluktuationen. Dann k¨ onnen
kleine Fluktuationen große (qualitative) Wirkungen hervorrufen. Referenzzust¨ ande sind
die L¨ osungen der gew¨ ohnlichen Systemgleichungen bei Vernachl¨ assigung von Fluktua-
19tionen. Die einfachste Modellgleichung mit evolutivem Charakter ist die der Pitchfork-
oder Heugabel-Bifurkation (s. z.B. Nicolis und Prigogine (1987), Jetschke (1989), Ho-
nerkamp (1990)):
˙ x = −x3 + λx + Fluktuationen. (3.5)
Sie hat f¨ ur λ < 0 einen global stabilen station¨ aren Zustand (x1 = 0). F¨ ur λ > 0
wird dieser jedoch instabil und es entstehen zwei neue asymptotisch stabile station¨ are
Zust¨ ande (x2,3 = ±
√
λ).
Gehen wir nun davon aus, daß sich das System f¨ ur λ < 0 im station¨ aren Zustand
bef¨ ande. Jetzt werde λ langsam erh¨ oht. Bei Erreichen des Bifurkationspunktes λ =
0 entscheiden die momentanen Fluktuationen dar¨ uber, welcher der beiden dort neu
auftretenden station¨ aren Zust¨ ande angestrebt wird. Dabei ist es v¨ ollig ohne Bedeutung,
wie klein die Fluktuation in diesem Moment ist. Sie wird verst¨ arkt und entscheidet ¨ uber
den zuk¨ unftigen Werdegang des Systems. Solche sensiblen Abh¨ angigkeiten ﬁndet man
auch in der Meteorologie. So kann z.B. eine Konvektionswolke nur durch St¨ orung des
Grundzustandes entstehen. Im n¨ achsten Abschnitt wird untersucht, welche Ans¨ atze der
Klimadynamik zu welcher Systemart geh¨ oren.
3.1.2 Klimadynamik
Das Klimasystem kann in die Subsysteme Atmosph¨ are, Ozean, Kryosph¨ are, Pedosph¨ are
und Biosph¨ are zerlegt werden (wobei alle diese Subsysteme wieder beliebig weiter zer-
legt werden k¨ onnen). Hier sollen nun nicht m¨ oglichst viele Untersysteme m¨ oglichst exakt
ber¨ ucksichtigt werden, sondern nur die f¨ ur die konkrete Frage wichtigen Teilsysteme
mit in die Untersuchung eingeschlossen werden. Diese gilt es nun zu separieren. Bei
Klimamodellen, die auf der Zeitskala von Jahrhunderten und kleiner operieren, kann
die Pedosph¨ are vernachl¨ assigt werden. Atmosph¨ are, Ozean und Kryosph¨ are sind einer
physikalischen Beschreibung zug¨ anglich und bilden deswegen meist den Kern von Kli-
mamodellen. Der Einﬂuß der Biosph¨ are auf das Klimasystem (bzw. die Wechselwirkung
zwischen der Biosph¨ are und anderen Subsystemen) ist nur in Ans¨ atzen bekannt (z.B.
Einﬂuß der Vegetation auf die Albedo, hydrologischer Zyklus, atmosph¨ arischer CO2-
und Aerosolgehalt; s. z.B. Watson und Lovelock, 1983). Somit kann, wie jedes Modell,
auch ein Klimamodell nicht vollst¨ andig sein. Andererseits reicht es m¨ oglicherweise aus,
die wichtigsten Prozesse auf der zu untersuchenden r¨ aumlichen und zeitlichen Skala zu
ber¨ ucksichtigen. Diese gilt es zu ﬁnden.
Betrachten wir zun¨ achst das System atmosph¨ arendynamischer Gleichungen. Sie folgen
aus Invarianzprinzipien (Erhaltung von Impuls, Masse und Energie) und bilden den dy-
namischen Rahmen f¨ ur atmosph¨ arische Zirkulationsmodelle (engl.: atmospheric general
circulation modell AGCM; f¨ ur ozeanische GCM’s gelten entsprechende Gleichungen)
und lauten:
ρ
dv
dt
= −∇p + ρg − 2ρΩ × v − ∇   IIv Impulserhaltung
∂ρ
∂t
= −∇   (ρv) Gesamtmassenerhaltung
ρ
dh
dt
=
dp
dt
− ∇   (Ih + S) − IIv    ∇v Energieerhaltung.
(3.6)
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ρ = Dichte
v = Geschwindigkeitsvektor
p = Luftdruck
Ω = Vektor der Winkelgeschwindigkeit der Erde
IIv = Impulsﬂußtensor
h = speziﬁsche Enthalpie
Ih = Enthalpieﬂußdichte
S = Netto-Strahlungsﬂußdichte
g = Vektor der Erdbeschleunigung.
Diese Gleichungen werden oft als origin¨ are, manchmal aber auch als molekulare Glei-
chungen bezeichnet. Der Begriﬀ molekulare Gleichungen ist widerspr¨ uchlich, weil diese
Gleichungen nicht auf molekularer Ebene gelten, und statt dessen makroskopische Va-
riablen wie W¨ arme und Dichte auf jeden (mikroskopischen) Raumpunkt beziehen. Sie
stellen ein mikroskopisches (zeitumkehrinvariantes) Modellsystem mit makroskopischen
Variablen dar. (Man beachte, daß an einem Raumpunkt weder eine Temperatur, noch
eine Dichte oder Geschwindigkeit deﬁniert sein kann.) Da es praktisch unm¨ oglich ist,
das Gleichungssystem f¨ ur jeden Raumpunkt zu l¨ osen, m¨ ussen die Gleichungen skaliert
(z.B. durch Mittelung, Filterung, Entwicklung nach orthogonalen Funktionen) werden,
wodurch das Problem der subskaligen Prozesse (z.B. Turbulenz) entsteht. Eine weitere
wichtige Eigenschaft dieser Gleichungen ist, daß sie nicht geschlossen sind, da die Gr¨ oßen
IIv, Ih, und S in dieser Formulierung nicht bekannt sind. Diese Eigenschaft wird oft als
Mangel interpretiert, ist aber eigentlich ein großer Vorteil, da die Gleichungen aus einer
mechanistischen Betrachtung hergeleitet werden und demnach ohne weitere Eingriﬀe
keine Realisation ﬁnden k¨ onnen. Die verwendeten Schließungen basieren auf Erfahrun-
gen und sind, wie die Parametrisierungen, mit denen die subskaligen Prozesse erfaßt
werden, i.a. irreversibel, also nicht zeitumkehrinvariant. D.h. erst durch das Verlassen
der reinen Gesetze erster Art werden die prognostischen Gleichungen realistisch.
In dieser Arbeit soll ein anderer Weg gegangen werden. Es sollen nicht oﬀene mecha-
nistische Gleichungen f¨ ur klimatologische Subsysteme mit thermodynamischen (bzw.
empirischen) Ans¨ atzen geschlossen werden, sondern von Anfang an rein makroskopi-
sche Ans¨ atze f¨ ur das gesamte Klimasystem verwendet werden. Dies f¨ uhrt auf das sehr
einfache Konzept der Energie-Bilanz-Modelle, das es erlaubt, einzelne parametrisierte
Prozesse noch zu ¨ uberblicken und deren Auswirkungen auf die Entwicklung des Gesamt-
systems zu studieren. Solche Modelle beanspruchen nicht die Natur des Systems (als
gemeinsames Wirken aller mikroskopischen Prozesse) zu erkl¨ aren, sondern die Beob-
achtung des Systems mit wenigen Freiheitsgraden zu beschreiben. Dies ist nur m¨ oglich,
wenn das System bestimmten, im n¨ achsten Abschnitt diskutierten, Annahmen gen¨ ugt.
Ein Beispiel f¨ ur eine einfache, aber alle Wesensmerkmale eines evolution¨ aren Systems
beinhaltende, Klimagleichung ist im Anhang A diskutiert.
3.1.3 Makroskopische Beschreibbarkeit
Ein System ist makroskopisch beschreibbar, falls sein Verhalten durch eine Dynamik mit
wenigen Freiheitsgraden reproduziert werden kann. Ein Beispiel f¨ ur die makroskopische
Beschreibbarkeit von Systemen ist das von H. Haken (s. z.B. Haken, 1990) eingef¨ uhrte
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Variable (die Ordnungsparameter) die wesentlich gr¨ oßere Zahl der restlichen Variablen
versklavt. Dadurch k¨ onnen alle Variablen außer den Ordnungsparametern diagnostisch
approximiert werden, wodurch der Freiheitsgrad des Systems stark eingeschr¨ ankt ist. In
der Physik, aber auch in anderen Wissenschaften, sind zahlreiche Beispiele f¨ ur solches
Verhalten (z.B. beim Laser) bekannt (s. Haken, 1990).
Betrachten wir als Beispiel die Atmosph¨ are. Man kann sie beschreiben, indem man die
Gleichungen 3.6 explizit l¨ ost, was sehr aufwendig ist und zahlreicher weiterer Annahmen
bedarf. Andererseits wissen wir, daß es in der Atmosph¨ are gewisse Strukturen gibt, so
z.B. die innertropische Konvergenzzone (ITC), die Hadleyzelle und die Polarfront. Man
k¨ onnte nun versuchen das Versklavungsprinzip auf die Gleichungen 3.6 anzuwenden,
nachdem man diese durch Ans¨ atze (z.B. f¨ ur die Strahlungs¨ ubertragung und Wolken-
mikrophysik) geschlossen hat. Dies ist ein sehr aufwendiger Weg, dessen L¨ osung (wenn
man eine ﬁndet) von den Ans¨ atzen der Schließungen abh¨ angen muß, und daher keines-
falls realistisch zu sein braucht. Setzt man die makroskopische Beschreibbarkeit voraus,
so kann man einen einfachen physikalisch motivierten Ansatz machen. Zum Beispiel
k¨ onnte man annehmen, daß eine gr¨ oßere Heizrate zu einer h¨ oheren Temperatur f¨ uhrt
und diese wiederum zu einer h¨ oheren Ausstrahlung. Wenn man sich nicht f¨ ur das Wech-
selspiel der einzelnen Prozesse interessiert, ist ein solcher Ansatz m¨ oglich. Dabei muß
die makroskopische Beschreibung an ein Experiment angepaßt werden, was bei klimato-
logischen Fragestellungen nicht ohne weiteres m¨ oglich ist. Will man den so kalibrierten
Zusammenhang verallgemeinern, muß er zumindest an einem weiteren Experiment veri-
ﬁziert werden. Benutzt man ihn dann f¨ ur Extrapolationen (z.B. Prognosen), l¨ auft man
trotzdem noch Gefahr, daß er die Realit¨ at nicht treﬀend beschreibt.
Die makroskopische Beschreibung vernachl¨ assigt Details. Wenn die makroskopische Be-
schreibung m¨ oglich ist, machen sich die Details in einem Rauschen um den beschriebe-
nen Referenzzustand bemerkbar. Dies kommt daher, daß die Anfangswerte, die Randbe-
dingungen, die ¨ außeren St¨ orungen und die internen Prozesse nicht exakt ber¨ ucksichtigt
werden. Diese Details sind nie genau bekannt, so daß man fragen muß, wie sensibel das
betrachtete System von einer solchen Unkenntnis abh¨ angt. Je sensibler diese Abh¨ angig-
keit ist, desto aufwendiger muß ein Modell des Systems sein. Nach der Sensitivit¨ at
kann man drei Arten von Systemen unterscheiden. F¨ ur alle drei gilt das Kausalit¨ ats-
prinzip, das besagt, daß eine genau deﬁnierte Ursache (Anfangsbedingung, St¨ orung in
den Randbedingungen, ¨ außere Antriebe) ¨ uber eine Vermittlung eine genau deﬁnierte
Wirkung macht. Die drei Arten werden im folgenden anhand von drei Gedankenexpe-
rimenten vom freien Fall vorgestellt und ihre Prognostizierbarkeit diskutiert.
a) Stark kausales System
In einem stark kausalen System sind die einzelnen Prozesse voneinander un-
abh¨ angig und bilden bez¨ uglich ihrer Wirkung eine konvergente Folge; kennt man
die wichtigsten Prozesse, so kann man schon qualitativ richtige Vorhersagen
machen. Je mehr dieser Prozesse in einem Vorhersagemodell verwendet werden,
desto genauer wird die Realisation prognostiziert. Eine Unsch¨ arfe in den An-
fangsbedingungen erzeugt eine Unsch¨ arfe in der Prognose. L¨ aßt man z.B. einen
K¨ orper fallen, der mit dem ebenen Boden einen unelastischen Stoß ausf¨ uhrt (z.B.
einen Beutel Reis), so kann dessen Lage auf dem Boden recht genau vorhergesagt
werden (s. Abb. 3.2). Nur wenn man es mit einem solchen System zu tun hat,
22kann man trotz unvollst¨ andiger Kenntnis der Prozesse, der Anfangsbedingungen
und der Antriebe sicher sein, qualitativ richtige Vorhersagen zu machen.
U W
Abbildung 3.2: Stark kausales System: Unsch¨ arfen in den Ursachen (Anfangsbedingun-
gen, Prozesse) f¨ uhren zu Unsch¨ arfen in der Wirkung. U = Unsch¨ arfegebiet der Ursache,
W = Unsch¨ arfegebiet der Wirkung.
b) Bifurkierendes System
In einem bifurkierenden System gibt es zwei qualitativ unterschiedliche m¨ ogliche
Wirkungen mit entsprechenden Eintrittswahrscheinlichkeiten. Ber¨ ucksichtigt
man mehr Prozesse bei der Prognose, bzw. kennt man die Anfangs- oder Rand-
bedingungen genauer, so erh¨ alt man andere Eintrittswahrscheinlichkeiten. Eine
eindeutige Prognose mit einer quantitativ mehr oder weniger kleinen Unsch¨ arfe
ist nicht mehr m¨ oglich (s. Abb. 3.3). Ein einfaches Experiment hierzu ist ein
oberhalb eines Tisches in der N¨ ahe der Tischkante fallender Gegenstand. Ob
er auf dem Tisch oder auf dem Boden zur Ruhe kommt, l¨ aßt sich nur mit
bestimmten Wahrscheinlichkeiten vorhersagen.
U
W1
W2
Abbildung 3.3: Bifurkierendes System: ¨ Ahnliche Ursachen f¨ uhren zu qualitativ unter-
schiedlichen Wirkungen. U = Unsch¨ arfegebiet der Ursache, Wi = Unsch¨ arfegebiet der
Wirkung i.
c) Schwach kausales System
23In einem schwach kausalen System k¨ onnen ¨ ahnliche Anfangsbedingungen zu v¨ ollig
verschiedenen Wirkungen f¨ uhren (s. Abb. 3.4). Eine Prognose ist nur bei genauer
Kenntnis der Anfangsbedingungen (zur Vermeidung des deterministischen Chaos)
und genauer Kenntnis aller Prozesse (zur Vermeidung des stochastischen Chaos)
m¨ oglich (s. z.B. Lange, 1993). Ein Experiment dazu stellt das Fallenlassen eines
unregelm¨ aßig geformten K¨ orpers dar, der mit dem Boden weitgehend unelastische
St¨ oße aus¨ ubt. Es ist nicht vorhersagbar wo er zur Ruhe kommt.
U
Abbildung 3.4: Schwach kausales System: Unsch¨ arfen in der Ursache machen Prognosen
unm¨ oglich. U = Unsch¨ arfegebiet der Ursache.
Vom Standpunkt der hier durchgef¨ uhrten Unterscheidung m¨ ussen wir fragen, ob das
Klimasystem makroskopisch beschreibbar ist. Diese Frage kann nicht ohne weiteres be-
antwortet werden. Lorenz (1963) hat in seiner ber¨ uhmten Arbeit die hydrodynamischen
Grundgleichungen durch eine Fourierentwicklung stark vereinfacht. Die so erhaltenen
Lorenzgleichungen bilden ein schwach kausales System, d.h. wenn sich ein nat¨ urliches
System entsprechend diesen Gleichungen verh¨ alt, ist es nur vorhersagbar (¨ uber einen
gewissen zeitlichen Horizont hinaus), wenn seine Anfangsbedingungen beliebig genau
bekannt sind.
Betrachten wir den makroskopischen Ansatz, wie er in Anhang A vorgestellt wird.
Es handelt sich dort um ein bistabiles System. F¨ ur gewisse Anfangsbedingungen (das
System beﬁndet sich in der N¨ ahe des lokalen Maximums des Potentials = Bifurkations-
punkt) ist die Vorhersagbarkeit qualitativ stark eingeschr¨ ankt. Solange sich das System
in einer Potentialmulde (Bassin des Punktattraktors) beﬁndet, l¨ aßt es sich allerdings
auch bei ungenauer Kenntnis der Anfangsbedingungen und der Systemparameter (und
selbst bei ¨ uberlagertem Rauschen) qualitativ eindeutig beschreiben. Geht man davon
aus, daß ein System sich in unmittelbarer N¨ ahe eines Potentialminimums beﬁndet und
im zu beschreibenden Zeitraum das Bassin des Attraktors nicht verl¨ aßt, so kann man
das System linearisieren (d.h. das Potential durch einen Paraboloiden n¨ ahern). Ob dies
sinnvoll ist, zeigt sich daran, ob man damit die Realit¨ at beschreiben kann.
Im Zusammenhang mit dem Problem der Vorhersagbarkeit bei makroskopischer Be-
schreibung sei auch die strukturelle Instabilit¨ at angesprochen. Strukturelle Instabilit¨ at
bedeutet im Allgemeinen, daß die Ver¨ anderung von Systemparametern zu strukturell
anderem Verhalten des Systems f¨ uhrt. Dabei sind meist nur bestimmte Parameterkombi-
24nationen instabil. Eine spezielle Art struktureller Instabilit¨ at ist f¨ ur die weiteren Unter-
suchungen von Bedeutung, n¨ amlich die, die durch die Vernachl¨ assigung betragsm¨ aßig-
kleiner Terme entstehen kann. Damit ist gemeint, daß Terme, seien sie auch noch so
klein, unter bestimmten Bedingungen nicht gegen¨ uber anderen vernachl¨ assigt werden
d¨ urfen, wenn man sich f¨ ur das Langzeitverhalten eines Systems interessiert. Betrachtet
man z.B. das System
˙ x = −ay (3.7)
˙ y = bx − cy (3.8)
mit c ≪ a,b (Im Prinzip auch c → 0). Vernachl¨ assigt man den Term −cy, so stellt
das Gleichungssystem die Bewegung des unged¨ ampften harmonischen Oszillators in
generalisierten Koordinaten dar, dessen Trajektorie im Phasenraum auf einer Ellipse
l¨ auft. Der Term −cy ver¨ andert diese Struktur. Die Trajektorien werden zu Spiralen,
die zum Punktattraktor (0,0) hinlaufen. Die Gleichungen (3.7) und (3.8) stellen dann
einen ged¨ ampften harmonischen Oszillator dar. Die D¨ ampfung zerst¨ ort die Zeitumkeh-
rinvarianz (Reversibilit¨ at). Je nach der Gr¨ oße von c und der gew¨ unschten Genauigkeit
einer Prognose kann dann mit einem approximierten System nur noch ¨ uber eine gewis-
se Zeit vorhergesagt werden. Das Gleichungssystem 3.7 und 3.8 ist an der Stelle c = 0
strukturell instabil.
Um ein System makroskopisch beschreiben zu k¨ onnen, muß man also davon ausge-
hen, daß es auf den zu untersuchenden r¨ aumlichen und zeitlichen Skalen stark kausal
ist und nicht strukturell instabil. In Abschnitt 3.2.3 wird ein klimatologischer Ansatz
vorgestellt, der strukturell instabil ist.
3.1.4 Einige Grundbausteine von Bilanzmodellen
Es ist erstaunlich, wieviel strukturell unterschiedliches Verhalten schon mit sehr an-
schaulichen Bilanzmodellen mit nur wenigen Variablen beschrieben werden kann. Die-
sem Aspekt ist dieser Abschnitt gewidmet.
Bei Bilanzmodellen wird jede zu bilanzierende Gr¨ oße durch einen Zuﬂuß und einen Ab-
ﬂuß bestimmt (Quellen und Senken k¨ onnen im Prinzip immer auch als Fl¨ usse aufgefaßt
werden). Wir k¨ onnen uns ein Bilanzmodell mit einer Variablen als einen Speicher vor-
stellen, dessen einfachste Realisation eine Wanne ist, in die Wasser zuﬂießen und aus
der Wasser abﬂießen kann. Die Bilanzgr¨ oße ist dann die F¨ ullh¨ ohe. Vier Wannenmodel-
le sollen hier vorgestellt und diskutiert werden. Sie zeigen in einfacher Weise, wie die
Grundbausteine von Bilanzmodellen wirken (vergl. jeweils Abb. 3.5):
a) Die unsensible Wanne
Die unsensible Wanne hat keinen Abﬂuß, kann aber ¨ uberlaufen, d.h. falls kein
Zulauf stattﬁndet (und auch nie einer stattgefunden hat), ist die Wanne leer,
ansonsten ist die volle Wanne der einzige station¨ are Zustand, bei dem Abﬂuß
(¨ Uberlauf) und Zuﬂuß gleich groß sind. Diese Wanne ist recht uninteressant, da
Systeme, deren station¨ arer Zustand v¨ ollig unsensibel ist, nicht Gegenstand von
Prognosen sind.
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Die lineare Wanne hat einen Abﬂuß, durch den Wasser in linearer Abh¨ angigkeit
von der F¨ ullh¨ ohe abﬂießt. Dadurch wird sich f¨ ur jeden konstanten Zuﬂuß eine sta-
tion¨ are F¨ ullh¨ ohe einstellen, bei der Abﬂuß und Zuﬂuß gleich groß sind. F¨ ur diesen
station¨ aren Zustand l¨ aßt sich ein Sensitivit¨ atsparameter (s. Kap. 3.2.1) deﬁnie-
ren, der angibt, wie stark sich die station¨ are F¨ ullh¨ ohe mit dem Zuﬂuß ¨ andert. Der
Zuﬂuß kann nun aber so gering sein, daß der Wasserstand gleich null ist. Ande-
rerseits kann der Zuﬂuß auch so groß sein, daß die Wanne ¨ uberl¨ auft. Dies sind die
Randbedingungen f¨ ur eine teilweise lineare Wanne, die ab dem S¨ attigungsniveau
(volle Wanne) und bei sehr geringem Zuﬂuß unsensibel ist. In dieser Form kann sie
z.B. als Modell f¨ ur Temeratur-Albedo-R¨ uckkopplungen dienen: Je w¨ armer es auf
der Erde ist, desto geringer ist die Eisbedeckung und desto kleiner ist die Albedo,
bis sie ihren S¨ attigungswert erreicht. Umgekehrt kann bei einer Abk¨ uhlung der
Erde die Albedo nicht gr¨ oßer werden als sie bei Totalvereisung ist. Die teilweise
lineare Wanne verh¨ alt sich außerdem wie ein Neuron, so daß man damit auch
einen Zugang zu neuronalen Netzen erh¨ alt. Neuronale Netze sind demnach ein
Netz von solchen Wannen, bei denen man Zu- und Abﬂuß zwischen den Wannen
empirisch so einstellen kann, daß sie jeden beliebigen Zusammenhang zwischen
Gesamtzuﬂuß und Abﬂuß erzeugen k¨ onnen.
Obwohl die lineare Wanne ein sehr einfaches Modell ist, dient sie doch sehr oft
als Grundlage f¨ ur zahlreiche Modelle. Die Kopplung mehrerer solcher Wannen
f¨ uhrt zu multilinearen Systemen. Solche sind noch relativ leicht handhabbar.
Im Rahmen dieser Arbeit wird gezeigt werden, daß sich der Verlauf der globa-
len und hemisph¨ arischen Mitteltemperaturen durch solche multilinearen Ans¨ atze
sehr gut beschreiben l¨ aßt. Da der Ablauf der linearen Wanne von der F¨ ullh¨ ohe
abh¨ angt, diese aber ihrerseits von der Form der Wanne, kann man durch einen
h¨ ohenabh¨ angigen Wannenquerschnitt einen f¨ ullh¨ ohenabh¨ angigen Sensitivit¨ atspa-
rameter darstellen. Eine solche Wanne ist dann zwar nicht mehr linear, strukturell
aber einer linearen Wanne sehr ¨ ahnlich. Damit kann eine einfache Art von R¨ uck-
kopplungen im System noch beschrieben werden, was f¨ ur die folgenden Wannen-
typen, die eine einfache eigene Dynamik zeigen, nicht mehr gilt.
c) Die selbstleerende Wanne
Die selbstleerende Wanne hat einen ¨ Uberlauf, der (analog zum Schmitt-Trigger
der Elektrotechnik, s. z.B. Rohe, 1983) ab einer gewissen F¨ ullh¨ ohe aktiv wird und
erst unterhalb einer niedrigeren F¨ ullh¨ ohe wieder aufh¨ ort. Bei konstantem Zuﬂuß
wird eine solche Wanne selbsterregte Schwingungen ausf¨ uhren, deren Frequenz
von der St¨ arke des Zuﬂusses abh¨ angt. Bei zu starkem Zuﬂuß wird auch diese
Wanne ihre maximale F¨ ullh¨ ohe erreichen und dort station¨ ar und unsensibel ge-
gen¨ uber st¨ arkerem Zuﬂuß bleiben. Mit solchen selbsterregten Schwingungen kann
man zyklisches Verhalten modellieren, wie z.B. den Eiszeit-Zyklus (s. K¨ allen und
Crafoord, 1979; Fraedrich 1980).
d) Die strukturwandelnde Wanne
Die strukturwandelnde Wanne hat einen linearen Abﬂuß und einen ¨ Uberlauf wie
die selbstleerende Wanne. Sie verh¨ alt sich bei geringem Zuﬂuß wie die lineare, bei
st¨ arkerem Zuﬂuß wie die selbstleerende und bei starkem Zuﬂuß wie die unsensible
Wanne. Man kann hier also von einer strukturellen Instabilit¨ at reden. So kann
26man in dem Bereich, in dem sie sich wie die zweite Wanne verh¨ alt, einen Sen-
sitivit¨ atsparameter deﬁnieren, der ab der Istabilit¨ at keine Bedeutung mehr hat.
Diesen Umstand sollte man bedenken, wenn man von Klimasensitivit¨ at spricht.
Man unterstellt dabei n¨ amlich, daß bei einer Ver¨ anderung des Klimazustandes kein
Strukturwandel eintritt. Das Modell der strukturwandelnden Wanne verh¨ alt sich
¨ ahnlich wie die Benard-Instabilit¨ at (s. z.B. Schuster, 1989), bei der der W¨ arme-
transport bei geringer W¨ armezufuhr durch Leitung, bei st¨ arkerer Zufuhr durch
korrelierte Str¨ omungen (Walzen, große Wirbel) und bei starker Zufuhr turbulent
erfolgt.
Es sind nun eine Reihe grunds¨ atzlicher ¨ Uberlegungen angestellt worden, so daß
mit diesem R¨ ustzeug Energie-Bilanz-Modelle diskutiert werden k¨ onnen, um ihre
Schw¨ achen und St¨ arken im Hinblick auf die Beschreibung und Prognose beobachteter
Temperaturverl¨ aufe zu erkennen.
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Abbildung 3.5: Verschiedene Versionen des Wannenmodells als Anschauungshilfe f¨ ur
die Betrachtung von Bilanzen: a) unsensible Wanne, b) teilweise lineare Wanne, c)
selbstleerende Wanne, d) strukturwandelnde Wanne.
283.2 Energie-Bilanz-Modelle (EBM)
Energiebilanzmodelle sind die einfachsten physikalischen Haushaltsmodelle, mit denen
Klimaprozesse simuliert werden (siehe z.B. Sellers, 1969; North 1975a, 1975b und 1988).
In diesem Kapitel werden verschiedene derartige Ans¨ atze behandelt und Vereinfachun-
gen diskutiert. Daraus sollen Schl¨ usse abgeleitet werden, die den Weg zu Anwendungen
in der Datenanalyse zeigen.
3.2.1 Linearisierung und die Ber¨ ucksichtigung von R¨ uckkopplungen
Der Einfachheit halber betrachten wir zun¨ achst das Klimasystem als Ganzes, d.h. ohne
die Ber¨ ucksichtigung von Teilsystemen. Es habe als Eigenschaft die W¨ armekapazit¨ at
ck und sein Zustand sei durch die eine Temperatur Tk gekennzeichnet. Der einzige
Kontakt des Klimasystems mit seiner Umgebung besteht ¨ uber die Strahlung. Die
pro Zeiteinheit absorbierte solarer Einstrahlung S und emittierte W¨ armestrahlung L
bilden die einzigen Einﬂ¨ usse auf die Energiebilanz E. Beides, Strahlungsaufnahme und
-abgabe, kann von der Klimatemperatur Tk abh¨ angen (z.B. ¨ uber Temperatur-Albedo-
R¨ uckkopplung und Temperatur-Bedeckungsgrad-R¨ uckkopplung). F¨ ur die Energiebilanz
folgt demnach ganz allgemein:
˙ E = ck ˙ Tk = S − L = Q(Tk), (3.9)
wobei Q(Tk) die temperaturabh¨ angige Quellfunktion des Systems darstellt. F¨ ur die
Gleichgewichtstemperatur Te gilt wegen ˙ Te = 0 auch Q(Te) = 0. Betrachten wir nun
die Abweichung von der Gleichgewichtstemperatur: die St¨ ortemperatur ∆T. Sie ist die
Diﬀerenz zwischen der aktuellen Temperatur und der Gleichgewichtstemperatur:
∆T(t) = Tk(t) − Te. (3.10)
Kennt man die Gleichgewichtstemperaturen des Systems, so kann man Glg. (3.10) um
diese linearisieren, was auf folgende Form f¨ uhrt:
ck ˙ Tk = ck ˙ ∆T = Q(Te) +
dQ(T)
dT
 
     
Te
∆T. (3.11)
Daraus folgt die lineare St¨ orgleichung:
˙ ∆Q = ck ˙ ∆T =
dQ(T)
dT
   
   
Te
∆T. (3.12)
Die L¨ osung dieser Gleichung hat die Form
∆T(t) = ∆T0 exp
 
−t
τ
 
, (3.13)
wobei τ = ck/λ die Relaxationszeit des linearen Systems ist.
λ = −
dQ(T)
dT
   
   
Te
= −
dS(T)
dT
   
   
Te
+
dL
dT
   
   
Te
(3.14)
29ist der Klimasensitivit¨ atsparameter, der zwei wichtige Informationen enth¨ alt:
a) λ ist umgekehrt proportional zur Relaxationszeit, d.h. je gr¨ oßer λ, desto schneller
l¨ auft das System ins Gleichgewicht. Falls λ < 0 ist, entfernt sich das System
vom station¨ aren Zustand, d.h. λ enth¨ alt auch die Information dar¨ uber, ob der
station¨ are Zustand stabil ist.
b) Wird das System einer konstanten externen St¨ orung ausgesetzt, so wird es auf
einem gewissen Abstand vom station¨ aren Zustand gehalten. Das Verh¨ altnis zwi-
schen der St¨ orleistung ∆Q, und der daraus folgenden konstanten Auslenkung aus
dem Gleichgewicht ∆T, wird allein durch den Sensitivit¨ atsparameter beschrie-
ben. (Man beachte, daß λ in der hier angegebenen Deﬁnition eher ein Unsensi-
tivit¨ atsparameter ist, da er angibt, wieviel St¨ orleistung ben¨ otigt wird, um das
System auszulenken, d.h. je gr¨ oßer λ ist, desto unsensitiver ist das System. Aus
diesem Grund wird der Sensitivit¨ atsparameter von einigen Autoren reziprok zu
der hier eingef¨ uhrten Version deﬁniert.) Hier sei an die Wannenmodelle des Ab-
schnitts 3.1.4 erinnert.
Beachtenswert ist, daß man zur Formulierung von Glg. (3.12) weder die originale Dyna-
mik noch die Gleichgewichtszust¨ ande kennen muß. Es reicht aus, die lineare Abh¨ angig-
keit der Temperatur von der angelegten St¨ orung zu kennen (oder abzusch¨ atzen). Auf
dieser Basis arbeitet das von Wigley et al. (1991) entwickelte und vom IPCC (Houghton,
1992) oft verwendete Modell STUGE (sea level and temperature under the greenhouse
eﬀect). Es ber¨ ucksichtigt als W¨ armespeicher ausschließlich eine ozeanische Mischungs-
schicht. Die einzige Quelle ist die ¨ Anderung der Strahlungsbilanz durch die gestiege-
ne Treibhausgaskonzentration. Als Senken wirken ein advektiv-diﬀusiver W¨ armetrans-
port in den (unendlich tiefen) Ozean und die Ausstrahlungsverst¨ arkung mit zunehmen-
der Mischungsschichttemperatur. Die Gleichgewichtssituation (d.h. ohne anthropogene
St¨ orung) spielt f¨ ur die Prognose der Abweichung keine Rolle (Wigley und Raper, 1990
und Wigley, 1991).
Ein System mit mehreren station¨ aren Zust¨ anden und bistabilem Verhalten kann man
leicht formulieren, indem man die Ausstrahlung linear von der Temperatur abh¨ angen
l¨ aßt, w¨ ahrend man f¨ ur die Strahlungsaufnahme eine sigmoide Funktion w¨ ahlt. Solche
Ans¨ atze sind begr¨ undet (s. Abschnitt 3.2.3). Abb. 3.6 zeigt, daß f¨ ur eine nicht zu star-
ke Abh¨ angigkeit der Ausstrahlung von der Temperatur zwei stabile und ein instabiler
station¨ arer Zustand entstehen. Ein solches Verhalten erzeugten einige Eis-Albedo-R¨ uck-
kopplungsparametrisierungen, so daß Sellers noch im Jahre 1969 die Erh¨ ohung der an-
thropogenen Treibhausgase als gl¨ ucklichen Umstand beschrieb: “Fortunately, because
of the increasing carbon dioxide content of the atmosphere, m is more likely to increase
than to decrease“, wobei m der Schw¨ achungskoeﬃzient f¨ ur die Ausstrahlung der in Ab-
schnitt 3.2.3 vorgestellten Parametrisierung von Sellers ist. Es soll hier nicht unerw¨ ahnt
bleiben, daß Sellers, und unabh¨ angig von ihm auch Budyko, damit im Jahr 1969 den
Grundstein f¨ ur die Modellierung des Klimas legten.
Im folgenden Abschnitt wird das Problem der Linearisierung in einem wechselwirkenden
R¨ uckkopplungsnetz ausf¨ uhrlich diskutiert.
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Abbildung 3.6: Beispiel f¨ ur ein bistabiles System. Aufgenommene (durchgezogene Linie)
und abgegebene (unterbrochene Linie) Strahlung als Funktion der Temperatur. Von den
drei station¨ aren Zust¨ anden ist der mittlere instabil.
Zum Problem des linearen Feedbacks
Betrachten wir nun ein Modell, in dem aufgenommene und abgegebene Energie nicht
nur von der Temperatur T direkt abh¨ angen, sondern auch von externen Einﬂ¨ ussen
Ei und internen R¨ uckkopplungen Rj(T). Externe Einﬂ¨ usse k¨ onnen anthropogen (z.B.
Treibhausgase, Waldrodung) oder nat¨ urlich (z.B. Vulkanausbr¨ uche, Schwankungen der
Solarkonstante) sein. Die internen R¨ uckkopplungen k¨ onnen z.B. vom Wasserdampf,
von Wolken, W¨ ustenausbreitung oder ¨ Anderungen der Eisbedeckung herr¨ uhren. Die
Diﬀerentiale der Gr¨ oßen S(T,Rj(T),Ei) und L(T,Rj(T),Ei) haben folgende Form:
dS =
 
i
∂S
∂Ei
dEi +
 
j
 
∂S
∂Rj
dRj
dT
 
dT +
∂S
∂T
dT
dL =
 
i
∂L
∂Ei
dEi
      
+
 
j
 
∂L
∂Rj
dRj
dT
 
dT
      
+
∂L
∂T
dT
      
.
direkter Einﬂuß interne direkter Temperatur-
der St¨ orung R¨ uckkopplung einﬂuß
(3.15)
Um das System von einem Gleichgewichtszustand in einen benachbarten Gleichge-
wichtszustand zu verschieben, muß dS = dL sein, so daß folgt:
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dT. (3.16)
F¨ ur die Temperaturreaktion ∆T auf einen Antrieb ∆Qi folgt demnach:
∆T =
−∆Qi
λ0 +
 
j λj
. (3.17)
Die Sensitivit¨ at des Systems ist in dieser Formulierung aufgespalten in einen direkten
Anteil und in die Wirkung der R¨ uckkopplungen λj. Bezeichnet man fj = −λj/λ0 als
Feedbackparameter des R¨ uckkopplungsprozesses j, so folgt:
λ = λ0 +
 
j
λj = λ0

1 +
 
j
λj
λ0

 = λ0 (1 −
 
j
fj) = λ0 (1 − f). (3.18)
1+f wird oft als Feedbackfaktor bezeichnet. Betrachtet man Gleichgewichtsauslenkun-
gen (d.h. die Temperaturreaktion ∆T auf station¨ are St¨ orungen ∆Q), so gilt
∆T =
∆Q
λ0
1
1 + f
(3.19)
Der Feedbackparameter gibt also folgende Information:
f < 0 negative R¨ uckkopplung; Schw¨ achung des Signals
f = 0 keine R¨ uckkopplung
0 < f < 1 positive R¨ uckkopplung; Verst¨ arkung des Signals
f = 1 Polstelle; (keine physikalische Bedeutung)
f > 1 Umkehrung des Signals; (keine physikalische Bedeutung)
Das hier vorgestellte oft verwendete Verfahren zur Absch¨ atzung von R¨ uckkopplungen
wird den Prozessen nur gerecht, wenn zwischen den einzelnen R¨ uckkopplungen keine
Wechselwirkungen bestehen. Abb. 3.7 zeigt den Unterschied zwischen einem R¨ uckkopp-
lungsnetz, dessen Linearisierung keine zuverl¨ assigen Ergebnisse erwarten l¨ aßt, und einer
R¨ uckkopplungskette, wie sie der linearisierten Modellvorstellung entspricht.
Um zu zeigen, daß selbst der Einﬂuß von bedeutenden R¨ uckkopplungsmechanismen
nicht gut bekannt ist, ist in Abb. 3.8 die Verteilung der Wolken-R¨ uckkopplungsparame-
ter von 19 verschiedenen GCM’s gezeigt (Cess et al., 1990 und 1993). Er reicht von +.4
bis -.2, was einem Faktor von zwei in der Wirkung entspricht. Beachtenswert ist, daß
zwei verschiedene GCMs (GFDL (Geophysical Fluid Dynamics Laboratory at Prince-
ton, Wetherald und Manabe, 1988) und GISS (Goddard Institute for Space Studies,
Hansen et al., 1984)) zwar den einzelnen R¨ uckkopplungen unterschiedliches Gewicht
geben, aber etwa den gleichen gesamten R¨ uckkopplungsparameter erhalten, vergleiche
Tab. 3.1.
32direkte 
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Rückkopplungsnetz
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Vermittlung
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R1
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linearisierbare Rückkopplung
Abbildung 3.7: R¨ uckkopplungsnetz und R¨ uckkopplungskette. Wenn zwischen den R¨ uck-
kopplungen Wechselwirkungen bestehen, ist das System nicht linearisierbar.
Tabelle 3.1: Vergleich verschiedener R¨ uckkopplungsparameter in zwei unterschiedlichen
Zirkulationsmodellen (Geophysical Fluid Dynamics Laboratory at Princeton, GFDL und
Goddard Institute for Space Studies, GISS).
R¨ uckkopplungsprozeß GFDL GISS
Oberﬂ¨ achenalbedo .16 .09
Wasserdampf .43 .40
Wolkenbedeckung .11 .22
Summe .70 .71
Daraus kann geschlossen werden, daß die betrachteten einzelnen R¨ uckkopplungen we-
der quantitativ noch qualitativ gut genug bekannt sind, um sie zuverl¨ assig explizit zu
beschreiben. Dieses Problem tritt bei einer makroskopischen Beschreibung (wie sie in
dieser Arbeit angestrebt ist) nicht auf. Im n¨ achsten Abschnitt werden Strahlungstem-
peraturmodelle vorgestellt und an diesen der m¨ ogliche Einﬂuß von R¨ uckkopplungen
genauer dargestellt. Dabei wird sich zeigen, wie sensibel selbst einfache physikalisch
fundierte (aber nicht-lineare) Ans¨ atze auf ¨ Anderungen von Randbedingungen reagieren
k¨ onnen.
3.2.2 Strahlungstemperaturmodelle
Die prognostische Variable von Strahlungstemperaturmodellen ist die Temperatur, die
¨ uber das Stefan-Boltzmann-Gesetz (L ∼ T4) die Ausstrahlung bestimmt. Sie stellen
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Abbildung 3.8: Verteilung der Wolkenr¨ uckkopplungsparameter von 19 GCM-
Simulationen, nach Cess et al. (1990).
damit eine einfache M¨ oglichkeit dar, um Gleichung in Gleichung (3.9) konkrete Ans¨ atze
einzuf¨ uhren. Strahlungstemperaturmodelle basieren auf physikalischen Gesetzen erster
Art und sind deshalb sehr glaubw¨ urdig. Es existiert allerdings kein einfacher Zusam-
menhang zwischen der Strahlungstemperatur und der bodennahen Lufttemperatur. Die
Probleme, die der Schluß von der Strahlungstemperatur auf die bodennahe Lufttempe-
ratur bereitet, werden sp¨ ater diskutiert. Zun¨ achst analysieren wir das einfachste Strah-
lungstemperaturmodell: den grauen Planeten.
Der graue Planet
Die Bilanzgleichung des grauen Planeten enth¨ alt keine empirischen Ans¨ atze. Der Mo-
dellplanet nimmt die Strahlung S = S0 ∗ (1 − αp) auf und gibt Strahlung entsprechend
seiner Temperatur und seiner Emissivit¨ at ε ab. Demnach gilt f¨ ur die Strahlungstempe-
ratur folgende Bilanzgleichung:
c ˙ Tg = S0(1 − αp) − εσ T4
g (3.20)
mit:
c = W¨ armekapazit¨ at des Planeten
Tg = Strahlungstemperatur
S0 = Energieﬂußdichte einfallender Strahlung
αp = planetare Albedo
ε = Emissivit¨ at
σ = Stefan-Boltzmann-Konstante.
34Sie hat folgenden station¨ aren Zustand:
T∗ =
 
S0(1 − αp)
εσ
 1/4
. (3.21)
Die Strahlungsgleichgewichtstemperatur ist nur zur vierten Wurzel von 1 − αp und ε
proportional und damit recht unsensibel. Von den vier Wurzeln sind zwei imagin¨ ar, eine
negativ reell und eine positiv reell. Nur die letzte ist f¨ ur unsere Untersuchungen von
Interesse. Der graue Planet ist ein Potentialsystem mit dem Potential φ:
φ = φ0 −
  1
c
 
S0(1 − αp) − εσ T4
g
 
dTg = −
S0 (1 − αp)
c
Tg +
εσ
5c
T5
g + φ0. (3.22)
Kennt man das Potential (Abb. 3.9), so hat man alle Information ¨ uber das System
in der Hand. Betrachten wir nun einen grauen Planeten mit den Eigenschaften der
Erde. Die solare Strahlung hat eine Leistung I0 von etwa 1370 W pro Quadratmeter
Fl¨ ache, die senkrecht zur Strahlung ausgerichtet ist (in mittlerer Erdentfernung von der
Sonne). Ein kugelf¨ ormiger Planet hat eine Querschnittsﬂ¨ ache, die nur ein Viertel seiner
Oberﬂ¨ ache ausmacht. Deshalb kann man S0 = I0/4 setzen. Weiterhin habe der Planet
die Eigenschaften αp = .3 und ε = 1 (d.h. er strahlt als schwarzer K¨ orper). Daraus
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Abbildung 3.9: Potential des grauen Planeten. Er reagiert sensibler auf endliche negative
als auf endliche positive St¨ orungen.
folgt f¨ ur die global stabile Gleichgewichtstemperatur der Wert T∗ = 255K und f¨ ur
den linearen Sensitivit¨ atsparameter der Wert λ = 3.8W/m2K, d.h. es werden 3.8W/m2
ben¨ otigt um das Gleichgewicht um 1K zu verschieben. Man beachte, daß das System
gegen¨ uber endlichen negativen St¨ orungen sensibler ist als gegen¨ uber endlichen positiven
(vergl. wiederum Abb. 3.9).
35Die Strahlungstemperatur als Funktion von αp und ε
Zwar enth¨ alt die Bilanzgleichung des grauen Planeten keine empirischen Ausdr¨ ucke,
trotzdem ist sie ohne Vorgabe der Parameter αp und ε nicht l¨ osbar. Im Prinzip k¨ onnen
beide Werte zwischen null und eins schwanken. Damit kann die Temperatur des grauen
Planeten f¨ ur jede beliebige Einstrahlung Werte zwischen 0K und unendlich annehmen.
Die Materialeigenschaften αp und ε k¨ onnen auf der Erde aber nur zwischen bestimmten
Werten schwanken. Die entsprechenden maximalen Schwankungsbreiten sind:
αp ∈ [.1,.8]
ε ∈ [.9,1.]
Abb. 3.10 zeigt die Abh¨ angigkeit der Gleichgewichtstemperatur von αp f¨ ur verschiedene
Werte von ε. Die Strahlungstemperatur der Erde ist damit auf einen Bereich zwischen
planetare Albedo
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Abbildung 3.10: Gleichgewichtstemperatur des grauen Planeten als Funktion der plane-
taren Albedo f¨ ur verschiedene Emissivit¨ aten ε. Durchgezogene Linie entspricht ε = .9,
unterbrochene Linie entspricht ε = .95 und gepunktete Linie entspricht ε = 1.
etwa 190K und 280K festgelegt. Da sie im Moment bei etwa 255K liegt, kann sie“nur“
um maximal 25K zu- aber um 65K abnehmen.
Was nutzt die Kenntnis der Strahlungstemperatur?
Von der Strahlungstemperatur T∗ l¨ aßt sich ¨ uber den mittleren vertikalen Temperatur-
gradienten γ bequem auf die Erdoberﬂ¨ achentemperatur Ts = T∗ − γz∗ schließen. Man
muß dazu nur die mittlere H¨ ohe innerhalb der Atmosph¨ are kennen, in der die Strah-
lungstemperatur herrscht. Andererseits kann man aus der beobachteten Erdoberﬂ¨ achen-
temperatur auch auf die H¨ ohe z∗ schließen. Dazu muß man den mittleren vertikalen
Temperaturgradienten γ kennen. Dieser folgt wiederum aus Beobachtungen. Sein Wert
von γ = −6.5K/km ist in der Internationalen-Standard-Atmosph¨ are (ISA) festgelegt.
36Aus einer mittleren bodennahen Lufttemperatur von 288 K folgt demnach eine H¨ ohe
von etwa 5 km. Dieser einfache Zusammenhang zwischen Strahlungs- und Erdober-
ﬂ¨ achentemperatur legt nahe, daß Berechnungen der Strahlungstemperatur verwendet
werden k¨ onnen, um auf die bodennahe Lufttemperatur zu schließen. Das ist jedoch ir-
ref¨ uhrend, weil der vertikale Temperaturgradient nicht konstant bleiben muß. Um zu
zeigen, wie sensibel dieser Zusammenhang durch Prozesse innerhalb der Atmosph¨ are
gest¨ ort werden kann, lohnt sich ein Vergleich zwischen Erde und Venus. In Abb. 3.11 ist
der Strahlungshaushalt der Erde mit dem der Venus verglichen, die etwa doppelt soviel
Strahlung angeboten bekommt, wegen ihrer hohen Albedo (Totalbew¨ olkung) aber nur
halb soviel aufnimmt und deshalb eine niedrigere Strahlungstemperatur hat. Wegen des
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Abbildung 3.11: Strahlungsﬂußdichte aufgenommener und abgegebener Strahlung in
W/m2, sowie Strahlungstemperatur und Oberﬂ¨ achentemperatur von Erde und Venus
im Vergleich, Daten aus Henderson-Sellers (1983).
viel gr¨ oßeren Treibhauseﬀekts auf der Venus ist die Oberﬂ¨ achentemperatur dort fast
dreimal so hoch wie auf der Erde. Die inneratmosph¨ arischen IR-Strahlungsﬂ¨ usse sind
auf der Venus etwa 50 mal so groß wie auf der Erde (Daten aus Henderson-Sellers,
1983). Der Vergleich zwischen Erde und Venus zeigt deutlich, daß man die innerat-
mosph¨ arischen Energieﬂ¨ usse kennen muß, um von der Strahlungstemperatur auf die
Oberﬂ¨ achentemperatur zu schließen. Es ist deshalb nicht m¨ oglich, mit Strahlungstem-
peraturmodellen auf die Wirkung eines ver¨ anderten Treibhauseﬀekts zu schließen (s.
Kap. 5.4). Im n¨ achsten Abschnitt werden die Probleme von Parametrisierungen an die-
sem Beispiel genauer untersucht.
Invarianzbrechung bei Parametrisierungen
Diesem Abschnitt liegt eine Arbeit von C. Essex (1991) zu Grunde. Physikalische Vor-
hersagbarkeit basiert auf Invarianzen, wie z.B. Impuls-, Massen- und Energieerhaltung.
37Daraus sind die dynamischen Grundgleichungen der Atmosph¨ are hergeleitet. Jede Para-
metrisierung f¨ uhrt neue Ad-hoc-Invarianzen ein, die an den Ist-Zustand angepaßt sind.
Je mehr Parametrisierungen ein Modell verwendet, desto mehr Ad-hoc-Invarianzen wer-
den vorausgesetzt. EBM’s kommen mit sehr wenigen Annahmen (Ad-hoc-Invarianzen)
aus. GCM’s sind die Klimamodelle mit den meisten Parametrisierungen. Falls an ent-
scheidender Stelle eine Invarianzbrechung stattﬁndet (d.h. daß eine konstant gesetzte
Gr¨ oße nicht konstant ist), ist die gesamte Prognose wertlos. Man muß bei einem Modell
sicherstellen, daß das nicht der Fall ist. Im obigen Beispiel kann Ts aus z∗ berechnet
werden, indem T∗ und γ konstant gesetzt werden. Es gilt dann dTs = γdz∗. Eine ¨ Ande-
rung von γ entspricht einer ¨ Anderung der thermischen Schichtung der Atmosph¨ are und
eine ¨ Anderung von T∗ entspricht einer ¨ Anderung der Albedo (bzw. einer ¨ Anderung der
Emissivit¨ at). Um nun zu entscheiden, wie robust die Parametrisierung ist, kann man
fragen, wie stark sich die thermische Schichtung oder die Albedo ¨ andern m¨ ußten, um
eine Erh¨ ohung der bodennahen Lufttemperatur um z.B. 2K auszugleichen.
1. Brechung der γ-Invarianz:
Hier folgt f¨ ur dTs:
dTs = (γ + z∗ dγ
dz∗)dz∗. (3.23)
Ts ist dann unabh¨ angig von z∗, wenn dγ/dz∗ = γ2/(T∗ − Ts) ist. Um eine
Erw¨ armung von 2K am Boden zu unterdr¨ ucken, muß f¨ ur die oben angegebe-
nen Werte γ von −6.5K/km auf −6.11K/km ansteigen. Das ist eine ¨ Anderung
von nur 6%.
2. Brechung der T∗-Invarianz:
Setzt man die Emissivit¨ at konstant, so h¨ angt T∗ nur noch von der Albedo ab:
dT∗ = −Q/(4εσT∗3)dαp. (3.24)
Eine bodennahe Erw¨ armung durch den Treibhauseﬀekt wird durch eine Strah-
lungstemperatur¨ anderung voll ausgeglichen, wenn gilt dT∗ = −γdz∗. Verwendet
man obige Werte, so reicht eine Albedoerh¨ ohung um .022, das sind 7.3%, aus, um
einen Treibhauseﬀekt von 2K zunichte zu machen.
Zusammenfassend k¨ onnen wir sagen, daß Ver¨ anderungen in der Schichtung (¨ Anderun-
gen der Konvektion) und der Albedo (z.B. ¨ Anderung des Bedeckungsgrads) die Vor-
hersage der bodennahen Lufttemperatur empﬁndlich beeinﬂussen k¨ onnen. Es ist da-
her dringend erforderlich, robuste Parametrisierungen f¨ ur die atmosph¨ arischen R¨ uck-
kopplungen zu verwenden. Dies geschieht in Oberﬂ¨ achentemperaturmodellen, die im
n¨ achsten Abschnitt diskutiert werden.
3.2.3 Oberﬂ¨ achentemperaturmodelle
Oberﬂ¨ achentemperaturmodelle sind im allgemeinen Modelle mit empirischen Ans¨ atzen,
da kein detaillierter Zusammenhang zwischen den Strahlungsprozessen und der Ober-
ﬂ¨ achentemperatur Ts gegeben ist. Andererseits bieten solche Modelle den großen Vorteil,
38daß man die Variationen der Oberﬂ¨ achentemperatur mit den Variationen der bodenna-
hen Lufttemperatur gleichsetzen kann. Somit tritt das wesentliche Problem bei der Ver-
wendung von Strahlungstemperaturmodellen nicht auf. Es wurden sowohl nulldimen-
sionale (global gemittelte), eindimensionale (nach der geographischen Breite auﬂ¨ osen-
de) als auch zweidimensionale Oberﬂ¨ achentemperaturmodelle (North, 1988) entwickelt.
F¨ ur die Bilanzgleichung der Oberﬂ¨ achentemperaturmodelle m¨ ussen empirische Ans¨ atze
S(Ts) und L(Ts) verwendet werden.
Nulldimensionale Oberﬂ¨ achentemperaturmodelle
Nulldimensionale Oberﬂ¨ achentemperaturmodelle wurden mit sehr vielen Ans¨ atzen f¨ ur
S(Ts) und L(Ts) betrieben, z.B. North und Coakley (1979), Budyko (1969), Fraedrich
(1978), Griﬀel und Drazin (1981); ein ¨ Uberblick ﬁndet sich bei Bayer (1989). Man
kann diese direkt in Gleichung (3.9) einsetzen. Bei der Verwendung verschiedener
nichtlinearer Ans¨ atze muß darauf geachtet werden, daß sie vom physikalischen Gehalt
zusammenpassen. Im folgenden soll ein Gegenbeispiel untersucht werden, in dem es
allein durch die Wahl der Parametrisierungen zu Katastrophen kommen kann. Es
werden
S(Ts) = So(1 − α(Ts)),
L(Ts) = ε(Ts,m)σT4
s
(3.25)
gesetzt, wobei m der Bedeckungsgrad ist. Die Inkonsistenz liegt nun darin, daß die
Parametrisierung der Bedeckung zwar einen Einﬂuß auf die Ausstrahlung, nicht aber
auf die Einstrahlung hat. Es werden folgende Parametrisierungen verwendet:
α(Ts) = .42 − .2tanh[.052(Ts − 276.15K)]; Warren und Schneider (1979);
ε(Ts) = 1 − mtanh
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0
 
; Sellers (1969).
(3.26)
Abb. 3.12 zeigt den Verlauf der aufgenommenen und abgegebenen Energie in Abh¨ angig-
keit von der Temperatur f¨ ur drei verschiedene Bedeckungsgrade. F¨ ur Bedeckungsgrade
ab knapp 50% hat das System drei station¨ are Zust¨ ande, von denen zwei stabil sind.
Beﬁndet sich das System nun in dem w¨ armeren stabilen station¨ aren Zustand und ver-
ringert sich der Bedeckungsgrad auf Werte knapp unter 50%, so existiert nur noch ein
station¨ arer stabiler Zustand bei einer um etwa 75K niedrigeren Temperatur. Man kann
zeigen, daß das System ohne ¨ außere St¨ orungen erst bei einem Bedeckungsgrad von etwa
90% aus diesem Zustand herausk¨ ame (unter der Annahme, daß die Parametrisierung
bei so hohen Bedeckungsgraden noch ihre G¨ ultigkeit besitzt). Dieses Beispiel zeigt uns,
daß man bei der Verwendung nichtlinearer Ans¨ atze sehr vorsichtig sein muß, da das
Systemverhalten von kleinen ¨ Anderungen der Parameterwerte empﬁndlich abh¨ angen
kann. Wir werden deshalb im folgenden nur lineare Ans¨ atze verfolgen, um zu sehen,
39Temperatur in K
200 250 300 350
S
t
r
a
h
l u
n
g
i n
W
/
m
2
100
150
200
250
300
Aufgenommene Strahlung
b=.48
b=.50
b=.52
Abbildung 3.12: Sensitive Abh¨ angigkeit der Gleichgewichtszust¨ ande vom
Bedeckungsgrad-Parameter m der Ausstrahlung. Strahlungsaufnahme (durchgezo-
gene Linie) und -abgabe bei m=.52 (unterbrochene Linie), m=.5 (Strich-Punkt-Linie)
und m=.48 (gepunktete Linie). Im letzten Fall existiert nur ein station¨ arer Zustand.
wie gut diese die Realit¨ at (makroskopisch) beschreiben. Wenn es damit gelingt, ge-
messene Temperaturverl¨ aufe zu beschreiben, k¨ onnen wir unter der Annahme, daß im
Klimasystem kein Strukturwandel (vergl. Kap. 3.1.4) stattﬁndet, eine Prognose wagen.
Andernfalls (d.h. falls es nicht gelingt, Temperaturverl¨ aufe mit einem linearen Modell
zu beschreiben) haben wir eine Grundlage, die wir durch nichtlineare Ans¨ atze erwei-
tern k¨ onnen. Bevor wir uns damit besch¨ aftigen, bleibt noch die Frage, welche r¨ aumliche
Auﬂ¨ osung ein Modell haben muß, um eine bestimmte zeitliche Auﬂ¨ osung zu erreichen,
bzw. welchen Einﬂuß die r¨ aumliche Struktur auf die r¨ aumliche Mitteltemperatur hat.
Eindimensionale Oberﬂ¨ achentemperaturmodelle
Schon seit den siebziger Jahren wurden breitenabh¨ angige Modelle entwickelt (North,
1975 b). Ziel ist es, vorherzusagen, in welchen Breiten klimatische ¨ Anderungen beson-
ders stark ausfallen. Weiterhin ist eine breitenabh¨ angige Betrachtung die Vorrausset-
zung f¨ ur eine jahreszeitliche Aufschl¨ usselung von Klimavariationen. Betrachtet man die
Energiebilanz an einem bestimmten Breitenkreis, so ist dort nicht nur die Strahlungsbi-
lanz als W¨ armequelle zu ber¨ ucksichtigen, sondern auch die Divergenz des meridionalen
W¨ armeﬂusses Fh. Der W¨ armeﬂuß selbst wird in EBM’s oft ¨ uber den Gradienten der
Temperatur angesetzt. Damit erh¨ alt man das System aus den folgenden zwei partiellen
Diﬀerentialgleichungen:
c ˙ T = S − L − ∇   Fh, (3.27)
Fh = −D ∇T, (3.28)
40wobei D ein W¨ armediﬀusionskoeﬃzient ist. Die r¨ aumliche Auﬂ¨ osung erlaubt auch ei-
ne r¨ aumliche Abh¨ angigkeit aller Parameter (z.B. der W¨ armekapazit¨ at und der Albe-
do). Das so entstehende Gleichungssystem kann nun entweder numerisch gel¨ ost werden
(durch r¨ aumliche Diskretisierung), oder spektral. Eine spektrale L¨ osung bietet sich an,
wenn man Gleichung (3.28) in Gleichung (3.27) einsetzt. Damit enth¨ alt die Gleichung
den Laplace-Operator, der auf der Kugel die sog. Kugelﬂ¨ achenfunktionen als Eigen-
funktionen hat. Da wir hier nur den eindimensionalen Laplace-Operator auf der Kugel
betrachten, kann dieser durch eine unendliche Reihe von Legendre-Polynomen Pi(x)
(als Eigenfunktion) ersetzt werden (x = sin(geogr. Breite)). F¨ ur die Temperatur T(t,x)
f¨ uhrt das zu folgender Entwicklung in das orthogonale Funktionensystem:
T(t,x) = T0(t)P0(x) + T1(t)P1(x) + T2(t)P2(x) +       (3.29)
Da die einzelnen Anteile orthogonal zueinander sind, kann die so entstandene Diﬀerenti-
algleichung (mit unendlich vielen Termen) in eine unendliche Folge von Diﬀerentialglei-
chungen f¨ ur die einzelnen Moden Ti(t) zerlegt werden. Dabei enthalten die gradzahligen
Polynome nur hemisph¨ arisch symmetrische Anteile und die ungradzahligen Polynome
nur hemisph¨ arisch antisymmerische Anteile.
Je mehr Moden man untersucht, desto h¨ oher ist die r¨ aumliche Auﬂ¨ osung, aber desto
mehr Diﬀerentialgleichungen m¨ ussen simultan gel¨ ost werden. Zu jeder r¨ aumlichen Ska-
la geh¨ ort eine zeitliche Skala (Relaxationszeit der n-ten Amplitude), die gegeben ist
durch τn = c/(n(n + 1)D + 1). F¨ ur die ersten f¨ unf Zeitkonstanten einer hemisph¨ arisch
symmetrischen Approximation mit den Werten von Kiehl (1992) c = 2 ∗ 108 J
m2K und
D = .375 W
m2K folgt:
τ0 ≈ 6.3 Jahre
τ2 ≈ 1.95 Jahre
τ4 ≈ .74 Jahre
τ6 ≈ .37 Jahre
τ8 ≈ .23 Jahre
F¨ ur eine jahreszeitliche Auﬂ¨ osung in einem hemisph¨ arisch symmetrischen Modell sind
also mehr als f¨ unf Diﬀerentialgleichungen simultan zu l¨ osen. Dabei ist zu beachten, daß
mit zunehmender r¨ aumlicher Auﬂ¨ osung der Fluß-Gradient-Ansatz eine immer schlech-
tere Approximation ist. Das ist leicht einzusehen. Betrachtet man als Anschauungsbei-
spiel einen Bergbach, so kann man dessen Fließgeschwindigkeit proportional zu seinem
Gef¨ alle ansetzen. Betrachtet man aber die ¨ Uberstr¨ omung eines im Wasser liegenden
Steines, so wird dieser Gradientansatz versagen, denn dort ﬂießt das Wasser entgegen
dem Gradienten aufw¨ arts ¨ uber den Stein. Allgemein gilt also ein Gradientansatz nur auf
r¨ aumlichen Skalen, die deutlich gr¨ oßer sind als die Skala des Transportmechanismus-
ses. Der W¨ armetransport in der Atmosph¨ are ﬁndet auf der synoptischen Skala von etwa
103 km statt. Eine solche Auﬂ¨ osung kann also prinzipiell mit Gradientans¨ atzen nicht er-
reicht werden. Wir sehen also, daß die M¨ oglichkeit der r¨ aumlichen Auﬂ¨ osung von EBM’s
prinzipiellen Schranken unterworfen ist (sofern man Fluß-Gradient-Beziehungen verwen-
det). Weiter k¨ onnen wir schließen, daß in einem linearen eindimensionalen Modell alle
r¨ aumlichen Gr¨ oßenordnungen voneinander separiert werden k¨ onnen, d.h. insbesondere,
daß die zeitliche ¨ Anderung der Mitteltemperatur nicht mit der Temperaturverteilung
gekoppelt ist.
41In den siebziger und achziger Jahren wurden eine Reihe von Untersuchungen mit spek-
tral gel¨ osten eindimensionalen EBM’s gemacht (Chylek und Coakley (1974), North
(1975a und b), Drazin und Griﬀel (1977), Cahalan und North (1979)). North und
Coakley (1979) haben den Jahresgang und die Breitenabh¨ angigkeit der Einstrahlung,
Ausstrahlung und Albedo bis zum zweiten Fourier-Legendre-Polynom entwickelt und
damit den Jahresgang und die Breitenabh¨ angigkeit der Temperatur sehr gut simuliert.
Man darf sich aber durch die gute ¨ Ubereinstimmung der Anpassung und der daraus
folgenden Temperaturverteilung nicht dar¨ uber hinwegt¨ auschen lassen, daß mit dieser
Modellvorstellung keine jahreszeitlich aufschl¨ usselnde Prognose m¨ oglich ist, da der jah-
reszeitliche Verlauf der Parameter und Variablen durch eine Fourier-Entwicklung an
Messungen vorgegeben wurde. Ein solches Modell kann also keine Ver¨ anderungen im
Jahresgang vorhersagen.
Bei der Legendre-Entwicklung im Zusammenhang mit linearer Ausstrahlung und einem
Gradientansatz tritt ein weiteres generelles Problem auf. Alle Temperaturamplituden
Ti(t) sind proportional zur St¨ arke der aufgenommenen Strahlung, d.h. je mehr Energie
in das System hineinﬂießt, desto st¨ arker werden alle Temperaturgegens¨ atze. Dies steht
in starkem Gegensatz zu pal¨ aoklimatologischen Messungen. Diese haben gezeigt, daß
in Warmzeiten die breitenabh¨ angigen Temperaturgegens¨ atze deutlich geringer waren
als in Kaltzeiten (Hoﬀert und Covey, 1992). Es stellte sich heraus, daß die Tempe-
ratur in ¨ Aquatorn¨ ahe sehr unsensibel gegen¨ uber ¨ Anderungen in der Strahlungsbilanz
ist, hohe Breiten hingegen besonders sensibel reagieren. Demnach sind Warmzeiten
mit verringerten Temperaturgradienten verbunden. Dieser Einwand l¨ aßt Prognosen mit
spektral gel¨ osten eindimensionalen Klimamodellen, wie sie hier vorgestellt wurden, als
unglaubw¨ urdig erscheinen. Wir werden deshalb einen anderen Weg einschlagen, der im
n¨ achsten Abschnitt vorgestellt wird.
3.2.4 Box-Modelle
Bei Box-Modellen handelt es sich um Modelle, die aus mehreren Speichern (s. Kap.
3.1.4) bestehen. Jeder Speicher wird durch eine Variable und somit auch durch eine
Diﬀerentialgleichung beschrieben. Wir werden nun untersuchen, welche Untersysteme
des Klimasystems als Energiespeicher (Boxen) f¨ ur unsere Untersuchungen wichtig sind.
Vergleich der Energiereservoire
Das Klimasystem wird gew¨ ohnlich in folgende Untersysteme zerlegt: Atmosph¨ are,
Ozean, Kryosph¨ are, Pedosph¨ are und Biosph¨ are. Diese Aufspaltung ist f¨ ur die Betrach-
tung von Energiebilanzen nicht g¨ unstig. F¨ ur die Konstruktion eines Box-Modells muß
eine f¨ ur diese Fragestellung optimale Zerlegung des Klimasystems gefunden werden.
Dazu ist die Kenntnis von der Gr¨ oße der einzelnen Energiespeicher Voraussetzung. Der
W¨ armestrom vom Erdinneren zur Erdoberﬂ¨ ache ist mit 60 bis 300mW
m2 im Vergleich zu
den dort stattﬁndenden Energieﬂ¨ ussen sehr gering (Berckhemer, 1990). Daher kann der
Einﬂuß der Pedosph¨ are vernachl¨ assigt werden. Es bleibt eine wenige Meter tiefe Schicht
an der Erdoberﬂ¨ ache (im folgenden als Festland bezeichnet), auf die sp¨ ater eingegangen
wird. Zus¨ atzlich bleibt die in der Biosph¨ are gespeicherte Energie unber¨ ucksichtigt. Rech-
net man weiterhin die thermische Energie der Kryosph¨ are der thermischen Energie des
42Ozeans zu (6.4% des Ozeans ist mit Eis bedeckt, das entspricht 65% der Kryosph¨ aren-
oberﬂ¨ ache (Sch¨ onwiese, 1994)), so m¨ ussen nur noch die Energieinhalte von Atmosph¨ are
und Ozean verglichen werden. In Tab. 3.2 sind die verschiedenen Energieinhalte von
Ozean und Atmosph¨ are und deren Jahresgangamplituden in GJ/m2 angegeben. Wie
man sieht, sind die thermische und potentielle Energie des Ozeans besonders hoch. Be-
trachtet man aber zus¨ atzlich die Sensitivit¨ at in Form der Jahresgangamplituden, so
sieht man, daß die zweitst¨ arkste jahreszeitliche ¨ Anderung in der thermischen Energie
der Atmosph¨ are zu ﬁnden ist. Man beachte, daß die kinetische Energiemenge der At-
mosph¨ are um drei Zehnerpotenzen und deren jahreszeitliche Schwankungen um zwei
Zehnerpotenzen kleiner sind als die thermische Energie. Will man die Wechselwirkun-
gen zwischen den Energieformen beschreiben, so ist es wichtig, sie mit gleicher absoluter
Genauigkeit zu kennen. Dies zeigt noch einmal deutlich, wie ehrgeizig das Unternehmen
GCM ist.
Hier hingegen wird versucht, das Verhalten der gr¨ oßten im Klimageschehen aktiven
Energiespeicher zu simulieren und es wird angenommen, daß dies mit einer makroskopi-
schen Dynamik geleistet werden kann. Diese gr¨ oßten klimatisch aktiven Energiespeicher
sind die thermische Energie Ei von Atmosph¨ are und Ozean. Aber auch die potentiel-
le und latente Energie der Atmosph¨ are d¨ urfen keinesfalls vernachl¨ assigt werden. Da
es sehr aufwendig w¨ are, die potentielle und latente Energie explizit mitzuber¨ ucksichti-
gen, wird hier die Annahme gemacht, daß sie sich im wesentlichen so verhalten wie die
thermische Energie der Atmosph¨ are, d.h. linear proportional zur Temperatur. ¨ Uber die
W¨ armekapazit¨ at der Subsysteme ci kann man den Subsystemen mittlere Temperaturen
Ti zuordnen:
Ei = ci Ti. (3.30)
F¨ ur die W¨ armekapazit¨ at der Atmosph¨ are darf dann nicht die meßbare Gr¨ oße eingesetzt
werden, sondern ein korrigierter Wert, der den Einﬂuß der latenten und potentiellen
Energie ber¨ ucksichtigt. F¨ ur die Gesamtenergie gilt E =
 
Ei =
 
(ci ∗ Ti).
Betrachten wir nun die W¨ armekapazit¨ aten einiger Subsyteme. In Tab. 3.3 bedeutet Fest-
land eine wenige Meter tiefe Schicht, die an den Jahresgang der Atmosph¨ arentemperatur
angeschlossen ist. Es werden zwei Ozeanschichten unterschieden: Die Mischungsschicht
an der Oberﬂ¨ ache und der darunterliegende tiefere Ozean. Durch ihre unterschiedliche
thermische Schichtung haben sie unterschiedliche W¨ armediﬀusionszeiten (Die W¨ arme-
diﬀusionszeit ist deﬁniert durch das Verh¨ altnis aus dem Quadrat der Schichttiefe zum
W¨ armediﬀusionskoeﬃzienten).
Ein Vergleich der W¨ armekapazit¨ aten von Festland einerseits und Atmosph¨ are sowie
ozeanischen Mischungsschicht andererseits zeigt, daß der Fehler durch Vernachl¨ assigung
des Festlandes als W¨ armespeicher gering ist. Es scheint demnach f¨ ur unsere Zwecke
auszureichen, nur die Atmosph¨ are, die ozeanische Mischungsschicht und den darunter-
liegenden tieferen Ozean zu betrachten. Dies f¨ uhrt zu folgenden Modellgleichungen:
ca ˙ Ta = −Fam + S − L, (3.31)
cm ˙ Tm = +Fam − Fmo, (3.32)
co ˙ To = +Fmo, (3.33)
mit:
43Tabelle 3.2: Vergleich verschiedener Energiespeicher in Atmosph¨ are und Ozean in
GJ/m2; nach Peixoto und Oort (1992).
Energieform Atmosph¨ are Ozean
thermisch 1.8 4520
potentiell .7 60
kinetisch .001 .8 ∗ 10−5
latent .06
Energieform Jahresgang Atm. Jahresgang Ozean
thermisch .01 .18
potentiell .004 < 10−4
kinetisch 2 ∗ 10−4 < 10−6
latent .006
Tabelle 3.3: Vergleich verschiedener Energiespeicher und W¨ armediﬀusionszeiten nach
Hoﬀert und Flannery (1985).
Teilspeicher W¨ armekapazit¨ at W¨ armediﬀusionszeiten
MJ/(Km2) Jahre
Festland 1.6 .3
Atmosph¨ are 10 .2
ozeanische Mischungsschicht 210 .3
Tiefer Ozean 8460 8000
Ta = Temperatur der Atmosph¨ are
Tm = Temperatur der ozeanischen Mischungsschicht
To = Temperatur des tieferen Ozeans
ca = W¨ armekapazit¨ at der Atmosph¨ are
cm = W¨ armekapazit¨ at der ozeanischen Mischungsschicht
co = W¨ armekapazit¨ at des tieferen Ozeans
Fam = W¨ armeﬂuß zwischen Atmosph¨ are und Mischungsschicht
Fmo = W¨ armeﬂuß zwischen Mischungsschicht und tieferem Ozean
S = absorbierte solare Energie pro Zeiteinheit
L = emittierte W¨ armestrahlung.
F¨ ur die Fl¨ usse zwischen den Boxen verwenden wir den linearen Ansatz
Fij = λij (Ti − Tj) (3.34)
mit den Austauschkoeﬃzienten λij. Ein solcher Ansatz wurde zuerst von Dickinson
(1981) n¨ aher untersucht (allerdings mit einem v¨ ollig anderen Ziel). Wenn wir die von
ihm verwendeten Parameterwerte ¨ ubernehmen, erhalten wir f¨ ur die Relaxationszeiten
(vergl. Kap. 3.2.1) der Gleichungen (3.31 - 3.33):
τa ≈ 3.5 Tage
τm ≈ .21 Jahre
τo ≈ 50 Jahre
44Wie man sieht, sind diese Relaxationszeiten sehr unterschiedlich, so daß man erwarten
kann, daß f¨ ur verschiedene Zeitskalen verschiedene Vereinfachungen m¨ oglich sind. Um
das genauer zu untersuchen, wurden Einschaltexperimente (d.h. zu einem bestimmten
Zeitpunkt wird ein konstanter Antrieb eingeschaltet) mit verschiedenen Approximatio-
nen durchgef¨ uhrt. Dabei wurde das sich im Gleichgewicht beﬁndende System mit einer
konstanten St¨ orung von S = 1W/m2 angetrieben. Dann sind gem¨ aß Abschnitt 3.2.1. alle
Temperaturen als St¨ ortemperaturen aufzufassen. F¨ ur den Relaxationsterm L wird der
linearisierte Ausdruck λTa mit λ = 2.4 W
m2K (Dickinson, 1981) verwendet. In Tabelle 3.4
sind die den Zeitverlauf der Atmosph¨ arentemperatur charakterisierenden Gr¨ oßen f¨ ur die
verschiedenen Approximationen dargestellt. W¨ urde man ausschließlich die Atmosph¨ are
betrachten, bek¨ ame man 100% der Reaktion mit einer Relaxationszeit von 70 Tagen.
Betrachtet man eine Atmosph¨ are, die auf einer Mischungsschicht (Mischungsschichto-
berﬂ¨ ache 70% der Atmosph¨ arenoberﬂ¨ ache) von konstant gehaltener Temperatur ruht,
so ist die Reaktion nur 5% des Wertes der isolierten Atmosph¨ are. Dieser Wert wird in ei-
nem Zwanzigstel der Zeit erreicht. Die konstant gehaltene Mischungsschichttemperatur
wirkt wie ein W¨ armebad und l¨ aßt eine st¨ arkere Reaktion nicht zu. Im n¨ achsten Beispiel
wird die Atmosph¨ are mit der Mischungsschicht gekoppelt. Dadurch werden 5% mit ei-
ner Relaxationszeit von 3.5 Tagen und 95% mit einer Relaxationszeit von 4.6 Jahren
erreicht. Da diese Zeitskalen sehr unterschiedlich sind, bietet es sich an, die atmosph¨ ari-
sche Relaxationszeit zu vernachl¨ assigen. Dies geschieht, indem die zeitliche Ableitung
der Atmosph¨ arentemperatur null gesetzt wird. F¨ ur die Atmosph¨ are gilt somit eine dia-
gnostische Gleichung der Form Ta = Ta(Tm,S). Dies bedeutet, daß die Atmosph¨ are
immer in einem Gleichgewicht ist, das ihr von der Mischungsschicht und dem ¨ außeren
Antrieb vorgegeben wird. 4% des Signals werden deshalb sofort erreicht, die restlichen
96% mit einer Relaxationszeit von 4.4 Jahren. Im vierten Experiment wird unter die
Mischungsschicht eine konstante Tiefenozeantemperatur vorgegeben. Damit hat man
zwei dynamische Boxen (Atmosph¨ are und Mischungsschicht) an ein W¨ armebad ange-
schlossen. Der tiefere Ozean nimmt zwar W¨ arme auf, erw¨ armt sich dabei aber nicht.
Dies ist der Grenzfall eines unendlich tiefen Ozeans. In diesem Modell werden, ¨ ahnlich
wie im zweiten Fall, nicht die 100% des erwarteten Signals erreicht. Die Atmosph¨ are
erreicht 2.5% mit der Relaxationszeit von 3.5 Tagen und 53% mit der Relaxationszeit
von 2.4 Jahren. Im Fall der diagnostisch approximierten Atmosph¨ are werden wieder
4% sofort erreicht, aber nur 51% mit einer Relaxationszeit von 2.3 Jahren. Die exakte
L¨ osung des Gleichungssystems mit einem 1000m tiefen Ozean f¨ uhrt dazu, daß 5% in we-
nigen Tagen, 49% in wenigen Jahren und 46% mit einer Relaxationszeit von 96 Jahren
erreicht werden. Die Version mit diagnostischer Atmosph¨ are unterschiedet sich davon
durch die sofortige Reaktion des atmosph¨ arischen Anteils. Die Werte sind in Tabelle 3.4
noch einmal zusammengefaßt. Wie man sieht, kann man die thermische Tr¨ agheit der
Atmosph¨ are auf der Zeitskala ab mehreren Wochen vernachl¨ assigen.
Bevor wir uns mit diesem Modell weiter besch¨ aftigen, werden wir zun¨ achst der Frage
nachgehen, ob andere Ans¨ atze f¨ ur den tieferen Ozean angebrachter sind.
45Tabelle 3.4: Vergleich verschiedener Approximationen im Einschaltexperiment.
diagnostisch
Modell exakt approximierte
Atmosph¨ are
Anteil Relaxationszeit Anteil Relaxationszeit
Atmosph¨ are 100% 70 Tage
Atmosph¨ are
und konst. 5% 3.5 Tage
Mischungsschichttemp.
Atmosph¨ are 5% 3.5 Tage 4% sofort
und
Mischungsschicht 95% 4.6 Jahre 96% 4.4 Jahre
(hm = 75m)
Atmosph¨ are
und 2.5% 3.5 Tage 4% sofort
Mischungsschicht
und konst. 53% 2.4 Jahre 51% 2.3 Jahre
Ozeantemp.
Atmosph¨ are, 5% 3.5 Tage 4% sofort
Mischungsschicht 49% 2.4 Jahre 49% 2.3 Jahre
und tiefer 46% 96 Jahre 47% 96 Jahre
Ozean (ho = 1000m)
Vergleich verschiedener Ozeanapproximationen
Der Boxozean scheint eine sehr grobe N¨ aherung an die tats¨ achlichen Verh¨ altnisse zu
sein, denn in ihm ﬁndet ein unendlich schneller W¨ armetransport statt, und der W¨ arme-
austausch zwischen Mischungsschicht und tieferem Ozean ist proportional zu dessen
Mitteltemperatur. Deshalb wurden noch weitere Approximationen entwickelt. Eine da-
von ist der Diﬀusionsozean. Der W¨ armeﬂuß in den tieferen Ozean f¨ uhrt in diesem Fall
zu einem vertikalen Temperaturgradienten, der wiederum den Fluß hemmt. Eine exakte
L¨ osung des Diﬀusionsozeans wurde von Lebedeﬀ (1988) angegeben. Ihr zu Folge gilt f¨ ur
die St¨ ortemperatur der Atmosph¨ are:
Ta = a+b
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(3.35)
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Die Parameter a, b und k folgen aus den physikalischen Vorgaben. Diese L¨ osung ist we-
gen der komplexen Argumente in den Errorfunktionen numerisch schon recht aufwendig.
46Eine Approximation daf¨ ur geben Wigley und Schlesinger (1985) an:
Ta = a + b exp
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(mit a,b,c,e und h aus physikalischen Vorgaben).
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Abbildung 3.13: Atmosph¨ arentemperaturreaktion bei verschiedenen Parametrisierungen
f¨ ur den tieferen Ozean im Einschaltexperiment. Boxozean nach Dickinson (durchgezo-
gene Linie), exakte L¨ osung des Diﬀusionsozeans von Lebedeﬀ (lang-gestrichelte Linie),
N¨ aherung von Wigley und Schlesinger (kurz-gestrichelte Linie), diagnostische Approxi-
mation (gepunktete Linie) und ohne tieferen Ozean (Strich-Punkt-Linie).
Aber auch hier muß f¨ ur jeden zu prognostizierenden Zeitpunkt ein Integral numerisch
gel¨ ost werden. F¨ ur das Einschaltexperiment kann eine weiter vereinfachte Approxima-
tion angegeben werden, die hier diagnostische Approximation genannt wird (da die
St¨ ortemperatur der Mischungsschicht diagnostisch betrachtet wird) und die in Anhang
C hergeleitet ist:
Ta = a + b
√
t
λ
√
t + γ
(3.37)
Abb. 3.13 zeigt die verschiedenen Approximationen des tieferen Ozeans und zum Ver-
gleich den zeitlichen Verlauf der Atmosph¨ arentemperatur bei v¨ olliger Vernachl¨ assigung
des tieferen Ozeans. Es zeigt sich, daß unter den schwierigen Bedingungen des Ein-
schaltexperiments (schwierig, weil Sprung im Antrieb) alle Parametrisierungen f¨ ur den
Zeitraum der ersten etwa 100 Jahre dicht beieinander liegen. Wir ziehen daraus den
Schluß, daß es wichtig ist, den tiefen Ozean zu ber¨ ucksichtigen, aber nicht so wichtig ist,
welche Approximation verwendet wird. Wir werden deshalb f¨ ur weitere Untersuchungen
dem einfachen Boxozean den Vorzug geben, der (s. Kap. 4.1.4) durch Vergleichsrech-
47nungen mit einem Large Scale Geostrophic GCM des Hamburger Max-Planck-Instituts
(Hasselmann et al., 1993) gerechtfertigt wird.
3.3 Wertung
Ausgehend von drei Systemarten haben wir in Abschnitt 3.1.1 gesehen, daß das Kli-
masystem die notwendige Bedingung f¨ ur ein evolutionsf¨ ahiges System erf¨ ullt. In 3.1.2
haben wir gesehen, daß man auf der Basis der origin¨ aren Gleichungen zahlreiche Pa-
rametrisierungen einf¨ uhren muß, um diese zu schließen und somit auf sehr aufwendige
Modelle kommt. Wir haben deshalb beschlossen, einem makroskopischen Ansatz den
Vorzug zu geben. In Abschnitt 3.1.3 haben wir gesehen, daß nur ein stark kausales Sy-
stem, das nicht strukturell instabil ist, eindeutig vorhersagbar ist. Daraus folgt, daß wir
annehmen m¨ ussen, daß sich das Klimasystem auf den betrachteten r¨ aumlichen und
zeitlichen Skalen wie ein solches verh¨ alt. Diese Annahme kann nur veriﬁziert werden,
indem das zu erstellende Modell die Realit¨ at (Vergangenheit) beschreibt. Die Annahme
kann nicht validiert werden. In Abschnitt 3.1.4 haben wir vier m¨ ogliche Grundbaustei-
ne von Bilanzmodellen betrachtet. Wir haben dabei gesehen, daß schon mit sehr einfa-
chen Modellvorstellungen sehr komplexes Verhalten beschreibbar ist. In Abschnitt 3.2.1
wurden wesentliche Grundbegriﬀe (Klimasensitivit¨ at und R¨ uckkopplung) von Energie-
bilanzmodellen besprochen. Strahlungstemperaturmodelle, die frei von empirischen An-
nahmen sind, wurden in Abschnitt 3.2.2. vorgestellt und sehr interessante Erkenntnisse
gewonnen. Sie zeigen allerdings, daß die Strahlungstemperatur zur Untersuchung des
Treibhauseﬀekts nicht geeignet ist. Deshalb wurden in Abschnitt 3.2.3 Oberﬂ¨ aachentem-
peraturmodelle diskutiert. Dabei sieht man, welche Probleme bei nichtlinearen Ans¨ atzen
auftreten. Wir haben uns deshalb auf lineare Ans¨ atze beschr¨ ankt. Wir sahen weiter, daß
in linearen Modellen die r¨ aumliche Struktur keinen Einﬂuß auf das r¨ aumliche Mittel hat.
Der r¨ aumlichen Auﬂ¨ osung sind durch den Fluß-Gradient-Ansatz allerdings Schranken
gesetzt. In Abschnitt 3.2.4 verglichen wir verschiedene Energiespeicher im Klimasystem
und kamen zu dem Schluß, daß ein Modell mit 3 Kompartimenten zur Beschreibung
der global gemittelten bodennahen Lufttemperatur ad¨ aquat ist. Dieses Modell wird
im n¨ achsten Kapitel kalibriert und gel¨ ost. Zus¨ atzlich wird zur Beschreibung der He-
misph¨ arentemperaturen eine Erweiterung vorgestellt, kalibriert und ebenfalls gel¨ ost.
48Kapitel 4
Spezielle Energie-Bilanz-Modelle
und L¨ osungen
In diesem Kapitel werden verschiedene L¨ osungen des Modells von Dickinson (1981)
und von Erweiterungen dieses Modells vorgestellt. Da die Modellgleichungen zur Da-
tenanalyse verwendet werden sollen, ist es vor allem notwendig eine L¨ osung zu ﬁnden,
die mittlere St¨ ortemperatursignale als Reaktion auf mittlere St¨ orantriebe angibt. Ein
Schwerpunkt dieses Teils der Arbeit liegt daher auf der sorgf¨ altigen Kalibrierung durch
verschiedene Modellexperimente und dem Vergleich mit gemessenen Datenreihen.
4.1 Das 3-Boxen-Modell
4.1.1 Einf¨ uhrung
Bevor man sich mit der Entwicklung eines hemisph¨ arisch auﬂ¨ osenden Modells besch¨ afti-
gen kann, muß zun¨ achst ein Modell f¨ ur die globale Mitteltemperatur erstellt und getestet
werden. Diese ersten Entwicklungsschritte sind sehr sorgf¨ altig zu bedenken, da sie die
Grundlage f¨ ur alle Erweiterungen bilden. Im Kapitel 3 wurden schon viele grunds¨ atzli-
che Aspekte angef¨ uhrt, die jetzt dienlich sind. So wurde gezeigt, daß damit zu rechnen
ist, daß nichtlineare R¨ uckkopplungen von Bedeutung sein k¨ onnen. Es scheint dem ent-
gegenzustehen, daß die weitere Arbeit auf der Basis des linearen 3-Boxen-Modells von
Dickinson (Atmosph¨ are, ozeanische Mischungsschicht und tieferer Ozean) aufbaut (s.
Abb. 4.1). Da wir aber gesehen hatten, daß die Prognosen nicht stark von der Wahl
der Ozeanparametrisierung abh¨ angen, machen wir die Annahme, daß die ozeanische Mi-
schungsschicht und das darunter beﬁndliche sog. “Intermediate Water“ (hier als tieferer
Ozean bezeichnet) als lineare Speicher aufgefaßt werden k¨ onnen. Sie beeinﬂussen daher
nur die Tr¨ agheit des Modells. Die nichtlinearen R¨ uckkopplungsprozesse (z.B. Wolken-
Feedback, ¨ Anderungen der Konvektion oder der Albedo) beeinﬂussen als atmosph¨ ari-
sche Prozesse im wesentlichen die Energieaufnahme und Abgabe. Sie k¨ onnen deshalb
im Rahmen verschiedener Strahlungsparametrisierungen gesondert behandelt werden.
Durch diese Aufteilung gelingt es, das Modell unabh¨ angig von den R¨ uckkopplungen bei
den Strahlungsprozessen zu kalibrieren, um dann zu untersuchen, wie sich verschiedene
Ans¨ atze f¨ ur Wechselwirkungen und R¨ uckkopplungen auf die Vorhersagen auswirken.
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Abbildung 4.1: Schema des 3-Boxen-Modells von Dickinson, 1981.
Wir besch¨ aftigen uns also zun¨ achst mit der Entwicklung und vor allem mit der Kali-
brierung eines m¨ oglichst einfachen linearen Tr¨ agheitsmodells.
4.1.2 2-Boxen-Approximation
Wie bereits gezeigt wurde (vergl. Abschnitt 3.2.4), verh¨ alt sich eine 2-Boxen-
Approximation im Einschaltexperiment sehr ¨ ahnlich wie das zu Grunde gelegte 3-
Boxen-Modell, wenn man die Parameter von Dickinson verwendet. Wir werden uns dies
zu Nutze machen und im weiteren die 2-Boxen-Approximation untersuchen. Zun¨ achst
schreiben wir aber das Gleichungssystem f¨ ur die St¨ ortemperaturen (s. Kap. 3.2.1) in
der Form von Dickinson (man beachte, daß die St¨ orungen ausschließlich in der Atmo-
sph¨ arenbox stattﬁnden):
ca ˙ Ta = −λam(Ta − Tm) − λTa + ∆Q, (4.1)
cm ˙ Tm = λam(Ta − Tm) − λmo(Tm − To), (4.2)
co ˙ To = λmo(Tm − To). (4.3)
Der Term −λTa + ∆Q stellt bei Dickinson eine einfache Parametrisierung der Strah-
lungsprozesse dar, wobei ∆Q die ﬂ¨ achenspeziﬁsche St¨ orleistung darstellt und −λTa ein
Relaxationsterm ist. Im folgenden werden die beiden Terme −λTa +∆Q allgemein mit
q bezeichnet. Die spezielle Form von q wird von der jeweiligen Fragestellung abh¨ angen
und dort jeweils diskutiert (siehe Kap. 5.2). Es wurde der Kleinbuchstabe q gew¨ ahlt, um
dadurch darauf aufmerksam zu machen, daß es sich um eine ﬂ¨ achenspeziﬁsche Gr¨ oße
(ausgedr¨ uckt z.B. in W/m2) handelt. Nun ist zu beachten, daß die Atmosph¨ are auf der
gesamten Erdoberﬂ¨ ache auﬂiegt, w¨ ahrend der Ozean nur den Fl¨ achenanteil f hat. Dar-
aus folgt, daß entweder ca und q mit 1/f normiert werden m¨ ussen, oder alle anderen
Terme mit dem Ozeananteil multipliziert werden m¨ ussen. Es wird hier von der ersten
50M¨ oglichkeit Gebrauch gemacht und der Fl¨ achenanteil, auf den ein Term wirkt, in die
Koeﬃzienten hineingezogen. Deshalb ist folgendes zu beachten:
ca =
ˆ ca
f
, (4.4)
q =
ˆ q
f
, (4.5)
−λTa + ∆Q = −
ˆ λ
f
Ta +
ˆ ∆Q
f
, (4.6)
wobei die Gr¨ oßen ˆ x die nicht normierten Gr¨ oßen von x sind. Da die Zeitkonstante der
Atmosph¨ arengleichung wesentlich kleiner ist als die der anderen zwei Gleichungen, kann
davon ausgegangen werden, daß die Atmosph¨ are keine eigene Dynamik hat, sondern sich
n¨ aherungsweise im Gleichgewicht mit dem Antrieb q und der ozeanischen Mischungs-
schichttemperatur beﬁndet. Wir setzen demnach ˙ Ta = 0 und erhalten das System:
Ta = Tm +
q
λam
, (4.7)
cm ˙ Tm = λam(Ta − Tm) − λmo(Tm − To), (4.8)
co ˙ To = λmo(Tm − To). (4.9)
Im Spezialfall q = −λTa + ∆Q erh¨ alt man f¨ ur Ta:
Ta =
λam Tm + ∆Q
λam + λ
, (4.10)
Bevor nun diese Approximation f¨ ur Prognosen verwendet werden kann, m¨ ussen wir
uns fragen, ob die Wahl der Parameter, die wir bis jetzt von Dickinson ¨ ubernommen
haben, sinnvoll ist, oder ob neuere Untersuchungen andere Werte suggerieren. Dazu
betrachten wir im Abschnitt 4.1.4 das Verhalten des vom Hamburger Max-Planck-
Institut f¨ ur Meteorologie betriebenen GCM der Version ECHAM/LSG (Hasselmann et
al., 1993) im Einschaltexperiment. Zuvor wird im n¨ achsten Abschnitt der Klimasensi-
tivit¨ atsparameter λ aus Messungen bestimmt und mit Literaturwerten verglichen.
4.1.3 Bestimmung der Klimasensitivit¨ at
Die Klimasensitivit¨ at λ (s. Abschnitt 3.2.1) soll hier aus Messungen bestimmt werden.
Dazu wird eine Fourier-Legendre-Entwicklung des mittleren Jahresgangs der gemes-
senen Ausstrahlung und der bodennahen Lufttemperatur (North und Coakley, 1979)
hemisph¨ arisch gemittelt. Es ist damit m¨ oglich zu testen, ob die Ausstrahlung auf der
Zeitskala des Jahresgangs und der r¨ aumlichen Skala der Hemisph¨ aren linear von der bo-
dennahen Lufttemperatur abh¨ angt, und die St¨ arke dieser Abh¨ angigkeit zu bestimmen.
Abb. 4.2 zeigt, daß die Abh¨ angigkeit der Ausstrahlung von der bodennahen Lufttempe-
ratur ¨ uber den weiten Temperaturbereich des Jahresgangs in guter N¨ aherung linear ist.
Die erkl¨ arte Varianz der linearen Approximation betr¨ agt auf der Nordhemisph¨ are 98.7 %
und auf der S¨ udhemisph¨ are 76.9%. Damit ist gezeigt, daß der Ausdruck λTa als Ansatz
f¨ ur die Ausstrahlung verwendet werden darf. Man erh¨ alt f¨ ur die Nordhemisph¨ are den
Wert λ = 2.52W/(m2K) und auf der S¨ udhemisph¨ are λ = 2.28W/(m2K). Signiﬁkante
51Abweichungen von diesem linearen Zusammenhang k¨ onnen auf anderen Zeitskalen als
dem Jahresgang (z.B. durch langsame Ver¨ anderungen der mittleren Bedeckung oder des
mittleren atmosph¨ arischen Wasserdampfgehalts) durchaus auftreten und eine mit den
hier gefundenen Resultaten durchgef¨ uhrte Prognose falsiﬁzieren.
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Abbildung 4.2: Jahresgang der hemisph¨ arisch gemittelten Emission in Abh¨ angigkeit
vom Jahresgang der hemisph¨ arisch gemittelten Temperatur aus Satellitendaten: S¨ udhe-
misph¨ are (unterbrochene Linie), Nordhemisph¨ are (durchgezogene Linie) und lineare
N¨ aherungen.
Der mittlere Sensitivit¨ atsparameter betr¨ agt 2.4 W
m2K, was in guter ¨ Ubereinstimmung mit
folgenden anderen Absch¨ atzungen ist: Vom IPCC (Houghton et al., 1990) wird unter
Ber¨ ucksichtigung der Wasserdampfr¨ uckkopplung ein Wert von 2.33 W
m2K angegeben. Aus
dem Einschaltexperiment des Hamburger GCM folgt ein Wert von 2.44 W
m2K (s. Anhang
B). Cess et al. (1990) untersuchten 19 Zirkulationsmodelle hinsichtlich ihrer Klimasen-
sitivit¨ at. Sie erhalten λGCM = 1.73 ± .54 W
m2K. Die hohe Standardabweichung f¨ uhren
sie auf die unterschiedlichen Wolkenparametrisierungen in den verschiedenen Model-
len zur¨ uck (die Probleme bei der Parametrisierung der Wolkenr¨ uckkopplung wurden
bereits in Kap. 3.2.1 besprochen). Cess et al. (1990) geben deshalb auch die Klimasen-
sitivit¨ aten der Zirkulationsmodelle unter Vernachl¨ assigung der Wolkenr¨ uckkopplung an.
Man erh¨ alt dann λGCM = 2.13±.2 W
m2K. Da die Wolkenr¨ uckkopplung ein schneller Pro-
zeß ist (Zeitskala weit unter Jahreszeiten), ist sie bei der in dieser Arbeit verwendeten
Bestimmung von λ enthalten, ohne daß sie explizit parametrisiert werden mußte.
Nun kann die Klimasensitivit¨ at durch langsame R¨ uckkopplungen (z.B. ¨ Anderungen der
Eisbedeckung, Versteppung, Ausbreitung von Phytoplankton in den Ozeanen) beein-
ﬂußt werden. Ein solcher Einﬂuß kann bei der hier durchgef¨ uhrten Bestimmung der
Sensitivit¨ at nicht ber¨ ucksichtigt werden. Hoﬀert und Covey (1992) haben dieses Pro-
blem anhand von Pal¨ aodaten untersucht. Sie geben f¨ ur zwei Epochen die Klimasensiti-
vit¨ at in Form von Gleichgewichtstemperaturen bei CO2-Verdopplung an. Daraus folgt
52eine Klimasensitivit¨ at von 2.2 ± .6 W
m2K f¨ ur das gegen¨ uber heute um 3. ± .6K k¨ altere
Minimum der W¨ urm-Kaltzeit (ca. 21500 Jahre vor heute), und eine Klimasensitivit¨ at
von 2.3 ± 1.1 W
m2K f¨ ur das gegen¨ uber heute um 9. ± 2.K w¨ armere Optimum des Terti¨ ar
(ca. 100 Millionen Jahre vor heute). Die Klimasensitivit¨ at war demnach in erheblich
w¨ armeren bzw. k¨ alteren Klimaten nicht wesentlich anders als heute. Es ist demnach
begr¨ undet, sie als Invariante (vergl. Kap. 3.2.1) aufzufassen. Damit wird implizit auch
angenommen, daß der lineare Ansatz auch f¨ ur starke Auslenkungen (einige Kelvin) aus
dem heutigen Zustand g¨ ultig bleibt.
Die ¨ ubrigen Systemparameter werden aus einer Anpassung an das Einschaltexperiment
des Hamburger GCM bestimmt, wie sie im folgenden beschrieben ist.
4.1.4 Anpassung an ein GCM durch ein Einschaltexperiment
Die Atmosph¨ arentemperatur der Einschaltexperimentl¨ osung der 2-Boxen-Approxima-
tion hat folgenden Verlauf (s. Anhang B, Gleichung (B.12)):
Ta(t) = TGlg
 
1 −
λam
λ + λam
c1 exp
 
−t
τ1
 
−
λam
λ + λam
c2 exp
 
−t
τ2
  
. (4.11)
Dabei muß c1 + c2 = 1 gelten, da Tm(t = 0) = 0 ist. Daraus folgt aber auch, daß
die diagnostisch approximierte Atmosph¨ are bei t = 0 im Einschaltexperiment einen
Sprung von null auf λ
λ+λamTGlg macht. Zur Bestimmung der Systemparameter wird
diese L¨ osung an das CO2-Verdopplungsexperiment (sprunghafte Verdopplung der atm.
Treibhausgaskonzentration gegen¨ uber dem vorindustriellen Wert) des ECHAM/LSG
GCM (Hasselmann et al., 1993) angepaßt. Zu beachten ist, daß in diesem Experiment
der CO2,¨ aq-Gehalt sprunghaft von 390 ppm auf 720 ppm erh¨ oht worden ist. Der St¨ ortem-
peraturverlauf n¨ aherte sich dabei einem Gleichgewichtswert von 1.582 K. Mit der oben
bestimmten Klimasensitivit¨ at folgt daraus ein Antrieb von ∆Q = 3.86W/m2. Wir sind
nun in der Lage, mit der Methode der kleinsten Quadrate die freien Parameter der obi-
gen L¨ osung τ1,τ2 und c1 an den Verlauf der GCM-L¨ osung anzupassen (s. Anhang B).
Die mittlere quadratische Abweichung betr¨ agt εrms = .06K (s. Abb. 4.3). Diese Abwei-
chung ist erstaunlich gering und deutet darauf hin, daß die zahlreichen Freiheitsgrade
und Nichtlinearit¨ aten des GCM auf der Zeitskala von 100 Jahren keinen wesentlichen
Einﬂuß auf den Verlauf der globalen Mitteltemperatur haben.
Tabelle 4.1 zeigt die Zahlenwerte, wie sie sich bei der Anpassung der L¨ osung an die
Hamburger Daten ergeben im Vergleich mit den Werten, die aus den von Dickinson
verwendeten Parametern berechnet sind. Das bedeutet, w¨ ahrend sich im Hamburger
Modell etwa zwei Drittel der Gleichgewichtsreaktion mit einer Zeitkonstanten von knapp
3 Jahren und ein Drittel mit einer Zeitkonstanten von etwa 40 Jahren einstellen, reagiert
Dickinsons Modell je zur H¨ alfte mit einer Zeitkonstanten von 2.3 Jahren und 96 Jahren.
Wir gehen nun von der Annahme aus, daß das Zeitverhalten des Hamburger Modells
realistischer ist, als das Verhalten bei der Verwendung von Dickinson’s Parametern.
Nun k¨ onnen wir uns fragen, wie die physikalischen Parameter des Dickinsonmodells
gew¨ ahlt werden m¨ ussen, damit der zeitliche Verlauf der Atmosph¨ arentemperatur dem
Hamburger Verlauf gleich kommt. Wir stellen also die Frage: L¨ aßt sich in der 2-Boxen-
Approximation von Tabellenwerten der Tabelle 4.1 auf die physikalischen Parameter
schließen? Dies ist m¨ oglich und wird im Anhang B durchgerechnet. Es stellt sich dabei
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Abbildung 4.3: Verlauf der globalen Mitteltemperatur im EBM- (unterbrochene Linie)
und GCM-Einschaltexperiment (durchgezogene Linie).
Tabelle 4.1: Vergleich der Parameter, die den Verlauf der globalen Mitteltemperatur
bestimmen, von der Anpassung an GCM-Daten und der 2-Boxen-Approximation des
Dickinsonmodells.
Parameter Hamburger Anpassung aus Dickinsons Parametern
c1 .6852 .51
c2 .3148 .49
τ1 2.86 a 2.3 a
τ2 41.67 a 96. a
heraus, daß der R¨ uckschluß auf die physikalischen Parameter auf ein unterbestimmtes
System von 3 nichtlinearen Gleichungen f¨ ur die vier Parameter Mischungsschichttie-
fe hm, Ozeanttiefe ho und die W¨ armeaustauschkoeﬃzienten λam und λmo f¨ uhrt, so
daß man einen der Parameter frei vorgeben kann. Die anderen Parameter sind da-
durch eindeutig bestimmt und die Approximation verh¨ alt sich im Einschaltexperiment
wie die mittlere bodennahe Lufttemperatur des GCM. Wir geben λam = 30 W
m2K aus
Absch¨ atzungen (Anh. B) vor. Daraus folgt hm = 101m, h0 = 293m und λmo = 1.4 W
m2K.
Es mag verwundern, daß ho einen relativ kleinen Werte annimmt, doch stellt ho kein
Maß f¨ ur die meßbare Ozeantiefe dar, sondern ist die Tiefe des Boxozeans, der sich im
Einschaltexperiment so verh¨ alt, daß der Verlauf der Atmosph¨ arentemperatur des EBM
dem Verlauf der bodennahen Lufttemperatur im GCM entspricht.
Ein GCM ist ein kompliziertes nichtlineares Modell, in dem sich zahlreiche Parame-
trisierungen f¨ ur verschiedene R¨ uckkopplungsprozesse beﬁnden. Das lineare EBM wurde
durch ein Experiment an das Verhalten des GCM angepaßt. Deshalb muß man die Frage
stellen, ob sich eine GCM-Prognose unter anderen Randbedingungen nicht v¨ ollig anders
54verhalten wird als das einfache EBM. Da GCM-Experimente sehr aufwendig sind, steht
nur ein weiteres Rechenergebnis zum Test unserer Anpassung zur Verf¨ ugung. Dabei
handelt es sich um eine Szenarienrechnung f¨ ur den vom IPCC (Houghton et al., 1990)
erwarteten atmosph¨ arischen CO2-Konzentrationsanstieg unter der Bedingung, daß die
CO2-Ausstoßrate sich weiterhin verh¨ alt wie bisher (IPCC-Szenario A, “Business-as-
usual“). Mit der bekannten, aus Strahlungs-Konvektions-Modellen (RCM) (Shine et
al., 1990, siehe auch Kap. 5.2.3) stammenden Parametrisierung
∆Q(t) =
∆Q2∗CO2
ln2
ln
 
CO2(t)
CO2,v
 
(4.12)
k¨ onnen die CO2-Konzentrationen in Heizraten umgerechnet werden, die als Eingangs-
daten in unser EBM einﬂießen. CO2,v ist der Konzentrationswert vor der Industriali-
sierung.
F¨ ur die Prognose wird Gleichung 4.12 mit einem selbstregulierenden Runge-Kutta-
Verfahren vierter Ordnung (Press et al., 1989) integriert. Abb. 4.4 zeigt die Ergebnisse
unserer Szenario A Rechnung im Vergleich zum Hamburger Ergebnis (Cubasch et al.,
1991 und Cubasch,1994). Zwischen diesen beiden Kurven ist eine mittlere Abweichung
von ¨ uber .2 K. Dies erscheint relativ groß. Betrachtet man Abb. 4.4, so sieht man,
daß entgegen der Erwartung das GCM-Signal ¨ uber die ersten 50 Modelljahre nicht an-
steigt. Dadurch wird der Abstand zwischen der EBM-Prognose und der GCM-Prognose
zun¨ achst immer gr¨ oßer. Gegen Ende des Prognosezeitraums laufen die beiden Progno-
sen jedoch wieder zusammen. Das merkw¨ urdige Verhalten des GCM-Laufs kann durch
das Kaltstartproblem erkl¨ art werden. W¨ ahrend der EBM-Lauf zu Beginn der Indu-
strialisierung gestartet wurde, wurde das GCM wegen des großen Rechenaufwands erst
1935 gestartet. Dadurch entsteht das Kaltstartproblem. Das GCM wird pl¨ otzlich einer
Nichtgleichgewichtssituation ausgesetzt, ohne Ber¨ ucksichtigung der Vorgeschichte. Dies
erkl¨ art den unterschiedlichen Verlauf der Prognosen zu Beginn des Zeitraums im Ge-
gensatz zur recht guten ¨ Ubereinstimmung gegen Ende des Zeitraums (siehe dazu auch
Hasselmann et al., 1993).
4.1.5 Vergleich von 2-Boxen-Approximation und 3-Boxen-Modell
Um das 3-Boxen-Modell und die 2-Boxen-Approximation miteinander vergleichen zu
k¨ onnen, betrachten wir das Amplituden- und das Phasenspektrum beider Modelle. Dazu
l¨ osen wir beide Diﬀerentialgleichungssysteme f¨ ur periodische Antriebe und vergleichen
die Phasenverschiebung tϕ(ω) und die Amplitudend¨ ampfung a(ω) in Abh¨ angigkeit von
der Anregungsfrequenz ω. Beide Diﬀerentialgleichungssysteme k¨ onnen analytisch gel¨ ost
werden. F¨ ur die approximierte Version wird dies vorgef¨ uhrt. Dazu geht man von folgen-
der Form aus
Ta =
λamTm + q sin(ω t)
λ + λam
, (4.13)
˙ Tm = a11Tm + a12To + sq sin(ω t), (4.14)
˙ To = a21Tm + a22To (4.15)
und schreibt die zeitliche Ableitung in Operatorform ( d
dt = D). Damit folgt das lineare
Gleichungssystem:
(D − a11)Tm − a12To = sq sin(ω t), (4.16)
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Abbildung 4.4: Vergleich der f¨ ur CO2-Szenario A (IPCC, 1990) vom GCM (Cubasch
et al., 1991 und Cubasch 1994, durchgezogene Linie) und vom EBM (unterbrochene
Linie) prognostizierten globalen Mitteltemperatur und beobachteter Temperaturverlauf
(Strich-Punkt-Linie) ab 1935.
(D − a22)To − a21Tm = 0, (4.17)
Mit den ¨ ublichen Verfahren zur L¨ osung linearer Gleichungssysteme erhalten wir f¨ ur
Tm = T die entkoppelte Diﬀerentialgleichung:
¨ T + p ˙ T + kT = (D − a22)sq sin(ω t) (4.18)
mit
p = −(a11 + a22), (4.19)
k = a11a22 − a12a21. (4.20)
Sie entspricht f¨ ur die verwendeten Parameterwerte einem ¨ uberd¨ ampften harmonischen
Oszillator. F¨ ur die inhomogene L¨ osung dieser Diﬀerentialgleichung f¨ uhrt der Ansatz
T = b1 cos(ω t)+b2 sin(ω t) zum Ziel. Der homogene Anteil der L¨ osung ist uninteressant,
da er nur das Einschwingen in Abh¨ angigkeit von den Anfangsbedingungen beschreibt.
Man erh¨ alt die L¨ osung:
T = A(ω)sin(ω (t + tϕ(ω))) (4.21)
mit der Amplitude A(ω) und der Zeitverschiebung tϕ(ω):
A(ω) =
 
b2
1 + b2
2, (4.22)
tϕ(ω) =
1
ω
arctan(
b2
1
b2
2
), (4.23)
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b2 =
qω −
(k−ω2)q a22
pω
(k−ω2)
pω + pω
, (4.24)
b1 =
(k − ω2)b2 + q a22
pω
, (4.25)
F¨ ur die Atmosph¨ arentemperatur folgt dann:
Aa(ω) =
 
u2
1 + u2
2, (4.26)
ta,ϕ(ω) =
1
ω
arctan(
u2
1
u2
2
), (4.27)
mit
u1 =
λam b1
λ + λam
, (4.28)
u2 =
λam b2 + λ ∗ q/σ
λ + λam
. (4.29)
Abbildung 4.5 zeigt den Verlauf der relativen Amplitude (d.h. Amplitude A(ω) im
Verh¨ altnis zur Gleichgewichtstemperaturamplitude A = q/λ) und die Phasenverschie-
bung in Jahren in Abh¨ angigkeit von der Anregungsperiode in Jahren f¨ ur die Approxi-
mation und das 3-Boxen-Modell, das entsprechend zu l¨ osen ist. Wir sehen, daß sich die
Approximation mit der diagnostisch approximierten Atmosph¨ are sehr ¨ ahnlich verh¨ alt,
wie das Modell mit dynamischer Atmosph¨ are, so daß wir die Approximation verwen-
den k¨ onnen, ohne einen großen Fehler zu machen. Weiter sehen wir, daß das System
die hohen Frequenzen unterdr¨ uckt, und f¨ ur tiefere Frequenzen des Antriebs Phasenver-
schiebungen im Bereich von Jahren aufweist.
4.1.6 Sukzessiv-analytische L¨ osung zur Verarbeitung von Antriebs-
zeitreihen
Gemessene Zeitreihen verschiedener Antriebe (z.B. durch anthropogene Treibhausgase,
solare Aktivit¨ at oder Vulkanismus) liegen im allgemeinen ebenso wie die Temperatur-
reihen in Form von Jahresmittelwerten vor. Deshalb ist es zweckm¨ aßig eine L¨ osung
zu ﬁnden, die Zeitreihen gemittelter St¨ orantriebe in Zeitreihen mittlerer St¨ ortempe-
raturreaktionen transformiert. Um dieses Ziel zu erreichen, gehen wir davon aus, daß
¨ Anderungen der globalen Mitteltemperatur im Laufe eines Zeitintervalls nur durch das
Integral der zeitlichen Verl¨ aufe der Antriebe ¨ uber den entsprechenden Zeitraum be-
stimmt werden.
Konkret machen wir die Annahme, daß im Verlauf eines Jahres n ein konstanter An-
triebswert Qn gilt (¨ uberstrichene Gr¨ oßen seien Jahresmittel), der die Temperatur vom
Anfangswert Tn(0) des Jahres n auf den Endwert Tn(1) bringt. Wir brauchen unter
dieser Annahme nur die Einschaltexperimentl¨ osung anzupassen und sukzessive Tn aus
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Abbildung 4.5: Relative Amplitude und Phasenverschiebung in Jahren als Funktion der
Anregungsperiode f¨ ur das 3-Boxen-Modell (durchgezogene Linien) und die 2-Boxen-
Approximation (gepunktete Linien).
Tn−1 und Qn = Tglg,n/λ zu berechnen. F¨ ur die berechneten Jahresmittel der globalen
bodennahen Lufttemperatur folgt somit aus den Gleichungen (4.8) bis (4.10):
Ta,n =
1
λam + λ
[λam Tm,n + λTglg,n], (4.30)
Tm,n =
k1
λ1
(exp(λ1) − 1) B1,n +
k2
λ2
(exp(λ2) − 1) B2,n + Tglg,n, (4.31)
To,n =
1
λ1
(exp(λ1) − 1) B1,n +
1
λ2
(exp(λ2) − 1) B2,n + Tglg,n, (4.32)
mit:
B1,n =
Tm,n(0) − Tglg,n − k2(To,n(0) − Tglg,n)
k1 − k2
, (4.33)
B2,n = To,n(0) − Tglg,n − B1,n. (4.34)
Daraus folgt mit der Bedingung
Tm,n+1(0) = Tm,n(1) (4.35)
58To,n+1(0) = To,n(1) (4.36)
nach einigen, aber einfachen Rechnungen ein Zusammenhang der Form
Ta,n+1 = p1 Ta,n + p2 Ta,n−1
+ q0 Tglg,n+1 + q1 Tglg,n + q2 Tglg,n−1,
(4.37)
wobei die pi und qi Funktionen der physikalischen Modellparameter sind. Mit den f¨ ur
die Modellparameter verwendeten Werten (s. Anh. B) folgen f¨ ur die pi und qi die Werte:
p1 = 1.68364
p2 = -.90556
q0 = .195010
q1 = -.17914
q2 = -.00895
Mit diesem Werkzeug sind wir nun in der Lage, aus verschiedenen gemessenen Antrie-
ben Temperatursignale zu berechnen, um diese mit der gemessenen global gemittelten
Temperatur zu vergleichen. Dieser Anwendung werden wir uns in Kapitel 5 zuwenden.
Zun¨ achst wird aber eine Erweiterung von Dickinsons Modell (auf f¨ unf Boxen) vorgestellt
und kalibriert, mit der die hemisph¨ arisch gemittelte Temperatur untersucht werden soll.
594.2 5-Boxen-Modell
Um auch hemisph¨ arisch gemittelte St¨ orantriebe verarbeiten zu k¨ onnen, wird in die-
sem Teil der Arbeit ein erweitertes Modell vorgestellt, begr¨ undet (4.2.1), approximiert
(4.2.2), kalibriert (4.2.3) und f¨ ur die Datenanalyse gel¨ ost (4.2.4).
4.2.1 Einf¨ uhrung
Um auch hemisph¨ arisch gemittelte Zeitreihen analysieren zu k¨ onnen, brauchen wir ein
Modell, das zwischen Nord- und S¨ udhemisph¨ are unterscheiden kann. Als erste N¨ ahe-
rung kann man den interhemisph¨ arischen Austausch vernachl¨ assigen, und das 3-Boxen-
Modell f¨ ur jede Hemisph¨ are einzeln anwenden. Dazu muß man die entsprechenden
Ozeanoberﬂ¨ achenanteile ber¨ ucksichtigen. Um dieses Vorgehen zu testen, wurde jeweils
der hemisph¨ arisch gemittelte Jahresgang der Strahlungsaufnahme (North und Coakley,
1979) als Antrieb auf das Modell gegeben. Der daraus resultierende Temperaturjah-
resgang des Modells weicht allerdings deutlich (etwa 10% der Amplitude) vom gemes-
senen Jahresgang der Hemisph¨ arenmitteltemperaturen ab (εrms(nordhem.) = 2.06K,
εrms(s¨ udhem.) = 1.63K). Um nun die scheinbar wichtige Wechselwirkung zwischen
den Hemisph¨ aren mit zu ber¨ ucksichtigen, k¨ onnte man einfach das 3-Boxen-Modell von
Dickinson vertikal unterteilen und h¨ atte so ein 6-Boxen-Modell. Man m¨ ußte dann ein
System aus 6 Diﬀerentialgleichungen l¨ osen. Da wir ein m¨ oglichst einfaches Modell ver-
wenden wollen, machen wir hier eine vereinfachende Annahme. Wir gehen davon aus,
daß der sehr tr¨ age tiefere Ozean nicht zwischen Nord- und S¨ udhemisph¨ are unterschie-
den werden muß, da der interhemisph¨ arische Austausch in den anderen beiden Schichten
vergleichsweise schnell geht. Durch diese Annahme wird vorausgesetzt, daß l¨ angerfristi-
ge Temperaturunterschiede zwischen den Hemisph¨ aren nicht von der unterschiedlichen
Tr¨ agheit verursacht werden, sondern von unterschiedlichen Strahlungsantrieben und
Austauschprozessen. Wir gelangen so zu einem 5-Boxen-Modell. Im Gegensatz zu ei-
nem global mittelnden Modell haben wir hier auch horizontalen W¨ armeaustausch zu
ber¨ ucksichtigen. Es ist demnach auch sofort einsichtig, daß es unm¨ oglich ist, das 5-
Boxen-Modell aus dem 3-Boxen-Modell herzuleiten. Stattdessen wird es hier a-priori
vorgegeben, und gezeigt, daß es mit dem 3-Boxen-Modell vertr¨ aglich ist. Gem¨ aß Abb.
4.6 k¨ onnen wir folgende 5 Diﬀerentialgleichungen aufstellen:
c1 ˙ T1 = −H12 − V13 + q1 − λ1T1, (4.38)
c2 ˙ T2 = +H12 − V24 + q2 − λ2T2, (4.39)
c3 ˙ T3 = −H34 + V13 − V35, (4.40)
c4 ˙ T4 = +H34 + V24 − V45, (4.41)
c5 ˙ T5 = V35 + V45. (4.42)
Dabei sind c1 bis c5 die speziﬁschen W¨ armekapazit¨ aten der 5 Boxen und T1 bis T5 deren
Temperaturen. Hij bezeichnet speziﬁsche Heizraten, die von horizontalen W¨ armeﬂ¨ ussen
aus der Box i in die Box j verursacht werden und Vij bezeichnet Heizraten, die von
vertikalen Fl¨ ussen verursacht sind. qi ist der St¨ orantrieb (in W
m2) der Box i aufgrund
externer Einﬂ¨ usse und λiTi repr¨ asentiert die Relaxation der St¨ ortemperatur der i-ten
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Abbildung 4.6: Schema des 5-Boxen-Modells.
Box. F¨ ur die Fl¨ usse werden folgende lineare Ans¨ atze verwendet:
Hij = hij(Ti − Tj), (4.43)
Vij = vij(Ti − Tj). (4.44)
F¨ ur c1 und c2 kann die ﬂ¨ achenspeziﬁsche W¨ arme der Atmosph¨ are ca verwendet werden.
c3 ist die speziﬁsche W¨ arme der s¨ udhemisph¨ arischen ozeanischen Mischungsschicht. Die-
se hat den Fl¨ achenanteil fs an der S¨ udhemisph¨ are, so daß gilt c3 = fscm. Analog gilt
c4 = fncm und c5 = (fs + fn)co. Weiter gilt f¨ ur die vertikalen Austauschkoeﬃzienten
v13 = fsλam, v24 = fnλam, v35 = fsλmo und v45 = fnλmo. Man beachte, daß hier die
Hemisph¨ arenﬂ¨ ache als Bezugsﬂ¨ ache verwendet wird, in Kap. 4.1 aber die Ozeanober-
ﬂ¨ ache als Bezugsﬂ¨ ache verwendet wurde, was dort zu einer einfacheren Formulierung
gef¨ uhrt hat, hier aber zu einer un¨ ubersichtlichen Formulierung f¨ uhren w¨ urde.
Da sich die hemisph¨ arischen Antriebe, Atmosph¨ arentemperaturen und Mischungs-
schichttemperaturen und die zeitlichen ¨ Anderungen dieser Temperaturen arithmetisch
zu den entsprechenden globalen Werten mitteln, folgt weiter:
λ =
T1
T1 + T2
λ1 +
T2
T1 + T2
λ2. (4.45)
D.h., die Klimasensitivit¨ aten der Hemisph¨ aren m¨ ussen gewichtet gemittelt werden, um
die globale Klimasensitivit¨ at zu erhalten. Unter diesen Voraussetzungen kann leicht
gezeigt werden, daß die Gleichungen (4.38) bis (4.42) durch Mittelung in die Gleichungen
(4.1) bis (4.3) ¨ uberf¨ uhrt werden k¨ onnen. Wir werden nun die Gleichungen vereinfachen
und erst dann l¨ osen.
614.2.2 3-Boxen-Approximation
Wie aus dem 3-Boxen-Modell durch die Annahme ˙ Ta = 0 eine 2-Boxen-Approximation
abgeleitet wurde, kann hier unter Verwendung der Annahmen ˙ T1 = 0 und ˙ T2 = 0
eine 3-Boxen-Approximation abgeleitet werden. Man erh¨ alt nach leichter Rechnung das
folgende System aus zwei diagnostischen und drei prognostischen Gleichungen:
T1 = τ13 T3 + τ14 T4 + λ11 q1 + λ12 q2, (4.46)
T2 = τ23 T3 + τ24 T4 + λ21 q1 + λ22 q2, (4.47)
˙ T3 = τ33 T3 + τ34 T4 + τ35 T5 + λ31 q1 + λ32 q2, (4.48)
˙ T4 = τ43 T3 + τ44 T4 + τ45 T5 + λ41 q1 + λ42 q2, (4.49)
˙ T5 = τ53 T3 + τ54 T4 + τ55 T5, (4.50)
wobei die Koeﬃzienten τij und λij aus den physikalischen Koeﬃzienten folgen. Wie
man sieht, beﬁnden sich die Atmosph¨ arentemperaturen durch die gemachten Annahmen
immer in einem Gleichgewicht, das von den Mischungsschichttemperaturen und den
St¨ orantrieben bestimmt wird.
4.2.3 Kalibrierung
F¨ ur die Kalibrierung dieses Modells k¨ onnen wir die meisten Parameter aus dem 3-
Boxen-Modell ¨ ubernehmen. Die hemisph¨ arischen Ozeanbedeckungsgrade fs = .81 und
fn = .61 k¨ onnen aus der Literatur entnommen werden. Damit lassen sich alle Para-
meter außer h12 und h34 berechnen. Um diese beiden Parameter zu bestimmen, wird
eine Anpassung an Daten vorgenommen. Dazu wird die hemisph¨ arische Mittelung einer
Fourier-Legendre-Entwicklung des Jahresgangs der absorbierten solaren Einstrahlung
(North und Coakley, 1979) als Antrieb auf das Modell gegeben. Die beiden oﬀenen
Parameter werden dann so eingestellt, daß die mittlere quadratische Abweichung des
berechneten Jahresgangs der Hemisph¨ arentemperaturen vom gemessenen Jahresgang
minimal wird. Dies f¨ uhrt zu h12 = .45 W
m2K und h34 = .26 W
m2K, bei mittleren Fehlern
von .63K auf der Nordhemisph¨ are und 1.9K auf der S¨ udhemisph¨ are. Dieses Ergebnis
ist nicht befriedigend. Unter den gegebenen Parameterwerten ist das Modell nicht in
der Lage, den Jahresgang genauer als auf ca. 3% der Amplitude zu approximieren. Das
liegt daran, daß der Jahresgang sehr empﬁndlich vom W¨ armeaustausch zwischen At-
mosph¨ are und Mischungsschicht abh¨ angt. Dieser wird durch λam bestimmt. Auf der
Zeitskala von Jahren bis zu einem Jahrhundert hat λam keinen wesentlichen Einﬂuß auf
das Modellverhalten (s. Anh. B), wohl aber auf der Zeitskala des Jahresgangs. Setzt
man λam = 35 W
m2K, so kann der Jahresgang besser rekonstruiert werden, ohne das auf
der Zeitskala von einem Jahr und mehr eine nennenswerte Ver¨ anderung auftritt.
Nun sind die Ozeananteile auf den Hemisph¨ aren nicht gleichm¨ aßig verteilt, so daß man
davon ausgehen kann, daß der wirksame Ozeanbedeckungsgrad vom geometrisch meß-
baren verschieden ist. Um diesen Einﬂuß zu untersuchen, wird erneut eine Kleinste-
Quadrate Anpassung gemacht, bei der λam und cm in gewissen Grenzen um die vor-
gegebenen Werte schwanken d¨ urfen. Die daraus resultierende beste Anpassung f¨ uhrt
zu mittleren Fehlern im Jahresgang der Temperatur von εrms = .19K auf der Nordhe-
misph¨ are und εrms = .62K auf der S¨ udhemisph¨ are. Dazu wurde die W¨ armekapazit¨ at
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misph¨ are um den gleichen Betrag erh¨ oht. Dies ist physikalisch plausibel, da sich eine
solche Mischungsschicht nicht in den polaren Breiten ausbildet, d.h., daß die ozeani-
sche Fl¨ ache der Arktis nicht zur W¨ armekapazit¨ at beitr¨ agt. Aus dem gleichen Grund ist
der W¨ arme¨ ubergang zwischen Atmosph¨ are und Mischungsschicht auf der S¨ udhalbku-
gel deutlich gr¨ oßer als auf der Nordhalbkugel, weshalb λam bei der besten Anpassung
den Wert 26 W
m2K auf der Nordhalbkugel und 50 W
m2K auf der S¨ udhalbkugel annimmt.
Die Heizraten durch interhemisph¨ arischen W¨ armeaustausch betragen dann .5 W
m2K f¨ ur
den atmosph¨ arischen W¨ armetransport, aber 0.0 W
m2K f¨ ur den W¨ armetransport in der
Mischungsschicht. F¨ ur die weiteren Untersuchungen werden beide Parameterkombina-
tionen verwendet und verglichen.
Um die Rechnungen zur Kalibrierung durchzuf¨ uhren, wurde das Modell mit einem
Runge-Kutta-Integrationsverfahren vierter Ordnung gel¨ ost.
4.2.4 Sukzessiv-analytische L¨ osung
Das System der (inhomogenen) prognostischen Gleichungen (4.48 - 4.50) kann unter
der Annahme von konstanten St¨ orantrieben qi = const. mit den ¨ ublichen Methoden der
linearen Algebra gel¨ ost werden und man erh¨ alt folgende allgemeine L¨ osung:



T3(t)
T4(t)
T5(t)


 =



α1β1 α2β2 α3β3
β1 β2 β3
1 1 1






a1 exp(γ1t)
a2 exp(γ2t)
a3 exp(γ3t)


 +



T3,glg
T4,glg
T5,glg


 (4.51)
Dabei folgen die αi, βi und γi aus den Systemparametern, w¨ ahrend die ai oﬀen sind
und an die Anfangsbedingungen angepaßt werden k¨ onnen. Gleichung (4.51) kann so-
mit genutzt werden, um von Jahresendtemperaturen des Vorjahres, und vom ¨ uber das
Jahr gemittelten St¨ orantrieb, auf den zeitlichen Verlauf der Temperaturanomalie zu
schließen, dessen Mittel wiederum die mittlere St¨ ortemperatur ist. Analog zur Vorge-
hensweise bei der Herleitung der sukzessiv-analytischen L¨ osung des 3-Boxen-Modells
(Glg. 4.37) kann auch Gleichung (4.51) weiter verarbeitet werden. Man erh¨ alt dann
folgende Systemgleichung:
Tn = A   Tn−1 + B0   qn + B1   qn−1 (4.52)
Dabei ist Tn der Vektor der ¨ uber das Jahr n gemittelten Systemvariablen:
Tn =



T3,n
T4,n
T5,n



w¨ ahrend qn der ¨ uber das Jahr n gemittelte Vektor der hemisph¨ arisch gemittelten
St¨ orantriebe ist:
qn =
 
q1,n
q2,n
 
Die Matrizen A, B0 und B1 enthalten die Systemparameter und folgen aus Glg. (4.51).
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die hemisph¨ arisch gemittelten bodennahen Lufttemperaturen) zu schließen, verwendet
man einfach die Gleichungen (4.46) und (4.47), die zu folgender Beobachtungsgleichung
zusammengefaßt werden k¨ onnen:
Tb,n = τ   Tn + λ   qn (4.53)
mit
Tb,n =
 
T1,n
T2,n
 
und
τ =
 
τ11 τ12
τ21 τ22
 
,λ =
 
λ11 λ12
λ21 λ22
 
.
Mit Hilfe der Gleichung (4.52) l¨ aßt sich bequem vom Zustand des Jahres n − 1 auf
den des Jahres n schließen. Mit der diagnostischen Beobachtungsgleichung (4.53) folgen
daraus die j¨ ahrlich gemittelten hemisph¨ arischen bodennahen Lufttemperaturen. Die
Zahlenwerte der Elemente der in den Gleichungen stehenden Matrizen f¨ ur die beiden
oben angegebenen M¨ oglichkeiten der Kalibrierung werden in Anhang E dargestellt.
4.3 M¨ ogliche Erweiterungen
Man k¨ onnte, ohne auf mathematische Probleme zu stoßen, die Anzahl der betrachteten
Boxen immer weiter erh¨ ohen und damit die Auﬂ¨ osung eines solchen Modells immer
weiter verbessern. Dies h¨ atte zur Folge, daß man auch zeitlich kleinere Skalen (Jah-
reszeiten, Monate) untersuchen k¨ onnte. In Kap. 3.2.4 wurde bereits diskutiert, daß
dies physikalisch nicht unproblematisch ist, da die hier verwendeten Ans¨ atze f¨ ur die
Fl¨ usse nur sinnvoll sind, wenn man sich auf einer Gr¨ oßenskala beﬁndet, die deutlich
gr¨ oßer ist als die Skala der Transportprozesse (z.B. Druckgebilde in der Atmosph¨ are).
Ein 9-Boxen-Modell w¨ urde es erlauben, zus¨ atzlich zur Unterscheidung der Hemisph¨ aren
auch noch zwischen Tropen und Außertropen unterscheiden zu k¨ onnen. Dazu m¨ ussen,
analog zu dem Vorgehen in Kap. 4.1.3., die Klimasensitivit¨ aten f¨ ur die einzelnen Bo-
xen abgesch¨ atzt werden. Abb. 4.7 zeigt, daß bei Verwendung der Fourier-Legendre-
Entwicklung von North und Coakley (1979) f¨ ur die s¨ udlichen Tropen eine negative
Klimasensitivit¨ at und damit eine Instabilisierung des Systems in Erscheinung tritt.
Diese Ergebnisse werden durch neuere Daten (Ardanuy et al., 1992) best¨ atigt. Man
muß daraus schließen, daß bei dem Versuch, zwischen Tropen und Außertropen zu un-
terscheiden, nicht mehr mit der Temperatur allein als Box-Variable auszukommen ist,
sondern zus¨ atzliche Variable (m¨ oglicherweise Bedeckungsgrad oder Feuchte) ben¨ otigt
werden. Damit w¨ urde das Modell gleich wesentlich aufwendiger und undurchsichtiger
werden, was der Entwicklung einer einfachen L¨ osung zur Datenanalyse entgegenl¨ auft.
Deshalb wird im Rahmen dieser Arbeit kein solches Modell erstellt, sondern hier die
Grenze dessen gesehen, was auf einfachstem Wege noch machbar ist.
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65Kapitel 5
Externe Modellantriebe
5.1 Einleitung
Die Modelle f¨ ur die St¨ orungen der globalen Mitteltemperatur und der Hemisph¨ aren-
temperaturen k¨ onnen verwendet werden, um von St¨ orantrieben externer Einﬂ¨ usse auf
die zugeordneten Temperaturverl¨ aufe zu schließen. Um dies zu tun, m¨ ussen die Einﬂuß-
gr¨ oßen in Form von Heizleistungen pro Fl¨ ache in W
m2 vorliegen. Die Berechnung dieser
Heizleistungen ist Inhalt dieses Kapitels.
Im folgenden wird davon ausgegangen, daß das Klimasystem internen Wechselwirkun-
gen und externen Antrieben unterliegt (s. Kap. 1). Dabei sind unter externen Antrie-
ben nicht extraterrestrische (geometrisch ¨ außere) zu verstehen, sondern solche, die nicht
selbst vom Klimasystem beeinﬂußt werden. Es werden vier externe Antriebe verwen-
det. Davon sind zwei nat¨ urlichen Ursprungs und zwei anthropogen. Zun¨ achst werden die
nat¨ urlichen Schwankungen des solaren Antriebs diskutiert. Aus den zahlreichen Rekon-
struktionen des Verlaufs der solaren Schwankungen des letzten Jahrhunderts wird die
am plausibelsten erscheinende ausgew¨ ahlt und weiter verwendet. Wesentlich aufwendi-
ger ist die Betrachtung der ebenfalls nat¨ urlichen Vulkanaktivit¨ at. Die zu Verf¨ ugung ste-
henden Vulkanparameter sind entweder zumindest zum Teil aus Temperaturanomalien
geschlossen worden (und damit nur eingeschr¨ akt verwendbar, z.B. der Index von Lamb,
1970), oder enthalten nur die Quellst¨ arken oder nur die Senkenst¨ arken als Information,
ohne jedoch Transport von Vulkanaerosol und Strahlungs¨ ubertragung zu ber¨ ucksichti-
gen. Deshalb wurde im Rahmen dieser Arbeit ein neuer Vulkanindex erstellt, der diese
Schw¨ achen vermeidet.
Den nat¨ urlichen Einﬂ¨ ussen werden zwei anthropogene Einﬂ¨ usse gegen¨ ubergestellt. Dies
ist einerseits der anthropogene Zusatztreibhauseﬀekt, der zun¨ achst im Vergleich zu
anderen atmosph¨ arischen W¨ armeﬂ¨ ussen betrachtet wird. Andererseits wird noch der
k¨ uhlende anthropogene troposph¨ arische Sulfateﬀekt ber¨ ucksichtigt. Dabei kann nur der
direkte Strahlungseﬀekt betrachtet werden, da die Kenntnisse ¨ uber den indirekten Ef-
fekt (Sulfatpartikel beeinﬂussen Wolken und diese beeinﬂussen die Strahlungsbilanz)
noch zu gering sind.
665.2 Solarer Einﬂuß
Die solare Einstrahlung ist der Motor des Klimageschehens. Demzufolge ist zu erwarten,
daß das Klimasystem auf Schwankungen der“Solarkonstante“ reagiert. Die Schwankun-
gen der Solarkonstante wurden von 1978 bis 1989 von mehreren Satelliten (Nimbus 7,
SMM = Solar Maximum Mission, ERBS= Earth Radiation Budget Satellite) gemes-
sen (Lee 1988, 1990). Es wurde dabei beobachtet, daß die Solarkonstante von etwa
1370 W
m2 in dieser Zeit in einem Zyklus um etwa 1 W
m2 geschwankt hat. Foukal und Lean
(1990) haben gezeigt, daß dieses Verhalten sehr gut mit der Sonnenﬂeckenrelativzahl
SRZ ¨ ubereinstimmt. Damit wird die naheliegende Vermutung unterst¨ utzt, daß die SRN
als Index f¨ ur die solare Strahlung auch zu fr¨ uheren Zeiten verwendet werden kann.
Diese Vermutung ist aus folgenden Gr¨ unden plausibel. Die St¨ arke der solaren Aus-
strahlung h¨ angt wesentlich vom konvektiven W¨ armetransport zur Sonnenoberﬂ¨ ache ab
(R. Kippenhahn, 1990). Wenn die Konvektion stark ist, wird einerseits viel W¨ arme zur
Oberﬂ¨ ache transportiert und damit die Ausstrahlung erh¨ oht. Andererseits nimmt dann
auch die Anzahl der Sonnenﬂecken zu, denn diese repr¨ asentieren Stellen, an denen (im
Plasma “eingefrorene“) Magnetfeldlinien durch Konvektion an die Oberﬂ¨ ache gebracht
werden. Damit kann, mit Hilfe der seit dem 17. Jh beobachteten Sonnenﬂecken (und
der daraus von Wolf 1874 entwickelten SRN) und der Regression von Foukal und Lean
(1990), auf den Verlauf der solaren Schwankungen seit dieser Zeit geschlossen werden.
Andere Autoren gehen davon aus, daß die solare Ausstrahlung nicht wesentlich von der
Sonnenﬂeckenrelativzahl abh¨ angt. So postulierte Gilliland (1982), daß die ¨ Uberlagerung
von drei solaren harmonischen Oszillatoren (die mit Variationen im Sonnendurchmesser
zusammenh¨ angen) zu Schwankungen in der globalen Mitteltemperatur mit folgenden
Perioden Pi und zugeh¨ origen Amplituden Ai f¨ uhren:
P1 = 12.4 Jahre A1 = .048 K,
P2 = 21.4 Jahre A2 = .056 K,
P3 = 76 Jahre A3 = .136 K.
Landscheidt (1983,1988) f¨ uhrt Schwankungen in der Solarkonstanten auf Gravitati-
onseinwirkungen des Sonnensystems zur¨ uck, denen zufolge die Sonne um den Schwer-
punkt des Systems kreist. Friis-Christensen und Lassen (1991) f¨ uhren die Schwankungen
der solaren Ausstrahlung auf die L¨ angenvariation des quasi-11-j¨ ahrigen solaren Zyklus
zur¨ uck.
Sch¨ onwiese et al. (1994) haben diese und andere solare Indexreihen untereinander und
mit jahreszeitlich und regional aufgeteilten Temperaturen auf der Erde in einem multi-
variaten Ansatz unter Ber¨ ucksichtigung anderer Einﬂußgr¨ oßen verglichen. Sie kommen
zu dem Schluß, daß der von Foukal und Lean gegebene Zusammenhang am ehesten die
Realit¨ at widergibt. Sie best¨ atigen damit auch die Aussagen des IPCC 1990.
Hoyt und Schatten (1993) haben einen Solarindex erstellt, der mehrere Parameter (u.a.
Zyklusl¨ ange und Rotationsgeschwindigkeit der Sonne) mit einbezieht. Bei der Extrapo-
lation in die Vergangenheit treten dabei Schwankungen auf, die um den Faktor 10 gr¨ oßer
sind als in dem Zeitraum, f¨ ur den Satellitenmessungen vorliegen. Damit k¨ onnen 71%
der Varianz der globalen Mitteltemperatur erkl¨ art werden. Trotz plausibler Begr¨ undung
kann der Ansatz nicht von physikalischen Modellen best¨ atigt werden.
In dieser Arbeit wird dem Ansatz von Foukal und Lean der Vorzug gegeben. Die dadurch
67verursachte Heizleistung erh¨ alt man, indem man die Solarkonstante mit der mittleren
planetaren Coalbedo (1−αp) multipliziert und durch den Geometriefaktor 4 teilt, da die
bestrahlte Querschnittsﬂ¨ ache der Erde nur ein Viertel der Erdoberﬂ¨ ache betr¨ agt (s. Kap.
3.2.2). Die Abweichungen von dessen zeitlichen Mittel ergeben die St¨ orheizleistungen,
die in Abb. 5.1 angegeben sind.
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Abbildung 5.1: Durch solare Schwankungen verursachte St¨ orheizleistungen basierend auf
der Sonnenﬂeckenrelativzahl und einer Regression von Foukal und Lean (1990).
685.3 Vulkanischer Einﬂuß
Der zweite nat¨ urliche Einﬂuß, der hier explizit behandelt werden soll, ist der Vulkanis-
mus. Nach Hansen et al. (1993) handelt es sich beim Vulkanismus wohl um einen der
bestverstandensten und st¨ arksten Einﬂ¨ usse auf das Klima der letzten 100 Jahre neben
dem anthropogenen Treibhauseﬀekt. Dagegen spricht allerdings, daß der Einﬂuß des
Vulkanismus im allgemeinen durch Indexzahlen ausgedr¨ uckt wird. Erst in den letzten
Jahren wurde damit begonnen, die Wirkung von Vulkanausbr¨ uchen mit Zirkulations-
modellen zu studieren. Zur Zeit liegen dazu aber nur Ergebnisse von Gleichgewichtssi-
mulationen mit reinen Atmosph¨ arenmodellen vor (Kirchner, 1994).
F¨ ur das in dieser Arbeit verwendete Modell wird eine Vulkanparametrisierung ben¨ otigt,
die den vulkanischen Einﬂuß in Form von hemisph¨ arischen Heizleistungen ausdr¨ uckt.
Diese gilt es aus gegebenen Vulkanindices (die Auskunft ¨ uber den Eintrag von vulkani-
schem Aerosol in die Stratosph¨ are geben) zu schließen, so daß zun¨ achst ein vorhandener
Vulkanindex gesucht werden muß, der die Grundlage der Parametrisierung liefert. Der
Dust Veil Index (DVI) von Lamb (1970, 1977, 1983) scheidet dabei aus, da er unter
anderem auch aus dem beobachteten Temperaturverlauf geschlossen wurde und somit
nicht verwendet werden kann, um Temperaturverl¨ aufe zu erkl¨ aren. Der Index von Mit-
chell (1970) ordnet jedem Vulkan eine Ausbruchsst¨ arke zu, basiert aber auf dem DVI
und kann deshalb in dieser Arbeit ebenfalls nicht verwendet werden. 1981 haben Simkin
et al. den Volcanic Explosivity Index (VEI) ver¨ oﬀentlicht, der auf geologische Studien
zur Rekonstruktion der Ausbruchsst¨ arke basiert. Diese Ausbruchsst¨ arke ist nun deka-
disch logarithmisch skaliert und wird in nat¨ urlichen Zahlen angegeben, d.h. in Stufen,
die sich um den Faktor zehn unterscheiden. So hat z.B. der sehr starke Ausbruch des
Tambora im Jahr 1815 einen VEI von 7, der Krakatau 1883 einen VEI von 6 und Mount
St. Helens (1980) einen VEI von 5. Eine gewisse Explosivit¨ at eines Vulkanausbruchs ist
zwar notwendig, um Schwefeldioxid in die Stratosph¨ are einzutragen, aber nicht hinrei-
chend zur Bestimmung der Menge des eingebrachten Schwefeldioxids. So hat der Mount
St. Helens Ausbruch (1980) nach Untersuchungen von Robock (1981) keinerlei klimati-
schen Einﬂuß (trotz seines hohen VEI von 5). Andererseits hat der Ausbruch des Agung
von 1963 laut einer Studie von Robock (1983) zu einem starken Schwefeldioxideintrag
in die Stratosph¨ are gef¨ uhrt, obwohl er nur einen VEI von 4 hat.
Der Index von Sato et al. (1993) bezieht Satelliten- und bodengest¨ utzte Messungen
von vulkanischen Aerosolwolken mit ein und kann damit insbesondere f¨ ur die letzten
Dekaden als glaubw¨ urdiger angesehen werden. Die Autoren geben als Index die aeroso-
loptische Dicke (AOD) bei der Wellenl¨ ange µ = .55µm an. Diese ist f¨ ur vier ﬂ¨ achen-
gleiche Breitenb¨ ander aufgeschl¨ usselt. Mit der Approximation von Lacis et al. (1992)
(QV ul ≈ 30AOD) k¨ onnen damit die gew¨ unschten Heizleistungen (in W
m2) angegeben
werden. F¨ ur l¨ anger zur¨ uckliegende Vulkanereignisse beruft sich diese Parametrisierung
jedoch auf den von Mitchell (1970), der aus gemessenen Temperaturanomalien gewon-
nen ist, und kann somit in dieser Arbeit nicht verwendet werden.
Um gesichertere Aussagen ¨ uber den stratosph¨ arischen Eintrag von weit zur¨ uckliegenden
Vulkanausbr¨ uchen machen zu k¨ onnen, haben Robock und Free (1995) einen Vulkanin-
dex entwickelt, der auf Informationen aus Eisbohrkernen beruht (IVI= Icecore Volcanic
Index). Dabei tritt das Problem auf, daß die Eisbohrkerndaten stark verrauscht sind
und sogar sehr dicht beieinander liegende Bohrl¨ ocher sehr unterschiedliche Amplituden
69liefern. IVI ist ein gewichtetes Mittel ¨ uber die verf¨ ugbaren Eisbohrkerndaten. Es wurden
dabei aber keine Informationen ¨ uber stratosph¨ arische Transport- und Sedimentations-
prozesse ber¨ ucksichtigt, so daß auch dieser Index seine Schw¨ achen hat.
Tr¨ agt man, wie es Robock und Free (1995) gemacht haben, die verschiedenen Parameter
in einem Diagramm auf, so erkennt man eine gute ¨ Ubereinstimmung, die wesentlich
daher r¨ uhrt, das die Ausbruchsjahre gleich sind. Andererseits unterscheiden sich die
Amplituden erheblich.
Um aus den Parametrisierungen auf die Klimawirkung zu schließen, wurden verschie-
dene Ans¨ atze gemacht (s. z.B. Sch¨ onwiese 1988, Cress 1987, B. Siebert 1995). Im allge-
meinen wird zwischen tropischen und außertropischen Vulkanen unterschieden, wobei
letztere nur hemisph¨ arisch wirken. Eine einfache Erweiterung dieser Vorgehensweise,
die die Strahlungswirkung nicht vollst¨ andig unber¨ ucksichtigt l¨ aßt, ist die Multiplikation
mit dem hemisph¨ arisch gemittelten Jahresgang der Strahlungsaufnahme. Die Parame-
trisierung, die sich aus dieser Vorgehensweise ergibt, sei hier V0 genannt. Sie wird sp¨ ater
einer aufwendigeren Parametrisierung gegen¨ ubergestellt.
Die Vulkanparametrisierung, die im folgenden entwickelt wird, soll einerseits noch
¨ uberschaubar einfach sein, andererseits aber die wesentlichen Prozesse ber¨ ucksichti-
gen. Es ist demnach folgendes zu beachten: Zun¨ achst wird durch einen Vulkanausbruch
an einer bestimmten Stelle zu einem bestimmten Zeitpunkt eine bestimmte Menge
vulkanisches Schwefeldioxid in die Stratosph¨ are eingebracht. Dieses wird durch Gas-
Feststoﬀreaktionen zu Sulfat umgewandelt, das durch Koagulationsprozesse zu immer
gr¨ oßeren Teilchen anw¨ achst, die durch Sedimentation die Stratosph¨ are wieder verlassen.
Dabei wird das Sulfat durch stratosph¨ arische Transportprozesse horizontal transpor-
tiert. Alle diese Prozesse m¨ ussen so parametrisiert werden, daß man die Sulfatkonzen-
tration in Abh¨ angigkeit von Ort und Zeit (bei einer gewissen r¨ aumlichen Auﬂ¨ osung)
angeben kann.
Die Sulfatpartikel bewirken eine Extinktion der solaren Einstrahlung. Um diese ab-
zusch¨ atzen, ben¨ otigt man Angaben ¨ uber die optischen Eigenschaften des Aerosols ei-
nerseits und ¨ uber den Sonnenstand in Abh¨ angigkeit von Ort und Zeit andererseits.
Es werden demnach zwei Routinen ben¨ otigt: Eine Aerosolausbreitungsroutine und eine
Strahlungs¨ ubertragungsroutine. An beide Routinen werden keine sehr strengen Anfor-
derungen zu stellen sein, da die vulkanische Ausbruchsst¨ arke selbst nur sehr ungenau
bekannt ist.
5.3.1 Stratosph¨ arische Aerosolausbreitungsroutine
Um eine stratosph¨ arische Ausbreitungsroutine zu entwerfen, muß man sich zun¨ achst mit
den stratosph¨ arischen Transportprozessen auseinandersetzen. Der momentane Stand
der Kenntnis ¨ uber diese Transportprozesse legt das in Abb. 5.2 angegebene Bild nahe
(Schmidt 1995, Volk 1996). Demnach gibt es einen sehr langsamen advektiven Transport
durch die obere Stratosph¨ are einerseits und einen diﬀusiven Transport durch die untere
Stratosph¨ are andererseits. Da der advektive Transport eine Zeitskala von mehreren
Jahren hat, w¨ ahrend die Aufenthaltszeit der Aerosole in der Stratosph¨ are bei etwa
einem Jahr liegt, wird der advektive Transport hier vernachl¨ assigt.
70Der diﬀusive Transport wird ¨ uber einen nichtlokalen Austausch-Ansatz, wie ihn R. Stull
(1984) in der Grenzschichtmeteorologie eingef¨ uhrt hat, beschrieben. Dabei ist die An-
zahl der betrachteten ﬂ¨ achengleichen Breitenb¨ ander ein Kompromiß zwischen m¨ oglichst
guter Auﬂ¨ osung einerseits und numerischem Aufwand sowie dem Deﬁzit an Information
¨ uber die Breitenabh¨ angigkeit der Austauschkoeﬃzienten andererseits (f¨ ur die Bestim-
mung der Parameterwerte siehe Abschnitt 5.3.3). Es werden 16 Breitenb¨ ander zwischen
S¨ udpol und Nordpol verwendet. Die schmalsten Breitenb¨ ander sind mit etwa 7.2◦ Brei-
te am ¨ Aquator, die breitesten mit etwa 29◦ an den Polen. Letztere repr¨ asentieren den
Polarwirbel (Polar Vortex). Die 6 Breitenb¨ ander zwischen ±22◦ geben die Tropical Pipe
(Plumb, 1994) wider, die restlichen acht liegen ¨ uber den mittleren Breiten.
F¨ ur alle Austauschkoeﬃzienten wird eine jahreszeitliche Abh¨ angigkeit angenommen.
F¨ ur vier Jahreszeiten und 16 Breitenb¨ ander erh¨ alt man so eine 16×16×4 Austauschma-
trix. Dieser Ansatz mit 1024 Koeﬃzienten ist sehr vielseitig anwendbar, wobei sich f¨ ur
die meisten Anwendungen die Anzahl der Koeﬃzienten erheblich reduziert. Betrachtet
man z.B. nur den lokalen Austausch, d.h. nur zwischen benachbarten Breitenb¨ andern,
so sind in den vier 16×16 Matrizen nur die Hauptdiagonalen und die ersten Nebendia-
gonalen ungleich Null, was zu 184 Koeﬃzienten f¨ uhrt. Falls bei dem Austausch keine
Richtung bevorzugt wird, verbleiben noch 60 unabh¨ angige Koeﬃzienten. Setzt man den
Austausch weiterhin unabh¨ angig von der geographischen Breite an, so bleiben nur noch
vier Koeﬃzienten, welche die vier Jahreszeiten repr¨ asentieren. Man hat dann formal die
L¨ osung einer homogenen, isotropen Diﬀusion.
F¨ ur die hier vorgeschlagene Parametrisierung wird die Austauschmatrix wie folgt ange-
setzt:
• Zun¨ achst gehen wir von jahreszeitlicher Symmetrie aus. Dadurch sind nur zwei
Jahreszeiten zu unterscheiden, eine ¨ Ubergangsjahreszeit und eine Extremjahres-
zeit. Die anderen beiden Jahreszeiten verhalten sich entsprechend. Dadurch ist
die Zahl der Koeﬃzienten von 1024 auf 512 reduziert.
• Weiterhin wird ein lokaler, aber nicht isotroper Austausch angenommen, wodurch
sich die Anzahl der Koeﬃzienten weiter auf 92 reduziert.
• In Anlehnung an Abbildung 5.2 l¨ aßt sich die Austauschmatrix wie folgt weiter ver-
einfachen. Die Austauschkoeﬃzienten zwischen Breitenb¨ andern der gleichen Art
(z.B. zwischen zwei tropischen B¨ andern) seien konstant. Auch die Austauschkoef-
ﬁzienten zwischen Tropen und Außertropen, ebenso wie die zwischen Außertropen
und Tropen (man beachte, daß diese wegen der Anisotropie des Austauschs nicht
gleich sind), seien konstant. Diese Annahmen sind durch die ersten Ergebnis-
se des amerikanischen stratosph¨ arischen Forschungsprojekts ACATS begr¨ undet
(Volk, 1996).
Von der Jahreszeit h¨ angen dann nur noch die Austauschkoeﬃzienten zwischen den
gem¨ aßigten Breiten und dem polaren Breitenband ab. Dort wird zwischen dem winter-
lichen und sommerlichen Polarwirbel sowie einer ¨ Ubergangszeit unterschieden. Damit
ist die Anzahl der Koeﬃzienten auf 7 reduziert.
Zur Ber¨ ucksichtigung der Sulfataufbau-, Wachstums- und Sedimentationsprozesse wird
wie folgt vorgegangen. Der Sulfataufbau aus dem Schwefeldioxid wird linear in der Zeit
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Abbildung 5.2: Schema der stratosph¨ arischen Transportprozesse (J=Jetstream).
angesetzt, d.h. vom Ausbruchszeitpunkt ab linear zunehmend bis zur Zeit tmax, wo die
Sulfatkonzentration ihr durch die Ausbruchsst¨ arke vorgegebenes Maximum erreicht. Ab
diesem Zeitpunkt wird nur noch die Sedimentation betrachtet, die wiederum von der
Breite abh¨ angt.
Dies ist plausibel, da die Luft ¨ uber den Tropen eher aufsteigt und in polaren Breiten
eher absinkt, was in mehrerlei Hinsicht wirkt. Aufsteigende Luft dehnt sich aus, wo-
durch die Koagulationswahrscheinlichkeit sinkt und damit der Wachstumsprozeß der
Teilchen verlangsamt wird. Absinkende Luft verringert ihr Volumen, erh¨ oht die Koagu-
lationswahrscheinlichkeit und bringt die Partikel n¨ aher an den Unterrand der Schicht.
Ein weiterer schwer zu erfassender Einﬂuß auf Teilchenwachstum und Sedimentation
ist die Kondensation von Wasserdampf an deren Oberﬂ¨ ache. Dies passiert in der un-
terk¨ uhlten winterlichen polaren Zone. Dort entstehen polare stratosph¨ arische Wolken,
als deren Folge ein großer Anteil des dortigen Aerosols in die Troposph¨ are ausgewaschen
werden kann. Ein davon unabh¨ angiger Prozeß, der Aerosolteilchen aus der Stratosph¨ are
entfernt, ist der Austausch von Luftmassen von der Stratosph¨ are in die Troposph¨ are.
Ein solcher Austausch kann auf isentropen Fl¨ achen stattﬁnden, wo diese die Tropopau-
se schneiden. So werden in den Außertropen durch horizontale ¨ aquatorw¨ arts gerichtete
Str¨ omungen der unteren Stratosph¨ are nach Rosenlof und Holton (1993) und Holton et
al. (1995) 109 bis 1010kg Luft pro Sekunde aus der Stratosph¨ are entfernt. Im Bereich
der Tropen wird die gleiche Menge troposph¨ arischer Luft in die Stratosph¨ are eingetra-
gen. Die Luft verl¨ aßt die Stratosph¨ are im wesentlichen an den Tropopausenfaltungen
und -br¨ uchen, aber auch durch sog. cut-oﬀ lows. Letztere sind dynamische Tiefs, die
wirkungsvoll Luft und Aerosolteilchen aus der Stratosph¨ are herausziehen. Die Teilchen
dienen dann als Kondensationskerne und werden aus der Atmosph¨ are ausgewaschen.
Alle genannten Prozesse wirken zusammen und k¨ onnen in einer einfachen Parametrisie-
rung nicht detailliert beschrieben werden. Stattdessen werden die Sedimentationskoeﬃ-
72zienten (die angeben, welcher Anteil des Aerosols pro Monat die Stratosph¨ are verlassen)
plausibel in Abh¨ angigkeit von der Breite gew¨ ahlt.
Auch die nichtlinearen Wachstumsprozesse werden nicht explizit betrachtet, da sie nicht
mehr sinnvoll und einfach zu erfassen sind. Ihre Wirkung auf die Sedimentation ist
implizit jedoch durch die Breitenabh¨ angigkeit der Sedimentation ber¨ ucksichtigt (s. Kap.
5.3.3). Der Einﬂuß der Gr¨ oßenverteilung auf die Strahlungsprozesse kann dadurch nicht
ausgedr¨ uckt werden.
Das Maß f¨ ur den Einﬂuß auf die Strahlung ist die aerosoloptische Dicke (AOD). Nun
wird vereinfachend angenommen, daß die AOD linear proportional zur oben berech-
neten Aerosolmassenkonzentration ist. ¨ Uber die AOD liegen sowohl bodengest¨ utzte
(Dutton, 1994) als auch Satellitenmessungen vor (McCormick, 1994). tmax und die
Breitenabh¨ angigkeit der Sedimentation werden so gew¨ ahlt, daß mit der vorgegebenen
plausiblen Austauschmatrix die gemessenen AOD m¨ oglichst gut reproduziert werden.
Mit den Daten von Dutton (1994) und McCormick (1994) stehen zwei starke Vulkan-
ausbr¨ uche (El Chichon, 1982, und Pinatubo, 1991) zur Kalibrierung zur Verf¨ ugung.
Die so entstandene Parametrisierung ordnet jedem Vulkanausbruch eine breiten- und
zeitabh¨ angige AOD zu. Diese geht in die folgende Srahlungs¨ ubertragungsroutine ein.
5.3.2 Strahlungs¨ ubertragungsroutine
Die Strahlungs¨ ubertragungsroutine basiert auf der Annahme, daß die Sulfatpartikel
nur mit der kurzwelligen solaren Einstrahlung wechselwirken. Zus¨ atzlich wird nur die
Extinktion der direkten Strahlung explizit ber¨ ucksichtigt. Dies ist eine sehr starke Ein-
schr¨ ankung, vereinfacht aber auch die Parametrisierung erheblich. Sie ist dann gerecht-
fertigt, wenn die Wirkung auf die Streustrahlung etwa dem gleichen formellen Zusam-
menhang folgt oder wesentlich geringer ist als die direkte Wirkung. In diesem Fall kann
folgende einfache L¨ osung der Strahlungs¨ ubertragungsgleichung verwendet werden:
Nu = No exp{−
zo  
zu
σE ω dz} (5.1)
mit:
Nu = Strahlungsﬂußdichte am Unterrand der Aerosolschicht
No = Strahlungsﬂußdichte am Oberrand der Aerosolschicht
zo = Oberrand der Aerosolschicht
zu = Unterrand der Aerosolschicht
ω = Wegverl¨ angerungsfaktor bei schr¨ ager Einstrahlung
σE(z) = Extinktionskoeﬃzient der Aerosolschicht.
Da Extinktionskoeﬃzienten additiv sind, kann σE zerlegt werden in einen Anteil der
vulkanisch nicht gest¨ orten Stratosph¨ are σ0 und einen zus¨ atzlichen vulkanischen Anteil
σv. Somit kann man Glg. (5.1) unter Ber¨ ucksichtigung der ungest¨ orten Strahlungsﬂuß-
dichte am Unterrand der Aerosolschicht N∗ so formulieren, daß der vulkanische Einﬂuß
extrahiert ist:
Nu = N∗ exp{−
zo  
zu
σv ω dz}. (5.2)
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Strahls). Unter dieser Annahme, die f¨ ur diese Fragestellung gut erf¨ ullt ist, kann ω in
Glg. (5.2) aus dem Integral herausgezogen werden. Das verbleibende Integral ist dann
die AOD, so daß folgt:
Nu = N∗ exp(−AOD ∗ ω). (5.3)
Der vulkanische Einﬂuß f¨ uhrt dann zu einer ¨ Anderung der Strahlungsﬂußdichte ∆N =
Nu − N∗ = N∗(exp{−AOD ∗ ω} − 1).
Davon ist nur der nicht reﬂektierte Anteil der senkrechten Komponente von Bedeutung.
Deshalb wird ∆N noch mit der planetaren Coalbedo (1 − αp) in Abh¨ angigkeit von der
geographischen Breite und der Jahreszeit durchmultipliziert. Die senkrechte Kompo-
nente von ∆N erh¨ alt man, wenn man f¨ ur N∗ nur dessen senkrechte Komponente N∗
⊥
betrachtet. Die vulkanisch erzeugte Heizleistung in der Breite ϕ und zur Zeit t ist dann
QV ulk(ϕ,t) = N∗
⊥(ϕ,t) ∗ (1 − αp(ϕ,t)) ∗ [exp{−AOD(ϕ,t) ∗ ω(ϕ,t)} − 1]. (5.4)
Nun wird wiederum vereinfachend nicht ¨ uber Glg. (5.4) gemittelt, sondern unter der
Annahme, daß die einzelnen Variablen relativ glatt im Bereich eines Breitenbandes
und eines Zeitschrittes sind, erst gemittelt und dann Glg. (5.4) angewendet, d.h. unter
Ber¨ ucksichtigung des Breitenmittels
 x  =
1
∆ϕ
ϕ+∆ϕ  
ϕ
x(ϕ)dϕ (5.5)
und des Zeitmittels
x =
1
∆t
t+∆t  
t
x(t)dt (5.6)
wird folgende Approximation angewandt:
 Qvulk  =  N∗
⊥ ∗ (1 − αp)[exp(−AOD ∗ ω) − 1]  ≈  N∗
⊥(1 − αp) [exp(− AOD ∗ ω )−1]
(5.7)
Um diese Gleichung f¨ ur die Breitenb¨ ander ϕi und Zeitschritte tk anwenden zu k¨ onnen,
muß die senkrechte Komponente der ungest¨ orten Strahlungsﬂußdichte N∗
⊥, die plane-
tare Coalbedo (1 − αp) und der Wegverl¨ angerungsfaktor ω in Abh¨ angigkeit von der
Jahreszeit und der Breite vorliegen. Die senkrechte Komponente der ungest¨ orten Strah-
lungsﬂußdichte der einfallenden solaren Strahlung und die planetare Coalbedo liegen in
Form von Fourier-Legendre-Entwicklungen vor (North und Coakley, 1979), und k¨ onnen
einfach ¨ uber die Breitenb¨ ander und Zeitschritte gemittelt werden. Somit verbleibt als
einzige Unbekannte der Wegverl¨ angerungsfaktor in Abh¨ angigkeit von Breite und Jah-
reszeit, der wie folgt berechnet wird.
Wegverl¨ angerungsfaktor
Der Wegverl¨ angerungsfaktor ω ist deﬁniert als das Verh¨ altnis aus durchstrahltem Weg l
und minimal m¨ oglichem durchstrahltem Weg; letzterer ist identisch mit der Schichtdicke
d. Bei der Betrachtung des Wegverl¨ angerungsfaktors muß die Kr¨ ummung der Schicht
74ber¨ ucksichtigt werden, wie es Abb. 5.3 zeigt. F¨ ur eine Schicht, deren Unterseite die
H¨ ohe h ¨ uber dem Erdboden hat, gilt unter Anwendung des Sinus-Satzes und bei dem
Erdradius R gem¨ aß Abb. 5.3:
l = a2 − a1
a1 = R+h
sin(π−Θ) sin
 
Θ − arcsin
 
R
R+h sin(π − Θ)
  
a2 = R+h+d
sin(π−Θ) sin
 
Θ − arcsin
 
R
R+h+d sin(π − Θ)
   (5.8)
Der Wegverl¨ angerungsfaktor h¨ angt somit vom Zenitwinkel der einfallenden Strahlung
Θ ab. Dieser wiederum ist eine Funktion der geographischen Breite ϕ, der Jahreszeit tj
und (f¨ ur einen festen Ort) auch eine Funktion der Tageszeit tt. Mit der Deklination der
Sonne δ, die von der Jahreszeit abh¨ angt und dem Tagesgang φ (gemessen als Winkel
zwischen der S¨ udrichtung und dem Azimut der Sonne) folgt mit Hilfe des Cosinus-Satzes
(s. z.B. Monin, 1986):
Θ = arccos(sinδ sinϕ + cosδ cosϕcosφ) (5.9)
F¨ ur die Deklination der Sonne gilt in guter N¨ aherung folgende Abh¨ angigkeit vom Winkel
der Zeit im Jahr ϑ = 2π tj mit tj ∈ [0,1] (Paltridge und Platt, 1976):
δ = .006918 − .399912cos ϑ + .070257sin ϑ
− .006758cos2ϑ + .000907sin2ϑ
− .002697cos3ϑ + .001480sin3ϑ
(5.10)
F¨ ur die Parametrisierung ist nur der mittlere Wegverl¨ angerungsfaktor in Abh¨ angigkeit
von der geographischen Breite ϕ und der Jahreszeit tj von Interesse. Deshalb wird
zun¨ achst das Mittel des Tagesgangs f¨ ur den Zeitraum, in dem die Sonne ¨ uber dem Ho-
rizont steht, gebildet. Dies entspricht dem Anteil des Breitenkreises, der zu der Jahres-
zeit von der Sonne beschienen wird. Um diesen Anteil zu berechnen, kann in Glg. (5.9)
θ = π/2 gesetzt werden und daraus die Integrationsgrenzen φauf(tj,ϕ) und φunter(tj,ϕ)
f¨ ur Sonnenauf- und Untergang in Abh¨ angigkeit von der Jahreszeit und der geographi-
schen Breite bestimmt werden. Dann kann Glg. (5.10) in Glg. (5.9) und diese wiederum
in Glg. (5.8) eingesetzt werden. Um den gew¨ unschten Ausdruck f¨ ur ω(tj,ϕ) zu erhalten,
muß man den entstandenen Ausdruck von φauf(tj,ϕ) bis φunter(tj,ϕ) integrieren und
durch die Diﬀerenz von φunter(tj,ϕ) und φauf(tj,ϕ) teilen. Die Integration wird nume-
risch mittels Romberg-Integration durchgef¨ uhrt (s. z.B. Stummel und Hainer, 1971).
Es sind nun alle Gr¨ oßen gegeben, die ben¨ otigt werden, um Glg. (5.7) f¨ ur jedes Breiten-
band und jeden Zeitschritt im Jahr zu l¨ osen. Unter Vorgabe von Zahlenwerten f¨ ur die
eingef¨ uhrten Parameter kann die Parametrisierung in dieser Form verwendet werden.
Die Wahl der Parameter wird im folgenden vorgestellt.
5.3.3 Parameterkombination und Kalibrierung
Der Eintrag von vulkanogenem Aerosol Q in die Stratosph¨ are wird mit Q = v(t =
t0,ϕ = ϕ0) = 10V EI angesetzt, wobei t0 der Ausbruchszeitpunkt und ϕ0 das Breiten-
band ist, in dem der Vulkanausbruch stattﬁndet. Dabei wird eine aktualisierte Version
des VEI-Index (L. Siebert, 1993) verwendet. Zus¨ atzlich wurde unter Ber¨ ucksichtigung
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Abbildung 5.3: Schema des verl¨ angerten Strahlungswegs bei schr¨ ager Einstrahlung durch
eine gekr¨ ummte Schicht. Ein Strahl, der aus dem Zenitwinkel Θ eine Schicht der Dicke
d in der H¨ ohe h durchdringt, legt in ihr den Weg a2 − a1 zur¨ uck.
der Ergebnisse von Robock und Free (1995) der Ausbruch des Mount St. Helens (1980)
von 5 auf 4 herabgesetzt und der des Agung (1963) von 4 auf 6 herauf.
F¨ ur die geometrischen Parameter werden folgende Werte verwendet:
Erdradius = 6357km
Unterrand der Aerosolschicht = 15km
Dicke der Aerosolschicht = 10km.
Die 16 ﬂ¨ achengleichen Breitenb¨ ander erh¨ alt man, indem man den Sinus der geographi-
schen Breite von -1 bis 1 in .125-breite Abschnitte teilt. Die Fl¨ achengleichheit erlaubt
es in der oben beschriebenen einfachen Weise, die Massendiﬀusion in Abh¨ angigkeit
von der Massenkonzentration anzusetzen. Das s¨ udlichste und n¨ ordlichste Breitenband
repr¨ asentiert die polaren Breiten. Die sich jeweils daran anschließenden vier B¨ ander
repr¨ asentieren die Außertropen und die mittleren 6 Breitenb¨ ander die Tropen. F¨ ur
die Austauschkoeﬃzienten wurden nach Volk (1996) folgende Werte verwendet:
Tropen ↔ Tropen = 50%/Monat
Tropen → Außertropen = 33%/Monat
Außertropen → Tropen = 7%/Monat
Außertropen ↔ Außertropen = 50%/Monat
Winterpolarwirbel ↔ Außertropen = 1%/Monat
Sommerpolarwirbel ↔ Außertropen = 10%/Monat
Polarregion in der ¨ Ubergangszeit ↔ Außertropen = 50%/Monat.
Dabei ist die ¨ Ubergangszeit festgelegt von September bis November und von M¨ arz bis
Mai.
Die Austauschkoeﬃzienten pro Zeitschritt ai ergeben sich aus den Austauschkoeﬃzien-
ten pro Monat mi, wenn ein Monat k Zeitschritte hat, ¨ uber den folgenden Zusammen-
hang:
(1 − ai)k = (1 − mi) (5.11)
Es werden zun¨ achst 180 Zeitschritte pro Jahr verwendet, um die Austauschmatrix zu
f¨ ullen. Die dritte Potenz der Austauschmatrix kann dann bei 60 Zeitschritten pro Jahr
verwendet werden.
76Es wird angenommen, daß die Sedimentation die Aerosolkonzentration im Mittel in
einem Jahr auf 1/e senkt (Hofmann und Rosen, 1983; IPCC, 1994). Weiter wird an-
genommen, daß ein Viertel der Sedimentation durch den Transport stratosph¨ arischer
Luft in die Troposph¨ are erfolgt, f¨ ur den nach Rosenlof und Holton (1993) die in Tabelle
5.1 angegebenen Werte gelten. Die Zahlenwerte sind zwar recht ungenau, jedoch inter-
Tabelle 5.1: Vertikaler Luftmassenaustausch zwischen Stratosph¨ are und Tropposph¨ are
in
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s nach Rosenlof und Holton (1993).
DJF JJA Jahresmittel
Nordhem. -81 -26 -53.5
Tropen 114 56 85
S¨ udhem. -33 -30 -31.5
essieren hier nur die Verh¨ altnisse, in denen sie zueinander stehen. Entsprechend dieser
Werte wird die Sedimentation je nach Jahreszeit in den Tropen verringert (wo keine
Luft von der Stratosph¨ are in die Troposph¨ are gemischt wird) und in den Außertropen
erh¨ oht. In den winterlichen Polarwirbeln kommt ein weiterer Zuschlag durch das Aus-
waschen der polaren stratosph¨ arischen Wolken von 40 % f¨ ur den antarktischen Wirbel
und 10% f¨ ur den nicht so kalten arktischen Wirbel hinzu. Die Zeit des linearen Aeroso-
lanstiegs wird auf tmax = 5 Monate festgesetzt. Aus der Anpassung an die Daten ergibt
sich, wenn die Ausbruchsst¨ arke auf 10V EI gesetzt wird, AOD = .31 ∗ 10−3 ∗ v, wenn
v die aus der Ausbreitungsroutine gegebene nicht normierte Aerosolmassenkonzentra-
tion des Breitenbandes ist. Da die Strahlungs¨ ubertragungsroutine die Streustrahlung
nicht ber¨ ucksichtigt, von der ein großer Anteil als Vorw¨ artsstreustrahlung die Aerosol-
schicht zus¨ atzlich durchdringt, wird die Wirkung der Schicht von der Parametrisierung
¨ ubersch¨ atzt. Die Amplitude wird deshalb an der gemessenen Wirkung des Ausbruchs
des Pinatubo (1991) (s. IPCC Strahlungsreport, 1994) kalibriert.
5.3.4 Vergleich mit anderen Parametrisierungen
Abb. 5.4 zeigt die zeitlichen Verl¨ aufe von drei Vulkanparametrisierungen f¨ ur die Zeit ab
1860, jeweils f¨ ur die Nord- und S¨ udhemisph¨ are. Dies ist einerseits die Parametrisierung
von Sato et al. (1993), andererseits sind es die hier vorgestellte aufwendigere Parametri-
sierung und die einfache Parametrisierung V0 (s. Kap. 5.3). V0 wurde dabei so normiert,
daß sie f¨ ur den Pinatuboausbruch von 1991 im globalen Mittel die gleiche Heizleistung
ergibt, wie die aufwendigere Parametrisierung. Der Index von Sato et al. wurde (da er
nur bis 1990 vorliegt) auf die gleiche Weise am El Chichon normiert.
Abb. 5.4 zeigt, daß der zeitliche Verlauf des Parameters von Sato et al. und der dieser
Arbeit f¨ ur den El Chichon Ausbruch (1982) sehr ¨ ahnlich sind. Große Unterschiede erge-
ben sich v.a. vor 1900 und zwischen 1965 und 1980. Der Parameter von Sato et al. basiert
seit 1960 auf einem Netz von bodengest¨ utzten Messungen der AOD, ist also in diesem
Bereich recht vertrauensw¨ urdig (wenn man davon absieht, das bodengest¨ utzte Messun-
gen nicht nur den stratosph¨ arischen Anteil messen). Wir m¨ ussen daraus schließen, daß
der VEI dort nicht geeignet ist, den Sulfateintrag in die Stratosph¨ are abzusch¨ atzen. Die
h¨ oheren Heizleistungen vor 1900 f¨ uhren Sato et al. auf die Ausbr¨ uche mehrerer Vulka-
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Abbildung 5.4: Vergleich des zeitlichen Verlaufs von Heizleistungen verschiedener Vul-
kanparametrisierungen, einfache Parametrisierung V0 (unterbrochene Linien), Para-
metrisierung dieser Arbeit (durchgezogene Linien) und Parametrisierung von Sato et
al. (1993) (gepunktete Linie). Die obere Abbildung zeigt den Vergleich f¨ ur die S¨ udhe-
misph¨ are, die untere f¨ ur die Nordhemisph¨ are.
ne zur¨ uck. Dem VEI-Index zu Folge sind in diesem Zeitraum jedoch keine so starken
Vulkane ausgebrochen.
W¨ ahrend der El Chichon (1982) auf der Nordhalbkugel etwa die doppelte Wirkung
hatte wie auf der S¨ udhalbkugel, war die Wirkung des Pinatubo (1991) auf beiden He-
misph¨ aren ¨ ahnlich (Robock und Free, 1995). Dieser Eﬀekt wird durch die vorgestellte
Parametrisierung recht gut wiedergegeben, nicht aber von dem sehr einfachen V0. Mit
der hier vorgestellten Vulkanparametrisierung haben wir demnach ein Werkzeug zur
Hand, das
• die Realit¨ at, soweit sie durch Messungen erfaßt ist, gut wiedergibt,
• Zirkelschl¨ usse, wie sie sich bei Anwendung der Parametrisierung, von Sato et al.
(1993), dem DVI und der Parametrisierung von Mitchell (1970) ergeben w¨ urden,
vermeidet und
• die physikalischen Prozesse (im Gegensatz zu IVI) wenigstens grob ber¨ ucksichtigt.
785.4 Anthropogener Treibhausgaseinﬂuß
In den letzten beiden Abschnitten wurden zwei Antriebe diskutiert, die extern
auf das Klimasystem wirken. Bei der solaren Einstrahlung ist dies oﬀensichtlich,
nicht aber beim vulkanischen Einﬂuß. Das wird jedoch deutlich, wenn man sich
die stratosph¨ arische Aerosolschicht als ¨ uber dem Klimasystem liegenden Filter f¨ ur
die solare Einstrahlung vorstellt. Bei den anthropogenen Einﬂ¨ ussen ist das anders.
Hier m¨ ussen die internen Prozesse betrachtet werden, auf die sie einwirken. Deshalb
werden zun¨ achst die Energieﬂ¨ usse in der Atmosph¨ are in einer groben Absch¨ atzung
betrachtet. Ausgangspunkt ist das Energieﬂußschema, wie es in jedem Einf¨ uhrungs-
buch zur Klimatologie (aber auch im IPCC-Bericht 1996) zu ﬁnden ist. Dr¨ uckt
man alle auftretenden Teilﬂ¨ usse als Anteile der Einstrahlung aus, so erh¨ alt man das
in Abbildung 5.5 dargestellte Bild, wobei die Symbole folgende Bedeutung haben:
S
L
aL L
tL L
eL L
tS S
aS S
eS S
rS S
rL L
AT
AT
K
Abbildung 5.5: Mittlere Energieﬂ¨ usse durch die Atmosph¨ are (Symbole s. Text).
S = 340 W/m2 = Solares Strahlungsangebot pro Quadratmeter Erdoberﬂ¨ ache
rs = .3 = Reﬂektionsverm¨ ogen des Systems gegen¨ uber solarer Strahlung
as = .25 = Absorptionsverm¨ ogen der Atm. gegen¨ uber solarer Strahlung
es = .25 = in den Weltraum reemittierter Anteil der solaren Einstrahlung
ts = .5 = Transmissionsverm¨ ogen der Atm. gegen¨ uber solarer Einstrahlung
αB = .1 = Erdoberﬂ¨ achenalbedo
L = 1.14 * S = Ausstrahlung der Erdoberﬂ¨ ache = εσ T4
B
rl = 96
114 = Verh¨ altnis von atmosph¨ arischer Gegenstrahlung
und Emission der Erdoberﬂ¨ ache
tl = 4
114 = Transmissionsverm¨ ogen der Atmosph¨ are gegen¨ uber L
el = 14
114 = von der Atm. in den Weltraum emittierte Strahlung
im Verh¨ altnis zu L, ohne Ber¨ ucksichtigung von Konvektion und
Reemission von in der Atmosph¨ are absorbierter solarer Strahlung
AT = ? = absoluter anthropogener Zusatztreibhauseﬀekt
K = .27 * S = absoluter konvektiver W¨ armetransport durch die Atmosph¨ are
Das System ist im Gleichgewicht, wenn die Energieﬂ¨ usse an der Erdoberﬂ¨ ache, in der
79Atmosph¨ are und im Gesamtsystem divergenzfrei sind. Unter dieser Bedingung kann
man fragen welche Erdbodentemperatur herrschen muß, um dieses Schema zu erf¨ ullen,
und wie die Erdbodentemperatur auf ¨ Anderungen im System reagiert. F¨ ur die drei
Gleichgewichte folgt:
1. Atmosph¨ arisches Energieﬂußgleichgewicht
as S + (1 − tl − el − rl)εσ T4
B = 0
2. Energieﬂußgleichgewicht des Bodens
(1 − αB)tsS + (rl − 1)εσ T4
B − K + AT = 0
3. Energieﬂußgleichgewicht des Systems
(1 − rs)S − (tl + el)εσ T4
B − K + AT = 0.
Aus dem Energieﬂußgleichgewicht des Bodens folgt
TB =
 
(1 − αB)ts S − K + AT
(1 − rl)εσ
  1
4
=
 
L
εσ
 1
4
.
F¨ ur ε = 1 und AT = 0 folgt daraus die gemessene Bodentemperatur von 288K. Weiter-
hin k¨ onnen wir nun folgende F¨ alle unterscheiden:
• Ohne Atmosph¨ are und bei unver¨ anderter Bodenalbedo:
TB(ts = 1,rl = 0,K = 0,AT = 0) = 271K
• Ohne die Wirkung der Atmosph¨ are auf die langwellige Strahlung (Treibhauseﬀekt)
und mit Wirkung der Atmosph¨ are im kurzwelligen Bereich:
TB(rl = 0,K = 0,AT = 0) = 228K
• Ohne anthropogenen Zusatztreibhauseﬀekt und ohne konvektive K¨ uhlung, aber
mit Gegenstrahlung (nat¨ urlichem Treibhauseﬀekt):
TB(K = 0,AT = 0) = 362K
• Ohne anthropogenen Zusatzeﬀekt aber mit konvektiver K¨ uhlung:
TB(AT = 0) = 288K
• Mit einem anthropogenen Treibhauseﬀekt von AT = 4.5 W
m2:
TB(AT = 4.5
W
m2) = 293K
Was kann man daraus folgern?
801. In keinem der untersuchten F¨ alle ist die Bodentemperatur gleich der Strahlungs-
gleichgewichtstemperatur des Gesamtsystems von 255K (s. Abschnitt 3.2.2).
2. Falls die Erde keine Atmosph¨ are h¨ atte, l¨ age ihre Oberﬂ¨ achentemperatur bei −2◦C,
wenn die Erdoberﬂ¨ achenalbedo unver¨ andert bliebe. Da diese aber in einem solchen
Fall stark zunehmen w¨ urde (Eis-Albedo-R¨ uckkopplung), w¨ are es in einem solchen
Fall noch k¨ alter.
3. Die Atmosph¨ are schw¨ acht die einfallende solare Strahlung. Dies k¨ uhlt um 271K−
228K = 43K.
4. Der nat¨ urliche Treibhauseﬀekt f¨ uhrt zusammen mit der K¨ uhlung durch die
Schw¨ achung der solaren Einstrahlung zu 362K, das sind 91K mehr als bei Ab-
wesenheit der Atmosph¨ are. Daraus folgt, daß der nat¨ urliche Treibhauseﬀekt um
134K heizt.
5. Ber¨ ucksichtigt man zus¨ atzlich zu dem kurzwelligen Einﬂuß der Atmosph¨ are und
der atmosph¨ arischen Gegenstrahlung auch die konvektive K¨ uhlung, so erh¨ alt man
den beobachteten Wert von 288K Erdoberﬂ¨ achentemperatur. Demnach k¨ uhlt die
Konvektion um 74K.
6. Ein anthropogener Zusatztreibhauseﬀekt von 4.5 W
m2 w¨ urde die Erdoberﬂ¨ achen-
temperatur zus¨ atzlich um 5K erh¨ ohen (bei Vernachl¨ assigung von m¨ oglichen R¨ uck-
kopplungen).
Diese Betrachtungen sind sehr stark vereinfacht, jedoch werden die Ergebnisse durch
aufwendige Strahlungs¨ ubertragungsrechnungen (M¨ oller und Manabe, 1961) und Strah-
lungskonvektionsrechnungen (Augustsson und Ramanathan, 1977) recht gut best¨ atigt.
Es zeigt sich also, daß die beobachtete bodennahe Lufttemperatur von drei sehr ef-
fektiven atmosph¨ arischen Prozessen (Schw¨ achung solarer Einstrahlung, atmosph¨ arische
Gegenstrahlung und Konvektion) bestimmt wird. Dar¨ uber hinaus sieht man, daß selbst
kleine ¨ Anderungen in der atmosph¨ arischen Gegenstrahlung (ca. 4.5/330 ≈ 1.5%) zu
deutlichen ¨ Anderungen der Erdoberﬂ¨ achentemperatur und damit auch der bodennahen
Lufttemperatur f¨ uhren (falls alle anderen Prozesse unver¨ andert bleiben) (s. Kap. 3.2.2).
In einem weiteren Schritt kann man mit diesem Modellsystem auch Sensitivit¨ aten un-
tersuchen. Dies f¨ uhrt zu folgenden Werten:
λAT =
 
∂T
∂AT
 −1
= T34(1 − rl)σ = .855 W
m2K
λK =
 
∂T
∂K
 −1
= T34(rl − 1)σ = −.855 W
m2K
λS =
 
∂T
∂S
 −1
=
T3 4(1−rl)σ
ts(1−αB) = 1.89 W
m2K.
Das bedeutet,
1. die Oberﬂ¨ achentemperatur des System reagiert empﬁndlicher auf innere Schwan-
kungen als auf den ¨ außeren solaren Einﬂuß (Verh¨ altnis 2.2
1 ).
2. ¨ Anderungen der Konvektion wirken gleich empﬁndlich, nur entgegengesetzt dem
Treibhauseﬀekt (z.B. f¨ uhrt eine ¨ Anderung des konvektiven W¨ armetransports von
1.1% zu einer Temperaturerniedrigung von 2 K).
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Weiterhin zeigen sie, daß verschiedene Antriebe bei gleicher Heizleistung zu verschiede-
nen Wirkungen f¨ uhren k¨ onnen. Das schließt die M¨ oglichkeit ein, daß es eine zu grobe
N¨ aherung ist, einen Wert der Klimasensitivit¨ at f¨ ur alle Antriebe zu verwenden. Der in
dieser Arbeit bestimmte und verwendete Wert von λ = 2.4 W
m2K ist aus Betrachtungen
des Jahresgangs der Temperatur als Folge solarer Strahlung gewonnen. Er muß somit
nicht repr¨ asentativ f¨ ur ¨ Anderungen der Heizleistungen des Treibhauseﬀekts sein. Obige
Betrachtungen legen unter der Annahme, daß λS = 2.4 W
m2K ist, f¨ ur λAT einen Wert von
1.09 W
m2K nahe. Andererseits ergeben die Untersuchungen des Hamburger Max-Planck-
Instituts f¨ ur Meteorologie (s. Kap. 4.1.3) einen Wert von λAT = 2.44 W
m2K unter Ber¨ uck-
sichtigung von Zirkulationseﬀekten, insbesondere also auch der konvektiven K¨ uhlung.
Ein Einﬂuß der ¨ Anderung des Treibhauseﬀekts und der solaren Einstrahlung auf die
Konvektion wurde in obigem Schema nicht ber¨ ucksichtigt. Dies kann die unterschied-
lichen Sensitivit¨ aten gegen¨ uber den verschiedenen Einﬂußgr¨ oßen und den Unterschied
zu den Beobachtungen erkl¨ aren.
Die Betrachtungen dieses Abschnitts haben gezeigt, daß der nat¨ urliche Treibhauseﬀekt
einen wesentlichen Einﬂuß auf das Klima hat. Zus¨ atzlich hat sich gezeigt, daß ¨ Ande-
rungen in der St¨ arke des Treibhauseﬀekts nicht isoliert betrachtet werden d¨ urfen. Man
muß, wenn man realit¨ atsnah bleiben will, auch die dadurch hervorgerufenen Ver¨ ande-
rungen in den anderen Energieﬂ¨ ussen (insbesondere Konvektion) mitber¨ ucksichtigen.
Dies kann mit obigem Schema nicht geleistet werden, wohl aber mit z.T. sehr aufwen-
digen Strahlungs-Konvektions-Modellen (RCM = Radiative-Convective Model). Diese
geben an, wie sich die Gleichgewichtsenergieﬂ¨ usse ¨ andern, wenn die Menge der Treib-
hausgase ver¨ andert wird. Da sich Strahlungs- und Konvektionsprozesse sehr schnell an
ver¨ anderte Bedingungen anpassen, sind die Gleichgewichtsheizleistungen, wie sie aus
RCM-Rechnungen folgen, geeignete Einﬂußgr¨ oßen f¨ ur die Betrachtungen dieser Arbeit.
Der Mensch bringt verschiedene Treibhausgase in die Atmosph¨ are ein, die sich dort
verschieden stark anreichern. Um nun nicht jedes einzelne Treibhausgas untersuchen
zu m¨ ussen, f¨ uhrt man die ¨ Aquivalent-CO2-Konzentration CO2, ¨ Aq. ein. Dabei wird zu
der gemessenen CO2-Konzentration noch ein Wert hinzuaddiert, der die Wirkung der
Summe der anderen Treibhausgase ber¨ ucksichtigt (n¨ aheres siehe IPCC, 1990). RCM-
Rechnungen haben gezeigt, daß die Heizleistung in Abh¨ angigkeit von der ¨ Aquivalent-
CO2-Konzentration in guter N¨ aherung logarithmisch ist. Bayer (1991) hat mehrere
Ans¨ atze miteinander verglichen. Hier wird im weiteren die vom IPCC (Shine,1990)
empfohlene Anpassung von Wigley (1987) verwendet:
∆QCO2, ¨ Aq.(t) = 6.333
W
m2 ln
 
CO2, ¨ Aq.(t)
CO2, ¨ Aq.(0)
 
,f¨ ur CO2, ¨ Aq. < 1000ppm, (5.12)
wobei CO2, ¨ Aq.(0) die CO2, ¨ Aq.-Konzentration zu Beginn der Industrialisierung ist. Man
beachte, daß die logarithmische Beziehung f¨ ur große CO2-Konzentrationen ihre G¨ ultig-
keit verliert. Dies l¨ aßt sich leicht verstehen, wenn man bedenkt, daß bei hohen Konzen-
trationen und bei bestimmten Wellenl¨ angen keine Strahlung mehr durchgelassen wird
und somit eine Erh¨ ohung der Konzentration keine Wirkung mehr machen kann. Das be-
deutet, bei niedrigen Treibhausgaskonzentrationen nimmt die Strahlungswirkung linear
mit der Konzentration zu, bei hohen Konzentrationen l¨ auft sie in eine S¨ attigung. Glei-
chung (5.12) kann nun verwendet werden, um aus gegebenen CO2, ¨ Aq.-Konzentrationen
82auf Heizleistungen zu schließen.
Den zeitlichen Verlauf der CO2, ¨ Aq.-Konzentrationen kann man der Literatur entnehmen.
So haben Neftel et al. (1985) Rekonstruktionen aus Eisbohrkernuntersuchungen vorge-
stellt. Direkte Meßreihen der atmosph¨ arischen Konzentrationen liegen seit 1957 vor
(Keeling und Whorf, 1994). Sch¨ onwiese (1986) gibt eine nichtlineare Regressionsbezie-
hung an, die diese Datens¨ atze optimal verkn¨ upft und hier im weiteren verwendet wird.
Das IPCC (1990) hat mehrere Zukunftsszenarien f¨ ur den Verlauf der Treibhausgaskon-
zentrationen zur Verf¨ ugung gestellt. Damit k¨ onnen Prognosen ¨ uber den menschlichen
Einﬂuß erstellt werden. Hier werden zwei Szenarien verwendet. Das ist einerseits das
Szenario IS90A (“buisseness-as-usual“) und andererseits das Szenario IS90D (drastische
Maßnahmen). F¨ ur die Heizleistung des anthropogenen Treibhauseﬀekts ergibt sich dann
der in Abb. 5.6 dargestellte Verlauf.
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Abbildung 5.6: Zeitlicher Verlauf der Heizleistung des anthropogenen Zusatztreibhausef-
fekts inkl. der zwei Zukunftsszenarien IS90A und IS90D. N¨ aheres s. Text.
5.5 Anthropogener troposph¨ arischer Sulfateinﬂuß
In der troposph¨ arischen Luft beﬁnden sich eine Vielzahl von verschiedenen festen Sub-
stanzen. Diese Aerosolteilchen haben einen direkten Einﬂuß auf die Strahlungsbilanz.
Ihre Strahlungseigenschaften h¨ angen stark von der chemischen Zusammensetzung, Form
und Gr¨ oße ab. Besonders wesentlich ist dabei die Rolle des troposph¨ arischen Sulfats, das
einerseits die solare Strahlung streut und damit die Albedo erh¨ oht (direkter Eﬀekt) und
andererseits als Wolkenkondensationskern dient. Dadurch entstehen bei erh¨ ohter Sul-
fatkonzentration Wolken mit mehr aber kleineren Tropfen. Der Einﬂuß der ver¨ anderten
Wolkentropfenspektren auf den Strahlungshaushalt (indirekter Einﬂuß) ist noch wenig
83erforscht. Jedoch zeigt Twomey (1977) schon Meßergebnisse, die eine Zunahme der Al-
bedo als Folge erh¨ ohten Sulfatgehalts suggerieren. Dabei spielt auch die Albedo des
Untergrunds eine wesentliche Rolle.
Mit Beginn der Industrialisierung hat der Mensch durch die Verbrennung fossiler schwe-
felhaltiger Brennstoﬀe begonnen, in den Aerosolhaushalt einzugreifen. Das durch die
Verbrennung freiwerdende Schwefeldioxid oxidiert in der Atmosph¨ are zu Schwefels¨ aure
und Sulfat. Die St¨ arke des anthropogenen Eintrags und der nat¨ urlichen Quellen sind
in der auf Watson et al. (1990) basierenden Tabelle 5.2 angegeben. Da diese Werte
Tabelle 5.2: Verschiedene atmosph¨ arische Schwefelquellen
Quelle St¨ arke in
Tg S
Jahr
Anthropogene Quellen 80
Biomassenverbrennung 7
Ozeanische Ausgasung 40
Ausgasung aus B¨ oden und Pﬂanzen 10
Vulkanischer Eintrag 10
mit großen Unsicherheiten (30% bei den anthropogenen Quellen und Faktor zwei bei
den nat¨ urlichen Quellen) behaftet sind, kann man aus der Tabelle nur schließen, daß
anthropogene und nat¨ urliche Quellen von der gleichen Gr¨ oßenordnung sind.
Da Sulfataerosole nur eine atmosph¨ arische Verweilzeit von mehreren Wochen haben, un-
terliegt ihre Konzentration starken zeitlichen und r¨ aumlichen Schwankungen. So geben
Galloway et al. (1984) und Rodhe (1976) an, daß die atmosph¨ arischen Sulfatkonzentra-
tionen ¨ uber Europa und Nordamerika seit 1860 um einen Faktor 10 bis 15 zugenommen
haben.
Um die durch das anthropogene Sulfat verursachte Heizleistung anzugeben, wird hier
folgendermaßen vorgegangen:
1. Zun¨ achst wird angenommen, daß die hemisph¨ arisch gemittelte Heizleistung linear
proportional zur hemisph¨ arisch gemittelten Sulfatkonzentration ist. (Diese An-
nahme ist zumindest f¨ ur den direkten Eﬀekt dann gerechtfertigt, wenn die Kon-
zentrationen niedrig genug sind, so daß keine Abschattung stattﬁndet.) Dadurch
ist es ausreichend, die Heizleistung zu einem Zeitpunkt zu kennen, um ¨ uber den
Verlauf der Konzentration auf zur¨ uckliegende Heizleistungen schließen zu k¨ onnen.
Im IPCC Strahlungreport (IPCC, 1994) wird f¨ ur das Jahr 1988 der direkte Eﬀekt
mit −.25 W
m2 bis −.9 W
m2 angegeben. ¨ Uber den indirekten Eﬀekt liegen keine gesi-
cherten Erkenntnisse vor. Er wird hier deshalb vernachl¨ assigt. F¨ ur das Jahr 1988
wird eine mittlere Heizleistung von −.5 W
m2 angenommen. Damit ist der Fehler von
der Gr¨ oßenordnung Faktor 2.
2. Da die atmosph¨ arische Verweilzeit des Aerosols sehr kurz ist, kann die Konzentra-
tion linear proportional zur Emission gesetzt werden. Den zeitlichen Verlauf der
anthropogenen Emission seit 1860 geben Dignon und Hameed (1995) an.
Damit sind alle Voraussetzungen erf¨ ullt, um den zeitlichen Verlauf der Heizleistung
84zu bestimmen. Dieser (und ein Zukunftsszenario der gleichen Autoren) ist in Abb. 5.7
dargestellt.
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Abbildung 5.7: Zeitlicher Verlauf der Heizleistung des anthropogenen Sulfats inkl. Zu-
kunftsszenario (berechnet nach Konzentrationsangaben von Dignon und Hameed, 1995).
Durchgezogene Linie: global. Unterbrochene Linie: s¨ udhemisph¨ arisch. Gepunktete Linie:
nordhemisph¨ arisch.
Dieses Zukunftsszenario geht von einem weiteren Anstieg der Emissionen aus. Wigley
(1991) hat sich mit der Frage besch¨ aftigt, was passieren w¨ urde, wenn die Verbrennung
fossiler Brennstoﬀe gesenkt w¨ urde. Als Folge w¨ urde die Sulfatkonzentration wegen der
kurzen Verweilzeit schnell zur¨ uckgehen, die CO2-Konzentration hingegen wegen der lan-
gen Verweilzeit nur langsam. Dies h¨ atte zur Folge, daß die anthropogene K¨ uhlung sofort,
die anthropogene Heizung aber erst Dekaden sp¨ ater verringert w¨ urde. Somit w¨ urde eine
Verringerung der Verbrennung fossiler Brennstoﬀe zun¨ achst zu einer verst¨ arkten Heiz-
leistung f¨ uhren.
Im Zusammenhang mit dem Sulfataerosol sei hier noch auf einen m¨ oglichen Regelkreis
hingewiesen, der von Charlson et al. (1987) vorgestellt wurde. Die bedeutendste nat¨ urli-
che Sulfatquelle ist die Phytoplanktonaktivit¨ at im Ozean. Das Phytoplankton erzeugt
Dimethylsulﬁd (DMS), das zu SO2 oxidiert und schließlich zu Sulfat. Nun ist die Phyto-
panktonaktivit¨ at stark von der Temperatur abh¨ angig, d.h. je w¨ armer es ist, desto mehr
k¨ uhlendes Sulfat produziert die Natur (und umgekehrt). Dadurch kann sich das System
auf der Zeitskala von Jahrzehnten aufw¨ arts selbst stabilisieren.
Hypothesen dieser Art, die der Selbstregulation der Natur vertrauen, heißen Gaia-
Hypothesen (s. Lovelock, 1988; Watson und Lovelock, 1983). Falls sie richtig sind, sind
die Betrachtungen dieser Arbeit wertlos (wie auch die wesentlich aufwendigeren Zirku-
lationsmodelle, die keine biosph¨ arischen R¨ uckkopplungen enthalten), denn es handelt
85sich dabei um genau jene Art von R¨ uckkopplungen die hier ausgeschlossen wurden (s.
Kap. 4.1.3).
5.6 Vergleich der verschiedenen externen Antriebe
Die vier vorgestellten externen Antriebe unterscheiden sich voneinander sowohl in ih-
rer zeitlichen Struktur als auch in ihren Amplituden. F¨ ur die weitere Verwendung zur
Analyse des beobachteten Temperaturverlaufs ist der Zeitraum, in dem sowohl alle Ein-
ﬂußgr¨ oßen als auch die Temperatur bekannt sind, von Interesse. Dies ist der Zeitraum
von 1866 bis 1994. Tabelle 5.3 zeigt die Spannen und die minimalen und maximalen
St¨ orheizleistungen der verschiedenen Antriebe f¨ ur diesen Zeitraum.
Tabelle 5.3: Vergleich der verschiedenen externen Antriebe (St¨ orheizleistungen in
W/m2).
externer Antrieb r¨ aumliche Minimum Maximum Spanne zeitliche
Skala Charakteristik
solare global -.044 .174 .218
Schwankungen nordhem. -.044 .174 .218 ﬂuktuierend
s¨ udhem. -.044 .174 .218
vulkanischer global -2.161 -.000 2.161
Einﬂuß nordhem. -3.058 -.000 3.058 episodisch
s¨ udhem. -2.238 -.000 2.238
anthropogene global .277 2.518 2.241
Treibhausgase nordhem. .277 2.518 2.241 progressiv steigend
s¨ udhem. .277 2.518 2.241
anthropogenes global -.520 -.005 .516
Sulfat nordhem. -.900 -.009 .891 monoton fallend
s¨ udhem. -.141 0.0 .141
Aus Tabelle 5.3 kann man die folgenden Informationen entnehmen. Zun¨ achst sieht
man, daß der solare Einﬂuß und der anthropogene Treibhausgaseinﬂuß global wirken,
w¨ ahrend der vulkanische Einﬂuß und der anthropogene Sulfateinﬂuß r¨ aumliche Struk-
turen aufweisen. Der solare Antrieb ist nicht r¨ aumlich strukturiert, da Schwankungen in
der solaren Strahlung das Strahlungsangebot auf der gesamten Erde in gleichem Maße
ver¨ andern. Der anthropogene Treibhausgaseinﬂuß ist nicht r¨ aumlich strukturiert, da die
Aufenthaltszeit der Treibhausgase in der Atmosph¨ are sehr groß ist, so daß sich die lo-
kal produzierten anthropogenen Treibhausgase gleichm¨ aßig ¨ uber den gesamten Globus
ausbreiten k¨ onnen. V¨ ollig anders ist es beim vulkanischen Einﬂuß, der in unmittelbarer
Umgebung eines explosiven Vulkanausbruchs am st¨ arksten ist. Daher haben die he-
misph¨ arischen St¨ orheizleistungen auch einen gr¨ oßeren Betrag, als die global gemittelte
St¨ orheizleistung. Der anthropogene Sulfateﬀekt wirkt haupts¨ achlich nordhemisph¨ arisch,
da die meisten Quellen des anthropogenen Sulfats in den Industriegebieten auf der
Nordhemish¨ are zu ﬁnden sind und die atmosph¨ arische Verweilzeit des troposph¨ arischen
Sulfats gering ist (mehrere Wochen).
86Betrachtet man die Spannen zwischen den jeweils h¨ ochsten und niedrigsten Werten der
verschiedenen Einﬂußgr¨ oßen im Untersuchungszeitraum, so kann man folgende Hier-
archie aufstellen: Den st¨ arksten Einﬂuß haben der Vulkanismus und der anthropoge-
ne Treibhauseﬀekt, gefolgt vom anthropogenen Sulfateﬀekt und schließlich der solare
Einﬂuß, der mit zwei Zehntel W/m2 am geringsten ist. Dieser geringe solare Antrieb
ist in guter ¨ Ubereinstimmung mit dem von Wigley und Raper (1990b) angegebenen
Wert von .19W/m2 und liegt in der vom IPCC (Houghton, 1992) angegebenen Spanne
von .1 − .5W/m2. Die hier angegebene Hierarchie der Einﬂ¨ usse ist eine grobe Betrach-
tung, denn sie vernachl¨ assigt die zeitliche Charakteristik der verschiedenen Antriebe.
W¨ ahrend die nat¨ urlichen Antriebe im wesentlichen episodisch sind, sind die anthropoge-
nen Antriebe im wesentlichen progressiv, d.h. sie weisen einen mit der Zeit zunehmenden
Trend auf. Dieser Unterschied ist wesentlich, denn gem¨ aß Abb. 4.5 reagiert das Klima-
system auf hochfrequente Antriebe weniger sensibel als auf niederfrequente Antriebe.
Im n¨ achsten Kapitel werden die Temperaturreaktionen der Modelle (s. Kap. 4) auf die
Antriebe vorgestellt und diskutiert. Wesentlich ist dabei die Frage, ob diese externen
Einﬂußgr¨ oßen ausreichen, um den Verlauf der Temperatur im Untersuchungszeitraum
von 1866 bis 1994 zu erkl¨ aren.
87Kapitel 6
Signalanalyse und Prognose
6.1 Analyse der globalen Mitteltemperatur
Die globale Mitteltemperatur der bodennahen Luft ist keine reine Meßgr¨ oße. Sie muß
mit Hilfe von aufwendigen Verfahren aus Stationsmessungen hergeleitet werden. Bevor
nun der Versuch unternommen werden kann, mit dem in Kap. 4 beschriebenen Modell
die Variation der globalen Mitteltemperatur zu erkl¨ aren, muß man sich bewußt machen,
worum es sich bei der global gemittelten Temperatur handelt.
6.1.1 Die globale Mitteltemperatur
Was in dieser Arbeit globale Mitteltemperatur genannt wird, ist eigentlich eine “global
und j¨ ahrlich gemittelte Anomalie der beobachteten bodennahen Lufttemperatur“. Nur
weil dieser Ausdruck so umst¨ andlich ist, wird, wo keine Verwechslungen zu erwarten
sind, der wesentlich handlichere Ausdruck ”globale Mitteltemperatur“ verwendet.
Bei der Bestimmung der globalen Mitteltemperatur k¨ onnen folgende Fehlerquellen auf-
treten:
a) statistische Meßfehler
b) systematische Meßfehler
c) r¨ aumliche Repr¨ asentanzprobleme
d) zeitliche Inhomogenit¨ aten und
e) Abh¨ angigkeit der Ergebnisse von der Art der Mittelung.
Zu a) Die statistischen Meßfehler kann man mit Hilfe der Gaußschen Fehlerfortpﬂanzung
leicht absch¨ atzen, und zeigen, daß sie ohne Bedeutung sind. Aus der Mittelung
¨ uber mehrere hundert bis mehrere tausend Stationen, an denen wiederum mehr-
mals t¨ aglich gemessen wird, resultiert ein statistischer Meßfehler von weniger als
.007K, wenn man einen relativ großen Standardfehler von .2K f¨ ur die Einzelmes-
sung voraussetzt.
88Zu b) Der systematische Meßfehler ist dann ohne Bedeutung, wenn er erstens zeitlich
konstant ist und man sich zweitens nur f¨ ur Temperaturanomalien interessiert,
d.h. f¨ ur die Frage, um wieviel Kelvin es in einem Jahr w¨ armer oder k¨ alter war
als im Vorjahr, nicht aber wie warm es im globalen Mittel in einem bestimmten
Jahr war. F¨ ur die Erkl¨ arung der Temperaturanomalien ist er dann ohne Einﬂuß.
Leider kann die zeitliche Konstanz der systematischen Meßfehler (insbesondere bei
Schiﬀsmessungen) nicht ohne weiteres angenommen werden (Parker et al., 1995),
weshalb zeitliche Inhomogenit¨ aten in den Meßreihen auftreten k¨ onnen (siehe unter
d).
Zu c) Die r¨ aumliche Repr¨ asentanz ist eines der gr¨ oßten Probleme bei der Bestimmung
der globalen Mitteltemperatur. Einerseits ist die Temperatur ein Klimaparame-
ter mit relativ hoher r¨ aumlicher Repr¨ asentanz (im Gegensatz zum Niederschlag
zum Beispiel), andererseits war das Meßnetz zu Beginn des Untersuchungszeit-
raums (Mitte des letzten Jahrhunderts) mit etwa 300 Stationen noch ausgespro-
chen weitmaschig. So liegen aus dem letzten Jahrhundert keine kontinuierlichen
Messungen aus sehr d¨ unn bis gar nicht besiedelten, aber sehr großen Gebieten
vor (z.B. Himalaya, Ozeane, Antarktis). Man kann trotzdem eine global gemittel-
te Temperaturanomalie berechnen, wenn man annimmt, daß ¨ Anderungen in der
r¨ aumlichen Struktur des Temperaturfeldes wesentlich geringer sind als zeitliche
¨ Anderungen. Im Extremfall, in dem es in einer Region, f¨ ur die keine Messungen
vorliegen, immer systematisch w¨ armer bzw. k¨ alter ist als dort, wo Messungen
vorliegen, geht durch die Nichtbeachtung dieser Region keine Information f¨ ur die
Anomalien verloren.
Zu d) Zeitliche Inhomogenit¨ aten k¨ onnen in den Meßreihen aus folgenden Gr¨ unden ent-
stehen:
– Stationsverlegung
– Ver¨ anderungen in der Umgebung der Station (z.B. st¨ adtische W¨ armeinsel,
Vegetations¨ anderung)
– Ver¨ anderungen des Meßvorgangs (z.B. Zeitpunkt der Messung)
– Ver¨ anderungen in der Meßapperatur
Solche Inhomogenit¨ aten k¨ onnen mit Hilfe von Homogenit¨ atstests bzw. anhand
von Stationstageb¨ uchern aufgesp¨ urt werden (s. z.B. Rapp und Sch¨ onwiese, 1995).
Zu e) Die Art der Mittelung ist vor allem deswegen ein Problem, weil sich die Stations-
dichte im Untersuchungszeitraum um etwa den Faktor 10 ge¨ andert hat. Es kann
deshalb nicht einfach ein arithmetisches Mittel aus allen Stationswerten gebildet
werden. Stattdessen werden von verschiedenen Autoren die Stationsdaten auf un-
terschiedliche Gitterpunktnetze ¨ ubertragen. Dabei wenden die Autoren verschie-
dene (Interpolations-) Verfahren an. Es soll hier nicht auf diese unterschiedlichen
Vorgehensweisen eingegangen werden. Ein ¨ Uberblick und Vergleich ﬁndet sich bei
Gunst et al. (1993). In dem Tabellenwerk Trends ’93 (Boden et al., 1994) sind die
aktuellen Versionen der drei bekanntesten derartigen Temperaturreihen (Jones et
al. (J), 1994; Wilson und Hansen (H), 1994 und Vinnikov et al. (V), 1994), sowie
weitere Informationen ¨ uber die jeweils verwendeten Verfahren zusammengetragen.
89Abb. 6.1 zeigt den Verlauf dieser drei Reihen f¨ ur den Zeitraum von 1881 bis 1985.
Man sieht, daß sie sich sehr ¨ ahnlich sind, was sich in großen Korrelationskoeﬃzi-
enten (r(J/H) = .91, r(J/V) = .93 und r(H/V) = .98) zeigt. Die Unterschiede sind
im wesentlichen bei den hohen Frequenzen zu ﬁnden. Wegen der großen ¨ Ahnlich-
keit und wegen der guten Verf¨ ugbarkeit der Daten von Jones et al. bis 1994 wird
f¨ ur die folgenden Untersuchungen dieser Reihe der Vorzug gegeben.
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Abbildung 6.1: Verlauf der j¨ ahrlichen globalen Mitteltemperaturanomalie von 1881 bis
1985 nach drei Autoren. Durchgezogene Linie: Jones et al. (1994); unterbrochene Linie:
Wilson und Hansen (1994); gepunktete Linie: Vinnikov et al. (1994).
ENSO-Korrektur
Die globale Mitteltemperatur wird von externen Antrieben und internen Wechselwir-
kungen bestimmt (s. Kap. 5.1). Eine interne Wechselwirkung zwischen bodennaher Luft-
temperatur und ozeanischer Oberﬂ¨ achentemperatur ist der ENSO-Zyklus (s. z.B. Arntz
und Fahrbach, 1991). Zahlreiche Autoren haben versucht, diesen internen Prozeß zu be-
schreiben bzw. zu erkl¨ aren (eine ¨ Ubersicht ﬁndet sich bei Latif et al., 1994). Zwar ist es
dabei gelungen, eine qualitative Vorstellung des Prozesses zu erhalten, nicht aber eine
quantitative Beschreibung, die es erm¨ oglicht, diesen Prozeß eindeutig mit Schwankungen
in der globalen Mitteltemperatur in Verbindung zu bringen. Um ihn in der Signalana-
lyse (bzw. Signaltrennung) trotzdem zu erfassen, hat Jones 1988 eine einfache ENSO-
Korrektur vorgeschlagen. Sie basiert auf der Annahme, daß die Wechselwirkung zwi-
schen ENSO und der globalen Mitteltemperatur (sowie der Hemisph¨ arentemperaturen)
in einem linearen Zusammenhang zwischen dem hochfrequenten Anteil der Temperatur
und dem Southern-Oscillation-Index (SOI) sichtbar wird. Mit dieser Annahme wird ei-
ne ENSO-Korrektur nach Jones vorgenommen, indem eine lineare Regression zwischen
90SOI und dem zehnj¨ ahrig Gauß-hochpaßgeﬁlterten Anteil der Temperatur durchgef¨ uhrt
wird. Der durch diese Regression mit SOI in Verbindung gebrachte Anteil der hochpaß-
geﬁlterten Temperatur wird von der globalen Mitteltemperatur abgezogen. Dadurch
entsteht eine ENSO-bereinigte Mitteltemperatur, die durch die in Kap. 5 besprochenen
externen Antriebe und einem Klimarauschen erkl¨ arbar sein sollte. Dies ist das Thema
der zwei n¨ achsten Abschnitte.
6.1.2 Wirkung der externen Antriebe
Da das in Kap. 4 vorgestellte Modell linear ist, gilt das Superpositionsprinzip, d.h.
alle Antriebe k¨ onnen einzeln verarbeitet werden. Dadurch kann jedem Antrieb ein ent-
sprechender Temperaturverlauf zugeordnet werden. F¨ ur die in Kapitel 5 vorgestellten
Antriebe sind die zugeh¨ origen Temperaturverl¨ aufe in Abbildung 6.2 dargestellt. Zus¨ atz-
lich ist in dieser Abbildung der ENSO-zugeordnete Temperaturverlauf eingezeichnet.
Tabelle 6.1 enth¨ alt dazu die jeweiligen Temperatursignale, d.h. die Spanne zwischen
dem niedrigsten und h¨ ochsten im betrachteten Zeitintervall vorkommenden Tempera-
turwert, der durch die Variation des jeweils simulierten Antriebs zustandekommt. Man
sieht sehr deutlich, daß die Wirkung des solaren Antriebs sehr klein ist, w¨ ahrend die
anderen Antriebe eine deutlich sichtbare Wirkung hervorrufen.
Tabelle 6.1: EBM-Temperatursignale f¨ ur verschiedene Antriebe.
Einﬂuß Wertespanne der Modelltemperatur in K
Anthropogene Treibhausgase .74
Anthropogener Sulfateinﬂuß .13
Vulkanismus .26
Solarer Einﬂuß .04
ENSO .17
Wie sieht aber nun der vom Modell berechnete Verlauf der Temperatur des Untersu-
chungszeitraums als Wirkung aller verwendeten Einﬂußgr¨ oßen aus? Wiederum wegen
des Superpositionsprinzips ist dies einfach die Summe aller Einzelsignale, wie sie in Abb.
6.3 dargestellt ist. Da mit dem Modell nur Abweichungen vom Gleichgewicht berechnet
werden k¨ onnen, l¨ aßt sich der Verlauf der Summe der Einzelsignale auf einen beliebigen
Wert normieren. Auch der beobachtete Temperaturverlauf gibt nur Anomalien wieder,
die auf einen beliebigen Wert bezogen werden k¨ onnen. In Abb. 6.3 sind beide Zeitreihen
so normiert, daß ihre Mittelwerte null sind. Aus dieser Abbildung wird deutlich, daß
das Modell den niederfrequenten Anteil der beobachteten Temperatur (bezogen auf das
Beobachtungsintervall) recht gut widergibt, nicht aber den hochfrequenten Anteil. Dies
suggeriert zwei zusammenh¨ angende Vermutungen. Erstens kann man annehmen, daß
alle externen Einﬂußgr¨ oßen mit einer ausgepr¨ agten niederfrequenten zeitlichen Struk-
tur erfaßt wurden und zweitens legt dies nahe, daß das Residuum aus beobachteter und
berechneter Temperatur als Rauschen anzusehen ist. Diese Annahmen sind nur gerecht-
fertigt, wenn bestimmte Bedingungen erf¨ ullt sind (s. Kap. 2). Im n¨ achsten Abschnitt
wird gepr¨ uft, ob das der Fall ist.
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Abbildung 6.2: Temperaturreaktion des Modells auf verschiedene Antriebe im Unter-
suchungszeitraum von 1866 bis 1994. Gepunktete Linie: anthropogener Treibhausgas-
antrieb, Strichpunktlinie: anthropogener Sulfateinﬂuß, gestrichelte Linie: vulkanischer
Einﬂuß, durchgezogene Linie: solarer Einﬂuß. Zus¨ atzlich ist oben die ENSO-zugeordnete
Temperaturvariation eingetragen (wegen der ¨ Ubersichtlichkeit um .5 K erh¨ oht).
6.1.3 Klimarauschen
Klimarauschen kann durch eine Vielzahl interner Prozesse, oder externer Antriebe er-
zeugt werden, die durch ihre ¨ Uberlagerung entsprechend dem zentralen Grenzwertsatz
als Gaußscher weißer Antrieb aufgefaßt werden k¨ onnen. Es wird nun untersucht, ob
das Residuum aus berechnetem und gemessenem Temperaturverlauf als Klimarauschen
aufgefaßt werden darf. Dies ist nur dann m¨ oglich, wenn es keine Eigenschaften hat, die
der zugrundeliegenden Dynamik widersprechen. Das bedeutet, das Residuum muß durch
das Modell und Gaußschen weißen Antrieb rekonstruiert werden k¨ onnen. Da das Modell
linear ist, muß das Residuum demnach Gauß-verteilt sein. Um dies zu testen, wurde eine
Klasseneinteilung nach Sturges (s. z.B. Sachs, 1978) durchgef¨ uhrt, eine Gauß-Verteilung
angepaßt und mit Hilfe des χ2-Tests die G¨ ute der Anpassung ¨ uberpr¨ uft (s. Abb. 6.4).
Alternativ dazu wurde ein Kolmogoroﬀ-Smirnoﬀ-Test durchgef¨ uhrt (zu den Tests siehe
z.B. Bosch, 1987), der zwei wesentliche Vorteile gegen¨ uber dem χ2-Test hat: Zum einen
ist dieser Test nicht so anf¨ allig gegen¨ uber kleinen Schwankungen in den Randbereichen
der Verteilung und zum anderen ist er nicht klassenorientiert, d.h. er beruht auf der vol-
len Information der einzelnen Werte. Die Wahrscheinlichkeit, daß das Residuum nicht
Gauß-verteilt ist, liegt nach dem Kolmogoroﬀ-Smirnoﬀ-Test unter 2 %.
Die sukzessiv-analytische L¨ osung des Modells (Glg. (4.37)) ist aus der Sicht der Si-
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Abbildung 6.3: Verlauf der berechneten (gepunktete Linie) und beobachteten (durchge-
zogene Linie) ENSO-korrigierten Temperatur (1866 bis 1994).
gnalverarbeitung ein rekursiver Filter. Wendet man einen solchen Filter auf Gaußsches
weißes Rauschen an, so erh¨ alt man einen autoregressiven Moving-Average Prozeß zwei-
ter Ordnung, abgek¨ urzt ARMA(2,2)-Prozeß (s. Kap. 2). Dies bedeutet, daß sowohl die
Temperatur als auch die Antriebe der zwei vorhergehenden Jahre direkt auf den aktu-
ellen Jahresmittelwert einwirken. Der durch Glg. (4.37) und Gaußschen weißen Antrieb
dargestellte ARMA-Prozeß ist station¨ ar. Dies kann man aus der Stabilit¨ at des Glei-
chungssystems (4.1) bis (4.3) vermuten, aber auch explizit zeigen (s. Anhang D.1). Wenn
also das Residuum aus beobachteter und berechneter Temperatur mit der Dynamik kon-
sistent sein soll, muß es auch station¨ ar sein. Dazu m¨ ussen folgende drei Bedingungen
erf¨ ullt sein:
• Mittelwertstationarit¨ at
• Varianzstationarit¨ at
• Autokovarianzstationarit¨ at
Um Mittelwert- und Varianzstationarit¨ at zu testen, wird der Untersuchungszeitraum
von 129 Jahren in drei gleich lange Intervalle der L¨ ange 43 Jahre eingeteilt und f¨ ur
jedes Intervall der Mittelwert und die Varianz berechnet (Tabelle 6.2). Anschließend
wird getestet, ob die Hypothese, daß alle drei empirischen Mittelwerte und Varianzen
aus der gleichen Grundgesamtheit kommen, abgelehnt werden muß (t-Test bei Mit-
telwerten, F-Test bei Varianzen; s. z.B. Sch¨ onwiese, 1992). Dabei zeigt sich f¨ ur alle
Kombinationen, daß sich weder die Mittelwerte noch die Varianzen signiﬁkant (d.h. mit
einer Wahrscheinlichkeit von 90 %) unterscheiden.
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Abbildung 6.4: Verteilung des Residuums aus beobachteter und berechneter Temperatur
und angepaßte Gauß-Verteilung.
Tabelle 6.2: Mittelwert und Varianz der Subintervalle des Residuums
Intervall 1 Intervall 2 Intervall 3
Mittel [K] -.0288 .0101 .0188
Varianz [K2] .01047 .01151 .01149
Betrachtet man die Mittelwerte der Intervalle, so sieht man, daß diese systematisch
mit der Zeit zunehmen. Dies deutet auf einen Unterschied im linearen Trend von Mo-
delltemperatur und Beobachtung hin. Eine lineare Regression zeigt, daß der Trend der
Modelltemperatur tats¨ achlich um 5.85 10−4 K
Jahr niedriger liegt, als der der beobachte-
ten (ENSO-korrigierten) Temperatur. Er ist damit um etwa 12.7 % kleiner als dieser.
Der Test auf Autokovarianzstationarit¨ at ist wesentlich komplizierter, da die Zeitreihe zu
kurz ist, um signiﬁkante Aussagen ¨ uber m¨ ogliche noch bestehende zeitliche Strukturen
des Residuums zu erlauben. Zudem ist die Sch¨ atzfunktion f¨ ur die Autokovarianz nicht
erwartungstreu. Betrachtet man die zeitliche Struktur mit bloßem Auge (s. Abb. 6.5), so
erscheint sie recht homogen. Die Autokorrelation zur Verschiebung eins f¨ ur die ersten 64
Jahre und die letzten 64 Jahre sind .3918 und .4001. Sie sind damit nicht unterscheidbar.
Autokorrelationen bei gr¨ oßeren Zeitverschiebungen zeigen kein so einheitliches Verhal-
ten mehr, sind aber auch nicht mehr signiﬁkant von null zu unterscheiden, wie Abb. 6.6
zeigt. Die Schwankungen der Autokorrelationsfunktion f¨ ur Zeitverschiebungen gr¨ oßer
als ca. 30 Jahre stammen von der geringen Menge an unabh¨ angigen Intervallen dieser
L¨ ange und d¨ urfen daher nicht interpretiert werden. Die Annahme der Autokovarianz-
stationarit¨ at ist damit zwar nicht auf Signiﬁkanz getestet, aber doch plausibel.
Aus dem strukturlosen Verlauf der Autokorrelationsfunktion kann man annehmen, daß
das Residuum die Wirkung von zahlreichen sich zu Gaußschem weißen Rauschen ¨ uber-
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Abbildung 6.5: Residuum aus beobachtetem und berechnetem Temperaturverlauf und des-
sen zehnj¨ ahrige Gaußsche Tiefpaßﬁlterung (von 1866 bis 1994).
lagernden und nicht explizit ber¨ ucksichtigten externen Antrieben ist. Diese k¨ onnten
z.B. durch Schwankungen in der Wolkenbedeckung oder im Wasserdampfgehalt der At-
mosph¨ are, aber auch durch (relativ) hochfrequente Schwankungen in der solaren Ein-
strahlung begr¨ undet sein. Damit die Standardabweichung des Residuums von .107 K
rekonstruiert werden kann, muß der Rauschantrieb eine Standardabweichung von .781
W
m2 haben (s. Anh. D.2). Alternativ dazu k¨ onnte man auch annehmen, daß das Residu-
um durch interne Prozesse (z.B. Schwankungen in den Ozeanstr¨ omungen) verursacht
wird. Solche internen Schwankungen k¨ onnen in dem Modell repr¨ asentiert werden, in-
dem man die Mischungsschicht mit einem Rauschen antreibt. Die Struktur der L¨ osungen
ver¨ andert sich dadurch nicht. Die Standardabweichung des Rauschantriebs m¨ ußte dann
jedoch deutlich gr¨ oßer sein, n¨ amlich 1.38 W
m2, um die gleiche Standardabweichung des
atmosph¨ arischen Temperaturrauschens von .107 K zu erzeugen. Dies liegt an der ther-
mischen Tr¨ agheit der Mischungsschicht und dem W¨ armeaustausch mit der Atmosph¨ are.
Es erscheint realistisch, daß sich das Residuum aus der ¨ Uberlagerung eines externen und
eines internen Rauschantriebs darstellen l¨ aßt. Schreibt man f¨ ur den externen Rauschan-
trieb σ1 η1 und f¨ ur den internen Rauschantrieb σ2 η2 (wobei σ1 und σ2 die Standardab-
weichungen der Rauschantriebe sind), so kann man die Gleichungen (4.1) bis (4.3) wie
folgt umformulieren:
ca ˙ Ta = −λam(Ta − Tm) − λTa + σ1η1 (6.1)
cm ˙ Tm = λam(Ta − Tm) − λmo(Tm − To) + σ2η2 (6.2)
co ˙ To = λmo(Tm − To) (6.3)
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Abbildung 6.6: Gesch¨ atzte Autokorrelationsfunktion des Residuums, dessen 99%-
Konﬁdenzintervall (gepunktete Linien) und Autokorrelationsfunktionen des ARMA-
Prozesses bei reinem Rauschantrieb auf die ozeanische Mischungsschicht (gestrichelte
Linie) und reinem Rauschantrieb auf die Atmosph¨ are (Strich-Punkt-Linie).
Analog zu Glg. (4.37) folgt daraus der stochastische Prozeß
Ta,n = p1 Ta,n−1 + p2 Ta,n−2
+ q1,0 σ1 η1,n + q1,1 σ1 η1,n−1 + q1,2 σ1 η1,n−2
+ q2,0 σ2 η2,n + q2,1 σ2 η2,n−1 + q2,2 σ2 η2,n−2,
(6.4)
wobei p1 und p2 die gleichen Zahlenwerte haben wie in Glg. (4.37). Die q1,i haben
die Zahlenwerte der qi/λ. F¨ ur die q2,i folgt q2,0 = 3.0459   10−2 K m2
W , q2,1 = −2.1598  
10−3 K m2
W und q2,2 = −2.6256   10−2 K m2
W .
Dabei sind alle Kombinationen von Zahlenwerten f¨ ur σ1 und σ2 denkbar, die die Bedin-
gung erf¨ ullen, daß die Standardabweichung des Residuums rekonstruiert wird. Demnach
sind die oben angegebenen Werte f¨ ur externe und interne Rauschantriebe Extremwerte.
Weiterhin m¨ ußte das Modell in der Lage sein, die Autokorrelationsfunktion des Resi-
duums zu rekonstruieren. Allgemein kann ein ARMA(2,2)-Prozeß zu zyklischen Auto-
kovarianzfunktionen f¨ uhren (s. Schlittgen und Streitberg, 1994). In Anhang D.1 wird
gezeigt, daß die rekursive Klimagleichung bei den hier verwendeten physikalischen Pa-
rametern nicht zu einer zyklischen Autokovarianzfunktion f¨ uhrt. Die Autokorrelations-
funktionen bei reinem externen bzw. reinem internen Antrieb k¨ onnen, wie in Anhang
D.2 gezeigt, berechnet werden. Sie sind zusammen mit der gesch¨ atzten Autokorrela-
tionsfunktion des Residuums in Abb. 6.6 dargestellt. Man sieht deutlich, daß die mo-
96dellierten Autokovarianzen bei Zeitverschiebungen zwischen einem und vier bzw. f¨ unf
Jahren nicht mit der gesch¨ atzten Autokorrelationsfunktion des Residuums vertr¨ aglich
sind. Dies deutet darauf hin, daß der hochfrequente Anteil des Residuums nicht gut
modelliert wird. Man kann andererseits aber auch fragen, wie genau der hochfrequente
Anteil in der Beobachtung bestimmt ist. Betrachtet man die drei verschiedenen Ver-
sionen der globalen Mitteltemperatur, die in Abb. 6.1 dargestellt sind, so sieht man,
daß diese insbesondere im hochfrequenten Anteil deutlich voneinander abweichen. Dem
zufolge scheint die Aufbereitung von den gemessenen Datenreihen zur globalen Mit-
teltemperatur zu Ungenauigkeiten, insbesondere im hochfrequenten Anteil, zu f¨ uhren.
Dies entspricht einer ¨ Uberlagerung von weißem Rauschen, das die Autokorrelation bei
geringen Zeitverschiebungen durch den Aufbereitungsprozeß verringert. Es ist deshalb
keine Unzul¨ anglichkeit, daß die Autokorrelationsfunktion des Modellrauschens f¨ ur kleine
Zeitverschiebungen gr¨ oßer ist als die des Residuums.
Den Untersuchungen dieses Abschnitts zufolge kann das Residuum aus beobachtetem
und berechnetem Temperaturverlauf nicht von einem station¨ aren Klimarauschen unter-
schieden werden. Dadurch kann die beobachtete Temperaturreihe vollst¨ andig beschrie-
ben werden als Reaktion auf externe Antriebe und einem Klimarauschen mit der Stan-
dardabweichung .107 K. Die Kenntnis des Klimarauschens ist von großer Bedeutung f¨ ur
die Untersuchung der Signiﬁkanz des anthropogenen Einﬂusses (vergl. Abschnitt 6.1.4).
Betrachtet man den zehnj¨ ahrig tiefpaßgeﬁlterten Verlauf des Residuums, so erkennt
man auch auf dieser Zeitskala noch deutliche Variationen. Solche Variationen sind als
“interdecadal variability“ bekannt. In den letzten Jahren versuchen einige Arbeitsgrup-
pen diese “interdecadal variability“ mit Hilfe von Zirkulationsmodellen zu beschreiben
(s. z.B. Storch, 1994 und Latif et al., 1996). Entsprechend den Untersuchungen dieses
Abschnitts kann sie aber auch durch Rauschantriebe auf ein sich linear verhaltendes
aber tr¨ ages Klima interpretiert werden.
6.1.4 Signiﬁkanz des anthropogenen Einﬂusses
Die Frage, ob ein anthropogener Einﬂuß signiﬁkant in den Beobachtungsdaten zu er-
kennen ist, wird als “Detektionsproblem des anthropogenen Einﬂusses“ bezeichnet. Sie
wurde schon von mehreren Arbeitsgruppen bearbeitet (s. IPCC, 1996). Das Detektions-
problem wird gew¨ ohnlich folgendermaßen angegangen: Mittels GCM-Rechnungen wird
eine Modellprognose f¨ ur den anthropogenen Einﬂuß (z.B. mit dem IPCC-Treibhausgas-
Trend-Szenario IS90A) durchgef¨ uhrt. Dabei berechnen GCMs globale Felder von zahl-
reichen Klimavariablen. Die zeitliche Entwicklung der Struktur solcher Felder kann dann
als Fingerabdruck des anthropogenen Einﬂusses interpretiert werden. Andererseits kann
man ein Zirkulationsmodell ohne anthropogenen Einﬂuß betreiben und den zeitlichen
Verlauf der Felder der Klimavariablen als internes Klimarauschen interpretieren. Im
dritten Schritt kann dann getestet werden, ob der zeitliche Verlauf von beobachteten
Feldern der Klimavariablen ¨ uberzuf¨ allig gut mit dem anthropogenen Fingerabdruck
¨ ubereinstimmt. Diese Strategie hat grunds¨ atzlich folgende Schw¨ achen:
• Voraussetzung ist, daß die Modellrechnungen den anthropogenen Einﬂuß auf die
Zukunft von Feldern der Klimavariablen realistisch berechnen. Dagegen haben Cu-
basch et al. (1994) gezeigt, daß vier verschiedene Simulationen mit dem gleichen
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strukturen f¨ uhren. Die Anfangsbedingungen waren dabei alle aus dem nat¨ urlichen
Klimarauschen entnommen. Die verschiedenen prognostizierten Felder schwank-
ten in der Struktur und der Amplitude in der gleichen Gr¨ oßenordnung wie das
nat¨ urliche Klimarauschen. Damit ist der Fingerabdruck nicht eindeutig.
• Die nat¨ urliche Klimavariabilit¨ at wird mit sogenannten Kontroll¨ aufen berechnet,
bei denen das Modell ohne irgendwelche Antriebe betrieben wird. Dabei l¨ aßt sich
nicht zwischen den physikalischen, den numerischen und den durch die Art der Pa-
rametrisierungen und deren Kopplung hervorgerufenen Variationen unterscheiden.
Sie sind daher nicht uneingeschr¨ ankt als nat¨ urliche Variabilit¨ at zu interpretieren.
• Die Kontroll¨ aufe sind i.A. zu kurz, um deren statistische Eigenschaften direkt zu
berechnen. Deshalb werden sie als Realisation von stochastischen Prozessen auf-
gefaßt. Die statistischen Eigenschaften eines angepaßten stochastischen Prozesses
werden dann als statistische Eigenschaften der nat¨ urlichen Klimavariabilit¨ at in-
terpretiert. Diese statistischen Eigenschaften h¨ angen sehr stark davon ab, welcher
stochastische Prozeß zur Anpassung gew¨ ahlt wird und sind damit nicht eindeutig.
• Nat¨ urliche Einﬂußgr¨ oßen werden vernachl¨ assigt, da ihr Antrieb z.Zt. noch nicht in
der f¨ ur transiente GCM-Rechnungen notwendigen r¨ aumichen und zeitlichen Ge-
nauigkeit vorliegt. Diese aber tragen nicht unwesentlich zur Varianz der nat¨ urli-
chen Klimavariabilit¨ at bei.
Mit dem in dieser Arbeit verwendeten EBM k¨ onnen Analysen nur unter Vernachl¨ assi-
gung r¨ aumlicher Strukturen durchgef¨ uhrt werden. Dies scheint eine wesentliche Ein-
schr¨ ankung gegen¨ uber der Anwendung von GCMs zu sein. Daß es keine Einschr¨ ankung
ist, folgt aus zwei Gr¨ unden:
1. Die EBM-Temperatur verh¨ alt sich unter verschiedenen Szenarien wie die globale
bodennahe Lufttemperatur eines GCMs (vergl. Abbildungen 4.3 und 4.4).
2. Der anthropogene Fingerabdruck der GCM-Prognose ist im wesentlichen die glo-
bale Mitteltemperatur (s. Hegerl et al., 1994).
Andererseits hat die Anwendung des EBMs in dieser Arbeit den Vorteil, daß externe
nat¨ urliche Antriebe verarbeitet werden k¨ onnen und daß das Klimarauschen konsistent
zum Modell beschrieben werden kann, d.h. ohne einen stochastischen Prozeß anpassen
zu m¨ ussen. Damit ist man in der Lage, in einer geschlossenen Form mit dem Detek-
tionsproblem umzugehen:
Zun¨ achst muß man fragen, in welchem Intervall die beobachtete Temperatur h¨ atte ver-
laufen m¨ ussen, wenn es keinen anthropogenen Einﬂuß g¨ abe. Dieses Intervall liegt um den
mittleren Verlauf der Summe der modellierten nat¨ urlichen Temperaturverl¨ aufe (Wir-
kung von Vulkanismus, solaren Schwankungen und ENSO). Seine Breite h¨ angt von der
Wahrscheinlichkeit ab, mit der das Intervall durch Zufall verlassen werden kann. Dieses
Intervall wird im weiteren nat¨ urliches Intervall genannt. Andererseits kann man fra-
gen, in welchem Intervall die beobachtete Temperatur h¨ atte verlaufen m¨ ussen, wenn es
zus¨ atzlich den anthropogenen Einﬂuß g¨ abe. Dieses Intervall wird hier anthropogenes
Intervall genannt.
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gungen erf¨ ullt sein:
1. das nat¨ urliche und das anthropogene Intervall m¨ ussen v¨ ollig voneinander getrennt
sein.
2. die beobachtete Temperatur muß das nat¨ urliche Intervall verlassen und
3. die beobachtete Temperatur darf das anthropogene Intervall nicht verlassen.
Nur wenn diese drei Bedingungen erf¨ ullt sind, kann man behaupten, daß das anthropo-
gene Signal signiﬁkant in den Beobachtungsdaten zu sehen ist.
Eine “Detektion des anthropogenen Einﬂusses“ kann allerdings kein Beweis f¨ ur den
anthropogenen Einﬂuß sein. Die Vorgehensweise besagt nur, daß unter der Annahme,
daß die Intervalle realistisch berechnet sind, sich die beobachtete Temperatur
¨ ubernat¨ urlich stark ver¨ andert hat. Wir haben es hier demnach mit einer bedingten
Wahrscheinlichkeitsaussage zu tun.
Zur Durchf¨ uhrung des Tests muß der zeitliche Verlauf, die Breite und die Lage der
Intervalle bekannt sein. Die Breite der Intervalle h¨ angt von dem gew¨ ahlten Signiﬁkanz-
niveau des Tests ab. W¨ ahlt man z.B. 99%, so haben die Intervalle bei σ = .107K wegen
der Gauß-Verteilung des Residuums die Breite 2 2.576 .107K. Das nat¨ urliche Intervall
liegt dabei um
TNat(t) = TSOK(t) + TV ul(t) + TENSO(t), (6.5)
wenn TNat(t) der Verlauf der Modelltemperatur als Reaktion auf die nat¨ urlichen An-
triebe ist. Dabei ist TSOK(t) die Temperaturreaktion auf Schwankungen der Solarkon-
stante, TV ul(t) die Reaktion auf den vulkanischen Antrieb und TENSO(t) der ENSO
zugeordnete Anteil des Temperaturverlaufs. Das anthropogene Intervall liegt um
TAnth(t) = TNat(t) + TCO2, ¨ Aq.(t) + TSulf(t), (6.6)
wobei TAnth(t) die Modellreaktion auf nat¨ urliche und anthropogene Antriebe ist;
TCO2, ¨ Aq.(t) ist der Temperaturverlauf bei ausschließlichem anthropogenen Treibhaus-
gaseinﬂuß, TSulf(t) ist der Temperaturverlauf bei ausschließlichem anthropogenen tro-
posph¨ arischen Sulfateinﬂuß.
Um den zeitlichen Verlauf der Intervalle glatter darstellen zu k¨ onnen, werden nun nicht
die Temperaturverl¨ aufe selbst, sondern deren Abweichungen von TNat(t) untersucht
(dies ist rein formal und hat keinerlei inhaltliche Bedeutung). Dadurch ist das nat¨ urliche
Intervall um null zentriert, w¨ ahrend das anthropogene Intervall um TAnth(t) − TNat(t)
zentriert ist. Beide Intervalle sind in Abb. 6.7 eingezeichnet und laufen im Jahr 1989
auseinander. Da die Intervalle auf TNat(t) bezogen sind, muß auch der beobachtete
Temperaturverlauf darauf bezogen werden. Die Detektionsvariable ist demnach die be-
obachtete Temperatur abz¨ uglich TNat(t). Abb. 6.7 zeigt, daß diese Detektionsvariable
das 99 % Intervall des nat¨ urlichen Rauschens immer wieder verl¨ aßt, und seit 1977 kon-
tinuierlich außerhalb liegt. Dies ist ohne Zweifel ¨ uberzuf¨ allig oft. Andererseits wird das
anthropogene 99 % Intervall im Untersuchungszeitraum von 129 Jahren nur einmal (im
Jahr 1976) verlassen. Damit kann man schließen, daß der anthropogene Einﬂuß das glo-
bale Klima (charakterisiert durch die globale Mitteltemperatur) signiﬁkant ver¨ andert
hat.
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hen ist, ist nicht neu. Hegerl et al. (1994) haben das anthropogene Signal unter Ver-
nachl¨ assigung von nat¨ urlichen externen Antrieben und unter Nutzung optimierter Filter
und GCM-Prognosen auf 95% Niveau in den Beobachtungesdaten gefunden. Man kann
nun fragen, ob diese beiden unterschiedlich erscheinenden Ergebnisse miteinander ver-
tr¨ aglich sind. In der Arbeit von Hegerl et al. wurde die Diﬀerenz des bodennahen Tem-
peraturfeldes der GCM-Prognose f¨ ur das Szenario IS90A von den Dekaden 2076-2085
und 1986-1995 als anthropogener Fingerabdruck verwendet. Dieser Fingerabdruck ei-
ner anthropogenen Erw¨ armung wurde dann mit dem Muster der beobachteten linearen
Temperaturtrends verglichen. Die Verwendung von linearen Trends hat den Nachteil,
daß bei progressiv steigendem anthrogenen Einﬂuß die Detektion verz¨ ogert wird. In
Abb. 6.8b ist nun der Verlauf der Detektionsvariablen von Hegerl et al. (beruhend auf
der Projektion der dreißigj¨ ahrigen linearen Trends der beobachteten Temperaturmuster
auf den anthropogenen Fingerabdruck) und das 95% Signiﬁkanzniveau eingezeichnet.
Zus¨ atzlich ist der Verlauf der Detektionsvariablen des Modellklimas eingezeichnet, das
das Signiﬁkanzniveau nicht ¨ uberschreitet. Das bedeutet, daß das Modell aus dem der
Fingerabdruck stammt, bei der Vorgehensweise von Hegerl et al. (Verwendung der er-
warteten Temperaturdiﬀerenz des zuk¨ unftigen anthropogenen Einﬂusses gegen¨ uber heu-
te) eine Detektion erst im Jahr 2010 erwarten l¨ aßt. Dies ist eine erhebliche Inkonsistenz
in dem dort verwendeten Verfahren. In Teil a der Abbildung 6.8 ist nun der Verlauf
der dreißigj¨ ahrigen Trends der globalen Mitteltemperatur und das 99% Signiﬁkanzni-
veau der Verteilung zuf¨ alliger dreißigj¨ ahriger Trends des EBM-Rauschens eingezeichnet.
Zus¨ atzlich ist dort der Verlauf der dreißigj¨ ahrigen Trends des vom EBM berechneten
anthropogenen Einﬂusses eingezeichnet, der in guter ¨ Ubereinstimmung mit der Realit¨ at
ist.
Man sieht, das sich die Vorgehensweisen von Hegerl et al. und dieser Arbeit gegenseitig
best¨ atigen. Dabei hat der hier verwendete Weg die Vorteile, daß er
• wesentlich einfacher und damit
• wesentlich transparenter ist,
• externe Antriebe explizit ber¨ ucksichtigt,
• bei der Bestimmung des Klimarauschens konsistenter ist und
• das Ergebnis nicht der Modellerwartung widerspricht.
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Abbildung 6.7: Verlauf der Detektionsvariablen von 1866 bis 1994 und 99%-
Konﬁdenzintervall bei Ber¨ ucksichtigung (gestrichelte Intervallgrenzen) und Nichtber¨ uck-
sichtigung (gepunktete Intervallgrenzen) des anthropogenen Einﬂusses.
6.1.5 Prognose des anthropogenen Einﬂusses
Nachdem gezeigt worden ist, daß das hier verwendete Modell den beobachteten Tem-
peraturverlauf der letzten 129 Jahre gut erkl¨ art und der anthropogene Einﬂuß auf das
globale Klima oﬀenbar von signiﬁkantem Ausmaß ist, stellt sich die Frage, ob sich der
anthropogene Einﬂuß auch prognostizieren l¨ aßt. Eine solche Prognose basiert immer auf
Szenarien des menschlichen Verhaltens und auf Annahmen ¨ uber das Klimasystem. Letz-
tere sind in Kap. 3 und 4 ausf¨ uhrlich diskutiert worden. Hier sei allerdings nochmals
darauf hingewiesen, daß die Annahmen, die ausreichen, um das gegenw¨ artige Klima
(bzw. dessen zeitliche Entwicklung) zu beschreiben, keine zeitlichen Invarianten zu sein
brauchen, auch wenn einiges daf¨ ur spricht (z.B. die M¨ oglichkeit, den ausgepr¨ agten Jah-
resgang der hemisph¨ arischen Mitteltemperaturen zu beschreiben (s. Kap. 4.2.3)).
F¨ ur eine Prognose des anthropogenen Treibhausgaseinﬂusses liegen zwei Szenarien des
IPCC (1990) vor. Sie werden als IS90A und IS90D bezeichnet, wobei “IS90“ IPCC-
Szenario von 1990 bedeutet (s. Abschnitt 5.4). Man kann nun davon ausgehen, daß die
Realit¨ at durch diese beiden Extremf¨ alle eingegrenzt wird. Beide Szenarien werden hier
bis zum Jahr 2084 betrachtet, da bis zu diesem Jahr auch auf den Szenarien beruhende
GCM-Rechnungen vorliegen (Cubasch et al., 1991). In Abb. 6.9 sind sowohl die EBM-
Reaktionen als auch die GCM-Reaktionen ab 1990 dargestellt. Es zeigt sich, daß die
101Prognosen zum Szenario IS90A recht gut ¨ ubereinstimmen, nicht jedoch die zum Szenario
IS90D. In diesem Fall reagiert das GCM nur etwa halb so stark wie das EBM, das
mit einer Erw¨ armung von .9K bis zum Jahr 2084 mit der IPCC-Temperaturprognose
(Bretherton et al.,1990) gut ¨ ubereinstimmt.
In Abb. 6.9 ist auch die Modellreaktion f¨ ur ein Szenario des anthropogenen Sulfateﬀekts
bis 2050 eingezeichnet, das auf einer Prognose der atmosph¨ arischen Sulfatkonzentratio-
nen von Dignon und Hameed (1995) beruht. Diesen Rechnungen zu Folge kann man die
in Tabelle 6.3 dargestellten Prognosen aufstellen. Zum Vergleich sei erw¨ ahnt, daß das
GCM des Hamburger Max-Planck-Instituts f¨ ur den Zeitraum von 1990 bis 2050 f¨ ur das
Szenario A einen Anstieg von 1.62K und f¨ ur das Szenario D einen Anstieg von .49K
prognostiziert, w¨ ahrend die IPCC Bestsch¨ atzung dieser Erw¨ armungen bei 1.46K und
.69K liegt (Bretherton et al.,1990).
Tabelle 6.3: Prognosen des anthropogenen Einﬂusses auf die globale Mitteltemperatur in
Kelvin.
Einﬂuß Zeitspanne
1990 - 2025 1990 - 2050 1990 - 2084
trop. Sulfat -.08 -.15
CO2 A .81 1.53 2.51
CO2 D .49 .73 .90
CO2 A und Sulfat .73 1.37
CO2 D und Sulfat .41 .57
6.1.6 Verz¨ ogerungszeit der Wirkung des anthropogenen Einﬂusses
Vor dem Hintergrund der anthropogenen Klimabeeinﬂussung ist es eine sehr wichtige
Frage, wie groß die Verz¨ ogerung der Klimareaktion gegen¨ uber anthropogenen Antrieben
ist. Das Maß daf¨ ur ist die Zeit zwischen einer bestimmten Ursache und ihrer Wirkung.
Diese Verz¨ ogerungszeit kann deﬁniert werden, als die Zeit, die vergeht, bis die globale
Mitteltemperatur den Wert erreicht hat, den sie im Gleichgewicht mit dem Antrieb
h¨ atte. Sie ist demnach keine reine Eigenschaft des Klimasystems, sondern h¨ angt we-
sentlich von der zeitlichen Struktur des Antriebs ab. Und da sich die zeitliche Struktur
eines Antriebs ¨ andern kann, ist auch sie nicht konstant.
Um die Verz¨ ogerungszeit zu berechnen, betrachtet man zun¨ achst die Gleichgewichtstem-
peratur zum anthropogenen Treibhausgasantrieb T
glg
CO2, ¨ Aq.(t) =
∆Q(CO2, ¨ Aq.(t))
λ und die
transiente EBM-Reaktion. Beide sind in Abb. 6.10 dargestellt. Der horizontale Abstand
zwischen der Gleichgewichtskurve und dem transienten Verlauf ist die Verz¨ ogerungszeit
δCO2, ¨ Aq. zum Zeitpunkt, an dem das Gleichgewichtssignal gegeben war. Diese Verz¨ oge-
rungszeit l¨ aßt sich leicht berechnen, indem man zu jedem Zeitpunkt das Gleichgewichts-
signal berechnet und den (sp¨ ateren) Zeitpunkt sucht, an dem die transiente Temperatur
dieser gleich ist. Die Diﬀerenz dieser Zeitpunkte ist die gesuchte Verz¨ ogerungszeit. Abb.
6.11 zeigt den Verlauf der Verz¨ ogerungszeit f¨ ur den reinen anthropogenen Zusatztreib-
hauseﬀekt, den anthropogenen troposph¨ arischen Sulfateinﬂuß und f¨ ur den gemeinsamen
Eﬀekt durch anthropogene Treibhausgase und troposph¨ arisches Sulfat.
102Die mittlere Verz¨ ogerungszeit im Untersuchungszeitraum betr¨ agt demnach 10.4 Jahre
f¨ ur den anthropogenen Treibhauseﬀekt allein, 10.6 Jahre f¨ ur den Sulfateinﬂuß und 10.9
Jahre wenn beide untersuchten anthropogenen Einﬂ¨ usse wirken. Man muß bei der Inter-
pretation dieser Zahlen aber zweierlei beachten. Erstens ist dies nur die Verz¨ ogerungs-
zeit, mit der das Klimasystem auf einen Konzentrationsanstieg der Gase und Partikel
reagiert, w¨ ahrend die Konzentration der Treibhausgase ihrerseits den anthropogenen
Emissionen mit einer gewissen Verz¨ ogerung folgt, so daß die Zeit, die zwischen Ursache
und Wirkung vergeht, gr¨ oßer ist. Zweitens kann diese Zeit nicht f¨ ur Prognosen benutzt
werden, sofern die zeitliche Struktur des Antriebs sich ¨ andert. W¨ urde z.B. der anthro-
pogene Einﬂuß auf dem heutigen Niveau eingefroren werden, so w¨ urde die Reaktion
des Modellsystems eine langsame Relaxation gegen den heutigen Gleichgewichtswert
darstellen. Die Verz¨ ogerungszeit w¨ are ab diesem Zeitpunkt unendlich groß. W¨ urde der
anthropogene Einﬂuß nicht nur eingefroren sondern verringert werden, w¨ urde ab einem
bestimmten Zeitpunkt die Gleichgewichtstemperatur unter die Modelltemperatur fallen,
was wieder zu einer endlichen Verz¨ ogerungszeit f¨ uhren w¨ urde. Die sensible Abh¨ angigkeit
der Verz¨ ogerungszeit von der zeitlichen Struktur des Antriebs ist in Abb. 6.11 sehr gut
zu sehen. In den siebziger Jahren dieses Jahrhunderts ﬂachte der Anstieg der anthro-
pogenen Sulfatkonzentration ab (s. Abb. 5.7), worauf die Verz¨ ogerungszeit mit einem
starken Anstieg reagierte. Wie man sieht, muß man sehr vorsichtig sein, wenn man mit
der Zeit, die zwischen Ursache und Wirkung liegt, f¨ ur die Zukunft argumentieren will.
6.1.7 Statistische Veriﬁkation
Um nun zu testen, ob der Wert f¨ ur die Verz¨ ogerungszeit des anthropogenen Treibhausef-
fekts realistisch ist, kann man eine Kreuzkorrelation zwischen den anthropogenen Treib-
hausgaskonzentrationen einerseits und der Temperatur andererseits durchf¨ uhren. Man
k¨ onnte dann erwarten, daß der Kreuzkorrelationskoeﬃzient bei einer Zeitverschiebung
von 10-11 Jahren am gr¨ oßten ist, da dies die mittlere Verz¨ ogerungszeit ist. Dies ist nicht
der Fall, wie Abb. 6.12 klar zeigt, in der die Kreuzkorrelationsfunktion in Abh¨ angig-
keit von der Zeitverschiebung und deren 95 %-Konﬁdenzintervall eingetragen ist. Man
sieht deutlich, daß die G¨ ute der Anpassung nicht signiﬁkant von der Zeitverschiebung
abh¨ angt, solange diese weniger als etwa 45 Jahre betr¨ agt. Dies liegt darin begr¨ undet,
daß der zeitliche Verlauf der anthropogenen Treibhausgaskonzentrationen progressiv
steigend und damit von selbst¨ ahnlicher Natur ist. Somit ist die Anpassungsg¨ ute in
gewissen Grenzen unabh¨ angig von der Verschiebung, nicht aber die Regressionskoeﬃ-
zienten. ¨ Uber diese Regressionskoeﬃzienten h¨ angt aber jede Vorhersage eines Regres-
sionsmodells von der verwendeten Zeitverschiebung ab. Regressionsmodell und EBM
veriﬁzieren sich dann gegenseitig, wenn unter Verwendung der Verz¨ ogerungszeit als
Zeitverschiebung im Regressionsmodell die Prognosen sehr ¨ ahnlich sind. In Abb. 6.13
sind nun zus¨ atzlich zum Gleichgewichtsverlauf des IS90A-Szenarios auch der transien-
te Verlauf des EBM und drei Prognosen mit dem Regressionsmodell bei verschiedenen
Zeitverschiebungen eingezeichnet. Man sieht, daß ¨ uber den Prognosezeitraum von 100
Jahren die Prognose des Regressionsmodells stark von der Zeitverschiebung abh¨ angt.
F¨ ur eine Zeitverschiebung von der Gr¨ oße der Verz¨ ogerungszeit (10 Jahre) wird die be-
ste ¨ Ubereinstimmung zwischen der Regressionsmodell-Prognose und der EBM-Prognose
erzielt. Damit veriﬁzieren sich der rein statistische Ansatz des multiplen Regressions-
modells und das EBM gegenseitig.
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Abbildung 6.8: a)dreißigj¨ ahrige gleitende Trends der beobachteten globalen Mitteltem-
peratur (durchgezogene Linie), der EBM-Reaktion auf den anthropogenen Treibhaus-
gasantrieb (gepunktete Linie) und der kombinierten EBM-Reaktion auf anthropogene
Treibhausgase und den anthropogenen Sulfateinﬂuß (unterbrochene Linie). Die hori-
zontalen Linien stellen das 99%-Konﬁdenzintervall des Rauschens dar.
b) Detektionsvariable des beobachteten Temperaturfeldes (durchgezogene Linie) und des
GCM-Laufs (gepunktete Linie). Die horizontalen Linien begrenzen zwei unterschiedli-
che 95% Intervalle des Rauschens. Das breitere Intervall ist aus Beobachtungsdaten,
das schmalere aus GCM-Rechnungen. Teil b) ist aus Hegerl et al. (1994) ¨ ubernommen.
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Abbildung 6.9: EBM-Temperaturprognose f¨ ur das IPCC-Treibhausgasszenario A (ge-
punktet) und D (gestrichelt) und f¨ ur eine Sulfateﬀektprognose (durchgezogene Linie);
Zum Vergleich GCM-Prognose f¨ ur das Szenario A (Strich-Punkt-Punkt-Linie) und D
(Strichpunktlinie).
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Abbildung 6.10: Transienter (gestrichelte Linie) und Gleichgewichtsverlauf (durchgezo-
gene Linie) der Temperaturreaktion auf anthropogene Treibhausgase.
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Abbildung 6.11: Verz¨ ogerungszeit des anthropogenen Treibhausgasantriebs (durchgezo-
gene Linie), des anthropogenen Sulfateﬀekts (gepunktete Linie) und des gemeinsamen
Eﬀekts (gestrichelte Linie).
Zeitverschiebung
0 10 20 30 40 50 60
K
r
e
u
z
k
o
r
r
e
l a
t
i o
n
s
k
o
e
f
f
i z
i e
n
t
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Abbildung 6.12: Kreuzkorrelationsfunktion zwischen anthropogener Treibhausgaskonzen-
tration und beobachteter Temperatur und deren 95%-Konﬁdenzintervall (gepunktete Li-
nie).
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Abbildung 6.13: Gegenseitige Veriﬁkation von EBM und multipler Regression (MRM)
anhand von gleichen Vorhersagen. Gleichgewichtstemperatur (obere durchgezogene
Linie), transienter Verlauf (untere durchgezogene Linie), Regressionsmodell: ohne
Verz¨ ogerung (gestrichelte Linie), 10 Jahre Verz¨ ogerung (Strichpunktlinie) und 20 Jahre
Verz¨ ogerung (gepunktete Linie).
1076.2 Analyse der hemisph¨ arischen Mitteltemperaturen
Nach der ausf¨ uhrlichen Diskussion des Verlaufs der globalen Mitteltemperatur stellt sich
nun die Frage, ob auch die Hemisph¨ arentemperaturen durch das in Kap. 4.2 beschrie-
bene Modell und die in Kap. 5 deﬁnierten Antriebszeitreihen erkl¨ art werden k¨ onnen.
Denn nur wenn das Modell in der Lage ist, die unterschiedliche zeitliche Entwicklung
der Hemisph¨ arentemperaturen zu beschreiben, kann es verwendet werden, um die un-
terschiedliche Wirkung des anthropogenen Einﬂusses auf die Hemisph¨ aren zu progno-
stizieren.
6.2.1 Die hemisph¨ arischen Mitteltemperaturen
Bei der Bestimmung der hemisph¨ arischen Mitteltemperaturzeitreihen treten die gleichen
Probleme auf, wie bei der Bestimmung der globalen Zeitreihen. Diese sind in Abschnitt
6.1.1 ausf¨ uhrlich besprochen worden und werden daher hier nicht noch einmal diskutiert.
Wie bei der globalen Mitteltemperatur stehen auch hier drei etwas unterschiedliche
Zeitreihen zur Verf¨ ugung (Jones et al., 1994; Wilson und Hansen, 1994 und Vinnikov et
al., 1994). Dabei ist die Datenbasis der nordhemisph¨ arischen Mittel wesentlich gr¨ oßer
als die der s¨ udhemisph¨ arischen Mittel. Gebiete s¨ udlich des sechzigsten Breitengrades
der S¨ udhemisph¨ are sind deshalb hier ebenso nicht ber¨ ucksichtigt wie bei der globalen
Mittelung.
Aus den gleichen Gr¨ unden wie in Abschnitt 6.1.1 wird hier den Zeitreihen von Jones
et al. (1994) der Vorzug gegeben. Auch die hemisph¨ arischen Zeitreihen werden ENSO-
korrigiert. Dabei wird wieder entsprechend der Arbeit von Jones (1988) vorgegangen.
Es zeigt sich, daß durch den Southern-Oscillation-Index nur 4% der hochfrequenten
nordhemisph¨ arischen Schwankungen (zehnj¨ ahrige Gaußsche Filterung), aber 15% der
hochfrequenten s¨ udhemisph¨ arischen Schwankungen erkl¨ art werden k¨ onnen. Der zeitliche
Verlauf der ENSO-zugeordneten Temperaturvariationen ist in den Abbildungen 6.14
und 6.15 dargestellt.
6.2.2 Wirkung der externen Antriebe
Um den Antriebszeitreihen aus Kapitel 5 Temperaturreaktionen zuzuordnen, werden
die Gleichungen (4.52) und (4.53) verwendet. Diese stellen die sukzessiv analytische
L¨ osung der 3-Boxen-Approximation des 5-Boxen-Modells dar (s. Abschnitt 4.2.3). Aus
den zwei verwendeten Kalibrierungsm¨ oglichkeiten (s. Abschnitt 4.2.3 und Anhang E)
ergaben sich zwei verschiedene Systemparameterkombinationen. Davon beschreibt die
zweite den Jahresgang besser, da sie daran optimal angepaßt ist. Dies ist allerdings
noch kein ausreichender Grund, ihr den Vorzug zu geben, da die Optimierung auf der
Zeitskala des Jahresgangs zu einem unrealistischeren Verhalten auf anderen Zeitska-
len f¨ uhren kann. Da die Frage, welche Parameterkombination verwendet werden sollte,
nicht a priori gekl¨ art werden kann, wird das Modell mit beiden Kombinationen betrie-
ben. A posteriori stellt sich dann heraus, wie groß die Unterschiede zwischen den zwei
Varianten und zwischen diesen und dem beobachteten Temperaturverlauf sind. In Abb.
6.14 sind die den Antrieben zugeordneten Temperaturanomalien der Nordhemisph¨ are
f¨ ur beide Parameterkombinationen dargestellt. Abb. 6.15 zeigt die Ergebnisse f¨ ur die
108S¨ udhemisph¨ are und den gleichen Zeitraum von 1866 bis 1994. Es ist deutlich zu sehen,
daß die beiden Parameterkombinationen zu sehr ¨ ahnlichen Ergebnissen f¨ uhren. Die Si-
gnale der einzelnen Antriebe sind in Tabelle 6.4 zusammengefaßt. Man sieht zun¨ achst,
daß sie denen der globalen Betrachtung sehr ¨ ahnlich sind. Nur der Einﬂuß des an-
thropogenen troposph¨ arischen Sulfats und der explosiven Vulkanausbr¨ uche ist auf der
S¨ udhemisph¨ are deutlich geringer als auf der Nordhemisph¨ are. Dies ist wesentlich von
der Quellenverteilung abh¨ angig (s. Kap. 5). Betrachtet man die Signale, die dem an-
thropogenen Treibhauseﬀekt und dem Vulkanismus zugeordnet sind, so sieht man, daß
unter Verwendung der Parameterkombination 2 die Nordhemisph¨ are gr¨ oßere Signale
und die S¨ udhemisph¨ are kleinere Signale liefert als bei Verwendung der Parameterkom-
bination 1. Dies zeigt den kleinen aber systematischen Unterschied zwischen den beiden
Parameterkombinationen.
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Abbildung 6.14: Modellreaktion der nordhemisph¨ arischen Mitteltemperatur (von 1866
bis 1994) auf verschiedene Einﬂußgr¨ oßen bei verschiedenen Parameterwerten. Anthro-
pogener Treibhausgaseinﬂuß: progressiv steigende Kurven; anthropogener Sulfateinﬂuß:
fallende Kurven; solarer Einﬂuß: quasi periodische Kurven; vulkanischer Einﬂuß: episo-
dische Kurven. Durchgezogene Linien sind mit der Parameterkombination 1 gerechnet,
gepunktete Linien mit der Kombination 2. Die ENSO-zugeordnete Variation ist aus
Gr¨ unden der ¨ Ubersichtlichkeit um .5 K erh¨ oht eingezeichnet.
Im n¨ achsten Schritt werden nun die einzelnen Zeitreihen der Modelltemperatur als
Funktion der verschiedenen Antriebszeitreihen zu Modelltemperaturzeitreihen addiert.
Abb. 6.16 zeigt den Vergleich der so erhaltenen nordhemisph¨ arischen Modelltemperatu-
ren mit der ENSO-korrigierten beobachteten Temperatur. In Abb. 6.17 ist das Gleiche
f¨ ur die S¨ udhemisph¨ are dargestellt. Aus den Abbildungen wird deutlich, daß der nieder-
109Tabelle 6.4: Hemisph¨ arische Temperatursignale der verschiedenen Antriebe bei zwei ver-
schiedenen Parameterkombinationen und durch ENSO erkl¨ arter Anteil.
Wertespanne der Modelltemperatur in K
Einﬂuß Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
Anthropogene Treibhausgase .74 .75 .74 .72
Anthropogener Sulfateinﬂuß .17 .18 .07 .06
Vulkanismus .32 .35 .24 .22
Solarer Einﬂuß .04 .05 .04 .04
ENSO .11 .16
frequente Anteil der beobachteten Temperaturen recht gut von dem Modell beschrieben
wird, nicht aber der hochfrequente Anteil. Weiterhin sieht man, daß die Abweichungen,
die durch die verschiedenen Parameterkombinationen entstehen, vernachl¨ assigbar klein
sind im Verh¨ altnis zu den hochfrequenten Schwankungen der beobachteten Temperatu-
ranomalien.
Auch hier stellt sich nun die Frage, ob die Residuen aus gemessener und berechneter
Temperatur als zuf¨ alliges Rauschen aufgefaßt werden k¨ onnen, das nicht mit dem Modell
im Widerspruch steht. Dieser Frage ist der folgende Abschnitt gewidmet.
6.2.3 Klimarauschen
Um die Residuen aus beobachteter und berechneter Temperatur als Klimarauschen
auﬀassen zu k¨ onnen, m¨ ussen diese Residuen schwach station¨ ar und Gauß-verteilt sein.
Dazu werden folgende Tests durchgef¨ uhrt:
a) Test auf Gauß-Verteilung
b) Test auf Mittelwertstationarit¨ at
c) Test auf Varianzstationarit¨ at
d) Test auf Autokovarianzstationarit¨ at
Zu a) Test auf Gauß-Verteilung
Um zu testen, ob die Residuen Gauß-verteilt sind, werden die beiden in Abschnitt 6.1.3
vorgestellten Tests verwendet. Die Ergebnisse sind in Tabelle 6.5 zusammengefaßt.
Die Tabelle zeigt deutlich, daß keine signiﬁkante Abweichung von der Gauß-Verteilung
zu erkennen ist. Auﬀ¨ allig sind jedoch die großen Unterschiede zwischen den Ergebnissen
der zwei verwendeten Tests. Dabei ist zu beachten, daß der Kolmogoroﬀ-Smirnoﬀ-Test
zuverl¨ assiger ist als der χ2-Test. Letzterer lehnt im allgemeinen mit einer zu großen
Wahrscheinlichkeit ab (s. Abschnitt 6.1.3). Im folgenden wird ein zus¨ atzliches Kriteri-
um verwendet, das zeigt, daß die Verteilungen der Gauß-Verteilung sehr ¨ ahneln. Schiefe
und Exzeß sind bei der Gauß-Verteilung n¨ amlich null. Betrachtet man aber nur eine
begrenzte Realisation von Gauß-verteilten Zufallszahlen, so werden Schiefe und Exzeß
110Zeit
1860 1880 1900 1920 1940 1960 1980 2000
T
e
m
p
e
r
a
t
u
r
a
n
o
m
a
l i e
i n
K
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
Abbildung 6.15: Modellreaktion der s¨ udhemisph¨ arischen Mitteltemperatur (von 1866 bis
1994) auf verschiedene Einﬂußgr¨ oßen bei verschiedenen Parameterwerten. Anthropo-
gener Treibhausgaseinﬂuß: progressiv steigende Kurven; anthropogener Sulfateinﬂuß:
fallende Kurven; solarer Einﬂuß: quasi periodische Kurven; vulkanischer Einﬂuß: episo-
dische Kurven. Durchgezogene Linien sind mit der Parameterkombination 1 gerechnet,
gepunktete Linien mit der Kombination 2. Die ENSO-zugeordnete Variation ist um .5
K erh¨ oht eingezeichnet.
ungleich null sein. Bei 129 Werten (das ist die L¨ ange der hier verwendeten Zeitreihen) ist
die Standardabweichung der Schiefe .216 und des Exzesses .431. Schiefe und Exzesse der
hier betrachteten Residuen sind zus¨ atzlich zu diesen Werten in Tabelle 6.6 eingetragen.
Demnach ist vor allem die Schiefe der Verteilung des Residuums auf der S¨ udhemisph¨ are
f¨ ur die (wenn auch geringe) Abweichung von der idealen Gauß-Verteilung verantwort-
lich. Da das Residuum die Diﬀerenz von beobachtetem und berechnetem Temperatur-
verlauf ist, bedeutet eine positive Schiefe, daß die gr¨ oßte H¨ aufung beobachteter Werte
unterhalb der Modelltemperatur liegt (bei gleichem arithmetischem Mittelwert).
Zwar k¨ onnen die Verteilungen der Residuen nicht signiﬁkant von der Gauß-Verteilung
unterschieden werden, jedoch sind sie nicht so gut Gauß-verteilt, wie bei der globa-
len Mitteltemperatur. Dies ist leicht nachzuvollziehen, denn je gr¨ oßer das Gebiet ist,
¨ uber das gemittelt wird, desto n¨ aher kommt das Rauschen der Gauß-Verteilung. Dies
folgt unmittelbar aus dem zentralen Grenzwertsatz der Statistik, demzufolge Summen
von Zufallszahlen einer Gauß-Verteilung immer ¨ ahnlicher werden, je mehr Zufallszahlen
summiert werden.
Zu b) Test auf Mittelwertstationarit¨ at
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Abbildung 6.16: Modellreaktion der nordhemisph¨ arischen Mitteltemperatur zwischen
1866 und 1994 (durchgezogene Linie mit Parameterkombination 1, gepunktete Linie
mit Kombination 2) und beobachteter ENSO-korrigierter Temperaturverlauf (unterbro-
chene Linie).
Tabelle 6.5: Ergebnisse der Tests auf Gauß-Verteilung der Residuen.
Ablehnungswahrscheinlichkeit in %
Test Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
χ2 42 81 49 55
Kolmogoroﬀ-Smirnoﬀ 33 14 17 2
Um die Mittelwertstationarit¨ at zu testen, wird der Untersuchungszeitraum wieder in
drei gleich lange Intervalle zu je 43 Jahren aufgeteilt. Ihre Mittelwerte (Tabelle 6.7)
d¨ urfen sich dann bei Mittelwertstationarit¨ at nicht signiﬁkant unterscheiden. Dies kann
bei Kenntnis der Varianzen, die in Tabelle 6.9 zusammengefaßt sind, mit einem t-Test
getestet werden (s. z.B. Sch¨ onwiese, 1992).
Es stellt sich heraus, daß zwar auf der S¨ udhemisph¨ are keine signiﬁkanten Unterschiede
(Wahrscheinlichkeit 90 %) zwischen den Mittelwerten der drei Subintervalle auftreten,
wohl aber auf der Nordhemisph¨ are. Dort kommt es zu signiﬁkanten Abweichungen zwi-
schen dem ersten Subintervall und den beiden darauﬀolgenden. Deshalb kann man f¨ ur
die Residuen der S¨ udhemisph¨ are von Mittelwertstationarit¨ at ausgehen, nicht jedoch f¨ ur
die Residuen der Nordhemisph¨ are. Die berechneten Temperaturen sind dort im ersten
Drittel des Untersuchungszeitraums signiﬁkant h¨ oher und sp¨ ater signiﬁkant niedriger
als die beobachteten Temperaturen. Dies ist schon bei genauerer Betrachtung der Abb.
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Abbildung 6.17: ¨ Ahnlich Abb. 6.16, jedoch S¨ udhemisph¨ are.
Tabelle 6.6: Schiefe und Exzess der Residuen und Standardabweichung von Schiefe und
Exzeß von 129 Gauß-verteilten Zufallszahlen.
Nordhemisph¨ are S¨ udhemisph¨ are Standardabweichung bei
Param. 1 Param. 2 Param. 1 Param. 2 Gaußschen Zufallszahlen
Schiefe -.005 .005 .271 .255 .216
Exzeß -.075 -.041 .068 .008 .431
6.16 zu sehen. Deutlich ist dies auch an den linearen Trends zu erkennen, die in Tabelle
6.8 dargestellt sind.
In Tabelle 6.8 sieht man, daß die linearen Trends der berechneten nordhemisph¨ arischen
Temperaturverl¨ aufe deutlich kleiner sind, als der zugeh¨ orige beobachtete, w¨ ahrend jene
der s¨ udhemisph¨ arischen Temperaturverl¨ aufe nur unwesentlich kleiner sind als der dort
beobachtete Trend. Die Unterschiede zwischen den linearen Trends der modellierten und
beobachteten Temperaturen machen sich zwar bei der Rekonstruktion nicht besonders
deutlich bemerkbar (s. Abb. 6.16 und 6.17), k¨ onnen jedoch bei Verwendung des Mo-
dells f¨ ur Prognosen zu deutlichen Unterschieden f¨ uhren. Andererseits sind die linearen
Trends mit der Methode der kleinsten Quadrate berechnet, die nicht robust ist. Das
bedeutet, daß die linearen Trends so berechnet sind, daß die Summe der Quadrate der
Abst¨ ande der beobachteten bzw. berechneten Temperaturen von den Ausgleichsgraden
am geringsten sind. Diese Methode ist sehr empﬁndlich von wenigen großen Abweichun-
gen abh¨ angig, was an folgendem Beispiel kurz erl¨ autert sein soll: Die Abweichung eines
Wertes um 10 Einheiten geht mit 102 = 100 ein. Sie hat damit die gleiche Wirkung
wie 100 Abweichungen von jeweils einer Einheit. Demnach darf man lineare Trends, die
113Tabelle 6.7: Mittelwerte der Residuen.
Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
Mittelwert
der ersten -.0484 K -.0468 K -.0088 K -.0100 K
43 Jahre
Mittelwert
der zweiten .0239 K .0232 K -.0056 K -.0058 K
43 Jahre
Mittelwert
der dritten .0245 K .0236 K .0144 K .0158 K
43 Jahre
Tabelle 6.8: Lineare Trends der berechneten und beobachteten Temperaturverl¨ aufe.
Lineare Trends in 10−3 K
Jahr
Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Beobachtung Param. 1 Param. 2 Beobachtung
3.43 3.46 4.33 4.20 4.16 4.49
mit der Methode der kleinsten Quadrate gewonnen wurden nicht ¨ uberinterpretieren,
insbesondere dann, wenn der Kurvenverlauf nicht ann¨ ahernd linear ist, wie es hier der
Fall ist (s. Abbildungen 6.16 und 6.17).
Zu c) Test auf Varianzstationarit¨ at
Zum Test der Varianzstationarit¨ at werden wie bei der Mittelwertstationarit¨ at drei Sub-
intervalle miteinander verglichen. Die jeweiligen Varianzen (Tabelle 6.9) k¨ onnen mit
einem F-Test auf signiﬁkante Abweichungen hin getestet werden (s. z.B. Sch¨ onwiese,
1992). Es treten keine signiﬁkanten Abweichungen zwischen den Varianzen der Subin-
tervalle auf. Die Bedingung der Varianzstationarit¨ at kann demnach als erf¨ ullt angesehen
werden.
Tabelle 6.9: Standardabweichungen der Residuen.
Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
Standardabw.
der ersten .1384 K .1403 K .1123 K .1116 K
43 Jahre
Standardabw.
der zweiten .1448 K .1460 K .0933 K .0931 K
43 Jahre
Standardabw.
der dritten .1465 K .1489 K .0993 K .0977 K
43 Jahre
114Zu d) Test auf Autokovarianzstationarit¨ at
Da die Autokovarianz keine erwartungstreue Sch¨ atzfunktion ist und der Datenumfang
von 129 Werten zu gering ist, um zeitliche Strukturen signiﬁkant zu ﬁnden, kann hier
wiederum nur eine Plausibilit¨ atsbetrachtung durchgef¨ uhrt werden. Dazu wird der Un-
tersuchungszeitraum in zwei gleichgroße Intervalle aufgeteilt, und f¨ ur jedes Intervall die
Autokorrelationsfunktion berechnet. F¨ ur Zeitverschiebungen von mehr als f¨ unf Jahren
sind die Sch¨ atzwerte der Autokorrelationsfunktionen in keinem Fall mehr signiﬁkant
von null unterscheidbar. Deshalb werden nur die Autokorrelationsfunktionen bis zu
einer Verschiebung von f¨ unf Jahren untersucht. Weiterhin treten keine signiﬁkanten
Unterschiede in Abh¨ angigkeit von der Wahl der Parameterkombination auf, so daß es
ausreicht, nur eine Kombination zu untersuchen. Abb. 6.18 zeigt den Verlauf der Au-
tokorrelationsfunktionen der beiden Intervalle f¨ ur die Nordhemisph¨ are und deren 95
%-Konﬁdenzintervall. Es ist deutlich zu sehen, daß die Autokorrelation zur Verschie-
bung 1 in der ersten H¨ alfte des Untersuchungszeitraums fast identisch ist mit jener der
zweiten H¨ alfte. Die Autokorrelationen zu gr¨ oßeren Verschiebungen unterscheiden sich
jedoch merklich. Betrachtet man andererseits die Autokorrelationsfunktionen f¨ ur die
Teilintervalle der s¨ udhemisph¨ arischen Residuen, wie sie in Abb. 6.19 dargestellt sind,
so erkennt man keine merklichen Unterschiede. F¨ ur die S¨ udhemisph¨ are kann deshalb
uneingeschr¨ ankt von Kovarianzstationarit¨ at ausgegangen werden.
Auf der Nordhemisph¨ are scheint sich die zeitliche Struktur des Residuums mit der
Zeit zu ¨ andern. Mittelwert- und Autokovarianzstationarit¨ at sind dort nicht erf¨ ullt. Dies
deutet darauf hin, daß nicht alle wesentlichen Prozesse, die die nordhemisph¨ arische
Temperatur steuern, erfaßt worden sind. Ein m¨ oglicherweise wichtiger nichtber¨ ucksich-
tigter Prozeß auf der Nordhalbkugel k¨ onnte die Nordatlantik-Oszillation (NAO) sein,
die z.B. bei Houghton et al. (1990) diskutiert ist. Deshalb wird nun untersucht, ob eine
lineare Regression zwischen NAO und nordhemisph¨ arischem Residuum die dortige Mit-
telwertinstationarit¨ at und (wenn auch nicht signiﬁkante) Autokovarianzinstationarit¨ at
erkl¨ aren kann. Dazu wird zun¨ achst eine Korrelationsrechnung (nach Pearson) durch-
gef¨ uhrt, derzufolge nur 1.8 % der Varianz des nordhemisph¨ arischen Residuums durch
NAO erkl¨ art werden kann. Dies deutet darauf hin, daß kein ausgepr¨ agter einfacher Zu-
sammenhang zwischen der nordhemisph¨ arischen Mitteltemperatur und der NAO zu er-
warten ist. Andererseits kann man davon ausgehen, daß der gr¨ oßte Teil der Variationen
des nordhemisph¨ arischen Residuums durch Zufallsrauschen erzeugt ist. Dies folgt aus
der Varianzstationarit¨ at und der Gauß-Verteilung des Residuums. Deshalb k¨ onnte man
davon ausgehen, daß bei ausschließlicher Ber¨ ucksichtigung der tiefen Frequenzen eher
ein Zusammenhang zwischen der Nordatlantik-Oszillation und dem Residuum gefunden
werden kann. Aus diesem Grund wird die gleiche Korrelation noch einmal mit zwan-
zig j¨ ahrig tiefpaßgeﬁlterten Daten durchgef¨ uhrt. Aber auch damit sind nur 2.2 % der
Varianz des nordhemisph¨ arischen Residuums erkl¨ arbar. Demzufolge kann die Struktur
des Residuums auf der Nordhemisph¨ are nicht (zumindest nicht linear) durch die NAO
erkl¨ art werden. Dies kann unter anderem daran liegen, daß die NAO ein interner Pa-
rameter ist, der von den externen Antrieben beeinﬂußt wird und somit Information
enth¨ alt, die in dem Residuum nicht mehr zu ﬁnden ist.
In einem n¨ achsten Schritt k¨ onnte man nun versuchen, mit dem Modell die Autokova-
rianzfunktionen der Residuen zu reproduzieren (die anderen Bedingungen erf¨ ullt das
Modell a priori, s. Abschnitt 6.1.3). Dazu k¨ onnte das Modell mit vier Rauschantrie-
115ben versehen werden, von denen jeweils zwei auf einer Hemisph¨ are wirken (Atmosph¨ are
und ozeanische Mischungsschicht). Da aber das Residuum der Nordhemisph¨ are noch
Struktur aufweist, wird auf diese Analyse verzichtet.
F¨ ur die weiteren Untersuchungen werden die beiden Residuen als nat¨ urliches Rauschen
angesehen. F¨ ur die S¨ udhemisph¨ are ist gezeigt worden, daß die Bedingungen daf¨ ur erf¨ ullt
sind. Das nordhemisph¨ arische Residuum zeigt noch ¨ uberzuf¨ allige Strukturen. Verwen-
det man das Residuum als nat¨ urliches Rauschen, so ¨ ubersch¨ atzt man es damit. Diese
¨ Ubersch¨ atzung des nat¨ urlichen Rauschens tr¨ agt dazu bei, daß der anthropogene Einﬂuß
auf der Nordhemisph¨ are nicht so signiﬁkant zu erkennen ist, wie auf der S¨ udhemisph¨ are.
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Abbildung 6.18: Autokorrelationsfunktion des Residuums aus beobachteter und be-
rechneter Nordhemisph¨ arentemperatur f¨ ur die ersten (durchgezogene Linie) und letz-
ten (unterbrochene Linie) 64 Jahre des Untersuchungszeitraums und deren 95%-
Konﬁdenzintervalle (jeweils gepunktet).
6.2.4 Signiﬁkanz des anthropogenen Einﬂusses
Im n¨ achsten Schritt kann nun getestet werden, ob der anthropogene Anteil an den Kli-
mavariationen auch auf der hemisph¨ arischen Skala signiﬁkant vom nat¨ urlichen Anteil
abweicht. Damit ist man in der Lage, zu kl¨ aren, ob auf beiden Hemisph¨ aren eine signiﬁ-
kante Klimaver¨ anderung durch den Menschen zu sehen ist. Analog zur Vorgehensweise
in Abschnitt 6.1.5 werden die nat¨ urlichen Temperaturvariationen wieder als Bezugs-
gr¨ oße verwendet. Durch das Klimarauschen sind zuf¨ allige Schwankungen um diesen
“Grundzustand“ m¨ oglich. Deren Standardabweichung betr¨ agt den Untersuchungen des
vorherigen Abschnitts zu Folge weniger als .147K auf der Nordhemisph¨ are und .101K
auf der S¨ udhemisph¨ are. Damit kann man ein Konﬁdenzintervall der nat¨ urlichen Va-
riabilit¨ at bei einem bestimmten vorgegebenen Signiﬁkanzniveau angeben. Analog kann
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Abbildung 6.19: Autokorrelationsfunktion des Residuums aus beobachteter und be-
rechneter S¨ udhemisph¨ arentemperatur f¨ ur die ersten (durchgezogene Linie) und letz-
ten (unterbrochene Linie) 64 Jahre des Untersuchungszeitraums und deren 95%-
Konﬁdenzintervalle (jeweils gepunktet).
man mit der Abweichung der anthropogen verursachten Modelltemperatur von dem
nat¨ urlichen Anteil umgehen, und erh¨ alt somit auch ein Konﬁdenzintervall f¨ ur den an-
thropogenen Anteil. Die Frage ist nun, auf welchem Signiﬁkanzniveau die Intervalle f¨ ur
die jeweilige Hemisph¨ are heute schon auseinandergelaufen sind, und ob sich die beobach-
tete Temperatur in dem anthropogenen Intervall aufh¨ alt, nicht aber in dem nat¨ urlichen
Intervall. Abb. 6.20 zeigt das Ergebnis f¨ ur die Nordhemisph¨ are. In Abb. 6.21 ist das
Ergebnis f¨ ur die S¨ udhemisph¨ are dargestellt.
Wegen der vergleichsweise großen Standardabweichung des Klimarauschens auf
der Nordhemisph¨ are laufen dort innerhalb des Untersuchungszeitraums die 95 %-
Konﬁdenzintervalle des nat¨ urlichen und anthropogenen Verlaufs auseinander, nicht je-
doch die 99 %-Konﬁdenzintervalle. Damit ist ein Signiﬁkanztest nur auf 95% Signiﬁ-
kanzniveau m¨ oglich. Die Intervalle trennen sich im Jahr 1992. Die Detektionsvariable
(beobachteter minus berechnetem nat¨ urlichen Temperaturverlauf) verl¨ aßt das nat¨ urli-
che Intervall seit 1937 h¨ auﬁg und liegt seit 1979 st¨ andig außerhalb dieses Intervalls. Das
anthropogene Intervall wird zu Beginn des Untersuchungszeitraum ¨ ofters verlassen, seit
1915 aber nur noch einmal (im Jahr 1976). Demzufolge l¨ aßt sich also mit einer Irrtums-
wahrscheinlichkeit von 5 % sagen, daß das Klima der Nordhemisph¨ are vom Menschen
ver¨ andert wurde.
Auf der S¨ udhemisph¨ are ist das anthropogene Signal deutlicher zu sehen. Dies liegt ei-
nerseits an der kleineren Standardabweichung des nat¨ urlichen Rauschens, andererseits
daran, daß der k¨ uhlende anthropogene Sulfateﬀekt dort nicht so ausgepr¨ agt ist, wie auf
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Abbildung 6.20: Detektionsvariable des anthropogenen Klimaeinﬂusses auf der Nord-
hemisph¨ are (zwischen 1866 und 1994), sowie dessen 95 %-Signiﬁkanzgrenzen unter
der Annahme eines anthropogenen Einﬂusses (gestrichelte Intervallgrenzen) und 95 %-
Signiﬁkanzgrenzen unter der Annahme keines anthropogenen Einﬂusses (gepunktelte
Intervallgrenzen).
der Nordhemisph¨ are. Aus diesen Gr¨ unden ist auf der S¨ udhemisph¨ are ein Signiﬁkanz-
test auf dem 99 %-Signiﬁkanzniveau m¨ oglich. Das anthropogene 99 %-Intervall trennt
sich im Jahr 1985 vom nat¨ urlichen 99 %-Intervall. Die Detektionsvariable verl¨ aßt das
nat¨ urliche Intervall seit 1938 h¨ auﬁg und liegt seit 1977 st¨ andig außerhalb. Das anthro-
pogene 99 %-Intervall wird seit 1890 nicht mehr verlassen. Auf der S¨ udhemisph¨ are l¨ aßt
sich demzufolge die anthropogene Klimaver¨ anderung mit einer Irrtumswahrscheinlich-
keit von 1 % zeigen.
6.2.5 Prognose des anthropogenen Einﬂusses
Da das Modell den beobachteten Temperaturverlauf von Nord- und S¨ udhemisph¨ are bei
Verwendung beider Parameterkombinationen gut erkl¨ aren kann, liegt nun auch a poste-
riori kein Kriterium vor, das angibt, welche Kombination die Realit¨ at besser beschreibt.
Deshalb m¨ ussen auch die Prognosen mit beiden Kombinationen durchgef¨ uhrt werden.
In den Tabellen 6.10 bis 6.12 sind die Prognosen f¨ ur die drei Zeitr¨ aume von 1990 bis
2025, 2050 und 2084 angegeben.
Die Tabellen zeigen, daß die Wahl der Parameterkombination auch f¨ ur Prognosen ¨ uber
mehrere Dekaden nur einen vernachl¨ assigbar kleinen Unterschied von weniger als zwei
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Abbildung 6.21: Detektionsvariable des anthropogenen Klimaeinﬂusses auf der S¨ udhe-
misph¨ are (zwischen 1866 und 1994), sowie dessen 99 %-Signiﬁkanzgrenzen unter der
Annahme eines anthropogenen Einﬂusses (gestrichelte Intervallgrenzen) und 99 %-
Signiﬁkanzgrenzen unter der Annahme keines anthropogenen Einﬂusses (gepunktelte
Intervallgrenzen).
Hundertstel Kelvin ausmacht. Dies zeigt noch einmal eindrucksvoll, wie unsensibel das
Modell gegen¨ uber der ungenauen Kenntnis der Modellparameter ist. Betrachtet man
Tabelle 6.12, so sieht man deutlich, daß ¨ uber einen l¨ angeren Zeitraum (hier 95 Jahre)
die Wirkung gleicher Antriebe auf der S¨ udhemisph¨ are gr¨ oßer ist als auf der Nordhe-
misph¨ are. Dieser Unterschied ist bei dem degressiv steigenden CO2 D-Antrieb st¨ arker
ausgepr¨ agt als bei dem progressiv steigenden CO2 A-Antrieb. F¨ ur letzteren Antrieb
und k¨ urzere Zeiten tritt dieser Eﬀekt nicht deutlich hervor. Ein plausibler Grund daf¨ ur
liegt darin, daß die S¨ udhemisph¨ are wegen ihrer großen Ozeanbedeckung zwar tr¨ ager
ist als die Nordhemisph¨ are, d.h. einem Antrieb nur langsamer folgen kann, aber eine
gr¨ oßere Klimasensitivit¨ at aufweist. W¨ ahrend auf der Nordhemisph¨ are 2.5 W
m2 ben¨ otigt
werden, um die Temperatur um ein Grad Celsius zu erh¨ ohen, reichen auf der S¨ udhe-
misph¨ are bereits 2.3 W
m2 aus (s. Abschnitt 4.1.3). Daraus folgt, daß die S¨ udhemisph¨ are
zwar langsamer, aber auch st¨ arker reagiert als die Nordhemisph¨ are. Bei einem progres-
siven Antrieb dominiert zun¨ achst die Tr¨ agheit, w¨ ahrend bei einem degressiven Antrieb
die gr¨ oßere Sensitivit¨ at schnell an Bedeutung gewinnt.
119Tabelle 6.10: Prognose des anthropogenen Einﬂusses auf die Hemisph¨ arentemperaturen
in Kelvin f¨ ur den Zeitraum von 1990 bis 2025.
Temperaturprognose von 1990 bis 2025 in K
Einﬂuß Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
anthrop. Sulfat -.09 -.10 -.06 -.06
CO2 A .80 .81 .81 .80
CO2 D .48 .48 .50 .50
CO2 A und Sulfat .70 .71 .75 .74
CO2 D und Sulfat .39 .38 .44 .44
Tabelle 6.11: Prognose des anthropogenen Einﬂusses auf die Hemisph¨ arentemperaturen
in Kelvin f¨ ur den Zeitraum von 1990 bis 2050.
Temperaturprognose von 1990 bis 2050 in K
Einﬂuß Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
anthrop. Sulfat -.19 -.19 -.11 -.11
CO2 A 1.51 1.53 1.54 1.53
CO2 D .71 .71 .75 .74
CO2 A und Sulfat 1.32 1.36 1.43 1.42
CO2 D und Sulfat .52 .52 .63 .64
Tabelle 6.12: Prognose des anthropogenen Einﬂusses auf die Hemisph¨ arentemperaturen
in Kelvin f¨ ur den Zeitraum von 1990 bis 2084.
Temperaturprognose von 1990 bis 2084 in K
Einﬂuß Nordhemisph¨ are S¨ udhemisph¨ are
Param. 1 Param. 2 Param. 1 Param. 2
CO2 A 2.48 2.49 2.54 2.53
CO2 D .88 .87 .93 .94
120Kapitel 7
Ausblick
Es ist gelungen, mit Hilfe eines linearen Energie-Bilanz-Modells und der Kenntnis der
Heizratenanomalien verschiedener nat¨ urlicher und anthropogener Antriebe den Verlauf
der globalen und hemisph¨ arischen Temperaturanomalien der letzten 129 Jahre weitest-
gehend zu erkl¨ aren. Zus¨ atzlich konnte gezeigt werden, daß der anthropogene Einﬂuß
das Klima signiﬁkant ver¨ andert hat. Auf der Basis von Zukunftsszenarien konnte die
Wirkung zuk¨ unftiger anthrogogener Antriebe prognostiziert werden.
F¨ ur zuk¨ unftige Arbeiten bieten sich nun folgende M¨ oglichkeiten:
Mit dem aus der EBM-L¨ osung abgeleiteten Zeitreihenﬁlter kann man jeden beliebigen
externen Einﬂuß auf das globale Klima untersuchen. Es steht somit ein Werkzeug bereit,
mit dem man jederzeit verschiedene Antriebshypothesen (z.B. der solaren Schwankun-
gen, s. Kap 5.2) untereinander vergleichen kann.
Eine der wichtigsten Vorgaben dieser Arbeit war es, das Problem einer ¨ Uberanpassung
zu umgehen. L¨ aßt man nun diese Vorgabe fallen, so kann man beliebige Zeitreihenﬁlter
optimal an die Datenreihen anpassen. Aus der G¨ ute der Anpassung kann man schlie-
ßen, welcher Filter ausreichend ist, um den Temperaturverlauf aus den Antriebsdaten
zu erkl¨ aren. Aus den Koeﬃzienten der Zeitreihenﬁlter k¨ onnte man dann auf die phy-
sikalischen Parameter des dem Filter zugeordneten Energie-Bilanz-Modells schließen.
Damit k¨ onnte man sehen, ob die Parameter aus der optimalen Anpassung physikalisch
sinnvoll sind. Ziel w¨ are dann ein optimaler und physikalisch interpretierbarer Filter.
Nach der erfolgreichen Beschreibung der j¨ ahrlichen und global- bzw. hemisph¨ arisch ge-
mittelten Temperaturzeitreihen erscheint es reizvoll, sowohl r¨ aumlich als auch zeitlich
zu kleineren Skalen ¨ uberzugehen. Wie in Kapitel 3 gezeigt wurde, ist dies nicht ohne
theoretische und praktische Schwierigkeiten m¨ oglich. So gewinnt z.B. die allgemeine
Zirkulation von Atmosph¨ are und Ozean (die in EBM’s nicht ber¨ ucksichtigt ist) bei klei-
neren Skalen immer mehr an Bedeutung. Auch die Ausstrahlung kann auf Skalen kleiner
als Hemisph¨ aren nicht mehr linear zur bodennahen Lufttemperatur angesetzt werden
(s. Abbildung 4.7). Es m¨ ussen dann zus¨ atzliche Variablen (z.B. Bedeckungsgrad) mit-
ber¨ ucksichtigt werden. F¨ ur diese Variablen m¨ ussen plausible makroskopische Ans¨ atze
gefunden werden und die darin enthaltenen Parameter sinnvoll aus Beobachtungen be-
stimmt werden. Angesichts dieser Schwierigkeiten ist es allerdings fraglich, ob sich der
Aufwand lohnt, EBM’s zur Datenanalyse auf kleineren Skalen zu entwickeln.
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132Anhang A
Ein bistabiles Modell mit
additivem weißen Rauschen
Hier soll eine einfache Klimadynamik vorgestellt werden, die die drei wesentlichen Ei-
genschaften eines evolutionsf¨ ahigen Systems (s. Kap. 3.1.1) hat. Eine solche Klimady-
namik muß mindestens zwei stabile station¨ are Zust¨ ande besitzen und durch Rauschen
angetrieben werden. Es wird von folgender nichtlinearer Kimagleichung ausgegangen:
ck
dT
dt
= f(T) = Q(1 − α(T)) − εσT4, (A.1)
mit
ck = W¨ armekapazit¨ at des Klimas
T = Klimatemperatur
t = Zeit
Q = Strahlungsangebot
α = Albedo
ε = Emissivit¨ at
σ = Stefan-Boltzmann Konstante.
F¨ ur die Albedo α wird der Ansatz von Warren und Schneider (1979) verwendet:
α(T) = α0 − α1 tanh[a(T − T∗)], (A.2)
mit
α0 = .42
α1 = .2
a = .052K−1
T∗ = 276.15 K.
Das System ist ein Potentialsystem und man erh¨ alt f¨ ur das Potential ϕ = ϕ0−
 
f(T)dT:
ϕ = ϕ0 −
Q
ck
(1 − α0)T +
Qα1
cka
ln{cosh[a(T − T∗)]} +
εσ
5ck
T5. (A.3)
F¨ ur die vorgegebenen Parameterwerte hat dieses Potential zwei Minima, die durch ein
lokales Maximum voneinander getrennt sind. Die Minima entsprechen den stabilen sta-
tion¨ aren Zust¨ anden. Sie liegen bei 252.9 K und 288.8 K. Der erste Wert entspricht einer
133total vereisten Erde, w¨ ahrend der zweite Wert etwa der beobachteten Mitteltemperatur
entspricht.
Das Maximum bei 276.8 K stellt einen Repellor (instabiler station¨ arer Zustand) dar.
Durch zuf¨ allige St¨ orungen wird nun das System, das sich in einem der attraktiven
Zust¨ ande beﬁndet, aus diesem ausgelenkt werden. Falls dabei der Repellor ¨ uberschrit-
ten wird, beﬁndet sich das System im Einzugsgebiet (Bassin) des anderen Attraktors
und wird von diesem angezogen. F¨ ur ein solches System k¨ onnen nur noch Wahrschein-
lichkeitsaussagen dar¨ uber gemacht werden, wo das System anzutreﬀen ist. Das System
vergißt seinen Anfangszustand mit fortschreitender Zeit. Man kann nun die Aufent-
haltswahrscheinlichkeitsdichte, d.h. die Wahrscheinlichkeit daf¨ ur, das System in einem
bestimmten Zustandsintervall zu ﬁnden, berechnen. Dazu st¨ ort man die Diﬀerential-
gleichung (A.1) durch ein additives Gaußsches weißes Rauschen η mit der Standardab-
weichung Σ und erh¨ alt die folgende Gleichung:
ck
dT
dt
= Q(1 − α(T)) − εσT4 + Ση. (A.4)
Diﬀerentialgleichungen dieser Art, d.h. mit Rauschantrieb werden Langevin-
Gleichungen genannt. Man kann zeigen, daß jeder Langevin-Gleichung eine partielle Dif-
ferentialgleichung f¨ ur die zeitliche Entwicklung der Aufenthaltswahrscheinlichkeitsdichte
p(x,t) des Systems zugeordnet werden kann (s. z.B. Haken, 1990). Diese Gleichung wird
Fokker-Planck-Gleichung genannt. Aus einer eindimensionalen Langevin-Gleichung der
Art
dx
dt
= f(x) + Ση (A.5)
folgt f¨ ur p(x,t) die Fokker-Planck-Gleichung
∂p(x,t)
∂t
= −
∂
∂x
(f(x)p(x,t)) +
1
2
∂2p(x,t)
∂x2 Σ2. (A.6)
Dabei stellt der erste Term auf der rechten Seite die Divergenz eines von der Dynamik
hervorgerufenen advektiven Flusses Ja von p(x,t) dar, w¨ ahrend der zweite Term die
Divergenz eines diﬀusiven Flusses Jd im Zustandsraum ist, der auf dem Zufallsantrieb
beruht. Faßt man beide Fl¨ usse zusammen, so folgt die Fokker-Planck-Gleichung in der
Form
∂p(x,t)
∂t
+
∂
∂x
 
f(x)p(x,t) −
1
2
∂p(x,t)
∂x
Σ2
 
= 0. (A.7)
F¨ ur die station¨ are Aufenthaltswahrscheinlichkeitsdichte pstat(x) gilt
∂pstat(x)
∂t
= 0. (A.8)
Dann muß die Divergenz des Gesamtﬂusses J = Ja + Jd bei pstat null sein und der
Gesamtﬂuß damit konstant. Unter der Annahme lim
x→±∞pstat = 0, d.h., daß das System
die Zust¨ ande x = ±∞ nicht annimmt, wird der Gesamtﬂuß gleich null. Somit folgt f¨ ur
pstat
1
2
dpstat(x)
dx
Σ2 = f(x)pstat(x). (A.9)
134Die Integration dieser Gleichung f¨ uhrt zur station¨ aren Dichte
pstat(x) = C exp
 
2
Σ2
  x
x0
f(x′)dx′
 
. (A.10)
Das Integral in der Exponentialfunktion ist bis auf einen konstanten Term, der aber in
die Integrationskonstante C gezogen werden kann, das Negative des Potentials. Dem-
nach folgt f¨ ur ein Potentialsystem die station¨ are Aufenthaltswahrscheinlichkeitsdichte
aus der Kenntnis des Potentials ϕ:
pstat(x) = C exp
 
−2ϕ
Σ2
 
(A.11)
Somit folgt f¨ ur das hier betrachtete Klimasystem
pstat(T) = C exp{γ1T + γ2 ln{cosh[a(T − T∗)]} + γ3T5} (A.12)
Mit den vorgegebenen Parameterwerten hat diese Gleichung 2 Maxima, die je nach
St¨ arke des Rauschantriebs (Σ) mehr oder weniger scharf getrennt sind.
Man kann noch zahlreiche interessante Fragen an diesem Beispiel besprechen (z.B. das
First-Passage-Problem, das den Erwartungswert f¨ ur den Zeitpunkt des ersten ¨ Ubergangs
von einem Bassin in das andere angibt), was hier aber zu weit vom Thema wegf¨ uhrt.
Im Zusammenhang mit Eiszeitzyklen ist die Reaktion solcher Systeme auf sinoidale
Antriebe von besonderem Interesse. F¨ ur weitere Untersuchungen muß auf die Literatur
verwiesen werden: Hasselmann, 1976; Frankignoul und Hasselmann, 1977; Lemke, 1977;
Fraedrich, 1978; Nicolis C. und G. Nicolis, 1981; Nicolis C., 1982, 1984a, 1984b, 1987.
135Anhang B
Einschaltexperimentl¨ osung der
2-Boxen-Approximation
Unter der Annahme ˙ Ta = 0 gilt:
Ta =
λam
λam + λ
Tm +
λ
λam + λ
TGlg, (B.1)
˙ Tm = a11Tm + a12To + s∆Q (B.2)
˙ To = a21Tm + a22To (B.3)
mit
a11 = −(σ + γ) (B.4)
a12 = γ (B.5)
a21 = εγ (B.6)
a22 = −εγ (B.7)
s =
σ
λ
(B.8)
und
σ =
λamλ
cm(λam + λ)
(B.9)
γ =
λmo
cm
(B.10)
ε =
cm
co
. (B.11)
Daraus folgt der Temperaturverlauf von Atmosph¨ are und Mischungsschicht:
Ta(t) = TGlg
 
1 −
λam
λam + λ
c1 exp
 
−t
τ1
 
−
λam
λam + λ
c2 exp
 
−t
τ2
  
(B.12)
Tm(t) = TGlg
 
1 − c1 exp
 
−t
τ1
 
− c2 exp
 
−t
τ2
  
(B.13)
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τ1 =

p
2
+
 
p2
4
− q


−1
(B.14)
τ2 =

p
2
−
 
p2
4
− q


−1
(B.15)
p = −(a11 + a22) (B.16)
q = a11a22 − a12a21 (B.17)
c1 = b1k1 (B.18)
c2 = b2k2 = 1 − c1 (B.19)
b1 =
k2 − 1
k1 − k2
(B.20)
b2 =
1 − k1
k1 − k2
(B.21)
k1 =
−a12
a11 − τ−1
1
(B.22)
k2 =
−a12
a11 − τ−1
2
. (B.23)
Man k¨ onnte nun Glg. (B.12) numerisch an den Verlauf der Atmosph¨ arentemperatur des
GCM-Einschaltexperiments anpassen. Hier soll aber ein anderer Weg gew¨ ahlt werden.
Zun¨ achst wird nicht der Verlauf der GCM-Atmosph¨ arentemperatur selbst verwendet,
sondern folgende Anpassung TH(t) von Hasselmann (1993):
TH(t) = TGlg
 
1 − h1 exp
 
−t
τ1
 
− h2 exp
 
−t
τ2
  
. (B.24)
Der mittlere quadratische Fehler dieser Anpassung betr¨ agt εrms = .02K und generiert
sich ausschließlich aus den hochfrequenten Schwankungen im GCM-Temperaturverlauf.
Es wird deswegen durch die Verwendung dieser Anpassung keine relevante Information
verloren, aber der Vorteil erzielt, daß Glg. (B.12) nun an eine analytische Funktion
angepaßt werden kann. Dar¨ uberhinaus kann man folgende Werte aus dieser Anpassung
¨ ubernehmen:
TGlg = 1.582K (B.25)
τ1 = 2.86a (B.26)
τ2 = 41.61a. (B.27)
Somit hat man als Zeitkonstante f¨ ur die ozeanische Mischungsschicht 2.86 Jahre und
f¨ ur den tieferen Ozean 41.61 Jahre. Die Gleichgewichtstemperatur kann dar¨ uber hin-
aus noch n¨ utzlich sein, um die Klimasensitivit¨ at des Hamburger Modells (Version
ECHAM/LSG) anzugeben. Dort wird eine sprunghafte CO2, ¨ Aquiv.-Erh¨ ohung von 390
ppm auf 720 ppm verwendet. Verwendet man nun die Aussage von Wigley und Schlesin-
ger (1985), daß bei CO2, ¨ Aquiv. Verdopplung eine Heizrate von 4.39W/m2 zu erwarten
ist, so kann man leicht ausrechnen, daß das verwendete GCM eine Klimasensitivit¨ at
von 2.44W/(m2K) hat. Dies ist sehr nah bei dem im Rahmen dieser Arbeit bestimm-
ten Wert von 2.4W/(m2K)(s. Kap. 4.1.3). Es muß nun nur noch der Parameter c1
137angepaßt werden (der Parameter c2 folgt dann aus B.19). Dies kann leicht analytisch
durchgef¨ uhrt werden. F¨ ur die mittlere quadratische Abweichung d2 zwischen Ta(t) und
TH(t) im Zeitraum von t1 bis t2 gilt:
d2(t1,t2) =
1
t2 − t1
  t2
t1
(Ta(t) − TH(t))2dt. (B.28)
Die notwendige Bedingung f¨ ur ein Minimum von d2 ist:
∂d2
∂c1
= 0. (B.29)
Diese Gleichung ist leicht analytisch l¨ osbar. Die L¨ osung selbst ist aber eine Funktion
des unbekannten Parameters λam. Dieser muß vorgegeben werden.
Nun geht es darum, von TGlg, c1, τ1 und τ2 auf ε, σ und γ zur¨ uckzuschließen. Aus den
Gleichungen (B.4) bis (B.7), (B.16) und (B.17) folgt:
σ = τ−1
2 + c1(τ−1
2 − τ−1
1 ) (B.30)
ε =
q
σ p − σ2 − q
(B.31)
γ =
q
εσ
, (B.32)
wobei p und q aus (B.14) und (B.15) folgen:
p = τ−1
1 + τ−1
2 (B.33)
q = τ−1
1 τ−1
2 (B.34)
Im letzten Schritt muß von λ, ε, σ und γ auf die physikalischen Parameter Ozean-
tiefe ho, Mischungsschichttiefe hm und den W¨ armeaustauschkoeﬃzienten λmo geschlos-
sen werden. Um von den W¨ armekapazit¨ aten auf deren Tiefen h zu schließen, wird die
W¨ armekapazit¨ at von Wasser c∗ = 4.19 ∗ 106 J/(m3 K) = .13286W Jahr
m3 K verwendet.
Es stehen drei Gleichungen (B.9) - (B.11) f¨ ur diesen Schritt zur Verf¨ ugung:
hm =
1
σc∗
 
1
λ + 1
λam
  (B.35)
ho =
hm
ε
(B.36)
λmo = γ c∗ hm. (B.37)
Um diese Prozedur anwenden zu k¨ onnen, muß (wie bereits erw¨ ahnt) λam vorgegeben
werden. Man muß den Wert von λam deshalb aus anderen Betrachtungen schließen.
Dickinson (1981) hat in seiner Arbeit einen Wert von 45 W
m2K vorgeschlagen. Haidvogel
und Bryan (1992) geben eine typische Spanne von 20 bis 50 W
m2K an. Hier wird im Fol-
genden ein Ansatz von Harvey und Schneider (1985) aufgenommen und λam daraus ab-
gesch¨ atzt. Zun¨ achst geht man davon aus, daß der W¨ armeﬂuß zwischen Atmosph¨ are und
ozeanischer Mischungsschicht durch drei Fl¨ usse geschieht. Diese Fl¨ usse sind der Fluß
langwelliger Strahlung FRad, der sensible W¨ armeﬂuß FSen und der latente W¨ armeﬂuß
FLat. Hier muß man entsprechend dem Modell davon ausgehen, daß die Abweichungen
138dieser Fl¨ usse vom Gleichgewicht nur Funktionen der Diﬀerenz der Temperaturanomali-
en von Atmosph¨ are und ozeanischer Mischungsschicht sind. Dadurch kann man f¨ ur die
W¨ armeﬂußanomalie schreiben:
Fam = ∆FRad + ∆FSen + ∆FLat
= ∂FRad
∂∆T ∆T + ∂FSen
∂∆T ∆T + ∂FLat
∂∆T ∆T
= λRad∆T + λSen∆T + λLat∆T,
(B.38)
wobei ∆T = Ta−Tm die Diﬀerenz der Temperaturanomalien ist. Setzt man f¨ ur den Fluß
langwelliger Strahlung FRad = σ(T4
m − T4
a) (mit σ = Stefan-Boltzmann-Konstante), so
ﬁndet man im Grenzfall eines verschwindend kleinen ∆T:
∂FRad
∂∆T
= 4σT3
a. (B.39)
F¨ ur Ta = 288.15K folgt daf¨ ur ein Wert von ca. 5.5 W
m2K. F¨ ur den Fluß sensibler W¨ arme
setzen Peixoto und Oort (1992) FSen = −ρcpCH|v|∆T mit
ρ = Luftdichte = 1.225kg/m3
cp = spez. W¨ arme von Luft = 1004Jkg−1K−1
CH = Austauschkoeﬃzient = .0013
|v| = Betrag der Horizontal-
windgeschwindigkeit.
Daraus folgt:
∂FSen
∂∆T
= −ρcpCH|v|. (B.40)
Harvey und Schneider (1985) geben f¨ ur ∂FSen
∂∆T einen Wert von −12.57 W
m2K an. Dieser
Wert, der einer mittleren Windgeschwindigkeit von 7.86 m/s entspricht wird hier ¨ uber-
nommen. F¨ ur den Fluß latenter W¨ arme wird wiederum ein Ansatz von Harvey und
Schneider (1985) verwendet:
FLat = c2(ea − em). (B.41)
Dabei ist ea der Wasserdampfdruck der bodennahen Atmosph¨ are, em der S¨ attigungs-
dampfdruck bei Mischungsschichttemperatur und c2 = 11.75 W
m2hPa ein Proportiona-
lit¨ atsfaktor. Die Dampfdr¨ ucke k¨ onnen ¨ uber die Magnusformel auf die Temperatu-
ren zur¨ uckgef¨ uhrt werden. Die Magnusformel ist eine N¨ aherungsl¨ osung der Clausius-
Clapeyron-Gleichung und kann z.B. bei Liljequist und Cehak (1979) nachgeschlagen
werden. Unter der Annahme, daß in der Atmosph¨ are eine mittlere relative Feuchte von
71 % herrscht, folgt dann:
FLat = c2e0
 
.71exp
 
a
Ta − T0
Ta
 
− exp
 
a
Tm − T0
Tm
  
(B.42)
mit
e0 = 6.107hPa (B.43)
a = 19.84 (B.44)
T0 = 273.15K (B.45)
139Tabelle B.1: Abh¨ angigkeit der verschiedenen physikalischen Parameter vom Wert von
λam.
λam [ W
m2K] 25 30 35
σ [Jahr−1] .2304 .2330 .2348
ε .3414 .3447 .3471
γ [Jahr−1] .1068 .1047 .1031
hm [m] 100.0 100.9 101.6
ho [m] 292.77 292.75 292.73
λmo [ W
m2K] 1.419 1.403 1.392
Setzt man nun Tm = Ta + ∆T und diﬀerenziert nach ∆T, so folgt:
∂FLat
∂∆T
= −c2e0aexp
 
a
Tm − T0
Tm
 
T0
T2
m
(B.46)
Wenn man nun f¨ ur Tm in erster N¨ aherung den Wert 288.55K einsetzt, erh¨ alt man
∂FLat
∂∆T = 13.46 W
m2K. Damit folgt als Absch¨ atzung f¨ ur λam der Wert 30 W
m2K.
Man ist nun in der Lage, die Anpassung durchzuf¨ uhren und c1 zu berechnen. Dabei
zeigt sich, daß c1 nur sehr schwach von der Wahl von λam abh¨ angt. Man erh¨ alt
c1
 
λam = 25
W
m2K
 
= .634 (B.47)
c1
 
λam = 30
W
m2K
 
= .642 (B.48)
c1
 
λam = 35
W
m2K
 
= .647. (B.49)
Damit kann man die restlichen physikalischen Parameter berechnen. Um auch deren
geringe Abh¨ angigkeit von der Wahl von λam zu zeigen, sind in Tabelle B.1 wieder
verschiedene Werte verwendet worden. Es zeigt sich, daß Ungenauigkeiten in der Be-
stimmung von λam von ±1
6 zu Unsch¨ arfen von etwa einem Prozent in den anderen
Parametern f¨ uhren.
140Anhang C
Quasistation¨ are L¨ osung des
Diﬀusionsozeans
Betrachtet man eine prognostische Gleichung f¨ ur die Atmosph¨ arentemperatur Ta und ei-
ne prognostische Gleichung f¨ ur die ozeanische Mischungsschichttemperatur Tm, so kann
man unter den Annahmen von Kapitel 3 von folgendem Gleichungssystem ausgehen,
das den Einﬂuß des tieferen Ozeans ber¨ ucksichtigt:
˙ Ta = −
 
λam+λ
ca
 
Ta +
λam
ca
Tm +
∆Q
ca
(C.1)
˙ Tm = λam
cm Ta −
λam
cm
Tm −
∆F
cm
, (C.2)
wobei ∆F der diﬀusive St¨ orﬂuß von W¨ arme in den tieferen Ozean darstellt. Ver-
nachl¨ assigt man die Dynamik der Atmosph¨ are, so erh¨ alt man:
Ta =
∆Q
λam+λ + cmγ Tm (C.3)
˙ Tm = γ ∆Q − γ λTm − ∆F
cm , (C.4)
mit γ = λam
cm(λam+λ).
F¨ ur ∆F/cm wird nun der von Wigley und Schlesinger (1985) vorgestellte Ansatz
∆F
cm
=
µ
√
τd t
Tm (C.5)
verwendet. Dieser ist exakt f¨ ur konstantes Tm, kann aber durch Anpassung der Kon-
stanten µ auch in anderen F¨ allen verwendet werden (s. Wigley und Schlesinger, 1985).
τd =
π h2
m
κ ist die charakteristische Diﬀusionszeit, hm die Mischungsschichttiefe und κ
die W¨ armeleitf¨ ahigkeit des tieferen Ozeans. Setzt man Glg. (C.5) in Glg. (C.4) ein und
setzt ˙ Tm = 0 (daher der Name quasistatische Approximation), so erh¨ alt man f¨ ur das
Einschaltexperiment folgenden Verlauf von Tm:
Te
m(t) =
∆Q
λ
∗


√
t
√
t +
µ
λγ
√
τd

. (C.6)
141Setzt man nun Glg. (C.6) in Glg. (C.3) ein, so erh¨ alt man Glg. (3.37). L¨ ost man an-
dererseits Glg. (C.4) f¨ ur das Einschaltexperiment exakt (wie es Wigley und Schlesinger
(1985) taten), und setzt die so erhaltene L¨ osung in Glg. (C.3) ein, so erh¨ alt man Glg.
(3.36). Man beachte, daß die hier vorgestellte L¨ osung wesentlich leichter zu handha-
ben ist, als die von Wigley und Schlesinger. Nun muß man die Frage stellen, warum
bzw. unter welchen Bedingungen die wesentlich einfachere L¨ osung brauchbar ist. Dazu
betrachtet man die folgende St¨ orung der quasistation¨ aren L¨ osung
Tm = Te
m + δT (C.7)
und setzt diese in Glg. (C.4) ein. Man erh¨ alt dann folgende St¨ orgleichung:
d(δT)
δT
= −
 
γλ +
µ
√
τdt
 
dt. (C.8)
Diese Diﬀerentialgleichung mit getrennten Variablen hat folgende L¨ osung:
δT = δT0 ∗ exp
 
−t
τ(t)
 
(C.9)
mit τ(t) =
√
t
γλ
√
t+2
µ √τd
.
Glg. (C.9) gibt an, wie schnell eine St¨ orung der L¨ osung (C.6) relaxiert. τ nimmt Werte
zwischen Null und (γλ)−1 an. Falls nun die Zeitskala der betrachteten Anregung deutlich
gr¨ oßer ist als τ, kann die quasistatische Approximation erfolgreich verwendet werden.
F¨ ur physikalisch sinnvoll gew¨ ahlte Werte der Koeﬃzienten wird τ nicht gr¨ oßer als zwei
Jahre, weshalb man die Approximation ab der Zeitskala von Dekaden anwenden kann.
142Anhang D
Die Klimagleichung als
ARMA-Prozeß
F¨ ur die Betrachtung von Gaußschem weißen Antrieb η ist es sinnvoll, Gleichung (4.37)
nicht bez¨ uglich der Gleichgewichtstemperatur, sondern des Antriebs zu formulieren. Sie
nimmt dann folgende Form an:
Tn = α1Tn−1 + α2Tn−2
+ β0ηn + β1ηn−1 + β2ηn−2.
(D.1)
Dabei entsprechen die αi den pi und die βi den qi/λ aus Glg. (4.37).
Glg. (D.1) stellt einen autoregressiven Moving-Average Prozeß dar, dessen Stationa-
rit¨ at, Autokovarianzfunktion und Spektrum analytisch angegeben werden kann. Dies
geschieht in den folgenden Abschnitten. Zu diesem Zweck bietet sich eine alternative
Formulierung an. F¨ uhrt man den Backshift-Operator B mit der Wirkung B Xn = Xn−1
ein (s. Box und Jenkins, 1976), so kann man schreiben:
(1 − α1B − α2B2)Tn = (β0 + β1B + β2B2)ηn (D.2)
bzw.
α(B)Tn = β(B)ηn. (D.3)
D.1 Stationarit¨ at und Resonanzfreiheit der 2-Boxen-
Approximation
Der ARMA Prozeß (D.3) ist station¨ ar, wenn alle Nullstellen des charakteristischen Po-
lynoms α(z) = 0 des autoregressiven Teils außerhalb des Einheitskreises liegen. α(z) ist
das charakteristische Polynom von α(B), wobei z eine komplexe Zahl ist (s. Schlittgen
und Streitberg, 1994). F¨ ur die Nullstellen gilt z1/2 = −α1
α2 ±
√
∆, mit der Diskriminante
∆ =
α2
1
4α2
2
+ 1
α2. Falls die Diskriminante negativ ist, erzeugt der Prozeß zyklisches Verhal-
ten (Resonanz). Mit den oben angegebenen Werten erh¨ alt man ∆ = .038 und z1 = 1.024
und z2 = 1.414. Damit reagiert die sukzessive Klimagleichung auf Gaußsches weißes
Rauschen mit station¨ arem nicht zyklischem Verhalten und demnach unstrukturiert.
143D.2 Autokovarianz- und Autokorrelationsfunktion
Die Autokovarianzfunktion γτ ist der Erwartungswert E des Produktes aus um τ ver-
schobener und unverschobener Realisation des Prozesses:
γτ = E(TnTn−τ) (D.4)
mit γ−τ = γτ.
Multipliziert man Glg. (D.2) mit Tn−τ durch und bildet den Erwartungswert, so erh¨ alt
man:
γτ − α1γτ−1 − α2γτ−2 = β0 E(ηnTn−τ) + β1 E(ηn−1Tn−τ) + β2 E(ηn−2Tn−τ). (D.5)
Um die Erwartungswerte der rechten Seite dieser Gleichung berechnen zu k¨ onnen, muß
Tn−τ durch
 
cuηu ausgedr¨ uckt werden. Dazu muß der ARMA(2,2)-Prozeß in einen
MA(∞)-Prozeß umgewandelt werden. Dies ist bei station¨ aren ARMA-Prozessen immer
m¨ oglich (s. Schlittgen und Streitberg, 1994). Der Ansatz
Tn =
β(B)
α(B)
ηn =
∞  
u=0
cuηn−u (D.6)
f¨ uhrt ¨ uber einen Koeﬃzientenvergleich zum Ziel. Es folgt:
c0 = β0
c1 = β1 + α1β0
c2 = β2 + α1β1 + α2
1β1 + α2β0
cu = α1cu−1 + α2cu−2, f¨ ur alle u > 2.
(D.7)
Damit folgt f¨ ur E(ηn−aTn−τ) mit a ∈ {0,1,2} der Ausdruck
E(ηn−aTn−τ) = E
  ∞  
u=0
cuηn−aηn−τ−u
 
. (D.8)
Da Summation und Erwartungswertbildung vertauschbar sind, folgt daraus
E(ηn−aTn−τ) =
∞  
u=0
cuE(ηn−aηn−τ−u). (D.9)
Nun ist Gaußsches weißes Rauschen δ-korreliert, so daß gilt
E(ηiηj) = σ2
ηδij, (D.10)
mit δij = 1 nur falls i = j und sonst δij = 0. σ2
η ist die Varianz des Rauschens.
Daraus folgt
E(ηnTn−τ) = β0c−τ
E(ηn−1Tn−τ) = β1c1−τ
E(ηn−2Tn−τ) = β2c2−τ
(D.11)
mit ci = 0 f¨ ur i < 0.
144Man erh¨ alt somit ein geschlossenes lineares Gleichungssystem f¨ ur die ersten drei Auto-
kovarianzen. Alle weiteren Autokovarianzen k¨ onnen daraus rekursiv berechnet werden.
Es ergibt sich:
γτ − α1γτ−1 − α2γτ−2 =
 
σ2
η(β0c−τ + β1c1−τ + β2c2−τ), falls τ = 0,1,2
0, sonst.
(D.12)
Die Autokorrelationsfunktion ρ(τ) ergibt sich durch ρ(τ) =
γτ
γ0. F¨ ur die Anwendung in
Kap. 6 muß σ2
η aus γ0 geschlossen werden. Dies ist mit Glg. (D.12) eindeutig m¨ oglich.
145Anhang E
Koeﬃzienten des
5-Boxen-Modells
In Abschnitt 4.2.3 wurden zwei verschiedene Wege der Kalibrierung der 3-Boxen-
Approximation des 5-Boxen-Modells beschrieben. Hier sollen nun die unterschiedlichen
Zahlenwerte der Systemparameter als Folge der unterschiedlichen physikalischen Para-
meter dargestellt werden.
Fall 1) Im ersten Fall wurden folgende physikalischen Parameter vorgegeben:
λnord = 2.5 W
m2K
λs¨ ud = 2.3 W
m2K
λam,nord = 35 W
m2K
λam,s¨ ud = 35 W
m2K
cm,nord = 8.17 J
m2K
cm,s¨ ud = 10.86 J
m2K
h12 = .45 W
m2K
h34 = .26 W
m2K
Daraus folgt f¨ ur die Systemmatrizen:
λ = Km2  

  

.0411/W .0006/W
.0006/W .0322/W
.1075/J .0016/J
.0016/J .0840/J

  

τ =

    

.879 .017 .000
.013 .912 .000
−.453/Jahr .076/Jahr .105/Jahr
.057/Jahr −.359/Jahr .105/Jahr
.016/Jahr .021/Jahr −.036/Jahr

    

146A =



.638 .052 .086
.039 .701 .089
.013 .017 .966



B0 =
Km2
W
 



.0465 .0016
.0015 .0374
.0003 .0003



B1 =
Km2
W
 



.0401 .0022
.0021 .0332
.0005 .0005



F¨ ur die drei charakteristischen Zeiten folgt:
τ1 = 2.05 Jahre
τ2 = 2.97 Jahre
τ3 = 42.05 Jahre
Fall 2) Im zweiten Fall werden folgende Werte vorgegeben:
λnord = 2.5 W
m2K
λs¨ ud = 2.3 W
m2K
λam,nord = 26 W
m2K
λam,s¨ ud = 50 W
m2K
cm,nord = 7.36 J
m2K
cm,s¨ ud = 11.94 J
m2K
h12 = .5 W
m2K
h34 = .0 W
m2K
Daraus folgt f¨ ur die Systemmatrizen:
λ = Km2

 


.0530/W .0006/W
.0006/W .0231/W
.1143/J .0013/J
.0021/J .0783/J

 


τ =

   


.841 .025 .000
.010 .936 .000
−.459/Jahr .073/Jahr .116/Jahr
.033/Jahr −.313/Jahr .095/Jahr
.016/Jahr .021/Jahr −.036/Jahr

   


147A =



.633 .038 .083
.023 .733 .088
.013 .018 .966



B0 =
Km2
W
 



.0505 .0025
.0009 .0346
.0003 .0003



B1 =
Km2
W
 



.0434 .0027
.0013 .0312
.0005 .0005



F¨ ur die drei charakteristischen Zeiten folgt:
τ1 = 2.12 Jahre
τ2 = 3.20 Jahre
τ3 = 42.11 Jahre
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