Abstract. We consider the special case of the 3-SAT problem stemming from the well known integer factorization problem, which is widely used in various cryptography algorithms. For every instance of our 3-SAT setting, it is known that the given 3-CNF is satisfiable by a unique truth assignment, and the goal is to find this assignment (which is called a solution of the problem). Since the complexity status of the factorization problem is still undefined, development of approximation algorithms and heuristics adopts interest of numerous researchers. One of promising approaches to construction of approximation techniques is based on real-valued relaxation of the given 3-CNF followed by minimizing of the appropriate differentiable loss function, and subsequent rounding of the fractional minimizer obtained. Actually, algorithms developed this way differ by the rounding scheme applied on their final stage. We propose a new rounding scheme based on Bayesian learning. Numerical evaluation shows that this scheme outperforms algorithms using the classic rounding up to 37.5%.
Introduction and Related Work
Integer Factorization Problem Statement. The Integer Factorization Problem (IFP) is a famous combinatorial problem whose goal is to decompose a composed number n into a product of smaller primes k p p ... 1 . Although the close PRIMES problem of checking whether a given number is prime (a composite) can be solved in polynomial time [1] , complexity status of the IFP remains still undefined. So far, all the known algorithms for IFP have exponential or subexponential time complexity, e.g. Pollard's rho algorithm, Fermat's factorization, Special and General number field sieves, Prime Factoring FFT Algorithm [2, 3] . Furthermore, the presumed difficulty of this problem is on the heart of widely used algorithms in cryptography such as RSA [4, 5] .
For almost known methods the hardest instances are defined by products of two close primes. One of the most promising approaches to construction of algorithms for the IFP is based on reduction to 3-SAT [6] .
3-SAT statement. An instance 3-SAT can be defined as follows. Consider a 3-CNF formula ) The reducing algorithm of IFP instance to 3-SAT by encoding the long integer multiplication as 3-CNF was introduced in paper [7] . There was showed that the resulting Boolean formula is satisfied by unique truth assignment corresponding to the solution of IFP to be found.
Brief survey of algorithms for 3-SAT.
There is a wide variety of 3-SAT algorithms. Almost of conventional algorithms are partitioned into two classes: in [8] these classes are called complete and incomplete respectively.
Complete Algorithms. Members of this class are mainly based on a backtracking algorithm uses the well-known resolution technique. The most famous algorithm of this class is DPLL [9] . The methods of this class are always get correct answer but have an exponential running time bounds in the worst case. Although, these algorithms get a good results on random and industrial instances [10] , for instances induced by IFP, they are not so efficient [11] .
Incomplete Algorithms. Methods of the second kind (known as a local search heuristics) are rather efficient but their answers are not guaranteed to be correct for any instance. The main idea of these algorithms is to minimize an appropriate penalty function in several consequent stages. Among the representatives of this class, the GSAT is believed to be the most famous [8] . The experiments [12] showed that they perform well when initial assignment is rather close to the truth. In this case the algorithms find a solution at the few iterations. But if the initial solution is far from the true assignment the algorithms can fail. The running time bounds of these methods are hard to prove and usually it just empirical.
Reduction to Continuous minimization. No less interesting approach is based on unconstrained minimization of an appropriate continuous real-value smooth function associated with 3-SAT [13, 14] . It is easy to show that any global minimizer of this function corresponds to a solution for the instance of 3-SAT problem [13, 15] . This approach allows to employ a variety of global optimization international methods [16] .
The difficulty is that the minimized function has a large number of local minima. Finding an arbitrary local optimum is relatively straightforward, but the global minimum of a function is far more hard to find: analytical methods are frequently not applicable, and the use of numerical solution strategies often leads to very hard challenges. However, to increase the methods efficiency and to obtain more accurate approximation for 3-SAT, combinations of heuristics are widely used [14] . Another issue in the approach above is concerned with tackling of fractional values. In the context of the IFP, any integer solution can be easily mapped to truth assignment. However, the rounding pattern for fractional ones may be rather uncertain. In the paper [15] the following scheme is used:
θ . This formula depends on parameter θ , which should be determined empirically.
The benefit of this rounding is the simple idea and an efficient implementation. The weakness is the comparably low accuracy of this rounding [17] .
Paper structure. The purpose of this article is to describe a combined fixed-point iteration method applied to the Boolean formula (1) with new rounding technique. Section 1 describes our proposed continuous relaxation for the 3-SAT problem and the proposed method. Section 2 provides a discussion of the classic and the proposed Bayesian (developed by authors) rounding. Section 3 contains the comparative analysis of two rounding methods by three aspects: the frequencies of correctly determined bits, the Hamming distances between the solution obtained and ground truth, and the running time.
All experiments are carried out on 3-SAT instances equivalent to IFP problem, obtained by the scheme introduced in [7] .
Problem Statement
Consider a continuous real-value model UniSAT7 proposed in [16] .
, where
It can be shown that any global minimum of (2) corresponds to the truth assignment for (1) . The proof of this fact can be found in papers [13, 15] . Thus, the 3-SAT can be reduced to an appropriate instance of the continuous minimization problem.
For searching a global minimum, consider the equations
For the function
To employ the classic fixed point iteration method, represent (4) as follows
, where ( )
We use the Zeidel technique,
with stopping condition
Consider the search space of the combined method. We start from an arbitrary Boolean vector 0 x . As can be seen from (5), the numerator is less or equal then denominator. Therefore, 
The parameter α is empirically determined to 0.5. Unfortunately, this method can stuck in some local extremum point Table 1 contains the average iteration number before getting stuck in local minimum, and the average obtained value function (3) among all instances. However, the local minimum point ) (l i x can be used as an approximate solution for the initial IFP (after the rounding).
Rounding Schemes in the Fixed-point Iteration Method
In this section we discuss the two ways of fractional mappings into Boolean. by construction. The total probability of the i A event is calculated by the well-known formula
Then, two a posteriori probabilities can be calculated as
and the rounding is performed as follows
Numerical Evaluation of the Classic and Bayesian Rounding Schemes
The experiments for both rounding schemes were performed with the Leave 
When the training is finished, values by (9) can be used for obtaining a posteriori probabilities (7) . In other turn, the a posteriori probabilities can be employed for rounding i y with (8) for control sample.
Estimate numerically the average empirical accuracy of rounding schemes. Introduce the set of 3-CNF instances is an approximate one. Then, the quality functional can take the following form: (10) Similarly, introducing partial loss functions we obtain quality functionals (11) for zero and unit bits of ) (I y , respectively. For the sake of convenience, we gather sizes of the instances in Table 2 . At subsequent tables the present number of variables n only. Table 3 reports the results of calculating quality functionals (10)-(11) for two considered rounding techniques. These results are 90% confidence bounds for functionals estimated. 
Conclusion
The article describes the proposed Bayesian rounding scheme in applying to the 3-SAT instances induced IFP. The numerical experiments were carried out, the values of quality functionals were obtained. It was shown, that Bayesian scheme has benefit over simple scheme up to 37.5%. [4] Patsakis C.: RSA private key reconstruction from random bits using SAT solvers, https://eprint.iacr.org/2013/026
[5] RSA laboratories -The RSA Challenge Factoring FAQ. http://www.emc.com/emc-plus/rsa-labs/historical/the-rsa-factoring-challenge-faq.htm
