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Introduction
Ma the`se porte essentiellement sur des proprie´te´s de stabilite´ de proble`mes d’arreˆt
dans le cas ou` l’on dispose d’une information approximative sur le mode`le. Quand on
conside`re un processus, l’information ve´hicule´e au cours du temps par ce processus est
repre´sente´e par la filtration qu’il engendre et a` une filtration correspond une famille de
temps d’arreˆt. Aussi, quand on approche un processus donne´ par une suite de proces-
sus, dans les proble`mes d’arreˆt conside´re´s les ensembles de temps d’arreˆt vont changer
puisque les filtrations changent. Les proprie´te´s des suites de filtrations vont donc jouer
un grand roˆle d’autant plus qu’en ge´ne´ral le fait d’avoir uniquement convergence des
processus ne suffira pas a` re´soudre les proble`mes conside´re´s.
Dans le cas ou` on approche un processus par ses discre´tise´s construits a` partir
d’une suite croissante de subdivisions, on va avoir inclusion des filtrations associe´es aux
discre´tise´s dans celle associe´e au processus initial et, de ce fait, les ensembles de temps
d’arreˆt associe´s vont eˆtre inclus les uns dans les autres. L’information ve´hicule´e par les
discre´tise´s augmente quand le pas de la subdivision diminue.
Cette situation d’inclusion des filtrations n’est pas toujours ve´rifie´e quand on ap-
proche un processus autrement que par ses discre´tise´s. Cependant sans avoir cette in-
clusion, l’information ve´hicule´e par le processus de de´part peut eˆtre asymptotiquement
l’information ve´hicule´e par la suite de processus qui converge vers le processus initial.
La notion sous-jacente est celle de convergence de filtration introduite par Hoover dans
[22] et e´tudie´e par Coquet, Me´min et S lomin´ski dans [16]. La convergence d’une suite de
processus est uniquement une convergence trajectorielle tandis que la convergence des
filtrations rend e´galement compte des proprie´te´s stochastiques associe´es aux processus.
Ces deux hypothe`ses, inclusion des filtrations et convergence des filtrations, sont au
coeur des re´sultats de stabilite´ des deux proble`mes d’arreˆt e´tudie´s dans la suite.
Un premier axe de ma the`se qui sera l’objet du chapitre 2 concerne les re´duites et
les temps d’arreˆt optimaux. D’une fac¸on ge´ne´rale, une re´duite est la valeur maximale
de l’espe´rance d’une fonction de´pendant d’un processus et d’un temps d’arreˆt, valeur
maximale prise sur l’ensemble des temps d’arreˆt associe´s a` l’information ve´hicule´e par le
processus. Un temps d’arreˆt optimal sera un temps d’arreˆt tel que cette valeur maximale
soit atteinte. Autrement dit, e´tant donne´e une fonction continue borne´e γ, la re´duite
d’horizon L du processus X est de´finie par Γ(L) = sup E[γ(τ,Xτ )] ou` le supremum est
pris sur les temps d’arreˆt τ associe´s a` la filtration engendre´e par X et borne´s par L.
Un temps d’arreˆt optimal est un temps d’arreˆt pour lequel ce supremum est atteint.
On s’inte´resse a` la stabilite´ de ces deux notions dans le cas ou` l’on dispose d’une
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information approximative.
Pre´cise´ment, si on approche le processus X par une suite de processus (Xn) et si on
note (Γn(L)) les re´duites associe´es aux Xn, a t’on convergence de (Γn(L)) vers Γ(L) ?
Cette question a de´ja` e´te´ aborde´e par Aldous dans [2] puis par Lamberton et Page`s
dans [37]. Dans ces deux travaux figure une hypothe`se forte de convergence e´tendue.
Mon but e´tait de trouver des hypothe`ses moins contraignantes. Le re´sultat principal de
ma the`se concernant la convergence des re´duites est le the´ore`me 2.2.1 que voici :
The´ore`me Soit X un processus ca`dla`g et (Xn)n une suite de processus ca`dla`g. Soit
F la filtration continue a` droite associe´e a` la filtration engendre´e par X et (Fn)n les
filtrations engendre´es par les processus (Xn)n. On suppose que Xn
P−→ X, que (Xn)
ve´rifie le crite`re de tension d’Aldous (1.2) et que ou bien pour tout n, Fn ⊂ F , ou bien
Fn w−→ F . Alors Γn(L) −−−→
n→∞ Γ(L).
On remarquera en particulier que ce the´ore`me couvre le cas ou` le processus X est
approche´ par ses discre´tise´s suivant une suite croissante de subdivisions puisqu’on a
alors inclusion des filtrations ainsi que tous les exemples de [16] ou` la convergence en
probabilite´ des processus entraˆıne celle des filtrations associe´es.
Ensuite, si on a convergence des re´duites et si (τn) est une suite de temps d’arreˆt op-
timaux associe´s aux (Xn) qui converge en loi vers une variable ale´atoire τ , il est naturel
de se demander si τ est un temps d’arreˆt optimal pour X. Cette question est bien plus
complexe qu’il n’y paraˆıt au premier abord. En effet, il existe dans la litte´rature des
re´sultats donnant des hypothe`ses pour que la limite τ re´alise le sup Γ(L). Cependant,
le fait que la limite en loi d’une suite de temps d’arreˆt ait la loi d’un temps d’arreˆt
(pour la filtration voulue) n’est pas du tout e´vident. Mon principal re´sultat concernant
la convergence des temps d’arreˆt optimaux est le the´ore`me 2.3.4 :
The´ore`me Soit (Xn) une suite de processus ca`dla`g qui converge en loi vers un proces-
sus quasi-continu a` gauche X. On suppose que les (Xn) sont des processus a` accroisse-
ments inde´pendants. Soit (Fn)n et FX les filtrations engendre´es par ces processus et F
la filtration continue a` droite associe´e a` FX . Soit (τn) une suite de (Fn)-temps d’arreˆt
optimaux. Alors, si (X, τ) est une valeur d’adhe´rence de ((Xn, τn))n telle que τ soit
FT -mesurable, τ est un temps d’arreˆt optimal pour X.
Ce travail est illustre´ par une application en finance base´e sur l’approximation du
mode`le de Black et Scholes par des mode`les de Cox, Ross et Rubinstein. Le the´ore`me
2.2.1 permet de retrouver le fait (connu) que les re´duites associe´es au mode`le de Cox,
Ross et Rubinstein (espe´rance maximale de gain d’une option de vente ame´ricaine,
par exemple) convergent vers celle associe´e au mode`le de Black et Scholes limite. Ma
contribution concerne la convergence des temps d’arreˆt optimaux associe´s. E´tant donne´e
l’hypothe`se de mesurabilite´ de τ pre´sente dans le the´ore`me de convergence des temps
d’arreˆt optimaux, le re´sultat de la proposition 2.4.5 portant sur la convergence des
temps d’arreˆt optimaux des mode`les de Cox, Ross et Rubinstein vers ceux du mode`le
de Black et Scholes de´pend de fac¸on cruciale des variables de Bernoulli choisies pour
approcher le mouvement brownien.
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Le second axe de ma the`se qui sera l’objet du chapitre 3 concerne la stabilite´ de solu-
tions d’E´quations Diffe´rentielles Stochastiques Re´trogrades (EDSR en abre´ge´) a` horizon
ale´atoire. Les EDSR a` horizon ale´atoire ont e´te´ e´tudie´es notamment pour leurs liens
avec les E´quations aux De´rive´es Partielles de type elliptique (cf Peng [50] par exemple).
Comme pour les EDSR a` horizon de´terministe, il est utile de connaˆıtre la robustesse
de sche´mas d’approximation nume´rique. Le but de cette partie est de ge´ne´raliser les
travaux de Briand, Delyon et Me´min [10] et [11] qui portent sur des EDSR a` hori-
zon de´terministe. On s’inte´resse a` la stabilite´ des solutions d’EDSR a` horizon ale´atoire
quand le mouvement brownien qui dirige l’e´quation est remplace´ soit par une marche
ale´atoire, soit par une martingale.
Le premier cas e´tudie´ consiste a` approcher le mouvement brownien par une suite
de marches ale´atoires.
Pre´cise´ment, on conside`re une fonction f : Ω×R+×R2 → R γ-lipschitzienne en ses
deux variables. On suppose e´galement que f est borne´e, que f est monotone en y au sens
ou` il existe µ > 0 tel que ∀(t, y, z), (t, y′, z) ∈ R+ ×R2, (y− y′)(f(t, y, z)− f(t, y′, z)) 6
−µ(y − y′)2 et pour tout (y, z), {f(t, y, z)}t est progressivement mesurable Soit W
un mouvement brownien et F la filtration engendre´e par ce processus. Soit τ un F-
temps d’arreˆt fini presque suˆrement. On conside`re l’e´quation diffe´rentielle stochastique
re´trograde suivante :
Yt∧τ = ξ +
∫ τ
t∧τ
f(s, Ys, Zs)ds−
∫ τ
t∧τ
ZsdWs, ∀t > 0 (1)
ou` ξ est une variable ale´atoire Fτ -mesurable borne´e.
Pour approcher l’e´quation (1), on conside`re la suite de marches ale´atoires (Wn)n>1
de´finie par : Wnt =
1√
n
[nt]∑
k=1
εnk , t > 0 ou` (εnk)16k6n est une suite de variables i.i.d. de
Bernoulli syme´triques. Soit (Fn) les filtrations engendre´es par les Wn. On a Fnt =
σ(εnk , k 6 [nt]). Soit (τn)n une suite de (Fn)-temps d’arreˆt tels que, pour chaque n,
τn 6 n. On conside`re ensuite l’EDSR suivante :
Y nt = ξ
n +
∫ τn
t∧τn
f(s, Y n(s∧τn)−, Z
n
s∧τn)dA
n
s −
∫ τn
t∧τn
Zns∧τndW
n
s , (2)
ou` Ans =
[ns]
n et (ξ
n) est une suite de variables ale´atoires (Fnτn)-mesurables telles que
supn ‖ξn‖∞ <∞.
Le re´sutat de convergence suivant (the´ore`me 3.2.5) ge´ne´ralise celui de Briand, De-
lyon et Me´min dans [10] :
The´ore`me Soit (Y, Z) la solution de l’EDSR (1) et (Y n, Zn) les processus constants
par morceaux sur les intervalles [k/n, (k + 1)/n[ et ]k/n, (k + 1)/n] respectivement so-
lutions de l’e´quation (2). On suppose que l’on a les convergences ξn P−→ ξ, τn P−→ τ et
x INTRODUCTION
Wn
P−→W . Alors
sup
t∈R+
e−µt|Y nt − Yt|+
∫ +∞
0
e−2µt|Znt − Zt|2dt P−→ 0,
∀L, sup
t∈[0,L]
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣ P−→ 0,
sup
t∈R+
∣∣∣∣∫ t
0
e−µsZns dW
n
s −
∫ t
0
e−µsZsdWs
∣∣∣∣ P−→ 0.
Le second cas e´tudie´ consiste a` approcher le mouvement brownien par une suite de
martingales. Pre´cise´ment, soit W un mouvement brownien et F la filtration engendre´e
par ce processus. Soit τ un F-temps d’arreˆt fini presque suˆrement. On conside`re l’EDSR
suivante :
Yt∧τ = ξ +
∫ τ
t∧τ
f(r, Yr, Zr)dr −
∫ τ
t∧τ
ZrdWr, t > 0
ou` ξ est une variable ale´atoire Fτ -mesurable et pour tout (y, z), {f(t, y, z)}t est pro-
gressivement mesurable.
Pour approcher cette e´quation, on conside`re une suite de processus ca`dla`g (Wn)n
et (Fn)n les filtrations engendre´es par ces processus. On suppose que (Wn) est une
suite de (Fn)-martingales de carre´ inte´grable qui converge en probabilite´ vers W . On
ne suppose pas que Wn a la proprie´te´ de repre´sentation pre´visible. Soit (τn)n une
suite de (Fn)-temps d’arreˆt borne´s qui converge p.s. vers τ . On conside`re alors l’EDSR
suivante :
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Y nr−, Z
n
r )d < W
n >r −
∫ τn
t∧τn
Znr dW
n
r − (Nnτn −Nnt∧τn), t > 0
ou` (ξn)n est une suite de variables ale´atoires (Fnτn)-mesurables, (Nn) une suite de mar-
tingales orthogonales a` (Wn,τ
n
) et pour tout (y, z), {fn(t, y, z)}t est progressivement
mesurable par rapport a` (Fn).
Sous des hypothe`ses raisonnables de convergence de (Wn) vers W , de convergence
et de re´gularite´ des ge´ne´rateurs et de convergence des horizons ale´atoires, le the´ore`me
3.3.6 ge´ne´ralise le re´sultat de convergence de Briand, Delyon et Me´min dans [11].
Dans les deux grands axes cite´s pre´ce´demment, les principaux outils utilise´s sont
essentiellement les meˆmes. Ils seront e´tudie´s dans le chapitre 1, ce qui permettra en
outre de fixer les notations employe´es dans tout le reste de ce me´moire.
Dans les deux cas, on approche un processus limite X par une suite de processus
(Xn). Quand on ne connaˆıt que les Xn, on ne dispose que d’une information approxi-
mative sur le processus X. Il est alors important de savoir si l’information ve´hicule´e par
xi
les processus Xn converge vers celle ve´hicule´e par le processus limite X. Or l’informa-
tion ve´hicule´e par un processus est re´sume´e par la filtration engendre´e par ce processus.
Le premier outil fondamental de ma the`se est donc la convergence de filtrations. En
particulier, j’e´largis cette notion au cadre des filtrations arreˆte´es par des temps d’arreˆt.
Ensuite, que ce soit au sujet de temps d’arreˆt optimaux ou au sujet d’EDSR a`
horizon ale´atoire, il est question de limites de suites de temps d’arreˆt. Or la limite en
loi d’une suite de temps d’arreˆt n’est pas force´ment la loi d’un temps d’arreˆt pour la
filtration conside´re´e. Je donne donc des conditions pour que la limite d’une suite de
temps d’arreˆt soit un temps d’arreˆt et e´galement une me´thode pour obtenir une suite
de temps d’arreˆt convergeant vers une limite initialement donne´e.
Enfin, pour l’application en finance de la premie`re partie et pour illustrer les
re´sultats de convergence de solutions d’EDSR, je me suis inte´resse´e a` diffe´rentes fac¸ons
d’approcher le mouvement brownien par des suites de marches ale´atoires mesurables par
rapport a` la filtration brownienne a` l’instant terminal. On de´crira trois constructions
diffe´rentes. Une approche naturelle consiste a` prendre comme variables de Rademacher
le signe des accroissements du mouvement brownien, mais on verra que cette me´thode
ne peut pas convenir. On de´crira ensuite une me´thode base´e sur les proprie´te´s du mo-
dule de continuite´. On verra que cette construction ne permet cependant pas d’obtenir
une marche ale´atoire au sens voulu. Enfin, on exposera la construction de Knight [34]
qui re´pond au proble`me conside´re´.
xii INTRODUCTION
Chapitre 1
Les outils fondamentaux
Le principal but de ce chapitre est d’introduire les grandes notions transversales
aux deux chapitres suivant.
1.1 Convergence de tribus, convergence de filtrations
Les notions de convergence de tribus et de filtrations ont e´te´ introduites par Hoover
[22] en 1991 et e´tudie´es par Coquet, Me´min et Mackevicˇius [15] en 2000 puis par Co-
quet, Me´min et S lomin´ski [16] en 2001. Dans ces papiers, les filtrations sont indexe´es
par un intervalle de temps borne´ [0, T ] et c’est dans ce cadre que nous nous placerons
dans toute cette the`se sauf dans la section 1.1.5 de ce chapitre et dans tout le chapitre 3.
La notion de convergence de filtrations de´pend de la topologie mise sur l’espace
des processus ca`dla`g. Ici, il s’agira de la topologie de Skorokhod. Dans la section 1.1.1,
nous rede´finirons la topologie J1 de Skorokhod et nous rappellerons les principales
proprie´te´s de cette topologie utilise´es dans cette the`se. Nous donnerons notamment
quelques proprie´te´s liant convergence de processus et convergence finie-dimensionnelle
en tout instant d’un ensemble dense dans [0, T ], typiquement l’ensemble des instants
de continuite´ d’un processus. Ce lien sera tre`s fre´quemment utilise´ dans les preuves.
Dans la section 1.1.2, nous donnerons la de´finition des notions de convergence de
tribus et de convergence de filtrations. Nous verrons e´galement une caracte´risation de
ces convergences dans le cas ou` les tribus (resp. filtrations) sont engendre´es par des
variables ale´atoires (resp. par des processus). D’autre part, la notion de convergence
de filtrations a des liens e´troits avec celle de convergence e´tendue d’Aldous. Nous dis-
cuterons donc brie`vement des relations entre ces deux convergences qui seront toutes
les deux cite´es dans le chapitre 2 sur les convergences de re´duites. Le crite`re de tension
d’Aldous sera une hypothe`se re´currente dans les re´sultats du chapitre 2. Aussi nous
discuterons de cette notion qui a des liens assez forts avec celle de quasi-continuite´ a`
gauche de processus limite, notamment sous hypothe`se de convergence e´tendue.
Ensuite, dans la section 1.1.3, nous discuterons du lien entre convergence de filtra-
tions et convergence ponctuelle des tribus associe´es dans le cas d’une suite de filtrations
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engendre´e par une suite de processus. Cette caracte´risation sera la cle´ de la preuve de
la convergence de la suite de temps d’arreˆt du lemme 1.2.8 qui sera lui-meˆme utilise´
dans le chapitre 2.
Enfin, la principale innovation concernant la notion de convergence de filtrations
est la section 1.1.4 ou` nous nous inte´ressons a` des filtrations arreˆte´es. Dans un premier
temps, nous de´finirons la notion de tribu des e´ve´nements ante´rieurs et celle de filtration
arreˆte´e. Nous donnerons ensuite des re´sultats de convergence dans diffe´rents cas par-
ticuliers a` savoir le cas de temps d’arreˆt prenant un nombre fini de valeurs, puis dans
le cas de suite de´croissante de filtrations et de temps d’arreˆt et enfin nous verrons des
re´sultats dans le cas de filtrations engendre´es par des processus avec une application
aux processus discre´tise´s.
Des re´sultats de convergence de filtrations arreˆte´es seront utilise´s dans le chapitre
3 dans un cadre le´ge`rement diffe´rent. En effet, dans le chapitre 3, nous conside´rerons des
filtrations arreˆte´es par des temps d’arreˆt finis presque suˆrement (mais pas ne´cessairement
borne´s). Nous terminerons donc cette partie par la section 1.1.5 qui traˆıte brie`vement
du cas de processus indexe´s par R+. Nous donnerons la de´finition de la topologie de
Skorokhod dans ce cadre, e´tendrons la notion de convergence de filtrations et enfin nous
ge´ne´raliserons les re´sultats connus dans le cas d’un horizon borne´ et qui seront utilise´s
dans le chapitre 3.
1.1.1 La topologie J1 de Skorokhod
Cette topologie a e´te´ introduite par Skorokhod dans [58] et e´tudie´e ensuite notam-
ment dans les livres de Billingsley [7] pour les processus indexe´s par [0, 1] et de Jacod
et Shiryaev [27] pour les processus indexe´s par R+. Dans cette partie, les re´sultats non
de´montre´s proviennent des livres [7] et [27].
Le cas de´terministe
On note D l’ensemble des fonctions continues a` droite avec une limite a` gauche en
tout point (ca`dla`g en abre´ge´) sur [0, T ] a` valeurs dans R. Sur cet espace, la topologie
de la convergence uniforme n’est pas celle qui convient le mieux. Intuitivement, la to-
pologie J1 de Skorokhod est une topologie de convergence uniforme qui tient compte
des de´calages entre les instants de sauts de la suite de processus et de leur limite. On
va maintenant de´finir pre´cise´ment cette notion.
Soit Λ l’ensemble des changements de temps de [0, T ] dans [0, T ], i.e. l’ensemble
des fonctions λ : [0, T ] → [0, T ] continues strictement croissantes telles que λ(0) = 0 et
λ(T ) = T .
On de´finit la distance de Skorokhod, note´e dS , de la fac¸on suivante :
∀x, y ∈ D, dS(x, y) = inf
λ∈Λ
{‖λ− Id‖∞ ∨ ‖x− y ◦ λ‖∞}.
1.1. CONVERGENCE DE TRIBUS ET DE FILTRATIONS 3
On dit qu’une suite (xn) d’e´le´ments de D converge vers x ∈ D au sens de la topologie
J1 de Skorokhod si dS(xn, x) −−−−−→
n→+∞ 0. On notera x
n → x ou xn J1−→ x si besoin.
Remarque 1.1.1 On munit l’espace D de sa tribu bore´lienne, i.e. la tribu engendre´e
par tous les ouverts pour la topologie de Skorokhod. C’est e´galement la tribu engendre´e
par les applications ca`dla`g. Ainsi, les projections pit : x 7→ x(t) sont continues. Nous
verrons ce que cette topologie entraˆıne sur la mesurabilite´ des processus ale´atoires dans
la remarque 1.1.9.
Exemple 1.1.2 On prend T = 1. La suite (xn = 1[1/2+1/n,1])n converge vers x =
1[1/2,1] pour la topologie J1 de Skorokhod. En revanche, cette convergence n’a pas lieu
pour la topologie de la norme uniforme a` cause du de´calage entre les instants de saut
des xn qui a lieu en 1/2 + 1/n et celui de x qui a lieu en 1/2.
La topologie de Skorokhod co¨ıncide avec la topologie de la convergence uniforme si
la limite est continue. Plus pre´cise´ment, nous allons e´noncer deux re´sultats classiques
liant convergence uniforme et convergence pour la topologie J1 de Skorokhod.
Proposition 1.1.3 Si xn J1−→ x et si t est un instant tel que ∆x(t) = 0, alors on a la
convergence ponctuelle xn(t) −−−−−→
n→+∞ x(t).
Proposition 1.1.4 Si xn J1−→ x et si x est continue sur le compact [0, T ], alors on a
la convergence uniforme supt |xn(t)− x(t)| −−−−−→
n→+∞ 0.
D’autre part, on a e´galement la convergence ponctuelle au bord.
Lemme 1.1.5 Si xn J1−→ x, alors xn(T ) → x(T ).
De´monstration
Soit (λn)n une suite de changements de temps adapte´e a` la convergence de (xn) vers
x. On a alors :
sup
s∈[0,T ]
|xn(λn(s))− x(s)| → 0.
Mais, |xn(T ) − x(T )| = |xn(λn(T )) − x(T )| par construction de (λn). Le re´sultat en
de´coule imme´diatement. 
Un objet utile quand on manipule des fonctions continues est le module de continuite´
qui est de´fini de la fac¸on suivante :
De´finition 1.1.6 Le module de continuite´ d’une fonction continue α : [0, T ] → R sur
un intervalle I ⊂ [0, T ] est de´fini par :
w(α, I) = sup
s,t∈I
|α(s)− α(t)|.
Pour l’e´tude des fonctions ca`dla`g, on est aussi amene´ a` introduire un module de
« continuite´ ».
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De´finition 1.1.7 Le module de « continuite´ » d’ordre θ > 0 d’une fonction α ∈
D([0, T ],R) est de´fini par :
w′(α, θ) = inf
{ti}∈P
max
i
w(α, [ti−1, ti[)
ou` P est l’ensemble des subdivisions {ti} de [0, T ] telles que mini(ti − ti−1) > θ.
On a alors la caracte´risation suivante des fonctions ca`dla`g sur [0, T ] :
Proposition 1.1.8 Une fonction α : [0, T ] → R appartient a` D([0, T ]) si et seulement
si on a lim
θ↓0
w′(α, θ) = 0.
Application aux processus ale´atoires
Nous conside´rons maintenant des processus ale´atoires ca`dla`g, c’est-a`-dire des pro-
cessus X : [0, T ]×Ω → R dont toutes les trajectoires sont ca`dla`g. Nous allons de´finir les
notions de convergence en loi, en probabilite´, Lp et presque suˆre de suite de processus
ca`dla`g.
Remarque 1.1.9 Avec la topologie de Skorokhod, comme les projections sont conti-
nues, a` la fois les processus et les applications coordonne´es sont mesurables. Les liens
entre convergence de processus et convergence fini-dimensionnnelle seront tre`s nom-
breux comme on va le voir dans la suite.
Convergence en loi Soit (Xn) une suite de processus ca`dla`g indexe´s par [0, T ] de´finis
sur les espaces (Ωn,Gn,Pn) et X un processus ca`dla`g indexe´ par [0, T ] de´fini sur un
espace (Ω,G,P).
De´finition 1.1.10 On dit que (Xn)n converge en loi vers X si, pour toute fonction
f : D→ R borne´e et continue (pour la topologie de Skorokhod), (∫ f(Xn)dPn)n converge
vers
∫
f(X)dP. On notera Xn L−→ X.
Pour prouver la convergence en loi, on utilise souvent le crite`re de Prokhorov :
Proposition 1.1.11 Xn L−→ X si et seulement si :
(i) (Xn)n est tendue,
(ii) ∀k ∈ N∗, ∀t1, . . . , tk ∈ D ou` D est un sous-ensemble dense de [0, T ] contenant
T , la suite de variables ale´atoires ((Xnt1 , . . . , X
n
tk
))n converge en loi vers (Xt1 , . . . , Xtk).
Rappelons un crite`re pour prouver qu’une suite de processus est tendue :
Proposition 1.1.12 La suite de processus (Xn) est tendue si et seulement si
(i) ∀ε > 0, ∃n0 ∈ N∗, ∃K ∈ R+, ∀n > n0, P[supt |Xnt | > K] 6 ε,
(ii) ∀ε > 0, ∀η > 0, ∃n0 ∈ N∗, ∃θ > 0, ∀n > n0, P[w′(Xn, θ) > η] 6 ε.
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Convergence en probabilite´ Soit (Xn) et X des processus ca`dla`g indexe´s par [0, T ]
de´finis sur (Ω,G,P).
De´finition 1.1.13 On dit que (Xn) converge en probabilite´ vers X si (dS(Xn, X))n
converge en probabilite´ vers 0. On notera Xn P−→ X.
Voyons une caracte´risation a` l’aide de changements de temps ale´atoires qui est
l’objet du the´ore`me 2.1 de Jacod et Protter [26].
Proposition 1.1.14 Xn P−→ X si et seulement s’il existe une suite (Λn)n de processus
ca`dla`g continus strictement croissants tels que Λn(0) = 0 et Λn(T ) = T ve´rifiant :
(i) (Λn)n converge uniforme´ment en probabilite´ vers l’identite´,
(ii) (Xn ◦ Λn)n converge uniforme´ment vers X en probabilite´.
Remarque 1.1.15 Dans ce me´moire, nous supposerons que les Λn sont tous mesu-
rables pour la tribu bore´lienne de D. Dans [26], Jacod et Protter montrent que la suite
(Λn) peut eˆtre contruite (Gn) adapte´e ou` la suite de filtrations (Gn) est telle que, pour
tout t, Gnt = Ft+γn avec (γn) suite de re´els de´croissant vers 0 et F filtration engendre´e
par X.
On va montrer que la convergence ponctuelle en probabilite´ de (Xn) vers un pro-
cessus ca`dla`g X et la tension de la suite (Xn) entraˆınent la convergence en probabilite´
de (Xn) vers X.
Dans la preuve, nous utiliserons la notion de processus discre´tise´ que nous de´finissons
ici.
Soit X un processus ca`dla`g. On conside`re une suite de subdivisions de [0, T ] (pin =
{0 = tn0 < . . . < tnNn = T})n de pas tendant vers 0, i.e. telle que |pin| = maxi |tni+1 −
tni | −−−−−→n →+∞ 0. Pour tout n, on de´finit le processus discre´tise´ X
n par :
∀t ∈ [0, T ], Xnt =
Nn−1∑
i=1
Xti1[tni ,tni+1[(t) +XT δT (t).
Proposition 1.1.16 Soit (Xn) une suite de processus ca`dla`g et X un processus tels
que :
(i) X est ca`dla`g,
(ii) (Xn) est tendue,
(iii) Xnt
P−→ Xt en tout instant t d’un ensemble dense D de [0, T ] contenant T.
Alors Xn P−→ X pour J1.
De´monstration
Soit (pip)p = ({tpi }i)p une suite de subdivisions ne contenant que des points de D. On
conside`re les discre´tise´s Y p de X suivant pip et les discre´tise´s Y n,p des Xn suivant pip.
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Soit ε > 0 et η > 0.
D’apre`s (i) et (ii), il existe θ > 0 et N0 tels que pour tout n > N0,
P[w′(Xn, θ) > η/3] 6 ε/3 et P[w′(X, θ) > η/3] 6 ε/3.
On fixe p tel que δp 6 min{η/3, θ}.
Par croissance de δ 7→ w′(X, δ), on a :
P[w′(Xn, δp) > η/3] 6 ε/3 et P[w′(X, δp) > η/3] 6 ε/3.
Pour tout i, Xn
tpi
P−→ Xtpi d’apre`s (iii). Comme la subdivision est finie, il vient Y n,p
P−→ Y p.
Ainsi, il existe N1 tel que pour tout n > N1,
P[dS(Y n,p, Y p) > η/3] 6 ε/3.
Soit n > max{N0, N1}.
P[dS(Xn, X) > η]
6 P[dS(Xn, Y n,p) > η/3] + P[dS(Y n,p, Y p) > η/3] + P[dS(Y p, X) > η/3]
6 P[max{δp, w′(Xn, δp)} > η/3] + P[dS(Y n,p, Y p) > η/3]
+P[max{δp, w′(X, δp)} > η/3]
d’apre`s le lemme 3 section 12 de Billingsley dans [7]
6 ε.
D’ou` la conclusion. 
Convergence Lp Soit (Xn) et X des processus ca`dla`g indexe´s par [0, T ] de´finis sur
(Ω,G,P).
De´finition 1.1.17 On dit que (Xn) converge dans Lp vers X si (dS(Xn, X))n converge
dans Lp vers 0. On notera Xn L
p−→ X.
Convergence presque suˆre Soit (Xn) et X des processus ca`dla`g indexe´s par [0, T ]
de´finis sur (Ω,G,P).
De´finition 1.1.18 On dit que (Xn) converge presque suˆrement vers X si (dS(Xn, X))n
converge presque suˆrement vers 0. On notera Xn
p.s.−−→ X.
Illustrons cette convergence par le cas des discre´tise´s d’un processus ca`dla`g X.
Proposition 1.1.19 Soit X un processus ca`dla`g et (Xn) la suite de ses discre´tise´s
selon une suite de subdivisions (pin) de pas tendant vers 0. La suite de processus (Xn)
converge presque suˆrement vers le processus ca`dla`g X.
De´monstration
D’apre`s le lemme 3 section 12 de Billingsley dans [7],
∀ω, dS(Xn(ω), X(ω)) 6 |pin| ∨ w′(X(ω), |pin|) −−−−−→
n→+∞ 0
car pour tout ω, X.(ω) ∈ D et |pin| → 0.
D’ou` la convergence cherche´e. 
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Proprie´te´s de stabilite´ par changement d’espace
Dans cette section, nous allons donner deux re´sultats e´le´mentaires portant sur des
proprie´te´s conserve´es naturellement par changement d’espace. Plus pre´cise´ment, soit
(Ω,G,P) et (Ω˜, G˜, P˜) deux espaces probabilise´s. On conside`re (X, τ) de´fini sur (Ω,G,P)
et (X˜, τ˜) de´fini sur (Ω˜, G˜, P˜). On suppose que X et X˜ sont des processus ca`dla`g et que
τ et τ˜ sont des variables ale´atoires. On suppose e´galement que (X, τ) ∼ (X˜, τ˜). Soit F
la filtration continue a` droite engendre´e par X et F˜ celle engendre´e par X˜.
Typiquement, on se retrouve dans cette situation quand on applique le the´ore`me de
repre´sentation de Skorokhod. Voici donc deux proprie´te´s du couple (X, τ) e´galement
ve´rifie´es par (X˜, τ˜).
Lemme 1.1.20 Si τ˜ = f(X˜) avec f mesurable, alors τ = f(X) p.s.
De´monstration
(X, τ) ∼ (X˜, τ˜) donc, pour toute fonction mesurable h, ∫ h(X, τ)dP = ∫ h(X˜, τ˜)dP˜.
Comme τ˜ = f(X˜), on a alors
∫
h(X, τ)dP =
∫
h(X˜, f(X˜))dP˜.
Soit h la fonction de´finie par h(x, y) = (y− f(x))2. f e´tant mesurable, h est mesurable
et donc
∫
(τ − f(X))2dP = 0. Ainsi τ = f(X) p.s. 
Le second lemme porte sur une proprie´te´ de stabilite´ de temps d’arreˆt.
Lemme 1.1.21 On suppose X continu en probabilite´. Si τ est un F-temps d’arreˆt,
alors τ˜ est un F˜-temps d’arreˆt.
De´monstration
Soit t ∈ [0, T ]. τ est un F-temps d’arreˆt, donc {τ < t} ∈ Ft. Alors, pour tout ε > 0, il
existe f : Rk → R mesurable et s1, . . . , sk dans [0, t] tels que
E
[|1{τ<t} − f(Xs1 , . . . , Xsk)|] 6 ε.
(X˜, τ˜) ∼ (X˜, τ˜) donc 1{τ<t} − f(Xs1 , . . . , Xsk) ∼ 1{τ˜<t} − f(X˜s1 , . . . , X˜sk). Alors,
E
[
|1{τ˜<t} − f(X˜s1 , . . . , X˜sk)|
]
6 ε. Par conse´quent, {τ˜ < t} ∈ F˜t. Donc τ˜ est un
F˜-temps d’arreˆt. 
1.1.2 Convergence de tribus et convergence de filtrations : de´finitions
et caracte´risations
Les notions de convergence de tribus et de filtrations ont e´te´ introduites par Hoover
dans [22] en 1991. Dix ans apre`s, Coquet, Me´min et Mackevicˇius dans [15] donnent
une se´rie d’exemples et de contre-exemples sur des proprie´te´s ve´rifie´es ou non par ces
convergences. Ensuite, dans [16], Coquet, Me´min et S lomin´ski s’inte´ressent aux liens
entre convergence de processus et convergence des filtrations engendre´es par ces pro-
cessus.
La de´finition de la convergence des tribus est la meˆme dans tous les papiers cite´s
ci-dessus. Ce n’est pas le cas pour la convergence des filtrations e´tant donne´ que la
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topologie mise sur l’espace des processus n’est pas la meˆme pour Hoover et pour Co-
quet, Me´min, Mackevicˇius et S lomin´ski. Dans cette the`se, nous ne conside´rerons pas la
de´finition de Hoover, mais celle donne´e dans [16].
De´finition 1.1.22 On dit qu’une suite de tribus (An)n converge faiblement vers une
tribu A si pour tout B ∈ A, la suite de variables ale´atoires (E[1B|An])n converge en
probabilite´ vers la variable ale´atoire 1B. On notera An → A.
De´finition 1.1.23 On dit qu’une suite de filtrations (Fn)n converge faiblement vers
une filtration F si pour tout A ∈ FT , la suite de processus (E[1A|Fn. ])n converge en
probabilite´ vers le processus E[1A|F.] au sens de la topologie J1 de Skorokhod. On notera
Fn w−→ F .
Remarque 1.1.24 Il existe aussi une notion de convergence forte de filtrations. Si
on travaille sur l’espace probabilise´ (Ω,G,P), on dira que la suite de filtrations (Fn)
converge fortement vers la filtration F , si pour tout A ∈ G, la suite de processus
(E[1A|Fn. ])n converge en probabilite´ vers le processus E[1A|F.] au sens de la topologie
J1 de Skorokhod. Ici, nous n’utiliserons pas cette convergence car, pour l’e´tude des liens
entre convergence de processus et convergence des filtrations associe´es, la convergence
faible des filtrations est la plus approprie´e. En effet, la tribu G contient trop d’informa-
tion par rapport a` FT si l’inclusion de FT dans G est stricte. Dans la suite, si cela n’est
pas pre´cise´, « convergence de filtrations » signifie « convergence faible de filtrations ».
Comme indique´ dans [16], on a imme´diatement les proprie´te´s suivantes :
Proposition 1.1.25 Une suite (An)n de tribus converge vers A si et seulement si pour
toute variable ale´atoire Z mesurable par rapport a` A et inte´grable, la suite de variables
ale´atoires (E[Z|An]) converge en probabilite´ vers Z.
Proposition 1.1.26 Une suite (Fn)n de filtrations converge vers F si et seulement si
pour toute variable ale´atoire Z mesurable par rapport a` FT et inte´grable, la suite de
processus (E[Z|Fn]) converge en probabilite´ vers E[Z|F ] au sens de la topologie J1 de
Skorokhod.
Graˆce a` la proposition 1.1.14 qui permet d’e´crire la convergence en probabilite´ de
processus pour la topologie de Skorokhod a` l’aide de suite de changements de temps,
la de´finition de la convergence de filtrations peut se re´e´crire de la fac¸on suivante :
Proposition 1.1.27 Fn w−→ F si et seulement si pour tout B ∈ FT , pour tout ε > 0, il
existe une suite (Λn)n de changements de temps convergeant uniforme´ment en proba-
bilite´ vers l’identite´ et telle que (E[1B|Fn. ] ◦Λn)n converge uniforme´ment en probabilite´
vers E[1B|F.].
Dans [16], Coquet, Me´min et S lomin´ski donnent la caracte´risation suivante de la
convergence de filtrations dans le cas ou` la filtration limite est engendre´e par un pro-
cessus.
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Lemme 1.1.28 Soit X un processus ca`dla`g et FX la filtration engendre´e par ce pro-
cessus. Les conditions suivantes sont e´quivalentes :
(i) Fn w−→ F ,
(ii) E[f(Xt1 , . . . , Xtk)|Fn. ] P−→ E[f(Xt1 , . . . , Xtk)|F.] pour la topologie J1 de Skorokhod,
pour toute fonction f : Rk → R borne´e continue et tout point t1, . . . tk tel que ∀i,
P[∆Xti 6= 0] = 0 ou ti = T , pour tout k ∈ N,
(iii) E[
∑m
j=1 cj exp{i
∑k
l=1 λ
l
jXtl}|Fn. ] P−→ E[
∑m
j=1 cj exp{i
∑k
l=1 λ
l
jXtl}|FX. ] pour la to-
pologie J1 de Skorokhod, pour tout (c1, . . . , cm) ∈ Rm et tout (λl1, . . . , λlm) ∈ Rm, pour
tout point t1, . . . tk tel que ∀i, P[∆Xti 6= 0] = 0 ou ti = T , pour tout k ∈ N.
Voici une caracte´risation analogue de la convergence de tribus dans le cas ou` la
tribu limite est engendre´e par un processus.
Lemme 1.1.29 Soit Y un processus ca`dla`g, A = σ(Yt, t ∈ [0, T ]) et (An) une suite de
tribus. Les assertions suivantes sont e´quivalentes :
(i) An → A,
(ii) E[f(Yt1 , . . . , Ytk)|An] P−→ f(Yt1 , . . . , Ytk) pour toute fonction continue borne´e f :
Rk → R et t1, . . . , tk points d’un ensemble dense D contenant T .
De´monstration
Les arguments sont les meˆmes que dans la de´monstration du lemme 3 dans [16].
(i) ⇒ (ii) de´coule de la de´finition de la convergence des tribus.
Soit A ∈ A. Soit η > 0 et ε > 0. Il existe t1, . . . , tk ∈ D tels que
E[|f(Yt1 , . . . , Ytk)− 1A|] < ε. (1.1)
Alors,
P[|E[1A|An]− 1A| > η]
6 P[|E[1A|An]− E[f(Yt1 , . . . , Ytk)|An]| > η/3]
+P[|E[f(Yt1 , . . . , Ytk)|An]− f(Yt1 , . . . , Ytk)| > η/3]
+P[|f(Yt1 , . . . , Ytk)− 1A|] > η/3]
6 P[|E[f(Yt1 , . . . , Ytk)|An]− f(Yt1 , . . . , Ytk)| > η/3]
+
6
η
E[|f(Yt1 , . . . , Ytk)− 1A|] d’apre`s l’ine´galite´ de Markov
6
(
6
η
+ 1
)
ε pour n assez grand en utilisant (ii) et (1.1).
D’ou` l’e´quivalence. 
Remarque 1.1.30 Typiquement l’ensemble D pourra eˆtre l’ensemble des points ou` le
processus Y est continu en probabilite´ auquel on rajoute le point T .
La convergence e´tendue d’Aldous
Dans son manuscrit [2], Aldous a de´veloppe´ la notion de convergence e´tendue. E´tant
donne´e une suite de processus, il introduit la suite de processus de pre´diction associe´e et
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de´finit alors la convergence e´tendue en loi. Dans la proposition 6.8 de [2], il caracte´rise
la notion de convergence e´tendue a` l’aide de convergences d’espe´rances conditionnelles.
De´finition 1.1.31 Soit des processus ca`dla`g Xn, X et leurs filtrations continues a`
droite naturelles Fn, F . (Xn,Fn) → (X,F) si et seulement si pour tout entier k, pour
toutes fonctions φ1, . . . , φk : D → R continues borne´es, on a (au sens de la topologie
J1) :
(Xn,E[φ1(Xn)|Fn. ], . . . ,E[φk(Xn)|Fn. ]) L−→ (X,E[φ1(X)|F.], . . . ,E[φk(X)|F.]).
Dans le cas ou` tous les processus sont de´finis sur le meˆme espace, on peut parler de
convergence e´tendue en probabilite´ qui sera de´finie de la fac¸on suivante.
De´finition 1.1.32 Soit des processus ca`dla`g Xn, X et leurs filtrations continues a`
droite naturelles Fn, F . (Xn,Fn) P−→ (X,F) si et seulement si pour toute fonction
h : D→ R continue borne´e, on a (au sens de la topologie J1) :
(Xn,E[h(Xn)|Fn. ]) P−→ (X,E[h(X)|F.]).
On constate imme´diatement que la convergence e´tendue en probabilite´ entraˆıne
automatiquement la convergence de processus et la convergence de filtrations. En re-
vanche, la re´ciproque n’est pas toujours vraie. Dans [41], Me´min donne un exemple
d’une telle situation. Soit N un processus de Poisson et F sa filtration propre. On
conside`re ensuite la suite (Nn) de´finie par Nnt = Nt−1/n pour tout t et Fnt = Ft. Alors,
Nn
P−→ N , Fn → F mais (Nn,Fn) 6 P−→ (N,F).
Cependant, comme le montrent Coquet, Me´min et S lomin´ski dans [16], cette re´ciproque
est vraie dans un certain nombre de situations.
Proposition 1.1.33 Soit (Xn) une suite de processus ca`dla`g telle que Xn P−→ X. Soit
(Fn) et F les filtrations naturelles associe´es a` ces processus. On suppose que Fn → F
et que l’une des conditions suivantes est satisfaite :
i) X est continu,
ii) Toute F-martingale est continue,
iii) Pour tout n, Xn est une Fn-martingale, et X est une F-martingale.
Alors (Xn,Fn) P−→ (X,F).
La condition d’Aldous
Dans les articles [1] et [3], Aldous s’inte´resse au crite`re de tension suivant :
∀ε > 0, lim
δ↓0
lim sup
n→+∞
sup
σ,ν∈T n,σ6ν6σ+δ
P[|Xnσ −Xnν | > ε] = 0 (1.2)
ou` T n est l’ensemble des temps d’arreˆt pour la filtration engendre´e par Xn. Il donne
plusieurs re´sultats liant ce crite`re et la convergence en loi de suites de processus.
Cette condition d’Aldous sera une des hypothe`ses figurant dans les re´sultats du
chapitre 2 sur les convergences de re´duites et de temps d’arreˆt optimaux et permettra
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notamment d’utiliser les propositions 1.1.34 et 1.1.38 ci-dessous.
Sous cette condition, dans son manuscrit non publie´ [2], Aldous donne le re´sultat
suivant liant convergence de temps d’arreˆts et convergence de processus :
Proposition 1.1.34 Soit (Xn)n une suite de processus ca`dla`g qui converge en loi vers
un processus ca`dla`g X. On note Fn les filtrations engendre´es par les processus Xn et F
la filtration continue a` droite associe´e a` celle engendre´e par le processus X. Soit (τn)n
une suite de (Fn)-temps d’arreˆt qui converge en loi vers une variable ale´atoire V . On
suppose que l’on a convergence en loi du couple ((τn, Xn))n vers (V,X) et que le crite`re
de tension d’Aldous (1.2) est ve´rifie´. Alors (τn, Xnτn)
L−→ (V,XV ).
D’autre part, ce crite`re de tension d’une suite de processus a des liens avec la notion
de quasi-continuite´ a` gauche d’un processus.
De´finition 1.1.35 Un processus ca`dla`g X est quasi-continu a` gauche si ∆Xτ = 0 p.s.
pour tout temps d’arreˆt pre´visible τ (a` valeurs dans [0, T ]).
Dans la remarque VI 4.7 dans [27], Jacod et Shiryaev indiquent la proprie´te´ sui-
vante :
Proposition 1.1.36 X est quasi-continu a` gauche si et seulement si X ve´rifie le
crite`re de tension d’Aldous (1.2).
Cette caracte´risation des processus quasi-continus a` gauche permet de montrer le
lemme ci-dessous que nous utiliserons dans la section 1.1.4.
Lemme 1.1.37 Soit X un processus quasi-continu a` gauche et F sa filtration propre.
Soit (τn)n une suite de F-temps d’arreˆt qui converge en probabilite´ vers un F-temps
d’arreˆt τ . Alors Xτn
P−→ Xτ .
De´monstration
Soit ε > 0 et η > 0.
Comme X est quasi-continu a` gauche, X ve´rifie le crite`re d’Aldous. Aussi, il existe
δ > 0 tel que
sup
σ,ν∈T ,σ6ν6σ+δ
P[|Xσ −Xν | > η] 6 ε (1.3)
ou` T de´signe l’ensemble des F-temps d’arreˆt.
D’autre part, comme τn P−→ τ , il existe n0 tel que pour tout n > n0,
P[|τn − τ | > δ] 6 ε. (1.4)
Finalement, pour tout n > n0,
P[|Xτn −Xτ | > η] = P[|Xτn −Xτ |1|τn−τ |<δ > η] + P[|Xτn −Xτ |1|τn−τ |>δ > η]
6 sup
σ,ν∈T ,σ6ν6σ+δ
P[|Xσ −Xν | > η] + P[|τn − τ | > δ]
6 2ε d’apre`s (1.3) et (1.4).
12 CHAPITRE 1. LES OUTILS FONDAMENTAUX
Le lemme 1.1.37 est alors prouve´. 
Dans le cas d’une suite convergente de processus, Aldous montre la proposition
suivante dans son manuscrit non publie´ [2].
Proposition 1.1.38 Si Xn L−→ X et si (Xn) ve´rifie le crite`re de tension d’Aldous
(1.2), alors X est quasi-continu a` gauche (pour sa filtration propre).
Il donne e´galement une re´ciproque sous une hypothe`se de convergence e´tendue.
Proposition 1.1.39 Si (Xn,Fn) → (X,F) et si X est quasi-continu a` gauche, alors
la suite (Xn) ve´rifie le crite`re de tension d’Aldous (1.2).
Remarque 1.1.40 Si on remplace l’hypothe`se de convergence e´tendue par une hy-
pothe`se de convergence de processus en probabilite´ et une hypothe`se de convergence de
filtrations, le re´sultat n’est plus force´ment vrai comme le montre l’exemple suivant. On
conside`re un processus de Poisson N et la filtration qu’il engendre F , puis les processus
Nn tels que, pour tout t, Nnt = Nt−1/n. Par construction, les Nn sont F adapte´s et
on a convergence en probabilite´ de la suite (Nn) vers le processus N pour la topo-
logie de Skorokhod. Soit τ le temps d’arreˆt e´gal au premier instant de saut de N et
τn = τ + 1/n. (τn) est une suite de F-temps d’arreˆt qui converge presque suˆrement
vers τ . Cependant, Nnτ −Nnτn = 1 p.s. et par conse´quent le crite`re de tension d’Aldous
n’est pas ve´rifie´ par la suite (Nn).
1.1.3 Lien entre convergence de filtration et convergence ponctuelle
des tribus
Dans cette partie, on conside`re des filtrations (Fn) et F .
Dans leur article [16], Coquet, Me´min et S lomin´ski signalent que la convergence
ponctuelle en tout point des tribus Fnt → Ft, ∀t n’entraˆıne pas la convergence des
filtrations Fn w−→ F et que la re´ciproque n’est pas ve´rifie´e non plus.
On va ici affiner quelque peu ces liens. On va montrer que la convergence des
filtrations Fn w−→ F entraˆıne la convergence des tribus Fnt → Ft en tout point t ou` F
est continue a` gauche. Avant de montrer cette proprie´te´, nous allons de´finir la notion
de continuite´ d’une filtration et indiquer un lien entre la re´gularite´ d’une filtration et
celle d’une martingale associe´e.
De´finition 1.1.41 Soit F une filtration.
F est continue a` droite en t si Ft =
⋂
ε>0
Ft+ε.
F est continue a` gauche en t si Ft =
∨
ε>0
Ft−ε.
Voyons le lien entre la continuite´ en t de la filtration F et la continuite´ en probabilite´
des martingales associe´es.
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Proposition 1.1.42 Soit X une variable ale´atoire inte´grable.
Si F est continue a` gauche en t, alors E[X|F.] est continue a` gauche en probabilite´ en
t.
Si F est continue en t, alors E[X|F.] est continue en probabilite´ en t.
De´monstration
Soit (tn) une suite croissant vers t. Comme F est continue a` gauche en t, Ft =
∨
n
Ftn .
Alors d’apre`s le the´ore`me de convergence de martingales 31 du chapitre VI dans Del-
lacherie et Meyer [18], on a E[X|Ftn ] L
1−→ E[X|Ft]. E[X|F.] est donc continue a` gauche
en probabilite´ au point t.
D’autre part, comme F est continue a` droite, d’apre`s le the´ore`me 4 du chapitre VI
dans [18], il existe une version ca`dla`g de E[X|F.]. Par conse´quent, E[X|F.] est continue
a` droite en probabilite´ en t pour cette version qui sera toujours privile´gie´e.
D’ou` la continuite´ cherche´e. 
Voyons maintenant un lien entre convergence de filtrations et convergence ponctuelle
des tribus associe´es.
Proposition 1.1.43 Soit (Fn) une suite de filtrations qui converge vers la filtration
F . Alors, en tout point t de continuite´ a` gauche de F , la suite de tribus (Fnt ) converge
vers la tribu Ft.
De´monstration
Soit t un point de continuite´ de F . Soit A ∈ Ft.
Fn w−→ F , donc E[1A|Fn. ] P−→ E[1A|F.] pour J1. Soit (Λn) une suite de changements de
temps associe´e. Soit ε > 0.
P [|E[1A|Fnt ]− 1A| > ε]
6 P
[∣∣E[1A|Fnt ]− E[1A|F.] ◦ (Λn)−1(t)∣∣ > ε2]+ P [∣∣E[1A|F.] ◦ (Λn)−1(t)− 1A∣∣ > ε2] .
Or,
P
[∣∣E[1A|Fnt ]− E[1A|F.] ◦ (Λn)−1(t)∣∣ > ε2]
6 P
[
sup
s
|E[1A|Fn. ] ◦ Λn(s)− E[1A|Fs]| >
ε
2
]
−−−→
n→∞ 0 par choix de (Λ
n)
et
P
[∣∣E[1A|F.] ◦ (Λn)−1(t)− 1A∣∣ > ε2]
= P
[∣∣E[1A|F.] ◦ (Λn)−1(t)− 1A∣∣1{(Λn)−1(t)6t} > ε2]
+P
[∣∣E[1A|F.] ◦ (Λn)−1(t)− 1A∣∣1{(Λn)−1(t)>t} > ε2]
= P
[∣∣E[1A|F.] ◦ (Λn)−1(t)− E[1A|Ft]∣∣1{(Λn)−1(t)6t} > ε2] car A ∈ Ft
−−−→
n→∞ 0
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car (Λn)−1(t) → t, F est continue a` gauche en t et en utilisant la proposition 1.1.42.
D’ou` la conclusion. 
Inte´ressons nous maintenant au cas de filtrations engendre´es par des processus. Soit
(Xn) etX des processus ca`dla`g et (Fn) et F les filtrations qu’ils engendrent. On suppose
que Xn P−→ X. On sait que l’on n’a pas toujours la convergence des filtrations Fn vers F
comme le montre l’exemple de la Section 2 de Coquet, Me´min et Mackevicˇius dans [15].
Dans le cas des discre´tise´s, les filtrations Fn sont incluses dans la filtration F . Cette
proprie´te´ permet d’obtenir le lemme suivant qui donne des relations entre les tribus Fnt
et Ft pour tout t.
Lemme 1.1.44 Soit X un processus ca`dla`g. On conside`re une suite (pin) = ({tnk}) une
suite de subdivisions de pas |pin| = maxk |tnk+1 − tnk | tendant vers 0 quand n tend vers
l’infini. On de´finit ensuite les processus discre´tise´s Xn par Xnt = Xtnk si t ∈ [tnk , tnk+1[.
Alors pour tout t, Ft− ⊂
∨
nFnt ⊂ Ft.
De´monstration
Soit t fixe´. On a :
Ft− = σ(Xs, s < t), Ft = σ(Xs, s 6 t) et Fnt = σ(Xtnk , tnk 6 t).
- Pour tout n, Fnt ⊂ Ft donc
∨
nFnt ⊂ Ft.
- Montrons que Ft− ⊂
∨
nFnt .
Soit A ∈ Ft−. Soit ε > 0.
Il existe k ∈ N∗, t1, . . . , tk ∈ [0, t[ des points de continuite´ en probabilite´ de X et
B ∈ B(R) tels que
E[|1A − 1(Xt1 ,...,Xtk )∈B|] 6 ε. (1.5)
Comme B(R) est engendre´e par les pave´s, il existe un pave´ B1× . . .×Bk ou` les Bi sont
a` frontie`re ne´gligeable pour la loi de (Xt1 , . . . , Xtk) tel que
E[|1(Xt1 ,...,Xtk )∈B − 1(Xt1 ,...,Xtk )∈B1×...×Bk |] 6 ε. (1.6)
X est ca`dla`g, |pin| → 0 et les tk sont strictement infe´rieurs a` t, donc pour tout i, il
existe ni tel que pour tout n > ni, il existe tnli ∈ pin tel que
E[|1Xti∈Bi − 1Xtnli∈Bi |] 6 ε.
Soit N = maxi ni. D’apre`s ce qui pre´ce`de, pour tout n > N , il existe (tnl1 , . . . , t
n
lk
) ∈ pin
tel que
E[|1(Xt1 ,...,Xtk )∈B1×...×Bk − 1(Xtnl1 ,...,Xtnlk )∈B1×...×Bk |] 6 ε. (1.7)
Par conse´quent, d’apre`s (1.5), (1.6) et (1.7),
E[|1A − 1(Xtn
l1
,...,Xtn
lk
)∈B1×...×Bk |] 6 3ε.
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Aussi, A ∈ ∨nFnt .
Le lemme est alors prouve´. 
On en de´duit le re´sultat suivant de convergence ponctuelle de tribus.
Proposition 1.1.45 Soit (pin) une suite croissante de subdivisions de [0, T ] de pas
tendant vers 0. Soit X un processus ca`dla`g et (Xn) la suite des discre´tise´s associe´s
suivant la suite de subdivisions (pin). Notant respectivement F et Fn les filtrations
engendre´es par X et Xn, on a la convergence de la suite de tribus (Fnt ) vers Ft en tout
point t ou` F est continue a` gauche.
De´monstration
Soit t un instant ou` F est continue a` gauche. D’apre`s le lemme pre´ce´dent, ∨nFnt = Ft.
De plus, la suite de subdivisions (pin)n est croissante, donc la suite de tribus (Fn) est
croissante pour l’inclusion. En utilisant le the´ore`me de convergence des martingales
ferme´es, on obtient le re´sultat annonce´. 
En utilisant la caracte´risation de la convergence des tribus du lemme 1.1.29, on
obtient un autre re´sultat de convergence ponctuelle.
Proposition 1.1.46 Si Xn P−→ X, alors Fnt → Ft pour tout t tel que P[∆Xt 6= 0] = 0.
De´monstration
On fixe t.
Soit f : Rk → R continue borne´e et t1, . . . , tk 6 t des points tels que pour tout i,
P[|∆Xti | > 0] = 0.
Comme Xn P−→ X,
(Xnt1 , . . . , X
n
tk
) P−→ (Xt1 , . . . , Xtk).
f est continue borne´e, donc :
f(Xnt1 , . . . , X
n
tk
) L
1−→ f(Xt1 , . . . , Xtk). (1.8)
P[|E[f(Xt1 , . . . , Xtk)|Fnt ]− f(Xt1 , . . . , Xtk)| > η]
6 P[|E[f(Xt1 , . . . , Xtk)|Fnt ]− E[f(Xnt1 , . . . , Xntk)|Fnt ]| > η/2]
+P[|E[f(Xnt1 , . . . , Xntk)|Fnt ]− f(Xt1 , . . . , Xtk)| > η/2]
6 4
η
E[|f(Xnt1 , . . . , Xntk)− f(Xt1 , . . . , Xtk)|]
d’apre`s l’ine´galite´ de Markov
→ 0 d’apre`s (1.8).
Ainsi, d’apre`s le lemme 1.1.29, Fnt → Ft. 
Remarque 1.1.47 Si un processus est continu a` gauche en t, alors la filtration qu’il
engendre est aussi continue a` gauche en t (cf proble`me 7.1 ii de Karatzas et Shreve [32]).
Ainsi quand on conside`re les discre´tise´s construits comme dans la proposition 1.1.45,
le re´sultat de la proposition 1.1.46 est plus fort que celui de la proposition 1.1.45.
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Remarque 1.1.48 La convergence des tribus de la proposition 1.1.46 n’a pas force´ment
lieu en dehors des points de continuite´ en probabilite´ du processus comme le montre
l’exemple suivant. On pose
Xt = ε1[1/2,1](t), X
n
t = ε1[1/2+1/n,1](t), t ∈ [0, 1], ε ∼ Ber({−1, 1}, 1/2).
Alors Xn
p.s.−−→ X, mais Fn1/2 = {∅,Ω} 6→ F1/2 = σ(ε).
1.1.4 Convergence de filtrations arreˆte´es
De´finitions et premie`res proprie´te´s
De´finition 1.1.49 Soit (Ft)t∈[0,T ] une filtration et τ un F-temps d’arreˆt. On de´finit
la tribu Fτ par Fτ = {A ∈ FT : A ∩ {τ 6 s} ∈ Fs,∀s} et la filtration arreˆte´e Fτ par
Fτt = Fτ∧t = {A ∈ Ft : A ∩ {τ 6 s} ∈ Fs,∀s 6 t}, pour tout t.
Remarque 1.1.50 La de´finition de Fτ a un sens meˆme si τ n’est pas un F-temps
d’arreˆt. Cependant, Fτ est une tribu si et seulement si τ est un F-temps d’arreˆt.
En effet, par de´finition, Ω ∈ Fτ si et seulement si pour tout t, {τ 6 t} ∈ Ft. Ainsi, si τ
n’est pas un F-temps d’arreˆt, Ω /∈ Fτ et Fτ n’est donc pas une tribu.
D’autre part, si τ est un F-temps d’arreˆt, on a :
- Ω ∈ Fτ ,
- si A ∈ Fτ , pour tout t, Ac ∩ {τ 6 t} ∈ Ft car τ est un F-temps d’arreˆt, et par
conse´quent Ac ∈ Fτ ,
- si (An) est une suite d’e´le´ments de Fτ , ∪nAn ∈ Fτ .
Donc, Fτ est une tribu.
Remarque 1.1.51 La famille (Fτt ) de´finie pre´ce´demment est bien une filtration puisque,
si τ et σ sont deux F-temps d’arreˆt tels que τ 6 σ, alors Fτ ⊂ Fσ (cf lemme 7.1 dans
Kallenberg [31]).
Voyons tout d’abord quelques proprie´te´s de re´gularite´ de Fτ que l’on peut de´duire
de celles de F .
Proposition 1.1.52 Si F est continue a` droite en t, alors Fτ est continue a` droite en
t.
De´monstration
Supposons F continue a` droite en t.
On va montrer que Fτt = ∩
ε>0
Fτt+ε.
Soit A ∈ ∩
ε>0
Fτt+ε. On a :
- pour tout ε > 0, A ∈ Ft+ε donc A ∈ ∩
ε>0
Ft+ε et ∩
ε>0
Ft+ε = Ft car F continue a` droite
en t,
- pour tout s 6 t, A ∩ {τ 6 s} ∈ Fs car A ∈ Fτt+ε.
Donc A ∈ Fτt . L’autre inclusion e´tant triviale, on a la continuite´ a` droite de Fτ en t. 
On verra plus loin un re´sultat de continuite´ a` gauche dans le cas ou` F est engendre´e
par un processus.
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Le lemme suivant montre que, sous l’hypothe`se de convergence de filtrations, pour
avoir la convergence des filtrations arreˆte´es il suffit de montrer la convergence des tribus
terminales associe´es. Ce lemme sera ensuite syste´matiquement utilise´ pour prouver la
convergence des filtrations arreˆte´es.
Lemme 1.1.53 Soit (Fn) une suite de filtrations convergeant vers la filtration F . Soit
(τn) une suite de Fn-temps d’arreˆt convergeant en probabilite´ vers un F-temps d’arreˆt
τ . Si on a convergence des tribus Fnτn vers Fτ , alors on a convergence des filtrations
Fn,τn vers Fτ .
De´monstration
Soit B ∈ Fτ .
Fnτn → Fτ , donc par de´finition E[1B|Fnτn ] P−→ 1B. De plus, cette convergence a lieu dans
L1 par proprie´te´ d’e´quiinte´grabilite´. Comme Fn → F , d’apre`s la remarque 1.2 dans
Coquet, Me´min et S lominski [16], on a donc
E[E[1B|Fnτn ]|Fn. ] P−→ E[1B|F.] pour J1. (1.9)
Pour tout t, on a les e´galite´s
E [E[1B|Fnτn ]|Fnt ] = E [1B|Fnτn∧t] = E
[
1B|Fn,τ
n
t
]
et E [1B|Ft] = E [1B|Fτt ]
(cf proprie´te´ 1.2.17 dans Karatzas et Shreve [32], par exemple). Donc (1.9) se re´e´crit
de la fac¸on suivante :
E[1B|Fn,τn. ] P−→ E[1B|Fτ. ] pour J1.
D’ou` la convergence cherche´e. 
Cas de temps d’arreˆt prenant un nombre fini de valeurs
Proposition 1.1.54 Soit (Fn) une suite de filtrations convergeant vers la filtration
F . Soit (τn) une suite de Fn-temps d’arreˆt convergeant en probabilite´ vers un F-temps
d’arreˆt τ . On suppose que les τn et τ ne prennent qu’un meˆme nombre fini de valeurs.
On note t1, . . . , tN les valeurs prises par τ ordonne´es par ordre croissant et on suppose
que F est continue en tous les ti. Alors Fn,τn w−→ Fτ .
De´monstration
On note tn1 , . . . , t
n
N les valeurs prises par les τ
n ordonne´es par ordre croissant, Ai =
{τ = ti} et Ani = {τn = tni }.
On va montrer que Fnτn converge vers Fτ et conclure avec le lemme 1.1.53.
Soit B ∈ Fτ .
Remarquons tout d’abord que E[1B|Fτ ] =
N∑
i=1
E[1B|Fti ]1Ai .
En effet, E[1B|Fτ ] =
N∑
i=1
E[1B1Ai |Fτ ] et, si on montre que ∀A ∈ Fτ ,∀i, A ∩ Ai ∈ Fti ,
alors ∀i,E[1B1Ai |Fτ ] = E[1B|Fti ]1Ai .
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Soit A ∈ Fτ . Montrons que, pour tout i, A ∩Ai ∈ Fti .
On raisonne par re´currence sur i.
Pour i = 1, A ∩A1 = A ∩ {τ = t1} = A ∩ {τ 6 t1} ∈ Ft1 par de´finition de Fτ .
Supposons maintenant la proprie´te´ vraie au rang i. On a les relations suivantes
A ∩Ai+1 = A ∩ {τ = ti+1} = (A ∩ {τ 6 ti+1}) ∩ (A ∩ {τ 6 ti})c ∈ Fti+1
en utilisant la de´finition de Fτ et l’hypothe`se de re´currence.
Aussi, E[1B|Fτ ] =
N∑
i=1
E[1B|Fti ]1Ai .
Pour montrer la convergence des tribus Fnτn vers Fτ , il suffit alors de montrer que
∀i,E[1B|Fntni ]1Ani
P−→ E[1B|Fti ]1Ai .
Soit η > 0 et ε > 0. On fixe i.
P[|1Ani − 1Ai | > η] = P[{τn = tni }∆{τ = ti}]. Comme τn
P−→ τ , on a ∀i, tni −−−→n→∞ ti. Il
existe donc n0 tel que
∀n > n0,max
i
|tni − ti| 6 η et P[|τn − τ | > η] 6 ε.
Alors, pour tout n > n0,
P[|1Ani − 1Ai | > η] 6 ε.
D’autre part, comme Fn w−→ F , on a E[1B|Fn. ] P−→ E[1B|F.] pour J1. ti e´tant un point
de continuite´ de F , P[|∆E[1B|Fti ]| > 0] = 0. Par proprie´te´ de la convergence au sens
de J1, on a donc :
E[1B|Fntni ]
P−→ E[1B|Fti ].
Ainsi,
E[1B|Fntni ]1Ani
P−→ E[1B|Fti ]1Ai .
Puis,
E[1B|Fnτn ] P−→ E[1B|Fτ ].
On a donc la convergence des tribus Fτn vers Fτ , puis celle des filtrations Fn,τn vers
Fτ , d’apre`s le lemme 1.1.53. 
Cas de suites de´croissantes de filtrations et de temps d’arreˆt
Lemme 1.1.55 Si (Fn) est une suite de´croissante de filtrations convergeant vers la
filtration F et τ un F-temps d’arreˆt, il existe une suite de´croissante (τn) de Fn-temps
d’arreˆt qui converge en probabilite´ vers τ .
De´monstration
Soit (pin) une suite croissante de subdivisions de [0, T ] de pas tendant vers 0. Pour tout
n, on note pin = {tn1 = 0 < tn2 < . . . < tnkn = T}. On de´finit :
τn =
kn−1∑
i=1
tni+11tni <τ6tni+1 .
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∗ Soit n > 0. τn est a` valeurs dans pin.
Soit t > 0. Il existe un unique i tel que t ∈ [tni , tni+1[. On a :
{τn 6 t} = {τn 6 tni } = {τ 6 tni } ∈ Ftni car τ est un F-temps d’arreˆt.
Ainsi, {τn 6 t} ∈ Ft. Donc τn est un F-temps d’arreˆt. Comme F ⊂ Fn, τn est a
fortiori un Fn-temps d’arreˆt.
∗ Il est clair par construction que (τn) de´croˆıt vers τ . 
On verra des prolongements de ce re´sultat dans la partie 1.2.3.
Proposition 1.1.56 Soit (Fn) une suite de´croissante de filtrations convergeant vers
la filtration F . Soit (τn) une suite de´croissante de Fn-temps d’arreˆt convergeant en
probabilite´ vers un F-temps d’arreˆt τ . Alors Fn,τn w−→ Fτ .
De´monstration
On a, pour tout n,
Fτ ⊂ Fnτ car (Fn) est de´croissante
⊂ Fnτn car (τn) est de´croissante et en utilisant la remarque 1.1.51.
Alors, pour tout B ∈ Fτ , pour tout n, E[1B|Fnτn ]− 1B = 0. Donc, Fnτn → Fτ . D’apre`s
le lemme 1.1.53, on a donc la convergence des filtrations arreˆte´es. 
Exemple 1.1.57 Soit τ un F-temps d’arreˆt. On conside`re les temps d’arreˆt τk de´finis
par τk = j
2k
si j−1
2k
< τ 6 j
2k
pour j ∈ N et Fk les filtrations telles que pour tout t,
Fkt = F j
2k
si j−1
2k
< t 6 j
2k
. Alors :
∀k, τk est un Fk-temps d’arreˆt,
(τk) et (Fk) sont des suites de´croissantes convergeant respectivement vers τ et F .
Donc d’apre`s la proposition 1.1.56, Fk,τk w−→ Fτ .
Cas ou` les filtrations sont engendre´es par des processus
Dans l’article [21], Haezendonck et Delbaen donnent la caracte´risation suivante de
la tribu des e´ve´nements ante´rieurs :
Proposition 1.1.58 Soit X un processus ca`dla`g, F = FX et τ un F-temps d’arreˆt.
Alors Fτ = σ({Xτ∧s, s > 0}).
Cette caracte´risation nous montre que, sous les hypothe`ses de la proposition 1.1.58,
la filtration arreˆte´e Fτ est la filtration engendre´e par le processus arreˆte´ Xτ .
Proposition 1.1.59 Soit X un processus ca`dla`g, F la filtration engendre´e par ce pro-
cessus et τ un F-temps d’arreˆt. Si X est continu a` gauche en t, alors la filtration
arreˆte´e Fτ associe´e est continue a` gauche en t.
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De´monstration
X est continu a` gauche en t, donc le processus arreˆte´ Xτ est continu a` gauche en t.
De plus d’apre`s la proposition 1.1.58, Fτt = σ(Xτs , s 6 t). Or, si un processus Y est
continu a` gauche en t, la filtration FY l’est aussi (cf proble`me 7.1 ii de Karatzas et
Shreve [32]). Donc Fτ est continue a` gauche en t. 
En particulier, d’apre`s les propositions 1.1.52 et 1.1.59, si F est une filtration brow-
nienne, pour tout F-temps d’arreˆt τ , la filtration arreˆte´e Fτ sera continue. Dans le
chapitre 3, on conside´rera des EDSR dirige´es par un mouvement brownien et d’instant
terminal ale´atoire τ . La filtration Fτ interviendra naturellement dans ce cadre.
Graˆce a` cette caracte´risation des filtrations arreˆte´es engendre´es par des processus,
on peut montrer le re´sultat suivant de convergence :
The´ore`me 1.1.60 Soit (Xn) et X des processus ca`dla`g, (Fn) et F les filtrations as-
socie´es telles que Fn w−→ F . Soit (τn) une suite de Fn-temps d’arreˆt convergeant en
probabilite´ vers un F-temps d’arreˆt τ . On suppose que Xn,τn P−→ Xτ pour J1. Alors
Fn,τn w−→ Fτ .
De´monstration
Comme τ et τn sont respectivement des F et Fn-temps d’arreˆt, d’apre`s la proposition
1.1.58, on a les e´galite´s Fτ = σ({Xτ∧s, s > 0}) et Fnτn = σ({Xnτn∧s, s > 0}).
Soit t1, . . . tk des points de continuite´ de Xτ ou T et f : Rk → R une fonction continue
borne´e.
Comme Xn,τ
n P−→ Xτ , on a :
(Xnt1∧τn , . . . , X
n
tk∧τn)
P−→ (Xt1∧τ , . . . , Xtk∧τ ).
Comme f est continue borne´e, on a alors :
f(Xnt1∧τn , . . . , X
n
tk∧τn)
L1−→ f(Xt1∧τ , . . . , Xtk∧τ ). (1.10)
Finalement,
P[|E[f(Xt1∧τ , . . . , Xtk∧τ )|Fnτn ]− f(Xt1∧τ , . . . , Xtk∧τ )| > η]
6 P[|E[f(Xt1∧τ , . . . , Xtk∧τ )|Fnτn ]− E[f(Xnt1∧τn , . . . , Xntk∧τn)|Fnτn ]| > η/2]
+P[|E[f(Xnt1∧τn , . . . , Xntk∧τn)|Fnτn ]− f(Xt1∧τ , . . . , Xtk∧τ )| > η/2]
6 4
η
E[|f(Xnt1∧τn , . . . , Xntk∧τn)− f(Xt1∧τ , . . . , Xtk∧τ )|]
→ 0 d’apre`s (1.10).
Ainsi, d’apre`s le lemme 1.1.29, Fnτn → Fτ . Puis d’apre`s le lemme 1.1.53, Fn,τ
n w−→ Fτ .

On va appliquer ce the´ore`me a` un processus X quasi continu a` gauche.
Corollaire 1.1.61 Soit X un processus quasi continu a` gauche, F = FX et τ et τn
des F-temps d’arreˆt. On suppose que τn P−→ τ . Alors Fτn w−→ Fτ .
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De´monstration
Il suffit de montrer que Xτ
n
.
P−→ Xτ. pour J1.
Comme X est quasi continu a` gauche, on a Xτn
P−→ Xτ d’apre`s le lemme 1.1.37.
D’autre part, τn P−→ τ donc 1{.<τn} P−→ 1{.<τ} pour J1.
Comme X est continu en probabilite´, X.1{.<τn}
P−→ X.1{.<τ} pour J1.
Alors, comme P[{t : ∆(Xt1{t<τ}) 6= 0 et ∆(Xτ1{t>τ}) 6= 0}] = 0, on a la convergence
X.1{.<τn} +Xτn1{.>τn}
P−→ X.1{.<τ} +Xτ1{.>τ} pour J1, i.e.
Xτ
n
.
P−→ Xτ. pour J1.
Alors d’apre`s le the´ore`me 1.1.60, Fτn w−→ Fτ . 
Voyons un autre corollaire dans le cas ou` la limite X est un processus continu.
Corollaire 1.1.62 Soit (Xn) des processus ca`dla`g et X un processus continu, (Fn)
et F les filtrations associe´es. Soit (τn) une suite de Fn-temps d’arreˆt convergeant en
probabilite´ vers un F-temps d’arreˆt τ . On suppose que Xn P−→ X pour J1 et que Fn w−→
F . Alors on a la convergence des filtrations arreˆte´es Fn,τn w−→ Fτ .
De´monstration
D’apre`s le the´ore`me 1.1.60, il suffit de montrer que Xn,τ
n P−→ Xτ pour J1.
Soit ε > 0 et η > 0.
X est continu sur le compact [0, T ] donc X est uniforme´ment continu sur [0, T ]. Il existe
donc α > 0 tel que pour tout s, t ∈ [0, T ],
|s− t| 6 α⇒ P[|Xs −Xt| > η/3] 6 ε.
D’autre part, τn P−→ τ donc il existe n0 tel que pour tout n > n0,
P[|τn − τ | > α] 6 ε.
Enfin, Xn P−→ X et X est continu donc supt |Xnt −Xt| P−→ 0. Alors il existe n1 tel que
pour tout n > n1,
P[sup
t
|Xnt −Xt| > η/3] 6 ε.
Pour tout n > max(n0, n1), on a alors :
P[sup
t
|Xn,τnt −Xτt | > η]
6 P[sup
t
|Xnt∧τn −Xt∧τn | > η/3] + P[sup
t
|Xt∧τn −Xt∧τ |1|τn−τ |<α > η/3]
+P[sup
t
|Xt∧τn −Xt∧τ |1|τn−τ |>α > η/3]
6 P[sup
t
|Xnt −Xt| > η/3] + ε+ P[|τn − τ | > α]
6 3ε.
D’ou` le corollaire 1.1.62. 
22 CHAPITRE 1. LES OUTILS FONDAMENTAUX
1.1.5 Cas d’un horizon infini
On peut ge´ne´raliser les re´sultats pre´ce´dents au cas ou` les processus ne sont plus
indexe´s par [0, T ] avec T < ∞ mais par [0,+∞[. C’est le cadre conside´re´ par Jacod
et Shiryaev dans [27]. Dans cette partie, on notera D l’ensemble des processus ca`dla`g
indexe´s par [0,+∞[.
On conside`re l’ensemble Λ des changements de temps de [0,+∞[, i.e. l’ensemble
des applications λ : [0,+∞[→ [0,+∞[ continues et strictement croissantes telles que
λ(0) = 0 et λ(t) → +∞ quand t→ +∞.
Dans [27], Jacod et Shiryaev de´finissent la topologie de Skorokhod dans le cas d’un
horizon infini et la caracte´risent a` l’aide du the´ore`me VI 1.14. C’est cette caracte´risation
que nous prendrons ici comme de´finition.
De´finition 1.1.63 Soit (αn), α ∈ D. On dira que (αn) converge vers α si et seulement
si il existe une suite (λn) d’e´le´ments de Λ telle que
(i) sup
s>0
|λn(s)− s| −−−−−→
n→+∞ 0,
(ii) sup
s6N
|αn ◦ λn(s)− α(s)| −−−−−→
n→+∞ 0, ∀N ∈ N
∗.
Si on compare cette de´finition avec celle du cas T < ∞ de la section 1.1.1, on re-
marque que dans le cas T fini on a convergence uniforme de (αn ◦ λn) vers α sur tout
l’intervalle [0, T ]. En revanche, ici, on n’a pas convergence uniforme de (αn ◦ λn) vers
α sur [0,+∞[ mais sur tous les compacts de [0,+∞[.
Graˆce a` la de´finition pre´ce´dente, on va pouvoir e´tendre la notion de convergence de
filtrations.
De´finition 1.1.64 Soit (Fn) et F des filtrations indexe´es par [0,+∞[. On notera F∞
la tribu de´finie par
∨
tFt. On dira que la suite de filtrations (Fn) converge vers F
si et seulement si ∀A ∈ F∞, E[1A|Fn. ] P−→ E[1A|F.], i.e. s’il existe une suite (Λn) de
changements de temps ale´atoires telle que
(i) sup
s>0
|Λn(s)− s| P−→ 0,
(ii) sup
s6N
|E[1A|Fn. ] ◦ Λn(s)− E[1A|Fs]| P−→ 0, ∀N ∈ N∗.
Les de´finitions donne´es ci-dessus laissent a` penser que les re´sultats prouve´s dans le
cas d’un horizon fini vont rester vrais dans le cas d’un horizon infini. C’est en particulier
le cas des re´sultats suivants qui ge´ne´ralisent la remarque 1.2 et la proposition 2 dans
[16] et qui se de´montrent de fac¸on analogue. Ces re´sultats seront utiles dans le chapitre
3.
Lemme 1.1.65 Si Xn L
1−→ X et Fn w−→ F , alors E[Xn|Fn. ] P−→ E[X|F.].
1.2. LIMITE DE SUITES DE TEMPS D’ARREˆT 23
Proposition 1.1.66 Si (Xn) est une suite de processus a` accroissements inde´pendants
indexe´s par [0,+∞[ telle que Xn P−→ X, alors FXn w−→ FX .
De meˆme, on peut ge´ne´raliser la notion de tribu des e´ve´nements ante´rieurs intro-
duite dans la section 1.1.4 en posant :
Fτ = {A ∈ F∞ : A ∩ {τ 6 s} ∈ Fs, ∀s > 0}
ou` F est une filtration indexe´e par [0,∞[, τ un F-temps d’arreˆt et F∞ =
∨
tFt. La
caracte´risation de la proposition 1.1.58 est toujours vraie d’apre`s l’article [21]. Aussi le
corollaire 1.1.62 est ve´rifie´ dans ce cas. Il s’e´nonce alors de la fac¸on suivante :
Corollaire 1.1.67 Soit (Xn) des processus ca`dla`g et X un processus continu indexe´s
par [0,+∞[, (Fn) et F les filtrations associe´es. Soit (τn) une suite de Fn-temps d’arreˆt
convergeant en probabilite´ vers un F-temps d’arreˆt τ . On suppose que Xn P−→ X pour
J1 et que Fn w−→ F . Alors on a la convergence des filtrations arreˆte´es Fn,τn w−→ Fτ .
1.2 Limite de suites de temps d’arreˆt
On s’inte´resse a` la situation suivante. Soit (Fn) et F des filtrations. On suppose
que F est continue a` droite et comple`te. On conside`re une suite (τn) de (Fn)-temps
d’arreˆt qui converge vers une variable ale´atoire τ . On va chercher des conditions pour
que τ soit un F-temps d’arreˆt. Cette question est au coeur des proble´matiques des deux
chapitres suivants.
Pour donner une re´ponse, dans la section 1.2.1, on va conside´rer le cas ou` on a
inclusion des filtrations, i.e. pour tout n , Fn ⊂ F . Dans ce cas, (τn) est a fortiori une
suite de F-temps d’arreˆt. Dans leur article [6], Baxter et Chacon donnent un exemple
ou` la limite en loi d’une suite de F-temps d’arreˆt n’est pas un F-temps d’arreˆt. Nous
allons de´tailler cet exemple. Ensuite, nous de´montrerons que la limite en probabilite´
d’une suite de (Fn)-temps d’arreˆt (avec toujours Fn ⊂ F) est un F-temps d’arreˆt.
Enfin, nous illustrerons ce re´sultat par le cas de temps d’entre´e dans un ouvert quand
on approche un processus par ses discre´tise´s, exemple qui sera utilise´ pour illustrer les
re´sultats du chapitre 3 sur les EDSR.
On conside´rera ensuite, dans la section 1.2.2, le cas ou` on a convergence faible de la
suite de filtrations (Fn) vers la filtration F . On prouvera alors que, sous une hypothe`se
de FT -mesurablite´ de τ , la limite en probabilite´ d’une suite de (Fn)-temps d’arreˆt est
un F-temps d’arreˆt. Ce re´sultat sera ensuite utilise´ pour prouver des convergences de
temps d’arreˆt optimaux dans le chapitre 2.
Enfin, dans le cas ou` les filtrations F et Fn sont engendre´es par des processus X et
Xn tels que Xn P−→ X, e´tant donne´ un F-temps d’arreˆt τ , on verra comment construire
une suite approchante de Fn-temps d’arreˆt. La construction propose´e est base´e sur le
fait que la suite de tribus (Fnt ) converge vers la tribu Ft pour tout t point de continuite´
en probabilite´ de X. Cette construction sera en partie utilise´e dans la chapitre 2 pour
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prouver la convergence des re´duites.
1.2.1 Re´sultats dans le cas d’inclusion de filtrations
Dans cette section, on suppose que pour tout n, Fn ⊂ F . (τn) est donc en particu-
lier une suite de F-temps d’arreˆt.
Dans le cas de la convergence en loi, la limite d’une suite de F-temps d’arreˆt n’est
pas toujours un F-temps d’arreˆt. Dans leur article [6], Baxter et Chacon donnent un
exemple d’une telle situation. Cet exemple a ensuite e´te´ repris par Meyer dans [42].
Nous allons ici en donner le de´tail.
Soit (Bt) un mouvement brownien plan partant de 0 et F la filtration engendre´e
par ce processus. On conside`re ensuite la suite de temps d’arreˆt (Un)n de´finie par :
∀n > 1, Un = inf
{
t > 0 : |Bt| = 1
n
}
.
Ensuite, pour tout n ∈ N∗, pour tout s ∈ [0, 1n ], on de´finit les processus Vn,s par :
∀s ∈
[
0,
1
n
]
, Vn,s = inf {t > Un : |Bt| = s ou |Bt| = 1} .
Comme B est un mouvement brownien, quand s varie de 0 a` 1/n, P[|BVn,s | = s] varie
de 0 a` 1. Pour tout n, on choisit s(n) ∈ [0, 1/n] tel que
P
[∣∣∣BVn,s(n)∣∣∣ = s(n)] = 12 .
On conside`re alors la suite (τn)n de´finie par
τn = Vn,s(n).
Par de´finition de s(n), P[|Bτn | = s(n)] = 12 . Or, par de´finition de Vn,s(n) donc de τn,
|Bτn | = s(n) ou 1. On a donc
P[|Bτn | 6 1/n] = P[|Bτn | = s(n)] =
1
2
et P[|Bτn | = 1] =
1
2
. (1.11)
(τn) est tendue car, pour tout n, τn = Vn,s(n) 6 U1 et U1 est fini p.s. Aussi, ((B, τn))n
est tendue. On peut donc extraire une sous-suite convergente. Pour alle´ger les notations,
on notera encore ((B, τn))n cette sous-suite. Il existe donc (B, τ) tel que
(B, τn)
L−→ (B, τ).
Alors, Bτn
L−→ Bτ . En faisant tendre n vers l’infini dans (1.11), on trouve :
P[|Bτ | = 0] = 12 et P[|Bτ | = 1] =
1
2
.
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On va montrer que τ n’est pas un F-temps d’arreˆt en raisonnant par l’absurde.
Supposons donc que τ est un F-temps d’arreˆt.
{τ = 0} ∈ F0. Or F0 = {∅,Ω}. Donc, {τ = 0} = ∅ ou Ω.
Si {τ = 0} = ∅, alors P[|Bτ | = 0] = 0 car la probabilite´ de revenir en 0 est nulle. Ceci
est en contradiction avec le fait que P[|Bτ | = 0] = 1/2.
Si {τ = 0} = Ω, alors P[|Bτ | = 0] = 1, ce qui contredit le fait que P[|Bτ | = 0] = 1/2.
Donc τ n’est pas un F-temps d’arreˆt.
En revanche, toujours sous hypohte`se d’inclusion des filtrations, la limite en proba-
bilite´ d’une suite de (Fn)-temps d’arreˆt est un F-temps d’arreˆt.
Proposition 1.2.1 On suppose que F est continue a` droite et que, pour tout n, Fn ⊂
F . Soit (τn)n une suite de (Fn)-temps d’arreˆt qui converge en probabilite´ vers une
variable ale´atoire τ . Alors τ est un F-temps d’arreˆt.
De´monstration
Soit t ∈ {s : P[τ = s] = 0}.
τn
P−→ τ et P[τ = t] = 0 donc 1{τn6t} L
1−→ 1{τ6t}. Alors,
E[1{τn6t}|Ft] L
1−→ E[1{τ6t}|Ft].
Mais, 1{τn6t} = E[1{τn6t}|Ft] car Fn ⊂ F et τn est un Fn-temps d’arreˆt.
Donc, par unicite´ de la limite, E[1{τ6t}|Ft] = 1{τ6t} p.s. Aussi {τ 6 t} ∈ Ft.
Comme τ est une variable ale´atoire, {t : P[τ = t] 6= 0} est au plus de´nombrable.
Soit t tel que P[τ = t] 6= 0. Il existe une suite (tn)n de´croissant vers t telle que pour
tout n, P[τ = tn] = 0. Alors {τ 6 t} = ⋂n{τ 6 tn}. Or pour tout n, {τ 6 tn} ∈ Ftn .
Donc {τ 6 t} ∈ ⋂nFtn . Mais ⋂nFtn = Ft+ = Ft car F est continue a` droite.
D’ou` pour tout t, {τ 6 t} ∈ Ft, i.e. τ est un F-temps d’arreˆt. 
Appliquons ce re´sultat dans le cas de temps d’entre´e dans un ouvert pour des
processus indexe´s par R+.
Proposition 1.2.2 Soit X un processus continu a` valeurs dans Rd partant de 0 et
(Xn) une suite de discre´tise´s selon une suite croissante de subdivisions (pin) = ({tni })
de pas tendant vers 0. Soit F la filtration engendre´e par X et Fn celles engendre´es par
les Xn. On suppose que F est continue a` droite. Soit O un ouvert de Rd ne contenant
pas 0 et On une suite croissante (pour l’inclusion) d’ouverts telle que
⋃
nOn = O. On
conside`re les temps d’arreˆt suivants :
τ = inf{t > 0 : Xt ∈ O} et τn = inf{t ∈]0, n] : Xnt ∈ On} ∧ n
avec la convention inf ∅ = +∞. Alors τn p.s.−−→ τ .
De´monstration
(τn)n est une suite de (Fn)-temps d’arreˆt. On va d’abord montrer que la suite (τn)
converge presque suˆrement et ensuite on montrera que la limite est e´gale a` τ p.s.
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Fixons ω.
Si, pour tout n, τn(ω) = n, alors τn(ω) −−−−−→
n→+∞ +∞.
Sinon, il existe n0 tel que τn0(ω) < n0. Montrons que (τn(ω))n>n0 est de´croissante.
(Xn(ω)) est constant par morceaux donc τn(ω) est l’un des tni . Il existe donc i tel que
pour tout j < i, Xtnj (ω) /∈ On et Xtni (ω) ∈ On. Comme (pin) est croissante, il existe l
avec tn+1l 6 tni tel que pour tout j < l, Xtn+1j /∈ On et Xtn+1l (ω) ∈ On. Mais, On ⊂ On+1,
donc on atteint On+1 avant On. Autrement dit, il existe k 6 l tel que pour tout j < k,
Xtn+1j
(ω) /∈ On+1 et Xtn+1k (ω) ∈ On+1. Finalement, τ
n+1(ω) = tn+1k 6 tni = τn(ω). Donc
(τn(ω)) est une suite de´croissante. De plus, cette suite est minore´e donc elle converge.
(τn) converge donc presque suˆrement vers une variable ale´atoire τ˜ . τ˜ est un F-temps
d’arreˆt d’apre`s la proposition 1.2.1. Pour conclure, il reste a` montrer que τ˜ = τ p.s.
Montrons tout d’abord que τ˜ > τ . On fixe ω.
∀n, τ(ω) = inf{t > 0 : Xt(ω) ∈ O}
6 inf{t ∈ pin : Xt(ω) ∈ O} = inf{t > 0 : Xnt (ω) ∈ O}
6 inf{t > 0 : Xnt (ω) ∈ On} car On ⊂ O et 0 /∈ O.
Si τ(ω) < +∞, alors pour tout n > τ(ω), τ(ω) 6 τn(ω) d’apre`s ce qui pre´ce`de. Donc
en passant a` la limite sur n, τ˜(ω) > τ(ω).
Si τ(ω) = +∞, alors pour tout n τn(ω) = n d’apre`s ce qui pre´ce`de. En passant a` la
limite, τ˜(ω) = limn τn(ω) = +∞. Donc τ˜(ω) = τ(ω).
Dans tous les cas, τ˜(ω) > τ(ω).
Pour conclure, il reste a` montrer que τ˜ 6 τ . On raisonne par l’absurde et on suppose
donc que τ˜ > τ .
On fixe ω tel que τn(ω) → τ˜(ω) et τ˜(ω) > τ(ω).
Par de´finition de τ(ω),X.(ω) entre pour la premie`re fois dans O a` l’instant τ(ω). Comme
X est continu et O ouvert, il existe donc un petit intervalle ouvert I aussi proche que
l’on veut de τ(ω) tel que ∀t ∈ I, Xt(ω) ∈ I. Comme τ˜(ω) > τ(ω), on peut imposer
d’avoir I ⊂]τ(ω), τ˜(ω)[ avec I 6= ∅. On e´crit I =]t1, t1+η[. On a alors, par construction,
pour tout t ∈]t1, t1 + η[, Xt(ω) ∈ O.
O =
⋃
nOn et les On sont des ouverts. Donc, il existe n0 tel que pour tout n > n0,
{Xt(ω), t ∈]t1, t1 + η[} ∩On 6= ∅.
De plus, |pin| → 0 donc il existe n1 > n0 tel que pour tout n > n1, il existe tn ∈
pin∩]t1, t1 + η1[. Alors, pour tout n > n1, τn(ω) 6 tn < t1 + η < τ˜(ω). Ceci contredit le
fait que (τn(ω))n de´croˆıt vers τ˜(ω).
Donc τ˜(ω) = τ(ω). Aussi, τn
p.s.−−→ τ . 
Si on simule un processus en ge´ne´rant ses discre´tise´s avec un pas de temps tre`s petit
et si on approche un domaine en conside´rant ses approximations suivant une grille tre`s
fine, le temps d’entre´e du processus approche´ dans le domaine approche´ est alors peu
diffe´rent du temps d’entre´e du processus en temps continu dans le domaine initial.
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On obtient en particulier le re´sultat suivant pour le mouvement brownien en dimen-
sion 1.
Proposition 1.2.3 Soit W un mouvement brownien et (Wn) une suite de discre´tise´s
selon une suite croissante de subdivisions (pin) de pas tendant vers 0. Soit F la filtration
engendre´e par W et Fn celles engendre´es par les Wn. Soit (an) et a des re´els tels que
(an) de´croˆıt vers a. On conside`re les temps d’arreˆt suivants :
τ = inf{t > 0 : Wt > a} et τn = inf{t ∈]0, n] : Wnt > an} ∧ n.
Alors τn
p.s.−−→ τ .
La proposition 1.2.3 permettra d’illustrer le re´sultat de la partie 3.3.4 sur la conver-
gence de la solution d’une EDSR dirige´e par les discre´tise´s (Wn) d’un mouvement
brownien W et d’horizon ale´atoire (τn) vers celle d’une EDSR dirige´e par un mouve-
ment brownien W et d’horizon ale´atoire τ . A` cette occasion, on montrera d’ailleurs que,
dans le cas du mouvement brownien W , inf{t > 0 : Wt > a} = inf{t > 0 : Wt > a} p.s.
Remarque 1.2.4 Le re´sultat de la proposition 1.2.2 n’est plus ne´cessairement vrai si
on prend des ferme´s. En effet, si on conside`re le processus de´terministe x tel que x ≡ a,
alors xn ≡ a. D’autre part, τ = inf{t : xt > a} = 0 et, pour toute suite (an) de´croissant
vers a ve´rifiant ∀n, an 6= a, τn = inf{t : xnt > an} = n. Aussi on n’a pas convergence
de (τn) vers τ . En ge´ne´ral, on peut juste affirmer que (τn) converge vers un F-temps
d’arreˆt supe´rieur ou e´gal a` τ .
1.2.2 Re´sultats dans le cas de convergence de filtrations
Le but de cette partie est de montrer la proposition suivante :
Proposition 1.2.5 On suppose que F est continue a` droite et que Fn w−→ F . Soit
(τn)n une suite de (Fn)-temps d’arreˆt telle que τn P−→ τ . On suppose e´galement que τ
est FT -mesurable. Alors τ est un F-temps d’arreˆt.
De´monstration
τn
P−→ τ donc 1{τn6.} P−→ 1{τ6.} pour J1.
On fixe t tel que P[τ = t] = 0. Alors,
1{τn6t}
P−→ 1{τ6t}.
La suite (1{τn6t})n e´tant e´quiinte´grable, on a :
1{τn6t}
L1−→ 1{τ6t}.
τ est FT -mesurable, donc 1{τ6t} est FT -mesurable.
Alors, comme 1{τn6t}
L1−→ 1{τ6t}, Fn w−→ F et 1{τ6t} est FT -mesurable, d’apre`s la
remarque 2 dans Coquet, Me´min et S lomin´ski [16], on a :
E[1{τn6t}|Fn. ] P−→ E[1{τ6t}|F.] pour J1.
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Montrons que E[1{τn6t}|Fnt ] P−→ E[1{τ6t}|Ft].
Soit η > 0 et ε > 0.
E[1{τ6t}|F.] est un processus continu a` droite en probabilite´. Donc il existe s ∈]t, T ],
point de continuite´ en probabilite´ de E[1{τ6t}|F.], tel que
P[|E[1{τ6t}|Fs]− E[1{τ6t}|Ft]| > η/3] 6 ε/3.
Comme s est un point de continuite´ en probabilite´ de E[1{τ6t}|F.], on a E[1{τn6t}|Fns ] P−→
E[1{τ6t}|Fs]. Ainsi, il existe n0 tel que pour tout n > n0,
P[|E[1{τn6t}|Fns ]− E[1{τ6t}|Fs]| > η/3] 6 ε/3.
D’autre part,
P[|E[1{τn6t}|Fnt ]− E[1{τn6t}|Fns ] > η/3] = 0
car {τn 6 t} ∈ Fnt car (τn)n est une suite de (Fn)-temps d’arreˆt et {τn 6 t} ∈ Fns car
s > t.
Finalement, pour tout n > n0,
P[|E[1{τn6t}|Fnt ]− E[1{τ6t}|Ft]| > η]
6 P[|E[1{τn6t}|Fnt ]− E[1{τn6t}|Fns ] > η/3]
+P[|E[1{τn6t}|Fns ]− E[1{τ6t}|Fs]| > η/3]
+P[|E[1{τ6t}|Fs]− E[1{τ6t}|Ft]| > η/3]
6 ε.
Donc,
E[1{τn6t}|Fnt ] P−→ E[1{τ6t}|Ft].
Or, (τn)n est une suite de (Fn)-temps d’arreˆt. Donc, ∀n, E[1{τn6t}|Fnt ] = 1{τn6t}. De
plus, 1{τn6t}
P−→ 1{τ6t}. Par unicite´ de la limite, E[1{τ6t}|Ft] = 1{τ6t} p.s. Donc, pour
tout t tel que P[τ = t] = 0, {τ 6 t} ∈ Ft.
On montre ensuite que pour tout t, {τ 6 t} ∈ Ft en utilisant la continuite´ a` droite
de F comme dans la preuve de la proposition 1.2.1.
Donc τ est un F-temps d’arreˆt. 
Remarque 1.2.6 Une hypothe`se d’inclusion des tribus terminales FnT ⊂ FT ,∀n suf-
fit a` montrer la FT -mesurabilite´ de la limite. En effet, dans ce cas, les τn sont FnT -
mesurables donc FT -mesurables graˆce a` l’inclusion des tribus. Par conse´quent, leur
limite τ est aussi FT -mesurable.
Remarque 1.2.7 Meˆme sous une hypothe`se de convergence de filtrations Fn w−→ F , la
limite d’une suite de (Fn)-temps d’arreˆt n’est pas force´ment FT -mesurable. En effet, si
on prend F la filtration triviale, la condition Fn w−→ F est toujours re´alise´e. Cependant,
la limite d’une suite de (Fn)-temps d’arreˆt n’a aucune raison d’eˆtre une constante et
donc d’eˆtre FT -mesurable.
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La proposition 1.2.5 permettra, dans la partie 2.4, de montrer la convergence des
temps d’arreˆt optimaux du mode`le de Cox-Ross-Rubinstein vers ceux du mode`le de
Black-Scholes.
1.2.3 Approximation d’un temps d’arreˆt donne´
On se place dans la situation suivante. Soit X et (Xn)n des processus ca`dla`g tels
que Xn P−→ X. On note F la filtration engendre´e par X et (Fn) celles engendre´es par
les (Xn).
On va montrer que l’on peut approcher un F-temps d’arreˆt τ par une sous-suite
de (Fn)-temps d’arreˆt. Pour ce faire, on va raisonner par approximations successives.
Dans le lemme 1.2.8, on verra comment approcher un temps d’arreˆt τ ne prenant qu’un
nombre fini de valeurs. L’argument principal sera un argument de convergence de tribus.
Ensuite, on ge´ne´ralisera au cas d’un temps d’arreˆt borne´. Enfin, on donnera un re´sultat
pour un temps d’arreˆt τ quelconque.
Lemme 1.2.8 Soit τ un F-temps d’arreˆt prenant un nombre fini de valeurs note´es
{ti}i∈I , toutes telles que P[∆Xti 6= 0] = 0. Pour tout i, on pose Ai = {τ = ti}. On a
Ai ∈ Fti. On de´finit τn en posant τn(ω) = min{ti : i ∈ {j : E[1Aj |Fntj ](ω) > 1/2}} pour
tout ω. Alors (τn) est une suite de (Fn)-temps d’arreˆt qui converge en probabilite´ vers
τ .
De´monstration
(τn)n est, par construction, une suite de (Fn)-temps d’arreˆt.
Montrons que τn P−→ τ .
On a Fnti → Fti ,∀i d’apre`s la proposition 1.1.46.
Soit (τϕ(n))n une sous-suite de (τn)n. Pour tout i, la convergence de tribus de (Fnti)n
vers Fti entraˆıne E[1Ai |Fϕ(n)ti ]
P−→ 1Ai . En proce´dant par extractions successives pour
i ∈ I fini, il existe ψ tel que pour tout i, E[1Ai |Fϕ◦ψ(n)ti ]
p.s.−−→ 1Ai . Pour n assez grand,
on a donc τϕ◦ψ(n) = τ p.s. Donc τϕ◦ψ(n) p.s.−−→ τ . Par suite, τn P−→ τ . 
Lemme 1.2.9 Soit L tel que P[∆XL 6= 0] = 0. Soit τ un F-temps d’arreˆt borne´ par L.
Alors, il existe ϕ : N→ N une fonction strictement croissante telle que la suite (τϕ(n))
de (Fϕ(n))-temps d’arreˆt converge en probabilite´ vers τ .
De´monstration
Soit (pik = {tkj , j = 0, . . . ,Kj})k une suite de subdivisions de [0, L] constitue´e unique-
ment de points de continuite´ de X et dont le pas tend vers 0 quand k tend vers l’infini.
On conside`re les F-temps d’arreˆt τk de´finis par
τk =
Kj−1∑
j=0
tkj+11{tkj<τ6tkj+1}.
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(τk)k est une suite de (Fk)-temps d’arreˆt de´croissant vers τ d’apre`s la preuve du lemme
1.1.55.
D’autre part, pour chaque k, τk est un F-temps d’arreˆt ne prenant qu’un nombre fini
de valeurs donc, d’apre`s le lemme 1.2.8, il existe une suite (τn,k)n de (Fn)-temps d’arreˆt
telle que τn,k P−→ τk.
Soit ε > 0 et η > 0. On a :
P[|τn,k − τ | > η] 6 P[|τn,k − τk| > η/2] + P[|τk − τ | > η/2].
τk
P−→ τ donc il existe k0 tel que pour tout k > k0,
P[|τk − τ | > η/2] 6 ε/2.
D’autre part, pour chaque k, τn,k P−→ τk. De proche en proche, on construit alors
(ϕ(k))k>k0 telle que pour tout k, ϕ(k) > ϕ(k − 1) et
P[|τϕ(k),k − τk| > η/2] 6 ε/2.
On a ainsi construit une suite (τϕ(k),k)k de (Fϕ(k))-temps d’arreˆt qui converge en pro-
babilite´ vers le temps d’arreˆt initial τ . 
Proposition 1.2.10 Soit τ un F-temps d’arreˆt. Alors il existe ϕ : N→ N une fonction
strictement croissante telle que la suite (τϕ(n)) de (Fϕ(n))-temps d’arreˆt converge en
probabilite´ vers τ .
De´monstration
On approche τ par la suite de F-temps d’arreˆt borne´s (τN ) = (τ ∧N)N . Pour chacun
des τN , on fait alors la construction du lemme 1.2.9. Par un argument d’extraction, on
obtient alors le re´sultat cherche´. 
Cette construction sera utilise´e dans le lemme 2.2.3 de la section 2.2.1 sur la conver-
gence des re´duites.
1.3 Approximation du mouvement brownien par des marches
ale´atoires
Dans cette section, afin d’alle´ger les notations, on prendra T = 1.
Partant d’un mouvement brownien, on veut construire une suite de marches ale´atoires
syme´triques qui converge presque suˆrement vers ce mouvement brownien et telle que
les marches ale´atoires soient toutes mesurables par rapport a` la tribu brownienne a`
l’instant terminal. L’expression « suite de marches ale´atoires » de´signera ici une suite
de processus (Xn) de la forme Xn. = an
∑[n.]
i=1 Y
n
i ou` les Y
n
i sont des variables ale´atoires
inde´pendantes a` valeurs dans {−1, 1} et an ∈ R.
Kac dans [30] et Marchal dans [40] par exemple ont construit des approximations
du mouvement brownien par des marches ale´atoires. Dans leurs re´sultats, les marches
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construites ne sont pas force´ment mesurables par rapport a` la tribus brownienne a`
l’instant terminal. Or cette contrainte est ici fondamentale en vue d’une application
dans la section 2.4.
On verra tout d’abord une construction naturelle base´e sur les accroissements du
brownien et on montrera que la suite de marches ale´atoires associe´e ne peut converger
en probabilite´ vers aucun mouvement brownien.
On donnera ensuite les grandes lignes de la me´thode utilise´e par Itoˆ et McKean
dans [23] pour re´soudre le proble`me e´tudie´.
On terminera en exposant une autre me´thode base´e sur la re´gularite´ des trajectoires
d’un processus. La marche ale´atoire construite ne sera pas syme´trique et ne re´pond donc
pas comple`tement au proble`me pose´. Cependant, cette construction est valable pour
toute une famille de processus, la convergence obtenue est presque suˆre et on aura un
majorant de la vitesse de convergence.
On illustrera ensuite les diffe´rentes me´thodes par des simulations.
1.3.1 Une construction naturelle
Soit B un mouvement brownien standard sur [0, 1] et FB la filtration engendre´e par
ce processus. On conside`re la suite de marches ale´atoires de´finie de la fac¸on suivante.
Pour tout n, pour tout k ∈ {0, . . . , n− 1}, on pose
Xnk = sgn
(
B k+1
n
−B k
n
)
ou` sgn est la fonction signe. Puis, on de´finit la suite de processus (Bn)n par :
Bnt =
1√
n
[nt]∑
k=1
Xnk
pour tout n, pour tout t ∈ [0, 1].
Comme B est un processus a` accroissements inde´pendants, les Xnk sont des variables
de Bernoulli syme´triques inde´pendantes. Alors, d’apre`s le the´ore`me de Donsker, (Bn)
converge en loi vers un mouvement brownien.
On va montrer qu’on ne peut pas trouver de mouvement brownien tel que la suite
(Bn) converge en probabilite´ vers ce mouvement brownien. On raisonne par l’absurde.
Supposons donc qu’il existe un mouvement brownien B˜ tel que Bn P−→ B˜.
Montrons que B˜ est une FB-martingale, ce qui permettra de donner une autre
e´criture de B˜ graˆce au the´ore`me de repre´sentation des martingales browniennes.
Tous les processus Bn sont FB1 -mesurables (ils sont meˆme adapte´s par rapport a` la
filtration FB), donc B˜ est FB1 -mesurable. On travaille donc dans l’espace probabilise´
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(Ω,FB1 ,P).
La convergence en probabilite´ entraˆıne la convergence stable (cf Jacod et Me´min [25]
par exemple) donc (Bn) converge stablement vers B˜. Rappelons la de´finition de la
convergence stable introduite par Renyi dans [53] :
De´finition 1.3.1 La suite de variables ale´atoires (Xn) converge stablement vers X si
pour tout A ∈ FB1 , pour toute fonction f continue borne´e, E[1Af(Xn)] → E[1Af(X)].
Par de´finition de la convergence stable, on a alors :
∀t > s,∀F ∈ FBs ,
∫
1F (B˜t − B˜s)dP = lim
n→+∞
∫
1F (Bnt −Bns )dP.
On fixe n0 ∈ N∗.
Soit F ∈ σ(B1/n0 , . . . , Bk/n0) avec kn0 6 s. Alors,
∀n > n0,
∫
1F (Bnt −Bns )dP = 0
car, comme B est un processus a` accroissements inde´pendants, Bnt −Bns est inde´pendant
de Bu pour tout u 6 [ns]+1n et
k
n0
6 s 6 [ns]+1n .
En faisant tendre n vers +∞, on a :
∀n0,∀F ∈ σ(B1/n0 , . . . , Bk/n0) avec
k
n0
6 s,
∫
1F (B˜t − B˜s)dP = 0.
De plus, FBs =
∨
n σ(B1/n, . . . , Bk/n :
k
n 6 s).
Soit F ∈ FBs . Il existe une suite (Fn) d’e´le´ments de (σ(B1/n, . . . , Bk/n : kn 6 s))n telle
que 1Fn −−−−−→
n→+∞ 1F . Pour tout n, on a :
∫
1Fn(B˜t − B˜s)dP = 0. A la limite, il vient :
∀t > s,∀F ∈ FBs ,
∫
1F (B˜t − B˜s)dP = 0.
Par conse´quent, B˜ est une FB-martingale.
D’apre`s le the´ore`me de repre´sentation des martingales browniennes, il existe (bs)
tel que pour tout t,
B˜t =
∫ t
0
bsdBs.
Pour tout t, on a : < B˜ >t=
∫ t
0 b
2
sds. De plus, B
n P−→ B˜ et la suite (Bn) ve´rifie la
condition UT e´tudie´e par Jakubowski, Me´min et Page`s dans [29] :
De´finition 1.3.2 On dit que la suite (Xn) ve´rifie la condition UT (pour Uniforme Ten-
sion) si la famille des lois {PnHn.Xnt , n ∈ N, H
n ∈ Hnt } est tendue, ou` Hnt est l’ensemble
des processus pre´visibles e´le´mentaires de la forme Hns = Y
n
0 +
∑k
i=0 Y
n
ti 1]ti,ti+1](s) avec
Y nti Fnti-mesurable a` valeurs re´elles avec |Y nti | 6 1 et {0 = t0 < . . . < tk = t} partition
finie de [0, t].
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Alors, [Bn] P−→ [B˜], d’apre`s le the´ore`me suivant :
The´ore`me 1.3.3 On suppose que (Xn) est une suite de semimartingales, que Xn P−→ X
et que (Xn) satisfait la condition (UT ). Alors (Xn, [Xn]) P−→ (X, [X]).
De´monstration
On raisonne comme dans la preuve du corollaire 2.8 dans Jakubowski, Me´min, Page`s
[29] qui donne le re´sultat avec une hypothe`se de convergence en loi. Ce corollaire de´coule
du the´ore`me 2.6 dans [29] qui est re´e´crit avec des convergences en probabilite´ dans le
the´ore`me 6.22 dans Jacod et Shiryaev [27]. 
Mais, ∀t, [Bn]t = [nt]n . De plus, comme B˜ est un processus continu, [B˜] =< B˜ >.
Alors, en passant a` la limite, on a :
∀t,
∫ t
0
b2sds = t p.s. (1.12)
De´terminons maintenant
∫ t
0 bsds. Comme (B˜, B) est un mouvement brownien 2-
dimensionnel, Cov(B˜t, Bt) =< B˜,B >t=
∫ t
0 bsds, pour tout t.
Soit (B¯n)n une suite de discre´tise´s de B selon une suite de subdivisions de pas ten-
dant vers 0. On a la convergence B¯n
p.s.−−→ B.
La suite ((Bn, B¯n))n est tendue donc, quitte a` extraire une sous-suite, on peut sup-
poser que (Bn, B¯n) L−→ (B′, B′′) ou` (B′, B′′) est un mouvement brownien 2-dimensionnel.
De plus, comme B¯n
p.s.−−→ B, (Bn, B¯n) et (Bn, B) ont la meˆme limite en loi. Donc,
(Bn, B) L−→ (B′, B′′).
D’autre part, Bn P−→ B˜ et B¯n p.s.−−→ B. Donc, (Bn, B¯n) L−→ (B˜, B). Mais, par
construction, (Bn, B¯n) L−→ (B′, B′′). Aussi, (B˜, B) ∼ (B′, B′′). Donc, pour tout t,
Cov(B˜t, Bt) = Cov(B′t, B′′t ).
De´terminons la matrice de covariance de (B′, B′′).
Par proprie´te´ de la convergence en loi, pour tout s, t ∈ [0, 1],
Cov(Bnt , Bs) −−−−−→n→+∞ Cov(B
′
t, B
′′
s ).
On va donc calculer Cov(Bnt , Bs), pour tout s, t ∈ [0, 1]. On a
Cov(Bnt , Bs) = E[Bnt Bs] =
1√
n
[nt]∑
i=1
E[Xni Bs].
Supposons dans un premier temps que s > t.
Pour tout i, E[Xni Bs] = E[sgn(B i+1
n
− B i
n
)Bs]. Pour n assez grand, s − t > 1/n, donc
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pour tout i ∈ {1, . . . , [nt]}, s > i+1n . Alors, pour n assez grand, pour tout i,
E[Xni Bs]
= E[(Bs −B i+1
n
)sgn(B i+1
n
−B i
n
)] + E[B i+1
n
sgn(B i+1
n
−B i
n
)]
= 0 + E[(B i+1
n
−B i
n
)sgn(B i+1
n
−B i
n
)] + E[B i
n
sgn(B i+1
n
−B i
n
)]
car Bs −B i+1
n
et sgn(B i+1
n
−B i
n
) sont des processus centre´s inde´pendants
= E[|B i+1
n
−B i
n
|]
car B i
n
et sgn(B i+1
n
−B i
n
) sont des processus centre´s inde´pendants
= E[|B1/n|] car B i+1
n
−B i
n
∼ B1/n
=
√
2
npi
.
Ainsi, pour n assez grand, Cov(Bnt , Bs) =
√
2
pi
[nt]
n . En passant a` la limite, il vient :
∀s > t, Cov(B′t, B′′s ) =
√
2
pi
t.
Conside´rons maintenant le cas ou` s 6 t.
D’apre`s les calculs pre´ce´dents, pour tout i < [ns], E[Xni Bs] =
√
2
npi .
D’autre part, pour tout i > [ns], E[Xni Bs] = E
[
sgn(B i+1
n
−B i
n
)Bs
]
= 0 en utilisant
l’inde´pendance des accroissements de B.
Alors,
Cov(Bnt , Bs) =
√
2
pi
[ns]− 1
n
+
E[Xn[ns]Bs]√
n
.
En passant a` la limite, il vient
∀s 6 t, Cov(B′t, B′′s ) =
√
2
pi
s.
Ainsi,
∀s, t ∈ [0, 1], Cov(B′t, B′′s ) =
√
2
pi
s ∧ t.
Finalement, on a donc :
∀t,
∫ t
0
bsds =
√
2
pi
t. (1.13)
Les e´quations (1.12) et (1.13) entraˆınent respectivement b2t = 1 et bt =
√
2
pi pour
tout t. On a une contradiction. Il n’existe donc pas de mouvement brownien B˜ tel que
Bn
P−→ B˜.
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1.3.2 La construction de Knight
La construction qui fait l’objet de cette section est explique´e par Itoˆ et McKean
dans [23] et utilise les re´sultats de Knight dans [34]. On va donner les grandes lignes
de la me´thode utilise´e.
Soit (Bt)t∈[0,1] un mouvement brownien tel que B0 = 0 et F sa filtration propre.
On fixe ω. On va raisonner trajectoire par trajectoire pour construire la suite (Bn)n de
marches ale´atoires. Pour alle´ger les notations, ω ne sera pas e´crit dans la suite.
Tout d’abord, on introduit les temps de sortie suivants :
en0 = 0 ∀l > 1, enl = inf
{
t ∈ [enl−1, 1] : |Bt −Benl−1 | =
1√
n
}
avec la convention inf ∅ = 1.
Donnons imme´diatement un lemme concernant les moments des enk :
Lemme 1.3.4 On a E[en1 ] =
1
n
et E
[∣∣∣∣en1 − 1n
∣∣∣∣4
]
=
412
105
× 1
n4
.
De´monstration
Par de´finition, en1 = min
{
t : |Bt| = 1√n
}
= m1/√n∧m−1/√n avec ma = inf{t : Wt = a}.
Or, on sait que pour tout α, E[e−αm1/√n∧m−1/√n ] = 1
cosh(
√
2αn) .
En de´rivant par rapport a` α et en prenant la valeur en 0, on obtient imme´diatement :
E[en1 ] = 1n . En calculant les moments successifs, on trouve la valeur de E
[∣∣en1 − 1n ∣∣4]. 
On conside`re ensuite
Snl =
√
nBenl .
Pour finir, dans [23], Itoˆ et McKean construisent la suite de processus (Bn) en reliant
de fac¸on affine les points
(
k
n ,
1√
n
Snk
)
pour k 6 n.
Vu la notion de marche ale´atoire conside´re´e ici, on construit la suite de processus Bn
constants par morceaux tels que ∀t ∈ [k/n, (k + 1)/n[, Bnt = 1√nSnk .
Bnt =
√
1
n
[nt]∑
i=1
Y ni avec Y
n
i = S
n
i − Sni−1. Comme B est un processus a` accroissements
inde´pendants, (Bn)n est une suite de marches ale´atoires syme´triques au sens de´fini plus
haut.
Lemme 1.3.5 P
[
lim
n↑+∞
sup
t∈[0,1]
|Bnt −Bt| = 0
]
= 1.
De´monstration
On raisonne comme Knight dans [34]. On travaille a` ω fixe´. Soit t ∈ [0, 1]. Il existe un
unique k tel que t ∈ [ kn , k+1n [. Alors,
|Bnt −Bt| = |Bnk/n −Bt|
6 |Bnk/n −Bk/n|+ |Bk/n −Bt|
6 |Benk −Bk/n|+ |Bk/n −Bt|.
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D’autre part, notant δnk =
∣∣enk − kn ∣∣, si on montre que maxk6n δnk → 0 quand n tend vers
l’infini, par proprie´te´ du module de continuite´ du mouvement brownien (cf the´ore`me
2.9.25 dans Jacod et Shiryaev [27]),
∀k, P
lim sup
n
max 06s<t61
t−s6δn
k
|Bt −Bs|√
2δnk log(1/δ
n
k )
6 1
 = 1
et
P
lim sup
n
max 06s<t61
t−s61/n
|Bt −Bs|√
2 log(n)n
6 1
 = 1
Donc, pour presque tout ω, il existe Cω > 1 tel que
∀n, ∀k,
max
06s<t61
t−s6δn
k
|Bt(ω)−Bs(ω)|√
2δnk (ω) log(1/δ
n
k (ω))
6 Cω et ∀n,
max
06s<t61
t−s61/n
|Bt(ω)−Bs(ω)|√
2 log(n)n
6 Cω.
On a alors
|Benk −Bk/n|+ |Bk/n −Bt| 6 C ×
√
δnk log(1/δ
n
k ) + C ×
√
log(n)
n
p.s.
ou` C est une constante de´pendant uniquement de ω. Finalement, on a donc
sup
t∈[0,1]
|Bnt −Bt| 6 C
(
max
k6n
√
δnk log(1/δ
n
k ) +
√
log(n)
n
)
. (1.14)
Pour conclure, le raisonnement est le suivant.
On conside`re pn = P
[
maxk6n δnk >
1
n1/5
]
. Si on montre que
∑
pn < +∞, alors d’apre`s
le lemme de Borel-Cantelli,
P
[
lim sup
n
{
max
k6n
δnk >
1
n1/5
}]
= 0,
donc pour presque tout ω, il existe nω tel que ∀n > nω, max
k6n
δnk 6
1
n1/5
6 C
n1/5
. On a
alors la convergence cherche´e.
Reste donc a` montrer que
∑
pn < +∞.
Tout d’abord, on remarque que
(
enk − kn
)
k>0 est une martingale pour sa filtration
propre G. En effet, pour tout k, Gk = σ(enj − jn , j 6 k). De plus,
E
[
enk −
k
n
∣∣∣∣∣Gk−1
]
= E
[
(enk − enk−1)−
1
n
∣∣∣∣∣Gk−1
]
+ E
[
enk−1 −
k − 1
n
∣∣∣∣∣Gk−1
]
.
Mais, par proprie´te´ de Markov du mouvement brownien, pour tout j 6 k−1, enk −enk−1
est inde´pendante de enj et de meˆme loi que e
n
1 . Donc,
E
[
(enk − enk−1)−
1
n
∣∣∣∣∣Gk−1
]
= E
[
enk − enk−1
]− 1
n
= E[en1 ]−
1
n
= 0
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d’apre`s le lemme 1.3.4.
D’autre part, enk−1 − k−1n est Gk−1-mesurable par de´finition de G.
Donc, E
[
enk − kn |Gk−1
]
= enk−1 − k−1n . Aussi,
(
enk − kn
)
k>0 est une martingale pour sa
filtration propre.
Comme x 7→ x4 est convexe,
((
enk − kn
)4)
k>0
est une sous-martingale. Alors, en
utilisant les ine´galite´s de Doob et Markov, on a :
P
[
max
k6n
∣∣∣∣enk − kn
∣∣∣∣ > n−1/5] = P
[
max
k6n
∣∣∣∣enk − kn
∣∣∣∣4 > n−4/5
]
6 n4/5E
[
max
k6n
∣∣∣∣enk − kn
∣∣∣∣4
]
6 n4/5E
[
|enn − 1|4
]
.
De plus, E
[
|enn − 1|4
]
6 4
n∑
k=1
E
[∣∣∣∣enk − enk−1 − 1n
∣∣∣∣4
]
et enk − enk−1 − 1n a meˆme loi que
en1 − 1n pour tout k. Donc,
pn = P
[
max
k6n
∣∣∣∣enk − kn
∣∣∣∣ > n−1/5] 6 n4/5 × 4lE [|en1 − 1|4] 6 1648105 n−11/5
d’apre`s le lemme 1.3.4. Aussi,
∑
pn < +∞ et le lemme est prouve´. 
Enfin, par construction, pour tout n, Bn est F1-mesurable.
On a donc le re´sultat suivant :
Proposition 1.3.6 Soit (Bt)t∈[0,1] un mouvement brownien tel que B0 = 0 et F sa
filtration propre. Alors il existe une suite (Bn)n de marches ale´atoires syme´triques qui
converge presque suˆrement vers B et telle que, pour tout n, Bn soit F1-mesurable.
Ce re´sultat sera utilise´ pour prouver la convergence des temps d’arreˆt optimaux des
mode`les de Cox-Ross-Rubinstein vers ceux du mode`le de Black-Scholes dans la partie
2.4.
Remarque 1.3.7 Dans cette me´thode, on choisit une grille re´gulie`re, de pas 1/n, au
niveau des abscisses. On peut tout aussi bien conside´rer une grille fonction des temps
d’arreˆt en conside´rant les variables Xn constantes par morceaux telles que, pour tout
k, Xnenk = B
n
enk
. La convergence reste inchange´e avec cette construction.
1.3.3 Une me´thode base´e sur le module de continuite´
Dans cette section, nous de´crivons une me´thode base´e sur une proprie´te´ du module
de continuite´ valable pour toute une famille de processus et pas seulement pour le mou-
vement brownien. En revanche, cette me´thode ne permet pas d’approcher le processus
X par une marche ale´atoire au sens strict du terme. En effet, bien qu’elles prennent les
valeurs dans {−1, 1}, les variables (Yn) construites ne sont a priori ni inde´pendantes ni
identiquement distribue´es.
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Proposition 1.3.8 Soit X un processus indexe´ par [0, 1] avec X0 = 0 tel qu’il existe
ϕ : R+ → R+ croissante continue a` droite en 0 avec ϕ(0) = 0 ve´rifiant la proprie´te´
suivante : pour presque tout ω, il existe δ > 0 tel que pour tout s, t ∈ [0, 1],
|t− s| 6 δ ⇒ |Xt(ω)−Xs(ω)| 6 ϕ(δ). (1.15)
On conside`re la suite (Yn)n a` valeurs dans {−1, 1} de´finie par
Y1 = sgn(X1/n) et ∀i > 2, Yi = sgn
Xi/n − ϕ( 1n
) i−1∑
j=1
Yj

ou` sgn est la fonction signe. On a alors la convergence suivante
ϕ
(
1
n
) [n.]∑
i=1
Yi
p.s.−−→ X.
pour la topologie de la convergence uniforme.
De´monstration
On raisonne a` ω fixe´. Pour plus de clarte´, ω ne sera pas e´crit dans la suite.
La proprie´te´ de re´gularite´ des trajectoires de X et la croissance de ϕ entraˆınent en
particulier que pour tout n, si |t− s| 6 1/n, alors |Xt −Xs| 6 ϕ(1/n).
Montrons par re´currence que pour tout k,
∣∣∣ϕ ( 1n)∑ki=1 Yi −Xk/n∣∣∣ 6 ϕ ( 1n) p.s.
- k = 1 : Si X1/n > 0, alors Y1 = 1. De plus, d’apre`s (1.15), X1/n ∈ [0, ϕ(1/n)]. Aussi,
|Y1 −X1/n| 6 ϕ(1/n) p.s. On raisonne de la meˆme fac¸on si X1/n 6 0.
- k → k + 1 : Il existe un unique j tel que Xk/n ∈ [jϕ(1/n), (j + 1)ϕ(1/n)[. Alors
X(k+1)/n est dans l’un des intervalles suivants :
[(j − 1)ϕ(1/n), jϕ(1/n)[, [jϕ(1/n), (j + 1)ϕ(1/n)[ ou [(j + 1)ϕ(1/n), (j + 2)ϕ(1/n)[.
De plus, par hypothe`se de re´currence,
∣∣∣Xk/n − ϕ ( 1n)∑ki=1 Yi∣∣∣ 6 ϕ ( 1n). Donc, comme
ϕ
(
1
n
)∑k
i=1 Yi ∈
{
lϕ
(
1
n
)
, l ∈ Z},
ϕ
(
1
n
) k∑
i=1
Yi =
{
jϕ
(
1
n
)
ou (j + 1)ϕ
(
1
n
)
si Xk/n ∈]jϕ(1/n), (j + 1)ϕ(1/n)[,
(j − 1)ϕ ( 1n) , jϕ ( 1n) ou (j + 1)ϕ ( 1n) si Xk/n = jϕ(1/n).
On diffe´rencie ensuite les cas suivant l’intervalle auquel X(k+1)/n appartient.
1er cas : X(k+1)/n ∈ [(j − 1)ϕ(1/n), jϕ(1/n)[.
Si ϕ
(
1
n
)∑k
i=1 Yi = jϕ
(
1
n
)
ou (j + 1)ϕ
(
1
n
)
, alors Yk+1 = −1.
Si ϕ
(
1
n
)∑k
i=1 Yi = (j − 1)ϕ
(
1
n
)
, alors Yk+1 = 1.
Aussi, ϕ
(
1
n
)∑k+1
i=1 Yi = (j − 1)ϕ(1/n) ou jϕ(1/n). Donc,∣∣∣∣∣ϕ
(
1
n
) k+1∑
i=1
Yi −X(k+1)/n
∣∣∣∣∣ 6 ϕ
(
1
n
)
.
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2e cas : X(k+1)/n ∈ [jϕ(1/n), (j + 1)ϕ(1/n)[.
Si ϕ
(
1
n
)∑k
i=1 Yi = (j + 1)ϕ
(
1
n
)
, alors Yk+1 = −1. Sinon, Yk+1 = 1.
Donc, ϕ
(
1
n
)∑k+1
i=1 Yi = jϕ(1/n) ou (j + 1)ϕ(1/n). On a alors l’ine´galite´ cherche´e.
3e cas : X(k+1)/n ∈ [(j + 1)ϕ(1/n), (j + 2)ϕ(1/n)[. Alors, Yk+1 = 1.
Si Xk/n = jϕ
(
1
n
)
, alors X(k+1)/n = (j+1)ϕ
(
1
n
)
. Dans ce cas, ϕ
(
1
n
)∑k+1
i=1 Yi = jϕ(1/n),
(j + 1)ϕ(1/n) ou (j + 2)ϕ(1/n).
Sinon, ϕ
(
1
n
)∑k+1
i=1 Yi = (j + 1)ϕ(1/n) ou (j + 2)ϕ(1/n).
On a toujours l’ine´galite´ cherche´e.
Ainsi, par re´currence, pour tout k,∣∣∣∣∣ϕ
(
1
n
) k∑
i=1
Yi −Xk/n
∣∣∣∣∣ 6 ϕ
(
1
n
)
p.s. (1.16)
Soit t ∈ [0, 1]. Pour tout n, il existe un unique kn tel que t ∈
[
kn
n ,
kn+1
n
[
. Alors,∣∣∣∣∣∣ϕ
(
1
n
) [nt]∑
i=1
Yi −Xt
∣∣∣∣∣∣ =
∣∣∣∣∣ϕ
(
1
n
) kn∑
i=1
Yi −Xt
∣∣∣∣∣
6
∣∣∣∣∣ϕ
(
1
n
) kn∑
i=1
Yi −Xkn/n
∣∣∣∣∣+ ∣∣Xkn/n −Xt∣∣
6 2ϕ
(
1
n
)
d’apre`s (1.15) et (1.16).
Aussi,
sup
t∈[0,1]
∣∣∣∣∣∣ϕ
(
1
n
) [nt]∑
i=1
Yi −Xt
∣∣∣∣∣∣ 6 2ϕ
(
1
n
)
−−−−−→
n→+∞ 0.
On a donc la convergence annonce´e dans la proposition. 
Dans le cas du mouvement brownien, on a la proprie´te´ suivante des trajectoires :
lim sup
n→∞
max
t−s61/n
06s<t61
|Wt −Ws|√
(2 log(n))/n
6 1 p.s.
On fixe ω ve´rifiant l’ine´galite´ ci-dessus. Il existe n0 tel que pour tout n > n0, pour tout
s, t tels que |s− t| 6 1/n,
|Wt(ω)−Ws(ω)| 6 1√
2
√
log(n)
n
.
On conside`re alors ϕ : R+∗ → R+
x 7→ 1√
2
√
x log(1/x)
.
ϕ prolonge´e par continuite´ en 0 par 0 ve´rifie les conditions de la proposition 1.3.8.
La vitesse de convergence est au moins polynomiale.
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1.3.4 Simulations
Dans cette partie, toutes les simulations sont faites avec Scilab-2.7.
Simulation d’une trajectoire brownienne
Pour commencer, on simule une trajectoire d’un mouvement brownien B. Pour cela,
on utilise le fait que pour tout n, Bk/n ∼ 1√n
∑k
i=1Xi ou` les (Xi) sont des variables
ale´atoires inde´pendantes de loi N (0, 1). Pour n assez grand, la trajectoire obtenue en
reliant les points est proche d’une trajectoire brownienne. Voici un exemple de graphe
obtenu pour n = 100000 :
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Me´thode 1
Pour la construction de la section 1.3.1, on va illustrer graphiquement le fait que
la marche ale´atoire ne converge pas presque suˆrement vers le mouvement brownien
initial. On remarque une certaine inertie qui fait que la marche ale´atoire s’e´loigne petit
a` petit de la trajectoire brownienne de de´part. Voici un exemple de graphe obtenu pour
n = 100 :
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−0.398
−0.184
0.030
0.244
0.458
0.672
0.886
1.100
Brownien
Marche
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Me´thode 2
Illustrons la me´thode de Knight explicite´e dans la section 1.3.2. Cette construction
permet d’obtenir des marches ale´atoires mesurables par rapport a` la tribu terminale
associe´e au mouvement brownien.
Voici un exemple de graphe obtenu pour l = 100 :
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−0.456
−0.267
−0.077
0.112
0.301
0.490
0.679
0.869
Brownien
Marche
L’inconve´nient de cette me´thode est qu’il est ne´cessaire d’avoir autant de temps
d’arreˆt enk que de points dans l’ensemble {k/n, k 6 n}. Ce proble`me disparaˆıt quand
on tient compte de la remarque 1.3.7. On obtient alors un graphe du type suivant pour
l = 100 :
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−0.412
−0.247
−0.082
0.083
0.248
0.413
0.578
0.744
Brownien
Marche
Me´thode 3
Pour la construction de la section 1.3.3, toutes les hypothe`ses sont satisfaites par le
mouvement brownien.
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Ici, la convergence est cependant assez lente. En effet, avec les notations de la section
1.3.3, la vitesse de convergence est ϕ(1/n). Dans le cas du mouvement brownien, elle
est donc de l’ordre de
√
ln(n)
n .
Voici un exemple de graphe obtenu pour n = 100 :
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−0.644
−0.452
−0.261
−0.069
0.123
0.314
0.506
0.697
Brownien
Marche
Bilan
Pour mieux illustrer les diffe´rences, on superpose les trois me´thodes sur le meˆme
graphe. On prend ici l = 100 :
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−1.109
−0.908
−0.707
−0.506
−0.305
−0.104
0.097
0.297
0.498
0.699
0.900
Brownien
Méthode 1
Méthode 2
Méthode 3
Chapitre 2
Convergence de re´duites et de
temps d’arreˆt optimaux
2.1 Introduction
Soit X un processus indexe´ par [0, T ] a` valeurs dans R. Soit FX la filtration en-
gendre´e par X et F la filtration continue a` droite associe´e (∀t,Ft = FXt+). On note TL
l’ensemble des F-temps d’arreˆt borne´s par L.
Soit γ : [0,+∞[×R→ R une fonction continue borne´e. On de´finit la re´duite d’hori-
zon L du processus X par :
Γ(L) = sup
τ∈TL
E[γ(τ,Xτ )].
Remarque 2.1.1 Comme le signalent D. Lamberton et G. Page`s dans [37], la valeur
de Γ(L) ne de´pend que de la loi de X.
On s’inte´resse d’abord au proble`me suivant qui sera l’objet de la partie 2.2. Soit
(Xn)n une suite de processus qui converge en probabilite´ vers un processus limite X.
Pour tout n, on note Fn la filtration engendre´e par Xn et T nL l’ensemble des Fn-temps
d’arreˆt borne´s par L. On de´finit les re´duites Γn(L) = supE[γ(τ,Xnτ )] ou` le supremum
est pris sur l’ensemble des Fn-temps d’arreˆt borne´s par L. Le proble`me est alors de
savoir si on a convergence de (Γn(L))n vers Γ(L).
Dans son manuscrit non publie´ [2], Aldous montre que si X est quasi-continu
a` gauche et si on a convergence e´tendue (en loi) de ((Xn,Fn))n vers (X,F), alors
(Γn(L))n converge vers Γ(L). Dans leur article [37], Lamberton et Page`s obtiennent
le meˆme re´sultat en supposant que (Xn) est une suite de processus quasi-continus a`
gauche, que le crite`re de tension d’Aldous est ve´rifie´ et que l’on a convergence e´tendue
de ((Xn,Fn))n vers (X,F).
Une autre approche de ce proble`me consiste a` e´tudier les enveloppes de Snell as-
socie´es aux processus. En effet, l’enveloppe de Snell Z d’un processus Y est le processus
de´fini de la fac¸on suivante :
Zs = sup
τ>s
τ∈TL
E[Yτ |Fs]
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(cf El Karoui [33] par exemple). L’enveloppe de Snell Z se caracte´rise alors comme e´tant
la plus petite surmartingale qui majore Y . On remarque que, par de´finition, l’enveloppe
de Snell de Y en 0 est la re´duite d’ordre L de Y .
Neveu dans [45] et El Karoui dans [33] donnent des proprie´te´s des enveloppes de
Snell pour des processus en temps discret et en temps continu respectivement. Ils in-
diquent aussi des crite`res d’existence de temps d’arreˆt optimaux tout comme Shiryaev
dans [56] et Mucci dans [43]. Pontier et Szpirglas dans [51] et [52] s’inte´ressent au
proble`me d’arreˆt optimal avec contratinte et donnent notamment des crite`res d’exis-
tence de temps d’arreˆt randomise´s ε-optimaux.
Des travaux existent e´galement sur les proble`mes d’approximation d’enveloppes de
Snell. Dans [44], Mulinacci et Pratelli obtiennent un re´sultat de convergence des enve-
loppes de Snell pour la topologie de Meyer-Zheng.
Les re´duites et temps d’arreˆt optimaux interviennent dans l’e´tude de mode`les finan-
ciers. Plusieurs travaux ont donc e´te´ faits en vue d’application en finance. On citera les
articles de Lamberton [35], Amin et Khanna [4], Duffie et Protter [19] ainsi que Dupuis
et Wang [20] ou` les diffe´rents auteurs s’inte´ressent entre autres a` l’approximation de
temps d’arreˆt optimaux dans le cas d’options ame´ricaines.
Dans ce chapitre, on ne cherchera pas a` montrer la convergence des enveloppes de
Snell mais celle des re´duites dans le meˆme esprit que dans les preuves d’Aldous [2] et
de Lamberton et Page`s [37].
Dans un premier temps, nous verrons dans la partie 2.2.1 que, sous des hypothe`ses
tre`s faibles, on obtient l’ine´galite´ Γ(L) 6 lim inf Γn(L).
Pour montrer que (Γn(L))n converge vers Γ(L), il faut ensuite montrer que Γ(L) >
lim sup Γn(L). Cette ine´galite´ est beaucoup plus difficile a` obtenir et c’est la` qu’inter-
vient la convergence e´tendue dans les de´monstrations de´ja` existantes.
Le point cle´ des de´monstrations d’Aldous, de Lamberton et Page`s et de celles que
nous allons voir ici est le suivant. On construit une suite (τn) de (Fn)-temps d’arreˆt
borne´s par L. On veut ensuite extraire une sous-suite convergente de (τn) vers une
variable ale´atoire τ en sachant comparer E[γ(τ,Xτ )] et Γ(L). Nous allons voir ici deux
me´thodes pour y parvenir.
Dans un premier temps, on agrandit l’espace des temps d’arreˆt. On conside`re alors
les temps d’arreˆt randomise´s et la topologie introduits par Baxter et Chacon dans l’ar-
ticle [6]. Baxter et Chacon montrent que l’espace des temps d’arreˆt randomise´s pour
une filtration continue a` droite muni de cette topologie est compact. On utilisera cette
me´thode dans la partie 2.2.2 dans le cas ou` on a inclusion des filtrations (Fn) dans
F . Le re´sultat obtenu dans ce cadre a des hypothe`ses beaucoup plus faciles a` ve´rifier
que les autres re´sultats de convergence de re´duites qui comportent une hypothe`se de
convergence e´tendue dans [2] et [37] ou une hypothe`se de convergence de filtrations
dans ce me´moire.
Quand on n’a pas l’inclusion de filtrations pre´ce´dente, on agrandit la filtration F
associe´e au processus limite X. Cette approche est utilise´e, de fac¸on un peu diffe´rente,
par D. Aldous dans son manuscrit [2] et par D. Lamberton et G. Page`s dans leur article
[37]. Ici, dans la partie 2.2.3, on agrandit la filtration limite (au minimum) de fac¸on a`
ce que la limite τ∗ d’une suite extraite convergente de (Fn)-temps d’arreˆt randomise´s
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associe´s aux (τn)n soit un temps d’arreˆt randomise´ pour cette nouvelle filtration et on
utilise la convergence de filtrations (et pas la convergence e´tendue). Le re´sultat obtenu,
situe´ dans la ligne´e de ceux d’Aldous et de Lamberton et Page`s, repose essentiellement
sur des hypothe`ses de convergence en probabilite´ de processus et de filtrations qui sont
plus faciles a` manipuler que celle de convergence e´tendue d’Aldous. Ici, nous n’aurons
jamais besoin du processus de pre´diction qui a permis a` Aldous de de´finir la convergence
e´tendue. Le re´sultat obtenu permet ainsi de comple´ter les re´sultats de convergence de
re´duites en conside´rant un nouvel angle d’approche.
Le prolongement naturel de cette e´tude est de s’inte´resser a` la convergence des
temps d’arreˆt optimaux associe´s aux re´duites, ce que nous verrons dans la partie 2.3.
Plus pre´cise´ment, un temps d’arreˆt optimal associe´ a` la re´duite Γ(L) est un F-temps
d’arreˆt borne´ par L tel que le sup soit atteint. Dans le cas ou` on a convergence des
valeurs optimales (Γn(L))n vers Γ(L), on s’inte´resse a` la convergence de la suite (τnop)n
des temps d’arreˆt optimaux associe´s. La` aussi, le proble`me est que ge´ne´ralement la
limite en loi d’une suite de temps d’arreˆt n’est pas la loi d’un temps d’arreˆt (voir le
contre-exemple de Baxter et Chacon dans [6] explicite´ dans la partie 1.2.1). On donnera
des re´sultats de convergence de temps d’arreˆt optimaux qui de´coulent du crite`re de la
partie 1.2.2 prouvant, sous des hypothe`ses de convergence de filtrations et d’inclusion
des tribus terminales, que la limite en probabilite´ d’une suite de (Fn) temps d’arreˆt
est un F-temps d’arreˆt. Le principal apport de cette partie est de donner des crite`res
pour que la limite soit un F-temps d’arreˆt (et pas seulement un temps d’arreˆt pour
une filtration plus grande que F).
Dans la partie 2.4, nous illustrerons tout ce travail par une application en finance.
Nous nous baserons sur l’approximation du mode`le de Black-Scholes par des mode`les
de Cox-Ross-Rubinstein. Nous retrouverons d’abord le fait (connu) que les re´duites
associe´es au mode`le de Cox-Ross-Rubinstein convergent vers celles associe´es au mode`le
de Black-Scholes. Ensuite, nous verrons des conditions sous lesquelles les temps d’arreˆt
optimaux associe´s au mode`le de Cox-Ross-Rubinstein convergent (en loi) vers ceux
associe´s au mode`le de Black-Scholes. La` encore, le point nouveau est de trouver des
hypothe`ses sous lesquelles la limite d’une suite de temps d’arreˆt associe´s aux mode`les
de Cox, Ross et Rubinstein est un temps d’arreˆt pour la filtration associe´e au mode`le
de Black et Scholes (et pas pour une filtration plus grande).
2.2 Convergence des re´duites
L’objet de cette partie est de de´montrer le the´ore`me suivant :
The´ore`me 2.2.1 Soit X un processus ca`dla`g et (Xn)n une suite de processus ca`dla`g.
Soit F la filtration continue a` droite associe´e a` la filtration engendre´e par X et (Fn)n
les filtrations engendre´es par les processus (Xn)n. On suppose que Xn
P−→ X, que (Xn)
ve´rifie le crite`re de tension d’Aldous (1.2) et que :
- ou bien pour tout n, Fn ⊂ F ,
- ou bien Fn w−→ F .
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Alors Γn(L) −−−→
n→∞ Γ(L).
La de´montration se fait en deux e´tapes :
- e´tape 1 : on montre que Γ(L) 6 lim inf Γn(L) dans la section 2.2.1,
- e´tape 2 : on montre que Γ(L) > lim sup Γn(L) dans les sections 2.2.2 et 2.2.3.
2.2.1 De´monstration de l’e´tape 1
Le the´ore`me que nous allons montrer ici a des hypothe`ses plus fortes que celles des
re´sultats d’Aldous [2] et de Lamberton et Page`s [37] sur la semi-continuite´ infe´rieure
de la limite. En effet, Lamberton et Page`s partent d’une hypothe`se de convergence
fini-dimensionnelle qui est beaucoup plus faible que la convergence des processus en
probabilite´ que nous utiliserons ici. Cependant, les hypothe`ses du the´ore`me 2.2.2 seront
suffisantes pour ensuite prouver le the´ore`me 2.2.1. De plus, la preuve propose´e ici utilise
des arguments de convergence de tribus et de discre´tisation et c’est pour ces raisons
qu’elle est expose´e.
The´ore`me 2.2.2 Soit X = (Xt)t∈[0,T ] un processus ca`dla`g tel que P[∆XL 6= 0] = 0 et
FX la filtration engendre´e par ce processus. Soit (Xn)n une suite de processus ca`dla`g
et (Fn)n les filtrations engendre´es par ces processus. On suppose que Xn P−→ X. Alors
Γ(L) 6 lim inf Γn(L).
De´monstration
La de´monstration se fait en plusieurs e´tapes.
Lemme 2.2.3 Soit τ un FX-temps d’arreˆt borne´ par L prenant un nombre fini de
valeurs note´es {ti}i∈I toutes telles que P[∆Xti 6= 0] = 0. Pour tout i, on pose Ai = {τ =
ti}. On a Ai ∈ Fti. On de´finit τn en posant τn(ω) = min{ti : i ∈ {j : E[1Aj |Fntj ](ω) >
1/2}} pour tout ω. Alors (τn) est une suite de (Fn)-temps d’arreˆt borne´s par L telle
que (τn, Xnτn)
P−→ (τ,Xτ ).
De´monstration
(τn)n est une suite de (Fn)-temps d’arreˆt qui converge vers τ d’apre`s le lemme 1.2.8.
De plus, pour tout ω, τn(ω) 6 max{ti, i ∈ I} 6 L car τ est borne´ par L. Donc
(τn)n est une suite de (Fn)-temps d’arreˆt borne´s par L.
Reste a` montrer que Xnτn
P−→ Xτ .
Xn
P−→ X donc il existe des changements de temps (Λn)n tels que supt |Λn(t)− t| P−→ 0
et supt |XnΛn(t) −Xt|
P−→ 0. Soit ε > 0 et η > 0. On a :
P[|Xnτn −Xτ | > η] 6 P[|Xnτn −X(Λn)−1(τn)| > η/2] + P[|X(Λn)−1(τn) −Xτ | > η/2].
Il existe n0 tel que pour tout n > n0, P[supt |XnΛn(t) − Xt| > η/2] 6 ε par choix de
(Λn)n. En particulier, pour tout n > n0,
P[|Xnτn −X(Λn)−1(τn)| > η/2] 6 ε. (2.1)
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D’autre part, pour tout i ∈ I (I fini), P[∆Xti 6= 0] = 0. Il existe donc α > 0 tel que
pour tout i ∈ I, pour tout s,
|s− ti| 6 α⇒ P[|Xti −Xs| > η/2] 6 ε. (2.2)
Enfin, τn P−→ τ et supt |Λn(t)− t| P−→ 0, donc
|τ − (Λn)−1(τn)| 6 |τ − τn|+ |τn − (Λn)−1(τn)| P−→ 0.
Aussi, il existe n1 tel que pour tout n > n1,
P[|τ − (Λn)−1(τn)| > α] 6 ε. (2.3)
Alors, pour tout n > n1,
P[|X(Λn)−1(τn) −Xτ | > η/2] (2.4)
= P[|X(Λn)−1(τn) −Xτ |1|τ−(Λn)−1(τn)|>α > η/2]
+P[|X(Λn)−1(τn) −Xτ |1|τ−(Λn)−1(τn)|<α > η/2]
6 P[2 sup
t
|Xt|1|τ−(Λn)−1(τn)|>α > η/2] + ε d’apre`s (2.2)
6 P[|τ − (Λn)−1(τn)| > α] + ε
6 2ε d’apre`s (2.3).
Donc, d’apre`s (2.1) et (2.4), pour tout n > max(n0, n1), P[|Xnτn −Xτ | > η] 6 3ε.
D’ou` finalement (τn, Xnτn)
P−→ (τ,Xτ ) et le lemme 2.2.3 est alors prouve´. 
Soit pi une subdivision de [0, T ] ne contenant pas de point de discontinuite´ fixe de
X. On note T piL l’ensemble des F-temps d’arreˆt a` valeurs dans pi borne´s par L. Puis,
on de´finit :
Γpi(L) = sup
τ∈T piL
E[γ(τ,Xτ )].
Lemme 2.2.4 Γpi(L) 6 lim inf Γn(L).
De´monstration
Soit ε > 0. Il existe un FX -temps d’arreˆt τ borne´ par L a` valeurs dans pi tel que
E[γ(τ,Xτ )] > Γpi(L)− ε.
D’apre`s le lemme 2.2.3, il existe une suite (τn)n de Fn-temps d’arreˆt borne´s par L tels
que
(τn, Xnτn)
P−→ (τ,Xτ ).
E[γ(τn, Xnτn)] → E[γ(τ,Xτ )] car γ est continue borne´e. De plus, par de´finition, pour
tout n, E[γ(τn, Xnτn)] 6 Γn(L). A la limite,
lim inf E[γ(τn, Xnτn)] 6 lim inf Γn(L).
Or, lim inf E[γ(τn, Xnτn)] = E[γ(τ,Xτ )] > Γpi(L)− ε. Aussi,
Γpi(L)− ε 6 lim inf Γn(L),∀ε > 0.
Par suite, Γpi(L) 6 lim inf Γn(L). 
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Lemme 2.2.5 Soit (pik)k une suite croissante de subdivisions ne contenant pas de point
de discontinuite´ fixe de X telle que L ∈ pik pour tout k (possible car P[∆XL 6= 0] = 0)
et |pik| −−−−→
k→+∞
0. Alors Γpi
k
(L) −−−−→
k→+∞
Γ(L).
De´monstration
(Γpi
k
(L))k est une suite croissante majore´e par Γ(L). Donc (Γpi
k
(L))k converge vers une
limite l avec l 6 Γ(L). Montrons que l = Γ(L).
Soit ε > 0.
Il existe τ ∈ TL tel que
E[γ(τ,Xτ )] > Γ(L)− ε.
On note pik = {tk1, . . . , tkKk}. Puis, on pose
τk =
Kk−1∑
i=1
tki+11tki<τ6tki+1 .
Pour tout k, τk ∈ T pikL car τ est borne´ par L et L ∈ pik. Comme |pik| → 0, on a τk P−→ τ .
De plus, τk > τ et X est continu a` droite, donc Xτk
P−→ Xτ . γ est continue borne´e, donc
E[γ(τk, Xτk)] −−−→
k→∞
E[γ(τ,Xτ )].
Or, pour tout k, Γpi
k
(L) > E[γ(τk, Xτk)]. Donc, a` la limite,
l > E[γ(τ,Xτ )] > Γ(L)− ε.
Ceci e´tant vrai pour tout ε > 0, l > Γ(L).
D’ou` Γpi
k
(L) −−−−→
k→+∞
Γ(L) et le lemme 2.2.5 est prouve´. 
D’apre`s les lemmes 2.2.4 et 2.2.5, on a Γ(L) 6 lim inf Γn(L) et le the´ore`me 2.2.2 est
de´montre´. 
Remarque 2.2.6 Si P[∆XL 6= 0] > 0, le re´sultat n’est pas assure´. Voyons un exemple
de´terministe dans le cas L = 1/2. Soit x et (xn) des processus de´finis sur [0, 1] par
xt = 1[1/2,1](t) et xnt = 1[1/2+1/n,1](t), ∀t. On conside`re γ : [0,+∞[×R → R telle que
γ(t, y) = y∧2. γ est une fonction continue borne´e. On veut comparer Γ(1/2) et la limite
de Γn(1/2) quand n tend vers +∞.
On a : Γ(1/2) = sup
τ∈T1/2
E[γ(τ, xτ )] = sup
t61/2
xt = 1.
D’autre part, pour tout n, Γn(1/2) = sup
t61/2
xnt = 0.
Donc lim inf Γn(1/2) = 0 < 1 = Γ(1/2).
Remarque 2.2.7 Le the´ore`me reste vrai si on remplace FX par la filtration continue
a` droite associe´e F (∀t,Ft = FXt+) et si on prend Γ(L) correspondant a` F .
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2.2.2 De´monstration de l’e´tape 2 dans le cas ou` pour tout n, Fn ⊂ F
Temps d’arreˆt randomise´s
Nous allons maintenant introduire la notion de temps d’arreˆt randomise´s de´finie
par Baxter et Chacon [6] et utilise´e par Meyer [42] sous le nom de temps d’arreˆt flous.
On a une filtration F . Soit B la tribu bore´lienne sur [0, 1]. On conside`re la filtration
G telle que ∀t, Gt = Ft × B. Une application τ : Ω× [0, 1] → [0,+∞] est un F-temps
d’arreˆt randomise´ si τ est un G-temps d’arreˆt. On note T ∗ l’ensemble des temps d’arreˆt
randomise´s et T ∗L l’ensemble des temps d’arreˆt randomise´s borne´s par L. T s’injecte
dans T ∗ par l’application τ 7→ τ∗ ou` τ∗(ω, t) = τ(ω) pour tout ω, pour tout t. De
meˆme, TL s’injecte dans T ∗L .
On munit l’espace Ω× [0, 1] de la mesure de probabilite´ P⊗µ ou` µ est la mesure de
Lebesgue sur [0, 1]. Dans leur article [6], Baxter et Chacon de´finissent la convergence
des temps d’arreˆt randomise´s de la fac¸on suivante :
τ∗,n BC−−→ τ∗ ssi ∀f ∈ Cb([0,∞]),∀Y ∈ L1(Ω,F ,P),E[Y f(τ∗,n)] → E[Y f(τ∗)],
ou` Cb([0,∞]) est l’ensemble des fonctions continues borne´es sur [0,∞].
Prenant Y = 1, on remarque que cette convergence entraˆıne la convergence en loi
”habituelle”.
Cette convergence a e´te´ introduite par Renyi [53] sous le nom de convergence stable et
e´tudie´e par Jacod et Me´min [25]. Ils indiquent notamment son lien avec la convergence
en probabilite´ que nous donnons ici dans le contexte qui nous inte´resse.
Lemme 2.2.8 Soit (τn)n une suite de F-temps d’arreˆt qui converge en probabilite´ vers
τ . Alors la suite (τ∗,n)n de´finie par τ∗,n(ω, t) = τn(ω) ∀ω, ∀t, converge au sens de la
topologie de Baxter et Chacon vers τ∗ ou` τ∗(ω, t) = τ(ω) ∀ω, ∀t.
De´monstration
Soit Y ∈ L2 et f ∈ Cb([0,∞]).
τn
P−→ τ et f est continue borne´e. Alors, f(τn) → f(τ) dans L2. D’apre`s l’ine´galite´ de
Cauchy-Schwarz, on a :
E[|Y f(τn)− Y f(τ)|] 6 E[|Y |2]1/2E[|f(τn)− f(τ)|2]1/2 → 0.
Soit maintenant Y ∈ L1 et f ∈ Cb([0,∞]).
Par densite´ de L2 dans L1, il existe une suite (Y k)k de L2 telle que Y k → Y dans L1.
Alors
E[|Y f(τn)− Y f(τ)|]
6 E[|Y f(τn)− Y kf(τn)|] + E[|Y kf(τn)− Y kf(τ)|] + E[|Y kf(τ)− Y f(τ)|]
6 2‖f‖∞E[|Y k − Y |] + E[|Y kf(τn)− Y kf(τ)|].
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Ainsi, en prenant successivement la lim sup sur n et la limite sur k,
lim sup
n→+∞
E[|Y f(τn)− Y f(τ)|]
6 2‖f‖∞ lim
k→+∞
E[|Y k − Y |] + lim
k→+∞
lim sup
n→+∞
E[|Y kf(τn)− Y kf(τ)|]
= 0 car Y k → Y dans L1 et d’apre`s le premier cas.
Or par de´finition de (τ∗,n)n et de τ∗, E[|Y f(τn) − Y f(τ)|] = E[|Y f(τ∗,n) − Y f(τ∗)|].
Donc, E[Y f(τ∗,n)] −−−−−→
n→+∞ E[Y f(τ
∗)]. Par conse´quent, τ∗,n BC−−→ τ∗. 
Un des inte´reˆts de cette notion est, comme le montrent Baxter et Chacon dans le
the´ore`me 1.5 de l’article [6], que l’ensemble des temps d’arreˆt randomise´s pour une
filtration continue a` droite est compact pour la topologie de la convergence de Baxter
et Chacon.
La proposition suivante est la cle´ de la de´monstration du the´ore`me 2.2.14.
Proposition 2.2.9 Soit (Fn) une suite de filtrations et F une filtration continue a`
droite telles que ∀n, Fn ⊂ F . Soit (τn)n une suite de (T nL )n. Il existe un F-temps
d’arreˆt randomise´ τ∗ et une sous-suite (τϕ(n))n telle que τ∗,ϕ(n)
BC−−→ τ∗ ou` pour tout
n, τ∗,n(ω, t) = τn(ω) ∀ω, ∀t.
De´monstration
Pour tout n, Fn ⊂ F , donc (τn)n est une suite de F-temps d’arreˆt. Aussi, par construc-
tion, (τ∗,n)n est une suite de F-temps d’arreˆt randomise´s. D’apre`s le the´ore`me 1.5 dans
l’article de Baxter et Chacon [6], il existe un F-temps d’arreˆt randomise´ τ∗ et une
sous-suite (τϕ(n))n telle que τ∗,ϕ(n)
BC−−→ τ∗. 
D’autre part, on de´finit la variable ale´atoire Xτ par Xτ (ω, v) = Xτ(ω,v)(ω) sur
Ω× [0, 1]. On a alors le lemme suivant :
Lemme 2.2.10 On de´finit Γ∗(L) = sup
τ∈T ∗L
E[γ(τ,Xτ )]. Alors Γ∗(L) = Γ(L).
De´monstration
- TL s’injecte dans T ∗L . Donc Γ(L) 6 Γ∗(L).
- Soit τ∗ ∈ T ∗L . On conside`re, pour tout v, τv(ω) = τ∗(ω, v),∀ω.
Pour tout v ∈ [0, 1], pour tout t ∈ [0, T ],
{ω : τv(ω) 6 t} × {v} = {(ω, x) : τ∗(ω, x) 6 t} ∩ (Ω× {v}).
Or, {(ω, x) : τ∗(ω, x) 6 t} ∈ Ft × B car τ∗ est un F temps d’arreˆt randomise´ et
Ω× {v} ∈ Ft × B. Donc, {ω : τv(ω) 6 t} × {v} ∈ Ft × B. Par conse´quent,
{ω : τv(ω) 6 t} ∈ Ft.
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Aussi, pour tout v, τv est un F-temps d’arreˆt borne´ par L. On a :
E[γ(τ∗, Xτ∗)] =
∫
Ω
∫ 1
0
γ(τ∗(ω, v), Xτ∗(ω,v)(ω))dP(ω)dv
=
∫ 1
0
(∫
Ω
γ(τ∗(ω, v), Xτv(ω)(ω))dP(ω)
)
dv
=
∫ 1
0
E[γ(τv, Xτv)]dv
6 Γ(L) car, pour tout v, τv ∈ TL.
En passant au sup sur τ∗ dans T ∗L , il vient Γ∗(L) 6 Γ(L).
D’ou` la conclusion. 
Voyons une proprie´te´ analogue a` la proposition 1.1.34 faisant intervenir les temps
d’arreˆt randomise´s.
Proposition 2.2.11 Soit (Xn)n une suite de processus ca`dla`g qui converge en loi vers
un processus ca`dla`g X. On note Fn les filtrations engendre´es par les processus Xn et F
la filtration continue a` droite associe´e a` celle engendre´e par le processus X. Soit (τn)n
une suite de (Fn)-temps d’arreˆt telle que la suite (τ∗,n)n de temps d’arreˆt randomise´s
associe´e (τ∗,n(ω, t) = τn(ω) ∀ω, ∀t) converge en loi vers une variable ale´atoire V . On
suppose que (τ∗,n, Xn) L−→ (V,X) et que le crite`re de tension d’Aldous (1.2) est ve´rifie´.
Alors (τ∗,n, Xnτ∗,n)
L−→ (V,XV ).
De´monstration
On raisonne comme Aldous dans la de´monstration de la proposition 1.1.34 (corollaire
16.23 dans [2]). Comme (Xn) converge en loi vers X et (Xn) ve´rifie le crite`re de tension
d’Aldous, X est quasi continu a` gauche d’apre`s la proposition 1.1.38.
Cas 1 : P[∆XV 6= 0] = 0.
Graˆce au the´ore`me de repre´sentation de Skorokhod, on se rame`ne au cas ou` on a
(τ∗,n, Xn) p.s.−−→ (V,X).
Soit (Λn) une suite de changements de temps associe´e a` la convergence presque suˆre
de (Xn) vers X. On a supt |Λn(t)− t| p.s.−−→ 0 et supt |XnΛn(t) −Xt|
p.s.−−→ 0. Il existe donc
un ensemble ne´gligeable E tel que pour tout ω /∈ E, ∆XV (ω) = 0, τ∗,n(ω) → V (ω),
supt |Λn(t, ω) − t| → 0 et supt |XnΛn(t)(ω)−Xt(ω)| → 0. On va montrer que ∀ω /∈ E,
Xnτ∗,n(ω) → XV (ω).
Soit ε > 0 et ω /∈ E.
X(ω) est continu en V (ω). Donc il existe η > 0 tel que pour tout t,
|t− V (ω)| 6 η ⇒ |Xt(ω)−XV (ω)(ω)| 6 ε.
|Λn(V (ω), ω) − V (ω)| → 0. Comme pour tout ω, Λn(ω) : [0, T ] → [0, T ] est bijective,
|V (ω)− (Λn)−1(V (ω), ω)| → 0. Alors il existe n0 tel que pour tout n > n0,
|(Λn)−1(V (ω), ω)− V (ω)| 6 η.
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Enfin, supt |XnΛn(t)(ω)−Xt(ω)| → 0 donc il existe n1 tel que pour tout n > n1,
sup
t
|XnΛn(t)(ω)−Xt(ω)| 6 ε.
Alors, pour tout n > max(n0, n1),
|Xnτ∗,n(ω)−XV (ω)| 6 |Xnτ∗,n(ω)−X(Λn)−1(τ∗,n)(ω)|+ |X(Λn)−1(τ∗,n)(ω)−XV (ω)|
6 sup
t
|XnΛn(t)(ω)−Xt(ω)|+ |X(Λn)−1(τ∗,n)(ω)−XV (ω)|
6 2ε.
Ainsi, Xnτ∗,n
p.s.−−→ XV , puis (τ∗,n, Xn) p.s.−−→ (V,X).
Par conse´quent, (τ∗,n, Xn) L−→ (V,X).
Cas 2 : P[∆XV 6= 0] > 0.
Yt = XV+t est un processus ca`dla`g car X est ca`dla`g. Donc {t : P[∆XV+t 6= 0] > 0} est
au plus de´nombrable. On peut donc trouver une suite (δk)k qui de´croˆıt vers 0 telle que
pour tout k, P[∆XV+δk 6= 0] = 0.
Soit f : R2 → R uniforme´ment continue borne´e.
|E[f(τ∗,n, Xnτ∗,n)− f(V,XV )]| 6 |E[f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk)]|
+|E[f(τ∗,n + δk, Xnτ∗,n+δk)− f(V + δk, XV+δk)]|
+|E[f(V + δk, XV+δk)− f(V,XV )]|.
Or :
- ∀k, lim sup
n→+∞
E[f(τ∗,n + δk, Xnτ∗,n+δk)− f(V + δk, XV+δk)] = 0 d’apre`s le 1er cas, donc
lim
k→+∞
lim sup
n→+∞
E[f(τ∗,n + δk, Xnτ∗,n+δk)− f(V + δk, XV+δk)] = 0.
- lim
k→+∞
E[f(V + δk, XV+δk)− f(V,XV )] = 0 carX est continu a` droiteXV+δk
p.s.−−−−→
k→+∞
XV
puisqueX est continu a` droite. Donc, lim
k→+∞
lim sup
n→+∞
E[f(V + δk, XV+δk)− f(V,XV )] = 0.
- lim
k→+∞
lim sup
n→+∞
E[f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk)] = 0 d’apre`s la condition d’Al-
dous. En effet, soit ε > 0. f est uniforme´ment continue borne´e, donc il existe η > 0 tel
que
‖x− y‖ 6 η ⇒ |f(x)− f(y)| 6 ε.
On a alors
|E[f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk)]|
6 E[|(f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk))|1‖(τ∗,n,Xnτ∗,n )−(τ∗,n+δk,Xnτ∗,n+δk )‖>η]|
+E[|(f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk))|1‖(τ∗,n,Xnτ∗,n )−(τ∗,n+δk,Xnτ∗,n+δk )‖6η]|
6 E[2‖f‖∞1‖(τ∗,n,Xn
τ∗,n )−(τ∗,n+δk,Xnτ∗,n+δk )‖>η
]|+ ε
car f est borne´e et par choix de η
6 2‖f‖∞(P⊗ µ)[‖(τ∗,n, Xnτ∗,n)− (τ∗,n + δk, Xnτ∗,n+δk)‖ > η] + ε.
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Or,
(P⊗ µ)[‖(τ∗,n, Xnτ∗,n)− (τ∗,n + δk, Xnτ∗,n+δk)‖ > η]
= (P⊗ µ)[max{|τ∗,n − (τ∗,n + δk)|, |Xnτ∗,n −Xnτ∗,n+δk |} > η]
= (P⊗ µ)[max{δk, |Xnτ∗,n −Xnτ∗,n+δk |} > η]
= P[max{δk, |Xnτn −Xnτn+δk |} > η] par de´finition des τ∗,n
6 P[δk > η] + P[|Xnτn −Xnτn+δk | > η].
De plus, lim
k→+∞
lim sup
n→+∞
P[δk > η] + P[|Xnτn −Xnτn+δk | > η] = 0 d’apre`s la condition d’Al-
dous et parce que (δk)k de´croˆıt vers 0.
Ainsi, pour tout ε > 0,
lim
k→+∞
lim sup
n→+∞
|E[f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk)]| 6 ε.
En faisant tendre ε vers 0, il vient
lim
k→+∞
lim sup
n→+∞
E[f(τ∗,n, Xnτ∗,n)− f(τ∗,n + δk, Xnτ∗,n+δk)] = 0.
D’ou` la conclusion. 
Remarque 2.2.12 On notera que, dans cette proposition, la condition d’Aldous (1.2)
porte sur les temps d’arreˆt de de´part (et pas sur les temps d’arreˆt randomise´s associe´s).
Dans le cas ou` Xn P−→ X et ou` (τ∗,n)n est une suite de temps d’arreˆt randomise´s
qui converge au sens de la topologie de Baxter et Chacon vers τ , on a la convergence
en loi du couple ((Xn, τn))n vers le couple (X, τ) :
Proposition 2.2.13 Soit (Xn)n une suite de processus ca`dla`g qui converge en probabi-
lite´ vers un processus ca`dla`g X. On note Fn les filtrations engendre´es par les processus
Xn et F la filtration continue a` droite associe´e a` celle engendre´e par le processus X. Soit
(τ∗,n)n une suite de (Fn)-temps d’arreˆt randomise´s qui converge au sens de la topologie
de Baxter et Chacon vers le temps d’arreˆt randomise´ τ∗. Alors (Xn, τ∗,n) L−→ (X, τ∗).
De´monstration
- Comme (Xn)n et (τ∗,n)n sont tendues, ((Xn, τ∗,n))n est tendue (cf proble`me 5.9
Section 6 dans Billingsley [7]).
- On va maintenant identifier la limite graˆce a` la convergence fini-dimensionnelle.
Soit k ∈ N et t1 < . . . < tk tels que pour tout i, P[∆Xti 6= 0] = 0. Montrons que
(Xnt1 , . . . , X
n
tk
, τn) L−→ (Xt1 , . . . , Xtk , τ∗).
Conside´rons dans un premier temps f : Rk → R et g : R→ R continues borne´es.
|E[f(Xnt1 , . . . , Xntk)g(τ∗,n)]− E[f(Xt1 , . . . , Xtk)g(τ∗)]|
6 |E[(f(Xnt1 , . . . , Xntk)− f(Xt1 , . . . , Xtk))g(τ∗,n)]|
+|E[f(Xt1 , . . . , Xtk)g(τ∗,n)]− E[f(Xt1 , . . . , Xtk)g(τ∗)]|
6 ‖g‖∞E[|f(Xnt1 , . . . , Xntk)− f(Xt1 , . . . , Xtk)|]
+|E[f(Xt1 , . . . , Xtk)g(τ∗,n)]− E[f(Xt1 , . . . , Xtk)g(τ∗)]|
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Or, Xn P−→ X et pour tout i, P[∆Xti 6= 0] = 0 donc on a la convergence suivante :
(Xnt1 , . . . , X
n
tk
) P−→ (Xt1 , . . . , Xtk).
De plus, f est continue borne´e, donc
E[|f(Xnt1 , . . . , Xntk)− f(Xt1 , . . . , Xtk)|] −−−−−→n→+∞ 0.
D’autre part, par de´finition de la convergence au sens de la topologie de Baxter et
Chacon,
E[f(Xt1 , . . . , Xtk)g(τ
∗,n)]− E[f(Xt1 , . . . , Xtk)g(τ∗)] −−−−−→n→+∞ 0.
Ainsi,
E[f(Xnt1 , . . . , X
n
tk
)g(τ∗,n)]− E[f(Xt1 , . . . , Xtk)g(τ∗)] −−−−−→n→+∞ 0.
Soit maintenant ϕ : Rk+1 → R continue borne´e.
Soit ε > 0.
((Xnt1 , . . . , X
n
tk
, τ∗,n))n est tendue. Il existe donc un compact Kε tel que
P[(Xnt1 , . . . , X
n
tk
, τ∗,n) /∈ Kε] 6 ε. (2.5)
On e´crit ϕ = ϕ1Kε + ϕ1Kcε .
ϕ1Kε est une fonction continue sur le compact Kε. D’apre`s le the´ore`me de Weierstrass,
il existe une fonction polynoˆmiale P telle que
‖ϕ1Kε − P1Kε‖∞ 6 ε. (2.6)
On e´crit alors
P =
degP∑
i=0
∑
i1+···+ik+1=i
anx
i1
1 . . . x
ik+1
k+1
=
degP∑
i=0
∑
i1+···+ik+1=i
anf(i1,...,ik+1)(x1, . . . , xk)gik+1(xk+1),
ou` f(i1,...,ik+1) : R
k → R est de´finie par f(i1,...,ik+1)(x1, . . . , xk) = xi11 . . . xikk et ou`
gik+1 : R → R par gik+1(xk+1) = xik+1k+1 . f(i1,...,ik+1) et gik+1 sont continues borne´es.
En appliquant ce qui pre´ce`de et en utilisant la line´arite´ de l’espe´rance, on a
E[(P1Kε)(Xnt1 , . . . , X
n
tk
, τ∗,n)]− E[(P1Kε)(Xt1 , . . . , Xtk , τ∗)] −−−−−→n→+∞ 0. (2.7)
Finalement,
|E[ϕ(Xnt1 , . . . , Xntk , τ∗,n)]− E[ϕ(Xt1 , . . . , Xtk , τ∗)]|
= |E[(ϕ(Xnt1 , . . . , Xntk , τ∗,n)]− E[ϕ(Xt1 , . . . , Xtk , τ∗))1Kε(Xnt1 , . . . , Xntk , τ∗,n)]|
+|E[(ϕ(Xnt1 , . . . , Xntk , τ∗,n)]− E[ϕ(Xt1 , . . . , Xtk , τ∗))1Kcε (Xnt1 , . . . , Xntk , τ∗,n)]|
6 2‖ϕ1Kε − P1Kε‖∞
+E[(P1Kε)(Xnt1 , . . . , X
n
tk
, τ∗,n)]− E[(P1Kε)(Xt1 , . . . , Xtk , τ∗)]
+‖ϕ‖∞P[(Xnt1 , . . . , Xntk , τ∗,n) /∈ Kε]
6 E[(P1Kε)(Xnt1 , . . . , X
n
tk
, τ∗,n)]− E[(P1Kε)(Xt1 , . . . , Xtk , τ∗)]
+(2 + ‖ϕ‖∞)ε d’apre`s (2.5) et (2.6).
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En passant a` la limite sur n, d’apre`s (2.7), il vient :
lim sup
n
|E[ϕ(Xnt1 , . . . , Xntk , τ∗,n)]− E[ϕ(Xt1 , . . . , Xtk , τ∗)]| 6 (2 + ‖ϕ‖∞)ε.
Ceci e´tant vrai pour tout ε > 0, on a
E[ϕ(Xnt1 , . . . , X
n
tk
, τ∗,n)] −−−−−→
n→+∞ E[ϕ(Xt1 , . . . , Xtk , τ
∗)].
Ainsi, (Xnt1 , . . . , X
n
tk
, τ∗,n) L−→ (Xt1 , . . . , Xtk , τ∗).
La tension de la suite ((Xn, τ∗,n))n et la convergence fini-dimensionnelle sur un
ensemble dense vers (X, τ∗) entraˆınent (Xn, τ∗,n) L−→ (X, τ∗). 
Application a` la de´monstration de l’e´tape 2
Nous pouvons maintenant de´montrer, toujours dans notre contexte d’inclusion des
filtrations, le re´sultat prouvant que la limite supe´rieure des re´duites associe´es aux Xn
est infe´rieure a` la re´duite associe´e a` X.
The´ore`me 2.2.14 Soit X un processus ca`dla`g et (Xn)n une suite de processus ca`dla`g.
Soit F la filtration continue a` droite associe´e a` la filtration engendre´e par X et (Fn)n
la suite des filtrations engendre´es par les processus (Xn)n. On suppose que Xn
P−→ X,
que (Xn) ve´rifie le crite`re de tension d’Aldous (1.2) et pour tout n, Fn ⊂ F .
Alors lim sup Γn(L) 6 Γ(L).
De´monstration
Il existe une sous-suite (Γϕ(n)(L))n qui converge vers lim sup Γn(L).
Soit ε > 0. Il existe une suite (τϕ(n))n de (T ϕ(n)L )n telle que
∀n,E[γ(τϕ(n), Xϕ(n)
τϕ(n)
)] > Γϕ(n)(L)− ε.
On conside`re la suite (τ∗,n)n de temps d’arreˆt randomise´s associe´e a` (τn)n : pour tout
n, τ∗,n(ω, t) = τn(ω), ∀ω, ∀t.
Fn ⊂ F , donc d’apre`s la proposition 2.2.9, il existe un F-temps d’arreˆt randomise´ τ∗
et une sous-suite (τϕ(n)) telle que τ∗,ϕ(n) BC−−→ τ∗.
Xϕ(n)
P−→ X et τ∗,ϕ(n) BC−−→ τ∗, donc d’apre`s la proposition 2.2.13,
(Xϕ(n), τ∗,ϕ(n)) L−→ (X, τ∗).
Par hypothe`se, le crite`re de tension d’Aldous (1.2) est ve´rifie´. Alors, d’apre`s la propo-
sition 2.2.11, on a :
(τ∗,ϕ(n), Xϕ(n)
τ∗,ϕ(n))
L−→ (τ∗, Xτ∗).
Comme γ est continue borne´e, on a :
E[γ(τ∗,ϕ(n), Xϕ(n)
τ∗,ϕ(n))] → E[γ(τ∗, Xτ∗)].
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Or, E[γ(τ∗,ϕ(n), Xϕ(n)
τ∗,ϕ(n))] = E[γ(τ
ϕ(n), X
ϕ(n)
τϕ(n)
)] par de´finition des (τ∗,n) et, par choix de
ϕ, E[γ(τϕ(n), Xϕ(n)
τϕ(n)
)] > Γϕ(n)(L)− ε. Donc a` la limite,
E[γ(τ∗, Xτ∗)] > lim sup Γϕ(n)(L)− ε.
Par choix de ϕ, lim sup Γϕ(n)(L) = lim sup Γn(L). Donc,
E[γ(τ∗, Xτ∗)] > lim sup Γn(L)− ε.
Par de´finition, E[γ(τ∗, Xτ∗)] 6 Γ∗(L) car τ∗ est un temps d’arreˆt randomise´. De plus,
Γ∗(L) = Γ(L) d’apre`s le lemme 2.2.10. Donc,
Γ(L) > lim sup Γn(L)− ε.
Ceci e´tant vrai pour tout ε > 0, Γ(L) > lim sup Γn(L). 
Remarque 2.2.15 Dans le the´ore`me pre´ce´dent, le point cle´ est que l’on connait la
nature de la limite de la sous-suite convergente de temps d’arreˆt d’apre`s la proposition
2.2.9. Si on supprime l’hypothe`se d’inclusion des filtrations Fn ⊂ F ,∀n, la limite de la
suite extraite n’est plus un F-temps d’arreˆt randomise´. On ne peut alors plus comparer
E[γ(τ∗, Xτ∗)] et Γ∗(L) avec le lemme 2.2.10 .
2.2.3 De´monstration de l’e´tape 2 dans le cas ou` Fn w−→ F
The´ore`me 2.2.16 Soit (Xn)n une suite de processus ca`dlg` et X un processus ca`dla`g.
On conside`re les filtrations (Fn)n engendre´es par les (Xn)n et la filtration F continue a`
droite associe´e a` la filtration engendre´e par le processus X. On suppose que Xn P−→ X,
(Xn) ve´rifie le crite`re de tension d’Aldous (1.2) et Fn w−→ F . On a alors l’ine´galite´
lim sup Γn(L) 6 Γ(L).
De´monstration
On raisonne a` peu pre`s comme Aldous dans la 2e partie de la de´monstration du
the´ore`me 17.2 dans [2].
Il existe une sous-suite (Γϕ(n)(L))n qui converge vers lim sup Γn(L).
Soit ε > 0. Il existe une suite (τϕ(n))n de (T ϕ(n)L )n telle que
∀n,E[γ(τϕ(n), Xϕ(n)
τϕ(n)
)] > Γϕ(n)(L)− ε.
Soit (τ∗,n)n la suite de (Fn)-temps d’arreˆt randomise´s associe´e comme en 2.2.2. En
conside´rant la filtration H = ∨nFn, (τ∗,n) est une suite borne´e de H-temps d’arreˆt
randomise´s. Alors, d’apre`s le the´ore`me 1.5 de Baxter et Chacon dans [6], il existe une
fonction croissante ϕ et un H-temps d’arreˆt randomise´ τ∗ (τ∗ n’est a priori pas un
F-temps d’arreˆt randomise´) tels que
τ∗,ϕ(n) BC−−→ τ∗.
D’apre`s la proposition 2.2.13, on a alors (Xϕ(n), τ∗,ϕ(n)) L−→ (X, τ∗). De plus, le crite`re
de tension d’Aldous (1.2) est ve´rifie´. Alors, d’apre`s la proposition 2.2.11, on a la conver-
gence (τϕ(n), Xϕ(n)
τϕ(n)
) L−→ (τ∗, Xτ∗). Donc,
E[γ(τϕ(n), Xϕ(n)
τϕ(n)
)] −−−−−→
n→+∞ E[γ(τ
∗, Xτ∗)].
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D’autre part, E[γ(τϕ(n), Xϕ(n)
τϕ(n)
)] > Γϕ(n)(L)− ε. Donc, en faisant tendre n vers l’infini,
il vient :
E[γ(τ∗, Xτ∗)] > lim sup Γn(L)− ε. (2.8)
Reste maintenant a` comparer E[γ(τ∗, Xτ∗)] et Γ(L).
Soit G la plus petite filtration continue a` droite telle que X soit G adapte´ et τ∗ un
G-temps d’arreˆt randomise´. Il est clair que F ⊂ G. Pour tout t, on peut de´crire la tribu
produit Gt × B de la fac¸on suivante :
Gt × B =
⋂
s>t
σ(A×B, {τ∗ 6 u}, A ∈ Fs, u 6 s,B ∈ B).
On conside`re l’ensemble T˜L des G-temps d’arreˆt randomise´s borne´s par L et on
de´finit Γ˜(L) = sup
τ˜∈T˜L
E[γ(τ˜ , Xτ˜ )].
Par construction de G, τ∗ ∈ T˜L donc E[γ(τ∗, Xτ∗)] 6 Γ˜(L). Alors, en utilisant (2.8)
et en faisant tendre ε vers 0, on a :
Γ˜(L) > lim sup Γn(L). (2.9)
On va conclure graˆce au lemme suivant qui est l’adaptation de la proposition 3.5
de D. Lamberton et G. Page`s dans [37] a` notre cadre de grossissement de filtration :
Lemme 2.2.17 Si Gt×B et FT×B sont conditionnellement inde´pendantes connaissant
Ft × B pour tout t ∈ [0, T ], alors Γ˜(L) = Γ∗(L).
De´monstration
- T ∗L ⊂ T˜L donc Γ∗(L) 6 Γ˜(L).
- On conside`re le processus X∗ tel que pour tout ω, pour tout v ∈ [0, 1], pour tout
t ∈ [0, T ], X∗t (ω, v) = Xt(ω). X∗ est (Ft × B)t∈[0,T ] adapte´.
On va maintenant utiliser les re´sultats faisant intervenir l’enveloppe de Snell expose´s
dans l’article [33] de N. El Karoui.
Soit Y ∗ le processus de´fini par ∀ω, ∀v,∀t, Y ∗t (ω, v) = γ(t,X∗t (ω, v)). Y ∗ est un processus
ca`dla`g borne´ (Ft×B)t∈[0,T ] adapte´. On conside`re son enveloppe de Snell Z. Z est donc
la plus petite (Ft × B)t∈[0,T ] surmartingale majorant Y ∗.
D’autre part, F ⊂ G donc Y ∗ est (Gt × B)t∈[0,T ] adapte´. On conside`re comme avant la
plus petite (Gt × B)t∈[0,T ] surmartingale Z˜ majorant Y ∗.
Z est (Gt × B)t∈[0,T ] adapte´ par inclusion des filtrations. De plus, graˆce a` la condition
d’inde´pendance conditionnelle, Z est une (Gt × B)t∈[0,T ] surmartingale. En effet, pour
tout s 6 t,
E[Zt|Gs × B] = E[Zt|Fs × B] par inde´pendance conditionnelle (cf (2.10) ci-dessous)
6 Zs car Z est une (Ft × B)t∈[0,T ] surmartingale.
Ainsi, Z est une (Gt × B)t∈[0,T ] surmartingale majorant Y ∗. Mais Z˜ est la plus petite
par construction. Donc, Z˜ 6 Z.
D’autre part, par proprie´te´ de l’enveloppe de Snell (cf 2.12 dans El Karoui [33]),
E[Z˜0] = Γ˜(L) et E[Z0] = Γ∗(L).
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Ainsi, Γ˜(L) = E[Z˜0] 6 E[Z0] = Γ∗(L). En particulier, Γ˜(L) 6 Γ∗(L).
D’ou` le lemme 2.2.17. 
D’apre`s le the´ore`me 3 dans l’article [9] de Bre´maud et Yor, la condition d’inde´pendance
conditionnelle du lemme est e´quivalente a` l’assertion suivante :
∀t ∈ [0, T ],∀Z ∈ L1(FT × B),E[Z|Ft × B] = E[Z|Gt × B]. (2.10)
Nous allons maintenant montrer que les hypothe`ses du the´ore`me 2.2.16 entraˆınent
celles du lemme 2.2.17 en montrant l’e´galite´ (2.10). Notons que c’est pour montrer
l’e´galite´ (2.10) qu’Aldous dans [2] et Lamberton et Page`s dans [37] se servent de la
convergence e´tendue.
Pour alle´ger les notations, dans toute la suite on supposera que τn BC−−→ τ au lieu de
τϕ(n)
BC−−→ τ .
D’autre part, on de´signera par « point de continuite´ » d’un processus Y les points de
continuite´ en probabilite´, ie les instants t tels que P[∆Yt 6= 0] = 0. Comme Xn P−→ X
et (Xn) ve´rifie le crite`re de tension d’Aldous (1.2), d’apre`s la proposition 1.1.38, X est
quasi continu a` gauche et a fortiori continu en probabilite´ en tout point.
- Comme F ⊂ G, pour tout t, ∀Z ∈ L1(FT ×B), EP⊗µ[Z|Ft ×B] est Gt ×B mesurable.
- Montrons que ∀t ∈ [0, T ],∀Z ∈ L1(FT × B),∀C ∈ Gt × B,
EP⊗µ[EP⊗µ[Z|Ft × B]1C ] = EP⊗µ[Z1C ].
Soit t ∈ [0, T ]. Soit ε > 0.
Soit Z ∈ L1(FT ×B). Par de´finition de Gt×B, il suffit de montrer que pour tout A ∈ Ft,
pour tout s 6 t et pour tout B ∈ B,∫ ∫
Ω×[0,1]
Z(ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)dP(ω)dv (2.11)
=
∫ ∫
Ω×[0,1]
EP⊗µ[Z|Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)dP(ω)dv.
L’essentiel de la de´monstration va consister a` montrer (2.11) pour les variables
ale´atoires Z de la forme Z = 1A1×A2 , A1 ∈ FT , A2 ∈ B, la ge´ne´ralisation a` Z quel-
conque e´tant ensuite obtenue par des arguments classiques.
Voici le sche´ma de la preuve dans le cas Z = 1A1×A2 , de´taille´e juste apre`s.
Afin de pouvoir utiliser des arguments de convergence fini-dimensionnelle, on va
tout d’abord approcher toutes les variables ale´atoires pre´sentes 1A1 , 1A, 1{τ∗6s} et 1B
par f(Xs1 , . . . , Xsl), H(Xt1 , . . . , Xtk), G(τ
∗ ∧ u) et g(v) ou` les fonctions f , H, G et g
sont continues borne´es.
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On va ensuite montrer l’e´galite´ suivante :∫ ∫
EP⊗µ[f(Xs1 , . . . , Xsl)1A2 |Fu ⊗ B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
=
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
Pour ce faire, on va prouver les convergences suivantes qui seront respectivement l’objet
des lemmes 2.2.18 et 2.2.19 :∫ ∫
f(Xns1(ω), . . . , X
n
sl
(ω))1A2(v)H(X
n
t1(ω), . . . , X
n
tk
(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
et ∫ ∫
E[f(Xns1 , . . . , X
n
sl
)1A2 |Fnu × B](ω, v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
En utilisant le fait que les deux suites sont en fait e´gales, l’unicite´ de la limite permettra
de conclure. C’est dans la preuve du lemme 2.2.19 que l’hypothe`se de convergence de
filtrations est utilise´e.
On utilise ensuite les diffe´rentes approximations faites pour revenir aux processus
initiaux et obtenir ainsi l’e´galite´ (2.11) pour Z = 1A1×A2 .
On commence donc la preuve par diffe´rentes approximations.
Il existe l ∈ N et s1 < . . . < sl et une fonction f continue borne´e tels que
EP[|1A1 − f(Xs1 , . . . , Xsl)|] 6 ε. (2.12)
Alors ∫ ∫
|1A1×A2(ω, v)− f(Xs1(ω), . . . , Xsl(ω))1A2(v)|dP(ω)dv 6 ε.
Soit A ∈ Ft. Il existe k ∈ N, des instants t1 < . . . < tk 6 t et H : Rk → R continue
borne´e tels que
EP[|1A −H(Xt1 , . . . , Xtk)|] 6 ε. (2.13)
Soit u > t un point de continuite´ de E[f(Xs1 , . . . , Xsl)|F.].
Soit s 6 t. Il existe G continue borne´e telle que
EP⊗µ[|1{τ∗6s} −G(τ∗ ∧ u)|] 6 ε. (2.14)
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B ∈ B et les fonctions continues sont denses dans L1(µ), donc il existe g : R → R
continue borne´e telle que ∫
|1B(v)− g(v)|dv 6 ε. (2.15)
Xn
P−→ X, X est quasi continu a` gauche et f est une fonction continue borne´e, donc
f(Xns1 , . . . , X
n
sl
) L
1−→ f(Xs1 , . . . , Xsl). (2.16)
Comme annonce´, nous nous proposons de montrer que∫ ∫
EP⊗µ[f(Xs1 , . . . , Xsl)1A2 |Fu ⊗ B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
=
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
Lemme 2.2.18 On a la convergence :∫ ∫
f(Xns1(ω), . . . , X
n
sl
(ω))1A2(v)H(X
n
t1(ω), . . . , X
n
tk
(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
De´monstration
On conside`re les applications H˜, G˜ et g˜ de Rk+l+2 dans R de´finies de la fac¸on suivante :
H˜(x1, . . . , xl, y1, . . . , yk, z, v) = H(y1, . . . , yk),
G˜(x1, . . . , xl, y1, . . . , yk, z, v) = G(z),
g˜(x1, . . . , xl, y1, . . . , yk, z, v) = g(v).
Soit ε′ > 0.
Les fonctions continues a` support compact sont denses dans L1(P(Xs1 ,...,Xsl )⊗µ), donc
il existe h : Rl+1 → R telle que∫ ∫
|h(x1, . . . , xl, v)− f(x1, . . . , xl)1A2(v)|d(P(Xs1 ,...,Xsl ) ⊗ µ)(ω, v) 6 ε
′. (2.17)
Xn
P−→ X, X est quasi continu a` gauche et h est une fonction continue borne´e, donc∫ ∫
|h(Xns1(ω), . . . , Xnsl(ω), v)− h(Xs1(ω), . . . , Xsl(ω), v)|d(P⊗ µ)(ω, v) −−−−−→n→+∞ 0.
(2.18)
On conside`re alors :
h˜(x1, . . . , xl, y1, . . . , yk, z, v) = h(x1, . . . , xl, v).
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h˜H˜G˜g˜ est une application continue borne´e comme produit d’application continues
borne´es.
De plus, (Xn, τ∗,n) L−→ (X, τ∗) donc (Xn, τ∗,n ∧ u) L−→ (X, τ∗ ∧ u).
Soit U : Ω × [0, 1] → [0, 1] la variable ale´atoire telle que ∀ω,∀v, U(ω, v) = v. Par les
meˆmes arguments que dans la de´monstration de la proposition 2.2.13, on a :
(Xn, τ∗,n ∧ u, U) L−→ (X, τ∗ ∧ u, U).
X est quasi continu a` gauche, donc
(Xns1 , . . . , X
n
sl
, Xnt1 , . . . , X
n
tk
, τ∗,n ∧ u, U) L−→ (Xs1 , . . . , Xsl , Xt1 , . . . , Xtk , τ∗ ∧ u, U).
Par conse´quent,
EP⊗µ[(h˜H˜G˜g˜)(Xns1 , . . . , X
n
sl
, Xnt1 , . . . , X
n
tk
, τ∗,n ∧ u, U)] (2.19)
−−−−−→
n→+∞ EP⊗µ[(h˜H˜G˜g˜)(Xs1 , . . . , Xsl , Xt1 , . . . , Xtk , τ
∗ ∧ u, U)].
Par construction des fonctions h˜, H˜, G˜ et g˜, on a alors :
∫ ∫
h(Xns1(ω), . . . , X
n
sl
(ω), v)H(Xnt1(ω), . . . , X
n
tk
(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
h(Xs1(ω), . . . , Xsl(ω), v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v). (2.20)
Alors,
∣∣∣∣ ∫ ∫ f(Xns1(ω), . . . , Xnsl(ω))1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣∣
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6
∫ ∫
|(f(Xns1(ω), . . . , Xnsl(ω))− f(Xs1(ω), . . . , Xsl(ω)))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
+
∫ ∫
|(f(Xs1(ω), . . . , Xsl(ω))1A2(v)− h(Xs1(ω), . . . , Xsl(ω), v))
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
+
∫ ∫
|(h(Xs1(ω), . . . , Xsl(ω), v)− h(Xns1(ω), . . . , Xnsl(ω), v))
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
+
∣∣∣∣ ∫ ∫ h(Xns1(ω), . . . , Xnsl(ω), v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
h(Xs1 , . . . , Xsl(ω), v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣∣
+
∫ ∫
|(h(Xs1(ω), . . . , Xsl(ω), v)− f(Xs1(ω), . . . , Xsl(ω))1A2(v))
H(Xt1(ω), . . . , Xtk(ω))G(τ
∗(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
Mais,
lim sup
n
∫ ∫
|(f(Xns1(ω), . . . , Xnsl(ω))− f(Xs1(ω), . . . , Xsl(ω)))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
EP[|f(Xns1 , . . . , Xnsl)− f(Xs1 , . . . , Xsl)|]
= 0 d’apre`s (2.16),
lim sup
n
∫ ∫
|(f(Xs1(ω), . . . , Xsl(ω))1A2(v)− h(Xs1(ω), . . . , Xsl(ω), v))
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫ ∫
|f(Xs1(ω), . . . , Xsl(ω))1A2(v)− h(Xs1(ω), . . . , Xsl(ω), v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞ε′ d’apre`s (2.17),
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lim sup
n
∫ ∫
|(h(Xs1(ω), . . . , Xsl(ω), v)− h(Xns1(ω), . . . , Xnsl(ω), v))
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫ ∫
|h(Xs1(ω), . . . , Xsl(ω), v)− h(Xns1(ω), . . . , Xnsl(ω), v)|d(P⊗ µ)(ω, v)
= 0 d’apre`s (2.18),
lim sup
n
∣∣∣∣ ∫ ∫ h(Xns1(ω), . . . , Xnsl(ω), v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
h(Xs1 , . . . , Xsl(ω), v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣∣
= 0 d’apre`s (2.20),
lim sup
n
∫ ∫
|(h(Xs1(ω), . . . , Xsl(ω), v)− f(Xs1(ω), . . . , Xsl(ω))1A2(v))
H(Xt1(ω), . . . , Xtk(ω))G(τ
∗(ω, v) ∧ u)g(v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫ ∫
|f(Xs1(ω), . . . , Xsl(ω))1A2(v)− h(Xs1(ω), . . . , Xsl(ω), v)|d(P⊗ µ)(ω, v)
6 ‖H‖∞‖G‖∞‖g‖∞ε′ d’apre`s (2.17).
Donc,
lim sup
n
∣∣∣∣ ∫ ∫ f(Xns1(ω), . . . , Xnsl(ω))1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣∣
6 2‖H‖∞‖G‖∞‖g‖∞ε′.
Ceci e´tant vrai pour tout ε′ > 0, il vient :∫ ∫
f(Xns1(ω), . . . , X
n
sl
(ω))1A2(v)H(X
n
t1(ω), . . . , X
n
tk
(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
Le lemme 2.2.18 est prouve´. 
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Lemme 2.2.19 On a la convergence :
∫ ∫
E[f(Xns1 , . . . , X
n
sl
)1A2 |Fnu × B](ω, v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
De´monstration
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B] = E[f(Xs1 , . . . , Xsl)|Fu]1A2 .
Soit ε′ > 0. E[f(Xs1 , . . . , Xsl)|Fu] est Fu-mesurable donc il existe j ∈ N , des instants
v1 < . . . < vj 6 u et F : Rj → R continue borne´e telle que :
EP[|E[f(Xs1 , . . . , Xsl)|Fu]− F (Xv1 , . . . , Xvj )|] 6 ε′. (2.21)
Xn
P−→ X, F est continue borne´e et les vi sont des points de continuite´ de X donc
F (Xnv1 , . . . , X
n
vj )
L1−→ F (Xv1 , . . . , Xvj ). (2.22)
Par le meˆme raisonnement que pre´ce´demment, on a :
∫ ∫
F (Xnv1(ω), . . . , X
n
vj (ω))1A2(v)H(X
n
t1(ω), . . . , X
n
tk
(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
F (Xv1(ω), . . . , Xvj (ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v). (2.23)
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Alors,
∣∣∣ ∫ ∫ E[f(Xns1 , . . . , Xnsl)1A2 |Fnu × B](ω, v)H(Xnt1(ω), . . . , Xntk(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
=
∣∣∣ ∫ ∫ E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)|Fu](ω)1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
6
∣∣∣ ∫ ∫ (E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xns1 , . . . , Xnsl)|Fu](ω))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ E[f(Xns1 , . . . , Xnsl)|Fu](ω)1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)|Fu]1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
Or,
lim sup
n
∣∣∣ ∫ ∫ (E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xns1 , . . . , Xnsl)|Fu](ω))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xns1 , . . . , Xnsl)|Fu](ω)|dP(ω)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xs1 , . . . , Xsl)|Fu](ω)|dP(ω)
+‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xs1 , . . . , Xsl)|Fu](ω)− E[f(Xns1 , . . . , Xnsl)|Fu](ω)|dP(ω)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xs1 , . . . , Xsl)|Fu](ω)|dP(ω)
+‖H‖∞‖G‖∞‖g‖∞ lim sup
n
∫
|f(Xs1(ω), . . . , Xsl(ω))− f(Xns1(ω), . . . , Xnsl(ω))|dP(ω).
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Comme Fn w−→ F , d’apre`s la remarque 2 dans Coquet, Me´min et S lomin´ski [16],
EP[f(Xns1 , . . . , X
n
sl
)|Fn] P−→ EP[f(Xs1 , . . . , Xsl)|F ].
Comme u est un point de continuite´ de EP[f(Xs1 , . . . , Xsl)|F.], on a
EP[f(Xns1 , . . . , X
n
sl
)|Fnu ] P−→ EP[f(Xs1 , . . . , Xsl)|Fu].
f e´tant borne´e, la convergence a lieu dans L1 :
EP[f(Xns1 , . . . , X
n
sl
)|Fnu ] L
1−→ EP[f(Xs1 , . . . , Xsl)|Fu]. (2.24)
Ainsi, d’apre`s (2.24) et (2.16),
lim sup
n
∣∣∣ ∫ ∫ (E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− E[f(Xns1 , . . . , Xnsl)|Fu](ω))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
= 0.
D’autre part,
lim sup
n
∣∣∣ ∫ ∫ E[f(Xns1 , . . . , Xnsl)|Fu](ω)1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)|Fu]1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
6 lim sup
n
∣∣∣ ∫ ∫ (E[f(Xns1 , . . . , Xnsl)|Fu](ω)− F (Xnv1(ω), . . . , Xnvj (ω)))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
+ lim sup
n
∣∣∣ ∫ ∫ F (Xnv1(ω), . . . , Xnvj (ω))1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
F (Xv1(ω), . . . , Xvj (ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
+ lim sup
n
∣∣∣ ∫ ∫ (F (Xv1(ω), . . . , Xvj (ω))− E[f(Xs1 , . . . , Xsl)|Fu](ω))1A2(v)
H(Xt1(ω), . . . , Xtk(ω))G(τ
∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣.
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Mais,
lim sup
n
∣∣∣ ∫ ∫ (E[f(Xns1 , . . . , Xnsl)|Fu](ω)− F (Xnv1(ω), . . . , Xnvj (ω)))1A2(v)
H(Xnt1(ω), . . . , X
n
tk
(ω))G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xns1 , . . . , Xnsl)|Fnu ](ω)− F (Xnv1(ω), . . . , Xnvj (ω))|dP(ω)
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xns1 , . . . , Xnsl)|Fu](ω)− E[f(Xs1 , . . . , Xsl)|Fu](ω)|dP(ω)
+‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xs1 , . . . , Xsl)|Fu](ω)− F (Xv1(ω), . . . , Xvj (ω))|dP(ω)
+‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|F (Xv1(ω), . . . , Xvj (ω))− F (Xnv1(ω), . . . , Xnvj (ω))|dP(ω)
6 ‖H‖∞‖G‖∞‖g‖∞ε′ d’apre`s (2.16), (2.21) et (2.22),
lim sup
n
∣∣∣ ∫ ∫ F (Xnv1(ω), . . . , Xnvj (ω))1A2(v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
F (Xv1(ω), . . . , Xvj (ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
= 0 d’apre`s (2.23),
et
lim sup
n
∣∣∣ ∫ ∫ (F (Xv1(ω), . . . , Xvj (ω))− E[f(Xs1 , . . . , Xsl)|Fu](ω))1A2(v)
H(Xt1(ω), . . . , Xtk(ω))G(τ
∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
6 ‖H‖∞‖G‖∞‖g‖∞
lim sup
n
∫
|E[f(Xs1 , . . . , Xsl)|Fu](ω)− F (Xv1(ω), . . . , Xvj (ω))|dP(ω)
6 ‖H‖∞‖G‖∞‖g‖∞ε′ d’apre`s (2.21).
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Aussi,
lim sup
n
∣∣∣∣ ∫ ∫ E[f(Xns1 , . . . , Xnsl)1A2 |Fnu × B](ω, v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣∣
6 2‖H‖∞‖G‖∞‖g‖∞ε′.
Ceci e´tant vrai pour tout ε′ > 0, il vient :
∫ ∫
E[f(Xns1 , . . . , X
n
sl
)1A2 |Fnu × B](ω, v)H(Xnt1(ω), . . . , Xntk(ω))
G(τ∗,n ∧ u)g(v)d(P⊗ µ)(ω, v)
−−−−−→
n→+∞
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v).
Le lemme 2.2.19 est prouve´. 
Comparons maintenant les re´sultats des lemmes 2.2.18 et 2.2.19.
H(Xnt1 , . . . , X
n
tk
) est Fnu×B-mesurable etG(τn ∧ u) et g(U) sont aussi Fnu×B-mesurables,
par continuite´ de G et g. Donc,
E[E[f(Xns1 , . . . , X
n
sl
)1A2 |Fnu × B]H(Xnt1 , . . . , Xntk)G(τn ∧ u)g(U)]
= E[E[f(Xns1 , . . . , X
n
sl
)1A2H(X
n
t1 , . . . , X
n
tk
)G(τn ∧ u)g(U)|Fnu × B]]
= E[f(Xns1 , . . . , X
n
sl
)1A2H(X
n
t1 , . . . , X
n
tk
)G(τn ∧ u)g(U)]
Par unicite´ de la limite, en utilisant les convergences des lemmes 2.2.18 et 2.2.19, on a
alors :
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
=
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v). (2.25)
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Reste maintenant a` utiliser les diffe´rentes approximations pour revenir aux processus
initiaux.
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
6
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ f(Xs1(ω), . . . , Xsl(ω))1A2(v)H(Xt1(ω), . . . , Xtk(ω))
G(τ∗(ω, v) ∧ u)g(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
en utilisant l’e´galite´ (2.25)
6
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)(1A(ω)−H(Xt1(ω), . . . , Xtk(ω)))
1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))
(1{τ∗(ω,v)6s} −G(τ∗(ω, v) ∧ u))1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Fu × B](ω, v)H(Xt1(ω), . . . , Xtk(ω))G(τ∗(ω, v) ∧ u)
(1B(v)− g(v))d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ f(Xs1(ω), . . . , Xsl(ω))(1A(ω)−H(Xt1(ω), . . . , Xtk(ω)))
1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ f(Xs1(ω), . . . , Xsl(ω))H(Xt1(ω), . . . , Xtk(ω))(1{τ∗(ω,v)6s} −G(τ∗(ω, v) ∧ u))
1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ f(Xs1(ω), . . . , Xsl(ω))H(Xt1(ω), . . . , Xtk(ω))G(τ∗(ω, v) ∧ u)
(1B(v)− g(v))d(P⊗ µ)(ω, v)
∣∣∣
6 2‖f‖∞(1 + ‖H‖∞ + ‖G‖∞)ε d’apre`s (2.13), (2.14) et (2.15).
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On fait maintenant tendre u vers t par valeurs supe´rieures. E[f(Xs1 , . . . , Xsl)|F.] e´tant
un processus ca`dla`g, il vient :∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
6 2‖f‖∞(1 + ‖H‖∞ + ‖G‖∞)ε. (2.26)
Puis, ∣∣∣ ∫ ∫ E[Z|Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}d(P⊗ µ)(ω, v)
−
∫ ∫
Z(ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
6
∣∣∣ ∫ ∫ E[Z|Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
E[f(Xs1 , . . . , Xsl)1A2 |Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ E[f(Xs1 , . . . , Xsl)1A2 |Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
f(Xs1(ω), . . . , Xsl(ω))1A2(v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
+
∣∣∣ ∫ ∫ f(Xs1(ω), . . . , Xsl(ω))1A2(v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
−
∫ ∫
Z(ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v)
∣∣∣
6 2‖f‖∞(1 + ‖H‖∞ + ‖G‖∞)ε+ 2ε d’apre`s (2.12) et (2.26).
Ceci e´tant vrai pour tout ε > 0, on a∫ ∫
E[Z|Ft × B](ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v) (2.27)
=
∫ ∫
Z(ω, v)1A(ω)1{τ∗(ω,v)6s}1B(v)d(P⊗ µ)(ω, v),
pour tout t ∈ [0, T ], pour tout Z = 1A1×A2 , A1 ∈ FT , A2 ∈ B, pour tout A ∈ Ft, pour
tout s 6 t, pour tout B ∈ B.
Aussi, pour tout t ∈ [0, T ], pour tout Z = 1A1×A2 , A1 ∈ FT , A2 ∈ B, pour tout
C ∈ Gt × B, l’e´galite´ (2.11) est vraie :
EP⊗µ[EP⊗µ[Z|Ft × B]1C ] = EP⊗µ[Z1C ].
Si Z est une indicatrice, on a le re´sultat d’apre`s la premie`re e´tape et en utilisant un
argument de classe monotone.
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Si Z est une fonction e´tage´e, on a le re´sultat par line´arite´.
Si Z est quelconque FT × B mesurable, on utilise la densite´ en norme L1 des fonc-
tions e´tage´es.
Ainsi, pour tout t ∈ [0, T ], pour tout Z ∈ L1(FT × B), pour tout C ∈ Gt × B
EP⊗µ[EP⊗µ[Z|Ft × B]1C ] = EP⊗µ[Z1C ].
L’hypothe`se du lemme 2.2.17 est ve´rifie´e, donc Γ˜(L) = Γ∗(L). De plus, d’apre`s le
lemme 2.2.10, Γ∗(L) = Γ(L). L’ine´galite´ (2.9) se ree´crit alors
lim sup Γn(L) 6 Γ(L).
D’ou` le the´ore`me 2.2.16. 
2.2.4 Conclusion, application aux discre´tise´s et une extension
Le the´ore`me 2.2.1 de´coule des the´ore`mes 2.2.2, 2.2.14 et 2.2.16 et de la remarque
2.2.7.
Application aux discre´tise´s
Illustrons ce qui pre´ce`de par le cas des discre´tise´s.
Proposition 2.2.20 Soit X un processus quasi continu a` gauche et (pin = {tn1 , . . . tnkn})n
une suite croissante de subdivisions de [0, T ] dont le pas tend vers 0. Soit F la filtra-
tion continue a` droite associe´e a` la filtration engendre´e par X et (Fn)n celles en-
gendre´es par les (Xn)n. On de´finit la suite des processus discre´tise´s (Xn)n par ∀n, ∀t,
Xnt =
kn−1∑
i=1
Xtni 1tni 6t<tni+1. AlorsΓn(L) −−−−−→n→+∞ Γ(L) (avec les notations de l’introduc-
tion).
De´monstration
- Xn −−−−−→
n→+∞ X p.s. donc en probabilite´.
- ∀n,Fn ⊂ F par construction des Xn.
- Montrons que le crite`re d’Aldous (1.2) est ve´rifie´.
Comme X est quasi continu a` gauche, X ve´rifie le crite`re de tension d’Aldous d’apre`s
la proposition 1.1.36. D’autre part, sans perte de ge´ne´ralite´, on peut supposer que les
temps d’arreˆt pour les discre´tise´s sont a` valeurs dans les subdivisions. Il en de´coule que
(Xn) ve´rifie le crite`re d’Aldous.
Alors d’apre`s le the´ore`me 2.2.1, Γn(L) −−−−−→
n→+∞ Γ(L). 
Remarque 2.2.21 L’hypothe`se faite sur X est minimale. En effet, si on conside`re un
processus X et la suite (Xn) de ses discre´tise´s suivant une suite de subdivisions de pas
tendant vers 0, il y a e´quivalence entre le fait que X soit quasi continu a` gauche et le
fait que (Xn) ve´rifie le crite`re de tension d’Aldous. Une implication a e´te´ prouve´e juste
au dessus, l’autre de´coule de la proposition 1.1.38.
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Une extension
The´ore`me 2.2.22 Soit (γn)n une suite de fonctions continues borne´es qui converge
uniforme´ment vers une fonction continue borne´e γ. Soit X un processus ca`dla`g et (Xn)n
une suite de processus ca`dla`g. Soit F la filtration continue a` droite associe´e a` la filtration
engendre´e par X et (Fn)n les filtrations engendre´es par les processus (Xn)n. On suppose
que Xn P−→ X, que le crite`re de tension d’Aldous (1.2) est satisfait et que :
- ou bien pour tout n, Fn ⊂ F ,
- ou bien Fn w−→ F .
On conside`re les re´duites suivantes :
Γ(L) = sup
τ∈TL
E[γ(τ,Xτ )] et Γn(L) = sup
τn∈T nL
E[γn(τn, Xnτn)].
Alors Γn(L) −−−→
n→∞ Γ(L).
De´monstration
D’apre`s le the´ore`me 2.2.1, on a
sup
τn∈T nL
E[γ(τn, Xnτn)] → sup
τ∈TL
E[γ(τ,Xτ )].
Pour conclure, il suffit donc de montrer que
sup
τn∈T nL
E[γn(τn, Xnτn)]− sup
τn∈T nL
E[γ(τn, Xnτn)] → 0.
Mais,
sup
τn∈T nL
E[γn(τn, Xnτn)]− sup
τn∈T nL
E[γ(τn, Xnτn)]
6 sup
τn∈T nL
|E[γn(τn, Xnτn)]− E[γ(τn, Xnτn)]|
6 sup
τn∈T nL
E[|γn(τn, Xnτn)− γ(τn, Xnτn)|]
6 sup
t,x
|γn(t, x)− γ(t, x)|
→ 0 avec l’hypothe`se de convergence uniforme.
D’ou` la conclusion. 
Cette extension servira dans l’application en finance de la section 2.4.
2.3 Convergence des temps d’arreˆt optimaux
Dans le cas ou` on a convergence des valeurs optimales Γn(L) associe´es a` une
suite (Xn)n vers la valeur optimale Γ(L) associe´e a` un processus X, il est naturel
de s’inte´resser a` la convergence des temps d’arreˆt optimaux correspondants.
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On conside`re la situation suivante. Soit (Xn)n une suite de processus ca`dla`g qui
converge en probabilite´ vers un processus ca`dla`g X. On suppose que la suite (Xn)
ve´rifie le crite`re de tension d’Aldous (1.2). Soit (Fn)n et FX les filtrations engendre´es
par ces processus et F la filtration continue a` droite associe´e a` FX . On suppose que
Γn(L) −−−−−→
n→+∞ Γ(L).
2.3.1 Existence de temps d’arreˆt optimaux
De´finition 2.3.1 τ est un temps d’arreˆt optimal associe´ a` la re´duite d’ordre L de X
si τ est un F-temps d’arreˆt borne´ par L tel que E[γ(τ,Xτ )] = Γ(L).
Il existe dans la litte´rature des re´sultats sur l’existence de temps d’arreˆt optimaux.
On citera notamment l’article de Mucci [43] ainsi que le livre de Shiryaev [56]. Dans ces
deux re´fe´rences, les auteurs montrent l’existence de temps d’arreˆt optimaux pour des
processus de Markov. Dans [43], Mucci montre que, sous certaines conditions, le temps
d’arreˆt optimal peut s’e´crire explicitement comme le temps d’entre´e dans un ferme´.
Voyons un re´sultat d’existence de temps d’arreˆt optimal base´ sur une inclusion de
filtrations.
Proposition 2.3.2 On suppose que Xn P−→ X. Si pour tout n, Fn ⊂ F et s’il existe
une suite de (Fn)-temps d’arreˆt optimaux, alors il existe au moins un F-temps d’arreˆt
optimal.
De´monstration
Soit (τnop) une suite de (Fn)-temps d’arreˆt optimaux. On conside`re, comme en 2.2.2,
la suite de temps d’arreˆt randomise´s associe´e (τ∗,nop )n. Comme pour tout n, Fn ⊂ F ,
(τ∗,nop )n est une suite de F-temps d’arreˆt randomise´s. F est continue a` droite donc,
d’apre`s le the´ore`me 1.5 dans Baxter et Chacon [6], il existe une sous-suite qui converge
vers un F-temps d’arreˆt randomise´ τ∗ : τ∗,ϕ(n)op BC−−→ τ∗.
Xn
P−→ X et τ∗,ϕ(n)op BC−−→ τ∗, donc d’apre`s les propositions 2.2.11 et 2.2.13,
(τ∗,ϕ(n)op , X
ϕ(n)
τ
∗,ϕ(n)
op
) L−→ (τ∗, Xτ∗).
Alors, comme γ est continue borne´e,
E[γ(τ∗,ϕ(n)op , X
ϕ(n)
τ
∗,ϕ(n)
op
)] −−−−−→
n→+∞ E[γ(τ
∗, Xτ∗)].
De plus, (τnop) est un suite de (Fn)-temps d’arreˆt optimaux. Aussi
E[γ(τ∗,ϕ(n)op , X
ϕ(n)
τ
∗,ϕ(n)
op
)] = E[γ(τϕ(n)op , X
ϕ(n)
τ
ϕ(n)
op
)] = Γϕ(n)(L).
D’autre part, d’apre`s le the´ore`me 2.2.1, Γn(L) −−−−−→
n→+∞ Γ(L). Par unicite´ de la limite,
on a alors
E[γ(τ∗, Xτ∗)] = Γ(L).
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Comme on l’a montre´ dans la de´monstration du lemme 2.2.10, pour tout v ∈ [0, 1], τv
est un F-temps d’arreˆt. De plus,
Γ(L) =
∫
Ω×[0,1]
γ(τ∗(ω, v), Xτ∗(ω, v))d(P⊗ µ)(ω, v) =
∫ 1
0
E[γ(τv, Xτv)]dv.
Mais, pour tout v, E[γ(τv, Xτv)] 6 Γ(L).
Γ(L) − E[γ(τv, Xτv)] > 0 et
∫ 1
0 (Γ(L) − E[γ(τv, Xτv)])dv = 0. Donc, pour presque tout
v, E[γ(τv, Xτv)] = Γ(L). 
2.3.2 Convergence de suite de temps d’arreˆt optimaux
On suppose qu’il existe une suite (τnop)n de temps d’arreˆt optimaux associe´e aux X
n.
(τnop)n est tendue donc il existe une sous-suite (τ
ϕ(n)
op )n qui converge en loi vers une
variable ale´atoire τ .
Deux proble`mes se posent :
- τ est-il un F-temps d’arreˆt ?
- si oui, est-il optimal pour X, i.e. a-t-on E[γ(τ,Xτ )] = Γ(L) ?
Lemme 2.3.3 On suppose que Γn(L) −−−−−→
n→+∞ Γ(L). Soit (τ
n
op)n une suite de temps
d’arreˆt optimaux associe´e aux Xn. On suppose qu’il existe ϕ : N → N strictement
croissante et une variable ale´atoire τ telles que ((Xϕ(n), τϕ(n)op ))n converge en loi vers
(X, τ). On suppose que τ est un F-temps d’arreˆt. Alors τ est un F-temps d’arreˆt
optimal.
De´monstration
(Xϕ(n), τϕ(n)op )
L−→ (X, τ) et (Xn) ve´rifie le crite`re de tension d’Aldous (1.2), donc d’apre`s
la proposition 1.1.34,
(τϕ(n)op , X
ϕ(n)
τ
ϕ(n)
op
) L−→ (τ,Xτ ).
Alors, comme γ est continue borne´e,
E[γ(τϕ(n)op , X
ϕ(n)
τ
ϕ(n)
op
)] −−−−−→
n→+∞ E[γ(τ,Xτ )].
(τϕ(n)op ) est une suite de (Fϕ(n))-temps d’arreˆt optimaux, donc pour tout n,
E[γ(τϕ(n)op , X
ϕ(n)
τ
ϕ(n)
op
)] = Γϕ(n)(L)
ou` Γϕ(n)(L) est la re´duite d’horizon L associe´e au processus Xϕ(n).
De plus, Γϕ(n)(L) −−−−−→
n→+∞ Γ(L).
Donc, par unicite´ de la limite,
E[γ(τ,Xτ )] = Γ(L).
Finalement, τ est un F-temps d’arreˆt optimal. 
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Graˆce a` ce lemme, le proble`me se re´duit a` trouver des conditions pour que la limite
d’une suite de (Fn)-temps d’arreˆt soit un F-temps d’arreˆt. Dans la partie 1.2.2, on
a vu un crite`re, sous hypothe`se de convergence de filtrations et d’inclusion des tribus
terminales, pour qu’une limite en probabilite´ d’une suite de (Fn)-temps d’arreˆt soit un
F-temps d’arreˆt. Graˆce a` ce re´sultat, on obtient le the´ore`me suivant de convergence de
temps d’arreˆt optimaux.
The´ore`me 2.3.4 Soit (Xn) une suite de processus ca`dla`g qui converge en loi vers
un processus quasi continu a` gauche X. On suppose que les (Xn) sont des processus
a` accroissements inde´pendants. Soit (Fn)n et FX les filtrations engendre´es par ces
processus et F la filtration continue a` droite associe´e a` FX . Soit (τn) une suite de
(Fn)-temps d’arreˆt optimaux. Alors, si (X, τ) est une valeur d’adhe´rence de ((Xn, τn))n
telle que τ soit FT -mesurable, τ est un temps d’arreˆt optimal pour X.
De´monstration
(τn) est borne´e donc tendue. On sait que Xn L−→ X, donc (Xn) est tendue. Alors
((Xϕ(n), τϕ(n))) est tendue. On peut donc extraire une sous-suite ((Xϕ(n), τϕ(n))) qui
converge en loi vers (X, τ).
Montrons que τ est un F-temps d’arreˆt.
D’apre`s le the´ore`me de repre´sentation de Skorokhod, il existe un espace probabilise´
(Ω˜, G˜, P˜) ainsi que (X˜ϕ(n), τ˜ϕ(n)) de meˆme loi que (Xϕ(n), τϕ(n)) et (X˜, τ˜) de meˆme loi
que (X, τ) tels que
(X˜ϕ(n), τ˜ϕ(n))
p.s−−→ (X˜, τ˜) dans (Ω˜, G˜, P˜).
Comme les (Xn) sont des processus a` accroissements inde´pendants, les (X˜ϕ(n)) le sont
aussi. D’apre`s la proposition 3 dans Me´min [41], on a la convergence e´tendue en pro-
babilite´
(X˜ϕ(n),F X˜ϕ(n)) P−→ (X˜,F X˜)
ou` F X˜ϕ(n) (resp. F X˜) est la filtration engendre´e par X˜ϕ(n) (resp. X˜). Cette convergence
avait de´ja` e´te´ montre´e en loi (et pas en probabilite´) par Aldous dans la proposition 20.18
dans [2]. La preuve d’Aldous utilise les processus de pre´diction alors que celle de Me´min
utilise des arguments de convergence de filtrations.
D’autre part, τ est FT -mesurable. Il existe donc f mesurable telle que τ = f(X).
(X˜, τ˜) ∼ (X, τ) et (X, τ) = (X, f(X)), donc τ˜ = f(X˜) p.s. Aussi, τ˜ est F X˜T -mesurable.
Enfin, τ˜ϕ(n)
p.s.−−→ τ˜ par construction et, comme (τϕ(n)) est une suite de (Fϕ(n))-temps
d’arreˆt, (τ˜ϕ(n)) est une suite de (F X˜ϕ(n))-temps d’arreˆt.
Alors, d’apre`s la proposition 1.2.5, τ˜ est un F X˜ -temps d’arreˆt.
D’autre part, on a la convergence e´tendue de (X˜ϕ(n),F X˜ϕ(n)) vers (X˜,F X˜) et X˜ est
quasi continu a` gauche, donc d’apre`s la proposition 1.1.39, (X˜ϕ(n)) ve´rifie le crite`re de
tension d’Aldous (1.2).
De plus, X˜ϕ(n)
p.s.−−→ X˜ et F X˜ϕ(n) w−→ F X˜ , donc d’apre`s le the´ore`me 2.2.1, on a la
convergence ΓX˜
ϕ(n)
(L) → ΓX˜(L).
Alors, d’apre`s le lemme 2.3.3, τ˜ est un F X˜ -temps d’arreˆt optimal.
Finalement, τ est un F-temps d’arreˆt optimal d’apre`s le lemme 1.1.21. 
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2.4 Application en finance
Nous allons montrer que les re´duites et les temps d’arreˆt optimaux associe´s aux
mode`les de Cox, Ross et Rubinstein convergent vers ceux associe´s au mode`le de Black
et Scholes. Pour cela, nous allons eˆtre amene´s a` approcher le mouvement brownien par
une suite de marches ale´atoires et utiliserons les re´sultats de la partie 1.3.2.
Le re´sultat de convergence des re´duites n’est pas nouveau. Il a de´ja` e´te´ obtenu par
Lamberton et Page`s dans [37] ainsi que Muliccani et Pratelli dans [44], par exemple.
En revanche, le re´sultat sur les convergences de temps d’arreˆt optimaux associe´s a` ces
mode`les diffe`re des re´sultats existants sur le sujet. En effet, dans la proposition 2.4.5,
on donnera un crite`re pour que la limite d’une suite de temps d’arreˆt optimaux pour
les mode`les de Cox-Ross-Rubinstein soit un temps d’arreˆt optimal pour le mode`le de
Black et Scholes. Dans [44], [37] ou Lamberton [35], les diffe´rents auteurs montrent que
la limite en loi d’une suite de temps d’arreˆt optimaux pour les mode`les de Cox-Ross-
Rubinstein a la loi d’une variable ale´atoire optimale pour le mode`le de Black-Scholes,
mais pas ne´cessairement un temps d’arreˆt pour la filtration sous-jacente.
2.4.1 Pre´sentation des mode`les
Pour une e´tude comple`te des mode`les utilise´s dans cette partie, on pourra se re´fe´rer
au livre de Lamberton et Lapeyre [36], a` celui de Shiryaev [57] ou aux articles originaux
de Black et Scholes [8] et de Cox, Ross et Rubinstein [17].
Le mode`le de Black et Scholes
Soit (Ω,A,P) un espace probabilise´, (Bt) un mouvement brownien standard et F
la filtration qu’il engendre.
On conside`re un marche´ qui comporte un actif risque´ de prix St a` l’instant t et un
actif sans risque de prix S0t a` l’instant t. On suppose que l’e´volution du cours de l’actif
risque´ satisfait l’e´quation diffe´rentielle stochastique
dSt = St(µdt+ σdBt)
ou` µ et σ sont deux constantes. On suppose e´galement que S0t e´volue de la fac¸on sui-
vante : S0t = S
0
0e
−rt ou` r repre´sente le taux d’inte´reˆt (r > 0).
Afin de ne pas tenir compte de la « de´valuation de la monnaie », on conside`re les
prix actualise´s de´finis par S˜t = StS0t
. L’e´volution du prix actualise´ de l’actif risque´ suit
alors l’e´quation suivante :
dS˜t = S˜t(λdt+ σdBt)
ou` λ = µ− r.
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D’autre part, d’apre`s le the´ore`me de Girsanov, il existe une unique probabilite´
P∗ e´quivalente a` P telle que, sous P∗, S˜ est une F-martingale. Sous P∗, l’e´quation
d’e´volution de S˜ se re´e´crit de la fac¸on suivante :
dS˜t = S˜tσdB∗t
ou` B∗t = Bt +
λ
σ t est un mouvement brownien standard sous P
∗.
Le mode`le de Cox-Ross-Rubinstein
Il est classique d’approcher le mode`le de Black et Scholes par une suite de mode`les
de Cox-Ross-Rubinstein.
Pour tout n, on conside`re la suite (Y ni )i construite par la me´thode de Knight dans la
section 1.3.2. Pour tout n, (Y ni )i est une suite de variables de Bernoulli inde´pendantes
telles que ∀i ∈ {1, . . . , n}, P[Y ni = 1] = P[Y ni = −1] = 1/2. On note (Fn) la suite
de filtrations constantes sur les intervalles [kT/n, (k + 1)T/n[ telles que pour tout k,
Fnk = σ(Y ni , i 6 k).
On conside`re ensuite les suites (an), (bn) et (rn) de´finies par les relations suivantes :
rn =
rT
n
, an =
(
1 +
(µ+ σ2/2)T
n
)
e−σ
√
T/n−1 et bn =
(
1 +
(µ+ σ2/2)T
n
)
eσ
√
T/n−1.
A` partir de ces suites, on de´finit les mode`les de Cox-Ross-Rubinstein constitue´s
d’un actif risque´ de prix Sn et d’un actif sans risque de prix S0,n qui e´voluent de la
fac¸on suivante : pour tout n, pour tout k ∈ {0, . . . , n},
Sn(k+1)T/n = S
n
kT/n
(
1 +
an + bn
2
+
bn − an
2
Y nk
)
S0,nkT/n = (1 + rn)
k.
L’e´quation d’e´volution du prix actualise´ S˜n de l’actif risque´ est alors :
S˜n(k+1)T/n = S˜
n
kT/n(1 + rn)
−1
(
1 +
an + bn
2
+
bn − an
2
Y nk
)
.
Pour tout n, on de´finit la probabilite´ P∗,n de la fac¸on suivante :
P∗,n[Y nk = 1] = 1− P∗,n[Y nk = −1] =
rn − an
bn − an .
P∗,n ainsi de´finie est l’unique probabilite´ e´quivalente a` P telle que, sous P∗,n, S˜n est une
Fn-martingale.
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2.4.2 Proprie´te´s de convergence
Par construction des suites (an), (bn) et (rn) et puisque les variables de Bernoulli
sont construites avec la me´thode de Knight, on a S˜n
p.s.−−→ S˜.
On s’inte´resse maintenant au prix d’une option europe´enne d’achat d’e´che´ance T
pour un prix d’exercice K. Notant Cnt le prix du call a` l’instant t pour les mode`les de
Cox-Ross-Rubinstein et Ct celui donne´ par le mode`le de Black-Scholes, on a les e´galite´s
suivantes :
CnkT/n = (1 + rn)
−(n−k)EPn,∗ [(SnT −K)+|FnkT/n],
Ct = e−r(T−t)EP∗ [(ST −K)+|Ft].
Proposition 2.4.1 Cn P−→ C.
De´monstration
On pose
BnkT/n =
√
T
n
k∑
i=1
Y ni , k = 0, . . . , n.
On prolonge Bn a` [0, T ] en posant Bnt = B
n
kT/n si t ∈ [kT/n, (k+ 1)T/n[. Par construc-
tion, Bn
p.s.−−→ B. B est un PAI donc Fn w−→ F d’apre`s la proposition 2 dans [16].
De plus, on a (SnT −K)+ L
1−→ (ST −K)+.
Alors, d’apre`s la remarque 1.2 dans [16],
EPn,∗ [(SnT −K)+|Fn] P−→ EP ∗ [(ST −K)+|F ].
D’autre part, par choix de (rn),
(1 + rn)−(n−[.n/T ]) → e−r(T−.).
Aussi, on a la convergence Cn P−→ C. 
Remarque 2.4.2 Ici, on a une convergence en probabilite´ des prix des calls car les
marches ale´atoires ont e´te´ construites par la me´thode de Knight. Dans le cas ou` on a
seulement convergence en loi de (Bn) vers B graˆce au the´ore`me de Donsker, on obtient
une convergence en loi des calls.
2.4.3 Cas des options ame´ricaines
Dans cette partie, on s’inte´resse au prix d’une option ame´ricaine de vente d’e´che´ance
T pour un prix d’exerciceK. L’espe´rance maximale de gain est donne´ par les expressions
suivantes :
ΓS
n
(T ) = sup
τn∈T nT
EPn,∗ [(1 + rn)−[τ
nn/T ](K − Snτn)+] dans le cas des mode`les de CRR,
ΓS(T ) = sup
τ∈TT
EP∗ [e−rτ (K − Sτ )+] dans le cas du mode`le de BS.
Le proble`me est alors de savoir si on a convergence de la suite de re´duites (ΓS
n
(T ))
vers ΓS(T ) et, si oui, si on a convergence des temps d’arreˆt optimaux associe´s.
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Convergence des re´duites
D’apre`s la proposition 1.3.6, Bn
p.s.−−→ B. On a e´galement Sn p.s.−−→ S. Ainsi, comme
B est continu,
(Bn, Sn)
p.s.−−→ (B,S).
Or, pour tout t, Snt est une fonction continue bijective de B
n
t . Par conse´quent, S
n et
Bn engendrent la meˆme filtration FSn = FBn . De meˆme, S et B engendrent la meˆme
filtration FS = FB.
(Bn) est une suite de processus a` accroissements inde´pendants et Bn P−→ B. Alors,
d’apre`s la proposition 3 de Me´min dans [41], (Bn,FBn) P−→ (B,FB). Mais, FSn = FBn ,
FS = FB, et Sn et S sont des bijections continues de Bn et B. Aussi, (Sn,FSn) P−→
(S,FS). De plus, S est quasi continu a` gauche. Alors, d’apre`s la proposition 1.1.39,
(Sn) ve´rifie le crite`re de tension d’Aldous (1.2).
Sn
P−→ S, FSn w−→ FS , S est continu, (Sn) ve´rifie le crite`re d’Aldous et ((1 +
rn)−[n./T ])n converge uniforme´ment vers e−r., donc d’apre`s le the´ore`me 2.2.22, on a
ΓS
n
(T ) −−−−−→
n→+∞ Γ
S(T ).
On a donc le re´sultat suivant :
Proposition 2.4.3 Les re´duites associe´es au mode`le de Cox-Ross-Rubinstein convergent
vers celles associe´es au mode`le de Black et Scholes :
ΓS
n
(T ) −−−−−→
n→+∞ Γ
S(T ).
Remarque 2.4.4 La proposition 2.4.3 reste vraie meˆme si Bn n’est pas obtenu par
la me´thode de Knight. Dans ce cas, (Bn, Sn) converge en loi vers (B,S). Graˆce au
the´ore`me de repre´sentation de Skorokhod, on se rame`ne a` une convergence presque
suˆre et on conclut avec la remarque 2.1.1 qui indique que la valeur de la re´duite ne
de´pend que de la loi des processus conside´re´s.
Convergence des temps d’arreˆt optimaux
Nous allons maintenant utiliser ce re´sultat pour prouver la convergence des temps
d’arreˆt optimaux du mode`le de Cox-Ross-Rubinstein vers ceux du mode`le de Black-
Scholes.
Sn est une fonction continue de Bn, processus a` accroissements inde´pendants. Aussi
Sn est un processus de Markov, comme fonction continue d’un processus de Markov. Il
existe donc une suite (τnop) de Fn-temps d’arreˆt optimaux.
Pre´ce´demment, on a vu que ((Bn, Sn))n converge presque suˆrement vers (B,S). De
plus, (τnop)n est borne´e donc tendue. Ainsi, ((B,B
n, Sn, τnop))n est tendue. On peut donc
extraire une sous-suite convergente que l’on notera encore ((B,Bn, Sn, τnop))n :
(B,Bn, Sn, τnop)
L−→ (B,B, S, τ).
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Montrons que τ est un F-temps d’arreˆt.
D’apre`s le the´ore`me de repre´sentation de Skorokhod, il existe (X,Xn, Y n, V n) de meˆme
loi que (B,Bn, Sn, τnop) et (X,X, Y, V ) de meˆme loi que (B,B, S, τ) tels que l’on ait la
convergence (X,Xn, Y n, V n)
p.s.−−→ (X,X, Y, V ).
A l’aide de la proposition 1.2.5, on va montrer que V est un FY -temps d’arreˆt. On va
donc prouver successivement que FY n w−→ FY et que V est FYT -mesurable.
Montrons tout d’abord la convergence des filtrations.
Bn est un processus a` accroissements inde´pendants, donc Xn l’est aussi. De plus,
Xn
p.s.−−→ X. Alors, d’apre`s la proposition 2 dans Coquet, Me´min et S lomin´ski [16],
FXn w−→ FX . D’autre part, Sn de´termine´ de fac¸on unique a` partir de Bn et (Xn, Y n)
a meˆme loi que (Bn, Sn), donc Y n est une bijection de Xn. Par conse´quent, Y n et Xn
engendrent la meˆme filtration. De meˆme, Y et X engendrent la meˆme filtration. Ainsi,
FY n w−→ FY .
Montrons maintenant la proprie´te´ de mesurabilite´ de V . On va en fait montrer que
τ est FT -mesurable, ce qui donnera le re´sultat cherche´.
Pour tout n, Bn est FT -mesurable d’apre`s la proposition 1.3.6. Sn est une fonction
continue de Bn, donc Sn est aussi FT -mesurable. Enfin, pour tout n, τnop est une fon-
tion mesurable de Sn. Donc, pour tout n, τnop est FT -mesurable. Par conse´quent, τ est
FT -mesurable comme limite de variables ale´atoires FT -mesurables.
Alors d’apre`s la proposition 1.2.5, V est un FY -temps d’arreˆt.
De plus, d’apre`s la proposition 2.4.3, ΓS
n
(T ) → ΓS(T ). Aussi, d’apre`s le lemme 2.3.3,
τ est un F-temps d’arreˆt optimal.
On vient de montrer le re´sultat suivant :
Proposition 2.4.5 Il existe une suite de temps d’arreˆt optimaux associe´e au mode`le de
Cox-Ross-Rubinstein qui converge en loi vers un temps d’arreˆt optimal pour le mode`le
de Black-Scholes. Plus pre´cise´ment, si (B,S, τ) est une valeur d’adhe´rence (en loi)
de la suite ((Bn, Sn, τnop))n ou` (τ
n
op)n est une suite de temps d’arreˆt optimaux pour le
mode`le de Cox-Ross-Rubinstein, alors τ est un F-temps d’arreˆt optimal pour le mode`le
de Black-Scholes.
Remarque 2.4.6 On a vu que la proposition 2.4.3 reste vraie quelle que soit la suite
(Y ni )i de variables de Bernoulli inde´pendantes conside´re´es. En revanche, pour prouver
la proposition 2.4.5, on utilise le fait que les Y ni sont FT -mesurables ce qui permet
ensuite de montrer que τ est FT -mesurable. La mesurabilite´ des Y ni de´coule de leur
construction qui est donc ici fondamentale.
Chapitre 3
Stabilite´ de solutions d’EDSR a`
horizon ale´atoire
3.1 Introduction
La the´orie des E´quations Diffe´rentielles Stochastiques Re´trogrades (EDSR) a` hori-
zon ale´atoire de´terministe fini T du type
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs (3.1)
a e´te´ introduite en 1990 par Pardoux et Peng dans [47]. Depuis, de nombreuses e´tudes
ont e´te´ mene´es pour trouver des re´sultats d’existence et d’unicite´ des solutions en mi-
nimisant les hypothe`ses sur le ge´ne´rateur f et la condition terminale ξ.
Plusieurs travaux sur la robustesse des sche´mas d’approximation nume´rique ont
e´galement e´te´ faits avec des approches tre`s diffe´rentes. Citons quelques exemples de
ces travaux. Antonelli et Kohatsu-Higa dans [5] et Coquet, Mackevicˇius et Me´min dans
[14] et [13] se sont inte´resse´s a` la convergence de la solution V n de l’EDSR
V nt = E
[∫ T
0
gns (V
n
s )dA
n
s +X
n
∣∣∣∣Fnt ]− ∫ t
0
gns (V
n
s )dA
n
s
vers la solution V de l’EDSR
Vt = E
[∫ T
0
gs(Vs)dAs +X
∣∣∣∣Ft]− ∫ t
0
gs(Vs)dAs.
L’argument principal des preuves de Coquet, Mackevicˇius et Me´min est la convergence
des filtrations. D’autre part, Briand, Delyon et Me´min dans [10] et Ma, Protter, San
Mart´ın et Torres dans [38] ont e´tudie´ des cas ou` le mouvement brownien d’une e´quation
du type (3.1) est approche´ par une marche ale´atoire. On citera e´galement l’article [11]
de Briand, Delyon et Me´min qui ge´ne´ralise le pre´ce´dent [10] car cette fois le mouvement
brownien est approche´ par une suite de martingales. Ma, Protter et Yong ont une ap-
proche radicalement diffe´rente dans [39]. Ils indiquent un sche´ma de re´solution d’EDSR
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« en quatre temps » qui est base´ sur les liens entre EDSR a` horizon de´terministe fini
et E´quations aux De´rive´es Partielles (EDP) de type parabolique (cf Pardoux et Peng
[48] et Pardoux, Pradeilles et Rao [49] par exemple).
On s’est ensuite inte´resse´ aux EDSR a` horizon ale´atoire du type
Yt∧τ = Yr∧τ +
∫ r∧τ
t∧τ
f(s, Ys, Zs)ds−
∫ r∧τ
t∧τ
ZsdWs, t > 0, r > t,
Yτ = ξ sur {τ < +∞} (3.2)
notamment pour leurs liens avec les EDP de type elliptique (cf Peng [50] par exemple).
Des e´tudes ont alors e´te´ faites concernant les re´sultats d’existence et d’unicite´ des so-
lutions de ces e´quations. On citera les travaux de Pardoux dans [46] en dimension
quelconque, et, dans le cas de la dimension 1 uniquement, ceux de Briand et Hu dans
[12] et de Manuela Royer dans sa the`se [54].
Comme dans le cas des EDSR a` horizon de´terministe, on va maintenant e´tudier la
stabilite´ de solutions d’EDSR a` horizon ale´atoire presque suˆrement fini du type (3.2).
Pour cela, on va approcher le mouvement brownien W soit par une marche ale´atoire,
soit par une suite de martingales. Dans notre e´tude, nous serons aussi amene´s a` appro-
cher le temps d’arreˆt τ par une suite de temps d’arreˆt (τn)n.
Dans la partie 3.2, on va approcher le mouvement brownien par une marche ale´atoire.
On posera tout d’abord le proble`me e´tudie´, puis on prouvera l’existence et l’unicite´ des
solutions des EDSR e´tudie´es. Ensuite, on s’inte´ressera a` la convergence des solutions.
Pour finir cette partie, on donnera un exemple du re´sultat de convergence dans le cas
de temps d’entre´e dans des ouverts.
Dans la partie 3.3, on va approcher le mouvement brownien par une suite de mar-
tingales. On va en fait ge´ne´raliser les re´sultats de la partie 3.2 : existence et unicite´
des solutions des EDSR e´tudie´es, convergence des solutions. On illustrera ensuite ces
re´sultats par le cas des discre´tise´s du mouvement brownien et de temps d’entre´e dans
des ouverts.
3.2 Approximation du mouvement brownien par une marche
ale´atoire
3.2.1 Proble`me e´tudie´
Soit f : Ω× R+ × R2 → R telle que f est γ-lipschitzienne en y et z, i.e. pour tout
t ∈ R+ et (y, z), (y′, z′) ∈ R2,
|f(t, y, z)− f(t, y′, z′)| 6 γ[|y − y′|+ |z − z′|],
f est monotone en y au sens ou` il existe µ > 0 tel que
∀(t, y, z), (t, y′, z) ∈ R+ × R2, (y − y′)(f(t, y, z)− f(t, y′, z)) 6 −µ(y − y′)2,
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f est borne´e et {f(t, y, z)}t>0 est progressivement mesurable pour tout (y, z).
Soit W un mouvement brownien et F la filtration qu’il engendre, τ un F-temps
d’arreˆt fini presque suˆrement et ξ une variable ale´atoire Fτ -mesurable borne´e presque
suˆrement.
On conside`re l’e´quation diffe´rentielle stochastique re´trograde suivante :
Yt∧τ = ξ +
∫ τ
t∧τ
f(s, Ys, Zs)ds−
∫ τ
t∧τ
ZsdWs, ∀t > 0. (3.3)
Nous allons d’abord nous inte´resser a` l’existence et l’unicite´ des solutions de cette
e´quation.
De´finition 3.2.1 On appelle solution de l’EDSR (3.3) un couple (Y, Z) de processus
progressivement mesurables ve´rifiant l’e´quation (3.3) et tel que :
E
[
sup
t>0
e−2µt|Yt|2
]
< +∞ et ∀t, E
[∫ t∧τ
0
|Zt|2dt
]
< +∞
et sur l’ensemble {t > τ}, on a Yt = ξ et Zt = 0.
D’apre`s le lemme 3.1 de Briand et Hu dans [12], l’EDSR (3.3) admet un unique
couple solution (Y, Z) dans la classe des processus tels que Y est continu et uni-
forme´ment borne´.
Voici une proprie´te´ de bornitude connue des solutions qui sera utilise´e par la suite :
Proposition 3.2.2 Y est presque suˆrement borne´ par ‖ξ‖∞ + ‖f‖∞µ .
De´monstration
On raisonne comme Briand et Hu dans [12]. Soit θ > 0. On de´finit les processus
suivants :
αs =
{
f(s,Ys,Zs)−f(s,0,Zs)
Ys
si Ys 6= 0
−µ sinon et Rt = exp
(∫ t
θ∧τ
αsds
)
.
La formule d’Itoˆ applique´e a` RtYt donne
d(RtYt) = αtRtYtdt+Rt (− (αtYt + f(t, 0, Zt)) dt+ ZtdWt)
= −f(t, 0, Zt)Rtdt+ ZtRtdWt.
En inte´grant entre θ ∧ τ et τ et en prenant l’espe´rance conditionnelle par rapport a`
Fθ∧τ , il vient :
|Yτ∧θ| = |E[Yτ∧θ|Fθ∧τ ]| = |E[Rτ∧θYτ∧θ|Fθ∧τ ]|
=
∣∣∣∣E [RτYτ + ∫ τ
θ∧τ
f(t, 0, Zt)Rtdt
∣∣∣Fθ∧τ]∣∣∣∣ par proprie´te´ de martingale
6 E[|RτYτ | |Fθ∧τ ] + E
[∫ τ
θ∧τ
|f(t, 0, Zt)Rt|dt
∣∣∣Fθ∧τ] .
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Or, par construction, pour tout t, Rt 6 e−µ(t−θ∧τ). Ainsi, en particulier, Rτ 6 1 et∫ τ
θ∧τ |f(t, 0, Zt)Rt|dt 6 ‖f‖∞eµ(θ∧τ)
∫ τ
θ∧τ e
−µtdt 6 ‖f‖∞µ . Finalement, on a donc
sup
t>0
|Yt| 6 ‖ξ‖∞ + ‖f‖∞
µ
.

On va approcher l’e´quation (3.3) de la manie`re suivante.
On conside`re la suite de marches ale´atoires (Wn) de´finie par
Wnt =
1√
n
[nt]∑
k=1
εnk , t > 0
ou` (εnk)k est une suite de variables de Bernoulli syme´triques inde´pendantes. Soit (Fn)
les filtrations engendre´es par les Wn. On a Fnt = σ(εnk , k 6 [nt]). Soit (τn)n une suite
de (Fn)-temps d’arreˆt tels que pour tout n, τn 6 n p.s.
Ensuite, pour tout n, on conside`re l’e´quation suivante :
ynk
n
∧τn = y
n
k+1
n
∧τn +
1
n1{τn> k
n
}f
(
k
n , y
n
k
n
∧τn , z
n
k+1
n
∧τn
)
− znk+1
n
∧τn
1√
n
εnk+1,
k = 0, . . . , n2 − 1,
ynτn = ξ
n
(3.4)
ou` (ξn) est une suite de variables ale´atoires inte´grables (Fnτn)-mesurables.
On appelle solution de l’e´quation (3.4) le processus discret {ynk
n
, znk+1
n
}k>0 qui ve´rifie
l’e´quation (3.4), tel que ynk
n
= ξn et znk
n
= 0 sur l’ensemble {τn < kn} et tel que
{ynk
n
, znk+1
n
}k>0 soit Fn,τn-adapte´.
Proposition 3.2.3 L’e´quation (3.4) a une unique solution (yn, zn).
De´monstration
On va contruire cette solution a` l’aide d’une re´currence de´croissante.
Pour k = n2, on pose ynk
n
∧τn = ξ
n et znk+1
n
∧τn = 0.
Supposons maintenant que, pour k donne´, on a construit
(
ynk+1
n
∧τn , z
n
k+2
n
∧τn
)
.
En utilisant l’e´quation (3.4), on va de´terminer
(
ynk
n
∧τn , z
n
k+1
n
∧τn
)
.
Commenc¸ons par donner une expression de znk+1
n
∧τn .
En multipliant l’e´quation (3.4) par
√
nεnk+11{τn> k
n
} et en prenant l’espe´rance condi-
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tionnelle par rapport a` Fn,τnk/n , on a :
znk+1
n
∧τn1{τn> kn}
= E
[
znk+1
n
∧τn1{τn> kn}
∣∣∣∣Fn,τnk
n
]
=
√
nE
[
ynk+1
n
∧τnε
n
k+11{τn> k
n
}
∣∣∣∣Fn,τnk
n
]
+
1√
n
E
[
1{τn> k
n
}f
(
k
n
, ynk
n
∧τn , z
n
k+1
n
∧τn
)
εnk+1
∣∣∣∣Fn,τnk
n
]
−√nE
[
ynk
n
∧τnε
n
k+11{τn> k
n
}
∣∣∣∣Fn,τnk
n
]
=
√
nE
[
ynk+1
n
∧τnε
n
k+1
∣∣∣∣Fn,τnk
n
]
1{τn> k
n
}
car ynk
n
∧τn et z
n
k+1
n
∧τn sont F
n,τn
k
n
-mesurables, τn est un Fn-temps d’arreˆt et εnk+1 est
inde´pendant de Fn,τnk
n
et centre´.
De plus, par de´finition d’une solution, pour tout k, znk+1
n
∧τn = z
n
k+1
n
∧τn1{τn> kn}. On pose
alors :
znk+1
n
∧τn =
√
nE
[
ynk+1
n
∧τnε
n
k+1
∣∣∣Fnk
n
]
1{τn> k
n
}.
On remarque que znk+1
n
∧τn ainsi construite est F
n,τn
k/n -mesurable.
On va maintenant de´terminer ynk
n
∧τn .
Sur l’ensemble {τn < kn}, ynk
n
∧τn = y
n
k+1
n
∧τn = y
n
τn = ξ
n.
Sur {τn > kn}, ynk
n
∧τn = y
n
k+1
n
∧τn +
1
nf
(
k
n , y
n
k
n
∧τn , z
n
k+1
n
∧τn
)
− znk+1
n
∧τn
1√
n
εnk+1 que l’on
peut e´crire
ynk
n
∧τn = ϕ
(
ynk
n
∧τn
)
avec ϕ(y) = ynk+1
n
∧τn +
1
nf
(
k
n , y, z
n
k+1
n
∧τn
)
− znk+1
n
∧τn
1√
n
εnk+1.
Comme f est K-Lipschitzienne en y, on a pour tout y, y′ :
|ϕ(y)− ϕ(y′)| 6 K
n
|y − y′|.
Aussi, pour n assez grand (notons que ce rang ne de´pend pas de k), Kn < 1 et ϕ
est une contraction. Alors, l’e´quation ynk
n
∧τn = ϕ
(
ynk
n
∧τn
)
a une unique solution pour
n assez grand, en utilisant un the´ore`me de point fixe. Par construction, ynk
n
∧τn est
Fn,τn(k+1)/n-mesurable. De plus, comme Wn a la proprie´te´ de repre´sentation pre´visible,
ynk+1
n
∧τn − znk+1
n
∧τn
1√
n
εnk+1 = E[ynk+1
n
∧τn |F
n,τn
k/n ]. Aussi y
n
k
n
∧τn est inde´pendant de ε
n
k+1.
Donc ynk
n
∧τn est F
n,τn
k/n -mesurable.
Par conse´quent, l’e´quation (3.4) a une unique solution. 
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On de´finit maintenant les processus en temps continu Y n et Zn par Y nt = y
n
[nt]
n
∧τn ,
Znt = z
n
bntc
n
∧τn , pour tout t ∈ R
+ ou` bxc = (x − 1)+ si x est un entier, [x] sinon. Les
processus Y n et Zn sont constants par morceaux sur les intervalles [k/n, (k + 1)/n[ et
]k/n, (k + 1)/n] respectivement et satisfont l’e´quation suivante :
Y nt = ξ
n +
∫ τn
t∧τn
f(s, Y n(s∧τn)−, Z
n
s∧τn)dA
n
s −
∫ τn
t∧τn
Zns∧τndW
n
s , (3.5)
ou` Ans =
[ns]
n .
Voici une proposition analogue a` la proposition 3.2.2.
Proposition 3.2.4 Pour tout n, Y n est presque suˆrement borne´ par ‖ξn‖∞+‖f‖∞
(
1 + 1µ
)
.
De´monstration
Soit θ ∈ N. On de´finit les processus suivants : pour tout k ∈ N,
αnk
n
=

f
(
k
n
,Y nk
n
,Znk+1
n
)
−f
(
k
n
,0,Znk+1
n
)
Y nk
n
si Y nk
n
6= 0
−µ sinon
et Rnk
n
=
∏
θ
n
∧τn< j
n
6 k
n
(
1−
αnj−1
n
n
)−1
.
On a, pour tout k > θ,
∆
(
Rnk
n
Y nk
n
)
= Rnk
n
∆
(
Y nk
n
)
+ ∆
(
Rnk
n
)
Y nk−1
n
= Rnk
n
(
− 1
n
(
αnk−1
n
Y nk−1
n
+ f
(
k − 1
n
, 0, Znk
n
))
+
1√
n
Znk
n
εnk
)
+
1
n
αnk−1
n
Rnk
n
Y nk−1
n
= − 1
n
Rnk
n
(
αnk−1
n
Y nk−1
n
+ f
(
k − 1
n
, 0, Znk
n
))
+
1√
n
Rnk
n
Znk
n
εnk .
En sommant sur les kn entre
θ
n ∧ τn et τn, il vient :
Rnθ
n
∧τnY
n
θ
n
∧τn = R
n
τnY
n
τn +
1
n
∑
θ
n
∧τn6 k
n
6τn
Rnk
n
f
(
k − 1
n
, 0, Znk
n
)
+
1√
n
∑
θ
n
∧τn6 k
n
6τn
Rnk
n
Znk
n
εnk .
Par construction, Rnθ
n
∧τn = 1. En prenant l’espe´rance conditionnelle par rapport a`
Fnθ
n
∧τn , on a :
∣∣∣Y nθ
n
∧τn
∣∣∣ 6 E [|RnτnY nτn | ∣∣∣∣Fnθ
n
∧τn
]
+
1
n
E
 ∑
θ
n
∧τn6 k
n
6τn
Rnk
n
∣∣∣∣f (k − 1n , 0, Znkn
)∣∣∣∣
∣∣∣∣∣Fnθn∧τn
 .
De plus, d’apre`s l’hypothe`se de monotonie, pour tout j, αn(j−1)/n 6 −µ. Aussi, pour
tout k, Rnk/n 6 (1 + µ/n)θ−k. Alors,∣∣∣Y nθ
n
∧τn
∣∣∣ 6 ‖ξn‖∞ + ‖f‖∞ 1
n
∑
θ
n
∧τn6 k
n
6τn
(
1 +
µ
n
)θ−k
6 ‖ξn‖∞ + ‖f‖∞
(
1 +
1
µ
)
.
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Finalement, comme Y n est constant par morceaux sur les intervalles [k/n, (k + 1)/n[,
on a donc
sup
t∈R+
|Y nt∧τn | 6 ‖ξn‖∞ + ‖f‖∞
(
1 +
1
µ
)
.

3.2.2 Convergence des solutions
On suppose de plus que supn ‖ξn‖∞ < +∞ (ce qui entraˆıne que (Y n) est uni-
forme´ment borne´e) ainsi que les proprie´te´s de convergence suivantes : ξn P−→ ξ, Wn P−→W
et τn P−→ τ . Sous toutes ces hypothe`ses, on obtient le the´ore`me suivant de stabilite´ des
solutions.
The´ore`me 3.2.5 Sous toutes les hypothe`ses donne´es pre´demment, on a les conver-
gences suivantes :
sup
t∈R+
e−µt|Y nt − Yt|+
∫ +∞
0
e−2µt|Znt − Zt|2dt P−→ 0,
∀L, sup
t∈[0,L]
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣ P−→ 0,
sup
t∈R+
∣∣∣∣∫ t
0
e−µsZns dW
n
s −
∫ t
0
e−µsZsdWs
∣∣∣∣ P−→ 0.
Remarque 3.2.6 La premie`re convergence entraˆıne en particulier la convergence uni-
forme de Y n vers Y sur tous les compacts [0, L].
Ce the´ore`me permet d’obtenir la convergence en probabilite´ des solutions sous des
hypothe`ses assez fortes de convergence en probabilite´ des marches ale´atoires vers le
mouvement brownien et de convergence en probabilite´ des conditions terminales. En
fait, graˆce au the´ore`me de Donsker, on a la convergence en loi de marches ale´atoires
vers le mouvement brownien. Si on a seulement cette convergence en loi, on obtient le
corollaire suivant :
Corollaire 3.2.7 Soit (Y, Z) la solution de l’EDSR (3.3) et (Y n, Zn) les processus
constants par morceaux sur les intervalles [k/n, (k + 1)/n[ et ]k/n, (k + 1)/n] respec-
tivement solutions de l’e´quation (3.5). On suppose que ∀n,∀k, εnk = εk, ξ = g(W ) et
ξn = g(Wn) avec g continue borne´e. On suppose e´galement que (Wn, τn) L−→ (W, τ).
Alors
(
Y n.∧τn ,
∫ .∧τn
0
Zns dW
n
s
)
L−→
(
Y.∧τ ,
∫ .∧τ
0
ZsdWs
)
pour la topologie de Skorokhod.
De´monstration du corollaire
D’apre`s le the´ore`me de repre´sentation de Skorokhod, il existe (W˜n, τ˜n) de meˆme loi
que (Wn, τn) et (W˜ , τ˜) de meˆme loi que (W, τ) tels que (W˜n, τ˜n)
p.s.−−→ (W˜ , τ˜). On note
F˜ la filtration engendre´e par W˜ et F˜n celles engendre´es par les W˜n. Alors τ˜ est un
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F˜-temps d’arreˆt et les τ˜n sont des F˜n-temps d’arreˆt d’apre`s le lemme 1.1.21.
Soit (Y
′n, Z
′n) la solution de
Y
′n
t = g(W˜
n) +
∫ τ˜n
t∧τ˜n
f(Y
′n
(s∧τ˜n)−, Z
′n
s∧τ˜n)dA
n
s −
∫ τ˜n
t∧τ˜n
Z
′n
s∧τ˜ndW˜
n
s
et (Y ′, Z ′) la solution de
Y ′t∧τ˜ = g(W˜ ) +
∫ τ˜
t∧τ˜
f(Y ′s , Z
′
s)ds−
∫ τ˜
t∧τ˜
Z ′sdW˜s, t > 0.
Toutes les hypothe`ses du the´ore`me 3.2.5 sont ve´rifie´es. On a donc convergence en pro-
babilite´ de
(
Y
′n
.∧τ˜n ,
∫ .∧τ˜n
0 Z
′n
s dW˜
n
s
)
n
vers
(
Y ′.∧τ˜ ,
∫ .∧τ˜
0 Z
′
sdW˜s
)
. Alors, notant (Y n, Zn)
la solution de (3.3) et (Y, Z) celle de (3.5), comme (Y n, Zn,Wn, τn) a meˆme loi que
(Y
′n, Z
′nW˜n, τ˜n) et (Y, Z,W, τ) a meˆme loi que (Y ′, Z ′, W˜ , τ˜), on aura la convergence en
loi de
(
Y n.∧τn ,
∫ .∧τn
0 Z
n
s dW
n
s
)
n
vers
(
Y.∧τ ,
∫ .∧τ
0 ZsdWs
)
pour la topologie de Skorokhod.

Remarque 3.2.8 On notera que, dans ce corollaire, on a besoin de la convergence
jointe de ((Wn, τn))n vers (W, τ). On verra dans la section 3.2.3 un exemple de situation
ou` cette condition est satisfaite.
La fin de cette section est consacre´e a` la preuve du the´ore`me 3.2.5.
• Montrons que
sup
t∈R+
e−µt|Y nt − Yt|+
∫ +∞
0
e−2µt|Znt − Zt|2dt P−→ 0. (3.6)
Dans cette preuve, on notera cette convergence (Y n, Zn) → (Y, Z).
Pour tout K ∈ N, on note (Y K , ZK) la solution de l’EDSR suivante :
Y Kt∧τ∧K = ξ1τ6K +
∫ τ∧K
t∧τ∧K
f(s, Y Ks , Z
K
s )ds−
∫ τ∧K
t∧τ∧K
ZKs dWs, ∀t > 0. (3.7)
On conside`re e´galement les processus discrets (yn,K , zn,K) solutions de l’e´quation
yn,Kk
n
∧τn = y
n
k+1
n
∧τn +
1
n1{τn> k
n
}f
(
k
n , y
n
k
n
∧τn , z
n
k+1
n
∧τn
)
− znk+1
n
∧τn
1√
n
εnk+1,
k = 0, . . . ,K − 1,
ynτn = ξ
n
A ces processus discrets, on associe les processus constants par morceaux (Y n,K , Zn,K)
qui sont solution de l’e´quation suivante :
Y n,Kt = ξ
n1τn6K +
∫ τn∧K
t∧τn∧K
f(s, Y n,Ks− , Z
n,K
s )dA
n
s −
∫ τn∧K
t∧τn∧K
Zn,Ks dW
n
s , ∀t > 0 (3.8)
3.2. APPROXIMATION PAR UNE MARCHE ALE´ATOIRE 89
avec Ans =
[ns]
n .
On va alors montrer successivement les convergences suivantes :
- pour tout K, (Y n,K , Zn,K) → (Y K , ZK) quand n tend vers +∞,
- (Y K , ZK) → (Y, Z) quand K tend vers +∞,
- (Y n,K , Zn,K) → (Y n, Zn) uniforme´ment par rapport a` n quand K tend vers l’infini.
Convergence de ((Y n,K , Zn,K))n vers (Y K , ZK)
On re´e´crit les e´quations (3.7) et (3.8) sous la forme suivante :
Y Kt = ξ1τ6K +
∫ K
t
f(s, Y Ks , Z
K
s )1s6τds−
∫ K
t
ZKs dWs,
Y n,Kt = ξ
n1τn6K +
∫ K
t
f(s, Y n,Ks− , Z
n,K
s )1s6τndA
n
s −
∫ K
t
Zn,Ks dW
n
s , ∀t ∈ [0,K].
On se rame`ne ainsi a` des e´quations a` horizon de´terministeK. En appliquant les re´sultats
de Briand, Delyon et Me´min dans [11], on a alors :
∀K, sup
t∈R+
|Y n,Kt − Y Kt |+
∫ +∞
0
|Zn,Ks − ZKs |2ds P−→ 0 quand [n→ +∞]. (3.9)
Convergence de ((Y K , ZK))K vers (Y, Z)
Notant δY = Y − Y K et δZ = Z − ZK , on a pour tout t ∈ [0,K]
δYt∧τ = ξ1τ>K +
∫ τ
t∧τ
(f(s, Ys, Zs)− f(s, Y Ks , ZKs )1s6K)ds−
∫ τ
t∧τ
δZsdWs.
On e´crit ensuite
f(s, Ys, Zs)− f(s, Y Ks , ZKs )1s6K = αKs δYs + βKs δZs + f(s, Y Ks , ZKs )1s>K
avec
αKs =
{
f(s,Ys,Zs)−f(s,Y Ks ,Zs)
δYs
si δYs 6= 0,
−µ sinon
et
βKs =
{
f(s,Y Ks ,Zs)−f(s,Y Ks ,ZKs )
δZs
si δZs 6= 0,
0 sinon
Soit θ ∈ [0,K]. On pose RKt = exp
(∫ t
θ∧τ
αKs ds
)
et WKt = Wt −
∫ t
0 β
K
s ds. On note PK
la probabilite´ obtenue en appliquant le the´ore`me de Girsanov. WK est un mouvement
brownien sous PK . Avec les notations introduites, on a
δYt∧τ = ξ1τ>K +
∫ τ
t∧τ
(αKs δYs + f(s, Y
K
s , Z
K
s )1s>K)ds−
∫ τ
t∧τ
δZsdW
K
s .
On applique la formule d’Itoˆ a` RKt δYt et on inte`gre entre θ ∧ τ et τ . Alors,
δYθ∧τ = RKτ δYτ +
∫ τ
θ∧τ
RKs f(s, Y
K
s , Z
K
s )1s>Kds−
∫ τ
t∧τ
RKs δZsdW
K
s .
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En prenant l’espe´rance conditionnelle par rapport a` Fθ∧τ sous la probabilite´ PK , on a
|δYθ∧τ | 6 E[RKτ |δYτ | |Fθ∧τ ] + E
[∫ τ
K∧τ
RKs |f(s, Y Ks , ZKs )|ds
∣∣∣Fθ∧τ] .
Or, pour tout t, RKt 6 e−µ(t−θ∧τ). Donc, en particulier,
RKτ |δYτ | = RKτ |ξ|1τ>K 6 ‖ξ‖∞e−µ(K−(θ∧τ)).
D’autre part,∫ τ
K∧τ
RKs |f(s, Y Ks , ZKs )|ds 6 ‖f‖∞eµ(θ∧τ)
∫ τ
K∧τ
e−µtdt 6 ‖f‖∞ e
−µ(K−(θ∧τ))
µ
.
Finalement, on a donc :
∀θ ∈ [0,K], |Yθ∧τ − Y Kθ∧τ | 6
(
‖ξ‖∞ + ‖f‖∞
µ
)
e−µ(K−(θ∧τ)). (3.10)
Donnons un majorant de E
[∫ τ
0
e−2µs|δYs|2ds
]
.
On e´crit
E
[∫ τ
0
e−2µs|δYs|2ds
]
= E
[∫ τ∧K
0
e−2µs|δYs|2ds
]
+ E
[∫ τ
τ∧K
e−2µs|δYs|2ds
]
.
En utilisant la majoration (3.10), on a :
E
[∫ τ∧K
0
e−2µs|δYs|2ds
]
6 E
[∫ τ∧K
0
e−2µs
(
‖ξ‖∞ + ‖f‖∞
µ
)2
e−2µ(K−s)ds
]
6 K
(
‖ξ‖∞ + ‖f‖∞
µ
)2
e−2µK .
D’autre part,
E
[∫ τ
τ∧K
e−2µs|δYs|2ds
]
= E
[
1K<τ
∫ τ
K
e−2µs|δYs|2ds
]
.
Or, d’apre`s la proposition 3.2.2, on peut majorer |Y Kt | et |Yt| par ‖ξ‖∞ + ‖f‖∞µ pour
tout t. Alors,
E
[∫ τ
τ∧K
e−2µs|δYs|2ds
]
6 4
(
‖ξ‖∞ + ‖f‖∞
µ
)2
E
[
1K<τ
∫ τ
K
e−2µsds
]
6 2
µ
(
‖ξ‖∞ + ‖f‖∞
µ
)2
e−2µK .
Finalement, on a la majoration suivante :
E
[∫ τ
0
e−2µs|δYs|2ds
]
6
(
K +
2
µ
)(
‖ξ‖∞ + ‖f‖∞
µ
)2
e−2µK . (3.11)
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Montrons que E
[∫ +∞
0 e
−2µs|Zs − ZKs |2ds
]
→ 0 quand [K → +∞].
On rappelle que, avec les notations de´finies plus haut, on a :
δYt∧τ = ξ1τ>K +
∫ τ
t∧τ
(αKs δYs + β
K
s δZs + f(s, Y
K
s , Z
K
s )1s>K)ds−
∫ τ
t∧τ
δZsdWs.
On applique la formule d’Itoˆ a` e−2µs|δYs|2.
d(e−2µs|δYs|2) =
−2µe−2µs|δYs|2ds
+2e−2µsδYs
(− (αKs δYs + βKs δZs + f(s, Y Ks , ZKs )1s>K) ds+ δZsdWs)
+e−2µs|δZs|2ds.
En inte´grant entre 0 et τ , puis en prenant l’espe´rance par rapport a` P, il vient
E
[∫ τ
0
e−2µs|δZs|2ds
]
= E
[
e−2µτ |ξ|21τ>K
]− E[|δY0|2] + 2µE [∫ τ
0
e−2µs|δYs|2ds
]
+2E
[∫ τ
0
e−2µsαKs (δYs)
2ds
]
+ 2E
[∫ τ
0
e−2µsδYs
(
βKs δZs + f(s, Y
K
s , Z
K
s )1s>K
)
ds
]
6 E
[
e−2µτ |ξ|21τ>K
]− E[|δY0|2] + 2E [∫ τ
0
e−2µsδYs
(
βKs δZs + f(s, Y
K
s , Z
K
s )1s>K
)
ds
]
car f est monotone (donc αKs (δYs)
2 6 −µ|δYs|2)
6 E
[
e−2µτ |ξ|21τ>K
]
+ 2E
[∫ τ
0
e−2µs
(|βKs δZs| |δYs|+ |f(s, Y Ks , ZKs )| |δYs|1s>K) ds]
6 e−2µK‖ξ‖∞ + 2E
[∫ τ
0
e−2µsγ|δZs| |δYs|ds
]
+ 2E
[∫ τ
K
‖f‖∞e−2µs|δYs|ds
]
6 e−2µK‖ξ‖∞ + 12E
[∫ τ
0
e−2µs|δZs|2ds
]
+ 2γ2E
[∫ τ
0
e−2µs|δYs|2ds
]
+E
[∫ τ
K
e−2µs|δYs|2ds
]
+ ‖f‖2∞E
[∫ τ
K
e−2µsds
]
car ∀ε > 0, 2ab 6 a
2
ε
+ εb2.
Ainsi,
E
[∫ τ
0
e−2µs|δZs|2ds
]
6 e−2µK
(
‖ξ‖∞ + ‖f‖
2∞
2µ
)
+ (2γ2 + 1)E
[∫ τ
0
e−2µs|δYs|2ds
]
+
1
2
E
[∫ τ
0
e−2µs|δZs|2ds
]
.
Finalement, en utilisant la majoration (3.11) et le fait que Z = ZK = 0 sur {t > τ},
on trouve
E
[∫ +∞
0
e−2µs|δZs|2ds
]
6 2
(
‖ξ‖∞ + ‖f‖
2∞
2µ
+ (2γ2 + 1)
(
K +
2
µ
)(
‖ξ‖∞ + ‖f‖∞
µ
)2)
e−2µK . (3.12)
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En prouvant la majoration (3.10), on a en particulier montre´ que, pour tout θ,
e−µ(θ∧τ)|Yθ∧τ − Y Kθ∧τ | 6
(
‖ξ‖∞ + ‖f‖∞
µ
)
e−µK .
Aussi,
E
[
sup
t∈R+
e−µt
∣∣Yt − Y Kt ∣∣] −−−−→
K→∞
0. (3.13)
D’apre`s la convergence (3.13) et l’ine´galite´ (3.12), on a
E
[
sup
t∈R+
e−µt
∣∣Yt − Y Kt ∣∣+ ∫ +∞
0
e−2µs
∣∣Zs − ZKs ∣∣2 ds] −−−−→
K→∞
0. (3.14)
Convergence de ((Y n,K , Zn,K))K vers (Y n, Zn)
On a, pour tout k ∈ [0, nK],
yn,Kk
n
∧τn = ξ
n1τn6K +
1
n
∑
k
n
∧τn6 j
n
6τn∧K
f
(
j
n
, yn,Kj
n
, zn,Kj+1
n
)
− 1√
n
∑
k
n
∧τn6 j
n
6τn∧K
zn,Kj+1
n
εnj+1,
ynk
n
∧τn = ξ
n +
1
n
∑
k
n
∧τn6 j
n
6τn
f
(
j
n
, ynj
n
, znj+1
n
)
− 1√
n
∑
k
n
∧τn6 j
n
6τn
znj+1
n
εnj+1.
On note δyn = yn,K − yn et δzn = zn,K − zn. Alors, pour tout k ∈ [0, nK],
δynk
n
∧τn = ξ
n1τn>K +
1
n
∑
k
n
∧τn6 j
n
6τn
(
f
(
j
n
, ynj
n
, znj+1
n
)
− f
(
j
n
, yn,Kj
n
, zn,Kj+1
n
)
1 j
n
6K
)
− 1√
n
∑
k
n
∧τn6 j
n
6τn
δznj+1
n
εnj+1.
On e´crit ensuite
f
(
j
n
, ynj
n
, znj+1
n
)
− f
(
j
n
, yn,Kj
n
, zn,Kj+1
n
)
1 j
n
6K
= αn,Kj
n
δynj
n
+ βn,Kj
n
δznj+1
n
+ f
(
j
n
, yn,Kj
n
, zn,Kj+1
n
)
1 j
n
>K
avec
αn,Kj
n
=

f
(
j
n
,ynj
n
,znj+1
n
)
−f
(
j
n
,yn,Kj
n
,znj+1
n
)
δynj
n
si δynj
n
6= 0,
−µ sinon
et
βn,Kj
n
=

f
(
j
n
,yn,Kj
n
,znj
n
)
−f
(
j
n
,yn,Kj
n
,zn,Kj
n
)
δznj
n
si δznj
n
6= 0,
0 sinon
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Soit θ ∈ [0, nK] ∩ N. On pose
Rnk
n
=
∏
θ
n
∧τn< j
n
6 k
n
(
1−
αnj−1
n
n
)−1
et Wn,Kk
n
= Wnk
n
− 1√
n
∑
06j6k−1
βn,Kj
n
.
Graˆce au the´ore`me de Girsanov discret, on obtient une probabilite´ Pn,K sous laquelle
Wn,K est une Fn,τn-martingale. On explicite ∆(Rn,Kk
n
δynk
n
) et on somme entre θn ∧ τn
et τn.
Rn,Kθ
n
∧τnδy
n
θ
n
∧τn = R
n,K
τn δy
n
τn +
1
n
∑
θ
n
∧τn6 k
n
6τn
Rn,Kk
n
f
(
k
n
, yn,Kk
n
, zn,Kk+1
n
)
1 k
n
>K
+
1
n
∑
θ
n
∧τn6 k
n
6τn
Rn,Kk
n
δzn,Kk+1
n
− 1√
n
∑
θ
n
∧τn6 k
n
6τn
δzn,Kk+1
n
εnk+1.
Puis on prend l’espe´rance conditionnelle par rapport a` Fn,τnθ
n
sous la probabilite´ Pn,K .
On a :∣∣∣δynθ
n
∧τn
∣∣∣ 6 E [|Rn,Kτn ξn1τn>K |∣∣∣∣Fn,τnθ
n
]
+
1
n
E
 ∑
θ
n
∧τn6 k
n
6τn
Rn,Kk
n
∣∣∣∣f (kn, yn,Kkn , zn,Kk+1n
)∣∣∣∣1 kn>K
∣∣∣∣Fn,τnθ
n
 .
Or, pour tout k, Rn,Kk
n
6
(
1 + µn
)θ−k. Donc, en particulier,
Rn,Kτn 1τn>K 6
(
1 +
µ
n
)θ−nK
.
D’autre part,
1
n
∑
θ
n
∧τn6 k
n
6τn
Rn,Kk
n
∣∣∣∣f (kn, yn,Kkn , zn,Kk+1n
)∣∣∣∣1 kn>K 6 ‖f‖∞n ∑
K∧τn6 k
n
6τn
(
1 +
µ
n
)θ−k
6 ‖f‖∞
(
1 +
µ
n
)θ−n(K∧τn)(
1 +
1
µ
)
.
Finalement, on a donc
∀θ ∈ [0, nK] ∩ N,
∣∣∣δynθ
n
∧τn
∣∣∣ 6 (‖ξn‖∞ + ‖f‖∞(1 + 1
µ
))(
1 +
µ
n
)θ−nK
. (3.15)
Pour tout θ ∈ [0, nK] ∩ N,(
1 +
µ
n
)−θ ∣∣∣δynθ
n
∧τn
∣∣∣ 6 (‖ξn‖∞ + ‖f‖∞(1 + 1
µ
))(
1 +
µ
n
)nK
.
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Or, pour tout k, e−µk 6
(
1 + µn
)nk 6 e−µk/2. Donc
e−µ
θ
n
∣∣∣δynθ
n
∧τn
∣∣∣ 6 (‖ξn‖∞ + ‖f‖∞(1 + 1
µ
))
e−µK/2.
Comme supn ‖ξn‖∞ < +∞, on a alors
sup
n
E
[
sup
t∈R+
e−µt|Y nt − Y n,Kt |
]
→ 0 quand [K → +∞]. (3.16)
Donnons un majorant de
1
n
∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2. On e´crit
1
n
∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2
=
1
n
∑
06 k
n
6τn∧K
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2 + 1
n
∑
τn∧K< k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2 .
En utilisant la majoration (3.15), on a
1
n
∑
06 k
n
6τn∧K
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2
6 1
n
∑
06 k
n
6τn∧K
(
1 +
µ
n
)−2k (‖ξn‖∞ + ‖f‖∞(1 + 1
µ
))2 (
1 +
µ
n
)2(k−nK)
6
(
‖ξn‖∞ + ‖f‖∞
(
1 +
1
µ
))2 (
1 +
µ
n
)−2nK
.
D’autre part,
1
n
∑
τn∧K< k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2
6
(‖Y n,K‖∞ + ‖Y n‖∞)2 × 1
n
∑
τn∧K< k
n
6τn
(
1 +
µ
n
)−2k
6 4
(
‖ξn‖∞ + ‖f‖∞
(
1 +
1
µ
))2(
1 +
1
µ
)(
1 +
µ
n
)−2nK
.
Finalement, on a la majoration suivante :
1
n
∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2
6
(
‖ξn‖∞ + ‖f‖∞
(
1 +
1
µ
))2(
K + 4
(
1 +
1
µ
))(
1 +
µ
n
)−2nK
. (3.17)
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Montrons que E
[
1
n
+∞∑
k=0
(
1 +
µ
n
)−2k ∣∣∣δznk
n
∣∣∣2] converge vers 0 quand K tend vers
l’infini, uniforme´ment en n.
On explicite ∆(
(
1 + µn
)−2k ∣∣∣∣δynk
n
∣∣∣∣2).
∆
((
1 +
µ
n
)−2k ∣∣∣δynk
n
∣∣∣2)
=
(
1 +
µ
n
)−2k
∆
(∣∣∣δynk
n
∣∣∣2)+ ∆((1 + µ
n
)−2k) ∣∣∣δynk
n
∣∣∣2
=
(
1 +
µ
n
)−2k ((
∆ynk
n
)2
+ 2δynk−1
n
∆ynk
n
)
+
∣∣∣δynk
n
∣∣∣2 (1 + µ
n
)−2k (
1−
(
1 +
µ
n
)2)
=
(
1 +
µ
n
)−2k ×({
− 1
n
(
αn,Kk−1
n
δynk−1
n
+ βn,Kk−1
n
δznk
n
+ f
(
k − 1
n
, yn,Kk−1
n
, zn,Kk
n
)
1 k−1
n
>K
)
+
1√
n
δznk
n
εnk
}2
+2δynk−1
n
{
− 1
n
(
αn,Kk−1
n
δynk−1
n
+ βn,Kk−1
n
δznk
n
+ f
(
k − 1
n
, yn,Kk−1
n
, zn,Kk
n
)
1 k−1
n
>K
)
+
1√
n
δznk
n
εnk
})
+
∣∣∣δynk−1
n
∣∣∣2 (1 + µ
n
)−2k (
1−
(
1 +
µ
n
)2)
.
En sommant de 0 a` τn et en prenant l’espe´rance par rapport a` P, on a
E
[(
1 +
µ
n
)−2[nτn] ∣∣∣∣δyn[nτn]
n
∣∣∣∣2 − |δyn0 |2
]
= E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k
× 1
n2
(
αn,Kk−1
n
δynk−1
n
+ βn,Kk−1
n
δznk
n
+ f
(
k − 1
n
, yn,Kk−1
n
, zn,Kk
n
)
1 k−1
n
>K
)2]
+E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k × 1
n
(
δznk
n
)2
−E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k
× 2
n
δynk−1
n
(
αn,Kk−1
n
δynk−1
n
+ βn,Kk−1
n
δznk
n
+ f
(
k − 1
n
, yn,Kk−1
n
, zn,Kk
n
)
1 k−1
n
>K
)]
+E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2(1− (1 + µ
n
)2) .
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Donc, en utilisant notamment le fait que αn,Kk−1
n
(δynk−1
n
)2 6 −µ(δynk−1
n
)2 < 0,
E
 1
n
∑
06 k
n
6τn
(
1 +
µ
n
)−2k (
δznk
n
)2
6
(
1 +
µ
n
)−2nK ‖ξn‖2∞ + 2nE
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣∣βn,Kk−1
n
δznk
n
∣∣∣∣ ∣∣∣δynk−1
n
∣∣∣

+
2
n
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣ ∣∣∣∣f (k − 1n , yn,Kk−1n , zn,Kkn
)∣∣∣∣ 1 k−1
n
>K

+
2µ
n
(
1 +
µ
2n
)
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2

6
(
1 +
µ
n
)−2nK ‖ξn‖2∞
+
1
2n
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δznk
n
∣∣∣2
+ 2γ2
n
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2

+
1
n
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2
+ ‖f‖2∞
n
E
 ∑
k−1
n
>K
(
1 +
µ
n
)−2k
+
2µ
n
(
1 +
µ
n
)
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2
 .
De plus, comme
(
1 + µn
)−2k 6 e−µk et en utilisant l’ine´galite´ (3.17), on a
E
 12n ∑
06 k
n
6τn
(
1 +
µ
n
)−2k (
δznk
n
)2
6 e−µK‖ξn‖2∞ +
1
n
(
2γ2 + 2µ
(
1 +
µ
n
)
+ 1
)
E
 ∑
06 k
n
6τn
(
1 +
µ
n
)−2k ∣∣∣δynk−1
n
∣∣∣2

+
‖f‖2∞
n
(
1 +
µ
n
)−nK (
1−
(
1 +
µ
n
)−1)−1
6 e−µK‖ξn‖2∞ + ‖f‖2∞
(
1 +
1
µ
)
e−µK/2
+
(
2γ2 + 2µ
(
1 +
µ
n
)
+ 1
)(
‖ξn‖2∞ + ‖f‖∞
(
1 +
1
µ
))2(
K + 4
(
1 +
1
µ
))
e−µK .
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Finalement, comme Zn,K = Zn = 0 sur {t > τn},
E
 1
n
∑
06 k
n
6τn
(
1 +
µ
n
)−2k (
δznk
n
)2
6 2
((
‖ξn‖2∞ + ‖f‖∞
(
1 +
1
µ
))2(
K + 4
(
1 +
1
µ
))(
2γ2 + 2µ
(
1 +
µ
n
)
+ 1
)
+‖ξn‖2∞ + ‖f‖2∞
(
1 +
1
µ
))
e−µK/2. (3.18)
Mais, ∫ +∞
0
e−2µs|Zns − Zn,Ks |2ds =
+∞∑
k=0
∫ (k+1)/n
k/n
e−2µs|Zns − Zn,Ks |2ds
6 1
n
+∞∑
k=0
e−2µk/n|δznk+1
n
|2
6 1
n
+∞∑
k=0
(
1 +
µ
n
)−2k |δznk+1
n
|2.
Ainsi, d’apre`s l’ine´galite´ (3.18), on a
sup
n
E
[∫ +∞
0
e−2µs|Zns − Zn,Ks |2ds
]
→ 0 quand [K → +∞]. (3.19)
Par conse´quent, d’apre`s les convergences (3.16) et (3.19), on a
sup
n
E
[
sup
t∈R+
e−µt|Y nt − Y n,Kt |+
∫ +∞
0
e−2µs|Zns − Zn,Ks |2ds
]
→ 0 quand [K → +∞].
(3.20)
Conclusion
D’apre`s les convergences (3.9), (3.14) et (3.20), on a la convergence (3.6), premie`re
convergence annonce´e dans le the´ore`me.
• Montrons maintenant la convergence suivante
∀L, sup
t∈[0,L]
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣ P−→ 0.
Pour montrer cette convergence, on e´crit∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣
6
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
Zn,Ks dW
n
s
∣∣∣∣+ ∣∣∣∣∫ t
0
Zn,Ks dW
n
s −
∫ t
0
ZKs dWs
∣∣∣∣
+
∣∣∣∣∫ t
0
ZKs dWs −
∫ t
0
ZsdWs
∣∣∣∣ .
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D’apre`s les re´sultats de Briand, Delyon et Me´min dans [11], on a
∀K, sup
t∈[0,K]
∣∣∣∣∫ t
0
Zn,Ks dW
n
s −
∫ t
0
ZKs dWs
∣∣∣∣ P−→ 0 quand [n→∞]. (3.21)
D’autre part, pour tout L,
E
[
sup
t∈[0,L]
∣∣∣∣∫ t
0
(Zns − Zn,Ks )dWns
∣∣∣∣
]
6 CE
[∫ L
0
|Zns − Zn,Ks |2dAns
]1/2
d’apre`s les ine´galite´s de Burkholder-Davis-Gundy
6 CE
[∫ L
0
|Zns − Zn,Ks |2ds
]1/2
.
Or, d’apre`s ce qui pre´ce`de,
E
[∫ L
0
|Zns − Zn,Ks |2ds
]1/2
6 e2µLE
[∫ +∞
0
e−2µs|Zns − Zn,Ks |2ds
]1/2
→ 0
uniforme´ment par rapport a` n quand K tend vers l’infini. Aussi,
sup
n
E
[
sup
t∈[0,L]
∣∣∣∣∫ t
0
(Zns − Zn,Ks )dWns
∣∣∣∣
]
→ 0 quand [K →∞]. (3.22)
Par le meˆme raisonnement, on a la convergence
E
[
sup
t∈[0,L]
∣∣∣∣∫ t
0
(ZKs − Zs)dWs
∣∣∣∣
]
→ 0 quand [K →∞]. (3.23)
Graˆce aux convergences (3.22), (3.21) et (3.23), on a finalement la deuxie`me convergence
annonce´e dans le the´ore`me
∀L, sup
t∈[0,L]
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣ P−→ 0.
• Pour finir, montrons que
sup
t∈R+
∣∣∣∣∫ t
0
e−µsZns dW
n
s −
∫ t
0
e−µsZsdWs
∣∣∣∣ P−→ 0.
On conside`re les processus Mn, constants par morceaux sur les intervalles du type
[k/n, (k + 1)/n[, et M de´finis par
Mnk
n
= ynk
n
∧τne
−µ( kn∧τn)+
1
n
∑
06 j
n
6 k
n
∧τn
e−µ
j
n f
(
j
n
, ynj
n
, znj+1
n
)
+
(
e
µ
n − 1
) ∑
06 j
n
6 k
n
∧τn
e−µ
j
n ynj
n
et
Mt = Yt∧τe−µ(t∧τ) +
∫ t∧τ
0
e−µsf(s, Ys, Zs)ds+ µ
∫ t∧τ
0
e−µsYsds.
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En appliquant la formule d’Itoˆ, on montre que
Mnk
n
= Mn0 +
1√
n
∑
06 j
n
6τn
e−µ
j
n znj
n
εnj ,
Mt = M0 +
∫ t∧τ
0
e−µsZs∧τdWs.
On remarque que (Mn) est une suite de (Fn,τn)-martingales et que M est une Fτ -
martingale. On peut donc e´crire :
Mnt = E[Mnτn |Fn,τ
n
t ] et Mt = E[Mτ |Fτt ]
avec
Mnτn = ξ
ne−µτ
n
+
∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s + n
(
e
µ
n − 1
)∫ τn
0
e−µsY ns dA
n
s ,
Mτ = ξe−µτ +
∫ τ
0
e−µsf(s, Ys, Zs)ds+ µ
∫ τ
0
e−µsYsds.
On va d’abord montrer que Mnτn
L1−→ Mτ . On va montrer cette convergence en
probabilite´ et conclure avec un argument d’uniforme inte´grabilite´.
|Mnτn −Mτ |
6 |ξne−µτn − ξe−µτ |+
∣∣∣∣∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s −
∫ τ
0
e−µsf(s, Ys, Zs)ds
∣∣∣∣
+
∣∣∣∣n(eµn − 1)∫ τn
0
e−µsY ns dA
n
s − µ
∫ τ
0
e−µsYsds
∣∣∣∣ .
Comme ξn P−→ ξ et τn P−→ τ , on a
|ξne−µτn − ξe−µτ | P−→ 0. (3.24)
D’autre part, notant kn l’entier tel que τn ∈ [kn/n, (kn + 1)/n[, on a∣∣∣∣∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s −
∫ τ
0
e−µsf(s, Ys, Zs)ds
∣∣∣∣
=
∣∣∣∣∣
∫ kn/n
0
e−µsf(s, Y ns , Z
n
s )ds−
∫ τ
0
e−µsf(s, Ys, Zs)ds
∣∣∣∣∣
6
∣∣∣∣∣
∫ kn/n∧τ
0
e−µs(f(s, Y ns , Z
n
s )− f(s, Ys, Zs))ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ kn/n∨τ
kn/n∧τ
(e−µsf(s, Y ns , Z
n
s )1{τ6kn/n} − e−µsf(s, Ys, Zs)1{τ>kn/n})ds
∣∣∣∣∣
6
∣∣∣∣∣
∫ kn/n∧τ
0
e−µs(f(s, Y ns , Z
n
s )− f(s, Ys, Zs))ds
∣∣∣∣∣
+‖f‖∞
∣∣∣∣knn − τ
∣∣∣∣ .
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De plus,∣∣∣∣∣
∫ kn/n∧τ
0
e−µs(f(s, Y ns , Z
n
s )− f(s, Ys, Zs))ds
∣∣∣∣∣
6
∫ kn/n∧τ
0
e−µsγ(|Y ns − Ys|+ |Zns − Zs|)ds car f est γ-lipschitzienne
6 γτ sup
s∈R+
(e−µs|Y ns − Ys|) + γτ1/2
∫ +∞
0
e−2µs|Zns − Zs|2ds d’apre`s Cauchy-Schwarz
P−→ 0
d’apre`s la convergence (3.6). Aussi, comme τn P−→ τ ,∣∣∣∣∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s −
∫ τ
0
e−µsf(s, Ys, Zs)ds
∣∣∣∣ P−→ 0. (3.25)
Enfin, ∣∣∣∣n(eµ/n − 1)∫ τn
0
e−µsY ns dA
n
s − µ
∫ τ
0
e−µsYsds
∣∣∣∣
=
∣∣∣∣∣n(eµ/n − 1)
∫ kn/n
0
e−µsY ns ds− µ
∫ τ
0
e−µsYsds
∣∣∣∣∣
6 µ
∣∣∣∣∣
∫ kn/n∧τ
0
e−µsY ns ds−
∫ kn/n∧τ
0
e−µsYsds
∣∣∣∣∣∣∣∣∣∣
∫ kn/n∧τ
0
(
n
(
eµ/n − 1
)
e−µs − µe−µs
)
Y ns ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ kn/n∨τ
kn/n∧τ
e−µsY ns 1τ6kn/nds−
∫ kn/n∨τ
kn/n∧τ
e−µsYs1τ>kn/nds
∣∣∣∣∣
6 τ sup
s∈R+
(e−µs|Y ns − Ys|) +
∣∣∣∣knn − τ
∣∣∣∣ (sup
n
‖Y n‖∞ + ‖Y ‖∞)
+
∣∣∣n(eµ/n − 1)− µ∣∣∣ τ sup
n
‖Y n‖∞.
En utilisant la convergence (3.6), le fait que τn P−→ τ et les proprie´te´s de bornitude de
Y n et Y (on utilise ici l’hypothe`se supn ‖ξn‖∞ <∞), on a∣∣∣∣n(eµ/n − 1)∫ τn
0
e−µsY ns dA
n
s − µ
∫ τ
0
e−µsYsds
∣∣∣∣ P−→ 0. (3.26)
Finalement, d’apre`s les convergences (3.24), (3.25) et (3.26), on a
Mnτn
P−→Mτ . (3.27)
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Pour avoir la convergence dans L1, on va montrer que supn E[|Mnτn |2]1/2 < +∞. On a,
pour tout n,
E[|Mnτn |2]1/2 6 E[|ξne−µτ
n |2]1/2 + E
[∣∣∣∣∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s
∣∣∣∣2
]1/2
+n
(
eµ/n − 1
)
E
[∣∣∣∣∫ τn
0
e−µsY ns dA
n
s
∣∣∣∣2
]1/2
.
Or,
E[|ξne−µτn |2]1/2 6 ‖ξn‖∞ et supn ‖ξn‖∞ < +∞ par hypothe`se,
E
[∣∣∣∣∫ τn
0
e−µsf(s, Y ns−, Z
n
s )dA
n
s
∣∣∣∣2
]1/2
6 ‖f‖∞
n
+∞∑
k=0
e−µk/n =
‖f‖∞
µ
,
n
(
eµ/n − 1
)
E
[∣∣∣∣∫ τn
0
e−µsY ns dA
n
s
∣∣∣∣2
]1/2
6 µeµ sup
n
‖Y n‖∞ × 1
n
∑
j
e−µj/n 6 eµ sup
n
‖Y n‖∞.
Donc,
sup
n
E[|Mnτn |2]1/2 < +∞. (3.28)
D’apre`s la convergence (3.27) et la proprie´te´ d’inte´grabilite´ (3.28), on a Mnτn
L1−→Mτ .
Si on montre que l’on a la convergence de la suite de filtrations (Fn,τn)n vers Fτ ,
d’apre`s le lemme 1.1.65, on aura Mn P−→M .
(Wn)n est une suite de processus a` accroissements inde´pendants qui converge en pro-
babilite´ vers W . Donc, d’apre`s la proposition 1.1.66, Fn w−→ F . De plus, W est continu
et τn P−→ τ donc d’apre`s le corollaire 1.1.67, Fn,τn w−→ Fτ .
Aussi, on a bien Mn P−→M . De plus, F est la filtration brownienne, donc, graˆce au
the´ore`me de repre´sentation des martingales, les F-martingales sont continues. En par-
ticulier, E[Mτ |F.] est continu. Le processus arreˆte´ est aussi continu, ie M. = E[Mτ |Fτ. ]
est un processus continu. Donc, la convergence pre´ce´dente est uniforme en t sur tout
compact, i.e.
∀L > 0, sup
t∈[0,L]
|Mnt −Mt| P−→ 0.
Fixons L et t > L. On a
Mnt −Mt = MnL −ML + Y nt∧τne−µ(
[nt]
n
∧τn) − Yt∧τe−µ(t∧τ)
−Y nL∧τne−µ(
[nL]
n
∧τn) + YL∧τe−µ(L∧τ)
+
∫ t∧τn
L∧τn
e−µsf(s, Y ns−, Z
n
s )dA
n
s −
∫ t∧τ
L∧τ
e−µsf(s, Ys, Zs)ds
+n
(
eµ/n − 1
)∫ t∧τn
L∧τn
e−µsY ns dA
n
s − µ
∫ t∧τ
L∧τ
e−µsYsds.
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Par conse´quent, pour tout t > L,
|Mnt −Mt|
6 sup
t∈[0,L]
|Mnt −Mt|+ 2 sup
t∈R+
e−µt|Y nt − Yt|
+
(
2
‖f‖∞
µ
+ eµ sup
n
‖Y n‖∞ + ‖Y ‖∞
)
e−µL.
Cette ine´galite´ permet de conclure que
sup
t∈R+
|Mnt −Mt| P−→ 0.
En particulier, Mn0
P−→M0. Par suite,
sup
t∈R+
∣∣∣∣∫ t
0
e−µsZns dW
n
s −
∫ t
0
e−µsZsdWs
∣∣∣∣ P−→ 0.
3.2.3 Un exemple
Avant d’e´tudier un exemple avec des temps d’arreˆt particuliers, voyons deux lemmes
techniques qui seront tre`s utiles dans la suite.
Lemme 3.2.9 Soit (an)n une suite de re´els convergeant vers a. On conside`re les fonc-
tions f et fn de´finies de D dans R par
f(x) = inf{t > 0 : x(t) > a} et fn(x) = inf{t ∈]0, n] : x(t) > an} ∧ n
avec la convention inf ∅ = +∞. Soit y un processus continu tel que
inf{t > 0 : y(t) > a} = inf{t > 0 : y(t) > a}.
Soit (yn)n une suite de fonctions de D qui converge vers y pour la topologie uniforme
sur tout compact. Alors fn(yn) → f(y).
De´monstration
Pour tout n, on note tn = fn(yn). On a yn(tn) > an ou tn = n.
Soit t une valeur d’adhe´rence de (tn) dans R¯+. Montrons que t = f(y).
Quitte a` extraire une sous-suite, on peut supposer que tn → t. Comme y est continu
et (yn) converge uniforme´ment vers y, yn(tn) → y(t). Alors en passant a` la limite
dans la relation yn(tn) > an, on a y(t) > a. Donc, t > f(y) car on a suppose´ que
inf{t > 0 : y(t) > a} = inf{t > 0 : y(t) > a}.
Supposons que t > f(y).
Soit 0 < ε < t−f(y)2 .
Par de´finition de f(y), il existe t0 ∈ [f(y), f(y) + ε[ tel que y(t0) > a.
On pose α = y(t0)−a2 ∧ ε.
yn → y, tn → t et an → a donc il existe n0 tel que pour tout n > n0, supt |ynt −yt| < α/4,
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|tn − t| < α/4 et |an − a| < α. En particulier, pour tout n > n0, |yn(t0)− y(t0)| < α/4.
Ainsi,
tn − t0 > t− α/4− (f(y) + ε+ α/4) > t− f(y)− t− f(y)2 > 0,
donc tn > t0.
D’autre part, |yn(t0)− y(t0)| < α/4 et |an − a| < α, donc
yn(t0)− an > y(t0)− α/4− a− α > 3α4 > 0.
Par conse´quent, yn(t0) > an.Ceci est en contradiction avec la de´finition de tn.Donc,
t 6 f(y).
Par conse´quent, t = f(y). f(y) est la seule valeur d’adhe´rence de (fn(yn))n, donc
fn(yn) → f(y). 
Lemme 3.2.10 Soit W un mouvement brownien issu de 0 et F sa filtration naturelle.
On conside`re les temps d’arreˆt suivants :
τ = inf{t > 0 : |Wt| > a},
τ ′ = inf{t > 0 : |Wt| > a}.
Alors P[τ 6= τ ′] = 0.
De´monstration
Pour de´montrer ce lemme, on va introduire la suite de temps d’arreˆt suivante :
∀n > 1, τn = inf{t > 0 : |Wt| > a+ 1/n}.
Montrons que τn
p.s.−−→ τ ′.
({t 6 0 : |Wt| > a + 1/n})n est une suite de´croissante d’ensembles d’intersection
{t > 0 : |Wt| > a}. En passant a` l’infimum, il vient τn p.s.−−→ τ ′.
Montrons que τn P−→ τ .
Soit ε > 0.
P[τn − τ > ε]
= P
[
sup
s∈[τ,τ+ε[
|Ws| < a+ 1
n
]
= P
[
max
s∈[τ,τ+ε]
|Ws| < a+ 1
n
]
par continuite´ du mouvement brownien
= Pa
[
max
s∈[0,ε]
|Ws| < 1
n
]
d’apre`s la proprie´te´ de Markov forte
−−−→
n→∞ P
a
[
max
s∈[0,ε]
|Ws| = 0
]
= 0.
Donc, τn P−→ τ.
τn
p.s.−−→ τ ′ et τn P−→ τ , donc τ = τ ′ p.s, ie
P[inf{t > 0 : |Wt| > a} 6= inf{t > 0 : |Wt| > a}] = 0.
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
Graˆce a` ces deux lemmes, nous pouvons montrer un re´sultat de convergence de
solutions d’EDSR :
Proposition 3.2.11 Avec les notations du the´ore`me 3.2.5, on suppose que ∀n,∀k, εnk =
εk, ξ = g(W ) et ξn = g(Wn) avec g continue borne´e. Soit a un re´el positif et (an) une
suite de re´els positifs qui converge vers a. On de´finit les temps d’arreˆt (τn)n et τ de la
fac¸on suivante :
τ = inf{t > 0 : |Wt| > a} et τn = inf{t ∈]0, n] : |Wnt | > an} ∧ n
avec la convention inf ∅ = +∞. Alors
(
Y n.∧τn ,
∫ .∧τn
0 Z
n
s dW
n
s
)
n
converge en loi vers(
Y.∧τ ,
∫ .∧τ
0 ZsdWs
)
pour la topologie de Skorokhod.
De´monstration
D’apre`s le corollaire 3.2.7, il suffit de montrer que l’on a la convergence jointe en loi
(Wn, τn) L−→ (W, τ).
Le the´ore`me de Donsker nous assure la convergence en loi de Wn vers W . D’apre`s
le the´ore`me de repre´sentation de Skorokhod, il existe un espace probabilise´ (Ω˜, G˜, P˜)
des processus W˜n et W˜ tels que W˜n ∼Wn, W˜ ∼W et W˜n p.s.−−→ W˜ .
On note E =
{
ω ∈ Ω˜ : inf{t > 0 : |W˜t(ω)| > 1} 6= inf{t > 0 : |W˜t(ω)| > 1}
}
. D’apre`s
le lemme 3.2.10, P˜(E) = 0. De plus, pour tout ω /∈ E, t 7→ W˜t(ω) est continue, donc
d’apre`s le lemme 3.2.9, pour tout ω /∈ E, fn(W˜n(ω)) → f(W˜ (ω)). Ainsi, fn(W˜n) p.s.−−→
f(W˜ ). On a meˆme
(W˜n, fn(W˜n))
p.s.−−→ (W˜ , f(W˜ )).
Par construction, (W˜n, fn(W˜n)) ∼ (Wn, fn(Wn)). Il existe alors un processus Y tel
que (W˜ , f(W˜ )) ∼ (W,Y ) et (Wn, fn(Wn)) L−→ (W,Y ). Mais, par construction, on a
aussi (W˜ , f(W˜ )) ∼ (W, f(W )). Alors Y = f(W ) p.s. On a donc
(Wn, f(Wn)) L−→ (W, f(W )).
D’ou` la conclusion d’apre`s le corollaire 3.2.7. 
3.3 Approximation du mouvement brownien par une mar-
tingale
3.3.1 Proble`me e´tudie´
Soit W un mouvement brownien et F la filtration engendre´e par ce processus. Soit
τ un F-temps d’arreˆt fini presquesuˆrement et f : Ω× R+ × R2 → R.
On conside`re l’EDSR suivante :
Yt∧τ = ξ +
∫ τ
t∧τ
f(r, Yr, Zr)dr −
∫ τ
t∧τ
ZrdWr, t > 0, (3.29)
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ou` ξ est une variable ale´atoire Fτ -mesurable et pour tout (y, z), {f(t, y, z)}t est pro-
gressivement mesurable.
On va approcher cette e´quation de la fac¸on suivante.
Soit (Wn)n une suite de processus ca`dla`g et (Fn)n les filtrations engendre´es par ces
processus. On suppose que (Wn) est une suite de (Fn)-martingales de carre´ inte´grable
qui converge en probabilite´ vers W . On ne suppose pas que Wn a la proprie´te´ de
repre´sentation pre´visible. Soit (τn)n une suite de (Fn)-temps d’arreˆt borne´s qui converge
p.s. vers τ .
On conside`re alors l’EDSR suivante :
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Y nr−, Z
n
r )d < W
n >r −
∫ τn
t∧τn
Znr dW
n
r − (Nnτn −Nnt∧τn), t > 0
(3.30)
ou` (ξn)n est une suite de variables ale´atoires (Fnτn)-mesurables, (Nn) une suite de mar-
tingales orthogonales a` (Wn,τ
n
) et pour tout (y, z), {fn(t, y, z)}t est progressivement
mesurable par rapport a` (Fn).
Pour chaque L > 0, on notera S2L l’ensemble de processus ca`dla`g X tel que
‖X‖S2L = E
[
sup
t∈[0,L]
|Xt|
]
< +∞.
On fait les hypothe`ses suivantes sur les martingales et les conditions terminales :
(H1) (i) ∀L > 0, Wn S
2
L−−→W ,
(ii) | < Wn >t −t| 6 an ou` an ↓ 0.
(H2) (i) ξn L
2−→ ξ,
(ii) ‖ξ‖∞ + supn ‖ξn‖∞ <∞.
3.3.2 Existence et unicite´ des solutions des EDSR e´tudie´es
Nous allons donner des re´sultats d’existence et d’unicite´ de solutions pour les
e´quations (3.29) et (3.30).
Commenc¸ons par traiter le cas de l’e´quation (3.29).
Faisons quelques hypothe`ses sur le ge´ne´rateur f :
(Hf) (i) f est γ-lipschitzienne en y et z :
∀(t, y, z), (t, y′, z′) ∈ R+ × R2, |f(t, y, z)− f(t, y′, z′)| 6 γ[|y − y′|+ |z − z′|],
(ii) f est monotone en y de constante de monotonie µ :
∀(t, y, z), (t, y′, z) ∈ R+ × R2, (y − y′)(f(t, y, z)− f(t, y′, z)) 6 −µ(y − y′)2,
(iii) f est borne´e.
Sous ces hypothe`ses, d’apre`s le lemme 3.1 de Briand et Hu dans [12], l’EDSR (3.29)
admet une solution (Y, Z) au sens de la de´finition 3.2.1. De plus, cette solution est
unique dans la classe des processus tels que Y est continu et uniforme´ment borne´.
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Inte´ressons nous maintenant a` l’e´quation (3.30).
Faisons quelques hypothe`ses sur les ge´ne´rateurs (fn) :
(Hfn) (i) pour tout n, fn est γ-lipschitzienne en y et z,
(ii) pour tout n, fn est monotone en y de constante de monotonie µ,
(iii) supn ‖fn‖ <∞.
On va de´montrer l’existence et l’unicite´ de la solution de l’EDSR (3.30). Les argu-
ments sont ceux de Briand, Delyon et Me´min dans [11].
Introduisons tout d’abord quelques notations.
Soit n fixe´. τn est un Fn-temps d’arreˆt borne´ donc il existe Tn ∈ R+ tel que pour tout
ω, τn(ω) 6 Tn.
On de´finit alors les ensembles suivants :
S2,n est l’ensemble des processus Y progressivement mesurables par rapport a` Fn,τn
tels que E
[
sup
t∈[0,Tn]
|Yt∧τn |2
]
<∞,
M2,n est l’ensemble des processus pre´visibles Z mesurables par rapport a` Fn,τn tels
que E
[∫ τn
0 |Zr|2d < Wn >r
]
< +∞,
H2,n0 est l’ensemble des Fn,τ
n
-martingales de carre´ inte´grable nulles en 0.
Voyons un lemme qui permettra ensuite par un argument de point fixe de prouver
l’existence d’une solution de l’EDSR (3.30).
Lemme 3.3.1 On suppose que les hypothe`ses (H1), (H2) et (Hfn) sont ve´rifie´es. Soit
n ∈ N. Soit (Ut, Vt) dans S2,n ×M2,n. Alors l’EDSR
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Ur−, Vr)d < Wn >r −
∫ τn
t∧τn
Znr dW
n
r −
∫ τn
t∧τn
dNnr (3.31)
admet une solution dans l’espace S2,n×M2,n×H2,n0 , i.e. il existe un triplet (Y n, Zn, Nn)
dans S2,n ×M2,n ×H2,n0 ve´rifiant l’e´quation (3.31).
De´monstration
On fait exactement comme dans la preuve du lemme 6 dans [11]. La de´monstration
repose sur le the´ore`me 4.27 de Jacod dans [24] qui est un re´sultat de de´composition des
martingales de carre´ inte´grable.
On conside`re
Y nt = E
[
ξn +
∫ τn
t∧τn
fn(r, Ur−, Vr)d < Wn >r
∣∣∣Fn,τnt ] .
(Y n)n est ca`dla`g et de plus,
|Y nt | 6 E
[
|ξn|+
∫ τn
0
|fn(r, Ur−, Vr)|d < Wn >r
∣∣∣Fn,τnt ] .
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D’apre`s l’ine´galite´ de Doob, il vient :
E
[
sup
t
|Y nt |2
]
6 4E
[
|ξn|2 +
(∫ τn
0
|fn(r, Ur−, Vr)|d < Wn >r
)2]
< +∞ d’apre`s (Hfn)(ii), (H1)(ii) et (H2)(ii).
Ainsi, Ant de´finie par
Ant = E
[
ξn +
∫ τn
0
fn(r, Ur−, Vr)d < Wn >r
∣∣∣Fn,τnt ]− Y n0
est une Fn,τn-martingale de carre´ inte´grable.
Alors, d’apre`s le the´ore`me 4.27 de Jacod [24], il existe Zn ∈ L2 et Nn une martingale
de carre´ inte´grable des processus Fn,τn-mesurables orthogonaux tels que
Ant =
∫ t
0
Znr dW
n
r∧τn +N
n
t =
∫ t∧τn
0
Znr dW
n
r +N
n
t . (3.32)
Montrons que (Y n, Zn, Nn) ve´rifie l’e´quation (3.31).
On a :
Ant = E
[
ξn +
∫ τn
0
fn(r, Ur−, Vr)d < Wn >r
∣∣∣Fn,τnt ]− Y n0 (3.33)
= Y nt +
∫ t∧τn
0
fn(r, Ur−, Vr)d < Wn >r −Y n0 .
De plus, prenant t = τn, il vient :
AnT = Y
n
τn +
∫ τn
0
fn(r, Ur−, Vr)d < Wn >r −Y n0 =
∫ τn
0
Znr dW
n
r +N
n
τn .
Donc, Y n0 = ξ
n +
∫ τn
0 f
n(r, Ur−, Vr)d < Wn >r −
∫ τn
0 Z
n
r dW
n
r − Nnτn , sachant que
Y nτn = ξ
n. Alors,
Ant = Y
n
t +
∫ t∧τn
0
fn(r, Ur−, Vr)d < Wn >r −ξn −
∫ τn
0
fn(r, Ur−, Vr)d < Wn >r
+
∫ τn
0
Znr dW
n
r +N
n
τn
= Y nt −
∫ τn
t∧τn
fn(r, Ur−, Vr)d < Wn >r −ξn +
∫ τn
0
Znr dW
n
r +N
n
τn .
D’autre part, Ant =
∫ t∧τn
0 Z
n
r dW
n
r +N
n
t d’apre`s (3.32). Aussi,
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Ur−, Vr)d < Wn >r −
∫ τn
t∧τn
Znr dW
n
r −
∫ τn
t
dNnr .
Pour tout t > τn,
∫ τn
t dN
n
s = 0 = N
n
τn −Nnt . Aussi,
∀t > τn, Nnt = Nnτn . (3.34)
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Ainsi,
∫ τn
t dN
n
r =
∫ τn
t∧τn dN
n
r .Donc, (Y
n, Zn, Nn) ve´rifie l’e´quation (3.31).
Reste a` montrer que (Y n, Zn, Nn) ∈ S2,n ×M2,n ×H2,n0 .
- E[supt |Y nt∧τn |2] < +∞ d’apre`s le de´but de la preuve du lemme. Aussi, Y n ∈ S2,n.
- Ensuite, comme les processus Nn et Wn.∧τn sont orthogonaux, on a
<
∫ .∧τn
0
Znr dW
n
r +N
n + Y n0 >t=
∫ t∧τn
0
|Znr |2d < Wn >r + < Nn >t .
Alors,
E
[∫ τn
0
|Znr∧τn |2d < Wn >r + < Nn >Tn
]
= E
[∫ τn
0
|Znr |2d < Wn >r + < Nn >Tn
]
= E
[
<
∫ .∧τn
0
Znr dW
n
r +N
n + Y n0 >Tn
]
6 c E
[
sup
t
∣∣∣∣∫ .∧τn
0
Znr dW
n
r +N
n + Y n0
∣∣∣∣2
]
d’apre`s l’ine´galite´ de Burkholder-Davis-Gundy
6 c E
[(
|ξn|+
∫ τn
0
|fn(r, Ur−, Vr)|d < Wn >r
)2]
d’apre`s (3.32) et (3.33)
< +∞.
Par conse´quent, Zn ∈M2,n.
- Enfin, Nn est une martingale de carre´ inte´grable par construction et Nn0 = 0 d’apre`s
(3.32) et (3.33). Donc Nn ∈ H2,n0 .
Le lemme 3.3.1 est donc prouve´. 
On a la meˆme estimation a priori que dans la proposition 7 dans [11] :
Proposition 3.3.2 Soit (Y n, Zn, Nn) (resp.(Y ′n, Z ′n, N ′n)) la solution de l’e´quation
(3.31) associe´e a` (ξn, U, V ) ∈ L2(Fnτn) × S2,n × M2,n (resp. (ξ′n, U ′, V ′)). Sous les
hypothe`ses du lemme 3.3.1, on a, pour 0 6 σ 6 µ 6 Tn,
E
[
sup
σ6t6µ
|δY nt |2 +
∫ µ∧τn
σ∧τn
|δZnr |2d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
6 28E[|δY nµ |2]
+56K2
E
[
C(µ ∧ τn − σ ∧ τn, an)
(
sup
σ∧τn6t6µ∧τn
|δUt|2 +
∫ µ∧τn
σ∧τn
|δVr|2d < Wn >r
)]
,
ou` C(r, an) = max{(r + 2an)2, r + 2an} et δZ = Z − Z ′.
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De´monstration
Soit 0 6 σ 6 µ 6 Tn.
On va d’abord donner une estimation de E
[
supσ6t6µ |δY nt∧τn |2
]
.
Par de´finition de (Y n, Zn, Nn) et (Y ′n, Z ′n, N ′n), on a :
Y nt = ξ
n +
∫ τn
t∧τn f
n(r, Ur−, Vr)d < Wn >r −
∫ τn
t∧τn Z
n
r dW
n
r −
∫ τn
t∧τn dN
n
r ,
Y ′nt = ξ′n +
∫ τn
t∧τn f
n(r, U ′r−, V ′r )d < Wn >r −
∫ τn
t∧τn Z
′n
r dW
n
r −
∫ τn
t∧τn dN
′n
r .
En soustrayant ces deux e´quations, il vient :
δY nt = (ξ
n − ξ′n) +
∫ τn
t∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r
−
∫ τn
t∧τn
δZnr dW
n
r −
∫ τn
t∧τn
dδNnr .
Prenant t = µ, on a :
δY nµ = (ξ
n − ξ′n) +
∫ τn
µ∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r
−
∫ τn
µ∧τn
δZnr dW
n
r −
∫ τn
µ∧τn
dδNnr .
La diffe´rence entre ces deux e´quations donne :
δY nt = δY
n
µ +
∫ µ∧τn
t∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r
−
∫ µ∧τn
t∧τn
δZnr dW
n
r −
∫ µ∧τn
t∧τn
dδNnr .
Ensuite,
δY nt = E[δY nt |Fn,τ
n
t ]
= E
[
δY nµ +
∫ µ∧τn
t∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r
∣∣∣Fn,τnt ]
−E
[∫ µ∧τn
t∧τn
δZnr dW
n
r −
∫ µ∧τn
t∧τn
dδNnr
∣∣∣Fn,τnt ]
= E
[
δY nµ +
∫ µ∧τn
t∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r
∣∣∣Fn,τnt ]
par proprie´te´ de martingale.
Alors, pour tout 0 6 t 6 µ,
|δY nt | 6 E
[
|δY nµ |+
∫ µ∧τn
t∧τn
|fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )|d < Wn >r
∣∣∣Fn,τnt ]
6 E
[
|δY nµ |+
∫ µ∧τn
t∧τn
γ(|δUr−|+ |δVr|)d < Wn >r
∣∣∣Fn,τnt ]
car fn est γ-lipschitzienne d’apre`s (Hfn).
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Puis,
E
[
sup
σ6t6µ
|δY nt |2
]
6 4E
( sup
σ6t6µ
|δY nt |
)2 d’apre`s l’ine´galite´ de Doob
6 4E
[(
|δY nµ |+ γ
∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)d < Wn >r
)2]
. (3.35)
Donnons maintenant une estimation de
E
[∫ µ∧τn
σ∧τn
|δZnr∧τn |2d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
.
Comme Wn,τ
n
et δNn sont orthogonaux,
<
∫ .∧τn
0
δZnr dW
n
r + δN
n >t = <
∫ .∧τn
0
δZn,τ
n
r dW
n,τn
r + δN
n >t
=
∫ t∧τn
0
|δZn,τnr |d < Wn,τ
n
>r + < δNn >t
=
∫ t∧τn
0
|δZnr |d < Wn,τ
n
>r + < δNn,τ
n
>t
car d’apre`s (3.34) δNn = δNn,τ
n
.
Alors,
E
[
<
∫ .∧τn
0
δZnr dW
n
r + δN
n,τn >µ − <
∫ .∧τn
0
δZnr dW
n
r + δN
n,τn >σ
]
= E
[∫ µ∧τn
σ∧τn
|δZnr |d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
(3.36)
= E
[∣∣∣∣∫ µ∧τn
σ∧τn
δZnr dW
n,τn
r + δN
n
µ∧τn − δNnσ∧τn
∣∣∣∣2
]
.
D’autre part,∣∣∣∣∫ µ∧τn
σ∧τn
δZnr dW
n,τn
r + δN
n
µ∧τn − δNnσ∧τn
∣∣∣∣
=
∣∣∣∣∫ µ∧τn
σ∧τn
[fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )]d < Wn >r +δY nµ∧τn − δY nσ∧τn
∣∣∣∣
6
∫ µ∧τn
σ∧τn
|fn(r, Ur−, Vr)− fn(r, U ′r−, V ′r )|d < Wn >r +|δY nµ∧τn |+ |δY nσ∧τn |
6 γ
∫ µ∧τn
σ∧τn
(|δUr−|+ |δVr|)d < Wn >r +|δY nµ∧τn |+ |δY nσ∧τn | (3.37)
car fn est γ-lipschitzienne d’apre`s (Hfn).
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Aussi,
E
[∫ µ∧τn
σ∧τn
|δZnr∧τn |2d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
= E
[∣∣∣∣∫ µ∧τn
σ∧τn
δZnr dW
n,τn
r + δN
n
µ∧τn − δNnσ∧τn
∣∣∣∣2
]
d’apre`s l’ine´galite´ (3.36)
6 E
[(
γ
∫ µ∧τn
σ∧τn
(|δUr−|+ |δVr|)d < Wn >r +|δY nµ |+ |δY nσ |
)2]
d’apre`s l’ine´galite´ (3.37)
6 E
[
2
(
γ
∫ µ∧τn
σ∧τn
(|δUr−|+ |δVr|)d < Wn >r +|δY nµ |
)2
+ 2|δY nσ |2
]
6 E
[
2 sup
σ6t6µ
|δY nt |2 + 2
(
γ
∫ µ∧τn
σ∧τn
(|δUr−|+ |δVr|)d < Wn >r +|δY nµ |
)2]
6 10E
[(
|δY nµ |+ γ
∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)d < Wn >r
)2]
d’apre`s l’estimation (3.35). (3.38)
Finalement,
E
[
sup
σ6t6µ
|δY nt |2 +
∫ µ∧τn
σ∧τn
|δZnr∧τn |2d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
6 14E
[(
|δY nµ |+ γ
∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)d < Wn >r
)2]
d’apre`s (3.35) et (3.38)
6 28E
[|δY nµ |2]+ 28γ2E
[(∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)d < Wn >r
)2]
.
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Mais,
E
[(∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)d < Wn >r
)2]
6 E
[(∫ µ∧τn
t∧τn
(|δUr−|+ |δVr|)2d < Wn >r
)(∫ µ∧τn
t∧τn
d < Wn >r
)]
d’apre`s l’ine´galite´ de Cauchy-Schwarz
6 2E
[(
< Wn >µ∧τn − < Wn >σ∧τn
)2 sup
σ∧τn6t6µ∧τn
|δUr−|2
+
(
< Wn >µ∧τn − < Wn >σ∧τn
)(∫ µ∧τn
t∧τn
|δVr|2d < Wn >r
)]
6 2E
[
(µ ∧ τn − σ ∧ τn + 2an)2 sup
σ∧τn6t6µ∧τn
|δUr−|2
+ (µ ∧ τn − σ ∧ τn + 2an)
(∫ µ∧τn
t∧τn
|δVr|2d < Wn >r
)]
d’apre`s l’hypothe`se (H1).
Alors, posant C(r, an) = max{(r + 2an)2, r + 2an}, on a :
E
[
sup
σ6t6µ
|δY nt |2 +
∫ µ∧τn
σ∧τn
|δZnr∧τn |2d < Wn,τ
n
>r + < δNn,τ
n
>µ − < δNn,τn >σ
]
6 28E[δY nµ |2]
+56γ2
E
[
C(µ ∧ τn − σ ∧ τn, an)
(
sup
σ∧τn6t6µ∧τn
|δUt|2 +
∫ µ∧τn
σ∧τn
|δVr|2d < Wn >r
)]
.
D’ou` la proposition 3.3.2. 
Graˆce a` cette estimation, on va montrer une proprie´te´ d’unicite´ pour la solution de
l’e´quation (3.31).
Proposition 3.3.3 Pour n assez grand, la solution de l’e´quation (3.31) est unique
dans S2,n ×M2,n ×H2,n0 .
De´monstration
D’apre`s (H1), il existe r0 > 0 et n0 ∈ N tel que pour tout r 6 r0, pour tout n > n0,
56γ2C(r, an) 6 1/6.
On prend alors mn =
[
Tn
r0
]
+ 1 et on conside`re la partition re´gulie`re de [0, Tn] en mn
intervalles. On pose, pour 0 6 k 6 mn−1, Ik =
[
kTn
mn
, (k+1)Tnmn
]
et on introduit la norme
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suivante sur S2,n ×M2,n ×H2,n0 :
‖(Y n.∧τn , Zn.∧τn , Nn.∧τn)‖2n
=
mn−1∑
k=0
(5× 28)kE
[
sup
t∈Ik
|Y nt∧τn |2
+
∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
|Znr |2d < Wn,τ
n
>r +
∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
d < Nn,τ
n
>r
]
.
Cette norme est e´quivalente a` la norme usuelle via les ine´galite´s suivantes :
‖(Y n.∧τn , Zn.∧τn , Nn.∧τn)‖2
6 ‖(Y n.∧τn , Zn.∧τn , Nn.∧τn)‖2n
6 mn(5× 28)mn−1‖(Y n.∧τn , Zn.∧τn , Nn.∧τn)‖2.
Graˆce a` la proposition 3.3.2, pour tout k, on a :
E
[
sup
t∈Ik
|Y nt∧τn |2 +
∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
|Znr |2d < Wn,τ
n
>r +
∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
d < Nn,τ
n
>r
]
6 28E[|Y n(k+1)Tn
mn
∧τn |
2]
+56K2E
C ((k + 1)Tn
mn
∧ τn − kTn
mn
∧ τn, an
)
sup
t∈
[
kTn
mn
∧τn, (k+1)Tn
mn
∧τn
] |δUr−|2

+56K2E
[
C
(
(k + 1)Tn
mn
∧ τn − kTn
mn
∧ τn, an
)∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
|δVr|2d < Wn >r
]
.
Puis en multipliant par (5 × 28)k−1 et en sommant de 0 a` mn − 1, il vient pour tout
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n > n0 :
‖(δY n.∧τn , δZn.∧τn , δNn.∧τn)‖2n
6 28
mn−1∑
k=0
(5× 28)k−1E
[∣∣∣∣Y n(k+1)Tn
mn
∧τn
∣∣∣∣2
]
+
mn−1∑
k=0
(5× 28)k−1
E
56γ2C ((k + 1)Tn
mn
∧ τn − kTn
mn
∧ τn, an
)
sup
t∈
[
kTn
mn
∧τn, (k+1)Tn
mn
∧τn
] |δUr−|2

+
mn−1∑
k=0
(5× 28)k−1
E
[
56γ2C
(
(k + 1)Tn
mn
∧ τn − kTn
mn
∧ τn, an
)∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
|δVr|2d < Wn >r
]
6 1
5
mn−1∑
k=0
(5× 28)kE
[∣∣∣∣Y n(k+1)Tn
mn
∧τn
∣∣∣∣2
]
+
1
6
mn−1∑
k=0
(5× 28)k−1E
 sup
t∈
[
kTn
mn
∧τn, (k+1)Tn
mn
∧τn
] |δUr−|2

+
1
6
mn−1∑
k=0
(5× 28)k−1E
[∫ (k+1)Tn
mn
∧τn
kTn
mn
∧τn
|δVr|2d < Wn >r
]
6 1
5
‖(δY n.∧τn , δZn.∧τn , δNn.∧τn)‖2n +
1
6
‖(δU, δV, 0)‖2n.
Donc, pour tout n > n0,
‖(δY n.∧τn , δZn.∧τn , δNn.∧τn)‖2n 6
1
5
‖(δU, δV, 0)‖2n.
La conclusion de la proposition de´coule de cette ine´galite´. 
On peut maintenant prouver l’existence et l’unicite´ de la solution de l’EDSR (3.30) :
The´ore`me 3.3.4 Sous les hypothe`ses (H1), (H2), (Hf) et (Hfn), l’EDSR (3.30) a,
pour n assez grand, une unique solution (Y n.∧τn , Zn.∧τn , Nn.∧τn) dans S2,n×M2,n×H2,n0 .
De´monstration
On va utiliser un argument de point fixe. Pour cela, on conside`re l’application ψn
de S2,n × M2,n × H2,n0 dans lui-meˆme de´finie par ψn(U, V, L) = (Y n, Zn, Nn) ou`
(Y n, Zn, Nn) est solution de l’e´quation (3.31). On remarque que ψn(U, V, L) ne de´pend
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pas de L et est bien de´finie d’apre`s le lemme 3.3.1 et la proposition 3.3.3.
Pour n > n0, on a vu que
‖(δY n.∧τn , δZn.∧τn , δNn.∧τn)‖2n 6
1
5
‖(δU, δV, 0)‖2n.
Donc ψn est une contraction de l’espace de Banach S2,n ×M2,n × H2,n0 muni de la
norme ‖.‖n.
Le the´ore`me du point fixe permet de conclure. 
Comme dans la section 3.2, on va maintenant prouver une proprie´te´ de bornitude
du processus Y n.
Proposition 3.3.5 Y n est presque suˆrement borne´ par ‖ξn‖∞ + ‖f
n‖∞
µ .
De´monstration
Soit θ > 0. On de´finit les processus suivants :
αns =
{
fn(s,Y ns ,Z
n
s )−fn(s,0,Zns )
Y ns
si Y ns 6= 0
−µ sinon et R
n
t = exp
(∫ t
θ∧τn
αns d < W
n >s
)
.
La formule d’Itoˆ applique´e a` Rnt Y
n
t donne
d(Rnt Y
n
t ) = α
n
t R
n
t Y
n
t d < W
n >t
+Rnt (− (αnt Y nt + fn(t, 0, Znt )) d < Wn >t +Znt dWnt + dNnt )
= −fn(t, 0, Znt )Rnt d < Wn >t +Znt Rnt dWnt +Rnt dNnt .
En inte´grant entre θ ∧ τn et τn et en prenant l’espe´rance conditionnelle par rapport a`
Fnθ∧τn , il vient :
|Y nτ∧θn | = |E[Y nτn∧θ|Fnθ∧τn ]| = |E[Rnτn∧θY nτn∧θ|Fθ∧τn ]|
=
∣∣∣∣E [Rnτ Y nτn + ∫ τn
θ∧τn
fn(t, 0, Znt )R
n
t d < W
n >t
∣∣∣Fnθ∧τn]∣∣∣∣
par proprie´te´ de martingale
6 E[|RnτnY nτn | |Fnθ∧τn ] + E
[∫ τn
θ∧τn
|fn(t, 0, Znt )Rnt |d < Wnt >
∣∣∣Fnθ∧τn] .
Or, par construction, pour tout t, Rnt 6 e−µ(<W
n>t−<Wn>θ∧τn ). Ainsi, en particulier,
Rnτn 6 1 et∫ τn
θ∧τn
|fn(t, 0, Znt )Rnt |d < Wn >t 6 ‖fn‖∞eµ<W
n>θ∧τn
∫ τn
θ∧τn
e−µ<W
n>td < Wnt >
6 ‖f
n‖∞
µ
.
Finalement, on a donc
sup
t∈R+
|Y nt | 6 ‖ξn‖∞ +
‖fn‖∞
µ
.

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3.3.3 Convergence des solutions
Nous allons maintenant nous inte´resser a` la convergence des solutions des EDSR.
On va faire des hypothe`ses de convergence sur les ge´ne´rateurs f et fn.
(H3) ∀(y, z), {fn(t, y, z)}t a des trajectoires ca`dla`g et fn(., y, z)
S2L−−→ f(., y, z), ∀L.
Le but de ce qui suit est de de´montrer le re´sultat suivant :
The´ore`me 3.3.6 On suppose que (H1), (H2), (H3), (Hf) et (Hfn) sont ve´rifie´es. On
note (Y n, Zn, Nn) la solution de l’e´quation (3.30) et (Y, Z) celle de l’e´quation (3.29).
Alors,
E
[
sup
t∈R+
e−2µt|Y nt − Yt|2 + sup
t∈R+
e−2µt|Nnt |2
]
−−−−−→
n→+∞ 0,
∀L, E
[
sup
t∈[0,L]
∣∣∣∣∫ t
0
Zns dW
n
s −
∫ t
0
ZsdWs
∣∣∣∣
]
−−−−−→
n→+∞ 0.
De´monstration
Pour tout K ∈ N, on note (Y K , ZK) et (Y n,K , Zn,K) les solutions des EDSR suivantes :
pour tout t > 0,
Y Kt∧τ∧K = ξ1τ6K +
∫ τ∧K
t∧τ∧K
f(s, Y Ks , Z
K
s )ds−
∫ τ∧K
t∧τ∧K
ZKs dWs, (3.39)
Y n,Kt = ξ
n1τn6K +
∫ τn∧K
t∧τn∧K
f(s, Y n,Ks− , Z
n,K
s )d < W
n >s
−
∫ τn∧K
t∧τn∧K
Zn,Ks dW
n
s +
∫ τn∧K
t∧τn∧K
dNn,Ks . (3.40)
On va montrer successivement les convergences suivantes :
∀K, E
[
sup
t∈R+
|Y n,Kt − Y Kt |2 + sup
t∈R+
∣∣∣∣∫ t
0
Zn,Ks dW
n
s −
∫ t
0
ZKs dWs
∣∣∣∣+ sup
t∈R+
|Nn,Kt |2
]
−−−−−→
n→+∞ 0, (3.41)
E
[
sup
t∈R+
e−µt
∣∣Yt − Y Kt ∣∣+ ∫ +∞
0
e−2µs
∣∣Zs − ZKs ∣∣2 ds] −−−−−→
K→+∞
0, (3.42)
sup
n
E
[
sup
t∈R+
e−2µt
∣∣∣Y nt − Y n,Kt ∣∣∣2 + ∫ +∞
0
e−2µs
∣∣Zns − Zn,Ks ∣∣2 d < Wn >s + sup
t∈R+
e−2µt|δNnt |2
]
−−−−−→
K→+∞
0. (3.43)
Ces trois convergences permettront de prouver le the´ore`me via les ine´galite´s de Bur-
kholder pour la convergence des inte´grales stochastiques sur les compacts comme cela
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a e´te´ fait dans la preuve de la deuxie`me convergence du the´ore`me 3.2.5.
• Pour commencer, montrons la convergence (3.41).
On re´e´crit les e´quations (3.39) et (3.40) sous la forme suivante : ∀t ∈ [0,K],
Y Kt = ξ1τ6K +
∫ K
t
f(s, Y Ks , Z
K
s )1s6τds−
∫ K
t
ZKs dWs,
Y n,Kt = ξ
n1τn6K +
∫ K
t
f(s, Y n,Ks− , Z
n,K
s )1s6τnd < W
n >s
−
∫ K
t
Zn,Ks dW
n
s +
∫ K
t
dNn,Ks .
On se rame`ne ainsi a` des e´quations a` horizon de´terministeK. En appliquant les re´sultats
de Briand, Delyon et Me´min dans [11], on a alors la convergence cherche´e :
∀K, E
[
sup
t∈R+
|Y n,Kt − Y Kt |2 + sup
t∈R+
∣∣∣∣∫ t
0
Zn,Ks dW
n
s −
∫ t
0
ZKs dWs
∣∣∣∣+ sup
t∈R+
|Nn,Kt |2
]
−−−−−→
n→+∞ 0.
• Graˆce aux ine´galite´s (3.10) et (3.12) prouve´es dans la section 3.2, on a la conver-
gence (3.42) a` savoir :
E
[
sup
t∈R+
e−µt
∣∣Yt − Y Kt ∣∣+ ∫ +∞
0
e−2µs
∣∣Zs − ZKs ∣∣2 ds] −−−−−→
K→+∞
0.
• Pour finir, montrons la convergence (3.43), i.e.
sup
n
E
[
sup
t∈R+
e−2µt
∣∣∣Y nt − Y n,Kt ∣∣∣2 + ∫ +∞
0
e−2µs
∣∣Zns − Zn,Ks ∣∣2 d < Wn >s + sup
t∈R+
e−2µt|δNnt |2
]
−−−−−→
K→+∞
0.
Notant δY n = Y n − Y n,K , δZn = Zn − Zn,K et δNn = Nn − Nn,K , on a pour tout
t ∈ [0,K]
δY nt∧τ = ξ
n1τn>K +
∫ τn
t∧τn
(fn(s, Y ns−, Z
n
s )− fn(s, Y n,Ks− , Zn,Ks )1s6K)d < Wn >s
−
∫ τn
t∧τn
δZns dW
n
s +
∫ τn
t∧τn
d(δNns ).
On e´crit ensuite
fn(s, Y ns−, Z
n
s )−fn(s, Y n,Ks− , Zn,Ks )1s6K = αn,Ks δY ns−+βn,Ks δZns +fn(s, Y n,Ks− , Zn,Ks )1s>K
avec
αn,Ks =
{
fn(s,Y ns−,Z
n
s )−fn(s,Y n,Ks− ,Zns )
δY ns−
si δY ns− 6= 0,
−µ sinon
et
βn,Ks =
{
fn(s,Y ns−,Z
n
s )−fn(s,Y n,Ks− ,Zn,Ks )
δZns
si δZns 6= 0,
0 sinon
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Soit θ ∈ [0,K]. On pose
Rn,Kt = exp
(∫ t
θ∧τ
αn,Ks d < W
n >s
)
et Wn,Kt = W
n
t −
∫ t
0
βn,Ks d < W
n >s .
On note Pn,K la probabilite´ obtenue en appliquant le the´ore`me de Girsanov. Wn,K est
une Fn,τn-martingale sous Pn,K . Avec les notations introduites, on a
δY nt∧τn = ξ
n1τn>K +
∫ τn
t∧τn
(αn,Ks δY
n
s− + f
n(s, Y n,Ks− , Z
n,K
s )1s>K)d < W
n >s
−
∫ τn
t∧τn
δZns dW
n,K
s +
∫ τn
t∧τn
d(δNns ).
On applique la formule d’Itoˆ a` Rn,Kt δY
n
t et on inte`gre entre θ ∧ τn et τn. Alors,
δY nθ∧τn = R
n,K
τn δY
n
τn +
∫ τn
θ∧τn
Rn,Ks f
n(s, Y n,Ks− , Z
n,K
s )1s>Kd < W
n >s
−
∫ τn
t∧τn
Rn,Ks δZ
n
s dW
n,K
s +
∫ τn
t∧τn
Rn,Ks d(δN
n
s ).
En prenant l’espe´rance conditionnelle par rapport a` Fnθ∧τn sous la probabilite´ Pn,K , on
a
|δY nθ∧τn | 6 E[Rn,Kτn |δY nτn | |Fnθ∧τn ]+E
[∫ τn
K∧τn
Rn,Ks |fn(s, Y n,Ks− , Zn,Ks )|d < Wn >s
∣∣∣Fnθ∧τn] .
Or, pour tout t, Rn,Kt 6 e−µ(<W
n>t−<Wn>θ∧τn ) 6 e−µ(t−(θ∧τn))e2µan d’apre`s (H1).
Donc, en particulier,
Rn,Kτn |δY nτn | = Rn,Kτn |ξn|1τn>K 6 ‖ξn‖∞e2µane−µ(K−(θ∧τ
n)).
D’autre part, ∫ τn
K∧τn
Rn,Ks |fn(s, Y n,Ks− , Zn,Ks )|d < Wn >s
6 ‖fn‖∞eµ<Wn>θ∧τn
∫ τn
K∧τn
e−µ<W
n>td < Wn >t
6 ‖fn‖∞ e
−µ(<Wn>K−<Wn>θ∧τn )
µ
6 ‖fn‖∞ e
2µan
µ
e−µ(t−(θ∧τ
n)).
Finalement, on a donc :
∀θ ∈ [0,K], |Y nθ∧τn − Y n,Kθ∧τn | 6
(
‖ξn‖∞ + ‖f
n‖∞
µ
)
e2µane−µ(K−(θ∧τ
n)). (3.44)
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Donnons un majorant de E
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
.
On e´crit
E
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
= E
[∫ τn∧K
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
+ E
[∫ τn
τn∧K
e−2µ<W
n>s |δY ns |2d < Wn >s
]
.
En utilisant la majoration (3.44) et la proprie´te´ (H1), on a :
E
[∫ τn∧K
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
6 E
[∫ τn∧K
0
e−2µ<W
n>s
(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
e−2µ(<W
n>K−<Wn>s)d < Wn >s
]
6 < Wn >K
(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
e−2µ<W
n>K
6 (K + an)
(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
e2µane−2µK .
D’autre part,
E
[∫ τn
τn∧K
e−2µ<W
n>s |δY ns |2d < Wn >s
]
= E
[
1K<τn
∫ τn
K
e−2µ<W
n>s |δY ns |2d < Wn >s
]
.
Or, d’apre`s la proposition 3.3.5, on peut majorer |Y n,Kt | et |Y nt | par ‖ξn‖∞ + ‖f
n‖∞
µ
pour tout t. Alors,
E
[∫ τn
τn∧K
e−2µ<W
n>s |δY ns |2d < Wn >s
]
6 4
(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
E
[
1K<τn
∫ τn
K
e−2µ<W
n>sd < Wn >s
]
6 2
µ
(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
e2µane−2µK .
Finalement, on a la majoration suivante :
E
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
6
(
K + an +
2
µ
)(
‖ξn‖∞ + ‖f
n‖∞
µ
)2
e2µane−2µK .
(3.45)
Montrons que E
[∫ +∞
0
e−2µs|Zns − Zn,Ks |2ds
]
→ 0 quand [K → +∞].
On rappelle que, avec les notations de´finies plus haut, on a :
δY nt∧τn = ξ
n1τn>K +
∫ τn
t∧τn
(αn,Ks δY
n
s− + β
n,K
s δZ
n
s + f
n(s, Y n,Ks− , Z
n,K
s )1s>K)d < W
n >s
−
∫ τn
t∧τn
δZns dW
n
s +
∫ τn
t∧τn
d(δNns ).
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On applique la formule d’Itoˆ a` e−2µ<Wn>s |δY ns |2.
d(e−2µ<W
n>s |δY ns |2) =
−2µe−2µ<Wn>s |δY ns |2d < Wn >s
+2e−2µ<W
n>sδY ns
(
−
(
αn,Ks δY
n
s− + β
n,K
s δZ
n
s + f
n(s, Y n,Ks− , Z
n,K
s )1s>K
)
d < Wn >s
)
+2e−2µ<W
n>sδY ns (δZ
n
s dW
n
s + d(δN
n
s ))
+e−2µ<W
n>s(|δZns |2d < Wn >s +d < δNn >s).
En inte´grant entre 0 et τn, puis en prenant l’espe´rance par rapport a` P, il vient
E
[∫ τn
0
e−2µ<W
n>s |δZns |2d < Wn >s +
∫ τn
0
e−2µ<W
n>sd < δNn >s
]
= E
[
e−2µ<W
n>τn |ξn|21τn>K
]− E[e−2µ<Wn>0 |δY n0 |2]
+2µE
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
+2E
[∫ τn
0
e−2µ<W
n>sαn,Ks (δY
n
s )
2d < Wn >s
]
−2E
[∫ τn
0
e−2µ<W
n>sδY ns
(
βn,Ks δZ
n
s + f
n(s, Y n,Ks− , Z
n,K
s )1s>K
)
d < Wn >s
]
6 E
[
e−2µ<W
n>τn |ξn|21τn>K
]− E[e−2µ<Wn>0 |δY n0 |2]
+
∣∣∣∣2E [∫ τn
0
e−2µ<W
n>sδY ns
(
βn,Ks δZ
n
s + f
n(s, Y n,Ks− , Z
n,K
s )1s>K
)
d < Wn >s
]∣∣∣∣
car fn est monotone (donc αn,Ks (δY
n
s )
2 6 −µ|δY ns |2)
6 E
[
e−2µ<W
n>τn |ξn|21τn>K
]
+2E
[∫ τn
0
e−2µ<W
n>s
(|βn,Ks δZns | |δY ns |+ |fn(s, Y n,Ks , Zn,Ks )| |δY ns |1s>K) d < Wn >s]
6 e−2µKe2µan‖ξn‖∞ + 2E
[∫ τn
0
e−2µ<W
n>sγ|δZns | |δY ns |d < Wn >s
]
+2E
[∫ τn
K
‖fn‖∞e−2µ<Wn>s |δY ns |d < Wn >s
]
6 e−2µKe2µan‖ξn‖∞ + 12E
[∫ τn
0
e−2µ<W
n>s |δZns |2d < Wn >s
]
+2γ2E
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
+E
[∫ τn
K
e−2µ<W
n>s |δY ns |2d < Wn >s
]
+ ‖fn‖2∞E
[∫ τn
K
e−2µ<W
n>sd < Wn >s
]
car ∀ε > 0, 2ab 6 a
2
ε
+ εb2.
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Ainsi,
E
[∫ τn
0
e−2µ<W
n>s |δZns |2d < Wn >s +
∫ τn
0
e−2µ<W
n>sd < δNn >s
]
6 e−2µKe2µan
(
‖ξn‖∞ + ‖f
n‖2∞
2µ
)
+ (2γ2 + 1)E
[∫ τn
0
e−2µ<W
n>s |δY ns |2d < Wn >s
]
+
1
2
E
[∫ τn
0
e−2µ<W
n>s |δZns |2d < Wn >s
]
.
Finalement, en utilisant la majoration (3.45), la proprie´te´ (H1) sur les variations qua-
dratiques, le fait que Zn = Zn,K = 0 sur {t > τn} et l’ine´galite´ de Burkholder-Davis-
Gundy, on trouve
E
[∫ +∞
0
e−2µs|δZs|2d < Wn >s + sup
t∈R+
e−2µt|δNnt |2
]
6 C
(
‖ξn‖∞ + ‖f
n‖2∞
2µ
+ (2γ2 + 1)
(
K +
2
µ
)(
‖ξn‖∞ + ‖f
n‖∞
µ
)2)
×2e4µane−2µK (3.46)
ou` C est une constante universelle.
En prouvant la majoration (3.44), on a en particulier montre´ que, pour tout θ,
e−µ(θ∧τ
n)|Y nθ∧τn − Y n,Kθ∧τn | 6
(
‖ξn‖∞ + ‖f
n‖∞
µ
)
e2µane−µK .
Aussi,
sup
n
E
[
sup
t∈R+
e−µt
∣∣∣Y nt − Y n,Kt ∣∣∣] −−−−−→
K→+∞
0. (3.47)
D’apre`s la convergence (3.47) et l’ine´galite´ (3.46), on a la convergence (3.43) :
sup
n
E
[
sup
t∈R+
e−µt
∣∣∣Y nt − Y n,Kt ∣∣∣+ ∫ +∞
0
e−2µs
∣∣Zns − Zn,Ks ∣∣2 d < Wn >s + sup
t∈R+
e−2µt|δNnt |2
]
−−−−−→
K→+∞
0.
Le the´oe`me 3.3.6 est alors prouve´. 
3.3.4 Application au cas des discre´tise´s
Dans cette partie, on s’inte´resse au cas particulier de l’approximation du mouve-
ment brownien W par des discre´tise´s Wn. Plus pre´cise´ment, on conside`re une suite
croissante (pin = {tnk})n de subdivisions de R+ de pas tendant vers 0 et les processus
discre´tise´s Wn de´finis par Wnt∧τn = Wtnk si t
n
k 6 t ∧ τn < tnk+1.
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Soit (an) une suite de re´els positifs de´croissant vers a. On conside`re les variables
ale´atoires suivantes :
τ = inf{t > 0 : |Wt| > a} et τn = inf{t ∈]0, n] : |Wnt | > an} ∧ n.
Comme pre´ce´demment, on note F la filtration engendre´e par W et Fn celles en-
gendre´es par les processus Wn. Il est clair que (Wn) est une suite de (Fn)-martingales,
τ est un F-temps d’arreˆt et (τn)n est une suite de (Fn)-temps d’arreˆt.
En raisonnant exactement comme dans la partie 1.2.1, on montre la convergence
τn
p.s.−−→ τ .
D’autre part, on sait que supt |Wnt −Wt| p.s.−−→ 0. De plus, les processus sont borne´s
sur tous les intervalles compacts. Donc, pour tout L, la convergence a lieu dans S2L, ie
Wn
S2L−−→W . Enfin, on notera que < Wn > est le processus discre´tise´ de < W >. Alors,
| < Wn >t −t| 6 |pin| ou` |pin|, le pas de la subdivision, tend vers 0.
L’hypothe`se (H1) est donc satisfaite.
Pour finir, on conside`re des conditions terminales ξ et (ξn) ainsi que des ge´ne´rateurs
f et (fn) satisfaisant les conditions (Hf), (Hfn), (H2) et (H3).
Soit (Y, Z) la solution de l’EDSR
Yt∧τ = ξ +
∫ τ
t∧τ
f(r, Yr, Zr)dr −
∫ τ
t∧τ
ZrdWr, ∀t > 0,
et (Y n, Zn, Nn) la solution de l’EDSR
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Y nr−, Z
n
r )d < W
n >r −
∫ τn
t∧τn
Znr dW
n
r − (Nnτn −Nnt∧τn), t > 0.
Ces solutions existent et sont uniques dans certains espaces comme on l’a vu dans la
section 3.3.2.
Les hypothe`ses du the´ore`me 3.3.6 sont satisfaites. On a donc les convergences in-
dique´es dans le the´ore`me. De plus, < Wn,τ
n
>=< Wn >τ
n
, d’apre`s le lemme suivant :
Lemme 3.3.7 Soit M une F-martingale et τ un F-temps d’arreˆt. On a alors l’e´galite´
suivante : < M >τ=< M τ >.
Comme < W >= Id, < Wn > est son discre´tise´ : < Wn >t= tni si t ∈ [tni , tni+1[. Donc
< Wn,τ
n
> est le discre´tise´ de < W τ >. Alors, par un raisonnement analogue a` celui
de la preuve du corollaire 3.2 dans Briand, Delyon et Me´min [10], on a :
E
[∫ +∞
0
e−2µt |Znt − Zt|2 dr
]
−−−−−→
n→+∞ 0.
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Finalement, on a la convergence suivante des solutions :
E
[
sup
t∈R+
e−2µt|Y nt − Yt|2 +
∫ +∞
0
e−2µt|Znt − Zt|2dt+ sup
t∈R+
e−2µt|Nnt |2
]
−−−−−→
n→+∞ 0.
On a prouve´ le the´ore`me suivant :
The´ore`me 3.3.8 Soit (pin = {tnk})n une suite croissante de subdivisions de R+ de pas
tendant vers 0 et les processus discre´tise´s de W associe´s Wn. Soit (an) une suite de
re´els de´croissant vers a. On conside`re les temps d’arreˆt
τ = inf{t > 0 : |Wt| > a} et τn = inf{t ∈]0, n] : |Wnt | > an} ∧ n.
Soit (Y, Z) la solution de l’EDSR
Yt∧τ = ξ +
∫ τ
t∧τ
f(r, Yr, Zr)dr −
∫ τ
t∧τ
ZrdWr, ∀t > 0,
et (Y n, Zn, Nn) la solution de l’EDSR
Y nt = ξ
n +
∫ τn
t∧τn
fn(r, Y nr−, Z
n
r )d < W
n >r −
∫ τn
t∧τn
Znr dW
n
r − (Nnτn −Nnt∧τn), t > 0.
On suppose que les conditions (Hf), (Hfn), (H2) et (H3) sont satisfaites. Alors on a la
convergence suivante des solutions :
E
[
sup
t∈R+
e−2µt|Y nt − Yt|2 +
∫ +∞
0
e−2µt|Znt − Zt|2dt+ sup
t∈R+
e−2µt|Nnt |2
]
−−−−−→
n→+∞ 0.
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Bilan et perspectives
Ma the`se donne certaines re´ponses a` des questions de stabilite´ de proble`mes d’arreˆt
quand on dispose d’une information approximative sur un processus initial. L’e´tude
de la stabilite´ de proble`mes d’arreˆt n’est pas acheve´e pour autant... Apre`s avoir fait
un rapide bilan des innovations apporte´es, on indiquera quelques pistes de poursuites
possibles que ce soit au sujet des convergences de re´duites et de temps d’arreˆt optimaux
ou au sujet des sche´mas d’approximation d’EDSR a` horizon ale´atoire.
Concernant la stabilite´ de solutions d’EDSR a` horizon ale´atoire, les the´ore`mes 3.2.5
et 3.3.6 montrent que si (Wn) est une suite de marches ale´atoires ou une suite de
martingales qui converge vers un mouvement brownien W et si (τn) est une suite de
temps d’arreˆt qui converge vers un temps d’arreˆt τ , alors la solution de l’EDSR di-
rige´e par Wn d’horizon τn converge vers celle de l’EDSR dirige´e par W d’horizon τ .
Ces re´sultats ge´ne´ralisent ceux de Briand, Delyon et Me´min dans [10] et [11] ou` les
e´quations conside´re´es sont a` horizon de´terministe.
Dans les e´quations conside´re´es, le temps d’arreˆt τ est suppose´ fini presque suˆrement.
On pourrait essayer de relaˆcher cette hypothe`se afin de se rapprocher des hypothe`ses
d’existence et d’unicite´ de solutions d’EDSR a` horizon ale´atoire donne´es par Manuela
Royer dans [55]. De meˆme, dans les deux approches conside´re´es, le ge´ne´rateur f est
suppose´ lipschitzien en ses deux variables. La` aussi, on pourrait essayer d’affaiblir cette
hypothe`se en supposant par exemple f lipschitzienne en z et continue en y tout en ayant
un controˆle sur la croissance en y. Enfin, les re´sultats donne´s ici ne sont valables qu’en
dimension 1. La prochaine e´tape est d’essayer de les ge´ne´raliser en dimension supe´rieure.
Concernant les convergences de re´duites, le the´ore`me 2.2.1 repose sur des hypothe`ses
d’inclusion de filtrations ou de convergence de filtrations moins contraignantes que
l’hypothe`se de convergence e´tendue figurant dans les re´sultats d’Aldous dans [2] ou de
Lamberton et Page`s dans [37]. Dans le the´ore`me 2.2.1, tous les processus sont de´finis
sur le meˆme espace. Dans ce cadre, il est assez naturel de conside´rer une convergence en
probabilite´ des suites de processus. Cette convergence est notamment satisfaite dans le
cas ou` on approche un processus par ses discre´tise´s. D’autre part, il n’y avait jusqu’alors
pas de re´sultat complet sur la convergence des temps d’arreˆt optimaux au sens ou` les
re´sultats existants portaient sur le caracte`re optimal de la limite d’une suite de temps
d’arreˆt optimaux et pas sur le fait que cette limite ait la loi d’un temps d’arreˆt pour
la filtration initiale. Pour appliquer les re´sultats prouve´s a` la convergence des re´duites
et des temps d’arreˆt des mode`les de Cox, Ross et Rubinstein vers ceux d’un mode`le
de Black et Scholes, on a approche´ le mouvement brownien par une suite de marches
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ale´atoires construites par la me´thode de Knight.
L’application en finance e´tudie´e porte sur l’approximation d’un mode`le dirige´ par
le mouvement brownien. Il serait inte´ressant de conside´rer un mode`le un peu plus
complique´, par exemple en faisant intervenir un terme de Poisson. Ce travail ame`nera
peut-eˆtre d’une part a` de´terminer de nouvelles conditions pour que la limite d’une
suite de temps d’arreˆt soit un temps d’arreˆt et d’autre part a` e´tendre les re´sultats
d’approximation du mouvement brownien de la partie 1.3 a` d’autres processus. Pour
ame´liorer les re´sultats de la section 1.2.2 sur les limites de suites de temps d’arreˆt dans
le cas de convergence de filtrations, il serait souhaitable de pouvoir relaˆcher l’hypothe`se
faite sur la mesurabilite´ de la limite. Concernant l’approximation des processus, il
serait inte´ressant de chercher un analogue de la me´thode de Knight pour un processus
de Poisson qui n’est pas continu contrairement au mouvement brownien.
On pourrait e´galement essayer de trouver de nouveaux re´sultats sur les convergences
de temps d’arreˆt optimaux en conside´rant l’approche faite avec les enveloppes de Snell.
Avec cette approche, le plus petit temps d’arreˆt optimal est le premier instant ou`
l’enveloppe de Snell et le processus co¨ıncident. Dans le cas des put ame´ricains, Jaillet,
Lamberton et Lapeyre ont prouve´ dans [28] l’unicite´ du temps d’arreˆt optimal. Par
conse´quent, le plus petit temps d’arreˆt optimal associe´ au put ame´ricain pour le mode`le
de Cox, Ross et Rubinstein converge vers le plus petit temps d’arreˆt optimal pour le
mode`le de Black et Scholes. Cette approche permettrait peut-eˆtre de ge´ne´raliser cette
proprie´te´ a` d’autres mode`les en prouvrant que le plus petit temps d’arreˆt optimal
pour les mode`les approchants converge vers le plus petit temps d’arreˆt optimal pour le
mode`le initial. D’autre part, vu la forme des temps d’arreˆt optimaux (instant d’entre´e
dans un ferme´), on pourrait obtenir un re´sultat de convergence en probabilite´ des suites
de temps d’arreˆt optimaux au lieu d’une convergence en loi. Pour avoir un tel re´sultat,
une premie`re e´tape serait de s’inte´resser a` la convergence en probabilite´ des enveloppes
de Snell.
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Convergence de filtrations ; application a` la discre´tisation de
processus et a` la stabilite´ de temps d’arreˆt.
Cette the`se porte sur des proprie´te´s de stabilite´ de proble`mes d’arreˆt dans le cas
ou` l’on dispose d’une information approximative sur le mode`le. La filtration engendre´e
par un processus repre´sente l’information ve´hicule´e par ce processus au cours du temps.
Aussi, les proprie´te´s des suites de filtrations associe´es a` des suites de processus jouent un
grand roˆle dans ce travail. Un premier axe d’e´tude concerne la stabilite´ des notions de
re´duites et de temps d’arreˆt optimaux. Une re´duite est la valeur maximale de l’espe´rance
d’une fonction de´pendant d’un processus et d’un temps d’arreˆt, maximum pris sur l’en-
semble des temps d’arreˆt pour la filtration engendre´e par le processus. Un temps d’arreˆt
optimal est un temps d’arreˆt re´alisant le maximum. Le second axe concerne la stabilite´
de solutions d’e´quations diffe´rentielles stochastiques re´trogrades a` horizon ale´atoire fini
presque suˆrement quand le mouvement brownien dirigeant l’e´quation est approche´ soit
par une suite de marches ale´atoires, soit par une suite de martingales.
Convergence of filtrations ; application to the discretization of
processes and to the stability of stopping times.
This thesis deals with properties of stability of stopping problems when we don’t
have all the information on the model. The natural filtration of a process represent
the information carried by the process along the time. Then, the properties of the
sequences of natural filtrations associated to the processes are very important in this
work. A first part of this study is about the stability of the notions of value in optimal
stopping problem and of optimal stopping time. The first notion is the maximum value
of the expectation of a function that depends on a process and on a stopping time,
value taken on the set of stopping times for the natural filtration of the process. An
optimal stopping time is a stopping time which realises the maximum. The second part
is about the stability of the solutions of a backward stochastic differential equation
with an almost surely finite terminal time when the Brownian motion that drives the
equation is approximated either by a sequence of random walks, either by a sequence
of martingales.
