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ABSTRACT 
Centralized generation is being supplemented or replaced fast by distributed 
generation, a new way of thinking about electricity generation, transmission and 
distribution. Understanding the significance and prospects of self-excited induction 
generators (SEIGs) in distributed wind power generation (DWPG), this thesis exclusively 
presents the following: 
1) A dynamic model of SEIG developed using the conventional two-axis 
transformation technique, commonly known as Park’s transformation. 
2) A developed electromagnetic model representing the AC conduction effects in 
the rotor bars of the machine to see the significance of incorporating these 
effects into the conventional two-axis model of the SEIG (improved 
mathematical model). 
3) A comprehensive study of commercially available niche copper-rotor induction 
motor (CRIM) and conventional aluminum-rotor induction motor (ARIM) to 
be used as induction generators in the above application.  
4) An experimental three phase short-circuit fault analysis in SEIGs for DWPG. 
5) A novel low-cost embedded system based on Daubechies wavelet transforms 
and swarm intelligence technique for voltage regulation and fault detection in 
the above application.   
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NOMENCLATURE 
 
B   : Magnetic flux density 
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1.0  INTRODUCTION 
 
1.1. Introduction to Distributed Wind Power Generation and 
Induction Generators  
 
Over the years, energy policy in Canada has emphasized large centralized electricity 
generation and long-distance, high-voltage transmission from centralized sources such as 
large-scale hydro, coal, natural gas and nuclear power plants. This centralized energy 
infrastructure is becoming more challenging as demand for clean, reliable and affordable 
electricity generation grows. North America’s centralized grid system stressed to its 
limits [1] has become vulnerable and increasingly brittle [2]. Over-reliance on large, 
polluting and expensive generation and transmission is no longer an option that 
Canadians would endorse. Hence, renewable energy sources are rapidly becoming a key 
contributor to Canada’s electricity supply mix. As the nation’s energy infrastructure ages, 
moving towards clean and inexhaustible sources of electricity is becoming a precondition 
of Canada’s continued economic success in a competitive global market. Social, health 
and environmental constraints are fuelling a shift in national and regional energy policy, 
not only in Canada, but around the world. Distributed generation is the answer for the 
above issues. 
Distributed generation refers to a variety of power-generating modules that can be 
combined with load management and energy storage systems to improve the quality 
and/or reliability of the electricity supply. They are "distributed" because they are placed 
at or near the point of energy consumption, unlike traditional "centralized" systems, 
where electricity is generated at a remotely located, large-scale power plant and then 
transmitted down power lines to the consumer. 
Implementing distributed energy can be as simple as installing a small, stand-alone 
(autonomous) electricity generator to provide backup power at an electricity consumer's 
site. Or it can be a more complex system, highly integrated with the electricity grid and 
consisting of electricity and thermal generation, energy storage, and energy management 
systems. Consumers sometimes own the small-scale, on-site power generators, or they 
may be owned and operated by the utility or a third party. 
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Distributed energy encompasses a wide range of technologies including wind 
turbines, solar power, fuel cells, micro-turbines, reciprocating engines, load reduction 
technologies, and battery storage systems. The effective use of grid-connected distributed 
energy resources can also require power electronic interfaces and communications and 
control devices for efficient dispatch and operation of generating units. 
Diesel- and petrol-fueled reciprocating engines are one of the most common 
distributed energy technologies in use today, especially for standby power applications. 
However, they create significant pollution (in terms of both emissions and noise) relative 
to renewable energy sources, and their use is actively discouraged by many municipal 
governments. As a result, they are subject to severe operational limitations not faced by 
other distributed generating technologies. 
Furthermore, distributed energy technologies are playing an increasingly important 
role in the nation's energy portfolio. They can be used to meet peaking power, backup 
power, remote power, power quality, as well as cooling and heating needs. Distributed 
energy also has the potential to mitigate congestion in transmission lines, reduce the 
impact of electricity price fluctuations, strengthen energy security, and provide greater 
stability to the electricity grid. Distributed power generators are small compared with 
typical central-station power plants and provide unique benefits that are not available 
from centralized electricity generation. Many of these benefits stem from the fact that the 
generating units are inherently modular, which makes distributed power highly flexible. 
It can provide power where it is needed, when it is needed. And because they typically 
rely on renewable resources, the generators can be quieter and less polluting than large 
power plants, which make them suitable for on-site installation in some locations. The 
use of distributed energy technologies can lead to improved efficiency and lower energy 
costs, particularly in combined cooling, heating, and power (CHP) applications. CHP 
systems provide electricity along with hot water, heat for industrial processes, space 
heating and cooling, refrigeration, and humidity control to improve indoor air quality and 
comfort [3]. 
The growing popularity of distributed energy is analogous to the historical evolution 
of computer systems. Whereas we once relied solely on mainframe computers with 
outlying workstations that had no processing power of their own, we now rely primarily 
 3 
 
on a small number of powerful servers networked with a larger number of desktop 
personal computers, all of which help to meet the information processing demands of the 
end users. 
Wind power is becoming increasingly popular and is the fastest growing generation 
form because of its promising potentials for development. Government incentives have 
been successful, and the efficiency, longevity, and the overall quality of wind turbines 
have been constantly increasing. Residential wind turbines (producing 100 kW or less) 
have become a growing market area, as people are trying to reduce their dependency on 
the conventional power grid.The quality of Canada’s wind resource is as good as or 
perhaps even better than any of the world’s leading wind energy producing nations such 
as Germany, Spain and the United States. With abundant land mass and lengthy 
coastlines, Canada has top quality wind sites. Canada’s total electrical demand could be 
met by tapping the wind potential of just one quarter of a percent of its land mass. 
Canadian Wind Energy Association (CanWEA), believes that wind energy can satisfy 20 
percent of Canada’s electricity demand by 2025. Achieving this vision will pay huge 
dividends such as adding 55 GW of clean generating capacity that will strengthen 
electrical grids and head off potential power shortages, thus stabilizing electricity prices 
and cutting Canada’s annual greenhouse gas emissions by 17 Megatonnes [4]. 
The residential or distributed wind generators wind turbines use permanent magnet or 
self-excited generators to supply small demands effectively. A self-excited induction 
generator (SEIG) is an ideally suited electricity generating system for island operation of 
WDG as it becomes tedious and highly expensive to lay transmission lines over or under 
water, through mountainous areas and across long distances. A stand-alone SEIG driven 
by wind turbine is capable of supplying power to domestic, industrial and agricultural 
loads, particularly in the remote and hilly areas where conventional grid supply is not 
available. Installation of SEIG reduces the high maintenance and installation costs as 
large amounts of metal and raw material use can be minimized, infrastructure and 
transmission losses which occur when regular power grids or transmission lines are 
installed.       
Self-excitation in induction machines with capacitors at their stator terminals, although 
known for more than half a century, is still a subject of considerable attention. Interest in 
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this topic is primarily due to the application of SEIGs in distributed wind power 
generation (DWPG). Over the years SEIG has emerged as an alternative to the 
conventional synchronous generator for such applications [5].  
 
1.2. Case Studies of Distributed Wind Power Generation in North 
America 
 
Selected case studies from [6] and [7] show some examples of isolated wind farms in 
Canada. Ramea Island, about 10 km off the south coast of Newfoundland, Canada, which 
is home to approximately 700 inhabitants, used one or more of three installed 925 kW 
diesel generators, with an average fuel efficiency of around 4 kWh/litre, to meet its 
electricity requirements. The latest island wind farm installed there produces around 10% 
to 13% of the 4.3 GWh consumed annually by the community, thus reducing the amount 
of fuel purchased for diesel generators. The island wind farm at Prince Island, Sault Ste. 
Marie in Ontario, Canada, produces 534 GWh per year, with 189 MW of installed 
capacity. In 1992 and 1993, the Yukon Energy Corporation of Canada installed a 150 kW 
wind energy generation system on Haeckel Hill, a shoulder of Mt. Sumanik, at an altitude 
of 1,430 m, approximately 750 m above the valley floor where the territory’s capital, 
Whitehorse, is located. The Whitehorse grid, which is isolated from Canada's national 
electrical grid, also hosts 0.8 MW wind turbine capacity, provided at Haeckel Hill. A 
small stand-alone system installed in Southern Alberta allows a farm to operate 
independently off the grid. The farm had been connected to the grid, but the owner 
wished to have the farm autonomously powered, to reduce the environmental impact on 
his farm and home energy use. The farm’s wind energy system supplies power to a 
residence for a family of four, a machine shop, a water well and yard lights. The rolling 
prairies of Alberta, between Calgary and Red Deer, are one of the most productive 
agricultural areas in Western Canada. A wheat farmer, who wanted independence from 
the electric utility, purchased a 10 kW wind turbine to supply all of his power 
requirements. The Trochu Wheat Farm was already connected to a power grid, but the 
farmer’s goal was a stand-alone system that would survive inflation and have less 
environmental impact in comparison to the coal used to produce electricity for the grid.  
In the USA, a home built near Ward, Colorado (at an elevation of 9,000 feet), has been 
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off-grid since it was built in 1972. When the house was built, the nearest utility was over 
a mile away, and it would have cost between $60,000 and $70,000 to connect to the 
utility lines. The owners decided to install a hybrid electric system powered by wind, 
solar, and a generator for a cost of about $19,700. Electric appliances in the home include 
television, stereo, two computers, toaster, blender, vacuum cleaner, and hair dryer. The 
largest electric loads are created by a well pump and washing machine [8].  
 
1.3. Background Literature on Aluminum- and Copper- Rotor 
Induction Machines 
 
As pointed out above, over the last decade, there has been a growing concern over the 
depletion of fossil fuels and more light has been shed on the usage and development of 
electric motors in different fields of application like hybrid electric vehicles and wind 
power generation. People who feel the heat of the future will strive to be in possession of 
a highly reliable motor. To maximize the reliability without overspending, induction 
machines need to be properly matched to the specific application. With this 
consideration, the choice between various rotor constructions needs to be evaluated. 
Higher efficiency electrical machines can reduce dependence on oil; lower greenhouse 
gas emissions and help the industry stay economically competitive by reducing energy 
costs. Millions of induction machines are sold in the world annually [9].  
Conventional induction motors use less efficient aluminum rotors because fabrication 
by pressure die casting is a well established and economical method. Conventional 
wisdom states that copper conductors are the most reliable and outperform their 
aluminum counterparts, since the electrical conductivity of copper is 60% more than 
aluminum. Recent developments in the die casting process that produces copper rotors 
can easily increase the machine’s efficiency by up to 2.1% [10]. Air pollution would also 
decrease as a direct result of reduced energy consumption. Use of copper rotors can also 
reduce motor operating temperatures by 5oC to 32oC [11]. As a general rule, for every 
10oC increase in the motor operating temperature, the insulation life of the motor is 
halved. Therefore, this data indicates that the lifetime of motors using copper rotors may 
be extended by 50% or more, with proper maintenance. 
Recently, four 520 V, 140 hp induction machines with die cast copper rotors powered 
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the latest generation of US army severe duty hybrid electric vehicles. These machines 
were manufactured by Reliance Electric and it is stated that the die cast copper rotor 
technology was the only way they could meet the rigorous military requirements for 
weight, size and performance. It is also mentioned that, since copper is a better conductor 
of electricity and has lower resistance; copper rotors can be smaller, run cooler and have 
a higher power density. Hence, copper rotors may improve the efficiency of the system 
and result in a more fault tolerant system [12]. 
The nameplate efficiency of a practical, in-service, 15 hp, 1,800 rpm aluminum-rotor 
induction machine today is about 89.5%, which is below the 1997 Energy Policy Act 
standard of 91%. As demonstrated by many other researchers, the adoption of copper 
rotors should bring efficiencies to the 94 to 96% range exceeding the requirements of 
today’s NEMA premium efficiency motor, nominally 93% [13]. In addition, analyses by 
motor manufacturers have shown that copper rotors can be employed to reduce overall 
manufacturing costs at a given efficiency or to reduce motor weight, depending on which 
attribute the designer chooses to emphasize. The potential energy savings achievable 
through the use of copper rotors is substantial. The U.S. Department of Energy reports 
that motors above 1/6 hp use about 60% of all electricity generated in the United States 
and the medium power motors (1 to 25 hp) are the favored candidates for conversion to 
copper rotors [14]. In Canada alone, 1 percentage increase in the motor electrical energy 
efficiency would save roughly $200 million and as a result, 0.5 million barrels of oil 
annually. As Canada and the world move rapidly towards increased dependence on wind 
power generation, aluminum and copper can play an important role in the rotor 
construction of SEIG [15]. 
 
1.4. Previous research performed on SEIGs 
 
The phenomenon of self excitation in induction machines has been known for more 
that 70 years. In this section works carried out previously in the area of self excited 
induction generators using squirrel cage rotors, especially in the field of wind power 
application are reviewed. Research is previously performed in the following areas: 
o Modelling 
o Determination of minimum capacitance required for excitation 
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o Voltage build up 
o Steady state analysis of isolated induction generators  
o Steady state analysis of generators connected to the grid 
o Parallel operation of induction generators 
o Voltage regulation and control 
o Transient analysis. 
Like the induction motors, induction generators are generally classified on the basis 
of rotor construction. They can be wound rotor or squirrel cage type. Wound rotor 
induction generators are generally used as Doubly Fed Induction Generators (DFIG) 
while squirrel cage rotors are used as grid connected or isolated type induction 
generators. Depending on the type of prime movers and their control mechanism 
induction generators can be broadly classified as [16]. 
o Constant Speed Constant Frequency 
o Variable Speed Constant Frequency 
o Variable Speed Variable Frequency 
For variable speed corresponding to the changing speed of the prime mover, SEIG 
can be conveniently used for loads which are essentially frequency insensitive. This 
scheme is gaining importance for stand-alone wind power applications.  
Using the d-q reference frame model of a three phase induction generator, the 
transient performance can be studied. For transient analysis, the d-q reference frame 
model of the SEIG, based on generalized machine theory has been used [16]–[21]. The 
conventional three a, b and c reference frames of the machine are transformed into two 
reference frames, d and q and all the analysis are carried out using rotor, stationary or 
synchronous reference frame [22], [23]. The results are then transformed back to the 
actual three reference frames. If the time varying terms in the d-q axis model are ignored, 
the equations then represent only the steady state conditions [24]. Most of the transient 
studies of induction generators are related to voltage build-up due to self excitation and 
load or speed perturbation. Symmetrical component concepts have been used to analyze 
unbalanced systems using positive and negative sequence equivalent circuits [25]. Study 
of long-shunt and short-shunt configurations on dynamic performance of an isolated 
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SEIG, and the analysis of SEIG feeding an induction motor has been done by other 
authors [16] using d-q frames of reference.  
In the steady state analysis, per phase equivalent circuit of the SEIG has been 
developed from the classical model of an induction machine. The main feature that 
distinguishes an induction machine from other electrical machines is that, like the 
transformer, the secondary currents are created totally by magnetic induction. In an 
isolated power system consisting of the induction generator, the excitation capacitor and 
load, both the terminal voltage and frequency are unknown and have to be computed for a 
given speed, capacitance and load impedance. Usually there are four unknowns, 
reactance of the excitation capacitor Xc, magnetizing reactance Xm, per unit frequency a, 
and per unit speed b. Early articles on this subject emphasised on evaluating the value of 
the minimum capacitance required for self excitation. Two different methods of solution 
have been used namely, the loop impedance method [26]-[29] and the nodal admittance 
method. Both these methods used the classical model of the induction machine. In the 
loop impedance method, for a given load and speed, two non-linear simultaneous 
equations in per unit frequency, a and magnetizing reactance, Xm  are obtained by 
equating the real and imaginary terms of the complex loop impedances respectively to 
zero. The generator performance can then be evaluated by solving these equations. An 
alternative method of solution using the steady-state equivalent circuit is by considering 
the nodal admittance method described in [30]-[32]. 
 By means of loop impedance or nodal admittance method technique, equations are 
obtained and then separated into its real and imaginary parts to solve for the per unit 
frequency a and then for capacitive reactance Xc or magnetizing reactance, Xm . Chan [30] 
has proposed an iterative technique by assuming some initial value of a. The second 
technique proposed by Chan [33] is based on the nodal admittance method. Here the 
symbolic programming using Maxima (software of MACSYMA) is employed for the 
derivation and solution of the high-order polynomial. Other authors have used Newton-
Raphson method to solve for the unknowns [34]. Harrington [35] and Malik et al [29] 
have shown that the minimum capacitance requirement of an SEIG is inversely 
proportional to the speed and maximum saturated magnetizing reactance. Calculation to 
predict both minimum and maximum values of capacitance required for self-excitation 
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based on eigenvalues and eigenvalue sensitivity analyses has also been reported in [36] 
and [37]. Harrington [35] has proposed a method based on the analysis of the complex 
impedance matrix of the induction generator when loaded with a general inductive load. 
 
1.5. Research objectives of this thesis 
 
a) Development of Analytical model of SEIG for improved accuracy through 
incorporation of AC conduction effects in the rotor-bar of SEIG 
The analysis of the performance of induction machines due of variation of frequency 
has been reported by several authors [38]–[41]. The frequency of the stator voltage is 
dependent on rotor speed, magnitude of the excitation capacitance and load [39]. The 
variation of stator frequency has a profound effect on the rotor parameters. This in turn 
influences the performance of the machine.  Otherwise, in case of a SEIG, the frequency 
of current in the rotor is affected by the varying load and speed of the wind turbine. The 
resulting high frequency of current gives rise to a phenomenon called the “Skin Effect”. 
Skin effect plays an important role in the performance of the SEIG due to higher current 
density at the surface of the rotor bars [42].  
Until now, a conductor subjected to skin effect has been considered to be isolated and 
outside the influence of any magnetic field, except its own. This assumption is no longer 
valid when another conductor is in its vicinity; a further distortion in current density 
occurs due to the interaction of the magnetic field of adjacent rotor conductors. The 
magnetic flux of one bar induces an e.m.f. in the adjacent conductors, increasing the non 
uniformity of current density. If two conductors in close proximity carry currents in 
opposite directions, their electromagnetic fields are opposed to one another and tend to 
force the conductors apart. There exists a decrease in flux linkages around the adjacent 
parts of conductors and an increase around the outer parts of the same conductor; which 
results in a concentration of current in the adjacent parts, where back e.m.f. is at a 
minimum. If the current flows in the same direction, it tends to be concentrated in the 
remote parts of the conductors. This is known as the “Proximity Effect” which also 
increases the resistance of the conductors, hence, the Joule losses [43].  
Since, the rotor bars can be of copper or aluminum, the performance of these 
materials under the influence of proximity effect is determined in this thesis. Although, 
 10 
 
copper is a better substitute for aluminum in general, we can increase the efficiency of 
copper-rotor induction generators if these effects are carefully dealt with. As reported in 
[44], these effects have been the only concern in further increasing the efficiency of 
copper-rotor machines and the higher conductivity of copper allows the rotor designer to 
use these effects to tailor the behavior of the rotor to improve machine performance. 
Research conducted in [42]-[46] show that the proximity effect is significant in the active 
length of the conductors and the impact of Joule losses in the design of rotor conductors 
is large due to the dissipating energy, causing thermal problems. 
The research on aluminum- and copper-rotor SEIGs considering skin and saturation 
effect has been demonstrated in [47]. However, the research performed on SEIGs till date 
does not show their performance under the influence of proximity effect. Chapter 2.0 of 
this thesis explains the analytical model of a SEIG developed considering both skin and 
proximity effects. The influence of proximity effect on the performance of both the 
machines is analyzed. Exclusive qualitative analysis of real power, reactive power and 
power loss due to proximity effects at different static loads is accomplished in detail for 
both the machines. The simulated results are experimentally verified for two industrial 
7.5 hp aluminum- and copper-rotor induction machines.   
 
b) Study of commercially available niche CRIM and conventional ARIM to be used 
as self-excited induction generators in distributed wind power generation 
A commercially available induction motor to the general consumer can be used as a 
SEIG. It is readily available to the consumer for any application (motoring/ generating). 
Buying a generator directly might be expensive as low rating generators for small wind 
farms are not mass produced.  However, the performance of these motors as SEIGs can 
be only judged based on their voltage regulation, frequency regulation and VAR 
requirement characteristics at different operating conditions. Recently, due to the growing 
cost and complexity of voltage regulating schemes the need has been felt to develop an 
economical regulating scheme and also minimally modify the induction motor to improve 
its generating characteristics and reduce its dependency on regulating schemes.  
However, conventional induction motors can be efficiently used as SEIGs if they are 
either minimally redesigned for the same application or by choosing the best out of the 
available induction machines through suitability analysis. Chapter 3.0 of this thesis 
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exclusively studies the suitability of the relatively newer copper-rotor induction motor 
(CRIM) and the conventional aluminum-rotor induction motor (ARIM) for use as a SEIG 
in DWPG. Experimental investigations are performed on two 7.5 hp CRIM and ARIM 
and the measured results are corroborated by discussions.  
 
c) A novel low-cost embedded system based on Daubechies wavelet transforms and 
swarm intelligence technique for voltage regulation in SEIGs for distributed wind 
power generation.   
Major challenges in an SEIG are its poor voltage and frequency regulation, since there 
is no separate DC excitation system. As a load is applied, the VAR supplied by the 
capacitance of the parallel combination of the excitation capacitance and the connected 
load must match the VAR demanded by the machine as dictated by the magnetizing 
curve. In other words, the VAR, required by the machine to maintain self-excitation and 
the load must be provided solely by the excitation capacitor. Consequently, as the load is 
increased, there is a decrease in magnitude of the terminal voltage and frequency. 
Various techniques for improving voltage regulation such as a switched capacitor 
scheme, electronic load controllers, variable VAR controllers and other solid state 
controllers are reported in the literature [48]-[55], which improve the performance of a 
SEIG significantly, but involve complex and expensive control hardware.  
Understanding the significance and the need for a low-cost incomplex voltage 
regulation scheme in a SEIG for distributed wind power generation, chapter 4.0 proposes 
a part of an exclusive control scheme involving the developed particle swarm 
optimization (PSO) and the discrete wavelet transforms (DFT) for voltage regulation.  
Chapter 3.0 illustrates the importance of this research and the need for the developed 
voltage regulation (VR) scheme. Chapter 4.0 explains in length the modelling and 
implementation of the developed wavelet/PSO based module. It also elicits the step by 
step process involved in designing the module along with the calculated and experimental 
results captured at every step of the design. A comprehensive investigation of the 
developed algorithm has been performed through a developed computer program and an 
experimental set-up consisting of a low-end embedded system and switched capacitance 
based voltage regulator. However, the developed VR scheme is recommended to be 
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integrated with a static synchronous compensator (STATCOM) for better resolution and 
performance in voltage regulation. Further background study on the developed schemes 
and mathematical models will be provided in their respective sections. 
 
d) An experimental three phase short-circuit fault analysis in SEIGs for distributed 
wind power generation 
One of the challenges in an SEIG system is fault detection in the system. Faults across 
the high-voltage terminals of the generator lead to economic losses and power outages. A 
study performed by the Electric Power Research Institute (EPRI) estimated the cost of 
power interruptions in the US at $119 billion per year [56]. Forced outages are the 
primary concern of the remote area consumer for causing economic duress. The SEIG is 
attractive for DWPG as the terminal voltages of the system collapse during short-circuit 
faults and hence, the excitation of the machine is cut-off driving the machine to just run 
freely at the wind turbine rotor speed. However, it is necessary for the fault to be detected 
and communicated to the operator in order to resume operation after fault inspection and 
clearance.  
Generally, when power line fault occurs, the conventional devices such as auto-
reclosing circuit breakers or over-current sensors are used to detect the current amplitudes 
and break the circuit for power transfer termination and safeguard the generator and load. 
Also, the detection can be communicated to the operator based on the post-fault 
information gathered. 
 However, in the case of a SEIG, during three-phase short circuit condition the voltage 
across the capacitor banks falls to zero and hence the stator current drops to zero. Here 
the machine is protected from faulty currents as the machine stops generating until the 
fault is cleared due to zero voltage build up across its terminals. The conventional fault 
detection devices mentioned above cannot be employed to detect the fault as the 
amplitudes of currents do not rise for a period of time. Hence, fault detection is necessary 
through other methods. Fast and accurate fault detection will render immediate corrective 
action. Thus, it is of vital importance to rapidly detect and identify power system faults, 
assist the task of repair and maintenance, and reduce the economic effects of power 
interruption.  
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Hence, chapter 5.0 of this thesis shows this meritorious self protecting mechanism of 
the SEIG system through fault analysis and thus its usability in distributed generation. 
Also, the wavelet based transient detection scheme which is developed in this thesis for 
voltage regulation, explained in later chapters, can be used for fault detection and 
classification through conditional threshold selection, hence making the wavelet based 
module a dual purpose module for voltage regulation and fault detection in distributed 
wind power generation. 
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2.0   MODELING OF ALUMINUM- AND COPPER-ROTOR 
SEIGs INCORPORATING PROXIMITY EFFECT IN THE 
ROTOR BARS 
 
2.1  Process of self-excitation and voltage build up in SEIGs 
  
The phenomenon of self-excitation in induction machines has been known and 
studied for over several decades [1]. When an induction machine is connected to an AC 
source, a component of its stator current is used to build-up the air gap magnetic flux 
whether the machine works as a motor, brake or a generator [2]. If the machine operates 
as a generator, reactive power is required to build up the magnetic flux. This reactive 
power can be provided from the grid. In an isolated mode, this excitation can be provided 
by an external capacitor of appropriate value. In other words, to build up the voltage 
across the generator terminals, some means of excitation is required [3]. To achieve a 
given voltage level, the external capacitors must supply the required magnetizing current 
and hence the reactive power.  
An induction generator without any external source, using capacitors can self-excite if 
there is a remnant magnetic flux in the machine core [4]–[5] or residual charge across the 
capacitor terminals. The residual magnetism in the field circuit produces a small voltage. 
That voltage produces a small capacitive current flow. This boosts up the voltage which 
further increases the capacitive current until the voltage is built up. Thus a three phase 
induction machine can be made to work as a self-excited induction generator provided 
capacitance connected across the stator terminals have sufficient charge to provide 
necessary initial magnetizing current [6]–[9]. In such a case, this phenomena is known as 
capacitor self excitation, and the induction machine is called Self Excited Induction 
Generator (SEIG). 
In an induction machine with a capacitor connected across its terminals, if the effect 
of the small stator resistance Rs and stator leakage inductance Lls are neglected, the 
equivalent circuit for no load excitation takes the form of a parallel LC circuit, where L 
represents the induction motor and C the excitation capacitor. Such a circuit can be 
excited at a given frequency with the least amount of energy when the currents in the 
inductor and capacitor are equal. Thus if an induction machine is driven by a prime 
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mover, and if the capacitor is charged it provides the exciting current required by the 
induction generator to produce a magnetic flux.  The magnetic flux in the induction 
generator charges the capacitor to increase the terminal voltage. An increase in the 
capacitor voltage boosts up the excitation current to the generator to increase the flux 
which in turn increases the terminal voltage. In this way the voltage and current build up 
continues until the magnetizing inductance decreases to its saturated value and 
equilibrium point is attained. The process will continue until steady state is reached. 
In order to estimate the level of saturation and the mutual inductance term at a 
particular operating condition require the representation of the magnetization curve of the 
induction generator under consideration. The magnetizing characteristic of an induction 
machine is a curved line. In the absence of saturation of the iron this line should ideally 
be straight. But due to saturation the line becomes curved beyond a certain excitation 
current. This curve represents characteristic at a particular rotor speed. If the magnetizing 
characteristic is obtained at a higher rotor speed, a steeper curve will be obtained as 
shown in Fig. 2.1. This figure shows the relationship between the size of the excitation 
capacitance, the rotor speed and generated voltage.  
 
Fig. 2.1.  V-I characteristics of an induction machine (shown in black) and excitation capacitor (shown in 
red) and the steady state voltage levels built-up shown using blue lines.  ω2 > ω1   , C1 < C2. 
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As the magnetising current produced by a capacitor is directly proportional to the 
voltage applied to it, the locus of the voltage and current relationship is a straight line. It 
can be seen from Fig. 2.1 that for each amount of capacitance there is a single point 
where the inductor and capacitor currents are equal. This is the intersection point of the 
magnetizing curve and the linear capacitor volt-ampere characteristic at the particular 
rotor speed at no load. At this point the voltage and current will oscillate at a certain peak 
value and frequency. Once self-excitation has been initiated, the open circuit voltage to 
which the machine will self-excite can be calculated i.e.V21 at a capacitance C1 and rotor 
speed ω1. If the capacitance is increased (from C1 to C2) a higher voltage, V22 will be 
generated at the same speed as the slope of the VI characteristics of the capacitor will be 
tilt towards the right with increasing value of C. Similarly, at a higher rotor speed, ω2, 
higher voltages will be generated depending on the capacitance values. 
At low magnetizing current where the magnetizing curve is practically linear, the 
intersection with the capacitor line is not well defined. This will result in poor flux 
stability and voltage regulation in this region. This is the minimum value of capacitance 
beyond which the machine will not maintain or build up excitation at all. Any value of 
capacitor lower than the minimum will result in loss of excitation if the machine is 
already generating or will not be able to initiate self excitation if the machine is starting. 
It is necessary that some external energy source should be available to the rotor to 
supply the losses associated with the stator current. There must also be an initial charge 
on the capacitor or residual magnetism in the rotor iron to initiate the voltage and current 
to build up. As explained earlier, when the machine is driven by an external prime-
mover, the remnant flux in the rotating rotor induces a small voltage in stator windings, 
which carries a leading current if suitable terminal capacitors are connected [11]. The 
reactive energy to excite the induction generator thus oscillates between the electric field 
of the capacitors and magnetic field of the machine [2]. This assists the core flux and 
causes an avalanche effect due to the differential voltage equal to the difference between 
induced voltage and capacitor voltage. The voltage rise thus continues till saturation sets 
in and steady state is reached. Saturation of the magnetic circuit is the main requisite for 
the stabilization of the voltage. As can be seen from Fig. 2.1, for a certain value of the 
excitation capacitor the slope of the V-I line will be such that it intersects the magnetic 
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saturation curve at a point. This point of intersection will be the steady state terminal 
voltage (V11, V12, V21 and V22) and excitation current. If saturation is absent, the curve will 
essentially be a straight line and the two lines will not intersect. Consequently there will 
be no excitation. 
The steady state performance characteristics of an isolated self-excited induction 
generator are influenced by the magnitude of the excitation capacitor and rotor speed. 
The terminal capacitor must have its value within a certain range to sustain self-
excitation. If the value of the excitation capacitor is outside this range, self-excitation will 
not be possible [12]-[14]. As explained above, the capacitor in such a machine must have 
a minimum value, Cmin for self excitation to take place. On the other hand in order to 
sustain operation, the terminal capacitor must also be below a certain maximum value 
Cmax [13]. Both the minimum and maximum values are affected by the machine 
parameters, speed and load conditions.  
 
2.2  Analytical Modeling of the SEIG using conventional two-axis 
model  
Previous research performed on SEIG is mainly concerned with representing the 
machine by steady state models and the dynamic models. The steady state SEIG is 
modeled as per phase equivalent circuit. In this circuit the slip and angular frequency are 
expressed in per unit quantities. Previous authors have used either the loop impedance 
method [1]-[3] or the nodal admittance method [4]-[6] to analyze the machine 
performance. In the loop analysis technique the total loop impedance which includes the 
excitation capacitance is equated to zero. In the nodal admittance method the overall 
admittance of the SEIG at a certain node is set to zero. These methods give an algebraic 
expression for magnetizing reactance in terms of generator frequency and other machine 
parameters and speed. For the determination of the operating frequency a and 
magnetizing reactance Xm the real and imaginary parts of the sum of admittances of the 
rotor, magnetizing and stator branches are separately equated to zero. In these approaches 
there are usually four unknowns, the magnetizing reactance Xm, the excitation capacitance 
Xc, per unit frequency a and per unit speed b. Assuming values of any two, the other two 
are found by iteration process [4] or numerical solution. In both the loop and nodal 
 21 
 
analysis a high order polynomial or a non-linear simultaneous equation is used where the 
general focus is to find the value of the capacitance required for self-excitation. Several 
researchers indicated that there is a minimum value of excitation capacitance to initiate 
self-excitation for a given speed and load condition [7] while some also exploited the 
maximum value of this capacitance [2], [5] beyond which excitation will not be 
maintained.  
The d-q reference model using Park’s transformation was proposed by Krause and 
Thomas [8]. This method was further extended by other authors [9]-[11] for dynamic 
analysis of induction machines. The non-linear differential equations that describe the 
dynamic performance of an induction machine in an arbitrary reference frame can be 
derived from the d-q equivalent circuits. To analyse the performance of an induction 
generator, differential equations describing the excitation capacitance and load are also 
taken into account. This method has been employed in this thesis to model the SEIG.  
 
 
(a) 
 
(b) 
Fig. 2.2  Equivalent two-axis circuit of an SEIG.  (a) d-axis. (b) q-axis. 
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The induction machine circuit diagram as presented in Figs. 2.2 (a) and (b), can be 
modeled using d-q axis reference frame. These figure show the direct and quadrature 
representation of a squirrel cage induction machine. It is the most commonly used 
transient state model in the d-q axis frames of reference [10]. The advantage of the d-q 
axis model is that it is a powerful tool for analyzing the dynamic and steady state 
conditions, thus providing a complete solution for any dynamics. For steady state 
analysis, the conventional model and the d-q reference are the same. 
From the above figures the d-q axis stator and rotor voltages of an induction machine 
can be expressed in matrix notation as: 




































dri
qri
dsi
qsi
rpLrRrLrmpLmLr
rLrrpLrRmLrmpL
mpLmLspLsRsL
mLmpLsLspLsR
drv
qrv
dsv
qsv
)()(
)()(




                       (2.1) 
 
where 
dt
dp   and 





mLlrLrL
mLlsLsL                  (2.2) 
 











dsimLdrirLdr
qsimLqrirLqr
drimLdsisLds
qrimLqsisLqs




           (2.3) 
 
Equation (2.1) may be written as  
 











dqipdqLdqidqRLdqv                       (2.4) 
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where 
'





drvqrvdsvqsvdqv                 (2.5) 
 
 
'





driqridsiqsidqi               (2.6) 
 
            
















rRlrLmLrmLr
lrLmLrrRmLr
mLsRlsLmL
mLlsLmLsR
dqRL




0
0
0
0
            (2.7) 
 
 

















lrLmLmL
lrLmLmL
mLlsLmL
mLlsLmL
dqL
00
00
00
00
              (2.8) 
 
Rearranging Equation (2.4) 
 












dqidqRLdqLdqvdqLdqip
11
             (2.9) 
 
Since the rotor is squirrel cage, vqr and vdr are both equal to zero. The differential 
equations representing the capacitor circuit is given by: 
 










dsv
qsv
p
p
C
cdi
cqi


                                        (2.10) 
where the voltage across the capacitor is vqs and vds and the currents are icq and 
icd .respectively.  Equation (2.10) can be re-arranged to give: 
 






 











dsv
qsv
dsi
qsi
C
C
dsv
qsvp
0
0
/10
0/1


                         (2.11) 
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For open circuit conditions, (2.4) through (2.11) form the set of differential equations 
to represent the system. For a resistive load connected across the terminals of the SEIG 
and noting that : 
 lqicqiqsi                  (2.12) 
and  
 ldicdidsi  ,      (2.13) 
 
Load currents may be expressed as : 
 







dsv
qsv
ldi
lqi
lR                              (2.14) 
In order to take the RL load impedance into account  
   







ldi
lqi
lpLlR
dsv
qsv                                         (2.15) 
or 
 









ldi
lqiRlL
dsv
qsv
lL
ldi
lqip 11         (2.16) 
 
2.3  Experimental setup of two industrial 7.5 hp Aluminum- and 
Copper-rotor SEIGs  
 
                          
                                     (a)                                                                              (b) 
Fig. 2.31. Stators of the two 7.5 hp induction machines used in the investigations. (a) Aluminum-rotor. (b) 
Copper-rotor. 
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                                    (a)                                                                            (b) 
 
Fig. 2.32. Rotors of the two 7.5 hp induction machines used in the investigations.  (a) Aluminum-rotor. (b) 
Copper-rotor. 
 
 
        
 
Fig. 2.33. Experimental setup of the DC motor coupled ALSEIG and CRSEIG systems used in the 
investigations. 
 
 
Fig. 2.34. Experimental setup of the DC motor coupled CRSEIG system with the load bank, capacitor bank, 
Tektronix oscilloscope and Fluke power quality analyser used in the investigations. 
 
Copper-rotor SEIG Prime mover 
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TABLE 1 
INDUCTION GENERATOR DATA 
 Aluminum-rotor SEIG Copper-rotor SEIG 
Output power 7.5 hp 7.5 hp 
Rated voltage 346 V 460 V 
Rated current 12 A 9.5 A 
Connections Wye Wye 
Number of poles 4 4 
Rated speed 1755 rpm 1775 rpm 
Rated frequency 60 Hz 60 Hz 
Weight 75.9 kg 90 kg 
Diameter of rotor 134.9 mm 129.9 mm 
Height of rotor bar 25.79 mm 26.6 mm 
Width of rotor bar 5.62 mm 5.6 mm 
Length of rotor bar 136.8 mm 167.8 mm 
Number of conductors 40 40 
Conductivity of rotor bar 37.71 μS/mm 59.61 μS/mm 
Rs [] 0.38621 0.65417 
Rr [] 0.81736 1.48166 
Xls [] 0.92557 2.08272 
Xlr [] 1.38835 3.12267 
Xm [] 40.6851 68.9616 
Rc [] 564.580 1031.24 
 
2.4  Validating the developed conventional two-axis model of SEIG 
for both copper- and aluminum-rotor SEIGs 
 
In order to validate the theory and modeling of the two-axis model of SEIGs developed 
in the previous part of this section, performance of two industrial 7.5 hp aluminum- and 
copper-rotor SEIGs was elicited through a developed computer program and an 
experimental set-up. The machine equivalent circuit parameters, resistances and 
inductances determined from the standard no-load, dc and blocked rotor tests, are 
presented in Table 1. Output parameters of both the machines were calculated by 
employing the developed two-axis model and were experimentally verified, for varying 
power factor loads. The measurements were taken using a Tektronix 2024 digital storage 
oscilloscope, a Fluke 434 power quality analyser, after the machines reached a speed of 
1800 rpm and the experimental setup is as shown in Figs. 2.31 through 2.34 in the 
previous section. The calculated and measured terminal voltage, reactive power and 
stator current profiles of both aluminum- and copper-rotor SEIGs are shown in Figs. 2.41 
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conductor is higher than at the periphery due to large current at the center. Further, this 
leads to larger flux linkages and higher magnetic field at the center and lesser current 
flows through the maximum magnetic field region. Hence, this current which is a 
maximum at the surface keeps decreasing as we go into the conductor and the current 
density falls to 1/e of its original value. 
This characteristic would not have been to its disadvantage if it did not lead to extra 
losses of energy. In solid conductors, due to these losses and heating, the effective AC 
resistance appears to be higher than the actual DC resistance [25]. This results in two 
disadvantages: 
 Waste of electrical energy through supplementary losses which industrialists 
recognize as a luxury of losses which is not limited to only financial 
considerations. 
 Waste of raw materials, copper and aluminum, because of the larger amounts of 
metals badly used as electrical conductors. 
 
                                    (a)                              (b)                                                   (c) 
 
Fig. 2.51. Effects of varying frequency of current in the conductor. (a) Uniform current distribution in ideal 
case (DC). (b) Heterogeneous current distribution due to skin effect (AC). (c) Effects of varying frequency 
of current on the inductance and magnetic field intensity. 
 
B. Theory of Proximity effect 
In case of a SEIG, the frequency of the current in the rotor is affected by the varying load 
and speed of the wind turbine. The resulting high frequency of current give rise to a 
phenomenon called the “Skin Effect” [26]. Skin effect plays an important role in the 
performance of the SEIG due to the higher current density at the surface of the rotor bars.  
Weaker magnetic field intensity 
 
Higher flux linkage and inductance 
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Until now, a conductor subjected to skin effect has been considered to be isolated and 
outside the influence of any magnetic field, except for its own. This assumption is no 
longer valid when another conductor is in the vicinity; a further distortion in current 
density occurs due to the interaction of the magnetic field of adjacent conductors. The 
magnetic flux of one bar induces an e.m.f. in the adjacent conductors, increasing the non 
uniformity of the current density. If two conductors in close proximity carry currents in 
opposite directions, their electromagnetic fields are opposed to one another and tend to 
force the conductors apart. There exists a decrease in flux linkages around the adjacent 
parts of the conductors and an increase around the outer parts of the same conductor; 
which results in a concentration of current in the adjacent parts, where the back e.m.f is at 
a minimum. If the current flows in the same direction, it tends to be concentrated in the 
remote parts of the conductors. This is known as the “proximity effect” which also 
increases the resistance of the conductors [28]. Proximity effect can be further classified 
as direct, inverse and induced proximity effects. In order to elucidate the proximity effect 
in rotor bars of a SEIG, a case study has been presented below. 
 
C. Case Study 
Consider a rectangular conductor as shown in Fig. 2.52 The current density in Fig. 2.52 
(a) is higher on the periphery because of the skin effect. Let the conductor be split 
longitudinally in two halves as shown in Fig. 2.52 (b); no changes yet appear in the 
current distribution. If these two halves are gradually separated as in Fig. 2.52 (c), the 
magnetic field of each one changes and the current densities on the surfaces facing each 
other will increase until they become equal to those of the outside surfaces of the 
individual conductors. The proximity effect becomes apparent in addition to the skin 
effect for bars which are electrically and spatially in vicinity to each other and is 
prominent for a suffciently low separation between the bars of order less than three times 
their largest dimension [26], [28].  
Since the rotor bars can be of copper or aluminum, the performance of these materials 
under the influence of proximity effect is determined in this paper. Although, copper is a 
better substitute for aluminum in general, we can increase the efficiency of copper-rotor 
induction generators if these effects are carefully dealt with. As reported in [27], these 
effects have been the only concern in further increasing the efficiency of copper-rotor 
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machines and the higher conductivity of copper allows the rotor designer to use these 
effects to tailor the behavior of the rotor to improve machine performance. 
 
D. Modeling the SEIG considering Proximity Effect 
 
In order to model the proximity effect and later incorporate it into the conventional SEIG 
model, Maxwell’s equations in their integral forms are manipulated into second-order 
differential equations using the Stokes and Divergence theorems, a frequency domain 
analysis is then performed by assuming sinusoidal waveforms and setting jdtd   [29]. 
 
                 
 
                           (a)                                                      (b)                                                              (c) 
 
Fig. 2.52. Current distribution. (a) Current density is higher on the periphery due to skin effect. (b) No 
changes in current distribution, when the conductor is longitudinally bisected. (c) Mutual magnetic fields 
change the current distribution as the bars are separated. Current density increases on the surfaces facing 
each other till they become as shown above.  
 
 
Fig. 2.53. Cross-section of the rectangular rotor bar taken into consideration. 
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






Jj 


0
-jE
 E
                                                     (2.17) 
Setting J and substituting in (2.17), 
    j                                                           (2.18) 
Substitute the second equation of (2.17) in (2.18) 
    jj                                                     (2.19) 
Insert first equation of (2.17) in the above equation and it becomes: 
   
 jj2                                                   (2.20) 
Similarly substituting last equation of (2.17) in second equation of (2.17) and 
rearranging, an expression for B can be obtained: 
    jj                                                       (2.21) 
Since 0 , 
    jj2                                                        (2.22) 
The term jµ is associated with the moving charge and includes the eddy current effect. 
The other terms can be neglected as they do not contribute in any ways to this modeling 
of proximity effect [31]-[33]. Recalling (2.20) and (2.22) and taking into account just the 
required terms: 
Ej 2                                                           (2.23a) 
 j2                                                           (2.23b) 
Setting J in (2.23a), 
JjJ 2                                                             (2.24) 
Since,  0  inside the conductors, we can rewrite (2.23b) as: 
 22                                                                (2.25) 
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where 
 
 

j 1  and 
0
1
 f = skin depth                             (2.26) 
Equation (2.25) has a solution of the form: 
yeKyeKZ
  21                                               (2.27) 
Consider the conductor bar to have a height, h, and width, w, as shown in Fig. 2.53. If the 
current carried by the conductor is I, application of Ampere’s circuital law yields the 
following boundary values: 
w
I
ss  21                                                    (2.28) 
Solving for H yields: 
2sinh
cosh
ahw
yI
Z
                                                     (2.29) 
Since XJdy
Zd   we get: 
2sinh2
cosh
ahw
yI
XJ
                                                    (2.30) 
The loss per unit length of the conductor is given by: 
    uu
uu
w
IsP
coscosh
sinsinh
4
2
1 
                                                 (2.31) 
with hu   
Diffusion equation (2.24) can be simplified to: 
XJdX
XJd 2
2
2
                                                  (2.32) 
where, α is given as in (2.26). The general solution of (2.32) is: 
yQyPXJ  sinhcosh                                           (2.33) 
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Following (2.28) and considering: 
 
w
Ik
s
1
1
                                                       (2.34)                               
w
kI
s  2                                                              (2.35) 
where, k is any real number [30]. The magnetic field intensity inside the conductor is 
given as: 
  



  dy
y
XwJkIw
yZ
0
11                                            (2.36) 
The magnetic flux density is: 
 




  dy
y
XJw
kIyZ
0
1
0                                             (2.37) 
The electric field along the length is composed of an inductive and resistive voltage drop;  eljXJX                                                 (2.38) 
Where, φl and φe are the internal and external flux linkages respectively. Equation (2.38) 
can be simplified by differentiating it with respect to y and utilizing the fact that Ex is 
constant over the height of the conductors [33]. 
dy
eldj
dy
XdJ
dy
Xd 

  0                                 (2.39) 
Since φe is constant and Zdy
ld  , we get: 
Zjdy
XdJ                                                        (2.40) 
Substituting (2.40) in (2.37) 
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Setting y=0 in (2.41), we get: 
 
w
kIQ 1                                                           (2.42) 
The total current is simply the integral of the current density: 
dx
h
XJwI 
0
                                                         (2.43) 
and we obtain: 
  

  2tan1sinh
1 hk
hw
IP 

                                            (2.44) 
Considering at the top (y=h), equation (2.39) then becomes: 
    

  xkhk
h
x
w
I
XJ 
 sinh12tan1sinh
cosh
                             (2.45) 
The voltage drop per unit length on the surface of the conductor is: 

topXJ
XE                                                          (2.46) 
Divide both sides of (2.46) by I, we obtain the resistance coefficient Kr and inductance 
coefficient Kl due to the influence of skin effect can be written as:  
 
 
                                                            (2.47) 
 
rKrRskinrR  0_                                                 (2.48) 
lKlrLskinlrL  0_                                               (2.49) 
Multiplying the coefficients Kr and Kl in (2.47) with the original resistance Rr0 and 
inductance Llr0  respectively of the machine, we obtain the new resistance Rr_skin and 
inductance Llr_skin as a function of skin effect, as shown in (2.48) and (2.49) respectively 
[26]. 
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Cr_prox and Cl_prox are later multiplied by the skin effect resistance and inductance, Rr_skin 
and Llr_skin, in order to allow an influence of the proximity effect. Hence, the effective 
rotor resistance Rr_eff and inductance Llr_eff
 
 as in (2.51) are obtained as a function of the 
proximity effect and used in the conventional machine model.  
Proximity effect multiplication factors Cr_prox and Cl_prox are calculated from the ratios 
of Kr and Kl, correspondingly, at k=1/2 and k=k’ from (2.47). The value of k’ is 
calculated through an iterative solution of equations involving rotor current as in (2.50). 
The influence of current redistribution is incorporated by utilizing uniform current 
distributions in an area of , as indicated in Fig. 2.32. Also, it is assumed that the values 
of the currents in the regions 1, 2, 3 and 4 shown in Fig. 2.32 are I1=-I4 and I2=-I3, 
respectively [30].  
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2.6   Saturation characteristics of the 7.5hp Aluminum and Copper-
rotor induction machines considered in this thesis  
 
It is well known that the voltage build up of an isolated Self Excited Induction 
Generator is attained through a transient process that reaches equilibrium due to 
saturation of the magnetic material of the machine. At the state of equilibrium, or steady 
state operating condition, the magnetizing reactance of the machine must be equal to the 
slope of the reactance of the excitation capacitor. The evaluation of the saturation level 
and the mutual inductance term at a particular operating condition require the accurate 
representation of the magnetization curve of the induction machine under consideration. 
In order to model an SEIG accurately, the variation of the magnetizing inductance with 
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Fig. 2.62 Magnetizing inductance of 7.5 hp aluminum rotor SEIG used in the investigation.   
 
      
 
Fig. 2.63. Magnetizing inductance of 7.5 hp copper rotor SEIG used in the investigation. 
 
Saturation characteristics of both aluminum- and copper-rotor machines are 
incorporated in the above two axis model using an arctangent continuous function to 
replace a curve fitting polynomial method in order to obtain better accuracy in the 
investigations [42].  
   mmm iiX /*arctan                              (2.52) 
 
where, the coefficients α, β, γ and δ are determined from nonlinear least squares or 
nonlinear least-squares regression method using Matlab program. At each integration step 
of the program, the magnetizing current is calculated from the relation: 
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 22 dridsiqriqsimi      (2.53) 
 
From the calculated value of im the value of Xm is derived from Equation (2.53) and 
updated at each integration stage in the main Matlab routine. 
The phase voltages and currents are calculated using the inverse of the classical 
transformation matrix T, where 
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ttt
ttt
T               (2.54) 
 
and ω is the speed of the rotating reference frame in the d-q axes. 
 
2.7 Validating the developed Proximity Effect model for two 
industrial 7.5 hp Aluminum- and Copper-rotor SEIGs  
In order to validate the proximity effect model elucidated in section 2.5, performance 
of two industrial 7.5 hp aluminum- and copper-rotor SEIGs was elicited through a 
developed computer program and an experimental set-up. The machine equivalent circuit 
parameters, resistances and inductances were determined from the standard no-load, dc 
and blocked rotor tests.  The machine equivalent circuit parameters, resistances and 
inductances determined from the standard no-load, dc and blocked rotor tests, for both 
the machines are presented in Table 1. Output parameters of both the machines were 
calculated by employing the conventional two-axis model and the proposed SEIG model 
with proximity effect and were experimentally verified, for varying power factor loads. 
The measurements were taken using a Tektronix 2024 digital storage oscilloscope, a 
Fluke 434 power quality analyzer, after the machines reached a speed of 1800 rpm. 
A.  Static Load Condition 
The analysis on calculated and measured real and reactive power profiles shown in 
Figs. 2.71 and 2.72 for both the machines explain that the real and reactive power profiles 
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obtained using the conventional two-axis model of SEIG does not match with the 
experimental results, whereas, the real and reactive power profiles obtained from the 
developed proximity effect model and experimental results are in closer agreement, in 
case of both the machines. This immediacy in results can be attributed to the changing 
resistance and inductance due to the proximity effect in the rotor bars of the machines. 
The varying rotor resistance and inductance due to varying frequency and current 
distribution in the rotor bars are used to calculate the effective current in the rotor bar and 
hence, the stator current of the machine. This stator current is later used to calculate the 
terminal voltage of the machine. Hence, the inaccuracy of the conventional two-axis 
model which does not incorporate proximity effect is accounted for.  
The behavior of real and reactive power was observed at the machine terminals after 
loading the machines with a RL load through numerical and experimental investigations. 
A load resistance of 100  and inductance of 0.44 H was applied to the aluminum-rotor 
machine at 15 seconds and calculated reactive and real power profiles are illustrated in 
Figs. 2.71(a) and (b). 
The results calculated using the proximity effect model are closer to the measured 
ones as shown in Figs. 2.71(c) and (d), when compared with that of the conventional two-
axis model. The real and reactive power obtained using the developed model are lesser 
than that of conventional model and closer to the measured results, as the developed 
model incorporates proximity effect losses in the rotor bars.  
Similarly, the copper-rotor machine was loaded at 20 seconds with a load resistance of 
280  and inductance of 0.22 H and the corresponding results obtained on calculations 
and measurements are as shown in Fig. 2.72. Similar to the results of aluminum-rotor 
machine, the calculated results using the proximity effect model are closer to that of the 
experiments for the copper-rotor machine as well. It is also observed that the real and 
reactive power calculated through both the models have a comparatively higher variation 
than that of the aluminum-rotor machine due to the higher proximity effect power loss in 
copper-rotor machine.  
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(d) 
Fig. 2.71. Calculated and measured reactive and real power profiles under RL load for aluminum-rotor 
SEIG at a rotor speed of 1 pu. (a) Calculated reactive power. (b) Calculated real power. (c) Measured 
reactive power. (d) Measured real power. 
 
(a) 
 
(b) 
Time (s)
R
ea
l P
ow
er
 (W
) 
1 2 
 44 
 
 
 
        
 
 
(c) 
 
  
 
           
 
 
(d) 
 
Fig. 2.72. Calculated and measured reactive and real power profiles under RL load for copper-rotor SEIG at 
a rotor speed of 1 pu. (a) Calculated reactive power. (b) Calculated real power. (c) Measured reactive 
power. (d) Measured real power. 
B.  Power Loss due to Proximity Effect at Varying Frequencies of Rotor Current  
Figures 2.73(a) and 2.73(b) show the calculated proximity effect losses in the rotor 
bars of the aluminum- and copper-rotor machines, respectively. These figures support the 
theory of proximity effect which states that an increase in the rotor resistance as a 
function of frequency leads to increased power loss.  
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For the machines under study, the loading is varied from no-load condition to full load 
condition and all the machine parameters are measured. The measured values of stator 
currents are used to calculate the corresponding values of rotor current. Also, the 
developed mathematical model is used to calculate the rotor current. These values of 
rotor currents are in close agreement. The losses after incorporating proximity effect are 
calculated using the analytical model developed for estimation of increased resistance of 
conductors due to proximity effect. Similarly, using the same analytical model, losses are 
estimated for a range of currents observed from no-load to full load.  
 
 
(a) 
 
 
(b) 
Fig. 2.73. Power loss due to proximity effect as a function of frequency of rotor current. (a) Aluminum-
rotor machine. (b) Copper-rotor machine. 
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3.0   STUDY OF COMMERCIALLY AVAILABLE COPPER- 
AND ALUMINUM-ROTOR INDUCTION MOTORS FOR 
DISTRIBUTED WIND POWER GENERATION  
 
3.1 Introduction  
 
A commercially available induction motor to the general consumer can be used as a 
SEIG. It is readily available to the consumer for any application (motoring/ generating). 
Buying a generator directly might be expensive as low rating generators for small wind 
farms are not mass produced.  However, the performance of these motors as SEIGs can 
be only judged based on their voltage regulation, frequency regulation and VAR 
requirement characteristics at different operating conditions. Recently, due to the growing 
cost and complexity of voltage regulating schemes the need has been felt to develop an 
economical regulating scheme and also minimally modify the induction motor to improve 
its generating characteristics and reduce its dependency on regulating schemes.  
However, conventional induction motors can be efficiently used as SEIGs if they are 
either minimally redesigned for the same application or by choosing the best out of the 
available induction machines through suitability analysis. This chapter exclusively 
studies the suitability of the relatively newer copper-rotor induction motor (CRIM) and 
the conventional aluminum-rotor induction motor (ARIM) for use as a SEIG in DWPG. 
Experimental investigations are performed on two 7.5 hp CRIM and ARIM and the 
measured results are corroborated by discussions.  
 
3.2 Experimental investigation of CRIM and ARIM to be used as 
SEIGs in Distributed Wind Power Generation   
As discussed in the previous chapter 2, self-excitation in an induction machine can be 
initiated by connecting a suitable capacitor bank across the machine’s terminals. The 
value of the terminal voltage of the generator depends on the value of capacitor, speed, 
load and saturation of the magnetic circuit. Besides, the induction motor operating as a 
SEIG will have poorer efficiency due to higher losses in the rotor which is actually 
designed to obtain good starting performance in the motor. However, an induction motor 
with lower winding resistance and leakage reactance should have a better performance in 
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terms of efficiency and power factor when operated as a SEIG [22].  
Experimental investigations were performed on two commercially available 7.5 hp 
copper- and aluminum-rotor induction motors used as SEIGs (hereafter to be referred as 
copper-rotor SEIG/ CRSEIG and aluminum-rotor SEIG/ ALSEIG, respectively). The 
measurements were taken using a Tektronix 2024 digital storage oscilloscope, a Fluke 
434 power quality analyzer.  
This analysis is performed at the constant rated voltage of the machines at a constant 
rotor speed of 1 pu as it is desired that the generator provides a constant terminal voltage 
under varying loads in the field application. This would also enable us to find amount of 
capacitance required by the machine to maintain the terminal voltage under varying 
loads. Stepped capacitor switching has been used to keep the terminal voltage constant.  
Also, the rated stator current of these machines is taken to be the constraint for maximum 
power delivery as the temperature rise in the stator windings have to be taken into 
account and kept under permissible limits when determining the maximum permissible 
loading of the machines. It is also seen from the investigations shown in Fig. 3.21 that the 
magnitude of the rotor current is lesser than the stator current, hence taking the stator 
current of the machines to be a constraint is wise as the rotor is competent than the stator 
to withstand thermal overloads, if any. 
The output power of both the machines were measured keeping a constant rated 
voltage of the respective machines at the machine terminals by using mechanically-
switched capacitor banks, in coarse and fine resolutions, available at the laboratory. Figs. 
3.21(a) and (b) show the maximum output power that can be delivered by both CRSEIG 
and ALSEIG without exceeding their rated current. The CRSEIG could be loaded more 
than the ALSEIG because of its lower losses, better power factor and hence, has been 
found to yield higher efficiency. The CRSEIG operates at a slip of 1.05% and the 
ALSEIG operates at a slip of 1.82% at their maximum loading conditions, which is lower 
than the rated slip of the respective machines. In order to compare the performance of the 
generators, a factor K may be defined as the ratio of maximum power that can be 
extracted from the generator keeping the stator current limit, to the rated power of the 
motor. 
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                                                (3.1) 
where, Pm is the rated power of the motor.  
The K for CRSEIG and ALSEIG is found to be 1.204 pu and 1.126 pu, respectively. 
Previous research performed did not consider the capacitor excitation currents while 
calculating the additional power delivering capacity of the machines. 
 
(a) 
 
 
(b) 
Fig. 3.21. Measured maximum output power at rated stator current, stator voltage and speed for both 
CRSEIG and ALSEIG. (a) CRSEIG. (b) ALSEIG. 
 
Figures 3.22(a) and (b) show the variation in VAR requirement and the capacitive 
reactance for both the machines to keep a rated terminal voltage across the stator 
terminals at the rated speed of the machines under varying loads. It was observed that the 
no-load excitation requirement of the CRSEIG was a bit more than the ALSEIG. As the 
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machines were loaded the VAR and the capacitance required by the ALSEIG was more 
than that of the CRSEIG. The range of capacitance requirement for CRSEIG varied from 
37µF to 55 µF, whereas the same for ALSEIG varied from 65 µF to 87 µF, for no-load to 
maximum loading condition. It is also seen that the compensating capacitance 
requirement of the CRSEIG is reduced due to the design of the machine with higher 
value of flux density. Otherwise, the lesser capacitance requirement for the CRSEIG can 
be attributed to the steeper saturation characteristics of the machine. 
 
(a) 
 
 
(b) 
Fig. 3.22. Measured reactive power (VAR) requirement and capacitive reactance (Xc) at rated stator 
voltage and speed for both CRSEIG and ALSEIG during incremental loading of the machines. (a) 
CRSEIG. (b) ALSEIG. 
 
Figure 3.23 shows the measured saturation characteristics of both the machines at rated 
frequency.  An economical SEIG system would be the one which uses a lesser range of 
capacitance to reach the maximum power. Considering the above statement, the CRSEIG 
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is distributed between the machine and the load. Consequently, the VAR available to the 
machine is less than the open-circuit conditions. Hence, the voltage decreases further. 
This is the reason why the induction machine has the ability to protect itself from 
overloading current. The value of the magnetizing reactance plays an important role for 
safe operation of the SEIG. Since, the magnetizing curve of the copper-rotor SEIG is 
steeper than the aluminum-rotor machine studied in these investigations, for each unit 
decrease in the magnetizing current, the decrease in voltage is more in the case of copper-
rotor SEIG in comparison to the aluminum-rotor SEIG. 
 
 
Fig. 3.24. Measured voltage regulation characteristics for CRSEIG and ALSEIG at rated speed and 
capacitance of 37µF and 65 µF. 
 
Figures 3.25 (a) and (b) show the variation of terminal voltage with respect to the 
output power for different values of mechanically-switched capacitor used in these 
investigations. From the figures, it can be observed that the for about 6% variation in 
terminal voltage from the rated value, the CRSEIG, because of its poor voltage 
regulation, required almost seven steps of capacitor switching to generate the maximum 
power. Whereas, the ALSEIG required only about four capacitor switching steps to reach 
its maximum power. Hence, the voltage regulating scheme will be a lot cheaper for the 
ALSEIG compared to that of the CRSEIG. From the above, it can be concluded that since 
the SEIG is desired to operate near its rated power almost all the time, the ALSEIG used 
in this investigation may not require any voltage regulation if a 6% variation in terminal 
voltage is permitted.  
Also, the ALSEIG will require lesser range of capacitance to reach it maximum 
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loading condition keeping in view the stipulated voltage regulation limit. 
The terminal frequency of both the machines under incremental loading condition 
was also measured. Primarily, it should be noted that the change in frequency is found to 
be roughly proportional to the change in terminal voltage of the machine at R load, i.e., 
there is a similarity in the trend of change in terminal voltage and frequency. It is also 
observed that the change in frequency for the copper-rotor machine is less than that of the 
aluminum-rotor machine. Stator frequency of the CRSEIG and ALSEIG dropped to 
0.989 pu and 0.982 pu under full load condition, respectively. It is also seen that the 
copper-rotor machine takes less time to regain a stable frequency during resistive loads 
and more time than the aluminum-rotor machine at inductive loads.  
 
 
(a) 
 
(b) 
Fig. 3.25. Measured voltage regulation characteristics at rated speed for both CRSEIG and ALSEIG. 
(a) CRSEIG: Capacitance: (I) 38 µF (II) 40 µF (III) 42 µF (IV) 44 µF (V) 47 µF  (VI) 49 µF (VII) 54 µF 
(b) ALSEIG: Capacitance: (I) 69 µF (II) 72 µF (III) 76 µF (IV) 84 µF 
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4.0   A NOVEL LOW-COST MODULE BASED ON 
DAUBECHIES WAVELET TRANSFORMS AND SWARM 
INTELLIGENCE TECHNIQUE FOR VOLTAGE 
REGULATION IN SEIGs 
 
4.1 Introduction  
 
The study performed above, calls the need for voltage regulation (VR) in the SEIG. 
VR schemes can be largely classified into shunt compensation and series compensation 
schemes. Each of the above schemes can be further classified into classical, switching 
device based and converter based schemes. [1] and [2] propose VR schemes employing 
switched controlled inductor and switched shunt capacitors respectively. Research 
performed in [3], [4] use the static VAR compensator for VR. Converter based shunt 
compensation VR schemes like static synchronous compensator (STATCOMs) based on 
voltage source converters (VSCs) and current source converter based shunt compensation 
are presented in [5], [6]. Various converters based, switching devices based and constant 
voltage transformer based series compensation schemes are studied in [7]-[11].  
Therefore, an effective capacitive VAR controller has become central to the success 
of SEIG system for stand-alone applications. Reactive power may be provided by 
switched capacitors, static VAR compensator (SVC), and STATCOM. A switched-
capacitor scheme is cheaper, but it regulates the terminal voltage in discrete steps. 
Electromechanical switches are found to cause unstable chattering and solid state 
switching needs correct timing. Static VAR compensator uses either thyristor-switched 
capacitor (TSCs) or a thyristor-controlled reactor (TCR) with fixed capacitor. As stated in 
[11] an electronic load controller is used as a VR scheme in microhydro application, 
however, this method is not economically viable for other applications involving 
inductive loads and needing voltage regulation [8]-[11]. The static VAR compensators 
reported in [12] is understood to be a popular VR scheme but it pulls down its merits due 
to its expensive sized capacitors, inductors and injection of harmonics into the system. 
STATCOM [13]–[16] employs a voltage source inverter, which internally generates 
capacitive/inductive reactive power. STATCOM-based systems have initially proposed 
for reactive power compensation and power factor correction in utility systems [17]–[23]. 
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Larsen et al. [17] have described the benefits of STATCOM over the SVC system. They 
have shown that the steady state, as well as transient performance, can be improved with 
STATCOM.  
Understanding the complexity, economics of the above schemes and the need for VR 
in SEIG, a highly efficient, responsive and cost-effective wavelet/PSO based VR scheme 
is proposed and interfaced with a switched capacitor based voltage regulator. Since, the 
proposed module is based on detection of changing load and stator current transients, the 
VR scheme remains effective, regardless of changes in system parameters. Current-
acquisition devices are generally integrated in an DWPG for monitoring and control 
purposes, therefore, no additional sensors are needed for the operation of this module and 
hence, hardware cost is decreased [24]. 
The VR scheme was developed keeping in mind the future scope of integrating this 
wavelet/PSO based module with a STATCOM for higher resolution and better voltage 
regulation. However, in order to illustrate the developed VR scheme at a laboratory level 
switched capacitor banks have been used.  
A Wavelet, which has energy concentrated in time, is well-suited to analyse the 
transient and non-stationary or time-varying phenomena. Wavelet transform can be 
divided into continuous wavelet transforms (CWT) and discrete wavelet transforms 
(DWT). A DWT based methodology is chosen here as it has excellent signal compaction 
properties for a variety of real-world signals while being computationally very efficient. 
The transient is recognized within 1 ms, which allows the system to estimate and respond 
to the changing load current, stator current and voltage, instantly. In a DG, the central 
controller regulates various power generating devices simultaneously, therefore, it 
involves multiple task management and complex calculations. The developed wavelet 
based transient detection unit is capable of detecting load application independently, 
which significantly decreases the complexity of the controller.  
Since, the proposed module is based on detection of changing load and stator current 
transients, the VR scheme remains effective, regardless of changes in system parameters.  
Additionally, any voltage regulator previously discussed in this section can be 
implemented using the same Wavelet/ PSO control scheme, thus making it more reliable 
and flexible.  
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4.2 Voltage Regulation Scheme Using Wavelet/PSO Based Embedded 
System Interfaced With Switched Capacitor Bank   
 
 
 
 
 
Fig. 4.21. Overall block diagram of the developed wavelet/PSO based embedded system integration with 
the SEIG and the Switched capacitor bank system used in this research. 
 
Fig. 4.21 shows the overall block diagram of the developed wavelet/PSO based 
embedded system integration with the SEIG and the switched capacitor bank system used 
in this research. Detailed explanation of each block is given below. 
C.  Wavelet based Transient Detector 
A1)  Introduction to discrete wavelet analysis and Daubechies wavelet 
A wavelet is a mathematical function used to divide a given function or continuous-
time signal into different scale components, assigning a frequency range to each scale 
component. Wavelets not only dissect signals into their component frequencies but also 
vary the scale at which the component frequencies are analyzed. Thus, wavelets, as 
component pieces used to analyze a signal, are limited in space [25]-[29]. A wavelet 
transform (WT) is the representation of a function by wavelets. The wavelets are scaled 
and translated as copies (known as "daughter wavelets") of a finite-length or fast-
decaying oscillating waveform (known as the "mother wavelet") [25]-[28]. Unlike the 
Fourier transform, wavelet transform does not need a single set of basis function [26], 
[27]. Instead, wavelet transforms have an infinite set of possible basis functions. Thus, 
wavelet analysis provides immediate access to information that can be obscured by other 
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time frequency methods such as the Fourier analysis. It can be broadly classified into 
continuous and discrete wavelets. 
A2) Continuous wavelet transforms  
The continuous wavelets, represented on a frequency band of the form [f, 2f] for all 
positive frequencies [f>0] are scaled by factor 1. The subspace is generally obtained by 
shifting the mother wavelet. The subspace of scale ‘a’ or frequency band [1/a, 2/a] is 
generated by the functions : 
)(1)(, a
bt
a
tba
                                                 (4.21) 
where, ‘a’ is the scale factor, ‘b’ denotes the shift factor and Ψa,b(t) is defined as the 
mother wavelet [26], [27]. 
A3) Discrete wavelet transforms 
The continuous wavelets are converted into discrete domain for real-time 
implementation. One such system is the affine system for real parameters a>1, b>0.  
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
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  )(,,,,)( tnmnmxtx                                       (4.23) 
The discrete subset of the half-plane consists all the points (am, namb) with integers m, n 
belongs to a set of integers. The corresponding mother wavelet is given in (4.22).  
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A sufficient condition for the reconstruction of any signal x of finite energy is given by 
(4.23). Ψm,n is the discrete mother wavelet respectively. The discrete wavelet transform 
(DWT) is defined in (4.24). 
The discrete wavelet is an orthonormal transform; the nth wavelet coefficient Wn is 
associated with a particular scale and with a particular set of times. The DWT of a signal 
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x[n] is defined as its inner product with a family of functions, φj,k (t) and ψj,k (t) [25] as 
shown below:  





)2(2/2)(,
)2(2/2)(,
ktjjtkj
ktjjtkj


                                        (4.25) 
 
The functions φ(t) and ψ(t) are scaling and wavelet functions, which are descretized at 
level j and at translation k. For the implementation of the DWT, only the coefficients of 
two half-band filter: a low-pass h(k) and a high-pass g(k) = (-1)k h(1-k) filter, are 
required, which satisfy the following conditions [25]: 
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Hence, the corresponding DWT is: 
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A wavelet filter {hl : 0, 1, …, L-1} for an infinite sequence with at most L nonzero 
values must satisfy the following three basic properties [30]:  
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for all the nonzero value n.  
By imposing an appealing set of regularity conditions, Daubechies (Db) came up with a 
useful class of wavelet filters, all of which yield a DWT in accordance with the notion of 
difference of adjacent averages. Daubechies wavelet is deemed most used mother wavelet 
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in power system studies due to its orthogonal property, which is potent for localization 
and classification of disturbances. In comparison to other orthogonal wavelet like Haar 
and Symlet, Db gives higher yield in terms of computation complexity and filter response 
[31]. 
Choosing the best Daubechies wavelet is of paramount importance to overcome 
constraints like computation time, localization efficiency and classification. The 
differences in filters are mainly due to the length of the filters that defines the wavelet 
and scaling functions. 
Comparison of Db2 to Db10 wavelet showed that a wavelet becomes smoother with 
increase in coefficient numbers. Db2 and Db6 presented a more severe transition at the 
start of the event than at the end. This  fact was only  observed  in Db2 and Db6 wavelets,  
that  selected the  beginning and  the  end of  the disturbance  according  to the value of 
the wavelet coefficients. The  wavelet coefficients  relating  to  the beginning of  the 
event  (less  rapid  transition)  presented absolute  value greater  than the wavelet  
coefficients  of  the  end  of  the event. Therefore, Db2 and Db6 wavelet were more 
selective [31]. Where in comparison, Db6 showed proportionate response at the 
beginning and end of the event. Thus, for the purpose of all-round performance Db6 was 
selected for this study. Fig. 4.22 demonstrates the implementation of Daubechies 6 
decomposition 11th order FIR high pass filter, coefficients of which is shown in Table II.  
 
 
Fig. 4.22. Finite impulse response filter for wavelet decomposition. 
 
 
 
TABLE II  
HIGH-PASS FINITE IMPULSE RESPONSE COEFFICIENTS 
Order Coefficients Order Coefficients 
g0 -0.1115407434 g6 -0.0975016056 
g1 0.4946238904 g7 0.0275228655 
g2 -0.7511339080 g8 0.0315820393 
g3 0.3152503517 g9 0.0005538422 
g4 0.2262646940 g10 -0.0047772575 
g5 -0.1297668676 g11 -0.0010773011 
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A2)  Transient detection using wavelet transforms 
Current sensors connected to the 3-phase power line are used to acquire instantaneous 
current amplitude which is later fed to the wavelet transient detection unit as a voltage 
signal. Fig. 4.23 illustrates the waveforms captured through a Tektronix digital 
oscilloscope during load application. Extensive studies on the current-pattern of the 
system show that transients at the range of 4-10 kHz are dominant during load 
perturbation and stator current variation. This range of frequency contains a lot of 
information required to capture the transients. A second order multiple feedback (MFB) 
band pass filter as shown in Fig. 4.24, is designed to remove unnecessary information 
from the signal and retain the high frequency information.  
 
 
Fig. 4.23. Stator current and load current profiles obtained through 1000:1 turns ratio current sensor 
without capacitor compensation. 
 
 
 
Fig. 4.24. Second-order multiple feedback bandpass filter. 
The transfer function of the MFB band-pass circuit is shown in (4.29).  
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where, m is the mid-angular frequency of the filter.  
The filtered signal is now sampled according to the Shannon’s theorem, which states 
that, an Ω-band limited function can be reconstructed completely from its values: 
   
:　),|)(( TZkkTf
                                          
(4.30) 
sampled at the discrete points kT. All the harmonic components occurring in f have a 
period length ≥ 2π/Ω. Thus, by requiring T := π/Ω, one makes sure that any pure 
oscillation possible present in f would be sampled at least twice per period. The sampling 
frequency, therefore, is chosen as 20 kHz for this work [32].  
 
 
Fig. 4.25.  Measured high frequency waveforms obtained as output voltages of the band pass filter stage 
during load application. 
 
Fig. 4.25 shows the sampled data obtained out of the MFB filter as high frequency 
waveforms during load application. As seen from Fig. 4.25, the blue spike shows the 
measured high frequency transient waveform during load application. It can also be 
observed that the changes in the load and stator current are indecipherable due to the high 
sampling rate used in the measurement.    
The filtered signal is then sampled with a sampling frequency fs at 20 kHz based on 
Nyquist`s criterion to ensure proper reconstruction of the signal. The filtered and sampled 
Stator current Load current 
High frequency details 
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data is passed through a discrete wavelet decomposition block. The input signal is re-
filtered to differentiate various other high frequency details in the system and capture the 
information just required for VR through conditional threshold selection performed by 
the comparator and decider block. This difference in the input and output of this block is 
illustrated in Fig. 4.26 and Fig. 4.27 through measured and calculated results. 
According to [31], the window of usable data is limited to 3 ms due to the Current 
Transformer saturation during sub-transient and transient currents. The high frequency 
details of all three phases collected during VR, namely HFa, HFb, and HFc, obtained after 
wavelet decomposition are continuously checked for signals above threshold values 
(VRTh) for each phase. Extensive theoretical and experimental investigations were 
performed to obtain the thresholds for voltage regulation under different loading 
conditions, excitation capacitances and speeds of the rotor, for both aluminum- and 
copper-rotor SEIGs. Hereafter, this block would activate the successive PSO based VAR 
estimator through a control signal to compute the amount of capacitance required for 
proper voltage regulation. 
A3)  Implementation of the wavelet based transient detector on a low cost embedded 
system 
The transient detection block using wavelet transform is implemented and tested in this 
section using a low-end embedded system. This system consists of three 16-bit digital 
signal controllers DsPIC33F DCS, with 40 MIPS capability and up to 80 MHz speed with 
a Phase-Locked Loop (PLL). These chips have their own digital signal processor engine 
capable of conducting single cycle multiplication and accumulation. In order to ensure a 
stable system, the transient detection unit traces stability for 250 consecutive samples. 
The prototype was tested for voltage regulation where in a static load was applied across 
the stator terminals of the aluminum-rotor SEIG at periodic intervals in order to test the 
reliability of module under different conditions, initial excitation capacitances and  
different phase angles of stator current. Fig. 4.26 shows that the trigger was applied at 
different phase angles i.e. negative and positive half cycles and the module was efficient 
enough to identify the transient and capture high frequency transient information at all 
instances.  
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Figs. 4.26(a) and 4.26(c) show the experimental output data of the bandpass filter 
which is sampled and stored in the DsPIC33F DCS. Corresponding high frequency 
details obtained from experiments are shown in Fig. 4.26(b) and Fig. 4.26(d). The entire 
voltage regulation test process explained above was also simulated using a developed 
computer program for the aluminum-rotor SEIG and the corresponding calculated results 
are shown in Fig. 4.27. The transient or the high frequency spike at 0.03 seconds is 
remarkably distinguishable which enables to choose a specific threshold for voltage 
regulation.  
 
(a) 
 
 
(b) 
Fig. 4.27. Calculated results for voltage regulation. (a) Second order MFB bandpass filter output for load 
applied at positive half cycle of stator current signal. (b) Corresponding wavelet decomposition output. 
 
The VR can be achieved using any type of power electronic hardware as stated above. 
However, in order to validate this wavelet/PSO based VR scheme, a switched capacitor 
scheme for voltage regulation has been illustrated in this research thesis. The proposed 
VR scheme is applicable to almost any system as it is based on the universal principle of 
change of capacitance to achieve voltage regulation. The authors’ would like to reiterate 
that the system is proposed only as a validation scheme for the module’s transient 
detection and VAR estimation capabilities. Hence, a simple power switch has been used 
to enable switching of the capacitors. This scheme can be extended to Static VAR 
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compensators, Hybrid VAR compensators, TSCs and TCRs and other FACTS controllers 
that enable continuous change of capacitance instead of switching them in steps. But this 
can be done at the cost of control mechanisms for monitoring firing angle delay. 
The scheme proposed involves a low power gate drive signal from the 8-bit master 
controller which triggers the power switch. The master unit of the wavelet is capable of 
sending digital/analog output used for selecting different values of capacitances to 
achieve different levels of voltage regulation at different loads. The compensation 
capacitance value determines the bit pattern of the master’s output. The 5 V gate trigger 
is enough to drive a power switch. In case of hard driven power switches, an amplifier 
may be employed to the system after a V-I converter or an Op-Amp based on the 
requirement of a drive voltage or current. The principle behind estimating the capacitance 
is explained in the following section.  
 
D.  VAR Requirement Estimator Using Particle Swarm Optimization 
The two-axis model of SEIG, as shown in chapter 2, is developed using machine 
equations based on the dq reference frame theory in order to bring out the performance of 
the SEIGs under various loading conditions such as R and RL loads. The previously 
developed mathematical model of SEIG is used here for VAR estimation. 
 
B1)  Mathematical modeling of Particle Swarm Behavior 
The PSO based VAR estimator is activated once a load changing transient is detected 
by the wavelet transient detector. This unit uses the developed mathematical models of 
the SEIG and the PSO to estimate the VAR precisely. Hence, the capacitance value 
required to provide the necessary VAR at the machine terminals will be calculated.  
The PSO simulates the behavior of swarm as a simplified social system. Each particle 
modifies its velocity according to its own position and the positions of neighbors in the 
following form:  
)(22
1
)(11
1
k
isigbestrandc
k
iv
k
iv
k
isipbestrandc
k
iv
k
iv

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                               (4.31) 
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where, vik is the velocity of particle i at iteration k, cj is weighting coefficient, randi is a 
random number between 0 and 1, sik is the current position (capacitance value) of particle 
i at iteration k, pbesti is the best previous position of the ith particle, gbesti represents the 
best previous position among all the particles in the swarm [33, 34].  
Aggregating the set of equations in (4.31), the velocity of the ith particle can be 
modified as follows: 
)(22
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k
iwv
k
iv

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                              (4.32) 
where, w represents weighting function which is usually utilized in (4.33): 
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ww
ww
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max                                   (4.33) 
where, wmax is the initial weight, wmin is the final weight, itermax is the maximum iteration 
number, and iter is the current iteration number.  
PSO utilizes pbest and gbest to modify current searching point. With equations (4.32) 
and (4.33), a certain velocity that converges gradually towards pbest and gbest can be 
calculated, which is called Inertial Weights Approach (IWA). The current position can 
be, therefore, modified by the following equation: 
 11  kivkiskis                                             (4.34) 
According to Shi and Eberhart’s examination [35, 36], ci = 2.0, wmax = 0.9, wmin = 0.4 are 
appropriate parameters as these values do not depend on any particular problem.  
In order to keep a constant terminal voltage of the machine, the objective function is 
chosen as: 
|_| ratedtVtVe                                              (4.35)  
where, Vt is the calculated terminal phase voltage of the developed two-axis model of 
SEIG, Vt_rated is the rated phase voltage of the SEIG which equals to 265 V for the 
copper-rotor machine under consideration. The objective for particle swarm is to 
minimize the e which indicates the error. The steps involved in estimating the best 
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capacitance value are described as follows: 
Step 1. Generation of initial conditions: Initialize population size N, maximum 
iteration number itermax, and other PSO parameters. Randomly generate the initial trial 
particles si (i =1, 2, …, N, where N is the population size) which indicate the possible 
solutions of capacitance value. 
Step 2. Computation of objective function: Capacitance values are fed into the 
developed two-axis model of the SEIG to calculate the output voltage of the generator. 
The error of each agent can be attained with (4.35). 
Step 3. Evaluation of searching point: If e is smaller than the current pbest of the agent, 
the pbest value is replaced by the current value. If the smallest e of pbest is smaller than 
the current gbest, gbest is replaced by the best value.  
Step 4. Modification of the searching point: The current capacitance value of each 
agent is changed using (4.32)-(4.34).  
Step 5. Checking the exit condition: When the current iteration number reaches the 
predetermined maximum iteration number or if the error is lesser than 0.1, then exits. 
Otherwise, the process goes back to Step 2. 
 
 
Fig. 4.28. Flowchart of the step by step process involved in calculating the capacitance using the SEIG-
PSO algorithm. 
B2)  Testing of the PSO algorithm  
Figure 4.28 shows the flowchart of the proposed PSO based capacitance estimation 
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method. The proposed estimator is tested under RL loading condition. The population 
size N of the swarm and iteration time itermax are 20 and 40, respectively.  Fig. 4.29 
shows the searching points of particle 1 which keeps on “flying” and “exploring” to 
converge to the most suitable value.  
Varied loads were applied to further verify the convergence of the developed 
optimization method. From Fig. 4.30, it is evident that the PSO performance is 
satisfactory after 30 iterations for all the tested loading conditions.  
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Fig. 4.29. Searching points and terminal phase voltage of particle 1 obtained from numerical investigations 
under a load of R=30 Ω and XL=22.5 Ω. 
 
 
Fig. 4.30. PSO performance (estimated error) as a function of iteration time for varying loading conditions. 
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(a) 
 
 
(b) 
 
 
(c) 
Fig. 4.32. Calculated results for voltage regulation using switched capacitor scheme. (a) Stator voltage and 
current profiles on load application and removal. (b) Corresponding load current profile. 
 
We can see from the experimental results that a small transient is seen around 30 seconds 
during the application of load and then the voltage stabilizes back to its original value. 
Load was switched off at around 44 seconds and we see that the voltage increases for a 
few milliseconds and decreases back to its pre-transient level due to the switching of new 
capacitance value.  Fig. 4.33 shows the experimental setup of the wavelet/PSO based 
module. 
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Fig. 4.33. Experimental setup of the wavelet/PSO based module.  
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5.0   AN EXPERIMENTAL THREE-PHASE 
SHORTCIRCUIT FAULT ANALYSIS ON SEIGs FOR 
DISTRIBUTED WIND POWER GENERATION 
 
5.1 Introduction  
 
One of the challenges in an SEIG system is fault detection in the system. Faults across 
the high-voltage terminals of the generator lead to economic losses and power outages. A 
study performed by the Electric Power Research Institute (EPRI) estimated the cost of 
power interruptions in the US at $119 billion per year [1]. Forced outages are the primary 
concern of the remote area consumer for causing economic duress. The SEIG is attractive 
for DWPG as the terminal voltages of the system collapse during short-circuit faults and 
hence, the excitation of the machine is cut-off driving the machine to just run freely at the 
wind turbine rotor speed. However, it is necessary for the fault to be detected and 
communicated to the operator in order to resume operation after fault inspection and 
clearance.  
Generally, when power line fault occurs, the conventional devices such as auto-
reclosing circuit breakers or over-current sensors are used to detect the current amplitudes 
and break the circuit for power transfer termination and safeguard the generator and load. 
Also, the detection can be communicated to the operator based on the post-fault 
information gathered. 
 However, in the case of a SEIG, during three-phase short circuit condition the voltage 
across the capacitor banks falls to zero and hence the stator current drops to zero. Here 
the machine is protected from faulty currents as the machine stops generating until the 
fault is cleared due to zero voltage build up across its terminals. The conventional fault 
detection devices mentioned above cannot be employed to detect the fault as the 
amplitudes of currents do not rise for a period of time. Hence, fault detection is necessary 
through other methods. Fast and accurate fault detection will render immediate corrective 
action. Thus, it is of vital importance to rapidly detect and identify power system faults, 
assist the task of repair and maintenance, and reduce the economic effects of power 
interruption.  
This chapter shows this meritorious self-protecting mechanism of the SEIG system 
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through fault analysis and thus its usability in distributed generation. Also, the wavelet 
based transient detection scheme which is developed in this thesis for voltage regulation, 
explained in chapter 4, can be used for fault detection and classification through 
conditional threshold selection, hence making the wavelet based module a dual purpose 
module for voltage regulation and fault detection in distributed wind power generation. 
 
5.2 Three-Phase Short Circuit Fault Analysis on SEIGs   
 
Though short circuiting of an SEIG appears to instantaneously de-excite the stator 
winding, thus causing voltage collapse across the stator terminals, there is a transient 
state preceding the complete decay of voltage. Hence, a 3-phase short circuit fault has 
been initiated across the stator terminals of both the aluminum- and copper- rotor 
machines.  
Since the behaviour of the machines is relatively the same, just the study of the behaviour 
of the machine in general is discussed here.   
Figs. 5.1(a), (b) and (c) show the measured results that represent transient behaviour of 
copper-rotor machine. The negative x-axis shows the pre-fault conditions. The transients 
are observed on a Tektronix-2024 oscilloscope which has a sampling rate of 2 Giga 
samples. Analysing the above figures, the most observable phenomenon is the instant 
decay of voltage across the stator terminals on application of the 3-phase fault. Since the 
fault is symmetrical, we know it is sufficient to observe any one of the phasors during the 
fault. Owing to the inductive nature of the machine, the machine opposes the sudden 
change in current in the circuit, but due to instant collapse of voltage, the current decays 
almost completely in 0.07 seconds after the fault initiation. However, the current does not 
completely decay until 0.1s, hence, if the fault is cleared within 0.1s after its initiation, 
the pre-fault conditions can be regained instantly. In an event that the fault is not cleared 
within the stipulated time, the SEIG has to re-excite as it has lost its residual magnetism. 
The re-excitation time does not equal the previous no- load excitation time of the SEIG 
because of the effects of faults on the residual magnetism of the SEIG which play a 
pivotal role in the excitation time [2], [3].  
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function in the wavelet/PSO based VR unit which is applicable for different operating 
conditions and system parameters. Fault detection unit is separate from main controller 
and other components of the entire system, hence, will neither be influenced by 
malfunction of any other units, nor increase computation time of the main controller. It 
improves the safety and reliability, while maintaining fast response.  
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6.0   CONCLUSION 
 
It has been an endeavour in this research work, to analyse the performance of 
conventional 7.5 hp aluminum-rotor induction machine and niche 7.5 hp copper-rotor 
induction machine as self excited induction generators for distributed wind power 
generation. A novel two-axis mathematical model of the SEIG has been developed to 
represent the system using higher order differential equations by means of the stationary 
reference frame theory. Investigations have been performed using the developed model 
and  calculated results have been compared to the experimental ones. Understanding the 
inaccuracy of the model, the mathematical model has further been improved by including 
the include AC conduction effects in the rotor bars of both the machines. Once again 
numerical investigations on both aluminum- and copper-rotor machines have been 
performed using this developed model and experimentally verified with results that are 
obtained from the two 7.5 hp industrial type induction machines. Results obtained using 
the model by ignoring and also by considering the AC conduction effects in the case of 
open circuit and static loading conditions have been compared with the experimental 
ones. For both the machines the models that considered the AC conduction effects 
produced acceptable results closer in agreement to the experimental results, hence 
improving the accuracy of the developed mathematical model. Also the AC conduction 
losses are more in the copper-rotor machine when compared to that of it aluminum 
counterpart as the skin effect is directly proportional to the conductivity of the material. 
As can be seen from the magnetizing curves of each SEIG, the curve for the copper-
rotor machine is steeper compared to the aluminum-rotor machine. As a result for the 
same amount of capacitance the no load output voltage will be higher in case of copper-
rotor SEIG. For the same voltage output, a higher value of capacitance will be required 
for the aluminum-rotor machine.  
The voltage and current build up time under open circuit condition is found to be 
considerably higher in case of the model that ignores the AC effects. It is also observed 
that the transients decays faster in case of the model that takes AC effects into account. 
The CRSEIG could be loaded more than the ALSEIG because of its lower losses, 
better power factor and hence, has been found to yield higher efficiency. The CRSEIG 
operates at a slip of 1.05% and the ALSEIG operates at a slip of 1.82% at their maximum 
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loading conditions, which is lower than the rated slip of the respective machines. It was 
observed that the no-load excitation requirement of the CRSEIG was a bit more than the 
ALSEIG. As the machines were loaded the VAR and the capacitance required by the 
ALSEIG was more than that of the CRSEIG. The range of capacitance requirement for 
CRSEIG varied from 37µF to 55 µF, whereas the same for ALSEIG varied from 65 µF to 
87 µF, for no-load to maximum loading condition. It is also seen that the compensating 
capacitance requirement of the CRSEIG is reduced due to the design of the machine with 
higher value of flux density. Otherwise, the lesser capacitance requirement for the 
CRSEIG can be attributed to the steeper saturation characteristics of the machine. 
One of the main drawbacks of a self-excited induction generator is its poor voltage 
regulation, since there is no separate dc excitation system. The voltage regulation for the 
aluminum-rotor machine has been found to be better than that of the copper-rotor 
machine. It is also observed that the for about 6% variation in terminal voltage from the 
rated value, the CRSEIG, because of its poor voltage regulation, required almost seven 
steps of capacitor switching to generate the maximum power. Whereas, the ALSEIG 
required only about four capacitor switching steps to reach its maximum power. Hence, 
the voltage regulating scheme will be a lot cheaper for the ALSEIG compared to that of 
the CRSEIG. 
It is also observed that the change in frequency for the copper-rotor machine is less 
than that of the aluminum-rotor machine. Stator frequency of the CRSEIG and ALSEIG 
dropped to 0.989 pu and 0.982 pu under full load condition, respectively. It is also seen 
that the copper-rotor machine takes less time to regain a stable frequency during resistive 
loads and more time than the aluminum-rotor machine at inductive loads. 
Furthermore, issues such as voltage regulation and fault analysis in an autonomous 
distributed wind power generation are elucidated and advantage of the fault tolerant SEIG 
and the need for fault detection and post-fault data collection in distributed generation is 
discussed. An exclusive Wavelet/PSO based control algorithm is developed and built on 
a low cost embedded system for voltage regulation and fault detection. It has been 
interfaced with a switched capacitor bank to provide an economical and reliable voltage 
regulation scheme. Results from numerical and experimental investigations are presented.  
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