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Introduction
An important problem in modern number theory is to understand the behaviour of L−functions.
Those functions arise as a generalization of the Riemman ζ−function
ζ(s) =
∞∑
n=1
1
ns
Apart from their analytic significance, L−functions are analytic objects that give information
about number theoretic objects. An example of this relation is the Birch and Swinnerton-Dyer
conjecture (BSD), that says
"The rank of an elliptic curve E is the order of the zero
of L(E, s) at s = 1 with L the Hasse-Weil L-function."
To understand the behaviour of those functions, mathematicians have been researching on how
to obtain expressions of L−functions, hope to find how is their general structure. In this disser-
tation we study the Gross-Zagier formulae, [8], expressions of L−functions in terms of Shimura
varieties. A few years later after Gross’s paper, the work of Gross and Zagier [10] (1986) com-
bined with the work of Kolyvagin (1989) allows us to prove a restricted case of the BSD conjecture.
A very important part in the work of Gross-Zagier formulae was the introduction of the theory
of Shimura varieties. Those objects were introduced by Goro Shimura in some papers during the
1960’s. Shimura worked with quotients of hermitian symmetric domains with the objective of gen-
eralizing the reciprocity law of complex multiplication theory. From a less technical point of view,
we can understand Shimura varieties as the generalization of modular curves. This construction
also has good behaviour respect the moduli point of view, since these varieties parametrize certain
families of abelian varieties; the higher dimensional version of elliptic curves. Apart from their
importance and mathematical wealth per se, Shimura varieties have been used to compute values
of L−functions, to solve problems in arithmetic geometry, and as a natural realm of examples in
the Langlands program.
The relation between Shimura varieties and number theory arises from functions that are nat-
urally defined over a Shimura variety. Classically, modular forms are functions defined over a
modular curve, we use those functions because they have information about number theoretical
questions, and these have allowed us to prove a lot of important result in number theory in the last
century. We can define analogous functions over Shimura varieties, these functions can translate
geometric information of our Shimura variety to solve a certain problem in number theory. In the
study of those maps, automorphic forms theory plays an important role, then along this disserta-
tion, an introduction to this theory is explained.
This relation is not an artificial construction to solve only one problem. We can see their natu-
ral connection in the proof of the Gross-Zagier formulae, where Gross uses the theory of Shimura
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6varieties to find an explicit realization of the Jacquet-Langlands correspondence. This is motiveted
because this correspondence allows us to translate a modular forms problem to a quaternionic
modular forms problem. In this case the latter problem is easier due to the fact that the quater-
nionic Shimura curve that Gross constructs is totally definite, i.e, this curve is a finite set of points,
and therefore has an easier arithmetic structure.
In the original paper [8], Gross omits the geometric point of view, actually he constructs an alge-
braic object obtaining desired properties of about embeddings of quadratic orders on quaternion
orders; this algebraic object is in fact a Shimura variety. Actually, this paper can be read without
any idea of what is a Shimura variety. The naturalness of the construction in this paper shows
that this relation goes further than a sporadic use, Gross-Zagier formulae can be seen as a case in
to a bigger theory; this point of view is explained in the chapter 3, section 10.
This dissertation is divided into 3 parts. In the first chapter we introduce needed concepts
about algebra and complex geometry. A lot of results that are there are crucial to prove important
properties in the other two chapters; as the Baily-Borel’s theorem, which allows us to define an
algebraic structure for Shimura varieties. Even thought this chapter contains important results,
we prove few of them, due to the fact that the topic of this dissertation is the arithmetic enclosed
by certain geometric objects (Shimura varieties). Then the role of this chapter is to be a library
of theorems.
The second chapter starts explaining the basic theory about the ring of adéles, a global concept
which contains all the local data of a ring. This ring plays a crucial role in the construction of
Shimura varieties, providing us important theorems as strong approximation theorem. After that,
we give the definition of what is a Shimura variety (connected and non-connected), and then we
prove basic properties about them. With the help of the adele’s theory we prove that we can
express every Shimura variety as the following double quotient
G(Q) \D ×G(Af )/K
Since Shimura varieties are the generalization of modular curves, it would be expected that
these varieties would parametrize some family of "generalizations" of elliptic curves. Indeed, this
expectation is fullfilled; we construct the Siegel modular variety, Hodge type variety and PEL vari-
ety, which define three moduli spaces of abelian varieties. The construction of the Siegel modular
variety is based on the action of the symplectic group Spn over a symplectic vector space. To define
the other two varieties, we restrict this construction in two ways. With these restrictions, we can
find elements, as Hodge structures, which define more restricted moduli spaces. Instead of being
an incidental fact, being a moduli space can help us to obtain some results, carrying problems
about our Shimura variety to a moduli problem, and solving there the problem. An example of
this, is the work of Kolyvagin (1989), where he studies Heegner points of X0(N), the moduli space
of (E,C) with E elliptic curve and C < E subgroup of order N . Using the information given by
those points, Kolyvagin finds relations between the K−rational points of the elliptic curve E and
values of the L−function.
Due to Baily-Borel’s theorem, Shimura varieties are in fact algebraic varieties. In the next
section we study the canonical model of a Shimura variety, an accurate way to define a Shimura
variety as an algebraic variety. The terminology is due to the fact that we can always define the
equations of our Shimura curve over the reflex field, which provides a canonical way to define
every Shimura variety in terms of its automorphisms. This field is defined as the fixed field of the
σ ∈ Gal(Q/Q) which fix certain cocharacters, i.e
E(G,D) = Fix{σ ∈ Gal(Q/Q) : cσD ∼= cD ∈ C(Q)}
We define this concept with the help of the Artin reciprocity, which sends elements of the adele
ring to the automorphisms group. This allows us to define the notion of what is a canonical model
7in a purely abstract way, without involving any polynomial or tedious tool.
After this section we study a specific type of Shimura varieties; quaternionic Shimura varieties.
Those varieties are constructed using B∗, the multiplicative algebraic group of a quaternion algebra.
We describe the construction of a quaternionic Shimura variety for the definite and indefinite case,
obtaining their quotient expressions
X = ΓB0 (N) \ Hr and Y = B∗ \ P1 ×B(Af )∗/Rˆ
Afterwards, using basic definitions about automorphic forms, we define the natural functions on
quaternionic varieties. We explain their behavior, and we give necessary propositions to state the
Jacquet-Langlands correspondence, which gives the existence of an injective map between quater-
nionic modular forms of two quaternion algebras.
The last two sections are developed to define the Gross-Zagier curve. We analyze this curve
along the last section, applying the theory of Shimura varieties explained in this dissertation. This
curve is a quaternionic definite Shimura curve, and is the curve which we use to find expressions of
the L−functions in the next chapter. This construction is a beautifull example of how arithmetic
geometry works. We start with algebraic objects, as optimal embeddings, we use their properties
to construct a geometric object as
X = B∗ \Hom(K,B)× Bˆ∗/Rˆ
and we use geometric objects or tools to solve our problem geometrically.
Using properties of Shimura varieties we obtain other expressions of this Shimura curve and
its special points. With the help of the correspondences between points of X, elliptic curves and
ideals, along this section we translate properties of Shimura curves to properties of optimal em-
beddings. In this section we also study the functions defined on X, obtaining different ways to
understand Pic(X). All this theory creates a geometry in terms of algebraic objects with the aim
of solving an arithmetic problem.
The third chapter begins explaining the properties of Brandt matrices, algebraic objects that
arise as coefficients of a modular form which contains information about a quaternion algebra;
jij =
1
2wj
∑
b∈Mij
e2pii(n(b)/n(Mij))τ =
∑
m≥0
Bij(m)q
m
These matrices act like a glue in the rest of the chapter. They help us to obtain the realization of
the Jacquet-Langlands correspondence between X = XB and XM2(Q). We use their properties to
obtain how the Hecke operator acts in the space of modular forms of XB .
After studying these matrices, we give some properties about supersingular elliptic curves. These
curves are related to our problem because their endomorphism ring is an order of a quaternion
algebra. We exploit this relation to obtain a bijective correspondence between points of X and
supersingular elliptic curve. This allows us to use some from the theory of elliptic curves to solve
problems about points of X.
In the third section we state the main result: Given the L−function
L(f,A, s) =
∞∑
m=1
(m,N)=1
(m)
m2s−1
∞∑
m=1
amrA(m)
ms
we can express its special value as
L(f,A, 1) =
(f,GA)√
D
8with GA an expression involving special points of X.
Apparently, this is an analytic problem, and in fact, with the help of the Rankin’s method, we
simplify this expression. This method gives us an expressions in terms of the trace, therefore in
the next section we compute the trace, giving a more manipulable expression.
The fifth section could be the most important part of this chapter. This is because in this part
we give the explicit realization of the Jacquet-Langlands correspondence, called the Eichler corre-
spondence. This relation helps us to solve some problems relating modular forms, just because we
can translate a modular forms problem to a problem of Pic(X), the set of line bundles of a finite
set of points.
φ : Pic(X)⊗T Pic(X)∨ −→ M
φ(e, e∨) −−→deg e · deg e
∨
2
+
∑
m≥1
〈tme, e∨〉qm
In the following chapter, with the help of this correspondence and using tools inherited from the
"elliptic curves-ideals-points of X correspondence", we express this L−function in terms of special
points of X, obtaining the desired result.
In the next three sections we give expressions of other L−functions as
L(f, χ, s) =
∑
A∈Pic(O)
χ(A)L(f,A, s) or L(f, χ = 1, 1) = L(f, 1)L(f ⊗ , 1)
The last L−function has a crucial importance in number theory, and this is the inspiration of the
next two sections. Using Shimura’s ideas about modular forms of semi entire weight, we reinterpret
this result in terms of modular forms of weight 3/2, obtaining a correspondence between Hecke
modules, as with the Eichler correspondence. Doing a reasoning similar to the main result proof,
we obtain the Waldspurger’s formula
L(f, 1)L(f ⊗ , 1) = (f, f)√
D
m2D
〈ef , ef 〉
In the last section we give a higher point of view of these results, explaining the Gross-Zagier
formulae as a fraction. Inspired by the congruences between modular forms, the study of this sort
of fractions arises due to the attemps to understand how the Peterson inner product varies when
we apply the Jacquet-Langlands correspondence, i.e, how is the behaviour of these fractions
(f, f)
(fB , fB)
This point of view allows us to study this theory as a part of other bigger theory, where we have
tools from Galois representation, Shimura varieties, modular forms, and L−functions. Anyway,
this last section is an additional section, where we do not explain in detail any result, giving only
the line of thought of this area of mathematics nowadays.
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Chapter 1
Background
As is known, number theory is a field of mathematics which encompass a lot of theory. In this
chapter, we have written ideas and theorems that will be necessaries along the dissertation. Sections
1 and 2 are about the arithmetic of quadratic fields and quaternion algebras. These objects are
closely related to optimal embeddings by Gauss theory. This will be a crucial idea in the Gross-
Zagier formulae proof, because we will obtain tools to solve our problem inherited from the theory
of quadratic fields. The third section is about the geometric background that we will need to
define what is a Shimura variety. In this last section, we will study Lie groups, algebraic groups,
and Hermitian symmetric domains with the aim to give an algebraic structure to the quotient
expression which defines modular curves and Shimura varieties (via Borel’s Theorem).
1.1 Quadratic fields
Let K be a quadratic field, then we can express it as K = Q(√γ). By the theory of quadratic
forms, there exists a bijection:{
Binary quadratic forms
of discriminant d < 0
}
←→
{
Ideals of the ring of integers
of a field with discriminant d
}
Proposition 1.1.1. Let K = Q(√γ) be a quadratic field
1. OK = Z⊕ Z√γ if γ ≡ 2, 3 (4).
2. OK = Z⊕ Z((−1 +√γ)/2) if γ ≡ 1 (4).
Proof. If we have α = r+ s√γ with r, s ∈ Q. Using the norm, α ∈ OK if and only if r2 − s2γ ∈ Z.
If we set 2r = m, 2s = n, then r2 − γs2 ∈ Z implies that m2 − dn2 ≡ 0 (4).
1. If γ ≡ 2, 3 (4), m2 − γn2 ≡ m2 + 2n2 ≡ m2 + n2 (4). This is congruent to 0 modulo (4) if
and only if m and n are even. This is satisfied if and only if r, s ∈ Z.
2. If γ ≡ 1 (4), we have that m2 − γn2 ≡ m2 − n2 (4). m2 − n2 ≡ 0 (4) if and only if
m and n are both odd or vice versa. Going back to the first equality, we see that OK =
{(m+ n√γ)/2 s.t m ≡ n (2)}. Now, we divide (m+ n√γ)/2 in two addens
(m+ n
√
γ)/2 = (m+ n)/2 + n(−1 +√γ)/2
Using the fact that if α = (m + n√γ)/2 ∈ OK , then m ≡ n (2). We can observe that
OK ⊆ Z⊕ Z(−1 +√γ)/2. The other ⊇ is obvious.
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Proposition 1.1.2. The discriminant disc(K) of a quadratic field K = Q(√γ) is given by
1. d = disc(K) = 4γ if γ ≡ 2, 3 (4).
2. d = disc(K) = γ if γ ≡ 1 (4).
Proof. 1. If γ ≡ 2, 3 (4), we have the basis {1,√γ} = {b1, b2}. We can compute the trace
(t(bi, bj)) =
(
2 0
0 2γ
)
concluding that disc(K) = 4γ.
2. If γ ≡ 1 (4), we have the basis {1, (−1 +√γ)/2} = {b1, b2}. We can compute the trace
(t(bi, bj)) =
(
2 −1
−1 (1 + γ)/2
)
concluding with disc(K) = γ.
Proposition 1.1.3. Let p odd
1. If p 6 |disc(K) and (γp ) = 1, then (p) = PP ′ with P 6= P ′.
2. If p 6 |disc(K) and (γp ) = −1, then (p) = P .
3. If p|disc(K), then (p) = P 2.
With (p), P, P ′ ideals in the ring of integers of K.
Proof. 1. Suppose (γp ) = 1, we can find a ∈ Z such that a2 ≡ γ (p). We can factorize our ideal
as (p) = (p, a+√γ)(p, a−√γ).
To prove this we have that (p, a+√γ)(p, a−√γ) = (p)(p, a+√γ, a−√γ, (a2 − γ)/p). And
(p, a+
√
γ, a−√γ, (a2−γ)/p) contains p and 2a. These numbers are relatively prime and we
can obtain √γ in the same way. This implies that this ideal is OK . If (p+√γ) = (p−√γ),
then these two ideals would contain p and 2a. This would imply that (p) = OK and this is
a contradiction.
2. If deg P = 1, then |OK/P | = p. We have an injective map Z/pZ ↪→ OK/P . Then every
coset of D/P is represented by a integer, due to this map.
Let a ∈ Z such that a ≡ √γ (P ), a2 ≡ γ (P ) and a2 ≡ d (p). This is a contradiction, then
deg P = 2.
3. (p) = (p,√γ)2. To prove this, we have that (p,√γ)2 = (p)(p,√γ, γ/p). Numbers p and
γ/p belongs to the ideal (p,√γ, γ/p). They are relatively prime so we can conclude that
(p,
√
γ, γ/p) = OK .
Proposition 1.1.4. If γ < 0 and squarefree, then:
1. U = {1,−1, i,−1} if γ = −1.
2. U = {1,−1, ω,−ω, ω2,−ω2} with ω = (−1 +√−3)/2 if γ = −3.
3. U = {1,−1} if γ 6= −1,−3.
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Proof. Using the structure of the ring of integers, if γ ≡ 2, 3 (4) we can write any unit as x+√γy
with x, y ∈ Z. If N(α) = ±1, x2 + |γ|y2 = 1. If γ = −1, there are 4 possible solutions,
U−1 = {1,−1, i,−i}. If |γ| > 1, Uγ = {1,−1}.
If γ ≡ 1 (4), we can write any unit as (x+√γy)/2. If N(α) = ±1, we have that x2 + |γ|y2 = 4. If
γ = −3, we have that the solutions to this equation are U−3 = {1,−1, ω,−ω, ω2,−ω2}. If |γ| > 3,
then Uγ = {1,−1}.
Proposition 1.1.5. Let O be an order in K, F = [OK : O] is finite and
O = Z⊕ FOK
F is called the conductor of the order.
To prove this proposition we need an aditional lemma.
Lemma 1.1.6. Let A ⊂ B ⊂ C three free abelian groups of rank r. If [C : A] = [C : B], then
A = B
Proof. If we obtain basis of A,B,C, b1, b2, b3 respectively, we can obtain matrices M1,M2 such
that b1 = M1b2, b2 = M2b3. [C : A] = |det M1M2| and [C : B] = |det M2|, we conclude that b1 is
a basis for B.
Proof. We know that [OK : O] = c <∞, since OK and O are both quadratic orders. c acts like a
mcm, then cOK ⊂ O. This implies that Z⊕ cOK ⊂ O. We must compute [OK : Z⊕ cOK ]. If we
take a basis of OK using 1.1.1, OK = [1, x] and Z⊕ xZ = [1, cx], we can compute the rank and we
observe that [OK : Z⊕ cOK ] = c. Thus applying the last lemma we obtain that O = Z⊕ FOK .
Taking x ≥ 1, O = Z ⊕ cOK is an order. OK contains a Q−basis of K; {α1, ..., αn}. By the
definition of O, O contains the Q−basis {cα1, ..., cαn}. Using the first part of the proof we obtain
that [OK : O] = c.
Proposition 1.1.7. The discriminant of an order O with conductor F is F 2dK .
Proof. If we have a basis {1, x} of OK , we can obtain a basis of O, {1, Fx}. Using the properties
of the discriminant, we have that
disc(1, Fx) = F 2disc(1, x) = F 2disc(K)
Observation 1.1.8. We can study when a field K has an order of discriminant d. We solve this
problem looking for a solution to the equation dKf2 = d. In the other direction, we can know which
rings of integers has orders of a given discriminant.
1.2 Quaternion algebras
Definition 1.2.1. An algebra B over K is a quaternion algebra B if there exists a basis {1, i, j, ij}
for B as a F−vector space such that
i2 = a, j2 = b, ij = −ij for a, b ∈ F×
Observation 1.2.2. Along the dissertation, we will use quaternion algebras over Q. We can see
our quaternion algebras as:
Q⊕ iQ⊕ jQ⊕ ijQ
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Definition 1.2.3. An involution is a K−linear map a : B → B which satisfies:
1. 1 = 1
2. c = c ∀c ∈ B
3. cd = dc ∀c, d ∈ B
Also, we say that an involution is standard if cc ∈ K.
Observation 1.2.4. If we have an algebra (a, b|K) over a field with char(K) 6= 2, then the map
t+ xi+ yj + zk → t− (xi+ yj + zk)
is a standard involution, and it is unique.
Lemma 1.2.5. A quadratic K− algebra C (an algebra such that dimKC = 2) is conmutative and
has an unique standard involution.
Proof. C ∼= K ⊕ αK for all α ∈ C, then it is conmutative.
If a : C → C is any standard involution, we have that for all α ∈ C, α2 − (α + α)α + αα = 0.
We can deduce that every involution must has this form i : α → (α + α) − α. This map ex-
tends to an unique involution because (α + α) − α is also a root of the minimal polynomial.
Corollary 1.2.6. If a quaternion algebra B has a standard involution, then it is unique.
Proof. If we choose a α ∈ B \K, we have that K[α] has a unique standard involution by 1.2.5. As
the restriction is unique for all α, the involution is unique.
Definition 1.2.7. The reduced trace (trd) and the reduced norm (nrd) are maps B → K defined
as:
trd : α→ α+ α nrd : α→ αα
Theorem 1.2.8 (Wedderburn’s Structure Theorem). Let A be a finite dimensional simple algebra
over F . Then A is isomorphic to Mn(D) where D ∼= EndA(N) is a division algebra over F with
N a nonzero minimal right ideal of A.
We can find its proof in [1, thm. 7.1.1] and uses deep theory of quaternion algebras.
Corollary 1.2.9. If B is a quaternion algebra over K, either B is a division algebra, or H ∼=
M2(F ).
Proof. Using Wedderburn’s Structure Theorem.
Definition 1.2.10. A quaternion algebra B over K is split if B ∼= M2(F )
Definition 1.2.11. We say that a prime number p (or ∞) is ramified if Bp = B ⊗K Kp (or
Bp = B ⊗K K∞) is a division ring. Otherwise we say that B splits.
Proposition 1.2.12. Let B and B′ quaternion algebras over K. They are isomorphic if and only
if ram(B) = ram(B′).
Its proof is in [1, prop. 4.3.1] which is based on theory about quaternion algebras.
Let B be a quaternion algebra over F such that F = Frac(R)
Definition 1.2.13. A lattice M is a finite generated R−submodule with MF = V
Definition 1.2.14. An R−order O ⊆ B is a R−lattice that is also a subring of B
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From now on we are going to work with a quaternion algebra B over Q which is ramified at a
prime N and ∞. Since the algebra ramifies at ∞, the elements a, b such that i2 = a, j2 = b are
less than zero (a, b < 0).
Definition 1.2.15. Let R be an order in B. We say that I is a left ideal of R, if it is a lattice in
B and it is stable under left multiplication by R.
We define the right order (or left order) of an ideal as OR(I) = {b ∈ B : Ib ⊂ I} (respectively
OL(I) = {b ∈ B : bI ⊂ I})
Definition 1.2.16. The inverse ideal of I is defined as I−1 = 1n(I)I, where n(I) = mcd{n(b) :
b ∈ I} and I = {b : b ∈ I}.
Observation 1.2.17. 1. The right order of an R−ideal I, such that R is a maximal order is
also a maximal order.
2. I−1 is a right ideal for R. Its left order is the right order of I.
Definition 1.2.18. Let S be a quadratic order, let O be a quaternion order. We say that an
R−algebra embedding φ : S ↪→ O is optimal if
φ(K) ∩O = φ(S)
Observation 1.2.19. If an embedding φ : S ↪→ O is not optimal, then there exists a larger order
S ⊆ S′ such that its embedding is optimal.
1.3 Geometric background
Definition 1.3.1. A real Lie group is a C∞−real manifold G with an associated group structure
· : G×G→ G inverse : G→ G
with · and inverse C∞−morphisms. We denote by G0 the connected component of e ∈ G.
Observation 1.3.2. We can define a complex Lie group using complex analyitical manifolds and
holomorphic maps instead of the smooth concepts.
Since every Lie group is a manifold, a meaningfull question is "what is its tangent space?". The
answer to this question coincides with the definition of Lie algebra. This concept is used in a lot
of areas of mathematics. Later, when we will define the concept of an algebraic variety we will see
that it is closely related to the topic of the dissertation.
Definition 1.3.3. Let k be a field of characteristic 6= 2. A Lie algebra g over k is a k−vector
space equipped with a bracket operation
[·, ·] : g× g→ g
such that [X,Y ] = −[Y,X] and [X, [Y,X]] + [Z, [X,Y ]]] + [Y, [Z,X]] = 0 for all X,Y, Z ∈ g.
We also define a Lie subalgebra h of g as a vector subespace such that [h, h] ⊆ h.
In order to obtain the tangent space of a Lie group, we fix e, the identity element of G, and we
set the map
[·, ·] : g× g→ g
(X,Y )→ (UV − V U)e
with U, V the unique left G−invariant vector fields on G such that Ue = X and Ve = Y . The
space Te(G) (also named as Lie(G)) endowed with the map [·, ·] is a Lie algebra. In fact, there is
a strong correspondence between Lie groups and Lie algebras.
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Proposition 1.3.4. Let G a real Lie group and g = Lie(G) its Lie algebra. There is a one-to-one
correspondence
{H ⊆ G connected Lie subgroup} ←→ {h ⊆ g Lie subalgebra}
We can find the proof of this theorem at [33, Ch.1 sec. 2]. Its proof uses deep theory about Lie
groups and Lie algebras.
Definition 1.3.5. 1. We define the inner conjugation as the following map
G→ Aut(G)
g → cg(h) = ghg−1
2. The adjoint representation of G is defined as
Ad : G→ GL(g)
g → de(cg)
where de(·) is the differential of the map.
3. The adjoint representation of g is defined as
ad : g→ End(g)
a→ de(Ad)
Observation 1.3.6. Using those maps, we can see the connection between a Lie algebra and its
automorphisms set. Let g be a real algebra. We can see GL(g) as a Lie group. By definition,
this implies that its tangent space is a Lie algebra. Lie(GL(g)) = End(g) since GL(g) is a linear
space. Also, by the definition of the previous map, the adjoint representation of g is a subalgebra of
End(g). Using the previous proposition, we can deduce that there exists a connected Lie subgroup
Int(g) ⊆ GL(g) such that Lie(Int(g)) = ad(g).
Definition 1.3.7. We say that a real Lie algebra is compact if Int(g) is compact.
A Lie subalgebra h of g is compactly embedded in g if Intg(h) ⊂ GL(g) such that Lie(H) = adg(h)
is compact.
Definition 1.3.8. A Lie algebra g is simple if it is not abelian and it contains no ideals different
from the trivial ones.
It is semisimple if it contains no abelian ideals such that a 6= 0.
We define the Killing form on g, which allows us to classify our Lie algebras. It is defined as
follows
Bg : g× g→ k
(X,Y )→ Tr(ad(X) · ad(Y ))
Theorem 1.3.9 (Cartan). Let k be a subfield of C:
1. g is semisimple if and only if Bg is nondegenerate.
2. g is semisimple if and only if g ' g1 ⊕ ...⊕ gr with gi simple Lie algebras.
Also, if our Lie algebra g is semisimple, given an ideal a ⊂ g, we can divide the algebra as
g = a ⊕ a⊥ with a⊥ = {X ∈ g : Bg(X, a) = 0}. We will name this type of decomposition by
reductive decomposition.
Definition 1.3.10. We say that a Lie algebra is reductive if for any ideal a ⊂ g there exists an
ideal b ⊂ g such that g ' a⊕ b.
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Theorem 1.3.11. A Lie algebra g is reductive if and only if g ' s ⊕ z with s a semisimple Lie
algebra and z an abelian Lie algebra.
Classification of Lie groups:
1. We say that a Lie groupG is a torus if it can be embedded as a subgroup of {diag(a1, ..., an)} ⊂
GLn(C). We can see the space of diagonal matrices as Dn ' C∗ × ...× C∗.
2. We say that a Lie group is simple if it is not abelian and it does not contain normal connected
Lie subgroups that are not the trivial ones.
3. A Lie group is semisimple if it does not contain normal connected abelian Lie subgroups
6= {1}.
4. A Lie group is called reductive if the only normal connected abelian Lie subgroups are tori.
Even thought the theory about Lie groups and Lie algebras is beautifull per se, we are going to
use those objects because they are closely related to the geometry. We are going to study certain
manifolds such that their automorphism group is a Lie group. In that point we will be able to
obtain properties of the manifold using the theory about Lie groups.
In a similar way as in Riemannian geometry we can define a metric over a complex analytic manifold
M
ρ : T (M)⊗ T (M)→ C
If ρ is C−linear on the first variable, ρp(u, v) = ρp(v, u) ∀u, v ∈ Tp(M) and ρ(u, u) > 0 ∀u ∈
Tp(M) \ {0}, we say that ρ is a hermitian metric. We will say that (M,ρ) is a hermitian complex
manifold.
Definition 1.3.12. A hermitian symmetric manifold is a connected hermitian manifold (M,ρ)
such that
1. M is homogeneous: the group Aut(M,ρ) of holomorphic isometries acts transitively on M .
2. M is symmetric: ∀p ∈ M there exists a map sp ∈ Aut(M,ρ) such that s2p = 1, with the
property that p is an isolated fixed point.
Observation 1.3.13. A way to visualize how is the map sp studying its action via local geodesics.
Let M be a manifold (it can be a riemannian manifold, the definition is analogous). If we fix a
point p ∈ M , we can obtain the local geodesics of p, parameterizing them so that γ(0) = p with γ
local geodesic of p. γ acts as follows: sp(γ(t)) = γ(−t).
Example 1.3.14. A complex elliptic curve with the metric ρ = dxdy is a hermitian symmetric
manifold. E = C/Λ, with Λ a lattice over C. The group E acts transitively by translations on M .
If we fix a point p ∈ E, we can find the map sp : q → 2p− q, that is a symmetry which fixes p.
Definition 1.3.15. Let (M,ρ) be a hermitian symmetric manifold, let Kp(E) be the Gauss sec-
tional curvature respect p and E ⊆ Tp(M) such that dim(E) = 2.
1. If Kp(E) < 0, we say that (M,ρ) is of noncompact type also called hermitian symmetric
domain.
2. If Kp(E) > 0, we say that (M,ρ) is of compact type.
3. If Kp(E) = 0 we say that (M,ρ) is of euclidean type.
When (M,ρ) is a hermitian symmetric manifold, we can define a topology over G = Aut(M,ρ),
with a basis of open subsets as follows
W (C,U) = {g ∈ G : g(C) ⊂ U} (1.1)
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where C ⊂M is compact and U ⊂M is open. With this topology, G admits an unique structure
of real analytic Lie group.
There exists a canonical hermitian metric, the Bergam’s metric gBgm. Let D ⊂ Cn be a
bounded open subset. If the group Hol(D) acts transitively and each point admits a symmetry,
(D, gBgm) is an hermitian symmetric domain. Conversely, if we have an hermitian symmetric
domain, it is isometric to some (D, gBgm) with D ⊂ Cn open and compact.
If we fix a point p ∈M , we can define the following automorphism
σ : G→ G
g → spgsp
this is clearly an involution on G. We can divide g = Lie(G) as g = g+ ⊕ g− with g+, g− the
±1−eigenspaces with respect to de(σ).
Theorem 1.3.16. Let (M,ρ) be an hermitian symmetric domain and let K = Kp the isotropy
group of p.
1. M is simply connected and G is semisimple and noncompact.
2. Z(G) = {g ∈ G : gh = hg for all h ∈ G} ⊂ K is a finite group. There exists a
diffeomorphism
pi : G0/K →M
g → g(p)
3. (Kσ)0 ⊆ K ⊆ Kσ = {g ∈ G : σ(g) = g} and Lie(K) = g+.
4. There are two isomorphisms; depi : g− → Tp(M) and exp : K × g− → G0.
Definition 1.3.17. A Lie algebra g is compact if g = Lie(G) with G compact Lie group.
Definition 1.3.18. Let g be a semisimple real algebra. We say that s ∈ End(g) is a Cartan
involution if s 6= Id, s2 = Id, and the +1−eigenspace of s, g+ is compactly embedded in g.
Definition 1.3.19. We say that (g, s) is a symmetric Lie algebra. Also we say that it is of compact
type or noncompact type depending wether g is compact or not.
We also say that (g, s) is irreducible hermitian noncompact symmetric Lie algebra if satisfies that:
1. g is noncompact, g and g⊗ C are simple.
2. g+ is a maximal proper subalgebra of g and z(g+) 6= {0}.
Theorem 1.3.20. There exist a one-to-one correspondence between{
Irreducible hermitian
symmetric domains.
}
→
{
Irreducible noncompact hermitian
symmetric Lie algebras.
}
Proof. If we have (M,ρ) an irreducible symmetric domain, we have that deσ is a Cartan involu-
tion. Using 1.3.16, g+ = Lie(K). We know that K is compact, then g+ is compact. We apply the
same reasoning to deduce that g is noncompact. We conclude saying that (g, deσ) is an irreducible
noncompact hermitian symmetric domain.
Conversely, let (g, s) be an irreducible noncompact hermitian symmetric Lie algebra. Lets denote
by G˜ the universal covering of Int(g). Lie(G˜) = g, and G˜ is simply connected. We can find an
involution σ ∈ Aut(G˜) such that deσ = s.
We denote by K˜ the connected component of e in Kσ = {g ∈ G˜ : σ(g) = g}. Using 1.3.16,
Lie(K˜) = g+, and K˜ is a maximal connected proper Lie subgroup of G˜.
1.3. GEOMETRIC BACKGROUND 21
We define M = G˜/K˜, this is naturally a real analytic manifold. The base point is the image of
e ∈ G˜ by the map pi : G˜ → M . We define the action of G˜ by multiplication. This action is
transitive. There exists a lemma such that gives us the existence of a symmetry for M . With
this lemma we conclude that (M,ρ) is an irreducible hermitian symmetric domain, with ρ the
Riemannian metric, such that G˜ acts on M by isometries.
As we said in the introduction, Shimura varieties are a generalization of modular curves. We
can express every modular curve as a quotient
H/Γ
Defining hermitian symmetric domains, we have generalized the complex half plane. We still need
to find the generalization for congruence subgroups. As we saw, we have an action of Aut(M,ρ) on
M , then, we have to find certain subgroups such that the quotients makes sense. Those subgroups
are given by the following proposition
Proposition 1.3.21. Let D be a hermitian symmetric domain, then let G = Aut(D) be the group
of holomorphic isometries of D. Let Γ ⊂ G+ be a discrete torsion-free subgroup. Thus there is an
unique complex analytic structure on D(Γ) = D/Γ such that
pi : D → D(Γ)
is a local isomorphism. Also, we say that a map of complex analytic varieties D(Γ)→ V is analytic
if the following composition
D → D(Γ)→ V
is an analytic map.
Proof. As with modular curves. If we endow the quotient with the quotient topology, D(Γ) is
a separeted space. Then we take p ∈ D and its isotropy group Γp ⊂ Kp. Since Γ is a discrete
subgroup, then Γp is a discrete subgroup of a compact group, and then finite. Using the hypothesis
of being torsion free, we have that Γp = {1} for all p ∈ D. Then there exist a point p ∈ Up such
that
γUp ∩ Up = ∅
for all γ ∈ Γ \ {1}. Thus the restricted map
pi|Up : Up → pi(Up)
is an homeomorphism, giving us a complex analytic atlas for D(Γ).
The holomorphic isometries group is a Lie group. Since the structure of that Lie groups can
be very complicated, we need to change to an easier object. We are going to simplify this problem
introducing a new concept, algebraic groups. With an algebraic group G we always have an
embedding
G ↪→ GL(Ω)
that will allows us to see elements of the algebraic group as matrices, which allows us to reduce
our problems to linear problems.
Definition 1.3.22. An algebraic group is an algebraic variety G with morphisms
G×G→ G such that (x, y)→ xy
inverse : G→ G such that x→ x−1
satisfying the usual group axioms.
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We are going to work only with affine algebraic groups. We can see this varieties as Zariski-
closed subgroups of GLn(Ω) with Ω algebraically closed field having infinite trascendence degree
over their prime subfield.
Definition 1.3.23. Let G be an algebraic group over k. We define the derived group, Gder as the
intersection of the normal algebraic groups of G such that G/N is conmutative.
We define Gad as the quotient G/Z(G). Also, we define G(R)+ as the group of elements whose
image in Gad(Q) lies in the identity component G(R)+. Then, G(Q)+ = G(Q) ∩G(R)+.
Examples 1.3.24 (Important algebraic groups). 1. Gm = Spec k[X,Y ]/(XY − 1) is the mul-
tiplicative group. Its main propery is that for any k−algebra A, we have that Gm(A) = A∗.
2. Ga = Spec k[X], is the additive group, we have that Ga(A) = A for any k−algebra A.
3. Mn, GLn, SOn, SP2n,...
Definition 1.3.25. We can classify connected algebraic groups G over k as follows
1. G is a torus if G⊗ k ' Gm× n· · · ×Gm. We denote the minimal field extension K such that
G⊗K = Gm× n· · · ×Gm as the splitting field of G.
2. An algebraic group G is semisimple if it contains no smooth connected normal commutative
algebraic subgroups different from the identity.
3. The algebraic group G is reductive if it contains no smooth connected normal commutative
algebraic subgroups other than tori.
We construct a very important operator on algebraic groups, the reduction ResK/F . The idea
is that we have an algebraic group G defined over F and we have a galois finite field extension
K/F , then we want to know how are the points of G over K. This is explained in section 4 of [13],
starting as an example with GLn. We are going to use this operator along the dissertation. This is
beause the reduction of the multiplicative group Gm has good properties and is well defined. We
set T = ResK/FGm, then
T (A) = (A⊗F K)∗
Where T (A) are the A−points for the algebraic group T . We can see its A−points as
G(A) = {Spec (A)→ Spec(R) = G} = Hom{R→ A}
We observe that the operator ResK/F creates a relation
{Varieties over K} ←→ {Varieties over F}
Definition 1.3.26. Two subgroups S1, S2 ⊂ S of a group S are conmensurable if S1∩S2 has finite
index in S1 and S2.
Definition 1.3.27. Let G be an algebraic group over Q. We say that a group Γ ⊂ G(Q) is
arithmetic if it is conmensurable with G(Q) ∩GLn(Z) for some embedding G ↪→ GLn.
A congruence subgroup of G(Q) is a subgroup Γ such that for some embedding as before, the group
contains
Γ(N) = G(Q) ∩ {g ∈ GLn(Z) s.t g ≡ Idn mod N}
as a subgroup of finite index.
The holomorphic isometries group is a Lie group. Then we have to define the same notions
over Lie groups.
Definition 1.3.28. Let G be an arbitrary connected real Lie group, we say that a group Γ is an
arithmetic subgroup if
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• There exists an algebraic group G over Q.
• There exists an arithmetic subgroup Γˆ ⊂ G(Q).
• There exists a surjective morphism pi : G(R)+ → G with compact kernel such that pi(Γˆ) = Γ.
The aim of this section is to prove the Baily-Borel’s theorem. This is a very important theorem
in algebraic geometry, which gives a criterion to determine when a quotient is an algebraic manifold.
From now on, we are going to denote by Γ ⊂ G0 to an arithmetic torsion free-subgroup.
Theorem 1.3.29 (Baily-Borel). 1. If we have D and Γ as before, we have that D(Γ) has a
canonical realization as a smooth Zariski-open subset of a projective algebraic variety D(Γ)∗.
By the arithmetic subgroup, we have an algebraic group with a surjective homomorphism
pi : G(R)+ → G
then, the theorem states that if G(Q) contains no unipotent elements, then D(Γ) is compact
2. Let V be a non-singular quasi-projective variety over C. Every holomorphic map of complex
analytic manifolds
f : V (C)→ D(Γ)(C)
is a regular algebraic map.
To prove this theorem, we will need two theorems.
Theorem 1.3.30 (Chow). Every closed analytic subset of Pn is an algebraic set. Also if
f : X → Y
is holomorphic, then f is a regular map.
To apply Chow’s theorem to our proof, we have an important tool, called the canonical embed-
ding. When we have a complex analytic variety D(Γ), we have defined its differentials, Ω1(D(Γ)).
We define the following map
D(Γ) ↪→ Pg−1
[τ ]→ [f1(τ) : ... : fg(τ)]
with fi functions such that Ω(D(Γ)) = 〈f1dτ, · · · , fgdτ〉. These maps are modular forms of weight
2. This map usually is not an embedding, but if g > 1 and D(Γ) is not hyperelliptic, we have that
the previous map is an embedding.
Proof of Baily-Borel theorem for modular curves.
For modular curves we have that D = H, ρ = dxdyy2 , and G = PSL2(R). The algebraic group
is G = SL2(Q), and the map between these two groups is
G(R)→ G = G/± I
The action on H is given by linear transformations. The arithmetic subgroups of this group are
congruence subgroups. We can see those groups thought the map as
Γ = Γˆ/± I
with Γˆ congruence subgroup.
Also, we know that modular curves have a topological structure and a Riemann surface structure,
we can see this construction in [22, p. 45] and [22, p. 48]. Also, we have the same structures defined
on its compactification, [22, p. 58].
We need to prove that D(Γ) ⊆ D(Γ)∗ is a Zariski open set of a projective space. As modular forms
form a basis of Ω(H/Γˆ) we have an embedding of D(Γ)∗ on Pn. Applying Chow’s theorem, D(Γ∗)
is naturally a projective variety and D(Γ) = D(Γ)∗ \ (Γ \ P1(Q)).
The whole proof of this theorem can be found at [9, p. 24]. It uses automorphic forms to obtain
the embeddings and Big Picard Theorem to the second part.
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Corollary 1.3.31. 1. The structure of an algebraic variety on D(Γ) is unique.
2. For any other compactification D(Γ) ↪→ D(Γ)∗ new such that D(Γ)∗ new is a projective variety
with D(Γ)∗ new \ D(Γ) a divisor with normal crossings, there exists a unique regular map
D(Γ)∗ new → D(Γ)∗ such that the following diagram conmutes
D(Γ) ↪→ D(Γ)∗ new
↓ ↓
D(Γ)∗ id−→ D(Γ)∗
Proof. 1. Using Borel’s theorem we know that there exists an algebraic variety V such that
D(Γ) ' V (C)
Then, since this is an ismorphism, we have that the structure is unique.
2. Using Borel’s theorem we have the following diagram
V (C) f−→ D(Γ)
↓ ↓
V ∗(C) fˆ−→ D(Γ)∗
If f is holomorphic, then by Borel’s theorem fˆ is a regular map between algebraic varieties.
Then, appliying this theorem to V = D(Γ) ⊂ V ∗ = D(Γ)∗ new the statement holds.
This theorem will prove that Shimura varieties are in fact algebraic varieties. Since this theorem
will be used along the dissertation, we will give some examples of aplications of Borel’s theorem,
which will appear along the second chapter.
Examples 1.3.32. • The basic examples are modular curves. We take D = H, its holomorphic
isometries are Aut(H) = SL2(R), with G = SL2 semisimple algebraic group over Q. We
take Γ = SL2(Z), and then we can embed this quotient in the affine space
D(Γ)
'−→ A1C
We can observe that this is not a projective variety, since
(
1 1
0 1
)
∈ SL2(Z) is unipotent.
• Let D = Hn the Siegel half plane, a generalization of the complex half plane using matrices.
We can see its explicit definition in chapter 2 section 3. The group G = Sp2n acts on the
Siegel half plane, also this group is defined over Q and it is semisimple. Then the quotient
SP2n(Z) \ H
is the set of complex points of a non-projetive variety.
• This case will be very important along the dissertation. Let B be a quaternion algebra over a
totally real field F . We denote by v1, ..., vn : F ↪→ R each real archimedian place of B. Then
we write B⊗QR = B⊗F F ⊗QR =
⊕
v(B⊗f Rv) = M2(R)×
r· · · ×M2(R)×H× s· · · ×H with
n = r + s.
Let B∗ = {b ∈ B∗ s.t N(b) = 1}, this is an algebraic group over F , because in every rep-
resentation of the quaternion algebra, the norm will be determined by the determinant of a
matrix, providing us a polynomial equation which defines the algebraic group.
Set GB = ResF/QB∗, that is also an algebraic group over Q by definition, it has the property
that GB(K) = (B ⊗Q K)∗ for any extension field K/Q. Using the previous isomorphisms
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given by archimedean places we have that GB(R) = SL2(R)× r· · · ×SL2(R)×H∗× s· · · ×H∗.
Let O be a quaternion order, we can define the quaternion order of norm 1 as O. We claim
that this is a discrete subgroup of GB(R), and it is in fact and arithmetic subgroup of
G = SL2(R)× r· · · ×SL2(R)
This is because the kernel of
GB(R)→ G
is compact. We have that this group acts on
D = H1× r· · · ×H1
We use the Baily Borel’s theorem, concluding that for any subgroup
Γ ⊂ G
which satisfies the hypothesis D(Γ) is a quasi-projective variety. We are going to examine
specific cases of quaternion algebras
– Let B ' M2(F ). In this quaternion algebra there are unipotent elements, then D(Γ) is
not compact
– If B = M2(Q), and Γ ∈ SL2(Z) is a subgroup as in the previous theorem, using Baily
Borel we can define its quotinent, that is a modular curve.
– If F 6= Q and B = M2(F ), then D(Γ)∗ are called Hilbert-Blumenthal modular variety.
This is a singular projective variety of dimension [F : Q].
– If B 6' M2(F ), then there are no unipotent elements in any Γ. The variety is compact
and D(Γ) = D(Γ)∗ is a projective variety of dimension r. We can claim that this variety
is smooth unless Γ has torsion.
All those examples are in fact Shimura varieties, specifically quaternionic Shimura varities.
We will study those objects in the sections 5, 6 and 7 of the second chapter.
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Chapter 2
Shimura varieties
2.1 Adeles
To ilustrate the behaviour of Shimura varieties the study of the ring of adeles is indispensable, this
is because the arithmetic of Shimura varieties will be encoded in the "adele world". Before starting
to define what are the adeles, we are going to give a brief overview of how arises this concept.
Let Ln(Q) be the space of lattices in Qn. Let L ∈ Ln(Q). For every prime p we can define its
localization as
Lp = L⊗Z Zp ⊂ Qnp
Lp is a lattice in Qnp . Our main objective is to obtain information about the global lattices using
the local reduction, which is simpler. To connect the global and the local information we have the
following property which proof can be found at [13, p. 10].
Proposition 2.1.1. Let L ⊂ Qn be a lattice. For almost every prime p, then
Lp = Znp
Moreover, the map
L→ (Lp) with p prime.
Defines a bijection between the set of lattices Ln and the set of sequences Lp, with p prime such
that Lp = Znp for almost all p.
The converse map is defined as
(Lp)p → L =
⋂
p
(Qn ∩ Lp)
This proposition essentially tells us that the set of global lattices is determined by a certain type
of local lattices, and then we can obtain information about global lattices studying local lattices.
The idea behind adéles is to keep all the local data in one structure.
Now, we can observe that the group GLn(Qn) acts transitively on Ln(Q) by a linear change of
variable
L→ Lg = {g−1x, x ∈ L}
We deduce that the stabilizer of Zn is GLn(Z). Then
Ln(Q) = ZnGLn(Q) ' GLn(Z) \GLn(Q)
If we look at the local case, let Ln(Qp) be the set of lattices in Qnp . The group GLn(Qp) acts
transitively on Ln(Qp), and the stabilizer of Znp is GLn(Zp). Then, with the same action, we can
obtain that
Ln(Qp) = GLn(Qp)Zp ' GLn(Qp) \GLn(Zp)
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This identification, together with the proposition, allows us to define the restricted product
′∏
p
Ln(Qp) = {(Lp)p s.t Lp ∈ Ln(Qp), Lp = Znp for almost all p}
We can also deduce that Ln(Q) is acted transitively by the restricted product
GLn(Af ) =
′∏
p
GLn(Qp) = {(gp)p s.t gp ∈ GLn(Zp) for almost all p}
From this action, we can obtain the equivalent global action. Given gf = (gp)p ∈
∏′
pGLn(Qp),
then
gfL =
⋂
p
(Qn ∩ gpLp)
The group GL(Af ) is called the group of finite adelic points of GLn.
Observation 2.1.2. We have an embedding
GLn(Q) ↪→ GLn(Af )
γ → (γ, γ, ...)p
Now, we can express the set of lattices of Qn with its new definition as
Ln(Q) ' GLn(Z) \GLn(Q) ' GLn(Af )/GLn(Ẑ)
with GLn(Ẑ) =
∏
pGLn(Zp). We can also give another expression of the set of lattices, which will
be crucial in the dissertation.
Since GLn(Z) = GLn(Q) ∩GLn(Ẑ), we define the map
GLn(Q)→ GLn(Q)×GLn(Af )
g → (g, Id)
This map induces the main identification
Ln(Q) ' GLn(Z) \GLn(Q) ' GLn(Q) \GLn(Q×GLn(Af )/GLn(Ẑ)
In this expression, GLn(Q) acts diagonally by left multiplication on GLn(Q) × GLn(Af ). We
also can define the equivalent double quotient for real lattices, and we denote by GLn(A) =
GLn(R)×GLn(Af ), the group of adelic points of GLn.
We have defined this concepts for GLn, which is an algebraic group. Now we are going to define
adeles, and ideles, with the objective of defining adelic points of any algebraic group.
Definition 2.1.3. The ring of finite adeles is the following restricted product
Af =
′∏
p
Qp = {(λp)p s.t λp ∈ Qp, λp = Zp for a.e.p}
The ring of adeles is the product
A = R× Af
Observation 2.1.4. Since adeles are defined over locally compact rings as R and Qp, we can
define its natural topology. A basis of open subsets is given by
Ω∞ ×
∏
p∈S
Ωp ×
∏
p 6∈S
Zp
where S is a finite subset of primes, Ωv ⊂ Qv are open subsets in the v-adic topology and Ω∞ is
an open subset of R. It is important to remark that, with this topology, the embeddings Qp ↪→ Af ,
R ↪→ A and Af ↪→ A are closed.
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Let V be any algebraic variety defined over Q, we can define its adelic points as in the way
that we have been doing
V (A) =
′∏
v
V (Qv) = {(xv)v s.t xv ∈ V (Qv), xp ∈ Znp for a.e.p}
Now, we can generalize all properties that we gave for the algebraic group GLn. We have the
embeddings
G(Qp) ↪→ G(Af )
gf → (IdR, gf )
And then, we have the next embedding
G(Q) ↪→ G(Af )
gQ → (gQ, (gQ)p)
We can obtain the "integrality notions" using that the group G(Zp) = G(Qp) ∩ GLn(Zp) is an
open compact subgroup of G(Qp) and G(Ẑ) = G(Af ) ∩ GLn(Ẑ) is an open compact subgroup of
G(Af ).
Now, we are going to study the generalization of the double quotient that we mentioned before.
The properties of this object and the strong aproximation theorem, will give important tools for
the theory of Shimura varieties.
Theorem 2.1.5 (Borel). The double quotient
G(Q) \G(A)/G(R)G(Ẑ)
is finite. The same result holds if we change G(Ẑ) by any compact subgroup Kf ⊂ G(Af ).
The proof of this theorem can be found in [13, p. 399], and uses advanced theory about algebraic
groups.
Observation 2.1.6. Even thought we have not proved the previous theorem, we can use the in-
clusion G(Af ) ⊂ G(A) to obtain an useful identification
G(Q) \G(Af )/Kf ' G(Q) \G(A)/G(R)Kf
This gives us a way to express adelic points of an algebraic group as follows
G(A) = ∪iG(Q)giG(R)Kf , gi ∈ G(A)
Rewriting gi = (gR,i, gf,i), we can define a group that is conmensurable with G(Z) and discrete in
G(R)
Γi = GLn(Q) ∩ gf,iKfg−1f,i
Proposition 2.1.7. With the previous notation, we have the following homeomorphism
∪iΓi \G(R) ' G(Q) \G(A)/Kf
Proof. Let g ∈ G(A), and [g] = G(Q)gKf expressed as in the previous coset form. We consider
the map
∪iΓi \G(R)→ G(Q) \G(A)/Kf
(i,ΓigR)→ [(gR, gf,i)]
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This map respects the quotient. Let γ ∈ Γi. If we replace gR by γigR, we have that
[(γgR, gf,i)] = [(gR, γ
−1gf,i)] = (2.1)
where we have used the fact that if we multiply gR by γi, it changea the gf,i part by the definition
of the map. Also, we can use the fact that γi ∈ GLn(Q) ∩ gf,iKfg−1f,i , and then we can express
γi = gf,ikfg
−1
f,i
(2.1) = [(gR, gf,ikfg
−1
f,i gf,i)] = [(gR, gf,i)]
In the last equality we have used the fact that kf ∈ Kf . Then, this step follows by quotient’s
definition.
This map is continuous and closed. We have to prove that it is also bijective. Lets suppose that
[(gR, gf,i)] = [(g′R, gf,i′)]. Using where is this map defined, we have that
(g′R, gf,i′) = (γgR, γgf,ikf )
Thus we conclude with i = i′ which implies that gf,i = gf, i′ and γ ∈ Γi, deducing the injectivity.
In order to prove the surjectivity let g ∈ G(A) with g = gRgf , by definition there exists i, γ ∈ G(Q)
and kf ∈ Kf such that gf = γgf,ikf . Then we can express [g] as
[g] = [gR, γgf,ikf ] = [γ
−1gR, gf,i]
Theorem 2.1.8 (Strong aproximation). Let G be a semisimple, simply connected, algebraic group
such that for each simple factor of G, its group of real points is not compact, then G(Q)G(R) is
dense in G(A). In particular, for any open compact subgroup Kf < G(Af ), we have
G(A) = G(Q)G(R)Kf and Γ \G(R) ' G(Q) \G(A)/Kf
Also G(Af ) = G(Q)K with K compact open subgroup of G(Af )
Proposition 2.1.9 (Real aproximation). Let G be a connected algebraic group over Q. Then
G(Q) is dense in G(R)
We can find the proof of this proposition at "On sa ramène aisèment au cas des tores", written
by Deligne or in [13, p. 399]. Its proof uses theory about algebraic groups and adeles.
2.2 Shimura varieties
Definition 2.2.1. A connected Shimura datum is a pair (G,D = {h}), where
• G is a semisimple algebraic group over Q.
• h : S1 → GadR is an homomorphism such that
– SV1: Only the characters 1, z and z−1 = z occur in the adjoint representation of S1 on
V = Lie(Gad)C.
– SV2: Ad(h(−1)) is a Cartan involution on Lie(Gad)R.
– SV3: There exists no factor H of Gad over Q such that H(R) is compact.
• D = {g · h · g−1}g∈Gad(R)0 ⊂ Hom(S1, GadR ).
Observation 2.2.2. We denote by GA(R) = G(R)⊗R A for any field A and any R A−algebra.
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Observation 2.2.3. We can explain the meaning of SV1 as follows; using the definition of the
map Ad we have the following chain of maps
S1
h−→ GadR Ad−−→ GL(Lie(GadR ))
The composition map is a representation of S1. This means that for each z ∈ S1, we have associated
a linear transformation of Lie(GadR ). The hypothesis SV1 says that we can subdivide V as V =
V 0 ⊕ V + ⊕ V − using the action of the linear transformations inherited from S1 as follows:
∀z ∈ S1, we have that Ad h(z)v0 = v0, Ad h(z)v+ = zv+, Ad h(z)v− = z−1v−, for any v0 ∈ V 0,
v+ ∈ V + and v− ∈ V −.
Observation 2.2.4. Condition SV3 will be usefull when G is simply connected to apply the Strong
approximation theorem,2.1.8. This theorem will allow us to obtain information about the arithmetic
properties of Shimura varieties.
Lemma 2.2.5. Let H be an adjoint real Lie group, and let h : S1 → H be an homomorphism
satisfying SV 1, SV 2. Then the following conditions on h are equivalent
1. h(−1) = 1.
2. h is trivial.
3. H is compact.
Proof. (1⇒ 2) If h(−1) = 1, we deduce that h can factor through
S1
2−→ S1
because h is an homomorphism. Then we observe that z±1 cannot occur in the representation of
S1 on Lie(H)C. Then S1 acts trivially on Lie(H)C, implying 2.
(2⇒ 1) trivial.
(a ⇐⇒ c). From [6, prop 1.17 a] we can use that given a connected algebraic group G over R,
G(R) is compact if and only if the Cartan involution is the identity map.
H is compact⇐⇒ ad h(−1) = idG ⇐⇒ h(−1) = 1
The last equivalence follows because Z(H) = 1.
Proposition 2.2.6. To give a connected Shimura datum is the same as to give
1. A semisimple algebraic group G over Q of noncompact type.
2. A hermitian symmetric domain D.
3. An action of G(R)+ on D defined by a surjective homomorphism Gad(R)+ → Hol(D)+ with
compact kernel.
Proof. Let (G,D) be a connected Shimura datum. Let h ∈ D that is of the following form
h : S1 → G
We can decompose GadR into a product of its simple factors, obtaining
GadR = H1 × · · · ×Hs
We can project the map h into the simple components of GadR . Let ui : S
1 → GadR
pi−→ Hi, where
pi is the projection to the i−th component. Since this map satisfies the hypothesis of the previous
lemma, 2.2.5, we can deduce that ui = 1 if Hi is compact. Otherwise, using [6, prop. 1.21], we
deduce that there is an irreducible hermitian symmetric domain D′i such that Hi(R)+ = Hol(D′i)+,
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and D′i is in natural one-to-one correspondence with the set Di of Hi(R)+−conjugates of ui.
The product D′ =
∏
iD
′
i is a hermitian symmetric domain on which G(R)+ acts via a surjective
homomorphism Gad(R)+ → Hol(D)+ with compact kernel. Also, there is a natural identification
D′ =
∏
D′i ←→ D =
∏
Di
Conversely, given the statement datum (G,D,G(R)+ → Hol(D)+). We can obtain a decomposi-
tion of GadR = H1×· · ·×H2 in simple factors. Let denote by Hc the product of the compact factors
and Hnc the product of non compact factors. The action of G(R)+ on D defines an isomorphism
Hnc(R)+ ' Hol(D)+
We can observe that we only use the non compact part because the lemma 2.2.5 shows us that if
Ui is compact then the projection of u into this factor will be 1. Also, the set {up s.t p ∈ D} is
a Hnc(R)+−conjugacy class of homomorphisms U1 → Hnc(R)+ satisfying the first two Shimura
axioms, due to [6, prop. 1.21]. Then we can define
{(1, up) : S1 → Hc(R)×Hnc(R) s.t p ∈ D}
the Gad(R)+−conjugacy class of homomorphisms S1 → Gad(R) satisfying the first two Shimura
axioms
Observation 2.2.7. Using the previous proposition, we know that a Shimura datum is very similar
to a modular curve. We have an Hermitian symmetric domain that, as we have explained in the
previous section, it is very similar to a piece of H+, and a group which acts on H+, in this
case GL. The only piece that we lack is the congruence subgroup. As we have seen in the first
chapter, defining congruence subgroups requires an elaborated argument. In the following theory,
we will define what are congruence subgroups for this datum, giving us the complete generalization
of modular curves, Shimura varieties.
Given (G,D) a connected Shimura datum, we can define a Shimura variety. First, we are going
to give some ideas that makes this definition consistent.
As proposition 2.2.6 said, if we have a Shimura datum, we have an hermitian symmetric domain
D such that G(R)+ acts on it. The construction of this action is given by the proof of that
proposition. The map Gad(R)+ → Hol(D)+ has compact kernel, then, using the following chain
Gad(Q)+ → Gad(R)+ → Hol(D)+
we have the definition of arithmetic subgroups of Hol(D)+. Thus we can transfer arithmetic
subgroups of Gad(Q) to Hol(D)+ via this map, and it can be deduced that the kernel of Γ→ Γ is
finite.
If Γ is torsion free, using the Borel theorem 1.3.29 we can construct D(Γ) = Γ \ D, which is a
smooth Zariski-open subset of a projective algebraic variety. Then, as we said in the last section,
using Chow’s theorem, we can conclude that its compactification is an algebraic variety.
We observe that given a Shimura datum (G,D) we can construct a lot of different algebraic
varieties. We will have two definitions of Shimura varieties, the "local" definition, which describes
quotient varieties, and the "global" definition, which evolves all the information of a given Shimura
datum.
Definition 2.2.8. Let (G,D) be a connected Shimura datum. A connected Shimura variety relative
to (G,D) is an algebraic variety of the form D(Γ) with Γ an arithmetic subgroup of Gad(Q)+
containing the image of a congruence subgroup of G(Q)+ and such that Γ is torsion-free. The
inverse system of such algebraic varieties, denoted by Sho(G,D) is called the connected Shimura
variety attached to (G,D).
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Now, we want to construct a Shimura variety given a Shimura datum (G,D). As we can see,
the only obstruction in the definition is how to obtain an arithmetic subgroup of Gad(Q)+ such
that contains the image of a congruence subgroup of G(Q)+. In order to solve this, we have a
criterion given by the following two propositions
Proposition 2.2.9. Let G be a reductive group over Q. For any compact open subgroup K ⊂
G(Af ), then K ∩G(Q) is a congruence subgroup of G(Q).
Proof. We can find this proof in [9, prop 2.2.2], and it is an easy exercise about algebraic groups.
Proposition 2.2.10. Let pi : G(Q)+ → Gad(Q)+. The following conditions on an arithmetic
subgroup Γ of Gad(Q)+ are equivalent:
1. pi−1(Γ) is a congruence subgroup of G(Q)+.
2. pi−1(Γ) contains a congruence subgroup of G(Q)+.
3. Γ contains the image of a congruence subgroup of G(Q)+.
Proof. (1⇒ 2) Trivial by definitions.
(2⇒ 3) Let Γ′ be a congruence subgroup of G(Q)+ contained in pi−1(Γ). Then we have that
Γ ⊃ pi(pi−1(Γ)) ⊃ pi(Γ′)
(3⇒ 1) Let Γ′ be a congruence subgroup of G(Q)+ such that Γ ⊃ pi(Γ′), we consider
pi−1(Γ) ⊃ pi−1pi(Γ′) ⊃ Γ′
Using that pi(Γ′) is arithmetic [6, prop. 3.2], then it is of finite index in pi−1(Γ). Let Z be the
centre of G. We have that Z(Q)Γ′ ⊃ pi−1pi(Γ′), Z(Q) is finite and Γ′ is of finite index in pi−1(Γ),
proving that pi−1(Γ) is a congruence subgroup.
Observation 2.2.11. The homomorphism pi : G(Q)+ → Gad(Q)+ is usually not injective. Then,
pipi−1(Γ) is normally not equal to Γ. This implies that the family D(Γ) with Γ congruence subgroup
of G(Q)+ is usually much smaller than Sho(G,D).
Proposition 2.2.12. Let (G,D) be a connected Shimura datum with G simply connected. Let K
be a compact open subgroup of G(Af ), and let Γ = K ∩ G(Q) be the corresponding congruence
subgroup of G(Q). The map x→ (x, 1) defines the bijection
Γ \D ' G(Q) \D ×G(Af )/K
Here, the action is defined as follows
• G(Q) acts on both D and G(Af ) on the left, i.e, q · (x, a) = (qx, qa).
• K acts only on G(Af ) on the right, i.e, (x, a) · k = (x, ak).
If we endow D with its usual topology and G(Af ) with the adelic topology, this becomes an home-
omorphism.
Proof. Using 2.1.8, we can express G(Af ) = G(Q)K. Then we can express every element of
G(Q) \D ×G(Af )/K as [x, 1]. Using the definition of our coset, we have that
[x, 1] = [x′, 1] if and only if there exist q ∈ G(Q)and k ∈ K such that x′ = qx, 1 = qk
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Since k ∈ K, q ∈ G(Q) and q = k−1, we have that a = k−1 ∈ G(Q) ∩K = Γ. Thus, [x, 1] = [x′, 1]
if and only if x and x′ represent the same element in Γ \D. Consider the following diagram
D
x→(x,[1])−−−−−−→ D × (G(Af )/K)
↓ ↓
Γ \D [x]→[x,1]−−−−−−→ G(Q) \D ×G(Af )/K
Using that K is open, then G(Af )/K is discrete, and then the upper map is an homeomorphism.
The lower map is an homeomorphism by definition of our coset.
At first sight, the expression Γ\D seems to be easier than G(Q)\D×G(Af )/K, but the latter
expression allows us to construct Sho(G,D). Before constructing Sho(G,D), we need to prove an
auxiliar lemma.
Lemma 2.2.13. Lets G be a topological group acting continuously on a topological space X. Let
(Gi)i∈I be a directed family of subgroups of G.
1. The canonical map h : X/ ∩Gi → lim←−X/Gi is continuous.
2. The map h is injective if the stabilizer in Gi of x is compact for every x ∈ X and i ∈ I.
3. The map h is surjective if the orbit xGi is compact for every x ∈ X and i ∈ I.
Proof. In this proof we will use the fact that a direct intersection of non empty compact sets is
nonempty. Then we have that a directed inverse limit of nonempty compact sect is non-empty.
1. Let I =
⋂
Gi. We know that I acts continuously on X, and the map
X/I → X/Gi
is continuous for every i. Then the inverse limit of these continuous maps is continuous.
2. Let x, x′ ∈ X. For each i, we define
Gi(x, x
′) = {g ∈ Gi s.t xg = x′}
By the hypothesis Gi(x, x′) is compact. Also, if x and x′ have the same image in the inverse
limit lim←−X/Gi, then Gi(x, x
′) is non empty for those x, x′. Then, the intersection of those
sets is non empty.
Lets g be in the intersection, lets xg = x′. This shows that x and x′ have the same image in
X/ ∩Gi, proving us the statement.
3. Let (xiGi)i∈I ∈ lim←−X/Gi. Since each orbit is compact lim←−xiGi is non empty. Then if
x ∈ lim←−xiGi, then x ∩Gi maps to (xiGi)i∈I .
Observation 2.2.14. The conclusions of the lemma hold if every subgroup Gi is compact and
every orbit xGi is Hausdorff.
Proposition 2.2.15. We have the following expression
lim←−
K
G(Q) \D ×G(Af )/K = G(Q) \D ×G(Af )
Proof. Lets (x, a) ∈ D × G(Af ) and lets K be a compact open subgroup of G(Af ). To use the
previous proposition, we have to check that the image of the orbit (x, a)K in G(Q) \D × G(Af )
is Hausdorff for K sufficiently small.
Lets Γ = G(Q) ∩ aKa−1. We can assume that Γ is torsion free. Then there exists an open
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neighborhood V of x such that gV ∩ V = ∅ for all g ∈ Γ \ {1}. Let suppose that for any
(x, b) ∈ (x, a)K, we have that g(V × aK) ∩ (V × bK) 6= ∅ for g ∈ G(Q). Then we have that
gaK = bK = aK
Applying this result, we obtain that g ∈ G(Q) ∩ aKa−1 = Γ. Using that gV ∩ V 6= ∅, we deduce
that g = 1, and then we can assert that
g(V × aK) ∩ (V × bK) = ∅
for all g ∈ G(Q) \ {1}. Then the images of V ×Ka and V ×Kb in G(Q) \ D × G(Af ) separate
(x, a) and (x, b). We can apply the last lemma, obtaining a bijective map between those two sets.
We can give an alternative definition of Shimura datum. This will help us to define what is a
non-connected Shimura variety.
We have an exact sequence of Lie groups as follows
0→ R r→r
−1
−−−−→ C∗ z→z/z−−−−→ S1 → 0
This arises from this general exact sequence
0→ Gm ω−→ S→ U1 → 0
where S = ResC/RGm and U1 = S/Gm (and ω defined such that the restriction is the inverse map;
this map is called the weight homomorphism and will be defined in 2.2.20). Those two sequences
are related by its definition, since Gm(R) = R∗ and S(R) = C∗. This exact chain allows us to make
a more general definition of what is a Shimura datum. Given a Shimura datum (G,D), we have a
map u : S1 → G. This map defines an homomorphism h : S→ G using the following definition
h(z) = u(z/z)
By definition, S1 acts on Lie(G)C through the characters z, 1, z−1 if and only if S acts on Lie(G)C
through the characters z/z, 1, z/z. Implication "⇒ ” is obvious by the definition of h. Conversely,
lets h : S→ G an homomorphism for which S acts on Lie(G)C through the characters z/z, 1, z/z.
ω(Gm) acts trivially on Lie(H)C since w(Gm) = ker(z/z). This is because the above sequence is
exact. Then, we obtain that h is trivial on ω(Gm). We conclude that h arises from a u, giving us
the desired result.
The notation that we are going to follow is the same as in the first chapter, lets G be a reductive
group over Q, lets Gad = G/Z(G). We are going to denote by G(R)+ the group of elements of G(R)
whose image in Gad(R) lies in Gad(R)+. Also we are going to denote by G(R)+ = G(Q) ∩G(R)+.
Definition 2.2.16 (Alternative definition of connected Shimura datum). A connected Shimura
datum can be alternatively defined as a pair (G,D = {h}), where G and D are as in the first
definition, except that
h : SR → GadR
is an homomorphism of real algebraic groups satisfying the conditions
• SV1: Only the characters 1, z/z and z/z occur in the representation of SR on Lie(Gad)C.
• SV2: Ad(h(i)) is a Cartan involution on Lie(GadR ).
• SV3: There exists no factor H of Gad over Q such that H(R) is compact.
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Continuing with this approach, we can define the general Shimura datum
Definition 2.2.17. A Shimura datum is a pair (G,D) consisting of a reductive group G over Q
and a G(R)−conjugacy class D of homomorphisms h : S→ GR satisfying the following conditions:
• SV1: For all h ∈ D, only the characters 1, z/z and z/z occur in the representation of SR on
Lie(GR).
• SV2: for all h ∈ D, ad(h(i)) is a Cartan involution of GadR .
• SV3: Gad has no Q−factor on which the projection of h is trivial.
Observation 2.2.18. The differences between a connected Shimura datum and a (possible) non
connected Shimura datum are:
• In a general Shimura datum G is reductive, in contrast to a connected Shimura datum, in
which G is semisimple.
• In a general Shimura datum h arrives to GR, however, in a connected Shimura datum, h has
target Gad.
The latter difference is the one that gives the name "connected".
Examples 2.2.19. • Let G = SL2 and D = H1. Then Sh(G,D) is the family of modular
curves H1/Γ with Γ a torsion free arithmetic subgroup of PGL2 containing the image of
Γ(N) for some N .
• Lets G = T be a torus over Q, let’s choose any morphism h : S → T . Since a torus is
conmutative, T ad = {1}. The Shimura conditions holds. Lets D = {x} be a single point. For
any compact open subgroup K ⊂ G(Af ), we have that
ShK(T, x) = T (Q) \ {x} × T (Af )/K ' T (Q) \ T (Af )/K
is a finite set of points by 2.1.5.
Definition 2.2.20. Lets (G,D) be a Shimura datum, for every h : S → GR in X, we define the
weight homomorphism as
ω : Gm,R → GR
z → 1/h(z)
Proposition 2.2.21. The weight homomorphism is unique and it is well defined.
Proof. A priori, we could think that the weight homomorphism depends on the election of h. What
we are going to prove is that, given a Shimura datum, taking any h ∈ D, we obtain the same weight
homomorphism ω.
Every h : S→ GR in D acts on Lie(G)C with characters z/z, 1, z/z (due to the composition with
Ad). Using the definition of h, h(z) = u(z/z), we can see that h|Gm,R=R∗ = id, and then h(r) must
acts trivially on Lie(GR)C for any r ∈ R. As we know, the only elements of G(R) that act trivially
are those that are in the center of G, and then h(r) ∈ Z(G) for all r ∈ R. Hence, h|Gm,R does
not depend on the election of h. This is because all the elements of D are G(R)−conjugated This
implies that given h′ ∈ D, h′ = ghg−1 for some g ∈ G(R), using the fact that h(r) ∈ Z(G), we
obtain
h′(r) = gh(r)g−1 = gg−1h(r) = h(r)
The following proposition will relate connected Shimura datum with Shimura datum, and allows
us to translate results of connected Shimura datums to results of general Shimura datums.
2.2. SHIMURA VARIETIES 37
Proposition 2.2.22. Lets G be a reductive group over R. Lets h : S→ G be an homomorphism.
Let’s define h : S h−→ G /Z(G)−−−−→ Gad. Lets D be a G(R)−conjugacy class of homomorphisms S→ G,
and D be the Gad(R)−conjugacy class of homomorphisms S→ Gad containing h for h ∈ D.
1. The following map
D → D
h→ h
is injective. Its image is the union of connected components of D.
2. Lets D+ be a connected component of D. Lets D
+
be its image in D by the previous map.
If (G,D) satisfies the first three Shimura axioms, then (Gder, D
+
) satisfies the first three
Shimura axioms. Also, the stabilizer of D+ in G(R) is G(R)+, i.e, gX+ = X+ ⇐⇒ g ∈
G(R)+.
Proof. 1. This proof can be found in [6, prop. 5.7]. To prove the injectivity uses the fact that
we can determine an homomorphism S→ G by its projections to Gder and to the bigger con-
mutative quotient of G. To prove the second part of the statement, we use that Gad(R)+ acts
transitively on each connected component of D by [6, prop. 1.5]. Then G(R)+ → Gad(R)+
is surjective.
2. The first part is trivial, and the second part can be found at [6, prop. 5.7], whose proof uses
algebraic groups theory.
Proposition 2.2.23. Lets (G,D) be a Shimura datum. For every connected component D+ of D,
G(Q)+ \D+ ×G(Af )→ G(Q) \D ×G(Af )
is a bijection
Proof. Using proposition 2.1.9, we know that G(Q) is dense in G(R). Also, G(R) acts on D+ as
the automorphism group of D. We know that D is a hermitian symmetric domain. Using the
definition 1.3.12 and [6, prop. 1.5], we know that Gad(R)+ acts transitively on each component
of X. Since G(R) → G+(R) → Gad(R)+ is surjective, then G(R) acts transitively on D, i.e, the
action has only one orbit. Thus, we can express every x ∈ D as x = qx+, with q ∈ G(Q) and
x+ ∈ D+. Then, we have deduced that the statement map is surjective.
Let (x, a) and (x′, a′) be elements of D+×G(Af ). If [x, a] = [x′, a′] in G(Q) \D×G(Af ), then by
definition we have
x′ = qx, a′ = qa, with q ∈ G(Q)
Since x and x′ are in D+, the element q stabilizes D+, and then by 2.2.23 lies in G(R)+. We can
conclude that [x, a] = [x′, a′] in G(Q)+ \D ×G(Af ).
Proposition 2.2.24. Lets (G,D) be a Shimura datum. Lets D+ be a connected component of D
and K ⊂ G(Af ) be a compact open subgroup. Then
1. G(Q)+ \G(Af )/K is finite as a set. Lets C be the set of representatives of the double coset.
2. There exists an homeomorphism
∪c∈CΓc \D+ → G(Q) \D ×G(Af )/K
x→ (x, cx)
where Γc = cKc−1 ∩G(Q)0 and cx denotes the connected component to which x belongs.
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Proof. 1. Using the proposition [6, prop. 5.3], we know that the group Gad(R)+ \ Gad(R) is
finite. Also, we define the following map
G(Q)+ \G(Q)→ Gad(R)+ \Gad(R)
that is injective because G(Q) is reductive and then connected. It suffices to show that
G(Q) \G(Af )/K is finite. We have proved along this dissertation cases of this quotient, also
we can find the general proof in [6, prop. 5.17].
2. Lets g ∈ C, consider the map
Γg \D+ → G(Q)+ \D+ ×G(Af )/K
[x]→ [x, g]
This map, for each g is injective. This is because if [x, g] = [x′, g], then x′ = qx and g = qgk
for some q ∈ G(Q)+ and k ∈ K. Thus we have found that q ∈ Γg, and then [x] = [x′].
Also we say that G(Q)+ \D+×G(Af )/K is the disjoint union of images of these maps if we
change g. To prove this, lets (x, a) ∈ G(Af ). Then a = qgk for some q ∈ G(Q)+, g ∈ C and
k ∈ K. Then [x, a] = [q−1x, g], which lies in the image of Γg \ D+. Now we suppose that
[x, g] = [x′, g′], with g, g′ ∈ C. Then we have that x′ = qx and g′ = qgk for some q ∈ G(Q)+
and k ∈ K. This implies that g′ = g.
Then, we can see that the map of the statement is an homeomorphism using 2.2.23.
Definition 2.2.25. Lets (G,D) be a Shimura datum. A Shimura variety is defined as
Sh(G,D) = lim←−
K
G(Q) \D ×G(Af )/K
where K runs among compact open subgroups of G(Af ) such that the image of all congruence
subgroups Γc = cKc−1 ∩G(Q)0 ⊂ G(Q) in Gad(Q) are torsion free.
Observation 2.2.26. We can define an action of G(Af ) in Sh(G,D) as follows: If g = {gl} ∈
G(Af ) we have the homomorphism
Tg : ShK(D,G)→ Shg−1Kg(D,G)
(x, a)→ (x, ag)
This action induces a permutation over the set of representatives of this double coset.
As in every field of mathematics, when we define an object, we must define the maps with good
behaviour between them. In this case we have Shimura varieties morphisms, which respects the
structures of the Shimura datum.
Definition 2.2.27. Let (G,X) and (G′, X ′) be Shimura data
• A morphism of Shimura data (G,X) → (G′, X ′) is a homomorphism G → G′ of algebraic
groups sending X to X ′.
• A morphism of Shimura varieties Sh(G,X) → Sh(G′, X ′) is an inverse system of regular
maps of algebraic varieties compatible with the action of G(Af ).
Theorem 2.2.28. A morphism of Shimura data (G,X)→ (G′, X ′) defines a morphism Sh(G,X)→
Sh(G′, X ′) of Shimura varieties which is a closed immersion if G→ G′ is injective
We can prove the first part of the theorem by Borel’s theorem 1.3.29. The second part of the
proof can be found in [5, thm. 1.15].
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2.3 Moduli interpretation
Since Shimura varieties are the generalization of modular curves, it seems logical that some Shimura
variety has a modular interpretation. This geometric objects parametrize families of abelian vari-
eties, giving us a more general vision of these objects. As we will see, we will construct a Shimura
variety which classifies some family of abelian varieties, the Siegel modular variety, and succes-
sively, we will construct finer spaces to classify more specific families.
In order to define the Siegel modular variety, we have to introduce new concepts. To explain
those ideas, as an example, we will define a Shimura datum in terms of a Simplectic group. That
will give us the ideas about how can we generalize this construction.
From the classic theory about modular forms, we know that SL2(R)  H with Moebius trans-
formations. Then, we can write
H1 = SL2(R)i
And then, using that the isotropy group for i is SO2(R), we can express
H1 ' SL2(R)/SO2(R)
We can generalize the complex half plane defining the Siegel half plane
Hn = {Z ∈Mn(C) s.t Zt = Z, Im(Z) ≥}
The group which acts on this space is
Sp2n(R) = {g ∈ GL2n(R) s.t gtψng = ψn}
with ψn =
(
0n In
−In 0n
)
the symplectic matrix. Lets g =
(
A B
C D
)
∈ Sp2n(R) and Z ∈ Hn, the
action is defined as
gZ = (AZ +B)(CZ +D)−1
This is a transitive action. Using the fact that the stabilizer of iIn is Un =
{(
A B
−B A
)
∈ Sp2n
}
,
we can express
Hn = Sp2n(R)/Un
We can interpret this result as a Shimura datum.
Lets G = Sp2n defined over Q, it is semisimple. We define
h0 : U1 → GadR = GR \ {±Id}
x+ iy →
(
xIn −yIn
yIn xIn
)
We setD = {G(R)−conjugacy class of h0} = Sp2n(R)h0. We can also deduce that Centh0(Sp2n(R)) =
Un, and then we can express
Hn = Sp2nh0
with the action given by conjugation. Then (Sp2n,Hn) is a connected Shimura datum. This
Shimura datum is an example of how can we construct a Shimura datum from a given symplectic
group. The aim of this section will be to generalize this Shimura variety.
Lets (V, ψ) be a symplectic space of dimension 2n (there are no symplectic spaces of odd
dimension). That is, V a vector space over Q and ψ an alternating, non degenerate bilinear form
ψ : V × V → Q (symplectic form). Using the fact that every symplectic form is defined by a
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skew-symmetric matrix, we can find a basis of V such that ψ =
(
0 1
−1 0
)
.
We define G = GSp(V, ψ) over Q as
G(Q) = {g ∈ GL(V ) s.t ψ(gu, gv) = ν(g)ψ(u, v)}
with ν(g) ∈ Q∗. This group induces a homomorphism ν : G→ Gm.
Observation 2.3.1. The map ψ satisfies the following property
ψ(Ju, Jv) = ψ(u, v)
Observation 2.3.2. Using the fact that ψ(gu, gv) can be written as (gu)tψn(gv) = utgtψngv, we
obtain that S = Sp2n = ker(ν). And then, we have that Sp2n ⊂ G.
A symplectic complex structure J on (V (R), ψ) is an endomorphism J ∈ S(R) such that J 6= Id,
J2 = −Id. Using this structure and defining J(v) = iv for all v ∈ V , we can define V as a complex
vectorial space. We define the following bilinear form
ψJ : V (R)×V (R)→ R
(u, v)→ ψ(u, Jv)
This bilinear form is symmetric. We say that a complex structure is positive if ψJ is positive
(respectively negative).
We define D = {positive and negative symplectic complex structures on V (R)}. We can divide D
as D = D+ ∪D−. The group G(R) acts on D by conjugation, i.e
(g, J)→ gJg−1
The stabilizer of D+ in G(R) is G(R)0 = {g ∈ G(R) s.t ν(g) > 0}. Also, G(R) acts transitively on
D and S(R) acts transitively on D+.
We can associate to each J ∈ D a morphism as follows
hJ : C∗ → G(R)
a+ bi→ a+ bJ
We can understand a + bJ ∈ G(R) as aIn + biIn. Using the fact that hgJg−1 = ghJg−1 for any
g ∈ G(R), we identify
D ←→ {G(R)− conjugation class of hJ : C∗ → G(R)}
Lemma 2.3.3. Lets V be a vector space over R, if we have a complex structure J , then
1. J has ±i eigenvalues.
2. We can decompose V (C) = V + ⊕ V −.
Proof. This vector space is the "realization" of some complex vector space, because we have a
complex structure. We have the following homomorphism
u : VC → V (C)⊕ V (C)
v ⊗ z → (zv, zv)
with V (C) and V (C) being the same group. Also we have the property that iv (using i as the
endomorphism J) in V (C) is equal to −iv.
Since we can not express every element of VC as a⊗ b, for those elements of the form a⊗ b+ c⊗ d
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this map is defined as u(a⊗ b+ c⊗ d) = u(a⊗ b) + u(c⊗ d). Then, this map is an isomorphism.
We define subspaces as follows
V
(1,0)
C = {v ⊗ 1− iv ⊗ i s.t v ∈ V }, V (0,1)C = {v ⊗ 1 + iv ⊗ i s.t; v ∈ V }
Then we have a decomposition of VC as the direct sum of those subspaces. To prove this, we need
to show that every element of VC can be written as the sum of elements which belong to those
subspaces. Using the properties of the tensor product, we only need to prove this fact for
v ⊗ 1 + w ⊗ i = (v + iw
2
⊗ 1− iv + iw
2
⊗ i) + (v − iw
2
⊗ 1 + iv − iw
2
⊗ i)
As we can divide the vector space with those spaces, and in those spaces J acts like the multipli-
cation by i or −i, J has these eigenvalues.
Proposition 2.3.4. (G,D) satisfies the axioms of being Shimura datum.
Proof. 1. SV1: Since J is an endomorphism, we can decompose V in terms of its eigenvalues,
as in the previous proposition
V (C) = V + ⊕ V −
Then, the element h(z) acts on V + as the multiplication by z, and on V − as the multiplication
by z. Now, we need to understand how Ad(h(z)) acts on Lie(G)C. We have the following
chain
C∗ → G(R) Ad−−→ GL(Lie(G)C) ⊂ End(V (C))
The map Ad acts by conjugation, i.e, Ad(g)f = gfg−1. We can divide
End(V ) = End(V +)⊕ End(V −)⊕Hom(V +, V −)⊕Hom(V −, V +)
For each f ∈ Hom(V +, V −) we have that Ad(h(z))(f) = h(z)fh(z)−1. Then, using the
fact that h(z)−1 acts on V + as the multiplication by z−1, we have that h(z)fh(z)−1(v) =
h(z)f(h(z)−1v) = h(z)f(z−1v). Now using that Im(f) ⊂ V − and h(z) acts on V − as the
multiplication by z, we have that
h(z)f(z−1v) =
z
z
f(v)
Applying this to all the possible cases we obtain that
End(V +)⊕Hom(V +, V −)⊕Hom(V −, V +)⊕ End(V −)
action of ad(h(z))→ (1, z/z, z/z, 1)
The action of ad and Ad are the same, because h(z) ∈ GL(R) and the derivative of a linear
map is itself.
2. SV2: We need to prove that Ad(h(i)) is a Cartan involution on LieGadR . As in the previous
proof, in our case Ad = ad. We have that
ad(h(i)) : Gad(R)→ Gad(R)
g → JgJ−1
Our map satisfies ad(h(i)) 6= 1, ad(h(i))2 = Id. Its +1−eigenspace are fixed points of the
map, that are
{g ∈ G(R) s.t Jg = gJ} = {g ∈ G(R) s.t ψJ(gu, gv) = ψ(u, v)}
Using that ψJ is positive definite, we conclude that this subgroup is compact.
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3. SV3: We have that Gad is simple over Q and Gad(R) itself is not compact.
Definition 2.3.5. We define the Siegel modular variety attached to (V, ψ) to be a Shimura variety
Sh(G,D), with (G,D) as before.
As we said in the introduction of this section, the objective of those Shimura varieties is to
define Moduli spaces of Abelian varieties.
Lets (G,D) be a Shimura datum defined by a symplectic space (V, ψ), and K ⊂ G(Af ) be an
open compact subgroup. Lets ShK(G,D) = G(Q) \ D × G(Af )/K. Lets A/C be a complex
abelian variety of dimension n, then we can express A = Cn/Λ with Λ complex lattice. We define
V (R) = Λ⊗Z R ' Cn. The last isomorphism transfers a complex structure to V (R).
Definition 2.3.6. A polarization on A is a non-degenerate alternating form s : Λ× Λ→ Z such
that s(Ju, Jv) = ψ(u, v) for all u, v ∈ V (R), and sJ(u, v) = s(u, Jv) is positive definite.
We can define V (Af ) = V (R) ⊗R Af = Λ ⊗Z R ⊗R Af = Λ ⊗Z Af = A2nf . Also, we define the
Tate module of A as Vf (A) = H1(A,Af ) ' Λ⊗ Af .
Lets MK(G,D) = {A, s, ηK}, where
• A is a complex abelian variety of dimension n such that A(C) = V (R)/Λ.
• s is an alternating form on H1(A,Z) such that s or −s is a polarization on A.
• ηK is a K−orbit of Af−linear isomorphisms η : V (Af ) '−→ Vf (A) such that η∗(ψ) = as for
some a ∈ A∗f . This is well defined since G(Af ) acts on V (Af ) with the action inherited from
the action of G(Q) on V (R).
We say that two triples (A, s, ηK) and (A′, s′, η′K) are isomorphic if there exists an isogeny f :
A→ A′ such that f∗(s′) = qs with q ∈ Q∗ and f∗(η′K) = ηK.
Theorem 2.3.7. The Shimura variety ShK(G,D) is the coarse moduli space over C which clas-
sifies triples in MK(G,D) up to isomorphism. In particular, there is a canonical bijection between
MK(G,D)/ '←→ G(Q) \D ×G(Af )/K
We can read this proof in [6, p. 60]. Its proof uses that Siegel modular varieties also parametrize
other objects (Hodge structures). The correspondence between this Shimura variety and Hodge
structures is simple, then, using Riemann’s Theorem, which relates abelian varieties with Hodge
structures, we are done.
Although, without the proof, we may deduce a correspondence like that of the statement. In
one side we have abelian varieties, which we can be expressed as the quotient of a vector space,
polarizations of this abelian variety, that are very similar to symplectic forms. The last element
determine the level structure of the Shimura curve, and it is defined with the isomorphism that we
have used defining V (Af ) above.
Now we are going to define other Shimura variety (which will solve a moduli problem) using
the Siegel modular variety. We are going to study Shimura varieties of Hodge type. Before defining
this new object, we must introduce new concepts.
Definition 2.3.8. A Hodge structure is a real vector space V together with a decomposition of
V (C) into complex vector subspaces of the following form
V (C) = ⊕V p,q, s.t (p, q) ∈ Z× Z with V p,q = V q,p
We define the type of a Hodge structure as the set of pairs (p, q) for which V p,q 6= 0
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Given a Hodge structure, its weight decomposition is the following
V =
⊕
n∈Z
Vn
where Vn is the real vector subspace of V such that Vn(C) =
⊕
p+q=n V
p,q. If V = Vn, we say that
is a Hodge structure of weight n.
We define a rational Hodge structure as a vector space over Q with a Hodge structure for V (R),
with Vn defined over Q for all n ∈ Z.
Examples 2.3.9. • When we proved that a symplectic datum is a Shimura datum at 2.3.4,
we gave a Hodge decomposition in terms of eigenspaces of J . This is because, as we proved
in 2.3.3, to give a complex structure J on V real vector space, is equivalent to give a Hodge
structure
V (C) = V −1,0 ⊕ V 0,−1
• Lets X be a non-singular projective variety. Lets V = Hn(X,Q), this is a vector space over
Q. We need to express our vector space over C. We can do this by tensor product, i.e,
V (C) = Hn(X,Q) ⊗Q C = Hn(X,C). Using the de Rahm’s theorem, we can compute this
cohomology using de Rahm cohomology, then V (C) = HndR(X,Ωn), where Ωn are differential
n−forms. We can see this n−forms as the exterior product between a p−form and a m−form
such that p+m = n. Then we can write
V (C) =
⊕
p+m=n
Hm(X,Ωp)
Definition 2.3.10. We define morphisms of Hodge structures as maps
t : V =
⊕
(p,q)
V p,q →W =
⊕
(p,q)
W p,q
that are linear and satisfy t(V p,q) ⊆W p,q.
Definition 2.3.11. A Shimura datum (G,D) is of Hodge type if there exists a symplectic vector
space (V, ψ) over Q and a monomorphism G ↪→ GSp(V, ψ) such that D maps to D(V,ψ). The
Shimura variety Sh(G,D) is called of Hodge type.
We can define the character ν : GSp(V, ψ) → Gm at G (using the inclusion). Then, we are
going to denote by Q(r) the vector space Q with an action defined as (g, q)→ ν(g)rq. This action
induces a Hodge structure on Q of weight −2r.
Proposition 2.3.12. Lets (G,D) be a Shimura datum of Hodge type, i.e (G,D) ↪→ GSp(V, ψ),
where V is a vector space over Q of dimension 2n. There exists non-zero multilinear maps
ti : V× 2ri... ×V → Q(ri) fori = 1, ..., k
such that for any field extension k/Q
G(k) = {g ∈ GLk(V ) s.t ti(gv1, ..., gv2ri) = ν(g)riti(v1, ..., v2ri)}
for all vj ∈ V (k) with i = 1, ..., k.
Using the definition of Q(ri), these maps are maps which G(k) fixes. This proof can be found
in [6, p. 77], and uses the Chevalley’s theorem to find maps fixed by G.
As we explained previously, using our inherited complex structure J on V (R), we obtain a
decomposition of V (R) = V + ⊕ V −. The interpretation of this result using the language of Hodge
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structures is that V (R) = V −1,0 ⊕ V 0,−1, obtaining a Hodge structure of weight −1 on V (R). We
can transfer this Hodge structure to the product of V , obtaining
V (R)× r... ×V (R) = V (R)−r,0 ⊕ V (R)−r+1,−1 ⊕ ...⊕ V (R)0,−r
Then, maps ti : V× 2ri... ×Q(ri) are morphisms of Hodge structures of weight −2ri.
LetsK ⊂ G(Af ) be a compact open subset. LetsMK(G,D) be the set of triples (A, {si}i=0,...,k, ηN)
where
• A is a complex abelian variety of dimension n.
• s0 is an alternating form on H1(A,Z) such that s0 or −s0 is a polarization on A.
• si ∈ H2ri(A,Q) ' Hom(∧2riΛ,Q) such that V 2ri → ∧2riV → Q(ri) is a morphism of Hodge
structures for i = 1, ..., k.
• η : V (Af ) '−→ Vf (A) such that η∗(ψ) = as for some a ∈ A∗f and η∗(ti) = si, for i = 1, ..., k.
Where those triples satisfy that there exists an isomorphism α : H1(A,Q) ' V of vector spaces
over Q such that α∗(ψ) = qs for some q ∈ Q∗, α∗(ti) = si for i = 1, ..., k, and α∗(J) ∈ D(V,ψ).
Here J is the induced complex structure on H1(A,R).
An isomorphism from one triple (A, (si)i, ηK) to a second (A′, (s′i)i, η′K) is an isomorphism A→ A′
sending s0 to a multiple of s′0 by an element of Q∗. Also it sends each si to each s′i and η to η′
modulo K.
Observation 2.3.13. In the previous third point, we can observe that given a map s : V 2r → Q(r),
it is a morphism of Hodge structures if and only if s((V 2r)p,q) = 0 for all pairs (p, q) 6= (−r,−r).
This is because the Hodge decomposition of Q by the action of νri has only one factor, of type
(−r,−r).
Theorem 2.3.14. The Shimura variety ShK(G,D) is the coarse moduli space over C which clas-
sifies triples in MK(G,D) up to isomorphism. In particular, we have a bijection between the
following sets
MK(G,D)/ '←→ G(Q) \D ×G(Af )/K
The proof of this theorem can be found in [6, p. 77] and it exploits the relation between abelian
varieties and Hodge structures. In this case, we also use other new structures to construct the
moduli space, which are related to Hodge structures.
Using this definition, we will be able to define the last Shimura variety which classifies abelian
varieties, PEL type. To construct this variety we will need to introduce some concepts about al-
gebras. We also need to make assumptions, if the reader is interested in this topic, the notes of
Milne [6, p. 79] could be a great reference.
Lets (B, ∗) be a semisimple algebra over Q with ∗ positive involution, i.e ∗ : B → B involution
such that TrB⊗QR/R(b
∗b) > 0 for all b ∈ B \ {0}. We denote by F the center of B and F0 = {b ∈
F s.t b∗ = b}.
Assume that for every embedding φ : F0 ↪→ Q, (B⊗F0 Q, ∗) is isomorphic to a product of algebras
with involution of only one of the two following forms
(A) Mn(Q)×Mn(Q) (b1, b2) = (bt2, bt1)
(B) Mn(Q) b∗ = bt
This classification is given by a theorem of [6, prop. 8.3]. Its proof uses theory of conmutative
algebra, and Skolem-Noether theorem to express the equation of the involution.
2.4. CANONICAL MODELS 45
Lets (V, ψ) be a (B, ∗)−module, i.e a vector space V over Q together with an action B ⊂ End(V )
and a non-degenerate alternating bilinear form
ψ : V × V → Q such that ψ(bu, v) = ψ(u, b∗v), with u, v ∈ V and b ∈ B
Lets G ⊂ GL(V ) be the algebraic group over Q such that, for every field extension K/Q it satisfies
G(k) = {g ∈ AutB(V ⊗ k) s.t ψ(gu, gv) = µφ(u, v)}
for all u, v ∈ V ⊗ k and some µ(g) ∈ k∗. The proof of the following two propositions can be found
in [6, prop. 8.3, prop. 8.12, prop. 8.13] and relies on deep background in the theory of simplectic
modules.
Proposition 2.3.15. The algebraic group G is reductive.
Proposition 2.3.16. There exists a unique G(R)−conjugacy class D of homomorphisms h : S→
GR such that each h induces a symplectic complex structure J = h(i) on V (R) such that ψJ is
positive or negative definite. This Shimura datum satisfies the first three axioms.
The last proposition gives us tools to construct a Shimura variety associated to an algebra (via
G). The corresponding varieties Sh(G,D) are called Shimura varieties of PEL type.
Lets {b1, ..., bk} be a set of generators of B as a Q−algebra, we define
tbi : V × V → Q
(u, v)→ ψ(u, bv)
Then (G,D) is the Shimura datum of Hodge type associated to (V, ψ) with {tbi} as maps given by
2.3.12.
Lets K ⊂ G(Af ) be a compact subset. Lets MK(G,D) be the set of quadruples (A, i, s, ηK)
where
• A is a complex abelian variety.
• i : B ↪→ End(A)⊗Q.
• s is an alternating form on H1(A,Z) such that s or −s is a polarization on A.
• η : V (Af ) '−→ Vf (A) such that η∗(ψ) = as for some a ∈ A∗f
satisfying that: There exists a B−linear isomorphism α : H1(A,Q) ' V of vector spaces over Q
such that α∗(ψ) = qs for some q ∈ Q∗.
Theorem 2.3.17. The Shimura variety ShK(G,D) is the coarse moduli space over C which clas-
sifies quadruples of MK(G,D) up to isomorphism.
Proof. We can see that we have a correspondence between elements b ∈ B, that are also endomor-
phisms of Q (by definition) and maps {tbi}. These maps are used in the moduli interpretation of
Hodge type to obtain a morphism of Hodge structure. By our correspondence, we can express this
condition as B ↪→ End(A)⊗Q.
2.4 Canonical models
With the help of Baily-Borel’s theorem, we deduced that Shimura varieties are algebraic varieties,
then they are defined by a set of polynomials. In order to study Shimura varieties in an arithmetic
setting, a natural question would be "What is the "natural" field of definition of those varieties?".
The reflex field will give us the answer to our question. Also, in this section, we are going to
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define what is a canonical model of a Shimura variety, the standard algebraic-geometric definition
of Shimura varieties. In this section we will define special points, we can understand these points
as the generators of each Shimura variety. We will study some properties about these points to
prove the uniqueness of the canonical model. From a number theory point of view, these points
will encode the arithmetic information about our problem, an example of this phenomena can be
seen at sections 5 and 6 of chapter 3.
For G reductive algebraic group over Q and k subfield of C, we define C(k) as the set of
G(k)−conjugacy classes of cocharacters of Gk defined over k
C(k) = G(k) \Hom(Gm, Gk)
We can see that this definition is compatible with the field homomorphisms, since given k → k′ an
homomorphism, this induces a map C(k)→ C(k′). Also, the group Aut(C/k) acts on C(k). Given
σ ∈ Aut(C, k) and a ∈ C(k), σ(a(b)) = a(σ(b)).
Lemma 2.4.1. Lets T be a split maximal torus in Gk, W = NG(Q))/ZG(T (Q)), then there exists
a bijection between
W \Hom(Gm, Tk)←→ G(k) \Hom(Gm, Gk)
The proof of the previous lemma can be found in [6, lem. 12.1], and it relies with theory about
algebraic groups.
Given x ∈ D, and hx : S→ GR its associated map, we can define a cocharacter as
µx : C∗ → S(C) = C× C→ GC
z → (z, 1) −→ hC(z, 1)
We deduce that for any other point x ∈ D, the associated morphism is conjugated to hx, and then
µx ∈ C(Q) is independet of the choice of x. We denote this cocharacter as cD ∈ C(Q). Using
the previous lemma, we can see that cD is defined over a number field. This is deduced by the
correspondence{
W − conjugacy classes
in Hom(Gm, TQ)
}
←→
{
W − conjugacy classes
in Hom(Gm, TC)
}
←→
{
G(C) conjugacy classes
in Hom(Gm, GC)
}
due to the fact that T is split.
Definition 2.4.2. The reflex field E(G,D) of the Shimura datum (G,D) is the field of definition
of cD as an element of C(Q), that is, the field fixed by {σ ∈ Gal(Q/Q) : cσD ∼= cD ∈ C(Q)}.
Examples 2.4.3. 1. Lets (E,Φ) be a CM-type, that is, E be an imaginary quadratic extension
of a totally real number field and Φ = {φ1, ..., φg} ⊂ Hom(E,C) such that Hom(E,C) = Φ∪Φ
(a full set of representatives of embeddings E ↪→ C up to complex conjugation).
Let T = ResE/QGm. Due to the fact that for any choice of g−inequivalent embeddings
{φ1, ..., φg} we can define an isomorphism such that
E ⊗Q R '−→ C× g· · · ×C
a⊗ r → (φ1(a)r, ..., φg(a)r)
Then we have that T (R) = (E ⊗Q R)∗ ' C∗φ1 × ... × C∗φg . We define the homomorphism
hΦ : S→ TR as
hΦ : S(R) = C∗ → T (R) = (C∗)g
z → (z, ..., z)
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The map hΦ,C will be the map which makes the following diagram a conmutative diagram
S(R) h−→ T (R)
↓ ↓
S(C) hC−→ T (C)
To find its expression, we have to find maps S(R)→ S(C) and T (R)→ T (C). We can define
those maps as
S(R) = (C)∗ → S(C) = (C× C)∗
z −−−−−−→ (z, z)
T (R) = (C∗)g → T (C) = (C∗)2g
(z1, ..., zg)→ (z1, ..., zg, z1, ..., zg)
using embeddings E ↪→ C as before. Now, we define maps which makes our diagram conmu-
tative.
(hΦ)C : C∗ × C∗ → (C∗)g × (C∗)g
(z1, z2)→ (z1, ..., z1, z2, ..., z2)
Using the previous reasoning, we obtain the cocharacter
µΦ,C : C∗ → (C∗)g × (C∗)g
z → (z, ..., z, 1, ..., 1)
As the map hΦ is defined in each coordinate by the embeddings E ↪→ C, the reflex field,
E(T, hΦ) by definition is the fixed field of {σ ∈ Aut(Q/Q) : Φσ = Φ}. This is because our
cocharacer is based on the position of the coordinates, given by our embeddings. This field is
called the reflex field of the CM type (E,Φ), and has the following characterizations:
• E˜ is the fixed field of {σ ∈ Gal(Q/Q) : Φσ = Φ}.
• E˜ = Q(∑φ∈Φ φ(a) : a ∈ E).
• It is the smallest subfield of Q for which there exists an E˜−vector space V together with
a morphism E ↪→ EndE˜(V ) for which Tr(a) =
∑
φ∈Φ φ(a) for all a ∈ E.
2. If we have T a torus defined over Q, and x a point, we can define a Shimura variety as in
last section
ShK(T, x) = G(Q) \G(Af )/K
Lets h : S → TR be an homomorphism. Then µh : Gm,C → TC is defined over Q. Its reflex
field E = E(T, {h}) is the fixed field of the subgroup Gal(Q,Q) which fixes µh.
3. Lets i : (G,D) ↪→ (G′, D′) be an inclusion of Shimura data. There is a natural morphism
of Shimura varieties Sh(G,D) ↪→ Sh(G′, D′) which is a closed inmersion, we can show that
E(G′, D′) ⊆ E(G,D). This is because if we have an inmersion of D, then we will have an
inmersion of maps h. If we have that D ⊂ D′ and σ ∈ Gal(Q/Q) fixes µ′x which comes from
h′ ∈ D′, then σ will fix every µx which comes from h ∈ D.
4. Also, we can compute the reflex field for the Siegel modular variety. Lets (V, ψ) be a symplectic
vector space over Q of dimension 2n. Lets G = GSp(V, ψ) and D = D+ ∪ D− be the set
of positive or negative symplectic complex strutures J on V (R). We can obtain a symplectic
basis of V such that V =< e1, .., en, e˜1, ..., e˜n >. This basis gives a division of V as
V = W ⊕ W˜
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where each component is generated by a part of the symplectic basis. We can define J ∈
End(V ) such that J(ei) = e˜i and J(e˜i) = −ei. The map of this Shimura variety which we
defined is
hJ(a+ bi) = a+ bJ
Then, as we did before, we need the map hJ,C which closes the diagram with the transition
map S(R)→ S(C) as before. We can define this map as
hJ,C(z1, z2) = (a1 + b1J, a2 − b2J) ∈ End(V (C))
We can express each endomorphism of our vector space as a matrix, making easier compu-
tations. Then we define the cocharacter
chJ : C∗ → GC id−→ End(V + ⊕ V −)
z → hJ,C(z, 1)→
(
z 0
0 1
)
Definition 2.4.4. Lets (G,D) be a Shimura datum, a point x ∈ D is a special point if there exists
a torus defined over Q, T ⊂ G such that hx(C∗) ⊂ T (R).
We name a pair (T, x) (with T and x as before) a special pair.
Observation 2.4.5. Given a special pair (T, x), we have a inclusion of Shimura data (T, x) i−→
(G,D). Since hx(C∗) ⊂ T (R), and T (R) is a conmutative group, we have that thxt−1 = hx for any
t ∈ T (R), and then T (R) fixes the point x ∈ D. Conversely, if T ⊂ G is a maximal torus and x ∈ D
is a point fixed by a set of elements of T (R), then h(C∗) ⊂ {g ∈ G(R) : gt = tg ∀t ∈ T (R)} = T (R)
because T it is its own centralizer in G.
Example 2.4.6. 1. Lets G = GL2 and lets H1 = C \ R. Then we have the classical action
defined as (
a b
c d
)
z =
az + b
cz + d
Lets z ∈ C \ R such that generates a quadratic extension E of Q. We have embeddings
Gm
a→aId2−−−−−→ GL2 and T = ResE/QGm → GL2 (the latter, defined by the inclusion E ↪→
GL2(R) when we choose the basis {1, z} of E). Now we can observe that using the fact that
T (R) = C∗, we have an inclusion Gm(C) = C∗ → T (R) = C∗. This map provides us special
pairs. To show what points fixes each special pair, we use the structure of E ⊗ C, that is a
C−vector space with basis {1⊗ 1, 1⊗ (−z)}. With this basis, we can embed this vector space
into GL2. The kernel of the map
E ⊗ C→ C
e⊗ z → ez
is the space spanned by {z ⊗ 1 + 1 ⊗ (−z)}, that, with respect to our basis is (z, 1), which
represents the point z which we have chosen. Since the map is E ⊗ R−linear, we have that
(E ⊗ R)∗ fixes z.
Lets (T, x) be a special pair of a Shimura datum (G,D). Lets E(x) = E(T, x) its reflex field,
i.e, the field of definition of µx. It is a finite extension of E = E(G,D). Lets r(T, µx)(P ) :
ResE/QGm → T such that
r(T, µx)(P ) =
∑
σ: E→Q
µx(P )
σ
Using this homomorphism, we can define a map, which we will use to define what is a canonical
model
rx : A∗E(x)
r(T,µx)−−−−−→ T (AQ) projection−−−−−−−→ T (AQ,f )
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We are going to work with adéles, then, it will be necessary one of the most important theorems
about class field theory, the Artin reciprocity map. Its proof uses tools from class field theory and
can be found at [13, p. 113].
Theorem 2.4.7 (Artin reciprocity law). Lets E be a number field, and lets Eab be the maxi-
mal abelian extension of E inside a fixed algebraic closure E. We have the following continuous
surjective homomorphism
recE : A∗E  Gal(Eab/E)
This map has the property that for any finite abelian extension E′/E of E, we have a conmutative
diagram as follows
E∗ \ A∗E recE−−−→ Gal(Eab/E)
↓ ↓
E∗ \ A∗E/NmE′/E(A∗E′)
recE′/E−−−−−→ Gal(E′/E)
The identity component of A∗E lies in the kernel of recE. Then, if E is totally imaginary, recE
factors through A∗E,f .
Definition 2.4.8. Lets k be a subfield of a field Ω, lets V be a variety over Ω. A model of V over
k is a variety V0 together with an isomorphism
φ : V0,Ω → V
Observation 2.4.9. We often omit the map φ and we regard a model as a variety V0 defined
over k such that V0,Ω = V . This is because if we have Λ field such that Ω ⊂ Λ, then V0,Ω(Λ) =
V0(Λ)⊗ΛΩ = V (Λ). Intuitively, a model over a field is that we can define this variety with equations
over this field.
Example 2.4.10. If we have the variety (x+ i)(x− i) = 0, we have that a priori it is defined over
C, but we can express the same variety over R using x2 + 1 = 0 which has the same set of points
as the first variety over any field.
Observation 2.4.11. If we have an affine variety V over C, in general it will not have model over
a given subfield k of C. This variety has a model over k if the ideal I(V ) is generated by polynomials
in k[X1, ..., Xn], because then I ′ = I(V ) ∩ k[X1, ..., Xn] is a radical ideal and by Nullstellensatz it
will generate a variety.
Proposition 2.4.12. Lets k be a subfield of an algebraically closed field Ω of characteristic 0. Let
V and W be varieties over k. Then every regular map VΩ → WΩ commuting with the actions of
Aut(Ω/k) on V (Ω) and W (Ω) arises from an unique regular map V →W
Proof. Its proof can be found at [12, prop. 16.9] and uses Zorn’s Lemma.
We write [x, a]K for an element of
ShK(G,D) = G(Q) \D ×G(Af )/K
represented by (x, a) ∈ D ×G(Af ).
Definition 2.4.13. Lets (G,D) be a Shimura datum, and lets K be a compact open subgroup of
G(Af ). A canonical model over E(G,D) is an algebraic model MK = MK(G,D) with
MK(G,D) ' ShK(G,D)
such that for any special pair (T, x) ⊂ (G,D), and any a ∈ G(Af ):
• (x, a) ∈MK(E(x)ab).
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• (x, a)rec(s) = (x, rx(s−1)a) for any s ∈ A∗E(x).
The last point can be rewritten as σ(x, a) = (x, rx(s)a) with artE(x)s = σ.
Observation 2.4.14. This definition says that each Shimura variety is defined by its special points.
Definition 2.4.15. A model of Sh(G,D) over a subfield k of C is an inverse system M(G,D) =
(MK(G,D))K of varieties over k with the right action of G(Af ) such that M(G,D)C = Sh(G,D).
A model M(G,D) of Sh(G,D) over E(G,D) is canonical if each MK(G,D) is canonical.
Examples 2.4.16. 1. Lets T be a torus over Q and K ⊂ T (Af ). We can construct a Shimura
variety as in the example of the previous subsection.
ShK(T, x) = T (Q) \ T (Af )/K
This quotient is finite by Borel’s theorem (2.1.5). Then, a model over E = E(x) of a finite
set of points, is the action of Gal(E/E) on it. We can use Artin reciprocity map to obtain
Gal(E/E)→ Gal(Eab/E) Gal(HK/E)
' by recHK/E−−−−−−−−−→ E∗ \ A∗E/K
Where HK is the field obtained by applying the artin reciprocity map. Then we can define the
action as in the definition, as = rx(s−1)a with a ∈ T (Af ) and s ∈ A∗E(x). It is a continuous
action, and it is well defined by the above chain.
2. Lets (E,Φ) a CM-type as in previous examples, and K ⊂ T (Af ) open compact subgroup. Lets
T = ResE/QGm, and as we proved, E(hΦ) = E˜. We can define a Shimura variety as
ShK(T, hΦ) = E
∗ \ A∗E,f/K
Using the Artin reciprocity map, we can transfer elements of the Shimura variety to the
Galois group
E˜ \ AE˜,f/K
' by rec−−−−−→ Gal(HK/E˜)
Then we define the action of the Galois group as in the definition
as = rhΦ(s
−1)a =
∏
σ:E˜↪→Q
µΦ(s
−1)σa = detAE,f (s
−1)a
If we set E as an imaginary quadratic extension and Φ = {φ} the inclusion, we have a
CM−type. Then by the second characterization of its reflex field E˜ = E. Then we can define
the map µΦ as
µΦ : E˜
∗ → T (E˜) = (E ⊗Q E˜)∗ = (E˜ × E˜)∗
As usual, we have defined the map µ over C. In this case, we have used the fact that
E˜ ⊂ C. The action of Gal(E˜/Q) on T (E˜) is given by (z1, z2)σ = (zσ2 , zσ1 ). Then, we have
the embedding
T (Q) = E∗ i−→ T (E˜)
s→ (s, sσ)
Then to compute
∏
σ:E˜→Q µΦ(s)
σ, we have two embeddings σ : E˜ ↪→ Q; the identity and
the conjugation. Then, applying the formula which we defined for the Galois action we have
that
∏
σ:E˜→Q µΦ(s)
σ = (s, 1)(1, s) = (s, s) = i(s). Last equality is due to Shimura-Taniyama
theorem.
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Last example is very interesting, it is a moduli space. Lets (T, hΦ) be the previous CM−Shimura
datum. ShK(T, hφ) is a finite set of points, that we can see a Shimura variety of PEL type asso-
ciated to E as a conmutative algebra.
Specifically we say that ShK(T, hΦ) classifies up to isomorphism classes of triples (A, i, ηK)
with (A, i) an abelian variety over C of CM−type (E,Φ) and η a E × Af−linear isomorphism
V (Af )→ Vf (A)
In this moduli space we define an isomorphism MK = (A, i, ηK)→M ′K = (A′, i′, η′K) as a linear
E−isomorphism A→ A′ in the category of abelian varieties which sends ηK to η′K.
Also, we can find the canonical model of this variety. Lets σ ∈ Gal(Q/E∗). This map acts on
the triples (A, i, η) ∈ ShK(T, hΦ) as follows
σ(A, i, ηK) = (σA, iσ, ησK)
where ησ is the following composition
V (Af )
η−→ Vf (A) σ−→ Vf (σA)
Using that σ fixes E∗, then the pair (σA, σi) is again a CM−type (E,Φ). Since we have defined
an action on this moduli problem, we can define the action in our Shimura variety. We define the
action on the Shimura variety as in the definition 2.4.13.
σ(g) = (rhΦ(s)g) with artE∗(s) = σ|E∗
Then this defines a model of ShK(T, hΦ) over E∗.
Proposition 2.4.17. The map
MK → ShK(T, hφ)
(A, i, η)→ [a ◦ η]K
conmutes with the action of Gal(Q, E∗). With a a certain map a : H1(A,Q)→ V .
The proof of this proposition can be found at [6, p. 116] and it relies on deep background in
the theory of abelian varieties.
This proposition proves that the previous model is a canonical model.
Proposition 2.4.18. Lets (G,D) be a Shimura datum. There exists a special point in X.
Proof. Let g be a Lie algebra over k algebraically closed field of characteristic zero. We can define
Cartan subalgebras as subalgebras nilpotents and equal to their own normalizer. If g is the Lie
algebra of a semisimple algebraic group G over k, then we can characterize Cartan subalgebras as
Lie algebras of maximal tori in G.
Lets Px(T ) = det(T −ad(x)) be the characteristic polynomial of an element x ∈ g. We can express
this polynomial as
Px(T ) = T
n + an−1(x)Tn−1 + · · ·+ ar(x)T r
where ai defines regular functions on g and ar 6= 0. We say that x ∈ g is regular if ar(x) 6= 0. If we
use the Zariski topology for g, the set of regular points is dense. This points are related to Cartan
subalgebras because Cartan subalgebras are exactly the centralizers of regular elements of g, also,
any two are conjugated by inner automorphism.
Lets (G,D) be a Shimura datum. Lets x ∈ D, and lets T be a maximal torus containing
hx(C). Then, using the second characterization of the Cartan subalgebra, we have that, as G is
a semisimple algebraic group, t = Lie(T ) is a Cartan subalgebra, and then it is the centralizer in
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GR of a regular point λ ∈ Lie(GR). The set of regular points is dense, this means that we can find
an element λ0 in some neighborhood which contains λ, such that its centralizer t0 has associated
a Lie group T such that it is a maximal torus in G.
We have done a correspondence between Lie groups and Lie algebras, but this theorem gives us
an unique correspondence if the Lie groups and algebras were connected. This is not our case, and
then if we had selected a random regular point, maybe the maximal tori associated to each point
would not be conjugated of each other. If we choose λ0 enought close to λ, this point will be in
the same connected component, and then its tori will be conjugated by inner automorphism (We
can translate the fact of being conjugated as Lie algebras to being conjugated as Lie group by the
previous correspondence, then, from now on we are going to write the theory in terms of Lie groups).
Let’s denote by T0 the maximal torus associated to λ0, then, by the previous reasoning, we
have that
T0,R = gTg
−1 for some g ∈ G(R)
now we can define
hgx(S) = ghg−1(S) ⊂ T0,R
obtaining that gx is a special point.
Lemma 2.4.19. For every finite extension L of E(G,D) in C, there exists a special point x0 such
that E(x0) is linearly disjoint from L.
Observation 2.4.20. In the previous lemma, the expression E(x0) with x0 ∈ X means that, as
D is an hermitian symmetric domain, then it is isometric to some open set D′ ⊂ Cn with the
Bergam’s metric (the next paragraph to (1.1)). Then, if we name this isomorphism by i, thus
E(x0) := E(i(x0)).
We can find the proof of the previous theorem at [5, prop. 5.1], which uses the Hilbert irre-
ducibility theorem.
Lemma 2.4.21. For any x ∈ D, {[x, a]K s.t a ∈ G(Af )} is dense in ShK(G,D) with the Zariski
topology.
Proof. We can write
ShK(G,D)(C) = G(Q) \D ×G(Af )/K
then, as the definition of D is the G(R)−conjugacy class of some element x ∈ D, then if we select
x ∈ D, using real approximation 2.1.9, since G(Q)x is dense in G(R)x, then G(Q) is dense in the
G(R)−conjugacy class of x, that is D (with the complex topology). We deduce that G(Q)×G(Af )
is trivially dense in D × G(Af ), and then its image in ShK(G,X)(C) is dense for the complex
topology, and then for the Zariski topology.
The image of G(Q)x×G(Af ) in ShK(G,D) equals
{[x, a]K s.t a ∈ G(Af )}
This is because [gx, b]K = [x, g−1b]K for g ∈ G(Q) and b ∈ G(Af ).
Lets g ∈ G(Af ) and let K, K ′ be compact open subgroups such that g−1Kg ∈ K ′. Lets (G,D) be
a Shimura datum, we define the following map between varieties
T (g) : Shk(C)→ ShK′(C)
[x, a]K → [x, ag]K′
This map is well defined, and it is a morphism of algebraic varieties over C by [6, thm. 3.14].
Theorem 2.4.22. If ShK(G,D) and ShK′(G,D) have canonical models over E(G,X), then T is
defined over E(G,X).
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Proof. We can see those Shimura varieties as varieties defined over C, then, if we apply 2.4.12 with
Ω = C, k = E(G,D), we can reduce this problem to show that the diagram is conmutative for
σ ∈ Aut(C/E). This condition can be rewritten as σ(T (g)) = T (g) for all σ ∈ Aut(C/E).
Lets x0 be an special point of D. Then this point defines an element of C(k) defined in E(x0).
Therefore E(G,D) ⊂ E(x0) trivially because x0 is fixed by the automorphism which fixes E(G,D).
First, we are going to show that σ(T (g)) = T (g) for σ which fixes E(x0). Using that we have
canonical models, we can choose s ∈ A∗E0 such that art(s) = σ|E(x0)ab. Then for a ∈ G(Af ),
[x0, a]K
T (g)−−−→ [x0, ag]K′
↓ ↓
[x0, rx0(s)a]K
T (g)−−−→ [x0, rx0(s)ag]K′
This diagram is conmutative, with the down arrows given by applying σ. We observe that
σ(T (g)) = T agree on {[x0, a] s.t a ∈ G(Af )}. Then, since this set is dense in ShK by lemma
2.4.21, we have proved that σ(T (g)) = T (g) for all σ which fix the reflex field of any special point.
Using the lemma 2.4.19, we conclude that these σ generate Aut(C/E(G,D)).
Theorem 2.4.23. 1. If there exists a canonical model of ShK(G,D), then it is unique up to
isomorphism.
2. If for all compact open subgroup K ⊂ G(Af ) the Shimura variety ShK(G,D) has a canonical
model. We can assert that Sh(G,X) also has an unique canonical model up to isomorphism.
Proof. 1. Take K = K ′ and g = 1 in theorem 2.4.22.
2. It follows trivially from 2.4.22.
A very important part in the theory of canonical model is that we always can find a canonical
model for a Shimura variety. This is a very important result because when we have a Shimura
variety, we know that this Shimura variety is defined by a set of equations which gives to this
variety a structure which has well behaviour with respect the automorphisms and it is defined
over a certain number field. This theorem gives us an arithmetic interpretation about Shimura
varieties.
Theorem 2.4.24. Given a Shimura variety, there exists a canonical model for this variety
The outline of its proof can be found at [6, p. 125]. This proof is very deep and uses complicated
theory about algebraic geometry.
2.5 Quaternionic Shimura varieties
The main result of this dissertation is to prove the Gross-Zagier formulae. This result, gives the
special value of a family of L−functions in terms of special points of a Shimura variety. In this
subsection, we are going to define this type of Shimura variety, the quaternionic Shimura variety.
We are going to study this variety, applying all the theory that we have used until now.
First, we are going to see a construction given a indefinite quaternion algebra B. This construc-
tion gives us a great family of quaternionic Shimura varieties (not all). This method is interesting
because we can see explicitly how they work. Later we will describe the general case for quater-
nion algebras, using tools and the theory stated before. As we can observe, we can divide into
two families those quaternionic Shimura curves, definites and indefinites. These names come from
the quaternion algebra which defines them. The election of the quaternion algebra makes a clear
division into those varieties respect to their behaviour. Definite quaternionic Shimura varieties are
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a finite set of points, and therefore they have a simpler structure. In contrast, indefinite quater-
nionic Shimura varieties can be seen as the higher dimensional version of a modular curve. This
enormous change is due to the fact that being definite or not will define how the algebraic group
acts on the Hermitian symmetric domain.
Lets B be an indefinite quaternion algebra. The quaternion algebra B splits in some places,
this means that
B ⊗Q R 'M2(R)r ×Hn−r
with n the number of real places of F and r > 0. This result can be understanded as in the case of
CM−type. In ths case we had a totally real field, with some embeddings which gives us the way
to express E ⊗Q R. Lets
i∞ : B ↪→M2(R)r
the embedding given by the split places of B. This map allows us to see elements of the quaternion
algebra as matrices, and then associate some properties via i∞. We define the following group
B∗+ = {γ ∈ B∗ s.t det γi = (nrd γ)i > 0 for i = 1, ..., r}
Where γi means the i−th coordinate of i∞γ. Then we can associate an action of B∗ on Hr, the
Moebius transformation in each coordinate.
Lets O1 be a maximal order in B and N ⊆ ZF a coprime ideal with the discriminant of B, D. As
with the quaternion algebra, we can do tensor products by complections of ZF , giving embeddings
iN : O1 ↪→ O1 ⊗ZF ZF,N 'M2(ZF,N)
where ZF,N is the complection respect N of the ring of integers of F . Using this map we define
O1(N) = {x ∈ O1 s.t iN(x) is upper triangular modulo N}
We will see that N will determine the level structure of the Shimura variety. We are going to
denote by O to O(N), which in fact, is an Eichler order (definition in [1]). We define
O∗+ = O∗ ∩B∗+
Assuming that F has strict class number 1, we have that
O∗+ = Z∗FO∗id
with Oid = {γ ∈ O s.t nrd(γ) = 1}. Then we define
Γ = ΓB0 (N) = i∞(O∗+) ⊆ GL+2 (R)r
If we compare Shimura varieties with modular curves, this will be the equivalent object to the
congruence subgroup. We define a Shimura variety as
ΓB0 (N) \ Hr
With this construction we can find indefinite Shimura varieties controlling each computation.
Despite this is an easy construction, we can not create definite varieties in this way, this is due to
the fact that we could not obtain this type of actions.
In the general case, lets B be a quaternion algebra over F totally real field. We are going to
denote by Σ∞ the set of infinity places of F . Also, if ΣB is the set of places of F where B is
ramified, we define ΣB,∞ = ΣB ∩ Σ∞. Then, each place gives us an isomorphism
B ⊗F,σ R 'M2(R) for σ ∈ Σ∞ \ ΣB (2.2)
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B ⊗F,σ R ' H for σ ∈ ΣB,∞ (2.3)
Lets GB = ResF/Q(B∗). Then by definition, for any Q−algebra R, its R−points are given by
GB(R) = (B ⊗Q R)∗
Then, (2.2) and (2.3) applied to GB give us
GB(R) '
∏
σ∈Σ∞\ΣB
GL2(R)×
∏
σ∈ΣB,∞
H∗ (2.4)
GB(C) '
∏
σ∈Σ∞
GL2(C) (2.5)
Where we have that (B⊗F,σR)∗ = (M2(R))∗ = GL2(R). Let’s denote byXB to theGB(R)−conjugacy
class of homomorphisms S→ GB,R containing
h0 : S→ GB,R s.t h0 =
∏
σ
h0,σ with h0,σ(z) =
{
z if σ ∈ Σ∞ \ ΣB
1 if σ ∈ ΣB,∞ (2.6)
Observation 2.5.1. In the previous definition, for S(R), we can identify C with a subring of
M2(R) as follows
a+ bi→
(
a b
−b a
)
Then the map h0 is well defined, and we can compute it explicitly.
The isomorphisms (2.2) and (2.3) give us the identification
XB = (P1)dB = (H±)dB
with dB being the number of infinity places of F where B is split. In this identification, we can
identify the homomorphism (view as a map between matrices)
a+ bi→ a+ bi
with the element i ∈ H
Definition 2.5.2. We define a quaternionic Shimura variety as ShK(GB , XB) with K an open
compact subgroup of GB(Af )
Observation 2.5.3. In the next section, the quaternionic Shimura variety will be given in the
double coset form (we can apply proposition 2.2.12)
GB(Q) \ (P1)dB ×GB(Af )/K
Observation 2.5.4. For the indefinite quaternionic Shimura varieties we have a canonical ex-
pression, which is
ΓB0 (N) \ Hr
In the definite case we also have a canonical way to express those structures
B(Q)∗ \ PdB ×B(Af )∗/Rˆ∗
with Rˆ the adelic complection of a maximal right order of B.
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We can give some examples of K as above. Pick some integer M prime to disc(B), and for
other prime p which does not divide disc(B), lets e = vp(M). We define K0,p and K1,p to be
elements in O∗p = GL2(Zp) which are congruent to
(∗ ∗
0 ∗
)
and
(∗ ∗
0 1
)
mod pe. Also we define
Kp = O∗p if p 6 |M . We define
U0(M) =
∏
p6|M
Kp ×
∏
p|M
K0,p
Similarly we define U1(M). Both sets are open compact subgroups of B∗Af .
In the last section of this chapter we will analyze some Shimura variety, in this case, the quater-
nion algebra will be definite, this will imply that the Shimura variety will be a finite set of points,
which we will identify as the ideals of the quaternion algebra.
As in all Shimura varieties, we can compute their reflex field. This case will be very similar to
CM type, since in fact we are doing a higher dimensional case. Lets (GB , XB) be a quaternionic
Shimura datum as before. By definition we have maps
S h−→ GB,R
then, to obtain our cocharacter we need to obtain hC such that makes conmutative the following
diagram
S(R) h−→ GB,R
↓ ↓
S(C) hC−→ GB,C
Using the explicit definition of h by (2.6) and the observation 2.5.1, we obtain that
h : S −−−−−−−−−−→ GB,R
a+ bi→
((
a b
c d
)
,
n· · ·,
(
a b
c d
)
, 1,
s· · ·, 1
)
To make this diagram conmutative we select the following maps
S(R) = C∗ → S(C) = (C× C)∗
z → (z, z)
Looking at the first r components of GB we have
GB,R|i=1,...,r → GB,C|i=1,...,r((
a b
c d
)
,
n· · ·,
(
a b
c d
))
→
((
z1 0
0 z2
)
,
n· · ·,
(
z1 0
0 z2
))
Where the map is the diagonalization of the matrix over the complex numbers. The rest of the
coordinates (with 1′s we leave them fixed). Also we define
S(C) hC−−−−−−−−−→ GB,C
(z1, z2)→
((
z1 0
0 z2
)
,
n· · ·,
(
z1 0
0 z2
)
, 1,
s· · ·, 1
)
All those definitions make the desired diagram conmutative, because the eigenvalues of the matrix(
a b
−b a
)
are a+ bi and a+ bi. Then, the automorphisms which fix this cocharacters will be the
automorphisms which fix the infinity places of F . (Because this inifinity places will give rise to
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embeddings (2.2) (2.3)). Then, if the automorphism fixes the cocharacter, then it respects the
embeddings, and then fixes the infinity places of F .
E(GB , XB) = Fix(σ ∈ Gal(Q/Q) s.t {∞1, ...,∞r}σ = {∞1, ...,∞r}) ⊆ F
Therefore we can give more specific results depending on the quaternion algebra.
• If B = M2(F ), then r = g and s = 0 (because this quaternion algebra is a matrix group
itself). Then we have that all those g matrices will act on g Poincaré half planes. Then the
dimension of the Shimura variety will be g. Also, we have that the reflex field in this case is
E(GB , XB) = Q
• If we have a quaternion algebra B such that B⊗QR 'M2(R)× g· · · ×M2(R). Then as before,
we have g matrices such that they will act on g copies of the Poincaré half plane, giving us
a Shimura variety of dimension g with
E(GB , XB) = Q
• If we have a quaternion algebra B such that B ⊗Q R 'M2(R)×H× g−1· · · ×H. We have only
one group of matrices which will acts on one copy of the Poincaré half plane, making our
Shimura variety of dimension 1. Also, its reflex field will be
E(GB , XB) = F
We also can compute its special points, lets G = ResF/Q(B∗) with B quaternion algebra over
F . Lets E ↪→ B be an embedding of E quadratic extension of F with at least one non-real
archimedian place. Then, as we can express each point of our Shimura variety as a certain type of
this embedding, we will have that T = E∗, giving us an special point. In the last section of this
chapter, as the Gross-Zagier Shimura curve is of that type, we will use this fact as a crucial point
to prove the Gross-Zagier formulae.
2.6 Automorphic forms and Jacquet-Langlands correspon-
dence
In the previous section we have seen that quaternionic Shimura varieties, in some cases, are the
higher dimensional version of modular curves. Since every modular curve has associated modular
forms, it is convenient to define this type of functions on quaternionic Shimura varieties. As we will
see, both maps are related by a theorem of Jacquet and Langlands. This correspondence will be a
crucial part in the following chapter, and will allow us to translate quaternionic modular forms to
classical modular forms and vice-versa.
First we are going to define what is an automorphic form. Classically, modular forms are
functions defined as follows
f : H → C
with some symmetry properties respect to a congruence subgroup. As we said before, we can
express
H = SL2(R)/SO2(R)
We want to generalize this concept, then, we have to change this quotient of groups by a more
general construction. A priori we can see that every modular form can lift to other function
f˜ : Γ \ SL2(R)→ C
which is invariant with respect to the Γ−action for some group Γ. This theory is defined over
the Adeles, then we are going to use the Strong approximation theorem 2.1.8 without any citation
along this chapter.
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Definition 2.6.1. An automorphic form on GL2/Q with grossencharacter ψ, is any function φ
on GL2(A), satisfying the following conditions
1. φ(γg) = φ(g) for all γ ∈ GQ.
2. It satisfies φ(gz) = φ(zg) = ψ(z)φ(g), for all z ∈ ZA, where ZA is the center of A.
3. Lets Kp = GL2(Op) with Op the ring of integers of Qp and KR = O2(R) the orthogonal
group. Lets R = KR
∏
p<∞Kp. Then φ is R−finite, i.e, the space of functions on GA
spanned by the right translations of φ(g) by R is finite dimensional.
4. As a function on GR, φ is smooth and Z(g)−finite (with g the universal enveloping algebra
of G∞).
5. For every c > 0 and any compact subset T ⊂ GA, there exist constants C,N such that
φ
((
a 0
0 1
)
g
)
≤ C|a|N
for all g ∈ T and a ∈ A∗ with |a| > c.
Also, if we have
∫
Q\A φ
((
1 x
0 1
)
g
)
dx = 0 for almost all g, we are going to say that φ is a cusp
form.
Observation 2.6.2. The 4−th condition is a generalization of the holomorphicity condition in the
definition of the modular forms.
Now we are going to see that there is a correspondence between classical cusp forms and
automorphic forms.
Definition 2.6.3. If f ∈ Sk(Γ0(N), ψ), then we define
φf (g) = f(gR(i))j(gR, i)
−kdet(gR)k/2ψ(k0)
where whe have used the Strong aproximation decomposition of g = γgRk0 with γ ∈ GQ, gR ∈ GR
and k0 ∈ K0(N) =
{(
a b
c d
)
∈ Kp s.t c ≡ 0 mod NZp
}
. Also, j(g, z) = (cz + d) for g =
(
a b
c d
)
(We can see our gR as a matrix because it is an element of O2(R)).
Proposition 2.6.4. The map sending f to φf is an isomorphism between Sk(Γ0(N), ψ) and the
space of functions φ on GA satisfies the following properties
1. φ(γg) = φ(g) for all γ ∈ GQ.
2. φ(gz) = φ(zg) = ψ(z)φ(g) for all z ∈ ZA.
3. φ satisfies the condition (5) in the definition 2.6.1, and it is automorphic cuspidal.
4. This functions satisfies more conditions that scape the objective of the section. All this theory
is well written at [17, p. 13].
The proof can be found at [17, p. 13], and it uses basic theory about complex analysis and
modular forms.
Observation 2.6.5. φf is in fact an automorphic form, conditions (1), (2) and (5) are the same
as in the definition of automorphic forms. The rest of conditions can be obtained using elaborated
reasonings about this topic [17, p. 13].
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Since we have a relation between modular forms and automorphic forms, we also can transfer
the Hecke action of the modular forms to the space of automorphic forms, in order to obtain a
Hecke module. A similar reasoning will be used in the next chapter, specifically in the Eichler
correspondence, and will be a key point to proof Gross-Zagier formulae.
Let’s consider
Hp = Kp
(
p 0
0 1
)
Kp
Then for an automorphic form φ on GL2/Q, we define
T˜pφ(g) =
∫
Hp
φ(gh)dh
We have defined automorphic forms on GL2/Q, we can generalize this concept to GL2/F with F
totally real field. Lets AF denote the adeles ring over F .
Definition 2.6.6 (Automorphic forms forGL2/F ). An automorphic form onGL2/F with grossen-
character ψ for F is any function φ on GAF satisfying the following conditions
1. φ(γg) = φ(g) for all γ ∈ GF .
2. It satisfies φ(gz) = φ(zg) = ψ(z)φ(g), for all z ∈ ZAF .
3. Lets Kp = GL2(Ov) with v a finite place of F , and KR = O2(R)|JF | the orthogonal group
with JF the set of infinite places of F . Let R = KR
∏
p<∞Kp. Then φ is R−finite.
4. As a function on GR, φ is smooth and Z(g)−finite (with g the universal enveloping algebra
of G∞).
5. For every c > 0 and any compact subset T ⊂ GAF , there exists constants C,N such that
φ
((
a 0
0 1
)
g
)
≤ C|a|N
for all g ∈ T and a ∈ A∗F with |a| > c.
Cusp forms are defined analogously.
As we said in the beginning of this section, the objective now is to define equivalent "modular
forms" on Shimura varieties. The first example of a family of such functions are Hilbert modular
forms.
Lets n ⊂ OF be an integral ideal of F . Lets v be a finite place of F , we can define
Kv(n) =
{(
a b
c d
)
∈ Kv s.t c ≡ 0 mod n
}
We can divide places into infinity places and into finite places using the behaviour of the field,
which will be different in both cases.
Lets K0(n) =
∏
v 6∈JF Kv(n). As the complection on the infinity places generates GL2(R)
+, we
have defined an action of
∏
v∈JF GL2(R)
+ on HF = H|JF |. To clarify the notation from now on
we are going to denote s = |JF |. From the one dimensional case (s = 1, classical modular forms),
we deduce that the stabilier of (i, · · · , i) is
K+R = (R
∗SO2(R))s
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We can extend the action to GL2(R) defining the action of
(−1 0
0 1
)
as follows
[(−1 0
0 1
)]
×H → H((−1 0
0 1
)
, z
)
→ −z
then, using the product of matrices we have the action defined for
∏
v∈Jf GL2(R).
As in the classic theory about modular forms, we can define the factor of automorphy for γ ∈∏
v∈JF GL2(R), (we are going to abuse notation denoting the automorphy factor as j).
j(γ, g) =
∏
v∈JF
j(γv, gv) for g = (gv) ∈ HF
where j(γ, gv) are the factors of automorphy defined at 2.6.3.
The element k = (kv)v ∈ Zs is called weight vector. Lets k0 = maxv kv, tv = (k0 − kv)/2 and
t = (tv)v. Also we denote by σ = k + t− 1
Definition 2.6.7. An adelic Hilbert modular form of weight k and level n is a function f : GAF →
C such that
1. f(γgu) = f(g) for all γ ∈ GF , g ∈ GAF , and all u ∈ K0(n).
2. f(ga) = det(a)σj(a, i)−kf(g) for all a ∈ K+R and g ∈ GL2(AF ).
3. For x ∈ GL2(AF,f ) we define fx : HF → C by
fx(z) = det(g)
−σj(g, i)kf(xg)
where g ∈∏v∈JF GL2(R)+ is chosen such that gi = z. We can assert that this is well defined
thanks to the previous statement.
4. fx is holomorphic for all x ∈ GL2(AF,f ).
Also, we have defined adelic cusp forms in a similar way than before. For more details see [17].
We denote the space of adelic Hilbert modular forms of weight k and level n by Mk(n). Also we
are going to denote by Sk(n) the subspace of cusp forms.
We need to define finer maps, specific for each quaternion algebra B over F totally real field or Q.
We start defining some concepts for B over Q, and then we can generalize for each F totally real
field. Let’s suppose that B is definite.
Lets m ≥ 0 integer and Pm be the subspace of C[x, y] of homogeneous polynomials of degree
m. We can define a right action of GL2(C) on Pm as follows; for γ =
(
a b
c d
)
∈ GL2(C). For
f ∈ Pm the action is defined as
γ · f = f(dx− cy,−bx+ ay)
Then, we denote by Pk−2 as the module viewed as a GL2(C)−module under this action by Lk.
Since D ⊗ C ' M2(C), we have an isomorphism which allows us to see each element of B∗ as an
element of GL2(C). Using this observation, we have that B∗ acts on Lk.
Definition 2.6.8. Lets B a quaternion algebra, we define the space of quaternionic automorphic
forms of level U1(M) and weight k for B as
SDk (U1(M)) = {f : B∗A → Lk s.t f(dgu) = f(g)u∞ for d ∈ B∗, g ∈ BAf and u ∈ U1(M)×B∗R}
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Observation 2.6.9. Since we can express B∗A = ∪ni=1B∗diU1(M)B∗∞, we see that f ∈ SBk (U1(M))
is determined by its values on {d1, ..., dn}.
Observation 2.6.10. We can define Hecke operators on quaternionic automorphic forms, endow-
ing to this space a structure of Hecke module.
If we generalize those concepts to quaternion algebras defined over F totally real field of degree
n over Q, we can define quaternionic modular forms. Lets B be a quaternion algebra over F , as
we did in the previous section, we have that
B∗R = (B⊗QR)∗ ' GL2(R)s × (H∗)r
We substitute Q by F totally real field. This gives us a higher dimensional quaternionic Shimura
variety, we are going to define a higher dimensional version of what we did for quaternionic auto-
morphic forms.
We had an action of GL2(C) on Pm, let’s twist this action by the character χt(γ) = det(γ)t for
γ ∈ GL2(C) and t ∈ Z. We denote this new module by Pm(t). Let k = (kv)v ∈ Zs, using the
previous notation we define
Lk =
⊗
v∈places where B does not split
Pmv (tv)
with the convention that Lk = C if B splits over all its infinity places.
For each infinity place v on which B does not split, we choose a map
D ↪→ D ⊗F C 'M2(C)
For any d ∈ B, lets denote by dv the image of d under the previous embedding. Then, using the
previous action, we can make Lk a B
∗−module by sending d → (dv)v ∈ GL2(C)r. Lets P ∈ Lk
and d ∈ B∗, we are going to denote by P d the action of d on P .
Now we can define an action of B∗ on the space of functions
f : Hs± ×B∗Af /U∗ → Lk
with U∗ = O(n) ⊗ Zˆ where O(n) is an Eichler order of level n with n coprime to disc(B). The
action is defined for functions of this type that also satisfies
(f |kd)(z, u) =
 ∏
v∈JsF
det(dv)
σv
j(dv, zv)kv
 f(dz, du)d
Where JsF is the set of all infinity places where B splits, and zv is defined as zv = gv(i, ..., i) with
g ∈ B∗R such that g(i, ..., i) = z.
Observation 2.6.11. On the places where the quaternion algebra splits we have the usual trans-
formation factor, as with Hilbert modular forms. On the places where the quaternion algebra is
ramified is where we have introduced a new action.
Definition 2.6.12. A quaternion modular form of weight k and level n for B is a function
f : Hs± ×B∗Af /U∗ → Lk
which is holomorphic in the first variable and locally constant in the second, such that f |kd = f
for all d ∈ B∗. We denote the space of quaternionic modular forms by MB
k
(n).
Observation 2.6.13. As we can observe, in this definition we request an holomorphcity condition
in contrast with the previous definition where we do not request this sort of condition. This is
because in the definition 2.6.8, our quaternion algebra was definite, then s = 0 and we had nothing
in our first variable.
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To define the cusp forms, we will have two cases
• When B is definite, we will have that B = M2(F ), and then f ∈ SDk (n) if f(z, U∗)→ 0 when
z → cusp in P1(F ).
• When B is indefinite, as there are no cusps, we have that SD
k
(n) = MD
k
(n).
We can state the main theorem of this section, the Jacquet-Langlands correspondence. We
state a concrete realization of this correspondence, in terms of quaternionic modular forms, al-
though the original theorem is stated in the languaje of automorphic representation. We will not
prove this theorem, since its proof uses a deep knowledge of automorphic representation, anyway,
we can found its proof in the theorem [2, thm. 16.1].
Theorem 2.6.14 (Eichler, Jacquet-Langlands, Shimizu). Lets B be a quaternion algebra over F
totally real field of discriminant D. Lets N be an ideal coprime to D. Then there is an injective
map of Hecke modules
SB2 (N) ↪→ S2(DN)
whose image consists of those Hilbert cusp forms which are new at all primes p|D.
Observation 2.6.15. This correspondence is usually used to translate problems about modular
forms between two quaternion algebra. As an example, if we take D = 1, we have an isomorphism
SB2 (N) ' S2(N)
we can take other quaternion algebra B′, with D′ = 1 and, using Jacquet-Langlands we obtain
SB
′
2 (N) ' S2(N)
If we combine both expressions, we have a bijective correspondence between modular forms of two
quaternionic Shimura varieties
SB2 (N) ' S2(N) ' SB
′
2 (N)
This correspondence is used by Gross to obtain the expression of L−functions. He solves a modular
forms problem by solving a quaternionic modular forms problem. This way is simpler due to the
election of a definite quaternion algebra, which gives a finite point geometry to the Shimura variety.
2.7 Gross-Zagier Shimura curve
In this section we are going to construct a Shimura curve which in the next section will allow us to
express the L−function in terms of its special points. This variety will be a definite quaternionic
Shimura variety, therefore we are going to construct this variety as we did in the section 5. We
are going to study this variety in detail, obtaining interpretations of its structure. Special points
of this variety will be used in the next chapter to express properties about optimal embeddings.
Those properties and interpretation, will be used in the next chapter to translate the behaviour of
this Shimura variety to properties about modular forms and L−functions.
We are going to construct a quaternionic Shimura curve. Lets B be a quaternion algebra over
Q which ramifies at ∞ and N , then B is definite. Also we can deduce that ResQ/QB∗ = B∗. This
algebraic group will be part of our Shimura datum. We denote its idele points as B(A). For every
order in a quaternion algebra, we can obtain its local component, Rp = R⊗Zp for a prime number
p. This module is defined in Bp = B ⊗Qp. Using this definition we can obtain the adèle complec-
tion for R as Rˆ = R ⊗ Zˆ = ∏pRp. Throughout this section we will obtain an interpretation for
this adèlic definition. It will allows us to see special points of our Shimura curve in many different
ways. Lets R be a maximal order.
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We are going to study the Shimura variety attached to the Shimura datum (GB = B∗, XB =
(P1)dB=1). Since Rˆ is an open compact subset of B(A)∗, then we can express our Shimura variety
using 2.2.12
X = K \GB(A)× (P1)dB=1/GB(Q) = Rˆ∗ \B(A)∗ × P1/B∗(Q)
From now on, for simplicity, we are going to denote by Bˆ = B(A), and B(Q) = B.
First, we are going to examine the right part of the Shimura variety, to obtain an interpreta-
tion of each equivalence class. We denote by Z = Rˆ∗ \ Bˆ∗/B∗ this double quotient. Since we are
using the adèle complection of the quaternion algebra B, we are going to examine it coordinate by
coordinate. The local ideals of the quaternion algebra are principal, and this gives us a way to see
how are the elements of this object.
Lets Ip = Rpgp with gp ∈ B∗p/R∗p local ideal. The adèlic points of the multiplicative group of
the quaternion algebra is, by definition, the product of their local coordinates. Then we can see
elements of Z as follows, gI ∈ Bˆ∗/Rˆ∗ is of the form (..., gp, ...) with gp in the p−th position. Given
such point, using its coset form, we can obtain a R−left ideal of B as follows
I = RˆgI ∩B
Then we have obtained a relation between equivalence classes of Z and ideals of B
{
Equivalence classes of Z
}→ { Left R-ideals ofthe quaternion algebra B
}
This relation will allow us to see a coordinate of our Shimura curve as a left R−ideal of B.
Using an equivalence definition of class number for quaternion algebras, we see that left ideal
classes correspond to orbits of B∗ acting on the right of Bˆ∗/Rˆ∗, then the class number is n =
|Rˆ∗ \ Bˆ∗/B∗|, and it is finite due to Borel’s theorem 2.1.5.
The class number is the number of ideals with which you can divide the algebra. Using other time
Borel’s theorem 2.1.5 we can obtain a new expression for the adelic points of the quaternion algebra
group. We take an ideal from each equivalence class making a decision of cosets representatives of
Bˆ∗/Rˆ∗. Let g1, ..., gn the representatives, we express Bˆ as
Bˆ∗ = ∪ni=1Rˆ∗giB∗
Similar to what we did with the algebra B, the right order of Ii is Ri = B ∩ g−1i Rˆgi. Using
that maximal orders in B are locally conjugate in Bˆ, and the subgroup which fixes R is the nor-
malizer of Rˆ; NRˆ∗, we can compute the type number for the adèlic complection of our algebra,
t = |B(Q)∗ \B(A)∗/NRˆ∗|.
Observation 2.7.1. Lets x ∈ Z, we know that x has associated an R−ideal I, and also we can
obtain its right order. We will see in the next chapter that there is an equivalence between right
orders of a quaternion algebra and supersingular elliptic curves over a finite field. In the following
theory it is important to know that there are equivalent definitions from the point of view of the
elliptic curves, and if we have a problem with the algebraic point of view, we can move our problem
to a question about elliptic curves.
Points as optimal embeddings
As we defined in the first chapter, when we have an optimal embedding f : O ↪→ Ri, we have a
field homomorphism f : K ↪→ B. With this map we can define an adèlic equivalent definition
f(K) ∩ g−1i Rˆgi = f(O) in B(A)
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with g1 the representative of Ri. We can see that this definition involves the choice of cosets
{gi} and the map f . Also we observe that the adèle optimal embeddings which are contained
in Rˆ∗ \ Hom(K,B) × Bˆ∗/B∗. B∗ act on the right of this set by (g, f) → (gb, b−1fb). Us-
ing that Bˆ∗ = ∪RˆgiB∗, the set of all optimal embeddings modulo conjugation by R∗i is identi-
fied with the classes of the quotient U(K) = (R̂∗ \ B̂∗ × Hom(K,B))/B∗ which (g, f) satisfies
f(K) ∩ g−1Rˆg = f(O).
We can observe that this new object U(K) are the points of a Shimura curve U over K, where
we have used D = Hom(K,B) (with the action defined), later we are going to see that this is the
same Shimura variety defined before in this section. This variety is well defined because when we
define D, we have to find the following homomorphism
h : S→ BR
Hom(K,B) are those homomorphisms, which generates our hermitian symmetric domain D.
As we said before, R̂ is a compact subset of B̂ with the adelic topology, and B(Q) = B, then we
can use 2.2.12 to construct our Shimura curve U .
We know that U(K) are the K−rational points of a Shimura variety U , because Hom(K,B) are
defined over K ⊂ S(R).
Observation 2.7.2. If we have an optimal embedding f : K ↪→ B with the usual definition, we
also have that f is an optimal embedding with the adèlic definition. This also works in the other
way.
Definition 2.7.3. Lets B be quaternion algebra, we define the space of pure quaternions as
B0 = {α ∈ B : trd(α) = 0}.
Observation 2.7.4. If we restrict the nrd to B0 with B = (a, b|K), we have nrd|B0(xi+yj+zk) =
−ax2 − by2 + abz2. We observe that nrd|B0 = 0 defines a curve of genus 0 over the projective
plane.
Theorem 2.7.5. Lets F be a field with char F 6= 2. The functor B → nrd|B0 yields an equivalence
of categories between{
Quaternion algebras over F, under
F-algebra siomorphism, and anti-isomorphims
}
←→
Ternary quadratic forms over Fwith discriminant 1 ∈ F×/F×2under isometries.

We can use this theorem in order to relate X with U . Lets B be our quaternion algebra defined
over Q. By the previous theorem we have a curve of genus 0 associated, which we are going to
denote by Y . We define points of Y in any Q−algebra E as
Y (E) = {α ∈ B ⊗ E : α 6= 0, trd(α) = 0, nrd(α) = 0}/E∗
Using the correspondence {
Points over R of an
algebraic variety
}
←→ {Spec(R)}
if A is a K−algebra, we can express the A−rational points as
Y (A) = Hom(Spec(A)→ Spec(R)) = Hom(R→ A)
Thus, we can obtain the following expression for Y (K).
Y (K) = Hom(K,B)
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For each embedding f : K ↪→ B, we are going to say that y = yf is the image of the unique K−line
on the quadric {α ∈ B ⊗K : trd(α) = 0, nrd(α) = 0} on which conjugation by f(K∗) acts by
multiplication by k/k.
Now, we can express U in terms of a genus 0 curve,
U = Rˆ∗ \ Bˆ∗ × Y/B∗
Every genus 0 curve is isomorphic to the projective line, then
U = Rˆ∗ \ Bˆ∗ × Y/B∗ = Rˆ∗ \ Bˆ∗ × P1/B∗ = X
giving us that U = X.
Using 2.2.24, we have an isomorphism which takes Rˆ∗gi × y (mod B∗) to the coset y (mod Γi).
Then we can rewrite the curve as
X ' ∪ni=1Y/Γi
With this expression we can see our curve as the disjoint union of n curves of genus 0 (modulo
some groups).
Since we have expressed our Shimura curve with optimal embeddings, now we are going to
obtain some properties of this Shimura curve. This properties will help us in the next chapter to
obtain the expressions of the L−functions.
Proposition 2.7.6. Special points of X over K are the image of any point of Rˆ \ Bˆ × Y (K) in
X(K).
Proof. For every point x ∈ D there exists a map hx : K ↪→ B. Then, since each special point is
defined by an optimal embedding K ↪→ B, the map hx will be this embedding. Aso the torus for
each point will be ResK/QK∗ = K∗. Then we have that hx(C∗) = hx(K∗) ⊂ K∗. We have that
every point x ∈ D is a special point with K∗ as a torus.
Observation 2.7.7. We can see special points x ∈ X as x = g× y such that g ∈ Z = Rˆ∗ \ Bˆ∗/B∗
and y ∈ Y (K), i.e, y is an homomorphism f : K ↪→ B.
Definition 2.7.8. We say that the point x = g× y has discriminant d if f(K)∩ g−1Rˆg = f(O) is
the image of an order of discriminant d where f is the embedding which we have associated to y.
We can divide our curve X in finite components, as we divided Z. Lets x = g × y, x we say
that x lies in the component Xi(K) if g ≡ gi ∈ Rˆ∗ \ Bˆ∗/B∗. There are hi(d) special points of
discriminant d in the i−th component (modulo conjugation), because there are the same points as
maps such that f(K) ∩ g−1Rˆg = f(O). This is the number of optimal embeddings f : O ↪→ Ri.
(We have shown that there is an equivalence between these two types of optimal embeddings).
Special point’s action
Lets x ∈ X a special point of discriminant d, then x = g × y. There exists f : K ↪→ B an
embedding associated to y, this induces the natural homomorphism fˆ : Kˆ∗ → Bˆ∗.
We define the action of a ∈ Kˆ∗ applied to x as
xa = gfˆ(a)× y
Proposition 2.7.9. The action is well defined independent of the choice of representative for x.
Also xa has discriminant d if and only if x has discriminant d.
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Proof. If x ≡ g′ × y′, since g belongs to the same ideal as g, we have that g′ = gb and f ′ = b−1fb.
If we put this together, g′fˆ ′(a)× y = gb(b−1fˆ(a)b)× y′ = gfˆ(a)b× y′ ≡ xa.
fˆ(Kˆ∗) is conmutative, f(K)∩gfˆ(a)−1Rˆgfˆ(a) = fˆ(a)−1(f(K)∩g−1Rˆg)fˆ(a) = fˆ(a)−1f(O)fˆ(a) =
f(O) with O order with discriminant d.
Observation 2.7.10. Subgroups K∗ and Oˆ∗ act trivially since g ∈ Rˆ∗ \ Bˆ∗/B∗, and fˆ(K∗) ∈ B∗
or fˆ(Oˆ∗) ∈ Rˆ.
We conclude with the fact that if x = xa, then a ∈ K∗Oˆ∗. If we want to obtain groups which
act freely, we must remove K∗ and Oˆ∗, obtaining Oˆ∗ \ Kˆ∗/K∗ ' Pic(O). We can identify the
orbit space of this action with
Rˆ∗ \ Nˆ∗/f(Kˆ∗)
where f : K ↪→ B is the embedding associated to the y−component and Nˆ∗ = {g ∈ Bˆ∗ :
f(K)∩g−1Rˆg = f(O)}. Here we have used the property that says that points xa have discriminant
d. By definition we can see adèles as a the product of the local components of the initial object
Rˆ∗ \ Nˆ∗/f(Kˆ∗) =
∏
p
R∗p \N∗p /f(K∗p )
This double coset allows us to classify the number of optimal embeddings of Op into Rp modulo
conjugation by R∗p. This number is 1 for all p 6= N , and for p = N is 0, 1, 2 depending on the
behaviour of N in O. This gives a proof of
n∑
i=1
hi(d) =
{
(1− ( dN ))h(d) if d 6= N2d′.
0 if d = N2d′.
Equivalent definition of points of discriminant d
If we have a point x ∈ X such that x = g × y and g ≡ gi, we can see it as an optimal embedding
f : O ↪→ Ri. Lets A be an ideal of K, this ideal takes the form A = K ∩ aOˆ with a adèle mod
Oˆ∗. Lets R′ be the right order of RiA. The map f induces an optimal embedding fa : O ↪→ R′
which corresponds to the point xa.
We can ask how the Galois group of the extension K/Q acts on the curve X. If x ∈ X, x
can be written as x = g × y, with y corresponding to an optimal embedding f : O ↪→ Ri. Lets
α ∈ Gal(K/Q), we define the action as α(x) = h with h = g × f, where
f : O → Ri
a→ f(α(a))
When N is inert in O then the group Gal(K/Q) × Pic(O) acts simply transitively on the points
of discriminant d. When N is ramified in O, the group Pic(O) acts simply transitively. We have
x = α(x) if and only if x corresponds to an embedding f : O → Ri, where f(α(a)) = jaj−1 with
j 4th root of unity in R∗i .
Theorem 2.7.11. There exists an embedding f : K ↪→ B if and only if ∀p ∈ Ram(B), (−Dp ) 6= 1.
Proposition 2.7.12. There are not embeddings of real quadratic fields into definite quaternion
algebras.
If we combine these two theorems with the part about quadratic fields, we can deduce that in
the cases with which we are working, the action of Gal(K/Q)× Pic(O) is simply transitive.
Chapter 3
Gross-Zagier formulae
3.1 Brandt matrices
In this section we will give the definition and some properties about Brandt matrices, these objects
arise when we want to know how many elements of a given norm are in a quaternion algebra. Even
though the definition is purely algebraic, this matrix will allow us to describe the action of Hecke
operators over certain modular forms spaces. This section will be used in the next section as a
glue, making easier some computations and proofs.
In this section, we will use the theory that we have defined in the first chapter about quadratic
fields and quaternion algebras. One of the main tools of this theory will be the Eichler mass for-
mula, which is proved in [1, thm. 26.1.5]. Its proof uses advanced theory of quaternion algebras
from an analytic point of view.
We can subdivide each quaternion algebra B by its left ideals, as in the classical theory of
number fields. We define the equivalence relation similarly; I ∼ J if and only if there exist b ∈ B∗
such that J = Ib. We can find in [1] that the set of left ideal classes is finite, with order n (class
number). Let’s choose an ideal representing each equivalence class, denoted by {I1, ..., In}. By
convention let R = I1.
We want to do the same with orders. Lets Ri be the right order of Ii. Since our set of ideals
represents all ideal classes, their right orders represent all conjugacy classes of orders in B.
We can see that if two ideals I1 and I2 are in a different class, it is possible that OR(I1) 6= OR(I2).
The number of conjugacy classes of orders in B (t, type number) is less or equal than the class
number, i.e, t ≤ n.
Theorem 3.1.1 (Eichler mass formula). Let Γi = R∗i /Z∗ and wi = |Γi|:
n∑
i=1
1
wi
=
N − 1
12
Proposition 3.1.2. Mij = I−1j Ii = {
∑
akbk : ak ∈ I−1j , bk ∈ Ii} is a left ideal of Rj with right
order Ri.
For every b ∈Mij , we define its reduced norm as n(b)/n(Mij) with n(Mij) the unique number
such that all the quotients are integers with non common factors.
We associate a set of series fij to this construction
jij =
1
2wj
∑
b∈Mij
e2pii(n(b)/n(Mij))τ
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We can reorder this serie in order to obtain its Fourier expansion.
fij =
∑
m≥0
Bij(m)q
m with q = e2piiτ
The aim of these two sections will be study the matrix that defines the coefficients Bij(m). It is
called Brandt matrix of degree m. Each coefficient Bij(m) represents the number of elements in B
with reduced norm m.
We can easily compute the Brandt matrix of level 0 and 1. As we have defined the norm of the
quaternion algebra as nrd(α) = αα, the only element with norm 0 is the 0, and it is contained in
all Mij , then we have
B(0) = 1/2
1/wi ... 1/wn: ::: :
1/w1 ... 1/wn

Using the definition of I−1j and the definition of norm, we can deduce that B(1) = In×n.
In order to obtain some properties of the Brandt matrix, we need to use theory of quadratic fields.
We are going to relate quadratic orders and quaternion orders via optimal embeddings.
With the definition of optimal embedding, we can relate the theory of orders of quadratic fields
and quaternion algebras with the aim to give a formula for the trace of the Brandt matrix.
Lets d be a negative discriminant, lets K be the quadratic field of discriminant d and u(d) the
cardinal of the group of unities computed at 1.1.4. Lets h(d) = |Pic OK | (Pic OK defined with
the usual equivalence relation between the ideals of OK).
For D > 0 we define
H(D) =
∑
df2=−D
h(d)/u(d)
This sum has this form because we want to add fractions h(d)/u(d) such that there exists a
quadratic field with a quadratic order of discriminant −D.
We define the modified invariant HN (D)
HN (D) =

0 if N splits in O−D
H(D) if N is inert in O−D
1/2H(D) if N is ramified in O−D but N does not divide the conductor of O−D
HN (D/N
2) if N divides the conductor of O−D
with O−D the ring of integers of the quadratic field of discriminant −D.
Proposition 3.1.3 (Eichler trace formula). For all m ≥ 0
Trace(B(m)) =
∑
s∈Z, s2≤4m
HN (4m− s2)
Proof. For m = 0 we have computed the matrix. We can apply the mass formula and obtain the
result.
Using the definition of the Brandt matrix, Bii(m) = #{b ∈ Mii s.t n(b)/n(Mii) = m}. We
define sets
Ai(s,m) = {b ∈ Ri s.t trd(b) = s, nrd(b) = m}
The algebra B is ramified at ∞, this implies that a, b < 0, then the discriminant of any element is
< 0. Ai(s,m) = ∅ if s2 > 4m. Using this property, we can write the trace of the matrix as
Trace(B(m)) =
n∑
i=1
∑
s2≤4m
#Ai(s,m)
#R∗i
=
∑
s2≤4m
(
n∑
i=1
#Ai(s,m)
#R∗i
)
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We claim that
∑n
i=1
#Ai(s,m)
#R∗i
= HN (4m− s2). When 4m− s2 = 0, the problem is fulfilled thanks
to the mass formula. From now on, we are going to suppose that D = 4m− s2 is positive.
For all b ∈ Ai(s,m), we construct the quadratic order Z ⊕ bZ = O−D. Using that trd(b2) =
b2 + b2 = b2 + b
2
= (b+ b)2 − 2bb = s2 − 2m, we compute its discriminant as
disc(O−D) =
∣∣∣∣2 ss s− 2m
∣∣∣∣ = s2 − 4m = −D
Using this computation, we have proved that every element which belongs to Ai(s,m), also belongs
to the quadratic order O−D. This implies that every b ∈ Ai(s,m) generates an embedding
O−D ↪→ Ri
Now, we are going to count elements of Ai(s,m) as embeddings.
The group of units of Ri, Γi = R∗i /{±1}, acts on Ai(s,m) by conjugation. Then orbits of Γi
correspond to embeddings of O up to conjugation.
For d < 0, hi(d) is the number of optimal embeddings of the order with discriminant d into Ri,
modulo conjugation by R∗i . We conclude with
|Ai(s,m)/Γi| =
∑
df2=−D
hi(d)
The idea behind this relation is that we are searching for fields which have suborders of discriminant
−D. This will allow us to count the number of elements of our set Ai(s,m). This counts all the
embeddings because if one embedding O ↪→ R is not optimal, then there exists S such that O ⊂ S
with S ↪→ R be an optimal embedding.
The order of the stabilizer of an element b ∈ Ai(s,m) under Γi is equal to 1 unless the generated
embedding extends to Z[µ6] or Z[µ4], with orders 3 and 2 respectively. This coincides with the
cardinality of the groups of units at 1.1.4. Then
|Ai(s,m)| = wi
∑
df2=−D
hi(d)/u(d)
Eichler calculated the value of
∑n
i=1 hi(d) as
n∑
i=1
hi(d) =
{
(1− ( dN ))h(d) if d 6= N2d′.
0 if d = N2d′.
The Legendre symbol which appears in the previous formula, allows us to connect this result with
the fact that N is ramified, inert or splits using 1.1.3.
Now, in order to compute the value of this sum, we are going to consider case by case.
1. If N splits in O−D, this implies by 1.1.3 that ( dN ) = 1. Then due to the result of Eichler,∑n
i=1 hi(d) = 0. We obtain that
∑n
i=1
|Ai(s,m)|
2wi
= 0.
2. If N is inert in O, this implies that ( dN ) = −1, and then
∑n
i=1 hi(d) = 2h(d). We substitute
this in the sum and then, we have that
∑n
i=1
|Ai(s,m)|
2wi
= H(D)
3. If N is ramified in O but does not divide the conductor of O−D, then
∑n
i=1 hi(d) = h(d).
We conclude with
∑n
i=1
|Ai(s,m)|
2wi
= 12H(D).
4. If N is ramified and divides the conductor of O−D, then we have that we can reduce the
equalities df2 = −D to d(f/N)2 = −D/N . Thus we have that∑ni=1 |Ai(s,m)|2wi = HN (D/N2).
Using these equalities we conclude that
∑n
i=1
|Ai(s,m)|
2wi
= HN (D) = HN (4m− s2).
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3.2 Supersingular elliptic curves
This section points out the relation between supersingular elliptic curves and orders in a quaternion
algebra, this bijection will be used over the dissertation, it will allow us to carry problems about
elliptic curves to problems about quaternion algebras and vice-versa. This connects with Brandt
matrices because we can define maps between supersingular ellitptic curves as certain elements of
a quaternion algebra. With this theory we can see that Brandt matrices contain some information
about the elliptic curves, more specific about their automorphism classes.
Definition 3.2.1. An elliptic curve is called supersingular if
E[pr] = {0} for all r ≥ 1
Theorem 3.2.2 (Deuring). Lets K be a perfect field of characteristic p and E/K an elliptic curve.
Lets φr be the pr−Frobenius map and φˆr its dual. The following statements are equivalents:
1. E is a supersingular elliptic curve.
2. φˆr is inseparable for all r ≥ 1.
3. The map [p] is purely inseparable and j(E) ∈ Fp2 .
4. End(E) is an order in a quaternion algebra ramified at p at ∞.
5. The formal group Eˆ/K associated to E has height 2.
Proof. Since the Frobenius map is purely inseparable, then we have
degs(φˆr) = degs[p
r] = (degs[p])
r = (degsφˆ)
r
Using [7, III, 4.10 a], we can relate
|E[pr]| = degs(φˆr) = degs(φˆ)r
Then we have the equivalence between (1) and (2).
Now we can express the degree of the map using heights, as φ is purely inseparable, then
degiφˆ = (degi[p])/p = p
ht(Eˆ)−1
We know that φˆ has degree p, showing that 2 and 5
From now on, we are going to prove the chain of implications (2)⇒ (3)⇒ (4)⇒ (2).
If we suppose 2, then we have that [p] = φˆ ◦ φ is purely inseparable. Then, we must show that
j(E) ∈ Fp2 . Using that φˆ is purely inseparable, φˆ factors as
E(p)
φˆ−→ E
↓ φ′ ψ−1 ↓
E(p
2) id−→ E(p2)
where φ′ os the p−th powe Frobenius map on E(p) and ψ has degree 1. Using [7, II 2.4.1] we have
that ψ is an isomorphism and
j(E) = j(E(p
2)) = j(E)p
2
Then j(E) ∈ Fp2 .
Now we suppose (3). Also suppose that End(E) is not an order in a quaternion algebra. Using
[7, III 9.4] we have that
U = End(E)⊗Q
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is a number field.
Let E′ be any elliptic curve isogeneous to E, let ψ be the isogeny such that
ψ : E → E′
We have that ψ ◦ [p] = [p] ◦ ψ and [p] is purely inseparable on E, if we compare inseparability
degrees, we obtain that [p] is purely inseparable on E′. Then
|E′[p]| = degs[p] = 1
Using that (1) ⇒ (3), we have that j(E′) ∈ Fp2 . Then we obtain that there are finitely many
elliptic curves isogeneous to E, up to isomorphism.
Let l ∈ Z with l 6= p. Then l remains prime in End(E′) for every E′ isogeneous to E. Using [7,
III 6.4b], we have that
E[li] ' Z/liZ× Z/liZ
Then we find a sequence of subgroups
Φ1 ⊂ Φ2 ⊂ · · · ⊂ E with Φi ' Z/liZ
Let Ei be the quotient of E by Φi. Then tere is an isogeny
E → Ei
with kernel Φi. By the previous reasoning, there are only fintely many distinct E′is, then we can
choosem,n > 0 such that Em+n and Em are isomorphic. We compose this map with the projection
form Em to Em+n, creating an endomorphism
λ : Em
proj−−−→ Em+n ' Em
The kernel of δ is cyclic of order ln. Also l is prime in the ring End(Em), then comparing degrees
we have
λ = u ◦ [ln/2]
for some u ∈ Aut(Em). But the kernel of [ln/2] is not cyclic for any n > 0. Then we have a
contradiction, that comes from assuming that End(Q) is not an order in a quaternion algebra.
Now we suppose (4). Also suppose that (2) is false, we are going to obtain a contradiction. By
our assumption we have that φˆr i separable for all r ≥ 1. We are going to prove that End(E) is
conmutative, that will contradict the fact of being an order of a quaternion algebra.
The map
End(E)→ End(Tp(E))
with Tp the Tate-module, is injective. Suppose that ψ ∈ End(E) goes to 0 through this map. By
definition of the Tate-module we have that ψ(E[pr]) = 0 for all r ≥ 1. Then since [pr] = φr ◦ φˆr
we have
ker φˆr ⊂ ker ψ
The assumption that φˆr is separable implies that ψ factors through φˆr. Then defining the map
λr : E
(pr) → E
as the map that makes the diagram with φˆr and ψ conmutative. Then
deg λr = deg ψ/deg φˆr = p
−rdeg ψ
Since this holds for every r and deg λr is an integer, λr = 0.
Using [7, III 7.1b] we know that Tp(E) is either 0 or Zp. Then this would imply Tp(E)/pTp(E) '
E[p], and then by assumption E[p] 6= 0 obtaining Tp(E) ' Zp. Using the injective map we have
End(E) ↪→ End(Tp(E)) ' End(Zp) ' Zp
We obtain that End(E) is conmutative, contradicting (4).
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Observation 3.2.3. Besides this theorem, we can prove that every order R in a quaternion algebra
which ramifies at p and ∞ has associated a supersingular elliptic curve E with End(E) = R. Then
we have a bijection{
Orders in a quaternion algebra
ramified at p, ∞
}
←→
{
Supersingular elliptic curves
over a field of characteristic p.
}
Lets F be a field of characteristic N , then there exist n isomorphism classes of supersingular
elliptic curves over F, {E1, ..., En}. Where, by the previous correspondence, n = class number of
the quaternion algebra associated.
We have that End(Ei) = Ri, then we can see R−ideals which we defined in the previous section,
Ii = OR(Ii) = Ri, as Ii = {f ∈ Hom(Ez, Ei) for all 1 ≤ z ≤ n}. The inverse of ideals are also
I−1i = {f ∈ Hom(Ei, Ez) for all 1 ≤ z ≤ n}.
Using this point of view, we have an isomophism
Mij ∼= Hom(Ei, Ej)
We associate an isogeny φb : Ei → Ej to each b ∈Mij by the previous isomorphism. We define
deg φb = n(b)/n(Mij)
Since we have a correspondence between elements of a quaternion algebra and isogenies between
supersingular elliptic curves over a field of characteristic N , it is reasonable to ask us how can
we transfer operations over the quaternion algebra to isogenies (as the sum, the product or the
conjugation).
If we have two elements a, b ∈ B, such that a corresponds to an isogeny φa : Ei → Ej and b to an
isogeny φb : Ej → En, then the product ab corresponds to φa ◦ φb.
The conjugation works by dual isogenies. If we have a as in the previous case a = φˆa. It is
defined in this way because the norm aa, in terms of isogenies will be φa ◦ φˆa = [deg φa], and
coincides by the previous definition of degree. Furthermore, the sum is the same in both sides of
the correspondence.
Proposition 3.2.4. Bij(m) is equal to the number of subgroup schemes C of order m in Ei such
that Ei/C ∼= Ej
Proof. By the definition
Bij(m) = |Mij | = | {φ : Ei → Ej s.t φ isogeny with degree m}∼ |
with ∼ the equivalence relation such that φ ∼ φ′ if and only if φ′ = αφ with α ∈ R∗j . We can
observe that this identifies two isogenies if they have the same kernel C. This kernel is a subgroup
of the curve of order m, because φ is an isogeny of degree m.
It is known that the orders Ri and Rj are conjugated in B if and only if elliptic curves Ei and
Ej are conjugated by an automorphism of the field. By Deuring’s theorem, we have that modu-
lar invariants of the curves lie in the field with N2 elements, then the curves are conjugated by
automorphism of the field if and only if i = j or ENi ' Ej . Also, we have that the kernel of the
Frobenius morphism Ei → ENi is the only subgroup of order N in Ei. This gives the following
proposition
Proposition 3.2.5. Curves Ei and Ej are conjugated by automorphism of the field if and only if
i = j or Bij(N) = 1.
This proposition shows that Brandt’s matrix has some information about elliptic curves. At
the last result of this chapter, we are going to proof that
∑
k Bik = 1. This gives us two properties:
Given the list of isomorphism classes of elliptic curves {E1, ..., En}
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• Isomorphism classes of supersingular elliptic curves are, as maximum, group together in pairs
by automorphisms of the field.
• Given a class Ei, if ENi 6' Ej , ∀j ∈ {1, ..., n} \ i, then Bii(N) = 1
Proposition 3.2.6. Given a quaternion algebra B, we can find its type number using Brandt’s
matrix as follows
t = Trace B(N) +
n− Trace B(N)
2
Proof. In this proof we are going to use the correspondence between elliptic curves and orders.
Trace B(N) is the number of orders that are not conjugated by automorphism. n− Trace B(N)
is the number of orders which are conjugated by automorphism. As we remark before, this orders
will be paired, then, if we divide by 2, we will have the number of classes of this orders. When we
sum, we have the type number, i.e the number of equivalence classes with the relation given by
the conjugation.
Proposition 3.2.7. 1. The row sums
∑
j Bij(m) = σ(m)N :=
∑
d|m, (d,N)=1 d.
2. If (m,m′) = 1, then B(m)B(m′) = B(mm′).
3. B(N) is a permutation matrix of order dividing 2 and for k ≥ 1, B(Nk) = B(N)k.
4. If p 6= N is prime and k ≥ 2, B(pk) = B(pk−1)B(p)− pB(pk−2).
5. The matrices B(m) for m ≥ 1 generate a conmutative subring B of M(n,Z).
6. We have the symmetry relation wjBij(m) = wiBji(m).
7. The conmutative algebra B ⊗ Q is semi-simple and isomorphic to the product of totally real
number fields.
Proof. 1. Using 3.2.4 we know that
∑
j Bij(m) is the number of subgroups of order m in Ei.
Since this is multiplicative in m, we have two options
• If m = Nk the number of subgroups of order m is 1.
• If m = pk with p 6= N , then the number of subgroups of order m is equal to 1 + p +
p2 + ...+ pk.
Then we have
∑
j Bij(m) = σ(m)N .
2. Using 3.2.4, we can read Bij(mm′) as the number of subgroups Cmm′ of order m in Ei with
Ei/Cmm′ ' Ej . Then, we select Cm, the unique subgroup scheme of order m in Cmm′ . Let
Ek = Ei/Cm. Now let Cm′ be the image of Cmm′ on Ek. This image has order m′ and
Ek/Cm′ ' Ej . As we can factor any isogeny of degree mm′ uniquely, then we obtain
Bij(mm
′) =
∑
k
Bik(m)Bkj(m
′)
3. Each Ei has a unique subgroup scheme CN of order N . This subgroup is the kernel of the
Frobenius map (denoted by E Frob−−−→ EN ). Then Bij(N) = 1 if ENi ' Ej and Bij(N) = 0
otherwise. Then we can see B(N) as a permutation matrix of order dividing 2. Since the
unique subgroup of order Nk is the kernel of Ei
Frob Nk−−−−−→ ENKi . Then we obtain B(Nk) =
B(N)k.
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4. We can factorize any isogeny φ : Ei → Ej of order pk as an isogeny Ei → Ek of degree p
followed by an isogeny Ek → Ej of degree pk−1. We know that this factorization is unique
if the kernel of φ is cyclic. If the kernel is not cyclic, then φ = p · φ′ with φ′ of degree pk−2.
Then there are p+ 1 possible factorizations. Then we have that
B(pk)ij =
∑
l
Bil(p)Blj(p
k−1)− pB(pk−2)ij
which proves the statement.
5. We can use the two previous points to obtain that B is generated over Z by the matrices
B(N) and B(p) for p 6= N .
6. We can identify Hom(Ei, Ej) with Hom(Ej , Ei) using the duality operator. This operator
preserves the degree. Also since wjBij(m) is the half part of the elements in Hom(Ei, Ej)
of degree m, then we have the symmetry.
7. We can define an inner product on the group
Zn =
n⊕
i=1
Zei
using the formula 〈ei, ej〉 = wiδij . This is positive definite on Rn, then using the previous
point, the matrices B(m) give self-adjoint endomorphisms of Zn. We conclude with this
statement using spectral theorem.
3.3 Main result
This subsection explains an important result in the modern number theory. This formula is the
computation of the special value of some L−functions in terms of elements of a quaternionic
Shimura variety. The significance of this proof is clear since one of the objectives of the modern
number theory is to understand the behaviour of L−functions and their connection with elliptic
curves.
We start with the computation of the special value of a L−function using modular forms theory.
We apply Rankin’s method and some computations to obtain an expression of the special value.
In order to reinterpret this result we define a Shimura variety which will allow us to describe those
equations in terms of their points. This result is inspired in the Jacquet-Langlands correspondence;
we have a problem about modular forms (we express the L−function in terms of modular forms),
and using this correspondence we can see our problem with an easier geometry, given by a definite
quaternionic Shimura variety.
One of the underline ideas is the relation between some spaces which we will use along this
section. In the previous chapter we defined a correspondence between supersingular elliptic curves
and orders of a quaternion algebra, now, we add to the dissertation the theory of modular forms.
Using this relation we can transfer analytic concepts and tools to our Shimura variety. The glue
between those correspondence are Brandt matrices since they explain us how the operators acts in
both spaces.
After proving the main result, we will analyze two more L−functions as corollaries of the main
result. In the nex sections we will obtain special values of the L−function associated to an elliptic
curve using modular forms of weight 3/2.
Lets f =
∑
m≥1 amq
m be a cusp form and K an imaginary quadratic field of discriminant −D
in which the number N is inert. We denote by O the ring of integers of K.
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Definition 3.3.1. We define the Peterson product of f and g, both cusp forms as
(f, g) =
∫ ∫
D
f(z)g(z)dxdy
with D the fundamental domain of the modular curve X0(N), which is generated by Γ0(N). It is
also defined for one of them not being a cusp form.
Lets A be a fixed ideal class of O and  the quadratic character of (Z/DZ)∗ such that (p) =
(−Dp ) with (
·
· ) the Legendre symbol.
We can associate to each ideal class a modular form of weight 1 and character  as follows
EA(z) =
1
2u
∑
λ∈a
qN(λ)/N(a) =
1
2u
+
∑
m≥1
rA(m)q
m
where u the cardinal of the group of units divided of K (modulo ±1). Also, in this expression a is
any ideal in the class A. If we sum the series over all classes we obtain
E =
∑
A
EA =
h
2u
+
∑
m≥1
R(m)qm
where h is the class number of K. The resulting serie is the weight 1 Eisenstein serie. We observe
that coefficients R(m) are the number of ideals of O with norm m.
Definition 3.3.2. The L−function L(f,A, s) is defined as
L(f,A, s) =
∞∑
m=1
(m,N)=1
(m)
m2s−1
∞∑
m=1
amrA(m)
ms
Observation 3.3.3. The L−serie is the product of two Dirichlet series. The first is a modification
of the Dirichlet L−function L(, 2s− 1), and the second converges for Re(s) > 3/2.
The aim of this section is to compute the value of the L−function at s = 1. First we are going
to use analytic techniques, and later we are going to reinterpret this result using Shimura varieties.
Now, we are going to apply the Rankin’s method to obtain a functional equation for L(f,A, s),
and the first part of the main result will be inmediately.
Lets Γ∞ =
{
±
(
1 n
0 1
)
s.t n ∈ Z
}
, we can observe that Γ∞ ⊂ Γ0(N) ∀N ∈ Z. The funda-
mental domain of this subgroup is D∞ = {0 ≤ x < 1, 0 < y < ∞}. The idea in the following
equations is to change the region of the integral to obtain the fundamental domain of Γ0(N). With
this integrals we will be able to obtain a Peterson product.
For a large Re(s)
(4pi)−sΓ(s)
∞∑
m=1
amrA(m)
ms
=
∫ ∞
0
(
∞∑
m=1
amrA(m)e
−4pimy)ys
dy
y
=
This equality is given by the fact that
∫∞
0
e−y( ym )
samrA(m)
dy
y is the Mellin transform of e
−y( 1m )
samrA(m).
In particular, the Mellin transform uses the multiplicative Haar measure dyy , so it is multiplicative
invariant and we can consider y → 4pimy.
=
∫ ∞
0
(
∫ 1
0
f(x+ iy)EA(x+ iy)dx)y
s dy
y
=
∫ ∫
D
f(z)EA(z)y
s+1 dxdy
y2
= (·)
The first equality comes because we do the product and use that
∫∞
0
e2piimxdx = 0 for all m 6= 0.
Now, given Γ1 and Γ2 congruence subgroups such that Γ1 ⊂ Γ2, we can give a decomposition of
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Γ2 as Γ2 = ∪iΓ1αi. Let R1 and R2 be their fundamental domains, we can change the domain of
the integral as follows∫
R1
φ(t)dµ(t) =
∫
∪αiR2
φ(t)dµ(t) =
∑
αi∈Γ2/Γ1
∫
αjR2
φ(t)dµ(t)
Applying this to the main equality we have
(·) =
∑
γ∈Γ0(ND)/Γ∞
∫ ∫
γFND
f(z)EA(z)y
s+1 dxdy
y2
=
∑
γ∈Γ0(ND)/Γ∞
∫ ∫
FND
f(γz)EA(γz)Im(γz)
s+1 dxdy
y2
= (··)
Now we are going to use the modular behaviour of the functions f and EA under Γ0(ND).
1. f(γz) = f(z)(cz + d)2
2. EA(γz) = EA(z)(cz + d)(d)
3. Im(γz) = y|cz+d|2
We can also define the set C =
{
(c, d) s.t
(· ·
c d
)
∈ Γ0(ND)/Γ∞
}
to simplify the notation
(··) =
∑
(c,d)∈C
∫ ∫
FND
f(z)EA(z)
(d)
cz + d
ys−1
|cz + d|2s−2 dxdy
Definition 3.3.4. Eisenstein series of weight 1 END(s, z) with character  are defined as follows
END(s, z) =
∑
m=1, (m,N)=1
(m)
m2s+1
∑
(c,d)∈C
(d)
cz + d
ys
|cz + d|2s =
=
∑
m=1, (m,N)=1
(m)
m2s+1
1
2
∑
c,d∈Z, c≡0 (ND)
(d,ND)=1
(d)
(cz + d)
ys
|cz + d|2s
Multiplying both sides of the main expression by
∑ (m)
m2s+1 and switching the integral by the
sum
(4pi)−sΓ(s)L(f,A, s) =
∫ ∫
FND
f(z)EA(z)END(s− 1, z)dxdy
It is proved that the function pi−sΓ(s)END(s, z) can be continued to an entire function on the
s−plane. This gives us the analytic continuation of L∗(f,A, s) = ((2pi)−sΓ(s))2(ND)sL(f,A, s) =
L∗(f,A, 2− s). This follows from the behaviour of the Eisenstein series. Now, substituting s = 1
L(f,A, 1) = (4pi)
∫ ∫
FND
f(z)EA(z)END(0, z)dxdy
In order to change the domain of the integral we define the trace function as
TrMN : M2k(Γ0(N))→M2k(Γ0(M))
g →
∑
γ∈Γ0(N)/Γ0(M)
g|2kγ
Now we use the fact that (f, g)Γ0(M) = (f, Tr
M
N g)Γ0(N) for any f ∈ S2k(Γ0(N)) and g ∈M2k(Γ0(M)).
Therefore, we can express our L−function as
L(f,A, 1) =
1
2pi
(f, TrNDN {EA(z)END(0, z)})
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We remark that the Eisenstein serie END(s, z) can be expressed in terms of the Eisenstein series
E(s, z) of weight 1 and level D, defined by
E(s, z) =
1
2
∑
c,d∈Z
c≡0 (D)
(d)
(cz + d)
ys
|cz + d|2s
At s = 0, we obtain the identity
END(0, z) = E(0, Nz) +N
−1E(0, z)
We observe that the second term contributes 0 to the trace. This happens becauseN−1EA(z)E(0, z)
has weight 2 and levelD and then TrNDN (N
−1EA(z)E(0, z)) = TrD1 (N
−1EA(z)E(0, z)) = 0. Hence
L(f,A, 1) =
1
2pi
(f, TrNDD (EA(z)E(0, Nz)))
Furthermore, Hecke proved that E(0, z) was related to the series E =
∑
AEA by the formula
E(0, z) =
2pi√
D
E(z)
We conclude with the main result of this subsection
Proposition 3.3.5. Let GA(z) = TrNDD (EA(z)E(Nz)). Then
L(f,A, 1) =
(f,GA)√
D
for any cusp form f of weight 2 on Γ0(N).
3.4 Trace computation
We are going to use the following notation
g = EA(z)E(Nz) and GA = TrNDN g
The aim of this section is to compute the Fourier coefficients of GA of weight 2 for Γ0(N) for D
prime. With D non prime this result is satisfied too.
EA(z) =
∞∑
m=0
rA(m)q
m and E(z) =
∑
EA(z) =
∞∑
m=0
R(m)qm
Lemma 3.4.1. 1. If γ =
(
a b
c d
)
∈ SL2(Z) with c 6≡ 0 (mod D), then
EA|1γ = (c)
i
√
D
EA(
z + c∗d
D
)
where c∗ is the inverse for c (mod D).
2. If γ ∈ Γ0(N) with c 6≡ 0 (mod D), then
E(Nz)|1γ = (c)
i
√
D
E(N(
z + c∗d
D
))
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Proof. 1. The cosets of SL2(Z)/Γ0(D) are matrices
(
0 −1
1 j
)
with 0 ≤ j < D. We are going
to compute the action of those matrices, and later, this will help us to give the final result.
We have the following decomposition of the matrix γ = 1D
(
0 −1
D 0
)(
1 j
0 D
)
. Applying
this to EA we have that
EA|1γ = EA|1
(
0 −1
D 0
)
|1
(
1 j
0 D
)
=
1
i
EA|1
(
1 j
0 D
)
where we have used that EA|1
(
0 −1
D 0
)
= 1iEA from Poisson summation. Then we conclude
with
1
i
EA|1
(
1 j
0 D
)
=
1
i
√
D
EA(
z + j
D
)
In the general case, as SL2 =
⋃(α β
γ δ
)(
0 −1
1 j
)
with
(
α β
γ δ
)
∈ Γ0(D) (in this case
c = δ and c∗d ≡ j (mod D)). Applying this product of matrices to EA and using the
previous result, we have that
EA|1γ = (EA|1
(
α β
γ δ
)
)|1
(
0 −1
1 j
)
since EA is a modular form of weight 1 and character  for Γ0(D), we obtain that
EA|1γ = (c)
i
√
D
EA(
z + c∗d
D
)
2. By definition E =
∑
EA, using the first result of this lemma, we obtain that
E|1γ = (c)
i
√
D
E(
z + c∗d
D
)
Using the identity
(
N 0
0 1
)(
a b
c d
)
=
(
a bN
c/N d
)(
N 0
0 1
)
, we obtain
E(Nz)|1γ = E|1
(
a bN
c/N d
)
(Nz) =
(c/N)
i
√
D
E(
Nz +Nc∗d
D
) =
(c)
i
√
D
E(N(
z + c∗d
D
))
where we have used that (N) = −1.
Proposition 3.4.2. If D is prime then
1. GA(z) = g(z) + 1D
∑D−1
j=0 g(
z+j
D ).
2. If GA(z) =
∑
m≥0 amq
m, the Fourier coefficients am are as given by this formula
am =
Dm/N∑
n=0
rA(Dm− nN)δ(n)R(n) = rA(m)h
u
+
Dm/N∑
n=1
rA(Dm− nN)δ(n)R(n)
where δ(n) =
{
1 if (n,D) = 1
2 if n ≡ 0 (mod D)
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Proof. 1. There are D + 1 cosets of Γ(N)/Γ0(ND). They have representatives
(
1 0
0 1
)
and(
a b
c d
)
∈ Γ0(N) such that c 6= 0 (mod D) and j = c∗d runs over the D residue classes
mod D.
Let γ =
(
a b
c d
)
6=
(
1 0
0 1
)
a coset representative. Since
g|2γ = EA|1γE(Nz)|1γ
we can compute
g|2γ(z) = (c)
i
√
D
EA(
z + j
D
)
−(c)
i
√
D
E(N(
z + j
D
)) =
1
D
g(
z + j
D
)
If we sum all the cosets we obtain
GA(z) = g(z) +
1
D
D−1∑
j=0
g(
z + j
D
)
2. If g(z) = EA(z)E(Nz) =
∑
m≥0 bmq
m and GA(z) =
∑
m≥0 amq
m, the previous result implies
that am = bm + bmD since
1
D
D−1∑
j=0
g(
z + j
D
) =
∞∑
m=0
bmDq
m
g is a product of series, this implies that we can express every bm as a convolution
bm =
∑
l≥0
ra(m− lN)R(l) =
∑
n≥0
n≡0 (D)
rA(mD − nN)R(n)
where the sums are finite. For the second equality, we set n = Dl. Since D is prime, there
exists an unique ideal of norm D, then rA(k) = rA(DK) and R(k) = R(Dk) for k ≥ 1. We
obtain that
am =
Dm/N∑
n=0
n≡0 (D)
rA(mD − nN)R(n) +
Dm/N∑
l=0
rA(mD − lN)R(l)
we add the function δ(n), because when (n,D) = 1, then rA(mD− nN)R(n) appears in the
second sum, but when n ≡ 0 (mod D) it appears in both.
3.5 Eichler correspondence
In this section we are going define an operator in Pic(X) such that it acts like a Hecke operator.
This will give us a correspondence between this space and the space of modular forms of weight
2, i.e, an explicit Jacquet-Langlands correspondece. This correspondence will allow us to solve
our problem due to the geometry of X. The way in which the operator acts, is given by Brandt
matrices.
Since the group Pic(X) will be used along this section, we will explain briefly how can we see
modular forms as sections of line bundles.
Let X be a Riemann surface, we define a line bundle on X as a map of complex manifolds
pi : L → X such that locally L is isomorphic to U × C. We can define a section of a line bundle
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pi as a map f such that pi ◦ f = id. If L is a line bundle on X, for any open subset U of X, we
denote the group of sections of L over U as Γ(U,L).
Lets Γ be a group acting freely and properly discontinuously on a Riemann surface H, lets
X = Γ \H. We denote the canonical projection by p : H → X. Lets pi : L→ X be a line bundle
on X, then we define
p∗(L) = {(h, l) ⊂ H × L s.t p(h) = pi(l)}
This is also a line bundle on H. We can define the action of Γ on p∗(L) through its action on H
(for γ ∈ Γ and (a, b) ∈ p∗(L), γ(a, b) = (γ(a), b)). Lets
i : H × C→ p∗(L)
be an isomorphism. Lets γ ∈ Γ and (h, c) ∈ H × C, we define γ · (h, c) = i−1(γ(i(h, c))). Using
this definition, we can transfer the action of Γ on p∗(L) to an action on H ×C. For any γ ∈ Γ and
(τ, z) ∈ H × C, we express this action as
γ(τ, z) = (γτ, jγ(τ)z) with jγ(τ) ∈ C∗
This action is well defined because
γγ′(τ, z) = γ(γ′τ, jγ′(τ)z) = (γγ′τ, jγ(γ′τ) · jγ′(z) · z)
also, this action has a cocycle property
jγγ′(τ) = jγ(γ
′τ) · jγ′(τ)
Definition 3.5.1. An automorphy factor is a map j : Γ×H → C∗ such that
1. for each γ ∈ Γ, τ → jγ(τ) is a holomorphic function on H.
2. jγγ′(τ) = jγ(γ′τ) · jγ′(τ).
Example 3.5.2. For any open subset H of C with a group acting on it, there exists a canonical
automorphy factor jγ(τ)
Γ×H → C
(γ, τ)→ (dγ)τ
with d(γ)τ the map on the tangent space at τ defined by γ. Since H ⊂ C (dγ)τ is a complex
number. We can use this example to connect this definitions to the theory of modular forms. Lets
Γ(1) \ H. Our γ is defined as
z → az + b
cz + d
then we can define its canonical automorphy factor as
dγ =
1
(cz + d)2
dz
Proposition 3.5.3. There is a one-to-one correspondence between the set of pairs (L, i) where
L is a line bundle on Γ \ H and i is an isomorphism H × C ' p∗(L) and the set of automorphy
factors.
Proof. With the previous reasoning we have seen the direction (L, i) → jγ(τ). For the con-
verse, we can define an action of Γ on H × C as we did, and then define L as Γ \ H × C.
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Lets L be a line bundle on X. We define
Γ(X,L) = {F ∈ Γ(H, p∗L) s.t F conmutes with the actions of Γ}
Suppose that we have an isomorphism p∗(L) ' H × C, we can use it to identify line bundles on
H. Γ acts on H × C by the rule
γ(τ, z) = (γτ, jγ(τ)z)
Lets F be a holomorphic section, it can be written as
F : H → H × C
τ → (τ, f(τ))
with f : H → C a holomorphic map. With this expression, we can rewrite the condition of Γ(X,L)
as
F conmutes with the actions of Γ if (γτ, f(γτ)) = (γτ, jγ(τ)f(τ))
Hence, we have that
f(γτ) = jγ(τ) · f(τ)
Observation 3.5.4. If Lk is the line bundle on Γ \ H which corresponds to jγ(τ)−k, where jγ(τ)
is the canonical automorphy factor, then the condition becomes
f(γτ) = (cz + d)2kf(τ)
Then, we can see that the sections of Lk are in natural one to one correspondence with the
functions of H satisfying the previous equality. We can extend this sections to Γ \ H∗, and then,
we have a correspondence 1-1 between sections of a modular curve and modular forms.
Definition 3.5.5. We define Pic(X) as the set of lines bundles on X.
Using the fact that given a genus 0 curve Y , Y ' P
Pic(X) = Pic(∪ni=1Xi) = ∪ni=1Pic(Xi) = Zn
with Xi components of the curve X. We can pick generators of Pic(Xi) and form a basis such
that Pic(X) = 〈e1, ..., en〉.
Observation 3.5.6. If x ∈ X, then x ∈ Pic(X). Previously, we have related the points in X with
left R−ideals of B. Each one of the ideals Ii belongs to the i− th component of X. This gives us
two points of view of the following theory; using ideals or using the Picard group.
We can see the curve X as
X ' (Rˆ∗ \ Bˆ∗/Qˆ)× Y/(B∗/Q∗)
This means that points of the curveX are g = (...gp...) such that each coordinate lies in R∗p\B∗p/Q∗p.
When p 6= N , the space R∗p \ B∗p/Q∗p ' PGL2(Qp)/PGL2(Zp), and this quotient has the same
structure as the set of vertices in a homogeneous tree of degree p + 1. When p = N , R∗p \ B∗p/Q∗p
has two elements. We can see this double quotient as the set of vertices in a homogeneous tree of
degree 1.
Lets δp be the distance function on the tree at the place p, we define
tm(g) =
∑
δp(gp,hp)≤ordp(m)
δp(gp,hp)≡ordp(m) (2)
(h)
with (h) the element which every coordinate satisfies the distance conditions.
Proposition 3.5.7. The operator tm verifies the following properties
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1. tm is self dual.
2. If (m,m′) = 1, then tmm′ = tmtm′ .
3. If p is a prime such that B does not ramifies at p, tpk+2 = tpktp − ptpk .
4. If p is a prime such that B ramifies at p, tpk = (tp)k.
Observation 3.5.8. tm preserves Rˆ∗ \ Bˆ∗/Qˆ∗.
This map induces a correspondence on X
tm(g × y) =
∑
h∈tm(g)
(h× y)
As we have seen, we can see points of Z as left R−ideals of B. We define the set M(R) as the
free Z−module generated by {I1, ..., In}. This set is in correspondence 1-1 with the elements of Z.
Lets N be the ideal norm. We deduce that the operator tm in this set acts in the following way
tm(I) =
∑
J∈M(R) s.t
N(J)=mN(I)
J
Observation 3.5.9. We have a 1-1 correspondence between right orders and supersingular ellip-
tic curves, due to Deuring. Since every left ideal has an associated right order, considering the
Z−module of supersingular elliptic curves, we can transcript the operator tm as follows
tm[Ei] =
∑
j∈λ
[Ej ]
where λ = {Ej s.t ∃φ ∈ Hom(Ei, Ej)/Aut(Ej) with deg(φ) = m}. This formula comes from the
fact that {Ri} are endomorphisms of elliptic curves over finite fields, and ideals Ii are isogenies of
this form
Ii = {φ ∈ Hom(Ez, Ei) ∀z ≤ n}
using relations from the previous section the equality holds.
Proposition 3.5.10. For all m ≥ 1 and i = 1, ..., n
tmei =
n∑
j=1
Bij(m)ej
Proof. Here, we are going to use that ei = Ii. We want to compute the number of points in the
divisor class tmei which lie in the j−component. To solve this problem we are going to use the
analogous definition of the tm operator for elliptic curves
tm[Ei] =
∑
j∈λ
[Ej ]
with Ei the elliptic curve associated to the ideal Ii by Deuring’s theorem. Now, we have to count
the number of isogenies Ei → Ej of degree m, modulo isogenies with the same kernel. Using
the proposition 3.2.4 we have that this number is equal to Bij(m). This gives us the result.
Observation 3.5.11. On the basis {ei} of Pic(X), the action of tm is given by B(m)tr.
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We define the height pairing on Pic(X)
〈ei, ej〉 =
{
0 if i 6= j
wi if i = j
We can extend this definition to Pic(X) in the natural way. Let e =
∑
aiei and e′ =
∑
a′iei, then
〈e, e′〉 =
n∑
i=1
wiaia
′
i
Observation 3.5.12. This pairing is positive definite and gives an isomorphism of Pic(X)∨ =
Hom(Pic(X),Z) with the subgroup of Pic(X)⊗Q with basis 〈e∨i = ei/wi〉ni=1.
Proposition 3.5.13. For all classes e, e′ in Pic(X)
〈tme, e′〉 = 〈e, tme′〉
Proof. Since {e1, ..., em} is a basis of Pic(X), it suffices to verify the equation with e = ei and
e′ = ej . By the previous proposition, we have the explicit behaviour of the tm operator. Thus we
compute
〈tmei, ej〉 = wjBij(m) and 〈ei, tmek〉 = wiBji
by the properties from 3.2.7 both sides are equal.
Those properties of the operator tm are similar to properties of the Hecke operator Tm. In
order to relate these two maps, we are going to obtain some properties about Hecke operators on
M2(Γ0(N)).
The set M2(Γ0(N)) is a complex vector space, with dim(M2(Γ0(N)) = n, the class number. We
can express every function f ∈M2(Γ0(N)) as
f(τ) =
∞∑
m≥0
amq
m with q = e2piiτ
We define a subgroup of this modular forms as
M =
f =
∞∑
m≥0
amq
m ∈M2(Γ0(N)) s.t
{
am ∈ Z for all m ≥ 1.
Wa0 ∈ 12Z in other case.

with W =
∏n
i=1 wi. M is a free Z−module of rank n. If we "extend the scalars" M ⊗ C =
M2(Γ0(N)). Modular forms {fij} from the previous section are elements of M .
The Hecke algebra T = Z[...Tm...], with m prime, acts on M in the following way
f |Tm =
{∑
m≥0 amq
m|Tp =
∑
m≥0(amp + pam/p)q
m if p 6= N∑
m≥0 amq
m|TN =
∑
m≥0 amNq
m with TN
The subgroup M+ of M on wich TN = 1 has rank t, the type number.
Proposition 3.5.14. For all m ≥ 1, we have
fij |Tm =
∑
k
Bik(m)fkj =
∑
k
Bkj(m)fik
Proof. Since Tm operators with prime m generates T, it suffices to compute fij |Tm, for m prime.
Since fij = 12wj +
∑
Bij(m)q
n, applying this operators we must show
Bij(mp) + pBij(m/p) =
∑
k
Bik(p)Bkj(m)
Bij(mN) =
∑
k
Bik(N)Bkj(m)
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Those equalities follows by Brandt’s matrices properties, 3.2.7. Using the same argument as in the
previous proposition, we have the second equality of the statement.
Eichler found a resemblance between Hecke operators over fij and tm over Pic(X), given by
Brandt matrices. He computed the trace of Tm using the Lefschetz’s fixed point formula, obtaining
that
Trace Tm = Trace B(m) ∀ m ≥ 1
Using this result we can assert that Z[...tm...] ' Z[...Tm...] = as Z−modules. From this point on,
we are going to see the space M as a T−module. The same will happen with the space Pic(X) in
order to relate these two subspaces.
Using the last result we can state that M ⊗Q = 〈fij〉. Moreover, we can find stable subgroups of
M using how Hecke operators acts on {fij}.{
N = 〈f1j , f2j , ..., fnj〉
N ′ = 〈fj1, fj2, ..., fjn〉
Proposition 3.5.15. The following map
φ : Pic(X)⊗T Pic(X)∨ −→ M
φ(e, e∨)→deg e · deg e
∨
2
+
∑
m≥1
〈tme, e∨〉qm
defines a T−module homomorphism, which is an isomorphism over T⊗Q.
Proof. First, we need to prove that φ(e, e∨) ∈ M . Since the definition of φ is based on 〈·, ·〉, φ is
bi-additive in each variable. This implies that we only need to prove this proposition for e = ei
and e∨ = e∨j . Using the explicit behaviour of tm from 3.5.10, we obtain that 〈tmei, e∨j 〉 = Bij(m).
Using this observation, we obtain that
φ(ei, e
∨
j ) = fij ∈M
The T−linearity follows from the fact that tm and Tm acts on ei ∈ Pic(X) and fij ∈M with same
expressions ( by the Brandt’s matrix, 3.5.10 and 3.5.14 respectively)
The surjectivity of this map comes from the fact that with the set {e1, ..., en} we can obtain the
set {fij}ij via φ, and {fij}ij generates M .
Also, Pic(X)⊗Q ' Pic(X)∨⊗Q and M ⊗Q are free T⊗Q−modules of rank 1. This proves that
φ defines an isomorphism.
This gives us that M2(Γ0(N))⊗Q ' Pic(X)⊗Q as T−modules.
Observation 3.5.16. This relation gives us a new interpretation of Pic(X). Every element of
the Picard group can be seen as a modular form of weight 2
Observation 3.5.17. This relation can be seen as an explicit Jacquet-Langlands correspondence.
As we said in the previous chapter, the Jacquet-Langlands correspondence is a bijection between
some eigenforms of two quaternion algebras. In this case, those two quaternion algebras areM2(Q),
whose eigenforms are cusps forms of weight 2, and B, whose eigenforms are elements of the Picard
group.
We define e0 =
∑
i=1
1
wi
ei =
∑n
i=1 e
∨
i with deg(e0) =
N−1
12 . Using the behaviour of tm given
by 3.5.10, we obtain
tme0 = σ(m)Ne0
For any class e ∈ Pic(X), we have the following height function
〈e, e0〉 = deg e
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Analyzing the eigenvalues of M2(Γ0(N)), it is known that the only non-cusp form with eigenvalue
is the Eisenstein series given by
F =φ(ei, e0) for any i = 1, ..., n
=
n∑
j=1
fij for any i = 1, ..., n
=
N − 1
24
+
∑
m≥1
σ(m)Nq
m
F satisfies that F |Tm = σ(m)NF for any m ≥ 1. Since N is a prime number, S2(Γ0(N)) =
Snew2 (Γ0(N)). This implies that eigenspaces are of dimension 1. Since other eigenvalues are given
by n− 1 cusp form, using the spectral decomposition, we can find a basis of M2(Γ0(N)) such that
it includes these cusp forms.
This will allow us to do projections to eigenspaces. We can transfer this property to Pic(X), be-
cause Pic(X)⊗C 'M2(Γ0(N)) as Hecke modules. This obviously implies that if f =
∑
m≥0 amq
m
is an eigenform associated to c, tmc = ac, and Tmf = af with a ∈ C. This means that this iso-
morphism preserve eigenvalues.
3.6 Proof of the main result
To simplify the notation, when we say that we choose A ∈ Pic(O), we are choosing a representative
a of this class.
The proof of this result consists in compute Fourier coefficients of
∑
B∈Pic(O) φ(xB , xAB) for x
special point of discriminant −D. We will see that this coincides with Fourier coefficients of the
Trace. In fact, this computation is based in the arithmetic of optimal embeddings.
Lets B be a quaternion algebra ramified at N and ∞, R it’s a fixed maximal order. K =
Q(
√−D) it’s a quadratic field with discriminant −D and x it’s a special point with discriminant
−D. The map φ has in its definition the pairing 〈xB , tmxAB〉. In order to compute this, we must
determine in M(R) in how many coordinates coincides tmxAB and xB .
Since the components of X are indexed by supersingular elliptic curves in characteristic N , we can
rewrite this pairing as an elliptic curve problem
〈xB , tmxAB〉 = 1
2
[φ ∈ Hom(E,E′) s.t deg φ = m]
with E and E′ elliptic curves associated to each component of xA and xAB . We are going to denote
Hom(E,E′) by Hom(xB , xAB).
By the definition of the curve X, if we have a point x of discrminant −D, we also have a
homomorphism f : K ↪→ B, this means that we can rewrite the algebra B as f(K) + f(K)j.
Proposition 3.6.1. If we have an embedding f : K ↪→ B, we can rewrite the algebra as
B = K +Kj
with j2 = −N and jα = αj for all α ∈ K.
Observation 3.6.2. Due to the last proposition, lets x = g × y. If we rewrite the algebra B in
terms of x, we can identify y with the inclusion i
i : K ↪→K +Kj
α→α
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Lets O be the ring of integers of K, D = (
√−D) the different ideal of O. Lets 2 = −N (D),
which existence is given by the last proposition. A student of Gross proved that there exists an
elliptic curve E such that its endomorphism ring is of the following form
End(E) = {α+ βj s.t α ∈ D−1, β ∈ D−1, α ≡ β (mod O)}
We can identify this elliptic curve with a point of X. Since supersingular elliptic curves are 1-1
identified with orders of a quaternion algebra, there exists a special point of discriminant −D, x,
associated to E. By this relation, if the point is x = g× y then OR(Rˆg∩B) = End(E). From now
on, we are going to denote End(E) by End(x).
Observation 3.6.3. End(x) is a maximal order because is the Endomorphism ring of a supersin-
gular elliptic curve.
From now on, we denote by x the point of discrmininant −D such that OR(Rˆg∩B) = End(E),
with End(E) as we defined before.
We are going to compute explicitly an expression for Hom(xB , xBA). In order to do this, we will
need three auxiliary lemmas.
Lemma 3.6.4. Lets b ∈ B be an ideal class of O. The next equality holds
OR(xA) = OR(End(x)B)
Proof. Let α ∈ OR(xB), given u ∈ End(x)b, we are going to prove that uα ∈ End(x)b. Once we
have proved it, we will have the inclusion OR(xB) ⊆ OR(End(x)b). Since both orders are maximal,
this gives the equality between the sets.
Now, to prove the inclusion, lets u ∈ End(x)b. We can express u = ∑hibi where hi ∈ End(x) and
bi ∈ b. As we know, End(x) = OR(I) for some ideal I. This verifies that Ihi ⊂ I and bi ∈ b. With
this observation, to prove that uα ∈ End(x)b, is enough to prove that
Iuα ⊂ Ib
this follows from
Iuα = I(
∑
i
bi)α ⊂ Ibα ⊂ Ib
Lemma 3.6.5. Lets a, b ∈ A,B ∈ Pic(O), then
Hom(xB , xBA) = OR(xB)A
Proof. Until now, the definition of Hom(xB , xBA) has been in terms of elliptic curves. We have
a 1 − 1 correspondence between those curves and orders. We can rewrite Hom(xB , xBA) using
orders by the theory of the previous chapter
Hom(xB , xBA) = {α ∈ B∗ s.t gbα ⊂ gba}
where we have used that x = g × y, and we can suppose that y = i is the inclusion by 3.6.1.
Also, we have that gbOR(xB)a = gb, concluding with
gbα ⊂ gba = gBOR(xB)A⇐⇒ α ∈ OR(xB)a
Lemma 3.6.6. Lets B ∈ Pic(O), b ∈ B, then End(x)B is a left ideal of End(x) and verifies that
End(x)B = {γ + δj s.t γ ∈ D−1b, δ ∈ D−1b, γ ≡ δ (mod O)}
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Proof. Lets α+ βj ∈ L, any b ∈ B has the expression b = m+ n√−D. Multiplying we have that
(α+ βj)b = αb+ βjb = αb+ βbj ∈ D−1b+ D−1bj
These elements verifies the congruence αb = βb (mod O), since
αb− βb = αb− β(b− 2n√−D) = (α− β)b− 2nβ√−D ∈ O
where we have used that β
√−D ∈ D−1D = O. The equality follows because D is the different
ideal of O.
This proves the inclusion
Lb ⊂ {γ + δj : γ ∈ D−1b, δ ∈ D−1b, γ ≡ δ (mod O)}
To prove the other inclusion, lets y = γ + δj with γ ∈ D−1b and δ = b√−D ∈ D−1b. Since b ∈ B,
b = m − n√−D with m,n ∈ Z. This satisfies the condition γ ≡ δ (mod O). Then, there exist
λ ∈ O such that γ = δ + λ and
y = λ+ δ + δj = δ + 
b− 2n√−D√−D +
b√−Dj = λ− 2n+ (
√−D +
1√−Dj)b ∈ Lb
Theorem 3.6.7. Lets b ∈ B ∈ Pic(O) and a ∈ A ∈ Pic(O)
Hom(xb, xba) = {α+ βj s.t α ∈ D−1a, β ∈ D−1b−1ba, α ≡ β (mod O)}
Proof. Using the previous three lemmas, it is enough to prove that
OR({γ + δj s.t γ ∈ D−1b, δ ∈ D−1b, γ ≡ δ (mod O)})a =
{α+ βj s.t α ∈ D−1a, β ∈ D−1b−1ba, α ≡ β (mod O)}
Lets
J = {γ + δj s.t γ ∈ D−1b, δ ∈ D−1b, γ ≡ δ (mod O)}
L = {α+ βj s.t α ∈ D−1, β ∈ D−1b−1b, α ≡ β (mod O)}
We are going to prove that OR(J) = L and then, Hom(xb, xba) = La.
Lets h = γ + δj ∈ J and b = α+ βj ∈ L, multiplying we have that
γα−Nδβ ∈ D−1b
δα+ γβ ∈ D−1b
γα−Nδβ ≡ (δα+ γβ) (mod O)
This theorem gives us an explicit definition of elements of Hom(xB , xBA). We have that
〈xB , tm(xBA)〉 = 12#{f ∈ Hom(xB , xBA) s.t deg(f) = m}. If we combine the restriction on the
degree with the previous theorem, we have that α+ βj ∈ Hom(xB , xBA) must obey the following
condition
N(α) +NN(β) = mN(a)
Now, we have to compute the cardinality of the pairs (α, β) with α ∈ D−1a, β ∈ D−1b−1ba and
α ≡ β (mod O). We can rewrite this equation in the following way
L =(α)Da−1 ∈ A−1
L′ =(β)Db−1b
−1
a−1 ∈ AB2
N(L) +NN(L′) = mD
Now we have an ideal equation, this benefits us, because we can express the number of solutions
to this equation using modular forms EA−1(z) and EAB2(z).
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Proposition 3.6.8. Lets N , D be prime numbers
∑
B∈Pic(O)
〈xB , tm(xAB)〉 = u2
mD/N∑
n=0
rA(mD − nN)δ(n)R(n)
where δ(n) =
{
1 if (n,D) = 1
2 if d ≡ 0 (mod D)
Proof. First, we count the number of ideals L and L′ by
rA−1(mD) +
∑
n>0
rA−1(mD − nN)rAB2(n)
where n = N(L′) and mD − nN = N(L). A solution to this ideal equation gives a solution to our
main equation (The main equation is in term of elements).
If we set a solution L and L′, using that there are w unities, we have a priori w2 possible choices
for α, β, except when n = 0, when there are w choices. Of all those options, when n ≡ 0 (D) every
element satisfies the condition α ≡ β (mod O). When n 6= 0 (mod D), only half of them satisfies
this requirement. Then, we conclude with
〈xB , tmxAB〉 = u2
mD/N∑
n=0
rA−1(mD − nN)δ(n)rAB2(n)
If we sum this over all classes B and we use that
∑
rAB2(n) = R(n), we obtain the statement. We
have used that as D is prime and there are no elements of order 2 in Pic(O).
Now we can compare the trace computation with this expression. We have proved that∑
B∈Pic(O)
〈xB , tm(xAB)〉 = u2am for all m ≥ 1
Using this observation we can conclude with
Corollary 3.6.9. u2GA =
∑
B∈Pic(O) φ(xB , xAB) in M . We can rewrite the L−function as
L(f,A, 1) =
(f,GA)√
D
3.7 Variations of the L−function
Along this subsection, we are going to define other L−functions related to the previous one. We
will compute their special values in a similar way of how we did before. The idea behind this result
is that we can "project" special points of the Shimura curve X by certain operators, as we saw in
the previous theory.
Lets χ be a character such that χ : Pic(O) → C. Lets f be a normalized eigenform for the
Hecke algebra T, we define
L(f, χ, s) =
∑
A∈Pic(O)
χ(A)L(f,A, s)
To describe values of L(f, χ, 1) at s = 1, we are going to use the projection of divisors xχ =∑
A∈Pic(O) χ
−1(A)xA. As we said in the previous subsection, we can obtain the projection of cχ
associated to f , cf,χ ∈ Pic(X)⊗ C. Using that f is a cusp form we can deduce that deg cf,χ = 0.
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Proposition 3.7.1. L(f, χ, 1) = (f,f)
u2
√
D
〈cf,χ, cf,χ〉
Proof. We can extend the R−bilinear pairings 〈·, ·〉 and φ(·, ·) to complex pairings which are linear
in the first argument and anti-linear in the second. We compute
〈cχ, cχ〉 = 〈
∑
A
χ−1(A)xA,
∑
B
χ−1(B)xB〉 =
∑
A,B
χ(A−1B)〈xA, xB〉
Combining this result with the main definition, we can state that
L(f, χ, 1) =
(f,
∑
A χ(A)gA)
u2
√
D
Now we have to prove that the coefficient of f in the eigenvector expansion of
∑
χ(A)gA is equal
to 〈cf,χ, cf,χ〉 ∑
χ(A)gA =
∑
A
χ(A)
∑
B
φ(xB , xAB) =
∑
A,B
χ(A)φ(xB , xAB)
doing a variable change such that A′ = B and B′ = AB, we have that∑
A,B
χ(A)φ(xB , xAB) =
∑
A′,B′
χ(A′−1B′)φ(xA′ , xB′) = φ(cχ, cχ)
Now we are going to use the fact that we can do projections. The map φ is T−bilinear, then the
f−eigencomponent of the modular form φ(cχ, cχ) is equal to
φ(cχ,f , cχ) = φ(cχ,f , cχ,f ) =
∑
m≥1
〈cχ,f , tmcχ,f 〉qm
where we have used that if pi is a projection, then pi(pi(a)) = pi(a).∑
m≥1
〈cχ,f , tmcχ,f 〉qm =
∑
m≥1
〈cχ,f , cχ,f 〉am(f)qm = 〈cχ,f , cχ,f 〉f
In the last equality we have used that tm preserves the eigenvalues.
Corollary 3.7.2. 1. L(f, χ, 1) ≥ 0, and we obtain the equality if and only if cf,χ = 0.
2. For any automorphism α of C, we have the following result
(L(f, χ, 1)
√
D/(f, f))α = L(fα, χα, 1)
√
D/(fα, fα)
3. L(f, χ, 1) = 0 if and only if L(fα, χα, 1) = 0
Proof. 1. By 3.7.1, we have that L(f, χ, 1) = (f,f)
u2
√
D
〈cf,χ, cf,χ〉. Now, we only have to check the
sign of 〈cf,χ, cf,χ〉. This pairing induces a positive definite Hermitian pairing on Pic(X)⊗C.
This gives the result.
2. We have that 〈·, ·〉 is a rational pairing on Pic(X)⊗Q, then
〈cf,χ, cf,χ〉α = 〈cfα,χα , cfα,χα〉
3. Follows by the previous result.
If we fix the character χ = 1, we obtain other L−function that has a large importance in
number theory. This is the L−function of an elliptic curve. We have the following decomposition
L(f, χ = 1, 1) = L(f, 1)L(f ⊗ , 1)
90 CHAPTER 3. GROSS-ZAGIER FORMULAE
where f ⊗  = ∑m≥1 am(m)qm, this is named the twist of f . This new modular form has level
ND2.
To obtain information about the function, we have to define some objects. Let cD be a rational
divisor of X with the following definition
cD =
1
2
∑
−D=df2
1
u(d)
∑
x special point
of disc d on X
(x)
Using the theory from the last section, we obtain that deg(cD) = HN (D). Now we can obtain the
class of this divisor, eD, that lies in Pic(X)⊗Q.
Proposition 3.7.3. The class eD lies in the subgroup Pic(X)∨ of Pic(X)⊗Q.
Proof.
eD =
n∑
i=1
(
∑
−D=df2
hi(d)
2u(d)
)ei =
∑
i=1
(
∑
−D=df2
wihi(d)
2u(d)
)e∨i
Now, we must show that
wihi(d)
2u(d)
∈ Z
If wi is odd, then u(d)|wi and 2 divides hi(d). If wi ≡ 2 (mod 4) the only problem comes up when
u(d) = 2. Using the theory of quadratic fields, we can see that in this case d = −4, N is odd and
hi(d) is even.
Using the explicit definition of eD as we used in the previous proposition, we can rewrite cχ as
cχ =
∑
A∈Pic(O)
xA ≡ ueD
where we have applied that Pic(O) × Gal(K/Q) acts simply transitively on special points. It is
important to remark that components of X are stable under the Galois action.
Corollary 3.7.4. L(f, 1)L(f ⊗ D, 1) = (f,f)√D 〈ef,D, ef,D〉.
Proof. Substituting cχ =
∑
A∈Pic(O) xA ≡ ueD in proposition 3.7.1.
3.8 Reinterpretation using modular forms of weight 3/2
The relation between modular forms of weight even and modular forms of half integer weight comes
from a Shimura research. He states the following results for modular forms of half weight
1. The level of the forms is always a number N divisible by 4.
2. There are Hecke operators T ∗n2 , ∀n ∈ N with (n,N) = 1.
3. Let f ∈ Sk+1/2(Γ0(N)), we have some liftings which send f to a certain f ′ ∈ S2k(Γ0(N/2)).
These liftings conmute with the action of Hecke operators.
As we have been using modular forms of weight 2 along the previous subsections, we are going to
consider modular forms of weight 3/2 with level 4N , i.e, M3/2(Γ0(4N)). We are going to use that
a modular form g ∈M3/2(Γ0(4N)) has the following property
g(τ)/θ(τ)3 is invariant under Γ0(4N)
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where θ(τ) =
∑
qn
2
is the standard theta-serie of weight 1/2.
We denote the Fourier expansion of g as
g(τ) =
∑
D≥0
aDq
D
We can define a subspace of M3/2(Γ0(N)) called Kohnen’s subspace. We are going to denote it by
M∗C.
M∗C = {g =
∑
D≥0
aDq
D ∈M3/2(Γ0(N)) s.t aD = 0 unless −D ≡ 0, 1 (mod 4) and (−D
N
) 6= 1}
Kohnen’s subspace has dimension t, the type number, and it is stable under Shimura operators T ∗n2 .
Kohnen also defined operators Tm2 on M∗C for all m. He used the trace formula to prove that
Trace T ∗m2 = Trace Tm|M2(Γ0(N))+
where M2(Γ0(N))+ is the subspace of M2(Γ0(N)) with TN |M2(Γ0(N))+ = 1.
We describe the explicit action of the operators Tn2∗ for a prime n as{∑
D≥0 aDq
D|T ∗p2 =
∑
D≥0(aDp2 + (
−D
N )aD + paD/p2)q
D if p 6= N∑
D≥0 aDq
D|T ∗N2 =
∑
D≥0 aDN2q
D
On the Kohnen subspace, the operators acts by the identity, i.e aD = aDN2 . Also, we are going to
consider a lattice M∗ over the Kohnen subspace.
M∗ =
f = ∑
D≥0
aDq
D ∈M∗C s.t
{
aD ∈ Z if D > 0
a0 ∈ 12Z

This lattice has rank t and it is stable under the Hecke algebra T∗. Now we are going to construct
some elements of M∗ using the theory about quaternion algebras. This functions will allow us to
describe special values of L(f, 1)L(f ⊗ , 1).
For each i with 1 ≤ i ≤ n let Si the suborder of index 8 in Ri defined as
Si = Z⊕ 2Ri
We denote by S0i to the subgroup of Si with trace zero. This subgroup has rank 3 over Z. We
associate to each lattice Si the theta-serie gi as follows
gi(τ) =
1
2
∑
b∈S0i
qN(b) =
1
2
+
∑
D>0
ai(D)q
D
We can deduce that the coefficients ai(D) are one half of the number of b ∈ Ri such that
b ≡ 0, 1 mod 2Ri
Tr b = 0
N(b) = D = −b2
Every coefficient ai(D) is an integer, using reciprocity law, we can observe that ai(D) is zero unless
−D ≡ 0, 1 (mod 4) and (−DN ) 6= 1. There exists a result which states that gi(τ) are modular forms
of weight 3/2 and level 4N . We conclude with that gi ∈M∗.
Using the relation between orders and elliptic curves, if we have two orders Ri and Rj which
have associated elliptic curves Ei and ENi , then orders are conjugated in B. This informs us that
both orders generates the same theta-series. As there are only t distinct orders, we conclude that
there are t distinct gi modular forms.
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Proposition 3.8.1. For 1 ≤ i ≤ n and D > 0, we have
ai(D) =
wi
2
∑
−D=df2
hi(d)
u(d)
where hi(d) is the number of optimal embeddings of the order of discriminant d into Ri, modulo
conjugation by R∗i .
Proof. Lets O be the order of discriminant −D, then any embedding f : O ↪→ Ri gives us an
element b = f(
√−D) with trace 0 and norm D. Using that O = Z ⊕ Z(D+
√−D
2 ), we have the
congruence b ≡ −D (mod 2Ri). Then b ∈ S0i and contributes to ci(D).
Conversely, given b ∈ S0i we have that b2 = −D and then b ≡ −D (mod 2Ri). We use that
b+D
2 ∈ Ri obtaining the embedding f : O ↪→ Ri such that
√−D+D
2
f−→ b+D2 . With wi the proof is
completed. When wi > 1, then we takes Γi orbits and analyse the stabilizers.
Proposition 3.8.2. For all m ≥ 1 we have
gi|T ∗m2 =
∑
k
Bik(m)gk = wi
∑
k
Bki(m)(gk/wk)
Subgroups 〈g1, .., gn〉 and 〈g1/w1, ..., gn/wn〉 are stable under the Hecke algebra T∗, and Tm2 acts
on this sets by B(m)tr and B(m) respectively.
Proof. First, we can observe that since the Z−algebra T∗ has the same trace as T, then it suffices
to check this statement for m prime. We are going to divide the proof in two steps; for m = N
and for m 6= N .
When m = N , we have to understand the sum
∑
k Bik(N)gk. As we saw in the last section at
3.2.7,
∑
k Bik(N) = 1 and Bik(N) = 1 if and only if the elliptic curves Ei and Ej are conjugated by
automorphism. As we know, the elliptic curve Ei has associated an order Ri by its endomorphism
ring. Then, in the sum
∑
k Bik(N)gk, Bik(N) = 1 when gk = gi, since their orders are the same.
Then, we have that ∑
k
Bik(N)gk = gj such that gj = gi
Furthermore, we can compute gi|T ∗m2 using the explicit result
gi|T ∗N2 =
1
2
+
∑
i
ai(DN
2)qD
using 3.8.1, ai(DN2) = ai(D) since hi(DN2) = 0 (we know that hi(DN2) = 0 because we have
that
∑
i hi(DN
2) = 0 by the formula given in the proof of 3.1.3). Then, since both sides are equal,
we have the equality.
When m 6= N , using the explicit result for the T ∗m2 operators, we have to chech that
ai(Dp
2) = (
−D
p
)ai(D) + pai(D/p
2) =
∑
k
Bik(p)ak(D)
First, we are going to assume that D 6≡ 0 (mod p), then we have that ai(D/p2) = 0.
We need to understand what means
∑
k Bik(p)ak(D). On one hand, we have that Bik(p) = #{φ ∈
Hom(Ei, Ek) s.t deg(φ) = p}. On the other hand ak(D) = #{a ∈ S0k s.t N(a) = D}. Then, we
can see this product of cardinals, as the cardinal of the set of elements of the following form
φ∨ ◦ a ◦ φ with φ and a as before
Since φ Ei → Ek then φ∨ : Ek → Ei. Also a ∈ S0k, this means that we can see a as a ∈ End(Ek).
As we have seen, we can transfer operations from the quaternion algebra to isogenies. In this case,
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the norm of b = φ∨ ◦ a ◦ φ is Dp2 and the trace is zero.
In fact, all elements b with this trace and this norm which are not divisible by p in Si are obtained
uniquely as φ∨ ◦ a ◦ φ. Then, we have to count elements of this norm. This cardinal is given by
ai(Dp
2). We have a restriction given by the fact that (φ∨)∨ = φ. This will create a pathology in
our counting:
Lets φ : Ei → Ek be the unique isogeny of degree p such that ker φ ⊂ ker b. Then we have that
the isogeny factors through Ei
φ−→ Ek ψ−→ Ei for some ψ. Since b + b∨ = 0, ker φ is the unique
subgroup of order p in ker b∨. Hence ker φ ⊂ ker ψ∨ and the dual diagram factors as
Ei Ei
b∨
oo
φ

Ek
φ∨
OO
Ek
a∨
oo
This diagram defines a∨, and hence a ∈ Sk. This means that we have to substract ai(D) elements
to ai(Dp2) in our count.
Now we have to count elements b divisible by p in Si. An element b is divisible by p in Si if
a stabilizes the subgroup φ(Ei[p]) = ker φ∨. There are (1 + (−Dp )) subgroups of this type, and
then, there are the same number of isogenies with this property. Each one gives us a way to write
b = φ∨ ◦ a ◦ φ. Hence we can write∑
k
Bik(p)ak(D) = (ai(Dp
2)− ai(D)) + (1 + (−D
p
))ai(D) = ai(Dp
2) + (
−D
p
)ai(D)
The case with p|D is analogous.
The second equality at the statement follows from the first, as wkBik(m) = wiBki(m).
We define the following function
G =
n∑
i=1
1
wi
gi
Using the explicit definition of Fourier coefficients from 3.8.1 and also applying the Eichler’s for-
mula, we have that G has the following Fourier expansion
G =
N − 1
24
+
∑
D>0
HN (D)q
D
Using how the operators Tm2 acts on gi and the properties of Brandt’s matrices, we see that G is
an eigenvector for T∗ with eigenvalues σ(m)N , i.e
G|T ∗m2 = σ(m)NG for all m ≥ 1
Now, as the weight of this modular forms is multiplicative and θ has wieght 1/2, we can apply T4
to Gθ
Gθ|T4 =
n∑
i=1
fii
where we have used the Eichler’s trace formula. We can observe that T4 takes Gθ to a form of
level N , which generates M ⊗Q over T⊗Q.
3.9 Waldspurger’s formula
Using eD ∈ Pic(X)∨ and the e0 =
∑n
i=1 e
∨
i , we define
g =
1
2
e0 +
∑
D>1
eDq
D
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This is a formal series, but it can be seen as a modular form of weight 3/2 with coefficients on
Pic(X)∨, i.e, elements of Pic(X)∨ ⊗M∗. Using proposition 3.8.1, we can rewrite the serie as
g =
n∑
i=1
e∨i ⊗ gi
with gi the theta-series defined in the previous subsection and e∨i = ei/wi, the basis of Pic(X)∨.
Proposition 3.9.1. g is an element of Pic(X)∨ ⊗T M∗ = HomT(Pic(X),M∗), and for every
class e ∈ Pic(X), the series
g(e) =
deg e
2
+
∑
D>1
〈e, eD〉qD
are elements of M∗, and they respect operators, i.e, g(tme) = g(e)|T ∗m2 for all m ≥ 1.
Proof. Since 〈e1, ..., en〉 generates Pic(X), then it suffices to check that g(ei) ∈ M∗. This follows
by the fact that g(ei) = gi ∈M∗.
The second part of the statement follows by 3.5.10, that gives us that g(tmei) =
∑n
j=1Bij(m)gi.
Furthermore, proposition 3.8.2 tells us that gi|T ∗m =
∑n
j=1Bij(m)gi, this gives the equality.
As the number N is prime, the space M2(Γ0(N)) are all newforms. This means that we can
obtain a basis of eigenvectors with eigenspaces of dimension 1. Let ef be a non-zero element in the
f−isotypical component of Pic(X) ⊗ R (with f eigenform for T). The element ef is determined
up to real scalar multiple. We can define the modular form
g(ef ) =
∑
D≥0
mDq
D
that lies in the f−isotypical component of M∗ ⊗ R. It is zero unless f |TN = f .
Proposition 3.9.2. Let −D be a fundamental discriminant with (−DN ), then
L(f, 1)L(f ⊗ , 1) = (f, f)√
D
m2D
〈ef , ef 〉
Proof. We are going to obtain the result using 3.7.4. If we prove that 〈ef,D, ef,D〉 = mD〈ef ,ef 〉 , then
we will have the equality.
By definition, we have that mD = 〈ef , eD〉 = 〈ef , ef,D〉. Hence as the definition of 〈·, ·〉 is defined
by the coordinates where ef and ef,D coincides and both elements are in the same coordinate, we
have that
ef,D =
m2D
〈ef , ef 〉ef in (Pic(X)⊗ R)
f
Corollary 3.9.3. The rank of the subgroup 〈g1, ..., gt〉 is equal to the number of eigenforms f ,
including Eisenstein series of weight 2, with L(f, 1) 6= 0.
Proof. Since g =
∑n
i=1 e
∨
i ⊗ gi, to obtain the rank of 〈g1, ..., gt〉 it suffices to determine which
eigenforms f satisfy g(ef ) 6= 0. By the previous proposition, as the formula
L(f, 1)L(f ⊗ , 1) = (f, f)√
D
m2D
〈ef , ef 〉
uses the coefficients of g(ef ), then g(ef ) 6= 0 if L(f, 1)L(f ⊗ D, 1) 6= 0 for a fundamental discrim-
inant −D, such that (−DN ) = 1. Waldspurger show that it is always possible to obtain a D such
that (−DN ) = −1 and L(f ⊗ D, 1) 6= 0. We reduce this result to L(f, 1) 6= 0.
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3.10 Gross-Zagier formulae from a higher point of view
In this section we are going to show a more general point of view of the Gross-Zagier formulae.
Along this chapter, we have been focusing on solving the formula for the L−function, but we can
define this theory in a bigger area of number theory. We can relate all the theory of L−functions
with Galois representations, allowing us to translate problems from the modular world to the
representation theory world. The aim of this section is to explain what is the general point of view
of the Gross formula and to give some results about this theory, giving the general idea of how
the Peterson product works, what is the theta function defined and some properties of it. This
section was thought as an ending section, where we give general ideas about the context where
this dissertation can be seen. We will not give proofs or detailed explanations, just an abstract of
what are the following steps on this theory. This section gives a more general point of view of why
this formula arises and how Gross could reach this result.
We start this section giving the definition of L−function via Galois representation, a powerful
definition that allows us to see all this theory from other point of view. We can define L−functions
in terms of Galois representations as
Definition 3.10.1. Let k be a topological field. Let K be a number field and
ρ : GK → GLn(k)
a global Galois representation. Suppose that its characeristic polynomial of Frobenius
Φ˜(ρ)(X) = det(1−XFrobKp |V IKp ) ∈ Q[X]
We define the partial L−function of ρ as
L(ρ, s) =
∏
p unramified
1
Φ˜p(ρ)(N(p)−s)
This definition coincides with the classical definitions of L−functions due to the next definitions
Definition 3.10.2. Let K be a field and A an abelian variety of dimension g over K. The absolute
Galois group GK acts on Tl(A) = lim←−nA(K)[l
n] the Tate module and on Vl(A) = Tl(A) ⊗Zl Ql,
then we define the Galois representation attached to A as
ρA : GK → AutQl(Vl(K)) ' GL2g(Ql)
Observation 3.10.3. Since every elliptic cuve is an abelian variety, we will obtain Galois repre-
sentations associated to elliptic curves. Then, we can obtain the explicit expressions of its Frobenius
polynomials in terms of the ideals of the field where E has good reduction.
Theorem 3.10.4. Let k ≥ 2, N ≥ 1, l a prime not dividing N and  : (Z/NZ)∗ → C∗ a character.
Then, to any normalized eigenform f ∈ Sk(N, ), one can attach a Galois representation
ρf : Gal(Q/Q)→ GL(Qp)
such that
1. ρf is irreducible.
2. ρf is odd.
3. for all primes p - Nl, the representation ρf is unramified at p and
Φp(ρf )(X) = X
2 − ap(f)X + (p)pk−1
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Observation 3.10.5. 1. The L−function of an elliptic curve coincides with the L−function
associated to the representation associated to the elliptic curve as an abelian variety. To
prove this, we use the representation associated to the elliptic curve given by Hiet(E,Ql), and
with the help of the Frobenius automorphism, we reach an equality between both L−functions.
2. Let f be a newform on Γ0(N), we have a L−function associated
L(f, s) =
∞∑
n=1
an
ns
Using tools from complex Galois representations, we obtain an equality between this L−function
and the L−function attached to the representation associated to a modular form.
Now we have related the representation theory with the L−functions theory, there is a wide
theory about this topic. In this section, we are going to focus on the meaning of the next propo-
sition, that, give us the existence of some Galois representation whose give us information about
congruences between modular forms.
Let N be a positive integer, k ≥ 2 an integer, and Sk(Γ0(N)). Let f ∈ Sk(Γ0(N)) newform.
We denote by Kf to the subfield of C generated by its coefficients.
Theorem 3.10.6. There is associated to f a continuous representation
ρf,λ : Gal(Q/Q)→ GL2(Kf,λ)
satisfying
1. ρf,λ is unramified outside λN .
2. For any p 6 |λN , the characeristic polynomial of Frobp acting on ρf,λ is X2 − apX + pk−1.
Since we can obtain L−functions using Galois representations, some mathematicians have stud-
ied those representations in order to obtain some information about modular forms. The second
part of the theorem 3.10.6 implies that if ρf,λ ' ρg,λ, then f = g. Also, for two different newforms
f and g we can have the same λ−representations. This happens when for all but finitely many
primes p we have
ap(f) ≡ ap(g) mod(p)
The study of those congruences started with the work of Hida and Ribet [24], [25], and gave a
lot of relations involving the L−function. Searching for a criterion, Hida [24], [25] showed that f
satisfies a congruence mod λ with another newform g in Sk(Γ0(N)) if and only if λ divides the
ratio
δf =
L(k, Sym2f)
Ωf
with Ωf a canonical period assiciated to f . Changing the symmetric square L−function by the
adjoint L−function, which has factors
Lp(s, ad
0f) = (1− αp
βp
p−s)(1− βp
αp
p−s)(1− p−s)
Wiles at [26], [27], defines a more precise criterion for testing those congruences. He defined the
η−invariant, and in those articles shows that
vλ(ηf ) = vλ(δf )
This ηf is defined by looking at a localization TΣ of the Hecke algebra. We can see this algebra as
a Oλ−algebra equipped with the map
pi : TΣ → Oλ
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corresponding to the Hecke action of f . We define the η−invariant as
(ηf ) = pi(Ann(ker pi))
To show the result of Wiles, he used the following theorem, which proof is in [28, lem. 4.17].
Proposition 3.10.7. Suppose that there is a TΣ−module L satisfying the following properties:
1. L is finitely generated and free over Oλ.
2. L ⊗Oλ Kλ is free of rank d over TΣ ⊗Oλ Kλ.
3. L is equipped with a perfect Oλ−bilinear pairing
〈·, ·〉 : L × L → Oλ
satisfying 〈Tx, y〉 = 〈x, Ty〉.
If we denote p = ker(pi), the module L[p] is free of rank d over Oλ, and for any basis (x1, ..., xd)
of L[p], the relation
ηdf ⊆ Oλdet(〈xi, xj〉)
holds. If L is free as a TΣ−module, then we have the equality above.
Besides to proof of the Wiles criterion, this proposition give us some information to face other
problems. One of this approaches is the Gross-Zagier formulae.
We construct the module L using H1 of a modular curve, actually is a free TΣ−module of
rank 2. Taking a basis x, y of L[p] such that is K−rational, moving this problem to the Rahm
cohomology, we obtain
(ηf ) = (〈x, y〉) = (f, f)
Ωf
with Ωf the determinant of the change of basis matrix from
(x, x)→ (ωf , ωf )
with ωf the one-form on X associated to f . Rankin and Shimura shows
(f, f) = L(1, ad0f)
Using this relation we can interpret our main result as a result related with congruences, defining
the Gross’s formula in this context.
Then we have obtained a relation between a Peterson product, a congruence number and a canonical
period. We have a corollary of our main result 3.7.1 that is of this form
L(f, χ, 1) =
(f, f)
u2
√
D
〈cf,χ, cf,χ〉
Also, we have the same result for the product of two L−function 3.7.4
L(f, 1)L(f ⊗ D, 1) = (f, f)√
D
〈ef,D, ef,D〉
Then, Gross result is a particular case of the study of those type of quotients. Soon, we will see
that those type of relations are given by the relations between a modular form and its Jacquet-
Langlands associated modular forms. Since f is a modular form, we can see this as an specific
case of quaternionic modular form of a Shimura variety. In the case of the modular form we have
created a Shimura variety with the group M2(Q), i.e, a modular curve. Then the next step is to
examine this type of relations over a quaternionic Shimura varieties, with this approach we will
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obtain more information about how the congruences between modular forms work.
Let B be a indefinite quaternionic Shimura variety and XB its Shimura variety associated. Let
g an eigenform of this variety, normalized to be rational over the field of Hecke eigenvalues. We
can define a canonical period Ωg, and then a η−invariant ηg such that
(ηg) =
(g, g)
Ωg
This result tell us that for modular forms of weight 2, we have that this η−invariant is the same
as (δg). In genral we have
(ηg) ⊆ (δg) = (g, g)
Ωg
In the definite case, we can normalize g so that it lies in the O−valued functions for some order
of the quaternion algebra. We can define an η−invariant, (ηg) such that
(ηg) ⊆ ((g, g))
We have the Jacquet-Langlands theorem 2.6.14, such that relates modular forms associated
to some quaternionic Shimura varieties, determined them by requiring that the eigenvalues of the
Hecke operators acting on both are equal. Then, the question will be
How the η − invariants ηf and ηg are related when f and g are related?
Using that the Hecke algebra for B is a quotient of the one for GL2, we have
(ηf ) ⊆ (ηg)
We have a result that says that the ratio
(f, f)
(g, g)
∼λ ηf
ηg
count the congruences between f and other newforms of determined levels.
In order to study those relations and how is the behaviour of the Peterson inner product with
Jacquet-Langlands related modular forms, we have the following theorem, whose proof is sketched
in [15, p. 9] and uses representation theory.
Theorem 3.10.8. Let f be a modular form of weight 2 on Γ0(N) with N square-free. Let λ 6 |2N
be a prime in Kf such that ρf,λ is irreducible. Let Σf be the set of primes dividing N∞. Then
there exists a function
c : Σf → C
v → cv
such that if B is any quaternion algebra that f admits a Jacquet-Langlands transfer to, we have
that
(fB , fB) ∼λ L(1, ad
0f)∏
v∈ΣB cv
where fB denotes a λ−adically normalized form on B corresponding to f and ΣB is the set of
places where B is ramified. Also, if q is a finite prime in Σf , then cq ∈ Oλ and (cqOλ) is the
largest power of the maximal ideal in Oλ such that ρf,λ mod (cqOλ) is unramified at q.
This point of view has given a lot of results, and even there are some interesting conjectures
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Conjecture 3.10.9 (Shimura’s conjecture). There exist a function c : Σ∞ → C∗ such that
(fB , fB) ∼Q∗
∏
v∈Σ∞, v 6∈ΣB
cv
for all quaternion algebra B that f transfers to.
This conjecture arise due to the study of Hilbert modular forms from the point of view of rep-
resentation theory. As we did in the beginning of this chapter, we can associate a representation to
our Hilbert modular form and obtain some information about our Shimura varieties to understand
how those Peterson inner product varies. Michael Harris at [30] proved the Shimura conjecture
under the hypothesis that there exist at least one finite place v at which piv is a discrete serie.
With pi the automorphic representation of GL2(AF ).
Following this approach, we have other conjecture, involving a L−function. This conjecture
comes from [31]
Conjecture 3.10.10. Let Σ(pi) denote the set of places v of f for which the local component piv
is a discrete serie. Then there exist a function c : Σ(pi)→ C such that
(fB , fB) ∼λ L(1, ad
0pi)∏
v∈ΣB cv
To study this sort of problems, we have more tools appart from Jacquet-Langlands. We are
going to explain the idea of how the theta-correspondence works, and how can we use this theory
to our main problem, the study of how the quotients vary when f varies. Although this theory is
beautiful and has a lot of applications in number theory, due to the finiteness of this dissertation,
we are not going to explain in detail this tool. We are going to give the main ideas, skipping some
important concepts and definitions, with the aim to show that there exists other tool that has
given a result about those quotients.
This theory comes from the symplectic world. Let W be a finite dimensional symplectic space
over k. Due to a result of Stone and von Neumann [29, thm. 1.3], we can divide our space as
W = W1 ⊕W2
This division is given by an additive character ψ with an associated representation ρψ. We can
define the Heisemberg group associated to W as the pairs
{(u, v) s.t u ∈W and v ∈ k}
By [29, thm. 1.3] we can construct a representation of the Heisemberg group in terms of ψ, that
we are going to denote by (ρψ, S).
In the construction of this theory, this group plays a crucial role, for our purpose we need to
know that the Stone and von Neumann theorem, [29, thm. 1.3], gives the existence of an operator
ωψ(g) with g ∈ Sp(W ), defined on the representation (ρψ, S) as
ρψ(gw, t)ωψ(g) = ωψ(g)ρψ(w, t) with (w, t) ∈ H(W ) (3.1)
Definition 3.10.11. We define a theta distribution on φ ∈ S(W1(A)), the Schwartz–Bruhat func-
tions, i.e, the space of locally constant compactly supported functions on W1(A) as
Θ(φ) =
∑
x∈W1(k)
φ(x)
Defining S˜pψ(W ) = {(g, ωψ(g)) s.t 3.1 holds}, we can define the global theta lift of φ ∈ S(W1(A))
with g ∈ Sp(W )(k) \ S˜p(W (A)) as
θφ(g) = Θ(ωψ(g)φ)
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With those definitions we are able to state the Seesaw duality, that will allow us to prove some
relations about quotients that we have studied.
Proposition 3.10.12 (Seesaw duality). Let G, G′, H, H ′ ∈ Sp(W ). Suppose that f is a cusp
form on H and f ′ is a cusp form on G′. Then
〈θφ(f), g〉G′ = 〈f, θφ(f ′)〉H′
with 〈f1, f2〉G =
∫
C∗ G(k)\G˜(A) f1f2.
We can apply this proposition to understand better the Peterson inner product as we want.
Let f be a newform, and B a quaternion algebra over Q. Using Shimizu’s theorem, [15, thm. 5.1]
which is a generalization of the theta lifting in terms of automorphic representations, we can pick
a Schwartz function φ ∈ S(B(A)) such that
θφ(f) = α · (fB × fB)
with α a non zero scalar.
As in [32], we can find a function φ such that
θφ(fB × fB) = (fB , fB) · f
and then, using the Seesaw duality, we find that
α =
(f, f)
(fB , fB)
Along the bibliography we can read this theory in detail,
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