Abstract. We define two isomorphic algebras of differential operators: the first algebra consists of ordinary differential operators and contains the hypergeometric differential operator, while the second one consists of partial differential operators in d variables and contains the Appell-Lauricella partial differential operator. Using this isomorphism, we construct partial differential operators which are Darboux transformations from polynomials of the Appell-Lauricella operator. We show that these operators can be embedded into commutative algebras of partial differential operators, containing d mutually commuting and algebraically independent partial differential operators, which can be considered as quantum completely integrable systems. Moreover, these algebras can be simultaneously diagonalized on the space of polynomials leading to extensions of the Jacobi polynomials orthogonal with respect to the Dirichlet distribution on the simplex.
Introduction
The famous hypergeometric equation with three regular singular points at 0, 1 and ∞ can be written as
where a, b, c are parameters. Its analytic solution at t = 0 is given by the Gauss hypergeometric function
where (a) k denotes the Pochhammer symbol:
(a) 0 = 1 and (a) k = a(a + 1) · · · (a + k − 1) for k ∈ N.
If we set a = −n, b = n + α + β + 1, c = β + 1, where n ∈ N 0 , the hypergeometric functions reduce to the Jacobi polynomials p α,β n (t) which are orthogonal with respect to the beta distribution. With this reparametrization, the hypergeometric equation can be rewritten as the eigenvalue equation The spectral equation (1.1) plays a crucial role in numerous applications of the Jacobi polynomials in different branches of mathematics and physics. Higher-order differential equations extending (1.1) were built by Grünbaum and Yakimov [12] by applying the general bispectral Darboux methods developed in [4] . A different approach to these results was proposed in [14] , and it was used there to construct commutative algebras of partial differential operators invariant under rotations which are Darboux transformations from the partial differential operator of the classical orthogonal polynomials on the ball. The aim of this work is to construct analogous commutative algebras of partial differential operators which are Darboux transformations from the Appell-Lauricella operator, which we introduce below. Multivariable extensions of the hypergeometric function 2 F 1 have been developed by Appell [2, 3] in dimension 2, and by Lauricella [21] in arbitrary dimension. In particular, the Lauricella function F A defined by the equation
can be characterized, up to an overall factor, as the unique analytic solution in a neighborhood of (x 1 , . . . , x d ) = (0, . . . , 0) of the d partial differential equations 4) where k = 1, . . . , d, see [21] . If we set b j = −η j , where η j ∈ N 0 , c j = γ j + 1 for j = 1, . . . , d and a = where |η| = η 1 + + · · · + η d , |γ| = γ 1 + · · · + γ d+1 and
(1.6)
In view of this, we refer to the operator in (1.6) as the Appell-Lauricella operator.
Clearly, when d = 1, the Appell-Lauricella operator in (1.6) reduces to the hypergeometric operator (1.2), if we replace (α, β) by (γ 2 , γ 1 ), and thus, the spectral equation (1.5) can be considered as a natural multivariable extension of the hypergeometric equation. Moreover, one can show that the operator M γ d is self-adjoint with respect to the Dirichlet distribution with parameters γ 1 , . . . , γ d+1 and, by an appropriate change of variables and gauge transformation it corresponds to the Hamiltonian for the generic quantum superintegrable system on the sphere [18] .
In the present paper we construct Darboux transformations from specific polynomials of the Appell-Lauricella operator. It is perhaps useful to stress that there is an essential difference between univariate and multivariate Darboux transformations. In the univariate case, up to an overall factor, a differential or difference operator can be uniquely determined from its kernel, which has dimension equal to the order of the operator. This implies that factorizations of univariate operators are essentially parametrized by subspaces of its kernel. The latter fact allows one to construct Darboux transformations by working with the kernel of the intertwining operator. However, all these constructions cannot be applied to partial differential operators, since the kernels are infinite dimensional, and factorizations and intertwining relations are much more subtle.
To overcome this difficulty, we use the ideas and techniques from [14] and we show that the hypergeometric differential operator (1.2) and the Appell-Lauricella operator (1.6) belong to two isomorphic associative algebras, denoted by D α and D γ , respectively. Moreover, when we apply factorizations at one end of the spectrum of the recurrence operator for the Jacobi polynomials, the corresponding Darboux transformations from the hypergeometric operator and intertwining operators also belong to the D α . Thus, we can use the isomorphism between D α andD γ to obtain multivariable Darboux transformations. The one-dimensional spectral equations depending on a parameter derived in [14] can be extended to this case to obtain an explicit basis of eigenfunctions for these operators in terms of appropriate extensions of the Jacobi polynomials on the simplex.
The paper is organized as follows. In the next section, we summarize several constructions and theorems established in [14] needed in the paper, together with some new one-dimensional results. In Section 3, we present the multivariable extensions. In the first subsection, we introduce the notations and a brief account of the important multivariable ingredients. In particular, we define operators commuting with the Appell-Lauricella operator M γ d , which can be simultaneously diagonalized by the Jacobi polynomials on the simplex, and we explain the connection to the generic superintegrable system on the sphere. We also construct the associative algebraD γ which contains M γ d and the isomorphism between D α andD γ . In the second subsection, we discuss extensions of these results for operators obtained by Darboux transformations from polynomials of the Appell-Lauricella operator and the corresponding quantum integrable systems. In Section 4, we illustrate the constructions in the paper with an explicit example, and we derive a Sobolev orthogonality relation for the associated polynomials.
Extensions of the Jacobi polynomials and associated commutative algebras of differential operators
In the main results of the paper we shall use several constructions and theorems established in [14] , which we summarize in this section for the convenience of the reader, together with some new one-dimensional results.
2.1. Extensions of the Jacobi polynomials and recurrence relations. Throughout the paper, we shall use the classical Jacobi polynomials normalized as follows
which are orthogonal with respect to the beta distribution
As we noted in the introduction, these polynomials are eigenfunctions of the hypergeometric operator, i.e.
where M
If we need to specify the variable of differentiation in the differential operator, we shall write M α,β 1 (t) and we adopt this convention throughout the paper for all differential operators. We set 
n (t) coincides with the Jacobi polynomial defined in [14, equation (2.1)] if we replace t by 1 − t and exchange the roles of α and β. Throughout the paper, we use this correspondence when we state results from [14] .
It is well known that the Jacobi polynomials solve a bispectral problem in the sense of Duistermaat and Grünbaum [9] . Indeed, besides the spectral equation (2.2), the polynomials p α,β n (t) are also eigenfunctions of a difference operator acting on the degree index n. More precisely, if we define the operator
where E n [f n ] = f n+1 is the shift operator acting on n, and the coefficients are given by
,
, 6) then the Jacobi polynomials satisfy the three-term recurrence relation
We refer to equations (2.2) and (2.7) as bispectral equations for the Jacobi polynomials. The connection between bispectrality and the Korteweg-de Vries hierarchy unraveled in [9] suggested that soliton techniques can be used to construct extensions of the Jacobi polynomials which are eigenfunctions of higher-order differential and difference operators [11, 13] . In particular, following [12] , we can define extensions of the Jacobi polynomials which also satisfy bispectral equations as follows. We fix k ∈ N and we take k arbitrary functions
that is, each function is a polynomial of λ α+β+1 n multiplied by (−1) n . Using the
n , j = 0, . . . , k − 1 we define new polynomials from the Jacobi polynomials via the formula
where Wr n f
denotes the discrete Wronskian. We assume that
which is true for generic elements in (−1)
Remark 2.2. The importance of the above conditions can be explained as follows. We can consider a natural bi-infinite extension of the recurrence operator L α,β (n, E n ) in (2.5) which acts on functions defined on Z. We can do this by making the formal change of variable n → n + ε in the coefficients, where ε is a generic parameter and we denote the resulting operator by L α,β (n + ε, E n ). With this convention and if (2.8) holds, one can show that there exists a positive integer m such that
i.e. the functions ψ n and, in particular, the importance of the normalizing factor (−1) n . Using this fact, (2.7) and by considering the limit ε → 0, one can show that the polynomials q α,β;ψ n (t) are eigenfunctions of difference operators acting on the degree index n which extend the recurrence relation (2.7). These operators are Darboux transformations from appropriate powers of the operator L α,β (n, E n ), see [15, Section 4] where this is proved in a more general setting within the context of the Askey-Wilson polynomials. In Section 4.1, following [12, 14] , we explain how we can pick the functions ψ (j) n so that q α,β;ψ n (t) are eigenfunctions of a second-order difference operator which, by Favard's theorem, means that they will be orthogonal with respect to a nondegenerate moment functional.
In the next subsections, we describe the differential spectral equations for q α,β;ψ n (t) which extend (2.2) for the Jacobi polynomials, the connection with the Darboux transformation and other results needed for the multivariable extensions.
Commutative algebras of differential operators.
In this subsection, we outline the construction of a commutative algebra of differential operators for which the polynomials q α,β;ψ n (t) are eigenfunctions. We denote by D α = R D 1 , D 2 the associative algebra generated by the differential operators D 1 and D 2 , defined as
It is easy to see that 12) and also that the operator M α,β 1
given in (2.3) can be expressed as a polynomial of D 1 and D 2 as follows
One can show that, up to a simple factor, τ n defined in (2.10) is a polynomial in λ α+β+1 n−(k−1)/2 . We denote by A α,β;ψ the algebra of all polynomials f such that
, that is,
With the above notations and using the convention in Remark 2.1, we can state Theorem 4.2 in [14] as follows.
(2.14)
From [14, Lemma 4.5] we know that for every polynomial r(n) ∈ R[n] we can construct a differential operatorB
On the other hand, using the explicit formula (2.1) one can show that
Combining (2.15) with (2.16) we see that for every r(n) ∈ R[n] we can construct a differential operatorB r ∈ D α such that
Note also that from (2.13) we have 19) and
(2.20)
Proof. First note that if (2.19) holds for l = 0, then we can prove it for all l ∈ N 0 by using (2.17). The proof of (2.19) now follows by induction on j, using equations (2.2) and (2.18). Replacing r(n) with (2n + α + β − j + 1)r(n) in (2.19) yields (2.20).
Using the above lemma we can construct a differential analog of formula (2.9).
Proof. We know that ψ
] for j = 0, . . . , k −1. If we substitute this into the right-hand side of equation (2.9) and expand the determinant along the last column, we see that q α,β;ψ n (t) = (−1)
then it is easy to see that I(f
with reversed rows, hence
If we combine the terms ∆
where ε is the remainder of the division of k(k − 3)/2 by 2, i.e.
Applying now Lemma 2.4 with j = k − 2l to (2.24), we can construct a differential operatorB l ∈ D α such that
The proof follows by rearranging the terms in (2.23) and by using the last equation.
Using Proposition 2.5 we can relate the operators in B f constructed in Theorem 2.3 to the hypergeometric operator (2.3) by a Darboux transformation.
) satisfy the intertwining relation
whereB ψ is the operator defined in Proposition 2.5.
Proof. It is easy to check that
Combining this with equations (2.2), (2.22) and (2.14) we see that
which shows that
Since the last equation is true for all n ∈ N 0 , we conclude that (2.25) holds, completing the proof.
Remark 2.7. Recall that if two operators O 1 , O 2 acting on the same space can be connected by the intertwining relation ), wheref (t) = f (t + λ
) and M α,β−k 1 is the hypergeometric operator. We note that this also follows from the work of Grünbaum and Yakimov [12] . Our approach provides a new constructive proof of this fact, based on the techniques developed in [14] , which show that the operators B f and the intertwining operatorB ψ belong to D α . The fact that B f ,B ψ ∈ D α will allow us to extend the Darboux transformation above to the multivariable setting.
2.3. Operators and polynomials depending on an additional parameter. Now, we introduce a modification of the differential operator D 2 which is crucial for the multivariable extensions. For arbitrary s ∈ N 0 , we define the operators 
Using equations (2.29), (2.30), (2.31) and adapting the proof of Proposition 2.5 we obtain the following extension. 
Multivariable operators and polynomials
3.1. Notations and preliminary results. We start by introducing some vector notations which will be used in the rest of the paper. For a vector v = (v 1 , . . . , v r ), we denote by |v| = v 1 + · · ·+ v r the sum of its components. Moreover, for 1 j r, we define v j = (v 1 , . . . , v j ) and v j = (v j , . . . , v r ), with the convention v 0 = v r+1 = 0.
Throughout the paper, we consider γ = (γ 1 , . . . , γ d+1 ) with components γ j > −1 and x = (x 1 , . . . , x d ) ∈ R d . The Dirichlet distribution on the simplex
is defined by
A system of mutually orthogonal polynomials can be defined recursively (see [10, Section 5.3] ) via the formula
where
(z 1 ) is the univariate Jacobi orthogonal polynomial defined in (2.1), with parameters
(z 2 , . . . , z d ) are the orthogonal polynomials on the (d − 1)-dimensional simplex, and the variables x and z are related as follows
The polynomials {P 
where the eigenvalue λ 
This operator has been extensively studied in the literature. When j = 1, the eigenvalue in (3.4) depends only on the total degree of the polynomial P γ η (x). Therefore, if V d n denotes the space of polynomials of total degree n orthogonal to all polynomials of degree at most n − 1 with respect to W (x), then for every
(3.6) In dimension 2, the first (nonorthogonal) bases of V 2 n were constructed by Appell [2] in terms of the hypergeometric functions F 2 , and equation (3.6) can be deduced by adding the differential equations satisfied by F 2 . In 1893, Lauricella [21] extended the hypergeometric functions introduced by Appell [3] and derived the partial differential equations satisfied by them. Biorthogonal bases of V d n for arbitrary d, which extend the constructions of Appell, can be defined in terms of the Lauricella functions F A and the operator M γ d can be obtained by adding the differential equations satisfied by F A , see [18] . Equation (3.6) also explains why the operator M γ 2 naturally appears in the Krall-Sheffer classification of bivariate analogs of the classical orthogonal polynomials [20] ; see also [10, 24] . where ∆ S d is the Laplace-Beltrami operator on the sphere
see [18] . Under the same change of variables and gauge transformation, the operators M γ j,d , for j = 2, . . . , d together with H provide d algebraically independent and mutually commuting integrals of motion, thus showing that the system is completely integrable. Moreover, one can show that operatorŝ
also commute with M γ d , and therefore if we apply the same change of variables and gauge transformation to them, they will also provide integrals of motion for H.
Recall that classical or quantum Hamiltonian systems, possessing more than d algebraically independent integrals of motion are usually referred to as superintegrable systems [23] . The system with Hamiltonian H in (3.7) has been extensively studied in the literature as an important example of a second-order superintegrable system, possessing the maximal possible number of algebraically independent second-order integrals of motion. It is usually referred to as the generic quantum superintegrable system on the sphere, and has attracted a lot of attention recently in connection to multivariate extensions of the Askey scheme of hypergeometric orthogonal polynomials and their bispectral properties, the Racah problem for su (1, 1) , representations of the Kohno-Drinfeld algebra, the Laplace-Dunkl operator associated with Z d+1 2 root system; see for instance [8, 16, 19] and the references therein. The space V d n introduced in Remark 3.3 appears naturally in the analysis as an irreducible module over the associative algebra generated by the integrals of motion, see [17] .
Using the change of variables (3.2) we can decompose the operator M γ d (x) as follows
Furthermore, using the identity in [16, p. 2037] , we see that
Next, we define the partial differential operatorŝ
which can be considered as multivariable extensions of the operators D 1 and D 2 defined in (2.11), and we denote bŷ
the associative algebra generated by the differential operatorsD 1 andD 2 . It is straightforward to check that these operators satisfy the commutativity relation
which combined with (2.12) suggests defining the map Φ :
It is not hard to see that Φ extends to an isomorphism from D α ontoD γ . This isomorphism depends on the parameters α, γ 2 , γ 3 , . . . , γ d+1 , but since the parameters will be usually fixed and will not cause any confusion, we will omit this explicit dependence.
With these notations, a straightforward computation shows that the AppellLauricella operator M The main point now is that this map can be extended to the Krall commutative algebras D α,β;ψ constructed in Theorem 2.3. This leads to commutative algebras of partial differential operators which are Darboux transformations from polynomials of the Appell-Lauricella operator. Moreover, the operators in these algebras will commute with the operators {M γ j,d } j≥2 defined in (3.3) and all these operators can be simultaneously diagonalized on the space of polynomials in terms of extensions of the Jacobi polynomials on the simplex.
Darboux transformations.
Applying the isomorphism Φ to the commutative algebra consisting of the ordinary differential operators B f (D 1 , D 2 ) constructed in Theorem 2.3 we obtain a commutative algebra consisting of partial differential operators B f (D 1 ,D 2 ) . From now on, we will assume that the parameters (α, β) and γ are related as follows:
Note that (3.14) is satisfied and therefore, equation (3.15) also holds. Applying the isomorphism Φ to (2.25) we obtain the following multivariable extension of Corollary 2.6.
Proposition 3.4. With α defined in (3.16), and for f ∈ A α,γ1;ψ , the operators
, and e 1 = (1, 0, . . . , 0).
Next, we will show that multivariable polynomials which diagonalize the operators B f (D 1 ,D 2 ) in the last proposition can be defined in terms of appropriate extensions of the multivariable Jacobi polynomials on the simplex.
where the variables x and z are related as in (3.2), the polynomialsq α,β;ψ η1,η2+···+η d are defined in (2.32), and the parameters α, β are given in (3.16). Proposition 3.6. The polynomials Q γ η (x) in Definition 3.5 can be related to the Jacobi polynomials on the simplex (3.1) via the formula 19) where s = |η
is defined in (2.33)
Proof. With α = |γ 2 | + d − 1, the differential operators in (2.11) take the form
First, we see how the operatorsD 1 andD 2 act on polynomials P (x) which, via the change of variables (3.2), can be factored in separated variables as
A straightforward computation shows that
is the operator in (3.5) for the (d − 1) dimensional simplex in the variables z 2 , . . . , z d . Applying the last formula to the polynomial P γ−ke1 η (x) defined in (3.1) we obtain 
Since |η 2 | = s and λ
we can see from (3.20) , (3.21) and (2.28) that
The proof now follows from Proposition 2.8.
where To establish equation (3.22) we use consecutively equations (3.19) , (3.17) , (3.4) with j = 1, (2.26), and (3.19) again: Proof. SinceD γ is generated by the operatorsD 1 andD 2 in (3.10)-(3.11), it is enough to show that for j ≥ 2 we have
It is easy to see that under the change of variables (3.2), the operatorD 1 becomes (z 1 − 1)∂ z1 , while the operator M 
Therefore, ifĈ γ;ψ denotes the commutative algebra generated by the partial differential operators
, j = 2, . . . , d}, then equations (3.22) and (3.25) show that this algebra will act diagonally on the basis
Moreover, if we define C γ;ψ to be the commutative algebra generated by the partial differential operators
. . . , d}, then Proposition 3.4 and Lemma 3.9 show that
i.e. operatorB ψ (D 1 ,D 2 ) intertwines the commutative algebras C γ;ψ andĈ γ;ψ .
Remark 3.11. For f ∈ A α,β;ψ the operator B f (D 1 ,D 2 ) together with the operators M γ j,d , j = 2, . . . , d, form a collection of d mutually commuting and algebraically independent partial differential operators, which can be considered as a quantum completely integrable system within the general algebraic framework developed in [5] . Note also that the commutative algebraĈ γ;ψ defined in Remark 3.10 is not contained in any commutative algebra generated by only d operators, and therefore is supercomplete [6] . Finally, one can extend the arguments in Lemma 3.9 and show that, for 2 ≤ i < j ≤ d + 1, the operatorsĤ i,j defined in (3.8)-(3.9) also commute with the operators in the algebraD γ . This means that, for 2 ≤ i < j ≤ d + 1, the operatorsĤ i,j will commute with B f (D 1 ,D 2 ) , providing more than d integrals of motion when d > 2. Therefore, in view of [23] (see also Remark 3.3), we can think of this system as a quantum superintegrable system.
Extensions of the Krall polynomials
4.1. Discrete Darboux Transformation. In this section, following [12, 14] , we explain how we can pick the functions {ψ (0) n , . . . , ψ (k−1) n }, so that the polynomials q α,β;ψ n (t) defined by (2.9) satisfy a second-order recurrence relation in the degree index n.
Let L 0 denote the bi-infinite extension of the recurrence operator
which acts on functions defined on Z, where E n is the shift operator, A n , B n , C n are defined in (2.6), and ε is a generic parameter such that the coefficients A n+ε and C n+ε are well-defined and nonzero for n ∈ Z. We assume below that the parameters α, β and k satisfy the conditions α > −1, β ∈ N, and k β. The lattice version of the elementary Darboux transformation amounts to factoring the operator L 0 as a product of two operators and producing a new operator by exchanging the factors. If we iterate this process k times, we obtain a new operatorL as follows:
which is a discrete analog of the intertwining relation (2.27). The sequence of Darboux transformations (4.1) is characterized by choosing a basis ψ
n+ε , for j = 1, . . . , k − 1. To construct such a basis, we define the functions
where j = 0, 1, . . . , k − 1. One can show that they are linearly independent and for fixed i they satisfy equations (4.3)
n+ε , for j = 1, . . . , k − 1, and i = 1, 2.
Therefore, we can define a basis of ker(Q) satisfying (4.3) by setting
Note that the basis depends on the parameters β ∈ N, α > −1, and k free constants a = (a 0 , . . . , a k−1 ). If we define new polynomials in terms of the operator Q as follows q α,β;ψ n
then, using equations (2.7) and (4.2) and by considering the limit ε → 0, we see thatL (n, E n )q α,β;ψ n (t) = t q α,β;ψ n (t).
Therefore, by Favard's theorem, the polynomials q α,β;ψ n (t) are mutually orthogonal with respect to a nondegenerate moment functional.
On the other hand, note that the functions φ ]. Thus, condition (2.8) is satisfied and therefore the polynomials q α,β;ψ n (t) are also eigenfunctions of the differential operators described in Theorem 2.3. Moreover, we can use the techniques developed in Section 3 to derive multivariable extensions of these results. In the next subsection we treat in a detail the case k = 1. With k = 1, equation (2.10) tells us that τ n = a 0 + (n + 1)(n + α + 1) α + 1 .
With a similar reasoning as in [14] , it can be proved that the algebra A α,1;a0 is generated by two polynomials of degree 2 and 3, namely, f 2 (t) =t There are two possible cases:
• If (η 2 , . . . , η d ) = (ξ 2 , . . . , ξ d ), the orthogonality of the simplex polynomials P γ2,...,γ d+1 η2,...,η d (z) shows that the second line of (4.13) is 0, proving (4.12).
• If we assume that (η 2 , . . . , η d ) = (ξ 2 , . . . , ξ d ), but η 1 = ξ 1 , thens = s.
Therefore, |γ 2 | + s +s + d − 1 = |γ 2 | + d − 1 + 2s = α + 2s which shows that the factor in the last two lines of (4.13) is 0 by (4.9), completing the proof.
