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Resumen
La implementación de las técnicas geodésicas mediante el uso del GPS, están siendo
aplicadas en la estimación del vapor de agua precipitable a través de la determina-
ción de las distancias entre los satélites y receptores por medio de las observaciones
de radiofrecuencias. El objetivo de este trabajo es presentar la aplicación del GPS y
estudiar el proceso de detección para la estimación del vapor de agua precipitable.
Con ello, se evalúan algunos modelos relacionados con el retraso cenital troposférico
que explican, de manera aproximada, los efectos de la troposfera hace sobre las seña-
les GPS y para la estimación del vapor de agua precipitable (PWV) utilizando una
relación basada en la temperatura media de la columna vertical troposférica (Tm).
Se realizan algunos tratamientos estadísticos con variables meteorológicas. Para ello,
la recolección de observaciones GPS, datos meteorológicos de superficie, de modelos
numéricos GFS y de radiosondeos, fueron obtenidas. Los resultados en la estima-
ción del vapor de agua precipitable, presentaron buena concordancia con los valores
proporcionados por los radiosondeos (RMC de 1,35mm). Asimismo, PWV presenta
un comportamiento similar al ciclo estacional anual de precipitaciones. Se aplicó la
metodología de análisis compuesto, en un caso de estudio, el cual, no mostró una
significación estadística dando valores mayores al nivel de significancia de 0,1.
Palabras clave: Vapor de Agua Precipitable (PWV), Meteorología GPS, Re-
traso Troposférico Cenital, Modelo Troposférico)
Abstract
The implementation of geodetic techniques using GPS, are being applied in esti-
mating precipitable water vapor through the determination of the distances between
the satellites and the receivers via radio frequency observations. The aim of this
paper is to present the application of GPS and study the detection process for es-
timating precipitable water vapor. This will evaluate some related models to zenith
tropospheric delay, which about the effects of the troposphere on signal processing
and conversion for estimating precipitable water vapor (PWV) for which uses a rela-
tionship based on the average temperature tropospheric vertical column, Tm. Some
statistical treatments are performed with meteorological variables. To do this, the co-
llection of GPS observations, surface meteorological data, GFS numerical models and
radiosonde, were obtained. The result in estimating precipitable water vapor, showed
godd agreement with the values supplied by the radiosonde (RMS of 1.35mm). Also,
PWV presents a behavior similar to annual seasonal cycle of precipitation. A Case
xii
Study is treated with composite analysis methodology which give values greater than
the significance level of 0.1.
Keywords: Precipitable water vapor (PWV), Tropospheric Zenith Delay, GPS/Meteorology,
Tropospheric Model)
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Capítulo 1
Introducción
La humanidad siempre ha estado inherente a los cambios climáticos y meteo-
rológicos que se presentan en el globo terráqueo. La influencia y los efectos directos
de las variaciones del clima y del tiempo sobre las actividades humanas ha desper-
tado un interés en el estudio de estos cambios. De allí nace la necesidad de predecir
ciertos eventos meteorológicos, los cuales han llevado al ser humano a adaptarse pau-
latinamente a los cambios, al igual que a ajustar sus actividades socio-económicas.
Para ello, se han diseñado técnicas para determinar la composición de la
atmósfera y su distribución espacio-temporal. Uno de sus componentes, el vapor
de agua, esencial en el equilibrio térmico que desempeña un papel importante en
los cambios del tiempo y del clima, ha recibido especial atención particularmente
en las últimas tres décadas. El monitoreo y estimación del vapor de agua se está
desarrollando a través de técnicas nuevas de sensores remotos con base en los sistemas
satelitales de posicionamiento global.
El GPS no sólo es un sistema de posicionamiento que puede ser usado en
múltiples aplicaciones con resoluciones que van desde decenas de metros hasta uno o
dos centímetros, sino que también está siendo usado como un sensor meteorológico de
humedad (Moirano, 2000). En la actualidad, existen en la comunidad múltiples redes
de GPS con fines meteorológicos y sus datos son integrados a las redes convencionales
para el seguimiento de fenómenos atmosféricos: en la red del Caribe, por ejemplo, se
disponen alrededor de 15 sensores que son usados para el monitoreo de los huracanes1.
Por otro lado, los datos de humedad derivados del GPS están siendo asimilados en los
paquetes computacionales numéricos del tiempo con fines de predicción destinados
1http://www.suominet.ucar.edu/indexCaribbean.html [Consulta: ene-2012]
1
2al estudio de modelos de mesoescala (Kuo et al., 1993), como el WRF2, HIRLAM3,
MM54 y MASS5, con un alto impacto en los campos de humedad y precipitación a
corto plazo.
Este proyecto se centra en conocer y comprender la aplicación del GPS para
la estimación y monitoreo del vapor de agua precipitable contenida en la atmósfera
con el fin de que a futuro no muy lejano, contribuya a mejorar los procesos de pro-
nóstico del tiempo que desarrolla y elabora el IDEAM, y así mismo, cuya tecnología
ya está presente en Colombia, ayudaría a implementarse en áreas de la investigación
meteorológica.
1.1. Problemática
El vapor de agua es un gas que se encuentra en su totalidad, en la troposfera,
por debajo de los 11 a 12 km de altura (Romero-Campos et al., 2009) y constituye
el 0.0009 por ciento de todo el agua del planeta6. Juega un papel importante en
la regulación del clima del planeta (IDEAM, 1998), asimismo, influye en el tiempo
atmosférico como un factor importante en los procesos que involucra la nubosidad,
las precipitaciones, tormentas y sistemas convectivos de mesoescala7, entre otros.
En Colombia, el IDEAM 8 obtiene esta variable por medio de radiosondeos,
de estaciones meteorológicas manuales de superficie y de estaciones hidrometeorológi-
cas automáticas. Igualmente, a través de la teledetección remota mediante imágenes
satelitales. Los sondeos miden la humedad relativa obteniendo un perfil vertical de
la columna de aire y está limitado por la altura a la que pueda ascender el globo
aerológico con una resolución temporal que se realiza una vez al día. En relación
con las estaciones meteorológicas tanto manuales como automáticas, la humedad del
aire se mide mediante instrumentos como el psicrómetro, hidrógrafo y termómetros
de máximas y mínimas o con sensores electrónicos los cuales están localizados en un
área determinada y fija. Éstos ofrecen una resolución temporal, por lo menos hora-
ria, mejor que la que registra el radiosondeo. En cuanto a las imágenes satelitales,
2Weather Research & Forecasting Model
3High Resolution Limited Area Model
4The PSU/NCAR mesoscale model
5Mesoscale Atmospheric Simulation System
6http://www.revistaciencia.amc.edu.mx/index.php/ediciones-anteriores/117.html?
task=view [Consulta:septiembre-2012]
7Los Complejos Convectivos de Mesoescala (MCC, sigla en inglés) son estructuras convectivas de
grandes dimensiones que se desarrollan con intensas precipitaciones, tormentas eléctricas y en
algunos casos con tornados (Pope et al., 2009)
8Instituto de Hidrología, Meteorología y Estudios Ambientales
3éstas dan un diagnóstico de la distribución del vapor de agua en la atmósfera usando
métodos de sensores remotos especialmente en regiones donde no es fácil el acceso
por radiosonda (Jackson and Stephens, 1995).
Bajo este contexto, aplicando la tecnología GPS, podría ofrecer una mejor
estimación del contenido de humedad reduciendo así uno de los problemas relaciona-
dos por la falta de observaciones oportunas y precisas del vapor de agua atmosférico,
que es uno de los componentes atmosféricos mal medidos y menos comprendidos
debido a su alta variabilidad temporal y espacial (Bai, 2004). De esta manera, se
daría las siguientes preguntas:
¿Cómo es el proceso de medición del sistema de posicionamiento global, GPS,
para la estimación de la variable PWV (siglas en ingles de Precipitable Water
Vapour), esto es, vapor de agua precipitable contenido en la columna de aire?
¿Qué exactitud daría los datos PWV_GPS con respecto a los datos estimados
por los métodos convencionales: radiosondeos y estaciones meteorológicas que
dispone el IDEAM?
¿Daría una buena representatividad los datos PWV_GPS frente a algunos
fenómenos meteorológicos que se presentan, para adaptarlo al proceso del pro-
nóstico?
1.2. Objetivos
Para el desarrollo de este trabajo se orienta a comprender el proceso de
medición del vapor de agua precipitable mediante la técnica GPS. Su objetivo general
es:
Estudiar el proceso de medición de la variable meteorológica vapor de agua
precipitable contenida en la atmósfera a través de la detección del sistema
satelital de posicionamiento global, GPS.
Así mismo, los objetivos específicos para la elaboración de este trabajo están enfo-
cados en la recopilación y tratamiento de datos PWV_GPS, los cuales son:
Evaluar la exactitud de las series de datos obtenidos por GPS en Bogotá, de
la variable vapor de agua precipitable (PWV) y de la información proveniente
de estaciones de superficie y altura del IDEAM.
Estudiar el comportamiento de los niveles de vapor de agua precipitable por
GPS para Bogotá en el ciclo diurno.
4Analizar la relación del vapor de agua precipitable por GPS para Bogotá y la
estabilidad hidroestática.
Establecer la correlación de vapor de agua precipitable para Bogotá, con even-
tos convectivos de fuerte precipitación.
1.3. Justificación
En Colombia, el uso del sistema satelital de posicionamiento global, comien-
za a ver sus aplicaciones en otras disciplinas diferentes al de la navegación, como: la
geodesia, sísmica y topografía a partir de 1996; en campos de las ciencias atmosféri-
cas después del 2001. El grupo GEORED9 de INGEOMINAS, instala sus primeras
estaciones receptoras GPS para estudios con fines geodinámicos. El grupo ARGOS,
de la Universidad Nacional, sede Bogotá, a partir de 2001 inicia sus investigaciones
para estudiar la ionosfera a través del contenido electrónico total, TEC. El IGAC10,
en el 2009, realiza estudios de las variaciones de parámetros atmosféricos a lo largo
de las cadenas montañosas a través de la refraccion troposférica obtenido por GNSS,
que, mediante el cálculo de un modelo troposférico, mapea la distribución de ZWD
y ZTD para el territorio colombiano (Herrera P. et al., 2009).
Según la investigación realizada en Colombia no se encuentra un estudio en
cuanto a la determinación del vapor de agua precipitable a través de observaciones
GPS por lo que este proyecto propone los primeros ensayos y resultados preliminares
en la aplicación del sistema satelital de navegación global al campo de la meteoro-
logía. Además, este proyecto tiene la pertinencia y relevancia representada por la
contribución que haga en el ámbito científico, al uso de la teledetección del sistema
GPS en las ciencias atmosféricas.
1.4. Importancia del área de estudio de Bogotá
La ciudad de Bogotá se encuentra localizada en el centro del país, a una
altitud de 2600 msnm, sobre la Cordillera Oriental, en los 4°30’ y 5°20’ de latitud
Norte y 73°36’ y 74°24’ de longitud Oeste. En esta ciudad, según el censo del año
2005, habitan alrededor de 6.800.000 habitantes y por otra parte, Bogotá alberga el
mayor centro administrativo y comercial del país (Torres Soler, 2008).
9GEOdesia: Red de Estudios de Deformación
10Instituto Geográfico Agustín Codazzi
5Bogotá presenta una precipitación que se encuentra bajo el influjo de la Zo-
na de Confluencia Inter-Tropical (ZCIT), la cual registra, generalmente, un régimen
bimodal (2 fases húmedas acompañadas de 2 fases secas) presentándose los picos
máximos en abril y octubre, y los mínimos en enero y julio. Sin embargo, hay otros
factores adicionales que afectan el régimen de lluvias en la región, como por ejemplo
los vientos alisios del sureste, que en los periodos de junio–agosto son muy inten-
sos, ocasionando un régimen unimodal similar al de la Orinoquia sobre la vertiente
oriental de la Sabana, con máximos en julio–agosto y mínimos en diciembre–enero,
como en la zona del embalse del Sisga y en general, hacia el oriente de la Sabana.
La precipitación media oscila entre los 600mm/año al suroccidente de la Sabana y
en 1000-1200mm/año en el sector oriental (CAR, 2001).
Por lo anterior, sumado a la importancia económica, industrial, cultural,
turística y social que tiene Bogotá, esta investigación podría inducir al uso de esta
tecnología para que pueda ser implementada en los procesos de pronósticos del es-
tado del tiempo por lo que beneficiará a la comunidad en general y a los sectores
productivos como, también, tendría un cubrimiento de los corredores viales, aéreos
y terrestres.
1.5. ¿Qué es meteorología GPS?
El término meteorología GPS fue acuñado en 1992 (Bevis et al., 1992) ga-
nando aceptación en la comunidad científica y en las ciencias meteorológicas. Se
refiere al uso de los efectos de la atmósfera en la propagación de las señales de radio
del sistema de posicionamiento global GPS para derivar información del estado de
la atmósfera en sus capas bajas. Se puede definir, según Bai (2004) como:
“...remote sensing of the troposphere and the stratosphere by gauging
the refraction (slowing and bending) of GPS signals that propagate th-
rough the atmosphere”11
La medición meteorológica por GPS se basa en la presión, temperatura y humedad,
por lo que éstos van a depender de la refracción de las microondas en la atmósfera.
Tal medición de la refracción se representa mediante el cambio en la rapidez (desace-
leración) y en la dirección (curvatura de la trayectoria) que presentan las señales de
radio que atraviesan la capa atmosférica a diferencia de las ondas electromagnéticas
que viajan en el espacio libre.
11...teledetección de la troposfera y la estratosfera que se hace por medio de la refracción de las
señales GPS que se propagan a través de la atmósfera (N. del T.).
6Actualmente, se tienen dos principales categorías o técnicas operacionales
de meteorología GPS, dependiendo de la localización de los receptores GPS:
Meteorología GPS terrestre. Se refiere a la técnica de seguimiento de vapor de
agua correspondiente a los retrasos que presentan las señales al propagarse desde los
satélites GPS hacia los receptores geodésicos GPS ubicados en tierra. Estos retrasos
son muy sensibles a la cantidad total de vapor de agua integrado a lo largo del
recorrido que toma la señal. Tales receptores son usados para estimar el vapor de
agua integrado (IWV) o vapor de agua precipitable (PWV)12 en cada estación con
una resolución temporal desde segundos hasta 30 minutos.
Meteorología GPS espacial. Consiste en una técnica de sondeo del limbo terres-
tre. En ésta categoría corresponde a receptores que están a bordo de satélites de baja
órbita conocidas como LEO (low-earth orbit) que reciben las señales transmitidas
por los satélites GPS durante los breves acontecimientos de ocultación atmosféri-
ca, obteniéndose así, el sondeo del perfil atmosférico. Esta técnica se conoce como
radio-ocultación13.
1.6. Organización de la tesis
Esta tesis esta organizado de la siguiente manera:
El capítulo uno corresponde a la introducción, objetivos, problemática y
justificación de la investigación.
El capitulo dos, se hace una descripción de la atmósfera y su clasificación,
como también, se hace una revisión de la principal componente que influye en el
tiempo, objetivo de este trabajo, el vapor de agua, y de las expresiones matemáticas
para determinarlo. Se describen algunos índices termodinámicos que puedan explicar
la estabilidad atmosférica.
El capítulo tres describe los fundamentos del sistema de posicionamiento
satelital y una breve discusión de los observables básicos del GPS, esenciales para la
determinación del vapor de agua precipitable.
12El vapor de agua precipitable (PWV) también es conocido como agua de precipitable (PW) por
algunos autores.
13Las mediciones de Radio ocultation GPS establece la base de una nueva tecnica de sensores
remotos en la información de perfiles verticales sobre la inosfera y la troposfera .
7El capítulo cuatro, presenta los principios físicos que da lugar al retraso
troposférico influenciado en las señales GPS y que, a través de la refractividad at-
mosférica, es posible estimar el vapor de agua precipitable. Se estudian unos modelos
troposféricos propuestos por algunos autores, y se hace el ejercicio para estimar la
temperatura media ponderada, procesos por los cuales utiliza el sistema GPS para
cuantificar el vapor de agua precipitable. De esta manera, en esta parte del trabajo
se extrae de la literatura y ofrece una base teórica para la estimación de vapor de
agua GPS.
El capítulo quinto, cubre la parte del tratamiento y análisis de datos. Se
han utilizado las observaciones del GPS, igualmente, de datos meteorológicos de su-
perficie (temperatura y presión) obtenidos por radiosondeos y registros aeronáuticos
como los metares. Además, se utilizaron datos de modelos numéricos globales del
tiempo como el GFS (Global Forecast System) y del proyecto NOMADS (NOAA
Operational Model Archive and Distribution System). Aunado a ello, se emplearon
datos de precipitación acumulada diaria para la ciudad de Bogotá como de algunos
índices termodinámicos derivados de los sondeos atmosféricos. Al final, se analiza un
caso de estudio utilizando el método de análisis compuesto como recurso para hacer
un pronostico probabilístico.
Por último, el capítulo sexto de dan las conclusiones y algunas recomenda-
ciones.
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Capítulo 2
La Atmósfera
2.1. Composición de la atmósfera
La atmósfera es un lecho de gases. Ésta data desde los orígenes de la forma-
ción de la Tierra, gestándose en las nubes de gases y polvo provenientes del magma
expulsivo de las erupciones volcánicas, de la interacción con los océanos y la inci-
dencia del espacio circundante: meteoritos, radiación cósmica y polvo solar; y en
presencia de reacciones fisicoquímicas. Esta atmósfera ha evolucionado hasta adqui-
rir la composición actual, en la que todos los organismos vivos están adaptados.
Esta composición de sustancias atmosféricas forman un sistema dinámico; tienen un
intercambio con las demás esferas terrestres (hidrosfera, biosfera, litosfera), que en
conjunto, presentan ciclos que intervienen procesos físico-químicos.
El aire que respiramos se ha considerado anteriormente como un compuesto
químico. Ahora se sabe que es una mezcla de gases. En la Tabla 2.1 muestra la com-
posición promedio del “aire limpio”: tres gases constituyen casi el 99.9% del aire por
volumen con proporciones constantes en tiempo y espacio: Nitrógeno (N2), Oxigeno
(O2) y Argón (Ar). Además, existen otros gases con proporciones variables, y que,
sin embargo, intervienen de manera decisiva en todos los intercambios energéticos,
jugando un papel muy importante en muchos procesos atmosféricos. Entre estos ga-
ses cabe destacar el vapor de agua, el dióxido de carbono y el ozono1. Para el caso del
agua, éste tiene una distribución muy variable en el espacio atmosférico y que en sus
tres estados físicos hace posible el intercambio energético entre el Sol y la Tierra.
1http://www.ujaen.es/dep/fisica/lec3.pdf. [Consulta: 25-0ct-2011]
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Tabla 2.1: Composición química del aire. Tomado de Seinfeld and Pandis (1998)
2.1.1. Clasificación de la atmósfera
La atmósfera puede ser dividida en un número de capas esféricas concéntri-
cas cada una de ellas caracterizadas con diferentes propiedades físicas y químicas,
como también, divididas sobre la base del gradiente de temperatura. La evidencia
para esta estructura proviene de observaciones hechas con instrumentos de análi-
sis: radiosondas, globo-sondas, investigaciones de ondas de radio, cohetes y vuelos
espaciales.
La atmósfera presenta un patrón general que consiste de 3 capas relativa-
mente calientes: cerca a la superficie terrestre, entre los 40km - 60km y arriba de
los 120km, separados por dos capas relativamente frías: entre 10km-30km y entre
80km-100km, como se puede ver en la Figura 2.1.
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Figura 2.1: Perfil atmosférico de temperatura. Tomado de Palacios (2010)
También se plantea otra forma de estructura en función de la composición
físico-química, basados en los procesos que en ella se producen y que dan origen a esas
inversiones de temperatura; de esta manera, se plantea diferentes divisiones según
sean sus características2 (ver Tabla 2.2): por su distribución térmica, está constituida
por: troposfera, estratosfera, mesosfera, termosfera y exosfera; por su composición
fisicoquímica se clasifica en homosfera, ozonosfera, ionosfera y pronosfera (dentro
de ésta se considera la magnetosfera y la plasmaesfera); por el campo magnético
terrestre se divide en dinamosfera y magnetosfera; por su densidad electrónica se
cataloga como ambiente neutro (neutrosfera) y ambiente ionizado (ionosfera); y por
las variaciones a las que tiene lugar las propagaciones de las señales electromagnéticas
se considera como troposfera e ionosfera3.
2Aunque la mas comúnmente encontrada y conocida es la referida a la distribución térmica que
caracteriza diversas capas: troposfera, estratosfera, mesosfera y termosfera (Silva et al., 1999).
3Estas clasificaciones han sido referenciadas por Palacios (2010)
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Tabla 2.2: División esquemática de la atmósfera terrestre según sus propiedades
físico-químicas y con base del gradiente de temperatura.
Por debajo de los 80 km se encuentra un ambiente neutro, homogéneo, donde
se mantiene la mezcla de gases en proporciones constantes. La atmósfera neutra
incluye la troposfera y estratosfera, las cuales, suman alrededor de 50 km de espesor
y anotando que la mayor parte de la atmósfera neutra es troposfera muchas veces se
le nombra únicamente como troposfera. De igual manera, la mayor parte de la masa
de la atmósfera se encuentra comprimida cerca de la superficie del planeta y que en
sus primeros 15 km está el 95%4 del total de su masa y en este se sitúa una capa
donde se observan las circulaciones atmosféricas o corrientes de aire más prominentes
que en las otras capas. Esta primera capa es la mas inferior de la atmósfera y en
contacto con las cortezas terrestres (continental y oceánico) denominada troposfera.
Esta es una zona donde se desarrollan diferentes meteoros atmosféricos como los
relacionados con los movimientos de masas de aire (ciclones, turbulencias)5, con
fenómenos luminosos y eléctricos (arco iris, rayos) y lo relacionado con diferentes
tipos de partículas acuosas (cuya base es el vapor de agua) y no acuosas (partículas
volátiles: smog, polvo, etc.)(OMM, 1993; Casas, 1857).
2.2. Vapor de agua atmosférico
El vapor de agua es uno de los constituyentes más significativos de la at-
mósfera; es de vital importancia por el papel que desempeña tanto en el clima como
en el tiempo, debido a su participación tanto en los procesos radiativos como en
4http://www.um.es/vic-extension/pau/materias-pau/medio-ambiente/files/tema_3__0.
pdf, [consulta: julio-2011]
5Los meteoros. http://www.xuletas.es/ficha/meteoros/. Consulta: [Agosto-2012]
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la formación de nubes e intercambios de energía con los océanos; el vapor de agua
actúa como un vehículo energético que almacena energía en forma de calor latente
para luego liberarla en los procesos de condensación (Romero-Campos et al., 2009;
Rocken et al., 1993).
El agua, en su estado líquido (nubes), tiene las propiedades de ser reflectante
de gran parte de la radiación solar y otra de ser absorbente de una fracción de ella
a ciertas longitudes de onda; en su estado gaseoso (vapor de agua), junto con el
dióxido de carbono, polvo y ozono, como también las nubes, tienen una función
absorbente de gran parte de la radiación térmica procedente de la tierra (Ingersoll,
1998, p. 7). Todos estos componentes atmosféricos que absorben radiación infrarroja
la re-emiten en todas las direcciones; una parte vuelve a absorber la superficie de la
tierra mientras que otra es reabsorbida por la atmósfera y el resto al espacio exterior
(Ingersoll, 1998). En este proceso, el vapor de agua, juega un papel importante en el
balance climático terrestre considerándolo como uno de los más importantes gases de
efecto invernadero (Derks et al., 1997) con una contribución del 36 al 72 por ciento
(Kiehl and Trenberth, 1997), mayor que otros gases.
La mayor parte del agua en la atmósfera se encuentra en forma de vapor de
agua encontrándose casi en su totalidad (99%) confinado en la troposfera por debajo
de los 11-12 km6 (Romero-Campos et al., 2009), aproximadamente; una pequeña
proporción en una distribución altamente variable corresponde a una concentración
entre 0% y 4% de la atmósfera (Ingersoll, 1998; Inzunza, 2003), cantidad suficiente
para producir esa dinámica atmosférica que permite la formación de las nubes y
precipitaciones.
La distribución del vapor de agua se muestra en la Figura 2.2 como una
función de latitud y altitud. Se observa que el vapor de agua está confinado exclusi-
vamente en la troposfera y decrece regularmente con la altura.
6Algunos autores, por ejemplo Raju et al., 2005, optan por colocar que la mayor cantidad de vapor
de agua (aproximadamente 80%) esta confinada en altitudes bajas, por debajo de 3 Km.
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Figura 2.2: Distribución del vapor de agua. Los niveles oscuros corresponden a 20,
40 y 60% del máximo valor de su densidad. Las lineas de contorno
relaciona la proporción de mezcla del vapor de agua. Tomado de Salby
(2007).
Su proporción de mezcla (lineas de contorno de la Figura 2.2) entre las la-
titudes 10oS a 10oN presenta un máximo de 20 g
kg
en la superficie y disminuye en
la tropopausa con cantidades que llegan a pocas partes por millón. Así mismo, esta
proporción disminuye con la latitud cayendo por debajo de 2 g
kg
alrededor de los 70o
para ambas latitudes norte y sur. En cuanto a su densidad disminuye mucho mas
rápido y decrece con la altura. Así, el vapor de agua tiende a estar mas concentrado
debajo de los 2 km de la atmósfera.
Las características físicas que presenta el agua están representadas en sus
tres estados: solido, líquido y gaseoso. El cambio de uno a otro estado comprende la
absorción o liberación de calor latente7. El agua se evapora mediante la absorción
de calor y se condensa liberando calor. El hielo pasa al estado líquido por fusión,
absorbiendo calor; el vapor de agua en estado gaseoso pasa a sólido por sublimación
liberando calor. Estos intercambios de energía calórica son muy importantes en me-
teorología ya que por cada gramo de agua que se evapora, cerca de 540 calorías de
calor sensible8 pasan a ser calor latente; y por cada gramo de agua que se congela, se
libera 80 calorías (Ayllon, 2003). De esta manera, el ciclo del agua, representado en
sus tres etapas: evaporación, condensación y precipitación, tiene un papel importante
en los ciclos hidrológico y energético en la atmósfera.
A pesar de su importancia en los procesos atmosféricos sobre un amplio
7El calor latente es la energía requerida para que el agua cambie su estado de fase, de sólido a
líquido (calor de fusión) o de líquido a gaseoso (calor de evaporación) sin que presente un cambio
en la temperatura mientras dure el proceso.
8El calor sensible es la energía que se aplica cuando el agua no cambia de fase, presentando un
cambio en su temperatura
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rango en la escala espacio-temporal, el vapor de agua es uno de los componentes
menos entendidos y pobremente descritos de la atmósfera terrestre (Bai, 2004). Sin
embargo, desde la década de los 90’s, se ha concentrado su atención en no solo conocer
la distribución y evolución del vapor de agua en la superficie terrestre sino también
en toda la columna atmosférica. Por ello, el vapor de agua es una variable esencial
para la investigación y estudio en los acontecimientos del tiempo y del clima.
En meteorología, el aire se trata como si fuera una mezcla de dos gases
ideales9: aire seco y vapor de agua, esta mezcla se denomina aire húmedo. Para el
aire seco, tanto la masa como el volumen de una burbuja de aire son desconocidos, la
ecuación de estado del aire suele referirse a la unidad de masa, o bien, a la unidad de
volumen, por tanto, la ecuación de estado que lo representa esta expresado como
pa = ρaRaT (2.1)
donde pa = presión del aire seco, ρa = densidad del aire seco, Ra es la constante
de los gases para el aire seco, definido como Ra = Rma cuyo valor es 287, 08J/kg·K =
68, 61cal/kg·K con R, la constante universal de los gases y ma es la masa molecular
del aire seco.
Mientras que el contenido de vapor de agua para el aire húmedo, puede
ser expresado de diversas maneras (Rogers, 1977; Stull, 2000) o como índices de
humedad:10
Presión de vapor de agua, e, es la presión parcial de la atmosférica total
que es debida al vapor de agua y se expresa mediante la ecuación de estado:
e = ρvRvT (2.2)
con ρv = densidad de vapor de agua, Rv= constante individual de los gases
para el vapor de agua definido como Rv = Rmv con un valor de 461, 49J/kg·K =
110, 39cal/kg·K. Una expresión empírica obtenida de la fórmula de Magnus, para
la presión de vapor es la siguiente
e = 6.10× 10
7.4475·Td
234.07+Td (2.3)
donde Td es la temperatura de punto de rocío (en Kelvin).
9El aire, como tal, es una mezcla de gases. Todos los gases contribuyen a la presión total. La
presión asociada con cualquier gas en una mezcla es llamada presión parcial
10http://www.ujaen.es/dep/fisica/lec4.pdf. [consulta: Julio-2010]
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Razón de mezcla, r, definida como la razón de la masa de vapor de agua
Mv con respecto a la masa de aire seco Ma, equivalente a la proporción de la
densidad de vapor de agua ρv y la densidad de aire seco ρa:
r = Mv
Ma
= ρv
ρa
(2.4)
Ésta mide la cantidad de vapor de agua que está presente en una parcela de
aire. También, a partir de la ecuación de estado definido en Eq. (2.2), considera
que la presión atmosférica es la suma de la presión del aire seco y la tensión
de vapor de agua, patm = pa + e; la ecuación Eq. (2.4) puede expresarse en
función de la presión atmosférica patm, como también, en función de la tensión
de vapor, así, de las ecuaciones Eq. (2.1), Eq. (2.2) y Eq. (2.4) se obtiene:
r = Mv
Ma
= ρv
ρa
=
ev
RvT
pa
RaT
= Raev
Rvpa
= Ra
Rv
(
ev
patm − ev
)
= εev
pa
r = ε ev
patm − ev ≈ ε
ev
pa
(2.5)
con ε = Ra
Rv
= mv
ma
= 0, 622 gv
ga
, mv y ma son los pesos moleculares del vapor de
agua y aire seco, respectivamente. Aunque las unidades de la razón de mezcla
están en gv/ga (gramos de vapor de agua por gramo de aire seco) es común el uso
de g/kg (gramos de vapor de agua por kg de aire seco) multiplicando g/g× 1000.
Para el caso de ε se obtendría, ε = 622 gv
kga
.
Humedad relativa, HR. Comúnmente se utiliza humedad, humedad abso-
luta o humedad relativa para expresar el contenido del vapor de agua en el
aire. De hecho, se utiliza más, en el ámbito del pronóstico meteorológico, la
humedad relativa. Ésta compara la humedad que contiene una masa de aire,
en relación con la máxima humedad absoluta que podría admitir sin producirse
condensación, conservando las mismas condiciones de temperatura y presión
atmosférica. En otras palabras, la humedad relativa indica lo lejos que se está
de la saturación; una humedad relativa del 100% significaría que el aire está
saturado y que no admite más vapor de agua.
HR = r
rs
× 100 = ev
es
× 100 (2.6)
En la Eq. (2.6) representa la razón de la cantidad de vapor de agua en volumen
de aire dado con respecto a lo que ese volumen de aire contendría si estuviese
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saturado. Se calcula utilizando la razón de mezcla (r) y la razón de mezcla de
saturación (rs) o como la razón entre la presión de vapor (ev) y la presión de
vapor de saturación (es) a la misma temperatura.
Temperatura virtual, Tv. Es la temperatura que tendría el aire seco cuando
su presión y densidad se igualan a la del aire húmedo. Se define como11
Tv =
T
(
1 + r
ε
)
1 + r = T [1 + 0, 608r] (2.7)
2.2.1. Vapor de agua precipitable
En los estudios hidro-meteorológicos se ha encontrado una de las cantidades
mas significativas que determina la altura de agua precipitable en una columna de
aire. Es así, que el agua precipitable es una medida del contenido de humedad del aire
que puede ser expresado como la profundidad a la cual el agua líquida podría estar
en una área unitaria si todo el vapor de agua en una columna desde la superficie
a un nivel superior se condensa (Reitan, 1960; Solot, 1939). De esta manera, la
cantidad medible para determinar qué tanto de vapor de agua hay en la atmósfera
viene expresada por una magnitud denominada agua precipitable y se define como
la masa de vapor de agua existente en una columna vertical, de sección unidad en la
atmósfera (Stull, 2000).
Según Solot (1939) y mencionado en Berry et al. (1945, p. 392) y Salby
(2007, p. 28), el cálculo de la altura de agua precipitable se puede definir a partir del
cálculo de la masa total de vapor de agua,Mv. Así, para un segmento de columna de
vapor de agua con una sección transversal horizontal de área unidad define la masa
de vapor de agua contenida en ese segmento de columna de aire húmedo de altura
dh como:
dMv = ρvdh (2.8)
donde ρv es la densidad del vapor de agua. De esta forma, el cálculo de la masa
total del vapor de agua Mv será la integral desde la superficie hasta la altura h de
11Otra expresión usada para calcular la temperatura virtual es Tv ∼ T + 16r. Para una descripción
más detallada, esta expresión se encuentra en la siguiente dirección http://www.meted.ucar.
edu/mesoprim/skewt_es/tv.htm y en http://www.tutiempo.net/silvia_larocca/Temas/
emagrama0.htm [Consulta: sept-2011]
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la columna (o tope de la atmósfera),
Mv =
hˆ
0
ρvdh (2.9)
ahora, de la ecuación hidrostática donde ρ es la densidad del aire
dp = −ρgdh (2.10)
y luego combinando las ecuaciones (2.9) y (2.10), considerando g como una constante,
se obtiene la masa total Mv en términos de la razón de mezcla r (Eq. (2.4)), llegando
a obtener:
Mv = −1
g
p(h)ˆ
0
ρv
ρ
dp = −1
g
p(h)ˆ
0
r dp (2.11)
Si miramos las dimensiones de la fórmula del lado derecho de la Eq. (2.11), cada
término esta expresado como sigue: r es adimensional, p =
[
ML
L2T 2
]
y g =
[
L
T 2
]
,
conduciendo a que pr
g
=
[
MLT 2
L2T 2
]
=
[
M
L2
]
, siendo éste último descrita en unidades de
masa por unidad de área (o longitud al cuadrado). En este aspecto, el cálculoMv dará
a obtener la altura de agua precipitable en una columna de aire dada en dimensiones
de longitud, ya que la masa puede estar confinada en un volumen, reduciéndose
dimensionalmente de la siguiente manera:
[
M
L2
]
=
[
L3
L2
]
= [L]
Bajo esta observación, en el sistema métrico C.G.S., el agua precipitable
se mide en g/cm2 indicando que un gramo de agua ocupa un volumen de 1cm3 en
una sección de área de 1cm2, generalmente se expresa en cm3/cm2 o, simplemente,
cm. En el sistema métrico M.K.S, las unidades se miden en kg/m2 o en 10−3m, que
por lo general, se expresa en milímetros12 de altura de agua líquida o se tiene la
correspondencia entre masa y altura de 1mm ∼ 0.1 g
cm2
En esta vía, Solot (1939) termina expresando que para propósitos prácticos
el agua precipitable presente desde la superficie hasta una altura de 5 kilómetros13
puede ser considerado como la cantidad total de agua precipitable, PW, definido
como:
PW = −1
g
p(5km)ˆ
0
r dp (2.12)
12Indica que un kilogramo (1kg) de agua ocupa un volumen de un litro equivalente a un decímetro
cúbico (10−3m3) en una sección de área de un m2 dando lugar a una altura de 1mm.
13a razón de que la mayor concentración de vapor de agua está por debajo de los 5 km.
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Tomando en cuenta la ecuación 2.9, varios autores (Bevis et al., 1992; Braun, 2004;
Askne and Nordius, 1987; Romero-Campos et al., 2009) definen el contenido de vapor
de agua en una columna vertical de base unitaria desde una altura z hasta una altura
h como
IWV =
ˆ h
z
ρv(z)dz (2.13)
correspondiendo a la densidad del vapor de agua integrado (IWV, Integrated Water
Vapour) denotado en ρv. La cantidad de vapor de agua presente en la columna verti-
cal puede también representarse como vapor de agua precipitable integrado (IPWV,
Integrated Precipitable Water Vapour)14 en la dirección cenital del observador (Askne
and Nordius, 1987; Braun, 2004), el cual, es la altura de una columna equivalente
de agua líquida y teniendo en cuenta que el vapor de agua se comporta como un gas
ideal, se puede expresar como
IPWV = IWV
ρliq
=
´ h
z
ρv(z)dz
ρliq
= 1
ρliqRv
ˆ ∞
h
ev
T
dz (2.14)
IPWV = 0.1
Rv
ˆ ∞
h
ev
T
dz (2.15)
donde ρliq es la densidad de agua líquida igual a 1000kg/m3. La Eq. (2.15) se da cuando
la tensión de vapor está en milibares, envés del SI de unidades (Pa=10-2mbar).
Así, el vapor de agua líquida está definida como la altura del agua líquida
que podría resultar de la condensación de todo el vapor de agua contenida en una
columna desde la superficie de la tierra hasta el tope de la atmósfera (Coster et al.,
1996). Se usa el termino vapor de agua integrado cuando enunciamos la masa del
vapor de agua por unidad de área. Si se usa agua precipitable (PW) se refiere a la
altura de una columna equivalente de agua.
Hay otras expresiones para el cálculo de agua precipitable, entre ellas se
extrae de Stull (2000, p. 171) que define agua precipitable dw de un segmento de
columna como
dw = r · (pb − pt)
g · ρliq (2.16)
donde r es el promedio de la razón de mezcla en g/kg, pb y pt son las presiones del
aire ambiente en la base y el tope de esa capa en hPa, y g = 9.8m/s2.
A pesar de observar que no hay una clara diferencia en estos términos,
14Algunos autores usan un termino alternativo de IPWV como vapor de agua precipitable PWV
(precipitable water vapor) o simplemente agua precipitable PW (precipitable water)
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algunos autores optan por tomar indistintivamente “vapor de agua en columna” y
“agua precipitable”. Aun así, todos los estados que presenta el agua en la atmósfera,
esto es, vapor, líquido, y sólido, dentro de una columna de aire en la atmósfera , se
precipitan, dando lugar a una altura resultante del agua en la superficie terrestre
llamado “agua precipitable”.
El IPWV es un importante parámetro para la investigación climática y me-
teorológica que sirve para monitorear cambios en el clima de la tierra y puede ser
usado para mejorar el pronóstico del tiempo ya que este parámetro mide el vapor de
agua y es uno de los gases mas importantes y complejos dado su comportamiento
variable (Kuo et al., 1993; Coster et al., 1996), ya que el vapor de agua es un com-
ponente crítico en la formación de nubes, de la precipitación y del tiempo fuerte o
severo en cuanto a lluvias asociadas a las tormentas y de la producción de éstas.
Hay bastante literatura en torno al estudio del vapor de agua, su estimación
y medición mediante las señales GPS. Sin embargo, estos estudios han estado mas
concentradas en las latitudes medias que para las latitudes tropicales, por lo que se
encuentra poca información acerca del comportamiento del vapor de agua en el área
tropical y cerca a la línea ecuatorial donde se encuentra Colombia.
2.3. Instrumentos de medición del vapor de agua atmosférico
Unos de los objetivos en la predicción del tiempo es el de perfeccionar o
mejorar el pronóstico de las precipitaciones y, por ende, el de la nubosidad a corto
plazo. Para ello se han desarrollado herramientas para medir algunos parámetros
como es el vapor de agua ya que la limitante consiste el de carecer oportunamente
información de esta variable15 y en que la distribución de vapor de agua es altamente
variable.
De hecho, detectar los cambios que el vapor de agua presenta en la atmósfera
tanto en lo espacial como en lo temporal y en las repercusiones que de ella se derivan,
en la historia de la meteorología y del ímpetu de la investigación atmosférica se han
diseñado técnicas, métodos e instrumentos de medición; pasando por instrumentos
en superficie, como el psicrómetro y el higrómetro hasta llegar a la tecnología de los
sensores remotos espaciales. En la Figura 2.3, se ilustra algunas técnicas existentes
para medir el vapor de agua atmosférico a nivel de la superficie, desde el aire y desde
el espacio , de los cuales, la red de radiosondeos ha sido una piedra angular en los
sistemas de observación de la atmósfera superior en muchos países.
15Consulta en http://www.gpsmet.noaa.gov/jsp/background/background.jsp
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Todos estos sistemas de observación del vapor de agua tales como: radioson-
das, radiómetros en superficie, radiómetros en satélite y aviones de reconocimiento
tiene sus limitaciones y sus ventajas, como los siguientes:
Figura 2.3: Algunas técnicas existentes para la medición del vapor de agua atmos-
férico (Bai, 2004).
El sistema de radio-sondeos: Técnica sistemática de medida de la distribución de
vapor de agua en columna es el tradicional sondeo aerológico. Provee información
de perfiles verticales de variables meteorológicas de presión, (p), temperatura (T), y
humedad relativa (HR) hasta una altura aproximadamente de 30 km, pero su alto
costo se restringe al uso dos veces al día en el horario meteorológico: 00z y 12z. Es
decir, una baja resolución temporal. Adicionalmente, el tiempo que dura un sondeo es
más de una hora y media y durante este periodo, la sonda se desplaza una distancia
significativa de la vertical del lanzamiento, introduciendo incertidumbres importantes
en el vapor de agua integrado en columna dada la enorme variabilidad espacio-
temporal de este componente, por ende, inadecuado para los pronósticos de tiempo
a corto plazo (Rocken et al., 1993; Romero-Campos et al., 2009; Niell et al., 2001). En
Colombia, los radio-sondeos están a cargo del Instituto de Hidrología, Meteorología y
Estudios Ambientales, IDEAM. Posee una red aerológica que consta de 5 estaciones
localizadas en San Andrés, Bogotá, Leticia, Riohacha y Puerto Carreño16. La mayor
limitante es que solo se efectúa un radio-sondeo diario, a las 7:00 a.m. Hora Local de
Colombia, HLC (12.00 UTC). No todas la veces se realiza el radio-sondeo, algunas
por fallas técnicas otras por falta de presupuesto.
16Consulta en http://institucional.ideam.gov.co/jsp/loader.jsf?lServicio=
Publicaciones&lTipo=publicaciones&lFuncion=loadContenidoPublicacion&id=144
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Los aviones de reconocimiento: Proveen una rutina de observaciones a través
de aviones comerciales los cuales estos llevan un sistema de detección de vapor de
agua, pero su desventaja radica en el costo y su cubrimiento espacial y temporal
es limitado, además, solo se realizan durante el ascenso y descenso y en especiales
aeropuertos17.
El Sistema de Radiómetros terrestres de vapor de Agua: Los radiómetros de
superficie son instrumentos que miden la radiación de microonda producida por el
vapor de agua atmosférico y puede estimar el vapor de agua integrado, IWV como
también simultáneamente mide el agua líquida integrada o agua precipitable, PW lo
que es capaz de detectar agua líquida en la nube. En realidad, miden la temperatura
del brillo que toma la nubosidad en el cielo en dos o más frecuencias (Bevis et al.,
1992). El método se basa en el dominio de vapor de agua y agua líquida en la
emisión y absorción de la atmósfera en la región de las microondas en las frecuencias
de 23.8 y 31.4 GHz pudiendo determinar agua precipitable y nube liquida (Liou
et al., 2001). Los radiómetros terrestres están limitados en su cobertura espacial por
los altos costos de sus instrumentos y por la inhabilidad de operar durante eventos
de lluvia moderada o fuerte. Además no poseen una resolución vertical como los de
la radiosonda pero tiene una gran ventaja en la resolución temporal. Por otro lado,
los radiómetros satelitales cubren una amplia área de observación por lo que tienen
una resolución espacial alta, pero dependen solamente de si el área está cubierta de
nubes o no y del tipo de sensor ya sea Infrarrojo o de microonda; funcionan bien en
los océanos y poco en el área continental. Además, no funcionan bien en todas las
condiciones meteorológicas especialmente en las lluvias. Su resolución temporal es
muy baja y su calibración es costosa (Rocken et al., 1993; Niell et al., 2001; Coster
et al., 1996) y desde luego se atribuye a un impedimento para establecer una red
operacional o cubrimiento adecuado.
Además de estas técnicas de medición, existe otra más reciente y que últi-
mamente está tomando fuerza, por el bajo costo en la obtención de datos, por la
continuidad y precisión de la medición y porque no es afectada por las condicio-
nes meteorológicas del día. Son las relacionadas con los sistemas de posicionamiento
global. Varios científicos coinciden (Niell et al., 2001; Coster et al., 1996; Businger
et al., 1996) que la gran ventaja en estos sistemas GPS es la medición continua del
vapor de agua precipitable, IPW. La única desventaja que presenta es que no da la
información sobre la distribución vertical de vapor de agua atmosférico, puesto que
17Consulta en http://www.csr.utexas.edu/texas_pwv/midterm/gabor/gabor.html
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sólo proporciona las medidas de vapor de agua directamente encima de la antena, y
por esto, presenta una resolución espacial baja frente a lo que determinan las radio-
sondas. Aunque tenga estas limitaciones, se cree que el IPW por GPS será útil para
observar el aire superior.
Esta técnica reciente demuestra ser muy eficaz en la medición del vapor de
agua integrado (IWV), y que, como las nubes y la precipitación no afectan signifi-
cativamente las señales de propagación del GPS en las longitudes de onda de 19cm
y 14cm (Raju et al., 2005), llegando a obtener mediciones con una precisión de 1-2
mm en su media cuadrática (Rocken et al., 1997b).
Muchos de los estudios están realizados en las latitudes medias donde el
promedio de IWV< 20kg/m2. En este punto, la importancia de las mediciones de
IWV aplicando GPS sobre regiones tropicales donde el contenido del vapor de agua
atmosférico es relativamente grande considera ser esencial.
Este proyecto recoge los datos IWV de las observaciones provenientes de
GPS terrestres de la estación localizada en Bogotá, examinando la exactitud de IWV
derivado de las observaciones de GPS al compararlas con los datos de radiosondeo y
de datos de modelos numéricos del sistema de pronostico global, GFS 18 , además, de
hacer un análisis estadístico de las series de tiempo obtenidos para poder identificar
periodos de alta convectividad y períodos de mínima actividad atmosférica.
Este trabajo está enfocado en comparar las mediciones estimativas de IPWV
(integrated precipitable water vapor) obtenidas por GPS (Sistema de Posicionamiento
Global Satelital - Global Positioning Sistem ) el cual determina la cantidad de vapor
de agua precipitable dentro de una columna que va desde la antena receptora y
terminando en el tope de la atmósfera y que se integra a lo largo de su vertical
(dirección cenital).
2.4. Estabilidad atmosférica
Una de las características del aire estable es que si es forzado a desplazarse
hacia arriba o hacia abajo, tiende a retornar a su posición inicial en cuanto cesa
la fuerza generadora que la produce. Para determinar esa estabilidad, se provoca el
ascenso o descenso de una parcela de aire y que luego se compara sus condiciones
de estado con las del medio circundante. Al ascender o descender la parcela de
aire experimenta cambios de temperatura y humedad que van asociados a cambios
18Siglas en inglés de Global Forcaste System. Es un modelo global de predicción numérica de tiempo
desarrollado por la NOAA
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de presión y de liberación o absorción de calor latente ligados a los procesos de
evaporación o condensación. Así, la estabilidad del aire podría relacionarse con el
nivel de condensación y la formación de nubes.
De esta manera, por ejemplo, en la mañana, cuando la radiación solar calien-
ta la tierra, las parcelas de aire se calientan teniendo un ascenso alcanzando niveles
muy altos y que luego, eventualmente, caerán. Este proceso semejante a lo que su-
cede cuando se calienta una olla con agua, al aplicar calor en el fondo de ésta, la
temperatura del agua disminuye en el tope de la olla, produciendo así, movimientos
verticales mediante la generación de burbujas ascendentes. Esta forma de movimien-
tos energéticos distribuidos al azar, se le denomina turbulencia. Algo similar ocurre
en la capa superficial de la atmósfera durante el día. Una de las consecuencias en
la atmósfera es la mezcla entre el aire seco y el vapor de agua. Por la tarde, en lo
general, esta mezcla llega a un pico, y cuando esto ocurre, muchas variables meteo-
rológicas se vuelven constantes. Cuando la atmósfera ha llegado a ese punto en el
que la mezcla está en su máximo, la razón de mezcla y la temperatura potencial,
estarán relativamente constantes con la altura.
En este sentido, según la proporción de mezcla que tenga entre el aire seco
y el vapor de agua en la atmósfera dará lugar a definir si estas capas sean inestables,
estables, o neutras e igualmente, para identificar qué tanta dinámica tiene las parcelas
(masas) de aire para elevarse en la atmósfera. Las capas inestables promoverán y
desarrollaran una flotabilidad positiva, esto es, la tendencia o capacidad que tiene la
parcela de aire para flotar y ascender en la atmósfera. Las capas estables tenderán a
cesar el ascenso causando en la parcela de aire una flotabilidad negativa (tendencia
de la parcela de aire a descender en la atmósfera) y, por tanto, bajarán. En capas
neutras no tendrán ningún efecto neto sobre la flotabilidad de una masa de aire. Una
capa condicionalmente inestable, que depende del medio ambiente, puede tener un
efecto positivo o negativo sobre la flotabilidad de la parcela.
Por tanto, la estabilidad que es una propiedad del aire que describe su ten-
dencia a permanecer en su posición original, o a elevarse, está regulada por la tem-
peratura en diferentes niveles. Esto se puede observar en un perfil de temperatura
atmosférico que muestra la variación de la temperatura ambiente con respeto a la
altura. En la Figura 2.4 se observa el perfil de temperatura obtenido para la ciudad
de Bogotá. La Figura 2.4a corresponde a un perfil obtenido por un ozono-sondeo ,
donde la linea color rojo representa la temperatura ambiente a lo largo de la ver-
tical. La Figura 2.4b corresponde a un radio-sondeo, cuya linea (derecha), indica la
variación de la temperatura conforme se va ascendiendo en altura. Comparando esta
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variación que tiene el ambiente con la respectiva variación que presenta la parcela
de aire, se puede determinar la estabilidad atmosférica.
(a) (b)
Figura 2.4: Perfil atmosférico de temperatura para Bogotá: (a) Ozonosondeo de
Nov-2007; (b) Diagrama termodinámico skewt-Log P de 01-Oct-2010
Existen algunos métodos para determinar el grado de estabilidad de una capa en la
atmósfera, utilizando gradientes de temperatura, o usando la temperatura potencial
y/o la temperatura potencial equivalente saturada.
2.4.1. Gradientes
La necesidad de los gradientes para determinar la estabilidad son: el gradien-
te adiabático seco (γ), el gradiente adiabático húmedo (Γh) y el gradiente vertical de
temperatura (α).
El gradiente ambiental de temperatura es el gradiente real o actual de tem-
peratura de la atmósfera que se mide durante los radio-sondeos tal como se
muestra en las imágenes de la Figura 2.4.
El gradiente normal de temperatura o gradiente vertical de temperatura (α).
Con α = −∂T/∂z representa una variación de la temperatura con la altura
registrando una disminución de 0.65oC por cada 100m o 6.5oC/km, en promedio
global y para una atmósfera estándar 19.
19La atmósfera estándar o ISA, un acrónimo de International Standard Atmosphere, es un modelo
atmosférico terrestre que representa condiciones de invariabilidad atmosférica a presión tempe-
ratura y densidad a nivel medio del mar bajo condiciones estándar de presión , temperatura y
densidad a nivel del mar.
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El gradiente adiabático seco o no saturado (γ), es la variación de temperatura
que experimenta una masa de aire en movimiento vertical y que contiene vapor
de agua sin producir condensación. Es un proceso adiabático que ocurre sin
intercambio de calor. Esta cantidad se obtiene a partir de la primera ley de
la termodinámica llegando a tener la expresión dT
dz
= − g
cp
= −γ con Cp =
1005 J
kg·K y g = 9.8
m
s2 , correspondiendo a una disminución de 9.8
oC por cada
kilómetro de ascenso en altura o aproximadamente 10oC/km .
El gradiente adiabático húmedo o saturado (Γh), corresponde a una masa de
aire con contenido de agua en estado líquido, es decir, cuando se condensa el
vapor de agua. Esta magnitud varía entre −3oC y −7oC por cada kilómetro
En la Tabla 2.3 se relacionan las condiciones para la estabilidad atmosférica:
condición significado
α > Γh estable absolutamente
γ > α > Γh condicionalmente estable
α > γ absolutamente estable
Tabla 2.3: Condiciones de estabilidad para gradientes de temperatura
2.4.2. Temperatura potencial (Θ)
La temperatura potencial (Θ) es la temperatura que una muestra de aire
tendrá si sigue un proceso adiabático seco hasta alcanzar una presión estandar, es
decir, de 1000 hPa20. Mientras que el aire no se sature al ascender o descender
adiabáticamente, la temperatura potencial no va a sufrir modificación alguna21. Está
expresada como
Θ = T
(
p0
p
)Ra
cp
⇒ T
(
1000
p
)0.286
(2.17)
donde Ra es la constante del aire seco y cp el calor específico a presión constante del
aire seco. La Eq. (2.17) es precisamente la ecuación de Poisson que rige las trans-
formaciones adiabáticas en un gas perfecto. La expansión o comprensión adiabática
de una masa de aire mantiene una temperatura potencial constante. Para definir la
condición de estabilidad estática se usa el cambio de Θ con respecto a la altura z,
como se muestra en la siguiente Tabla 2.4
20http://www.meted.ucar.edu/mesoprim/skewt_es/theta.htm.[Consulta: sept-2011]
21http://foro.tiempo.com/la-temperatura-potencial-equivalente-utilidades-t69028.
0.html. [Consulta: setp-2011]
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Condición Significado
∂Θ
∂z
> 0 Estable
∂Θ
∂z
= 0 Neutro
∂Θ
∂z
< 0 Inestable
Tabla 2.4: Condiciones de estabilidad en función de Θ
2.4.3. Temperatura potencial equivalente (Θe)
El concepto de la temperatura potencial equivalente viene a desarrollarse
cuando el aire se satura, esto es, cuando se producen fenómenos de condensación.
Este se refiere a la temperatura que tendría una parcela de aire saturada si toda
su humedad se condensara mediante un proceso pseudo-adiabático (usando el calor
latente de condensación para calentar la parcela) y la parcela se volviera adiabá-
ticamente seca hasta los 1000 mb (1000 hPa), es decir, la temperatura potencial
equivalente es aquella que se alcanza por una masa de aire a los 1000 hPa si le agre-
gamos todo el calor latente de condensación. Según Holton (1992), es la temperatura
potencial de la masa de aire que tendría si toda su humedad se condensa y el calor
latente que resulta es usado para calentar la parcela. Dicho de otro modo, es solo la
medida del calor y energía de humedad que tiene una parcela de aire22.
Θe = T (
1000
p
)0.286=
Ra
Cp + 3r (2.18)
Una región con un nivel relativamente alto de Θe es a menudo la región con
más inestabilidad. Las temperaturas más cálidas de bajo nivel y de alto nivel bajo
la inestabilidad aumentará puntos de rocío.
Condición Significado
∂Θe
∂z > 0 Estable
∂Θe
∂z < 0 Condicionalmente Inestable
Tabla 2.5: Condición de estabilidad en función de Θe
2.4.4. Índices de estabilidad:
A continuación se presenta algunos índices termodinámicos para evaluar la
estabilidad atmosférica, aunque los números que figuran están basados en estudios
22fórmula tomada de http://www.theweatherprediction.com/basic/equations/[consulta:sept-
2011]
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empíricos y cualquier numero puede ser utilizado, sin embargo, para este trabajo se
seleccionaron los siguientes:
Energía potencial convectiva disponible: (CAPE, Convective Available
Potential Energy) Es la cantidad de energía potencial que una parcela puede
obtener a partir de condiciones ambientales. Es el valor de energía disponible
para el ascenso conforme la parcela acelera hacia arriba. Este valor esta dado
en unidades ( J
kg
). En la tabla Los valores altos de CAPE son indicativos de un
potencial de convección fuerte o severa
Valor de CAPE Potencial convectivo
0 estable
300-1000 poco inestable
1000-2500 moderadamente inestable
2500-3500 muy inestable
>3500 extremadamente inestable
Tabla 2.6: Índice CAPE
Igualmente es un indicador del potencial de convección profunda e intensidad de
la convección. El CAPE provee una medida de la estabilidad integrada a lo largo
de todo el sondeo, que usa los datos de sólo algunos de los niveles obligatorios.
Como el cálculo de la CAPE se basa en la teoría de la burbuja, no toma en cuenta
procesos tales como la mezcla, la carga de agua y el congelamiento. Los cálculos de
CAPE basados en la capa superficial pueden subestimar el potencial convectivo en
situaciones de convección elevada. Como la CAPE no toma en cuenta la cortante del
viento, puede subestimar el potencial de convección severa cuando la cortante del
viento es fuerte. CAPE representa la cantidad de energía disponible para acelerar la
dinámica de una parcela de forma vertical, o la cantidad de trabajo que hace una
parcela sobre el medio ambiente. Cuanto mayor sea el valor de CAPE, más energía
disponible tiene para impulsar el crecimiento de la tormenta. CAPE es especialmente
importante cuando las burbujas de aire son capaces de llegar a la capa de nivel de
convección libre (NCL).
Inhibición convectiva (CIN), por las siglas del inglés Convective Inhibition.
Indica la cantidad de energía necesaria para levantar la parcela de aire hasta
el NCL. Es considerado lo contrario a CAPE. La CIN se expresa en julios por
kilogramo (J/ka). Típicamente, la inhibición convectiva es producto de una
capa estable o una inversión. Cuanto más grande sea el área negativa, tanto
mayor será el valor de CIN y menor la posibilidad de que se formen tormentas
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convectivas23. Puede darse el caso de que se formen tormentas aunque exista
un valor alto de CIN, normalmente debido a un aumento en la humedad o a
un calentamiento que permite neutralizar la CIN. En este caso, es más pro-
bable que las tormentas sean severas. En la Tabla 2.7, los valores superiores a
200 J/ka suelen indicar que el potencial de convección está severamente inhi-
bido, mientras que los valores bajos indicarían condiciones que favorecerían el
desarrollo convectivo.
Valor de CIN Significado
0 a 50 capa débil
51 a 199 capa moderada
+200 capa fuerte
Tabla 2.7: Índice CIN
Índice de elevación (LI), por las siglas del inglés Lifted Index. Es un pa-
rámetro simple empleado para caracterizar la cantidad de inestabilidad en un
ambiente dado. Este se obtiene mediante la diferencia entre la temperatura
observada en el nivel de 500 hPa (T500) y la temperatura de una parcela de aire
cerca de la superficie Tp que asciende hasta el nivel de 500 hPa (Eq. (2.19)).
Cuando el valor es positivo, la atmósfera en su respectiva altura es estable y
cuando el valor es negativo, la atmósfera es inestable. También puede indicar
la formación de tormentas y el grado de la severidad de las tormentas.
LI = T500 − Tp (2.19)
Los siguientes valores (Tabla 2.8)24 se han relacionado empíricamente con el
potencial de tiempo severo. Cuanto más inestable sea el entorno, tanto mayor
será el valor negativo de LI:
Valor de LI Potencial de tiempo severo
> 6 Condiciones muy estables
1 a 6 Condiciones estables, no es probable tormentas
0 a -2 ligeramente inestables, posibilidad de tormentas
-2 a -6 inestable, probabilidad de tormentas
< -6 muy inestable, tormentas severas
Tabla 2.8: Índice LI
23http://www.meted.ucar.edu/mesoprim/skewt_es/cin.htm. [Consulta: sept-2011]
24Consulta en http://en.wikipedia.org/wiki/Lifted_index
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Número de Richardson Global, (BRN, Bulk Richadson Number). Es un
índice que evalúa el equilibrio entre la inestabilidad (cape) y el viento cortante
en un ambiente de tormenta, en otros términos, es una medida del tipo de
tormenta25. Es la relación entre el empuje hidrostático (CAPE ) y la cortante
vertical del viento del entorno. En este caso, las fuerzas de las corrientes as-
cendentes están relacionadas con el CAPE, mientras que la estructura de la
tormenta y su movimiento están relacionados con la cortante vertical.
Valor de BRN Significado
<10 poco probable, valor mucho mas alto que CAPE
10-40 posibles superceldas
>50 posible formación de multiceldas
Tabla 2.9: Índice BRN
En la Tabla 2.9 se observa los valores indicando que si el BRN es inferior a 10
la cortante de viento es mas intensa que el empuje hidrostático y la tormenta
tiende a ser desplazada por la cortante, entre 10 y 40 se presenta un equilibrio
entre la cortante y el empuje vertical favoreciendo el desarrollo se supercélulas.
Cuando es mayor a 50, domina el empuje hidrostático sobre la cortante de
viento lo que podría producir tormentas o multicelulares.
25Dentro del tipo de tormenta se pueden presentarse celdas caracterizadas por corrientes ascen-
dentes y descendentes y en función del área de cubrimiento y agrupamiento de estas , las cuales
pueden ser: células simples, supercélulas y multicélulas. Estas presentan ademas, corrientes ro-
tatorios y que pueden durar horas que se forman por la alta inestabilidad con vientos fuertes en
altura.
Capítulo 3
Generalidades del Sistema de Posicionamiento
Satelital
3.1. Percepción Remota
La teledetección o percepción remota se puede definir como “...la técnica
para la obtención de información confiable sobre las propiedades físicas de ciertas
superficies u objetos y su entorno, desde distancias relativamente grandes, sin con-
tacto físico con ellos”1, como también, una “...ciencia y arte de obtener información
de un objeto, área o fenómeno a través del análisis de los datos adquiridos mediante
algún dispositivo que no está en contacto directo con el objeto, área o fenómeno
investigado”2. De estos conceptos, el término generalmente se refiere al uso de tec-
nologías de sensores aéreos para detectar y clasificar objetos sobre la tierra (tanto en
la superficie como en la atmósfera y océano) por medio de la propagación de seña-
les (radiación electromagnética emitidas desde un avión o satélites) (Schowengerdt,
2007; Schott, 2008).
Tomando en cuenta las definiciones mencionados arriba, se han fabricado sis-
temas de percepción remota para la detección del agua como un factor importante
en la observación y estudio del tiempo atmosférico y de los procesos climáticos. Por
ejemplo, los sistemas de sensores remotos SSM (Special Sensor Micronízale/Imager),
SSMIS (Special Sensor Microwave Imager Sounder), TRMM (Tropical Rainfall Mea-
suring Mission) entre otros3, han sido desarrollados para mapear y registrar infor-
1http://www.ciceana.org.mx/recursos/Percepcionremota.pdf.[consultado:26-08-2011]
2http://tutorial-percepcion-remota-satelital.blogspot.com/2011/03/
introduccion-la-percepcion-remota.html[consultado:26-08-2011]
3Una información mas detallada de estos sistemas se encuentra en http://www.ssmi.com/
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mación de la variación del campo de humedad y, por ende, determinar la cantidad
de vapor de agua presente en el aire y que a diario, se encuentra bajo observación
cubriendo en todo momento y en todo lugar.
Otro tipo de sistemas utiliza receptores terrestres del Sistema de Posiciona-
miento Global (GPS) para hacer estimaciones precisas del vapor de agua. De hecho,
el sistema de posicionamiento global, GPS, es un sistema de percepción remoto que
ha dado un giro importante en su desarrollo, en las últimas décadas, encontrando no-
vedosas técnicas de teledetección usados en diferentes campos de investigación, entre
ellos, la observación de la baja y alta atmósfera, especialmente, en las aplicaciones
meteorológicas, por lo que ha llamado la atención de las agencias meteorológicas y
de investigadores de todo el mundo (Gutman and Benjamin, 2001). Así, la técnica
GPS aplicada a la meteorología, conocida como “meteorología GPS”, provee una
nueva manera de detección del aire y para lo que respecta a este trabajo, del vapor
de agua.
3.2. Sistema GNSS
Los Sistemas Globales de Navegación Satelital (Global Navigation Satelital
System, GNSS) son un conjunto de elementos diseñados básicamente para reducir los
problemas relacionados con el posicionamiento y navegación, cuyo objetivo es la ubi-
cación en tiempo real de un usuario sobre cualquier punto de la superficie terrestre.
Según Seeber (2003), es un sistema de radio navegación por satélite que proporciona
posición tridimensional con precisión, navegación e información de tiempo. El siste-
ma está a disposición continua a nivel mundial e independiente de las condiciones
meteorológicas. En esta parte, supone uno de los mejores programas actuales a ni-
vel internacional para el análisis de la evolución del vapor de agua en la columna
atmosférica (Romero-Campos et al., 2009).
El GNSS está integrado por varios sistemas de posicionamiento global:
NAVSTAR-GPS4 (NAVigation Satellite with Time and Ranging-Global Posi-
tioning System) conocido como GPS creado en 1973. Proporciona información
sobre posicionamiento, navegación y cronometría, con aplicaciones geodésicas
desde 1983. A partir de 1995 tiene un funcionamiento global y extendido a
cualquier usuario;
4NAVSTAR ha sido desarrollado por el departamento de defensa de los Estados Unidos. Su prin-
cipal propósito es proveer a las fuerzas militares de los EEUU y aliados, medios para la deter-
minación exacta de la posición, velocidad y tiempo en cualquier sitio sobre la tierra.
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GLONASS (Global Orbiting Navigation Satellite System) muy similar al GPS
operado por Rusia, para el momento, este sistema posee una constelación con-
formada por 31 satélites considerándolo como un sistema valioso que comple-
mentaría al sistema GPS en futuras aplicaciones5;
GALILEO, la unión europea junto con la agencia espacial europea están en
fase de construcción de este sistema como una alternativa civil de GPS6.
Están en fase de implantación, el sistema chino, COMPASS (BeiDou)7, el siste-
ma Indio IRNSS (Indian Regional Navigational Satellite System)8 y el Sistema
por Satélite Quasi-Zenith (QZSS)9 10 propuesto para uso complementario del
GPS en Japón.
Para el sistema que nos ocupa, el sistema NAVSTAR-GPS, es principalmente un
sistema de navegación. El principio fundamental de navegación se basa en la medición
de los llamados pseudorangos entre la antena receptora y los satélites GPS. Los
pseudo-rangos son resultado de la sincronización entre los relojes de los receptores
GPS terrestres y los relojes de los satélites espaciales para determinar las pseudo
distancias entre el satélite y el receptor terrestre GPS. Para determinar su posición,
un receptor de navegación determinará los rangos de al menos 4 satélites además
de sus posiciones en el tiempo de transmisión, conocidos los parámetros orbitales
de los satélites, estas posiciones pueden ser calculadas para cualquier punto en el
tiempo. Los pseudo-rangos de cada satélite son obtenidos de multiplicar la velocidad
de la luz por el tiempo en que la señal tarda desde el satélite al receptor. Como
hay errores de precisión en el tiempo medido, el termino pseudo-rango es usado mas
que el rango para dichas distancias. De esta manera, con el conocimiento de las
coordenadas del satélite en un marco de referencia adecuado, las coordenadas del
receptor pueden ser determinadas. El sistema GPS ha sido diseñado para tener una
precisión de navegación en tiempo real de ±10m a ±15m lo que lo ha reconocido
como soporte de posicionamiento geodésico con gran exactitud.
5http://www.glonass-ianc.rsa.ru/en/[consulta:dic-2011]
6http://www.gsa.europa.eu/go/home/galileo/why-galileo/[Consulta:Ene-2012]
7http://www.insidegnss.com/node/1848 [Consulta: Dic-2011]
8http://www.indiandefence.com/forums/f9/irnss-gagan-explained-6981/[Consulta:Nov-
2011]
9http://en.wikipedia.org/wiki/Quasi-Zenith_Satellite_System[Consulta: Feb-2012]
10http://www.jaxa.jp/projects/sat/qzss/index_e.html[Consulta: Nov-2011]
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3.2.1. Componentes del sistema GPS
La descripción del sistema GPS sigue tradicionalmente la misma división
que para cualquier otro sistema satelital11. Su arquitectura de este sistema está com-
puesto por tres partes denominados segmentos: segmento espacial, segmento control
y segmento usuario. Los dos primeros de responsabilidad militar (Pozo-Ruz et al.,
2000; Bai, 2004):
Figura 3.1: Segmentos del sistema GPS
Segmento espacial: Está formado por vehículos espaciales o satélites GPS. La
disposición de los satélites GPS en el espacio es llamado constelación. La constelación
mínima para cumplir con los objetivos es de 24 satélites operativos con trayectorias
sincronizadas para cubrir toda la superficie terrestre. Actualmente, el sistema GPS
consta de 28 satélites operacionales12, con una órbita aproximada de un radio de
26560km (una altura de 20200 km aproximadamente), un período de 12 horas y un
cubrimiento las 24 horas del día13. Hay seis planos orbitales, nominalmente cuatro
satélites por plano orbital separados 90 grados entre sí
11Para mayor profundidad de detalles e información de este sistema se puede consultar en la
siguiente dirección electrónica http://www.gps.gov/systems/gps/[consultado:febrero-2012]
12http://www.cosmic.ucar.edu/colloquium_2004/colloquiumA04.html[Consulta:Nov-2011]
13http://www.upv.es/satélite/trabajos/pracGrupo4/glonass.htm [Consulta:nov-2011]
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Figura 3.2: Configuración orbital de la constelación de satélites GPS, tomado de
http://www.gps.gov/systems/gps/space/[Consulta:Dic-2012]
Los planos orbitales están igualmente espaciados de 60 grados entre sí con
una inclinación de unos 55 grados14 del ecuador. Esta configuración se optimizó para
ofrecer la mejor cobertura entre aproximadamente 75 grados de latitud norte y 75
grados de latitud sur. De esta manera, la constelación GPS ofrece al usuario entre
seis y ocho satélites visibles desde cualquier punto de la tierra en cualquier momento
y sus posiciones de los satélites en el cielo son los mismos en el mismo tiempo sidéreo
cada día, i.e., los satélites aparecen 4 minutos mas temprano cada día con respecto
al tiempo universal15.
Cada satélite transmite señales de radio en la banda L, emitiendo dos fre-
cuencias: la señal L1 en 1575.42 MHz y la señal L2 en 1227.6 MHz. Se tratará
brevemente la naturaleza de las señales en la sección 3.2.2.
Características GPS
Radio orbital/altura 26560 km/20200 km
Período 12 h
Frecuencia L1 154× 10.23MHz =1575.42 MHz (19.05cm)
Frecuencia L2 120× 10.23MHz =1227.6 MHz (24.45cm.)
planos orbitales 6
satélite/plano orbital 4
disponibilidad continua
relojes atómicos Rubidio(Rb), Cesio(Cs)
Tabla 3.1: Características básicas de los satélites GPS
14La razón de la inclinación y de la órbita es porque el período orbital es exactamente de medio día.
Esto hace que un satélite esté sobre el observador, transcurrido mediodía estará en las antípodas
y transcurrido otro mediodía volverá a estar exactamente sobre el observador.
15http://www.pdhonline.org/courses/l116/l116content.htm[Consulta:Nov-2011]
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Segmento control: El segmento de control GPS consta de una red global de ins-
talaciones en tierra que realizan un seguimiento de los satélites GPS, un seguimiento
de sus transmisiones, realizan análisis, así como enviar mandos y datos a la conste-
lación. Estas estaciones terrestres son administradas por el departamento de defensa
de los Estados Unidos.
La estación principal de control maestro y seguimiento (ECM, Estación de
Control Maestro) se encuentra en la Schriever Air Field Base, en el condado de El
Paso, en Colorado Springs (USA), este proporciona las órdenes y el control de los 32
satélites GPS, se sincronizan los satélites con el reloj atómico de la base de Schriever
que tiene la hora del Tiempo Universal Coordinado (UTC). También genera y carga
los mensajes de navegación y vela por la salud y la exactitud de la constelación de
satélites. Recibe la información de navegación desde las estaciones de monitoreo,
utiliza esta información para calcular la ubicación exacta de los satélites GPS en el
espacio, y luego sube estos datos a los satélites.
Las estaciones monitoras son operadas por la estación de control maestro,
rastrean los satélites GPS que están al alcance y canalizan las observaciones a la es-
tación principal (ECM). Estas estaciones recogen datos atmosféricos, como también
obtienen señales de navegación. Hay 17 estaciones monitoras localizadas y distribui-
das en el mundo incluyendo 6 de la fuerza aérea y 11 de la National Geospatial-
Intelligence Agency (NGA)16.
Las antenas terrestres se utilizan para comunicarse con los satélites GPS con
fines de mando y control. Estas antenas envían y transmiten datos de navegación.
Son responsables de las transmisiones normales de comandos a los satélites. Hay
cuatro emplazamientos de antenas GPS terrestres ubicadas conjuntamente con las
estaciones de monitoreo en el atolón de Kwajalein (Islas Marshall), Ascension Island
(Georgetown, Saint Helena), Diego Garcia (British Indian Ocean Territory), y Cabo
Cañaveral. Además, el segmento de control está conectada a ocho estaciones de
seguimiento de la red de control de satélites de la Fuerza Aérea (AFSCN). Las
estaciones de control, de seguimiento y monitoras se muestran en la Figura 3.3:
16http://www.gps.gov/systems/gps/control/[Consulta Dic-2011]
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Figura 3.3: Ubicación de las estaciones monitoras, de transmisión y estación control maestro del
segmento control GPS. El segmento de control en su operación actual incluye una
estación de control principal, una estación de control principal alterna, 12 antenas
de comando y control y 17 sitios de monitoreo. Tomado de http://www.gps.gov/
systems/gps/control/[Consulta: Marzo-2012].
Identificando las tareas que realiza este segmento control según Bai (2004),
se enumeran:
un monitoreo continuo y control del sistema satelital.
determina el tiempo del sistema GPS.
predice las efemérides satelitales y el funcionamiento de los relojes del satélite.
periódicamente actualiza los mensajes de navegación para cada satélite en par-
ticular.
envía ordenes de pequeñas maniobras para mantener en orbita o localizar o
sustituir un satélite en deterioro.
Segmento usuario: Formado por antenas y receptores pasivos situados en tierra
correspondiendo a todos los usuarios (incluye tanto civiles como militares) y sus
receptores GPS. A diferencia de los segmentos de control y espacial, este segmento
es prestado por empresas comerciales que fabrican y venden hardware GPS, software
y servicios que proveen navegación, posicionamiento, difusión del tiempo y otras
investigaciones como: topografía, geodesia y estudios de placas tectónicas. En el
uso en los observaciones astronómicos, en las instalaciones de telecomunicaciones
en cuanto a la aplicación en la precisión de las señales horarias proporcionados por
los satélites GPS. También, la utilización de las señales GPS han incursionado para
medir parámetros atmosféricos. Con el aumento de la constelación muchos usuarios,
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dependiendo de la tecnología del receptor, tienen de 6 a 8, o a veces mas, satélites a
la vista en lugar del mínimo de 4 satélites (Seeber, 2003).
3.2.2. Señales GPS:
Los vehículos espaciales que conforman el sistema de posicionamiento glo-
bal, envían señales desde el espacio que recorren en un solo sentido (one-way ranging
system), i.e., las señales solamente son transmitidas por los satélites. Las señales via-
jan a lo largo de la linea visual, LOS (acrónimo de line of sight), atravesando nubes,
vidrio, plástico, o medios que permitan la trasmitancia de este tipo de ondas pero no,
a través de objetos sólidos, como edificios y montañas ya que estos son absorbentes o
reflectantes (Griffin, 2011). Los satélites transmiten una señal en el espectro disperso
de microondas de radio en la banda L17, emitiendo en dos frecuencias, coherentes,
diferentes y derivadas de una frecuencia fundamental de 10.23 MHz conocidas co-
mo Link1 (L1) de frecuencia 1575.42 MHz (≈1.575 GHz) con longitud de onda de
19.05cm y otra señal Link2 (L2) de frecuencia 1227.6 MHz (≈ 1.227 GHz) con lon-
gitud de onda de 24.45cm18. La señal que sale realmente de la antena de un satélite
GPS es una combinación de tres componentes: onda portadora, códigos de distancia
y el mensaje de navegación19. Los códigos y mensajes son modulados en estas fre-
cuencias portadoras, llamadas secuencias de ruido pseudo-aleatorio o PRN (siglas en
ingles de pseudorandom-noise). Las ondas portadoras están diseñadas para llevar có-
digos binarios (explicados en la página 40) en un proceso conocido como modulación.
La modulación significa que los códigos están superpuestos sobre la onda portadora.
Los códigos son códigos binarios. Esto significa que sólo pueden tener dos valores -1
y +1. Cada vez que el valor cambia, hay un cambio en la fase de la portadora20. En
la Figura 3.4 muestra por ejemplo, cómo el código y la fase portadora se combinan
para dar lugar a las señales moduladas. Los datos del sistema GPS son modulados en
17Las microondas son ondas electromagnéticas definidas en un rango de frecuencias, generalmente
entre 300 MHz y 300 GHz con longitudes de onda que van desde 1m a 1mm. Según los estandares
de la IEEE lo sitúa en el rango de frecuencias entre 1 GHz y 300GHz de longitudes de onda
entre 30cm y 1mm. La Banda L es un rango de radiofrecuencia de las Microondas IEEE US que
usa las frecuencias de 1,5 a 2,7 GHz.
18Hartebeesthoek Radio Astronomy Observatory. GPS Overview. (16-9-2011). Space Geodesy Pro-
gramme. Disponible en: http://geodesy.hartrao.ac.za/site/resources/gps-overview.
html [Consulta:Feb-2012]
19Esta señal se transmite con una potencia suficiente para garantizar un nivel mínimo de potencia
de la señal de -160dBW en la superficie de la tierra (un máximo puede alcanzar a -153dBW).
Tomado de http://www.gmat.unsw.edu.au/snap/gps/gps_survey/chap3/312.htm
20Introducción al Sistema GPS (Sistema de Posicionamiento Global). Disponible en: http://eia.
unex.es/EIIAA/GPS/GPSBasico.pdf [Consulta:Mar-2012]
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Figura 3.4: Estructura de una señal GPS, tomado de Palacios (2010)
las señales portadoras por medio de modulaciones de fase. La modulación de fase es
una técnica poco utilizada comparada con la modulación de amplitud o modulación
de frecuencia.
Esta asignación para cada satélite sirve, también, para su identificación21.
En la Tabla 3.2 representa el conjunto de señales que se utilizan en el sistema GPS.
Tabla 3.2: Frecuencias de las señales satelitales GPS.
Este código pseudo aleatorio es una parte fundamental del GPS. Físicamente
21Los satélites GPS son identificados por diferentes esquemas numerales: el número SVN (space
vehicle number) o el número NAVSTAR y el número PRN o el número SVID (space vehicle
identification). Usualmente el PRN es tomado para la identificación del satélite.
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solo se trata de una secuencia o código digital de valores binarios, es decir, que
contiene una sucesión compleja de pulsos “on”y “off”, o “ceros” y “unos” en secuencia
aleatoria. Esta complejidad del código ayuda a asegurar que el receptor de GPS
no se sintonice accidentalmente con otra señal. Siendo el modelo tan complejo es
improbable que una señal cualquiera pueda tener exactamente la misma secuencia.
Se presentan tres códigos binarios de registro de números pseudo-aleatorios
o PRN que modulan las señales portadoras L1 y/o L2 22 23:
El código C/A (C/A-Code, coarse/acquisition o clear/acquisition ), modula
la señal portadora L1. Este se transmite usando la frecuencia fundamental
dividido por 10, teniendo una frecuencia de 1,023MHz y es referida como L1
C/A (o también C/A en L1). Por ser un código pseudoaleatorio y diferente para
cada vehículo espacial, se utiliza para la identificación de los satélites GPS con
un número PRN. Este código es la base para todos los receptores civiles
El código P (P-Code, precise). Provee una precisión en la medición del retraso
en el tiempo de propagación de la señal. Modula las señales L1 y L2 a la
frecuencia fundamental de 10,23 MHz. Este código “P” es mucho más complejo
que el “C/A” y por tanto más complicado de captar o adquirir por los receptores
ya que es de uso militar. Para aumentar la seguridad, este código es encriptado
en un código Y (Y-Code), por lo que el código P(Y) es de uso clasificado y
accesible solo por personal autorizado. Su precisión es mayor que el código
C/A.
El mensaje de navegación o de estado, se encuentra en una señal de baja fre-
cuencia que se transmite a 50Hz y modula las dos ondas portadoras L1 y L2. El
mensaje de navegación contiene los siguientes elementos: efemérides (paráme-
tros orbitales del satélite), Información del tiempo (horario) y estado del reloj
del satélite, modelo para corregir los errores producidos por la propagación en
la ionosfera y la troposfera, información sobre el estado de salud del satélite y
almanaque que contiene información de los parámetros orbitales (constelación
de satélites).
Dependiendo de las características de las señales mencionadas arriba, se divide en
22Dana, P.H. (05/01/2000). [en línea]. Global Positioning System Overview. University of Colora-
do. http://www.colorado.edu/geography/gcraft/notes/gps/gps_f.html. [Consulta: Mar-
2012]
23http://www.kowoma.de/en/gps/signals.htm[Consulta: Mar-2012]
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dos niveles básicos de servicio ofrecidos por el sistema GPS24 25:
1. Servicio de posicionamiento estándar o (SPS, Standard Positioning Service). Es
un servicio principalmente dirigido a los usuarios civiles y agencias comerciales.
El SPS obtiene información de la frecuencia GPS L1, y ofrece una precision de
100 de posición vertical y casi 337 ns de precisión en el tiempo UTC26.
2. Servicio de posicionamiento de precisión (PPS, Precise Positioning Service).
Este servicio solo está disponible para los usuarios autorizados y destinado
principalmente a uso militar. El acceso a los PPS es controlada por el Departa-
mento de Defensa (DOD) y ofrece una exactitud de 20m en posición horizontal
con una aproximación de 200ns en el tiempo UTC27.
Dentro del programa de modernización que tiene el gobierno americano para el sis-
tema GPS y que está en fase de desarrollo, es el de adicionar tres nuevas señales de
navegación para la constelación de satélites para uso civil28:
L2C es la segunda señal civil GPS, diseñado específicamente para satisfacer
tanto para las necesidades comerciales como para los usuarios. Esta señal, en
combinación con la señal L1-C/A , llegaría a tener la misma precisión que el
del servicio PPS o incluso mejor.
L5 es la tercera señal civil GPS, diseñado para satisfacer los requisitos de
seguridad para el transporte y otras aplicaciones de alto rendimiento. L5 se
transmite en una banda de radio reservado exclusivamente para los servicios
de seguridad de la aviación.
L1C es la cuarta señal civil GPS, diseñado para permitir la interoperabilidad
entre el GPS y los sistemas internacionales de navegación por satélite. Los Es-
tados Unidos y Europa desarrollaron esta señal civil en común para los sistemas
GPS y Galileo.
24Gale encyclopedia of science. Global Positioning System. Detroit: Gale Group, 2004, 3 ed., pp
1830-1831
25Dana, P.H. (05/01/2000). [en línea]. Global Positioning System Overview. University of Colora-
do. http://www.colorado.edu/geography/gcraft/notes/gps/gps_f.html. [Consulta: Mar-
2012]
26A la media noche del 1 de mayo de 2000 el sistema llegó a ser 30 veces mas exacto cuando el
presidente Clinton ordenó descontinuar el SA (Selective Availability) componente del SPS. El
SA limitaba la precisión en la información para los usuarios civiles.
27Dana, P.H. (05/01/2000). [en línea] Global Positioning System Overview. University of Colora-
do. http://www.colorado.edu/geography/gcraft/notes/gps/gps_f.html. [Consulta: Mar-
2012]
28Los Angeles Air Force Base. (11/3/2008 ). GPS Modernization Steps Forward. http://www.
losangeles.af.mil/news/story.asp?id=123122391 [Consulta: Mar-2012]
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3.2.3. Observables GPS
Un observable es concebido por los físicos para referirse a parámetros men-
surables de un sistema, esto nos permite distinguir lo que se mide (el observable)
de lo que es la medición en sí (la observación). Un observable es toda propiedad del
estado del sistema que puede ser determinada u observada por alguna secuencia de
operaciones físicas29. Cualquier valor observable experimentalmente esta relacionado
con una función matemática de variables reales con el conjunto de estados posibles
del sistema.
El observable fundamental, es la señal que viaja entre la antena satelital y la
antena receptora. De esta forma, se puede realizar la medición de distancias en tres
formas diferentes: por medición de pseudo-distancias (code pseudoranges ó code ran-
ges), por medición de diferencias de fase a través de fases portadoras (carrier phases),
o por cuenta de las mediciones en el cambio de frecuencia Doppler. Combinando estos
observables básicos de varias maneras puede generar observaciones adicionales que
logran algunas ventajas (Langley, 1993). En cuanto al efecto Doppler es un fenómeno
que se presenta en el cambio de frecuencia de la señal electromagnética causada por
el movimiento relativo del emisor y del receptor, éste observable es aplicado especial-
mente a la técnica de radio-occultation30. En este apartado se tratará brevemente
dos de los tres observables GPS, que consiste principalmente en, medidas pseudo-
distancia y de fases portadoras. Las mediciones de fase tienen un nivel de ruido de
unos pocos milímetros y son muy precisos en comparación con los pseudo-rangos que
llegan a tener una precisión de unos pocos metros. Por esta razón, las fases portado-
ras es el principal observable de alta precisión para aplicaciones en posicionamiento
GPS y para la meteorología GPS, mientras que los pseudo-rangos se tratan como
observables auxiliares y se utilizan principalmente para sincronizar los relojes del
receptor, para resolver las ambigüedades y otros aspectos de pre-procesamiento del
sistema GPS (Bai, 2004). Sin embargo, estos observables son usados para determinar
la posición entre el satélite y el receptor.
3.2.3.1. Pseudo-rango:
El pseudo-rango o pseudodistancia, es una medida de la distancia entre el
satélite y la antena receptora. La distancia se mide a través de la medición del tiempo
29http://es.wikipedia.org/wiki/Observable [consulta: Mar-2012]
30Radio occultation (RO) es una técnica de teledetección usado para medir propiedades físicas de
atmósferas planetarias.
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de la señal GPS que se transmite desde el satélite a la antena del receptor. Por tanto,
esta distancia es referida a la distancia entre el satélite en el tiempo de la señal de
emisión y la antena receptora en el tiempo de la señal de recepción. Básicamente, es
la medición de la distancia al satélite utilizando la formula de la velocidad de las luz
y la diferencia de tiempo entre el satélite y receptor.
Para ello, se determina un tiempo de trasmisión de la señal definida como la
diferencia entre el tiempo de emisión del satélite y el tiempo de recepción de la antena
receptora. Este tiempo de transmisión se mide a través de una máxima correlación
del código del receptor y la señal GPS. Este código del receptor es generado por el
reloj dispuesto en el receptor GPS mientras que la señal GPS es generada por el reloj
colocado en el satélite GPS, como se observa en la Figura 3.5
Todos los satélites GPS tienen varios relojes atómicos. La señal que se envía
es una secuencia aleatoria, cada parte de ésta es diferente de cualquier otra, por lo que
es llamado código pseudo-aleatorio. Esta secuencia aleatoria se repite continuamente.
Todos los receptores GPS conocen esta secuencia y se repiten internamente. Por lo
tanto, los satélites y los receptores deben estar sincronizados. El receptor recibe
la transmisión del satélite y compara la señal de entrada con la señal interna del
receptor. Al comparar el rezago que presenta la señal del satélite, se determina el
tiempo de transmisión (Griffin, 2011).
Figura 3.5: Pseudodistancia por códigos PRN
Hay que tener en cuenta que el pseudo-rango medido (señal refractada) es
diferente al de la distancia geométrica (señal directa) entre el satélite y la antena
receptora ya que la pseudodistancia incluye errores en los relojes del satélite y recep-
tor y las influencias de los medios de transmisión en la señal, como es la ionosfera
y troposfera. Es notable que el recorrido de la transmisión de la señal difiere lige-
ramente del recorrido geométrico a consecuencia de que el medio de transmisión no
sólo retrasa la transmisión de la señal, sino también curva el camino de transmisión
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de la señal (Xu (2007, cap. 4)) (ver Figura 3.6).
Figura 3.6: Pseudodistancia entre el satélite y el receptor terrestre cuya trayectoria
de la señal GPS es refractada por la atmósfera.
Para obtener un modelo que represente la pseudodistancia hay que definir
ciertos parámetros:
El tiempo de emisión de la señal del satélite es denotado por te y el tiempo
de recepción de la señal GPS en el receptor es tr. Podemos definir la pseudodistancia
Rsr, como:
Rsr(tr, te) = (tr − te)c (3.1)
donde c31 es la velocidad de la luz y definiendo el tiempo de transmisión como 4t =
tr − te . El superíndice s corresponde al satélite y el subíndice r denota el receptor.
El lado izquierdo, el tiempo tr denota la época en que se mide la pseudodistancia.
De hecho, si la señal GPS viaja en el vacío, la señal está libre de errores y de
retrasos, por tanto, la pseudodistancia medida será igual a la distancia geométrica.
De esta manera, se define la distancia geométrica entre el satélite s y el receptor r,
como ρsr :
ρsr(tr, te) =
√
(xs − xr)2 + (ys − yr)2 + (zs − zr)2 (3.2)
con vector coordenado del satélite (xs, ys, zs) en función del tiempo te, y el vector
coordenado del receptor (xr, yr, zr) en función de tr. Tomando en cuenta los errores
de los relojes del satélite y receptor , la pseudodistancia puede representarse como
Rsr(tr, te) = (tr − te)c− (δtr − δts)c (3.3)
31La velocidad de la luz, c, tiene el valor de 299792458m/s
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donde δtr y δts corresponde a los errores de los relojes tanto del receptor como del
satélite, respectivamente. El término δts se puede conocer por medio de la determina-
ción de la órbita del satélite GPS. El primer término del lado derecho de la Eq. (3.3),
corresponde a la distancia geométrica o distancia radial definida en la Eq. (3.2). Las
coordenadas de las antenas GPS son usualmente dadas en el sistema de referencia
convencional o sistema de referencia fijo centrado en la tierra con rotación, ECEF32.
El tiempo de transmisión de la señal que viaja desde el satélite al receptor toma un
tiempo de 0.07 seg e incluye un retardo que hay en la propagación y el desfase del
reloj.
Durante la transmisión de la señal, el receptor (antena) rota con la tierra,
por ende, el cálculo de la distancia de la Eq. (3.2), adiciona una corrección por la
rotación terrestre. De esta manera, los efectos ionosféricos y troposféricos, efectos de
la marea terrestre, los efectos de trayectoria múltiple y relativista y demás errores
restantes son tomados en cuenta.
El modelo de la ecuación de pseudodistancia, Eq. (3.3), puede ser descrita
completamente como:
Rsr(tr, te) = ρsr(tr, te)− (δtr − δts)c+ δion + δtrop + δmarea + δmult + δrel + ε (3.4)
El término ρsr(tr, te) alude a la distancia geométrica entre el satélite en el tiempo de
emisión y la estación (receptor) en el tiempo de recepción. Así mismo , como se men-
cionó arriba, se consideran las correcciones debidas a la diferencia en marcha entre el
reloj del receptor (δtr) y el reloj del satélite (δts) escalado por la velocidad de la luz,
c. Se añade una corrección por refracción debido al cruce de la señal por la ionosfera
(δion) y otra corrección por refracción debido al cruce de la señal por la troposfera
causando un retraso troposférico (δtrop). Además, una corrección por ambigüedades
o las debidas a los efectos de multitrayecto (δmult) y adicionando efectos relativistas
δrel y otros errores ε. Una construcción en las formulaciones matemáticas para la
expresión de este modelo para la pseudodistancia, se puede ver en Xu (2007).
3.2.3.2. Observación de Fase
Este es otro método para determinar la distancia entre el satélite y el recep-
tor en tierra. La medición de fase portadora, se basa en el cambio de fase que ocurre
como resultado del viaje de la señal GPS del satélite al receptor. En este caso, este
32Acrónimo de Earth-centred earth-fixed coordinate system
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observable es una medida que representa la diferencia en fase entre la onda porta-
dora transmitida desde el satélite y la señal del oscilador del receptor en una época
especifica, de tal manera que la medición se realiza desplazando la fase generada
por el receptor para rastrear la fase recibida. Para tal fin, la fase de una onda tiene
sentido cuando está en relación con otra onda de la misma frecuencia, por lo que, la
fase que se emite en el satélite y la generada por el receptor deben tener la misma
frecuencia (Moirano, 2000).
Cuando la señal llega a la antena, la onda portadora habrá recorrido una
distancia D. Esta distancia corresponde a un cierto número entero N de sus longitudes
de onda más una cierta parte de longitud de onda. El número de ciclos es la variable
que determina el receptor, lo que se denomina ambigüedad33, correspondiendo al
numero de onda de la señal, k = 2pi/λ.
Se considera el desfase como un observable ya que al observar continuamente
la evolución del desfase entre la señal recibida del satélite y la generada en el receptor,
éste cambia según lo hace la distancia satélite-antena receptora. Este método cuenta
el número exacto de ciclos de la señal portadora entre los satélites GPS y la antena
del receptor.
Para obtener un modelo general que represente la fase medida con la des-
cripción dada inmediatamente arriba, brevemente se muestra una expresión de la
medición de fase cuando la propagación es un medio vacío sin tener en cuenta erro-
res que se puedan presentarse en la propagación. Por tanto, la fase medida Φsr(ciclos)
se puede representar como:
Φsr(tr) = Φr(tr)− Φs(tr) +N sr (3.5)
donde el subíndice r y el superíndice s denotan el receptor y satélite, respectivamente.
tr denota el tiempo de recepción de la señal GPS del receptor. Φr es la fase del
receptor. Φs es la fase recibida del satélite. N sr es la ambigüedad relacionada al
receptor r y al satélite s.
Considerando, ahora, elementos como: la distancia geométrica, tiempo de
transmisión (vistos en el apartado anterior) y además, teniendo en cuenta que la
propagación se realiza en la atmósfera terrestre, se adicionan otros elementos que
afectan la trayectoria, así, la fase observada en un receptor r que recibe la señal de
33Se presentar problemas de ambigüedad cuando la señal tiene una fase de 0º o 180º.
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un satélite s puede modelarse, teniendo en cuenta Eq. (3.5), como
Φsr(tr) =
ρsr(tr, te)
λ
−f(δtr−δts)+N sr −
δion
λ
+ δtrop
λ
+ δmarea
λ
+ δmult
λ
+ δrel
λ
+ ε
λ
(3.6)
ó
λΦsr(tr) = ρsr(tr, te)− c(δtr− δts) + δion + δtrop + δmult−λN sr + δmarea + δrel + ε (3.7)
Expresión en la que pueden distinguirse, en orden y expresados en metros, la distancia
geométrica entre satélite y receptor, el error de reloj del receptor y el error de reloj
del satélite (c(δtr − δts)), las correcciones debidas a los retrasos ionosférico (δion),y
troposférico (δtrop) y el efecto del multicamino (δmult). Completan la expresión los
términos de la ambigüedad (λN sr ), las correcciones por efectos de marea (δmarea),
efectos relativistas (δrel) y demas errores de observación ε (Moirano, 2000). Otros
autores entre ellos (Bai, 2004, pg. 43) incluyen otros términos de aproximación como
el sesgo dado por el hardware del receptor y emisor, un error de sincronismo, una
corrección en la orientación de la antena transmisora/receptora. Esta ecuación es
conveniente usarlo puesto que todos los términos tiene unidades de longitud (m).
Para mas detalles y profundidad en la derivación de la expresión matemática de esta
ecuación, puede verse en Xu (2007, cap. 4)
La Eq. (3.7) representa el dato crudo del GPS (Fernández et al., 2010, pg.
881), el cual es la observación básica GPS que plantea la distancia que separa el
satélite emisor de la señal de radio con el receptor en Tierra. Para un lugar dado se
acumulan tantas ecuaciones como satélites sobre el horizonte visibles en ese momento.
Los datos se registran cada 30 segundos y se acumulan en archivos diarios. Luego se
someten a un riguroso y cuidadoso proceso de análisis antes de suministrar un valor
aceptable. Para este trabajo, tiene atención el término δtrop, el cual, relaciona la
corrección debido al efecto troposférico. Este es debido al retraso troposférico total,
a partir del cual, se deduce la cantidad de vapor de agua precipitable integrado sobre
la antena receptora terrestre que recibe la señal donde está ubicada la estación.
3.2.4. Archivo Rinex
Para el fácil intercambio de datos GPS, el Instituto Astronómico de la Uni-
versidad de Berna propuso el formato RINEX (Receiver Independent Exchange For-
mat) el cual se recomendó como formato estándar de intercambio de archivos GPS
para la Asociación Internacional de Geodesia (IAG)(Gurtner, 2007). Este formato
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de archivos de texto está orientado a almacenar de una manera estándar, cantidades
medibles (pseudodistancias, fases portadoras) proporcionadas por los receptores de
sistemas de navegación satelital (GNSS), como el GPS, GLONASS, Galileo, etc.
El archivo RINEX implica que los datos binarios propios de cada tipo de
receptor puedan ser transformados a un formato independiente universal, como AS-
CII, durante el proceso de descarga, permitiendo así usarlo en otro tipo de software o
intercambiar datos procedentes de otros receptores. Es así que este formato consiste
de tres ficheros ASCII:
1. El fichero de los datos de observación,
2. El fichero con mensaje de navegación,
3. El fichero de datos meteorológicos.
Los ficheros de navegación contiene información sobre el tiempo, parámetros orbitales
y sus perturbaciones e información sobre la salud del satélite (tabla B.4). Los ficheros
de observación contiene información sobre la época de observación, el número de
satélites observados, el PRN para cada satélite, y los observables mencionados en la
sección subsección §3.2.3. ver fichero en la tabla B.3.
Todos estos ficheros pueden ser nombrados según una convención de no-
menclatura SSSSDDDF.YYT: los primero cuatro dígitos corresponden al ID de la
estación (ssss), los tres dígitos siguientes relaciona el día del año en términos del nú-
mero de día Juliano (ddd); el siguiente dígito (f), la secuencia de archivo si es diaria
o horaria; yy define el año, y el último dígito (t), el tipo de archivo (navegación,
observación, meteorológica, etc) como se puede observar en la Tabla 3.3.
Tabla 3.3: Nomenclatura para un archivo RINEX
Cada tipo de archivos está conformado, de manera general, por una sección
de cabecera y una sección de datos. La sección de cabecera contiene información
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global y está ubicado al inicio del archivo como se ilustra en la Tabla 3.4. Para el
Tabla 3.4: Estructura de un archivo RINEX. Para un archivo meteorológico, el tipo de
archivo se identifica con el caracter m.
tipo de archivo que nos interesa, el archivo meteorológico, éste se muestra en la
Tabla 3.5, donde se aprecia la cabecera y la sección de datos.
Tabla 3.5: Ejemplo de un archivo RINEX meteorológico. Este archivo corresponde a la estación de San Andrés,
del 1 de septiembre de 2009, versión Rinex: 2.11. Este archivo contiene 7 observaciones meteorológi-
cas: presión (PR), temperatura seca (TD), humedad relativa (HR), rapidez del viento (WS), viento
azimutal (WD), acumulación de lluvia (RI) e indicador de granizo (HI), aunque los dos últimos no
están definidos para la estación.
En la cabecera contiene información de: programa en el cual fue compilado,
tipo de observables meteorológicos y el tipo de sensores. Estos ficheros simplifican la
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exportación y procesamiento de datos meteorológicos recogidos por los observatorios.
En la sección de datos, contiene información de presión atmosférica(mb), tempera-
tura (oC) y humedad relativa(%) como datos base, adicionalmente pueden contener
otras observaciones : presión (PR), temperatura seca (TD), humedad relativa (HR),
rapidez del viento (WS), viento azimutal (WD), acumulación de lluvia (RI), indicador
de granizo (HI). También están definidos en este formato otro tipo de observaciones
como Wet zenith path delay (ZW), Dry component of zenith path delay (ZD), Total
zenith path delay (ZT), estos tres últimos datos son ya procesados y obtenidos de
los efectos troposféricos. La secuencia de registro de este tipo de observaciones en el
archivo debe coincidir con la secuencia de las mediciones en el registro de los datos.
Capítulo 4
Principios de estimación del vapor de agua por GPS
En este capítulo se describe los efectos producidos por la atmósfera sobre las
señales GPS presentándose en un retraso en la transmisión de la señal. Este retraso
es detectable en el observable de la fase portadora GPS (Eq. (3.7)), para luego ser
utilizado en el cálculo del agua precipitable (Bevis et al., 1992; Rocken et al., 1993;
Duan et al., 1967). Por consiguiente, el primer uso de la tecnología GPS para este
propósito, está en la estimación del vapor de agua precipitable integrado (de una
columna total) sobre un sitio fijo a través del análisis de la refracción atmosférica y
por el cual es determinado por la variación del índice de refracción en la parte baja
de la atmósfera neutra.
Como la troposfera constituye una fuente de error en el observable GPS para
fines geodésicos, usualmente se minimiza el efecto troposférico utilizando modelos
para corregir la refracción troposférica. En contraste, en el campo de la meteorología,
este error juega un papel importante ya que éste da información sobre el contenido
de humedad en la atmósfera y al utilizar los modelos troposféricos permiten estimar
el contenido de vapor de agua. Algunos modelos serán tratados en este capítulo,
aplicándolos con datos meteorológicos de superficie para estimar el vapor de agua
precipitable, PWV.
4.1. Retraso atmosférico
La Tierra está rodeada por la atmósfera, el cual está compuesta por distintas
capas tal como se ilustra en la Figura 4.1. Cuando las señales GPS viajan a través
de la atmósfera, su velocidad y dirección cambian a causa de su composición. Esto
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a su vez, provoca un retraso en la medición del GPS, que normalmente se conoce
como retraso atmosférico. El retraso atmosférico se produce principalmente en las
regiones de la troposfera y de la ionosfera, en consecuencia, se conocen como retra-
so troposférico y retraso ionosférico, respectivamente. Otras capas de la atmósfera
también afectan sobre la propagación de las señales GPS, pero sus efectos son muy
pequeños, casi despreciables. Enseguida se describirá estos efectos de una manera
general haciendo énfasis en el retraso troposférico.
Figura 4.1: Capas de la atmósfera terrestre, tomado de Bai, 2004
4.1.1. Retraso ionosférico
Las señales GPS inician su recorrido de propagación desde el satélite en
el espacio libre (vacío), antes de entrar a la atmósfera terrestre. La ionosfera es
la primera capa relevante que encuentra en su propagación para llegar al receptor
dispuesto en tierra.
La ionosfera es una capa conformada por capas de aire ionizado alrededor de
la tierra que se extiende desde los 50 km hasta los 1000km o más (Klobuchar, 1991;
Bai, 2004). Su existencia se debe principalmente a la radiación UV proveniente del sol,
la cual está compuesta por fotones que tienen cierta cantidad de energía. Cuando los
fotones chocan con los átomos y moléculas en la atmósfera superior, aquellos rompen
algunos enlaces que mantienen a los electrones ligados a los átomos o moléculas. El
resultado es un gran número libre de cargas negativas, electrones, átomos cargados
positivamente e iones produciendo una capa de aire extremadamente ligero e ionizado
debido a las pocas colisiones entre las partículas que constituyen la ionosfera.
Los electrones libres, que forman parte de esta capa, son los que afectan
la propagación de las ondas de radio y por ende, las señales GPS. A frecuencias
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por debajo de 30 MHz la ionosfera actúa como un espejo, es decir, curva el camino
recorrido de la onda de radio regresando hacia la tierra, permitiendo la comunicación
a grandes distancias. Sin embargo, a altas frecuencias, tales como las usadas por los
GPS, las ondas de radio pasan a través de la ionosfera produciendo retrasos en la
señal, denominado retrasos ionosféricos (Klobuchar, 1991).
Como la ionosfera es un medio dispersivo para las ondas de radio, esto signi-
fica que la velocidad de propagación depende de la frecuencia de las ondas (Brunner
and Welsch, 1993), permite que las modulaciones sobre la señal y las fases portado-
ras son afectadas de manera diferente en distintas frecuencias. Por esta propiedad,
el retraso ionosférico puede ser determinado y eliminado usando receptores GPS de
doble frecuencia, a través de una técnica de doble diferenciación que mide estas dos
frecuencias y aplicando una combinación en el observable fase portadora (ver sub-
sección §3.2.3) puede eliminarse casi todo el efecto ionosférico. Es por esta razón que
los satélites GPS transmiten señales en dos frecuencias portadoras L1(1575.42MHz)
y L2(1227.6MHz). Después de pasar a través de la ionosfera, las señales atraviesan
la estratosfera y troposfera.
4.1.2. Retraso troposférico
Por debajo de la ionosfera está una atmósfera neutra. Ésta incluye la estra-
tosfera y la troposfera. La troposfera es la parte mas baja de la atmósfera terrestre
donde la temperatura decrece con el aumento de la altura a una tasa de cambio de
-6,5 °C/km. Su espesor varía desde los 8 km sobre los polos y se extiende alrededor
de los 16 km sobre el ecuador (Bai, 2004; Businger et al., 1996). La estratosfera se
extiende desde el límite superior de la troposfera, llamado tropopausa, hasta una
altura de 50 km. El 99% del aire presente en la atmósfera se encuentra en la tro-
posfera y la estratosfera, también, se concentra la mayor parte del vapor de agua
(Bai, 2004; Hanslmeier, 2002). Retomando de la sección §2.2, casi todos los eventos
meteorológicos se desarrollan en la troposfera, donde tiene lugar los ciclos del agua y
que por medio del intercambio entre la superficie y la atmósfera sucede los diferentes
procesos: la energía solar hace que el agua se evapore, el viento hace circular la hu-
medad, el aire se eleva, luego se expande y se enfría condensando el vapor de agua,
de este modo, desarrolla las nubes y, luego, suceden varios tipos de precipitación de-
pendiendo del tamaño y la temperatura de las partículas de agua. En consecuencia,
la troposfera experimenta variaciones estacionales y temporales.
Esta capa, al ser eléctricamente neutra se considera como un medio no dis-
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persivo para ondas de radio por debajo de los 30 GHz (Bai, 2004; Brunner and
Welsch, 1993), por lo que su propagación es independiente de la frecuencia. Con-
secuentemente, por su naturaleza no dispersiva y el efecto de la atmósfera neutra
debido a los gases no ionizados (como el CO2) y moléculas de vapor de agua sobre
las señales portadoras y de modulación en las señales L1 y L2, denotan un retraso en
la llegada de la señal causado por la refracción en estas capas, esto se conoce como
retraso troposférico1 (cfr. subsección §3.2.3). Este retraso varía con la temperatura,
presión y humedad, así como la ubicación física del receptor y en función del ángulo
de elevación que tiene el satélite con respecto al horizonte (Bai, 2004; Brunner and
Welsch, 1993). Para este trabajo, se enfocará en las señales con componente vertical
o dirección cenital, ya que es concordante con la definición del vapor de agua precipi-
table vista en la subsección §2.2.1 y también, para facilitar el andamiaje matemático
involucrado.
4.2. Física del retraso troposférico
El retraso en la señal GPS debido a la región de la troposfera está influen-
ciada por las características del medio de propagación tomando mayor atención en el
índice de refracción y por ende, la refractividad atmosférica, ya que éste es función
de parámetros meteorológicos característicos que representan el estado atmosférico
como la presión, temperatura y humedad. Se dará una descripción física para com-
prender el proceso por el cual es afectada la señal y modelar este retraso causado
por la presencia del vapor de agua en el aire para, luego, estimar su contenido de
humedad en la atmósfera.
4.2.1. Índice de refracción
La refracción es un fenómeno físico que se presenta en un cambio en la trayectoria
de una onda física, sea mecánica o electromagnética, cuando pasa de un medio a
otro. Al considerar una onda electromagnética, la velocidad de la onda en un medio
1Este término es ligeramente incorrecto, ya que excluye a las otras dos partes de la atmósfera
neutra, que contribuyen también. Sin embargo, la contribución dominante de la troposfera se
justifica la notación.
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depende del índice de refracción del medio, definido como2:
n = c
v
(4.1)
donde c es la velocidad de la luz en el vacío y v es la velocidad de la señal en
el correspondiente medio. De esta manera, el medio refractivo modifica no sólo la
velocidad de propagación de esta señal sino también su dirección de propagación.
Cuando una señal GPS llega a la atmósfera en un ángulo incidente que no sea la
normal, el recorrido del rayo es curvado acorde a la ley de Snell:
ninc sin θinc = nrefr sin θrefr (4.2)
donde ninc y nrefr son los índices de refracción del medio incidente y refractado,
respectivamente. Como el índice de refracción se incrementa cuando se acerca a la
Tierra, la atmósfera llega a ser mas densa, el rayo se curva gradualmente mas intensa-
mente. En este aspecto, la relación entre los cambios de velocidades que sufre la onda
al pasar de un medio a otro o el cambio de dirección del rayo, están caracterizados
por una constante relativa a los medios de propagación que las atraviesa:
v2
v1
= sin θ2sin θ1
= n1,2 (4.3)
θ1, θ2 v1 y v2, son los ángulos y velocidades de la onda en el medio 1 y medio 2,
respectivamente y n1,2 es el índice de refracción relativo del medio 1 con respecto al
medio 2.
Observemos cómo puede influir el índice de refracción en la atmósfera tras el paso
de una señal electromagnética:
Sea z0 la distancia cenital verdadera, z la distancia cenital observada, zi la distancia
cenital observada en la capa i, ni es el índice de refracción en la capa i y n es el
índice de refracción en la superficie.
2Siguiendo la rigurosidad de los libros de física y para evitar incongruencias, el índice de refracción
la representaremos por la letra n
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Figura 4.2: Cambio de dirección por índice de refracción.
En la parte superior de la atmósfera cuando la onda electromagnética pro-
cede del espacio libre, con índice de refracción n0 = 1 a una velocidad c, e incide
sobre la capa superior de la atmósfera, aplicando la igualdad de la Eq. (4.2), dará
sin z0
sin zn
= nn1 (4.4)
donde zn sería la distancia cenital observada en esta capa superior con índice de
refracción nn. Luego, la onda al atravesar por las sucesivas capas atmosféricas y
considerando que en cada cambio en la trayectoria, está representado por su i-ésima
capa infinitesimal:
sin zi
sin zi−1
= ni−1
ni
se tendrá que cada i-ésima capa estará en función de los parámetros iniciales de z0
y n0 = 1, correspondiente al espacio libre, así
sin z0
sin zi
= ni
n0
donde ni y zi son el índice de refracción y distancia cenital observada en la capa i.
De continuar así, hasta llegar a la capa más baja, cerca a la superficie, resulta
sin z0
sin z =
n
n0
=⇒ n = sin z0sin z (4.5)
donde se comprueba que la refracción depende sólo del índice de refracción cerca de
la superficie de la Tierra, n, y de la distancia cenital observada en la superficie, z.
De esta forma, se considera que la refracción mide la diferencia entre la distancia
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cenital real z0 y la distancia cenital aparente u observada z de una onda de radiación
electromagnética en la superficie terrestre al propagarse por la atmósfera.
4.2.2. Refractividad atmosférica
Tener un conocimiento mas cercano del índice de refracción del aire es esen-
cial para el estudio de las señales de propagación de los sistemas de posicionamiento
satelital GPS aplicados a los campos de la geología, topografía geodésica, geofísica
e incluso, en la meteorología. Al hacer hincapié en que el índice de refracción en la
troposfera es un problema central en la propagación de las ondas de radio a frecuen-
cias superiores a 30 MHz (Bean and Dutton, 1966) se considerará, a continuación,
una ecuación clásica para el índice de refracción.
Tomando en cuenta las características físicas del medio de propagación para
el cual está inmerso la onda electromagnética, lo que respecta a la baja atmósfera, el
índice de refracción, por ejemplo, en una parcela de aire, es el resultado de la polari-
zación de los componentes atmosféricos, es decir, del comportamiento dieléctrico de
sus constituyentes. El campo eléctrico de una onda electromagnética impresa sobre
la constante dieléctrica de las moléculas no-polares y polares, estos últimos caracte-
rizados por un momento dipolar permanente, dará un efecto de polarización. Esta
polarización está compuesta por dos efectos, uno debido a la distorsión de todas las
moléculas por el campo impreso −→E y la segunda derivada de un efecto de orientación
ejercida sobre las moléculas polares.
La polarización P de un líquido polar bajo la influencia de un campo de onda
de radio electromagnético de alta frecuencia está dado por (Bean and Dutton, 1966;
Debye, 1945)
P($) = − 1
+ 2
M
ρ
= 4piN3
[
α0 +
p2
3kT
]
(4.6)
donde  es la constante dieléctrica o permitividad del medio, M es el peso molecular,
ρ es la densidad del liquido, o la relación M
ρ
su volumen molecular específica, N es
el número de avogadro, p es el momento dipolar permanente, T es la temperatura
absoluta en Kelvin, k es la constante de Boltzmann y α0 es la polarizabilidad efectiva
de una molécula en el líquido.
Para los gases no polares (con p = 0) la Eq. (4.6) se reduce a (Debye (1945,
p. 12);Boudouris (1963)).
− 1
+ 2
M
ρ
= 4piNα03 (4.7)
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el cual será aproximado a
− 1 ≈ ρ
M
4piNα0 (4.8)
mientras que para los gases polares, haciendo la misma aproximación da lugar a
− 1 ≈ ρ
M
4piN
[
α0 +
p2
3kT
]
(4.9)
tomando en cuenta que para una mezcla de gases, es las suma de todos los gases
parciales. Para la troposfera es necesario considerar los efectos del aire seco (gases no
polares) y vapor de agua (gas polar); sumando las ecuaciones 4.8 y 4.9 se obtiene
− 1 ≈ ρ
M
4piNα0 +
ρ
M
4piN
[
α0 +
p2
3kT
]
(4.10)
y asumiendo la ley general de los gases perfectos, esta expresión se puede escribir de
la siguiente manera(Debye, 1945)
− 1 = K∗1 ·
P ∗seco
T
+K∗2 ·
e
T
(A+ B
T
) +K∗3 ·
Pc
T
(4.11)
donde P ∗seco es la presión del aire seco (libre de CO2), e es la presión parcial del vapor
de agua, T es la temperatura absoluta, Pc es la presión parcial debida a CO2 y los
términos K∗1 , K∗2 , K∗3 , K∗4 , A y B son constantes.
Luego, el índice de refracción3, definido en la Eq. (4.1), se puede expresar
como una función de dos componentes a través de la ecuación de Maxwell como
n = √µ 4, donde µ es la permeabilidad magnética. En general, µ es cercano a la
unidad en la mayoría de las sustancias que transmiten ondas electromagnéticas por
lo que se puede considerar para el aire5 µaire ≈ 1. Haciendo una relación para esta
expresión del índice de refracción n,
n =
√
1 + (µ− 1)
y empleando el desarrollo binomial (1 +x)n = 1 +nx+ n(n−1)2! x
2 + n(n−1)(n−2)3! x
3 + · · ·
se llega a la aproximación
n− 1 ' µ− 12
3Es un concepto útil para describir las propiedades de las sustancias en relación con las ondas
electromagnéticas.
4Realmente es una función de la permitividad (r) y permeabilidad (µr) relativas al medio definido
como n = √rµr =
√
µ
0µ0
donde 0µ0 representan las características del vacío.
5Alonso and Finn (1998, p. 783)
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Como las ondas electromagnéticas en la atmósfera se propagan ligeramente más lento
que en el vacío, el índice de refracción de la atmósfera, n, excede la unidad por mas
de 290 partes por millón6 (Bean et al., 1966), por esto, es más convenientemente y
habitual expresarlo por otra cantidad, denominada refractividad, N:
N = (n− 1) · 106 (4.12)
que luego, aplicándolo a la expresión Eq. (4.11) y que basado en consideraciones teó-
ricas, se obtiene una fórmula mas familiar para las aplicaciones prácticas, mostrando
la dependencia de la refractividad sobre la temperatura y presión (Bean and Dutton,
1966; Mendes, 1999; Rüeger, 2002)
N = (n− 1)106 = k1P
∗
seco
T
+ k2
e
T
+ k3
e
T 2
+ k4
Pc
T
(4.13)
en donde k1, k2, k3, k4 son las constantes de refractividad. La ecuación Eq. (4.13)
puede ser simplificada a una expresión de tres términos, eliminando el término aso-
ciado al CO2, sin que influya en la exactitud de la determinación para N, puesto que
la presión debida a CO2 es muy pequeño comparado con la presión total. La expre-
sión resultante para N, sugerida por varios autores (Bevis et al., 1992; Derks et al.,
1997; Smith and Weintraub, 1953; Boudouris, 1963; Seeber, 2003) es la siguiente:
N = k1
Pseco
T
+ k2
e
T
+ k3
e
T 2
(4.14)
El primer término de la Eq. (4.14) representa el efecto del momento dipolar inducido
de los componentes secos del aire7, el segundo término representa el mismo efecto
para el vapor de agua (desplazamiento de polarización), mientras que el tercer tér-
mino representa efectos de la orientación dipolar del momento dipolar permanente
de la molécula de agua (Davis et al., 1985). La refractividad atmosférica total, de
esta forma, está compuesta por una componente seca y una componente húmeda:
N = Nseco +Nhum (4.15)
Diferentes investigadores proponen valores para las constantes k1, k2, k3 para de-
terminar N (Eq. (4.14)) de una manera empírica. En la Tabla 4.1 se resume algunas
de las constantes mas significativas. Otros valores empíricos de las constantes de
6El índice de refracción del aire es n ~ 1.00029
7Los constituyentes primarios del aire no poseen un momento dipolar permanente, estos son N2,
O2, Ar, CO2, Ne, He, Kr, y Xe (Davis et al., 1985)
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refractividad atmosférica pueden ser consultadas en Bai (2004). Una consulta mas
detallada sobre la historia de las formulaciones para los índices de refracción de las
ondas de radio se encuentra en Rüeger (2002).
Modelo k1 ( Kmbar ) k2 (
K
mbar
) k3 ( K
2
mbar
)
Thayer(1974)* 77.604 ± 0.014 64.79± 0.08 (3.776± 0.004) 105
Boudouris (1963) 77.593±0.08 72±10 (3.754±0.03) 105
Smith and Weintraub (1953) 77.607 ± 0.13 71.6 ± 8.5 (3.747 ± 0.031) 105
Bevis et al. (1994) 77.6 ± 0.05 70.4 ± 2.2 (3.739 ± 0.012) 105
Rüeger (2002) 77.6890 71.2952 (3.75463) ·105
Essen-Frome** 77.624 64,704 3,71900 · 105
*Mencionado en Bevis et al. (1992) ** Mencionado por (Saastamoinen, 1973)
Tabla 4.1: Varias formulaciones para las constantes de refractividad, N
Las constantes más utilizadas son las debidas a Smith-Weintraub, las cua-
les han sido usadas constantemente en estudios de propagación de ondas de radio
(Mendes, 1999). De igual manera, The International Radio Consultative Committee
(CCIR) de la Unión Internacional de Telecomunicaciones (UIT), en la 16ª Asam-
blea Plenaria, Dubrovnik 1986, en la recomendación 453-1, teniendo en cuenta la
necesidad de usar una sola fórmula, por unanimidad se establece una fórmula para
el índice de refracción para ondas de radio8, utilizando las constantes propuestas
por Smith and Weintraub (1953) y que son mencionadas por varios autores (Rocken
et al., 1997a).
Asumiendo que P = Pseco + e , se obtiene una fórmula simplificada
N = 77.6
T
(
P + 4.81× 103 e
T
)
= 77.6P
T
+ 3.73256× 105 e
T 2
(4.16)
donde P es la presión total en hPa, T es la temperatura en Kelvin y e es la presión
parcial de vapor de agua en hPa. En esta expresión, el segundo termino k2 de la
ecuación Eq. (4.14) ya no se encuentra.
A continuación, se presenta una expresión alternativa para la refractividad
planteado en Davis et al. (1985); Mendes (1999); Derks et al. (1997), usando la
ecuación de estado Rρ = P
T
, se puede escribir para los dos primeros términos de la
Eq. (4.14) como
k1
Pseco
T
+ k2
e
T
= k1Rsecoρseco + k2Rvρv
8Expresión para las radiofrecuencias hasta de unos 15GHz
61
utilizando la masa total ρ = ρseco + ρv, se puede transformar en
k1Rsecoρ+ k
′
2
e
T
donde se define la constante k′2 = k2 − RsecoRv k1, resulta, de esta manera, que la
refractividad total sería
N = k1Rsecoρ+ k
′
2
e
T
+ k3
e
T 2
(4.17)
anotando que el primer término depende de la densidad total ρ. Así, el primer tér-
mino de la ecuación Eq. (4.18) es usualmente llamada refractividad seca (Nseco) que
representa la contribución del aire seco, generalmente, el responsable de un 70% de
la refractividad:
Nseco = k1Rsecoρ (4.18)
mientras los dos últimos términos es llamado refractividad húmeda (Nhum) corres-
pondiente a la contribución del vapor de agua, componente de mayor variabilidad:
Nhum = k
′
2
e
T
+ k3
e
T 2
(4.19)
La refractividad total de la atmósfera (Eq. (4.14) ó Eq. (4.18)), es desde luego, una
función de su temperatura, presión y tensión del vapor de agua. Las constantes
de refractividad, pueden definirse de acuerdo a varias determinaciones (según la
Tabla 4.1) y el tercer término sólo empieza a tener un efecto significativo a una altura
superior de 50 km. Además, esta relación entre la refractividad y la composición
atmosférica es considerada exacta aproximadamente en un 0.5%.
4.2.3. Modelo del retraso troposférico basado en la refractividad
atmosférica
Una conceptualización de modelo, para referirse a la estimación del retraso
troposférico, se puede definir como “una estructura simplificada de la realidad que
presenta características o relaciones de una forma generalizada” (Nimer, 1979). En
realidad, la atmósfera neutra representado mediante los modelos troposféricos son
una simplificación puesto que se basa en el comportamiento de la refractividad del
aire asumiendo que sus constituyentes obedecen a las leyes que se configuran como
modelos. Así, los modelos son basados en aproximaciones teóricas que a través de
un algoritmo ayudan a estimar una cantidad física para dar una información sobre
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el sistema físico que lo representa.
Retomando de la subsección §4.2.1, las leyes que rigen el estudio de la re-
fracción se basan en el principio de Pierre de Fermat o principio del tiempo mínimo,
realizada en 1657, que dice: “el camino seguido por un haz de luz entre dos puntos
es aquella que es recorrida en el menor tiempo posible”. De acuerdo con esta decla-
ración, se deduce que en un medio homogéneo, el camino óptico, para este caso, la
trayectoria de una onda electromagnética, relaciona la longitud del camino recorrido
definido como L = ns = ct donde n es el índice de refracción y s es la longitud,
de tal forma que la distancia que recorre dicha onda en el vacío con velocidad c,
en un tiempo t es igual al tiempo que demora en propagarse una distancia s en ese
medio.
Si el medio por el que la luz se propaga tiene un índice de refracción ni
variable, el camino óptico viene dado por:
L =
n∑
i=1
nisi = c
∑
ti (4.20)
lo que representa la ruta recorrida por la onda en las i capas del medio, ni y si
representan el índice de refracción y longitud de la trayectoria en la capa i-ésima,
respectivamente. La Eq. (4.20) es válido solo a condición de que en cada capa el valor
del índice de refracción sea único. Haciendo, ahora, el tratamiento para la atmósfera
terrestre, en que éste es un medio estratificado, pero no homogéneo, ya que sus
características físicas son variables, se deduce que el valor del índice de refracción
muestra una variación puntual. De este modo, la ecuación Eq. (4.20) puede ser escrita
como una distribución continua:
L =
ˆ h
0
n(s)ds (4.21)
el cual es el camino recorrido por la onda que incluye los efectos debidos a la refrac-
ción. Así, L representa la distancia efectiva recorrida por una onda electromagnética
cuando se propaga por la atmósfera entre dos puntos cualesquiera a y b.
La observación de señales satelitales GPS implica la medición de la distan-
cia satélite-receptor. Eso se logra a través de los observables de pseudodistancia o la
fase portadora, ya mencionados en el capítulo 3, subsección §3.2.3. En cada una de
las ecuaciones de estos observables están incluidos errores, entre ellos, se encuentran
los debidos a la refracción atmosférica, correspondiendo a la atmósfera ionizada (re-
fracción ionosférica) y a la atmósfera neutra (refracción troposférica). En cuanto a
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los errores debido por la troposfera, esta afecta a las señales GPS de dos maneras
distintas (Braun, 2004; Bevis et al., 1992; Bai, 2004):
Primero, la señal viaja en una trayectoria curva (S), en respuesta a los gra-
dientes del índice de refracción de la atmósfera, a diferencia de una señal que
viaja en una trayectoria en línea recta (Sg) en una región con refracción cons-
tante. La diferencia entre las longitudes de estos dos recorridos da el retraso
geométrico, ∆L = S − Sg.
Segundo, las ondas viajan mas lento en una región de densidad finita que
aquella en el vacío. El aumento en el tiempo de viaje para cubrir una distancia
dada puede expresarse también en términos de un incremento en la longitud
de camino, esto es 4L = ´
atm
n(s)ds−
´
vac
ds
Luego, las suma de estos dos componentes puede ser expresado como
4L =
ˆ
L
[
n(s) − 1
]
ds+ [S − Sg] (4.22)
4L define el retraso troposférico total en términos del aumento equivalente en la
longitud de recorrido, n(s) es el índice de refracción que varía como función de la
posición s a lo largo del rayo de curvatura L, Sg es la longitud de la linea recta
geométrica a través de la atmósfera y S es la longitud de la trayectoria curva a lo
largo de L. El primer término del lado derecho es causado por los efectos de frenado, es
efecto retardante de la atmósfera sobre la propagación de las ondas electromagnéticas
(Saastamoinen, 1973). El segundo término es debido a la curvatura, el cual, es mucho
mas pequeño para elevaciones de mas de 15o (Bai, 2004). Como en la troposfera se
encuentra la mayor parte de la masa atmosférica y casi todo el vapor de agua, el
término es generalmente usado para designar el efecto causado por la parte de la
atmósfera que no es ionizada (Silva et al., 1999).
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Figura 4.3: Esquema de una señal GPS que se propaga en la atmósfera, desde el
satélite hasta el receptor en tierra. La trayectoria curva S (trazo conti-
nuo) difiere de la distancia geométrica Sg (trazo discontinuo) debido a
la influencia de los gases que componen la troposfera (Sapucci, 2001).
Para facilidad en los resultados, se considera solo para rayos orientados a lo
largo del cenit y en la ausencia de gradientes horizontales en n, así, la trayectoria del
rayo es en línea recta por lo que el término curvo desaparece. La ecuación llegaría a
ser:
4L0 =
ˆ h
0
(
n(s) − 1
)
dz (4.23)
este es el retraso troposférico total en dirección cenital, ZTD9. La integral es a lo
largo de la trayectoria cenital hasta un límite superior h que representa la altura de
la atmósfera neutra. El retraso está en unidades de longitud. El retraso troposférico
cenital, ZTD de la ecuación 4.23 se describe convenientemente mediante la refrac-
tividad del aire N10 (ver Eq. (4.12)) mas que el índice n puesto que éste valor es
próximo a la unidad y además, usando la Eq. (4.15), el retraso cenital troposférico
se podría escribir como:
ZTD = 4L0 = 10−6
ˆ h
0
N(s)dz = 10−6
ˆ h
0
Nsecodz+10−6
ˆ h
0
Nhumds = 4L0seco+4L0hum
(4.24)
donde las componentes 4L0seco es el retraso cenital hidrostático (ZHD, zenith hidros-
tatic delay) y 4L0hum es el retraso cenital húmedo (ZWD, zenith wet delay). Si los
perfiles de refractividad están disponibles, por ejemplo, los datos de radiosondeo, las
9Hay dos acepciones para este término que tienen el mismo significado: retraso troposférico cenital
(zenith tropospheric delay) o retraso total cenital (zenith total delay)
10 La refractividad es un valor relacionado con el índice de refracción atmosférico y su introducción
en la nomenclatura sólo pretende obtener un valor mas manejable
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componentes del retraso cenital pueden ser obtenidos por integración. Si utilizamos
las ecuaciones 4.18 y 4.19, el retraso troposférico cenital estaría representado como:
ZTD = 10−6 ·
ˆ h
0
(k1Rsecoρ)dz + 10−6
ˆ h
0
(k′2
e
T
+ k3
e
T 2
)dz (4.25)
El primer término de Eq. (4.25), es el componente hidrostático
ZHD = 10−6 ·
ˆ h
0
(k1Rdρ)dz (4.26)
y el segundo término de Eq. (4.25) representa el componente húmedo
ZWD = 10−6
ˆ h
0
(k′2 +
k3
T
) e
T
dz = 10−6k′2
ˆ h
0
e
T
dz + 10−6k3
ˆ h
0
e
T 2
dz (4.27)
con k′2 = 16, 52 ± 10 KhPa11 el cual es definido con los valores de las constantes de
refractividad ki dadas por Thayer, mencionado en la Tabla 4.1. La integral es a lo
largo del recorrido cenital por lo que el retraso está dado en unidades de altura, z.
Introduciendo el concepto de temperatura media Tm (ver Eq. (4.43)) se llega a la
expresión
ZWD = 10−6Rv(k
′
2Tm + k3)
ˆ h
0
e
T 2
dz (4.28)
ahora, con la Eq. (4.43) y la ecuación de estado para e = RvρvT , se obtiene
ZWD = 10−6(k′2 +
k3
Tm
)Rv
ˆ h
0
ρvdz (4.29)
Retomando de la subsección §2.2.1, se observa que Eq. (4.29) está denotado en tér-
minos del vapor de agua integrado, IWV =
´ h
0 ρv(z)dz, por tanto, reescribiendo la
Eq. (4.29) se tiene
ZWD = 1
κ
IWV (4.30)
donde κ es la constante de proporcionalidad (Bevis et al., 1992):
1
κ
= 10−6(k′2 +
k3
Tm
)Rv (4.31)
cuyo valor esta cerca de 150 kg
m3 a una Tm de 276K (ver subsección §4.2.3.2) y que
puede variar según la ubicación, elevación y período del año (Derks et al., 1997).
11k
′
2toma el valor de 22 ± 2, 2 KhPa si se usan las constantes de refractividad del modelo propuesto
por Bevis et al. (1994)
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La cantidad de vapor de agua presente en la atmósfera es algunas veces
definido como la altura de la columna equivalente de agua líquida representado por
el vapor de agua precipitable (PWV, precipitable water vapor) o agua precipitable
(PW, precipitable water). En particular se puede escribir como (Bevis et al., 1992,
1994; Fernández et al., 2009):
PWV =
IWV
ρliq
= κ
ρliq
ZWD
PWV = Π · ZWD (4.32)
con ρliq es la densidad del agua líquida igual a 1000 kgm3 . El factor
κ
ρliq
= Π tendrá un
valor promedio de 0,1583 y es una cantidad adimensional. De esta manera, el agua
precipitable (PWV), estará determinado por el retraso cenital húmedo (ZWD); así
mismo, IWV es justo el producto de ρliq y PWV. Además, Π puede ser determinado
como una función de la temperatura media Tm (Bevis et al., 1994)
Π = 10
6
ρliq(k′2 + k3Tm )Rv
(4.33)
4.2.3.1. Modelos empíricos para el retraso troposférico cenital
Una manera para obtener las componentes del retraso troposférico vistas
anteriormente, es hacer la integración de los perfiles verticales a partir de las ob-
servaciones de radiosondeos con el fin de determinar una medición directa de la
refractividad a lo largo del recorrido que toma la señal. Este proceso, puede ser muy
dispendioso y así mismo puede no ser viable, por lo que existen algunos modelos
empíricos que pueden estimar el retraso húmedo cenital y el retraso hidrostático
cenital a través de datos meteorológicos de superficie, como la temperatura y pre-
sión (Seeber, 2003). La elección de estos modelos para el retraso troposférico es algo
arbitrario, sin embargo, para el cálculo de estos retrasos se tomará en cuenta los
modelos que presentan un estadístico mas apropiado, como se verá más adelante.
Los modelos para el retraso troposférico seco pueden tener buenas aproximaciones
y ser mas precisos ( cercanos al 1%), solo cuando la atmósfera es muy seca y la
parte húmeda es muy baja. Para el modelo que relaciona la componente húmeda del
retraso troposférico, al contrario, puede variar bastante, de pocos milímetros hasta
unos 40 cm. Bajo este aspecto, la componente húmeda, es difícil de estimar y puede
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llegar a errores del 10-20% 12.
En lo siguiente, se introducirán algunos modelos para la estimación de ZHD
y ZWD.
Modelos para el retraso hidrostático cenital (ZHD) La componente hidrostática
depende de la densidad del aire atmosférico por lo que se considera en equilibrio
hidrostático y sus valores pueden ser estimados a partir de las medidas de la presión
en superficie, temperatura y humedad relativa. Se describirán algunos modelos que
son considerados mas conocidos y ampliamente usados en la geodesia e, incluso, en la
meteorología. El modelamiento del retraso hidrostático cenital puede diferir debido
a la elección de las constantes de refractividad (Tabla 4.1) y de la dependencia de la
latitud y altura con la aceleración gravitacional (Mendes, 1999, p. 79). Los modelos
están basados en un enfoque teórico desarrollados por Saastamoinen, Hopfield, Ifadis,
entre otros. Otros modelos para ZHD pueden ser consultados en Mendes (1999). A
continuación se relacionarán brevemente algunos de estos modelos:
Modelo de Saastamoinen: A partir de la Eq. (4.26) correspondiente al componente
hidrostático del retraso troposférico total, el cual es dependiente de la densidad total
ρ, puede ser integrado aplicando la condición del equilibrio hidrostático
dP
dz
= −ρ(z)g(z) =⇒ Ps = gm
ˆ
s
ρ(z)dz (4.34)
donde g(z) es la aceleración en la coordenada vertical de la gravedad y Ps es la
presión total (en hPa) y definiendo que (Bevis et al., 1992; Chengcai et al., 1999;
Derks et al., 1997; Davis et al., 1985; Mendes, 1999)
gm = 9.784 · f(ϕ,H) (4.35)
este es usado para modelar la variación de la aceleración gravitacional con un factor
de corrección (Saastamoinen, 1973)
f(ϕ,H) = (1− 0, 00266 cos(2ϕ)− 0, 00028H) (4.36)
12http://www.gmat.unsw.edu.au/snap/gps/gps_survey/chap6/628.htm, [Consulta:15-Mar-2012]
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el cual, depende de la latitud ϕ (en rad) y altura H sobre la superficie (en kilómetros)
de la estación. Al integrar Eq. (4.26) combinando estas condiciones dadas, resulta
ZHD = ∆L0hum = 10−6 · k1Rd
Ps
gm
(4.37)
y aplicando las constantes de la Tabla 4.1 usando los valores de Essen-Frome, se
obtiene el siguiente modelo (Elgered et al., 1991; Davis et al., 1985; Mendes, 1999)
ZHD = (2, 2779± 0, 0024)mm · hPa Ps
f(ϕ,H) (4.38)
donde Ps es la presión (en hPa) de superficie de la tierra, ZHD está dado en milíme-
tros.
Modelo de Hopfield: El siguiente modelo propuesto por Hopfield está dado por
(Bai and Feng, 2003; Mendes, 1999):
ZHD = 10
−6
5 [40136 + 0, 14872 · ts] 77, 64
Ps
Ts
(4.39)
donde Ps es la presión de superficie (hPa) de la estación, ts es la temperatura super-
ficial en °C y ZHD está en unidades de metros.
Modelos para el retraso húmedo cenital (ZWD) Estos modelos son afectados por
la distribución del vapor de agua. De hecho es muy difícil derivar un modelo exacto
para este componente que solo use medidas de superficie (temperatura, humedad
y presión), pero, pueden ser usados para predecir los retrasos húmedos como un
parámetro adicional durante el procesamiento de los datos GPS, ya que su valor
predictivo es muy pobre comparado con los modelos dados para el ZHD (Bai, 2004):
Modelo de Saastamoinen: Un modelo para la estimación de la componente hú-
meda es la debida por Saastamoinen (Mendes, 1999):
ZWD = 2, 277 · 10−3(1255
Ts
+ 0, 05) · e (4.40)
donde Ts es la temperatura en superficie (en K) y e es la presión de vapor en superficie
(en hPa), ZWD está dado en metros.
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Modelo de Holpfied: El siguiente modelo propuesto por Hopfield está dado por
(Mendes, 1999; Bai, 2004):
ZWD = 10
−6
5
[
−12, 96 · Ts + 3, 718 · 105
]
11000 e
T 2s
(4.41)
siendo e la presión de vapor de agua en la superficie de la estación (en hPa), Ts es
la temperatura superficial (en Kelvin) y ZWD está en unidades de metros.
Modelo Ifadis: Es un modelo basado en la correlación lineal entre el retraso no
hidrostático y los parámetros meteorológicos superficiales aunque es muy débil en la
precisión de la componente húmeda (Mendes, 1999; Bai, 2004).
ZWD = 0, 00554− 0, 884 · 10−4(Ps − 1000) + 0, 272 · 10−4 · e+ 2, 771 · e
Ts
(4.42)
donde Ps es la presión total en superficie, e es la presión parcial en superficie, (ambos
en hPa) y Ts temperatura en superficie (en K). ZWD está en unidades de metro.
Comparación de modelos troposféricos En esta sección se estiman los modelos
vistos en §4.2.3.1 con la ayuda de los datos meteorológicos de superficie y se com-
paran con los datos ZHD y ZWD provenientes de la información que proporciona
los datos GPS, estos se recolectaron entre febrero-julio y agosto-diciembre de 2010
(ver Apéndice C, figuras C.1c y C.1b en la página 138). Los datos meteorológicos
de superficie corresponden a la hora 12:00Z registrados por los radiosondeos en el
período comprendido entre febrero y diciembre de 2010. De esta manera, junto con
los datos GPS, se obtuvieron un total de 266 comparaciones. Además, siendo que los
datos GPS tienen una resolución temporal de media hora frente a uno diario en los
radiosondeos, se seleccionaron solo aquellos que tuvieran la correspondiente hora de
los radiosondeos, es decir a las 1200z.
Los resultados de la comparación de estos modelos para el retraso hidrostático cenital
están resumidos en la Tabla 4.2 .
Máx (mm) Mín (mm) RMC (mm) Error medio (mm) desv. est. (mm)
Modelo Saastamoinen - ZHD (GPS) 5,48 -1,62 2,10 1,8 1,10
Modelo Hopfield - ZHD (GPS) 44,9 37,6 40,97 41,0 1,12
Tabla 4.2: Comparación de los modelos empíricos ZHD con datos ZHD-GPS
De la Figura 4.4 se observa que se encuentra una buena concordancia entre el mo-
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delo de Saastaimonen y los datos ZHD-GPS, con una diferencia media y desviación
estándar entre 1 y 2 mm, en contraste con el modelo de Hopfield que presenta un
amplio desfase sistemático entre el resultado del modelo y el dato del GPS pero con
una desviación estándar pequeña. El desfase promedio del modelo Saastamoinen al-
canza a 1,8 mm y con un RCM de 2,10mm mientras que para el modelo Hopfield
alcanza un desplazamiento promedio de 41,0mm y un error cuadrático medio RCM
de 40,97mm. Con esta información, el modelo de Saastamoinen puede ser usado para
estimar la componente hidrostática del retraso troposférico.
Figura 4.4: Comparación de modelos empíricos para el retraso hidrostático cenital
(ZHD) con los datos ZHD por GPS.
Con relación a los modelos para el retraso húmedo cenital, ZWD, la comparación de
estos resultados están listados en la Tabla 4.3 e ilustrados en la Figura 4.5.
Máx (mm) Mín (mm) RMC (mm) Error medio (mm) desv. est. (mm)
Modelo Saastamoinen - ZWD (GPS) 71,45 -31,6 16,31 1,071 16,28
Modelo Hopfield - ZWD (GPS) 70,9 -31,3 16,70 0,45 16,06
Modelo Ifadis - ZWD (GPS 65,77 -36,52 16,03 -4,6 16,02
Tabla 4.3: Comparación de los modelos empíricos ZWD con datos ZWD-GPS
Se observa que estos modelos tienen una distribución y un comportamiento
estadístico similar, con un RCM cercano a 16mm mucho mayor que los resultados
comparados con los modelos de ZHD. Aún así, estos modelos pueden describir el
comportamiento y visualizar un estimado de la componente húmeda del retraso tro-
posférico.
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Figura 4.5: Comparación de modelos empíricos para el retraso húmedo cenital
(ZWD) con datos ZWD-GPS
4.2.3.2. Temperatura media ponderada de la columna vertical troposférica
La temperatura media ponderada del vapor de agua, Tm, es un parámetro clave en
la obtención del agua precipitable atmosférico para las mediciones del retraso del
trayecto cenital (ZPD-zenith path delay) de un sistema de posicionamiento global
terrestre, GPS (Bai, 2004; Wang et al., 2005). Para cuantificar el agua precipitable
obtenida del GPS (GPS-PW o GPS-IWV)13, ésta es proporcional a la calidad de
precisión que se puede estimar de la temperatura media ponderada, Tm. De hecho, la
relación entre el retraso húmedo cenital y la cantidad de vapor de agua atmosférico es
función de la temperatura media. Los valores de Tm pueden ser estimados a partir de
perfiles de radiosondas, su calidad estaría afinada para una área específica y período
estacional como también estaría relacionado con la cantidad y distribución de los
radiosondeos disponibles. Cuando tales datos no están disponibles, una alternativa
es estimar un valor aproximado a partir de otras variables meteorológicas observadas
en superficie, como es, la temperatura en superficie, mediante modelos operativos
meteorológicos para predecir el valor real de Tm. Como la temperatura media se
correlaciona con la latitud y época del año, es decir, Tm representa variaciones de
acuerdo a la posición y tiempo, se debe estudiar el comportamiento de la temperatura
troposférica a diferentes alturas en diferentes partes de la región de interés y en
varios momentos del año. De esta manera, la radiosonda es una fuente muy eficaz de
información para llevar a cabo este análisis, en la que se puede definir una relación
13Las siglas representan precipitable water (PW) y integrate water vapour (IWV)
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entre el valor de Tm y la temperatura de la superficie de esa región (Sapucci et al.,
2004). Partiendo de una consideración de Bevis et al. (1992), si la atmósfera terrestre
fuera isoterma, Tm podría ser constante e igual a la temperatura de superficie. Sin
embargo, la atmósfera tiene usualmente un gradiente negativo hasta la tropopausa,
por lo que Tm será la temperatura media de la atmósfera. Por ende, se espera que
Tm dependerá de la temperatura de superficie, del perfil de temperatura y del vapor
de agua.
El parámetro Tm está definida como el perfil de la temperatura media ponderada por
la concentración de vapor de agua troposférico que se puede expresar como (Wang
et al., 2005; Davis et al., 1985; Bevis et al., 1992; Bai, 2004; Braun, 2004):
Tm =
´
e
T
dz´
e
T 2dz
=
´
ρvdz´
ρv
T
dz
(4.43)
donde e es la presión parcial del vapor de agua (en hPa o mb), ρv es la densidad
del vapor de agua y T es la temperatura atmosférica (en Kelvin). De esta manera,
Tm es una función de los perfiles de temperatura atmosférica y humedad relativa.
La distribución vertical de la presión del vapor de agua actúa como factor peso en
la definición de Tm y ésta será promediada verticalmente y ponderada acorde al
contenido de vapor de agua presente en la troposfera.
Como la temperatura media puede ser determinado mediante un análisis estadístico
de los perfiles verticales, se puede elegir un valor constante para Tm independiente
de la región y época del año, por ejemplo, la mencionada por Davis et al. (1985) para
una temperatura media de Tm = 260±20K. Aunque esta relación no es precisa para
cualquier lugar, algunos autores han desarrollado modelos para determinar los valores
de temperatura media (Tm) a partir de los datos de temperatura de la superficie
(Ts), obteniéndose una relación lineal entre Tm y Ts. En la Tabla 4.4 se muestra los
modelos propuestos por diferentes autores para la temperatura media atmosférica. La
relación mas comúnmente usada es la propuesta por (Bevis et al., 1992), obtenida
especialmente para latitudes medias entre rangos de 27° y 65°, incluso, puede ser
utilizado cerca a las latitudes tropicales, aunque un modelo empírico para Tm fue
desarrollado por Raju et al. (2005), para una ubicación tropical en la India. Sapucci
et al. (2004) elaboró un modelo apropiado de temperatura media troposférica para
la región del Brasil, arrojando mejores resultados que otros modelos disponibles.
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Modelo Temperatura media Tm (K)
Bevis et al. (1994) Tm = 70.2 + 0.72× Ts
Mendes (2000)* Tm = 50.4 + 0.789× Ts
Solbrig (2000)* Tm = 54.7 + 0.77× Ts
Schueler (2001)* Tm = 86.9 + 0.647× Ts
Bai (2004) Tm = 70.03 + 0.726× Ts
Raju et al. (2005) Tm = 62.57 + 0.75× Ts
Sapucci (2001) Tm ≈ 276.38± 0.10
Sapucci et al. (2004) Tm = 0, 558× Ts + 0, 0105× Ps + 110, 578
*Mencionado por Jade et al. (2005)
Tabla 4.4: Diferentes modelos para la temperatura media ponderada propuestas por
varios autores.
Cálculo de la temperatura media
La forma utilizada aquí para cuantificar la temperatura media a partir de
la temperatura de superficie, es a partir de una integración a lo largo de un perfil
atmosférico proveniente de radiosondeos.
A partir de la Eq. (4.43), se puede discretizar el perfil vertical haciendo una esti-
mación de Tm para un perfil de sondeo atmosférico con niveles discretos de altura,
mediante la aproximación:
Tm ≈
∑
i=1
ei
Ti
∆zi∑
i=1
ei
T 2
i
∆zi
=
∑n
i=1
 e(i+1)T(i+1)+ eiTi
2
(
z(i+1) − zi
)
∑n
i+1
 e(i+1)T2(i+1)+ eiT2i
2
(
z(i+1) − zi
) (4.44)
donde los subíndices i e i+1 representan la base y el tope de cada nivel del perfil
atmosférico de un sondeo, respectivamente.
El proceso para estimar la temperatura media ponderada, Tm, fue el siguiente: se
recolectaron 343 observaciones de radiosondeos realizados en el aeropuerto de ELdo-
rado a las 1200Z, correspondientes al año 2010. Se calculó la temperatura media a
partir de una integración numérica de los niveles de presión y temperatura de un per-
fil atmosférico haciendo uso de la Eq. (4.44). La altura atmosférica considerada en los
radiosondeos fue cercano a 11km, altura para la cual se registraron datos de tempe-
ratura y presión necesarios para calcular la temperatura media. La aproximación de
74
Tm por integración se puede observar en la 4.6 donde se muestra su comportamiento
para el año 2010.
Figura 4.6: Datos de la temperatura media (Tm(int−rads)) calculados a partir de los
perfiles verticales de temperatura y presión de vapor de agua. Estudio
hecho con 343 radiosondeos lanzados en el aeropuerto Eldorado, Bogotá.
Así mismo, se hizo una comparación de estos resultados con los modelos de
la Tabla 4.4 que está representado en la Figura 4.7. Se observa que las temperaturas
medias calculadas en este proceso de integración por sondeo vertical tienen un rango
que va de 272K a 282K y un valor medio de 276K, dato que se aproxima bastante
al valor de 276,38K, en concordancia con lo que menciona Sapucci (2001). Para
medir la cercanía entre los modelos y los datos de temperatura media obtenidos
de los radiosondeos se aplicó la raíz cuadrática media (RMC) para cuantificar las
diferencias entre los modelos y los datos Tm estimados por integración vertical:
RMC =
√√√√∑ni=1 (Tm(model) i − Tm(int−rads) i)2
n
(4.45)
considerando que Tm(model) representa los valores de Tm generados por los modelos
de la Tabla 4.4 a partir de los datos de temperatura a nivel de superficie de los
respectivos radiosondeos. Tm(int−rads) se refiere a la temperatura media ponderada
por integración vertical del sondeo atmosférico y n es el número de observaciones.
En los resultados que se obtuvieron indican que los modelos que mas se acercan a los
datos estimados de Tm(int−rads) son los propuestos por Raju et al., 2005, Bai, 2004 con
valores RCM de 3,2868K, 3,0598K, respectivamente, y con mejor aproximación, el
propuesto por Sapucci et al. (2004) con RCM de 2,73K, con un error medio mas bajo
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(0,31K) que para todos los modelos estudiados. En contraste, el grado de correlación
lineal entre los modelos y los valores Tm(int−rads) no guardan una relación estrecha,
dando cantidades muy bajas e idénticas, como se observa en la Tabla 4.5
Modelos vs Tm(int-rads) RCM (K) , error medio (K) σ, desv. est. (K) Máx (K) Mín (K) R2 Coef. Pearson
Bevis - Tm(int−rads) 3,652 -2,08 2,99 2,86 -13,70
Mendes - Tm(int−rads) 3,904 -2,34 3,12 2,75 -14,71
Solbrig - Tm(int−rads) 4,611 -3,42 3,09 1,63 -15,59
Schueler - Tm(int−rads) 6,707 -6,06 2,86 -1,26 -16,87 0,19 -0,34
Bai - Tm(int−rads) 3,059 -0,55 3,01 4,40 12,23
Raju - Tm(int−rads) 3,286 -1,21 3,05 3,79 -13,16
Sapucci(2001) - Tm(int−rads) 1,982 0,07 1,98 4,29 -5,75
Sapucci(2004) - Tm(int−rads) 2,733 0,31 2,71 4,96 -9,54
Tabla 4.5: Valores de error cuadrático medio entre los diferentes modelos y la tempe-
ratura media ponderada integrado a partir de los radiosondeos, indicando
su error medio (sesgo) desviacion estándard, R2 y coeficiente de Pearson.
Figura 4.7: Comparación de la temperatura media aplicando diferentes modelos pa-
ra Tm y datos de Tm calculados a partir de las observaciones de radio-
sondeo. Los puntos en negro son los datos Tm(int−rads) obtenidos por
integración.
. Colocando los valores de la temperatura media en función de la temperatura
superficial se construyó un gráfico utilizando los 343 radiosondeos como se puede ver
en la figura 4.8, en ella se puede observar una alta dispersión de los valores de Tm.
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Figura 4.8: Valores de temperatura media (Tm) en función de la temperatura de
superficie (Ts) obtenidos de 343 radiosondeos realizados en el aeropuerto
Eldorado, Bogotá, con coef. correlación de -0,34 y R2 = 11, 8 %
Para obtener un modelo se aplicó el método de regresión lineal con paráme-
tros β0 y β1 mediante la forma
Tm = β0 + β1Ts (4.46)
y aplicando el método de ajuste de los valores de Tm y Ts generados por los radio-
sondeos se estima los valores de los coeficientes β0 y β1 de la regresión, llegando a la
siguiente relación (ver Figura 4.8) :
Tm = 358, 969− 0, 292Ts (4.47)
cuya expresión está en unidades Kelvin. Este modelo muestra que difiere de los mo-
delos propuestos por diversos autores indicados en la Tabla 4.4 en donde la pendiente
de la regresión es negativa.
El tratamiento estadístico para determinar un modelo específico de la temperatura
media ponderada para el área de Bogotá, merece mayor atención y profundidad. Cabe
anotar que la poca cantidad de radiosondeos recolectados y la elección de una estación
representando un área única, puede influir en la determinación de la temperatura
media. Sin embargo, al aplicar el modelo para Tm mas conveniente descrito en la
tabla 4.4, se sugiere tener las precauciones en el momento ser utilizadas.
Capítulo 5
Tratamiento de datos de vapor de agua precipitable
GPS
En este capítulo, partiendo de los objetivos propuestos al inicio de este tra-
bajo, tiene como fundamento, analizar, comparar y además, lograr una interpretación
de los datos de vapor de agua precipitable generados por el sistema GPS frente a
la información proveniente de las estaciones de superficie y de radiosondeos, como
también, de los obtenidos por modelos numéricos globales de pronóstico GFS.
Esta investigación no solo es el interés de encontrar una relación causal entre
estas variables, sino también, de encontrar un tipo de relación entre unas variables
y otras, aplicando técnicas estadísticas básicas tanto univariadas como multivaria-
das.
5.1. Metodología aplicada
5.1.1. Recolección de datos PWV_GPS
El sistema de posicionamiento satelital en Colombia, lleva aproximadamen-
te 15 años. El primer emplazamiento de antena receptora, se llevó a cabo en el año
de 1996, en las instalaciones de Ingeominas, localizado en la Ciudad Universitaria,
Bogotá, en convenio con la NASA, dentro de un proyecto que surgió para fines de
investigación geodésica; GEORED, que corresponde a la denominación “Implemen-
tación de la Red Nacional de Estaciones Geodésicas Satelitales GPS con Propósitos
Geodinámicos”, es un proyecto encaminado a aplicar la tecnología satelital GPS. En
el momento de la elaboración de este documento, GEORED dispone de, aproxima-
damente, 32 estaciones, distribuidas en el territorio colombiano como se observa en
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la figura 5.1a. Forman parte de esta red, la estación ubicada en Bogotá, en convenio
y administrada por la NASA y la estación ubicada en San Andrés en convenio con
UCAR1, éste último, dentro de la red de SUOMINET2 y que forma parte del proyecto
Caribe COSMIC3. La ubicación de estas estaciones se muestra en la Figura 5.1b
(a)
(b)
Figura 5.1: Red de estaciones GPS. a) Red de estaciones GEORED, Ingeominas.
Cortesía de Ingeominas. b) Red SUOMINET de UCAR y proyecto COS-
MIC. Se identifican las estaciones GPS Bogotá (BOGT), San Andrés,
(SAN0) y Corozal (CORO). Tomado de www.suominet.ucar.edu
Además, el Servicio Internacional del Sistema Satelital de Navegación Glo-
bal, (IGS, international GNSS service)4, catalogada como una comunidad civil inter-
1University Corporation for Atmospheric Research
2Suominet es una red internacional de receptores GPS, configurado y administrado para generar
estimaciones en tiempo real del vapor de agua precipitable en la atmósfera (PWV), contenido
electrónico total en la ionosfera (TEC) y otras informaciones meteorológicas y geodésicas. Pág.
Web: <http://www.suominet.ucar.edu/index.html> [Consulta: jul-2012]
3Constellation Observing System for Meteorology Ionosphere and Climate. En linea: <http:
//www.cosmic.ucar.edu/> [Consulta: jul-2012]
4En línea: http://igscb.jpl.nasa.gov/, [Consulta: Nov-2010]
79
nacional, es una federación voluntaria de diferentes organismos del mundo que tienen
estaciones permanentes para generar diversos productos provenientes de los sistemas
satelitales. Actualmente el IGS incluye dos sistemas satelitales: GPS y GLONAS.
Este servicio proporciona datos de alta calidad y precisión en productos de infor-
mación estándar para el sistema de navegación por satélite GNSS, como también,
apoyar a la investigación en el campo de las ciencias de la tierra y otros campos
multidisciplinares.
Descripción y ubicación de la estación GPS en Bogotá
La recolección de los datos GPS provienen de la estación antena-receptora
GPS localizada en la ciudad de Bogotá, D.C. y emplazada en el complejo de Ingeo-
minas (ver Figura 5.3a).
En el apéndice B, tablas B.1 y B.2, se muestran el archivo de información
general de la estación y archivo log que registran las actividades diarias y que se
guardan en un fichero de texto al que se le van añadiendo líneas a medida que
se realizan acciones sobre el sistema5. En estos archivos se describen, entre otros
ítem, algunas características de la estación GPS, como: identificación de la estación
ID, tipo de receptor, tipo de antena, época inicial y época final del registro de las
observaciones o datos, ubicación y altura de la estación en coordenadas WGS84
(world geodesic system-1984 ) de acuerdo con el marco de referencia internacional
terrestre (ITRF, International Terrestrial Reference Frame), ver Figura 5.2.
Figura 5.2: Red GPS en el mundo y en Colombia en el marco de referencia terres-
tre internacional ITRF. Tomado de http://itrf.ensg.ign.fr/GIS/
index.php. [Consulta: 21-abril-2011]
5Registros tomados de la dirección: http://facility.unavco.org/data/gnss/raw_rinex_by_
download.php?sid=262&parent_link=Permanent&pview=original [Consulta:Feb-2011]
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La antena-receptora GPS es una antena tipo radome, constituida por una
concha en forma de cúpula, transparente a las ondas de radiación de transmisión de
radiofrecuencia, donde se ubica una antena de radar, a menudo, en forma de una
superficie geométrica (hemisferio, cono, paraboloide...). Asimismo, esta antena es de
tipo Choke-ring que consiste en anillos concéntricos de metal alrededor y en la base
de la antena, con el fin de reducir los efectos de trayectoria múltiple (multitrayecto)
producidos por la geometría local de la antena con relación al sitio.
(a)
Å
(b)
Figura 5.3: Ubicación y emplazamiento de la estación antena-receptor GPS.
a)Ubicación geográfica de la antena GPS y distancia entre la estación
GPS y estación de lanzamiento del sondeo atmosférico. b) Emplazamien-
to de la antena receptora localizado en el complejo de Ingeominas. Imá-
genes tomadas de http://igscb.jpl.nasa.gov/network/site/bogt.
html
Descripción de datos GPS
Los datos de la columna integrada de agua precipitable, también definido
como vapor de agua precipitable (PWV), se puede acceder en diferentes formatos:
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por defecto, los datos se distribuyen en formato netCDF; también, se distribuyen
en ficheros de formato RINEX y ASCII. Los archivos RINEX requieren de un soft-
ware especial para su lectura y tratamiento. Para esto, hay varios software de post-
proceso que hacen la parametrización de estos valores en conjunto con las efemérides
de los satélites, empleando los archivos de navegación y de observación que traen en
los datos crudos, con el fin de obtener resultados, entre ellos, el retraso troposféri-
co cenital (ZTD). Los software que se consiguen a nivel institucional y comercial,
están: GAMIT6, GIPSY7 y BERNESE8. Para este trabajo, se utilizaron archivos
en formato ASCII, por su accecibilidad y facilidad para el tratamiento de datos
y sin la necesidad de utilizar software especializado y costoso. Estos datos están
organizados en forma tabular, como se puede ver en el apéndice B, TablaB.5. Ta-
les archivos están disponibles libremente y pueden ser descargados de la dirección
URL: http://www.suominet.ucar.edu/data/index.html seleccionando la opción
red global diaria (Combined Global Network - Daily) para descargar un registro
diario. Para este trabajo se seleccionó de la base de datos la estación de Bogotá
identificacada con el ID: BOGT.
Estos datos contiene las siguientes variables: PW (agua precipitable, mm),
Wdelay (retraso húmedo, mm), Tdelay (retraso total, mm), KFAC (llamado factor
Π, relación entre WDelay y PW), Press (presión, mbar), Temp (Temperatura, °C),
Rhum (humedad relativa,%), Ddelay (retraso hidrostático, mm), entre otros. Estos
registros presentan una resolución temporal de 30 minutos y su época diaria se inicia
a las 00:15Z y termina a las 23:15Z.
5.1.2. Recopilación y descripción de datos meteorológicos de superficie y
GFS
Datos de radiosondeo Los datos de radiosondeo se descargaron de la URL http:
//weather.uwyo.edu/upperair/sounding.html del Departamento de Ciencias At-
mosféricas de la Universidad de Wyoming. Se seleccionaron los radiosondeos que
datan del año 2010. Estos radiosondeos se realizaron en Bogotá a las 12Z cada día
en las siguientes coordenadas:
6GAMIT, (GAMIT/GLOBK), desarrollado por el departamento de ciencias planterarias y atmos-
féricas de la Tierra del MIT. Puede obtenerse con consentimiento por escrito o regalías por
las universidades y agencias gubernamentales para propósitos no comerciales. Corre en sistema
UNIX
7GIPSY, (GIPSY-OASIS) software desarrollado por la Jet Propulsion Laboratory de la NASA.
Se requiere de un registro institucional para obtener la licencia.
8 BERNESE GPS, es un software privativo y demasiado costoso. Más información de puede
encontrar en: http://www.bernese.unibe.ch/
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Lat(N) Lon(W) Elev(m) Lugar
4,7055833 74,1506667 2546.0
Estación Aeropuerto Eldorado
4°41’49.67" (4.697131) 74°8’36.96" (74.1436)
En la figura 5.3a en la página 80, se observa la separación que hay entre
la estación GPS ubicado en Ingeominas y el sitio de lanzamiento de los sondeos,
cuya distancia es de 9.38 km, aproximadamente. Estos datos contienen información
del perfil atmosférico de las variables: presión, temperatura, temperatura de rocío,
humedad relativa, razón de mezcla, temperatura potencial y temperatura potencial
equivalente. Se anexa en el apéndice B, figura B.7 en la página 134, una muestra de
este tipo de archivo.
Datos GFS: Se realizó la recolección de dos tipos de datos GFS (Global Forecast
System) del proyecto NOMADS (NOAA Operational Model Archive and Distribution
System), que tienen una resolución temporal de 6 horas (00z, 06z, 12z y 18z): uno con
una resolución espacial de 1° de grilla (GFS1) y otro de 2.5° de grilla (GFS2). Estos
fueron descargados de las direcciones URL1: http://nomads.ncdc.noaa.gov/data/
gfsanl/ y URL2: http://nomad3.ncep.noaa.gov/pub/reanalysis-1/6hr/pgb/,
respectivamente. A su vez, de cada uno de estos grupos se le extrajo el parámetro co-
lumna atmosférica de agua precipitable (PWATclm), para luego, ser comparado con
los datos PWV_GPS. La variable PWATclm que se extrae del grupo GFS1 se le iden-
tificará como PWV_GFS y del grupo GFS2 se le identificará como PWV_nomads.
En el apéndice B, tabla B.8, se muestra el tipo y características de estos archivos.
Metares: Son archivos de código que emiten informes aeronáuticos de las observa-
ciones meteorológicas, entre ellas: presión, temperatura y temperatura de punto de
rocío. Estos archivos fueron proporcionados por el IDEAM en un formato de exten-
sión txt. Se seleccionaron datos para el mismo periodo correspondiente al período de
los datos GPS. Se anexa un registro de varios metares en el apéndice B, TablaB.6
Datos de precipitación: Se recopilaron datos de precipitación acumulada diaria,
obtenidos de la estación del aeropuerto Eldorado para el año 2010, cuya información
fue proporcionada por el IDEAM en un formato .txt. Esta estación fue seleccionada
por ser la estación más cercana (aproximadamente 10 km) a la estación GPS ubicada
en Ingeominas (ver figura 5.3a en la página 80). La precipitación acumulada diaria
se muestra en la figura 5.9 en la página 94.
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Datos de índices termodinámicos: Se seleccionaron algunos índices de estabilidad
entre ellos: CAPE, LI ,CIN y BRN, ya descritos en la sección §2.4.4. Estos índices
se recolectaron de la plataforma RAOBS (acrónimo en inglés de Radiometeorograph
Observation), la cual posee el IDEAM. Son datos que se registran a las 12Z. Estos
índices se muestran en el apéndice C, figuras C.5, C.6, C.7, C.8.
5.1.3. Tratamiento estadístico
En este apartado se da una breve introducción de las técnicas estadísticas
utilizadas en este trabajo, sin ir a profundizar sobre los temas aquí empleados re-
lacionados con la estadística descriptiva e inferencial, particularmente, en las series
de tiempo. Los paquetes estadísticos como R (Dalgaard, 2002) y MINITAB (Grima
et al., 2004) para el tratamiento de dichos datos, fueron utilizados.
Los datos recolectados para este trabajo, son series de tiempo, cuyos datos
están ordenados cronológicamente. Para ello, fueron utilizados algunas cantidades
estadísticas que permiten medir la tendencia, dispersión y exactitud para comparar
entre varias series temporales y determinar su cercanía y parentezco. La medida
de tendencia utilizada será el error medio o sesgo (), la medida de dispersión o de
precisión será la desviación estándar (σ) y en cuanto a la exactitud será la raíz media
cuadrática (RMC)(Sapucci, 2001; León A., 2005).
El error medio, mide la sobre-estimación o sub-estimación que tienen los
datos que se van a comparar, esta cantidad está dado por (León A., 2005):
 =
∑(θ1 − θ2)
n
=
∑
θ1
n
−
∑
θ2
n
= θ1 − θ2 (5.1)
donde θ1 y θ2 son los modelos a comparar y n es el número de observaciones. La des-
viación estándar, catalogada como una medida de dispersión, está definido como:
σ =
√∑(dif − )2
n− 1 (5.2)
donde dif = θ1 − θ2, es la diferencia de las series de tiempo. La desviación del error
cuadrático medio, conocido como raíz media cuadrática9 se define como:
RMC =
√
2 + σ2 '
√∑(θ1 − θ2)2
n
(5.3)
9Algunos autores se refieren esta desviación del error cuadrático medio como error cuadrático
medio
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utilizando estas cantidades estadísticas aplicadas a los datos recolectados para un
período dado de tiempo, se puede evaluar la exactitud en la determinación del vapor
de agua precipitable PWV derivado de diversas fuentes: radiosondas, modelos GFS
y GPS.
Igualmente se realizó un análisis de regresión, la cual es una técnica esta-
dística para modelar y estudiar la relación entre dos o mas variables: una variable
dependiente de respuesta que se relaciona con k variables independientes, regresivas
o explicativas. Para ello, la relación entre estas variables se caracterizan por medio
de un modelo matemático. Este modelo de regresión lineal general (múltiple) donde
x1, x2, x3, · · · , xk, para k=1,2,3,...,n son las variables explicativas que pueden tener
influencia sobre yi, está definido como (Canavos, 1998):
ŷi = β0 + β1xi1 + β2xi2 + · · ·+ βkxik
Los parámetros βk o coeficientes de regresión son estimados usando el método de
los mínimos cuadrados cuyo proceso minimiza la suma de los cuadrados del error
(SCE), dado por:
SCE =
∑
(yi − ŷi)2 =
∑
(yi − (β0 +
n∑
j=1
βixij))2 =
∑
(εi)2 (5.4)
en donde el residuo εi se asume independiente, de distribución normal con media
0 y varianza σ2, N(0, σ2). Los detalles para el método de los mínimos cuadrados
se puede encontrar en cualquier texto de regresión (por ejemplo: Montgomery and
Runger (2010); Navidi (2006)). En la práctica, los cálculos se llevan a cabo en los
programas estadísticos, para el caso, se utiliza MINITAB. Una forma de relación se
establece a partir de la ecuación Eq. (5.4), llegando a tener
∑
(yi − ŷi)2 =
∑
(yi − y)2 −
∑
(ŷi − y)2
identificando sus términos como:
SCE =
∑
(yi − ŷi)2 , SCT =
∑
(yi − y)2 , SCR =
∑
(ŷi − y)2
lo que significa que la suma de los cuadrados de los errores es la diferencia de la suma
de cuadrados de dos cantidades: la desviación del valor observado yi de la media y
y la desviación de valor ajustado ŷ de la media y, teniendo en cuenta que SCT es la
suma total de cuadrados, SCR es la suma de cuadrados de la regresión y SCE es la
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suma de cuadrados del error. Reordenando esta expresión se tiene
SCT = SCR + SCE (5.5)
Lo anterior muestra que, la variación total en yi alrededor de la media y, una parte
de esta variación puede ser atribuida a la regresión, esto es, a la variación del valor
ajustado ŷ alrededor de la media y y la otra al error. Ahora, la variación de los datos
explicada por la regresión se da en un análisis de varianza. Una salida del análisis de
varianza (ANOVA) del programa MINITAB se presenta en la Tabla 5.1, identificando
estas cantidades.
Fuente GL SC CM F
Regresión p SCR CMR = SCR
p
F = CMR
CME
Residuo (error) n-p-1 SCE CME = SCE
n−p−1 = S
2
Total n-1 SCT
Tabla 5.1: Análisis de varianza para un modelo de regresión general, con p es el número de
variables y n es el número de observaciones. GL=grados de libertad, SC=suma de
cuadrados, CM=cuadrado medio, F=estadístico F, S2=varianza residual
Enseguida, se analiza el problema de multicolinealidad en una regresión múl-
tiple. El propósito de la regresión es evaluar la contribución individual al modelo de
una regresión múltiple. Cuando hay colinealidad, la presencia de dependencia lineal
entre las variables regresoras resultan dando la misma información y por tanto puede
presentar deficiencias afectando el resultado del modelo de regresión. Para verificar la
posible presencia de correlación entre variables explicativas del modelo, se desarrolló
las técnicas siguientes:
1. La prueba de autocorrelación por medio de la estadística Durbin-Watson. Es-
ta prueba verifica la hipótesis H0 de que los residuos de una regresión son
independientes, en contra de la hipótesis H1 de que los residuos están auto-
correlacionados. El estadístico de Durbin-Watson tiene un rango entre 0 y 4:
un valor próximo a 2 indica escasa autocorrelación; un valor entre 2 y 0 indi-
ca una auto-correlación positiva mientras que un valor entre 2 y 4 indica una
auto-correlación negativa. Esta prueba viene en los resultados realizados con
el paquete estadístico MINITAB.
2. Gráfico de dispersión matricial y matriz de correlación de las variables regreso-
ras: permite dar una idea acerca de la posible relación lineal entre las variables
explicativas.
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3. Factor de inflación de varianza (VIF), mide si hay o no colinealidad múltiple
entre las variables. Si éstas presentan un valor pequeño, indicaría que no hay
ningún problema con la colinealidad múltiple.
Para llevar a cabo las pruebas de bondad de un modelo de regresión se utilizaron los
siguientes métodos (Mendoza et al., 2002; Canavos, 1998):
1. Un diagnóstico para la regresión de mínimos cuadrados es realizando una grá-
fica de residuos εi contra valores ajustados yˆi (gráfica de residuos) o contra las
variables independientes xi. Si la gráfica, residuos-valores ajustados, no mues-
tra tendencia importante de la curva y es homoscedástica (varianza constante),
es decir, la dispersión vertical de los puntos no debe variar demasiado, entonces
es probable, que los supuestos del modelo lineal sean válidos. Si la gráfica de
residuos muestra tendencia importante, se curva o es heteroscedástica (varian-
za no constante), se tiene la seguridad de que los supuestos del modelo lineal
“no son válidos”.
2. Las pruebas de hipótesis acerca de los parámetros para medir la adecuación
del modelo. Los parámetros son significativos frente al p-valor del estadístico t,
como también, el estadístico F que contrasta la hipótesis nula, permiten decidir
si las variables incluidas en el modelo explican la variable respuesta.
3. El coeficiente de determinación R2 o coeficiente de correlación múltiple, la cual
es una medida descriptiva que sirve para ilustrar lo adecuado de un modelo
de regresión, ya que mide la calidad del modelo ajustado. Se define como el
cociente entre la variabilidad explicada por la regresión y la variabilidad total,
esto es R2 = SCR
STC
= 1− SCE
STC
.
5.2. Resultados e Interpretación
5.2.1. Datos GPS
La base de datos del vapor de agua precipitable generados por el sistema
GPS (PWV_GPS) procedente de la estación de INGEOMINAS en Bogotá y que co-
rresponde al año 2010, abarca el período 9 de febrero de 2010/00:15Z hasta el 30 de
diciembre de 2010/23:15Z. La serie de tiempo del vapor de agua precipitable es pre-
sentada en la Figura 5.4 donde se identifica los valores extremos (0.5mm - 30.4mm),
valores ausentes y donde se visualiza la tendencia. Consta de 15275 observaciones
tomadas cada 30 minutos.
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(a) Serie del vapor de agua precipitable (PWV), correspondiente a 15275 datos en el periodo 9-
feb/2010 hasta 30-dic/2010, registrados por la estación de Ingeominas, Bogotá. Los datos ausentes
están indicados en círculos y puntos rojos.
(b) Diagrama de cajas por mes del vapor de agua precipi-
table
Figura 5.4
Además, esta serie presenta 2026 datos ausentes en ese mismo período en
diferentes fechas, debido a causas de interrupción de funcionamiento y soporte en el
sistema receptor GPS. La técnica de promedio móvil fue aplicado para la imputación
de datos en los espacios donde hubo pocos datos ausentes (menores a 5). En la Fi-
gura 5.5 presenta una salida de MINITAB, un resumen de la estadística descriptiva
de la serie de tiempo PWV_GPS. Se puede observar el histograma, gráfico de cajas
(box-plot) y las características esenciales de esta serie junto con la gráfica de nor-
malidad Q-Q. Se describe en el histograma que los datos de la serie vapor de agua
precipitable muestra una distribución de cola hacia la izquierda con una asimetría
negativa de -0.811 y un nivel de apuntamiento dado por la kurtosis de 1.37, el cual,
es mas apuntada que la distribución normal. Además, se puede apreciar en el gráfico
de normalidad Q-Q, un alejamiento hacia abajo de la linea de normalidad en su lado
izquierdo, donde se presenta más dispersión de los datos. También, se observa en el
diagrama de cajas, mayor concentración de datos hacia el lado derecho .
88
27,022,518,013,59,04,50,0
Mediana
Media
21,621,421,2
1er cuartil 19,400
Mediana 21,500
3er cuartil 23,300
Máximo 30,400
21,089 21,198
21,500 21,600
3,163 3,240
A -cuadrado 94,02
V alor P  < 0,005
Media 21,144
Desv .Est. 3,201
V arianza 10,245
A simetría -0,81218
Kurtosis 1,37053
N 13255
Mínimo 0,500
Prueba de normalidad de A nderson-Darling
Interv alo de confianza de 95% para la media
Interv alo de confianza de 95% para la mediana
Interv alo de confianza de 95% para la desv iación estándar
Intervalos de confianza de 95%
Resumen para PWV
(a)
403020100
99,99
99
95
80
50
20
5
1
0,01
PWV
P
o
rc
e
n
ta
je
Media 21,14
Desv.Est. 3,201
N 13255
AD 94,017
Valor P <0,005
Gráfica de probabilidad de PWV
Normal - 95% de IC
(b)
Figura 5.5: Estadística descriptiva de la serie de tiempo de vapor de agua precipi-
table PWV del sistema GPS. a) histograma y diagrama de cajas junto
a las características estadísticas b) Gráfico de normalidad Q-Q
La prueba de normalidad de Anderson-Darling (AD) (López, 2012) que vie-
ne dentro del análisis del paquete estadístico MINITAB, consiste en probar si un
conjunto de datos muestrales proviene de una población con distribución de proba-
bilidad normal. Éste se basa en la comparación de la distribucion de probabilidad
acumulada empírica con la distribución de probabilidad teórica probando la hipótesis
nula de si las variables aleatorias siguen una distribución normal N(µ, σ). Con base
a esto, la prueba obtiene un valor de 93,9198 y un p-valor menor de 2, 2 × 10−16,
el cual es mucho menor que el nivel de significación de 0,05, dando lugar a recha-
zar el supuesto de normalidad para esta serie, aceptando la hipótesis alterna de no
normalidad.
Para observar el patrón que determina el comportamiento de esta serie y para analizar
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el ciclo diurno que presenta la variable vapor de agua precipitable, se utilizó técnicas
de suavizado para la serie con el fin de cancelar los efectos aleatorios y estar menos
sujeta a oscilaciones.
(a)
(b) (c)
Figura 5.6: a) Serie de tiempo promedio diario de PWV. b) Medias móviles para la
serie PWV de orden 1032 períodos. c) Promedio mensual del vapor de
agua precipitable para el año 2010.
De esta forma, en la Figura 5.6a presenta la variación del promedio diario
de PWV en función del tiempo y en la Figura 5.6b se obtuvo mediante la técnica de
suavizado de medias móviles; para esta serie se aplicó un fuerte suavizado utilizando
un promedio de longitud de 1032 períodos (período correspondiente a un tiempo de 20
días, de orden 1032). En ambas gráficas mencionadas se visualiza un comportamiento
estacionario, la serie no tiene un comportamiento ascendente ni descendente, lo que
conduce la posibilidad de que no hay cambio en las características probabilísticas:
media y varianza constantes en el tiempo. Se observa una condición de estacionalidad
insinuándose, aunque no tan demarcado, un ciclo u oscilación con niveles bajos en el
mes de febrero y final de diciembre y asimismo en agosto-septiembre; niveles altos en
los meses de abril-mayo, como también, en noviembre. En la Figura 5.4b mediante el
diagrama de cajas se observa mas claramente la fluctuación mensual que presenta el
vapor de agua precipitable a lo largo del año, coincidiendo en que los meses de mayor
nivel de PWV se presentan en abril y noviembre y los de menor nivel se presentan
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en febrero, agosto y diciembre. Esto evidencia que tiene un comportamiento similar
al ciclo estacional anual de precipitaciones que se presenta en la ciudad de Bogotá
como se puede ver en la figura 5.9b en la página 94.
febrero marzo abril mayo junio agosto septiembre octubre noviembre diciembre
promedio mensual 18,09 20,21 23,75 23,14 21,88 19,75 20,44 20,68 21,94 19,46
promedio dia 18,093 20,22 23,74 23,09 21,88 19,75 20,44 20,67 21,94 19,46
Tabla 5.2: Promedio diario y promedio mensual de vapor de agua precipitable para
el año 2010. Están ausentes los meses de enero y julio debido a que no
hay registros completos para esta fechas.
En la Tabla 5.2, se presentan los promedios de PWV para cada mes, excep-
tuando los meses de enero y julio. Igualmente, se puede visualizar en la Figura 5.6c la
fluctuación de estos valores promediados durante el año. En la Figura 5.7 se observa
que la fluctuación de los niveles horarios en el ciclo diurno presenta niveles bajos de
vapor de agua precipitable entre las 9:00 y 11:00 HLC y niveles altos en el período
entre 15:00 y 20:00 HLC. Para los ciclos mensuales se evidencia que los niveles mas
bajos de PWV se presenta en el mes de febrero y los niveles mas altos en los meses
de abril-mayo, seguido de períodos intermedios con niveles bajos en los meses de
agosto-septiembre y niveles altos en noviembre.
En el apéndice C, las figuras C.2 en la página 139 y C.3 en la página 140, se visualiza
el comportamiento del promedio horario y promedio diario en torno a los ciclos
diurnos y mensuales del vapor de agua precipitable para cada mes del año, excepto
en los meses de enero y julio por la ausencia de datos. Se identifica que la oscilación
diaria, como se puede observar en estas gráficas (FiguraC.2), el PWV para el mes
de febrero, marzo y finales de diciembre presentan mas dispersión con variaciones
mas pronunciadas a diferencia de los demás meses que muestran variaciones mas
leves. En cuanto a la variación diurna, FiguraC.3, los niveles de PWV para cada
mes presenta valores mas bajos en la franja de 9:00-11:00 HL (Hora Local) para seis
meses (febrero, marzo, junio, octubre, noviembre y diciembre), frente a la franja de
7:00-9:00 HL para los meses de abril, mayo, septiembre.
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Figura 5.7: Ciclo diurno y diario mensual del vapor de agua precipitable. Arri-
ba: Variación diurna del vapor de agua precipitable para cada mes de
2010. Abajo: Variación diaria mensual del PWV.
5.2.2. Comparaciones de datos provenientes de GPS, GFS y radiosondeo
Con el fin de validar la serie de datos de la variable Vapor de Agua Precipita-
ble obtenidas por el sistema GPS (PWV_GPS), con respecto a los datos provenientes
de Radiosondeos (PWV_rs) y procedentes de dos bases de datos del Global Forecast
System (PWV_GFS y PWV_nomads), se propuso analizar la diferencia entre los
pares de datos observados PWV_GPS vs PWV_rs, PWV_GPS vs PWV_GFS y
PWV_GPS vs PWV_GFS_nomads.
El primer inconveniente encontrado para comparar estas series de tiempo fue
las diferentes frecuencias temporales en que se encuentran cada una de las variables,
a saber: los datos que provienen de los radiosondeos (PWV_rs) tienen una frecuencia
de medición diaria, esto es, un dato a las 12:00UTC; los datos que derivan del GFS,
tienen una frecuencia de seis horas: 0:00UTC, 6:00UTC, 12:00UTC y 18:00UTC;
mientras que las observaciones que provienen del sistema GPS tienen frecuencias
de media hora (iniciando a las 0:15UTC, 0:45UTC, 1:15UTC,. . . , y terminando a
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las 23:15UTC, cada día). Para tener series temporales de una misma naturaleza,
se procedió a transformar la serie PWV_GPS para obtener la misma frecuencia de
las demás series de tiempo, confrontando los pares de tiempo 0:00Z, 6:00Z, 12:00Z
y 18:00Z, así: para obtener el dato de las 0:00Z se tomó el dato 0:15Z de la serie
GPS; para obtener el dato 6:00Z se promedió los datos 5:45Z y 6:12Z; para el dato
12:00Z, el promedio de los valores cercanos: 11:45Z y 12:15Z; para el dato 18:00
UTC se promedió los datos 17:45Z y 18:15Z. En la figura 5.8 en la página siguiente
la comparación de estas series temporales.
Pares de series Máx(mm) Mín(mm) RMC(mm) , error medio(mm) σ, desv. est.(mm) R2 Coef. Pearson
PWV_GFS - PWV_GPS 14.45 -8 2.51 0.73 2.41 0.55 0.74
PWVnomads - PWV_GPS 27.7 1.8 12.03 11.54 3.39 0.21 0.45
PWV_rs - PWV_GPS 4.11 -3.9 1.35 0.89 1.01 0.89 0.94
Tabla 5.3: Comparación estadística entre las series de tiempo del vapor de agua
precipitable procedentes de rasiosondeos, GFS y GPS
En la Tabla 5.3 se presenta un resumen estadístico comparativo, del procedimiento
realizado arriba, aplicando, entre otros, la raíz media cuadrática (RMC) (Eq. (5.3)),
error medio (Eq. (5.1)), R2 y coeficiente de correlación r, para las series temporales
descritas. Se observa que hay una mayor correlación entre los datos de radiosondeo-
GPS (r=0.94), seguido de los datos GFS-GPS (r=0.74), aun cuando el error medio
es menor para éste ( = 0.73) que para el primero ( = 0.89). En cambio, los datos
GFS_nomads se alejan bastante de los datos PWV_GPS ya que tienen una ba-
ja correlación (r=0.45) y de hecho, un error medio alto sobrestimando los valores
PWV_GPS. Bajo estos aspectos, los datos PWV_rs registran el mismo comporta-
miento que los datos PWV_GPS , tal como se puede observar en la figura (5.8a).
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(a)
(b)
Figura 5.8: Gráfica de series de tiempo de GPS_PWV y obtenidos de radiosondas y de modelos
GFS. a) Comparación entre la serie PWV_GPS y la serie de tiempo del PWV_rs.
Los puntos oscuros son los valores del valor de agua precipitable por sondeo regis-
trados a las 1200Z. b) Series de tiempo del vapor de agua precipitable por GPS y de
los modelos GFS y GFS(nomads) con datos de 00z, 06z, 12z y 18z para el año 2010
5.2.3. PWV_GPS y precipitación
En esta sección se hace un análisis de los datos del valor promedio diario del vapor
de agua precipitable PWV y datos de precipitación acumulada diaria.
Utilizando estos datos obtenidos para el año 2010, se elaboró un gráfico que muestra el
comportamiento de la precipitación acumulada diaria y del promedio diario del vapor
de agua precipitable, ver Figura 5.9a. Para el cálculo del promedio diario de PWV
se tomó como referencia el mismo período que define la precipitación acumulada
diaria, es decir, el promedio desde las 7:00A.M. a 7:00A.M. del día siguiente. En
esta gráfica, se observa a grandes rasgos, una reducción en los niveles del promedio
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diario de PWV en los meses de febrero y marzo, mas pronunciado para el mes de
febrero. Asimismo, se observa una reducción para los meses de agosto y septiembre,
con descenso considerable al final del mes de diciembre. Haciendo concordancia con la
precipitación, se evidencia una reducción notable de las lluvias en cuanto a intensidad
y número de días de lluvia (Figura 5.9b) para los meses de febrero y marzo. Para los
meses de agosto y septiembre se presentó una leve reducción en las precipitaciones
con descenso a finales de diciembre. Valores altos del promedio diario de PWV se
ubicaron en los meses de abril, mayo y junio, más notable en el mes de abril, en
comparación con los meses de octubre y noviembre que también tuvieron lugar un
aumento del promedio diario de PWV. En cuanto a las precipitaciones, éstas se
incrementaron en los meses de abril, mayo, junio, julio, octubre, noviembre e inicios
de diciembre, identificando mayor intensidad en los meses de abril y noviembre.
(a)
(b)
Figura 5.9: Precipitación acumulada diaria en el aeropuerto Eldorado y promedio diario de
PWV en la estacion de Ingeominas a) Precipitación acumulada diaria y promedio
diario del vapor de agua precipitable. b) izq: Número de días de lluvia; der: precipi-
tación acumulada mensual.
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(a)
(b)
(c)
Figura 5.10: Precipitación acumulada diaria y anomalía de PWV_GPS para el año
2010. a) Comportamiento de la anomalía de PWV_GPS b) Compara-
ción entre la anomalía PWV_GPS y precipitacion acumulada diaria. c)
Comparación entre la anomalía del promedio mensual de PWV_GPS
y promedio mensual de precipitacion acumulada diaria.
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En la figura 5.10 se observa el comportamiento de la anomalía de PWV_GPS
y precipitación acumulada diaria. La anomalia de PWV_GPS se obtuvo a partir del
promedio diario de PWV_GPS. Adicionalmente, se calculó el promedio mensual de
PWV_GPS y de éste se obtuvo su anomalía mensual para poderlo comparar con
el promedio mensual de precipitación (ver Figura 5.10c). En estas gráficas se ob-
serva que el mes de febrero presentó niveles más bajos de PWV y el mes de abril,
junto con noviembre, los niveles mas altos de PWV (Figura 5.10c). También puede
observarse que los periodos lluviosos y moderadamente lluviosos estuvieron domi-
nados por niveles altos de PWV. Por el contrario, los periodos de baja lluviosidad
o condiciones secas estuvieron acompañadas en una disminución en los niveles de
PWV.(Figura 5.10b)
Con base en este análisis previo, se desea establecer si la variable vapor de agua
precipitable es un indicador en el desarrollo y presencia de las precipitaciones. Para
ello, siguiendo la pauta de la subsección §5.1.3, se construyeron modelos de regre-
sión entre la precipitación acumulada diaria y el promedio diario del vapor de agua
precipitable, utilizando los paquetes estadísticos MINITAB y R, lo cual, arrojó los
siguientes resultados mostrados en el apéndice C en la página 137, tablas : D.1 y D.2
en la página 150. En la descripción de éstos modelos de regresión lineal se observa
que la bondad de ajuste se valora mediante el estadístico R2, este mide si el modelo
explica bien la variable de respuesta (Navidi, 2006), el cual dió un coeficiente de
determinación de 0,132, es decir, que solo el 13,2% de la variabilidad de la respuesta
es explicada por el modelo ajustado. De acuerdo con esto, el coeficiente de Pearson es
de 0,363, un valor próximo a cero, indicando la poca asociación lineal que hay entre
estas variables. En cuanto al análisis de varianza adjunta en las tablas D.1 y D.2, se
observa que los valores de la suma de cuadrados del error SCE y la suma total de
cuadrados SCT son cercanos, indicando poca asociación entre estas variables.
Tomando el criterio para los análisis de residuos en la regresión según (Ca-
navos, 1998), si la ecuación de regresión está definida en forma correcta y no existe
deficiencia, entonces la gráfica de los residuos vs. los valores estimados de la varia-
ble dependiente a los correspondientes valores de cada variable de predicción o de
la variable independiente en la ecuación, no mostrará ningún patrón o no existirá
ninguna relación entre los residuos y los valores ajustados. Si existe alguna relación,
sugiere que hay una deficiencia y por tanto los términos de la regresión no explican el
modelo del regresión. Para el caso, en los diagramas de la TablaD.1b y TablaD.2b,
se observa en las gráficas de residuales tienen una tendencia o patrón, mostrando que
la varianza de los residuos no es constante, lo que no corresponde con los supuestos
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que deben tener los errores para un modelo lineal. Así mismo, para verificar la nor-
malidad, por medio de la gráfica “normal Q-Q” de los residuos, se establece que los
residuos no presentan una distribución normal, ya que hay bastantes datos hacia los
extremos, en las colas de distribución, que se alejan de la recta normal, y solo en la
franja (-1,1), o parte de ella, se acercan a la recta normal. Por lo anteriormente dicho,
la elaboración de estos modelos para describir estas variables no son adecuadas.
5.2.4. PWV vs. Indices termodinámicos y Temperatura equipotencial
En este apartado se hace un análisis de los datos del vapor de agua pre-
cipitable PWV obtenidos por GPS y de su anomalía, con índices termodinámicos
de estabilidad (CAPE, BRN, LI y CIN) y datos de temperatura equipotencial equi-
valente (TPEQ)10 discutidos en las secciones §2.4.3 y §2.4.4. Las series de tiempo
de este conjunto de datos comparadas con la serie de vapor de agua precipitable se
muestran gráficamente en el apéndice C: C.5, C.6, C.7 y C.8. Es de notarse que el
índice LI tiende a tener más asociación con los valores de PWV e inclusive con las
precipitaciones, FiguraC.7, C.9 yC.10, mientras que los demás índices, no muestran
claramente una disposición de asociación y que hace dificil la identificacion de un
patrón.
En primera medida, se establece la matriz de correlación y la matriz de
dispersión para las variables de estudio, para observar el grado de asociación de
cada par de variables cuyos resultados se muestran en la Figura 5.11. Se observa que
las mejores correlaciones encontradas entre cada par de variables son PWV_12z11
vs. TPEQ, TPEQ vs. LI y PWV_12z vs. LI. Analizando, en primera instancia, la
relación entre el par PWV_12z y TPEQ, éste presenta una correlación de 0,636 como
se puede apreciar en la Figura 5.12, sin embargo, al considerar un modelo estadístico
que explique este comportamiento, éste presenta un coeficiente de determinación R2
de 40,48%, resultado que se muestra en el apéndice D, cuadro #D1.
10TPEQ es obtenida de los datos de los radiosondeos.
11Valor de PWV correspondiente a los datos de las 12Z
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(a)
(b)
Figura 5.11: a) Correlación simple obtenida con MINITAB para agua precipitable (PWV_12z),
temperatura equipotencial equivalente (TPEQ), índices termodinámicos (CAPE,
LI, BRN, CIN) y precipitación acumulada (Precip). b) Matríz de dispersión de
PWV(agua precipitable), Precip (Precipitación acumulada), TPEQ (temperatura
potencial equivalente) e índices termodinámicos (CAPE, BRN, CIN, LI) obtenida
con el paquete estadístico R.
Figura 5.12: Series de tiempo entre la temperatura equipotencial y el vapor de agua precipitable. Se observa
moderada concordancia entre estas dos series teniendo un coeficiente correlación de 0,636 y un
valor de R2 = 40, 48% que explica la variable de respuesta para un modelo de regresión.
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Ahora, con el fin de estudiar la relación que hay entre todas las variables,
se aplicó la técnica estadística de regresión lineal múltiple. Para éste análisis se
utilizaron los paquetes estadísticos MINITAB y R. Al obtener un modelo de regresión
entre las variables propuestas, se definió el vapor de agua precipitable como variable
de respuesta (PWV_12z) y seis variables explicativas: TPEQ, CAPE, BRN, LI, CIN
y Precip12. El resultado se observa en la Tabla 5.4.
Tabla 5.4: Modelo de regresión para los datos de PWV usando el modelo y = β0 +
β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + ε. Se observa que presenta un valor
de R2 = 51 % de confiabilidad.
La salida de esta regresión múltiple contiene la siguiente información: en
la parte superior se presenta la ecuación del modelo de regresión, debajo de ésta
se muestra la columna de las variables explicativas (predictor), junto a la columna
del estimador del coeficiente βi (Coef) para cada variable explicativa. Enseguida,
la columna de las estimaciones de sus desviaciones estándar (SE Coef). Después de
cada desviación estándar está el estadístico t de Student para probar la hipótesis nula
de que el valor verdadero del coeficiente βi es igual a 0. Este estadístico es igual al
cociente entre el estimador del coeficiente y su desviación estándar. Debido a que hay
n observaciones y p variables independientes (para el caso, p=6), el número de grados
de libertad para el estadístico t es n−p−1. Los p-valor para las pruebas se presentan
en la columna siguiente. Aquí, los p-valor para las variables CAPE, BRN y CIN son
12Precipitación acumulada diaria
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grandes, mayores que el nivel de significancia del 5% por lo que se considerarían poco
significativos, mientras que para las variables LI y TPEQ, incluyendo la constante,
son demasiado pequeños, menores al 5% del nivel de significancia, considerando que
son variables significativas, cada una de estas variables independientes explican la
variable de respuesta, PWV_12z , luego,podría decirse, que son útiles para el modelo.
Abajo, aparece la cantidad S, es la estimación de la desviación estándar del error y
R-cuad representa el coeficiente de correlación múltiple R2 , lo que corresponde al
51% de confiabilidad que tiene este modelo.
Para el análisis de la varianza, se tiene en la columna GL los grados de li-
bertad para la regresión que es igual al numero de variables independientes (6 para
este modelo). En esa misma columna en el error residual se encuentra el numero de
grados de libertad que representa el número de observaciones n menos el numero
de parámetros estimados (para el caso 7: el intercepto y los 6 coeficientes de las
variables independientes) y el último, el total de grados de libertad que es el ta-
maño de la muestra menos uno (n-1) que también constituye la suma de grados de
libertad de regresión mas los grados de libertad para el error. En la columna SC, se
encuentra la suma de cuadrados de la regresión (SCR), suma de cuadrados del error
(SCE) y suma total de cuadrados (STC). La columna MC es la media de los cua-
drados que son las sumas de los cuadrados divididos entre sus respectivos grados de
libertad. Para este modelo, la media del cuadrado del error (MCE) es 1197,93258 = 4, 64
ó S2 = 2, 152 = 4, 64, que viene a ser la estimación de la varianza de error o va-
rianza residual. F representa el cuadrado medio para la regresión dividida entre el
cuadrado medio del error. Este es el estadístico F 13 que prueba la hipótesis nula de
que ninguna de las variables independientes están relacionadas linealmente con la
variable dependiente. Se observa que el estadístico F0 = MCRMCE = 44, 84 es mayor que
fα,k−1,n−k = f0.05,5,259 = 2, 21 rechazando la hipótesis nula, H0, por lo que el modelo
globalmente se puede considerar significativo, o que alguno de los coeficientes de la
regresión es diferente de cero. A su vez, el p-valor para esta prueba es muy pequeño
para un nivel de significación del 5% lo que indica el potencial de las variables para
explicar la variación de la variable respuesta, aunque, como se había mencionado
atrás, las variables regresoras explican el 51% de la variabilidad del modelo. Anali-
zando el problema de multicolinealidad, existe multicolinealidad entre las variables
independientes en una de regresión si estas variables independientes están relaciona-
das entre sí o dependen de otra. De hecho, una multicolinealidad de datos es grave
si por lo menos uno de los coeficientes de correlación simple entre variables indepen-
13con k-1 grados de libertad en el numerador y n-k grados de libertar en el denominador
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dientes es al menos de 0.9 (Bowerman et al., 2007). En la matriz de correlaciones
simples que se muestra en la Figura 5.11a, el coeficiente de correlación mas grande
es de 0,636 entre las variables PWV_12z y TPEQ, luego, para esta condición, no se
presenta una multicolinealidad grave entre las variables explicativas incluidas en el
modelo de regresión.
Otra manera de medir la multicolinealidad es usar los “factores de inflación
de la varianza” (VIF, siglas en inglés). Según el criterio mencionado en Bowerman
et al. (2007), si el factor mas grande de inflación de la varianza es mayor que 10 y
el promedio de VIF de los factores de la inflación de la varianza es ’sustancialmen-
te’ mayor que 1, se puede considerar la gravedad de la multicolinealidad entre las
variables. Mediante el uso de MINITAB, se dan los valores de estos factores para
cada variable incluido en el modelo de regresión que relaciona PWV con las seis
variables independientes. En la Tabla 5.4 la columna (VIF), el valor mas grande del
factor de inflación de la varianza es 1,850 y el promedio de los factores de inflación
de varianza es de 1,422, luego, no es sustancialmente mayor que 1. Por lo tanto, se
consideraría que la multicolinealidad entre las seis variables independientes no sea
grave. Lo anterior, da un indicio de la existencia de relaciones que pueden ser útiles
entre PWV_12z y las seis variables independientes.
En seguida, mediante otros métodos se comprueba si algunas o todas las
variables independientes son buenas predictoras. Para determinar el mejor conjunto
de variables por incluir en la ecuación de regresión múltiple se aplicó dos métodos:
un método por comparación y el método de regresión por pasos. El primer método
(Canavos, 1998; Montgomery and Runger, 2010), se calculó y comparó todas las
posibles ecuaciones de regresión. Para este procedimiento se utilizó cinco variables
(sin incluir la variable precipitación), por ende, se tiene cinco ecuaciones: cada una
con una variable de predicción, diez con dos variables de predicción, diez con tres
variables de predicción, cuatro con cuatro variables de predicción y una con cinco
variables de predicción. Esto proporciona la evaluación y comparación de todas la
ecuaciones de regresión y con base en todas las discrepancias aparentes debe surgir
la mejor ecuación. En la Tabla 5.5a contiene las estimaciones por mínimos cuadrados
para los coeficientes de regresión y la Tabla 5.5b identifica los correspondientes valores
de R2, suma de cuadrados del error SCE y media cuadrada del error CME, como
también el cálculo de Cp. El criterio Cp14 es una estadística que se utiliza para
14Un valor del Cp de Mallows que se aproxima al número de predictores más la constante indica que
el modelo es relativamente preciso y no tiene sesgo en la estimación de los verdaderos coeficientes
de regresión y el pronóstico de respuestas futuras.
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Tabla 5.5: a) Conjunto de posibles modelos de regresión indicando cada uno las constantes que intervienen en el
modelo con cinco variables independientes (CAPE, BRN, CIN, LI y TPEQ) y la variable dependiente
(PWV). b) Criterios de selección para todas las regresiones posibles aplicando el criterio Cp
(a) (b)
ayudar a elegir entre modelos de regresión múltiple comparables. Es una medida del
cuadrado medio del error total del modelo de regresión, definido como (Canavos,
1998):
Cp =
CSEp
S2k
− (n− 2p) (5.6)
con n el número de observaciones y p el número de términos (parámetros: el término
constante más los términos de las variables) de la regresión del modelo a tratar. CSEp
es la suma de cuadrados del error para la ecuación de regresión con p términos y
S2k es el cuadrado medio del error de todos los k variables. Los valores deseables
para Cp son aquellos que están cerca al valor de p. Aplicando este estimador de la
ecuación Eq. (5.6) se obtuvo la columna Cp que se muestra en la Tabla 5.5b para
todas las regresiones posibles. Con los criterios expuestos, los valores mas próximos
a p, son los modelos (LI,TPEQ), (CAPE, LI, TPEQ), (CAPE, LI, CIN, TPEQ),
aunque el mejor modelo aparente es el conformado por las variables (CAPE, LI,
TPEQ), sin embargo, al observar el análisis de regresión para este modelo, que se
encuentra en el apéndice D, cuadro #D18, éste carece de precisión para la estimación
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del coeficiente CAPE dado que β1 = −0.006975 con un p-valor de 0.115 mayor que el
nivel de significación de 5%. Lo mismo pasaría con el conjunto de variables del modelo
(CAPE, LI, CIN, TPEQ), puesto que las variables CAPE y CIN tienen coeficientes
con p-valor mayores al 5% de significación por lo que serían menos significativos. Se
observa que estos posibles modelos de regresión obtenidos con este criterio presentan
una confiabilidad alrededor del 50%.
El segundo método es el empleo del procedimiento de “regresión por pasos”
utilizando un nivel de significación del 5% con el fin de obtener la mejor ecuación.
Los resultados se presentan en el apéndice Chapter D, TablaD.3, los cuales fueron
obtenidos por el paquete estadístico MINITAB (Grima et al., 2004), el cual, selec-
ciona aquel conjunto de predictores que optimiza el ajuste del modelo, mostrando en
cada paso la mejor opción después de haber eliminado la variable con el p-valor para
el coeficiente de menor significancia.En dicha TablaD.3, se observa cinco (5) colum-
nas que muestran las variables que entran en cada paso, junto con las medidas de
calidad de ajuste. Al final de cada columna se presenta el estadístico Cp. Utilizando
el criterio Cp, el subconjunto cuyo valor se acerca mas al número de parámetros p es
el que está compuesto por la columna 4 (CAPE, LI y TPEQ) con un R2 del 50,3%
que explica la variabilidad de PWV. Además, el siguiente subconjunto cuyo valor Cp
se aproxima al número de parámetros es la columna 3, compuesto por (LI, CAPE,
CIN y TPEQ). De esta forma, se establece que los parámetros predictores no dan
una buena explicación de la variable respuesta y, por tanto, presentan un 50,8% de
calidad en estos modelos de regresión.
Al hacer un análisis de los residuos, mediante las gráficas de residuos, pueden
detectarse deficiencias en el modelo de regresión. El residuo o el residual está definido
como la diferencia numérica que existe entre el valor observado yi y el correspondiente
valor ajustado ŷi, ei = yi − ŷi, considerando que el residuo es la estimación del
verdadero error no observable εi. Si la ecuación de regresión se ha definido, en forma
correcta y no existe alguna deficiencia, entonces la gráfica de residuos contra los
valores estimados yi no presentará ningún patrón, esto es, no existe ninguna relación
entre los residuos y los valores ajustados (Canavos, 1998). Tomando en cuenta esto,
en la figura D.3 en la página 151 se observa una serie de gráficas de residuos: residuo
vs. valor ajustado, Normal Q-Q, histograma de residuos, residuo vs. valor observado
y residuos vs. variables regresoras. En ellas se puede constatar que presentan una
varianza del error moderadamente constante (cabe recordar que la varianza residual
es el error cuadrático medio). Así mimo, la distribución de los residuos verifican
una aproximada distribución de normalidad, salvo un pequeño alejamiento hacia
104
los extremos, por lo que puede tener algunas deficiencias del modelo causado por
los valores extremos. Además, el análisis de residuos para las variables explicativas,
TPEQ y LI, presenta una nube de puntos que está concentrada alrededor del valor
cero, ya que la suma de los residuos es cercano a cero, ∑ ei = −5.955306×10−15 ≈ 0,
por lo tanto, no presenta una tendencia significativa.
Ahora, al considerar el comportamiento de la anomalía PWV_12z frente a
las variables TPEQ, LI, Precip, CAPE, BRN y LI cuyo resultado se muestra en el
apéndice D cuadro #28 en la página 156, el cual, se obtuvo mediante la técnica de
regresión "paso a paso", se observa que los posibles modelos de regresión obtenidos
con este criterio presentan una confiabilidad máxima del 50,03% en los valores de
R2.
Para determinar la influencia que tienen las variables predictoras TPEQ,
LI, CAPE, BRN y LI junto con los datos de PWV_12z y su anomalía sobre la
variable precipitación (Precip), se aplicó, también, el método de regresión por pasos.
La calidad de estos resultados determinaron que van de 10,32% a 11,21% en los
valores de R2, considerando que no se establece un buen modelamiento para describir
la precipitación y, por tanto, no es un buen indicador. Estos resultados se muestran
en el apéndice D cuadros #D 29 y #D 30. Los métodos utilizados no establecen una
correlación adecuada en las variables de estudio propuestas en esta investigación, es
decir, entre el vapor de agua precipitable, los índices termodinámicos y temperatura
equipotencial para definir e identificar eventos convectivos de fuerte precipitación.
5.3. Caso de estudio
En la presente sección se hace un caso de estudio aplicando la técnica de
análisis compuesto como un método de predicción. A través de esta herramienta
estadística podría ayudar a determinar el tipo de relación que pueda existir entre el
vapor de agua precipitable y el efecto que puede ejercer sobre el comportamiento de
las precipitaciones, además, esta técnica está basada en la probabilidad condicional de
que un determinado evento se produzca, correspondiendo a aquellas situaciones que
satisfacen ciertas condiciones bajo la función de distribución de probabilidad. Una
probabilidad condicionada es aquella que dada la ocurrencia de un evento (niveles
bajos o altos del vapor de agua precipitable), ocurra otro que pueda estar asociado
al primero (disminución o aumento de las precipitaciones). Con esta herramienta se
hace un estudio preliminar de la ocurrencia de la variable precipitación condicionada
a la cantidad de vapor de agua precipitable en la atmósfera.
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La aplicación de esta técnica se estableció de la siguiente manera, siguiendo
el procedimiento propuesto por la NWS (National Weather Service), cuyo tutorial
se encuentra en la dirección URL: http://www.nws.noaa.gov15, de la NOAA, como
también, en el programa COMET (Hauser, 2005):
Disposición de las series de tiempo de las variables a analizar (variable inde-
pendiente: vapor de agua precipitable, variable dependiente: precipitación) en
forma diaria.
Determinación de los puntos de corte (umbrales) de los datos en tres partes para
definir las categorías y eventos de las variables dependiente e independiente,
respectivamente:
• Eventos para anomalía de agua precipitable:
◦ baja humedad
◦ neutro
◦ alta humedad
• Categorías para precipitación:
◦ seco
◦ moderadamente lluvioso
◦ lluvioso
Construcción de la tabla de contingencia. Se determinan las frecuencias y se
calcula la probabilidad de ocurrencia que presenta la variable precipitación en
las categorías: seco, moderadamente lluvioso o lluvioso dada la aparición de los
eventos: baja humedad, neutro o alta humedad referente a PWV.
Uso de la metodología de análisis de riesgo usando la distribución hipergeomé-
trica como test de significancia estadística para evaluar el análisis compuesto.
Presentación gráfica de la distribución del comportamiento de las distintas
categorías de la precipitación dada la ocurrencia de los eventos de la variable
PWV.
El uso de esta metodología fue aplicada para los meses de febrero y abril como casos
de estudio por considerar que estos meses presentaron niveles extremos de PWV,
como también, acompañadas de valores extremos de precipitación (ver figuras 5.9b y
5.10). La disposición de las variables precipitación y anomalía de PWV se presentan
en la tabla 5.6: en la columna E se ubican los datos de precipitación y en la columna
15Tutorial en linea http://www.nws.noaa.gov/om/csd/pds/PCU4/Composites/
CompInstructions.pdf, [Consulta: oct-2012]
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F los datos de anomalía de PWV. Los umbrales, por debajo y por encima, para estas
variables, están en las celdas E3, E4 para precipitación y F3, F4 para anomalía de
PWV, respectivamente.
Tabla 5.6: Disposición de los datos de precipitación y anomalía de PWV en una hoja de cálculo.
Los datos en color azul (rojo) indican por encima (por debajo) del valor del punto
de corte superior (inferior) correspondiente. Los puntos de corte se describen en las
celdas E3, E4, F3 y F4. Izquierda: mes de febrero. Derecha: mes de abril.
Las categorías para la precipitación y de anomalía de PWV se establecieron
en los siguientes rangos en función de los puntos de corte establecidos para cada mes
definiendose como:
categorías precipitación
febrero abril
seco ≤ 1 mm seco ≤ 2 mm
1mm < ligeramente lluvioso < 1,2mm 2mm < ligeramente lluvioso < 4
Lluvioso ≥ 1,2mm Lluvioso ≥ 4mm
eventos anomalía de PWV
febrero abril
baja humedad ≤ -0,5 mm baja humedad ≤ -3 mm
-0,5mm < humedad moderada < 2mm -3mm < humedad moderada < 2mm
alta humedad ≥ 2mm alta humedad ≥ 2mm
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En la tabla de contingencia (tabla 5.7), por cada evento correspondiente a la
anomalía de PWV se calculó el número de ocurrencias de cada categoría relacionado
con la precipitación. Igualmente se determinó su probabilidad de ocurrencia (tabla
5.7b). Con esta información se aplicó la distribución hipergeométrica dada por:
P (X = x) = h(x, n,M,N) =
 m
x
 N −m
n− x

 N
n

donde N = número total de días, n = frecuencia total de un evento, m = frecuencia
total de una categoría, x = número de ocurrencias de una categoría dentro de un
evento. De aquí, se construye una tabla para realizar el análisis de riesgo (ver tabla
5.8), mediante la distribución hipergeométrica, siendo ésta, una aproximación para
describir la distribución de probabilidad entre todos los resultados posibles de una
categoría dentro de un evento, sea baja humedad o alta humedad, referente a la
anomalía de PWV16.
Para mostrar la distribución del acontecimiento histórico, para los meses de
febrero y abril, se construyeron las gráficas de distribución de probabilidades del
análisis compuesto. Estas se visualizan en la figura 5.13. Tales gráficas son construi-
das en función de la tabla de contingencia (Tabla 5.7a) siguiendo la metodología de
Hauser (2005). Se puede observar en ellas, que, para el mes de febrero presentó un
resultado tendiendo a acercarse a los eventos registrados en la realidad, mientras que
para el mes de abril , los resultados fueron ambiguos.
Otro procedimiento se elaboró para mostrar la distribución del porcentaje de
ocurrencias de cada categoría con respecto al total de la población o datos registrados,
cuyos valores estan mostrados en la columna L de la tabla 5.7a, como se puede
observar en la figura 5.14. El ellas, se esfuerza por mostrar el peso que tiene la
precipitación en cada categoría dentro de cada evento de PWV, así: para el mes
de febrero, se observa el mayor peso cae en la categoría seca con un 25% dentro el
evento baja humedad, frente a un 15% de lluvias bajo condiciones de alta humedad.
A diferencia del mes de abril, el mayor peso se presenta en la categoría lluviosa con
un 35,71% en condiciones de alta humedad frente a un 3,5% en categoría seca en
condiciones de baja humedad.
Del análisis de riesgo, tabla 5.8, se observa que los resultados de la pro-
16http://www.meted.ucar.edu/climate/composite/ [Consulta: oct-2012]
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babilidad P(x) de los valores observados, el cual, es la probabilidad del número de
ocurrencias de una categoría dentro de un evento, no están dentro del nivel de sig-
nificancia de 0,1. En este caso, los valores en color negrita (para el mes de febrero y
abril), no caen dentro de las colas derecha o izquierda de la distribución demarcados
por los números en color rojo o azul, respectivamente. Por tanto, este test de signi-
ficación no muestra un nivel de significancia estadística. De ésta manera, siguiendo
las pautas de la metodología de análisis compuesto (Hauser (2005)), no es fiable
hacer un pronóstico probabilístico para los meses de febrero y abril. Por tanto, es
necesario
Tabla 5.7: a) Tabla de contingencia del metodo de analisis compuesto mostran-
do la frecuencia de ocurrencias de cada categoría dentro de un evento.
b)Probabilidad de ocurrencia compuesta para cada evento.
(a)
(b)
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Tabla 5.8: Datos de análisis de riesgos muestra la probabilidad P(x) para cada resultado.
P(x) es la probabilidad de distribución hipergeométrica, compárese con la ta-
bla 5.7. Los datos de color azul (rojo) representan la cola izquierda (derecha)
de la distribución y el valor subrayado en negrita es la probabilidad de que
el resultado debe compararse con las colas izquierda y derecha para determi-
nar la significancia estadística. Ambas colas indican un nivel de significancia
estadística del 10% (90% de confianza) a) febrero, b) abril.
(a)
(b)
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Figura 5.13: Gráfica de probabilidad de análisis compuesto basado en los niveles de
baja humedad, humedad moderada y alta humedad de la anomalía de
PWV para los meses de febrero y abril.
Figura 5.14: Gráfica de porcentaje de ocurrencias o basado en los niveles de baja
humedad, humedad moderada y alta humedad de la anomalía de PWV
para los meses de febrero y abril.
Capítulo 6
Conclusiones y perspectivas
De los resultados obtenidos en este trabajo se puede mencionar algunas
conclusiones y hacer algunas perspectivas y recomendaciones.
6.1. Conclusiones
En este trabajo, se examinó sistemáticamente la teoría para la estimación
del vapor de agua precipitable contenido en el aire mediante GPS. Se presenta los
principales temas relacionados, tales como la estimación del retraso cenital tropos-
férico por GPS, los modelos utilizados para convertir estas estimaciones en valores
PWV como fuentes de error presentes en esta técnica.
Para el cálculo de PWV se elaboró un modelo para la temperatura media
troposférica (Tm), el cual, presentó un comportamiento contrario a los modelos pro-
puestos por varios autores y se determinó la temperatura media troposférica en 276K
(2,85 ºC) en un rango de 272K (-1,15ºC) a 282K (11.85ºC).
Al evaluar los modelos que tratan sobre el retraso cenital troposférico se
presentó que para la componente hidrostática, el modelo de Saastamoinen (uti-
lizando medidas meteorológicas de superfície) proporcionó resultados más exactos
(RMC=2,10mm) que con el modelo Hopfield (RMC=40,97mm), aunque ambos de
similar precisión. En cuanto al retraso cenital de la componente húmeda, el modelo
de Hopfield presentó un menor error medio (¯ = 0, 45mm), aunque, todos los mode-
los tuvieron una variabilidad y precisión similar, no permite identificar cuál de ellos
es el mejor.
Los datos PWV por GPS muestran buena compatibilidad con los valores
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generados con los radiosondeos, tuvieron un valor RMC=1.25mm, un coeficiente de
correlación r=0,94 y desviación estándar σ = 1.01mm. Esto confirma lo dado por
otros autores.
Los datos PWV por GPS son contrastados con datos de la columna atmos-
férica de agua precipitable (PWATclm) provenientes de dos grupos de modelos GFS
con grillas de resolución 1º y 2.5º, dando mayor correlación (r=0,74) el grupo de
mejor resolución.
Se estudió el comportamiento del ciclo diurno y mensual de PWV. La fluc-
tuación de los niveles horarios en el ciclo diurno presentó niveles bajos de PWV
entre 9:00 y 11:00 HL (hora local) y niveles altos en el período entre las 15:00 y
20:00 HL. Para los ciclos mensuales, los niveles mas bajos de PWV se presentaron en
el mes de febrero y los niveles mas altos en los meses de abril-mayo, como también,
en noviembre, seguido de períodos intermedios en los meses de agosto-septiembre.
Por tanto, este ciclo muestra un comportamiento similar al ciclo estacional anual de
precipitaciones.
Los resultados de los análisis de regresión entre los datos de PWV_GPS
y datos de precipitación mostraron correlación de 0,363. La calidad de los modelos
de regresión tuvieron bondades del 13,2% considerando que no son fuertemente
concluyentes.
El uso de los índices termodinámicos junto con la temperatura equipotencial
equivalente para establecer una correlación con el vapor de agua precipitable y la
estabilidad hidrostática, utilizando modelos de regresión, no lograron establecer cla-
ramente dicha correlación. Las bondades de estos modelos tuvieron hasta el 50,2%
de confiabilidad. En cambio, el índice LI tiende a tener más asociación con los va-
lores de PWV e, inclusive, con las precipitaciones, mientras que los demás índices,
no muestran claramente una disposición de asociación y hace difícil la identificación
de un patrón. Por tanto, los análisis estadísticos en los modelos de regresión, con
variables que explican la estabilidad hidrostática de la atmósfera (índices termodiná-
micos, temperatura equipotencial equivalente) no evidenciaron un comportamiento
para identificar un patrón que relacione eventos convectivos. Se recomienda, para
este caso, utilizar otro método estadístico no lineal para esta clase de variables de
estudio.
Se aplicó la metodología de análisis compuesto, para los meses de febrero y
abril como casos de estudio, con la idea de emplearla como método de predicción.
Los resultados obtenidos en el test de significación para este análisis compuesto, no
mostraron una significancia estadística, cuyos valores P(x) fueron mayores al nivel
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de significancia de 0,1, por lo que no se puede hacer un análisis compuesto de manera
fiable. Por tanto, es recomendable extender a periodos más largos, y estudiar otras
variables, para que el análisis compuesto pueda hacerse con mejor calidad y sin que
se preste a ambigüedades.
6.2. Perspectivas y recomendaciones
La Meteorología GPS terrestre se puede prestar para ser una tecnología
muy prometedora que podría mejorar significativamente la predicción numérica del
tiempo, así como puede traer beneficios en aplicaciones climáticas.
El objetivo es facilitar el avance en este campo de investigación que trata
sobre la aplicación del sistema de posicionamiento satelital GPS en la cuantificación
del vapor de agua precipitable para ser aplicado en diferentes campos de las ciencias
meteorológicas como en el ámbito del modelamiento, pronóstico del tiempo y estudio
atmosférico.
El estudio desarrollado en este documento sobre la aplicación del sistema
GPS en el campo de la meteorología ha sido un acercamiento de esta aplicación en
cuanto a la estimación y monitoreo del vapor de agua precipitable contenida en la
atmósfera. No fue fácil el abordamiento de dicho tema, sin embargo, aún falta por
ahondar en este campo tan promisorio.
Este trabajo se puede considerar como elemento semilla, y por tanto, puede
motivar a generar más proyectos de investigación. La posibilidad de trabajos futuros
en esta línea del conocimiento es muy diversa, ya que es bastante explorada en otros
países que han aplicado varias técnicas y que pueden ser desarrolladas con éxito
en Colombia, entre ellas, la técnica de radio-ocultación, que puede llegar a ser tan
importante en comparación a la de los radiosondeos, ya que aquella puede proveer
información de los perfiles atmosféricos en cada instante de tiempo. Además, el GPS
ofrece beneficios económicos frente a otras herramientas tecnológicas muy costosas.
Aunque es muy reciente la información que se deriva de las estaciones GPS
en Colombia, la base de datos de las estaciones GPS es limitada y no es muy extensa.
A futuro los data brindarán mayor información y tendrán un factor importante en el
seguimiento de los procesos atmosféricos que ayudarán a alimentar la investigación
meteorológica tanto en el proceso del pronóstico del tiempo, como en el control
ambiental y estudios de cambio climático.
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APÉNDICES

Apéndice A
Estructura molecular del vapor de agua
La molécula de agua está compuesta por dos átomos de hidrógeno y uno de
oxígeno unidos por un enlace covalente. Es decir, los dos átomos de hidrógeno y el
de oxígeno se unen compartiendo electrones.
(a) Enlace covalente entre el hidrógeno
y oxígeno
(b) Estructura atómica del agua
Figura A.1: Composición de la molécula de agua
Como el oxígeno es más electronegativo que el hidrógeno, es más probable
que los electrones, que poseen carga negativa, estén más cerca del átomo de oxígeno
que del de hidrógeno, lo cual provoca que cada átomo de hidrógeno tenga una cierta
carga positiva que se denomina carga parcial positiva, y el de oxígeno, una negativa,
ya que tiene los electrones más cerca. Esto significa que el agua es una molécula
polar, pues tiene una parte o polo negativa y otra positiva, aunque el conjunto de la
molécula es neutro.
La molécula de agua es muy polar, puesto que hay una gran diferencia de
electronegatividad entre el hidrógeno y el oxígeno. Los átomos de oxígeno son mucho
más electronegativos (atraen más a los electrones) que los de hidrógeno, lo que dota
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a los dos enlaces de una fuerte polaridad eléctrica, con un exceso de carga negativa
del lado del oxígeno, y de carga positiva del lado del hidrógeno.
Mediante análisis espectroscópico y de rayos X se ha determinado el ángulo
de los dos enlaces entre el hidrógeno y el oxígeno, que es de 104.5°, debido a la
hibridación sp3 del átomo de oxígeno, así que, en conjunto, los tres átomos forman
un molécula angular, cargado negativamente en el vértice del ángulo, donde se ubica
el oxígeno y, positivamente, en los extremos de la molécula, donde se encuentran los
hidrógenos. La distancia media entre los átomos de hidrógeno y oxígeno, que es de
96.5pm o 9.65 · 10−8mm. Este hecho tiene una importante consecuencia y es que las
moléculas de agua se atraen fuertemente, adhiriéndose por donde son opuestas las
cargas.
Con estas características, el vapor de agua es una molécula triatómica no-
lineal posee tres bandas vibracionales fundamentales, ν1 y ν3 centradas en 2.73µm
y 2.66µm, respectivamente, y un modo de flexión fuerte ν2 localizado en 6.27µm.
También, está un modo de rotación fuerte centrado en aproximadamente ∼ 80µm.
Adicionalmente las bandas importantes de H2O ocurren totalmente en el espectro
visible e IR. En la troposfera hay un efecto invernadero importante de agua como
resultado de las grandes concentraciones de H2O, y junto con otros gases activos
radiativos como el CO2. Se puede dar a entender cualitativamente su importancia a
la temperatura, mientras que en la estratosfera la concentración de H2O es pequeña,
la pequeña absorción y emisión resulta una temperatura baja (Levine, 1985).
La presencia del vapor de agua en la atmósfera afecta la transparencia de
la atmósfera en longitudes milimétrica y submilimétrica como también afecta la
recepción de ciertas ondas EM como la señal de los radiotelescopios. El vapor de
agua atmosférico tiene capacidad para absorber radiación en diferentes longitudes
de onda. Este absorbe radiación en 5.5µm a 7µm y por encima de 27µm. Esto
deja, por otro lado, regiones del espectro en las que no se produce absorción, las
denominadas ventanas atmosféricas (ver figura A.2). Por tanto, la teledetección sólo
va a ser en principio viable en estas ventanas, las principales están en:
Visible e infrarrojo cercano (0.3µm - 1.35µm)
Infrarrojo cercano de onda corta (1.5µm - 1.8µm; 2µm - 2.4µm)
Infrarrojo medio (2.9µm - 4.2µm; 4.5µm - 5.5µm)
Infrarrojo térmico (8µm - 14µm)
127
Microondas, por encima de 20µm la atmósfera es prácticamente transparente1
Figura A.2: Regiones del espectro en las que el vapor de agua atmos-
férico no tiene capacidad para absorber radiación . Toma-
do de: http://en.wikipedia.org/wiki/file:atmospheric_
electromagnetic_transmittance_or_opacity.jpg
Como se aprecia en la imagen anterior hay lo que se denominan ventanas ópticas,
longitudes de onda que pasan sin problema a través de la atmósfera. Dichas longitudes
de onda se corresponden al visible, al IR cercano y a las ondas de radio. Por tanto,
las frecuencias de las señales GPS están entre 1-2 GHz correspondientes a las ondas
de radio.
1http://ceagi.org/portal/files/recursos/tema02.pdf [Consulta: Jul-2010]
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Apéndice B
Registros
En las tablas B.1 y B.2 se presentan una muestra de los registros general y
diario, respectivamente, generados por la estación GPS de Ingeominas, Bogotá. Las
tablas B.3, B.4, se refieren a los archivos rinex. La tabla B.5 es un archivo de datos
GPS. Las tablas B.6 y B.7 son referentes a la informacion de metares y radiosondeo,
respectivamente. La TablaB.8 muestra las características de dos grupos GFS (Global
Forecast System)
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Tabla B.1: Archivo de registro con información general de la estación GPS. Tomado
de http://igscb.jpl.nasa.gov/igscb/station/log/
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Tabla B.2: Registro diario de eventos durante un rango de tiempo, para el día 26
de junio de 2012. En él se indica: ID de la estación, tipo de recep-
tor, tiempo de inicio y final de las observaciones, ubicación de la esta-
ción GPS en Coordenadas ITRF y coordenadas geográficas, entre otros.
Tomado de http://facility.unavco.org/data/gnss/raw_rinex_by_
download.php?sid=262&parent_link=Permanent&pview=original
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Tabla B.3: Muestra de la parte inicial de un archivo rinex de observación
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Tabla B.4: Muestra de la parte inicial de un archivo rinex de navegación
Tabla B.5: procesados en formato ASCII. Conjunto de datos en un archivo GPS en formato ASCII,
con registro cada 30 minutos. Se destacan los parámetros: agua precipitable PW, retraso húmedo
WDELAY, retrado cenital total TDELAY, K factor (pi factor) PWV = Wdelay/KFAC) KFAC,
presión PRESS, temperatura TEMP, humedad relativa RHUM y retraso seco DDELAY.
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Tabla B.6: Muestra de un archivo metar de registro horario con datos de superficie. Los valores que se destacan:
temperatura de rocío, temperatura ambiente y presión en mmHg.
Tabla B.7: Muestra de un archivo de radiosondeo para el día 4 de febrero de 2010 a las 12Z. Se indica pre-
sión PRES, altura HGHT, temperatura TEMP, humedad relaliva RELH, razón de mezcla MIXR,
dirección del viento DRCT, velocidad del viento en nudos SKNT, temperatura potencial THTA,
temperatura potencial equivalente THTE, temperatura potencial virtual THTV. Al final del archi-
vo se muestran algunos índices termodinámicos junto con el valor del parámetro agua precipitable
PW.
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(a)
(b)
Tabla B.8: Características de los datos GFS. a) Datos GFS1 tomados de http:
//nomads.ncdc.noaa.gov/data/gfsanl/. b) Datos GFS2 tomados de
http://nomad3.ncep.noaa.gov/pub/reanalysis-1/6hr/pgb/
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Apéndice C
Gráficas
En éstas gráficas fueron utilizados los índices termodinámicos obtenidos de
RAOBS, datos de radiosondeos, datos de los modelos numéricos de pronóstico GFS,
datos de precipitación y datos generados por el sistema GPS. Los resultados se
presentan en:
En la figura C.1 se muestra las series de tiempo asociados con el vapor
de agua precipitable, esto es retraso troposférico cenital, retraso húmedo cenital, y
retraso hidrostático cenital. En la figura C.2 se relaciona el comportamiento mensual
del promedio diario del año 2010. En la figura C.3 se visualiza el ciclo diurno del
vapor de vapor de agua para cada mes del año 2010. En la figura C.4 se presenta la
comparación entre el vapor de agua precipitable por GPS y el vapor de agua obtenido
por radiosondeo
En las siguientes gráficas se sobreponen los indices termodinámicos y el
vapor de agua precipitable: las figuras C.5, C.6, C.7 y C.8 se observan las compara-
ciones entre el índice CAPE, BURN, LI y CIN respectivamente, y el vapor de agua
precipitable PWV.
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(a)
(b)
(c)
Figura C.1: Series temporales del retraso troposférico. a) Retraso troposférico total.
b) Retraso húmedo cenital. c) Retraso hidrostático cenital
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Figura C.2: Promedio diario del vapor de agua precipitable PWV para cada mes.
La linea roja representa el valor medio mensual
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Figura C.3: Promedio horario del vapor de agua precipitable PWV. La linea roja
representa el valor medio diario en los meses del año 2010.
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Figura C.4: Comparación entre el vapor de agua precipitable PWV por GPS y el
vapor de agua precipitable obtenido por sondeo en un registro mensual
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Figura C.5: Comparación entre el índice termodinámico CAPE y PWV_GPS.
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Figura C.6: Comparación entre el índice termodinámico BURN y PWV_GPS
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Figura C.7: Comparación entre el índice termodinámico LI y PWV_GPS
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Figura C.8: Comparación entre el índice termodinámico CIN y PWV_GPS
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Figura C.9: Comparación entre PWV_GPS, índices termodinámicos y precipita-
ción acumulada diaria para el mes de febrero, mes que registró los ni-
veles mas bajos de PWV.
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Figura C.10: Comparación entre PWV_GPS, índices termodinámicos y precipita-
ción acumulada diaria para el mes de abril, mes que registró los niveles
mas altos de PWV.
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Apéndice D
Resultados análisis de regresión múltiple
Tabla D.1: a) Resultados para la regresión lineal del promedio diario de PWV sobre precipi-
tación acumulada diaria de la estación Eldorado utilizando MINITAB. b) Análisis de
residuos usando el paquete estadístico R. De izquierda a derecha, se muestran, arriba:
promedio de PWV contra Precipitación Eldorado, residuos vs. ajuste, probabilidad
normal Q-Q. abajo, Histograma y residuales vs. precipitación.
(a)
(b)
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Tabla D.2: a) Resultados del modelo de regresión de la precipitación acumulada diaria sobre promedio diario de
PWV utilizando MINITAB. b) Análisis de residuos usando el paquete estadístico R. Se muestran,
de izquierda a derecha: Precipitación Eldorado contra PWV, residuos contra ajuste, probabilidad
normal Q-Q, Histograma y residuales contra promedio PWV.
(a)
(b)
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Tabla D.3: a)Método paso a paso para la selección del mejor subconjunto de modelo de regresión
para el agua precipitable, utilizando MINITAB. b) Análisis de residuos del modelo
de regresión PWV vs. TPEQ-LI: PWV_12z = −57.32− 0.746LI + 0.232TPEQ
(a)
(b)
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