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An explicit representation is derived for the continuation across an analytic 
boundary of the solution to a boundary value problem for an analytic elliptic 
equation of second order in two independent variables. The representation is 
in terms of Cauchy data on the boundary and the complex Riemann function. 
This is equivalent to a representation for the solution to Cauchy’s problem 
given by Henrlci in 1957. It is confirmed that the method of complex character- 
lstics is satisfactory for locating real singularities in the solution provided that 
the Riemann function is entire in its four arguments. Applications to Laplace’s 
and Helmholtz’s equations are discussed. By inserting known, simple solutions 
to the latter equation into the representation formula, several nontrivial integral 
relations involving the Bessel function J,, , and a possibly new series expansion 
for J,(x), are found. 
1. INTRODUCTION 
In recent years, improperly posed problems for analytic elliptic partial 
differential equations have become increasingly important; see, for example, 
[l]. In a typical case, it is required to continue the solution to a boundary value 
problem for the equation u,, + u,, + au, + bu, + cu = 0 out of its initial 
domain of definition D; it is with such problems that we shall be concerned. 
For given analytic Cauchy data u, &/i?v on the analytic boundary C of D, this 
continuation can be performed (at least in principle) by solving a Cauchy 
problem in the complex domain; see, for example, [2, 3, 41. For a boundary 
value problem, methods of reflection that depend on the complex Riemann 
function [5, 61 or on the transformation of the elliptic equation into a hyperbolic 
equation in the complex domain [3, Chap. 16, Sect. 41 may be useful; but, in 
any case, the continuation cannot be performed until u is known in D. 
Nevertheless, singularities in the continuation of the solution can be located 
prior to the determination of the (initially unknown) boundary data and the 
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solution in D, and it is this aspect of the analytic continuation problem that has 
motivated the present work. Such singularities are related to singularities in the 
data which, in earlier work [7, 81 were located with the help of an integral 
equation satisfied by the data. A series expansion, or the use of complex charac- 
teristics, then made it possible to locate potential singularities in the solution. 
Neither method was completely satisfactory: the expansion procedure was 
somewhat imprecise and inelegant, and the method of characteristics predicted 
nonexistent singularities that were then discarded by an appeal to other argu- 
ments. 
To overcome these objections, one could consider the explicit representation 
in terms of the Riemann function for the solution to the Cauchy problem, as 
described in [2, 91. However, believing that it would be more natural to start 
out from a well-known representation for u in D, we chose to proceed somewhat 
differently. The resulting representation for the continuation of u turns out to 
be essentially Henrici’s representation; but it appears to be in a more tractable 
form. 
Although our initial object is to use this formula to examine singularities of u, 
other applications become apparent. One such use is to provide representations 
for known solutions in terms of their Cauchy data on analytic arcs. Examples 
to illustrate this use will be given. The application to axially symmetric problems 
introduces further complication; such problems will be considered elsewhere. 
In Section 2, we obtain the representation for u in D, and in Section 3 this 
is transformed into a form that is more suitable for purposes of analytic con- 
tinuation. The continuation is performed, and the desired representation is 
obtained in Section 4. The formula is discussed in Section 5 and its relation to 
earlier work and the theory of complex characteristics is described. Singularities 
are examined in Section 6 and it is seen that the method of characteristics for 
locating singularities is, in fact, quite satisfactory in cases where the Riemann 
function is an entire function of its arguments. The particular cases of the 
Laplace and Helmholtz equations are examined briefly in Section 7. Some simple 
known separated solutions to the Helmholtz equation in rectangular coordinates 
and in polar coordinates are represented in terms of their Cauchy data in 
Section 8; this leads to some nontrivial integral relations and series expansions 
involving chiefly the Bessel function J,, . Some concluding remarks are made in 
Section 9 and, in the Appendix, the extension of one of the Bessel function 
results, obtained by M.E.H. Ismail, is given. 
2. THE PROBLEM AND A REPRESENTATION FOR ITS SOLUTION 
Let D denote a bounded, simply connected domain in the sy-plane. Its 
boundary, C, is a simple closed analytic curve. Denote by D, the unbounded 
complement of D u C. A point on C is (t(s), q(s)), where t(s), q(s) are real 
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analytic functions of a parameter s; s is usually, but not necessarily, the arclength 
parameter. The functions E(s), q(s) h ave p eriod 6, C is described in the positive 
sense as s runs from 0 to C. It is assumed that E’(s)’ + y’(s)’ # 0 for 0 < s < /. 
A normal vector to C, drawn out of D is v = (q’(s), - r(s)). The linear differen- 
tial operator L and its adjoint M are defined by 
L[w] = w,, + w,, + 4x9 Y) w, + b(x, y) wy + +, y) w, 
M[w] = w,, + wyy - (aw), - (bw), + cw. 
The coefficients a, b, c are assumed to be analytic functions of x and y in D. 
More precisely, we assume that D is a fundamental domain of the equation 
L[w] = 0 in the sense of Vekua [IO, p. 81 and H enrici [2, p. 1721 This means that 
if new complex variables z, z* are introduced: 
z = x + iy, Z* = x-iy, 
then a($(~ + z*), -$i(z - z*)) is an analytic function for (z, z*) E (D, D); 
and similarly for b and c. Here D is the domain conjugate to D: z* E D if and 
only if .%* E D. The boundary of ij will be denoted by C. If x and y are real, 
then z* = Z; but x* f z in general. We shall make use of the variables z, a*, 
later. Although we shall consider boundary value problems only on D, our result 
(4.2) will be valid for exterior problems on D, as well. 
Let U(X, y) be an analytic solution to 
L[u] = 0, (x, y)~ D. 
We define 
for 0 < s < L; here U(S), w(s) are holomorphic functions with period 6. It is 
noted that w(s) is the usual unit normal derivative of u (i.e., 1 v 1 = 1) only when 
s is arclength. 
The function U(X, y) may be expressed in terms of its data (2.1) and a funda- 
mental solution S to the adjoint equation in the form [3, Eq. (5.28)] 
274% Y) = 1, ff[@, ‘7), S(Gf,rl; x9 Y)l, (.T Y) E D. 
If D’(D’ 3 D) is also a fundamental domain of L[u] = 0, then we have 
(2.2) 
s 
ff[u(5,7)7 S(6, 7; XT Y>l = 0, (.r, y) E D”, (2.3) 
C 
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where D” =E D’\(D u C). In these equations, 
Here 6 = (6 - x) + (7 - y)’ and .-1( 5, 71; x, y) is the Riemann function for L. 
It satisfies L[&FJ = 0 with respect to the variables x, y, and M[A] = 0 with res- 
pect to .$ and 7; also .J([, 7; 6,~) = 1. Our ordering of the variables in S 
and the sense of v differ from those of Garabedian. 
Let 
then, written more fully, (2.2) becomes 
(2.4) 
3. TRANSFORMATION OF THE REPRESENTATION 
_\t this point, it is convenient to change from the variables x, 1’ to z, z*, and 
from 5, n to 5, <*, where 
we shall permit [, n to take complex values, so {* + 5 in general. Then 
and, since no confusion should arise, we shall write B(c, [*; z, z*) for the trans- 
formed B(f, q; x, v). Since D is a fundamental domain of L[u] = 0, R and B 
are analytic in their four variables for (5, [*, z, a*) E (D, D, D, D); see [2, 
Sects. 2.2, 3.11. Also, we define 
Z(s) =: 5(s) +- z+(s), Z(s) = E(s) - z+(s), 
where Z(s) = 20, - d s s enoting the complex conjugate of S. We shall abbreviate 
R(Z(s), Z[S); z, z*) by R(s; a, z*); and similarly for other functions. 
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In connection with the first integrand in (2.4), define a function @ by 
@(t; x, x*) = jot [u(s) f - w(s)] R(s; z, z*) ds, (z, z*) E (D, D). (3.1) 
Evidently @(O; z, z*) = 0. Also @(& z, a*) = 0; this may be seen by rewriting 
@(8; z, z*) as a double integral of &[u] - uM[A] over D and using the fact 
that L[u] = M[A] = 0 in D. Then we may integrate the first integral in (2.4) 
by parts to give 
27TU(z, z*> = 
Let 
Then 
where 
.c 
J [ 
r r 
u(s) R(s; z, z*) ; log Y - @(s; z, .z*) +s log Y I 
ds 
0 
+ Jo’ [w(s) B(s; x, z*) - u(s) 2 (s; z, z*)] ds, 
(3.2) 
(z, z*) E (D, D). 
A = Z(s) - z, A” FE Z(s) - z*. 
logr = $logA + &logA*, 
lOgA =lOglA j +iargA, log A * =logjA*(+iargA*, 
and 
argd + argA* =O, o<s<e, (x, Y) E D. 
Straightforward calculation gives 
1 Z’(s) Z’(s) ;logY=Z[~+~], 
1 . Z’(s) 
$logr=-221 o-o?, 
[ 
Z’(s) 1 
in terms of which (3.2) may be rewritten as 
47rU(z, z*> = - s s; z, z*) + iu(s) R(s; z, z*)] -J- 
“b) ds (3.3) 
0 
Z’(s) *) - iu(s) qs; z, x*)1 d* ds 
+ 2 Iof [w(s) B(s; z, z*) - u(s) 2 (s; z, z*)] ds, (z, z*) E (D, D) 
Denote the solutions to Z(s) = 5 and Z(s) = {* (5 E C, c* E %, 0 < s < k 
by s = S(t) and s = s(l;*), respectively; then s({*) = v). Since C is a 
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simple curve, Z(S) = I; has a unique solution for 5 E C, 0 < s < C, in fact, 
because Z(S) is holomorphic in a complex neighbourhood of 0 <S <e and 
Z(s) = C(s) + z+‘(s) # 0 on 0 < s < e by hypothesis, it follows that S(5) is 
holomorphic and single valued for 5 in a neighbourhood of C; and similarly for 
s(<*). Thus (3.3) becomes 
If we set z* = 55, (3.4) becomes a representation for U(S, y) when (x, y) E D. 
In a few cases, the functions R and B are known and (3.4) provides an alternative 
to (2.4). We shall not pursue this matter: our aim is to use (3.4) to continue 
U(z, s*) analytically out of (D, D), and thus to obtain a representation for 
U(z, s*) in a neighbourhood of (C, C). 
4. CONTINUATION OF U(z,x*) OUT OF (D,D) 
We now assume that D’ is a fundamental domain of L[u] = 0 that contains 
D u C, and we continue U(z, a*) from (D, D) into (D”, p), where D” = D’\ 
(D u C). The first two integrals in (3.4) are essentially Cauchy integrals, while 
B and aB/& are analytic in (D’, D). Also, when (a, a*) E (D”, D”), the right 
hand side of (3.4) is equal to zero, in accordance with the continuation of s, J 
to complex values in (2.3). Thus 
- $ (“ [@(q5*); 2, z*) - wqs*)) R(S(t*); z, z*)l ,*di*,* 
-2 
S[ 
“’ w(s) B(s; z, z*) - u(s) g (s; z, z*)] ds = 0, (z, .z*) E (D”, D”), 
and, on employing (3.1), we find for the continuation of U(z, z*): 
C’(q z*) ;[u(S(z)) R(S(z); z, z*) + u(s(z*)) R(S(z*); .z, z*)] 
1 . 
--2 
2 
\‘(‘) [u(s); - w(s)] R( s; z, z*) ds, (z, z*) E (D”, D”). (4.2) 
*Sk*) 
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Initially S(z) and s(z*) are near the real axis, and the path of integration passes 
through s = 0; it may be deformed by an appeal to Cauchy’s theorem. Note 
that B does not appear in (4.2). 
We may summarize the foregoing in the following theorem. 
THEOREM. Let D and D’ be bounded, simply connected domains of the xy-plane. 
Let C be the anacvtic boundary of D. Suppose that (D v C) C D’ and that D’ 
is a fundamental domain of L[u] = 0. Let D” = D’\(D u C). If u(.Y, y) is an 
analytic solution to L[u] = 0 in D such that u = u(s), Fu/Fv = U(S) OIL C, then 
the analytic continuation of t’(z, z*) into (D”, D”), with (z, z*) sufficient& close 
to (C, c), is @z-en bF (4.2). 
5. DISCUSSION OF THE REPRESENTATION 
-illthough (4.2) was derived from (2.4) as a representation for the continuation 
of G(z, z*) out of (D, D), it should not be surprising to find that it also provides 
the solution to the Cauchv problem for L[u] = 0 with arbitrary, analytic data 
on an arc of C. It is straight forward, but tedious, to verify this fact. Here C 
need not be closed, and t(s), q(s) need not be periodic. Moreover, (4.2) deter- 
mines L’(z, z*) not only in (D”, D”), but in a full neighbourhood of (C, c); 
thus it also provides the continuation of an exterior solution to L[u] == 0 into 
(D, D). 
Suppose that the functions U(S), U(S) are appropriate to a boundary value 
problem for L[u] = 0 in D. If we start from the compatibility condition (4.1) 
and continue (z, z*) into (D, B), we obtain (3.4), except that U(z, z*) is replaced 
by its representation (4.2). Now, the right-hand side of (3.4) is analytic for 
(z, z”‘) E (D, D). Thus, although S(z) may not be holomorphic throughout D, 
and s(z*) throughout B, the right-hand side of (4.2) represents a function that 
can be continued analytically throughout (D, D). 
In general, (4.2) will possess singularities exterior to (D, D). For an exterior 
boundary value problem on D, , singularities would be found in (I), D). The 
fact that a condition like (4.1) implies analyticity of U(z, z*) in (D. D) seems to 
have been noted first by Hadamard [I 1, p. 241. 
Considered as a representation for the continuation of U(z, z*) out of (D, D), 
(4.2) appears to be new. It is similar to expressions given by Lewy [5, Sect. 31 
and Garabedian [6], and can be derived in the same way. To be specific, if we 
regard the integral in (4.2) as taken along a path parametrized by s in the space 
of two complex variables 1 and <*, we are led to examine 
s [(RU; - UR, + 2,6Rl7) dg - (RL::r,, - UR,, + 2aRZ;) d[*]; 
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Stokes’ theorem shows that this integral is independent of path between given 
endpoints. If evaluated along a path in the analytic extension of the boundary 
curve between 5 = Z(s(z*)), <* = a* and 5 = a, c* = Z(S(z)), it yields 
--i times the integral in (4.2); when taken along a path from 5 = Z(S(z*)) to 
5 = z in the characteristic {* = a* and then from &‘* = z* to c* = Z((s(z)) 
in the characteristic [ = x, the integral simplifies (on account of the form of R 
on a characteristic) and we obtain the remaining terms of (4.2). In fact, the above 
integral can be rewritten as 
s [R(U, + P.J) &I + U(R,e - 4 &*I 
- I [R(UL,, + LYU) d5* + U(R, - BR) 4% 
and both integrals are independent of path. Evaluation of each separately along 
the preceding path gives less symmetric representations for U(z, z*) and their 
difference yields (4.2). 
The limits on the integral in (4.2) arose quite naturally, and, given (4.2), 
the choice of integration path in this alternative derivation is clear. However, 
without prior knowledge of (4.2), this choice might be more difficult to make. 
Regarded as a representation for the solution to Cauchy’s problem, the general 
result (4.2) also seems to be new, although special cases of it, derived in various 
ways, have appeared previously; see, for example [12; 13; 14; 15, Theorem 1.5; 
16, Eq. (3.1.1)]. A result that is equivalent to (4.2) has been stated by Henrici 
121; a sign mistake in [2, Eq. (5.6)] has been corrected in [17, Eq. (6)]; see also [9, 
pp. 195 et Seq.]. Henrici considered a reduced Cauchy problem for L[u] = 0, for 
which the initial curve was a segment of the real axis, and he obtained an ex- 
pression to which (4.2) reduces in these circumstances. He described how the 
problem for a general analytic initial arc could be solved in terms of the solution 
to the reduced problem by means of a conformal transformation. It may be veri- 
fied that (4.2) gives this solution in a somewhat more compact form than that 
described by Henrici. The concept of a conformally symmetric domain was 
introduced by Henrici to transform the Cauchy problem for a general analytic 
initial arc into a reduced Cauchy problem. Evidently the transformation 5 = Z(S) 
plays a related role in the present work. 
Equation (4.2) is not in its most simple form: R(S(z); z, a*) and R(S(z*); 
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a, z*) may be expressed in terms of the coefficients of the operator L 
[2, Theorem 2.41: 
R(S(z); z, z*> = R(Z(S(z)), Z(S(z)); z, z*) 
= R(z, Z(S(z)); z, x*) 
[ I 
Z* 
= exp - 
as(z)) 
~$2, u) do 1 
and 
R(S(z*); z, z*) = exp - 
[ I ;(,,,*,, r&u, z*> do]- 
The representation (4.2) is analogous to the familiar expression for the solution 
to the Cauchy problem for a second order hyperbolic equation in terms of data 
on the portion of the initial arc cut out by the two characteristics through the 
point in question. Here the complex characteristics through a fixed point (a, a*) 
are 5 = x, {* = a*. The first meets the initial curve when 5 = Z(s), the second 
when J* = z((s); thus the corresponding values of s are S(x) and S(a*), respec- 
tively. The analogue of the portion of initial arc mentioned above is the inte- 
gration path from S(z*) to S(z). 
We make one further observation. In the foregoing, we have considered a 
particular parameter s. But the choice of any other parameter (0, say) such that 
0 = O(s), where 0 is holomorphic and O’(s) # 0, will yield equivalent results. 
6. SINGULARITIES 
If U(S), v(s) are prescribed data on C, the real singularities of U(z, a*) may 
be found directly from (4.2). Wh en U(S) and U(S) are data for a boundary value 
problem on D, U(z, z*) is analytic on (D, D); there are corresponding results 
for data appropriate to an exterior boundary value problem on D, . 
From (4.2), it is evident that the singular behaviour of U depends on that of R, 
the data u and o, and the function S. For example, if t(s) and T(S) are entire 
functions, then the singularities of S(z) will be branch points determined by 
those s for which z = Z(s) and r(s) + iy’(s) = 0. In cases for which R is 
known explicitly, the only real difficulty in determining singular behaviour in 
the solution to a boundary value problem arises from the data u and v, which 
are incompletely known a priori. For exterior problems, this point has been 
discussed previously [7, 81, where it was seen how one could use an integral 
equation that is satisfied by the boundary data to locate their singularities in 
the complex domain, without explicitly solving the equation. 
An equivalent integral equation may be obtained from (3.4) or (4.1). If we 
let z + C, z* + C, and we use (4.2) we find an equation identical to (3.4) 
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except that the factor 4n is reduced to 25~. Upon setting z = Z(t), z* = Z(T) 
(0 < t, 7 < Q, we obtain a relation between values at points on C specified by 
the values t and 7 of the parameter s. If we set t = 7 and reintroduce s as 
integration parameter, we find 
(6-l) 
- 2 5,” [w(s) B(s; Z(t), Z(t)) - u(s) g (s; Z(t), Z(t))] ds = 0, O<t<P. 
Although superficially different from an equation derived earlier [7, Eq. (1.9)], 
when modified appropriately to correspond to an exterior problem (6.1) is 
equivalent to it as an integration by parts in the first two integrals in (6.1) will 
show. 
The analytic continuation of (6.1) into the complex plane is 
+ ;5- L’ [w(s) B(s; z(t), z(t)) - u(s) g (s; Z(t), Z(t))] ds, Im t 2 0. (6.2) 
Equation (6.2) can be used to determine analytic properties of u(t) if the normal 
derivative, or a linear boundary condition, is prescribed. If u is prescribed, then 
the derivative of (6.2) is useful. This presupposes sufficient knowledge of R 
and B. While the Riemann function is known adequately in some cases and 
B(s; z, z*) can be chosen to be analytic for (a, .z*) E (D, D), explicit represen- 
tations for B are scarce. 
The representaion (4.2) and its interpretation in terms of complex charac- 
teristics confirms that the method of complex characteristics does, indeed, locate 
all real singularities in those cases where R(c, <*; x, z*) is an entire function 
of its arguments. Such cases were discussed previously [7, 81; therefore we need 
not pursue the matter further. However, the Riemann function for axially 
symmetric problems is singular on the axis of symmetry. These problems will 
be examined in a subsequent paper. 
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7. SOME SPECIAL CASES 
We next consider two particular cases of the foregoing general theory, for 
which further progress is possible. These are for (i) the Laplace equation, and 
(ii) the Helmholtz equation. 
7.1. Laplace Equation 
Here a = b = c G 0, so w(s) = o(s), R(<, 5”; z, z*) = 1, B([, [*; z, z*) = 0. 
Then, 
@(t; z, z*) = -J’,t w(s) ds 
(7.1) 
E CD(t). 
For the solution to the Cauchy problem on C, (4.2) gives 
U(z, z*) = +[u(S(z)) + u(S(x*))] + & Is:: w(s) ds, 
a result that seems to have been given first (for z* = Z) by Fantappie [12]. 
For a circular boundary, Fantappie solved the interior Dirichlet problem by 
chasing er to cancel possible singularities in the interior of C. In this case, (7.2) 
reduces to Poisson’s formula. Subsequently, Amerio [13] extended Fantappie’s 
procedure; he examined the exterior and interior Dirichlet problems for an 
ellipse, the exterior Dirichlet problem for a lemniscate and the interior problem 
for a related domain. These methods do not seem to have been employed 
thereafter. 
Some familiar results from two-dimensional potential theory may be obtained 
from (7.2). If we substitute from (7.2) for U(z, z*) in (3.4) let z -+ Z(t) E C, 
z* + Z(r) E C, and reintroduce the integration parameter s, we find that 
= Q(T) - $7) + f I” L@(s) - iu(s)] z+~z~)z(T) ds; (7.3) 
0 
thus each side of the equation is constant. With no loss in generality, we may 
assume that II and w are real on C. Therefore the constant is real, since the two 
sides of (7.3) are complex conjugates when t = 7. By setting Q(t) + h(t) = ix(z) 
(ZE C), we obtain 
X(z) - f f, 5; d{ = -ci, z E c, (7.4) 
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where c is a real constant. By inverting (7.4) ([18, p. 521) we find that c = 0; 
it follows ([18, p. 271) that X(z) gives the boundary values of a function that is 
holomorphic in D. We conclude that u(t) and -0(t) are boundary values of 
conjugate harmonic functions in D. Thus -D(t) = w([(t), 7(t)), where w(.z’, y) 
is harmonic in D and conjugate to U(X, y). The Cauchy-Riemann equations imply 
that v(t) = -Q’(t), in complete agreement with (7.1). 
We now may rewrite (3.4) as 
so 
U(z, z*) = $[X(z) + x(z*)]. 
In particular, if x and y are real, we have the familiar result: 
u(x, y) = Re X(z). 
7.2. Helmholtz Equation 
In this case, a = b = 0, c = k”, so W(S) = co(s). A fundamental solution is 
proportional to the Hankel function HAI’( where ~2 = (5 - x)* + (7 - y)s; 
thus 45,7; x,y) = Jo(ky), and 
R(5, 5*; z, x*) = Jo(k[(5 - 4(5* - z*P). 
A possible choice for B is 
B(f, 7; x, Y) -L -Jo(ky) log(h4 
+ f [ 1 + ; + . . . + !.] (- l)n(kr)zn 2-2n(n!)-2 (7.5) 
n=l 
in which logy denotes Euler’s constant; any multiple of J,(kr) may be added 
to the right-hand side of (7.5). Equation (4.2) becomes 
U(z, z*) == i [u(S(z)) + u(s(x*))] - i i /Tz: [u(s) $ - v(s)] J,,(kr) ds. (7.6) 
If the Cauchy data are prescribed on the x-axis, a straight forward calculation 
shows that (7.6) becomes 
U(z, z*) = f[u(z, 0) + u(z*, 0)] - +kJj I u(x + iy cos 0, 0) j,(ky sin 0) d0 
u,(x + iy cos 8,O) JO(ky sin 0) sin 0 do. (7.7) 
409!76/2-14 
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When u(x, 0) = 0, (7.7) is equivalent to Kleinman’s representation [16, Eq. 
(3.1.1)]. Heins [19] refers to this as the Poisson representation theorem for the 
Helmholtz equation. 
The relationship between compatible boundary data in the complex domain 
follows from (6.2). This and (7.6) imply that, for identical prescribed boundary 
data, a solution to a boundary value problem for k # 0 can be continued to the 
same extent as a solution for K = 0. The same conclusion follows for the Cauchy 
problems with identical Cauchy data. 
We note that any solution to the Helmholtz equation defined in a neighbour- 
hood of an arc of an analytic curve may be represented in terms of its Cauchy 
data on the arc and the Bessel function J,, . In the next section, we shall make use 
of this to derive some relationships between Bessel and other functions. 
8. SOME SIMPLE APPLICATIONS 
Provided that the Riemann function is known explicitly, (4.2) can be used 
to represent any solution to the differential equation in terms of its Cauchy 
data on an analytic arc. For example, since the Riemann function is itself a 
solution to the differential equation, (4.2) p rovides a representation for the 
Riemann function. To illustrate its use in this manner, we shall apply (4.2) 
to obtain representations of known, simple solutions to the Helmholtz equation. 
There result integral relations that involve the function Jo. Certainly some of 
these are special cases of known formulae, although one result may be new. 
To the author’s knowledge, the only prior use of this idea appears in [16]; its 
application in other situations might be worthwhile. 
8.1. Solutions in Rectangular Coordinates 
Let us consider the function 
U(X, y) = e-my sin /3x, 
where 6 = (c? + k2)1/2. This is a solution to the Helmholtz equation for arbitrary 
values of 0~. It satisfies the conditions 
U(O,Y) = 0, g (0,~) = fie-ny. 
Thus we may choose t(s) = 0, y(s) = s, U(S) = 0, v(s) = Be-OS, and (7.6) gives 
s -ir e-=Y sin /3x = 48 e-aSJ,,(k[(is - z)(-is - .z*)]‘/“) ds. ‘Z’ 
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The change of variable s = y - ix cos 8 and cancellation of a common factor 
e-ay leads to the result 
sin /3x 
F’.“@ 1 
cos(ax cos 0) sin BJ&Kx sin 0) dH, 
which is a special case of Sonine’s second finite integral; see, for example, 
[20, Sect. 12.13, Eq. (I), for p = 0, v = --+I. Equivalent results follow for 
24(x, y) = e- el cos fix, for which &/ax = 0 on x = 0, and for the cases where 
u(x,y) = e’aZ cash yy or u(x, y) = eiar sinh yy, with y = (aa - ke)lj9. 
8.2. Solutions in Polar Coordinates 
If the initial arc is circular, of positive radius a, we take 
t(s) = a sin(s/a), q(s) = -a cos(s/a). 
Let .a = peZO. Then if z” = 2, we find 
S(z) = a(0 + &-) + ia log(a/p), 
S(Z) = a(i9 + 4~) - ia log(a/p). 
We now use (7.6) to represent the elementary separated solution C,(kp) eLuO 
in terms of the values of C, and CL on p = a. Here C, is any cylindrical function 
of order p; p is not necessarily an integer, though for simplicity we take it to 
be real. Thus 
u(s) = C,(ka) exp[ip(s/a - &r)], 
(8.1) 
u(s) = kCjKa) exp[ip(s/a - &r)]. 
Insertion of (8.1) into (7.6), followed by the change of variable s/a = $?T + 6’ + it 
and cancellation of the common factor eiUO, leads to 
C,@P) = i [($)" + (+)"I CA4 G3.2) 
[C,(h) $ - kC;(ka)] e-“‘tJ,(k[(a - pe’)(a - pe-t)]llz) dt. 
The recognition that a/& = ka/a(ka) and the change of integration variable 
to x = et permit (8.2) to be written as 
(8.3) 
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where we now assume temporarily that C,(ka) # 0. The function Ku is defined 
by 
K,(p, a) = ja” Jo(k[(u - fx)(a - p,‘x)]l”) Xmm(u+l) dx. 
Piia 
It is apparent that Ku(a, u) = 0. By changing x to I/N, we see that K,, == K,-, . 
Also, if we split the range of integration into (p/u, 1) u (1, u/p) (for p < a), 
we find that Ku = K-, . 
Either (8.2) or (8.3) expresses C,(kp) in terms of its Cauchy data on p = a 
and should be most useful near p = a. These equations may also be recast 
into different forms. For example, from (8.3) we may obtain an expression for 
ZJp, a) = C,(Rp)/C,(ku) by dividing by u[C,(C;U)]~ and integrating with respect 
to a, to give 
(8.4) 
We divide (8.4) by Z,(p, a) and differentiate with respect to p to get 
This may be integrated to give 
C&7) = - f uk’,(p, a) [kC+z) + J$ 
+ W") la0 I (u -! a)" - uu[Ku~u, .,]2 I 4 ; (8.5) 
here the integrand is bounded at (T = a, and use has been made of the results 
T> (a, a) = -2/a, z$ (a, u) = 2/a2. 
It is unnecessary to assume that C,(ku) f 0 in (8.5). 
We may also proceed from (8.2) (or (8.3)) as follows. The argument of the 
Bessel function is k[u” + p* - 2up cash t]lr*. If we expand Jo by Neumann’s 
addition theorem [20, p. 3581, the resulting integrals may be evaluated. In 
general, terms in log p appear when p is an integer (n, say). These are found to 
vanish if and only if C, = _T, , since the coefficient of log p is the Wronskian 
of C, and Jn . If we assume that C, G J,, , where p(>O) is not necessarily an 
integer, we find that the representation for J,(kp) apparently contains negative 
powers of p. On equating the sum of all such terms to zero, after considerable 
calculation we find that 
,,lgp @‘yp,! $ [$y&] = 0, p = 0, 1, 2 ,...I [PI, (8.6) 
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where s .= ka, J,(X) # 0, and [p] denotes the greatest integer strictly less than CL. 
We may integrate (8.6) and determine the constant of integration by consided- 
arations at s = 0 to give 
(W” Jh”) = j$ _ p) ),(=~*~ (nz + p)! 
(- 1)P i (&x)“’ J&x) 
~- 
m+p’ 
p=o,1,2 ,..., [/L]; /L>o. 
(8.7) 
We emphasize that (8.7) is not the expression for /,, that follows from (8.2), 
which appears to be of little interest; Eq. (8.7) is a necessary and sufficient 
condition for the absence from that expression of negative powers of p. 
Equation (8.7) is a representation for (ax)-” JU(. Y as a series of Bessel functions ) 
of integral order. It bears some resemblance to an expression given by Watson 
[20, Sect. 5.23, Eq. (l)]. Both (8.7) and Watson’s result contain a parameter; but 
the roles of p in (8.7) and p in Watson’s formula, as well as the restrictions on 
them, seem to be different. We have verified that, for p = 0, 1, 2. Watson’s 
formula may be transformed into (8.7) for p = 0, 1, 2, respectively. We do not 
know whether (8.7) is new. 
In the Appendix, we state some related results obtained by M.E.H. Ismail 
(private communication). 
As a final example, we quote a result that follows when a radial line is chosen 
for the initial curve. If this is a segment of 0 = 0 then, after some calculation. 
we find 
here p is unrestricted. Integration over 0 gives 
C,(kp) F = - f i 1 m” + Jo(k[s2 + p’ - 2sp cos O]l’z) ds. 
De-‘8 
In particular, if we take 0 = 4~ and set s == it, we get 
sin(&r) 
C,,(kp) y- = - q Jo(&” _ tL]ll”) dt; 
here the path of integration is indented below the possible singularity at t = 0. 
Thus a cylindrical function of real argument is expressed in terms of the same 
function with imaginary argument. 
These examples indicate that the use of (4.2) together with known solutions 
to a partial differential equation may lead to nontrivial results. We have men- 
tioned only some simple possibilities; but the examination of other solutions 
(for example, Rlathieu functions) might repay the effort. 
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9. CONCLUDING REMARKS 
The object of the present work has been to obtain a continuation formula for 
the solution to a boundary value problem for an analytic elliptic equation of 
second order in the plane. This goal has been achieved by proceeding from a 
well-known integral representation for the solution to the boundary value 
problem at an interior point of its domain. The formula so obtained is equivalent 
to Henrici’s solution [2] to the Cauchy problem. We have verified that it is satis- 
factory to use the method of characteristics to locate real singularities of the 
solution when the Riemann function is entire in all its arguments. Application 
of the representation formula to several elementary solutions to the Helmholtz 
equation has yielded some nontrivial integral relations that involve the Bessel 
function Jo, as well as a possibly new series expansion for L(X). 
For problems with axial symmetry, a coefficient of the differential equations 
is singular on the axis and, consequently, the Riemann function is singular. 
Nevertheless, such problems may also be examined by these methods. This 
will be described subsequently. 
Finally, it is worth noting that many inverse problems require the analytic 
continuation of a solution to an elliptic equation. An example is the determination 
of the sources of an acoustic or electromagnetic field, or the shape of a scattering 
body, from knowledge of the far-field pattern. It is possible that the represen- 
tation (4.2) may be of use in this context. 
APPENDIX 
In this Appendix, we give some results obtained by M. E. H. Ismail. He has 
established (8.7) directly, by calculating the coefficient of the general power 
of x on the right-hand side. The proof involves splitting the summation 
into two parts: --p to -1 and 0 to co, and use of Gauss’ theorem: 
i (yM4, _ (b - 4, ) 
,-II IV), (4, 
7 = 0, 1, 2,...; b # 0, -1, -2 )... . 
Here (c)~ = r(c + j)/r(c). He finds the following restrictions on the para- 
meters: if p = 1, 2, 3 ,..., then p = 0, 1, 2 ,..., y - 1; and if p( >0) is not an 
integer, then p = 0, 1, 2 ,.... He has also obtained the following more general 
expansion: 
this is valid for nonintegral IL, and all p such that Re p > - 1. 
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