in Fig. 4 for the normal incidence. The agreement is quite good. For the gridded-square array, over 20-dB attenuation is achieved at the second harmonic (4.9 GHz), and for the double-square array, over 10-dB attenuation are achieved at both the second (4.9 GHz) and third harmonics (7. 35 GHz). The insertion loss at 2.45 GHz for both the gridded-and double-square arrays is less than 0.5 dB. The griddedsquare array was also tested with a rectenna array. The efficiency of the rectenna decreases approximately 1% when the FSS is added, and the second-order harmonic (4.9 GHz) from the rectenna array is reduced approximately 10-15 dB, depending on the distance between the rectenna and FSS arrays. There are two ways to simultaneously suppress the second-and the third-order harmonics. One is to use two gridded-square arrays with their center frequencies at 4.9 and 7.35 GHz, respectively, and another is to merely use a double-square array. Taken into account the reduction of the rectenna efficiency, due to the insertion loss of the FSS at 2.45 GHz, it may be better to merely use a double-square FSS array for suppressing both the second-and third-order harmonics.
The frequency response of a gridded-square array for oblique incidence were also measured. The measured frequency response are shown, in Fig. 5 for oblique incidence of a TE-or TM-polarized plane wave, and in Fig. 6 for oblique incidence when the transmitter is a circularly polarized conical-spiral antenna and the receiver is a linearly polarized horn antenna. As expected from the theory, the response are sensitive to the incident angle for a TE-or TM-polarized incident wave, but relatively insensitive for a circularly polarized incident wave. Thus, for effectively suppressing the harmonics radiation by the FSS array, it is hoped that the circularly polarized wave is used for microwave power transmission.
IV. CONCLUSIONS
By using an equivalent-circuit model, the gridded-and doublesquare FSS arrays have been designed and measured for microwave power transmission systems, where the pass of 2.45 GHz and the rejection of 4.9 and/or 7.35 GHz are required. When the FSS was added, over 10 dB of attenuation of the second harmonic (4.9 GHz) radiated from the rectenna array is obtained and the conversion efficiency of the rectenna decreases approximately 1%. It is also found that, for a combination of TE-and TM-polarized waves or a circularly polarized wave, the angular sensitivity of the FSS arrays could be improved.
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The authors acknowledge the advice and assistance regarding experiments given by T. Miura and H. Kono. In this paper, we investigate the relative accuracy of the Yee FDTD and SCN-TLM [3] methods for problems that contain sharp metallic edges. The accuracy of solutions to this problem is relevant to practical applications such as the modeling of microstrip and coplanar-waveguide structures. The specific problem we examine is a perfectly conducting cavity with metal fins. For this problem, the transmission-line matrix (TLM) method is known to shift the frequency-domain characteristics of the solutions [4] - [6] . As will be shown in this paper, these errors also occur in FDTD simulations. These errors are due to the inability of both methods to accurately model the rapid spatial variation of the field distribution in the vicinity of the singularity at the edge of the metal fin. Both TLM and FDTD are second-order methods. Although the geometry of this problem is simple, it isolates the error caused by the metallic edge, referred to as coarseness error, from other sources of error. Dispersive errors have been investigated in [7] , where a comparison of different finite-difference algorithms is provided.
Methods have been proposed for overcoming the inaccuracies described above. In [4] , the structure was analyzed for a few different mesh sizes, and the resultant solutions extrapolated to the limit of an infinitely fine mesh. In [5] , a local mesh modification scheme is provided that eliminates the error from the solution. In [6] , a comparison of local mesh modifications and mesh refinement using a graded mesh are presented. Other approaches include the use of an unstructured mesh in order to increase the physical discretization in the region surrounding the metallic edge. This allows the secondorder approximation to be applied over shorter physical lengths and, therefore, obtain a more accurate fit to the field distribution. The FDTD [8, Ch. 11] and TLM [9] methodologies are compatible with unstructured meshes. Higher order algorithms would more accurately predict the rapidly varying field distribution [10] - [13] .
Given that FDTD and TLM do not solve this problem accurately, an opportunity exists to compare their relative accuracy for problems containing sharp field discontinuities. The purpose of this paper is, therefore, to quantitatively determine the relative accuracy of the two methods and, based on this quantitative assessment, compare computational resources.
In Section II, we describe the specific geometry investigated, and our approach to obtaining a benchmark solution to the problem. In Section III, we compare the accuracy of the TLM and FDTD methods and, in Section IV, perform a detailed comparison of the computational resources for this problem. A discussion and conclusions follow in Section V.
II. A BENCHMARK SOLUTION
The cross section of the geometry of the problem is provided in The fields do not vary in the z-direction at cutoff and, therefore, magnetic walls are placed on the minimum and maximum z surfaces. In the simulations, a few cells are used to model the z-direction of the problem; the solution being independent of the number of cells. This specific geometry has been previously investigated in [4] - [6] .
In order to obtain benchmark solutions for the resonant frequency for various gap sizes, we analyze the problem using both methods on increasingly finer meshes. We consider cubical mesh sizes of 1l = 1:0; 0:5, 0:25, and 0:125 mm for both the x-and y-directions.
The simulations for these mesh sizes run for 8000, 16000, 32000, and 64 000 time steps, respectively. The FDTD algorithm is run at the limit of stability. The predictions for b=, where is the wavelength corresponding to the first resonance of the cavity, for all of the above mesh sizes are provided in Table I . For each gap size, we fit a linear function, using a least-squares linear regression, to the data points corresponding to the values of b= versus cell size. The y-intercept of these linear functions is an estimate of the solution for b= as 1l ! 0, an infinitely fine discretized problem. Higher order curve fitting to these data points was also performed, where only a slight change in the predicted 1l ! 0 solutions was observed. Shih and Hoefer have utilized a similar strategy [4] . These estimated values are provided in Table II . We found that the difference between the 1l ! 0 solution provided by the TLM and FDTD simulations is less than 0.16% for all cases. We chose the benchmark solution to the problem as the average of the TLM and FDTD estimates. For the two specific gap sizes common to both our investigation and that of Shih and Hoefer [4] , our benchmark solution is identical to that provided by the transverse resonance method [4] (data in [4] is provided for four significant figures). 
III. COMPARISON OF FDTD AND TLM SOLUTIONS
A comparison of the FDTD and TLM solutions with the benchmark solution will allow a measure of the relative accuracy of the methods to be determined. The goal of this comparison is to determine the 1l required by both methods in order to achieve the same accuracy. In Fig. 2 , the percent difference between the FDTD and TLM solutions and the benchmark solutions are provided versus 1l for various gap sizes. It is noticed that error decreases as gap size increases. For large gap sizes, the problem approaches that of a simple two-dimensional waveguide cross section. For the case of a simple two-dimensional waveguide cross section, the error in the solution is due only to numerical dispersive errors. The inverse of the discretization ratio =1l is always greater than 64 in our calculations and, therefore, these errors are minimal.
For all 1l considered, TLM is more accurate than FDTD since the percent error in the TLM solution is always less than that of the FDTD solution. The curves for the smaller gap sizes (corresponding to the larger error) appear to be linear. In order to obtain a relative measure of the TLM and FDTD accuracy, we fit a straight line to these curves using a least-squares linear regression, and compare the slopes of the fitted lines. The slopes of these lines represent the increase in solution error for a given increase in 1l. The slopes along with their ratios are provided in Table III The ratio of the slopes is equivalent to 1lFDTD=1lTLM, the ratio of cell sizes required by each method to obtain the same accuracy [14] *not including overhead required for the transfer operation (see discussion in Section IV) of solution. We expect these ratios to be indicative of the relative accuracy of the two methods for problems containing sharp metallic fins and, therefore, independent of specific problem details such as gap size. As shown in Table III , the ratios do not vary from the average value by more than 011% to +6%. The average value of the ratio is 1.49, indicating the FDTD method requires (1.49) 3 or 3.33 times more cells for a given three-dimensional field problem than the TLM method (1.49 times more cells per linear dimension of the problem).
IV. COMPARISON OF FDTD AND TLM COMPUTATIONAL REQUIREMENTS
Following [8, pp. 70-71] and [14] , the computational requirements of the two algorithms for a homogeneous problem are provided in Table IV . We require a modification of the computational resources from [14] to include the computational costs of the TLM transfer operation. Numerical simulations using our TLM simulation program on the geometry under study indicate an 11% central processing unit This indicates that the TLM algorithm is more efficient than the Yee FDTD algorithm in terms of both computational effort and memory requirements for a problem involving homogeneous material properties and containing a sharp metallic edge.
V. DISCUSSION AND CONCLUSIONS
A comparison of the TLM and FDTD algorithms for the analysis of a perfectly conducting cavity possessing sharp metallic edges has been provided. The accuracy of the methods for this geometrically simple problem is relevant to practical applications such as modeling of microstrip and coplanar-waveguide structures. The shift in resonant frequency observed in the solutions to this problem is due to the inability of the methods to accurately model the rapid spatial variation of the field distribution in the vicinity of the singularity at the edge of the metal fin. We obtain a benchmark solution from which to compare our calculations by extrapolating the solutions on meshes of different cell size to the limit of an infinitely fine mesh. It is interesting to note that the convergence of both the TLM and FDTD methods for this problem appears to be first order and not second order, as would normally be expected.
Comparison of the TLM and FDTD predictions of resonant frequencies indicates that in order to achieve the same accuracy, the FDTD mesh must be 1.49 times as fine as the TLM mesh (per spatial dimension of the problem). Including the computational costs of the algorithms, the FDTD algorithm requires 1.65 times as much memory, and 3.84 times as much computational effort in order to achieve the same accuracy as the corresponding TLM simulation.
We do not interpret our result as an indication that, in general, TLM is more accurate than FDTD. It is possible to develop FDTD or TLM algorithms for a variety of different spatial cells. We interpret our results as an indication that the symmetric condensed representation of fields used within SCN-TLM is a more accurate representation than the distributed representation used in the Yee FDTD algorithm. 
A New Global

I. INTRODUCTION
Time-domain numerical methods based on Maxwell's equations have been widely used to solve transient or wide-frequency-band electromagnetic (EM) problems. Recently, efforts have been devoted to adapt these full-wave analyses to the characterization of complex and highly integrated microwave devices, including distributed as well as lumped circuits. Among these solutions, the finite-difference timedomain (FDTD) and the transmission-line matrix (TLM) extensions are the most commonly proposed [1] - [4] . These techniques depend on the types of studied lumped elements, as they have to develop the appropriate current-voltage model of the elements. Another solution consists in combining a rigorous time-domain EM simulator with a circuit software to directly take advantage of the vast choice of component models provided by the circuit software libraries [5] - [7] . However, to our knowledge, few investigations have been published concerning such an extension using the finite-element time-domain (FETD) method [8] .
Thus, in this paper, a new time-domain technique combining the FETD method and SPICE software is presented. In fact, our technique extends, in the time domain, the concept of the coupling between
