Introduction
We consider a renewal process N (t); t 0; based on a sequence X n ; n 2 N; of independent non-negative random variables, where the interarrival times X n ; n 2 N; have a …nite number of possible distributions. More precisely, the set N = f1; 2; :::g is partitioned into p in…nite subsets N 1 ; :::N p ; and assume there exists a …nite collection of random variables Y 1 ; :::; Y p such that the distribution of X n coincides with that of Y i whenever n 2 N i ; 1 i p: In this case, following Durrett, Kesten and Lawler (1991) and Kesten and Lawler (1992) , the sequence S 0 = 0; S n = X 1 + ::: + X n ; n 2 N; is called a …nitely inhomogeneous random walk.
A summary of results on …nitely inhomogeneous random walks can be found in Sp¼ ataru (2010) . Some classical results, of interest for renewal theory, can be generalized to the case p 2: (For these generalizations, the assumption X n 0 is dropped.) Actually, if
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E jX n j s < 1; n 2 N; then S n =n 1=s a:s: ! 0 for 0 < s < 1; while (S n ES n )=n 1=s a:s: ! 0 for 1 s < 2: Consequently, when 1 s < 2 we can only assert that lim inf n S n n 1=s = lim inf n ES n n 1=s a.s., lim sup n S n n 1=s = lim sup n ES n n 1=s a.s.
( 1.1) This is a generalization of the Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers. Next, if EX 2 n < 1; n 2 N; it is not di¢ cult to check that the Lindeberg-Feller central limit theorem becomes S n ES n q 1 (n) 2 1 + :::
where is the standard normal distribution function, and i (n) = #N i \ [1; n] and 2 i = Var Y i for 1 i p: Finally, if E jX n j < 1; n 2 N; and is a …nite f (X 1 ; :::; X n )g-time with E < 1; then E jS j < 1 and ( min
This extension of Wald's equation can be obtained by arguing as in the classical i.i.d. case p = 1:
Resting on these generalizations, we can now point out some basic facts concerning the renewal process N (t); t 0; de…ned as N (t; !) = maxfn : S n (!) tg; ! 2 : (( ; K; P ) is the underlying probability space.) Throughout we assume that 0 < EY i = i and EY 2 i < 1; and so S n (!) ! 1; ! 2 0 : This entails that N (t; !) < 1 for all t 0 and ! 2 0 :
Moreover, since each X n is …nite-valued, lim (1.1), it follows that
The renewal function U (t) = EN (t); t 0; is …nite-valued, and so right-continuous, also in this new set-up. To see this, choose a > 0 such that b = max 1 i p P (Y i a) < 1: Next, for t 0; choose l 2 N such that al > t: For any j 0; we have P (X j+1 + ::: + X j+l > t) P (X j+1 > a; :::; X j+l > a)
= (1 P (X j+1 a)):::(1 P (X j+l a)) > (1 b) l :
Therefore, if kl n < (k + 1)l; we get P (S n t) P (S kl t) P (X j+1 + :::
Hence, as N (t) = P n 1 IfS n tg; we obtain
Finally, by applying (1.3) and paralleling the proof of the i.i.d. case, it is not di¢ cult to obtain the version of the elementary renewal theorem in the new setting, namely
U (t) t m 1 :
A central limit theorem
Takács (1956) established the following central limit theorem for the renewal process N (t); t 0; corresponding to the i.i.d. case, i.e. p = 1: If = EX 1 and 2 = Var X 1 ; then lim t!1 P ( N (t) t= p t= 2 x) = (x); x 2 R: (2.1)
