To compensate for soft-tissue deformation during image-guided surgical procedures, non-rigid methods are often used as compensation. However, most of these algorithms first implement a rigid registration to provide an initial alignment. In liver tumor resections, the organ is deformed on a large scale, causing visual shape change on the organ. Unlike neurosurgery, there is no rigid reference available, so the initial rigid alignment is based on the organ surface. Any deformation present might lead to misalignment of non-deformed areas. This study attempts to develop a technique for the identification of organ deformation and its separation from the problem of rigid alignment. The basic premise is to identify areas of the surface that are minimally deformed and use only these regions for a rigid registration. To that end, two methods were developed. First, the observation is made that deformations of this scale cause noticeable changes in measurements based on differential geometry, such as surface normals and curvature. Since these values are sensitive to noise, smooth surfaces were tesselated from point cloud representations. The second approach was to develop a cost function which rewarded large regions with low closest point distances. Experiments were performed using analytic and phantom data, acquiring surface data both before and after deformation. Multiple registration trials were performed by randomly perturbing the post-deformed surface from a ground truth position. After registration, subsurface target positions were compared with those of the ground truth. While the curvature-based algorithm was successful with analytic data, it could not identify enough significant changes in the surface to be useful for phantom data. The minimal distance algorithm proved much more effective in separating the registration, providing significantly improved error measurements for subsurface targets throughout the whole surface.
INTRODUCTION
Image-guided surgery systems attempt to provide an accurate mapping between the present surgical position and high resolution preoperative tomographic images. Anatomical landmarks or extrinsic fiducials attached to rigid structures in the body are often used to provide the mapping, or registration, between the preoperative image space and the intraoperative location. In the case of liver tumor resection, identifying rigid pointbased landmarks can not be performed with any degree of confidence required for the accuracy necessary in the procedure. The feature most often used is the surface of the liver itself. Intraoperative surface data can be acquired using intraoperative tomography, 1 contact with optically localized probes, 2 laser range scanning, 3, 4 or ultrasound. 5, 6 Traditional rigid registration techniques, such as various closed-form solutions to the orthogonal procrustes problem [7] [8] [9] or the Iterative Closest Point (ICP) algorithm, 10 attempt to minimize a global error metric based on distance between the two feature sets.
One of the principle assumptions that has often been made is that the registration between these two spaces is rigid, and that the organ acts as a rigid body. However, many studies proved that significant soft tissue deformation is observed in neurosurgical procedures, [11] [12] [13] [14] [15] where the phenomenon is referred to as brain shift. In other types of procedures, the circumstances surrounding organ deformation are quite different. For example, during hepatic tumor resection cases, the liver is disconnected from restraining ligaments and frequently manipulated and repositioned by the surgeon. This results in deformations which are far less subtle than in neurosurgery. They are observed as a bulk shape change that is visible to the human eye.
Part of the observed differences in intraoperative deformation between the brain and liver are due to the amount of rigid constraints present. The skull serves as a rigid frame of reference, and bony landmarks or external fiducials attached to the cranium serve to provide a reliable rigid registration that aids in quantifying the deformation present in the soft brain tissue. If deformation is present within a feature set, rigid registration algorithms that use a global distance error metric will interpret the deformation as rigid registration error. In attempting to minimize the mean error metric across the entire surface, non-deformed areas will become misaligned. This effect can be observed in Figure 1 . Since there is no rigid basis during open abdominal liver procedures, determining a rigid registration that will aid in quantifying deformation proves to be quite challenging. Figure 1 . When a deformation is present (left), rigid registration procedures, such as ICP, will attempt to minimize the global error metric, causing some non-deformed areas to become misregistered (right).
There has been some effort into determining non-rigid estimates of deformation based on geometrical features. Chui and Rangarajan developed a technique based on Robust Point Matching (RPM) and the thin plate spline transform. 16 The technique alternates between constructing a fuzzy correspondence matrix to determine a thin plate spline transform and then using this thin plate spline transform to update the correspondence matrix. Using a deterministic annealing framework, the correspondence matrix iteratively approaches a one-to-one correspondence, with the allowance for some points to be outliers. Other studies have focused on using differential geometry to estimate the deformation. Laskov and Kambhamettu 17 use an affine motion model which is obtained by minimizing a linear set of equations based on the change of Gaussian curvature to estimate non-rigid motion. The study relied on the critical assumption that the parametrization of their surface was orthogonal at all points on the surface. This method extends upon a similar algorithm used to estimate non-rigid motion using the unit normals of a surface. 18 Shi et al. 19 focused on using the principal curvatures to calculate bending energy, which was then used to determine correspondence and define a deformation field. This method was used to track motion of the left ventricular wall.
Rather than estimating the deformation through a set of non-rigid registrations, this study attempts to provide a rigid registration that identifies soft-tissue deformation in the liver and eliminate it from the rigid registration process. An accurate representation of the deformation will be used as input for an algorithm to compensate for the deformation. 
METHODS 2.1. Overview
As briefly stated in the Introduction, the goal of this research is to develop a rigid registration that identifies and excludes deformation. Before explaining the methods use to develop these registrations, it is necessary to state some of the assumptions regarding image-guided liver surgery. From the authors' experience observing procedures in the operating room the liver is assumed to be an elastic substance. Unlike neurosurgery, there do not seem to be any apparent fluid effects in the organ, so there is no shrinking or swelling and volume is being preserved. The most obvious feature of the deformation appears to be a shape change in one area, while other regions remain minimally deformed compared to preoperative surface data.
Two means of delineating between deformed and non-deformed surfaces were developed. One method attempted to use differences in curvature between the surfaces to drive the rigid registration. The second method focuses on rewarding registrations in which areas that are minimally deformed are aligned as close as possible, while ignoring the large distances caused by deformation. To that end, a cost function based on the closest point distance operator was developed.
Input data for these two methods consists of three-dimensional point sets. One data set represented a segmented surface from a non-deformed preoperative tomographic image volume. It was registered with another data set representing an intraoperative range scan of the exposed liver surface undergoing deformation. Experiments were performed using analytic and phantom data. The synthetic surfaces were defined through a parametric equation. The points were perturbed by a anisotropic Gaussian noise, which had a higher standard deviation along one axis to mimic the fact that most error in range scanning is found along the depth axis. The deformation was artificially generated on the right side by adjusting the point positions. The surface and subsequent deformation are shown in in figure 2. Phantom data was acquired from a silicone model of the human liver. The phantom was attached to a plexiglass base, and then an object was placed underneath the liver on the base, inducing deformations on the order of 4-5 cm. Corresponding tomogram slices before and after deformation are displayed in figure 1 , and a three-dimensional visualization of the resulting deformation is provided in the left image of figure 3.
Identifying deformation using curvature
Curvature is a differential geometry term that is popular in computer vision because of its invariance to transformation. Despite the orientation of the surface, the values of the principal curvatures do not change. A surface S can often be represented in parametric coordinates, u and v, which at any point in the surface are aligned within a plane tangent to the point. The surface normal can be defined in terms of these two orthogonal bases,
where S u and S v are the derivatives in the u and v directions respectively. For any surface, two other terms, defined as the two fundamental forms can also be defined, Figure 3 . Corresponding CT slices from deformed and non-deformed image. The plastic object placed below the liver produces the deformation observed in Figure 1 . At this point in the volume, there is a displacement of 37.9mm by the object Figure 4 . The relationship between deformation, surface normals, and curvature. Away from the deformation, the curvature is unaffected by the normals.
Gaussian (K) and mean (H) curvature can be expressed in terms of the two fundamental forms.
Curvature can be used to represent changes in the surface as shown in figure 4 . The left column represents a non-deformed plane with arrows representing the normals. As can be expected, the orientation of the surface normals as well as the value of curvature are uniform. In the right column, a deformation has been added by using a thin plate spline transform. At the area of deformation, a significant change has occurred to both the surface normals and the curvature.
Before curvature values could be calculated for the input point sets, the underlying surface that is represented by the data must be determined. Two different techniques were used to tessellate these surfaces. The first method was a least-squares fit of the point set to a B-spline. The most sensitive part of this algorithm is determining the parametrization for each point to be fit. A method similar to one described by Ma and Kruth 20 has been implemented. Another method incorporates Radial Basis Functions(RBF) to fit the data. A biharmonic RBF was used to interpolate the signed distance for any point from the surface, resulting in the surface being described by the zero isocontour of the RBF. To make this method computationally efficient for large data sets, a special implementation which provides for the fast evaluation and solution of RBFs was used, 21 developed by FarField Technology (FastRBF, Far Field Technology, Christchurch NZ).
From the underlying surface descriptions, the curvature was then calculated. At each point of the surface, curvature was approximated by fitting a quadric to the local area around the point. 22 The quadric surface has the parametric representation,
For each surface fit the third coordinate is aligned with the surface normal of the origin point, while the first and second coordinates are orthogonal bases in the tangent plane. Every surrounding point included in the fit is projected into the tangent plane along the surface normal. The projection point on the tangent plane along with the the projection distance along the normal to the plane are used for the values of the least squares fit. The resulting parameters used to describe the quadric fit can also be used to determine gaussian and mean curvature,
The number of points included in each quadric fit was based on the number of edges between each candidate point and the origin point for the fit. As the connectivity level was increased, more points were included in to the local quadric fit. The first test performed was analyzing the difference in curvatures between the pre-deformed and post-deformed surface. Since deformation can hinder the ability to achieve proper correspondence using the closest point operator, a different method of correspondence was necessary. Since both data sets were fit in the same manner over similar extents, correspondence was based on the parametric coordinates of the fitted surface.
Identifying deformation using the closest point operator
An alternate approach developed to identify deformation was based on using the closest point distance operator. In regions where the surface is minimally deformed, correct alignments will result in closest point distances close to zero while areas where significant deformation is present will have much higher closest point distances. To take advantage of a large region with low closest point distances, the operator was modified to produce the following distance function.
As more points approach a closest point distance of zero, the cost function will become greater. At the same time, this cost function will not punish points which have large closest point distances due to deformation. The amount of tolerance that is given to the effect of distances is controlled by the spatial constant τ . Currently, the cost function is optimized with respect to a rigid transformation with six degrees of freedom using Powell's method.
23
Trials were performed on the analytic and phantom surfaces. In both data sets, a ground truth registration was known. For the phantom data, the ground truth was acquired by a point-based registration on external fiducials surrounding the phantom. Random perturbations of the data were generated using transformations in which the six degrees of freedom were randomly selected from ±10mm in translation and ±10 o for the rotation. Registrations were also calculated using Iterative Closest Point by means of a comparison. Error measurements were made by comparing registration results with the ground truth. For the analytic surface, this value was the RMS distance between corresponding deformed points after the registration and at ground truth. For the phantom data, the location of six subsurface targets representing tumors were used. Figure 5 and 6 present results of using curvature to identify deformation. The first two columns show the non-deformed and deformed surfaces with the color of each point based on the curvature value. The third column represents the non-deformed surface as well, except that the color now represents the difference between curvature from each corresponding point pair. In both cases the right side of the surface was deformed to simulate the typical nonrigid behavior of the left lobe that that is observed during surgery. The deformed surfaces were aligned using a pre-determined ground truth. In the case of the synthetic surface, the non-deformed regions of the pre and post-deformation data sets were already aligned. For the phantom, the ground truth was based on external teflon spheres that served as rigid fiducials for a point based algorithm. Using n = 7 points, the FRE was 0.1mm, providing an excellent rigid reference between the data. Once ground truth alignments were performed, correspondence between the non-deformed and deformed data set was established through using the identical parametric coordinates from the spline fit. Using the cost function which is based on the closest point distance operator, registrations were performed on the predeformed and post-deformed analytic surface. After 1000 trials, the RMS distance between points on the deformed surface after the registration compared to their corresponding ground truth was 0.40mm, with the maximum RMS distance being 1.03mm. On the other hand, the Iterative Closest Point method for the same set of perturbations resulted with an average RMS distance of the 1000 trials being 3.74mm, with a maximum RMS distance of any trial being 4.20mm. Table 1 shows results for the registration studies using the liver phantom. Here the RMS distance between the location at the six tumor targets at ground truth and their position after registration are shown. The location of the tumors with respect to the liver surface is shown in 7.
RESULTS
The results from registration based on modifying the closest point distance operator are divided into to two categories: "success" and "failure". A registration was deemed a success if it qualitatively captured the observed deformation and had error distances significantly lower than found from the ICP method. The success trials also converged to approximately the same point, which corresponds to the lowest minima observed in simulations.
DISCUSSION
While curvature metrics have definite potential in the identification of deformed regions, there are still some significant issues. In figure 5 , the values of curvature have significantly changed after being deformed. The difference in curvature clearly highlights the boundary of the deformation. However, the curvature data of the phantom surface in figure 6 is more ambiguous. There are some clear instances where deformation and curvature coincide, which are labelled regions "1" and "2". Region 1 is located at the top of the liver, where there is an inflection point between the deformation and the fixed region. Region 2 resides on the lower front side of the liver right at the ridge. While both of these represent areas of deformation, there are still many other portions of the deformed left lobe which do not show significant changes in curvature.
Curvature is still considered by the authors to be a valuable metric for the purpose of identifying deformation, although there are some issues to resolve. As shown in (4) and (5), this metric is based on the second-order derivatives of the surface geometry. Noise plays a considerable factor in the resulting curvature values, as does the method to calculate curvature on surfaces defined by discrete geometric locations. Many different methods have been proposed for calculating curvature on tesselated surfaces used in computer graphics. The method used in this paper, which fits the local surface of each point to a quadric, has been used quite often. Batchelor et al. 24 proposed a method to directly calculate the curvature using the three-dimensional topology as described by the point of interest, its surrounding points, and the connecting edges. This method produces satisfactory results as long as the aspect ratio and connectivity of the tessellating polygons is of good quality. Others have gone in the opposite direction, using whole three-dimensional volumes that depict the surface as an isocontour.
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If the isocontour is well-behaved, then the surface normal can be related to the image's intensity gradient, and curvature can be determined based on the derivatives of the pixel's intensity values. While this method has the potential to offer the smoothest interpretation of curvature, it also requires making nine derivative calculations for every point for which curvature needs to be obtained.
All of the above methods differ in the information used to represent the surface and calculate the corresponding curvature, yet all are dependent on the amount of surrounding geometric data that is included in the calculation. Using a similar method of calculation, Shi's study performed an analysis on the behavior curvature with respect to the extent of surrounding surface information used in the calculation.
19 By incorporating only points directly connected to the point of interest, curvature is only determined over a small scale. Tiny variations due to noise have significantly more effect. Conversely as more points are included in the calculation, the measurement is less susceptible to noise, but it also is less able to discern specific details in the surface. The results from their study noted that the most significant curvature features of a surface were essentially invariant of the extent of the neighborhood.
The central challenge of incorporating curvature information into the registration process involves determining correspondence between points on the deformed and non-deformed surface. The most common form of determining correspondence is based on the closest point distance operator. For most surfaces and correspondence strategies, closest point distances are used to set up a temporary and arbitrary correspondence, allowing the iterative alignment of images to naturally bring points to their true one-to-one correspondence. With the presence of deformation, the closest point may not be the same as the corresponding point on the deformed surface. As more deformation is present, the less likely that true correspondence will be established through the closest point operator, even when aligned at ground truth. Many groups have proposed modifications to the closest point operator in order to achieve a more accurate correspondence matrix. Auxiliary information about a point or surface, including color, 26 surface normals and other invariant information based on differential geometry, 27, 28 have all been used to further constrain the closest point distance metric. Others have used this extra information to constrain the search region allowed for corresponding points. 19, 29 Some treat correspondence as a continuously valued problem, allowing fractional correspondence to many points at one time.
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While traditional closest point methods may have trouble with large deformation, the operator itself still has valuable information for this problem. Using the closest point distance operator to drive the exponential sum found in the cost function (8) , transformations that align data sets such that there are many points with low closest point distances are rewarded. This scenario is associated with minimally deformed regions are wellaligned. At the same time, the cost function does not punish for the large closest point distances associated with deformation. In this set of experiments, the most frequently observed minimum appears to be a global minimum, and most, but not all, of the deformation has been recovered. There is still a failure rate of about 5-6%, so methods for avoiding local minima must be explored.
From the experiments comparing this new cost function with ICP, the most improvement is found at tumors 5 and 6, where the organ is minimally deformed, yet has been severely misaligned by ICP. Significant improvement is found in tumors 1 and 2, which are the most deformed regions of the liver. While the error for these initial experiments was still over 10mm, this registration captured a majority of the deformation, which was on the order of 4-5 cm. The least amount of improvement was found at tumors 3 and 4, which are located near the center of the organ and experience the smallest lever arm effect from the rotation within the ICP transformation.
The results of the rigid registration will be used to provide an accurate representation of the organ deformation, which will serve to construct boundary conditions for a finite element model. Considering the numerous amount of non-rigid registration algorithms available, it might seem more intuitive to implement one of these methods instead. In fact, deformable algorithms that use feature and geometric information are being considered in future studies as a means of comparison. However, most of the current deformable algorithms rely on assumptions that may not be found in this situation. While most deformable algorithms may not be based on individual point correspondence, they are based on correspondence of the surface as a whole. In other words, there is an expectation that both data sets are complete representations of the structure. Since the laser range scanner, our most frequent intraoperative data acquisition device, can only acquire information through line of sight, it represents a partial surface compared to the complete organ segmented from preoperative tomography. Even with the inclusion of subsurface structures from ultrasound images, complete organ data cannot be captured during surgery in an expedient or effective manner using sparse data alone. Deformable algorithms must also provide for a manner of accurately determining subsurface deformation. Similar to finite element modelling, this process will likely involve providing boundary conditions for the entire organ surface. Some regions on the undersurface are assumed to be fixed, while other parts of the liver are free to move as dictated by the model. Finite element modelling will be conducted on a complete volumetric mesh based on tomographic studies and is well-suited for constraining regions of the surface not visualized by intraoperative methods.
CONCLUSION
Two methods for identifying large deformations in anatomical surfaces were developed. One focuses on differences of curvature after a deformation has occurred, the other looks to align the minimally deformed surfaces by using a modification of the closest point operator, which rewards regions of closely aligned surfaces while not punishing large closest point distance operators where deformation is likely present. Unlike traditional landmark based registrations which rely on global distance error metrics, both methods have the ability to identify deformation in surfaces. Issues regarding correspondence, curvature, and optimization must be further examined in order to increase the accuracy and robustness of the algorithms.
