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Long-term behaviour in a chemotaxis-fluid
system with logistic source
Johannes Lankeit
We consider the coupled chemotaxis Navier-Stokes model with logistic source terms
nt + u · ∇n = ∆n− χ∇ · (n∇c) + κn− µn2
ct + u · ∇c = ∆c− nc
ut + (u · ∇)u = ∆u+∇P + n∇Φ+ f, ∇ · u = 0
in a bounded, smooth domain Ω ⊂ R3 under homogeneous Neumann boundary conditions
for n and c and homogeneous Dirichlet boundary conditions for u and with given functions
f ∈ L∞(Ω× (0,∞)) satisfying certain decay conditions and Φ ∈ C1+β(Ω¯) for some β ∈ (0, 1).
We construct weak solutions and prove that after some waiting time they become smooth
and finally converge to the semi-trivial steady state (κ
µ
, 0, 0).
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1 Introduction
Bacteria and sand are different. Although both are heavier than water and will tend to sink if dispersed
in it, bacteria may possess the ability to swim – and to direct their movement toward more favorable
environmental conditions, i.e. for example toward higher concentration of oxygen, thus instigating the
emergence of bioconvective patterns (see [27, Sec. 4.2]). Such behaviour can, e.g., be observed if colonies
of Bacillus subtilis are suspended in a drop of water (see e.g. [19]), and models describing this phe-
nomenon, that is, the model proposed by Tuval et al. in [37] and variants thereof, have received much
attention from the mathematical community over the past few years.
Before we recall some of the progress made in the analysis of such models, let us briefly motivate the form
of the system we want to investigate in the present article. In order to describe the interaction between
bacteria, their fluid environment and oxygen (or another nutrient) contained therein, we introduce scalar-
valued functions n and c standing for the concentration of bacteria and oxygen, respectively, and a
vector-valued function u representing the velocity field of the surrounding water. The fluid motion is
supposed to be governed by the incompressible Navier-Stokes equations
ut + (u · ∇)u = ∆u+∇P + n∇Φ+ f, ∇ · u = 0
where we have allowed for an external force f (which nevertheless might best be thought of as being
zero in the most prototypical case) and, more importantly, where bouyancy effects are included, which
arise from density differences between fluid with and without bacteria, as mandated by the presence of
a given gravitational potential Φ. P symbolizes the pressure of the fluid, another unknown quantity.
Oxygen is assumed to diffuse in the manner of linear diffusion, as described by the heat equation. It is
moreover transported in the direction of the fluid flow and, finally, consumed with a rate proportional
to the amount of bacteria present. Combining these effects, the resulting equation is the following:
ct = ∆c︸︷︷︸
diffusion
−nc︸︷︷︸
consumption
−u · ∇c︸ ︷︷ ︸
transport
.
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The evolution of the bacterial concentration is also influenced by diffusion and transport along the velocity
field of the fluid. The cells moreover steer their motion in the direction of the concentration gradient of
oxygen, by means of chemotaxis. This gives rise to a contribution −χ∇ · (n∇c) to the time derivative
of n, thus introducing cross-diffusive effects into the model, which lie at the core of the mathematical
difficulties accompanying the analysis of chemotaxis systems like the famous Keller-Segel model ([15, 2]).
Therein χ > 0 is a parameter regulating the strength of the chemotactic attraction. In addition, we want
to allow for population growth to take place in the simplest conceivable manner, namely according to
a logistic law, where we denote by κ the effective growth rate of the population and by µ a parameter
controlling death by overcrowding. In total, these effects yield the equation:
nt = ∆n︸︷︷︸
diffusion
−χ∇ · (n∇c)︸ ︷︷ ︸
chemotaxis
−u · ∇n︸ ︷︷ ︸
transport
+κn− µn2︸ ︷︷ ︸
logistic growth
With time starting at 0, spatially the whole scenario is to take place in a bounded domain Ω ⊂ R3 with
smooth boundary, which we want to think of as drop of water resting on a surface. Thus it is quite
natural to assume that no fluid motion takes place on the surface of the drop, that is
u = 0 on ∂Ω,
and that no bacteria cross the boundary between the drop and its surroundings
∂νn = 0 on ∂Ω.
We will also assume that
∂νc = 0 on ∂Ω,
that is, that no exchange of oxygen takes place between the fluid environment and its exterior. This
assumption is less natural, at least for the part of the boundary that separates water and air, but so far
has been employed in almost all papers dealing with chemotaxis fluid interaction from a mathematical
viewpoint (exceptions being early existence results for weak solutions in 2-dimensional bounded domains
[25], numerical experiments like in [6] and, most notably, a recent work by Braukhoff [4], where it was
shown that in 2- or 3-dimensional convex bounded domains classical or weak solutions, respectively, exist
for a chemotaxis-Navier-Stokes model with logistic source if the boundary condition for c is ∂νc = 1− c).
Thus, in total the system to be considered here is
nt + u · ∇n = ∆n− χ∇ · (n∇c) + κn− µn2 in Ω× (0,∞)
ct + u · ∇c = ∆c− nc in Ω× (0,∞)
ut + (u · ∇)u = ∆u +∇P + n∇Φ + f, ∇ · u = 0 in Ω× (0,∞) (1)
u = 0, ∂νn = ∂νc = 0 in ∂Ω× (0,∞)
n(·, 0) = n0, c(·, 0) = c0, u(·, 0) = u0 in Ω
for some initial data {
n0 > 0, c0 > 0 in Ω
n0 ∈ C0(Ω), c0 ∈ W 1,q(Ω), u0 ∈ D(Aα)
(2)
with q > 3, α ∈ (34 , 1), where A denotes the realization of the Stokes operator under homogeneous
Dirichlet boundary conditions in the solenoidal subspace L2σ(Ω) of L
2(Ω).
If κ = µ = 0 (and f ≡ 0), this model is an instance of the one for which the existence of global weak
solutions in Ω = R2 was shown in [24]. The existence of global classical solutions in two-dimensional
bounded convex domains was discovered in [44]. Global weak solutions on Ω = R2 have been treated in
[50] under weaker conditions on the initial data. In the setting of [44], the convergence of solutions to the
stationary state was proven in [45]; its rate was given in [48]. Upon neglection of the nonlinear fluid term
(u · ∇)u, that is upon consideration of Stokes flow instead of a Navier-Stokes governed fluid, global weak
solutions can also be found in bounded three-dimensional domains ([44]). (The results of [44, 45] have
been extended to non-convex domains in [18].) For the three-dimensional setting (of bounded convex
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domains) with full Navier-Stokes-fluid and large initial data only recently the existence of weak solutions
has been demonstrated by Winkler ([41]). He furthermore showed that any eventual energy solution
becomes smooth after some waiting time, and converges as t→∞ ([42]).
Other variants of the model that are commonly treated include nonlinear (porous medium type) diffusion
of bacteria, where ∆n is replaced by ∆nm for some m > 1 (see [34, 35, 10, 7, 49]), thereby improving
chances for finding bounded solutions, or, exchanging χ∇ · (n∇c) for ∇ · (nS(n, c, x)∇c), more complex
sensitivity functions S ([46, 40, 39, 16, 5]), which may be matrix-valued, thus introducing new mathe-
matical challenges by destroying the natural energy structure of the system and, seen from the biological
viewpoint, taking care of more complicated swimming behaviour of bacteria (cf. [9, 28, 47]).
In contrast to (1), in the classical Keller-Segel system the chemoattractant is produced by the bacteria
themselves and not consumed (accounting for terms +n−c in place of −nc in the second equation of (1)),
and models of Keller-Segel-Stokes type have also been considered ([40, 3]). In Ω = R3, mild solutions
to a system encompassing both mechanisms at the same time were proven to exist under a smallness
condition on initial data ([20]).
Chemotaxis fluid models including logistic growth (κ, µ > 0) have been treated in [38, 33, 36, 43, 4].
In [38], a result on the existence of weak solutions for (1) is given, and for the case of sufficiently
nonlinear cell diffusion, attractors are considered. In a Keller-Segel-Navier-Stokes system with logistic
source (µ > 0, κ ≥ 0) in two-dimensional bounded domains global classical solutions have been detected in
[33], which furthermore converge to 0 if κ = 0. Under the assumptions of a Stokes fluid and sufficiently
large µ (explicitly: µ > 23), in [36] these results have been achieved for three-dimensional bounded
domains as well. In [43], for µ > 14
√
κ+χ in bounded convex domains Ω ⊂ R3 generalized solutions
are constructed, which then are shown to converge to the homogeneous steady state with respect to the
topology of L1(Ω)× Lp(Ω)× L2(Ω) for p ∈ [1, 6), if certain conditions on f are satisfied.
It is the main goal of the present article to achieve similar results for the consumption-chemotaxis-fluid
model (1). Having to deal with a consumption instead of production term in the c-equation seems more
beneficial for proving boundedness of solutions and encourages us to hope that the solutions remain
bounded and thus exist globally without any further largeness condition on µ except positivity and that
the convergence takes place with respect to stronger topologies than in [43]. This is indeed what we will
prove. Moreover, we will shed light on asymptotic regularity properties of the solutions we are going to
construct.
Let us state the main results in detail: Posing the condition{
f ∈ L2((0,∞), L 65 (Ω)) ∩ L∞(Ω× (0,∞)) ∩Cβ, β2 (Ω× [0,∞)),
‖f(·, t)‖
L
3
2 (Ω)
→ 0 as t→∞ for some α > 0 (3)
on the external force on the fluid, we will first (re-)derive the following theorem on global existence of
weak solutions:
Theorem 1.1. Let Ω ⊂ R3 be a bounded smooth domain and let χ, κ ≥ 0, µ > 0. Let n0, c0, u0 be as
in (2) with some q > 3 and α ∈ (34 , 1), let Φ ∈ C1+β(Ω) for some β > 0, and let f satisfy (3) for some
β ∈ (0, 1). Then there is a weak solution (in the sense of Definition 2.16 below) to (1), which can be
approximated by a sequence of solutions (nε, cε, uε) to (4) in a pointwise manner (and moreover with
respect to the topologies indicated in Proposition 2.17).
(For weak solutions to (1) with f ≡ 0 see also [38, Thm. 4.1] or, for a setting with different boundary
conditions, [4].) The solutions (nε, cε, uε) to the approximate system (4) that are mentioned in Theorem
1.1 (but do not appear in [38]) will serve as essential tool also in the proof of our second theorem, which
is concerned with the asymptotic behaviour and eventual regularity of solutions.
Theorem 1.2. Let the assumptions of Theorem 1.1 be satisfied. Then there are T > 0 and γ ∈ (0, 1)
such that the solution (n, c, u) given by Theorem 1.1 satisfies
n, c ∈ C2+γ,1+ γ2 (Ω× [T,∞)), u ∈ C2+γ,1+ γ2 (Ω× [T,∞)).
Moreover,
n(·, t)→ κ
µ
, c(·, t)→ 0, u(·, t)→ 0 as t→∞,
where the convergence takes place with respect to the norm of C1(Ω).
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As to the proofs, we will first turn our attention to Theorem 1.1: In Section 2, namely, we will be
concerned with solutions to the approximate problem (4) (see Lemma 2.1) and with the derivation of
estimates that allow for compactness arguments in constructing solutions to (1) (Proposition 2.17). The
foundation for the acquisition of these estimates will be an examination of the derivative of∫
Ω
nε lnnε +
χ
2
∫
Ω
|∇cε|2
cε
+Kχ
∫
Ω
|uε|2
for suitable K > 0 (see Lemma 2.10). In contrast to a system without logistic source terms in the
equation for n, mass conservation of the bacteria is not guaranteed in (1). We begin Section 3 by finding
a suitable substitute, and then, relying on this, prove convergence of
∫ t+1
t
∫
Ω cε and of ‖cε(·, t)‖L∞(Ω) as
t → ∞ (Lemma 3.3 and Lemma 3.5, respectively). In Lemma 3.7 we derive a differential inequality for∫
Ω
npε
(η−cε)θ
for appropriate parameters η, θ, finally yielding Lp-bounds on n whenever the second solution
component is small. Using these bounds, we then prove eventual Hölder regularity of uε (Lemma 3.12), cε
(Lemma 3.13), and nε (Lemma 3.14), which can be transferred to n, c, u and turned into higher regularity
(Lemma 3.16). For convergence as t→∞, we finally draw upon uniform Hölder bounds (Corollary 3.15)
and the compact embedding C1+α,
α
2 (Ω× [t, t+1]) →֒ C1,0(Ω× [t, t+1]) as well as some of the properties
collected during the course of Section 3; concerning n, for example, Lemma 3.2 (and thus, indirectly,
Lemma 2.5) will once more be important.
Notation. Given any function w defined on Ω × [0, T ) for some T ∈ (0,∞], we define w(t) := w(·, t)
for any t ∈ [0, T ). We will refer to the partial derivative with respect to the last argument by d
dt
w. The
symbol →֒→֒ will be used to indicate compact embeddings. For vectors v, w ∈ R3 we let v ⊗ w denote
the matrix (viwj)i,j=1,2,3. P : Lp(Ω)→ Lpσ(Ω) stands for the Helmholtz projection in Lp(Ω).
2 Existence of weak solutions
We will start by considering an approximate problem, namely
nεt + uε · ∇nε =∆nε − χ∇ ·
(
nε
1 + εnε
∇cε
)
+ κnε − µn2ε (4a)
cεt + uε · ∇cε =∆cε − cε 1
ε
ln(1 + εnε) (4b)
uεt + (Yεuε · ∇)uε =∆uε +∇Pε + nε∇Φ+ f(x, t) (4c)
∂νnε|∂Ω = ∂νcε|∂Ω =0, uε|∂Ω = 0 (4d)
nε(·, 0) = n0, cε(·, 0) =c0, uε(·, 0) = u0 (4e)
where Yε = (1 + εA)
−1, and provide estimates for its solutions. In Proposition 2.17, these estimates will
enable us to construct a solution to (1) by a limiting process. An approximation in this way was also
employed in [41], [42], [43].
2.1 Local existence and basic properties
First, let us recall that locally these solutions actually exist. Because the reasoning is well-established
(and not central to later parts of the article), we shall only briefly hint at the proofs, both here and in
Lemma 2.12, where their global existence is indicated.
Lemma 2.1. Let q > 3, α ∈ (34 , 1), β ∈ (0, 1), κ, χ ≥ 0, µ > 0, Φ ∈ C1+β(Ω), f as in (3), let n0, c0, u0
satisfy (2) and let ε > 0. Then there are Tmax,ε and uniquely determined functions
nε ∈ C0(Ω× [0, Tmax,ε)) ∩C2,1(Ω× (0, Tmax,ε)),
cε ∈ C0(Ω× [0, Tmax,ε)) ∩C2,1(Ω× (0, Tmax,ε)) ∩ L∞((0, Tmax,ε),W 1,q(Ω)),
uε ∈ C0(Ω× [0, Tmax,ε)) ∩C2,1(Ω× (0, Tmax,ε))
which together with some Pε ∈ C1,0(Ω× (0, Tmax,ε)) solve (4) classically, and satisfy Tmax,ε =∞ or
lim sup
tրTmax,ε
‖nε(·, t)‖L∞(Ω) + ‖cε(·, t)‖W 1,q(Ω) + ‖Aαuε(·, t)‖L2(Ω) =∞. (5)
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Proof. The proof follows the reasoning of [41, Lemma 2.1] if some of the adaptions necessary in [41,
Lemma 2.2] and [43, Lemma 3.1] are taken into account.
Banach’s fixed point theorem applied in closed ball in L∞((0, T ), C0(Ω)×W 1,q(Ω)×D(Aα)) to a function
whose fixed points are mild solutions to the system establishes the existence of such solutions on a time
interval [0, T ), where T depends on the norms featured in (5) only. By an invocation of standard
regularity theory for parabolic equations and the Stokes semigroup these solutions turn into classical
solutions.
For the rest of the article let us fix parameters χ, κ ≥ 0, µ > 0, α ∈ (34 , 1), q > 3, β ∈ (0, 1), f as in
(3), Φ ∈ C1+β(Ω), initial data n0, c0, u0 satisfying (2) and, given ε > 0, let us denote by (nε, cε, uε) the
corresponding solution to (4).
Lemma 2.2. For any x ∈ Ω, ε > 0, t ∈ (0, Tmax,ε) we have nε(x, t) ≥ 0 and cε(x, t) ≥ 0.
Proof. An application of the parabolic comparison principle to the subsolution 0 of (4a) or (4b), respec-
tively, immediately results in the claimed nonnegativity.
Similarly, we obtain boundedness of cε.
Lemma 2.3. There is C > 0 such that for any ε > 0 and for any t >∈ (0, Tmax,ε),
‖cε(t)‖L∞(Ω) ≤ C (6)
and, for any ε > 0, t 7→ ‖cε(t)‖L∞(Ω) is nonincreasing on (0,∞).
Proof. With C = ‖c0‖L∞(Ω), both assertions are a consequence of the parabolic comparison principle.
Another quantity whose boundedness, in this case in L2(Ω), quickly results from the second equation is
the gradient of cε:
Lemma 2.4. There is C > 0 such that for any ε > 0∫ Tmax,ε
0
∫
Ω
|∇cε|2 ≤ C. (7)
Proof. Let ε > 0. Upon multiplication by cε, integration over Ω and integration by parts, (4b) results in∫
Ω
cεcεt = −
∫
Ω
|∇cε|2 −
∫
Ω
c2ε
1
ε
ln(1 + εnε) +
∫
Ω
cεuε · ∇cε on (0, Tmax,ε),
where the last term vanishes by
∫
Ω
cεuε · ∇cε = 12
∫
Ω
uε · ∇(c2ε) = − 12
∫
Ω
c2ε∇ · uε = 0 due to ∇ · uε(t) = 0
for all t ∈ (0, Tmax,ε), and integration with respect to time entails
1
2
∫
Ω
c2ε(t) +
∫ t
0
∫
Ω
|∇cε|2 ≤ 1
2
∫
Ω
c20ε for any t ∈ (0, Tmax,ε),
so that we may conclude (7) by taking tր Tmax,ε.
In contrast to the situation without source terms, we cannot hope for mass conservation in the first
component. Nevertheless, the following inequality still holds:
Lemma 2.5. There is C > 0 such that for any ε > 0∫
Ω
nε(t) ≤ C for all t ∈ (0, Tmax,ε) and
∫ t+τ
t
∫
Ω
n2ε ≤ C for any t ∈ (0, Tmax,ε − τ),
where τ := min{1, 12Tmax,ε}.
Proof. Integration of (4a) and an application of Hölder’s inequality yield that for any ε > 0
d
dt
∫
Ω
nε = κ
∫
Ω
nε − µ
∫
Ω
n2ε ≤ κ
∫
Ω
nε − µ|Ω|
(∫
Ω
nε
)2
on (0, Tmax,ε),
so that an ODE comparison argument gives boundedness of
∫
Ω nε(t) and integration with respect to
time allows to conclude the existence of a bound on
∫ t+τ
t
∫
Ω n
2
ε by means of µ
∫ t+τ
t
∫
Ω n
2
ε = κ
∫ t+τ
t
∫
Ω nε +∫
Ω nε(t)−
∫
Ω nε(t+ τ).
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2.2 A priori estimates implied by an energy type inequality
We want to derive a (quasi-)energy inequality for the function∫
Ω
nε lnnε +
χ
2
∫
Ω
|∇cε|2
cε
+Kχ
∫
Ω
|uε|2. (8)
As preparation, we first deal with the derivatives of the summands separately:
Lemma 2.6. There is C > 0 such that for any ε > 0
d
dt
∫
Ω
nε lnnε +
µ
2
∫
Ω
n2ε lnnε +
∫
Ω
|∇nε|2
nε
≤ χ
∫
Ω
∇nε · ∇cε
1 + εnε
+ C on (0, Tmax,ε).
Proof. First we observe that s 7→ κs− µs2, s ∈ [0,∞), and s 7→ (κs− µ2 s2) ln s, s ∈ (0,∞), are bounded
from above by some constant C1. Using these estimates and (4a), from integration by parts we obtain
d
dt
∫
Ω
nε lnnε =
∫
Ω
nεt lnnε +
∫
Ω
nεt
=
∫
Ω
∆nε(lnnε)− χ
∫
Ω
lnnε∇ ·
(
nε
1 + εnε
∇cε
)
−
∫
Ω
uε · ∇nε lnnε
+ κ
∫
Ω
nε lnnε − µ
∫
Ω
n2ε lnnε + κ
∫
Ω
nε − µ
∫
Ω
n2ε
≤ −
∫
Ω
|∇nε|2
n
+ χ
∫
Ω
∇nε · ∇cε
1 + εn
− µ
2
∫
Ω
n2ε lnnε + 2C1 on (0, Tmax,ε)
for any ε > 0, so that the claim results with C = 2C1.
In the next lemma we will collect statements that will enable us to deal with terms arising from differ-
entiation of
∫
Ω
|∇√cε|2. In particular, it is this lemma that will render any convexity condition on the
domain unnecessary. The proofs are either contained in or adapted from the articles [26, 17, 44].
Lemma 2.7. i) Let w ∈ C2(Ω) satisfy ∂νw = 0 on ∂Ω. Then
∂ν |∇w|2 ≤ K|∇w|2,
where K is an upper bound on the curvature of ∂Ω.
ii) Furthermore, for any η > 0 there is C(η) > 0 such that every w ∈ C2(Ω) with ∂νw = 0 on ∂Ω fulfils
‖∇w‖L2(∂Ω) ≤ η ‖∆w‖L2(Ω) + C(η) ‖w‖L2(Ω) .
iii) For any positive w ∈ C2(Ω)∥∥∆√w∥∥
L2(Ω)
≤ 1
2
∥∥√w∆ logw∥∥
L2(Ω)
+
1
4
∥∥∥w− 32 |∇w|2∥∥∥
L2(Ω)
. (9)
iv) For any positive w ∈ C2(Ω) with ∂νw = 0 on ∂Ω we have
−2
∫
Ω
|∆w|2
w
+
∫
Ω
|∇w|2∆w
w2
= −2
∫
Ω
w|D2 logw|2 +
∫
∂Ω
1
w
∂ν |∇w|2.
v) There is k > 0 such that for all positive w ∈ C2(Ω) with ∂νw = 0 on ∂Ω the inequality∫
Ω
w|D2 lnw|2 ≥ k
∫
Ω
|∇w|4
w3
holds.
vi) There are C > 0 and k > 0 such that every positive w ∈ C2(Ω) fulfilling ∂νw = 0 on ∂Ω satisfies
− 2
∫
Ω
|∆w|2
w
+
∫
Ω
|∇w|2∆w
w2
≤ −k
∫
Ω
w|D2 lnw|2 − k
∫
Ω
|∇w|4
w3
+ C
∫
Ω
w. (10)
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Proof. i) This is [26, Lemma 4.10].
ii) Let us fix r ∈ (0, 12 ). Thanks to the boundedness of the trace operator tr : W r+
1
2 ,2(Ω)→W r,2(∂Ω) (cf.
[14, Thm. 4.24]) and the embedding W r,2(∂Ω) →֒ L2(∂Ω) (see [14, Prop. 4.22(ii)]) there is k1 > 0 such
that ‖ψ‖L2(∂Ω) ≤ k1 ‖ψ‖W r+ 12 ,2(Ω) for all ψ ∈ W
r+ 12 ,2(Ω). If we let θ := 34+
r
2 , the interpolation inequality
[23, Prop. 2.3] guarantees the existence of k2 > 0 such that ‖ψ‖
W
r+3
2
,2(Ω)
≤ k2 ‖ψ‖θW 2,2(Ω) ‖ψ‖1−θL2(Ω)
for all ψ ∈ W 2,2(Ω). Furthermore, according to e.g. [12, Thm. 19.1], there is k3 > 0 such that
‖ψ‖W 2,2(Ω) ≤ k3 ‖∆ψ‖L2(Ω) + k3 ‖ψ‖L2(Ω) for all ψ ∈ W 2,2(Ω) with ∂νψ = 0 on ∂Ω. Moreover, for
any η > 0, Young’s inequality provides us with k4 = k4(η) such that for any a, b ∈ [0,∞) we have
aθb1−θ ≤ η
k1k2k3
a + k4(η)b, since the choice of r implies θ ∈ (0, 1). With these constants, for any
w ∈W 2,2(Ω) satisfying ∂νw = 0 on ∂Ω we obtain
‖∇w‖L2(∂Ω) ≤k1 ‖∇w‖W r+12 ,2(Ω) ≤ k1 ‖w‖W r+32 ,2(Ω) ≤ k1k2 ‖w‖
θ
W 2,2(Ω) ‖w‖1−θL2(Ω)
≤k1k2k3 ‖∆w‖θL2(Ω) ‖w‖1−θL2(Ω) + k1k2k3 ‖w‖θ+1−θL2(Ω) ≤ η ‖∆w‖L2(Ω) + (k1k2k3 + k4(η)) ‖w‖L2(Ω) .
iii) Let w ∈ C2(Ω) be positive. The pointwise equalities
∆
√
w = ∇ ·
(
1
2
√
w
∇w
)
=
∆w
2
√
w
+
1
2
∇w · ∇
(
w−
1
2
)
=
∆w
2
√
w
− |∇w|
2
4w
3
2
and
∆ logw = ∇ · (∇ logw) = ∇ ·
(∇w
w
)
=
∆w
w
− |∇w|
2
w2
immediately entail
∆
√
w =
1
2
√
w∆ logw +
1
4
|∇w|2
w
3
2
and thus (9).
iv) Being a special case of assertions from [8], this can be found as Lemma 3.4 i) in [22].
v) This was proven as [44, Lemma 3.3].
vi) Let η > 0. Part i) and Young’s inequality in combination with ii) and iii), respectively, can be
employed to yield C > 0 such that∫
∂Ω
1
w
∂ν |∇w|2 ≤K
∫
∂Ω
|∇w|2
w
= 4K
∥∥∇√w∥∥2
L2(∂Ω)
≤ η ∥∥∆√w∥∥2
L2(Ω)
+ C
∥∥√w∥∥2
L2(Ω)
≤η
∥∥√w∆ logw∥∥2
L2(Ω)
+ η
∥∥∥w− 32 |∇w|2∥∥∥2
L2(Ω)
+ C
∥∥√w∥∥2
L2(Ω)
for all positive w ∈ C2(Ω) satisfying ∂νw|∂Ω = 0. Thus, for any such w,∫
∂Ω
1
w
∂ν |∇w|2 ≤ η
∫
Ω
w|∆ logw|2 + η
∫
Ω
|∇w|4
w3
+ C
∫
Ω
w.
Taking into account iv) and v), we readily obtain (10).
We can take these estimates to their use in the next proof, which is concerned with the derivatives of
the second summand in (8).
Lemma 2.8. There are K,C, k > 0 such that for every ε > 0
d
dt
∫
Ω
|∇cε|2
cε
+ k
∫
Ω
cε|D2 ln cε|2 + k
∫
Ω
|∇cε|4
c3ε
≤ C +K
∫
Ω
|∇uε|2 − 2
∫
Ω
∇cε · ∇nε
1 + εnε
on (0, Tmax,ε).
Proof. We begin by computing ddt
∫
Ω
|∇cε|
2
cε
: For any ε > 0 on (0, Tmax,ε) we have
d
dt
∫
Ω
|∇cε|2
cε
=2
∫
Ω
∇cε · ∇cεt
cε
−
∫
Ω
|∇cε|2
c2ε
cεt
7
=− 2
∫
Ω
∆cεcεt
cε
+ 2
∫
Ω
|∇cε|2
c2ε
cεt −
∫
Ω
|∇cε|2
c2ε
cεt
=− 2
∫
Ω
∆cεcεt
cε
+
∫
Ω
|∇cε|2
c2ε
cεt
=− 2
∫
Ω
|∆cε|2
cε
+ 2
∫
Ω
∆cε
1
ε
cε ln(1 + εnε)
cε
+ 2
∫
Ω
∆cε
cε
uε · ∇cε
+
∫
Ω
|∇cε|2
c2ε
∆cε − 2
∫
Ω
|∇cε|2
c2ε
cε
1
ε
ln(1 + εnε)−
∫
Ω
|∇cε|2
c2ε
uε · ∇cε. (11)
From Lemma 2.7 vi), we obtain k1 > 0, k2 > 0 such that for any ε > 0 we may estimate
− 2
∫
Ω
|∆cε|2
cε
+
∫
Ω
|∇cε|2
c2ε
∆cε ≤ −k1
∫
Ω
cε|D2 ln cε|2 − k1
∫
Ω
|∇cε|4
c3ε
+ k2
∫
Ω
cε on (0, Tmax,ε). (12)
As to the terms containing uε, we note that for all ε > 0
2
∫
Ω
∆cε
cε
(uε · ∇cε) = 2
∫
Ω
|∇cε|2
c2ε
uε · ∇cε − 2
∫
Ω
1
cε
∇cε · (∇uε∇cε)− 2
∫
Ω
1
cε
uε ·D2cε∇cε,
and ∫
Ω
|∇cε|2
c2ε
uε · ∇cε = −
∫
Ω
∇
(
1
cε
)
· uε|∇cε|2 =
∫
Ω
1
cε
uε · ∇|∇cε|2 = 2
∫
Ω
1
cε
uε ·D2cε∇cε
hold on (0, Tmax,ε), so that for any ε > 0
2
∫
Ω
∆cε
cε
uε · ∇cε −
∫
Ω
|∇cε|2
c2ε
uε · ∇cε =
∫
Ω
|∇cε|2
c2ε
uε · ∇cε − 2
∫
Ω
1
cε
∇cε · (∇uε∇cε)− 2
∫
Ω
1
cε
uε ·D2cε∇cε
=− 2
∫
Ω
1
cε
∇cε · (∇uε∇cε) on (0, Tmax,ε), (13)
where we can estimate
2
∫
Ω
1
cε
∇cε · (∇uε∇cε) ≤ k1
2
∫
Ω
|∇cε|4
c3ε
+ k3
∫
Ω
cε|∇uε|2 on (0, Tmax,ε) (14)
with some k3 > 0 courtesy of Young’s inequality. Moreover
− 2
∫
Ω
|∇cε|2
c2ε
cε
1
ε
ln(1 + εnε) ≤ 0 on (0, Tmax,ε) and for all ε > 0 (15)
and an integration by parts shows
2
∫
Ω
∆cε
1
ε
cε ln(1 + εnε)
cε
= −2
∫
Ω
∇cε · ∇nε
1 + εnε
on (0,∞) and for all ε > 0 (16)
so that, for any ε > 0, using (12), (13), (14), (15), (16) turns (11) into
d
dt
∫
Ω
|∇cε|2
cε
+ k1
∫
Ω
cε|D2 ln cε|2 + k1
2
∫
Ω
|∇cε|4
c3ε
≤ k2
∫
Ω
cε + k3
∫
Ω
cε|∇uε|2 − 2
∫
Ω
∇cε · ∇nε
1 + εnε
on (0, Tmax,ε) and finally inserting the uniform bound on cε provided by Lemma 2.3 gives the assertion.
Finally, we turn our attention to the last term in (8).
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Lemma 2.9. i) There is C > 0 such that for any ζ ∈ R and any ε > 0 we have
d
dt
∫
Ω
|uε|2 +
∫
Ω
|∇uε|2 ≤ C
∫
Ω
(nε − ζ)2 + C
(∫
Ω
f
6
5
) 5
3
on (0, Tmax,ε). (17)
ii) Moreover, for any η > 0 there is Cη > 0 such that for any ε > 0,
d
dt
∫
Ω
|uε|2 +
∫
Ω
|∇uε|2 ≤ η
∫
Ω
n2ε lnnε + C
(∫
Ω
f
6
5
) 5
3
+ C on (0, Tmax,ε). (18)
Proof. If for any ε > 0 we multiply (4c) by uε, we obtain
1
2
d
dt
∫
Ω
|uε|2 =
∫
Ω
uε · uεt =
∫
Ω
uε ·∆uε +
∫
Ω
uε · ∇P −
∫
Ω
(Yεuε · ∇)uε · uε +
∫
Ω
nε∇Φ · uε +
∫
Ω
uε · f
=−
∫
Ω
|∇uε|2 +
∫
Ω
nε∇Φ · uε +
∫
Ω
uε · f, on (0, Tmax,ε), (19)
where we have used that ∇ · uε = 0 so that for any ε > 0∫
Ω
(Yεuε ·∇)uε ·uε = −
∫
Ω
∇· (Yεuε)|uε|2− 1
2
∫
Ω
Yεuε ·∇|uε|2 = 1
2
∫
Ω
(∇·Yεuε)|uε|2 = 0 on (0, Tmax,ε).
That uε is divergence-free also shows
∫
Ω
nε(t)∇Φ ·uε(t) =
∫
Ω
(nε(t)− ζ)∇Φ ·uε(t) for any t ∈ (0, Tmax,ε).
Young’s inequality in combination with Poincaré’s inequality and the boundedness of ∇Φ enables us to
find k1 > 0 such that∫
Ω
|(nε(t)− ζ)∇Φ · uε(t)| ≤ k1
∫
Ω
(nε(t)− ζ)2 + 1
4
∫
Ω
|∇uε(t)|2 (20)
holds for any t ∈ (0, Tmax,ε) for any ε > 0.
From the embedding W 1,20 (Ω) →֒ L6(Ω) we can obtain a constant k2 > 0 such that
‖w‖L6(Ω) ≤k2 ‖∇w‖L2(Ω) for all w ∈ W 1,20 (Ω)
and hence Hölder’s and Young’s inequalities allow us to estimate∫
Ω
uε · f ≤
(∫
Ω
|uε|6
) 1
6
(∫
Ω
|f | 65
) 5
6
≤ k2 ‖∇uε‖L2(Ω)
(∫
Ω
f
6
5
) 5
6
≤ 1
4
∫
Ω
|∇uε|2 + k3
(∫
Ω
|f | 65
) 5
3
on (0, Tmax,ε) for all ε > 0 (21)
with some k3 > 0. Adding (19), (21) and (20) results in (17). If we furthermore use that
∫
Ω ϕ
2 ≤
a
∫
Ω ϕ
2 lnϕ + |Ω|e 1a for any positive function ϕ and any a > 0, for any η > 0 we can find Cη > 0 such
that ∫
Ω
|nεuε · ∇Φ| ≤ η
∫
Ω
n2ε lnnε +
1
4
∫
Ω
|∇uε|2 + Cη on (0, Tmax,ε) (22)
holds for any ε > 0, thus establishing (18).
If we now amalgamate Lemma 2.6, Lemma 2.8 and Lemma 2.9, we end up with
Lemma 2.10. There are C, k0,K > 0 such that
d
dt
[∫
Ω
nε lnnε +
χ
2
∫
Ω
|∇cε|2
cε
+Kχ
∫
Ω
|uε|2
]
+
µ
4
∫
Ω
n2ε lnnε +
∫
Ω
|∇nε|2
nε
+ k0
∫
Ω
cε|D2 ln cε|2 + k0
∫
Ω
|∇cε|4
c3ε
+ k0
∫
Ω
|∇uε|2 ≤ C
(∫
Ω
f
6
5
) 5
3
+ C
on (0, Tmax,ε) for all ε > 0.
9
Proof. We fix K and k as in Lemma 2.8, apply Lemma 2.9 with η = µ4Kχ and add the inequality given
by Lemma 2.6 to the χ2 -multiple of that from Lemma 2.8 and Kχ times the inequality from Lemma 2.9
ii). With k0 :=
χ
2 min{K, k}, Lemma 2.10 results immediately.
We collect the bounds this quasi-energy inequality gives rise to:
Lemma 2.11. There is C > 0 such that for any ε > 0 the estimates∫
Ω
nε(t) lnnε(t) +
∫
Ω
|∇cε(t)|2
cε(t)
+
∫
Ω
|uε(t)|2 ≤ C hold for all t ∈ (0, T ) (23)
and such that we may estimate∫ t+τ
t
∫
Ω
n2ε lnnε +
∫ t+τ
t
∫
Ω
|∇nε|2
nε
+
∫ t+τ
t
∫
Ω
cε|D2 ln cε|2 ≤ C (24)∫ t+τ
t
∫
Ω
|∇cε|4
c3ε
+
∫ t+τ
t
∫
Ω
|∇uε|2 ≤ C (25)∫ t+τ
t
∫
Ω
|∇nε| 43 +
∫
Ω
|∇cε|2 +
∫ t+τ
t
∫
Ω
|∇cε|4 +
∫ t+τ
t
∫
Ω
n2ε ≤ C (26)
for any ε > 0 and any t ∈ [0, Tmax,ε − τ), where τ = min{1, 12Tmax,ε}.
Proof. We let Fε(t) :=
∫
Ω
nε lnnε+
χ
2
∫
Ω
|∇cε|
2
cε
+Kχ
∫
Ω
|uε|2, note that each of the summands is bounded
from below, and that s ln s ≤ 12e + s2 ln s for any s > 0,
∫
Ω
|∇cε(t)|
2
cε(t)
≤ ‖cε(t)‖L∞(Ω)
∫
Ω
|∇cε(t)|
4
c3ε(t)
+ |Ω| for
any t ∈ (0, Tmax,ε) and that there is Cp > 0 such that
∫
Ω |uε|2 ≤ Cp
∫
Ω |∇uε(t)|2 for any t ∈ (0, Tmax,ε).
Hence (and by (3)), Fε satisfies an ODI of the form F ′ + k1F ≤ k2 and we may conlude the validity of
(23). The estimates in (24) and (25) then directly result from Lemma 2.10 upon integration. For (26),
we observe that the bound on
∫ t+τ
t
∫
Ω
n2ε results from Lemma 2.5, and that by Young’s inequality∫ t+τ
t
∫
Ω
|∇nε| 43 =
∫ t+τ
t
∫
Ω
|∇nε| 43
n
2
3
ε
n
2
3
ε ≤ 2
3
∫ t+τ
t
∫
Ω
|∇nε|2
nε
+
1
3
∫ t+τ
t
∫
Ω
n2ε.
Furthermore, by Lemma 2.3 for any ε > 0∫
Ω
|∇cε(t)|2 ≤ ‖cε(t)‖L∞(Ω)
∫
Ω
|∇cε(t)|2
cε(t)
≤ ‖c0‖L∞(Ω)
∫
Ω
|∇cε(t)|2
cε(t)
for any t ∈ (0, Tmax,ε),
which is bounded due to (23). The integral
∫ t+τ
t
∫
Ω |∇cε|4 can be treated similarly, invoking (25).
A first consequence of these bounds is that the approximate solutions are global and we may a posteriori
ignore any condition of the type t < Tmax,ε in the previous lemmata.
Lemma 2.12. For any ε > 0, Tmax,ε =∞.
Proof. Under the assumption that Tmax,ε <∞, for any ε > 0, Lemma 2.11 would provide us with C > 0
such that ∫ Tmax,ε
0
∫
Ω
|∇cε|4 ≤ C and
∫
Ω
|uε|2 ≤ C on (0, Tmax,ε).
With this as starting point, we could follow the reasoning of [41, Lemma 3.9] to derive a contradiction
to (5). There differential inequalities for
∫
Ω n
4
ε and
∫
Ω |A
1
2uε|2 first yielded bounds for these quantities
on [0, Tmax,ε), then smoothing estimates for the Stokes semigroup (if combined with an embedding
for the domains of fractional powers of A) and for the Neumann heat semigroup led to estimates for
‖uε‖L∞(Ω×(0,Tmax,ε)), ‖∇cε‖L∞((0,Tmax,ε),L4(Ω)) and ‖nε‖L∞(Ω×(0,Tmax,ε)).
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2.3 Time regularity
In preparation of an Aubin-Lions type compactness argument, we intend to supplement Lemma 2.11
with bounds on time-derivatives. This will be the purpose of the following three lemmata.
Lemma 2.13. For any T > 0 there is C > 0 such that for every ε > 0,
‖nεt‖L1((0,T ),(W 2,40 (Ω))∗) ≤ C.
Proof. Let T > 0. We recall that
(
L1((0, T ), (W 2,40 (Ω))
∗)
)∗
= L∞((0, T ),W 2,40 (Ω)) and that hence
‖w‖L1((0,T ),(W 2,40 (Ω))∗) = sup
{∫ T
0
∫
Ω
wϕ; ϕ ∈ L∞((0, T ),W 2,40 (Ω)), ‖ϕ‖L∞((0,T ),W 2,40 (Ω)) ≤ 1
}
,
and introduce k1 > 0 such that
max
{
‖ϕ‖L4((0,T ),W 1,4(Ω)) , ‖ϕ‖L2((0,T ),L2(Ω)) , ‖ϕ‖L2((0,T ),W 1,2(Ω)) , ‖ϕ‖L∞((0,T ),W 1,∞(Ω))
}
≤ k1 ‖ϕ‖L∞((0,T ),W 2,40 (Ω)) for all ϕ ∈ L
∞((0, T ),W 2,40 (Ω)),
which is guaranteed to exist by the continuous embeddings of W 2,4(Ω) into W 1,4(Ω), L2(Ω), and
W 1,∞(Ω). We then pick an arbitrary ϕ ∈ L∞((0, T ),W 2,40 (Ω)) having norm ‖ϕ‖L∞((0,T ),W 2,40 (Ω)) ≤ 1
and test (4a) by ϕ, so that we obtain∫ T
0
∫
Ω
nεtϕ =
∫ T
0
∫
Ω
∇nε · ∇ϕ− χ
∫ T
0
∫
Ω
nε
1 + εnε
∇cε · ∇ϕ
+ κ
∫ T
0
∫
Ω
nεϕ− µ
∫ T
0
∫
Ω
n2εϕ−
∫ T
0
∫
Ω
nεuε · ∇ϕ
≤‖∇ϕ‖L4((0,T ),L4(Ω))
(∫ T
0
∫
Ω
|∇nε| 43
) 3
4
+ χ ‖∇ϕ‖L2((0,T ),L2(Ω))
(∫ T
0
∫
Ω
n2ε
) 1
2
sup
t∈(0,T )
(∫
Ω
|∇cε(t)|2
) 1
2
+ κ ‖ϕ‖L2((0,T ),L2(Ω))
(∫ T
0
∫
Ω
n2ε
) 1
2
+ µ ‖ϕ‖L∞((0,T ),L∞(Ω))
∫ T
0
∫
Ω
n2ε
+ ‖∇ϕ‖L∞((0,T ),L∞(Ω))
(∫ T
0
∫
Ω
|uε|2
∫ T
0
∫
Ω
n2ε
) 1
2
for all ε > 0.
If we let C be as in Lemma 2.11, we obtain∫ T
0
∫
Ω
nεtϕ ≤ k1(CT ) 34 + χk1(CT ) 12C 12 + κk1C 12 + µk1CT + k1CT for all ε > 0
and thus conclude the proof.
We continue with a similar statement concerning the second component of the solution.
Lemma 2.14. For all T > 0 there is C > 0 such that
‖cεt‖L2((0,T ),(W 1,20 (Ω))∗) ≤ C
for all ε > 0.
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Proof. Let T > 0. Employing Hölder’s inequality and using that for any ε > 0 and s > 0 apparently
ln(1+εs)
ε
≤ s, we see that for any ϕ ∈ L2((0, T ),W 1,20 (Ω)) satisfying ‖ϕ‖L2((0,T ),W 1,2(Ω)) ≤ 1 we have∫ T
0
∫
Ω
cεtϕ
=
∫ T
0
∫
Ω
∇cε · ∇ϕ−
∫ T
0
∫
Ω
cε
1
ε
ln(1 + εnε)ϕ−
∫ T
0
∫
Ω
cεuε · ∇ϕ
≤
(∫ T
0
∫
Ω
|∇cε|2
) 1
2
‖∇ϕ‖L2((0,T ),L2(Ω)) + ‖cε‖L∞(Ω×(0,T ))
(∫ T
0
∫
Ω
n2ε
) 1
2
‖ϕ‖L2((0,T ),L2(Ω))
+ ‖cε‖L∞(Ω×(0,T ))
(∫ T
0
∫
Ω
|uε|2
) 1
2
‖∇ϕ‖L2((0,T ),L2(Ω)) ,
again concluding the proof with the aid of Lemma 2.11.
Lemma 2.15. For all T > 0 there is C > 0 such that
‖uεt‖L2((0,T ),(W 1,3(Ω))∗) ≤ C (27)
holds for any ε > 0.
Proof. Let ψ ∈ L2(0, T,W 1,3(Ω)) with ‖ψ‖L2(0,T,W 1,3(Ω)) = 1. Then∫ T
0
∫
Ω
uεt · ψ ≤
∣∣∣∣∣−
∫ T
0
∫
Ω
∇uε · ∇ψ +
∫ T
0
∫
Ω
Yεuε ⊗ uε∇ψ +
∫ T
0
∫
Ω
nε∇Φ · ψ +
∫ T
0
∫
Ω
f · ψ
∣∣∣∣∣
≤‖∇uε‖L2((0,T ),L2(Ω)) ‖∇ψ‖L2((0,T ),L2(Ω)) + ‖Yεuε‖L2((0,T ),L6(Ω)) ‖uε‖L∞((0,T ),L2(Ω)) ‖∇ψ‖L2((0,T ),L3(Ω))
+ ‖∇Φ‖L∞(Ω) ‖nε‖L2((0,T ),L2(Ω)) ‖ψ‖L2((0,T ),L2(Ω)) + ‖f‖L2((0,T ),L 65 (Ω)) ‖ψ‖L2((0,T ),L6(Ω)) . (28)
Here we can use that by the embedding W 1,2σ (Ω) →֒ L6(Ω) and nonexpansiveness of Yε on L2σ (see e.g.
[31, (II.3.4.6)]) there is k > 0 such that for any ε > 0
‖Yεuε‖L6(Ω) ≤ k ‖∇Yεuε‖L2(Ω) = k
∥∥∥A 12Yεuε∥∥∥
L2(Ω)
= k
∥∥∥YεA 12uε∥∥∥
L2(Ω)
≤ k
∥∥∥A 12 uε∥∥∥
L2(Ω)
= k ‖∇uε‖L2(Ω) .
Thus, the bounds on ‖∇uε‖L2((0,T ),L2(Ω)), ‖uε‖L∞((0,T ),L2(Ω)), ‖nε‖L2((0,T ),L2(Ω)) from Lemma 2.11 entail
boundedness of the expression in (28), so that (27) results.
2.4 Passing to the limit. Proof of Theorem 1.1
With these lemmata we have collected sufficiently many estimates to construct weak solutions by com-
pactness arguments. Before doing so, let us define what a weak solution is supposed to be:
Definition 2.16. A weak solution of (1) is a triple (n, c, u) of functions such that
n ∈ L2loc([0,∞), L2(Ω)) ∩ L
4
3
loc([0,∞),W 1,
4
3 (Ω))
c ∈ L2loc([0,∞),W 1,2(Ω))
u ∈ L2loc([0,∞),W 1,20,σ (Ω))
and that
−
∫ T
0
∫
Ω
nϕt −
∫
Ω
n0ϕ(·, 0)−
∫ T
0
∫
Ω
nu · ∇ϕ = −
∫ T
0
∫
Ω
∇n · ∇ϕ+ χ
∫ T
0
∫
Ω
n∇c · ∇ϕ+ κ
∫ T
0
∫
Ω
nϕ− µ
∫ T
0
∫
Ω
n2ϕ
−
∫ T
0
∫
Ω
cϕt −
∫
Ω
c0ϕ(·, 0)−
∫ T
0
∫
Ω
cu · ∇ϕ = −
∫ T
0
∫
Ω
∇c · ∇ϕ−
∫ T
0
∫
Ω
ncϕ
12
−
∫ T
0
∫
Ω
u · ψt −
∫
Ω
u0 · ψ(·, 0)−
∫ T
0
∫
Ω
u⊗ u · ∇ψ = −
∫ T
0
∫
Ω
∇u · ∇ψ +
∫ T
0
∫
Ω
n∇ψ∇Φ +
∫ T
0
∫
Ω
f · ψ
hold for any ϕ ∈ C∞0 ([0,∞)× Ω) and any ψ ∈ C∞0,σ([0,∞)× Ω), respectively.
Such weak solutions do exist:
Proposition 2.17. There exist a sequence (εj)j∈N ց 0 and functions n, c, u such that n ∈ L2loc([0,∞), L2(Ω))∩
L
4
3
loc([0,∞),W 1,
4
3 (Ω)), c ∈ L2loc([0,∞),W 1,2(Ω)), u ∈ L2loc([0,∞),W 1,20,σ (Ω)) and that
nε → n in L
4
3
loc([0,∞), Lp(Ω)) for all p ∈ [1,
12
5
) and a.e. in Ω× (0,∞), (29)
cε → c in C0loc([0,∞), Lp(Ω)) for all p ∈ [1, 6) and a.e. in Ω× (0,∞), (30)
cε
∗
⇀ c in L∞(Ω× (t, t+ 1)) for all t ≥ 0, (31)
uε → u in L2loc([0,∞), Lp(Ω)) for all p ∈ [1, 6) and a.e. in Ω× (0,∞), (32)
∇nε ⇀ ∇n in L
4
3
loc([0,∞), L
4
3 (Ω)), (33)
∇cε ∗⇀ ∇c in L∞loc([0,∞), L2(Ω)), (34)
∇uε ⇀ ∇u in L2loc([0,∞), L2(Ω)), (35)
Yεuε → uε in L2loc([0,∞), L2(Ω)), (36)
nε → n in L2loc([0,∞), L2(Ω)), (37)
as ε = εj ց 0 and such that (n, c, u) form a weak solution to (1) in the sense of Definition 2.16.
Proof. For any p ∈ [1, 125 ), W 1,
4
3 (Ω) →֒→֒ Lp(Ω) →֒ (W 2,40 (Ω))∗, so that for any T > 0 the bound on
‖nε‖
L
4
3 ([0,T ),W 1,
4
3 (Ω))
from Lemma 2.11, which was independent of ε, together with Lemma 2.13 and [30,
Corollary 4] shows relative compactness of {nε; ε > 0} in L 43 ([0, T ), Lp(Ω)) and thus ensures the existence
of a sequence (εj)j satisfying (29). Because for any T > 0 there is a uniform bound on
∫ T
0
∫
Ω
Ψ(n2ε)
for Ψ(x) = x2 ln(x), {n2ε; ε > 0} is weakly relatively precompact in L1(Ω× (0, T )) by the Dunford-Pettis
theorem (cf. [11, Thm. IV.8.9]) and hence, along a subsequence of (εj)j∈N, n
2
ε ⇀ z in L
1(Ω× (0, T )) for
some z ∈ L1(Ω×(0, T )), where z has to coincide with n2 due to (29). In particular, ∫ T0 ∫Ω n2ε → ∫ T0 ∫Ω n2
as εj → 0. Since moreover, along a further subsequence, nε ⇀ n in L2loc([0,∞), L2(Ω)) due to (26),
we obtain (37). Similarly, bounds on cε with respect to the norm of L
∞([0, T ),W 1,2(Ω)) and on cεt in
L2([0, T ), (W 1,2(Ω))∗) as obtained in Lemma 2.11 and Lemma 2.14 and the embedding W 1,2(Ω) →֒→֒
Lp(Ω) →֒ (W 1,20 (Ω))∗ for all p ∈ [1, 6) allow for an application of [30, Corollary 4], which yields (30) along
a suitable subsequence of the sequence previously found. Similar reasoning for u, combining bounds on
uε in L
2([0, T ),W 1,2σ (Ω)) and on uεt in L
2([0, T ), (W 1,3σ (Ω))
∗), results in (32). Due to (32), also for almost
every t > 0 we have uε(·, t) → u(·, t) and taking into account [31, II.(3.4.6)] and [31, II.(3.4.8)] shows
that ‖Yεuε − u‖L2(Ω) ≤ ‖Yεuε − Yεu+ Yεu− Y u‖L2(Ω) ≤ ‖uε − u‖L2(Ω) + ‖(Yε − Y )u‖L2(Ω) → 0 for a.e.
t > 0. Since ‖Yεuε‖L2(Ω) ≤ ‖uε‖L2(Ω) and ‖uε‖L2(Ω) converges in L2((0, T )), a version of Lebesgue’s
theorem ensures the validity of (36). Convergence of the gradients along further subsequences, as asserted
in (33), (34), (35), is easily obtained from the bounds given in Lemma 2.11. The convergence properties
asserted in (30), (32), (33), (34),(35), (36), (37) finally, are sufficient to pass to the limit in each integral
making up a weak formulation of system (4), so that (n, c, u) is a weak solution to (1).
The most important consequence of this proposition is the following:
Proof of Theorem 1.1. The theorem is part of the statement proven by Proposition 2.17.
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3 Eventual smoothness and asymptotics
3.1 Lower bound for the bacterial mass
Although we already know an upper bound for
∫
Ω
n, we are still lacking a corresponding estimate from
below, which was crucial in the derivation of the convergence of c in [42]. Consideration of the function
Gε,B(t) :=
∫
Ω
nε(t)− κ
µ
∫
Ω
ln
µnε(t)
κ
+
B
2
∫
Ω
c2ε(t), t ∈ (0,∞)
will help us to recover this lower bound. At the same time, we will obtain another cornerstone for the
proof of convergence of n (see Lemma 3.8 and Lemma 3.17).
In [43], a similar functional has been employed to obtain convergence of n and c to a constant equilib-
rium. The model considered there contains the Keller-Segel equation as second equation and due to the
contributions of the production term +n therein, whose influence is increased with increasing values of B,
it was not possible to choose B arbitrarily large there, which in the end resulted in a largeness condition
on µ ([43, (8.3)]). Thanks to the consumption term in (4a), all terms obtained from this equation work
in favour of our estimate and we do not need a corresponding condition on µ and can choose B in such
a way that Gε,B becomes an energy functional.
Lemma 3.1. There is B0 such that for any B > B0 and any ε > 0, we have
d
dt
Gε,B(t) + µ
∫
Ω
(
nε − κ
µ
)2
+
κ
2µ
∫
Ω
|∇nε|2
n2ε
≤ 0 on (0,∞). (38)
Proof. Let B0 :=
κχ2
2µ and B > B0. The derivative of Gε,B then satisfies
d
dt
Gε,B =
∫
Ω
nεt − κ
µ
∫
Ω
nεt
nε
+B
∫
Ω
cεcεt
=κ
∫
Ω
nε − µ
∫
Ω
n2ε −
κ
µ
∫
Ω
∆nε
nε
+
κ
µ
χ
∫
Ω
∇ ·
(
nε
1+εnε
∇cε
)
nε
− κ
2
µ
∫
Ω
1 + κ
∫
Ω
nε +
κ
µ
∫
Ω
uε · ∇nε
nε
+B
∫
Ω
cε∆cε −B
∫
Ω
c2ε
1
ε
ln(1 + εnε)−B
∫
Ω
cε∇cε · u on (0,∞) and for all ε > 0.
Here we can use that uε is divergence-free and hence integration by parts shows that
∫
Ω
∇(12c2ε) · uε
vanishes as well as
∫
Ω uε ·∇ lnnε. Furthermore we can summarize the terms without derivatives according
to
−µ
∫
Ω
n2ε −
κ2
µ
∫
Ω
1 + 2κ
∫
Ω
nε = −µ
∫
Ω
(
nε − κ
µ
)2
on (0,∞) and for all ε > 0
so that for all ε > 0 we obtain
d
dt
Gε,B =− µ
∫
Ω
(
nε − κ
µ
)2
− κ
µ
∫
Ω
|∇nε|2
n2ε
+
κχ
µ
∫
Ω
nε∇cε
(1 + εnε)n2ε
· ∇nε
−B
∫
Ω
|∇cε|2 −B
∫
Ω
c2ε
1
ε
ln(1 + εnε)
on (0,∞). Nonnegativity of ∫
Ω
c2ε
1
ε
ln(1 + εnε) and an application of Young’s inequality together with
the trivial estimate nε(1+εnε)nε ≤ 1 yield
d
dt
Gε,B ≤− µ
∫
Ω
(
nε − κ
µ
)2
− κ
µ
∫
Ω
|∇nε|2
n2ε
+
κ
2µ
∫
Ω
|∇nε|2
n2ε
+
κχ2
2µ
∫
Ω
|∇cε|2 −B
∫
Ω
|∇cε|2
on (0,∞) for any ε > 0, so that we finally arrive at (38).
We collect the estimates implicitly contained in Lemma 3.1:
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Lemma 3.2. There are k > 0 and C > 0 such that for any ε > 0∫
Ω
nε(·, t) > k for all t > 0 (39)∫ ∞
0
∫
Ω
(
nε − κ
µ
)2
≤ C. (40)
Proof. Let B > B0 with B0 as in Lemma 3.1 and ε > 0. For any t > 0. integration of (38) on (0, t)
yields ∫
Ω
nε(t)− κ
µ
∫
Ω
ln
µnε(t)
κ
+
B
2
∫
Ω
c2ε(t) + µ
∫ t
0
∫
Ω
(
nε − κ
µ
)
+
κ
2µ
∫ t
0
∫
Ω
|∇nε|2
n2ε
≤
∫
Ω
n0 − κ
µ
∫
Ω
ln
µn0
κ
+
B
2
∫
Ω
c20.
In particular, for all t > 0,
κ
µ
∫
Ω
ln
µnε(t)
κ
≥
∫
Ω
nε(t)−
∫
Ω
n0 +
B
2
∫
Ω
c2ε(t)−
B
2
∫
Ω
c20 +
κ
µ
∫
Ω
ln
µn0
κ
+ µ
∫ t
0
∫
Ω
(
nε − κ
µ
)2
+
κ
2µ
∫ t
0
∫
Ω
|∇nε|2
n2ε
≥ −
∫
Ω
n0 − B
2
∫
Ω
c20 +
κ
µ
∫
Ω
ln
µn0
κ
+ µ
∫ t
0
∫
Ω
(
nε − κ
µ
)2
+
κ
2µ
∫ t
0
∫
Ω
|∇nε|2
n2ε
(41)
Since κ
µ
∫
Ω ln
µnε(t)
κ
≤ κ
µ
∫
Ω
µnε(t)
κ
=
∫
Ω nε(t) is bounded according to Lemma 2.5, this entails (40). The
estimate in (41) also shows that∫
Ω
ln
µnε(t)
κ
1
|Ω| ≥
µ
|Ω|κ
[
−
∫
Ω
n0 − B
2
∫
Ω
c20 +
κ
µ
∫
Ω
ln
µn0
κ
]
=: k1 for all t > 0,
so that Jensen’s inequality implies
µ
κ
∫
Ω
nε(t)
1
|Ω| ≥ e
∫
Ω
ln
µnε(·,t)
κ
1
|Ω| ≥ ek1 for all t > 0
and hence (39).
3.2 Decay of oxygen
With the lower bound on the bacterial mass from Lemma 3.2 we are well-equipped for the derivation of
decay of c by means of (4b). Smallness of c will play an important role in Section 3.3, when we derive
bounds on nε in higher L
p-norms via a differential inequality holding for small values of cε only. For
turning such bounds into information on n, it will be crucial that the validity of the ODI does not hinge
on ε too much, i.e. that the decay of cε be uniform in ε. In pursuance of this uniformity, in the following
lemma we will consider c instead of cε and afterwards carry back the decay information to the cε (which,
due to their differentiability, are much better suited for making an appearance in ODIs like that in the
proof of Lemma 3.7). The idea of the proof of boundedness of cε is taken from [42, Sec. 4].
Lemma 3.3. For any η > 0 there is T > 0 such that for any t > T
0 ≤
∫ t+1
t
∫
Ω
c < η.
Proof. Integrating (4b) shows that∫
Ω
c0 ≥
∫ t
0
∫
Ω
cε
ln(1 + εnε)
ε
for any t > 0 and any ε > 0,
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which in light of (30), (29) asserts that∫
Ω
c0 ≥
∫ t
0
∫
Ω
nc for all t > 0
and hence in particular ∫ t+1
t
∫
Ω
nc→ 0 as t→∞. (42)
Denoting the average value 1|Ω|
∫
Ω c(·, t) of c(·, t) by c(·, t) we observe that∫ t+1
t
∫
Ω
nc =
∫ t+1
t
∫
Ω
n(c− c) +
∫ t+1
t
c
∫
Ω
n for all t > 0, (43)
where ∫ t+1
t
∫
Ω
n(c− c) ≤
(∫ t+1
t
∫
Ω
n2
) 1
2
(∫ t+1
t
∫
Ω
(c− c)2
) 1
2
≤ k
1
2
1
(
cp
∫ t+1
t
∫
Ω
|∇c|2
) 1
2
with cp, k1 being constants obtained from Poincaré’s inequality and Lemma 2.5 in combination with
(37). We use k2 to denote the positive lower bound for
∫
Ω n, which is guaranteed to exist by Lemma 3.2
and (29). Since ∇c ∈ L2(Ω× (0,∞)) due to Lemma 2.4, ∫ t+1
t
∫
Ω
n(c− c)→ 0 as t→∞ and taking (42)
and (43) into account, we see that
0 ≤ 1|Ω|
∫ t+1
t
∫
Ω
ck2 ≤
∫ t+1
t
c
∫
Ω
n→ 0 as t→∞.
We transfer this information back to the functions cε:
Corollary 3.4. For any η > 0 there is T > 0 such that for all t ≥ T there is ε0 > 0 such that for any
ε ∈ (0, ε0) ∫ t+1
t
∫
Ω
cε < η.
Proof. This directly results from Lemma 3.3 and (30).
Lemma 3.5. For any η > 0 there are T > 0 and ε0 > 0 such that for every t > T and every ε ∈ (0, ε0)
we have
‖cε(·, t)‖L∞(Ω) < η.
Proof. The Gagliardo-Nirenberg inequality asserts the existence of k1 > 0 such that
‖φ‖L∞(Ω) ≤ k1
(
‖∇φ‖
12
13
L4(Ω) ‖φ‖
1
13
L1(Ω) + ‖φ‖L1(Ω)
)
for all φ ∈ W 1,4(Ω) (44)
and according to Lemma 2.11 there is k2 > 0 such that∫ t+1
t
∫
Ω
|∇cε|4 ≤ k2 for all t > 0, ε > 0. (45)
Let η > 0. Let δ > 0 be such that k1k
3
52
2 δ
1
13 + k1δ < η. Due to Corollary 3.4 there are T0 > 0 and ε0 > 0
such that for every ε ∈ (0, ε0) we have
∫ T0+1
T0
∫
Ω
cε < δ. Invoking (44) and (45), we see that∫ T0+1
T0
‖cε‖L∞(Ω) ≤k1
∫ T0+1
T0
‖∇cε‖
12
13
L4(Ω) ‖cε‖
1
13
L1(Ω) + k1
∫ T0+1
T0
‖cε‖L1(Ω)
≤k1
(∫ T0+1
T0
‖∇cε‖4L4(Ω)
) 3
13
(∫ T0+1
T0
‖cε‖L1(Ω)
) 1
13
· 1 913 + k1δ
≤k1k
3
52
2 δ
1
13 + k1δ ≤ η for any ε ∈ (0, ε0).
16
In particular, for every ε ∈ (0, ε0), there is at least one t0 ∈ [T0, T0 + 1] such that ‖cε(·, t0)‖L∞(Ω) ≤ η
and thus, due to monotonicity of cε (Lemma 2.3), for all ε ∈ (0, ε0) and all t > T := T0 + 1,
‖cε(·, t)‖L∞(Ω) ≤ η.
Corollary 3.6. The function c obtained in Proposition 2.17 satisfies
‖c(·, t)‖L∞(Ω) → 0.
Proof. Combining Lemma 3.5 with (31) this convergence statement results immediately.
3.3 Boundedness of n
In obtaining eventual smoothness and convergence of the solutions constructed in Proposition 2.17, we
will heavily rely on estimates for higher norms of n. We can achieve those for large times in Lemma 3.7
and prepare this by deriving a differential inequality for yε(t) :=
∫
Ω
npε
(η−cε)θ
, which holds for small values
of cε. Fortunately, we already have established that ‖cε(t)‖L∞(Ω) converges to 0.
The same quantity has proven useful in the derivation of estimates for ‖n(t)‖Lp(Ω) for large t already in
[45, Sec. 5] and [42, Sec. 5]. Note, however, that there (that is: in the setting without logistic source)
the analogue of (49) below would read
y′ε +
(
[2pθ + χp(p− 1)η]2
4(θ(1 + θ)− χpθη) − p(p− 1)
)∫
Ω
np−2ε |∇nε|2
(η − cε)θ ≤ 0,
so that the right hand side already equals zero, and hence at the same time bounds on
∫ t+1
t
∫
Ω
np−2ε |∇nε|
2
(η−cε)θ
could be obtained.
The fact that y is defined on intervals (T,∞) for large T only, raises the problem that the initial
values yε(T ) are unknown and differ for varying ε. Fortunately, the nonlinear absorptive term allows for
comparison with solutions ’starting from initial data ∞’ (see (50)), so that the bound on yε does not
depend on
∫
Ω n
p
ε(T ) and hence not on ε.
Also, it is important to note that T may (and will) depend on p, but is independent of ε due to the
uniformity of the decay of cε asserted by Lemma 3.5. This will be decisive when transferring the bounds
on ‖nε‖Lp(Ω) to ‖n‖Lp(Ω).
Lemma 3.7. For any p ∈ (1,∞) there are T ⋆ > 0, ε0 > 0 and C > 0 such that∫
Ω
npε(·, t) ≤ C
for all t > T ⋆ and all ε ∈ (0, ε0).
Proof. Let p > 1. First fix θ > 0 so small that
4p2θ + 4p2θχ(p− 1) + χ2p2(p− 1)2θ < 2p(p− 1)
and let 0 < η < min{1, θ, 12pχ}. Then
4p2θ + 4p2θχ(p− 1)η
θ
+ χ2p2(p− 1)2θ η
2
θ2
< 4p(p− 1)[1 + θ − χpη]
and hence
4p2θ2 + 4p2θχ(p− 1)η + χ2p2(p− 1)2η2 < 4p(p− 1)θ[1 + θ − χpη],
that is
(2pθ + χp(p− 1)η)2 < p(p− 1)4θ(1 + θ − χpη). (46)
We use Lemma 3.5 to fix T > 0 and ε0 > 0 such that for any ε ∈ (0, ε0), t > T , we have
‖cε(·, t)‖L∞(Ω) ≤
η
2
. (47)
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Let ε ∈ (0, ε0). Then
yε(t) :=
∫
Ω
npε
(η − cε)θ , t ≥ T,
is well-defined and we can compute
d
dt
∫
Ω
npε
(η − cε)θ =p
∫
Ω
np−1ε nεt
(η − cε)θ + θ
∫
Ω
npε
(η − cε)1+θ cεt
=p
∫
Ω
np−1ε ∆nε
(η − cε)θ − χp
∫
Ω
np−1ε ∇ · ( nε1+εnε∇cε)
(η − cε)θ − p
∫
Ω
np−1ε uε · ∇nε
(η − cε)θ
+ pκ
∫
Ω
npε
(η − cε)θ − pµ
∫
Ω
np+1ε
(η − cε)θ
+ θ
∫
Ω
npε∆cε
(η − cε)θ+1 − θ
∫
Ω
npε
cε
ε
ln(1 + εnε)
(η − cε)1+θ − θ
∫
Ω
npεuε · ∇cε
(η − cε)1+θ , on (T,∞). (48)
Here we use that, since uε is divergence-free, we have
−p
∫
Ω
np−1ε uε · ∇nε
(η − cε)θ − θ
∫
Ω
npεuε · ∇cε
(η − cε)1+θ = −
∫
Ω
uε · ∇
(
npε
(η − cε)θ
)
= 0 on (T,∞).
Furthermore, employing Hölder’s inequality, we estimate∫
Ω
npε
(η − cε)θ ≤
(∫
Ω
1p+1
(η − cε)θ
) 1
p+1
(∫
Ω
np+1ε
(η − cε)θ
) p
p+1
≤
(
2θ|Ω|
ηθ
) 1
p+1
(∫
Ω
np+1ε
(η − cε)θ
) p
p+1
on (T,∞)
by (47), so that
−µp
∫
Ω
np+1ε
(η − cε)θ ≤ −pµ
(
ηθ
2θ|Ω|
) 1
p
(∫
Ω
npε
(η − cε)θ
)1+ 1
p
=: −k1y1+
1
p
ε on (T,∞).
We infer from (48) by integration by parts that
y′ε ≤ −p(p− 1)
∫
Ω
np−2ε |∇nε|2
(η − cε)θ − pθ
∫
Ω
np−1ε ∇nε · ∇cε
(η − cε)θ+1 + χp(p− 1)
∫
Ω
np−1ε ∇nε · ∇cε
(1 + εnε)(η − cε)θ
+ χpθ
∫
Ω
npε|∇cε|2
(1 + εnε)(η − cε)1+θ + κpyε − k1y
1+ 1
p
ε
− θp
∫
Ω
np−1ε ∇nε · ∇cε
(η − cε)1+θ − θ(1 + θ)
∫
Ω
npε|∇cε|2
(η − cε)2+θ − θ
∫
Ω
npε
cε
ε
ln(1 + εnε)
(η − cε)1+θ on (T,∞).
We use that 11+εnε ≤ 1 and (by (47)) 1 ≤
η
η−cε
≤ 2 as well as nonpositivity of the last term and get
y′ε ≤ − p(p− 1)
∫
Ω
np−2ε |∇nε|2
(η − cε)θ − [θ(1 + θ)− χpθη]
∫
Ω
npε|∇cε|2
(η − cε)2+θ
+ [pθ + χp(p− 1)η + θp]
∫
Ω
np−1ε |∇nε||∇cε|
(η − cε)1+θ + κpyε − k1y
1+ 1
p
ε , on (T,∞),
where an application of Young’s inequality reveals that for any t > T
[2pθ + χp(p− 1)η]
∫
Ω
np−1ε (t)|∇nε(t)||∇cε(t)|
(η − cε(t))1+θ
≤ (2pθ + χp(p− 1)η)
2
4θ(1 + θ)− χpθη
∫
Ω
np−2ε (t)|∇nε(t)|2
(η − cε)1+θ + (θ(1 + θ)− χpθη)
∫
Ω
npε(t)|∇cε(t)|2
(η − cε)2+θ
and thereby leads to
y′ε ≤
(
[2pθ + χp(p− 1)η]2
4(θ(1 + θ)− χpθη) − p(p− 1)
)∫
Ω
np−2ε |∇nε|2
(η − cε)θ + κpyε − k1y
1+ 1
p
ε
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≤κpyε − k1y1+
1
p
ε on (T,∞) (49)
by (46). Because
z(t) :=
[(
1
y(T )
1
p
− k1
κp
)
e−κ(t−T ) +
k1
κp
]−p
≤
[
k1
κp
(
1− e−κ(t−T )
)]−p
, t > T, (50)
solves z′ = κpz − k1z1+
1
p , z(T ) = yε(T ), by the usual ODE comparison argument we infer yε ≤ z on
(T,∞) and thus∫
Ω
npε ≤
∫
Ω
(η − cε)θ n
p
ε
(η − cε)θ ≤ η
θ
∫
Ω
npε
(η − cε)θ = η
θyε(t) ≤ ηθ
[
k1
κp
(1 − e−κ)
]−p
.
for t > T ⋆ := T + 1.
One particular consequence of this bound is the following:
Lemma 3.8. For any p > 1 and any δ > 0 there is T > 0 such that for any t > T there is ε0 > 0 such
that for any ε ∈ (0, ε0) ∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥
Lp(Ω)
< δ.
Proof. Let δ > 0, let p > 1. Employing Lemma 3.7 we let T0 > 0, ε⋆ > 0 and C > 0 be such that∫
Ω n
2p
ε (t) ≤ C2p for all t > T0, ε ∈ (0, ε⋆). From (40) and (37) we infer that
∫∞
0
∫
Ω
(
n− κ
µ
)2
is finite.
Hence, there is T > T0 such that for all t > T we have
∫ t+3
t
∫
Ω
(
n− κ
µ
)2
≤ 12δ2p−233−2p(C+ κµ |Ω|
1
2p )4−2p.
Due to (37), for all t > T we can find εt > 0 such that for all ε ∈ (0, εt) we have
∫ t+3
t
∫
Ω
(
nε − κµ |Ω|
1
2p
)2
<
δ2p−233−2p
(
C + κ
µ
|Ω| 12p
)4−2p
. For any t > T , we let ε0 := min{ε⋆, εt}. By interpolation and Hölder’s
inequality, for any t > T and any ε ∈ (0, ε0):∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥
Lp(Ω)
≤
∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥ 1p−1
L2(Ω)
∥∥∥∥nε − κµ
∥∥∥∥
p−2
p−1
L2p(Ω)
≤
(∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥2
L2(Ω)
) 1
2p−2
(∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥
2p−4
2p−3
L2p(Ω)
) 2p−3
2p−2
≤
(
δ2p−233−2p
(
C +
κ
µ
|Ω| 12p
)4−2p) 12p−2 (
3
(
C +
κ
µ
|Ω| 12p
) 2p−4
2p−3
) 2p−3
2p−2
= δ
3.4 Convergence of u
As starting point for convergence and eventual smoothness of u we prove the following
Lemma 3.9. For any q ∈ [1, 6) and any η > 0 there is T > 0 such that for any t > T one can find
ε0 > 0 such that for any ε ∈ (0, ε0) ∫ t+1
t
‖uε‖2Lq(Ω) < η.
Proof. According to Lemma 2.9 applied to ζ = κ
µ
, there is C > 0 such that for any ε > 0
d
dt
∫
Ω
|uε|2 +
∫
Ω
|∇uε|2 ≤ C
∫
Ω
(
nε − κ
µ
)2
+ C
(∫
Ω
|f | 65
) 5
3
on (0,∞).
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Due to (3) and the uniform bound for
∫∞
0
∫
Ω
(
nε − κµ
)2
from (40), apparently there is C > 0 such that
∫
Ω
|uε(t)|2 −
∫
Ω
u20 +
∫ t
0
∫
Ω
|∇uε|2 ≤ C
for all ε > 0 and any t > 0. Accordingly, due to (35),∫ ∞
0
∫
Ω
|∇u|2 ≤
∫
Ω
u20 + C and hence lim
t→∞
∫ t+1
t
∫
Ω
|∇u|2 = 0.
BecauseW 1,2(Ω) →֒ Lq(Ω), for any η > 0 there is T > 0 such that for any t > T we have ∫ t+1
t
‖u‖2Lq(Ω) <
η
2 and thus, by (32), for any η > 0 there is T > 0 such that for any t > T there is ε0 > 0 such that for
any ε ∈ (0, ε0),
∫ t+1
t
‖uε‖2Lq(Ω) < η.
Lemma 3.10. For any p ∈ [6,∞) and any δ > 0 there is T > 0 such that for any t > T there is ε0 > 0
such that for any ε ∈ (0, ε0)
‖uε(·, s)‖Lp(Ω) < δ for any s ∈ [t, t+ 1].
Proof. We let p ≥ 6 and choose q ∈ (3, 6) such that
1
2
− 3
2p
− 3
(
1
q
− 1
p
)
=
1
2
+
3
2p
− 3
q
≥ 0 (51)
and define γ := 32 (
1
q
− 1
p
). We use Lp-Lq-estimates for the Stokes semigroup (see e.g. [5, Lemma 2.3]) to
choose constants k1, k2, k3, k4, k5 such that∥∥e−tAPφ∥∥
Lp(Ω)
≤k1t−γ ‖φ‖Lq(Ω) for all φ ∈ Lq(Ω) and all t > 0∥∥e−tAP∇ · φ∥∥
Lp(Ω)
≤k2t−
1
2−
3
2p ‖φ‖
L
p
2 (Ω)
for all φ ∈ L p2 (Ω) and all t > 0∥∥e−tAPφ∥∥
Lp(Ω)
≤k3 ‖φ‖Lp(Ω) for all φ ∈ Lp(Ω) and all t > 0 (52)∫ 3
0
∥∥∥e−(3−s)APφ∥∥∥
Lp(Ω)
≤k4
∫ 3
0
(3− s)− 32 ( 23− 1p ) ‖Pφ(s)‖
L
3
2 (Ω)
≤ k5 sup
s∈(0,3)
‖φ(s)‖
L
3
2 (Ω)
for all φ ∈ L∞((0, 3), L 32 (Ω))
and pick δ0 ∈ (0, δ) such that
δ0 <
(
2k2
∫ 3
0
s−
1
2−
3
2p s−2γds
)−1
and δ0 ≤
(
2k2
∫ 3
0
s−
1
2−
3
2p ds
)−1
(53)
We then pick t0 such that for every t > t0 we can find εt > 0 such that for any ε ∈ (0, εt)∫ t+1
t
‖uε‖Lq(Ω) <
δ0
4k1
,
∫ t+3
t
∥∥∥∥nε − κµ
∥∥∥∥
Lp(Ω)
<
δ0
3γ4k3 ‖∇Φ‖L∞(Ω)
, sup
s∈(t,t+3)
‖f(s)‖
L
3
2 (Ω)
<
δ0
3γ4k5
,
which is possible due to Lemma 3.9 (applied to η =
(
δ0
4k1
)2
and combined with Hölder’s inequality),
Lemma 3.8 and (3). We let t1 > t0 and ε ∈ (0, εt1) and find t⋆ ∈ (t1, t1+1) such that ‖uε(t⋆)‖Lq(Ω) < δ04k1 .
We define
T = t0 + 2.
In X = {v : Ω × (t⋆, t⋆ + 3) → R; sups∈(0,3) sγ ‖v(t⋆ + s)‖Lp(Ω) ≤ δ0} we now consider the mapping
Ψ: X → X given by
Ψ(v) = e−tAu(t⋆) +
∫ t
t⋆
e(t−s)AP [−∇ · (Yεv ⊗ v)(s) + nε(s)∇Φ + f(s)] ds.
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First, we verify that actually Ψ(v) ∈ X for all v ∈ X . Taking into account (52), for any such v we may
estimate
‖Ψv(t)‖Lp(Ω) ≤k1(t− t⋆)−γ ‖uε(t⋆)‖Lq(Ω) + k2
∫ t
t⋆
(t− s)− 12− 32 ( 2p− 1p ) ‖v ⊗ v‖
L
p
2 (Ω)
+ k3 ‖∇Φ‖L∞(Ω)
∫ t⋆+3
t⋆
∥∥∥∥nε − κµ
∥∥∥∥
Lp(Ω)
+ k5 sup
s∈(t⋆,t⋆+3)
‖f‖
L
3
2 (Ω)
for all t ∈ (t⋆, t⋆+3). Thus, if we use the choice of t⋆ and ε, that Yε is contracting and that ‖v ⊗ v‖
L
p
2 (Ω)
≤
‖v‖2Lp(Ω) by Hölder’s inequality, we see that for every t ∈ (t⋆, t⋆ + 3) and every v ∈ X
(t− t⋆)γ ‖Ψ(v)(t)‖Lp(Ω) ≤
δ0
4
+ δ0
(
δ03
γk2
∫ t
t⋆
(t− s)− 12− 32p (s− t⋆)−2γds
)
+
δ0
4
+
δ0
4
≤ δ0, (54)
where for the estimate
∫ t
t⋆
(t− s)− 12− 32p (s− t⋆)−2γds ≤
∫ 3
0 (t− s)−
1
2−
3
2p s−2γds we rely on (51) and where
we take into account (53). Moreover, for any v, w ∈ X ,
‖v ⊗ v − w ⊗ w‖
L
p
2 (Ω)
= ‖v ⊗ (v − w) + (v − w) ⊗ w‖
L
p
2 (Ω)
≤ (‖v‖Lp(Ω) + ‖w‖Lp(Ω)) ‖v − w‖Lp(Ω) ≤ 2δ0 ‖v − w‖Lp(Ω)
and hence
‖Ψ(v)(t)−Ψ(w)(t)‖Lp(Ω) ≤ k2
∫ t
t⋆
(t− s)− 12− 32p ‖v ⊗ v − w ⊗ w‖
L
p
2 (Ω)
ds
≤ 2k2δ0
∫ 3
0
s−
1
2−
3
2p ds ‖v − w‖L∞((0,T ),Lp(Ω)) ,
so that Ψ apparently is a contraction on X . Therefore, there is a unique fixed-point of Ψ on X , which,
due to the definition of Ψ, must coincide with the unique weak solution uε of (4c) on (t⋆, t⋆+3) (cf. [31,
Thm. V.2.5.1]). From (54) we may conclude that
‖uε(·, t)‖Lp(Ω) ≤ δ
for all t ∈ (t⋆ + 1, t⋆ + 3) ⊃ (t1 + 2, t1 + 3).
In the following lemmata, we will attempt to prove Hölder regularity of the components of a solution on
intervals of the form (t0, t0 + 1) for t0 > 0 by using that they satisfy certain PDEs. The estimates used
for this purpose take into account initial data, that is, e.g., u(t0), about which we do not know much.
Therefore, we introduce the following cut-off functions:
Definition 3.11. Let ξ0 : R→ [0, 1] be a smooth, monotone function, satisfying ξ0 ≡ 0 on (−∞, 0] and
ξ0 ≡ 1 on (1,∞) and for any t0 ∈ R we let ξt0 := ξ0(· − t0).
We will employ this function in the proof of the following lemma on regularity of uε.
Lemma 3.12. There are α ∈ (0, 1), T > 0 and C > 0 such that for any t > T one can find ε0 > 0 such
that for any ε ∈ (0, ε0) the estimate
‖uε‖C1+α, α2 (Ω×[t,t+1]) ≤ C (55)
holds true.
Proof. Let s > 3 and s1 > 2s. Let r > 1 and let s
′
1 be such that
1
s1
+ 1
s′1
= 1. According to Lemma 3.7
there are C > 0, T1 > 0 satisfying that for any t > T1 there is ε1 > 0 such that∫ t+1
t
‖nε‖Ls(Ω) < C for all ε ∈ (0, ε1) (56)
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and Lemma 3.10 makes it possible to find T ≥ T1, such that for all t > T there is εt ∈ (0, ε1) such that
‖uε‖L∞((t,t+2),Lr(Ω)) < C, ‖uε‖L∞((t,t+2),Ls(Ω)) < C, ‖uε‖L∞((t,t+2),Ls′1(Ω)) < C (57)
for every ε ∈ (0, εt). Moreover, given any t0 > T we let ξ := ξt0 as in Definition 3.11 and note that due
to (56), (57) and (3) there is k0 > 0 such that∫ t0+2
t0
∥∥∥∥Pξ(n− κµ
)
∇Φ
∥∥∥∥s
Ls(Ω)
+
∫ t0+2
t0
‖Pξ′uε‖sLs(Ω) +
∫ t0+2
t0
‖Pξf‖sLs(Ω) ≤ k0 (58)
for any t0 > T and ε ∈ (0, εt0). We then for any t0 > 0 let ξ := ξt0 and observe that the function ξuε
solves
(ξuε)t =∆(ξuε)− (Yεuε · ∇)ξuε +∇(ξPε) + ξnε∇Φ + ξf + ξ′uε in Ω× (t0,∞)
∇ · (ξuε) =0 in Ω× (t0,∞)
(ξuε)(·, t0) =0 in Ω, (ξuε) = 0 on ∂Ω× (t0,∞)
and hence the known maximal Sobolev regularity estimate for the Stokes semigroup ([13]) yields a
constant k1 > 0 such that∫ t0+2
t0
‖(ξuε)t‖sLs(Ω) +
∫ t0+2
t0
∥∥D2(ξuε)∥∥sLs(Ω) (59)
≤ k1
[
0 +
∫ t0+2
t0
‖P((ξYεuε · ∇)uε)‖sLs(Ω) +
∫ t0+2
t0
∥∥∥∥Pξ(n− κµ
)
∇Φ
∥∥∥∥s
Ls(Ω)
+
∫ t0+2
t0
‖Pξ′uε‖sLs(Ω) +
∫ t0+2
t0
‖Pξf‖sLs(Ω)
]
From the boundedness of the Helmholtz projection in Lr-spaces and Hölder’s inequality we obtain k2 > 0
such that for any t0 > T
‖P(Yεuε · ∇)ξuε(t)‖sLs(Ω) ≤ k2 ‖Yεuε(t)‖sLs′1(Ω) ‖∇(ξuε(t))‖
s
Ls1(Ω)
≤ k2 ‖uε(t)‖sLs′1(Ω) ‖∇(ξuε)(t)‖
s
Ls1(Ω) ≤ k2Cs ‖∇(ξuε)(t)‖sLs1(Ω)
for all t ∈ (t0, t0 + 2) and any ε ∈ (0, εt0). We let a =
1
3−
1
s1
+ 1
r
2
3−
1
s
+ 1
r
and observe that a ∈ (12 , 1). Hence the
Gagliardo-Nirenberg inequality provides us with k3 > 0 such that for all t0 > T
‖∇(ξuε(t))‖sLs1(Ω) ≤ k3
∥∥D2(ξuε)(t)∥∥asLs(Ω) ‖ξuε(t)‖(1−a)sLr(Ω)
≤ k3C(1−a)s
∥∥D2(ξuε)(t)∥∥asLs(Ω) for all t ∈ (t0, t0 + 2), ε ∈ (0, εt0).
Therefore, employing Young’s inequality, we find k4 > 0 such that for all t0 > T∫ t0+2
t0
‖P(Yεuε∇ξuε)‖sLs(Ω) ≤ k1k2k3
∫ t0+2
t0
∥∥D2(ξu)∥∥as
Ls(Ω)
≤ 1
2
∫ t0+2
t0
∥∥D2(ξu)∥∥s
Ls(Ω)
+ 2k4
for all ε ∈ (0, εt0). Combining this with (58), we thus can find k5 > 0 such that (59) turns into∫ t0+2
t0
‖(ξt0uε)t‖sLs(Ω) +
1
2
∫ t0+2
t0
∥∥D2(ξt0uε)∥∥Ls(Ω) ≤ k5
for any t0 > T and any ε ∈ (0, ε0). Accordingly, for any s > 1 there are C > 0, T > 0 such that for any
t > T there is ε0 > 0 satisfying that for any ε ∈ (0, ε0)
‖uεt‖Ls((t,t+1),Ls(Ω)) + ‖uε‖Ls((t,t+1),W 2,s(Ω)) ≤ C.
Finally, by [1, Thm. 1.1], this implies (55).
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3.5 Eventual smoothness of c
Applying a similar reasoning, concerning c we obtain bounds of the same kind.
Lemma 3.13. For every p ∈ (1,∞) there are C > 0, T > 0, α ∈ (0, 1) such that for any t > T there is
ε0 > 0 such that ∫ t+1
t
‖cεt‖Lp(Ω) +
∫ t+1
t
‖cε‖W 2,p(Ω) ≤ C (60)
for all ε ∈ (0, ε0) and moreover there are C > 0, T > 0, α ∈ (0, 1) such that for any t > T there is ε0 > 0
such that
‖cε‖
C
1+γ,
γ
2 (Ω×[t,t+1])
≤ C
for any ε ∈ (0, ε0).
Proof. Let p ∈ (1,∞) and choose q ∈ (1, p). We use Lemma 3.12 and Lemma 3.7 to choose T⋆ > 0 such
that there are Cu > 0, Cn > 0, for any t > T⋆ allowing us to find εt > 0 such that
‖uε‖L∞(Ω×(t,t+2)) ≤ Cu and ‖nε‖L∞((T,∞),Lp(Ω)) ≤ Cn
for all ε ∈ (0, εt). We then employ maximal Sobolev estimates for the Neumann heat semigroup ([13]),
which yield k1 > 0 such that∫ t0+2
t0
‖(ξcε)t‖pLp(Ω) +
∫ t0+2
t0
‖∆(ξcε)‖pLp(Ω)
≤ k1
(
0 +
∫ t0+2
t0
‖ξuε · ∇cε‖pLp(Ω) +
∫ t0+2
t0
‖ξcε ln(1 + εnε)‖pLp(Ω) +
∫ t0+2
t0
‖ξ′cε‖pLp(Ω)
)
≤ k1Cpu
∫ t0+2
t0
‖∇(ξcε)‖pLp(Ω) + 2k1 ‖c0‖pL∞(Ω) (Cpn + ‖ξ′‖L∞(R))
for any t0 > T and any ε ∈ (0, ε0). With k2 > 0 being the constant featured by the Gagliardo-Nirenberg
inequality (aided by e.g. [29, Thm. 3.4] for replacing D2 by ∆), for any t0 > T we moreover have
‖∇(ξcε)(t)‖pLp(Ω) ≤k2 ‖∆(ξcε)(t)‖apLp(Ω) ‖ξcε(t)‖(1−a)pLq(Ω) + k2 ‖ξcε(t)‖pL∞(Ω)
≤1
2
‖∆(ξcε)(t)‖pLp(Ω) + k3 ‖ξcε(t)‖pLq(Ω) + k2 ‖c0‖pL∞(Ω) for any ε ∈ (0, εt0), t ∈ (t0, t0 + 2),
where k3 > 0 is obtained from Young’s inequality and a :=
1
3−
1
p
+ 1
q
2
3−
1
p
+ 1
q
satisfies a ∈ (12 , 1). In total, we have
found k4 > 0 such that for any t0 > T∫ t0+2
t0
‖(ξcε)t‖pLp(Ω) +
1
2
∫ t0+2
t0
‖∆(ξcε)‖pLp(Ω) ≤ k4
holds for any ε ∈ (0, εt0). Due to ξ ≡ 1 on (t0 + 1, t0 + 2), we in particular have shown that for any
p > 1 there are C > 0, T := T⋆ + 1 > 0 such that for any t0 > T we can find ε0 > 0 such that for any
ε ∈ (0, ε0) ∫ t0+2
t0+1
‖cεt‖Lp(Ω) +
∫ t0+2
t0+1
‖cε‖W 2,p(Ω) ≤ C
Using sufficiently high values of p, an application of the embedding result in [1] refines this into the
assertion on Hölder continuity.
3.6 Smoothness of n
Inter alia depending on Lemma 3.7 and (60), we can achieve the same for nε:
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Lemma 3.14. There are α ∈ (0, 1), C > 0, T > 0 such that for any t > T there is ε0 > 0 with any
ε ∈ (0, ε0) satisfying
‖nε‖
C
1+γ,
γ
2 (Ω×[t,t+1])
≤ C.
Proof. Let p ∈ (1,∞), q ∈ (1, p). Using Lemma 3.7, we fix T0 > 0, Cn > 0 such that for any ε > 0, for
any t > T0
‖nε(·, t)‖L2p(Ω) ≤ Cn ‖nε(·, t)‖Lq(Ω) ≤ Cn, ‖nε(·, t)‖Lp(Ω) ≤ Cn.
Aided by Lemma 3.13 and Lemma 3.10 we then choose Cc > 0, Cu > 0 and T > T0 such that for any
t > T there is εt > 0 such that for any ε ∈ (0, εt)
‖∇cε‖L∞(Ω×(t,t+2)) ≤ Cc
∫ t+2
t
‖∆cε‖2pL2p(Ω) ≤ Cc
‖uε(·, s)‖L∞(Ω) ≤ Cu for all s ∈ (t, t+ 2).
From the Gagliardo-Nirenberg inequality (combined with e.g. [29, Thm. 3.4] for estimating
∥∥D2φ∥∥ by
‖∆φ‖) and Young’s inequality we see that for any η > 0 we can find Cη > 0 such that
‖∇φ‖pLp(Ω) ≤ k1 ‖∆φ‖apLp(Ω) ‖φ‖(1−a)pLq(Ω) + k1 ‖φ‖pLq(Ω) ≤ η ‖∆φ‖pLp(Ω) + Cη ‖φ‖pLq(Ω) for all φ ∈ W 2,p(Ω),
(61)
where a =
1
3+
1
q
− 1
p
2
3+
1
q
− 1
p
and k1 > 0 is the constant obtained from the Gagliardo-Nirenberg inequality. For
any t > T and any ε ∈ (0, εt) we may estimate∥∥∥∥ξ∇ · ( nε1 + εnε∇cε
)∥∥∥∥p
Lp(Ω)
=
∥∥∥∥ξ∇nε · ∇cε(1 + εnε)2 + ξ nε1 + εnε∆cε
∥∥∥∥p
Lp(Ω)
≤ 2p ‖∇(ξnε) · ∇cε‖pLp(Ω) + 2p ‖nε‖pL2p(Ω) ‖∆cε‖pL2p(Ω)
≤ 2pCpc ‖∇(ξnε)‖pLp(Ω) + 2pCpn ‖∆cε‖pL2p(Ω)
on (t, t + 2). The maximal Sobolev estimates for the heat semigroup ([13]) once more assert that with
some k2 > 0∫ t+2
t
‖ξnεt‖pLp(Ω) +
∫ t+2
t
‖∆ξnε‖pLp(Ω)
≤ k2
∫ t+2
t
‖ξuε · ∇nε‖pLp(Ω) + k2χ
∫ t+2
t
∥∥∥∥ξ∇ · ( nε1 + εnε∇cε
)∥∥∥∥p
Lp(Ω)
+ k2κ
∫ t+2
t
‖ξnε‖pLp(Ω) + k2µ
∫ t+2
t
∥∥ξn2ε∥∥pLp(Ω)
for any t > 0 and any ε > 0. Taking into account the estimates prepared above, for t > T and ε ∈ (0, εt)
we thus obtain∫ t+2
t
‖ξnεt‖pLp(Ω) +
∫ t+2
t
‖∆(ξnε)‖pLp(Ω)
≤ k2(Cpu + 2pCpc )
∫ t+2
t
‖∇(ξnε)‖pLp(Ω) + 2pCpn
∫ t+2
t
‖∆cε‖pL2p(Ω) + k2(κ+ µ)Cn(t+ 1− t)
≤ 2pCpn
√
Cc + c(κ+ µ)Cn(t+ 1− t) + 1
2
∫ t+2
t
‖∆(ξnε)‖Lp(Ω) + Cη ‖nε‖pLq(Ω) ,
where we have used (61) with η = 1
2k2(C
p
u+2pC
p
c )
. Finally, since ξ ≡ 1 on (t+ 1, t+ 2), we conclude∫ t+2
t+1
‖nεt‖pLp(Ω) +
1
2
∫ t+2
t+1
‖∆nε‖pLp(Ω) ≤ C1
for any t > T and any ε ∈ (0, εt), where we have set C1 = 2pCpn
√
Cc+k2(κ+µ)Cn(t+1− t)+CηCn.
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3.7 Improved smoothness
Having found uniform Hölder bounds on nε, cε, uε for ε > 0 in the previous three lemmata, also n, c
and u share this regularity and these bounds.
Corollary 3.15. There are γ ∈ (0, 1) and T0 > 0 as well as a subsequence {εjk}k∈N ց 0 of the sequence
from Proposition 2.17 such that for any t > T0
nε → n, cε → c in C1+γ,
γ
2 (Ω× [t, t+ 1]), uε → u in C1+γ,
γ
2 (Ω× [t, t+ 1])
as ε = εj ց 0. Moreover, there is C > 0 such that
‖n‖
C
1+γ,
γ
2 (Ω×[t,t+1])
≤ C, ‖c‖
C
1+γ,
γ
2 (Ω×[t,t+1])
≤ C, ‖u‖
C
1+γ,
γ
2 (Ω×[t,t+1])
≤ C (62)
Proof. This is an immediate consequence of Lemma 3.14, Lemma 3.13 and Lemma 3.12.
Lemma 3.16. There are T > 0, γ ∈ (0, 1) such that
n, c ∈ C2+γ,1+ γ2 (Ω× [T,∞)), u ∈ C2+γ,1+ γ2 (Ω× [T,∞)).
Proof. With ξ as in Definition 3.11, (and with T as in the previous lemmata) the problem
c˜t = ∆c˜+ g, c˜(T ) = 0, ∂ν c˜|∂Ω = 0, (63)
for g = −ξnc − ξu∇c + cξ′ ∈ Cγ(Ω × (T,∞)) is solved by ξc, the solution of this problem is unique
according to [21, III.5.1], and there is a solution belonging to C2+γ,1+
γ
2 (Ω × [T + 1,∞)). We conclude
that c ∈ C2+γ,1+ γ2 (Ω× [T + 1,∞))
Moreover, ξn solves the following initial boundary value problem for n˜:
n˜t = ∆n˜− a · ∇n˜+ b, n˜(T ) = 0, ∂ν n˜|∂Ω = 0 (64)
where
a = χ∇c+ u, b = −χn∆cξ + κnξ − µn2ξ + ξ′n
satisfy a, b ∈ Cγ, γ2 (Ω × (T,∞)). [21, IV.5.3] guarantees the existence of a solution n˜ ∈ C2+γ,1+ γ2 (Ω ×
[T,∞)) for (64) and the uniqueness assertion in [21, III.5.1] for weak solutions of (64) shows that ξn = n˜.
Due to ξ ≡ 1 on [T + 1,∞), we conclude n ∈ C2+γ,1+γ2 (Ω× [T + 1,∞)).
Finally, ξu solves
(ξu)t = ∆(ξu) + P(ξ′u− ξ(u · ∇)u + ξn∇Φ+ ξf), ∇ · (ξu) = 0, (ξu)(T − 1) = 0, (ξu)|∂Ω = 0
where P(ξ′u − ξ(u · ∇)u + ξn∇Φ + ξf) is Hölder continuous according to Corollary 3.15, (3) and [5,
Lemma A.2]. The regularity assertion of [32, Thm. 1.1], if combined with the uniqueness result in [31,
Thm. V.1.5.1], thus yields the desired smoothness of ξu on [T − 1,∞) and hence of u on [T,∞).
3.8 Convergence
Lemma 3.17. The solution (n, c, u) of (1) constructed in Proposition 2.17 satisfies
n(·, t)→ κ
µ
, c(·, t)→ 0, u(·, t)→ 0 as t→∞
in C1(Ω).
Proof. Assume c(t) 6→ 0 in C1(Ω) as t→∞. Then there are η0 > 0 and tj →∞ such that ‖c(tj)‖C1(Ω) >
η0 for all j ∈ N. Due to (62) and by the compact embedding C1+γ(Ω) →֒→֒ C1(Ω) there is some function
c∞ ∈ C1(Ω) such that c(tjk) → c∞ along a subsequence (tjk)k∈N of (tj) and therefore c(tjk) → c∞ in
L∞(Ω) as t → ∞, which shows that, according to Corollary 3.6, c∞ = 0. But ‖c(tjk)‖C1(Ω) → 0
contradicts ‖c(tj)‖C1(Ω) > η0 for all j ∈ N.
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We proceed similarly for u: Assuming u 6→ 0 in C1(Ω), we find η0 > 0, tj → ∞ and u∞ ∈ C1(Ω) such
that ‖u(tjk)‖C1(Ω) > η0, u(tj)→ u∞ in C1(Ω). If u∞ 6≡ 0, for some arbitrary p > 4 there are η1 > 0 and
a subsequence (tjk)k∈N of (tj)j∈N such that ‖u(tjk)‖Lp(Ω) > η1. With T0 as in Corollary 3.15, we may use
Lemma 3.10 to obtain T > T0 such that for any t > T there is εt > 0 such that for all ε ∈ (0, εt) we have
‖uε(·, t)‖Lp(Ω) < η12 , and pick j such that tj > T and ε0 such that for all ε ∈ (0, ε0) ‖uε(·, tj)‖Lp(Ω) < η12 .
We observe that thereby ‖u(·, tj)− uε(tj)‖Lp(Ω) > η1 − η12 > 0, which contradicts Corollary 3.15.
As to the convergence of n we define
nj(x, s) := n(x, j + s), x ∈ Ω, s ∈ [0, 1]
and claim that nj → κµ in C1,0(Ω × [0, 1]) as j → ∞. Were this not the case, we could find η0 > 0
and a sequence (kj)j∈N ⊂ N, kj → ∞, such that
∥∥∥nkj − κµ∥∥∥
C1,0(Ω×[0,1])
> η0 for all j ∈ N. Due to
the bound on n in (62), nkjl → n∞ in C1,0(Ω × [0, 1]) with some n∞ ∈ C1,0(Ω × [0, 1]). Because∫ 1
0
∫
Ω
(
nj(x, s) − κµ
)2
dxds → 0 as j → ∞, according to Lemma 3.2, n∞ ≡ κµ , contradicting either
nkjl → n∞ or
∥∥∥nkj − κµ∥∥∥
C1,0(Ω×[0,1])
> η0. Hence nj → κµ in C1(Ω× [0, 1]) as j → ∞, and in particular
sups∈[0,1]
∥∥∥nj(·, s)− κµ∥∥∥
C1(Ω)
→ 0 as j →∞ implies that n(·, t)→ κ
µ
as t→∞.
3.9 Proof of Theorem 1.2
Proof of Theorem 1.2. The theorem immediately results from Lemma 3.16 and Lemma 3.17.
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