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ON THE INITIAL BETTI NUMBERS
MOHSEN ASGHARZADEH
ABSTRACT. Let R be a Cohen-Macaulay local ring possessing a canonical module. We compare the initial
and terminal Betti numbers of modules in a series of nontrivial cases. We pay special attention to the Betti
numbers of the canonical module. Also, we compute β0(ω R
I
) in some cases, where I is a product of two
ideals.
1. INTRODUCTION
In this note (R,m, k) is a Cohen-Macaulay local ring with a canonical module ωR. Also, we may
assume that R is not Gorenstein, otherwise specializes. Syzygy modules have a long history. Despite of
this, our knowledge is little even on the size of initial syzygy modules of ωR.
Problem 1.1. When is βn(ωR) > βn−1(ωR)? How can one determine βn(ωR) from {βi(ωR) : i < n}?
The case n = 1 was asked in [17, Question 2.6]. As a partial progress, we recall from [6] that β1(ωR) ≥
β0(ωR). As another achievement, we recall from [2] that βn−1(ωR) < βn(ωR), where R is of embedding
codepth at most 3 (the Cohen-Macaulay assumption is needed). Also, over Cohen-Macaulay rings of
minimal multiplicity, the sequence {βi(ωR)} computed explicitly, see [3, 10.8.2].
Observation A. For each odd n we show that βn(ωR) ≥ ∑
n−1
i=0 (−1)
n−i+1βi(ωR). In the case n is even,
βn(ωR) ≥ ∑
n−1
i=0 (−1)
n−i+1βi(ωR) + 2. In particular, β2(ωR) ≥ β1(ωR) provided R is of type 2.
In order to state the next problem, let R := A
nn
where (A, n) is of Krull dimension d ≥ 2. Let M be
nonfree and n≫ 0. Gover and Ramras proved the following formula:
βi+1(M)− βi(M) ≥ d− 1 ∀i ≥ 2 (∗)
They mentioned two drawbacks of the formula: (∗) gives nothing for i = 1 and there is no process to
determine how large nmust be. Let Rd,n :=
k[x1,...,xd]
nn
.
Observation B. Let M be nonfree over Rd,n. Then (∗) is true for all n > 1.
Also, (∗) is false for i = 0. Despite of this, we use the theorem of Evans and Griffith on the syzygy
problem to show:
Observation C. Assume d, n > 1. Then β1(ωRd,n)− β0(ωRd,n) = rankk[x](Syzd−1(Rd,n)) ≥ d− 1.
If we put some restrictions on d and n we can say a little more, see Observation 4.1. In Proposition
4.5 we show (∗) is far from being sharp by presenting a new bound. In Example 4.6 we show this new
bound is sharp, and is not valid for i = 1. Also, Corollary 4.7 provides some data on the Betti numbers
of canonical module over a ring of the form A
nn
for some initial n.
Suppose ℓ(M⊗ N) is finite. Dutta and Griffith asked: when is ℓ(M ⊗ N) > ℓ(Tor1R(M,N))? They
remarked that the question has obvious negative answers, and there is a link to the monomial conjecture.
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2Onemay find easily that ℓ(M⊗ωR) ≥ ℓ(Tor
1
R(M,ωR)) for any M of finite length. We show a little more,
see Proposition 2.2. We present a lot of situations where ℓ(M ⊗ N) > ℓ(Tor1R(M,N)). For instance,
Observation C) has the following consequence:
Corollary 1.2. Let d, n > 1 and let M be nonzero over Rd,n. Then
ℓ(M⊗ωR)− ℓ(Tor
1
R(M,ωR)) ≥ ℓ(M)(d− 1) > 0.
Now, let I be a Cohen-Macaulay homogeneous and non-principal ideal of S := k[x] with q-linear
resolution for some q > 1. Set R := S/I. Similar to Observation C), we can show that β1(ωR) −
β0(ωR) ≥ ht(I)− 1. In particular, β1(ωR) > β0(ωR) and R is not Gorenstein. As an application of initial
Betti numbers, we talk a little about the existence of semidualizing modules (see §5).
Suppose S is a unramified regular local ring and J,K proper ideals of height at least two. Huneke
used a positivity property of higher Euler characteristics, in a clever way, to show that S/JK is not
Gorenstein. Originally, this was asked by Eisenbud and Herzog over a general regular local ring S. One
may realize a connection between the question of Eisenbud-Herzog and Dutta-Griffith. Here, we give
another situation for which the question has a positive answer:
Observation D. Let S be regular with ideals J,K and suppose ht(JK) = 2. Then SJK is not Gorenstein.
If the ideal I in Observation D) is Cohen-Macaulay, we are able to see β0(ωS/JK) = µ(JK)− 1 ≥ 2. To
see another situation, let (A,m, k) be any local ring containing k. Also, let K and J be of height ℓ that are
monomial with respect to a regular sequence of length ℓ > 1. We show r(A/KJ) ≥ 2 r(A). In particular,
KJ is not Gorenstein. Huneke posted another question:
Question 1.3. Let S be a regular local ring. Let J and K be proper ideals of S such that JK is Cohen-
Macaulay. Is β0(ω S
JK
) ≥ ht(JK)?
We show:
Observation E. Let J be a radical ideal of a noetherian local ring A. Let n > 1 be an integer.
i) If ℓ := ht(J) > 1, then A/Jn is not Gorenstein.
ii) If A/Jn is Cohen-Macaulay, then β0(ωAˆ/ Jˆn) ≥ ℓ = ht(J).
iii) Assume in addition to ii) that A is regular, then β0(ω A
Jn
) ≥ (n+ℓ−2
ℓ−1 ).
Let (A,m, k) be a local ring containing k, J be a complete-intersection ideal and n > 1. It is easy to
see that the inequality β0(ω Aˆ
Jˆn
) ≥ ht(J) is valid. One may like to state this observation in the following
stronger format:
Observation F. Let (A,m, k) be a d-dimensional local ring containing k and J be a generically complete-
intersection ideal of height ℓ > 1 and assume ℓ < d. Then A/Jn is not Gorenstein for all n > 1. Suppose
in addition A/Jn is Cohen-Macaulay, then β0(ω Aˆ
Jˆn
) ≥ ht(J).
As another sample, we show:
Observation G. Let A be Cohen-Macaulay and I = JK for two proper ideals J,K such that AI is Cohen-
Macaulay and of minimal multiplicity. Then β0(ω Aˆ
Iˆ
) ≥ ht(I). The equality implies that A is regular.
Additional situations and applications are given.
32. COMPARISON ON βi(ωR): THE GENERAL CASE
In this section (R,m, k) is a Cohen-Macaulay local ring which is not Gorenstein. Also, we assume
R equipped with a canonical module. The notation e(−) stands for the Hilbert-Samuel multiplicity. It
is additive with respect to short exact sequence of maximal Cohen-Macaulay modules. The ith Betti
number of M is given by βi(M) := dimk(Tor
R
i (k,M)). A minimal free resolution of M is of the form
· · · −→ Rβi−1(M)
f i−1
−→ Rβi−2(M) −→ · · · −→ Rβ0(M) −→ M −→ 0.
The ith syzygy module of M is Syzi(M) := ker( fi−1) for all i > 0. We denote by µ(−) the minimal
number of generators of a module (−).
Lemma 2.1. One has e(Syzn(ωR)) = e(R)(∑
n−1
i=0 (−1)
n−1−iβi + (−1)
n).
Proof. We proceed by induction on n. First, we deal with the case n = 1. By definition, there is
an exact sequence 0 → Syz1(ωR) → R
β0(ωR) → ωR → 0. Recall that e(ωR) = e(R). From
this, e(Syz1(ωR)) = e(R)(β0(ωR) − 1). This completes the argument when n = 1. By induction,
e(Syzn(ωR)) = e(R)(∑
n−1
i=0 (−1)
n−iβi + (−1)
n). We look at the exact sequence 0 → Syzn+1(ωR) →
Rβn(ωR) → Syzn(ωR) → 0. From this,
e(Syzn+1(ωR)) = e(R)βn(ωR)− e(R)(
n−1
∑
i=0
(−1)n−1−iβi + (−1)
n) = e(R)(
n
∑
i=0
(−1)n−iβi + (−1)
n+1).

Here, ℓ(−) stands for the length function.
Proposition 2.2. Let M be of finite length.
i) If n is even, then ∑ni=0(−1)
iℓ(ToriR(M,ωR)) ≥ 2ℓ(M).
ii) If n is odd, then ∑ni=0(−1)
iℓ(ToriR(M,ωR)) ≥ 0.
Proof. We may assume that M is nonzero. We argue by induction on ℓ := ℓ(M). First, we deal with
ℓ = 1, i.e., M = k. We have the exact sequence 0→ Syzn+1(ωR)→ R
βn(ωR) → Syzn(ωR)→ 0. Note that
Syz+(ωR) is nonzero and maximal Cohen-Macaulay. Then
e(Syzn(ωR)) = e(R
βn(ωR))− e(Syzn+1(ωR)) < e(R
βn(ωR)) = βn(ωR) e(R) (+)
Now we look at 0→ Syzn(ωR)→ R
βn−1(ωR) → Syzn−1(ωR) → 0. Putting these together, we have
βn−1(ωR) e(R) = e(R
βn−1(ωR))
= e(Syzn(ωR)) + e(Syzn−1(ωR))
(+)
< βn(ωR) e(R) + e(Syzn−1(ωR))
2.1
= βn(ωR) e(R) + e(R)(∑
n−2
i=0 (−1)
n−2−iβi + (−1)
n−1).
From this we deduce the following:
i) If n is even, then βn(ωR) ≥ ∑
n−1
i=0 (−1)
n−i+1βi(ωR) + 2.
ii) if n is odd, then βn(ωR) ≥ ∑
n−1
i=0 (−1)
n−i+1βi(ωR).
4This completes the proof in the case ℓ = 1. Now suppose, inductively, that ℓ > 1 and the result has been
proved for modules of length fewer than ℓ. We have the exact sequence 0 → k → M → M1 → 0, where
ℓ(M1) = ℓ− 1. There is an exact sequence:
0→ kerφ1 → Tor
1
R(k,ωR)
φ1
→ Tor1R(M,ωR) → Tor
1
R(M1,ωR) → k⊗ ωR → M⊗ωR → M1 ⊗ ωR → 0.
From this we have
ℓ(M⊗ωR)− ℓ(Tor
1
R(M,ωR)) = ℓ(kerφ)
+ℓ(M1 ⊗ωR)− ℓ(Tor
1
R(M1,ωR))
+ℓ(k⊗ ωR)− ℓ(Tor
1
R(k,ωR)).
By the inductive assumption ℓ(M1 ⊗ ωR)− ℓ(Tor
1
R(M1,ωR)) ≥ 0. Recall from the first paragraph that
ℓ(k⊗ ωR)− ℓ(Tor
1
R(k,ωR)) ≥ 0. So, ℓ(M⊗ωR) ≥ ℓ(Tor
1
R(M,ωR)). Similarly,
n
∑
i=0
(−1)iℓ(ToriR(M,ωR)) ≥ 0
for any odd n. Now suppose n is even. By the inductive assumption, ℓ(ToriR(M1,ωR)) ≥ 2ℓ(M1). Also,
∑
n
i=0(−1)
iℓ(ToriR(k,ωR)) ≥ 2. Then,
∑
n
i=0(−1)
iℓ(ToriR(M,ωR)) = ℓ(kerφn) + ∑
n
i=0(−1)
iℓ(ToriR(M1,ωR)) + ∑
n
i=0(−1)
iℓ(ToriR(k,ωR))
≥ ℓ(kerφn) + 2ℓ(M1) + 2
= ℓ(kerφn) + 2ℓ(M)
≥ 2ℓ(M).
The proof is now complete. 
Let M be a module of depth d. We set r(M) := dimk Ext
d
R(k,M), and we call it the type of M.
Corollary 2.3. Let R be of type 2. Then β2(ωR) ≥ β1(ωR).
Proof. In the light of Proposition 2.2 we have β2(ωR) ≥ β1(ωR) − β0(ωR) + 2. By the assumption,
β0(ωR) = 2. From this, β2(ωR) ≥ β1(ωR). 
What is inf{β2(ωR) : R is Cohen-Macaulay and not Gorenstein}?
Example 2.4. Let R := k[[t3, t4, t5]]. Then R is Cohen-Macaulay, generically Gorenstein and of type 2.
Also, βi(ωR) = 2
i−13 for all i > 0.
Proof. Betti numbers of the canonical module are not change under reduction by a regular sequence. In
view of R/t3R ∼=
k[X,Y]
m2
we get the claim (see e.g. Example 2.5). 
The following reproves [3, 10.8] by a direct computation and shows the above bound is not sharp.
Example 2.5. Let (A,m, k) be a local ring of embedding dimension e. Let R := A
m2
. Then β0(ωR) = e and
βi(ωR) = e
i−1(ei − 1) for all i > 0.
Proof. Recall that r(R) = dim (0:m)
m2
= µ(m) = e and that ℓ(R) = ℓ(m) + 1 = ℓ(m/m2) + 1 = e+ 1. By
Matlis duality, ℓ(ωR) = ℓ(R). By 0→ Syz1(ωR)→ R
e → ωR → 0 we see
β1(ωR) = µ(Syz1(ωR)) = dim
Syz1(ωR)
m Syz1(ωR)
= ℓ(Syz1(ωR)) = ℓ(R
e)− ℓ(ωR) = e(e+ 1)− ℓ(ωR) = e
2− 1.
5By repeating this for 0→ Syzi(ωR) → R
βi(ωR) → Syzi−1(ωR) → 0, the claim follows. 
Remark 2.6. On the way of contradiction assume that β1(ωR) = β0(ωR). Due to Proposition 2.2, we
know that β3(ωR) ≥ ∑
2
i=0(−1)
iβi(ωR) = β2(ωR).
Corollary 2.7. Let M be of finite length. Then ℓ(M⊗ ωR) ≥ ℓ(Tor
1
R(M,ωR)).
Corollary 2.8. Set S := k[X1, . . . ,Xd], n := (X1, . . . ,Xd) where d, n > 1 and let R := S/n
n. Then
ℓ(M⊗ ωR)− ℓ(Tor
1
R(M,ωR)) ≥ ℓ(M)(d− 1).
In particular, ℓ(M⊗ωR) > ℓ(Tor
1
R(M,ωR)) if M is nonzero.
Proof. We may assume that M is nonzero. We argue by induction on ℓ := ℓ(M). Suppose ℓ := 1, i.e.,
M = k. By Proposition 3.2 (see below) we know that ℓ(k⊗ωR)− ℓ(Tor
1
R(k,ωR)) = β0(ωR)− β1(ωR) ≥
d− 1. By an inductive argument similar to Proposition 2.2 we get the desired claim. 
The above corollary is valid over any artinian ring for which β0(ωR) < β1(ωR) holds. As a sample:
Corollary 2.9. Let I be any m-primary ideal of a 2-dimensional regular local ring (S,m) and that I 6= m. Let M
be nonzero over R := S/I. Then ℓ(M⊗ωR)− ℓ(Tor
1
R(M,ωR)) ≥ ℓ(M) > 0.
3. COMPARISON ON βi(ωR): THE SPECIALIZED CASE
Let d > 1 and n > 1 be integers. We set S := k[X1, . . . ,Xd], n := (X1, . . . ,Xd) and R := S/n
n. Recall
from [12] that βi+1(M)− βi(M) ≥ d− 1 for all i ≥ 2 and nonfree module M. This is false for i = 0:
Example 3.1. β1(R/x1R) = β0(R/x1R) = 1.
What can say on the validity of β1(−)− β0(−) ≥ d− 1 where (−) is an specialized module such as
the canonical module? The following result answers this:
Proposition 3.2. We have β1(ωR)− β0(ωR) = rankS(Syzd−1(R)) ≥ d− 1.
Proof. Recall that powers of n are equipped with linear resolutions. We look at the minimal free resolu-
tion of R over S:
0 −→ Snd
φ
−→ Snd−1 −→ . . . −→ S −→ R −→ 0 (∗)
In particular, the components of φ are linear with respect to fixed bases of Snd and Snd−1 . We bring the
following claim:
Claim i) We have nd−1 − nd = rankS(Syzd−1(R)) ≥ d− 1.
Indeed, we have the following exact sequence of S-modules:
0 −→ Snd −→ Snd−1 −→ Syzd−1(R) −→ 0 (+)
As ℓS(R) < ∞, we see depthS(R) = 0. Due to Auslander-Buchsbaum formula we know that Syzd−1(R)
is not free. In the light of [9, Corollary 1.7] we see rank(Syzd−1(R)) ≥ d− 1. By applying the additivity
of rank over (+) we deduce that nd−1 − nd ≥ d− 1.
We apply HomS(−, S) to (∗) we arrive to the following complex:
. . . −→ Snd−1
φt
−→ Snd −→ ωR −→ 0 (†)
6which is exact at the right. Recall that nnω = 0. By applying −⊗S R to (†) we get to the presentation
Rnd−1
φtr
−→ Rnd → ωR → 0. Since φ is of linear type, its components is not in n
i for any i > 1. In particular,
no column or row of φtr is zero. Thus the displayed presentation is minimal, e.g., β0(ωR) = nd and
β1(ωR) = nd−1. From this, we have (d− 1) + β0(ωR)
i)
≤ rankS(Syzd−1(R)) + nd
i)
= β1(ωR). 
Example 3.3. By Example 2.5 the above bound may be achieved.
Corollary 3.4. Let R = k[X1, . . . ,Xd]/n
n where d, n > 1. Then β1(ωR) ≥ (d− 1) + (
d+n−2
n−1 ). In particular,
β1(ωR) ≥ 2d− 1.
Proof. Recall that β0(ωR) = µ(ωR) = dimk(0 :R m) = dimk(m
n−1) = (d+n−2d−1 ) ≥ d. Since β1(ωR) −
β0(ωR) ≥ d− 1, we deduce β1(ωR) ≥ 2d− 1. 
The particular bound is not sharp:
Corollary 3.5. Let R = k[X1, . . . ,Xd]/n
n where n > 2 and d > 1. Then β1(ωR) ≥ 2d+ 1.
Proof. We combine β0(ωR) = (
d+n−2
n−1 ) ≥ d + 2 along with β1(ωR) − β0(ωR) ≥ d − 1 to deduce that
β1(ωR) ≥ 2d+ 1. 
Proposition 3.6. Let I be a non-principal Cohen-Macaulay homogeneous ideal of S := k[x1, . . . , xd]with q-linear
resolution for some q > 1. Set R := S/I. Then β1(ωR)− β0(ωR) = rankS(Syzh−1(R)) ≥ ht(I)− 1 > 0. In
particular, R is not Gorenstein.
Proof. Suppose on the way of contradiction that h := ht(I) = 1. Due to the Cohen-Macaulay assump-
tion, I is unmixed. Over UFD, unmixed and height-one ideals are principal. Hence, µ(I) = 1. This is
excluded by the assumption. We may assume that h > 1. Since I is perfect, p. dim(S/I) = ht(I). Recall
that I has q-linear resolution means that the graded minimal free resolution of R is of the form
0 −→ S(−q− h)βh(R)
φ
−→ . . . −→ S(−q− 1)β2(R) −→ S(−q)β1(R) −→ S −→ R −→ 0.
In particular, components of φ := (aij) are linear with respect to fixed bases of S(−q − h)
βh(R) and
S(−q− h+ 1)βh−1(R). We look at 0→ Sβh(R) → Sβh−1(R) → Syzh−1(R)→ 0 and recall from [9, Corollary
1.7] that rankS(Syzh−1(R)) ≥ h− 1 ≥ 1. Since q > 1, no column or row of φ
tr := φtr⊗S R is zero. Similar
to Proposition 3.2, the presentation Rβh−1(R)
φtr
−→ Rβh(R) → ωR → 0 is minimal. So, β1(ωR)− β0(ωR) =
βh−1(R)− βh(R) = rankS(Syzh−1(R)) ≥ h− 1. 
Example 3.7. The first item shows that the previous bound may be achieved. The second item shows
that the inequality is not an equality.
i) Let I := (x, y)2 and S := k[x, y]. Theminimal free resolution of I is 0→ S2(−3)→ S3(−2)→ I → 0.
Thus, I is 2-linear and β1(ωR) = 3 = 2+ 1 = β0(ωR) + (ht(I)− 1).
ii) Let I := (x, y, z)2 and S := k[x, y, z]. The minimal free resolution of I is 0 → S3(−4) → S8(−3) →
S6(−2)→ I → 0. Thus, I is 2-linear and β1(ωR) = 8 > 3+ 2 = β0(ωR) + (ht(I)− 1).
Corollary 3.8. Let R be as Proposition 3.6 and M be of finite length. Then ℓ(M⊗ ωR)− ℓ(Tor
1
R(M,ωR)) ≥
ℓ(M)(ht(I)− 1). In particular, ℓ(M⊗ ωR) > ℓ(Tor
1
R(M,ωR)) if M 6= 0.
74. MORES ON THE FORMULA BY GOVER AND RAMRAS
Let M be nonfree over Rd,n. Assume d > 1 and n is large enough. Recall that Gover and Ramras
proved that βi+1(M)− βi(M) ≥ d− 1 for all i ≥ 2. This brings up some natural questions. The first one
posted by Gover and Ramras: how much n should be large?
Observation 4.1. Let M be nonfree over one of the following rings:
i) R := k[X1, . . . ,Xd]/n
2 with d > 1
ii) R := k[X1,X2]/(X1,X2)
n with n > 1.
Then βi+1(M)− βi(M) ≥ d− 1 for all i ≥ 1. In particular, βi+1(ωR)− βi(ωR) ≥ d− 1 for all i ≥ 0.
Proof. i) Let i ≥ 1. In view of [10, Proposition 2.4] we have
βi+1(M) ≥ (dimk
m
m2
)βi(M) = µ(m)βi(M) = dβi(M) = (d− 1)βi(M) + βi(M) ≥ (d− 1) + βi(M).
ii) By a result of Ramras {β j(M)}j≥1 is strictly increasing. Since d− 1 = 1, this yields the claim. 
Proposition 4.2. Let R = k[X1, . . . ,Xd]/n
n with d > 1 and n > 1. If M is nonfree, then βi+1(M)− βi(M) ≥
d− 1 for all i ≥ 2. In particular, βi+1(ωR)− βi(ωR) ≥ d− 1 for all i 6= 1.
Proof. Let i ≥ 2. We set S := k[X1, . . . ,Xd] and recall that n := (X1, . . . ,Xd) is generated by a regular
sequence. It is shown in [20, 2.12] that the map TorS+(n
j, k) → TorS+(n
j+1, k), induced by S/nj+1 ։ S/nj,
is the zero map for all j > 0. In view of [19, Formula (7) and (8)] this property implies that
PNR (t) =
PNS (t)
1− t(PRS (t)− 1)
(∗)
where
i) N is any S-module which annihilated by nn−1,
ii) PAB (t) is the Poincare´ series of a B-module A.
Now, let N be any nonzero R-module which is annihilated by Ann(m) = mn−1. Then N is an S-module
and annihilated by nn−1. It is enough to plugging (∗) into the proof of [12, Theorem 1.1] to see that
βi+1(N) − βi(N) ≥ d − 1 is valid for all n > 1 and all i ≥ 1. Let M be any nonfree R-module. Set
N := Syz1(M). Then N is a nonzero R-module and annihilated by Ann(m). From this, βi+1(M) −
βi(M) ≥ d− 1 is valid for all n > 1 and all i ≥ 2. The particular case is in Proposition 3.2. 
Concerning the first question, we will present another situation (see Corollary 4.7). The second ques-
tion is as follows: when is β2(M) − β1(M) ≥ d − 1? Recall from the proof of Proposition 4.2 that
β2(M)− β1(M) ≥ d− 1 provided M is annihilated by Ann(m). This may be achieved:
Example 4.3. Let R = k[X1, . . . ,Xd]/n
n, F ∈ nn−1 be nonzero and f be its image in R. Then β2(R/ f R)−
β1(R/ f R) = d− 1.
Proof. Since XiF ∈ n
n for all i, we have m ⊂ (0 : f ) ⊂ m, i.e., (0 : f ) = m. It follows that Rd → R
f
−→
R→ R/ f R → 0 is a part of minimal free resolution of R/ f R. So, β2(R/ f R)− β1(R/ f R) = d− 1. 
For the dual module M∗ := HomR(M, R)we have:
8Corollary 4.4. Let R = k[X1, . . . ,Xd]/n
n where d > 1 and n > 1. If M is not free, then βi+1(M
∗)− βi(M
∗) ≥
d− 1 for all i ≥ 0. In particular, β1(M
∗)− β0(M) ≥ d.
Proof. The case i ≥ 2 is in Proposition 4.2. Here we deal with the case i = 0. Let Rn → Rm → M → 0
be the minimal presentation of M. By D(−) we mean the Auslander’s transpose. By its definition,
there is an exact sequence 0 → M∗ → Rm → Rn → D(M) → 0. By [21, Proposition 2.1] D(M) has
no free direct summand. Due to [21, Lemma 2.6] M∗ is not free. We deduce that β1(M
∗)− β0(M
∗) =
β3(D(M))− β2(D(M)) ≥ d− 1. Similarly, the case i = 1 follows.
By [21, 3.4] the ring is BNSI. This allow us apply [21, 2.7] to conclude that β0(M
∗) > β0(M). The first
part leads us to β1(M
∗)− β0(M) ≥ d. 
As another question: how good is βi+1(M)− βi(M) ≥ d− 1? This is far from being sharp:
Proposition 4.5. Let R = k[X1,...,Xd]
nn
where d > 1 and n > 1. Let M be nonfree. Then
βi+1(M)− βi(M) ≥
(
d+ n− 1
d− 1
)
− 1 > d− 1 ∀i ≥ 2.
Proof. Let n≫ 0. It is shown in the proof of [12, Theorem 1.1] that βi+1(M)− βi(M) ≥ µ(n
n)− 1 > d− 1
for all i ≥ 2. It remains to note that µ(nn) = (d+n−1d−1 ). Now, let n > 1. Then, the desired claim is a
combination of Proposition 4.2 and the first part. 
Example 4.6. The first item shows the above bound may be achieved and the second item shows that the
bound βi+1(M)− βi(M) ≥ (
d+n−1
d−1 )− 1 is not valid for i = 1.
i) Let R = k[X1,X2]/n
2 and look at M := R/(x1x2). We have (0 : x1x2) = (x1, x2). The minimal
presentation of (x1, x2) is given by the matrix
A :=
(
0 x2 0 x1
x2 0 x1 0
)tr
.
Since R4 → R2 → m → 0 is the minimal presentation of m, R4 → R2 → R
x1x2−→ R → M → 0 is a part of
minimal free resolution of M. Recall that (d+n−1d−1 ) = (
3
1) = 3. From this
β3(M) = 4 = 2+ 3− 1 = β2(M) +
(
d+ n− 1
d− 1
)
− 1.
ii) Let R = k[X1, . . . ,Xd]/n
n where d, n > 1 and let x := xn−11 . Similar to Example 4.3 we have
β2(R/xR)− β1(R/xR) = d− 1 < (
d+n−1
d−1 )− 1.
Let A = ⊕i≥0Ai be a standard graded ring over a field A0 := k. We set m := ⊕i>0Ai. There is a
presentation A = k[X1,...,Xd]
( f1,..., ft)
. By Ord(A) we mean sup{i : ( f j) * (X1, . . . ,Xd)
i+1}.
Corollary 4.7. Let (A, n) be a standard graded ring over k such that e := dimk A1 > 1 and Ord(A) > 1. Let
1 < n ≤ Ord(A). If M is nonfree over R := A
nn
and i ≥ 2, then
βi+1(M)− βi(M) ≥
(
e+ n− 1
e− 1
)
− 1 > dim A− 1.
In particular, βi+1(ωR)− βi(ωR) ≥ e− 1 ≥ dim A− 1 for all i 6= 1.
Proof. We set S := k[X1, . . . ,Xe], I := ( f j) and n := (X1, . . . ,Xe). Then R =
A
mn
= SI+nn =
S
nn
. So, the
claim follows by Proposition 4.2 and 4.5. 
9The next item replaces the maximal ideal in Observation 4.1 with an n-primary ideal.
Observation 4.8. Let I be an (X,Y)-primary ideal and let R = k[X,Y]/In with n > 1. If M is nonfree,
then βi+1(M)− βi(M) ≥ d− 1 for all i ≥ 2.
5. INITIAL BETTI NUMBERS AND SEMIDUALIZING MODULES
The ring itself and the canonical module are trivial examples of semidualizing modules. In view of
[7, 3.1] the ring Rd,n has no nontrivial semidualizing module. A similar claim holds over Golod rings
and rings of embedding codepth at most three, see the forthcoming work [4]. As a special case, and as
an application, the following result deduced via an easy calculation of initial Betti numbers:
Corollary 5.1. Let S be a regular local ring and let I be a radical and height two Cohen-Macaulay ideal which is
not complete-intersection. Then S/I has no nontrivial semidualizing module.
Proof. Since R := S/I is Cohen-Macaulay, min(R) = Ass(R). Since R is quotient of a regular ring, it has
a dualizing module D. Suppose on the way of contradiction that R possess a nontrivial semidualizing
module C such that D ≇ C ≇ R. Since I is radical, Rp is a field for all p ∈ Ass(R). In particular, R is
generically Gorenstein. In sum, we are in the situation of [7, Corollary 3.8] to conclude that
β1(ωR) ≥ 2β0(ωR) (∗)
Also, µ(I) ≥ 3. It turns out that β1(ωR) = µ(I) = β0(ωR) + 1. This is in contradiction with (∗). 
Certain monomial quotient of a polynomial ring, does not accept any nontrivial semidualizing mod-
ule.
Example 5.2. Let R :=
k[x,y,z,w]
(x2,y2,z2,w2,xy)
. Then R has no nontrivial semidualizing module.
Proof. By Macaulay 2, the minimal free resolution of R over S := k[x, y, z,w] is given by 0 → S2
A
−→
S7 → S9 → S5 → S→ R→ 0 where
A :=
(
−w2 0 z2 0 −y x 0
0 −w2 0 z2 0 −y x
)tr
.
By taking HomS(−, S) we get to a resolution S
7 A
t
−→ S2 → ωR → 0. Apply − ⊗S R to it, we get to
R7
B
−→ R2 → ωR → 0, as a presentation of ωR as an R-module, where
B :=
(
−w2 0 z2 0 −y x 0
0 −w2 0 z2 0 −y x
)
=
(
0 0 0 0 −y x 0
0 0 0 0 0 −y x
)
.
In particular, the minimal presentation of ωR is given by a matrix with 2 rows and 3 columns. From
this β1(ωR) = 3 and β0(ωR) = 2. In view of (∗) in Corollary 5.1, R does not accept any nontrivial
semidualizing module. 
Corollary 5.3. Let I be a monomial and n-primary ideal of S := k[x1, . . . , xd]. If β1(ωS/I) < 8, then S/I has
no nontrivial semidualizing module.
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Proof. On the way of contradiction, suppose R := S/I accepts a nontrivial semidualizing module C. Set
(−)+ = Hom(−,ωR). By [7, 3.7] we have ℓ(C) = e(C) = e(ωR) = ℓ(R). We apply this along with [6,
Lemma A.1] to see βi(C) ≥ 2. Similarly, βi(C
+) ≥ 2. Recall that
β1(ωR) = β0(C)β1(C
+) + β1(C)β0(C
+) ≥ 8,
a contradiction. 
Example 5.4. Let R := k[x,y,z,w]
(x2,y2,z2,w2,xyz)
. Then R has no nontrivial semidualizing module.
Proof. By Macaulay 2, the minimal free resolution of R over S := k[x, y, z,w] is given by 0 → S3
A
−→
S9 → S10 → S5 → S → R → 0 where
A :=


x2 0 0 −w −z y 0 0 0
0 x2 0 0 −w 0 −z y 0
0 0 x2 0 0 −w 0 z −y


tr
.
Thus Atr⊗S R has 3 (nonzero) rows and 6 columns. From this β1(ωR) = 6 and β0(ωR) = 3. By previous
corollary, we get the claim. 
6. QUESTIONS BY HUNEKE AND EISENBUD-HERZOG
In this section (S,m) is a d-dimensional regular local ring and I is an ideal of height c. We assume
that I = JK for two proper ideals J and K such that R := S/I is Cohen-Macaulay. Huneke proved that
if c > 1 and S is unramified then R is not Gorenstein. The following simple argument provides another
situation for which R is not Gorenstein:
Proposition 6.1. Let (A,m, k) be any local ring containing k. Let K and J be of height ℓ that are monomial with
respect to a regular sequence x of length ℓ > 1. Then r(A/KJ) ≥ 2 r(A). In particular, KJ is not Gorenstein.
Proof. Set I := KJ and recall that I is monomial with respect to x := x1, . . . , xℓ. Let {x
i : i ∈ Σ} be its
generating set. Let P := k[X1, . . . ,Xℓ] be the polynomial ring over k. By using Hartshorne’s trick (see [13,
Proposition 1]), there is a flat map f : P → A defined via the assignment Xi 7→ xi. Let IP := (X
i : i ∈ Σ)P
be the monomial ideal of P. Then IPA = I. By base change coefficient theorem, f : P/IP → A/I is flat.
Let n be the irrelevant ideal of P/IP. Since IP is n-primary, P/IP is local and zero-dimensional. We apply
this along with [14, Proposition A.6.5] to conclude that IP is generated by pure powers of the variables.
Recall that there are proper monomial ideals JP and KP such that IP = JPKP. Let G(−) be the unique
minimal set of monomial generators of a monomial ideal. We have G(IP) ⊂ G(JP)G(KP). Since ℓ > 1 it
turns out that IP is not generated by pure powers of the variables. This contradiction implies that P/IP
is not Gorenstein. This, in turns, is equivalent to say that its type is at least two. The closed fiber of f
is A/I
f ((n/IP))A/I
= A/Ix/I =
A
xA . Recall that type of a module does not change under reduction by a regular
sequence, see the proof of [5, Proposition 1.2.16]. Thus r( AxA ) = r(A). Now, in view of [5, Proposition
1.2.16(b)] we see
r(A/I) = r(P/IP) r(
A
xA
) = r(P/IP) r(A) ≥ 2 r(A) ≥ 2.
In particular, A/I is not Gorenstein. 
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Example 6.2. i) The assumption that K and J have height equal to the length of x is essential: Let
A := k[[x, y]], x := x, y, K := xA and J := yA. Then A/JK is Gorenstein.
ii) The assumption ℓ > 1 is essential. Let A := k[[x]], x := x and J = K = xA. Then A/JK is
Gorenstein.
iii) The inequality r(A/KJ) ≥ 2 r(A)may be achieved: Let A := k[[x, y]], x := x, y, K = J = x. Then
r(A/KJ) = dimk Soc(k[[x, y]]/(x, y)
2) = 2 = 2 r(A).
iv) The inequality is not an equality. Let A := k[[x, y, z]], x := x, y, z, K = J = x. Then r(A/KJ) =
3 > 2 = 2 r(A).
Question 6.3. (See [16]) Is type of R at least c?
Remark 6.4. Huneke remarked that the question is true if J := m and K is m-primary. By the same
argument, we have the following observation:
i) If J = mt for some t > 0 and K is m-primary, then r(R) ≥ µ(mt−1K) ≥ d.
ii) The bound in item i) is sharp: see Example 6.2(iii).
iii) The bound in the item i) is not an equality: We set S := k[[x, y]], J := m and K := m2. Then
Soc(R) = m
2
m3
which is of dimension 3.
Here, we extend Remark 6.4(i) by a different argument:
Observation 6.5. Let (A,m) be a local ring and 0 6= J be a primary ideal. The following holds:
i) If d := dim(A) > 1, then A/mJ is not Gorenstein.
ii) If J is primary to the maximal ideal, then r(A/mJ) ≥ µ(J) ≥ d.
Proof. i): Recall that depth(A/mJ) = 0. If J is primary to a non-maximal ideal, then dim(A/mJ) > 0
and so A/mJ is not Cohen-Macaulay. Thus, we may assume that J is primary to the maximal ideal.
Suppose on the way of contradiction that A/mJ is Gorenstein. In particular, any module is (totally)
reflexive. Over BNSI any finitely generated reflexive module is free (see [21, Proposition 2.7]). Combine
this with the fact that A/mJ is BNSI (see [18]) we deduce that any finitely generated module is free.
Thus A/mJ is regular. But, the local ring A/mJ is not even domain. This contradiction says that A/mJ
is not Gorenstein.
ii): This follows from J
mJ ⊂ Soc(A/mJ). 
Corollary 6.6. Let (A,m, k) be a local ring containing k, and J be a complete-intersection ideal. Let n > 1.
i) One has r(A/Jn) ≥ ht(J).
ii) In the case n = 2, the equality r(A/J2) = ht(J) holds provided A is Gorenstein.
Proof. Let x := {xi} be a minimal generating set of J which is a regular sequence. Let P := k[X1, . . . ,Xd]
be the polynomial ring and let JP be its monomial maximal ideal. Recall that there is a flat map f :
P/JnP → A/J
n such that its closed fiber is AxA . By [5, Proposition 1.2.16(b)] we have
r(A/Jn) = r(P/JnP) r(
A
xA
) (∗)
Therefore, we may assume that A is the polynomial ring and J is the maximal ideal.
i) The claim in this case is in Remark 6.4(ii).
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ii) Suppose A is Gorenstein and that n = 2. Then r( AxA ) = r(A) = 1. By (∗) we know r(A/J
2) =
r(P/J2P) = dim P = ht(J). 
Here, we present a base for Soc(S/J2):
Discussion 6.7. Assume that S is the polynomial ring and J is a monomial parameter ideal of full length.
We may assume that J 6= m. There is an ai such that x
ai
i ∈ J. We take such an ai in a minimal way. Then
J = (xaii : 1 ≤ i ≤ d). Set x := ∏
d
i=1 x
ai−1
i . Note that x /∈ J. Since J 6= m, x ∈ m. We are going to show
m(xa11 x) ∈ J
2. Let j ≥ 1. Recall that xa11 x
aj
j ∈ J
2. Since x
a1
1 x
aj
j |xjx
a1
1 x we deduce that xj(x
a1
1 x) ∈ J
2. Hence
m(xa11 x) ∈ J
2. Similarly,m(x
aj
j x) ∈ J
2. By definition, B := {xa11 x, . . . , x
ad
d x} ⊂ Soc(S/J
2). By the previous
corollary, r(S/J2) = ht(J). Since B is k-linearly independent, we see that B is a base for Soc(S/J2).
Example 6.8. Let S := k[[x, y, z]] and J := (x, y2, z3). Then r(S/J2) = 3.
Corollary 6.9. Let K be an m-primary ideal of S and t > 0. Set d := dim S. Then βd−1(
S
mtK
) ≥ 2d− 1.
By Example 3.7 the above bound is achieved. In general, the inequality is not equality.
Proof. Let x := x1, . . . , xd be a minimal generating set for m. In view of the natural isomorphisms
TorSd(
S
mtK
, k) ∼= Hd(x,
S
mtK
) ∼=
(mtK:Sm)
mtK
⊇ m
t−1K
mtK
we see that βd(
S
mtK
) ≥ µ(mt−1K) ≥ d. We look at the
exact sequence 0→ Sβd(S/m
tK) → S
βd−1(
S
mtK
)
→ Syzd−1(
S
mtK
) → 0 and recall from [9, Corollary 1.7] that
rankS(Syzd−1(
S
mtK
)) ≥ d− 1. Therefore, βd−1(
S
mtK
) = βd(
S
mtK
) + rankS(Syzd−1(
S
mtK
)) ≥ d+ (d− 1) =
2d− 1. 
An ideal J is called generically (resp. locally) complete-intersection if Jp is complete-intersection for
all p ∈ min(R/J) \ {m} (resp. p ∈ Spec(R/J) \ {m}). In particular, locally complete-intersection are
generically complete-intersection.
Example 6.10. Let S be a regular local ring.
i) Any prime ideal is generically complete-intersection.
ii) Let {pi}
n
i=1 be a family of 1-dimensional prime ideals. Then I := p1 . . . pn is locally complete-
intersection.
Proposition 6.11. Let (A,m, k) be a d-dimensional local ring containing k and J be a generically complete-
intersection ideal of height ℓ > 1 and assume ℓ < d. The following holds:
i) The ring A/Jn is not Gorenstein for all n > 1.
ii) r(A/Jn) ≥ ht(J) provided A/Jn is Cohen-Macaulay.
iii) If J2 is Cohen-Macaulay and A is Gorenstein, then r(A/J2) = ht(J).
Proof. We prove the claims at the same time. Without loss of the generality we may assume that A/Jn
is Cohen-Macaulay. There is a prime ideal p ∈ V(J) \ {m} such that Jp is complete-intersection. By a
complete-intersection ideal we mean an ideal generated by a regular sequence. In view of [5, Corollary
3.3.12], r( AJn ) ≥ r((A/J
n)p). Also, recall from [5, Ex. 12.26(c)] that type of A/Jn as a ring is the same as
of the module over A. It remains to apply Corollary 6.6. 
Fact 6.12. Suppose S is unramified regular and I = JK be of height two and Cohen-Macaulay. Then
r(R) = µ(I)− 1 ≥ 2.
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Proof. By [16, Theorem 2] R is not Gorenstein. This allow us to apply the proof of [17, Proposition 2.7]
to conclude that r(R) = µ(I)− 1. 
Let us drop the unramified condition:
Proposition 6.13. Let I be a height two ideal of a regular local ring S and I be a product of two proper ideals.
i) The ring R := S/I is not Gorenstein.
ii) If R is Cohen-Macaulay then r(R) = µ(I)− 1 ≥ 2.
Proof. Without loss of the generality we may assume that R is Cohen-Macaulay. We set S := S[t]mS[t]
and denote its maximal ideal by m. The map f : S → S is flat and f (m)S = m. This induces a flat map
S/I → S/IS. By [5, Proposition 1.2.16(b)] we have r(S/IS) = r(S/I) r( S
mS
) = r(S/I). The extension
does not change the regularity of S and the product property of I. Also, height of I does not change, see
[5, Theorem A.11]. In view of [5, Ex 1.2.25] we have
µ(I) = ℓ(
I
mI
) = ℓ(
I
mI
)ℓ(S/mS) = ℓ(
IS
mIS
) = µ(IS).
Hence, we may assume that the residue field of S is infinite. Again, similar to Huneke’s argument,
we choose a maximal regular sequence x := x1, . . . , xm on S/I consisting of elements whose images in
m/(m2+ I) are independent. We replace Swith S1 := S/xSwhich is regular, and replace I by IS1. Recall
that type of amodule does not change under reduction by a regular sequence, see [14, proposition A.6.2].
Moreover, Huneke remarked that ht(I) = ht(IS1) and that IS1 = JS1KS1. If I minimally generated by
{y1, . . . , yt}, then {y1, . . . , yt} is a generating set for IS1. It follows that µ(IS1) ≤ µ(I). In view of the
following fact, we conclude that IS1 is not a parameter ideal (see [16, Proposition 1]):
Fact A) Let A be a Gorenstein local ring of dimension at least two. Then an ideal generated by a system
of parameters is never the product of two proper ideals.
Since IS1 is not primary to the maximal ideal, we deduce that µ(IS1) > 2. We combine this with the
previous observation to conclude that
2 < µ(IS1) ≤ µ(I).
In the light of Hilbert-Burch we see 0 → Sµ(I)−1
φ
−→ Sµ(I) → I → 0 is the minimal free resolution of
I. The presentation Sµ(I)
φtr
−→ Sµ(I)−1 → ωR → 0 is minimal as an S-module. Recall that µ(I) − 1 ≥ 2
and that I is generated by maximal minors of φ. So, no column or row of ϕ := φtr ⊗S R is zero. Thus
Rµ(I)
ϕ
−→ Rµ(I)−1 → ωR → 0 is the minimal presentation of ωR as an R-module. Therefore, r(R) =
µ(I)− 1 ≥ 2. 
The above proof shows:
Corollary 6.14. Question 6.3 reduces to the case that ideals are primary to the maximal ideal.
The reduction from S to S/xS does not preserve radical ideals. Despite of this, we show:
Proposition 6.15. Let J be a radical ideal of any local ring A and n > 1. The following holds:
i) If ℓ := ht(J) > 1, then A/Jn is not Gorenstein.
ii) If A/Jn is Cohen-Macaulay, then r( AJn ) ≥ ht(J).
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iii) Assume in addition to ii) that A is regular, then r( AJn ) ≥ (
n+ℓ−2
ℓ−1 ).
Proof. We prove all of the claims at same time. Without loss of the generality we may assume that A/Jn
is Cohen-Macaulay. Let p ∈ min(R) be such that ht(p) = ht(Jn). Also, p ∈ min(J). Since J is radical, J =
p∩ p1 ∩ . . .∩ pi where pi is prime and minimal over J. Recall that pi * p. In particular, piAp = Ap. Since
localization behaves nicelywith respect to the intersection, we have Jp = pAp∩ p1Ap∩ . . .∩ piAp = pAp.
Since ideal-extension behaves well with respect to the product of ideals, we have (Jn)p = (Jp)n = pnAp.
Recall from [5, Ex. 12.26(c)] that type of A/Jn as a ring is the same as of the module over A. In view
of [5, Corollary 3.3.12], r(A/Jn) ≥ r((A/Jn)p). By k(p) we mean the residue field of Ap. We put all of
these together to see that
r(
A
Jn
) ≥ dimk(p) Soc(
Ap
Jnp
) = dimk(p) Soc(
Ap
pnAp
) ≥ dimk(p)(
pn−1Ap
pnAp
) ≥ µ(pn−1Ap) ≥ ht(p) = ht(J
n).
Now suppose A is regular. Then Ap is as well. This implies that µ(pnAp) = (
n+ℓ−1
ℓ−1 ). We plug this in the
previous formula to get
r(
A
Jn
) ≥ µ(pn−1Ap) =
(
n+ ℓ− 2
ℓ− 1
)
.
This is what we want to prove. 
Corollary 6.16. Question 6.3 is true if J := p is prime and K is p-primary.
Proof. Recall that r(S/pK) ≥ dimk(p) Soc(
Sp
KppSp
) = dimk(p)(
(pKp:Spp)
pKp
) ≥ dimk(p)(
Kp
pKp
) = µ(Kp) ≥
dim(Sp) = ht(p) = ht(pK). 
By p(n) we mean the n-th symbolic power.
Corollary 6.17. Let p be an 1-dimensional prime ideal of a local ring A such that p2 = p(2). Then r(A/p2) ≥
ht(p). In particular, Ap is regular when the equality holds.
Proof. We have H0m(
A
p2
) = p
(2)
p2
= 0. Since dim( A
p2
) = 1, A/p2 is Cohen-Macaulay. By Proposition
6.15 we have r(A/p2) ≥ µ(pAp) ≥ dim(Ap). Suppose now that the equality holds. This yields that
µ(pAp) = dim(Ap). Thus, Ap is regular. 
Corollary 6.18. Let p be an 1-dimensional prime ideal of a local ring A such that pn = p(n) for some n > 1.
Then r(A/pn) ≥ µ(pn−1Ap) ≥ ht(p).
Let (R,m) be a Cohen-Macaulay local ring. In general, µ(m)−dim R+ 1 ≤ e(R). If the equality holds
we say R is of minimal multiplicity.
Proposition 6.19. Let (A, n, k) be a Cohen-Macaulay local ring and I = JK for two proper ideals J,K such
that A/I is Cohen-Macaulay and of minimal multiplicity. Then r(A/I) ≥ ht(I). The equality implies that A is
regular.
Proof. Set R := A/I, d := dim(A) and c := ht(I). From the Cohen-Macaulay property of A and R we
deduce that
depth(R) = dim(R) = dim(A)− ht(I) = d− c := ℓ.
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By the proof of Proposition 6.13 we may and do assume that k is infinite. In this case by a theorem of
Abhyankar, there is a regular sequence x := x1, . . . , xℓ of (R,m, k) such that m
2 = xm. Since I = JK ⊂ n2
we deduce that
µ(n) = dimk(
n
n2
) = dimk(
n
n2 + I
) = dimk(
n/I
(n/I)2
) = µ(m) (∗)
Since r(R) = r(R/xR) and that
µ(
m
xR
) ≥ µ(m)− ℓ
(∗)
= µ(n)− ℓ ≥ d− ℓ = c = ht(I) (+)
things reduced to showing that r(R/xR) ≥ µ( mxR ). We may assume that m
2 = 0 and we are going to
show that r(R) ≥ µ(m). Then m ⊂ (0 :R m) ⊂ m. Thus, r(R) = dimk Soc(R) = µ(m). This completes the
proof of first claim.
Suppose the equality r(R) = ht(I) holds. In view of (+) we see that µ(n) = d = dim(A). This, in
turns, is equivalent with the regularity of A. 
Remark 6.20. In Proposition 6.19 the condition I = JK can be replaced by the weaker assumption I ⊂ n2.
The following extends a result of Herzog et al. from polynomial rings to Cohen-Macaulay rings.
Proposition 6.21. Let (A,m, k) be a d-dimensional Cohen-Macaulay local ring containing k and d > 2. Let K
and J be of height d that are monomial with respect to a regular sequence x := x1, . . . , xd. The following holds:
i) If A is Gorenstein, then r(A/JK) ≥ 3.
ii) If A is not Gorenstein, then r(A/JK) ≥ 3 r(A) ≥ 6.
Proof. Set I := JK. Let {xi : i ∈ Σ} be the generating set for I. Let P := k[X1, . . . ,Xd] be the polynomial
ring and let IP := (X
i : i ∈ Σ)P be a monomial ideal. Then IPA = I. Recall that there is a flat map
f : P/IP → A/I is flat, and there are proper monomial ideals JP and KP such that IP = JPKP.
i) The closed fiber of f is AxA . This is of type one. By [5, Proposition 1.2.16(b)] we have r(A/I) =
r(P/IP) r(
A
xA ) = r(P/IP) ≥ 3, where the last inequality is in [15, Theorem 5.1].
ii) The closed fiber of f is AxA . This is not Gorenstein and consequently its type is at least two. We
have r(A/I) = r(P/IP) r(
A
xA ) ≥ 3× 2 = 6. 
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