Introduction The Premier Perspective hospital billing database provides a promising data source for studies of inpatient medication use. However, in-hospital recording of confounders is limited, and incorporating linked healthcare claims data available for a subset of the cohort may improve confounding control. We investigated methods capable of adjusting for confounders measured in a subset, including complete case analysis, multiple imputation of missing data, and propensity score (PS) calibration. Methods Methods were implemented in an example study of adults in Premier undergoing percutaneous coronary intervention (PCI) in 2004-2008 and exposed to either bivalirudin or heparin. In a subset of patients enrolled in UnitedHealth for at least 90 days before hospitalization, additional confounders were assessed from healthcare claims, including comorbidities, prior medication use, and service use intensity. Diagnostics for each method were evaluated, and methods were compared with respect to the estimates and confidence intervals of treatment effects on repeat PCI, bleeding, and in-hospital death.
Introduction
The Premier Perspective database is a promising data source for studies of inpatient medication use and health outcomes. These data include information on diagnoses, procedures, and medications from approximately 15 % of US hospitalizations [1] , allowing for the evaluation of routine care inpatient medication use that is not available in standard healthcare claims databases. However, recording of patient characteristics that confound the association between medication use and outcomes may be incomplete. For example, intensity of prior healthcare services utilization, considered to be one of the most important confounders measured in administrative claims data [2] , cannot be assessed from inpatient data alone. Incorporating additional data on study subjects from healthcare claims prior to hospitalization may improve confounding control, but linked claims data are often accessible only for a small subset of the main study population.
Several methods are available for incorporating additional confounder data available in a subset of the main study population, also known as a 'validation subset'. The complete case method restricts analyses to patients in the validation subset that have all confounders measured. While this approach simplifies analyses, it often results in a large reduction in study size and may bias treatment effect estimates [3] [4] [5] . Propensity score (PS) calibration is an alternative approach that was developed for use with healthcare claims data; it incorporates confounders measured in the validation subset by 'calibrating' the PS values in the main study population, thereby preserving study size [6, 7] .
The problem of integrating external data available on a subset may also be viewed as a missing data problem; the additional confounders measured in the validation subset are missing for all patients who do not have linked external data [8] . Through that lens, all of the missing data methods become available, including multiple imputation of external confounders [9] . This approach has not often been used in the context of incorporating linked confounding information in administrative healthcare data [10, 11] , likely due to the perceived weakness of this method when there is a large proportion of patients with missing data on many variables. However, a large proportion of missing data on some confounders is likely to become increasingly common as comparative-effectiveness and drug safety studies seek to use data from multiple sources in order to effectively control confounding. In addition, there is no theoretical upper bound to the amount of missing data that can be imputed as long as the number of imputations used is sufficient to achieve estimator efficiency [12] . Thus, with careful exploration, the tools of multiple imputation may be applicable to this scenario and could provide better confounding control than PS calibration.
In this study, we focused on the example of the comparative safety of two anticoagulants in the routine care of patients hospitalized with acute coronary syndrome and undergoing percutaneous coronary intervention (PCI). We used this example to compare the advantages and disadvantages of approaches for adjusting for confounders from healthcare claims data that are measured for a subset of the primary inpatient population. Randomized trials indicated that bivalirudin provides protection from thrombotic events that is similar to that from heparin, but a significantly lower risk of major bleeds and potentially death [13] [14] [15] [16] [17] [18] . In routine care, many patients receiving these drugs may be at considerably higher risk of adverse outcomes than patients included in randomized trials [19, 20] , and bivalirudin is preferred for these high-risk patients [21] .
Methods

Data Sources
The primary inpatient cohort was drawn from the Premier Perspective Comparative Database, a repository of hospital administrative data that includes approximately one-sixth of all hospitalizations in the USA. Premier provides data services to hospitals, including tabulation and benchmarking against the performance of other institutions. Service-level data that are recorded include charges for medications, procedures, and laboratory tests, allowing for assessment of in-hospital medication use that is generally not available in healthcare claims data. Other data including hospital characteristics, patient demographic characteristics, discharge diagnoses, and discharge status (including death, but not its cause) are also available [22, 23] .
Pre-hospitalization healthcare claims were derived from the UnitedHealth Research Database, a large, nationally representative database. Cross-sectionally, more than 15 million patients are enrolled in commercial health plans through UnitedHealth and are accruing claims in the UnitedHealth database. For covered patients, it contains a longitudinal record of all claims for physician visits, hospitalizations, nursing home stays, and outpatient prescription medication dispensings. Claims information includes inpatient and outpatient diagnoses and procedures, eligibility, and date of death. However, there are no data available from UnitedHealth on inpatient dispensings of medications.
The institutional review board of Brigham and Women's Hospital approved this study.
Primary Inpatient Cohort
We identified patients aged 18 years or older in Premier who were admitted to hospital and underwent PCI between 1 January 2004 and 31 December 2008 [20] . We excluded patients whose index PCI was at a rural hospital or at any hospital with an average PCI volume of less than one PCI per day in the quarter. In the remaining patients, we evaluated inpatient medication charges on the day of the index PCI. Patients receiving bivalirudin with or without glycoprotein IIb/IIIa inhibitor (GPI) on the day of PCI and no exposure to heparin that day were considered exposed to bivalirudin. The comparison group comprised patients receiving at least 1000 units of heparin plus GPI on the day of PCI, but no exposure to bivalirudin on that day. Patients with any other exposure pattern on the day of PCI, such as exposure to both bivalirudin and heparin, were excluded.
Outcomes included a repeat PCI procedure, blood transfusion, or in-hospital death. Blood transfusion was defined as a charge for any blood product and was intended to proxy for major bleed. Follow-up for repeat PCI began the day after PCI and continued until hospital discharge or 30 days post-PCI. Follow-up for transfusion and death was similar, beginning on the day of PCI.
We extracted potential confounders from Premier inpatient data, including demographics, admission characteristics, comorbid diagnoses, and hospital characteristics. Demographic information included age, race, low-income status, and marital status. Admission characteristics included year of admission, whether the admission was urgent with a primary cardiovascular diagnosis (International Classification of Diseases, ninth edition [ICD-9] code: 410, 411, 414.01), whether the PCI occurred within 1 day of admission, and the number of stents used in PCI. Comorbid diagnoses were assessed based on up to 100 discharge codes for the index admission.
Subset with Linked Healthcare Claims
Within the primary inpatient cohort, we identified patients who were continuously enrolled in a health insurance plan from UnitedHealth for at least 90 days prior to their index hospitalization. For these patients, we assessed 24 additional confounders (Table 1 ) from UnitedHealth claims during the 90 days prior to hospitalization for PCI. Specifically, we reassessed the presence of several comorbidities that may be recorded more completely in healthcare claims, including diabetes mellitus, hypertension, and prior PCI. In addition, we assessed the use of cardiovascular medications and intensity of health services utilization during the 90 days before hospitalization for PCI.
Cohort Matched to Linked Patients
Because the subset of patients with linked healthcare claims differed from the primary inpatient cohort on many important patient characteristics, we identified an additional cohort within the primary inpatient cohort that mimicked the characteristics of the linked subset. The matched cohort was created so that the linked patients formed a representative subset of the matched cohort, and it allowed us to compare the performance of methods when applied to a cohort that contains a representative linked subset versus a non-representative linked subset as in the primary inpatient cohort. In order to identify the matched population, we developed a model for the propensity to be selected into the linked subset using logistic regression on the inpatient confounders in the primary cohort. We then performed 10:1 fixed ratio matching on the predicted probability of selection within each exposure group, which matched ten patients who did not have linked healthcare claims to each patient who did. This process creates balance on inpatient characteristics between patients in the linked subset and their corresponding matches, together forming the matched subset. A large, fixed matching ratio (10:1) was possible because of the large pool of potential matches in the primary inpatient cohort.
Statistical Analyses
As detailed below, we estimated crude and PS-adjusted risk ratios (RRs) using the inpatient confounders only in the full cohort, the matched cohort, and the linked subset. Adjusting for both inpatient and healthcare claims confounders, we performed a complete case analysis in the linked subset and performed PS calibration and multiple imputation to estimate fully-adjusted RRs in the primary inpatient and matched cohorts.
Ordinary Propensity Score (PS) Adjustment with Inpatient Confounders Only
In the primary inpatient cohort, we used logistic regression to estimate the propensity to receive bivalirudin rather than heparin, based on the inpatient confounders (PS in ). We then performed marginal mean weighting through stratification to estimate the PS-adjusted RR of each outcome in bivalirudin versus heparin patients [24] . This method combines the benefits of stratification and weighting and is a good general approach for creating PS-adjusted estimates [25] . In our example study, we created 25 PS strata and calculated average treatment effect among the treated weights based on the number of patients in each exposure group in the stratum [26] . These weights were used to calculate the weighted mean or weighted proportion of each variable within exposure groups in order to compare PS-adjusted covariate balance between exposure groups. These weights were also used to estimate the adjusted RR. This analysis was repeated in the subset of patients with linked healthcare claims data and in the matched subset.
Complete Case Analysis
The complete case analysis was restricted to patients in the linked subset who had inpatient confounders available as well as confounders measured in healthcare claims. In this analysis, the propensity score was developed based on both sets of confounders (PS in?HC ). This propensity score was then used to estimate the adjusted RR in the linked subset, as described above.
In order to estimate a fully-adjusted RR in the primary cohort and matched subset, where healthcare claims were available for only a small portion of the sample, we employed PS calibration and multiple imputation.
PS Calibration
PS calibration was performed in two ways: the single imputation approach and the adjustment approach [7, 27] . In each approach, we estimated the linear measurement error model in the linked subset by regressing the gold standard PS (PS in?HC ) on the indicator for exposure and the error prone PS (PS in ). In the single imputation PS calibration approach, we used this model to impute a single value of the gold standard PS for each patient in the primary inpatient cohort. We used stratification on this calibrated PS to estimate the adjusted RR in the primary inpatient cohort, as described above. In the adjustment approach, we estimated a logistic regression model for outcome that included exposure and the error-prone PS as dependent variables. We extracted the coefficient on exposure as the error-prone log odds ratio (OR) estimate of treatment effect and then used the coefficients from the linear measurement error model to adjust the estimate and associated confidence interval, as implemented in the SAS (Cary, NC, USA) macro '%blinplus' [27, 28] . In order to assess the validity of the PS calibration approach in this example, we replicated the tests of the PS calibration surrogacy assumption described in Stürmer et al. [7] . Surrogacy requires that the error-prone PS does not independently predict outcome, given the gold standard PS and exposure. Surrogacy was assessed through a likelihood ratio test for an independent effect of the error-prone PS (PS in ) on the outcome, after adjusting for the gold standard PS and exposure and through the percentage of the variation in the outcome explained by the two PSs that is due to gold standard PS. Two-stage calibration, an alternative calibration approach that does not require assumptions about the measurement error model, was also considered [29] . However, because this method involves modeling the outcome in both the primary cohort and the linked subset, it was not feasible in our data, where some outcomes were rarely observed in the linked subset.
Multiple Imputation
Multiple imputation was implemented using chained equations for monotone missing data [30] to impute 200 copies of each of the 24 variables derived from healthcare claims data (200 complete datasets). We used logistic regression to impute binary variables. Because the continuous variables in our study were right skewed and therefore not Normally distributed, we used predictive mean matching to generate imputed values. In this method, the linear imputation model is used to generate a predicted value for each patient. Each patient with missing data is matched to the three patients with observed data with the nearest predicted values, and an imputed value is randomly selected from those patients' observed values [31] . Imputation equations were based on inpatient confounders, exposure, and all outcomes [32] .
After variables were imputed for all patients, we estimated the exposure PS using inpatient and healthcare claims confounders, separately within each imputation dataset. This process produced 200 PS values for each patient. In the across multiple imputation approach [33] , we averaged the 200 PS values and proceeded with the ordinary PS stratified analysis, as described previously. In the within multiple imputation approach, we estimated the PS-adjusted RR separately in each imputation, yielding 200 treatment effect estimates, which we combined using the ordinary combination rules [31] . All analyses were completed in Stata, Version 13 (College Station, TX, USA), except for the '%blinplus' PS calibration macro for SAS and matching, which used the MatchIt package in R, Version 3.0.2 (Vienna, Austria). Both the PS calibration and the multiple imputation analyses were repeated in patients matched to the linked subset.
To assess the validity of multiple imputation in these data, we evaluated the predictive accuracy of the imputation models for the 24 variables that were imputed as measured by model pseudo-R 2 [34] . We compared the imputed values with observed values in the primary inpatient cohort, where imputations were based on a non-representative linked subset, and in the matched subset, where the linked subset was representative. We also evaluated the predictive accuracy of the model for the propensity to be selected into the linked subset. Because membership in the linked subset in these data can be thought of as our missing data mechanism, this model determines to what degree the missing data mechanism depended on observed inpatient characteristics. Finally, we calculated the fraction of missing information, which can be thought of as a measure of the proportion of estimator variance from the imputation analysis that is due to the missing data [31] .
Results
We identified 210,268 patients who met all inclusion criteria from 177 hospitals in the primary inpatient cohort extracted from Premier, including 78,918 exposed to bivalirudin and 131,350 exposed to heparin. Within this cohort, 3240 (1.5 %) had linked claims data from UnitedHealth and were included in the linked subset. The proportion with linked data was higher among heparin patients than among bivalirudin patients (1.8 vs. 1.1 %). Table 1 shows measured patient characteristics for the primary inpatient cohort, the linked subset, and the patients matched to the linked subset. Patients in the linked subset were younger and had fewer comorbidities than patients in the primary cohort because patients in the linked subset were required to be enrolled in a commercial health plan and were more likely to be employed. In contrast, the matched subset closely mimicked the linked subset on characteristics measured in inpatient data. In all cohorts, bivalirudin patients were slightly older and had more comorbidities than patients receiving heparin. However, bivalirudin patients were much less likely to have had a prior myocardial infarction, were less likely to have an urgent cardiovascular admission, and received fewer stents during PCI, indicating that bivalirudin patients may have had less severe cardiovascular disease.
Ordinary PS Adjustment with Inpatient
Confounders Only Figure 1 shows the balance on healthcare claims confounders in the linked subset before and after PS-adjustment using inpatient variables alone (PS in ) or using both inpatient and healthcare claims variables (PS in?HC ). Before adjustment, these variables were highly imbalanced and indicated greater comorbidity and medication use among bivalirudin patients. Adjustment for inpatient characteristics reduced imbalance on the measured outpatient variables, owing to correlations among inpatient and healthcare claims variables, but significant imbalances remained. Imbalances were largely removed after adjustment for all confounders.
Crude RR estimates indicated a strong protective effect of bivalirudin on all outcomes in the primary cohort and in each subset (Table 2) . PS adjustment for confounders measured in inpatient data reduced estimated effects, but still indicated that bivalirudin was associated with a RR of 0.71 (95 % confidence interval [CI] 0.67-0.76) for repeat PCI procedures, 0.53 (95 % CI 0.49-0.57) for transfusion, and 0.40 (95 % CI 0.35-0.45) for in-hospital death in the full cohort. Results were similar in the matched subset. In Fig. 1 Reduction in imbalance on healthcare claims covariates after propensity score adjustment in the linked subset. Imbalance is calculated as the difference in means and percentages between bivalirudin and heparin patients. ACE angiotensin-converting enzyme, ARB angiotensin receptor blocker, CABG coronary artery bypass graft, LOS length of stay, PCI percutaneous coronary intervention the linked subset, there were few observed events, and results varied.
Complete Case Analysis
The complete case analysis that adjusted for all measured variables from inpatient and healthcare claims data was restricted to the linked subset, where few events led to poor precision (Table 3 ).
PS Calibration
In the primary cohort and matched subset, adjusting for all confounders using PS calibration generally had little impact on estimated RRs or associated CIs for transfusion and in-hospital death. The estimated RR for repeat PCI was generally increased when using PS calibration; for example, in the adjustment approach, bivalirudin was associated with an estimated 24 % reduction in repeat PCI (RR 0.76 MI multiple imputation, PSC propensity score calibration a The complete case analysis adjusts for a propensity score that includes all inpatient and healthcare claims characteristics from Table 1 [95 % CI 0.71-0.80]). This estimated effect is closer to the results from previous non-randomized studies that controlled for unmeasured confounding with instrumental variable analysis [20] . Results in the primary cohort and matched subset were similar. Within the two PS calibration approaches, the adjustment approach generally had a greater impact on estimated RRs than the imputation approach. Because a single PS imputation does not account for uncertainty in the calibration model while the adjustment approach does adjust standard errors to account for this uncertainty, we expected that the imputation approach would generally have narrower CIs. However, in these data, the imputation PS calibration approach consistently produced estimates with wider CIs than the adjustment approach.
When assessing surrogacy, we found that the errorprone PS was highly non-significant in models for all outcomes when adjusting for the gold standard PS and exposure. We also found that more than 98 % of the variance in each outcome that is explained by either the error-prone or gold standard PS is attributable to the gold standard PS, so there was no evidence against the surrogacy assumption in these data.
Multiple Imputation
Similar to PS calibration, both multiple imputation approaches had little impact on the estimates or CIs for transfusion or death. Multiple imputation had a slightly greater impact on the estimated RR for repeat PCI, particularly the across approach. The across approach also produced narrower CIs, which was expected since this approach does not account for the uncertainty associated with the imputation of missing data. Both approaches produced CIs that were comparable to the ordinary PSadjusted approaches that did not attempt to use variables with missing data. Figure 2 compares the mean or proportion of the observed versus imputed values for each variable in each of the 200 imputed datasets. This figure shows that, despite the fact that the patients with linked claims data constituted a non-representative subsample of the primary inpatient cohort, the imputed healthcare claims variables appropriately indicated increased comorbidity in the primary cohort. In contrast, the imputations in the matched subset were similar to the observed data from the linked subset (data not shown). The pseudo-R 2 values from the imputation models indicate a range of predictive ability across variables. Prediction accuracy was generally higher for the summary comorbidity and health services variables, such as Charlson score or number of unique generics (R 2 = 0.52 and 0.58, respectively). Predictions were less accurate for use of specific medications, such as calcium channel blockers (R 2 = 0.10). Membership in the linked subset was predicted well from inpatient confounders. The C-statistic that describes the ability of inpatient confounders to discriminate between patients in the linked subset and others was 0.803. Model coefficients, shown in the Electronic Supplementary Material, indicated that the strongest predictors of missing data (not having linked data) were administrative factors, including being Medicare eligible (age C65 years), hospitalization for PCI in 2004 (vs. 2005 or later), residence in northeastern or western USA, and low-income status. Despite the large proportion of study patients who were missing confounders from claims, the fraction of missing information was calculated to be 0.4 %, indicating that there should be only a small increase in estimator variance due to the presence of missing data.
Discussion
We explored the use of methods to integrate confounder data from linked healthcare claims in a study of inpatient medication use. We used the example of the comparative safety of bivalirudin during PCI, evaluated in the Premier Perspective database linked to UnitedHealth claims data. We found that, even when using two large, nationally representative databases for linkage, only a small proportion of patients could be linked, and these patients were systematically different from the full cohort of study patients. Thus, methods that can adjust for confounders measured in a subset must be capable of integrating data from small, non-representative linked subsets in order to be useful for supplementing confounding adjustment in studies of inpatient medication use. Complete case analysis is unlikely to be useful in such scenarios due to the very small study size and the fact that the complete cases do not generalize to the larger routine-care population of interest.
When exploring PS calibration and multiple imputation, we found that these methods did not meaningfully impact estimates of treatment effect as compared with estimates that used inpatient confounder data alone. However, calibration and imputation preserved study size and did not lead to issues of non-convergence or variance inflation. The differences among PS calibration and multiple imputation approaches were generally small, although some procedures more appropriately accounted for the uncertainty attributable to the missing data. Alternative methods exist for estimating the standard error for the imputation PS calibration approach and the across multiple imputation approach [7, 33] ; however, those methods were outside the scope of this paper.
Prior research has compared the imputation PS calibration approach with sample reweighting for incorporating confounders measured in a validation subset [8] , but there has been limited work comparing PS calibration with multiple imputation [35] . In studies where the subset with linked data contains many additional measured confounders but a small proportion of study patients, investigators may assume that multiple imputation will fail. In our example, despite more than 98 % missing data on 24 variables, multiple imputation performed similarly to PS calibration, and both approaches increased estimator variance only slightly from the ordinary PS approach that did not attempt to incorporate external confounders. Therefore, additional research should evaluate the relative ability of these approaches to eliminate confounding from incompletely observed confounders across varying data-generating scenarios.
Our study evaluated methods in the context of a representative linked subset, when making inference in the matched subset, and a non-representative linked subset, when making inference in the full inpatient cohort. Results in both cases were similar across the methods under study. Although PS calibration does not require a representative validation subset in order to yield unbiased estimation of treatment effects, it does require that the measurement error model estimated in the validation subset accurately estimates the calibration factor needed in the full cohort [36] . In other words, the linear relation between the error prone and gold standard PSs should be constant in the full cohort and the linked subset. This assumption cannot be tested based on observed data, since the calibration factor cannot be measured in the full cohort, and in cases where these samples are very different, this assumption may be questionable. The validity of multiple imputation also does not strictly require that the patients with complete data (the linked subset) are representative of the full cohort. Instead, the missing at random assumption necessary for unbiased inference from imputation requires that the likelihood of missing data depends only on variables that are observed for everyone; thus, it should not depend on the variables from outpatient claims or other variables not measured in either database. This assumption also may be questionable when the validation subset is very different from the full cohort on observed variables, particularly if investigators believe that differences in observed variables may be indicative of differences in other unmeasured variables.
In the context of the example presented here, we found that there were large differences between the linked subset and the full cohort. However, the fact that inclusion in the linked subset could be predicted well from completely observed variables and inclusion was predicted most strongly by administrative variables that are captured well in the inpatient data provides some confidence that the missing at random assumption may be appropriate in these data. Furthermore, diagnostic plots indicated that the multiple imputation procedure appropriately accounted for the fact that the full cohort was older and sicker than the linked subset.
Unbiasedness of all approaches also requires that the treatment effect is unconfounded after conditioning on both inpatient and claims covariates. In our study, this assumption was likely violated, as all treatment effect estimates appeared to be negatively biased compared with results from randomized trials. For example, in one metaanalysis [37] , the estimated OR for major bleeds was 0.58 (95 % CI 0.49-0.69), whereas our estimates of the RR of transfusion (our proxy for major bleeds) ranged from 0.35 to 0.55. Similarly, from meta-analysis there appears to be no significant effect on death (OR 0.94 [95 % CI 0.78-1.14]), but our estimates for the RR of death ranged from 0.27 to 0.52. Although some differences are to be expected due to differing populations between a randomized trial and a routine care observational study, the magnitude of the difference in estimated effects on death indicate that patients receiving bivalirudin in our cohort were likely healthier than patients receiving heparin in ways that may not have been measured in either the inpatient or healthcare claims variables.
The ability of claims data to augment confounding information from inpatient databases will depend on the specific example, and in some cases, these data may not be sufficient to capture all relevant confounders. In that scenario, investigators may seek other data sources. In this example, important variables available in claims, for example, health services intensity variables, were predicted well by variables available in the inpatient data, indicating that the incorporation of claims variables provided little additional confounder control. In other words, the claims variables were no longer important sources of confounding after adjusting for the inpatient variables. In addition, we observed a very small fraction of missing information in the multiple imputation analysis, despite a large proportion of patients with missing data. This finding indicates that, under the assumptions of the multiple imputation, estimator variance would change little if the missing data had been observed, which suggests that the missing data are unlikely to add much information to the analysis.
Conclusions
Based on the results in this study, we conclude that PS calibration and multiple imputation may be useful for adjusting for confounders measured in healthcare claims databases when studying the comparative safety and effectiveness of inpatient medication use, but additional research is needed. Simulation studies that investigate the relative performance of these methods should be designed with careful attention to producing realistic confounding and missing data mechanisms. Additional research on method diagnostics is also needed in order to educate investigators on each method's strengths and weaknesses and to allow for assessment of method assumptions in a given study. Outside of this particular application, the increasing availability of linkage across data sources will increase the importance of methods such as these that can make use of all existing data for improved confounding adjustment in comparative-effectiveness studies.
