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GENERAL GLSM INVARIANTS AND THEIR
COHOMOLOGICAL FIELD THEORIES
DAVID FAVERO AND BUMSIG KIM
Abstract. We construct GLSM invariants for a general choice of sta-
bility in both the narrow and broad sector cases and prove they form a
Cohomological Field Theory. This is obtained by forming the analogue
of a virtual fundamental class which lives in the local cohomology of
the twisted Hodge complex. This general construction comes from the
use of two new ingredients. First, the use of the Thom-Sullivan and
Godement resolutions applied to matrix factorizations are introduced
to handle poorly behaved (non-separated) moduli spaces. Second, a lo-
calized Chern character map built from the Atiyah class of a matrix
factorization is utilized to forgo the use of Hochschild homology.
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1. Introduction
In mathematics, a gauged linear sigma model (V,Γ, χ, w, ν) is a fairly
straightforward collection of data. Gauged linear sigma models (GLSMs)
roughly consist of a choice of complex vector space V , a reductive subgroup
Γ ⊆ GL(V ), a semi-invariant polynomial function w on V , and a character ν
of Γ. The name GLSM is coined from high energy theoretical physics where
this type of data is used to describe physical models for string theory.
GLSMs are an interesting object to study mathematically since they can
specialize to objects appearing in both Ka¨hler geometry and singularity
theory (such as complete intersections in projective space and quantum sin-
gularities or affine Landau-Ginzburg models). Furthermore, by varying the
character ν, one can often make comparisons between these subjects (see
Example 2.4).
This paper focuses on constructing a curve-counting enumerative theory
for GLSMs broadly (pun intended) for many types of stability. More pre-
cisely, to a GLSM (V,Γ, χ, w, ν) one associates a graded vector space
H := H∗(IX , (Ω•IX , dw))(see §4.1)
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called the state space. Think of this as the cohomology of the GLSM. Our
GLSM invariants are then a collection of linear maps
Ωg,r,d : H
⊗r → H∗(Mang,r,C)(see §4.3)
landing in the cohomology of the moduli space of genus g curves of degree
d with r markings.
The GLSM invariants Ωg,r,d are sometimes called the A-model of the
GLSM. They are a deformation invariant, independent of the complex struc-
ture of the GLSM.
Together, these maps satisfy a number of beautiful structural properties
which were axiomatized by Kontsevich–Manin and called cohomological field
theories. Our invariants satisfy a later incarnation of these axioms. The
precise statement is the following.
Theorem 1.1. Under mild assumptions (see page 37), the GLSM invariants
{Ωg,r,d}2g−2+r>0,d∈HomZ(Gˆ,Q)
form a cohomological field theory with unit in the sense of [32].
This paper is, of course, not the first to construct enumerative invariants
for GLSMs. Instead, it is a continuation of the program set forth by Fan–
Jarvis–Ruan [17, 18] who constructed enumerative invariants for GLSMs
in the narrow sector case as well as broad sector invariants for quantum
singularities.
Complementary work by Polishchuk–Vaintrob [33] built such invariants
algebraically in the case of affine Landau-Ginzburg models. Therein they
constructed a type of fundamental matrix factorization which plays the role
of a virtual fundamental class. Using the associated Fourier-Mukai trans-
form, they were able to build a cohomological field theory whose state space
H is the Hochschild homology of the corresponding category of matrix fac-
torizations. This was later expanded by Ciocan-Fontanine–Favero–Gue´re´–
Kim–Shoemaker [9] to obtain enumerative invariants for convex hybrid mod-
els (see §2.2) in the broad sector case.
Recently, Kiem–Li [26] produced GLSM invariants for abelian affine LG
models using cosection localization, intersection homology, and Borel-Moore
homology (see also [11]). These invariants have the advantage of being
topological in nature and form a cohomological field theory.
This paper takes a hybrid approach (this time, no pun intended) to the
methods mentioned above. As in [9, 33], we construct a fundamental factor-
ization using the GLSM data. However, rather than passing to Hochschild
homology, we directly construct a cycle living in the local cohomology of a
certain twisted Hodge complex (see Definition 4.8). To obtain this cycle, we
construct a localized Chern character map (see Appendix B) using the no-
tion of Atiyah classes for matrix factorizations developed by Kim–Polishchuk
[27]. The role of our virtual cycle is then provided by the localized Chern
character of the fundamental matrix factorization.
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The main technical hurdle to overcome to obtain fully general GLSM in-
variants is the presence of potentially poorly behaved (non-separated and in
particular not quasi-projective) moduli spaces. Namely, in previous incar-
nations, the fundamental matrix factorization was constructed by choosing
a Γ-acyclic Koszul factorization arising from the GLSM data. The existence
of this choice uses a form of projectivity of the moduli spaces involved.
As the spaces we consider need not even be separated, we require a more
robust construction. First, we observe that Koszul factorizations of a func-
tion W arise from the commutative differential graded algebra (cdga) struc-
ture on the Koszul complex together with an element α of degree −1 sat-
isfying dα = W (see §3.4.1). Second, we apply the Godement resolution to
the Koszul complex to make it Γ-acyclic. While this is no longer a sheaf of
cdgas, it can be viewed as a cosimplicial sheaf of cdgas. Hence, using the
Thom-Sullivan construction (applied to the cosimplicial Godement resolu-
tion of the Koszul complex) we once again obtain a sheaf of cdgas which has
the benefit of being Γ-acyclic. This provides a fully general definition of the
fundamental factorization.
While the components of the fundamental factorization are rather com-
plicated, infinite, and not even quasi-coherent, it is still locally isomorphic
to a locally-free factorization in the co-derived category of factorizations i.e.
it is a perfect object (see Proposition 3.10). Furthermore, the generality of
the construction makes it rather flexible to work with, obeying pullback and
base change properties. We employ this flexibility readily in verifying the
cohomological field theory axioms.
1.1. Structure of the paper. The paper is organized as follows. To
streamline the construction of the GLSM invariants, many of the technical-
ities in developing a trace map for non-separated spaces, a localized Chern
character map for matrix factorizations, and properties of the Thom-Sullivan
and Godement resolutions for OX-modules are delegated to the appendix.
In §2 we briefly review the concept of GLSMs and LG quasi-maps. The
new material is mostly Proposition 2.10 which describes the construction of
the DM stacks Ug,r,d where our fundamental factorizations live.
§3 is concerned with the construction of the fundamental factorization.
For this, we develop the theory of TK factorizations i.e. those factoriza-
tions which are obtained from the Thom-Sullivan construction applied to
the Godement resolution of a Koszul complex. We define an equivalence
relation on TK factorizations and prove that, despite the many choices in
the construction of the fundamental factorization, all choices provide the
same equivalence class.
§4 is used to define the state space, its pairing, and our GLSM invariants.
The analogue of a virtual fundamental class is obtained as a localized Chern
character of the fundamental factorization. This is well-defined based on
the independence of choices proven in the previous section.
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In §5 we define the unit of our cohomological field theory and prove that
the GLSM invariants satisfy all the cohomological field theory axioms. Each
axiom is proven in a separate subsection. In addition, we prove that a
certain graded component of our GLSM invariants provide a homogeneous
cohomological field theory for convex hybrid models (see Theorem 5.11) and
demonstrate an Ku¨nneth property for sums of singularities (see § 5.11).
Appendix A describes a general trace map and its basic properties. It is
needed to define our GLSM invariants and the pairing on our state space.
This is essentially the integration map but it is a bit subtle due to the
fact that our spaces need not be separated (and hence their analytification
need not be Hausdorff). We make use of the fact that our spaces admit a
separated cover (and hence their analytifications admit Hausdorff covers).
This allows us to define a trace map following the philosophy of [14] i.e.
using the Mayer-Vietoris resolution.
Appendix B discusses many of the properties of factorizations we use. Im-
portantly, this appendix is where we construct our localized Chern character
map.
Appendix C hashes out the details of the Thom-Sullivan and Godement
construction in the context of sheaves on algebraic stacks.
For the reader’s convenience, we also included a notational glossary as
Appendix D.
1.2. Acknowledgements. This project was inspired by collaboration and
discussions with Ionut Ciocan-Fontanine, Mark Shoemaker, and Je´re´my
Gue´re´ who we thank heartily. We are also very grateful to Alexander Pol-
ishchuk for suggesting the use of the Thom-Sullivan functor, which has be-
come a crucial aspect of the paper. B. Kim was supported by KIAS indi-
vidual grant MG016403. D. Favero was supported by NSERC through the
Discovery Grant and Canada Research Chair programs. The Fields Insti-
tute also supported the authors for long-term visits where they collaborated
on this project. We thank Fields for a pleasant stay and remarkable work
environment.
1.3. Notation and conventions. We let the base field k be the field of
complex numbers. We do not require our DM stacks to be separated. A full
notational glossary can be found in Appendix D.
2. Gauged linear sigma models
This paper is mainly concerned with constructing enumerative invariants
for gauged linear sigma models (GLSMs). These are roughly GIT quotients
of affine space equipped with a function (called the superpotential). The
precise definition is a bit more intricate and we provide it now. Similar
invariants for GLSMs have previously been defined in [9, 18]. We refer the
reader to these works for further details.
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2.1. Input data. A gauged linear sigma model [18] for this paper is a col-
lection
(V,Γ, χ, w, ν)
consisting of:
• a finite dimensional C-vector space V ;
• a reductive algebraic subgroup Γ ⊆ GL(V );
• a surjective character χ : Γ։ C× of Γ;
• a χ-invariant polynomial function w : V → A1, i.e.,
w ∈ (Cχ ⊗ SymV ∨)Γ;
and
• a Q-character ν of Γ,
subject to the following with G := Ker(χ) and θ := ν|G:
• V ss(ν) = V ss(θ) = V s(θ).
• The critical locus Z(dw) of the function [V ss(θ)/G] → A1 induced
from w is proper over SpecC. Abusing notation, we will denote the
induced function also by w.
The quotient X := [V ss(θ)/G] is a separated DM stack since the G-action
on V ss(θ) = V s(θ) is proper.
Since χ is a surjective character, there is a subgroup isomorphic to C×,
in the center of Γ such that the subgroup together with G generates Γ. We
make a choice of such a subgroup and denote it by C×R. Let dw be the
positive weight of χ|
C
×
R
and let J := exp(2πi/dw). Then note that there is
a commutative diagram of exact sequences of groups
1 // 〈J〉 //

C×R

t7→tdw // C× //
=

1
1 // G // Γ
χ // C× // 1.
If Γ̂, Ĉ×R, Ĝ denote the character groups of Γ, C
×
R, G respectively, this is
a canonical isomorphism Γ̂⊗ Q ∼=−→ (Ĉ×R ⊕ Ĝ)⊗ Q between the Q-character
groups.
2.2. Convex hybrid models.
Definition 2.1. [9, §1.4] A GLSM is called a hybrid model if there is a
decomposition V = V1 ⊕ V2 as a Γ-representation such that:
(1) the C×R-action on V1 is trivial and acts with positive weights on V2,
(2) the equality V ss(θ) = V ss1 (θ)× V2 holds.
Let G1 be the quotient group Γ/C
×
R.
Definition 2.2. [9, §4.1] A hybrid model is called convex if for any repre-
sentable morphism f : C → [V ss1 /G1] from any genus 0 prestable orbicurve C
with an arbitrary number of markings, the vector space H1(C, f∗T[V ss1 /G1]/BG1)
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is zero (where T[V ss1 /G1]/BG1 is the relative tangent sheaf of [V
ss
1 /G1] over
BG1).
Remark 2.3. When G is abelian and [V ss1 /G1] is a variety, this notion of
convexity agrees with the usual notion of convexity for the variety [V ss1 /G1].
This can be seen using the generalized Euler sequence.
Example 2.4. The most famous examples of GLSMs are
X± := (V = C
⊕6,Γ = (C×)2, χ, w, ν±)
where Γ acts on the coordinates of V by the weight matrix(
1 1 1 1 1 −5
0 0 0 0 0 1
)
,
the superpotential is w = x6f(x1, ..., x5) for a homogeneous polynomial f
of degree 5 which defines a smooth quintic 3-fold, and the characters are
defined as χ(s, t) = t, ν+(s, t) = s, ν−(s, t) = s
−5t. We also make the
following choices for the R-charge action
C×R,+ = {(s, t) ∈ Γ | s = 1}, C×R,− = {(s, t) ∈ Γ | s−5t = 1}.
Then both GLSMs X± are convex hybrid models with their respective choice
of R-charge C×R,±. The GIT quotient for the GLSM X+ is the total space of
OP4(−5) and the critical locus of w is the quintic 3-fold Z(f). On the other
hand, the GIT quotient for the GLSM X− is the quotient stack [A
5/Z5]
and the critical locus is the origin. The GLSM X+ is called the CY phase.
Its GLSM invariants should correspond to the Gromov-Witten theory of
Z(f). The GLSM X− is called the LG phase. Its GLSM invariants should
correspond to the FJRW theory of [A5/Z5] with function f . (For example,
these last two statements were proven in [9] for the similar GLSM invariants
constructed therein.)
2.3. Landau-Ginzburg quasimaps.
Definition 2.5. [18, Definition 4.2.2] An LG quasimap to [V ss/G] of type
(g, r, d) over a scheme T consists of:
(1) a genus g prestable orbicurve C over T , which by definition comes
with gerbe markings Gi and sections of the gerbe markings T → Gi,
i = 1, ..., r;
(2) a principal Γ-bundle P on C such that the induced morphism C →
BΓ associated to P is representable;
(3) an isomorphism κ : P ×Γ Cχ → ωlogC of line bundles; and
(4) a section u : C → P ×Γ V of a vector bundle P ×Γ V such that
for each geometric fiber Ct of a geometric point t → T , the subset
Bt := u
−1(P ×Γ V − P ×Γ V ss) of Ct is a finite set away from the
nodes and markings of Ct.
For simplicity we will often write the LG quasimap data as (C,P, κ, u)
omitting Gi, i = 1, ..., r. For any Γ-representation space Y (or more generally
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a scheme Y with a left Γ-action), we will often write P (Y ) instead of the
quotient P ×Γ Y := (P × Y )/Γ which is an algebraic space over C since
P is representable over C. Here the left Γ-action on P × Y is given by
h · (p, y) := (p · h−1, h · y) for h ∈ Γ, (p, y) ∈ P × Y . For example, we have
a vector bundle P (V ) and a line bundle P (Cδ) for a character δ of Γ. We
denote by
[u] : C → [V/Γ]
the map induced by the section u. Elements of Bs are called base points.
For the following definition, choose a positive integer l such that lν be-
comes a Z-valued character, let e be the least common multiple of the set of
l times the exponents of the automorphism groups of the geometric points
of [V ss/G], and let Lδ denote the line bundle V ×Γ Cδ on [V/Γ].
For b ∈ Bs, let l(b) be the length of the base point b with respect to ν.
This is defined as follows. For every s ∈ H0([V/Γ], Lmν), let ordb([u]∗s) be
the vanishing order of zero of [u]∗s at b; see [10, Definition 7.1.1]. Then
l(b) := min
{
ordb([u]
∗s)
m
|∀m > 0, s with ordb([u]∗s) 6= 0
}
.
Definition 2.6. An LG quasimap to [V ss/G] is called ν-stable (or simply
stable) if for every geometric point s of S
(1) the Q-line bundle ωlogCs
⊗ (ρ∗(P (Cν)|⊗eCs ))1/e is ample, where ρ : Cs →
Cs is the coarse moduli space morphism; see [6, §2.3], and
(2) for b ∈ Bs, the inequality l(b) ≤ 1 holds.
We call an LG quasimap ∞-stable (resp. 0+-stable) if it is εν-stable for
every large enough ε ∈ Q>0 (resp. for every small enough ε ∈ Q>0).
Let Y be a closed subscheme of V and let Y := [(Y ∩V ss)/G]. A (stable)
LG quasimap to Y is defined to be a (stable) LG quasimap to [V ss/G] such
that the section u of V factors through P (Y ).
The degree of an LG quasimap is, by definition the degree of P . This
is the morphism d ∈ HomZ(Ĝ,Q) defined by d(δ) := degP (Cδ) for all δ ∈
Ker(Γ̂→ Ĉ×R)⊗Z Q = Ĝ⊗Z Q. The type (g, r, d) of a (stable) LG quasimap
records the genus, number of markings, and degree respectively.
We will make use of the following theorem in what follows.
Theorem 2.7. [18, Theorem 1.1.1 & Theorem 5.3.1] The moduli stack
LGg,r,d(Y) of stable LG quasimaps to Y of type (g, r, d) is a separated DM
stack of finite type. When Y is proper over SpecC, so is LGg,r,d(Y).
For simplicity we will often write LG(X ) := LGg,r,d(X ) when g, r, d are
implicit.
2.4. The construction of U. In this section, we construct a smooth, finite-
type DM k-stack Ug,r,d, containing LG(X ) as a closed substack. This will
be the home of the virtual factorization constructed in §3.
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Definition 2.8. Let L be a line bundle on a pointed prestable orbicurve
C. We say C is L-stable if the degree of L restricted to any irreducible
component of C is non-negative and the degree of L ⊗ ωlogC restricted to
any irreducible component of C is strictly positive. When L = P (Cν) for a
principal Γ bundle P on C, we simply call such C ν-stable.
Remark 2.9. For those ((C,G1, ...,Gr), P ) allowing ν-stable LG quasimaps
((C,G1, ...,Gr), P, κ, u), the degree of the line bundle P (Cν) restricted to
any irreducible component of C is non-negative (see [18, Propostion 5.1.1]
or Remark 5.6). Hence, only ν-stable orbicurves admit ν-stable quasimaps.
Fix the numerical data g ∈ Z≥0, r ∈ Z≥0, d ∈ HomZ(Ĝ,Q). Denote by
B
g,r,d
Γ,χ,ν or simply by BΓ the moduli stack parametrizing genus-g, r-pointed
ν-stable orbicurves C together with a degree-d principal Γ-bundle P and
an isomorphism κ : P (Cχ) → ωlogC such that the induced map C → BΓ is
representable.
We often write objects in BΓ as (C,P, κ) omitting Gi, i = 1, ..., r. The
stack BΓ is a smooth, locally finite type, Artin stack of pure dimension
3g − 3 + (g − 1) dimG.
Let π : C→ BΓ be the universal curve over BΓ and let P be the universal
principal Γ-bundle on C. There is an associated vector bundle P(V ) which
we also denote by V. For a map S → BΓ from an arbitrary algebraic stack
S we have the universal curve πS : CS → S and the universal bundle PCS on
CS obtained by pullback. Abusing notation, we will often write π,C,P,V
instead of πS,CS ,PCS , PCS(V ), respectively.
Proposition 2.10. For every map S → BΓ from an algebraic stack S there
is an open substack S◦ of S satisfying the following.
(1) On the universal curve C over S◦ there is a π∗-acyclic coherent res-
olution of V:
0→ V → A → B → 0
for which
(a) there is a restriction map
restA : A → V|G := ⊕iV|Gi
of sheaves of OC-modules which is compatible with the map V →
V|G and whose kernel is also π∗-acyclic (this implies π∗A →
π∗(V|G ) is surjective);
(b) π∗A and π∗B are locally free coherent sheaves.
Furthermore, we can choose A, B to be locally-free sheaves of finite
rank.
(2) The formation of π∗A and π∗B is functorial under the base change
of S◦.
(3) Denote by [A
dA−→ B] := [π∗A → π∗B] and let pA : totA→ S◦ be the
projection from the total space of the vector bundle A to S◦ (here we
allow the ranks of A, B to be locally constant). Then LG(X ) ×BΓ
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S◦ is canonically an open substack of the zero locus of the section
p∗AdA ◦ tA of p∗AB, where tA is the tautological section of p∗AA.
(4) Assume S → BΓ is the identity map. There is an open substack
Ug,r,d of totA containing LG(X ) as the zero locus of β := dA ◦
tA|Ug,r,d . Moreover Ug,r,d is a DM stack of finite type over SpecC.
(5) Assume S → BΓ is the identity map and the GLSM is a convex
hybrid model. Then, there exists a choice of Ug,r,d which is separated
over SpecC.
Proof. (1) This is proven in [9, Lemma 3.4.1, Corollary 3.4.2]. We spell
out some of the details. Let G denote the disjoint union
∐
i Gi of Gi, let
OC(1) := ωlogC ⊗ P(Cν), and let Am := π∗(π∗(V∨ ⊗ OC(m)))∨ ⊗ OC(m).
Then there exists a large enough integer m such that Am(−G )|C is (π|C)∗-
acyclic for any ν-stable LG quasimap C = Cs of type (g, r, d). We want to
pick m≫ 0 so that the whole of Am(−G ) is π∗-acyclic.
By base change (see [3, Proposition A.85]), it is enough to show acyclicity
when S = BΓ. Since π∗-acyclicity is an open condition on BΓ, we can fix
a large enough integer m such that Am(−G )|C|B◦
Γ
is π∗-acyclic over some
open substack B◦Γ of BΓ and hence over a general S
◦ := S ×BΓ B◦Γ → BΓ.
Now we take A to be the subsheaf of Am|C|B◦
Γ
for which the restriction map
A→ A|G factors through the inclusion V|G → A|G . To verify acyclicity, see
[9, Lemma 3.4.1, Corollary 3.4.2].
(2) follows from [3, Proposition A.85] which is permissible by the flatness
of π.
(3) By base change ([3, Proposition A.85] again), it is enough to handle
the case when S → BΓ is the identity. Let R := R1π∗(V∨⊗ωC) be the zero-
th cohomology sheaf H0[B∨ → A∨] of the complex [B∨ → A∨] in amplitude
[−1, 0]. Note that, for any scheme T over B◦Γ,
Spec (SymR)(T ) = Hom(R|T ,OT ) ∼= Γ(T, (π|T )∗(V|T )).
Therefore the cone stack Spec (SymR) coincides with LG(X ) after impos-
ing stability conditions. Since the stability conditions are open conditions,
LG(X ) is an open substack of Spec (SymR). On the other hand, by [9,
Lemma 3.6.2], the cone stack Spec (SymR) is canonically isomorphic to the
zero locus Z(p∗AdA ◦ tA) of p∗AdA ◦ tA.
(4) The base-length stability condition (2) of Definition 2.6 as well as
condition (4) in Definition 2.5 are open conditions and can be imposed on
totA to obtain an open substack Ug,r,d of totA on which the zero locus of
section p∗dA ◦ tA (restricted to Ug,r,d) is exactly LG(X ). To show that Ug,r,d
is a DM stack, as totA is an Artin stack of locally finite type over k, it is
enough to show that the diagonal morphism ∆Ug,r,d : Ug,r,d → Ug,r,d×kUg,r,d
is unramified for some open substack containing LG(X ). We know that the
representable morphism ∆LG(X ) is unramified. That is, ∆totA|LG(X ) is lo-
cally of finite type and Ω1∆totA |LG(X ) = 0. By Nakayama’s lemma, these con-
ditions hold true for some open substack containing LG(X ). Since LG(X )
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is of finite type and totA is of finite type, we may take an open substack
Ug,r,d containing LG(X ) such that Ug,r,d is a DM stack of finite type.
(5) We apply [9, Theorem 4.3.4]. This requires a bit of justification.
There they only considered ∞-stability. However, the ∞-stabilty was used
to ensure that Ug,r,d is a global quotient stack with quasi-projective coarse
moduli. We do not need this here. Hence, we have the following (with
arbitrary ν-stability):
– a π∗-acyclic, coherent, locally-free resolution A1 → B1 of V1 :=
P(V1) with a homomorphism A1 → V1|G which is compatible with
V1 → V1|G ;
– a separated finite type DM stack U1 which is an open substack of
totA1 such that the zero locus of β1 ∈ Γ(U1, p∗1π∗B1) is canonically
isomorphic to LGg,r,d([V
ss
1 /G]).
Choose a π∗-acyclic, coherent, locally free resolutionA2 → B2 of V2 := P(V2)
with a homomorphism A2 → V2|G compatible with V2 → V2|G . We take
Ug,r,d := U1×B◦Γ totA2, which is obviously a separated DM stack over k. 
Remark 2.11. In the proof of Proposition 2.10 (3), we demonstrated that
LGg,r,d is an open substack of SpecSym(R
1π∗V∨ ⊗ ωC). Since
H0(SymRπ∗V∨) ∼= Sym(R1π∗V∨ ⊗ ωC),
LGg,r,d is an open substack of π0 of the dg manifold
RLGg,r,d := SpecSymRπ∗V∨
over B◦Γ in the sense of [8].
Definition 2.12. From now on we will assume that the morphism S → BΓ
is of relative DM type and of finite type. We call such a morphism a DM
finite type morphism. We denote Ug,r,d ×BΓ S by US (or simply U when
S → BΓ is implicit). It is a finite type DM stack over k.
2.5. Evaluation maps. Recall that X = [V ss/G]. We denote its inertia
stack by IX .
Let G/G denote the set of conjugacy classes of G, CG(h) be the centralizer
of h in G, and (V ss)h denote the fixed locus of V ss under the action of
the cyclic group generated by h. As explained in [9, §3.1], the surjective
restriction map restA : A → V|G in Proposition 2.10 (1) yields a smooth
evaluation map
r∏
i=1
evi : U→ (IX =
∐
(h)∈G/G
[(V ss)h/CG(h)])
r .
3. Construction of a virtual factorization
Fix a morphism S → BΓ as in Definition 2.12. In this section, we con-
struct a factorization for the function −∑i ev∗iw on the space U from Propo-
sition 2.10, called a virtual factorization for the moduli space LG(X )×BΓ S.
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We show that it is well-defined in a suitable sense. The most interesting case
is when S = BΓ which allows us to construct GLSM invariants. However,
we will treat the general case as it is required to check that these invariants
form a cohomological field theory.
3.1. The map aS in derived category. Let tdeg(w) denote the total
degree of the polynomial w. When there is at least one marking r ≥ 1,
we consider the following natural maps in the bounded derived category of
coherent sheaves on S
Sym≤tdeg(w)Rπ∗V natural map−−−−−−−→ Rπ∗Sym≤tdeg(w)V(3.1)
w˜−→ Rπ∗P ×Γ Cχ
κ˜−→ π∗ωlogC
rest−−→ O⊕rS .
where w˜, κ˜ are induced maps from w and κ respectively, and rest is induced
from the restriction map ωlog
C
→ ⊕iωlogC |Gi . Starting from the mapping cone
of (3.1), we have
Cone(Sym≤tdeg(w)Rπ∗V → O⊕rS )[−1]→ Cone(Rπ∗ωlogC → O⊕rS )[−1]
→ Rπ∗ωC
→ R1π∗ωC[−1]
→ OS [−1].
The dual of the composition of the above maps yields a map
aS : OS [1]→ Cone(O⊕rS → Sym≤tdeg(w)((Rπ∗V)∨)))(3.2)
in the derived category of coherent sheaves such that the composition
diagS : OS [1]→ Cone(O⊕rS → SymRπ∗V∨)→ O⊕rS [1](3.3)
is the diagonal map (which is the dual of the sum map). However, as cones
are not functorial, the map in (3.2) is not uniquely determined as above.
We now recall how to obtain a unique description of it following [9, 33].
Let
Fm := Cone(Sym
mRπ∗V → O⊕rS )[−1]
and consider the mth symmetric power of the universal curve
SymmC := [
m−times︷ ︸︸ ︷
C×S ...×S C /Sm]
where Sm is the symmetric group on m letters acting by permutation. The
mth diagonal map is Sm-equivariant, inducing a map of stacks,
∆m : [C/Sm]→ SymmC.
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When the degree m component of w is nonzero, this induces a morphism
of exact sequences on SymmC
(3.4)
0 ker V⊠m (∆m)∗ωlogC |G 0
0 (∆m)∗ωC (∆m)∗ω
log
C
(∆m)∗ω
log
C
|G 0
fm
where G :=
∐
i Gi and fm is the induced map from the m-th degree part of
w.
Hence, pushing forward by the projection πm : Sym
mC→ S and compos-
ing with the Grothendieck trace map we obtain
Fm
(R(πm)∗fm)−−−−−−−→ Rπ∗ωC
H1−−→ R1π∗ωC[−1]
trace−−−→ OS [−1](3.5)
(see the remark below for further justification). Dualizing and summing
over m we uniquely define (3.2) for r ≥ 1. In the special case when r = 0,
we just consider (the dual of) the map (3.1) with the last line dropped.
Remark 3.1. Notice that we can identify
(πm)∗V⊠m = ((π×m)∗V⊠m)Sm = Symmπ∗V.
If we right derive the composition we obtain
R(πm)∗ = (•)Sm ◦R(π×m)∗
(since taking invariants under a finite group is exact in characteristic 0).
This gives
R(πm)∗V⊠m = (Rπ∗V⊠m)Sm = ([A→ B]⊠m)Sm
= Symm[A→ B] = SymmRπ∗V.
Hence, applying R(πm)∗ to the top line of (3.4) we obtain an isomorphism
of exact triangles,
R(πm)∗ker R(πm)∗V⊠m R(πm)∗(∆m)∗ωlogC |G
Fm Sym
mRπ∗V O⊕rS
= = =
which gives the identification Fm = R(πm)∗ker which we use in (3.5).
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3.2. Cochain map realizations of p∗aS. Let U, A,B, pA, β be as in Propo-
sition 2.10. Consider the diagram of complexes of SymA∨-modules
SymA∨[1] Cone(O⊕rtotA → Sym[B∨ → A∨]⊗OS SymA∨)
Cone(O⊕rtotA → [...→ B∨ ⊗ SymA∨ → SymA∨]⊗OS SymA∨)
Cone(O⊕rtotA → [...→ B∨ ⊗ SymA∨ → SymA∨])
p∗AaS
atotA
Id
O
⊕r
totA
[1]
⊕(m⊗Id∧∗B∨ )
where m : SymA⊗SymA→ SymA is the multiplication map. Let p := pA|U
and denote by aU or simply by a the restriction of atotA to U:
aU ∈ H−1(U,Cone(O⊕rU → ∧−•p∗B∨)).
Consider the following vector of functions on U
W := (ev∗1w, ..., ev
∗
rw).
By [9, (3.13)], the cochain complex
... −→ ∧2p∗B∨ −→ p∗B∨ ⊕O⊕r
U
(ιβ ,W )−−−−→ OU −→ 0(3.6)
is a realization of the object Cone(O⊕r
U
→ ∧−•p∗B∨). We will seek for a
cochain map realization of aU:
... // 0 //

OU //
(αalg,diag)

0 //

...
... // ∧2p∗B∨ // p∗B∨ ⊕O⊕r
U (ιβ ,W )
// OU // ...
Note that diag above is a diagonal map since (3.3) is also a diagonal map.
Hence, when a cochain map realization (αalg, diag) of aU exists, the equality
〈αalg, β〉 = −
∑
i
ev∗iw
holds. Therefore we obtain a Koszul matrix factorization {αalg, β} for
(U,−∑i ev∗iw) defined by
{αalg, β}0 = ⊕i ∧2i p∗B∨, {αalg, β}1 = ⊕i ∧2i+1 p∗B∨
with differential ιβ + αalg∧ (here ιβ denotes the contraction map by β).
Remark 3.2. A cochain map realization of aU is always possible e´tale locally
since every quasi-coherent sheaf on any noetherian affine scheme has no
higher cohomology.
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3.3. A cdga resolution by the Thom-Sullivan functor. Let dgOU be
the category of complexes of OU-modules and let cdgaOU be the category
of commutative differential-graded OU-algebras. Given a category C we de-
note by ∆C the category of cosimplicial objects in C (i.e., functors from
the simplex category to C). For example, ∆dgOU denotes the category of
cosimplicial complexes of OU-modules.
Let
K(β) := SymrankB(p∗B∨
ιβ−→ OU)
be the Koszul complex associated to the section β of p∗B and consider it as
an object in cdgaOU . Since U is a DM stack, there is a canonical cosimplicial
Godement resolution GK(β) (resp. G(O⊕r
U
)) of K(β) (resp. O⊕r
U
) which is
an object of the category ∆dgOU (see [35, Construction 1.31]).
We apply the Thom-Sullivan functor Th• : ∆dgOU → dgOU (see Appen-
dix C) to get a quasi-isomorphic complex (see Proposition C.3)
Cone(Th•G(O⊕r)→ Th•GK(β))(3.7)
in which every component is Γ-acyclic by Proposition C.8. Hence, aU is
realizable at the cochain level. We write this cochain realization as a pair
aU(1) = (α, 1diag) with:
α ∈ Γ(U,Th−1GK(β)),(3.8)
1diag ∈ Γ(U,Th0G(O⊕rU )),
which is unique up to homotopy.
Proposition 3.3. Let d = ιβ + ddR be the total differential on the cdga
Th•GK(β) where ιβ is the Godement-Koszul differential, ddR is the Thom-
Sullivan differential (which is just the algebraic de Rham differential). Then
d(α) = −
∑
ev∗iw · 1T .
where 1T is the unit of Th
•GK(β) and · denotes the OU-module action.
Proof. First note that diag is completely unique as it remains unchanged by
any homotopy. Hence, using (3.3) it is realized by
(3.9) 1diag = 1
⊕r
T .
Now since OU is quasi-isomorphic to Th•GOU which is Γ-acyclic, there is
a homomorphism of cdg OU-algebras at the chain level
ǫ : OU → Th•GOU.
As there are no possible homotopies this is unique and in fact, it is deter-
mined by ǫ(1) = 1T . Moreover, it is the structure homomorphism which
makes Th•GOU a OU -module. Hence viewing any f : OU → OU simultane-
ously as an element of OU, we have
(3.10) ǫ(f) = Th•G(f)(1T ).
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Let d′ = ιβ+ddR+Th
•G(W ) be the total differential of the complex (3.7)
where Th•G(W ) is the term in the differential coming from the fact that it
is a cone (see (3.6)). Then,
0 = d′(aU(1)) since aU is a cochain map
= d′(α, 1⊕rT ) by (3.9)
= (ιβ + ddR +Th
•G(W ))(α, 1⊕rT ) by definition
= (ιβ + ddR)(α+ 1
⊕r
T ) + Th
•G(W )(1⊕rT ) as Th
•G(W )|Th•GKβ = 0
= (ιβ + ddR)(α) + ddR(1
⊕r
T ) + Th
•G(W )(1⊕rT ) as ιβ |O⊕r
U
= 0
= (ιβ + ddR)(α) + Th
•G(W )(1⊕rT ) since ǫ is a cochain map
= (ιβ + ddR)(α) + ǫ(
∑
ev∗iw) by (3.10)
= (ιβ + ddR)(α) +
∑
ev∗iw · 1T since ǫ is the structure map.
This completes the proof as (ιβ + ddR) is the differential on Th
•GK(β). 
3.4. Virtual factorizations.
3.4.1. Factorizations associated to cdgas. Let X be a DM stack and
(A = ⊕i∈ZAi, d)
be a sheaf of cdgas over OX i.e a Z-graded associative OX-algebra with unit
1 and a degree +1 differential d. Let W ∈ Γ(X,OX) and a ∈ Γ(X,A−1) such
that da = W · 1. Consider da which is obtained from summing the usual
differential with multiplication by a,
da := d+ a · .
The graded Leibnitz rule implies that d2a = W·. Hence we obtain a OX-module
factorization (A, da) of W.
3.4.2. Homotopies. Let a′ be another choice such that da′ = W·1 and a′−a =
dh for some degree (−2) element h of Γ(X,A). It is straightforward to
check that the factorizations (A, da) and (A, da′) are isomorphic under the
multiplication map by exp(−h).
3.4.3. Homomorphisms. Let (A′, d′) be another sheaf of cdgas over OX and
let ϕ : A → A′ be a cdga OX-homomorphism of degree 0. Then it clearly
induces a degree 0 homomorphism (A, da) → (A′, d′ϕ(a)) of OX-modules fac-
torizations of W.
3.4.4. Thom-Sullivan Koszul factorizations. Let X be a DM stack and let W
be a regular function on X. Consider a locally free coherent sheaf F on X
with σ ∈ Γ(X, F ). Then we have
Th•GK(σ)
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which is a lower bounded Γ-acyclic cdga over OX (see Proposition C.8). Let
τ ∈ Γ(X,Th−1GK(σ)) be an element satisfying
(ισ + ddR)(τ) = W · 1,(3.11)
where 1 is the unit element of Γ(X,OX) ⊂ Γ(X,Th0GK(σ)). As an application
of §3.4.1 we have a factorization
K(F, τ, σ) := (Th•GK(σ), ισ + ddR + τ∧).
We view it as an object of the co-derived category of factorizations of W
whose components are sheaves of OX-modules (see [4] for a definition in this
generality). We denote this category by D(X, W).
Definition 3.4. A factorization of the form K(F, τ, σ) is called the Thom-
Sullivan Koszul (TK) factorization associated to τ, σ. To reduce notation,
we often simply write K(τ, σ).
Remark 3.5. TK factorizations always have OX-flat components by [22,
Lemma 5.2.11] and the flatness of G[i]OX for every i.
3.4.5. Virtual factorizations. We will now define virtual factorizations. For
clarity, we first recall the procedure above.
For fixed g, r, d, GLSM data, and S → BΓ, we construct ([A → B], rest :
A → V|G ,U) as in Proposition 2.10. Then, we define an element aU ∈
H−1(U,Cone(O⊕r
U
→ ∧−•p∗B∨)) as in §3.2. We find a degree −1 global
section α of Th•G(∧−•p∗B∨) which together with the diagonal map OU →
O⊕r
U
represents the class aU; see (3.8). By Proposition 3.3, we may apply the
Thom-Sullivan Koszul construction to this data. This yields a factorization
for the superpotential −∑ ev∗iw on U:
(3.12) KS→BΓ := K(p
∗B,α, β) = (Th•GK(β), ιβ + ddR + α∧),
which is naturally isomorphic to
(K(β)⊗OU Th•GOU, ιβ + ddR + α∧)
by Lemma C.9. We call the factorization KS→BΓ (also written KS), a virtual
factorization of LG(X )×BΓS. For the identity map S
=−→ BΓ we write Kg,r,d
or KBΓ instead of KS.
After fixing the data ([A → B], restA : A → V|G ,U), as above the virtual
factorization is unique up to isomorphism by §3.4.2. When we need to
include the class of aU in the notation, we sometimes write K(aU, β) :=
K(p∗B,α, β).
Remark 3.6. While a choice Kg,r,d of virtual factorizations lies in the non-
canonical LG space (Ug,r,d,−
∑
ev∗iw), we will show that nevertheless there
is an associated cohomology class in H∗(IX , (Ω•IX ,−dw))⊗r ⊗ H∗(M g,r)
which is independent of all choices, see Theorem 4.9.
Remark 3.7. The virtual factorization Kg,r,d described above has been
called the fundamental factorization in the previous literature.
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3.4.6. Pullbacks. With the setup as in §3.4.4, let f : Y → X be a morphism
of smooth DM stacks. In this section we argue that the formation of TK-
factorizations “commutes” with pullback along f .
Let F be a OY-module. By [35, (1.25)], there is a natural OX-module
homomorphism
Gf∗F → f∗GF .
Let F = f∗E and use the adjunction f∗ ⊣ f∗ to obtain a natural transfor-
mation
natf1 : f
∗G→ Gf∗.
Now, let Fi be a collection of OX-modules. For any e´tale open Y → Y,
there is a natural map
(f−1
∏
i∈I
Fi)(Y )⊗f−1OX(Y ) OY(Y )→
∏
i∈I
(f−1Fi(Y )⊗f−1OX(Y ) OY(Y ))
(3.13)
(ai)⊗ s 7→ (ai ⊗ s).
For an input sheaf F , we can consider the case Fi = G[i]F ⊗k Ω[i]. This
yields a natural transformation
natf2 : f
∗Th•G→ Th•(f∗G).
We let
nf := Th
•(natf1) ◦ natf2
Now, given τ ∈ Th−1GK(σ) satisfying (3.11), the natural chain map
(3.14) nf (K(σ)) = Th
•(natf1(K(σ)) ◦ natf2(K(σ))
induces a morphism of factorizations
(3.15) n˜f : f
∗K(τ, σ)→ K(nf (f∗τ), f∗σ).
Lemma 3.8. Assume that, locally on X, there exists τ ∈ K−1(σ) such that
τ is homotopic to Th•(ι)(τ ) where Th•(ι) is the map from (C.1). Then
(1) The natural map (3.15) is a co-quasi-isomorphism.
(2) On an atlas g : X → X of X where τ¯ exists globally, we have natural
co-quasi-isomorphisms
{τ , σ} //
22
g∗K(τ, σ) // K(ng(g
∗τ), g∗σ).
Proof. By the assumption on τ , locally we get a commuting diagram in
D(Y, f∗W):
(3.16)
f∗({τ , σ} ⊗OX Th•GOX) f∗K(Th•(ι)(τ ), σ) f∗K(τ, σ)
{f∗τ , f∗σ} ⊗OY Th•GOY K(Th•(ι)(f∗τ), f∗σ) K(nf (f∗τ), f∗σ)
a
b d
n˜f
c e
where
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• a is the co-quasi-isomorphism obtained from plugging;
R = f∗Th•GOX and R = Th•GOY;
into (B.2) and using Lemma C.7;
• b, c are the isomorphisms induced by Lemma C.9; and
• d, e are the isomorphisms from §3.4.2.
Hence n˜f = e ◦ c ◦ a ◦ b−1 ◦ d−1 is a co-quasi-isomorphism, which proves (1).
Note that (2) is (3.16) with f = g. 
Corollary 3.9. Let K(aU, β) be a virtual factorization on U and f : X→ U
be a morphism of DM stacks. Then f∗K(aU, β) is co-quasi-isomorphic to
K(f∗aU, f
∗β).
Proof. By Remark 3.2, for an affine atlas Y → U we get a diagram
(3.17)
OY [1]
Cone(O⊕rY → K(β)) Cone(Th•GO⊕rY → Th•GK(β)),
(αalg ,diag)
aU|Y
Th•(ι)⊕Th•(ι)
where we abuse notation Th•(ι) obviously. This guarantees any chain level
representative aU|Y is homotopic to (Th•(ι)◦αalg ,Th•(ι)◦diag). Hence, the
assumption of Lemma 3.8 is satisfied. 
This is related to the following proposition.
Proposition 3.10. For an affine atlas Y → U, let (αalg, diag) be a re-
alization of aU|Y . The natural map {αalg, β|Y } → K(α, β)|Y is a quasi-
isomorphism. In particular, any virtual factorization K(α, β) is perfect (see
Definition B.2).
Proof. By (3.17) α is locally homotopic to Th•(ι)(αalg). Therefore,
{αalg, β|Y } ∼= {αalg, β|Y } ⊗OY Th•GOY by (B.2) and Lemma C.7
∼= K(Th•(ι)(αalg), β|Y ) by Lemma C.9
∼= K(α, β)|Y from Corollary 3.9.

We now prove a functorial property of nf . Abusing notation, we often
write f∗τ instead of nf (f
∗τ).
Lemma 3.11. Consider two maps between smooth DM stacks, f : Y → X
and g : Z→ Y. The following functors agree:
ng ◦ g∗(nf ) = nf◦g.
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Proof. We have the following commutative diagram
g∗f∗Th•G
g∗Th•f∗G Th•g∗f∗G
g∗Th•Gf∗ Th•g∗Gf∗ Th•Gg∗f∗
g∗natf2G
natg◦f2 G
g∗(nf )
ng◦f
g∗Th•natf1
natg2f
∗G
Th•natg◦f1
Th•g∗natf1
natg2Gf
∗
ng
Th•natg1f
∗
The upper left triangle commutes since each map is effectively moving a
parantheses (which keeps track of the indexing). The square commutes
since natg2 : g
∗Th• ⇒ Th•g∗ is a natural transformation. Commutativity
of the bottom right triangle reduces to showing natg1f
∗ ◦ natf1 = natg◦f1 .
Since nat1 comes from the base change map in topology this reduces to the
corresponding standard property of the base change map. 
3.4.7. Tensor products. Let us now study the tensor product of two TK
factorizations K(Fi, τi, σi) on X for Wi, i = 1, 2. By Lemma C.9 we have cdga
homomorphisms
Th•GK(σ1)⊗ Th•GK(σ2) ∼= K(σ1)⊗K(σ2)⊗ Th•GO ⊗Th•GO
∼= K(σ1 ⊕ σ2)⊗ Th•GO ⊗ Th•GO
qis−−→ K(σ1 ⊕ σ2)⊗ Th•GO
∼= Th•GK(σ1 ⊕ σ2).
The left cdga has the degree −1 section τ1⊗ 1+1⊗ τ2. The above sequence
of maps gives rise to a section of Th−1GK(σ1⊕σ2) which coincides with the
composition
OX τ1⊕τ2−−−→ Th−1GK(σ1)⊕ Th−1GK(σ2) →֒ Th−1GK(σ1 ⊕ σ2).
This will be denoted by τ1 ⊕ τ2 as a slight abuse of notation. Assume that
after pulling back to an atlas X of X each of the τi are homotopic respectively
to Th•(ι)(τ¯i) for some section τ¯i of F
∨
i |X . Then the map induced from the
composite map
(3.18) K(F1, τ1, σ1)⊗K(F2, τ2, σ2) cqis−−→ K(F1 ⊕ F2, τ1 ⊕ τ2, σ1 ⊕ σ2).
is a co-quasi-isomorphism between factorizations for W1 + W2 by Lemma 3.8
(2).
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Now consider two TK factorizations K(Fi, τi, σi) on possibly different DM
stacks Xi for i = 1, 2. Assume the existence of τ¯i as above. Let pi : X1×X2 →
Xi be the projections and set τ1 ⊞ τ2 := p
∗
1τ1 ⊕ p∗2τ2, σ1 ⊞ σ2 := p∗1σ1 ⊕ p∗2σ2,
and W1 ⊞ W2 := p
∗
1W1 + p
∗
2W2. Then by (3.18) we have
K(F1, τ1, σ1)⊠K(F2, τ2, σ2) := p
∗
1K(F1, τ1, σ1)⊗ p∗2K(F2, τ2, σ2)
cqis−−→ K(p∗1F1 ⊕ p∗2F2, p∗1τ1 ⊕ p∗2τ2, p∗1σ1 ⊕ p∗2σ2)
(3.19)
as factorizations of W1 ⊞ W2 on X1 × X2.
3.4.8. Support. Let LG(Z(dw)) be the moduli space of ν-stable LG quasimaps
to the critical locus Z(dw) of w. This is a proper DM stack by Theorem 2.7.
We let Z := LG(Z(dw)) ×BΓ S and note that by Proposition 3.10 and [9,
Proposition 3.6.1], K(α, β) restricted to U − Z is locally homotopic to zero
and hence coderived quasi-isomorphic to zero, i.e., the virtual factorization
K(α, β) is supported on the closed substack Z, which is a proper DM stack
whenever S → BΓ is proper.
3.4.9. The Convex Case. For some GLSM input data, it is possible to find
a global cochain realization (αalg, 1diag) of aU(1). In this case, we obtain
a Koszul matrix factorization {αalg, β} globally, which is obviously quasi-
isomorphic to the virtual factorization {αalg, β} ⊗OU Th•GOU. When the
GLSM input data is convex and ν =∞ such a Koszul matrix factorization
{αalg, β} was constructed in [9] (for a suitable choice of U).
3.5. Dolbeault construction: the separated case.
Disclaimer 3.12. This section is not used in the rest of the paper. We
include it only to illustrate that there is a simpler, equivalent construction
in the separated case.
We now consider the case where U is separated. With this assumption,
we can provide an alternative construction using smooth forms.
Let Uan be the analytification of U and E´t(Uan) be the site whose mor-
phisms are local analytic isomorphisms X → Uan where X is an analytic
space; see for example [19].
Lemma 3.13. Let C∞Uan be the sheaf of smooth functions on Uan. Every
sheaf F of C∞Uan-modules on E´t(Uan) is Γ-acyclic.
Proof. Since U is a separated DM stack, there is a separated, coarse moduli
space U of U. Hence the underlying analytic space Uan of Uan is Hausdorff
and paracompact. We recall the natural map π : Uan → Uan induces an
exact functor π∗ from the category of sheaves of abelian groups on U
an to
that on Uan (see, e.g., [19, Theorem 2.4]). Therefore it is enough to show
that π∗F is a fine sheaf on the Hausdorff and paracompact topological space
Uan.
22 FAVERO AND KIM
A standard argument (see, e.g., the proof of [38, Theorem 1.11]) provides
the existence of a smooth partition of unity subordinate to any cover of Uan
since Uan is locally a quotient of a complex domain by a finite group. Since
π∗F is a C∞Uan-module, it follows that it is fine. 
In what follows we abuse notation, denoting all the analytifications of the
algebraic constructions from the previous sections the same way. Let A
(0,•)
∂¯
denote the Dolbeault complex of smooth forms on Uan.
The previous lemma demonstrates that K(β) ⊗OUan A (0,•)∂¯ is a Γ-acyclic
cdga which is quasi-isomorphic to K(β). Following the construction in §3.3,
we obtain an element αDol ∈ Γ(Uan,
⊕
p+q=−1K
p(β) ⊗OUan A (0,q)∂¯ ) and a
corresponding Dolbeault-Koszul factorization
DK(αDol, β) := (K(β)⊗OUan A (0,•)∂¯ , ιβ + ∂¯ + αDol∧) ∈ D(Uan,W ).
Proposition 3.14. The Dolbeault-Koszul factorization DK(αDol, β) is co-
quasi-isomorphic to the “analytification” (K(β)⊗OUan Th•GOUan , ιβ+ddR+
α∧) of the virtual factorization K(α, β).
Proof. Since the natural maps OUan → A (0,•)∂¯ and OUan → Th•GOUan are
quasi-isomorphisms, the natural maps K(α, β) → K(α, β) ⊗OUan A (0,•)∂¯ and
DK(αDol, β) → DK(αDol, β) ⊗OUan Th•GOUan between OUan-factorizations
for W are co-quasi-isomorphisms. On the other hand, since (αDol, diag) and
(α, diag) represent the same class aU, we have an isomorphism K(α, β)⊗OUan
A
(0,•)
∂¯
∼= DK(αDol, β) ⊗OUan Th•GOUan by §3.4.2. 
3.6. Independence. In this section, we show that the virtual factorization
Kg,r,d is independent of various choices in a suitable sense. We begin with
the following general situation.
Consider a commuting diagram of LG models of smooth DM stacks X, X′,
T:
(3.20) (X, W)
ι //
e
$$❍
❍❍
❍❍
❍❍
❍❍
(X′, W′)
e′

(T, w),
i.e., W = ι∗W′, W = e∗w, W′ = e′∗w, and e = e′ ◦ ι. We allow the case where T
is empty, i.e., where there is no T, w, e, e′.
Let F and F ′ be vector bundles on DM stacks X, X′ respectively. Let σ, σ′
be global sections of F∨ and F ′∨, respectively. Let τ , τ ′ be degree −1 global
sections of Th•GK(σ), Th•GK(σ′), respectively such that (ισ + ddR)(τ) = W
and (ισ′ + ddR)(τ
′) = W′.
Assume that, locally on X′, there exists τ ′ ∈ K−1(σ′) such that τ ′ is homo-
topic to Th•(ι)(τ ′). We consider the following two cases for ι. In these cases,
we will demonstrate that there is a natural isomorphism K(F ′, τ ′, σ′) ∼=
ι∗K(F, τ, σ) in D(X
′, W′).
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Case (1) the map ι is an open immersion. Suppose that ι∗F ′ = F, ι∗σ′ =
σ, ι∗τ ′ = τ , and the support of K(F ′, τ ′, σ′) lies in X. Then K(F ′, τ ′, σ′)
∼=−→
ι∗ι
∗K(F ′, τ ′, σ′)
∼=−→ ι∗K(F, τ, σ) in D(X′, W′). The first isomorphism follows
from the support condition and the second isomorphism is by Lemma 3.8.
Case (2) the map ι is a closed immersion with the following conditions.
There is an epimorphism φ : F ′ → Q with a vector bundle Q on X′ such
that:
• The smooth DM stack X is the zero locus of φ ◦ σ via ι;
• φ ◦ σ is a regular section of Q (i.e., the codimension of X in X′ is
rankQ);
• F fits into a short exact sequence
0→ F → F ′|X φ|X−−→ Q|X → 0
of vector bundles on X.
Note that the restricted section σ′|X : OX → F ′|X is factored by a homomor-
phism OX → F . We require that it is exactly σ. Also we assume that the
composition
OX n(τ
′|X)−−−−→ Th•G(∧−•F ′∨|X, ισ′ |X)→ Th•G(∧−•F∨, ισ)
becomes τ ; for the definition of n, see (3.14). Then by §3.4.3 we have a
natural map
K(F ′|X, n(τ ′|X), σ′|X)→ K(F, τ, σ)(3.21)
in D(X, W).
Proposition 3.15. The natural map
ψ : K(F ′, τ ′, σ′)→ ι∗K(F, τ, σ)
obtained by the adjunction of (3.15) and (3.21) is an isomorphism in D(X′, W′).
Proof. It is enough to show locally that the map ψ is a quasi-isomorphism
(see, e.g., [9, Corollary 2.2.7]). Hence, by Lemma 3.8 (2) we may assume that
τ ′ is a section of F ′∨. Now ψ is a quasi-isomorphism due to [33, Proposition
4.3.1]. 
Definition 3.16. When two TK factorizations K(F, τ, σ) on (X, W) and
K(F ′, τ ′, σ′) on (X′, W′) are in the situation of either Case (1) or Case (2)
above, we say that they are related (with respect to (T, w)). Two TK factor-
izations K1 and K2 are said to be transitively related, written K1 ∼ K2, (with
respect to (T, w)) if they lie in the same equivalence class for the equivalence
relation generated by related TK factorizations (with respect to (T, w)).
Remark 3.17. Two factorizations on the same X but with two different
superpotentials can, in fact, be in the same equivalence class. For example,
it is easy to concoct trivial examples where we rescale the potential. We will
explore less trivial cases where two TK factorizations are related below.
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Definition 3.18. The TK factorization K(F, τ, σ) is called the reduction of
K(F ′, τ ′, σ′) by φ.
The following theorem is proven in the proceeding sequence of subsections.
Theorem 3.19. Any two choices of virtual factorizations of LG(X )×BΓ S
are transitively related with respect to ([(IV ss)r/Gr]×Mg,r,−⊞i w ⊞ 0).
3.6.1. Choices of α. Let (α′, diag) be another choice realizing aU. By the
uniqueness of α up to homotopy, α′ − α = (ιβ + ddR)(h) for some degree
(−2) element h of Th•G(∧−•p∗B∨). Now as seen in §3.4.2, K(p∗B,α, β) and
K(p∗B,α′, β) are isomorphic under the multiplication map by exp(−h).
3.6.2. Choices of resolutions of V related by an injective cochain map with
compatible evaluation maps. Let [A′ → B′] be another resolution choice of
V in the procedure. Assume that two quasi-isomorphic complexes [A → B]
and [A′ → B′] are realizable by a quasi-isomorphic cochain map [A → B]→
[A′ → B′] with A → A′ being a monomorphism. We assume also that
restriction maps rest : A → V|G and rest′ : A′ → V|G are compatible.
In this setting, we will argue that K(p∗B,α, β) is transitively related to
K(p′∗B′, α′, β′) in the sense of Definition 3.16.
Consider the exact sequence
0→ A→ A′ δ−→ π∗Q → 0,
where Q is defined to be the cokernel of A → A′. Notice that totA is the
zero locus in totA′ of the tautological section followed by the pullback of δ.
This section is obviously regular with smooth zero locus (which can be seen
locally). Using the snake lemma and Case (1) of Definition 3.16, we may
assume that U is the zero locus in U′ of this regular section. Let ι : U→ U′
be the closed immersion and let
q : H−1(U,Cone(O⊕r
U
→ ∧−•ι∗p′∗B′∨))→ H−1(U,Cone(O⊕r
U
→ ∧−•p∗B∨))
denote the map induced from the projection ι∗p′∗B′∨ = p∗B′∨ → p∗B∨.
Lemma 3.20. We have
q ◦ ι∗(aU′) = aU.(3.22)
Proof. The class aU′ can be realized as a cochain map in an injective replace-
ment of ωC in (3.4) followed by p
′∗R(πm)∗ and the multiplication. In this
cochain level realization of aU′ , it is straightforward to check (3.22). 
Hence we may assume that q ◦ ι∗(α′) = α by §3.6.1. Now, we are in the
situation of Proposition 3.15, which completes the proof.
Example 3.21. For [A dA−−→ B] in Proposition 2.10, we consider A′ :=
A′ ⊕V|G ,B′ := B ⊕ V|G with dA′ = dA ⊕ id. We may take, for example, (a)
rest′ = rest+ id or (b) rest′ = rest.
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3.6.3. Choices of evaluation maps. We use an argument parallel to [9, §5.2.3].
By the construction in Proposition 2.10, the evaluation map ev originates
from a cochain map realization
[A → B]→ [V|G → 0]
of V → V|G . Given two choices restA, rest′A : A → V|G , consider two
virtual factorizations K(α, β) for −∑iw ◦ evi and K(α′, β) for −∑iw ◦ ev′i.
We claim that these two TK factorizations are transitively related.
To prove it, first note that the difference restA − rest′A descends to a
map g : B → V|G . Set Q = π∗V|G . Pushing forward g via π we obtain a
map f ∈ Hom(B,Q) such that f ◦ dA = evA − ev′A where evA = π∗restA,
ev′A = π∗rest
′
A.
Consider the sheaf Q = V|G on the universal curve. We replace [A dA−−→ B]
by
[A⊕Q (dA,idQ)−−−−−→ B ⊕Q]
a new resolution of V (via V → A (id,0)−−−→ A ⊕ Q) and replace restA (resp.
rest′A) by restA+idQ (resp. rest
′
A) as in Example 3.21. Hence evA, ev
′
A, g, f
are replaced by evA + idQ, ev
′
A, g + idQ, f + idQ, respectively. Note that
g + idQ, f + idQ are surjective.
Thus, using this construction of Q and §3.6.2, we may assume that g and
f ◦dA are surjective. Note also that p∗f ◦β is a regular section with smooth
zero locus. Let KB, KA be the kernel of B → Q, A → Q, respectively.
We obtain another π∗-acyclic resolution [KA → KB] of V satisfying item
(1) of Proposition 2.10 and restA|KA = rest′A|KA . Thus again by §3.6.2 we
conclude that K(α, β) and K(α′, β) are transitively related.
3.6.4. Proof of Theorem 3.19. Consider two resolutions [Ai di−→ Bi] for i =
1, 2 together with restriction map restAi : Ai → V|G satisfying Proposition
2.10, respectively; and virtual factorizations Ki := K(p
∗Bi, αi, βi) on Ui,
i = 1, 2.
Define B3 as the cokernel of the diagonal map V → A3 := A1 ⊕A2. We
obtain a π∗-acyclic resolution [A3 d3−→ B3] with quasi-isomorphic cochain
maps (φi,0, φi,1), : [A3 → B3] → [Ai → Bi], and term-wise surjections φi,j.
Furthermore π∗A3, π∗B3 are locally free. We have two restiA3 : A3 → V|G
each from restAi such that π∗(rest
i
A3
) is also surjection. We apply the
Thom-Sullivan-Koszul construction for this resolution with restiA3 to obtain
two factorizations Ki3, i = 1, 2, which are transitively related
(3.23) K13 ∼ K23
by §3.6.3.
On the other hand, the map (φi,0, φi,1) is factored into
[A3 d3−→ B3]
(φi,0⊕d3,φi,1⊕id)−−−−−−−−−−−→ [Ai ⊕ B3 di⊕id−−−→ Bi ⊕ B3] proj−−→ [Ai → Bi].
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Note that the first map is term-wise injective and the second map has the
obvious homotopy inverse map which is also term-wise injective. Let A4,i :=
Ai ⊕ B3, B4,i := Bi ⊕ B3. We have maps restA4,i : A4,i → V|G coming from
restAi . Then [A4,i → B4,i] with restA4,i satisfy the condition of Proposition
2.10 (1). Hence we obtain virtual factorizations K4,i, fitting into a sequence
of transitive relations
(3.24) Ki ∼ K4,i ∼ Ki3
by §3.6.2. Combining (3.23) and (3.24), we conclude that K1 ∼ K2.
3.7. Gluings and Forgetting Tails. In this section, B1 will be a moduli
stack for which we allow 3 possible cases which are specified below. We set
B2 := B
g,r,d
Γ .
Let S be an algebraic stack equipped with a DM finite type morphism
to the algebraic stack B1 × B2. Over S, we have two families of curves
πi : Ci → S together with Γ-bundles Pi, pullbacked from the corresponding
data on Bi for or i = 1, 2. We are also given some additional data depending
on the case. Here are the three cases we consider.
• Case (1)
– Fix ri, di such that r1 + r2 = r and d1 + d2 = d.
– B1 :=
∏2
i=1B
gi,ri+1,di
Γ .
– In this case, C1 is the disjoint union of the universal curves
from the universal curve on each factor Bgi,ri+1,diΓ . We rename
the markings of C1 so that the last two markings Gr+1, Gr+2
correspond to last markings Gr1+1, Gr2+1 of the universal curves
over Bg1,r1+1,diΓ and B
g2,r2+1,di
Γ respectively.
• Case (2)
– B1 := B
g−1,r+2,d
Γ
– We are given a canonical isomorphism Gr+1 ∼= Gr+2 inverting
the band and a morphism ǫ : C1 → C2 over S such that ǫ is the
pushout of the diagram [Gr+1 ∼= Gr+2 ⇒ C1]. (This forces C2
to be the quotient of the curve C1 coming from identifying the
markings Gr+1, Gr+2 through the inversion of the band).
– We are given a canonical isomorphism V1|Gr+1 ∼= V1|Gr+2 . Here
V1 := P1(V ).
– We assume that V2 := P2(V ) fits into an exact sequence
(3.25) 0→ V2 → ǫ∗V1 ǫ∗(restr+1−ζ◦restr+2)−−−−−−−−−−−−−−→ ǫ∗V1|Gr+1 ∼= ǫ∗V1|Gr+2 → 0,
where resti denotes the restriction map at the i-th marking
and ζ := exp(π
√−1/dw) ∈ C×R acts on V (and hence on V1) via
C×R → Γ ⊂ GL(V ).
• Case (3)
– B1 = B
g,r+1,d
Γ .
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– We are given a map ǫ : C1 → C2 preserving the first r markings
and their types P1, P2 at the markings.
– We are given a Γ-representation decomposition V = V f ⊕ V m.
Denote P1(V f ), P1(V m), by Vf1 ,Vm1 , respectively. Here P1 is
the universal principal Γ-bundle on C1. We assume that the
natural map
(3.26) π∗(Sym(Vf1 |Gr+1))
via sum,w,κ−−−−−−−→ OS
vanishes.
– We assume that V2 fits into an exact sequence
(3.27) 0→ V2 → ǫ∗V1 ǫ∗(pr◦restr+1)−−−−−−−−−→ ǫ∗Vm1 |Gr+1 → 0.
Using S → Bi we apply the Thom-Sullivan Koszul construction to obtain
perfect TK factorizations K(p∗iBi, αi, βi) on open substacks Ui of the S
◦-
stack totAi. Here pi denotes the restriction of the projection map pAi |Ui →
S◦, [Ai → Bi] are the resolutions of Vi satisfying Proposition 2.10, and
Ai := πi∗Ai, Bi := πi∗Bi. Provided with the above conditions, we claim
that they are related in a suitable sense.
Before stating their relation, we need some notation. First in order to
unify (3.25) and (3.27), we set V f = 0, V m = V in Cases (1) and (2) and set
restm := restr+1− ζ ◦ restr+2 in Cases (1) and (2) and restm := pr ◦ restr+1
in Case (3). Hence in all cases we have the exact sequence
0 // V2 // ǫ∗V1ǫ∗rest
m
// ǫ∗Vm1 |Gr+1 // 0.
Let A0 be the kernel of A1
restmA1−−−−→ Vm1 |Gr+1 , where restmA1 is the extension of
restm corresponding to the given extensions of restriction maps. Denote by
ι the closed inclusion U0 := totA0 ∩ U1 → U1, where A0 := π1∗A0 and U1 is
a suitable open substack of tot(A1 := π1∗A1).
Theorem 3.22. In cases (1), (2), and (3), the TK factorizations, K(ι∗α1, ι
∗β1)
and K(α2, β2), are transitively related with respect to ((IX )r,− ⊞ w) ×
(
∏
iMgi,ri+1, 0), ((IX )r,−⊞w)×Mg−1,r+2, 0), ((IX )r,−⊞w)×(Mg,r+1, 0),
respectively.
Proof. We begin by choosing [A1 → B1] and restA1,i : A1 → V1|Gi for all
i satisfying Proposition 2.10 for S → B1. Using this data, we construct a
resolution [A2 → B2] of V2 as follows.
We take A2 = ǫ∗A0, which is not necessarily locally free. However π∗A2
is locally free. Let B2 be the cokernel of the map V2 → A2 induced from
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ǫ∗V1 → ǫ∗A1 to get the commuting diagrams of exact sequences
0 // V2 //

ǫ∗V1

ǫ∗restm// ǫ∗Vm1 |Gr+1
=

// 0
0 // A2 //

ǫ∗A1

ǫ∗restmA1// ǫ∗Vm1 |Gr+1

// 0
0 // B2
∼= // ǫ∗B1 // 0
The exact sequence 0 → V2 → A2 → B2 → 0 provides a resolution of V2.
Also, for i = 1, ..., r, we have restriction maps restA2,i : A2 → V2|Gi induced
from resA1,i : A1 → V1|Gi . The resolution [A2 → B2] together with the
restriction maps satisfies Proposition 2.10 (1) for S → B2.
Now consider the virtual factorization K(aU1 , β1) from [A1 → B1] with
restA1,i : A1 → V1|Gi , i = 1, ..., r + 2 in Case (1) and (2) or i = 1, ..., r + 1
in Case (3) and the virtual factorization K(aU2 , β2) from [A2 → B2] with
restA2,i : A2 → V2|Gi , i = 1, ..., r. Note that A2 = A0 ⊂ A1, B2 = B1,
and dA1 |A2 = dA2 where dAi : Ai → Bi are the differentials. These, together
with compatibility of restriction maps and w(ζ ·x) = −w(x) for Case (1) and
(2) and the vanishing of (3.26), show that ι∗aU1 = aU2 (up to restrictions
to appropriate open substacks) and ι∗β1 = β2. Hence by §3.4.2 we have an
isomorphism K(ι∗p∗1B1, ι
∗aU1 , ι
∗β1) ∼= K(p∗2B2, aU2 , β2). The result follows
from Theorem 3.19. 
4. GLSM cohomological invariants
In this section we will define GLSM cohomological invariants
Ωg,r,d : H
⊗r →Mg,r
using the virtual factorizations. Here H is a complex vector space with
a nondegenerate pairing associated to the GLSM input data; see (4.1).
Throughout this section unless otherwise specified we consider the case
where S → BΓ is the identity map, which ensures that Z is proper over
SpecC; see §3.4.8 for the notation Z.
4.1. State space and pairing.
4.1.1. Integration maps and Pairings. Let Z1, Z2 be closed DM substacks of
a smooth DM stack X and suppose that Z1 ∩ Z2 is proper over SpecC. For
a ∈ H∗
Z1
(X, (Ω•
X
, dW)), b ∈ H∗
Z2
(X, (Ω•
X
,−dW)), we define
〈a, b〉 :=
∫
X
a ∧ b.
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Here the wedge product is defined in Appendix B.1 and the integration map∫
X
is defined in Appendix (A.14) by passing from the algebraic Hodge coho-
mology H∗
Z1∩Z2(X, (Ω
•
X
, 0)) to the (dim X,dim X)-degree part of its holomorphic
Hodge cohomology.
4.1.2. Nondegeneracy. For a separated quasicompact DM k-stack Y with
the structure map p : Y → Spec k, there exists a functor p! : D+(Qcoh(k))→
D+(Qcoh(Y)) right adjoint to Rp∗ by [30, Theorem 1.16]. Furthermore if Y
is smooth and compactifiable with dualizing sheaf ωY then by [30, Theorem
2.11, Theorem 2.22], we have an isomorphism p!k ∼= ωY .
In the case where Y = [V ss/G], there exists an open immersion into a
smooth proper DM stack. Indeed, [V ss/G] ⊂ [P(V ⊕ C)/G] and we may
take a sequence of blow-ups of P(V ⊕C)ss to remove the strictly semistable
locus; see [31].
For Y = Xh := [(V ss)h/CG(h)], let nXh be the dimension of Xh. Abusing
notation, we denote the restriction w|Xh under the natural map Xh → X
also by w. As above, there is a smooth proper DM stack X h admitting an
open inclusion j : Xh → X h. Then we have
RHom(RΓ(Ω•Xh ,−dw),k)
=RHom(RΓRj∗(Ω
•
Xh
,−dw),k)
∼=RHom(Rj∗(Ω•Xh ,−dw), ωXh [nXh ]) by Serre duality
=RΓRj∗RHom((Ω•Xh ,−dw), ωXh [nXh ]) since Rj∗(Ω•Xh ,−dw)|X h−Xh = 0
=RΓ((∧−•TXh , ιdw)⊗ ωXh [nXh ])
=RΓ(Ω•Xh , dw).
Here we considered (Ω•Xh ,±dw) as a bounded complex and the vanish-
ing Rj∗(Ω
•
Xh
,−dw)|Xh−Xh = 0 follows from the fact that the support of
(Ω•Xh ,−dw) lies on Z(dw), which is proper over Speck by Corollary 4.3.
This shows that the pairing defined by the composition of natural maps
H∗(Xh,Ω•Xh , dw) ⊗H⋆(Xh,Ω•Xh ,−dw) −→ H∗+⋆Z(dw)(Xh, (Ω•Xh , 0))
proj−−→ HnXhZ(dw)(Xh, ωXh)
−→ HnXh (X h, ωXh)
tr−→ k
is nondegenerate. Here the third arrow requires the properness of Z(dw).
By applying GAGA [36] to X h, there is a canonical isomorphism
H∗(Xh, (Ω•Xh , dw)) ∼= H∗(X h,Rj∗(Ω•Xh , dw))
∼= H∗(X han,Rj∗(Ω•Xhan , dw))
∼= H∗(Xhan, (Ω•Xhan , dw))
To simplify notation, we use this isomorphism implicitly in what follows.
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Lemma 4.1. The pairing
H∗(Xh,Ω•Xh , dw)⊗H⋆(Xh,Ω•Xh ,−dw)→ k
a⊗ b 7→
∫
Xh
a ∧ b
is nondegenerate.
Proof. This follows from the fact that the composition of the last three maps
above coincides with
∫
Xh
up to a nonzero constant multiplication; see [12,
Theorem 2.1]. 
4.1.3. Critical locus of restricted functions. Let H be an abelian group act-
ing diagonally on Cn and let D be an analytic open domain D of Cn which
is H-invariant. Let f be an complex holomorphic function on D which is
H-invariant. Denote by DH the H-fixed locus of D.
Lemma 4.2. Z(df) ∩DH = Z(d(f |DH ))
Proof. Write f =
∑
i ci
∏
j x
eij
j as a sum of (possibly infinite) monomials,
with nonzero coefficients ci. Without loss of generality we may assume
that the H-fixed locus (Cn)H is defined by the zero set of the coordinates
{xi : i ≥ k0} for some k0.
For k ≥ k0 consider the expression ∂∂k
∏
j x
eij
j . We claim it is always
contained in the ideal generated by xm, m = k0, ..., n. In fact this expression
vanishes when eik = 0 and is contained in the ideal generated by xk when
eik > 1. If eik = 1, then eim 6= 0 for some m ≥ k0 since
∏
j x
eij
j is H-
invariant. Therefore ∂∂k
∏
j x
eij
j lies in the ideal generated by xm. Hence
〈∂kf, xi | i ≥ k0 and k < k0〉 = 〈∂kf, xi | i ≥ k0〉.
This is just the algebraic expression for the statement of the lemma. 
Corollary 4.3. For any separated DM stack Y with a regular function f ,
Z(d(f |IY)) maps into Z(df) under the natural finite map IY → Y.
4.1.4. State space. There is a natural forgetful map from the inertia stack to
the target IX → X (recall X := [V ss/G]). Pulling back w we get a regular
function on IX which, by abusing notation, we also denote by w.
Consider ζ := exp(π
√−1/dw) ∈ C×R. If we let qj := cj/dw, then ζ is
(exp π
√−1qj)j , via C×R →֒ GL(V ), so that ζ2 = J . By the C×R-weight of w,
we see that w(ζ · x) = −w(x). Consider the automorphism of the inertia
stack of X defined by
inv : IX → IX
(x, h) 7→ (ζ · x, h−1).
We define the state space for the GLSM input data as the C-vector space
(4.1) H := H∗(IX , (Ω•IX , dw))
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with pairing η given by
η : H ⊗H → C
γ1 ⊗ γ2 7→
∫
IX
γ1 ∧ inv∗γ2.(4.2)
Example 4.4. We continue our running example (see Example 2.4). Then
IX+ = X+ = OP4(−5). There is a commutative diagram
O
O(−5)⊕O(5)
0 Ω1 O(−1)⊕5 ⊕O(5) O 0
(taut,f)
s
(∂if,−1)
(xi,taut)
where the dashed arrows follow from Euler’s homogeneous function theorem.
This leads to an exact sequence
O
0 O(−5)⊕O(5) Ω1 coker 0
s
(taut,f) 0
and coker|Z(f) = Ω1Z(f) by the conormal bundle sequence. Let i : Z(f) →
OP4(−5) be the inclusion along the zero section. The identifications
ΩiO
P4(−5)
= Ω5−iO
P4 (−5)
and ΩiZ(f) = Ω
3−i
Z(f)
yield a natural morphism of complexes
(Ω•O
P4 (−5)
, dw)[2] → i∗(Ω•Z(f), 0).
One can check locally that this natural map is a quasi-isomorphism since
the section (taut, f) is regular. Taking cohomology gives an isomorphism
H∗(OP4(−5), (Ω•O
P4 (−5)
, dw)) ∼= H∗−2(Z(f),Ω•Z(f)).
Hence,
H+ = H
∗(OP4(−5), (Ω•O
P4 (−5)
, dw))
= H∗−2(Z(f),Ω•Z(f))
=
⊕
p,q
Hp,q(Z(f)).
Furthermore, the pairing can be identified with the cup product pairing.
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On the other hand, IX− =
∐4
i=1BZ5
∐
[A5/Z5] and
H− =
4⊕
i=1
H∗(BZ5,C)⊕H∗([A5/Z5], (Ω•[A5/Z5], df))
= C4 ⊕ (C[x1, ..., x5]/df)Z5 since df is regular
= C4 ⊕ {polynomials in the Jacobian of degree 0,5,10,15}
= C4 ⊕ (C⊕ C101 ⊕ C101 ⊕ C)
and the pairing is the Grothendieck residue pairing up to a normalization
constant (see [7, Proposition 2.1] and [12, Theorem 2.1]).
Remark 4.5. The calculation
H+ =
⊕
p,q
Hp,q(Z(f))
in the above example works for any geometric phase of a GLSM with only
minor modification.
We investigate the pairing using a decomposition of IX and check its
nondegeneracy as follows. Let
(4.3) Xh := [(V ss)h/CG(h)].
We have IX = ∐[h]∈G/GXh. Note that (V ss)h = (V ss)h−1 and CG(h) =
CG(h
−1). Hence Xh = Xh−1 . We define Hh := H∗(Xh, (Ω•Xh , dw)), i.e., Hh
is the summand of the state subspace supported on the component Xh with
conjugacy class h. Let H −h := H
∗(Xh, (Ω•Xh ,−dw)). Note that Hh ∼= H −h−1
by inv. The pairing is decomposed into
Hh⊗Hh = Hh⊗Hh−1 id⊗inv
∗−−−−−→
≃
Hh⊗H −h → H∗Zh(dw)(Xh, (Ω•Xh , 0))
∫
Xh−−→ k,
where Zh(dw) is the critical locus of w|Xh . In Lemma 4.1 we saw that the
pairing Hh ⊗H −h → k is nondegenerate.
4.2. Virtual class. Let X be a DM stack and let W be a regular function
on X and K(F, τ, σ) be a perfect TK factorization on (X, W). Assume that
K(F, τ, σ) is supported on a closed substack Z.
We may define a cohomology class of a perfect TK factorization using
the localized Chern character map (B.8) and the wedge product §B.1 as fol-
lows. Using (B.8), we can define chX
Z
(K(F, τ, σ)) ∈ Heven
Z
(X, (Ω•
X
, dW)). The
bigrading on H∗(X, (Ω•
X
, 0)) allows us to define Chern classes as polynomials
in the homogeneous pieces of ch(F ) and in turn Chern roots in a universal
extension. Here ch(F ) is the Chern character of F regarded as the matrix
factorization for 0-function. Now define td(F ) using the usual character-
istic polynomial in the Chern roots. In particular, td(F ) is an element of
Heven(X, (Ω•
X
, 0)).
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Definition 4.6. The Todd-Chern class of a perfect TK factorization K(F, τ, σ)
is the element
tdchX
Z
K(F, τ, σ) := (
i
2π
)rankF td(F ) ∧ chX
Z
(K(F, τ, σ))
in Heven
Z
(X, (Ω•
X
, dW)).
Remark 4.7. The definition above is motivated by Remark B.10 and the
Borel-Serre identity∑
p
(−1)pch(∧pF∨) = crankF (F ) · td(F )−1.
Recall from §3.4.8 that Z denotes the moduli space of ǫ-stable LG quasimaps
to Z(dw), that Z is a proper DM stack, and that Kg,r,d is supported on Z.
We now define a cohomology class associated to our data. For this, let
ri be the locally constant function on Ug,r,d defined as the order of the
automorphism group of the i-th marking on each connected component; see
[37, §2.1].
Definition 4.8. Let W :=
∑
i ev
∗
iw. We define the virtual fundamental
class of the LG-moduli space LGg,r,d(X ) to be
[Ug,r,d]
vir
W := (
r∏
i=1
ri)tdch
Ug,r,d
Z
Kg,r,d ∈ HevenZ (Ug,r,d, (Ω•Ug,r,d ,−dW )).
4.3. GLSM invariants. There is a forgetful map fgt : Ug,r,d → Mg,r.
Using the pairing and the natural pullback map fgt∗ we define a pushforward
fgt∗ : H
∗
Z(Ug,r,d, (Ω
•
Ug,r,d
, 0))→ H∗(Mang,r, (Ω•Mang,r , 0))
by the requirement that
〈fgt∗a, b〉 = 〈a, fgt∗b〉
where the left pairing is nondegenerate by Serre duality for smooth proper
DM stacks.
For all g, r, d such that 2g − 2 + r > 0, the virtual class [Ug,r,d]virW defines
a homomorphism,
Ωg,r,d : H
∗(IX , (Ω•IX , dw))⊗r Ku¨nneth−−−−−→∼= H
∗((IX )r, (Ω•(IX )r , dw⊞r))
ev∗−−→ H∗(Ug,r,d, (Ω•Ug,r,d , dW ))
∧[Ug,r,d]
vir
W−−−−−−−→ H∗Z(Ug,r,d, (Ω•Ug,r,d , 0))
fgt∗−−−→ H∗(Mang,r, (Ω•Mang,r , 0))
∼= H∗(Mang,r,C).
Here the last isomorphism is possible since Mg,r is a compact Ka¨hler orb-
ifold. This isomorphism is independent of the choice of Ka¨hler structure
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(see, e.g., the proof of [23, Corollary 3.2.12]). From now on we will write
H∗(M
an
g,r,C) using the abbreviated notation H
∗(Mg,r).
Our convention is that when r = 0 with g ≥ 2,
Ωg,0,d : k→ H∗(Mg,0)
1 7→ fgt∗[Ug,r,d]virW .
4.4. Independence. Let
(ev, fgt)∗ : H
∗
Z(Ug,r,d, (Ω
•
Ug,r,d
,W ))→ H∗(IX , (Ω•IX ,−dw))⊗r ⊗H∗(Mg,r)
be defined by
〈(ev, fgt)∗a, γ ⊗ δ〉 = 〈a, (ev, fgt)∗(γ ⊗ δ)〉
for a ∈ H∗Z(Ug,r,d, (Ω•Ug,r,d ,W )), γ ∈ H∗(IX , (Ω•IX , dw))⊗r , δ ∈ H∗(Mg,r),
where the left pairing is nondegenerate by Serre duality for DM stacks and
§4.1.2. Then note that 〈(ev, fgt)∗[Ug,r,d]virW , γ ⊗ δ〉 = 〈Ωg,r,d(γ), δ〉.
Theorem 4.9. The class
(ev, fgt)∗[Ug,r,d]
vir
W ∈ H∗(IX , (Ω•IX ,−dw))⊗r ⊗H∗(Mg,r)
is independent of all choices in the construction of [Ug,r,d]
vir
W . Equivalently,
the GLSM invariants Ωg,r,d are independent of all choices in the construction
of [U]virW .
Proof. This is immediate from Theorem 3.19 and Corollary 4.12 below. 
To prove Theorem 4.9 we will use a general deformation result for a related
pair of virtual factorizations.
Proposition 4.10. Consider two related perfect TK factorizations K(F, τ, σ),
K(F ′, τ ′, σ′) as in Definition 3.16. Let Z1, Z2 be two closed subloci of X such
that their intersection Z1∩Z2 is proper over SpecC. Suppose that K(F, τ, σ)
is supported on Z2, then for all a ∈ H∗Z1(X′, (Ω•X′ ,−dW′)) we have∫
X′
a ∧ tdchX′
Z2
K(F ′, τ ′, σ′) =
∫
X
ι∗a ∧ tdchX
Z2
K(F, τ, σ)(4.4)
where ι∗a is considered as an element of H∗
Z1
(X, (Ω•
X
,−dW)).
Proof. If ι is an open immersion, then the statement is trivial. Consider
the case where ι is a closed immersion. By Lemma 4.13, there exists a
perfect TK factorization K(FM, τM, σM), supported on Z2 × P1 inside the de-
formation to the normal cone M of X in X′, whose restriction to 0 and ∞ are
co-quasi-isomorphic to K(F ′, τ ′, σ′) and (p∗Q|XK(F, τ, σ))⊗K(p∗Q|XQ, 0, tautQ),
respectively; see Lemma 4.13 for the notation pQ|X, tautQ, ιt.
Let πM : M→ X′ be the projection and consider the integral
(4.5)
∫
Mt
ι∗t
(
(π∗
M
a) ∧ tdchM
Z2×P1
K(FM, τM, σM)
)
,
which is independent of t by Lemma A.5.
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At t = 0 (4.5) becomes the left hand side of (4.4) by the functoriality of
tdch (Lemma B.13).
On the other hand, at t =∞, (4.5) becomes the right side of (4.4). This
uses the functoriality of tdch (Lemma B.13), Lemma B.12, and Lemma A.11,
together with the standard fact that for every point closed z of X∫
[totQ|z]
tdchtotQ|zz {0, tautQ|z} = 1.

As a corollary, we have a cohomological projection formula for matrix
factorizations.
Corollary 4.11. Let X′ be a smooth DM stack of finite type, containing a
smooth closed substack X as the zero locus of a regular section of a vector
bundle Q on X′. Let W′ be a regular function on X which vanishes on X and
let ι : X → X′ be the inclusion. For a ∈ H∗
Z
(X′, (Ω•
X′
,−dW′)) with Z a proper
closed substack of X, ∫
X′
a ∧ tdch(ι∗OX) =
∫
X
ι∗a,
where ι∗OX is taken as a Koszul factorization for (X′, W′) using Q and the
regular section.
Proof. In this case the Koszul factorization associated to ι∗OX is transitively
related to OX which has trivial Todd-Chern class. 
Corollary 4.12. Consider maps ei : (Xi, Wi) → (T, w) between LG models,
i = 1, 2. Let E1, E2 be two perfect TK factorizations supported on closed
proper substack Z ⊆ X1 ⊆ X2. Suppose that E1, E2 are transitively related
with respect to (T, w). Then, for all a ∈ H∗(T, (Ω•
T
,−dw)),∫
X1
e∗1a ∧ tdchX1Z E1 =
∫
X2
e∗2a ∧ tdchX2Z E2.(4.6)
Consider the setup of Case (2) of Definition 3.16 with K(F, τ, σ) supported
on a closed substack Z of X. Denote by M the deformation to the normal
cone of X in X′, by πM : M → X′ the projection, by ιt : Mt → M the inclusion
of the fiber Mt at t ∈ P1, by pQ|X the projection Q|X → X, and by tautQ the
tautological section.
Lemma 4.13. There exists a perfect TK factorization K(FM, τM, σM) on the
LG model (M, π∗
M
W
′) supported on the closed substack Z× P1 of M such that
ι∗0FM
∼= F ′ under which ι
∗
0τM = τ
′,
ι∗0σM = σ
′;
and
ι∗∞FM
∼= p∗Q|X(F ⊕Q|X) under which
ι∗0τM = p
∗
Q|X
τ ⊕ 0,
ι∗∞σM = p
∗
Q|X
σ ⊕ tautQ|X;
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i.e., (by (3.18) and Corollary 3.9) there exists a perfect TK factorization
K(FM, τM, σM) which deforms K(F
′, τ ′, σ′) to (p∗Q|XK(F, τ, σ))⊗K(p∗Q|XQ, 0, tautQ).
Proof. Let πP1 : X
′ × P1 → X′ be the projection. On X′ × P1, we consider a
short exact sequence of vector bundles
K → π∗
P1
(F ′ ⊕Q) → Q⊠OP1(1)
(v, q) 7→ t0φ(v) − t1q ,
where K is defined to be the kernel and t0, t1 are homogeneous coordinates
of P1. Let t = t0/t1. Note that K|t for t = ∞ is isomorphic to F ⊕Q and
for t 6= ∞ is isomorphic to F ′ by via the map v 7→ (v, tφ(v)). Consider the
section (σ′, tφ ◦ σ′) which is the composition of
X ′ × A1 (tφ◦σ,t)−−−−−→ Q× P1 (σ
′◦pQ,idQ,idP1 )−−−−−−−−−−→
closed immersion
(F ′ ⊕Q)× P1
where pQ denotes the projection Q → X ′. The closure of the image of the
section (σ′, tφ◦σ′) in π∗
P1
(F ′⊕Q) is isomorphic to M. In particular, the fiber
of M at t =∞ is canonically isomorphic to the normal vector bundle Q|X of X
to X′ and the generic fiber M|t6=∞ is canonically isomorphic to X′. Therefore
we have a commutative diagram
(F ′ ⊕ 0)× {0} // (F ′ ⊕Q)× P1 (F ⊕Q|X)× {∞}oo
X
′ × {0} //

σ′
OO
M
OO

M|∞ = Q|Xoo
(σ◦pQ|X ,idQ|X )
OO

X
′ × {0} // X′ × P1
π
P1

X× {∞}oo
X
′
We now construct the sections σM of K|M and τM of Th−1G(∧−•K∨|M)
as follows. Consider the tautological section of the vector bundle (F ′ ⊕
Q)|(F ′⊕Q)×P1 on the total space (F ′ ⊕ Q) × P1. Its restriction to M factors
through a section of K|M, which we denote by σM. The section (π∗P1(τ ′, 0))|M
of Th−1G(∧•(F ′∨⊕Q∨)|M) naturally yields a section of Th−1G(∧−•K∨|M) via
the map π∗
P1
(F ′∨ ⊕Q∨) → K∨. Denote this section by τM. Take FM = K|M.
It is straightforward to check the required properties using Lemma 3.11. 
5. The cohomological field theory
In §4.1.4, we defined a Z2-graded vector space H together with a nonde-
generate pairing (4.2). In §5.4, we will also define a distinguished element
1 ∈ H . Furthermore, in §4.3 we defined a homomorphism
Ωg,r,d : H
⊗r → H∗(M g,r)
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for 2g − 2 + r > 0 and all d ∈ Hom(Ĝ,Q). Consider the formal power series
ring C[[q]] and define the following C[[q]]-linear maps,
Ωg,r =
∑
d
qdΩg,r,d : H [[q]]→ H∗(Mg,r)[[q]].
Remark 5.1. Let t be another formal parameter. We may replace tdchK(α, β)
by
∑
titdchiK(α, β) where tdchiK(α, β) is the degree i-th part of tdchK(α, β) ∈
⊕jHjZ(Ug,r,d, (Ω•Ug,r,d ,−dW )). Therefore, we can also defined refined GLSM
invariants Ωg,r : H [[q, t]]→ H∗(Mg,r)[[q, t]].
The goal of this section will be to verify that, under mild conditions, the
data (H , η,1, {Ωg,r}) forms a cohomological field theory with unit in the
sense of [32].
We proceed subsection by subsection, where we describe and verify the
Sr-covariance, tree gluing, loop gluing, forgetting tails, and the metric axiom
respectively. In fact, the Sr-covariance, tree gluing, and loop gluing axioms
always hold.
Recall that dw is the pairing of C
×
R and χ and define ci to be the weights
of the C×R-action i.e.,
C×R → GL(V ); λ 7→ (λc1 , ..., λcdim V ).
For the rest of the axioms, we will assume that ν is large enough, dw ≥ ci ≥ 0,
and that the fixed locus of C×R on X is expressible as [(V ss)C
×
R/G] i.e.,
(†) XC×R = [(V ss)C×R/G].
We will also consider the following map. Recall that ζ := exp(π
√−1/dw) ∈
C×R. We define the twisted diagonal map by
∆ζ = (∆ζ,1,∆ζ,2) : IX → (IX )2, (x, h) 7→ ((x, h), (ζ · x, h−1)).
The “Poincare´ dual” class of the twisted diagonal is the element
η∆ ∈ H∗(IX , (ΩIX ,−dw)) ⊗H∗(IX , (ΩIX ,−dw))
defined by the pairing (4.2) considered as an element of H ∨⊗H ∨. Hence,
by definition ∫
IX×IX
a⊗ b ∧ η∆ = η(a, b).(5.1)
This property is preserved under smooth pullback by Corollary A.10. Fi-
nally, we fix a basis {T hj }j of Hh and denote the dual basis with respect to
the pairing η|Hh by {T jh}j .
For fixed hi ∈ G, i = 1, ..., r, we denote by U(h1, ..., hr) the open and
closed substack of Ug,r,d := U such that the i-th marking lands on Xhi .
Then, we denote by Kg,r,d(h1, ..., hr) the restriction of Kg,r,d to U(h1, ..., hr).
Finally, we also sometimes write Bg,r,dΓ instead of BΓ when specification
is required; see §2.4.
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5.1. Sr-covariance axiom. The symmetric group Sr acts on H
⊗r by per-
mutation and on H∗(M g,r) by permuting the markings. Let σi ∈ Sr be
the permutation which exchanges i, i + 1. The Sr-covariance axiom is the
equality
(−1)|γi||γi+1|Ωg,r,d(γ1 ⊗ · · · ⊗ γr) = σ∗iΩg,r,d(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr)
for all i, where γj are homogeneous of degree |γj | with respect to the Z2-
grading on H .
5.1.1. Proof. Let K denote the Ku¨nneth isomorphism (B.1). We have the
following facts:
(1) the action of Sr on Ug,r,d induced by permuting the markings makes
the evaluation and forgetful maps equivariant;
(2) the virtual fundamental class [Ug,r,d]
vir
W does not depend on the or-
dering of the markings, i.e., σ∗i [Ug,r,d]
vir
W = [Ug,r,d]
vir
W ;
(3) the Ku¨nneth isomorphism introduces the sign (−1)|γi||γi+1| when
compairing H ⊗r to H∗((IX )r,Ω•(IX )r , dw⊞r).
Hence,
(−1)|γi||γi+1|Ωg,r,d(γ1 ⊗ · · · ⊗ γr)
= (−1)|γi||γi+1|Ωg,r,dσ∗i (γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) by definition
= fgt∗(ev
∗σ∗iK(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) ∧ [Ug,r,d]virW ) by (3)
= fgt∗(σ
∗
i ev
∗K(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) ∧ [Ug,r,d]virW ) by (1)
= fgt∗(σ
∗
i ev
∗K(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) ∧ σ∗i [Ug,r,d]virW ) by (2)
= σ∗i fgt∗(ev
∗K(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) ∧ [Ug,r,d]virW ) by (1)
= σ∗iΩg,r,d(γ1 ⊗ · · · ⊗ γi+1 ⊗ γi ⊗ · · · ⊗ γr) by definition
5.2. Tree gluing axiom. For i = 1, 2, fix gi, ri, g, r, d such that g1+g2 = g,
r1 + r2 = r. Let ρt : Mg1,r1+1 ×Mg2,r2+1 → Mg,r be the gluing map, i.e.,
the map corresponding to gluing along the final marking of each curve. We
now prove the tree gluing axiom,
ρ∗tΩg,r,d(γ1, ..., γr) =(5.2) ∑
h,j,d1+d2=d
Ωg1,r1+1,d1(γ1, ..., γr1 , T
h
j )⊗ Ωg2,r2+1,d2(γ1, ..., γr2 , T jh),
of our cohomological field theory.
5.2.1. Setup for the proof. Fix d1, d2 such that d1 + d2 = d. Choose virtual
factorizations (Ugi,ri+1,di ,Kgi,ri+1,di) and (Ug,r,d,Kg,r,d) as in §3.4.5.
Let
∏′
iB
gi,ri+1,di
Γ denote the stack parameterizing triples
(5.3) ((C1, P 1, κ1), (C2, P 2, κ2), (φ, φ˜Γ))
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of objects in Bg1,r1+1,d1Γ ,B
g2,r2+1,d2
Γ together with a pair of isomorphisms
φ : Gr1+1 → Gr2+1 inverting the band, φ˜Γ : P 1|Gr1+1 → P 2|Gr2+1 as principal
bundles on Gr1+2 = φ(Gr1+1). By an argument similar to [2, §5.1], the stack∏′
iB
gi,ri+1,di
Γ is a smooth algebraic stack which is locally of finite type over
SpecC.
We use the following shorthand, Udi := Ugi,ri+1,di and U := Ug,r,d. Let
Ud1 × Ud2 → (IX )2 be the product evr1+1 × evr2+1 of evaluation maps, let
ρt,d1,d2 :
′∏
i
B
gi,ri+1,di
Γ → Bg,r,dΓ
be the gluing map, which is a DM type morphism, and let LGdi := LGgi,ri+1,di(X ),
LGg,r,d := LGg,r,d(X ). Then we have the following commuting diagram
(5.4)
LGd1 × LGd2 
 // Ud1 × Ud2 // (IX )2
∆∗ζ(LGd1 × LGd2) 
 //
∼=vv❧❧❧
❧❧❧
❧❧
❧❧
❧❧
❧
OO
∆∗ζ(Ud1 × Ud2)
∆˜ζ
OO
// IX
∆ζ
OO
ρ∗t,d1,d2LGg,r,d

 // ρ∗t,d1,d2U bl
//

∼
ρ˜t,d1,d2
55ρ∗tU ρ˜t
//

U

fgt

∏′
iB
gi,ri+1,di
Γ
//
ρt,d1,d2
44ρ
∗
tB
g,r,d
Γ
//

B
g,r,d
Γ
∏
iMgi,ri+1 ρt
// Mg,r
where all squares are defined to be fiber products and
ρ∗t,d1,d2LGg,r,d := Π
′
iB
gi,ri+1,di
Γ ×Bg,r,dΓ LGg,r,d.
We will show in Lemma 5.2 that the stacks ∆∗ζ(LGd1×LGd2), ρ∗t,d1,d2LGg,r,d
are isomorphic and that the stacks ∆∗ζ(Ud1 × Ud2) and ρ∗t,d1,d2U carry tran-
sitively related factorizations (indicated by the symbol ∼) with respect to
((IX )r1+r2 ,−⊞ w)× (
∏
i
Mgi,ri+1, 0).
Consider a generic point of ρ∗tU. Its domain curve has two irreducible
components and the principal Γ-bundle restricted to each component carries
a degree. Hence we can decompose
(5.5) ρ∗tU =
⋃
d1+d2=d
(ρ∗tU)d1,d2
as a union of closed substacks.
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5.2.2. Proof of (5.2). Now, let γ := γ1⊗...⊗γr ∈ H ⊗r and δ ∈ ⊗iH∗(Mgi,ri+1).
Abusing notation for evaluation and forgetful maps from various domains,
we claim the following sequence of equalities
〈ρ∗tΩg,r,d(γ1, ..., γr), δ〉
(1)
=
∫
ρ∗tU
∏
ri · ρ˜
∗
t (tdchKg,r,d ∧ ev
∗(γ) ∧ fgt∗(δ))
(2)
=
∑
d1+d2=d
∫
(ρ∗tU)d1,d2
∏
ri · ρ˜
∗
t (tdchKg,r,d ∧ ev
∗(γ) ∧ fgt∗(δ)) |(ρ∗t U)d1,d2
(3)
=
∑
d1+d2=d
∫
ρ∗
t,d1,d2
U
∏
ri · r
2 · ρ˜∗t,d1,d2(tdchKg,r,d) ∧ ev
∗(γ) ∧ fgt∗(δ)
(4)
=
∑
d1+d2=d
∫
∆∗
ζ
(Ud1×Ud2 )
∏
ri · r
2 · ∆˜∗ζtdch(⊠iKgi,ri+1,di) ∧ ev
∗(γ) ∧ fgt∗(δ)
(5)
=
∑
d1+d2=d
∫
∏
i Ugi,ri+1,di
∏
ri · r
2 · tdch(⊠iKgi,ri+1,di) ∧ ev
∗(γ) ∧ fgt∗(δ) ∧ ev∗η∆
(6)
=
∑
h,j,d1+d2=d
〈Ωg1,r1+1,d1(γ1, ..., γr1 , T
h
j )⊗ Ωg2,r2+1,d2(γ1, ..., γr2 , T
j
h), δ〉.
In the first equality, note that ρ∗tU and (ρ
∗
tU)d1,d2 could be singular. How-
ever we have the topological trace map, given in §A.1, which we are using
for the definition of
∫
ρ∗tU
and the integrands are considered as elements in
H∗ρ∗tZ
(ρ∗tU) and H
∗
(ρ∗t Z)d1,d2
((ρ∗tU)d1,d2), respectively. The topological trace
map is compatible with the integration map in the smooth case; see (A.13).
The map fgt in the figure is a flat map (see [5, Proposition 3]) and hence
we can apply the base change Lemma A.7 to obtain the first equality.
The second equality follows from the cycle level decomposition induced
by (5.5). The third equality is due to the projection formula (A.7) and
the fact that the map bl : ρ∗t,d1,d2U −→ (ρ∗tU)d1,d2 has degree 1/r2. The
fourth equality follows from Lemma B.13, Lemma 5.2 (2), Corollary 3.9,
and Corollary 4.12. The fifth equality is by (5.1) and Corollary A.10. The
final line is by Corollary B.15, Lemma B.13, and Fubini’s theorem.
5.2.3. A lemma.
Lemma 5.2. The following hold.
(1) The stacks ∆∗ζ(LGd1 ×LGd2) and ρ∗t,d1,d2LGg,r,d are canonically iso-
morphic.
(2) The perfect TK factorizations corresponding to
∆˜∗ζ(Kg1,r1+1,d1 ⊠Kg2,r2+1,d2) and ρ˜
∗
t,d1,d2Kg,r,d
are transitively related with respect to
((IX )r1+r2 ,−⊞ w)× (
∏
i
Mgi,ri+1, 0).
Proof. (1) The argument is very similar to [2, Proposition 5.2.2].
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Let T → ∆∗ζ(LGd1 ×LGd2) be a map from a test scheme T . The induced
map T → ∏i LGgi,ri+1,di amounts to choosing a pair of families of stable
LG quasimaps ((C1, P1, κ1, u1) over T (allowing the notion of disconnected
stable maps) where (C1, P1, κ1) is the disjoint union of the corresponding
part of the pair (5.3) (so C1 = C
1
∐
C2, P1 = P
1
∐
P 2). After reordering
the markings so that the last two markings are the special ones, let Gj be
the j-th gerbe marking of C1 for j = 1, ..., r+2. For i = 1, 2, let P¯r+i be the
canonical G-bundle reduction 1∗P1|Gr+i of P1|Gr+i by the canonical section
1 of the C×-bundle
P1/G|Gr+i
κ1∼= ω×C1 |Gr+i = C× ×SpecC Gr+i
on Gr+i. Here ω
×
C1
indicates the principal bundle attached to the line bundle
ωC1 by taking nonvanishing sections.
Unwinding the definition of the fiber product, we see that the map T to
∆∗ζ(LGd1 × LGd2) exactly amounts to a pair
(5.6) (C1, P1, κ1, u1)× (φ, φ˜G)
where
• φ : Gr+1
∼=−→ Gr+2 inverts the band;
• φ˜G : P¯r+1
∼=−→ φ∗P¯r+2 such that
ζφ˜G(u1|Gr+1) = φ∗(u1|Gr+2)
as elements in Γ(Gr+1, φ
∗P¯r+2(V )).
Note that P1|Gr+1 ∼= P¯r+1×G Γ ∼= P¯r+2×G Γ ∼= P1|Gr+2 via κ1 and φ˜G (see
§2.3 for the notation). Denote by κ1 ⋄ φ˜G ⋄ κ1 the resulting isomorphism
P1|Gr+1 ∼= P1|Gr+2 and let φ˜Γ := ζ−1 ◦ κ1 ⋄ φ˜G ⋄ κ1. This gives a diagram
(5.7) P1|Gr+1 ∼=φ˜Γ P1|Gr+2
////

P1 //

P2

Gr+1
∼=φ Gr+2 // // C1 ǫ //

C2
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
S
where C2, P2 are pushouts, i.e., C2, P2 are the curve (resp. principal Γ-
bundle) obtained from gluing the two curves (resp. two principal bundles)
along the last two markings via ∆ζ . Furthermore, there is also a pushout
diagram
ωlogC1 |Gr+1 = ω
log
C1
|Gr+2 //// ωlogC1 // ω
log
C2
as total spaces of vector bundles. Hence, we may glue κ1 at Gr+i, yielding
κ2 : P2(Cχ) ∼= ωlogC2 .
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Finally we glue u1 along Gr+1 = Gr+2 to obtain a unique global section u2
of V2 := P2(V ) whose restriction to Ci coincides with ui for i = 1, 2. Hence
from T → ∆∗ζ(LGd1 × LGd2) we obtain the pair
(5.8)
(
(C1, P1, κ1)× (φ, φ˜Γ)
)
× (C2, P2, κ2, u2),
which exactly amounts to a map T → ρ∗t,d1,d2LGg,r,d.
Conversely starting from a map T → ρ∗t,d1,d2LGg,r,d, i.e., (5.8) with the
diagram (5.7), one can simply take the data
(C1, P1, κ1, u1 := ǫ
∗u2)× (φ, φ˜G := 1∗(ζ ◦ φ˜Γ)),
i.e., a map T → ∆∗ζ(LGd1 × LGd2) (see (5.6)).
It is straightforward to check that these constructions give rise to equiv-
alences of groupoids yielding an isomorphism of stacks
∆∗ζ(LGd1 × LGd2) ∼= ρ∗t,d1,d2LGg,r,d.
(2) By Theorem 3.22 applied to the case where S :=
∏′
B
gi,ri+1,di
Γ with
the projection q : S → B1 :=
∏
B
gi,ri+1,di
Γ and the gluing map ρt,d1,d2 : S →
B2 := B
g,r,d
Γ , the following factorizations are transitively related ι
∗KS→B1 ∼
KS→B2 (see the notation from §3.4.5 and Theorem 3.22). Hence it is enough
to show that
(5.9) KB1 ≃
cqis
K
B
g1,r1+1,d1
Γ
⊠K
B
g2,r2+1,d2
Γ
;
(5.10) ∆˜∗ζKB1 ∼ ι∗KS→B1;
and
(5.11) KS→B2 ∼ ρ˜∗t,d1,d2KB2 .
The equation (5.9) is from (3.19). The equation (5.11) is from Corol-
lary 3.9. To show (5.10), we consider Proposition 2.10 (1) over B1 to
get AB1 → BB1 and restriction maps π∗(restr+i) : AB1 → π∗(V|Gr+i).
We use those data to get virtual factorizations KB1 , KS→B1 over S and
S → B1, respectively. Note that the total space AB1,0 of the kernel of
π∗(restr+1)− ζπ∗(restr+2) is isomorphic to the total space AS,0 of the ker-
nel of q∗(π∗(restr+1)− ζπ∗(restr+2)) under the map tot(q∗AB1)→ totAB1 .
We have fiber products
B1 AB1
oo AB1,0
∆˜ζoo
S
q
OO
ASoo
OO
AS,0.ι
oo
∼=
OO
LettingBS := q
∗BB1 , under the isomorphismAS,0
∼= AB1,0 we have ∆˜∗ζaAB1 ∼=
ι∗aAS , ∆˜
∗
ζβAB1
∼= ι∗βAS , which prove (5.10) by Corollary 3.9. 
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5.3. Loop gluing axiom. Let ρl :Mg−1,r+2 →Mg,r be the gluing map of
the last two markings. In this subsection we show the following loop gluing
axiom:
ρ∗lΩg,r,d(γ1, ..., γr) =
∑
[h]∈G/G,j
Ωg−1,r+2,d(γ1, ..., γr1 , T
h
j , T
j
h).(5.12)
5.3.1. Proof. Starting with (Ug,r,d,Kg,r,d) and (Ug−1,r+2,d,Kg−2,r+2,d) satis-
fying Lemma 2.10 let us consider the following diagram
(5.13)
LGg−1,r+2,d(X ) 
 // Ug−1,r+2,d // (IX )2
∆∗ζLGg−1,r+2,d(X ) 
 //
OO
∼=vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
∆∗ζUg−1,r+2,d
∆˜ζ
OO
// IX
∆ζ
OO
ρ∗
l,B˜
LGg,r,d(X ) 
 // ρ∗
l,B˜
Ug,r,d
bl
//

∼
ρ˜
l,B˜
44ρ
∗
l Ug,r,d ρ˜l
//

Ug,r,d

B˜
g−1,r+2,d
Γ
//
ρ
l,B˜
44ρ
∗
lB
g,r,d
Γ
//

B
g,r,d
Γ

Mg−1,r+2 ρl
// M g,r
where:
• all squares are defined to be fiber products;
• B˜g−1,r+2,dΓ is the smooth stack parameterizing (C,P, κ) objects of
B
g−1,r+2,d
Γ together with pairs (φ, φ˜Γ) where φ : Gr+1 → Gr+2 is an
isomorphism which inverts the band and φ˜Γ : P |Gr+1 → P |Gr+2 is an
isomorphism of principal bundles on Gr+2 = φ(Gr+1);
• ρl,B˜ denotes the DM type morphism B˜g−1,r+2,dΓ → Bg,r,dΓ which glues
the principal bundles along the last two markings;
• and ρ∗
l,B˜
LGg,r,d(X ) := LGg,r,d(X ) ×Bg,r,dΓ B˜
g−1,r+2,d
Γ .
Since the rest of proof for (5.12) is parallel to the proof in §5.2.1, we omit
this.
5.4. Forgetting tails axiom. For 2g − 2 + r > 0, let ρf : Mg,r+1 → Mg,r
be the map which forgets the last marking. We will define a unit 1 ∈ H
and prove the forgetting tails axiom
ρ∗fΩg,r,d(γ1, ..., γr) = Ωg,r+1,d(γ1, ..., γr ,1)(5.14)
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for ∞-stability (to make sure that the forgetting tail map Ug,r+1,d → Ug,,r,d
exists). Furthermore, as in the introduction to the section, we assume that
dw ≥ ci ≥ 0
for every i and that the fixed locus of C×R on X is expressible as [(V ss)C
×
R/G],
i.e.,
(†) XC×R = [(V ss)C×R/G].
Example 5.3. Returning to Example 2.4, the C×R-fixed loci of X are X
C
×
R,±
+ =
P4 and XC
×
R,±
− = BZ5. However V
C×
R,− ∩ V ss(ν+) and V C
×
R,+ ∩ V ss(ν−) are
empty while V C
×
R,+ ∩V ss(ν+) and V C
×
R,−∩V ss(ν−) are nonempty. Hence X±
satisfies (†) with C×R,± but does not satisfy (†) with the reversed R-charge.
This is consistent with the choices which make these examples into a convex
hybrid models.
Remark 5.4. On the other hand, the GLSM invariants themselves are
independent of the choice of R-charge in the following sense. Namely, two
choices of C×R provide two splitting maps
0 Ĉ× ⊗Q Γ̂⊗Q Ĝ⊗Q 0.χ
∨ p
s1,s2
Let Bg,r,diΓ,si denote the corresponding moduli space with the corresponding
R-charge and degree di also depending on i. Then for a geometric point P
of Bg,r,diΓ,si and arbitrary δ ∈ Γ̂⊗Q, we can calculate the degree as follows
degP (Cδ) = di(p(δ)) + si(δ)(2g − 2 + r).
Hence if
(5.15) d2(p(δ)) = d1(p(δ)) + (s1(δ) − s2(δ))(2g − 2 + r),∀δ ∈ Γ̂⊗Q,
then Bg,r,d1Γ,s1 = B
g,r,d2
Γ,s2
and vice versa. Therefore the corresponding GLSM
invariants satisfy
Ωs1g,r,d1 = Ω
s2
g,r,d2
.
5.4.1. Unit. Recall that XJ := [(V ss)J/G]; see (4.3). Let X0 ⊆ XJ denote
the fixed locus of C×R, i.e., X0 = [(V ss)C
×
R/G]. The unit 1 of our cohomologi-
cal field theory is essentially the Poincare´ dual of the class of X0. The precise
definition is as follows. The inclusion map ι : (X0, 0)→ (XJ , wJ := w|XJ ) is
an LG map since wJ |X0 = 0 (because wJ is homogeneous of positive degree
with respect to the C×R-action). We define
S1 := ι∗OX0
as a factorization of (XJ , wJ).
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Note that by Euler’s Homogeneous Function Theorem
(5.16) wJ =
1
dw
∑
{i |
ci
dw
∈Z, ci 6=0}
cixi∂iwJ =
∑
{i |
ci
dw
∈Z, ci 6=0}
xi∂iwJ .
Letting VJ be the fixed locus of V under the action of 〈J〉, we have a de-
composition VJ = V
C
×
R ⊕V mJ , where V mJ is the moving part of the C×R-space
VJ (i.e., the sum of the nontrivial eigenspaces).
Consider the section dwJ of Ω
1
XJ
= [(V ssJ × V ∨J )/G]. By (5.16), it factors
through a section s of [(V ssJ × (V mJ )∨)/G]. Also by (5.16), the tautological
section q ◦ taut of [(V ssJ × V mJ )/G] on XJ pairs with s to wJ . Therefore
we get a locally-free coherent resolution of S1 by the Koszul factorization
{s, q ◦ taut}, i.e.,
S1 ∼= {s, q ◦ taut}.
Now using this expression we define the unit of our cohomological field theory
as:
1 := tdch(S1) ∈ HJ ⊂ H .(5.17)
5.4.2. Setup for the proof. For this proof we abbreviate the notation LGg,r,d(X )
and simply use LGg,r,d. Let Ug,r+1,d(J) (resp. LGg,r+1,d(J)) denote the open
and closed substack of Ug,r+1,d (resp. LGg,r+1,d) such that the last marking
has type J . We begin by choosing (Ug,r,d,Kg,r,d) and (Ug,r+1,d(J),Kg−2,r+2,d(J))
satisfying Proposition 2.10.
In this section we will construct the following diagram
(5.18) LGg,r+1,d(J)

 // Ug,r+1,d(J) evr+1
// XJ
LGg,r+1,d(J)0

 //
OO
∼=
ρf,B,LG
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
Ug,r+1,d(J)0
ι˜
OO
// X0
ι
OO
ρ∗f,BLGg,r,d

 // ρ∗f,BUg,r,d bl
//

∼
ρ˜f,B
55ρ
∗
fUg,r,d ρ˜f
//

Ug,r,d

B
g,r+1,d
Γ (J)
//
ρf,B
55ρ
∗
fB
g,r,d
Γ
//

B
g,r,d
Γ

Mg,r+1 ρf
// Mg,r
where:
• all squares are defined to be fiber products;
• Bg,r+1,dΓ (J) is the smooth stack parameterizing objects (C,P, κ) of
B
g,r+1,d
Γ such that the last marking is of type J ;
46 FAVERO AND KIM
• the DM type morphism ρf,B : Bg,r+1,dΓ (J) → Bg,r,dΓ will be con-
structed in the lemma below using Hecke modifications;
• and ρ∗f,BLGg,r,d := LGg,r,d ×Bg,r,dΓ B
g,r+1,d
Γ (J).
5.4.3. Proof of (5.14). For any δ ∈ H∗(M g,r+1) we claim that there is a
sequence of equalities,
〈Ωg,r+1,d(γ1, ..., γr ,1), δ〉
(1)
=
∫
Ug,r+1,d(J)
r+1∏
i=1
ri(fgt,
r∏
i=1
evi)
∗(γ ⊗ δ) ∧ tdchKg,r+1,d(J) ∧ ev∗r+1tdchS1
(2)
=
∫
Ug,r+1,d(J)0
r+1∏
i=1
ri(fgt,
r∏
i=1
evi)
∗(γ ⊗ δ) ∧ ι˜∗tdchKg,r+1,d(J)
(3)
= dw
∫
ρ∗
f,B
Ug,r,d
r∏
i=1
ri(fgt,
r∏
i=1
evi)
∗(γ ⊗ δ) ∧ ρ˜∗f,BtdchKg,r,d
(4)
=
∫
ρ∗
f
Ug,r,d
r∏
i=1
ri(fgt,
r∏
i=1
evi)
∗(γ ⊗ δ) ∧ ρ˜∗f tdchKg,r,d
(5)
= 〈ρ∗fΩg,r,d(γ1, ..., γr), δ〉.
Line one is by definition. Line two is by Corollary 4.11 and the smoothness
of evr+1 (see §2.5). Line three is by Lemma 5.5 (3) and Lemma B.13, and
Corollary 4.12. Line four uses that the degree of the map bl is 1/dw (Lemma
5.5 (1)). Line five is by the base change identity fgt∗(ρf )∗ = (ρ˜f )∗fgt
∗
proven in Lemma A.9 (here ρf is a smooth map of relative dimension 1 and
the right fgt is the forgetful map ρ∗fUg,r,d →Mg,r+1).
5.4.4. A lemma.
Lemma 5.5. Suppose either 2g + r − 2 > 0 or d 6= 0. Let dw ≥ ci ≥ 0 and
(†) holds. The following statements hold.
(1) There is a natural forgetful map
ρf,B : B
g,r+1,d
Γ (J)→ Bg,r,dΓ
satisfying that the induced map Bg,r+1,dΓ (J) → ρ∗fBg,r,dΓ is of degree
1/dw.
(2) There is an isomorphism
ρf,B,LG : LGg,r+1,d(J)0 → ρ∗f,BLGg,r,d.
(3) The perfect TK factorizations associated to
ι˜∗Kg,r+1,d(J) and ρ˜
∗
f,BKg,r,d
are transitively related with respect to ((IX )r ,⊞w)× (Mg,r+1, 0).
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Proof. (1) For every T -point (C1, P1, κ1) of B
g,r+1,d
Γ (J) we will construct a
T -point (C2, P2, κ2) of B
g,r,d
Γ . This construction will commute with the base
change of T , yielding the map ρf,B.
Let ǫ′ : C1 → C ′2 be the natural map where C ′2 is the partial coarse moduli
space of C1 obtained by forgetting the marking Gr+1 and then removing the
stacky structure at Gr+1.
Consider the natural exact sequence of coherent sheaves
(5.19) 0→ V ′2 → ǫ′∗(V1 := P1(V ))→ ǫ∗(P1(V mJ )|Gr+1)→ 0
where V ′2 is defined to be the kernel (with the convention that if ci < dw
for every i, i.e., V mJ = {0}, then V ′2 is just ǫ′∗V1.) Locally near the gerby
marking Gr+1 we have
(5.20) V1 ∼= ⊕iOC1(
ci
dw
[Gr+1])
and hence near Gr+1 ⊂ C ′2 the exact sequence (5.19) is isomorphic to
0→ ⊕iOC′2 → ⊕iOC′2(⌊
ci
dw
⌋[Gr+1])→ ⊕i:1≤ ci
dw
∈ZOC′2(⌊
ci
dw
⌋[Gr+1])|G r+1 → 0.
Thus V ′2 is a vector bundle. In fact, V ′2 is the associated vector bundle of a
principal Γ-bundle P ′2 constructed by a Hecke modification as follows.
Hecke Modification. Consider the C×-bundle L obtained by removing the
zero section of OC1( 1dw [G r+1]). Then P1 ×C1 L is a Γ × C×-bundle on C1.
Now using the multiplication map Γ × C× = Γ × C×R → Γ, we construct a
new Γ-bundle
P ′1 := (P1 ×C1 L)×Γ×C× Γ
on C1. (Using the inverse multiplication map Γ×C× → Γ; (h1, h2) 7→ h1h−12 ,
we may reverse the construction, i.e., recover P1 starting from (P
′
1, L). This
reversing will be used in the proof of Lemma. 5.9.) By a local computation,
we see that there exists a unique pair (P ′2, t) of a Γ-bundle P
′
2 on C
′
2 and an
isomorphism t : ǫ′∗P ′2
∼= P ′1. This yields a pair (P ′2, s) of a Γ-bundle P ′2 on
C ′2 and an isomorphism s : P
′
2|C′2\Gr+1 → P1|C1\Gr+1 making V ′2 ∼= P ′2 ×Γ V
compatible with (5.19).
Since ǫ′ is a degree 1 map, the degree of P ′2 is equal to the degree of
(ǫ′)∗P ′2. On the other hand, we have (ǫ
′)∗P ′2(C
×
δ ) = P1(C
×
δ ) for every δ ∈
Ĝ⊗Z Q = Ker(Γ̂→ Ĉ×R)⊗Z Q. Thus the degree of P ′2 is equal to the degree
d of P1.
Using s, we have a canonical isomorphism
s¯χ : (ǫ
′)∗P ′2(Cχ)
∼= P1(Cχ)⊗O(−[Gr+1])
which is isomorphic to (ǫ′)∗ωlog
C′2
via κ1. Denote by κ
′
2 the isomorphism
ǫ′∗(κ1 ◦ s¯χ) : P ′2(Cχ)→ ωlogC′2 .
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Stabilization. We will also require the use of stabilization for nonstable
trees (see [1]). For a moment let T be a geometric point. Then the stabiliza-
tion is a sequence of contractions of the genus zero components of C ′2 which
carry only two special points and whose restriction to P ′2(Cν) has degree
zero. When one of the two special points is a marking, say Gi, then the node
attached to the contracted component becomes the new marking Gi.
By Lemma 5.8 (2), the new marking Gi has the same type (orbifold struc-
ture) as the old Gi. The stabilization procedure produces a sequence of these
contractions until the new contracted curve C2 with degree P
′
2(Cν) becomes
ν-stable for ν >> 0.
Let ǫ′′ : C ′2 → C2 be the contraction described above and let E be the
exceptional locus of ǫ′′. Then the natural map E → V/ θG induced from
[u]′2|E → [V/Γ] is a constant map to a point p of V/ θG (see Remark 5.6
(3)). The triple (E,P ′2|E , ǫ′∗u1|E) amounts to a map E → Bµa where Bµa is
the reduction of the inverse image of p. In other words, E → [V/G] factors
as E → Bµa → [V/G]. This implies that the map [ǫ′∗u1] : C → [V/Γ] factors
as C ′2 → C2 → [V/Γ] for some unique map C2 → [V/Γ]. Hence we obtain
the data (C2, P2, u2) such that (ǫ
′′)∗P2 ∼= P ′2.
This whole procedure can be upgraded to a T -family version as follows.
We view (C ′2, P
′
2, ǫ
′
∗u1, κ
′) as a representable map
P ′2(C
×
χ )
∼=
κ′2
(ωlog
C′2
)× → [V s(θ)/G].
Note that P ′2(C
×
χ ) restricted to the contracted locus is a trivial C
×-bundle
on the locus. Hence, locally P ′2(C
×
χ ) is the trivial C
×-bundle C ′2 ×C×. Now
we can handle the contraction as in the proof of [1, Proposition 9.1.1] using
an e´tale presentation of [V s(θ)/G].
Let ǫ = ǫ′′ ◦ ǫ′. Then by the pushforward of ǫ we obtain the isomorphism
κ2 := ǫ∗(κ1 ◦ s¯χ) : P2(Cχ)
∼=−→ ωlogC2 .
Hence we finally obtain the data (C2, P2, κ2), i.e., we get a T -object in
B
g,r,d
Γ , as desired. The assertion on the degree of 1/dw follows from counting
automorphisms at the generic point.
(2) Let (C1, P1, κ1, u1) be an object in LGg,r+1,d(J)0. Then ǫ∗u1 : OC2 →
ǫ∗V1 is an element of Γ(C2,V2). Hence we obtain an object of ρ∗f,BLGg,r,d:
((C1, P1, κ), (C2, P2, κ2, u2 = ǫ∗u1), (id : C2 = C2, id : P2 = P2))
It is easy to see that the stability condition of (C2, P2, κ2, u2) holds for
ν >> 0. Also, we may check the functoriality of the assignment so that
it yields a map LGg,r+1,d(J)0 → ρ∗f,BLGg,r,d. It is also straightforward to
construct its inverse map.
(3) This follows from by Theorem 3.22 applied to the case where S :=
B
g,r+1,d
Γ (J) with the identity map S → B1 := S and ρf,B : S → B2 := Bg,r,dΓ
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(there ι, V m, V f are here ι˜, V mJ , V
C
×
R ⊕ V ′, respectively where V ′ is the
moving part of the 〈J〉-space V ). 
Remark 5.6. Let (C,P, κ, u) be an LG quasimap over T = SpecC.
(1) [18, Propostion 5.1.1] For each component C ′ of C we have a non-base
point p ∈ C ′. By the base point condition of the LG quasimap, there is a
positive integer m and a Γ-invariant polynomial function h : V → Cmν such
that h(p) 6= 0. Thus we have the induced section h(u) of the line bundle
P (Cmν) on C, which is nonzero on the component C
′. Hence degP (Cν)|C′ ≥
0 and degP (Cν)|C′ = 0 exactly when P (Cν)|C′ is trivial.
(2) [18, Propostion 5.1.1] Suppose that degP (Cν) = 0. Then there is
no base point of u at all. Hence the map C → [V/Γ] factored through
[V ss(ν)/Γ]. Using the natural map from [V ss/Γ] to the GIT quotient V/ νΓ,
we obtain a map [u]git : C → V/ νΓ. Note that P (Cν) is the pullback of the
ample line bundle of the GIT quotient over the affine quotient SpecC[V ]Γ.
Hence [u]git is a constant map.
(3) Suppose that P (Cχ) is trivial. Then P has a reduction P
′ to G,
and hence we may view u as a section of P ′(V ) so that we obtain a map
[u]G : C → [V/G]. Suppose furthermore that degP (Cν) = 0. Then the map
[u]G lands on [V
s(θ)/G] and hence we get a map C → V/ θG, which is a
constant map since P ′(Cθ) = P (Cν) is trivial. This implies that the map
[u]G factored through a point Bµa of [V
s(θ)/G] for some integer a. In turn,
this implies that P ′ has a reduction P ′′ to µa.
5.5. Metric axiom. In this section, as in §5.4 we assume again that ν is
large enough, dw ≥ ci ≥ 0, ∀i, and (†) holds. The metric axiom is as follows
Ω0,3(γ1, γ2,1) = η(γ1, γ2);(5.21)
see (4.2) for the definition of the pairing η. The proof will follow from
a further analysis of what proven in §5.4.3 for the special case when g =
0, r = 2. Thus we will reuse the notation in §5.4. Only the difference is that
we cannot use M0,2, LG0,2,0 (and hence U0,2,0) which do not exist since the
ample stability condition cannot satisfied at all.
Remark 5.7. Note that the metric axiom uniquely determines a unit if one
exists.
5.5.1. Proof of (5.21). By Lemma 5.8 (2), it is enough to consider the case
where type is (h, h−1, J) . Consider the commuting diagram1
(5.22) LG0,3,0(X )(h, h−1, J)0 
 i //
∆ζ◦ev1 **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
U0,3,0(h, h
−1, J)0
(ev1,ev2)

Xh × Xh−1 .
1This commutes using the twisted diagonal map ∆ζ since the log differentials at 0 and
∞ are identified with opposite sign.
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For γ1 ∈ Hh, γ2 ∈ Hh−1 we have the following sequence of equalities,
Ω0,3(h, h
−1, J)(γ1, γ2,1)
(1)
= Ω0,3,0(h, h
−1, J)(γ1, γ2,1)
(2)
=
∫
U0,3,0(h,h−1,J)0
tdch(ι˜∗K(h, h−1, J)) ∧ ev∗1(γ1) ∧ ev∗2(γ2)
(3)
=
∫
LG0,3,0(X )(h,h−1,J)0
ev∗1(γ1) ∧ ev∗2(γ2)
(4)
= η(γ1, γ2).
Line one is by the vanishing by Lemma 5.8 (1). Line two is by line (2) of
§5.4.3. Line three is by Lemma 5.8 (4) and Corollary 4.11. Line four is by
Lemma 5.9, (4.2), and (5.22).
5.5.2. Two lemmas. Let γi ∈ Hhi for i = 1, 2 and let V0 be the kernel of the
map V → P(V mJ )|G3 on the universal curve for LG0,3,d(h1, h2, J).
Lemma 5.8. The following statements hold.
(1) If d ∈ Hom(Ĝ,Q) is nonzero, then Ω0,3,d(γ1, γ2,1) = 0.
(2) If LG(X )0,3,0(h1, h2, J)0 is nonempty, then h1h2 = 1.
(3) If LG(X )0,3,0(h1, h2, J)0 is nonempty, then R1π∗V0 = 0.
(4) Let d = 0. Then ι˜∗β is a regular section yielding the smooth zero
locus LG0,3,0(h, h
−1, J)0.
Proof. (1) We use diagram (5.18) without the bottom line since the forgetful
map ρf : M0,3 → M0,2 does not exist. By line (3) of the display in §5.4.3,
we have
〈Ω0,3,d(γ1, γ2,1), 1〉 = dw
∫
ρ∗
f,B
U0,2,d
2∏
i=1
ri
r∏
i=1
(evi)
∗(γ) ∧ ρ˜∗f,BtdchK0,2,d.
The right hand side vanishes since its integrand is a pullback of a class in
U0,2,d under ρ˜
∗
f,B whose relative dimension is strictly positive.
(2) When G is abelian, this is a special case of the selection rule [17,
Proposition 2.2.8], [33, Equation (3.14)]. For general G, we argue as follows.
Let ((C1,G1,G2,G3), P1, κ1, u1) be a k-point of LG0,3,0(X )(h1, h2, J)0. Per-
form the modification procedure described in §5.4.4 without the stabilization
to obtain a new tuple ((C2,G1,G2), P2, κ2, ǫ∗u1). This tuple gives the data
of a point in the moduli stack LG0,3,0(X )(h1, h2, J)0 except that it need not
obey the ample stability requirement.
Now, since there is a map P2(Cχ)
κ2−→ ωlogC2 ∼= OC2 , P2 has a reduction to
a G-principal bundle P¯2. Furthermore, since ǫ∗u1 ∈ Γ(C2, P2(V ) ∼= P¯2(V )),
the triple ((C2,G1,G2), P¯2, ǫ∗u1) yields a map to X . As this is a constant
map at the coarse moduli space level, it factors through a point Bµr of X
for some r ≥ 1. This in turn gives a further reduction of P¯2 to a µr-bundle
P¯2,µr . This shows that h1h2 = 1 and C1 is irreducible.
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(3) It is enough to prove the statement for every k-point of LG(X )0,3,0(h1, h2, J)0.
Note first that
ǫ∗V0 = P2(V ) ∼= P¯2,µr (V ) ∼=
⊕
OC2(
[G1]
r
− [G2]
r
).
Thus we have H1(C1,V0) = H1(C2,V2) = 0.
(4) By R1π∗V0 = 0 proven in (3), we have a commuting diagram of short
exact sequences
0 // π∗V // π∗A // π∗B // 0
0 // π∗V0 //
OO
π∗A0 //
OO
π∗B //
=
OO
0,
(5.23)
where A0 is the kernel of the map A → P(V Jm)|G3 . The diagram clearly
shows the proof. 
Lemma 5.9. The evaluation map ev1 : LG0,3,0(X )(h, h−1, J)0 → Xh is an
isomorphism of stacks.
Proof. We construct an inverse morphism ϕ : Xh → LG(X )0 as follows. Let
µr ⊂ C× denote the group of r-th roots of the unity and r1 be the order of
h. Now, let µr act on P
1 by [ξx, y] for ξ ∈ µr ⊂ C×.
Let us recall that there is an isomorphism of stacks,
Xh ∼= Homrep0 ([P1/µr1 ],X )
where Homrep0 ([P
1/µr],X ) parameterizes representable 1-morphisms from
[P1/µr] to X such that the induced map on coarse moduli is constant. In-
deed, in general, the cyclotomic inertia stack IX is equivalent to the stack∐∞
r=1Hom
rep(Bµr,X ) parameterizing representable 1-morphisms from Bµr
to X (see [2]) and the stack Homrep(Bµr,X ) parametrizing representable
1-morphisms from Bµr to X is equivalent to the stack Homrep0 ([P1/µr],X )
(see [6, Lemma 3.3]).
Hence it remains to show that LG(X )0 is equivalent to Homrep0 ([P1/µr],X ).
Fix C2 = [P
1/µr] with two markings at 0 and ∞. We will define a 2-
morphism ϕ
Homrep0 (C2,X )(h, h−1) → LG0,3,0(X )(h, h−1, J)
(C2, P¯2, u2) 7→ (C1, P1, κ1, u1)
as follows. First note that every object (C2, P¯2, u2) of Hom0(C2,X )(h, h−1)
over SpecC satisfies that P¯2 = [(P
1×G)/µr1 ] and u2 is a section of P¯2(V ) =
[(P1 × V )/µr1 ] landing on the stable locus [(P1 × V ss)/µr1 ], where µr1 acts
on G via e2πi/r1 7→ h. In particular P¯2(Cχ) = OC2 . We define its associated
object (C1, P1, κ1, u1) as:
• C1 is the r1-th root stack C2(D1/dw) of [P1/µr1 ] associated to the
Cartier divisor D = [1, 1] ∈ C2. Here we are using the convention
that the three markings of type h, h−1, J are respectively placed over
0 = [0, 1], ∞ = [1, 0], [1, 1] in P1;
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• If ǫ : C1 → C2 denotes the natural map, P1 is the “reversed” Hecke
modification of ǫ∗(P2 := P¯2 ×G Γ) as in the proof of Lemma 5.5.
• u2 ∈ Γ(C2,V2 := P2(V )) ⊂ Γ(C2, ǫ∗(V1 := P1(V )) which can be
regarded as an element u1 of Γ(C1,V1) whose evaluation at G3 lands
on π∗(P1 ×Γ V C×R |G3) as seen in the proof of Lemma 5.8 (3);
• κ1 denotes the composition of P1(Cχ) = ǫ∗P¯2(Cχ)([G ]) = OC1([G ]) =
ωlogC1 .
The obvious family version of the above assignment gives rise to a morphism
ϕ. It is straightforward to check that ϕ is an inverse of ev1. 
5.6. Grading and Homogeneity. In this section we consider an open
and closed component of Ug,r,d where the type of the r markings are the
fixed r conjugacy classes h = (h1, ..., hr) ∈ Gr. If the cyclic group 〈hi〉 has
order l, then the age of hi is by definition the sum of the exponents k/l of
the eigenvalues exp(2π
√−1k/l) of the 〈hi〉-representation space V , where
k ∈ {0, 1, ..., l − 1}.
The virtual dimension virdim of Ug,r,d(h) is by definition dimBΓ+χ(Rπ∗V),
whose Riemann-Roch formula (see [18, Lemma 6.1.7]) is given by
dimBΓ + χ(Rπ∗V) =
∫
d
c1(X) + (cˆ− 3)(1 − g) + r −
∑
i
(age(hi)− q)
with the notation
∫
d c1(X) := d(detV ), cˆ = dimV − dimG − 2q, and q :=∑
j cj/dw. The number cˆ is called the central charge of the GLSM.
We assign a Z-grading on the state space H as folllows. For each i-th
cohomology class γ in H supported in a component of the inertia stack IX ,
we let age(γ) be the age of the component. Now we put
deg γ := i+ 2(age(γ)− q).
Example 5.10. Continuing the running example 4.4, the age grading splits
H− into one dimensional subspaces of degree 0, 2, 4 and 6, and a 204 di-
mensional subspace of degree 3. On the other hand, the age grading on H+
and homological grading agree since the corresponding quotient stack is a
variety in this case. However, there is a shift of 2 in comparing this grading
with the usual homological grading on the singular cohomology of Z(f) (see
Example 5.3).
We also equip H∗(Mg,r) with the usual Z-grading. It is clear that the
pairing from §4.1.1 is supersymmetric with respect to both the usual Z-
grading and the age-shifted grading.
Let
[U]virW ∈ H∗Z(Uang,r,d, (Ω•Uan
g,r,d
,−dW )))
be the 2rankB-degree part of the analytification of the class [U]virW . We define
a new collection of GLSM invariants
Ωg,r,d := fgt∗ ◦ [U]virW ∧ ◦ev∗.
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Theorem 5.11. If α has an algebraic model, then the GLSM invariants
Ωg,r,d form a homogeneous cohomological field theory. In particular, for
every convex hybrid GLSM with conditions ν ≫ 0, dw ≥ ci ≥ 0, ∀i, and
(†), the GLSM invariants Ωg,r,d form a cohomological field theory with a flat
identity 1 which is homogeneous of degree −2(∫d c1(X) + (1− g)cˆ).
Proof. We only need to check the tree gluing axiom as the rest are automatic
for any homogeneous component of Ωg,r,d. Now, by Lemma B.20 [U]
vir
W has
degree at least 2rankB. Hence, the tree gluing axiom for {Ωg,r,d}2g−2+r>0
follows from the tree gluing axiom for {Ωg,r,d}2g−2+r>0. The fact that a
convex hybrid model has an algebraic model is the main construction of
[9]. 
5.7. Sum of singularities. Let (Vi,Γi, χi, wi) be affine LG models for i =
1, 2. Their sum is the affine LG model (V := V1 ⊕ V2,Γ, χ, w1 + w2) where
Γ is the fiber product Γ1×C× Γ2 by χ1, χ2 and χ is the induced character of
Γ. Furthermore assume that ν = ν1|Γ = ν2|Γ.
Remark 5.12. Starting from any two GLSMs, we can form their sum as
above. However, requiring that ν = ν1|Γ = ν2|Γ forces them to be affine LG
models since ν|G=G1×G2 = 1 and hence G1, G2 must be finite.
In this case, Bg,rΓ , B
g,r
Γi
are the moduli stacks of Γ-spin curves, Γi-spin
curves, respectively. Furthermore, since V ss = V , V ss1 = V1, V
ss
2 = V2, their
LG moduli spaces and their virtual factorizations are independent of the
variation of ε.
By the Ku¨nneth isomorphism (B.1) we have the relation H ∼= H1 ⊗
H2 for the state spaces H , H1, H2 of these three GLSMs. The virtual
factorizations are also related using the isomorphism δ : Bg,rΓ → Bg,rΓ1 ×Mg,r
B
g,r
Γ2
. Namely, consider the natural fiber product diagram
δ∗(U1 × U2)
∼=
δ˜
//

U1 ×Mg,r U2

// U1 × U2

BΓ
∼=
δ
// BΓ1 ×Mg,r BΓ2 //

BΓ1 ×BΓ2

Mg,r // Mg,r ×Mg,r
In analogy to [33, Theorem 5.8.1] (see also [17, Theorem 4.1.8. (8)] and
Theorem 4.2.2) we have the following.
Theorem 5.13. (1) The virtual factorizations K(δ∗a1, δ˜
∗β1)⊠K(δ
∗a2, δ˜
∗β2)
and K(a, β) are transitively related with respect to ((IX )r×Mg,r,⊞ri=1w⊞
0).
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(2) Under the Ku¨nneth isomorphism H ⊗r = H ⊗r1 ⊗H ⊗r2 ,
Ωg,r,Γ = Ωg,r,Γ1 ∧ Ωg,r,Γ2,
where Ωg,r,Γ, Ωg,r,Γi denote the cohomological invariants for the cor-
responding GLSMs.
Proof. (1) Consider three universal curves C
π−→ BΓ, Ci πi−→ BΓi ; and the
universal bundle P, Pi on C, Ci, respectively. We have natural maps C →
Ci|BΓ1×Mg,rBΓ2 . First note that
P(V ) = δ∗(P1(V1)⊞ P2(V2)).
Hence starting from [Ai → Bi] with restriction maps resti satisfying Propo-
sition 2.10 for Pi(Vi) on Ci, their sum
[A → B] := [A1 → B1]|C ⊕ [A2 → B2]|C
with rest1|C ⊕ rest2|C, satisfies Proposition 2.10 for P(V ) on C. Hence we
have a = δ∗(a1⊞a2) and can take A = (A1⊞A2)|BΓ , B = (B1⊞B2)|BΓ and
β = δ∗(β1 ⊞ β2). The result follows from (3.19) and Theorem 3.19.
(2) This is immediate by (1) and the fact that the integration map along
the fibers respects arbitrary base change (see Lemma A.9 (3)). 
Appendix A. Non-Hausdorff trace maps
Let X be a DM stack of finite type over Speck which is not necessarily
separated. Suppose that every component of X is of real dimension m. For
a fixed closed substack Z, we may consider the local cohomology
Hm
Z
(X) := Hm
Zan(X
an,k),
where Xan, Zan are analytic DM stacks associated to X, Z, respectively and k
is the constant sheaf on Xan associated to k. Suppose that Z is proper over
k so that Zan is compact and Hausdorff. In this appendix, we define a trace
map for such a pair (X, Z) ∫
X
: Hm
Z
(X)→ k.(A.1)
When Xan is a Hausdorff complex analytic space, we have the cap product
operation, see for example [24, §III.1 & IX.3], as well as the fundamental
class [Xan] ∈ HBM2m (Xan), see for example [24, X.3]. Thus, in this “Hausdorff
analytic space case”, we can define the trace map by the cap product [Xan]∩
followed by the augmentation map deg
Hm
Z
(X)
[Xan]∩−−−−→ HBM0 (Zan)
deg−−→ k(A.2)
where HBM0 (Z
an) is the zero-th Borel-Moore homology with coefficients in
k. Here note that the augmentation map is well-defined since HBM0 (Z
an) is
canonically isomorphic to the singular homology H0(Z
an) due to the com-
pactness of Zan. For simplicity we write [X]∩ instead of [Xan]∩.
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In the following sections, we will define (A.1) for a non-Hausdorff space
starting from (A.2), using the Mayer-Vietoris sequence, and by considering
a generically finite, proper surjective map X → X from a scheme X.
A.1. A topological definition. We first handle the following analytic case.
LetX be a complex analytic space, possibly non-Hausdorff, of real dimension
m. Let Z be an analytic closed subset of X which is compact. We construct
a trace map ∫
X
: HmZ (X)→ k.
Since Z is compact, there is a finite collection {Xi}i∈I of open subsets
of X such that each Xi is Hausdorff and the union
⋃
i∈I Xi contains Z.
We may further assume that the closure of Xi in X is a bounded closed
semi-algebraic subset of Rm
′
for some positive integer m′. Since Z is a
closed analytic subset of X, for each point p of Z, we may choose an open
neighborhood Vp of Z such that the closure V p in Z is a compact semi-
algebraic set and V p ⊂ Z ∩ Xi for some i. Since Z is compact, there is a
finite set A such that
⋃
a∈A Vpa = Z. Let Zi =
⋃
V pa⊂Xi
V pa . This yields a
collection of compact semi-algebraic subsets Zi of X such that Zi ⊂ Xi for
all i and
⋃
Zi = Z.
The following vanishing property should be well-known. However as we
do not know an adequate reference, we provide a proof.
Lemma A.1. Let N be a subset of Rm
′
whose closure is a bounded closed
semi-algebraic subset with real dimension m and let V be a compact subset
of N . Then we have
H lV (N) = 0 for l > m.
In particular we have
H lZi0∩...∩Ziq
(Xi0 ∩ ... ∩Xiq ) = 0 for l > m.(A.3)
Proof. By excision (see [20, III, Exercise 2.3]), H lV (N) = H
l
V (N) and thus we
may assume that N = N . LetM = N−V , then by the relative cohomology
sequence [20, III, Exercise 2.3] it is enough to prove that H l(N) = H l(M) =
0 for l > m and the surjectivity of the restriction map Hm(N) → Hm(M).
For this we will use triangulations of compact semi-algebraic sets and we
will view Hm(N), Hm(M) as singular cohomology. Choose a sequence of
compact semi-algebraic subsets Mr of M , for r = 1, 2, ..., such that Mr ⊂
Mr+1 for every r and ∪∞r=1Mr = M . By the triangulation theorem [25,
Theorem 1], the semi-algebraic sets Mr, N are geometric realizations of
finite simplicial complexes. Hence the singular cohomology with coefficients
in k vanishes: H l(N) = H l(Mr) = 0 for l > m and for every r. It remains to
show the surjectivity, which amounts to the injectivity of Hm(M)→ Hm(N)
by the universal coefficient theorem for cohomology. Notice that for all r,
Hm(Mr)→ Hm(N) is injective since the triangulation theorem allows us to
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arrange Mr to be a subsimplicial complex of N for some triangulation of N .
Furthermore, by [21, Proposition 3.33],
Hm(M) = lim
−→
Hm(Mr).
Hence since filtered colimits are exact, the natural map between singular
homology with coefficients in k
Hm(M) = lim
−→
Hm(Mr)→ Hm(N)
is injective. 
Fix a well-ordering of the index set I. By the Mayer-Vietoris sequence
and the vanishing (A.3), we have the following diagram where the top line
is exact
⊕i>jHmZi∩Zj(Xi ∩Xj) δ //
0 //
⊕iHmZi(Xi) ι∗ //
∑
i∈I
∫
Xi

HmZ (X)
//
∫
Xpp
✝
⑧
✇
q
❦❣❜
0.
k
Here again we use the canonical excision isomorphism HA(C) ∼= HA(B) for
any closed subset A in an open subset B of a topological space C. The vertical
arrow in the above diagram is defined as the sum of the trace maps
∫
Xi
, i.e.,
the composition of maps
HmZi(Xi)
[Xi]∩−−−→ HBM0 (Zi)
deg−−→ k,
using the fact that Xi is a complex analytic space with fundamental class
[Xi] ∈ HBMm (Xi) given by a locally finite orientable triangulation of Xi.
The projection formula shows that (
∑
i∈I
∫
Xi
) ◦ δ is zero. The dashed arrow
which we call the trace map (following the terminology in [24]) and denote
by
∫
X can be defined as
(A.4)
∫
X
γ :=
∑
i∈I
∫
Xi
γi
by choosing any lift ι∗
∑
i∈I γi = γ. Right exactness of the top line of the
diagram shows that this is independent of the choice of lift. For a general
γ ∈ H∗Z(X), we define
∫
X γ as the trace of the degree m-part of γ.
Lemma A.2. The trace map
∫
X is well-defined, i.e., it is independent of
choice of cover.
Proof. Let {(Xi, Zi)}i∈I and {(X ′j , Z ′j)}j∈J be two such covers. Taking their
intersection we get a common refinement. Hence, it is enough to verify
independence on a refinement. That is, we may assume there is a partition
{Ji}i∈I of J such that for every i ∈ I, j ∈ Ji, X ′j ⊂ Xi, Z ′j ⊂ Zi,
⋃
j∈Ji
Z ′j =
Zi.
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For each j ∈ J , choose γ′j ∈ HmZ′j(X
′
j) with
∑
j∈J γ
′
j = γ in H
m
Z (X). Let
δi := (
∑
j∈Ji
γ′j)−γi ∈ HmZi(Xi) and note that
∑
i∈I δi = 0 in H
m
Z (X). Hence
we have, ∑
j∈J
∫
X′j
γ′j =
∑
i∈I
∑
j∈Ji
∫
X′j
γ′j
=
∑
i∈I
∫
Xi
(γi + δi)
=
∑
i∈I
∫
Xi
γi +
∑
i∈I
∫
X
δi
=
∑
i∈I
∫
Xi
γi.

We now define the trace map for the pair (X, Z), where X is a DM stack
finite type over k which may not be separated and the closed substack Z
of X is a proper DM stack. Choose a (possibly non-separated) scheme X of
finite type over k together with a proper, generically finite, surjective map
f : X → X; see [15, Theorem 2.7]. If X is irreducible, define∫
X
γ :=
1
deg f
∫
X
f∗γ.(A.5)
If X is a finite union of irreducible components X(l), define∫
X
γ :=
∑
l,2 dim Xl=deg γ
∫
X(l)
γ|
X(l)
,(A.6)
which holds true for complex analytic Hausdorff (and hence possibly non-
Hausdorff) spaces.
Corollary A.3. The quantity
∫
X γ is independent of the choice of proper,
generically finite, surjective covering f : X → X.
Proof. It is enough to show it for an irreducible stack X. Let f : X →
X, f ′ : X ′ → X be proper, generically finite, surjective maps where X,X ′
are schemes of finite type over k. Let Z = f−1(Z) and Z ′ = (f ′)−1(Z). We
may compare X,X ′ to their fiber product X ×X X ′. Hence, without loss
of generality we may assume that there exists a proper, generically finite,
surjective map g : X ′ → X such that f ′ = f ◦ g and that g−1(Z) = Z ′.
We take X ′i := g
−1(Xi) and Z
′
i = g
−1(Zi). Let gi : X
′
i → Xi be the
induced proper map. Recall we have γi ∈ HmZi(Xi) such that ι∗
∑
i γi = γ.
By the projection formula [24, IX.3],∫
X′i
g∗i γi = deg g
∫
Xi
γi
58 FAVERO AND KIM
for each i. And by the commutativity g∗ι∗ = ι
′
∗
∑
g∗i , we have
∑
i g
∗
i γi =
(f ′)∗γ in HmZ′(X
′). Hence
1
deg f ′
∫
X′
(f ′)∗γ =
1
deg f ′
∑
i
∫
X′i
g∗i γi
=
1
deg f
∑
i
∫
Xi
γi
=
1
deg f
∫
X
f∗γ.

Corollary A.4. Let f : (X′, Z′) → (X, Z) be a proper map of degree deg f ∈
Q. Then ∫
X′
f∗γ = deg f
∫
X
γ.(A.7)
Proof. As there is a commuting diagram of proper maps
X
′
f
// X
X ′
OO
h
// X
g
OO
such that all maps are surjective and of finite degree, the result follows by
definition. 
A.1.1. Let X → P1 be an algebraic map from a DM stack X of dimension
m/2. Assume that the map is dominant in each irreducible component of X.
Let Z be a proper closed substack of X (here by proper substack we mean
that Z itself is proper over k).
Given two closed points p0, p1 ∈ P1 we can consider the corresponding
fibers X0, X1 of X → P1. Let i0 : X0 → X, i1 : X1 → X be the inclusions. The
fibers Xj, j = 0, 1, if nonempty, are DM stacks of real dimension m− 2. Let
Z
j = Z×XXj, which are also proper closed substacks of Xj. For γ ∈ Hm−2Z (X),
we have i∗0γ ∈ Hm−2Z0 (X0) and i∗1γ ∈ Hm−2Z1 (X1).
Lemma A.5. For γ ∈ Hm−2
Z
(X),
∫
X0
i∗0γ =
∫
X1
i∗1γ.
Proof. By taking a generically finite covering X → X, we may assume that
X, Z are algebraic schemes X, Z := Z×XX. Choose any finite open covering
{(Xi, Zi)}i∈I associated to a collection of separated algebraic schemes Xi,
and define Xji = X
j ∩ Xi, j = 0, 1. For each i ∈ I, we have fundamental
classes [Xji ] ∈ HBMm−2(Xji ), j = 0, 1 and they yield the same class (i0)∗[X0i ] =
(i1)∗[X
1
i ] ∈ HBMm−2(Xi) since X0i , X1i are rationally equivalent as algebraic
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cycles in Xi. Then we have∫
X0
i∗0γ =
∑
i∈I
∫
X0i
i∗0γi
=
∑
i∈I
deg((i0)∗[X
0
i ] ∩ γi) by the projection formula [24, IX.3]
=
∑
i∈I
deg((i1)∗[X
1
i ] ∩ γi) by (i0)∗[X0i ] = (i1)∗[X1i ]
=
∑
i∈I
∫
X1i
i∗1γi
=
∫
X1
i∗1γ,
where deg are the degree maps HBM0 (Zi)→ k for i ∈ I. 
A.1.2. Consider a map X → M and let Z be a proper closed substack of a
DM stack X of finite type. Here by a proper substack, we mean that Z itself
is proper over k. We say a Thom class exists if there is a class τ ∈ Hd
X
(M)
uniquely characterized by the property τ |Mi ∈ HdXi(Mi) is the usual Thom
class for every separated open Mi and Xi = X×M Mi; see [24].
We are now able to define Gysin maps in the following two cases.
Case 1. If M is a proper smooth DM stack, we define
(A.8) f∗ : H
∗
Z
(X)→ H∗(M)
by the requirement:
for a ∈ H∗
Z
(X),
∫
M
f∗a ∪ c =
∫
X
a ∪ f∗c, for all c ∈ H∗(M).
Case 2. If f is a closed regular immersion of real codimension d and a
Thom class τ ∈ Hd
X
(M) exists, then we define the Gysin map as
(A.9) f∗ : H
∗(X)→ H∗+d
X
(M); a 7→ τ ∪ a.
Lemma A.6. The Gysin map for closed regular immersions enjoys the
following properties:
• The Gysin map is an isomorphism.
• The Gysin map satisfies flat base change.
• Let V be a proper closed substack of M. Then for a ∈ H∗(X), b ∈ H∗
V
(M)∫
M
r(f∗a) ∪ b =
∫
X
a ∪ f∗b,
where r is the restriction map H∗
X
(M)→ H∗(M).
Proof. In the separated case, the first two properties are well-known. These
properties in the general case follow from the Mayer-Vietoris sequences for
separated open coverings. The third property in the separated case follows
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the Mayer-Vietoris sequence for closed separated semi-algebraic coverings of
V and from the fact that [M] ∩ τ = [X] . We verify this last equality.
Let Mns, Xns be the nonsingular loci of M, X, respectively. Then [Mns]∩ τ =
[Xns] and hence [X] ∩ τ = [M] because HBM2 dim X(X) ∼= HBM2 dim X(Xns) under the
restriction map. 
Consider a fiber product
Y
j //
g

X
f

N
i
// M
.
of DM stacks. Suppose that: M is a proper smooth DM stack; i is a closed
regular immersion; and f is flat (and hence j is also a regular immersion
whose normal cone is isomorphic to the pullback of the normal cone of i).
Lemma A.7. For any a ∈ H∗
Z
(X), b ∈ H∗(N) with |a| + |b| = 2dim Y, the
following equality holds:∫
N
b ∪ i∗(f∗a) =
∫
Y
g∗b ∪ j∗a.
Here |a|, |b| mean the degree of a, b, respectively and f∗ is defined by (A.8).
Proof. Let r1 : H
∗
N
(M)→ H∗(M), r2 : H∗Y (X)→ H∗(X) be the restriction maps
and let d be the real codimension of N in M. Using the Thom class τ of
the regular immersion i, which exists since M is separated, and the Thom
class f∗τ of the regular immersion j, we have Gysin maps i∗ : H
∗(N) →
H∗+d
N
(M) and j∗ : H
∗(Y) → H∗+d
Y
(X). Now we have a sequence of equalities
by Lemma A.6: ∫
N
b ∪ i∗(f∗a) =
∫
M
r1(i∗b) ∪ f∗a =
(A.8)
∫
X
f∗r1(i∗b) ∪ a
=
∵f∗r1=r2f∗
∫
X
r2(f
∗i∗b) ∪ a =
∫
X
r2(j∗g
∗b) ∪ a =
(A.8)
∫
Y
g∗b ∪ j∗a.
When we use the equality f∗r1 = r2f
∗, the right f∗ is the relative pullback
while the left f∗ is the “absolute” pullback. 
Remark A.8. For non-separated e´tale groupoids which admit an open cov-
ering whose elements are paracompact, Hausdorff, locally compact, and of
uniformly bounded cohomological dimension, Crainic and Moerdijk [14] con-
structed compactly supported cohomology, adjoint operations f!, f
!, a cap
product, Verdier duality, etc.
A.2. The smooth case. In this section, we assume that X is a smooth
complex analytic DM stack, which is possibly not separated over k. We set
m to be the real dimension of X.
In this setting, we may express the trace map as a sum of integrals of
compactly supported differential forms as follows. Fix a closed substack Z
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of X. Let ΓZ (resp. Γc) be global section functor with support on Z (resp.
with compact support). Let {Xi}i be a finite open covering of X where each
Xi is separated. Consider the Mayer-Vietoris functor for OX-modules
MV(F) = · · · → ⊕i<jι(Xi×XXj)!F → ⊕iιXi!F .
Let A •dR be the sheafify C
∞ de Rham complex of X. Applying MV yields a
double complex. We take the compactly supported cohomology of the total
complex to obtain
(A.10) · · · → ⊕i<jΓc(Xi ×X Xj,A •dR)→ ⊕iΓc(Xi,A •dR)→ 0,
which we denote by MVc({Xi}i,A •dR).
The trace map fits into the following commutative diagram of complexes
in the derived category D+(k) of lower bounded complexes of k-modules
RΓZkX //

Hm
Z
(X,kX)[−m]
 ∫
X
rr
MVc({Xi}i,A •dR) // ⊕iHmc (Xi,A •dR)/⊕i>j Hmc (Xi ×X Xj ,A •dR))[−m]
∑∫
Xi

k[−m].
We define H∗c (X) as the cohomology of the total complex of the Mayer-
Vietoris sequence above following [14], which shows in particular that the
definition does not depending on the choices of separated open coverings
and c-soft resolutions. Hence we have
Hm
Z
(X)→ Hmc (X)
∫
X−→ k.
In fact we can do more, i.e., in the (possibly) non-separated case we can
define an integration along the fiber as follows. Let f : X → M be a smooth
map between smooth complex analytic DM stacks. Let WM be a regular
function on M. Let {Mj}j∈J be a collection of separated open substacks
covering M such that Xi maps to Mji for some assignment j− : I → J . We
may assume that j− is an injective assignment, allowing repeated elements
Mj but with different index j. Fix well-orderings on I and J such that the
map j− preserves the well-ordering.
Let j~i := (ji1 , ..., jik ), X~i := Xi1 ×X ... ×X Xik , and Mj~i := Mji1 ×M ... ×M Mjik .
Then the usual pushforward maps (given by integration along the fiber of
the smooth submersion maps f |X~i in the C∞ sense),
(f |X~i)∗ : Γc(X~i,A (•,•))→ Γc(Mj~i ,A (•,•)[dim f ])
for all strictly-increasing-ordered multi-indices ~i = (i1, ..., ik), together form
a map
f∗ :MVc({Xi}i, (A (•,•), ∂¯ + f∗dWM))→MVc({Mj}j , (A (•,•), ∂¯ + dWM)).
(A.11)
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This is in fact a cochain map since it commutes with all 3 differentials,
i.e., ∑
~i,|~i|=l
(f |X~i)∗ ◦ δMV = δMV ◦
∑
~i′,|~i′|=l+1
(f |X~i′ )∗.
Indeed, the standard argument that the C∞ de Rham differential commutes
with (f |X~i)∗ can be adapted to our situation (of a holomorphic fibration) to
show f∗ commutes with ∂¯. Similarly, f∗(• ∧ f∗dWM) = dWM ∧ f∗• (using [34,
Lemma 7.2.6]).
In conclusion, we obtain an induced map on hypercohomology
f∗ : H
∗
c(X, (Ω
•
X
, f∗dWM))→ H∗−2dim fc (M, (Ω•M, dWM)),(A.12)
where H∗c is defined to be the cohomology of the Mayer-Vietoris sequence.
Note that f∗ is independent of the choices of such coverings {Xi}i, {Mj}j .
We call f∗ integration along the fiber. When M = Speck, we denote f∗ also
by
∫
X
.
For a smooth complex analytic DM stack X of dimension n, we have the
composition of maps
(A.13) Hn
Z
(X,Ωn
X
) // H2n
Z
(X) //
trace map

H2nc (X),
integrationttk.
Here the first map is given by
Ωn
X
[−n]→ (Ω•
X
, d) ∼qis k
and the vertical dotted map is defined in (A.5) whenever X is the analytifica-
tion of an DM stack, in which case the diagram obviously commutes. Hence
by abusing notation we will also denote the composited map by∫
X
: Hn
Z
(X,Ωn
X
)→ k.(A.14)
Lemma A.9. Consider the abstract wedge product described in §B.1. The
following holds for integration along fibers.
(1) (functoriality) Consider a smooth map M → L between smooth com-
plex analytic DM stacks with WM = g
∗
WL for some WL. Then
f∗ ◦ g∗ = (f ◦ g)∗ : Hc(X, (Ω•X, (g ◦ f)∗dWL))→ Hc(L, (Ω•L, dWL)).
(2) (projection formula) Let W1, W2 be regular functions on M. Then for
a ∈ H∗c(X, (Ω•X, f∗dW1)), b ∈ H∗(M, (Ω•M, dW2)), we have
f∗(a ∧ f∗b) = f∗a ∧ b
in H∗c(M, (Ω
•
M
, dW1 + dW2)).
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(3) (base change) Consider a fiber product of (possibly non-separated)
pure-dimensional smooth complex analytic DM stacks
Y
j //
g

X
f

N
i
// M
with f smooth. Then for a ∈ H∗c(X, (Ω•X, f∗dWM)) we have
i∗f∗a = g∗j
∗a
in H∗(N, (Ω•
N
, i∗dWN )). Furthermore if i is proper, the equality holds
in H∗c(N, (Ω
•
N
, i∗dWN )).
Proof. (1) is clear. For (2), let η : MV → Id be the natural isomorphism
of functors induced by the summing map. Then we have the following
realization of the abstract wedge product in D+(k).
RΓc(Ω
•
X
, dW1) ⊗k RΓ(Ω
•
X
, dW2) MVc({Xi}i, (A
(•,•), ∂¯ + dW1))⊗k Γ(MV({Xi}i, (A
(•,•), ∂¯ + dW2))
RΓc(Ω
•
X
⊗OX Ω
•
X
, dW1 ⊞ dW2) Γc(MV({Xi}i, (A
(•,•), ∂¯ + dW1))⊗OX MV({Xi}i, (A
(•,•), ∂¯ + dW2)))
RΓc(Ω
•
X
⊗OX Ω
•
X
, dW1 ⊞ dW2) MVc({Xi}i, (A
(•,•) ⊗OX A
(•,•), (∂¯ + dW1)⊗ 1 + 1⊗ (∂¯ + dW2))
RΓc(Ω
•
X
, dW1 + dW2) MVc({Xi}i, (A
(•,•), ∂¯ + dW1 + dW2))
L∆∗ ∆
∗=L∆∗ (by Malgrange’s Theorem)
= Γc(Id⊗η)
∧ ∧
where b|X~i := η(b|Xi) denotes the restriction of the class b to the separated
DM stack Xi which lies in Γc(Xi, (A
(•,•), ∂ + dW2)). The right hand side of
the diagram identifies the abstract wedge product as
(A.15) (a~i)~i ∧ b = (a~i ∧ b|X~i)~i.
Hence
f∗(a ∧ f∗b) = f∗(a~i ∧ f∗b|X~i) by (A.15)
= f∗(a~i) ∧ b|Mj~i by the usual projection formula
= f∗a ∧ b again by (A.15).
(3) follows from the base change property for (f |X~i)∗ (this holds for any
C∞ map). 
Corollary A.10. Consider a fiber product of pure-dimensional smooth com-
plex analytic DM stacks
Y
j //
g

X
f

N
i
// M
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with f smooth and i proper. Let W be a regular function on M with W|N = 0 and
let Z be a proper closed substack of X. Fix ηN ∈ H2(dim M−dim N)(M, (Ω•M,−dW))
and assume that
∫
M
b ∧ ηN =
∫
N
i∗b for every b ∈ H∗c(M, (Ω•M, dW)). Then for
any a ∈ H∗
Z
(X, (Ω•
X
, f∗dW)), we have∫
X
a ∧ f∗ηN =
∫
Y
j∗a.
Proof. We assert the following sequence of equalities∫
X
a ∧ f∗ηN =
∫
M
f∗a ∧ ηN =
∫
N
i∗f∗a =
∫
N
g∗j
∗a =
∫
Y
j∗a.
The first equality is by the projection formula and the functoriality in
Lemma A.9. The second equality uses the assumption explicitly stated in
the lemma. The last two equalities follow from the base change and the
functoriality in Lemma A.9 respectively. 
Lemma A.11. Let π : Q → X be a vector bundle on a smooth complex
analytic DM stack X and let Z be a proper closed substack of X. Then for
a ∈ H∗
Z
(X, (Ω•
X
, dW)) and b ∈ H∗
X
(Q, (Ω•Q,−π∗dW)) we have∫
Q
π∗a ∧ b =
∫
X
a ∧ π∗b,
where π∗a ∈ H∗π−1Z(Q, (Ω•Q, dW)), π∗b ∈ H∗(X, (Ω•X,−dW)).
Proof. The proof is the same as that of Lemma A.9 (2). The only modifi-
cation is by replacing the support conditions. 
A.3. The separated case. Let us now drop the assumption that f : X→ M
is smooth. Instead, suppose that there is an open immersion X → Y, where
X, Y are smooth DM stacks of finite type, and a proper map g : Y → M
extending f . Then applying Nironi’s Grothendieck-Serre duality [30] for
DM stacks to the complex (∧•TY, ιf∗dWM), we obtain an algebraic version of
the above map
f∗ : H
∗
Z
(X, (Ω•
X
, f∗dWM))→ H∗−2dim f (M, (Ω•M, dWM)),
where Z is a closed substack of X which is proper over k.
Remark A.12. The existence of an open immersion X→ Y as above implies
that f is separated since Y is separated over M. On the other hand, at least
for algebraic spaces, Nagata’s Theorem implies the converse, i.e., that such
an open immersion exists whenever f is separated [13].
Appendix B. Factorizations and twisted Hodge cohomology
B.1. Wedge product for the twisted Hodge complex. Let X be a
smooth DM stack with two global functions W1, W2 and two closed substacks
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Z1, Z2. There is a wedge product operation defined by the composition of
the following maps
(B.1)
H∗
Z1
(X, (Ω•
X
, dW1))⊗k H∗Z2(X, (Ω•X, dW2))
∼−→ H∗
Z1×Z2(X × X, (Ω•X, dW1)⊠OX (Ω•X, dW2)) by Ku¨nneth isomorphism→ H∗
Z1∩Z2(X, (Ω
•
X
, dW1)⊗OX (Ω•X, dW2)) by diagonal pullback
∧−→ H∗
Z1∩Z2(X,Ω
•
X
, d(W1 + W2)) by wedge product.
B.2. Tensor product for factorizations. Let Dfl(X, W) denote the full
subcategory of the co-derived category of OX-module factorizations consist-
ing of objects which are co-quasi isomorphic to objects with flat components.
There is a tensor product functor (see [16, §B.2.2])
• ⊗LOX • : Dfl(X, W1)×D(X, W2)→ D(X, W1 + W2)
(F ,G) 7→ F ′ ⊗OXG
where F ′ is a flat replacement of F . From this we deduce
Lemma B.1. Let X be a smooth DM stack and W be a global function. Let
R be a resolution of OX and F ∈ Dfl(X, W) be a factorization. Then
(B.2) F ∼= F ⊗LOX R.
Proof. As the functor is well-defined, the lemma is the special case where
W1 = W, W2 = 0 and G = R. 
B.3. Super trace for factorizations. Consider a DM stack X. Let W be a
regular function on X and H and G be OX-factorizations of (X, W).
Definition B.2. We say that H is perfect if there exists a surjective, e´tale
map from a variety T to X such that H is isomorphic in the derived category
D(T, W|T ) of OX-factorizations for W|T to a factorization with locally-free
components of finite rank.
Example B.3. Any virtual factorization K(α, β) is perfect (see Proposi-
tion 3.10)
Let F be a OX-factorization for the 0 function. We have Hom-⊗ adjunc-
tion:
(B.3) HomD(X,W)(F ⊗LOX H,G)
φ−→ HomD(X,0)(F ,RHom(H,G)).
Remark B.4. In our case, H = G = K(α, β) is a virtual factorization hence
H,G are both perfect and OX-flat. In particular, F ⊗LOX H = F ⊗OX H. On
the other hand, RHom(H,G) is less straight-forward. It can be defined, for
example, by taking an injective replacement of G.
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Setting F = RHom(H,G) we get an evaluation map
ev : RHom(H,G)⊗LOX H → G
defined as ev = φ−1(IdRHom(H,G)).
Setting F = H∨ ⊗LOX H and G = H in (B.3) yields a map
ψ : H∨ ⊗LOX H → RHom(H,H).
defined as ψ = φ(ev ⊗ IdH).
Lemma B.5. If H is perfect then ψ is an isomorphism in D(X, W).
Proof. It is enough to show that ψ is an isomorphism locally (see, e.g., [9,
Corollary 2.2.7]). Since H is perfect, this means we may assume that H is a
complex of locally free coherent sheaves. In this case ψ is component wise,
the usual isomorphism from H∨ ⊗OX H to Hom(H,H). 
Hence, when H is perfect we may define a supertrace map
str : RHom(H,H)→ OX
by str = ev ◦ ψ−1.
Let S be a sheaf of abelian groups on X. For any e´tale map U → X where
U is a scheme, we define the subsheaf of S with supports in Z by
γZ(S)(U) := Ker(S(U)→ S(U ×X (X− Z)).
This is a left exact functor and we define the local cohomology with support
along Z as the hypercohomology of corresponding right derived functor
H∗
Z
(X,S) := H∗(X,RγZ(S)).
In general for a complex S of sheaves of abelian groups on X or a factroization
on X for the 0 function, we defined H∗
Z
(X,S) = H∗ΓZ(GS) where GS is the
Godement resolution of S; see §C.2 and Lemma C.6
Let F be a factorization of the 0 function and let H be a perfect object
of D(X, W). Consider str ⊗ idF : REnd(H) ⊗LOX F → OX ⊗LOX F = F . This
induces a map
RγZ(str⊗ idF ) : RγZ(REnd(H)⊗LOX F)→ RγZ(F).
B.4. Atiyah class of a factorization. We now define the Atiyah class of
a factorization following [27]. In this subsection X can be any smooth DM
stack and W can be any regular function on X.
B.4.1. Let ΩdW
X
denote the factorization
ΩX
0−→ OX dW−→ ΩX(B.4)
for (X, 0). For a factorization H on (X, W), we consider the tensor product of
factorizations H⊗OX ΩdWX .
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Define the 1-st jet factorization of H as follows. As a Z/2Z-graded C-
vector space, it is a sum ΩdW
X
⊗OX H[−1]⊕H. Its OX-module structure is, by
definition,
f · (σ, s) = (fσ + df∧s, fs) for f ∈ OX, (σ, s) ∈ ΩdWX ⊗H[−1]⊕H.
The factorization structure for W is defined by
(σ, s) 7→ (δΩdW
X
⊗H(σ) + 1⊗ s, δH(s)),
where δE means the boundary map of the factorization E .
This yields a short exact sequence of OX-module factorizations of W
0→ ΩdW
X
⊗H[−1]→ ΩdW
X
⊗H[−1]⊕H → H → 0(B.5)
and hence a map
ât(H) : H → ΩdW
X
⊗OX H
in the derived category of factorizations for (X, W). We call ât(H) the Atiyah
class of H which can also be viewed as an element
ât(H) ∈ H0(RHom(H,ΩdW
X
⊗OX H)).
Remark B.6. Consider a map f : Y→ X between smooth DM stacks. It is
clear that
f∗ât(H) = ât(Lf∗H) : Lf∗H → Ωdf∗W
Y
⊗OY Lf∗H.
Remark B.7. (1) Let E be a vector bundle on X. Then there is an
e´tale atlas Y → X where E|Y has a connection. Denote by Cˇ the
Cˇech functor giving the Cˇech resolution CˇE of E. Then we have a
component-wise connection∇ on CˇE, i.e., ∇ is a collection {∇(i)}i∈Z
where ∇(i) is a usual connection CˇiE → CˇiE ⊗ Ω•
X
. The failure
whether it is a cochain map is measured by a cochain map [∇, δˇ] :
CˇE → CˇE ⊗ Ω•
X
[1] which represents the usual Aityah class of E.
The usual Cˇech representative in literature is the composition E →
CˇE → CˇE ⊗ Ω•
X
[1].
(2) Suppose that there is a component-wise connection ∇ : H → Ω1
X
⊗H.
Using the connection we take a component-wise right splitting OX-
module morphism H → ΩdW
X
⊗H[−1]⊕H of the form (∇, idH). This
yields an expression for âtH given by the cochain map
(B.6) (idH, [∇, δH]) : H → ΩdWX ⊗H = H⊕ Ω1X[1]⊗H
between factorizations whenever H has a connection.
(3) Whenever H is a matrix factorization, we can obtain a Cˇech repre-
sentative of ât(H) using local connections.
Remark B.8. Starting from the de Rham differenital ddR : OX → Ω1X,
we obtain the induced connection dGdR : GOX → GOX ⊗ ΩX compatible
with the cosimplicial maps and hence the induced connection dThGdR :
ThGOX → ThGOX ⊗ ΩX compatible with the differential of the complexes.
Let K be a Koszul complex. Since it is a complex of vector bundles, a
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Cˇech resolution CˇK has a component-wise connection ∇
CˇK. We then ob-
tain a component-wise connection ∇
CˇK ⊗ id + id⊗ dThGdR on the complex
CˇTh•GK = CˇK ⊗ ThGOX. Hence, in particular for a virtual factoriza-
tion H, we have a Cˇech resolution Cˇ(OX) ⊗ H (which is flat by flatness of
the Cˇech resolution and Remark 3.5)of H with a connection ∇
CˇH. If Hi,
i = 1, 2 are virtual factorizations, then (H1⊗ Cˇ(OX))⊗ (H2⊗ Cˇ(OX)), which
is co-quasi-isomorphic to H1⊗H2, has a connection ∇CˇH1⊗ id+ id⊗∇CˇH2 .
Remark B.9. Let X be a smooth complex analytic DM stack. An ana-
lytic Atiyah class can be defined for any OX-factorization the same way (by
working over the sheaf of analytic functions OX). We abuse notation and
terminology by still simply calling this the Atiyah class and writing aˆt(H).
Afterall, these definitions are compatible. Namely, if X = Yan and H is a
OY-factorization then
ât(Han) = (ât(H))an.
This analytic Atiyah class also has the following nice description. Assume
that X is separated and that H is a locally-free OX-factorization. Then ât(H)
has a Dolbeault representative (see also [27, Proposition 1.5]). In this case,
we may always choose a C∞
X
-connection of H⊗OX C∞X ,
∇ : H⊗OX C∞X →H⊗OX (A 1,0X ⊕A 0,1X ).
Note that the (1, 0)-part ∇1,0 of ∇ provides a component-wise splitting of
(the analytic analog of) the exact sequence (B.5) as OX-modules after the
replacement of ΩdW
X
⊗OX H[−1] by ΩdWX ⊗OX H ⊗OX A 0,•∂¯ [−1]. Therefore the
Atiyah class is represented by the Dolbeault cocycle
(idH, [∇1,0, δH]− ∂¯(∇1,0))(B.7)
∈ Γ(X, (A ≤1,•
X
⊗ EndH, [δH, ] + dW+ ∂¯)).
Remark B.10. Let X be a smooth complex analytic DM stack. When
W = 0, aˆt(H) = idH + at(H), where at(H) is the usual Atiyah class of the
2-periodic complex H of OX-modules. If H is a factorization whose zero-th
component is the line bundle L and other component 0, then the topological
first Chern class ctop1 (L) is
i
2πat(L) (see [23]).
B.4.2. We denote by Υ(Ω•
X
, dW) the factorization of 0 defined as the folding
of the complex (Ω•
X
, dW). For positive integers consider the nth iteration
ât
n
(H) : H ât(H)−−−→ ΩdW
X
⊗H
id
ΩdW
X
⊗ât(H)
−−−−−−−−→ (ΩdW
X
)⊗2 ⊗H → ...→ (ΩdW
X
)⊗n ⊗H
Notice that (ΩdW
X
)⊗n is the folding of the complex
(ΩdW
X
)⊗n = O → ...→ ((ΩX)⊗k)⊕(
n
k) → ...→ (ΩX)⊗n
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Consider the following map φn of complexes:
O dW //
=

(ΩX)
⊕n dW //
∑

(Ω⊗2
X
)⊕(
n
2) //
∑

...
dW// (Ω⊗n−1
X
)⊕n
dW //
∑

Ω⊗n
X
∑

O ndW //
=

ΩX
(n−1)dW
//
1
n

Ω2
X
//
1
n(n−1)

...
2dW // Ωn−1
X
dW //
1
n(n−1)···2

Ωn
X
1
n!

O
dW
// ΩX
dW
// Ω2
X dW
// ...
dW
// Ωn−1
X dW
// Ωn
X
,
where
∑
means the sum followed by the wedge product, i.e., the natural
map [O → ΩX]⊗n → Symn[O → ΩX]. Then, abusing notation and denoting
by φn the induced map on the foldings tensor with H, we define, for large
enough n
eât(H) := φn(ât
n
(H)) : H → H⊗Υ(Ω•
X
, dW),
while the left side is stabilized after n ≥ dim X. Notice that this agrees with
the usual Chern character (i.e., the exponential of the usual Atiyah class)
when w = 0.
From now on assume that H is perfect. View eât(H) as a map
eât(H) : OX → REndH⊗Υ(Ω•X, dW).
If (H, δH) is supported on a closed substack Z (including the case when
Z = X), we have an isomorphism
H∗(X,REndH⊗Υ(Ω•
X
, dW))
∼=−→ H∗
Z
(X,REndH⊗Υ(Ω•
X
, dW))
so that we may regard eât(H) as an element of the latter hypercohomology
at ∗ = 0. Utilizing the supertrace map described in §B.3 we get an induced
map
H0RγZ(str ⊗ idΥ(Ω•
X
,dW)) : H
0
Z(X,REndH⊗Υ(Ω•X, dW))→ H0Z (X,Υ(Ω•X, dW)).
We define the localized Chern character ofH as the local cohomology element
chX
Z
(H) := H0RγZ(str ⊗ idΥ(Ω•
X
,dW))(φ(e
ât(H)))(B.8)
∈ H0
Z
(X,Υ(Ω•
X
, dW)) = Heven
Z
(X, (Ω•
X
, dW)),
where str is the super trace operation.
Remark B.11. We can also define the localized analytic Chern character
of a perfect factorization H on a smooth complex analytic DM stack X, using
the analytic Atiyah class (see Remark B.9) of a perfect OX-factorization H.
Similarly, the definition is compatible with the algebraic one. Thus we again
abuse terminology and notation by calling it simply the localized Chern
character and writing it chX
Z
(H) if H is supported on a complex analytic
substack Z of X.
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B.4.3. Let (H1, δH1) be a perfect factorization supported on a closed sub-
stack Z1. Let H2 be a bounded perfect complex on X supported on a closed
substack Z2. Consider H = H1⊗LOXH2 as a perfect factorization for W—here
we take the folding of H2.
Lemma B.12. Suppose that Hi admits a connection and every component
of Hi is OX-flat for i = 1, 2. Then the following multiplicative properties
hold.
âtH = âtH1 ⊗ idH2 + idH1 ⊗ atH2;(B.9)
chX
Z1∩Z2H = chXZ1H1 ∧ chXZ2H2,(B.10)
where atH2 is the Z2-folding of the usual Atiyah class for H2 considered as
a bounded perfect complex and chX
Z2
H2 is the localized Chern character of H2
considered as a factorization.
Proof. By assumption we have connections ∇i for each Hi and thus a con-
nection ∇ := ∇1 ⊗ id + id ⊗ ∇2 for H := H1 ⊗OX H2. Hence we have the
expression (B.6) for the Atiyah class of H. From this the first equation
(B.9) is immediate. The second equation (B.10) follows from (B.9) and the
equality
φ2n(âtH1 ⊗ idH2 + idH1 ⊗ atH2)2n =
n∑
k=0
1
k!
φn+k(âtH1)n+k ∧ (atH2)k,
for any n with n ≥ dim X (where the identity above uses the Koszul sign
rule). 
Consider a map f : Y→ X between smooth DM stacks and let Z′ := f−1Z.
Lemma B.13. In Heven
Z′
(Y, (Ω•
Y
, f∗dW)) we have f∗chX
Z
H = chY
Z′
Lf∗H.
Proof. This is immediate since all the maps RγZ(str ⊗ idΥ(Ω•
X
,dW)), φ, ât(H)
in derived categories commute with Lf∗. 
We have the following multiplicative property for the tensor product of
factorizations. When X is affine and the components of factorizations are
vector bundles, it is Theorem 5.17 of Yu [39].
Theorem B.14. Let H1, H2 be two perfect factorization on X for W1, W2,
respectively and let n = dimX. Assume that each of the components Hi,
i = 1, 2, are OX-flat and admit connections. Then as morphisms in derived
category we have the following equality
(B.11) φn(âtH1) ∧ φn(âtH2) = φn(ât(H1 ⊗H2))
with the Koszul sign convention.
Proof. Let ∇i be connections of Hi. Each sequence (B.5) for Hi becomes
component-wise split, i.e., there is a OX-module homomorphism (∇i, id) :
Hi → ΩdW⊗Hi[−1]⊕Hi, which is not necessarily a chain map between factor-
izations. The module homomorphism amounts to the connection property:
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∇i(fs) = ∇i(s)+df ∧s. We have âtHi = (id, [∇i, δHi ]) : Hi → ΩdW⊗Hi and
ât(H1⊗H2) = (id, [∇1⊗ id+id⊗∇2, δH1⊗H2 ]) : H1⊗H2 → ΩdW⊗(H1⊗H2).
Now using these expressions of Atiyah classes, the proof follows by a formal
algebraic computation as in the proof of [39, Theorem 5.17]. 
Theorem above immediately implies the following.
Corollary B.15. Let H1, H2 be two perfect factorization on X for W1, W2,
supported on Z1, Z2, respectively. Assume that either (1) Hi, i = 1, 2, are
OX-flat and allow connections; or (2) Hi are virtual factorizations. Then
chX
Z1∩Z2(H1 ⊗OX H2) = chXZ1H1 ∧ chXZ2H2.(B.12)
Proof. The first case is an obvious corollary of Theorem B.14. The second
case follows from Remark B.8 and the first case. 
B.5. Atiyah classes and localized Chern characters in the C∞-case.
Let X be a separated, smooth, finite type complex analytic DM stack and let
F be a C∞
X
-module factorization for a function W such that each component
of F as a C∞
X
-module is a finitely generated locally free module. We will
simply say that F is a C∞
X
-module matrix factorization for W. For example,
one can consider H⊗OXC∞X for any OX-module matrix factorization H. Here
again by a OX-module matrix factorization we mean a factorization whose
components are OX vector bundles. We define the Atiyah class of F as
follows. First, we replace the OX-factorization ΩdWX for the zero function by
the C∞
X
-factorization
ΩdW
X,∂¯ := Ω
dW
X
⊗OX A 0,•∂¯
for the zero function. Here we omit the folding notation. We take the
Z/2Z-graded k-vector space
ΩdW
X,∂¯ ⊗C∞X F [−1]⊕F [−1].
We define its C∞
X
-module structure by
f · (σ, s) := (fσ+ (∂f + ∂¯f)∧ s, fs) for f ∈ C∞
X
, (σ, s) ∈ ΩdW
X,∂¯ ⊗H[−1]⊕H
and its C∞
X
-factorization structure for W by
(σ, s) 7→ (δΩdW
X,∂¯
⊗F (σ) + 1⊗ s, δF (s)).
By construction, we see that there is a short exact sequence of factorizations
0→ ΩdW
X,∂¯ ⊗C∞ F [−1]→ ΩdWX,∂¯ ⊗C∞ F [−1]⊕F → F → 0.(B.13)
Hence we obtain a class
aˆt(F) ∈ H0RHom(F ,ΩdW
X,∂¯ ⊗C∞X F) = Γ(X, End(F)⊗ ΩdWX,∂¯ )
corresponding to (B.5) which we call the Atiyah class of F . For an OX-
module matrix factorization H, we can tensor all elements in the construc-
tion by the identity to obtain the formula
(B.14) aˆt(H⊗OX C∞X ) = aˆt(H)⊗ 1.
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Remark B.16. As before we may always choose a C∞
X
-connection of F ,
∇ : F → F ⊗OX (A 1,0X ⊕A 0,1X ).
Note that the (1, 0)-part ∇1,0 of ∇ provides a component-wise splitting of
the exact sequence (B.13). Therefore the Atiyah class is represented by the
Dolbeault cocycle
(idF , [∇1,0, δF ]− ∂¯(∇1,0))(B.15)
∈ Γ(X, (A ≤1,•
X
⊗ EndF , [δF , ] + dW+ ∂¯)).
We also define eaˆt(F) := ψ(aˆt
n
(F)) where aˆtn(F) is the composition F →
ΩdW
X,∂¯
⊗C∞ F → ...→ (ΩdW
X,∂¯
)⊗n⊗C∞ F . We need to explain ψ. First consider
the natural quotient map from (ΩdW
X,∂¯
)⊗n to SymnΩdW
X,∂¯
which is the top line
complex of
A
0,•
∂¯
ndW //
=

A
1,•
∂¯
(n−1)dW //
1
n

A
2,•
∂¯
//
1
n(n−1)

...
2dW// A
n−1,•
∂¯
dW //
1
n(n−1)···2

A
n,•
∂¯
1
n!

A
0,•
∂¯ dW
// A
1,•
∂¯ dW
// A
2,•
∂¯ dW
// ...
dW
// A
n−1,•
∂¯ dW
// A
n,•
∂¯
The map ψ is defined to be the composition of the cochain maps above,
after the folding, tensored with the identity of F .
If F is supported on a closed sublocus Z of X, we define the localized
Chern character of F as
chX
Z
(F) = H0RγZ(str ⊗ idΥ(A •,•
X
,dW+∂¯))(ψ(e
ât(H)))
∈ H0
Z
(X,Υ(A •,•
X
, dW + ∂¯)).
For an OX-module factorization H the identification
(B.16) chX
Z
(H⊗OX C∞X ) = chXZ(H)
follows from (B.14).
We also have the multiplicative property (corresponding to Corollary
B.15), whose proof we omit since it is parallel to the given proof.
Corollary B.17. Let F1, F2 be two C∞X matrix factorization on X for W1, W2,
supported on Z1, Z2, respectively. Then
chX
Z1∩Z2(F1 ⊗C∞X F2) = chXZ1F1 ∧ chXZ2F2.
B.6. Splitting Principle. Let X be a separated, smooth, finite type com-
plex analytic DM stack and let E be a holomorphic vector bundle on X. We
consider the complete flag bundle Y of E. Let π : Y → X be the projection
and let Fl be the complete flag variety of Cn where n is the rank of E.
Lemma B.18. There is a quasi-isomorphism
φ : (Ω•
X
, dW)⊗C (
⊕
p,q
Hp(Fl,ΩqF l)[p+ q])→ Rπ∗(Ω•Y, π∗dW))
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in the bounded derived category of coherent sheaves on X, which extends
Rπ∗ξ
∗ : (Ω•
X
, dW)→ Rπ∗(Ω•Y, π∗dW)), where ξ : π∗(Ω•X, π∗dW)→ (Ω•Y, π∗dW)) is
the natural map.
Proof. Consider ∂¯-Harmonic (1, 1)-forms representing the Chern classes of
tautological quotient line bundles on the flag bundle Y. We take a suitable
collection {ηj}j of the wedge products of ωi which, under the restrction,
represents a basis {[ηj |F iber]}j of the Dolbeault cohomology of a (and hence
every) fiber Fiber of π. For each integer k ≥ 0 and a ∈ Ωk
X
, we now define
φ(a⊗ [ηj |F iber]) = π∗a ∧ ηj . This yields a cochain map φ. Note that φ is a
quasi-isomorphism since it is so locally where π is a trivial fibration. 
Corollary B.19. The pullback π∗ : H∗(X, (Ω•
X
, dW)) → H∗(Y, (Ω•
Y
, π∗dW)) is
injective.
The vector bundle π∗E has a filtration by vector bundles whose quotients
are holomorphic line bundles Li. Since Γ(Y, Li ⊗OY C∞Y ) is a finitely gen-
erated projective C∞(Y)-module by Swan’s theorem ([29]), π∗E ⊗OY C∞Y is
isomorphic to ⊕iLi ⊗OY C∞Y in the category of C∞Y complex vector bundles
on Y. Let σ be a holomorphic section of E and let τ be a section of E∨
such that 〈τ, σ〉 = W. Then π∗σ, π∗τ induce C∞-sections σi of Li ⊗ C∞Y ,
C∞-sections τi of L
∨
i ⊗C∞Y . Hence if m is the rank of E, the matrix factor-
ization π∗{τ, σ}⊗OYC∞Y is quasi-isomorphic to {τ1, σ1}⊗C∞Y ...⊗C∞Y {τm, σm}
as C∞
Y
-factorizations for the function π∗W.
Lemma B.20. Let Z be the zero locus of the section τ ⊕ σ of E∨ ⊕ E and
let Zi be the zero locus of τi ⊕ σi of (L∨i ⊕ Li)⊗ C∞Y . We have
chYπ−1Z(π
∗{τ, σ}) = ∧ichYZi({τi, σi})(B.17)
in H∗π−1Z(Y, (Ω
•
Y
, π∗dW)). In particular, every homogeneous component of
chX
Z
{τ, σ} has degree at least 2rankE.
Proof. Equation (B.17) follows from (B.16), Corollary B.17 and the discus-
sion above. It remains to prove the assertion on the degree. By (B.17),
Corollary B.19 it is enough to prove that every homogeneous component of
chY
Zi
({τi, σi}) has degree at least 2. For this, let ∇i be a connection on the
complex vector bundle C∞
Y
⊕ L∨i and let δi be the odd degree differential
of {τi, σi} so that {τi, σi} = (C∞Y ⊕ L∨i , δi). We then consider the expres-
sion (B.15) of the Atiyah class of {τi, σi}. The virtual rank of {τi, σi} is
zero. Note also that the super trace of [∇1,0i , δi] vanishes since [∇1,0i , δi] is of
odd degree. Hence each component of the super trace of e(id,[∇
1,0
i ,δi]−∂¯(∇
1,0
i ))
has bidegree at least (1, 1) which is (more than) enough to complete the
proof. 
Appendix C. Thom-Sullivan and Godement Resolutions
C.1. The Thom-Sullivan Construction. We very briefly treat the Thom-
Sullivan construction here and prove only the properties we require. Please
see, for example [22], for much more detail.
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Let Ω• be the simplicial commutative differential graded (cdg) k-algebra
which sends the n-simplex to the algebraic de Rham complex of k[t0, ..., tn]/(
∑
ti−
1), i.e.,
Ω[n] := k[t0, ..., tn, dt0, ..., dtn]/(
∑
ti − 1,
∑
dti).
with the deRham differential ddR.
Let R be a k-algebra and A be a cosimplicial R-module. Let f be a mor-
phism in the simplex category. The Thom-Sullivan construction associates
to A the subcomplex
Th•(A) := {(ci) | (A(f)⊗ 1)(cn) = (1⊗ Ω(f))(cm) ∀f ∈ Hom∆([n], [m])}
⊆
∏
n∈N
A[n]⊗k Ω[n].
As Ω[n] is a complex, this amounts to a functor from cosimplicial R-modules
to complexes of R-modules
Th• : ∆R→ dgR.
Now, let X be a Noetherian site over Speck and F ∈ ∆X be a cosimplicial
sheaf. Then we get a presheaf of complexes
Th• : ∆X → dgX
U 7→ Th•(F(U)).
Proposition C.1. If F is a cosimplicial sheaf, then the presheaf Th•(F) is
a sheaf.
Proof. Since X is Noetherian, by [28, III. Proposition 3.5], it is enough to
check the sheaf axioms on all opens U and all finite covers U =
⋃
Ui. Then,
the sheaf axioms for F are equivalent to requiring that
F(U) ∏iF(Ui) ∏i,j F(Ui ∩ Uj)
is an equalizer diagram for all finite covers. Since Th• is exact [22, Corollary
6.12], it preserves finite limits. Hence
Th•(F(U)) ∏i Th•(F(Ui)) ∏i,j Th•(F(Ui ∩ Uj))
is an equalizer diagram for all finite covers i.e Th•(F) is a sheaf. 
Finally, given a cosimplicial complex of sheaves of OX -modules, we may
view it as a complex of cosimplicial sheaves of OX -modules. As Th• is a
functor, we get a complex of complexes of sheaves of OX -modules, i.e., a
double complex of sheaves of OX -modules. Taking the total complex, we
obtain a functor
Th• : ∆dgOX → dgOX .
which we call the Thom-Sullivan functor.
The following proposition is very well known. We record its simple proof
since it is one of the most crucial aspects of the functor we require.
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Proposition C.2. The Thom-Sullivan functor takes cosimplicial cdg OX -
algebras to cdg OX -algebras, i.e., it restricts to a functor
Th• : ∆cdgaOX → cdgaOX .
Proof. Suppose A is a cosimplicial cdg OX -algebra. Since Ω• is a simplicial
cdg k-algebra we see that ∏
n∈N
A[n]⊗k Ω[n]
is a cdg OX -algebra. The algebra structure on this product restricts to the
subcomplex Th•(A) since
(A(f)⊗ 1)((a ⊗ b) · (c⊗ d))
= ±(A(f)⊗ 1)(ac⊗ bd)
= ±A(f)(a)A(f)(c)⊗ bd since A is a cosimplicial cdga
= ±(A(f)(a)⊗ b) · (A(f)(c) ⊗ d)
= ±(a⊗ Ω(f)(b)) · (c⊗ Ω(f)(d)) for a⊗ b, c⊗ d ∈ Th•(A)
= (1⊗ Ω(f))((a⊗ b) · (c⊗ d)) since Ω• is a simplicial cdga.

The following proposition is known as the “de-Rham” theorem.
Proposition C.3. Integration of algebraic forms induces a quasi-isomorphism∫
A
: Th•A :→ N(A).
where N is the functor which associates to a cosimplicial object its normal-
ized cochain complex.
Proof. This is very well known. See for example [22, Lemma 5.2.8]. 
The Thom-Sullivan construction behaves well with respect to acyclicity
properties. In this regard, we record the following two propositions.
Proposition C.4. For a topological space X, the Thom-Sullivan functor
takes cosimplicial flasque sheaves of k-vector spaces to complexes of flasque
sheaves of k-vector spaces.
Proof. By [22, Corollary 6.12], Th• is exact. In particular, it preserves
surjections. 
Proposition C.5. Let E´t(X) be the small e´tale site of a (not necessar-
ily separated) Deligne-Mumford stack X. Let Z be a closed substack of X.
The Thom-Sullivan functor takes cosimplicial ΓZ-acyclic sheaves on E´t(X)
to complexes of ΓZ-acyclic sheaves on E´t(X).
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Proof. Let F be a cosimplicial ΓZ-acyclic sheaf of k-vector spaces, let X → X
be an atlas, and let Z := Z×X X. We have
Th•ΓZ(X,F) = Th
•eq(ΓZ(X,F)⇒ ΓZ×XZ(X ×X X,F)) since F is a sheaf on E´t(X)
= eq(Th•ΓZ(X,F)⇒ Th
•ΓZ×XZ(X ×X X,F)) by [22, Corollary 6.12]
= ΓZ(X,Th
•F) by Proposition C.1.
Hence
R(ΓZ(X,−) ◦ Th•)F = R(Th• ◦ ΓZ(X,−))F
= Th• ◦ RΓZF by [22, Corollary 6.12]
= Th• ◦ ΓZ(X,F) as F is ΓZ-acyclic
= ΓZ(X,Th
•F).

C.2. Godement meets Thom-Sullivan. Let X be a DM stack and Z be a
closed substack of X. Following [35, Construction 1.31], we have a canonical
cosimplicial Godement resolution GF of any sheaf F on E´t(X).
Lemma C.6. Let F be a sheaf of abelian groups on X. The cosimplicial
sheaf of abelian groups GF is ΓZ-acyclic.
Proof. Following Thomason [35], we let P be the set of all points of the
topos Xe´t associated to X in some fixed universe. Denote by Xdis the discrete
topos indexed by P . There is a natural map of topoi p : Xdis → Xe´t and
G[0] = p∗p
∗ by definition. Hence
RΓZ(G[0]F) = RΓZ(p∗p∗F)
= RΓZdis(p
∗F) since p∗ is exact
= ΓZdis(p
∗F) since ΓZdis is exact on a discrete topos.
Hence G[0]F is acyclic. As G[n] :=
n−times︷ ︸︸ ︷
G[0] ◦ · · · ◦G[0], the result follows by
induction on n. 
Let F be a sheaf of k-vector spaces and consider it simultaneously as a
constant cosimplicial sheaf. The inclusion of cosimplicial OX -modules
ι : F → GF
induces a map
(C.1) Th•(ι) : F = Th•F → Th•GF .
Lemma C.7. The chain map Th•(ι) is a quasi-isomorphism.
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Proof. There is a commutative diagram
F Th•GF
N(GF)
Th•(ι)
N(ι)
∫
GF
Since N(ι) and
∫
GF are quasi-isomorphisms (see C.3), it follows that Th
•(ι)
is a quasi-isomorphism. 
Let us now gather much of what we have done into a single useful state-
ment.
Proposition C.8. Let X be a (not necessarily separated) DM stack over
k and A be a quasi-coherent sheaf of cdg OX-algebras. Let Z be a closed
substack of X. The complex of sheaves Th•GF is a ΓZ-acyclic sheaf of cdg
OX-algebras which is quasi-isomorphic to F .
Proof. This follows immediately from Propositions C.2 and C.5 and Lem-
mas C.6 and C.7. 
Finally, we record the following.
Lemma C.9. Let F be a bounded complex of locally-free OX -modules of
finite rank. The natural map
(Th•GOX )⊗OX F → Th•GF .
is an isomorphism.
Proof. This can be checked locally by Proposition C.1. Hence, we may
assume F = O⊕nX . Then, it follows from the fact that both G and Th• are
obtained as certain a combination of limits and colimits and hence commute
with finite sums (which are both finite limits and finite colimits). 
Appendix D. Notational glossary
k the field of complex numbers, 5
(V,Γ, χ, w, ν) the input GLSM data, 6
C×R an auxiliary multiplicative group acting on V 6
dw the pairing of C
×
R and χ 6
P (Y ) the vector bundle associated to a Γ-representation Y 8
X the target of our theory, 6
Ĝ the group of characters of G, 8
C the coarse moduli space of a DM stack C, 8
BΓ a moduli stack of curves with additional bundle data, 9
LG(X ) a moduli space of LG maps to X , 8
U a smooth DM stack containing LG(X ), 8
π : C→ BΓ the universal curve 9
V the universal vector bundle on the universal curve, 9
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[A → B] a π∗-acyclic resolution of V, 9
[A→ B] the pushforward of [A → B], 9
β a geometrically realized obstruction theory differential, 10
evi the evaluation map, 11
IX the inertia stack of X , 11
aU a class associated to the GLSM data, 14
{τ, σ} the Koszul matrix factorization, 14
∆C cosimplicial objects in a category C, 15
dgOX the category of complexes of OX -modules, 15
cdgaOX category of cdg OX -algebras, 15
K the Koszul complex, 15
α a component of aU, 15
X a DM stack which is not necessarily separated, 16
K(τ, σ) the TK factorization associated to τ, σ, 17
D(X, W) the coderived category of OX-module factorizations, 17
K(α, β) the virtual factorization, 17
Mg,r the moduli stack of n-pointed genus g stable curves 17
(ΩIX , dw) the dual of the Koszul complex of dw on IX , 17
f∗τ the pullback of τ 19
Z the moduli space of LG maps to the critical locus, 21
inv an automorphism of IX , 30
tdch the Todd-Chern class of a TK factorization 33
[U]virW the virtual fundamental class 33
fgt the forgetful map from U to Mg,r, 33
ci the weights of the C
×
R-action, 37∫
X
the trace map, 57
MV the Mayer-Vietoris functor, 61
MVc compactly supported Mayer-Vietoris complex, 61
γZ the subsheaf of sections with supports in Z, 66
H∗
Z
(X,F•) hypercohomology of the complex RγZF• 66
Cˇ the Cˇech functor for an e´tale cover, 67
(Ω•, ddR) the simplicial algebraic deRham complex, 74
Th• the Thom-Sullivan functor, 74∫
A integration for a cosimplicial object A, 75
N the normalized cochain complex, 75
E´t(X) the e´tale site associated to X, 75
G the Godement functor, 76
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