Abstract In this paper, we put forward a hybrid approach based on the life cycle for the artificial bee colony algorithm to generate dynamical varying population as well as ensure appropriate balance between exploration and exploitation. The bee life-cycle model is firstly constructed, which means that each individual can reproduce or die dynamically throughout the searching process and population size can dynamically vary during execution. With the comprehensive learning, the bees incorporate the information of global best solution into the search equation for exploration, while the Powell's search enables the bees deeply to exploit around the promising area. Finally, we instantiate a hybrid artificial bee colony (HABC) optimizer based on the proposed model, namely HABC. Comprehensive test experiments based on the well-known CEC 2014 benchmarks have been carried out to compare the performance of HABC against other bio-mimetic algorithms. Our numerical results prove the effectiveness of the proposed hybridization scheme and demonstrate the performance superiority of the proposed algorithm.
Introduction
Swarm intelligence (SI) has become a significant research subfield of artificial intelligence inspired by natural behavior of the swarm individuals [1] [2] [3] [4] [5] [6] [7] . The artificial bee colony (ABC) algorithm is a popular SI-based algorithm by simulating waggle dance and foraging behaviors of real honeybee colonies [8] . Due to the simple concept, easy implementation and fast convergence, ABC has attracted much attention and wide applications in numerical optimization domain [9, 10] and engineering applications [11] [12] [13] [14] . However, there are still some issues or limitations associated with this algorithm. For example, ABC becomes computationally inefficient after being easily trapped in the local optima. In addition, due to the random selection of the neighbor bee and dimension in the search equation of ABC, the information exchange between individuals is restricted in a random dimension, resulting in that the exploration is deemed not ''global'' enough. In other words, the quick exploration of the search space and the elaborate exploitation of potentially good solutions have become the two meaningful but contrary goals in ABC research.
A number of significant modifications for ABC have been proposed to further improve its performance. For instance, the PSO-based search equation has been introduced to enhance the powerful global search in the early stage of ABC [15] . It integrates the information of the global best solution (gbest). Similarly, Banharnsakun et al. [16] has proposed an interesting improvement scheme; that is, the enhanced information share is achieved by incorporating the best-so-far solutions found among the entire population on the onlooker bee phase. Gao et al. [17] develop a hybrid ABC variant using the modified search equation and orthogonal learning strategies, which demonstrated its high effectiveness and efficiency. Several hybrid approaches to ABC also have been developed [18] [19] [20] [21] . For example, the Rosenbrock ABC algorithm proposed by Kang et al. [20] utilizes a novel exploitation scheme using the Rosenbrock's rotational direction method. In [22] , the search equation of Gaussian artificial bee colony (GABC) algorithm was modified by adding a control parameter for appropriately balancing the Gaussian and the uniform distribution.
However, the existing ABC variants are all built on the population-based modeling approach, in which all individual bees are identical as employed bees or onlooker bees and follow the same rules. Unfortunately, this will cause the loss of population diversity. Recent honeybee biological studies have revealed that the life-cycle mechanism serving as one of the essential evolution processes for honeybee survival, can significantly affect the individual behaviors and population dynamics of honeybees. Many simulation studies have been presented to model such population dynamics [23, 24] . Hence, this paper proposes a novel optimization scheme, namely hybrid artificial bee colony (HABC) algorithm, which synergizes the idea of the bee life-cycle model with a pool of optimal searching strategies including Powell's search and comprehensive learning. The proposed HABC model is inherently different from others in the following aspects:
(a) To redefine the individual behaviors within the bee colony. This new life-cycle framework contains several states of forage, reproduction and death that shift periodically, which enables population size to dynamically vary according to the nutrient (nectar) dynamic change. This mechanism has a significant merit of reducing the computational complexity of the optimization process. (b) To redefine the local search behaviors when a bee finds promising area. The Powell's search is incorporated to emphasize the exploitation process. (c) To redefine the bee-to-bee communication mechanism. The underlying idea behind comprehensive learning is to facilitate more information shared among bee colony as opposed to classical ABC that engaged in searching just the single individual.
The structure of the paper is as follows. Section 2 describes the canonical ABC algorithm in detail. In Sect. 3, the bee life-cycle model (BLCM) is presented and the proposed HABC algorithm based on BLCM is given in Sect. 4. Section 5 presents the experimental studies of the proposed HABC and the other algorithms with descriptions of the involved benchmark functions, parameters settings and experimental results. Section 6 outlines the conclusions.
Canonical ABC algorithm
In the canonical ABC algorithm, three kinds of ''bees'' are employed [7] : employed bees that explore specific nectar (food) sources and passing food information via dancing, onlooker bees that keep watch on the employed bees and scout bees searching for nectar sources randomly. Typically, each food source corresponds to only one employed bee, which means the population size of employed bees is equal to the number of food sources [7] [8] [9] . At the initial stage, the employed bees associated with specific food sources share food information with others. Afterward, the onlooker bees are responsible for selecting the locations of good food sources, and it is worth noting that the locations with relatively higher quality food sources are more likely to be chosen by the onlooker bees for exploitation. And then they further exploit the food near their selected food sources. If a food source found by employed bee is exhausted, it will be replaced with a new one by a newly produced scout. The fundamental mathematic representations are listed as follows.
Step 1 Initialization phase.
In initialization phase, a group of food sources representing possible solutions are generated randomly by the following equation: Step 2 Employed bees' phase.
In the employed bees' phase, the neighbor food source (candidate solution) can be generated from the old food source of each employed bee in its memory using the following expression:
where k is a randomly chosen index representing a neighbor bee and should be different from current bee i; j is another randomly chosen index denoting a random variable; / denotes a number randomly falling into [-1, 1].
Step 3 Onlooker bees' phase.
In the onlooker bees' phase, an onlooker bee selects a food source lying on the probability value linked with that corresponding food source; P i can be defined as following expression:
where fitness i denotes the fitness (quality) value of jth solution.
Step 4 Scout bees' phase.
In the scout bees' phase, once a food source (potential solution) cannot be ameliorated further during a predetermined cycle (defined as ''limit'' in ABC), the food source should be replaced with a new one, while the employed bee associated with it subsequently becomes a scout. The new food source is generated randomly according to Eq. (1).
Those procedures from steps 2 to 4 will be carried out repetitively until the termination condition is met.
3 The bees' life-cycle model
Individual polyethism in honeybee colony
In the biological science, the natural honeybee colony appears to maintain an appropriate dynamically balanced population, where each individual should undergo various phases identified by the individual polyethism [25, 26] . The termed polyethism is an intrinsic characteristic of the social Hymenoptera such as ants, bees, and wasps [27, 28] , where worker's age is according to the tasks it performs. Recent studies have revealed that an adult bee spends roughly its first 15 days performing tasks inside the hive, including brood care, and then switches to outside tasks, mainly foraging [29, 30] .
Such polyethism is flexible and adaptively responsive to the social environment in a colony, which means that there are different behavioral stages associated with the natural or experimental changes in resource supply [31] . Furthermore, the honeybees with rich pollen supply demonstrate apparent proliferation; meantime, they will be eliminated from the colony if they live under a poor environment for a long time. This phenomenon indicates that the honeybee population should dynamically vary according to the different conditions to survive.
Based on above empirical findings, our BLCM is constructed by three underlying elements as shown in Fig. 1 : artificial bees that take on various attributes and behavioral features, the environment with gradient information where artificial bees undertake different states and the interaction rules between artificial bees and environment. These elements operate together to construct an artificial biological ecology system.
Complex environment in BLCM
The artificial environmental construction is an important factor in BLCM model, which can reflect the graduated complexity such as food distribution, nutrition gradient and boundary. In the natural ecology, honeybees can sense various environmental information through millions of years of evolution, which optimizes the honeybees foraging strategy that enables honeybees consider both the food amount in current position (i.e., fitness) and potential distributed tendency of the food source (i.e., nutrition gradient). To accomplish this modeling, two kinds of environmental information should be elaborately designed: objective function fitness that denotes the food amount and the gradient of function fitness that represents the gradient direction information of the selected food source.
Let f i (t) represents the normalized objective function value of ith bee X i at time t for a minimum problem, N i (t) is the normalized gradient of function fitness obtained by the ith bee X i at time t. The food information F i by combining fit(Á) and N i (t) is used to evaluate the bee's performance, which can be described as following.
where fit(X i t ) is the fitness of the ith bee X i at time t and fit worst and fit best are the maximum and minimum of the current position, respectively.
where Nutrion i (t) is the gradient of function fitness obtained by the ith bee X i at time t, which can be calculated as:
For each X i at onlooker bee phase, if fitness of the new position is better than older one, it can be viewed that distributed food tendency of the current environment is improved and the Nutrition i is added by one. Otherwise, the nutrient gradient of the ambient environment of X i is getting worse and its Nutrition i is reduced by one.
Then, the food information F i t deciding to reproduce or die for each bee X i at time t is computed as:
where S t is the population size and g is a uniform random coefficient varying from 0 to 1.
It is worthy noted that the gradient of function fitness used in the artificial environment is regarded as a way of escaping ''optimization valleys.'' Since an individual may get stuck around local optima, it is possible for the diversity of BLCM to change either gradually or suddenly to eliminate the accidents of being trapped into the local optima. In BLCM, according to Eq. (7), the N i (t) helps the foraging bees move toward the position with higher fitness gradient, which means it is perhaps a potential area.
Artificial bee and its behavior in BLCM
In our model, the termed artificial bees are classified into two groups: hive bees that are responsible for raising brood within the hive and foraging bees that gather food outside the hive [32, 33] . Note that the foraging bees consist of the employed bees and the onlooker bees with intelligent foraging behaviors derived from the ABC model. As shown in Fig. 1 , a new individual at the brood stage enters the colony to be a hive bee through pupation and eclosion. Similarly, the hive bee can be transformed to a foraging bee according to the food availability [24] . The balance between forager and hive bees is assumed in our model to be maintained through social inhibition. The transmission of bees and the death rates of various stages depend strongly on colony conditions (e.g., pollen and nectar supply).
To model such artificial honeybee evolution process, some assumptions should be made:
The life-cycle process of the honeybee colony can be divided into three stages: reproduction in which brood emerges as hive bee according to the food condition, upgrowth in which hive bees become foragers and death in which an individual is eliminated from the population.
Criterion 2
The termed population in the optimization algorithm can be initialized as foraging bees for searching global optima. If the colony faces better condition, the reproduction and upgrowth are enabled, in which one new hive bee can be created from brood stage as well as a new foraging bee is transmitted from a hive bee.
Criterion 3
Once one honeybee has adopted the foraging role, it usually maintains that function until it die. The death stage is activated with the environmental nutrition exhausted, making the population decrease.
According to Criterion 2, we assume that the transition from hive bee to forager is determined by food information F i t and a critical threshold of transition judgment is suggested, which if exceeded by F i t searched by the bee X i would activate the reproduction and upgrowth stages. These can be calculated by the following equations.
where S is the initial population size, S t is the current colony size and F reproduce and F adapt are used to adjust the bee reproduction and upgrowth criterions. The new foraging bee transformed from a hive bee can be generated by utilizing a new search equation with best-so-far solution information among the employed and onlooker bees colony based on the works of [15, 16] :
where x new is the new foraging bee, x i is the ith bee, x best is best individual of current colony, and j is a randomly chosen indexes; / is a uniform random coefficient varying from 0 to 1. Fig. 1 Population dynamic model of a honeybee colony According to Criterion 3, if the bee X i enters the bad environment and its F i t drops to a certain threshold as:
The death stage is activated, and the bee should be discarded from the population. Here F adapt is used to adjust the death criterions. It is worthy noted that the upgrowth stage activated with a new foraging bee transformed will enable the population size increase by one, and the death stage takes an opposite function. This will lead to that the population size dynamically varies in the foraging process [34, 35] . At the initial stage of the foraging process, the bee will reproduce when its food information rate is larger than F reproduce . In the course of bee foraging, in order to avoid the non-equilibrium condition with the termed population size too large or too small, the reproduction and death criterion, namely Eqs. (8) and (10), are delicately designed: If S t exceeds S, the reproduce threshold value will increase by some amount; if S t is smaller than S, the death threshold value will decrease. This strategy is more in accordance with the natural evolution processes: The competition among the entire population becomes dominant if there are too crowded individuals in the population, which is more inclined to the death process; oppositely, there will be apparent individual proliferation due to that the population is small with larger chances of surviving and reproducing in the distributed food environment.
Hybrid artificial bee colony algorithm based on BLCM
Based on the BLCM, we also incorporate two optimal searching strategies to improve algorithm's ability of balancing exploration and exploitation trade-off: a widely used local searching strategy called Powell's method and the comprehensive learning based on a new search equation.
Powell's pattern search
Powell's method, strictly Powell's conjugate gradient descent method, is an effective algorithm proposed by Powell [36] for searching a local minimum of an objective function. This method pursues the minimum of the function by a bidirectional search along each search vector in turn. The new position can be then expressed as a linear combination of the search vectors. The new displacement vector becomes a new search vector and is added to the end of the search vector list. Coincidently, the search vector, which contributed most to the new direction, is deleted from the search vector list. The algorithm iterates an arbitrary number of times until no significant improvement is made. The steps of the algorithm are given as follows.
Comprehensive learning
In canonical ABC, the search equation of Eq. (2) for generating the positional change is much like a blind mutation operator by moving the old solution toward (or away from) another solution selected randomly from the population, which means that the probability that the randomly selected solution is a good solution is the same as that the randomly selected solution is a bad one, so the new candidate solution is not promising to be a solution better than the previous one.
To address this concerning issue, inspired by the social learning in PSO model [4] , a new search equation is employed in the employed and onlooker phases. To benefit from information of the best source foraged by the excellent bees, we assume that all bees can memory the best position they have reached and share the information to other bees. In the employed or onlooker phase, the bee's choice of a new solution should not be governed by a probability distribution, while be dominated by the information combination of itself and its population members. Based on that assumption, the new search equation is defined as:
where x gbest is the global best of the population found so far and x, pbest is the ith bee's personal historical best. According to Eq. (11), the gbest term can drive the new candidate solution toward the global best solution, as well as the pbest term can guide bee learn from its personal best experience. Hence, the modified solution search equation described by Eq. (11) can increase the global search ability of the algorithm.
The proposed algorithm
By integrating above three strategies, this work enriches the artificial bee foraging behaviors and extends the classical ABC framework to self-adaptive, cooperative and varying-population fashion that are capable of balance exploration and exploitation, as the following processes.
Algorithm 2: The proposed HABC algorithm
Step 1: Initialization
Step 1.1: Randomly generate SN food sources in the search space to form an initial population by Eq. (1) Step 1.2: Evaluate the fitness of each bee
Step 1.3: Set maximum cycles (LimitC)
Step 2: Iteration = 0
Step. 3: Reproduction and death operations based on life-cycle model
Step 3.1: Calculate the information rate of each bee in the population by Eq. (7) Step 3.2: If the criterion of reproduction determined by Eq. (8) is met, produce a new solution by Eq. (9), the population size increase by one
Step 3.3: If the criterion of death determined by Eq. (10) is met, the population size reduce by one
Step. 4: Employ bee phase: Loop over each food source
Step 4.1: Generate a candidate solution Vi by Eq. (11) and evaluate f(Vi)
Step 4.2: Calculate the nutrient values N i (t) by Eqs. (5) and (6) Step 4.3: Greedy selection and memorize the better solution
Step. 5: Calculate the probability value pi by Eq. (3)
Step. 6: Onlooker bee phase:
Step 6.1: Generate a candidate solution Vi by Eq. (11) and evaluate f(Vi)
Step 6.2: Calculate the nutrient values N i (t) by Eq. (4) Step 6 Step. 9: If the iteration is greater than LimitC, stop the procedure; otherwise, go to step 3
Step. 10: Output the best solution achieved In summary, in order to facilitate the below presentation and test formulation, we define a unified parameters for HABC model in Table 1 and the flowchart of HABC algorithm is summarized in Fig. 2 .
Benchmark test

Benchmark test suit
Instead of the easy benchmarks, a set of 15 shifted and rotated benchmarks from CEC 2014 competitions (f 1 -f 15 ) on real parameter optimization are employed [37] [38] [39] [40] , which are defined as follows. The dimensions, initialization ranges, global optimum of each function are listed in Table 2 . 
Some definitions for CEC 2014
All test functions are minimization problems defined as following:
T , where D is dimensions. There are several definitions used in the CEC 2014 functions as follows.
T : the shifted global optimum (defined in ''shift_data_x.txt''), which is randomly distributed in [-80, 80 
( ( 1)), 1,
Powell's search phase randomly. The rotation matrix for each subcomponent is generated from standard normally distributed entries by Gram-Schmidt ortho-normalization with condition number c that is equal to 1 or 2.
Definitions of the basic functions for CEC 2014
High Conditioned Elliptic Function
Bent Cigar Function
Discus Function
Rosenbrock's Function
Ackley's Function
Weierstrass Function
where a ¼ 0:
Rastrigin's Function
Modified Schwefel's Function
HGBat Function
Expanded Griewank's plus Rosenbrock's Function
Scaffer's F6 Function :
Definitions of the CEC'14 test suite
Unimodal functions
Rotated High Conditioned Elliptic Function
Rotated Bent Cigar Function
Multimodal functions
Shifted and Rotated Rosenbrock's Function
Shifted and Rotated Ackley's Function
Shifted and Rotated Weierstrass Function
Shifted and Rotated Griewank's Function
Shifted Rastrigin's Function
Hybrid functions In this set of hybrid functions, the variables are randomly divided into some subcomponents and then different basic functions are used for different subcomponents.
where f(x) is hybrid function; g i (x) denote ith basic function used to construct the hybrid function; N is number of basic
p i : used to control the percentage of gi(x). n i : dimension for each basic function
Hybrid Function 1
where
Hybrid Function 2 Hybrid Function 3
Hybrid Function 4 Composition Function 1 Composition Function 2 Composition Function 3 Composition Function 4 
Parameters settings
In order to fully measure the performance of the proposed algorithm, six successful population-based algorithms are employed for comparison with HABC.
• Canonical particle swarm optimization with constriction factor (PSO) [4] ; • Classical artificial bee colony algorithm (ABC) [8] ;
• Artificial bee colony algorithm with Powell's method (PABC) [18] .
• Adaptive bacterial foraging optimization algorithm with life cycle and social learning (BFOLS) [41] .
• Genetic algorithm with elitism (EGA) [5] .
• Covariance matrix adaptation-evolution strategy (CMA-ES) [6] .
• Increasing-population covariance matrix adaptationevolution strategy (IPOP-CMA-ES) [42] .
• Multi-swarm PSO (MPSO) [43] .
• Cooperative coevolutionary algorithm (CCEA) [44] .
PSO and ABC are classical population-based paradigms simulating foraging behavior of social animals [4, 8] . PABC uses the similar local search strategy with HABCPowell's method to improve the exploitation ability [18] . BFOLS is an enhanced BFO variant using similar lifecycle strategy with HABC [41] . EGA is the classical genetic algorithm with elitist selection scheme [5] . CMA-ES is a successful ES variant using the covariance matrix of the mutation distribution guided by the useful information about search steps [6] . BIPOP-CMA-ES [42] is a multistart strategy using the original CMA-ES algorithm (with slightly modified parameter values) as the basic local search engine. MPSO [43] is a cooperative PSO model, cooperatively coevolving multiple PSO subpopulations. CCEA [44] is the earliest cooperative coevolutionary algorithm which applied the divide-and-conquer approach by Potter and Jone.
To facilitate fair comparisons among population-based algorithms, all involved algorithms are tested by the following same parameters: the initial population size for each algorithm is 50; the maximum number of function evaluations is 100,000. For the other specific parameters for involved algorithms, we can follow parameters settings of the original literatures of ABC [8] , PABC [18] , BFOLC [41] , PSO [5] , EGA [5] , CMA-ES [6] , BIPOP-CMA-ES [42] , MPSO [43] and CCEA [44] , as summarized in Table 3 . For the proposed HABC, corresponding parameters can be set as following: The inertia coefficient g = 0.6. The control parameters Tp, F reproduce and F adapt should be tuned in detail in next section. Table 4 . Tp is increased from 20 to 80 in steps of 20, which was relevant with the involved benchmark dimension D. The other parameters are assigned as follows: the control parameter F adapt to adjust reproduction and death criterion is 50, and the reproduction and death criterion F reproduce is 5. The halted criteria are f best j j\e, where e is a halted precision value setting ahead. The maximum number of function evaluations is set at 100,000.
As for 20-dimensional test problems, from Table 4 , it is clearly visible that Tp has a certain impact on the performance of the proposed algorithm. Too large or small values of Tp make the fitness of objective function deteriorate. A lot of tuning experiments on this parameter indicate that when Tp was 60, HABC performed superior in terms of mean values and convergence rate on f 1 , f 3 , f 4 and f 5 (four out of the five test functions). As for 50-dimensional case, when Tp was 20 or 80, HABC can perform well on most benchmarks. Hence, according to the above results, Tp can be chosen equal to 60 as an optimal value for the next experiments.
Sensitivity in relation to F reproduce and F adapt
In this section, the similar experiments conducted on benchmarks f 1 -f 5 are repeated to further investigate the effect of the parameters F reproduce and F adapt . The experimental results in terms of mean values of 30 runs were illustrated Table 5 . The values of F reproduce were settled as 0, 5, 90 and 10, while the relevant F adapt was chosen to be 20 or 50. The values of the control parameter Tp is 60. From Table 5 , it was clearly visible that these parameters had a certain impact on the performance of the proposed algorithm. As for 20-dimensional case, when F reproduce /F adapt were 5/50, HABC achieved most best experimental results in terms of mean values and standard deviations on all involved benchmarks except f 4 . For the only benchmark f4, HABC with F reproduce /F adapt equaling to 10/50 performed just a little better than with F reproduce / F adapt equaling to 5/50. As for 50-dimensional case, the similar results are obtained that the optimal setting for F reproduce /F adapt is 5/50. Hence, according to the above results, F reproduce /F adapt can be chosen equal to 5/50 as an optimal value for the next experiments.
Experiment 1: numerical results and comparison
Results for the 20-dimensional problems
The statistical results tabulated in Table 6 have been simulated on a suit of 15 CEC 2005 benchmarks with 20 variables (20-D functions) by taking 30 independent runs of each competing algorithm. The termination criterion in this experiment is to run HABC until the number of function evaluations reaches the maximum value 100,000. Table 6 shows the statistical values including the maximum, mean, minimum and standard deviation values of the 30 trial results where the best results among those algorithms are shown in bold. Figure 3a -g demonstrate the average convergence rates of each algorithm for each benchmark. Table 6 demonstrates that HABC achieves approving results on most of the 15 functions. As for the benchmarks f 1 , f 2 , f 3 , f 4 , f 5 , f 6 , f 8 , f 10 and f 15 , the maximum, mean and minimum values of the 30 runs are all equal or very close to the optimal values listed in Table 2 . But when solving the functions f 7 , f 9 , f 11 , f 12 , f 13 and f 14 , HABC does not get accurate optimal results. For these hybrid and composition functions, most of the solutions are obviously worse than the optimal values. The reason for the poor performance is that the four composition functions (f 12 -f 15 ) are more challenging problems with randomly located global optimum and several randomly located deep local optima. They are asymmetrical multimodal problems, with different properties in different areas. Due to the complex shape of the composition functions, it is difficult to get the same accurate results as the benchmark functions.
However, when compared to other algorithms, HABC seems somewhat superior. From Table 6 , HABC performs much better than the original ABC and the other compared algorithms in solving most of the test functions, including f 1 , f 2 , f 3 , f 8 , f 9 , f 11 , f 12 and f 14 . Particularly, HABC finds the global minimum of the function f 2 every run and can also consistently find the minimum of multimodal function f 1 and f 5 within relatively fewer FEs. For minority of the functions, i.e., f 4 , f 5 , f 6 , f 10 , f 13 and f 15 , HABC performs slightly worse than CMA-ES and PABC. Fortunately, in our experimental scenario, there was no benchmark on which HABC did obviously worse than the compared algorithms. From Fig. 3 , we can observe that HABC is the fastest one for finding good results on most benchmarks within relatively few generations. Table 7 lists the statistical results of each involved algorithm in optimizing a suit of 50-dimensional benchmarks based on 30 independent runs. The maximum number of function evaluations is set at 500,000. The other parameters are the same as those for 20-D benchmarks. From the experimental results in terms of the maximum, mean, minimum and Table 8 .
Results for the 50-dimensional problems
From Table 8 , compared with MPSO and CCEA, HABC can obtain significantly better results on most benchmarks, which indicates its superiority. When compared to IPOP-CMA-ES, HABC seems a little laggard, because HABC did not obtain the accurate optimal solutions on f 1 , f 3 and f 8 , but IPOP-CMA-ES got them. However, HABC still performs powerfully on some functions, such as f 2 , f 5 , f 9 and f 10 .
The experimental results on these benchmarks suggest that the life-cycle mechanism improves the performance of HABC in terms of tracking and locating multiple optima in a complex fitness landscape. In life-cycle model, a bee can shift its states (i.e., born, reproduction, upgrowth and death) periodically according to the environment (nectar) dynamic change, resulting in that the population size and the foraging behavior can be dynamically adaptive to the complexity of the objective functions, which also reduces the computational complexity of the optimization process by altering different operations. In addition, the comprehensive learning serves as the enhanced information exchange strategy helping HABC quickly explore the nearoptimal area, while the Powell's search will be adapted to fine tune the best solutions found by HABC. The effect of such life-cycle mechanism will be investigated in detail in next experiment.
Statistical result analysis
5.4.3.1 Pairwise comparisons using Wilcoxon's test Wilcoxon's test serves as the pairwise comparison criterion to identify significant differences between two sample methods [45] . When using Wilcoxon's test in our experimental study, the first step is to compute the R? and R-related to the comparisons between HABC and other algorithms, in which R? represents the sum of ranks for the problems where the first one outperformed the second, and R-denotes the sum of ranks for the opposite. Once they have been obtained, their associated p values can be computed. Table 9 reports the statistical results produced by Wilcoxon's test from the experimental data in Tables 6 and 7 , for the pairwise comparison among the averaged value performances of two groups. Such groups have been organized as HABC versus other cases (i.e., PABC, BFOLS, ABC, PSO, CMA_ES and EGA). A significant difference between two approaches is considered by the alternative hypothesis. All p values reported in Table 9 are \0.05 (5 % significance level) which is a strong evidence against the null hypothesis as it indicates that the HABC results are statistically significant and that HABC shows a significant improvement over other algorithms.
5.4.3.2
Multiple comparisons using the analysis of variance (ANOVA) test In order to further investigate the efficacy and robustness of the proposed HABC, the analysis of variance (ANOVA) test was also employed to determine the statistical characteristics of each of the tested algorithms over the others. The box plots shown in Fig. 4 demonstrate the statistical performance representation of all algorithms on CEC 2014 test suits. Looking at these box plots, the general features of the distribution can be noticed. From this box plot representation, it is clearly visible and proved that HABC achieved good variance distribution of compromise solutions on most test functions. Note that the PABC algorithm also exhibited its robustness on almost some functions.
Experiment 2: simulation results for life cycle
Population evolution of bee colony
This simulation is conducted to investigate how the HABC population based on the comprehensive learning self-adaptively grows along with the generations on the benchmark environments. Here the parameters setting for HABC were the same as in Sect. 5.2. The population evolution based on HABC mode was simulated on two-dimensional Rastrigin function. Figure 5 shows the positions of the individuals and the population variation in different phases, where each red circle represents a bee.
We can directly see from Fig. 5 that HABC can converge to global optimum rapidly with the help of the item new comprehensive learning-based equation. Initially, the initial bees are distributed randomly over the nutrient map defined by the two-dimensional sphere. From the second phase (FEs = 100) to fifth phase (FEs = 8000), the population moves toward the optimal position of the sphere. It is noted that, after reaching a peak in the fourth phase, the population continues to decline due to exhaustion of nutrients. Finally, in the last phase (FEs = 10,000), with the guidance of the item Xbest, HABC can pull many bees to swarm together toward the global optimum. 
Dynamic population size of bee colony
In order to further investigate the impact of life-cycle mechanism, the population size variations of the proposed HABC on some test function are recorded in Fig. 6 . From this figure, the lag phase, log phase, stable phase and death phase can be explicitly observed.
Lag phase At the beginning of the bees entering into the strange environment, the population remains temporarily unchanged. Although there is no apparent bee proliferation, the bees have been ready to reproduce by gathering nectar from the new foods source. Log phase After bees gather enough nectar from the nutrient environment, all the bees start multiplying exponentially, doubling in the number every few iterations. From Fig. 6 , we can observe that the bees proliferate at a different rate depending upon the composition of the predefined reproduction criterion and the environmental conditions. Stable phase The log growth cannot maintain all the time in a stationary environment, due to the exhaustion of nutrients and space. During the stable phase, it cannot be determined whether some bees are dying and an equal number of bees are reproducing, or the population of bees has simply stopped growing and reproducing. Death phase A bee is eliminated once it reaches the limitation of its life span. With the environmental nutrition exhausted, the death process becomes dominant. During the death phase, the bee population decreases exponentially, essentially the opposition of growth during the log phase.
As we can see, the proposed life-cycle strategy plays an important role on the performance of HABC because it permits the bee to shift its search phases periodically according to the dynamic change in the environments adaptively. Whenever the bee encounters a poor nutrient environment in Fig. 6 , as more and more bees are competing for the gradually decreasing food and space, booming proliferation stagnates, which helps reduce the computational complexity of the optimization process. Oppositely, the bee forager starts searching intensive in the promising region. Clearly, this captures the important aspects of the self-adaptive evolution mechanism that takes place in nature.
Computation time analysis
Algorithm complexity analysis is presented briefly as follows. Assuming that the computation cost of one individual in the HABC is Cost_a, the cost of the Powell's search is Cost_p, S is the population size, D is the problem dimension, then, the total computation cost of HABC for one generation is S*Cost_a ? S/T*Cost_a* Cost_p, where Cost_p = D*S* Cost_a. Hence, the worst time complexity of this procedure is O(S 2 ). From Fig. 7 , it is observed that HABC and BFOLS always take the less computing time on most of selected benchmark functions. This is due to the fact that by the life-cycle strategy, the population size of these HABC can dynamically adaptive to the complexity of the objective functions. Hence, the proposed HABC algorithms have the potential to solve complex real-world problems.
Conclusions
In order to apply ABC algorithm to solve complex optimization problems efficiently, this paper proposes a new hybrid artificial bee colony algorithm based on BLCM, namely HABC. Different from the canonical ABC model in which all individuals are identified as the same state characteristics, BLCM is a more realist life-cycle process and enriches the individual operating patterns in the system by incorporating various individual properties (state variables and parameters), which demonstrates the most significant merit that honeybee evolution becomes openended. Furthermore, the bee life cycle successfully casts classical ABC frame into the adaptive and varyingpopulation fashion, which leads to that the population size of HABC can be dynamically adaptive to the complexity of the objective functions, ensuring its powerful ability to deal with complex problems. Meanwhile, the computational complexity of the optimization process can be reduced. In addition, the combination of Powell's search and comprehensive learning plays an important role on balancing the exploration and exploitation trade-off, due to that Powell's search encourages fine exploitation when an individual enters the promising region with high fitness, while enhanced information sharing between excellent bees improves the exploration when the individual finds difficulties during exploitation.
To prove the effectiveness and robustness of the proposed algorithms using different strategies, the proposed HABC has been compared with the PABC, BFOLS, ABC, CMA_ES, PSO and EGA algorithms on both classical and CEC 2005 benchmarks. The population variation of the proposed algorithmic model was also studied from biological evolution point of view. Based on this comprehensive analysis of HABC performance, we believe that HABC has a great potential of being applied to a variety of complex real-world problems.
