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Abstract. Quite often real-world networks can be thought of as being sym-
metric, in the abstract sense that vertices can be found to have similar or
equivalent structural roles. However, traditional measures of symmetry in
graphs are based on their automorphism groups, which do not account for the
similarity of local structures. We introduce the concept of local symmetry,
which reflects the structural equivalence of the vertices’ egonets. We study the
emergence of asymmetry in the Erdős-Rényi random graph model and identify
regimes of both asymptotic local symmetry and asymptotic local asymmetry.
We find that local symmetry persists at least to an average degree of n1/3 and
local asymmetry emerges at an average degree not greater than n1/2, which are
regimes of much larger average degree than for traditional, global asymmetry.
1. Introduction
Graphs have become some of the most versatile mathematical objects, capable
of representing a wide range of real-world structures such as the Internet, neural
networks and scientific collaboration networks, to name a few. A natural question
to pose in many of these scenarios is: what is the meaning of symmetry in the
context of graphs? Several definitions have been proposed for this term, each more
adequate to a certain context or application. Usually, such definitions are based
upon transformations over graphs that preserve certain properties of their struc-
tures, the most traditional one being the existence of non-trivial automorphisms.
Such automorphisms allow us to classify the vertices of a graph according to their
“role” in its structure.
The concept of symmetry is closely tied to that of structural identity [21], which
is the identification of vertices based on features of the network structure and their
relationships to other vertices. Structural identity can be applied in several con-
texts, such as network privacy [1]. For instance, data on social networks including
personal information is usually anonymized by the removal of labels, in an attempt
to preserve the privacy of their members (vertices). If such network is symmetric,
vertices with equal structural roles cannot be distinguished without some kind of
E-mail addresses: {elbert,daniel}@land.ufrj.br, valmir@cos.ufrj.br.
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side information, which makes them more likely to resist attempts at deanonymiza-
tion [13].
However, in several applied contexts, the role of a vertex in the network structure,
and as a consequence its structural identity, is intuitively related to its vicinity in the
network, rather than the whole network. For instance, in neural networks (in which
vertices correspond to neurons, and edges to the synapses between them), different
areas of the brain become responsible for specific functions, such as memory or
motor coordination [22]. In another example, in networks such as the web, nodes
can be assigned roles such as hub or authority, depending on how they are connected
to their own vicinities [17].
Our contributions are as follows. We propose a definition of local symmetry,
based on the structural similarity of neighborhoods around each vertex. Our
definition naturally induces a hierarchy of symmetries, which progressively use
more information for classifying vertices, ultimately culminating in the traditional,
automorphism-based symmetry, which we call global symmetry in the context of
this work. Furthermore, we study the emergence of our base form of symmetry
in the context of the Erdős-Rényi random graph. We find that, relative to global
symmetry, asymptotic local symmetry occurs for graphs with much larger average
degrees, in particular for degrees growing as fast as n1/3 (Theorem 3.1), while as-
ymptotic local asymmetry eventually emerges, at most at degrees slightly larger
than n1/2 (Theorem 5.1).
2. Local symmetry
The abstract concept of symmetry is traditionally embodied in the context of
graphs by the notions of isomorphism and automorphism. Two graphs G1 =
(V1, E1) andG2 = (V2, E2) are said to be isomorphic if there is a function f : V1 → V2,
called an isomorphism between G1 and G2, that is bijective and precisely maps the
edges of G1 into edges of G2. This is a known equivalence relation on the set of all
graphs, and it can be thought of as identifying graphs with their edge structure,
ignoring the nature of their vertices or the interpretation of their edges. Indeed, this
view is implicit in traditional graph theory expressions such as “up to isomorphism”.
An isomorphism between a graph G = (V,E) and G itself is called an auto-
morphism of G. Every graph has a so-called trivial automorphism given by the
identity function IV over V , and a graph having no other automorphisms is said to
be asymmetric [9]. The set of automorphisms of a graph possesses a group structure
when coupled with the operation of composition, which induces equivalence classes
in its vertex set. Again, there is a natural interpretion to this fact: vertices can
be grouped according to their placement in the graph structure, such that vertices
in the same class are “structurally indistinguishable”, at least without additional
information about the identities of (potentially all) the remaining vertices. This
interpretation leads us to the following definitions:
Definition 2.1. Given a graph G = (V,E), two vertices v1, v2 ∈ V are globally
symmetric if there is an automorphism f of G such that f(v1) = v2.
Definition 2.2. Let G = (V,E) be a graph. Then G is said to be globally sym-
metric if there are u, v ∈ V distinct and globally symmetric.
Remark 2.3. G is globally symmetric if and only if it has at least one non-trivial
automorphism.
Throughout this paper, we will use the term “globally asymmetric” both for pairs
of vertices and for graphs that are not globally symmetric. Alternative definitions,
specifically in the literature of probability theory, have employed the simpler term
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symmetric graph for graphs satisfying Remark 2.3 [9], but this conflicts with at least
two known graph-theoretic definitions for the term “symmetric graph” [2, p.104] [14].
Thus, introducing a new term in this definition may help avoid ambiguities.
One of the greatest difficulties in studying symmetry in graphs lies in quantifying
what it means for a graph to be “almost symmetric”. The usefulness of such quan-
tification comes from the fact that, in many real-world networks, one can identify
intuitively equivalent vertices that the definition of global symmetry falls short in
capturing. For instance, consider the network in Figure 1. Intuitively, the vertices
u and v can be seen as small “hubs”, who share almost equally the role of connecting
the remaining, “peripheral” vertices, which are also intuitively equivalent to each
other. However, since u and v have different degrees, no automorphism is able to
map them onto one another, or map a peripheral neighbor of u onto a peripheral
neighbor of v. Thus, the equivalence classes of vertices found on this graph do not
capture this intuitive notion of symmetry.
u v
Figure 1. Example of “almost symmetric” graph. Vertices u and
v connect their neighbors to the remainder of the graph.
While several measures have been proposed as a more flexible notion of symme-
try [9, 6], no proposal seems to have achieved wide acceptance, because of both the
computational complexity of calculating such measures and the absence of knowl-
edge about their relationship to real-world networks and applications.
A second difficulty, which we address in this work and that has barely been
analyzed in the literature, lies in identifying vertices that (again intuitively) have
equivalent local structures but are globally distinguishable. The graph in Figure 2
illustrates this idea well. In this figure, we highlight two isomorphic induced sub-
graphs. However, since both these subgraphs are part of a larger graph, the exis-
tence of an automorphism that reflects such symmetry depends on the edge pattern
of the remainder of the graph, and in this particular example the desired automor-
phism does not exist. In other words, even though these subgraphs are intuitively
symmetric, since they are connected differently to the graph, they are not globally
symmetric.
Note that, regardless of the structure of the remainder of the graph, and despite
the fact that the intuitive equivalence between the two local structures continues to
exist, the two aforementioned difficulties can happen simultaneously. For instance,
in the example of Figure 2, by removing the single edge identified by a dashed line
and located at least at distance 5 from the highlighted subgraphs, the graph acquires
an automorphism that maps these subgraphs precisely. Hence, the existence of this
automorphism — a global mapping satisfying local restrictions — may be sensitive
to changes that seem unpretentious and unrelated to the local structures of interest.
To proceed more precisely, we must first delineate which regions we are interested
in analyzing. Given a graph G = (V,E) and a vertex set S ⊆ V , we define NG(S),
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Figure 2. Example of equivalence between local structures in a graph.
the open neighborhood of S in G:
NG(S) = {v ∈ V : d(v, S) ≤ 1},
and the closed neighborhood of S in G:
NG[S] = G[NG(S)],
where, for every set A ⊆ V of vertices, d(v,A) is the smallest distance between
v and some vertex of A, and G[A] is the subgraph induced by the vertices of A.
Naturally, NG({v}) (or, by simplicity, NG(v)) is the set that comprises v and its
neighbors, and NG[{v}] (or NG[v]) is the subgraph induced by v and its neighbors.
We will omit the index G when the graph at hand is clear.
This definition of neighborhood is traditional in the field of graph theory1, and
we can extend it to include not only vertices at distance 1, but at distance k. We
achieve this goal easily by defining the open k-neighborhood of S in G:
N kG(S) = {v ∈ V : d(v, S) ≤ k}.
Note that N 0(S) = S, N 1(S) = N (S) and, recursively, N k(S) = N (N k−1(S)).
We define the closed k-neighborhood of S in G similarly:
N kG[S] = G[N kG(S)].
We illustrate these definitions in Figure 3. Note that N k(S) ⊆ N k+1(S) and
that N k[S] is an induced subgraph of N k+1[S]. We also note that, in contexts
such as mathematical sociology, the closed neighborhood of a vertex is known as
an egonet [7, 4].
For the purposes of this work, we use closed k-neighborhoods around single
vertices as a proxy for “locality”. This motivates the following definition:
Definition 2.4. Given a graph G = (V,E), two vertices v1, v2 ∈ V are k-locally
symmetric if there is an isomorphism f between N k[v1] and N k[v2] such that
f(v1) = v2.
Therefore, two vertices v1 and v2 are k-locally symmetric if the k-th order local
structures in which v1 and v2 are located are equivalent, with v1 and v2 equivalently
located in these structures. If k = 1, we will briefly say that the vertices are locally
symmetric.
One interesting feature of k-local symmetry is that it naturally leads to the
construction of a symmetry hierarchy, which includes global symmetry as the most
restrictive one, as evinced by the following result.
Proposition 2.5. Let v1 and v2 be vertices of G = (V,E), and let k ∈ N. Then
the following statements hold:
1Actually, the convention in graph theory is to define NG(S) = {v ∈ V : d(v, S) = 1}. The
reason we choose this alternate definition should be clear in the remainder of this text.
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v
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Figure 3. Examples of neighborhoods of a vertex in a graph.
The subgraph highlighted in red is N 1[v] = N [v], and including
the orange highlights we obtain N 2[v]. The vertex sets of these
subgraphs are, respectively, N 1(v) = N (v) and N 2(v). For k ≥ 3,
N k[v] = G.
(1) If v1 and v2 are (k + 1)-locally symmetric, then v1 and v2 are k-locally
symmetric;
(2) If k ≥ diam(G), then v1 and v2 are k-locally symmetric if and only if v1
and v2 are globally symmetric.
Proof. If v1 and v2 are (k + 1)-locally symmetric, then there is an isomorphism
f between N k+1[v1] and N k+1[v2] with f(v1) = v2. Since isomorphisms preserve
distances, for any d ∈ N, two vertices u and v of N k+1[v1] are at distance d if and
only if f(u) and f(v) are at distance d in N k+1[v2]. Therefore, for every vertex
w in N k+1[v2], it is true that w ∈ N k[v1] ⇐⇒ f(w) ∈ N k[v2]. This means
that f |Nk[v1] is a bijection between N k(v1) and N k(v2). Note that, since f also
preserves edges, so does f |Nk[v1], thus f |Nk[v1] is an isomorphism between N k[v1]
and N k[v2]. Since f |Nk[v1](v1) = f(v1) = v2, it follows that v1 and v2 are, by
definition, k-local symmetric.
This proves the first statement. The second statement follows from the fact
that, if k ≥ diam(G), then any two vertices of G are at distance k or smaller from
each other. Therefore, N k(v) = V and N k[v] = G, and the definitions of k-local
symmetry and global symmetry are equivalent. 
Finally, we define local symmetry in graphs:
Definition 2.6. Let G = (V,E) be a graph. Then G is k-locally symmetric if there
are u, v ∈ V distinct and k-locally symmetric.
Note that this definition for k-local symmetry is analogous to Definition 2.2 for
global symmetry. Therefore, our definitions of k-local symmetry — for two vertices
and for a single graph — are mutually consistent in the same fashion as those
of global symmetry. This definition also implies a symmetry hierarchy similar to
Proposition 2.5:
Proposition 2.7. Let G = (V,E) be a graph, and let k ∈ N. Then the following
statements hold:
(1) If G is (k + 1)-locally symmetric, then G is k-locally symmetric;
(2) If k ≥ diam(G), then G is k-locally symmetric if and only if G is globally
symmetric.
Given our interest in understanding symmetry in random network models, it is
natural that we start our analysis with the G(n, p) model. In particular, we would
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like to determine if there is any fundamental difference between the emergence of
local symmetry and global symmetry in this model. It is known [9] [3, p.230] that,
for the similar G(n,m) model of random graphs, an asymmetric graph is obtained
a.a.s. if and only if 2m/
(
n
2
) ≥ logn+ ω(1) and n − 1 − 2m/(n2) ≥ logn + ω(1) —
that is, when the model exhibits average degree at least slightly larger than logn
and at most slightly smaller than n − 1 − logn. For G(n, p), an analogous but
slightly weaker result is known: the G(n, p) random graph is asymmetric a.a.s. if
p ∈ [logn/n, 1 − logn/n] [15], and it is globally symmetric if p ≪ logn/n (due to
the existence of isolated vertices a.a.s. [12]) or 1−p≪ logn/n (due to the existence
of universal vertices a.a.s.).
3. Symmetry regimes
Our first result is the identification of a local symmetry regime for G(n, p):
Theorem 3.1. A G(n, p) random graph, with p = o(n−2/3), is locally symmetric
a.a.s.
Let us proceed with some terminology before the proof of this statement. Recall
the definition of closed 1-neighborhood of a vertex. We call this vertex the center
of this subgraph, with all edges between the center and other vertices said to be
core edges, and all remaining edges termed peripheral edges.
The idea behind the proof is that peripheral edges always close triangles, but in
this regime, G(n, p) does not have too many triangles, so the closed neighborhood
of many vertices are simple stars. Two such vertices will have isomorphic closed
neighborhoods simply by having the same degree, which will happen for some pair,
since the degrees in G(n, p) concentrate heavily around their mean.
To execute the proof, we will need two auxiliary results:
Lemma 3.2. Let G = (V,E) be a G(n, p) random graph. If p = ω(logn/n),
then for any fixed δ ∈ (0, 1), the degree of all vertices of G are within the range
(n− 1)p(1± δ), a.a.s.
Proof. Let dv be the degree of vertex v. We know that dv
d∼ Bin(n− 1, p). By the
Chernoff bound, for any δ ∈ (0, 1):
P[dv /∈ (n− 1)p(1± δ)] ≤ 2e−(n−1)pδ2/3.
The union bound implies:
P[∃ v : dv /∈ (n− 1)p(1± δ)] ≤ 2ne−(n−1)pδ2/3
and, since np = ω(logn) by hypothesis, the right-hand side is 2ne−ω(logn) =
2no(1/n) = o(1). 
Lemma 3.3. Let G = (V,E) be a G(n, p) random graph, and let T be the number of
triangles in G. Then, E[T ] =
(
n
3
)
p3 and, if p = ω(1/n), P[|T −E[T ]| < c ·E[T ]]→ 1
for any fixed c > 0.
Proof. We denote by
(
V
3
)
the set of unordered triples of vertices, and for each triple
t = (i, j, k), we define the event {t is ∆} = {(i, j), (i, k), (j, k) ∈ E}. Then:
T =
∑
t∈(V3)
I{t is ∆}.
It easily follows from linearity of expectation and independence of edges that
E[T ] =
∑
t∈(V3)
P[t is ∆] =
(
n
3
)
p3.
We also need to estimate the variance of T , which we denote by V[T ]. For such,
we need an expression for its second moment:
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E[T 2] = E



 ∑
t∈(V3)
I{t is ∆}



 ∑
t∈(V3)
I{t is ∆}




=
∑
t,t′∈(V3)
E[I{t is ∆}I{t′ is ∆}]
=
∑
t,t′∈(V3)
P[t is ∆, t′ is ∆]
This summation can be broken into four pieces, based on the relationship between
the two triples of vertices, t and t′:
No common vertices: All edges of t are independent of all edges of t′, so
P[t is ∆, t′ is ∆] = p6;
One common vertex: Again, edges of t are independent of edges of t′, and
P[t is ∆, t′ is ∆] = p6;
Two common vertices: t and t′ share the edge between common vertices,
comprising a total of 5 edges — thus, P[t is ∆, t′ is ∆] = p5;
Three common vertices: In this case, t = t′ and P[t is ∆, t′ is ∆] = p3.
We must also count how many triples fit into each of these cases:
No common vertices:
(
n
3
)(
n−3
3
)
triples;
One common vertex:
(
n
3
) · 3(n−32 ) triples;
Two common vertices:
(
n
3
) · 3(n− 3) triples;
Three common vertices:
(
n
3
)
triples.
We can now calculate the second moment of T :
E[T 2] =
∑
t,t′∈(V3)
P[t is ∆, t′ is ∆]
=
(
n
3
)
p3 + 3
(
n
3
)
(n− 3)p5 + 3
(
n
3
)(
n− 3
2
)
p6 +
(
n
3
)(
n− 3
3
)
p6
=
(
n
3
)
p3
[
1 + 3np2 − 9p2 + 3
2
n2p3 − 3
2
7np3 +
3
2
12p3
+
1
6
n3p3 − 1
6
12n2p3 +
1
6
47np3 − 1
6
60p3
]
.
We can also obtain an expression for E[T ]2:
E[T ]2 =
((
n
3
)
p3
)2
=
(
n
3
)
p3
[
1
6
n3p3 − 1
6
3n2p3 +
1
6
2np3
]
.
Combining these expressions yields an expression for V[T ]:
V[T ] = E[T 2]− E[T ]2
=
(
n
3
)
p3(1 + 3np2 − 9p2 − 3np3 + 8p3)
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Note that, if np = ω(1), then V[T ]/E[T ]2 → 0 when n → ∞. Chebyshev’s
inequality states that, for any k > 0,
P[|T − E[T ]| ≥ k
√
V[T ]] ≤ 1
k2
.
Then, for any c > 0, we can take k = c E[T ]/
√
V[T ] and obtain
P[|T − E[T ]| ≥ c E[T ]] ≤ V[T ]
c2E[T ]2
,
which vanishes for fixed c. 
We can now proceed to the proof of Theorem 3.1.
Proof of Theorem 3.1. We will first prove the result under the additional assump-
tion that p = ω(logn/n), which will be removed by the end of the proof.
Let G = (V,E) be a G(n, p) random graph, and let T be the number of triangles
in G. Fix c > 0 arbitrary and δ ∈ (0, 1), and define the following sequences of
events on G:
An = {|T − E[T ]| < c E[T ]},
Bn = {all degrees ≤ (n− 1)p(1 + δ)}.
Lemma 3.2 and Lemma 3.3 ensure that P(An∩Bn)→ 1 as n→∞. We will prove
that this intersection event is contained in the event {G(n, p) is locally symmetric}.
In An, there are at most (1 + c)
(
n
3
)
p3 triangles in G. Each edge in a triangle
appears as a peripheral edge in the closed neighborhood of its opposite vertex in
this triangle. Therefore, summing over all vertices’ closed neighborhoods, there
are, at most, 3(1 + c)
(
n
3
)
p3 = o(n) peripheral edges. This implies that, at least,
n− 3(1 + c)(n3)p3 vertices have no peripheral edges in their closed neighborhoods.
Let C be the set of such vertices.
In Bn, every vertex has degrees in the range [0, (n− 1)p(1 ± δ)). Let D be the
set of integers satisfying this property.
Now, for p = o(n−2/3), we have:
|C| = n− θ((np)3)
= n− o(n),
|D| ≤ (n− 1)p(1 + δ) + 1
= o( 3
√
n).
This implies that |C| > |D| for sufficiently large n. By the pigeonhole principle,
in An ∩ Bn, there must be at least two vertices in C with the same degree. These
vertices’ closed neighborhoods are stars of the same size, therefore they must be
isomorphic. This implies our result.
It still remains for us to lift the assumption that p = ω(logn/n). The main issue
to resolve is that we cannot bound directly the size of D, since Lemma 3.2 does not
apply. Instead, we must try and sidestep the issue to make the argument work.
Pick some p′ ≥ p, such that ω(logn/n) ≤ p′ ≤ o(n−2/3), and consider the
sequence of events:
B′n = {all degrees ≤ (n− 1)p′(1 + δ)}.
Note that our probability measure P is associated with G(n, p), not with G(n, p′).
However, since B′n happens a.a.s. under G(n, p
′) (by Lemma 3.2), and the events
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B′n represent a decreasing property
2, it must also happen a.a.s. under G(n, p), so
P(B′n)→ 1.
Replacing Bn by B′n in our previous argument, the conclusion again follows.

4. Degree function
For the identification of asymmetry regimes, we need several additional tools.
The core concept is that of the degree sequence of a graph, which we present in a
slightly different form:
Definition 4.1. For any graph G = (V,E), the degree function of G is the function
φG : N0 → N0 such that φG(k) = |{v ∈ V : dG(v) = k}| for all k ∈ N0.
The degree function of G simply returns, for an input k, the number of vertices
with degree k in G. This makes it equivalent to the degree sequence of G, whenever
the listing order of the degrees is irrelevant.
To identify asymmetry regimes, we must identify conditions under which no two
vertices in a G(n, p) random graph are symmetric a.a.s. The asymmetry of vertices
is defined as the lack of an isomorphism between their closed neighborhoods, which
relates to degree functions via the following remark:
Remark 4.2. For G and G′ isomorphic graphs, φG ≡ φG′ .
To enable a more fine-grained look into these closed neighborhoods, we need one
additional definition:
Definition 4.3. Let G = (V,E) and G′ = (V ′, E′) be two graphs. The degree
sequence edit distance between G and G′ (denoted by ∆(G,G′)) is given by:
∆(G,G′) =
∑
k
|φG(k)− φG′(k)|.
Remark 4.4. Let µ be the counting measure on N. Then:
∆(G,G′) =
∫
|φG − φH | dµ = ‖φG − φH‖1.
Thus ∆ is a semimetric over the space of all graphs, with ∆(G,G′) = 0 iff
φG ≡ φG′ .
Remark 4.5. For G and G′ isomorphic graphs, ∆(G,G′) = 0.
To better understand the meaning of this edit distance, consider any partial
mapping between the vertex sets of two graphs. We can measure the degree mis-
match count of this mapping, which is a simple count of vertices, from both graphs,
that are either mapped to vertices with different degrees or left unmapped.
Definition 4.6. Let G = (V,E), G′ = (V ′, E′) be two graphs, and let f : S → S′
be a bijective function from S ⊆ V to S′ ⊆ V ′. The degree mismatch count of f
(denoted by δf ) is given by
δf = |{v ∈ S : dG(v) 6= dG′(f(v))}|+ |V \ S|
+ |{v′ ∈ S′ : dG′(v′) 6= dG(f−1(v′))}|+ |V ′ \ S′|.
The degree sequence edit distance between two graphs is, then, the smallest
possible degree mismatch count between their vertex sets:
2A decreasing property is a property preserved under removal of edges (such as “G(n, p) is
not connected”). A standard coupling argument shows that, for all n, the probability of such
properties is a decreasing function of p.
10 J. E. SIMÕES, D. R. FIGUEIREDO, AND V. C. BARBOSA
Theorem 4.7. Let G = (V,E) and G′ = (V ′, E′) be two graphs. Then:
∆(G,G′) = min
f : S → S′
f bijective,S⊆V,S′⊆V ′
δf .
Proof. The statement follows from inequalities on both directions. We begin by
showing ∆(G,G′) ≥ minf δf ,. It is enough to construct a function g such that
∆(G,G′) = δg, and we perform this construction by “slices”, one for each possible
vertex degree.
For each k ∈ N0, let vk1 , . . . , vkφG(k) and wk1 , . . . , wkφG′ (k) be enumerations of
degree-k vertices in G and G′, respectively. Write mk = min(φG(k), φG′(k)), Vk =
{vk1 , . . . , vkmk} and V ′k = {wk1 , . . . , wkmk}, and construct function gk : Vk → V ′k
mapping vkj to w
k
j , for j = 1, . . . ,mk. Note that gk leaves |φG(k)−φG′(k)| degree-k
nodes unmapped, all from V (if φG(k) ≥ φG′(k)) or from V ′ (if φG(k) ≤ φG′(k)),
and which, by construction, cannot be mapped by any other function gk′ .
Now, construct function g : ∪kVk → ∪kV ′k as g = ∪kgk. By double counting the
number of nodes left unmapped by g (from both V and V ′), we see that this number
is equal to |V \ (∪kVk)| + |V ′ \ (∪kV ′k)| by definition, and to
∑
k |φG(k) − φG′(k)|
by construction. Furthermore, our construction also ensures that for every node
mapped by g with degree k in G, its image has degree k in G, and vice-versa for
nodes in G′. Therefore, it holds that |{v ∈ ∪kVk : dG(v) 6= dG′(g(v))}| = |{v ∈
∪kV ′k : dG′(v) 6= dG(g−1(v))}| = 0, and:
∆(G,G′) =
∑
k
|φG(k)− φG′(k)|
=
∑
k
|φG(k)− φG′(k)|+ 0
= |V \ (∪kVk)|+ |V ′ \ (∪kV ′k)|
+ |{v ∈ ∪kVk : dG(v) 6= dG′(g(v))}|
+ |{v′ ∈ ∪kV ′k : dG′(v′) 6= dG(g−1(v′))}|
= δg.
Now, it only remains to show∆(G,G′) ≤ minf δf . We will show that∆(G,G′) ≤
δh for any partial mapping h, and we will again proceed by “slices” in our argument.
Let h : S → S′ be an arbitrary bijection with S ⊆ V and S′ ⊆ V ′.
Consider all vertices with degree k in both G and G′. If φG(k) ≥ φG′(k), then at
most φG′(k) k-degree vertices in G can be mapped by h into k-degree nodes in G′.
This implies that at least φG(k)−φG′(k) k-degree vertices in G must either be left
unmapped by g (thus belonging to V \S) or be mapped to vertices in G′ with degree
different than k (and therefore belonging to {v ∈ ∪kVk : dG(v) 6= dG′(h(v))}).
Analogously, if φG(k) ≤ φG′(k), at least φG′(k) − φG(k) k-degree vertices in G′
must either be left unmapped by g (this time, belonging in V ′ \ S′) or be mapped
to vertices in G with degree different than k.
In both cases, there is a contribution of |φG(k) − φG′(k)| to δh coming exclu-
sively from k-degree nodes in G and G′. Putting together contributions from all
“slices” ensures that δh ≥
∑
k |φG(k) − φG′(k)| = ∆(G,G′). Since h was arbitrary,
minh δh ≥ ∆(G,G′), as desired. 
This property can be used to relate the degree functions of a graph and its
subgraphs. For any set of vertices S ⊆ V , denote by G[S] the subgraph of G
induced by S, and by C(S) the set of edges with one endpoint in S and another in
V \ S.
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Corollary 4.8. For any graph G = (V,E) and any S ⊂ V ,
∆(G,G[S]) ≤ |V \ S|+ |C(S)|.
Proof. By virtue of Theorem 4.7, it is enough to show that δg = |V \ S| + |C(S)|
for some partial mapping g between G and G[S].
Take g : S → S to be the identity function on S. Then g is a partial mapping
between the vertex sets of G and G[S], and its degree mismatch count is given by:
δg = |{v ∈ G[S] : dG[S](v) 6= dG(v)}|+ |V \ S|.
Now, notice that, for any vertex v ∈ S, dG[S](v) 6= dG(v) if and only if v is
adjacent to some vertex outside S. Since there are |C(S)| edges between S and
V \ S, there can be at most |C(S)| such vertices, and the result follows. 
5. Asymmetry regimes
We can now proceed to the identification of a local asymmetry regime for the
G(n, p) random graph model.
Theorem 5.1. A G(n, p) random graph with ω(n−1/2+δ1) ≤ p ≤ o(n−3/7−δ2) for
constant δ1, δ2 > 0 is locally asymmetric a.a.s.
Once again, we present some intermediate results before proceeding to the proof
of this result.
Lemma 5.2. Let X be a Bin(n, p) random variable with p < 1/2. If ε > 0 and
npε2 ≥ 3, then
P[|X − np| ≥ εnp] ≥ 2 exp{−9npε2}.
Proof. See Lemma 5.2 of [16]. 
Lemma 5.3. Let ~X be a multinomial random vector Mult(n, p1, . . . , pk) with k
fixed, and let 0 < β < 1 be also fixed. If Ω(n−β) ≤ p1, . . . , pk−1 ≤ o(1), then
max
~x
P[ ~X = ~x] = O(n−(k−1)(1−β)/2).
Proof. Let x∗ = (x∗1, . . . , x
∗
k) be the mode of Mult(n, p1, . . . , pk). It is known [11]
that x∗i = I(npi), where I(a) is either ⌊a⌋ or ⌈a− 1⌉. This implies that x∗i ≤ npi ≤
x∗i + 1. Also, since β < 1, it holds that npi → ∞ for all i, which implies that, for
large enough n, x∗i ≥ 1 for all i.
Using these inequalities, Stirling’s approximation, and known bounds for the
exponential function, we have, for large enough n:
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max
~x
P[ ~X = ~x] = P[ ~X = x∗]
=
n!∏n
i=1 x
∗
i !
n∏
i=1
p
x∗
i
i
≤ en
ne−n
√
n
(
√
2π)k
∏k
i=1(x
∗
i )
x∗
i
√
x∗i e
−x∗
i
k∏
i=1
p
x∗
i
i
≤ e
√
n
(
√
2π)k
k∏
i=1
(
npi
x∗i
)x∗
i 1√
x∗i · · ·x∗k−1
1√
npk
≤ e
(
√
2π)k
k∏
i=1
(
1 +
1
x∗i
)
1√
np1 · · ·npk−1
1√
pk
≤ e
(
√
2π)k
· ek · 1√
np1 · · ·npk−1
1√
pk
.
Now, the following inequalities hold for large enough n. First, by hypothesis, for
every i ≤ k− 1, we have pi ≥ cin−β for some constant ci. Second, pk ≥ ck for some
constant ck, since the hypotheses imply that pk → 1. Thus:
max
~x
P[ ~X = ~x] ≤ e
(
√
2π)k
· ek · 1√
np1 · · ·npk−1
1√
pk
≤ e
k+1
(
√
2π)k
1√
c1 · · · ck−1 · ck
1
(
√
n1−β)k−1
= Kn−(k−1)(1−β)/2
for some constant K. This concludes the proof. 
Theorem 5.4 (Theorem 3.2 in [8]). Let ~D(1)n and ~D
(2)
n be the degree sequences of
two independent G(n, p) random graphs, with probability distribution PDn.
Furthermore, let Fn be the σ-algebra generated by ~D(1)n and ~D(2)n , and let PBn
be a probability measure under which ~D
(1)
n and ~D
(2)
n are random vectors with n
independent coordinates, each having distribution Bin(n− 1, p).
Then, for any sequence of events An measurable under F⊗2n and any fixed a > 0,
if P⊗2Bn(An) = o(n
−a), then P⊗2Dn(An) = o(n
−a).
In a nutshell, Theorem 5.4 allows us to consider the degree sequence of two
G(n, p) random graphs as sequences of independent random variables, without in-
terfering with power-law decays in the probability of events on this model.
Theorem 5.5. Let G1 and G2 be independent G(n, p) random graphs, with p sat-
isfying ω(logn/n) ≤ p ≤ o(n−1/2). Then, for any ε > 0 and any a > 0,
∆(G1, G2) ≥ n1/2−ε
with probability 1− o(n−a).
Proof. This proof will proceed as follows. Instead of looking at the whole degree
sequences of G1 and G2, we will group several ranges of degrees into “buckets”,
according to their distances to the expected degree of G(n, p). This will allow us to
bound the probability that each vertex belongs to each bucket, using Chernoff-like
bounds. Considering the degrees as independent random variables characterizes
the bucketed degree sequences as multinomial random vectors. Furthermore, the
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buckets themselves are carefully chosen so that the distribution of these vectors
is not too concentrated, i.e., the probability of their modes is large enough. This
means these two vectors will most likely be far apart from each other in L1-norm,
which is the desired result.
We begin by noting that ∆(G1, G2) =
∫ |φG1 − φG2 | dµ is a function of the
degree sequences of G1 and G2. Let φ′G1 , φ
′
G2
be the degree functions obtained by
approximating these degree sequences by sequences of n independent Bin(n− 1, p)
random variables. By virtue of Theorem 5.4, it is enough to show that∫
|φ′G1 − φ′G2 | dµ ≥ n1/2−ε
with probability 1− o(n−a).
Fix real positive numbers α >
√
27 and β < ε, and choose a natural number
b > 2a/(ε− β). Let the real positive intervals S1, . . . , Sb be defined as
Si = [α
−(i+1)
√
(n− 1)p · f(n, p), α−i
√
(n− 1)p · f(n, p)),
where f(n, p) = (min{logn, (n− 1)p})1/4. For ease the notation, let the set Sb+1 =
R+ \ ∪bi=1Si contain the remainder of the positive real line.
We now use these sets to group the vertices in both graphs into “buckets”, ac-
cording to their degrees, with set Si indicating the set of allowed degrees according
to their distances to the average degree (n− 1)p. More formally, define the sets of
integers B1, . . . , Bb+1 as
Bi = {k ∈ N0 : |k − (n− 1)p| ∈ Si}.
Note that ∪iBi = N0 and Bi ∩ Bj = ∅ whenever i 6= j. Now, write T (1)i =∫
Bi
φ′G1 dµ. T
(1)
i counts the number of vertices of G1 with degrees in Bi. Similarly,
write T (2)i =
∫
Bi
φ′G2 dµ. Then it holds that∫
|φ′G1 − φ′G2 | dµ =
b+1∑
i=1
∫
Bi
|φ′G1 − φ′G2 | dµ
≥
b+1∑
i=1
∣∣∣∣
∫
Bi
φ′G1dµ−
∫
Bi
φ′G2 dµ
∣∣∣∣
=
b+1∑
i=1
|T (1)i − T (2)i | = ‖~T (1) − ~T (2)‖1,
where ~T (j) = (T (j)1 , . . . , T
(j)
b+1).
This means that
P
[∫
|φ′G1 − φ′G2 | dµ ≥ n1/2−ε
]
≤ P
[
‖~T (1) − ~T (2)‖1 ≥ n1/2−ε
]
=
∑
~t
P
[
~T (1) = ~t, ‖~T (2) − ~t‖1 ≥ n1/2−ε
]
=
∑
~t
P
[
~T (1) = ~t
]
P
[
‖~T (2) − ~t‖1 ≥ n1/2−ε
]
≤
∑
~t
P
[
~T (1) = ~t
]
max
~t
P
[
‖~T (2) − ~t‖1 ≥ n1/2−ε
]
= max
~t
P
[
‖~T (2) − ~t‖1 ≥ n1/2−ε
]
.
Note that, for any ~t, the event {‖~T (2) − ~t‖1 ≥ n1/2−ε} has at most (2n1/2−ε +
1)b elements: each of the first b coordinates of ~T (2) must be at distance at most
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n1/2−ε from the corresponding coordinate of ~t (for a maximum of 2n1/2−ε+1 valid
options), and the last one is uniquely determined from the previous choices, since
the coordinates must sum up to n. This means that:
P
[∫
|φ′G1 − φ′G2 | dµ ≥ n1/2−ε
]
≤ max
~t
P
[
‖~T (2) − ~t‖1 ≥ n1/2−ε
]
≤ (2n1/2−ε + 1)bmax
~t
P
[
~T (2) = ~t
]
.
Now, the degree of every vertex in G1 or G2 must belong to some Bi, and
these degrees are deemed to be i.i.d. random variables, by our initial argument
regarding φ′G1 and φ
′
G2
. This implies that ~T (1), ~T (2) are multinomial random vectors
Mult(n, p1, . . . , pb+1), where pi = P[Bin(n − 1, p) ∈ Bi] is the probability that the
degree of a vertex belongs to Bi.
At this moment, to apply Lemma 5.3, we would like to bound from both sides
the value of pi (for i ≤ b). For an upper bound, an application of the Chernoff
bound suffices:
pi = P[Bin(n− 1, p) ∈ Bi]
≤ P[|Bin(n− 1, p)− (n− 1)p| ≥ α−(i−1)
√
(n− 1)p · f(n, p)]
≤ 2 exp{−f(n, p)2α−2(i+1)/3},
which is o(1), since f(n, p)→∞.
For a lower bound, we use the Chernoff bound and an application of Lemma 5.2,
noting that α−2(i+1)f(n, p)2 ≥ 3 for large enough n:
pi = P[Bin(n− 1, p) ∈ Bi]
= P[|Bin(n− 1, p)− (n− 1)p| ≥ α−(i−1)
√
(n− 1)p · f(n, p)]
− P[|Bin(n− 1, p)− (n− 1)p| ≥ α−i
√
(n− 1)p · f(n, p)]
≥ 2 exp{−9α−2(i+1)f(n, p)2} − 2 exp{−α−2if(n, p)2/3}
= 2 exp{−9α−2(i+1)f(n, p)2}(1− exp{−α−2(i+1)f(n, p)2}γ),
where, in the last passage, we let γ = α2/3 − 9 > 0. Note that γ > 0 and
f(n, p)→∞ imply that the term inside the parentheses tends to 1. The remaining
exponential satisfies
nβ exp{−9α−2(i+1)f(n, p)2} ≥ exp{β logn− 9α−2(i+1)
√
logn}
= exp{β logn(1− 9α−2(i+1)(log−1/2 n))}
= ω(1),
thus the expression on the right-hand side is ω(n−β).
This means that the conditions of Lemma 5.3 are satisfied for random vectors
~T (1) and ~T (2), with k = b + 1. Therefore, max~t P[~T
(2) = ~t] = O(n−b(1−β)/2), and,
by the choices of b and β,
P
[∫
|φ′G1 − φ′G2 | dµ ≥ n1/2−ε
]
≤ (2n1/2−ε + 1)bmax
~t
P
[
~T (2) = ~t
]
= θ(nb(1/2−ε))O(n−b(1−β)/2)
= O(n−b(ε−β)/2)
= o(n−a).

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With this, we can proceed to the proof of Theorem 5.1.
Proof of Theorem 5.1. Let G = (V,E) be a G(n, p) random graph. By the union
bound, it is enough to prove that any two distinct vertices v1, v2 are locally sym-
metric with probability o(n−2).
Let v1, v2 ∈ V be arbitrary distinct vertices, and denote by X1 the set of neigh-
bors of v1 that are not neighbors of v2, by X2 the set of neighbors of v2 that are
not neighbors of v1, and by Y the set of common neighbors of v1 and v2. Addition-
ally, denote by C1 the number of edges between X1 and Y , and by C2 the number
of edges between X2 and Y . Our goal is to show that, with probability o(n−2),
N [v1] = G[X1∪Y ] and N [v2] = G[X2∪Y ] are not isomorphic. Note that these two
graphs are not independent, since they share G[Y ] as a subgraph. Our goal is to
show that, even if G[Y ] is removed from these two subgraphs, their degree sequences
have large enough edit distance, by Theorem 5.5, that the effect of reinserting G[Y ],
which is bounded by Corollary 4.8, is not enough to make these degree sequences
equal, which implies N [v1] and N [v2] cannot possibly be isomorphic.
Before proceeding to this, we will need a few concentration bounds that will help
us carry out our proof. First, note that v2 ∈ X1 and v1 ∈ X2 if and only if u and
v are neighbors, and that all other vertices belong to X1, X2 and Y independently
from each other, with probabilities p(1 − p), p(1 − p) and p2, respectively. Thus,
|X1|, |X2| ≤d Bin(n − 2, p) + 1 and |Y | d∼ Bin(n − 2, p2). By a similar reasoning,
given X1, X2, and Y , it holds that C1
d∼ Bin(|X1||Y |, p) and C2 d∼ Bin(|X2||Y |, p).
Now, set 0 < ε1 < 1 constant, ε2 = logn, and ε3 > 0 constant. Define the
following events:
A1 = {(n− 2)p(1− p)(1− ε1) < |X1|, |X2| < (n− 2)p(1− p)(1 + ε1)},
A2 = {|Y | < (n− 2)p2(1 + ε2)},
A3 = {C1, C2 < sp(1 + ε3)},
where s = (n− 2)2p3(1− p)(1 + ε1)(1 + ε2).
We will show that P(A1, A2, A3) ≥ 1− o(n−2). First, by the Chernoff bound,
P(A1) ≤ 2 exp{−(n− 2)p(1− p)ε1min(1, ε1)/3}
+ 2 exp{−(n− 2)p(1− p)ε1min(1, ε1)/2},
P(A2) ≤ exp{−(n− 2)p2ε2min(1, ε2)/3}.
Furthermore, in the event A1 ∩ A2, it holds that |X1||Y |, |X2||Y | ≤ s, which
implies C1, C2 ≤d Bin(s, p) and, again by the Chernoff bound:
P(A1, A2, A3) ≤ 2 exp{−spε3min(1, ε3)/3}.
Note that the upper bounds for P(A1), P(A2) and P(A1, A2, A3) are all o(n−2),
since (n− 2)p ≥ ω(logn) and (n− 2)p2ε2 ≥ ω(1) by hypothesis, and sp ≥ ω(logn)
as a consequence. Thus, P(A1, A2, A3) ≥ 1− o(n−2).
We can now resume the main thread in our proof and show that, conditional on
A1 ∩A2 ∩A3, v1 and v2 are locally asymmetric with probability 1− o(n−2). Recall
that v1 and v2 are locally symmetric only if ∆(N [v1],N [v2]) = 0. We can assume
that v1 and v2 have the same degree — i.e. |N (v1)| = |N (v2)|, otherwise N [v1]
and N [v2] have vertex sets of different sizes, which implies v1 and v2 are locally
asymmetric. Note that this implies that |X1| = |X2|: if v1 and v2 are adjacent,
then N (v1) = X1 ⊎ Y ⊎ {v2} and N (v2) = X2 ⊎ Y ⊎ {v1}; if they are not adjacent,
then N (v1) = X1 ⊎ Y and N (v2) = X2 ⊎ Y .
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Let N1 = (V1, E1) = G[N (v1) \ {v1}] and N2 = (V2, E2) = G[N (v2) \ {v2}], i.e.,
N [v1] and N [v2] with their centers removed. Since v1 and v2 are universal vertices
of their respective neighborhoods, their removal keeps the edit distance between
them unchanged, that is,
∆(N [v1],N [v2]) = ∆(N1, N2).
Since ∆ is a semimetric, it further holds that
∆(N1, N2) ≥ ∆(G[X1], G[X2])−∆(G[X1], N1)−∆(G[X2], N2).
To lower bound the first term on the right-hand side, we note that the exis-
tence of edges between vertices in X1 happens with probability p independently
of the particular vertex pair, thus G[X1] is a G(|X1|, p) random graph. Since
p = ω(n−1/2+δ1), by hypothesis, and |X1| = θ(np) in A1 ∩ A2 ∩ A3, it holds, for n
large enough and for constants c, c′ > 0, that
p
log |X1|/|X1| ≥
p · cnp
log c′np
≥ ω(n
2δ1)
log c′n
≥ ω(1).
It also holds that |X1|p2 = p · θ(np3) = o(1). Together, these inequalities imply
ω(log |X1|/|X1|) ≤ p ≤ o(|X1|−1/2), and therefore G[X1] satisfies the hypotheses
of Theorem 5.5. An analogous argument implies that G[X2] also satisfies these
hypotheses.
Furthermore, note that G[X1] and G[X2] are independent, since their vertex
sets are disjoint. This allows us to apply the results of Theorem 5.5, picking fixed
a = 141−14δ2 and ε <
49δ2
8−14δ2
:
P[∆(G[X1], G[X2]) ≥ |X1|1/2−ε|A1 ∩ A2 ∩ A3] = 1− o((|X1|p)−a)
= 1− o((np2)−a)
≥ 1− o(n−a(1+2(−3/7−δ2)))
= 1− o(n−a(1/7−2δ2))
= 1− o(n−2).
Note that these choices of a and ε are always possible and valid, since the hy-
potheses imply δ2 < 1/14, which makes 49δ28−14δ2 ≥ 7δ2 > 0 and 144−7δ2 > 0. The
two bounds on |X1| from the definition of event A1 imply that, with probability
1− o(n−2),
∆(G[X1], G[X2]) ≥ Ω((np)1/2−ε).
To upper bound the remaining two terms, we begin by applying Corollary 4.8:
∆(G[X1], N1) ≤ |V1 \X1|+ |C(X1)|.
Now, all vertices of Y are in V1 \X1, and so is v2 if it is a neighbor of v1 in G.
All other vertices of G either are in X1 or are not in V1, thus |V1 \X1| ≤ |Y | + 1.
Furthermore, |C(X1)| counts all edges from X1 to V1 \X1, regardless of whether v2
belongs to V1 \X1, since no edge connects X1 to v2 by construction. Thus, |C(X1)|
counts edges from X1 to Y , which implies |C(X1)| = C1. It follows that
∆(G[X1], N1) ≤ |Y |+ 1 + C1
≤ (n− 2)p2(1 + ε2) + (n− 2)2p4(1 − p)(1 + ε1)(1 + ε2)(1 + ε3)
= θ(n2p4 logn).
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By an analogous argument, the same inequality holds for ∆(G[X2], N2). Now,
note that
∆(G[X1], N1) + ∆(G[X2], N2)
∆(G[X1], G[X2])
≤ θ(n
2p4 logn)
Ω((np)1/2−ε)
= o(n3/2+εp7/2+ε logn)
≤ o(n3/2+εn(−3/7−δ2)(7/2+ε) logn)
= o(n(4−7δ2)ε/7−7δ2/2 logn)
The exponent of n in this expression satisfies
(4− 7δ2)ε
7
− 7δ2
2
<
4− 7δ2
7
· 49δ2
8− 14δ2 −
7δ2
2
=
7δ2
2
− 7δ2
2
= 0,
thus the left-hand side is o(1). As a consequence, ∆(N [v1],N [v2]) = ∆(N1, N2) ≥
∆(G[X1], G[X2])(1 + o(1)) ≥ ω(1). Therefore, conditional on A1 ∩ A2 ∩ A3, with
probability 1− o(n−2), v1 and v2 are locally asymmetric. 
6. Conclusion
In this paper, we have introduced the concept of local symmetry in graphs, and
studied the asymptotic presence and absence of this property in the Erdős-Rényi
random graph model, rigorously establishing regimes for either behavior to emerge
a.a.s.. It is important to note that, in this model, one can find locally symmetric
graphs with high probability even in regimes of unrealistically high average degree,
close to n1/3. A natural question to ask is whether this behavior persists when
looking at k-local symmetry for k > 1. To answer this question would require a
deeper understanding of the combinatorial aspects of this problem.
One might also ask whether, and to which extent, real-world networks exhibit
local symmetry. This would certainly depend on both the nature of the network and
its formation process. However, for certain classes of networks, the extant literature
allows us to develop some intuition about what answer to expect. For instance, in
the social network literature, a number of recent works have attempted to explore
the limits of network anonymization [13] [19]. In particular, a technique known
as percolation graph matching, or PGM [23], has been successfully used to match
common nodes in the Twitter and Flickr networks [19], thus allowing knowledge
of one network to be used to break the anonymity of the other. Intuitively, this
suggests that each node in these social networks can be uniquely identified struc-
turally within them, from which we would conclude that the networks are globally
asymmetric. However, the fact that the PGM technique works by exploiting local
neighborhoods would also indicate that these networks exhibit some kind of local
asymmetry. Further investigation of this matter would allow us to start exploring
the applicability of the local symmetry concept to real-world networks.
It should be noted that, unlike the G(n, p) random graphs, real-world networks
exhibit much higher structural diversity of vertices. For instance, networks such
as the Internet [10], the Web [5], and scientific collaboration networks [20] are
believed to have heavy-tailed degree distributions. This diversity can lead to a
similarly diverse behavior regarding global and local symmetry. It is known that
most real-world networks are globally symmetric, but the automorphism group of
these networks is due to a large number of small subgraphs which are themselves
symmetric and comprise vertices with small degrees [18], with high degree vertices
being asymmetric to any other vertex in the network. While a simple metric,
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such as the fraction of vertices with at least one globally or locally symmetric
counterpart, would begin to shed a light on this phenomenon, more fine-grained
symmetry metrics are desired to capture it in more detail.
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