In data mining, regression analysis is a computational tool that predicts continuous output variables from a number of independent input variables, by approximating their complex inner relationship. A large number of methods have been successfully proposed, based on various methodologies, including linear regression, support vector regression, neural network, piece-wise regression etc.
Introduction
In data mining, regression is a type of analysis that predicts continuous output/response variables from several independent input variables. Given a number of samples, each one of which is characterised by certain input and output variables, regression analysis aims to approximate their functional relationship.
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The estimated functional relationship can then be used to predict the level of output variable for new enquiry samples. Generally, regression analysis can be useful under two circumstances: 1) when the process of interest is a black-box, i.e. there is limited knowledge of the underlying mechanism of the system. In this case, regression analysis can accurately predict the output variables from 10 the relevant input variables without requiring details of the however complicated inner mechanism (Bai et al., 2014; Venkatesh et al., 2014; Cortez et al., 2009; Davis & Ierapetritou, 2008) . Quite frequently, the user would also like to gain some valuable insights into the true underlying functional relationship, which means the interpretability of a regression method is also of importance, 2) 15 when the detailed simulation model relating input variables to output variables, usually via some other intermediate variables, is known, yet is too complex and expensive to be evaluated comprehensively in feasible computational time. In this case, regression analysis is capable of approximating the overall system behaviour with much simpler functions while preserving a desired level of accuracy, 20 and can then be more cheaply evaluated (Caballero & Grossmann, 2008; Henao & Maravelias, 2011 Viana et al., 2014; Beck et al., 2012) .
Over the past years, regression analysis has been established as a powerful tool in a wide range of applications, including: customer demand forecasting (Levis (Zhang & Sahinidis, 2013; Nuchitprasittichai & Cremaschi, 2013) , optimisation of moving bed chromatography (Li et al., 2014b) , forecasting of CO 2 emission (Pan et al., 2014) , prediction of acidity constants for aromatic acids (Ghasemi et al., 2007) , prediction of induction of apoptosis by different chemical 30 components (Afantitis et al., 2006) and estimation of thermodynamic property of ionic liquids Wu et al., 2014) .
A large number of regression analysis methodologies exist in the literature, including: linear regression, support vector regression (SVR), kriging, radial 35 basis function (RBF) (Sarimveis et al., 2004) , multivariate adaptive regression splines (MARS), multilayer perceptron (MLP), random forest, K-nearest neighbour (KNN) and piecewise regressions. We briefly summarise those regression methodologies before presenting our proposed method.
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Linear regression
Linear regression is one of the most classic types of regression analysis, which predicts the output variables as linear combinations of the input variables.
The regression coefficients of the input variables are usually estimated using least squared error or least absolute error approaches, and the problems can 45 be formulated as either quadratic programming or linear programming problems, which can be solved efficiently. In some cases when the estimated linear relationship fails to adequately describe the data, a variant of linear regression analysis, called polynomial regression, can be adopted to accommodate non-linearity (Khuri & Mukhopadhyay, 2010) . In polynomial regression, higher 50 degree polynomials of the original independent input variables are added as new input variables into the regression function, before estimating the coefficients of the aggregated regression function. Polynomial functions of second-degree have been most frequently used in literature due to its robust performance and computational efficiency (Khayet et al., 2008; Minjares-Fuentes et al., 2014) .
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Another popular variant of linear regression is called least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1994) . In LASSO, summation of absolute values of regression coefficients is added as a penalty term into the objective function. The nature of LASSO encourages some coefficients to equal 60 to 0, thus performing implicit feature selection (Tibshirani, 2011) .
Automated learning of algebraic models for optimisation (ALAMO) (Cozad et al., 2014; Zhang & Sahinidis, 2013 ) is a mathematical programming-based regression method that proposes low-complexity functions to predict output 65 variables. Given the independent input features, ALAMO starts with defining a large set of potential basis functions, such as polynomial, multinomial, exponential and logarithmic forms of the original input variables. Subsequently an mixed integer linear programming model (MILP) is solved to select the best subset of T basis functions that optimally fit the data. The value of T is ini-70 tially set equal to 1 and then iteratively increased until the Akaike information criterion, which measures the generalisation of the constructed model, starts to decrease (Miller et al., 2014) . The integer programming model is capable of capturing the synthetic effect of different basis functions, which is considered more efficient than traditional step-wise feature selection.
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SVR
Support vector machine is a very established statistical learning algorithm, which fits a hyper plane to the data in hand (Smola & Schlkopf, 2004) . SVR minimises two terms in the objective function, one of which is -insensitive loss 80 function, i.e. only sample training error greater than an user-specific threshold, , is considered in the loss function. The other term is model complexity, which is expressed as sum of squared regression coefficients. Controlling model complexity usually ensures the model generalisation, i.e. high prediction accuracy in testing samples. Another user-specified trade-off parameter balances the sig-85 nificance of the two terms (Chang & Lin, 2011; Bermolen & Rossi, 2009 ). One of the most important features that contribute to the competitiveness of SVR is the kernel trick. Kernel trick maps the dataset from the original space to higher-dimensional inner product space, at where a linear regression is equivalent to an non-linear regression function in the original space (Li et al., 2000) .
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A number of kernel functions can be employed, e.g. polynomial function, radial basis function and fourier series (Levis & Papageorgiou, 2005) . Formulated as a convex quadratic programming problem, SVR can be solved to global optimality.
Despite the simplicity and optimality of SVR, the problem of tuning two param-95 eters, i.e. training error tolerance and trade-off parameter balancing model complexity and accuracy, and selection of suitable kernels still considerably affect its performance accuracy (Lu et al., 2009; Cherkassky & Ma, 2004) .
Kriging
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Kriging is a spatial interpolation-based regression analysis methodology (Kleijnen & Beers, 2004) . Given a query sample, kriging estimates its output as a weighted sum of the outputs of the known nearby samples. The weights of samples are computed solely from the data by considering sample closeness and redundancy, instead of being given by an arbitrary decreasing function of 105 distance (Kleijnen, 2009) . The interpolation nature of kriging means that the derived interpolant passes through the given training data points, i.e. the error between predicted output and real output is zero for all training samples.
Different variants of kriging have been developed in literature, including the most popular ordinary kriging (Lloyd & Atkinson, 2002; Zhu & Lin, 2010) and 110 universal kriging (Brus & Heuvelink, 2007; Sampson et al., 2013) .
MARS
MARS (Friedman, 1991) is another type of regression analysis that accommodates non-linearity and interaction between independent input variables in its 115 functional relationship. Non-linearity is introduced into MARS in the form of the so-called hinge functions, which are expressions with max operators and look like max(0, X − const). If independent variable X is greater than a constant number const, the hinge function is equal to X-const, otherwise the hinge function equals to 0. The hinge functions create knots in the prediction surface of 120 MARS. The functional form of MARS can be a weighted sum of constant, hinge functions and products of multiple hinge functions, which makes it suitable to model a wide range of non-linearity (Andrs et al., 2011) .
The building of MARS usually consists of two steps, a forward addition and 125 a backward deletion step. In the forward addition step, MARS starts from one single intercept term/constant and iteratively adds pairs of hinge functions (i.e. max(0, X − const) and max(0, const − X)) that leads to largest reduction in training error. Afterwards, a backward deletion step, which removes one by one those hinge functions contributing insignificantly to the model accuracy, is 130 employed to improve generalisation of the final model (Leathwick et al., 2006; Balshi et al., 2009) . The presence of hinge functions also make MARS a piecewise regression method.
MLP
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Multilayer perceptron is a feedforward artificial neural network, whose structure is inspired by the organisations of biological neural networks (Hill et al., 1994) .
A MLP typically consists of an input layer of measurable features, an output layer of response variables, sandwiching multiple intermediate layers of neurons.
The network is fully interconnected in the sense that neurons in each layer are 140 connected to all the neurons in the two neighbour layers (Comrie, 1997; Gevrey et al., 2003) . Each neuron in the intermediate layers takes a weighted linear combination of outputs from all neurons in the previous layer as input, applies an non-linear transformation function before supplying the output to all neurons of the next layer. The use of non-linear transformation functions, including 145 sigmoid, hyperbolic tangent and logarithmic functions, makes MLP suitable for modelling highly non-linear relationship (Gevrey et al., 2003; Rafiq et al., 2001) .
Identifying the optimal configuration of a MLP, i.e. the number of intermediate layers, the number of neurons for each intermediate layer, the type of 150 activation function for each neuron and the weights of connection between consecutive layers of neurons, is known to be time-consuming and traps in local optimal solutions (Paliwal & Kumar, 2009) . The large degree of freedom in training a MLP is often blamed for data over-fitting. Dua (2010) has presented a two-objective mathematical formulation trying to find the best configuration 
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Random forest
Before introducing random forest we first describe regression tree, which is a decision tree-based prediction model. Starting from the entire set of samples, a regression tree selects one independent input variable among all and performs binary split into two child sets, under the condition that the two child nodes 165 give increased purity of the data compared with its single parent node. Purity is often defined as the deviation of predicting with the mean value of the output variable. The process of binary split is recursively applied for each child node until a terminating criterion is satisfied. The nodes that are not further partitioned are called leaves. After growing a large tree, a pruning process is 170 employed to remove the leaves contributing insignificantly to the purity im-provement (Breiman et al., 1984; Loh, 2011) . In order to improve model fit, a linear regression model can be fitted for each leaf (Quinlan, 1992) .
Random forest is an ensemble learning method of regression trees. In general, 175 random forest (Breiman, 2001; Biau, 2012 ) builds a forest of multiple regression tree models and aggregate the decisions from all the trees to produce a final prediction. Given a dataset, multiple bootstrap sample sets are first created by random sampling with replacement. Each of the bootstrap sample set is then learned by a revised regression tree algorithm, which differs from the classic 180 regression tree by randomly selecting a candidate subset of features for each binary split of node (Genuer et al., 2010) . The accuracy of each regression tree can be estimated on the training samples absent from the bootstrap set, and the final prediction can be either simple average of predictions from all trees or weighted average considering the estimated accuracy. It is demonstrated that 185 random forest achieves much robust prediction performance compared with single regression tree method (Breiman, 2001; Fanelli et al., 2011) .
KNN
KNN belongs to the category of lazy learning algorithms, due to the fact that 190 prediction is based on the instances without an explicit training phase of constructing models, thus making it one of the simplest regression methods in literature (Korhonen & Kangas, 1997) . Given an enquiry sample, KNN first identifies K closest instances in the training sample set, the exact value of K is given a priori. The closeness of samples can be measured by different distance 195 metrics, for example Euclidean and Manhattan distances (Scheuber, 2010; Eronen & Klapuri, 2010) . Prediction is then taken as weighted mean of the outputs of the K nearest neighbours, with weight often being defined as the inverse of distance (Papadopoulos et al., 2011) . Despite its simplicity, KNN usually provides competitive prediction performance against much more sophisticated In both (Xue et al., 2013) and (Li et al., 2014a) , piece-wise regression function were employed to detect vegetation changes. Piece-wise linear regression was tackled using fuzzy logic and identifies the changes in patterns of vegetation The proposed piece-wise regression method can help construct expert systems in 285 various application domains. Expert systems are computer programs designed to make decisions analogous to human experts. As an expert system is typically made up of an inference engine and a knowledge base, the quality and quantity of information in knowledge base directly affects the usefulness of the constructed expert system. Our proposed piece-wise regression method can be 290 helpful in more efficiently building expert systems via automatic and efficient acquisition of knowledge. More specifically, the proposed piece-wise regression method can extract latent knowledge from the large collection of domain expert curated databases. Those discovered knowledge are represented in the form of identified relationship between input and output variables of interest, which 295 can be combined with expert knowledge to form the final expert system (Alonso et al., 2012) . For example, the proposed piece-wise regression method in this work can be used for building prognostic expert systems in medical applications. When presented historical data of patients' clinical variables and survival length, piece-wise regression can induce domain knowledge by approximating 300 the complex relationship between clinical variables and survival length. Those induced knowledge can then be used to perform prognosis for the current patients, imitating the end-behaviour of human experts, i.e. medical doctors.
Overall, the key contributions of our work are illustrated below:
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• We propose a novel mixed integer optimisation model for multivariate regression analysis modelling piece-wise linear functions, which partitions a single variable into multiple mutually exclusive regions and fits each one with a distinct multivariate linear function. Given as prior a single input variable as partition feature and the number of segments, the optimisation 310 model can be solved to simultaneously determine the positions of multiple break points and regression coefficients for each segment.
• Given that neither which feature should be segmented nor the number of segments are typically known, a heuristic solution procedure is also introduced that automatically identifies the key partition variable and the 315 final number of segments.
• A number of real world benchmark problems have been employed to demonstrate the applicability and efficiency of the proposed method. As sharp difference to the existing piece-wise regression methods in literature which can only be applied to problems of very small size, our proposed 320 optimisation model can be solved to global optimality for datasets containing up to five thousand samples. Comparison to some popular regression methods based on other methodologies clearly indicates that our proposed method based on piece-wise function achieves the highest prediction accuracy, and does it consistently. Besides high prediction performance, 325 our proposed regression method has the advantage of being easily understandable and interpretable, as the learned model can be conveniently represented as a small set of rules.
• As a generic data mining method, our proposed regression method can help with constructions of expert and intelligent systems via automatic 330 extraction of knowledge from database. We have discussed its potential usage in various application domains.
The rest of the paper is structured as follows: in Section 2, we present the mathematical programming model and a heuristic solution procedure. In Section 3, comparative results of our proposed method and some state-of-the-335 art regression algorithms on benchmark examples are presented and discussed.
The last section concludes with our key findings.
Method
A novel piecewise linear regression method is proposed in this work. The core idea of the proposed method is to identify a single input feature, and separate 340 the samples into complementary regions on this feature. One different linear regression function is fitted locally for each region. The sample partition and calculation of local regression coefficients are performed simultaneously within the proposed optimisation to achieve least absolute error.
A novel regression method
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In this section, we first describe a novel mathematical programming model that optimises the location of break-points and regression coefficients for each region so as to achieve minimal training error. Subsequently, a solution procedure is proposed to identify the best partition feature and the number of regions. 
Binary variables F r s are introduced to model if sample s belongs to region r or not. Modelling of which sample belongs to which region is achieved with the following constraints:
When sample s belongs to region r (i.e. The following constraints restrict that each sample belongs to one and only one region:
For sample s, its predicted output value for region r, P red r s , is as below:
For any sample s, its training error is equal to the absolute deviation between the real output and the predicted output for the region r where it belongs to (i.e. F r s = 1):
The objective function is to minimise the sum of absolute training error:
The final under-fit the data. In Results and Discussion section, we will test a series of values on a number of benchmark datasets and select the optimal value corresponding to the most robust prediction performance.
The constructed piecewise linear regression functions are then used to predict 380 the output value of new samples. A testing sample is firstly assigned to one of the regions, and the regression coefficients for that region are used to estimate its output value.
An illustrative example
In order to better illustrate the training of the proposed regression method, With latin hypercube sampling technique (Helton & Davis, 2003) employed to specify a set of data points, we run the simulation model and collect 300
samples. The goal of the regression analysis is to approximate the functional relationship between output variable P and input variables including T , V , CA in and CB in using piece-wise linear functions. The step-wise description of 400 the training procedure is presented in Table 1 below.
Initially, a linear regression function is fitted to the entire dataset without feature segmentation, which gives an absolute deviation of 1677.78. The second iteration of the method solves 4 independent OPLRA models allowing 2 regions there is only one tuning parameter β, 4) compared with algorithms like kernelbased SVR and MLP, the constructed regression function is easy to understand, as it exhibits linear relationships for different regions.
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It is noted here that the obtained relationship between input and output variables, presented as rules in Table 1 , can be used to build an expert system for the above operation. Given the chain reaction of A → B → C in stirred tank reactor (Palmer & Realff, 2002) used to constraint the applicable temperature range outside which liquid phase will vaporise to gas phase or freeze to solid phase, making it impossible for the reaction to proceed as normal. The final expert system will allow users to query the likely outcome, as production rate or no reaction, of any combination of values of temperature, reactor volume and reactant concentrations.
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In the next section, a number of real world regression problems are employed to benchmark the predictive performance of our proposed model.
Results and Discussion
A total number of 7 real world datasets have been downloaded from UCI machine learning repository (http://archive.ics.uci.edu/ml/) (Bache & Lichman, 450 2013) to test the prediction performance of our proposed method. The first regression problem Yacht Hydrodynamics predicts the hydrodynamic performance of sailing yachts from 7 features describing the hull dimensions and velocity of the boat for 308 samples. Energy Efficiency (Tsanas & Xifara, 2012) collects data corresponding to 768 building shapes, described by 8 features including Random forest is implemented using Orange (Demšar et al., 2013) . We use the MATLAB toolbox called ARESlab (Jekabsons, 2011) 
Sensitivity analysis for β
In this subsection, a sensitivity analysis is performed for the parameter β, is averaged over all examples to reflect its overall competitiveness.
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Overall β = 0.03 provides the smallest normalised MAE of 1.7%, which is marginally lower than these of β = 0.01 and β = 0.05, respectively as 1.8% and 2.8%. Even higher values of β correspond to noticeably larger normalised MAE (5.6%, 9.7% and 12.3% for β = 0.10,0.15 and 0.20, respectively). The con-545 sistently small normalised MAE, while β is between 0.01 and 0.05, show that our proposed regression method is robust with respect to the only user tuning parameter β. Finally β is set to 0.03 when comparing with other competing methods in literature.
Prediction performance comparison 550
After identifying a value (i.e. 0.03 ) for the only tuning parameter β in our proposed regression method, we now compare the accuracy of the proposed method against some popular regression algorithms with the same set of 7 examples. The results of the comparison are available in Table 2 below. In Table 2 and each tested dataset, the lowest prediction error achieved among all implemented regression methods is marked with bold. On Hydrodynamics problem, the proposed method in this work provides an MAE of 0.706, which is lower than any other competing algorithm. ALAMO, MLP and MARS follow examples, the proposed method still perform competitively as being second on Energy Efficiency Heating, Airfoil and third on White Wine Quality.
As there does not exist a single regression method which can always outperform others on all datasets, a desirable regression algorithm should demonstrate 585 consistently competitive prediction accuracy. In order to more comprehensively Lastly, we take a look at, for each dataset, the number of regions and the key partition feature determined by our proposed regression method. The results are summarised in Table 3 . It is clear that the proposed segmented regression method provides good interpretability as the number of regions are small (usually between 2 to 4 and at most 5). The partition features may release im-610 portant insights of the underlying system as the output variables change more dramatically across different ranges alone this feature. 
Concluding Remarks
This work addresses the problem of multivariate regression analysis, where one seeks to estimate the complex relationship between dependent output variables and independent input variables from training samples. The identified relationships can then be used to make predictions for unseen observations. We 655 have proposed a novel piece-wise regression method, which approaches the problem by segmenting one input variable into multiple mutually exclusive regions and simultaneously fitting each one with a distinct multivariate linear function.
An optimisation model has been proposed to optimise the locations of break points and regression coefficients for each region, while a heuristic procedure 660 has also been introduced to find the key partition feature and the number of break-points by repeatedly solving the optimisation models until a satisfactory solution is identified.
To demonstrate the applicability and efficiency of the proposed piece-wise re- proposed method is that the learned model can be conveniently expressed as a set of if-then rules that are compact and easily understandable. From Table   3 , it is clear that the number of if-then rules identified by our method as the hidden patterns in the large scale databases (up to thousands expert curated samples) are extremely small (usually 2 to 3 and at most 5). The model inter-680 pretability of the proposed piece-wise regression is a desirable advantage over black modelling techniques, for example support vector regression and neural network.
With regards to research contribution in expert and intelligent systems, the 685 generic machine learning method proposed in this work can be used to construct a large number of automatic decision making or support systems for various domain applications. As the quality and coverage of information contained in knowledge base critically affects the efficiency of any expert and intelligent system, our proposed machine learning method can serve to automatically and 690 more efficiently acquire knowledge from database by approximating the relationship between output and input variables as rules. Subsequently, the discovered knowledge can be used to generate forecasts to users' enquiry.
To further improve the efficiency of the proposed piece-wise regression method 695 in this work, the following limitations can be considered for refinement. As the piece-wise regression method proposed in this work can only partition a single input variable, one potential improvement is to generalise the method so that to permit segmentation of multiple variables so as to better capture the nonlinearity in datasets. Secondly, as our proposed method in this work can only 700 handle continuous input variables, we plan to improve its applicability by generalising it to deal with categorical input variables having many distinct levels. In addition, the relationship between output and input variables are approximated as linear for each segment in the current method, which may not adequately model the underlying patterns. To overcome this, more complex non-linear ba-705 sis functions, for example polynomial, exponential and logarithmic forms, can be added to allow more flexibility. Another limitation of our method is the relatively high computational cost, which may restrict its usage in certain online applications, where learning speed of the method is considered more important than actual prediction accuracy. To tackle this problem, we can explore more 710 efficient heuristic solution procedures that, by estimating the possible break-point positions and constricting the solution space, more quickly converge to a quality solution.
In terms of practical future applications in expert and intelligent systems, the 715 proposed piece-wise regression method can benefit many via automatic extraction of knowledge from databases and generate accurate forecasts. As examples,
we have identified the following directions as possible avenues worth investigation in the near future. First, our proposed method can be incorporated into the construction of a decision support expert system that continuously predicts 720 the personalised risk of prisoner with mental illness being released from the jail, aiding clinician for decision making (Constantinou et al., 2015) . Other applications that can benefit from our work include intelligent drowsiness monitoring system and stock price prediction. In drowsiness monitoring, the proposed regression model can be built into an intelligent fatigue detection equipment,
725
which records the dynamic physiological signals of drivers or medical staffs and continuously predicts their level of fatigues. A warning will be automatically issued when the model predicts the fatigue level of subjects to be above a prespecified threshold level (Chen et al., 2015) . In financial area, our method can help with construction of an automatic system that forecasts the stock price 730 based on the ever-changing variables quantifying the current performance of a company, including assets, liabilities and income, providing management with data support to make better financial benefits (Ballings et al., 2015) . Lastly, the proposed method developed here can also find application in airline industry where managers and decision makers can benefit from a framework powerful of 735 predicting the level of customer satisfaction from various aspects of services, and therefore making it possible for them to carefully allocate resource to maximise customer loyalty (Leong et al., 2015) .
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