In the last decade the scientific community witnessed a large increase in Genome-Wide Association Study sample size, in the availability of large Biobanks and in the improvements of statistical methods to model genomes features. This have paved the way for the development of new prediction medicine tools that use genomic data to estimate disease risk. One of these tools is the Polygenic Risk Score (PRS), a metric that estimates the genetic risk of an individual to develop a disease, based on a combination of a large number of genetic variants.
family history can have completely different disease risks based on PRS stratification: from 2.1% to 33% (CAD in men), from 0.56% to 10% (CAD in women), from 2.3% to 35 .8% (BC), and from 1.0% to 34.0% (PC) in the lowest and highest percentiles, respectively. Additionally, the PRSs demonstrated higher predictive performance (AUCs (including age) CAD: 0.81, PC: 0.80, and BC: 0.68) than family history (AUCs (including age) CAD: 0.79, PC: 0.73, and BC: 0.61) in predicting the onset of diseases.
Hyperlipidemia is well known to be associated with higher CAD risk, but a predictive performance comparison between each lipoprotein and CAD PRS has never been assessed.
PRS shows higher discrimination capacity and Odds ratio per Standard deviation than LDL, HDL, total cholesterol-HDL ratio, ApoA, ApoB, ApoB-ApoA ratio, and Lipoprotein(a). Comparing the empirical risk distribution between PRS and each lipoprotein, we show that lipoprotein thresholds, currently used in clinical practice, identify a population equal to or smaller than what can be identified with the PRS at the same CAD risk threshold. Moreover, there is not correlation (max ρ: 0.137) between PRS and each lipoprotein, indicating that PRS captures different component of CAD etiology and identifies different people at high risk than those identified by lipoproteins, demonstrating to be an invaluable tool in CAD prevention.
One of the major impairment of the PRS usage in clinical practice is the computational complexity needed to calculate per-individual PRSs. Deep bioinformatics expertise is required to run the entire pipeline, from imputing genomic data, through quality control to result visualisation. For these reasons we developed a Software as a Service (SaaS) for genomic risk prediction of complex diseases. The SaaS is fully automated, GDPR complaint and has been certified as a CE marked medical device. We made the SaaS freely available for research purposes. Researchers willing to use the SaaS can contact research@genomicriskscore.io INTRODUCTION 
INTRODUCTION

Data is transforming healthcare
An individual's risk of developing disease results from a complex interaction between their genes and environment.
Nevertheless, the collection and analysis of large amounts of data is allowing us to understand these relationships in more detail than ever before and are aiding the development of data-driven approaches to risk prediction that will transform the way that healthcare is provided [1] . From the electronisation of health records to the introduction of wearable devices, developments in digitisation are allowing the collection of biomedical big data at an unprecedented scale ( [2] and references therein). At the same time, methods involving advanced analytics like machine learning are leading to a greater understanding of these data [3] [4] [5] [6] [7] . The integration of these concepts into healthcare systems are paving the way for a new era of precision medicine. One of the main goal of precision medicine is to use data to identify those at highest risk of developing disease so that interventions and treatments can be targeted at the groups that need them most. This will ensure that finite healthcare resources are used as efficiently as possible and that disease is caught early enough to improve patient outcomes. Precision medicine is made increasingly possible because we now have the analytical methods and computational power necessary to understand big, complex datasets. These datasets contain clinical outcomes on a large number of people for a variety of diseases and include additional information on physiological, lifestyle and environmental factors, age, sex and family history of disease [8] . When these data are combined and analysed, sophisticated statistical models can find patterns in the combinations of risk factors that lead to disease and provide an estimate of an individual's risk relative to others in their population with similar values across these factors.
These datasets also increasingly contain genetic or genomic information on individuals as DNA also has a role to play in understanding disease risk. Progress in genomics means that this novel and potentially powerful type of data can be added into disease risk prediction models. The use of genomic data in risk prediction is now possible thanks to the confluence of three major scientific advances:
1. Bigger sample sizes in genome-wide association studies (GWAS) which lead to greater statistical power to identify genetic variants involved with disease [9] .
2. Better statistical methods to identify the most predictive set of variants to estimate risk for a given disease [10, 11] 3. The availability of genome-wide data from hundreds of thousands of people linked with thousands of environmental and physiological measurement, such as the UK Biobank, an innovative project developed by the UK Government to collect genetic, health and lifestyle data from 500,000 people that has been made available to scientists and companies. [8] . This magnificent data resource allowed the validation of the algorithms predictive power at an unprecedented scale.
INTRODUCTION
GWAS have highlighted the polygenic architecture of complex diseases
GWAS have been instrumental in understanding the relationship between genetic variation and many complex diseases [9] . The general procedure of a GWAS is to compare the genomes of people with and without a disease (e.g. prostate cancer) or on along a continuous spectrum of trait values (e.g. height). These studies have led to many robust associations of specific genetic variants to a multitude of traits, diseases and disorders. Although this approach does not necessarily find the causative genetic variants contributing to diseases and traits, they provide important clues into their underlying biological basis. The emerging pattern from these studies is that the genetic basis of disease is often, although not exclusively, polygenic [12] . That is, diseases are characterised by contributions from a large number of genetic variants, each of which has an effect of varying magnitude that we can estimate from the GWAS.
Most GWAS have focused on identifying the relationship of a particular type of genetic variant called Single Nucleotide Polymorphisms (SNPs) and disease. SNPs are locations in the human genome where the DNA code is known to vary amongst individuals. The presence of two or more different nucleotides, or alleles, in the DNA sequence at these positions mean that the contribution of an allele to the overall likelihood of disease, or level of a trait, can be estimated.
Therefore a GWAS provides two statistics for the alleles at SNP. The first is an estimate of the effect size which is the likelihood to find an allele in the cases rather than the controls. The second is an estimate of the statistical significance of this effect size, which provides a measurement of the confidence we have in the allele's contribution to the disease.
As a rule of thumb, only those SNPs with alleles that gain a genome wide significance P value of greater than 5x10 −8 are considered as contributing to disease risk (although the procedures described below assess this assumption).
The main goal of a GWAS is thus to identify the genetic loci implicated in the aetiology of complex diseases that can subsequently be used to comprehend the molecular mechanisms underlying them.
Large GWAS sample sizes have led to the identification of more genetic variants associated with diseases
Dramatic increases in the number of individuals included in GWAS in recent years are providing the necessary statistical power to uncover statistical significant effect sizes for thousands of genetic variants [13] [14] [15] [16] [17] . Because many traits and diseases are polygenic, causal SNPs will each have a small effect size, which are diffcult to estimate accurately with small sample sizes. Although the concepts behind Polygenic Risk Scores (PRS) are not new, with the development of GWASs with sample sizes in the hundreds of thousands, the utility of PRS for predicting disease are being assessed at an unprecedented scale. PRS are computed for an individual by summing the effect alleles weighted by the corresponding values of each effect size to generate a single overall estimate of the genetic risk.
Methods for generating PRS and combining them with traditional non-genetic risk factors are developing at pace. However, before the potential of PRS can be realised it is necessary to assess their utility and to understand the INTRODUCTION challenges of implementing them at scale and the limitations to their use.
Developing a robust procedure for estimating PRS
In its essence, computing an individual's PRS for a given disease involves multiplying the number of risk alleles a person carries by the effect size of each variant, and then summing these across all risk loci [18] . The accuracy of PRS depends on several conditions [19] . The first is that the GWAS providing the summary statistics for the scoreknown as the discovery or training dataset -should involve an independent set of samples to those on which the scores are being calculated. Secondly, the amount of variation in disease or trait liability that can be accounted for by the genetic variants used in the PRS, known as SNP heritability, will influence how predictive a PRS will be, which will also be affected by the genetic architecture of the disease [20] . Finally, the sample size of the discovery GWAS will affect how well effect sizes are estimated and therefore affect its accuracy [20] . The best performing PRS will use summary statistics from a discovery GWAS involving hundreds of thousands of independent individuals on a trait with high SNP heritability.
Identifying which SNPs have the best predictive power is a central challenge to developing a robust PRS. There are two main objectives to this effort. The first is to understand at what threshold of statistical significance SNPs should be removed from the score generation algorithm. Because there are correlations between the effect sizes of variants that are close to each other in the genome, the second objective is to explore how to combine evidence across multiple variants.
Procedures have been developed to select subsets of SNPs that rely on looking only at GWAS summary statistics [21] . The simplest approach, known as clumping and thresholding (C+T), iterates between two methodological steps [22] . First, genetic variants are filtered, or clumped, so that only the variants with the highest effect size and that are not in linkage disequilibrium (LD) are used. In the second thresholding step, genetic variants with a P value larger than a chosen threshold are removed. This process is repeated for different LD windows and P value thresholds.
A more sophisticated Bayesian approach involves modelling LD to shrinks each variant effect size to an extent that is proportional to the LD between SNPs [10] . This approach, implemented in the software LDPred requires the definition of a tuning parameter ρ, which is a statement on a researcher's prior belief on the proportion of genetic variants assumed to be causal.
Recently, a third method involves machine learning combining C+T and the LASSO statistical procedure, called stacked clumping and thresholding (SCT) has been developed [23] . In SCT, clumping and thresholding are systematically repeated over a four dimensional grid of parameters (comprising LD squared correlation and p-value thresholds). The algorithm generates over 100,000 alternative C+T variants and combines them through a LASSO-based penalized logistic regression.
INTRODUCTION
Validating and testing PRS is possible with the availability of Biobanks
The algorithms outlined above require a validation phase where different PRSs generated with alternative parameter values are validated against an external dataset (Validation dataset). The output of the validation phase is the selection of an optimal PRS, displaying highest predictive performances. The testing phase involves computing the optimal PRS in a test population (Test dataset) and assessing its predictive power in order to confirm its predictive performance and to rule out any possibility of over-fitting that may have occurred during the validation step.
The recent development of PRS has been accelerated by the UK Government, who have made the UK Biobank (UKB) dataset available to researchers and companies [8] . This is a large prospective cohort study that enrolled around 500,000 individuals from across the UK, ranging in age from 40 to 69 years at the time of recruitment and whose genomes have been genotyped and imputed to more than 90 million variants. The astonishing size of the UKB genomic data allowed the building of independent large validation and testing datasets.
Clinical utility and implications of PRS use in the European population
Several studies have assessed the ability of PRS to identify individuals at high risk of developing polygenic diseases.
For example, Inouye and colleagues [24] showed that men in the top 20% of PRS distribution reached a threshold of 10% cumulative coronary artery disease (CAD) risk by 61 years of age, ten years earlier than men in the bottom 20% distribution. Additionally it has been shown that for CAD PRS has the higher predictive performance than any of the traditional risk factors (e.g. high cholesterol, family history) used by physicians to decide primary prevention strategies. In a second study, PRS-based models identified 8.0, 6.1, 3.5, 3.2, and 1.5% of the European population at greater than threefold increased risk for Coronary Artery Disease (CAD), Atrial Fibrillation (AT), Type 2 Diabetes (T2D), Inflammatory Bowel Syndrome (IBD), and Breast Cancer (BC), respectively. Most notably for CAD, the prevalence of "been carrier" of high PRS was shown to be 20-fold higher than the prevalence of carriers of the familial hypercholesterolemia mutations that confers the same risk.
Current technological limitations in using PRS
Generating PRS is computationally intensive and so their potential to be used as a tool for precision medicine is currently undervalued. The computers required to generate PRS need hundreds of Gigabytes of RAM and complex computational infrastructures which are extremely difficult to implement and maintain. Additionally, deep bioinformatics expertise is required to run the entire pipeline, from generating genomic data, through quality control to result visualisation. For this reason, analytical laboratories are currently excluded from the possibility to use PRS on a routine basis.
One limitation of GWAS is that they are performed with samples genotyped with microarrays that don't cover the entire genome, but only a small portion of it. Therefore the causal SNP associated with a phenotype is rarely genotyped, instead the association is attributed to the genotyped SNP in LD with the causal one. However, different ethnic groups are characterised by specific LD patterns, so we can expect that for different ancestries the causal SNP could have a different SNP in LD. For this reason, the SNPs used in a PRS are highly dependent on the genetic structure (i.e. ancestry) of the initial populations used in the GWAS. Since the vast majority of available GWAS is based on population of European descendent (79% of all GWAS partecipants), PRS constructed on these GWAS have the highest predictive power on individuals of the same ancestry. This represents a critical limitation to the mass-scale implementation of PRS in precision medicine and increasing the representation of diverse populations has recently become a higher priority for the research community.
A SaaS for genomic risk prediction addresses current limitations in
PRS utilisation
We present a Software as a Service (SaaS) for genomic risk prediction based on PRS. A SaaS is a software distribution model in which a third-party provider hosts applications and makes them available to users over the Internet. The SaaS takes as input genome-wide data of an individual in the form of a text file. This text file contains an individual's genetic information, which can be in one of several different formats depending on the microarray and Next-generation sequencing platform used to generate the data. Both high coverage and low pass sequencing are currently available on the market and can be easily used as input files. Once files are uploaded into the SaaS, they are loaded to a secure network file system hosted in the cloud where data are processed. Data processing involves data conversion to a common format, imputation of uncalled variants, quality control and finally PRS calculation and visualisation.
CASE STUDIES
Overview
In this section we describe the development and validation of Polygenic risk scores (PRSs) for three diseases: coronary artery disease (CAD), breast cancer (BC) and prostate cancer (PC). We also assessed how a published PRS for CAD based on millions of SNPs [21] performed with different subsets of SNPs. We found that although a large fraction of SNPs had an effect size that is close to zero, including them in the PRS maximized the prediction performance of the score.
For all diseases, we show that PRS can identify a large proportion of the population that is at least three times more likely of developing the disease compared to the average. We also show that PRSs for CAD, PC, and BC maintain their high stratification power, even in individuals already considered at higher risk of disease due to having at least CASE STUDIES one first-degree relative with a family history of CAD, PC or BC. Moreover, we found that PRSs are better than family history in terms of prediction performances for each of the three diseases.
Finally for CAD we compared the predictive performance of PRS with those of the lipoproteins currently used in clinical practise. We found that PRS is a stronger risk factor than lipoproteins and is also orthogonal identifying different individuals than those identified by lipoproteins above clinically relevant thresholds.
Scientific Methodology
We used GWAS summary statistics generated from training datasets. For each disease considered, we built a PRS using algorithms that identify the optimal subset of SNPs and their effect sizes from the GWAS summary statistics to maximize the predictive performances in a validation dataset. Next, we tested whether the PRSs with the highest predictive power in the validation dataset had the same performance in an independent testing dataset. Finally, we compared the predictive power of newly developed PRS with previously published PRS using the testing dataset.
Discovery and validation of PRS for CAD, PC, and BC
To build the PRSs, we used the SCT method of Privè and colleagues [23] , implemented in R [25] . The method uses summary statistics from published GWAS, genetic and clinical data from the validation dataset. The interim release of UK Biobank (i.e. individuals genotyped through batches from 1 to 22) was used as a validation dataset. The UK Biobank fields used to define cases of CAD, BC, and PC are reported in Table 1 . SCT uses per-SNP effect sizes and P values to perform repeated clumping and thresholding (C+T) over a four dimensional grid of parameters (comprising LD squared correlation, P value threshold, clumping window size, and imputation quality).
Overall, SCT generated 123,200 alternative C+T configurations, each of which was used to compute a corresponding PRS in the validation dataset. PRS scores were generated as the sum of the genotype dosage of each risk allele at each SNP weighted by its respective effect size. These PRSs were then used as the predictive variables in a LASSO-penalized logistic regression model with disease phenotype as the binary response variable, generating a regression coefficient for each C+T configuration. The stacking phase followed, where effect sizes and regression coefficients of the 123,200 alternative C+T configurations were linearly combined to generate a final optimal panel of SNPs for the PRS. We define a PRS panel as a 3-column table of SNPs, effect alleles, and corresponding effect sizes.
For CAD, PC, and BC, we utilised published GWAS summary statistics from Nikpay et al., [13] , Schumacher et al., [26] , and Michailidou et al., [15] , respectively.
CASE STUDIES
Coronary Artery Disease (CAD)
UK Biobank Field
Description Codes 
CASE STUDIES
Evaluating PRSs predictive performances
We assessed the predictive performances of CAD, PC and BC PRSs, on an independent testing dataset comprising the second release of UK Biobank (i.e. individuals genotyped in batches from 23 to 95). As a comparison, we also re-calculated the published PRS panels from Khera [22] (PRS for CAD and BC) from Inouye [24] (PRS for CAD), from Mavaddat [27] (for BC), and from Schumacher [14] (for PC) in this testing dataset and compared their predictive using as a treshold the top 3% of the PRS distribution.
We compared results to previously published PRS for CAD [22, 24] , BC [22, 28] , and PC [14] downloaded from the Broad Institute Cadiovascular Disease knowledge portal * or from the supplementary information of related papers †
Coronary Artery Disease
CAD is a disease caused by the narrowing or blockage of the coronary arteries and is usually caused by atherosclerosis, a hardening of the arteries. Whilst environmental and lifestyle factors can modulate an individual's risk of developing CAD [29] , a genetic component is also known [13] , making a perfect candidate for the investigation of PRS predictive performance. Given that in this analysis the vast majority of SNPs were estimated to have minimal or no effect on polygenic risk, doubt has been cast on the utility of including this large fraction of low-weight SNPs in PRSs [30] . We addressed the effect of including different numbers of SNPs in Khera PRS comparing predictive power across progressively smaller subsets of SNPs ( Table 2 shows the number of genetic variants composing the PRS (SNPs in PRS), the predictive performances quantified as AUC values and 95% confidence intervals (AUC (95% CI)), the positive predictive values in the top 3% of PRS distributions (PPV (3%)), and the number of CAD cases in the top 3% of PRS distributions (Cases in top 3%).
Variants with small effect sizes play a role in Genome-Wide PRS
Development of a new CAD PRS
We next assessed the predictive performance of our new PRS in the testing dataset (population sample size of 278000 individuals). The SCT PRS displayes higher predictive performances (AUC: 0.808, PPV at 3%: 13.06%) than the PRSs from Khera et al [22] (AUC: 0.805, PPV at 3%: 12.35%) and Inouye et al [24] (AUC: 0.805, PPV at 3%: 12.5%) (see Table 3 ). Notably, the final CAD PRS developed using SCT was composed of only 300,000 genetic variants, a number that corresponds to only the 5% and 17% of the SNPs of CAD PRS from Khera and Inouye, respectively.
In light of our finding outlined above, that a larger number of SNPs -even if with low effect sizes -improve the predictive performance of a PRS, we asked whether integrating the large SNP sets from the Khera or Inouye studies to our CAD PRS could further improve its predictive performance. We found that the addition of SNPs from Inouye to the SCT PRS led to a new CAD PRS (denoted as SCT + Inouye or SCT-I) with further improved predictive performance, as quantified by an increased value of the AUC (0.81) and the PPV at 3% (13.36%) ( Table 3) . This finding highlights the highly polygenic nature of this common disease and is also theoretically consistent with the omnigenic model proposed by Pritchard and colleagues [32] . The omnigenic models describes how genes expressed in disease-relevant cells CASE STUDIES are able to affect core genes directly involved in the disease though a complex regulatory networks.
To combine the SNPs in the CAD PRS, three strategies were used:
1. Inverse variance-weighted average method (IVW), where SNPs common in two PRS panels are aggregated by performing the weighted sum of each SNP effect size, weighted by the inverse of each PRS panel's variance [29] .
2. Following the approach of Inouye et al. [24] , where SNP effect sizes from two PRS panels are summed after being divided by the standard deviation of each PRS panel.
3. Aggregating SNPs effect sizes from different PRS panels without any normalization (reported in the Table   above ).
The meta-PRS of SCT+Khera and SCT+Inouye generated through the first two methodologies didn't provide any further increase in the predictive performances, respect to the original PRS panel. This was due to the fact that the standard deviation of the effect sizes of the SCT panel is several times higher than those of Khera and Inouye. For this reason, normalization methods 1 and 2 tended to under-estimate effect sizes from SCT in favor of those of Khera or
Inouye. This un-balance did not occur when we aggregated effect sizes without normalization. In this latter case, we observed an increase in the AUC of the SCT+Inouye PRS respect to the two original PRSs. In Table 3 , the metrics of the PRSs derived from the un-normalized method are shown. SCT refers to the PRS for CAD developed in this paper with the SCT algorithm. SCT + Khera refers to the PRSs generated by combining SCT and full Khera PRS (1) . SCT + Inouye refers to the PRSs generated by combining SCT and full Inouye PRS (1) . For each PRS, Table 3 shows the number of genetic variants composing the PRS (SNPs in PRS), the predictive performances quantified as AUC values and 95% confidence intervals (AUC (95% CI)), the positive predictive values in the top 3% of PRS distributions (PPV (3%) ), and the number of CAD cases in the top 3% of PRS distributions (Cases in top 3%). (1) For SNPs with effect sizes from both SCT and the second panel (khera or Inouye), effect sizes from SCT were taken.
PRS panel SNPs in PRS AUC (95% CI) PPV (3%) Cases in top 3%
CASE STUDIES
Predictive performance of the newly developed CAD PRS: SCT-I
The following analyses are based on the SCT-I CAD PRS that showed the highest predictive performance ( Table 3) .
We computed the PRS of the individuals in the testing dataset and plotted the distributions of the scores for CAD cases and controls (Figure 1A) . The distributions are both gaussian, with CAD cases showing a greater median PRS than controls (median: 0.52 and -0.03, respectively) and an AUC of 0.81.
We next evaluated the ability of the SCT-I PRS to stratify CAD risk separately for sub-populations of men (about 126000 individuals) and women (about 152000 individuals) in the testing dataset. We divided the two PRSs distributions into percentiles and computed the prevalence of CAD in each percentile. Here we use disease prevalence in the testing dataset as a measure of the risk of developing CAD. Risk stratification for men and women in the testing dataset are shown in Figure 1C and Figure 1D , respectively. CAD risk rises sharply as PRS percentile increases, ranging from 1.34% to 25.67% (for men) and from 0.26% to 8.62% (for women), for the lowest and highest percentiles, respectively.
For each sex we estimated the relative increased risk, which is the ratio between the prevalence at the top 5% of the PRS distribution and the prevalence in the average of the distribution (defined as between the 40% and the 60% percentiles). For men, the relative risk in the top 5% is 3 times higher than the average while for women this value rises to 4. This means that the CAD SCT-I PRS is able to detect individuals with a three fold relative risk of developing CAD which is comparable to that conferred by rare highly penetrant familial hypercholesterolemia mutations [33] .
Above, we showed how the SCT-I PRS can stratify the empirical risk of CAD in a testing dataset with known disease prevalence. However, the clinical value of a PRS implies its ability to predict the risk of disease in a well calibrated model. To assess model calibration we compared the predicted prevalence values with observed ones. For each individual within the testing dataset, the probability of having the disease was calculated using a logistic regression model with the PRS score as predictive variable. The predicted prevalence of CAD within each percentile of the PRS distribution was calculated as the average probability in each percentile. For all percentiles, predicted CAD prevalence was plotted against the corresponding values of observed prevalence (Figure 1B) . Figure 1B shows that the values of observed and predicted CAD prevalence are in excellent agreement as demonstrated by the localization of the points of the bisector of the graph. We also tested the level of agreement between the predicted and observed prevalence through the Hosmer-Lemeshow (HL) test. This is a goodness of fit testing for logistic regression, especially for risk prediction models. Specifically, the HL testing calculates if the observed prevalence matches the predicted prevalence in population subgroups represented by PRS percentiles. The non-signicant p-value generated by the HL testing ( Figure 1B) implies that there is no statistical evidence of a deviation between observed and predicted prevalence values, thus confirming the good fit of the calibration that can be observed in (Figure 1B) . 
PRS is more effective at predicting CAD risk than family history
Family history of heart disease is a well-recognized risk factor and prospective studies demonstrate a consistent association with the disease [34] . Family history can be easily and systematically queried in the clinical setting. In this section, we considered the relationship between two risk factors for CAD: family history and PRS. In particular we wanted to answer the following questions:
1. Can SCT-I PRS stratify risk in people with family history?
2. Is SCT-I PRS a better predictor than family history?
Does prediction performance increase if a combination of family history and PRS is used?
We computed PRS for CAD in cases and controls for those individuals in the testing dataset with at least one first-degree relative with a history of heart disease. PRS distributions for cases and controls are shown in Figure   2A . Both distributions are gaussian with cases having a higher median value than controls (median: 0.60 and 0.08, respectively). This shows that the good discriminatory ability of the SCT-I PRS is maintained even in individuals already considered at CAD risk based on family history.
We then evaluated the ability of the SCT-I PRS to stratify CAD risk in the sub-populations of men and women with at least one first-degree relative with a history of heart disease. CAD risk stratification for men and women with family history of heart disease are shown in Figure 2C and 2D, respectively. Even with individuals considered at higher risk based on family history, the SCT-I PRS was able to further stratify CAD risk over a range of values comprised between 2.10% and 33% (for men) and between 0.56% and 10% (for women), for the lowest and highest percentiles, respectively. For both men and women, average prevalence was higher in individuals with family history than in the general population for any percentile considered. For men with family history, the relative risk in the top 5% is 3 folds higher than the average while for women this value rises to 4.
Lastly, we assessed the discrimination ability of family history, PRS, and the combination of the two, by computing AUC.
Figure 2B
shows that PRS displays a higher AUC value than family history (AUC PRS: 0.810 (0.803-0.815), AUC family history: 0.791 (0.783-0.797)) and has therefore better capacity to discriminate between CAD cases and controls.
When both risk factors are combined, the predictive performances improves further (AUC: 0.817 (0.811-0.824)).
These findings demonstrate that family history and PRS capture different components of the risk of CAD and family history cannot be considered in isolation without further PRS risk stratification. Prevalence of CAD per percentile of the PRS distribution calculated in the testing population for women with at least one first-degree relative with history of heart disease. Dashed horizontal lines: CAD prevalence of the average of the PRS distributions (defined as between the 40% and the 60% percentiles) for men (dark green) and women (light green) CASE STUDIES
SCT-I for CAD is more predictive than and orthogonal to risk-enhancing lipoproteins
Low-density lipoprotein cholesterol (LDL-C) is recognized as a primary lipid risk factor of CAD. Additionally, several major guidelines suggest to consider high-density cholesterol (HDL-C), and lipid ratios such total cholesterol/HDL-C (tCHL/HDL-C) as additional risk factors [35, 36] . There are also evidences suggesting apolipoproteins (Apo) as effective risk factors of cardiovascular disease. Indeed, Apolipoprotein B (ApoB), that is a proxy of the number of potentially atherogenic lipoprotein particles, and Apolipoprotein A-I (ApoA), which reflects antiatherogenic HDL, may be better indicators of cardiovascular risk. In particular, the ApoB/ApoA ratio has been shown to be strongly associated with the risk of myocardial infarction and stroke [37] [38] [39] . Here, we compare the predictive performance and assess correlation of the SCT-I PRS with several plasma lipoproteins. As plasma risk factors for CAD we took into consideration the following: LDL cholesterol (LDL-CHL) (Figure 3 ), HDL-cholesterol (HDL) (Figure 4 ), the total cholesterol HDL ratio (tCHL-HDL) ( Figure 5 ), ApoA ( Figure 6 ), ApoB (Figure 7) , the ApoB ApoA ratio (ApoB-ApoA) ( Figure 8 ), as well as Lipoprotein(a) (Lp(a)) ( Figure 9 ).
In order to avoid reverse causation, the analysis involving plasma risk factors (measured at the UK Biobank first assessment) used only incident CAD. Incident CAD cases were identified by extracting for each individual of the testing sample the date of the first CAD event. The incident status was attributed to CAD events that occurred after the date of UK Biobank enrollment assessment.
Of note, LDL-cholesterol, total cholesterol and Apolipoprotein B levels for individuals reported to use cholesterollowering medications have been corrected by a correction factor of 1.56, 1.37, 1.46, respectively [40] .
PRS shows the highest odds ratio per standard deviation (OR-SD) (1.69 (1.64-1.74)) respect to any single lipoproteins considered and the ratio between total cholesterol-HDL and ApoB-ApoA ( 
CASE STUDIES
SCT-I PRS and age of CAD onset
Inouye et al [24] reported lower separation between PRS distributions of UK Biobank incident cases and controls compared with prevalent cases and controls. Since prevalent cases could have been characterised by a lower age of onset, they suggested a link between age of CAD onset and PRS score. We explore this hypothesis dividing the UK Biobank testing dataset in ten years age groups from 40 to 80 years (i.e. 40-50, 50-60, 60-70, 70-80) and
calculating the AUC for each age group with a logistic regression including PRS, the 4 principal components of PCA ancestry, gender and genotyping array. A clear trend emerged from this analysis ( Figure 10) 
Breast Cancer
Breast cancer (BC) is the most common cancer diagnosed among women in Western countries [42] . The risk of developing BC is linked to both non-genetic and genetic factors. Non-genetic risk factors refer to not inherited nutritional, environmental (e.g., toxins), or pharmacological factors (e.g., hormone replacement therapy) [43] [44] [45] .
From a genetic perspective, BC has a complex genetic architecture depending on two classes of genetic variations:
rare mutations with high penetrance such as those of genes BRCA1 and BRCA2 [46, 47] and multiple common BC susceptibility loci that have been discovered through GWAS [15, 48, 49 ].
Development of a BC PRS with improved predictive performance
We developed a BC PRS by applying the SCT algorithm described above and assessed its predictive performance in the testing dataset. The SCT PRS displayed higher predictive performance (AUC: 0.677, PPV at 3%: 20.20%) than other published BC PRS from Khera et al [22] (AUC: 0.65, PPV at 3%: 15.8%) and from Mavaddat et al [27] (AUC: 0.66, PPV at 3%: 18.0%) ( Table 5) . Notably, among the three PRS we compared, the SCT PRS used the largest number of SNPs ( Table 5 ). Table 5 shows the number of genetic variants composing the PRS (SNPs in PRS), the predictive performances quantified as AUC values and 95% confidence intervals (AUC (95% CI)), the positive predictive values in the top 3% of PRS distributions (PPV (3%) ), and the number of BC cases in the top 3% of PRS distributions (Cases in top 3%).
PRS panel SNPs in PRS AUC (95% CI) PPV (3%) Cases in top 3%
CASE STUDIES
Predictive performance of the newly developed BC PRS
The following analyses are based on the SCT BC PRS that showed the highest predictive performance ( Table 5) . We computed the PRS of the individuals in the testing dataset and plotted the distributions of the scores for BC cases and controls (Figure 11A) . The distributions are both gaussian, with BC cases showing a greater median PRS than controls (median: 0.51 and -0.04, respectively) and an AUC of 0.677.
We next assessed the ability of the SCT BC PRS to stratify BC risk for the female population in the testing dataset.
As before, PRS distribution was divided into percentiles and we computed the prevalence of BC in each percentile.
Disease prevalence is considered as empirical risk of developing BC. Risk stratification for women in the testing dataset is shown in Figure 11C . BC risk rises sharply as PRS percentile increases, ranging from 1.64% to 24.6%, for the lowest and highest percentiles respectively.
We estimated the relative increase in BC risk between the top 5% and the average (average of the percentiles comprises between 40% 60%, dashed line in Figure 11C ) of PRS distribution. For the female testing population, the relative risk in the top 5% is 2.9 times higher than the average.
To assess the ability of the SCT BC PRS to predict BC risk in a testing population we compared the predicted with observed prevalence values. For all percentiles, predicted BC prevalence was plotted against the corresponding values of observed prevalence (Figure 11B) . Figure 11B shows that the values of observed and predicted BC prevalence are in excellent agreement as demonstrated by the localization of the points of the bisector of the graph.
The non-significant P value generated by the HL testing (Figure 11B) is a further confirmation of the good statistical agreement between predicted and observed prevalence values. Observed prevalence has been calculated as the prevalence of BC in the PRS distribution. 
CASE STUDIES
PRS is more effective at predicting BC risk than family history
As for CAD, family history is a well-recognized risk factor of BC and prospective studies demonstrate a consistent association with the disease [50, 51] . Current prevention guidelines recommend the incorporation of family history into risk estimation models that guides treatment decisions for BC [52] . In order to evaluate the potential clinical utility of BC PRS, we assessed the risk stratification properties of BC PRS in a sub-population with family history of BC.
Additionally, we compare the performance of PRS and family history in predicting the onset of BC.
We computed scaled distributions for BC cases and controls for those individuals in the testing dataset with at least one first-degree relative with a history of BC. Risk distributions for cases and controls are shown in Figure 12A . Both distributions are gaussian with cases having a higher median value than controls (median: 0.70 and 0.17, respectively).
This suggests that the good discriminatory ability of the SCT BC PRS is maintained even in the population already considered at BC risk based on family history.
We then evaluated the ability of the SCT BC PRS to stratify BC risk in the population with family history of BC. BC risk stratification for women with family history of BC are shown in Figure 12C . The SCT BC PRS is able to further stratify BC risk over a range of values comprised between 2.3% and 35.8%, for the lowest and highest percentiles, respectively. The observed prevalence is higher in women with family history than in the general population for any percentile considered. For women with family history of BC the relative risk in the top 5% is 2.6 folds higher than the average.
Lastly, we assessed the predictive performance of family history, BC PRS, and the combination of the two, by computing AUC. Figure 12B shows that the BC PRS displays a higher AUC value (AUC PRS 0.677 (0.667-0.686), AUC family history 0.606 (0.597-0.617) and when both risk factors are combined, the predictive performances improve (AUC 0.683 (0.673-0694). 
CASE STUDIES
Prostate Cancer
Prostate Cancer (PC) is the most common non-cutaneous cancer among men in the Western world [53] . Previous works estimated that more than 2000 common SNPs independently contribute to PC risk among populations of European ancestry [54] . While PRS have already been developed to predict PC risk, those PRS rely on small sets of GWAS-derived genome-wide significant SNPs [14, 55] . We therefore tested whether a large number of SNPs combined with the SCT algorithm could improve the predictive performance of previous PC PRSs.
Development of a new PC PRS with improved predictive performance
We developed a new PC PRS by applying the SCT algorithm and assessed its predictive performance in the testing dataset. The new SCT PRS displayed higher predictive performance (AUC: 0.798, PPV at 3%: 19.8%) than the recently published PC PRS from Schumacher et al [22] (AUC: 0.774, PPV at 3%: 15.8%) (see Table 6 ). Notably, among the two PRS compared in Table 6 , the SCT PRS was by far the one with the highest number of SNPs. Table 6 shows the number of genetic variants composing the PRS (SNPs in PRS), the predictive performances quantified as AUC values and 95% confidence intervals (AUC (95% CI)), the positive predictive values in the top 3% of PRS distributions (PPV (3%)), and the number of BC cases in the top 3% of PRS distributions (Cases in top 3%).
PRS panel SNPs in PRS AUC (95% CI) PPV (3%) Cases in top 3%
Predictive performance of the newly developed PC PRS
The following analyses are based on the SCT PC PRS that showed the highest predictive performance ( Table 6 ). We computed the PRS of the individuals in the testing dataset and plotted the distributions of the scores for PC cases and controls (Figure 13A) . The distributions are both gaussian, with PC cases showing a greater median PRS than controls (median: 0.70 and -0.04, respectively) and an AUC of 0.798.
We next evaluated the ability of the SCT PC PRS to stratify risk in men of the testing dataset. We divided the PRS distribution into percentiles and computed the prevalence of PC in each percentile. We used disease prevalence in the testing dataset as a measure of the empirical risk of developing PC. Risk stratification for men in the testing
CASE STUDIES
dataset is shown in Figure 13C . PRS stratify risk ranging from 1.43% to 24.3%, for the lowest and highest percentiles respectively, indicating a powerful clinical actionability for PC primary prevention.
We also estimated the relative increased risk, which is the ratio between the prevalence at the top 5% of the PRS distribution and the prevalence in the average of the distribution (defined as between the 40% and the 60% percentiles, dashed line in Figure 13C ). For the men testing population, the relative risk in the top 5% is 4.1 times higher than the average.
To assess the calibration of the SCT PC PRS to predict PC risk in the testing population we compared the predicted with observed prevalence values. The values of observed and predicted PC prevalence are in excellent agreement as shown in Figure 13B . The non-significant P value generated by the HL test (Figure 13B) confirms that model is well calibrated. 
The SaaS system: Genetic Data upload and conversion
The SaaS accepts genetic data in a variety of different formats. This expands the compatibility of the SaaS to any known microarray and Next-generation sequencing platforms. A genetic laboratory can upload the file containing the genetic information of an individual through a web interface with the secure FTPS protocol. Genetic data are accepted in the following formats:
• 1. The input file provided by the user is read and converted to an internal format.
2. Genetic data are annotated with the appropriate dbSNP-ID, the latter belonging to either gene notation
IMPLEMENTATION OF THE SAAS FOR GENOMIC RISK PREDICTION
is above the PRS specific missing variants threshold.
The complete series of quality controls is listed below:
1. Minor allele frequency: genetic variants with a low Minor Allele Frequency (MAF) are more prone to genotyping errors. For these reason, variants with MAF < 0.01 are removed from the sample.
2. Hardy -Weinberg equilibrium (HWE): genetic variants that display a deviance from HWE with a P value lower than 10 −6 may indicate genotyping error and are therefore excluded from the analysis. Table 3 ) was used to calculate PRS values for each individual in the sample.
Ambiguous genetic variants: genetic variants with allele combinations
The SaaS system: PRS calculation
PRS was used as the only predictive variable in a logistic regression model with binary CAD phenotype (0: control, 1:case) as response variable. The resulting predictive performances of the CAD PRS have been assessed by computing the AUC. The analysis has been repeated with different random fractions of missing genetic variants from the PRS panel. Asterisks denote the AUC distributions that display a statistically significant difference respect with the reference distribution (0% of missing variants), according to t-test analysis. Please note that the AUC value showed in this figure differs from the value reported in Table 2 and Table 3 because the latter has been calculated in a logistic regression with additional covariates such as age and gender.
CONCLUSIONS
In this paper we described three PRS for complex diseases: CAD, BC and PC. We tested their prediction and risk stratification performances in the UK Biobank, which is the largest population dataset currently available. When compared with previously published PRS, the three PRS panels showed highest predictive performance( Tables 3,   5 , and 6). Additionally, we demonstrated that PRSs for CAD, BC, and PC are able to identify a notable fraction of UK Biobank population (5%) with a 3 fold or higher increased risk of developing CAD, PC, and BC compared to the population average. The risk stratification ability of CAD, BC, and PC PRS is maintained even in individuals already considered at risk based on family history. Notably, CAD PRS has higher predictive power than lipoproteins routinely used as clinical risk factors. This implies that integrate PRS together with traditional risk factors in clinical risk models can enable physicians to more accurately quantify the risk of the diseases rendering more effective prevention and screening strategies. We developed a SaaS to perform PRS analysis, available to clinical laboratories and research groups as a fully automated, GDPR compliant and CE marked medical device. The SaaS calculates Polygenic Risk Scores for a large number of complex diseases and can analyse thousands of samples in parallel having the potential to improve health care prevention through its eventual large scale implementation into public health practice.
