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Abstract Computational modelling of diffusion in heterogeneous media is prohibitively expensive for problems
with fine-scale heterogeneities. A common strategy for resolving this issue is to decompose the domain into a
number of non-overlapping sub-domains and homogenize the spatially-dependent diffusivity within each sub-
domain (homogenization cell). This process yields a coarse-scale model for approximating the solution behaviour
of the original fine-scale model at a reduced computational cost. In this paper, we study coarse-scale diffusion
models in block heterogeneous media and investigate, for the first time, the effect that various factors have on the
accuracy of resulting coarse-scale solutions. We present new findings on the error associated with homogenization
as well as recommendations for choosing the number of homogenization cells and the type of boundary condition
imposed on the homogenization cells to produce accurate coarse-scale solutions.
Keywords effective diffusivity · homogenization · heterogeneous media
1 Introduction
Diffusive transport processes in heterogeneous media occur in a diverse range of environmental and industrial
applications including fluid flow (Carr et al. 2013b,a), heat conduction (Hickson et al. 2009a,b; Carr and Turner
2016; Carr and March 2018; March and Carr 2019), contaminant transport in porous media (Liu and Ball 1998)
and brain tumour growth (Asvestas et al. 2014; Mantzavinos et al. 2014). Such processes can be modelled using
the diffusion equation:
∂u
∂t
(x, t) =∇ · (D(x)∇u(x, t)) , x ∈ Ω, (1)
in which the diffusivity D(x) varies spatially. In this work we consider a two-dimensional square domain Ω =
[x0, xm]× [y0, ym] and x = (x, y). If the scale at which the diffusivity D(x, y) changes is small compared to the
size of the domain Ω, direct numerical solution of equation (1) is computationally infeasible due to the very
fine mesh required to capture the heterogeneity (Abdulle and Weinan 2003; Carr and Turner 2016; Chen and
Ren 2008; Davit et al. 2013; Hajibeygi and Jenny 2009). This problem can be overcome by decomposing the
domain Ω into a number of non-overlapping sub-domains (homogenization cells) and replacing the fine-scale
diffusivity on each homogenization cell with a coarse-scale effective diffusivity (see Figure 1). In this paper, we
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(a) Original geometry
f
(b) Homogenization cells
f
m = 60 r = 5
f
k = 12
Deff =
(
0.2494 −0.0139
−0.0139 0.2282
)
Deff = PΛP
T
P =
(
0.4437 0.8962
0.8962 −0.4437
)
Λ =
(
0.2213 0
0 0.2563
)
(c) Principal axes of
diffusion
(d) Zoomed in homogenization cell
and effective diffusivity
Fig. 1: (a) Original geometry consisting of an m = 60 by m = 60 array of blocks, where light grey blocks have a diffusivity of 1
and dark grey blocks have a diffusivity of 0.1. (b) The original 60 by 60 geometry has been divided into a r = 5 by r = 5 array
of homogenization cells, where each homogenization cell is comprised of a k = 12 by k = 12 array of blocks. (c) In each of the
25 homogenization cells, the principal axes of diffusion are overlaid as identified from the effective diffusivity for that cell. The
lengths of the axes are scaled to reflect the diffusivity in the direction in which the axis points, where longer axes represent larger
diffusivities. (d) A zoomed in view of the homogenization cell shown in red in (b), and the corresponding effective diffusivity.
The effective diffusivity has been diagonalised to show the eigenvalues (diffusivities) and corresponding eigenvectors (principal
axes of diffusion).
study coarse-scale diffusion models in block heterogeneous media and investigate the effect that various factors
have on the accuracy of resulting coarse-scale solutions. Recommendations are given for choosing the number of
homogenization cells and the boundary conditions imposed on the homogenization cells to improve the match
between coarse-scale and fine-scale solutions.
Homogenization techniques have been considered by several authors including Szymkiewicz (2013), Terada
et al. (2000) and van der Sluis et al. (2000). Szymkiewicz (2013) summarised three types of boundary conditions
that can be imposed on the homogenization cell - periodic, confined and uniform (linear) (see Figure 2). We
consider these three types of boundary conditions in this work. Terada et al. (2000) compared the three types
of boundary conditions in the modelling of stress and strain in heterogeneous materials and concluded that
periodic boundary conditions were the best-performing conditions for both periodic and non-periodic media.
They implemented a finite element method for simulation of the microstructure of their materials and compared
the microscopic values for stress and strain to the homogenized values. Kouznetsova et al. (2001) compared
microscale and macroscale simulations of the pure bending of porous aluminium and concluded that considering
the microscale solution was computationally expensive due to the large number of variables required to describe
the microscale behaviour. They concluded that the homogenized model can estimate the macroscale behaviour,
but only for small deformations to the medium. van der Sluis et al. (2000) considered the microstructural
modelling of materials in order to determine their macroscopic mechanical properties. They considered periodic
boundary conditions as well as mixed boundary conditions, in which one section of the boundary of the unit cell
has the displacement prescribed and the other section of the boundary has the traction prescribed, and performed
simulations using both uniform and irregular distributions of the microstructure materials. They concluded that
the periodic boundary conditions were more appropriate than the mixed boundary conditions. Sviercoski et al.
(2010) presented a method for approximating the effective diffusivity that uses a weighted average of the Cardwell
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Fig. 2: (a)–(c) Boundary conditions for the periodic, uniform and confined problems with ξ = x and ξ = y.
and Parsons bounds (Cardwell and Parsons 1945). They used their calculations of the effective diffusivity to
study diffusion through composite materials in which they conducted numerical simulations for three different
steady-state diffusion problems. Each of these problems consisted of a two-dimensional rectangular domain with
Dirichlet conditions on the left and right boundaries of the domain and homogeneous Neumann conditions on
the top and bottom boundaries. They used a finite element method with triangular elements and computed
a benchmark fine-scale solution and several coarse-scale solutions using homogenization cells of different sizes.
These simulations investigated three different domains, all of different sizes and geometries and each simulation
considered three or four different sizes of homogenization cell. They found that as the size of the homogenization
cell quadruples (by doubling both the length and width of the cell), that the error between the fine-scale and
coarse-scale solutions approximately doubles, which confirms theoretical results given by Bensoussan et al.
(1978) and Jikov et al. (1994). However, even though their estimate of the effective diffusivity as calculated
using their weighted averaging method is accurate (or exact) for some homogenization cells, in some cases the
effective diffusivities had errors in excess of 5% as compared to an effective diffusivity calculated using the
solution of a homogenization problem. Additionally, with only three simulations, it cannot be determined if
similar results relating the size of the homogenization cell and the error would apply for other geometries.
After reviewing the available literature, we have identified the following knowledge gaps that we aim to
address in this work:
– Which boundary conditions on the homogenization cell (periodic, confined, uniform) perform best for het-
erogeneous diffusion problems?
– What information about the fine-scale solution is lost when the coarse-scale model is used instead?
– How does the homgenization error compare to the spatial discretisation error when solving the coarse-scale
model numerically?
– How well does homogenization work for a time-dependent diffusion problem in which the underlying geometry
changes partway through a simulation?
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In order to answer these questions, we consider both fine-scale and coarse-scale diffusion models, which we
discuss in section 2. The numerical methods we employ to solve the fine-scale and coarse-scale models and
calculate the effective diffusivities are discussed in section 3. In sections 4 and 5 we implement some numerical
experiments and discuss the results. Section 6 concludes the paper.
2 Diffusion problem
In this section we define fully the diffusion problem considered in this paper. As stated earlier, we consider
the square domain Ω = [x0, xm] × [y0, ym] divided into an m by m grid of square blocks, where m can be
any positive integer. Each of these blocks may have a different diffusivity, however the diffusivity is constant
across each block. Figure 1 (a) shows an example block domain Ω consisting of two materials with different
diffusivities.
We consider both fine-scale and coarse-scale diffusion models. The key difference between these two models
is that the fine-scale model uses an isotropic diffusivity D(x, y) that varies rapidly across the domain and
is described by equation (1), whereas the coarse-scale model uses a (possibly anisotropic) effective diffusivity
Deff(x, y) that varies on a much coarser scale compared to the fine-scale diffusivity. The coarse-scale model is
described by:
∂U(x, y, t)
∂t
= ∇ · (Deff(x, y)∇U(x, y, t)), (x, y) ∈ Ω, (2)
where U(x, y, t) is a coarse-scale approximation of u(x, y, t) and Deff(x, y) ∈ R2×2 is the effective diffusivity.
In both the fine-scale and coarse-scale models we consider a general initial condition and on each of the four
boundaries of the domain Ω we impose either a Dirichlet or homogeneous Neumann boundary condition. We
detail our numerical solution strategy for both the fine-scale and coarse-scale models in section 3.
2.1 Calculation of effective diffusivity
According to the homogenization literature (Hornung 1997; Szymkiewicz 2005; Davit et al. 2013; Carr et al.
2013a; Carr and Turner 2014; Carr et al. 2016, 2017), the effective diffusivity Deff(x, y) used in the coarse-scale
model (2) can be calculated using the solution of an appropriate boundary value problem (or homogenization
problem). In this work, we consider three common formulations for the homogenization problem involving
periodic, confined and uniform boundary conditions (see Figure 2) (Szymkiewicz 2013; Renard and de Marsily
1997). In this section, we discuss these three types of boundary conditions, their associated boundary value
problems and how they are used to calculate the effective diffusivities for an arbitrary homogenization cell
ΩC = [xa, xb]× [ya, yb] and in section 3.4 we discuss our numerical solution strategy for solving these boundary
value problems.
2.1.1 Periodic boundary value problem
The boundary value problem for periodic conditions consists of the following partial differential equation
(Szymkiewicz 2013):
0 = ∇ · (D(x, y)∇(ψ(ξ)(x, y) + ξ)), (x, y) ∈ ΩC , (3)
where ξ = x or ξ = y. The conditions ensuring the periodicity of the solution ψ(ξ) are shown in Figure 2(a) and
the following conditions ensure periodicity of the flux:
D(xa, y)
∂
∂x
(
ψ(ξ) + ξ
)
x=xa = D(xb, y)
∂
∂x
(
ψ(ξ) + ξ
)
x=xb , (4)
D(x, ya)
∂
∂y
(
ψ(ξ) + ξ
)
y=ya = D(x, yb)
∂
∂y
(
ψ(ξ) + ξ
)
y=yb . (5)
Additionally, to ensure that the solution is unique, a zero mean condition is imposed:
1
|ΩC |
∫ yb
ya
∫ xb
xa
ψ(ξ)(x, y) dx dy = 0. (6)
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The first and second columns of the effective diffusivity are then calculated using the following integrals, re-
spectively:
[Deff ](:,1) =
1
|ΩC |
∫ yb
ya
∫ xb
xa
D(x, y)∇(ψ(x)(x, y) + x) dx dy, (7)
[Deff ](:,2) =
1
|ΩC |
∫ yb
ya
∫ xb
xa
D(x, y)∇(ψ(y)(x, y) + y) dx dy. (8)
2.1.2 Uniform boundary value problem
The boundary value problem for uniform conditions consists of the following partial differential equation
(Szymkiewicz 2013):
0 = ∇ · (D(x, y)∇ψ(ξ)(x, y)), (x, y) ∈ ΩC , (9)
with the following boundary conditions imposed:
ψ(x)(xa, y) = xa, ψ
(x)(xb, y) = xb, ψ
(x)(x, ya) = x, ψ
(x)(x, yb) = x, (10)
or
ψ(y)(xa, y) = y, ψ
(y)(xb, y) = y, ψ
(y)(x, ya) = ya, ψ
(y)(x, yb) = yb. (11)
The first and second columns of the effective diffusivity are then calculated using the following integrals, re-
spectively:
[Deff ](:,1) =
1
|ΩC |
∫ yb
ya
∫ xb
xa
D(x, y)∇ψ(x)(x, y) dx dy, (12)
[Deff ](:,2) =
1
|ΩC |
∫ yb
ya
∫ xb
xa
D(x, y)∇ψ(y)(x, y) dx dy. (13)
2.1.3 Confined boundary value problem
The boundary value problem for confined conditions consists of the following partial differential equation
(Szymkiewicz 2013):
0 = ∇ · (D(x, y)∇ψ(ξ)(x, y)), (x, y) ∈ ΩC , (14)
which has the following boundary conditions imposed:
ψ(x)(xa, y) = xa, ψ
(x)(xb, y) = xb,
∂ψ(x)
∂y
(x, ya) = 0,
∂ψ(x)
∂y
(x, yb) = 0, (15)
or
∂ψ(y)
∂x
(xa, y) = 0,
∂ψ(y)
∂x
(xb, y) = 0, ψ
(y)(x, ya) = ya, ψ
(y)(x, yb) = yb. (16)
The first and second columns of the effective diffusivity are then calculated using identical integrals to those
used for the confined conditions, equations (12)–(13).
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Fig. 3: A control volume formed around the centre node (xp, yq). The nine nodes form the vertices of four different elements,
each of which has a constant diffusivity across the entire element. However, each element may have a different diffusivity, which
is denoted by the different shading.
3 Finite volume scheme
In this section we discuss the finite volume schemes used to solve the fine-scale equation (1), coarse-scale equation
(2) and equations used to calculate the effective diffusivity (3), (9) and (14). While we note that finite element
methods are commonly used for such problems, particularly the calculation of effective diffusivities (Yi et al.
2015; Matache et al. 2000; Allaire and Brizzi 2005; Talebi et al. 2019; Moulinec and Suquet 1995, 1998; Terada
et al. 2000; van der Sluis et al. 2000; Kouznetsova et al. 2001), we use a finite volume method as we wish to
build and exploit the existing codes developed by the computational mathematics community at our university
over the past 25 years (Ferguson and Turner 1995a,b; Turner and Ferguson 1995; Liu et al. 2002; Jayantha and
Turner 2003a,b; Liu. et al. 2003; Liu et al. 2006; Moroney and Turner 2006, 2007). The finite volume schemes
used are based upon standard control volume finite element methods that mesh the domain Ω using square
elements, such that the diffusivity is constant across each element, and approximate the solutions u(x, y, t),
U(x, y, t) and ψ(ξ)(x, y) with a bilinear shape function, as has been used previously by Moroney and Turner
(2006); Ferguson and Turner (1996) and Sadrnejad et al. (2012).
3.1 Fine-scale model
We define a square mesh over the domain Ω = [x0, xm]× [y0, ym] that consists of Nf +1 uniformly spaced nodes
in both the x and y directions. The x-coordinates of the nodes are xp = x0 + phf for p = 0, . . . , Nf and the
y-coordinates are yq = y0 + qhf for q = 0, . . . , Nf , where hf = (xm − x0)/Nf = (ym − y0)/Nf . The spacing hf
is chosen to ensure that nodes coincide with interfaces between blocks. We define the solution approximation
at the node located at (xp, yq) as up,q(t). We decompose the domain into square elements by connecting the
four nodes located at (xp−1, yq−1), (xp, yq−1), (xp−1, yq) and (xp, yq) for p = 1, . . . , Nf and q = 1, . . . , Nf . We
define a set of edges Ep,qf (see Figure 3) around the node located at (xp, yq) and connect them to form a control
volume. The faces are constructed by connecting the centroid of an element to the midpoint of its edges.
We integrate the governing partial differential equation (1) over the control volume and apply the divergence
theorem and midpoint rule to yield a finite volume equation. For a node located at (xp, yq), except for those
located on a boundary in which Dirichlet conditions are imposed, the finite volume equation takes the form:
V p,qf
dup,q
dt
=
∑
s∈Ep,qf
Φp,qs , (17)
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where V p,qf is the area of the control volume and Φ
p,q
s is the flux through the edge s and is calculated as:
Φp,qs =
{
D(xps , y
q
s)∇u(xps , yqs , t) · np,qs , if (xps , yqs) ∈ Ω,
0, if (xps , y
q
s) ∈ ∂Ω,
(18)
where (xps , y
q
s) is the midpoint of edge s and n
p,q
s is the outward facing normal vector to edge s with length
hf/2. We note that the flux corresponding to the edges located on the boundary is zero as the Neumann
boundary conditions that we consider in this paper are homogeneous. For any node located on a boundary with
Dirichlet conditions, the solution approximations corresponding to the nodes located along the boundary can
be calculated directly, so no finite volume equation is required for these nodes. Any node adjacent to one of
these boundary nodes is modified to account for these known solution values.
On each element, we approximate the solution with a bilinear interpolant u˜(x, y). For an element [xp−1, xp]×
[yq−1, yq], the bilinear interpolant takes the form:
u˜(x, y) = a1x+ a2y + a3xy + a4, x
p−1 < x < xp, yq−1 < y < yq. (19)
The coefficients a1, a2, a3 and a4 can be computed by noting that within each element, the solution values at
the corners are known and by enforcing that the solution value as computed by the bilinear interpolant is equal
to these values on each of the four corners, the following linear system can be generated:

xp−1 yq−1 xp−1yq−1 1
xp yq−1 xpyq−1 1
xp−1 yq xp−1yq 1
xp yq xpyq 1


a1
a2
a3
a4
 =

up−1,q−1
up,q−1
up−1,q
up,q
 . (20)
This allows for the coefficients a1, a2, a3 and a4 to be expressed in terms of the solution approximations
up−1,q−1, up,q−1, up−1,q and up,q as:
a1 = α1u
p−1,q−1 + α2up,q−1 + α3up−1,q + α4up,q, (21)
a2 = α5u
p−1,q−1 + α6up,q−1 + α7up−1,q + α8up,q, (22)
a3 = α9u
p−1,q−1 + α10up,q−1 + α11up−1,q + α12up,q, (23)
a4 = α13u
p−1,q−1 + α14up,q−1 + α15up−1,q + α16up,q, (24)
where α1, . . . , α16 can be computed in terms of the coordinates of the four corners of the element. This bilinear
interpolant allows ∇u˜(x, y) to be computed as:
∇u˜(x, y) = [a1 + a3y, a2 + a3x]T . (25)
This gradient is then used to approximate the flux term appearing in the finite volume equation (17).
3.2 Coarse-scale model
The finite volume scheme for the coarse scale model is similar to that of the fine-scale model except a coarser
mesh can be used as Deff(x, y) varies at a coarser scale compared to D(x, y).
We define a square mesh for the coarse-scale model over the domain Ω = [x0, xm]× [y0, ym] that consists of
Nc+1 uniformly spaced nodes in both the x and y directions. The x-coordinates of the nodes are x
p = x0 +phc
for p = 0, . . . , Nc and the y-coordinates are y
q = y0 + qhc for q = 0, . . . , Nc, where hc = (xm − x0)/Nc =
(ym − y0)/Nc. The spacing hc is chosen to ensure that each control volume edge is located entirely within
one homogenization cell. We define the solution approximation at the node located at (xp, yq) as Up,q(t). The
remainder of the finite volume method for the coarse-scale model is implemented identically to the finite volume
method for the fine-scale model.
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3.3 ODE system for fine-scale and coarse-scale models
The finite volume equations for each of the nodes for the fine-scale and coarse-scale models are collected to form
a coupled system of linear differential equations. For the fine-scale model, the system of ODEs takes the form:
du
dt
= Afu + bf , (26)
where u is a vector containing the discrete unknown values up,q at each node, except for those corresponding
to Dirichlet boundary conditions (as the value of the solution is known at these nodes), Af is a matrix whose
entries are determined using the finite volume equation (17) and the boundary conditions and bf is a vector
whose entries are determined by the boundary conditions. Similarly, the system of ODEs for the coarse-scale
model takes the form:
dU
dt
= AcU + bc, (27)
where U is a vector containing the discrete unknown values Up,q at each node, except for those corresponding
to Dirichlet boundary conditions and Ac and bc are formed similarly to the fine-scale model. The solutions of
the system of differential equations for the fine-scale (26) and coarse-scale models (27) are given by the following
time-stepping formulae (Hochbruck and Ostermann 2010):
un+1 = un + τϕ(τAf )(bf + Afun), (28)
Un = Un + τϕ(τAc)(bc + AcUn), (29)
where un = u(tn), Un = U(tn), τ = tn+1 − tn is the fixed time step and ϕ(z) = z−1(ez − 1) is the so-called ϕ
function. As the calculations of ϕ(τAf ) and ϕ(τAc) can be computationally expensive if Af and Ac are large,
we use Krylov subspace approximations (Saad 1992; Sidje 1998) generated through Arnoldi iteration to reduce
the evaluation of the ϕ function appearing in equations (28)–(29) to a small dimensional matrix. The dimension
of the Krylov subspace is the smallest dimension that yields a local truncation error (as defined as err1 in
Algorithm 3.2 presented by Sidje (1998)) of less than 10−6. To compute the small dimensional evaluation of ϕ
we use a Pade´ approximation implemented using the MATLAB function phipade developed by Berland et al.
(2005) with d = 6 and all other inputs for phipade kept at default values.
3.4 Effective diffusivity
We define a square mesh over the homogenization cell ΩC = [xa, xb]× [ya, yb] that consists of Ne + 1 uniformly
spaced nodes in both the x and y directions. The x-coordinates of the nodes are xp = xa+phe for p = 0, . . . , Ne
and the y-coordinates are yq = y0 + qhe for q = 0, . . . , Ne, where h = (xb − xa)/Ne = (yb − ya)/Ne. The
spacing he is chosen to ensure that nodes coincide with interfaces between blocks. The governing equation for
the effective diffusivity, (3), (9) or (14), depending on boundary conditions, is solved using the finite volume
scheme for the fine-scale model with slight modifications. For periodic conditions, the finite volume equation
for a node located at (xp, yq) takes the form:
0 =
∑
s∈Ep,qe
D(xps , y
q
s)(∇ψ(ξ)(xps , yqs) +∇ξ) · np,qs , (30)
where (xps , y
q
s) is the midpoint of edge s, Ep,qe is the set of edges around the node, np,qs is the outward facing
normal vector of edge s with length he/2 and ∇ξ = [1, 0]T if ξ = x and ∇ξ = [0, 1]T if ξ = y. The nodes along
the boundaries are treated by modifying the finite volume equation (30) to account for the periodic boundary
conditions, as detailed by Carr et al. (2013a). The zero mean condition (6) is accommodated by approximating
the integrals with the midpoint rule, leading to the summation:
h2e
|ΩC |
Ne∑
p=0
Ne∑
q=0
ψ(ξ)p,q = 0, (31)
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where ψ
(ξ)
p,q = ψ
(ξ)(xp, yq). For uniform and confined conditions, the finite volume equation for a node located
at (xp, yq), except for those located on a boundary in which Dirichlet conditions are imposed, takes the form:
0 =
∑
s∈Ep,qe
Φp,qs , (32)
where:
Φp,qs =
{
D(xps , y
q
s)∇ψ(ξ)(xps , yqs) · np,qs if (xps , yqs) ∈ ΩC ,
0, if (xps , y
q
s) ∈ ∂ΩC .
(33)
We note that the flux corresponding to the edges located on the boundary is zero as the Neumann boundary
conditions that occur in the confined conditions are homogeneous. For any node located on a boundary with
Dirichlet conditions, the solution approximations corresponding to the nodes located along the boundary can
be calculated directly, so no finite volume equation is required for these nodes. Any node adjacent to one of
these boundary nodes is modified to account for these known solution values.
The finite volume equations for each of the nodes for the effective diffusivity are collected to form a system
of linear equations of the form:
0 = Aeψ
(ξ) + be, (34)
where ψ(ξ) is a vector containing the discrete unknown values ψ
(ξ)
p,q at each node, except for those corresponding
to Dirichlet boundary conditions, Ae is a matrix whose entries are determined using the finite volume equations
(30)–(32) and the boundary conditions and be is a vector whose entries are determined by the boundary
conditions. The solution of this linear system is:
ψ(ξ) = −A−1e be, (35)
which we compute using the backslash operator in MATLAB. The effective diffusivities are then calculated by
approximating the integrals appearing in equations (7)–(8) and (12)–(13) with a midpoint rule, as was used
previously by March et al. (2019), leading to the following summations for the periodic conditions:
[Deff ](:,1) =
h2e
|ΩC |
Ne∑
p=1
Ne∑
q=1
D(xpcen, y
q
cen)(∇ψ(x)(xpcen, yqcen) + e1), (36)
[Deff ](:,2) =
h2e
|ΩC |
Ne∑
p=1
Ne∑
q=1
D(xpcen, y
q
cen)(∇ψ(y)(xpcen, yqcen) + e2), (37)
where (xpcen, y
q
cen) is the centroid of the (p, q)th element, e1 = [1, 0]
T and e2 = [0, 1]
T . The corresponding
summations for the uniform and confined conditions are:
[Deff ](:,1) =
h2e
|ΩC |
Ne∑
p=1
Ne∑
q=1
D(xpcen, y
q
cen)∇ψ(x)(xpcen, yqcen), (38)
[Deff ](:,2) =
h2e
|ΩC |
Ne∑
p=1
Ne∑
q=1
D(xpcen, y
q
cen)∇ψ(y)(xpcen, yqcen). (39)
4 Quantitative results
In this section we apply the fine-scale and coarse-scale models to a variety of different steady-state problems.
The main purposes of this section are to understand to what extent the process of homogenization affects
numerical simulations of diffusion across complex heterogeneous media; determine how to choose properties
used in homogenization (such as the boundary conditions on the homogenization cell) that will generate a
solution of the coarse-scale problem (2) that most closely resembles the solution of the corresponding fine-scale
problem (1); to determine which aspects of the problem (such as the boundary conditions used in the fine-scale
and coarse scale models) affect the error associated with homogenization and to investigate the application of
homogenization to problems in which the underlying geometry changes.
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To perform our numerical experiments, we consider 100 different heterogeneous geometries consisting of 60
by 60 blocks (m = 60) generated using an algorithm presented in our previous work (March et al. 2019). This
algorithm produces geometries with a fixed proportion of high diffusivity blocks that are aggregated together.
For all tests, we consider the calculation of Deff using the periodic, uniform and confined boundary conditions
on the homogenization cell discussed in section 2. We consider varying levels of homogenization characterised by
a homogenization parameter k, defined as follows. If an m by m domain is homogenized with homogenization
parameter k, then the domain is split into r2 = (m/k)2 homogenization cells, each of which is comprised of a
k by k array of identically sized blocks (see Figure 1). On each of these r2 homogenization cells, the effective
diffusivity is computed and that effective diffusivity is used for the entirety of the homogenization cell. For a
particular domain, any k that divides m is a valid homogenization parameter. The homogenization parameter
k = 1 corresponds to the fine-scale problem, in which no effective diffusivity is calculated and k = m is the fully
homogenized problem, in which an effective diffusivity valid across the entire domain is computed. It is expected
that as k increases, the error relative to the fine-scale solution should increase, as each effective diffusivity is valid
across a larger portion of the domain. The error metric that we use to assess the accuracy of the coarse-scale
solution for different homogenization parameters, mesh sizes and boundary conditions is defined as:
EG =
‖U∞ − u∞‖2
‖u∞‖2
, (40)
where U∞ is the coarse-scale approximation (27) under comparison and u∞ is the benchmark fine-scale solution
(26). In this analysis we consider the mean error over 100 different geometries:
E =
1
100
100∑
G=1
EG. (41)
For all tests, we consider the following four different combinations of either Dirichlet or Neumann boundary
conditions:
BC1: U(x0, y) = 1, U(xm, y) = 0,
∂U(ym, x)
∂y
= 0,
∂U(y0, x)
∂y
= 0, (42)
BC2: U(x0, y) = 0, U(xm, y) = 1,
∂U(ym, x)
∂y
= 0,
∂U(y0, x)
∂y
= 0, (43)
BC3:
∂U(x0, y)
∂x
= 0,
∂U(xm, y)
∂x
= 0, U(ym, x) = 0, U(y0, y) = 1, (44)
BC4:
∂U(x0, y)
∂x
= 0,
∂U(xm, y)
∂x
= 0, U(ym, x) = 1, U(y0, y) = 0. (45)
We choose these boundary conditions so that the observed solution behaviour is due to the heterogeneity of the
geometry and not the coarse-scale boundary conditions.
All tests are completed using geometries consisting of two different media, one with diffusivity D1 and the
other with diffusivity D0. We define the volume fraction ε1 = A1/(A1 +A0) where A1 and A0 are the areas of
media with diffusivities D1 and D0, respectively. We also define the diffusivity ratio as ε2 = D1/D0. In both
section 4 and section 5 the benchmark fine-scale solutions are computed using a mesh with Nf = m and the
effective diffusivities corresponding to homogenization parameter k are computed using a mesh with Ne = 3k.
4.1 Test 1: Relative errors of problems computed using a constant mesh
In this test we consider the previously mentioned 100 different geometries with volume fractions ε1 of 25%, 50%
and 75% and diffusivity ratios ε2 of 10 and 100. We consider the homogenization parameters k = 1, 2, 3, 4, 5, 6, 10, 12, 15, 20.30, 60
and all three types of boundary conditions on the homogenization cell. The mesh size for the coarse-scale model
is set to be Nc = r. Preliminary results did not shown significant differences in errors across different volume
fractions ε1, so only the results for ε1 = 50% are shown in Figure 4. For the diffusivity ratio ε2 = 10 and
homogenization parameters k ≤ 20, the periodic and confined boundary conditions performed approximately
equally and were more accurate than the uniform boundary conditions. For the diffusivity ratio k > 20, all three
boundary conditions performed approximately equally. In the case of diffusivity ratio ε2 = 100 and homogeniza-
tion parameters k ≤ 15, the periodic and confined boundary conditions performed approximately equally and
were significantly more accurate than the uniform boundary conditions. For 15 ≤ k ≤ 30, the confined boundary
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conditions performed slightly better than the periodic boundary conditions, which performed better than the
uniform boundary conditions. As all four plots in Figure 4 look similar, the different coarse-scale boundary
conditions (42)–(45) appear to have little effect on the performance of the coarse-scale model.
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0 20 40 60
0
0.05
0.1
0.15
0.2
0.25
0.3
(c) BC3
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Fig. 4: Mean error (E) vs homogenization parameter (k) for 100 geometries generated with a volume fraction of ε1 = 50% using
periodic (black line), uniform (blue line) and confined (red line) boundary conditions. The solid lines represent diffusivity ratios
ε2 = 10 and the dashed lines represent ε2 = 100.
4.2 Test 2: Relative errors of problems computed using a varying mesh
In this test, we consider the same 100 different geometries from Test 1. We consider only the homogenization
parameters k = 1, 2, 3, 4, 5, 6 and all three types of boundary conditions on the homogenization cell. The mesh
size for the coarse-scale model is set to be Nc = r, which is the coarsest mesh that allows for each element to
be contained entirely within homogeneous material. This differs from Test 1, as the simulations in Test 2 use a
coarser mesh. As the mesh size varies with k, to calculate the error metric (40), bilinear interpolation is used to
interpolate the coarse-scale solution onto the fine-scale mesh. The choices of k are considered only up to k = 6,
as opposed to the k = 60 as was used in Test 1 as the larger k values correspond to very coarse meshes. To
compare the results for Test 2 against those for Test 1, we calculate the error ratio R = Evar/Econ, where Evar
is the mean error (41) as calculated using the varying mesh and Econ is the mean error (41) as calculated using
the constant mesh.
Similarly to Test 1, preliminary results did not show significant differences in errors across different volume
fractions ε1, so only the results for ε1 = 50% are shown in Figure 5. The results varied significantly for different
combinations of coarse-scale boundary conditions. The purpose of this test is to determine what effect the use
of a coarser mesh has on the relative error. We expect that the error would increase with a coarser mesh, as
the spatial discretisation error associated with finite volume methods would generally increase as the number
of nodes decreases. The results for BC1 and BC2 are similar to each other and the results for BC3 and BC4 are
similar to each other. For all coarse-scale boundary conditions, the relative errors for diffusivity ratios ε2 = 10
were generally lower than the corresponding relative errors for diffusivity ratios ε2 = 100.
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Fig. 5: Error ratio (R) vs homogenization parameter (k) for 100 geometries generated with a volume fraction of ε1 = 50% using
periodic (black line), uniform (blue line) and confined (red line) boundary conditions. The solid lines represent diffusivity ratios
ε2 = 10 and the dashed lines represent ε2 = 100.
For BC1 and BC2 (Figures 5(a)–(b)), the error ratio is between approximately 1.02 and 1.08 for any diffusiv-
ity ratio or volume fraction and for BC3 and BC4 (Figures 5(c)–(d)), the error ratio is between approximately
1.02 and 1.1. There is no clear relationship between the homogenization parameter k and the error ratio for any
choices of coarse-scale boundary conditions, boundary conditions on the homogenization cell, volume fraction
ε1 or diffusivity ratio ε2. However as the error ratio is between 1.02 and 1.1, the spatial discretisation error
introduced through the use of a coarser mesh is between 2% and 10% of the homogenization error and thus
the homogenization error is approximately 10 to 50 times larger than the spatial discretisation error associated
with our implemented finite volume method.
4.3 Recommendations for homogenizing block heterogeneous media
Based on the results generated and presented in section 4 and other properties of the different boundary
conditions for the homogenization cell, we make some recommendations for homogenizing block heterogeneous
media. We assume that for a given problem, the coarse-scale boundary conditions, initial condition, m and Di.j
for all i = 1, . . . ,m and j = 1, . . . ,m are all known. We also assume that there exists a value Nmax, such that
a mesh comprised of Nmax + 1 uniformly spaced nodes in both the x and y directions is the most refined mesh
that is computationally feasible for a given problem. We also assume that any mesh comprised of Nfea + 1
uniformly spaced nodes in both the x and y directions, where Nfea < Nmax is computationally feasible. Given
these assumptions, we can make the following recommendations:
– For Nmax > m, the fine-scale solution model should be used with Nf = Nmax;
– For Nmax ≤ m, the coarse-scale model should be used with homogenization parameter k = dm/Nmaxe,
periodic boundary conditions on the homogenization cells; and a mesh constructed by setting Nc = m/k.
We recommend that the fine-scale model be used if Nmax > m as the fine-scale solution does not require any
homogenization. We recommend the use of periodic conditions in the case of Nmax ≤ m for the following reasons:
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– The periodic and confined boundary conditions have comparable error metrics that are significantly lower
than the error for the uniform conditions across all tests, as seen in Figure 4.
– The periodic and confined boundary conditions compute the correct effective diffusivities for layered media,
whereas the uniform boundary conditions give an incorrect value for the effective diffusivity in the direction
perpendicular to the layers (Szymkiewicz 2013).
– The implementation of the finite volume methods for the calculation of the effective diffusivities correspond-
ing to homogenization cells with either periodic or uniform conditions requires the inversion of only one
coefficient matrix, as the coefficient matrix AE appearing in the linear system (34) is identical for both
ξ = x and ξ = y, whereas the linear system that arises from confined conditions uses a different coefficient
matrix for both ξ = x and ξ = y and thus requires two matrix inversions.
– The periodic and uniform conditions are guaranteed to return symmetric positive definite effective diffusiv-
ities, which ensures that the principal axes of diffusion and the diffusivities in those directions are physical,
whereas the confined conditions do not. (Szymkiewicz 2013).
We recommend k = dm/Nmaxe as smaller values of k are more accurate and it is the smallest value of k giving
a computationally-feasible mesh.
5 Qualitative results
In this section we present some qualitative results to illustrate the effects of homogenization on both steady-
state and time-dependent diffusion problems. As periodic boundary conditions on the homogenization cell were
found to be the best-performing conditions and all four coarse-scale boundary conditions performing similarly,
we consider only these periodic conditions on the homogenization cell and BC1 coarse-scale boundary conditions
for the remainder of this paper.
5.1 Homogenized solutions of steady-state diffusion problem with constant mesh
We consider the solution of a steady-state diffusion problem on binary media with volume fraction ε1 = 50%,
diffusivity ratio ε2 = 100, m = 60, Nc = m and k = 1, 3, 5, 10, 15, 60. Figure 6 shows these solutions as well
as the original geometry with each principal axes of diffusion overlaid on each homogenization cell. For low
levels of homogenization, k = 3 and k = 5, the solutions compare well to the fine-scale solution k = 1, although
the contours representing U = 0.1, 0.2 and 0.3 are significantly different in shape. For k = 10, the majority of
the solution field is signficantly different than that of the fine-scale solution, with the possible exception of the
contours representing U = 0.7, 0.8 and 0.9. For k = 15, the solution field bears only a vague resemblance to the
fine-scale solution as the homogenized domain is comprised of only 16 homogenization cells, indicating that a
smaller value of k is required to adequately capture the fine-scale behaviour. For k = 60 the solution is a linear
function as the effective diffusivity is constant across the entire domain.
5.2 Homogenized solutions of steady-state diffusion problem with varying mesh
We repeat the experiments presented in section 5.1 for k = 2, 3, 6 with a mesh constructed using Nc = r as
discussed in section 4.2. We consider only these homogenization parameters as we found that for larger values
of k that the corresponding mesh is too coarse to generate an accurate solution. We present these solutions
in Figure 7 and note that the appropriate comparison in this figure is between pairs of figures with the same
values of k, as each solution is computed with the same homogenization parameter and the only difference is
in the mesh used in the finite volume method to solve the coarse-scale model. For k = 2, the solutions are very
similar, with the only noticeable difference in the solutions in the contour representing U = 0.4 and U = 0.3.
Similar results hold for k = 3, with the only noticeable difference in the contours of the solution occurring
representing U = 0.4 and U = 0.3. However for k = 6, the solutions differ significantly, indicating that the mesh
with Nc = 10 that is used in this simulation is too coarse to generate an accurate solution.
5.3 Homogenized solution of time-dependent diffusion problem
We investigate the solution of a time-dependent version of the problem considered in section 5.1 evaluated at
the time t = 0.1 with a zero initial condition and computed using a time step τ = 0.005. All other parameters
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(a) k = 1 (b) k = 3 (c) k = 5
(d) k = 1 (e) k = 3 (f) k = 5
(g) k = 10 (h) k = 15 (i) k = 60
(j) k = 10 (k) k = 15 (l) k = 60
Fig. 6: (a)–(c) and (g)–(k) Geometry with principal axes of diffusion overlaid for k = 1, 3, 5, 10, 15, 60. The lengths of the
axes have been scaled to reflect the diffusivity in the direction in which the axis points, such that longer axes represent larger
diffusivity values. Dark grey indicates a diffusivity D = 0.01 and light grey indicates a diffusivity D = 1. (d)–(f) and (j)–(l)
Steady-state solution as calculated using a mesh with Nc = 60 for each of the homogenization parameters.
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(a) k = 2 (b) k = 3 (c) k = 6
(d) k = 2 (e) k = 3 (f) k = 6
Fig. 7: (a)–(c) Steady-state solution as calculated using a mesh with Nc = 60 for k = 2, 3, 6. (d)–(f) Steady-state solution as
calculated using a mesh with Nc = r = m/k for k = 2, 3, 6. In all images the mesh used is overlaid upon the original image.
are identical to those considered in section 5.1 and the results are shown in Figure 8. For k = 1, 3, 5, 10 we note
the presence of a distinctive inclusion in the bottom left quadrant of the solution due to the presence of a low
diffusive region of the dark grey material, whereas this inclusion has disappeared in the solutions corresponding
to k = 15 and k = 30. Additionally, there is another smaller inclusion that appears near the top boundary
for k = 1, 3, 5, which does not appear for the larger values of k. This indicates that these larger values of k
are not suitable for use in these simulations. Comparing the solution corresponding to k = 3 to the fine-scale
solution (k = 1), the solutions appear similar, however around the two inclusions in the solution there are some
significant differences in the shape of the contours. For k = 5, there are significant differences as compared to
the fine-scale solution, especially in the inclusion in the bottom left quadrant and the contours representing
U = 0.1 and U = 0. This indicates that while k = 3 is likely suitable for homogenization in this simulation,
k = 5 likely is not.
5.4 Homogenized solution of time-dependent diffusion problem with varying mesh size
We repeat the experiments presented in section 5.3 for k = 2, 3, 6 with a mesh set such that Nc = r as
discussed in section 4.2. We present these solutions in Figure 9 and similarly to the comparison in section 5.2,
the appropriate comparison is between pairs of figures with the same values of k. For k = 2 and k = 3, the
solutions are very similar, with the only noticeable difference in the solutions occurring in the inclusion in the
bottom left quadrant of the solution field. However, for k = 6, the solutions fields are quite different, with the
most noticeable differences occurring in the inclusion in the bottom left quadrant and the shape of the contour
representing U = 0.1.
16 Nathan G. March, Elliot J. Carr, Ian W. Turner
(a) k = 1 (b) k = 3 (c) k = 5
(d) k = 1 (e) k = 3 (f) k = 5
(g) k = 10 (h) k = 15 (i) k = 60
(j) k = 10 (k) k = 15 (l) k = 60
Fig. 8: (a)–(c) and (g)–(k) Geometry with principal axes of diffusion overlaid for k = 1, 3, 5, 10, 15, 60. The lengths of the
axes have been scaled to reflect the diffusivity in the direction in which the axis points, such that longer axes represent larger
diffusivity values. Dark grey indicates a diffusivity D = 0.01 and light grey indicates a diffusivity D = 1. (d)–(f) and (j)–(l)
Solution at time t = 0.1 as calculated using a mesh with Nc = 60 for each of the homogenization parameters.
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(a) k = 2 (b) k = 3 (c) k = 6
(d) k = 2 (e) k = 3 (f) k = 6
Fig. 9: (a)–(c) Solution at time t = 0.1 as calculated using a mesh with Nc = 60 for k = 2, 3, 6. (d)–(f) Solution at time t = 0.1
as calculated using a mesh with Nc = r = m/k for k = 2, 3, 6. In all images the mesh used is overlaid upon the original image.
5.5 Homogenized solution of time-dependent diffusion problem with changing geometry
In this section, motivated by fracturing in shale gas reservoirs (Zhou et al. 2017; Kong et al. 2018) and chalk
engineering (Welch et al. 2015; Wattier et al. 2018) and cell wall collapse in wood drying (Carr et al. 2013a), we
demonstrate an example of a diffusion process occurring across a medium that spontaneously changes partway
through a simulation. We consider a simulation in the media presented in Figure 10. In this structure there are
three sections that change spontaneously (highlighted using red ellipses). In two of these changes a number of
low diffusivity dark grey blocks are replaced with high diffusivity light grey blocks and in the other change one
light grey block has been replaced with a dark grey block. These first two changes allow for two continuous
paths of light grey material joining the left and right boundaries of the domain while the other change has
yielded a section of light grey material that is entirely surrounded by dark grey material.
At time t = 0.5, there are significant differences in both the solutions corresponding to k = 3 and k = 5
as compared to the fine-scale solution, which can most clearly be seen in the contours representing U = 1 and
U = 0.9. However, at time t = 1, the solution corresponding to k = 3 very closely resembles the fine-scale
solution. The solution corresponding to k = 5 is also similar to the fine-scale solution, however there are some
noticeable differences, namely in the contours respresesntng U = 0.1, U = 0.9 and U = 1.
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(a) k = 1 (b) k = 3 (c) k = 5
(d) k = 1, t = 0.5 (e) k = 3, t = 0.5 (f) k = 5, t = 0.5
(g) k = 1 (h) k = 3 (i) k = 5
(j) k = 1, t = 1 (k) k = 3, t = 1 (l) k = 5, t = 1
Fig. 10: (a)–(c) Geometry with principal axes of diffusion overlaid for k = 1, 3, 5. The lengths of the axes have been scaled to
reflect the diffusivity in the direction in which the axis points, such that longer axes represent larger diffusivity values. Dark
grey indicates a diffusivity D = 0.01 and light grey indicates a diffusivity D = 1. (d)–(f) Solution at time t = 0.5 as calculated
using a mesh with Nc = 60 for k = 1, 3, 5. (g)–(k) Changed geometry with principal axes of diffusion overlaid, with the changes
indicated in (g) by red ellipses. (j)–(l) Solution at time t = 1 as calculated using a mesh with Nc = 60 for k = 1, 3, 5.
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6 Conclusion
In this paper we have demonstrated homogenization techniques for both steady-state and time-dependent
diffusion problems on complex heterogeneous domains. We have considered periodic, uniform and confined
boundary conditions on the homogenization cell and found that in general, periodic conditions are the best-
performing boundary conditions for the tests we performed in this work. We also found that for steady-state
problems the homogenization error is approximately 10 to 50 times larger than the spatial discretisation error.
We considered other factors that had no obvious impact on the accuracy of coarse-scale solutions, such
as the boundary conditions on the coarse scale problem, different volume fractions of high diffusivity and
low diffusivity material and the diffusivity ratio between the materials. While different volume fractions and
diffusivity ratios will affect the error that homogenization introduces, the choice of periodic conditions with
the smallest computationally-feasible homogenization parameter is recommended. We note that our analysis is
limited to Dirichlet and Neumann conditions on the boundaries as we wished to minimise the impact of the
coarse-scale boundary conditions on the solution. We considered only binary media in this work however the
methods could be applied to media which consist of an arbitrary number of different diffusivities.
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