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Abstract 
Synthetic Aperture Radar (SAR) imaging from geosynchronous orbit has significant 
potential advantages over conventional low-Earth orbit (LEO) radars, but also 
challenges to overcome.  
This thesis investigates both active and passive geosynchronous SAR configurations, 
presenting their different features and advantages.  
Following a system design trade-off that involved phase uncertainties, link budget, 
frequency and integration time, an L band bi-static configuration with 8-hour integration 
time that reuses the signal from a non-cooperative transmitter has been presented as a 
suitable solution.  
Cranfield Space Research Centre looked into this configuration and proposed the 
GeoSAR concept, an L band bi-static SAR based on the concept by Prati et al. (1998). 
It flies along a circular ground track orbit, reuses the signal coming from a non-
cooperative transmitter in GEO and achieves a spatial resolution of about 100 m.  
The present research contributes to the GeoSAR concept exploring the implications 
due to the 8-hour integration time and providing insights about its performance and its 
possible fields of application.  
Targets such as canopies change their backscattered phase on timescales of seconds 
due to their motion. On longer time scales, changes in dielectric properties of targets, 
Earth tides and perturbations in the structure of the atmosphere contribute to generate 
phase fluctuations in the collected signals. These phenomena bring temporal 
decorrelation and cause a reduction in SAR coherent integration gain. They have to be 
compensated for if useful images are to be provided.  
A SAR azimuth simulator has been developed to study the influence of temporal 
decorrelation on GeoSAR point spread function. The analysis shows that ionospheric 
delay is the major source of decorrelation; other effects, such as tropospheric delay 
and Earth tides, have to be dealt with but appear to be easier to handle.  
Two different options for GeoSAR interferometry have been discussed. The system is 
well suited to differential interferometry, due to the short perpendicular baseline 
induced by the geometry. A GeoSAR has advantages over a Low Earth Orbit (LEO) 
SAR system to monitor processes with significant variability over daily or shorter 
timescales (e.g. soil moisture variation). This potential justifies further study of the 
concept.  
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1 Introduction 
This report presents research undertaken at the Cranfield University Space Research 
Centre (SRC) from October 2003 to September 2009. The work focuses on the 
analysis and the development of the concept for a geosynchronous Synthetic Aperture 
Radar (SAR). This concept has been already demonstrated in literature (Tomiyasu, 
1978; Tomiyasu and Pacelli, 1983; Madsen et al., 2001; Prati et al., 1998), but its main 
technical challenges have not been discussed in any piece of work. 
This first chapter describes the background and rationale of the research. It then 
presents a literature review on SAR satellites in a geosynchronous orbit that leads to 
the problem formulation and the definition of the research objectives. The final section 
states briefly the methodology and outlines the content of the report. 
1.1  Background and rationale 
Before presenting the specific objectives of the research, it is important to introduce its 
background and rationale, covering aspects related to both Earth observation and 
Synthetic Aperture Radar. A literature review of the publications about geosynchronous 
SARs will provide the necessary background to understand the research aim and its 
objectives. 
1.1.1 Earth observation 
Remote sensing is proved to be a unique source of information on the Earth and is 
often a precious source of data for the understanding of both environmental and 
anthropogenic processes.  
Surface imaging space-borne sensors operate in specific regions of the 
electromagnetic spectrum where constituents of the atmosphere (e.g. water vapour 
and carbon dioxide) do not absorb radiation. Such sensors can be primarily divided into 
passive and active types. The former group measures radiation naturally reflected or 
emitted from the ground, atmosphere and clouds (e.g. optical sensors in the visible or 
thermal infrared spectrum). The latter instead employs an artificial source of radiation 
as a probe and measures the resulting signal that is scattered back (e.g. SAR 
platforms operating in the microwave spectral region). The main subject of the present 
research is Synthetic Aperture Radar therefore only SAR satellites will be considered 
further in the discussion. 
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A precise definition of temporal and spatial resolution, two of the main parameters that 
are used in EO system classification, can be useful to understand geosynchronous 
SAR peculiarities. Temporal resolution is defined in terms of the frequency at which 
images of the same location on Earth can be captured. Spatial resolution identifies the 
minimum separation between two objects at which the resulting images of the objects 
appear distinct and separate.  
Typically, EO satellites are placed in Low Earth Orbit (LEO), to take advantage of the 
shorter slant range. The key limitation of LEO for remote sensing is the difficulty of 
providing frequent timely images of an area. A single satellite typically images a swath 
100-200 km wide steerable within a field of view 500 km across. LEO orbit periods are 
approximately 100 minutes, and in this time, the Earth has turned almost 3000 km at 
the equator: it thus takes ~3000/500=6 days to obtain complete access. Envisat 
actually uses a 35-day repeat orbit, which means a repeat period of 5 weeks for 
interferometry, and 1-2 weeks (at mid-latitudes) for imaging. Processes with timescales 
shorter than these periods are difficult to measure usefully. Satellites in 
geosynchronous orbit, on the other hand, have a permanent view of 1/3 of Earth’s 
surface so that, as soon as one image is complete, the next can be started. Allowing 
for the time required to acquire the image this means that a geosynchronous satellite 
could provide in principle several images each day of any location in the field of view.  
An inconvenience caused by the geosynchronous orbit is its fixed longitude. This 
implies that only a constellation of at least three satellites can guarantee a nearly global 
coverage. Even so, polar zones cannot be imaged with nominal resolution. However, 
global coverage is not always an essential requisite for a space system. The problem 
that many satellite service providers have to tackle is that the request for satellite 
products is concentrated in the most industrialised regions of the globe therefore a 
system that is able to provide nearly continuous imaging of a certain region may prove 
to be advantageous for certain customers.  
A typical example of a regional market for satellite data is agriculture monitoring. In 
2004, 50% of the global cereal production was concentrated in only four countries 
(Figure 1-1) according to FAO data that has been reported in Bruno et al. (2006). 
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Figure 1-1. 2004 cereals production data, percentage of the global production in the 
four most productive countries. © FAO, 2005 (Bruno et al., 2006). 
Spatial resolution achievable from a geosynchronous orbit is quite poor compared to 
LEO satellites. For that reason, a SAR in a geosynchronous orbit cannot replace LEO 
satellites as it is not able to provide the same services. However, GeoSAR could be 
profitably employed in all those applications that require measurements with a short 
revisit time.  
1.1.2 Literature review on Geosynchronous SAR 
A geosynchronous orbit has a period of 23h and 56.08 min, equivalent to a sidereal 
day as measured with respect to the stars. This configuration can guarantee a very 
short revisit time. Within the area covered in every orbit, several mappings of the same 
region can be obtained allowing a very good temporal resolution. A single 
geosynchronous spacecraft cannot provide global coverage, this feature could be 
provided only by a constellation of satellites (at least 3). 
The 24-hour period is extremely useful to understand transient phenomena that 
characterize the Earth. This orbit has not been used so far for radar remote sensing 
because of the complexities related to the large slant range. It requires a large antenna 
and a long integration time to focus a radar image (up to several hours for the passive 
bi-static configuration). The latter fact causes a quite strong influence of the 
atmosphere on the radar signal that cannot be neglected and that has to be taken into 
account in the design of such a system.  
To obtain a synthetic aperture there should be a relative motion between the satellite 
and the terrain imaged. A geostationary orbit (a geosynchronous orbit with zero 
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eccentricity and zero inclination) is not acceptable for imaging purposes, as the satellite 
is stationary with respect to an observer on the Earth. On the contrary, an eccentric or 
inclined geosynchronous orbit can provide the required relative motion between radar 
and target. The orbit inclination has an important influence even on the coverage of the 
system. During the orbit, the most northern/southern latitude of the sub-satellite point is 
equal to the inclination of the orbit itself.  
This section presents the relevant papers in literature that present concept and ideas 
directly related to a SAR system in a geo-synchronous orbit. A complete literature 
review that covers all aspects discussed in the present research has been included in 
Chapter 2. 
Tomiyasu (1978) is the first who mentions the potential applications of SAR imaging 
from a geosynchronous orbit. The proposed orbit has an eccentricity of 0.009, 1° 
inclination angle and 90° argument of perigee. 
Tomiyasu and Pacelli (1983) carried on the analysis performed by Tomiyasu himself 
some years before. They realised that a geosynchronous orbit with high inclination 
(about 50°) could provide a large coverage. The main consequence is that the relative 
velocity between the satellite and the imaged scene is greater and the integration time 
is smaller.  
Tomiyasu and Pacelli (1983) highlight some important operational and design 
constraints of a SAR system: 
• Areas cannot be imaged near the nadir point. 
• Imaging at broadside (azimuth angle 90°) is more favourable than other oblique 
angles since the dwell time is shorter and the complexity of the range cell 
migration problem during data processing is smaller. 
• The antenna size depends from ambiguity constraints. 
 
Prati et al. (1998) is the first paper that describes a passive bi-static geosynchronous 
SAR. The system reuses the signal transmitted by an L band GEO Digital Audio 
Broadcasting system. The receiving antenna is placed in a slightly inclined orbit that 
generates a north-south wander (velocity 2 m/s) to create a synthetic aperture. The 
system is ambiguous in Doppler as the synthetic aperture is limited in length by the 
actual motion of the satellite. The paper provides some insights about the signal 
processing issues and provides a link budget to demonstrate the technical feasibility of 
this concept. Some key SAR parameters from this concept are included in Table 1-1, 
they are typical values for a bi-static geo-synchronous configuration. 
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Table 1-1. SAR parameters in the concept described by Prati et al. (1998). 
Frequency 
Synthetic Aperture Length 
1.25 GHz 
80 km 
Interferometric Repeat Period 
Azimuth resolution 
Signal Bandwidth 
Integration time 
Antenna size 
12 hours 
120 m 
4 MHz 
8.3 hours 
4.8 m  
Pulse Repetition Interval 
SNR  
20 seconds 
9.2 dB 
 
Prati et al. (1998) provides some useful considerations that will be further investigated 
in this thesis: 
• The link budget requires a very long integration time (i.e. about 8 hours). 
• A passive bi-static SAR in a geosynchronous orbit has to be designed 
ambiguous in Doppler in order to achieve the longest possible integration time. 
• Only objects that are stable during the integration time can be imaged. Sea, 
foliage screens and all moving objects will be virtually invisible to the system. 
• Atmosphere monitoring on land is a promising field of application.   
 
Madsen et al. (2001) gave the most important analysis up to date of an active 
geosynchronous SAR system as they focused on possible applications, the main 
performance parameters and system design considerations. 
The three main advantages that a geosynchronous system can provide are: fine 
temporal resolution, very short revisit time and approximately daily global coverage. 
They specify that there is a wide range of possible applications for such a system:  
• Fine temporal sampling can be exploited for disaster management with 
monitoring being conducted in near real time and data collected before and 
after events. 
• Observations taken every few hours, correlated interferometrically, could 
provide near-real-time mapping of crustal processes and main surface changes 
caused by earthquakes or volcanoes. 
• Monitoring vegetation and soil moisture could be important to understand the 
global carbon and hydrological cycles. 
 
The concept presented in the next section has been widely derived by the work carried 
out by Madsen et al. (2001). 
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1.1.2.1  GESS (Global Earthquake Satellite System) 
The concept GESS (Global Earthquake Satellite System), developed by NASA JPL, is 
the only concept described in detail in literature (NASA JPL, 2003). The main technical 
specifications are described in Table 1-2, SAR parameters provided are representative 
of the technical requirements for an active geo-synchronous SAR configuration.  
Table 1-2. GESS satellite parameters (NASA JPL, 2003). 
ORBIT  
Altitude 35788 km 
Inclination 60° 
Interferometric Repeat Period 1 day 
Look angle 1.6° – 8° 
Ground Incidence Angle 10.6 - 66.4° 
Ground range From Nadir 1000-6500 km 
Footprint Area 79 x 106 km2 
Sub-swath Width 400 km 
INSTRUMENT  
Antenna Diameter 30 m 
Electronic Steering 8° in azimuth and elevation 
Wavelength 24 cm 
Peak Transmit Power 60 kW 
Pulse duration 1 ms 
Bandwidth 10-80 MHz 
Pulse Repetition Frequency 125-250 Hz 
  
PERFORMANCE  
Ground range resolution 20 m 
Nominal SNR 10 dB 
Stripmap Azimuth resolution 2-20 m 
 
NASA JPL has planned to develop a geosynchronous radar constellation to monitor 
earthquakes on a global scale. The ten satellites will be launched in five different 60° 
inclined orbits in order to achieve global coverage. Each one will carry an L band SAR. 
The main advantage of this configuration is that it can achieve global coverage and a 
very short revisit time nearly on the entire globe. Figure 1-2 shows that there is a 
constant coverage on the 23% of the globe (bright green) and only polar zones and 
some locations on the equator have a revisit time larger than two hours (red). 
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This is only a concept and it requires some new technologies to be developed 
especially in the field of large area antennas. 
 
Figure 1-2. The maximum revisit time for a constellation of ten GEO satellites, five 
ground tracks, 12-hour phasing, at an inclination of 60° (NASA JPL, 2003). 
NASA JPL (2003) stresses that the exact knowledge of atmospheric effects on SAR 
signal is a crucial issue to obtain significant results and achieve an accuracy in 
measuring crustal deformations as small as 1 mm/year. 
1.2  Research aim 
The foundation of this research builds on the background of this introductory overview; 
it is therefore possible to state the overall aim of the research: 
The research aim is to make an innovative contribution to the 
analysis of the potential and the challenges related to a 
geosynchronous SAR satellite. 
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1.3  Problem Formulation and Research Objectives 
The literature review proposed has established the potential of geosynchronous SAR 
configurations and highlighted that in literature its technical challenges and its fields of 
application have not been analysed in detail. Therefore building on the literature review 
provided, the general problem formulation addressed in this study is: 
Propose a geosynchronous SAR configuration, analyse 
quantitatively its performance and its limitations focussing on 
possible fields of application. 
This research presents a high degree of novelty as it addresses some problems that 
have been only marginally tackled in previous literature. To clarify the roadmap 
followed by this study three different objectives have been identified. For each of them 
a brief explanation has been included. 
1. Investigate both active and passive geosynchronous SAR 
configurations to choose a suitable system design. 
In particular, the choice of the system configuration has been justified through a 
quantitative and qualitative trade-off analysis. 
2. Analyse technical challenges and predict quantitatively 
system performances.  
Image formation has been identified as the main technical challenge of this 
configuration. The present research focuses on the analysis of factors such as Earth 
tides usually neglected in literature that however play a significant role in a 
geosynchronous SAR configuration. 
3. Emphasize possible field of applications. 
SAR interferometry and other applications that benefit from the short revisit time (such 
as soil moisture monitoring) are areas of possible scientific and industrial interest.  
A brief introduction of the methodology used in this research is presented in the 
following section.  
1.4  Overall Research Methodology 
Starting from the problem formulation and the objectives defined, the block diagram in 
Figure 1-3 presents the overall research methodology that has been applied in the 
present research.  
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Figure 1-3. Overall research procedure. 
 
1.5  Report Outline 
Chapter 1, Introduction, outlines the background of the research and provides the 
reader with the geosynchronous SAR concept. It presents a literature review on 
geosynchronous SAR leading to the rationale of the research. This is followed by the 
definition of the research objectives. The chapter then clarifies the overall research 
procedure. 
Chapter 2, Background and objectives, is mainly dedicated to space-borne SAR 
remote sensing. It first presents the imaging principles and then focuses on bi-static 
SAR configuration. The chapter introduces the main issues related to SAR processing 
and provides a background on signal atmospheric propagations and other 
perturbations such as Earth tides, tropospheric and ionospheric effects that affect 
GeoSAR focussing. 
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Chapter 3, GeoSAR active and passive configuration, is dedicated to the analysis of 
the two options for the system design of this concept. Both active and passive 
configurations have been investigated. A system trade-off has been carried out to 
choose the most suitable frequency. The outcome of this analysis is the proposal of a 
passive bi-static configuration as the most appropriate configuration. 
Chapter 4, GeoSAR concept, provides further details and a basic performance analysis 
for GeoSAR, a concept for a bi-static passive geosynchronous SAR that has been 
developed at Cranfield Space Research Centre. A geo-location budget has been 
carried out to evaluate the accuracy of GeoSAR products. 
Chapter 5, SAR Azimuth Focussing Simulation, outlines the methodology applied in the 
present research to study the effects of the long integration time on GeoSAR imaging. 
An azimuth SAR processor has been implemented in order to assess the effect of 
Gaussian white or correlated noise on GeoSAR azimuth Point Spread Function. 
Chapter 6, Presentation of results, is dedicated to the analysis of the disturbances 
caused by fluctuating targets and an evaluation of the effects induced by Earth tides, 
tropospheric and ionospheric heterogeneities. 
Chapter 7, Applications, focuses on GeoSAR’s main fields of application. A quantitative 
analysis of InSAR performances has been carried out.  
Chapter 8, Conclusions and Further Work, summarises the key points of the data 
analysis and discussions and presents areas of further development of the research. 
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2 Background  
Having defined the rationale and the objectives of the research, this chapter will 
present the background relevant to the project. Section 2.1 is dedicated to a brief 
introduction to SAR remote sensing. Subsequent sections are dedicated to monostatic 
SAR (Section 2.2) and bi-static SAR (section 2.3). The physics related to SAR imaging 
are presented in section 2.4 (SAR image interpretation). Section 2.5 presents SAR 
interferometry describing the basic principles and introducing all the key concepts that 
provide the essential background to the analysis carried out in the chapter dealing with 
possible fields of applications. The notion of signal coherence is analysed in section 2.6 
while the following section is dedicated to the principle of SAR image processing. Multi-
static SAR configurations are discussed in section 2.8 while section 2.9 and the 
remaining part of the chapter present a literature review on Earth tides, tropospheric 
and ionospheric effects on SAR imaging. 
These are all the key topics for the understanding of the research; however, a reader 
who already has a strong background in any of the areas might want to skip relative 
sections accordingly. 
More specialist literature related to the methodology applied in the research will be 
presented in the relevant chapters.  
2.1  Introduction to radars 
Radar is an acronym that stands for RAdio Detection And Ranging. As an instrument, it 
has been developed as a means of using radio waves to detect the presence and the 
distance of objects. A specific class of radar systems is the imaging radar. It is 
commonly used in remote sensing. Radar imagery systems differ from optical ones as 
they provide their own means of illumination.  
Referring to a general classification of imaging systems as that provided by Rees 
(2001), radar sensors are included among active systems, those “who emit radiation 
and analyse what is sent back to them”. 
Radar systems work in the microwave region of the electromagnetic spectrum, the one 
with frequencies in the range between 30 MHz and 300 GHz. The key concept in radar 
systems is that they emit a microwave pulse and detect its backscattered echo. The 
distance between the sensor and the target is obtained by measuring the time elapsed 
between the pulse transmission and the reception of the backscattered echo. 
Additional information about the target imaged can be inferred from the backscatter 
intensity and from the use of signals with different polarisations. 
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Imaging radar systems may be classified in two different categories: Real Aperture 
Radars (RAR) and Synthetic Aperture Radars (SAR). The former are even known as 
non-coherent radars. As RAR are not commonly used in space application, in this 
chapter only SAR systems will be described as they provide an indispensable 
background to understanding geosynchronous SAR. 
Radar can be classified as monostatic or bi-static. In the former, the signal 
backscattered is collected by the transmitting antenna; in the latter, there is a separate 
antenna that collects the reflected signal. Monostatic SARs are discussed in section 
2.2 while bi-static SAR peculiarities are presented in section 2.3. 
2.2  Monostatic SAR 
Monostatic SAR is the most common configuration. Figure 2-1 describes the typical 
space-borne monostatic SAR geometry; the direction of the emitted radiation is side 
looking with respect to the satellite's direction of travel, also known as along-track or 
azimuth. The antenna is flying with a velocity vsat, looking at an incidence angle θ, and 
it repeatedly radiates radio pulses of duration τp at a rate defined by the Pulse 
Repetition Frequency (PRF). The antenna is of length L and height D and mounted on 
a platform at an altitude Hsat. θr and θa are the pulse beam-width respectively in range 
and in azimuth. 
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Figure 2-1. SAR geometry and system parameters. (Ottavianelli, 2007). 
2.2.1 Range resolution 
In all radar systems, both RAR and SAR, range resolution is directly related to the 
pulse length of the transmitted signal and is independent of the satellite height. The 
slant range resolution is fixed by the pulse duration τ. Two individual scatterers can be 
distinguished if their backscatters are received at different range gates of duration τ. 
The expression for range resolution ∆Rrange is presented in Equation 2-1 (Hanssen, 
2001).  
 
2
range
R
c
R
B
∆ =  Equation 2-1 
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In Equation 2-1, c is the speed of light; 
   BR is the radar pulse bandwidth. 
    
A larger bandwidth pulse will result in a higher resolution in range direction. A 
significant improvement can be achieved using a pulse or chirp compression 
technique. The frequency of the pulse is varied linearly (FM, Frequency Modulation) to 
increase the bandwidth of the signal. 
The pulse sinusoidal waveform can be written in its complex form as in Equation 2-2 
(Hanssen, 2001). 
 ( ) ( ) 02j f ts t g t e pi=  Equation 2-2 
In Equation 2-2,  s(t) is the pulse waveform; 
g(t) is the initial signal, a square wave of duration τ, repeated at a 
given PRF; 
f0 is the carrier frequency. 
If the frequency of the pulse is linearly increased (FM modulation) with slope s as in 
Equation 2-3 and the carrier frequency is f0: 
 ( ) 0f t f st= +  Equation 2-3 
Then the pulse wave equation (Equation 2-2) can be written in the form: 
 ( ) ( ) ( ) ( ) 202 2 2j f t j f t j sts t g t e g t e epi pi pi= =  Equation 2-4 
The bandwidth of the range signal is expressed by Equation 2-5 (Hanssen, 2001). 
 RB sτ=  Equation 2-5 
2.2.2 Resolution in azimuth 
The physical dimensions of the antenna determine resolution in azimuth for real 
aperture radar. The diffraction limit will normally mean that the ground resolution of the 
antenna is ∆Raz for far-field approximation (Equation 2-6; Rees, 2001). 
 az
R
R
D
λ∆ =  Equation 2-6 
In Equation 2-6,  λ is the wavelength of the pulse; 
   D is the length of the antenna aperture; 
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   R is the slant range from the antenna to the target. 
The azimuth (i.e. along-track) ground resolution ∆Raz is inversely proportional to the 
physical length of the antenna D and proportional to the slant range R. To obtain a 
reasonable ground azimuth resolution using a space-borne RAR the antenna needs 
unfeasible physical dimensions; hence, those systems are not currently used in space 
applications. This problem has been overcome in SAR systems developing the so-
called “synthetic aperture”. 
2.2.3 The synthetic aperture 
Synthetic aperture systems can generate a very small effective beam width by 
detecting Doppler frequency shifts. A Doppler shift is a change in the wave frequency 
caused by the relative velocity between the source of the signal and the receiver.  
Within the antenna azimuth beam, it is possible to discriminate between areas behind 
the nadir point of the satellite that will experience a downshift in frequency and regions 
ahead of the satellite whose frequencies will result up shifted (Figure 2-2). Only a very 
small area at the centre of the beam width will not experience any frequency shifts. 
This is called region of zero Doppler shift (Lillesand and Kiefer, 2000). 
Carl Wiley of the Hughes Aircraft Company (Wiley, 1954) first explained how the 
motion of the platform with advanced signal processing could be used to synthesise a 
much longer antenna. 
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Figure 2-2. Different areas of Doppler shift in the azimuth beam of a side-looking 
SAR antenna. (Lillesand and Kiefer, 2000). 
The Doppler frequency fD in the SAR case is illustrated in Equation 2-7 (Hanssen, 
2001). 
 
2
sinsc
D
v
f θλ=  Equation 2-7 
In Equation 2-7,  vsc is the flight velocity of the spacecraft; 
θ is the look angle (it is required because only the velocity 
component along the slant range direction produces a Doppler 
shift). 
The angle θ can be referred to a specific y coordinate along the azimuth direction using 
Equation 2-8, thus Doppler frequency fD is expressed by Equation 2-9 (Hanssen, 
2001). 
 sin
y
R
θ =  Equation 2-8 
 
2
sc
D
v y
f
Rλ=  Equation 2-9 
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Differentiating Equation 2-9, azimuth resolution ∆Raz can be calculated as a function of 
the Doppler frequency resolution ∆fD (Equation 2-10). 
 
2
az D
sc
R
R f
v
λ ∆ = ∆ 
 
 Equation 2-10  
∆fD is the inverse of the radar integration time (Tint), i.e. the time for which the target is 
within the beam of the radar (Hanssen, 2001).  
 
int
1
D
f
T
∆ =  Equation 2-11 
 obs
sc
R
T
Dv
λ
=  Equation 2-12 
The synthetic aperture is defined as the distance flown by the antenna with the target 
inside its main lobe. Its value corresponds to the projection on the Earth’s surface of 
the main lobe as in Equation 2-13. 
 
A obs sc
R
L T v
D
λ
= =  Equation 2-13 
Substituting Equation 2-11 and Equation 2-12 in Equation 2-10 the new expression for 
∆Raz is: 
 
2 2
sc
az
sc
DvR D
R
v R
λ
λ∆ = × =  Equation 2-14 
The variation of the Doppler frequency during the passage of the scatterer through the 
beam is expressed by the Doppler bandwidth BD (Hanssen, 2001). 
 
2
a sc
D
v
B
θ
λ=  Equation 2-15 
Therefore, considering Equation 2-10, azimuth resolution can also be expressed using 
Equation 2-16 (Hanssen, 2001).  
 
2 2
sc sc
az
D a sc
v v D
R
B v
λ
θ
∆ = = =  Equation 2-16 
It is important to notice that the system Pulse Repetition Frequency (PRF) has to be 
able to sample the Doppler bandwidth. This implies that an improvement in the azimuth 
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resolution requires a faster sampling and a consequent larger amount of data to be 
processed on board. 
The equations discussed in this section are based on the assumption that the velocity 
of the transmitter is constant and is along a straight path. If the radar antenna is moving 
with variable velocity (or following a curved path), pulse-to-pulse phase compensation 
should be applied. 
To achieve the best azimuth resolution the full Doppler spectrum available should be 
used to process signal entering from the whole SAR antenna beam width. However, a 
shorter synthetic antenna (i.e. a shorter integration time) could be used if a coarser 
resolution (with more frequent images) is wanted.  
In this case the bandwidth of the Doppler signal, given Equation 2-11, is reduced 
according to the chosen value of the integration time Tint. Azimuth resolution is 
degraded proportionally to the ratio between the maximum achievable synthetic 
aperture (i.e. Doppler bandwidth) and the actual one. 
2.2.4 Monostatic radar equation 
The power density at a slant range R away from the radar (assuming a lossless 
medium) is presented in Equation 2-17: 
 24
T
R
P G
P
Rpi
=  Equation 2-17 
In Equation 2-17,  PT is the transmitted power (W); 
   PR is the received power at the slant range R (Wm
-2); 
The power received at the antenna PDR(monostatic case) is: 
 ( ) ( )
2 2
2 3 42 44
T T
DR e
P G P G
P A
RR
σ λ σ
pipi
= =  Equation 2-18 
In Equation 2-18, Ae is the effective antenna area; 
   σ is the radar cross section. 
Thermal noise that enters an antenna is proportional to the system bandwidth. 
 iN kTB=  Equation 2-19 
In Equation 2-19, k is the Boltzmann constant (JK-1); 
   T is the noise temperature (K); 
   B is the system bandwidth (Hz). 
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Considering other system losses including multipath, L and the noise figure F, the 
system Signal to Noise Ratio (SNR) may be expressed as (Skolnik, 1990): 
 
( )
2 2
3 44     
TP GSNR
kT B F L R
λ σ
pi
=  Equation 2-20 
The radar cross section is a function of the size of the radar ground resolution cell, the 
terrain reflectivity σ0 and the radar incidence angle θ. 
 0 sin
range az
R Rσ σ θ= ∆ ∆  Equation 2-21 
Following Equation 2-21, the expression of the SNR1 for a single pulse is: 
 ( )
2 2 0
1 3 4
sin
;
4   
t az range
PG R R
SNR
R kT B F
λ σ θ
pi
∆ ∆
=  Equation 2-22 
Following the math provided by Skolnik (1990), in pulse compression radar, SNR 
improvement can be obtained increasing the ratio between the uncompressed pulse 
length τi and the compressed pulse length τ0 as presented in section 2.2.1.  
In a SAR there is an integration gain due to the generation of a synthetic antenna, this 
is due to the coherent integration of a number of pulses. The number of pulses 
integrated is equal to the product of the pulse repetition frequency (PRF) and the 
integration time (i.e. the time lapse necessary to generate the synthetic antenna).  
 
0 0
  
Improvement factor=
2
i i
az
PRF L PRF R
v R v
τ τ λ
τ τ
   
=    ∆   
 Equation 2-23 
 ( )
2 3
0 int
3 3
0
sin
2 4    
t range i
Ns
PG R T PRF
SNR
LR kTB F
λ σ θ τ
τpi
∆
=  Equation 2-24 
In Equation 2-24,  Tint is the integration time; 
    L is the synthetic aperture; 
    θ is the ground incidence angle. 
 
Equation 2-24 implies that SNR is independent of the along-track resolution. However, 
the power budget is driven by the range resolution ∆Rrange. 
The average power Pavg is a parameter much more interesting than peak power in 
order to size the system. The relation between peak and average power is presented in 
Equation 2-25 where τp is the radar pulse length. 
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avg
t
p
P
P
PRFτ
=  Equation 2-25 
The bandwidth of the signal B is related to pulse duration. However, pulse compression 
is usually implemented in SAR systems to achieve a shorter theoretic pulse length. 
 
1
p
B
τ
=  Equation 2-26 
Skolnik (1990) provides the final expression for integrated SNR: 
 
2
0
3
0
sin
8
e rangeav
Ns
A RP
SNR
kT FR v
σ θ
pi λ
∆
=  Equation 2-27 
Substituting the effective area of the receiver antenna (Ae) to the expression of the gain 
and solving with respect to Pavg: 
 
3
2
0
8
sin
Ns
avg
e range
SNR R kTF v
P
A R
pi λ
σ θ
=
∆
 Equation 2-28 
The relations obtained in this section will be used in the preliminary design of a 
geosynchronous SAR system.  
2.3  Bi-static SAR 
Willis (1991) and Cherniakov (2008) in their textbooks regarding bi-static radar provide 
a thorough review of bi-static radar equations. This section highlights the main 
peculiarities of bi-static SARs that will be relevant in the present research. 
2.3.1 Range resolution 
Conventional radars are able to discriminate echoes at the receiver that are separated 
by a distance cτ/2. In bi-static radars, iso-range lines are spaced by the distance 
cτ/[2cos(β/2)] (Willis, 1991) where β is the bi-static angle. This implies that slant range 
resolution is affected by the bi-static angle. 
 ( )2cos 2range
c
R
τ
β∆ =  Equation 2-29 
Background 
 
 
In bi-static radars slant range resolution varies
a function of the bi-static angle. 
The bi-static angle significantly affects radar backscatter that could differ significantly 
from the mono-static radar backscatter in presence of a large bi
1991). Configurations where the radar slant range is
between transmitter and receiver are also known as quasi
Figure 2-3. Two iso-range ovals with the indication of the position of the transmitter 
(TX), the receiver (RX) and the half 
2.3.2 Doppler relationships
Bi-static Doppler shift is the time rate of change of the total path length of the scattered 
signal (Equation 2-30): 
 
In Equation 2-30, RT is the slant range from the target to the transmitter;
   RR is the slant range from the target to the receiver.
 
When the transmitter is stationary, as in the ideal case
(1978), Tomiyasu and Pacelli (1983)
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 with the location of the satellites as it is 
-static angle (Willis, 
 comparable with the distance 
-monostatic.  
bi-static angle β/2 and range resolution ∆
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 
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 Equation 
 
 
s considered by Tomiyasu 
 and Prati et al. (1998), the effective Doppler 
 
 
Rrange. 
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bandwidth is half the value that can be achieved with monostatic SAR. This case has 
further implications such as doubling azimuth resolution ∆Raz.  
Doppler bandwidth BD for a satellite moving at a velocity vsc collecting the signal of a 
static transmitter is given in Equation 2-31. As expected, it is half the value achievable 
for monostatic radar (Equation 2-9). 
 
sc
D
v
B λ=  Equation 2-31 
In bi-static radars, both transmitter and receiver contribute to generate a Doppler 
bandwidth. 
In a bi-static SAR, azimuth resolution (Willis, 1991) can be expressed as: 
 
2 2 2
1 1 1
cos cos cos
sc
az
sc obs A D
vR R
R
v T L Bβ β β
λ λ∆ = = =  Equation 2-32 
In a bi-static SAR, the synthetic aperture is unchanged, but a given length only 
achieves twice the spatial resolution (in metres) of the monostatic case. 
 
2.3.3 Bi-static radar equation 
For bi-static radar, the link budget can be derived in a manner completely analogous to 
that presented for monostatic radar (Equation 2-17 and those following). The range 
term R4 becomes RT
2RR
2 to take into account that the distance from the target to the 
transmitter RT might be different from the range from the target to the receiver RR. 
 2 2
1
T R
SNR
R R
∝  Equation 2-33 
According to Equation 2-33 (Willis, 1991) iso-SNR lines describe a family of curves 
called ovals of Cassini, that is the locus of the vertex of a triangle when the product of 
the sides adjacent to the vertex is constant and the length of the opposite side is fixed. 
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Figure 2-4. Contours of constant SNR – ovals of Cassini (Willis, 1999) 
2.4  SAR image interpretation 
Figure 2-5 shows an example of a SAR amplitude image (Ottavianelli, 2007). These 
measured values represent the effects of the target on the transmitted wave. Through 
an absolute radiometric calibration, they can be translated into the geophysical 
properties of the scene. The calibration procedure also allows data from different SAR 
sensors to be compared. 
2.4.1 Geometric Distortion 
A radar image is composed of pixels that represent the backscatter of radar pulses. 
Each pixel is discriminated by considering the time when its backscatter reaches the 
receiver. For a vertical structure such as a mountain, the pulse return from the top of 
the structure may reach the antenna earlier than the backscatter from the base. This 
will cause an effect very evident in radar images; the vertical feature imaged “layovers” 
and appears to lean towards the satellite nadir (feature A and B in Figure 2-6). “This 
effect occurs when the terrain slope is steeper than a line perpendicular to the direction 
of the radar pulse, expressed by the look angle” (Lillesand and Kiefer, 2000). The 
amount of layover is obviously greater at near range where the look angle is smaller. 
“The phenomenon of radar shadow is even influenced by the look angle and by the 
slope of the terrain. Slopes facing away from the radar antenna will return weak signals 
Background 
 
 
or no signal at all” (Lillesand and Kiefer, 2000). The first case (represented in feature A) 
occurs when the surface is facing away but its slope is less steep than the pulse 
direction. If the slope is steeper than the pulse dir
all and the area will be completely dark in the image (features B, C, D). It is easy to 
observe that shadow length increases with range as the look angle increases too.
Figure 2-5. ESA ERS-1 SAR backscattered amplitude values. The scene was 
acquired on 25th June 1995 (descending orbit: 20623; track: 94; frame: 2547). The 
SAR look angle is from right to left. The image
Cranfield University. It is possible to identify the University runways as three 
crossing dark lines. The cities of Milton Keynes and Bedford are identifiable by the 
brighter backscatter return. They are located respectively in the bottom left and the 
top right of the image. The original scene has been flipped horizontally and spatially 
averaged by five pixels in the azimuth direction to eliminate the ground resolution
distortion. (Ottavianelli, 2007)
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Figure 2-6. Effects of terrain relief on side-looking radar images. Feature (A) 
illustrates layover effect; features (B), (C) and (D) describe the shadow effect; 
feature (D) describes the foreshortening effect. (Lillesand and Kiefer, 2000).  
When the slope facing the antenna is less steep than the line perpendicular to the look 
angle, layover does not occur (feature D in Figure 2-6) as the response of the base 
arrives to the antenna earlier than that of the top of the structure. In this case, many 
areas of the slope appear to have the same distance from the spacecraft. The receiver 
collects all the backscattered echoes at the same time and interprets them as a small 
area with a very high backscatter instead of detecting a large area with a smaller 
backscatter. This effect is called foreshortening. In feature C the front slope is 
perpendicular to the look angle and it has been foreshortened to zero length.  
2.4.2 SAR image backscatter 
For introducing the concept of radar backscatter, the radar equation, the relation 
between radar characteristics, the target and the signal, have to be discussed. Ulaby et 
al. (1986) provide a thorough description of image backscatter and of its properties. 
The monostatic radar equation has already been discussed in section 2.2.4. This 
section will recall the expression of the power received by the antenna in order to focus 
on the influence of target backscatter. 
If the antenna of a radar transmits a power Pt with gain Gt the power per unit area 
incident on a scatterer at a distance RT is: 
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2
1
4
R t t
T
P PG
Rpi
=  Equation 2-34 
The power effectively intercepted is a function of the effective area of the scatterer 
(Ars).  
 Rs R rsP P A=  Equation 2-35 
In Equation 2-35,  Ars is the effective receiving area of the scatterer (m
2); 
   PR is the incident power per unit area (W/m
2). 
A scatterer absorbs or transmits a fraction fa of the impinging power and reflects a 
portion (1- fa) of it. Moreover, the signal reflected from the scatterer is characterised by 
a gain factor Gts in direction of the receiver. The receiver is at a distance RR from the 
target and its antenna area is Ar. 
 ( ) ( )2 2 2 14
t t r
Rs rs a ts
T R
PG A
P A f G
R Rpi
 
= −    
  
 Equation 2-36 
In Equation 2-36,  fa is the fraction of power absorbed or transmitted by the 
scatterer; 
   Gts is the gain of the scatterer in the direction of the receiver; 
   Ars is the effective aperture of the receiving antenna. 
The factors associated with the scatterer could be combined into a single factor, the 
radar scattering cross-section σ: 
 ( )1rs a rsA f Gσ = −  Equation 2-37 
The basic scattering model for an area on the ground is based on the assumption that 
it consists of many scattering targets. Taking into account the amount of power 
retransmitted from every single scatterer, Equation 2-36 can be generalised in the 
form: 
        
( )
22
3 2 2
14
N
ti i i
r
i Ti Ri
P G
P
R R
σλ
pi =
= ∑                   Equation 2-38 
In Equation 2-38, RTi is the slant range from the transmitter to the i
th target; 
   RRi is the slant range from the i
th target to the receiver; 
   σi is the radar cross section for the i
th scatterer. 
Defining the differential scattering coefficient σ0 as the average value of the scattering 
cross-section per unit area (Equation 2-39): 
 0 i
i
A
σ
σ =
∆
 Equation 2-39 
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Using the value σ0 and substituting the summation with an integral over the illuminated 
area AI: 
 ( )
022
3 2 2
4
I
t
r
T RA
PG
P dA
R R
σλ
pi
= ∫  Equation 2-40 
Equation 2-40 applies under the following assumptions: 
• Many point scatterers exist in a region over which the parameters Pt, G and R 
could be considered constant. 
• Many more scatterers exist in the total illuminated area at any instant. 
 
Equation 2-40 is used to estimate the backscattering coefficient σ.  
With a full knowledge of the antenna pattern, it is possible to determine the weighted 
area Aw that takes into account the gain variation inside the beam. 
 
2 2
0 w
Beam
G A G dA= ∫  Equation 2-41 
Hence, the expression for σ0 is approximated as: 
 
( )3 2 20
2 2
0
4
T R r
w t
R R P
G A P
pi
σ λ
 
≈  
 
 Equation 2-42 
If the illuminated area is replaced by the area perpendicular to the slant range direction 
(i.e. Acosθ), a different scattering coefficient γ is usually considered. 
 0 cosσ γ θ=  Equation 2-43 
2.4.3 Nature of surface scattering 
The amplitude of the signal received by the receiving antenna is a measure of the 
backscatter of the target area. Generally, the backscatter increases with the roughness 
of the surface. The Rayleigh criterion is used to determine if a surface could be 
considered smooth.  
“They act as a specular reflector (i.e. flat landscapes or calm water surfaces) when 
their rms height variation is less than approximately λ/8 (λ is the wavelength of the 
radar wave) divided by the cosine of the local incident angle; such surfaces reflect most 
of the energy away from the sensor, resulting in a very low return signal” (Lillesand and 
Kiefer, 2000). 
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The backscattering properties of a surface are a function of the incident wavelength. In 
Figure 2-7 the properties of four sample surfaces at two different frequencies are 
described.  
Urban areas have a very typical aspect in radar images due to the geometric shapes 
present in their landscape. Buildings usually have an angular construction that, if 
surrounded by smooth surfaces, causes a double reflection of the radar wave. The 
main effect is a very high backscatter that usually appears as a bright spot on the 
image. In some experiments, corner reflectors have been used in order to generate 
correlation with existing maps to obtain a precise geo-location of the radar scene. It is 
important to point out that they cannot provide an accurate reference as the high 
backscattering zone in the scene is usually larger than the real physical dimensions of 
the object.  
A simplified sketch with the reflections of three sample landscapes is presented in 
Figure 2-8. A rough surface shows usually diffuse reflection; specular reflection is 
obtained when water surfaces are imaged; an isolated building is a common sample for 
a corner reflector. 
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Figure 2-7. Radar reflections from various surfaces with different roughness at two 
frequencies, X band and L band. (Lillesand and Kiefer, 2000). 
 
Background 
 
 
Figure 2-8. Backscatter properties of three different landscapes imaged. (Lillesand 
Surface scattering is connected to the roughness of the surface. The angular radiation 
pattern of a generic surface is made of two different co
component (or coherent scattering component
non-coherent). For an ideal specular surface (at the operational 
energy is coherently scattered and the backscattered coefficient is virtually 
slightly rough surface there is a major fraction of the energy that is reflected coherently 
while a minor part is diffused incoherently in all the directions; this implies a 
backscattering coefficient greater than zero. 
characterised by a radiation pattern that is approximately Lambertian and for which the 
backscattering coefficient (Ulaby 
The two fundamental parameters that are generally used to characterise the roughness 
of a surface are: the standard deviation of the height variation and the surface 
correlation length. 
Given a rectangular surface with geometric dimensions 
the surface is defined in Equation 
 z z x y dxdy=
The second moment is given in 
 2 2( ) ,mean z z x y dxdy
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and Kiefer, 2000). 
mponents: a reflected 
) and a diffuse scattering component (or 
wavelength),
zero
Finally, a very rough surface is 
et al. 1986) varies as the factor cosθ2. 
Lx and Ly, the mean height of 
2-44. 
( )
/2/2
/2 /2
1
,
yx
x y
LL
x y L L
L L
− −
∫ ∫  Equation 
Equation 2-45 (Ulaby et al. 1986). 
( )
/ 2/2
/ 2 /2
1
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x y
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x y L L
L L
− −
= ∫ ∫  Equation 
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The standard deviation of the surface height is defined in Equation 2-46. 
 ( ) 1/22 2mean z zσ  = −   Equation 2-46 
The deviation from the mean is given by Equation 2-47. 
 z z z′ = −  Equation 2-47 
The normalised autocorrelation length is the second parameter involved in the 
definition of the degree of roughness of a given surface. It provides a reference for 
estimating the statistical independence of two points on the surface. For a 1D profile 
the correlation function is defined in Equation 2-48. 
 ( )
( ) ( )
( )
/2
/2
/2
2
/2
x
x
x
x
L
L
L
L
z x z x x dx
x
z x dx
ρ −
−
′ ′ ′+
′ =
′
∫
∫
 Equation 2-48 
The correlation length is the displacement x’ for which the correlation function has the 
value 1/e. 
2.4.4 Criteria for smoothness 
A surface may appear rough or smooth depending on the wavelength of the incident 
electromagnetic energy. The criteria that define smoothness are a function of the 
wavelength. 
The Rayleigh criterion may be expressed as: 
 
8cos
λ
σ
θ
<  Equation 2-49 
In Equation 2-49,   σ is the standard deviation of the terrain defined in  
    Equation 2-46; 
   θ is the incidence angle of the electromagnetic wave. 
 
Ulaby et al. (1986) in the microwave region (where the wavelength is usually of the 
order of σ) suggest a more stringent criterion, which is called Fraunhofer criterion 
(Equation 2-50). 
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32cos
λ
σ
θ
<  Equation 2-50 
2.4.5 Simple physical models for point scatterers 
There are three main simple physical models that are presented in literature and that 
describe the relationship between the backscattering coefficient and the incidence 
angle of the electromagnetic wave (Ulaby et al., 1986). 
 ( ) ( )0 0 0σ θ σ=  Equation 2-51 
 ( ) ( )0 0 0 cosσ θ σ θ=  Equation 2-52 
 ( ) ( )0 0 20 cosσ θ σ θ=  Equation 2-53 
Ulaby et al. (1986) specifies that many authors describe the scattering coefficient 
referring to the projected area rather than to the surface area. In these cases, the 
backscattering coefficient is expressed using the coefficient γ as in Equation 2-43. 
2.4.6 Electrical characteristics 
Backscattered power intensity is influenced even by electrical properties of the terrain. 
Water has a dielectric constant about 10 times bigger than most natural materials and 
so the content of moisture can increase radar reflectivity. Plants, with their high 
moisture content, are usually good reflectors of the radar signal. 
It is important to notice that the moisture content of the landscape is also influenced by 
atmospheric conditions. “In particular, clouds decrease or stop vegetation transpiration, 
which in turn changes the water potential, dielectric constant, and radar backscatter of 
vegetation” (Lillesand and Kiefer, 2000). 
2.4.7 Speckle 
For SAR systems, the size of a resolution cell is many times larger than the radar 
wavelength. Thus, a pixel does not correspond to a single reflection but it describes an 
area where there are many scatterers. The brightness of the pixel is the sum of the 
interactions of the radar wave with all the targets within the same resolution cell of the 
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image. This result is highly unpredictable and its aspect is typical of radar images. This 
phenomenon is called speckle (Figure 2-9). 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-9. Resultant backscatter of all the individual scatterers that are within the 
same resolution cell of a SAR image (Elder, 2002). 
In a mathematical form, the total backscatter amplitude is expressed as (Seynat, 2000): 
 
1
k
n
jj
k
k
V V e V e
φφ
=
= =∑  Equation 2-54 
In Equation 2-54,  || is the radar backscatter; 
|| and φk are the individual amplitude and phase contributions 
from each scatterer.  
Individual scatterers have a phase uniformly distributed between –pi and +pi. With such 
a phase distribution, the summation in Equation 2-54 is equivalent to a random walk in 
two dimensions. The resulting backscatter amplitude has a Rayleigh distribution. 
2.5  SAR interferometry  
Synthetic Aperture Radars retain phase information for each pulse. The principle that 
led the way to SAR interferometry is to exploit this piece of information enclosed in 
radar data to obtain distances and angle measurements. SAR interferometry (InSAR) 
takes multiple coherent images of the same area at different times with slightly different 
orbit geometries. If the positions of the imaging satellites are known, the differences in 
the phase content of the images are used to obtain information about topographical 
heights of the surface being imaged. If both orbit geometries and topography are 
Pixel Length 
Resultant 
Backscatter 
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known, phase differences observed can be related to local subsidences occurred in the 
time elapsed between the two acquisitions. 
InSAR technique are traced back to the 1960s when the US Army used an airborne 
radar to map a province in Panama. Graham (1974) was the first to publish results of 
this method using two antennas and coherent additive interferometry. A more effective 
way of generating interferograms using multiplicative interferometry started in the 
1980s. Zebker and Goldstein (1986) at JPL published the first interferogram obtained in 
this way using a dual-antenna (single pass) airborne radar. Li and Goldstein (1987) first 
demonstrated the possible application of interferometry to satellite data (using historic 
SEASAT data). 
SAR interferometry exploits the phase measurements to infer differential range and 
range change in two or more SAR images of the same target area. From space, there 
are two ways to achieve this. The first option is to have two SAR antennas orbiting at 
the same time. This can be achieved by having them on the same platform, as 
implemented in the Shuttle Radar Topography Mission (SRTM), or by having a satellite 
constellation as suggested by Massonet (2001). The second option is to acquire the 
same scene with the same SAR antenna at two different times. This latter solution is 
mostly used with space-borne SAR systems and it is called repeat-pass interferometry. 
For this interferometric technique to be applicable, data sets must be obtained when 
the scene is viewed from almost the same look angle for each of the passes. Figure 
2-10 illustrates a simplified interferometric imaging geometry,  
Interferometry can be along-track or across-track (Schwäbisch and Siegmund, 2002). 
In the present research, only across-track interferometry has been investigated, 
traditionally used for differential interferometry or topographic applications. 
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Figure 2-10. Geometry for SAR repeat-pass interferometry (Hanssen, 2001).   
The two concepts of temporal and geometrical baseline are necessary to understand 
fully repeat-pass interferometry. 
2.5.1 Temporal baseline 
Temporal baseline is the time lapse between the acquisitions of the two images 
involved in the interferometric processing. In repeat-pass interferometry, it is usually 
the repeat-pass time of the satellite. For topographical applications the temporal 
baseline should be the shortest possible to avoid any possible changes in the 
scattering properties of the landscape imaged (Hanssen, 2001). For tandem ERS 1-2 
pairs the temporal baseline is 1 day. It is quite short thus ERS tandem images are 
extremely valuable for topographical applications. 
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For other applications such as deformation monitoring, the best value for the temporal 
baseline is strongly dependent on the phenomenon that has to be monitored. 
2.5.2 Geometrical baseline 
Geometrical baseline is defined as the effective distance between the two imaging 
sensors. The perpendicular or effective baseline, the projection of the geometrical 
baseline on a direction perpendicular to the look direction, has a strong influence on 
the quality of the interferogram. 
An analytical analysis of the geometry involved in repeat-pass interferometry is best 
given by Hobbs (2002) below. The geometry of a repeat-pass acquisition is illustrated 
in Figure 2-11.  
 
Figure 2-11. Baseline geometry for a repeat-pass SAR interferometry acquisition. 
(Modified from Elder, 2002). 
The origin of the reference frame is assumed in the point P, target of the two 
observations. Two vectors R1 and R2 can define the positions of the two satellites. In 
the same frame, the baseline vector B is given by Equation 2-55. In the following 
equations, vectors are in bold. 
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1 2
B = S -S  Equation 2-55 
At this point, it is possible to define a new reference frame with its origin in the point S, 
mid-point of the vector B.  
The first axis of this new frame is along the direction from the point S to the target. The 
unit vector along this axis is: 
 
−
=
−
1
P S
e
P S
 Equation 2-56 
A second axis is the one perpendicular to the radial vector e1. Along this axis, it is 
possible to measure the perpendicular baseline. In vector form it is: 
 ( )  ⊥ 1 1B =B-e B ei  Equation 2-57 
The unit vector along this direction is: 
 
⊥
⊥
=
2
B
e
B
 Equation 2-58 
The third axis of the new frame (unit vector e3) is perpendicular to both e1 and e2: 
 
3 1 2
e = e ×e  Equation 2-59 
The unit vector e3 is typically parallel to satellite’s velocity, i.e. the along-track direction. 
2.5.3 Interferogram construction 
The master and the slave images have to be co-registered on the same spatial grid. 
Information is stored in the form of complex values, or phasors, for each pixel. They are 
presented in complex form as suggested by some authors (Ghiglia and Pritt, 1998; 
Hanssen, 2001). 
 
1
2
1 1
2 2
j
j
y y e
y y e
σ
σ
=
=
 Equation 2-60 
In Equation 2-60, |	|, || are the magnitudes of the complex signals; 
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   σ1,σ2  are the pixel phases. 
An interferogram can be generated by conjugate multiplication (Equation 2-61). This 
kind of interference is called multiplicative to make a difference with the additive 
interferometry that is obtained simply by adding amplitudes of the signals (Hanssen, 
2001). 
 ( )1 2
1 2
j
v y y e
σ σ−
=  Equation 2-61 
If it is assumed (Hanssen, 2001) that the scattering properties of the target are the 
same in both the images the interferometric phase can be written as: 
 
( )1 24 R Rpiϕ λ
−
= −  Equation 2-62 
In Equation 2-62, ϕ is the wrapped interferometric phase; 
R1 and R2 are the slant ranges from the target to the satellite for 
master and slave image. 
Referring to the baseline geometry defined in section 2.5.2, it is possible to determine 
the relationship between interferometric phase difference and topographical height. 
This is usually demonstrated using a monochromatic approach, the assumption that 
the RF bandwidth is so small to be negligible. This is true for many satellites including 
ERS 1-2 or ENVISAT.  
The distance from the satellites (i=1.2) to the target can be defined using the reference 
system presented in Figure 2-11. 
 
1 1
1   
2
R
R
δ ⊥
 
= ± = ± ≈ ± • 
 
i 1
R R R R B e B  Equation 2-63 
In Equation 2-63,  R is the vector from the imaged point and the midpoint of the 
baseline (Figure 2-11). 
   e1 is the unit vector along the direction of the vector R; 
   B is the geometrical baseline vector.  
The former equation is valid assuming the slant range approximation, which considers 
parallel the vectors from the two satellites to the target (Zebker and Goldstein, 1986). 
This simplification is acceptable as the altitude of the satellite is usually at least three 
orders of magnitude larger than the geometrical baseline. 
Interferometric phase can now be easily calculated as described by Hobbs (2002) 
moving from Equation 2-62 and using Equation 2-63 for the vectors Ri. 
Background  Davide Bruno 
 
 
39 
 ( )4 4 1 4    RR
R
pi pi piϕ λ λ λ
 ∆ = − ∆ = − • = − • 
 
1 1
e B e B  Equation 2-64 
In Equation 2-64,  ∆R is the path length difference from the point P to the two 
satellites. 
The phase difference or interferometric phase ∆ϕ, is sensible to the third dimension 
(Hobbs, 2002). 
Differentiating Equation 2-64, a variation in the interferometric phase is related to a 
difference δR in the height of neighbouring pixels: 
 ( )14   piδϕ λ ′= − • − 1B e e  Equation 2-65 
 ( )1 δθ′ =1 2e - e e  Equation 2-66 
In Equation 2-66,  e1’ and e1 are the unit vectors that correspond to two 
neighbouring pixels. 
 =
R
R
δδθ  Equation 2-67 
In Equation 2-67, δθ is the difference in look angle caused by the difference δR in 
topographical height. 
 
The perpendicular baseline is expressed as in Equation 2-68: 
   ⊥ = • 2B B e  Equation 2-68 
The final expression that relates the height difference δR and the interferometric phase 
δϕ is: 
 
4
R
R
B
λδϕδ
pi ⊥
= −  Equation 2-69 
From Equation 2-69 it is quite clear that the perpendicular baseline is a key parameter 
in the valuation of topographical heights as already mentioned in section 2.5.2.  
The length of the baseline determines the suitability of the data set for a particular 
application as outlined by Solaas (1994) and summarized in Table 2-1. As expressed 
by Equation 2-69, the accuracy of topographical details detected increases with the 
length of the perpendicular baseline. The table show that there are values of the 
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perpendicular baseline that are not suitable for interferometric application. This value, 
known as critical baseline, will be discussed in section 2.6.4 in the discussion about 
geometrical correlation. 
Table 2-1. Potential applications for SAR interferometry for the ERS satellites 
(Solaas, 1994). 
Applications Baseline 
Practical SAR limit  B┴ >600 m 
Digital Elevation Models 150 m < B┴ < 300 m 
Surface Change Detection 30 m < B┴ < 70 m 
Surface Feature Movement 0 < B┴ < 5 m 
 
For a perfectly flat Earth, a phase contribution due to the displacement in the e2 
direction (Figure 2-11) has to be taken into account. This has to be evaluated and 
removed. Given a horizontal displacement x, if the local incidence angle is θ, the 
component of the displacement in the e2 direction is given in Equation 2-70. 
 sinp x θ=  Equation 2-70 
This corresponds to a change in phase that has to be removed (Hobbs, 2002). 
 
4 sinB x
R
pi θϕ λ
⊥∆ =  Equation 2-71 
This process, called flat Earth removal, should produce an ideally constant phase for a 
horizontal plane. To be calculated it requires a very precise knowledge of the position 
of the two imaging sensors. An error in the knowledge of the exact position of the 
satellites will cause some residual fringes that are not connected with the topography of 
the landscape. Closa (1998) gives a description of the flat Earth removal process. 
Usually the flat Earth approximation is not sufficient to achieve a good quality 
interferogram. The phase corresponding to a reference body such as an ellipsoid is 
commonly subtracted in software packages.  
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2.6  Coherence 
The concept of complex coherence in literature is usually related to SAR interferometry 
as current LEO SAR systems have a short integration therefore the scene is not 
subject to changes happening during the integration time.  
A geosynchronous SAR poses different problems as the integration time is very long 
and the scene or the propagation medium are going to change their properties with 
time scales comparable with image formation time. This implies that coherence can be 
referred to interferometry (i.e. coherence between the two images of the interferometric 
couple) or to pulse-to-pulse coherence (i.e. coherence in the backscatter received from 
a single scatterer). 
Interferometry is an inherently coherent process, thus a measurement of the correlation 
between the two SAR images is a key quality factor. Complex coherence plays a major 
role both in the unwrapping methods and in the stochastical model for interferometric 
phase. 
Under the hypotheses described by Hanssen (2001), a SAR observation may be 
considered as a complex Gaussian random variable. This approach is reasonable as it 
takes into account the nature of the image itself. It requires, among the other 
assumptions, that the resultant pixel backscatter is the sum of many individual 
uncorrelated scatterers in the same resolution cell. 
The complex coherence γ for two zero-mean circular Gaussian variables is defined as 
(Hanssen, 2001): 
 
{ }
{ } { }
1 2
2 2
1 2
E y y
E y E y
γ =  Equation 2-72 
In Equation 2-72,  y1, y2 are the local complex values of the SAR images; 
   is the statistical expectation operator. 
The absolute value of complex coherence  has a value in the range between zero 
and one, where a null coherence means a total loss of correlation between the two 
images.  
Equation 2-72 can be applied to estimate the change between the backscatter 
collected during the integration time. In this case, y1 and y2 refer to the radar 
backscatter from a target on the ground at two different epochs during the integration 
time.  
Complex correlation γtotal may be split into four contributions (Hensley et al. 2003).  
{ }E
γ
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 total temporal spatial thermal volγ γ γ γ γ= ⋅ ⋅ ⋅  Equation 2-73 
In Equation 2-73, γtotal is the total correlation and it includes four different terms:  
• γthermal is due to thermal noise. 
• γtemporal includes the effects of the scattering changes occurring during the time 
lapse between the two observations.  
• γvol includes the effects of volumetric decorrelation. 
• γspatial is the term induced by the perpendicular baseline, caused by the 
difference in the incidence angles between different observations. 
2.6.1 Thermal decorrelation 
Thermal decorrelation (1-γthermal) is associated with the noise introduced in SAR 
processing. It is related to SNR from the following relation (Zebker and Villasenor, 
1992): 
 1
1
1
thermal
SNR
γ
−
=
+
 Equation 2-74 
In Equation 2-74,  SNR is expressed in absolute values. 
For a SNR of 10 dB γthermal is equal to 0.9.  
2.6.2 Temporal decorrelation 
The concept of temporal decorrelation (1-γtemporal) is specific to different observations of 
the same target that happen at different epochs. It occurs because of a change of the 
scattering properties of individual scatterers on the surface or because of a change in 
the propagation medium. Different time scales are considered to account for the 
change of scattering properties: 
• At short time scales (seconds), the wind can move the canopies. Troposphere 
is affected by turbulence that modifies its induced phase delay. 
• At medium time scales (hours) the dielectric properties of the scatterers are 
affected by rain and temperature transitions. Troposphere and ionosphere can 
change significantly. Earth tides can change the apparent location of the 
scatterers. 
• At long time scales (weeks, months) the changes in scattering properties are 
caused by physical changes in the terrain being imaged that modify their 
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scattering properties. “Weathering, vegetation, or anthropogenic activities are 
common causes of temporal decorrelation” (Hanssen, 2001). 
2.6.3 Volumetric decorrelation 
The contribution of volumetric decorrelation (1-γvol) depends on imaging geometry too. 
When backscattering comes from targets with a different elevation within the resolution 
cell, volumetric decorrelation is neglected if Equation 2-75 is satisfied (Gatelli et al., 
1994). 
 
tan
2
satHz
B
λ θ
⊥
∆ <<  Equation 2-75 
In Equation 2-75,  ∆z is the height difference between the scatterers in the same 
resolution cell;   
Hsat is the satellite altitude; 
θ is the look angle (referring to a Cartesian geometry).  
This condition is easily achieved for a geosynchronous orbit therefore volumetric 
decorrelation can be neglected.     
2.6.4 Geometric decorrelation 
Geometric decorrelation (1-γspatial) is due to the different look angles between 
subsequent observations. According to Zebker and Villasenor (1992), it is a function of 
the perpendicular baseline B┴. 
 
2 R cosr
spatial
B
R
θγ λ
⊥ ∆
=  Equation 2-76 
In Equation 2-76,  θ is the radar angle of incidence,  
B┴ is the perpendicular baseline,  
∆Rr is the range resolution,  
R is the slant range. 
The estimate proposed by Zebker and Villasenor (1992) requires that angles and 
distances are measured in an equivalent flat-Earth Cartesian geometry.  
Geometric decorrelation is closely related to the concept of critical baseline B┴crit, the 
value of the perpendicular baseline that causes a complete signal decorrelation. The 
expression for B┴crit (for a monostatic configuration) is given in Equation 2-77  (with the 
notation presented by Hanssen, 2001). 
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tanw
crit
B R
B
c
λ θ
⊥ =  Equation 2-77 
In Equation 2-77,  Bw is the radar signal bandwidth; 
   c is the speed of light. 
 
An analytical derivation of the expression of the critical baseline is provided in Chapter 
7.  
2.7  SAR processing 
In the present research, temporal decorrelation aspects related to geosynchronous 
SAR will be investigated. An azimuth SAR processor has been implemented and will 
be further described in the chapter that presents the methodology. A brief introduction 
about SAR processing is required to discuss the relevant issues related to SAR image 
focussing.  
The fundamental technical advance that led the way to SAR processing is the use of 
pulse compression algorithm or matched filter. The matched filter is the mathematical 
basis of SAR imaging. Picardi (2000) is a thorough reference for the analytical 
derivation of the algorithm. 
A description of the main steps in SAR imaging both in time and in frequency domain is 
described by Barber (1985) and Curlander and McDonough (1991). The following 
sections describe the SAR imaging algorithm for an airborne or space borne radar that 
uses pulse compression and is flying at constant velocity during the aperture synthesis 
period. A SAR in a geosynchronous orbit will not use the same processing as some 
other factors have to be taken into account. However, the principles that lay behind 
standard SAR processing will be used to simulate part of the system. The following 
sections present the basic procedure for SAR processing that has been applied in the 
present research. 
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2.7.1 Range compression 
 
Figure 2-12. Chirp signal properties. (Sandwell, 2002). 
The signal transmitted is usually a frequency modulated “chirp” with a large time-
bandwidth product. According to Curlander and McDonough (1991), the spectrum has 
a nominal bandwidth of B, where B is the bandwidth of the chirp itself (Figure 2-12). 
Assuming that the radar transmits a chirp signal (Equation 2-78) (Picardi, 2000) the 
backscattered echo that reaches the target is (neglecting amplitude factors that do not 
affect signal focussing) given in Equation 2-79. 
 ( ) ( )02j f ts t Ae pi α+=  Equation 2-78 
 
( ) ( )202
( )
n D n Dj f t t t t
r t e
pi α − + −  
=  Equation 2-79 
In Equation 2-79, tn is the time measured from the centre of the n
th pulse; 
   tD is the round-trip time; 
   α is the Chirp Bandwidth/2T, where T is the length of the pulse. 
On receipt of each pulse, the radar coherently mixes the centre frequency f0 down to 
the offset video frequency f1. The received echo is then given in Equation 2-80. 
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2.7.1.1  Range compression in frequency domain 
Barber (1985) points out that the range compression could be performed efficiently in 
the frequency domain. Moreover, at this step the real-valued signal is turned into an 
exponential to obtain the analytic signal that has the advantage of reducing the 
required bandwidth to one-half. Appendix A provides some relations that characterise 
Fourier processing. 
To obtain the analytic signal the negative frequencies are all set to zero. The result is 
inverse Fourier transformed to obtain the final range compressed point spread function. 
The video frequency f1 is mixed to zero by the simple procedure of moving all the 
frequency samples.  
Range compression is usually performed in the frequency domain using the DFT. The 
most efficient way of implementing the DFT is the FFT (Fast Fourier Transform). This 
particular algorithm requires that the number of samples must be a power of two. The 
pulse is sampled at the range sampling rate to obtain the pulse record. 
Every single pulse is correlated against the same chirp replica (Equation 2-78). The 
chirp is sampled at the same rate as the data. The record obtained is then packed with 
zeros to obtain the same length as each pulse record length. 
The chirp record is then Fourier transformed and conjugated. The result is then 
multiplied for the pulse record to obtain the range point spread function gR(τR) where τR 
is the correlation variable. The final function in the time domain is obtained via inverse 
Fourier transform (Equation 2-81). 
( ) ( ) ( )( )
02
sin
D D Rj f t t R D R
R R R
R D R
F t
g F T e
F t
pi α τ pi ττ
pi τ
− − − −  
∆ −
= ∆
∆ −
  Equation 2-81 
In Equation 2-81,  ∆FR is the chirp video bandwidth 2αΤ. 
2.7.1.2  Corner turning 
After range compression, in order to set the data for azimuth compression, it is 
necessary to take samples from each pulse that have to be used in azimuth focussing. 
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Data are usually stored pulse by pulse in a row order (i.e. line by line). This implies that 
data have to be read along the columns of the ideal storage matrix. The process of 
reading data column by column, commonly known in literature as “corner turning”, has 
to be well organised or it is a source of inefficiency in the algorithm.  
2.7.2 Azimuth compression 
It is essentially the same process as range compression. In this case, the frequency 
modulation comes from the Doppler effect and the change in tD from pulse to pulse. 
The round-trip distance is a quadratic function of time as it depends from the slant 
range. Expanding the slant range in a Taylor series about t=0 (i.e. the time at closest 
approach) and including only the terms up to the quadratic. 
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ɺ ɺɺ  Equation 2-82 
In Equation 2-82,  R0 is the slant range at the centre of the synthetic aperture; 
     is the slant range velocity at t=0; 
     is one-half of the slant range acceleration at t=0; 
   c is the speed of light. 
The derivatives in Equation 2-82 are identified in terms of the Doppler centre frequency 
and Doppler rate. The phase of the signal φ and its first and second derivatives are 
given in the following equations where λ is the signal wavelength. 
 
4 Rpiφ λ= −  Equation 2-83 
 2
2
DC
R
f
φ
pi λ= = −
ɺ ɺ
 Equation 2-84 
 2
2
R
R
f
φ
pi λ= = −
ɺɺ ɺɺ
 Equation 2-85 
To compress in azimuth we have to perform a correlation in the azimuth direction 
considering a temporal slant-range displacement from tD of τR. τR is not constant but it 
tracks tD with an offset that is a function of the displacement from the centre of the 
range point spread function (Barber, 1985). 
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Figure 2-13. Geometry involved in the azimuth processing. (Sandwell, 2002). 
 
If a small change in slant range is considered, then only the first-order change to the 
range polynomial ∆R0 has to be taken into account as the changes in the other terms in 
the polynomial are negligible. This implies that the slant range that contributes to the 
time variable tD is: 
 ( ) 20 0 1
2
R t R R Rt Rt′ = + ∆ + +ɺ ɺɺ  Equation 2-86 
The actual phase history of the point is: 
 0
2 Dj f te
pi−
 Equation 2-87 
In Equation 2-87,  tD is the round-trip time given by Equation 2-82. 
The phase history against which it has to be correlated is exp (−2
 ) where: 
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In Equation 2-88,  τA is the correlation variable. 
The slant range velocity and acceleration can be estimated in terms of spacecraft 
parameters. It is important to appreciate that these constitute another frequency-
modulated chirp.  
As derived by Sandwell (2002), the slant range velocity is expressed as in 
Equation 2-89. The notation used is that included in Figure 2-13. 
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ɺ  Equation 2-89 
In Equation 2-89,  fDC is the Doppler centroid frequency; 
   R0 is the minimum slant range (squint angle=0); 
s  is time; 
x is the along-track position of the scatterer on the ground 
surface; 
V is the spacecraft ground velocity. 
Slant range acceleration is approximated as in Equation 2-90. 
 
2
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ɺɺ  Equation 2-90 
In Equation 2-90,  fR is the Doppler frequency rate. 
In azimuth processing, the matched filter is simply the complex conjugate of the 
azimuth phase function. 
The Doppler Centroid frequency and the Doppler rate depend on some spacecraft 
parameters. The ground velocity V of the spacecraft is related to the orbital velocity at 
satellite altitude vsc using the simple relation: 
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 Equation 2-91 
In Equation 2-91, H is the local spacecraft altitude; 
   Re is the local Earth radius. 
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Another crucial parameter is the factor 
0
x sV
R
−
 that is the squint angle and can be 
related directly to the observation geometry. 
Considering a synthetic aperture interval of ±TA/2 centred about zero, the final 
expression for the point spread function is:  
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 Equation 2-92 
In Equation 2-92, BD is the Doppler bandwidth. 
The system point spread function is derived multiplying Equation 2-81 and 
Equation 2-92, taking into account both range and azimuth PSFs. 
 ( ) ( ) ( ),R A R R A Ag g gτ τ τ τ=  Equation 2-93 
2.7.2.1  The azimuth spectrum 
A SAR periodically emits pulses at a pulse repetition frequency (PRF) fp. In the 
frequency domain, the time series of the transmitted pulses is represented by a line 
spectrum (Ulaby et al., 1986). Each line of the spectrum moves due to the Doppler 
effect. In this case, it is crucial to highlight the importance of using an analytic signal. A 
cosine function, in the frequency spectrum, has both positive and negative frequencies; 
hence, a Doppler shift splits the line into two lines that are indistinguishable. On the 
contrary, an analytic signal has only one line in the spectrum. This implies that positive 
and negative Doppler shifts are separate. 
The use of analytic signals is crucial where there are both positive and negative 
Doppler shifts. The use of a simple real signal is possible in squinted mode where there 
is no Doppler ambiguity. Otherwise, the Doppler band can be aliased into a wholly 
positive or negative band with a carefully selected PRF, e.g. azimuth offset processing 
(Ulaby et al., 1986). 
2.7.2.2  Azimuth focussing 
This part of the processing is more or less the same as the range focussing. The 
reference signal in the correlation process or the azimuth chirp signal is simply the 
complex conjugate of the azimuth phase signal.  
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The azimuth compression processing is much more complicated as there are some 
other phenomena to be taken into account deriving from the geometry of the problem. 
Assuming a radar platform flying with velocity vsc and emitting pulses with a given PRF, 
if the image has a length L, the number of pulses that are required is L PRF/vsc. The 
required Doppler bandwidth BD is approximated as (Barber, 1985): 
 
2
0
2 sc obsD
v T
B
Rλ=  Equation 2-94 
In Equation 2-94,  R0 is the minimum slant range, i.e. at broadside; 
    Tint is the integration time. 
The resolution is directly proportional to BD thus, to obtain a constant resolution 
throughout the image, Tint has to be increased across track together with the slant 
range at broadside R0. This problem influences the number of samples in the Doppler 
replica against which the signal has to be correlated in the FFT processing. To take 
into account slant range variation across-track, each azimuth line should be correlated 
against a different replica. 
2.7.2.3  Range migration 
In azimuth processing, frequency modulation derives from the Doppler effect and from 
the change in tD from pulse to pulse. The changing phase is a quadratic function of time 
because of the change in slant range between radar and target. For a relatively large 
range resolution cell (typically in the airborne case), the change in range due to range 
migration is smaller than half-range cell and this effect can be neglected; otherwise the 
different terms in Equation 2-88 have to be evaluated and considered carefully. 
The linear term is generally called range walk while the quadratic component is called 
range curvature. Together they constitute the range migration effect. 
The range walk component is due to orbit eccentricity, squint angle and Earth rotation 
(Barber, 1985). Moreover, the rotation term is a function of the ground track latitude. 
Even the quadratic term is a function of latitude, but its dependence is much weaker. 
The simplest way of dealing with range migration is in the time domain. The processing 
required can be summarised easily. Once defined a reference on the ground with an 
azimuth coordinate, it is possible to define the slant range of each point on the image 
as a function of its distance from the centre of the swath: 
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 Equation 2-95 
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In Equation 2-95,  R0 is the slant range at broadside; 
   Sc is the azimuth coordinate that corresponds to R0; 
   fDC and fR can be easily estimated from orbit parameters. 
Using Equation 2-95 it is possible to determine the range points that have to be 
correlated to obtain the right azimuth focussing. To obtain the data points in the 
required range bins usually data available have to be interpolated.  
2.7.3 SAR processors 
Concepts and relations that have been briefly presented in the previous sections will be 
partly applied in the present research, as the investigation of the key properties of a 
geosynchronous SAR does not require the setup of a complete SAR processor. In the 
chapters dedicated to methodology will be shown that the focus has been limited to 
azimuth SAR processing as the phenomena that we would like to investigate regards  
mainly slow-time (i.e. azimuth) processing. 
Appendix C provides a brief background about SAR processors; it has not been 
included in this chapter as it is beyond the scope of this research. The appendix 
provided can be used as a reference for eventual further activities to be carried out in 
the field. 
2.7.4 GeoSAR processing 
As it will be discussed in the relevant chapters, GeoSAR will not probably use standard 
SAR processing. Different aspects have to be taken into account when focussing 
GeoSAR images: 
- Velocity is not constant during the integration time; 
- Azimuth pre-summing is required to achieve a reasonable SNR; 
- A bi-static SAR cannot use a chirp signal as it has to re-use the signal of a 
transmitter of opportunity. 
2.7.4.1  SAR autofocus 
SAR data is subject to a number of perturbations that come from various causes such 
unpredictable platform motion or heterogeneities in the propagation medium. They lead 
to unknown phase changes in the raw data that cause image de-focus. 
In general, SAR autofocus is an iterative procedure applied to SAR processing that 
allows to estimate (and consequently compensate) unknown phase delays. Koo et al. 
(2005) provide a review of the existing autofocus methodologies. They could be divided 
in two main categories: model-based and non-parametric.  
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Model-based methodologies such as Quadrature Phase Error (QPE) or Map Drift (MD) 
or Multiple Aperture Map Drift (MAM) are appropriate for low-frequency noise that could 
be correctly modelled. 
Non-parametric models do not require a specific knowledge of phase errors. Phase 
Gradient Autofocus (PGA) and its variants (Jakowatz et al., 1989) has proven to be 
able to filter out high frequency noise sources. 
The procedure is usually space-invariant (within one image), the same correction is 
applied to the whole image; however, when position-dependent phase errors are 
relevant, autofocus has to be space-variant. This is usually carried out splitting the 
image in sub-images that are mosaicked together after the focussing procedure (Koo et 
al., 2005). 
2.8  Multi-static SAR 
The present research will provide some insights about a possible multi-static 
constellation made of geosynchronous SARs. Some literature background about multi-
static SAR will be included in the following sections. 
Paragraph 2.8.1 provides an explanation of the fundamentals related to multi-static 
SAR configurations. The following parts discuss the basic multi-static SAR principle 
and the concept of antenna phase centre. The final paragraph of this section presents 
the SAR train concept, a patent developed at CNES in 2003 (Aguttes, 2003; Aguttes, 
2004).  
2.8.1 Rationale 
The need for high-resolution systems over a wide area of surveillance is the major 
driver to the design of multi-static SARs. The basic limitation for the design of space-
borne synthetic aperture radar is the minimum antenna area constraint Amin, which is 
presented as in Equation 2-96 according to Ulaby et al. (1986). 
 min
tan
4 ;
sc
A v R
c
θλ=  Equation 2-96 
In Equation 2-96, θ is the ground incidence angle; 
   vsc is the satellite velocity; 
The minimum area for a passive bi-static SAR is half the value reported in 
Equation 2-96. This expression highlights a compromise between achieving good 
azimuth resolution and wide spatial coverage. 
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The multi-static concept with a broad illumination source and many receiving antennas 
can overcome this problem. The coherent combination of recorded multichannel 
signals will allow the unambiguous SAR mapping of a wide area with fine azimuth 
resolution. 
Although an individual antenna does not satisfy the minimum area criterion and collects 
signals that are ambiguous in Doppler domain, the total receiving antenna of the 
multichannel SAR achieves a non-ambiguous signal by combining coherently the 
output from the different channels. The constraint on the pulse repetition frequency 
(PRF) is determined by the total length of the receiving antenna (Equation 2-97). 
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≥  Equation 2-97 
In Equation 2-97,  Ltot is the sum of the lengths of the individual antennas. 
Obviously, the PRF is much lower than that required by an individual small antenna. 
The SAR train concept (Aguttes, 2003; Aguttes, 2004) will be presented in more details 
as it can be applied straightforwardly to GeoSAR. 
2.8.2 Basic Principle 
A significant development in SAR systems is the introduction of phase array antennas 
in space-borne systems. These types of antennas allow great flexibility in generation 
and control of radar beams. 
Curie and Brown (1992) described all the different operating modes that could be 
exploited to enhance the effectiveness of the use of space-borne SAR in terms of 
swath widening and increasing resolution. The modes have been split in two main 
areas: those using multiple beams in the across-track (i.e. range) direction and those 
that utilise multiple beams in the along-track direction (i.e. azimuth). 
The present research is looking towards possible applications for high altitude SARs 
where one of the major issues is antenna dimension that is quite a serious constraint 
for this kind of system; therefore multiple beam SARs are considered as a means for 
sharing antenna area between many satellites cooperating among them. For this 
reason, only along-track configurations have been considered. 
Spatial sampling is used to increase the maximum unambiguous illumination area 
using multiple receivers. A typical concept is a constellation of micro-satellites flying in 
formation. A possible implementation of this concept is the TECHSAT 21 flight 
experiment with antennas randomly scattered (Martin and Kilberg, 2003). 
Background  Davide Bruno 
 
 
55 
In presence of a sparse aperture an unambiguous Doppler signal has to be 
reconstructed using the various ambiguous contributions (coming from the different 
antennas). A possible solution is the application of Space Time Adaptive Processing 
(STAP). Zhenfang et al. (2005) provide a clear explanation of the STAP processing: 
“the main idea of the STAP approach is to retrieve the unambiguous azimuth wide (full) 
spectrum signal from the received data by properly overcoming the aliasing effect 
caused by the lower PRF through the application of a STAP algorithm (post-Doppler 
architecture)”. 
 
The analysis of the STAP algorithm will not be presented here, as at the moment an 
application of this concept to a real case is not foreseeable. A complete STAP analysis 
has been reported in literature by Mengdao et al. (2004) and Zhenfang et al. (2005). 
2.8.3 The SAR Train concept 
 
Figure 2-14. SAR train concept (Aguttes, 2003; Aguttes, 2004). 
The SAR train concept (Aguttes, 2003; Aguttes, 2004), developed and patented by 
CNES in 2003, is a particular signal processing algorithm used to generate a large 
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synthetic aperture antenna through a constellation of relatively small SAR antennas 
flying on the same track. The sum of N synthetic antennas can be interpreted as the 
sum of N signals coming from N different satellites (corrected in range) and the 
subsequent sum of the signals received by the composite global antenna along its flight 
path. 
Theoretically, the signals received by N SAR instruments flying on the same track can 
be summed coherently to obtain an equivalent SAR. There could be a benefit on the 
Signal to Noise Ratio or on the SAR Merit Factor (the SAR Merit Factor is given by 
Equation 2-98). 
 SAR  =
az
Swath
Merit Factor
R∆  Equation 2-98 
The merit factor is improved by enlarging SAR swath (reducing antenna dimension in 
range) or reducing azimuth resolution cell size (longer antenna in the along-track 
dimension). The two above-mentioned benefits cannot be obtained at the same time. 
In a SAR, the azimuth resolution is set by ambiguities in azimuth. The angular 
separation of the ambiguous directions is kλ(PRF/vsc) where k is an integer, vsc is 
satellite velocity with respect to the target and PRF is the Pulse Repetition Frequency. 
The first ambiguity lobe is crucial to determine the minimum size required for the SAR 
antenna in the along-track direction. If the antenna is too short (this is desirable as it 
could provide a better azimuth resolution according to basic SAR theory where SAR 
azimuth resolution is given by L/2); the SAR main lobe includes some ambiguities, 
generating a Doppler ambiguous signal. This poses a requirement on the minimum real 
antenna length that should be long at least 2vsc/PRF. 
The aim of the SAR train concept is to relax the constraints on SAR power and on 
antenna physical dimension, diluting the requirements on a set of smaller SARs. At the 
same time, particular spread-spectrum waveforms have been chosen in order to 
attenuate the requirements on orbit accuracy (Aguttes, 2004). 
2.8.3.1   Different modes 
Aguttes (2004) describes three different SAR train operating modes. It is worthwhile 
presenting all of them. The common assumption is that they are based on a 
constellation of nsat different SAR satellites flying on the same ground track (they have 
to be on different orbital planes). The benefits of each configuration proposed are 
described providing details about formation requirements, the knowledge of the terrain 
and of the waveforms required. As already mentioned all the configurations require a 
coherent combination of the SAR signals. 
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Figure 2-15. SAR Train principle (Marechal et al. 2005) 
2.8.3.2  First mode – operating principle 
The first mode considers nsat SAR antennas flying with a random separation. The nsat 
SAR images are added coherently thus the resultant image has an intensity that is the 
sum of the intensities in the nsat images. Therefore, it is possible to achieve an 
improvement in the SNR and a reduction in the ambiguity level.  
The first operating mode does not reduce the minimum antenna area required for 
proper SAR focussing but provides an advantage on the SNR and on the ambiguity 
level. Moreover, this configuration has the advantage of a loose constraint on signal 
coherence. The main one is related to the width of the tube (across-track dimension) 
that contains the nsat flight paths. 
Azimuth ambiguities are included in the main lobe of the single antenna. The reduction 
in ambiguity noise level can be achieved considering that the ambiguities are summed 
non-coherently and their intensity is reduced by a factor nsat. If the nsat satellites are 
distributed randomly in the section (the section is long vsc/PRF, the separation between 
the positions of one satellite between two different samples), the nsat contributions to 
each ambiguity are summed non-coherently while the signals coming from the pixel are 
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summed coherently. This implies that we have a reduction of ambiguity noise level of a 
factor nsat. 
The first operating mode can be applied to passive multi-static configurations. In the 
parasitic bi-static SAR constellation, it is not possible to reduce antenna physical 
dimensions with respect to monostatic case. However, multiple antennas could be 
used to improve SNR and reduce ambiguities. 
2.8.3.3  Second mode – operating principle 
The second mode wants to exploit the reduction in the ambiguity level to allow the 
ambiguities to enter the main lobe, thus to operate with signals ambiguous in Doppler. 
This gives an improvement of the merit factor and a reduction of antenna size. 
The second operating mode allows the antenna area to be reduced in nsat smaller 
antennas thus multiplying by nsat the merit factor. The second mode is feasible only for 
a constellation with nsat=2 satellites due to coherence constraints. 
This mode requires a precise positioning of the satellites. As specified in the previous 
paragraph, the section (the separation between the positions of one satellite between 
two different samples) is long vsc/PRF. To cancel the first nsat ambiguities, the 
separation among the satellites constituting the train should be vsc/nsatPRF plus an 
interval modulo (vsc /PRF). This factor is the separation between subsequent pulses in 
the SAR train distributed antenna. 
In this operating mode (Figure 2-16), “while ambiguities could raise because the PRF is 
inadapted to the elementary antennas that constitute the SAR train, (nsat-1) ambiguities 
out of nsat fall into the zeros of the array pattern” (Marechal et al., 2005). 
Background  Davide Bruno 
 
 
59 
 
Figure 2-16. Second operating mode. Antenna pattern comparison, the x-axis is the 
along-track spatial distance (Marechal et al., 2005) 
It can be assumed that the superposition of nsat satellites with the same PRF is 
equivalent to a single antenna with a new PRF equal to nsatxPRF. The distance 
between ambiguities is increased by a factor nsat and this improvement is used to 
reduce the size of the antenna in the along-track direction thus improving the resolution 
by a factor nsat. 
The second operating mode has a second possible implementation with different 
peculiarities. Instead of reducing the along-track dimension of the antenna, it is 
possible to decrease the PRF by a factor nsat achieving the same level of ambiguity. 
The antenna size can be reduced in the range dimension achieving a wider swath with 
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the same level of range ambiguity. This second opportunity is used to tackle the range 
ambiguity issue. 
It is important to point out that the reduction by nsat of the antenna dimension has the 
consequence of reducing by nsat
2 the power received by each antenna (monostatic 
case) as the beam-width increases by the factor nsat. Even considering that there is a 
factor nsat improvement in the power budget provided by the SAR train, the SNR is nsat 
times lower than in the original case. 
2.8.3.4  Third mode – operating principle 
The third mode (Aguttes, 2004) uses the same processing required for the second 
mode. The main difference is that the use of wide spectrum waveforms relaxes the 
constraint of in-orbit placement of the nsat satellites constituting the SAR train. The use 
of new waveforms allows the use of the second operational mode even with 
constellations with nsat >2 satellites. 
A spread-spectrum signal has an autocorrelation function with a shape significantly 
different from conventional signals. In fact, while for a conventional chirp signal the 
ambiguity function has many peaks displaced in range and in azimuth a spread-
spectrum waveform has only one peak and a constant pedestal 1/4BT (where B is the 
bandwidth of the signal and T is the period of the waveform). 
The ambiguities contributing to noise are only those ones that are included in the main 
lobe. For a spread spectrum waveform, the energy level of ambiguities is proportional 
to the SAR Merit Factor (Swath/azimuth resolution). If the waveform is periodic with a 
period Te, the ambiguity function has a peak and the ambiguities are concentrated in 
lines separated by a distance 1/Te. 
If the nsat SAR use N different waveforms, the N contributions are non-correlated thus 
there is a factor N reduction in ambiguity level. If only N’ waveforms uncorrelated are 
used and the waveforms are synchronised along the orbit only a factor N’ improvement 
is achieved in ambiguity reduction. 
2.8.3.5  Analysis of the coherence of the signal 
For all the operating modes, there are some coherence constraints to be verified. The 
vector between two different elements of the array has three components. In particular, 
it is possible to define a geometrical baseline (equivalent to the interferometric 
geometric baseline) that causes decorrelation among the signals collected from the 
same pixel by the various satellites.  
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The so-called critical baseline concept could be applied to the SAR train as well. The 
phase difference between the signals received by two different satellites can be 
corrected if the relief of the terrain is well known. The correction is performed with 
respect to an ideal reference trajectory. Phase deviations are modelled stochastically 
assuming that the interferometric baselines of all the satellites of the train are 
distributed normally with a zero mean value and a standard deviation σ (Aguttes, 
2004). 
 
6 2
ω
σ =  Equation 2-99 
In Equation 2-99,  ω is the width of the tube containing all satellite 
trajectories, distributed following a normal distribution with 
zero mean 
Therefore, the phase deviation of each of the nsat contributions is given in 
Equation 2-100. 
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In Equation 2-100,  ∆h is the terrain altitude 
    i is the ground incidence angle (flat Earth geometry) 
 
Figure 2-17. Phase decorrelation induced by topographic height and perpendicular 
baseline. 
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The effect of this phase deviation reduces the coherence of the signals collected by the 
SAR train. The limit imposed on power losses poses some constraints on the 
knowledge of topography and on the width of the tube that includes all the satellites. 
The accuracy in the knowledge of the perpendicular component of the baseline has a 
consequence on phase accuracy as well. The following error term has to be negligible; 
this poses a constraint on the accuracy of the term dBperp. 
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In Equation 2-101,  hmax is the maximum altitude of the terrain being imaged. 
The first operating mode does not assign serious constraints on orbit control as 
ambiguity reduction is provided by the sum of different random phase contributions 
from the N satellites. 
The second operating mode uses precise orbit control to cancel the first nsat 
ambiguities. The phase error of each ambiguity is kα where k is the number of the 
ambiguity and α is the error in radians. Due to this phase error, the intensity on the 
ambiguity k is decreased by a factor (Equation 2-102) with respect to the ideal 
ambiguity suppression achievable with exact spacing between the satellites in the SAR 
train (Figure 2-16). 
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The residual protection on the 2(nsat -1) ambiguities (nsat -1 ambiguities forward and 
nsat -1 ambiguities backward with respect to the mid-point of the antenna beam) is 
given in Equation 2-103: 
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∑  Equation 2-103 
Ambiguity protection has to be better than -30 dB (Aguttes, 2004). This implies that the 
constraint on α is very strict even for nsat=2 (α=1/22). The case with only two satellites 
is the only one feasible according to the limitation provided by ambiguity reduction. 
2.9  Phenomena affecting temporal decorrelation 
A measurement system that requires a given time lapse s (seconds) to carry out a 
measurement is sensible to phenomena that happen on frequencies lower than 1/s Hz 
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(Hobbs, 2009). This implies that only phenomena that cause a signal delay comparable 
with the radar wavelength during the whole integration time affect the system. The 
present research looks into the effects of the long integration time on geosynchronous 
SAR processing. There are some phenomena that are not usually considered an issue 
in LEO SAR imaging (due to their time scale) but that can hamper significantly the 
image formation process of a SAR in a geo-synchronous orbit that require, as will be 
discussed in subsequent chapters, an integration time of hours. For this reason, this 
research will not include in the analysis decorrelation factors such as vegetation that, 
due to their timescale, are not likely to produce any effect on a geo-synchronous SAR 
system. 
Three main issues have been tackled in the present research. Section 2.9.1 reminds 
the effects of phase noise on SAR images. The following sections provide a 
background on Earth tides (section 2.10 ), tropospheric propagation (section 2.11 ) and 
ionospheric propagation (section 2.12 ).  
2.9.1 Rationale 
Prior to discussing each issue in further details, this section discusses the main effect 
on SAR images caused by Earth tides and atmospheric propagation effects that have 
been considered in the present research. A comparison with their effects on LEO SAR 
systems will provide additional information on GeoSAR peculiarities. 
2.9.1.1  Earth tides 
Earth tides induce a variation in a scatterer’s position that generates a fluctuation in its 
backscattered phase that affects the signal collected by the system during the whole 
integration time. This effect is usually neglected in LEO SAR systems that have an 
integration time shorter than 1 second as it is considered negligible; however, GeoSAR 
processing requires considering this aspect as Earth tides can cause a coherence loss 
in the target. 
2.9.1.2  Atmospheric effects 
Propagation medium affects electromagnetic wave propagation at all frequencies, 
resulting in a bending of the signal path, time delays of arriving modulations, advances 
of carrier phases, scintillation and other changes (Leick, 2004). These effects vary with 
location and time in a complex manner. The relevant propagation regions are the 
troposphere and the ionosphere. There are some phenomena associated with 
tropospheric and ionospheric turbulence that can affect the amplitude, the phase and 
the polarisation state of the signal received by the radar. 
Background 
 
 
Tarayre and Massonet (1996) suggest a simple break down of the 
effects on radio waves propagation. They assume that two different contributions may 
be highlighted: the consequence of a homogeneous neutral atmosphere and the 
outcomes of local heterogeneities.
The heterogeneities can be produced in the neutral layer of the a
turbulent scatter or in the ionosphere, the ionised part of the atmosphere, by 
fluctuations in the local electronic density. 
Figure 2-18 presents a sketch with different atmospheric layers.
Figure 2-18. Different regions of the Earth's atmosphere, showing the mean 
temperature profile and the ionospheric layers (Hall 
In LEO SAR the effects of propagation do not affect single image SAR processing, du
to its short integration time; nevertheless
and receives a growing interest as it 
compares the phases of corresponding pixels imaged at different epochs. Atmosphere 
can be considered as frozen during the integration time required to focus each image 
however, the difference in the states of the atmosphere causes some phase 
in the interferogram. 
GeoSAR requires a different approach to atmospheric heterogeneities. Due
integration time, there are atmospheric heterogeneities that 
temporal decorrelation. Therefore, while atmospheric propagation a
 Davide Bruno
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interferometry, heterogeneities in the propagation medium affect GeoSAR’s processing 
itself as they modify the phase collected by the system.  
2.10  Earth tides 
Earth tides induce a fluctuation in the position of a scatterer on the Earth’s surface 
during the integration time. The following sections provide the fundamentals about 
Earth surface tidal motion and then look into the various contributions to target 
displacement. 
2.10.1 Rationale 
Many different phenomena related to Earth tides that affect the position of a site on the 
Earth surface have been described in the literature (McCarthy and Petit, 2004). They 
include: 
• deformations of the solid Earth due to ocean tidal loading; 
• deformations due to the body tides arising from the direct effect of the external 
tide generating potential; 
• minor effects such as centrifugal perturbations caused by Earth rotation 
variations, the pole tide and atmospheric loading. 
McCarthy and Petit (2004) is the reference publication dealing with the estimation of 
Earth tide effects. In the introduction of their document, they establish the concept that 
Earth tide effects can be analysed from two different perspectives: perturbations in the 
gravitational potential in the vicinity of the Earth and displacements in site positions.  
“Some geodetic parameters are affected by tidal variations. The gravitational potential 
in the vicinity of the Earth, which is directly accessible to observation, is a combination 
of the tidal gravitational potential of external bodies (the Moon, the Sun, and the 
planets) and the Earth’s own potential, which is perturbed by the action of the tidal 
potential. The (external) tidal potential contains both time independent (permanent) and 
time dependent (periodic) parts, and so does the tide-induced part of the Earth’s own 
potential. Similarly, the observed site positions are affected by displacements 
associated with solid Earth deformations produced by the tidal potential; these 
displacements also include permanent and time dependent parts” (McCarthy and Petit, 
2004). 
Both the aspects of this problem are of interest for GeoSAR as Earth tides affect both 
the satellite that is orbiting and the targets on the Earth surface.  
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Figure 2-19. Magnitude and direction of tidal forces on the Earth’s surface; the 
forces are caused by an external mass M (i.e. the moon) on the horizontal axis. The 
figure can be rotated around its axis to get the distribution in space (Brosche and 
Schuh, 1998).  
Brosche and Schuh (1998) provide a thorough review of solid Earth tides. Tidal forces 
are differential gravitational forces. Both the Moon and the Sun exert tidal forces on the 
Earth that are significant for most practical requirements, therefore a precise 
knowledge of their positions allows an accurate estimation of the tidal acceleration for 
any point at any time on the Earth’s surface. 
Figure 2-19 describes the basic principle that generates Earth tidal motion on the Earth 
surface. 
There are different contributions to site displacements. Solid Earth tides affect the 
Earth’s potential adding a deformation. Seawater movement causes a loading on the 
elastic mantle of the Earth that is commonly known as ocean loading effect. The so-
called “polar motion”, that is the motion of the instantaneous rotation axis of the Earth, 
(described by IERS bulletins) leads to a change in the rotational centrifugal force. This 
effect causes an additional deformation of the Earth that is known as the solid pole tide 
(Xiao and Xia, 2003). 
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2.10.2 Gravitational models 
The induced variations in the Earth’s gravitational field cause perturbations in satellites’ 
orbits. McCarthy and Petit (2004) in their technical note provide a well-recognised 
description of the procedure to include Earth tide induced potential into gravitational 
models currently in use.  
IERS recommendations have to be implemented in all accurate procedures for orbit 
determination. According to Kudryatsev (2002), an accuracy of 1-2 cm might be 
achieved for a satellite in a MEO orbit (similar to GLONASS) applying the prescriptions 
included in McCarthy (1996). IERS 2003 models are implemented in practically all 
geodetic applications therefore Earth tides’ effects on orbiting satellites can be 
modelled precisely. 
2.10.3 Site displacements models 
McCarthy (1996) and McCarthy and Petit (2004) provide the methodology to 
reconstruct site displacements on the Earth crust induced by tidal phenomena.  
This phenomenon is usually represented referring to an Earth-fixed frame. Solid Earth 
tides cause displacements of the order of up to several decimetres, the pole tide may 
have an impact of up to a few centimetres depending on the pole position and ocean 
loading effects are usually in the range of some centimetres.  
These displacements cannot be neglected when focussing a SAR image with a very 
long integration time as these displacements might cause image defocussing and 
blurring. Displacements introduced by Earth tides vary smoothly therefore, their 
variations along the synthetic aperture can be neglected (Milbert, 2002). 
2.10.4 Analysis of site displacements 
The different contribution to site displacements will be presented in the following 
sections. Section 2.10.4.1 presents the effect of solid Earth tides; ocean loading is 
discussed in section 2.10.4.2 , pole tide has been covered in section 2.10.4.3 , 
atmospheric loading has been looked into in section 2.10.4.4 . 
2.10.4.1  Solid Earth tide 
McCarthy and Petit (2004) provide a detailed algorithm that provides site 
displacements induced by solid Earth tides. A detailed description of the procedure 
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implemented to estimate solid Earth tide contribution is beyond the scope of the 
present research. Schuler (2001) provides a simple explanation of the phenomenon. A 
complete analysis is included in McCarthy (1996) and McCarthy and Petit (2004) as 
well in many other publications in literature. 
Milbert (2002) implemented the recommendations included in IERS Convention 2003 
as this is the current reference publication and provides, given ellipsoidal latitude and 
longitude, the values of the displacement in an Earth-fixed reference system at a given 
date. 
An output file that has been obtained running the code solid, a free-ware code provided 
by Milbert (2002) has been enclosed in Appendix D. 
2.10.4.2  Local site displacement due to ocean 
loading 
McCarthy and Petit (2004) provide a clear description of the displacements due to 
ocean loading. “Ocean tides cause a temporal variation of the ocean mass distribution 
and the associated load on the crust and produce time-varying deformations of the 
Earth.” 
IERS Convention 2003 provides an analytical scheme to estimate site displacement 
induced by ocean loading starting from Ocean tide models.  
Yi et al. (2000) describe the procedure to estimate the load tide time series at a given 
location using a Green’s function and an ocean tide model. Following the treatment 
presented by McCarthy (1992), also included in Schuler (2001), the displacement ∆C at 
a given location is given by: 
 ( )cosj j j j j j
j
C f A tω µ χ∆ = + + −Φ∑  Equation 2-104 
In Equation 2-104,  j refers to a particular tidal constituent; 
   fj and µj are coefficients that depend on the lunar mode; 
   χj is the astronomical argument at t=0; 
Aj, ωj and Φj are the amplitude, frequency and phase of the 
ocean tide constituent taken into account. 
Equation 2-104 can be evaluated for all the different constituents that contribute to 
ocean tidal effects: semidiurnal waves (M2, N2, S2, and K2) and diurnal waves (K1, O1, 
P1, and Q1). The coefficients that relate to each constituent are estimated using an 
ocean tide model. The different ocean tide models produce results that are similar 
within 5% of their absolute displacement. This value could be considered as the 
accuracy of the prediction (Scherneck, 2006). 
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Figure 2-20. Vertical displacements due to ocean loading calculated at 1 hour 
interval at latitude 66.0° S and longitude 120.0° E. (Yi et al., 2000). 
The above-mentioned parameters are estimated using the models described by 
Scherneck (1991) for any station on the globe. A typical output has been generated 
using the software provided by the Onsala Space Observatory (Scherneck, 2006). The 
output has been enclosed in Appendix D. 
The amplitude of this displacement is relatively small (a few centimetres). According to 
McCarthy (1992) (reported in Yi et al., 2000) the accuracy of the vertical displacement 
predicted by this model is thought to be about +/- 3 mm. 
Figure 2-21 shows the amplitude of the ocean loading effect due to M2 load tide. 
Simulations have been carried out with a numerical model described in Egbert and 
Erofeeva (2002). The picture shows that the influence of ocean loading can be 
significant over coastal areas but can be neglected (or is far reduced) over continental 
areas. 
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Figure 2-21. Map of M2 load tide height amplitude (m) from the model developed by 
Egbert and Erofeeva (2002). 
Advanced modelling techniques that take advantage of GPS networks proved to be 
able to model ocean loading effects with sub-millimetre accuracy (Vergnolle et al., 
2008).  
2.10.4.3  Pole tide 
The variation of station coordinates caused by the pole tide is of about a couple of 
centimetres. The maximum radial displacement is approximately 25 mm, and the 
maximum horizontal displacement is about 7 mm (McCarthy and Petit, 2004). The use 
of measured pole locations instead of predicted ones has probably little impact on the 
pole tide height accuracy. A pole location accuracy of about 50 cm is needed to get 1-
mm accuracy on the pole tide height (ESA Envisat, 2006). 
The pole tide is the response of the ocean (and of the elastic earth) to variations in the 
centrifugal force caused by wobbling of the earth's rotation axis. The pole tide has two 
dominant frequencies: annual and 14-month (Figure 2-22), the latter being the period of 
the Chandler Wobble (NASA JPL, 2005). 
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Figure 2-22. Geocentric (i.e. earth plus ocean) pole tide, at a point along the dateline 
at latitude 45 N and longitude 180° (NASA JPL, 2005). 
2.10.4.4  Atmospheric loading 
McCarthy and Petit (2004) describe atmospheric loading as another source of site 
displacement. For geodetic applications, its contribution is modelled using geophysical 
or empirical models. 
The temporal and spatial scale of a GeoSAR image does not allow atmospheric 
loading to provide a significant contribution to differential site displacement. McCarthy 
and Petit (2004) report that pressure variations of about 20 hPa can cause a significant 
atmospheric loading effect. Such pressure changes might happen on spatial scales of 
1000-2000 km and time scales of several weeks (McCarthy and Petit, 2004). This time 
scales are not relevant to GeoSAR processing. 
2.10.5 Earth tides phase delay – summary 
Earth tides are relevant to GeoSAR as they cause a significant terrain displacement 
during the long integration time. Background information provided in this section has 
the purpose of estimating the order of magnitude of this perturbation and the accuracy 
of the models available in literature. Further details about Earth tides effects on SAR 
imaging are provided in section 6.2  
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2.11  Tropospheric phase delay  
The following sections briefly outline the principles on which tropospheric delay 
modelling is based. Meteorological inputs are required to run delay models. 
Section 2.11.1 presents the rationale about tropospheric phase delay.  
Section 2.11.2 provides a review about the tropospheric delay models that are 
available in literature without considering their theoretical background but focussing on 
their expected accuracy. 
Section 2.11.3 provides the reader with the required background about turbulence and 
its effect on tropospheric phase delay. 
2.11.1 Rationale 
Hall et al. (1996) define the troposphere as “the lowest region of the atmosphere, in 
which temperature usually decreases with height. Its upper limit is the base of the 
tropopause and is about 17 km high at the equator and 9 km high at the poles”. 
The refractive index of clear air in the troposphere has a great influence on propagation 
of radio waves at frequencies greater than 30 MHz. The electric field E of a plane wave 
propagating in a medium of constant refractive index n has a space-time variation 
given by (Hall et al., 1996). 
 ( ) ( ){ }, exp  t i n tω= −0 0E r E k ri  Equation 2-105 
In Equation 2-105,   characters in bold represent vectors; 
    k0 is a vector perpendicular to the wave front; 
    r is the distance vector;  
    n is the refractive index. 
Variations in the refractive index are crucial to understanding the propagation of 
electromagnetic waves in the troposphere. Hall et al. (1996) provide a thorough 
description of the main properties of the refractive index.  
For the phase of an electro-magnetic wave, the geometrical distance differs from the 
optical path by the difference δSNEU that is called neutral slant range delay. 
 ( )  NEU
ATM VACUUM
S n s ds dsδ = −∫ ∫  Equation 2-106 
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In Equation 2-106,  δSNEU is the total/neutral slant path delay from receiver antenna 
to satellite; 
n is the index of atmospheric refraction; 
ds: differential increment in distance with respect to the line of 
sight; 
ATM: ray path from the target to the satellite through the 
atmosphere; 
VACUUM: virtual path of a ray from the target to the satellite 
through vacuum. 
Refractive index is not equal to one (vacuum) due to the molecular constituents of the 
air, principally nitrogen, oxygen, carbon dioxide and water vapour. There is also a 
contribution given by polarisability of the molecules (Hanssen, 2001). It is usual to work 
with the non-dimensional parameter N defined in Equation 2-107.  
 ( ) 61 10N n −= − ×  Equation 2-107 
Zenith delays are obtained using the radio refractive index of air as a starting point 
(Leick, 2004). 
 
1 1 1
1 2 3 2
d
d w w
p e e
N k Z k Z k Z
T T T
− − −
= + +  Equation 2-108 
In Equation 2-108,  N is the reduced index of refraction; 
   k1..3 are the indexes of refraction; 
Zd/w are the compressibility factors for dry and wet air; 
e is partial water vapour pressure; 
pd is dry pressure. 
Davis et al. (1985) give the following interpretation of Equation 2-108. The very first 
term characterizes the effect of the induced dipole moment of the dry constituents, the 
second term is due to the dipole moment of water vapour and the third term represents 
dipole orientation effects of the permanent dipole moment of water molecules. 
Introducing the equation of state for the gas constituents and including various 
constants, Leick (2004) defines a hydrostatic (Equation 2-109) and wet (non-
hydrostatic) refractivity (Equation 2-110). 
 1d
p
N k
T
=  Equation 2-109 
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Zenith Wet Delay (ZWD) and Zenith Hydrostatic Delay (ZHD) can be obtained 
integrating the refractivity index in Equation 2-109 and Equation 2-110. Zenith Neutral 
Delay or Total Delay (ZND) is the sum of the two components. 
 ( )610 dZHD N h dh−= ∫  Equation 2-111 
 ( )610 wvZWD N h dh−= ∫  Equation 2-112 
 ZND ZHD ZWD= +  Equation 2-113 
ZWD is often called the “wet component”. This is not too wrong as it is mainly caused 
by the vertical distribution of water vapour in the troposphere. According to Bevis et al. 
(1992), the hydrostatic delay is often referred to as “dry component”. This omits the fact 
that water vapour actively influences both the wet and the hydrostatic delay 
components. Nevertheless, the largest contribution to the hydrostatic delay can be 
traced back to dry air (Hanssen, 2001). 
Tropospheric delay is shorter in zenith direction and increases with the zenith angle as 
the air mass traversed by the signal increases (Leick, 2004). Therefore, slant delays 
(i.e. SHD, Slant Hydrostatic Delay, SWD, Slant Wet Delay, STD, Slant Total Delay) are 
usually larger than the equivalent zenith delays.  
 ( ) hSHD ZHDm ϑ=  Equation 2-114 
 ( ) wvSWD ZWDm ϑ=  Equation 2-115 
 ( ) ( )  h wvSTD ZHD m ZWD mϑ ϑ= +  Equation 2-116 
In the previous equations, mh(ϑ) is the hydrostatic delay mapping function; 
    mwv(ϑ) is the wet delay mapping function. 
The mapping functions model the temporal and spatial variability of the troposphere 
(Leick, 2004). They will be discussed in further details in the following sections. 
The troposphere is not a dispersive medium and its effects cannot be removed through 
dual-frequency chirps. The effect of the dry component is relatively weak because it 
has slow scale variations. Sparse calibration points could be used to reduce its effects.  
The wet delay can be as small as a few centimetres or less in arid regions. Although 
the wet delay is much smaller, it is usually far more variable and more difficult to 
remove (Bevis et al., 1996). 
To investigate the sensitivity Hanssen (2001) suggests the evaluation of the following 
derivatives: 
Background  Davide Bruno 
 
 
75 
 
32
2
;wet
N kk
e T T
∂
= +
∂  Equation 2-117 
 
32
2 3
;wet
N k ek e
T T T
∂
= − −
∂  Equation 2-118 
The ratio R of the two derivatives (Equation 2-117 and Equation 2-118) is usually in the 
range 4 ≤ || ≤ 20 (Hanssen, 2001). This means that the refractivity N is R times more 
sensitive for a 1 hPa change in the partial pressure of water vapour e than for a 1°C 
change in T (both estimated on the Earth’s surface). The lowest region of the 
parameter R is possible only where there are high temperatures and high water vapour 
partial pressure values. 
Methods to estimate wet delay from surface measurements show quite poor accuracy 
(Askne and Nordius, 1987). Kolmogorov’s model (Tatarski, 1961) shows that the local 
spatial variability has power law behaviour. The scale factor depends on time and on 
global location. There is a strong need for calibration points that could be used to 
identify at least the slow varying phase terms of the tropospheric wet delay. For the 
purpose, GPS water-vapour estimates might be used as well as Water Vapour 
Radiometer (WVR) instruments (Williams et al., 1998). 
In interferometric applications, the use of calibration and of multiple interferometric data 
stacked could be used to average tropospheric artefacts (NASA JPL, 2003). 
Nevertheless, at the present state of the art tropospheric delay is the major limiting 
factor in the accuracy achievable with interferometric techniques applied to 
conventional LEO SAR system. 
As previously mentioned, the wet tropospheric delay cannot be accurately predicted. 
Treuhaft and Lanyi (1987) suggested a statistical model that has been confirmed in 
literature (Williams et al., 1998). Their model is based on the assumption that the 
spatial structure of the delay fluctuations could be approximated by Kolmogorov’s 
turbulence theory (Tatarski, 1961). The second hypothesis is that temporal variations 
are due to spatial patterns moved by the winds. The last assumption, given the value of 
wind velocity, relates the temporal structure function to the spatial structure function. 
Zhu et al., 2007 describe some models, currently still under development, that allow a 
3D water vapour mapping and a consequent very accurate tropospheric error 
prediction.  
2.11.2 Tropospheric delay models 
Tropospheric delay has been divided into hydrostatic and wet components. The 
following sections outline the analytical models present in literature. The theoretical 
background of the models is not taken into account as it is beyond the scope of the 
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research. The accuracy of the predictions have been discussed as it is a crucial aspect 
in tropospheric delay compensation  
2.11.2.1  Zenith Hydrostatic Delay (ZHD) 
Three different models that provide zenith hydrostatic delay in closed form will be 
hereafter presented (Table 2-2). They are based on a range of assumptions and 
therefore different levels of accuracy are expected. 
Table 2-2. Hydrostatic delay models. 
Model Section 
Hopfield hydrostatic delay model Section 2.11.2.1.1 
Saastamoinen hydrostatic delay model Section 2.11.2.1.2 
MOPS hydrostatic delay model Section 2.11.2.1.3 
2.11.2.1.1 Hopfield hydrostatic delay model 
This model (Schuler, 2001) is based on the assumption that air behaves as a perfect 
gas and that there is a constant temperature. ZHD is expressed in the form: 
 [ ]-5 0 0
0
ZHD=1.552 10 40136 148.72
pK m
m T
hPa T K
    
+        
 Equation 2-119 
In Equation 2-119, p0 is the static pressure at the target site in hPa; 
   T0 is the static temperature at the target site in K. 
2.11.2.1.2 Saastamoinen hydrostatic delay model 
This model has become very popular due to its high accuracy. Elgered et al. (1991) 
give the following rms error budget: the error in the refractivity constant contributes to 
about 2.4 mm. The uncertainty in the gravity reduction has a marginal influence of 0.2 
mm as well as the uncertainty of the universal gas constant (0.1 mm) and the variability 
of the dry mean molar mass (0.1 mm). Furthermore, it should be noted that no 
temperature measurements are needed in contrast to the Hopfield model, but the 
Background  Davide Bruno 
 
 
77 
height of the station and its latitude are used for the computation of the gravity 
correction. 
 
( )
0
0.0022767
1
1 0.00266cos 2 0.00028
m
p
hPa
ZHD
h
km
ϕ
 
  
=
 
− −   
 Equation 2-120 
In Equation 2-120, ϕ is the ellipsoidal latitude; 
   h is the site height over the ellipsoid in km; 
   p0 is the static pressure at the scatterer site in hPa. 
2.11.2.1.3 MOPS Hydrostatic Delay Model 
If meteorological data are not available, MOPS (1998) hydrostatic delay model could 
be applied as it uses only standard meteorological data that depend only on latitude 
and consider seasonal variations. 
Meteorological measurements are modelled with the help of default data sets. This 
advantage is also the major drawback of this model as no one can expect a superior 
accuracy from this approach. Poorly modelled pressure values, for example, will 
quickly degrade the accuracy of the hydrostatic delay. An error of 10 hPa contributes to 
approximately 2.2 cm, which may likely occur in some regions.  
2.11.2.1.4 Comparison between the different hydrostatic 
delay models 
Schuler (2001) provides an evaluation of the accuracies expected for the presented 
tropospheric delay models. As the Saastamoinen model is accepted to be the most 
accurate, it is considered as a reference. Statistics have been evaluated for about 100 
different IGS network station location. 
The Hopfield model only shows a very small standard deviation of 0.2 mm with respect 
to the Saastamoinen reference model. The rms values show a systematic trend with 
increasing latitude. Smallest deviations occur near the equator, largest (more than 9 
mm) in polar regions. This effect is mainly due to the missing gravity reduction in the 
Hopfield approach, which treats the gravity as a constant value. In global average, the 
systematic error is about 4 mm. 
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As expected, the MOPS model performs much worse than the Hopfield model in 
comparison to Saastamoinen's theory since systematic effects are the dominant 
contributors to its error budget. 
Pressure prediction is especially poor for some sites in the polar regions of the 
southern hemisphere. In global average, the rms is about 16 mm. This is more than 4 
times larger than the rms of the Hopfield model. 
2.11.2.2   Zenith Wet Delay (ZWD) 
Zenith Wet Delay is affected by the vertical distribution of water vapour therefore it is 
very difficult to retrieve this parameter from a model that includes only surface 
measurements. Schuler (2001) provides a review of the main zenith wet delay models 
and estimates their accuracy. Models described in the following sections have been 
listed in Table 2-3. 
Table 2-3. Wet delay models. 
Model Section 
Hopfield wet delay model Section 2.11.2.2.1 
Ifadis wet delay model Section 2.11.2.2.2 
Mendes hydrostatic delay model Section 2.11.2.2.3 
MOPS hydrostatic delay model Section 2.11.2.2.4 
 
2.11.2.2.1 Hopfield Wet Delay Model 
Hopfield models the wet component of the refractivity in closed form as a function of 
the partial water vapour pressure at the scatterer position (Schuler, 2001). 
 [ ]
2 2
4 0 0
2
0
555.7 1.792 10 exp
22.90
t emK mK
ZWD
hPa hPa C T
−
      
= +        °      
i  Equation 2-121 
In Equation 2-121, T0 is the temperature at the scatterer site in K; 
   t0
 is the temperature at the scatterer site in °C; 
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   e0 is the partial water vapour pressure at the scatterer site in hPa. 
2.11.2.2.2 Ifadis Wet Delay Model 
Ifadis (1986) proposes to model the zenith wet delay as a function of surface pressure, 
partial water vapour pressure and temperature: 
 
[ ] ( )2 4
4
0.554 10 0.880 10 1000
0.272 10 2.771
m
ZWD m p
hPa
m m C e
e
hPa hPa T
− −
−
 
= ⋅ − ⋅ −  
°   
+ ⋅ +      
 Equation 2-122 
In Equation 2-122, p is the surface pressure in hPa; 
   e is the partial water vapour pressure at the scatterer site in hPa; 
   T is the temperature at the scatterer site in °C. 
2.11.2.2.3 Mendes Wet Delay Model 
Mendes and Langley (1998) derived a linear relation between wet delay and partial 
water vapour pressure: 
 [ ]0.122 0.00943 mZWD m e
hPa
 
= +   
 Equation 2-123 
In Equation 2-123, e is the partial water vapour pressure at the scatterer site in hPa. 
2.11.2.2.4 MOPS wet delay model 
The MOPS model (MOPS, 1998) reduces the wet delay estimate to the observation 
height H above the sea level in metres: 
 
( )1
1
0 1
d
g
RH
ZWD ZWD
T
λ
ββ
−
−
 
= − 
 
 Equation 2-124 
With a mean gravity of g=9.80665 m/s2. β and λ are parameters that come from the 
latitude of the site (MOPS, 1998). 
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 ( )
6
3
0
10
1
d
m d
k R e
ZWD
g R Tλ β= + −  Equation 2-125 
In Equation 2-125,  k3 = 382000 K
2hPa-1; 
    Rd=287.054 J kg
-1 K-1; 
    Gm=9.784 m s
-2. 
2.11.2.2.5 Comparison between the different wet delay 
models 
Schuler (2001) provides a useful comparison between the different wet delay models 
described in the previous sections. The truth data has been obtained using total delays 
measured from the IGS network and subtracting the Saastamoinen hydrostatic delay, 
which is commonly considered as a reference. 
The Hopfield and the Mendes models present an rms error of about 3 cm. The mean 
error is 6 mm for Mendes (1 mm for Hopfield) while the standard deviation is 12 mm for 
Mendes (12.4 mm for Hopfield). 
The MOPS model has an rms error of about 5 cm. 
2.11.2.2.6 Advanced atmospheric modelling 
Holley et al. (2008) provide a description of a procedure for atmospheric water vapour 
modelling that allows predicting very accurate wet delay corrections.  
The UK Met Office’s Unified Model (UM) is a non-hydrostatic, semi-Lagrangian forward 
numerical model, which was used to produce 3D water vapour fields corresponding to 
SAR acquisition dates. The UM’s representation of initial and boundary conditions uses 
a nested domain scheme. Outer domain, with coarser grid spacing and resolution, 
provide boundary conditions for inner domains (Figure 2-23). The smallest domain 
covers the site of interest at 300m grid spacing, with ten second sampling (Holley et al. 
2008). 
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Figure 2-23. Nested domain for atmospheric water
The input information dataset is extremely complex: glo
orography, land use and vegetation. 
an accurate 3D map of temperature, pressure, water vapour, liquid cloud
cloud-water, wind speed and direction.
 
Zhu et al. (2007) compare the output of this model with instantaneous MERIS (Medium 
Resolution Imaging Spectrometer). 
fields (rms = 1.1 and 1.6 mm, 
accuracy of the MERIS sensor itself.
Boehm et al. (2008) describe the Vienna Mapping Functions (VMF), a very accurate 
GPS-derived mapping function for tropospheric delay estimation. Their methodology 
has been developed for space geodetic techniques, such as GNSS or VLBI, which are 
based on data from numerical weather models. Their analysis shows a very good 
accuracy in wet delay measurements at the 1 mm level.
2.11.2.3  Mapping functions
Mapping functions have been introduced when the difference between slant delay and 
zenith delay has been discussed. Tropospheric delay is shortest in the zenith direction 
and its projection on the slant range direction requires a specific function, called
mapping function. 
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 ( ), , SNDm z p T
ZND
=  Equation 2-126 
In Equation 2-126, z is the zenith angle; 
   p,T are pressure and temperature at the scatterer site. 
For the neutral (total) component, a simple conversion could be used that is accurate 
up to zenith angle (i.e. θ) of about 60°. 
 ( ) 1 csc
cos
m ϑ ϑ
ϑ
= =  Equation 2-127 
Leick (2004) suggests the use of a more complex model. The one that is in common 
use is reported in Niell (1996). It is valid for both hydrostatic and wet delays. 
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1
1
1
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b
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ϑ
ϑ
ϑ
ϑ
+
+
+
=
+
+
+
 Equation 2-128 
The coefficients a, b and c are a function of the latitude of the station. Their values 
could be easily found in literature for both hydrostatic and wet delays (Leick, 2004, 
Schuler, 2001). 
2.11.2.4  Wet delay and PWV 
Models presented in previous sections allow to estimate wet tropospheric delay using 
measurements carried out on the Earth’s surface (i.e. static pressure, temperature, 
humidity). Using dedicated instruments such as radiosondes, according to Snider 
(2000), Precipitable Water Vapour (PWV) could be determined with an accuracy of 
about 0.5 mm. This could be used to model wet tropospheric delay with an extremely 
good accuracy. 
According to Bevis et al. (1996), Hanssen (2001) and other authors, slant tropospheric 
wet delay is expressed as a function of the precipitable water vapour. The delay is 
expressed as: 
 
1SWD PWV−= Π  Equation 2-129 
In Equation 2-129 Π is a dimensionless constant of proportionality that is about 0.15 
(Bevis et al., 1996; Hanssen, 2001). 
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 “Meteorology, ground-based GPS has become an operational tool that can measure 
precipitable water vapour (PWV) with high accuracy (1~1.5mm) during all-weathers, 
and with high temporal resolution (e.g. 5 minutes) at low cost”. (Li, 2004).  
2.11.2.5  Liquid water contribution 
Hanssen (2001) specifies that, for SAR imaging, liquid water present along the ray path 
has a contribution in the determination of the refraction index. In many geodetic 
applications where the total slant delay is measured, this term is neglected as it is only 
a few millimetres. As a SAR system is sensitive to spatial and temporal variations of 
the wet delay while it is blind to total slant delays, this term cannot be neglected. 
However, liquid water (i.e. precipitations and clouds) varies in space and time more 
than water vapour, its effect is minor after the averaging carried out in SAR focussing. 
Calculations are usually carried out assuming a homogeneous cloud layer of 1 km 
thick. Variations in air refractivity N are usually estimated assuming an empirical 
expression (Hanssen, 2001).  
 [ ]
3
3
1.45 gliq
m
m
N W
g
=  Equation 2-130 
In Equation 2-130,  W is the liquid water content in g/m3. 
The integral of Equation 2-130 is usually labelled as liquid delay.  
2.11.3 Turbulent scatter 
Local heterogeneities in the troposphere are usually related to oscillations in wet delay. 
They are caused by small deviations of temperature and humidity from the background 
value. Shear forces between two moving air masses create these irregularities. The 
main effect is the creation of turbulent eddies at the outer scale of turbulence (about 
100 m) (Hall et al., 1996). In fully developed turbulence, this mixing continues down to 
the inner scale of turbulence (about 1 mm) where the energy is dissipated. 
Spatial statistics of a turbulent medium are described by a quantity called the structure 
function. For a random field the structure function Dx between two points is (Tatarski, 
1961). 
 ( ) ( ) ( ) 2, ;xD r R x r R x r = + −      Equation 2-131 
In Equation 2-131,    angle brackets indicate the ensemble averages; 
   x is the random field considered (e.g. temperature, humidity); 
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   ,r R

 are distance vectors. 
The statistical model adopted for turbulence is the power law model. According to this 
assumption that has been verified by many experimental tests, the structure function 
has the form presented in Equation 2-132. 
 ( ) 2 ;xD R C Rν=  Equation 2-132 
In Equation 2-132, ν is the power spectrum index.  
The power law spectrum is: 
 ( ) 00 ;x fP f P
f
β
 
=  
 
 Equation 2-133 
In Equation 2-133, f is the spatial frequency; 
   β is the spectral index; 
   P0, f0 are normalising constants. 
The relation between structure function and the power spectrum of a power law 
process is:  
 ( ) 2 1;xD R C R β −=  Equation 2-134 
From dimensional considerations, Tatarski (1961) showed that ν=2/3 for elementary 
turbulence according to the Kolmogorov’s theory. 
2.11.4 Tropospheric phase delay – summary 
The variations of the local meteorological variables Pd, T and e cause variations in the 
refractive index at various scales: 
• on the medium scales (100 m – 100 km) the ground and micro meteorological 
phenomena can produce spatial and temporal variations; 
• on the small scales (<100 m) turbulent mixing causes scattering and scintillation 
(Hall et al., 1996). 
 
The tropospheric delay has been divided in two terms: dry and wet delay.  
The dry term is related to the surface static pressure (Hanssen, 2001). High and low 
pressure zones have usually minimal spatial variations with dimensions larger than the 
SAR image. This implies that the dry term has only a limited influence even on quite 
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large SAR images. However, during the integration time there could be a significant 
pressure variation (i.e. 8 hours). 
The wet part of the refractive index has much more significant spatial and temporal 
variations that have to be taken into account when focussing a GeoSAR image. It is a 
function of the relative humidity. This atmospheric property can vary strongly both 
spatially and temporally thus causing unpredictable variations in the tropospheric wet 
delay.  
Moisture variations of 1 g/kg-1 are quite frequent even on a 1 km spatial scale. This 
confirms the severe variability of the wet delay term. 
Background information provided in this section has the purpose of estimating the 
order of magnitude of this perturbation and the accuracy of the models available in 
literature. Further details on tropospheric effects on SAR imaging are provided in 
section 6.3  
2.12  Ionospheric phase delay 
This section provides a literature background about the ionosphere and its influence on 
SAR signals and on SAR focussing. 
Section 2.12.1 provides some basic information about the ionosphere and phase 
delays induced by ionosphere. The following section (2.12.2) discusses the effects of 
phase delays on SAR signal.  
Section 2.12.3 presents the effects of ionospheric heterogeneities on SAR images. 
Section 2.12.4 discusses the aspects related to spatial and temporal TEC variations. 
The discussion follows with an analysis of the probability of occurrence of ionospheric 
perturbations (2.12.5) and with the presentation of some TEC datasets that are freely 
available in literature and that have been used in the present research (2.12.6).  
2.12.1 Rationale 
When solar radiation strikes the molecules of the upper atmosphere, electrons are 
dislodged from atoms and produce the ionospheric plasma. The ionosphere is the 
region of the atmosphere in which ionisation of gases is particularly intense and it 
extends from heights of about 60 km to 600 km. The effect of this layer is very much 
dependent on frequency (Hall et al., 1996).  
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This effect occurs mostly on the sunlit side of the Earth. Only the most energetic part of 
the spectrum (the extreme ultraviolet and X
of these charged particles makes the ionosphere an electrical conductor, which 
supports electric currents and affects radio waves.
Figure 2-24. Typical mid-latitude electron density profiles for moderate solar activity 
showing the radiations that produce the ionospheric layers. (Hall 
As plasma diffusion along the magnetic field lines proceeds much more rapidly than 
across the magnetic field, structures orthogonal to the magnetic field in the lower 
ionosphere are maintained at all altitudes giving to the ionosphere a tube
The vertical distribution of electron concentration has a typical profile where three 
different zones are identified (i.e. D, E and F zones)
obviously influenced by solar activity (
hours than during the night. There is even a strong influence of the 11
(Figure 2-25). All the ionospheric disturbances can be traced back to anomalies in the 
solar energy production. 
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Figure 2-24). Its value is higher during daylight 
-year solar cycle 
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Figure 2-25. Temporal variation of the total electron content (TEC) of the ionosphere 
during the last 11 years. The temporal axis covers a complete 11-year period of 
solar irradiance (from CODE Centre, Bern). The bold line shows a 7-parameter 
trend function (Meyer et al. 2006). 
The D-layer (80-100 km) is the lowest part of the ionosphere and receives only a minor 
part of the ionising solar radiation. This layer disappears after sunset. The E-layer (100-
140 km) has little more ionisation, but it fades in the upper layer after sunset, too. The 
most important and energetic layers are the F1 (140-200 km) and F2 (200-400 km). 
The peak value is known as NmF2. The electron density profiles at altitudes higher 
than the electron peak are largely derived from the NmF2 value.  
“In dispersive media like the ionosphere the phase velocity of a traversing 
electromagnetic wave is slightly higher than it would be if it was travelling through a 
vacuum” (Meyer et al. 2006). The local electron density determines the refractive index 
µ of the ionosphere. The deviations of µ from unity are very small but the two-way path 
lengths are quite large for space borne radars thus this contribution has to be taken 
into account. 
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Figure 2-26. Phase behavior of the ionosphere and its parameterization by phase 
delay τph, group delay τgr, and residual phase curvature δφ(f). The traversing signal 
has the bandwidth Br centred on centre frequency f0. (Meyer et al. 2006). 
The ionosphere can be  treated as a perfect dielectric with a refractive index niono as in 
Equation 2-135 (Meyer et al. 2006). 
 
2
2 2 2
0
1
1 1
2 4
l e e
iono
e n n
n k
m f fpi ε
 
≈ − = − 
 
 Equation 2-135 
In Equation 2-135, k=40.28 m3/s2; 
   el is the elementary charge; 
   m is the electron mass; 
   ε0 is the dielectric permittivity of vacuum; 
   f is the signal frequency. 
 
It is convenient to introduce the column density of free electron, TEC (Total Electron 
Content), the integral of the number of free electrons over a column with unit area and 
length h. 
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0
h
e
TEC n dh= ∫  Equation 2-136 
In Equation 2-136,  TEC is measured in electrons/m2; 
ne is the spatial density of free electrons (electrons/m
2).  
 
 
Figure 2-27. Schematic explanation of ionospheric propagation effects on a wide-
bandwidth SAR signals (Meyer et al. 2006). 
The two-way shift induced by the ionosphere is given by Equation 2-137. 
 
2 2
2 2
l
H
k k
n dh TEC
cf cf
φ pi pi= − = −∫  Equation 2-137 
Hanssen (2001) points out that the effect of ionosphere is different on phase and on 
group delay. Group delay depends on electron content and affects carrier signal; phase 
delay is caused by dispersions in the ionosphere and affects even signal modulation. 
The group signal delay τgr and consequently the phase delay τph is expressed by a 
series in the reciprocal of the carrier frequency f (Hanssen, 2001): 
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 2 3 4gr
A B C
f f f
τ ≈ + +    Equation 2-138 
Meyer et al. (2006) report the expression that is commonly used to express group 
delay.  
 
( )
2
0
1
2
2
gr
d f k
TEC
df cf
φ
τ
pi
≈ − = −  Equation 2-139 
The ionospheric layer is an all-pass filter that introduces a signal group delay τgr, a 
phase delay τph and a residual phase curvature δφ that can cause an additional range 
blurring (Meyer et al., 2006). Equation 2-140 shows the relation between phase and 
group delay. 
 ( )4 4 4ph gr gr grf f c f
c c
pi pi
τ δ τ pi τ= − = − = −   Equation 2-140 
The effect of the ionosphere on radio waves is frequency dependent. This property is 
critical to estimate the ionospheric delay in application such as GPS. 
Dual-frequency GPS receivers observe the delay between the two frequencies L1 and 
L2, which enables estimations of the unknowns in Equation 2-138. 
Radio signals not incident from zenith are generally delayed as well as bent. To derive 
a mapping function that takes into account these effects, ionosphere is usually 
modelled as a single layer. The height of this layer is the altitude at which a ray coming 
from the satellite and directed towards the Earth’s surface pierces the layer with 
maximal electron density. In general an effective ionospheric height hsp=400 km is 
used. 
Both phase and group delays are directly proportional to the total electron content 
(TEC), which is the summation of the electronic density along the path of the electro-
magnetic wave.  
The expression that relates vertical TEC (VTEC) and slant range TEC (STEC) is (Nava 
et al., 2007): 
 cosVTEC STEC χ=  Equation 2-141 
In Equation 2-141,  VTEC is the vertical TEC; 
STEC is the slant range TEC; 
cosχ is the mapping function. 
 
The mapping function is obtained from geometric considerations: 
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 1/ cosM χ=  Equation 2-142 
 
2
cos
cos 1 e
e sp
R
R h
εχ
 
≈ −   + 
 Equation 2-143 
In Equation 2-143, Re is the Earth’s radius; 
   ε is the elevation angle relative to the horizon. 
χ is the zenith angle. 
2.12.2 Effects on SAR signal 
This section discusses ionospheric effects on SAR signals focussing on group delay  
and phase delay. 
2.12.2.1  Group delay 
For a SAR acquisition with a look angle of χ degrees, the slant range delay (single 
way) in meters is expressed as (Xu et al., 2004): 
 ( ), 2p iono K M TEC
f
δ χ=  Equation 2-144 
In Equation 2-144,  f is the SAR carrier frequency in Hz; 
    K is a constant = -40.28 m3s-2 (Hanssen, 2001). 
TEC is the total electron content (measured in 
electrons/m2). 
For a C band SAR with a quite steep look angle (23°) the sensitivity of the ionospheric 
delay to the total electron content is (Hanssen, 2001) given in Equation 2-145 
(measured in m3/electrons). 
 , / 0.015p iono TECUδ∂ ∂ = −  Equation 2-145 
The one-way zenith ionospheric delay is given by Equation 2-144. At L band (1.5 GHz) 
the one-way ionospheric delay associated to a 1 TECU (1 TECU = 1 × 1016m−2) 
variation is 0.17 m (i.e. about 1 wavelength). TEC units  are usually used instead of the 
original TEC values.  
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Daily TEC varies between 20 TECU during the solar minimum and 100 TECU during 
the maximum of the solar cycle.  
2.12.2.2  Phase delay 
Following Equation 2-140 in section 2.12.1, the phase delay induced on the SAR signal 
is: 
 
0
4 40.28
ph
TEC
c f
pi
τ ψ= ∆ = −  Equation 2-146 
The phase advance of a SAR signal is calculated from the delay of its envelope (Xu et 
al. 2004; Meyer et al. 2006). Assuming a 1 TECU error in the knowledge of TEC the 
advance in SAR phase (two way) is 13.4 rad for L band (slightly larger than two 
wavelengths). 
2.12.3 Ionospheric effects on SAR images 
Ionospheric effects on SAR images have been discussed in many recent papers. All 
the results that have been published share a common assumption: a static ionosphere 
during the whole integration time (assumption that is acceptable for a LEO SAR but not 
for a GeoSAR). Therefore, ionospheric heterogeneities are usually considered a 
concern for SAR interferometry (that requires the knowledge of the ionosphere at two 
different epochs) more than for SAR image formation. It has to be said that variations in 
the ionosphere on time scales of about 1 second, are extremely unlikely therefore, the 
assumption of a frozen ionosphere becomes totally acceptable. 
However, spatial TEC heterogeneities can affect SAR focussing causing blurring and 
distortion even if the integration time is very short. Meyer et al. (2006) provide a recent 
review on the effect of TEC heterogeneities on SAR images. They consider three 
different aspects: 
• phase delays; 
• group delays; 
• non-linear phase terms. 
 
Phase delays and non-linear phase terms affect mainly azimuth SAR processing as 
they perturb the phase of the signals processed. Group delay, on the other hand, 
affects range processing and introduces geometric distortions in the image.  
Spatial scales of these disturbances reach from several meters up to several 100 km. 
Their magnitude is relatively small and is below 1 TECU for small-scale structures 
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(smaller 10 km), and about 1 TECU for medium scale structures (100 km to several 
100 km).  
The effect of TEC variations on SAR images strongly depends on their scale. The 
presence of small-scale electron density heterogeneities across the synthetic aperture 
length will cause quick phase fluctuations that result in a decrease of the along-track 
resolution of a SAR.  
Inhomogeneities of larger spatial wavelengths may cause phase ramps across the 
along-track chirp, which result in an azimuth shift of objects in the affected region. 
These effects, dubbed azimuth streaks, were attributed to ionospheric effects the first 
time in Gray et al. (2000). TEC variations with spatial wavelength larger than the SAR 
image itself might be neglected. 
2.12.3.1  Phase delays 
Phase delays cause a distortion in azimuth processing, linear TEC gradient along the 
synthetic aperture causes an azimuth displacement of the target. Ionospheric 
perturbations with a spatial scale larger than the SAR image itself generate a slope in 
the range direction due to the different path lengths through the ionosphere. Small-
scale disturbances generate local reduction of azimuth resolution as they reduce the 
actual coherent integration time. 
According to Meyer et al. (2006), “inhomogeneities of medium spatial wavelengths may 
cause “phase gradients” across the azimuth chirp, which result in an azimuth shift of 
objects in the focused image”.  
According to Meyer et al. (2006), group delay affects the range envelope of the SAR 
image. A constant TEC phase screen introduces a cross-track displacement that is 
range dependent in the whole image while local heterogeneities will lead to geometric 
distortions in the final focused SAR image. 
Across-track variations cause an incorrect location of the target on the ground. Given 
an additional group delay ∆τ the slant range delay is (Curlander and McDonough, 
1991): 
 
2sin
c
r
τ
θ
∆∆ =      Equation 2-147 
In Equation 2-147,  θ is the ground incidence angle (i.e. 50°). 
A TEC variation of 1 TECU generates a group delay of about one wavelength at L 
band. The effect on range displacement is therefore negligible. 
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Spatial or temporal variations in the ionosphere cause phase variations that could be 
expressed as in Equation 2-148 (Belcher, 2008). 
 
2
a xδϕ β=  Equation 2-148 
In Equation 2-148, βa is the azimuth focus parameter; 
   x is the along-track coordinate. 
The parameter βa could be determined applying the maximum contrast auto-focus 
technique, “that iteratively searches for the highest contrast range profile by adjusting 
the focussing parameter until a focus is achieved” (Belcher, 2008). The estimated 
accuracy is given in Equation 2-149 where LW is the antenna beam-width on the 
ground and LSA is the length of the synthetic aperture. 
 
2
5
90W
a
SA
L
L SNCR
δβ =  Equation 2-149 
In case of a SAR that is exploiting its full synthetic aperture the expression of the rms  
focussing error δβa as a function of the SNCR (Signal to Noise Clutter Ratio) is 
expressed as in Equation 2-150. 
 2
2
1 90
a
SA
L SNCR
δβ =  Equation 2-150 
2.12.3.2  Group delay 
Ionospheric group delay affects range focussing in SAR image formation. The absolute 
level of TEC can cause a target range displacement in the image. The effect is also 
frequency-dependent and therefore could potentially cause range de-focus. Belcher 
(2008) reports that for a 1 GHz SAR (3 m ground resolution) a TEC level of about 7.4 
TECU will cause a range delay of one resolution cell while range de-focus can happen 
if there is a TEC level of 149 TECU. Therefore range defocus is quite unlikely to 
happen. 
Belcher (2008) investigates the effect of spatial TEC variations that affect SAR range 
focussing. This effect has been modelled assuming a phase contribution shown in 
Equation 2-151: 
 
2
r fδϕ β=  Equation 2-151 
In Equation 2-151, βr is the range focus parameter; 
   f is the signal frequency. 
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The parameter βr could be determined, as for βa, applying auto-focus techniques such 
as maximum contrast (Belcher, 2008). 
The theoretical accuracy of the maximum contrast method has been determined for 
airborne SARs and allow to estimate the rms  focussing error δβr as a function of the 
SNCR (Belcher, 2008). 
 
2
2
1 90
r
B SNCR
δβ =  Equation 2-152 
In Equation 2-152, B is the bandwidth of the signal.   
 
2.12.3.3  Range distortions - Non linear phase term 
Meyer et al. (2006) provide a simple methodology to evaluate the residual phase noise 
induced by ionosphere that has not been modelled using phase and group delays as 
their expression is usually limited to quadratic terms. 
 ( ) ( )203
0 0
4
r
K
f TEC f f
c f
piδϕ = −  Equation 2-153 
This residual phase term results in a blur in the range azimuth PSF. 
Assuming that our GeoSAR system reuses an L band (i.e. 1.5 GHz) and 8 MHz 
channel the maximum residual phase per TECU is: 
 ( ) ( )
2
6
,max 3
9
0
4 40.28
8 10 0.02
1.5 10
r
TEC
c
piδϕ = ⋅ °
⋅
≃  Equation 2-154 
Therefore, for the given GeoSAR configuration parameters, the effect of the non-linear 
phase term is negligible. 
2.12.3.4  SAR interferometry and TEC estimation 
In literature, SAR interferometry has been presented as a means to look into TEC 
distributions under the assumption that the ionosphere is steady during the integration 
time. This assumption fails for GeoSAR; nevertheless, the following section shows that 
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this approach is not applicable in this research as the limited range resolution prevents 
from evaluating small TEC variations. 
Meyer et al. (2006) as well as other authors in the past (Hanssen, 2001; Quegan and 
Lamont, 1986) specified that interferometric pairs can be used to estimate differential 
TEC variations (∆TEC) between different acquisitions. This approach could be applied 
in order to estimate ionospheric perturbations that take place within a single SAR 
scene. 
Meyer et al. (2006) provide an analytical procedure that could be used in order to 
investigate if this approach is applicable to GeoSAR as well. A GeoSAR image has 
been focused taking into account TEC variations with an accuracy of 0.1 TECU 
therefore only variations smaller than this value are expected to be present in the 
interferogram. 
Applying the equations in Meyer et al. (2006) to monitor ∆TEC with an accuracy of 0.05 
TECU range displacement, the interferogram has to be measured with an accuracy of 
2 cm. 
Bamler and Eineder (2005) provide an expression for the standard deviation of the 
range shift estimation σ∆r: 
 
23 1
2
r sr
N
γ
σ ρ
piγ∆
−
=  Equation 2-155 
In Equation 2-155,  N is the number of samples averaged in the estimation 
   γ is the interferometric coherence 
   ρsr is the slant range resolution. 
Assuming an average coherence of 0.5 with the given slant range resolution (i.e. 10 m) 
about 105 samples should be averaged in order to achieve the desired range shift 
accuracy. 
The figures proposed show clearly that ∆TEC cannot be used as a procedure to 
improve the quality of the TEC mapping carried out in order to focus a GeoSAR image. 
A similar methodology could be applied to estimate the differential along-track TEC 
gradient between the two images of an interferometric couple. Due to the limited 
azimuth resolution in the GeoSAR case, this approach would provide extremely poor 
results. 
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2.12.4 Spatial and temporal TEC variations 
Ionospheric TEC variations affect SAR image formation; some simulations have been 
carried out in the present research to investigate their effect on a geosynchronous SAR 
system. The following sections provide some background information about spatial and 
temporal TEC variations. Figure 2-28 shows ionospheric TEC variations for a 24-hour 
observation time obtained from the spectre dataset (see 2.12.7.2 and Crespon et al., 
2007).  
 
Figure 2-28. Ionospheric TEC variations observed in 24 hours with respect to local 
time, from spectre data (Crespon et al., 2007).  
2.12.4.1  TEC spatial gradients 
McGraw et al. (2000) in their analysis of GPS Local Area Augmentation System (LAAS) 
provide some insights about TEC spatial gradients. Under normal daytime ionospheric 
conditions, the spatial gradient in ionospheric delay is about 3-5 mm/km (1 sigma). 
Under severe ionospheric storms, Konno et al. (2005) report that the spatial gradients 
can increase up to 316 mm/km, about 60 times larger than in normal circumstances.  
Figure 2-29 shows four histograms for different geomagnetic storms that have been 
recorded over Japan. The elevation angle of a gradient is the average elevation of the 
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two lines of sight that generate the gradient. The z-axis shows the (base-10) logarithm 
of the number of occurrences recorded during each geomagnetic storm. 
 
Figure 2-29. Histograms of slant gradients for four different magnetic storms (Konno 
et al. 2005).  
Meyer et al. (2006) report that a typical ionospheric anomaly may have amplitude of 
about 0.3 TECU and a width of 5 km as presented in Figure 2-30. 
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Figure 2-30. Typical ionospheric anomaly (Meyer et al., 2006). 
The plots in Figure 2-29 and Figure 2-30 show that spatial TEC gradients are very 
large and concentrated in the area of few kilometres (much shorter that the synthetic 
aperture length of a geosynchronous SAR).  
2.12.4.2  TID (Travelling ionospheric disturbances) 
“It appears that TEC smaller-scale variability is mainly related to three types of 
phenomena: travelling ionospheric disturbances (TIDs), scintillations or ‘‘noise-like’’ 
variability” (Lejeune and Warnant, 2008). TIDs appear as waves in the electron density, 
which are due to interactions between the ionosphere and the neutral atmosphere. 
Figure 2-31 presents TEC variations that take place during the disturbance. 
An ionospheric perturbation, to be visible in an SAR image, has to be smaller in scale 
than the image itself. The only effects with relatively small scales are TID (Travelling 
Ionospheric Disturbances). Medium scales TID have scale lengths of 100-200 km, time 
scales of 10-20 minutes and amplitude with variations of about 0.5-5% in the TEC. 
Large-scale TID are relatively uncommon. Their scale lengths are about 1000 km and 
the TEC variation up to 8% (Hanssen, 2001). 
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Subsequent to sudden electron density disturbances, ionospheric gravity waves occur. 
These waves have a very long wavelength (up to 400 km) and have gravity as 
restoring force. 
As an example, strong TIDs were detected on December 24, 2004 (TEC variability up 
to 0.6 TECU/min). Figure 2-31 shows DTEC (Differential Total Electron Content), i.e. 
the derivative of TEC with respect to time. This plot shows clearly that in presence of 
TID, TEC values are highly unpredictable with significant temporal variations. 
 
Figure 2-31. TEC variability (TECU/min) due to a TID detected at Brussels on DOY 
359 in 2004 along the track of satellite 21 (Lejeune and Warnant, 2008). 
Tsugawa (2006), using GPS observations, presents a brief summary of the TID 
recorded over Japan in 2002. The paper shows a useful classification of medium scale 
and large-scale disturbances. 
Large Scale TIDs (LSTID) have amplitude of about 20%; their spatial scale is between 
1000 and 3000 km; the propagation velocity is between 300 and 600 m/s. They show a 
clear dependence on geomagnetic activity (Kp index). 
Medium Scale TIDs (MSTID) have amplitude of about 10%; their spatial scale is 
between 100 and 500 km; the propagation velocity is between 50 and 200 m/s.  
Tsugawa (2006) provides some values (reported in the following table) that can be 
useful in order to summarize the main peculiarities of night-time and daytime Medium 
DTEC (TECU/min) 
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Scale TID. Night-time perturbations are less fast and have a shorter spatial scale with 
respect to daytime perturbations. The statistical analysis has been carried out in the 
period between April 1999 and December 2002. In Table 2-4 the occurrence rate refers 
to the number of days (or nights) in the observation period when MSTID have been 
recorded.  
Table 2-4. Morphology of MSTID observed in Japan (Tsugawa, 2006) 
 
2.12.4.3  Ionospheric scintillations 
Scintillations are fluctuations in phase and amplitude of the signal, which are due to the 
presence of small-scale irregularities in the electron concentration. 
There are certain regions of the ionosphere (mainly the high latitude and low latitude F-
regions) and certain local times (principally after sunset) when the ionosphere may 
become highly turbulent. According to Anderson and Fuller-Rowell (1999) “turbulence 
is defined as the presence of small-scale (from centimetres to meters) structures or 
irregularities embedded in the large-scale (tens of kilometres) ambient ionosphere”.  
As shown in the following figure, ionospheric irregularities are generated just after 
sunset in the equatorial region. Around the magnetic poles, these irregularities may be 
generated either during the daytime or at night. In both cases, these small-scale 
irregularities can last for a few hours and occur most frequently during the solar cycle 
maximum. 
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Figure 2-32. Ionospheric scintillation areas during low and moderate solar activity 
(Anderson and Fuller-Rowell, 1999). 
2.12.4.4  Geomagnetic storms 
They are mainly observed in the polar and in the equatorial ionosphere. In mid-latitude 
stations, ‘‘noise-like’’ variability in TEC can also be observed. Such a variability is 
mainly detected during geomagnetic storms; Figure 2-33 shows noise-like variability in 
TEC due to a severe geomagnetic storm observed at Brussels on DOY 324 in 2003 
(November 20, 2003). TEC variations due to geomagnetic storms can be up to 2 
TECU/min.  
Section 2.12.5 will discuss the probability of occurrence of geomagnetic storms and will 
correlate their strength with their effect on ionospheric perturbations. 
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Figure 2-33. TEC noise-like variability observed at Brussels on DOY 324 in 2003 
along the track of satellite 15 (GPS) (Lejeune and Warnant, 2008). 
NOAA SEC (2005) provides a quantitative scale that uses the parameter Kp to 
measure the intensity of geo-magnetic activity.  
The Kp index is a quasi-logarithmic local index of the 3-hourly range in magnetic 
activity relative to an assumed quiet-day curve for a single geomagnetic observatory.  
Section 2.12.5 will provide further details on this activity scale. Figure 2-34 shows the 
variations of the geo-magnetic index that have been recorded during a geo-magnetic 
storm, values of the parameter Kp larger than four correspond strong geomagnetic 
activity (see section 2.12.5). 
 
DTEC (TECU/min) 
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Figure 2-34. Geo-magnetic storm 11/12 September 2005 - Estimated Planetary Kp 
index (ftp.sec.noaa.gov). 
2.12.5 Occurrence of ionospheric disturbances 
Ionospheric disturbances are related to phenomena that characterize the space 
environment. 
Anderson and Fuller-Rowell (1999) address the issue of ionospheric variability and 
include solar flares and geomagnetic storms as the two major sources of ionospheric 
variability. 
NOAA space environment centre (SEC) (NOAA SEC, 2005) defined three different 
scales to classify space weather disturbances (Table 2-5, Table 2-6 and Table 2-7). In 
all the tables, the frequency is the rate of occurrence during a whole solar cycle.  
The Kp index is the planetary average of all the K indices measured at observatories 
around the globe. This planetary index is designed to measure solar particle radiation 
by its magnetic effects (Poole, 2002). 
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Table 2-5. Extract from NOAA Space Weather Scale for Geomagnetic Storms 
(NOAA SEC, 2005) 
Category Descriptor Kp values Frequency (number per solar cycle) 
Extreme G5 9 4 
Severe G4 8 60 
Strong G3 7 130 
Moderate G2 6 360 
Minor G1 5 900 
 
Table 2-5 includes some information from the NOAA Space Weather Scale for 
Geomagnetic Storms. Ionospheric disturbances that affect GPS-like (i.e. L band) 
signals become significant with strong (G3 class) storms. “Although geomagnetic and 
ionospheric storms are interrelated, it is worth noting that they are different. A 
geomagnetic storm is a disturbance of the Earth’s magnetic field and an ionospheric 
storm is a disturbance of the ionosphere” (Poole, 2002). 
The intensity of the solar radiation is measured considering the flux level, i.e. the flux 
level of particles with energy larger than 10 MeV. The flux is averaged every five 
minutes and it is measured in particles·s-1·ster-1·cm-2 (NOAA SEC, 2005). 
Table 2-6. Extract from NOAA Space Weather Scale for Solar Radiation Storms 
(NOAA SEC, 2005) 
Category Descriptor Flux level Frequency 
Extreme S5 105 1 
Severe S4 104 3 
Strong S3 103 10 
Moderate S2 102 25 
Minor S1 10 50 
 
Table 2-6 includes some information from the NOAA Space Weather Scale for Solar 
Radiation Storms. Ionospheric disturbances that affect GPS-like (i.e. L band) signals 
become significant with strong (S3 class) storms.  
Background  Davide Bruno 
 
 
106 
 
Table 2-7. Extract from NOAA Space Weather Scale for Radio Blackouts (NOAA 
SEC, 2005) 
Category Descriptor X-ray peak  Frequency 
Extreme R5 X20 1 
Severe R4 X10 8 
Strong R3 X1 175 
Moderate R2 M5 350 
Minor R1 M1 2000 
 
Table 2-7 includes some information from the NOAA Space Weather Scale for Radio 
blackouts induced by solar flares. Solar flares are classified using the brightness of 
their peak or equivalently using the amount of energy (measured in W m-2) in the 0.1-
0.8 nm range (NOAA SEC, 2005).  
As with the previous scales, ionospheric disturbances that affect GPS-like (i.e. L band) 
signals become significant with strong (R3 class) storms.  
In conclusion, considering the main space weather phenomena that can induce 
significant variations in the ionosphere, there should be about 400 events for every 
solar cycle (11 years ≈ 4000 days). Most of the problems are likely to be concentrated 
about the maximum of the solar cycle or about a local peak of solar activity.  
Only 10 out of 400 are the “extreme” phenomena that are likely to hamper completely 
GeoSAR operations.  
2.12.6 Effect of ionospheric turbulence 
Belcher (2008) summarises the effect of ionospheric turbulence on along-track  
focussing: “Both ionospheric and tropospheric turbulence has a power-law spectrum, 
therefore there is no distance over which there are no TEC changes, but a coherence 
length can be defined where the TEC variations can be considered negligible. Over this 
length, the along track autofocus algorithm can be applied and any constant TEC 
removed and the focus restored. Autofocus algorithms generally require a minimum 
initial coherence length to start the autofocus procedure, and can then extend the 
coherence length for image formation by represents the limiting factor for along track 
image formation: if the ionosphere is so turbulent that it is not coherent over this 
minimum interval, no image can be generated. It is the turbulence that limits image 
formation, not the absolute TEC”. 
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Figure 2-35 shows an example of ionospheric turbulence PSD (Belcher, 2008). 
 
Figure 2-35. Example of ionospheric power spectrum (Belcher, 2008) 
A suitable upper limit for ionospheric turbulence (measured by the factor CkL) to allow 
for image formation is shown in Figure 2-36 (Belcher, 2008). 
  
Figure 2-36. Maximum value of the coefficient CkL for several different coherence 
lengths (Belcher, 2008). 
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2.12.7 Historical TEC data 
Some datasets including TEC time series freely available have been used in the 
present research.  
2.12.7.1  NOAA Data 
NOAA provides (www.ngdc.noaa.gov/stp/IONO/USTEC/products/) an archive of 
historical slant range ionospheric TEC time series sampled every 15 minutes on a grid 
0.1° lat x 0.1° longitude. These data have an accuracy of about 2 TECU. 
Data for 72 different locations (inside continental USA) have been presented in Figure 
2-37. The trend is clearly periodic with a 24-hour period. The maximum amplitude of 
the oscillation is larger than 5 TECU. 
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Figure 2-37. Daily TEC variation for 72 locations in continental US. The abscissa is 
local solar time.  
2.12.7.2  Spectre dataset 
The Noveltis project provided ionospheric data sampled every 30 seconds on a grid 
2.5° lat x 2.5° longitude all over Europe (Crespon et al., 2007). These data have an 
accuracy of about 2 TECU. As will be discussed in Chapter 6 these data are not 
accurate enough to allow a precise phase compensation for SAR image formation. 
Figure 2-38 shows VTEC contours over Europe for 14 September 2005. 
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Figure 2-38. VTEC contours plotted from spectre data (Crespon et al. 2007) (14 
September 2005). 
Spectre data are provided in netcdf format. To import the data the routine cdf2idl.pro 
(Rupert, 1998 in Appendix B) has been used. 
2.12.7.3  Ionospheric models 
“The International Reference Ionosphere (IRI) is a widely used standard for the 
specification of ionospheric parameters and is recommended for international use by 
the Committee for Space Research (COSPAR) and the Union for Radio Science 
(URSI).” (Bilitza, 2001) 
Ionospheric models do not include accurate models for TEC perturbations. Therefore, 
IRI models can be used only for a rough estimation of TEC profiles during SAR 
integration time. 
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2.12.8 Ionospheric phase delay – summary 
Ionospheric phase delays, due to their unpredictability, are relevant to GeoSAR as they 
are likely to be the most important source of decorrelation in GeoSAR image formation. 
This aspect has only been marginally considered in relevant SAR literature as 
conventional LEO SAR systems usually have integration time of the order of 1 second. 
Such time lapse is too short for any ionospheric contribution to decorrelation to become 
significant.  
Background information provided in this section has the purpose of estimating the 
order of magnitude of ionospheric TEC perturbations and their probability of occurrence  
The scope of this review is to model ionospheric phase delays thus allowing a realistic 
simulation of their effects on GeoSAR imaging. 
Further details on ionospheric effects on SAR imaging are provided in section 6.4 . 
2.13  Summary 
This chapter provided a background on SAR systems, both monostatic and bi-static. 
Fundamentals of SAR interferometry have been provided as this is a potential field of 
application for a SAR working from a geosynchronous orbit. The concept of coherence 
has been explained referring to SAR image processing and SAR interferometry 
highlighting differences and properties. 
SAR processing has been explained as the present research required the development 
of a SAR signal processor. The latter part of the chapter provides some information 
about multi-static SAR and about temporal decorrelation aspects (i.e. earth tides, 
tropospheric and ionospheric delay). In particular for each of the decorrelation sources 
under consideration a literature review has been provided in order to assess their 
relevance to SAR image formation.  
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3 GeoSAR configuration 
The literature review presented in the introduction included both passive and active 
geosynchronous SAR configurations. This chapter will provide a preliminary discussion 
about the geosynchronous orbit (section 3.1) and geosynchronous SAR systems both 
monostatic (section 3.2) and bi-static (section 3.3). Section 3.4 presents a system 
trade-off to select the most suitable system design configuration and the optimal 
frequency. Section 3.5 summarises the conclusions of these analyses.  
3.1  Geo-synchronous orbit 
A SAR system requires relative motion between the transmitter (or the receiver) and 
the target. 
For a monostatic configuration, a geostationary orbit (a geosynchronous orbit with zero 
inclination and zero eccentricity) is not acceptable for SAR imaging as the satellite is 
stationary with respect to an observer on the Earth. With respect to a GEO orbit, a 
geosynchronous orbit has non-zero inclination and/or eccentricity. This allows relative 
motion between the target and the antenna that generates a synthetic aperture.  
The same considerations could be applied as well to a bi-static GeoSAR configuration 
under the assumption that the transmitter is stationary with respect to the target on the 
ground (i.e. transmitter in GEO) as considered by Prati et al. (1998).  
3.1.1 Shapes of geosynchronous orbits 
If an otherwise geostationary Earth orbit is given a non-zero inclination, it will move 
along a figure-of-eight ground track through a latitude range, both north and south, 
equal to the inclination, taking one sidereal day to complete the cycle. The ground track 
will be a figure-of-eight line as shown in Figure 3-1 generated using the software 
Satellite Tool Kit (STK). The motion along this orbit, and therefore the synthetic 
aperture, is mostly in the north-south direction. 
Instead, if inclination is kept at zero and eccentricity becomes non-zero, the spacecraft 
will be alternately closer to the Earth than GEO and further from it. The speed of the 
spacecraft will be alternately faster and slower than GEO speed, and so there will be 
an east-west drift of the ground position (Bate et al. 1971).  
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If we combine non-zero inclination and eccentricity, a variety of relative orbit shap
could be achieved. For example
and eccentricity of 0.05. This results in the synthetic aperture radar having much better 
resolution imaging to the north and 
Figure 3-1. Trajectory of the satellite
eccentricity and 5° inclination.
Figure 3-2. Trajectory of the satellite 
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 in Figure 3-2, the satellite has inclination of 0
south than to the east and west. 
 
 for a geosynchronous orbit with zero 
 
for a geosynchronous orbit with zero inclination 
and 0.05 eccentricity. 
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In order to achieve coverage in all directions 
orbit must be as nearly circular as possible. The diameter of this circle is dictated by 
the required radar resolution; onc
eccentricity can easily be calculated, as explained in 
The geometry of this kind of orbit will be further investigated in section 
chosen GeoSAR orbit will be presented. 
Figure 3-3. Trajectory of the satellite 
non-zero inclination and
3.1.2 Effects of orbital elements on relative or
A circular ground-track orbit allows the satellite to form a synthetic aperture while flying 
along the north-south or the east
The six classical orbital elements are as follows:
• semi-major axis;  
• eccentricity; 
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and to have equal resolution, the relative 
e this is known, the required inclination and 
the following sections. 
4.1.1 
 
for a geosynchronous nearly circular orbit with 
 non-zero eccentricity. 
bit 
-west direction.  
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• inclination; 
• argument of perigee; 
• right ascension of the ascending node; 
• true anomaly. 
Each of these elements affects the shape, size or location of the relative orbit or the 
satellite’s position on it. Their effects will be investigated in the following sections 
focussing on the constraints required to achieve a circular ground-track orbit.  
Cazzani et al. (2000) provide some linearised equations to estimate longitude, latitude 
and altitude of a geosynchronous satellite assuming that its orbit is not perfectly 
geostationary and there are residual eccentricity (e) and inclination (i). Satellite altitude 
is as well slightly different (δR) from the GEO one. These equations are derived from 
Kepler’s equations neglecting second order terms.  
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 Equation 3-1 
In Equation 3-1,  r, lat and long describe the position of the satellite; 
long0 is the initial longitude of the satellite; 
ωT is the Earth’s angular velocity; 
   RGEO is the altitude of GEO orbit. 
 
3.1.2.1  Semi-major axis 
This must remain the same as that of GEO, which is 42164.2 km. If it is allowed to 
change even slightly, the satellite will not be synchronous, but will drift east or west. 
3.1.2.2  Eccentricity 
This controls the magnitude of the spacecraft’s east-west relative motion. According to 
Agrawal (1986) the longitude variation east and west from the centre point is: 
 2long e∆ =  Equation 3-2 
In Equation 3-2,  e is the orbit eccentricity,  
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∆long in radians is the amplitude of the east-west oscillation.  
3.1.2.3  Inclination 
Inclination i controls the magnitude of north-south relative motion. Therefore, in a 
circular ground-track orbit, it has to be equal to ∆λ that controls the east-west wander.  
 
1tan
r
i
R
−
 
=  
 
 Equation 3-3 
In Equation 3-3,  r is the radius of the relative orbit;  
R is the GEO radius (42164.2 km). 
3.1.2.4  Argument of Perigee 
The location of the perigee on the orbital plane, measured in the direction of motion 
starting from the ascending node, has to be 90° or 270° for a circular relative orbit. The 
spacecraft will describe a clockwise near-circle as seen from above if argument is 90°, 
since perigee – the point of greatest speed – is at the northernmost part of the orbit. At 
270°, the motion will be anticlockwise.  
3.1.2.5  Right ascension and True anomaly 
Right ascension controls the location of the satellite on the relative orbit and the 
location of the relative orbit on the equator. A right ascension of 0° means the satellite 
crosses the equator heading north under the first point of Aries.  
True anomaly describes the position of the spacecraft on its orbit, measured from 
perigee in the direction of motion. 
3.1.2.6  Circular track orbit parameters 
Following the considerations carried out in the previous sections, parameters that will 
allow a geosynchronous circular track will be hereafter summarised. The parameters 
considered hereafter refer to the position of the satellite in the ECF (Earth Centred 
Fixed) reference system. 
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Figure 3-4. Geometry of the 
According to the geometry presented in 
related by the following equations.
 
 
The angle α (in degrees) in previous equations
time T (in hours) taking into account that the 
 
Following Equation 3-6 d, the diameter of the circular ground
Equation 3-7. 
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geosynchronous circular ground track orbit.
Figure 3-4, the angle α and the diameter 
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 Equation 3-7 
The geometrical model presented in Figure 3-4 can also be used to find the satellite 
velocity V, measured in ms-1 (assumed constant around the circle) if the imaging time T 
is given in hours and the aperture length is in meters: 
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 Equation 3-8 
Orbital parameters required to put the spacecraft in a relative orbit with that radius are 
obtained using the equations derived in previous sections (i.e. Equation 3-9). 
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 Equation 3-9 
In a circular relative orbit, it is also the case that ∆λ=i, therefore applying Equation 3-10 
(Agrawal, 1986), eccentricity is half ∆λ (in radians). 
 2i long e=∆ =  Equation 3-10 
As shown in Equation 3-1, satellite motion has a radial motion with one-day period that 
has to be taken into account when considering SAR processing as the distance 
between the antenna and the target is constantly varying.  
3.1.3 Altitude factor 
The imaging geometry from a geosynchronous SAR to the illuminated target is very 
different compared to conventional LEO system. Earth curvature introduces a sort of 
spotlight mode as the satellite flies along a flight path that is longer than the actual 
track on the Earth’s surface. This implies that a scaling factor has to be included in all 
performance equations while it is usually neglected in traditional SAR literature. This 
altitude factor AF (Equation 3-11) is negligible in LEO systems as it is practically one 
while it is significant in imaging radars from very high altitude orbits (Madsen et al. 
2001). 
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The altitude factor is obviously the scaling factor used to derive nadir-point velocity 
magnitude from the velocity of the satellite itself. It has to be included in all 
performance equations such as those to derive azimuth resolution ∆y, synthetic 
aperture A, and integration time Tint. 
  
 E
sc
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R
v v
R h
=
+
 Equation 3-12 
In Equation 3-12,  vsc is the ground-track velocity of the spacecraft; 
    v is the orbital velocity relative to the rotating Earth. 
 
The aperture of the synthetic antenna θsynth is given in Equation 3-13. 
 synth
A
y
L R
λθ ∆= =  Equation 3-13 
In Equation 3-13,  λ is the radar wavelength; 
    LA is the length of the synthetic aperture; 
    ∆y is the azimuth resolution; 
R is the slant range. 
 
The following equations provide expressions for the integration time Tint, the synthetic 
antenna aperture LA and the azimuth resolution ∆y. Following equations apply to a 
conventional SAR where the maximum azimuth resolution is achieved exploiting the full 
synthetic aperture. However it has to be said that the law of inverse proportionality to 
the altitude factor AF applies to all SAR systems.  
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 Equation 3-16 
In the previous equations, R is the slant range; 
    RE is the Earth’s radius; 
    h is the altitude of the satellite; 
    Tint is the integration time; 
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    LA 
    ∆y 
    θ is the antenna beam width.
 
Equation 3-15 assumes that velocity is constant along the whole flight path of the 
antenna. 
 
Equation 3-16 assumes a monostatic
azimuth resolution is equal to twice 
3.1.4 Imaging geometry
Imaging from a geosynchronous
surface. 
Figure 3-5. 60° geosynchronous
Figure 3-5 comes from the GeoSAR 
highly inclined geosynchronous
constellation (NASA JPL, 2003)
achievable with such a system. 
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is the length of the synthetic aperture; 
is the azimuth resolution; 
 
 configuration. In a bi-static configuration, the 
∆y. 
 
 orbit allows having a wide swath on the Earth’s 
 
 orbit, ground track and instantaneous field of view 
(NASA JPL, 2003). 
monostatic concept (Madsen et al., 2001) in a 
 orbit that has been used to define the GESS 
. The plot shows the instantaneous field of view 
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Figure 3-6. Relation between orbit altitude and visible swath. Ground incidence 
angle is between 10° and 80°. 
Figure 3-6 shows the width of the visible swath achievable from orbits with different 
altitudes. A major advantage that comes from the use of a geosynchronous orbit for 
remote sensing is a large potential coverage. 
The high altitude and the need of operating with high squint angles require an accurate 
definition of the geometric parameters that will be used to assess coverage and 
resolution. 
The angle ρ (Figure 3-7) is derived from Equation 3-17: 
 ( )sinE ER R h ρ= +  Equation 3-17 
The nadir angle ξ  (Figure 3-7) can then be expressed as: 
 ( )
sin sin sin sin sin
tan
11 cos 1 sin cos
coscos
sin
E
EE
E
R
h Rh R
R
γ γ γ ρ γξ
γ ρ γγγ ρ
= = = =
++ − −
−−
Equation 3-18 
Applying the law of sines: 
( )
( )
( )
sin sin 90 cos
E EE
R h R hR
ξ ε ε
+ +
= =
°+   
 Equation 3-19 
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The grazing angle ε, or the spacecraft elevation angle is (Equation 3-20): 
 
sin
cos
sin
ξ
ε
ρ
=  Equation 3-20 
The angle ρ is 0.15 radians (i.e. 8.7°) from a 36000 km altitude. The angle of incidence, 
the one that limits the field of view of the SAR sensor is given by Equation 3-21: 
 90φ ε= −  Equation 3-21 
For the sake of coverage estimation, it is useful to use an equivalent flat Earth 
geometry (Figure 3-8). 
 
Figure 3-7. Earth viewing geometry (Lee, 2003). 
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Figure 3-8. Equivalent flat Earth imaging geometry. 
 
 
Figure 3-9. Real or “curved Earth” imaging geometry. 
The real imaging geometry (Figure 3-9) takes into account the effect of Earth curvature. 
The angle θeq in the flat Earth geometry is equal to the grazing angle ε in the curved 
Earth geometry. SAR look angle (the angle between radar’s boresight and the nadir) is 
clearly different in the two cases: in the “flat Earth” geometry, the look angle is φ=90°-
θeq; in the curved Earth geometry, the radar look angle is related to the grazing angle 
by Equation 3-20.  
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The same considerations may be applied to the azimuth imaging geometry where θeq is 
the ground squint angle. The squint angle has been defined in a way that a broadside 
observation corresponds to 90° squint angle. 
Table 3-1 shows a correspondence between the radar look angle and the grazing 
angle in a geosynchronous geometry. 
Table 3-1. Radar look angle (Curved Earth geometry) ξ, grazing angle ε and radar 
look angle (Flat Earth geometry) φ (φ=90°−ε). 
ξ ε φ 
0° 90° 0° 
1° 84° 6° 
2° 77° 13° 
3° 70° 20° 
4° 62° 28° 
5° 55° 35° 
 
In the equivalent planar or flat Earth geometry, the ground incidence angle is equal to 
the radar look angle φ (Figure 3-8). 
3.1.5 Geosynchronous orbit - summary 
This section summarises the peculiarities of geosynchronous orbits. The effect of 
orbital elements on the fight path has been investigated. The relations between orbital 
parameters to have a circular flight path have been estimated. 
The main advantage of the geosynchronous orbit is in terms of coverage as the high 
altitude allows imaging a very large swath on the ground.  
The Earth curvature and the consequent altitude factor (AF=6.56, usually neglected in 
LEO SAR) influences all the basic relations used to calculate SAR main performance 
parameters. The difference between the radar look angle ξ and the grazing angle ε  
(sometimes neglected in LEO SAR) has to be considered when implementing a 
GeoSAR simulator.  
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3.2  Active monostatic configuration 
This section investigates the main issues related to a monostatic active SAR design. 
This analysis is based on the GESS system (NASA JPL, 2003), a spacecraft concept 
that has been discussed in literature. This satellite flies along an inclined 
geosynchronous orbit with zero eccentricity and a figure-of-eight ground track due to a 
60° inclination. The analyses in this section apply to systems that fly along a highly 
inclined geosynchronous orbit.  
All the data presented in the following paragraphs use the following assumptions: 
• radar wavelength λ=0.25 m; 
• slant range R= 36000 km. 
 
The following sections will discuss the implication of geosynchronous orbit on satellite 
velocity, minimum integration time, antenna size and average transmitted power.   
3.2.1 Satellite velocity 
Table 3-2 shows velocities of the spacecraft relative to the sub-satellite point at the 
equator (t=0) or at the northern-most point (6 hours after crossing the equator) of its 
trajectory. The values are clearly influenced by the inclination of the orbit. The nadir 
(sub-satellite point) velocity is derived dividing the values in the following table by the 
altitude factor AF. 
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Table 3-2. Velocity (relative to the sub-satellite point) of a spacecraft flying along a 
geosynchronous orbit with given inclination and zero eccentricity. Data are given for 
the passage at the equator and for the northern-most (southern-most) point of the 
trajectory. 
Orbit 
inclination (degrees) 
Velocity (m/s) at the equator 
1 53.66 
5 268.23 
10 535.95 
20 1067.82 
30 1591,56 
40 2103.19 
50 2598.81 
60** 3074.66** 
** 60° is the orbit inclination planned for the GESS constellation. 
3.2.2 Integration time 
Integration time, for a given orbit, is a function of the synthetic aperture length and of 
the radar velocity. The influence of the orbit is given by the radar slant range and by the 
velocity of the satellite. Under the assumption that the orbit has zero eccentricity, only 
orbit inclination and the physical length of the SAR antenna determine the integration 
time.  
The expression for the integration time Tint is given in Equation 3-22 (Curlander and 
McDonough, 1991). The expression has been modified to include the altitude factor, 
AF. 
 int F
sc
R
T A
v D
λ
=  Equation 3-22 
In Equation 3-22, λ is the radar wavelength; 
   vsc is the ground-track satellite velocity; 
   D is the physical dimension of the antenna; 
   R is the slant range. 
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The expected integration times for three different antenna diameters (i.e. 10, 20 and 30 
metres) are plotted in Figure 3-10. These results assume that SAR is operated to 
achieve the full azimuth resolution. 
   
Figure 3-10. Integration time at the equator (maximum velocity and minimum 
integration time) for a monostatic geosynchronous SAR as a function of orbit 
inclination and antenna diameter. 
3.2.3 Antenna diameter 
The minimum antenna area is affected by ambiguities constraints. Madsen et al. (2001) 
reports the following expression: 
 4 tan scant
v
A
c
ρλ θ≥  Equation 3-23 
Equation 3-23 assumes that the satellite is flying along the full synthetic aperture to 
achieve its maximum azimuth resolution. A 2x margin is also included. The minimum 
antenna size is required to avoid both range and azimuth ambiguities. 
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Figure 3-11. Minimum antenna surface (with a factor 2 margin with respect to the 
minimum acceptable value) as a function of orbit inclination. 
Figure 3-11 presents the value of the minimum antenna surface area (with a factor 2 
margin). Orbit inclination is the driving factor in system design. A satellite in a highly 
inclined orbit has a fast-moving ground track and requires a large antenna to avoid 
Doppler ambiguities (i.e. 30 m for a 50° inclined orbit). 
3.2.4 Average transmitted power 
In section 2.2.4 (Equation 2-28) the radar equation has been derived, Equation 3-24 
recalls the final expression for the average transmitted power, a critical parameter in 
SAR design.  
 
0
3
int
2
8
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SNR R kT F v
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A R
pi λ
σ θ
=
∆
 Equation 3-24 
In Equation 3-24,   Tint is the integration time; 
    k is the Boltzmann constant; 
    v is the spacecraft ground track velocity; 
    A is the receiver area (Figure 3-11); 
SNRNs is the SNR achieved in the integration time (taking 
into account pulse compression); 
    θ is the ground incidence angle. 
 
0
200
400
600
800
1000
0 10 20 30 40 50 60
A
n
te
n
n
a
 s
u
rf
a
ce
 (
m
2
)
Orbit inclination (degrees)
GeoSAR configuration  Davide Bruno 
 
 
129 
The relation between peak (Pt) and average power (Pavg) is presented in Equation 3-25 
where τp is the radar pulse length. 
 
avg
t
p
P
P
PRFτ
=  Equation 3-25 
Equation 3-24 has been used to calculate results for GeoSAR assuming that: 
  SNRNs is 10 dB; 
   F, the noise figure is 6 dB; 
   σ0, the normalised radar cross section is -20 dB; 
   T0, the noise temperature is 290 K; 
λ, the wavelenth is 0.25 m; 
v, satellite ground track velocity is according to the chosen orbit;  
other system losses are 3dB. 
 
 
Figure 3-12. Average transmitted power (kW) as a function of orbit inclination for two 
different range resolutions (antenna dimension has been doubled to achieve a 
margin with respect to the minimum acceptable value as in Figure 3-11). 
Figure 3-12 shows the value of the average transmitted power that is required 
(assuming an antenna surface doubled to achieve a margin). Once again, orbit 
inclination is the driving factor in system design. Average transmitted power decreases 
with orbit inclination as the minimum antenna area increases; moreover area coverage 
decreases at higher inclinations. 
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3.2.5 Active monostatic configuration - summary 
The minimum antenna size and the level of transmitted power are the two major drivers 
in monostatic geosynchronous system design. These two parameters are closely 
related to orbit inclination (i.e. orbital velocity). This implies that, considering the 
analysis carried out in previous sections, an L band active monostatic configuration can 
be implemented only in a highly inclined orbit. On the other hand, due to range and 
azimuth ambiguities, a very large antenna is required increasing system cost and 
complexity. This issue can be improved using shorter wavelengths. 
The configuration proposed by NASA JPL (2003) with a 60° inclined orbit and a 30 m 
diameter antenna, seems to be one of the possible compromise to implement a 
monostatic geosynchronous SAR system. This solution is not feasible now due to its 
technical complexity. The two main issues to tackle are the development of a very large 
deployable antenna and a significant improvement of the power generation sub-system 
capacity. 
3.3  Bi-static configuration 
The implementation of a geosynchronous SAR system has a second option, a receiver-
only system that reuses the signal transmitted by a dedicated transmitter or by any 
transmitter of opportunity (passive bi-static). This will reduce the complexity of the 
system design. A bi-static configuration cannot fly along a highly inclined orbit, as it 
requires a very long integration time to achieve a reasonable SNR. Therefore, 
conclusions carried out in this section, apply to systems that fly along a nearly 
geostationary orbit (inclination smaller than few degrees). 
The bi-static SAR configuration solves the power generation issue as it re-uses any 
signal transmitted by another satellite. The transmitter can be in GEO as well.  
A relevant example in literature for a passive bi-static SAR system that re-uses the 
signal generated by a transmitter of opportunity such as Digital Audio Broadcasting (L 
band) is provided by Prati et al. (1998).  
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Figure 3-13. Passive bi-static geosynchronous SAR, system geometry (Hobbs, 
2006). 
Figure 3-13 presents the geometry of the system that reuses the signal transmitted by 
a satellite in a GEO orbit. 
As in the active monostatic case, system design is heavily affected by the link budget. 
The brief analysis carried out in the following section will show that, given the average 
power transmitted by a transmitter, only a nearly geostationary orbit (an ideal 
geostationary orbit could not provide the relative motion required to create the synthetic 
aperture) with a small inclination can achieve a reasonable SNR.  
The following sections will put a clear bridge between passive bi-static SAR and bi-
static SAR with a dedicated transmitter (section 3.3.1), will present the peculiarities of 
the passive bi-static configurations in terms of link budget (section 3.3.2) and signal 
processing (section 3.3.3). Section 3.3.4 discusses the quasi-monostatic configuration 
and the assumption regarding the bi-static angle. As far as the orbit is concerned, the 
same analysis carried out for the monostatic configuration could be applied. 
3.3.1 Passive bi-static or bi-static with a dedicated 
transmitter 
As mentioned in the introduction to this section, a bi-static SAR requires a signal 
transmitted by a different platform. There are two different options: 
- signal transmitted by a dedicated platform; 
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- signal transmitted by a non-cooperative platform (i.e. transmitter of opportunity) 
as in Prati et al. (1998). 
If the signal is transmitted by a dedicated platform, transmitted waveform could be 
optimised in order to achieve better performances and easier signal processing. If the 
system is reusing the signal transmitted by a non-cooperative transmitter (passive bi-
static) there could be a degrade in system performances due to the waveform 
transmitted and to the information content that is included in the transmitted signal. In 
literature many analysis have been carried out to investigate the potential of existing 
signals for radar applications. As an example, Griffiths et al. (2003) provide an analysis 
about the suitability of off-air signals for radar applications.  
In the present research it has been assumed that the system re-uses the signal coming 
from a transmitter of opportunity and that this signal is appropriate for SAR image 
formation. Following this hypothesis, issues regarding the transmitted waveform and 
synchronisation between transmitter and receiver have not been taken into account. 
Therefore, when looking into bi-static SAR configurations, the present research will 
discuss only issues regarding passive (or parasitic) bi-static SAR systems. 
3.3.2 Bi-static radar equation 
Hereafter, an analytical expression for SNR at the receiver will be presented for a 
passive bi-static SAR. Equation 3-26 (Prati et al., 1998) provides the power at the 
receiver. 
 
0
24
t
R r r a
PB
P A R R
R
σ
pi
= ∆ ∆  Equation 3-26 
In Equation 3-26, PR is the power density at the receiver in Wm
-2Hz-1;  
Pt is the power density reflected from the ground surface in Wm
-
2Hz-1;  
B is the signal bandwidth;  
R is radar slant range;  
Ar is the area of the receiving antenna;  
σ0 is the radar backscatter. 
Under the assumption that the motion of the SAR antenna is shorter than the maximum 
synthetic aperture, the achievable azimuth resolution ∆Ra could be expressed in terms 
of ground-track satellite velocity vsc and integration time Tint
 (Equation 3-27).  
 
int
a
sc
R
R y
v T
λ∆ = ∆ =  Equation 3-27 
Range resolution ∆Rr could be expressed using Equation 3-28 (Willis, 1991) where ϕ is 
the ground grazing angle and β is the bi-static angle.   
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Using previous equations Equation 3-26 becomes: 
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σ βpi ϕ
=  Equation 3-29 
“Averaging the received signal (re-phased and thus coherent) and the noise 
(incoherent) for Tint, we get an equivalent noise bandwidth of 1/Tint” (Prati et al., 1998). 
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In Equation 3-30, the ratio between the signal and the noise power in the used 
bandwidth has the following expression that depends from the noise figure F, antenna 
noise temperature Tn and the Boltzmann constant k.  
Many parameters in Equation 3-30 are constants (summarised in Equation 3-31) 
therefore SNR depends only on the size of the receiver antenna and on the velocity of 
the satellite. It has to be said that the velocity of the satellite depends on the inclination 
of the orbit that limits the length of the footprint on the Earth’s surface (that is also the 
size of the synthesized aperture). 
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For a given configuration, Equation 3-32 shows SNR in a form that allows an extremely 
simple trade-off analysis between the choice of the orbit and the physical dimensions of 
the antenna. Assuming that Pt is -171 dBWm
-2Hz-1 (Prati et al., 1998), σ0 is -18 dB, 
noise figure F is 7 dB, noise temperature T is 290 K, bi-static angle β is 30°, grazing 
angle ϕ is 30°, c0 is equal to 0.50 dB therefore: 
 [ ] [ ] 0.5r sc dBdB dBA v SN R− = +  Equation 3-32 
In Equation 3-32, Ar is the area of the receiving antenna in m
2,  
vsc is the ground-track velocity in m/s.  
The proposed GeoSAR configuration gives a SNR of 9.7 dB. This equation could be 
validated using the values presented by Prati et al. (1998) (i.e. bi-static angle=90°). 
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Figure 3-14. SNR for a passive bi-static geosynchronous SAR.  
Figure 3-14 shows that, as the spacecraft velocity increases (i.e. orbit inclination 
increases) the focused SNR decreases and a larger antenna is required to keep a 
constant power budget. 
Results plotted in Figure 3-14 are clearly influenced by the amount of power available 
from the transmitter of opportunity.  
A relatively small antenna (i.e. 6 meter diameter) has to be placed in a nearly GEO 
orbit (orbit inclination smaller than 1°, see Table 3-3). This implies that the motion of 
the satellite along its flight path is much shorter than the maximum achievable synthetic 
aperture length.  
Considering a zero eccentricity geosynchronous orbit with a figure-of-eight ground 
track, Table 3-3 presents the length of the track north-south followed by the satellite 
(i.e. the synthetic aperture) and the velocity with respect to the sub-satellite point. The 
data in the table include the values provided by Prati et al. (1998) and consider a 
simplified linear relation between motion and velocity. This assumption is acceptable 
for small orbit inclinations.  
The synthetic aperture is limited by the motion of the satellite as the maximum 
achievable synthetic aperture would eventually be 1500 km for a 6 m diameter antenna 
(λ=0.25 m, R=36000 km). 
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Table 3-3. Length of the line described during the north-south motion and maximum 
ground track velocity. 
Length of the line  
described (km) 
Ground-track 
Velocity (m/s) 
60 2 
120 4 
240 8 
3.3.3 Azimuth pre-summing 
 
Figure 3-15. Basic principle of azimuth pre-summing for a bi-static SAR 
configuration (Bruno et al., 2006).  
In a bi-static passive configuration, the integration time is the major driver in the system 
design. To achieve an integration time of many hours orbit inclination has to be very 
shallow therefore, the motion of the satellite limits the synthetic aperture. The system is 
ambiguous in Doppler as the main lobe of the antenna is larger than the synthetic 
aperture and allows azimuth ambiguities to enter the main lobe.  
To avoid azimuth ambiguities (the full azimuth resolution cannot be achieved) azimuth 
pre-summing could be used to low-pass filter Doppler bandwidth. Pre-summing means 
considering a large correlation window ∆T for each pulse. It is equivalent to considering 
Synthetic antenna aperture achievable with the given antenna
Total satellite motion
Antenna main lobe
Area focused on the 
ground with nominal resolution
Echoes filtered 
in azimuth pre-summing
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an antenna working stop and go at intervals vsc∆T. The main effect of pre-summing is 
that azimuth resolution is reduced to the point of being unambiguous. The azimuth 
footprint is reduced as well.  
As shown in Figure 3-15, the total satellite motion is much shorter than the antenna 
main beam. As specified by Prati et al. (1998), only an area as large as the total 
satellite motion, could be focused with nominal azimuth resolution (neglecting edge 
effects). “As long as the antenna footprint after pre-summing during ∆T, is greater than 
the synthetic antenna aperture, the azimuth resolution ∆Raz remains unchanged, 
except for edge effects” (Prati et al. 1998). 
3.3.4 Quasi-monostatic or true bi-static configuration  
In a bi-static SAR, the bi-static angle has a significant effect on target backscatter that 
can have significant fluctuations associated with small variations in the bi-static angle. 
If the transmitter and the receiver are quite close in the sense that their distance is 
small with respect to the radar slant range, the bi-static angle is very small. This 
configuration is called pseudo-monostatic or quasi-monostatic (Willis, 1991). In this 
configuration the target backscatter is comparable to mono-static backscatter and does 
not show significant fluctuations.  
In the present research, the assumption that the bi-static angle is 30° has been made; 
therefore this configuration does not qualify as a quasi-monostatic as the distance 
between transmitter and receiver (≈6000 km) is not small compared to the slant range 
(≈40000 km). The bi-static radar cross section (RCS) will be significantly different from 
the monostatic one. However, target backscatter fluctuations have not been taken into 
account in link budgets and other power calculations as their contribution could be 
neglected at this stage of the research.  
3.3.5 Bi-static configuration – summary 
The difference between a passive bi-static configuration and a bi-static SAR with a 
dedicated transmitter has been presented. This research takes into account only a 
passive bi-static (parasitic) configuration that reuses the signal transmitted by any 
transmitter of opportunity. A 30° bi-static angle has been assumed, this implies that the 
configuration is purely bi-static. Backscatter variations due to the bi-static angle have 
been neglected in the present research.  
For such a system, the amount of power available is the major driver in the system 
design of a passive bi-static geosynchronous SAR. With the assumed power level 
(Prati et al., 1998) the system requires a very long integration time to achieve a 
reasonable SNR. Therefore, the satellite has to fly along a nearly geostationary orbit. 
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With respect to the monostatic active SAR, the bi-static passive configuration does not 
require huge antennas and large power requirements. Therefore, it could be realised 
with current technologies.  
Following the calculations proposed, antenna size should be at least about 6 meter in 
diameter for an L band satellite. Using shorter wavelengths, the size of the reflectors 
can be reduced as well. 
3.4  System trade-off analysis 
Having discussed the peculiarities and the main issues related to system design of 
both monostatic and bi-static configurations, a system trade-off analysis has been 
carried out in order to define the configuration that will be further investigated in the 
present research.  
Various configurations have been assessed to compile a technical feasibility trade-off 
(section 3.4.1) looking into two main aspects:  
• phase delays; 
• link budget from GEO. 
 
Once the feasibility of a set of possible system configurations has been evaluated, the 
choice of the final system design could be completed considering the results of the 
frequency trade-off analysis (section 3.4.2) that takes into account the following 
parameters: 
  
• temporal decorrelation; 
• potential transmitters of opportunity (bi-static configuration only); 
• frequency allocation; 
• system complexity; 
• applications. 
 
The bands listed in Table 3-4 have been considered in the discussion.  
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Table 3-4. Frequencies considered in the trade-off analysis. 
 Frequency range Wavelength (cm) 
P 0.7 42,86 
 
1 30,00 
L 1.2 25,00 
S 2.4 12,50 
C 4.5 6,67 
 
6 5,00 
X 9 3,33 
 
10.5 2,86 
Ku 12 2,50 
 
15 2,00 
K 20 1,50 
 
The analysis has been carried out considering three options for the integration time: 1 
minute, 1 hour and 8 hours. In this section the observation time has not been taken into 
account as an integration time shorter than the actual observation time could be 
chosen to cope with phase delay induced complexities. 
The effect of the chosen integration time on the system design is substantial. It clearly 
affects the phase delay and the link budget. Consequently, it affects ground azimuth 
resolution and possible applications. There is also an influence on system complexity 
as signal processing on long integration time requires phase compensation algorithms 
to be applied in order to guarantee signal coherence on long timescales.  
The proposed configurations for a geosynchronous SAR have been presented in 
sections 3.2 and 3.3 . 
3.4.1 Technical feasibility trade-off 
This analysis takes into account only of phase uncertainty and the link budget to 
assess the technical feasibility of the various configurations. Frequencies in the range 
from P to K band have been considered with three different integration times (1 minute, 
1 hour, 8 hours).  
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3.4.1.1  Phase uncertainty 
As presented in Chapter 2, various phenomena affect signal phase delays. Earth tides, 
tropospheric and ionospheric delay have been looked into, as they are the major 
sources of concern. The effects of phase uncertainty depend mainly on the integration 
time; therefore, the following sections present the analysis of three different cases. 
To evaluate the phase delay budget, Earth tidal displacement and tropospheric delay 
uncertainties have been directly converted into phase delays. Ionospheric delay 
uncertainty (∆ϕiono) has been estimated considering the accuracy in TEC measurement 
(TEC) and the signal frequency f. It is converted to phase delay using Equation 3-33. 
 
2
40, 28
iono TEC
f
ϕ∆ = −  Equation 3-33 
Phase uncertainty calculations assume a 2-way travel along a path 30.5 times longer 
than the zenith path (to take into account the difference between slant and zenith 
delay). To allow image formation, residual phase delay has to be estimated during SAR 
focussing. Techniques such as auto-focus (Belcher, 2008) can be used effectively in 
presence of correlated noise up to a certain amount of residual phase noise. In the 
phase delay budget, 2.5 rad has been assumed as the upper limit for the sum of the 
three phase delays. This figure is comparable with the upper limit for phase delay 
assumed by Belcher (2008) for along-track autofocus (+/- pi rad 2σ). It has to be said 
the phase compensation techniques require a large SNR.   
3.4.1.1.1 1-minute integration time 
On such timescale, phase uncertainties induced by Earth tides can be neglected as 
their period is about 12 hours. Tropospheric delay uncertainty can be neglected as well 
because variations in both hydrostatic and wet delay happen on longer timescales.  
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Table 3-5. Phase uncertainty budget for 1-minute integration time. 
Band 
Frequency 
(GHz) 
Earth 
tide 
(m) 
Troposphere  
(m) 
Ionosphere 
(m) 
Earth 
tide 
(rad) 
Troposphere 
(rad) 
Ionosphere 
(rad) Sum 
(rad) 
P 0.7 0 0 0.041 0.000 0.000 2.087 2.09 
 
1 0 0 0.020 0.000 0.000 1,461 1,46 
L 1.2 0 0 0.014 0.000 0.000 1.218 1.22 
S 2.4 0 0 0.003 0.000 0.000 0.609 0.61 
C 4.5 0 0 0.001 0.000 0.000 0.325 0.32 
 
6 0 0 0.001 0.000 0.000 0.244 0.24 
X 9 0 0 0.000 0.000 0.000 0.162 0.16 
 
10.5 0 0 0.000 0.000 0.000 0.139 0.14 
Ku 12 0 0 0.000 0.000 0.000 0.122 0.12 
 
15 0 0 0.000 0.000 0.000 0.097 0.10 
K 20 0 0 0.000 0.000 0.000 0.073 0.07 
 
 
Figure 3-16. Phase uncertainty budget at various frequencies (1-min integration 
time). 
Ionospheric correlation time, as presented in section 2.12.2, can be as short as a few 
minutes so the phase delay budget can be carried out taking into account a relatively 
small residual TEC variation (i.e. 0.05 TECU) after phase noise compensation during 
the integration time.  
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Results are summarised in Table 3-5 and in Figure 3-16. In the table, the cells with the 
sum of phase uncertainties smaller than 2.5 rad have been highlighted.  
3.4.1.1.2 1-hour integration time 
Phase uncertainties induced by Earth tides have a period of about 12 hours. 
Considering a 1-hour integration time, a residual 1 mm phase delay can be credited to 
Earth tides. 
Dry tropospheric delay could be neglected as its variations happen on timescales 
longer than 1 hour; however, wet tropospheric delay variations has to be taken into 
account. At long wavelengths (P or L band), coarse models (such as MOPS, with 5 cm 
accuracy) are able to compensate for tropospheric delay; at shorter wavelengths more 
accurate prediction techniques such as measurements coming from GPS networks (1,5 
mm accuracy) are  required (section 2.11.2.2.6). 
Ionospheric phase delay is likely to be uncorrelated over a 1-hour time period. The 
phase delay budget assumes that TEC measurements with an accuracy of 0.2 TECU 
are available. This is a quite demanding assumption; it will be discussed in more details 
when dealing with ionospheric effects on a geosynchronous SAR (section 6.4 ).  
Results are summarised in Table 3-6 and plotted in Figure 3-17. In the table, the cells 
with total phase delay smaller than 2.5 rad have been highlighted.  
 
Table 3-6. Phase uncertainty budget for 1-hour integration time. 
Band 
Frequency 
(GHz) 
Earth 
tide 
(m) 
Troposphere  
(m) 
Ionosphere 
(m) 
Earth 
tide 
(rad) 
Troposphere 
(rad) 
Ionosphere 
(rad) Sum 
(rad) 
P 0.7 0.001 0.0015 0.164 0.051 0.076 8.350 8.35 
 
1 0.001 0.0015 0.081 0.073 0.109 5.845 5.85 
L 1.2 0.001 0.0015 0.056 0.087 0.131 4.871 4.87 
S 2.4 0.001 0.0015 0.014 0.174 0.261 2.435 2.46 
C 4.5 0.001 0.0015 0.004 0.326 0.490 1.299 1,43 
 
6 0.001 0.0015 0.002 0.435 0.653 0.974 1.25 
X 9 0.001 0.0015 0.001 0.653 0.979 0.649 1,34 
 
10.5 0.001 0.0015 0.001 0,762 1.143 0.557 1,48 
Ku 12 0.001 0.0015 0.001 0.871 1,306 0.487 1,64 
 
15 0.001 0.0015 0.000 1.088 1,632 0.390 2.00 
K 20 0.001 0.0015 0.000 1,451 2.177 0.292 2.63 
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Figure 3-17. Phase uncertainty budget at various frequencies (1-hour integration 
time). 
3.4.1.1.3 8-hour integration time 
According to McCarthy and Petit (2004), Earth tides displacements could be modelled 
with an accuracy of 4 mm (1 mm due to solid Earth tides and 3 mm due to ocean 
loading effects). As discussed in section 2.10.4.2 , using more advanced ocean loading 
models or limiting the analysis to continental plates where the effect of ocean loading is 
negligible, the overall accuracy could be reduced to 2 mm (1 mm credited to solid Earth 
tides and 1 mm due to ocean loading). 
Tropospheric uncertainties also might be considered. An overall accuracy of 2.5 mm 
has been assumed (1 mm due to dry delay and 1,5 mm due to wet delay). 
Ionospheric phase delay is likely to be uncorrelated over an 8-hour time period. As in 
the previous case, phase uncertainty budget assumes that TEC measurements with 
0.2 TECU accuracy are available.  
Results are summarised in Table 3-7 and plotted in Figure 3-18. In the table, the cells 
with total phase uncertainty smaller than 2.5 rad have been highlighted. 
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Table 3-7. Phase uncertainty budget for 8-hour integration time. 
Band 
Frequency 
(GHz) 
Earth 
tide 
(m) 
Troposphere  
(m) 
Ionosphere 
(m) 
Earth 
tide 
(rad) 
Troposphere 
(rad) 
Ionosphere 
(rad) Sum 
(rad) 
P 0,7 0.002 0.0025 0.164 0.102 0.127 8.350 8.35 
 
1 0.002 0.0025 0.081 0.145 0.181 5.845 5.85 
L 1.2 0.002 0.0025 0.056 0.174 0.218 4.871 4.88 
S 2.4 0.002 0.0025 0.014 0.348 0.435 2.435 2.50 
C 4.5 0.002 0.0025 0.004 0.653 0.816 1.299 1,67 
 
6 0.002 0.0025 0.002 0.871 1.088 0.974 1,70 
X 9 0.002 0.0025 0.001 1,306 1,632 0.649 2.19 
 
10.5 0.002 0.0025 0.001 1,524 1,904 0.557 2.50 
Ku 12 0.002 0.0025 0.001 1,741 2.177 0.487 2.83 
 
15 0.002 0.0025 0.000 2.177 2.721 0.390 3.51 
K 20 0.002 0.0025 0.000 2.902 3.628 0.292 4.65 
 
 
 
Figure 3-18. Phase uncertainty budget at various frequencies (8-hour integration 
time). 
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3.4.1.1.4 Phase delay summary 
 
Figure 3-19. Phase uncertainty at various integration times. 
Figure 3-19 summarises the outcomes of the phase uncertainty budget at various 
frequencies and integration times.  
Phase uncertainty is not an issue if a relatively short integration time (1 minute) is used.  
At intermediate integration times (about 1 hour), phase uncertainty becomes significant 
at long wavelengths due to ionospheric delay and at higher frequencies due to 
tropospheric delay. 
If very long integration times are used, troposphere and Earth tides might completely 
hamper SAR focussing at high frequencies, on the other hand ionospheric delay 
uncertainty affects significantly longer wavelengths.   
The effect of phase delays, in presence of correlated phase noise has to be mitigated 
during image formation applying autofocus algorithms. According to Belcher (2008) 
these procedures have two main requirements: 
- Signal phase should be coherent for a portion of the synthetic aperture to start 
the iterative auto-focus procedure; 
- SNR should be large enough (i.e. greater than 20 dB) to achieve a small error 
in the estimation of the autofocus parameters. 
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Both ionospheric and tropospheric noise are usually correlated in space and time. 
Autofocus procedures to mitigate the effects of phase delays could potentially be 
applied if SNR is large enough. The capability of coping with large phase delays is 
therefore closely connected to the link budget, that will be discussed in the following 
section. 
3.4.1.2  Link budget 
Hobbs (2008) describes the methodology to address link budget calculation from GEO, 
a useful method to assess the feasibility of different GeoSAR concepts. For the sake of 
completeness, the key steps of this methodology are restated hereafter. 
The amount of power received PR from a system with a circular antenna (diameter d) 
and horizontal resolution ∆Rrange at a slant range R is given in Equation 3-34. 
 
04 2
2 2 4 2
cos 1
4 1.22
T range
R
R
P d R
P
R L
σθ
pi λ
∆
=  Equation 3-34 
In Equation 3-34, σ0 is the backscatter coefficient (assumed equal to -10 dB); 
θ is the local incidence angle (about 43° for a location with 40° 
latitude); 
d is the diameter of the receiving/transmitting antenna; 
λ is the radar wavelength; 
LR is the signal attenuation induced by atmospheric phenomena. 
The backscatter coefficient has been assumed constant for both mono-static and bi-
static configuration. The effect of the bi-static angle has not been included. This 
simplification is acceptable in this analysis as it is only preliminary. 
The same equation can be applied to the bi-static case taking into account different 
slant ranges and different antenna sizes. 
The bandwidth B required for a given horizontal resolution is presented in 
Equation 3-35. Following this expression, the noise power PN is shown in 
Equation 3-36. 
 
2 sinrange
c
B
R θ
=
∆
 Equation 3-35 
 NP kTB=  Equation 3-36 
The SNR for a single pulse (SNR0) is given in Equation 3-37. 
GeoSAR configuration  Davide Bruno 
 
 
146 
 
0
R
N
P
SNR
P
=  Equation 3-37
 
The minimum time tmin between pulses is determined by the time during which 
backscattered power is received from the footprint (Equation 3-38). 
 min
4 tanR
t
c
ψ θ
=  Equation 3-38 
In Equation 3-38,  ψ is the antenna beam-width (i.e. 1.22 λ/d) for a circular antenna. 
The integration gain that provides the final SNR for the assumed integration time is 
given in Equation 3-39. 
 
int
min
T
g
t
=  Equation 3-39 
The final SNR has been obtained from Equation 3-37 adding a 20 dB pulse 
compression gain (Skolnik, 2001). 
Losses due to atmospheric phenomena have been estimated using ITU (2003). The 
rainfall intensity R0.01 exceeded for 0.01% of an average year has been assumed equal 
to 50 mm/h taking into account values expected for continental Europe. 
Following prescriptions in ITU (2003) the path in the rain for a station at sea level is 
given by: 
 2
sin
rain
rain
h
L
E
= ×  Equation 3-40 
In Equation 3-40, Lrain is the path (two-way) within the rain; 
hrain is the rain altitude assumed conservatively equal to 5 km as 
prescripted in ITU(2003) for areas with latitude between -21° and 
23°; 
   E is satellite elevation. 
Assuming a 40° satellite elevation the path in the rain is ≈15 km. 
Table 3-8 provides a worst case prediction for two-way rain attenuation LR
2 for areas 
over continental Europe corresponding to the values R0,1=10 mm/h and R0,01=50 mm/h. 
Data have been estimated using the normogram reported in ITU (2003) and assuming 
that E=40° and Lrain=15 km.  
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Table 3-8. Worst case rain attenuation LR
2 for areas over Europe (i.e.R0,1=10 mm/h 
R0,01=50 mm/h)  
Band Frequency 
(GHz) 
LR
2
 (db) 
R0,1 10 mm/h 
LR
2
 (db) 
R0,01 50 mm/h 
 
P 0.7 0 0 
 
1 0 0 
L 1.2 0 0 
S 2.4 0 0 
C 4.5 0.15 0.5 
 
6 0.45 3.75 
X 9 1.95 14.5 
 
10.5 3.3 25.5 
Ku 12 4.5 27 
 
15 7.5 42 
K 20 12 82.5 
Table 3-9 summarises SNR achievable from a system with 1 kW transmitted RF, a 6 m 
receiving/transmitting antenna and a 1 km range resolution and neglecting rain losses 
(LR=0 dB).    
Table 3-9. Link budget from GEO. SNR estimated following the procedure described 
in Hobbs (2008) assuming a 6 m antenna, σ0 -10 dB, 1 kW transmitted power, 1 km 
range resolution, 20 dB pulse compression gain and LR=0 dB. 
Band 
frequency  
GHz 
1-minute 
integration SNR 
(dB) 
1-hour 
integration 
SNR (dB) 
8-hour 
integration 
SNR (dB) 
P 0.7 -5.95 -5.02 -0.50 
 
1 -2.07 -1.14 3.38 
L 1.2 -0.09 0.84 5.36 
S 2.4 7.43 8.37 12.89 
C 4.5 14.21 15.14 19.66 
 
6 17.38 18.31 22.83 
X 9 21.89 22.83 27.35 
 
10.5 23.30 24.23 28.75 
Ku 12 24.91 25.84 30.36 
 
15 27.33 28.26 32.78 
K 20 30.46 31.39 35.91 
GeoSAR configuration 
 
 
Figure 3-20. SNR in dB corresponding to different integration times.
SNR limitations could be overcome adopting a larger horizontal resolution and/or a 
larger antenna. Taking into account 
determine the factor how much the antenna diameter (i.e. 
resolution (i.e. D∆) should be increased to achieve a given SNR improvement (i.e. 
[∆SNR]dB in Equation 3-41 and Equation 
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Table 3-10. Antenna diameter required to achieve a 30 dB SNR assuming σ0 -10 
dB, 1 kW transmitted power, 1 km range resolution, 20 dB pulse compression gain 
and LR=0 dB. 
Band 
frequency  
GHz 
1-minute 
integration  
1-hour 
integration  
8-hour 
integration  
P 0.7 16.9 10.1 7.8 
 
1 24.0 14.4 11.1 
L 1.2 21.5 12.9 9.9 
S 2.4 13.9 8.3 6.4 
C 4.5 9.4 N.A. N.A. 
 
6 7.8 N.A. N.A. 
X 9 6.1 N.A. N.A. 
 
10.5 N.A. N.A. N.A. 
Ku 12 N.A. N.A. N.A. 
 
15 N.A. N.A. N.A. 
K 20 N.A. N.A. N.A. 
 
Table 3-11. Spatial Resolution required to achieve a 20 dB SNR assuming σ0 -10 
dB, 1 kW transmitted power, 6 m diameter antenna, 20 dB pulse compression gain 
and LR=0 dB. 
Band 
frequency  
GHz 
1-minute 
integration  
1-hour 
integration  
8-hour 
integration  
P 0.7 7939 2853 1695 
 
1 16054 5769 3428 
L 1.2 12782 4593 2730 
S 2.4 5374 1931 1148 
C 4.5 2465 N.A. N.A. 
 
6 1710 N.A. N.A. 
X 9 1017 N.A. N.A. 
 
10.5 N.A. N.A. N.A. 
Ku 12 N.A. N.A. N.A. 
 
15 N.A. N.A. N.A. 
K 20 N.A. N.A. N.A. 
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To define which configurations are not feasible due to an unfavourable link budget, an 
upper limit for antenna diameter and for azimuth resolution has to be set. Therefore, 
considering a 15 m antenna and 1 km resolution cell the maximum achievable SNR is 
given in Table 3-12 (neglecting rain losses i.e. LR=0 dB). Configurations that are not 
able to reach the 20 dB SNR lower limit (highlighted in the table) are considered as 
technical unfeasible with the assumed amount of transmitted power. 
Table 3-12.  Link budget from GEO. SNR estimated following the procedure 
described in Hobbs (2008) assuming a 15 m antenna, σ0 -10 dB, 1 kW transmitted 
power, 1 km range resolution, 20 dB pulse compression gain and LR=0 dB. 
Band 
frequency  
GHz 
1-minute 
integration SNR 
(dB) 
1-hour 
integration 
SNR (dB) 
8-hour 
integration 
SNR (dB) 
P 0.7 2.00 10.89 15.41 
 
1 5.89 14.78 19.30 
L 1.2 7.87 16.76 21.28 
S 2.4 15.39 24.28 28.80 
C 4.5 22.16 31.05 35.57 
 
6 25.34 34.23 38.75 
X 9 29.85 38.74 43.26 
 
10.5 31.26 40.15 44.67 
Ku 12 32.87 41.76 46.28 
 
15 35.29 44.18 48.70 
K 20 38.41 47.30 51.82 
As shown in Equation 3-34, the link budget is affected by rain attenuation, especially at 
frequencies higher than 10 GHz, the following tables show the outcomes of the link 
budget when rain attenuation corresponding to R0,1 (Table 3-13) and R0,01 (Table 3-14) 
are taken into account. In the tables cells in light gray show configurations that were 
already not feasible neglecting rain attenuation while cells in dark gray show 
configurations that could become unfeasible taking into account rain attenuation. 
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Table 3-13. Link budget from GEO. SNR estimated following the procedure 
described in Hobbs (2008) assuming a 15 m antenna, σ0 -10 dB, 1 kW transmitted 
power, 1 km range resolution, 20 dB pulse compression gain and LR corresponding 
to R0,1=10 mm/h.  
Ban
d 
frequency  
GHz 
1-minute integration 
SNR (dB) 
1-hour integration 
SNR (dB) 
8-hour integration 
SNR (dB) 
P 0.7 1.3 10.19 14.71 
 
1 4.89 13.78 18.3 
L 1.2 6.67 15.56 20.08 
S 2.4 12.99 21.88 26.4 
C 4.5 17.66 26.55 31.07 
 
6 19.34 28.23 32.75 
X 9 20.85 29.74 34.26 
 
10.5 20.76 29.65 34.17 
Ku 12 20.87 29.76 34.28 
 
15 20.29 29.18 33.7 
K 20 18.41 27.3 31.82 
Table 3-14. Link budget from GEO. SNR estimated following the procedure in 
Hobbs (2008) assuming a 15 m antenna, σ0 -10 dB, 1 kW transmitted power, 1 km 
range resolution, 20 dB pulse compression gain and LR losses (R0,01=50 mm/h).  
Band 
frequency  
GHz 
1-minute 
integration SNR 
(dB) 
1-hour 
integration 
SNR (dB) 
8-hour 
integration 
SNR (dB) 
P 0.7 2 10.89 15.41 
 
1 5.89 14.78 19.3 
L 1.2 7.87 16.76 21.28 
S 2.4 15.39 24.28 28.8 
C 4.5 21.66 30.55 35.07 
 
6 21.59 30.48 35 
X 9 15.35 24.24 28.76 
 
10.5 5.76 14.65 19.17 
Ku 12 5.87 14.76 19.28 
 
15 -6.71 2.18 6.7 
K 20 -44.09 -35.2 -30.68 
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For systems working at frequencies higher than X band, there is a significant reduction 
in link budget margin caused by rain. This implies that at such wavelength there will be 
reduction is system availability due to rain attenuation.  
3.4.1.3  Technical feasibility trade-off - conclusions 
To assess technical feasibility of the various configurations and to compare their 
effectiveness, a score has been assigned to phase uncertainty and SNR (in absolute 
terms) for each wavelength. Data have been filtered to limit the analysis removing 
configurations that show a phase delay larger than 2.5 rad (upper limit for auto-focus 
compensation) and that do not allow the formation of a SNR higher than 20 dB 
(antenna diameter 15 m, azimuth resolution 1 km, transmitted power 1 kW). 
Scores have been normalised between 0 and 10 assigning the maximum value 
respectively to the lowest phase uncertainty and the highest SNR (in absolute terms). 
The rationale of this assumption comes from the fact that a large SNR allows a better 
phase delay compensation using autofocus algorithms. 
The outcome of this analysis is shown in the following table, where the scores assigned 
to SNR and to phase delays have been summed.  
The label SNR states that this configuration is not technically feasible due to SNR 
limitations. The label PHASE states that the configuration is not technically feasible due 
to phase noise limitations. 
The most significant considerations that could be derived from Table 3-15 and Figure 
3-21 are: 
- K band can be used only with short integration time due to the significant phase 
delay. 
- 1-hour integration time can be used with bands up to Ku. 
- Wavelengths from L band to X band can be used with very long integration 
times. 
- L band requires a large antenna to achieve a significant SNR; however, it 
shows a large phase delay due to ionospheric contribution, this issue has to be 
well considered when planning an L band system. 
- P-band systems are feasible only with very short integration times, but this 
condition is not compatible with constraints imposed by the link budget. 
- SNR limitations can be removed increasing antenna diameter; 
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- Phase delay limitations for wavelengths up to L band are due to ionospheric 
delay. Increasing the accuracy of TEC measurement could make these 
configurations technically feasible. 
- Phase delay limitations for short wavelengths (from X to K bands) are due to 
tropospheric and Earth tide delay. Increasing the accuracy of those 
measurements could make these configurations technically feasible. 
Rain attenuation caused by moderate rainfalls (i.e. 10 mm/h) that correspond to R0,1 for 
Europe (i.e. 10 mm/h) causes a slight decrease in system link budget but does not 
reduce overall system availability. Heavy rains such as those that correspond to R0,01 
for Europe (i.e. 50 mm/h) cause a signal attenuation so significant that the system is 
not able to achieve the desired link margin (i.e. 20 dB) at frequencies higher than 10 
GHz. This effect is even more significant for higher rainfall rates (i.e. tropical rains).   
However, at this stage of the trade-off analysis, the effect of rainfall rates has not been 
taken into account further more as it reduces system availability and does not affect 
system technical feasibility. 
Table 3-15.  Total score corresponding to phase uncertainty and SNR 
Band 
frequency 
(GHz) 
1-minute 1-hour 8-hour 
P 0.7 SNR SNR/PHASE SNR/PHASE 
 
1 SNR SNR/PHASE SNR/PHASE 
L 1.2 SNR SNR/PHASE PHASE 
S 2.4 SNR 4.86 5.56 
C 4.5 12.98 10.28 10.19 
 
6 13.92 11.60 10.67 
X 9 15.11 12.09 9.59 
 
10.5 15.47 11.82 PHASE 
Ku 12 15.85 11.48 PHASE 
 
15 16.42 10.52 PHASE 
K 20 17.12 PHASE PHASE 
 
GeoSAR configuration 
 
 
Figure 3-21. Total score assigned to phase 
integration times (1 minute, 1 hour, 8 hours)
The outcomes of the technical feasibility budget are clearly influenced by assumptions 
that have been made. As an example the following assumptions 
budget for 8-hour integration ti
feasibility study (results shown in 
- TEC measurement accuracy 0.1 TECU (over 8 hours). This change improves 
phase uncertainty budget at long wavelength and removes the pha
for L band. 
- Tropospheric delay accuracy 1.5 mm (over 8 hours).
phase uncertainty budget at short wavelengths and removes phase limitations  
up to Ku band.  
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Table 3-16.  Total score corresponding to phase uncertainty and SNR 
Band 
frequency 
(GHz) 
1-minute 1-hour 8-hour 
P 0.7 SNR SNR/PHASE SNR/PHASE 
 
1 SNR SNR/PHASE SNR/PHASE 
L 1.2 SNR SNR 4.11 
S 2.4 SNR 9.54 10.27 
C 4.5 12.95 12.41 12.60 
 
6 13.89 12.83 12.60 
X 9 15.10 12.48 11.54 
 
10.5 15.46 12.02 10.75 
Ku 12 15.84 11.56 9.97 
 
15 16.41 10.46 PHASE 
K 20 17.11 PHASE PHASE 
 
However, it has to be said that the influence of SNR is critical in assessing technical 
feasibility as: 
- Power generation and antenna diameter are both critical issues in system 
design. 
- Link budget affects the effectiveness of the auto-focus procedure that has to be 
used to compensate residual phase delays. 
Three different integration times have been used in the analysis, however it has to be 
said that integration time clearly influences SAR azimuth ground resolution therefore, 
some of the configurations that appear as technically feasible could not be useful for 
any application as the ground resolution is extremely poor. 
3.4.2 Frequency trade-off 
Following the phase delay and the SNR budgets, technically feasible configurations 
have been identified setting lower boundaries to the focused SNR and upper 
boundaries to total phase delay uncertainties. 
However, some other issues contribute to the final system design trade-off. They are 
discussed in the following sections. 
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3.4.2.1  Temporal decorrelation 
NASA JPL (2003) states that a longer wavelength is more appropriate to guarantee a 
long correlation time. As an example, in a forest environment that is heavily subject to 
temporal decorrelation, L band or P-band are able to penetrate the canopies therefore 
signal is reflected from more stable targets such as the soil or the trunks. This can 
guarantee correlation over long time scales. This is a clear advantage in SAR 
interferometry. For earthquakes such as Izmir, cultivated, vegetated areas were 
problematic for maintaining correlation between interferograms of C band ERS data 
(NASA JPL, 2003).  
 
Figure 3-22. ERS Interferogram failed due to coherence loss: the Latur earthquake 
in India. Difficulties arose because it was monsoon time, which drastically changes 
the surface conditions. (Ferretti et al., 2007) 
Figure 3-22 from Ferretti et al. (2007) shows the effect of temporal decorrelation on a C 
band interferogram of an agricultural area. 
When imaging from a geosynchronous orbit, the concept of coherence is not related 
only to different SAR acquisitions (interferometric coherence) but takes into account 
also the correlation between signals backscattered from the same target at different 
epochs during the integration time (pulse-to-pulse coherence). A longer wavelength 
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would be able to penetrate the canopies and collect signal from more stable scatterers 
such as trunks or the soil itself. 
Seynat (2000) used the software RT2 (Knight, 1997) to estimate the backscatter of 
canopies at four different wavelengths (X band, λ=3 cm; C band, λ=5.6 cm; L 
band, λ=25 cm; P-band, λ=66 cm) as a function of stalk size with a radar incidence 
angle set to 45 degrees. This software models appropriately the soil surface and the 
canopies; subsequently it applies the radiative transfer approach to estimate the radar 
backscatter. This piece of information is relevant to geosynchronous SAR system 
design as it allows estimating the influence of canopies on SAR imaging. 
 
Figure 3-23. Variation of radar cross section σ0 with the stalk radius (Seynat, 2000). 
The variation of the radar cross section σ0 for the three different polarisations is 
presented in Figure 3-23. The variation (VV polarisation) at L band shows that the 
backscatter is significant only for vegetation with stalk radius between 4 and 10 mm. 
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The decrease for stalk radius greater than 1 cm can be an artefact due to interference 
at this specific wavelength for objects of this diameter (Seynat, 2000). 
Most crops like wheat have stalk radii that are in the range between 0.1 and 0.4 cm 
and do not influence system working at L band or P-band that, on the other hand, 
appear to be sensitive to tree branches that have larger radius.  
L band or longer wavelengths appear suitable to monitor soil surface in presence of 
canopies. This property will be stressed in the chapter dealing with applications, as soil 
moisture monitoring is one of the possible fields of application for a geosynchronous 
SAR.  
C, X, Ku and K bands are likely to suffer from temporal decorrelation if the integration 
time becomes longer than few seconds as only few targets could be considered stable 
on such timescales. For water or dense vegetation at L band decorrelation time is 
about 0.1 seconds (Prati et al., 1998). Analogous conclusions could be drawn even 
considering a longer correlation time that appears more likely for canopies (Seynat, 
2000; Hobbs, 1997). 
The same concern applies to SAR interferometry; at higher frequencies, there will be a 
loss in interferometric coherence over areas with few stable targets.  
3.4.2.2  Applications and existing SAR systems 
SAR systems in P, L and C bands have been widely used in the last twenty years and 
there are various well-known applications, ranging from agriculture monitoring to 
topographic mapping. X band SAR systems (that have been deployed in the last few 
years), with ground resolution that might be sub-metric, provide the opportunity to 
match the needs of the intelligence community that, at the present stage, is the most 
important user of remotely sensed data and require for its applications an extremely 
good ground resolution. 
There are currently no systems working at S, Ku and K bands, therefore the potential of 
these systems has still to be looked into. 
As a direct consequence, existing SAR systems are concentrated only in a limited 
portion of the spectrum (P, L, C and X bands). The existence of other previous space 
missions working in the same band is relevant in the trade-off analysis as this means 
that space radar technology at the frequency under consideration is mature and that 
there is an existing archive of collected data that might be used for comparison and 
calibration. Table 3-17 includes a list of the main SAR missions grouped according to 
their band. 
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Table 3-17. List of main SAR missions (monostatic LEO configuration). 
  Existing systems (monostatic LEO) 
P (UHF) Various airborne systems  
L SEASAT; JERS; ALOS PALSAR 
S N.A. 
C ERS; ENVISAT; RADARSAT; SRTM 
X TERRASAR; COSMO; SAR LUPE 
Ku  N.A. 
K   N.A. 
3.4.2.3  Potential transmitters of opportunity 
This aspect is relevant only to bi-static configurations that require a transmitter of 
opportunity that can be in GEO as well. Anderson and Bartamian (2008) provide a 
useful review of the global trends in communication satellites and some useful 
information about potential transmitters. 
There are few UHF emitters in GEO that might be used as transmitter of opportunity. 
This band is used for military communications (in the range 200 MHz – 300 MHz). This 
kind of transmission (MIL-STD-181; MIL-STD-182; MIL-STD-183) has a very limited 
power (due to the use of omni-directional antennas) and a narrow bandwidth (from 5 to 
25 kHz).  
L band has been reserved for military communications in many countries (such as 
United States). The Electronic Communication Committee, with the ECC Decision 
dated 17 October 2003 designated the frequency band 1479.5 – 1492 MHz for use by 
Satellite Digital Audio Broadcasting (S-DAB) systems all over Europe. Several systems 
provide such services around the globe (i.e. Africasat 1). Apart from DAB, in L band 
there are also some communication services (i.e. Thuraya, Inmarsat). GPS and other 
GNSS systems work at L band as well; it has to be said that the applications of GNSS 
reflectometry from geo-synchronous altitude are hampered by the scarce SNR (Hobbs, 
2008). 
S band is usually used for telemetry channels, however in the United States S-DAB is 
provided at S band (about 2 GHz) by systems such as XM. 
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C and Ku bands are the most frequently used in Fixed Satellite Services. Plenty of 
systems emit signals in this part of the spectrum (i.e. Inmarsat, Eutelsat, Eumetsat, and 
Thuraya). 
X band is widely used for military satellite communications (Lisi, 2006). The major 
drawback of this fact is that there is no information available on the availability of the 
transmitter and on the waveform for any possible passive bi-static application. 
K-band, according to the current trends in satellite communication, is becoming widely 
used in satellite communication services.  
3.4.2.4  Frequency band allocation 
The International Radio Consultative Committe of the International Telecommunication 
Union (ITU) defines frequency band allocation for various communication services in its 
Radio Regulations (RR). In particular article 5 of Volume I provides table with the 
allocation of the whole spectrum to various satellite services. As confirmed by ITU 
(1988), there are frequencies allocated to fixed-satellite services at C, X, Ku and K 
bands.  
Earth observation systems could potentially work as a primary or secondary service 
(i.e. a use that does not hamper primary services) in the bands listed below (ITU Radio 
Regulations, Volume I, Art.5): 
- 432-438 MHz (secondary service); 
- 1215-1300 MHz; 
- 1525-1535 MHz (secondary service); 
- 2025-2110 MHz; 
- 2200-2290 MHz; 
- 3100 3300 MHz (secondary service); 
- 5250-5570 MHz; 
- 8025-8400 MHz; 
- 8.55-8.65 GHz; 
- 9.5-9.8 GHz; 
- 13.25-13.4 GHz; 
- 13.4-13.75 GHz; 
- 17.2-17.3 GHz; 
- 24.05-24.25 GHz (secondary service); 
- 25.5-27 GHz; 
- 28.5-29.1 GHz. 
 
The list provided shows that there are many frequency windows allocated to Earth 
observation (active) and therefore band allocation is not a relevant issue and will not be 
included in the trade-off analysis. 
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3.4.2.5  System complexity 
For a geo-synchronous SAR, a significant part of the cost has to be ascribed to the 
launch. Taking into account this aspect, the mass budget plays a major role in the 
system design. Therefore the key parameters to measure the complexity of a given 
system design are the size of the antenna (in both monostatic and bi-static systems) 
and the amount of radiated power (monostatic systems only) that is proportional to the 
size of the solar panel required. This choice is based also on the assumption that RF 
components working at high frequencies up to K band will become COTS in the near 
future. This is clearly a simplification that does not include consideration on hardware 
complexity. This is acceptable in this preliminary stage of the trade-off. 
Following this approach, the complexity (and the cost) of the system is directly related 
to the wavelength. A system in K-band will be far simpler than a P-band system.  
3.4.2.6  Frequency trade-off- conclusions 
The issues discussed in previous sections could be used to compile a trade-off 
analysis to identify the most convenient system frequency for both monostatic and bi-
static systems. Conclusions drawn will be matched with the outcomes of the technical 
feasibility trade-off and with the analysis of active and passive configurations to identify 
potential suitable configurations. 
3.4.2.6.1 Bi-static system 
Following the analysis presented in previous sections, a trade-off analysis has been 
carried out in order to identity the most suitable frequency for a bi-static 
geosynchronous SAR configuration. The existence of a transmitter of opportunity has 
been taken into account as a bi-static system is being considered. A score in the range 
between 1 (very poor) and 5 (very good) has been assigned to each feature as shown 
in Table 3-18. All the aspects have been included in the budget with an unitary weight, 
therefore the sum of the weights is equal to 4. 
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Table 3-18. Frequency trade-off analysis for a bi-static SAR system.  
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P (UHF) 2 4 1 5 12 
L 3 5 2 4 14 
S 2 1 2 4 9 
C 5 4 2 2 13 
X 5 3 3 2 13 
Ku 5 1 4 1 11 
K  5 1 5 1 12 
 
Scores have been assigned according to an engineering judgment. Scores assigned to 
applications and system complexity are those that are more likely to vary if different 
ground rules are assumed. Considering that these scores can vary of +/-0.5 point P,C, 
X and K band can reach the total score assigned to L band. Therefore, the final 
decision has to be taken carrying out a parametric analysis that uses different weights 
for the various factors under evaluation.  
3.4.2.6.2 Monostatic system 
For a monostatic system, the list of the parameters has to be modified to take into 
account that there is no need for a transmitter of opportunity. As for bi-static systems, 
all the aspects have been included in the budget with an unitary weight, therefore the 
sum of the weights is equal to 3.The output of this analysis is given in the following 
table. 
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Table 3-19. Frequency trade-off analysis for a monostatic SAR system.  
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P (UHF) 4 1 5 10 
L 5 2 4 11 
S 3 2 3 8 
C 4 2 2 8 
X 3 3 2 8 
Ku 1 4 1 6 
K  1 5 1 7 
 
Also in this case, scores have been assigned according to an engineering judgment. 
Scores assigned to applications and system complexity are those that are more likely 
to vary if different ground rules have been assumed. If these scores vary of +/-0.5 point 
only P band can reach the score assigned to L band. A parametric analysis will be 
carried out to choose the most suitable frequency.   
3.4.2.6.3 Parametric analysis 
The frequency trade-off has to be looked into considering that various aspects under 
investigation can have different relevance.  
The sum of the weights for a bi-static configuration is equal to 4, for a monostatic 
configuration the sum is equal to 3. To evaluate which frequency is the most suitable 
according to a specific characteristic, a parametric analysis has been carried out.  
Table 3-20 shows, for a bi-static system, the score calculated summing the values 
given to all the aspects in Table 3-18 but assigning a weight factor 1.6 to the parameter 
stated in the first column and a weight factor 0.8 to the other parameters. These weight 
factors have been chosen to keep constant the sum of the weights (i.e. 4) with respect 
to the previous analysis. 
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The same approach has been applied to monostatic configuration using the scores in 
Table 3-19 and applying a weight factor 1.5 to the parameters stated in the first column 
and a weight factor 0.75 to the other parameters. Results are shown in Table 3-21.  
This analysis shows that, for a bi-static SAR, L band is the most suitable frequency 
regarding applications and temporal decorrelation. C and X band should be preferred 
looking into transmitters of opportunity while K band should be preferred to reduce 
system complexity.  
It has to be said that temporal correlation is a major driver in the design of a 
geosynchronous SAR as the integration time cannot be as short as for LEO satellites. 
Moreover for the aspects where L band does not receive the highest score, its value is 
close to the maximum. Following these considerations, L band is the most suitable 
frequency for a geosynchronous bi-static SAR. 
Table 3-20. Total score, parametric analysis for a bi-static configuration  
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P (UHF) 11.2 12.8 10.4 13.6 
L 13.6 15.2 12.8 14.4 
S 8.8 8 8.8 10.4 
C 14.4 13.6 12 12 
X 14.4 12.8 12.8 12 
Ku 12.8 9.6 12 9.6 
K  13.6 10.4 13.6 10.4 
 
The parametric analysis for a monostatic SAR (Table 3-21) shows that L band is the 
most suitable for all the aspects that have been investigated. P-band receives a high 
score for temporal decorrelation aspects but, considering that system complexity plays 
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a significant role in the monostatic system design, L band is the most suitable 
frequency for a monostatic geo-synchronous SAR. 
Table 3-21. Total score, parametric analysis for a monostatic configuration  
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P (UHF) 10.5 8.25 11.25 
L 12 9.75 11.25 
S 8.25 7.5 8.25 
C 9 7.5 7.5 
X 8.25 8.25 7.5 
Ku 5.25 7.5 5.25 
K  6 9 6 
 
3.5  Proposed configuration 
The outcomes of the technical feasibility trade-off and of the frequency trade-off have 
to be matched in order to define the most suitable configuration for a geosynchronous 
SAR. Conclusions drawn in the sections about monostatic and bi-static systems will be 
used as well in order to define the most suitable system design. 
L band is the most appropriate frequency due to its possible applications and its 
robustness to temporal decorrelation aspects. 
To achieve a reasonable SNR a relatively large antenna has to be used. If the system 
requires a long integration time to synthesize a SAR image, phase delay effects (due 
mainly to ionospheric perturbations) have to be taken into account. In presence of a 
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perturbed ionosphere, a viable option (if the SNR is sufficiently high) is to reduce the 
integration time to lessen the unfavourable effect of phase delay perturbations. 
At L band, an inclined geosynchronous orbit, although it allows to reduce the 
integration time, is not technically feasible. Antenna size and power requirements are 
the two major drawbacks of the active geosynchronous SAR, therefore this 
configuration shows significant technical complexities. 
A nearly GEO orbit, that allows the use of a very long integration time (the synthetic 
antenna aperture is limited by the actual motion of the spacecraft) is a possible 
compromise to design a bi-static geosynchronous SAR system. However, the outcome 
of the technical feasibility trade-off shows that phase delay is a major source of 
concern for this configuration and this aspect has to be taken into account. 
Looking forward to the cost budget, for a spacecraft in GEO, launch is a significant 
fraction of the cost therefore a passive bi-static configuration that does not require the 
generation of significant amount of power and that uses a relatively (with respect to the 
active monostatic configuration) smaller antenna will reduce the cost of satellite launch. 
Overall project cost is also influenced by the need for new technologies to be 
developed. This is the case for an active monostatic configuration as large deployable 
antenna and power generation technologies have to be developed or improved in order 
to make this configuration techcnically feasible. A passive bi-static configuration does 
not require new techcnologies to be developed, therefore it is a more suitable 
candidate for a reduced cost space mission.  
Following this examination, the remaining part of the present research has been 
focused on the L band bi-static passive configuration (originally proposed by Prati et 
al., 1998) investigating its peculiarities and its technical challenges. Moving from these 
configurations at Cranfield Space Research Centre a spacecraft system design has 
been carried out. Further details about this project will be provided in the subsequent 
chapter.  
The passive bi-static configuration requires an appropriate transmitter of opportunity 
that transmits a suitable signal with the required properties. This research assumes 
that such a satellite is available and does not investigate the influence of the 
transmitted waveform on the system design in terms of signal ambiguity function and 
transmitter/receiver synchronisation.  
Higher frequencies (from X to K-band) allow obtaining a simpler system design but are 
not the optimal compromise as they suffer from target temporal decorrelation, even if 
relatively short (1 minute) integration times are used.  
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3.6  Conclusions  
In this chapter, the peculiarities of the geosynchronous orbit have been discussed.  The 
main features of monostatic and bi-static radar systems have been presented as well. 
The discussion carried out allowed to highlight the effect of orbit inclination on system 
design.  
A system trade-off analysis has been completed. It has been split in two parts, a 
technical feasibility trade-off and a frequency trade-off. Matching the outcomes of the 
two analyses, an L band passive bi-static system design has been proposed as the 
most suitable configuration. This configuration will be presented and discussed in 
further details in the following chapter. 
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4 GeoSAR concept 
The previous chapter presented the main peculiarities of both active and passive 
configurations. Conclusions drawn show that passive bi-static is the most appropriate 
configuration for a system that can be realised adopting only current technologies. 
Furthermore, L band has been preferred to shorter wavelengths as it is able to 
penetrate canopies and therefore shows a favourable behaviour with respect to 
temporal decorrelation.  
Following the analysis of the technical complexities and challenges related to the active 
and passive configurations, Cranfield Space Research Centre looked into a system 
design of a bi-static passive SAR concept called GeoSAR. This concept has already 
been demonstrated in literature (Prati et al., 1998). It was also the subject of a group 
project for Cranfield University’s MSc course in Astronautics and Space Engineering for 
the academic year 2005/2006 (Hobbs, 2006). The group project carried out the design 
of a spacecraft for a geosynchronous radar capable of continuous monitoring of 
continental areas. The GeoSAR project shares with the present research only the 
baseline of the configuration therefore this chapter introduces the GeoSAR project and 
then moves into the analysis of system performance that has not been covered in the 
group project. 
Section 4.1 describes briefly the GeoSAR project; section 4.2 presents system 
performance. An analytical derivation of SAR signal phase has been included in 
section 4.3. Section 4.4 presents GeoSAR geo-location budget. The following section 
of the chapter is dedicated to a brief presentation of a possible multi-static 
configuration, an area for possible developments for the GeoSAR concept.  
4.1  GeoSAR - Constraints 
GeoSAR is a passive bi-static SAR placed in a geosynchronous orbit with a circular 
ground track that reuses the L band signal generated by a transmitter of opportunity 
that is based in GEO as well. The main parameters that characterise the GeoSAR 
concept have been included in Table 4-1. 
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Table 4-1. GeoSAR main parameters (Hobbs, 2006).  
Antenna diameter 6 m 
Synthetic aperture 80 km 
Integration time 8 hours 
Frequency 1.5 GHz 
Range Bandwidth 8 MHz 
Nominal azimuth resolution 100 m 
SNR 9.7 dB 
 
To gather enough signal, the spacecraft requires large reflectors. Inflatable antennas 
were initially selected to minimise mass, although more recent work suggests that an 
alternative lightweight structure may be required to achieve the design lifetime of 15 
years (Hobbs and Bruno, 2006). Figure 4-1 shows the proposed general spacecraft 
configuration. Each reflector corresponds to a multi-spot microstrip antenna. 
Performance analysis carried out in this research considers only the performances of a 
single spot beam. 
System design follows the baseline parameters included in Table 4-2. 
Table 4-2. GeoSAR constraints (Hobbs, 2006) 
Mission cost budget <€500M 
Proposed launch date ≈2020 
Lifetime ≈15 years 
Spatial azimuth resolution 100 m 
Coverage Continental scale 
Receiver frequency L band 1.5 GHZ 
Revisit time Within 24 hours 
 
The GeoSAR spacecraft could be realised with current technologies, however the most 
relevant complexities are related to signal processing. Due to the long integration time, 
the imaged scene (as well as the propagation medium) cannot be considered as frozen 
during image formation as it is assumed in LEO SAR. Variable phase delays that are 
due to target’s fluctuations or to heterogeneities in the propagation medium have to be 
compensated by modifying the focussing algorithm. This problem will be addressed 
widely in chapters 5 and 6. 
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Figure 4-1. The GeoSAR spacecraft. The two large receiving antennas (6 m 
diameter) are visible as well as the solar arrays which rotate about their axis to stay 
sun-pointing (Hobbs, 2006). 
4.1.1 GeoSAR orbit 
Applying equations in section 3.1.2.6  under the assumption that a 80 km ground track 
has to be covered following a circular path in 8 hours (α=120°), the diameter of the 
circular track is about 92 km (projected on the ground). Therefore, satellite ground-
track velocity is about 3.36 m/s. 
Applying the bi-static radar equation presented in section 3.3.1 SNR comes out to be 
9.7 dB. 
Taking into account the altitude factor presented in section 3.1.3, the circular flight path 
of an orbit with such a ground track has a diameter that is AF times the required 
diameter for the ground track (i.e. 603.5 km).  
Orbital parameters necessary to put the spacecraft in a relative orbit with that radius 
are obtained using the equations presented in section 3.1.2.6 . 
 
1tan 0.0072 rad  0.41  
r
i
R
−
 
= = = ° 
 
 Equation 4-1 
In a circular relative orbit, it is also the case that ∆λ=i, applying Equation 3-10, 
eccentricity is half that figure (in radians), that is 0.0036. 
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Table 4-3 summarises GeoSAR orbit parameters. The actual flight path, keeping in 
account all orbital perturbations, is not exactly circular. The dimension of the orbit (in 
km) along the axes x and y of the ECF reference system is given in Figure 4-2. Figure 
4-3 shows the distance from the satellite to the centre of the Earth (varying with time). 
 
Figure 4-2. GeoSAR orbit – dimensions of the circle in km along the axes x-y in ECF 
reference system.  
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Figure 4-3. Distance of the satellite (km) from the centre of the Earth during the 24-
hour period. 
Table 4-3. GeoSAR orbit parameters (Jefferys, 2006) 
GeoSAR orbit parameters 
Semi-major axis (km) 42164 
Eccentricity 0.0036 
Inclination (degrees) 0.41 
Right ascension of the 
ascending node (degrees) 
180 
Argument of perigee 
(degrees) 
90 
True anomaly (degrees) 180 
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4.2  GeoSAR performances 
GeoSAR’s performance in terms of coverage and resolution are essential to evaluate 
the commercial potential of this system. Basic bi-static SAR relations (Willis, 1991) 
have to be tailored to the geosynchronous case as orbit altitude affects both ground 
incidence angle and squint angle. In the assumed configuration, the bi-static angle is 
close to the longitude separation of transmitting and receiving satellites.  
The algorithm performance.m (in Appendix B) has been implemented in Matlab to 
estimate variations in system performance depending on the area of the Earth that is 
going to be imaged. GeoSAR concept main parameters have been used to derive the 
plots presented.  
 
Figure 4-4. Imaging geometry from the RX satellite for a generic point on the Earth’s 
surface. 
Figure 4-4 shows the imaging geometry referred to the receiving satellite (RX), Lat is 
the latitude of the point on the Earth’s surface being imaged, ∆long is the difference in 
longitude between the imaged area and the RX satelite and RR is the slant range. 
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The antenna look angle θ and the squint angle ξ are referred to the RX antenna. They 
are defined assuming that the transmitter is stationary and that the receiver is flying 
along a north-south path.  
The squint angle ξ is obtained applying Equation 4-2. 
( )sin
sin
eR Lat
RR
ξ =     Equation 4-2 
In Equation 4-2,  Re is the Earth’s radius; 
    Lat is the latitude of the imaged point; 
    RR is the slant range from the receiver RX. 
 
Ground squint angle ξg is defined in Equation 4-3 (following equations in section 0). 
 
sin
cos
sin
g
ξξ
ρ
=  Equation 4-3 
In Equation 4-3,  ρ is 0.1518 radians as defined in section 3.1.4. 
The following plots assume that the transmitting and the receiving satellites are 
separated by 30° in longitude (RX is placed at longitude 20°; TX is placed at longitude 
50°) on the equatorial plane and that the satellite is imaging while flying along the 
direction north-south (i.e. its flight path has been linearised). The sub-satellite points 
that correspond to the positions of the transmitter and of the receiver satellites are 
presented in the figures as two stars on the equatorial plane. 
Figure 4-5 shows contours of ground squint angle where 90° squint angle corresponds 
to boresight imaging.  
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Figure 4-5. GeoSAR performances 
degrees). The two stars on the equatorial plane are the sub
to transmitting and receiving satellites.
Figure 4-5 shows that, considering 
in Prati et al. 1998) geographical areas with average latitude (such as Europe) have to 
be imaged with large squint angles (i.e. small ground squint angle). This explains why a 
geosynchronous orbit with a nearly circular track is more suitable to image non
equatorial zones. 
Radar look angle is defined using 
 
Following equations in section 
Equation 4-5.  
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- Contours of ground squint angle (values in 
-satellite points relative 
 
a figure-of-eight orbit with a north-south wander (as 
Equation 4-4. 
( )sin
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e
R long
RR
θ ξ
∆
=  Equation 
3.1.4 ground incidence angle θg is defined using 
sin
cos
sin
g
θθ
ρ
=  Equation 
 
-
4-4 
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Figure 4-6 shows contours of the ground incidence angle or grazing angle.  
 
Figure 4-6. GeoSAR performances - Contours of ground incidence angle (values in 
degrees). The two stars on the equatorial plane are the sub-satellite points relative 
to the transmitting and receiving satellites. 
Figure 4-7 shows the contours of azimuth ground resolution (in meters). The circles are 
concentric around the moving spacecraft (the receiver). 
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Figure 4-7. GeoSAR performances - Contours of azimuth ground resolution (values 
in meters). The two stars on the equatorial plane are the sub-satellite points relative 
to the transmitting and receiving satellites. 
Figure 4-8 shows the contours of the SNR that is achieved assuming a constant power 
density on the Earth’s surface (-171 dBWm-2Hz-1 as in Prati et al., 1998). As in the 
previous plots, circles are concentric around the moving spacecraft (i.e. the receiver). 
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Figure 4-8. GeoSAR performances 
two stars on the equatorial plane are the sub
transmitting and receiving satellites.
4.3  SAR image defocus
The effect of phase delay on SAR processing has been already discussed in the 
background section; moreover, 
frequency trade-off analysis. The effects of phase delays on SAR processing are 
important part of the present research.
Hereafter an analytical derivation of the bi
to assess the requirements that pulse
knowledge of the relative and absolute position of transmitting and receiving satellites.
The outcome of this breakdown will be a
measurement of the satellite slant ranges and of
transmitter (TX) and the receiver (RX).
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The analytical expressions for the first derivatives of the bi-static phase will allow some 
simple comparisons with LEO similar configurations. 
4.3.1 Bi-static SAR phase 
The phase detected by a bi-static system has the following expression: 
 ( ) ( )1 2 1 22 R R k R RpiλΦ = + = +  Equation 4-6 
In Equation 4-6, R1 is the slant range from RX to the target; 
   R2 is the slant range from the target to the TX. 
 
The distance between TX and RX satellite is given by the vector D. R1 is the vector 
distance between the RX satellite and the target. R2 is the vector distance between the 
TX satellite and the target. 
The axes of the reference system are the receiver’s velocity (x-axis), nadir (z-axis) 
while y-axis is oriented in order to form a right-handed frame.  
This analytical approach assumes that the distance R2 is not directly measured but it is 
derived from the measurements of the distances R1 and D. Therefore R1 and D are two 
independent measurements while R2 is a function of R1 and D. 
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Figure 4-9. Geometry used in the calculation of the bi-static SAR phase. 
The orientation of the vector R1 is given by the radar look angle θ and by the squint 
angle ξ. The angles have been specified in Figure 4-9. 
Squint angle has been defined (Figure 4-9) as the angle between the y-axis and the 
projection of the R1 vector in the x-y plane.  
It is important to emphasize that the above-mentioned angles are referred to the 
receiver radar and, due to the spherical geometry, are different from ground incidence 
and ground squint angles. The following equations assume that the transmitter is 
stationary and the vector R2 is determined as in Equation 4-7. 
Bi-static phase (Equation 4-8) is expressed as in Equation 4-9 using Equation 4-7. 
 = −
2 1
R R D  Equation 4-7 
 ( )2 21 1 2k R R DΦ = + + − • 1D R  Equation 4-8 
 ( )2 21 1 12 sin sin sin cos cosx y zk R D R R D D Dθ ξ θ ξ θ Φ = + + − + +   Equation 4-9 
x axis
RX velocity
y axis
z axis - Nadir
θ
R1
ξ
R
1
 co
s θθ θθ
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R2
D
RX  satellite
target
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In Equation 4-9, Dx, Dy, Dz are the three components of the baseline vector 
D. 
Bi-static phase will be estimated by measuring satellite slant ranges and the geometric 
baseline between TX and RX. Derivatives of bi-static SAR phase Φ is used to evaluate 
the sensitivity of the system to errors in position and attitude determination.  
The following equations provide the partial derivatives of the function Φ with respect to 
R1, and the three components of the vector D. 
2 2
2 1 12 sin sin sin cos cosx y zR D R R D D Dθ ξ θ ξ θ = + − + +   Equation 4-10 
 
( )
1
1 2 2
2 sin sin sin cos cos2 x y zk D D DkR
k
R R R
θ ξ θ ξ θ+ +∂Φ
= + −
∂
 Equation 4-11 
 
1
2
sin sinx
x
D R
k
D R
θ ξ−∂Φ
=
∂  Equation 4-12 
 
1
2
sin cos
y
y
D R
k
D R
θ ξ−∂Φ
=
∂  Equation 4-13 
 
1
2
cos
z
z
D R
k
D R
θ−∂Φ
=
∂  Equation 4-14 
In the previous equations,  k is the radar wavenumber 2pi/λ. 
Equation 4-15 provides the variance of the bi-static SAR phase σφ
2. Under the 
assumptions that it is influenced only by the above stated derivatives, it is expressed as 
a function of the variance in the measurements of the baseline and of the slant range. 
222 2
2 2 2 2 2
1
1
x y zR D D D
x y zR D D D
σ σ σ σ σΦ
     ∂Φ ∂Φ ∂Φ ∂Φ
= + + +      ∂ ∂ ∂ ∂      
 Equation 4-15 
The derivatives of the bi-static phase presented in the present section are inversely 
proportional to the slant range R2. This implies that, with respect to an analogous LEO 
SAR system, a GeoSAR configuration requires a less accurate orbit and baseline 
determination as its slant range is nearly two orders of magnitude larger with respect to 
a LEO system. This accuracy has to be maintained for the whole integration time as 
both the slant range R1, R2 and the geometrical baseline D are likely to change. 
GeoSAR concept  Davide Bruno 
 
 
182 
4.3.1.1  Effects of orbit determination accuracy 
In the previous section, the derivatives of the bi-static phase Φ have been derived 
analytically moving from vectorial algebra. They can be used to define a requirement 
for orbit determinations. 
According to the current design, GeoSAR will be flying along a circular ground-track. 
Therefore, two different cases have been worked out for north-south and for east-west 
motion as the vector D has different components along the three axes.  
Table 4-4 states the values that have been used in the error analysis for the GeoSAR 
configuration.  
Table 4-4. Parameters used in the sensitivity analysis for bi-static SAR phase. 
R1 (m) 4.00
  x 10 7 
R2 (m) 4.00
 x 107 
k 25.1 (λ=0.25 m) 
θ (deg)  5 
ξ (deg) 5 
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Figure 4-10. GeoSAR baseline estimation geometry 
As shown in Figure 4-10, a longitude separation of 30° generates a baseline along the 
y-axis (north-south motion) or along the x-axis (east-west motion) of about 2x104 km, 
following Equation 4-16.  
 
( )sinx y G E OD D R L ong= ≈ ∆  Equation 4-16 
In Equation 4-16, RGEO is the altitude of the geosynchronous orbit; 
∆Long is the separation in longitude between RX and TX 
satellites. 
The remaining component of the baseline in the x-y plane is limited by the excursion of 
the receiver satellite (under the assumption that the TX is stationary). The component 
about the z-axis is given by Equation 4-17. 
 ( )1 cosz GEOD R Long= − ∆    Equation 4-17 
The components of the distance vector D have been included in Table 4-5.  
RE=6378  km
Geostationary belt
TX
RX
30 degrees
∆long
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Table 4-5. Components of the vector D (in meters). 
 
 
 
 
 
 
The values achieved for the derivatives presented in the previous section are 
presented in Table 4-6. 
Table 4-6. Numerical values of the derivatives (in rad/m) with λ=0.2 m. 
 
 
 
 
Assuming that every derivative contributes to phase noise for 0.1 radians the 
requirements for baseline and slant range accuracy could be obtained. The baseline 
accuracy requires knowledge in the centimetre range of the relative orbit position. The 
accuracy required in the knowledge of the slant range and Dz could become limiting 
factors for the processing of GeoSAR images. 
Table 4-7. Accuracies required in the knowledge of the slant range and of the D 
vector to achieve a 0.1 rad phase error. 
 
R (mm) Dx (mm) Dy (mm) Dz (mm) 
north-south motion 3.83 603 9.63 -3.99 
east-west motion 3.69 8.08 -46.4 -3.99 
 
According to Richards (2003), assuming that the errors above are modelled as 
Gaussian noise; the integration loss could be expressed as: 
 [ ] 24.343
dB rad
L σ = −    Equation 4-18 
A phase noise of 0.1 radians implies a relatively small loss in processing gain (about 
0.05 dB). 
 Dx Dy Dz 
north south motion 4.00 x 104 2.00 x107 6.00 x 103 
east-west motion 2.00 x 107 4.00 x 104 6.00 x 103 
 
δφ/δR1 δφ/δDx δφ/δDy δφ/δDz 
north south motion 26.1 -0.166 10.4 -25.0 
east-west motion 27.1 12.4 -2.16 -25.0 
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4.3.1.2  Effect of topographic height 
The analysis carried out in the previous section highlights that the system requires an 
accurate measurement of the vectors R1 and D to achieve a correct focussing. This 
implies that an accurate knowledge of the topographic height of the imaged area is 
required for a precise processing.  
The aim of this section is to find an analytical expression that relates bi-static phase to 
terrain topography. This issue has been tackled under the simplifying assumption that 
there is no squint angle and that the transmitter is stationary. As in the previous 
sections, it has been assumed also that the distance R2 is not directly measured but it 
is derived from the measurements of the distances R1 and D, this implies that only 
variations in the two variables R1 and D are relevant to the problem. 
  
 
Figure 4-11. Geo-synchronous imaging geometry. 
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h
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Considering GeoSAR imaging geometry presented in Figure 4-11, Equation 4-19 
provides an analytical expression for topographic height taking into account a spherical 
Earth. In this geometry: 
 ( ) ( )2 21cos sine e eh H R R H R Rθ θ= + − + + −        Equation 4-19 
In Equation 4-19, θ is the radar look angle; 
   H is GeoSAR altitude; 
   Re is Earth radius; 
   R1 is slant range from RX; 
   R2 is slant range from TX; 
   h is topographic height. 
All the derivatives of equation Equation 4-19 are obtained analytically. 
 
( )1 sine
e
R H Rh
h R
θ
θ
+∂
=
∂ +  Equation 4-20 
 
1 cose
e
H R Rh
H h R
θ+ −∂
=
∂ +  Equation 4-21 
 
( )1
1
cos
e
e
R H Rh
R h R
θ− +∂
=
∂ +  Equation 4-22 
Topographic height of the target being imaged over the Earth’s surface has an 
influence on bi-static SAR phase as it changes the slant range.  
Using Equation 4-9: 
 
( )
( )
1
2
1
cos sin cos cos sin
sin
x y z
e
e
R
k D D D
R
h R H Rh
h R
θ ξ θ ξ θ
θ
θ
θ
∂Φ
− + −∂Φ ∂
= =∂ +∂
∂ +
 Equation 4-23 
( )
( ) ( )2 cos sin cos cos sinsin
e
x y z
e
h R
k D D D
h R H R
θ ξ θ ξ θ
θ
+∂Φ
= − + −
∂ +  Equation 4-24 
Equation 4-24 provides the derivative of the bi-static SAR phase with respect to the 
topographic height of the target. Using the parameters of the system included in Table 
4-4 and Table 4-5 it is possible to obtain the results that are presented in Table 4-8.  
GeoSAR concept  Davide Bruno 
 
 
187 
Table 4-8. Accuracies required in the knowledge of topographic height to avoid 
errors in bi-static phase. 
 δφ/δh (rad/m) δh (m) (δφ 0.1 rad) 
north-south motion -21.6 -4.62 x 10
-3
 
east-west motion -1.93 -5.19 x 10 
-2
 
 
The system is extremely sensible to variation in scatterer’s height that should occur 
during the integration time. Earth tides cause target displacements that are of the same 
order of magnitude of those presented in Table 4-8. Therefore, they have to be looked 
into in order to evaluate any eventual reduction in system performances. 
4.4  Geo-location budget 
Geo-location accuracy is a major driver for many applications. It represents the 
accuracy of a coordinate on the Earth’s surface. An accurate knowledge of the geo-
location budget is required for data fusion with data collected from different sources. 
Space and ground segments affect the overall geo-location accuracy. As far as the 
space segment is concerned, contributions to the geo-location budget can come from 
the spacecraft or from the SAR instrument. In fact, the SAR instrument shall refer the 
radar raw data to the spacecraft reference system in terms of slant range accuracy and 
azimuth (flight line direction) accuracy. 
In GeoSAR, the geo-location process depends from the measurements of the slant 
range from the target to the receiver and of the baseline between TX and RX satellites. 
This section investigated the contributions to the geo-location budget given by the 
receiver. The simplification is acceptable as any error contribution due to baseline 
measurement is considered as an error in the knowledge of receiver’s position.  
The accuracy of the location depends on the quality of the measurements of the 
following parameters of the receiver: 
• position and the velocity of the satellite;  
• measurement of the pulse delay time; 
• knowledge of the satellite height with respect to the assumed Earth model.  
The location procedure does not require any attitude information.  
Ground segment impacts on the geo-location accuracy are mainly due to: 
• intrinsic accuracy (tolerance) of the geo-coding algorithms; 
GeoSAR concept  Davide Bruno 
 
 
188 
• navigation data availability and accuracy; 
• Doppler centroid estimated accuracy; 
• approximate knowledge of the true local topography (DEM). 
 
Geo-location error could be improved through image processing only if other satellite 
products with higher accuracy are available for the same areas. Such procedure is 
usually carried out through image correlation. In any case an accuracy better than that 
of the reference image cannot be achieved.  
Next sections briefly describe how the various contributions above mentioned 
propagate into the geo-location budget. 
4.4.1 SAR processor contribution 
The target location on a reference ellipsoid is determined solving simultaneously three 
equations: 
• range equation; 
• Doppler equation; 
• Earth model equation. 
 
The range equation, for the jth pixel in the image, is given by Equation 4-25. 
 0j rs r s r m j R= + =  Equation 4-25 
In Equation 4-25, j slant range index of the pixel; 
sr0 slant range distance of the first pixel; 
srj slant range distance of pixel with index j; 
mr slant range pixel spacing; 
R is the slant range, 
The Doppler equation (modified from Curlander and McDonough, 1991) is obtained 
imposing that fDC=0. 
 ( ) ( )2 0Dc s T s Tf X X V V
Rλ= − • − =
   
 Equation 4-26 
In Equation 4-26, fDc is the Doppler centroid frequency; 
   L is the radar wavelength; 
   Xs is the sensor position vector; 
   Xt is the target position vector; 
   Vs is the sensor velocity vector; 
   VT is the target velocity vector (hereafter assumed to be zero); 
   R is the slant range. 
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4.4.2 Platform error contribution 
These errors are related to the difference between the true and the estimated platform 
position. The key uncertainties in the model are satellite position and velocity errors. 
This choice is justified by the fact that these erros are usually obtained as a part of the 
AOCS sub.system design. 
4.4.2.1  Along-track position error 
An along-track position error causes an azimuth target location error ∆x1 given in 
Equation 4-27. 
 1
e
x
e
R
x R
H R
∆ = ∆
+
 Equation 4-27 
In Equation 4-27,   ∆Rx is the along-track satellite position error,  
    H is the satellite altitude, 
    Re is the Earth’s radius. 
4.4.2.2  Across-Track Position Errors 
An across-track position error causes a radial target location error ∆r1 given in 
Equation 4-28.  
 1
e
y
e
R
r R
H R
∆ = ∆
+
 Equation 4-28 
In Equation 4-28,   ∆Ry is the cross-track satellite position error. 
4.4.2.3  Radial Position Errors 
A sensor radial position error is essentially an error in the estimate of the sensor 
altitude H as presented in the Figure 4-12. Following equations demonstrate that radial 
position error causes an across-track displacement. 
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Figure 4-12. Geometry used to estimate the effect of radial error in the geo-location 
budget. 
A target on the ground is placed on an inaccurate iso-range line due to the error in 
satellite altitude ∆h. The two iso-range lines in Figure 4-12 intersect the Earth surface 
in two contact points (x1, y1) and (x2, y2). Their position can be derived solving 
Equation 4-29 and Equation 4-30. The reference Cartesian axes are defined in Figure 
4-13. 
 ( )( )
2 2 2
1 1
2
2 2
1 1
x
x
e
e
y R
y R H R
 + =

+ − + =
 Equation 4-29 
 ( )( )
2 2 2
2 2
2 2
2 2
x
x
e
e
y R
y R H h R
 + =

+ − + + ∆ =
 Equation 4-30 
In the previous equations, R is the measured slant range. 
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∆h 
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∆r2 
H 
(x2,y2) (x1,y1) 
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Figure 4-13. Geometry to estimate radial position error. 
Therefore, considering the geometry in Figure 4-13, the ground range error ∆r2 is given 
in Equation 4-33. 
 ( ) 1 22 1 2 acos acose e
e e
y y
r R R
R R
    
∆ = Φ − Φ = −    
     
 Equation 4-33 
4.4.2.4  Satellite velocity error 
The ground along-track positioning error ∆x3 due to an error in the estimate of satellite 
velocity is given by Equation 4-34. 
∆r2
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 ( )3 2sin sin cos scx s y z
st
v R
x V V V
V
θ γ γ∆ = ∆ +∆ +∆  Equation 4-34 
In Equation 4-34,  ∆Vx is along-track velocity error; 
   ∆VY is cross-track velocity error; 
∆VZ is radial velocity error; 
   θs is the squint angle measured with respect to broadside; 
γ is the look angle; 
vsc is the ground velocity of the satellite; 
Vst is the orbital velocity of the satellite. 
The term in brackets in Equation 4-34 provides the projection of the velocity error along 
the orbital velocity of the satellite. 
Along-track velocity error produces an error in azimuth scale (Equation 4-35). 
 
x
a
x
V
k
V
∆
=  Equation 4-35 
4.4.2.5  DEM accuracy contribution 
DEM are tipically used in image processing to improve the quality of the geo-location. 
In particular the altitude of a given target on the Earth’s surface is a key parameter to 
achieve a correct target location. 
Topographic altitude is required to perform a precise geo-location budget. An error on 
the target quota within the SAR image focussing process can be translated into the 
effect of an altitude error on the geo-located product accuracy. 
According to the figure below, the target quota error ∆q is considered equivalent to a 
satellite altitude error. 
Considering geometry expressed in Figure 4-14 and assuming that r1=r2=r (this 
assumption is acceptable as slant range is about five orders of magnitutude than the 
error ∆q itself), following equations derive the error contribution due to this cause. 
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Figure 4-14. Geometry used to estimate the contribution of DEM accuracy 
' arcsin sin
R q
R
α α
+ ∆ 
=  
 
                               Equation 4-36 
 cos 1 cos
H r
R R
αΦ = + −  Equation 4-37 
 ( )c o s c o s ' c o sh r qα α∆ = − − ∆ Φ  Equation 4-38 
The geo-location error due to the quota shift is then computed as the geo-location error 
due to a corresponding satellite altitude shift. 
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4.4.2.6  SAR payload contribution - Datation 
accuracy 
Echo samples datation accuracy, i.e. the knowledge of the flight time when echo data 
have been received, affects the along-track positioning error.  
The effect of an error in the datation time is stated in terms of the effective azimuth 
location error (Equation 4-39). 
 D a s cx vτ∆ =  Equation 4-39 
In Equation 4-39,   τDa, is the datation accuracy; 
vsc is the ground velocity of the satellite. 
4.4.2.7  Timing error - Slant range positioning error 
The timing error determines the most part of the error that is estimated as the 
reciprocal of the minimum sampling frequency used by the SAR instrument. 
Hence, an error contribution in the order of c/2fs, where c is the speed of the light and fs 
is the minimum SAR sampling frequency, is to be expected in the range direction. 
The error affecting the impulse response function in the range plane (∆r) is considered 
in a within pulse basis: the time delay used in across-track calculation (range error) is 
given in Equation 4-40. 
 slant
within pulse linear phase error (deg) 1
360 Range bandwidth
τ =  Equation 4-40 
The resultant range error is given in Equation 4-41 (valid for bi-static configurations). 
 0
sin
slant
c
r τ
θ
∆ =  Equation 4-41 
4.4.2.8  Timing error - Along track positioning error 
Timing errors referred to the IRF azimuth characteristic are defined in a pulse-to-pulse 
basis. 
Consequently, the time delay used in azimuth calculation is given in Equation 4-42. 
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     (deg) 1
360  
az
pulse to pulse phase error
Doppler bandwidth
τ =  Equation 4-42 
To compute the effect in azimuth localisation Equation 4-43 has to be applied. 
 A z scx vτ∆ =  Equation 4-43 
4.4.2.9  On-board electronic delay 
Error in the estimation of the on-board electronic delay (i.e. τe) will cause a slant range 
error that, reported on ground is: 
 
2sin
e
c
r τ
γ
∆ =  Equation 4-44 
In Equation 4-44,  γ is the radar look angle. 
Un-compensated atmospheric propagation delays will contribute as well to an across-
track target displacement. 
4.4.3 Geo-location budget - conclusions 
In this section, a complete geo-location budget will be performed moving from the 
parameters included in Table 4-9.  
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Table 4-9. Parameters used to estimate the global geo-location budget. 
Earth radius (km) 6378 
Satellite altitude (km) 35786 
Orbit inclination (degrees) 0 
Light velocity (km/s) 300000 
Satellite velocity (m/s) 19.833 
Swath Velocity (m/s) 3.0 
Antenna length (m) 6 
Chirp bandwidth (MHz) 4 
Doppler Bandwidth (Hz) 0.2 
Datation accuracy (µs)* 100 
Pulse to pulse linear phase error (deg)* 25 
Electronic delay error (ns)* 100 
Within pulse linear phase error (deg)* 25 
  *values assumed from previous work experience. 
Table 4-10 presents the expected performances of the GeoSAR attitude and orbit 
determination system. These values will be used to perform the budget calculation.  
Table 4-10. GeoSAR Attitude and Orbit determination system performances. 
Satellite Position Error - Along track (m) 2.5 
Satellite Position Error - Across track (m) 2.5 
Satellite Position Error - Radial track (m) 2.5 
Satellite Velocity Error - Along track (m/s) 0.01 
Satellite Velocity Error - Cross track (m/s) 0.01 
Satellite Velocity Error - Radial track (m/s) 0.01 
DEM accuracy (km) 0.01 
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Table 4-11. GeoSAR imaging geometry. 
  Incidence angle (degrees) 
 20.00 25.00 40.00 50.00 59.50 
Off-nadir angle (deg) 2.97 3.67 5.58 6.65 7.49 
Earth centre angle (deg) 17.03 21.33 34.42 43.35 52.01 
Slant range (km) 36114.17 36297.32 37078.38 37780.27 38567.26 
Ground Range (km) 1868.41 2320.41 3605.21 4377.86 5026.69 
 
Table 4-11 includes the imaging geometry for the various incidence angles (degrees). 
Ground range is the distance across-track (in km) between the sub-satellite point and 
the point being imaged. 
 
Using the data included in all the tables in this section, the final geo-location budget 
has been compiled. The results are included in Table 4-12. 
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Table 4-12. Geo-location budget. 
Contributions to along-track errors   Incidence angle (degrees) 
   
     20 25 40 50 59 
 
Satellite Position Error - Along track (m) 0.38 0.38 0.38 0.38 0.38 
Satellite Position Error - Velocity error (m) 3.58 3.73 4.03 4.11 4.08 
Datation accuracy (µs)  0.30 0.30 0.30 0.30 0.30 
Pulse to pulse linear phase error (deg)  1.04 1.04 1.04 1.04 1.04 
         
Orbit contribution (m)     3.60 3.75 4.05 4.13 4.10 
Radar contribution (m)   1.08 1.08 1.08 1.08 1.08 
Total Along track error (m)  3.76 3.90 4.19 4.27 4.24 
    
Contributions to across-track errors         
Satellite Position Error - Across track (m) 0.38 0.38 0.38 0.38 0.38 
Satellite Position Error - Radial (m)  7.30 5.90 3.87 3.24 2.88 
Electronic delay contribution (m)  43.86 35.49 23.34 19.58 17.41 
Within pulse linear phase contr. (m)  7.614 6.162 4.051 3.399 3.022 
DEM contribution (m)    -7.34 4.35 34.51 57.60 88.22 
 
Summary 
 
        
Orbit contribution (m)     7.31 5.92 3.89 3.26 2.90 
DEM contribution (m)   -7.34 4.35 34.51 57.60 88.22 
Radar contribution (m)     44.51 36.02 23.68 19.87 17.67 
           
Total Across track error (m), rms  45.70 36.77 42.04 61.02 90.02 
Total error with DEM (m), rms   45.86 36.97 42.25 61.17 90.12 
 
Each line in Table 4-12 provides a contribution to the geo-location budget. The table 
has five columns that correspond to five different values of the ground incidence angle.  
Assuming that GeoSAR has 8 MHz bandwidth, the total geo-location accuracy is within 
two pixels (∆Rrange≈25 m). 
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4.5  Multi-static parasitic SAR 
The background chapter provided some insights into multi-static SAR configurations. 
Following the introduction about multi-static configurations and specifically about the 
SAR train concept, the present section will present an analysis with the aim of 
demonstrating the potential of GeoSAR in multi-static constellations. 
The SAR train concept (Aguttes, 2003; Aguttes, 2004) could be applied to GeoSAR to 
improve system performances. This concept has been discussed in the background 
chapter and two operating modes have been investigated: a first one that has random 
spacing between spacecrafts forming the constellation and a second operating mode 
that requires exact spacing in the flying formation. 
Only the first operating mode (random spacing) could be applied to GeoSAR as very 
tight formation flying requirements cannot be met for the whole integration time. 
Assuming that the SAR train is made up of nsat satellites, the constellation with random 
spacing can achieve an improvement nsat of the SNR and an improvement by nsat of 
ambiguity protection. 
4.5.1 Signal coherence 
Phase variations caused by terrain topography h in many applications are sufficient to 
reduce dramatically target coherence. Aguttes (2004) gives the phase decorrelation 
term caused by unknown topography (Equation 4-45). 
4
6sin 2
h
iR
pi ω
ε
λ
=     Equation 4-45 
In Equation 4-45,  ε is the phase error of any of the nsat signals to be focused; 
ω is the width of the tube containing the trajectories of the nsat 
SARs; 
h is the error in the knowledge of the topographic altitude of the 
target;  
i is the orbit inclination; 
R is the radar slant range; 
λ is the wavelength.  
Equation 4-45 shows that the error is inversely related to the slant range and that a 
good knowledge of terrain topography is required to reduce phase error. A high altitude 
orbit could make this configuration feasible even though the orbit control is not 
extremely precise (i.e. ω) and in absence of a good knowledge of terrain height (i.e. h).  
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A comparison between GeoSAR and a conventional LEO SAR has been carried out. 
Table 4-13 shows the parameters that have been taken into account in the analysis.  
Figure 4-15 has been plotted using Equation 4-45 and the parameters included in 
Table 4-13. It compares the influence of the error in the knowledge of topographic 
height on phase error in multi-static SAR processing. This inaccuracy is not significant 
in the geosynchronous case while it is important for the LEO multi-static configuration 
where precise SAR processing requires an accurate knowledge of topography that is 
not readily available especially in remote areas of the globe. 
Table 4-13. Parameters used to generate the plot in Figure 4-15.  
 GeoSAR LEO SAR 
R 40000 km 800 km 
i 50 deg 50 deg 
λ 0.25 m 0.25 m 
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Figure 4-15. Phase error induced by an error in the knowledge of the topographic 
height (constant perpendicular baseline ω=100 m). 
Equation 4-45 can be used as well to estimate phase errors induced by the width of the 
tube that contains the orbit of the nsat
 satellites that constitute the SAR train. Using 
parameters included in Table 4-13 for the GeoSAR, the phase decorrelation induced by 
the tube width is presented in Figure 4-16. 
It has to be said, however, that GeoSAR requires a very accurate knowledge of the 
slant range in order to avoid phase decorrelation. This aspect poses a strict 
requirement on the knowledge of the topography as well.  
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Figure 4-16. Phase error induced by the width of the tube containing the orbits of the 
satellites that constitute the SAR train tube width is expressed in meters. 
4.6  Conclusions  
The GeoSAR concept, developed at Cranfield Space Research Centre, is a system 
design for an L band bi-static geosynchronous SAR system. This research contributes 
to the development of this concept that has already been demonstrated in literature, 
estimating performances and investigating issues related to phase decorrelation 
aspects that happen during the integration time. 
Performance varies with the location of the target on the globe due to the differences in 
slant range and viewing angles. 
The analysis carried out on the bi-static SAR phase provides estimates of its sensitivity 
to phase delays. The expressions worked out highlight that GeoSAR, due to the large 
slant range and the long integration time (8 hour), is extremely sensible to phase 
delays, much more than any equivalent LEO configurations.  
SAR image reconstruction has to take into account decorrelation effects induced by 
fluctuating targets and by heterogeneities in the propagation medium. This issue is not 
usually addressed in the literature, as it does not concern the design of LEO SARs.  
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The outcome of this analysis provides the rationale for the detailed analysis about 
decorrelation effects that will be addressed in the remaining part of this report.  
A geo-location accuracy better than two pixel could be achieved without a very tight 
requirement on orbit determination accuracy. The most important contributions to the 
budget have been given by the electronic delay and by the DEM. It is well known that a 
good quality DEM is a major requirement to achieve a good geo-location.  
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5 SAR Azimuth Focussing Simulation  
The aim of this chapter is to discuss the methodology and the tools that have been 
used in the present research to look into the issues related to GeoSAR azimuth 
focussing.  
In order to investigate the effect of perturbations that influence the system during the 
integration time, an azimuth bi-static SAR simulator has been implemented. This 
methodology requires the preliminary definition of an appropriate dataset. The rationale 
that is behind the generation of simulated SAR signal backscattered is presented in 
section 5.1. The subsequent section 5.2 presents some aspects related to temporal 
decorrelation. 
Section 5.3 describes the procedure carried out to generate correlated Gaussian noise, 
used in the simulations to generate noise sources with a given temporal correlation. 
Section 5.4 proposes an analytical approach to estimate the loss in coherent signal 
integration gain for Gaussian phase noise with limited amplitude. This methodology will 
be extensively applied to estimate the effect of perturbations affecting SAR signal. 
The bi-static azimuth SAR simulator that has been implemented for the simulations has 
been presented in section 5.5. The subsequent section 5.6 summarises the different 
approaches that have been used in the simulations carried out. 
Section 5.7 recalls the potential sources of temporal decorrelation that have been 
investigated in this research (Earth tides, tropospheric and ionospheric perturbations) 
and looks into the rationale that is behind the simulations that have been carried out. 
In the relevant sections, a more specialist literature review, related to the subjects 
under investigation, has been included. 
5.1  Statistical modelling of SAR backscatter 
In order to implement a bi-static SAR simulator, SAR backscatter has been modelled 
following an approach that allows taking into account temporal decorrelation. The idea 
behind this methodology comes from previous research carried out at Cranfield Space 
Research Centre about the effect of wind motion on temporal coherence (Seynat, 
2000).  
The images of uniform surfaces have a typical noise-like aspect that is due to the 
phenomenon of speckle. Assuming that the total backscatter received by the antenna 
is the result of the summation of multiple individual scattering elements in the scattering 
volume, the total backscattered signal is given in Equation 5-1 (Seynat, 2000; Hobbs, 
1997). 
SAR Azimuth Focussing Simulation  Davide Bruno 
 
 
205 
 
1
k
n
ii
k
i
V V e V e
φφ
=
= =∑  Equation 5-1  
This summation can be compared to an interference phenomenon between individual 
contributions. 
To take into account the changes in radar backscatter that occur during the integration 
time, in principle it is possible to separate the scattering contribution in two parts: a 
static one and a dynamic one. The static contribution is due to all the individual 
scatterers that do not change their position and their properties during the integration 
time while the dynamic contribution simulates the various sources of decorrelation in 
the radar backscatter. 
5.1.1 Static contribution 
The static contribution Vs is expressed as: 
  s
i
sV ae
φ
=   Equation 5-2 
If the individual scatterers are uniformly distributed in the ground resolution cell then 
the phase is uniformly distributed in the interval [-pi;+pi]. This implies that the real and 
imaginary parts of the backscatter have a Gaussian distribution. The resulting 
backscatter amplitude has a Rayleigh distribution with probability distribution as in 
Equation 5-3, where ν is the mean and σ the variance of the distribution. 
 ( ) 2 expV v vP v σ σ
 
= − 
 
 Equation 5-3  
In order to evaluate phase distortions induced by temporal decorrelation 
heterogeneities, the dataset used for SAR azimuth focussing simulations should refer 
to a stable point target. 
Therefore, in the simulations that have been carried out in the present research, the 
static component Vs will have a stable behaviour (both in amplitude and in phase). 
5.1.2 Dynamic contribution 
The dynamic component Vd is expressed as in Equation 5-4 
 di
d
V e
φ
=   Equation 5-4 
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In Equation 5-4, φd is the phase of the dynamic component specified by a 
probability distribution. 
 
In Equation 5-4, a unit amplitude of the dynamic component has been assumed so that 
coefficient a in Equation 5-2 gives the relative accuracy. 
The dynamic component is a multiplicative phase factor that can model phase delays 
induced by surface displacements or by heterogeneities in the propagation medium. 
Dynamic phase can be simulated with a Gaussian distribution.  
5.1.3 Dataset construction 
The static component Vs models the amplitude and the phase of the stable point 
scatterer. The dynamic contribution Vd provides an additional phase term that can be 
used to model phase perturbations that affect GeoSAR focussing using the phase 
screen approach (Greene and Moller, 1961; described in section 5.6.2).  
;
s d
V V V= ×   Equation 5-5 
Different phenomena that affect GeoSAR focussing will be modelled varying the 
stochastical properties of the dynamic term Vd.  
5.2  Temporal decorrelation 
The SAR capability to measure the relative phase within each pulse requires 
coherence from pulse to pulse over the collection time needed for azimuth resolution 
(Carrara et al., 1995). The concept of coherence in an imaging system is related to the 
predictability and, more in general, to the stability of phase. 
The key concept in analysing coherence is the “coherence time”, the time during which 
the scattered signal retains the same amplitude and scattering phase (Ulaby et al., 
1986). The only phase shift that can occur during this time lapse is the one due to the 
motion of the radar. A coherence time or correlation time shorter than the actual 
integration time implies that the achievable azimuth resolution is smaller. If the target is 
completely non-coherent, the pulses collected by the radar do not sum coherently and 
the targets cannot be processed coherently unless the resolution is reduced (i.e., the 
integration time is diminished to become closer to the actual correlation time).  
The long integration time of a geosynchronous SAR implies that the coherence of the 
imaged target has some serious implications on the determination of the radar SNR. 
Only a few targets could be considered so stable to preserve their coherence on time 
scales of about 30 minutes or even more (Prati et al., 1998).  
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The long integration time behaves like a filter as it focuses mainly stable targets. 
Following the discussion provided by Prati et al. (1998) it is possible to investigate the 
effects of geosynchronous SAR parameters on target’s response and clutter in order to 
evaluate if there are any relatively unstable scatterers that could be filtered out by the 
integration process for their lack of coherence. 
This section recalls a simplified analytical approach described by Prati et al. (1998) to 
estimate the integration loss expected for both stable and unstable scatterers. Stable, 
partially stable and non-coherent scatterers have been looked into to derive an 
analytical expression for SNR. This method has not been applied in the present 
research but its rationale provides a useful background to the methodology that has 
been effectively applied to estimate the coherent integration loss. 
5.2.1 Stable scatterer 
As explained by Picardi (2000) a single scatterer stable on the terrain and that is 
illuminated by a chirp signal with a bandwidth B is focused in range by cross-
correlation. This function has a peak at the scatterer location plus a random pedestal 
with noise. The peak to pedestal power ratio is given by Equation 5-6 (Picardi, 2000).  
 T B∆ ×  Equation 5-6 
In Equation 5-6,   ∆T is the pulse length; 
    B is the bandwidth of the transmitted signal. 
 
Prati et al. (1998) specify that the correlation is repeated for every azimuth position of 
the synthetic aperture. Under the hypothesis that the scatterer is stable, the correlation 
peaks at the target location sum up coherently while the pedestals sum incoherently. 
The SNR due to any stable scatterer therefore is given by Equation 5-7. 
 1 obsSNR T B T PRF= ∆ × × ×  Equation 5-7 
In Equation 5-7,  SNR1 is the peak to pedestal power ratio that corresponds to a 
stable scatterer; 
   Tint is the integration time; 
PRF is the Pulse Repetition Frequency. 
 
The term TintxPRF stands for the number of coherent pulses that sum coherently during 
the integration time. 
Thermal noise has not been included in this analysis. The SNR comes purely from 
signal focussing. 
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5.2.2 Partially coherent targets 
Partially coherent targets such as water or vegetation have a finite correlation time that 
is usually much shorter than the integration time and larger than the pulse length. For 
water or dense vegetation at L band it can be considered τ =0.1 seconds (Prati et al., 
1998). Analogous results can be achieved even considering a longer correlation time 
(i.e. few seconds) that appears more likely for canopies (Seynat, 2000; Hobbs, 1997). 
The correlation time or coherence time is the time lapse during which the range 
focussed correlation peaks sum coherently. In the whole synthetic aperture, there are a 
series of correlation peaks that are not related to each other. Those peaks generate a 
1D pedestal in the azimuth direction. On the other hand, there is a 2D (both in range 
and in azimuth directions) noise pedestal given by the signals that sum-up non-
coherently in range and in azimuth focussing. The SNR is given in Equation 5-8. 
 cSNR T B PRFτ= ∆ × × ×  Equation 5-8 
In Equation 5-8,   τc is the correlation time of the target. 
5.2.3  Totally non coherent targets 
For a theoretical non-coherent target, the correlation time is shorter than the pulse 
length (taking into account the bandwidth). The output of the correlation gives only a 
noise pedestal both in range and in azimuth, there is no useful signal. 
5.3  Correlation time (distance) 
The concept of correlation time has been used in this research to estimate the temporal 
or spatial coherence of various noise sources.  
Correlation time (or distance) has been estimated using the approach usually applied 
to time series. Phase variations have been modelled as a first-order Gauss-Markov 
process. Figure 5-1 illustrates that correlation time (or distance) ρ has been defined in 
terms of the variance σ2 as the time/distance that corresponds to a value of the auto-
correlation equal to 1/e σ2 = 0.3769 σ2. 
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Figure 5-1. Illustration of estimating the correlation times (or distance) (El Gizawy, 
2003).  
The expression for the autocorrelation ρ as a function of the lag k is: 
 ( )
1
*
1
2
1
1
1
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− −
+
=
=
−
=
∑
∑
  Equation 5-9 
In Equation 5-9,  V is the time (or spatial) series that is being considered. 
5.3.1 Gaussian filter 
In the present research, an azimuth SAR processor has been implemented in Matlab to 
investigate the effect of temporal correlation on GeoSAR focussing. Where necessary, 
Gaussian correlated noise has been added to the system to investigate its effects. 
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Oksanen and Sariakoski (2005) describe a procedure to generate a Gaussian filter that 
can be implemented in order to generate correlated noise starting from white Gaussian 
noise. The code in Matlab that has been used to generate correlated Gaussian noise is 
included in Appendix B (Gaussian_filter.m).  
The method is thoroughly described in their paper. An a priori determined spatial 
autocorrelation function is determined and, exploiting the properties of Gaussian 
distributions and convolution, uncorrelated noise is filtered as to achieve the desired 
autocorrelation in the form presented in Equation 5-10 (Oksanen and Sariakoski, 
2005):  
 ( ) ( )
2
2
t
t e τρ
−
=  Equation 5-10 
In Equation 5-10, ρ is the correlation coefficient; 
   t is the time lag; 
   τ is a time constant that has to be tuned to set the filter response. 
 
With respect to box filtering, the Gaussian filter actually low-passes the noises 
removing the desired frequencies. 
Figure 5-2 shows the correlation function that corresponds to τ=3. 
 
Figure 5-2. Auto-correlation function achieved with a Gaussian filter (τ= 3). The 
figure shows the correlation level that corresponds to correlation time (1/e = 0.3769). 
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Setting the coefficient τ and using Equation 5-10, it is possible to obtain the desired 
correlation time (i.e. time lag that corresponds to an auto-correlation 1/e). Figure 5-3 
shows the auto-correlation function with correlation time 10 samples. 
Figure 5-3. Auto-correlation function with correlation time 10 samples. 
5.4  Coherent integration loss estimation 
Under the assumption that heterogeneities are modelled as white Gaussian noise, 
Richards (2003) provides a valuable analytical derivation that might be used to 
estimate analytically the loss in integration gain L (Equation 5-11).  
 ( )2 21010log 4.343 dBL e σ σ−≅ = −  Equation 5-11 
It is applicable for small phase errors due to white noise (i.e. up to 20°) with variance σ2 
(in rad2). When the amount of phase delay is beyond this limit, its effect on GeoSAR 
azimuth PSF has been evaluated by means of Monte Carlo simulations as 
recommended in Green and Moller (1961). 
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5.5  SAR azimuth processing 
In order to evaluate GeoSAR’s robustness to temporal decorrelation, a SAR simulator 
has been implemented. The code simulator.m has been developed in Matlab (listing in 
Appendix B). The code has been run mostly on a commercial laptop (Windows XP 
operative system). Longer simulations have been run on Cranfield University’s 
computing grid. For validation purposes a different code (developed independently) by 
Hobbs (2008) has been used. This software has been developed in C (Visual C++ 5.0 
environment). Only azimuth processing has been implemented for the two main 
reasons listed below. 
• Target fluctuations and phase delays affect mainly azimuth (slow-time) 
processing that happens during the integration time (i.e. 8 hours). 
• Due to the large number of pulses required to focus a single image, a complete 
SAR processor (i.e. range and azimuth) would be feasible only adopting 
processing farms. 
The simulator is able to focus a line of scatterers; however, the most useful output of 
the simulator is the azimuth ambiguity function, also known in literature with the names 
azimuth Point Spread Function (PSF) or Impulse Response Function (IRF). It is the 
response of the system to a stable scatterer with unit radar cross section (in absolute 
terms) placed at the centre of the synthetic aperture. 
The ideal azimuth ambiguity function is represented by a spike of infinitesimal width 
that peaks at the origin and is zero everywhere else, as illustrated in Figure 5-4. An 
ideal ambiguity function provides perfect resolution between neighbouring targets 
regardless of how close they may be with respect to each other. This will require an 
infinite Doppler bandwidth and therefore cannot physically exist.  
Simulations run can provide GeoSAR’s azimuth impulse response in the ideal (without 
noise) and the real (noisy) case. The comparison between the results will provide 
insights into the effect of temporal decorrelation.  
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Figure 5-4. Ideal radar ambiguity function, χ(τ,fd) is the ambiguity function, τ is the 
fast-time coordinate, fd is Doppler frequency (Mahafza, 2000). 
Section 5.5.1 will present some specialist literature about SAR image processing; the 
subsequent section will discuss in details the structure of the simulator and its 
validation process. 
5.5.1 Literature 
Cumming and Wong (2004), Soumekh (1999) and Franceschetti and Lanari (1999) 
provide the three major references about SAR signal processing.  
The fundamentals of SAR processing have already been discussed in the background 
chapter; hereafter the analytical approach described by Soumekh (1999) has been 
presented.  
SAR focussing could be carried out in two phases: fast time (i.e. range) processing and 
slow-time (i.e. azimuth) processing. Even though this research dealt only with the 
analysis of the system azimuth PSF, in this section about literature review both the 
steps required for a complete SAR processing will be discussed for the sake of 
completeness. 
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Figure 5-5. SAR raw data in the fast-time/slow-time domain (Soumekh, 1999). 
5.5.1.1  Range processing 
Range processing, also called fast-time processing, refer to the imaging process 
across-track. Figure 5-5 refers to a LEO configuration, in a geosynchronous SAR the 
effect of range migration is not relevant due to the size of the resolution cell (Hobbs, 
2008). 
Assuming that, within the range swath, there are n targets with backscatter σn at range 
distance xn that are illuminated by a signal p(t), the received echoed signal has the 
following form in the time domain (Equation 5-12). 
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Equation 5-12 is appropriate for a monostatic configuration. In a bi-static configuration 
the round-trip delay 2xn has to be substituted with xt+xr to take into account the different 
slant ranges from the transmitter to the target and from the latter to the receiver.  
The Fourier transform of the echoed signal (in bi-static form) is given in Equation 5-13. 
 ( ) ( )
( )tn rnx x
j
cS P eω ω
+
−
=  Equation 5-13 
As reported in the background chapter, matched filter is one of the methods for range 
imaging. The output signal sM(t) is obtained from inverse Fourier transform of the 
convolution of the collected signal S(ω) with the reference range signal P*(ω) (i.e. 
complex conjugate of P(ω)). 
 ( ) ( ) ( ) ( )
( )
21 * 1
tn rnx x
j
c
M n
n
s t FT S P FT P e
ω
ω ω σ ω
+
−
− −
 
 = =   
  
∑               Equation 5-14 
The range Point Spread Function (i.e. PSF) or range ambiguity function therefore is: 
 ( ) ( ) 21rpsf t FT P ω−  =    Equation 5-15 
The PSF clearly depends on the spectral shape of the radar signal. Franceschetti and 
Lanari (1999) report (Equation 5-17) the PSF for a chirp signal or linear frequency 
modulated radar signal (Equation 5-16). 
 ( ) ( ) 2j t j tp t a t e β α+=  Equation 5-16 
 ( ) ( )
2
2
sinc
2
j x
R
c
psf x e x x
B
pi
λ pi
−  
′ ′= − 
 
 Equation 5-17 
In Equation 5-17,  BR is the bandwidth of the chirp signal, 
x’ is an arbitrary range variable. 
SAR range resolution, as discussed in section 2.2.1, is a function of the bandwidth of 
the transmitted signal (Equation 5-18). 
 
2
r
R
c
R
B
∆ =  Equation 5-18 
Figure 5-6 shows the raw SAR data after fast-time processing. 
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Figure 5-6. SAR data after fast-time processing (Soumekh, 1999).  
5.5.1.2  Azimuth processing 
Azimuth or slow-time processing is the key item in SAR processing as it allows to 
synthesize the synthetic aperture and to achieve a resolution that is considerably 
smaller compared to real aperture radars as shown in the background chapter. 
It is assumed that the platform carrying the radar is moving along a straight path and is 
located at (0,u), where the coordinate u is varying with time. The measured echoed 
signal is presented in Equation 5-19 (for monostatic SAR). 
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∑  Equation 5-19 
In Equation 5-19,   yn is the along-track position of the scatterer; 
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u is the spatial coordinate along the flight path of the 
antenna.  
 
The round trip delay for the wave propagation for the ith target, in the monostatic case, 
is: 
 
( )222 i
i
x y u
t
c
+ −
=  Equation 5-20 
The above is the equation of a half hyperbola in the (t,u) (i.e. fast time, slow time) 
domain. 
After fast-time matched filtering, as presented in section 5.5.1.1 , the Fourier transform 
of the generic SAR signal s(t,u) with respect to fast time is: 
 ( ) ( ) ( )222, n nj k x y un
n
s u P eω ω σ
− + −
= ∑  Equation 5-21 
In Equation 5-21,  k=ω/c=2pif/c is the wavenumber. 
The subsequent operation in SAR processing is a Fourier transformation in the slow-
time (i.e. azimuth) domain: 
 ( )
22 2 22 4n n u n u nj k x y u j k k x jk yFT e e
− + −
− − − 
=  
 Equation 5-22 
In Equation 5-22,  ku ∈ [-2k;2k] is the synthetic aperture frequency domain. 
The slow-time Fourier transform of the signal s(ω,u) is: 
 ( ) ( ) 2 24, u n u nj k k x jk yu n
n
S k P eω ω σ
− − −
= ∑  Equation 5-23 
The phase function in the exponential term is a linear function of the position of the 
target. This will be used in SAR reconstruction. 
Assuming that there are M samples along the synthetic aperture (u coordinate) with 
sample spacing ∆u, after Fourier transforming as in Equation 5-22 we have M samples 
S(ω, ku) with the following spacing: 
 
2
uk
M u
pi∆ =
∆
 Equation 5-24 
Defining two new functions kx and ky: 
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 ( ) 2 2, 4x u uk k k kω = −  Equation 5-25 
 ( ),y u uk k kω =  Equation 5-26 
If the synthetic aperture of the SAR considered is 2L, the variable u ∈ [-L; +L]. The 
aspect angle interval over which a target is observable to the radar is related obviously 
to the size of the antenna beam width. For a planar antenna it is: 
 [ ]; ;
2 2
D D
D D
λ λφ φ φ  ∈ − = −    Equation 5-27 
The ku domain is limited by the SAR geometry: 
 [ ]2 sin ; 2 sinu D Dk k kφ φ∈ −  Equation 5-28 
In fast-time domain, the frequency ω is limited by the bandwidth of the signal. 
The SAR focused signal is achieved via inverse bi-dimensional Fourier transform as 
shown in the diagram in Figure 5-7. The focused SAR image is shown in Figure 5-8. 
 
Figure 5-7. Block diagram of generic SAR digital reconstruction algorithm via spatial 
domain interpolation (Soumekh, 1999). 
 
SAR Azimuth Focussing Simulation  Davide Bruno 
 
 
219 
 
Figure 5-8. Stripmap SAR reconstruction. 
5.5.2 GeoSAR bi-static azimuth processor 
The main objective of this research is to investigate the effects of temporal 
decorrelation on GeoSAR, analysing image focussing in presence of fluctuating targets 
or variations in the propagation medium that induce phase delays. 
An azimuth bi-static SAR processor has been implemented in Matlab following the 
methodology described in previous sections (the source code simulator.m and all the 
functions and subroutines that have been used are enclosed in Appendix B). 
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Figure 5-9 presents the flow chart with the relevant steps i
following sections describe in details the operations related to each of
 
Figure 5-9. GeoSAR 
Figure 5-10 describes the structure of the code 
dependencies among the functions that implement
code. 
The simulator is also capable of importing/exporting raw data that could be used for 
validation purposes. 
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Figure 5-10. Functions included in the simulator.m code. 
5.5.2.1  Define orbit and SAR parameters 
Table 5-1 includes the parameters that are relevant for the simulation. The table 
reports a simple description of each parameter, the name of the variable inside the 
code and some additional information that can be useful for the comprehension of the 
problem. 
Table 5-1. Relevant parameters in the simulation. 
Description 
Variable Units 
 
Notes 
System properties 
Range resolution 
dx m 
To be used to determine the RCS 
of each scatterer. 
Grid resolution 
dy m 
To be used to determine the RCS 
of each scatterer. It has to be much 
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Description 
Variable Units 
 
Notes 
smaller than azimuth resolution. 
Number of points in the 
grid  
n_grid N.A. 
The grid is defined from abscissa 
yref0 to abscissa (ygrid+n_grid x 
dy). 
Number of pulses  
n_pulse N.A. 
Number of pulses along RX 
trajectory where SAR signal is 
estimated. 
Height of the satellites  
h0 m Same height for TX and RX. 
Location of the 
scattering grid 
ygrid0 m Abscissa of the first scatterer. 
Surface noise 
temperature  
Tsurf K To be used in SNR estimation. 
Frequency 
fc Hz Centre frequency. 
Speckle effect 
Random
_phase 
N.A. Flag that activates speckle effect 
Thermal noise 
Flag_ide
al 
N.A. Flag that activates thermal noise 
 
Transmitter 
Transmitted power  
Pt W  
Transmitter velocity  
vt m/s 
Velocity is assumed to be zero 
(transmitter stationary) in GeoSAR. 
Transmitter position 
across-track 
dxt m 
Used to locate the position of the 
transmitter. 
Bandwidth of the signal  
nbw Hz  
Transmitter antenna 
area 
Atx m2  
 
Location of the 
transmitter 
ytx0 m 
Used to locate the position of the 
transmitter. 
Table 5-1. Relevant parameters in the simulation. 
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Description 
Variable Units 
 
Notes 
 
Receiver 
Receiver velocity  
v_sat m/s  
Pulse Repetition 
Frequency 
prf Hz  
Antenna area 
Arx m2  
Receiver noise figure 
n absolute  
Start of synthetic 
aperture 
yref0 m 
Abscissa where the synthetic 
antenna aperture starts. 
Start of pulse reception 
ypulse0 m 
Abscissa where the receiver 
receives the first pulse. 
Position across-track 
dxt m  
  
Table 5-1. Relevant parameters in the simulation. 
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Figure 5-11. Bi-static acquisition geometry. 
Figure 5-11 includes some of the variables that have been previously introduced. The 
simulator is able to focus targets that are located along a fixed range (i.e. across-track) 
coordinate. The picture shows the across-track positions of the transmitter and of the 
receiver (i.e. dxt, dxr), the abscissas along the y-axis (cross-range coordinate) of the 
transmitter (i.e. yref0), of the receiver when the first pulse is received (i.e. ypulse0) and 
the first abscissa where the scatterers have been defined (i.e. ygrid0) 
5.5.2.2  SAR raw data generation 
SAR raw data has been generated using the function simulation.m. In SAR imaging the 
real antenna has a footprint that is much larger than the azimuth resolution and 
contains a large number of scatterers (i.e. n_grid in the simulation). For any pulse that 
is transmitted, n_grid contributions (i.e. reflections coming from each scatterer that has 
been modelled) sum up at the receiver antenna under the assumption that they are 
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included in the same range gate. Figure 5-12 shows the formation of the signal coming 
from each pulse. 
 
Figure 5-12. SAR raw data generation, imaging geometry. 
For each pulse transmitted every (vsc / PRF) seconds, the simulator performs the 
operations included in the following flow chart. 
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Figure 5-13. SAR raw data generation, flow chart.
The amplitude of the signal coming from each scatterer has been estimated 
considering a power budget. The amplitude of the 
the transmitted power, the ranges from the receiver and the transmitter (
incidence angles for transmission and reception, transmitter and receiver beam gain 
functions (f1, f2) and target radar cross section 
 
2 2 2
T T R
R T T R R
P A A
P f fλ pi= ×
In Equation 5-29,  λ is the system wavelength 
   PT is the transmitted powe
   PR is the received 
   θT is the transmitter 
θR is the receiver incidence angle;
RR range from the receiver to the target (m);
RT range from the transmitter to the target (m);
AT is the transmitter antenna area (m
AR is the receiver antenna area (m
 Davide Bruno
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received power PR is a function of 
RR, 
σ as in Equation 5-29 (Hobbs, 2008)
cos cos
4T RR R
θ σ θ  Equation 
(m); 
r in (W); 
power (W); 
incidence angle; 
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σ is the radar cross section (m
 
Radar cross section σ (Equation 
cross section in absolute terms 
scatterer.  
 σ σ
The electric field strength E is proportional to the squ
receiver calibration c0 of 1 VW
-1/2
 
Figure 5-14 shows the amplitude of the real part of t
scatterer with unit amplitude (i.e. in absolute terms) placed at abscissa y=0. 
aperture length is 1068 samples. A target placed in the origin corresponds to a peak at 
samples 534 (i.e. 1068/2). 
Figure 5-14. Real part of the signal corresponding to a unit
target placed at abscissa y=0.
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2). 
5-30) has been defined taking into account the
σ0 and the surface that corresponds to a single 
0 dxgrid dygrid= × ×  Equation 
are root of the receiving power
 has been assumed (Hobbs, 2008). 
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5.5.2.3  Noise generation 
The different noise sources that will be added in the simulator will be described 
hereafter. 
5.5.2.3.1 Speckle effect 
To simulate speckle effect, a random phase (with uniform distribution between 0 and 
2pi) will be added to every pulse (both to the in-phase and to the quadrature 
component). 
The series or random phase numbers has been obtained using the Matlab function 
unifrnd.  
5.5.2.3.2 Thermal noise 
The electric field due to thermal noise is given in Equation 5-32: 
 
0n wE c nkTB=  Equation 5-32 
In Equation 5-32, n is the noise figure of the receiver (dB); 
   T is noise temperature of the Earth’s surface (K); 
   k is the Boltzmann constant; 
   BW is the radar bandwidth. 
 
The electric field induced by thermal noise is given by the value presented in 
Equation 5-32 multiplied by a normally distributed random variable with zero mean and 
unit standard deviation. The random variable has been generated using the Matlab 
function normrnd. 
5.5.2.3.3 Other noise sources (temporal decorrelation) 
The SAR simulator will be used with two different purposes: to evaluate the effect of 
temporal decorrelation sources and to assess the accuracy of the models available in 
literature to compensate for the various noise contributions. Two different functions 
have been developed in Matlab. 
The function noise_model.m has been used to model, when possible, the different 
noise sources that affect the system. The objective of the simulations carried out with 
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this approach is to understand the effects on GeoSAR focussing of potential sources of 
decorrelation (i.e. Earth tides, tropospheric and ionospheric noise). 
The function noise.m has been used to simulate the effect of residual noise effects 
after compensation has been carried out using the available information.  
5.5.2.4  Image focussing 
SAR azimuth processing has been implemented in both time and Fourier domain. This 
allows to compare results achieved with different algorithms and to validate the code 
itself. The sarsim code (Hobbs, 2008) does not include a complete SAR processing. 
SAR raw data generated with the sarsim code have been imported in Matlab for 
validation purposes. 
5.5.2.4.1 Focussing in time domain 
Image focussing has been carried out in three steps: 
- Correlation in time domain using the Matlab function xcorr that estimates the 
unbiased (i.e. non normalised) correlation between two vectors, the signal 
generated through the code simulation.m and the reference signal; 
- Normalisation of the outcome of the correlation (i.e. divide by the number of 
samples involved in the correlation process). 
5.5.2.4.2 Focussing in Fourier domain 
Image focussing has been carried out in two steps: 
- Fourier transform of the SAR raw data, F(ω); 
- Fourier transform of the SAR raw data given by a unit amplitude (σ=1) at 
abscissa y=0, the impulse reference function Fref(ω); 
- Complex multiplication between F(ω) and Fref(ω) as in Equation 5-33 where the 
operator conj is the complex conjugate;  
 ( ) ( ) ( )signal refF F conj Fω ω ω = ×    Equation 5-33 
- Inverse Fourier transform to obtain Fsignal(t) from Fsignal (ω). 
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5.5.2.5  Image normalization  
The radar calibration factor (Hobbs, 2008) given in Equation 5-34 has been used to 
normalize the focused SAR image and get the radar cross section of the scatterers that 
have been inserted in the model.  
 
2 2 2
_
4
t rx tx
R T
P A A
rad cal
r rpiλ=  Equation 5-34 
5.5.2.6  Distributed scatterers 
The simulator is able to focus different targets with variable amplitude that are placed 
along an across-track line. Figure 5-15 shows a focused SAR image with scatterers 
with unit amplitude between abscissa y=0 m and y=156 m without the effect of speckle. 
The aperture length is 1068 samples. A target placed in the origin corresponds to a 
peak at samples 534 (i.e. 1068/2). 
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Figure 5-15. Focused SAR image with a series of unit amplitude scattered placed 
between abscissa y=0 and abscissa y=156 m. Speckle effect has not been 
introduced. 
Figure 5-16 shows the focused image for the same scenario with the natural 
randomisation of phase added (flag random_phase turned on in the code). In presence 
of speckle effect, neighbouring targets do not in general sum up coherently; therefore, 
the expected amplitude peaks are lower and the background noise has a larger 
amplitude. 
In Figure 5-15 and Figure 5-16 1300 pulses have been focused therefore the points in 
the synthetic aperture from zero to 232 (synthetic aperture is made up of 1068 pulses) 
are not focused correctly (synthetic aperture shorter than nominal). This explains the 
behaviour observed in presence of speckle (Figure 5-16). 
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Figure 5-16. Focused SAR image with a series of unit amplitude scattered placed 
between abscissa y=0 and abscissa y=156 m with speckle effect. 
5.5.2.7  Link budget considerations 
The code has the option to include thermal noise in the system (flag flag_ideal turned 
on). This option will be used to make some considerations on the power budget and on 
the ground resolution of the system. 
The plots that will be presented in this section have been generated assuming the 
following values for these relevant parameters:  
- transmitter antenna size 10 m2;  
- receiver antenna size 25 m2;  
- transmitted power (EIRP) 100 kW;  
- surface temperature 290 K; 
- receiver noise figure 3 (absolute terms); 
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- system bandwidth 6 MHz. 
5.5.2.8  Validation 
Table 5-2 includes the list of the parameters have been used for the validation test 
case.  
Table 5-2. Input values used in the validation test cases. 
Description 
Variable Units Value 
System properties 
Range resolution 
dx m 100 
Grid resolution 
dy m 4 
Number of points in the 
grid  
n_grid N.A. 201 
Number of pulses  
n_pulse N.A. 1200 
Height of the satellites  
h0 m 36x10
6
 
Location of the 
scattering grid 
ygrid0 m -2000 
Surface noise 
temperature  
Tsurf K 290 
Frequency 
fc Hz 1.5x10
9
 
Speckle effect 
Random
_phase 
N.A. 0 
Thermal noise 
Flag_ide
al 
N.A. 0 
 
Transmitter 
Transmitted power 
(EIRP) 
Pt W 100x10
5
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Description 
Variable Units Value 
Transmitter velocity  
vt m/s 0 
Transmitter position 
across-track 
dxt m -5x10
6
 
Bandwidth of the signal  
nbw Hz 6x10
6
 
Transmitter antenna 
area 
Atx m2 10 
Location of the 
transmitter 
ytx0 m 0 
 
Receiver 
Receiver velocity  
v_sat m/s 2.778 
Pulse Repetition 
Frequency 
prf Hz 0.0371 
Antenna area 
Arx m2 25 
Receiver noise figure 
n absolute 3 
Start of synthetic 
aperture 
yref0 m -40x10
3
 
Start of pulse reception 
ypulse0 m -40x10
3
 
Position across-track 
dxt m 5x10
6
 
The validation process includes several steps: 
- The program correctly reads input parameters (visual inspection). 
- The radar calibration factor agrees with the value that has been calculated with 
an independent Excel spreadsheet and with the output of the sarsim code 
(Hobbs, 2008). 
- The peak value of the point spread function is at the correct position (sample 
534 for a synthetic aperture of 1068 samples). The synthetic aperture starts at 
abscissa -40.000 m, therefore pulse no. 535 corresponds to an abscissa y=0 m. 
Table 5-2. Input values used in the validation test cases. 
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- The point spread function generated with the GeoSAR simulator coinci
the one generated with the simulator 
The impulse response function of the system 
is a single scatterer with unit amplitude (in absolute value) at the abscissa y=0.
The impulse response function estima
Figure 5-17. 
Figure 5-17. Impulse response function generated with the SAR simulator in Matlab.
The value of the peak of the radar 
σ was 400 m2, taking into account incidence losses (
least the first six figures (radar calibration factor 
impulse response function is correctly located 
abscissa y=0. 
The same function has been estimated using the 
(Hobbs, 2008). Simulated SAR signal has been extracted from the output file and 
Fourier processing has been applied to generate the impulse response function
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sarsim. 
has been estimated assuming that there 
ted with the Matlab code simulator.m is shown in 
cross section is 392.429 m2, the initial value of 
0.9811), this value is correct for at 
≈2.8501 x 1023). The peak of the 
at the pulse 535 that correspond
sarsim function in C environment
 
des with 
 
 
 
s to 
 
 (Figure 
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5-18). The value of the peak coincides with the one achieved using the Matlab code for 
at least the first 6 figures. The peak is located at sample 535 as in the previous case.
Figure 5-18. Impulse response function generated with sarsim code.
5.6  Analysis of temporal decorrelation
methodology 
Temporal decorrelation aspects are 
that the imaged scenario, as well as the p
integration time. This hypothesis implies that
SAR processing. It is acceptable in conventional LEO SAR as the integration time is 
too short (i.e. shorter than 1 second) 
image formation. This assumption fails in GeoSAR
therefore the sources of temporal decorrelation have to be considered as acting during 
image formation. 
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 effects - 
discussed in SAR literature under the assumption 
ropagation medium, is frozen during the 
 temporal decorrelation do not hamper 
to allow for significant effects to take place
 due to the long integration time, 
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Phase disturbances acting on the system vary both in space and in time. The bi-static 
SAR simulator implemented in this research allows azimuth SAR focussing. Only 
temporal variations in phase delays that are active during the integration time will be 
investigated in the present research. 
Phase delays obviously show spatial variations within a SAR image. GeoSAR spatial 
scale (with nominal azimuth ground resolution) is about 80 km in azimuth (i.e. as large 
as the satellite motion along-track) and 1000 km in range, therefore phenomena with 
similar spatial length have to be taken into account. These kinds of problems affect 
conventional LEO SAR as well and they have been widely studied in literature. The 
effect of variations within the image is usually in the form of slant range distortions or 
azimuth target displacement. The analysis of these geometric distortions is beyond the 
scope of the present research.  
In SAR, the fluctuation component of the phase ∆φb is twice as large as the phase in 
the one-way path ∆φm (Equation 5-35). 
 2
b m
φ φ∆ = ∆  Equation 5-35 
Accordingly, the variance of the phase σ2φb, will be four times the variance of the phase 
in the single-way path σ2φm (Equation 5-36). 
 2 24
b mφ φσ σ=  Equation 5-36 
A complete simulation of temporal decorrelation effects requires a SAR simulator that 
is able to focus both in range and in azimuth. This requires a significant computational 
effort and it is an area of further research.  
It has to be said that this simplification does not affect the scope of the present 
research, as slant range variations are smaller than 1 pixel.  
To investigate their effect on GeoSAR, all noise sources have been traced back to 
phase noise that affects the system during the integration time. This section presents 
the two different methodologies that have been used in the present research: the 
analytical approach and the phase screen approach. 
5.6.1 Clutter rejection analytical derivation 
An analytical derivation of the amount of clutter that enters the main lobe of the 
synthetic antenna has been carried out in order to estimate the effect of phase noise. 
Generic noise sources have been modelled as a first-order Gauss-Markov process with 
given temporal correlation. The output of the calculation is the fraction of clutter 
generated by phase fluctuations that enters the main lobe of the antenna. 
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This analytical derivation allows understanding the parameters that play a significant 
role in temporal decorrelation and allows making some comments on the peculiarities 
of GeoSAR with respect to conventional LEO systems.  
5.6.2 Phase screen approach 
Greene and Moller (1961) and Gray et al. (2000) suggest a quite simple way to 
simulate the effects of heterogeneities that cause temporal decorrelation and to 
evaluate the effects of signal fluctuations that happen during the integration time. The 
aim is to simulate these effects as a phase screen that has to be placed above the 
background scenario being imaged. 
The azimuth SAR processor that has been developed during the research with the 
methodology described in the previous sections has been used to compare results with 
and without the phase screen.  
The aim of this research is to assess the degradation in the GeoSAR’s azimuth Point 
Spread Function (PSF) caused by these perturbations. 
5.7  Temporal decorrelation sources 
In this section, some considerations about the three major phase noise sources have 
been included. The focus is on the assumptions made for every perturbation that has 
been taken into account.  
5.7.1 Earth tides 
Four major contributions to site displacements that refer to the Earth tide phenomenon 
have been identified: 
• solid Earth tide; 
• ocean loading displacement; 
• pole tide; 
• atmospheric loading. 
 
As mentioned in the background chapter (section 2.10 , displacements introduced by 
Earth tides vary smoothly therefore the spatial distribution of phase delays within a 
single image could be neglected (Milbert, 2002). Only temporal variations for a single 
scatterer have to be taken into account.  
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Solid Earth tide is the major contributor to site displacement as its period is about 12 
hours and its amplitude is comparable with the wavelength of the radar signal. 
Analytical models currently available (McCarthy and Petit, 2004) allow determining the 
displacement with an accuracy of about 1 mm. 
Ocean loading vertical displacement is much less significant (few centimetres) and it 
could be modelled with an accuracy that is about +/- 3 mm (McCarthy, 1992) given an 
ocean tidal motion table. Its contribution therefore cannot be neglected in this analysis. 
Pole tide, the contribution due to Earth rotation, has a period close to 12 months. Its 
contribution in the time scale of a GeoSAR image is negligible.  
Atmospheric loading could be neglected, as it requires variations of about 20 hPa to be 
significant (McCarthy and Petit, 2004). Such variations are quite unusual at GeoSAR 
spatial and temporal scales. 
In conclusion, only the effects of solid Earth and ocean loading tides have to be taken 
into account when considering temporal decorrelation. Simulations have been carried 
out with the phase screen approach super-posing to the imaged scene a phase layer 
that introduces the residual uncertainty of the models (i.e. the residual phase delay due 
to uncompensated Earth tidal noise). Although the residual phase is spatially and 
temporally correlated, it has been modelled as a white Gaussian variable with zero 
mean and standard deviation equal to the 1 σ accuracy of the model.  Neglecting noise 
correlation is a conservative assumption. 
The effect of Earth tides on GeoSAR focussing becomes nearly negligible after proper 
phase delay compensation; a more accurate modelling is not required. 
5.7.2 Tropospheric effects 
Three main contributions related to tropospheric delay can be identified: 
• dry delay; 
• wet delay; 
• liquid delay. 
As presented in the background chapter, some published models in literature allow 
predicting tropospheric delay with known accuracy (section 2.11.2). 
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5.7.2.1  Tropospheric spatial and temporal 
decorrelation 
GeoSAR ground resolution is about two orders of magnitude larger than a conventional 
LEO SAR satellite. The analytical models (presented in the literature review) that are 
applied to predict tropospheric delays, show an accurate behaviour in large scale 
tropospheric delay estimation but, on the other hand, fail in presence of very small 
scale perturbations. GeoSAR’s ground resolution clearly low-pass filters small-scale 
perturbations therefore the accuracy of tropospheric models is sufficient to compensate 
for tropospheric phase delay.   
5.7.2.2  Tropospheric phase delay modelling 
Tropospheric phase delay temporal and spatial correlations derive from the smooth 
variation of all meteorological parameters.  
In the present research, tropospheric phase delay will be modelled and subtracted from 
the SAR collected signal prior to SAR focussing. After this preliminary step, GeoSAR is 
affected by a residual phase delay that could be modelled as a white Gaussian 
stochastical variable with zero mean and standard deviation equal to the 1σ accuracy 
of the tropospheric model. This is a conservative assumption with respect to 
considering the effects of temporal and spatial correlations. A more accurate modelling 
is not required due to the good accuracy of the models that are currently available. 
The effects of tropospheric variations have been investigated using the phase screen 
approach (Greene and Moller, 1961). Following this methodology, residual tropospheric 
phase delay has been introduced in the model as a phase screen over the SAR image 
that varies during the integration time following a white Gaussian distribution.  
5.7.3 Ionospheric effects  
Quegan and Lamont (1986) provide a very clear description of the effects of 
ionospheric path delay variations within a SAR image. “Irregularities in the propagation 
medium can cause fluctuations in the phase, amplitude and polarisation vector of a 
signal. These errors can be split into two terms, the first a mean value across the 
synthetic aperture, and the second a fluctuating component. The mean amplitude and 
polarisation errors cause an overall power loss in the synthetic aperture gain pattern, 
whilst the fluctuating components may cause severe distortions, leading to 
degradations in many aspects of the image quality.”  
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The analysis carried out in the present research is focused on the distortions caused by 
fluctuating components of the ionosphere. 
Many papers in literature (Quegan and Lamont, 1986; Ishimaru et al. 1999; Mattar and 
Gray, 2002; Xu et al. 2004; Meyer et al., 2006; Lejeune and Warnant, 2008) provide 
insights into the effect of TEC variations on SAR images. Their analysis is limited to 
conventional LEO satellites therefore ionospheric temporal variation during image 
formation is not taken into account as the integration time is very short (i.e. about 1 
second). Ionospheric spatial variations affect image formation well; the image is 
focused collecting signal coming from the same resolution cell but piercing different 
zones of the ionospheric layer.  
Ionospheric delays can vary with high temporal and spatial frequency. A preliminary 
review about ionospheric temporal and spatial correlation is required to assess the 
assumptions that will be made when simulating ionospheric effects on the GeoSAR 
system. 
The accuracy of TEC measurements currently available is usually about 1-2 TECU, 
about one order of magnitude larger than the accuracy required in TEC measurements 
for coherent GeoSAR azimuth processing (as it will be discussed in Chapter 6). This 
implies that it is not possible to calculate accurate statistics of TEC distributions and 
therefore it is not possible to simulate, starting from real measurements, the effects of 
ionosphere on GeoSAR focusing. 
5.7.3.1  Ionospheric spatial correlation 
Quegan and Lamont (1986) report two different stochastical models that describe 
spatial fluctuations of ionospheric phase delay. They provide an autocorrelation 
function that can be used to investigate ionospheric effect on a given SAR system. 
GeoSAR has a synthetic aperture of about 80 km with respect to a ground target and 
flies at an altitude of about 36000 km. Assuming that the ionosphere is a thin layer at 
an altitude of about 400 km, signals coming from a scatterer during the whole 
integration time pierce the ionosphere along a line that is about 6 km long. 
Table 5-3 provides the comparison between the numbers involved in GeoSAR and the 
figures obtained for conventional monostatic LEO SAR (L and C band). 
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Table 5-3. Synthetic apertures projected
for different SAR systems (antenna length 10 m for LEO satellites) (modified from 
Quegan and Lamont, 1986).
 Altitude Wavelength
GeoSAR 
L band 
≈35000 
km 
0.20 m
C band 
LEO 
800 km 0.05 m
L band 
LEO 
800 km 0.20 m
 
The autocorrelation function presented by Quegan and Lamont (1986) for severe 
ionospheric disturbances has a correlation length of about 2 km. 
synthetic aperture on the ionospheric layer (assumed 
about 6 km long for GeoSAR. 
circumstances, a system is likely to suffer substantial phase delays during the 
integration time.  
Ishimaru et al. (1999) presents an analysis with numerical examples of ionospheric 
effects. Figure 5-19 is relevant to the present research as it shows the coherent 
integration length at 400 km versus frequency f
levels of TEC variance. The figure confirms the results provided by Quegan and 
Lamont (1986), under the assumption of a frozen ionosphere, ionospheric spatial 
variations within the synthetic aperture cause 
Figure 5-19. Coherent length versus frequency for different TEC at an altitude of 400 
km (Ishimaru 
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 on an ionospheric layer (400 km altitude) 
 
 Synthetic 
aperture 
Synthetic Aperture at the 
ionospheric altitude
 80 km 6 km 
 4 km 2 km 
 16 km 8 km 
The projection of the 
a thin layer at 400 km altitude) is 
Quegan and Lamont (1986) state that, 
or different TEC values and different 
correlated phase delays. 
et al., 1999). 
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More recent work by Xu et al. (2008) provide a plot of the correlation distance for SAR 
signal at an altitude of 600 km, channel bandwidth 10 MHz, with a TEC variance of 
10% of the mean value. The values are consistent with those already presented. 
 
Figure 5-20. Ionospheric effects on the azimuthal coherence distance of SAR signal, 
TEC variance 10 % of the mean value.(Xu et al., 2008) 
5.7.3.2  Ionospheric temporal correlation 
El Gizawy (2003) in his work on ionosphere monitoring using GPS measurements 
analysed a set of ionospheric time series (1 hour long, 30 seconds sampling) in order 
to look into ionospheric correlation time and distances. 
This piece of work is valuable to the present analysis as it presents results relative to 
different ionospheric states. Ionospheric activity has been classified in three classes: 
- high ionospheric activity (geomagnetic index K >7) (see section 2.12.4.4 ); 
- medium ionospheric activity (geomagnetic index 3 < K < 6); 
- low ionospheric activity (geomagnetic index K<3).   
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As presented in Figure 5-21 during quiet ionosphere, TEC variation is extremely 
smooth and its derivative is nearly zero. On the contrary, during high ionospheric 
activity levels, TEC variations in the short period can be significant and cannot be 
neglected. 
 
Figure 5-21. Derivative of TEC time series for PRN 17 during quiet ionosphere on 
day 154 of the year 2000 (upper panel), and high ionospheric activity on day 197 of 
the year 2000 (lower panel) at Yellowknife, northwest Territories (El Gizawy, 2003). 
Analysing a large number of 1-hour time series, correlation time goes from about 300 
seconds (high latitude and strong ionospheric activity) to 800 seconds in a quiet 
ionosphere (El Gizawy, 2003). It has to be said that results suffer from the limited 
duration of the series taken into account. 
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Spectre dataset (Crespon et al., 2007) provide TEC measurements with a very good 
temporal sampling, i.e. 30 seconds. Although the limited accuracy of the dataset dows 
not allow to estimate TEC statistics, Fourier analysis can be applied to evaluate its 
power spectrum. The aim of this analysis is to evaluate quantitatively the amount of 
information that is actually lost using a different dataset with a longer sampling interval. 
The same approach has been used in this research to assess the effect of temporal 
sampling on soil moisture measurements. 
The power spectral density of ionospheric phase delay has been integrated with 
respect to frequency to evaluate the distribution of integral signal power. A 
measurement system with 1-hour sampling interval (frequency 1 cycle/hour) is able to 
collect more than 90% of the information content of the signal while this value 
decreases rapidly for longer sampling intervals.  
Figure 5-22 presents the normalised integral of ionospheric VTEC power spectral 
density. Plotted data refer to 24 December 2004. The power spectral density fluctuates, 
depending from location over Europe (i.e. latitude and longitude), within the two lines in 
the figure.  
Figure 5-23 presents the autocorrelation function for VTEC time series collected over 
Europe on 24 December 2004. Depending from location, there is a difference in the 
correlation length of about 400 samples. 
 
Figure 5-22. Normalised integral of the ionospheric VTEC power spectral density. 
Ionospheric TEC data from spectre database relative to 24 December 2004. 
Depending from latitude/longitude the curve is within the boundaries given by the 
solid and the dotted lines. 
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
In
te
g
ra
l 
p
o
w
e
r 
s
p
e
c
tr
a
l 
d
e
n
s
it
y
 (
n
o
rm
a
li
s
e
d
)
Frequency (cycles/hour)
Minimum
Maximum
SAR Azimuth Focussing Simulation  Davide Bruno 
 
 
246 
 
 
Figure 5-23. Autocorrelation function of the ionospheric VTEC. Data from spectre 
database relative to 24 December 2004. Depending from latitude/longitude the 
curve is within the boundaries given by the solid and the dotted lines. 
Results are clearly influenced by the temporal sampling of the dataset available that 
filters out all high frequency components generated by ionospheric noise. 
5.7.3.3  Ionospheric noise modelling 
Literature currently available does not investigate the effect of ionospheric 
heterogeneities on SAR image focussing as current SAR systems have been designed 
with a very short integration time (i.e. about 1 second) and this implies that ionospheric 
temporal fluctuations can be neglected. 
Considering GeoSAR integration time and synthetic aperture length, ionosphere is not 
likely to be coherent for the whole integration time and synthetic aperture length is 
expected to be longer than ionospheric correlation distance. Therefore, significant 
ionospheric effects are expected. 
Ionospheric spatial variations affect the azimuth PSF as different pulses that contribute 
to synthesize the synthetic aperture pierce the ionospheric layer at different locations. 
The azimuth SAR processor that has been developed in the present research does not 
allow taking into account this process. However, this simplification is acceptable as 
GeoSAR synthetic aperture length is shorter than the ionospheric correlation distance 
therefore decorrelation induced by ionospheric spatial heterogeneities is a second 
order effect with respect to temporal variations. 
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GeoSAR peculiarities require an accurate assessment of the coherent integration loss 
that is caused by ionospheric temporal variations. Ionospheric phase delays show 
strong variability and models currently available do not allow for a precise modelling 
and compensation. This implies that residual variations have to be modelled taking into 
account temporal correlation without further simplifications. A first-order Gauss Markov 
process with given correlation time has been used for the purpose in the phase screen 
approach.  
5.8  Conclusions 
The present chapter analyses the methodology proposed to investigate temporal 
decorrelation effects that hamper GeoSAR’s images. 
An approach to model the backscatter of a fluctuating target has been presented 
following the dissertation of Seynat (2000) and Hobbs (1997). 
An azimuth SAR simulator has been implemented in order to assess the effect of 
various sources of temporal decorrelation. Two main issues have been addressed: the 
amount of clutter that the long integration time allows to reject, and the effect of phase 
delays (Earth tides, tropospheric and ionospheric delays) that are modelled with a 
phase screen approach. 
Earth tides, tropospheric and ionospheric effects have been addressed separately. The 
models used to simulate their phase delay contribution have been described, justifying 
the assumptions made. 
Earth tides and tropospheric residual phase delay after phase compensation have 
been modelled as white Gaussian noise. This assumption does not take into account 
temporal correlation, however their influence can be compensated with proper noise 
modelling therefore this conservative assumption is acceptable. 
Ionospheric phase delay has a significant influence on GeoSAR imaging. The models 
available do not allow an accurate compensation therefore, in this case, temporal 
decorrelation might not be neglected. Residual noise has been modelled as a first 
order Gauss-Markov process.  
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6 Presentation of results  
In the chapter about methodology, the algorithm used to perform slow-time processing 
of GeoSAR data has been described. The discussion about temporal decorrelation 
showed that there are two main issues related to the long integration time: GeoSAR’s 
capability to reject clutter induced by fluctuating targets and the effect of perturbations 
on GeoSAR’s azimuth PSF. 
In this chapter, the outputs of the simulations carried out will be presented and some 
preliminary conclusions will be drawn. 
Section 6.1 introduces an analytical derivation to look into GeoSAR’s capability to 
reject clutter. Sections 6.2, 6.3 and 6.4 deals respectively with Earth tides, tropospheric 
and ionospheric propagation. Section 6.5 draws some preliminary conclusions. 
6.1  Analytical approach – effect of phase noise 
GeoSAR’s integration time allows the system to reject clutter induced by unstable 
scatterers or by heterogeneities in the propagation medium. This aspect can be 
modelled analytically. Any disturbance such as the motion of the scatterer along the 
line of sight or the variation of the phase delay due to heterogeneities in the 
propagation medium is modelled as a first order Gauss-Markov process with a given 
correlation function.  
This approach has been worked out following some suggestions included in a personal 
communication from Prof. Rocca (Politecnico di Milano, Italy). 
Considering a scatterer at a position y=0 on the ground, any phase disturbance is 
equivalent to a target displacement d(t). Under the assumption that the displacement 
happen along the bisector of the bi-static angle the variation in bi-static slant range is 
2x(t) (neglecting the angle δθ) as shown in Figure 6-1. This hypothesis allows 
simplifying the math of the problem without losing generality.     
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Figure 6-1.Bi-static slant range variation caused by a target displacement along the 
bi-sector of the bi-static angle β. 
Fluctuations in the bi-static slant range are modelled as a stochastical variable with a 
correlation function ρx(τ) (Equation 6-1).  
 ( ) 02x x e
τ
τρ τ σ
−
=   Equation 6-1 
In Equation 6-1,  σx
2 is the noise variance of the function x(t); 
τ0 is the correlation time. 
Variations in the bi-static slant range x(t) are equivalent to variations in the bi-static 
phase collected by the receiver antenna φb(t) (Equation 6-2). This implies that both 
variations induced by unstable scatterers and by heterogeneities in the propagation 
medium are tackled through the same analytical approach.  
 ( ) ( )2 2b t x tpiφ λ=     Equation 6-2 
In Equation 6-2,  φb is the bi-static phase. 
 
Equation 6-3 gives the SAR echo coming from the considered scatterer:  
RX TX
β/2d(t)
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Assuming that the transmitter is stationary, the bi
the velocity of the receiver and the along
flies along its path with a velocity 
In Figure 6-2,   β is the bi-
   h is the altitude of the satellites, both transmitter and receiver;
the TX is at coordinates (0,
at time t=0;
the RX is at coordinates (0,
time t=0; 
v is the receiver’s velocity vector;
RR is the RX slant range at time t=0;
RT is the TX slant range at time t=0.
 
Figure 6-2. Geometry used for bi
The bi-static slant range (varying with time and with the position 
along-track) is given in Equation 
displacement x(t) that will be incl
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( ) ( ) ( )
4
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j x t
j t
pi
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( ) ( ) ( )2 22 20 0,D t y R B y R B vt y= + + + + + −  Equation 6-4 
In Equation 6-4,  y is the position of the scatterer along-track. 
  
Expanding in a Taylor series the function D(t,y) and neglecting terms with higher order: 
 ( ) ( ) ( ) ( )
0
,
, , , 0
y
D t y
t y D t y D t y
y
=
∂
∆ = − =
∂
 Equation 6-5 
 
( )
( ) ( )2 22 20 0
, 2 2 2 2 2
2 2
D t y y B y B vt
y R B y R B vt y
∂ + − −
= +
∂ + + + + −
 Equation 6-6 
 
( )
( )2 2 220 0 0
,
y
D t y By By vty
y
y R B R B vt=
∂
− −
= +
∂ + + +
             
 Equation 6-7 
 
( )
( )220 0
,
Ry
D t y By By vty
y
y R R B vt=
∂
− −
= +
∂ + +
 Equation 6-8 
 
( )
2
2 2 2
0
2 2
, sin
sin
2
1
R
y
R
R R
D t y R y vty
y y
y v t vtB
R
R R
β
β
=
∂
− −
≈ +
∂
+ +
 Equation 6-9 
Typical values for GeoSAR geometry are RR=40000 km, vt<40km (half the synthetic 
aperture). This allows to assume that v2t2/RR
2<<1: 
 ( ) ( ) 22 2 2
2 2
, ,0 sin cos
22
1
R
R
R R
By vty vty
D t y D t y
Rv t Bvt
R
R R
β β+
− = − ≈ −
+ +
 Equation 6-10 
The image focused at abscissa y, neglecting target displacement, is given in the 
following equation. The contribution due to target displacement x(t) is given by the 
function r(t).  
 ( ) ( )
4
j x t
r t Ae
pi
λ
=  Equation 6-11 
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 ( ) ( ) ( )
/2
,
/2
T
jk t y
T
w y r t e dt
∆
−
= ∫  Equation 6-12 
 
22 ;  ' cos
2R
y
k k k
R
pi β
λ
 
= =  
 
 Equation 6-13 
 ( ), 'jk t y jk vt∆ =  Equation 6-14 
Within the mentioned assumptions, considering the SAR echo coming from the 
scatterer in Equation 6-3 and following subsequent equations, the mean square value 
of the image focused is given in the following equations: 
 ( ) ( ) ( ) ( ) ( ) ( )1 2
1 2
/ 2 /2
, ,*
1 1 2 2
/2 /2
T T
jk t y jk t y
t T t T
q E w y w y E r t e dt r t e dt
∆ ∆
=− =−
 
 = =     
 
∫ ∫  Equation 6-15 
 1 2 1 2
1 2
/ 2 /2
2 ( ( ) ( )) ' '2
1 2
/2 /2
T T
j k x t x t jk vt jk vt
t T t T
q A E e e e dt dt
− −
=− =−
 
=  
 
 
∫ ∫  Equation 6-16 
 
[ ]1 1 1
1 2
/2 /2
2 ( ) ( ) '2
1
/2 /2
T T
j k x t x t jk vt
t T t T
q A E e e dt d
τ τ− + −
=− =−
 =  ∫ ∫  Equation 6-17 
In previous equations,T is the integration time; 
x(t) is the target displacement. 
 
The expected value depends only on τ and not on the time t1. Equation 6-18 has been 
derived by Richards (2003) considering a random signal φn. 
 ( ) 2 2njE e e φσφ −=  Equation 6-18 
The variance  of the target motion is given in Equation 6-19. 
 2 2 2 2
x x x x
σ σ σ ρ∆ = + −  Equation 6-19 
Taking into account Equation 6-1, the induced phase error and its variance are given in 
Equation 6-20 and Equation 6-21. 
( ) ( )42k x x t x tpiδφ δ τλ= ∆ = + −                           Equation 6-20 
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 Equation 6-21 
The integral in Equation 6-17 is expressed as: 
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It is solved using the standard integral and the assumptions in the following equations.  
 
2 2
2a t jbt a
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+∞
−
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 Equation 6-24
 
   
2 2
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=  Equation 6-25 
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β τ
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+
 Equation 6-26 
 ( )
2
0 2
20
8
cos
x RRy
v β
piσ
λ τ=  Equation 6-27 
Therefore, the mean square value of the image focused is given in Equation 6-28:  
 
2
0
22 2
0
1
2
1x
A T
q
k y
y
τ
σ
=
 +  
 
 Equation 6-28 
The entire energy of the reflection is spread over a space interval with approximate 
diameter 2y0 (Equation 6-27). 
The backscatter from a moving target could be considered as noise with respect to the 
signal collected from stable scatterers. 
The key point is that 2y0, (the approximate diameter of the reflection spread, i.e. the 
zone where the energy reflected by the scatterer is spread), could be much larger than 
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the pixel size therefore noise is filtered out by the system during SAR processing as it 
does not enter the main lobe of the synthetic antenna. This is understandable since the 
Doppler frequency range is extended by the frequency modulation effect due to the 
scatterer’s motion.  
Therefore, Equation 6-28 is used to understand the effects of temporal correlated noise 
on GeoSAR focussing. 
Whenever y0 is wider than the antenna footprint, only clutter noise inside the antenna 
footprint has to be considered.  
In a bi-static SAR azimuth resolution (Willis, 1991) is expressed as: 
 
2 2
1 1
cos cos
az
sc obs A
R R
R
v T Lβ β
λ λ∆ = =  Equation 6-29 
The fraction of clutter that affects a pixel is proportional to the factor p given in 
Equation 6-30. 
 
2
0
20
cos 2
A
az
y L
p
R v
φ
β
σ
τ pi
= =
∆
 Equation 6-30 
Equation 6-30 shows that the fraction of clutter is proportional to phase noise variance 
σφ
2 and to the ratio between the length of the synthetic aperture LA and the actual 
integration aperture vτ0. 
6.1.1 Comparison with LEO SAR 
The long integration time is the main peculiarity of the GeoSAR configuration. A typical 
LEO orbit such as ERS 1/2 or ENVISAT has an integration time of less than one 
second.  
For a LEO SAR, considering Equation 6-30, there are only a few targets that are 
unstable during such a short time lapse therefore the clutter induced by fluctuating 
targets such as canopies is well inside the synthetic antenna main lobe. 
GeoSAR is virtually able to filter out target that shows a short correlation time, as an 
example it can image the soil filtering out the canopies. This is a clear advantage for 
many applications such as SAR interferometry or soil moisture monitoring. 
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6.2  Earth tides 
Earth tides affect both the position of a target on the Earth’s surface and the orbit 
determination accuracy of orbiting satellites. In the following sections, both the issues 
have been tackled. 
The models described in section 2.10 provide in output a local displacement that is 
referred to a local topocentric reference frame north, east, Up. SAR systems are 
sensible to slant range variations therefore a coordinate transformation (Maral and 
Bousquet, 1998; Bate et al., 1971) would be required to obtain the projection of the 
displacement on the relevant direction.  
The aim of this research is to evaluate the overall effect induced by Earth tides; hence 
the analysis has been carried out under the worst case assumption that the absolute 
value of the displacement is converted in bi-static phase delay without considering its 
spatial orientation (Equation 6-31). This corresponds to the hypothesis that the 
displacement induced by Earth tides is directed towards the bisector of the bi-static 
angle. 
 
4
x
piφ λ=  Equation 6-31 
In Equation 6-31,  φ is the resultant bi-static SAR phase; 
    x is the displacement induced by Earth tides. 
6.2.1 Earth tide effects on orbit determination accuracy 
IERS recommendations are currently taken into account in every accurate spacecraft 
orbit determination algorithm. Kudryatsev (2002) describes an analytical procedure to 
estimate the accuracy of a satellite in a MEO orbit (similar to GLONASS). Applying the 
prescriptions included in McCarthy (1996), an accuracy of about 1-2 cm was 
demonstrated. Sharoo and Visser (1998), in their discussion about ERS precise orbit 
determination procedure, included IERS recommendations as well. 
The effects of Earth tides are usually taken into account in common procedures to 
determine the orbit of a spacecraft. Therefore, Earth tides’ effects on orbit 
determination accuracy could be neglected. 
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6.2.2 Solid Earth tide effects - simulations 
According, to McCarthy and Petit (2004), solid Earth tidal displacements could be 
modelled with accuracy better than 1 millimetre. 
Milbert (2002) provides a FORTRAN compiled code that implements the models 
described in IERS Technical Note n°32. The output for a given location is presented in 
Appendix D. 
Figure 6-3 presents the absolute value of the displacement induced by solid Earth tidal 
motion. 
  
Figure 6-3. Solid Earth displacement output of the solid.exe executable. 
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Figure 6-4. Comparison between the azimuth PSF obtained in the nominal case 
where Earth tidal motion has been completely compensated (dotted line) and the 
azimuth PSF obtained if the uncompensated solid Earth tide is taken into account 
(solid line). 
Figure 6-4 presents the azimuth PSF obtained focussing a single pixel along the 
azimuth direction adding the phase delay induced by the displacement plotted in Figure 
6-3 according to Equation 6-31.  
The solid line is the output of a simulation where the displacement induced by Earth 
tidal motion has not been compensated while the dotted line is the noiseless case 
where the effect of the Earth tidal displacement has been completely compensated. 
The latter case corresponds to the nominal case when the target is stationary with 
respect to the radar and the azimuth PSF along the synthetic aperture is a sinc 
function. 
The linear trend in the solid Earth displacement introduces an azimuth displacement of 
the target. The level of the side-lobes is increased as well (i.e. 5 dB). 
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6.2.3 Solid Earth tides - accuracy 
According to McCarthy and Petit (2004), the models presented in IERS Technical Note 
n° 32 allow to model solid Earth tidal displacements with accuracy better than 1 mm. 
The figures presented in the previous section show that a proper focussing of a 
GeoSAR image requires an accurate compensation of solid Earth tides. To estimate 
the residual coherent integration loss after solid Earth tide compensation, the error in 
the knowledge of solid Earth displacement is modelled as a Gaussian random noise 
with zero mean and standard deviation 1 mm. As specified in section 5.7.1 about 
methodology, this conservative assumption neglects any temporal correlation in the 
residual error and considers the accuracy in the measurement of Earth tidal 
displacements as the standard deviation of the white Gaussian noise distribution. 
When referring to slant range delay, this effect has to be multiplied by a factor 2 as the 
displacement affects both transmitted and received signal. 
Richards (2003) provides an analytical formulation, valid under the assumption that 
phase noise is relatively small (i.e. < 20° ≈ 0.35 rad 1σ) and that a large number N of 
pulses are integrated. 
 [ ] 24.343
dB rad
L σ = −    Equation 6-32 
In Equation 6-32,  L is the integration loss; 
σ is the standard deviation of Gaussian phase noise  
1 mm site displacement corresponds to a phase delay (1 mm x 2) /λ x 2 pi= 0.06 rad. 
This case is well within the boundaries included by Richards (2003) for this 
methodology. The resultant integration loss in dB is about 0.01 dB. 
A simple Monte Carlo simulation has been implemented to have a second estimate of 
the coherent integration loss. 1000 Monte Carlo trials have been averaged and 
compared with the noiseless case where solid Earth tide effect had been completely 
compensated. Results in Figure 6-5 show that the two lines are indistinguishable. 
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Figure 6-5. (Dotted line) Azimuth PSF in presence of a Gaussian noise (zero mean 
standard deviation 1 mm). The solid line is the nominal case (solid Earth tide exactly 
compensated). The two lines are not distinguishable. 
6.2.4 Ocean loading effects - simulation 
As mentioned in the background chapter, ocean loading effects are estimated 
considering a given ocean tide model and integrating a Green’s function. The global 
effect of ocean loading can be estimated if the amplitude and the phase angles of each 
partial tide are known. 
Ocean loading tables (as presented in appendix D) provide both amplitude Ai and 
phase ϕi for each of the 11 partial tides considered (semi-diurnal, diurnal and long 
period). They are available from ocean tide loading providers (Scherneck, 2006). Their 
temporal variation is a function of the longitude of the lunar node. McCarthy and Petit 
(2004) refer to available sub-routines to calculate the temporal variation of ocean tide 
loading. 
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The analysis of one ocean loading table shows that the effect of semi-diurnal tides is 
about one order of magnitude larger with respect to long-term tides.  
In order to estimate the effect of uncompensated ocean loading a simplified procedure 
is implemented adding a target displacement with a 12-hour sinusoidal variation and 1 
cm amplitude.  
Results presented in Figure 6-6 show clearly that a target displacement with this order 
of magnitude could not be neglected in SAR focussing. 
 
Figure 6-6. Comparison between the azimuth PSF obtained in the nominal case 
where ocean loading deformation has been completely compensated (solid line) and 
the azimuth PSF obtained if the ocean loading deformation, a sinusoidal wave with 1 
cm amplitude has not been balanced (dotted line). 
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6.2.5 Ocean loading effects - accuracy 
Yi et al. (2002) report that, according to McCarthy (1992), vertical displacements are 
accurate within +/- 3 mm. The effect of this displacement is modelled with the same 
approach followed for solid Earth tides (section 6.2.3). 
Applying the analytical procedure described by Richards (2003), assuming that the 
residual ocean loading error can be modelled as white phase noise with zero mean, the 
standard deviation that corresponds to 3 mm site displacement is (3 mm x 2) /λ x 2 pi= 
0.18 rad. This case is well within the boundaries included by Richards (2003) for this 
methodology. The resultant integration loss in dB is about 0.15 dB. 
6.2.6 Pole tide and atmospheric loading 
Pole tide generates a fluctuation that can be up to 25 mm. As shown in section 2.10.4.3 
, the period is about 12 months so site displacements induced during the 8-hour 
integration time might be neglected. 
Atmospheric loading could be neglected as it requires variations of about 20 hPa to be 
significant (McCarthy and Petit, 2004). Such variations are quite unusual at GeoSAR 
spatial and temporal scales. 
6.3  Tropospheric delay  
Tropospheric delay modifies the length of the slant range from the satellites (i.e. both 
transmitter and receiver) to scatterers on the Earth’s surface.  
6.3.1 Assumptions 
Simulations have been carried out under the following assumptions: 
a. Tropospheric effects are considered on both TX and RX signals. 
b. Tropospheric delays on both TX and RX rays are identical. 
 
Assumption a. derives from the fact that tropospheric phase delay affects the path 
length of both transmitting and receiving signal therefore tropospheric delay has to be 
added twice to each pulse. 
Assumption b. simplifies the approach to tropospheric delay simulations but introduces 
an error in the modelling. Dry and wet delay components have to be analysed 
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separately. Troposphere is concentrated below the tropopause at an altitude that is 
about 10 km, considering a bi-static angle of 30° (difference in longitude between 
transmitter and receiver); signals coming from the transmitter and going back to the 
receiver pierce the troposphere at a distance of about 5 km.  
Referring to hydrostatic delay, both transmitted and received signals suffer from a 
similar tropospheric dry delay, as there are not large pressure variations on such small 
spatial scales.  
The same consideration is not valid when investigating wet and liquid delay as 
variations in water vapour and cloud cover can happen with very large spatial 
frequency. It has to be said however that, looking forward to an operative GeoSAR 
tropospheric delay correction, some models that allow a 3D water vapour mapping and 
a consequent very accurate tropospheric error modelling are currently under 
development (Zhu et al., 2007).  
The solution proposed in this project to compensate tropospheric wet delay considers a 
spatial averaging to reduce noise variance. This averages out high frequency 
fluctuations thus making this assumption acceptable. 
6.3.2 Effect of turbulence 
Tropospheric variations within the SAR image are due mainly to turbulence. Hanssen 
(2001) specified that, using Kolmogorov’s turbulence theory, the inner scale of the 
process is in the order of 10 m. According to Hall et al. (1996), the outer scale of 
turbulence is about 100 m. Considering that nominal azimuth resolution for GeoSAR is 
100 m, it is straightforward to assume that turbulence effects are averaged inside a 
single azimuth resolution cell. Moreover, considering that turbulence is not going to be 
steady throughout the whole integration time, its variations can be traced back to the 
analysis that considers only variations of the atmosphere during the integration time. 
According to Hall et al. (1996) “the largest amplitude fluctuations observed in the 
aperture plane of the antenna are produced by eddies with scale size of the order of 
the Fresnel zone. For antenna aperture larger than the Fresnel zone, the fluctuations 
area spatially averaged by the antenna: this results in an apparent loss of antenna 
gain”. 
In conclusion, turbulence effects are averaged out from the large antenna beam-width 
and from the long integration time. Therefore, the most significant aspect to deal with is 
the effect of tropospheric variations on a stable scatterer during the integration time, 
the effect of turbulence can be neglected. 
Jakowatz and Wahl (2006) demonstrated that the auto-focus procedure Phase 
Gradient Algorithm (PGA) is able to estimate and correct phase delay caused by 
tropospheric phase noise in SAR images. 
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6.3.3 Tropospheric variations during the integration 
time 
Tropospheric effects during the integration time will be investigated analysing 
hydrostatic, wet and liquid delay. Whenever possible an analytical evaluation of the 
coherent integration loss has been carried out. If the phase noise is too large to allow 
an analytical solution, Monte Carlo runs have been implemented in Matlab. 
Tropospheric noise has been added to the system following the phase screen 
approach. 
6.3.3.1  Hydrostatic delay 
Hydrostatic delay could be modelled with an accuracy of about 1 mm if accurate 
measurements of static pressure (better than 0.4 hPa) are available (Hanssen, 2001). 
The residual delay is modelled as a Gaussian variable with zero mean and standard 
deviation equal to the rms error. This is a conservative assumption, as it does not take 
into account any temporal correlation. 
Phase delays are smaller than 20° therefore the coherent integration loss induced by 
un-modelled hydrostatic delay can be predicted with the same methodology previously 
used in this research (Richards, 2003). Following the procedure presented in section 
6.2.3, the coherent integration loss is about 0.01 dB. 
6.3.3.2  Liquid delay 
Hall et al. (1996) listed the liquid water content W of clouds that has been reported in 
Table 6-1.  
Although some physical properties of water are dependent from temperature, 
refractivity index can be approximated to within 1% with the expression (Hanssen, 
2001) already discussed in section 2.11.2.5  (Equation 6-33). 
 1.45N W=  Equation 6-33 
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Table 6-1. Liquid water content in clouds (Hall et al. 1996, Hanssen, 2001). 
Type of cloud Liquid water content 
[g/m3] 
Slant delay 
[mm/km] 
Stratiform clouds 0.05 – 0.25 0.1-0.4 
Small cumulus clouds 0.5 0.7 
Cumulus congestus and 
cumulonimbus 
0.5-2.0 0.7-3.1 
Ice clouds <0.1 <0.1 
 
The liquid delay is significant only for cumulus type of clouds that have a large extent in 
vertical (i.e. a few km), and relatively small horizontal extent. In this case the liquid 
delay can be up to 5 mm but, due to its limited spatial extent, their effect can be 
neglected in GeoSAR focussing that affects an area about 1000 km large across-track.  
For other clouds, the effect is of the order of 1 mm (Hanssen, 2001). Considering the 
limited spatial scale their effect can be neglected in GeoSAR. 
6.3.3.3  Wet delay 
The wet delay induced by the concentration of water vapour in the atmosphere can be 
referred to the precipitable water vapour (PWV) that is defined as (Hanssen, 2001): 
 
1
v
l
PWV dhρ
ρ
= ∫  Equation 6-34 
In Equation 6-34, ρl is the density of liquid water 
   ρv is the density of water vapour. 
Bevis et al. (1994) provide a simplified expression to relate zenith wet delay to PWV: 
 1
wet
PWVδ −= Π  Equation 6-35 
Where Π is a dimensionless constant of proportionality that is about 0.15 (Bevis et al. 
1994). 
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PWV has a quite strong spatial variability (< 50 km) (Hanssen, 2001). In presence of a 
network of GPS stations, PWV can be obtained with a very good accuracy (1.5 mm) 
therefore this delay can be removed (Li, 2004). 
In the absence of external measurements of local water vapour partial pressure, the 
only applicable wet delay model (MOPS, 1998) has an error of about 5 cm. 
Multi-looking 10 range cells, the accuracy is reduced by the factor 100.5 ≈ 3.16. 
Assuming a Gaussian noise with zero mean and standard deviation 5/3.16=1.58 cm 
the azimuth PSF is presented in the following figure where 1000 Monte Carlo trials 
have been averaged and compared with the noiseless case where tropospheric effects 
had been completely compensated (Figure 6-7). 
  
Figure 6-7. Azimuth PSF in presence of uncompensated tropospheric wet delay with 
standard deviation 1.58 cm (dotted line) and nominal azimuth PSF where 
tropospheric delay effects have been properly compensated (solid line). In the noisy 
case, 1000 Monte Carlo trials have been averaged. The two lines are nearly 
undistinguishable. 
Averaging along the across-track direction is a strict requirement as a standard 
deviation of 5 cm gives the results presented in Figure 6-8 (1000 Monte Carlo trials 
averaged). 
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Holley et al. (2008) and Zhu et al. (2007) describe a procedure for advanced 
meteorological modelling that, starting from the knowledge of the orography, land use, 
vegetation and using other meteorological observations, develops a 3D map 
atmospheric map of the area of interest with 300 m spatial sampling and 10 second 
temporal sampling. At the moment, this is not an operative tool but, due to its excellent 
accuracy, it could be used in the future to completely compensate tropospheric wet 
delay. Results of this approach have been compared with MERIS data and showed a 
promising 1.6 mm rms residual wet delay. 
 
Figure 6-8. Azimuth PSF in presence of uncompensated tropospheric wet delay with 
standard deviation 5 cm (dotted line) and nominal azimuth PSF where tropospheric 
delay effects have been properly compensated (solid line). In the noisy case, 1000 
Monte Carlo trials have been averaged. 
6.3.4 Tropospheric delay – conclusions 
To take into account tropospheric hydrostatic delay an accurate measurement of static 
pressure (0.4 hPa) is enough to reduce practically to zero its effects. 
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Liquid delay can practically be neglected due to its extremely high spatial frequency 
variations, when compared to SAR images. 
Wet delay could be compensated using a relatively simple model (MOPS, 1998) that 
does not require in situ measurements to predict relative humidity. A spatial averaging 
across-track is required in order to reduce the standard deviation of the measurement 
noise. 
Advanced atmospheric modelling could provide very accurate 3D modelling of the 
atmosphere on a local scale. Such approach, still in a development phase, allows to 
reduce significantly any residual wet delay effect on GeoSAR processing. 
Tropospheric variations within the SAR image due to turbulence can be neglected as 
they are averaged out in the focussing of a resolution cell as they take place on spatial 
scale of about 10 m (nominal azimuth resolution 100 m).  
Residual phase noise could be estimated and corrected applying auto-focus 
procedures as shown by Jakowatz and Wahl (2006). 
6.4  Ionospheric delay 
Ionospheric heterogeneities modify the length of the slant range from the satellites (i.e. 
both transmitter and receiver) to scatterers on the Earth’s surface. Due to the 
complexity and the relevance of the argument, ionospheric effects require a detailed 
analysis.  
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c. TEC varies along-track from pulse to pulse; 
d. TEC varies across-track from pulse to pulse. 
 
Issue a. considers TEC heterogeneities that will be averaged within the antenna 
footprint. Phase delay compensation requires TEC measurements that could be carried 
out applying methodologies such as split-spectrum approach. However, in presence of 
strong TEC variations, any correction leaves a residual phase delay due to 
heterogeneities within the footprint. Such variations cannot be measured with GeoSAR. 
Issue b. has to be taken into account in fast-time processing. TEC heterogeneities 
introduce geometric distortions in range processing and in the geo-location procedure. 
This issue has been widely described in literature, as it is also a concern for LEO SAR 
(Meyer et al., 2006) it has been discussed in section 6.4.8.  
Issue c. includes all the complexities related to GeoSAR ionospheric delay 
compensation. Slow-time processing is performed integrating pulses that have been 
corrected using TEC measurements averaged within the antenna footprint (in order to 
remove pulse-to-pulse phase delay). This is an operational limitation to GeoSAR as, in 
presence of strong ionospheric decorrelation, the system will not be able to focus any 
data. In the above-mentioned cases, a more complex signal processing technique has 
to be used. This issue can be studied with the simulator developed in the present 
research and will be discussed in this report.  
Issue d. takes into account temporal TEC variations that occur during the integration 
time. Their effect on fast-time processing implies mostly geometric distortions. 
6.4.2 Ionospheric phase delay - simulations 
Slow-time azimuth processing is clearly influenced by ionospheric variable phase 
delays. Precise ionospheric delay information is available neither from GeoSAR nor 
from other sensors. Simulations carried out investigate issues related to pulse-to-pulse 
varying phase delays. The aim of the simulations carried out is to evaluate the amount 
of degradation in GeoSAR performances induced by TEC variations that affect along-
track (i.e. azimuth) focussing during the integration time (issue c. presented in section 
6.4.1). In order to isolate the problem and limit the number of independent variables, 
TEC variations within the antenna footprint (issues a. and b. presented in section 6.4.1) 
as well as pulse-to-pulse variations across-track (issues d. presented in section 6.4.1) 
have been neglected in the present research. 
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6.4.2.1  Methodology 
The analytical approach (Richards, 2003) is viable only for very small perturbations 
therefore a Monte Carlo simulation (1000 runs) was implemented in Matlab to 
investigate the effect of larger perturbations on the azimuth PSF. 
Different scenarios have been analysed in order to understand the limitations of the 
system. Phase delays have been added to the noiseless bi-static SAR phase history of 
a single stable scatterer (i.e. to generate the azimuth PSF). Ionospheric noise has been 
initially added to the system throughout the whole integration time to evaluate the 
robustness of the system. The simplicity of this approach allows drawing some 
valuable conclusions in the design of GeoSAR. TEC noise has been simulated 
according to the following models: 
• linear trend through the synthetic aperture (section 6.4.3); 
• TEC sinusoidal variation (section 6.4.4); 
• Gaussian random noise (section 6.4.5); 
• Gaussian correlated noise (section 6.4.6). 
A subsequent set of simulations has been carried out applying more realistic phase 
disturbances that affect the system only during a fraction of the integration time, 
following the behaviour of TID (section 6.4.7). 
6.4.2.2  Assumptions 
Simulations have been carried out under the following assumptions: 
a. Ionospheric effects are considered on both TX and RX signals. 
b. Ionospheric delays on both TX and RX rays are identical. 
 
Assumption a. is obvious as the system is bi-static and ionospheric heterogeneities 
affect both the transmitted and received signal. 
Assumption b. implies a simplification in the model. Ionosphere is considered as a 
single layer at 400 km altitude. If transmitter and receiver are both at GEO altitude and 
there is a 30° separation in longitude, the distance between the two piercing point on 
the ionospheric layer is about 200 km. TEC value affecting GeoSAR is actually the sum 
of the electrons along the path from the transmitter to the scatterer and from the latter 
to the receiver. This assumption is verified for a quiet ionosphere while fails in 
presence of strong disturbances.  
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6.4.3 Linearly varying TEC 
The aim of this section is to evaluate the effect (on the azimuth PSF) of a TEC 
distribution linearly varying during the integration time. 
6.4.3.1  Analytical derivation 
Given a certain phase change (one-way) there is a resultant change in the observed 
frequency (Equation 6-36). 
 
1
2
D
d
df
dt
ϕ
pi
=  Equation 6-36 
In Equation 6-36, dfD is a Doppler frequency variation; 
   dϕ is the ionospheric phase variation. 
The azimuth shift that is related to the change in Doppler frequency is evaluated 
considering the full amount of Doppler bandwidth and the along-track antenna footprint. 
A variation of about 1 TECU (for a stable scatterer) during the integration time causes a 
∆ϕ of about 2pi radians (f=1.5GHz). 
 [ ] [ ] 52 1 1/ 3.47 10
8 3600
obs obs obs
d
rad sec Hz Hz
dt T T T
ϕ ϕ pi
−
∆
= = = = = ×
×
 Equation 6-37 
The above expression provides the variations in Doppler for a one-way propagation 
and a ramp of 1 TECU. To obtain the azimuth displacement induced by this factor, 
Doppler Bandwidth BD has to be taken into account. 
   
 
2
2int
0
sinscD squint
v T
B
R
θλ=               Equation 6-38 
For the GeoSAR configuration (vsc=3.36 m/s, Tint=28800 sec, imaging at boresight, 
R0=40000 km) BD is equal to 0.0406Hz. 
The relative Doppler bandwidth error is about 0.000854. The footprint of the antenna is 
about 80 km thus the along track displacement is about 68 meters. Bearing in mind the 
effect of the mapping function, a 50° ground incidence angle implies that the azimuth 
displacement is about 106 m.  
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Following the assumption that the TX signal suffers the same ionospheric delay as the 
RX signal, the relative azimuth displacement has to be doubled, i.e. 212 m for a 1 
TECU ionospheric TEC variation. 
6.4.3.2  Numerical simulation 
Ionospheric contribution has been introduced in SAR focussing as a phase ramp 
varying linearly throughout the aperture. Initial TEC has been set to 50 TECU. In 8 
hours (i.e. the integration time) TEC increases linearly. 
 0 Pulse Number
obs
i T
PRI
TEC
TEC TEC
∆
= +  Equation 6-39 
In Equation 6-39,  TECi is the TEC value for the i
th pulse; 
TEC0 is the initial TEC value (i.e. 50 TECU); 
PRI is the pulse repetition interval (i.e. 30 sec to take into 
account azimuth pre-summing); 
Tint is the integration time (i.e. 8 hours); 
∆TEC is the amplitude of the TEC ramp. 
Table 6-2. Azimuth displacement for a given TEC ramp (∆TEC). 
∆TEC  Azimuth displacement 
1 TECU** 220 m 
5 TECU 1200 m 
10 TECU 2500 m 
**Note that 1 TECU is the typical accuracy of  
TEC measurements currently available. 
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Figure 6-10. (Dotted line) Azimuth PSF in presence of ionosphere (∆TEC variation 1 
TECU). Azimuth displacement is about 220 m. The solid line is the nominal case (no 
ionosphere). 
Figure 6-10 compares the azimuth PSF in the ideal noise-less case (solid line) and in 
presence of a linear TEC variation (dotted line). An ionospheric phase ramp during the 
integration time does not cause any significant reduction in azimuth resolution.  
Numerical simulations carried out in Matlab confirm the azimuth displacement 
estimated analytically. This is a further validation of the code that has been 
implemented to focus GeoSAR data. 
6.4.4 TEC sinusoidal variation 
Ionospheric TEC has a nearly sinusoidal variation with a period that is roughly about 24 
hours (section 2.12 ). A simulation dataset has been built assuming a sinusoidal TEC 
variation during the integration time. Equation 6-40 presents the chosen TEC 
distribution.  
 0
2
sin PRIiTEC TEC TEC Pulse number
Period
pi 
= +∆ × 
 
 Equation 6-40 
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In Equation 6-40,  TECi is the TEC value for the i
th pulse; 
TEC0 is the initial TEC value (i.e. 50 TECU); 
PRI is the pulse repetition interval (i.e. 30 sec to take into 
account azimuth pre-summing); 
Period is the period of the sinusoidal wave (i.e. 24 hours); 
∆TEC is the amplitude of the sinusoidal variation; daily variations 
depend from ionospheric activity but can be considered in the 
order of 20 TECU. 
 
Figure 6-11. Azimuth PSF in presence of ionosphere (∆TEC amplitude 0.1 TECU, 
sinusoidal variation). The solid line is the nominal case (no ionosphere). 
As in the previous plot, Figure 6-11 compares the azimuth PSF in the ideal noise-less 
case (solid line) and in presence of a sinusoidal TEC variation (dotted line). Noise that 
has been added causes a significant increase in the level of side-lobes and an azimuth 
displacement. 
Simulations carried out using a sinusoidal TEC variation (with amplitude ∆TEC of 0.1 
TECU) showed that even a small ionospheric variation during the integration time 
requires phase compensation to allow for SAR image focussing. 
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6.4.5 Gaussian noise
Results presented in previous sections show clearly that ionospheric TEC variations 
that happen during the integration time 
process.  
To focus a target, an accurate knowledge
the accuracy required in TEC modelling,
to the actual TEC (Spectre dataset
resolution. Figure 6-12 shows the two test cases that have been compared.
Figure 6-12. The two cases that have been compared to evaluate the accuracy in 
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could not be neglected in the SAR focussing
 of ionospheric TEC is required. To estimate 
 a Gaussian white noise has been superpo
) to evaluate the loss in SNR and in azimuth 
 
 
TEC modelling. 
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Figure 6-13. (Dotted line) Azimuth PSF in presence of a Gaussian noise added to 
the exact TEC (zero mean standard deviation 0.2 TECU), 1000 Monte Carlo trials 
have been averaged. The solid line is the nominal case (ionosphere exactly 
compensated). 
To obtain statistically significant results, 1000 Monte-Carlo trials have been averaged. 
Figure 6-13 shows the comparison between the azimuth PSF achieved in presence of 
ionospheric effects exactly compensated (solid line) and the system response worked 
out in presence of an uncompensated ionosphere (Gaussian random noise with zero 
mean, standard deviation 0.2 TECU). 
An exact estimate of the coherent integration loss cannot be performed using the 
methodology proposed by Richards (2003) as phase noise is larger than 20 degrees.  
A standard deviation of 0.2 TECU in the knowledge of ionospheric TEC (assuming a 
residual phase delay modelled as white Gaussian noise) is marginally acceptable for 
imaging purposes. Figure 6-14 shows the results of the same analysis when carried out 
in presence of a smaller noise level (i.e. zero mean, standard deviation 0.1 TECU). 
From the analysis of Figure 6-15, it can be drawn that ionospheric phase delay has to 
be known with accuracy better than 0.2 TECU. It has to be said that this level of 
accuracy in TEC estimates cannot be achieved with any of the methodologies currently 
available for ionospheric TEC measurements. 
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However ionospheric noise has a certain degree of spatial and temporal correlation 
(sections 5.7.3.1 and 5.7.3.2 ), therefore more significant indications about system 
limitations induced by ionospheric noise will be given in the following section when the 
effects of correlated Gaussian noise will be looked into. 
 
Figure 6-14. (Dotted line) Azimuth PSF in presence of a Gaussian noise (zero mean 
standard deviation 0.1 TECU), 1000 Monte Carlo trials have been averaged. The 
solid line is the nominal case (ionosphere exactly compensated).  
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Figure 6-15. (Dotted line) Azimuth PSF in presence of a Gaussian noise (zero mean 
standard deviation 0.15 TECU), 2000 Monte Carlo trials have been averaged. The 
solid line is the nominal case (ionosphere exactly compensated).  
6.4.6 Correlated Gaussian noise  
In this section the effect of ionospheric delay modelled as correlated Gaussian noise 
will be investigated. 
6.4.6.1  Gaussian filter 
Oksanen and Sariakoski (2005) describe a procedure to generate a Gaussian filter that 
is implemented in order to generate correlated noise starting from white Gaussian 
noise. 
The method is thoroughly described in their paper. An a priori determined spatial 
autocorrelation function is determined and, exploiting the properties of Gaussian 
distributions and convolution, uncorrelated noise is filtered to achieve the desired 
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autocorrelation in the form presented in Equation 6-41 (Oksanen and Sariakoski, 
2005):  
 ( ) ( )
2
2
tA
t e τρ
−
=  Equation 6-41 
In Equation 6-41,  ρ is the correlation coefficient; 
A is a coefficient that has to be tuned in order to achieve 
the desired correlation function; 
    t is the time lag; 
τ is a time constant that has to be tuned to set the filter 
response. 
With respect to box filtering, the Gaussian filter low-passes noise removing high 
frequencies. 
6.4.6.2  Correlated Gaussian noise – simulations 
Previous simulations showed that a small amount of uncorrelated noise is sufficient to 
hamper completely azimuth focussing. As discussed thoroughly in chapter 5, 
ionospheric TEC is correlated both in space and in time, therefore correlated Gaussian 
noise is a more realistic model. 
In the following simulations, noise is the residual ionospheric phase delay contribution 
after compensation. Figure 6-12 in section 6.4.5 shows the test cases that have been 
compared.  
Figure 6-16 depicts the behaviour of the system in presence of correlated noise. The 
blue line is the ideal azimuth PSF (when ionospheric noise has been completely 
accounted for); the red line is the output in presence of correlated ionospheric noise (5 
samples correlation time, noise with zero mean and standard deviation 0.15 TECU); 
the green line is the output in presence of correlated ionospheric noise (10 samples 
correlation time, noise with zero mean and standard deviation 0.15 TECU). Figure 6-17 
plots the same datasets used in Figure 6-16 on a different spatial scale. Each sample 
corresponds to 36 second integration time therefore 5 samples correlation time is about 
3 minutes and 10 samples is about 6 minutes. 
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Figure 6-16. Azimuth PSF in presence of correlated Gaussian noise. Blue line is the 
ideal (noiseless case); the red line is the output in presence of correlated 
ionospheric noise (5 samples correlation time, noise with zero mean and standard 
deviation 0.15 TECU), the green line is the output in presence of correlated 
ionospheric noise (10 samples correlation time, noise with zero mean and standard 
deviation 0.15 TECU). 
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Figure 6-17. Expanded view of Figure 6-16. 
Figure 6-18 shows that the main lobe of the azimuth PSF becomes narrow in presence 
of a longer correlation as the picture shows the variations in the PSF due to various 
ionospheric coherent lengths (the amplitude of the disturbance is constant to 0.3 TECU 
for all the datasets).  
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Figure 6-18. Azimuth PSF in presence of correlated Gaussian noise with zero mean 
and standard deviation 0.3 TECU. The blue line is the ideal (noiseless case); the 
other lines have an increasing correlation length (i.e. red - 5 samples, green – 10 
samples, yellow – 20 samples, orange - 40 samples, pink – 80 samples). 
Figure 6-19  shows the azimuth PSF of the system in presence of residual ionospheric 
noise with a very long correlation time (i.e. 100 samples that correspond to a coherent 
length of about 1 hour) and large standard deviation (0.5 TECU and 1.0 TECU). In 
presence of correlated noise, the main lobe is still identifiable in the azimuth PSF even 
if azimuth resolution is severely degraded. 
Figure 6-20 shows the azimuth PSF in presence of correlated Gaussian noise with 
different correlation time, the solid line refers to a 2-hour correlation time, the dotted 
line refers to a 1-hour correlation time. 
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Figure 6-19. Azimuth PSF in presence of correlated Gaussian noise. The blue line is 
the ideal (noiseless case); the red line has been obtained adding noise with 
correlation time 1 hour and standard deviation 1.0 TECU; the green line has been 
obtained adding noise with correlation time 1 hour and standard deviation 0.5 
TECU. 
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Figure 6-20. Azimuth PSF in presence of correlated Gaussian noise with zero mean 
and standard deviation 0.4 TECU: 2-hour correlation time (solid line),  
1-hour correlation time (dotted line). 
6.4.7 TID simulations 
Simulations presented in previous sections moved from the assumption that 
ionospheric noise affects GeoSAR during the whole integration time. However, a more 
realistic test case takes into account that the long integration time allows the system to 
filter out short-term disturbances even if their amplitude is quite large. 
Assuming that ionospheric scintillations are affecting SAR signal for two hours (25% of 
the integration time) the system is able to cope with large amplitude noise. Figure 6-21 
shows the effects of white (uncorrelated) Gaussian noise with amplitude of 1 TECU 
that affects the system for two hours (solid line) and for three hours (dotted line).  
Figure 6-22 shows the azimuth PSF main lobe in presence of disturbances (2 TECU 
amplitude) with different durations. 
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Figure 6-21. Azimuth PSF in presence of uncorrelated Gaussian noise with 1 TECU 
standard deviation. The simulated TID affects the system for two hours (solid line) of 
for three hours (dotted line). 
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Figure 6-22. Azimuth PSF in presence of disturbances that affect azimuth SAR 
focussing for a limited fraction of the integration time. 
In presence of ionospheric perturbations that affect image processing for a period 
shorter than the integration time, there is a progressive decrease in azimuth resolution 
that is equivalent to a reduced integration time (i.e. and a reduced synthetic aperture). 
The resolution achieved when the undisturbed integration time is a fraction f of the full 
period is 1/f that of the nominal system, i.e. 2 hr disturbance (undisturbed period, 6 hr, 
is 3/4 of 8 hr) increases the PSF width by a factor 4/3. 
Figure 6-23 shows the same dataset presented in Figure 6-22 focussing only on 
perturbations with shorter duration (i.e. 2 hours and 4 hours). 
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Figure 6-23. Main lobe of the azimuth PSF in presence of white Gaussian noise with 
zero mean and standard deviation 2.0 TECU affecting the system for various time 
intervals: nominal noiseless case (solid line), 2-hour disturbances (dash-dotted line) 
and 4-hour disturbances (dotted line). 
6.4.8 Across-track distortions 
Issue b. in section 6.4.1 was addressing across-track ionospheric phase delay 
variations within the antenna footprint during the integration time. 
GeoSAR pulses have to be corrected to take into account ionospheric phase delays 
using an average TEC. It is obvious that this value will be accurate only for a limited 
number of pixels in the footprint. 
As mentioned in the section about ionospheric effects on SAR images, an error in TEC 
measurement corresponds to a ranging error according to the Equation 6-42 here 
reminded (Curlander and McDonough, 1991). 
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    0
2sin
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τ
θ
∆∆ =     Equation 6-42 
In Equation 6-42,  θ is the ground incidence angle (i.e. 50°); 
    ∆r is the ranging error; 
    ∆τ is the slant delay error. 
A TEC variation of 1 TECU generates a group delay of about one wavelength (i.e. 0.66 
ns delay). The effect on range displacement is therefore negligible. 
6.4.9 TEC measurement with GeoSAR 
This section investigates the potential of GeoSAR in ionospheric TEC measurements. 
This is a potential field of application for the system itself as TEC data on large scale is 
valuable information for many various scientific and engineering applications (i.e. GPS 
correction and integrity, volcanology, seismology, satellite communications, space 
weather).   
6.4.9.1  Rationale 
The aim of this section is to determine the accuracy that can be achieved in TEC 
measurements. The methodology presented hereafter has been already applied to 
estimate ionospheric contribution for GPS applications. 
The NASA JPL concept GESS (NASA JPL, 2003) describes the GPS-like methodology 
to use a split-spectrum approach to determine ionospheric TEC. This methodology is 
currently applied in satellite radar altimetry (Monaldo, 1993) as well as in GPS 
navigation. This approach will be evaluated as well in the GeoSAR configuration in 
order to obtain, in post-processing, accurate TEC measurements. 
Determine TEC accurately is a strong operational requirement and has some 
implications on GeoSAR system design: 
• The system has to operate on two different frequencies in order to estimate 
ionospheric slant delay. 
• The spacing between the two frequencies is essential to improve the 
performance of TEC measuring. 
• A large range bandwidth (i.e. about 8 MHz) is required in order to improve 
the efficiency of the algorithm. 
• Many TEC measurements have to be averaged to reduce the uncertainty on 
TEC determination.  
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For any given system with a long integration time, there is a level of ionospheric 
perturbation that will impair completely SAR image focussing. In this case, a different 
operational mode has to be engaged reducing the integration time (i.e. reducing 
resolution as well).  
6.4.9.2  Dual frequency systems 
Assuming that the system is working with two separate frequencies F1 and F2, as 
range measurements are affected by ionosphere, the measurements at the two 
frequencies will differ. Neglecting other error sources: 
    
1 1
2 2
F F
F F
R R i
R R i
δ
δ
= +
= +
    Equation 6-43 
In Equation 6-43, R is the actual slant range; 
   RF1 is the range measured at the frequency F1; 
   RF2 is the range measured at the frequency F2; 
   δif1 is the ionospheric correction at the frequency F1; 
   δif2 is the ionospheric correction at the frequency F2. 
 
Using equations presented in the background chapter, ionospheric delays at the two 
frequencies are expressed as: 
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   Equation 6-44 
In Equation 6-44, δiF1, δiF2  are ionospheric zenith delay is expressed in m, 
f1 and f2 are frequencies in Hz; 
TEC is measured in electrons/m2. 
Combining Equation 6-43 and Equation 6-44:  
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From Equation 6-45, standard deviation of TEC is derived, assuming that noise is 
normally distributed and that the two measurements are independent: 
 2TE C rangeKσ σ=    Equation 6-46 
 
2 2
1 2
2 2
2 1
1
40.28
F F
F F
f f
K
f f
=
−
    Equation 6-47 
The values provided in literature about the GESS concept (NASA JPL, 2003) will be 
used to validate Equation 6-46. In this system F1=1255 MHz; F2=1325 MHz therefore 
the constant K is 3.8 x1017 e-/m3. If TEC (Equation 6-46) is expressed in TECU, K is 
about 38 e-/m3. 
Applying Equation 6-46, GESS single pulse measurement (zenith delay) is 1074 
TECU. It could be improved through spatial averaging. 
 [ ] [ ]1 cell
N cell
TEC
TEC
N
σ
σ =    Equation 6-48 
In Equation 6-48, [σTEC]Ncell is the standard deviation achieved averaging N 
samples; 
   [σTEC]1cell is the standard deviation achieved without averaging; 
    N is the number of samples being averaged. 
In GESS project (NASA JPL, 2003), range resolution is 15 m therefore σrange could be 
set equal to 15 m. Average azimuth resolution is 10 m. Averaging the range offset data 
over areas about 200 km2 (20 km x 10 km) σTEC is reduced up to 0.57 TECU. 
 [ ]
N cell
2
38 0.57 TECU
2000 1000
range
TEC
σ
σ =
⋅
≃  Equation 6-49 
This value corresponds to the value 0.5 TECU provided in NASA JPL (2003). These 
results validate the procedure to estimate σTEC that will be hereafter applied to 
GeoSAR. 
6.4.9.3  GeoSAR implementation 
For GeoSAR it is essential to estimate TEC variations during the integration time to 
evaluate the appropriate phase correction that has to be applied to each pulse prior to 
SAR focussing. 
Presentation of results  Davide Bruno 
 
 
291 
Assuming a split-spectrum approach, two different channels are recorded by the 
receiver separated by 100 MHz, (i.e. 1500 MHz and 1600 MHz).  
The parameter K presented in Equation 6-47 becomes equal to 46 e-/m3. 
While GESS system uses a split-spectrum approach in order to improve the accuracy 
of its interferometric products, GeoSAR requires TEC information to process the SAR 
image. Therefore, only range cells are averaged in order to improve the accuracy in 
TEC measuring. 
Range resolution is about 40 m for a 4 MHz bandwidth signal, therefore σrange could be 
set equal to 40 m.  
For GeoSAR the single pulse measurement (zenith delay) σTEC is estimated using 
Equation 6-49. This pulse-to-pulse TEC accuracy is achieved.  
 46 2 2602 TEC range TECUσ σ= ≅  Equation 6-50 
This value can be improved through averaging many different pulses or modifying 
some of the system parameters. 
6.4.9.4  GeoSAR – possible configurations 
The design parameters that can be modified in order to improve this performance are: 
• distance between the two parts of the split-spectrum; 
• range resolution (i.e. SAR signal bandwidth). 
 
A second option, that requires a complete re-design of the system, includes an 
additional C or X band antenna that receives another signal transmitted from a different 
system. In this case, the distance between the frequencies used for the purpose is so 
large that the factor K (Equation 6-47) decreases significantly. This design increases 
the complexity (and the cost) of the GeoSAR satellite and is not viable as this is a low-
cost concept.  
6.4.9.4.1 Distance between the two parts of the split-
spectrum 
The distance between the two parts of the spectrum cannot be too large, as the radar 
has to reuse different channels of the same transmitting system. Increasing the 
spectrum distance to 150 MHz, (10% relative bandwidth at 1.5 GHz) allows improving 
the accuracy in TEC determination.  
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6.4.9.4.2 Range Bandwidth 
Increasing the bandwidth of the SAR signal is the easiest way to improve σTEC. 
Doubling the bandwidth of the signal allows to halve the range resolution. 
Increasing the bandwidth of the system increases the complexity of the TX satellite and 
reduces the number of possible transmitters of opportunity.  
6.4.9.4.3 Proposed GeoSAR design 
In order to achieve a higher accuracy in TEC determination, it is possible to use two 
different 8 MHz channels of an L band transmitting system. The two channels have to 
be spaced of about 150 MHz. 
Assuming that f1=1.5 GHz and f2=1.65 GHz, the parameter K is equal to 1.61x10
17 e-
/m3. If TEC is expressed in TECU K is about 32 e-/m3. Range resolution is about 20 m 
(due to the 8 MHz signal bandwidth) therefore σrange=20 m. σTEC is averaged over the 
whole antenna footprint (1500 km) for a single pulse. 
 32 2 905 TEC range TECUσ σ= ≅  Equation 6-51 
To reduce further σTEC many different pulses can be averaged. The averaging window 
(in space and in time) should be limited to time and length scales over which 
ionospheric delay is constant. 
Ionospheric delay is spatially correlated therefore many different range measurements 
can be averaged. Assuming a 50° ground incidence angle a 20 m slant range cell 
corresponds to a ground range cell of about 30 m. A 20 km size spatial window (ground 
range) allows to average about 660 pulses. 
Ionosphere is not likely to be stable for time lengths longer than about 2 hour. 
Reducing the integration time to 2 hours, the ground resolution along-track is about 400 
m. 
Averaging the range offset data over areas about 400 km2 (20 km x 20 km) data 
coming from about 660 range cells and 40 azimuth cells are averaged. Applying 
Equation 6-48 σTEC is reduced up to 5.6 TECU. This estimate is available every 2 
hours. 
Averaging on larger spatial scales (100 km in range and 20 km in azimuth) σTEC is 
reduced up to 2.4 TECU (averaging about 3330 range cells and 40 azimuth cells) with 
a temporal sampling of 2 hours. 
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In presence of a quiet ionosphere the accuracy of this measurements are improved as 
measurements are averaged on a longer time (or spatial) scale. 
GPS networks allow to measure ionospheric TEC using a network of GPS receivers on 
the ground and a complex post-processing that takes into account ionospheric models. 
Those systems have an accuracy of about 1-2 TECU with temporal sampling up to 30 
seconds (Crespon et al., 2007). The order of magnitude of spatial resolution is about 
100 km. It has to be said that GPS does not require an extremely accurate ionospheric 
monitoring as slant range error of few centimetres (1 TECU is about 20 cm) are widely 
acceptable for positioning purposes. 
GeoSAR is able to provide TEC measurements with accuracy comparable with GPS 
networks without using any ground equipment. Its performances are enhanced with 
auto-focus algorithms and ionospheric models to improve this figure. This is an area 
where further research is required. 
6.4.10 GeoSAR processing 
Ionospheric phase delay is a major source of concern for GeoSAR image processing. 
Some algorithms could be applied to solve this problem. This is an area where further 
work is necessary. 
6.4.10.1  Ionospheric turbulence 
According to Belcher (2008) SAR focussing is more sensible to ionospheric turbulence 
than to the absolute level of TEC as signal de-focus is caused by heterogeneities in the 
propagation medium. 
Ionospheric turbulence is measured by the parameter CkL (Belcher, 2008), the 
coherent length in the ionosphere for various frequencies and values of CkL is given in 
Figure 6-24. 
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Figure 6-24. Maximum value of CkL for several different coherence lengths (Belcher, 
2008). The plot shows the relative position of some existing SAR systems. 
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Figure 6-25. Typical values of CkL (Belcher, 2008). 
Figure 6-25 shows some statistics for the value of the ionospheric turbulence 
parameter. Comparing this graph with information provided in Figure 6-24, ionospheric 
coherent length will be shorter than 100 km (i.e. shorter than GeoSAR synthetic 
aperture) only in correspondence with the equatorial night (high sun spot number). 
Although the absolute TEC value is higher during day-time, the level of turbulence is 
higher during the night. Therefore imaging during the day is preferable to reduce the 
effects of ionospheric phase delay. 
It has to be said that the analysis provided by Belcher (2008) takes into account only 
spatial variations in the ionosphere as it is assumes that ionosphere is stationary during 
the whole integration time. A more complete analysis referred to GeoSAR should 
include ionospheric temporal variations as well.  
6.4.10.2  Reversionary mode – Reduced integration 
time 
In presence of strong ionospheric perturbations that affect the whole integration time, 
nominal GeoSAR performances could not be achieved. In these cases, the system can 
engage a reversionary mode with reduced integration time and degraded 
performances. This should overcome this problem. 
Presentation of results  Davide Bruno 
 
 
296 
This operational mode could be used as well to image targets with a shorter revisit time 
where nominal azimuth resolution is not required. This approach could be used to 
tackle TID phenomena that affect ionosphere for a limited amount of time. 
6.4.10.2.1 Synthetic antenna aperture 8 km 
In this case, the synthetic antenna aperture has been reduced by a factor 10. The 
integration time has been reduced as well by the same factor. 
Figure 6-26 shows the azimuth PSF that is obtained focussing a single target super 
posing a phase fluctuation with a standard deviation 0.5 TECU. The correlation length 
of the Gaussian noise is 20 samples (i.e. about 10 minutes). The main lobe of the PSF 
is clearly identifiable, this shows the effectiveness of this methodology.  
 
Figure 6-26. Azimuth PSF in presence of correlated Gaussian noise with zero mean 
and standard deviation 0.5 TECU and correlation length 20 samples. The synthetic 
antenna aperture has been reduced by a factor 10 to 8 km. 
6.4.10.3  Autofocus of SAR imagery 
The previous sections demonstrate how ionosphere induces phase delays that can 
cause a significant degradation in SAR imagery. Section 6.4.10.2 showed that, 
reducing the integration time, the system is able to cope with large amplitude phase 
delays. In principle, reducing the integration time up to ionosphere correlation time, the 
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best azimuth resolution could be achieved with an initial estimate of TEC variations. 
Applying an iterative procedure, the estimates of ionospheric TEC could be improved 
and consequently the integration time could be increased to get a better azimuth 
resolution. This is clearly an area for further work. 
A nonparametric phase error correction scheme developed at Sandia National 
Laboratories some years ago (Jakowatz et al., 1989), the Phase Gradient Autofocus 
Algorithm (PGA), has been demonstrated to produce good estimates for phase errors 
of arbitrary structure. This algorithm proved to be effective in contrasting high 
frequency noise sources. 
Xu et al. (2004) point out that this phase error removal scheme is iso-planatic, i.e. “it 
works on an area that is smaller than the decorrelation length of the phase error 
projected onto the target plane” (Jakowatz et al., 1989). This condition comes from the 
need for phase error to be space-invariant inside the imaged scene. When 
decorrelation length becomes shorter, it will be impractical to remove phase errors from 
the whole image; however, the PGA procedure could be applied to sub-images. 
Belcher (2008), as discussed in section 2.12.3, showed that an auto-focus procedure 
could be applied to estimate and correct ionospheric phase delays. Figure 6-27 shows 
that the accuracy achievable with auto-focus techniques is proportional to the SNCR 
(dB) of the system. 
 
Figure 6-27. Autofocus rms  error for a centre frequency of 500 MHz and a variety of 
percentage bandwidths. Solid lines represent the theory and the markers the 
simulation results (Belcher, 2008) 
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6.4.10.4  Short Time Fourier Transform (STFT) 
processing 
Ionospheric noise enlarges the Doppler spectrum of the received signal. In such a 
scenario time-frequency transforms could be applied to achieve a better SNR. As 
signals backscattered by various targets are not overlapped in time, a STFT algorithm 
is likely to provide a SNR improvement (Chen and Ling, 2002) with respect to 
conventional range-Doppler SAR processing. To avoid decorrelation, the sampling 
period of the transform should be shorter than ionospheric correlation time. An exact 
prediction of the expected SNR improvement requires a precise characterization of 
ionospheric propagation spectral properties.  
6.4.10.5  Sub-aperture focussing  
During strong ionospheric perturbations that affect the whole integration time, nominal 
GeoSAR performance cannot be achievable. In this case, applying sub-aperture 
focussing (Chen and Ling, 2002), the full aperture is broken into a sequence of short 
apertures, for each sub-aperture, a low-resolution but well-focused image is formed. 
Thus, by coherently combining the corrected sub-aperture images, the resolution of the 
image can be subsequently improved.  
6.4.11 Ionospheric delay – conclusions 
Ionospheric phase delay is the major source of temporal decorrelation for the GeoSAR 
system. Simulations carried out show that the system requires an accurate knowledge 
of TEC variations in order to focus an image with nominal resolution. 
Ionospheric residual (after compensation) phase noise with amplitude larger than 0.2 
TECU (assuming that noise has a white Gaussian distribution) impairs image 
formation. The effects of correlated residual noise are less important but nominal 
azimuth resolution cannot be achieved, 
The system is able to cope with disturbances such as TID with duration shorter than 
the integration time that however reduce azimuth resolution.   
GeoSAR could be used to measure ionospheric TEC with accuracy comparable to 
systems that are currently used (GPS networks). Those measurements could be used 
to compensate ionospheric phase delays.  
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Iterative auto-focus algorithms such as Phase Gradient Autofocus (Jakowatz et al., 
1989) or sub-aperture focussing could be applied to achieve a better TEC estimate and 
consequently more accurate phase delay compensation. 
SAR imaging is more susceptible to ionospheric turbulence than to the absolute value 
of TEC. The level of turbulence is usually higher during the night than during daytime. 
This implies that imaging during the day is preferable to reduce the detrimental effect of 
ionospheric heterogeneities. 
6.5  Conclusions 
The analysis carried out for the GeoSAR configuration stated that the issues related to 
temporal decorrelation are the most relevant technical complexities. Due to the 8-hour 
integration time, unstable scatterers and instabilities in the propagation medium have to 
be taken into account in SAR image processing. This problem is usually not addressed 
in SAR literature as conventional LEO SAR images are focused under the assumption 
that both the scene and the atmosphere are frozen during the integration time.  
An azimuth SAR processor has been implemented in Matlab in order to simulate the 
effect of various decorrelation sources on the azimuth Point Spread Function (PSF).  
A detailed analysis has been provided for the three major sources of decorrelation that 
have been identified: Earth tides, tropospheric delay and ionospheric delay. All the 
terms need to be compensated to avoid substantial degradation in GeoSAR imaging. 
Following sub-sections provide a summary of results presented earlier in this chapter.  
6.5.1 Analytical approach – effect of correlated phase 
noise 
Assuming that phase noise due to target’s fluctuation or to variable phase delays are 
modelled as a first-order Gauss-Markov process, an analytical expression that 
estimates the fraction of clutter that enters the synthetic antenna main lobe has been 
derived.  
This relation allows to compare different noise sources and shows that unstable 
scatterers (with a wider Doppler bandwidth) are filtered out in GeoSAR image 
processing, thus reducing the integrated SNR. This is another advantage of azimuth 
pre-summing that further reduces the processed azimuth bandwidth and contributes to 
filter out unstable targets.  
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6.5.2 Earth tides 
Only solid Earth tides and ocean loading contribute significantly to site displacements 
on GeoSAR’s temporal and spatial scales. They are modelled with an accuracy that is 
respectively 1 mm and 3 mm. Their residual error (after phase compensation) causes a 
small reduction in the coherent integration gain that can be neglected. 
6.5.3 Tropospheric propagation 
Tropospheric propagation delay is made up of three different contributions: dry delay, 
wet delay and liquid delay.  
Dry delay is modelled with a very good accuracy if macroscopic meteorological 
parameters at the ground level (i.e. static pressure and temperature) are known. Its 
residual phase delay can be neglected. 
Tropospheric wet delay has complex temporal and spatial variations that are due to 
turbulence and water vapour distribution. An accurate modelling requires the use of 
complex numerical meteorological models together with information about orography 
and land use. Models based only on ground measurements do not provide a very good 
accuracy; however, they simplify the image processing and they allow coping with 
tropospheric wet delay with a reasonable coherent integration loss.  
Liquid delay can be neglected due to its negligible effects on GeoSAR. 
6.5.4 Ionospheric propagation 
Ionospheric phase delay is the most significant perturbation that affects GeoSAR 
focussing. The present research presented a set of simulations carried out in order to 
investigate their effect on GeoSAR imaging. 
Ionospheric perturbations affecting the system for the whole integration time can 
interfere severely with SAR processing even if they show modest amplitude (TEC 
fluctuations modelled as Gaussian noise with zero mean and standard deviation of 
about 0.2 TECU). If ionospheric noise has a large temporal correlation time, the system 
is more robust to interference. In any circumstances, the system can operate in a 
reversionary mode reducing the integration time (and the synthetic aperture) to reduce 
noise influence on the system.  
Ionospheric disturbances that happen for a period shorter than the integration time can 
be tolerated by the system even if they show large amplitude (i.e. geomagnetic storms 
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with TEC fluctuations of 1-2 TECU). In these cases, the system filters out ionospheric 
noise worsening azimuth resolution.  
An iterative auto-focus procedure that processes data with progressively longer 
integration time (starting from ionospheric decorrelation time) can be used to achieve 
the best possible ground azimuth resolution and to extract very valuable information 
about temporal ionospheric variations.  
Imaging during day-time when the level of turbulence in the ionosphere is lower is an 
alternative approach to tackle ionospheric noise. 
6.5.5  TEC measurements 
GeoSAR, applying the split-spectrum approach, is able to measure TEC with accuracy 
(2.4 TECU with 2 hour sampling) comparable with other systems currently available 
such as GPS networks. Post-processing that exploits autofocus techniques and 
ionospheric models can provide even better results. 
In presence of strong ionospheric perturbations that happen during the whole 
integration time, the system is not able to compensate phase delays, nevertheless 
frequent TEC measurements over a relatively large area can provide useful information 
to study and monitor the ionosphere. 
In quite ionospheric conditions, TEC measurements can be used to remove residual 
ionospheric delays from SAR signal on a pulse-to-pulse basis. Temporal sampling of 
the measurements has to be tuned according to the level of ionospheric perturbation. A 
more perturbed ionosphere requires a shorter sampling to take into account its 
temporal variations.  
In any circumstances, GeoSAR is able to provide TEC measurements that can be used 
to monitor the ionosphere on a national scale. The TEC measurements carried out 
while imaging can be used in differential interferometry to remove artefacts generated 
by uncompensated ionospheric phase delays.  
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7 Applications 
One of the aims of the present research is to investigate possible fields of applications 
for the GeoSAR concept. 
The 24-hour revisit time allows the system to take one image every 12 hours. Repeat-
pass interferometry and soil moisture measurements are candidate applications for 
GeoSAR. Section 7.1 discusses the relevant issues related to bi-static SAR 
interferometry. Section 7.2 is focused on GeoSAR’s potential in monitoring soil 
moisture. 
7.1  Bi-static SAR interferometry 
SAR interferometry (InSAR) is certainly one of GeoSAR’s main fields of application. 
The basic GeoSAR system is made up of a transmitter of opportunity placed in a 
geostationary orbit and of a receiver in a geosynchronous orbit. Using a single receiver 
only repeat-pass interferometry can be performed.  
Hereafter the transmitter is assumed to be stationary (i.e. in GEO) and does not 
provide any contribution to the formation of the geometrical baseline. A more realistic 
case would require the exact knowledge of the transmitter’s motion and its resultant 
contribution to the baseline.  
In literature, geometrical baseline is usually defined as the distance between two 
acquisition points under the assumption that image formation is instantaneous. In 
GeoSAR, the receiver is flying along a curved path during the integration time and 
image formation cannot be considered instantaneous.  
Interferometric processing is based on the assumption that the geometric baseline is 
constant during acquisitions (this is equivalent to considering parallel flight paths). 
GeoSAR acquires interferometric couples with variable geometrical baseline. This adds 
additional complexity to interferogram generation, expecially to the process of 
interferogram flattening (Ferretti et al., 2007). This section assumes that this problem 
could be tackled prior to interferogram generation taking into account a pulse-to-pulse 
phase correction.  
In the rest of this section an average geometrical baseline has been considered 
assuming that the receiving satellite is imaging flying along a straight path.  
The relevance of geometrical baseline in SAR interferometry has been discussed in 
section 2.5.2. In that section the concept of critical geometrical baseline has been 
introduced as well.  
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Geometrical calculations have to be carried out in a Cartesian geometry (i.e. neglecting 
Earth curvature) that takes into account the altitude factor (Zebker and Villasenor, 
1992; Hanssen, 2001). Therefore, the diameter of the GeoSAR’s circular flight path is 
about 600 km (that corresponds to a 92 km diameter ground track). 
Depending on the temporal baseline, two different geometries have to be considered, 
as there will be different expected baselines: 
- The receiving satellite is imaging the same area from a slightly different point of 
view with a 24 hour (+ n days) temporal baseline. In this case, the across-track 
displacement is due only to orbit perturbations. Hereafter this geometry will be 
called 1-day interferometry (Figure 7-1). This configuration is relevant for 
disaster response. 
 
Figure 7-1. 1-day interferometry: relative geometry of the two acquisitions. 
- The receiving satellite is imaging the same area from a slightly different point of 
view with a 12 hour (+ n days) temporal baseline. In this case, the across-track 
displacement is due to the different positions of the satellite along the circular 
orbit (≈600 km diameter). Hereafter this case will be called 12-hour 
interferometry (Figure 7-2). This configuration is relevant for topographic 
applications. 
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Figure 7-2. 12-hour interferometry: relative geometry of the two acquisitions 
A correct prediction of InSAR performances requires a precise definition of the different 
contributions to the interferometric phase and to the geometrical baseline. 
Interferometric decorrelation issues have to be discussed as well. 
The following issues have been tackled hereafter: 
• bi-static interferometric phase; 
• bi-static baseline estimation; 
• decorrelation effects. 
7.1.1 Bi-static interferometric phase 
An interferometric couple is made up of two different images, for each of them both 
transmitter and receiver contribute to the bi-static interferometric phase. To derive its 
value, signals collected by the system at different epochs (i.e. S1(P), S2(P)) have to be 
taken into account. 
Signal received by the receiver (RX) from the scatterer P at time t1 is: 
 ( ) ( ) ( ) ( )11 1 sj t j PS P u t e eω τ ϕτ − −= −  Equation 7-1 
Signal received by the receiver (RX) from the scatterer P at time t2, S1(P) is: 
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 ( ) ( ) ( ) ( )22 2 sj t j PS P u t e eω τ ϕτ − −= −  Equation 7-2 
In previous equations,  u(t) is the transmitted pulse; 
   ϕs(P) is the phase corresponding to the scatterer P. 
                                      τ1 and τ2 are the range gates that correspond to the position of 
the scatterer P. 
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In Equation 7-3,  r1,1
 is the distance from TX satellites to point P at the epoch t1; 
r2,1
 is the distance from RX satellites to point P at the epoch t1. 
 
In Equation 7-4, r1,2
 is the distance from TX satellites to point P at the epoch t2; 
r2,2
 is the distance from RX satellites to point P at the epoch t2. 
Given the signal collected by GeoSAR at two different epochs, interferometric phase 
ϕ is estimated via complex multiplication (Equation 7-5 and Equation 7-6). 
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 Equation 7-5 
 ( ) ( )( ) ( ) ( )( )0 1,2 1,1 2,2 2,1r P r P r P r P
c
ωϕ  = − + −   Equation 7-6 
Interferometric phase for the pixel P is referred usually to a reference point (O in the 
following equation) in the interferogram: 
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )0 1,2 1,1 1,2 1,1 2,2 2,1 2,2 2,1r P r P r O r O r P r P r O r O
c
ωϕ  = − − − + − − − 
 Equation 7-7 
The above expressions show clearly that, in the bi-static case, there are two separate 
contributions to interferometric phase that could be traced back to TX and RX satellites. 
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7.1.2  Baseline due to orbit perturbations (1-day 
interferometry) 
Repeat-pass SAR interferometry requires two acquisitions at two different epochs; the 
imaging geometry will differ between the two images due to occasional orbit 
manoeuvres or to orbit perturbations.  
Both TX and RX satellites are flying along a nearly geostationary orbit. The flight path 
about the geostationary position can be linearised. The parameters that have to be 
taken into account to model the motion of the spacecrafts are: 
• ∆R, difference in altitude from the typical geostationary altitude (42164.2 km) 
• e, residual orbit eccentricity 
• i, residual orbit inclination. 
 
Calculations carried out to estimate the different contributions to interferometric 
baseline are based on the following assumptions: 
• As far as orbit perturbations are concerned, temporal baseline is equal to one or 
more sidereal days. This implies that all perturbations with a period of a sidereal 
day can be neglected. 
• The baseline is the geometric distance between the acquisition points of the two 
considered images. It takes into account both TX and RX satellites. 
• Geometrical baselines have been calculated assuming an “average” position of 
the satellites during the integration time. 
• Only across-track interferometry has been considered. 
• Baseline has been expressed in the form (Bh, Bv) that is directly related to orbit 
perturbations: Bh, the horizontal baseline, is equivalent to an across-track orbit 
difference while Bv, the vertical baseline, is equivalent to a radial difference. 
• The previous assumptions imply that inclinations of the orbits of the satellites do 
not change. 
• For every satellite, the first acquisition of each interferometric couple has been 
considered as the reference to calculate interferometric phase. 
• According to ITU (1988) the longitudinal station-keeping requirement for a 
spacecraft in GEO is ±0.1° (about 73,5 km).  
 
Moving from the horizontal and the vertical baselines (Bh, Bv), it is possible to calculate 
the parallel and the perpendicular components of the baseline through Equation 7-8 
(Hanssen, 2001) that takes into account the antenna look angle θlook.  
 
sin cos
cos sin
h look V look
h look V look
B B B
B B B
θ θ
θ θ⊥
= −

= +
  Equation 7-8 
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A satellite placed in a non-ideal geostationary orbit such as GeoSAR is flying along a 
geosynchronous orbit with a non-zero eccentricity and inclination. Its altitude is 
generally not exactly equal to 42164.2 km (GEO orbit altitude). 
Cazzani et al. (2000) provide some linearised equations to estimate longitude, latitude 
and altitude of a geosynchronous satellite assuming that its orbit is not perfectly 
geostationary and there are residual eccentricity (e) and inclination (i). Satellite altitude 
is as well slightly different (δR) from the GEO one. These equations are derived from 
Kepler’s equations neglecting second order terms.  
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( )
( )
( )
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0 0 0
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cos
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2
sin
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T
r R R R e t t
R
long long e t t t t
R
lat i t t
δ ω
δ
ω ω
pi
ω
 = + − −  

  
− = − − −         
 
 = −  
 Equation 7-9 
In Equation 7-9,  r, lat and long describe the position of the satellite; 
long0 is the initial longitude of the satellite; 
ωT is the Earth’s angular velocity; 
   RGEO is the altitude of GEO orbit. 
7.1.2.1  Altitude contribution 
In Equation 7-9 there is only one component of the motion that is not harmonic. 
Considering a 24-hour temporal baseline (1-day interferometry) there is only a term in 
the longitude equation that contributes to form the geometric baseline. 
 
( )0 03
2
2
T
GEO
T
R
long long t t
R
T
δ
ω
pi
ω
− = − −  
=
 Equation 7-10 
In Equation 7-10,  T is the period of revolution of the satellite that is equal to a 
sidereal day. 
 3 2 3 2
2 180 2 180
h GEO GEOrad
GEO
R
B long R T R R
R T
δ pi pi piδ pi = ∆ = − = −  
 Equation 7-11 
Both transmitter and receiver satellites have to be taken into account in the formation of 
the geometrical baseline.  
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Assuming in Equation 7-11 a δR (i.e. difference from the geostationary altitude) of 
about 2 km for both the satellites, the equivalent Bh after 24 hours is about 656 meters. 
This value for δR has been chosen in order to avoid relevant longitude displacements 
that would require frequent orbit control maneuvers. 
7.1.2.2  Other perturbations 
Assuming that the system is imaging while flying following a North-South path, 
perturbations that affect the satellite along this axis can be neglected as they are 
equivalent to an along-track displacement. The same conclusion can be drawn 
considering a satellite imaging while flying in the East-West direction. 
The most significant perturbation that affects the East-West motion of satellites flying 
along a geosynchronous orbit is the longitude drift due to the anomalies in the Earth 
gravitational field. It causes a linear drift that could be estimated assuming a constant 
acceleration towards the stability points. The longitudes of stable points are 75.1°E or 
254.7°E. 
 ( )
2
2 2
deg
0.00168sin 2  
day
s
d long
long long
dt
 
= − −    
 
 Equation 7-12 
As we are interested in the relative motion between the orbits of the transmitter and the 
receiver, the longitude to be used in the calculation is practically equal to the bi-static 
angle. 
For a 30° longitude separation between TX satellite and the stable point the 
acceleration term is: 
 
2
2
2
0.00145 deg/day
d long
dt
= −  Equation 7-13 
The longitudinal drift could be expressed as: 
 
2
2
2
1
;
2
dlong
long t
dt
∆ =  Equation 7-14 
That is equal to 0.00073° after 1 day. This longitude separation causes a 537 m drift. 
Note that the station keeping requirement for satellites in GEO is ±0.1° degrees (about 
75 km). 
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7.1.2.3  Orbit determination accuracy 
Orbit determination accuracy for both TX and RX satellites (first and second acquisition 
point) brings an unknown contribution to the geometrical baseline (Equation 7-15 and 
Equation 7-16) that is equivalent to an uncompensated phase delay. The along track 
position error could be neglected as it is corrected during the co-registration phase. 
The remaining error terms, across-track and radial error, cause an additional 
uncertainty to baseline estimation. 
 2 2 2 2
. ,1,1 ,2 ,1 ,1,2 ,2 ,2h no ise a a a aB σ σ σ σ= + + +  Equation 7-15 
In Equation 7-15,  σa,1,1 is the across-track error for the first satellite and the first 
pass; 
σa,2,1 is the across-track error for the second satellite and the first 
pass; 
σa,1,2 is the across-track error for the first satellite and the second 
pass; 
σa,2,2 is the across-track error for the first satellite and the first 
pass. 
 2 2 2 2
. ,1,1 ,2 ,1 ,1,2 ,2 ,2v n oise r r r rB σ σ σ σ= + + +  Equation 7-16 
In Equation 7-16,  σr,1,1 is the radial error for the first satellite and the first pass; 
σr,2,1 is the radial error for the second satellite and the first pass; 
σr,1,2 is the radial error for the first satellite and the second pass; 
σr,2,2 is the radial error for the first satellite and the first pass. 
7.1.2.4  Perpendicular and parallel baseline  
The relative geometry between the two acquisitions has been presented in Figure 7-1. 
The different circles are the various orbits followed by the spacecraft; they are 
displaced due to orbit perturbations. 
The previous sections presented the various terms that contribute to the formation of 
an across-track displacement of a GeoSAR satellite during the time lapse between the 
acquisitions of the two images that constitute an interferometric couple.  
The GeoSAR spacecraft will be flying along an orbit with a nearly circular ground-track 
in order to be able to form a synthetic aperture both in north-south and in east-west 
direction.  
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While flying along the north-south direction the longitudinal drift between TX and RX 
satellites is equivalent to an across-track displacement. While flying along the east-
west direction the longitudinal drift due to orbit perturbations corresponds to an along-
track displacement, therefore it does not contribute to the formation of the 
interferometric geometrical baseline.  
Orbit perturbations described in the previous sections provide the horizontal and 
vertical components of the baseline. It is possible to retrieve the components of the 
parallel and perpendicular baseline applying Equation 7-8. 
The perpendicular baseline is proportional to the factor sinθlook, therefore within the field 
of view of the antenna it could vary according to the look angle. This variation, although 
relevant, does not change the order of magnitude of the baseline length and does not 
change the conclusions that will be drawn. 
Values for the perpendicular baseline in Table 7-1 are significantly smaller than the 
critical baseline (see section 7.1.4). 
Table 7-1. Geometrical baseline due to orbital elements and longitudinal 
displacements. The satellite is imaging while flying along a north-south track. All the 
values are expressed in meters. Each line refers to a given temporal baseline.  
Temporal 
baseline 
δR (m) 
(TX) 
 
δR(m) 
(RX) 
 
Longitudinal 
Displacement 
TX (m) 
Longitudinal 
Displacement 
RX (m) 
θlook 
Bh 
(m) 
Bv 
(m) 
B║ 
(m) 
B┴ 
(m) 
1 day 2000 2000 537 537 5° 1731 0 150 1725 
2 days 2000 2000 1074 1074 5° 3463 0 301 3450 
3 days 2000 2000 1611 1611 5° 5194 0 452 5175 
7.1.3 Perpendicular and parallel baseline (12 hour 
interferometry) 
In the 12-hour interferometry (Figure 7-2) there is an across-track displacement 
because the system is imaging while it is flying at two opposite sides of the circular 
trajectory. 
The across-track displacement, the horizontal baseline Bh between the two 
acquisitions, is at least the chord subtended by a 60° angle, ≈315 km. We can assume 
that there is no vertical baseline; therefore, the perpendicular baseline is about 300 km 
(5° look angle). This value is about half the value of the critical perpendicular baseline 
(see section 7.1.4). 
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7.1.4 Critical perpendicular baseline 
The concept of critical perpendicular baseline will be defined in the monostatic case. As 
specified in previous sections, in a bi-static configuration both transmitter and receiver 
contribute to the formation of the baseline therefore in the bi-static case the critical 
perpendicular baseline has a different expression.  
The concept of critical perpendicular baseline is very important to predict performances 
that could be achieved via SAR interferometry. The following equations describe the 
analytical derivation of the critical baseline for a monostatic configuration.  
7.1.4.1  Monostatic case 
Figure 7-3 shows the geometry that has been considered to analyse the problem. 
In Figure 7-3,   B is the geometric baseline; 
    Bn is the perpendicular baseline; 
θ is the radar incidence angle (different from the radar 
look angle in the GEOSAR case due to spherical Earth 
geometry); 
α is the slope of the terrain imaged; 
ρ is the slant range; 
Re is the Earth’s radius (6378 km). 
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Figure 7-3. Monostatic SAR interferometry. Geometry of the problem. 
 ( )4 cosBϕ pi θθ αρ λ ρ
∂ ∂
= − −
∂ ∂
 Equation 7-17 
In Equation 7-17,  ϕ is the interferometric phase; 
remaining symbols have the same meaning as in Figure 
7-3. 
 eb R h= +  Equation 7-18 
 
2 2 2
ecos
2
b R
b
ρθ
ρ
+ −
=  Equation 7-19 
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( )cos4
cos
sin
B
h
θ αϕ pi ρθ
ρ λρ θ
−∂  
= − − ∂    Equation 7-20 
The critical perpendicular baseline (assuming that the slope of the terrain α is zero) is 
the value that satisfies the expression in Equation 7-21. 
 
4 4 2
tan sin
range
B B
b R
ϕ pi pi pi
ρ λρ θ λ θ
⊥ ⊥∂
= − + ≤
∂ ∆
 Equation 7-21 
In Equation 7-21,  ∆Rrange is the slant range resolution. 
 
2 2
range
w
c c
R
B
τ∆ = =  Equation 7-22 
In Equation 7-22,  Bw is the bandwidth of the radar signal. 
2
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pi
⊥ =
2
cτ
1
4pi
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τλ θ λ θρ ρ
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− −   
− −   
   
 Equation 7-23 
 ( )
( )
( )
sinsin
cos cos
w ew
crit
e
B R hB b
B
c b c R h
λ ρ θλ ρ θ
ρ θ ρ θ⊥
+
= =
−  − +  
 Equation 7-24 
Considering a system in a geosynchronous orbit (h=36000 km; ρ=40000 km) with a 
ground incidence angle (i.e. θ) of 50°, Equation 7-24 can be expressed grouping all 
geometrical parameters in a single term. 
 
( )
( ) [ ]
sin
0.3392 s
cos
e
crit w w
e
R h
B B B
c R h
ρ θλ λ
ρ θ⊥
+
= = ×
 − +  
 Equation 7-25 
Assuming an L band (λ=0.20 m) system with 8 MHz bandwidth, 50° incidence angle 
the critical perpendicular baseline is equal to ≈542 km. For a longer wavelength 
(λ=0.25 m), the critical baseline would increase up to ≈678 km. 
Equation 7-23 is a general expression that takes into account satellite altitude. In 
literature a simplified expression (Equation 7-26) is commonly used referring to LEO 
satellites (under the assumption that ρ<<(Re+h), where ρ is slant range and h is satellite 
altitude) (Hanssen, 2001). 
 _
tanw
crit monostatic
B
B
c
λ ρ θ
⊥ =  Equation 7-26 
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7.1.4.2  Bi-static case 
In the bi-static case, the phase contribution due to a single satellite is only 
2pi/λ therefore the bi-static critical baseline is given in Equation 7-27. 
 ( ) ( )2 2cos costransmitter receiverB Bϕ pi pi θθ α θ αρ λ λ ρ
∂ ∂ 
= − − − − ∂ ∂ 
 Equation 7-27 
Under the assumption that the look angle and the orbit altitude are equal for both 
transmitter and receiver (acceptable in the GeoSAR concept), it is possible to obtain a 
simplified expression for the bi-static critical perpendicular baseline (neglecting the 
slope of the terrain α).  
 
( )
( )_
sin
cos
e
crit bistatic transm receiver w
e
R h
B B B B
c R h
λρ θ
ρ θ⊥ ⊥ ⊥
+
= + =
 − +  
 Equation 7-28 
The critical perpendicular baseline for each of the satellites is equal to half the baseline 
allowed for a monostatic SAR. Under the assumption that the transmitter is stationary, 
the critical baseline is half the value expected for a monostatic SAR. 
The expression for the critical bi-static baseline is identical to that provided in 
Equation 7-25. 
7.1.5 Interferometric noise – Decorrelation 
Given the system configuration and the estimates made for the geometrical baseline in 
sections 7.1.2.4  and 7.1.3), it is possible to evaluate the various noise sources that 
affect interferometric products. The output of this analysis is essential to evaluate 
possible filed of applications for SAR interferometry from a geosynchronous orbit. 
7.1.5.1  Thermal noise  
Thermal noise effects are represented by SNR. They could be evaluated looking at the 
specific SNR that could be achieved on the specific type of terrain. Considering a SNR 
of about 9 dB, following the investigations of Just and Bamler (1994) the expression for 
coherence loss induced by thermal noise is: 
 1
1
0.89
1
thermal
SNR
ρ
−
= =
+
 Equation 7-29 
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According to Just and Bamler (1994) the variance of SAR phase in rad2 is: 
 
2
2 2
2
1
0.134 rad
2
thermal
thermal
ρ
σ
ρΨ
−
= =  Equation 7-30 
The variance of interferometric phase in rad2 is (interferometric phase is relative to a 
pixel in the image): 
 2 2 22  radϕσ σ Ψ=  Equation 7-31 
 
2
2 2
2
1
0.268 radthermal
thermal
ρ
σ
ρΨ
−
= =  Equation 7-32 
 0.52 radϕσ =  Equation 7-33 
Interferometric phase noise in degrees is ϕ=29.8°. Such statistical phase noise can be 
reduced by interferogram multi-looking if a loss of geometric resolution can be 
accepted. 
Applying multi-look, it is possible to reduce the effect of thermal phase noise at the 
expense of resolution. Averaging 20 independent looks, the variance of thermal noise 
becomes: 
 ,1
, 0.11 radN
LN
ϕ
ϕ
σ
σ = =  Equation 7-34 
After multi-looking, interferometric thermal error is only 6.3°.  
7.1.5.2  Height ambiguity 
Section 7.1.2.4  provides a budget for the geometrical baseline. Rodriguez and Martin 
(1992) provide an expression that, for repeat pass interferometry, allows estimating the 
expected error in topographic phase given the error in interferometric phase. Height 
ambiguity is the error that corresponds to a 2pi phase variation.  
 
( )
( )
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2
e
e transm receiver
h R
H
R B B
λρ θ δϕδ
pi⊥ ⊥
+
= −
+
 Equation 7-35 
In Equation 7-35,  δH is height variation; 
   ϕ is the interferometric phase; 
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   h is the altitude of the satellites (i.e. ≈36000 km);  
ρ is the slant range (i.e. ≈40000 km); 
   λ is the radar wavelength (0.2 m); 
   θ is the radar ground incidence angle (i.e. 50°). 
Height ambiguity is influenced by the altitude factor AF that is usually neglected in LEO 
SAR literature. Equation 7-35, under the assumption that h<<Re assumes the 
expression in Equation 7-36 (Hanssen, 2001). 
 ( )
sin
2
transm receiver
H
B B
λρ θ δϕδ
pi⊥ ⊥
= −
+
 Equation 7-36 
Following Equation 7-35, height ambiguity is expressed in equation Equation 7-37.  
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( )sin sin
 
e e
e transm receiver e
h R h R
Height ambiguity
R B B R B
λρ θ λρ θ
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+ +
= =
+
 Equation 7-37 
Table 7-2 shows the values of the height ambiguity for different values of the 
perpendicular baseline (due to both transmitter and receiver satellites). The same table 
includes also the expected error in topographic height due to thermal noise only for 
both 1-day and 12-hour interferometry following the analysis about thermal noise 
included in section 7.1.5.1 . 
 
 
 
Table 7-2. Error in topographic height due to thermal noise – SNR 9 dB. 
B┴(m) Height ambiguity (m) 
δh (m) 
single look 
δh (m) 
20 looks 
3000 12154 1006 212 
5000 7292 603 127 
7000 5208 431 91 
10000 3646 301 63 
300 km 
 (12 hour interferometry)  
121 10 2 
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7.1.6 Topographic height and perpendicular baseline 
Using a different approach, height sensitivity with respect to perpendicular baseline 
could be worked out. 
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=  Equation 7-39 
The system parameters used to estimate topographic height sensitivity are presented 
in Table 7-3. Under this assumption the derivative dH/dB┴ is equal to -1.02. 
Table 7-3. Values used to estimate the sensitivity of topographic height to 
perpendicular baseline variations. 
ρ (m) 4.00 X 10+07 
h (m) 3.58 X 10+07 
H (m) 1000 
Re (m) 6.38x 10
6 
Bperp (m) 5.00 x 10
3 
θ (deg) 50 
ϕ (rad) pi 
It is important to mention that a very tight requirement on the knowledge of TX and RX 
satellite position is given by SAR focussing needs. Therefore, the need for a very 
precise knowledge of the baseline is driven by SAR focussing requirements. 
7.1.6.1  Geometric correlation 
Neglecting misregistration between the two SAR images constituting the interferometric 
couple, geometric correlation is given by Equation 7-40 (Zebker and Villasenor, 1992; 
Hanssen, 2001). 
 1spatial
critical
B
B
ρ ⊥
⊥
= −  Equation 7-40 
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In Equation 7-40,  B┴ 
is the perpendicular baseline,  
B┴critical 
is the critical perpendicular baseline. 
Considering the expression of the critical baseline given in Equation 7-25, geometric 
correlation is given in Equation 7-41. 
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 Equation 7-42 
Due to the large slant range and to the relatively short perpendicular baseline, the 
spatial decorrelation term is negligible for the 1-day interferometry. 
The 12-hour interferometry exploits a quite large geometrical baseline (≈300 km) 
therefore there is a significant geometrical decorrelation (i.e. geometrical correlation 
≈0.45). 
Equation 7-43 introduces the concept of interferometric correlation (Zebker and 
Villasenor, 1992), taking into account only thermal and spatial correlation: 
 
1
1
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thermal spatial spatial
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ρ ρ ρ ρ
−
= =
+
 Equation 7-43 
The expression for interferometric phase variance can be expressed using the Cramer-
Rao bound (Hanssen, 2001). 
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In Equation 7-44,   NL is the number of independent looks.  
The expression for topographic height accuracy derived from Equation 7-35 can be 
modified in order to provide topographic height standard deviation: 
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Using Equation 7-45 it is possible to retrieve a new form for the standard deviation of 
topographic height that takes into account the decorrelation effect induced by the 
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perpendicular baseline. Table 7-4 and Table 7-5 provide the results achieved assuming 
that the radar ground incidence angle θ is 50° and the number of looks is 20.  
Table 7-4. 1-day interferometry: values expected for the standard deviation of the 
topographic height taking into account thermal noise and geometric decorrelation. 
Height ambiguity is 13504 m, B┴ is 3 km and Bw is 8 MHz. 
SNR 
(dB) 
ρthermal ρspatial σh (m) 
7.0 0.83 229 
8.0 0.86 203 
9.0 0.88 180 
10.0 0.90 160 
 
Table 7-5. 12-hour interferometry: values expected for the standard deviation of the 
topographic height taking into account thermal noise and geometric decorrelation. 
Height ambiguity is 135 m, B┴ is ≈300 km and Bw is 8 MHz. 
SNR 
(dB) 
ρthermal ρspatial σh (m) 
7.00 0.39 8.4 
8.00 0.38 8.1 
9.00 0.37 7.8 
10.00 0.36 7.6 
 
Table 7-4 shows that 24-hour interferometry configuration can be applied for differential 
interferometry as the short baseline (keeping the geometrical correlation close to 1) 
makes the system extremely sensible to phase variations. 
Table 7-5 shows that 12-hour interferometry, due to the large geometrical baseline, is 
well suited to topographic applications although the large geometrical baseline causes 
a significant spatial decorrelation.  
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7.1.6.2  Volumetric decorrelation 
The contribution of volumetric decorrelation (1-γvol) depends on imaging geometry too. 
It could be neglected if Equation 7-46 is satisfied (Gatelli et al., 1994). This condition is 
easily achieved for a geosynchronous orbit therefore volumetric decorrelation can be 
neglected.  
 
tan
2
h
z
B
λ θ
⊥
∆ <<  Equation 7-46 
In Equation 7-46,  ∆z is the height difference between the scatterers in the same 
resolution cell;  
h is the satellite altitude; 
B┴ is the perpendicular baseline; 
θ is the ground incidence angle. 
7.1.7 Bi-static SAR interferometry – summary 
Two different configurations for SAR interferometry have been investigated.In the first 
one, the receiving satellite is imaging the same area from a slightly different point of 
view with a 24 hour (+ n days) temporal baseline. In this case, the across-track 
displacement is due only to orbit perturbations. In the second configuration, the 
receiving satellite is imaging the same area from a slightly different point of view with a 
12 hour (+ n days) temporal baseline. In this case, the across-track displacement is 
due to the different positions of the satellite along the circular orbit (≈600 km diameter). 
For both configurations the critical baseline has been estimated. Results show that 12-
hour interferometry is suitable for topographic applications while 24-hour geometry is 
suitable to differential interferometry.  
Various sources of decorrelation such as thermal noise or geometric and volumetric 
decorrelation have been looked into. 
7.2  Other applications 
The very short revisit time is the main advantage of GeoSAR therefore applications that 
require frequent passes apper as the most suitable to GeoSAR. Among them disaster 
response and soil moisture measurements have been considered the most relevant. 
Applications 
 
 
7.2.1 Rationale 
Hobbs (2009) discusses the issues related to the measurement of a dynamic process. 
Assuming that a system is able to take a measurement every 
measurement requires s seconds, the system is able to measure signals (i.e. 
phenomena) with frequencies lower than 
Hz become uncertainty that affects the measurement process (
Figure 7-4. Signal bandwidth filtered by a measurement system. 
period and s is the measurement time (Hobbs, 2009).
LEO systems are characterised by a very short integration time 
time ∆. This implies that physical phenomena that are characterised by high frequency 
variations can be measured with poor accuracy. GeoSAR, on the other hand, filters ou
high frequency contributions (due to the relatively long integration time) but allows a 
very short revisit time; therefore it is suitable to measure phenomena that require 
frequent sampling.     
7.3  Disaster response
Madsen (2001), NASA JPL (2004) considered
appropriate solution to monitor earthquakes and to provide fast
disasters. GeoSAR, besides having a 24
field of regard. A constellation of 4 satellites wou
coverage. 
7.4  Soil moisture measurements
Soil moisture is an important parameter for agriculture and natural vegetation, but has 
proved to be difficult to measure accurately by Earth observation.
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321 
∆ seconds and that a 
1/∆ Hz while frequencies between 1/∆
Figure 7-4). 
 
∆ is the sampling 
 
s and by a long revisit 
 
 a geosynchronous SAR as the most 
-response to natural 
-hour revisit time, has 1/3 of the globe in its 
ld therefore allow nearly global 
 
 GeoSAR could be 
 
 and 1/s 
t 
Applications  Davide Bruno 
 
 
322 
exploited to monitor effectively soil moisture in a way that is not viable with current 
satellite systems.  
7.4.1 Measurement accuracy 
Experiment data have been analysed to investigate the effect of the revisit time on the 
accuracy of soil moisture measurements. Hourly soil moisture data (Figure 7-5) from 
the Sevilleta experiment (Muldavin, 2004) were analysed to study the effect of 
changing the measurement repeat period on the accuracy of soil moisture estimates. 
The power spectral density of the signal has been integrated with respect to frequency 
to evaluate the distribution of integral signal power (Figure 7-6). A measurement 
system with 1-day revisit time is able to collect more than 55% of the information 
content of the signal while this value decreases to about 20% if the revisit time 
becomes 35 days.  
 
 
Figure 7-5. Hourly average volumetric soil moisture from the Sevilleta experiment 
(Muldavin, 2004). 
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Figure 7-6. Normalised integral of the soil moisture power spectral density. The 
vertical line in the plot corresponds to 1-day revisit time. 
Although the model is simple and is clearly influenced by the dataset used in the 
calculation, there is a clear indication from the results that measurements of soil 
moisture separated by more than a few days cannot give an accurate estimate of the 
average soil moisture. Since there are seasonal and geographical variations of soil 
moisture time dependence, appropriate measurement strategies will vary with these 
parameters. 
These results suggest that a measurement system, which is capable of daily 
measurements such as GeoSAR, has the necessary temporal resolution to capture the 
true variation of soil moisture, where measurements with a repeat period of a week or 
more are likely to miss much significant variation. 
Another aspect of GeoSAR’s capability is that when changes of soil moisture and soil 
roughness occur on different timescales it should be possible to separate their effects 
on radar backscatter. 
The first evidence of interferometric phase variations due to soil moisture was provided 
using L band SEASAT data (Gabriel et al. 1989). A technique to extract soil moisture 
information from SAR images using both intensity and phase information has been 
proposed using multi-temporal repeat-pass SAR images (Lu and Meyer, 2002). This 
approach is based on the assumption that only changes in surface roughness cause 
variations in the scattering phase and that local soil moisture variations influence only 
scattering amplitude. This method allows the discrimination between changes in soil 
roughness that affect interferometric coherence and soil moisture variations that 
concern only backscatter magnitude. 
The main weakness of this approach is that soil moisture contribution to scattering 
phase cannot be neglected as it affects soil swelling as well as radar penetration depth 
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(Nolan and Fatland, 2003). To overcome this constraint soil moisture induced phase 
variations have to be identified. This could be done taking into account that changes in 
soil moisture and in soil roughness occur on different timescales. GeoSAR’s revisit time 
could be exploited to separate soil moisture effects as they can be modelled taking into 
account their temporal correlation. 
Interferometric phase can be expressed as the sum of different components 
(Equation 7-47). 
 t d a nϕ ϕ ϕ ϕ ϕ= + + +  Equation 7-47 
In Equation 7-47, ϕt is the topographic phase contribution;  
ϕd takes into account ground subsidences,  
ϕa is the atmospheric phase delay; 
ϕn is the generic phase noise term that includes all the noise 
sources that cannot be modelled accurately.  
The last term can be specialized to include the phase term related to soil moisture 
explicitly as it can act as either signal or noise (Equation 7-48). 
   n soil moisture other sourcesϕ ϕ ϕ= +  Equation 7-48 
A parameter K that measures the change in radar backscatter between the two images 
of the interferometric couple can be used for soil moisture information retrieval (Nolan 
and Fatland, 2003). It has to be averaged over a window including N pixels 
(Equation 7-49). 
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Soil moisture affects both radar backscatter magnitude and phase, therefore a joint 
analysis of residual phase noise (Equation 7-48) and of magnitude variations 
(Equation 7-49) could provide a way of retrieving soil moisture information from SAR 
interferometry in areas that are not strongly affected by temporal decorrelation (i.e. 
bare soil or sparsely vegetated areas). 
A 12-hour revisit time is particularly suitable to monitor soil moisture variations. 
Permanent Scatterer (PS) interferometry (Ferretti et al. 2001; Ferretti et al. 2003) can 
be effectively applied on frequent interferograms. Moving from the PS approach it is 
possible to obtain an interferogram that is not biased by ground deformation and 
atmospheric phase delays. This product could therefore be used to filter out a soil 
moisture contribution that can be discriminated bearing in mind that it is temporally 
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correlated and that the residual phase contribution is related to a change in backscatter 
magnitude.  
7.5  Conclusions 
This sections draws the conclusion about GeoSAR’s possible applications. 
7.5.1 GeoSAR interferometry 
Considering the 24-hour revisit time interferometry is the most obvious field of 
application for GeoSAR. 
Two different geometries are obtained if the two images are taken when the spacecraft 
is at the opposite sides of its flight path with 180° difference in the argument of perigee 
(12-hour baseline interferometry) or when the satellite is at the same position along its 
orbit but there is a displacement induced by orbit perturbations (1 day baseline 
interferometry). 
In 1-day interferometry, geometric baseline is caused by orbit perturbations or by 
deliberate orbit manoeuvres. The amount of displacement of the spacecraft is limited 
by station keeping issues that usually limit in longitude the east-west wander of the 
spacecraft. Due to the large slant range, the perpendicular baseline is usually very 
small (about 5 km) compared to the critical baseline (about 600 km). This implies that 
this configuration is well suited for differential interferometry. In 12-hour geometry the 
baseline is about 300 km. Although this configuration shows a significant geometric 
decorrelation (i.e. about 0.4), the significant geometric baseline could be exploited for 
topographic applications.  
7.5.2 Disaster response and soil moisture  
Disaster response is an application that requires a very short revisit time and therefore 
is well suited to GeoSAR. A geosynchronous satellite, moreover, has 1/3 of the globe 
in its field of regard. 
Soil moisture measurements as well will strongly benefit from GeoSAR’s 24-hour revisit 
time. The analysis of 1-hour sampled experimental data showed that measuring soil 
moisture with 1-day revisit time allows users to reconstruct effectively its temporal 
variations.  
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8 Conclusions and further work 
Relevant conclusions and follow-on areas for the present research have already been 
included in the relevant chapters.  
This chapter will provide a synthesis of the research (section 8.1) and then will focus on 
the main findings and conclusions (section 8.2). They have been grouped in 
accordance to the objective that they meet. Section 8.3 summarises the areas of 
further work that have been identified. 
8.1  Overall discussion 
This report presents research undertaken at the Cranfield University Space Research 
Centre (SRC) from October 2003 to September 2009. The work focuses on the 
development and analysis of a geosynchronous SAR concept.  
 
Figure 8-1. Overall research logical flow. 
The aim of the research is to “propose a geosynchronous SAR configuration, analyse 
quantitatively its performances and its limitations focussing on possible fields of 
applications”. To tackle this problem, three main objectives have been identified.  
Literature Review
System 
Design
Challenges
Performance
Applications
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1) Investigate both active and passive geosynchronous SAR configurations to choose a 
suitable system design. 
2) Analyse technical challenges and predict quantitatively system performances. 
3) Investigate possible fields of applications. 
Figure 8-1 shows the logical flow of the research. Moving from literature review, a 
system design has been developed with the aim of selecting the most suitable 
configuration. The design proposed has been looked into in order to investigate 
performances and technical challenges. Particular emphasis has been given to issues 
related to image formation. Relevant potential applications for the system design under 
discussion have been investigated.  
During the research, the logical process described above has been run iteratively to 
adapt the system design to requirements driven by applications and by technical 
feasibility.  
Geo-synchronous SAR concept dates back to late 70s (Tomiyasu, 1978; Tomiyasu and 
Pacelli, 1983), however more substantial work about a possible system design has 
been provided by Prati et al. (1998) for a passive bi-static configuration, and by 
Madsen et al. (2001) for an active configuration. None of these papers however 
discuss in details the main technical challenges of the concepts developed. 
System design explored both active and passive configurations in order to unveil their 
advantages and their complexities. A complete frequency trade-off has been carried 
out in order to justify the selection of the radar frequency. L band has been identified as 
the most suitable frequency for both configurations in order to tackle problems related 
to temporal decorrelation.  
A passive bi-static configuration has been preferred to an active monostatic, as the 
latter requires a very large antenna and a significant transmitted power that prevents 
this system to be practically realised with current technologies. On the other hand a bi-
static passive system is considered as a potential low budget mission (financial budget 
<100 M€).  
Moving from this analysis GeoSAR, a concept for a geosynchronous bi-static passive 
SAR, has been developed at Cranfield Space Research Centre. This satellite reuses 
the L band signal transmitted by any transmitter of opportunity that can be in GEO as 
well. The spacecraft, with a 6 m diameter circular antenna, flies along a 
geosynchronous orbit with a circular ground-track (about 92 km radius) to achieve a 
nominal 100 m resolution, collecting signal during the 8-hour integration time. 
Applications have been the major drivers in the final orbit selection. A circular ground-
track orbit allows two different imaging geometries for SAR interferometry (i.e. 12-hour 
and 1-day interferometry) that are suitable respectively for topographic mapping and 
differential interferometry. Moreover, the geosynchronous circular orbit, with respect to 
the figure-of-eight one, allows imaging while flying both in the North-South and in the 
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East-West directions. In this way, it is possible to image with nominal resolution in the 
whole antenna footprint. 
GeoSAR’s main peculiarity is the 8-hour integration time required to achieve an 
azimuth resolution of about 100 m. Signal phase coherence over such timescale is a 
significant challenge and some decorrelation aspects, usually neglected in 
conventional LEO SAR (i.e. Earth tides, tropospheric noise and ionospheric noise), 
have to be taken into account. An azimuth SAR processor has been implemented in 
Matlab in order to simulate the effects of various decorrelation sources on the azimuth 
Point Spread Function (PSF). In the present research, the analysis has been limited to 
three main sources of decorrelation: Earth tides, tropospheric delay and ionospheric 
delay.  
Earth tides and tropospheric delay models available in literature allow the system to be 
able, in post-processing, to cope with their induced variable phase delays. Ionospheric 
phase delays, due to their temporal and spatial variability, cannot be properly 
compensated by applying analytical models. A split-spectrum approach could be used 
to estimate ionospheric TEC while imaging; however, although GeoSAR allows to 
measure TEC with a good accuracy (accuracy 2,4 TECU, 2 hour sampling), in 
presence of strong ionospheric heterogeneities system performances can be seriously 
affected.  
A focussing procedure that iteratively increases the integration time (starting from 
ionospheric decorrelation time) could be used to achieve the best possible ground 
azimuth resolution and to extract very valuable information about temporal ionospheric 
variations. Imaging during the day when the level of ionospheric turbulence is lower is 
an alternative approach to tackle ionospheric noise. Temporal decorrelation aspects 
clearly reduce the spectrum of possible applications. Due to ionospheric perturbations, 
GeoSAR could not be able to provide in all circumstance its nominal resolution 
although coarser resolution implies more frequent imaging. 
Repeat-pass interferometry is the most obvious field of application for GeoSAR. 
Differential interferometry could be carried out with good performances as orbit 
perturbations do not allow for the formation of a significant geometrical baseline (1-day 
interferometry). Imaging from opposite sides of the circular ground-track can be used 
for repeat-pass interferometry to have a large geometrical baseline and the shortest 
temporal baseline (i.e. 12-hour interferometry). Soil moisture monitoring has been 
identified as one of the most promising fields of applications for the system.  
The present research provides a better understanding of the technical complexities that 
lay behind a geo-synchronous SAR and their implications on possible future practical 
implementation of this concept. The analysis about temporal decorrelation aspects and 
their implications on SAR systems that require a long integration time has an high 
degree of novelty; phase errors induced by Earth tidal motion, in particular, have never 
been tackled in previous SAR literature as well. 
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The geometrical model implemented to provide an analytical expression for the bi-static 
phase shows that relative position between transmitter and receiver has to be known 
with millimetre accuracy. This will pose a strict requirement on AOCS sub-systems of 
both satellites involved, thus increasing the complexity of the receiving satellite and 
limiting the number of potential transmitters of opportunity. 
These problems have not been tackled in any previous research and unveil some 
difficulties that could increase the complexity of an eventual GeoSAR mission.  
Looking towards a more advanced stage of GeoSAR’s system design, the above-
mentioned problems have to be taken into account as they increase the technical risk 
of the project. In particular, orbit accuracy requirements and ionospheric phase delay 
correction algorithms have to be carefully taken into account. 
Some risk reduction technology demonstration programs, eventually carried on-board 
of existing platforms, are the best programmatic options to acquire some information in 
the above-mentioned grey areas. This solution could be adopted to collect some 
experimental data and demonstrate the technical feasibility of the concept. A 
demonstrator could be a cost-effective solution to test the ability, with dedicated SAR 
processing algorithms, to achieve image formation and tackle limitations imposed by 
orbit determination accuracy and temporal decorrelation. 
To investigate all issues related to ionospheric decorrelation aspects, a technological 
demonstrator should be developed at L-band although it might require a large antenna 
that could prevent this system from being a secondary payload on another satellite. 
Having said that, an experiment to test GeoSAR processing algorithms could  be 
developed at shorter wavelengths (up to K band) to reduce the mass budget of the 
experiment. In this case, as emphasised in the trade-off analysis, tropospheric noise 
could be the main decorrelation source of this system; however, this experiment could 
be relevant in terms of developing auto-focus algorithms and  testing the capability to 
form a SAR image from space over a long integration time. With the aim of reducing 
technical risk associated to such a technology demonstrator, the receiver could be 
carried on-board the transmitting satellite; in this way all complexities related to precise 
relative orbit position between transmitter and receiver could be removed. 
The application of auto-focus algorithms is likely to provide products with a ground 
resolution proportional to the correlation time of phase noise affecting the image. 
Therefore, GeoSAR’s possible fields of applications depend from the capability of 
coping with temporal decorrelation issues. A technology demonstrator focused on 
temporal decorrelation aspects could be relevant to define the expected quality of 
GeoSAR’s products and to clearly identify scientific drivers that could be used to justify 
the need for the development of a geosynchronous SAR concept. 
In conclusion, having discussed the potential of the concept and its main drawbacks, 
only after a proper demonstration about the technological capability of coping with all 
image formation issues, the system will be mature for a potential dedicated mission.  
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8.2  Statements of conclusions 
The conclusions will be grouped hereafter according to the objective they refer to. 
8.2.1 Objective 01: System design 
Active monostatic and passive bi-static geosynchronous SAR configurations have been 
looked into. Both the concepts have been demonstrated in literature.  
An active configuration has to fly on a highly inclined geosynchronous orbit to allow for 
a significant synthetic aperture. It has a relatively short integration time (minutes) and 
therefore temporal decorrelation aspects are not as relevant as in the passive bi-static. 
Antenna size and power requirements are the two major drawbacks of the active 
geosynchronous SAR; therefore, this configuration does not appear feasible in the 
short term due to its costs and to its technical complexities. 
A passive bi-static configuration does not require new technologies to be developed 
and can be proposed as a candidate for a low-cost space mission. The major driver in 
the system design is the amount of power provided by the transmitter of opportunity 
being used. To collect enough signal power it has to fly along a low inclination 
geosynchronous orbit. The oscillation of the spacecraft along its path has to be shorter 
that the achievable synthetic aperture in order to achieve a long integration time (i.e. 8 
hour). Due to this limitation, the length of the satellite motion drives azimuth resolution.  
A system design trade-off has been carried out in order to determine the most suitable 
configuration in terms of frequency and integration time. A technical feasibility trade-off 
has been completed to investigate the effects of phase delay and of the link budget at 
various frequencies (from P to K band) employing different integration times (from 1 
minute to 8 hours). Following this study a frequency trade-off allowed to determine that 
L band is the most suitable frequency for its robustness to temporal decorrelation.  
Matching the outcomes of the two trade-off analysis, a passive bi-static L band 
configuration has been proposed as the most suitable configuration. Moving from this 
approach a spacecraft system design has been carried out at Cranfield Space 
Research Centre. A circular ground-track orbit has been preferred to a figure-of-eight 
orbit as it allows to image with the same resolution both when flying along the north-
south and the east-west portion of the trajectory. The passive bi-static configuration 
requires an appropriate transmitter of opportunity that transmits a suitable signal with 
the required properties. This research assumes that such a satellite is available and 
does not investigate the influence of the transmitted waveform on the system design. 
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8.2.2 Objective 02: System technical complexities 
The analysis carried out for the GeoSAR configuration stated that the issues related to 
temporal decorrelation are the most relevant technical complexities. Due to the 8-hour 
integration time, unstable scatterers and instabilities in the propagation medium have to 
be taken into account in SAR image processing. This problem is usually not addressed 
in SAR literature as conventional LEO SAR images are focused under the assumption 
that both the scene and the atmosphere are frozen during the integration time.  
An azimuth SAR processor has been implemented in Matlab in order to simulate the 
effect of various decorrelation sources on the azimuth Point Spread Function (PSF).  
Phase fluctuations increase system Doppler bandwidth and therefore, in presence of 
fluctuating phase delays, a portion of the reflected energy does not affect the main lobe 
of the synthetic aperture. An analytical expression has been proposed in order to 
estimate the amount of clutter that the system is able to reject, given its variance and 
its correlation time.  
A more detailed analysis has been provided for the three main sources of decorrelation 
that have been identified: Earth tides, tropospheric delay and ionospheric delay. All the 
terms need to be compensated to avoid substantial degradation in GeoSAR imaging. 
Earth tides can be accurately modelled and their residual error can be neglected. Only 
solid Earth tides and ocean loading contribute significantly to site displacements on 
GeoSAR’s temporal and spatial scales. 
Tropospheric dry propagation delay can be modelled with a very good accuracy if 
synoptic meteorological parameters (i.e. static pressure and temperature) are known. 
Tropospheric wet delay has complex temporal and spatial variations that are due to 
turbulence and water vapour distribution. An accurate modelling requires the use of 
complex numerical meteorological models together with information about orography 
and land use. Analytical model available in literature do not guarantee the same level 
of accuracy; however, they allow coping with tropospheric wet delay with an acceptable 
coherent integration loss (about 1 dB). 
Ionospheric phase delays, due to their temporal and spatial variability, cannot be 
properly compensated by applying analytical models. Real TEC measurements (30 
second sampling) from the spectre dataset have been used in the analysis. Some data 
about temporal and spatial ionospheric decorrelation have been derived. A split-
spectrum approach can be used to estimate ionospheric TEC while imaging. With this 
technique, GeoSAR allows to measure TEC with a good accuracy (accuracy 2.4 
TECU, 2 hour sampling). The system is able to cope with disturbances that happen 
only for a fraction of the integration time while, in presence of strong ionospheric 
heterogeneities, its performances can be seriously affected.  
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An iterative focussing procedure that processes data with progressively longer 
integration time (starting from ionospheric decorrelation time) can be used to achieve 
the best possible ground azimuth resolution and to extract very valuable information 
about temporal ionospheric variations. Imaging during the day when the level of 
ionospheric turbulence is lower is an alternative approach to tackle ionospheric noise. 
8.2.3 Objective 03: Possible fields of applications 
GeoSAR’s applications can benefit from its very short revisit time, as the system is in 
principle able to image any area in its field of view once every 12 hours.  
Due to the long integration time, only stable scatterers will be imaged with a significant 
SNR. L band is able to penetrate the canopies and reach the soil surface providing 
significant benefits to InSAR processing.  
Differential interferometry can be carried out with good performances as orbit 
perturbations do not allow for the formation of a significant geometrical baseline. 
Imaging from opposite sides of the circular ground-track can be used for repeat-pass 
interferometry to shorten the temporal baseline (i.e.12-hour) and achieve a larger 
geometrical baseline (i.e. 300 km).   
Disaster response is well suited to GeoSAR as it can benefif from the short revisit-time 
and the wide field of regard. 
Soil moisture monitoring has been identified as one of the most promising fields of 
applications for the system. Measuring soil moisture with 1-day revisit time allows 
collecting a significant amount of information about its variations. 
8.3  Further work 
Overall, the analysis has revealed a number of areas for further investigation and 
research. They have been grouped in four areas: multi-static configurations, spacecraft 
system design, signal processing and ionospheric monitoring. 
• Multi-static configuration 
The analysis carried about multi-static configurations showed that the geosynchronous 
orbit is particularly suitable to multi-static operations. With respect to a LEO 
constellation, large slant range allows for a larger tolerance in the knowledge of the 
topography of the imaged terrain.  
The SAR train concept (Aguttes, 2003; Aguttes, 2004) can be applied to GeoSAR to 
make a multi-static configuration with improved system performances. This concept 
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has been discussed in the background chapter and two operating modes have been 
investigated: a first one that has random spacing between the spacecraft forming the 
constellation and a second one that requires exact spacing in the flying formation. Only 
the first operating mode (random spacing) can be applied to GeoSAR as very tight 
formation flying requirements cannot be met for the whole integration time. 
Spread-spectrum waveforms have an unambiguous ambiguity function therefore could 
allow for a multi-static constellation with relaxed formation flying constraints. 
•  GeoSAR spacecraft design 
The AOCS and the ground segment could benefit from the analysis that has been 
carried out about bi-static SAR phase and its sensitivity to the measurements of the 
transmitter-receiver baseline. The geo-location budget provides further information that 
can be used to define a performance requirement for the AOCS sub-system. 
• Signal processing  
GeoSAR synthetic antenna formation poses many challenges that require further 
research activities. In all configurations proposed, spacecraft flies along a curved path; 
therefore, a dedicated algorithm should be developed to obtain synthetic aperture 
focusing for non-linear trajectories. 
The bi-static proposed configuration requires a non-cooperative transmitter. Looking 
forward to a possible co-operative mission, the most appropriate waveform for 
GeoSAR should be defined in order to set the specifications for a transmitter that could 
eventually be deployed for the purpose on a GEO spacecraft. 
The simulator implemented in the present research is dealing only with azimuth SAR 
processing. GeoSAR’s data processor can be modified to include fast-time (i.e. range) 
processing. This would allow to simulate the effect of spatial heterogeneities.  
The effect of variable phase delays is the main issue in GeoSAR image formation. A 
more advanced system design requires the evaluation of the performances of auto-
focus algorithms such as Phase Gradient Algorithm and Short Time Fourier 
Transforming in estimating variable phase delays due to ionospheric and tropospheric 
perturbations. 
• Ionospheric monitoring 
TEC measurements collected with GeoSAR, with appropriate post-processing, can be 
used to provide accurate TEC maps on a national base without the need of any ground 
equipment (such as GPS networks). GeoSAR could measure TEC with accuracy better 
than systems that are currently used (GPS networks). 
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Accurate TEC measurements can be a potential outcome of innovative GeoSAR data 
processing that refines iteratively (with the aim of compensating phase delays) TEC 
distributions. 
• Interferometry 
GeoSAR is flying along a curved path therefore, to generate an interferogram, 
trajectories of the two passes have to be linearised to obtain a geometry with a 
constant baseline throughout the whole integration time. This increases the complexity 
of interferogram generation and introduces a further source of decorrelation as this 
process introduces some residual phase delay.  
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Appendix A – Digital processing: mathematical 
preliminaries 
 
Barber (1995) and Picardi (2000) are two thorough references that provide a solid 
background in digital processing. Their work has been extensively used in this 
Appendix. 
1. Fourier Transform 
Considering a function of time f(t), its Fourier transform F(ω) is: 
 ( ) ( ) j tF f t e dtωω
+∞
−
−∞
= ∫  Equation A-1 
The inverse Fourier transform is: 
 ( ) ( ) ( )1 exp
2
f t F i t dω ω ω
pi
+∞
−∞
= ∫  Equation A-2 
If f(t) is real valued then: 
 ( ) ( )*F Fω ω= −  Equation A-3 
if f(t) is imaginary valued then: 
 ( ) ( )*F Fω ω= − −  Equation A-4 
In Equation B-4, the asterisk indicates complex conjugate. 
2. The analytic signal 
Let f(t) be a purely real function while g(t) is a purely imaginary function. If g(t) is such 
that for ω>0 G(ω)=F(ω) then the Fourier transform of the sum f(t)+g(t) is 
 ( ) ( ) ( ) for 02   
for 0
F
F G
O
ωω
ω ω
ω
>
+ = 
<
 Equation A-5 
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It is possible to associate a complex signal z(t) to every real signal f(t): 
 ( )1( ) ( ) 2
2
j t
f t z t F e d
ωω ω
pi
+∞
−∞
←→ = ∫  Equation A-6 
The complex function z(t) can be expressed as: 
 ( ) ( ) ( )z t f t jg t= +  Equation A-7 
Equation A-6 defines g(t) as the Hilbert transform of the function f(t), thus: 
 ˆ( ) ( ) ( )z t f t jf t= +  Equation A-8 
“If we have a real-valued function such as a(t)cosφ(t), writing it as a(t)exp(jφ(t)) gives 
the analytic signal with a single sided spectrum” (Barber, 1985). The main advantage 
that results from using an analytic signal is the simplification of the waveform analysis. 
3. Discrete Fourier Transform 
The Discrete Fourier Transform is analogous to the continue transforms. 
 ( ) ( )1
0
2
exp
N
k
j kl
F l f k
N
pi−
=
 
= − 
 
∑  Equation A-9 
 ( ) ( )1
0
2
exp
N
l
j kl
f k F l
N
pi−
=
 
=  
 
∑  Equation A-10 
The expressions Equation A-9 and Equation A-10 can be regarded as a mapping of the 
sequence f(k) onto the sequence F(l) (Barber, 1985). 
Usually a temporal continuous function f(t) has a finite length and it is sampled at 
intervals ∆t so that its length T=N∆t. The spectrum is periodically repeated with 
frequency fs where fs=1/T. To sample the function correctly it is required that there are 
not any frequencies higher than fs/2 because both the positive and negative 
frequencies have to be sampled. 
The advantage of using an analytic signal (instead of only its real part) becomes 
clearer when considering the sampling frequency required sampling correctly a 
continuous signal. As the analytic signal has only the positive half of the spectrum, it 
can be sampled at fs/2 without ambiguities. 
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4. The discrete convolution theorem 
The convolution between two discrete signals is expressed in Equation A-11. 
 ( ) ( ) ( )1
0
1 N
m
g k f m h k m
N
−
=
= −∑  Equation A-11 
Even in the discrete case, the convolution in the time domain corresponds to a 
multiplication in the frequency domain: 
 ( ) ( ) ( )G l F l H l=  Equation A-12 
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Appendix B – Matlab and IDL Routines 
 
This section presents the Matlab and IDL routines developed by the author during the 
research.  
List of Matlab and IDL routines: 
1- performances.m; 
2- Gaussian_filter.m; 
3- Fourier transform functions; 
4- Simulator.m; 
5- Definitions.m; 
6- Focussing.m; 
7- Draw_plots.m; 
8- Slant_range.m; 
9- Impulse_response.m; 
10- Cdf2idl.pro. 
Flowcharts are used when necessary to clarify the routine structure. An explanation of 
the shapes used in the flowcharts follows.  
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1. Performances.m  
This Matlab program implements the bi-static SAR equations presented by Willis 
(1991) and provides performance plots for GeoSAR configurations. The algorithm uses 
widely the Matlab Mapping Toolbox, a powerful instrument to place spatial information 
on a geo-spatial reference frame.  
 
%   FILE NAME 
%   performances.m 
%   version 1.0 
  
%   AUTHOR 
%   Cranfield University - Davide Bruno 
  
%   DESCRIPTION 
%   this file estimates bi-static SAR performances applying 
%   equations provided in literature by Willis (1991) among the 
others. 
%   To generate plots the code requires Matlab Mapping Toolbox 
  
%   INPUT 
%   GeoSAR parameters 
  
%   OUTPUT 
%   Performance plots 
  
%   EXTERNAL FUNCTIONS 
%   not required  
  
%   VALIDATION 
%   The file has been validated with manual calculation of some values 
for 
%   each equation applied. 
%   SNR calculation was further validated using the parameters imposed  
%   by Prati et al. (1998) 
 
Input 
GeoSAR 
parameters 
Calculate look and 
squint angles 
Calculate SNR 
Draw plots 
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%    
  
%   FILE STRUCTURE 
%   1- Define GeoSAR parameters 
%   2- Define constants and geo-graphic parameters for plots 
%   3- Calculate look and squint angles 
%   4- Calculate SNR 
%   5- Final plots 
  
clear 
  
%%%%%%%%%%%%%%%%%    GEOSAR PARAMETERS   %%%%%%%%%%%%% 
V=3.3;                       % velocity receiver in m/sec 
RX_D=6;                 %receiving antenna diameter (meters) 
Presuming_time=30;%presuming time in seconds to be used to estimate 
azimuth swath 
Power_TX=-171        %power density on the ground in dB 
Tobs=8*3660;            % lenght of the coherent observation time, in 
hours *3600 to get seconds 
  
r_geo = (6.378 + 35.786)*1E6;   % geostationary orbit radius / m 
r_surf = 6.378E6;               % Earth's mean radius / m 
EIRP= 50;                       %EIRP in dB 
lambda=0.25;                    %wavelength in meters 
L= 10*log10(100) ;              % Target size, meters and then dB 
Ar=10*log10(pi*RX_D^2/4) ;      % receiver antenna size, meters^2 and 
then dB 
s_nought=-18;                   % normalised backscatter coefficient 
of the target, dB 
k=10*log10(1.38e-23);           %Boltzmann constant 
Ts=10*log10(290);               % noise temperature, K that takes into 
accoun the noise figure 
B=10*log10(1/Tobs);              % bandwidth to be used in noise 
estimation in dB for noise calculation 
F=7;                            % Noise figure 
Band_signal=8e6;                %Channel signal bandwidth 
 
Noise_power=k+B+Ts+F;           %Noise power calculation N=KxTsxB 
 %%%%%%%%%%%%%%%%%%%%%%%%% GEOSPATIAL PARAMETERS   %%%%%%%%%% 
  
radian = 180.0/pi;          % one radian in degrees 
tiny = 0.001; %small number, so that FIX doesn't truncate 1.9999 to 1 
  
RX_lon = 20.0;       %longitude of RX satellite/ deg 
RX_lat = 0.0;        %latitude of RX satellite / deg 
TX_lat  = 0.0;       %latitude of TX satellite / deg 
TX_lon = 50.0;       %longitude of TX satellite / deg 
  
lat_min   = -70.0;      % minimum latitude value / deg 
lat_max   = 70.0;       % maximum latitude value / deg 
lat_step  =  2.5;       % increment in latitude value / deg 
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lon_min  = 0.0;        % minimum longitude value / deg 
lon_max  = 90.0;       % maximum longitude value / deg 
lon_step =  2.0;       % increment in longitude value / deg 
  
% define the number of samples in the geospatial grid 
N_lat   = round(1 + (lat_max-lat_min)/lat_step + tiny); 
N_lon  = round(1 + (lon_max-lon_min)/lon_step + tiny); 
  
% define the vectors with latitude and longitude values 
lat_vector = (1:N_lat)*lat_step + lat_min; 
lon_vector = (1:N_lon)*lon_step + lon_min; 
  
a = [RX_lon/radian, RX_lat, r_geo]; % Position of the RX 
b = [TX_lon/radian, TX_lat/radian, r_geo]; % Postition of the TX 
  
%[x,y,z] = sph2cart(THETA,PHI,R) is the syntax of this coordinate 
%transformation 
% x towards greenwich; 
% z towards north 
% y orthogonal 
  
%position of sub-satellite point 
[sub_sat_x,sub_sat_y, sub_sat_z] = sph2cart(TX_lon/radian, 
TX_lat/radian, r_surf);    
sub_sat=[sub_sat_x,sub_sat_y, sub_sat_z]; 
  
sat_lon = [RX_lon, TX_lon]; 
sat_lat = [RX_lat, TX_lat]; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%position of receiver s/c 
[RX_rect_x, RX_rect_y, RX_rect_z] = sph2cart(RX_lon/radian, 
RX_lat/radian, r_geo);    
RX_rect=[RX_rect_x,RX_rect_y, RX_rect_z]; 
%vector TX from origin to tx 
RX=(RX_rect(1)*RX_rect(1)+RX_rect(2)*RX_rect(2)+RX_rect(3)*RX_rect(3))
^0.5;    
  
%position of transmitter s/c 
[TX_rect_x, TX_rect_y, TX_rect_z] = sph2cart(TX_lon/radian, 
TX_lat/radian, r_geo);    
TX_rect=[TX_rect_x, TX_rect_y, TX_rect_z]; 
  
%vector RX from origin to rx 
TX=(TX_rect(1)*TX_rect(1)+TX_rect(2)*TX_rect(2)+TX_rect(3)*TX_rect(3))
^0.5;   
i_lat = 1; %index for latitude 
for latitude = lat_min+lat_step:lat_step:lat_max+lat_step 
  
    i_long = 1; %index for longitude 
     
Appendix B  Davide Bruno 
 
 
354 
    for longitude = lon_min+lon_step:lon_step:lon_max+lon_step 
            %position of the point on the surface 
[r_rect_x, r_rect_y, r_rect_z] = sph2cart(longitude/radian, 
latitude/radian, r_surf);    
%define a new vector for the point on the surface of given 
lat/lon 
            r_rect=[r_rect_x, r_rect_y, r_rect_z];    
  
           % distance from the receiver to the point on the surface 
           dr_RX = RX_rect-r_rect;                       
     RR = (dr_RX(1)*dr_RX(1)+dr_RX(2)*dr_RX(2)+dr_RX(3)*dr_RX(3))^0.5;  
  
           % distance from the transmitter to the point on the surface 
           dr_TX = TX_rect-r_rect;                       
       RT = dr_TX(1)*dr_TX(1)+dr_TX(2)*dr_TX(2)+dr_TX(3)*dr_TX(3))^0.5;  
  
           R_TOT = RT+RR; %total slant range RT+RR 
  
           % assign the slant range to a point on the surface 
           sr(i_long,i_lat) = R_TOT;                                     
  
           squint(i_long,i_lat)=asin(r_surf*sin(latitude/radian)/RR); 
           
look_angle(i_long,i_lat)=asin(r_surf*sin(longitude/radian-
RX_lon/radian)/(RR*cos(squint(i_long,i_lat)))); 
  
           
squint_ground(i_long,i_lat)=(acos(sin(squint(i_long,i_lat))/sin(
0.1518)));  %to estimate squint angle 
             %squint angle is defined that it is 90° at boresight 
  
           
ground_angle(i_long,i_lat)=(acos(sin(look_angle(i_long,i_lat))/s
in(0.1518))); % grazing angle 
             %ground incidence angle is 90-grazing angle 
% this is the scalar product between RR and RT to 
estimate bistatic angle 
            
scalare=dr_RX(1)*dr_TX(1)+dr_RX(2)*dr_TX(2)+dr_RX(3)*dr_TX(3); 
beta(i_long,i_lat)=(acos(scalare/(RT*RR))); % beta is the 
bistatic angle 
                      
%this gate has been added to impose a limitation on the 
acceptable incidence 
            %angle and the maximum squint angle. 
  
if ground_angle(i_long,i_lat)<70/57.3  | 
squint_ground(i_long,i_lat)<20/57.3 
|ground_angle(i_long,i_lat)>40/57.3 
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                    c=3e8; 
                    
Slant_range_res(i_long,i_lat)=c/((2*Band_signal)*cos(beta(i_long,i_lat
)/2)^2); 
                    
Ground_range_res(i_long,i_lat)=Slant_range_res(i_long,i_lat)/sin(groun
d_angle(i_long,i_lat)); %ground angle is the grazing angle 
  
% calculate the dimensions of the ground swath as a function of the 
grazing 
% angle and of the squint angle. 
                   
Azimuth_swath(i_long,i_lat)=(lambda/(V*Presuming_time))*RR/sin(squint_
ground(i_long,i_lat)); 
                    
azimuth_res(i_long,i_lat)=Azimuth_swath(i_long,i_lat)*(Presuming_time/
Tobs); 
  
piR2_dB=10*log10(1/(4*pi*((RR)^2))); %to be used in SNR calculations 
 
Band_signal_dB=10*log10(Band_signal); %to be used in SNR calculations 
                    
SNR_focused(i_long,i_lat)=Power_TX+Band_signal_dB+piR2_dB+10*log10(azi
muth_res(i_long,i_lat))+10*log10(Ground_range_res(i_long,i_lat))+Ar+s_
nought-Noise_power; 
 
 %to verify conditions imposed by Prati et al. uncomment this 
                    %RR=36e6; 
                    
%SNR_focused(i_long,i_lat)=Power_TX+Band_signal_dB+piR2_dB+10*log10(12
0)+10*log10(75)+10*log10(20)+s_nought-Noise_power; 
                    %  
end 
  
i_long = i_long + 1;  
%lon + long_step to update the position in matrices 
         end 
     i_lat = i_lat+1;  %lat + lat_step 
 end 
  
figure(1) 
title('Contours of constant slant range') 
load coast 
whos 
axesm('ortho','origin',[0 50]) 
framem; 
plotm(lat, long,'k') 
[c,h]=contourm(lat_vector, lon_vector, 
sr','LineWidth',2);clabelm(c,h,'FontSize',16) 
%plot the two satellites 
plotm(RX_lat, RX_lon,'-c*') 
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plotm(TX_lat, TX_lon,'-c*') 
  
  
figure(2) 
title('Contours of constant ground squint angle 
(degrees)','FontSize',16) 
load coast 
whos 
axesm('ortho','origin',[0 50]) 
framem; 
plotm(lat, long,'k') 
v=[20.40.60.80.90.100.120.140.160]; % levels of the contour lines 
[c,h]=contourm(lat_vector, lon_vector, 
(squint_ground*57.3)',v,'LineWidth',2);clabelm(c,h,'FontSize',16) 
clegendm(c,h,-1) 
% plot the two satellites 
plotm(RX_lat, RX_lon,'-c*') 
plotm(TX_lat, TX_lon,'-c*') 
  
  
figure(3) 
title('Contours of constant ground incidence angle 
(degrees)','FontSize',16) 
%the ground incidence angle is 90° at nadir 
load coast 
whos 
axesm('ortho','origin',[0 50]) 
framem; 
plotm(lat, long,'k') 
[c,h]=contourm(lat_vector, lon_vector, 
rad2deg(ground_angle)','LineWidth',2);clabelm(c,h,'FontSize',16) 
clegendm(c,h,-1) 
% plot the two satellites 
plotm(RX_lat, RX_lon,'-c*') 
plotm(TX_lat, TX_lon,'-c*') 
  
  
figure(4) 
title('Contours of ground resolution','FontSize',16) 
load coast 
whos 
axesm('ortho','origin',[0 50]) 
framem; 
plotm(lat, long,'k') 
%v=[ 30, 40, 60,  80,  100, 120, 140, 160]; 
[c,h]= contourm(lat_vector, lon_vector, 
(Ground_range_res)','Linewidth',2);clabelm(c,h,'FontSize',16) 
clegendm(c,h,-1) 
% plot the two satellites 
plotm(RX_lat, RX_lon,'-c*') 
plotm(TX_lat, TX_lon,'-c*') 
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figure(6) 
title('Contours of focused SNR (dB)','FontSize',16) 
load coast 
grid 
whos 
axesm('ortho','origin',[0 50]) 
framem; 
plotm(lat, long,'k') 
%v=[7,8,9,10.11.12] 
[c,h]=contourm(lat_vector, lon_vector, 
(SNR_focused)','Linewidth',2);clabelm(c,h,'FontSize',16) 
clegendm(c,h,-1) 
%plot the two satellites 
plotm(RX_lat, RX_lon,'-c*') 
plotm(TX_lat, TX_lon,'-c*') 
2. Gaussian_filter.m 
This Matlab function implements the filtering algorithm described by (Oksanen and 
Sarjakoski, 2005).  
function E = gaussian_filter(raster,X,Y,r) 
% PURPOSE: apply a gaussian convolution filter on a raster (gaussian 
data) 
% ------------------------------------------------------------------- 
% USAGE: E = gaussian_filter(raster,X,Y,r) 
% where: [raster] is the raster to apply filter to 
%        [X] and [Y] are the coordinate vectors of [raster] 
%        [r] is the (correlation) range of the error in units defined 
by  
%            the cellsize in X/Y 
% 
% returns matrix [E] of size [raster] = X * Y 
% ------------------------------------------------------------------- 
% EXAMPLE: E = gaussian_filter(randn(100.100),[1:100],[1:100],5); 
% 
% NOTES: This approach only works for equidistant matrices (same 
cellsize in 
%        X and Y direction is only valid for matrices of values that 
are the 
%        result of a Gaussian process! 
% Based on the approach of spatial moving averages according to  
% Oksanen and Sarjakoski 2005: 
% 
http://taylorandfrancis.metapress.com/openurl.asp?genre=article&id=doi
:10.1080/01431160500057947 
% 
% Felix Hebeler, Geography Dept., University Zurich, March 2006. 
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if nargin < 4 
    error('This function needs 4 input parameters 
(inputraster,X,Y,range)'); 
end 
  
%% Parameters 
w=abs(X(1.2)-X(1.1)); %spacing of grid in the convolution (resolution 
of DEM, as in the paper) 
if w~=abs(Y(1.2)-Y(1.1)) 
    error('This approach only works for equidistant matrices (same 
cellsize in X and Y direction)!') 
end 
r=(r/w)*w; 
%R = Matrix of correlation coefficents  
%W = weight kernel 
  
E = raster; % input raster used instead of random generated white 
noise error.  
% only valid if the raster values are results of gaussian process 
  
%% correlation coefficients matrix R 
m=(2*((2*r)/w))+1; % dimension of matrix R 
  
%% Gaussian autocorrelation function 
% p(h)=exp(-3*(h^2/r^2)); %p(h) is the correlation coefficient of the 
DEM 
% error at lag h and range r. 
R = euklid_dist(m,m,w,w); % get euklid distance weight matrix & apply 
cellspacing w 
R = exp( -3*( (R.^2) ./ (r^2) ) ); % apply corr coeff  as in paper 
  
%% Scaling matrix R 
C = real(sqrtm(R.^2)); % this gives complex numbers, but close to 0, 
so ignore 
  
%% using s 
s=sum(C(:).^2); 
s = 1/sqrt(s); 
  
%% getting kernel W 
W=s.*C; 
  
%% do convolution filtering 
E=conv2(E,W,'same'); 
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3. Fourier transform functions 
Forward and inverse Fast Fourier Transformations have been widely used in 
performing SAR azimuth focussing. The following functions exploits commands that are 
already available in the Matlab Toolbox for FFT and FFT -1. 
% Forward FFT w.r.t. the first variable % 
 
function fs=ftx(s); 
 fs=fftshift(fft(fftshift(s))); 
 
% Forward FFT w.r.t. the second variable % 
function fs=fty(s); 
 fs=fftshift(fft(fftshift(s.'))).'; 
  
% Inverse FFT w.r.t. the first variable % 
function s=iftx(fs); 
 s=fftshift(ifft(fftshift(fs))); 
 
% Inverse FFT w.r.t. the second variable % 
 
function s=ifty(fs); 
 s=fftshift(ifft(fftshift(fs.'))).'; 
4. simulator.m 
This Matlab program implements the bi-static SAR azimuth processing . The flow chart 
of this routine has been described in Chapter 5 where validation was included as well. 
%   Cranfield University - Davide Bruno 
  
%   DESCRIPTION 
%   this is the executable file that calls all the subroutines 
%    
%   EXTERNAL FUNCTIONS 
%   noise_model.m   This function is used to generate a noise series  
%                   according to a given model 
%   noise.m        This function generates a series of n_pulse samples  
%                  according to a given statistical distribution 
  
  
definitions  %input parameters 
  
% Function noise_model (solid, ocean, tropospheric, ionospheric, 
% n_pulse,lambda) estimates the phase delay due to the various noise 
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% sources considered. If the flag is turned on the noise source is 
added 
% to the series of samples. 
  
%phase_noise=noise_model(0.1.0.0,n_pulse, lambda); 
%Comment out if noise                                         
% function has to be called 
                                              
% Function noise (solid, ocean, tropospheric, ionospheric, 
% n_pulse,lambda) estimates the phase delay due to the various noise 
% sources considered (after noise compensation). It is equivalent to 
the residual 
% phase noise that affect GeoSAR focussing. If the flag is turned on 
the  
% the correspondent noise source is added to the series of samples. 
  
phase_noise=noise(1.0.0,0,n_pulse, lambda);  
%Comment out if noise_model 
% function has to be 
% called 
  
simulation %generate SAR signal 
focussing    %bi-static SAR processing 
draw_plots  %output 
5. definitions.m 
This Matlab program provides the required input information to the bi-static SAR 
simulator. This function is called within the code simulator.m.  
 
 
% Cranfield University - Davide Bruno 
% 15 june 2008 version 02 
% the code has been checked and commented to avoid duplications 
  
% v.01 24 May 2008 
% the code has been restructured to allow for better checking and 
% validation 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% PROGRAM STRUCTURE 
% 1- define constants 
% 2- define imaging geometry 
% 3- define reference function in Fourier domain (removed in version 
02) 
Define constants Define imaging geometry Define reference function 
in Fourier domain 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
clear; 
clc; 
%colormap(gray(256)) 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%               DEFINITIONS 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% define the constants that will be used in the code 
TECU=1E16;      %Total Electron Content Unit 
kb=1.38E-23;    %Boltzmann constant 
cj=sqrt(-1);    %imaginary unit 
pi2=2*pi;       %6.28 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %             Main simulation parameters 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
c=3e8;              % propagation speed 
fc=1.5e9;           % frequency 
lambda=c/fc;        % Wavelength 
k=pi2/lambda;       % Wavenumber 
Xc=3.6e7;           % Range distance to centre of target area 
Re=6378e3;          % Earth radius 
alt_factor=((Re+Xc)/Re); %altitude factor, required to use LEO formula 
                         % in GeoSAR case 
antenna=6;      %Antenna diameter 6 m lambda 0.2 m 
L=80000/2;      % synthetic aperture is 2*L 
%range resolution / m dxgrid 
dxgrid=100.0; 
% grid resolution along track / m dygrid 
dygrid=400.0; 
% number of points along the grid to discretize surface backscatter 
n_grid 
n_grid=201; 
% number of points along the satellite track at which signal is 
calculated n_pulse_sig 
n_pulse=1300; 
% height / m of satellite above targets ho 
h0=3.6E7; 
% y / m value of start of surface discretization grid 
ygrid0=-2000.0; 
% transmitter antenna effective area / m2 Atx 
Atx=10.0; 
% radar effective transmitter power / W 
Pt=1.0E5; 
% receiver bandwidth / Hz (based on 1-way range resolution for Tx) 
BW=6.0E6; 
% receiver noise figure (absolute, not dB) 
nf=3.0;  
% surface noise temperature / K (nominal = 290 K)    
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Tsurf=290.0; 
% receiver antenna effective area / m2 
Arx=25.0; 
% Omega_t Antenna solid angle 
Omega_t=lambda^2/Atx; 
%c1 constant used to calculate signal power/phasor 
c1=sqrt(Pt*Arx/(4*pi*Omega_t)); 
%sigma_En 
sigma_En=((nf*kb*Tsurf*BW)/2)^0.5; 
% TX beam factor 
Tx_beam=1.0; 
 % RX beam factor 
Rx_beam=1.0; 
% for non-ideal noisy case 
sigma_En = (nf*kb*Tsurf*BW/2)^0.5; 
% radar pulse repetition frequency / Hz 
prf=0.0371; 
% y value of transmitter position / m 
ytx0=0;%10e6; 
% y value of transmitter velocity / m s-1 
v_Tx=0.0; 
% across-track displacement of Rx from target grid / m 
dxr=5.0E6; 
% across-track displacement of Rx from target grid / m 
dxt=-5.0E6; 
                 
% receiver satellite velocity / ms-1 
vsat=2.7778; 
vTx=0; %velocity transmitter 
% set flag to add random phase to grid cells as for natural surface 
rand_phase=0; %to add randomization phase set to true 
% set false if model is to run in ideal, noise-less case 
flag_ideal=0; 
  
% % spatial period of sigma 0 variation / m 
% 2000 
% % minimum value of sigma 0 
% 0.05 
% % maximum value of sigma 0 
% 0.10 
% % value of constant sigma0 assumed across the grid for model 2 
% 0.10 
% % height of layer 1 / m (~ionosphere) 
% 4.0e5 
% % height of layer 0 / m (~troposphere) 
% 1.0e3 
% start of synthetic aperture 
yref0=-4.0E4; 
  
% position of impulse response point target / m  
yimpulse=0.0; 
ypulse0=-4.0E4; %start of radar pulse reception 
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dphi_r = (( lambda)/(  Arx )^0.5);   % receiver antenna along-track 
beamwidth / rad 
dypulse =  vsat/( prf);                      % step in satellite 
position between pulses 
  
%n_pulse_ref = floor(  2*L /  dypulse);  % number of points in the 
synthetic aperture 
i_ref0 = ( ( yref0- ypulse0)/ dypulse); 
rTx(1) =  dxt;   % Tx x coordinate 
rTx(2) =  ytx0;  % Tx y coordinate 
rTx(3) =  h0;    % Tx z coordinate 
rRx(1) =  dxr;       % Rx x coordinate 
rRx(2) = 0.0;                    % Rx y coordinate (to define perp 
distance from origin to Rx track) 
rRx(3) =  h0;        % Rx z coordinate 
rp(1) = 0.0;         % coordinate origin, x coord 
rp(2) = 0.0;         % coordinate origin, y coord 
rp(3) = 0.0;         % coordinate origin, z coord 
rR0 = slant_range ( rp, rRx );   % range from origin to receiver track 
rT0 = slant_range ( rp, rTx );   % range from origin to transmitter 
  
int_time=28800; %integration time is 8 hours (constraint) 
du=(lambda/(2*L))*Xc; % there is only a factor 2 as this relation is 
valid only for bistatic SAR 
  
DY=du;  %Azimuth Resolution for bistatic SAR 
du=du/1.2;                         %guard band 
m=2*ceil(L/du);                     % pixels across the synth aperture 
  
n_pulse_ref=m; % this is the number of pulses that constitute the 
synthetic aperture 
6. Simulation.m 
This Matlab program generates SAR signal data. This function is called within the code 
simulator.m.  
 
 
% Cranfield University - Davide Bruno 
% Version 4 generated 24 june 08 
  
%   DESCRIPTION 
%   this is the subrountine that generates SAR signal 
Output from 
definitions.m 
Generate SAR 
signal 
Generate and 
add noise 
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%    
%   EXTERNAL FUNCTIONS 
%   slant_range.m   Estimates the scalar product between two vectors 
  
%  INPUT 
%  requires to be executed after the routine definitions 
%  includes the definition of the grid of n_grid scattereres 
  
%  OUTPUT 
%  vector signal (1, n_pulse) with the SAR signal Data 
%  vector signal_ref (1, n_pulseref) with the impulse reference      
function 
  
%   NOTE 
%   has to be modified anytime the scatterers need to be modified 
  
% Structure of the program 
  
% 1. vectors to be initialised (define number of pulses) 
% 2. SAR signal reference function 
% 3. SAR signal generation 
% 4. Add speckle effect 
% 5. Add thermal noise 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%          DEFINITION AND INITIALISATION      %%%%%%%           
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%n_pulse=1168 
% the number of pulses has to be larger than the number of pulses in 
the 
% reference signal in order to sinthesize the full aperture on the 
whole 
% grid where the scatterers are located 
%n_grid=201; % define the number of points in the grid 
            % for every point in the grid there is a contribution that 
            % has to be added to every pulse transmitted by the TX  
  
signal=zeros(1,n_pulse);         %Measured Echoed Signal initialise  
signal_ref=zeros(1,n_pulse_ref);           % reference signal 
(n_pulse_ref samples) 
real_signal(1:n_pulse)=0;        % real part of the signal 
imag_signal(1:n_pulse)=0;        % imag part of the signal 
real_ref(1:n_pulse_ref)=0;                 % real part of the 
reference signal 
imag_ref(1:n_pulse_ref)=0;                 % imag part of the 
reference signal    
  
% add speckle 
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if(rand_phase)==1 
    random_phase=unifrnd(0.2*pi,1,n_grid); 
    %random_phase has to be added to any scatterer (n_grid values) 
else 
   random_phase=zeros(1,n_grid); %no speckle effetc 
end 
  
%add thermal noise 
if(flag_ideal)==1 
    random_real=normrnd(0,.1.1,n_grid); 
    random_imag=normrnd(0,.1.1,n_grid); 
    %random_phase has to be added to any scatterer (n_grid values) 
else 
   random_real=zeros(1,n_grid); %no thermal noise 
   random_imag=zeros(1,n_grid); %no thermal noise 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 
%      GEOMETRIC PARAMETERS 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% define the grid  
yn=(-dypulse*100):dypulse:(dypulse*100); % vector defining the cross-
range position of the scatterers 
  
% Simplifications 
% cos_tht and cos_thr are considered constant for the whole synth 
apert. 
% Range_Rx and Range_Tx are assumed equal and constant for the whole 
S.A. 
  
    rTx(1) =  dxt;   % Tx x coordinate 
    rTx(2) =  ytx0;  % Tx y coordinate 
    rTx(3) =  h0;    % Tx z coordinate 
  
    rp(1) = 0.0;     % scattering point x coordinate (constant) 
    rp(2) = 0.0;     % temporarily set rp to origin to calculate Tx 
slant range from origin 
    rp(3) = 0.0;     % scattering point z coordinate (constant) 
     % slant range from Tx to origin 
     
    rT0 = slant_range(rp,rTx); 
      
    for icomp=1:3 
        et0(icomp) = -rTx(icomp)/rT0;    % et0[] is unit vector from 
Tx to origin (i.e. the beam axis) 
        etp(icomp) = et0(icomp);         % copy et0[] to etp[] = unit 
vector from Tx to scatterer 
    end 
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    rRx(1) =  dxr;       % Rx x coordinate 
    rRx(2) = 0.0;                    % temporarily set Rx y coord to 0 
to define er0[] 
    rRx(3) =  h0;        % Rx z coordinate 
    rR0 = (rRx(1)*rRx(1) + rRx(3)*rRx(3))^0.5;   % slant range from 
line of scatterers to Rx trajectory 
    for icomp=1:3 
        er0(icomp) = -rRx(icomp)/rR0;    % er0[] is unit vector along 
Rx beam; y component is 0 
        erp(icomp) = er0(icomp);         % copy er0[] to erp[] = unit 
vector from Rx to scatterer 
    end 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%       REFERENCE SIGNAL 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
sigma0(1:n_grid)=0;  
sigma0(101)=1;  
sigma=sigma0*dxgrid*dygrid; 
  
for ipulse=1:n_pulse_ref 
   %for igrid=1:n_grid  
     
    t_rx = ipulse *  prf;    % calculates time (at Rx) after reception 
of 0th (=1st) pulse 
    %calculate receiver position 
    rRx(1) = dxr;       % Rx x coordinate 
    rRx(2) = (ypulse0) + ipulse*(dypulse);  % Rx y coordinate 
    rRx(3) = h0;        % Rx z coordinate 
    %calculate transmitter position 
    rTx(1) = dxt;       % Tx x coordinate 
    rTx(2) = (ytx0) ;   % Tx y coordinate 
    rTx(3) = h0;        % Tx z coordinate 
     
    rp(2)=0; %only for reference signal 
    rT = slant_range(rp, rTx); 
    rR = slant_range(rp, rRx); 
  
    etp(3) = -(rTx(3)-rp(3))/rT;     % update local cos(incidence 
angle) for grid cell 
    erp(3) = -(rRx(3)-rp(3))/rR; 
     
    cos_tht = -etp(3);   % cos(angle from surface normal to Tx) = dot 
product of -etp and (0.0.1) 
    cos_thr = -erp(3);   % cos(angle from surface normal to Rx) = dot 
product of -erp and (0.0.1) 
    
 n_cycle = (rT + rR)/( lambda); 
  
 phi=2*pi*(ceil(n_cycle)-n_cycle);%size [SA] 
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    % it is a vector with n_pulse components, one for each pulse 
 amp= 
sqrt(Pt*Arx/(4*pi*Omega_t)*cos_tht*cos_thr*Tx_beam*Rx_beam*dxgrid*dygr
id)/(rT*rR);%amplitude factor %size [SA] 
  
 real_ref(ipulse)=real_ref(ipulse)+amp.*cos(phi); 
 imag_ref(ipulse)=imag_ref(ipulse)+amp.*sin(phi); 
  
  % end % end loop over n_grid 
   
end % end loop over the pulses in the reference function 
  
signal_ref=real_ref+cj*imag_ref; 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      END-  Reference signal generation   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      START-  Signal generation   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% call to the function noise that estimates phase noise. 
% noise (solid earth tides, ocean loading, tropospheric noise, 
ionospheric noise, m) 
% phase_noise varies for any pixel over the grid (n_grid samples)  
     
     
% define the location of the scatterers over the grid 
sigma0(1:n_grid)=0;  
%sigma0(191)=1;  
sigma0(101)=1;  
sigma=sigma0*dxgrid*dygrid; 
  
for ipulse=1:n_pulse  %loop over the pulses transmitted by theTX 
    
    for igrid=1:n_grid     % loop over the scatterers 
     
    t_rx = ipulse *  prf;    % calculates time (at Rx) after reception 
of 0th (=1st) pulse 
    %calculate receiver position 
    rRx(1) = dxr;       % Rx x coordinate 
    rRx(2) = (ypulse0) + ipulse*(dypulse);  % Rx y coordinate 
    rRx(3) = h0;        % Rx z coordinate 
    %calculate transmitter position 
    rTx(1) = dxt;       % Tx x coordinate 
    rTx(2) = (ytx0) ;   % Tx y coordinate 
    rTx(3) = h0;        % Tx z coordinate 
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    rp(2)=yn(igrid); % the location of the scatterer is defined in the  
                     %vector yn 
    rT = slant_range(rp, rTx); 
    rR= slant_range(rp, rRx); 
  
    etp(3) = -(rTx(3)-rp(3))/rT;     % update local cos(incidence 
angle) for grid cell 
    erp(3) = -(rRx(3)-rp(3))/rR; 
     
    cos_tht = -etp(3);    
    % cos(angle from surface normal to Tx) = dot product of -etp 
and(0.0.1) 
    cos_thr = -erp(3);    
    % cos(angle from surface normal to Rx) = dot product of -erp 
and(0.0.1) 
   
    n_cycle = (rT + rR)/(lambda); 
  
    phi=2*pi*(ceil(n_cycle)-n_cycle);%size [SA] 
    phi=phi+phase_noise(ipulse); 
    % it is a vector with 1068 components, one for each pulse 
        if abs((abs(abs(yref0)+(yn(igrid)))-ipulse*dypulse))<(L) 
            amp= 
sqrt(Pt*Arx/(4*pi*Omega_t)*cos_tht*cos_thr*Tx_beam*Rx_beam*sigma(igrid
))/(rT*rR);%modified amplitude factor %size [SA] 
            sigma_En=(nf*kb*Tsurf*BW)^0.5/2; 
        else 
            amp=0; 
          end  
      
  %for each point of the grid, a vector with amplitude for every pulse 
                 if(rand_phase)==1 
                 
real_signal(ipulse)=real_signal(ipulse)+amp*cos(phi)+amp*cos(random_ph
ase(igrid)); %vector with 1068 elements 
                 
imag_signal(ipulse)=imag_signal(ipulse)+amp*sin(phi)+amp*sin(random_ph
ase(igrid)); 
                 else 
                 real_signal(ipulse)=real_signal(ipulse)+amp*cos(phi); 
                 imag_signal(ipulse)=imag_signal(ipulse)+amp*sin(phi); 
                 end 
  
                 if (flag_ideal==1) %true for noisy case 
                 
real_signal(ipulse)=real_signal(ipulse)+sigma_En*(random_real(igrid)); 
                 
imag_signal(ipulse)=imag_signal(ipulse)+sigma_En*(random_imag(igrid)); 
                 end 
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 end% for igrid  
%   
real_signal(ipulse)=real_signal(ipulse)+amp*cos(phase_noise(ipulse)); 
%   
imag_signal(ipulse)=imag_signal(ipulse)+amp*sin(phase_noise(ipulse)); 
end %for n_pulse 
  
% signal is n_pulse long and includes the signal transmitted by every 
% scatterer over the grid. 
signal= signal+ real_signal+cj*imag_signal; 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      END  Signal generation   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
7. focussing.m 
This Matlab program focuses SAR signal according to the procedure described in 
section 5.5.2.4 . This routine has to be called within the code simulator.m.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      START  SAR focussing   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%radar calibration has to be used to obtain the value of the RCS 
radar_cal = (Pt)*(Arx)/(4*pi*Omega_t*rR0*rR0*rT0*rT0*Tx_beam*Rx_beam);  
% radar calibration in W m-2 
f_reference=ftx(signal_ref);        %FFT reference signal 
  
convolution=zeros(1,n_pulse);       % initialise this vector 
  
% A complete synthetic aperture is required to achieve the desired RCS 
% the system is able to focus correctly n_pulse - m pulses. The grid 
size 
% defined by the vector yn has to be shorter than the value 
% (n_pulse-m)*dyimpulse 
  
k=1;                             % counter that will be used in the 
focussing 
% the index k allows to perform correctly the convolution 
  
for j=n_pulse_ref:n_pulse  % loop over the pulses 
f_signal=ftx(signal(k:k+m-1));% FFT of the no-noise signal 
F_convolution=(f_signal).*conj(f_reference)/n_pulse_ref; 
convolution(k:k+m-1)=convolution(k:k+m-1)+iftx(F_convolution);  
k=k+1;           % additional counter that is not included in the for 
end 
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convolution=convolution/(n_pulse-n_pulse_ref); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      end  SAR focussing   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
8. draw_plots.m 
This Matlab program generates the required plots. This routine has to be called within 
the code simulator.m.  
 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%      START  plots   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
figure(1) 
%rcs=(real(convolution).^2+imag(convolution).^2); 
rcs=abs(convolution); 
plot(rcs/radar_cal) 
title('Focused SAR image') 
xlabel('Synthetic Aperture (samples)') 
grid 
hold on 
  
figure(2) 
%rcs=(real(convolution).^2+imag(convolution).^2); 
plot(10*log10((rcs/radar_cal)/max(rcs/radar_cal))) 
axis ([0.1068,-20.0]) 
xlabel('Synthetic Aperture (samples)') 
ylabel ('Magnitude (dB)') 
grid 
hold on 
9. slant_range.m 
This Matlab function estimated the scalar product between two vectors.This function is 
called in the simulation.m subroutine to estimate the distance between satellites and 
scatterers.  
function SR=slant_range(a,b) 
    dx = a(1) - b(1); 
    dy = a(2) - b(2); 
    dz = a(3) - b(3); 
Output from 
focussing.m 
Draw plots 
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    SR = (dx*dx+dy*dy+dz*dz)^0 
10. Impulse_response.m 
Program impulse_response 
10/3/2004 - Davide Bruno 
Description 
This program evaluates, in the space domain, the system transfer function related to a 
single scatterer located at the point x,r,teta. This code requires in input all the 
parameters that characterise the SAR evaluated. 
To verify the correct implementation of this code its results have been compared with 
the outputs present in Franceschetti and Lanari (1999). 
%I have considered some ERS-1 parameters in order to set all the 
parameters 
%to some realistic values. 
clear 
tau=             3.712e-05 ;         %pulse duration 
chirp_slope=     4.17788e+11;   %chirp slope 
DF= 15E6;                       %chirp bandwidth 
rng_samp_rate=  1.89625 x 10+07;       %range sampling frequency 
lambda=0.056666;                    %lambda 
c=3E8;                              %velocity of light 
f=c/lambda; 
 
near_range=829924.365777    %distance to first range bin Rnear 
earth_radius=6371746.4379   %earth radius 1/2 way into image  
SC_height=787955.52         %spacecraft height 1/2 way into image  
SC_vel= 7125.0330           %ground-track velocity V 
PRF =1679.902394            %pulse repetition frequency 
D=10 ; %10 m antenna length 
 
dx=1/PRF*SC_vel; %distance in azimuth between different samples 
 
%distance in range between different samples 
dr=c/(2*DF) 
fcr=1/(2*dr);                %critical frequency in range direction 
fcx=1/(2*dx);                %critical frequency across-track 
 
R0=near_range+2808*dr;  %range at mid-swadth 
 
X=(lambda/D)*R0; %width of the antenna footprint 
 
 
  %dx=X/1500 %The footprint has been divided in 1000 points 
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%dr=c*tau/1567;   % 1000 samples in range direction 
 
% a and b introduced to simplify calculation 
b=c*tau/(2*X);    
a=pi*X/(D/2); 
t=-tau/2:tau/5617:tau/2; 
 
for k=1:1000 
    x_primo=-dx*500+dx*(k-1); 
    x_primo=x_primo/(X); %adimensional with respect to the antenna 
footprint 
      
for m=1:5616 
           
          DR=((R0+dr*(m-2808))^2+(x_primo*X)^2)^0.5-(R0+dr*(m-2808));  
 
%DR derives from the approximation r= R0+DR 
         DR=DR/X; %adimensional   
 
        R _primo=dr*(m-1)-(dr*(5616/2));   
% r_primo is the distance (range direction) from the target to the 
antenna 
         r_primo=r_primo/(c*tau/2); %adimensional 
 
         %analytical expression for the STF 
G(k,m)=rect*exp(i*pi*(DF/tau)*(r_primo*tau-(DR*X*2/c))^2)*exp(-
j*a*2*D*DR/lambda);  
       
end 
end 
imagesc (real(G)) %plot the real value of the function G. 
 
11. Cdf2idl.pro 
This routine in IDL has been made by S. Rupert in 1998 and is available on the internet 
at http://www-c4.ucsd.edu/~cids/software/cdf2idl.html. This code has been used to 
import in IDL ionospheric spectre dataset that are provided in netcdf format. 
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;;;;;;; 
; 
; cdf2idl.pro - This file contains IDL functions to read netCDF data 
files 
;               into IDL variables.  
; 
;  This file contains the following functions and procedures: 
;     functions: 
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;        getFile - strips the directory and optionally) any suffixes 
from 
;                  the path+file 
;        getDir - returns the directory from the full path+file 
;        validateName - validates the name that will be used as a 
netCDF 
;                       variable 
;     procedures: 
;        cdf2idl - reads netCDF varaibles into IDL 
; 
;  History: 
;  Date       Name          Action 
;  ---------  ------------  ------------------------------------------
---- 
;  06 Jun 97  S. Rupert     Created. 
;  09 Jun 97  S. Rupert     Fully tested. 
;  10 Jun 97  S. Rupert     Modified keyword usage. 
;  03 Feb 98  S. Rupert     Added additional error checking, and 
warning to 
;                           output script.  
;  17 Feb 98  S. Rupert     Corrected validation routine to handle 
instance 
;                           of name strating with a number and 
containing a 
;                           dash. 
; 
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
;;;;;;; 
 
 
function getFile, fullpath, suffix=suffix 
; func_description 
; This function returns the filename name from the full path. 
; Inputs:    fullpath - full directory+file path 
; Keyword:   /suffix:   include inptu suffix in output file name 
; Outputs:   file - filename 
; Example Call: file = getFile(fullpath) 
 
; Retrieve the postion at which the first '/' character occurs from 
; the end of the string. 
dirlen = rstrpos(fullpath, '/') 
 
; Retrieve the full length of the original string. 
len = strlen(fullpath) 
 
; Retrieve the filename. 
fullfile = strmid(fullpath, dirlen+1, len) 
 
; Retrieve the position at which the first '.' character occurs from 
; the end of the string. 
len = -1 
if not(keyword_set(suffix)) then len = rstrpos(fullfile, '.') 
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if (len EQ -1) then len = strlen(fullfile) 
 
; Retrieve the file. 
file = strmid(fullfile, 0, len) 
 
; Return the file name. 
return, file 
 
; End function. 
end 
 
 
function getDir, fullpath 
; func_description 
; This function returns the directory name from the full path. 
; Inputs:   fullpath - full directory+file path 
; Outputs:  dir - directory path 
; Example Call: dir = getDir(fullpath) 
 
; Retrieve the postion at which the first '/' character occurs from 
; the end of the string. 
len = rstrpos(fullpath, '/') 
 
; Retrieve the filename. 
if (len EQ -1) then dir = "./" $ 
else dir = strmid(fullpath, 0, len+1) 
 
; Return the file name. 
return, dir 
 
; End function. 
end 
 
 
function validateName, varname 
; func_description 
; This routine ensures that the given name does not start with a 
number, 
; nor contain a dash.  IDL cannot accept a variable starting with a  
; number or containing a dash.  If the name starts with a number, an  
; underscore is prepended to the name, and if it contains a dash, the  
; dash is replaced with an underscore.   
 
; Initialize the name. 
name = varname 
 
; If the name starts with a number, prepend it with an underscore. 
if (strpos(varname, '0') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '1') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '2') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '3') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '4') EQ 0) then name = strcompress("_"+varname) 
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if (strpos(varname, '5') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '6') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '7') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '8') EQ 0) then name = strcompress("_"+varname) 
if (strpos(varname, '9') EQ 0) then name = strcompress("_"+varname) 
 
; If the name contains a dash replace it with an underscore.  
if (strpos(name, '-') NE -1) then begin 
   pieces = str_sep(name, '-') 
   n_pieces = n_elements(pieces) 
   name = pieces(0) 
   for i=1,n_pieces-1 do begin 
      name = strcompress(name+"_"+pieces(i)) 
   endfor 
endif 
 
; Return the file name. 
return, name 
 
; End function. 
end 
 
pro cdf2idl, infile, outfile=outfile, verbose=verbose 
; pro_description, infile, outfile=outfile 
; This procedure creates a script to read the data in a given netCDF 
; file into IDL.  The default output file is the name of the netCDF 
; file with idl replacing any existing suffix.  The default output is 
; variable data only. 
; Inputs:           infile  - full path to netCDF file of interest 
; Optional Inputs:  outfile - name of script file for data input to 
IDL 
;                   verbose - includes extractions of all input file  
;                             attributes in idl script 
; Outputs:          outfile - idl script to read netCDF data into IDL 
; Example:  cdf2idl, '/vol1/cids/netCDF.file', 'netCDF.idl' 
 
; Establish that the correct data have been input. 
if n_params() LT 1 then begin 
   print, "Usage:  cdf2idl, 'inputfile', outfile='outputfile', "+$ 
          "/verbose"+string(10B)+$ 
          string(9B)+"inputfile  - full path to netCDF file of 
interest"+string(10B)+$ 
          string(9B)+"outputfile - desired name of resultant idl 
script"+string(10B)+$ 
          string(9B)+"/verbose:    keyword indicating inclusion of 
netCDF attributes"     
   return 
endif 
 
if (keyword_set(outfile)) then script = outfile $ 
else script = strcompress(getFile(infile)+".idl", /remove_all) 
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; Ensure that the netCDF format is supported on the current platform. 
if not(ncdf_exists()) then begin  
   print, "The Network Common Data Format is not supported on this 
platform." 
   return 
endif 
 
; Open the netcdf file for reading. 
ncid = NCDF_OPEN(strcompress(infile, /remove_all)) 
if (ncid EQ -1) then begin 
   print, "The file "+infile+" could not be opened, please check the 
path." 
   return 
endif 
 
; Open the output script file for writing. 
openw, unit, script, /GET_LUN, ERROR=err 
if (err NE 0) then begin 
   print, !err_string 
   return 
endif 
 
; Retrieve general information about this netCDF file. 
ncidinfo = NCDF_INQUIRE(ncid) 
 
; Write the file header. 
dir = getDir(infile) 
if (dir EQ './') then dir = 'the current directory' 
file = getFile(infile,/suffix) 
warning = "'Warning:  If you have moved "+file+" from 
"+dir+"'+string(10B)+$"+string(10B)+$ 
          string(9B)+"string(9B)+'idl will not be able to open the 
file unless you modify'+$"+$ 
          string(10B)+string(9B)+"string(10B)+string(9B)+'the 
NCDF_OPEN line in this script to "+$ 
          "reflect the new path.'" 
printf, unit, 
";*************************************************************" 
printf, unit, "; IDL script for reading NetCDF file: 
printf, unit, 
";*************************************************************" 
printf, unit, "" 
printf, unit, "print, "+warning 
printf, unit, "" 
printf, unit, "ncid = NCDF_OPEN('"+infile+"')            ; Open The 
NetCDF file" 
printf, unit, "" 
 
; Place the desired variables in local arrays. 
for i=0, ncidinfo.Nvars-1 do begin  
   vardata = NCDF_VARINQ(ncid, i) 
   varname = validateName(vardata.Name)  
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   printf, unit, "NCDF_VARGET, ncid, "+strcompress(string(i))+", 
"+varname+$ 
                 "      ; Read in variable '"+vardata.Name+"' 
   if (keyword_set(verbose)) then begin 
      for j=0, vardata.Natts-1 do begin 
         att = NCDF_ATTNAME(ncid, i, j) 
         attname = 
strcompress(varname+"_"+strcompress(att,/REMOVE_ALL)) 
         printf, unit, "   NCDF_ATTGET, ncid, 
"+strcompress(string(i))+$ 
                       ", '"+att+"', "+attname 
         printf, unit, "   "+attname+" = STRING("+attname+")"  
      endfor 
   endif 
   printf, unit, "" 
endfor 
 
if (keyword_set(verbose)) then begin  
  printf, unit, "; Read in the Global Attributes." 
  for i=0, ncidinfo.Ngatts-1 do begin 
     name = NCDF_ATTNAME(ncid, /GLOBAL, i) 
     attname = validateName(name) 
     printf, unit, "NCDF_ATTGET, ncid, /GLOBAL, '"+name+"', "+attname 
     printf, unit, attname+" = STRING("+attname+")" 
  endfor 
  printf, unit, "" 
endif 
 
printf, unit, "NCDF_CLOSE, ncid      ; Close the NetCDF file" 
 
; Close the open script file. 
free_lun, unit 
 
; Tell the user how to use the result. 
print, 'You may now type @'+script+' at the IDL prompt to input '+$ 
       'data from '+infile+'.' 
 
; Return to the caller. 
return 
 
; End procedure. 
end
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Appendix 
1. SAR processing oriented simulators
Figure C-1 illustrates the relationship between SAR processors and SAR simulators. A
simulator converts the reflectivity map into a simulated raw data set
has the aim of generating the reflectivity function from the raw signal while the 
simulator has to reconstruct the raw signal starting f
2Figure ). 
The intermediate step between input and output is the SAR System Transfer Function 
(STF). It can be considered as a SAR image simulator. 
Figure C-1. SAR processing oriented simulator (right hand side) and dual SAR 
processing procedure (left hand side). The bidden box is the generally unknown 
relation between the actual reflectivity 
(Franceschetti 
2. SAR simulator scheme
The SAR simulation process that has been implemented is presented in the flow chart 
in Figure C-2. The rationale of the processing is the same presented b
et al. (1995) as a “SAR processing oriented simulator
main steps, which have to be worked out.
• Assume a certain scenario with given RCS and geometry.
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• Simulate raw data relative to the
• Process the raw data produced in order to obtain the final SAR image.
Figure C-2. SAR processing oriented simulator scheme.
Figure C-3. SAR-oriented simulator processing scheme. 
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 scenario imaged. 
 
 
 
 
 
 
 
 
 
(Franceschetti et al.
 
 
 1995). 
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3. Defining the scenario 
Input data are both mission data and scene characteristic data (Franceschetti et al. 
1992). Mission data are: 
• spacecraft height; 
• velocity 
• nominal look angle; 
• antenna parameters and polarization; 
• carrier frequency; 
• pulse repetition rate; 
• chirp bandwidth. 
4. Define  mission data 
All the orbit parameters of the satellite carrying the SAR have to be taken into account. 
At first it could be useful to consider a case simpler than the geosynchronous orbit by 
using the system parameters (wavelength, orbit) of an existing LEO satellite (ERS-1).  
5. Define the backscattering coefficient map 
The first step in simulating a set of raw data is determining the grid upon which the 
backscattering coefficient has to be defined. The two directions of the coordinate 
systems are across-track and along-track (coordinates x, r). 
The function we need to work out is the matrix with all the values γ(x,r) (x is the along-
track coordinate while r is the slant range from the antenna centre). 
Scene characteristic data involve the terrain imaged. Hartl et al. (1986) specify the 
main parameters that are necessary to characterise the radar backscatter of a given 
terrain. 
A description of physical parameters of the scene: 
- geometry; 
- moisture; 
- canopy (volume, correlation roughness, orientation). 
EM parameters of the target: 
- complex scattering matrix; 
- extinction coefficients; 
- albedo. 
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The backscattering coefficient can be assigned as a function of electromagnetic 
parameters or it can be simply assigned by the user. 
Franceschetti and Lanari (1999) describe the reflectivity γ(x, r) caused by the 
scattering from rough surfaces. According to this simplified model, returns from 
different areas of the model sum up incoherently. Three different effects have modified 
the reflectivity coefficient phase term: 
• the distance from the target to the radar; 
• an additional term Λ(x, r) accounting for terrain roughness; 
• a second additional term δ(x, r) which takes into account the macroscopic 
properties of the surface. “It is noted that both δ  and Λ are random variables 
but on two different large (δ) and small (Λ) scales” (Franceschetti and Lanari, 
1999). 
 ( ) ( ) 4 4, , exp ( , ) ( , )x r x r j x r j x r j rpi piγ γ δ λ λ
 
= − Λ −  
 Equation C-1 
In Equation C-1,  r is the slant range coordinate; 
    x is the along-track azimuth coordinate. 
6. SAR raw data generation 
Assuming that the radar transmits a linear chirp, the pulse has the following 
expression: 
 ( ) ( ) ( )
2
1
exp
2
n n
n n
j t t t t
f t t i t t rect
α
ω
τ
 
−
− 
− = − −      
 Equation C-2 
In Equation C-2,  α is the chirp bandwidth; 
   τ is the pulse duration; 
   tn is a discrete variable; 
ω is the angular frequency. 
The antenna pattern is considered squared because a monostatic radar is assumed. 
Considering an elementary the signal backscattered and received onboard is given by 
(assuming that the radar transmits a linear chirp at times tn-τ/2) Equation C-3. 
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( ) [ ]
2
2
2
2 2
, , exp exp ,
2
n
n n n n
R
t t
R R cf x x t t r j j t t rect w x x r
c c
α
ω
τ
 
− −      
− − = − − − −            
 
  Equation C-3 
In Equation C-3,  xn is the coordinate of the antenna centre; 
    R is the slant range ( )22 ;nR r x x r R= + − ≈ + ∆  
According to Franceschetti and Lanari (1999), the received signal can be normalised in 
three steps: 
• the time coordinate has been changed to range coordinates 
'
;
2
ct
r′ =  
• the range coordinate has been normalised to half the pulse spatial extension 
(cτ/2); 
• the across-track coordinate has been normalised to the mid-swath azimuth 
illumination footprint X/2. 
 
The raw signal h(x’, r’) can be obtained by superimposing all the elementary returns 
from the illuminated surface, hence: 
 ( ) ( ) [ ]2', ' , exp 2 exp 4 ,nc Xh x r dxdr x r j r j R w x x rτγ pi piλ λ
   
= − − ∆ −      ∫∫
  
 
2 2
exp ' '
2
X X
j r j r r R rect r r R
c c
α
ωτ
τ τ
    
− + − − ∆ − − ∆         Equation C-4
 
Franceschetti and Schirinzi (1990) provide this functional expression for the SAR raw 
data.  
 ( ) ( ), , , ; ,
2
n
A
ct
h x vt r x r g x x r r x r dxdrγ′ ′ ′ ′ ′= = = − − 
 
∫∫  Equation C-5 
In Equation C-5, x is the azimuth coordinate; 
   r is the slant range coordinate; 
   x’ and r’ refer to the output coordinates; 
   γ(x,r) is the equivalent backscattering coefficient; 
   g() is the System Transfer Function (STF); 
   v is the spacecraft velocity; 
   tn is the centre instant of the transmitted pulse. 
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The reflectivity pattern γ(x,r) takes into acc
slant range coordinate: 
 ( , , exp 2x r x r j rγ γ pi
The STF is the impulse response of 
it can be expressed as: 
 ( ' , ' , exp ' ,g x x r r r ja R w x x r− − = − ∆ −
exp ' '
2
j r j r r R rect r r R
α
ωτ
 
− + − − ∆ − − ∆ 
 
Figure C-4. Impulse response of the system to a unitary point target. The range 
span is between –cτ/2 and +c
X is the nominal footprint. The plot has been obtained impleme
Matlab (code 
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ount the phase variation connected to the 
) ( ) cτλ
 
→ −  
 Equation C
the radar system. In the time domain (Figure C
) [ ]22Lλ
 
  
 Equation C
2 2X X
c cτ τ
   
      
 
τ/2; the azimuth span is between –X/8 and X/8 
nting Equation C
impulse_response.m in Appendix B).  
 
-6 
-4),  
-7 
 
where 
-7 in 
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Franceschetti and Schirinzi (1990) and Franceschetti et al. (1992) compute expression 
Equation C-5 in the frequency domain using FFT. They assume that the function 
Equation C-7 is linear thus, they compute the raw data integral as a convolution. 
The result is: 
 ( , ) ( , ) ( , )H Gξ η ξ η ξ η=Γ  Equation C-8 
In Equation C-8, (ξ,η) are the Fourier mates of x and r, the along track and slant 
range coordinate; 
H(ξ,η) is the bi-dimensional Fourier Transform of the raw data; 
Γ(ξ,η) is the bi-dimensional Fourier Transform of the equivalent 
backscattering γ(x,r); 
G(ξ,η) is the bi-dimensional Fourier Transform of the STF. 
Franceschetti and Lanari (1999), provide an analytic expression for the FT of the STF 
g(x,r). 
 ( ) ( ) ( )
2
0
, , exp , ,
2 2/
G r rect w j r
b aa R r b
pi η ξξ η ξ η   ≈ − − Ψ        
 Equation C-9 
The function Ψ  In Equation C-9 is given in Equation C-10. 
 
2 2 22
2
0 0
2 1 2 1
4 2 2
L r L r L
a a
b b R R b
η η η
ε ε ξλ λ λ
       Ψ = − + + + −       
       
 Equation C-10 
The parameters included in Equation C-10 are specified in the following equations. 
 
2
0
2 X
a
R
pi
λ=  Equation C-11 
 
2
2
b
ατ
=  Equation C-12 
 
f
f
ε
∆
=  Equation C-13 
Some considerations on the STF in Equation C-9 are useful to a better understanding 
of the problem. If the illumination over the ground is uniform (along azimuth direction) 
the G() function is band-limited both along ξ and along η.  
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In normalised units the ξ bandwidth is: 
 a aξ− ≤ ≤ +  Equation C-14 
De-normalisation is accomplished by the use of the multiplicative factor 1/X. The 
frequency bandwidth corresponding to the azimuth spatial frequency 2 2
a
pi  is: 
 
2 2
2
a v
Lpi
→  Equation C-15 
In Equation C-15,  v is the spacecraft velocity (transformation from a wave number 
to frequency domain); 
The second term in Equation C-15 is usually interpreted as Doppler bandwidth 
(Franceschetti and Lanari, 1999). 
Neglecting the r dependence of the amplitude term, the r dependence in  Equation C-9 
is related only to the term in Equation C-10. This equation is linearly dependent on 
range r. It is useful to neglect the r-invariant component. Equation C-10 can be 
expressed as in Equation C-16 and in the following ones(Franceschetti and Lanari, 
1999). 
 ( ) ( ) ( ) ( )0 0 0, , , , ,r R r R Kξ η ξ η ξ ηΨ = Ψ + −  Equation C-16 
 ( ) ( ) ( ) ( ) 2,K ξ η µ ξ ν ξ η ζ ξ η≈ + +  Equation C-17 
  ( )
2 2
2
0
2
2
a L L
a
R
µ ξ ξλ λ
   
= − + −   
   
 Equation C-18 
 ( )
2
2
0
2
0
2
2
2
2
2
2
L L
a
bRL
a
bR L
a
ε
λ λε
ν ξ λ ξλ
 
 
   
= − + 
   
− 
 
 Equation C-19 
 ( )
2 2
2
3
2
2
0
2
2
2 2
L L
a
b
L
R a
ε
ελ λζ ξ
ξλ
   
   
   
= −
  
−  
   
 Equation C-20 
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7. Narrow focus approximation 
The first step in generating raw data sets is to neglect completely the r dependence in 
the SAR TF. This simplification is usually quite coarse as it does not take into account 
the range migration problem but it is useful to obtain a first approximation solution. 
According to this approximation, the raw data FT is expressed as: 
 ( ) ( ) ( )0, , ,H Gξ η ξ η ξ η= Γ  Equation C-21 
 ( ) ( )0 0, , ,G G Rξ η ξ η=  Equation C-22 
The name narrow focus approximation derives from the fact that, if the same 
approximation was used in SAR data processing, only the line corresponding to mid-
swath would be correctly focused. 
8. Wide focus approximation 
Neglecting the r dependence is usually unacceptable. The right expression for the STF 
is: 
 ( ) ( ) ( ) ( )0 0, , , exp ,G r G j r R Kξ η ξ η ξ η= − −    Equation C-23 
This implies that the raw data FT is: 
 ( ) ( ) ( )0, , , ,H G Kξ η ξ η ξ η ξ η= Γ +    Equation C-24 
In Equation C-24 the new reflectivity map is obtained interpolating the existing and 
known function Γ(ξ,η) on the new grid [ξ, η+Κ(ξ,η)]. 
Equation C-8 applies if the dependence of the system transfer function from the range 
coordinate r can be neglected.  
For a precise simulation it is desirable to retain the r dependence in Equation C-9. This 
is equivalent of considering the correct focus depth in the simulation. Equation C-9 can 
be expressed as (Franceschetti et al., 1992): 
 ( ) ( )
2
0 2
, , , 1 exp
4
G r G r j r
a
ξξ η ξ η β β ≈ + − 
 
 Equation C-25 
G0(ξ,η) is the value of G(ξ,η) when β=0 thus neglecting the r dependence in 
Equation C-9. 
Applying Equation C-25 the transfer function of the raw data function is: 
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 ( ) ( ) ( )0, ' ', ' ,H Gξ η ξ η ξ η= Γ  Equation C-26 
In Equation C-26,  Γ’(ξ’,η’) is the FT of the modified reflection coefficient 
( ), 1x r rγ β+ . 
The wide focus approximation is a category that includes all the commonly used SAR 
processing procedures (Range Doppler algorithm and ω−Κ procedure). 
  
Appendix D                                                                                                 Davide Bruno 
     
 
388 
 
Appendix D – Earth tide 
1. Solid Earth Tide 
Milbert (2002) provides a code that estimates solid Earth Tidal motion for a given date 
and a given site on the Earth surface.  
Data are sampled every 60 seconds. The solid earth tide components are north, east, 
Up in the local geodetic (ellipsoidal) horizon system. 
The following section describes the output of the solid.exe executable. 
“Program solid is based on an edited version of the dehanttideinelMJD.f source code 
provided by Professor V. Dehant. This code is an implementation of the solid earth tide 
computation found in section 7.1.2 of the IERS Conventions (2003) , IERS Technical 
Note No. 32” (Milbert, 2002) 
2. Solid.exe output 
 year,month,day=  2007  1  1 
lat, east lon.=    50.000000000   50.000000000 
     0.0  0.003275 -0.055918 -0.050749 
    60.0  0.003426 -0.055735 -0.051767 
   120.0  0.003575 -0.055550 -0.052782 
   180.0  0.003723 -0.055363 -0.053792 
   240.0  0.003869 -0.055174 -0.054799 
   300.0  0.004014 -0.054984 -0.055803 
   360.0  0.004158 -0.054792 -0.056802 
   420.0  0.004300 -0.054598 -0.057797 
   480.0  0.004440 -0.054402 -0.058789 
   540.0  0.004579 -0.054204 -0.059777 
   600.0  0.004716 -0.054005 -0.060760 
   660.0  0.004852 -0.053804 -0.061740 
   720.0  0.004986 -0.053601 -0.062716 
   780.0  0.005119 -0.053396 -0.063687 
   840.0  0.005250 -0.053190 -0.064655 
   900.0  0.005380 -0.052982 -0.065618 
   960.0  0.005508 -0.052772 -0.066577 
  1020.0  0.005634 -0.052561 -0.067532 
  1080.0  0.005759 -0.052348 -0.068483 
  1140.0  0.005882 -0.052133 -0.069430 
  1200.0  0.006004 -0.051917 -0.070372 
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  1260.0  0.006124 -0.051700 -0.071310 
  1320.0  0.006242 -0.051480 -0.072244 
  1380.0  0.006359 -0.051260 -0.073173 
  1440.0  0.006474 -0.051037 -0.074098 
  1500.0  0.006587 -0.050813 -0.075018 
  1560.0  0.006699 -0.050588 -0.075934 
  1620.0  0.006809 -0.050361 -0.076846 
  1680.0  0.006918 -0.050133 -0.077753 
  1740.0  0.007025 -0.049903 -0.078656 
  1800.0  0.007130 -0.049672 -0.079553 
  1860.0  0.007233 -0.049440 -0.080447 
  1920.0  0.007335 -0.049206 -0.081336 
  1980.0  0.007435 -0.048971 -0.082220 
  2040.0  0.007534 -0.048734 -0.083099 
  2100.0  0.007631 -0.048496 -0.083974 
  2160.0  0.007726 -0.048257 -0.084844 
  2220.0  0.007819 -0.048016 -0.085710 
  2280.0  0.007911 -0.047774 -0.086570 
  2340.0  0.008001 -0.047531 -0.087426 
  2400.0  0.008089 -0.047287 -0.088277 
  2460.0  0.008176 -0.047041 -0.089123 
  2520.0  0.008260 -0.046795 -0.089965 
  2580.0  0.008344 -0.046547 -0.090801 
  2640.0  0.008425 -0.046298 -0.091633 
  2700.0  0.008505 -0.046047 -0.092459 
  2760.0  0.008582 -0.045796 -0.093281 
  2820.0  0.008659 -0.045543 -0.094098 
  2880.0  0.008733 -0.045290 -0.094910 
3. Ocean loading displacement 
This is the output of a code that simulates ocean loading displacement (Scherneck, 
2006). 
$$ Ocean loading displacement 
$$ 
$$ Calculated on Ore using olfg/olmpp of H.-G. Scherneck $$ $$ COLUMN ORDER:  
M2  S2  N2  K2  K1  O1  P1  Q1  MF  MM SSA $$ $$ ROW ORDER: 
$$ AMPLITUDES (m) 
$$   RADIAL 
$$   TANGENTL    EW 
$$   TANGENTL    NS 
$$ PHASES (degrees) 
$$   RADIAL 
$$   TANGENTL    EW 
$$   TANGENTL    NS 
$$ 
$$ Displacement is defined positive in upwards, south and west direction. 
$$ The phase lag is relative to Greenwich and lags positive. The $$ Gutenberg-
Bullen Green's function is used. In the ocean tide model the $$ deficit of 
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tidal water mass has been corrected by subtracting a uniform $$ layer of water 
with a certain phase lag globally. 
$$ 
$$ Complete <model name> : No interpolation of ocean model was necessary 
$$ <model name>_PP       : Ocean model has been interpolated near the station  
$$                         (PP = Post-Processing) 
$$ 
$$ Ocean tide model: GOT00.2, long period tides from FES99 $$ $$ END HEADER $$ 
  ONSALA     
$$ GOT00.2_PP ID: Dec  26, 2006  9:20 
$$ Computed by OLMPP by H G Scherneck, GEODAC, Porto Observatory, 2006 
$$ Onsala                               RADI TANG lon/lat:   11.9264   
57.3958 
  .00366 .00124 .00089 .00032 .00223 .00115 .00071 .00009 .00082 .00044 .00037 
  .00149 .00035 .00040 .00009 .00046 .00043 .00015 .00009 .00012 .00006 .00006 
  .00069 .00027 .00020 .00004 .00029 .00014 .00009 .00004 .00004 .00002 .00001 
   -62.1  -51.3  -94.5  -39.7  -57.7 -110.8  -60.3 -165.4    8.4    5.2    2.1 
    87.1  114.1   57.3  126.4  102.3   35.3   96.9   -7.0 -167.4 -170.0 -177.7 
   109.9  152.4   86.4  149.1   50.7  -59.4   47.7  173.6  -14.5    2.3    5.1 
$$ END TABLE 
 
 
