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ABSTRACT
The efficient management of large multimedia databases requires
the development of new techniques to process, characterize, and
search for multimedia objects. Especially in the case of image
data, the rapidly growing amount of documents prohibits a man-
ual description  of  the  images’  content.  Instead,  the  automated
characterization  is  highly  desirable  to  support  annotation  and
retrieval of digital images. However, this is a very complex and
still unsolved task.
To contribute to a solution of this problem, we have developed a
mechanism for recognizing objects in images based on the query
by example paradigm. Therefore, the most salient image features
of an example image representing  the  searched  object  are  ex-
tracted to obtain a scale-invariant object model. The use of this
model provides an efficient and robust strategy for recognizing
objects in images independently of their size. Further  applica-
tions of the mechanism are classical recognition tasks such as
scene decomposition or object tracking in video sequences.
Keywords
Attention-based object recognition, scale-invariant object model,
image databases.
1. INTRODUCTION
In the recent years, the distribution and manipulation of multi-
media documents have become very important information proc-
essing tasks. Especially the rapidly growing amount of images in
multimedia databases, digital libraries, internet, newspaper ar-
chives, etc. prohibits a manual characterization of the  images’
content by humans. Instead, new techniques for the automated
recognition, retrieval, and annotation of image data are required.
Presently, the search for a specific image in a large database is
done by searching the textual annotations related to the images.
If  the  database  already  contains  several  thousands  of  images
and/or new images are added frequently, it becomes impossible
to completely characterize each image manually. Thus, a mecha-
nism is needed which  provides  a  method  to  access  the  image
content directly and indexes the images automatically.
In case of searching an image which is showing an object or a
scene “unknown” to the system (i.e. no annotation related to the
searched  image  content  exists  in  the  database)  the  indexing
method fails. Consequently, we have to apply a different strategy
called query by example. Here, an example image is presented to
the  system  and  compared  to  the  images  in  the  database;  the
search result consists of those images which are most similar to
the  example.  This  technique  is  used  by  several  commercial
(QBIC [5], Virage [10]) and non-commercial image query sys-
tems (MARS [8], VisualSEEk [9]). However, the applied recog-
nition algorithms have serious problems to detect objects in the
presence of occlusion. Furthermore, it is very difficult to recog-
nize objects if their size is a priori unknown.
To circumvent these difficulties, we  have  developed  a  mecha-
nism based on the query by example paradigm to recognize ob-
jects using a scale-invariant object model. The model is gener-
ated  automatically  from  the  example  image  by  extracting  the
most salient image features and calculating their relative posi-
tions in a graph-like structure. The idea resembles the one for-
mulated by Wiskott et al. [11] to recognize individual faces from
images. However, our approach is suitable for any object at a
broad scaling range and does not require image normalization or
the selection of reference points by hand. To further increase its
scaling range, our object model is easily expanded to a multi-
resolution coding scheme.
Due to its generality our mechanism can be used for classical
recognition and image understanding tasks such as scene decom-
position, video object tracking, and even Optical Character Rec-
ognition (OCR).
2. A SCALE-INVARIANT OBJECT MODEL
The main idea of our approach to recognize objects in images is
to model the object by its most salient features and search for
matching object representations in the target image(s). Here, the
object model is independent of the object’s initial size, i.e. the
recognition  process  corresponds  to  a  scale-invariant  matching
task. The searched object itself is given by an example image,
and the salient features of the object are located at the so-called
Points of Interest. In fact, we apply a rigorous data compression
to both the object and the target images, which guarantees an
efficient recognition mechanism.
2.1 The Object Model
Suppose an object is given by an example image (the object im-
age) such as Figure 1a, and should be recognized in a different
image (the search image). Besides many other problems, there
are two major difficulties: If the object is shown in the search
image, its size might be unknown, and/or it might be partially
occluded by other objects.
To recognize objects of arbitrary size, many mechanisms generate
several scaled versions of the object image (i.e. images of the
same object differing only in their size) and start a separate rec-
ognition process for each version. This computationally expen-
sive procedure might not be suitable for real-time applications
such as online database search.
In the presence of occlusion, the success of the recognition proc-
ess depends on the used mechanism, the degree of occlusion, and
the  image  data  itself.  Generally,  it  is  not  possible  to  predict
whether an occluded object will be recognized or not. However,
the probability of recognizing the object varies with the applied
recognition strategy.
Our  approach  is  based  on  the  assumption  that  objects  can  be
characterized by a few object-specific features which correspond
to salient features in the object image. These features are used to
generate a model of the object which is presented to the recogni-
tion process. As an example, Figure 1a shows the image of  a
stool. Some regions of the image (like the black background or
the inner part of the seat) contain  “empty”  or  “flat”  areas.  In
contrary, the regions labeled with circles in Figure 1b show the
details of the image which are “more important” for a represen-
tation of the stool. We call these regions containing salient image
features the Points of Interest (POI).
MASCOT  is  developed  in  scope  of  the  project  SEMACODE
which  was  supported  by  the  German  Research  Foundation
(DFG) within the strategic research initiative “V³D²” (“Distrib-
uted Processing and Exchange of Digital Documents”).3
To  generate  the  object  model,  we  first  have  to  determine  the
Points of Interest of the object image (see the following sections).
Next, the salient features and their relative positions are stored in
a graph-like structure. Figure 2a shows the resulting model graph
of Figure 1. Each node represents a POI and is labeled with the
image feature at the  corresponding  position.  The  edges  of  the
graph denote the relative positions of the POI in polar coordi-
nates (f , d) where f is the angle and d the relative distance be-
tween two POI (see Figure 2b). Note that d can be expressed in
dimensionless units: For example, we could divide the absolute
distance d of two POI by the average distance ádñ of all the POI.
Thus, the model is scale-invariant, i.e. the model is independent
of the size of the underlying object.
To recognize the object in a search image, we have to look for
image features which are similar to the salient features stored in
the  object  model.  Since  the  relative  positions  of  the  POI  are
known, the possible size and position of the object in the search
image are predictable. Furthermore, if the object is partially oc-
cluded and only a subset of all the features of the model is de-
tected, this information can still be used to decide whether the
search image contains the object or not.
Thus, the scale-invariant object model provides a very efficient
strategy for recognizing objects independently of their size, even
if the object is partially occluded. However, we still have to de-
termine the necessary Points of Interest and salient image fea-
tures used to generate the model. The necessary techniques are
discussed in the following sections.
2.2 Image Features and Image Primitives
Usually, every image consists of many image features such  as
lines,  edges,  or  textures  constituting  the  shown  objects.  Since
these features provide a more abstract description of images than
pixels they are often used for object recognition purposes.
Image features are typically represented by the combination of a
few  atomic  features  (basis  features  or  image  primitives).  For
example,  two-dimensional  Gabor-Wavelets  are  often  used  as
image primitives (see [11]). In general, image primitives should
provide  the  information  about  the  underlying  image  data  in  a
compact representation to guarantee the efficient execution of the
actual image processing task.
A classical technique which is based on the extraction of image
primitives by explicitly utilizing the statistics of a given image is
Principal Component Analysis (PCA). Subdividing an image into
small image patches (subimages) and writing these patches as
column vectors, the primitives are derived from the orthonormal
eigenvectors (eigenimages) of the covariance matrix of the col-
umn vectors. Each subimage can be represented by a linear mix-
ture of the eigenimages. The mixture components themselves are
decorrelated – those mixture components with the highest vari-
ance are called Principal Components.
Since the reconstruction of the subimages from their Principal
Components is optimal in the mean square error sense, the ei-
genimages should reflect most of the information contained in the
image  data.  However,  the  associated  mixture  components  are
decorrelated  but  not  statistically  independent.  Thus,  we  com-
bined  methods  derived  from  Independent  Component  Analysis
(ICA) [4] with PCA to obtain the Principal Independent Compo-
nent Analysis (PICA) of an image [2]. The PICA components are
as  statistically  independent  as  possible  (i.e.  their  information
content is as large as possible) and optimal in the mean square
error sense.
Due to the rectangular subimages, the associated image primi-
tives of both PCA and PICA are rectangular as well. Since this
artificial  shape  may  cause  unwanted  effects  at  the  primitives’
borders, we studied the PCA and PICA of subimages weighted
with a two-dimensional Gaussian [3]. To our surprise, we found
that  the  resulting  GPCA
1  primitives  contrary  to  the  GPICA
primitives do not significantly vary with the size of the underly-
ing image, and that the same set of GPCA primitives is suitable
even for different images. Furthermore, GPCA primitives can be
calculated efficiently using a simple image model. Thus, GPCA
primitives became first our choice to represent basic image fea-
tures.
                                                             
1  GPCA / GPICA  =  Gaussian-weighted  PCA / PICA.  Note  that
GPCA or GPICA primitives are different from simple PCA or
PICA primitives weighted with a two-dimensional Gaussian.
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Figure 1: a) The image Stool and b) its Points of Interest.
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Figure 2: a) The graph-like model of Figure 1. For sim-
plicity, only a subset of all edges is shown. b) Polar coor-
dinates (f , d) of the relative position of two POI Vi , Vj .
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Figure 3: A typical set of GPCA primitives (top row) and the
set of the first eight Scale Space kernels (bottom row). Due to
experimental results, the first primitive of both  sets  is  not
used for recognition purposes (see section 4).4
Figure 3 shows a typical set of GPCA primitives compared to
kernels  derived  from  Scale  Space  theory  [7].  These  kernels
(Scale Space primitives) are the derivatives of a two-dimensional
Gaussian and resemble the GPCA primitives (although they are
not identical). Due to our experimental results described in sec-
tion 4, we do not use the first primitive of either sets.
2.3 Image Encoding and Points of Interest
To describe a given image by a set of n image primitives, the
image is convoluted with each primitive. This results in n filtered
images Fi , i Î {1,…,n}, where the number  of  coefficients  per
filtered image is roughly the same as the number of pixels in the
original image. Thus, the coefficient Fi (x, y) of the i
 th filtered
image denotes the presence (or absence) of the i 
th primitive at
the corresponding image position x in horizontal and y in vertical
direction. The coefficients Fi (x, y) encode the image with respect
to the primitive set: They can be arrayed in n-dimensional col-
umn vectors or feature jets
J(x, y)  =  [F1 (x, y),…, Fn (x, y)]
T
Each jet represents an individual image feature at position (x, y).
Usually, the filtered images are subsampled to reduce the number
of jets, i.e. only every m
 th jet in horizontal and vertical direction
is used in subsequent processing stages.
However, to generate the object model described in section 2.1
above, we are only interested in the most salient image features
(i.e. feature jets) located at the Points of Interest of an image. A
simple approach to find the POI is presented by Itti and Koch [6].
Here,  the  POI  are  identified  with  the  positions  of  isolated
“peaks” in the filtered images. If such a peak appears simultane-
ously in some of the different filtered images at the same image
position, this position is assumed to contain an important image
feature and considered to be a potential candidate for a POI.
According to Itti and Koch, the POI are determined by selecting
large  coefficients  of  a  saliency  map  denoting  the  locations  of
salient image regions. To calculate the saliency map S, the nor-
malized absolute filtered images Fi are weighted and  accumu-
lated in S. We assume the mean áFi (x, y)ñ of the filtered image
coefficients Fi (x, y) to be zero; if the mean is non-zero, we sub-
tract it from the Fi (x, y). The coefficients of the saliency map S
are derived from the weighted sum
S(x, y) = åi gi × Gi (x, y)
where Gi (x, y) =
)   , (
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First, the absolute values of the coefficients of the filtered images
are transformed to normalized coefficients Gi (x, y) Î [0,1]. Thus,
coefficients Fi (x, y) representing a high activity of the i
 th primi-
tive at position (x, y) are mapped to coefficients Gi (x, y) close to
unity (note that Fi (x, y) can be both positive or negative). Next,
the resulting Gi (x, y) are weighted by a constant weight factor gi
and summed up in the S(x, y). To derive the weight factors, Itti
and Koch used the squared difference gi = (Mi –mi)
2 of the global
maximum Mi and the mean mi of the local maxima (peaks) of the
Gi (x, y). The idea is to emphasize those filtered images showing
a few isolated but strong peaks which are supposed to represent
salient image features.
However,  the  determination  of  the  local  maxima  of  a  two-
dimensional  map  Gi (x, y)  can  be  a  very  time-consuming  task.
Thus, we developed a different and  more  simple  technique  to
calculate the weight factors gi by using the kurtosis kurt(Fi) of
the coefficients Fi (x, y) [3]. Assuming the Fi (x, y) to be samples
of a random variable Fi with zero mean, the kurtosis kurt(Fi) is
derived from the fourth normalized central moment of Fi
kurt(Fi) = 
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where á.ñ denotes expectation and var(Fi) the variance of Fi . The
kurtosis kurt(Fi) delivers large positive values if only a few of the
Fi (x, y) deviate widely from their mean áFi (x, y)ñ = 0 and most
of the Fi (x, y) are close to zero. In contrary, kurt(Fi) is small or
negative if the Fi (x, y) are clustered around zero but do not devi-
ate widely. Thus, the kurtosis is a suitable measure to set the
“importance level” of a filtered image during the generation of
the saliency map in equation (1): Defining the weight factors by
gi  =  kurt(Fi) + 3 (3)
will emphasize those filtered images containing only a few but
strong peaks as stated above.
Figure 4a shows the saliency map generated for the stool image
in Figure 1a according to equation (1) using Scale Space primi-
tives (see Figure 3). Bright dots represent image features with
high saliency while dark dots represent “unimportant” features.
To determine the POI shown in Figure 1b and Figure 4b from the
saliency map, the locations (x, y) of coefficients S(x, y) greater or
equal to the mean áS(x, y)ñ of the map are chosen. Furthermore,
we allow only one POI in a small circular region (typically of the
same size as the image primitives). This  enforces  a  minimum
distance between the POI and prevents them from clustering at
“hot spots”.
2.4 The Multi-Resolution Object Model
Using the determined Points of Interest of an object image, the
object model described in section 2.1 can be generated as fol-
lows: The feature jets at the POI are stored in the nodes of the
a  b 
Figure 4: a) The saliency map of the image in Figure 1a and
b) the determined POI (same as in Figure 1b).5
object graph, while the edges hold the relative positions of the
POI. Due to the notation of these relative positions in  dimen-
sionless polar coordinates, the object graph is scale-invariant, i.e.
independent of the object’s size. In  contrary,  the  features  still
vary with the size of the object, as shown in Figure 5.
Here, the object, a triangle, is given by three images of different
size (top row of Figure 5). Consider an image feature located at
the upper corner of the triangles (denoted by a circle): Since the
size of the support of the feature is constant, the feature’s shape
obviously varies with the scale of the object image (see bottom
row of Figure 5). Thus, image features are in general not scale-
invariant.
However, experimental results showed that the features remain
almost constant for small changes in scale, while significant dif-
ferences are caused only by broad variations of the object im-
age’s size. We found that valid scaling ranges
 2 are 0.7 – 1.5 for
image features generated from GPCA primitives, and 0.5 – 2.0
for features generated from Scale Space primitives (derivatives of
the two-dimensional Gaussian function).
What do these results mean to the object model? If the size of the
object shown in the search image lies within the valid scaling
range or is approximately known a priori, the model can be used
without modifications for recognition. In contrary, if the size is
less than half or more than double the size of the searched object,
it  will  not  be  recognized.  In  this  case,  we  have  to  generate
several object models from differently sized versions of the same
object image; each of these models is valid for a specific scaling
range. Thus, it is still possible to find arbitrarily sized instances
of the object by performing a parallel search using the different
models.
This  multi-resolution  approach  based  on  the  modeling  of  the
object at different scaling stages seems to contradict the criticism
stated at the beginning of section 2.1. However, since the valid
scaling range of a single object model is rather large, only a few
                                                             
2 Here, the scale is measured by the ratio t (the scaling factor) of
the width or height of the scaled image and the width or height
of the original image. Thus, for t < 1 the scaled version will be
smaller  in  size  than  the  original  image,  and  larger  if  t > 1,
while t = 1 denotes no scaling at all. Note that the area of the
scaled image varies with the squared scaling factor t
 2.
models at different scaling stages are needed. Furthermore, the
computational cost of the multi-stage recognition process is still
acceptable even for real-time purposes.
3. THE RECOGNITION PROCESS
Given its multi-resolution model, an object is recognized by de-
termining similar image features in the search image and verify-
ing if their positions match the corresponding positions in  the
model. Thus, the search image has to be encoded as well, i.e. the
image features of the search image must be calculated. However,
neither the encoding of differently scaled versions nor a model of
the  search  image  are  required.  For  database  applications,  the
encoded search images can be calculated offline and stored in the
same  or  a  separate  (meta)  database  to  prevent  computational
overhead.
3.1 Identifying Similar Image Features
The determination of  the  image  features  of  a  search  image  is
nearly the same as described in section 2.3 for object images.
Again,  we  only  use  the  “important”  feature  jets  at  positions
(x, y),  where  the  corresponding  saliency  coefficient  S(x, y)  is
greater or equal than the mean áS(x, y)ñ of the image’s saliency
map. The difference is, that the number of salient features per
image region will not be restricted: we explicitly allow the clus-
tering of features in the search image since we do not know a
priori which of the features in the cluster might be the best match
to a salient object feature.
Here, the similarity of feature jets is measured by their cosine,
which in this case is equivalent to the correlation coefficient. Let
J(x, y) = [F1 (x, y),…, Fn (x, y)]
T be a feature jet of the object and
J’(x’, y’) = [F’1 (x’, y’),…,  F’n (x’, y’)]
T  be  a  feature  jet  of  the
search image. The cosine cos[J(x, y), J’(x’, y’)] is defined by
cos[J(x, y), J’(x, y)] = 
å å
å
¢ ¢ ¢ ×
¢ ¢ ¢ ×
i i i i
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The cosine takes values from the interval [–1,1]: The closer the
cosine to unity, the more similar are the two jets. A zero cosine
corresponds to dissimilarity while a negative values close to –1
denotes that the first jet is similar to the inverted second jet. In
our experiments, two feature jets were considered to be similar if
their cosine was greater or equal than 0.9 .
To  simplify  the  identification  of  similar  features,  we  use  a
straightforward  labeling  scheme.  Every  node  Vi  in  the  object
graph is labeled with a unique index i Î {1,…, N} where N is
the total number of nodes. If the feature jet of the node Vi is
similar to a jet at position P = (x, y) in the search image, P is
labeled with the index i:
i Î label(P)   Û   the jet of P is similar to the jet of Vi
Note that label(P) represents a set of indices since the jet of P
may be similar to more than one salient feature jet of the object.
Figure 6 shows an example for features in a search image which
are similar to a salient feature in the object image Stool.
3.2 Identifying Matching Edges
After the detection of similar features, we look for pairs of de-
tected features in the search image matching the  edges  in  the
Figure 5: (top row) Object images differing in their size.
(bottom row) Feature varying with the object’s size.6
object graphs at different scaling stages. This is done by com-
paring the feature labels and the relative positions of the jets.
To describe this process in detail, let Vi and Vj be two nodes in
the object graph at a given scaling stage. The edge (Vi , Vj) is
labeled with the relative position of Vi and Vj given by the angle
f and the distance d. Since d is the quotient of the absolute dis-
tance d and the average distance ádñ of all the POI at the actual
scaling stage, we have d = d × ádñ.
Now, let P1 and P2 be the positions of two feature jets in the
search image. Their relative position is given by the angle fP and
the  absolute  distance  dP .  The  quadruple  (P1 , P2 , i, j)  is  a
matching edge to the edge (Vi , Vj) in the object graph (denoted
by the relation operator ® m), if all of the following four condi-
tions are met:
(P1 , P2 , i, j) ® m (Vi , Vj)  Û
1) i Î label(P1), i.e. the jet of P1 is similar to the jet of Vi
2) j Î label(P2), i.e. the jet of P2 is similar to the jet of Vj
3) f – q  £  fP  £  f + q
4) dP  =  tP × d , where tmin £ tP £ tmax
and 0 < tmin < 1 < tmax < ¥
Thus, P1 and P2 have to contain features which are similar to the
object features of Vi and Vj . Furthermore, the angle fP of the
features’ relative position is allowed to deviate up to a constant q
from the angle f of the object features’ relative position, while
the absolute distance dP of P1 , P2 is allowed to be at least tmin-
times and at most tmax-times the absolute distance d of Vi , Vj .
The factor tP is called the scale of the edge (P1 , P2 , i, j).
Typically, we set q » 8°, while tmin and tmax depend on the primi-
tives used for encoding. As stated in section 2.4, the features of
an image do not significantly vary within a scale of 0.7 £ t £ 1.5
if GPCA primitives are used for encoding, and 0.5 £ t £ 2.0 for
Scale Space primitives. Consequently, we use these bounds to
define tmin and tmax : Within the scaling range tmin £ tP £ tmax the
image features can be compared to the salient object features, i.e.
they may belong to a scaled version of the object in the search
image we want to recognize.
In Figure 7, matching edges are represented by solid lines and
non-matching edges by dotted lines. Obviously, the edge (Vi , Vj)
in the object image is found twice in the search image. This is
due  to  the  tolerant  matching  process:  We  explicitly  allow  the
matching of scaled and/or slightly rotated edges to facilitate the
recognition of scaled and/or deformed object versions. However,
edges that do not meet the conditions stated above are rejected.
3.3 Identifying Connected Matching Edges
In the next step of the recognition process, the matching edges
are examined to find connected edges constituting a graph in the
search  image:  Each  of  those  graphs  may  represent  a  possible
instance of the object.
Let (Vi , Vj), (Vk , Vl) be two arbitrary edges in the object image,
and (P1 , P2 , i, j), (P3 , P4 , k, l) two of the corresponding match-
ing edges in the search image, i.e. (P1 , P2 , i, j) ® m (Vi , Vj) and
(P3 , P4 , k, l) ® m (Vk , Vl). How do we decide if the two matching
edges are connected?
First, both edges must contain a node with the same position in
the search image; this ensures the edges to be geometrically con-
nected within the search image. Usually, we allow  the  nodes’
positions to deviate from each other by a small amount D. For
example, if the distance between P2 and P3 is less or equal to D,
P2 and P3 are said to have the same position which is denoted by
the relation ~D , i.e. P2 ~D P3 .
Second, the features jets of nodes with the same position must be
similar to same the feature jets in the object model. Remember
that the nodes P1 and P2 of the edge (P1 , P2 , i, j) are labeled with
the sets label(P1), label(P2) of indices indicating the similarity of
their features to sets of corresponding object features. However,
the nodes P1 and P2 are “bound” by the indices i and j to specific
object nodes Vi and Vj , since (P1 , P2 , i, j) only matches the ob-
ject  edge  (Vi , Vj).  Of  course,  the  same  is  true  for  the  edges
(P3 , P4 , k, l) and (Vk , Vl). Thus, if for example P2 ~D P3 , we re-
quire j = k.
Third, both edges must have a similar scale tP . As seen in the
previous section, the absolute distance dP between the nodes of a
matching edge is allowed to deviate from the absolute distance d
between  the  nodes  of  the  matched  object  edge  by  the  scaling
factor tP: dP = tP × d. If the two matching edges belong to the same
graph in the search image, their scale has to be the same, or else
the  graph  does  not  represent  a  valid  instance  of  the  searched
object model. To distinguish between the scales of (P1 , P2 , i, j)
and (P3 , P4 , k, l), we use the functions scale[(P1 , P2 , i, j)] and
scale[(P3 , P4 , k, l)],  respectively.  In  general,  the  scales  of  two
matching edges never have exactly the same values. Thus, we
divide the possible scaling range [tmin , tmax ] into m overlapping
Figure 6: (left) Example for a salient object feature at Vi and
(right) similar features in a search image.
Figure  7:  (left)  An  edge  (Vi , Vj)  of  the  object  model.
(right)  Matching  edges  (solid  lines)  and  non-matching
edges (dotted lines) in the search image. Points with fea-
tures similar to the ones of Vi and Vj are labeled with i
and j respectively.
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intervals T1 ,…, Tm . The scales of two edges are defined to be
similar if there is an interval Tn where scale[(P1 , P2 , i, j)] Î Tn
and scale[(P3 , P4 , k, l)] Î Tn . We denote the similarity of scales
by the operator », i.e. scale[(P1 , P2 , i, j)] » scale[(P3 , P4 , k, l)].
Thus, two matching edges (P1 , P2 , i, j) and (P3 , P4 , k, l) are said
to be connected, if scale[(P1 , P2 , i, j)] » scale[(P3 , P4 , k, l)], and
at least one of the following four conditions holds:
1) P1 ~D P3 and i = k , or
2) P1 ~D P4 and i = l , or
3) P2 ~D P3 and j = k , or
4)  P2 ~D P4 and j = l
Figure 8 shows an example for two connected matching edges.
3.4 Identifying Instances of the Object Model
The last step of the recognition process is the most crucial one.
Having  determined  all  the  connected  matching  edges,  we  get
several disjoint graphs in the search object. Each of these graphs
is a possible instance of an object graph at a certain scaling stage.
But how do we decide if the search image contains the object to
be recognized?
In fact, the graphs are ordered according to a similarity measure
Similarity(G) Î [0,1]  which  denotes  the  possibility  that  a  de-
tected graph G represents the object in the search image. De-
pending on the current application, this measure is used to decide
whether the recognition process was successful or not. For exam-
ple, the search criteria could be relaxed to detect objects which
are similar but not identical to the searched object. This is help-
ful in image retrieval tasks where the recognition system is used
to filtered the huge amount of image data, and only a reasonable
choice of matching images is presented to the user.
At the time this paper was written, we examined three criteria to
calculate the similarity measure Similarity(G) of a graph G:
1) The number NEdge (G) of matching edges in graph G,
2) the number NPOI (G) of different POI of the object which
are detected in G, and
3) the average geometrical matching AGM(G) of the
detected POI in G.
The first criterion NEdge (G) is the most simple one: We just have
to count the number of matching edges constituting the graph G.
The higher the number of connected matching edges, the higher
should  be  the  possibility  that  G  represents  an  instance  of  the
object. However, our experimental results showed that this crite-
rion is not suitable: Large graphs corresponding to incorrect ob-
ject matches are preferred to small graphs representing the object
correctly. Thus, we rejected NPOI (G) as a measure for similarity.
The second criterion provides better results: NPOI (G) counts the
number of different POI of the object which are “detected” by G.
To avoid the problem of scattered nodes, NPOI (G) is utilized in
conjunction  with  the  third  criterion,  the  average  geometrical
matching of detected POI in G. In the following, this procedure is
described in detail.
Occasionally, some matching edges corresponding  to  the  same
edge (Vi , Vj) in the object graph are found, where the nodes with
feature jets similar to the jet of Vj are scattered around the ex-
pected “correct” position of Vj (scattered nodes; see Figure 9a).
This is possible since matching edges are allowed to be slightly
rotated versions of edges of the object model. In general, scat-
tered nodes do not influence the recognition process. However, in
some cases they can lead to a serious problem where matching
edges are arrayed according to a cascaded structure in the search
image (see for example Figure 10). We could try to delete the
surplus matching edges from G, but it would be difficult to de-
cide which of these edges should be left, and how to deal with
those edges in G that are connected to the deleted ones.
To solve this problem, we chose a simple heuristic approach. Let
POI(G) be the set of all indices j where the salient feature jet of a
node Vj in the object graph is similar to the jet of a node in the
graph G. Informally, POI(G) are the indices of all the POI in the
object image that are “detected” by the current graph G in the
search image. Their number is given by NPOI (G) = |POI(G)| .
Now, let {Pn}j be the positions Pn of all nodes contained in the
matching edges of G, where the corresponding feature jets are
similar to the jet of a single node Vj , jÎPOI(G). We define the
geometrical scatter of {Pn}j as follows:
scatter({Pn}j)  =   å Î - ×
j P P j
j
P P
P } {
2 ) (
} {
1
n n
n
n
(5)
where P j is the geometrical mean of the Pn and |{Pn}j | denotes
the number of elements in {Pn}j (see Figure 9b). The geometrical
P1
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P4
i
j k
l
D
scale[(P1 , P2 , i, j)] scale[(P1 , P2 , i, j)]
Figure  8:  Example  for  the  connection  of  matching  edges.
(P1 , P2 , i, j) and (P3 , P4 , k, l) are connected at the nodes P2
and P3 , if P2 ~D P3 (i.e. the distance D is smaller than D), P2
and P3 are indexed with the same node of the object model
(i.e.  j = k),  and  the  scales  of  the  edges  are  similar  (i.e.
scale[(P1 , P2 , i, j)] » scale[(P3 , P4 , k, l)] ).  If  any  of  these
conditions is not met, the edges are not connected at P2 , P3 .
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Figure 9: a) The problem of scattered nodes.
b) Geometrical interpretation of scatter({Pn}j).8
matching of {Pn}j is a simple transform of the geometrical scatter
to values in the interval [0,1] based on a Gaussian function:
GM({Pn}j)  =  exp[–0.5 × scatter({Pn}j)
2] (6)
GM({Pn}j) is equal to unity, if the Pn do not scatter around their
geometrical mean, and close to zero, if scatter({Pn}j) becomes
large. The average geometrical matching of the graph G is the
expectation of GM({Pn}j) over all detected POI:
AGM(G)  =   å Î ×
) ( ) ( } {
) (
1
G POI j j
POI
P GM
G N
n (7)
Thus, the average geometrical matching of the current graph G
measures the “fitting” of the detected POI to their “correct” po-
sition  as  given  by  the  object  model  (i.e.  AGM(G)  is  close  to
unity), or the “distortion” of G compared to the object graph at
the actual scaling stage (i.e. AGM(G) is close to zero).
According to these results we define the similarity measure for a
graph G as follows:
Similarity(G)  =  c1 ×
N
G N POI ) (
+ c2 × AGM(G) (8)
where N is the number of all POI (or nodes Vj) in the  object
graph, c1 + c2 = 1 and 0 £ c1 , c2 £ 1; in our experiments we used
c1 = c2 = 0.5 .
4. EXPERIMENTAL RESULTS
Currently,  the  development  of  our  mechanism  for  the  scale-
invariant  recognition  of  objects  in  images  is  still  in  progress.
However, we give some preliminary results to demonstrate the
applicability of our approach.
We found that the best recognition results are obtained if the first
primitive of the used primitive set (GPCA or Scale Space; see
Figure 3) is omitted in the encoding stage. The first primitive is
given by (or, in case of GPCA primitives, resembles) a two-dim-
ensional Gaussian function, and encodes the average intensity of
the  support
 3  of  an  image  feature.  Here,  the  average  intensity
represents  the  image’s  local  brightness  at  the  position  of  the
current  feature.  Thus,  our  experiments  indicate  that  the  local
                                                             
3 Remember that the feature jets are derived by convoluting the
primitives with the underlying image (see section 2.3). Thus,
each feature is calculated for a small patch (subimage) of iden-
tical size as the primitives, the features’ support.
brightness should be ignored during the recognition process. In
fact, this corresponds to the demand to recognize objects inde-
pendently of their actual illumination and brightness.
First, we tested the system to detect the object Stool (Figure 1a;
130´150 pixels in size) in the image Room (Figure 11a; 603´446
pixels in size). To generate the feature jets of the images, both
images were convoluted with 15 Scale Space primitives (16´16
pixels) and subsampled by a factor m = 4. Figure 11b shows the
graph G with the highest value of Similarity(G) obtained from
the  recognition  process.  Note  that  the  stool  is  recognized,  al-
though the background object interferes with the foreground. The
experiment  was  successfully  repeated  with  scaled  and  slightly
rotated versions of Stool, as well as with other objects such as
the chair seen at bottom left of the image Room.
Next, we used an image of NASA’s Apollo 10 mission patch and
a sketched version of that patch (Figure 12a+b; 173´200 pixels)
to be recognized in a photo of the Apollo 10 press conference
held  in  July  1969  (Figure  12c;  600´391  pixels).  Again,  both
object images could be detected at different scales. In case of the
sketched  version,  this  is  of  particular  interest,  since  only  the
outline of the emblem is shown in the object image. However,
the same object image will also be found at various positions in
the image Room, although the patch is not included therein. Ob-
viously, the sketched patch version is an example for a “nonspe-
cific” object image: It is too general to be identified with a par-
ticular real-world object.
5. CONCLUSION
In this paper, we presented an efficient mechanism for recogniz-
ing objects in digitized images. The object is given by an exam-
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Figure 10: Cascaded matching edges caused by scattered nodes.
a
b
Figure 11: a) The image Room. b) The graph G
with highest Similarity(G).
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ple image, while the recognition process itself is scale-invariant,
i.e. independent from the object’s size. Furthermore, the system
is capable to detect objects in the presence of occlusion or slight
distortion/rotation.
The recognition mechanism can be used in time-critical applica-
tions such as online image retrieval or video object tracing. The
processing steps described in section 3 are explicitly designed for
parallel execution. Thus, to further increase the performance of
the presented algorithms, the  mechanism  can  easily  be  imple-
mented on a multi-processor system or realized as an all-hard-
ware solution.
Currently, we are working on the improvement of the similarity
measure described in section 3.4, which is used to compare the
object model with possible instances of the object in the search
image. Additional improvements and extensions of the mecha-
nism such as the application of color images, object detection by
presenting object sketches, and 3D view-based recognition  are
planned and subject to future research.
A demonstration version of our mechanism (JAVA application)
can be downloaded from the MASCOT homepage [1].
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Figure 12: a) Apollo 10 mission patch (source: NASA).
b)  Sketched  version  of  the  patch.  c)  Photo  from  the
Apollo 10 press conference (source: NASA). d) The first
graph found for the sketched patch (b) in the photo (c).