A key use of the PEEC method is the solution of combined electromagnetic and circuit problems as they occur in many situations in todays very large scale integrated circuits (VLSI) and systems. An important aspect of this approach is the fast and accurate computation of PEEC circuit matrix elements: the partial inductances and normalized coefficients of potential. Recently, Fast Multipole Methods (FMM) have been applied to the PEEC method in the frequency domain as a way to speed up the solution. In this paper, we consider the fast evaluation of the PEEC circuit matrix elements by two different methods, a matrix version of the (FMM)PEEC method and a method which we call the Fast Multi-Function (FMF)PEEC approach.
Introduction
Today. a multitude of mixed electromagnetic and circuit problems must be solved which are of an ever increasing size. Also, the problems which can be solved with quasistatic approaches are steadily decreasing as the frequencies increase and the rise times decrease. Simultaneously, compute times are becoming too large especially in the frequency domain where the entire problem is coupled at loa7 frequencies, independent of the problem size. Further, twenty subdivisions are required in each spatial direction; at the shortest wavelength in the spectrum, for accurate impedance results. This leads t o very large matrices especially for eiectrically large problem sizes. The Partial Element Equivalent Circuit (PEEC) method has become a very popular approach for the solution of the mixed EM and circuits problems due to its flexibility and since can use the same general Modified Nodal Analysis (MNA) solution techniques which are used in most Spice type circuit solvers. In this paper, we consider the fast evaluation of the PEEC circuit matrix elements by two different methods, a matrix version of the (FMM)PEEC method and a method which we call the Fast MultiFunction (FMF)PEEC approach. In this technique, the matrix coefficients are evaluated using analytical functions approximation of the coefficients in combination with a proper choice of numerical quadrature formulas.
We show that with a straight forward evaluation of the matrix elements, which are the PEEC circuit parameters, elements used collocation point approximations. Today> we know that the accuracy of this method is inadequate for PEEC. As is always the case, the FMF and the FMM approaches perform best for different problems. Hierarchy can play a considerable role in the speed up of both fundamental methods, provided that the geometry is suitable for a geometrical decomposition. However, the best range of applications have not been clearly identified since the methods are usually applied to a specific class of problem. Hence: much more work is required to classify the approaches. Here, we consider briefly the FMF methods and then in somewhat more detail the FMM type methods.
Fast multi-function evaluation of coefficients
It is important to recognize that for maximum efficiency, a mixture of different approaches is required. Importantly. the solution method need to be tailored t o the type of problem at hand to minimize compute time. FMF methods have been used in PEEC from the start to reduce the solution time. The circuit element accuracy requirements must be met with the least compute time. For example, for special purpose EM solvers for non dense problems less accuracy is required. In general, many researchers have been in part using such approaches. A multitude of analytical as well as numerical solution methods are used for general purpose PEEC solvers. For example, long, thin conductors are simple to approximate analytically and are difficult to model with conventional multipoles. Hence, different formulas are used which have to take the shape of the conductors into account in the calculation of partial inductances and potentid coefficients. A key problem with a general purpose PEEC solver is the very high accuracy required for the near coefficient for dense problems. Five to six digits of accuracy is needed for the self term while the evaluation of far coefficients can be less accurate without loss of overall solution accuracy. In the limited space available in this paper, we outline a few steps of a control mechanism for a variable order Gauss-Legendre quadrature for speeding up the far coefficient evaluation. This is only part of the overaII FMF approach.
We assume that the space discretization is carried out such that the size of the largest inductive and capacitive cell is less than X , , , / 2 0 where A, , , is the minimum wavelength corresponding to the maximum frequency in the excitation spectrum. The algorithm which is also applied to the non-orthogonal case is based on the distance and shape of the two cells involved. Compute the following quantities:
1. find the maximum size. The basic idea of FMM is t o subdivide the problem r e gion into a few groups which act as group centers for which the interactions are computed. A matrix factorization is created from the analytic element wise expansion. This makes the representation of the Green's function in terms of matrix products possible for the iterative solver! for the case when an iterative solver can be applied t o the problem 0-7803-7779-6103/$17.00 Q2003 IEEE.
at hand. We assume that for a coefficient evaluation the source point T' and an observations point r are well separated. Under this condition we can apply the Gegenbauer addition theorem. Also, we assume that we have chosen the order L of the multipole expansion. Then, the integration on the unit sphere is performed with a numerical Gaussian quadrature with L + 1 points below in The same procedure outlined above can be applied to the computation of mutual potential coefficients Pmn. We can find where Am,n represents the surface area of the capacitive cells m and n. It is evident again that the evaluation of the coefficient can be divided into three parts. They oniy share in the group data with each other but they lead to the evaluation at multiple source points r' and observation points T . If we define the integrals in bracket in (3.6) as S, and sn then the normalized coefficient of potential simplifies to similarly to the partial inductance (3.5). 4 Some numerical results 0-7803-7779-6/03/$17.00 Q2003 IEEE.
We give some results which exemplify both the FMM and FMF-based approaches for PEEC parameters computation for partial mutual inductances e.g. (3.2). Of course: more comprehensive experimentation is required to explore tbe entire solution space especially for general purpose EM solvers. We use a standard Gauss-Legendre (GL) integration method for both approaches. Here, we concentrate on L, since the volume integrals are more time consuming due to the six fold integrals. We use a GL with an a d a p tive choice of the order (ad-VA) where all integrals are evaluated numerically. The GL integration is compared with an analytical integration in the current direction and an adaptive GL integration in the cross-sectional dimension (ad-FA). Hence, only four for the six integrals are performed numerically. The partial mutual inductances must lead to favorable compute time results for various distances between the groups and the cells for FMM. It is clear that the quadrature aspects for the integrals are similar for both solution methods, but they are more important for the FMF approach. For FMM two inductive cells m and n belonging to groups a and b respectively. When using the FMM, by using the same notation as be- 5 -10 assuming R = RZ are shown in Fig. 1 . A similar evaluation is also given for the phase error in Fig. 2 .
Next, we compare the accuracy of the coefficients for the different methods. It is evident from the magnitude plot given in Fig. 1 and the phase plot in Fig. 2 that the a d a p tive volume integration algorithm (ad-VA) provides good accuracy even for very small electrical distances while the adaptive filament algorithm (ad-FA) provides an almost constant accuracy in magnitude which is about equivalent to a 7-th order FMM for the phase error. The ad-FA approach is an example of a mixed analytic function and numerical solution approach. The ad-FA solution is faster than the ad-VA approach as a consequence of the reduction in dimensionality of the numerical integration solution. Table 1 shows the speed-up achieved and the mean relative error (MM) for the ad-FA and the ad-VA as compared to a 9-th order Gauss-Legendre integration (GL-9)
result. O f course the efficiency of all these approaches are very much dependent on the implementation details. In
Conclusion
In this short paper we did outline methods for speeding up the fast circuit element evaluation for the fast multi pole FMM and the fast multi-function FMF methods.
However, for general purpose combined circuit and EM solvers: the ranges of applicability still needs to be explored to come up with the best methods.
