We have developed a method of finding equilibrium Green's functions for an electron gas with Coulomb interaction within the Kadanoff-Baym-Keldysh approach. This method is based on iterative numerical computation of the retarded self-energy in the self-consistent random-phase approximation. For a two-dimensional electron gas, we have calculated numerically various one-electron properties and the ground-state energy at zero temperature. This method allows one, in principle, to describe electron systems at predetermined finite temperatures. Our solutions may serve as self-consistent initial conditions for quantum kinetics problems in quantum wells.
I. INTRODUCTION
There has recently been significant interest in the development of quantum kinetics of interacting electrons. [1] [2] [3] [4] [5] [6] [7] This is a formidable problem because it combines general complexity of describing a many-body interacting system of electrons with a necessity to include ultrafast dynamics of such a many-electron system. Most of the recent theoretical progress in this field is obtained on the basis of the nonequilibrium Green's-function method by Kadanoff and Baym, 8 and Keldysh. 9 This method has been further developed by Langreth, 10 and by Rammer and Smith. 11 In applications to ultrafast processes, this KadanoffBaym-Keldysh ͑KBK͒ method is conventionally called quantum kinetics. As the first step for an ultrafast quantum kinetics problem, the initial correlated state of the interacting system should be determined. The noninteracting electron gas has been considered as such an initial state of the system in Refs. 4-7. Another approach used in Ref. 3 has determined the initial ͑equilibrium͒ Green's functions by solving numerically time-dependent equations until equilibration. A considerable disadvantage of this approach is that the temperature corresponding to the obtained equilibrium solution cannot be controlled. In particular, the zero-temperature solution cannot be obtained by this approach.
In this paper, we have numerically determined Green's functions in a self-consistent ͑SC͒ random-phase approximation ͑RPA͒ for a two-dimensional ͑2D͒ gas of electrons with Coulomb interaction under equilibrium conditions with an exactly defined temperature. These Green's functions contain the most complete information on the system's energy and one-particle observables such as electron density, currents, momentum distribution, quasiparticle spectrum, etc. The RPA is a standard approximation commonly used to obtain the exchange and correlation energies of an equilibrium electron gas. 12 The most common version of RPA is the nonselfconsistent RPA ͑called also the G 0 W 0 approximation͒ where all electron Green's functions used to calculate the polarization operator ⌸ϭG 0 G 0 ͑in a symbolic notation͒ and electron self-energy ⌺ϭG 0 W 0 are zero order in the interaction.
The self-consistency of RPA means that the Green's functions that are employed to calculate ⌸ϭGG and ⌺ϭWG are the final Green's functions that satisfy the Dyson equation with the self-energy ⌺. The full dynamically screened Coulomb interaction W is used to compute these quantities.
Because of the form of the self-energy ⌺, this approximation is also called the GW approximation. To solve this equilibrium problem, we have used the KBK method ͑in the form of Dyson equations͒.
The equilibrium problem, which we have solved for a 2D electron gas, is of twofold interest. First and the most important in our opinion is that the solutions found form a set of initial Green's functions for the quantum kinetics problem, as we have already mentioned above. For a typical quantum kinetics problem, an electron system is excited by an ultrashort pulse, and the initial equilibrium Green's functions describe the system before the pulse has arrived. These functions are required to determine the subsequent ultrafast kinetics induced by the ultrashort excitation. Finding an ultrafast quantum-mechanical dynamics of interacting electrons is becoming of primary importance both due to new interesting fundamental phenomena and recent progress in ultrafast experimental techniques, and to a wide range of applications in ultrafast electronics and electro-optical devices. The RPA is the most widely used realistic approximation for the quantum kinetics problem. Of principal importance is that for the quantum kinetics equations, the RPA should necessarily be self-consistent, otherwise the local conservation laws for the electron density and energymomentum density are violated. 13 Consequently, the initial Green's functions must be obtained in the fully selfconsistent approximation, otherwise a spurious dynamics would appear even in the absence of the exciting field.
Second, finding the SC RPA Green's function that describes the state of a two-dimensional equilibrium electron system is of significant interest by itself. The existing SC RPA computations have been previously done only for threedimensional electron systems. [14] [15] [16] [17] The RPA and similar approximations for 2D electron systems have only been developed in a nonself-consistent version ͑see Refs. 18 and 19, and references cited therein͒. In contrast, in this paper we present completely self-consistent RPA computations for a 2D electron gas. As our results have shown, the lower dimensionality of the system bears a principle effect on the results. In particular, the dynamic screening of the Coulomb potential in the 2D case is weaker than in the 3D case. This is physically due to the fact that even for a 2D electron system, the Coulomb interaction is always three dimensional. Therefore, lines of electric field escape the 2D layer and penetrate the embedding 3D space before returning to this 2D layer, which makes the screening weaker and more sensitive to the electron correlations.
In the existing computations of quantum kinetics, 1, [4] [5] [6] [7] interband transitions in undoped semiconductors at low temperatures have been considered. Under such conditions, with an additional approximation of negligible interband matrix elements of the Hamiltonian, the initial state of the system is described by the completely filled valence band ͑and, correspondingly, an empty conduction band͒. Due to this fact, there are no many-body effects present, and the initial Green's functions are those for noninteracting valence-band electrons. Our future goal is to consider ultrafast intersubband kinetics in quantum well heterostructures, where the ground-state subband is never completely filled. Consequently, the initial equilibrium Green's functions are nontrivial and should be found with at least the same precision as for the kinetic ͑time-dependent͒ stage of the problem, where SC RPA is used. This calls for the fully self-consistent RPA for the initial state. Such a solution obtained in the present paper is the necessary first step toward considering quantum kinetics for the intersubband transitions.
The paper is organized in the following way. Theory and basic equations are presented in Sec. II, our numerical procedures are described in Sec. III A, the numerical results and their discussion are presented in Sec. III B, and concluding remarks are contained in Sec. IV.
II. THEORY AND BASIC EQUATIONS
We consider a 2D electron system with the Coulomb interaction between electrons, where the positive ions are described by a jellium model. The Hamiltonian of the system is
where is the chemical potential, p, pЈ, and q are 2D momentum vectors in the plane of the system, p ϭp 2 /2m is the one-particle energy, V q ϭ2e 2 /⑀ 0 q is the bare Coulomb interaction potential in 2D momentum representation, ⑀ 0 is the background dielectric constant, and e and m are the electron charge and bare effective mass.
The Kadanoff-Baym equations are formulated for a set of four Green's functions: greater G Ͼ , lesser G Ͻ , retarded G r , and advanced G a . Similar notations are used for the components of other field-theoretical objects, such as the selfenergy ⌺, polarization operator ⌸, and dynamically screened interaction W.
We deal with equilibrium uniform systems where the Green's functions depend only on a conserving momentum p and time difference t and are defined in the momentum-time representation as
where the angular brackets denote quantum-mechanical averaging and averaging over the Gibbs ensemble; we do not show the spin indices over which all objects are diagonal. For any object A of the theory ͑the Green's function G, self-energy ⌺, dynamically screened potential W, or polarization operator ⌸), the corresponding retarded ͑r͒ and advanced ͑a͒ components are defined as
From the four types ͑components͒ of each quantity, only three are independent due to an identity,
In the equilibrium, there is an additional symmetry relation between the advanced and retarded components of an object in the momentum-frequency representation,
Also, the well-known Kubo-Martin-Schwinger boundary condition is valid
where ␤ϭ1/T and T is temperature in energy units. Using this relation, the number of independent Green's functions can be reduced to only one. We choose G r as such an independent Green's function, and the other three are expressed as
where n ϭ͓exp(/T)ϩ1͔ Ϫ1 is the Fermi factor, and we use the system units where បϭ1.
We use an iterative process to find Green's function G r numerically. As the result of an iterative step, we obtain the retarded self-energy ⌺ r (p,). The following is the description of the next iterative step.
Using the Dyson equation for the retarded Green's function, we find
where p ϭ p Ϫ. From this, using Eqs. ͑7͒, we find G Ͼ,Ͻ . This allows us to obtain the electron polarization operator in the RPA ͑bubble͒ approximation ⌸ϭGG, or in the detailed form
͑9͒
From this, using Eqs. ͑4͒ and ͑5͒, and the symmetry relation
we compute the imaginary part of the retarded polarization operator,
Because ⌸ r (p,) as a function of is analytical and has no singularities in the upper-half plane, and it tends to zero for →ϱ, the conventional Kramers-Kronig relation allows one to restore its real part,
where P denotes the principal value of the integral.
Having found the lesser and retarded components of the polarization operator, we write down the Dyson equation for the dynamically screened potential W,
Deriving Eq. ͑13͒, we have used the known Langreth rules 10 that allow one to find components of the product of two objects A and B,
The explicit solution of Eqs. ͑13͒ for W Ͻ has the form
͑15͒
Deriving this equation, we have used Eq. ͑5͒. The greater component of the dynamically screened potential W can be obtained from a symmetry relation
To complete the current iteration step, we compute the lesser and greater self-energies in the SC RPA (GW) approximation as
͑16͒
Taking into account Eqs. ͑4͒ and ͑5͒, we can express the imaginary part of the retarded self-energy as
Finally, Re⌺ r is found from a dispersion relation
where the momentum distribution function n(p) is expressed as
The last term in Eq. ͑18͒ is the exchange diagram that is independent, yielding a correct asymptotic behavior of Re⌺ r (p,) for →ϱ. Concluding this section, we have started with ⌺ r ͓see the paragraph preceding Eq. ͑8͔͒ and finished with the next iteration ⌺ r ͓Eqs. ͑17͒ and ͑18͔͒. This closes the iterative procedure. All the necessary Green's function are selfconsistently found within the current iteration ͓Eqs. ͑7͒ and ͑8͔͒.
III. NUMERICAL PROCEDURES AND RESULTS

A. Numerical procedures
We have solved numerically the equations of the theory using an iterative procedure as described above in Sec. II. Though these equations are valid for arbitrary temperatures, in this paper we have performed computations for Tϭ0. The compelling reasons to choose Tϭ0 are the well-defined Fermi surface with a pronounced discontinuity of the electron distribution at it and comparatively long lifetimes of electrons off the Fermi surface allowing one to reliably find an electron dispersion relation ͑effective mass͒. Another reason is that the previous RPA calculations [15] [16] [17] [18] [19] [20] have been carried out at Tϭ0. We will investigate the case T 0 elsewhere.
The final electron density of the system is controlled by the chemical potential . One can convince oneself that all dimensionless quantities of the theory depend only on one dimensionless parameter r s 0 ϵe 2 ͱm͉͉/⑀ 0 . For r s 0 Ӷ1, the electron screening becomes strong, the effects of interaction become small ͑formally, this corresponds to e→0), and the RPA is known to become most accurate. In this limit r s 0 Ϸr s , where r s ϵme 2 /⑀ 0 ͱn is the conventional density parameter for a 2D electron gas, and nϭ2͐n(p)d 2 p/(2) 2 is the electron density. Note that the above-described scaling ͑the dependence on only one dimensionless parameter r s 0 ) also implies that the limit e→0 corresponds to n→ϱ. This reflects a well known ''paradoxical'' property that an electron gas becomes almost ideal as its density increases.
In the numerical integrations in Eqs. ͑9͒, ͑12͒, ͑16͒, ͑18͒, and ͑19͒, the integration over the momentum variables has been truncated at the maximum momentum p max that is ͑de-pending on the r s 0 ) from six to ten times the Fermi momentum p F . The frequency ͑energy͒ integrations have been carried out within the region ͉͉Ͻ p max 2 /m. We have run the iterative procedure described above in Sec. II until the self-energy ⌺ r (p,) converged ͑uniformly in p and ) within р1% mismatch. This requires about ten iterations and takes typically Ϸ10 h of CPU time on an SGI Origin 200 workstation. This iterative procedure has been well-converging and stable for r s 0 ϽϪ1.73 or r s 0 Ͼ0, which corresponds to r s Ͻ2.62, i.e., to not very low resulting electron density. This is also a region where RPA is expected to work reasonably well. As the initial ⌺ r (p,), we have used either the result of the G 0 W 0 approximation, or the result of a previous SC RPA run with a different value of r s . In the region of convergence, there has been no appreciable dependence of the final results on the initial value of ⌺ r (p,). Integrating over the angle between p and k and over Ј, we have divided the integration interval into 20 to 40 segments to take advantage of the smooth behavior of the integrands in some segments. The number of segments has been chosen to optimize the computational efficiency. The adaptive Romberg integration of fifth-order accuracy has been used to integrate over each of these segments. This method has allowed us to achieve the relative error of integration of less than 10 Ϫ4 . We have computed the self-energies and polarization operators in 200 to 400 points in their arguments p and . We have verified that the results obtained are stable and do not depend appreciably on any of the computational parameters mentioned above within their indicated range.
The calculated dependence of r s on r s 0 is shown in Fig. 1 . Note that this dependence establishes the electron density as a function of chemical potential. As one can see from Fig. 1 , the region of positive chemical potential ͑denoted by squares͒ corresponds to 0.97уr s у0, where the electron density is comparatively high. Note that for interacting electrons, the chemical potential is not necessarily positive. The region of Ͻ0 in Fig. 1 ͑comparatively low electron densities͒ is denoted by triangles. This region ends at large negative values of , where iterations start to diverge for 0уr s 0 ϾϪ1.73 ͑or, r s Ͼ2.62). This divergence reflects the fact that the RPA does not adequately describe electron systems at low densities where short-range exchange-correlation and vertex-renormalization effects become important. Close to the region of divergence, the convergence becomes slow, and we have had to increase the number of iterations to 25 to produce the required accuracy of ⌺ r .
B. Numerical results
The momentum distribution of electrons n(p) for r s ϭ2.0 calculated from Eq. ͑19͒ is illustrated in Fig. 2 in comparison with the nonself-consistent RPA (G 0 W 0 ) calculations of Ref. 19 for a 2D electron gas. We can see that the dependence n(p) has an expected shape for a normal ͑Landau-type͒ Fermi fluid at Tϭ0 with a discontinuity at the Fermi momentum p F and smooth dependence elsewhere. It is important to notice that the SC RPA predicts larger discontinuity than the simple G 0 W 0 approximation. This can be interpreted as the self-consistent approximation better taking into account electron correlations, which causes more complete screening, i.e., a smaller effective interaction.
The Fermi momentum p F is completely defined by the position of the discontinuity in n(p) in Fig. 2 . At the same time, it is an exact statement of the Landau Fermi liquid theory that 2͐n
It is a nontrivial fundamental condition that we have checked numerically to be valid within the expected accuracy ͑margin of error less than 1% for all r s in the convergence region͒. This compliance is not accidental: the general theory by Baym 21 shows that all so-called conserving approximations, among which is SC RPA (GW approximation͒, but not the G 0 W 0 approximation, automatically satisfy this fundamental relation.
The discontinuity of the population factor n(p) is given by a renormalization constant Z that can generally be expressed in terms of the retarded self-energy as
.
͑20͒
Our numerically computed dependence Z(r s ) is shown in Fig. 3 in comparison with relevant earlier results of other authors. The most general conclusion that we can draw from this is that the self-consistency of RPA always increases Z, i.e., it makes an electron behave more like noninteracting quasiparticles both in 3D and in 2D systems. This is in line with the conclusion derived above from Fig. 2 that the interaction screening is stronger in SC RPA than in a simple RPA. Another conclusion that we draw from Fig. 3 is that in a 2D case the Z values are smaller than in the corresponding 3D case. This can be interpreted in the following way. In the 3D case, the problem is spherically symmetric and lines of electric field terminate at nearby opposite charges, while in the 2D case they can escape from the plane of the system and propagate unscreened out of this plane where no charges are present. This causes the screening in the 2D case to be always weaker and, consequently, the electron interaction to be stronger resulting in smaller values of Z.
We have calculated the effective mass m* from an expression
͑21͒
The dependence of the effective mass at the Fermi surface on the parameter r s is shown in Fig. 4 in comparison with previous results for 2D and 3D RPA (G 0 W 0 approximation͒. With regard to this dependence, we note that the accuracy of calculated m* is significantly worse than the rest of the data, because there are significant numerical cancellations between the exchange and correlation terms. Another cause of this relative imprecision is a narrow minimum that the effective mass has at the Fermi surface for SC RPA ͑this result is in agreement with the previous calculation for 3D electron gas, cf. Fig. 9 in Ref. 15͒. Due to this minimum, our computations predict an effective mass significantly less ͑for r s տ1) than RPA ͑the G 0 W 0 approximation͒ for both 2D and 3D cases.
Another quantity of interest that we have calculated is the ͑longitudinal͒ dielectric function of the system ⑀(p,) ϭ⑀ 0 ͓1ϪV p ⌸ r (p,)͔. Note that the inverse dielectric function, 1/⑀(p,) is simply related to the renormalized ͑dy-namically screened͒ Coulomb interaction,
The imaginary part of this renormalized ͑screened͒ interaction contains peaks corresponding to collective ͑Bose-type͒ polar modes of the system such as plasmons.
There has been a substantive discussion regarding the local conservation laws and the longitudinal f-sum rule ͑dipole sum rule͒ and their relation to the form of the renormalized Coulomb interaction ͑see, e.g., Refs. 17,22,23, and references cited therein͒. In their fundamental paper, 13 Baym and Kadanoff have formulated requirements that lead to local conservation laws for the current ͑number of particles͒ and flows of energy and momentum in an external timedependent potential field. The SC RPA (GW approximation͒ of the present paper is called the shielded interaction approximation in Ref. 13 where it is shown to satisfy the local conservation laws ͑such approximations are called conserving͒. However, in SC RPA the screened interaction W ͓or, ⑀ 0 /⑀(p,) in Eq. ͑22͔͒ violates the f-sum rule. It has been argued 22 that some modification of the polarization operator allows one to improve the agreement with the f-sum rule. However, this modification causes violation of the local conservation laws. 23 Such violation is incompatible with the goal of the present paper to describe an initial correlated state that can be used in the future research on quantum kinetics.
A resolution of this problem is not to change the SC RPA approximation that is conserving. Instead, the procedure suggested in Ref. 13 based on the use of the Bethe-Salpeter equation can be used to obtain the two particle correlation function L whose contraction yields the physical polarization operator satisfying the f-sum rule. Importantly, this procedure has no bearing on the Green's functions and does not require any re-solving of the Dyson equations. In the light of this discussion, the obtained W, a building block of conserving approximation, is an acceptable approximation for the screened Coulomb potential. The dielectric function ͓⑀ 0 /⑀(p,)͔ given by Eq. ͑22͒, which does not satisfy the f-sum rule, still defines the screening of the Coulomb potential and is a way to express W r . Because we aim at finding Green's function, the actual solving of the Bethe-Salpeter equation to find more accurate ⑀(p,), which would satisfy the f-sum rule and describe the actual response to an external field, is outside of the framework of this paper.
We display in Fig. 5 the imaginary part Im⑀ 0 /⑀(p,) ͑the real part has also been calculated but is not shown; it is obviously related to the imaginary part by a dispersion relation͒. As we can see from this figure, at a comparatively small momentum (p/p F ϭ0.2), the dependence Im͓⑀ 0 /⑀(p,)͔ is dominated by a narrow plasmon peak at Ӎ0.8 F . For different r s ͑i.e., for different electron densities͒, the plasmon-peak frequency is approximately proportional to the Fermi energy F . This proportionality is clear from the figure, but has not yet been understood theoretically. Note that the Fermi energy is defined throughout the paper as F ϵp F 2 /2m ͑the frequency corresponding to the Fermi surface is by definition ϭ0, because all energies are measured with respect to the chemical potential͒. There is also a very wide plateau to the right of the plasmon peak, which we will discuss in the next paragraph. The magnitude of this plateau decreases with the electron density. As the momentum increases ͑see Fig. 5 for p/p F ϭ0.6,1.0 and 1.4) , the plasmon peak shifts to the higher frequencies , becomes wider ͑due to Landau damping͒, and the plateau in the region of high disappears.
Our results significantly differ from RPA (G 0 W 0 approximation͒ where Im͓⑀ 0 /⑀(p,)͔ for small momenta has the form of a ␦-function peak due to the plasmon that is shifted toward greater and separated by a gap from the particlehole continuum ͑see, e.g., Sec. 5.5 in Ref. 12 for a 3D case͒. This singular form of G 0 W 0 theory follows from the zero linewidth of plasmons and infinite lifetime of quasiparticles described by the Green's functions G 0 used to calculate the polarization operators in RPA. In the SC RPA case, the situation is principally different. Green's function G used in the polarization operators have the quasiparticle peaks with finite widths and additionally long shoulders far away from the quasiparticle energy ͑see Fig. 6 below͒. Consequently, the polarization operator has non-zero imaginary part everywhere which causes a finite width of the plasmon peak describing finite lifetimes of the plasmons. This form of the Green's functions causes also the wide plateau to the right of the plasmon resonance. Hence, we attribute this plateau to the electron-hole excitations dressed by the interactions. Note that the bare particle-hole excitations that would appear for /⑀ F р1 are actually not visible in Fig. 5 . For instance, for pϭ0.2p F , the right edge of the bare particle-hole continuum would have been at /⑀ F ϭ( p/p F ) 2 ϩ2 p/p F ϭ0.44, i.e., to the left of the plasmon peak. Our results for a 2D SC RPA shown in The maximum information on one-electron quantities is contained in the spectral function of the system, 12 A͑p, ͒ϭϪ2ImG r ͑ p, ͒. ͑23͒
This function satisfies a sum rule,
This sum rule is a nontrivial condition that we have used to check the numerical accuracy of our results. It has been satisfied with an error not exceeding 1% as expected. The spectral function A(p,) is plotted in Fig. 6 against frequency for different values of momentum p and density parameter r s . As we can see, this quantity at a given p has a sharp peak at a quasiparticle energy ͑measured from the chemical potential͒
In the vicinity of this peak, the scaled quantity F A is, with a good accuracy, a universal function of / F and p/p F . Though this universal behavior has not yet been understood analytically, it is very pronounced: the curves in Fig. 6 corresponding to the same p/p F practically coincide for different r s , i.e., for different densities despite the fact that the corresponding values of Fermi energy F ϰr s Ϫ2 differ by a factor of Ϸ20. The deviation from this universal behavior is seen only for far wings where the spectral function itself is small. Similar to 3D SC RPA, 15 the weak plasmon-satellite peaks present in a G 0 W 0 approximation are completely washed out. Note that for p/p F ϭ1, the spectral function contains a ␦-function peak at ϭ0. This peak has a very small width introduced for regularization required by numerical procedures through a small negative adition to Im⌺ r for a narrow region around ϭ0.
Another popular approximation for an interacting electron gas is the static screening approximation ͑SSA͒, where the renormalized interaction potential W is calculated as WЈ ϭVϩV s ⌸ЈV s . The statistically screened potential V s is defined for the 2D case as
This approximation turned out to be computationally efficient for kinetic problems in 3D electron gas [2] [3] [4] and, therefore, is of interest to us. Note, however, that this approximation is not conserving in the sense of Ref. shown in Fig. 7 . As one can see, the SSA does not agree quantitatively with SC RPA approximation. Its qualitative behavior ͑the position of the quasiparticle peak͒ is also in disagreement with SC RPA.
Another popular approximation for an interacting electron gas is the static screening approximation ͑SSA͒, where the renormalized interaction potential W is calculated as W r ϭVϩV s ⌸ r V s . The statically screened potential V s is defined for the 2D case as
͑26͒
This approximation turned out to be computationally efficient for kinetic problems in 3D electron gas [2] [3] [4] and, therefore, is of interest to us. Note, however, that this approximation is not conserving in the sense of Ref. 13 . Our results comparing the SSA to 2D SC RPA are shown in Fig. 7 . As one can see, the SSA does not agree quantitatively with SC RPA approximation. Its qualitative behavior ͑the position of the quasiparticle peak͒ is also in disagreement with SC RPA.
The ground state energy ͑per electron͒ g is an important extensive quantity ͑at zero temperature, g is a thermodynamic potential͒. It has been shown for a 3D electron gas that the SC RPA gives g in an excellent agreement with the corresponding results of quantum Monte Carlo simulations that are considered to be the most accurate computations available. 16 We have calculated g accordingly to an exact expression,
Our result for g for a 2D SC RPA is shown in Fig. 8 . We can see from this figure that the binding energy in the 2D case is more negative than in the 3D case, i.e., a 2D electron gas is bound stronger than a 3D gas ͑for a given r s ). Note that for the 3D case, the quantum Monte Carlo simulation would not be distinguishable in Fig. 8 from the SC RPA results. To the best of our knowledge, the corresponding Monte Carlo computations in the 2D case have not been performed.
IV. CONCLUDING REMARKS
We have found microscopic and thermodynamic properties of a system of electrons with Coulomb interaction bound in two dimensions. This system models electrons in a quantum well in the ground state. We have employed the selfconsistent random-phase approximation ͑SC RPA͒ in the framework of the Kadanoff-Baym-Keldysh ͑KBK͒ Green's function method. This method, in principle, allows one to describe a system at a given finite temperature, though in this paper it has been natural to limit ourselves to the case of zero temperatures. We plan to consider in future laser-induced ultrafast kinetics of electrons in quantum wells. The present paper is the necessary investigation where we have described the initial correlated state of the electron system to be considered kinetically.
The KBK method ͑often called quantum kinetics͒ is the most powerful and reliable method to find ultrafast evolution of quantum many-body systems. The Green's functions, selfenergies, and renormalized ͑dynamically screened͒ Coulomb potentials that we have found above in Sec. III B may serve as the initial conditions for the corresponding quantumkinetic problems. Note that the previous investigations in quantum kinetics has not used such a microscopically found initial state. In the interband-transition model, noncorrelated electrons have been used as an initial state.
1,4-6 Another approach 3 has used relaxation from a uncorrelated, nonstationary state leading to a stationary correlated state that is then employed as the initial state for quantum kinetics. A drawback of this method of preparing a stationary correlated state is the impossibility to obtain a predetermined temperature, in particular, the zero temperature.
We consider the main result of this paper to be the development of a method to solve the stationary KBK equations in SC RPA that, in principle, allows one to obtain solutions ͑Green's functions, self-energies, and renormalized potentials͒ with a defined ͑predetermined͒ temperature. This method is based on iterative solution of the equations of the theory for the retarded self-energy ⌺ r complemented by exact identities ͑Kubo-Martin-Schwinger boundary conditions, in particular͒, Hermitian symmetries, Langreth rules, and dispersion relations ͑causality symmetries͒, see Secs. II and III A. Our method differs by the equations and numerical procedures employed from the previous approaches to finding SC RPA solutions, where either the zero temperature can only be achieved, 15, 16 or some arbitrary temperature is obtained that cannot be predetermined. 3 Importantly, our iterative method is stable, convergent, and efficient in the wide enough region of electron densities ͑see the end of Sec. III A͒.
We have found the retarded Green's function and selfenergy for a 2D electron gas ͑see the spectral function plotted in Fig. 6͒ that contain the maximum information on oneelectron quantities. This function allowed us to find such quantities as electron momentum distribution ͑Fig. 2͒, the discontinuity at the Fermi surface ͑Fig. 3͒, electron effective mass at the Fermi surface ͑Fig. 4͒, and dielectric function ͑Fig. 5͒. Apart from these one-electron properties, we have also calculated the ground-state energy ͑Fig. 8͒ that can be expressed through this Green's function despite the fact that the potential energy is a two-electron operator. 24 We have also shown that the previously used static screening approximation disagrees significantly with SC RPA ͑see Fig. 7͒ .
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