Contemporary processors support dynamic voltage scaling (DVS) to reduce power consumption by varying processor voltage/frequency dynamically. We develop power-aware feedback-DVS algorithms for hard real-time systems that adapt to dynamically changing workloads. The algorithms lower execution speed while guaranteeing timing constraints. We study energy consumption for synchronous and asynchronous DVS switching on a PowerPC board. Energy, measured via data acquisition, is reduced up to 70% over naïve DVS for our feedback scheme with 24% peak savings over previous algorithms. These results, albeit differing in quantity, confirm trends observed under simulation. They are the first of their kind on an embedded board.
INTRODUCTION
Energy consumption has always been a critical issue for embedded and mobile systems where the system service time largely depends on the limited battery 3:2 • Y. Zhu and F. Mueller capacity. Software mechanisms have been widely exploited to reduce the energy consumption of those embedded systems, especially the energy costs from processors and I/O devices. Some coarse-grained power-saving solutions have been implemented in operating systems, which turn off the CPU or I/O devices whenever the system idle time exceeds a certain threshold. These solutions restrict the system functionality when the CPU or I/O devices are shut down, usually resulting in much longer response times for external requests. Therefore, fine-grained power-saving mechanisms have been studied in recent years for a better trade-off between system performance and energy consumption. The philosophy behind those mechanisms is to keep processors or I/O devices running without heavy-weight shutdown operations. Processors or I/O devices dynamically switch between low-and high-power states with little overhead. The degradation of quality of service is usually transparent to users so that low power consumption is achieved while providing continuous system services and short interrupt response times.
Dynamic voltage scaling (DVS) is one of the fine-grained power saving mechanisms proposed in recent years for microprocessors. It is based on the relationship of
where P denotes the power dissipation of CMOS-based chips, V is the supply voltage, and f the clock frequency the processor [Chandrakasan et al. 1992] . Because of the quadratic relationship between the supply voltage and the power consumption, lowering the voltage results in significant power reductions for CMOS circuits. Since multiple voltage and frequency levels are supported in contemporary microprocessors and supporting chipsets, DVS can leverage power consumption by dynamically scaling the processor supply voltage up or down, depending on the computational demand of the workload. For any concrete processor, a higher clock frequency mandates a higher supply voltage. Hence, DVS controls both voltage and frequency simultaneously. In the following, we use the term dynamic voltage scaling to refer to combined voltage and frequency switching. DVS algorithms for general-purpose systems often use various heuristics to reduce processor voltage or frequency according to observed system workload [Weiser et al. 1994; Pering et al. 1995; Govil et al. 1995] . DVS for hard real-time systems, in contrast, requires more subtle control to not only consider the voltage and frequency, but also the timing constraints of a task set. Each task in a real-time system has a certain deadline associated with it. Since the execution of the task has to finish before that deadline, reducing the processor frequency, i.e., slowing down the speed of execution, may not always feasible in a real-time context. Different schemes have been proposed in previous work to integrate DVS algorithms into real-time systems [Pillai and Shin 2001; Aydin et al. 2001; Grunwald et al. 2000] . The objective is to derive a safe clock frequency considering timing constraints so that just enough processing capability is provided to complete a given task before its deadline. The primary objective is to meet deadlines, i.e., to guarantee schedulability of hard real-time tasks while the secondary objective is to save as much energy as possible under the timing constraints.
In this work, we focus on DVS algorithms for hard real-time systems with earliest-deadline-first (EDF) scheduling. Hard real-time systems are mission-critical control systems, where a single deadline miss may have catastrophic effects, i.e., the highest mandate is to meet all deadlines without compromise. We develop several power-aware schemes for feedback-DVS algorithms under EDF scheduling. The feedback-DVS algorithms adjust real-time tasks' speed dynamically according to feedback of past execution workload characteristics and guarantee that deadlines can still be met at the adjusted speeds.
Our previous work presented a simulation framework for DVS scheduling algorithms and reported results from simulations with different task sets [Dudani et al. 2002; Zhu and Mueller 2004] . In this paper, we refine this framework and further develop feedback schemes considering practical design and implementation issues on a real embedded platform. Specifically, our feedback DVS algorithm targets real-time tasks with dynamic workloads. It aggressively reclaims unused or underutilized CPU resources according to the dynamic variation of task workloads. Different feedback schemes are compared with each other and the actual energy consumption is measured on an embedded platform. Although the relationship of P ∝ V 2 × f is useful for simulation, the actual power savings also depend on other architectural and operating system factors. DVS algorithm overhead, such as the voltage and frequency switching overhead, and the DVS scheduling overhead, are measured and evaluated quantitatively in an actual embedded environment.
Traditionally, the processor voltage and frequency switching operation, although lighter weight than the overheads associated with sleep modes, still takes a small amount of time to complete. All other tasks have to be stopped during that interval. A unique DVS feature supported by our embedded platform is asynchronous switching, which allows applications to continue execution even during the frequency and voltage transitions. We study this asynchronous switching feature with our feedback DVS algorithm and compare it with synchronous switching operations.
Another factor that needs to be considered is the DVS scheduling overhead. Since DVS schemes are integrated into the operating system scheduler, the scheduler itself may execute at different processor speeds, which impacts timing properties of the entire system and requires accurate modeling. We examine all these issues by implementing our feedback DVS algorithm as well as several other DVS algorithms on an IBM PowerPC 405LP embedded board, which was specially modified for power-management research. We show the strength of our feedback DVS algorithms by comparing their energy consumption with other DVS algorithms on the embedded platform. This paper is organized as follows. Section 2 gives a brief introduction of the DVS scheduling framework and task model. Section 3 discusses our DVS algorithm and two feedback mechanisms proposed for the practical environment. Detailed experimental results are presented in Section 4. Section 5 discusses some of the related work. Conclusions are given in Section 6. 
TASK MODEL
We use a periodic, fully preemptive and independent task model in our framework. Each task T i is defined by a triple (P i , D i , C i ), where P i is the period of T i , D i is the relative deadline of T i , and C i is the worst-case execution time (WCET) of T i , measured at the maximal processor frequency. We always assume D i = P i in our model. The periodically released instances of a task are called jobs. T ij is used to denote the j th job of task T i . Its release time is P i * ( j − 1) and its deadline is P i * j . We use c ij to represent the actual execution time of job T ij . Different instances of a task T i usually has different actual execution times, which are always bounded by that task's worst-case execution time C i . The hyperperiod H of the task set is the least common multiplier (LCM) among the tasks' periods.
With the above task model, we examine the DVS scheduling problem in hard real-time systems with EDF policy. The EDF scheduler always assigns the highest priority to the task with the earliest deadline and schedules tasks preemptively. EDF is especially attractive to DVS algorithms, because of the dynamic priority for each task, which allows the DVS algorithm to reclaim unused slack as much as possible. We integrate our feedback DVS algorithm into the operating system scheduler. Feedback DVS algorithm incrementally adjusts system behavior according to feedback information from previous workload characteristics to achieve a low-energy consumption for the task set. In order to assess the algorithms for their suitability and energy-saving performance, we regard the entire system as consisting of the following two components: (1) an EDF scheduler and (2) a DVS scheduler. The EDF scheduler always chooses the highest priority task in the task set, while the DVS scheduler assigns a particular processor voltage and frequency setting to that task. These two components are independent of each other so that the EDF scheduler is capable of working with different DVS algorithms.
In the following, we describe in detail the feedback DVS scheduler and several feedback schemes used in the framework.
FEEDBACK DVS ALGORITHM
The feedback DVS algorithm is based on the task-splitting scheme, as depicted in Figure 1 . Instead of running the entire task at a uniform speed, each task's worst-case execution image is divided into two subtasks: T A and T B . These two subtasks are allowed to execute at different frequency and voltage levels. T B always executes at the maximum frequency level f max , which allows T A capable to execute at a lower frequency level than it could without task splitting. We expect that the task can finish its actual execution within T A while reserving enough time in T B to meet the deadline if it requires its full WCET. An optimal case is achieved if the entire task completes within the T A portion. With this scheme, we can safely scale the frequency of T A using available slack, while T B executes at maximum frequency following a last-chance approach [Chetto and Chetto 1989] . Let C A and C B be the worst-case execution time of the two subtasks(C B = WCET − C A ) under the maximal frequency, and s k be the slack available when the task is scheduled. α is the speed-scaling factor, which can be derived from α = C A C A +s k . By splitting each task into, at most, two subtasks, we incur, at most, one speed change for every task, and keep the impact of voltage and frequency switching overhead to a minimum.
In order to let a task complete within its T A portion most of the time to remove the high voltage and frequency portion of T B , we need to let C A approximate the task's actual execution time. In real-time applications, the actual execution time of a task often experiences fluctuations over different intervals. Different instances of a task also present variant execution time behavior. We use feedback control to capture the dynamic workload behavior, which is one of the fundamental mechanisms for dynamic systems to achieve equilibrium. In a feedback system, some variables, i.e., controlled variables, are monitored and measured by the feedback controller and compared to their desired values, the so-called set points. The differences (errors) between the controlled variables and the set points are fed back to the controller for further actions. Corresponding system states are usually adjusted according to the differences to let the system variables approximate the set points as closely as possible. Our feedback DVS algorithm assigns C A according to the feedback information collected from the execution time of previous instances. As long as the actual execution time of a task is less than or equal to C A , the entire task can, therefore, execute at a low frequency and voltage level. If, on the contrary, a task's actual execution time is longer than C A , the additional task (C B ) runs at the maximum frequency to meet the deadline requirements of the real-time task. The algorithm still keeps the total system utilization below 100%, even when reducing processor frequency and voltage, which guarantees the schedulability of hard real-time task sets.
The feedback scheme plays an important role in our DVS algorithm. In the following, we propose several feedback schemes that were refined during the implementation of our feedback DVS algorithm on the IBM 405LP embedded board. Practical design and implementation issues are considered here to exploit different opportunities of energy-saving potentials.
Simple Feedback
A periodic real-time workload may exhibit a relatively stable behavior during a certain interval of time. Thus, the actual execution time of different jobs remains nearly constant or only varies within a very small range. For such workloads, we use a very simple feedback mechanism by computing the moving average of previous jobs' actual execution times and feed it back to the DVS scheduler. We try to avoid the overhead of more complicated feedback mechanisms, such as the PID-feedback controller proposed in the next section, because the moving average values usually provide sufficiently accurate predictions, in this case. The quantitative comparison of the overhead between our PID-feedback DVS algorithm and several other DVS algorithms also shows that a complicated feedback DVS scheme can degrade the energy-saving potential to some extent, as discussed in the context of Table III (See later) .
We choose the value of C A as the controlled variable for our simple feedback mechanism. Each job T ij 's actual execution time c ij is chosen as the set point. C A is assigned to be 50% WCET for the first job of each task, which means one-half of the job's execution is budgeted at a low frequency and one-half of it (C B ) is reserved at the maximum frequency. This is only a heuristic setting we have chosen for the initial job. The C A value of following jobs is determined by the feedback scheme. The maximum frequency setting for C B guarantees the deadline requirements of real-time tasks, even if the WCET is exhibited. Each time a job completes, its actual execution time is fed back and aggregated to anticipate the next job's C A using previous jobs' moving average. Let C Aij denote the C A value for T ij . The ( j + 1)th job of the task is assigned a C A value according to:
where N is a constant representing the number of items used in the moving average calculation. Our experiments show significant energy savings for such a simple feedback mechanism with very low scheduling overhead as long as the workload's actual execution time exhibits a stable behavior for a certain period of time. When the workload's behavior keeps changing dynamically with highly fluctuating execution times, simple feedback does not necessarily minimize power consumption. In those cases, a more sophisticated feedback mechanism is required, as detailed in the next section.
Multiinput PID Feedback
The simple feedback control described in the previous section follows a proportional adjustment relative to average execution times. In practice, realtime embedded systems, such as audio and video playback or image-processing systems, often experience fluctuating execution times among multiple-task instances. The fluctuations may result in tendencies leading to higher processing demands up to some point and receding demands after this peak point. In order to devise a DVS algorithm adaptive to such a dynamic environment, we design a more sophisticated feedback scheme presented as a multiinput PID feedback-control system. PID feedback control is a continuous feedback controller capable of providing sophisticated control response. The controlled variable can usually reach its set point and stabilize within a short period. A PID controller consists of three different elements, namely, proportional control, integral control, and derivative control. Proportional control influences the speed of the system adapting to errors, which is defined as the difference between the controlled variable and the set point, denoted by a pure proportional gain item. Integral control is used to adjust the accuracy of the system through the introduction of an integrator on past error histories. Derivative control usually increases the stability of the system through the introduction of a derivative of the errors. For every task T i in the system, its C A value is chosen as the controlled variable while its actual execution time c ij is chosen as the set point. The system error is defined as the difference between the controlled variable and the set point, i.e.,
The error is measured periodically by the controller. Its output is fed back to the feedback-DVS scheduler to adjust the value for C A . For n tasks in the task set, there are altogether n feedback inputs ( ij , i = 1 . . . n ) and n system outputs (C Ai , i = 1 . . . n). For each task T i , let C Aij be the estimated C A value for its j th job. The following discrete PID control formula is used in our feedback-DVS scheduler:
where K p , K i and D d are proportional, integral, and derivative parameters, respectively. ij is the monitored error. The output C Aij is fed back to the scheduler and is used to regulate the next anticipated value for C Ai . IW and DW are tunable window sizes such that only the errors from the last IW (DW) task jobs will be considered in the integral (derivative) term. We use DW = 1 to limit the history, which ensures that multiple feedback corrections do not affect one another. The three control parameters K p , K i , and K d adjust the control response amplitude and dynamic behavior with great versatility. The process of tuning the control parameters is a compromise among different system performance metrics. For example, the system may be tuned to have either a stable but slow control response, or an instable but dynamic control response. What is preferred in our system is a sufficiently rapid and stable control output during the entire scheduling process. We chose to tune those PID parameters by trial and error in our experiments. This multiinput model achieved significant energy savings in our previous simulation experiments , but it also exhibited some drawbacks when we implemented it on real embedded platforms. The multiinput control structure increases the total memory requirements of the system, since the DVS scheduler needs to create an individual feedback controller for every task in the task set. Each feedback controller maintains a queue structure in order to store the execution time history of previous jobs, which requires additional memory spaces proportional to the length of the queue as well as the total number of tasks. Such per-task memory requirements limit the maximal number of tasks an embedded system can sustain. Furthermore, the multiinput model manipulates multiple inputs and outputs simultaneously, which increases the complexity of the scheduler design and implementation. Given the difficulty of precisely characterizing the behavior of a control system, it also adds complexity to the theoretical analysis of the system.
In order to address these drawbacks, we transform the above multiinput control problem into a single-input control model in the following.
Single-Input PID Feedback
Instead of using C Ai (i = 1 . . . n) as the controlled variable for each task T i and creating n different feedback controller for n different tasks, we now define a single variable r as the controlled variable for the entire system as:
where j is the index of the latest job of task T i before the sampling point. r j describes the average difference between tasks' actual execution times and their corresponding C A values. Our objective is to make r approximate 0 (i.e., the set point). The system error becomes (r j ) = r j − 0 (6) where (r j ) reflects the error of the entire task set and is not a function of a particular task T i any more. (r j ) is further fed back to the PID scheduler to regulate the controlled variable r. The PID feedback controller is now defined as:
where K p ,K i , and K d are the PID parameters. IW and DW are the integral and derivative window sizes. When job T ij completes, we adjust the C A value for T i( j +1) by C Ai( j +1) = r j c ij + c ij , which is used by the DVS scheduler to calculate the scaling factor α and to determine a processor frequency and voltage for the next job. Such a single controller mechanism is easy to implement because one feedback controller suffices for the entire system, which reduces the complexity and overhead of the feedback DVS algorithm. It reduces the memory requirement of the system since only one global feedback queue needs to be created, instead of n different queues for n different tasks in the multiinput feedback scheme. The stability analysis of this control model is omitted here as it does not deviate from the standard proof for PID control systems [Franklin et al. 2002] .
EXPERIMENTAL EVALUATION
In order to evaluate the energy-saving potential of our algorithm in an actual system as opposed to a simulation environment, we implemented our feedback DVS algorithm as well as several other DVS algorithms, namely static DVS, cycle-conserving DVS, lookahead-1/2 DVS (all by Pillai and Shin [2001] ), DR-OTE and AGR-2 (by Aydin et al. [2001] ). Look-ahead-1 and look-ahead-2 are the original and a modified version of the look-ahead DVS algorithm in Pillai and Shin [2001] , respectively. Look-ahead-1 updates each task's absolute deadline immediately when a task instance completes. Look-ahead-2 delays such updates until the next task instance is released, which results in additional energy savings. AGR-2 follows the most aggressive scheme with an aggressiveness parameter k of 0.9. In these experiments, we use simple feedback on constant workloads and single-input PID feedback for dynamic fluctuating workloads, if not stated explicitly. We compared the energy consumption as well as DVS overhead of different algorithms. We also wanted to determine if the lower frequencies and voltages chosen by our feedback scheme outweigh the higher computational overhead required to make scheduling decisions.
Platform and Methodology
The embedded platform used in our experiment is a PowerPC 405LP embedded board running on a diskless MontaVista Embedded Linux variant, which is based on the 2.4.21 stock kernel, but has been patched to support DVS on the PPC 405LP. This board provides the hardware support required for DVS and allows software to scale voltage and frequency via user-defined operation points ranging from a high end of 266 MHz at 1.8 V to a low end of 33 MHz at 1 V [Nowka et al. 2003; Brock and Rajamani 2003; IBM and Software] . The board has also been modified for 50% reduced capacitance, which allows DVS switches to occur more rapidly, i.e., switches are bounded by at most a 200-ms duration from 1 to 1.8 V. The DVS algorithms (static, cycle-conserving, look-ahead [Pillai and Shin 2001] and our feedback-DVS) were exposed to the DVS capabilities of the 405LP board. The scheduling algorithms can choose any frequency/voltage pair from the set depicted in Table I . This set of pairs was constrained by a need to have a common phase-lock loop (PLL) multiplier of 16 relative to the 33 MHz base clock, and a divider of two or any multiple of 4. Changing the multiplier incurs additional overhead for switching, which we wanted to eliminate in this study. A dynamic powermanagement (DPM) facility [Brock and Rajamani 2003 ] is developed as an enhancement to the Linux kernel to support DVS features. DPM operating point defines stable frequency/voltage pairs (as well as related system parameters), which we experimentally determined.
In order to assess power consumption, we need to monitor processor core voltage and current at a high rate. Hence, we used a high-frequency analog data acquisition board to gather data for (a) the processor core voltage and (b) the processor current. The latter was measured as a voltage level over a resistor with a 1 V drop per 360 mA. Power consumption was computed by multiplying the CPU voltage with its current. The data-acquisition board allowed us to experiment with longer-running applications to assess the energy consumption of the processor, which is the integration of power over time. We also employed an oscilloscope for visualizing the voltages and currents with high precision in readings. We implemented an EDF scheduler as a user-level thread library under Linux on the 405LP board. A user-level library was chosen over a kernel-level solution because of the simplicity of its design and the fact that the operating system background activity is minimal on the embedded board infrastructure. Different DVS scheduling schemes were integrated into the EDF scheduler as independent modules.
Synchronous versus Asynchronous Switch
We first assessed the overhead of different DVS techniques supported by the test board and the dynamic power-management extensions of the operating system.
A unique DVS feature supported by the IBM PPC 405LP embedded board is that frequency switching can be done either synchronously or asynchronously. Synchronous switching is the traditional approach for processor frequency/voltage transitions, where applications have to stop execution during the transitional interval. Asynchronous switching, on the contrary, allows applications to continue execution during the frequency/voltage transitions. Figure 2 depicts the changes in current (lower curve) and voltage (upper curve) of the PPC 405LP processor core during an asynchronous switch.
This unique feature of asynchronous switching is achieved by a system call that, when switching to a higher voltage/frequency, first reprograms the voltage to ramp up toward the maximum as fast as possible (the 30 degree voltage ramp on the upper curve of Figure 2) . Meanwhile, the time to reach a voltage level at least as high as required by the new frequency is estimated. A high-resolution timer is programmed to interrupt when this duration expires, prior to which the application can still continue execution. Once the timer interrupt triggers its handler (at the peak after the 30 degree ramp on the upper curve), the power-management unit is reprogrammed to settle at the target voltage level, and the new processor frequency is activated before returning from the handler. The voltage then settles (in case it overshot) in a controlled manner to the new operating point. The current also settles in a controlled manner, depending on processing activity. Table II reports the overhead for synchronous and asynchronous switching in a time range bounded by two extremes: (a) Switching between adjacent frequency/voltage levels and (b) switching between the lowest and highest frequency/voltage levels. Furthermore, the overhead of the subsequent signal handler associated with each asynchronous switch is also measured for a range of the highest and the lowest processor frequencies. In order to make a comparison, the execution time of a system call getpid() is also measured. The results indicate that a synchronous DVS switch has about an order of a magnitude higher overhead than an asynchronous switch. In contrast, the asynchronous DVS switch is almost as efficient as a null system call. The timer interrupt handler triggered at each asynchronous switch has a negligibly small impact on the DVS switching operation. Overall, triggering an asynchronous DVS switch only has the cost of a light-weight system call.
DVS Scheduler Overhead
We compared the timing overhead of our feedback DVS algorithm with several other dynamic DVS algorithms. We first measured the execution time of these DVS scheduling algorithms under different frequencies on the embedded board, as depicted in Table III . The overhead was obtained by measuring the amount of time when a task issues a yield() system call until another task was dispatched by the scheduler. The table shows that static DVS has the lowest overhead among the four, while our PID-feedback DVS has the highest one. This is not surprising since static DVS uses a very simple strategy to select the frequency and voltage falling short in finding the best energy-saving opportunities. Cycle-conserving DVS, look-ahead DVS, and our PID-feedback DVS use more sophisticated and aggressive algorithms for lower energy consumption, albeit at higher overheads. The single-input feedback scheme and the multiinput feedback scheme have almost the same timing overhead at high frequencies, since they require constant time to update the feedback information. However, the single-input scheme imposes slightly less overhead than the multiinput scheme scheme at low frequency cases. 
Synchronous versus Asynchronous DVS
We also assessed if our feedback DVS algorithm, although incurring the largest overhead among the four, gives the best energy-saving results in the real embedded environment. We measured the actual energy consumption of these DVS algorithms when executing three medium utilization task sets depicted in Table IV using both synchronous and asynchronous DVS switchings. As a baseline for comparison, we also implemented a naïve DVS scheme where the maximum frequency is always chosen whenever a task is scheduled and the minimum frequency is always chosen whenever the system is idle. Since we isolate power measurements at the CPU level, excluding the memory and I/O subsystems, we experimented with a synthetic task set that does not affect the measurements of DVS at the CPU level because of their off-chip usage of resources.
The first task set in Table IV is harmonic, i.e., all periods are integer multiples of the smallest period, which facilitates scheduling. This often allows scheduling algorithms to exhibit an extreme behavior, typically outperforming any other choice of periods. The second and third task sets are nonharmonic with longer and shorter periods, respectively. Actual execution times were one-half that of the WCET for each task for this experiment.
Table V depicts the energy consumption in a unit of mW hs. The naïve DVS algorithm serves as a base of comparisons for each of the subsequent DVS algorithms. For task set one, static DVS reduces energy consumption by about 29% over the naïve scheme. Cycle-conserving DVS saves 47% energy. Look-ahead RT-DVS saves over 50%, and our feedback method saves about 54% energy compared to naïve DVS. This clearly shows the tremendous potential in energy savings for real-time scheduling. The savings of each algorithm are lower for task set two peaking at 23% in our feedback scheme. As mentioned before, task set one is harmonic, which typically results in the best scheduling (and energy) results since execution is more predictable. Task set three lies in between the other two, with peak savings of 37% for our feedback scheme. The results also demonstrate that the overhead for calculations inherent to scheduling algorithms is outweighed by the potential for energy savings. This is underlined by the increasing overhead in execution time for each of the scheduling algorithms (from left to right in Table V) while energy consumption decreases.
Another noteworthy result is the comparison between synchronous and asynchronous DVS switching depicted in the last row for each task set in Table V . For each of the scheduling algorithms, we see additional savings of 1 to 5% on asynchronous switch because of the ability to commence with a task's execution during frequency and voltage transitions. We also ran experiments with task sets that had an order of a magnitude smaller periods and execution times. Surprisingly, the synchronous versus asynchronous savings remained approximately the same, even though DVS switches occur ten times as often. We believe that the periods and execution times used in our experiments are still large compared to the execution time of a synchronous or asynchronous switch. If we only save about 100 μs at each frequency switch (as has been shown in Table II ), but, later on, spend more then 10-100 ms in running a task, the benefit of the asynchronous DVS switching becomes insignificant. These results seem to indicate that the benefit of continuous execution during DVS switching, although not negligible, is secondary to trying to minimize the overhead of DVS scheduling itself.
We also compared task sets two and three in terms of their absolute energy readings, which is valid, since they executed for the same amount of time (10 s), the same actual to worst-case execution time ration and the same utilization, albeit at seven times more context switches. This change is depicted in the last row of Table V for the asynchronous case. Not surprisingly, the energy with naïve DVS is about 9% higher for task set three than for set two because of the higher context switch overhead of the latter. Quite interestingly, this overhead turns into a reduction in energy as DVS schemes become more aggressive.
Impact of Different Workloads
We now examine the behavior of our DVS algorithm on different workloads in more detail. A suite of task sets with synthetic CPU workloads was created. Each task set contains three independent tasks with different periods whose worst-case execution time varies from 0.1 to 0.9 with an increment of 0.1. The actual execution time of a task is determined by timing the body of each task plus the scheduler overhead (see Table III ) of the corresponding DVS algorithm under the lowest CPU frequency. We dynamically changed the number of instructions inside each task body among different invocations (jobs) to approximate the workload fluctuation behavior of actual real-time applications. The fluctuation of one task is independent of that in another and, because of different periods, intentionally out-of-sync. Altogether, four synthesized execution patterns were created, as shown in Figure 3 .
In the first pattern, a task's actual execution time is always 50% WCET. In the second pattern, the actual execution time of a task drops exponentially from a peak value c m to 50%WCET among its consecutive jobs, modeled as c i = 1/2 (t−c m ) . The peak value c m is randomly generated for each spike from a uniform distribution between 50 and 100% of WCET. This pattern simulates event-triggered activities that result in sudden, yet short-term computational demands, because of complex inputs often observed in interrupt-driven systems. The third pattern is similar to the second one, except that it drops more gradually, modeled as c i = c m sin(t + π/2). This pattern simulates events resulting in computational demands in a phase of subsequent complex inputs with a decaying tendency. In the fourth pattern, the actual execution time of a task increases and decreases gradually around 50% WCET with either a positive or negative amplitude, modeled as c i = c m sin(t) and c i = −c m sin(t). This pattern represents periodically fluctuating activities with gradually increasing and decreasing computational needs around peaks. We used simple feedback on pattern 1 because of its nearly constant execution time pattern among different jobs. The number of items to compute the moving average was set as N = 10. PID feedback was used on patterns 2, 3, and 4 to exploit fluctuating execution time characteristics. The PID parameters were chosen by manual tuning as K p = 0.9, K i = 0.08, K d = 0.1. The derivative and integral window size were 1 and 10, respectively. We used asynchronous switching in the experiment.
Figures 4-7 present the energy consumption of our feedback-DVS algorithm, as well as four other dynamic DVS algorithms under the four dynamic execution 
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• 3:17 time patterns. Each task set contains three tasks. For pattern 1, we compare our simple feedback scheme with the multiinput feedback scheme. For dynamic pattern 2, 3, and 4, we compared our single-input feedback scheme with the multi-input feedback scheme. All energy values are normalized to the naïve DVS results under corresponding task set configurations. DR-OTE and AGR-2 dynamically reclaim unused slack up to the next arrival time of any task instance, thereby saving about 50% extra energy than naïve DVS. AGR-2 is not as good as look-ahead-1/2 DVS in pattern 1 and 3, but beats look-ahead-1/2 in pattern 2 and 4, for some cases. Look-ahead-1/2 is aggressive in frequency scaling, but it has to overcome the fact that the frequency is occasionally lowered too aggressively so that it has to be subsequently raised to a high level. We avoid such behavior in our algorithm via feedback.
In Figure 4 , our simple feedback scheme performs almost as well as the multi-input feedback scheme. The difference of normalized energy between our algorithm and others ranges from an additional 5 to 15% energy savings over the best scheme published previously. Considering the low overhead of the simple feedback scheme, it is a good choice for tasks whose execution time does not vary over multiple instances.
In Figures 5, 6 , and 7, our single-and multiinput feedback schemes save an additional 5-18% energy over other schemes because of the algorithm's selfadaptation to a job's actual execution time. Single-input feedback performs slightly worse than the multiinput feedback scheme, because its modeling method is not as precise as the multiinput feedback scheme. However, the energy consumption differs by about 4% for all cases between these two schemes. There are even cases, e.g., at 0.6 utilization in Figure 6 , where single-input feedback outperforms the multiinput feedback. In extremely low or extremely high-task utilization cases, our feedback DVS, look-ahead DVS, and AGR algorithm result in comparable energy consumption. In these cases, tasks either have enough slack to always run at the minimum speed, or they do not have slack at all, preventing them to lower their speed. This results in virtually identical frequency choices irrespective of the DVS algorithm.
To better assess the scalability of our feedback DVS algorithm, we further ran two experiments. One experiment increases the number of tasks in the task set from 3 to 30, as shown in Figure 8 . AGR-2 benefits from such a smaller task granularity in 30-task sets and outperforms look-ahead-1 and look-ahead-2 in some utilization cases. Small-task granularity also reduces the gap between our feedback DVS and the other algorithms. However, we still save around 3-8% additional energy than others.
The second experiment fixes the execution time pattern of the task set, while varying the baseline (the average execution time) of different task instances, as shown in Figure 9 . The average execution time in Figure 9 is set as 75, 50, and 30% WCET, respectively. All energy values are normalized to the naïve DVS values. We see from these figures that our single-input feedback scheme scales equally well for loose (0.3 WCET case) and tight (0.75 WCET case) actual execution times. In all three cases, 14-24% additional energy is saved over lookahead-2 DVS. The feedback schemes show larger improvements for median execution times than the loose or tight ones. In this range, there is enough slack to distinguish itself from the other algorithms. When comparing our feedback algorithm with the naïve DVS scheme, we observe even more significant energy savings. The largest saving is shown in Figure 8 , where up to 70% additional savings are achieved by our algorithm over the naïve one at the 0.3 utilization case.
We also visualized voltage and current switches using an oscilloscope. Figures 10 and 11 depict the screen-shots of voltage and current obtained from the oscilloscope for the phase just after a simultaneous release of all tasks at the beginning of a hyperperiod. In Figure 10 , every task has a loose WCET, which is two times its actual execution time.
In Figure 11 , a tight WCET equal to a task's actual execution time is used. Static DVS shows two levels of voltages (busy/idle time), whereas cycle-conserving DVS differentiates three levels on a dynamic base. Even lower voltage and current readings are given by look-ahead DVS, which not only distinguishes more levels but also exhibits much lower power levels during load. The lowest results were obtained by our feedback DVS, which defers execution even more aggressively than any of the other methods. However, our feedback scheme can only reduce power consumption occasionally as sufficient static or dynamic slack exists to be reclaimed. Dynamic slack is recovered in increasing orders by the latter three schemes.
Our feedback-DVS scheme obtains lower energy consumption than previous non feedback approaches, because the feedback controller lets most of the tasks complete within the T A subtask without getting into the high-frequency T B portion. In order to substantiate this claim, for the varying execution time Figures 12, 13 , and 14, show that the number of jobs that get into the high-frequency T B portion is constrained to be less than 31% of the total number of released jobs. The amount of energy consumed in those T B portions is even less, from 1 to 9%, compared to the total energy consumption. These results clearly show that the feedback scheme can approximate the optimal energy case by removing the T B subtask during the actual task execution as much as possible.
Besides the execution time patterns listed in Figure 3 , we also investigated task sets with random execution characteristics, i.e., tasks' actual execution times are derived from a random uniform distribution. We performed this experiment in order to assess the behavior of our algorithm for task sets with highly fluctuating execution time patterns that cannot be predicted with PID feedback. Our feedback-DVS scheme still resulted in similar energy savings as other DVS algorithms. Random execution times do not give additional benefits to our algorithm, because the algorithm cannot supply any useful history information to the feedback controller. This is a limitation of feedback schemes, in general. Nonetheless even in this worst case, our feedback DVS algorithm behaves no worse than previous nonfeedback-based DVS algorithms. 
Comparison with Simulation Results
When we compare the energy saving results obtained from the IBM 405LP embedded board with our previous simulation results presented in Zhu and Mueller [2004] , we clearly see the advantage and disadvantage of simulation for power-aware studies. The advantage of simulation lies in its ease of implementation and predictability of performance trends. The energy consumption of different DVS algorithms shows a consistent trend under both simulation and the actual embedded platform. However, the quantitative results differ. Our previous simulation results reported 5-10% higher savings on average. For example, the best energy saving of our feedback over look-ahead DVS was reported as 29% in simulation, while the best result we measured from the test board is around 24%. The differences are likely due to discrepancies in the simulation model for actual power/energy consumption since it does not consider specific hardware details, such as fabrication sizes, number of transistors, etc. [Jejurikar et al. 2004] . We also used different task set parameters, such as 1 This is also the case when evaluating the overhead. Since the overhead of DVS algorithms was not included in our previous simulation experiment, we still observed 7-10% energy savings over look-ahead DVS, even at high utilization cases. However, the actual energy measurements from the test board show only 3-6% savings for these cases.
Overall, our experiments on the embedded platform quantitatively show the potential of our feedback DVS algorithm. Using the feedback-based DVS scheme, processor frequencies are possible to be scaled even more aggressively than previous DVS algorithms.
RELATED WORK
Dynamic voltage scaling for real-time systems has received considerable attention in recent years. Pillai and Shin [2001] present a suite of DVS algorithms integrated with hard real-time EDF and RM scheduling. Processor speed for each task is adjusted dynamically while the schedulability of the system is still reserved. Look-ahead DVS is the most aggressive DVS scheme among the suite of algorithms proposed. discuss a series of algorithms, which dynamically reclaim unused computation time of real-time tasks to reduce the processor speed. Energy-aware scheduling of hybrid workloads, including both periodic and aperiodic tasks, are further investigated by Aydin and Yang in[2004] . Gruian [2001] analyzes dual-speed and multistep stochastic intratask DVS using a hybrid scheme with static-and dynamic-frequencyscaling. He observes that a dual-speed approach would be best but, short of knowledge about the actual execution time, promotes the stochastic approach whose data is derived from past execution traces. In contrast, our PID controller approximates the actual execution time closely so that the dual-speed approach becomes feasible. PID feedback is superior to a stochastic approach in that it can dynamically adjust to changing execution patterns. Also, our approach switches to the maximum frequency in the second part, not just a higher one. Furthermore, this switch only takes place when the predicted actual execution time is exceeded, while Gruian's approach allowed earlier switches, which would result in additional switch overhead on average. Jejurikar and Gupta [2004b] investigate static and dynamic slowdown factors for periodic tasks and combine it with procrastination scheduling [Jejurikar and Gupta 2004c] and preemption threshold scheduling [Jejurikar and Gupta 2004a] for DVS. Several of these algorithms were compared in a unified simulation environment-SimDVS [Shin et al. 2002] . In contrast, we measure power consumption on a concrete microarchitecture for several EDF-based algorithms.
Feedback control for real-time scheduling was first investigated by Stankovic et al. [1999] . Real-time system performance specifications are analyzed systematically through a control-theoretical methodology by Lu et al. [2000] . A feedback-control real-time scheduling framework for unpredictable dynamic real-time systems is further proposed by where execution times Feedback control was also proposed for energy-aware computing in previous work. Varma et al. [2003] present a feedback-control algorithm where the previous workload execution history is used to predict the future workload behavior by a discrete-time PID function. The combination of the proportional, integral, and derivative part of the PID function provides good estimation across different applications insensitive of the change of their parameters. describe a formal feedback-control algorithm combined with dynamic voltage/frequency scaling technologies for multimedia systems. Both continuous and discrete DVS settings are exploited in a scheme to reduce energy consumption, while still guaranteeing real-time requirements. An adaptive set-point is used to achieve fast responses with a stable multimedia throughput. Poellabauer et al. [2005] apply a feedback loop on cache miss rates to make more reliable prediction of future task execution times. A general energy-management scheme with feedback control is proposed by Minerick et al. [2002] . Average energy usage is achieved by continuously adjusting the voltage/frequency of a processor to meet the energy consumption goal. A PI (proportional and integral) feedback controller is used to adapt the proper power setting based on previous energy consumptions without the prediction of future system workloads. While Varma, Lu, and Poellabauer's work target software real-time systems and Minerick's work targets general purpose systems, our feedback DVS scheme focuses on hard real-time systems where timing constraints must not be violated.
CONCLUSION
This paper presents different feedback schemes for DVS algorithms considering practical hardware and software design and implementation issues. We evaluated our feedback DVS algorithms as well as several other real-time DVS algorithms on an IBM 405LP embedded platform. Real-time task sets with different varying workloads were assessed under different feedback schemes. We measured the actual energy consumption of our feedback DVS algorithm as well as several other real-time dynamic DVS algorithms on the embedded platform. Algorithm performance and its adaptability to dynamic workloads were evaluated. Asynchronous switching, a unique feature provided by the IBM 405LP embedded test board and synchronous switching were also assessed with the real-time task sets. Our experiments show up to 5% additional energy savings with asynchronous switching, as opposed to traditional synchronous-switching operations. The experimental results indicates a considerable potential for realtime DVS scheduling algorithms with up to 70% energy savings over a naïve DVS scheme. The strengths of our feedback DVS algorithms were also shown in experiments with a 24% peak energy savings over previous real-time DVS algorithms. These results differ in quantity from prior simulations, but they confirm the trends of savings observed under simulation. To the best of our knowledge, this is the first comparative study of real-time DVS algorithms on a concrete microarchitecture and the first evaluation of asynchronous DVS switching.
