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Boundary Value Problems for Functionals of Ito Processes∗†
N. G. Dokuchaev
(Translated by V.A.Lebedev)
1 Formulation of the problem and main assumptions
Let us consider a probability space (Ω,F ,P), where Ω = {ω} is a set of elementary events,
F is some P-complete σ-algebra of events, P is a probability measure on F . We consider
a standard d0-dimensional Wiener process W (t) = ‖ω1(t), . . . , ωd0(t)‖ with independent
components. The part of this process ‖ω1(t), . . . , ωd(t)‖, where d ≤ d0, is denoted by ω(t).
The process ω(t) generates the filtration of P-complete σ-algebras Ft = σ[ω(s), s ≤ t] ⊂ F
in the usual way.
We consider a n-vector Itoˆ stochastic differential equation
dyx,s(t, ω) = f [yx,s(t, ω), t, ω]dt + β[yx,s(t, ω), t, ω]dW (t), (1.1)
yx,s(s, ω) = x, (1.2)
where 0 ≤ s ≤ t ≤ T , x ∈ Rn, and the number T > 0. The function f(x, t, ω) :
Rn × R+ × Ω → Rn,β(x, t, ω) : Rn × R+× → Rn×d are progressively measurable with
respect to the filtration of σ-algebras Ft for any x ∈ Rn. These functions are measurable,
bounded, satisfy the global Lipschitz condition in x uniformly in t, w, and are continuous
in x, t for any w. By a solution of (1.1), (1.2) we shall mean a ”strong” solution.
Let a region D ⊂ Rn be given, and let either D = Rn or the region D be simply
connected, bounded, and have a C2-smooth boundary. Let us consider the cylinder Q =
D× (0, T ), and , for each (x, s) ∈ Q, the random variable τx,s(ω) = T ∧ inf{t : yx,s(t, ω) /∈
D}, that is, the first exit time from the set Q = Q ∪ ∂Q for the vector[yx,s(t, ω), t]. If
D = Rn, then τx,s(ω) ≡ T .
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This paper is devoted to the study of functionals of the form
v(x, s, ω) = E
{∫ τx,s(ω)
s
ϕ [yx,s(t, ω), t, ω] dt|Fs
}
(1.3)
Here the functions ϕ(x, t, ω : Rn ×R+ × Ω → R) are progressively measurable with
respect to the filtration Ft for any x ∈ Rn; E{·|Fs} is the conditional expectation.
For distributions of such functionals of Itoˆ processes, which are not Markov,estimates
are given in [1,Chap.II].
The goal of the paper consists in the representation of functional (1.3) by solutions of
special boundary value problems for stochastic partial differential equations introduced in
§2. In §3 we establish the duality of these problems to boundary value problems for Itoˆ
parabolic equations which allows us to obtain supplementary information about solutions
of boundary value problems of both forms(Theorem 3.2) and Theorem 4.1). Sufficient
conditions for a representation of a solution of the boundary value problem in the form
(1.3) are obtained in §2, sufficient conditions for a representation of the functional (1.3)
in the form of a solution of a boundary value problem are obtained in §5 (these cases
are different because the function ϕ does not coincide with the free term of the partial
equation if the process yx,s(t, ω) is not Markov). A certain smoothness of the functionals
(1.3) in x, s is also established (Theorem 5.1).
Let us make additional assumptions.
For j = 1, . . . , d0 we denote by βj the corresponding columns of the matrix β. In the
case d < d0 we denote by β˜ the n× (d0 − d)-matrix ‖βd+1, . . . , βd0‖. We assume that the
eigenvalues of the matrices ββT and β˜β˜T ( in the case d < d0) are separated from zero
uniformly in all arguments.
Let us fix an integer number r ≥ 0 and a number l > 0 such that r < l < r+1, r = [l].
Let, as in [3, p.7], H l,l/2(Q) be the same Banach space of functions on Q which are Ho¨lder
continuous together with r derivatives in x and [r/2] derivatives in t. We assume that
the functions f(x, t, ω) and β(x, t, ω) belong componentwise to H l,l/2(Q) for every ω ⊂ Ω
and their norms in this space are bounded uniformly in ω ∈ Ω. For r < 2 the partial
derivatives of the components of the matrix β(x, t, ω) of second order in x are assumed
to be uniformly bounded in x, t, ω. In the case r > 0 and D 6= Rn we assume that the
boundary ∂D belongs to the class H l+2(see [3, p.9]). For D = Rn we have ∂D = Φ and
by D and Q we mean Rn and Rn and Rn × [0, T ], respectively.
Below, L2(D), L2(Q),W
m
2 (D),W
1
2 (D), C
m(D), C(Q), and so on denote the usual
spaces (|[2] − [5]|) of real-valued functions on D or Q. For a Banach space X the symbol
‖.‖X denotes the norm, for a Hilbert space X the symbol (., .)X denotes the scalar prod-
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uct. For a region G ⊂ Rm the symbol C(G→ X ) denotes the Banach space of continuous
bounded functions u : G → X with the usual norm. Cm,q(Q → X ) denotes the set of
functions u(x, t) : Q→ X belonging to C(Q→ X ) together with the first derivatives in x
and q derivatives in t.
Let us consider the positive self-dual unbounded operator Λ : L2(D) → L2(D) of
the form Λ =
√
I −∆, where I is the identity operator and ∆ is n-dimensional Laplace
operator. For k = 0,±1 we introduce the Hilbert spaces Hk with the scalar product
(u, v)Hk = (Λ
ku,Λkv)L2(D). We assume that H
−1 is the completion of L2(D) in the norm
‖.‖H−1 , H0 = L2(D), H1 = W 12 (Rn) for D = Rn, and H1 = W 12 (Rn) for D = Rn, and
W˙ 12 (D) for D 6= Rn. The coincidence of the corresponding norms for k = 0, 1 can be easily
verified (see the description of Hk in [2]). For u ∈ H1 and v ∈ H−1 by (u, v)H0 we mean
(Λu,Λ−1v)H0 .
The symbol λ1 denotes the Lebesgue measure in [0, T ]. P (and Ps for a given s ∈ [0, T ])
denotes the completion in the measure λ1 ∈ P of the σ-algebra of subsets of the set [0, T ]×Ω
generated by stochastic processes which are progressively measurable with respect to the
filtration Ft( respectively, of the σ-algebra generated by measurable processes ξ(t, ω) for
all t ∈ [0, T ] )which are measurable with respect to Fs.
For integer numbers m ≥ 0, k = 0,±1, we introduce the Hilbert spaces
L2 = L2([0, T ]× Ω,P , λ1 × P,R),
Xk = L2([0, T ]× Ω,P , λ1 × P,Hk),
X
k
= L2([0, T ]× Ω,PT , λ1 × P,Hk),
Wm = L2([0, T ]× Ω,P , λ1 × P,Wm2 (D)),
Wm = L2([0, T ]× Ω,PT , λ1 × P,Wm2 (D)).
For p ≥ 1, s ∈ [0, T ] and the number l fixed above, we introduce the Banach spaces
Hl = L2(Ω,FT , P,H l,l/2(Q)),
Cmp = L
p([0, T ] × Ω,P , λ1 × P,Cm(D)),
C
m
p (s) = L
p([0, T ] × Ω,Ps, λ1 × P,Cm(D)),
C0 = C([0, T ]→ L2(Ω,FT , P, L2(D))),
C = L2(Ω,FT , P, C(Q)).
For integer numbers m ≥ 0, q ≥ 0, the symbol Cm,q denotes the set of functions
u(x, t, ω) belonging to C together with the first m derivatives in x, and q derivatives in t
(the derivatives must exist with probability 1).
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We assume that C0 ⊂ X0 ⊂ X−1, X1 ⊂ W1 ⊂ X0 =W0, Hl ⊂ C ⊂ Cr2(T ), and so on,
meaning the natural dense embedding. Moreover, Cmp ⊂ Cmp (T ), Xk ⊂ Xk, and so on. Hl
denotes the set Hl ∩Wr, where r = [l].
We introduce the set ∂0Q ⊂ ∂Q and the set ∂TQ ⊂ ∂Q of the following form:
∂0Q = {∂D × [0, T ]} ∪ {D × {0}}, ∂TQ = {∂D × [0, T ]} ∪ {D × {T}};
in the case D 6= Rn, ∂0Q = Rn × {0}, in the case D = Rn, ∂TQ = Rn × {T }.
For every ω ∈ Ω we define the differential operator
A = A(x, t, ω) =
n∑
i=1
fi(x, t, ω)
∂
∂xi
+
1
2
n∑
i,j=1
bij(x, t, ω)
∂2
∂xi∂xj
. (1.4)
Here fi, xi, bij are components of the vectors f , x, and of the matrix b = ββ
T .
A∗(x, t, ω) will denote the differential operator dual to the operator(1.4) (in the Lagrange
sense (see [4, p.141])).
For g ∈ Hl we consider the following boundary value problem in Q:
∂U
∂t
(x, t, ω) +A(x, t, ω)U(x, t, ω) = −g(x, t, ω), (1.5)
U(x, t, ω)|(x,t)∈∂TQ = 0. (1.6)
We introduce the operator T , which maps the function g to a solution U = T g of
the boundary value problem (1.5)-(1.6). From [3](see also [2] and [4]) it follows that the
operator T : X0 → W2, T : X−1 → X1, T : X−1 → C0 are continuous. Moreover,
U = T g ∈ Cr=2,1 if g ∈ Hl.
2 Representation of solutions of boundary value problems
in the form of functionals of Ito processes
In the cylinder Q we consider the following boundary value problem for a stochastic partial
differential equation:
dtv(x, t, ω) + [A(x, t, ω)v(x, t, ω) + g(x, t, ω)]dt = X (x, t, ω)dω(t), (2.1)
v(x, t, ω)|(x,t)∈∂TQ = 0. (2.2)
Here the function v is scalar-valued and values of the function X are row d-vectors,
X = ‖X1, . . . ,Xd‖. Equation (2.1) in combination with a boundary condition at t = T
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means, in the case v ∈ C22 ∩ C0, g ∈ X0, Xj ∈ X0, that for any t for a.e.(almost every) x,
ω,
v(x, t, ω) =
∫ T
t
[A(x, ρ, ω)v(x, ρ, ω) + g(x, ρ, ω)]dρ −
∫ T
t
X (x, ρ, ω)dω(ρ). (2.3)
The stochastic integral with respect to dωj(ρ) of a square-summable progressively
measurable with respect to the filtration Fp random function is meant to be the Itoˆ
integral. This integral is believed to be extended in the standard way to an isometric
operator mapping L2 = L
2([0, T ]×Ω,P , λ1×P,R) into L2(Ω,FT ,P,R). For an arbitrary
function( equivalence class) in L2 the value of the integral is , by definition, an equivalence
class in L2(Ω,FT ,P,R containing the integral of a progressively measurable representative
which always exists [2,p.11] in a class L2. The stochastic integral in (2.3) is defined for
every t for a.e. x as an element of L2(Ω,FT ,P,R).
THEOREM 2.1. For any function g ∈ Hl a pair of functions v,X , where v ∈ X1 ∩
C0 ∩ Cr+22 , r = [l] < l, X = ‖X1, . . . ,Xd‖, Xj ∈ X0, j = 1, . . . , d, is defined satisfying
(2.1)-(2.2). Moreover, relation (2.2) holds for t = T for a.e.(x, ω) ∈ D×Ω, and for D 6= Rn
and x ∈ ∂D for a.e. (t, ω) ∈ [0, T ] × Ω. These functions v0, Xj are determined uniquely
up to equivalence (as elements of X0).
Let us note that the Bismut backward equations [5], which occur in the control theory
for ordinary Itoˆ equations, have a form analogous to (2.1)-(2.2): one must find a solution
of an Itoˆ equation adapted to a nondecreasing (unlike the backward equations of [2,p.36])
filtration of σ-algebras which takes on a given (for example, nonrandom) value at a finite
time. Usually this problem is solvable for the only possible diffusion coefficient which
must be found in the course of the solution (thus under the conditions of Theorem 2.1
in view of uniqueness of X for nonrandom f , β, g, we have X ≡ 0). Itoˆ equations in
an infinite-dimensional phase space, in particular parabolic Itoˆ equations, are by now well
investigated (see, for example, [2] and [6]-[18] and their bibliographies). The corresponding
infinite-dimensional analogues of the Bismut equations have practically not been studied
at though they were introduced in [19].
We introduce the operators T , G,Gj , j = 1, . . . , d, which map a function g into the
functions v = T g, X = Gg, Xj = Gjg , respectively, satisfying (2.1)-(2.2).
THEOREM 2.2 The operator T can be extended from the set Hl which is everywhere
dense in X0 and in X−1 to continuous linear operators T : X−1 → X1, T : X−1 → C0,
T : X0 →W2.
In what follows the continuity of some operator signifies the possibility of its contin-
uous extension from some everywhere dense set. The operators T , Gj and others are the
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corresponding continuous extensions to X−1 (or in stipulated cases to X0 or X−1). An
assertion of the type ”v = T g ∈ C02 for g ∈ Hl and operator T : X−1 → X1” means
that v and g are representatives with the required properties for the functions (classes)
v = T g ∈ X1, g ∈ X−1.
THEOREM 2.3. The operators G : X−1 → X0, j = 1, . . . , d, are continuous.
DEFINITION. A generalized solution of the problem (2.1)-(2.2) for g ∈ X−1 is a pair
of functions v, X , where v = T g ∈ X1 ∩ C0, X = Gg = ‖X1, . . . ,Xd‖, Xj ∈ X0.
THEOREM 2.4. The operators Gj : X0 →W1, j = 1, . . . , d, are continuous. Moreover,
Gjg ∈ X1 for g ∈ X0 (we recall that X1 =W1 for D = Rn and X1 ⊂ W1).
THEOREM 2.5. Assume f ∈ C22 , β ∈ C22 , let the function g ∈ C22 be a representative
of some class in X−1, and for the equivalence classes T g ∈ X0, Gjg ∈ X0, let there exist
representatives v ∈ C42 ∩C0, Xj ∈ C22 . Then the function
φ(x, t, ω) = g(x, t, ω) −
d∑
j=1
(βj(x, t, ω)
∂X
∂x
(x, t, ω)
belongs to C20 , and, for v and φ, relation (1.3) holds for any s ∈ [0, T ] for a.e. (x, ω) ∈
[0, T × Ω] for any x ∈ D. We introduce the operator B : X0 → X0 by the formula
Bg = −
d∑
j=1
βj(x, t, ω)
∂Xj
∂x
(x, t, ω),whereXj = Gjg (2.4)
THEOREM 2.6. Let r > (n/2) + 2, g ∈ Hl(the numbers l, r = [l] are fixed in Section
1). Then the hypotheses of Theorem 2.5 hold and there exist representatives v ∈ C42 ∩ C02 ,
ϕ ∈ C02 of the equivalence classes T g ∈ X0, g+Bg ∈ X0 for which relation (1.3) holds for
any s for a.e.x, ω and for a.e. s, ω for any x.
Thus the solution T g of the boundary value problem is represented in the form (1.3),
where
ϕ = g +Bg (2.5)
The question arises whether(2.5) is solvable with respect to g for a given ϕ.
Proof of Theorem 2.1. For a solution of the problem (1.5)-(1.6) we have U ∈ Cr+2,1 ⊂
C([0, T ]) → Lp(Ω,FT , P, Cr+2(D)), p = 1, 2. For ξ ∈ L1(Ω,FT , P, Cr+2(D)) the symbol
ξF . ξ denotes the projection of ξ[20] to the space L
1(Ω,Fs), P, Cr+2(D). We introduce the
functions v(x, t, ω) = ξFTU(x, t, ω) and u(x, t, s, ω) = ξFTU(x, t, ω). We have v ∈ Cr+21 ,
u(., s, .) ∈ Cr+21 (s).
Below let the symbol D1x denote any partial derivative in x of order l, 0 ≤ l ≤ r + 2,
and let the symbol D denote either Dlx or ∂/∂t.
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By the Clark theorem(see [21,p.178]) we have the representation
DU(x, t, ω) = EDU(x, t, ω) +
d∑
j=1
∫ T
0
rDj (x, t, ρ, ω)dωj(ρ) a.s. (2.6)
Here rDj are some functions of the class C(Q → L2) (since DU ∈ C(Q →
L2(Ω,FT , P,R))); the order of arguments in such that Q = {(x, t)}.
Let γi denote the function in (2.6) for DU = U (that is, γi = γD
0
x
i ). It can be easily
sen that all other γDj are the derivatives of the form Dγ of the functions γj : Q → L2,
and γj ∈ C2,1(Q→ L2). Below the partial derivatives Dγj which occur, for example, i the
expression A(x, t, ω)γj(x, t, ρ, ω) are assumed to be the functions r
D
j .
Let us prove that the function v introduced above and the functions
Xj(x, t, ω) = rj(x, 0, t, ω) −
∫ t
0
A(x, ρ, ω)rj(x, ρ, t, ω)dρ,
X = ‖X1, . . . ,Xd‖, (2.7)
are the ones required.
We have
Dlxv(x, t, ω) = E{DlxU(x, t, ω)|Ft},Du(x, t, s, ω) = E{DU(x, t, ω)|Fs}
a.s.
U ∈ X l∩Cr+22 (T ). Thus the functions v andD1xv are square-summable in x, t, ω and the
function ‖v‖Cr+2(D) in t, ω, that is, v ∈ X1∩Cr+22 . Obviously v(x, t, ω)−v(x, s, ω) = ζ1+ζ2,
where ζ1 = u(x, t, t, ω)−u(x, t, s, ω) and ζ2 = u(x, t, s, ω)−u(x, s, s, ω). Letting t− s tend
to 0+, we have
E‖ζ1‖2L2(D) ≤ E‖U(x, t, ω)− U(x, s, ω)‖2L2(D) → 0,
E‖ζ2‖2L2(D) ≤
d∑
j=1
E‖
∫ t
s
γj(x, s, ρ, ω)
2dρ‖L1(D) → 0.
Consequently, v ∈ C0. By (1.6), relation (2.2) holds for a.e. x, ω for t = T and for a.e.
t, ω for x ∈ ∂D, D 6= Rn. In (2.7) the coefficients of one derivatives in A(x, ρ, ω) are
bounded, continuous, and Fρ−adapted for a.e.ω; hence Xj ∈ X0.
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By virtue of (1.5)-(1.6) and (2.6) we have, for a.e. x,ω,
v(x, t, ω) =E{U(x, t, ω)|Ft}
=u(x, 0, t, ω) −
∫ t
0
[A(x, s, ω)u(x, s, t, ω) + g(x, s, ω)]ds
=v(x, 0, ω) +
d∑
j=1
∫ t
0
γj(x, 0, ρ, ω)dωj(ρ)
−
∫ t
0
{A(x, s, ω)[v(x, s, ω) +
d∑
j=1
∫ t
s
γj(x, s, ρ, ω)dωj(ρ)] + g(x, s, ω)}ds
=v(x, 0, ω) −
∫ t
0
[A(x, s, ω)v(x, s, ω) + g(x, s, ω)]ds
+
d∑
j=1
{
∫ t
0
γj(x, 0, ρ, ω)dωi(ρ)−
∫ t
0
ds
∫ t
s
A(x, s, ω)γj(x, s, ρ, ω)dωj(ρ)}.
The sum of the Itoˆ integrals in the right-hand side of the latter equality is equal to∫ t
0 X (ρ)dω(ρ) by (2.7) and the Fubini theorem for stochastic integrals (see[22]). So, for v,
X relation (2.3) holds and v, X are the ones required.
We introduce the operator T ∗ : X0 → X0 by the rule T ∗h = π, where the function
π ∈ X1 ∩ C0 is a solution of the boundary value problem
∂π
∂t
(x, t, ω) = A∗(x, t, ω)π(x, t, ω) + h(x, t, ω), π(x, t, ω)|(x,t)∈∂0Q = 0. (2.8)
The operator T : X0 → X0(and even the operator F∗ : X−1 → X1) is linear and
continuous (see [2] and [3]). The dual operator in the Hilbert space X0 is denoted by T ;
the operator T : X0 → X0 is continuous. For some v′ ∈ C22 ∩ C0 ∩ X1 and X
′
j ∈ X0,
let (2.1)-(2.2) hold as indicated in the theorem. It can be verified immediately that
(T ∗h, g)X0 = (h, h′)X0(∀h ∈ X0). So v′ = T g in X0 and hence v = v′ in X0. From (2.3)
we obtain that, if v, v
′ ∈ C22 ∩C0 and v
′
= v in X0, then Xj = X ′j (∀j) in X0. Thus v and
X1, . . . ,Xd are determined uniquely in X0. The theorem has been proved.
The proof of Theorem 2.2 follows from the estimates
‖v‖X1 + ‖v‖C0 ≤ ‖U‖X1 + ‖U‖C0 ≤ c1‖g‖X1 , ‖v‖ω2 ≤ c2‖g‖X0
which hold for constants ci > 0 common for all g, v, U in the proof of Theorem 2.1, by
virtue of known (see [2]-[4]) properties of the operators T and properties of the operation
E{.|Ft}.
The proof of Theorem 2.3 will be adduced in Section 4.
Proof of Theorem 2.4. Let us consider functions
γ = γ(x, t, ρ, ω) ∈ L2([0, T ]× Ω,P , λ1 ×P, C2(Q)) ∩ L2([0, T ] ×Ω,P , λ1 ×P,W 22 (Q))
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, which are equal to zero in the case D 6= Rn for x ∈ ∂D for a.e. ρ, ω(here Q = {(x, t)}).
Using the estimate [4,p.523,(149)] for D 6= Rn and a similar estimate for D = Rn, for a
constant c1 > 0 common for all such γ, we obtain the estimate
E
∫
0
T‖γ(x, t, t, ω)‖2W 12 (D)dt ≤ E
∫ T
0
sup
t∈[0,T ]
‖γ(x, t, ρ, ω)‖2W612(D)dρ
≤ c1E
∫ T
0
(‖∂γ
∂t
(x, t, ρ, ω)‖2L2(Q) +
n∑
i=1
‖ ∂γ
∂xi
(x, t, ρ, ω)‖2L2(Q)
+
n∑
t,j=1
‖ ∂
2γ
∂xi∂xj
‖2L2(Q))dρ. (2.9)
Obviously this estimate can be extended to all functions γ = γ(x, t, ρ, ω) which belong
to C2,1(Q→ L2), are square-summable in Q× [0, T ]×Ω together with the corresponding
derivatives and are equal to zero for x ∈ ∂D intthe case D 6= Rn. Such are the functions
γi in the representation (2.6) for U = T g, g ∈ Hl. The right-hand side of the latter
inequality in (2.9) under the substitution γ = γj is finite and dose not exceed the value
c2
(
‖U‖2
W
2 + ‖∂U
∂t
‖2
X
0
)
≤ c3‖g‖2X0 , (2.10)
where ci > 0 are constants the same for all g ∈ Hl. Thus (2.11)
‖γj(x, t, t, ω)‖W1 ≤
√
c3‖g‖X0 . (2.11)
From (1.5)-(1.6) and (2.6) we obtain
d∑
j=1
∫ T
s
∂γj
∂s
(x, s, ρ, ω)dωj(ρ) =
∂U
∂s
(x, s, ω)−E{∂U
∂s
|Fs}
= −A(x, s, ω)[U(x, s, ω) −E{U(x, s, ω)|Fs}]
= −
d∑
j=1
∫ T
s
A(x, s, ω)γj(x, s, ρ, ω)dωj(ρ).
for (x, s) ∈ Q with probability 1. This relation and (2.7) imply that, for a.e. x, t, ω,
Xj(x, t, ω) = γj(x, 0, t, ω) +
∫ t
0
∂γj
∂s
(x, s, t, ω)ds = γj(x, t, t, ω).
By extending the estimate (2.11) from the everywhere dense subset Hl to X0, we obtain
the assertion of the theorem.
Proof of Theorem 2.5. As is seen from (2.1), the differential
dtv(x, t, ω) = v˜(x, t, ω)dt+ X (x, t, ω)dω(t)
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, where v˜ = −Av − g ∈ C622,X ∈ C22 ,exists. We assume that v˜(x, t, ω) and X (x, t, ω) are
defined on Rn+1 × Ω and equal to zero for (x, t, ω) /∈ Q× Ω. For ǫ > 0 we introduce the
functions
v˜ǫ(x, t, ω) = ǫ
−1
∫ t
t−ǫ
v˜(x, ρ, ω)dρ,
Xǫ(x, t, ω) = ǫ−1
∫ t
t−ǫ
X (x, ρ, ω)dρ,Xǫ = ‖X (ǫ)1 , . . . ,X (ǫ)d ‖,
vǫ(x, t, ω) = EU(x, 0, ω) +
∫ t
0
v˜ǫ(x, ρ, ω)dρ +
∫ t
0
Xǫ(x, ρ, ω)dω(ρ).
We denote γx,s(ǫ, ω) = (T + ǫ)∧ inf{t : yx,s(t, ω) /∈ D}. From the Itoˆ-Venttsel formula(see
[2] and [23]), whose applicability is left without a proof, we see that for a modification of
the function vǫ for (x, s) ∈ Q in the class C2,0 the following relation holds:
vǫ(x, s, ω) = −E


∫ rx,s(ǫ,ω)
s

v˜ǫ +Av˜ǫ + d∑
j=1
βj
∂X (ǫ)j
∂x

 (yx,s(t, ω), t, ω)dt|Fs

 a.s.
Restricting all functions again to Q× Ω, we have, as ǫ→ 0,
v˜ǫ → −Av − g = v˜, Avǫ → Av, vǫ → v, βj
∂X (ǫ)j
∂x
→ βj ∂Xj
∂x
in the metric of C02 , vǫ → v in the metric of C0. In addition γx,s(x, ω)→ γx,s(ω) uniformly
in ω ∈ Ω. Hence we obtain the assertion of the theorem.
Proof of Theorem 2.6. We have v ∈ Cr+22 ∩ C0, v(x, 0, ω) = EU(x, 0, ω) for a.e. x,
ω,EU(x, 0, ω) ∈ Cr+2(D). From this and also from (2.3), with t = 0, as well as from
the Clark theorem([21,p.178]) we obtain successively for l = 0, 1, . . . , r − 1 for arbitrary
i, j and the vector ei = ‖δki‖nk−1(where δki is the Kronecker symbol)that the limit of the
expression
ǫ−1{DlxXj(x+ ǫei, t, ω)−DlxXj(x, t, ω)},
as ǫ → 0,exists in X0 which we denote from now on by ∂DlxXj(x, t, ω). Hence we can
approximate Xj(x, t, ω) by functions X (i)j ∈ Wr so that DLxX (i)j → DlxXj in X0 as i→ +∞,
l = 0, 1, . . . , r(we can use averagings in x of the type of [1,p.48] with a smooth kernel for
a.e. t,ω, extending Xj to Rn× [0, T ]×Ω for D 6= Rn). The completeness ofW r implies the
existence of the limit X (i)j in W r equivalent to Xj in X0. From the inclusion (see [3,p.61])
W ⊂ C22 we obtain the required assertion.
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3 Forms and Properties of dual operations
In addition to the operation T , Gj, B introduced above we shall consider the operators
R = (I + B)−1, L = T R. The operator R maps a function ϕ into a solution g = Rϕ of
the equation (2.5) connected with the problem (2.1)-(2.2); I is the identity operator. The
operator L maps the function ϕ into the joint solution v = Lϕ = T (Rϕ) of the equation
(2.5) and the problem(2.1)-(2.2).
The symbols T ∗, G∗j ,B∗,R∗,L∗, and so on denote the corresponding dual operators in
the Hilbert space X0 (we shall show that the operators R and L are well defined on sets
which are everywhere dense in X0)
For an n-vector ξ = ‖ξi‖ni=1 we denote (∇, ξ) =
∑n
i=1 ∂ξi/∂xi.
Below we shall consider initial-boundary value problems of the type of [2,§§3.4-4.1]
with a boundary condition at t = 0. The symbol X 0 will denote the set of processes
h(x, t, ω) which are representatives of some functions in X0, predictable [2,p.16] for all
x, and taking values in L2(D) for all t,ω. The symbol X−1 will denote the set of and
processes hwhich are representatives of functions (classes) in X−1 and representable in
the form h = (∇, ξ), where ξ = ‖ξ1, . . . , ξn‖, ξi ∈ X 0(∀i) . Solutions of boundary value
problems are defines in [2] for free terms in X k. It is known [24, Chap.3] that in every
equivalence class of X−1, X0 there are representatives of X−1,X 0, respectively. Therefore,
we can (and shall) understand by a solution of boundary value problems of the type of [2]
with an initial condition at t = 0 for free terms in Xk ,k = −1, 0, and extension to these
Hilbert spaces of continuous operators (using suitable theorems of [2]) which map free
terms of boundary value problems into solution in X1 ∩ C0. Then a boundary condition
of the form g(x, t, ω)|(x,t)∈∂0Q = 0 is said to be satisfied if g ∈ X1 ∩ C0 and g(x, 0, ω) = 0
for a.e. x, ω.
THEOREM 3.1. The operators G∗j : X0 → X1 are continuous and have the form
G∗j h = q, where the function q ∈ X1 ∩ C0 satisfies the boundary value problem
dtq(x, t, ω) = A
∗(x, t, ω)q(x, t, ω)dt + h(x, t, ω)dωj(t), (3.1)
q(x, t, ω)|(x,t)∈∂0Q = 0. (3.2)
THEOREM 3.2. The operator B∗ : X0 → X0 is continuous and has the form B∗h = z,
where the function z satisfies the boundary value problem
dtz(x, t, ω) = A
∗(x, t, ω)dt+
d∑
j=1
(∇, βj(x, t, ω)h(x, t, ω))dwj (t), (3.3)
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z(x, t, ω)|(x,t)∈∂0Q = 0. (3.4)
For h ∈ X 1 the solution z = B∗h ∈ X1 ∩ C0 is understood in the sense of [2], for
h ∈ X0, h /∈ X 1, the solution is the limit in X0 of a sequence B∗hi, where hi ∈ X 1 and
‖hi − h‖X0 → 0 as i→ +∞.
The theorem stated above contains the assertion of existence of a ”generalized” solution
in the class X0(or of the possibility of defining a solution as the corresponding limit in
this space) for a coefficient belonging to the class X−1 of the stochastic differential in the
free term of the equation. This assertion is apparently new for the theory of partial Itoˆ
equations.
THEOREM 3.3. For d < d0, the operator R
∗ : X0 → X0 is determined uniquely
and the operator R∗ : X1 → X1 is continuous. For π ∈ X1, the operator has the form
R∗π = h, where h = π − z and the function z ∈ X1 ∩ C0 is a solution of the boundary
value problem (3.5)
dtz(x, t, ω) =A
∗(x, t, ω)z(x, t, ω)dt
+
d∑
j=1
(∇, βj(x, t, ω)[π(x, t, ω) − z(x, t, ω)])dωj(t), (3.5)
z(x, t, ω)|(x,t)∈∂0Q = 0. (3.6)
THEOREM 3.4. For d < d0, the operator L
∗ : X1 → X1 is continuous and has the
form L∗ξ = h, where the function h ∈ X1∩C0 is a solution of the boundary value problem
dth(x, t, ω) =[A
∗(x, t, ω)h(x, t, ω) + ξ(x, t, ω)]dt
−
d∑
j=1
(∇, βj(x, t, ω)h(x, t, ω))dωj(t), (3.7)
h(x, t, ω)|(x,t)∈∂0Q = 0. (3.8)
Let us note that (3.1) and (3.3) are superparabolic [2] Itoˆ equations, and (3.5)and (3.7)
are superparabolic for d < d0 and parabolic for d = d0.
Proof of Theorem 3.1. First let f and β be nonrandom.
Suppose that g ∈ Hl is an arbitrary function and the functions gˆj ∈ C(Q → L2) are
determined by the Clark theorem [21,p. 178] from the representation
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g(x, t, ω) = Eg(x, t, ω) +
d∑
j=1
∫ t
0
gˆj(x, t, ρ, ω)dωj(ρ); (3.9)
the functions u(x, t, s, ω) ∈ C22 (s) and γj(x, t, ρ, ω) ∈ C2,1(Q→ L2) for U = T g ∈ C
2,1
are
defined in the same way as in the proof of Theorem 2.1. We have∑d
j=1
∫ t
0
∂γj
∂t (x, t, ρ, ω)dωj(ρ) = E{∂U∂t (x, t, ω)|Ft} −E∂U∂t (x, t, ω)
= − [A(x, t)u(x, t, t, ω) +E{g(x, t, ω)|Ft} −A(x, t)u(x, t, 0, ω) −Eg(x, t, ω)]
= −∑dj=1 ∫ t0 [A(x, t)γj(x, t, ρ, ω) + gˆj(x, t, ρ, ω)]dωj(ρ).
(3.10)
Let G(x, y, t, s) be Green’s function of the boundary value problem (1.5), (1.6) with
the nonrandom operator A(x, t, ω) = A(x, t); then from (3.10) and the condition
γj(x, t, ρ, ω)|(x,t)∈∂0Q = 0 for a.e. ρ, ω we obtain that, for a.e. ρ, ω,
γj(x, t, ρ, ω) =
∫
D
dy
∫ T
t
G(x, y, t, s)gˆj(y, s, ρ, ω)ds.
For an arbitrary function h ∈ Hl we have
(Gjg, h)X0 = E
∫ T
0
dt
∫
D
dx
{[∫
D
dy
∫ T
t
G(x, y, t, s)gˆj(y, s, t, ω)ds
]
h(x, s, ω)
}
= E
∫ T
0
ds
∫
D
dy
∫ s
0
dtgˆj(y, s, t, ω)
∫
D
G(x, y, t, s)ds
= (g,G∗j h)X0 .
In view of (3.9) and the fact that g is arbitrary this means that
(G∗j h)(y, s, ω) =
∫ s
0
dωj(t)
∫
D
G(x, y, t, s)h(x, t, ω)dx.
From this relation we obtain (3.1), (3.2) and the form of G∗j for nonrandom f ,β.
Now let f, β be random. Consider the function f0(x, t) = Ef(x, t, ω) ,β0(x, t) =
Eβ(x, t, ω). Let A0, A
∗
0,T0,G∗|,′ denote the operators corresponding to the function f0, β0,
which are defined like the A,A∗,T ,Gj are defined for the functions f, β. We introduce the
operator A = (A0 −A)T0: for g0 ∈ X0 we have Ag0 = (A0 −A)v0, where v0 = T0g0. The
operators A : X−1 → X1 and A : X0 → X0 are continuous by Theorem 2.2.
It can be verified immediately that, for g = g0 + Ag0, we have T g = T0g0 and Gjg =
Gj,0g0. This means that Gj = Gj,0(I + A)−1 and the dual operator in X0 has the form
G∗j = (I + A)−1G∗j,0.
Obviously A∗ = T ∗0 (A∗0−A∗). The form of T ∗ (and analogously of T ∗0 ) was established
in §2 by formulas (2.8). The operators T ∗ and T ∗0 map X−1 continuously (see [2]-[4]) into
X1 and C0. The operators A
∗ and A∗0 map X
1 continuously into X−1.
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For q ∈ X1 we have z = A∗q ∈ X1 ∩C0, and z = z(x, t, ω) satisfies the boundary value
problem dz/dt = A∗0z + (A
∗
0 −A∗)q, z|(x,t)∈∂0Q=0 in Q.
Let us find the form of a = (I + A−1)η for η ∈ X1. We have q + Aq = η. We denote
z = A∗q; then q = η − z and z = A∗(η − z). By the assertion proved above the function
z = z(x, t, ω) satisfies the boundary value problem
dz
dt
= A∗0z + (A
∗
0 −A∗)(η − z) = A∗z + (A∗0 −A∗)η, z|(x,t)∈∂0Q = 0. (3.11)
Thus, z = η − q ∈ X1 ∩C0 and q ∈ X1.
Let us find the form of q = (I + A∗)−1η for η = G∗j,0h, where h ∈ X0. By Theorems
3.4.8 and 4.1.1 of [2] the function η = η(x, t, ω) ∈ X1 ∩ C0 and satisfies, by the proof,
the boundary value problem dtη = A
∗
0ηdt + hdωj(t), η|((x,t)∈∂0Q = 0. Moreover, q = η − z
where the function z = z(x, t, ω) satisfies a boundary value problem of the form (3.11). So
q ∈ X1 ∩ C0. From the formulas for dtη, and dtz = (dz/dt)dt we find dtq = dtη − dtz and
thus we obtain (3.1). Condition (3.2) is satisfied since the analogous conditions hold for
z and η. Continuity of the operator G∗j : X0 → X1 (and even continuity of the operator
G∗j : X0 → C0) follows from Theorem 3.4.8 and 4.1.1 of [2]. Theorem has been proved.
Proof of Theorem 3.2. By Theorem 2.4, for g ∈ X0, Xjg ∈ X1 . For h ∈ X1 we have
(Bg, h)X0 =
d∑
j=1
(Xj , (∇, βjh))X0 =

g, d∑
j=1
G∗j (∇, βjh)


X0
From this relation and linearity of the problem (3.1), (3.2) we obtain (3.3),(3.4). Theorem
3.4.8 and 4.1.1 of [2] imply continuity of the operators B∗ : X61→ X1 and B∗ : x1 → C0.
Continuity of the operator B : X0 → X0 proved in Theorem 2.4 implies continuity of the
operator B∗ : X0 → X0.
Proof of Theorem 3.3. If h = R∗π, then h = π − z, where z = B∗h = B∗(π − z). By
substituting the value h = π−z into (3.3)-(3.4) we obtain formulas (3.5), (3.6). continuity
of the operator R∗ : X1 → X1 (and thus uniqueness of the operator R∗ : X0 → X0 )
follows from Theorem 3.4.8 and 4.1.1 of [2].
Proof of Theorem 3.4. Let h = R∗π and z = B∗h; then h = π − z. Let π = [T ]∗ξ
be determined from the problem (2.8), where ξ ∈ X−1. Using (2.8) and (3.3), (3.4) we
obtain the expression for dth = dtπ − dtz or (3.7), as well as condition (3.8). Continuity
of the operator L∗ : X−1 → X1 follows from the form of h = L∗ξ and Theorems 3.4.8 and
4.1.1 of [2].
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4 Solvability of (2.5)
THEOREM 4.1. Let d < d0. Then the operator R : X
0 → X0 is unique and well-defined
on some everywhere dense set D(R) ⊂ X0 in X0( and in X−1) (that is, (2.5) has at most
one solution g ∈ X0 for any φ ∈ X0 and , in addition, the set of those φ ∈ X0, for which
the equation is solvable with respect to g ∈ X0, is everywhere dense in X0). The operators
R and L defined on D(R) can be extended from this set to operators defined on X−1 so
that the operators R : X−1 → X−1, L : X−1 → X1 , and L : X−1 → C0 are continuous.
Let C∗ denote the set of all φ ∈ C02 ∩X0 such that up to equivalence (in X0) φ = g+Bg
for some g ∈ Hl, when l > r, the integer number r ≥ 0, and the number l were introduced
in §1. We recall that such φ occurred in the statement of Theorem 2.6, which asserts that
for these φ with r > n/2 + 2 there exists a modification in the class C02 (and hence in the
class C∗) and moreover for this modification the value of the functional (1.3) coincides
with Lφ.
THEOREM 4.2. For d > d0 and r > n/2 + 2, the set C∗ is everywhere dense in X0.
Proof of Theorem 4.1. The operator R∗ is defined on the set X1 which is everywhere
dense in X0 and maps X1. Hence the operator I + B∗ inverse to it has a set of values
everywhere dense in X0 and a kernel consisting only of zero. Obviously, the operator I+B
has the same properties. Thus the operator R is determined uniquely and has a domain
that is everywhere dense in X0 and is denoted by D(R). Since X0 is everywhere dense in
X−1, D(R) is everywhere dense in X−1.
It remains to prove the assertion concerning the extension of the operators to X−1.
For k = 0,±1,±2, u = u(x, t, ω) ∈ X0 the symbol Λku will denote the function in X−k
obtained by the application, for a.e. t, ω of the operator Λk introduced in §1 in the
definition of the spaces Hk to the function u(., t, ω) ∈ L2(D). In view of Theorem 3.3 we
have, for some constant c > 0 and for any ϕ ∈ D(R), h ∈ X0,
(Rϕ, h)X−1 = (Λ
−1Rϕ,Λ−1h)X0 = (Rϕ,Λ
−2h)X0 = (Λ
−1ϕ,ΛR∗Λ−2h)X0
≤ ‖ϕ‖X1‖R∗Λ−2h‖X−1 ≤ c‖ϕ‖X−1‖Λ−2h‖X1 ≤ c‖ϕ‖X−1‖h‖X−1
This inequality implies the existence of a continuous extension of the operator R to X−1.
The corresponding assertion of the theorem for the operator L = T R follows from Theorem
2.2. The theorem has been proved.
Proof of Theorem 4.2. For an arbitrary number ξ > 0 and for ϕ ∈ X0, it is required
to find ϕ0 ∈ C∗ such that ‖ϕ−ϕ0‖X0 < ξ. By theorem 4.1 there exists ϕ′ ∈ X0 such that
ϕ
′
= g
′
+ Bg
′
for some g
′ ∈ X0 and ‖ϕ − ϕ′‖ < ξ/2. The norm ‖I + B‖ of the operator
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(I +B) : X0 → X0 is positive since this operator has an image which is everywhere dense
in X0. For g
′ ∈ Rϕ, there exists g” ∈ Hl such that ‖g′ − g”‖X0 < ξ‖I + B‖−1/2. By
Theorem 2.6, the function ϕ0 = g
”+Bg” has a modification in the class C02 . This function
ϕ ∈ C02 is the one required since
‖ϕ− ϕ0‖X0 ≤ ‖ϕ − ϕ
′‖X0 + ‖ϕ
′ − ϕ0‖X0 < ξ/2 + ‖g
′ − g”‖X0‖I +B‖ < ξ
The theorem has been proved.
Proof of Theorem 2.3. By virtue of Theorem 3.1, we have, for some constant c > 0
and for any g ∈ X0, h ∈ X0,
(Gjg, h)X0 = (g,G∗j h) ≤ ‖Λ−1g‖X0‖ΛG∗j h‖X0
= ‖g‖X−1‖G∗j h‖X1 ≤ c‖g‖X−1‖h‖X0
. This inequality implies the assertion of the theorem.
5 Representation of functionals of Itoˆ processes in the form
of solutions of boundary value problems
Let us adduce some sufficient conditions for the functional (1.3) to coincide, for a given
ϕ, with a solution of the problem (2.1), (2.2) and (2.5).
THEOREM 5.1. Let D = Rn or D 6= Rn, d < d0; let the function β(x, t, ω) = β(t, ω)
not depend on x, the function f ∈ C22, and let at least one of the following conditions
hold:
a) the function f(x, t, ω) = f(t, ω) does not depend on x and the function ϕ ∈ C02∩X0;
b) n = 1 and the function ϕ ∈ C02 ∩X0;
c) n = 1 and ϕ = ϕ(x, t) is a nonrandom Borel measurable function of L2(Q).
Then the value v(x, s, ω) of the functional (1.3) as a function of (x, s, ω) belongs to
X1 ∩ C0 and coincides with Lϕ as a function in X0 and in C0(i.e., is a solution of the
problem (2.1),(2.2), and (2.5)).
COROLLARY 5.1. Under the assumptions of Theorems 4.1 and 5.1 the estimates
‖v‖C0 ≤ c1‖ϕ‖X−1 ≤ c2‖ϕ‖X0 , ‖v‖X1 ≤ c3‖ϕ‖X−1 ≤ c4‖ϕ‖X0 ,
hold for the functional (1.3), where the constants ci > 0 depend only on n, d, d0, Q, and
the values
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δ = inf
x,t,ω
Detβ˜(x, t, ω)β˜(x, t, ω)T ,K1 = sup
x,t,ω
|f(x, t, ω)|,
K2 = sup
x,t,ω
|β(x, t, ω)|,Ki3 = sup
x,t,ω
∣∣∣∣ ∂β∂xi (x, t, ω)
∣∣∣∣
(cf. estimates in [1, §§Π.2 −Π.3]).
Proof of Theorem 5.1. Let assumptions a) or b) hold. For a function η(x) ∈ L2(Rn)
the symbol (η)ξ will denote its averaging (convolution) with the kernel of the Sobolev
averaging ζ(x/ξ)ξ−n. Here the function ζ(x) = 0 for |x| ≥ 1, ζ(x) = Xn exp{|x|2(|x|2−1)}
for |x| < 1; Xn is a normalizing factor such thar
∫
Rn
ζ(x)dx = 1/. If η ∈ H−1 and
η = ∂ξ/∂xj , where ξ = L2(R
n), j ∈ {1, . . . , n}, then we assume that
(η)ξ(x) = −ξ−n−1
∫
Rn
∂ζ
∂xj
(
y − x
ξ
)
ξ(y)dy.
Let D = Rn. For functions u ∈ X0 or u ∈ X−1, the symbol (u)ξ denotes a function in
C02 coinciding with (u(., t, ω))ξ for allt, ω such that u(., t, ω) ∈ H0 = L2(Rn) or u(., t, ω) ∈
H−1, respectively (i.e.,for a.e.,t, ω).
Let D 6= Rn. In this case, functions defined on Q× Ω are assumed to be extended to
R
n × [0, T ]× Ω, and the operation (.)ξ is applied to them according to the rule indicated
above.
Everywhere in the proof of this theorem, C2m will be the space C
2
m = L2([0, T ] ×
Ω),P , λ1 × P,Cm(Rn) . So, for m = 0, 1, 2, . . . and u ∈ X0 or u ∈ X−1, we have
(u)ξ ∈ C2m for the spaces X0,X−1 defined for D = Rn as well as D 6= Rn.
For D 6= Rn we denote by Dξ a region with a C2-smooth boundary which contains
the union of 2ξ-neighborhoods for all x ∈ D and which itself is contained in the union of
3ξ-neighborhoods for all x ∈ D . The symbol τx,sξ (ω) denotes the random time T ∧ inf{t :
yx,s(t, ω) /∈ Dξ}. For D = Rn we assume that Dξ = D = Rn, τx,sξ (ω) ≡ τx,s(ω) ≡ T .
Let D = Rn or D 6= Rn, g = Rϕ ∈ X−1, v = Lϕ, X = Gg, Xj = Gjg. Then
v ∈ X1 ∩ C0,Xj ∈ X0 and, for all s, x, we have
(v)ξ(x, s, ω) =
∫ T
s
(Av + g)ξ(x, t, ω)dt−
∫ T
s
(X )ξ(x, t, ω)dω(t),
(v)ξ(x, t, ω)|x∈∂Dξ = 0 in the case D 6= Rn, vξ(x, T, ω) = 0
with probability 1.
We introduce the functions ∆ξ = (Av)ξ − A(v)ξ ,Φξ = ∆ξ + (ϕ)ξ . These functions
belong to the class C22 . The function (v)ξ ∈ C42 is a solution of the problem of the form
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(2.1), (2.2) with the free term (g)ξ + ∆ξ ∈ C22 ∩ X−1 in the cylinder Dξ × (0, T ). By
Theorem 2.5, for any s ∈ [0.T ] for a.e.(s, ω) ∈ [0, T ]× Ω, we have
(v)ξ(x, s, ω) =E
{∫ τx,s
ξ
(ω)
s
Φξ[y
x,s(t, ω), t, ω]dt|Fs
}
=E
{∫ τx,s
ξ
(ω)
τx,s(ω)
Φξ[y
x,s(t, ω), t, ω]dt|Fs
}
+E
{∫ τx,s
ξ
(ω)
s
Φξ[y
x,s(t, ω), t, ω]dt|Fs
}
(5.1)
for any x ∈ Dξ.
Let us estimate ∆ξ. For a.e. t, ω we have v(., t, ω) ∈ H1 and
∆ξ(x, t, ω) = ξ
−n
∫
D
∂v
∂x
(y, t, ω)[f(y, t, ω) − f(x, t, ω)]ζ
(
x− y
ξ
)
dy.
Under assumption a) this value is equal to zero.
The Ho¨lder inequality and the inequality ζ(x)2 < Xnζ(x) imply that
|∆ξ(x, t, ω)|
≤ c1ξ−n
(
sup
|x−y|≤ξ
|f(x, t, ω)− f(y, t, ω)|
)
‖v(., t, ω)‖H1
(∫
Rn
ζ(
x− y
ξ
)2dy
)1/2
≤ c1ξ−nc2ξ
(
sup
x,t,ω
|∂f
∂x
(x, t, ω)|
)
‖v(., t, ω)‖H1ξn/2 = ξ1(t, ω)ξn/2−n+1
for a.e.t, ω where ci > 0 are constants and ξ1(t, ω) is some function in L
2([0, T ] ×
Ω),P , λ1 × P,R .
Let ξ → 0. For the function
ξ2(t, ω) = 2 sup
x∈D
|ϕ(x, t, ω)| ∈ L2([0, T ] × Ω,P, λ1 ×P,R),
we have |(ϕ)ξ(x, t, ω)| + |ϕ(x, t, ω)| ≤ ξ2(t, ω) for a.e. t, ω. Moreover, for a.e. t, ω,
(ϕ)ξ(x, t, ω) → ϕ(x, t, ω) for any x ∈ D. We have also ∆ξ → 0 in the metric of C02
for n = 1. Thus,
E
∫ T
0
|(ϕ)ξ [yx,s(t, ω), t, ω]− ϕ[yx,s(t, ω), t, ω]|2 dt→ 0,
E
∫ T
0
|∆ξ[yx,s(t, ω), t, ω]|2 dt→ 0.
From these relations and the Lebesgue theorem we see the first term in the right-hand side
of equality (5.1) tends, in the metric of L2(Ω,F ,P,R), to the right-hand side of equality
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(1.3). Moreover, the left-hand side of (5.1) tends to v = Lϕ in the metrics of C0 and X
0
as a function of x, s, ω
To complete the proof of the theorem for the case of assumptions a) and b) we
prove that the second term in the right-hand side of (5.1) tends to zero in the metric
of L2(Ω,F ,P,R). Obviously this term is equal to zero in case D = Rn. For D 6= Rn and
n = 1, we obtain
Φξ[y
x,s(t, ω), t, ω] ≤ ξ1(t, ω)ξ1/2 + ξ2(t, ω)
for a.e.t, ω. Moreover, τx,sξ (ω) ↓ τx,s(ω) a.s, since τx,s(ω) = T ∧ inf{t : yx,s(t, ω) /∈ D}
and for a.e.ω there exists θ = θ(ω) > 0 such that yx,s(t, ω) ∈ Rn D for τx,s(ω) < T ,
t = τx,s(ω) + θ, θ ∈ (0, θ(ω)]. Hense we obtain the required assertion for assumptions a)
and b).
Let assumption c) hold. We introduce the operator L˜ defined on L2(Q), mapping
functions ϕ ∈ L2(Q) into the values v˜ = L˜ϕ of the functional(1.3) regarded as functions
of (x, s, ω).
Assume ϕ ∈ L2(Q), v˜ = L˜ϕ, the sequence {ϕi}+∞i=1 ⊂ C(Q), v˜i = L˜ϕi, and ϕi → ϕ in
the metric of L2(Q) as i → +∞. By the above proof, L˜ϕi = Lϕi ∈ C0. Theorem Π.2.4
and Π.3.4 of [1] imply that, for some constant c > 0,
sup
t∈[0,T ]
E‖v˜(x, t, ω)− vi(x, t, ω)‖2H0 ≤ c‖ϕ − ϕi‖L2(Q).
Completeness of the space C0 implies that v˜i → v in C0 as t→ +∞. Hence v˜ = L˜ϕ = Lϕ
Theorem 5.1 has been proved.
6 On distributions of Itoˆ processes
Let D = Rn or D 6= Rn, d < d0 and let p0(x) ∈ L2(D) be some nonrandom functions.
We consider in the cylinder Q the boundary value problem
dip(x, t, ω) = A
∗(x, t, ω)p(x, t, ω)dt −
d∑
j=1
(∇, βj(x, t, ω)p(x, t, ω))dωj(t), (6.1)
p(x, 0, ω) = P0(x), p(x, t, ω)|x∈∂D=0. (6.2)
The boundary condition on ∂D in (6.2) is not considered for D = Rn.
Equation (6.1) is a superparabolic Itoˆ equation[2]. A solution of the problem (6.1)-
(6.2) is understood to be analogous to [2]; this problem has a solution p ∈ X1 ∩ C0. The
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boundary conditions (6.2) for p ∈ X1 ∩ C0 are said to be satisfied if p(x, 0, ω) = p0(x) for
a.e. x, ω.
LEMMA 6.1. For φ ∈ X0 and s ∈ [0, T ], the equality
∫
D
p(x, s, ω)v(x, s, ω)dx = E
{∫ T
s
dt
∫
D
p(x, t, ω)dx|Fs
}
(6.3)
holds with probability 1. Here v = Lϕ ∈ X1 ∩C0 is a solution of the problem (2.1), (2.2),
(2.5).
Let, in (1.1), (1.2), s = 0 and x = x(ω) be a random n-vector. We assume that
E|x(ω)|2 < +∞, x(ω) ∈ D a.s. the vector x(ω) does not depend onW (t) for any t ≥ 0 and
has a probability density p0(x) ∈ L2(D). Let yx(ω),0(t, ω) be the corresponding solution of
equations (1.1),(1.2) and let the random time τx(ω),0(t, ω) = T ∧ inf{t : yx(ω),0} /∈ D The
symbol Iτ (t, ω) denotes the indicator function of the event {τx(ω),0 ≤ t}. For D = Rn we
have τx(ω),0(ω)(ω) = T , Iτ = (τ, ω) ≡ 1, for 0 ≤ t ≤ T .
THEOREM 6.1. Let ϕ ∈ C ∩ C02 ∩X0, and let the assumptions of Theorem 5.1 hold.
Then for a.e. (t, ω) ∈ [0, T ] ×Ω( and even for any t ∈ [0, T ] almost surely if D = Rn) the
following equality holds:
E{Iτ (t, ω)ϕ[yx(ω),0(t, ω), t, ω]|Ft} =
∫
D
p(x, t, ω)ϕ(x, t, ω)dx. (6.4)
This theorem establishes the distribution of the process yx(ω),0(t, ω) (broken off at the
exit of D if D 6= Rn); Ep(x, t, ω) is the distribution density of the process. A close result is
proved in [2, Th. 5.3.1], where equality (6.4) is obtained for D = Rn and coefficients f, β
of general form (no restrictive assumptions of Theorem 5.1 are required). Moreover, in [2]
another method of the proof is used, and equality (6.4) is obtained only for nonrandom ϕ
and D = Rn, which is essential. Theorem 5.3.1 of [2] establishes the distribution of the
Itoˆ process yx(ω),0(t, ω); therefore with its help we can obtain the following analogue of
Theorem 5.1(less strong, however, for functions f and β of general form).
THEOREM 6.2. Let D = Rn, d < d0, and let the function ϕ(x, t) ∈ C(Q) ∩ L2(Q) be
nonrandom. Then
E
∫ T
0
ϕ[yx(ω),0(t, ω), t]dt =
∫
Rn
p0(x)v(x, 0)dx = Ev[x(ω), 0]. (6.5)
Here v(x, 0) ∈ L2(Rn) is a nonrandom modification of the function v(x, s, ω)|s=0 where
v = Lϕ ∈ X1 ∩ C0 ( in other words, v(x, 0) = v(x, 0, ω) for a.e. x, ω).
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The proof of Lemma 6.1 follows from equalities (2.4), (2.5) and the equality
E{(p(x, s, ω), v(x, s, ω))H0 |Fs}
=E{(p(x, T, ω), v(x, T, ω))H0 −
∫ T
s
dt[(A∗(x, t, ω)p(x, t, ω), v(x, t, ω))H0
− (p(x, t, ω), A(x, t, ω)v(x, t, ω) +
d∑
j=1
∂Xj
∂x
(x, t, ω)βj(x, t, ω) + ϕ(x, t, ω))H0
−
d∑
j=1
((∇, βj(x, t, ω)p(x, t, ω)),Xj(x, t, ω))H0 ]|Fs}.
Proof of Theorem 6.1. Let ξ ∈ L2([0, τ ] × Ω,P , λ × P,R) be an arbitrary function .
Consider the functions ϕ˜(x, t, ω) = ϕ(x, t, ω)ξ(t, ω) and v = v(x, s, ω) = Lϕ˜ ∈ X1 ∩ C0.
We have v(x, 0, ω) ∈ L2(Ω,F0,P, L2(D)). The probability of any event of F0 is equal to
0 or 1. Thus the function v(x, 0, ω) has a nonrandom modification v˜(x, 0) ∈ L2(D) such
that v(x, 0) = v(x, 0, ω) for a.e. x, ω.
For x ∈ D we consider the (n+ 1)-dimensional process
ηx(t, ω) = ‖yx,0(t, ω), zx(t, ω)‖, where zx(t, ω) =
∫ t
0
ϕ˜[yx,0(ρ, ω), ρ, ω]dρ.
Analogously we define the process ηx(ω)(t, ω) for a random vector x(ω) using the process
yx(ω),0(t, ω) instead of yx,0(t, ω).
On functions of the form η(t)‖y(t), z(t)‖, where y(.) ∈ C([0, τ ] → Rn) and z(.) ∈
C([0, τ ] → R), we define the functional F [η(.)] = z(τ), where τ = min{T, inf{t : y(t) /∈
D}}. By Theorem 5.1, v˜(x, 0) = Ef [ηx(., ω)] for a.e. x. By virtue of Theorem Π.9.4 of [1]
establishing an analogue of the Markov property for Itoˆ processes, we have Ev˜[x(ω), 0] =
EF [ηx(ω)(., ω)]. Thus
∫
D
p0(x)v˜(x, 0)dx = Ev˜[x(ω), 0] = E
∫ τx(ω),0(ω)
0
ϕ˜[yx(ω),0(t, ω), t, ω]ξ(t, ω)dt.
From these equalities and equality (6.3), where s = 0, we obtain
E
∫ T
0
(∫
D
p(x, t, ω)ϕ(x, t, ω)dx
)
ξ(t, ω)dt
= E
∫ T
0
Iτ (t, ω)ϕ[y
x(ω),0, t, ω]ξ(t, ω)dt.
Since ξ is arbitrary, this relation implies the assertion of the theorem.
Proof of Theorem 6.2. The existence of a nonrandom modification for the function
v(x, 0, ω) can be established as in the proof of Theorem 6.1. By virtue of Theorem 5.3.1
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of [2] the left-hand member of equality (6.5) coincides with E
∫
Q p(x, t, ω) × ϕ(x, t)dxdt.
By Lemma 6.1 this value is equal to the middle member of equality (6.5) (and hence to
the right-hand member of this equality). The theorem has been proved.
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