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Abstrat
We prove that the Birkho sums for almost every relevant observable in the stadium billiard
obey a non-standard limit law. More preisely, the usual entral limit theorem holds for an
observable if and only if its integral along a one-odimensional invariant set vanishes, otherwise
a
√
n log n normalization is needed. As one of the two key steps in the argument, we obtain a
limit theorem that holds in Young towers with exponential return time statistis in general, an
abstrat result that seems to be appliable to many other situations.
Introdution
The subjet of this artile, the stadium billiard, belongs to the lass of dynamial systems that are
sometimes referred to as intermittent ones. This name is related to the weakly haoti nature of
the time evolution that aounts for a modied, relaxed appearane of the behavior harateristi
to systems with uniform hyperboliity. In partiular, the mathematially rigorous investigation of
the stadium started with [Bun79℄ where Bunimovih showed (with respet to the natural invariant
measure) that the Lyapunov exponents are almost everywhere non-zero, and that the system is
ergodi. Thus in that respet the stadium billiard resembles dispersing billiards, however, when
ner statistial properties are disussed, deviations start to show up. Reent works by Markarian
([Mar04℄) and ChernovZhang ([CZ℄) have obtained an upper bound on the rate of mixing: given
two suiently smooth (Hölder or Lipshitz ontinuous) observables, their orrelations deay as
O((logn)2/n). Although this upper bound is most likely not sharp, it is denitely not far from
the optimal either (see Corollary 1.2). In this paper we investigate the issue of probabilisti limit
laws and provide further evidene of the intermittent nature of the dynamis. Namely we show
that the limit behavior of a suiently smooth observable with zero mean, to be denoted by f0,
is haraterized by a quantity I (f. (1)), its average along the one dimensional set of trajetories
bouning forever along the straight segments. In the typial ase I 6= 0, the Birkho sums of f0 satisfy
a non-standard limit theorem  onvergene in distribution to the Gaussian law an be obtained with
a
√
cn log n normalization, where the onstant c is a multiple of I2, see Theorem 1.1. On the other
hand the entral limit theorem in its usual form applies if I = 0, see Theorem 1.3. These results
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have some almost immediate orollaries: we obtain the analogous limit theorems for the billiard ow
(Corollary 1.4) and, though in a very weak form, some lower bounds on the rate of orrelation deay
(Corollary 1.2).
The issue of probabilisti limit laws in dynamial systems has a long history. In the haoti set-
ting the possibly most frequently applied method is Gordin's martingale argument (see [Gor69℄, or
[You98℄ and referenes therein) that roughly states that under quite general onditions, whenever the
orrelations deay at a summable rate, the usual entral limit theorem holds. This tehnique, how-
ever, annot treat non-standard limit behavior or non-summable deay rates. Reently Aaronson and
Denker have proposed an approah to the issue of non-standard limit theorems, see e.g. [AD01℄. The
dynamial systems they study, the so alled Gibbs-Markov maps, possess some important features
harateristi to uniformly expanding Markov maps of the interval, in partiular, they are strongly
haoti. However, the funtions f for whih limit theorems are proved are unbounded, and do not
even belong to L2. This setting allows for the use of Perron-Frobenius tehniques: there is a one
parameter family of transfer operators the spetra of whih give preise information on the limit
behavior of the observable. In partiular, the Birkho sums satisfy exatly the same limit theorem
that an i.i.d. sequene of random variables with the distribution of f would have. For details see
[AD01℄ and Setion 3.1 of the present paper.
The above ideas an be implemented to treat limit laws for bounded funtions in weakly haoti
systems T0 : X0 → X0 in ase the following senario applies. Let us assume that the soure of
non-uniformity in hyperboliity is a well-distinguishable geometri eet. Then one may onsider a
subset X ⊂ X0 suh that the rst return map ontoX is uniformly hyperboli, however, our observable
indues an unbounded funtion on X . Thus we arrive at a setting lose to that of [AD01℄. This line
of approah has been suessfully applied to systems for whih the indued map is Gibbs-Markov
(see eg. [Gou04℄), whih, however, is not exatly the ase of the stadium billiard.
What replaes Gibbs-Markov property in billiards is the presene of a Young tower, an objet that
has turned out to be very eetive when estimating the rate of the deay of orrelations. There
are two versions of Young towers: those with exponential return time statistis ensure rapid mixing
 exponential deay of orrelations  via Perron-Frobenius tehniques ([You98℄), while those with
polynomial return time statistis give polynomial upper bounds on the rate of orrelation deay 
slow mixing rates  via oupling tehniques ([You99℄). As to the ase of the stadium billiard, the
Young towers onstruted in [Mar04℄ and [CZ℄ have polynomial return time statistis with respet to
the original map, and exponential return time statistis with respet to the indued map. The aim
of the present paper is, in addition to present our results on the stadium billiard, to demonstrate
that Young towers, originally designed to estimate mixing rates, are almost equally powerful when
the issue of various limit laws is investigated. Note that this fat has already been observed and
emphasized by Szász and Varjú in the papers [SV04a℄ and [SV04b℄.
The proof of Theorem 1.1 onsists of two learly distinguishable ingredients. On the one hand, via
Perron-Frobenius tehniques, we prove Theorem 3.4, a general result in Young towers with expo-
nential return time statistis. This onerns the limit behavior of the Birkho sums of observables
belonging to the non-standard domain of attration of the Gaussian law. It is important to note that,
as the Gibbs-Markov property is replaed by a Young tower, a new eet shows up that typially
resales the normalizing sequene with a onstant multipliator. We would also like to emphasize
that this rst ingredient of the proof is ompletely general and ould be applied to many other situ-
ations. On the other hand, the seond ingredient is diretly related to the stadium billiard. We rely
on [Mar04℄ and [CZ℄ when onsidering a suitable indued map that allows for a Young tower with
exponential return time statistis. However, in order to pull bak the limit theorem from the Young
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tower to the phase spae of the billiard, and in order to give a transparent interpretation in terms of
quantities easy to alulate, we need to perform a ner and more detailed geometri analysis of the
stadium than the one presented in the above two papers.
We strongly do believe that our line of approah ould be applied to obtain non-standard limit
theorems in many other hyperboli dynamial systems, in partiular, in ertain billiards with slow
mixing rates. One of the most interesting andidates, the innite horizon Lorentz proess, for whih
the signiane of the limit behavior is further emphasized as it may give an eetive tool to disuss
reurrene properties, is investigated by Szász and Varjú ([SV℄). Among others, it is also worth
mentioning skewed stadia (see [CZ℄) and dispersing billiards with usps ([Ma83℄). We plan to turn
bak to these systems in separate papers.
The artile has ve setions. In the rst one we state our main results and x some basi notation.
The seond setion is devoted to general results on the stadium billiard. We essentially reall the
existene of Young towers for an indued map, proved by Markarian in [Mar04℄. In the third part,
we study abstrat Young towers and establish a spetral perturbation estimate. In partiular, to get
a limit theorem, it is suient to study an integral with suient preision. In Setion 4, we ome
bak to the stadium billiard map, and desribe geometrially this integral. With a areful study of
the singularities of the stadium map, this gives an aurate desription of this integral. Finally, in
Setion 5, we use together the abstrat results of Setion 3 and the expliit estimate of Setion 4, to
prove Theorem 1.1.
1 Results
Let ℓ > 0. We onsider a region in the plane delimited by two semiirles of radius 1, joined by
two horizontal segments of length ℓ, tangent to the semiirles. To a point on the boundary of this
set and a vetor pointing inwards, we assoiate an image by the usual billiard reetion law. This
denes the stadium billiard map T0 : X0 → X0. This map admits a unique absolutely ontinuous
invariant probability measure µ0.
A point in the phase spae X0 is given by (r, θ), where r ∈ R/(2π + 2ℓ)Z is the position on the
boundary, and θ ∈ (−π/2, π/2) is the angle with respet to the normal to this boundary at r. The
invariant measure µ0 is given by
dµ0 =
cos θ dr dθ
2(2π + 2ℓ)
.
We will assume that r = 0 orresponds to the lower endpoint of the right semi-irle, and that
the boundary is oriented ounterlokwise. Hene, the semiirles orrespond to 0 6 r 6 π and
π + ℓ 6 r 6 2π + ℓ.
Let f0 : X0 → R be a Hölder funtion. We will be interested in the asymptoti behavior of the
Birkho sums of f0. The map T0 is slowly mixing, by [Mar04℄ and [CZ℄: its orrelations deay
(at least) like O((logn)2/n). This estimate is not summable, whene the usual Gordin martingale
argument to get a entral limit theorem does not apply. We will indeed prove that the usual entral
limit theorem does not hold.
Let
I =
1
2ℓ
[∫
r∈[π,π+ℓ]
f0(r, 0) dr +
∫
r∈[2π+ℓ,2π+2ℓ]
f0(r, 0) dr
]
. (1)
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This is the average of f0 along the trajetories bouning perpendiularly to the segments of the
stadium.
In this artile, we prove the following theorem:
Theorem 1.1. Let f0 : X0 → R be Hölder ontinuous, satisfying
∫
f0 dµ0 = 0 and I 6= 0. Then∑n−1
k=0 f0 ◦ T k0√
cn log n
→ N (0, 1),
where
c =
4 + 3 log 3
4− 3 log 3 ·
ℓ2I2
4(π + ℓ)
.
Corollary 1.2. Under the assumptions of Theorem 1.1, the quantity n
∫
f0 · f0 ◦ T n0 does not tend
to zero.
Proof. We have ∫ [n−1∑
k=0
f0 ◦ T k0
]2
= n
∫
f 20 + 2
n−1∑
i=1
(n− i)
∫
f0 · f0 ◦ T i.
If
∫
f0 · f0 ◦ T i = o(1/i), we obtain
∫ [∑n−1
k=0 f0 ◦ T k0
]2
= o(n logn). In partiular, the variane of the
random variable
∑n−1
k=0 f0◦T k0√
n logn
tends to zero. This implies that this random variable tends to zero in
probability, whih is in ontradition with Theorem 1.1.
Hene, we obtain a lower bound O(1/n) on the speed of deay of orrelations of Hölder funtions. It
indiates that the upper bound of Markarian and Chernov-Zhang is lose to optimal (it may probably
be replaed by O(1/n), sine the (logn)2 seems to be due to the tehnique of proof).
We also obtain the following (easier) result:
Theorem 1.3. Let f0 : X0 → R be Hölder ontinuous, satisfying
∫
f0 dµ0 = 0 and I = 0. Then
there exists σ2 > 0 suh that ∑n−1
k=0 f0 ◦ T k0√
n
→ N (0, σ2).
Hene, when I = 0, the Birkho sums of f0 satisfy a usual entral limit theorem.
Before going into the details of the proof we onsider one partiularly interesting observable: the
free path. Given x = (r, θ), we denote T0x = (r1, θ1) and dene τ(x) as the planar distane of r and
r1. In other words, τ(x) is the length of the trajetory segment the point partile follows until the
next ollision. To investigate the limit behavior of the free path τ : X0 → R, we have to subtrat its
mean τ¯ =
∫
τ dµ0, thus we dene τ0(x) = τ(x)− τ¯ . There is a remarkably simple formula for τ¯ that
an be obtained by omparing the invariant measures for the billiard map and the billiard ow (see
[Che97℄):
τ¯ =
π(π + 2ℓ)
2ℓ+ 2π
. (2)
On the other hand, we may easily alulate (1) as we have τ(r, 0) = 2 whenever r ∈ [π, π + ℓ] or
r ∈ [2π + ℓ, 2π + 2ℓ], thus Iτ = 2 and Iτ0 = 2 − π(π+2ℓ)2ℓ+2π . This means there is a best stadium with
ℓ = ℓ∗ = 4π−π
2
2π−4 ≈ 1.18 for whih Iτ0 = 0 and onsequently, by Theorem 1.3 the (entralized) free
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path satises the usual entral limit theorem. However, whenever ℓ 6= ℓ∗, we have Iτ0 6= 0 and, by
Theorem 1.1 a stronger normalization is needed.
Our interest in τ is also related to the fat that the billiard ow may be onsidered as a suspension
above the billiard map with the roof funtion τ(x). By [MT04℄ suspension ows do inherit some
statistial properties from the base transformation, in partiular limit theorems, under quite general
onditions. Let us denote the billiard ow by
Xτ = {(x, u) | x ∈ X0, 0 ≤ u ≤ τ(x)}/ ∼, (x, τ(x)) ∼ (T0x, 0) St(x, u) = (x, u+t), µτ = µ0×Leb
τ¯
where the ation of the ow is understood modulo identiations. Consider a Hölder observable
Φ : Xτ → R satisfying
∫
Φdµτ = 0, and dene
ΦT (x) =
∫ T
0
Φ(Stx) dt; JΦ =
1
4ℓ
[∫
r∈[π,π+ℓ]∪[2π+ℓ,2π+2ℓ]
∫
t∈[0,2]
Φ(r, 0, t) dt dr
]
.
Corollary 1.4. 1. If JΦ 6= 0, then
ΦT√
c
τ¯
T log T
→ N (0, 1).
Here c is the onstant from Theorem 1.1, with I replaed by JΦ.
2. If JΦ = 0, then
ΦT√
T
→ N (0, σ2Φ)
for some σ2Φ > 0.
Proof. Dene f0 : X0 → R as f0(x) =
∫ τ(x)
0
Φ(St(x, 0)) dt. Then f0 is Hölder,
∫
f0 dµ0 = 0 and
If0 = JΦ. Thus, depending on the value of JΦ, one of our two main theorems applies. To show that
Φ inherits the limit behavior from f0, we apply the ow version of [Gou03, Theorem A1℄ realled as
Theorem 5.1 in this paper (see also Remark 5.2). We only need to hek that the three onditions
of this theorem are satised. In ase JΦ 6= 0 (and even if JΦ = 0 and ℓ = ℓ∗) onditions 1 and 3
are satised with b = 1. Then ondition 2 is merely the Birkho ergodi theorem, thus the rst
statement is established. If JΦ = 0, the appropriate normalization for τ may be
√
n log n as opposed
to
√
n needed for f0. Thus onditions 1 and 3 of Theorem 5.1 are satised for any 0 < b < 1, but
not for b = 1. This means ondition 2 is to be established for some b < 1, but this is merely our
Remark 5.6. This ompletes the proof of the seond statement.
We will say that a Hölder ontinuous funtion f0 : X0 → R with vanishing integral satises (P1)
if I 6= 0 and f0 vanishes on the set of points x suh that x, T0(x) and T−10 (x) belong to the same
semiirle, and that f0 satises (P2) if I = 0. We will in fat prove Theorem 1.1 for funtions
satisfying (P1), and Theorem 1.3 for funtions satisfying (P2). This will imply Theorem 1.1 in full
generality. Namely, if f0 is Hölder ontinuous and satises I 6= 0, then we may write it as f0 = f1+f2
where f1 satises (P1) and f2 satises (P2). By Theorem 1.3,
Snf2√
n logn
→ 0. Hene, it is equivalent to
have Theorem 1.1 for f0 or f1. We will omment on the tehnial reason for introduing the lasses
(P1) and (P2) in Remark 2.3 below.
In this paper, C will denote a generi onstant, that an hange from one ourrene to the next.
Some onstants, whih will be used at dierent plaes in the paper, will be denoted by C1, C2, . . .
and will have a xed value.
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2 Bakground material on the stadium billiard
2.1 Geometri desription of the initial map and of an indued map
The map T0 has almost everywhere two nonzero Lyapunov exponent. However, the expansion in the
unstable one (and the ontration in the stable one) are not uniform: points bouning many times
along the segments, or sliding along the irles, have an expansion arbitrarily lose to 1.
To get uniform expansion, we follow [Mar04℄ and [CZ℄. Let X be the set of points x in X0 suh that
x belongs to a semiirle and T−1(x) does not belong to this semiirle. The set X0 is a union of two
parallelograms in X , and it satises
µ0(X) =
2π
2(2π + 2ℓ)
=
π
2(π + ℓ)
. (3)
Dene a new probability measure on X by
dµ =
cos θ dr dθ
2π
.
For x ∈ X , let ϕ+(x) = inf{n > 1, T n0 (x) ∈ X}. This is the return time of x. Let T : X → X be
the rst return map, indued by T0 on X , i.e., T (x) = T
ϕ+(x)
0 (x). This map preserves the probability
measure µ on X . Moreover, it is uniformly hyperboli in the following sense:
Proposition 2.1. There exists a ontinuous family of losed ones Cu(x) for x ∈ X, suh that
DT (x)(Cu(x)) ⊂ Cu(Tx). Moreover, there exist onstants Λ > 1 and C > 0 suh that, for all x ∈ X,
for all v ∈ Cu(x), for all n ∈ N suh that T n is dened and dierentiable at x,
‖DT n(x)v‖ > CΛn ‖v‖ .
Moreover, these ones are uniformly bounded away from the horizontal and vertial diretions (i.e.,
{dθ = 0} and {dr = 0}).
In the same way, there exist stable ones Cs(x), whih satisfy the same properties for T−1, exept
that they are not bounded away from the horizontal diretion.
This proposition an be found in [Mar04℄ and [CZ℄. The uniform expansion is given for a dierent
metri, the p-metri, satisfying ‖v‖p 6 ‖v‖. However, it is easy to hek that there exists C > 0
suh that, for all x ∈ X , for all v ∈ Cu(x), ‖DT (x)v‖p > C ‖v‖. Hene, the uniform expansion in
the p-metri implies the same statement for the eulidean metri, up to a onstant C.
There are two dierent types of points for whih ϕ+(x) an be large: they orrespond to points
bouning many times along the segments, or sliding many times along the irles. We will need to
desribe rather preisely the hyperboli behavior of T in bouning regions:
Proposition 2.2. If x is a bouning point satisfying ϕ+(x) = n, then T ontrats the p-metri of
vetors in the stable one at least by a fator
C
n
, while T−1 ontrats the p-metri of vetors in the
unstable one at least by a fator
C
n
. Moreover, Tx and T−1x are bouning points with ϕ+(Tx) > n/4,
ϕ+(T
−1x) > n/4 if n is large enough. This implies, in turn, that the above ontration estimates are
valid in the eulidean metri as well.
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Remark 2.3. Note that if x is a sliding point satisfying ϕ+(x) = n, then we an only guarrantee
that Tx and T−1x are sliding points with ϕ+(Tx) > C
√
n and ϕ+(T
−1x) > C
√
n. This has an
unfortunate onsequene: we an only apply the oboundary arguments of setion 2.3 to funtions
vanishing along sliding trajetories. Essentially this is the tehnial reason for introduing the lasses
(P1) and (P2). The proof of Theorem 1.1 relies heavily on PerronFrobenius tehniques, and thus
requires an expanding setting, whih implies that ollapsing along stable manifolds  oboundary
arguments  are essential. Now for the lass (P2) it is enough to prove the usual entral limit
theorem (Theorem 1.3) whih an be arried out in a roundabout way in the hyperboli setting, see
setion 5.2.
2.2 Young tower of T
A set R ⊂ X is a retangle if there exist x ∈ R with a loal stable manifold W sloc(x) and a loal
unstable manifold W uloc(x), and two Cantor sets C
s ⊂ W sloc(x) and Cu ⊂ W uloc(x), suh that, for
any ys ∈ Cs and yu ∈ Cu, then ys has a loal unstable manifold W uloc(ys) and yu has a loal stable
manifoldW sloc(yu). Moreover, these two loal manifolds interset at exatly one point, and this point
belongs to R.
An s-subretangle of R is a set
(⋃
y∈C W
s
loc(y)
)
∩R, where C is a subset of Cu. A u-subretangle is
dened in the same way.
[Mar04℄ and [CZ℄ have proved that T : X → X satises Chernov's axioms of [Che99℄. This implies
that it admits a hyperboli Young tower in the following sense: there exist a retangle R of positive
measure, a partition R =
⋃
Ri (modulo 0) by s-subretangles, and return times ri ∈ N suh that T ri
is a homeomorphism on Ri, and T
ri(Ri) is a u-subretangle of R. Moreover, the tails of the tower
are exponentially small: there exist ρ < 1 and C > 0 suh that
∀n ∈ N, µ
(⋃
ri>n
Ri
)
6 Cρn.
We an then dene an abstrat spae ∆¯ as the disjoint union of the sets T k(Ri) for i ∈ N and
k < ri. It is endowed with a natural projetion πX : ∆¯ → X and a dynamis U¯ : ∆¯ → ∆¯ suh that
πX ◦ U¯ = T ◦ πX .
It is also possible to onstrut on ∆¯ a probability measure µ∆¯ whih is invariant under U¯ and suh
that (πX)∗(µ∆¯) = µ. Note however that πX is in general strongly not injetive, so that µ∆¯ an not
be dened as the pullbak of µ. Rather, one onstruts an invariant measure for U¯ , and one proves
that its projetion, being absolutely ontinuous with respet to µ and T -invariant, is neessarily µ.
It is then useful to go from this abstrat hyperboli dynamis to an abstrat expanding dynamis.
To do so, one identies the points of ∆¯ whih are on the same stable leaf in some retangle. This
denes a spae ∆, together with a projetion π∆ : ∆¯ → ∆. Sine the map U¯ sends stable leaves to
stable leaves, it gives rise to a dynamis U : ∆→ ∆ on the quotient. The measure µ∆ := (π∆)∗(µ∆¯)
is invariant under U . Then (∆, U, µ∆) is an expanding Young tower, in the sense of Setion 3.2.
2.3 Coboundary results
Let f0 : X0 → R be a Hölder funtion satisfying (P1), for whih we want to prove a limit theorem.
Sine it is easier to work in an expanding and well understood setting, we will rst prove results in
7
∆, and then go bak from ∆ to X0.
For x ∈ X , let rst f(x) = ∑ϕ+(x)−1k=0 f0(T k0 x). This funtion is not bounded any more. However, if
two points x and y are on a loal stable manifold whih is not ut by a disontinuity of T0 during
the next n iterates of T0, and with ϕ+(x) = ϕ+(y) = n, then
|f(x)− f(y)| 6 Cnd(x, y)α (4)
for some α > 0. In the same way, if x and y are on a loal unstable manifold whih is not ut during
the next n iterates of T0, and ϕ+(x) = ϕ+(y) = n, then |f(x) − f(y)| 6 Cnd(Tx, Ty)α. Moreover,
the property (P1) implies that f is bounded on the set of points sliding along the semiirles.
The measure of points bouning n times along the segments is ∼ ℓ2
πn3
. Sine I (given by (1)) is
nonzero, the funtion f is equivalent to nI on this set, and we obtain
µ{x | |f(x)| > n} ∼
∞∑
n/|I|
ℓ2
πk3
∼ I
2l2
2πn2
. (5)
Hene, the distribution of f is in the nonstandard domain of attration of the Gaussian law (see
Paragraph 3.1).
Dene a funtion f¯ on ∆¯ by f¯ = f ◦ πX . It would be easy to go nally from ∆¯ to ∆ if f¯ were
onstant along the loal stable leaves in ∆¯ (whih would mean that f¯ would indue a funtion on
the quotient ∆). This is in general not the ase, but we will prove that f¯ is ohomologous to suh a
funtion, using the usual ohomology trik.
For every retangle in ∆¯, hoose a denite unstable leaf. Dene a projetion π : ∆¯ → ∆¯ by sliding
along stable manifolds to this spei unstable manifold. We dene a funtion u¯(x) =
∑∞
k=0
[
f¯(U¯kx)−
f¯(U¯kπx)
]
. Note that, despite of the fat that T ontrats stable manifolds uniformly, the funtion
u¯(x) may not seem well-dened at rst sight, as f¯  and onsequently, its Hölder onstant  is
unbounded. Nevertheless, whenever f¯ is large, T ontrats stable manifolds strongly, and the Hölder
onstant an be regained by going down the tower. This is the essene of the following lemma.
Lemma 2.4. The funtion u¯ is well dened and bounded on ∆¯.
Proof. In this proof the positive onstants C do depend on the Hölder exponent α, but this has no
signiane. Let K ∈ N be suh that αK > 1. Consider rst x whih is at height > K in the tower.
Let y = πx. Let x′ = U¯−Kx and y′ = U¯−Ky. We will prove that
∀k ∈ N, |f¯(U¯kx)− f¯(U¯ky)| 6 Cd(πX U¯kx′, πXU¯ky′)α. (6)
Namely, if ϕ+(πX U¯
kx) = n, then
|f¯(U¯kx)− f¯(U¯ky)| 6 Cnd(πXU¯kx, πX U¯ky)α = Cnd(πXU¯k+Kx′, πX U¯k+Ky′)α (7)
by (4). If n = ϕ+(πX U¯
kx) is bounded, the onlusion is trivial. If n is large and πX U¯
kx is a sliding
point, the onlusion is also trivial by (P1).
Hene, assume that n is large and that πXU¯
kx is a bouning point. Proposition 2.2 implies that, for
0 6 i < K, ϕ+(πX U¯
k+ix′) > n/4K−i > n/4K . One again by Proposition 2.2, we get
d(πX U¯
k+i+1x′, πXU¯k+i+1y′) 6
C
n
d(πXU¯
k+ix′, πX U¯k+iy′).
8
Hene,
d(πXU¯
k+Kx′, πXU¯k+Ky′) 6
C
nK
d(πXU¯
kx′, πXU¯ky′).
Together with (7) and the inequality Kα > 1, this implies (6).
Sine πXx
′
and πXy
′
are on a loal stable manifold, d(πXU¯
kx′, πXU¯ky′) goes exponentially fast to
zero. Hene, the series
∑ |f¯(U¯kx)− f¯(U¯ky)| is summable, and u¯(x) is well dened.
Suppose now that x is at height < K. Let y = πx. Applying the previous argument to x′ = x and
y′ = y, we get that
∑∞
k=K |f¯(U¯kx)− f¯ (U¯ky)| is bounded. Moreover, during the rst K iterates, x and
y remain at a bounded height in the tower, whih implies that f¯(U¯kx) and f¯(U¯ky) remain uniformly
bounded. This onludes the proof.
Let g¯(x) = f¯(x)− u¯(x) + u¯(U¯x). Then
g¯(x) = f¯(πx) +
∞∑
k=0
[
f¯(U¯k(U¯πx))− f¯(U¯k(πU¯πx))
]
.
Hene, g¯(x) depends only on πx, i.e., g¯ is onstant along the stable manifolds in the retangles.
Consequently, there exists a funtion g : ∆→ R suh that g¯ = g ◦ π∆.
It will be important that g is regular enough on ∆, to use funtional analyti tehniques. For
x1, x2 ∈ ∆, let s(x1, x2) be their separation time, i.e., the number of returns to the basis before x1
and x2 get into dierent elements of the partition. To obtain the following lemma, we will use several
times the same argument as in Lemma 2.4, but sometimes along unstable manifolds instead of stable
ones.
Lemma 2.5. There exist C > 0 and τ < 1 suh that, for every x1, x2 in the same element of partition
of ∆,
|g(x1)− g(x2)| 6 Cτ s(x1,x2).
Proof. Let us rst prove that, if x1, x2 belong to the same unstable leaf in a retangle of ∆¯, then
g¯(x1)− g¯(x2) is uniformly bounded. (8)
The same argument as in the proof of Lemma 2.4 shows that
∑∞
k=0
[
f¯(U¯k(U¯πx)) − f¯(U¯k(πU¯πx))]
is bounded. Hene, it is suient to prove that f¯(πx1) − f¯(πx2) is bounded. Let K be as in the
proof of Lemma 2.4. If x1 (and x2) return to the basis of ∆¯ before time K, then ϕ+(x1) = ϕ+(x2)
is bounded, whih implies that f¯(πx1) and f¯(πx2) are bounded. If x1 (and x2) are sliding points,
then the onlusion is also a onsequene of (P1). Otherwise, x1 and x2 are bouning points. We
show as in the proof of Lemma 2.4 (but along the unstable leaf ontaining πx1 and πx2) that
|f¯(πx1) − f¯(πx2)| 6 Cd(πX U¯Kπx1, πX U¯Kπx2)α. Sine this quantity is uniformly bounded, this
onludes the proof of (8).
Take x1, x2 ∈ ∆¯ on the same unstable leaf, and let s = s(π∆(x1), π∆(x2)). We will prove that
|g¯(x1)− g¯(x2)| 6 Cλαs/2 (9)
for some C > 0, where λ < 1 is larger than the ontration oeient of T along stable manifolds,
and the ontration oeient of T−1 along unstable manifolds.
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By (8), this is trivial if s < 2K. Hene, we an assume s > 2K. Let N =
⌊
s
2
⌋
> K, then
g¯(x1)− g¯(x2) = f¯(πx1)− f¯(πx2)
+
N−1∑
k=0
[
f¯(U¯k(U¯πx1))− f¯(U¯k(U¯πx2))
]
+
N−1∑
k=0
[
f¯(U¯k(πU¯πx2))− f¯(U¯k(πU¯πx1))
]
+
∞∑
k=N
[
f¯(U¯k(U¯πx1))− f¯(U¯k(πU¯πx1))
]
+
∞∑
k=N
[
f¯(U¯k(πU¯πx2))− f¯(U¯k(U¯πx2))
]
.
(10)
Sine N +K 6 s, we have for any k < N∣∣f¯(U¯k(U¯πx1))− f¯(U¯k(U¯πx2))∣∣ 6 Cd(πXU¯k+K(U¯πx1), πXU¯k+K(U¯πx2))α
6 Cλα(s−(k+K+1))d(πX U¯sπx1, πXU¯sπx2)α 6 Cλα(s−k).
Summing over k, we obtain∣∣∣∣∣
N−1∑
k=0
[
f¯(U¯k(U¯πx1))− f¯(U¯k(U¯πx2))
]∣∣∣∣∣ 6 Cλα(s−N) 6 Cλαs/2.
The other term on the seond line of (10) an be estimated in the same way, as well as the term on
the rst line of (10).
Sine N > K, we also have for any k > N∣∣f¯(U¯k(U¯πx1))− f¯(U¯k(πU¯πx1))∣∣ 6 Cd(πX U¯k−K(U¯πx1), πX U¯k−K(πU¯πx1))α
6 Cλα(k−K)d(πX(U¯πx1), πX(πU¯πx1))α 6 Cλαk.
Summing over k, we obtain∣∣∣∣∣
∞∑
k=N
[
f¯(U¯k(U¯πx1))− f¯(U¯k(πU¯πx1))
]∣∣∣∣∣ 6 CλαN 6 Cλαs/2.
The other term on the third line of (10) is handled in the same way.
3 Limit theorems in Young towers
3.1 A result by Aaronson and Denker
A funtion f : R∗+ → R∗+ is slowly varying if, for all λ > 0, f(λx)/f(x) tends to 1 when x→∞.
By lassial probabilisti results, a real random variable Z is in the nonstandard domain of attration
of the Gaussian distributionN (0, 1) if and only if it satises one of the following equivalent onditions:
• The funtion L(x) := E(Z21|Z|6x) is unbounded and slowly varying.
• P (|Z| > x) ∼ x−2l(x) for some funtion l suh that L˜(x) := 2 ∫ x
1
l(u)
u
du is unbounded and
slowly varying.
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Remark 3.1. In this ase, L˜(x) ∼ L(x) when x → ∞, and l(x) = o(L(x)). It is possible, however,
that l is not slowly varying and that these onditions hold anyway.
Suh a random variable belongs to Lp for all 1 6 p < 2, but not to L2. We will say that l and
L are the tail funtions of Z. They are dened up to asymptoti equivalene. Choose a sequene
Bn →∞ suh that nB2nL(Bn)→ 1. Then, if Z0, Z1, . . . is a sequene of independent random variables
distributed as Z, then
Z0 + · · ·+ Zn−1 − nE(Z)
Bn
→ N (0, 1).
More generally, if
n
B2n
L(Bn)→ C > 0, then the previous sequene onverges to N (0, C).
In [AD01℄, Aaronson and Denker have proved the same kind of limit theorem when the sequene
Z0, Z1, . . . is not independent. More preisely, onsider U a mixing Gibbs-Markov map (as dened
in [Aar97℄) on a spae ∆, preserving a probability measure µ∆, and let g : ∆ → R be a funtion
whih is loally Hölder and whose distribution with respet to µ∆ is in the nonstandard domain of
attration of N (0, 1) as above. Then they prove that
g + g ◦ U + · · ·+ g ◦ Un−1 − n ∫ g
Bn
→ N (0, 1)
as above.
The proof goes as follows: let Û be the transfer operator assoiated to U , and Ût its perturbation
given by Ûtu = Û(e
itgu). These operators satisfy a Lasota-Yorke inequality on the spae of Hölder
funtions, and
∥∥Ût − Û∥∥ = O(t). Hene, the eigenvalue λt of Ût lose to 1 satises |λt − 1| = O(t),
and the orresponding eigenfuntion wt (normalized so that
∫
wt = 1) is suh that ‖wt − 1‖ = O(t).
Then they prove the following abstrat lemma (in whih there is no dynamis, this lemma depends
only on the distribution of g):
Lemma 3.2. For any bounded funtion w on ∆,∫
(eitg − 1− itg)w = −t
2
2
∫
1|g|61/|t|g
2w + ‖w‖∞ o(t2L(1/|t|)).
Here, the o(t2L(1/|t|)) is uniform in w.
Applying this lemma to wt, one gets
λt − 1− it
∫
gwt =
∫
(eitg − 1− itg)wt = −t
2
2
∫
1|g|61/|t|g
2wt + o(t
2L(1/|t|))
(where we have used the fat that wt is bounded). Sine ‖wt − 1‖∞ = o(1),
t2
2
∫
1|g|61/|t|g2wt =
t2
2
L(1/|t|)(1 + o(1)).
Hene,
λt = 1 + it
∫
gwt − t
2
2
L(1/|t|)(1 + o(1)). (11)
Finally,
∫
gwt =
∫
g +O(t) sine ‖wt − 1‖∞ = O(t). So we get
λt = 1 + it
∫
g − t
2
2
L(1/|t|)(1 + o(1)).
This expansion is suient to get the required limit theorem.
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3.2 The result in Young towers
Let (∆, µ∆) be a probability spae and U : ∆ → ∆ a probability preserving map. We say that
(∆, U) is an expanding Young tower ([You99℄) if there exist integers rp ∈ N∗ and a partition
{∆k,p}p∈N,k∈{0,...,rp−1} of ∆ suh that
1. For all p and k < rp − 1, T is a measurable isomorphism between ∆k,p and ∆k+1,p, preserving
µ∆.
2. For all p, T is a measurable isomorphism between ∆rp−1,p and ∆0 :=
⋃
m∆0,m.
3. Let U0 be the rst return map indued by U on ∆0. For x, y ∈ ∆0, dene their separation time
s(x, y) = inf{n ∈ N | Un0 (x) and Un0 (y) are not in the same ∆0,p}. We extend this separation
time to the whole tower in the following way: if x, y are not in the same element of partition,
set s(x, y) = 0. Otherwise, x, y ∈ ∆k,p. Let x′, y′ ∈ ∆0,p be suh that x = Ukx′ and y = Uky′,
and set s(x, y) = s(x′, y′).
For x ∈ ∆, let J(x) be the inverse of the jaobian of U at x. We assume that there exist β < 1
and C > 0 suh that, for all x, y in the same element of partition,∣∣∣∣1− J(x)J(y)
∣∣∣∣ 6 Cβs(Ux,Uy) (12)
Remark 3.3. Note that the denition of separation time in [You98℄ is in terms of the number of
all iterations of U , while we follow the onvention of [You99℄ when we dene separation in terms of
returns to the basis. Hene, our setting is more general than that of [You98℄, but it will make the
proof of the spetral gap more ompliated.
Let ∆n =
⋃
∆n,p. This is the set of points at height n in the tower. We will say that (U,∆) is an
expanding Young tower with exponentially small tail if there exists ρ < 1 suh that µ∆(∆n) = O(ρ
n).
Let J (n) be the inverse of the jaobian of Un. It is standard that (12) implies that the distortion of
the iterates of U is uniformly bounded, in the following sense: there exists C > 0 suh that, for all
points x, y suh that T k and T ky remain in the same elements of the partition for 0 6 k < n,∣∣∣∣1− J (n)(x)J (n)(y)
∣∣∣∣ 6 Cβs(Unx,Uny). (13)
A funtion g : ∆→ R is loally Hölder if there exist C > 0 and τ < 1 suh that |g(x)−g(y)| 6 Cτ s(x,y)
for all x, y in the same element of the partition. This is exatly the type of funtions that arise from
the stadium billiard, f. Lemma 2.5. Note that g an very well be unbounded. Without loss of
generality, we an assume τ > β.
Let ω(x) be the height of the point x, i.e., ω(x) = n if x ∈ ∆n. Let π0 : ∆ → ∆0 be the projetion
to the basis, and dene a funtion G on ∆ by G(x) =
∑ω(x)−1
k=0 g(U
kπ0x). In this setting, we get the
following extension of the theorem proved by Aaronson and Denker:
Theorem 3.4. Let U : ∆ → ∆ be an expanding Young tower with exponentially small tail, and let
g : ∆ → R be loally Hölder ontinuous. Assume that the distribution of g is in the nonstandard
domain of attration of N (0, 1), with tail funtions l and L. Assume moreover that l and L are
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slowly varying, and l(x ln x)/l(x)→ 1, L(x ln x)/L(x) → 1 when x→∞. Finally, assume that there
exists a real number a 6= −1/2 suh that∫
g(eitG − 1) = (a+ o(1))itL(1/|t|)) when t→ 0. (14)
Write L1(x) = (2a+ 1)L(x), and hoose a sequene Bn →∞ suh that nB2nL1(Bn)→ 1. Then
Sng − n
∫
g
Bn
→ N (0, 1).
The additional assumption on l and L is satised in most natural ases (for example when l = 1 and
L = ln, whih will be the ase for the stadium billiard).
When a = 0, we get the same asymptotis as in Aaronson-Denker's Theorem. However, when a 6= 0,
then there is an additional eet due to the presene of the tower.
The proof will follow the same lines as in Aaronson-Denker's proof: it is possible to onstrut a
good spae on whih the transfer operator Û has a spetral gap. The perturbed operator Ût also
has a spetral gap, whih gives an eigenvalue λt and an eigenfuntion wt. The main problem is that∥∥Ût − Û∥∥ an not be O(t) in general: it is easy to onstrut examples where t = o(∥∥(Ût − Û)1∥∥L2),
whene t = o
(∥∥Ût − Û∥∥) as soon as the good spae is ontained in L2 and ontains the funtion 1.
Using abstrat arguments by Keller and Liverani, we an nevertheless prove that |λt−1| = O(|t|1/10)
and ‖wt − 1‖L1 = O(|t|1/10). These information are (essentially) suient to apply Aaronson and
Denker's argument and get λt = 1 + it
∫
gwt − t22
∫
1|g|61/|t|g2wt + o(t2L(1/|t|)) as in (11). The
main diulty is then to make the funtion wt disappear in this expression, to get something more
tratable. We will namely show that
∫
1|g|61/|t|g2wt ∼ L(1/|t|) and
∫
gwt ∼
∫
geitG, whih will
onlude the proof.
To do this, we need to know that wt − 1 = O(t) in some sense. To prove suh an estimate, we use a
roundabout tehnial argument relying on the fat that the indued map on the basis of the tower is
uniformly expanding, to prove that ‖1∆0(wt − 1)‖∞ = O(t), and then we propagate this information
up in the tower, using the information we have already proved on λt. This propagation requires
the Birkho sums of g to be small enough. To ensure this on a set of large measure, we use the
information on the tails of g. This is the only point where the additional information on l and L is
used.
3.3 Proof of Theorem 3.4
We will rst prove Theorem 3.4 assuming that
∫
g = 0. In Paragraph 3.3.5, we will show that this
implies the theorem in full generality. Hene, until the end of Paragraph 3.3.4, we will assume that∫
g = 0.
3.3.1 Constrution of the funtional spaes and the transfer operators
Sine the tails of the tower are exponentially small by assumption, there exists ρ < 1 suh that
µ∆(∆n) 6 Cρ
n
. Denote the return time to the basis from itself by ϕ. Take ε > 0 suh that e6ερ < 1.
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For u : ∆→ C, write
‖u‖m = inf{C | ∀n ∈ N, for almost every x ∈ ∆n, |u(x)| 6 Ceεn}
and
‖u‖l = inf{C | for almost every x, y in the same element of the partition at height n,
|u(x)− u(y)| 6 Ceεnτ s(x,y)}.
Denote by H the spae of measurable funtions u on ∆ for whih ‖u‖ := ‖u‖m + ‖u‖l < +∞. It is
a Banah spae inluded in L1 (and even in L6 beause of the ondition e6ερ < 1). This inlusion is
ompat.
The following proposition is similar to a result of Young:
Proposition 3.5. There exist C > 0 and θ < 1 suh that, for any u ∈ H, for any n ∈ N,∥∥Ûnu∥∥ 6 Cθn ‖u‖+ C ‖u‖L1 .
Note that our denition of separation time is not the same as in [You98℄, and that Young uses the
fat that the return to the basis only our after a large time N . This gives her a strong expansion,
suient to get rid of onstants easily. This is not true in our setting. Hene, the proof of the
proposition will be more involved than Young's.
Proof. Take x ∈ ∆0. Then Ûnu(x) =
∑
J (n)(xp)u(xp), where {xp} = U−n(x). Let Ap ontaining xp
be suh that Un : Ap → ∆0 is an isomorphism. Then J (n)(xp) 6 Cµ∆(Ap) sine the distortion is
bounded, by (13). Let ωp be the height of the set Ap and rp the number of returns of Ap to the basis
before time n.
For y ∈ Ap, s(xp, y) > rp, whene
|u(xp)− u(y)| 6 τ rpeεωp ‖u‖l .
Hene,
|u(xp)| 6 τ rpeεωp ‖u‖l +
1
µ∆(Ap)
∫
Ap
|u|. (15)
We get
|Ûnu(x)| 6 C
∑
µ∆(Ap)τ
rpeεωp ‖u‖l + C
∫
|u|. (16)
Let ω : ∆ → N be the funtion height, and let Ψn(x) be the number of returns of x to the basis
between time 1 and n. Then (16) implies that
|Ûnu(x)| 6 C ‖u‖l
∫
U−n∆0
τΨneεω + C ‖u‖L1 . (17)
We will use the following tehnial lemma, whih will be proved in the appendix.
Lemma 3.6. There exist C > 0 and θ < 1 suh that, for any n ∈ N,∫
U−n∆0
τΨneεω 6 Cθn. (18)
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Inreasing θ if neessary, we an assume that e−ε 6 θ.
This lemma, together with (17), implies that, for any x ∈ ∆0,
|Ûnu(x)| 6 Cθn ‖u‖l + C ‖u‖L1 . (19)
Consider now x ∈ ∆ suh that ω(x) = k < n. Let x′ be its projetion in the basis. Then Ûnu(x) =
Ûn−ku(x′), whene
e−εk|Ûnu(x)| = e−εk|Ûn−ku(x′)| 6 e−εkCθn−k ‖u‖l + Ce−εk ‖u‖L1 6 Cθn ‖u‖l + C ‖u‖L1 . (20)
Assume nally that ω(x) = k > n. Let x′ = U−n(x). Then
e−εk|Ûnu(x)| = e−εne−ε(k−n)|u(x′)| 6 e−εn ‖u‖m . (21)
These equations prove that ∥∥Ûnu∥∥
m
6 Cθn ‖u‖+ C ‖u‖L1 .
We still have to handle the Hölder norm. Consider two points x, y in the same element of partition
of the basis ∆0. Let xp and yp be their preimages, in sets Ap as above. Then
|Ûnu(x)− Ûnu(y)| 6
∑
|J (n)(xp)u(xp)− J (n)(yp)u(yp)|
6
∑
|J (n)(xp)||u(xp)− u(yp)|+
∑
|J (n)(xp)|
∣∣∣∣1− J (n)(yp)J (n)(xp)
∣∣∣∣ |u(yp)|.
In the rst sum, |J (n)(xp)| 6 Cµ∆(Ap) and |u(xp)− u(yp)| 6 τ s(x,y)+rpeεωp ‖u‖l. Hene,∑
|J (n)(xp)||u(xp)− u(yp)| 6 Cτ s(x,y) ‖u‖l
∫
U−n∆0
τΨneεω 6 Cθnτ s(x,y) ‖u‖l
by Lemma 3.6.
In the seond sum, |J (n)(xp)| 6 Cµ∆(Ap) and
∣∣∣1− J(n)(yp)J(n)(xp) ∣∣∣ 6 Cτ s(x,y) by (13). Moreover, |u(yp)| is
bounded by (15). Using these inequalities, we get
∑
|J (n)(xp)|
∣∣∣∣1− J (n)(yp)J (n)(xp)
∣∣∣∣ |u(yp)| 6∑Cµ∆(Ap)τ s(x,y)
[
τ rpeεωp ‖u‖l +
1
µ∆(Ap)
∫
Ap
|u|
]
6 Cτ s(x,y) ‖u‖l
∫
U−n∆0
τΨneεω + Cτ s(x,y)
∫
|u|
6 Cθnτ s(x,y) ‖u‖l + Cτ s(x,y) ‖u‖L1
by Lemma 3.6.
To sum up, we have proved that, when x and y belong to the same partition element of the basis,
|Ûnu(x)− Ûnu(y)|
τ s(x,y)
6 Cθn ‖u‖l + C ‖u‖L1 .
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Let now x and y belong to the same element of the partition, with k = ω(x) < n. Let x′ and y′ be
their projetion in the basis. Then
e−εk
|Ûnu(x)− Ûnu(y)|
τ s(x,y)
= e−εk
|Ûn−ku(x′)− Ûn−ku(y′)|
τ s(x′,y′)
6 e−εk
[
Cθn−k ‖u‖l + C ‖u‖L1
]
6 Cθn ‖u‖l + C ‖u‖L1 .
Assume nally that k > n. Let x′ = U−nx and y′ = U−ny. Then
e−εk
|Ûnu(x)− Ûnu(y)|
τ s(x,y)
= e−εne−ε(k−n)
|u(x′)− u(y′)|
τ s(x′,y′)
6 θn ‖u‖l .
Summing up these equations, we get
∥∥Ûnu∥∥
l
6 Cθn ‖u‖l +C ‖u‖L1 . This onludes the proof of the
proposition.
Let g be the loally Hölder funtion for whih we want to prove a limit theorem. It is possible that
g 6∈ H, sine ‖g‖m is not neessarily nite.
Dene a perturbed transfer operator, à la Nagaev, by Ût(u) = Û(e
itgu).
Proposition 3.7. There exist onstants C > 0 and θ < 1 suh that, for all t ∈ [−1, 1], for all u ∈ H,
for all n ∈ N, ∥∥Ûnt u∥∥ 6 Cθn ‖u‖+ C ‖u‖L1 .
This proposition ontains Proposition 3.5 as a speial ase, for t = 0.
Proof. Let x ∈ ∆. Then Ûnt u(x) =
∑
Uny=x e
itSng(y)J (n)(y)u(y), whene |Ûnt u(x)| 6 Ûn|u|(x). The
bound on
∥∥Ûn|u|∥∥
m
thus implies the required bound on
∥∥Ûnt u∥∥m.
For the Hölder norm, take x and y two points in the same element of partition. Then, with the
notations of the proof of Proposition 3.5,∣∣∣Ûnt u(x)− Ûnt u(y)∣∣∣ = ∣∣∣∑ eitSng(xp)J (n)(xp)u(xp)− eitSng(yp)J (n)(yp)u(yp)∣∣∣
6
∑
|J (n)(xp)u(xp)− J (n)(yp)u(yp)|+
∑
|eitSng(xp) − eitSng(yp)|J (n)(xp)|u(xp)|.
The rst sum has already been estimated in the proof of Proposition 3.5. For the seond one,
|eitSng(xp) − eitSng(yp)| 6 nCτ s(x,y). Hene, Proposition 3.5 implies that∥∥Ûnt u∥∥ 6 C(n+ 1)θn ‖u‖+ C(n+ 1) ‖u‖L1 .
Choose N > 0 suh that θ¯ := C(N + 1)θN < 1. Iterating the equation
∥∥ÛNt u∥∥ 6 θ¯ ‖u‖ + C ‖u‖L1
(and using the fat that
∥∥ÛNt u∥∥L1 6 ‖u‖L1), we get∥∥ÛnNt u∥∥ 6 θ¯n ‖u‖+ C1− θ¯ ‖u‖L1 .
This implies the onlusion of the proposition, for the onstant θ¯1/N < 1.
Lemma 3.8. When t→ 0, ‖Ût − Û‖H→L3 = O(|t|1/6).
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Proof. For u ∈ H, (Ût − Û)u = Û((eitg − 1)u). The transfer operator Û is a ontration in every Lp
spae, and in partiular in L3. Hene,∥∥(Ût − Û)u∥∥L3 6 ∥∥(eitg − 1)u∥∥L3 6 ∥∥eitg − 1∥∥L6 ‖u‖L6 .
Note that ‖u‖L6 6 C ‖u‖. Hene, ‖Ût−Û‖H→L3 = O(‖eitg − 1‖L6). To estimate this quantity, hoose
C > 0 suh that, for all x ∈ R, |eix − 1| 6 C|x|1/6. Then ∫ |eitg − 1|6 6 C ∫ |tg| = O(|t|). Hene,
‖eitg − 1‖L6 = O(|t|1/6).
3.3.2 Denition of λt, rst estimates
By Proposition 3.5 and Hennion's Theorem [Hen93℄, the operator Û : H → H is quasiompat:
outside of the disk {|z| 6 θ}, its spetrum is omposed of disrete eigenvalues of nite multipliity.
In partiular, by ergodiity, 1 is a simple isolated eigenvalue of Û , with multipliity one (and the
orresponding eigenfuntion is the onstant funtion 1).
Lemma 3.8 is not a ontinuity statement in H. However, the operators Û and Ût satisfy a uniform
Lasota-Yorke inequality between H and L3, by Proposition 3.7 (and the fat that ‖u‖L1 6 ‖u‖L3).
Hene, we an apply the abstrat results of [KL99, Corollary 1℄ (following ideas of [BY93℄). We get
the following:
For small enough t, Ût has a unique eigenvalue λt lose to 1, and it satises |λt − 1| = O(|t|1/10).
Let Pt be the orresponding spetral projetion. Then ‖Pt‖H→H is bounded when t→ 0. Moreover,
‖Pt − P0‖H→L3 = O(|t|1/10).
Remark 3.9. Here, 1/10 ould be replaed by any exponent < 1/6, but any positive exponent would
be suient for our purposes.
Let w¯t := Pt1, and write wt =
w¯t∫
w¯t
. Then wt is bounded in H and
‖wt − 1‖L3 = O(|t|1/10). (22)
Lemma 3.10. When t→ 0,
λt = 1− t
2
2
∫
1|g|61/|t|g
2wt + it
∫
gwt + o(t
2L(1/|t|)). (23)
Proof. By denition, Ût(wt) = λtwt. Integrating, we get
λt =
∫
eitgwt. (24)
We want to use Lemma 3.2 to estimate this integral. However, this lemma applies only to bounded
funtions. Hene, we will have to modify wt.
Take x ∈ ∆ with ω(x) > 0, and let x′ = U−1(x). The equation Ûtwt = λtwt implies that
eitg(x
′)wt(x
′) = λtwt(x). Hene, |wt(x)| = |λt|−1|wt(x′)|. Sine wt is uniformly bounded on the
basis of the tower (sine it is bounded in H), we get
|wt(x)| 6 C|λt|−ω(x). (25)
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Dene a funtion w′t by w
′
t(x) = wt(x) if ω(x) 6 |t|−1/10 and w′t(x) = 0 otherwise. Sine λt =
1 +O(|t|1/10), (25) implies that w′t is uniformly bounded.
Lemma 3.2 applied to w′t gives∫
(eitg − 1− itg)w′t = −
t2
2
∫
1|g|61/|t|g
2w′t + o(t
2L(1/|t|)). (26)
Let us show that this equation is also satised by w′′t := wt − w′t. First,∣∣∣∣∫ (eitg − 1)w′′t ∣∣∣∣ 6 2 ∫
ω>|t|−1/10
|w′′t | 6 2
∫
ω>|t|−1/10
(1 + C|t|1/10)ω 6 C
∞∑
n=|t|−1/10
ρn(1 + C|t|1/10)n.
When t is small enough, ρ(1+C|t|1/10) < √ρ < 1. Hene, | ∫ (eitg−1)w′′t | 6 Cρ|t|−1/10/2 = o(t2L(1/|t|)).
In the same way,
∣∣∫ gw′′t ∣∣ 6 ‖g‖L3/2 ‖w′′t ‖L3 and ‖w′′t ‖L3 deays strethed exponentially, whene it is
o(t2L(1/|t|)). Finally,∣∣∣∣∫ 1|g|61/|t|g2w′′t ∣∣∣∣ 6 1|t|2
∫
|w′′t | = O(ρ|t|
−1/10/2/t2) = o(t2L(1/|t|)).
Hene, (26) holds also for w′′t . We get∫
(eitg − 1− itg)wt = −t
2
2
∫
1|g|61/|t|g2wt + o(t2L(1/|t|)).
Sine
∫
eitgwt = λt and
∫
wt = 1, this gives the onlusion of the lemma.
Corollary 3.11. We have λt = 1 +O(|t|11/10).
Proof. In the proof of the previous lemma, we have proved that
∫
ω>|t|−1/10 1|g|61/|t|g
2wt = O(t).
Moreover, on {ω 6 |t|−1/10}, the funtion wt is uniformly bounded. Hene,
∫
ω6|t|−1/10 1|g|61/|t|g
2wt 6
C
∫
1|g|61/|t|g2 ∼ CL(1/|t|). Hene,∫
1|g|61/|t|g
2wt = O(L(1/|t|)).
Moreover, by (22) and our assumption
∫
g = 0,∣∣∣∣∫ gwt∣∣∣∣ = ∣∣∣∣∫ g(wt − 1)∣∣∣∣ 6 ‖g‖L3/2 ‖wt − 1‖L3 = O(|t|1/10).
This proves that, in (23), the right side is 1 +O(|t|11/10).
3.3.3 Estimates on the basis
To proeed, we will need to know that wt is onstant on the basis up to O(t). We already know that
‖wt − 1‖L3 = O(|t|1/10), but this is not suient to estimate preisely the terms in (23). To get suh
an estimate, we will need real ontinuity, and not only the weak ontinuity given by Keller-Liverani's
theorem. This will be ahieved by working diretly on the basis. The goal of this paragraph is to
prove Lemma 3.15.
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Let U0 be the map indued by U on the basis ∆0 of the tower. Denote by ϕ the rst return time to
the basis, so that U0(x) = U
ϕ(x)(x).
Let us onsider the spae H0 of Hölder funtions u : ∆0 → C on the basis, and dene an operator
Rn : H0 →H0 by Rnu(x) =
∑
J (n)(y)u(y), where the sum is restrited to those y ∈ ∆0 with return
time ϕ(y) = n, and Un(y) = x. Set also Rn(t)(u) = Rn(e
itSngu).
Lemma 3.12. There exist C > 0 and θ < 1 suh that, for all n ∈ N and all t ∈ [−1, 1], ‖Rn(t)‖ 6
Cθn and ‖Rn(t)−Rn‖ 6 Cθn|t|.
Proof. The map U0 is Gibbs-Markov on ∆0. Hene, [Gou04, Lemma 3.2℄ proves that ‖Rn‖ 6
Cµ∆(ϕ = n) and [Gou04, Lemma 3.5℄ yields ‖Rn(t)−Rn‖ 6 C|t|nµ∆(ϕ = n) + C
∫
ϕ=n
|eitSng − 1|.
Sine µ∆(ϕ = n) = O(ρ
n), we get in partiular ‖Rn‖ 6 Cρn, whih deays exponentially. Moreover,
on {ϕ = n}, |Sng|3/2 6 n1/2
∑n−1
k=0 |g ◦ Uk|3/2, whene
∫
ϕ=n
|Sng|3/2 6 n1/2
∫
∆
|g|3/2 = O(n1/2).
Consequently,
‖Rn(t)− Rn‖ 6 C|t|nρn + C
∫
1ϕ=n|t||Sng| 6 C|t|nρn + C|t| ‖1ϕ=nSng‖L3/2 ‖1ϕ=n‖L3 ,
whih deays also exponentially.
For |z| < θ−1, it is possible to dene R(z, t) :=∑ znRn(t). The operator R(1, 0) is the transfer oper-
ator assoiated to U0. It has a simple isolated eigenvalue at 1, and the orresponding eigenfuntion
is the onstant funtion 1. Hene, for (z, t) lose enough to (1, 0), R(z, t) has a unique eigenvalue
λ(z, t) lose to 1.
Lemma 3.13. We have ‖R(z, t)− R(1, 0)‖ = O(|t|+ |z − 1|).
Proof. We have R(z, t) − R(1, t) = ∑(zn − 1)Rn(t). Moreover, if |z| 6 θ−1/2, |zn − 1| 6 |z −
1|∑n−1k=0 |z|k 6 C|z − 1|θ−n/2. Hene,
‖R(z, t)−R(1, t)‖ 6
∞∑
n=0
|zn − 1| ‖Rn(t)‖ 6 C|z − 1|
∞∑
n=0
θ−n/2θn 6
C
1− θ1/2 |z − 1|.
Moreover,
‖R(1, t)− R(1, 0)‖ 6
∞∑
n=0
‖Rn(t)− Rn‖ 6
∞∑
n=0
C|t|θn 6 C
1− θ |t|.
Lemma 3.14. We have R(λ−1t , t)(1∆0wt) = 1∆0wt.
Proof. Let x ∈ ∆0, let {xp} be the set of its preimages under U , at respetive heights ωp, and let
x′p be the projetion of xp in the basis. Sine Ûtwt = λtwt, we have λtwt(x) =
∑
eitg(xp)J(xp)wt(xp).
Moreover, for any y ∈ ∆ with ω(y) > 0, we have λtwt(y) = eitg(U−1y)wt(U−1y). Hene, λωpt wt(xp) =
eitSωpg(x
′
p)wt(x
′
p). We get
wt(x) =
∑
λ
−ωp−1
t J
(ωp+1)(x′p)e
itSωp+1g(x
′
p)wt(x
′
p). (27)
The points x′p are exatly the preimages of x under U0, and the orresponding return time for U is
ωp + 1. Hene, (27) gives the onlusion of the lemma.
19
We have all the neessary tools to prove the main result of this paragraph:
Lemma 3.15. For t ∈ [−1, 1], there exists c(t) ∈ C suh that ‖1∆0(wt − c(t))‖∞ = O(t). Moreover,
c(t)→ 1 when t→ 0.
Proof. Lemma 3.14 proves that λ(λ−1t , t) = 1, and the orresponding eigenfuntion is 1∆0wt. Let Qt
be the eigenprojetion of R(λ−1t , t) orresponding to the eigenvalue 1. It satises
‖Qt −Q0‖ = O(
∥∥R(λ−1t , t)− R(1, 0)∥∥) = O(|λ−1t − 1|+ |t|) = O(|t|)
by Lemma 3.13 and Corollary 3.11. Let bt = Qt1∆0. As b0 = 1∆0 , bt satises ‖bt − 1∆0‖ = O(t). In
partiular, bt → 1∆0 in L1.
The funtion bt is proportional to wt on the basis ∆0. Hene, there exists a salar c(t) suh that
1∆0wt = c(t)bt. Sine wt goes to 1 in L
1
when t→ 0, we get
c(t) =
∫
1∆0wt∫
bt
→ µ∆(∆0)∫
b0
= 1.
Finally,
‖1∆0(wt − c(t))‖∞ = |c(t)| ‖bt − b0‖∞ = O(t).
3.3.4 Proof of Theorem 3.4 when
∫
g = 0
Let the funtion G be given by G(x) =
∑ω(x)−1
k=0 g(U
kπ0x), as in Theorem 3.4.
Lemma 3.16. When t→ 0,
λt = 1− (1 + o(1))t
2
2
∫
1|g|61/|t|g
2eitG + it(1 + o(1))
∫
geitG + o(t2L(1/|t|)). (28)
Proof. We will start from (23) and show that we an replae wt by e
itG
.
We have wt(x) = λ
−ω(x)
t e
itG(x)wt(π0x). Hene, by Corollary 3.11 and Lemma 3.15
|wt(x)− c(t)eitG(x)| = |λ−ω(x)t wt(π0x)− c(t)| 6 |λ−ω(x)t − 1||wt(π0x)|+ |wt(π0x)− c(t)|
6
[
(1 + C|t|11/10)ω(x) − 1]C + C|t| 6 ω(x)C|t|11/10(1 + C|t|11/10)ω(x) + C|t|.
Fix b > 0 large enough. For ω(x) 6 b log(1/|t|), we obtain |wt(x) − c(t)eitG(x)| 6 C|t|. For ω(x) >
b log(1/|t|) and small enough t, we also get |wt(x)− c(t)eitG(x)| 6 ρ−ω(x)/4.
Hene,∫
ω>b log(1/|t|)
1|g|61/|t|g2|wt − c(t)eitG| 6
∫
ω>b log(1/|t|)
1
|t|2ρ
−ω(x)/4
6
1
|t|2C
∞∑
n=b log(1/|t|)
ρnρ−n/4 = o(1)
if b is large enough. Moreover,∫
ω6b log(1/|t|)
1|g|61/|t|g2|wt − c(t)eitG| 6 C|t|
∫
1|g|61/|t|g2 = C|t|L(1/|t|).
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Hene, ∫
1|g|61/|t|g
2wt = c(t)
∫
1|g|61/|t|g
2eitG + o(1) = (1 + o(1))
∫
1|g|61/|t|g
2eitG + o(1). (29)
In the same way,∫
ω>b log(1/|t|)
|g||wt − c(t)eitG| 6 ‖g‖3/2
∥∥1ω>b log(1/|t|)|wt − c(t)eitG|∥∥L3 = O(t)
if b is large enough. Moreover,∫
ω6b log(1/|t|)
|g||wt − c(t)eitG| 6
∫
|g|C|t| = O(t).
We get ∫
gwt = c(t)
∫
geitG +O(t) = (1 + o(1))
∫
geitG +O(t). (30)
Equations (29) and (30) together with (23) imply (28).
Remark 3.17. The proof of the lemma also shows that, in (28), it is suient to integrate on
{ω(x) 6 b log(1/|t|)} if b is large enough, sine the remaining part is in o(t2L(1/|t|)).
The following lemma will use the additional assumptions that l is slowly varying and l(x ln x) ∼ l(x),
L(x ln x) ∼ L(x).
Lemma 3.18. We have ∫
1|g|61/|t|g
2eitG = L(1/|t|)(1 + o(1)). (31)
Proof. It is suient to prove (31) on {ω 6 b log(1/|t|)}, sine the remaining part an be ignored.
Take some ε > 0, we will prove that∫
ω6b log(1/|t|)
1|g|61/|t|g2|eitG − 1| 6 2εL(1/|t|) (32)
when t is small enough. This will be suient to onlude the proof.
Let At := {x | ω(x) 6 b log(1/|t|), |G(x)| > ε/|t|}. if x ∈ At, there exists y below x in the tower suh
that |g(y)| > ε|t|b log(1/|t|) . Let B = {x | |g(x)| > ε|t|b log(1/|t|)}, we get µ∆(At) 6 b log(1/|t|)µ∆(B).
Let Z be a random variable on R with the distribution of g. Then
P
(
1
|t| log(1/|t|)2 6 |Z| 6 1/|t|
)
= |t|2 log(1/|t|)4l
(
1
|t| log(1/|t|)2
)
− |t|2l(1/|t|)
= |t|2 log(1/|t|)4l(1/|t|)(1 + o(1))
and
b log(1/|t|)P
(
|Z| > ε|t|b log(1/|t|)
)
= b log(1/|t|) |t|
2b2 log(1/|t|)2
ε2
l
(
ε
|t|b log(1/|t|)
)
=
|t|2b3 log(1/|t|)3
ε2
l(1/|t|)(1 + o(1)).
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Hene, if t is small enough, µ∆(At) 6 P
(
1
|t| log(1/|t|)2 6 |Z| 6 1/|t|
)
.
We would like to estimate
∫
At
1|g|61/|t|g2. Now∫
At
1|g|61/|t|g
2 =
∫
At
1 1
|t| log(1/|t|)2
<|g|61/|t|g
2 +
∫
At
1|g|6 1
|t| log(1/|t|)2
g2.
On the one hand ∫
At
1 1
|t| log(1/|t|)2
<|g|61/|t|g
2
6
∫ 1/|t|
1
|t| log(1/|t|)2
x2 dP (x),
and on the other hand, by applying the above bounds we get∫
At
1|g|6 1
|t| log(1/|t|)2
g2 6
1
|t|2 log(1/|t|)4µ∆(At)
6
1
|t|2 log(1/|t|)4P
(
1
|t| log(1/|t|)2 6 |Z| 6 1/|t|
)
6
∫ 1/|t|
1
|t| log(1/|t|)2
x2 dP (x).
Thus we need to deal with the integral ∫ 1/|t|
1
|t| log(1/|t|)2
x2 dP (x),
whih is equal to
L(1/|t|)− L
(
1
|t| log(1/|t|)2
)
= L(1/|t|)− L(1/|t|)(1 + o(1)) = o(L(1/|t|)).
Hene, for small enough t, we get∫
At
1|g|61/|t|g
2|eitG − 1| 6 εL(1/|t|).
On Bt := {x | ω(x) 6 b log(1/|t|), x 6∈ At}, we have |eitG(x) − 1| 6 |t||G(x)| 6 ε. Hene,∫
Bt
1|g|61/|t|g
2|eitG − 1| 6 ε
∫
1|g|61/|t|g
2 = εL(1/|t|).
These two equations imply (32). This onludes the proof.
Sine
∫
g = 0, Lemma 3.16 gives
λt = 1− t
2
2
L(1/|t|)(1 + o(1)) + (1 + o(1))it
∫
geitG
= 1− t
2
2
L(1/|t|)(1 + o(1)) + (1 + o(1))it
∫
g(eitG − 1)
= 1− t
2
2
L1(1/|t|)(1 + o(1)),
sine
∫
g(eitG − 1) = i(a + o(1))tL(1/|t|) by assumption.
This asymptoti expansion readily implies the onlusion of Theorem 3.4, for g suh that
∫
g = 0.
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3.3.5 Proof of Theorem 3.4 in the general ase
Let g : ∆ → R belong to Lp(∆) for any p < 2 (this is in partiular the ase if g satises the
assumptions of Theorem 3.4). Set G(x) =
∑ω(x)−1
k=0 g(U
kπ0x).
Lemma 3.19. For any p < 2, the funtion G belongs to Lp(∆).
Proof. For x ∈ ∆, let ϕ(x) be its return time to the basis. Set also ψ(x) = ϕ(π0x), where π0 is the
projetion on the basis of the tower.
We have
|G(x)|p =
∣∣∣∣∣∣
ω(x)−1∑
k=0
g(Ukπ0x)
∣∣∣∣∣∣
p
6 ω(x)p−1
ω(x)−1∑
k=0
|g(Ukπ0x)|p.
Changing variables, we get∫
|G(x)|p 6
∫
|g(y)|p
ϕ(y)−1∑
k=1
ω(Uky)p−1 6
∫
|g(y)|pψ(y)p.
Sine the tower has exponentially small tails, the funtion ψ belongs to Lq for any q <∞. Using the
Hölder inequality with a suiently large q, we obtain
∫ |G(x)|p <∞.
Let g′ be another funtion on ∆. Dene also G′(x) =
∑ω(x)−1
k=0 g
′(Ukπ0x).
Lemma 3.20. if g − g′ is bounded, then∫
g(eitG − 1) =
∫
g′(eitG
′ − 1) +O(t)
when t→ 0.
Proof. We have∫
g(eitG − 1)−
∫
g′(eitG
′ − 1) =
∫
(g − g′)(eitG′ − 1) +
∫
g(eitG − eitG′).
Sine g − g′ is bounded, the rst integral satises∣∣∣∣∫ (g − g′)(eitG′ − 1)∣∣∣∣ 6 C|t| ∫ |G′|,
whih is O(t) sine G′ is integrable by Lemma 3.19. For the seond integral, |G(x)−G′(x)| 6 Cω(x).
Hene, ∣∣∣∣∫ g(eitG − eitG′)∣∣∣∣ 6 ∫ |g|C|t|ω 6 C|t| ‖g‖L3/2 ‖ω‖L3 = O(t).
Proof of Theorem 3.4. Let g satisfy the assumptions of Theorem 3.4. Write g′ = g − ∫ g. Then g′ is
still in the nonstandard domain of attration of the normal law, and its distribution funtions l′ and
L′ satisfy l′ ∼ l and L′ ∼ L. Moreover,∫
g′(eitG
′ − 1) = (a+ o(1))itL(1/|t|)),
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sine g satises the same estimate and Lemma 3.20 applies.
We have already proved Theorem 3.4 for funtions of zero integral. This applies to g′, and gives
Sng′
Bn
→ N (0, 1). Sine Sng′ = Sng − n
∫
g, this onludes the proof.
Remark 3.21. Lemmas 3.19 and 3.20 do not involve the dynamis of the returns to the basis. Hene,
they also hold in hyperboli Young towers.
4 Estimate of the integral in the stadium billiard
Let us turn bak to the study of the stadium. We will use the notations of the rst two setions. In
partiular, starting from a xed funtion f0 : X0 → R satisfying (P1), we have obtained a funtion
g : ∆ → R. Aording to Theorem 3.4, if we want to obtain a limit theorem for g, the quantity to
be estimated is
∫
g(eitG − 1). The main result of this setion is the following proposition.
Proposition 4.1. Let y = 1
1− 3
4
log 3
, and reall the denition of I from (1). We have
∫
∆
g(eitG − 1) dµ∆ = iI
2(y − 1)ℓ2
π
t log(1/|t|) + o(t log(1/|t|)).
Our proof approximates the left hand side with an integral expliitly given in the phase spae of the
stadium. This later integral an be estimated with suient preision due to the geometri properties
of the billiard map.
4.1 Preliminary estimates
First we show that the relevant expression an be pulled bak to the hyperboli Young tower. Let
ω(x) be the height of the point x in ∆¯, and let π¯0 : ∆¯ → ∆¯0 be the projetion on the basis. We
dene two funtions F¯ and G¯ on ∆¯ by F¯ (x) =
∑ω(x)−1
k=0 f¯(U¯
kπ¯0x) and G¯(x) =
∑ω(x)−1
k=0 g¯(U¯
kπ¯0x).
Lemma 4.2. We have ∫
∆
g(eitG − 1) =
∫
∆¯
f¯(eitF¯ − 1) +O(t).
Proof. As (π∆)∗(µ∆¯) = µ∆,
∫
∆
g(eitG − 1) = ∫
∆¯
g¯(eitG¯ − 1) automatially. As g¯ − f¯ is bounded by
Lemma 2.4, Lemma 3.20 implies the statement.
Note that F¯ is essentially a Birkho sum of f for the inverse map T−1. Thus, if we swith from T
to T−1, we may investigate our integral by dynamial tools.
For all x ∈ X , let h(x) = f(T−1x). Introdue h¯ = h ◦ πX . For x ∈ ∆¯ with ω(x) > 0, let
H¯(x) =
∑ω(x)−1
k=1 h¯(U¯
−kx), or equivalently, H¯(x) = F¯ (U¯−1x). We x H¯(x) = 0 on ∆0.
Lemma 4.3. We have ∫
f¯(eitF¯ − 1) =
∫
h¯(eitH¯ − 1) +O(t).
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Proof. We have h¯ ◦ U¯ = f¯ , and, apart from U¯−1(∆¯0), H¯ ◦ U¯ = F¯ . Thus,∫
h¯(eitH¯ − 1)−
∫
f¯(eitF¯ − 1) =
∫
h¯ ◦ U¯(eitH¯◦U¯ − 1)−
∫
f¯(eitF¯ − 1)
=
∫
U¯−1(∆¯0)
[
h¯ ◦ U¯(eitH¯◦U¯ − 1)− f¯(eitF¯ − 1)].
As ϕ+ is bounded on the retangle R that denes the basis of the tower, the funtions h¯◦ U¯ and f¯ are
bounded on U¯−1(∆¯0). By Lemma 3.19 F¯ and H¯ are both integrable. This ompletes the proof.
We will onsider T−1 as the rst return map of T−10 to the subspae X . The return time is ϕ− =
ϕ+ ◦ T−1.
4.2 Geometri properties of T−1 in the viinity of its singularities
The behavior of
∫
h¯(eitH¯ − 1) is governed by the dynamial properties of T−1 at those parts of the
phase spae where it is equivalent to a long series of bounes along the parallel segments of the
boundary. These sets have the following struture: the points for whih T−1 ats as n onseutive
bounes on the segments form two stripes of slope approximately −1. T−1 maps these two ells onto
two stripes of positive slope. The geometry is desribed on the gure below.
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More preisely, this gure appears four times in X (twie in both of the parallelograms that dene
X). The transformation T−1 jumps from one suh region to another, however, they play the same
dynamial role. Thus, to simplify matters, we pretend as if we had only one of them.
Reall that ϕ− = ϕ+ ◦ T−1 is the return time of T−10 to X . As a further notational simpliation we
ignore that there are two stripes on whih {ϕ− = n}. Let Mn stand for the stripe {ϕ− = n}, whih
will be also referred to as the set of points of return time n.
Later on we shall see that the other type of singularities (orresponding to trajetories sliding along
the semi-irle) does not play any role in the leading term behavior of
∫
h¯(eitH¯ − 1).
Remark 4.4. We need to study the map T−1 and not T . These two are not isomorphi, as X is
the set of points on a semi-irle for whih the previous ollision is not on that semi-irle. This
denition introdues an asymmetry of past and future. The map T−1 is, however, isomorphi to the
map indued on the set of points on a semi-irle for whih the next ollision is on another semi-irle.
This later indued map has been studied by Markarian in [Mar04℄, where he, in partiular, has shown
that it satises Chernov's axioms from [Che99℄.
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Fix ρ < 1 suh that the tails of the original Young tower are bounded by cρn, and K > 0 suh that
K log(ρ−1) > 4. In what follows we essentially onsider urves with tangent vetors in the unstable
one of T−1 (u-urves of T−1 for short).
Denition 4.5. Consider the stripe Mn and its two sides of slope −1. A good urve C of return time
n is a C1 urve that onnets these two sides. We put further requirements on the slope of C: it should
belong to the interval [1/4, 4] for all points and it should be onstant up to 1/
√
n preision (i.e., for
all points x and y in C, the slopes of C at x and y, s(x) and s(y), should satisfy |s(x)− s(y)| 6 1√
n
).
Remark 4.6. Note that our requirement on the slope in not a urvature bound. Stated in this form,
it is not hard to see that good urves tend to have more and more onstant slopes when iterated
by T−1. To see this onsider a good urve with large return time n and iterate it bakwards by
the billiard ow. Just before ollision it orresponds to a dispersing wavefront that defouses within
nite time and, while experiening many bounes with the straight walls, loses most of its urvature.
At the time moment just after the previous ollision on the other semi-irle, this wavefront is at
up to 1/n. Thus, any suburve C′ ⊂ T−1C is automatially a good urve if it onnets the two long
sides of a stripe.
Denition 4.7. A standard urve is dened as a good urve of onstant slope 1. In partiular, it is
a segment.
The hoie of 1 as the slope for standard urves is arbitrary. More important is the fat that the
standard urves of return time n give a xed foliation for (most of) the stripe Mn.
If C is a good urve of return time n, any point of T−1(C) has return time at least n/3− C1 and at
most 3n + C1 for some onstant C1. Furthermore, there exists a onstant C2 ∈ N suh that for any
i ∈ [n/3+C2, 3n−C2], the set T−1(C)∩ {ϕ− = i} is a good urve of return time i (see Remark 4.6).
Let us denote Ci = {x ∈ C | ϕ−(T−1x) = i}. We also have
Leb
(
C\⋃i∈[n/3+C2,3n−C2] Ci)
Leb(C) 6
C
n
(33)
for a universal onstant C. We will say that the set C\⋃i∈[n/3+C2,3n−C2] Ci is thrown away at the rst
iterate of C. Formula (33) shows that the points whih are thrown away have negligible measure.
Remark 4.8. In addition to the above observations, it is possible to estimate the transition proba-
bilities from one stripe to the other in the following sense. There exists a sequene εn that tends to
0 as n→∞, suh that for any good urve C of return time n, and for any i ∈ [n/3 + C2, 3n− C2],
(1− εn) 3n
8i2
6
Leb{x ∈ C | ϕ−(T−1(x)) = i}
Leb(C) 6
3n
8i2
(1 + εn). (34)
This an be veried by diret alulation. In other words, we go from n to i asymptotially with
probability
3n
8i2
(note that
∑3n−C2
i=n/3+C2
3n
8i2
→ 1).
Applying the above proess several times, we may iterate the good urves by T−1 and obtain ner
and ner partitions of C. A sequene of integers n0, n1, . . . , nk is referred to as admissible if, for all
i < k, ni+1 ∈ [ni/3 + C2, 3ni − C2]. Given a good urve of return time n0, C, and an admissible
sequene n0, . . . , nk, let
Cn0,...,nk = {x ∈ C | ∀i 6 k, ϕ−(T−ix) = ni}.
This is a suburve of C mapped by T−k onto a good urve of return time nk.
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Lemma 4.9. There exists a onstant C > 0 suh that, for any pair of good urves of the same return
time n0, C and C′, and for any xed admissible sequene n0, . . . , nk, we have
C−1 6
Leb(Cn0,...,nk)
Leb(C′n0,...,nk)
6 C.
Proof. This follows from the uniform expansion and the bounded distortion properties of T−1 along
its u-urves.
In what follows, when we talk about iterating a good urve, we will always mean the above proess
of renement, along with throwing away some part at eah step. However, the number of iterations
may depend on the point of C we are onsidering. This is formulated in the following denition.
Denition 4.10. Let C be a good urve of return time n. Let furthermore A be a subset of C and
τ : C\A→ N. Then (A, τ) is a stopping time on C if
• There exists p ∈ N suh that 3p+1 < n0, with the following property: all the onneted ompo-
nents of C\A are of the form Cn0,...,nk , where n0 = n, the sequene n0, . . . , nk is admissible, and
nk ∈ [3p, 3p+1 − 1]. Furthermore, τ is uniformly equal to k on suh a omponent.
• We have Leb(A)/Leb(C) 6 1/2.
Here typially 3p ≪ n, thus we stop at the rst oasion when the return time dereases below a
ertain level.
Remark 4.11. If (A, τ) is a stopping time on C, then
1
2
6
Leb(C\A)
Leb(C) 6 1.
Thus in our estimates Leb(C\A) and Leb(C) may be replaed with eah other. We will often use this
without giving further details.
Let us dene, in partiular, the standard stopping time for a good urve C of return time n. Let p be
the integer for whih 3p 6 n1/4 < 3p+1. We partition C, iterate T−1 and throw away the negligible
parts aording to the proess desribed above. We go on iterating until either the return time of
the image belongs to the interval [3p, 3p+1 − 1], or the number of iterates exeeds K log n. Thus we
put into A, on the one hand, the points thrown away during this proess, and, on the other hand,
the intervals for whih the return time does not reah [3p, 3p+1 − 1] before K log n iterations. On all
other intervals we dene τ as the rst oasion when the return time belongs to [3p, 3p+1 − 1].
Proposition 4.12. The standard stopping time (A, τ) dened this way is indeed a stopping time if
n is large enough. Furthermore, Leb(A)/Leb(C) 6 n−1/5.
Proof. The only non-trivial ondition to be veried is Leb(A)/Leb(C) 6 n−1/5.
Let us rst estimate the measure of points thrown away during the renement proess. We will
denote this set by A0(⊂ A ⊂ C).
No matter whih phase of the iteration we onsider, the return time is > n1/4, thus, aording to (33),
the points thrown away oupy at most a Cn−1/4 proportion of the onsidered interval. Hene, by
bounded distortion, the proportion of A0 in C is at most Cn−1/4K log n 6 n−1/5 for n large enough.
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It remains to be shown that the overall measure of the intervals that do not reah [3p, 3p+1−1] before
K log n iterations is small. We have C = A0 ∪
⋃ Ci, where eah Ci is of the form Cn0,...,nk for some
admissible sequene n0, . . . , nk, with k 6 K log n, and nk < 3
p+1
whenever k < ⌊K log n⌋. Thus it
is enough to estimate the measure of Ci-s with τCi = k = ⌊K log n⌋. Let C′ be one of our standard
urves of return time n. We apply the same onstrution to C′, and get a similar deomposition
C′ = A′0 ∪
⋃ C′i. Furthermore, by Lemma 4.9, Leb CiLeb C′i 6 C.
Reall that the standard urves of return time n foliate the major part M ′n of the stripe Mn (where
µ(M ′n)/µ(Mn) = 1 + O(1/n)). For a xed i = (n0, . . . , nk) onsider Bi the subset of the stripe Mn
that orresponds to the union of suh C′i-s for all the standard urves of return time n. As the density
of µ on Mn is bounded away from 0, we get
Leb(Ci)
Leb(C) 6 C
µ(Bi)
µ(M ′n)
. Fix B as the union of all Bi-s with
τi = ⌊K log n⌋. When pulled bak to the Young tower, the preimages of the points of B are all at
height at least K logn. As π∗X(µ∆¯) = µ, we get µ(B) 6 Cρ
K logn = O(1/n4) by our hoie of K. As
µ(M ′n) ∼ C/n3, we may put all these estimates together to onlude that∑
τi=⌊K logn⌋ Leb(Ci)
Leb(C) = O(1/n).
This ompletes the proof of the proposition.
In the next proposition we onsider standard urves C and use the notation (AC, τC) for their standard
stopping times. We dene a subset of the phase spae, a suitable union of suburves of standard
urves, as Y =
⋃
C(C\AC). We also onsider the Birkho sum of h with respet to T−1 up to standard
stopping time, i.e., we x H(x) =
∑τC(x)−1
k=1 h(T
−kx) for x ∈ Y .
Proposition 4.13. We have ∫
∆¯
h¯(eitH¯ − 1) =
∫
Y
h(eitH − 1) +O(t).
This proposition plays a entral role as it allows us to investigate, instead of
∫
∆¯
h¯(eitH¯−1) (a quantity
that depends a priori on the hoie of the Young tower), an expression whih is muh easier to handle,
as it is ompletely expliitly given in terms of the phase spae geometry.
Proof. Let us show rst that∫
∆¯
h¯(eitH¯ − 1) =
∫
π−1X (Y )
h¯(eitH¯ − 1) +O(t). (35)
Consider A = X\Y . The set A onsists of two parts. It ontains, on the one hand, the points that
are not overed by standard urves and, on the other hand, those ontained in AC for some standard
urve C. These two sets will be referred to as A1 and A2, respetively.
We over the set A1 ∩ {ϕ− = n} by two further sets, the rst one ontaining points that slide
along a semi-irle (of return time n, this is of measure O(1/n4)), and seondly the part of Mn
not overed by standard urves, this later having measure O(1/n4) as well. Altogether we have
µ(A1 ∩ {ϕ− = n}) = O(1/n4).
Aording to Proposition 4.12, we have Leb(AC)/Leb(C) 6 n−1/5 whenever n, the return time for C, is
large enough. Integrating on the relevant standard urves we obtain µ(A2∩{ϕ− = n}) = O(1/n3+1/5).
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Altogether we have
µ(A ∩ {ϕ− = n}) = O(1/n3+1/5). (36)
For any 1/p+ 1/q = 1 we have∣∣∣∣∣
∫
π−1X (A)
h¯(eitH¯ − 1)
∣∣∣∣∣ 6
∫
1π−1X (A)
|h¯|t|H¯| 6 |t|
(∫
(1π−1X (A)
|h¯|)p
)1/p(∫
|H¯|q
)1/q
.
Reall from Lemma 3.19 that the funtion H¯ belongs to Lq for any q < 2, while (36) implies that∫
(1π−1X (A)
|h¯|)p, being equal to ∫
X
1A|h|p, is nite for p < 2+ 1/5. We an thus take p = 2+ 1/10 and
q = (1− 1/p)−1, to obtain (35).
Now, to omplete the proof, we need to show that∫
π−1X (Y )
h¯(eitH¯ − 1) =
∫
π−1X (Y )
h¯(eitH◦πX − 1) +O(t). (37)
Consider Ci, a onneted omponent of C\AC, where C is a standard urve of return time n. Then
the stopping time on Ci is an integer τi < K log n suh that Di = T−τi(Ci) is a good urve, with
return time in the interval [n1/4/3, 3n1/4].
Lemma 4.14. There exists a onstant C suh that, for any large enough integer n, given any good
urve D of return time ∈ [n1/4/3, 3n1/4], the points for whih the return time inreases above n1/2
within K log n iterations of T−1 oupy relative measure less than Cn−1/4 in D.
Proof. The map T−1 satises Chernov's axioms, by [Mar04℄. Consequently, we an use [Che99,
Theorem 3.1℄, with δ = Z[D,D, 0]−1/σ/n1/σ. This theorem is in fat stated for LUMs, but its proof
an be straightforwardly adapted to deal with manifolds lose to the unstable diretion.
We obtain a dereasing sequene W 10 ⊃ W 11 ⊃ · · · ⊃ W 1⌊K logn⌋ of subsets of D suh that, if we denote
by Sing the set of singularities of T−1,
∀c > 0, ∀0 6 p 6 K logn, Leb{x ∈ W 1p | dist(T−px, Sing) 6 cn−1} 6 Ccn−1 (38)
(by Equation (3.3) in [Che99℄), and
∀0 6 p 6 K logn, Leb(W 1p \W 1p+1) 6
C
n
Leb(D) (39)
(By (iv), (3.5) in [Che99℄ and our hoie of δ).
Note that the results of [Che99℄ imply that (38) holds for the distane measured in the p-metri.
However, we are in a region of X where cos θ is bounded away from 0, and the stable and unstable
ones are bounded away from the vertial diretion by Proposition 2.1. Hene, it is equivalent to
have (38) for the p-distane or for the usual distane.
If T−p(x) has a return time > n1/2, then T−px is at a distane at most Cn−1 of Sing. Hene, the
point x belongs to one of the sets whose measure is bounded in (38) and (39). This gives a measure
at most C log nn−1. Sine Leb(D) > Cn−1/2, this proves the lemma.
This lemma applies to Di. Let us write Ci = C1i ∪C2i , where C2i orresponds to points whih go to Di,
and then reah a return time > n1/2 in a time shorter than K log n. It satises Leb(C2i )/Leb(Ci) 6
Cn−1/4 by Lemma 4.14.
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Let Y1 =
⋃ C1i and Y2 = ⋃ C2i . Sine µ(Y2 ∩ {ϕ− = n}) = O(1/n3+1/4), the proof of (35) applies and
gives ∫
π−1X (Y2)
h¯(eitH¯ − 1) = O(t);
∫
π−1X (Y2)
h¯(eitH◦πX − 1) = O(t).
Remark 4.15. Note that H ◦ πX belongs to Lq for any q < 2 as it is smaller than a funtion to
whih Lemma 3.19 applies.
Hene, it is suient to prove (37) on π−1X (Y1). Let us write π
−1
X (Y1) = Z1 ∪ Z2 where
Z1 = {x ∈ π−1X (Y1) | ω(x) < K log(ϕ−(πXx))}
and Z2 = π
−1
X (Y1)\Z1. For n > 0,
µ∆¯{x ∈ Z2 | ϕ−(πXx) = n} 6 µ∆¯{x ∈ ∆¯, ω(x) > K log n} = O(1/n4).
Hene, we get one again
∫
Z2
h¯(eitH¯ − 1) = O(t) and ∫
Z2
h¯(eitH◦πX − 1) = O(t).
On Z1∩{ϕ−◦πX = n}, the funtions H¯ andH◦πX dier by at most ‖f0‖∞K log nn1/2 (orresponding
to at most K log n iterations with a return time < n1/2). Hene,∣∣∣∣∫
Z1
h¯(eitH¯ − 1)− h¯(eitH◦πX − 1)
∣∣∣∣
6 |t|
∫
Z1
|h¯||H¯ −H ◦ πX | 6 C|t|
∑
n
µ{ϕ− = n}n log nn1/2 6 C|t|
sine µ{ϕ− = n} = O(1/n3). This proves (37), and onludes the proof of Proposition 4.13.
4.3 An upper bound on H
The aim of this subsetion is to estimate the average of the funtion H on a good urve C of return
time n. We obtain the following upper bound:
Proposition 4.16. Let s ∈ [1, 2). Consider a good urve C of return time n0, and a stopping time
(A, τ) on C. Then ∫
C\A
∑τ(x)−1
k=0 |h(T−kx)|s
Leb(C\A) 6 C(s)n
s
0,
where the onstant C(s) depends only on s.
Let us x some notation rst. There is an integer p0 suh that the return time n0 for our good
urve C belongs to [3p0, 3p0+1 − 1]. By the denition of stopping times, there exists another integer
p1 < p0 suh that, for any x ∈ C\A, ϕ−(T−τ(x)(x)) ∈ [3p1, 3p1+1 − 1]. Now onsider an intermediate
p, p1 < p ≤ p0. In the ourse of the proof rst we investigate, in a series of lemmas, what happens
while the return time desends from [3p, 3p+1− 1] to [3p−1, 3p− 1]. Then we sum up for p1 < p ≤ p0.
In the rst part of the proof the value of p is xed and n ≈ 3p, while in the seond part p varies from
p1 to p0. The value of s ∈ [1, 2) is xed throughout the subsetion.
Aording to this plan, let us x p ∈ N large enough. Given x ∈ X , we dene τp(x) as the rst time
k > 1 for whih ϕ−(T−kx) < 3p, and Φp(x) =
∑τp(x)−1
k=0 |ϕ−(T−kx)|s. Sine |h| 6 Cϕ−, it is suient
to prove Proposition 4.16 for h = ϕ− to onlude.
Dene R ⊂ X as the union of all standard urves with return time from the interval [3p/2, 3p − 1].
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Lemma 4.17. There exists a onstant C suh that∫
R
Φp 6 Cµ(R)3
ps.
Proof. Let R1 = {x ∈ R | ϕ−(T−1x) < 3p} and R2 = {x ∈ R | ϕ−(T−1x) > 3p}. On R1 we have
Φp(x) = |ϕ−(x)|s, thus ∫
R1
Φp 6 Cµ(R1)3
ps.
Let us dene ϕ′(x) = ϕ−(x) for x with ϕ−(x) > 3p−1 and ϕ′(x) = 0 otherwise. Note that Φp(x) =∑τp(x)−1
k=0 |ϕ′(T−kx)|s for x ∈ R2.
Consider Z ⊂ X , Z := {3p−1 − C1 6 ϕ− < 3p}, and dene τZ : Z → N as the rst return time to Z.
By Ka's formula,
∫
Z
τZ (x)−1∑
k=0
|ϕ′(T−kx)|s =
∫
X
|ϕ′|s 6 C
∑
k>3p−1
µ(ϕ− = k)|k|s 6 C
∑
k>3p−1
1
k3
ks 6 C
3ps
32p
.
Now R2 ⊂ Z and for x ∈ R2 we have τZ(x) = τp(x). Thus
∫
R2
Φp =
∫
R2
τZ(x)−1∑
k=0
|ϕ′(T−kx)|s 6
∫
Z
τZ (x)−1∑
k=0
|ϕ′(T−kx)|s.
By Remark 4.8,
1
32p
= O(µ(R2)). This ompletes the proof.
If C is a good urve of return time n ∈ [3p, 3p+2 − 1], τp denes a stopping time on C, with the
orresponding thrown-away set that we denote by Ap. To see that it is indeed a stopping time we
only need to show that Leb(Ap) 6 Leb(C)/2. Now onsider the standard stopping time τC with its
thrown away set AC . Then Ap ⊂ AC while Leb(AC) 6 n−1/5 Leb(C) by Proposition 4.12, whih gives
the laim.
The rst step in the proof of Proposition 4.16 is the estimate∫
C\Ap Φp
Leb(C\Ap) 6 C3
ps. (40)
for a good urve C with return time n ∈ [3p, 3p+1− 1]. To show this, we will relate the average of Φp
on C to its average on R.
Consider B =
⋃
(C\Ap), where the union is taken over all standard urves of return time from the
interval [3p, 3p+2 − 1].
Lemma 4.18. There is a onstant C suh that, for any good urve C of return time n ∈ [3p, 3p+1−1],∫
C\Ap Φp
Leb(C\Ap) 6 C
∫
B
Φp
µ(B)
+ C3ps. (41)
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Proof. Let U = {x ∈ C | ϕ−(T−1x) > 3p}. On C, we have Φp(x) = |ϕ−(x)|s + 1U(x)Φp(T−1x). To
prove (41), it is enough to show∫
U∩(C\Ap)
Φp ◦ T−1 6 C
∫
B
Φp
µ(B)
Leb(C\Ap).
By bounded distortion, this an be further redued to∫
T−1(C\Ap)∩{ϕ−>3p}Φp
Leb(T−1(C\Ap) ∩ {ϕ− > 3p}) 6 C
∫
B
Φp
µ(B)
. (42)
Let q be the maximal possible return time the points of T−1(C\Ap) have. It satises 3p+2 > q >
3p+1 − C2. By Lemma 4.9∫
T−1(C\Ap)∩{ϕ−>3p}Φp
Leb(T−1(C\Ap) ∩ {ϕ− > 3p}) 6 C
∫
B∩{3p6ϕ−6q}Φp
µ(B ∩ {3p 6 ϕ− 6 q}) .
As q > 3p+1 − C2, by Remark 4.8 µ(B) 6 Cµ(B ∩ {3p 6 ϕ− 6 q}). This implies (42) and ompletes
the proof.
Now B is not exatly R, we need to widen up the estimate of Lemma 4.17 from R to B to obtain
(40).
Let B1 = B∩{3p 6 ϕ− < 3p+1/2}, B2 = B∩{3p+1/2 6 ϕ− < 3p+1}, B3 = B∩{3p+1 6 ϕ− < 3p+2/2}
and B4 = B ∩ {3p+2/2 6 ϕ− < 3p+2}.
Lemma 4.19. There exists a onstant C suh that, for any good urve C of return time n ∈
[3p, 3p+1/2), ∫
B1
Φp
µ(B1)
6 C
∫
C\Ap Φp
Leb(C\Ap) .
Proof. The urve T−1(C) rosses all stripes of return time between 3p and 3p+1/2. This allows us to
apply the argument of Lemma 4.18 with reversed inequalities.
Lemma 4.20. There exists a onstant C suh that∫
B1
Φp
µ(B1)
6 C3ps.
Proof. Let C be a standard urve of return time n ∈ [3p/2, 3p − 1]. For i ∈ [3p, 3p+1/2), put Ci =
{x ∈ C, ϕ−(T−1x) = i} and let Di be its image by T−1. This is a good urve of return time i and,
by bounded distortion, ∫
Di Φp
Leb(Di) 6 C
∫
Ci Φp
Leb(Ci) .
Furthermore, applying Lemma 4.19 to Di,we get
Leb(Ci)
∫
B1
Φp
µ(B1)
6 C
∫
Ci
Φp.
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As by Remark 4.8 the good urves Ci oupy a xed proportion of C, we may sum up
Leb(C)
∫
B1
Φp
µ(B1)
6 C
∫
C
Φp.
Integrating over all standard urves of return time ∈ [3p/2, 3p − 1], we obtain
µ(R)
∫
B1
Φp
µ(B1)
6 C
∫
R
Φp.
We may onlude by Lemma 4.17.
Lemma 4.21. There is a onstant C suh that for any l = 2, 3, 4,∫
Bl
Φp
µ(Bl)
6 C3ps.
Proof. As the three ases are essentially idential we give the argument only for one of them, for
l = 3, say. The proof is analogous to that of the previous lemma, we only need to apply a bit more
iterations. Let C be a standard urve with return time from [3p/2, 3p− 1]. Given i ∈ [3p, 3p+1/2), let
Ci be the set of points in C the images of whih have return time i. For j ∈ [3p+1/2, 3p+1), let Cij be
the set of points in Ci the T−2-images of whih have return time j. Finally, for k ∈ [3p+1, 3p+2/2), we
dene Cijk analogously.
By Remark 4.8, at eah step we keep a xed proportion of the previous set. Thus, there exists a
onstant C suh that
Leb(C) 6 C
∑
i,j,k
Leb(Cijk).
Following the lines of the proof of Lemma 4.19 we may show that given any good urve D of return
time from the interval [3p+1, 3p+2/2), we have
∫
B3
Φp
µ(B3)
6 C
∫
D
Φp
Leb(D) . This applies, in partiular, to
D = T−3(Cijk) and gives ∫
B3
Φp
µ(B3)
6 C
∫
T−3Cijk Φp
Leb(T−3Cijk) 6 C
∫
Cijk Φp
Leb(Cijk) ,
by bounded distortion. We may apply Lemma 4.17, just as we did in the proof of Lemma 4.20, to
get the desired onlusion.
Lemmas 4.20, 4.21 and 4.18 altogether imply the bound (40) for any good urve of return time n ∈
[3p, 3p+1− 1]. We apply this bound in the seond (muh easier) step of the proof of Proposition 4.16.
Proof of Proposition 4.16. Reall the notations from the beginning of the subsetion: C is a good
urve of return time n0 ∈ [3p0, 3p0+1 − 1], for some large p0, and the stopping time τ is related to
another integer p1 (p0 > p1): ϕ−(T−τ(x)(x)) ∈ [3p1, 3p1+1 − 1] for all x ∈ C\A.
To simplify notation in this proof we dene τp0+1(x) = 0 for x ∈ C\A. For x ∈ C\A we have
τ(x)−1∑
k=0
|ϕ−(T−kx)|s =
p0∑
p=p1+1
Φp(T
−τp+1(x)x).
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Let p1 + 1 6 p 6 p0 and x ∈ C\A. Then there is a suburve Ci ⊂ C that ontains x and for whih
T−τp+1(x)(Ci), to be denoted by Di, is a good urve of return time from [3p, 3p+1 − 1]. By bounded
distortion ∫
Ci\A Φp(T
−τp+1y)
Leb(Ci) 6 C
∫
T−τp+1(Ci\A) Φp
Leb(Di) 6 C
∫
Di\Ap Φp
Leb(Di) .
Now aording to (40) this nal quantity is bounded from above by C3ps. Summing up for all
intervals Ci we obtain ∫
C\A
Φp(T
−τp+1(y)y) 6 C3ps Leb(C).
Summation on p from p1 + 1 to p0 implies the statement.
Corollary 4.22. We have∫
Y
h(eitH − 1) = it
∫
Y
h1ϕ−61/|t|H + o(t log(1/|t|)).
Proof. We have ∣∣∣∣∫
Y
h1ϕ−61/|t|(e
itH − 1− itH)
∣∣∣∣ 6 C ∫
Y
|h|1ϕ−61/|t||t|3/2|H|3/2.
We may estimate |H(x)|3/2 as
|H(x)|3/2 6
τ(x)−1∑
1
|h(T−kx)|
3/2 6 τ(x)1/2 τ(x)−1∑
0
|h(T−kx)|3/2.
Now put Φ(x) =
∑τ(x)−1
0 |h(T−kx)|3/2. Then for x ∈ Y of return time n we get |H(x)|3/2 6
(K log n)1/2Φ(x), as the standard stopping time satises τ(x) 6 K logn.
By Proposition 4.16 the average of the funtion Φ on Y ∩ {ϕ− = n} is less than cn3/2. Putting these
estimates together
∫
Y
|h|1ϕ−61/|t||t|3/2|H|3/2 6 C|t|3/2
1/|t|∑
n=1
µ(ϕ− = n)
√
log nnn3/2
6 C|t|3/2
√
log(1/|t|)|t|−1/2 = o(|t| log(1/|t|)),
while ∣∣∣∣∫
Y
h1ϕ−>1/|t|(e
itH − 1)
∣∣∣∣ 6 C ∫ ϕ−1ϕ−>1/|t| 6 C ∑
n>1/|t|
µ(ϕ− = n)n = O(t)
as µ(ϕ− = n) = O(1/n3).
4.4 Exat asymptotis for H
Reall the value of I from (1), and the fat that on Y ∩ {ϕ− = n} the funtion h is equivalent to nI.
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Lemma 4.23. Let y = 1
1− 3
4
log 3
. For any ε > 0 there exists N0 ∈ N suh that, for all n > N0, for all
good urve C with return time n, ∣∣∣∣∣
∫
C\AC H
Leb(C\AC) − n(y − 1)I
∣∣∣∣∣ 6 εn.
Proof. Reall the asymptoti expressions for the transition probabilities from Remark 4.8. These
allow us to regard the map T−1 as a Markov hain. Then the statement of the lemma an be guessed
by the expetation value with respet to the invariant distribution of this hain.
The rigorous proof is indutive. Note that rst we x ε > 0, that will orrespond to the required
preision in the asymptotis, and then we may hoose n arbitrarily large. Let L ∈ N be an integer
for whih (9/10)L 6 ε. This integer L is the number of indutive steps needed to obtain ε-preision.
More preisely, if n0, . . . , nL is an admissible sequene (here n0 = n), then nL is typially muh smaller
than n0. The Birkho sum of h for the times between nL and the stopping time an be estimated
by the upper bound oming from Lemma 4.16, whih roughly means that we only need to take are
of the sum for the rst L steps. This estimate will be the starting point of our indution. Then we
plae our standard urve high enough (i.e., hoose n large enough) to ensure that the transition
probabilities of Remark 4.8 are aurate with very good preision. These transition probabilities are
responsible for the appearane of y as we derease the length of the admissible sequene n0, . . . , ni
from i = L to i = 0 in the indution.
Let C be a standard urve of return time n with the standard stopping time (AC, τC) on it. If n0, . . . , ni
is admissible with n0 = n and i 6 L, the set Cn0,...,ni is not empty, and we may onsider C′n0,...,ni =Cn0,...,ni ∩ (C\AC). For D = T−i(Cn0,...,ni), dene A = D\T−i(C′n0,...,ni) and τ(T−ix) = τC(x)− i. Then,
for large enough n, (A, τ) is a stopping time on D. To see this we note that Leb(A) 6 Leb(D)/2 as
the number of iterations is bounded from above by L while Leb(AC)/Leb(C)→ 0 as n→ +∞.
By inreasing n if neessary, we may assume that for any p > n/3L, and for any x with ϕ−(x) = p
we have |h(x)− pI| 6 p/(L3L).
Thus for x ∈ C′n0,...,nL we have
|H(x)− (n1 + · · ·+ nL−1)I| 6
L−1∑
k=1
|h(T−kx)− nkI|+
τC(x)−1∑
k=L
|h(T−k(x)| (43)
where the rst term satises
L−1∑
k=1
|h(T−kx)− nkI| 6
L−1∑
k=1
nk/(L3
L) 6 nL,
as nk 6 3
LnL. On the other hand if we integrate the seond term in (43), we may use the upper
bound of Lemma 4.16. We get, for some onstant C3:∣∣∣∣∣
∫
C′n0,...,nL
H − (n1 + · · ·+ nL−1)I
Leb(C′n0,...,nL)
∣∣∣∣∣ 6 C3nL. (44)
Choose n large enough to ensure that (i) all the εp from Remark 4.8 are less than ε whenever
p > n/3L, and that (ii) the distortion of any T−i |Cn0,...,ni , i ≤ L is bounded from above by ε.
35
As y 3
4
log 3− y + 1 = 0 we have, for n large enough,∣∣∣∣∣∣y
3p−C2∑
p/3+C2
3
8k
− y + 1
∣∣∣∣∣∣ < ε (45)
whenever p > n/3L.
To simplify notation we introdue α = 9
10
and another positive number, β > 2 log 3 whih is, however,
not too big so that
3
8
β < α. By further inreasing n, if neessary, we may also assume that
∑3p
p/3
1
k
6 β
whenever p > n/3L.
Now, by indution on dereasing i we show the following bound:∣∣∣∣∣
∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni Leb(C′n0,...,ni)
− yI
∣∣∣∣∣ 6 αL−i(C3 + y|I|) + C4
L−1∑
k=i
εαk−i, (46)
where C4 is some onstant. Note that for i = 0, when the sum n1 + · · ·+ ni−1 is to be interpreted as
−n0, this bound implies the statement of Lemma 4.23. On the other hand, the ase i = L is already
established in (44). So let us assume (46) holds for i, and show it for i− 1. We have∫
C′n0,...,ni−1
H − (n1 + · · ·+ ni−2)I
ni−1 Leb(C′n0,...,ni−1)
− yI
=
∫
C′n0,...,ni−1
H − (n1 + · · ·+ ni−1)I
ni−1 Leb(C′n0,...,ni−1)
− yI + I
=
3ni−1−C2∑
ni=ni−1/3+C2
∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni−1 Leb(C′n0,...,ni−1)
− yI + I
=
3ni−1−C2∑
ni=ni−1/3+C2
(∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni Leb(C′n0,...,ni)
ni Leb(C′n0,...,ni)
ni−1 Leb(C′n0,...,ni−1)
− 3
8ni
yI
)
+
y 3ni−1−C2∑
ni=ni−1/3+C2
3
8ni
− y + 1
 I.
The hoie of a large enough n ensures that even ni is large enough so that (45) applies:∣∣∣∣∣∣y
3ni−1−C2∑
ni=ni−1/3+C2
3
8ni
− y + 1
∣∣∣∣∣∣ 6 ε.
Now we will use the transition probabilities (34) on the urve T−(i−1)(Cn0,...,ni−1). We will also use
that the distortions of T−(i−1), when restrited to this urve, are bounded from above by ε. Note
furthermore that C′n0,...,ni−1 oupies at least (1 − ε)-proportion of Cn0,...,ni−1 if n is large enough (we
may apply Proposition 4.12). The same holds for C′n0,...,ni in Cn0,...,ni. These observations allow us to
obtain (note ni−1/ni ≤ 3):∣∣∣∣∣ Leb(Cn0,...,ni)Leb(Cn0,...,ni−1) − Leb(C
′
n0,...,ni
)
Leb(C′n0,...,ni−1)
∣∣∣∣∣ 6 2ε Leb(Cn0,...,ni)Leb(Cn0,...,ni−1) 6 Cεni .
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One more referene to Remark 4.8 and to the fat that the distortions an be made smaller than ε
if n is large enough implies ∣∣∣∣∣ ni Leb(C′n0,...,ni)ni−1 Leb(C′n0,...,ni−1) − 38ni
∣∣∣∣∣ 6 C5εni .
By the triangular inequality,∣∣∣∣∣
∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni Leb(C′n0,...,ni)
ni Leb(C′n0,...,ni)
ni−1 Leb(C′n0,...,ni−1)
− 3
8ni
yI
∣∣∣∣∣
6
∣∣∣∣∣
∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni Leb(C′n0,...,ni)
− yI
∣∣∣∣∣ 38ni
+
∣∣∣∣∣
∫
C′n0,...,ni
H − (n1 + · · ·+ ni−1)I
ni Leb(C′n0,...,ni)
∣∣∣∣∣
∣∣∣∣∣ ni Leb(C′n0,...,ni)ni−1 Leb(C′n0,...,ni−1) − 38ni
∣∣∣∣∣ .
Let Bi be the bound at step i of the indution. Then the rst term is bounded from above by
3Bi
8ni
,
and the seond term is bounded from above by
(Bi+y|I|)C5ε
ni
.
Reall the denitions of α and β, we have
∑3p
p/3
1
k
6 β and, if ε is small enough, (3
8
+ C5ε)β < α.
Putting our estimates together we get
Bi−1 = ε|I|+
3ni−C2∑
ni−1/3+C2
[
3Bi
8ni
+
(Bi + y|I|)C5ε
ni
]
6 ε|I|+
(
3Bi
8
+ (Bi + y|I|)C5ε
)
β
6 (|I|+ C5y|I|β)ε+ αBi,
Now if (46) holds for i with C4 = |I|+ C5y|I|β, it holds for i− 1 with the same onstants.
Taking i = 0 we get
1
n
∣∣∣∣∣
∫
C\AC H
Leb(C\AC) − n(y − 1)I
∣∣∣∣∣ 6 CαL + Cε 6 Cε
by the hoie of L. Note that the onstant C depends only on I, thus it an be swallowed by ε.
This ompletes the proof of the lemma.
Proposition 4.24. We have∫
Y
h1ϕ−61/|t|H =
(
I2(y − 1)ℓ2
π
+ o(1)
)
log(1/|t|).
Proof. First let us show that ∫
Y
(h− ϕ−I)1ϕ−61/|t|H = o(log(1/|t|)). (47)
Fix ε > 0. If N is large enough we have |h− ϕ−I| 6 εϕ− for ϕ− > N . Thus we get (note that H is
integrable, f. Remark 4.15)∣∣∣∣∫
Y
(h− ϕ−I)1ϕ−61/|t|H
∣∣∣∣ 6 O(1) + ∑
N6n61/|t|
εn
∫
Y ∩{ϕ−=n}
|H|.
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We may apply Proposition 4.16 with s = 1 to show
∫
Y ∩{ϕ−=n} |H| 6 Cnµ(ϕ− = n) = O(1/n2). Thus
we get ∣∣∣∣∫
Y
(h− ϕ−I)1ϕ−61/|t|H
∣∣∣∣ 6 O(1) + Cε log(1/|t|) 6 C ′ε log(1/|t|).
As the above inequality is true for any xed ε > 0, we get (47).
Now we estimate ∫
Y
ϕ−I1ϕ−61/|t|H =
1/|t|∑
n=1
nI
∫
Y ∩{ϕ−=n}
H.
By Lemma 4.23 we have
∫
Y ∩{ϕ−=n}H ∼ (y − 1)Inµ(ϕ− = n) ∼ (y − 1)In ℓ
2
πn3
. Atually, the measure
of the set {ϕ− = n} an be estimated by diret geometri arguments. Up to negligible terms, it is
equivalent to
ℓ2
4πn3
in all relevant zones of X whih are orners of parallelograms. As there are 4
suh relevant zones we obtain the above formula.
Finally we get ∫
Y
ϕ−I1ϕ−61/|t|H ∼
1/|t|∑
n=1
nI2(y − 1)n ℓ
2
πn3
∼ I
2(y − 1)ℓ2
π
log(1/|t|),
whih ompletes the proof.
Proposition 4.1 follows from the ombination of Proposition 4.24, Corollary 4.22, Proposition 4.13
and Lemmas 4.3, 4.2.
5 Proof of the main theorems
In this setion, we prove Theorems 1.1 and 1.3. The main tool will be an abstrat theorem showing
that, if an indued map satises a limit theorem, then the original map satises the same limit
theorem. Suh a result has been proved in the ase of ows by [MT04℄, and extended to the disrete
time ase (and to non-polynomial normalizations) in [Gou03℄. For the onveniene of the reader, we
state here the result we will use.
If Y is a subset of a probability spae (X,m), T : X → X , and TY is the indued map on Y , we
will write SYn g =
∑n−1
k=0 g ◦ T kY : this is the Birkho sum of g, for the transformation TY . We will also
write EY (g) =
∫
Y
g
m[Y ]
. Finally, for t ∈ R, ⌊t⌋ denotes the integer part of t.
Theorem 5.1. Let T : X → X be an ergodi endomorphism of a probability spae (X,m), and
f : X → R an integrable funtion with vanishing integral. Let Y ⊂ X have positive measure. For
y ∈ Y , write ϕ(y) = inf{n > 0 | T n(y) ∈ Y } and fY (y) =
∑ϕ(y)−1
k=0 f(T
ky).
We assume the following properties:
1. There exists a sequene Bn → +∞, with infr>n BrBn > 0, suh that fY satises a limit theorem
for the normalization Bn: there exists a random variable Z suh that, for every t ∈ R,
EY
(
eit
SY
⌊nm(Y )⌋
fY
Bn
)
→ E (eitZ) . (48)
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2. There exists b > 0 suh that, in the natural extension of TY ,
1
Nb
∑N−1
0 fY (T
k
Y y) tends almost
everywhere to 0 when N → ±∞.
3. There exists B′n = O(B
1/b
n ) suh that
SYn ϕ−nEY (ϕ)
B′n
onverges in distribution.
Then the funtion f satises also a limit theorem:
E
(
eit
Snf
Bn
)
→ E(eitZ),
i.e.,
Snf
Bn
tends in distribution to Z.
The rst assumption is apparently dierent from the rst assumption in [Gou03, Theorem A.1℄.
However, they are equivalent by [Eag76℄ (see also [MT04℄).
Remark 5.2. An analogous theorem holds in the ase of ows, when Y is a Poinaré setion of the
ow and ϕ is the return time to this Poinaré setion, with the same proof. Sine a Poinaré setion
has usually zero measure, it has to be formulated slightly dierently: EY will be the expetation
with respet to the probability measure indued by m on Y , and in (48) m(Y ) should be replaed
with 1/EY (ϕ). Finally, the sums (in the denition of fY , and in the denition of the Birkho sums
of f) should be replaed with integrals, and orrespondingly, the normalizing sequenes Bn(B
′
n) with
appropriate funtions B(T ) (B′(T )), B : R+ → R+.
5.1 Proof of Theorem 1.1 for funtions satisfying (P1)
Let f0 : X0 → R be Hölder ontinuous and satisfy (P1). In partiular, I 6= 0. Dene as in Setion 2
funtions f, f¯ , g¯ and g. Sine f satises (5) and g¯ − f¯ is bounded, we obtain µ∆(|g| > x) ∼ x−2l(x),
where
l(x) =
I2ℓ2
2π
.
By Paragraph 3.1, the funtion g is in the nonstandard domain of attration of the normal law. More
preisely, set
L(x) =
I2ℓ2
π
log(x) ∼ 2
∫ x
1
l(u)
u
.
The funtions l and L are the tail funtions of g, as dened in Paragraph 3.1.
Proposition 4.1 gives ∫
g(eitG − 1) = (y − 1)itL(1/|t|) + o(tL(1/|t|)),
where y = 1
1− 3
4
log 3
. Moreover, the funtion g is loally Hölder on ∆, by (9). Hene, all the assump-
tions of Theorem 3.4 are satised, for a = y − 1 > 0. Let
Bn =
√
n log n
(2y − 1)I2ℓ2
2π
,
it satises
n
B2n
(2a + 1)L(Bn) → 1. Hene, by Theorem 3.4, we obtain that
∑n−1
k=0 g◦Uk
Bn
→ N (0, 1) in
distribution with respet to µ∆. This is equivalent to the same onvergene for g¯, with respet to µ∆¯,
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sine g¯ = g ◦ π∆ and µ∆ = (π∆)∗(µ∆¯). Sine f¯ is ohomologous to g¯, we get the same onvergene
for f¯ . Finally, sine f¯ = f ◦ πX and µ = (πX)∗(µ∆¯), we get that∑n−1
k=0 f ◦ T k
Bn
→ N (0, 1)
on X , with respet to µ.
The same argument applies to ϕ+−
∫
ϕ+, and we get that
∑n−1
k=0 ϕ+◦T k−n
∫
ϕ+
Bn
onverges in distribution.
Hene, Theorem 5.1 applies, with b = 1.
Set B′n = B⌊nµ0(X)⌋. Sine µ0(X) =
π
2(π+ℓ)
by (3), we get
B′n ∼
√
n log n
(2y − 1)I2ℓ2
4(π + ℓ)
.
Theorem 5.1 yields ∑n−1
k=0 f0 ◦ T k0
B′n
→ N (0, 1).
This onludes the proof of Theorem 1.1.
5.2 Proof of Theorem 1.3
Let f0 : X0 → R be Hölder ontinuous with
∫
f0 = 0 and I = 0. In this ase, we an not use the
ohomology trik any more, sine the proofs of Lemmas 2.4 and 2.5 relied heavily on the property
(P1). The argument will be to indue on the basis of the tower ∆¯, prove a entral limit theorem here
(using Gordin's martingale argument), and then get bak to the original spae by using Theorem 5.1
twie. The main dierene in the induing proess with the previous paragraph is that we an no
more apply Theorem 5.1 with b = 1. Hene, we will need to prove that 1|n|b
∑n−1
k=0 f ◦ T k onverges
almost everywhere to 0, for some b < 1. Many arguments of this paragraph are strongly inspired by
[You98℄, with additional tehnial ompliations due to the fat that our funtions are not bounded.
Let ∆¯0 be the basis of the tower ∆¯, and let U¯0 be the indued map on ∆¯0 (with a return time ϕ).
Dene a new funtion f¯0 on ∆¯0, by f¯0(x) =
∑ϕ(x)−1
k=0 f¯(U¯
kx).
Lemma 5.3. There exists σ20 > 0 suh that∑n−1
k=0 f¯0 ◦ U¯k0√
n
→ N (0, σ20).
Proof. Sine I = 0, it is not hard to hek that there exists α1 < 1 suh that |f | 6 nα1 on the set
of points bouning n times along the segments of the stadium. This implies that there exists ε1 > 0
suh that f ∈ L2+ε1(X). Hene, f¯ ∈ L2+ε1(∆¯). Sine the return time ϕ belongs to Lp for all p <∞,
we get f¯0 ∈ L2+ε2(∆¯0) for some ε2 > 0.
Let ∆0 be obtained by identifying the points on the same stable leaf. It is the basis of the expanding
Young tower ∆. Let π0 : ∆¯0 → ∆0 be the anonial projetion, and U0 the dynamis indued by U¯0
on ∆0. Let B0 be the σ-algebra on ∆¯0 obtained by pulling by π0 the σ-algebra on ∆0. A measurable
subset B of ∆¯0 is B0-measurable if, for almost all x ∈ B, the stable leaf through x is ontained in B.
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We will prove ∑
n>0
∥∥E(f¯0 | U¯n0 B0)− f¯0∥∥L2 <∞ (49)
and ∑
n>0
∥∥E(f¯0 | U¯−n0 B0)∥∥L2 <∞. (50)
By Gordin's Theorem [Gor69℄, this will imply the onlusion of the lemma.
The basis ∆¯0 orresponds to a retangle R for the dynamis T , whih is naturally partitioned as
R =
⋃
Ri, where Ri is an s-subretangle of R. Let ∆¯0,i be the orresponding subset of ∆¯0, so that
{∆¯0,i} gives a partition of ∆¯0. Dene a funtion A : ∆¯0 → R by A(x) =
∑ϕ(x)−1
k=0 ϕ+(πX U¯
kx). It
is onstant on eah set ∆¯0,i, and orresponds to the number of times the original map T0 is to be
applied to Ri so that this s-subretangle makes a full (Markov) return to the base R. Sine ϕ belongs
to every Lp(∆¯0) for p > 1 and ϕ+ ∈ Lp(X) for 1 6 p < 2, the funtion A belongs to Lp(∆¯0) for
1 6 p < 2. If x, y are on the same unstable leaf in a retangle ∆¯0,i, we have
|f¯0(x)− f¯0(y)| 6 CA(x)τ s(x,y) (51)
for some onstant C > 0 and some onstant τ < 1. Here, s(x, y) is the separation time of x and y.
Moreover, if x, y are on the same stable leaf in a retangle ∆¯0,i,
|f¯0(x)− f¯0(y)| 6 CA(x)d(πXx, πXy)α. (52)
for some α > 0.
Sine the stable leaves are ontrated at eah iteration by at least λ < 1, the atoms of the σ-algebra
U¯n0 B0 have a diameter at most Cλn. By (52), we get∣∣f¯0(x)−E(f¯0 | U¯n0 B0)(x)∣∣ 6 CA(x)λαn. (53)
Unfortunately, A does not belong to L2, so a further argument is required to get (49). Let p > 0 be
suh that
1
p
+ 1
2+ε2
= 1
2
. By (53),
1A6n2p
∣∣f¯0(x)−E(f¯0 | U¯n0 B0)(x)∣∣ 6 Cn2pλαn.
Hene, this series is summable in L2. Moreover,
∥∥1A>n2p f¯0∥∥L2 6 ‖1A>n2p‖Lp ∥∥f¯0∥∥L2+ε2 6
(∫
A
)1/p
n2
∥∥f¯0∥∥L2+ε2 .
The funtion E(f¯0 | U¯n0 B0) is bounded in L2+ε2 by
∥∥f¯0∥∥L2+ε2 . Hene, we obtain∥∥1A>n2p ∣∣f¯0 −E(f¯0 | U¯n0 B0)∣∣∥∥L2 = O(1/n2),
whih is summable. This proves (49).
Let h¯ = E(f¯0 | B0). This funtion is onstant along the stable leaves, and has zero integral (sine f¯0
also has zero integral). Hene, it indues a funtion h on the quotient ∆0. Sine f¯0 ∈ L2, it satises
h ∈ L2(∆0). The following lemma is an easy onsequene of the Hölder properties of the invariant
measure and (51), see [You98, Sublemma page 612℄ for details.
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Lemma 5.4. There exists onstants C > 0 and τ < 1 suh that, for all x, y in the same unstable
leaf of a set ∆¯0,i,
|h¯(x)− h¯(y)| 6 CA(x)τ s(x.y).
The funtion A is integrable. Hene, by [Gou04, Lemma 3.4℄, this implies that the funtion Û0h is
Hölder ontinuous on ∆0. By [Gou04, Corollary 3.3℄, we get:
Ûn0 h tends exponentially fast to 0 in the spae of Hölder ontinuous funtions on ∆0. (54)
A omputation gives∥∥E(f¯0 | U¯−n0 B0)∥∥2L2 = ∫ h · (Ûn0 h) ◦ Un0 6 ‖h‖L2 ∥∥(Ûn0 h) ◦ Un0 ∥∥L2 = ‖h‖L2 ∥∥Ûn0 h∥∥L2 .
Hene, this term is exponentially small. This proves (50) and onludes the proof of Lemma 5.3.
The return time ϕ also satises a entral limit theorem, by the same argument. Hene, by Theo-
rem 5.1 (applied with b = 1), there exists σ21 > 0 suh that∑n−1
k=0 f¯ ◦ U¯k√
n
→ N (0, σ21).
Going from ∆¯ to X , it implies that ∑n−1
k=0 f ◦ T k√
n
→ N (0, σ21).
Moreover, the return time ϕ+ : X → N satises a limit theorem with normalization
√
n log n. Sine√
n = o(
√
n log n), we an unfortunately not apply Theorem 5.1 with b = 1. However, if we an
prove the following lemma, then this theorem applies with b < 1, and this onludes the proof of
Theorem 1.3.
Lemma 5.5. For all b > 1/2,
1
|n|b
n−1∑
k=0
f ◦ T k → 0 (55)
almost everywhere in X when n→ ±∞.
Proof. We rst estimate the deay of orrelations of f¯0 for U¯0. We will use the notations of the proof
of Lemma 5.3. We have∫
f¯0 · f¯0 ◦ U¯2n0 =
∫
f¯0 · E(f¯0 ◦ U¯n0 | B0) ◦ U¯n0 +
∫
f¯0 ·
(
f¯0 ◦ U¯2n0 −E(f¯0 ◦ U¯n0 | B0) ◦ U¯n0
)
. (56)
The ontration properties of U¯0 along stable manifolds and (52) give |f¯0◦U¯n0 (x)−E(f¯0◦U¯n0 | B0)(x)| 6
CA(U¯n0 x)λ
αn
. Hene, the seond integral in (56) is at most∫
|f¯0| · A ◦ U¯2n0 λαn 6
∥∥f¯0∥∥L2+ε2 ‖A‖Lp λαn,
where p < 2 is hosen so that 1
2+ε2
+ 1
p
= 1. Hene, this term deays exponentially fast.
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In the rst integral of (56), the funtion E(f¯0 ◦ U¯n0 | B0) ◦ U¯n0 is B0-measurable (i.e., onstant along
stable leaves). Hene, this integral is equal to∫
h¯ · E(f¯0 ◦ U¯n0 | B0) ◦ U¯n0 . (57)
Let h¯n = E(f¯0 ◦ U¯n0 | B0), it is B0-measurable and denes a funtion hn on the quotient ∆0. The
integral (57) is then equal to ∫
∆0
h · hn ◦ Un0 =
∫
Ûn0 h · hn. (58)
The L2-norm of hn is bounded independently of n. By (54), (58) is exponentially small. This proves
that
∫
f¯0 · f¯0 ◦ U¯2n0 deays exponentially. In the same way,
∫
f¯0 · f¯0 ◦ U¯2n+10 deays exponentially.
Sine the orrelations of f¯0 deay exponentially fast and f¯0 ∈ L2, [Ka96, Theorem 16℄ implies that
1
nb
∑n−1
k=0 f¯0 ◦ U¯k0 tends to zero almost everywhere when n→ +∞, for all b > 1/2.
Now to see that
1
nb
∑n−1
k=0 f¯ ◦ U¯k tends to zero almost everywhere in ∆¯ when n→ +∞, for all b > 1/2,
we use [MT04, Lemma 2.1 (a)℄ whih gives this onvergene on ∆¯0. However, by the ergodiity of
U¯ , the set on whih this onvergene holds must have either full or zero measure. As ∆¯0 has positive
measure, we get this onvergene almost everywhere on ∆¯. Finally, this implies the same for f in X .
We have proved (55) for any b > 1/2 when n→ +∞.
To deal with n → −∞, we go to the natural extension. It is suient to prove the result for f¯0 in
∆¯0, sine the previous reasoning still applies (using the fat that the natural extension is funtorial,
i.e., the natural extension ommutes with indution and projetions). In the natural extension ∆¯′0 of
∆¯0, we have
∫
f¯ ′0 · f¯ ′0 ◦ U¯ ′0−n =
∫
f¯0 ◦ U¯n0 · f¯0, whih is exponentially small. Hene, [Ka96, Theorem
16℄ still applies and gives the desired result.
Remark 5.6. As µ0(X) > 0, we may apply [MT04, Lemma 2.1 (a)℄ just as we did in the proof above
to see that Lemma 5.5 implies
1
|n|b
n−1∑
k=0
f0 ◦ T k0 → 0
almost everywhere when n→ ±∞, for any b > 1/2.
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A Proof of Lemma 3.6
Let U0 be the map indued by U on the basis ∆0 of the tower. Denote by ϕ the rst return time on
the basis, so that U0(x) = U
ϕ(x)(x). Note that ϕ(x) an also be dened for x ∈ ∆ \∆0 as the rst
hitting time of the basis.
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Let F be a nite subset of N. Let (ni)i∈F be positive integers. Let
K(F, ni) = {x ∈ ∆0 | ∀i ∈ F, ϕ(U i0x) = ni}.
Lemma A.1. There exists a onstant C suh that, for all F and ni as above,
µ∆(K(F, ni)) 6
∏
i∈F
(Cρni).
Proof. The proof is by indution on maxF , and the result is trivial when F = ∅. Write F ′ =
{i− 1 | i ∈ F, i > 1} and, for i ∈ F ′, set n′i = ni+1.
if 0 6∈ F , K(F, ni) = U−10 (K(F ′, n′i)). Sine U0 preserves µ∆ and maxF ′ < maxF , we get the result.
Otherwise, 0 ∈ F . Then K(F, ni) = U−10 (K(F ′, n′i)) ∩ {x ∈ ∆0, ϕ(x) = n0}. By bounded distortion,
we get
µ∆(K(F, ni)) 6 Cµ∆(K(F
′, n′i))µ∆{x ∈ ∆0, ϕ(x) = n0} 6 Cµ∆(K(F ′, n′i))ρn0.
Lemma A.2. There exist C > 0 and θ < 1 suh that, for all n ∈ N,∫
U−n∆0
τΨn 6 Cθn.
Proof. Let κ > 0 be very small (how small will be speied later in the proof). Then
U−n∆0 ⊂ {x ∈ ∆ | Ψn(x) > κn} ∪ {x ∈ ∆ | ϕ(x) > n/2} ∪ {x ∈ ∆ | ϕ(x) < n/2,Ψn(x) < κn}.
On the rst of these sets, τΨn 6 τκn, whene the integral of τΨn is exponentially small. The seond of
these sets has exponentially small measure. Finally, the last of these sets is ontained in
⋃n/2
i=0 U
−iΓn,
where
Γn = {x ∈ ∆0 |
∑
06i6κn
ϕ(U i0x) > n/2}.
To onlude the proof of the Lemma, it is suient to prove that the measure of Γn is exponentially
small.
Take L ∈ N suh that ∀n > L, (Cρ)n 6 ρn/2, where C is the onstant given by Lemma A.1. For
x ∈ Γn, let F (x) := {0 6 i 6 κn | ϕ(U i0x) > L}. Then∑
i∈F (x)
ϕ(U i0x) >
n
2
−
∑
i 6∈F (x)
L > (1/2− Lκ)n.
This implies that
Γn ⊂
⋃
F⊂[0,⌊κn⌋]
⋃
ni>L∑
i∈F ni>(1/2−Lκ)n
K(F, ni).
By Lemma A.1, we get
µ∆(Γn) 6
∑
F⊂[0,⌊κn⌋]
∑
ni>L∑
i∈F ni>(1/2−Lκ)n
∏
i∈F
(Cρni) 6
⌊κn⌋∑
k=0
(⌊κn⌋
k
) ∑
n0,...,nk−1>L∑
ni>(1/2−Lκ)n
(Cρn0) . . . (Cρnk−1)
6 2κn
∑
06k6κn
∑
n0,...,nk−1>L∑
ni>(1/2−Lκ)n
ρ
∑
ni/2 6 2κn
∑
06k6κn
∑
n0,...,nk−1∈N∑
ni>(1/2−Lκ)n
ρ
∑
ni/2.
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For r ∈ N,
∑
n0+···+nk−1=r
ρ
∑
ni/2 = ρr/2Card{n0, . . . , nk−1 |
∑
ni = r} = ρr/2
(
r + k
k
)
6 ρr/2
(r + k)k
k!
.
Hene,
µ∆(Γn) 6 2
κn
∑
06k6κn
∑
r>(1/2−Lκ)n
ρr/2
(r + k)k
k!
.
The sequene ur = ρ
r/2 (r+k)
k
k!
satises
ur+1
ur
6 ρ′ := ρ1/2e
κ
1/2−Lκ
for all r > (1/2 − Lκ)n and k 6 κn.
if κ is small enough, ρ′ < 1, and we get
µ∆(Γn) 6 2
κn
∑
06k6κn
ρ(1/2−Lκ)n/2
(
(1/2− Lκ)n + κn)k
k!
1
1− ρ′ 6
2κn
1− ρ′ρ
(1/2−Lκ)n/2 ∑
06k6κn
nk
k!
.
The sequene
nk
k!
is inreasing for k 6 n. Hene, we nally get
µ∆(Γn) 6
2κn
1− ρ′ρ
(1/2−Lκ)n/2(κn + 1)
n⌊κn⌋
⌊κn⌋! .
Using Stirling's Formula, it is easy to hek that this expression is exponentially small if κ is small
enough. This onludes the proof.
Proof of Lemma 3.6. Let θ be given by Lemma A.2. Choose α > 0 so that eεαθ < 1. Then
U−n∆0 ⊂ {x ∈ ∆ | ω(x) > αn} ∪
[
{x ∈ ∆ | ω(x) < αn} ∩ U−n∆0
]
.
Hene, ∫
U−n∆0
eεωτΨn 6
∫
ω>αn
eεω + eεαn
∫
U−n∆0
τΨn .
The rst term is exponentially small sine eερ < 1. Lemma A.2 and the denition of α also imply
that the seond term is exponentially small.
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