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Abstract
For A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X), let MC be the operator defined on X ⊕ Y by
[A C
0 B
]
. In this paper, we study defect
set (Σ(A)∪Σ(B)) \Σ(MC), where Σ is the Browder spectrum, the essential approximate point spectrum and Browder essential
approximate point spectrum. We then give application for Weyl’s and Browder’s theorems.
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1. Introduction
Throughout this paper, X and Y are Banach spaces and B(X,Y ) denotes the space of all bounded linear operators
from X to Y . We set B(X) to denote B(X,X). For T ∈ B(X), let T ∗, N(T ), R(T ), σ(T ), σp(T ) and σa(T ) denote
respectively the adjoint, the null space, the range, the spectrum, the point spectrum and the approximate point spectrum
of T . Let n(T ) and d(T ) be the nullity and the deficiency of T defined by
n(T ) = dimN(T ) and d(T ) = codimR(T ).
If the range R(T ) of T is closed and n(T ) < ∞ (respectively d(T ) < ∞), then T is called an upper semi-Fredholm
(respectively a lower semi-Fredholm) operator. If T ∈ L(X) is either upper or lower semi-Fredholm, then T is called
a semi-Fredholm operator, and the index of T is defined by ind(T ) = n(T ) − d(T ). If both n(T ) and d(T ) are finite,
then T is a Fredholm operator. An operator T is called Weyl if it is Fredholm of index zero. The ascent, notated by
asc(T ), and the descent, notated by dsc(T ), of T are given by
asc(T ) = inf{n: N(T n)= N(T n+1)}, dsc(T ) = inf{n: R(T n)= R(T n+1)};
if no such n exists, then asc(T ) = ∞, respectively dsc(T ) = ∞. For T ∈ B(X) we say that λ /∈F(T ) if
asc(T − λ) = dsc(T − λ) < ∞.
* Corresponding author.
E-mail addresses: slavdj@fcfm.buap.mx (S.V. Djordjevic´), zguitti@hotmail.com (H. Zguitti).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.05.031
286 S.V. Djordjevic´, H. Zguitti / J. Math. Anal. Appl. 338 (2008) 285–291A bounded linear operator T is called Browder if it is Fredholm of finite ascent and descent. The essential spectrum
σe(T ), Weyl spectrum σw(T ), and Browder spectrum σb(T ) of T are defined by
σe(T ) = {λ ∈C: T − λ is not Fredholm},
σw(T ) = {λ ∈C: T − λ is not Weyl},
σb(T ) = {λ ∈C: T − λ is not Browder}.
Evidently
σe(T ) ⊆ σw(T ) ⊆ σb(T ) = σe(T ) ∪ accσ(T ),
where for a subset K ⊆C, we write acc K (respectively iso K) for accumulation (respectively isolated) points of K .
We say that Weyl’s theorem holds for T if
σ(T ) \ σw(T ) = π00(T );
where π00(T ) is the set of isolated point of σ(T ) which are eigenvalues of finite multiplicity, and that Browder’s
theorem holds for T ∈ L(X) if
σw(T ) = σb(T ).
Denote
Φl(X) =
{
T ∈ B(X): R(T ) is closed and complemented subspace of X and n(T ) < ∞}
and
Φr(X) =
{
T ∈ B(X): N(T ) is complemented subspace of X and d(T ) < ∞}
the set of left and right Fredholm operators, respectively. It is well known that
Φ(X) = Φl ∩ Φr(X).
Also, let
SF+(X) =
{
T ∈ B(X): R(T ) is closed and n(T ) < ∞},
and let SF−+(X) be the class of all T ∈ SF+(X) with indT  0. The essential approximate point spectrum σea(T ) and
the Browder essential approximate point spectrum σab(T ) are defined by
σea(T ) =
{
λ ∈C: T − λ is not in SF−+(X)
}
,
σab(T ) =
{
λ ∈C: T − λ is not in SF−+(X) or has infinite ascent
}
.
It is known that
σea(T ) =
⋂{
σa(T + K): K ∈K(X)
}
,
σab(T ) =
⋂{
σa(T + K): TK = KT and K ∈K(X)
}; (1)
where K(X) is the ideal of compact operators on X (see [11]). We say that a-Weyl’s theorem holds for T if
σa(T ) \ σea(T ) = πa00(T );
where πa00(T ) is the set of isolated points of σa(T ) which are eigenvalues of finite multiplicity, and that a-Browder’s
theorem holds for T if
σea(T ) = σab(T ).
In [6,12], it is shown that for any T ∈ B(X) we have the implications:
Weyl’s theorem
a-Weyl’s theorem Browder’s theorem.a-Browder’s theorem
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only solution of the equation (T − μ)f (μ) = 0 that is analytic on U is the constant function f ≡ 0. Let S(T ) be the
set of all λ on which T does not satisfy the SVEP.
For A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) we denote by MC the operator defined on X ⊕ Y by
MC =
[
A C
0 B
]
.
Numerous mathematicians were interested by the following equality
Σ(MC) = Σ(A) ∪ Σ(B), for every C ∈ B(Y,X) (2)
where Σ ∈ {σ,σe, σw, . . .}. See for instance [3,7,9,13] and the references therein. In this paper we describe the defect
set (Σ(A) ∪ Σ(B)) \ Σ(MC) for Σ ∈ {σb,σea, σab} and we give an application for Weyl’s theorem of MC .
2. Browder spectrum
Lemma 2.1. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. If A has infinite ascent, then MC has
infinite ascent, and B has infinite descent, then MC has infinite descent too.
Proof. Let A has infinite ascent. Then for every n ∈ N exists xn ∈ X such that xn ∈ N(An+1) \N(An). Then xn ⊕ 0 ∈
N(Mn+1C ) \ N(MnC).
Suppose the contrary, that B has infinite descent and dsc(MC) = n < ∞. Since dsc(B) is infinite, there exists a
y ∈ R(Bn) \ R(Bn+1), i.e. there exists z ∈ Y such that y = Bn(z) and y 
= Bn+1(t) for all t ∈ Y . Let, for example,
v = 0 ⊕ z and
MnC(v) = x˜ ⊕ Bn(z) ∈ R
(
MnC
)= R(Mn+1C ).
There exists a v0 = x0 ⊕ z0 ∈ X ⊕ Y such that
x˜ ⊕ Bn(z) (= MnC(v))= Mn+1C (v0) = x˜0 ⊕ Bn+1(z0).
Hence,
Bn+1(z0) = Bn(z) = y ∈ R
(
Bn+1
)
and the contradiction proofs the lemma. 
Lemma 2.2. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. If λ ∈ (σb(A) ∪ σb(B)) \ σb(MC),
then λ ∈ σb(A) ∩ σb(B).
Proof. Let λ /∈ σb(MC), then MC − λ is a Fredholm operator of index zero and asc(MC − λ) = dsc(MC − λ) < ∞.
Suppose that λ /∈ σb(A). Since A − λ is a Fredholm operator of index zero, together with MC − λ is a Fred-
holm operator of index zero, follows that ind(B − λ) = 0. From dsc(MC − λ) < ∞, by Lemma 2.1, follows that
dsc(B − λ) < ∞ and by [1, Theorem 3.4(iv)] we have that asc(B − λ) = dsc(B − λ) < ∞. Hence, λ /∈ σb(B).
Similarly, if we suppose that λ /∈ σb(B) we consequently have that ind(A − λ) = 0. Now by [1, Theorem 3.4(iv)],
how it is asc(A − λ) < ∞, we have that asc(A − λ) = dsc(A − λ) < ∞ and λ /∈ σb(A). 
Theorem 2.3. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators, then(
σb(A) ∪ σb(B)
) \ σb(MC) ⊂ (S(A∗)∩ S(B))∪ (F(A∗)∩F(B)).
Proof. Let λ ∈ (σb(A) ∪ σb(B)) \ σb(MC). Then we have λ ∈ (σb(A) ∩ σb(B)) (by Lemma 2.2), ind(MC − λ) = 0
and asc(MC − λ) = dsc(MC − λ) < ∞. By Lemma 2.1 we have that asc(A − λ) < ∞ and dsc(B − λ) < ∞, and
from [1, Theorem 3.8] follows that λ /∈ (S(A) ∩ S(B∗)). Also, A − λ is upper semi-Fredholm and B − λ is lower
semi-Fredholm (see [8, Theorem 3.2]).
Suppose that λ /∈ (S(A∗)∩S(B)). Then λ /∈ (S(A∗)∩S(B))∪(S(A)∩S(B∗))∪σw(MC) and by [13, Theorem 3.3]
follows that λ /∈ (σw(A) ∪ σw(B)). Hence, λ ∈ σb(A) \ σw(A) and λ ∈ σb(B) \ σw(B), i.e. asc(A − λ) 
= dsc(A − λ)
288 S.V. Djordjevic´, H. Zguitti / J. Math. Anal. Appl. 338 (2008) 285–291or asc(A − λ) = dsc(A − λ) = ∞, and, asc(B − λ) 
= dsc(B − λ) or asc(B − λ) = dsc(B − λ) = ∞. Hence, in any
case, λ ∈ (F(A∗) ∩F(B)).
Now suppose that λ /∈ (F(A∗)∩F(B)). If λ /∈F(A∗), then asc(A− λ) = dsc(A− λ) < ∞. The operator A− λ is
upper semi-Fredholm with finite ascend and descent that by [1, Theorem 3.4] follows A−λ is Weyl with finite ascend
and descent, i.e. λ /∈ σb(A). Contradiction.
Similarly, if we suppose that λ /∈F(B), follows that λ /∈ σb(B). 
Remark 2.4. In general, condition (σb(A)∪ σb(B)) \ σb(MC) ⊂ (S(A∗)∩S(B))∪ (F(A∗)∩F(B)) in Theorem 2.3
can to be weaker, but we give this version by connection with works in [13]. Matter in fact, for Fredholm operator T
with zero index (Weyl operator) we have that 0 ∈ S(T ) implies 0 ∈ F(T ). Really, if T has no SVEP at 0 and index
zero, by [1, Theorems 3.4 and 3.8] follows that asc(T ) 
= dsc(T ) or asc(T ) = dsc(T ) = ∞, i.e. 0 ∈F(T ). Hence, we
have (
σb(A) ∪ σb(B)
) \ σb(MC) ⊂F(A∗)∩F(B).
Corollary 2.5. Let A ∈ B(X), B ∈ B(Y ), then for every C ∈ B(Y,X) holds σb(MC) ∪ (F(A∗) ∩ F(B)) = σb(A) ∪
σb(B) ∪ (F(A∗) ∩F(B)).
Corollary 2.6. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. If (F(A∗) ∩F(B)) = ∅, then for
every C ∈ B(Y,X) holds σb(MC) = σb(A) ∪ σb(B).
3. Essential approximate point spectra
Lemma 3.1. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. Then
σea(MC) ⊆ σea(A) ∪ σea(B).
Proof. Let λ /∈ (σea(A)∪ σea(B)), then it follows from equality (1) that there exists K1 ∈K(X) and K2 ∈K(Y ) such
that λ /∈ (σa(A + K1) ∪ σa(B + K2)). Let K = K1 ⊕ K2, then K ∈K(X ⊕ Y). Since σa(MC) ⊆ σa(A) ∪ σa(B) (see
[8, Proposition 5.1 and proof of Proposition 3.1]) then λ /∈ σa(MC + K). Thus λ /∈ σea(MC). 
For the sake of completes we will give next lemma that is version of Theorem 2.1 of [4] for the case of Banach
spaces X and Y .
Lemma 3.2. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. If MC is upper semi-Fredholm with
ind(MC) 0, then A is upper semi-Fredholm and{
n(B) < ∞ and ind(A) + ind(B) 0, or
n(B) = d(A) = ∞.
Proof. Let MC ∈ SF−+(X ⊕ Y). Then
MC =
[
A C
0 B
]
=
[
I 0
0 B
]
·
[
I C
0 I
]
·
[
A 0
0 I
]
and by [2, Corollary 1.3.4] follows that [A 00 I
] ∈ SF+(X ⊕ Y). Now by [5, Lemma 2.1] we have that A is a semi-
Fredholm operator and, since, for every x ∈ N(A), x ⊕ 0 ∈ N(MC), follows that n(A)  n(MC) < ∞. Hence, A is
upper semi-Fredholm and [5, Lemma 2.1] implies that B is a semi-Fredholm operator.
If we suppose that n(B) < ∞, then we have
ind(A) + ind(B) = ind(MC) 0.
Now, let n(B) = ∞ and let {yn} be a sequence of linearly independent vectors of N(B). Since n(MC) < ∞, we
can suppose, without lost of generality, that C(yn) 
= 0 and, also, C(yn) /∈ R(A), for all positive integer n. Really, if
C(yn) = 0, then 0 ⊕ yn ∈ N(MC). Also, if C(yn) (= Axn) ∈ R(A), then −xn ⊕ yn ∈ N(MC).
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m > n, exists scalars αm1 , . . . , α
m
n and xm ∈ X such that
αm1 Cy1 + · · · + αmn Cyn + Cym = Axm.
Now the vectors −xm ⊕ (αm1 y1 + · · · + αmn yn + ym) are linearly independent vectors in N(MC) that implies
n(MC) = ∞. The contradiction shows d(A) = ∞. 
Theorem 3.3. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. Then(
σea(A) ∪ σea(B)
) \ σea(MC) ⊆ (S(A) ∩ S(B∗))∪ S(A∗).
Proof. Let λ ∈ (σea(A) ∪ σea(B)) \ σea(MC), then MC − λ is an upper semi-Fredholm operator with
ind(MC − λ)  0. If ind(MC − λ) = 0, then it follows from [13] that λ ∈ (S(A) ∩ S(B∗)) ∪ (S(A∗) ∩ S(B)). Now
assume that ind(MC − λ) < 0.
Case 1. λ ∈ σea(A). Since A is upper semi-Fredholm (Lemma 3.2), then ind(A − λ) > 0 hence it follows from
[1, Corollary 3.19(i)] that λ ∈ S(A). If R(B − λ) is closed then we deduce from Lemma 3.2 that B − λ is upper
semi-Fredholm and ind(B − λ) < 0, so [1, Corollary 3.19(ii)] λ ∈ S(B∗), or n(B) = d(A) = ∞ which is impossible.
Therefore λ ∈ S(A) ∩ S(B∗).
Case 2. λ ∈ σea(B). Then B − λ is not upper semi-Fredholm or ind(B − λ) > 0. Assume that B − λ is not upper
semi-Fredholm. If R(B − λ) is closed, then n(B − λ) = ∞ hence (Lemma 3.2) n(B − λ) = d(A − λ) = ∞. Since
A − λ is upper semi-Fredholm then ind(A − λ) < 0. Thus λ ∈ S(A∗) (see [1]). Hence λ ∈ S(A∗).
Now if B − λ is upper semi-Fredholm with ind(B − λ) > 0, then by Lemma 3.2, ind(A − λ) < 0. Thus
λ ∈ S(A∗). 
Corollary 3.4. If A and A∗, or A and B∗ have the SVEP, then
σea(MC) = σea(A) ∪ σea(B),
for every C ∈ B(Y,X).
Theorem 3.5. Let A ∈ B(X), B ∈ B(Y ) and C ∈ B(Y,X) an arbitrary operators. Then(
σab(A) ∪ σab(B)
) \ σab(MC) ⊆ S(A∗)∩F(B).
Proof. Let λ ∈ (σab(A) ∪ σab(B)) \ σab(MC), then MC − λ is an upper semi-Fredholm of finite ascent. Hence by
Lemmas 2.1 and 3.2, A − λ is an upper semi-Fredholm operator of finite ascent. Then λ /∈ σab(A) and, consequently,
by [1, Corollary 3.19] we have λ ∈ S(A∗).
Hence, we have λ ∈ σab(B). If B − λ is not upper semi-Fredholm, then from Lemma 3.2 we have d(A − λ) = ∞.
Then ind(A − λ) < 0 thus λ ∈ S(A∗).
Now if B − λ is upper semi-Fredholm, then B − λ is not of finite ascent then λ ∈ F(B). Therefore λ ∈ S(A∗) ∩
F(B). 
Corollary 3.6. If S(A∗) ∩F(B) = ∅, then
σab(MC) = σab(A) ∪ σab(B),
for every C ∈ B(Y,X).
4. Applications
Proposition 4.1. If (S(A) ∩ S(B∗)) ∪ S(A∗) = ∅, then
(a) Browder’s theorem holds for [A 00 B
]⇒ Browder’s theorem holds for [A C0 B
]
.
(b) a-Browder’s theorem holds for [A 00 B
]⇒ a-Browder’s theorem holds for [A C0 B
]
.
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let λ /∈ σw(MC), then, since (S(A)∩ S(B∗))∪ S(A∗) = ∅, it follows from [13, Theorem 3.3] that λ /∈ σw(A)∪ σw(B)
and consequently λ /∈ σw
([
A 0
0 B
]) (see [10]). So if Browder’s theorem holds for [A 00 B
]
, then λ /∈ σb
([
A 0
0 B
])= σb(A)∪
σb(B). Now by Theorem 2.3 and Remark 2.4 follows that λ /∈ σb(MC), i.e. Browder’s theorem holds for MC .
(b) Since σea(MC) ⊆ σab(MC) it is sufficient to show opposite inclusion. Let λ /∈ σea(MC). Then by assump-
tion of proposition and Theorem 3.3 follows that λ /∈ σea(A) ∪ σea(B) and, by Lemma 3.1, λ /∈ σea
([
A 0
0 B
])
. Since
a-Browder’s theorem holds for
[
A 0
0 B
]
, then λ /∈ σab
([
A 0
0 B
]) = σab(A) ∪ σab(B). Hence asc(A − λ) < ∞ and
asc(B − λ) < ∞. Thus asc(MC − λ) < ∞. Therefore λ /∈ σab(MC). 
Theorem 4.2. Assume that (S(A)∩S(B∗))∪S(A∗) = ∅. If A is isoloid and obeys Weyl’s theorem, then Weyl’s theorem
holds for [A 00 B
]⇒ Weyl’s theorem holds for [A C0 B
]
, for every C ∈ B(Y,X).
Proof. It follows from Proposition 4.1 that σ(MC) \ σw(MC) = σ(MC) \ σb(MC) ⊆ π00(MC). Let λ ∈ π00(MC),
since σ(MC) = σ(A) ∪ σ(B). Then λ ∈ iso(σ (A) ∪ σ(B)). Now the remaining part of the proof is same as the proof
of [10, Theorem 2.4]. 
The condition A is isoloid is crucial in Theorem 4.2 as showing by the following example:
Example 4.3. Let A, B and C on l2 defined by:
A(x1, x2, x3, . . .) =
(
0, x1,0,
1
2
x2,0,
1
3
x3, . . .
)
,
B(x1, x2, x3, . . .) = (0, x2,0, x4,0, x6, . . .),
C(x1, x2, x3, . . .) = (0,0, x2,0, x3,0, x4, . . .).
Then σ(A) = σw(A) = {0}, π00(A) = ∅ and σ(B) = σw(B) = {0,1}, π00(B) = ∅. Since A, A∗, B and B∗ satisfy the
SVEP then it follows from [7,9,13] that
σ
([
A 0
0 B
])
= σ
([
A C
0 B
])
= σw
([
A 0
0 B
])
= σw
([
A C
0 B
])
= {0,1},
and π00
([
A 0
0 B
]) = ∅ 
= {0} = π00([A C0 B
])
. Thus
[
A 0
0 B
]
satisfies Weyl’s theorem but fails for
[
A C
0 B
]
. Here A is not
isoloid.
The condition that A satisfies Weyl’s theorem is also essential. To see this let
A(x1, x2, x3, . . .) =
(
0,0,0,
1
2
x2,0,
1
3
x3,0, . . .
)
,
B(x1, x2, x3, . . .) = (0, x2,0, x4,0, x6, . . .),
C(x1, x2, x3, . . .) = (x1,0, x2,0, x3, . . .).
Then (S(A) ∩ S(B∗)) ∪ S(A∗) = ∅ and σ(A) = σw(A) = {0} = π00(A) and σ(B) = σw(B) = {0,1}, π00(B) = ∅. So
A does not satisfy Weyl’s theorem but is isoloid. Since
σ
([
A 0
0 B
])
= σ
([
A C
0 B
])
= σw
([
A 0
0 B
])
= σw
([
A C
0 B
])
= {0,1},
and π00
([
A 0
0 B
])= ∅ 
= {0} = π00([A C0 B
])
. Thus
[
A 0
0 B
]
satisfies Weyl’s theorem but fails for
[
A C
0 B
]
.
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