Affine λ-terms are λ-terms in which each bound variable occurs at most once, and linear λ-terms are λ-terms in which each bound variable occurs once and only once. In this article, we count the number of affine closed λ-terms of size n, linear closed λ-terms of size n, affine closed β-normal forms of size n, and linear closed β-normal forms of size n, for several measures of the size of λ-terms. From these formulas, we show how we can derive programs for generating all the terms of size n for each class. The foundation of all of this is a specific data structure, made of contexts in which one counts all the holes at each level of abstractions by λ's.
INTRODUCTION
The λ-calculus [1] is a well-known formal system designed by Alonzo Church [9] for studying the concept of function. It has three kinds of basic operations: variables, application, and abstraction (with an operator λ, which is a binder of variables). 1 In this article, we are interested in terms in which bound variables occur once. A closed λ-term is a λ-term in which there are no free variables, i.e., only bound variables. An affine λ-term (or BCK term) is a λ-term in which bound variables occur at most once. A linear λ-term (or BCI term) is a λ-term in which bound variables occur once and only once.
In this article, we propose a method for counting and generating (including random generation) linear and affine closed λ-terms based on a data structure that we call SwissCheese because of its holes. Actually, we count those λ-terms up to α-conversion. Therefore, it is adequate to use de Bruijn indices [12] , because a term with de Bruijn indices represents an α-equivalence class. An interesting aspect of these terms is the fact that they are simply typed as shown by Hindley [18, 19] . For instance, generated by the program of Section 9, here are the 16 linear terms of natural size 8: 9:2 P. Lescanne (λ0 (λ0 λ0)) (λ0 λ(λ0 0)) (λ0 λ(0 λ0)) ((λ0 λ0) λ0) (λ(λ0 0) λ0) (λ(0 λ0) λ0) λ(λ0 (λ0 0)) λ(λ0 (0 λ0)) λ((λ0 λ0) 0) λ(λ(λ0 0) 0) λ(λ(0 λ0) 0) λ(0 (λ0 λ0)) λ(0 λ(λ0 0)) λ(0 λ(0 λ0)) λ((λ0 0) λ0) λ (( 0 λ0 There are 25 affine terms of natural size 7:
(λ0 λλ1) (λ0 λλλ0) (λλ0 λλ0) (λλ1 λ0) (λλλ0 λ0) λ(λλ1 0) λ(λλλ0 0) λ(0 λλ1) λ(0 λλλ0) λ(λ0 λ1) λ(λ1 λ0) λλ(λ0 1) λλ(1 λ0) λ(λ0 λλ0) λ(λλ0 λ0) λλ(λλ0 0) λλ(0 λλ0) λλλ(0 1) λλλ(1 0) λλλλ2 λλ(λ0 λ0) λλλ(λ0 0) λλλ(0 λ0) λλλλλ1 λλλλλλ0
The Haskell programs of this development are on GitHub: https://github.com/PierreLescanne/CountingGeneratingAfffineLinearClosedLambdaterms.
RELATED WORKS
The idea of counting structures in logic started from works of Marek Zaionc and his co-authors, who studied quantitative aspects of propositions in several logics [20, 24, 25] . For instance, they got the amazing result that asymptotically almost all classical propositions are actually intuitionistic. In other words, at the limit, the proportion of truly classical propositions among all the propositions is negligible. Since counting propositions yields interesting results, this suggested that proofs (i.e., λ-terms in the perspective of Curry-Howard correspondence) should also be considered quantitatively, and this led David, Raffalli, Theyssier, Grygiel, Kozik, and Zaionc [11] to address asymptotic behaviour using variable size 0 measure (see below), where only the tree structure of the λ-terms (abstractions and applications) matters for the size. Gittenberger et al. [5] proposed variable size 1 measure where variables are also counted for one, with no consideration on how far they are bound. For this, they count 1-2-trees (Motzkin trees) enriched by adding directed edges (pointers). The idea that terms should be counted using de Bruijn indices was proposed by the author in Reference [21] in the same variable size 1 framework. Then, counting with de Bruijn indices in the variable size 0 framework was considered by Grygiel and Lescanne in Reference [16] . Actually, despite that they seemed to fit well with affine and linear terms, it appeared that variable size 0 and variable size 1 measures lose interesting features of the λ-terms in general, especially that they do not account for the distance between the bound variables and their binder. Too many terms are not discriminated by their size and have the same size. For this reason, the asymptotic growth of the number of terms w.r.t. their size is super-exponential and the nice theory of analytic function cannot apply, and the efficient method of random generation, called Boltzmann sampler, as well, see Lescanne [22] and Bendkowski, Grygiel, and Tarau [4] . The first approach departing from variable size 0 and variable size 1 was an idea of John Tromp [23] based on a representation of λ-terms as bit strings, the so-called binary λ-calculus of Grygiel and Lescanne [17] . Then it appears that the measure can be simplified and made more natural, yielding the so-called natural size of Bendkowski et al. [2, 3] . See Gittenberger and Gołȩbiewski [14] for a synthetic view of both natural size and binary size. Unlike counting linear and affine closed λ-terms, counting general closed λ-terms is rather complex and indirect. Closed general λ-terms are the p = 0 case of p-open terms, where p-open terms are λ-terms that require p λ's to be closed. The equation defining generating function for counting the p-open terms uses the generating function for counting the p + 1-open terms, which is an unusual induction. Therefore, specific techniques of analytic combinatorics have been devised by Bodini, Gittenberger, and Gołȩbiewski [8] .
Meanwhile, works started on counting, with variable size 1 or variable size 0, linear closed λterms (called BCI) by Bodini et al. [6] , and affine closed λ-terms (called BCK) by Zeilberger [26] [27] [28] . Bodini, Gardy, and Jacquot [7] and Grygiel et al. [15] study both closed and affine λ-terms. To express the integer sequences of numbers counting terms of the same size, those approaches use generating-function computer algebra software computations, and none proposes explicit inductive formulas on the coefficients. Moreover, the natural size is not addressed.
Notice that, from the results of this article, new sequences A287141, A281270, and A287045 have been entered in the On-line Encyclopedia of Integer Sequences.
NOTATIONS
In this article, we use specific notations.
Given a predicate p, the Iverson notation written [p(x )] is the function taking natural values, which is 1 if p(x ) is true and which is 0 if p(x ) is false.
Let m ∈ N p be the p-tuple (m 0 , . . . ,m p−1 ). In Section 7, we consider also infinite tuples. Thus m ∈ N ω is the sequence (m 0 , m 1 , . . .). Notice in the case of infinite tuples, we are only interested in infinite tuples equal to 0 after some index.
-p is the length of m, which we also write as length m. -⊕ is the componentwise addition on tuples.
SWISSCHEESE
The basic concept is that of m-SwissCheese, or SwissCheese of characteristic m, or simply SwissCheese if there is no ambiguity on m. An m-SwissCheese or a SwissCheese of characteristic m, where m is of length p, is a λ-term with holes at p levels, which are all counted, using m. Holes at level i are written i . An m-SwissCheese contains holes 0 , . . . p−1 . A hole i is meant to be a location for a variable at level i that is under i λ's. Beside holes, a SwissCheese contains variables represented by de Bruijn indices. De Bruijn indices are written n (a now traditional notation) or S n 0. In this article, we prefer the notation S n 0 because it shows all the symbols (S and 0) that may contribute to the size, as is the case for the natural size. The variables (or the de Bruijn indices) are bound, and each binder binds at most one variable, like in closed and affine λ-terms. A SwissCheese can be seen as an affine or a linear closed λ-term to which holes have been added. According to the way bound variables are inserted when creating abstractions (see below), we create linear or affine SwissCheeses. The holes have size 0. An m-SwissCheese or a SwissCheese of characteristic m has m 0 holes at level 0, m 1 holes at level 1, . . . m p−1 holes at level p − 1. Let l n,m (resp. a n,m ) count the linear (resp. the affine) m-SwissCheese of size n. l n,m = l n,m and a n,m = a n,m if m is finite, length m ≤ length m , m i = m i for i ≤ length m, and m i = 0 for i > length m. This statement holds also for m ∈ N ω . l n,0 n (resp. a n,0 n ) counts the linear closed (resp. the closed affine) λ-terms of size n, since it counts SwissCheeses with no hole. 
Growing a SwissCheese
Given two SwissCheeses, we can build a SwissCheese by application like in Figure 1 . In Figure 1 , c 1 is a (0, 1, 0, 0, 0)-SwissCheese, c 2 is a (1, 1, 0, 0, 0)-SwissCheese, and c 1 @c 2 is a (1, 2, 0, 0, 0)-SwissCheese. Said otherwise, c 1 has characteristic (0, 1, 0, 0, 0), c 2 has characteristic (1, 1, 0, 0, 0), and c 1 @c 2 has characteristic (1, 2, 0, 0, 0). According to what we said, c 1 @c 2 has characteristic (1, 2) as well as characteristic (1, 2, 0, 0, . . .) (a tuple starting with 1, followed by 2, followed by infinitely many 0's). We could also say that c 1 has characteristic (0, 1) and c 2 has characteristic (1, 1) making @ a binary operation on SwissCheeses of length 2 whereas previously we have made @ a binary operation on SwissCheeses of length 5. In other words, when counting SwissCheeses of characteristic m, the trailing 0's are irrelevant. In actual computations, we make the lengths of characteristics consistent by adding trailing 0's to too short ones.
Given a SwissCheese, there are two ways to grow a SwissCheese to make another SwissCheese by abstraction.
(1) We put a λ on the top of an m-SwissCheese c. This increases the levels of the holes: a hole i becomes a hole i+1 . λc is a (0 : m)-SwissCheese. See Figure 2 . This way, no index is bound by the top λ, therefore this does not preserve linearity (it preserves affinity, however). Therefore, this construction is only for building affine SwissCheeses, not for building linear SwissCheeses. In Figure 2 , we colour the added λ in blue and we call it abstraction with no binding. (2) In the second method for growing a SwissCheese by abstraction, we select first a hole i , we top the SwissCheese by a λ, we increment the levels of the other holes, and we replace the chosen hole by S i 0, i.e., by the de Bruijn index i. In Figure 3 , we colour the added λ in green and we call it abstraction with binding.
Measuring SwissCheese
We consider several ways of measuring the size of a SwissCheese derived from what is done on λ-terms. In all these sizes, applications @ and abstractions λ have size 1 and holes have size 0. The differences are in the way variables are measured.
-Variables have size 0, we call this variable size 0.
-Variables have size 1, we call this variable size 1.
-Variables (or de Bruijn indices) S i 0 have size i + 1, we call this natural size.
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COUNTING LINEAR CLOSED TERMS
We start with counting linear terms since they are slightly simpler. We will give recursive formulas first for the numbers l ν n,m of linear SwissCheeses of natural size n with holes set by m, then for the numbers l 0 n,m of linear SwissCheeses of size n, for variable size 0, with holes set by m, eventually for the numbers l 1 n,m of linear SwissCheeses of size n, for variable size 1, with holes set by m. When we do not want to specify a chosen size, we write only l n,m without superscript. This is for specific cases when the part of the formula we describe does not depend on the measure of the size.
Natural Size
First let us count linear SwissCheeses with natural size. This is given by the coefficient l ν , which has two arguments: the size n of the SwissCheese and a tuple m, which specifies the number of holes of each level, i.e, which specifies the characteristics of the SwissCheese. In other words, we are interested in the quantity l ν n,m . We assume that the length of m is p, greater than n. Size Is 0. Whatever size is considered, there is only one SwissCheese of size 0, namely 0 . This means that the number of SwissCheeses of size 0 is 1 if and only if m = (1, 0, 0, . . .):
Size Is n + 1 and Application. If a SwissCheese of size n + 1 has holes set by m and is an application, then it is obtained from a SwissCheese of size k with holes set by q and a SwissCheese of size n − k with holes set by r, with m = q ⊕ r: q⊕r =m n k=0 l k,q l n−k,r .
Size Is n + 1 and Abstraction with Binding. Consider a level i that is a level of hole i . If one wants to get a SwissCheese of size n + 1 by abstraction with binding, first this SwissCheese must be a 0:m-SwissCheese (there is no hole at level 0 in this SwissCheese); second, the SwissCheese in which one chooses the hole i is an m ↑i -SwissCheese, since one removes a hole i . Therefore, there are m i + 1 ways to choose a hole i . In this hole, we put a term S i−1 0 of size i. Hence, among l ν n,0:m SwissCheeses, there are (m i + 1) l ν n−i,m ↑i 0:m-SwissCheeses, which are abstractions with binding in which a i has been replaced by the de Bruijn index S i−1 0. Hence, by summing over i, the part of abstraction with binding contributes to l ν n+1,0:m as
The subtle case of abstraction with binding is pictured in Figure 3 . It works as follows. Consider the case where the (0, 1, 1)-SwissCheese λ(λ( 2 0) ((λS0) 1 )) is obtained from the (1, 2)-SwissCheese λ( 1 0) ((λ 1 ) 0 ) of Figure 1 (right) by abstraction with binding. Notice that (0, 1, 1) = 0 : (1, 1) and that (1, 2) = (1, 1) ↑1 . Focus on level 1 in λ( 1 0) ((λ 1 ) 0 ). There are two holes at level 1, then two ways to choose a hole 1 at level 1, because 2 is the second index of (1, 2), which corresponds to level 1. Assume we choose the second hole from the left, the one in red. Put a (green) lambda on the top. Because of this lambda on the top, raise the levels of the other holes (the leftmost one becomes 2 , the rightmost one becomes 1 ). Then replace the chosen hole 1 by S 0. We get λ(λ( 2 0) ((λS0) 1 )).
We have the following recursive definitions of l ν n+1,m :
Numbers of linear closed λ-terms with natural size are given in Figure 4 .
Variable Size 0
The only difference is that the inserted de Bruijn index has size 0. Therefore we have The sequence l 0 n,0 n of the numbers of linear closed λterms is 0, 1, 0, 5, 0, 60, 0, 1105, 0, 27120, 0, 828250, which is sequence A062980 in the On-line Encyclopedia of Integer Sequences with 0's at even indices.
Variable Size 1
The inserted de Bruijn index has size 1. We have (m i + 1) l 1 n−1,m where we had (m i + 1) l ν n−i,m for natural size. As noticed by Grygiel et al. [15] (Section 6.1), there are no linear closed λ-terms of size 3k and 3k + 1. However, for the values 3k + 2 we get the sequence: 1, 5, 60, 1105, 27120, . . . , which is again sequence A062980 of the On-line Encyclopedia of Integer Sequences.
COUNTING AFFINE CLOSED TERMS
We have just added the case n 0 and abstraction without binding. Since no index is added, the size increases by 1. The numbers are written a ν n,m , a 0 n,m , and a 1 n,m , and a n,m when the size does not matter. There are a n,m (0 : m)-SwissCheeses of size n that are abstractions with no binding. We get the recursive formulas: The numbers of affine closed size with natural size are given in Figure 5 . Since the sequence was unknown in the On-line Encyclopedia of Integer Sequences, we entered it under the number A287141. 
Notice that this corrects the wrong assumptions of Reference [15] (Section 6.2), which refers actually to sequence A073950, which starts with 1, 2, 3, 9, 30, 81, but the seventh of A073950 is 225 instead of 242.
GENERATING FUNCTIONS
Flajolet and Sedgewick start the preface of their famous book [13] by the following sentence:
ANALYTIC COMBINATORICS aims at predicting precisely the properties of large structured combinatorial configurations, through an approach based extensively on analytic methods. Generating functions are the central objects of study of the theory.
Recall (see Reference [13] Appendix A.5) that generating functions or formal power series extend the notion of polynomials to infinite series of the form
They are used for studying integer sequences counting structures. The idea of considering functions like F (z, u) for linear and affine λ-terms is due to Bendkowski, Bodini, Dovgal, and Grygiel (private communication) and is not really familiar in this framework. Consider families F m (z) of generating functions indexed by m, where m is an infinite tuple of naturals. In fact, we are interested in the infinite tuples m that are always 0, except a finite number of indices, to compute F 0 ω (z), which corresponds to closed λ-terms. Let u stand for the infinite sequences of variables (u 0 , u 1 , . . .) and u m stands for (u m 0 0 , u m 1 1 , . . . ,u m n n , . . .) and tail (u) stands for (u 1 , . . .). We consider the series of two variables z and u or double series associated with F m (z):
Natural Size L ν m (z) is associated with the numbers of linear SwissCheeses for natural size: L ν (z, u) is the solution of the equation Quantitative Aspects of Linear and Affine Closed Lambda Terms
9:9
For affine SwissCheeses we get
A ν 0 ω is the generating function for the linear closed λ-terms. A ν (z, u) is the double series associated with A ν m (z) and is the solution of the equation
A ν (z, 0 ω ) is the generating function of affine closed λ-terms.
Variable Size 0 L 0 m is associated with the numbers of linear SwissCheeses for variable size 0:
L 0 0 ω is the generating function for the linear closed λ-terms. L 0 (z, u) is the double series associated with L 0 m (z) and is the solution of the equation
L 0 (z, 0 ω ) is the generating function of linear closed λ-terms.
A 0 0 ω is the generating function for the affine linear λ-terms. A 0 (z, u) is the double series associated with A 0 m (z) and is the solution of the equation
∂A 0 (z, tail (u)) ∂u i + zA 0 (z, tail (u)).
A 0 (z, 0 ω ) is the generating function of linear closed λ-terms. 
Then we get as associated double series
EFFECTIVE COMPUTATIONS
In this section, we present Haskell programs for effectively computing the values of the sequences counting affine and linear λ-terms of size n. We are able to compute values for natural size up to 100 on a desk computer with a Pentium(R) Dual-Core at 2.8GHz. The definition of the coefficients a ν m and others is highly recursive and requires a mechanism of memoization. In Haskell, this can be done by using the call by need, which is at the core of this language. Assume we want to compute the values of a ν m until a value upBound for n. We use a recursive data structure:
in which we store the computed values of a function In our implementation, the depth of the recursion of Mem is limited by upBound, which is also the longest tuple m for which we will compute a ν m . Associated with Mem there is a function
The leaves of the tree memory, corresponding to Load, contain the values of the function:
The memory relative to the problem we are interested in is and the access to theMemory is given by a specific function:
Notice that a and acc have the same signature. This is not a coincidence, since acc accesses values of a already computed. Now we are ready to express a:
Anyway, the efficiency of this program is limited by the size of the memory, since for computing a ν n,0 n , for instance, we need to compute a ν r for about n! values.
GENERATING AFFINE AND LINEAR TERMS
In this section, we present Haskell programs for effectively generating all affine λ-terms and all linear λ-terms of size n. We can use those programs to generate affine or linear λ-terms of a given size. By relatively small changes, it is possible to build programs that generate linear and affine terms. For instance, for generating affine terms we get From this, we get programs for generating random affine closed λ-terms or random linear closed λ-terms as follows: If we want a random linear closed λ-term of a given size n, we throw a random number, say p, between 1 and l n,0 n , and we look for the p th in the list of all the linear closed λterms of size n. Haskell laziness mimics the unranking. Due to high requests in space, we cannot go further than the random generation of linear closed λ-terms of size 23 and affine closed λ-terms of size 19 . There are similar programs for generating all the terms of size n for variable size 0 and variable size 1.
NORMAL FORMS
Normal forms are λ-terms with no β-redex, i.e., with no λ-term of the form (λM ) P. In this section, we are interested with counting and generating normal forms among affine or linear λ-terms.
From the method used for counting affine and linear closed terms, it is easy to deduce a method for counting affine and linear closed normal forms. Like before, we use SwissCheeses.
Natural Size
Affine Closed Normal Forms. Let us call an f ν n,m the numbers of affine SwissCheeses with no βredex and ane ν n,m the numbers of neutral affine SwissCheeses, i.e., affine SwissCheeses with no β-redexes that are sequences of applications starting with a de Bruijn index. In addition we count:
-an f ν λw n,m -the number of affine SwissCheeses with no β-redex that are abstractions with a binding of a de Bruijn index, -an f ν λn n,m -the number of affine SwissCheeses with no β-redex that are abstractions with no binding. 
Linear Closed Normal Forms. Let us call ln f ν n,m the numbers of linear SwissCheeses with no β-redex and lne ν n,m the numbers of neutral linear SwissCheeses, linear SwissCheeses with no βredexes that are sequences of applications starting with a de Bruijn index. In addition, we count ln f ν λw n,m the number of linear SwissCheeses with no β-redex that are abstractions with a binding of a de Bruijn index: 
with the two generating functions:
We also deduce programs for generating all the affine or linear closed normal forms of a given size from which we deduce programs for generating random affine or linear closed normal forms of a given size. For instance, here are three random linear closed normal forms (using de Bruijn indices) of natural size 28:
λλλλ(2 λ((1 2) λ(0 (5 1)))) λ(0 λλ (1 λλ ((0 (2 λλ((1 λ0) 0) )) 1))) λ((0 λ0) λλ ((0((1 λ0)λλ(1 (0 λ0) )))λ0)).
Variable Size 0
Linear Closed Normal Forms. A little like previously, let us call ln f 0 n,m the numbers of linear Swiss-Cheeses with no β-redex and lne 0 n,m the numbers of neutral linear SwissCheeses, linear Swiss-Cheeses with no β-redexes that are sequences of applications starting with a de Bruijn index. In addition we count ln f 0 λw n,m the number of linear SwissCheeses with no β-redex that are abstractions with a binding of a de Bruijn index. We assume that the reader knows now how to proceed. With no surprise, we get for ln f 0 n,0 n the sequence: 0, 1, 0, 3, 0, 26, 0, 367, 0, 7142, 0, 176766, 0, 5304356, . . . mentioned by Zeilberger in Reference [26] and listing the coefficients of the generating function L nf ,0 (z, 0 ω ).
We let the reader deduce how to count affine closed normal forms for variable size 0 and linear closed and affine normal forms for variable size 1 alike. Notice that the Haskell programs are on the GitHub site.
CONCLUSION
This presentation shares similarities with those of References [4, 16, 17] . Instead of considering the size n and the bound m of free indices like in expressions of the form
Here we replace m by the characteristic m. As suggested by Dan Dougherty, we can imagine a common framework. On the other hand, as noticed by Paul Tarau, this approach has features of dynamic programming [10] , which makes it somewhat efficient.
APPENDIX DATA
In the Appendix, we give the first values of l v n,0 n , a v n,0 n , and an f v n,0 n . 
