In this paper, we investigate stochastic comparisons of parallel systems, and obtain two characterization results in this regard. First, we compare a parallel system with independent heterogeneous components to a parallel system with homogeneous components, and establish some certain assumptions under which the hazard rate and usual stochastic orders between the lifetimes of two parallel systems are equivalent. Next, we turn our attention to two parallel systems with their component lifetimes following multiple-outlier model and prove that under some specified assumptions, the p-larger order between the vectors of scale parameters is equivalent to the hazard rate order as well as the usual stochastic order between the lifetimes of these systems. The results established here are applicable to compute an upper bound for the hazard rate function and a lower bound for the survival function of a parallel systems consisting of heterogeneous components.
the usual stochastic order. Interested readers may refer to [6] and [7] for comprehensive discussions on stochastic orders and their applications.
For two vectors x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ), let {x (1) , · · · , x (n) } and {y (1) , · · · , y (n) } denote the increasing arrangements of their components, respectively. Then, the vector x is said to majorize another vector y (written x m y) if i j=1 x (j) ≤ i j=1 y (j) for i = 1, · · · , n − 1, and n j=1 x (j) = n j=1 y (j) . The vector x in R + n is said to be p-larger than another vector y in R + n (written x p y) if i j=1 x (j) ≤ i j=1 y (j) for i = 1, · · · , n. When x,y in R + n , x m y implies x p y. The converse is, however, not true. For example, (1, 5.5) p ≥ (2, 3), but clearly the majorization order does not hold between these two vectors. A real-valued function φ, defined on a set A ⊆ R n , is said to be Schur-convex (Schur-concave) on A if x m y implies φ(x) ≥ (≤)φ(y) for any x, y ∈ A. For comprehensive discussions about the p-larger and majorization orders with their applications, we refer the readers to Khaledi and [? ] and [8] .
In this paper, we compare parallel systems with respect to the hazard rate and usual stochastic orders when their components follow the exponentiated scale family of distributions. First, suppose X 1 , · · · , X n are independent non-negative random variables with X i ∼ F (λ i x) αi , i = 1, · · · , n, and suppose Y 1 , · · · , Y n are independent nonnegative random variables with common distribution function F (λx) αi . Then, it is shown under some certain assumptions that λ ≥ λ wg ⇐⇒ X n:n ≥ hr Y n:n ⇐⇒ X n:n ≥ st Y n:n , (1.1)
where λ wg = n i=1 λ αi/nᾱ i is the weighted geometric mean of λ i 's. We show that the results in (1.1) hold for the power generalized weibull and exponentiated generalized gamma family of distributions. By means of a counterexample, we
show that the result in (1.1) cannot be extended to the general case when the lifetimes of two parallel systems are heterogeneous and the vectors of scale parameters are ordered with respect to the p-larger order. So, for extending (1.1), in the first step we turn our attention to the multiple-outlier scale model which reduces the complete heterogenity of the scale parameters. Specifically, suppose X 1 , · · · , X n are independent non-negative random variables with X i ∼ F (λx), i = 1, · · · , p, and X j ∼ F (λ * x), j = p + 1, · · · , n. Further, suppose Y 1 , · · · , Y n is another set of independent non-negative random variables with Y i ∼ F (µx), i = 1, · · · , p, and Y j ∼ F (µ * x), j = p + 1, · · · , n.
Assume that λ ≤ µ ≤ µ * ≤ λ * . Then, under some specified assumptions, we show that (λ, · · · , λ p , λ * , · · · , λ * n−p ) p (µ, · · · , µ p , µ * , · · · , µ * n−p ) ⇐⇒ X n:n ≥ hr Y n:n ⇐⇒ X n:n ≥ st Y n:n .
(1.2)
We also show that the results in (1.2) hold for the power generalized weibull and generalized gamma family of distributions. The results established here reinforce and extend the well-known results in [9] , [10] , Balakrishnan and [11] and [12] which deal with the exponential, gamma and generalized exponential distributions.
Preliminaries
In this section, we discuss some aspects of the scale model and present some useful lemmas that will be used in the sequel. Suppose X 1 , · · · , X n are independent non-negative random variables following the scale model with the scale parameters λ 1 · · · , λ n , the baseline distribution F, and the baseline density f . In this paper, we assume some certain assumptions on the baseline density to simplify the computation. More precisely, suppose the baseline density function can be rewritten as
where w(x) and h(x) are two differentiable positive functions with the following properties:
As an example of the decomposition form in (2.3),
• set
where p > 0, q > 0. Clearly, the assumptions in C-1 and C-2 satisfy for this case. Under this setting, the baseline density function reduces to the density function of the power generalized weibull distribution with shape parameters p and q, and scale parameter 1 (on in short P GW (p, q, 1)). The power generalized weibull distribution has a decreasing failure rate when p ≤ q, p ≤ 1, an increasing failure rate when p ≥ q, p ≥ 1, a bathtub failure rate when 0 < q < p < 1 and an upside down bathtub (or unimodal) failure rate when q > p > 1. It includes Weibull and exponential distributions as special cases. For more details on this family and its applications in probability and statistics,the reader is referred to [13] and [14] .
where α > 0, β > 0, and Γ * (.) indicates the gamma function. Clearly, the assumptions in C-1 and C-2 satisfy for this case. Under this setting, the baseline density function reduces to the density function of the generalized gamma distribution with shape parameters α and β, and scale parameter 1 (on in short GG(α, β, 1)).
The generalized gamma distribution includes exponential, Weibull and gamma distributions as special cases.
Moreover, the log-normal distribution can be also obtained from the generalized gamma distribution as α = 2
and β → ∞. The generalized gamma distribution also has a flexible hazard rate function which is increasing for α ≥ 1 and β ≥ 1, decreasing for α ≤ 1 and β ≤ 1, bathtub shape for α < 1 and β > 1 and upside-down bathtub shape for α > 1 and β < 1. For more details on the generalized gamma distribution and its applications, we refer the readers to [? ] and [15] .
From the assumptions in C-1 and C-2, we easily obtain the following result.
In the following lemma, we compare a parallel system consisting of components whose lifetimes follow the exponentiated scale model to the same system with lifetimes of its components following the homogeneous exponentiated scale model, and establish some certain assumptions under which the hazard rate and usual stochastic orders between the lifetimes of these systems are equivalent.
Assume that following assumptions hold:
for every x ∈ R + .
Wherer(x) = f (x)/F (x). Then, for α i ≥ 1, i = 1, · · · , n the following three statements are equivalent:
(ii) X n:n ≥ hr Y n:n ;
(ii) X n:n ≥ st Y n:n .
Now, we derive some ordering results between parallel systems with the lifetimes of their components following the exponentiated scale model under the decomposition form in (2.3) and the assumptions in C-1 and C-2.
Lemma 2.2. Suppose X 1 , · · · , X n are independent non-negative random variables with X i ∼ F (λx), i = 1, · · · , p, and X j ∼ F (λ * x), j = p + 1, · · · , n. Further, suppose Y 1 , · · · , Y n is another set of independent non-negative random variables with Y i ∼ F (µx), i = 1, · · · , p, and Y j ∼ F (µ * x), j = p + 1, · · · , n. Assume that following assumptions hold:
So, if λ ≤ µ ≤ µ * ≤ λ * and λ p λ * n−p = µ p µ * n−p , then X n:n ≥ hr Y n:n . Lemma 2.3. Suppose X 1 , · · · , X n are independent non-negative random variables with X i ∼ F (λx), i = 1, · · · , p, and X j ∼ F (λ * x), j = p + 1, · · · , n. Further, suppose Y 1 , · · · , Y n is another set of independent non-negative random variables with Y i ∼ F (µx), i = 1, · · · , p, and Y j ∼ F (µ * x), j = p + 1, · · · , n. Assume that λ ≤ µ ≤ µ * ≤ λ * and following assumptions hold:
Then, the following three statements are equivalent:
(iii) X n:n ≥ st Y n:n .
Comparison of X n:n from Heterogenous and Homogeneous Samples
Stochastic comparisons of a parallel system with independent heterogeneous components to a parallel system with homogeneous components were first made by [16] Let (X 1 , · · · , X n ) and (Y 1 , · · · , Y n ) be two independent random vectors, [16] showed that λ =λ =⇒ X n:n ≥ hr Y n:n (3.4) whereλ = 1 n n i=1 λ i , the arithmetic mean of λ i 's. Which was further strengthened by [17] as X n:n ≥ lr Y n:n .
[10] also strengthened the result in (3.4) , under a weaker condition, λ =λ =⇒ X n:n ≥ hr Y n:n whereλ = n i=1 λ i 1/n , the geometric mean of λ i 's.
1 Exponential distribution with hazard rate λ i X n:n ≥ hr Y n:n . [19] show that, forᾱ ≥ 1,
. They also showed that, If X i ∼ GE(α, λ i ) and Y i ∼ GE(α,λ), i = 1, · · · , n, then X n:n ≥ lr Y n:n .
The case of power-generalized weibull distribution and exponentiated generalized gamma distribution are discussed in the following subsections, respectively.
Power-generalized weibull distribution
In the following lemma, we show that the assumptions of Lemma 2.1 hold for the power-generalized weibull distribution under a restriction on its shape parameter. Theorem 3.1. Let (X 1 , · · · , X n ) and (Y 1 , · · · , Y n ) be two independent random vectors with X i ∼ P GW (p, q, λ i ) and Y i ∼ P GW (p, q,λ), i = 1, · · · , n. Whereλ = n i=1 λ i 1/n . Then, for q ≤ 1, the following three statements are equivalent:
(i) λ ≥λ;
Exponentiated generalized gamma distribution
[20] then employed the exponentiation method on the generalized gamma distribution to introduce a fourparameter lifetime distribution, called the exponentiated generalized gamma distribution. Thus, a random variable 2 Gamma distribution with shape parameter r and scale parameter λ i 3 Generalized Exponential distribution with shape parameter α i and scale parameter λ i X is said to have the exponentiated generalized gamma distribution with shape parameters γ, α and β, and scale parameter λ (denote by X ∼ EGG(γ, α, β, λ)) if its cumulative distribution function is given by
where γ(x, α, β) is the cumulative distribution function of a generalized gamma distribution with shape parameters α and β and scale parameter 1. Many well-known distributions are sub-models of the exponentiated generalized gamma distribution. For α = β, it becomes the exponentiated Weibull distribution proposed by [20] If α = β = 1, it reduces to the generalized exponential distribution introduced by [20] For γ = 1 and α = β = 2, it becomes the Rayleigh distribution. When β = 1, it reduces to exponentiated gamma distribution initiated by [21] If α/β = γ = 1, the two-parameter Weibull distribution is obtained, while for γ = α = β = 1 the exponential distribution is
deduced. An interesting property of the exponentiated generalized gamma distribution is that its hazard rate admits bathtub, upside-down bathtub or monotone shapes. For more details on some general properties of the exponentiated generalized gamma distribution and its applications, one may refer to [20] In the following lemma, we show that the assumptions of Lemma 2.1 hold for the exponentiated generalized gamma distribution under a restriction on its shape parameter.
Lemma 3.2. Suppose the baseline distribution is GG(α, β, 1). Then, for α ≥ β, the assumptions of Lemma 2.1 hold.
The following Theorem is a direct consequence of Lemma 2.1 and Lemma 3.2.
Then, for α ≥ β and γ i ≥ 1, i = 1, · · · , n the following three statements are equivalent:
(ii) X n:n ≥ st Y n:n . • the hazard r Xn:n of X n:n satisfies
• the hazard r Xn:n of X n:n satisfies
is the cumulative distribution function of a generalized gamma distribution with shape parameters α and β and scale parameter 1.
So, if we want to replace the components of a parallel system consisting of n independent heterogeneous components by identical components, then the bounds in Remark 3.1 enable us to determine the exact values of the shape and scale parameters of the lifetimes of the new components, in order to preserve the reliability. This problem can utilize in precise production constraints of components of a parallel system. We shall now illustrate the above observations by a numerical example.
Assume that the hazard rates of X 
Comparisons in multiple-outlier model
It is natural to ask whether the result of Theorem 3.1 can be extended to the general case when the lifetimes of two parallel systems are heterogeneous and the vectors of scale parameters are ordered with respect to the p-larger order. The following example provides a negative answer to this problem. 
On the other hand, we havē
Thus, the ratioF X3:
is not monotone in x ∈ R + , which means that X 3:3 and Y 3:3 can not be compared with respect to the hazard rate order.
Since Theorem 3.1 could not be extended to the general case, in the first step attention moves to the multipleoutlier scale model which reduces the complete heterogenity of the scale parameters. In the sequel, we consider parallel systems with the lifetimes of their components following the multiple-outlier scale model and investigate the problem of stochastic comparisons between these systems.
Let us now recall some results in the literature that are most pertinent to the main results that are established in the sequel. Let Z 1 , · · · , Z n be independent exponential random variables with hazard rates λ 1 , · · · , λ n , respectively.
Further, let Z * 1 , · · · , Z * n be another set of independent exponential random variables with hazard rates λ * 1 , · · · , λ * n , respectively. Then, [22] proved that
In the special case of k = 2 and n = 2, Boland et al. (1994) strengthened (4.5) from the usual stochastic order to the hazard rate order. Moreover, they showed, by means of a counterexample, that (3.10) cannot be extended to the hazard rate order for n ≥ 3. Recently, Zhao and Balakrishnan (2012) improved (3.10) from the usual stochastic order to the hazard rate order for parallel systems in multiple-outlier exponential models. Specifically, let Y 1 , · · · , Y n be independent exponential random variables with Y 1 , · · · , Y p having common hazard rate λ 1 and Y p+1 , · · · , Y n having common hazard rate λ 2 . Further, let Y * 1 , · · · , Y * n be another set of independent exponential random variables with Y * 1 , · · · , Y * p having common hazard rate λ * 1 and Y * p+1 , · · · , Y * n having common hazard rate λ * 2 . Then, for λ 1 ≤ λ * 1 ≤ λ * 2 ≤ λ 2 , Zhao and Balakrishnan (2012) showed that 
Then, for q ≤ 1, the following three statements are equivalent:
);
Appendix
Supposer denotes the reversed hazard rate function corresponding to F . Then, from the assumption in C-1, we easily observe that Taking derivative from both sides of (4.7), we obtain
Moreover, by using the integration by parts and the results in Remark 2-1, we can easily observe that 
Then,
where y i ∈ R + , i = 1, · · · , n, and y p = min(y 1 , · · · , y n ). Further, for the special case of n = 1, the result in (4.10) holds just under the assumption (b).
Proof
(i) If h(x) is increasing, then the assumption (b) in not hold. So we assume that h(x) is decreasing in x and we have;
(ii) From the assumptions (b) and C − 1, and the decomposition form in (2.3) we have
which, according to (4.7), implies
Now, from Proposition 2 of [balakrishnan and zhao 2013] and (4.11), we obtain
.
(4.12)
Note that, for the special case of n = 1, (4.12) coincides with (4.11) which holds just under the assumption (b). Now, let us assume that n > 1. For i = 1, · · · , n, set
So, from Proposition 1 of [balakrishnan and zhao 2013], it follows that
where the last equality is obtained from the assumption (a). Now, based on (4.12) and (4.13), we get
which completes the proof of the lemma.
Lemma 4.2. Suppose X 1 , · · · , X n are independent non-negative random variables with X i ∼ F (λx), i = 1, · · · , p, and X j ∼ F (λ * x), j = p + 1, · · · , n, where λ ≤ λ * . Further, suppose the following assumptions hold:
Then, the hazard rate function of X n:n is increasing in λ ∈ (0, λ * ].
Proof The hazard rate function of X n:n can be expressed as Now, from the part (i) of Lemma 4.1, we observe that the first term on the right hand side of (4.15) is non-negative.
On the other hand, since y ≤ y * , then from the assumption (a) and (b) and Lemma 4.1, it follows that the second term on the right hand side of (4.15) is also non-negative. This completes the proof of the lemma.
tion F (λx) α . Further, suppose the following hold:
Then, for α ≥ 1 the hazard rate function of X n:n is increasing in λ ∈ R + .
Proof Suppose Y 1 , · · · , Y n are independent non-negative random variables with common distribution function
In order to prove the required result, it suffices to show that X n:n ≥ hr Y n:n . To this end, in view of Theorem 1.B.36 of Shaked and Shanthikumar (2007), it is enough to show that X i ≥ hr Y i for i = 1, · · · , n.
Setting p = n = 1 in (4.14), we observe that the hazard rate function of X i is r Xi (x) = 1 x ϕ(λx),. Now, to derive the result that X i ≥ hr Y i , we need to show that ϕ is increasing in y ∈ R + . From (4.15), we have
according to Lemma 4.1, ϕ ′ is non-negative and the proof is thus completed.
The following lemma plays a vital role in the sequel. Then, for any x = (x 1 , · · · , x n ) ∈ (0, ∞) n , the following inequality holds:
Proof For a fixed vector x = (x 1 , · · · , x n ) ∈ (0, ∞) n let consider a = min
Inequality (4.17) is an equality for a = b.
Let us assume a < b. Thenx ∈ (a, b) . We consider the compact subset K of (0, ∞) n :
Clearly, x andx belong to K. From Weierstrass's theorem it follows that the continuous mapping φ reaches an absolute minimum on the compact K on some point u = (u 1 , ..., u n ) ∈ K. Now let us assume u =x. In this case, there exists p, q ∈ {1, 2, · · · , n} such that a ≤ u p = min u i < max u i ≤ b.
Now we have,
Where m =x n i=1 αi . The equation z αp+αq n i =p,q u αi i = m has a positive solution in z which is denoted z 1 . Clearly,
For t ∈ [u p , z1), let us consider the function g(t) defined on [u p , z1) by the relation:
The continuously differentiable decreasing function g has the following derivative:
Let u(t) = (u 1 (t), u 2 (t), · · · , u n (t)), where u p (t) = t, u q (t) = g(t) and u i (t) = u i when i = p, q. Now let us consider the continuously differentiable function ψ :
But, from assumptions (a) and (b), it follows that ψ ′ (z) = 0 and for u p < z, ψ ′ (u p ) < 0. Hence, there exists ε > 0 such that u p + ε < z and ψ ′ (t) < 0, ∀ ∈ [u p , u p + ε). Therefore, φ(u(t)) < φ(u(u p )) = φ(u), for any t ∈ (u p , u p + ε).
This gives the contradiction. Then the unique minimum point of φ on K is u and the relation (4.17) follows.
Proof of lemma 2.1 (i) ⇒ (ii). The hazard rate function of X n:n can be rewritten as
wherer(x) = f (x)/F (x) and the symmetric and continuously differentiable function ψ : R + n → R + is defined as
Similarly, the hazard rate function of Y n:n can be expressed as r Yn:n (x) = 1 x ψ(λx, · · · , λx), x > 0.
First, we show that ψ(y 1 , · · · , y n ) ≤ ψ(ỹ, · · · ,ỹ
To this end, we will utilize Lemma 4.4
Set y p = min(y 1 , · · · , y n ) and y q = max(y 1 , · · · , y n ). Then, we have
which, according to (4.9), converts to
Since the function ψ is symmetric, then each partial derivative of it has the same structure. Thus, we have
Now, based on the above derivatives, we get
where a sgn = b means that a and b have the same sign and
From the part (i) of Lemma 4.1 and assumptions (b), it readily follows that A 1 ≥ 0. On the other hand, for α i ≥ 1, i = 1, · · · , n we have
where the first inequality obtains from the assumptions (a), (b), (c) and Lemma 4.1, while the second inequality follows from the assumption (b). Also, it is easy to see that
Therefore, from Lemma 4.4, (4.21) and (4.22), it follows that ψ(λ 1 x, · · · , λ n x) ≤ ψ(λx, · · · ,λx). On the other hand, from the part (i) of Lemma 4.1 and assumption (c), and Lemma 2.5 it follows that the hazard rate function of Y n:n is increasing in λ ∈ R + , that is, ψ(λx, · · · ,λx) ≤ ψ(λx, · · · , λx) for λ ≥λ. By combining these observations, (ii) follows.
(ii) ⇒ (iii). It is clear since the hazard rate order implies the usual stochastic order.
(iii) ⇒ (i). From the statement (iii), we have FX n:n (x)
FY n:n (x) ≤ 1 for every x > 0. Thus,
On the other hand, according to the L'Hopital's rule, and Remark 2.1, and assumption C-2, we obtain
Hence, by substituting (4.24) into (4.23) and using the part (i) of Lemma 4.1, we have λ ≥λ which completes the proof of the theorem.
The following known result provides an approach for testing whether a vector valued function is Schur-convex (Schur-concave) or not. 
where ∂φ ∂xi (x) denotes the partial derivative of φ with respect to its i-th argument.
Proof of lemma 2.2 Set a = log λ and a * = log λ * . Then, the hazard rate function of X n:n , in terms of a and a * , is given by
For simplicity in presentation, we denote φ(y, · · · , y p , y * , · · · , y * n−p ) by φ(y, y * ). In order to prove the desired result, in Let us first assume that y * ≥ y. Then, from assumptions (b) and the part (i) of Lemma 4.1, we can easily observe that B 1 ≥ 0. Furthermore, according to assumptions (a), (b), (c) and Lemma 4.1, it follows that
These observations result that (4.28) is non-negative. For the case when y > y * , by using an argument similar to the above, one can easily show that B 1 ≤ 0 and B 2 ≤ 0, i.e, (4.28) is non-positive. Consequently, (4.27) is satisfied and the proof is thus completed.
Proof of lemma 2.3 Suppose (i) holds. Then, (ii) immediately follows from Lemma 2.2 for the case when λ p λ * n−p = µ p µ * n−p . Now, let us assume that λ p λ * n−p < µ p µ * n−p . Setting λ 0 = µ ( µ * λ * ) (n−p)/p , then it can be easily seen that λ < λ 0 ≤ µ ≤ µ * ≤ λ * and λ p 0 λ * n−p = µ p µ * n−p .
Suppose Z 1 , · · · , Z n are independent non-negative random variables with Z i ∼ F (λ 0 x), i = 1, · · · , p, and Z j ∼ F (λ * x), j = p + 1, · · · , n. From Lemma 2.2, we have Z n:n ≥ hr Y n:n . On the other hand, from Lemma 4.2, it follows that X n:n ≥ hr Z n:n . Now, by combining these results, (ii) follows. Since the hazard rate order implies the usual stochastic order, then (ii) ⇒ (iii). The proof of the implication (iii) ⇒ (i) is similar to that of Lemma 2.1, and therefore omitted here. This completes the proof of the theorem. 
Then, for each q ∈ (0, 1], ψ(x) ≥ 0.
Proof. If q = 1, we can easily observe that ψ(x) = 0 for all x ∈ [0, ∞). Now, let us assume that q < 1. After some simplifications, we obtain that
Therefore, ψ ′ (x) has a local minimum at x = 1 for all q ∈ (0, 1). So, there exists some ǫ > 0 such that ψ(x) > ψ (1) for all x ∈ (1, 1 + ǫ) and q ∈ (0, 1). Also, it is easy to see that ψ(1) = 0 and lim
Now, suppose min x≥1 ψ(x) < 0. Then, From the above observation, ψ(x) has to cross the level 0 at least twice. That is, there exist a point ξ > 0 such that ψ(ξ) = 0. Then using this in
we obtain that,
Now, we need to show that g(x) ≥ 0 for all x ∈ [1, ∞). It is easy to see that g(1) = 0 and lim
Suppose min x>1 g(x) < 0. The derivative of g(x) with respect to x, is
Using the above relations, g ′ (1) = 2 b 2 > 0. Then g(x) has to cross the level 0 at least twice, since g(1) = 0, g(∞) = ∞, and g ′ (1) = 2 b 2 > 0. At any point t that g(t) = 0, we have
Using this in g ′ (x),
It is easy to see that g ′ (t) > 0. Thus, t is unique. That is a contradiction with g(x) has to cross the level 0 at least twice. Then ψ ′ (ξ) > 0 , since g(x) > 0 for all x ∈ (1, ∞). Thus, ξ is unique. That is a contradiction with ψ(x) has to cross the level 0 at least twice. So, the crossing point ξ does not exist, from which the required result follows. Where the continuously differentiable h : [1, ∞) −→ R + is defined as
x .
Then, we have
x e x e −x α .
[23] showed that xr(x) is decreasing in x ∈ R + , and so the assumption (a) of Lemma 2.1 is satisfied. Now, let us check the assumption (b). After some algebraic computation, we obtain
Taking derivative from s(x) with respect to x gives rise to
Thus, we can easily observe that s(x) is increasing in x ∈ R + for α ≥ β. Therefore, the assumption (b) of Lemma 2.1 is satisfied for α ≥ β. Moreover, for α ≥ β, we havē
which confirms the assumption (c) of Lemma 2.1 This completes the proof of the lemma.
