Abstract
Introduction
Given an undirected graph G, the L(1, 1)-coloring problem requires to find a node coloring of G such that nodes at distance ≤ 2 have different colors. The minimum number of colors used in any L(1, 1)-coloring of G is denoted as χ 2 (G). A generalization of L(1, 1)-colorings can be easily obtained by imposing constraints on nodes at distance ≤ k, for any integer k ≥ 2: in this case, we will refer to L(1 k )-colorings and denote by χ k (G) the minimum number of colors used in any such coloring. Note that an L(1 k )-coloring of a graph G is equivalent to a (standard) coloring of the k th power of G. Graph coloring problems with constraints depending on the distance between nodes arise in a variety of applications, including frequency assignment in wireless networks and data distribution in parallel memory systems [4] . In these settings, colors can represent resources as different as frequencies or memory modules, and coloring constraints model limitations on the use of these resources: e.g., interferences between network cells or simultaneous access to the same memory module should be avoided. The L(1 k )-coloring problem is NP-complete in general [11] and it remains NP-complete for unit disk graphs [19] , for planar graphs [20] and even for planar graphs of bounded degree [17] . It is also NP-complete to decide whether four colors suffice to L(1, 1)-color a cubic graph, while it can be decided in polynomial time whether three colors are enough [9] . For this reasons, research has focused on finding either approximate solutions or optimal solutions on restricted graph classes that are relevant to the aforementioned applications. See, e.g., [1, 5, 8, 14] and the survey in [3] .
In this paper we focus on L(1, 1)-colorings of the ndimensional binary hypercube Q n . In the remainder of this section we first review the most relevant results and open problems related to L(1, 1)-colorings of hypercubes and then we describe our contribution.
Related work.
A trivial lower bound on χ 2 (Q n ) is given by the size of a clique in the square of Q n and is equal to (n + 1). The coloring strategies proposed in [6, 23] find L(1, 1)-colorings of Q n using 2 log 2 (n+1) colors. Note that, if (n + 1) is a power of two, the lower and the upper bounds match. Since the color classes of an L(1, 1)-coloring of Q n can be viewed as binary codes with minimum distance 3, tighter bounds can be obtained by applying coding-theoretical results. In particular, the proof of optimality of triply shortened Hamming codes (see, e.g., [2] ) gives a slight improvement on the lower bound: if n is such that max{2
k . The observation above led to repeatedly conjecture that χ 2 (Q n ) must be always a power of 2 and that the upper bound 2 log 2 (n+1) is optimal for every n ≥ 0 (see [6, 15, 21] ). However, using the maxis algorithm de- signed for the Second DIMACS implementation challenge (available at the URL http://www.cs.ualberta.ca/∼joe/ Coloring/Colorsrc/index.html), it is not difficult to L(1, 1)-color Q 8 with 15 colors, thus disproving the conjecture 1 . More generally, we note that the correctness of the conjecture would imply the existence of distinct infimum and supremum limits:
Instead, it has been proved in [16] that
This implies that not only the upper bound is not optimum for every value of n, but also that the lower bound is tight up to lower order terms. In Figure 1 we summarize the currently known bounds for χ 2 (Q n ). We refer the interested reader to [7, 12, 15, 22] for additional results related to L(1 k )-colorings of the hypercube and to other coloring problems with different kinds of distance constraints.
Our contribution. In this paper we expose some connections between group theory and the L(1, 1)-coloring problem on binary hypercubes. Namely, we unfold the algebraic structure on which the best available L(1, 1)-coloring algorithms of Q n are based, thus giving a group theoretic flavour to existing L(1, 1)-colorings.
In our approach, algebraic groups such that the inverse of each element is the element itself will be used to define a whole class of coloring functions, independently of the choice of the group operation. We will show that identifying identical-inverse groups yields a simple and efficient way to obtain L(1, 1)-colorings of the binary hypercube and we will prove the correctness of the obtained colorings at an abstract level using group properties.
We show that the algebraic hypercube colorings have additional properties that may be useful in some applications: for instance, they are balanced, i.e., different color classes have the same size. Properties of identical-inverse groups make it possible to show that every coloring algorithm based on this algebraic structure cannot improve the current upper bound on χ 2 (Q n ). Results related to L(1, 1, 1)-colorings of Q n round off the paper.
The remainder of this paper is organized as follows. In Section 2 we introduce preliminary graph-theoretical and algebraic definitions. In Section 3 we describe the coloring approach based on identical-inverse groups, giving a rationale for the use of such an algebraic structure. In Section 4 we discuss the properties of group-based colorings (number of used colors and balancing). Section 5 presents the extension to L(1, 1, 1)-colorings of Q n . Section 6 sums up, discussing possible directions for future research.
Preliminaries
In this section we introduce graph-theoretical and algebraic concepts that will be useful throughout the paper.
Graph theory definitions.
An n-dimensional hypercube Q n is an n-regular graph with 2 n nodes, numbered from 0 to 2 n −1. The n bits in the binary label of a node are indexed by numbers in [0, n − 1], where the most significant bit has index (n − 1). Two nodes u and v of Q n are adjacent if and only if they have Hamming distance d H (u, v) equal to 1, i.e., if their binary labels differ in exactly one position [13] . Every color in any L(1, 1)-coloring of the hypercube implicitly defines a binary code of minimum distance 3. In general, an L(1 k )-coloring using t colors defines t codes of minimum distance (k + 1). In the following definition we introduce graphs that will allow us to reason about standard colorings (without constraints on nodes at distance larger
Definition 1. Let Q n be the hypercube of dimension n. The power graph H n,≤k = (V, E ≤k ) is the k th power of Q n and its node and edge sets are defined as follows:
The Hamming graph H n,k = (V, E k ) is defined as follows:
There is a strict relation between the power graph of Q n and the Hamming graph of Q n+1 : Remark 1. The Hamming graph H n+1,2 consists of two connected components; each component is isomorphic to the power graph H n,≤2 . (See [23] for a proof.)
Group theory definitions and properties. For the sake of completeness, we will now recall some elementary concepts from group theory. We refer to standard textbooks on algebra, such as [10, 18] , for a more detailed presentation.
Definition 2. Let G be a finite non empty set and let · be a binary product operation defined on elements of G. The pair (G, ·) is a group if, for each a, b, c ∈ G, it complies the following properties:
3. there exists a unique element e ∈ G, called identity, such that e · a = a · e = a for every element a ∈ G (identity);
4. there exists a unique element a
Groups whose product operation is commutative are called abelian. For brevity, we will use the notation a k to denote k repeated applications of the product operation on element a, for each integer k ≥ 1. The number of elements in a group G is called order of the group and denoted as o(G) (with a slight abuse of notation, when the group will be clear from the context we will simply use the letter o to denote its order). It is well known that for any two elements a, b ∈ G, it holds a
Moreover, the equations a · x = b and y · a = b admit only one solution for x and y, respectively, and the following two cancellation rules hold:
A subgroup H of a group G is a non empty subset of G which is a group under the same operation of G. Every group admits a trivial subgroup {e} and an improper subgroup G. We say that a subgroup is proper if it is different from both {e} and G. In order to show that a subset H of a finite group G is a subgroup of G, it is sufficient to prove the closure property, as stated by the following lemma. Lemma 1. A subset of a finite group G is a subgroup of G if and only if it is closed under the product operation of G.
Given a subgroup H of a group G and any element s ∈ G, we will call left coset the set sH = {s · h : h ∈ H}. Note that a left coset is not a subgroup of G unless s ∈ H.
To conclude, we mention the following useful properties that must be satisfied by the order of any finite group G.
Lemma 2. If a group G does not admit proper subgroups, then o(G) is a prime number. Theorem 1. Let G be a group and let H be any subgroup of
Corollary 1. Given a group G with identity e and any element a ∈ G, it holds a o(G) = e.
An Algebraic Coloring Approach
In our approach, algebraic groups will be used to define a whole class of coloring functions, independently of the choice of the product operation. The correctness of the obtained colorings will be proved at an abstract level using group properties.
Product-labelings and Identical-inverse Groups. Given a finite group (S, ·) with order o(S) = k, without loss of generality we will assume that elements of S are sorted according to an arbitrary ordering [s 0 , s 1 , . ., s k−2 , e] in which the identity e comes last. Definition 3. Let (S, ·) be a finite group with order o (S) = k, and let n be an integer such that n ≤ k. A productlabeling of the Hamming graph H n,2 based on S is a function f : {0, 1}
n → S such that
Consider the node of H n,2 with binary representation equal to (0, ..., 0) and its neighbor 1 i,j with binary representation (x 1 , ..., x n ) such that x i = x j = 1 and x t = 0 for all t = i, j. The product-labelings of these two nodes are:
respectively. Since the product-labeling must map adjacent nodes of H n,2 to different colors in order to provide a legal coloring, it must be s i · s j = e, for all i, j such that i = j and 0 ≤ i, j < n. Based on this necessary condition, when the hypercube dimension n and the group order k are equal (n = k), it can be s i · s j = e only if i = j, i.e., the only feasible inverse of an element of the group is the element itself. This observation naturally leads us to deal with groups having the following identical-inverse property: Definition 4. An identical-inverse group (in short, IIG) is a group (S, ·) such that, for each element a ∈ S, a −1 = a.
It is not difficult to see that identical-inverse groups are abelian. Indeed, the following chain of relations holds for each a, b ∈ S:
. In more details, IIGs correspond to elementary abelian 2-groups, which are finite groups of order 2 n , for n > 0, isomorphic to the direct product of n cyclic groups of order 2. We refer the interested reader to standard textbooks in algebra, such as [18] , for details about the definition and the properties of such groups. Although some of the observations given in Section 4 could be directly derived from the theory of elementary abelian groups, in this paper we will try to give self-contained proofs whenever possible.
Hypercube Colorings Based on Identical-inverse Groups. We now prove that identical-inverse groups of order o ≥ n make it possible to define legal colorings of the Hamming graph H n,2 , and thus L(1, 1)-colorings of the hypercube Q n . 
. Since x h = y h and x k = y k , this is equivalent to either s h ·s k = e or s h = s k both of which are contratictory.
By Remark 1, each connected component of the Hamming graph H n+1,2 is isomorphic to the power graph H n,≤2 . Hence, a coloring of H n+1,2 yields a coloring of H n,≤2 , and we have the following corollary of Lemma 3:
Corollary 2. A product-labeling based on an identicalinverse group of order o yields a legal coloring for each power graph H n,≤2 such that n ≤ o − 1.
We can therefore study L(1, 1)-colorings of the hypercube Q n by referring to (standard) colorings of the Hamming graph H n+1,2 , thus obtaining:
Existing Hypercube L(1, 1)-colorings. Identical-inverse groups have been implicitly used to star-color hypercubes in [6, 23] . In [6] , the authors assign a color c to a node v of the hypercube Q n using the following algorithm:
where v i denotes the i-th least significant bit of the binary representation of node v, and ⊕ is the bitwise xor operation. Using the notation of [23] , the coloring function c can be also expressed as follows:
is the binary representation of value i and the sum is taken "component-wise", modulo 2. Thus, the two approaches yield the same coloring.
It is easy to see that {0, 1} log(n+1) , ⊕ is a group.
Moreover, since c 1 ⊕ c 2 = 0 if and only if c 1 = c 2 , the identical-inverse property holds, as well. Thus, {0, 1} log(n+1) , ⊕ is an identical-inverse group of order 2 log(n+1) .
Properties of Group-based Colorings
In this section we discuss some additional properties of algebraic hypercube colorings. In Section 4 we focus on the order of identical-inverse groups, which is also an upper bound on χ 2 (Q n ) by Theorem 2, and in Section 4 we prove that group-based colorings are balanced, i.e., different color classes have the same size.
Number of Used Colors. We observed in Section 3 that identical-inverse groups correspond to elementary abelian 2-groups, whose order o must be a power of 2. Nevertheless, in this section we will present a self-contained proof that highlights some properties that will be useful thereafter (see the algorithm in Section 5). We first prove that IIGs must have even order. 
We now prove that a subgroup of order o(S)/2 certainly exists if S complies the identical-inverse property.
Lemma 5. Any identical-inverse group S of order o(S) > 2 admits a proper subgroup of order o(S)/2.
Proof. By Lemma 4, S cannot have odd order. Hence, let o (S) = 2o and let H ⊂ S be a proper subgroup of S of maximum order. By Inequality (1), it must be o (H) ≤ o. Assume by contradiction that o (H) < o. For an arbitrary s ∈ S \ H, let H s be the union of H and the left coset sH = {s · h : h ∈ H}, i.e., H s = H ∪ sH. We will now prove that H s is a subgroup of S with o (H s ) = 2o (H).
• By Lemma 1, to show that H s is a subgroup of S we only need to prove the closure property. This follows from the associativity and commutativity of the product operation: for any a, b ∈ H, we have
• In order to prove that o(H s ) = 2o(H), note that elements in the left coset sH are all distinct, because
The assumption o (H)
We are now ready to prove the following:
Theorem 3. The order of any finite identical-inverse group must be a power of 2.
Proof. Assume by contradiction that there exists a finite identical-inverse group (S, ·) whose order is not a power of two, i.e., o(S) = 2 k (2h + 1), for h ≥ 1 and k ≥ 0. Note that any subgroup of an identical-inverse group is also an identical-inverse group, since the inverse of an element in a group remains the same in every subgroup. Hence, we can repeatedly apply Lemma 5 for k times, obtaining an identical-inverse group of odd order equal to (2h + 1). This is impossible by Lemma 4, proving that o(S) cannot have an odd term in its factor decomposition and must necessarily be a power of two.
Theorem 3 implies that hypercube colorings based on identical-inverse groups use a number of colors which is always a power of two, and cannot therefore improve over the best available upper bound on χ 2 (Q n ). By studying properties of elementary abelian 2-groups it would be even possible to prove that the L(1, 1)-coloring given in Section 3 is unique, since there exists precisely one such group of order 2 log(n+1) within isomorphism.
Balancing.
A perfectly-balanced coloring assigns the same number of nodes to each color. In [6] , it is shown that the proposed L(1, 1)-coloring of the hypercube is perfectlybalanced. We want to show that this is a direct consequence of the properties of identical-inverse groups. We start by considering the case where n = 2 k in a product-labeling of H n,2 . n → S ← product-labeling defined on S with ordering π 6. return c Figure 2 . IIG-color algorithm. 
identical-inverse property s
Adding a bit, the cardinality of every set I s k doubles, maintaining the new coloring perfectly balanced.
The two lemmas imply that colorings of the Hamming graph H n,2 based on identical-inverse groups with order ≥ n are perfectly balanced.
Application to χ 3 (Q n )
In this section we consider L(1, 1, 1)-colorings of Q n . It has been proved in [16] −1,≤2 ). We will now show that an L (1, 1, 1) coloring of Q n with the same number of colors can be also obtained from an identical-inverse group (S, ·) of order o (S) ≥ 2n. Consider the algorithm given in Figure 2 , that finds a coloring of the power graph H n,≤3 based on an identical inverse group S of order 2 log 2 (n) +1 . The algorithm first computes a proper subgroup of S, named H, having maximum order o (S) /2. Given an arbitrary element s ∈ S \ H, it then reorders S so that elements of the left coset sH are in the first o (S) /2 positions of the permutation π. Finally, it returns as a coloring function the product-labeling of H n,≤3 based on S reordered according to π. In the following theorem we prove the validity of the returned coloring.
Theorem 4. The algorithm IIG-color(H n,≤3 ) given in Figure 2 computes a legal coloring of the power graph H n,≤3 . Proof. Since o (S) > n, a product-labeling defined on the identical-inverse group S is a legal coloring of H n,≤2 . Thus we only need to check what happens to pairs of nodes at distance 3. Note that e / ∈ sH, since s · h = e implies s = h and thus s ∈ H.
For an arbitrary pair of labels x, y ∈ {0, 1} n such that d H (x, y) = 3, let i, j, k ∈ [0, n − 1], with i = j = k, be the positions in which x is different from y. By the properties of identical-inverse groups, f (x) = f (y) implies (s · h i ) · (s · h j ) · (s · h k ) = e and thus (s · s · s) · (h i · h j · h k ) = e (we can erase the common part of the product from both sides of the equality and move the three remaining terms on the same side due to the fact that a −1 = a). Since (s · s · s) = e · s = s, we have s · (h i · h j · h k ) ∈ sH. But e ∈ sH, thus obtaining a contradiction. It must therefore be f (x) = f (y).
Concluding Remarks
In this paper we have studied node-coloring problems on the binary hypercube Q n when nodes at distance ≤ k, for k > 1, are constrained to have different colors. The algebraic approach that we have proposed gives results for k = 2 and k = 3. While our results only match the best available upper bounds on χ 2 (Q n ) and χ 3 (Q n ), they provide a general algebraic framework in which the ad-hoc coloring approaches proposed so far in the literature can be cast, highlighting some interesting connections between the L(1 k )-coloring problem and group theory. It would be interesting to pursue this research direction further and to explore the properties of the cosets in identical-inverse groups, trying to extend our results to larger values of k. Exploiting algebraic properties in order to color non-binary hypercubes and more general classes of graphs could also represent another interesting contribution.
