Analyticity of Resonances and Eigenvalues and Spectral Properties of the
  massless Spin-Boson Model by Ballesteros, Miguel et al.
ar
X
iv
:1
80
1.
04
02
1v
2 
 [m
ath
-p
h]
  1
7 F
eb
 20
19
Analyticity of Resonances and Eigenvalues and
Spectral Properties of the massless Spin-Boson Model
Miguel Ballesteros∗, Dirk-André Deckert†, Felix Hänle‡
February 19, 2019
Abstract
We extend the method of Pizzo multiscale analysis for resonances introduced in [5]
in order to infer analytic properties of resonances and eigenvalues (and their eigenpro-
jections) as well as estimates for the localization of the spectrum of dilated Hamilto-
nians and norm-bounds for the corresponding resolvent operators, in neighborhoods
of resonances and eigenvalues. We apply our method to the massless Spin-Boson
model assuming a slight infrared regularization. We prove that the resonance and
the ground-state eigenvalue (and their eigenprojections) are analytic with respect to
the dilation parameter and the coupling constant. Moreover, we prove that the spec-
trum of the dilated Spin-Boson Hamiltonian in the neighborhood of the resonance
and the ground-state eigenvalue is localized in two cones in the complex plane with
vertices at the location of the resonance and the ground-state eigenvalue, respectively.
Additionally, we provide norm-estimates for the resolvent of the dilated Spin-Boson
Hamiltonian near the resonance and the ground-state eigenvalue. The topic of analyt-
icity of eigenvalues and resonances has let to several studies and advances in the past.
However, to the best of our knowledge, this is the first time that it is addressed from
the perspective of Pizzo multiscale analysis. Once the multiscale analysis is set up
our method gives easy access to analyticity: Essentially, it amounts to proving it for
isolated eigenvalues only and use that uniform limits of analytic functions are analytic.
The type of spectral and resolvent estimates that we prove are needed to control the
time evolution including the scattering regime. The latter will be demonstrated in
a forthcoming publication. The introduced multiscale method to study spectral and
resolvent estimates follows its own inductive scheme and is independent (and different)
from the method we apply to construct resonances.
1 Introduction
In this paper, we analyze the massless Spin-Boson model which is a simple but non-trivial
model of quantum field theory. It can be seen as a model of a two-level atom interacting
with its second quantized scalar field, and hence, provides a widely employed model for
quantum optics. The unperturbed energies of the two-level atom shall be denoted by real
numbers e0 < e1. After switching on the interaction with a massless scalar field that may
induce transitions between the atom levels, the free ground-state energy e0 is shifted to
the interacting ground-state energy λ0 while the free excited state with energy e1 turns
into a resonance with complex energy λ1.
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Unfortunately, in the massless case, neither e0 nor e1 are isolated points in the spectrum
of the free Hamiltonian which is why the interacting ground-state and the resonance (λ0
and λ1) cannot be constructed using standard results from regular perturbation theory.
Several technologies were developed to overcome this difficulty. Two succesful methods
that recently received a lot of attention are: The so-called Pizzo multiscale method (see
e.g. [21, 22, 5, 4]) and the renormalization group method (see e.g. [7, 9, 8, 6, 10, 2, 15, 16,
25, 14, 12]). In both cases, a family of spectrally dilated Hamiltonians is analyzed since
this allows for complex eigenvalues. In this paper, we will employ the Pizzo multiscale
technique. This technique invokes an infrared cut-off which is then removed using an
inductive scheme. In each step of the induction, lower and lower boson momenta are
added to the interaction and regular perturbation theory is used to construct the respective
ground-state and resonance. In order to reach the limit of no infrared cut-off good control
over the closing gap is essential. Note that such a procedure has been introduced for the
construction of resonances in the Pauli-Fierz model [4, 5]. In this work we also construct
resonances (and ground-state eigenvalues) but this is not our main purpose. Our main
purpose is to prove that resonances are analytic with respect to the dilation parameter and
coupling constant, and furthermore, to provide certain spectral and resolvent estimates
that allow for the control of the dynamics including the scattering regime. In a forthcoming
paper, these estimates are employed to address scattering theory for the model at hand.
We want to remark that in [11] the time evolution of this model is studied using the
spectral renormalization method. Some results derived therein are similar to some of
ours, however, utilizing different methods, respectively.
What we call resonances and ground-states multiscale analysis is an inductive con-
struction of a sequence of Hamiltonians that enjoy infrared cutoffs and satisfy certain
properties. As the parameter of the sequence tends to infinity these cutoffs are removed.
Our mutliscale analysis is the content of Theorem 4.5. Its basic scheme is presented in
Section 4.2 and the proof of Theorem 4.5 is carried out in Section 4.3. Our proofs of
analyticity and of resolvent and spectral estimates are not part of our multiscale analysis
employed in the contruction of the resonance and ground-state energy, they only use it as
mathematical input. The latter results are presented in Section 5 (spectral and resolvent
estimates) and Section 6 (analyticity). Theorem 4.5 is only an intermediate but necessary
step. As we mention above, the method of multiscale analysis for resonances is introduced
in [4, 5]. However, the results in [4, 5] cannot be used directly to prove analyticity because
many of the estimations therein consider the dilation parameter, θ, to be purely imagi-
nary whereas analyticity requires estimates that are uniform for θ in an open set. Thus,
although it does not involve major obstacles, for the sake of analyticity, many of the given
calculations and some of the proofs need to be redone. For the convenience of the reader
and in order to keep this work self-contained we provide them in the proof of Theorem
4.5. Note that Theorem 4.5 is applied to the Spin-Boson model while [4, 5] address the
Pauli-Fierz model. This gives us the opportunity to review the Pizzo multiscale technique
for a non-trivial but more tractable model.
In Section 5 (in particular, in Subsection 5.1) we introduce a new inductive scheme
that is used to study resolvent and spectral estimates. This scheme is independent and
different from the scheme used in Section 4 to construct resonances. It allows to localize
the spectrum in two cones with vertices at the location of the resonance and ground-state
energy, respectively, and allows for arbitrary small apex angles provided the coupling
constant is sufficiently small. We want to emphasize that such a result requires a more
subtle analysis than localizing the spectrum in cuspidal domains. Additionally, we provide
estimates for the resolvent operator in the vicinity of the cones.
The study of analytic properties of resonances and ground-state eigenvalues in the
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context of non-relativistic quantum field theory has been the source of several studies.
These papers use the method of spectral renormalization. In [17] a large class of models of
quantum field theory was analyzed and analyticity of the ground-state with respect to the
coupling constant was proven under the assumption this ground-state is non-degenerate.
The existence of a unique ground-state and its analyticity with respect to the coupling
constant was shown in [19] for the Spin-Boson model without an infrared regularization,
and in [18] for the Pauli-Fierz model. Furthermore, in [12], a model describing the inter-
action of an atom with its quantized electromagnetic field was studied and it was proven,
that the excited states are analytic functions of the momentum of the atom and of the
coupling constant. Likewise, in [1], it is shown that the ground-state energy of the trans-
lationally invariant Nelson model is an analytic function of the coupling constant and the
total momentum.
Here, to the best of our knowledge, we give the first extension of the Pizzo multiscale
method that provides a ready access to analyticity properties that essentially amounts
to proving it for isolated eigenvalues only and exploiting that uniform limits of analytic
functions are analytic.
In [7, 9, 8], the renormalized group technique was invented and applied in order to
construct the ground state and resonances for the confined Pauli-Fierz model. Moreover,
resolvent and spectral estimates were obtained therein. Based on this new method, several
simplifications and applications were developed in a variety of works [6, 10, 12, 16, 15,
2, 12, 25, 14, 2]. The Pizzo multiscale analysis was first invented in [21, 22] and then
adapted in order to gain access to spectral and resolvent estimates and the construction
of ground-states in [4, 5]. In [11], resolvent and spectral estimates are derived in order
to control the time evolution in the Spin-Boson model and, in [13], smoothness of the
resolvent and local decay of the photon dynamics for quantum states in a spectral interval
just above the ground state energy was proven.
Next, we will introduce the massless Spin-Boson model together with the well-known
mathematical facts and tools in order to present our main results in Section 2.
1.1 The Spin-Boson model
In the rest of this Section 1 we will state preliminary definitions and well-known tools and
facts from which we start our analysis.
The non-interacting Spin-Boson Hamiltonian is defined as
H0 := K ⊗ 1+ 1⊗Hf , K :=
(
e1 0
0 e0
)
, Hf :=
∫
d3k ω(k)a(k)∗a(k). (1.1)
We regard K as an idealized free Hamiltonian of a two-level atom. As already stated
in the introduction, its two energy levels are denoted by the real numbers 0 = e0 < e1.
Furthermore, Hf denotes the free Hamiltonian of a massless scalar field having dispersion
relation ω(k) = |k|, and a, a∗ are the annihilation and creation operators on standard Fock
space which will be defined below. In the following we will sometimes call K the atomic
part, and Hf the free field part of the Hamiltonian. The sum of the free two-level atom
Hamiltonian K and the free field Hamiltonian Hf will simply be referred to as the “free
Hamiltonian” H0. The interaction term reads
V := σ1 ⊗ (a(f) + a(f)∗) , where σ1 =
(
0 1
1 0
)
, (1.2)
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and the boson form factor is given by
f : R3 \ {0} → R, k 7→ e− k
2
Λ2 |k|− 12+µ. (1.3)
Given the two-point function in (1.13) the relativistic form factor is f(k) = (2π)−
3
2 (2|k|)− 12
which, however, renders the model ill-defined due to the fact that such an f is not square
integrable. This is referred to as ultraviolet divergence. In our case, the Gaussian factor
in (1.3) acts as an ultraviolet cut-off for Λ > 0 being the ultraviolet cut-off parameter and,
in addition, the fixed number
µ ∈ (0, 1/2) (1.4)
implies a regularization of the infrared singularity at k = 0 which is a technical assumption
chosen to keep the proofs of this work more tractable. With a lot of additional work one
can also treat the case µ = 0 using methods described in [3]. In our notation the missing
factor 2−
1
2 (2π)−
3
2 is absorbed in the coupling constant. The full Spin-Boson Hamiltonian
is then defined as
H := H0 + gV (1.5)
for some coupling constant g ∈ C. The operator H is densely defined on the Hilbert space
H := K ⊗F [h] , K := C2, (1.6)
where
F [h] :=
∞⊕
n=0
Fn [h] , Fn [h] := h⊙n, h := L2(R3,C) (1.7)
denotes the standard bosonic Fock space and superscript ⊙n denotes the n-th symmetric
tensor product where by convention h⊙0 ≡ C. Throughout this work we will use the
notation N0 := N∪{0}. Thanks to the direct sum, an element Ψ ∈ F [h] can be represented
as a family (ψn)n∈N0 of wave functions ψn ∈ h⊙n. The state Ψ with ψ0 = 1 and ψn = 0
for all n ≥ 1 is called the vacuum and is denoted by
Ω := (1, 0, 0, . . . ) ∈ F [h] . (1.8)
For any h ∈ h and Ψ = (ψn)n∈N0 ∈ F [h], we define the creation operator
(a(h)∗Ψ)n∈N0 :=
(
0, h⊙ ψ0,
√
2h⊙ ψ1, . . .
)
, (a(h)∗Ψ)n =
√
nh⊙ ψn−1, ∀n ∈ N,
(1.9)
and the annihilation operator a(h) as the respective adjoint. Occasionally, we shall also
use the physics notation
a(h)∗ =
∫
d3k h(k)a(k)∗, h ∈ h, (1.10)
where, formally, the action of these operators in the n boson sector of a vector Ψ =
(ψn)n∈N0 ∈ F [h] can be seen as:
(a(k)ψ)(n) (k1, ..., kn) =
√
n+ 1ψ(n+1)(k, k1, ..., kn) (1.11)
(a(k)∗ψ)(n) (k1, ..., kn) =
1√
n
n∑
i=1
δ(3)(k − ki)ψ(n−1)(k1, ..., k˜i, ..., kn). (1.12)
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Here, the notation ·˜ means that the corresponding variable is omitted. Note that a and
a∗ fulfill the canonical commutation relations:
[a(h), a∗(l)] = 〈h, l〉h , [a(h), a(l)] = 0, [a∗(h), a∗(l)] = 0 ∀h, l ∈ h. (1.13)
Let us recall some well-known facts about the introduced model. Clearly, K is self-
adjoint on K and its spectrum consists of two eigenvalues e0 and e1. The corresponding
eigenvectors are
ϕ0 =
(
0
1
)
and ϕ1 =
(
1
0
)
with Kϕi = eiϕi, i = 0, 1. (1.14)
Moreover, Hf is self-adjoint on its natural domainD(Hf ) ⊂ F [h] and its spectrum σ(Hf ) =
[0,∞) is absolutely continuous (see [24]). Consequently, the spectrum of H0 is given by
σ(H0) = [e0,∞), and e0, e1 are eigenvalues embedded in the absolutely continuous part of
the spectrum of H0 (see [23]).
Finally, also the closedness of the full Hamiltonian H is well-known (see e.g. [20]),
however, for the sake of completeness, we give a proof in the Appendix A.
Proposition 1.1. The operator V is relatively bounded by H0 with infinitesimal bound
and, consequently, H is a closed operator on the domain D(H) = K ⊗D(Hf ).
Remark 1.2. In this work we omit spelling out identities whenever unambiguous. For
every vector spaces V1, V2 and operators A1 and A2 defined on V1 and V2, respectively, we
identify
A1 ≡ A1 ⊗ 1V2, A2 ≡ 1V1 ⊗A2. (1.15)
In order to simplify our notation further, and whenever unambiguous, we do not utilize
specific notations for every inner product or norm that we employ.
1.1.1 Complex dilation
In the following we introduce the tools necessary for the complex dilation of Hamiltonians
that allows to study resonances as eigenvalues.
Definition 1.3. For every θ ∈ R, we define the unitary transformation
uθ : h→ h, ψ(k)→ e−
3θ
2 ψ(e−θk). (1.16)
Similarly, we define its second quantization Uθ : F [h]→ F [h] by its action on Fn[h]:
UθΨ
(n)(k1, ..., kn) = e
− 3θ
2
nΨ(n)(e−θk1, ..., e−θkn). (1.17)
A straight forward calculation yields, for every θ ∈ R,
aθ(h) := Uθa(h)U
−1
θ = e
− 3
2
θa(hθ) where hθ(k) := h(e
−θk) (1.18)
for h ∈ h and (again, for θ ∈ R)
Hθ := UθHU
−1
θ = H
θ
0 + gV
θ, (1.19)
where
Hθ0 := K ⊗ 1+ 1⊗Hθf , Hθf = e−θHf , V θ = σ1 ⊗
(
a(f θ) + a(f θ)∗
)
(1.20)
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and
f θ : R3 → R, k 7→ e−θ(1+µ)e−e2θ k
2
Λ2 |k|− 12+µ. (1.21)
The expressions for Hθf and f
θ above are well-defined for θ ∈ C. It follows from Appendix
A that, as long as f θ, f θ/
√
ω ∈ h, V θ is relatively bounded, with infinitesimal bound, with
respect to Hθ0 provided, e.g., |θ| < π/16. In this case we define Hθ using the right hand
side of Eq. (1.19). Employing similar bounds as in Appendix A it turns out that Hθ is a
closed operator and D(Hθ) = D(H0). Then, it is easy to see that the family
{
Hθ
}
|θ|<π/16
is an analytic family of type A. Notice that the expression in the middle of (1.19) does
not make sense for non-real θ because we have not defined Uθ for those θ’s (we can define
it, but it turns out to be an unbounded operator and therefore the meaning of the middle
of (1.19) is still unclear).
From the explicit formula of Hθ0 we deduce that it has only two eigenvalues, namely
e0 and e1, and
σ(Hθ0 ) =
{
ei + e
−θr : r ≥ 0, i ∈ {0, 1}
}
. (1.22)
In this text we use the notation
D(x, r) := {z ∈ C : |z − x| < r} , x ∈ C, r > 0. (1.23)
1.1.2 Infrared cut-offs and definition of the ground-state and the resonance
In the following, we introduce a family of Hamiltonians H(n),θ which have two isolated
(complex) eigenvalues λ
(n)
i in small neighborhoods of ei, i ∈ {0, 1}. For every n, H(n),θ
enjoys an infared cutoff that is removed as n tends to infinity.
Definition 1.4. We fix a real number ν ∈ (0, π/16) and for every θ ∈ C we set ν := Im θ.
We define
S :=
{
θ ∈ C : −10−3 < Re θ < 10−3 and ν < Im θ < π/16
}
. (1.24)
For θ ∈ S and n ∈ N, we define:
(i) The sequence of infrared cut-offs {ρn}n∈N with ρn := ρ0ρn for real 0 < ρ0 <
min(1, e1/4) and 0 < ρ < 1. In Definition 4.2 below we specify additional prop-
erties of it.
(ii) The cutoff-Hilbert space of one particle, h(n):
h(n) := L2(R3 \ Bρn), Bρn :=
{
x ∈ R3 : |x| < ρn
}
. (1.25)
The Fock space with one particle sector h(n) is defined as in Eq. (1.7), and we denote
it by F [h(n)]. We denote its vacuum state by Ω(n). We set
H(n) := K ⊗F [h(n)]. (1.26)
The free boson energy operator with an infrared cutoff is defined on F [h(n)] by Eq.
(1.1), we denote it by H
(n),0
f ≡ H(n)f . We set
H
(n),θ
f := e
−θH(n),0f . (1.27)
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For every function h ∈ h(n) we define creation and annihilation operators, an(h), a∗n(h),
on F [h(n)] according to Eq. (1.10). We use the same formula for functions h ∈ h,
then it is understood that we take the restriction of h to R3 \ Bρn .
We define the following family of Hamiltonians (densely defined on H(n) - see Remark
1.2)
H
(n),θ
0 := K +H
(n),θ
f , V
(n),θ := σ1 ⊗
(
an(f
θ) + an(f
θ)∗
)
(1.28)
and
H(n),θ := H
(n),θ
0 + gV
(n),θ. (1.29)
The Hamiltonians H(n),θ turn out to have gaps between the eigenvalues λ
(n)
i and the
rest of the spectrum of H(n),θ. This allows us to define Riesz projections, P
(n)
i , corre-
sponding to the eigenvalues λ
(n)
i and use regular perturbation theory for each n ∈ N. In
an inductive scheme, one can obtain explicit estimates on the resolvents and the eigenvalues
in each step. Below, we prove that the sequences (λ
(n)
i )n∈N converge and the interacting
ground-state energy λ0 and resonance energy λ1 of H
θ are the limits
λi := lim
n→∞λ
(n)
i , i = 0, 1. (1.30)
We define
h(n,∞) := L2(Bρn). (1.31)
We denote the corresponding Fock space by F [h(n,∞)] (it is defined as in (1.7)), with
vacuum state Ω(n,∞). It is straightforward to verify thatH is isomorphic toH(n)⊗F [h(n,∞)]
and, therefore, we identify
H ≡ H(n) ⊗F [h(n,∞)]. (1.32)
We prove below that the sequence (P
(n)
i ⊗ PΩ(n,∞))n∈N, where PΩ(n,∞) is the orthogonal
projection onto the vector space generated by Ω(n,∞), converges to an eigenprojection
corresponding to the eigenvalue λi.
2 Main results
Here, we state the main results of our work. All proofs are presented in the next sections.
In Proposition 2.1 below we state the existence of the ground-state eigenvalue and the
resonance of Hθ. A similar result, for a more complicated model (Pauli-Fierz), is proved
in [4]. The strategy of proof of Proposition 2.1 is based on the methods introduced in [4]
but it differs from the proof therein because, here, all our estimates must be independent
of θ ∈ S. As emphasized earlier, the existence of the resonance and the ground-state is
not our focus but is only provided in order for this work to be self-contained.
The next proposition is proved in Section 5.3.
Proposition 2.1 (Construction of the ground-state and the resonance). For every ρ, ρ0
sufficiently small (see Definition 4.2) there is a constant g0 > 0 (that depends on ρ, ρ0 and
ν) such that, for every θ ∈ S (see (1.24)) and every g ∈ D(0, g0), the (complex) number
λi := lim
n→∞λ
(n)
i , i = 0, 1 (2.1)
is an eigenvalue of Hθ and the range of
Pi := lim
n→∞P
(n)
i ⊗ PΩ(n,∞) , i = 0, 1 (2.2)
consists of eigenvectors corresponding to λi. An explicit formula for g0 is presented in
Definition 4.3 below.
The nondegeneracy of the eigenvalues in Proposition 2.1 as well as estimates for the
imaginary part of the resonance can be derived from the corresponding results for the
Pauli-Fierz model in [4] and [5]. Since their proofs do not need the new features of our
multiscale scheme and they are not relevant for our main results, we only state them
without proofs and refer to [4].
Remark 2.2 (Fermi golden rule). The eigenvalues λ0 and λ1 are non-degenerate, this
follows from Section 6.4.3 in [4] (we do not repeat the proof here). The leading order of
the imaginary part of the resonance λ1 can be explicitly calculated. This is presented in
Theorem 5.6 in [4] for the Pauli-Fierz model and, using a different method, in [10]. We
do not include a proof here because it follows, for the model at hand, without much change
from the proof in [4].
We assume that |g| > 0 is small enough and define
EI := −4π2(e1 − e0)2|f(e1 − e0)|2. (2.3)
Then, there is a constant C(2.4) > 0 and a constant ǫ > 0 such that for all n ∈ N large
enough ∣∣∣Imλ(n)1 − g2EI ∣∣∣ ≤ g2+ǫC(2.4). (2.4)
The next theorems are our main results. We prove analyticity of the resonance and
the ground-state, and the corresponding eigen-projections, with respect to the dilation
parameter and coupling constant.
The next theorem is proved in Section 6 (see Theorem 6.9).
Theorem 2.3 (Analyticity with respect to the dilation parameter). For ρ, ρ0 sufficiently
small and g ∈ D(0, g0) (see Proposition 2.1), the functions
S ∋ θ 7→ Pi, S ∋ θ 7→ λi (2.5)
are analytic. Moreover, this implies that λi(θ) ≡ λi is constant for θ ∈ S (see (1.24)).
Remark 2.4. Our bounds in the inductive scheme (see Theorem 4.5 below) which are
used to prove Theorem 2.3 blow up as we take ν → 0. We study simultaneously the cases
i = 0 and i = 1 and, therefore, our estimations blow up also for i = 0. However, it is easy
to see from our method that for i = 0 alone we can take θ in a neighborhood of 0 and prove
analyticity in this neighborhood. This implies that λ0 is real, because H
θ is selfadjoint for
θ = 0. It is the ground-state energy constructed in [3, 20].
Next theorem is proved in Section 6 (Theorem 6.9).
Theorem 2.5 (Analyticity with respect to the coupling constant). For every ρ, ρ0 suffi-
ciently small and g ∈ D(0, g0), the functions
g 7→ Pi, g 7→ λi (2.6)
are analytic.
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Our next two theorems provide an estimate for the spectrum of Hθ in neighborhoods
of λ0 and λ1, and resolvent estimates in these neighborhoods. As discussed in the intro-
duction, similar results on spectral estimates can be found in [7, 9, 8, 10] in which the
spectrum is located in cuspidal domains using the spectral renormalization method based
on the Feshbach-Schur map. Here, we localize the spectrum in cones. For every z ∈ C, we
define
Cm(z) :=
{
z + xe−iα : x ≥ 0, |α− ν| ≤ ν/m
}
, (2.7)
where we assume that m ≥ 4, allover this work.
The next theorem is proved in the proofs of Theorems 5.9 and 5.10 below.
Theorem 2.6 (Resolvent estimates). There is a constant C (see Definition 4.1 and (5.58))
that depends on ν but not on g nor in ρ and ρ0 such that for every m ≥ 4 and ρ, ρ0
sufficiently small, there exists g(m) > 0 with the following properties: for every θ ∈ S and
g ∈ D(0, g0) (see Proposition 2.1) with |g| ≤ g(m) ,∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ 16Cn+1 1dist(z, Cm(λi)) , (2.8)
for every z ∈ B(1)i \ Cm
(
λi − 2ρ1+µ/4n e−iν
)
and∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ 8Cn+1 1
dist(z, Cm(λ(n)i ))
, (2.9)
for every z ∈ B(1)i \ Cm
(
λ
(n)
i − ρ1+µ/4n e−iν
)
. Here, the symbol dist denotes the Euclidean
distance in C and B(1)i is defined in (3.5).
Explicit bounds for C, ρ0 and ρ, g0 and g
(m) are given in Definitions 4.1, 4.2, 4.3 and
Eq. (5.58), respectively. We remark that we intentionally do not provide optimal estimates
because these would render the proof unnecessary opaque.
The next theorem is proved in the proof of Theorem 5.10 below.
Theorem 2.7 (Spectral estimates). For every ρ, ρ0 sufficiently small, θ ∈ S and g ∈
D(0, g0) with |g| ≤ g(m), there is a neighborhood B(1)i of λi (that depends on ν but not on
g) such that the spectrum of Hθ in B
(1)
i is contained in C(λi) (recall that ν is the imaginary
part of θ). An explicit formula for B
(1)
i is given in (3.5).
3 Resolvent estimates far away from the spectrum and de-
tailed analysis of H(1),θ
In this subsection we derive resolvent estimates for H(n),θ and Hθ for complex numbers z
that are far away from their respective spectra. For the first Hamiltonian, H(1),θ, having
an infrared cutoff, we present resolvent estimates for points that are close to its spectrum.
Here, we do not need any restrictions on the sequence {ρn}n∈N other than 0 < ρ0 <
min(1, e1/4), 0 < ρ < 1. In the forthcoming sections (see Definition 4.2) we need to
assume other properties for the sequence {ρn}n∈N. We emphasize that the particular
choice of numbers ρn does not imply any physical constraint, it only specifies the rate at
which the infrared cut-off is removed.
In this section and (in the whole paper) we denote by c > 0 any generic (indeterminate)
constant (it can change from line to line) that is independent of the parameters n, θ, ρ0,
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ρ, θ, ν and g. It might depend on the set S, as a whole, but not on its elements θ ∈ S and
nor either on the parameter ν. Moreover, by stating that |g| is small enough, we mean
that there is a constant such that uniformly for |g| smaller than this constant the referred
statement holds true. We employ that such a constant does not depend on θ and n but it
depends on the set S and on the remaining parameters (e1, ρ0, ρ, µ and Λ).
3.1 Resolvent estimates far away from the spectrum
We define regions in the complex plane in which we derive resolvent estimates.
Definition 3.1. We set δ := e1 − e0 = e1 and define the region
A : = A1 ∪A2 ∪A3, (3.1)
where
A1 : =
{
z ∈ C : Re z < e0 − 1
2
δ
}
(3.2)
A2 : =
{
z ∈ C : Im z > 1
8
δ sin(ν)
}
(3.3)
A3 : =
{
z ∈ C : Re z > e1 + 1
2
δ, Im z ≥ − sin
(ν
2
)(
Re(z)− (e1 + 1
2
δ)
)}
, (3.4)
and for i ∈ {0, 1},
B
(1)
i :=
{
z ∈ C : |Re z − ei| ≤ 1
2
δ,−1
2
ρ1 sin(ν) ≤ Im z ≤ 1
8
δ sin(ν)
}
. (3.5)
Figure 1: Subsets of the complex plane (see Definition 3.1)
In this subsection, we estimate the resolvent of H(n),θ and Hθ far away from their
spectra, namely in the region A defined in (3.1). These estimates are applied for the
induction basis in our inductive scheme described in Section 4.2.
Lemma 3.2. Let θ ∈ S (see (1.24)) and n ∈ N. There is a constant C(3.6) (independent of
θ, n, g, ρ0, ρ and ν) such that for small enough |g| (depending on ν), for every i ∈ {0, 1}:∥∥∥∥ 1H(n),θ − z
∥∥∥∥ ≤ C(3.6)sin(ν/2) 1|ei − z| ,
∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ C(3.6)sin(ν/2) 1|ei − z| , ∀z ∈ A. (3.6)
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Proof. Let z ∈ A and n ∈ N. Then, arguing as in Appendix A and using functional
calculus, we obtain that∥∥∥∥∥V (n),θ 1H(n),θ0 − z
∥∥∥∥∥ ≤
∥∥∥∥∥V (n),θ 1(H(n)0 + 1) 12
∥∥∥∥∥
∥∥∥∥∥ H
(n)
0 + 1
H
(n),θ
0 − z
∥∥∥∥∥
≤
(∥∥∥f θ∥∥∥
2
+ 2
∥∥∥f θ/√ω∥∥∥
2
)
sup
y∈[0,∞),i=0,1
∣∣∣∣ ei + y + 1ei + e−θy − z
∣∣∣∣ . (3.7)
Geometrical considerations imply that there is a constant c > 0 such that
dist
(
{ei + e−θy : i = 0, 1}, A
)
≥ c
sin(ν/2)
(1 + y) ∀y ≥ 0, (3.8)
and hence, there there is a constant c > 0 such that∥∥∥∥∥V (n),θ 1H(n),θ0 − z
∥∥∥∥∥ ≤ csin(ν/2) , ∀z ∈ A. (3.9)
Then, we choose |g| small enough such that∥∥∥∥∥gV (n),θ 1H(n),θ0 − z
∥∥∥∥∥ ≤ 12 (3.10)
and hence,
H(n),θ − z =
(
1 + gV (n),θ
1
H
(n),θ
0 − z
)(
H
(n),θ
0 − z
)
(3.11)
is invertible for all z ∈ A, since A ∩ σ(H(n),θ0 ) = ∅. Thanks to the particular geometry,
there is a constant c > 0 such that |ej + ye−θ − z| ≥ c sin(ν/2)|ei − z|, for every z ∈ A,
every j ∈ {0, 1}, and every positive number y. This and (3.11) imply∥∥∥∥ 1H(n),θ − z
∥∥∥∥ ≤ 2
∥∥∥∥∥ 1H(n),θ0 − z
∥∥∥∥∥ = supi=0,1 supy≥ρn 2|ei + ye−θ − z| ≤ csin(ν/2)|ei − z| (3.12)
for all z ∈ A, i = 0, 1 and some constant c > 0. This completes the proof for the first
equation in (3.6). Since the second equation can be shown in a very similar fashion we
omit the proof here.
3.2 Analysis of H(1),θ
Lemma 3.3. Let θ ∈ S (see (1.24)) and |g| small enough (depending on ν and ρ1). Then,∥∥∥∥ 1H(1),θ − z
∥∥∥∥ ≤ 2
∥∥∥∥∥ 1H(1),θ0 − z
∥∥∥∥∥ ∀z ∈ E(1)i , i = 0, 1, (3.13)
where
E
(1)
i := B
(1)
i \D
(
ei,
ρ1 sin(ν)
8
)
. (3.14)
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Proof. Let z ∈ E(1)i and i = 0, 1. Then, we have, arguing as in Appendix A,∥∥∥∥∥V (1),θ 1H(1),θ0 − z
∥∥∥∥∥ ≤
∥∥∥∥∥V (1),θ 1(H(1)0 + 1) 12
∥∥∥∥∥
∥∥∥∥∥ H
(1)
0 + 1
H
(1),θ
0 − z
∥∥∥∥∥
≤
(∥∥∥f θ∥∥∥
2
+ 2
∥∥∥f θ/√ω∥∥∥
2
)
sup
y∈{0}∪[ρ1,∞),i=0,1
∣∣∣∣ ei + y + 1ei + e−θy − z
∣∣∣∣ . (3.15)
Take y ∈ {0} ∪ [ρ1,∞) and i ∈ {0, 1}. It follows that∣∣∣∣ ei + y + 1ei + e−θy − z
∣∣∣∣ =
∣∣∣∣∣ei + eθ(ei + e−θy − z) + 1− eθ(ei − z)ei + e−θy − z
∣∣∣∣∣ (3.16)
≤|eθ|+ c 1|ei + e−θy − z| ≤
c
ρ1 sin(ν)
,
where the last inequality is due to the considered geometry.
From (3.15) and (3.16) we obtain that there is a finite constant c > 0 such that∥∥∥∥∥V (1),θ 1H(1),θ0 − z
∥∥∥∥∥ ≤ cρ1 sin(ν) ≤ cρ1 sin(ν) . (3.17)
For |g| small enough (depending on ρ1 and ν), we arrive at∥∥∥∥∥gV (1),θ 1H(1),θ0 − z
∥∥∥∥∥ ≤ 12 , (3.18)
and hence,
H(1),θ − z =
(
1 + gV (1),θ
1
H
(1),θ
0 − z
)(
H
(1),θ
0 − z
)
(3.19)
is invertible for all z ∈ E(1)i , since E(1)i ∩ σ(H(1),θ0 ) = ∅. Then, we obtain∥∥∥∥ 1H(1),θ − z
∥∥∥∥ ≤ 2
∥∥∥∥∥ 1H(1),θ0 − z
∥∥∥∥∥ , (3.20)
which completes the proof.
Definition 3.4. We define the projections
P
(1)
i := −
1
2πi
∫
γˆ
(1)
i
dz
1
H(1),θ − z (3.21)
and
P
(1)
at,i := −
1
2πi
∫
γˆ
(1)
i
dz
1
H
(1),θ
0 − z
= Pei ⊗ PΩ(1) (3.22)
where
γˆ
(1)
i : [0, 2π]→ C, t 7→ ei +
1
4
ρ1 sin(ν)e
it, (3.23)
Pei is the projection onto the eigenspace space corresponding to ei of the Hamiltonian K
and PΩ(1) is the projection onto the vector space generated by the vacuum, Ω
(1), of F [h(1)].
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Remark 3.5. The right-hand side of Eq. (3.22) follows from the following computation:
− 1
2πi
∫
γˆ
(1)
i
dz
1
H
(1),θ
0 − z
= − 1
2πi
∫
γˆ
(1)
i
dz
1
H
(1),θ
0 − z
(Pei ⊗ PΩ(1) + Pei ⊗ PΩ(1))
= Pei ⊗ PΩ(1) −
1
2πi
∫
γˆ
(1)
i
dz
1
H
(1),θ
0 − z
Pei ⊗ PΩ(1) , (3.24)
where
Pei ⊗ PΩ(1) = Pei ⊗ 1 + Pei ⊗ PΩ(1) (3.25)
implies that − 12πi
∫
γˆ
(1)
i
dz 1
H
(1),θ
0 −z
Pei ⊗ PΩ(1) = 0.
Lemma 3.6. Let θ ∈ S (see (1.24)) and let |g| be small enough (depending on ν and ρ1).
Take i ∈ {0, 1}. Then, there is a constant C(3.26) > 0 (independent of θ, n, g, ρ0, ρ and
ν) such that∥∥∥P (1)i − P (1)at,i∥∥∥ ≤ |g| C(3.26)ρ1 sin(ν) < 1 and
∥∥∥P (1)i ∥∥∥ ≤ 1 + |g| C(3.26)ρ1 sin(ν) < 2, (3.26)
where γˆ
(1)
i , P
(1)
i and P
(1)
at,i are introduced in Definition 3.4.
Proof. First, we observe that∥∥∥P (1)i − P (1)at,i∥∥∥ ≤ 12π
∥∥∥∥∥
∫
γˆ
(1)
i
dz
(
1
H(1),θ − z −
1
H
(1),θ
0 − z
)∥∥∥∥∥ . (3.27)
Note that γˆ
(1)
i ⊂ E(1)i (see (3.14)). Eq. (3.17) implies that there is a finite constant c > 0
such that for every z in the (image of the) curve γˆ
(1)
i∥∥∥∥∥gV (1),θ 1H(1),θ0 − z
∥∥∥∥∥ < |g| cρ1 sin(ν) ≤ 12 , (3.28)
for |g| small enough (depending on ν and ρ1). Next, we obtain∥∥∥P (1)i − P (1)at,i∥∥∥ ≤ 12π
∥∥∥∥∥∥
∫
γˆ
(1)
i
dz
1
H
(1),θ
0 − z
∞∑
l=1
(
−gV (1),θ 1
H
(1),θ
0 − z
)l∥∥∥∥∥∥
≤ ρ1 sin(ν)
4
sup
|z−ei|= ρ1 sin(ν)4
(∥∥∥ 1
H
(1),θ
0 − z
∥∥∥)|g| c
ρ1 sin(ν)
∞∑
l=0
(1
2
)l
< |g| c
ρ1 sin(ν)
. (3.29)
This proves the first part of the lemma. Furthermore, it follows from (3.22) that
∥∥∥P (1)at,i∥∥∥ =
1, and hence, ∥∥∥P (1)i ∥∥∥ ≤ ∥∥∥P (1)at,i∥∥∥+ ∥∥∥Pˆ (1)i − P (1)at,i∥∥∥ ≤ 1 + |g| cρ1 sin(ν) < 2, (3.30)
for sufficiently small |g|. This proves proves the second part of the lemma.
Remark 3.7. Let θ ∈ S (see (1.24)) and i ∈ {0, 1}. Suppose that |g| is small enough
(depending on ν and ρ1). Then, it follows from Lemma 3.6 together with the fact that P
(1)
at,i
is a rank-one projection that also P
(1)
i is a rank-one projection. Lemma 3.3 implies that
H(1),θ has no spectral points in E
(1)
i = B
(1)
i \D
(
ei,
ρ1 sin(ν)
8
)
. Since the contour of integra-
tion for the projection P
(1)
i is contained in B
(1)
i and its interior contains D
(
ei,
ρ1 sin(ν)
8
)
,
we conclude that there is a unique spectral point λ
(1)
i of H
(1),θ in B
(1)
i , it is a simple
eigenvalue and it is contained in D
(
ei,
ρ1 sin(ν)
8
)
.
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Lemma 3.3 together with Lemma 3.6 yield a resolvent estimate in the whole region
B
(1)
i \ {λ(1)i } by making use of the maximum modulus principle of complex analysis.
Lemma 3.8. Let θ ∈ S (see (1.24)) let |g| be small enough (depending on ν and ρ1).
Take i ∈ {0, 1}. Then, there is a constant C(3.31) > 0 (independent of θ, n, g, ρ0, ρ and
ν) such that ∥∥∥∥ 1H(1),θ − zP (1)i
∥∥∥∥ ≤ C(3.31)ρ1 sin(ν) ≤ C(3.31)ρ1 sin(ν) , ∀z ∈ B(1)i . (3.31)
Proof. Note that the function
D
(
ei,
1
8
ρ1 sin(ν)
)
∋ z 7→ Gφ,ψ(z) :=
〈
φ,
1
H(1),θ − zP
(1)
i ψ
〉
(3.32)
is continuous, and furthermore, analytic on D
(
ei,
1
8ρ1 sin(ν)
)
, for all φ,ψ ∈ H. Then,
it follows from the maximum modulus principle that this function attains its maximum
on the boundary of its domain. This together with the Cauchy-Schwarz inequality and
Lemma 3.3 and 3.6 implies that there is a finite constant c > 0 such that
|Gφ,ψ(z)| ≤ c
ρ1 sin(ν)
‖φ‖ψ‖, ∀z ∈ D
(
ei,
1
8
ρ1 sin(ν)
)
. (3.33)
Consequently, there is a finite constant c > 0 such that∥∥∥∥ 1H(1),θ − zP (1)i
∥∥∥∥ ≤ cρ1 sin(ν) , ∀z ∈ D
(
ei,
1
8
ρ1 sin(ν)
)
, (3.34)
and moreover, Lemma 3.3 (again) guarantees that there is a finite constant c > 0 such
that ∥∥∥∥ 1H(1),θ − z
∥∥∥∥ ≤ 2
∥∥∥∥∥ 1H(1),θ0 − z
∥∥∥∥∥ ≤ cρ1 sin(ν) , (3.35)
for all z ∈ B(1)i \D
(
ei,
1
8ρ1 sin(ν)
)
. This together with (3.34) completes the proof.
Applying Lemma 3.8 to our particular geometry allows to formulate the following
corollary.
Corollary 3.9. We define q
(1)
i := λ
(1)
i +
1
4ρ1e
−iν and recall Eq. (2.7). Let θ ∈ S ( see
(1.24)) let |g| be small enough (depending on ν and ρ1). Take i ∈ {0, 1}. Then, there is a
constant C(3.36) > 0 (independent of θ, n, g, ρ0, ρ and ν) such that∥∥∥∥ 1H(1),θ − zP (1)i
∥∥∥∥ ≤ 1sin(ν/m) C(3.31)dist(z, Cm(q(1)1 )) , ∀z ∈ B
(1)
i \ Cm(q(1)i ). (3.36)
Lemma 3.10. Let θ ∈ S (see (1.24)) and let |g| be small enough (depending on ν and
ρ1). Then, there is a constant C(3.37) > 0 (independent of θ, n, g, ρ0, ρ and ν) such that
for every i ∈ {0, 1} ∣∣∣λ(1)i − ei∣∣∣ ≤ |g|C(3.37). (3.37)
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Proof. It follows from Lemma 3.6 that
∣∣∣ 〈ϕi ⊗ Ω, P (1)i ϕi ⊗ Ω〉 ∣∣∣ > 12 for |g| small enough
(depending on ν and ρ1). We calculate
λ
(1)
i =
〈
ϕi ⊗ Ω(1),H(1),θP (1)i ϕi ⊗ Ω(1)
〉
〈
ϕi ⊗ Ω(1), P (1)i ϕi ⊗ Ω(1)
〉 = ei + g
〈
V (1),θϕi ⊗ Ω(1), P (1)i ϕi ⊗ Ω(1)
〉
〈
ϕi ⊗ Ω(1), P (1)i ϕi ⊗ Ω(1)
〉 . (3.38)
Let now z ∈ C such that |ei − z| = 14ρ1 sin(ν). Eq. (3.26) (which requires |g| to be small
enough -depending on ν and ρ1) then allows to obtain
∣∣∣λ(1)i − ei∣∣∣ ≤ 4 ∥∥∥gV (1),θϕi ⊗ Ω(1)∥∥∥ ≤ 4 |ei − z|
∥∥∥∥∥∥gV (1),θ 1H(1),θ0 − z
∥∥∥∥∥∥ ≤ |g|c, (3.39)
for some constant c (independent of θ, n, g, ρ0, ρ and ν) . Here, we have used (3.17) from
Lemma 3.3 in the last step. Notice that in this work we assume that the imaginary part
of θ, ν, is positive. Then, strictly speaking, we do not have the right to use our results
for θ. However, the restriction we impose by assuming that ν is not negative is irrelevant.
This is assumed only for convenience in order to simplify our notation. Of course, the
same results hold true if we take −π/16 < ν < −ν. In this case the spectrum of H(1),θ0 is
just mirrored with respect to the real line. Hence, one has to mirror also the definition of
B
(1)
i with respect to the real line in order to obtain the same estimates. Afterwards, the
proofs are just the same.
Remark 3.11. Let θ ∈ S (see (1.24)) and let |g| be small enough (depending on ν and
ρ1). Then
P
(1)
i = −
1
2πi
∫
γ
(1)
i
dz
1
H(1),θ − z , (3.40)
where γ
(1)
i : [0, 2π]→ C, t 7→ λ(1)i + 14ρ1 sin(ν)eit. This follows from Remark 3.7, because,
for small enough |g|, γ(1)i , γˆ(1)i ⊂ B(1)i \ {λ(1)i }, see Lemma 3.10.
Lemma 3.12. Let θ ∈ S (see (1.24)) and let |g| be small enough (depending on ν and
ρ1). Take i ∈ {0, 1}. Then, there is a constant C(3.41) > 0 (independent of θ, n, g, ρ0, ρ
and ν) such that∥∥∥∥ 1H(1),θ − zP (1)i
∥∥∥∥ ≤ C(3.41)sin(ν) 1ρ1 + ∣∣∣λ(1)i − z∣∣∣ , ∀z ∈ B
(1)
i . (3.41)
Proof. We use Lemma 3.8 and calculate, for |z − ei| ≤ ρ1,
1
ρ1 sin(ν)
=
ρ1 + |λ(1)i − z|
ρ1 sin(ν)
1
ρ1 + |λ(1)i − z|
≤ c
sin(ν)
1
ρ1 + |λ(1)i − z|
, (3.42)
where we use Lemma 3.10 and choose |g| small enough. For |z−ei| > ρ1 we use Lemma 3.3.
The spectral theorem and the explicit form of the spectrum of non-interacting Hamiltonian
H
(1),θ
0 allow us to estimate the norm of its resolvent. Then, similar estimates as above
imply the desired result.
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Lemma 3.13. Let θ ∈ S (see (1.24)) and n ∈ N. There is a constant C(3.43) (independent
of θ, n, g, ρ0, ρ and ν) such that for small enough |g| (depending on ν), for every
i ∈ {0, 1}:∥∥∥∥ 1H(n),θ − z
∥∥∥∥ ≤ C(3.43)sin(ν/2) 1ρl + ∣∣∣λ˜i − z∣∣∣ ,
∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ C(3.43)sin(ν/2) 1ρl + ∣∣∣λ˜i − z∣∣∣ , (3.43)
for every z ∈ A ∪
(
B
(1)
1 − [0,∞)e−iν
)
\B(1)1 , every l ∈ N and every λ˜i ∈ D(λ(1)i , 3g).
Moreover, ∥∥∥∥ 1H(n),θ − zP (1)i
∥∥∥∥ ≤ 1sin(ν/m) C(3.44)dist(z, Cm(q(n)1 )) , (3.44)
for every z ∈
(
B
(1)
1 − [0,∞)e−iν
)
\B(1)1 .
Proof. We take z ∈ A. Lemma 3.10 implies that |λ˜i − ei| ≤ |g|(C(3.37) + 3). Notice that
1
|ei − z| ≤
ρm + |λ˜i − z|
|ei − z|
1
ρm + |λ˜i − z|
≤ρm + |λ˜i − ei|+ |ei − z||ei − z|
1
ρm +
∣∣∣λ˜i − z∣∣∣ (3.45)
≤c 1
ρm +
∣∣∣λ˜i − z∣∣∣ ,
since |ei − z| is bounded from below uniformly for z ∈ A. Then, the result follows from
Lemma 3.2. The result for z ∈
(
B
(1)
1 − [0,∞)e−iν
)
can be found similarly which is why
we omit the proof. The proof of (3.44) follows from a similar argument as in Corollary
3.9,and therefore, it is also omitted.
Definition 3.14. In this subsection (Section 3) we assumed a finite number of times that
|g| is small enough (depending on ν and ρ1). We set g > 0 such that for every |g| ≤ g
all results of this section hold true. Similarly, in the statements of our results we use a
finite number of times constants (that are independent of θ, n, g, ρ0, ρ and ν) in order to
estimate from above norms of various entities. We denote by c ≥ 1 a, fixed, upper bound
of the set of all these constants. We additionally take g small enough such that∥∥∥P (1)i − P (1)at,i∥∥∥ < 10−3,
see Lemma 3.6.
4 Resonance and ground-state multiscale analysis
4.1 Notation: the sequence (ρn)n∈N∪{0} and the coupling constant g
Next, we introduce a constant, D, that includes all constants involved in estimations for
our multiscale construction. This constant does not depend on θ ∈ S, g, ν, n, ρ and ρ0.
Our bounds do depend on ν. They blow up as ν tends to zero with a rate that is not
worse than sin(ν/2)−3. The constant D does not depend on ν. The dependence on ν
in our bounds is reflected in a function C ≡ C(ν) that is bounded from below by the
constant D multiplied by the factor sin(ν/2)−3. As already explained, the constant D
and the blow-up rate sin(ν/2)−3 are intentionally not optimal but often estimated from
above to increase the readability of the proofs.
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Definition 4.1 (The function C ≡ C(ν)). We fix a constant, D, that does not depend
on g ∈ D(0,g), θ ∈ S, and ν. The only property that it must satisfy is the following (see
Definition 3.14)
D ≥ 106 + 10c. (4.1)
Next, we fix a function C ≡ C(ν) satisfying
C ≡ C(ν) ≥D sin(ν/2)−3. (4.2)
The sequence (ρn)n∈N0 that we introduce above is defined in the following manner.
Definition 4.2 ( Parameters ρ0 and ρ). The parameters ρ0 and ρ in the definition of the
sequence ρn = ρ0ρ
n, n ∈ N0, see Definition 1.4(i), have to fulfill the following constraints:
C8ρµ0 ≤ 1, C4ρµ ≤ 1/4. (4.3)
We recall that in this work we require |g| to be small enough. The next definition
summarizes all requirements that it must satisfy.
Definition 4.3 (The coupling constant g). We set a constant g0 ≤ g satisfying the fol-
lowing (see Definition 3.14):
g0 ≤ ρ1 sin(ν/2)
2
104c
. (4.4)
Henceforth, we always require |g| ≤ g0.
Remark 4.4. The selection of C, the sequence (ρn)n∈N0 and the constant g0 will later
allow to set up the infrared induction scheme, and is therefore, rather involved. This
remark is intended to help the reader to understand this procedure. Below (in this section),
we use boldface fonts whenever we use the properties of C and g (or g0) that we specified
above.
The requirements for (ρn)n∈N0 are only present in order to satisfy the last inequalities
in Eqs. (4.7) and (4.11) below. Then, it will turn out that it is only necessary to assume
that C4ρµ0 ≤ 1 and C2ρµ ≤ 1/2 in order to close our induction. We assume stronger
conditions again, for notational convenience, and because it implies a faster convergence
rate in (4.11), which will be used in a forthcoming paper (see Remark 5.11).
4.2 Induction scheme and the strategy of our multiscale construction
We denote by
h(n,n+1) := L2(Bρn \ Bρn+1) (4.5)
the Hilbert space of one-particle (boson) states with energies in the interval [ρn+1, ρn). We
denote the corresponding Fock space by F [h(n,n+1)] (it is defined as in (1.7)). Note that
H(n+1) is isomorphic to H(n) ⊗F [h(n,n+1)], and, therefore, we identify
H(n+1) ≡ H(n) ⊗F [h(n,n+1)]. (4.6)
For i = 0, 1, we inductively (and simultaneously) construct sequences {λ(n)i }n∈N0 of
complex numbers, sequences {B(n)i }n∈N of subsets of the complex plane and sequences
{P (n)i }n∈N0 of operators that satisfy the properties listed below.
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(P1) We set λ(0)i ≡ λ(1)i . For n ∈ N, λ(n)i is a simple eigenvalue of H(n),θ and∣∣∣λ(n)i − λ(n−1)i ∣∣∣ < |g|Cn+1(ρn−1)1+µ ≤ |g|(12
)n−1
ρn−1. (4.7)
The second inequality follows from Definition 4.2.
(P2) For n ∈ N, we define (recall that ν = Im θ)
B
(n)
i := B
(1)
i \
{
z ∈ C : Im z < Imλ(n)i −
1
4
ρn sin(ν)
}
. (4.8)
λ
(n)
i is the only point in the spectrum of H
(n),θ intersected with B
(n)
i .
(P3) We set P (0)i ≡ P (1)i . For n ∈ N, we define
P
(n)
i = −
1
2πi
∫
γ
(n)
i
dz
1
H(n),θ − z , (4.9)
where
γ
(n)
i : [0, 2π] → C, t 7→ λ(n)i +
1
4
ρn sin(ν)e
it. (4.10)
The projections P
(n)
i satisfy∥∥∥P (n)i − P (n−1)i ⊗ PΩ(n−1,n)∥∥∥ ≤ |g|ρ C2n+2ρµn−1 ≤ |g|ρ
(
1
2
)n−1
, (4.11)
where PΩ(n−1,n) is the projection onto the vacuum vector Ω
(n−1,n) ∈ F [h(n−1,n)] (see
(4.5)-(4.6)). In (4.11) we omit the tensor product for n = 1. The second inequality
follows from Definition 4.2.
(P4) Set n ∈ N. For any z ∈ B(n)i , we have that∥∥∥∥ 1H(n),θ − zP (n)i
∥∥∥∥ ≤ Cn+1
ρn +
∣∣∣z − λ(n)i ∣∣∣ , (4.12)
where P
(n)
i = 1H(n) − P (n)i .
Theorem 4.5 (Multiscale analysis for resonances and ground state eigenvalues). For every
i ∈ {0, 1} and θ ∈ S (see (1.24)), there exist sequences of complex numbers {λ(n)i }n∈N0 ,
subsets of the complex plane {B(n)i }n∈N and projection operators {P (n)i }n∈N0 satisfying
Properties (P1)-(P4). Recall that we assume that |g| ≤ g0.
The proof for this theorem is given in Section 4.3.
Similar results, for the Pauli-Fierz model, are derived in [5]. In the present paper we
need uniform estimates with respect to θ ∈ S and g ∈ D(0, g0), in order to obtain uniform
convergence with respect to these parameters (which is an important ingredient for the
proof of analyticity). This is not the case in [5] where analyticity is not an issue at stake.
Remark 4.6. Note that (P1) and (P3) hold true for n = 1, by definition. Remark 3.7
implies that (P2) holds true for n = 1. Moreover, (P4), for n = 1, follows from Lemma
3.12 (Recall Definitions 3.14, 4.1 and 4.3).
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4.3 Proof of Theorem 4.5
We recall that in the remainder of this work we always assume that |g| ≤ g0 (see Definition
4.3) and θ ∈ S (see (1.24)). In Section 4.3.1, we prove some key ingredients which are
then used in Section 4.3.2 in order to conclude the induction step.
4.3.1 Key estimates for the induction step
In this section, we assume that (P1)-(P4) hold true for all m ≤ n ∈ N and we derive some
key estimates which we apply in the next section in order to show the induction step in
the proof of Theorem 4.5.
By Eq. (1.1), we define free boson energy operator restricted to F [h(n,n+1)] and denote
it by H
(n,n+1),0
f ≡ H(n,n+1)f (see (4.5)-(4.6)). We set
H
(n,n+1),θ
f := e
−θH(n,n+1),0f . (4.13)
For every function h ∈ h(n,n+1), we denote the creation and annihilation operators,
an,n+1(h), a
∗
n,n+1(h), on F [h(n,n+1)] according to Eq. (1.10). We use the same notation for
functions h ∈ h but then understand the argument as h restricted to h(n,n+1).
Furthermore, we fix the following operator (defined on K ⊗ F [h(n,n+1)], and hence, on
H(n+1) - see Remark 1.2)
V (n,n+1),θ := σ1 ⊗
(
an,n+1(f
θ) + an,n+1(f
θ)∗
)
. (4.14)
In this notation we obtain (see Remark 1.2):
H(n+1),θ = H(n),θ +H
(n,n+1),θ
f + gV
(n,n+1),θ. (4.15)
Lemma 4.7. Suppose that (P1)-(P4) hold true for all m ∈ N such that m ≤ n. Then,
∥∥∥P (n)i ∥∥∥ ≤ 2 + 2|g|ρ ≤ 3, i = 0, 1 (4.16)
(notice that |g| ≤ ρ/2, see Definition 4.3- recall Remark 4.4) and
|λ(n)i − λ(1)i | ≤ 2|g|. (4.17)
Proof. Eq. (4.17) is a consequence of Property (P1). We estimate
∥∥∥P (n)i ∥∥∥ ≤ ∥∥∥P (1)i ∥∥∥+ n∑
j=2
∥∥∥P (j)i − P (j−1)i ⊗ PΩ(j−1,j)∥∥∥
≤ 2 + |g|
ρ
n−1∑
j=0
(
1
2
)j
≤ 2 + 2|g|
ρ
, (4.18)
where we apply the induction hypothesis (P3) for j ≤ n and use Definition 3.14 and
Definition 4.3.
Definition 4.8. Let n ∈ N and i ∈ {0, 1}. We define the region
M
(n)
i := B
(n)
i \
{
z ∈ C : Im(z) ∈
(
−∞, Im(λ(n)i )−
2
5
ρn+1 sin(ν)
)}
. (4.19)
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Lemma 4.9. Suppose that (P1)-(P4) hold true for all m ∈ N such that m ≤ n. Then,
for i ∈ {0, 1}:∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n,n+1)
i
∥∥∥∥∥∥ ≤ 24 + 4C
n+1
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ , (4.20)
for all z ∈M (n)i , where we have used the notation P (n,n+1)i := P (n)i ⊗ PΩ(n,n+1) .
Proof. Let z ∈M (n)i . Note that (see Remark 1.2)
P
(n)
i + P
(n)
i ⊗ PΩ(n,n+1) = 1− P (n)i + P (n)i ⊗ (1− PΩ(n,n+1)) = 1− P (n)i ⊗ PΩ(n,n+1)
= P
(n,n+1)
i , (4.21)
and consequently, we obtain from functional calculus (notice that
[
H(n),θ,H
(n,n+1),θ
f
]
= 0)
that ∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n,n+1)
i
∥∥∥∥∥∥
≤
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n)
i
∥∥∥∥∥∥+
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n)
i ⊗ PΩ(n,n+1)
∥∥∥∥∥∥
= sup
s∈{0}∪[ρn+1,∞)
∥∥∥∥ 1H(n),θ − (z − e−θs)P (n)i
∥∥∥∥+ sup
s∈[ρn+1,∞)
∥∥∥P (n)i ∥∥∥
|λ(n)i − (z − e−θs)|
. (4.22)
Lemma 3.13, Definition 3.14 and induction hypothesis (P4), together with Lemma
4.7 and the Definition of C, see Remark 4.4, in Definition 4.1 (notice that
C ≥ 4csin(ν/2) ≥
4C(3.43)
sin(ν/2) and ‖P
(n)
i ‖ ≤ 4), imply that∥∥∥∥ 1H(n),θ − (z − e−θs)P (n)i
∥∥∥∥ ≤ Cn+1
ρn +
∣∣∣λ(n)i − (z − e−θs)∣∣∣ , (4.23)
for every s ∈ {0} ∪ [ρn+1,∞).
From the definitions of the sets M
(n)
i and S, it follows that
|λ(n)i − (z − e−θs)| ≥
1
4
ρn+1 sin(ν) (4.24)
for all z ∈M (n)i and s ∈ [ρn+1,∞). Moreover, we define the sets
G
(n)
i :=
{
z ∈M (n)i : Re(z) ≥ Re(λ(n)i )
}
, i = 0, 1, (4.25)
and for d ≥ 0
L
(n),d
i :=
{
λ
(n)
i + e
−θ(x+ id) : x ∈ R
}
, i = 0, 1. (4.26)
Furthermore, we define
L
(n)
i :=
⋃
d≥0
L
(n),d
i ∩G(n)i , i = 0, 1. (4.27)
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Figure 2: Subsets of M
(n)
i
Note that, by construction, we have
dist
(
L
(n),d
i , λ
(n)
i
)
= e−Re θd, i = 0, 1, (4.28)
and, by definition of the sets M
(n)
i and S, it follows that∣∣∣z − λ(n)i ∣∣∣ ≤ ∣∣∣z − λ(n)i − e−θs∣∣∣ , ∀z ∈M (n)i \ L(n)i , ∀s ∈ [ρn+1,∞), (4.29)
where we have used the factor 25 in the definition of M
(n)
i . Let Z
1,d
i and Z
2,d
i be the
intersections of L
(n),d
i with the lines
λ
(n)
i − i
2
5
ρn+1 sin(ν) + R and λ
(n)
i + R, (4.30)
respectively. Furthermore, we define Z3,di := λ
(n)
i +de
ipi
2
−θ and recall that ν < π/16. Then,
we obtain
sup
z∈L(n),d
i
∩G(n)
i
∣∣∣z − λ(n)i ∣∣∣2 = ∣∣∣Z1,di − λ(n)i ∣∣∣2 = e−2Re θd2 + ∣∣∣Z3,di − Z1,di ∣∣∣2
= e−2Re θd2 +
(∣∣∣Z3,di − Z2,di ∣∣∣+ ∣∣∣Z2,di − Z1,di ∣∣∣)2 = e−2Re θd2 +
(
e−Re θd
tan(ν)
+
2
5
ρn+1
)2
.
(4.31)
This yields the bound∣∣∣z − λ(n)i ∣∣∣∣∣∣z − λ(n)i − e−θs∣∣∣
≤
 e−2Re θd2∣∣∣z − λ(n)i − e−θs∣∣∣2 +
 e−Re θd
tan(ν)
∣∣∣z − λ(n)i − e−θs∣∣∣ +
2ρn+1
5
∣∣∣z − λ(n)i − e−θs∣∣∣
2

1
2
(4.32)
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for s ∈ [ρn+1,∞) and z ∈ L(n),di ∩ G(n)i . Note that
∣∣∣z − λ(n)i − e−θs∣∣∣ ≥ e−Re θd for all
z ∈ L(n),di and together with (4.24) we obtain∣∣∣z − λ(n)i ∣∣∣∣∣∣z − λ(n)i − e−θs∣∣∣ ≤
[
1 +
(
cos(ν)
sin(ν)
+
8
5 sin(ν)
)2] 12
≤ 4
sin(ν)
, (4.33)
for all z ∈ L(n)i ∩G(n)i . This and (4.29) guarantees
1∣∣∣z − λ(n)i − e−θs∣∣∣ ≤
4
sin(ν)
1∣∣∣z − λ(n)i ∣∣∣ ∀z ∈M
(n)
i , ∀s ∈ [ρn+1,∞), i = 0, 1. (4.34)
Now, if
∣∣∣z − λ(n)i ∣∣∣ ≥ ρn+1, we use (4.34) and compute
1∣∣∣z − λ(n)i − e−θs∣∣∣ ≤
4
sin(ν)
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣∣∣∣z − λ(n)i ∣∣∣
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣
≤ 8
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ , (4.35)
and if
∣∣∣z − λ(n)i ∣∣∣ < ρn+1, we use (4.24) and find
1∣∣∣z − λ(n)i − e−θs∣∣∣ ≤
4
sin(ν)
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣
ρn+1
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣
≤ 8
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ . (4.36)
We conclude from (4.35) and (4.36) that for i = 0, 1
1∣∣∣z − λ(n)i − e−θs∣∣∣ ≤
8
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ ∀z ∈M
(n)
i , ∀s ∈ [ρn+1,∞) (4.37)
holds true. Eqs. (4.22), (4.23), (4.34), together with Lemma 4.7 and Eq. (4.37) yield∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n,n+1)
i
∥∥∥∥∥∥ ≤ 24 + 4C
n+1
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ . (4.38)
This completes the proof.
Lemma 4.10. For all z ∈M (n)i \ {λ(n)i }, all 0 ≤ r ≤
∣∣∣z − λ(n)i ∣∣∣ and every i ∈ {0, 1}:∥∥∥∥∥∥ H
(n,n+1)
f + r
H
(n,n+1),θ
f −
(
z − λ(n)i
)
∥∥∥∥∥∥ ≤ 10sin(ν) . (4.39)
Proof. We calculate:∥∥∥∥∥∥ H
(n,n+1)
f + r
H
(n,n+1),θ
f − (z − λ(n)i )
∥∥∥∥∥∥ = supy∈{0}∪[ρn+1,∞)
∣∣∣∣∣ y + re−θy + λ(n)i − z
∣∣∣∣∣
≤ |eθ|+ |eθ| sup
y∈{0}∪[ρn+1 ,∞)
∣∣∣∣∣e−θr − λ
(n)
i + z
e−θy + λ(n)i − z
∣∣∣∣∣ ≤ |eθ|+ (1 + |eθ|) supy∈{0}∪[ρn+1,∞)
∣∣∣z − λ(n)i ∣∣∣∣∣∣e−θy + λ(n)i − z∣∣∣
≤ |eθ|+ 4(1 + |e
θ|)
sin(ν)
≤ 10
sin(ν)
, (4.40)
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where we have used (4.34) in the second last step.
Lemma 4.11. Suppose that (P1)-(P4) hold true for all m ∈ N such that m ≤ n. Then,∥∥∥∥∥∥V (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤ 2500ρ sin(ν)2Cn+1ρµn (4.41)
for all z ∈M (n)i \ {λ(n)i } such that
∣∣∣z − λ(n)i ∣∣∣ ≥ 110ρn+1 sin(ν) and for all i ∈ {0, 1}.
Proof. Set r =
∣∣∣z − λ(n)i ∣∣∣ ≥ 110ρn+1 sin(ν). We observe that∥∥∥∥∥∥V (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥V (n,n+1),θ 1H(n,n+1)f + r
∥∥∥∥∥∥
∥∥∥∥∥∥ H
(n,n+1)
f + r
H
(n,n+1),θ
f − (z − λ(n)i )
∥∥∥∥∥∥
·
∥∥∥∥∥∥
(
H
(n,n+1),θ
f − (z − λ(n)i )
) 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥∥∥∥ . (4.42)
Lemma 4.10 yields ∥∥∥∥∥∥ H
(n,n+1)
f + r
H
(n,n+1),θ
f − (z − λ(n)i )
∥∥∥∥∥∥ ≤ 10sin(ν) , (4.43)
and furthermore, we obtain from functional calculus that∥∥∥∥∥∥
(
H
(n,n+1),θ
f − (z − λ(n)i )
) 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥∥∥∥ ≤ supy∈{0}∪[ρn+1,∞)
∥∥∥∥∥ e−θy + λ
(n)
i − z
H(n),θ + e−θy − z
∥∥∥∥∥
≤
∥∥∥P (n)i ∥∥∥+ sup
y∈{0}∪[ρn+1,∞)
∥∥∥∥∥ λ
(n)
i − (z − e−θy)
H(n),θ − (z − e−θy)P
(n)
i
∥∥∥∥∥ ≤ 3 +Cn+1 ≤ 4Cn+1. (4.44)
In the last step, we use Lemma 4.7 for the first term. For the second term, we utilize
Lemma 3.13, Definition 3.14 and induction hypothesis (P4), together with Lemma 4.7
and the Definition of C in Definition 4.1 - see Remark 4.4 (notice that C ≥
4c
sin(ν/2) ≥
4C(3.43)
sin(ν/2) and ‖P
(n)
i ‖ ≤ 4).
Using the proofs in Appendix A, we obtain∥∥∥∥∥∥V (n,n+1),θ 1H(n,n+1)f + r
∥∥∥∥∥∥
≤ 1√
r
(∥∥∥∥an,n+1(f θ)(H(n,n+1)f + r)− 12 ∥∥∥∥+ ∥∥∥∥an,n+1(f θ)∗ (H(n,n+1)f + r)− 12 ∥∥∥∥)
≤ 1
r
∥∥∥f θ∥∥∥
h(n,n+1)
+
2√
r
∥∥∥f θ/√ω∥∥∥
h(n,n+1)
. (4.45)
We estimate
∥∥∥f θ∥∥∥
h(n,n+1)
=
√∫
Bρn\Bρn+1
d3k |f θ(k)|2 = |e−θ(1+µ)|
√
4π
∫ ρn
ρn+1
duu1+2µ|e−2e2θ u
2
Λ2 |
≤ |e−θ(1+µ)|
√
4πρµnρn, (4.46)
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and similarly, ∥∥∥f θ/√ω∥∥∥
h(n,n+1)
≤ |e−θ(1+µ)|√4πρµnρ
1
2
n . (4.47)
From our choice of r, it follows that
√
ρn
r ≤
√
10√
ρ sin(ν)
and, consequently, we obtain
∥∥∥∥∥∥V (n,n+1),θ 1H(n,n+1)f + r
∥∥∥∥∥∥ ≤ |e−θ(1+µ)|
√
4π
(
ρn
r
+ 2
√
ρn
r
)
ρµn ≤ |e−θ(1+µ)|
60
ρ sin(ν)
ρµn.
(4.48)
Plugging (4.43), (4.44) and (4.48) into (4.42) yields (we recall that µ ∈ (0, 1/2))∥∥∥∥∥∥V (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤ 2500ρ sin(ν)2Cn+1ρµn. (4.49)
This completes the proof.
4.3.2 Induction step
In this section, we apply the results from Section 4.3.1 in order to show the induction step,
i.e., we assume that (P1)-(P4) hold true for all m ≤ n ∈ N, and prove that (P1)-(P4)
hold true for n+ 1. This together with Remark 4.6 completes the proof of Theorem 4.5.
We first employ the estimates of Section 4.3.1 in order to prove Property (P2) and
(P3). After this, we prove (P1). Finally, (P4) follows again from the results of Section
4.3.1 together with the maximum modulus principle.
Proof of (P2) and (P3) :
Proposition 4.12. Suppose that (P1)-(P4) hold true for all m ∈ N with m ≤ n. Then,∥∥∥∥ 1H(n+1),θ − z
∥∥∥∥ ≤ 168 + 8Cn+1sin(ν) 1ρn+1 + ∣∣∣z − λ(n)i ∣∣∣ , (4.50)
for all z ∈M (n)i \ {λ(n)i } (see Definition 4.8) such that
∣∣∣z − λ(n)i ∣∣∣ ≥ 110ρn+1 sin(ν) and for
all i ∈ {0, 1}.
Proof. Let z ∈M (n)i \ {λ(n)i } such that
∣∣∣z − λ(n)i ∣∣∣ ≥ 110ρn+1 sin(ν) and i ∈ {0, 1}. Then, it
follows from Lemma 4.11 that∥∥∥∥∥∥V (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤ 2500ρ sin(ν)2Cn+1ρµn. (4.51)
Our assumption on g in Definition 4.3 together with (4.51) yield that (notice
that Definition 4.2 implies that Cn+1ρµn ≤ 1 and Definition 4.3 implies that
g2500
ρ sin(ν)2
≤ 12 , see also Remark 4.4)∥∥∥∥∥∥gV (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤ 12 . (4.52)
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This and Lemma 4.9 imply that
H(n+1),θ − z =
1 + gV (n,n+1),θ 1
H(n),θ +H
(n,n+1),θ
f − z
(H(n),θ +H(n,n+1),θf − z)
(4.53)
is invertible, and we estimate
∥∥∥∥ 1H(n+1),θ − z
∥∥∥∥ ≤ 2
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥
≤ 2
∥∥∥P (n,n+1)i ∥∥∥∣∣∣z − λ(n)i ∣∣∣ + 2
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n,n+1)
i
∥∥∥∥∥∥
≤ 2
∥∥∥P (n)i ∥∥∥∣∣∣z − λ(n)i ∣∣∣ +
48 + 8Cn+1
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ , (4.54)
where we apply Lemma 4.9. Moreover, Lemma 4.7 implies that
∥∥∥P (n)i ∥∥∥ ≤ 3 and it follows
from
∣∣∣z − λ(n)i ∣∣∣ ≥ 110ρn+1 sin(ν) that
1∣∣∣z − λ(n)i ∣∣∣ ≤
20
sin(ν)
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ . (4.55)
Altogether, we obtain∥∥∥∥ 1H(n+1),θ − z
∥∥∥∥ ≤ 168 + 8Cn+1sin(ν) 1ρn+1 + ∣∣∣z − λ(n)i ∣∣∣ , (4.56)
and thereby, complete the proof.
Lemma 4.13. Suppose that (P1)-(P4) hold true for all m ∈ N with m ≤ n. We define
Pˆ
(n+1)
i := −
1
2πi
∫
γˆ
(n)
i
dz
1
H(n+1),θ − z , (4.57)
where
γˆ
(n)
i : [0, 2π] → C, t 7→ λ(n)i +
1
8
ρn+1 sin(ν)e
it. (4.58)
Then, ∥∥∥Pˆ (n+1)i − P (n)i ⊗ PΩ(n,n+1)∥∥∥ ≤ |g|ρ C2(n+1)+2ρµn ≤ |g|ρ
(
1
2
)n
. (4.59)
(The last inequality follows from Definition 4.2.)
Proof. Recall that the definition of P
(n)
i is introduced in Eq. (4.9). We notice that the
function
B
(n)
i \ {λ(n)i } ∋ z 7→
1
H(n),θ − z (4.60)
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is analytic as an operator valued function and the region between γˆ
(n)
i and γ
(n)
i is contained
in the domain of (4.60). We obtain from the Cauchy integral theorem that
P
(n)
i = −
1
2πi
∫
γ
(n)
i
dz
1
H(n),θ − z = −
1
2πi
∫
γˆ
(n)
i
dz
1
H(n),θ − z . (4.61)
As in Remark 3.5, it turns out that (see Remark 1.2)
P
(n)
i ⊗ PΩ(n,n+1) = −
1
2πi
∫
γˆ
(n)
i
dz
1
H(n),θ +H
(n,n+1),θ
f − z
. (4.62)
We calculate∥∥Pˆ (n+1)i − P (n)i ⊗ PΩ(n,n+1)∥∥ = 12π
∥∥∥ ∫
γˆ
(n)
i
dz
1
H(n+1),θ − z −
1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥
=
1
2π
∥∥∥ ∫
γˆ
(n)
i
dz
1
H(n+1),θ − z gV
(n,n+1),θ 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥. (4.63)
Furthermore, Lemma 4.11 implies that for z in the curve γˆ
(n)
i∥∥∥∥∥∥gV (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤ |g| 2500ρ sin(ν)2Cn+1ρµn, (4.64)
and Proposition 4.12 ensures that∥∥∥∥ 1H(n+1),θ − z
∥∥∥∥ ≤ 168 + 8Cn+1sin(ν) 1ρn+1 . (4.65)
Eqs (4.63)-(4.65) imply∥∥∥Pˆ (n+1)i − P (n)i ⊗ PΩ(n,n+1)∥∥∥ ≤ |g| 2500ρ sin(ν)2Cn+1ρµn 168 + 8C
n+1
sin(ν)
≤ |g|2500
ρ sin(ν)2
C2n+2ρµn
200
sin(ν)
,
(4.66)
which together with the definition of C in Definitions 4.1 imply the desired
result (Definition 4.1 imply that 500 000sin(ν)3 ≤ C2, see also Remark 4.4).
Proposition 4.14 (Proof of Properties (P2) and (P3)). Suppose that (P1)-(P4) hold
true for all m ∈ N with m ≤ n, then (P2) and (P3) hold true for n+ 1.
Proof. Lemma 4.13 implies that
∥∥∥Pˆ (n+1)i − P (n)i ⊗ PΩ(n,n+1)∥∥∥ < 1 (see Definition 4.3
and recall Remark 4.4). From the induction hypothesis it follows that P
(n)
i ⊗PΩ(n,n+1)
is a rank-one projection. Therefore, Pˆ
(n+1)
i is also a rank-one projection. Proposi-
tion 4.12 implies that H(n+1),θ has no spectral points in M
(n)
i \ D
(
λ
(n)
i ,
1
10ρn+1 sin(ν)
)
.
Since the contour of integration for Pˆ
(n+1)
i is contained in M
(n)
i and its interior contains
D
(
λ
(n)
i ,
1
10ρn+1 sin(ν)
)
, we obtain that there is only one point in M
(n)
i contained in the
spectrum of H
(n+1)
i . This point is the eigenvalue λ
(n+1)
i that we introduced above. Lemma
4.12 implies that |λ(n+1)i −λ(n)i | ≤ 110ρn+1 sin(ν). This in turn implies that B
(n+1)
i ⊂M (n)i .
Then, λ
(n+1)
i is the only spectral point of H
(n+1),θ
i in B
(n+1)
i , which is Property (P2).
A deformation in the integration contour in the definitions of Pˆ
(n+1)
i and P
(n+1)
i implies
that these projections coincide and, therefore, Property (P3) is a consequence of Lemma
4.13.
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Proof of Property (P1):
Proposition 4.15 (Proof of Property (P1)). Suppose that (P1)-(P4) hold true for all
m ∈ N with m ≤ n. Then, we obtain for i = 0, 1 that∣∣∣λ(n+1)i − λ(n)i ∣∣∣ ≤ |g|C(n+1)+1ρ1+µn ≤ |g|(12
)n
ρn (4.67)
holds true. Notice that the last inequality follows from Definition 4.2.
Proof. In this proof we explicitly emphasize the dependence of P
(n)
i on θ and write P
(n)
i ≡
P
(n),θ
i . We define Ψ
(n),θ
i := P
(n),θ
i ϕi ⊗Ω(n+1), see Remark 1.2. Proposition 4.14, Property
P3, Definition 3.14 (see Remark 3.11) and the restrictions for g in Definition 4.3
imply that ‖Ψ(n),θi − ϕi ⊗ Ω(n+1)‖ ≤ 1102 . This guarantees that∥∥∥Ψ(n),θi ∥∥∥ ≤ 2 and ∣∣∣ 〈Ψ(n),θi , P (n+1),θi Ψ(n),θi 〉 ∣∣∣ ≥ 12 . (4.68)
Notice that in this work we assume that the imaginary part of θ, ν, is positive. Then,
strictly speaking, we do not have the right to use the symbol Ψ
(n),θ
i := P
(n),θ
i ϕi ⊗ Ω(n+1).
However, the restriction we impose by assuming that ν is not negative is irrelevant. This
is assumed only for convenience in order to simplify our notation. Of course, the same
results hold true if we take −π/16 < ν < −ν (we use this fact in the present proof as well
as P
(n),θ
i =
(
P
(n),θ
i
)∗
). Then, we obtain
λ
(n+1)
i =
〈
Ψ
(n),θ
i ,H
(n+1),θP
(n+1),θ
i Ψ
(n),θ
i
〉
〈
Ψ
(n),θ
i , P
(n+1),θ
i Ψ
(n),θ
i
〉 =
〈
H(n+1),θΨ
(n),θ
i , P
(n+1),θ
i Ψ
(n),θ
i
〉
〈
Ψ
(n),θ
i , P
(n+1),θ
i Ψ
(n),θ
i
〉
= λ
(n)
i + g
〈
V (n,n+1),θΨ
(n),θ
i , P
(n+1),θ
i Ψ
(n),θ
i
〉
〈
Ψ
(n),θ
i , P
(n+1),θ
i Ψ
(n),θ
i
〉 . (4.69)
Now we choose z ∈ C such that |z − λ(n)i | = ρn+1 sin(ν)10 . We get that∣∣∣λ(n+1)i − λ(n)i ∣∣∣ ≤ 2 ∥∥∥∥gV (n,n+1),θP (n),θi ϕi ⊗ Ω(n+1)∥∥∥∥ ∥∥∥P (n+1),θi Ψ(n),θi ∥∥∥
≤ 54
∣∣∣z − λ(n)i ∣∣∣
∥∥∥∥∥∥gV (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥
≤ g54ρn+1 sin(ν)
10
2500
ρ sin(ν)2
Cn+1ρµn ≤ |g|C(n+1)+1ρ1+µn ≤ |g|
(
1
2
)n
ρn, (4.70)
where we use Lemmas 4.11 and 4.7 and the definition of C in Definition 4.1 (it
implies that 54 2500sin(ν)2 ≤ C, see also Remark 4.4).
Proof of Property (P4):
Lemma 4.16. Suppose that (P1)-(P4) hold true for all m ∈ N with m ≤ n. Then, for
i ∈ {0, 1}:∥∥∥∥ 1H(n+1),θ − zP (n+1)i
∥∥∥∥ ≤ 3168 + 8Cn+1sin(ν) 1ρn+1 + ∣∣∣z − λ(n)i ∣∣∣ , ∀z ∈M
(m)
i , (4.71)
and hence, for all z ∈ B(n+1)i (recall B(n+1)i ⊂M (n)i from the proof of Proposition 4.14).
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Proof. Let z ∈M (n)i such that
∣∣∣z − λ(n)i ∣∣∣ ≥ ρn+110 sin(ν) and i ∈ {0, 1}. Then, (4.71) follows
from Proposition 4.12 and the fact that
∥∥P (n+1)i ∥∥ ≤ 3 (see the proof of Lemma 4.7 and
Proposition 4.14). Furthermore, we observe that M
(n)
i ∋ z 7→ 1H(n+1),θ−zP
(n+1)
i is analytic
(see the proof of Proposition 4.14), and hence, (4.71) follows for
∣∣∣z − λ(n)i ∣∣∣ ≤ ρn+110 sin(ν)
from the maximum modulus principle of complex analysis.
Proposition 4.17 (Proof of Property (P4)). Suppose that (P1)-(P4) hold true for all
m ∈ N with m ≤ n and take i ∈ {0, 1}. Then,∥∥∥∥ 1H(n+1),θ − zP (n+1)i
∥∥∥∥ ≤ 4168 + 8Cn+1| sin(ν)| 1ρn+1 + ∣∣∣z − λ(n+1)i ∣∣∣ ≤
C(n+1)+1
ρn+1 +
∣∣∣z − λ(n+1)i ∣∣∣
(4.72)
for all z ∈ B(n+1)i .
Proof. Let i ∈ {0, 1} and z ∈ B(n+1)i . It follows from Proposition 4.16 that∥∥∥∥ 1H(n+1),θ − zP (n+1)i
∥∥∥∥ ≤ 3168 + 8C(ν)n+1sin(ν) 1ρn+1 + ∣∣∣z − λ(n)i ∣∣∣ (4.73)
holds true. Lemma 4.12 implies that |λ(n+1)i −λ(n)i | ≤ 110ρn+1 sin(ν) ≤ 110ρn+1 . Therefore,
1
ρn+1 +
∣∣∣z − λ(n)i ∣∣∣ ≤
10
9
1
ρn+1 +
∣∣∣z − λ(n+1)i ∣∣∣ . (4.74)
This together with (4.73) yields∥∥∥∥ 1H(n+1),θ − zP (n+1)i
∥∥∥∥ ≤ 4168 + 8Cn+1sin(ν) 1ρn+1 + ∣∣∣z − λ(n+1)i ∣∣∣ ≤
C(n+1)+1
ρn+1 +
∣∣∣z − λ(n+1)i ∣∣∣ ,
(4.75)
where in the last line we use the definition of C in Definition 4.1 (it implies that
4168+8sin(ν) ≤ C, see also Remark 4.4).
5 Resolvent and spectral estimates
In this section we prove Theorems 2.6, 2.7 and Proposition 2.1. The resolvent and spectral
estimates that we provide are essentially different from the ones presented in Section 4
and [5]. The reason is the following: in [5] the construction of the resonance is based
in a sequence of infrared cut-off Hamiltonians. As the parameter, n, of the sequence
tends to infinity the cut-off is removed. Each cut-off Hamiltonian has a resonance that is
isolated from the rest of the spectrum and they tend to the resonance of the Hamiltonian
without cut-off. The delicate point is to estimate spectra of the cut-off Hamiltonians in
such a way that these estimates do not require conditions in the coupling constant that
depend on n. This implies a selection of spectral regions to be analyzed at each step n.
In [5] these regions are chosen in neighborhoods of the resonances and far away from the
rest of the spectrum, because the interest lies in constructing the resonance of the full
Hamiltonian. Here, we need more subtle estimates in regions that are not only close to
the resonances but to other parts of the spectrum of the cut-off Hamiltonians. Then, we
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get resolvent estimates in terms of the distance to the spectrum rather than the distance
to the resonance, as it is done in [5]. The regions that we choose are complements of
cones with vertexes in neighborhoods of the resonances. Some parts of the cones are
closer to the resonances than to the rest of the spectrum and other parts of the cones are
closer to other spectral points. This makes our analysis harder than in [5]. Our analysis
requires a geometric construction that controls spectra and resolvents outside cones at
step n using the same information for the exterior of cones at step n − 1. In Section 5.1
we analyze the infrared cut-off Hamiltonians and prove spectral and resolvent estimates
about them (Theorem 5.5). Geometric aspects of the cones are presented in Lemmas
5.1 and 5.3 below. In Lemma 5.2 we give resolvent (and hence spectral) estimates of a
Hamiltonian that is obtained by adding to the Hamiltonian at step n the free energy of
step n+1, using the information we have at step n. From this last Hamiltonian we obtain
the Hamiltonian at step n+1 by adding the interacting energy at step n+1, the analysis
of this is presented in Lemma 5.4. Theorem 5.5 is a consequence of Lemma 5.4. The
study of the full Hamiltonian is carried out in Theorems 5.9 and 5.10 in Section 5.2, using
Theorem 5.5, in a similar manner as in Section 5.1. First, we add the full free energy to
the Hamiltonian at step n in Lemma 5.7, and then, we add the full interacting energy,
using Lemma 5.8, in Theorems 5.9 and 5.10. These theorems imply Theorems 2.6 and 2.7.
The proof of Proposition 2.1 is not difficult and it is presented in Section 5.3.
We start with introducing some notation. In this section we assume that Definitions
4.1, 4.2 and 4.3 hold true. We additionally assume that C ≥ D sin(ν/m)−1, in order to
freely apply Corollary 3.9 and Eq. (3.44). We fix the Hamiltonians (see Remark 1.2)
H˜(n),θ := Hθ0 + gV
(n),θ, (5.1)
which are densely defined on the Hilbert space H. We recall that we already defined
h(n,∞) = L2(Bρn) (5.2)
and the corresponding Fock space F [h(n,∞)] (it is defined in (1.7)), with vacuum state
Ω(n,∞). We identify, as above,
H ≡ H(n) ⊗F [h(n,∞)]. (5.3)
We define the free boson energy operator on F [h(n,∞)] by restricting the definition in Eq.
(1.1) accordingly and denote it by the symbol H
(n,∞),0
f ≡ H(n,∞)f . We set
H
(n,∞),θ
f := e
−θH(n,∞),0f . (5.4)
For every function h ∈ h(n,∞), we define the creation and annihilation operators, an,∞(h)
and a∗n,∞(h), on F [h(n,∞)] according to Eq. (1.10). Again, we use the same notation also
for h ∈ h but then understand h as its restriction to h(n,n+1).
We fix the following operator (defined on K ⊗ F [h(n,∞)], and hence, on H - see Remark
1.2)
V (n,∞),θ := σ1 ⊗
(
an,∞(f θ) + an,∞(f θ)∗
)
, (5.5)
and further, we obtain (see Remark 1.2):
Hθ = H(n),θ +H
(n,∞),θ
f + gV
(n,∞),θ = H˜(n),θ + gV (n,∞),θ. (5.6)
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5.1 Resolvent and spectral estimates multi-scale analysis
In this section we analyze the infrared cut-off Hamiltonians and prove spectral and resol-
vent estimates about them (Theorem 5.5). Geometric aspects of the cones are presented in
Lemmas 5.1 and 5.3 below. In Lemma 5.2 we give resolvent (and hence spectral) estimates
of a Hamiltonian that is obtained by adding to the Hamiltonian at step n the free energy
of step n + 1, using the information we have at step n. From this last Hamiltonian we
obtain the Hamiltonian at step n+ 1 by adding the interacting energy at step n + 1, the
analysis of this is presented in Lemma 5.4. Theorem 5.5 is a consequence of Lemma 5.4.
Lemma 5.1. Suppose that |g| ≤ ρ 110 sin(ν/2m). We define for i = 0, 1
q
(n)
i := λ
(n)
i +
1
4
ρne
−iν , q(n,n+1)i := λ
(n)
i +
(2
5
− 1
100
)
ρn+1e
−iν . (5.7)
It follows that
|λi − λ(n)i | ≤2|g|ρ1+µ/2n (5.8)
and
Cm(q(n)i ) ⊂ Cm(q(n,n+1)i ) ⊂ Cm(q(n+1)i ), (5.9)
where the set Cm(·) is defined in (2.7) (see Figure 3). Moreover,
dist
(
Cm(q(n,n+1)i ),C \ Cm(q(n+1)i )
)
≥ sin(ν/2m) 1
10
ρn+1. (5.10)
and
dist
(
Cm(q(n)i ),C \ Cm(q(n,n+1)i )
)
≥ sin(ν/m) 1
10
ρn+1. (5.11)
Figure 3: Cones
Proof. That Cm(q(n)i ) ⊂ Cm(q(n,n+1)i ) is immediate. From Theorem 4.5 (Property P1) and
Definition 4.2 it follows that
|λ(n+1)i − λ(n)i | ≤ |g|
(
C4ρµ0
)1/2(
(C2ρµ)n
)1/2
ρ1+µ/2n ≤ |g|
1
2n
ρ1+µ/2n . (5.12)
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This and a geometric series argument prove (5.8). We write
q
(n,n+1)
i = q
(n+1)
i + ξ1e
−iν + ξ2ie−iν . (5.13)
Eq. (5.12) implies that
|ξ2| ≤ |g|ρn, ξ1 ≥
(2
5
− 1
100
− 1
4
)
ρn+1 − |g|ρn > 1
10
ρn+1. (5.14)
The last step follows for g > 0 sufficiently small (see Definition 4.3). To prove that
Cm(q(n,n+1)i ) ⊂ Cm(q(n+1)i ), it is enough to show that q(n,n+1)i ∈ Cm(q(n+1)i ). We shall
prove that
|ξ2|/ξ1 < tan(ν/2m), (5.15)
which holds true if |g| ≤ ρ 110 sin(ν/2m) ≤ ρ 110 tan(ν/2m).
Eq. (5.11) is is implied by the particular geometry considered here because both cones
have the same axis, see also Definition 4.2.
Eq. (5.15) implies that the angle between the axis of the cone Cm(q(n+1)i ) and the
complex number q
(n,n+1)
i − q(n+1)i is smaller than ν/2m and, therefore, the angle between
this complex number and the closest edge of the cone must be larger than ν/2m. Then,
the distance between the referred complex number and the edge is larger than
|q(n,n+1)i − q(n+1)i | sin(ν/2m) ≥ ξ1 sin(ν/2m) ≥ sin(ν/2m)
1
10
ρn+1,
this implies (5.10).
Lemma 5.2. Assume that for all z ∈ B(1)i \ Cm(q(n)i )∥∥∥ 1
H(n),θ − zP
(n)
i
∥∥∥ ≤ Cn+1 1
dist
(
z, Cm(q(n)i )
) , (5.16)
then ∥∥∥ 1
H(n),θ +H
(n,n+1),θ
f − z
P
(n,n+1)
i
∥∥∥ ≤ 4Cn+1 1
dist
(
z, Cm(q(n,n+1)i )
) , (5.17)
and ∥∥∥ 1
H(n),θ +H
(n,n+1),θ
f − z
H
(n,n+1)
f P
(n,n+1)
i
∥∥∥ ≤ 100
sin(ν/m)
Cn+1, (5.18)
for all z ∈ B(1)i \ Cm(q(n,n+1)i ).
Proof. Take z ∈ B(1)i \ Cm(q(n,n+1)i ). We use the spectral theorem and that (see (4.21))
P
(n)
i + P
(n)
i ⊗ PΩ(n,n+1) = P (n,n+1)i , (5.19)
to calculate∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n,n+1)
i
∥∥∥∥∥∥
≤
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n)
i
∥∥∥∥∥∥+
∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zP
(n)
i ⊗ PΩ(n,n+1)
∥∥∥∥∥∥
= sup
s∈{0}∪[ρn+1,∞)
∥∥∥∥ 1H(n),θ − (z − e−θs)P (n)i
∥∥∥∥+ sup
s∈[ρn+1,∞)
∥∥∥P (n)i ∥∥∥
|λ(n)i − (z − e−θs)|
. (5.20)
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Thanks to the geometry, for all s ≥ 0, we have
dist
(
z − e−θs, Cm(q(n)i )
)
≥ dist
(
z, Cm(q(n)i )
)
≥ dist
(
z, Cm(q(n,n+1)i )
)
. (5.21)
Eq. (5.21), our hypothesis, Lemma 3.13 and Definitions 3.14 and 4.1 imply that for s ≥ 0∥∥∥∥ 1H(n),θ − (z − e−θs)P (n)i
∥∥∥∥ ≤ Cn+1 1
dist
(
z, Cm(q(n,n+1)i )
) . (5.22)
Notice that for s ≥ ρn+1,
z − e−θs /∈ Cm(λ(n)i ) (5.23)
and, therefore,
|λ(n)i − (z − e−θs)| ≥ dist
(
z − e−θs, Cm(λ(n)i )
)
=dist
(
z, Cm(λ(n)i + e−θs)
)
(5.24)
≥dist
(
z, Cm(q(n,n+1)i )
)
.
Eqs. (5.21), (5.22) and (5.24), and Lemma 4.7 together with Definition 4.1 imply Eq.
(5.17).
Now, we prove Eq. (5.18). As in (5.20) and (5.22), we have∥∥∥∥∥∥ 1H(n),θ +H(n,n+1),θf − zH
(n,n+1)
f P
(n,n+1)
i
∥∥∥∥∥∥
≤ sup
s∈{0}∪[ρn+1,∞)
Cn+1
s
dist
(
z − e−θs, Cm(q(n,n+1)i )
) + sup
s∈[ρn+1,∞)
∥∥∥P (n)i ∥∥∥ s
|λ(n)i − (z − e−θs)|
.
(5.25)
Notice that for z /∈ Cm(q(n,n+1)i ),
dist
(
z − e−θs, Cm(q(n,n+1)i )
)
≥ 1
2
s sin(ν/m). (5.26)
Now we argue as in (5.24) and obtain, for s ≥ ρn+1,
|λ(n)i − (z − e−θs)| ≥ dist
(
z − e−θs, Cm(λ(n)i )
)
=dist
(
z − 1
10
e−θs, Cm(λ(n)i +
9
10
e−θs)
)
(5.27)
≥dist
(
z − 1
10
e−θs, Cm(q(n,n+1)i )
)
≥ 1
20
s sin(ν/m).
Eqs. (5.25), (5.26) and (5.27) together with Lemma 4.7 imply Eq. (5.18).
Lemma 5.3. Let C(1), C(2), C(3) be cones in C, such that C(1) $ C(2) $ C(3), of the form
(2.7) - with the same m. Assume that
max
y∈∂C(2)
dist
(
y, C(1)
)
≤ 1
2
dist
(
C \ C(3), C(1)
)
. (5.28)
Then, for every z /∈ C(3):
dist
(
z, C(2)
)
≥ 1
2
dist
(
z, C(1)
)
. (5.29)
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Proof. We take z /∈ C(3), y ∈ ∂C(2), and x ∈ C(1) such that |y − x| = dist
(
y, C(1)
)
. We
calculate
|z − y| ≥ |z − x| − |x− y| = |z − x| − dist
(
y, C(1)
)
(5.30)
≥ |z − x| − 1
2
dist
(
C \ C(3), C(1)
)
. (5.31)
Next, we use that
dist
(
C \ C(3), C(1)
)
≤ |z − x| (5.32)
to obtain:
|z − y| ≥ 1
2
|z − x| ≥ 1
2
dist
(
z, C(1)
)
, (5.33)
and therefore,
dist
(
z, C(2)
)
≥ 1
2
dist
(
z, C(1)
)
. (5.34)
Lemma 5.4. Assume that |g| ≤ sin(ν/2m)3ρ108 and ρ ≤ 10−3 sin(ν/m)e1 and that for all
z ∈ B(1)i \ Cm(q(n)i ) ∥∥∥ 1
H(n),θ − zP
(n)
i
∥∥∥ ≤ Cn+1 1
dist
(
z, Cm(q(n)i )
) , (5.35)
then
(
B
(1)
i \ Cm(q(n+1)i )
)
\ {λ(n+1)i } is contained in the resolvent set of H(n+1),θ and
∥∥∥ 1
H(n+1),θ − zP
(n+1)
i
∥∥∥ ≤ 105
sin(ν/m)2
Cn+1
1
dist
(
z, Cm(q(n,n+1)i )
)
.
, (5.36)
for every z ∈ B(1)i \ Cm(q(n+1)i ). Moreover, assuming that C ≥ 10
5
sin(ν/m)2
, for all z ∈
B
(1)
i \ Cm(q(n+1)i ) ∥∥∥ 1
H(n+1),θ − zP
(n)
i
∥∥∥ ≤ Cn+2 1
dist
(
z, Cm(q(n+1)i )
) . (5.37)
Proof. Eq. (5.37) is a consequence of (5.36) and (5.9) together with C ≥ 105sin(ν/m)2 . We
fix the cones:
C(1) = Cm(q(n,n+1)i ), C(2) = Cm(q(n,n+1)i − ρn+1e−iν), (5.38)
C(3) = Cm(q(n,n+1)i − 2
1
sin(ν/m)
ρn+1e
−iν).
Note that the cones we just defined fulfill the hypothesis of Lemma 5.3. They satisfy the
following properties (see Lemma 5.3). For all z /∈ C(3) and for all s ≥ 0:
λ
(n)
i ∈ C(2), |(z − se−θ)− λ(n)i | ≥ dist((z − se−θ), C(2)) ≥ dist(z, C(2)) ≥
1
2
dist(z, C(1)),
(5.39)
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where we use that z − se−θ /∈ C(3). We define z1 = x(1)1 + ix(1)2 (x(1)1 , x(1)2 ∈ R) to be the
point in the intersection of q
(n,n+1)
i +
1
100ρn+1e
−iν + R with ∂C(1) with smaller x(1)1 , and
similarly, z2 = x
(2)
1 + ix
(2)
2 the point in the intersection of q
(n,n+1)
i +
1
100ρn+1e
−iν + iR with
C(1) with bigger x(2)2 . We recall that
q
(n,n+1)
i +
1
100
ρn+1e
−iν = λ(n)i +
2
5
ρn+1e
−iν ∈M (n)i , (5.40)
see Definition 4.8, and therefore,
z1, z2 ∈M (n)i (5.41)
(the factor 1100 is chosen for this reason). Now, we set
U :=
(
C(3) \ C(1)
)
∩
⋃
t∈[0,1]
{
tz1 + (1− t)z2 + e−iνR
}
. (5.42)
Our restrictions on ρ together with (5.40) and (5.41) imply that
U ⊂M (n)i . (5.43)
It follow from the particular considered geometry at hand that the distance between the
boundary of U and λ(n)i is bigger or equal than the distance between the point z2 and the
line q
(n,n+1)
i +Re
−iν , which equals tan(ν/m)ι, where ι is the distance between q(n,n+1)i and
the intersection of the line z2+ie
−iνR with q(n,n+1)i +Re
−iν. Then ι is bigger or equal to the
distance between q
(n,n+1)
i and the intersection of the line z˜2+ ie
−iνR with q(n,n+1)i +Re
−iν ,
where z˜2 is the intersection of z2 + iR with q
(n,n+1)
i +R. Then, ι ≥ 1100ρn+1 cos(ν) cos(ν).
We obtain that
dist(∂U , λ(n)i ) ≥
1
100
ρn+1 cos(ν) cos(ν) tan(ν/m) ≥ 1
200
sin(ν/m)ρn+1, (5.44)
where we use that θ ∈ S.
For every z ∈ C(3) \ C(1) \ U and s ≥ 0, we have that
|λ(n)i − (z − se−θ)| ≥
1
200
sin(ν/m)ρn+1 (5.45)
and
dist(z, C(1)) ≤ 2 1
sin(ν/m)
ρn+1. (5.46)
It follows form (5.45), (5.46) together with (5.39) that
dist(z, C(1))
|λ(n)i − (z − se−θ)|
≤ 400 1
sin(ν/m)2
, (5.47)
for every z ∈
(
B
(1)
i \ C(1)
)
\ U . This implies, we also use Lemma 5.2 and the spectral
theorem that (actually we only need s = 0 above),
∥∥∥ 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥ ≤ 104
sin(ν/m)2
Cn+1
1
dist
(
z, Cm(q(n,n+1)i )
) , (5.48)
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and for every positive number r∥∥∥ 1
H(n),θ +H
(n,n+1),θ
f − z
(H
(n,n+1)
f + r)
∥∥∥ ≤ 100
sin(ν/m)
Cn+1 (5.49)
+
104
sin(ν/m)2
Cn+1
r
dist
(
z, Cm(q(n,n+1)i )
) ,
where we use that H
(n,n+1)
f P
(n,n+1)
i = 0, for every z ∈
(
B
(1)
i \C(1)
)
\U . Choosing r = ρn+1,
and additionally, z /∈ Cm(q(n+1)i ), we get from (5.10) and (5.49) that∥∥∥ 1
H(n),θ +H
(n,n+1),θ
f − z
(H
(n,n+1)
f + r)
∥∥∥ ≤Cn+1 106
sin(ν/2m)3
. (5.50)
We observe that∥∥∥∥∥∥V (n,n+1),θ 1H(n),θ +H(n,n+1),θf − z
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥V (n,n+1),θ 1H(n,n+1)f + r
∥∥∥∥∥∥
×
∥∥∥∥∥∥
(
H
(n,n+1)
f + r
) 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥∥∥∥ .
(5.51)
Then, we have (see also Eq. (4.48))
∥∥gV (n,n+1),θ 1
H(n),θ +H
(n,n+1),θ
f − z
∥∥∥ ≤ |g| 106
sin(ν/2m)3
Cn+1
∥∥∥∥∥∥V (n,n+1),θ 1H(n,n+1)f + r
∥∥∥∥∥∥
≤ |g| 10
6
sin(ν/2m)3
Cn+1|e−θ(1+µ)|√4π
(
ρn
r
+ 2
√
ρn
r
)
ρµn ≤
108|g|
2 sin(ν/2m)3ρ
Cn+1ρµn ≤
1
2
,
(5.52)
because Definition 4.2 implies that Cn+1ρµn ≤ 1 (we use as well our restrictions in |g|).
Eq. (5.52) and a Neumann series argument implies that
(
B
(1)
i \ Cm(q(n+1)i )
)
\ U is
contained in the resolvent set of H(n+1),θ and for all z in this set (see also (5.48))
∥∥∥ 1
H(n+1),θ − z
∥∥∥ ≤2 104
sin(ν/m)2
Cn+1
1
dist
(
z, Cm(q(n,n+1)i )
) . (5.53)
Lemma 4.16 ensures that λ
(n+1)
i is the only spectral point of H
(n+1),θ in M
(n)
i . Hence, the
function
U ∋ z 7→ 1
H(n+1),θ − zP
(n+1)
i (5.54)
is analytic. The maximum modulus principle implies that it attains its maximum on the
boundary of U , then we have (see Definition 4.1 and Lemma 4.16)∥∥∥ 1
H(n+1),θ − zP
(n+1)
i
∥∥∥ ≤Cn+1 1
ρn+1
(5.55)
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for every z ∈ U . Next, notice that, for z ∈ U , dist
(
z, Cm(q(n,n+1)i )
)
≤ 2sin(ν/m)ρn+1. Then,
we obtain ∥∥∥ 1
H(n+1),θ − zP
(n+1)
i
∥∥∥ ≤ 1
sin(ν/m)
Cn+1
2
dist
(
z, Cm(q(n,n+1)i )
) (5.56)
≤ 1
sin(ν/m)
Cn+1
2
dist
(
z, Cm(q(n+1)i )
) ,
Eqs. (5.53) and (5.56) together with Lemma 4.7 imply the desired result.
The next theorem is proved inductively using Corollary 3.9 and Lemma 5.4. This is
the main theorem of the present subsection.
Theorem 5.5. Assume that |g| ≤ sin(ν/2m)3ρ108 , ρ ≤ 10−3 sin(ν/m)e1 and C ≥ 10
5
sin(ν/m)2 .
Then, for all n ∈ N and for all z ∈ B(1)i \ Cm(q(n)i ):∥∥∥ 1
H(n),θ − zP
(n)
i
∥∥∥ ≤ Cn+1 1
dist
(
z, Cm(q(n)i )
) . (5.57)
5.2 Resolvent estimates
In this section we study the spectrum and resolvent of the full Hamiltonian, it is carried
out in Theorems 5.9 and 5.10, using Theorem 5.5, in a similar manner as in Section 5.1.
First we add the full free energy to the hamiltonian at step n in Lemma 5.7, and then,
we add the full interacting energy, using Lemma 5.8, in Theorems 5.9 and 5.10. These
theorems imply Theorems 2.6 and 2.7.
In this section we assume, in addition to Definitions 4.1 4.2 and 4.3 (and C ≥
D sin(ν/m)−1), that
|g| ≤ sin(ν/2m)
3ρ
108
, ρ ≤ 10−3 sin(ν/m), C ≥ 10
5
sin(ν/m)2
. (5.58)
Lemma 5.6. Let z /∈ Cm(λ(n)i ) and 0 ≤ r ≤ |z − λ(n)i |, s ≥ 0. It follows that∣∣∣ s+ r
dist
(
z − e−θs, Cm(λ(n)i )
)∣∣∣ ≤ 2 1
sin(ν/m)
+
r
dist
(
z, Cm(λ(n)i )
) , (5.59)
∣∣∣ s+ r
e−θs−
(
z − λ(n)i
)∣∣∣ ≤ 6
sin(ν/m)
.
Proof. We use coordinates in C ≡ R2 with origin at λ(n)i , the first coordinate axis with
direction e−iν and the second coordinate axis with direction ie−iν . Notice that for every
point z = λ
(n)
i + ξ1e
−iν + ξ2ie−iν /∈ Cm(λ(n)i ) and every s ≥ 0, the following facts are
implied by the considered geometry:
ξ1 ≤ 0 =⇒
∣∣∣λ(n)i − (z − se−θ)∣∣∣ ≥ |λ(n)i − z∣∣∣, (5.60)
ξ1 > 0 =⇒ |ξ2| ≥ |ξ1| tan(ν/m). (5.61)
Eq. (5.61) implies that for ξ1 > 0
|z − λ(n)i | ≤ |ξ2|
√
1 + tan(ν/m)−2, (5.62)
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and because |λ(n)i − (z − se−θ)
∣∣∣ ≥ |ξ2|, we obtain that (we also use (5.60))
2
sin(ν/m)
|λ(n)i − (z − se−θ)
∣∣∣ ≥ |λ(n)i − z∣∣∣, (5.63)
for every z /∈ Cm(λ(n)i ) and every s ≥ 0. Take z /∈ Cm(λ(n)i ) to obtain∣∣∣∣∣ s+ re−θs+ λ(n)i − z
∣∣∣∣∣ ≤ |eθ|+ |eθ|
∣∣∣∣∣e−θr − λ
(n)
i + z
e−θs+ λ(n)i − z
∣∣∣∣∣ ≤ |eθ|+ (1 + |eθ|)
∣∣∣z − λ(n)i ∣∣∣∣∣∣e−θs+ λ(n)i − z∣∣∣
≤ |eθ|+ 2(1 + |e
θ|)
sin(ν/m)
≤ 6
sin(ν/m)
, (5.64)
which proves the second inequality in (5.59). The first inequality of the claim is again
ensured thanks to our considered geometry that implies:
dist
(
z − e−θs, Cm(λ(n)i )
)
≥ max
[sin(ν/m)
2
s,dist
(
z, Cm(λ(n)i )
)]
; (5.65)
recall that θ ∈ S.
Lemma 5.7. For i = 0, 1, the set B
(1)
i \Cm(λ(n)i ) is contained in the resolvent set of H˜(n),θ
and for all z this set: ∥∥∥∥ 1H˜(n),θ − z
∥∥∥∥ ≤ 4Cn+1 1
dist(z, Cm(λ(n)i ))
. (5.66)
Proof. The spectral theorem, Lemma 3.13, Definitions 3.14 and 4.1, and Theorem 5.5
imply that (we also use Lemma 4.7, which is valid for every n because Theorem 4.5 is
proved above)∥∥∥∥ 1H˜(n),θ − z
∥∥∥∥ =sup
r≥0
∥∥∥∥ 1H(n),θ + e−θr − z (P (n)i + P (n)i )
∥∥∥∥ (5.67)
≤Cn+1 1
dist(z − e−θr, Cm(q(n)i ))
+ 3
1
|λ(n)i + e−θy − z|
≤4Cn+1 1
dist(z − e−θr, Cm(λ(n)i ))
≤ 4Cn+1 1
dist(z, Cm(λ(n)i ))
,
were we use that λ
(n)
i ∈ Cm(λ(n)i ) and the geometrical fact that dist(z − e−θr, Cm(λ(n)i )) ≥
dist(z, Cm(λ(n)i )).
Lemma 5.8. For every z ∈ B(1)i \ Cm(λ(n)i − e−iνρ1+µ/4n ) the following inequality holds
true ∥∥∥∥V (n,∞),θ 1H˜(n),θ − z
∥∥∥∥ ≤ 103sin(ν/m)2Cn+1ρ 3µ4n . (5.68)
Proof. We compute (see Remark 1.2):
∥∥∥∥V (n,∞),θ 1H˜(n),θ − z
∥∥∥∥ ≤
∥∥∥∥∥∥V (n,∞),θ 1H(n,∞)f + r
∥∥∥∥∥∥
∥∥∥∥(H(n,∞)f + r) 1H˜(n),θ − z
∥∥∥∥ (5.69)
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where we take
r = dist
(
C \ Cm(λ(n)i − e−iνρ1+µ/4n ), Cm(λ(n)i )
)
= sin(ν/m)ρ1+µ/4n ≤
∣∣∣z − λ(n)i ∣∣∣ . (5.70)
As in Eq. (4.48) we obtain∥∥∥∥∥∥V (n,∞),θ 1H(n,∞)f + r
∥∥∥∥∥∥ ≤ |e−θ(1+µ)|
√
4π
(
ρn
r
+ 2
√
ρn
r
)
ρµn ≤
50
sin(ν/m)
ρ
3µ
4
n . (5.71)
The spectral theorem and Theorem 5.5 and Lemma 5.6 imply that∥∥∥∥(H(n,∞),θf + r) 1H˜(n),θ − z
∥∥∥∥ ≤4Cn+1 sup
s≥0
∣∣∣ s+ r
dist
(
z − e−θs, Cm(λ(n)i )
)∣∣∣ (5.72)
≤4Cn+1
 2
sin(ν/m)
+
r
dist
(
z, Cm(λ(n)i )
)

≤4Cn+1
[
2
sin(ν/m)
+
r
sin(ν/m)ρ
1+µ/4
n
]
≤ 12C
n+1
sin(ν/m)
.
We conclude the desired result by (5.69) together with (5.71) and (5.72).
Theorem 5.9. The set ∈ B(1)i \ Cm(λ(n)i − e−iνρ1+µ/4n ) is contained in the resolvent set of
Hθ and for all z ∈ B(1)i \ Cm(λ(n)i − e−iνρ1+µ/4n ):∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ 8Cn+1 1
dist(z, Cm(λ(n)i ))
, (5.73)
and ∥∥∥∥ 1Hθ − z − 1H˜(n),θ − z
∥∥∥∥ ≤ |g| 105sin(ν/m)2C2n+2ρ 3µ4n 1dist(z, Cm(λ(n)i )) . (5.74)
Proof. The result is a consequence of Neumann series and Lemmas 5.7 and 5.8 and Eq.
(5.58). Notice that our assumptions on C in Definition 4.1 imply that Cn+1ρ
3µ
4
n ≤ 1.
Theorem 5.10. For every n ∈ N and i ∈ {0, 1},
Cm(λ(n+1)i − ρ1+µ/4n+1 e−iν) ⊂ Cm(λ(n)i − ρ1+µ/4n e−iν) ⊂ Cm(λi − 2ρ1+µ/4n e−iν), (5.75)
and thus, B
(1)
i \Cm(λi−2ρ1+µ/4n e−iν) is contained in the resolvent set of Hθ (see Theorem
5.9). Moreover, B
(1)
i \ Cm (λi) is contained in the resolvent set of Hθ. Additionally, the
following estimate holds true:∥∥∥∥ 1Hθ − z
∥∥∥∥ ≤ 16Cn+1 1dist(z, Cm(λi)) , ∀z ∈ Cm(λi − 2ρ1+µ/4n e−iν). (5.76)
Proof. It follows from Eq. (5.12) that
|λ(n+1)i − λ(n)i | ≤ |g|ρ1+µ/2n (5.77)
holds true. We write, for ξ1, ξ2 ∈ R,
λ
(n+1)
i − ρ1+µ/4n+1 e−iν = λ(n)i − ρ1+µ/4n e−iν + ξ1e−iν + ξ2ie−iν . (5.78)
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Eq. (5.77) implies that
|ξ2| ≤ |g|ρ1+µ/2n , ξ1 ≥ ρ1+µ/4n − ρ1+µ/4n+1 − |g|ρ1+µ/2n >
1
2
ρ1+µ/4n , (5.79)
see Definition 4.2 and Definition 4.3 (or (5.58) - notice that |g|ρ1+µ/2n ≤ |g|ρ ρ
1+µ/4
n+1 ρ
µ/4
0 ).
To prove the first assertion in (5.75) it is enough to prove that λ
(n+1)
i − ρ1+µ/4n+1 e−iν ∈
Cm(λ(n)i − ρ1+µ/4n e−iν). Note that since |g| ≤ 12 sin(ν/m) ≤ 12 tan(ν/m) (which is verified
by (5.58)), we have
|ξ2|/ξ1 < tan(ν/m). (5.80)
This proves the first assertion in (5.75).
The first part of Eq. (5.75) implies that, for all n,
C \ Cm(λ(n)i − ρ1+µ/4n e−iν) ⊂ C \ Cm(λ(n+1)i − ρ1+µ/4n+1 e−iν) (5.81)
and ⋃
n
C \ Cm(λ(n)i − ρ1+µ/4n e−iν) = C \ Cm(λi) (5.82)
belongs to the resolvent set of Hθ, see Theorem 5.9.
In a similar fashion as above we prove that
Cm(λ(n)i − ρ1+µ/4n e−iν) ⊂ Cm(λi − 2ρ1+µ/4n e−iν), (5.83)
using (5.8). For every z /∈ Cm(λi−2ρ1+µ/4n e−iν) and a ∈ Cm(λ(n)i ) we know that (see (5.8))
dist(z, Cm(λi)) ≤dist(z, a) + dist(a, Cm(λi)) ≤ dist(z, a) + 2|g|ρ1+µ/2n , (5.84)
and hence, we obtain (see Eq. (5.58))
dist(z, Cm(λi)) ≤ dist(z, Cm(λ(n)i )) + sin(ν/m)ρ1+µ/4n . (5.85)
Moreover (see (5.83)),
dist(z, Cm(λ(n)i )) ≥ dist
(
C \ Cm(λ(n)i − ρ1+µ/4n e−iν), Cm(λ(n)i )
)
≥ sin(ν/m)ρ1+µ/4n . (5.86)
Then, it follows that
dist(z, Cm(λi))
dist(z, Cm(λ(n)i ))
≤ dist(z, Cm(λ
(n)
i ))
dist(z, Cm(λ(n)i ))
+
sin(ν/m)ρ
1+µ/4
n
sin(ν/m)ρ
1+µ/4
n
≤ 2. (5.87)
This and Theorem 5.9 implies Eq. (5.76).
We end this section with a remark about the convergence rate of the projections
Pni ⊗ PΩ(n,∞) that will be used in a forthcoming paper.
Remark 5.11. It follows from Theorem 4.5, Property (P3), that∥∥∥Pi − P (n)i ⊗ PΩ(n,∞)∥∥∥ ≤ 2 |g|ρ 12n ρµ/2n . (5.88)
This is a consequence of a geometric series argument and Definition 4.2, since it implies
that
C2(n+1)+2ρµn = (C
8ρµ0 )
1/2(C4ρµ)n/2ρµ/2n ≤
1
2n
ρµ/2n . (5.89)
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5.3 Proof of Proposition 2.1
We define the sequence of vectors (see Remark 1.2)
Ψ
(n)
λi
:= P
(n)
i ϕi ⊗ Ω, n ∈ N. (5.90)
Due to the Property (P3) in Theorem 4.5, we know that the sequence above converges to
the non-zero limit Ψλi := Piϕi ⊗ Ω 6= 0 (see the discussion above Eq. (4.68)). Note that
(see Remark 1.2)
Hθ = H(n),θ +H
(n,∞),θ
f + gV
(n,∞),θ = H˜(n),θ + gV (n,∞),θ (5.91)
and set z = λ
(n)
i − 10ρne−iν . Then,
HθΨ
(n)
λi
= λ
(n)
i Ψ
(n)
λi
+ g(λ
(n)
i − z)V (n,∞),θ
1
H˜(n),θ − zΨ
(n)
λi
. (5.92)
Lemma 5.8 implies that V (n,∞),θ 1
H˜(n),θ−z tends to zero as n tends to infinity. We conclude
that
lim
n→∞H
θΨ
(n)
λi
= λiΨλi . (5.93)
As Hθ is a closed operator, Ψλi belongs to its domain and is an eigenvector of H
θ corre-
sponding to the eigenvalue λi. Furthermore, as Pi is rank-one, Ψλi spans its range.
6 Analyticity
In this section we prove Theorems 2.3 and 2.5, in particular, we show analyticity of the
projections Pi and the eigenvalues λi with respect to the coupling constant g and the
dilation parameter θ. We only prove in detail analyticity with respect to θ, the result for
the coupling constant g follows the same line of argumentation and it is actually simpler
since g only appears in the interaction term and the dependence is linear. This result is
archived in two steps: At first, we prove these properties for P
(n)
i and λ
(n)
i which is straight-
forward since there are spectral gaps between λ
(n)
i and the rest of the spectrum of H
(n),θ.
For this purpose we collect several estimates leading to Lemma 6.5 where, among other
things, we show that the resolvent is differentiable with respect to the dilation parameter
θ. This together with the properties of the Riesz projection allows us to conclude the
analyticity of P
(n)
i and λ
(n)
i with respect to θ. Secondly, we take the uniform limit n→∞
in order to conclude that the statement also holds for Pi and λi (see Theorem 6.9 below).
This is possible because our estimates are uniform in the parameter θ.
In this section we assume that Definitions 4.1, 4.2, 4.3 hold true. We recall that we
use the symbol c to represent any generic (indeterminate) constant that does not depend
on n, g, ρ, ρ0 and dilation parameters (here do not only use θ, but also η and λ).
Lemma 6.1. For every r > 0 and λ, η ∈ D(0, π/16) (and every n ∈ N):
∥∥∥H(n),λ0 + r
H
(n),η
0 + r
∥∥∥ ≤10. (6.1)
Moreover, for large enough r (independent of n, g, ρ, ρ0 and η and λ) and every z in the
resolvent set of H(n),η:∥∥∥H(n),λ0 1H(n),η − z
∥∥∥ ≤ 20 + 20(|z| + r/2)∥∥∥ 1
H(n),η − z
∥∥∥. (6.2)
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Proof. Notice that for every η, λ ∈ D(0, π/16)
∥∥∥H(n),λ0 + r
H
(n),η
0 + r
∥∥∥ ≤ sup
s≥0,i∈0,1
∣∣∣ei + e−λs+ r
ei + e−ηs+ r
∣∣∣. (6.3)
For every s ≥ 0 and i ∈ {0, 1} :
∣∣∣ei + e−λs+ r
ei + e−ηs+ r
∣∣∣ ≤|eη−λ|+ ∣∣∣eη−λ r + ei
ei + e−ηs+ r
∣∣∣+ ∣∣∣ ei + r
ei + e−ηs+ r
∣∣∣ ≤ 10, (6.4)
where we use that η, λ ∈ D(0, π/16) and ei ≥ 0. This implies (6.1).
It follows from Appendix A that there is a constant c that does not depend on n, g,
ρ, ρ0 and η such that for every r ≥ 1:∥∥∥V (n),η 1
(H
(n),0
0 + r)
1/2
∥∥∥ ≤ c. (6.5)
In conclusion, ∥∥∥V (n),η 1
H
(n),0
0 + r
∥∥∥ ≤ c
r1/2
(6.6)
holds true. It follows that there is a constant C(6.7) that does not depend on n, g, ρ, ρ0
and η such that for every r ≥ 1:∥∥∥V (n),η 1
H
(n),η
0 + r
∥∥∥ ≤ C(6.7)
r1/2
. (6.7)
Take φ in the domain of H
(n),η
0 , z ∈ C and r ≥ 4C2(6.7). Then we have (recall that |g| ≤ 1):
‖H(n),η0 φ‖ ≤‖(H(n),η − z)φ‖ + ‖V (n),ηφ‖+ |z|‖φ‖ (6.8)
≤‖(H(n),η − z)φ‖ + (1/2)‖H(n),η0 φ‖+ (|z| + r/2)‖φ‖.
Then, we obtain, for z in the resolvent set of H(n),η and s > 0 (we take the term
(1/2)‖H(n),η0 φ‖ in the previous equation to the other side and φ of the form 1H(n),η−zψ):∥∥∥(H(n),η0 + s) 1H(n),η − z
∥∥∥ ≤2 + 2(|z| + (r + 2s)/2)∥∥∥ 1
H(n),η − z
∥∥∥. (6.9)
Using (6.1), we find
∥∥∥(H(n),λ0 + s) 1H(n),η − z∥∥ ≤
∥∥∥H(n),λ0 + s
H
(n),η
0 + s
(H
(n),η
0 + s)
1
H(n),η − z
∥∥∥
≤ 10
∥∥∥(H(n),η0 + s) 1H(n),η − z
∥∥∥ ≤ 20 + 20(|z| + (r + 2s)/2)∥∥∥ 1
H(n),η − z
∥∥∥. (6.10)
Taking the limit s to zero, we arrive at Eq. (6.2).
Lemma 6.2. For every λ, η, θ ∈ D(0, π/16) (and every n ∈ N), there is a constant c
(independent of n, g, ρ, ρ0, η, θ and λ) such that for every z in the resolvent set of H
(n),θ:∥∥∥(H(n),η −H(n),λ) 1
H(n),θ − z
∥∥∥ ≤ c(1 + |z|)|η − λ|(∥∥∥ 1
H(n),θ − z
∥∥∥+ 1). (6.11)
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Proof. We take a large enough r > 0 such that the results of Lemma 6.1 hold true. We
calculate∥∥∥(H(n),η −H(n),λ) 1
H(n),θ − z
∥∥∥ ≤ ∥∥∥(H(n),η −H(n),λ) 1
H
(n),0
0 + r
∥∥∥∥∥∥(H(n),00 + r) 1H(n),θ − z
∥∥∥.
(6.12)
Next, we notice that∥∥∥(H(n),η0 −H(n),λ0 ) 1
H
(n),0
0 + r
∥∥∥ = sup
s≥0,i∈{1,2}
∥∥∥(e−η − e−λ)s 1
ei + s+ r
∥∥∥ ≤ |e−η − e−λ|.
(6.13)
Using Appendix A, we find a constant c (independent of n, g, ρ, ρ0 and η and λ) such
that ∥∥∥(V (n),η − V (n),λ) 1
H
(n),0
0 + r
∥∥∥ ≤ c|η − λ| (6.14)
Eqs. (6.12)-(6.14), together with Lemma 6.1, imply the desired result.
Definition 6.3. For every θ ∈ D(0, π/16), we set hθ = ∂∂θf θ and
∂
∂θ
V (n),θ := σ1 ⊗
(
an(h
θ) + an(h
θ)∗
)
(6.15)
and (see Remark 1.2)
∂
∂θ
H(n),θ := −H(n),θf + g
∂
∂θ
V (n),θ. (6.16)
Lemma 6.4. For every λ, η, θ ∈ D(0, π/16) (and every n ∈ N), there is a constant c
(independent of n, g, ρ, ρ0, η, θ and λ) such that for every z in the resolvent set of H
(n),θ:∥∥∥( 1
η − λ(H
(n),η −H(n),λ)− ∂
∂λ
H(n),λ
) 1
H(n),θ − z
∥∥∥ ≤ c(1 + |z|)|η − λ|(∥∥∥ 1
H(n),θ − z
∥∥∥+ 1).
(6.17)
Proof. The proof is very similar to the proof of Lemma 6.2, and therefore, we omit it.
Lemma 6.5. For every λ, η, θ ∈ D(0, π/16) (and every n ∈ N), there is a constant c
(independent of n, g, ρ, ρ0, η, θ and λ) such that for every z in the resolvent set of both
H(n),η and H(n),λ:∥∥∥ 1
η − λ
( 1
H(n),λ − z −
1
H(n),η − z
)
− 1
H(n),λ − z
∂
∂λ
H(n),λ
1
H(n),λ − z
∥∥∥ (6.18)
≤ c(1 + |z|)2|η − λ|
(∥∥∥ 1
H(n),λ − z
∥∥∥+ 1)2(∥∥∥ 1
H(n),η − z
∥∥∥+ 1),
and∥∥∥H(n),θ0 ( 1η − λ
( 1
H(n),λ − z −
1
H(n),η − z
)
− 1
H(n),λ − z
∂
∂λ
H(n),λ
1
H(n),λ − z
)∥∥∥ (6.19)
≤ c(1 + |z|)2|η − λ|
(∥∥∥ 1
H(n),λ − z
∥∥∥+ 1)2(∥∥∥ 1
H(n),η − z
∥∥∥+ 1),
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Proof. First, we notice that Lemma 6.2 and the resolvent identity imply∥∥∥ 1
H(n),λ − z (H
(n),η −H(n),λ)
( 1
H(n),η − z −
1
H(n),λ − z
)∥∥∥ (6.20)
≤ c(1 + |z|)2|η − λ|2
(∥∥∥ 1
H(n),λ − z
∥∥∥+ 1)2(∥∥∥ 1
H(n),η − z
∥∥∥+ 1).
We use the resolvent identity again and also Eq. (6.20) to obtain∥∥∥( 1
H(n),λ − z −
1
H(n),η − z
)
−
( 1
H(n),λ − z (H
(n),η −H(n),λ) 1
H(n),λ − z
)∥∥∥ (6.21)
≤ c(1 + |z|)2|η − λ|2
(∥∥∥ 1
H(n),λ − z
∥∥∥+ 1)2(∥∥∥ 1
H(n),η − z
∥∥∥+ 1).
Then, Eq. (6.18) follows from (6.21) and Lemma 6.4. The proof of (6.19) follows in a
similar fashion as the one of (6.18), using Lemma 6.1. Therefore, we omit it.
Proposition 6.6. For every η ∈ D(0, π/16), the operator valued functions
θ ∈ S 7→ P (n)i , θ ∈ S 7→ H(n),η0 P (n)i (6.22)
are analytic.
Proof. The proof is an obvious consequence of Lemma 6.5 and the formula for the Riesz
projections as line integrals in the complex plane.
Proposition 6.7. The complex valued function
θ ∈ S 7→ λ(n)i (6.23)
is analytic.
Proof. We use the formalism of the proof of Proposition 4.15 and make explicit the de-
pendence of P
(n)
i on θ, i.e., P
(n)
i ≡ P (n),θi . We define Ψ(n),θi = P (n),θi ϕi⊗Ω(n) (here we use
a slightly different notation from proof of Proposition 4.15). Notice that
λ
(n)
i =
〈Ψ(n),θi ,H(n),θΨ(n),θi 〉
〈Ψ(n),θi ,Ψ(n),θi 〉
, (6.24)
and that the denominator does not vanish (this follows as in (4.68)). Then, the result is
a consequence of Proposition 6.6, because it implies that the functions
θ 7→ Ψ(n),θi , θ 7→ H(n),θΨ(n),θi = H(n),θ
1
H
(n),0
0 + 1
(
(H
(n),0
0 + 1)P
(n),θ
i ϕi ⊗ Ω(n)
)
(6.25)
are analytic. Notice that the function θ 7→ H(n),θ 1
H
(n),0
0 +1
is an operator valued analytic
function (the proof of this fact is similar to the proof of Lemma 6.4, but much simpler).
Proposition 6.8. The maps
g ∈ D(0, g0) 7→ P (n)i , g ∈ D(0, g0) 7→ λ(n)i (6.26)
are analytic.
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Proof. The proof follows directly from the proofs of Propositions 6.6 and 6.7. In this case
the proof is much simpler because the coupling constant is only present in the interaction
term (and the interaction term depends linearly on the coupling constant).
Theorem 6.9. The functions
S ∋θ 7→ Pi, S ∋ θ 7→ λi (6.27)
D(0, g0) ∋g 7→ Pi, D(0, g0) ∋ g 7→ λi
are analytic. Moreover, this implies that λi(θ) ≡ λi is constant for θ ∈ S (see (1.24)).
Proof. Theorem 4.5, Properties (P1) and (P3) imply that the convergence rates of λ(n)i to
λi and P
(n)
i ⊗PΩ(n,∞) to Pi do not depend on θ and g. Then λi and Pi are uniform limits
of analytic functions (see Propositions 6.6, 6.7, 6.8). Therefore, they are analytic. That λi
is constant with respect to θ follows from the fact that it does not depend of the real part
of θ because a change in the real part of Hθ produces unitarily equivalent Hamiltonians:
if θ and θ˜ have the same imaginary part, then Hθ and H θ˜ are unitarily equivalent (thus,
isospectral). Both λi(θ) and λi(θ˜) are distinguished points in the spectrum because they
are the vertex of the same cone (see Theorem 2.7), we conclude that λi(θ) = λi(θ˜).
A Closedness of H and standard estimates
In the following we shall use the well-known standard inequality
‖a(h)Ψ‖ ≤ ‖h/√ω‖2 ‖H1/2f Ψ‖
‖a(h)∗Ψ‖ ≤ ‖h/√ω‖2 ‖H1/2f Ψ‖+ ‖h‖2 ‖Ψ‖
(A.1)
which holds for all h, h/
√
ω ∈ h and Ψ ∈ H such that the left- and right-hand side are
well-defined; see [26, Eq. (13.70)].
Lemma A.1. Let h, h/
√
ω ∈ h. Then, we have the following standard estimates∥∥∥a(h)∗(Hf + 1)− 12 ∥∥∥ ≤ ‖h‖2 + ∥∥h/√ω∥∥2 and ∥∥∥a(h)(Hf + 1)− 12 ∥∥∥ ≤ ∥∥h/√ω∥∥2 . (A.2)
Proof. Let Ψ ∈ F [h] such that ‖Ψ‖H = 1. Then, it follows from (1.13) that∥∥∥a(h)∗(Hf + 1)− 12Ψ∥∥∥2 ≤ 〈Ψ, (Hf + 1)− 12a(h)a(h)∗(Hf + 1)− 12Ψ〉
=
〈
Ψ, (Hf + 1)
− 1
2
(
‖h‖22 + a(h)∗a(h)
)
(Hf + 1)
− 1
2Ψ
〉
≤ ‖h‖22 +
〈
Ψ, (Hf + 1)
− 1
2a(h)∗a(h)(Hf + 1)−
1
2Ψ
〉
= ‖h‖22 +
∥∥∥a(h)(Hf + 1)− 12Ψ∥∥∥2 . (A.3)
This implies that ∥∥∥a(h)∗(Hf + 1)− 12∥∥∥ ≤ ‖h‖2 + ∥∥∥a(h)(Hf + 1)− 12∥∥∥ . (A.4)
Moreover, it follows from the Cauchy-Schwarz inequality that∥∥∥a(h)(Hf + 1)− 12Ψ∥∥∥ ≤ ∫ d3k |h(k)| ∥∥∥a(k)(Hf + 1)− 12Ψ∥∥∥
≤
(∫
d3k |h(k)|2/ω(k)
) 1
2
(∫
d3k ω(k)
∥∥∥a(k)(Hf + 1)− 12Ψ∥∥∥2) 12
≤ ∥∥h/√ω∥∥2 ∥∥∥Hf (Hf + 1)−1∥∥∥ ≤ ∥∥h/√ω∥∥2 . (A.5)
This proves the second estimate, and the first one follows together with (A.4).
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Lemma A.2. ∥∥∥V (H0 + 1)− 12 ∥∥∥ ≤ ‖f‖2 + 2 ∥∥f/√ω∥∥2 . (A.6)
Proof. By definition in (1.3), we have f, f/
√
ω ∈ h. Then, it follows from Lemma A.1 that∥∥∥V (Hf + 1)− 12∥∥∥ ≤ ∥∥∥σ1 ⊗ a(f) (Hf + 1)− 12∥∥∥+ ∥∥∥σ1 ⊗ a(f)∗ (Hf + 1)− 12∥∥∥
≤
∥∥∥a(f) (Hf + 1)− 12∥∥∥+ ∥∥∥a(f)∗ (Hf + 1)− 12 ∥∥∥ ≤ ‖f‖2 + 2 ∥∥f/√ω∥∥2 , (A.7)
and furthermore, we obtain by the functional calculus together with |ei + r + 1| ≥ |r + 1|
that ∥∥∥∥∥(Hf + 1)
1
2
(H0 + 1)
1
2
∥∥∥∥∥ ≤
∥∥∥∥∥(Hf + 1)1/2(H0 + 1)1/2
∥∥∥∥∥ = supr∈[0,∞),i=0,1 (r + 1)
1/2
(ei + r + 1)1/2
≤ 1. (A.8)
Then, we conclude
∥∥∥V (H0 + 1)− 12∥∥∥ ≤ ∥∥∥V (Hf + 1)− 12 ∥∥∥
∥∥∥∥∥(Hf + 1)1/2(H0 + 1)1/2
∥∥∥∥∥ ≤ (‖f‖2 + 2 ∥∥f/√ω∥∥2) . (A.9)
This completes the proof.
Proof of Proposition 1.1. Lemma A.2 implies that ‖ lims→∞ V 1H0+s‖ = 0 and, therefore,
V is bounded relatively to H0, with infinitesimal bound.
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