We consider a family of solutions to the Painlevé II equation
Introduction and statement of results
The Painlevé II equation (PII) u (x; α) = 2u
3 (x; α) + xu(x; α) − α, α ∈ C (1.1)
together with the other five second-order ordinary differential equations, was introduced by Painlevé and his colleagues at the begining of the last century. These six equations are of the form u = F (x, u, u ) with F meromorphic in x and rational in u and u . They satisfy the Painlevé property: the only movable singularities of a solution u are poles; see more details about the Painlevé equations and the historical developments in [21, 24] . During the developments of the Painlevé equations, it has been realized that PII possesses a wild range of important applications in the modern theory of mathematics and physics, such as nonlinear wave motion [2, 30, 33] , where PII arises as a similarity reduction of the KdV equation; liquid crystal [13, 14, 36] , where PII plays a critical role in light-matter interaction experiments on nematic liquid crystal; random matrix theory [34, 35] , where PII appears in the celebrated Tracy-Widom distribution. It is worth mentioning that the Tracy-Widom distribution does not only describe the largest eigenvalue distribution in random matrix ensembles, but also appear in the distribution of the longest increasing subsequence of random permutations [3] , totally asymmetric simple exclusion process [26] . Although many applications are related to the homogeneous PII, it has been realized that the inhomogeneous PII also plays an important role in random matrix theory and liquid crystal; see [11, 13, 31, 36] Among the various solutions of PII, those with the boundary condition u(x; α) → 0, as x → +∞ attract the most interests of mathematicians and physicists. In [6, 7] , Boutroux discovered that PII possesses a family of solutions as follows:
u(x; α) = B(x; α) + e(x; α, k), as x → +∞, (1.2) where B(x; α) has the following full asymptotic expansion
a n x 3n , as x → +∞, (1.3) and e(x; α, k) is an exponentially small term, i.e., e(x; α, k) ∼ k Ai(x) ∼ k e − 2 3 x 3/2 2 √ πx 1/4 as x → +∞. In the above expansion, the coefficients a n are uniquely determined through the following relations: a n+1 = (3n + 1)(3n + 2)a n − 2α Note that, this family of solutions u(x; α) in (1.2) depends on the parameter k, which appears only in the exponentially small term e(x; α, k).
In the homogeneous case (that is, α = 0), the algebraic term B(x; α) vanishes. Then, we have u(x; 0) ∼ k Ai(x), as x → +∞.
It is well-known in the literature that there are three families of solutions depending on the parameter k ∈ R. When |k| < 1, there exists a family of oscillatory and polefree solutions on R, namely the Ablowitz-Segur(AS) solutions. The AS solutions were first introduced by Ablowitz and Segur in [1] , where the long time asymptotics of the Kortweg-de Vries equation were studied. When k = 1, there exists a unique solution which is monotonic and pole-free on R, namely the Hastings-McLeod(HM) solution. The HM solution was discovered by Hastings and McLeod in [23] . This solution plays a critical role in the Tracy-Widom distribution [34] and in the asymptotic description of the solution of the KdV equation in the small dispersion limit [9] . When k = −1, the corresponding solution is obtained through the following simple symmetry relation u(x; 0) = −u(x; 0). When |k| > 1, there exists a family of singular solutions, which have infinitely many poles on the (−∞, 0). The asymptotics of the singular solutions were first studied by Kapaev in [27] . As a result, we see that there is a critical value k * = ±1, where properties of the corresponding solutions change significantly. For more detailed information about this family of solutions for homogeneous PII, we refer to Deift and Zhou [20] , Bothner and Its [5] , Dai and Hu [15, Sec. 1.1], and references therein.
Inspired from the above results of homogeneous PII, it is natural to expect that similar k-dependent results also hold for the solutions u(x; α) with boundary condition (1.2) when α ∈ R \ {0}. Regarding this problem, Clarkson [12] made the following conjecture for the inhomogeneous PII when α ∈ Z \ {0}. Here, to be in accordance with our notation, we replace α in [12] by −α.
Conjecture 1 (Clarkson [12] ). Let k be an arbitrary, non-zero real number and u k (x; n) be the solution of PII for α = n ∈ Z \ {0} satisfying (1.2). Then, (a) there exists a unique k * n such that for k < k * n , u k (x; n) blows up at a finite x 1 , with
and for k > k * n , u k (x; n) blows up at a finite x 2 , with
is a positive, monotonically decreasing solution, and for n < 0, u k * n (x; n) is a negative, monotonically increasing solution. Furthermore, we have
, as x → −∞.
(1.7)
From the above conjecture regarding the family of solutions in (1.2), one can see that there also exists a critical value k (a) u(x; α) satisfies the asymptotics as x → +∞:
where Ai(x) is the Airy function and B(x; α) has an asymptotic expansion
with the coefficients a n uniquely determined in (1.4).
(b) u(x; α) satisfies the asymptotics as x → −∞:
uniformly for x bounded away from the zeros of the denominator in (1.10). Besides, the constants d and φ in (1.10) are related to the parameter k in (1.8) through the connection formulas as follows:
Since the solutions to PII satisfy the symmetry connection 13) we assume α ≥ 0 throughout the rest of this paper. Combining previous results in the literature and the above theorem, we summarize solutions of PII equation with the boundary behavior (1.2) in the following Table 1 , depending on α and k.
pHM singular Table 1 : PII solutions with the boundary condition (1.2) when α ≥ 0, k ∈ R and n ∈ N. Here "D.N.E." stands for "does not exist".
The asymptotic formulas (1.8)-(1.12) were first obtained in 1992 by Kapaev [27] with the help of the isomonodromy method. Some years later, rigorous proofs were derived by applying Deift-Zhou nonlinear steepest descent method: Its and Kapaev [25] proved the asymptotics (1.8) for any α − 1/2 / ∈ Z when x → +∞; Bothner and Its [5] proved the asymptotics (1.10) as x → −∞ and the connection formulas (1.11)-(1.12) for the homogeneous case (α = 0).
Comparing with the isomonodromy method, one advantage of the nonlinear steepest descent method is that no prior assumption about the behavior of the solution is needed, which makes the asymptotics derived by this method rigorous. The later method was first introduced by Deift and Zhou [19] in 1993 and it has been successfully applied to solve asymptotic problems in many fields; see [8, 10, 11, 18, 20, 25, 28, 38 ].
Riemann-Hilbert problem for PII
We will prove Theorem 1 by using Deift-Zhou nonlinear steepest descent method for Riemann-Hilbert (RH) problems. Let us first introduce the RH problem associated with PII for all α > 0 as follows; see [11, 25] . Corresponding results for α < 0 can be obtained through the symmetry relation (1.13).
RH problem for
We seek a 2 × 2 matrix-valued function Ψ α (λ) satisfying the following properties. (b) Let Ψ α,± (λ) denote the limits of Ψ α (λ) as λ tends to the jump contour from left and right hand sides, respectively. They satisfy the following jump relations:
with 16) and s 1 =s 3 = − sin(πα) − ki, with k ∈ R and |k| > | cos πα|.
(1.17) (c) As λ → ∞, Ψ α (λ) satisfies the asymptotics:
Note that the function Ψ 1 (x) is unknown at present.
(d) At λ = 0, Ψ α (λ) satisfies the following behaviors: 22) where the branch cut of λ α is chosen arbitrarily.
From [4, 5] , we know that the above RH problem is meromorphically solvable in terms of x and its solution is related to the meromorphic solution of PII equation (1.1) by the following connection:
( Note that, for AS (or qAS) and HM (or qHM) solutions, the Stokes multipliers are chosen to satisfy the conditions |s 1 | = |s 3 | < 1 and |s 1 | = |s 3 | = 1, respectively; see [11, 15] . Then, from a slightly different point of view, the three families of PII solutions with boundary condition (1.2) in Table 1 can also be classified based on the sign of 1 − s 1 s 3 .
Remark 3. At λ = 0, we claim that the RH problem for Ψ α (λ) does work for α−1/2 ∈ N. It is true that a logarithmic singularity will appear at the origin when α − 1/2 ∈ N. An interesting phenomenon is that, when we are considering the asymptotic behavior of Ψ α (λ) near λ = 0, the contribution of the logarithmic singularity is absorbed by the algebraic terms in (1.20)- (1.22) . This issue has been discussed carefully in Claeys et al. in [11, Prop. 2.3] . Similar results also hold in our case; see the detailed description in Proposition 1 regarding of the function M in the following Section.
The rest of this paper is arranged as follows. We will first introduce a model RH problem and give its explicit solution in Section 2. It plays an important role in extending the asymptotics (1.8) of Its and Kapaev [25] from α − 1/2 / ∈ Z to any real α as x → +∞ in Section 3. It is also used to construct the local parametrix at origin in the nonlinear steepest descent analysis for x → −∞ in Section 4. Finally, in the last Section, we finish the proof of Theorem 1.
A model RH problem
In this section, we first introduce a model RH problem for M (η) and give an explicit solution for any α > 0. where the jump matrices J M are given in Figure 2 . Here s 1 and s 3 are required to satisfy the first condition in (1.24), i.e., s 1 + s 3 = −2 sin(πα).
RH problem for
(c) M (η) has the following asymptotics as η → ∞:
has the following singularity at η = 0:
where the branch cuts of η ±α are chosen along Γ 2 .
The above RH problem is motivated from the problem in [11, P. 609-610] , which is associated with the HM solutions for PII. Note that the coefficients 1 0 s 3 + ie −πiα 1 and 1 0 −s 3 − ie −πiα 1 are from the original RH problem for Ψ α .
Proposition 1. When α ≥ 0, the unique solution to the above RH problem for M is given by
where
and H
(1, 2) α+ 1 2 as follows:
and
Moreover, as α − ∈ N, M (η) has a logarithmic singularity at the origin.
Proof. The uniqueness of the solution to the RH problem for M is easy to check by applying the Liouville's theorem. Next, we prove that the function defined in Proposition 1 solve the RH problem for M . According to the properties of H 
Then, we obtain the following relations between M 1 (η) and M 2 (η):
Thus, the function defined in Proposition 1 satisfies the jump conditions in the RH problem for M . Next, we check the behaviors as η → ∞ and η → 0.
• Behaviors as η → ∞: According to the following asymptotics in [32, Eq. (10.17.5)-(10.17.6)]:
it is easy to see that
Here we use the fact that when η ∈Ω 2 and η → ∞, |e 2iη | = e −2 Im η is exponentially small. Similar, we also have M 2 (η) 1 0
This establishes the asymptotics in (2.2).
• 
for Re ν > 0, and
we have the following estimations of M near the origin.
in which we have used the fact that the logarithmic singularity ln η can be absorbed by the algebraic singularity η −α at the origin and the connection formula H
(1)
ν (η) = J ν (η). Note that, as η → 0, J ν (η) has the following behavior
It is easy to see from (2.17) that there is a logarithmic singularity at the origin when α = . It is worthwhile to point out that logarithmic behaviors will also appear at the origin when α ± 1/2 ∈ N. This is due to the following relation as n ∈ N.
-For η ∈Ω 3,4 , the calculations are similar.
(ii) When 0 < α < 1/2: now α + 1/2 > 0 but α − 1/2 < 0. By the following formulas: see [32, Eq. 10.4.6];
ν (η) , and the similar computations as in the above case, we obtain the same behaviors of M at the origin.
As a result, the function M (η) defined in (2.6)-(2.8) solves the model RH problem for any α. This finishes the proof of the proposition.
Remark 4. Note that, in the neighbourhood of interior algebraic singular points, a similar parametrix was constructed in terms of H
in Vanlessen [37] , where the RH problem has jumps on 8 rays instead of 4 rays in Figure 2 .
There are two motivations for us to introduce the RH problem for M . The first one is that the RH problem for M and its solution play an important role to extend the asymptotics (1.8) as x → +∞ from α − 1 2 / ∈ Z in [25] to any α. Combining the above proposition, we apply a simplified and rotated RH problem of M to achieve this target in Section 3.
Second, when we proceed to the nonlinear steepest descent analysis as x → −∞, the model RH problem for M will be applied to construct the local parametrix at the origin in Section 4.3.
Extension to
In this section, we apply the Deift-Zhou nonlinear steepest analysis for the original RH problem for Ψ α (λ) as x → +∞. The analysis is similar to that in Its and Kapaev [25] . The novel part is the new local parametrix construction near the origin, which extends the original results in [25] from α − 1 2 / ∈ Z to any α. Since x is positive, we introduce the change of variable λ(z) = x 1/2 z and let t = x 3/2 . Then θ(λ) in (1.19) is transformed into tθ(z) witĥ
By taking the normalization
the original RH problem for Ψ α is transformed into the RH problem for U with U (z) → I as z → ∞ and the jumps S k in (1.15) turn into e −tθ(z)σ 3 S j e tθ(z)σ 3 . This transformation doesn't change the diagonal entries, but multiplies the upper and lower triangular entries of S j by e ∓2tθ(z) , respectively. Now, one important thing is to check the properties of Reθ(z) in the complex-z plane. It is easy to see thatθ(z) has two stationary points at z ± = ± i 2 and the property of the signature of Reθ(z) is shown in Figure 3 . Moreover, we recall that in each sector bounded by the rays γ j in Figure 1 , Ψ α (λ) is indeed an analytic function with only a branch point at λ = 0. Since z is just a rescaling of the variable λ, we can deform the original contour Σ such that the new one is in accordance with the signature table of Reθ(z) in Figure 3 . As a result, the original RH problem is transformed into the RH problem for U with the jump conditions shown in Figure 4 . 
Asymptotics as s 3 = 0
To derive the asymptotics of U as x → +∞ (i.e. t → +∞), we set
at this moment, which is also used in [25] . Then, the RH problem for U is simplified to the following RH problem for U :
(a) U (z) is analytic when z ∈ C \ l ± with l + and l − given in Figure 5 .
(b) U satisfies the following jump relations: and
is singular in the following form:
Note that the branch of z α is chosen arbitrary.
Combining the property of the signature of Reθ in Figure 3 , we know that the jump matrices in (3.2) and (3.3) tend to I exponentially fast as t → +∞ for z bounded away from the origin. As a consequence, U (z) can be approximated by the identity matrix for z bounded away from the origin. However, becauseθ(0) = 0, this no longer holds in the neighborhood of z = 0. Therefore, we need to construct a parametrix in its neighbourhood.
Local parametrix at the origin
Next, we make use of M (z) in proposition 1 to construct the local parametrix. We consider the following RH problem for M (a rotation of the RH problem for M when s 3 = 0):
} and Γ − = {η ∈ C : arg η = − 5π 6
} are two rays oriented to infinity; see Figure  6 . 
(c) As η → ∞, M (η) satisfies the asymptotics:
where the branch cuts of η ±α are chosen along Γ + .
From the construction of solution to RH problem for M and the definition of M 1,2 in (2.7)-(2.8), we know that
solves the RH problem for M . Next, we introduce the conformal mapping in U (0, δ) with δ < 1/2 a small positive constant:
It is easy to check that M (tη(z))e −itη(z)σ 3 solves the RH problem for U in the neighborhood of origin U (0, δ).
Remark 5. Recall that the local parametrix near the origin in [25] is constructed in terms of Bessel functions of the first kind J α− are linearly independent for any α ∈ R. Therefore, with the function M defined in (2.7)-(2.8) and (3.11), we extend the asymptotics (3.24) to any α ≥ 0 successfully.
Error estimation
Next, we set
and consider the error function
It is easy to deduce that R solves the following RH problem:
The above jump matrix J R (z) satisfies the following estimates:
where c 1,2,3 are certain positive constants. Then, the RH problem for R is solvable in terms of the following Cauchy integral
Based on the standard procedure of norm estimation of the above Cauchy operator, it follows that, for sufficiently large t, the relevant integral operator is contracting, and the integral equation can be solved in L 2 (Σ R ) by iterations; see the standard arguments in [17, 18] . Then, we have, as t → +∞,
Asymptotics as x → +∞ for s 3 = 0
Based on the above analysis and (1.23), we have
Combining (3.18), the above equation gives the following formula
Using the definition of the jump matrix H(z) in (3.15), (3.8) and (3.12), we find from the above formula that
Moreover, let K denote the operator such that 22) then (3.17) gives us
Since ||K|| L 2 ≤ cx −3/2 as x → +∞, we have R − = ∞ n=0 K n I, which is a converging iterative series and suggests u 1 (x; α) possesses an asymptotic series in terms of negative degrees of x 1/2 when x → +∞. Then, the meromorphicity of u 1 (x; α) leads to the following asymptotic expansion:
with a n determined by the recurrence relation (1.4).
Asymptotics for s 3 = 0
Note that u 1 (x; α) is not the solution studied in Theorem 1, because the values of the stokes multiplies are different in (1.17) and (3.1). To get the solution in Theorem 1, we now consider the RH problem for U when s 3 = 0 and look for the solution in terms of the following form:
It is easy to check that X(z) solves the following RH problem:
(a) X(z) is analytic in C \ Σ X ; see Figure 7 . It is interesting to note that X(z) and the function X(λ) in [25, P. 378 ] are simply related through the following transformation 
where α ∈ R and u 1 (x; α) ∼ α/x is the solution of the PII equation shown in (3.24).
For s 1 = − sin(πα) − ki, s 3 = − sin(πα) + ki and k, α ∈ R, we know from Remark 2 that u(x; α) is real but u 1 (x; α) is not real for real x. Thus, one needs to take the real part of (3.28) to get the asymptotics of u(x; α). As a result, we obtain the asymptotic behavior in (1.8).
Nonlinear steepest descent analysis as x → −∞
The analysis in the first several steps is literally the same as that in [15] , where we studied the asymptotics for the AS solutions of PII under the conditions s 1 =s 3 and 1 − s 1 s 3 > 0. Here we repeat some of the arguments to make the paper self-contained. We first take the change of variable λ(z) = (−x) 1/2 z, so θ(λ) in (1.18) is rewritten by tθ(z) with
Then, under the normalization
we have U (z) → I as z → ∞. Similar to the case when x → +∞, the jumps S k in (1.15) turn into e −tθ(z)σ 3 S j e tθ(z)σ 3 . Also, this transformation doesn't change the diagonal entries, but multiplies the upper and lower triangular entries of S j by e ∓2tθ(z) , respectively. Next, we check the properties of Reθ(z) in the complex-z plane. It is easy to see thatθ(z) has two stationary points at z ± = ± 1 2 and the property of the signature of Reθ(z) is shown in Figure 8 . Moreover, we recall that in each sector bounded by the rays γ j in Figure 1 , Ψ α (λ) is indeed an analytic function with only a branch point at λ = 0. Since z is just a rescaling of the variable λ, we can deform the original contour Σ such that the new one is in accordance with the signature table of Reθ(z) in Figure 8 . As a result, the original RH problem is transformed into the RH problem for U with the jump conditions shown in Figure 9 .
Secondly, on [z − , z + ], we factorize the above two matrices by LDU-decomposition:
s 1 e 2tθ 1 = 1 0 
From the above factorization, we perform an "opening of lenses "; see Figure 10 . Then we introduce the function
for z outside the two lens shaped regions,
, for z in the upper part of the right lens shaped region, U (z)S L 1 , for z in the lower part of the right lens shaped region,
, for z in the upper part of the left lens shaped region, U (z)S L 2 , for z in the lower part of the left lens shaped region. It is easy to check that T satisfies the RH problem shown in 10. Note that, according to the signature of Reθ(z), we know that the jump matrices J T tend to the identity matrix exponentially when t → +∞ as long as z stays away from the segment [z − , z + ]. As a result, the key contribution to the asymptotic expansion of T comes from [z − , z + ] and the neighborhoods of z ± . 
Global parametrix on
As t → +∞, consider the segment [z − , z + ] with the same orientation shown in Figure  10 , we obtain a function N (z) satisfies:
According to [15, 21] , we solve the above RH problem by defining
Here, the branch cut is chosen such that arg(z − z ± ) ∈ (−π, π), then
Local parametrices near
In this subsection, we seek a function Q (r) (z) satisfying the same problem as T in
) (z) s jump matrices are the same as that of T (z); see Figure 11 .
, δ) and corresponding jump matrices.
The above RH problem of Q (r) (z) is similar to that of P (r) (z) in [15, Sec. 3.4] , except that P (r) (z) is bounded at z + in [15] , while z + is a simple pole of Q (r) (z). The difference is caused by the matching condition (4.7) and more details can be seen later in the current section.
It is natural to recall the construction of P (r) (z); see [15, Sec. 3.4] and Fokas et al. [21, Sec. 9.4] , since the jumps keep the same by multiplying a function, which has poles, at the left hand side of P (r) (z). For the self-consistency, we will repeat some definitions of functions in the rest of this section.
We define a conformal mapping in U (z + , δ) in the following form: 8) with arg (z − z + ) ∈ (−π, π). Then we have . In [15, 21] , the authors solve P (r) (z) by defining
where h 1 is a constant with
and β(z) is holomorphic in U (z + , δ) with
Recall that Z(ζ) is a function defined based on the parabolic cylinder functions, the exact definition is as follows:
, 0),
), (4.13) where
The constant matrices H j above are defined as follows and
Note that Z k (ζ)'s defined above are indeed entire functions of ζ. Let J Z denotes the jump matrices H k , then Z(ζ) satisfies the following RH problem:
where the contour Σ Z and the jump J Z (ζ) are depicted in Figure 12 ;
(c) As ζ → 0, Z(ζ) is bounded;
(d) As ζ → ∞, we have From (4.18), we know that P (r) (z) satisfies the asymptotic behavior as t → +∞ in the form of 19) which holds uniformly as z ∈ ∂U (z + , δ).
Recall that in [15] , ν = − 1 2πi
ln(1 − s 1 s 3 ) is purely imaginary under the condition |s 1 | = |s 3 | < 1. Then, we have, as t → ∞, β ±2 (z)
is not purely imaginary any more. This change leads to that
Precisely, we denotẽ
Then, we have, in U (z + , δ), a neighborhood of
This gives us
Finally, we construct Q (r) (z) in the form: 25) where P (r) (z) is defined in (4.10) and E r (z) has a simple pole at z = with E r (z) = 1 0 26) andα(z) andβ(z) defined in (4.22) .
Upon the RH problem of P (r) (z) in [15] , it is easy to check that Q (r) (z) satisfies exactly the RH problem stated at the beginning.
At z = z − = −1/2, due to the symmetry property of T (z) depicted in 10, the parametrix Q (l) (z) can be constructed similarly by
Local parametrix near the origin
In this section, we will seek a parametrix Q (0) (z) in U (0, δ) which solves the RH problem as follows:
satisfies the same jumps as T (z); see Figure 10 ;
(c) On ∂U (0, δ) = {z ∈ C : |z| = δ}, we have
has the following singularities at z = 0, :
In [15] , we just obtained the existence of the solution of the above RH problem by proving a vanishing lemma. Fortunately, due to the model RH problem for M (η) and its solution given in (2.6), we can construct the parametrix at origin explicitly right now.
To construct Q (0) (z) with the use of M (η), we define the following conformal mapping in U (0, δ):
Then the parametrix near origin is given by
with E(z) analytic in U (0, δ) and defined by
Here we choose the branch such that arg(1/2 ± z) ∈ (−π, π), then E(z) satisfies the following property:
(4.34) Figure 13 : The contour Σ R . Here C l , C r and C 0 denote ∂U ({z ± , 0}, δ), respectively.
(c) R(z) has two simple poles at z ± = ± 1 2
. Moreover, if we let R(z) = (R (1) (z), R (2) (z)) with R
(1) (z) and R (2) (z) denoting the corresponding columns of R(z), then we have from (4.25)-(4.27) and (4.35) that
It is easy to show that det R(z) ≡ 1 via the Liouville's theorem. Consequently, the solution of the above RH problem, if it exists, is unique.
When t → ∞, from the matching conditions given in (4.7) and (4.28) as well as the jump matrices J T (z) formulated in Figure 10 , we obtain
with c 1 a positive constant. However, since R(z) has two simple poles at z = z ± , we can not find the integral equation which is equivalent to the RH problem of R like the one in [15] . Indeed, we can deal with this kind of RH problems by simplifying the problem to the one without poles via a certain "dressing" procedure; see [5] .
We put
where D ∈ C 2×2 is constant to be determined. Then W (z) satisfies the following RH problem:
(b) On Σ R , W (z) satisfies the jump conditions:
(d) As z → ∞, W (z) satisfies the asymptotic behavior:
From (4.39), we obtain that the jump matrices J W (z) tend to unit matrix uniformly as t → ∞ and they satisfy the same asymptotics as J R in (4.39). Therefore, the RH problem of W is equivalent to the singular integral equation
According to the standard arguments with respect to the above Cauchy operator, we know that the above operator is contracting for sufficiently large t, which indicates that the equation (4.44) can be solved in L 2 (Σ R ) by iterations; see [17, 18] . Also, based on the above mentioned arguments, as t → ∞, we have W (z) = I + O(1/t), as z ∈ C \ Σ R . The above {t n } will finally lead to the appearance of the singularities in the asymptotics (1.10).
Proof of the main result
From now on, we will calculate the asymptotics (1.10) of u(x; α) by taking t bounded away from the neighborhood of the points t n given in last section. Tracing back the transformation W → R → T → U → Ψ α and using the connection that u(x; α) = 2 Ψ 1 (x)
12
, an expression of u(x; α) in terms of the integral equation with p be defined in (4.49). As x → −∞, the behavior of W (z) in (4.50) gives us that Substituting the condition (1.17), we deduce the asymptotics and connection formulas in Theorem 1.
