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Abstract
We analyze more explicitly four sectors of 1/4 BPS geometries and 1/8 BPS
geometries, corresponding to BPS states in N=4 SYM, constructed previously.
These include the states with several SO(6) angular momenta as well as those
with SO(4) AdS spins. We also discuss their relations to the dual gauge theory.
E-mail: hai.lin@usc.es
1 Introduction
In this paper, we study certain sectors of 1/4 BPS and 1/8 BPS geometries in type IIB string
theory.
The 1/2 BPS geometries corresponding to a class of 1/2 BPS states in N=4 SYM were
studied in [1] - [4]. Many geometric and topological aspects of the geometries were discussed
in e.g. [1] - [26]. Geometries corresponding to Wilson loops, surface operators, and defect
operators were constructed and discussed in e.g. [39] - [47], [11] - [13].
On the other hand, 1/4 BPS and 1/8 BPS geometries were studied by e.g. [27] - [35].
For the 1/4 BPS and 1/8 BPS geometries, we will in this paper, continue to analyze more
detailed explicit geometries, and their relation to the dual gauge theory. We will also study
separately the four different sectors of geometries.
The organization of this paper is as follows. In section 2, we analyze geometries with
angular momenta J1, J2 in S
5 directions. In section 3, we analyze geometries with J1, J2, J3
in S5 directions. In section 4, we analyze the geometries with spin S1 in AdS5 and J in
S5 directions respectively. In section 5, we analyze geometries with spins S1, S2 in AdS5 and
J in S5 directions respectively. Finally, we briefly conclude in section 6.
2 1/4 BPS geometries with J1, J2
2.1 General ansatz
In this section we study the 1/4 BPS states with U(1)t×SO(4) × SO(2) symmetry. The
geometries corresponding to such BPS states have been studied in e.g. [27] - [33], which is a
Rt×S3×S1 fibration over 4d Ka¨hler base. In addition, there is a direction y, as the product
of two radii of S3 and S1. As argue in [30], the S3 and S1 shrinks smoothly on two types of
droplet regions in the 4d base as the direction y goes to zero, i.e. y = 0.
We first discuss the ansatz for the 1/4 BPS configurations. These backgrounds have an
additional S1 isometry compared with the 1/8 BPS backgrounds, and have a ten-dimensional
solution of the form (in the conventions of [28], [30], [33]),
ds210 = −h−2(dt+ ω)2 + h2((Z +
1
2
)−12∂i∂j¯Kdz
idz¯j¯ + dy2) + y(eGdΩ23 + e
−G(dψ +A)2),
F5 =
{−d[y2e2G(dt+ ω)]− y2(dω + ηF) + 2i∂∂¯K} ∧ dΩ3 + dual,
h−2 = 2y coshG,
Z =
1
2
tanhG = −1
2
y∂y(
1
y
∂yK),
dω =
i
2
d[
1
y
∂y(∂¯ − ∂)K] = i
y
(∂i∂j¯∂yKdzidz¯j¯ + ∂i¯Zdz¯idy − ∂iZdzidy),
2ηF = −i∂∂¯D. (2.1)
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The K = K(zi, z¯i; y), where i = 1, 2, is the Ka¨hler potential for the 4d base, which also
varies with the y direction. D is an auxiliary function, and can be set to a constant, if the
fibration of the S1 is a direct product, i.e. A = 0. The volume of the 4d base is constrained
by a Monge-Ampere equation (as well as an auxiliary condition for auxiliary function D),
log det hij¯ = log(Z +
1
2
) + nη log y +
1
y
(2− nη)∂yK +D(zi, z¯j¯), (2.2)
(1 + ∗4)∂∂¯D = 4
y2
(1− nη)∂∂¯K. (2.3)
In other words,
det ∂i∂j¯K = (Z +
1
2
)ynηe
1
y
(2−nη)∂yKeD. (2.4)
We can consider two types of 1/4 BPS states with the above ansatz. One class is the
states with two R-charges J1, J2, which will be discussed in this section. Another class is the
states with R-charge J and an AdS spin or an SO(4) spin S1, and will be discussed in section
4. The first case corresponds to that the S3 in the ansatz (2.1) is in the AdS directions, while
the second case corresponds to that the S3 in the ansatz (2.1) is in the S5 directions.
For the first 1/4 BPS sector, the dual operator is of the schematic form
O ∼
m∏
i=1
tr(Zn1iY n2i) (2.5)
where Z, Y are two complex scalars of N=4 SYM. The BPS bound is satisfied as
∆− J1 − J2 = 0. (2.6)
2.2 Small y analysis
For simplicity of the discussion, we first consider the case when the S1 is a direct product
factor, so we can set A = 0,F = dA = 0, as well as nη = 1. We can also set D as a constant
in (2.4). The equation is
det ∂i∂j¯K = (1− 4y2∂2y2K)
y
8
√
e
e2∂y2K (2.7)
where we used eD = 1
4
√
e
, and take derivatives with respective to the y2.
In this subsection we analyze the equations from (2.7) as well as equations of regularity
conditions at small y. We denotes I− as the region S3 → 0, Z = −12 ; and I+ as the region
S1 → 0, Z = 1
2
. The small y behavior of the Ka¨hler potential near two different types of
droplet regions are very different, and we will analyze the small y equations in each droplet
regions.
In the region that S1 shrinks, we have
Z =
1
2
, i.e. − 1
2
y∂y(
1
y
∂yK)|y=0 = 1
2
(2.8)
2
where the 1/2 BPS function Z is related to K via Z = −1
2
y∂y(
1
y
∂yK), and we have h
2(Z +
1
2
)−1 = O(1) in the Z = 1
2
region. The leading terms in K that have zi, z¯i dependence will
go as K0(zi, z¯i) + y
2K1(zi, z¯i). In this region one can expand the K as
K = −1
4
y2 log(y2) +K0(zi, z¯i) + y
2K1(zi, z¯i) + (y
2)2K2(zi, z¯i) (2.9)
i.e. up to order (y2)3. We also have the expansion of Z = 1
2
− 4y2K2.
In the region that S3 shrinks, we have Z = −1
2
, and h−2(Z + 1
2
) = o(y2), so from the
metric we require ∂i∂j¯K|y=0 = 0. Thereby in this region,
Z = −1
2
, i.e. − 1
2
y∂y(
1
y
∂yK)|y=0 = −1
2
, and ∂i∂j¯K|y=0 = 0. (2.10)
One can expand the K in this region as
K =
1
4
y2 log(y2) +K0(zi, z¯i) + y
2K1(zi, z¯i) + (y
2)2K2(zi, z¯i), (2.11)
up to order (y2)3, with additional equation ∂i∂j¯K0 = 0, due to ∂i∂j¯K|y=0 = 0. A necessary
but weaker condition is det ∂i∂j¯K0 = 0 [30]. We also have the expansion of Z = −12−4y2K2.
We then analyze the equations for K0, K1, K2 in those two regions at y=0.
While in I− i.e. S3 → 0, Z = −12 , from (2.7),
det ∂i∂j¯K0 = 0, (2.12)
∂i∂j¯K1∂k∂l¯K0(δ
ij¯δkl¯ − δil¯δkj¯) = 0. (2.13)
In addition, from the regularity condition
∂i∂j¯K0 = 0. (2.14)
These equations can be simultaneously solved by ∂i∂j¯K0 = 0.
Assuming ∂i∂j¯K0=0, which is a stronger condition than det ∂i∂j¯K0 = 0, then from (2.7)
det ∂i∂j¯K1 +K2e
2K1 = 0. (2.15)
This suggests that K2 can be determined once knowing the expression of K1, i.e.
K2 = −e−2K1 det ∂i∂j¯K1. (2.16)
While in I+ i.e. S
1 → 0, Z = 1
2
, we get from (2.7),
det ∂i∂j¯K0 =
1
4e
e2K1 , (2.17)
∂i∂j¯K1∂k∂l¯K0(δ
ij¯δkl¯ − δil¯δkj¯) = 0. (2.18)
The first equation can be written as
K1 =
1
2
log det ∂i∂j¯K0 + log 2 +
1
2
. (2.19)
3
To summarize a little, in the I− region, we have equations (2.14),(2.13) for K0, K1, and
(2.16) serves as the solution for K2. While in the I+ region, we have the coupled equations
(2.17),(2.18) for K0, K1 which can be solved.
One can also argue that in the limit that I− regions have zero measure in terms of the 4d
volume, the equations (2.17),(2.18) are valid in all the regions in 4d, except the loci of I−.
We now study how to solve these equations. We first study the I+ region. We can expand
in the large r2 = |z1|2 + |z2|2 region as
K0 =
1
2
(|z1|2 + |z2|2) + K˜0, K1 = 1
2
+ K˜1. (2.20)
From the leading order terms in the tilded variables we have
∂1∂1¯K˜0 + ∂2∂2¯K˜0 = K˜1, (2.21)
∂1∂1¯K˜1 + ∂2∂2¯K˜1 = 0. (2.22)
The expression of the K˜0 can always be obtained from K˜1 using the Green’s function tech-
nique, due to equation (2.21).
So we get in leading orders in large |z1|2+ |z2|2 region, using 4d Green’s function method,
K0 =
1
2
(|z1|2 + |z2|2)− 1
2
∫
D
log(|z1 − z′1|2 + |z2 − z′2|2)u(z′i, z¯′i)
1
n
d2z′1d
2z′2, (2.23)
K1 =
1
2
− 1
2
∫
D
1
(|z1 − z′1|2 + |z2 − z′2|2)
u(z′i, z¯
′
i)
1
n
d2z′1d
2z′2, (2.24)
where
∫
D u(z
′
i, z¯
′
i)
1
n
d2z′1d
2z′2 = 1. For convenience we use a notation that d
2z′1 =
1
2i
dz′1dz¯
′
1 =
dx′dy′, and (z′i, z¯
′
i) denotes (z
′
1, z¯
′
1, z
′
2, z¯
′
2). The logarithmic terms in K0 in (2.23) is very
reminiscent of the repulsions between eigenvalues in the droplet space.
Now we alternatively expand around a region near a particular radial position, e.g. near
|z1|2 + |z2|2 ≃ 1, as
K0 =
1
2
+
1
4
(|z1|2 + |z2|2 − 1)2 + K˜0, K1 = 1
2
log(|z1|2 + |z2|2 − 1) + 1
2
+ K˜1. (2.25)
After taking |z1|2 + |z2|2 → 1 limit, we get the leading order equations
|z2|2 ∂1∂1¯K˜0 + |z1|2 ∂2∂2¯K˜0 − z1z¯2∂1∂2¯K˜0 − z2z¯1∂2∂1¯K˜0 = 0, (2.26)
|z2|2 ∂1∂1¯K˜1 + |z1|2 ∂2∂2¯K˜1 − z1z¯2∂1∂2¯K˜1 − z2z¯1∂2∂1¯K˜1 = 0. (2.27)
We see that K˜1 = −12(|z1|2 + |z2|2 − 1) is an exact solution to the equation, and K˜0 ≃
−1
6
(|z1|2 + |z2|2 − 1)3 is a leading order solution.
The equation is not exactly superposable, but in the small |z′1|2 + |z′2|2 ≪ 1 limit, it is
approximately superposable, so in that limit,
K1 ≃ 1
2
log(|z1|2 + |z2|2 − 1) + 1− 1
2
∫
D
(|z1 − z′1|2 + |z2 − z′2|2)u(z′i, z¯′i)
1
n
d2z′1d
2z′2 (2.28)
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where
∫
D u(z
′
i, z¯
′
i)
1
n
d2z′1d
2z′2 = 1. This means that there are extra small Z = −12 droplets
located at (z′i, z¯
′
i), which are close to the origin and far from |z1|2 + |z2|2=1, in which case
the superposition is possible.
2.3 Small variation
In this subsection we describe a change of variable that transforms (2.7) into linear equation,
under the approximation that the changed variable is slowly varying.
We consider the change of variable
K(zi, z¯i, y) =
1
2
y2 − 1
4
y2 log y2 +
1
2
(|z1|2 + |z2|2) + V (zi, z¯i, y) (2.29)
and V (zi, z¯i, y) is a new function.
We have
∂i∂j¯K =
1
2
δij¯ + ∂i∂j¯V. (2.30)
Then (2.7) becomes
1
4
+
1
2
∂1∂1¯V +
1
2
∂2∂2¯V + (∂1∂1¯V ∂2∂2¯V − ∂1∂2¯V ∂2∂1¯V ) = 1
4
e2∂y2V (1− 2y2∂2y2V ). (2.31)
Now if we assume slowly varying V
∂iV, ∂j¯V, ∂y2V ≪ 1, (2.32)
we then get
4(∂1∂1¯V + ∂2∂2¯V ) + y
3∂y(
1
y3
∂yV ) = 0. (2.33)
One can see that V = −1
2
log(|z1|2 + |z2|2 + y2) are V = y4(|z1|2+|z2|2+y2)4 are solutions to
this linear and superposable equation.
One way to treat the equation is change of variable
Ψ =
V
y2
, (2.34)
4(∂1∂1¯Ψ+ ∂2∂2¯Ψ) +
1
y
∂y(y∂yΨ) =
4
y2
Ψ. (2.35)
The equation (2.35) is a Poisson equation in 6d.
The solutions to (2.33) can be written as
V =
∫
D
(−1
2
log(|z1 − z′1|2 + |z2 − z′2|2 + y2))u(z′i, z¯′i)
1
n
d2z′1d
2z′2 +
∫
D
αy4u(z′i, z¯
′
i)
1
n
d2z′1d
2z′2
(|z1 − z′1|2 + |z2 − z′2|2 + y2)4
(2.36)
where
∫
D u(z
′
i, z¯
′
i)
1
n
d2z′1d
2z′2 = 1.
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The solution is valid in the region of slowly varying V, which includes y = 0, Z = +1
2
, as
one can check that (2.29), (2.36) satisfies the boundary condition (2.8). It also includes large
y region. The solution breaks down near the y = 0, Z = −1
2
droplets.
The Kahler potential can be written through (2.29). In particular the Kahler potential
at y = 0 can be written as
K|y=0 = 1
2
(|z1|2 + |z2|2) +
∫
D
(
−1
2
log(|z1 − z′1|2 + |z2 − z′2|2)
)
u(z′i, z¯
′
i)
1
n
d2z′1d
2z′2, Z = +
1
2
(2.37)
up to an overall constant shift. The Z = −1
2
droplets are like conducting droplets in the 4d
base.
2.4 Radially symmetric cases
In this subsection, we look at the special case that K = K(r2, y2), which means that the
Ka¨hler potential only depends on the radial direction r2 = |z1|2+ |z2|2 of the 4d base and y.
The equation from (2.7) is (where we have introduced eD = 1
4
√
e
)
∂r2K∂r2(r
2∂r2K) = (1− 4y2∂2y2K)
y
8
√
e
e2∂y2K (2.38)
where the derivatives are taken with respective to r2 and y2.
We try to look for general solutions that S3 shrinks at several intervals in the r direction,
i.e.
I− = (0, r1) ∪ (r2, r3) ∪ ... ∪ (r2m, r2m+1) (2.39)
with Z = −1
2
; while S1 shrinks at
I+ = (r1, r2) ∪ (r3, r4) ∪ ... ∪ (r2m+1,∞) (2.40)
with Z = 1
2
. Each region in I− (except the first) is a ‘shell’ of Z = −12 droplet. Each region
in I+ (except the last) is a ‘shell’ of Z =
1
2
droplet. The superposable solutions in small y
in subsection 2.2 indicates that the above configurations likely exist.
The AdS5 × S5 is an exact solution to this equation (2.38) as follows [30]
KAdS =
1
2
(
1
2
(r2 + y2 + 1) +
√
1
4
(r2 + y2 − 1)2 + y2
)
−1
2
log
(
1
2
(r2 + y2 + 1) +
√
1
4
(r2 + y2 − 1)2 + y2
)
−1
2
y2 log
(
1
2
(−r2 + y2 + 1) +
√
1
4
(r2 + y2 − 1)2 + y2
)
+
1
4
y2 log y2 (2.41)
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and the Z is
Z =
1
2
r2 + y2 − 1√
(r2 + y2 − 1)2 + 4y2 (2.42)
where the variables are written in the unit that the AdS radius L = 1. For AdS, I− = (0, 1)
and I+ = (1,∞).
To get more intuition, we first look at the small y expansion of the AdS5 × S5 solution:
When S3 → 0, Z = −1
2
, i.e. r2 < 1,
K =
1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (2.43)
K0 =
1
2
, K1 = −1
2
log(1− r2), K2 = − 1
4(r2 − 1)2 . (2.44)
On the other hand, when S1 → 0, Z = 1
2
, i.e. r2 > 1,
K = −1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (2.45)
K0 =
1
2
(r2 − logr2), K1 = 1
2
(1 + log(r2 − 1)− logr2), K2 = 1
4(r2 − 1)2 . (2.46)
The small y equations for K with radial symmetry are:
When r ∈ I− i.e. S3 → 0, Z = −12 ,
∂r2K0(∂r2K0 + r
2∂2r2K0) = 0, (2.47)
∂r2K0(∂r2K1 + r
2∂2r2K1) + ∂r2K1(∂r2K0 + r
2∂2r2K0) = 0, (2.48)
∂r2K0(∂r2K2 + r
2∂2r2K2) + ∂r2K1(∂r2K1 + r
2∂2r2K1) +K2e
2K1 = 0. (2.49)
When r ∈ I+ i.e. S1 → 0, Z = 12 ,
∂r2K0(∂r2K0 + r
2∂2r2K0)−
1
4e
e2K1 = 0, (2.50)
∂r2K0(∂r2K1 + r
2∂2r2K1) + ∂r2K1(∂r2K0 + r
2∂2r2K0) = 0. (2.51)
We see that the AdS expression is one solution to the equations.
We first look at the coupled equations for K0, K1 in region r ∈ I+ :
(K ′0)
2 = − 1
8e
(e2K1)′
1
K ′1 + r2K
′′
1
, (2.52)
r2K ′0K
′′
0 =
1
4e
(e2K1 +
1
2
(e2K1)′
1
K ′1 + r2K
′′
1
). (2.53)
where the primes denote ∂r2 . Dividing the 2nd equation above by the 1st,
K ′′0
K ′0
+
K ′′1
K ′1
= − 2
r2
(2.54)
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which means
K ′1 =
γ
r4K ′0
. (2.55)
This equation is satisfied for AdS with γ = 1
4
. Plugging this back into the 1st equation, we
have
e−2K1(K ′1 + r
2K ′′1 ) +
1
4eγ2
r8(K ′1)
3 = 0. (2.56)
If change of variable, 1
2
√
eγ
eK1 = q, the equation is
r2qq′′ + qq′ + r8q(q′)3 − r2(q′)2 = 0. (2.57)
For AdS, we have q = 2(1− 1
r2
)
1
2 , where r2 > 1, and γ = 1
4
.
Now we look at scaling solutions near a particular r2∗ region
p = qr2∗, r
2 = r2∗(1 + x), (2.58)
where |x| ≪ 1. r2∗ can still be small compared to the region near the boundary of the droplet
space. The equation becomes,
pp′′ + pp′ + p(p′)3 − (p′)2 = 0 (2.59)
in which prime means ∂x, with the inverted equation
x¨− x˙2 + 1
p
x˙− 1 = 0 (2.60)
where the dot denotes ∂p.
From the last equation we get a class of solution
r2 = r2∗
∫ qr2
∗
q−r2∗
c1J1(p) + c2Y1(p)
c1J0(p) + c2Y0(p)
dp+ r2−, (2.61)
r2 = −r2∗
∫ q+r2∗
qr2
∗
c1J1(p) + c2Y1(p)
c1J0(p) + c2Y0(p)
dp+ r2+, (2.62)
where q− is the value of q at r2 = r2∗(1−x−) and q+ is the value of q at r2 = r2∗(1+x+), and
c1, c2 are constants. Jn(p), Yn(p) denote Bessel function of the first kind and of the second
kind, respectively.
So we have
K ′1 =
1
r2∗
c1J0(p) + c2Y0(p)
c1J1(p) + c2Y1(p)
1
p
, (2.63)
K ′0 =
γ
r2∗
c1J1(p) + c2Y1(p)
c1J0(p) + c2Y0(p)
p, (2.64)
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where the primes denote ∂r2 . Then,
K0 =
∫ qr2
∗
q−r2∗
γ(
c1J1(p) + c2Y1(p)
c1J0(p) + c2Y0(p)
)2pdp+ c−, (2.65)
K0 = −
∫ q+r2∗
qr2
∗
γ(
c1J1(p) + c2Y1(p)
c1J0(p) + c2Y0(p)
)2pdp+ c+, (2.66)
K1 = log(q) +
1
2
+ log(2γ). (2.67)
This solution is for a particular region near r2∗, i.e. r
2
∗(1− x−) 6 r2 6 r2∗(1 + x+), due to
the scaling limit taken in (2.58).
Now we look at region r ∈ I− : In the range r2 ∈ (r22k, r22k+1), equation (2.47) gives
K0 = c2k + α1 log r
2 (2.68)
where c2k, α1 are constants in that interval. Then if α1 6= 0, (2.48) would give K1 = α2 +
α3 log r
2, which is quite different from the form of AdS, near droplet boundary. So this
suggests that α1 = 0, and
K0 = c2k (2.69)
in the region r2 ∈ (r22k, r22k+1). This conclusion applies rigorously in the case of radial sym-
metry.
2.5 Non-radially symmetric solutions
In this subsection we study solutions for the K that are not radially symmetric.
We look at the Kahler potential of the form
K(zi, z¯i, y) = K˜(a
2, y2) + y2f(zi, z¯i), (2.70)
a2 = a2(zi, z¯i) (2.71)
where K˜(a2, y2) is a regular solution to the radially symmetric equation (2.38)
∂a2K˜∂a2(a
2∂a2K˜) = (1− 4y2∂2y2K˜)
y
8
√
e
e2∂y2K˜ . (2.72)
Adding the y2f(zi, z¯i) in (2.38) will not change the regularity condition of the solution (2.38),
since
K(zi, z¯i, y)|y=0 = K˜(a2(zi, z¯i), y2)|y=0. (2.73)
This means that if K˜(a2, y2) is a solution that satisfies the boundary conditions (2.8),(2.10),
then K(zi, z¯i, y) also satisfies the boundary conditions (2.8),(2.10). So the remaining work is
to get the reduced equations for a2(zi, z¯i), f(zi, z¯i), to guarantee that K(zi, z¯i, y) is a solution
to (2.7).
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The role of a2(zi, z¯i) is to describe the shape of the droplets. The boundary between the
two different droplets from the radially symmetric solution is described by
a2(zi, z¯j) = const. (2.74)
where the constant could in principle take multiple values as discussed in subsection 2.4.
For example, the AdS solution is
a2(zi, z¯i) = |z1|2 + |z2|2, f(zi, z¯i) = 0. (2.75)
So the boundary between two types of droplets is described by (2.74), e.g. for AdS, as
a2(zi, z¯i) = |z1|2 + |z2|2 = 1. (2.76)
Changing the a2(zi, z¯i) to a more general function thus changes the droplet shape, while
preserving regularity condition. The resulting solution K(zi, z¯i, y) is no longer radially sym-
metric.
We then have
(1− 4y2∂2y2K)
y
8
√
e
e2∂y2K = (1− 4y2∂2y2K˜)
y
8
√
e
e2∂y2K˜e2f(zi,z¯j), (2.77)
det ∂i∂j¯K ≃ a4∂iloga2∂j¯ loga2∂k∂l¯loga2(δij¯δkl¯−δil¯δkj¯)∂a2K˜∂a2(a2∂a2K˜)+det(∂i∂j¯ loga2)(a2∂a2K˜)2,
(2.78)
where in the second equation (2.78) we kept the leading order terms pertaining to K˜
in det ∂i∂j¯K above. So this is an approximation when y
2f(zi, z¯i) is much smaller than
K˜(a2, y2) in (2.70), and this is always correct in the small y region.
Comparing (2.72) with (2.77),(2.78), we have
e2f(zi,z¯j) = a4∂iloga
2∂j¯ loga
2∂k∂l¯loga
2(δij¯δkl¯ − δil¯δkj¯) (2.79)
and
det(∂i∂j¯ loga
2) = 0. (2.80)
One can check that the AdS expression satisfies the above equations. Once we solve a
solution for a2(zi, z¯i) from (2.80), then (2.79) already gives the solution for f(zi, z¯j).
We can solve the general function a2 = a2(zi, z¯j) in two steps. We define
loga2 = loga˜2 − log(g2). (2.81)
We look at a stronger condition than (2.80)
det(∂i∂j¯ loga˜
2) = 0, (2.82)
(δil¯δkj¯ − δij¯δkl¯)∂k∂l¯loga˜2∂i∂j¯ log(g2)− det(∂i∂j¯ log(g2)) = 0. (2.83)
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These two equations add up to the equation (2.80).
One way to treat equation (2.83) is to look at special solutions satisfied by
∂i∂j¯ log(g
2) = 0. (2.84)
One can look for special solutions
log(g2) = f˜p(p(zi, zj) + p¯(z¯i, z¯j)) (2.85)
where p is a function holomorphic in zi, zj , and f˜p is a parameter, e.g.
p(zi, zj) =
∑
l1,l2∈Z+
ǫl1,l2(z
l1
1 z
l2
2 ), (2.86)
p(zi, zj) =
∑
n1,n2∈Z+
ǫn1,n2(n1logz1 + n2logz2), (2.87)
etc, and these functions are superposable in (2.85).
We first let
loga˜2 = log(|z1|2 + |z2|2) (2.88)
which is a solution to (2.82), and the equation (2.83) becomes
1
(|z1|2 + |z2|2)2 ziz¯j∂i∂j¯ log(g
2)− det(∂i∂j¯ log(g2)) = 0. (2.89)
There are several ways to treat this exact equation (2.89). One way is to consider
|∂i∂j¯ log(g2)| ≪ |∂i∂j¯ log a˜2|, then the equation (2.89) in the leading order reduces to
ziz¯j∂i∂j¯ log(g
2) = 0. (2.90)
This equation is a Laplace equation in 4d in the variables log zi, log z¯j . Another way to treat
equation (2.83) is to look at special solutions satisfied by ∂i∂j¯ log(g
2) = 0.
It would also be nice to obtain more general solutions for (2.84), apart from (2.85). It is
also possible to solve more general cases in (2.83) when ∂i∂j¯ log(g
2) 6= 0.
Now we look at the solution
loga2 = log(|z1|2 + |z2|2)− f˜p(p(zi, zj) + p¯(z¯i, z¯j)). (2.91)
We denote Ky=0 = Kd in this section, where d refers to the droplet space. So we see that
at y = 0, Z = 1
2
,
Kd =
1
2
a2 − 1
2
loga2 (2.92)
up to an overall constant shift, where we used that Ky=0 = K˜(a
2, y2)|y=0, and also we used
the AdS expression for K˜.
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So we have
Kd =
1
2
(|z1|2 + |z2|2)− 1
2
log(|z1|2 + |z2|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p(p(zi, zj) + p¯(z¯i, z¯j)). (2.93)
For example,
Kd =
1
2
(|z1|2 + |z2|2)− 1
2
log(|z1|2 + |z2|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p(
∑
l1,l2∈Z+
ǫl1,l2(z
l1
1 z
l2
2 ) + c.c.) (2.94)
or
Kd =
1
2
(|z1|2 + |z2|2)− 1
2
log(|z1|2 + |z2|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p
∑
n1,n2∈Z+
ǫn1,n2(n1 log |z1|2 + n2 log |z2|2) (2.95)
etc.
In the case of (2.86), it changes the droplet shape to, according to (2.74),
|z1|2 + |z2|2 = 1 + f˜p(p(zi, zj) + p¯(z¯i, z¯j)) = 1 + f˜p(
∑
l1,l2∈Z+
ǫl1,l2(z
l1
1 z
l2
2 ) + c.c.) (2.96)
where the ǫ’s are small, so it may describe adding small ripples to the solution corresponding
to a˜2. l1, l2 may be considered as the wave-numbers of the ripples. In the case of (2.87), it
may describe adding separate Z = −1
2
droplets in the 4d base.
To summarize a little, we considered log a˜2 as a solution before adding ripples, and log a2
as the solution adding ripples on log a˜2. The droplet boundary is described by (2.74).
We can also consider more generally
loga˜2 = log(|z1 − z′1|2 + |z2 − z′2|2) (2.97)
since
det(∂i∂j¯ log(|z1 − z′1|2 + |z2 − z′2|2)) = 0. (2.98)
One can check
ziz¯j∂i∂j¯ log(g
2) = 0 (2.99)
has a special exact solution
log(g2) =
(c¯1z1 + c¯2z2) + c.c.
|z1|2 + |z2|2 (2.100)
one can approximately superpose them and get the solution which is correct in the leading
order approximation in the large z approximation
loga˜2 ≃ 1
n
∑
k
log(|z1 − z1,k|2 + |z2 − z2,k|2) (2.101)
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or
loga˜2 ≃
∫
D
log(|z1 − z′1|2 + |z2 − z′2|2)
u(z′i, z
′
ı¯)
n
d2z′1d
2z′2 (2.102)
where
∫
D
u
n
d2z′1d
2z′2 = 1, and u(z
′
i, z
′
ı¯) is a density function.
Then∑
k
1
n
(zi − zi,k)(z¯j − z¯j,k)
(|z1 − z1,k|2 + |z2 − z2,k|2)2
∂i∂j¯ log(g
2)− det(∂i∂j¯ log(g2)) ≃ 0. (2.103)
One can look for special solutions to the stronger equation ∂i∂j¯ log(g) = 0, e.g. (2.85).
We have then
log a2 ≃
∑
k
1
n
log(|z1 − z1,k|2 + |z2 − z2,k|2)− f˜p(p(zi, zj) + p¯(z¯i, z¯j)) (2.104)
or
log a2 ≃
∫
D
log(|z1 − z′1|2 + |z2 − z′2|2)
u
n
d2z′1d
2z′2 − f˜p(p(zi, zj) + p¯(z¯i, z¯j)). (2.105)
So we see that at y = 0, Z = 1
2
, where we have denoted Ky=0 = Kd in this section,
Kd ≃ 1
2
(|z1|2 + |z2|2)− 1
2
∑
k
1
n
log(|z1 − z1,k|2 + |z2 − z2,k|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p(p(zi, zj) + p¯(z¯i, z¯j)), (2.106)
e.g.
Kd ≃ 1
2
(|z1|2 + |z2|2)− 1
2
∑
k
1
n
log(|z1 − z1,k|2 + |z2 − z2,k|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p(
∑
l1,l2∈Z+
ǫl1,l2(z
l1
1 z
l2
2 ) + c.c.) (2.107)
or
Kd ≃ 1
2
(|z1|2 + |z2|2)− 1
2
∑
k
1
n
log(|z1 − z1,k|2 + |z2 − z2,k|2)
−1
2
(|z1|2 + |z2|2 − 1)f˜p(
∑
n1,n2∈Z+
ǫn1,n2(n1logz1 + n2logz2) + c.c.) (2.108)
etc; or, in the continuous approximation
Kd ≃ 1
2
(|z1|2 + |z2|2)− 1
2
∫
D
log(|z1 − z′1|2 + |z2 − z′2|2)
u
n
d2z′1d
2z′2
−1
2
(|z1|2 + |z2|2 − 1)f˜p(p(zi, zj) + p¯(z¯i, z¯j)). (2.109)
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We argue that Kd(zi, z¯i) can be interpreted as the effective Hamiltonian of a test eigen-
value in the dual N=4 SYM. We may also interpret −∂iKd(zi, z¯i) as the force experienced
by the test eigenvalue along the i-direction. For example, for AdS (where the L is restored)
Kd(zi, z¯i) =
1
2
(|z1|2 + |z2|2)− 1
2
L2 log(|z1|2 + |z2|2), (2.110)
−∂rKd(zi, z¯i) = −r + L
2
r
, r > L. (2.111)
We see that the forces become zero at special r = L.
Now we consider the matrix model methods of [1], [7], [8],
H = 1
2
tr
(|D0Φ1|2 + |Φ1|2 + |D0Φ2|2 + |Φ2|2) (2.112)
where these two matrices are the zero modes of two complex scalars Z, Y in N=4 SYM.
The special case of one matrix has been studied in [2], [3], [4] and both the gravity side
and gauge side have been matched [2], [3], [4]. When reducing to the eigenvalue basis, the
wavefunction of eigenvalues acquires a factor from the measure when integrating out off-
diagonal components. The measure terms were derived in [1] for multiple matrices at strong
coupling. We can also include interaction terms for multiple matrices and at large N this is
relevant for the non-BPS states. Related issues are also discussed in e.g. [49] - [51].
We can consider the wavefunction norm defining an effective Hamiltonian for the eigen-
values as in [1], i.e.
〈ψ | ψ〉 ∼ e−2Heff (2.113)
where ψ is a wavefunction for multiple eigenvalues. The wavefunction norm also gives the
probability density function of the eigenvalue distributions.
The effective Hamiltonian from (2.113) [1] is
Heff = 1
2
∑
k
(|u1,k|2 + |u2,k|2)− 1
2
∑
j<k
log(|u1,k − u1,j|2 + |u2,k − u2,j|2) (2.114)
where we used a different convention for Heff in the exponent in (2.113) from the standard
notation in [1], to have the mass terms having canonical 1
2
|u|2 forms, and there is no essential
difference. We denote the eigenvalues of the matrices or fields from the gauge theory as
ui,k, u¯i,k, where i labels the dimensions and k (or j) labels the individual eigenvalues.
We make an identification
zi,k =
L√
N
ui,k (2.115)
L2
N
Heff = 1
2
∑
k
(|z1,k|2 + |z2,k|2)− 1
2
L2
∑
j<k
1
N
log(|z1,k − z1,j |2 + |z2,k − z2,j|2) (2.116)
up to a shift of constant c, and c = −L2(N−1)
4
log N
L2
in this case.
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We denote the effective Hamiltonian for a test eigenvalue as Heff (ui, u¯i), where ui, u¯i
denotes the test eigenvalue. So the effective Hamiltonian for a test eigenvalue, Heff(ui, u¯i),
is given by, where the L is restored,
L2
N
Heff =
1
2
(|z1|2 + |z2|2)− 1
2
L2
∑
j
1
N
log(|z1 − z1,j |2 + |z2 − z2,j |2)
≃ 1
2
(|z1|2 + |z2|2)− 1
2
L2 log
(|z1|2 + |z2|2) . (2.117)
The most probable eigenvalue density distribution has an S3 symmetry, and the last term is
a sum over the eigenvalues, whose leading term is such that the overall force is exerted from
the origin. We have used the notation Heff to denote the effective Hamiltonian of a system
of N eigenvalues, while we have used Heff(ui, u¯i) to denote the effective Hamiltonian of one
test eigenvalue (ui, u¯i).
So we have
Kd(
L√
N
ui,
L√
N
u¯i) =
L2
N
Heff(ui, u¯i) = −1
2
L2
N
log 〈ψb(ui, u¯i) | ψb(ui, u¯i)〉 (2.118)
where L√
N
ui = zi, and the ψb(ui, u¯i) denotes the reduced wavefunction for the test eigenvalue,
and Heff here is the effective Hamiltonian for the test eigenvalue. We have i = 1, 2 for 1/4
BPS case, in this section. However, this interpretation that we have suggested here may not
be the only interpretation.
For the excited states, the wavefunction changes, and thus the effective Hamiltonian also
changes and can be defined via e.g. (2.113) [1], [7].
Finally, we suggest that the geometries corresponding to log a2, e.g. in (2.81),(2.86),
would correspond to the operators of the schematic form
O ∼
∏
l1,l2
etr(Z
l1Y l2 )Oχ (2.119)
where Oχ, or the superposition thereof, may be the operator dual to the geometry corre-
sponding to log a˜2. More generally, Oχ may be related to solutions to (4.4). Similar 1/4 BPS
operators of the form related to Oχ have been analyzed in e.g. [49] - [53]. The first factor can
be considered as the coherent states, whose expansions are superpositions of polynomials of
traces. The ripples can be regarded as the collective phenomenon of many eigenvalues. The
ripples here are analogous to the ripples in the 1/2 BPS case, e.g. [1], [14], [16].
3 1/8 BPS geometries with J1, J2, J3
3.1 General ansatz
In this section we study the 1/8 BPS states with U(1)t×SO(4) symmetry. The geometries
corresponding to such BPS states have been studied in [29] and in [30], [36], [31] (see also
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related discussion [34], [33]), which is a Rt×S3 fibration over 6d Ka¨hler base. As argued
in [30], the S3 can shrink smoothly on the location of 5d surfaces in the 6d base.
In the conventions of [29], and [30], we can write the ten dimensional ansatz as
ds210 = −e2α(dt+ ω)2 + e−2α(2∂i∂j¯K)dzidz¯j¯ + e2αdΩ23,
F5 = (d[e
4α(dt+ ω)]− 2iη∂∂¯K) ∧ Ω3 + dual, (3.1)
where
2ηdω = R, e−4α = −1
8
R,
6e
−4α = 1
8
(RabR
ab − 1
2
R2). (3.2)
R and R are the Ricci scalar and Ricci form of the 6d base habdxadxb = 2∂i∂j¯Kdzidz¯j¯ , where
6 is with respect to the metric hab, and K = K(zi, z¯i), i = 1, 2, 3, is the Ka¨hler potential
of the 6d base. The y direction for the 1/8 BPS ansatz can be considered as y2 = e2α.
One can also consider two types of 1/8 BPS states with the above ansatz. One type is the
states with three R-charges J1, J2, J3, which will be discussed in this section. Another type
is the states with R-charge J and AdS spins or SO(4) spins S1, S2, which will be discussed
in section 5. The first case corresponds to that the S3 in the ansatz (3.1) is in the AdS
directions, while the second case corresponds to that the S3 in the ansatz (3.1) is in the S5
directions.
For the first 1/8 BPS sector, the dual operator we consider is of the schematic form
O ∼
m∏
i=1
tr(Zn1iY n2iXn3i) (3.3)
where Z, Y,X are three complex scalars of N=4 SYM. The BPS bound is satisfied as
∆− J1 − J2 − J3 = 0. (3.4)
3.2 AdS
Let’s first study the most symmetric case, the AdS5 × S5. The Ka¨hler potential for the
AdS5 × S5 solution is [30] (in the unit that the AdS radius L=1)
K =
1
2
(|z1|2 + |z2|2 + |z3|2)− 1
2
log(|z1|2 + |z2|2 + |z3|2) (3.5)
i.e.
K =
1
2
|~r|2 − log |~r −~0|, (3.6)
−∇K = 1|~r − 0|~er − ~r (3.7)
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where ~r is the radial vector in 6d. As similar to the discussion at the end of section 2.5, we
argue that −∇K can be considered as an overall force experienced by the test eigenvalue
(which includes the forces exerted from all other eigenvalues). In the case of AdS, the
overall force is exerted as if from the origin, e.g. in (3.7), and it can be interpreted that
the eigenvalues are uniform in angular directions. This enlarged symmetry is related to the
SO(6) symmetry of the N=4 SYM.
One can also restore the AdS radius L,
K =
1
2
(|z1|2 + |z2|2 + |z3|2)− 1
2
L2 log(|z1|2 + |z2|2 + |z3|2), (3.8)
r2 = |z1|2 + |z2|2 + |z3|2 ,
−∂rK(zi, z¯i) = L
2
r
− r. (3.9)
The force balance condition −∂rK(zi, z¯i) = 0 amounts to
r = L. (3.10)
Now we consider the matrix model methods of [1], [7], [8],
H = 1
2
tr
(|D0Φ1|2 + |Φ1|2 + |D0Φ2|2 + |Φ2|2 + |D0Φ3|2 + |Φ3|2) (3.11)
where these three matrices are the zero modes of three complex scalars Z, Y,X in N=4
SYM. The wavefunction norm defines the effective Hamiltonian [1]
〈ψ | ψ〉 ∼ e−2Heff , (3.12)
Heff = 1
2
∑
k
(|u1,k|2 + |u2,k|2 + |u3,k|2)−1
2
∑
j<k
log(|u1,k − u1,j|2+|u2,k − u2,j|2+|u3,k − u3,j|2),
(3.13)
at strong coupling and large N , where the eigenvalues of the matrices or fields from the gauge
theory are denoted as ui,k, u¯i,k. We use i to label dimensions, and j, k to label eigenvalues.
Similar to section 2.5, we make an identification
zi,k =
L√
N
ui,k (3.14)
L2
N
Heff=1
2
∑
k
(|z1,k|2 + |z2,k|2 + |z3,k|2)−1
2
L2
∑
j<k
1
N
log ( |z1,k − z1,j|2+ |z2,k − z2,j |2+ |z3,k − z3,j |2 )
(3.15)
up to a shift of constant c and c = −L2(N−1)
4
log N
L2
in this case.
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So the effective Hamiltonian for a test eigenvalue Heff (ui, u¯i) is, similar to the discussion
in section 2.5,
L2
N
Heff =
1
2
(|z1|2 + |z2|2 + |z3|2)− 1
2
L2
∑
j
1
N
log(|z1 − z1,j|2 + |z2 − z2,j |2 + |z1 − z3,j |2)
≃ 1
2
(|z1|2 + |z2|2 + |z3|2)− 1
2
L2 log
(|z1|2 + |z2|2 + |z3|2) . (3.16)
The most probable eigenvalue density distribution would have an S5 symmetry, so the last
term is a sum over the eigenvalues, whose net effect in the leading order would be that the
force would be exerted from the origin.
So we see that
Kd(
L√
N
ui,
L√
N
u¯i) =
L2
N
Heff(ui, u¯i) = −1
2
L2
N
log 〈ψb(ui, u¯i) | ψb(ui, u¯i)〉 (3.17)
where L√
N
ui = zi, Kd = K, and the ψb(ui, u¯i) denotes the reduced wavefunction for the
test eigenvalue, and Heff here is the effective Hamiltonian for the test eigenvalue. We have
i = 1, 2, 3 for 1/8 BPS case. This suggests an interpretation that the Kd is the effective
Hamiltonian of a test eigenvalue. However, it may not be the only interpretation.
The radial direction r =
√
|z1|2 + |z2|2 + |z3|2 in the 6d space is already the AdS radial
direction cosh ρ. The S5 directions can already be described by r = 1. However, in the
6d space, there is more than the r = 1 region. When we put an eigenvalue in the location
say r > 1, it is a configuration that also describes the radial direction of AdS. So the radial
direction of the 6d space already describes the radial direction of the AdS. The 6d space
may be considered as R6 \B6.
One can also add ripples on the S5. As shown in [30], the gauged supergravity solution
of [27] for the scalar-gauge system in 5D corresponds to ellipsoidal droplets, i.e. ripples on
the S5 with lowest possible wave-number.
1/2 BPS geometries were also embedded in the 1/8 BPS ansatz, as performed in [30],
demonstrating topologically more nontrivial 5-surfaces.
3.3 More general cases
The Ka¨hler potential for AdS is in the general form
K =
1
2
f(z1, z¯1)e
Ξ(zi,z¯i) − 1
2
Ξ(zi, z¯i)− 1
2
log f(z1, z¯1) (3.18)
i = 2, 3. The K of AdS is isotropic in the 6d space. We now relax the symmetry for K on
the 6d base space. We can first consider that the z1, z¯1 space and zi, z¯i space (i = 2, 3 here)
are not on the equal footing.
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The force balance equations are, e.g.
−∂1K = 1
2
∂1f(e
Ξ(zi,z¯i) − f−1) = 0, (3.19)
−∂iK = 1
2
∂iΞ(fe
Ξ(zi,z¯i) − 1) = 0, (3.20)
where i = 2, 3. The above can be simultaneously solved by
f(z1, z¯1) = e
−Ξ(zi,z¯i). (3.21)
In other words, we may consider (3.21) as the constraint giving the shape of the 5-surface
argued in [30].
As a special case, one may consider
f(z1, z¯1) = |z1|2 (3.22)
which in general means that the Kahler potential preserves S1 symmetry in the 6d base, and
the surface would correspond to
|z1|2 = e−Ξ(zi,z¯i). (3.23)
We may also consider a more general form
K =
1
2
a2(zi, z¯i)− 1
2
log a2(zi, z¯i), i = 1, 2, 3 (3.24)
i.e. the K is anisotropic in the 6d space. For example,
a2(zi, z¯i) = (|z1|2 + |z2|2 + |z2|2)exp(f˜
∑
l1,l2,l3∈Z+
ǫl1,l2,l3(z
l1
1 z
l2
2 z
l3
3 + c.c.)). (3.25)
The force balance equations are
− ∂iK = 1
2
(∂i log a
2)(a2 − 1) = 0, − ∂i¯K = 1
2
(∂i¯ log a
2)(a2 − 1) = 0 (3.26)
which can be simultaneously solved by
a2(zi, z¯i) = 1. (3.27)
From this, we see that the configuration (3.25) corresponds to adding ripples
|z1|2 + |z2|2 + |z2|2 = 1− f˜
∑
l1,l2,l3∈Z+
ǫl1,l2,l3(z
l1
1 z
l2
2 z
l3
3 + c.c.) (3.28)
where the ǫ’s are small, which may correspond to the operators schematically
O ∼
∏
l1,l2,l3
e
tr(Zl1Y l2Xl3 )
. (3.29)
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More generally, if we start with
a2(zi, z¯i) = a˜
2(zi, z¯i)exp(f˜
∑
l1,l2,l3∈Z+
ǫl1,l2,l3(z
l1
1 z
l2
2 z
l3
3 + c.c.)), (3.30)
the constraint is then
a˜2(zi, z¯i) = 1− f˜
∑
l1,l2,l3∈Z+
ǫl1,l2,l3(z
l1
1 z
l2
2 z
l3
3 + c.c.). (3.31)
This would correspond to adding small ripples on a more general droplet, and may correspond
to schematically
O ∼
∏
l1,l2,l3
e
tr(Zl1Y l2Xl3 )
Oχ (3.32)
in which case Oχ, or the superposition thereof, may correspond to the droplet without adding
the extra ripples.
4 1/4 BPS geometries with S1, J
4.1 General ansatz
As we discussed at the beginning of section 2, the ansatz (2.1) also describes another set
of 1/4 BPS states, corresponding to having an AdS spin or an SO(4) spin S1. This case
corresponds to that the S3 in the ansatz (2.1) is to be in the S5 directions.
For this type of 1/4 BPS sector, the dual operators we will consider here are of the
schematic form
O ∼
m∏
i=1
tr(Dn2i
++˙
Zn1i) (4.1)
where Z is a complex scalar of N=4 SYM, and D++˙ is a derivative operator on S3. The
subscripts +, +˙ denotes SU(2)L and SU(2)R indices. The operator D++˙ carries SU(2)L and
SU(2)R spins
1
2
, 1
2
, and thus carries S1 = SL + SR = 1, S2 = SL − SR = 0. This is a class of
1/4 BPS operators. The BPS bound is satisfied as
∆− S1 − J = 0. (4.2)
In this case, the Z field (related to z1 space) and the derivative D++˙ (related to z2 space)
are not on an equal footing, so one does not expect a totally radial symmetry for the K in
the 4d base.
One can look at special cases that the Ka¨hler potential is radially symmetric in the
z1 space and z2 space separately, e.g. one can consider special forms
K = K(|z1| , |z2| , y). (4.3)
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In this case, the equation (2.7) is
∂|z1|2(|z1|2 ∂|z1|2K)∂|z2|2(|z2|2∂|z2|2K)− |z1|2|z2|2(∂|z1|2∂|z2|2K)2 = (1− 4y2∂2y2K)
y
8
√
e
e2∂y2K
(4.4)
where we also used eD = 1
4
√
e
.
If using the gauged ansatz with nη = 2 in subsection 2.1, the 1/2 BPS geometries,
including AdS5 × S5, were already embedded in this sector as in section 6.3 and equation
(6.73) of [30], when choosing different Z that exchanges the role of two S3s.
4.2 AdS, 1st case
The embedding of these states in the ungauged ansatz with nη = 1 were analyzed in [33],
and this subsection analyzes these cases in more details.
As mentioned before, the embedding of both AdS5 × S5 and 1/2 BPS geometries in the
ansatz describing states with S1, J were alternatively obtained in the section 6.3 of [30] via
the gauged ansatz with nη = 2.
We first study the AdS5×S5 case with ungauged ansatz nη = 1. We begin with rewriting
the metric on AdS5 × S5,
ds2 = −h−2(dt+ ω)2 + h2((Z + 1
2
)−12∂i∂j¯Kdz
idz¯j¯ + dy2) + y(eGdΩ23 + e
−G(dψ)2) (4.5)
ds2 = − cosh2 ρdt2 + dρ2 + sinh2 ρ
[
cos2 αdφ˜
2
2 + dα
2
]
+ dθ2 + cos2 θdφ˜
2
1
+(sin2 θdΩ23 + sinh
2 ρ sin2 αdψ2). (4.6)
By comparing the dΩ23 factors and dψ
2 factors, we get
y = sin θ sinh ρ sinα, eG =
sin θ
sinh ρ sinα
, (4.7)
Z = −1
2
sinh2 ρ sin2 α− sin2 θ
(sinh2 ρ sin2 α + sin2 θ)
, h−2 = sinh2 ρ sin2 α + sin2 θ. (4.8)
Similar to the 1/2 BPS case [4], we make a shift of the angular variables φ˜1 = φ1+t, φ˜2 =
φ2 − t. This gives the mixing terms between time and angular variables φ1, φ2 on the base
where z1 = |z1| eiφ1, z2 = |z2| eiφ2 . So the one form ω is
ω = h2(− cos2 θdφ1 + sinh2 ρ cos2 αdφ2) (4.9)
and
dt+ ω = dt+ h2(− cos2 θdφ1 + sinh2 ρ cos2 αdφ2). (4.10)
The metric in the y direction and 4d base is
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h2((Z +
1
2
)−12∂i∂j¯Kdz
idz¯j¯ + dy2) = h2dy2
+
2
sin2 θ
(∂1∂1¯K(d |z1|2 + |z1|2 dφ21) + ∂2∂2¯K(d |z2|2 + |z2|2 dφ22) + ∂1∂2¯Kdz1dz¯2 + ∂2∂1¯Kdz2dz¯1)
(4.11)
= dρ2 + dθ2 + sinh2 ρdα2 +
cos2 θ(sinh2 ρ sin2 α+ 1)
(sinh2 ρ sin2 α+ sin2 θ)
dφ21 +
sinh2 ρ cos2 α(sinh2 ρ+ sin2 θ)
(sinh2 ρ sin2 α + sin2 θ)
dφ22
+
2 sinh2 ρ cos2 α cos2 θ
(sinh2 ρ sin2 α + sin2 θ)
dφ1dφ2. (4.12)
The ρ, θ, α directions are orthogonal to φ1, φ2. The θ, α angles are orthogonal to each other.
We may therefore assume the change of variables from ρ, θ, α to |z1| , |z2|:
|z1| = |z1| (ρ, θ), |z2| = |z2| (ρ, α). (4.13)
By comparing gφ1φ1 we get
∂1∂1¯K =
cos2 θ sin2 θ
2 |z1|2
sinh2 ρ sin2 α + 1
sinh2 ρ sin2 α + sin2 θ
. (4.14)
While by comparing gφ2φ2 we have
∂2∂2¯K = sinh
2 ρ
cos2 α(sinh2 ρ+ sin2 θ)
(sinh2 ρ sin2 α + sin2 θ)
sin2 θ
2 |z2|2
. (4.15)
By comparing gθθ we get
∂1∂1¯K =
sin4 θ
2
sinh2 ρ sin2 α + 1
sinh2 ρ sin2 α + sin2 θ
(
∂ |z1|
∂θ
)−2. (4.16)
Comparing (4.14),(4.16), we see that (log |z1|)2 = log2(cosh ρ cos θ). It implies that we have
two possibilities
|z1| = cosh ρ cos θ (4.17)
or
|z1| = 1
cosh ρ cos θ
(4.18)
which are related by an inversion |z1| → 1|z1| .
We will only consider the first case (4.17) in this subsection. In this case (4.17), when
sin θ = 0, the S3 shrinks in |z1| = cosh ρ > 1, which is the outside part of a disk in z1 space.
When sinh ρ = 0, the S1 shrinks in |z1| = cos θ 6 1, which is the inside part of a disk in z1
space. The second case (4.18) will be considered in subsection 4.3.
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By comparing gαα we have
∂2∂2¯K =
sin2 θ
2
sinh2 ρ sin2 α(sinh2 ρ+ sin2 θ)
sinh2 ρ sin2 α + sin2 θ
(
∂ |z2|
∂α
)−2. (4.19)
Comparing (4.15),(4.19), we see (log |z2|)2 = log2(tanh ρ cosα). It also implies that we have
two possibilities, that are related by an inversion of the radial variable. Without loss of
generality, we consider the first case
|z2| = tanh ρ cosα. (4.20)
Now we look at the AdS variables in terms of variables in the ansatz. From (4.8) we have
Z = −1
2
a2 + y2 − 1√
(a2 + y2 − 1)2 + 4y2 , (4.21)
a2 = cos2 θ(1 + sinh2 ρ cos2 α) = |z1|2 (1− |z2|2). (4.22)
At y = 0, Z = −1
2
where a > 1, and Z = 1
2
where a < 1. So this situation is opposite to the
case (2.42) in section 2. We can obtain ρ, θ, α in terms of z1, z2, y as e.g.
sinh2 ρ sin2 α =
1
2
(
√
(a2 + y2 − 1)2 + 4y2 + (a2 + y2 − 1)), (4.23)
sin2 θ =
1
2
(
√
(a2 + y2 − 1)2 + 4y2 − (a2 + y2 − 1)), (4.24)
cosh2 ρ =
1+sinh2 ρ sin2 α
(1− |z2|2)
. (4.25)
Since
Z = −1
2
y∂y(
1
y
∂yK) (4.26)
we can integrate Z and write
K = KZ + K˜0 + y
2K˜1 (4.27)
where KZ is the result of integration of Z in (4.26)
KZ =
1
4
y2 log y2 +
1
4
(−b2 + (y2 + 2) log(a2 + b2 + y2 + 1))
−1
4
y2 log[2((a2 + b2 − 1)b2 − (a2 + y2 + 1)y2)], (4.28)
b2 =
√
(a2 + y2 − 1)2 + 4y2, a2 = |z1|2 (1− |z2|2), (4.29)
and K˜0, K˜1 are two integration constants that do not depend on y.
By integrating the equations from the metric (4.14),(4.15) we get
∂|z1|K =
−1 + y2 + |z1|2 (1− |z2|2)−
√
(−1 + y2 + |z1|2 (1− |z2|2))2 + 4y2
4 |z1|2
, (4.30)
∂|z2|K =
1 + y2 − |z1|2 (1− |z2|2) +
√
(−1 + y2 + |z1|2 (1− |z2|2))2 + 4y2
4(1− |z2|2)
. (4.31)
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Integrating these equations and comparing them with (4.27),(4.28), we obtain
K˜0 + y
2K˜1 =
1
4
(a2 − 2 log a2) + 1
4
y2(log |z1|2 + log 2e− log(1− |z2|2)),
a2 = |z1|2 (1− |z2|2). (4.32)
So we get the final expression of K,
K =
1
4
(a2 − 2 log a2) + 1
4
y2(log |z1|2 + log 2e− log(1− |z2|2))
+
1
4
y2 log y2 +
1
4
(−b2 + (y2 + 2) log(a2 + b2 + y2 + 1))
−1
4
y2 log[2((a2 + b2 − 1)b2 − (a2 + y2 + 1)y2)], (4.33)
b2 =
√
(a2 + y2 − 1)2 + 4y2, a2 = |z1|2 (1− |z2|2). (4.34)
Now we check the one-form equation
ω =
1
2y
∂y
[|z1| ∂|z1|Kdφ1 + |z2| ∂|z2|Kdφ2] (4.35)
= h2(− cos2 θdφ1 + sinh2 ρ cos2 αdφ2). (4.36)
We have
∂y2(|z1| ∂|z1|K) =
1
2
(1− y
2 + |z1|2 (1− |z2|2) + 1√
(y2 + |z1|2 (1− |z2|2)− 1)2 + 4y2
). (4.37)
This exactly agrees with −h2 cos2 θ = −(Z + 1
2
) cos
2 θ
sin2 θ
.
We have
∂y2(|z2| ∂|z2|K) =
|z2|2
2(1− |z2|2)
(1 +
y2 + |z1|2 (1− |z2|2) + 1√
(y2 + |z1|2 (1− |z2|2)− 1)2 + 4y2
). (4.38)
This also exactly agrees with h2 sinh2 ρ cos2 α.
We also checked that the final expression (4.33) exactly satisfies (2.7).
For AdS ground state, the droplet boundary is described by
a2 = |z1|2 (1− |z2|2) = 1, |z2| 6 1. (4.39)
Since
|z2| 6 1 (4.40)
the z2 space is a disk D
2. The z1 space has no restriction and is R
2. Thereby the 4d droplet
space is D2 × R2. The 3-surface in D2 × R2 described by (4.39) has S1φ2 × S1φ1 symmetry,
where the S1φ2 corresponds to the angle in the S
3 directions of AdS. Thereby for more
general solutions relaxing this symmetry, one can reduce the spherical symmetry in the AdS
directions.
The S1 × S1 symmetry of the the ground state in this case, is smaller than the S3
symmetry of the ground state in the case in section 2.
24
4.3 AdS, 2nd case
In this subsection, we describe another embedding of the AdS5 × S5, which is related to
the one in subsection 4.2 via the inversion of |z1|. The ansatz for the metric components is
written in the same way as in (4.5), (4.6), (4.7), (4.8) in subsection 4.2.
In this case, we make the angle shift φ˜1 = φ1 − t, t˜ = t+ 2φ1, φ˜2 = φ2 − t, so
dt˜ + ω˜ = dt+ ω, ω˜ = ω − 2dφ1 (4.41)
ω˜ = h2(cos2 θdφ1 + sinh
2 ρ cos2 αdφ2)− 2dφ1 (4.42)
=
1
2y
∂y
[|z1| ∂|z1|Kdφ1 + |z2| ∂|z2|Kdφ2] . (4.43)
We have
dt˜+ ω˜ = dt+ ω = dt+ h2(cos2 θdφ1 + sinh
2 ρ cos2 αdφ2). (4.44)
So comparing the above equation (4.44), with (4.10), the net change is the reversal of the
sign of dφ1 as in (4.44). The shift in ω˜ is only an exact form. The symbolic expressions for
(4.14), (4.15), (4.16), (4.19) in terms of the ρ, θ, α variables have no change. The change is
that we select the solution (4.18), i.e.
|z1| = 1
cosh ρ cos θ
. (4.45)
In this case (4.45), when sin θ = 0, the S3 shrinks in |z1| = 1cosh ρ 6 1, which is the inside
part of a disk in z1 space. When sinh ρ = 0, the S
1 shrinks in |z1| = 1cos θ > 1, which is the
outside part of a disk in z1 space. The inversion |z1| → 1|z1| exchanges the inside part with
the outside part of the disk in z1 space.
The expression of a2 = cos2 θ(1 + sinh2 ρ cos2 α) in terms of ρ, θ, α variables, as in (4.22),
has no change, and its dependence on z1 changes to
a2 = cos2 θ(1 + sinh2 ρ cos2 α) =
(1− |z2|2)
|z1|2
. (4.46)
After using the new expression (4.45) in (4.14),(4.15), and performing integrations of
(4.14),(4.15), we get
∂|z1|K =
− (1−|z2|2)|z1|2 + 1− 5y
2 +
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2
4 |z1|2
, (4.47)
∂|z2|K =
− (1−|z2|2)|z1|2 + 1 + y
2 +
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2
4(1− |z2|2)
. (4.48)
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KZ =
1
4
y2 log y2 +
1
4
(−b2 + (y2 + 2) log(a2 + b2 + y2 + 1))
−1
4
y2 log[2((a2 + b2 − 1)b2 − (a2 + y2 + 1)y2)], (4.49)
b2 =
√
(a2 + y2 − 1)2 + 4y2, a2 = (1− |z2|
2)
|z1|2
. (4.50)
After comparing (4.49),(4.47),(4.48) with (4.27), we obtain
K˜0+ y
2K˜1 =
1
4
(a2− 2 log a2)+ 1
4
y2(− log |z1|2+ log 2e− log(1−|z2|2))− y2 log |z1|2 . (4.51)
So the final result for K is
K =
1
4
(a2 − 2 log a2) + 1
4
y2(− log |z1|2 + log 2e− log(1− |z2|2))− y2 log |z1|2
+
1
4
y2 log y2 +
1
4
(−b2 + (y2 + 2) log(a2 + b2 + y2 + 1))
−1
4
y2 log[2((a2 + b2 − 1)b2 − (a2 + y2 + 1)y2)], (4.52)
b2 =
√
(a2 + y2 − 1)2 + 4y2, a2 = (1− |z2|
2)
|z1|2
. (4.53)
We now check the one-form equation in (4.42),(4.43). We get from the final expression
of K,
∂y2(|z1| ∂|z1|K) =
(1−|z2|2)
|z1|2 + 1 + y
2 −
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2
2
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2
− 2, (4.54)
∂y2(|z2| ∂|z2|K) =
|z2|2 ( (1−|z2|
2)
|z1|2 + 1 + y
2 +
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2)
2(1− |z2|2)
√
(y2 + (1−|z2|
2)
|z1|2 − 1)2 + 4y2
, (4.55)
and they agree with the expression of ω˜ in (4.42),(4.43). We also checked that the final
expression (4.52) exactly satisfies (2.7).
For AdS ground state, the droplet boundary is described by
a2 = (1− |z2|2)/ |z1|2 = 1 i.e. |z2|2 + |z1|2 = 1; |z2| 6 1. (4.56)
Due to
|z2| 6 1 (4.57)
the droplet space is D2×R2. Although the 3-surface in (4.56) appears to be S3 in D2×R2,
it does not have an exact S3 symmetry, since it only has the symmetry of S1φ2 × S1φ1 . It is
related to the first case in (4.39) in subsection 4.2 by exchanging the inside part with the
outside part of a disk in the R2 space of z1, i.e. |z1| → 1|z1| .
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4.4 Inversion and shift
In subsections 4.2,4.3, we see that there are two embeddings that are related by an inversion
|z1| → 1|z1| , and also a shift of Ka¨hler potential at the same time. We denotes (4.33),(4.52)
as K, K˜ respectively, in this subsection. When comparing (4.33),(4.52), we have
K˜(|z˜1| , |z2| , y) = K(|z1| = 1|z˜1| , |z2| , y)− y
2 log |z˜1|2 . (4.58)
It’s straightforward to see that this is correct from the equation (4.4). The (4.4) for K is
1
|z1|2 |z2|2
(∂2
log|z1|2K∂
2
log|z2|2K − (∂log|z1|2∂log|z2|2K)2) = (1− 4y2∂2y2K)
y
8
√
e
e2∂y2K . (4.59)
Under the transform log |z˜1| = − log |z1| , and using (4.58) we have
1
|z˜1|2 |z2|2
(∂2
log|z˜1|2K˜∂
2
log|z2|2K˜ − (∂log|z˜1|2∂log|z2|2K˜)2) = (1− 4y2∂2y2K)
y
8
√
e
e2∂y2Ke
2∂
y2
(−y2 log|z˜1|2)
= (1− 4y2∂2y2K˜)
y
8
√
e
e2∂y2K˜ , (4.60)
hence K˜ also satisfy the equation.
The metric involves rescaling transformation, but it does not change the gravity back-
ground essentially. However, the one-form ω˜ has a subtle shift by an exact form, as discussed
in subsection 4.3. This is due to the shift −y2 log |z˜1|2 in (4.58), and is also the reason for
the shift happened in (4.54).
There is also another shift symmetry: One can add toK a term−c1 log |z1|2 or−c2 log |z2|2,
where c1, c2 are constants, without changing the equation (4.59), or changing the solution.
4.5 Small y
In this subsection, we analyze the small y behavior of general geometries with S1 and J .
The small y expansion of the AdS expression in subsection 4.2 for a2 = |z1|2 (1− |z2|2) is
as follows:
When S3 → 0, Z = −1
2
, i.e. a2 > 1,
K =
1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (4.61)
K0 =
1
4
(1 + 2 log 2), K1 =
1
2
(log |z1|2 − log(a2 − 1)), K2 = − 1
4(a2 − 1)2 .(4.62)
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On the other hand, when S1 → 0, Z = 1
2
, i.e. a2 < 1,
K = −1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (4.63)
K0 =
1
2
(a2 − loga2) + 1
4
(−1 + 2 log 2), K1 = 1
2
(1− log(1− |z2|2) + log(1− a2)),
(4.64)
K2 =
1
4(a2 − 1)2 , e
2K1 =
e(1− a2)
(1− |z2|2)
. (4.65)
While, very similarly, the small y expansion of the AdS expression in subsection 4.3 for
a2 = (1−|z2|
2)
|z1|2 is:
When S3 → 0, Z = −1
2
, i.e. a2 > 1,
K =
1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (4.66)
K0 =
1
4
(1 + 2 log 2), K1 =
1
2
(− log |z1|2 − log(a2 − 1))− log |z1|2 , K2 = − 1
4(a2 − 1)2 .
(4.67)
On the other hand, when S1 → 0, Z = 1
2
, i.e. a2 < 1,
K = −1
4
y2logy2 +K0 + y
2K1 + (y
2)2K2 + o((y
2)3), (4.68)
K0 =
1
2
(a2 − loga2) + 1
4
(−1 + 2 log 2), K1 = 1
2
(1− log(1− |z2|2) + log(1− a2))− log |z1|2 ,
(4.69)
K2 =
1
4(a2 − 1)2 , e
2K1 =
e(1− a2)
|z1|4 (1− |z2|2)
. (4.70)
These solutions satisfies the small y equations (2.15),(2.12),(2.13),(2.17),(2.18) analyzed
in subsection 2.2, and small y regularity conditions (2.8), (2.10).
Now we study more general solutions in the first case of 4.2. We take both |z2|2 ≪
1, |z1|2 ≪ 1. Thus a2 = |z1|2 (1 − |z2|2) ≪ 1. This is near the origin of the disk in the z2
space, as well as near the origin of the Z = 1
2
droplet region. We have
K0 = −12 log |z1|2 + 12(|z1|2 + |z2|2) + K˜0, K1 = 12 + K˜1. (4.71)
As discussed in subsection 4.4, one can also add −1
2
log |z2|2 in K, without changing the
solution. So one can also equivalently define
K0 =
1
2
|z1|2 − 12 log |z1|2 + 12 |z2|2 − 12 log |z2|2 + K˜0, K1 = 12 + K˜1. (4.72)
When S1 → 0, Z = 1
2
, i.e. a2 < 1, the small y equations (2.17),(2.18) become, in the
leading order in tilded variables, as
∂1∂1¯K˜0 + ∂2∂2¯K˜0 = K˜1, (4.73)
∂1∂1¯K˜1 + ∂2∂2¯K˜1 = 0. (4.74)
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So we get in leading order in small a region
K˜1 = −1
2
∫
D
(|z1 − z′1|2 − |z2 − z′2|2)u(z′i, z¯′i)
1
n
d2z′1d
2z′2, (4.75)
K˜0 = −1
2
∫
D
(|z1 − z′1|2 |z2 − z′2|2 −
1
2
|z2 − z′2|4)u(z′i, z¯′i)
1
n
d2z′1d
2z′2 (4.76)
where
∫
D u(z
′
i, z¯
′
i)
1
n
d2z′1d
2z′2 = 1.
4.6 Large y
In this subsection, we turn to the study of the large y region of the geometries with spin
S1 and J .
We first study the first case as in subsection 4.2. We focus on large y region and make a
change of variable
K(zi, z¯i, y) =
1
4
y2 log y2−1
2
log y2−1
2
y2 log(1−|z2|2)− 1
2y2
|z1|2 (1−|z2|2)+1
2
|z2|2+V (zi, z¯i, y).
(4.77)
After cancelling the leading terms in large y in (2.7) exactly, we get a linear equation
1
(1− |z2|2)
4∂1∂1¯V +
1
y4
(1− |z2|2)24∂2∂2¯V + y∂y(1
y
∂yV ) = 0. (4.78)
If we further take a small |z2| ≪ 1 limit, we get
4∂1∂1¯V + y∂y(
1
y
∂yV ) +
1
y4
4∂2∂2¯V = 0. (4.79)
We can also change variables to
y2Ψ = V, (4.80)
4∂1∂1¯Ψ+
1
y3
∂y(y
3∂yΨ) +
4
y4
∂2∂2¯Ψ = 0. (4.81)
The first two terms are given by a 6d Laplacian; while near fixed y, the equation is similar
to an 8d Laplace equation.
The analysis for the second case as in subsection 4.3 is very similar, and after the inversion
|z1| → 1|z1| , gives the same equations (4.79),(4.81), since the inversion does not affect the large
y or small |z2| limit.
If we expand (4.81) around a certain y0, i.e. y = y0 + x, we have
∂1∂1¯Ψ+
1
y40
∂2∂2¯Ψ+
1
4
∂2xΨ = 0. (4.82)
Ψ =
∫
D
u(z′i, z¯
′
i)d
2z′1d
2z′2
(|z1 − z′1|2 + |y − y0|2 + y40 |z2 − z′2|2)
3
2
. (4.83)
This solution tells certain information that one can distribute droplets in the z′i, z¯
′
i space,
where i = 1, 2.
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5 1/8 BPS geometries with S1, S2, J
5.1 General ansatz
As we discussed at the beginning of section 3, the ansatz (3.1) also describes another set
of 1/8 BPS states, corresponding to having AdS spins or SO(4) spins S1, S2. This case
corresponds to that the S3 in the ansatz (3.1) is to be in the S5 directions.
For this type of 1/8 BPS sector, since we have two SO(4) spins S1, S2, we can consider
a number of fields, such as the ones in table (5.1),
∆ (SL, SR) (S1, S2) (H1, H2, H3)
Z 1 (0,0) (0,0) (0,1,0)
D++˙ 1 (
1
2
, 1
2
) (1,0) (0,0,0)
D+−˙ 1 (
1
2
,-1
2
) (0,1) (0,0,0)
λ3+
3
2
(1
2
, 0) (1
2
, 1
2
) (0,1,-1)
λ4+
3
2
(1
2
, 0) (1
2
, 1
2
) (0,0,1)
(5.1)
as well as the field strength F++. We see that D++˙D+−˙Z has the same quantum numbers
as λ3+λ4+ and ZF++. One can consider representative operators of the schematic form
O ∼
m∏
i=1
tr(Dn2i
++˙
Dn3i
+−˙Z
n1i) (5.2)
where some of the D++˙D+−˙Z may be replaced by λ3+λ4+ or ZF++. The BPS bound is
satisfied as
∆− S1 − S2 − J = 0. (5.3)
We have two spins in AdS direction. In this case, the Z field (related to the z1 space)
and the derivative D++˙, D+−˙ (related to the z2, z3 space) are not on an equal footing, so one
does not expect a totally radial symmetry for the K in the 6d base.
5.2 AdS, 1st case
We first study the AdS case. The embedding of the 1/2 BPS geometries in the 1/8 BPS
ansatz were obtained in section 5.4 of [30], with the focus on the case that the S3 of the 1/8
BPS ansatz is in the AdS direction. The general formulas in [30] are also applicable to the
case when the S3 of the 1/8 BPS ansatz is in the S5 direction.
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The embedding is
log(r2(z1, z¯1, y)) =
∫ y2 (
Z(z1, z¯1, y
′) +
1
2
)
d(y′2)
y′2
, (5.4)
dr
r
= −i(Vzdz1 − Vz¯dz¯1) +
Z + 1
2
y
dy, (5.5)
K(z1, z¯1, y
2) =
1
2
∫ y2
(Z(z1, z¯1, y
′) +
1
2
)d(y′2). (5.6)
where r2 = |z2|2 + |z3|2. The integrals will yield expressions up to a term that only depends
on z1 directions, and is independent of y.
Now we embed AdS, in the way that the S3 in the ansatz is in the S5. We consider the
Z as,
Z = −1
2
|z1|2 + y2 − 1√
(|z1|2 + y2 − 1)2 + 4y2
. (5.7)
Comparing to (5.104) of [30], the role of the two S3’s are switched for this alternative case.
The variables are in the unit that the AdS radius L=1, and in the above the y is the y
variable in the ansatz of the 1/2 BPS geometries.
After performing the y integral, we have
K =
1
4
(y2 −
√
(|z1|2 + y2 − 1)2 + 4y2) + 1
2
log(1 + |z1|2 + y2 +
√
(|z1|2 + y2 − 1)2 + 4y2) + f1(|z1|),
(5.8)
r4 = (
2
1− |z1|2 +
4(|z1|2 − y2 − 1)
(1− |z1|2)2(1 + |z1|2 + y2 +
√
(|z1|2 + y2 − 1)2 + 4y2)
)f2(|z1|) (5.9)
and we have
f1(|z1|) = 1
4
(1 + |z1|2)− 1
2
log |z1|2 − 1
2
log 2, (5.10)
log f2(|z1|) = −1
4
log(
2|z1|2
(1− |z1|2)2 ). (5.11)
Then we get
|z2|2 = tanh2 ρ cos2 α, (5.12)
|z3|2 = tanh2 ρ sin2 α, (5.13)
|z1|2 = cosh2 ρ cos2 θ. (5.14)
where the ρ, θ, α variables are defined in the same way as in (4.6), and
y21/8 = 1− (1− |z2|2 − |z3|2)|z1|2. (5.15)
where y21/8 is the y
2 variable in the 1/8 BPS ansatz.
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And the y2 variable in the 1/2 BPS ansatz is
y21/2 = (
1
1− |z2|2 − |z3|2 − |z1|
2)(|z2|2 + |z3|2). (5.16)
Using these variables we simplify K,
K =
1
2
(1− |z2|2 − |z3|2)|z1|2 − 1
2
log((1− |z2|2 − |z3|2)|z1|2) (5.17)
in the unit with AdS radius L=1. The K has an S3 × S1 symmetry.
In this case, we have
|z2|2 + |z3|2 6 1 (5.18)
Hence the z2, z3 space is a B
4, whereas the z1 space is R
2. The droplet space thus would be
B4 ×R2.
The surface that y21/8 = 0 is
|z2|2 + |z3|2 + |z1|−2 = 1 (5.19)
or
|z1|2 − |z1|2|z2|2 − |z1|2|z3|2 = 1 (5.20)
If we focus near the origin of the z2, z3 space, this will be near the circle |z1| ≈ 1 in z1 space,
and we see that |z2|2 + |z3|2 ≈ ǫ2 there (where ǫ2 is small), so the S3 in z2, z3 space shrinks
at the boundary of D2 in z1 space. The surface in B
4 × R2 has S3 × S1 symmetry.
The equation
|z2|2 + |z3|2 = tanh2 ρ = |z1|
2 − 1
|z1|2 (5.21)
suggests that we have an S3 and its radius is not constant, and changes with |z1|. This
means that the size of the S3 changes with a radial direction. The radius of S3 and the
radius of S1, i.e. |z1| combine into the overall radial coordinate of the 6d space. In other
words, the radius of the S3 can be viewed as the radial coordinate of the 6d space, projected
to the (z2, z3) subspace.
If we recover the AdS radius L in the expressions, we have that (5.17) gives
K =
1
2
|z1|2 (1− |z2|
2
L2
− |z3|
2
L2
)− 1
2
L2 log(1− |z2|
2
L2
− |z3|
2
L2
)− 1
2
L2 log |z1|2 . (5.22)
Since the S3 in the z2, z3 space is the S
3 of AdS directions, we can have excitations
described by general configurations in z2, z3 space that correspond to reducing the symmetry
of S3 in AdS directions.
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5.3 AdS, 2nd case
In this subsection, we describe another embedding by inversion of |z1|. The initial steps are
the same as in (5.4),(5.6),(5.8),(5.9) in subsection 5.2, with the difference of inverting |z1| as
|z2|2 = tanh2 ρ cos2 α, (5.23)
|z3|2 = tanh2 ρ sin2 α, (5.24)
|z1|2 = 1
cosh2 ρ cos2 θ
. (5.25)
y21/8 = 1 +
(|z2|2 + |z3|2 − 1)
|z1|2 . (5.26)
Then we have in (5.8),(5.9)
f1(|z1|) = 1
4
(1 +
1
|z1|2 ) +
1
2
log |z1|2 − 1
2
log 2, (5.27)
log f2(|z1|) = −1
4
log(
2|z1|2
(1− |z1|2)2 ). (5.28)
Using these variables we simplify K,
K =
1
2
(1− |z2|2 − |z3|2)
|z1|2 −
1
2
log(1− |z2|2 − |z3|2) + 1
2
log |z1|2. (5.29)
in the unit with AdS radius L=1. It has symmetry S3 × S1.
In this case, we also have
|z2|2 + |z3|2 6 1. (5.30)
Hence the z2, z3 space is a B
4, while the z1 space is R
2. The droplet space is also B4 × R2.
The surface that y21/8 = 0 is
|z2|2 + |z3|2 + |z1|2 = 1. (5.31)
If change of variable (z2/z1 → z2,z3/z1 → z3),
|z1|2 + |z1|2|z2|2 + |z1|2|z3|2 = 1. (5.32)
Near the circle |z1| ≈ 1, we see that |z2|2 + |z3|2 ≈ ǫ2, so the S3 in z2, z3 space shrinks at
the boundary of D2 in z1 space. The surface in B
4 ×R2 may be considered as the fibration
of S3 over a D2. The K has an S3 × S1 symmetry. Although the equation resembles an S5,
it may not describe a round sphere. Since the z2,z3 space are not on an equal footing with
the z1 space, and there is no symmetry between the z2,z3 space and the z1 space, one may
introduce rescalings and (5.31) would appear to describe only deformed S5 in B4 × R2.
The equation
|z2|2 + |z3|2 = tanh2 ρ = 1− |z1|2 (5.33)
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suggests that there is an S3 and its radius is not constant and changes with |z1|. This means
that the size of the S3 changes with a radial direction, and the radius of S3 and the |z1|, i.e.
the radius of S1, combine into the overall radial coordinate of the 6d space. In other words,
the radius of S3 may be viewed as the radial coordinate of the 6d space, projected to the
(z2, z3) subspace.
5.4 1/2 BPS geometries
We can also embed the 1/2 BPS geometries as the excitations, in the similar way as in e.g.
subsection 5.2. The y in this subsection denotes the y1/2 of the 1/2 BPS ansatz. We have
Z(z1, z¯1, y) = −1
2
+
y2
π
∫
D
dx′1dx
′
2
[|z1 − z′1|2 + y2]2
, (5.34)
where the integral is over the areas of the Z = 1/2 droplets in the z1 subspace. From (5.4)
we have
log(r2) = −1
π
∫
D
dx′1dx
′
2
|z1 − z′1|2 + y2
. (5.35)
Integrating (5.34) as in (5.6) gives an expression for the Kahler potential
K = − 1
2π
∫
D
(
y2
|z1 − z′1|2 + y2
− log[|z1 − z′1|2 + y2]
)
dx′1dx
′
2 +
1
2
− 1
2
log |z1|2. (5.36)
and K in this case only depends on z1,z¯1 and r.
In the large y1/2 region ,the expression of y1/2 approaches
y21/2 = (
1
1− |z2|2 − |z3|2 − |z1|
2)(|z2|2 + |z3|2), (5.37)
which implies that large y1/2 corresponds to |z2|2 + |z3|2 → 1. At large y1/2, we also have
1
2
log(|z1|2 + y21/2) ≃ −
1
2
log(1− |z2|2 − |z3|2), (5.38)
−1
2
y21/2
|z1|2+y21/2
≃ −1
2
+
1
2
(1− |z2|2 − |z3|2)|z1|2. (5.39)
5.5 More general cases
Both the above the two cases in subsections 5.2, 5.3 for AdS have the similar form, i.e.
K =
1
2
|z1|2(1− |z2|2 − |z3|2)− 1
2
log((1− |z2|2 − |z3|2)|z1|2), (5.40)
for the first case and
K =
1
2
|z1|−2(1− |z2|2 − |z3|2)− 1
2
log((1− |z2|2 − |z3|2)|z1|−2). (5.41)
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for another case.
For more general geometries, one change of variable is
K =
1
2
f(z1, z¯1)(1− s(zi, z¯i))− 1
2
log(1− s(zi, z¯i))− 1
2
log f(z1, z¯1) (5.42)
where i = 2, 3. This is also similar to (3.18) in subsection 3.3.
One may also introduce the ansatz for adding ripples on the S3 direction, e.g.
s(zi, z¯i) = (|z2|2 + |z3|2)exp(f˜
∑
l2,l3∈Z+
ǫl2,l3(z
l2
2 z
l3
3 + c.c.)). (5.43)
in (5.42).
5.6 Eigenvalue approach
The subsections 4.2, 5.2 suggest that the droplet space of a class of 1/4 BPS states with
S1, J and of a class of 1/8 BPS states with S1, S2, J may be considered as D
2×R2, B4×R2
respectively. In this subsection, we study systems of eigenvalues in the space B2n−2×R2, n =
2, 3, 4, where B2n−2 denotes a ball with 2n − 2 dimensions. The B2n−2 may be viewed as
R2n−2 with a sphere at infinity removed. One can also take a limit focusing on the region
near the origin of B2n−2 and obtain R2n−2 in this limiting procedure.
We first study the case D2 × R2. The distance between two points on the disk, in the
unit that the radius is 1, is ρ(u1, u2), and
sinh2 ρ(u1, u2) =
|u1 − u2|2
(1− |u1|2)(1− |u2|2)
(5.44)
where u is a complex coordinate and |u|2 6 1. The potential energy between particles can
be written in the form that is the solution to the Poisson equation on the disk,
∇2V = −2πδ(ρ(u1, u2))− 2, (5.45)
and one can obtain a solution
V = −1
2
log sinh2 ρ(u1, u2). (5.46)
So we see that the force between two particles is given by the potential energy
Vj,k = −1
2
ηkηj log sinh
2 ρ(uk, uj) (5.47)
where ηk is the charge of the particle.
For the case of D2, with coordinates u2, u¯2, the energy for the system is
Heff = −1
2
N
∑
k
log(u20 − |u2,k|2)−
1
2
∑
j<k
log(|u2,k − u2,j|2) (5.48)
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where k labels individual eigenvalues, and u0 is a real number, which is the radius of the
disk. In the case of B4, with two complex coordinates u2, u3, we have a rotational symmetry
between u2, u3, so the effective Hamiltonian would be a generalization of (5.48),
Heff = −1
2
N
∑
k
log(u20 − |u2,k|2 − |u3,k|2)−
1
2
∑
j<k
log(|u2,k − u2,j|2 + |u3,k − u3,j|2) (5.49)
where u0 denotes the radius of B
4. The last term is due to the similarity with [1].
For the case of B4 × R2, due to the symmetry for the measure term, we can have that
Heff = 1
2
∑
k
|u1,k|2 − 1
2
N
∑
k
log(1− |u2,k|
2
u20
− |u3,k|
2
u20
)
−1
2
∑
j<k
log(|u1,k − u1,j|2 + |u2,k − u2,j|2 + |u3,k − u3,j|2) (5.50)
up to an overall constant shift, and u1, u¯1 denote the R
2 direction.
From the point of view of the wavefunction norm
〈ψ | ψ〉 ∼ e−2Heff (5.51)
the factor (u20 − |u2,k|2 − |u3,k|2) will appear in the wavefunction norm, and guarantee that
it vanishes at the boundary of B4, i.e. |u2,k|2 + |u3,k|2 = u20. We can also introduce excited
state wavefunctions by the multiplication of the ground state wavefunction by additional
factors, and change the Heff . Also, one can obtain an integral expression for the effective
Hamiltonian using an eigenvalue density function, replacing the sums. We can also have a
limit from (5.50) when setting u3,k = 0, which is the D
2 × R2 case.
Equation (5.50) may also be generalized to higher dimensions for B2n−2 ×R2,
Heff = 1
2
∑
k
|u1,k|2 − 1
2
N
∑
k
log(1−
∑n
i=2 |ui,k|2
u20
)− 1
2
∑
j<k
log(
n∑
i=1
|ui,k − ui,j|2) (5.52)
where the last term is due to the similarity with [1]. The discussion in this subsection might
be applicable for higher n, e.g. B6 case which may be relevant for 6D theories.
We make a change of variable
z1 =
L√
N
u1, z2,3 = L
u2,3
u0
, K =
L2
N
Heff(ui, u¯i) (5.53)
and (5.50) becomes
L2
N
Heff = 1
2
∑
k
|z1,k|2 − 1
2
L2
∑
k
log(1− |z2,k|
2
L2
− |z3,k|
2
L2
)
−1
2
L2
N
∑
j<k
log(|z1,k − z1,j |2 + u
2
0
N
(|z2,k − z2,j |2 + |z3,k − z3,j|2)) (5.54)
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up to an overall constant shift c = −L2(N−1)
4
log N
L2
in this case.
Now we look at the test eigenvalue, and we have the effective Hamiltonian for the test
eigenvalue,
L2
N
Heff =
1
2
|z1|2 − 1
2
L2 log(1− |z2|
2
L2
− |z3|
2
L2
)
−1
2
L2
N
∑
j
log(|z1 − z1,j |2 + u
2
0
N
(|z2 − z2,j |2 + |z3 − z3,j |2)) (5.55)
≃ 1
2
|z1|2 − 12L2 log(1− |z2|
2
L2
− |z3|2
L2
)− 1
2
L2 log(|z1|2 + u
2
0
N
(|z2|2 + |z3|2)). (5.56)
In the last line, we assumed that the eigenvalue distribution has an S1 symmetry in z1 space
and an S3 symmetry in z2, z3 space, and used the approximation that the overall force for
the test eigenvalue would be exerted from the origin, in the leading order, similar to the the
approximation in (2.117),(3.16).
Now we look at a limiting case
|z2|2 + |z3|2 ≪ |z1|2 (5.57)
and |z1|2 is finite. We also have u
2
0
N
finite. We then have from (5.56),
L2
N
Heff ≃ 12 |z1|2 (1− |z2|
2
L2
− |z3|2
L2
)− 1
2
L2 log(1− |z2|2
L2
− |z3|2
L2
)− 1
2
L2 log |z1|2 + o(|z2|2 + |z3|2).
(5.58)
The K for AdS in subsection 5.2 is
K = 1
2
|z1|2 (1− |z2|
2
L2
− |z3|2
L2
)− 1
2
L2 log(1− |z2|2
L2
− |z3|2
L2
)− 1
2
L2 log |z1|2 . (5.59)
We see that this and L
2
N
Heff in (5.58) approximately matches in the regime (5.57).
Now we consider (5.50) in the region near the origin of B4, i.e. when
|u2,k|2
u2
0
+
|u3,k|2
u2
0
≪ 1,
Heff ≃ 1
2
∑
k
|u1,k|2 + 1
2
∑
k
N
u20
(|u2,k|2 + |u3,k|2)
−1
2
∑
j<k
log(|u1,k − u1,j|2 + |u2,k − u2,j|2 + |u3,k − u3,j|2). (5.60)
In this case, we have B4 → R4. We have the mass terms for u2, u3, as given from Nu2
0
. If we
think of the u1 as from the scalar Z in N=4 SYM, we argue that these other two eigenvalues
u2, u3 may come from other fields, or a few higher modes of Z or other fields. The precise
realization would depend on which sector of the states that we are focusing on.
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5.7 Matrix model method
In this subsection, we consider relating the states with S1, S2, J described in subsection 5.1,
to the eigenvalues from the N=4 SYM.
We consider writing the scalar Z as
Z = Φ1 + Y1, 1
2
, 1
2
(Ω)Φ2 + Y1, 1
2
,− 1
2
(Ω)Φ3 (5.61)
where Yl,sL3,sR3(Ω) denote orthonormalized scalar spherical harmonics on S
3, in ( l
2
, l
2
) repre-
sentation of SU(2)L×SU(2)R, and sL3, sR3 are the j3 of each SU(2). The Ω denotes angular
coordinates on the sphere, and the Φ1,Φ2,Φ3 are complex matrices.
The action involving the sector we are considering is
S ≃
∫
dt
1
2
tr
(|D0Φ1|2 − |Φ1|2 + |D0Φ2|2 + |D0Φ3|2 − 4 |Φ2|2 − 4 |Φ3|2) (5.62)
where we have integrated out angular coordinates on S3, and then rescaled the fields such
that they have canonical kinetic terms as in the last line.
We can consider the Hamiltonian
H = 1
2
tr
(|D0Φ1|2 + |Φ1|2 + |D0Φ2|2 + |D0Φ3|2 + 4 |Φ2|2 + 4 |Φ3|2) . (5.63)
One can add more fields, corresponding to larger sectors in the Hilbert space. One can also
consider interaction terms or including non-BPS states.
We may map the operators of the 4d theory to the wavefunctions in the reduced 1d
model, e.g.
m∏
i=1
tr(Dn2i
++˙
Dn3i
+−˙Z
n1i)→
m∏
i=1
tr(Φ2
n2iΦ3
n3iΦ1
n1i). (5.64)
One can also reduce the model (5.63) in the eigenvalue basis, and then study the quantum
mechanics ofN eigenvalues in 6d. Their wavefunction norm defines the effective Hamiltonian,
〈ψ | ψ〉 ∼ e−2Heff . (5.65)
The ground state wavefunction gives an effective Hamiltonian
Heff = 1
2
∑
k
(|u1,k|2 + 4(|u2,k|2 + |u3,k|2))−1
2
∑
j<k
log(|u1,k − u1,j|2+|u2,k − u2,j|2+|u3,k − u3,j|2)
(5.66)
where the complex numbers ui,k (k labels the N eigenvalues) denote the eigenvalues of the
three matrices Φi, and the last term is due to the insertion of a measure factor in the
wavefunction, and was analyzed in [1] for multiple matrices at strong coupling. One can also
consider other excited state wavefunctions, which give other effective Hamiltonians.
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The effective Hamiltonian also gives a most probable distribution of eigenvalues, when the
eigenvalues approximately reaches the equilibrium configuration. For example, from (5.66),
the eigenvalue density distribution would have an S3 × S1 symmetry.
In the continuum limit of the eigenvalue distribution, one can also approximate the sums
in (5.66) by integrals weighted by eigenvalue density function ρ(ui, u¯i), so
Heff = 1
2
∫
d6uρ(ui, u¯i)(|u1|2 + 4(|u2|2 + |u3|2))
−1
4
∫ ∫
d6ud6u′ρ(ui, u¯i)ρ(u′i, u¯
′
i) log(|u1 − u′1|2 + |u2 − u′2|2 + |u3 − u′3|2) + σ(
∫
d6uρ(ui, u¯i)−N)
(5.67)
where we use the notation d6u = d2u1d
2u2d
2u3, and d
2ui =
1
2i
duidu¯i = dx1dy1. The last
term is to enforce the total number of eigenvalues when δσHeff = 0.
We can also reduce (5.66) or (5.63) to the case with the first two matrices Φ1,Φ2 only,
and it would be relevant to the states with S1, J as studied in section 4.
We see that the effective Hamiltonian of a test eigenvalue can be considered as
Htest = δρHeff − σ, (5.68)
where δρHeff is the derivative of the effective HamiltonianHeff with respect to the eigenvalue
density. So another interpretation of the Kd as in subsections 2.5, 3.2, 5.6 would be δρHeff−
σ. We can also set σ = 0 after setting the variation δσHeff = 0.
Now we discuss the eigenvalue distribution. We make variation δρHeff ,
δρHeff = 1
2
(|u1|2+4(|u2|2+|u3|2))−1
2
∫
d6u′ρ(u′i, u¯
′
i) log(|u1 − u′1|2+|u2 − u′2|2+|u3 − u′3|2)+σ = 0.
(5.69)
The distribution would have an S3 × S1 symmetry. So we may assume
ρ(ui, u¯i) = ρ(r˜, |u1|) (5.70)
where r˜2 = |u2|2 + |u3|2 .
We can make variation of (5.69) with respect to ui, u¯i, and obtain the equations for
equilibrium configurations. For the equilibrium configuration of the density distribution at
low energies, we have an S3 symmetry in the u2, u3 space. If the mass terms for u2, u3 and for
u1 were equal, we would have a round S
5 [1]. One can consider this equilibrium configuration
(5.69) as deforming the round S5 due to increasing the mass terms for two complex directions
u2, u3. The larger mass terms for u2, u3 make the distribution on S
5 no longer uniform in all
angles, and they squeeze the S3 directions. We argue that the eigenvalue distribution form
deformed S5 with S3 × S1 symmetry, with the S3 directions squeezed or decreased in size.
The S3 here is the S3 in AdS directions, and for the ground state configuration, we have
a round S3 symmetry in the eigenvalue space. For other 1/8 BPS geometries, one can add
ripples on this S3. We have therefore argued a possibility that the S3 symmetry may be
related to the distribution of the eigenvalues of the Φ2,Φ3.
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6 Discussion
In this paper, we studied four sectors of geometries corresponding to various sectors of 1/4
BPS and 1/8 BPS states in N=4 SYM, with angular momenta in S5 directions as well as
spins in AdS5 directions.
For the states with angular momenta J1, J2 in S
5 directions, we first analyzed the small
y equations, and then studied the coupled equations for K0, K1 in the Z=1/2 region in some
detail. We also studied changes of variables, e.g. (2.70), (2.29), which change the Monge-
Ampere type equation into other equations, and we studied them in some detail. We also
studied the features of adding ripples to the droplets in the y=0 hyperplane.
For the states with J1, J2, J3 in S
5 directions, we studied similar issues, including, among
other things, analyzing their relations to the eigenvalue pictures.
For the states with spin S1 in AdS5 and J in S
5 directions respectively, we first studied
multiple embeddings of AdS, and then analyzed small y and large y behaviors of more general
solutions. Also, we discussed the inversion symmetry occurred e.g. in the embeddings of
AdS.
For the states with spins S1, S2 in AdS5 and J in S
5 directions respectively, we studied
similar issues, including, among other things, the multiple embeddings and inversion. We
also studied the gauge theory side briefly.
It would be nice to understand many aspects in these topics better in the general context
of the AdS/CFT correspondence [48].
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