We prove rigorously that the Hartree-Fock approximation to the ground state of the d-dimensional Hubbard model leads to saturated ferromagnetism when the particle density (more precisely, the chemical potential µ) is small and the coupling constant U is large, but finite. As in the usual Hartree-Fock theory we restrict attention to Slater determinants that are eigenvectors of the z-component of the total spin, S z = x n x,↑ − n x,↓ , and we find that the choice 2S z = N = particle number gives the lowest energy at fixed 0 < µ < 4d.
fermions.
The Hamiltonian H µ,U depends parametrically on the chemical potential µ > 0 and the coupling constant U > 0.
Note that the usual hopping parameter t equals 1 here and that the discrete Laplacian ∆ differs from the usual hopping matrix by the inclusion of the diagonal term, i.e., 2d times the identity matrix. This difference amounts to a redefinition of the chemical potential µ. Our definition of µ is convenient because in this paper, we are concerned with the Hubbard model at low filling, and µ = 0 corresponds precisely to zero filling since the hopping matrix −∆ ≥ 0 is a positive semidefinite matrix. Apart from this, everything is standard.
The Hamiltonian H µ,U is a linear operator on the Fock space and the ground state energy E (gs) µ,U is its smallest eigenvalue, E (gs) µ,U := min Ψ| H Ψ Ψ ∈ F Λ , Ψ = 1 .
(1.2)
As the dimension dim(F Λ ) = 2 dim(C Λ ⊗C 2 ) = 4 (L d ) < ∞ is finite, the determination of E (gs)
µ,U amounts to diagonalizing the finite-dimensional, selfadjoint matrix H µ,U . The fast growth of this dimension with the number L d of points in the lattice Λ, however, allows for an explicit diagonalization of H µ,U by a modern computer only up to L = 4, in three spatial dimensions, d = 3.
The Hartree-Fock (HF) approximation is an important method to reduce the high-dimensional many-particle problem given by the diagonalization of H µ,U to a low-dimensional, but nonlinear variational problem. It is defined by restricting the minimization in (1.2) to Slater determinants ϕ 1 ∧ · · · ∧ ϕ N , where
is an orthonormal family of N one-electron wave functions. The HF approximation to the Hubbard model was analyzed in [1] in the special situation when the number of electrons equals the number of lattice sites, N = |Λ|, which is usually referred to as half-filling.
Proceeding to what we shall term the HFz approximation, we impose a further restriction on these Slater determinants, namely, we minimize in (1.2) only over Slater determinants Φ that are eigenfunctions of the operator S z := x∈Λ {n x,↑ − n x,↓ } of total spin in the z-direction. This restriction is one that most examples of HF calculations employ, without explicitly drawing attention to the fact that this is a restriction. In [1] , we dealt with truly unrestricted HF theory.
More concretely, our HF wave functions have the form
where c
it is not difficult to see that
(1.5) Introducing the one-particle density matrices γ ↑,↓ corresponding to Φ by
|f i f i | and γ ↓ :=
we observe that γ ↑,↓ = γ * ↑,↓ = γ 2 ↑,↓ are orthogonal projections on of dimension N ↑,↓ and that the energy expectation value of the Slater determinant Φ is given by
and the diagonal matrix elements ρ ↑,↓ (x) := (γ ↑,↓ ) x,x of γ ↑,↓ are the one-particle densities of the electron with spin up ("↑") and spin down ("↓"), respectively. The symbol "Tr" denotes the usual trace over C Λ , that is over the states of a single spinless particle on the lattice Λ. It does not include spin states and it is not the trace over states in Fock space.
Let us note that the particle numbers N ↑,↓ are not determined ab initio. We are in the grand canonical ensemble, so they are determined by the condition that the total energy (1.7) is minimized.
These observations motivate us to define the HFz energy by the following variational principle over projections:
(1.8)
The two sets of orthogonal projections on C Λ over which we minimize in (1.8) is not really well-suited for a variational analysis. In particular, they are not convex. An observation in [4] , however, states that, because U ≥ 0, we will obtain the same value for the minimum if we vary over the larger set of all one-particle density matrices, 0 ≤ γ ↑,↓ ≤ 1, not only over projections. (Recall that a density matrix is a hermitean operator γ whose eigenvalues lie between 0 and 1, i.e., 0 ≤ γ ≤ 1, as a matrix inequality.) Our extended E (hfz) µ,U is then
(1.9)
The evaluation of E (hfz) µ,U and the determination of those pairs (γ ↑ , γ ↓ ) of oneparticle density matrices that minimize E (hfz) µ,U is the objective of this paper. Our main result is that, for any 0 < µ < 4d, the minimal value of E (hfz) µ,U is attained for the saturated ferromagnet, provided U < ∞ is sufficiently large. Theorem 1.1 (Ferromagnetism). For any 0 < µ < 4d, there is a finite length L # (µ) and a finite coupling constant U # (µ) ≥ 0, such that, for all even L ≥ L # (µ) and all U ≥ U # (µ), the minimal HFz energy is given by the sum of the negative eigenvalues of −∆ − µ,
( 
where 1l[−∆ < µ] is the spectral projections of −∆ onto (−∞, µ).
[With reference to Eq. (1.10) and elsewhere, note that in our notation, [X] − = min{X 0} is negative, whereas elsewhere one often defines [X] − to be positive, i.e., [X] − := max{−X, 0}. If X is a self adjoint operator then [X] − denotes the negative part of X and Tr[X] − is the sum of the negative eigenvalues of X.] Theorem 1.1 is not really as complicated as it looks. It is stated in terms of a length L # and coupling constant U # in order to make it clear that the state of saturated ferromagnetism is obtained not only asymptotically in the thermodynamic limit and asymptotically as U → ∞, but it holds for all systems with large, finite interaction and sufficiently large size. Theorem 1.1 states that, for any value of the chemical potential µ ∈ (0, 4d), the HFz variational principle yields a ferromagnetic minimizer, provided U and L are chosen sufficiently large (but still finite). A similar statement was proved in [1, Theorem 4 .7] for U = ∞ (which amounts to requiring Φ|n x,↑ n x,↓ Φ = 0, on every lattice site x ∈ Λ).
At first sight, Theorem 1.1 seems to contradict another fact proved in [1] . Namely, in [1, Theorem 4.5] it is shown that, for half-filling, the minimizer of the HF functional agrees with the minimizer of the HFz functional and is given by an antiferromagnetic one-particle density matrix From Theorem 1.1 we conclude that at small filling there is a phase transition (within the context of HFz theory) from antiferromagnetism for small U to saturated ferromagnetism for large U. This follows from continuity and the fact that when U = 0 we can find the ground state explicitly and, as is well known, it has S = 0.
As just mentioned, the minimal HF energy and the minimal HFz energy agree in the half-filling case, as shown in [1] . We conjecture that this is also the case for the range of the chemical potential µ ∈ (0, 4d) and sufficiently large U, but we do not know how to prove this conjecture. This is a topic for future research.
If
then we can estimate L # (µ) and U # (µ) in Theorem 1.1 more explicitly. For the precise formulation of these estimates, we introduce the following constants,
(1.14)
where
) is the measure of the unit sphere in R d . (1.15) , and (1.17).
Theorem 1.2. For any
The explicit form of L * (µ), α * (µ), and U * (µ, α * (µ)), for a given 0 < µ ≤ 1 2 , in Theorem 1.2 allows us to estimate the actual minimal size of L and U that guarantees saturated ferromagnetism (see Fig. 1 below) . The distinction between µ ≤ 1/2 and µ > 1/2 is not a fundamental one. It is an artifact of the use in Lemma 3.6 of refs. [2] and [3] , whose methods favored this technical distinction. 
Proofs of Theorems 1.1 and 1.2
This section contains the proofs of our main results, Theorems 1.1 and 1.2, with the aid of several lemmas which will be proved later in Section 3. We start with the observation that the minimization over two one-particle density matrices in (1.9) can actually be reduced to the minimization over only one one-particle density matrix. To see this, we observe that
where ρ ↑ acts as a multiplication operator,
In other words, we have done the minimization over γ ↓ in (2.2) by taking γ ↓ to be the projection onto the negative eigenspaces of K µ + Uρ ↑ . Thus, as our minimization principle over only one γ, we obtain the following.
where ρ(x) := γ x,x . From now on γ, with 0 ≤ γ ≤ 1, is an arbitrary, but fixed one-particle density matrix, for which we bound E For the next step of the proof we introduce a small number δ > 2µU −1 , whose precise value will be chosen in the final step of the proof. Given a one-particle density matrix 0 ≤ γ ≤ 1 with corresponding density ρ(x) := γ x,x , we write the lattice Λ = Ω ∪ Ω c as a union of two disjoing subsets of Λ in the following way.
These are the regions of low and high density, respectively. We define the boundary ∂Ω of Ω by
where dist 1 (x, A) is the length of (number of bonds in) a shortest path joining x and some point in y ∈ A. Another useful notion of distance which we shall use is dist ∞ (x, A), which is defined by the condition that 2 dist ∞ (x, A) + 1 is the sidelength of the smallest cube centered at x that intersects A. When A is a single point y these distances are denoted by |x − y| 1 and |x − y| ∞ . We define P Ω , P Ω c = P
⊥ Ω , and P ∂Ω to be the orthogonal projections onto Ω, Ω c , and ∂Ω, respectively, where the projection onto an arbitrary set A ⊆ Λ is given by
We further set
and observe that ρ(x) ≤ ρ(x), for all x ∈ Λ, which implies that
For brevity, we define M := M * (µ) := 12 ( 4d µ ) 2 and note that, by assumption, L obeys L ≥ 2M. We further decompose Ω into two disjoint subsets Ω 1 and Ω 2 defined by
We observe that the ℓ ∞ -distance of the points in Ω 1 to the boundary ∂Ω of Ω is less or equal to 2M, so
and therefore
since ρ ≤ δ on Ω. Eq. (2.15) and Lemma 3.1 yield
Next, we apply Lemma 3.2 which asserts
Denoting by χ := 1l[P Ω (K µ + U ρ)P Ω < 0] the orthogonal projection onto the subspace of negative eigenvalues of K µ + U ρ and ρ χ (x) := χ x,x its diagonal matrix element, we observe that
By Lemma 3.3, the density ρ χ is bounded below on Ω 2 by the universal constant κ(µ) > 0 defined in (3.19). Therefore
Adding up (2.16) and (2.19), we obtain
and Lemma 3.6 further yields
We choose
and we observe that if
We further set Ω
and Ω ′′ 2 , and by the definition (2.10) of ρ, we have that
κ(µ) and U ≥ 2µ/δ * (µ, α(µ)) ≥ µ/κ(µ). Eqs. (2.24) and (2.25) insure that the right side of (2.20) is nonnegative, which immediately implies Theorem 1.1. Theorem 1.2 is obtained by substituting the explicit value of α(µ) from (3.60) into (2.23) and using L * (µ) from (3.60) . QED
Auxiliary Lemmas
In this section we state and prove the lemmas used in the proof of Theorems 1.1 and 1.2 in Section 2.
The Region Ω c of High Density
In this subsection, we estimate Tr{K µ γ} from below. We are guided by the intuition that γ is essentially localized on Ω c .
Lemma 3.1.
Proof. Inserting 1l = P Ω + P ⊥ Ω into Tr{K µ γ}, we obtain
where we use that
⊥ Ω ∆P ∂Ω , and that 0 ≤ γ ≤ 1. The latter also implies that ρ(y) = γ y,y ≤ 1, for all y ∈ Λ. Thus, if x ∈ ∂Ω and y ∈ Ω c , the Cauchy-Schwarz inequality yields |γ y,x | ≤ √ γ y,y · γ x,x ≤ δ 1/2 . Moreover, if x ∈ ∂Ω, y ∈ Ω c , and ∆ x,y = 0, then y is a neighbor of x, and we obtain x∈∂Ω,y∈Ω c ∆ x,y |γ y,x | ≤ δ 1/2 x∈∂Ω y∈Λ: |x−y|=1
which completes the proof of (3.1). QED
Decoupling the High and Low Density Regions
This subsection is devoted to showing that Tr{[K µ + U ρ] − } essentially agrees with the corresponding eigenvalue sum Tr{[P Ω (K µ + U ρ)P Ω ] − } for the operator localized on Ω, the reason being that Ω c is a classically forbidden region since
Lemma 3.2.
Proof. We wish to apply of the Feshbach projection method. To this end, we first observe the following quadratic form bound,
for anyμ ∈ [0, µ], since ρ ≥ δ on Ω c and δ ≥ 2µU −1 . Thus, P ⊥ Ω (Tμ + U ρ)P ⊥ Ω is positive and invertible on Ran P ⊥ Ω , and moreover, we have that
For y ∈ Ω c and f ∈ C Λ , the Cauchy-Schwarz inequality implies that
which, by summing over all y ∈ Ω c , yields
(We thank D. Ueltschi for pointing out (3.7)-(3.8) to us.) We conclude that
The invertibility of P ⊥ Ω (Tμ + U ρ + e)P ⊥ Ω on Ran P ⊥ Ω implies the applicability of the Feshbach map, for any e ∈ [0, µ]. I.e., for any e ∈ [0, µ],
is a well-defined matrix on Ran P Ω , and the isospectrality of the Feshbach map guarantees that −e ∈ [−µ, 0) is a negative eigenvalue of K µ + U ρ of multiplicity m(e) if and only if −e is an (nonlinear) eigenvalue of F (e), i.e., if the kernel of F (e) + e, as a subspace of Ran P Ω , has dimension m(e). Note that F is monotonically increasing, as a quadratic form, in e > 0. In particular,
additionally taking (3.9) into account. We claim that, for all λ ∈ (0, ∞), the number of eigenvalues of K µ + U ρ below −λ is smaller than the number of negative eigenvalues of F (λ) + λ,
where Tr Ω denotes the trace on Ran P Ω . Both sides of Eq. (3.12) are zero and thus fulfill the claimed inequality, for λ ≥ µ. Assume that (3.12) is violated, for some λ ∈ (0, ∞), i.e., that λ * := inf{λ ∈ (0, ∞) | Eq. (3.12) holds true} > 0. We show that this assumption leads to a contradiction. Obviously, −λ * must be an eigenvalue of K µ + U ρ, and hence also of F (λ * ), of multiplicity m(λ * ) ≥ 1, because only then the left or the right side of (3.12) changes (increases, in fact). Moreover, Eq. (3.12) holds true for λ = λ * itself, i.e., the infimum in the definition of λ * is a minimum. Hence, for all sufficiently small ε > 0, the definition of λ * and the monotony of F (e) in e yield
Choosing ε > 0 so small that −λ * is the only eigenvalue of K µ +U ρ in the interval [−λ * , −λ * + ε], we hence obtain
arriving at a contradiction, which proves (3.12), for all λ ∈ (0, ∞). From (3.12) and (3.11), we finally conclude
which is the assertion of Lemma 3.2. QED
The Electron Density in the Bulk
In this subsection we consider the spectral projection
of P Ω (−∆ − µ + U ρ) P Ω onto its negative eigenvalues. Writing ∆ Ω := P Ω ∆ P Ω , i.e., (∆ Ω ) x,y = ∆ x,y , for x, y ∈ Ω, and = 0, otherwise, and V ≡ x∈Ω V (x) · 1l x := µP Ω − U ρP Ω , we have that
due to the definition (2.9) of ρ. Naive semiclassical intuition tells us that, for x ∈ Ω, the particle density ρ χ (x) := χ x,x corresponding to the one-particle density matrix χ should be bounded below by the particle density of the Fermi gas given by the one-particle density matrix 1l[−∆ < µ/2]. The purpose of this subsection is to prove such a bound (up to a constant factor) where it can be expected to hold, namely, for those points x that are sufficiently far away from the boundary of Ω.
Proof. For any β > 0, we note that the map R Ω → R, W → (e −β(−∆ Ω −W ) ) x,x is monotonically increasing in W . Namely, as T Ω = P Ω T P Ω has nonnegative matrix elements, so does e ε∆ Ω ,
for all w, z ∈ Ω. So, if n is an integer and W, W ∈ R Ω with W (z) ≤ W (z), for all z ∈ Ω, then we have that e β∆ Ω /n e βW/n n z 0 ,zn
for all z 0 , z n ∈ Ω. Setting z 0 := z n := x ∈ Ω and taking the limit n → ∞, the Lie-Trotter product formula and Eq. (3.21) implies that
indeed. In particular,
Putting together (3.23), (3.24), and (3.25), using that χ and −∆ Ω − V commute, we arrive at
Solving for ρ χ (x) = χ x,x we therefore have
for any x ∈ Ω and any β > 0.
|y| ∞ ≤ M} is the box of sidelength 2M + 1 centered at 0 ∈ Λ. Since dist ∞ (x, ∂Ω) > 2M, by assumption, we have that
for all z ∈ Q(M). By Lemma 3.4, this inclusion implies that
and by averaging this inequality over z ∈ Q(M), we obtain
Now, we apply Lemma 3.5 and arrive at
. Using this and sin 2 (t) ≤ t 2 , we have the following estimate,
(3.32) Inserting this estimate into (3.31) and then the result in (3.30) and (3.27), we obtain, for any β ≥ 1, that
33) where τ := βµ/d. Note that if we require τ ≥ 4 then β = τ d/µ ≥ 1, since µ ≤ 4d. We may thus replace β ∈ [1, ∞) by τ ∈ [4, ∞). Our goal is to choose τ such that
Note that, due to µ ≤ 4d,
We choose τ := Y + 2 ln(Y ) and observe that Y ≥ 2.38 insures τ ≥ 4.11 ≥ 4, as required. Moreover, with this choice, we have ) and
This, in turn, yields
and by inserting (3.39) and (3.34) into (3.33), we arrive at
. 
Proof. We first define the nearest-neighbor hopping matrix T on Λ by T w,z := 1 if |w − z| 1 = 1 and T w,z := 0, otherwise. For a given subset C ⊂ Λ, the matrix T C := P C T P C denotes the hopping matrix restricted to C. Note that ∆ C = T C − 2dP C is the difference of the two commuting matrices T C and 2dP C . Hence, for x ∈ C,
(3.42) Due to this identity and the fact that x ∈ A ⊆ B, Eq. (3.41) is equivalent to
, for all intergers n. Thus, (3.43) follows from an expansion of the exponentials in Taylor series,
(3.44) QED Lemma 3.5. Let m < L/2 be an integer and let Q = {−m, . . . , m} d be a cube. Denote by ∆ Q the nearest-neighbor Laplacian on Q, i.e., ∆ Q = P Q ∆P Q = −2dP Q + T Q , T Q := P Q T P Q , and T x,y = 1l(|x − y| 1 = 1). Then, for all β > 0, is the sum of translated, but mutually disconnected copies of ∆ Q . We observe that
As an intermediate result, we thus have
Next, we translate ∆ by the elements of Q, i.e., for η ∈ Q, we introduce ∆
Of course, ∆ (η) is unitarily equivalent to ∆. We observe that
where, for w, z ∈ Λ,
since T w,z = 0 only if w − z are neighboring lattice sites. Hence,
where ∆ ≤ 0 is the nearest-neighbor Laplacian on Λ (with periodic b.c.). This and the convexity of A → Tr{e βA } therefore imply that
We diagonalize ∆ by discrete Fourier transformation on C Λ . The eigenvalues of −∆ are given by ω(k), where
Inequality (3.55) holds for every L = r(2m + 1), and hence also in the limit L → ∞. Since the right side of (3.50) is a Riemann sum approximation to the integral in (3.45), this limit yields the asserted estimate (3.45). QED
The Discrete Laplacians on Ω, Ω c , and their Eigenvalue Sums
In this final subsection, we compare the sum of the eigenvalues of
below µ to the sum of the eigenvalues of −∆ below µ, where Ω ⊆ Λ is an arbitrary, but henceforth fixed, subset of Λ, and Ω c := Λ \ Ω is its complement. To this end, we introduce the difference of these eigenvalue sums,
. We further set P + := P ⊥ − and P + := P ⊥ − . Since P − commutes with P Ω , we have that Tr{(− ∆ − µ) P − } = Tr{(−∆ − µ) P − }, and thus
is manifestly nonnegative. The derivation of a nontrivial lower bound on δE(µ, Ω) of the form δE(µ, Ω) ≥ α(µ) |∂Ω|, where α(µ) > 0 is a positive constant which depends only on µ and the spatial dimension d ≥ 1 (but not on Ω), is a task that was first addressed by Freericks, Lieb, and Ueltschi in [2] . Shortly thereafter, Goldbaum [3] improved the numerical value for α(µ) > 0, especially if µ is close to 2d. As a consequence of the estimates in [2, 3] , we have the following lemma. Proof. We only give the proof of (ii), which amounts to reproducing the proof of Lemma 3.1 in [2] . By {ψ k } k∈Λ * ⊆ C Λ we denote the orthonormal basis (ONB) of eigenvectors of ∆, i.e.,
and we have that −∆ψ k = ω(k)ψ k , with ω(k) = d ν=1 2{1 − cos(k ν )}. Evaluating the traces in Eq. (3.58) by means of this ONB, we obtain
(3.63)
Let {ϕ j } |Λ| j=1 ⊆ C Λ be an ONB of eigenvectors of ∆, i.e., − ∆ϕ j = e j ϕ j . For any k ∈ Λ * and 1 ≤ j ≤ |Λ|, we observe that 
where b k := P ∂Ω ∆P ⊥ Ω ψ k is the boundary vector that plays a crucial role in [2] . By summation over all j corresponding to eigenvalues e j > µ, we obtain
Now define q : T d → Λ * by the preimages
for k ∈ Λ * . In other words, given ξ ∈ T d , the point q(ξ) ∈ Λ * is the closest point to ξ. In particular, |ξ − q(ξ)| ∞ ≤ π L , which implies that |ω(q(ξ)) − ω(ξ)| ≤ 2πd L , by Taylor's theorem. Hence,
Since, by assumption,
and ω(ξ) ≤ ξ 2 , we have
(3.74) Inserting (3.73)-(3.74) into (3.71), we arrive at the asserted estimate. QED
