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The Necessary and Sufficient Conditions of Separability for Bipartite Pure States in
Infinite Dimensional Hilbert Spaces
Su Hu∗ and Zongwen Yu†
Department of Mathematical Sciences, Tsinghua University, Beijing, 100084 China
In this letter, we present the necessary and sufficient conditions of separability for bipartite pure
states in infinite dimensional Hilbert spaces. Let M be the matrix of the amplitudes of |ψ〉, we
prove M is a compact operator. We also prove |ψ〉 is separable if and only if M is a bounded linear
operator with rank 1, that is the image of M is a one dimensional Hilbert space. So we have related
the separability for bipartite pure states in infinite dimensional Hilbert spaces to an important class
of bounded linear operators in Functional analysis which has many interesting properties.
PACS numbers: 02.30.-f, 03.65.Db, 03.67.Mn
A pure state is separable if and only if it can be written
as a tensor product of states of different subsystems. It is
also known that a state |ψ〉 of a bipartite system is sep-
arable if and only if it has Schmidt number 1 [1]. Peres
presented a necessary and sufficient condition for the oc-
currence of Schmidt decomposition for a tripartite pure
state [2] and showed that the positivity of the partial
transpose of a density matrix is a necessary condition
for separability [3]. Thapliyal showed that a multipar-
tite pure state is Schmidt decomposable if and only if
the density matrices obtained by tracing out any party
are separable [4]. In [5], Dafa Li obtained a necessary
and sufficient conditions of separability for multipartite
pure state in finite dimensional Hilbert spaces. In [6], Yu
and Hu gave other necessary and sufficient conditions,
and simplified the proof of the main result in [5]. They
also obtained an algorithm to determine the separabil-
ity of any multipartite pure state efficiently and quickly.
But all of the previous works only aimed to determine
the multipartite pure state in finite dimensional Hilbert
spaces. In this letter, we gave the necessary and suffi-
cient conditions of separability for bipartite pure state in
infinite dimensional Hilbert spaces and relate this prob-
lem to an important class of bounded linear operators in
Functional analysis.
Let HA, HB be two infinite dimensional Hilbert
spaces. We define their tensor product as in [7].
Let HA
⊗
a HB denote the algebraic tensor prod-
uct of HA and HB consider as a linear space over
C. It is easy to see (
∑m
i=1 hi ⊗ ki,
∑n
j=1 h
′
j ⊗ k
′
j) =∑m
i=1
∑n
j=1 (hi, h
′
j)(ki, k
′
j) defines an inner product of
HA
N
a HB. We should note that this space is not com-
plete with this inner product. Pass to completion, we
get a Hilbert space. As in Functional analysis, we call
it the tensor product of HA and HB and denote it by
HA ⊗ HB. We can prove [7], if {eα}α∈A and {fβ}β∈B
are orthonormal basis for HA and HB respectively, then
{eα ⊗ fβ}(α,β) ∈ HA ⊗ HB is an orthonormal basis for
HA ⊗HB.
Let us now consider two physical systems A and B
represented by the Hilbert spaces HA and HB respec-
tively. The joint system is represented by the Hilbert
space HA ⊗ HB. Let |ψ〉 ∈ HA ⊗ HB be a pure state
of a composite system AB. We also say |ψ〉 is separable
if and only if it can be written as a tensor product of
states of different subsystems. In this letter, we suppose
HA and HB have countable number of dimensions, this
is equivalent to say that HA and HB are separable topo-
logical spaces [8]. Let |i〉(|j〉) be the orthonormal basis
for Hilbert space HA(HB). From above, we know |i〉|j〉 is
an orthonormal basis for Hilbert space HA ⊗HB. Since
|ψ〉 ∈ HA⊗HB, we can give the Fourier expansion of |ψ〉
under this basis. Then we can write |ψ〉 =
∑
i,j aij |i〉|j〉,
where aij ∈ C and
∑∞
i=1
∑∞
j=1 |aij |
2 = 1. Let M = (aij)
be the infinite (but countable) dimensional matrix of the
amplitudes of |ψ〉. We will prove M is a compact linear
operator in Functional analysis and give the criterion for
the separability.
Definition 1. [8] l2 denote the set of all infinite se-
quences {xn}
∞
n=1 such that
∑∞
i=1 |xi|
2 < ∞. For x, y in
l2 define the inner product by (x, y) =
∑∞
i=1 xiy¯j. It is
easy to show l2 is a Hilbert space with this inner product.
For x = {xn}
∞
n=1 ∈ l
2, denote x =
(x1, x2, · · · , xn, · · · )
T , x¯ = (x¯1, x¯2, · · · , x¯n, · · · )
T .
Theorem 1. |ψ〉 is separable if and only if there exist
two unit vectors x, y ∈ l2 such that M = xy†.
Proof. ⇒ By definition, |ψ〉 is separable if and only if
we can write |ψ〉 = (
∑∞
i=1 xi|i〉) ⊗
(∑∞
j=1 yj |j〉
)
where∑∞
i=1 |xi|
2 = 1 and
∑∞
j=1 |yj|
2 = 1. As above |ψ〉 =∑
i,j aij |i〉|j〉 is the Fourier expansion of |ψ〉 under the
orthonormal basis |i〉|j〉 in HA⊗HB. From the definition
of tensor product for infinite dimensional Hilbert spaces.
2We have
aij = (|ψ〉, |i〉|j〉)
=
 ∞∑
i
′=1
xi′ |i
′
〉
⊗
 ∞∑
j
′=1
yj′ |j
′
〉
 , |i〉|j〉

=
 ∞∑
i
′=1
xi′ |i
′
〉, |i〉
 ∞∑
j
′=1
yj′ |j
′
〉, |j〉

= xiyj (1)
We set x =

x1
x2
...
xn
...
 , y =

y1
y2
...
yn
...
. From
∑∞
i=1 |xi|
2 = 1
and
∑∞
j=1 |yj |
2 = 1, we see x, y ∈ l2 and as above
M = (aij) =

a11 · · · a1n · · ·
...
. . .
...
. . .
an1 · · · ann · · ·
...
. . .
...
. . .
. From (1) and the
multiplication law for infinite (countable) dimensional
matrices, we see M = xy†.
⇐ Suppose that M = xy†, x, y ∈ l2. Because M =
(aij) be the matrix of the amplitudes of |ψ〉, we know∑∞
i=1
∑∞
j=1 |aij |
2 = 1. From M = xy† and the multi-
plication for infinite (countable) dimensional matrices,
we see aij = xiy¯j. From
∑∞
i=1
∑∞
j=1 |aij |
2 = 1, we
have
∑∞
j=1 |yj |
2
∑∞
i=1 |xi|
2 = 1. We denote ‖ x ‖=∑∞
i=1 |xi|
2 < +∞, ‖ y ‖=
∑∞
j=1 |yj |
2 < +∞ (because
x, y ∈ l2). Under the suppose x˜ = x‖x‖ , y˜ =
y
‖y‖ , we also
have M = x˜y˜. So we can suppose ‖ x ‖=‖ y ‖= 1 and
construct two states |v〉 =
∑∞
i=1 xi|i〉, |w〉 =
∑∞
j=1 y¯j |j〉.
We have
|v〉 ⊗ |w〉 =
(
∞∑
i=1
xi|i〉
)
⊗
 ∞∑
j=1
yj|j〉

=
∞∑
i=1
∞∑
j=1
xiy¯j |i〉|j〉 =
∑
i,j
aij |i〉|j〉 = |ψ〉
We see |ψ〉 is a separable pure state.
Lemma 1. IfM is the matrix of the amplitudes of a pure
state |ψ〉, then M = xy† if and only if the determinants
of all the 2× 2 submatrices of M are zero.
Proof. ⇒ M = xy†, where M = (aij), x = (xi), y = (yj).
As above we see aij = xiy˜j . m =
(
ail aik
ajl ajk
)
is any
2 × 2 submatrix of M . It is easy to check det(m) =
ailajk−aikajl = xiy¯lxj y¯k−xiy¯kxj y¯l = 0. Therefore if |ψ〉
is separable, the determinates of all the 2×2 submatrices
are zero.
⇐ Suppose M = (M1,M2, · · · ,Mj , · · · ) (we can sup-
pose M1 6= 0). If M1,Mj are linearly independent for
some j > 1, then the 2 × 2 submatrix is reversible, so
det(m) 6= 0. This is a contradiction. So for each j we
have a constant λj ∈ C, such that Mj = λjM1. Then
M = (M1,M2, · · · ,Mj , · · · )
= (M1, λ2M1, · · · , λjM1, · · · )
= M1(1, λ2, · · · , λj , · · · ) (2)
Set x = M1, y = (1, λ¯2, · · · , λ¯j , · · · )
T . Since M is the
matrix of the amplitudes of |ψ〉, it is obviously x, y ∈ l2.
From (2) we have M = xy†, as desired.
Theorem 2. |ψ〉 is a separable pure state if and only
if the determinate of all the 2 × 2 submatrices of M are
zero.
Proof. This is immediately from theorem 1 and lemma
1.
Remark Theorem 2 generalize the corresponding result
in [5] to infinite dimensional Hilbert spaces.
Definition 2. [8] An operator T on Hilbert space H has
finite rank if Im(T )(the image of T ) is finite dimen-
sional.
Theorem 3. |ψ〉 is a pure state in HA ⊗HB. M is the
matrix of the amplitudes of |ψ〉, then M is a compact
linear operator on the Hilbert space l2.
Proof. 1) Denote M =

MT1
MT2
...
MTj
...
. ∀x ∈ l
2 we have
Mx =

MT1
MT2
...
MTj
...
 x =

MT1 · x
MT2 · x
...
MTj · x
...
 =

(M1, x¯)
(M2, x¯)
...
(Mj, x¯)
...

So ‖Mx ‖2=
∑∞
i=1 |(Mi, x¯)|
2 ≤
∑∞
i=1 ‖Mi ‖
2‖ x ‖2 =∑∞
i=1
∑∞
j=1 |aij |
2 ‖ x ‖2 =‖ x ‖2. We get M is a well
defined bounded linear operator on l2 with the norm
‖M ‖≤ 1.
2) To prove M is a compact operator, according to [8]
we should only to show there is a sequence {Tn} of op-
erators of finite rank such that ‖M − Tn ‖→ 0(n→∞).
Because M = (aij) is the matrix of the amplitudes of
3|ψ〉, we have
∑∞
i=1
∑∞
j=1 |aij |
2 = 1. We set
Mn =

a11 a12 · · · a1n 0 0 · · ·
a21 a22 · · · a2n 0 0 · · ·
...
...
. . .
...
...
...
. . .
an1 an2 · · · ann 0 0 · · ·
0 0 · · · 0 0 0 · · ·
0 0 · · · 0 0 0 · · ·
...
...
...
...
...
...
. . .

,
obviously Mn has finite rank.
Denote s =
∑∞
i=1
∑∞
j=1 |aij |
2 = 1, sn =∑n
i=1
∑n
j=1 |aij |
2, from the absolute convergence of s, we
know
|s− sn| → 0 (n→∞). (3)
We have
M −Mn =

0 0 · · · 0 a1(n+1) a1(n+2) · · ·
0 0 · · · 0 a2(n+1) a2(n+2) · · ·
...
...
. . .
...
...
...
. . .
0 0 · · · 0 an(n+1) an(n+2) · · ·
a(n+1)1 a(n+1)2 · · · a(n+1)n a(n+1)(n+1) a(n+1)(n+2) · · ·
a(n+2)1 a(n+2)2 · · · a(n+2)n a(n+2)(n+1) a(n+2)(n+2) · · ·
...
...
...
...
...
...
. . .

=

BT1
BT2
...
BTn
BTn+1
BTn+2
...

. (4)
From
∑∞
i,j=1 |aij |
2 = 1, we see Bi ∈ l
2(i ≥ 1).
(l2)1 denote the closed unit ball in l
2. ∀φ ∈ (l2)1, We
have
(M −Mn)φ =

BT1
BT2
...
BTj
...
φ
=

BT1 · φ
BT2 · φ
...
BTj · φ
...
 =

(B1, φ¯)
(B2, φ¯)
...
(Bj , φ¯)
...
 . (5)
Then ‖ (M − Mn)φ ‖
2=
∑∞
i=1 |(Bi, φ¯)|
2 ≤∑∞
i=1 ‖ Bi ‖
2‖ φ ‖2 ≤
∑∞
i=1 ‖ Bi ‖
2. From (4) we get
∞∑
i=1
‖ Bi ‖
2 =
n∑
i=1
‖ Bi ‖
2 +
∞∑
i=n+1
‖ Bi ‖
2
=
n∑
i=1
∞∑
j=n+1
|aij |
2 +
∞∑
i=n+1
∞∑
j=1
|aij |
2
= |s− sn| (6)
From (5) and (6), ‖ (M −Mn)φ ‖
2≤ |s− sn|, ∀φ ∈ (l
2)1.
From the definition of the norm of the operators on l2, we
have ‖ M −Mn ‖
2=
∑
φ∈(l2)1
‖ (M −Mn)φ ‖
2 ≤ |s − sn|.
From (3), we get ‖ M −Mn ‖→ 0(n → ∞). So we see
M is a compact operator on l2.
Remark: We know all the compact operators form a
closed two sided ideal in operator algebra and they have
many interesting properties. For example [8]
(1) “If A is a compact linear operator on H,λ ∈ C and
λ 6= 0, then the image of A is closed and dimker(A −
λI) = dim ker(A− λI)† <∞”, this is a famous theorem
named “The Fredholm Alternative” in Functional anal-
ysis. Someone call this is “the linear algebra of infinite
dimensional spaces”.
(2) “A is compact if and only if A† is compact.” This
is a theorem of Schaduer.
Lemma 2. [8] If T is a positive compact operator, then
there is a unique positive compact operator A such that
A2 = T . A is called the positive square root of T .
Lemma 3. [8] (Polar decomposition of compact oper-
ators.) Let T be a compact operator on Hilbert space
H and let A be the unique positive square root of T †T .
Then (a) ‖ Ah ‖=‖ Th ‖ for all h in H. (b) There
is a unique operator U such that ‖ Uh ‖=‖ h ‖ when
h ⊥ kerT, Uh = 0, when h ∈ kerT and UA = T .
Theorem 4. |ψ〉 is a pure state in HA ⊗ HB. M is
the matrix of the amplitudes of |ψ〉, then M has polar
decomposition.
4Proof. Form theorem 3 and Lemma 3.
We will see if |ψ〉 is separable,M is not only a compact
linear operator, but also an operator with rank 1. We
know from Analysis the operators which have finite rank
must be a compact operator [8].
Lemma 4. If M is the matrix of the amplitudes of a
pure state |ψ〉, then M = xy†, where x, y ∈ l2 if and only
if M is a bounded linear operator with rank 1.
Proof. ⇒ ∀z ∈ l2, denote y =

y1
y2
...
yn
...
 , z =

z1
z2
...
zn
...
.
We have
Mz = xy†z = x(y¯1, y¯2, · · · , y¯n, · · · )

z1
z2
...
zn
...
 = x
(
∞∑
i=1
y¯izi
)
,
so ImM ⊂ span(x). But M 6= 0, we get dim ImM = 1.
⇐ Suppose dim ImM = 1. Denote M =
(M1,M2, · · · ,Mi, · · · )( we can suppose M1 6= 0). Sup-
pose the vector ei ∈ l
2 is the vector with all 0s except
for a 1 in the ith coordinate. We have Me1 = M1 and
Mei = Mi. Then M1,Mi ∈ ImM , but dim ImM = 1,
so there exists λi ∈ C such that Mi = λiM1. We have
M = (M1,M2, · · · ,Mi, · · · )
= (M1, λ2M1, · · · , λiM1, · · · )
= M1(1, λ2, · · · , λi, · · · ) (7)
Denote x = M1, y = (1, λ2, · · · , λi, · · · )
†. M is the ma-
trix of the amplitudes of |ψ〉, we see that x, y ∈ l2. Fi-
nally, from (7) we get M = xy†, as desired.
Theorem 5. |ψ〉 is a separable pure state if and only if
M is a bounded linear operator with rank 1.
Proof. From theorem 1 and lemma 4.
Corollary 1. |ψ〉 is a separable pure state in HA ⊗HB.
M is the matrix of the amplitudes of |ψ〉. We have follow-
ing results 1) ImM † is also closed; 2) ImM = kerM †
⊥
;
3) ImM † = kerM⊥; 4) M is an open mapping; 5) M †
is an open mapping.
Proof. According to theorem 5, dim ImM = 1, so ImM
is a closed subspace in l2. All the above results follow
from the closed range theorem [8].
Denote L (l2) to be the algebra of bounded lin-
ear operators on l2 and B0(l2) to be the ideal
of compact operators on l2. We also define
two subsets of L (l2), F = {M ∈ L (l2) :
M is a bounded linear operator with rank 1}. T =
{M ∈ L (l2) :M is the matrix of a bipatite pure state
of a compositesystem AB}.
From theorem 3 and 5, we get T ⊂ F ⊂ B0(l2) ⊂
L (l2), and relate the separability for bipartite pure
states to an important class of bounded linear operators
in Functional analysis.
So, given a pure state |ψ〉 in HA⊗HB,M is the matrix
of the amplitudes of |ψ〉, if M is not a rank 1 operator
on l2, we can conclude that |ψ〉 is not separable. But the
rank 1 operators in an infinite dimensional Hilbert space
are rare, so the separable pure states in HA ⊗ HB are
also rare.
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