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Les turbines aéronautiques doivent satisfaire à des normes d’émissions polluantes tou-
jours en baisse. La qualité du mélange du carburant et de l’air dans la chambre de combus-
tion est responsable de la formation de polluants nocifs pour l’environnement. La simula-
tion aux grandes échelles (LES) permet d’étudier les mécanismes de mélanges turbulents
de l’air et du carburant. La prise en compte de l’aspect liquide du carburant injecté devient
nécessaire pour prédire correctement l’apparition de vapeur de carburant au sein du foyer.
Le but de cette thèse est évaluer la fiabilité des simulations LES Euler-Euler dans une
configuration complexe. Les processus d’injection, et d’évaporation du carburant liquide
sont analysés et modélisés dans les simulations LES car ils pilotent la formation de vapeur
de carburant. Les méthodes numériques pour résoudre les équations continues de la phase
dispersée doivent permettre des simulations précises et robustes dans une configuration
représentative d’une chambre de combustion. Les simulations présentées dans ces travaux
reproduisent l’écoulement diphasique évaporant non-réactif du banc d’essaiMercato. Ce
banc est équipé d’un système d’injection d’air vrillé et d’un atomiseur pressurisé-swirlé de
kérosène typiques des foyers aéronautiques réels.
Dans ces travaux, le modèle pour l’injection de liquide FIM-UR a été développé pour
définir les conditions limites conduisant à un spray issu d’un atomiseur préssurisé-swirlé.
Le kérosène employé dans les campagnes expérimentales est modélisé dans les simulations
par un composé permettant d’obtenir des temps d’évaporation réalistes. Trois stratégies
numériques ont été mises en place sur la configuration Mercato. Les comparaisons des
résultats numériques aux mesures expérimentales ont permis d’évaluer la stratégie numé-
rique conduisant à la meilleure précision. L’utilisation du schéma centré TTGC associé à
un opérateur de viscosité artificielle localisée par un senseur adapté est optimale lorsque
l’équation sur l’énergie décorrélée des gouttes est résolue. Cette stratégie permet de contrô-
ler la localisation et les niveaux de viscosité par rapport à un schéma décentré. Les termes
sources liés au mouvement mésoscopique permettent de redistribuer l’énergie dans les zones
de compression ou de détente de la phase dispersée, et d’obtenir les bonnes répartitions
des fluctuations dans la chambre de combustion. La stratégie retenue est comparée aux
statistiques de la dynamique du spray résolu par une approche Lagrangienne employant
la même injection monodispersse. Le méthode Euler-Euler conduit à la même précision de
la dynamique de la phase dispersée que la méthode Euler-Lagrange. L’accès à l’évolution
instationnaire de l’écoulement permet d’identifier les mêmes mécanismes de dispersion
et de mélange dans les deux simulations. Des différences sur la répartition de diamètre
moyen et de carburant dans la chambre ont été mis en évidence et reliés à la polydisper-
sion locale qui n’est pas résolue dans l’approche Euler-Euler monodisperse et qui apparaît
naturellement dans l’approche Euler-Lagrange malgré l’injection monodisperse.
Mots clés : Simulation aux grandes échelles, écoulement diphasique, approche Euler-
Euler, injection liquide, évaporation, kérosène.
Abstract
Aeronautical gas turbines are facing growing demands on emission reductions. Indeed,
the quality of the air-fuel mixture directly triggers the formation of pollutants degrading
the environment. Large Eddy Simulation is an accurate numerical method to predict tur-
bulent mixing in combustors. Adding the liquid phase of the fuel in these simulations also
becomes necessary to properly predict the injection process and the vaporization of the
fuel in the combustion chamber.
The purpose of this dissertation is to evaluate the accuracy and reliability of Euler-Euler
LES in a complex combustor configuration. The injection and vaporization processes of the
fuel liquid phase are both modeled in the present LES as they drive the formation of the
fuel gas phase. Moreover, the numerical methods that solve the continuous equations of
the disperse phase must be accurate and robust in realistic combustor configurations. The
simulations shown in the present study reproduce the non-reactive two-phase flow of the
ONERA Mercato test bench. The experimental set-up is equipped with an air-swirler
injection system and a pressure-swirled atomizer typical of actual turboengine combustors.
In the present work the FIM-UR liquid injection model has been developed. It creates
boundary conditions profiles for a liquid spray produced by a pressure-swirled atomizer.
Kerosene used in the experiments is modeled in the present numerical simulations by a
single species leading to a good estimate of the vaporization rate. Three numerical strate-
gies have been tested on the Mercato configuration. Comparisons between experimental
and LES results help defining the most accurate numerical strategy. The use of the cente-
red numerical scheme TTGC stabilized by a localized artificial viscosity operator is best
when the random uncorrelated energy of droplets is also resolved. Unlike an upwind nume-
rical scheme, the selected strategy allows the user to control where and how much artificial
viscosity is added. The source terms coming from the mesoscopic movement redistribute
the energy in the compression or expanding zones of the disperse phase, and provide the
proper distribution of fluctuations in the combustion chamber. The obtained strategy is
compared with the statistics provided by a Lagrangian description of the liquid spray in
the same mono-disperse injection. The Euler-Euler approach leads to the same accura-
cy in the same spray dynamics of the disperse phase as in the Euler-Lagrange method.
Both unsteady flow simulations also provide the same dispersion and mixing processes
in the Mercato set-up. Differences on the mean diameter and the fuel distribution in
the combustion chamber are seen and related to the local poly-dispersion that cannot
be resolved in the mono-disperse Euler-Euler approach and that naturally appear in the
Euler-Lagrange method despite the mono-disperse injection.
Key words : Large eddy simulation, two-phase flow, Euler-Euler approach, liquid in-
jection, vaporization, kerosene.
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1.1 Contexte de l’étude
Le secteur des transports est responsable d’une part importante des émissions de gaz à
effet de serre et des polluants dans l’atmosphère. Les nouvelles normes environnementales
fixent les taux d’émissions polluantes. Elles sont de plus en plus sévères et incitent les
motoristes à concevoir des moteurs plus propres.
Plusieurs types d’espèces chimiques produites par le processus de combustion peuvent
être regroupés sous le terme d’émissions polluantes. Les émissions de gaz à effet de serre
sont les émissions prépondérantes et inévitables dans tous les procédés d’oxydation des
carburants fossiles. Le dioxyde de carbone CO2 et la vapeur d’eau H2O sont les produits
majoritaires de la combustion, et sont également les espèces chimiques qui contribuent
le plus fortement à l’augmentation de l’effet de serre. Ces espèces chimiques retiennent
en effet le rayonnement infrarouge qui contribue à l’augmentation de la température à la
surface de la terre. Pour diminuer ces émissions, il s’agit de diminuer la consommation de
carburant fossile. Si l’augmentation du rendement global des moteurs permet de diminuer
la consommation de carburant pour une mission particulière, elle ne pourra pas compenser
l’augmentation plus générale de la consommation d’énergie fossile due à l’augmentation du
trafic aérien, routier et maritime liée à l’augmentation de la population, au développement
économique de pays émergents, et à la mondialisation de la production, de l’économie, et
du tourisme... L’amélioration du rendement global des moteurs aéronautiques se fait par
une optimisation de chaque élément et étage de la turbine à gaz pour fournir une poussée
supérieure pour une consommation de carburant donnée. Dans cette optique, la marge de
manoeuvre sur la chambre de combustion est faible, à partir du moment où l’ensemble du
carburant injecté est brûlé.
Néanmoins les conditions dans lesquelles se déroule le processus d’oxydation du carbu-
rant dans le foyer influencent directement la formation d’espèces chimiques nocives pour la
santé et l’environnement. Parmi ces émissions polluantes nocives, on peut citer les oxydes
d’azote, communément regroupés sous le terme NOx, le monoxyde de carbone CO, les
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hydrocarbures imbrûlés UHC, les suies qui sont des chaînes de composés carbonés ag-
glomérés, les particules métalliques, les sulfates, les nitrates, les radicaux chimiques... Les
modes de combustion présents dans le foyer favorisent la formation de certaines espèces
chimiques. Les zones de flamme à haute température émettent des NOx en plus grande
quantité. La combustion pauvre, qui permet de limiter la température de flamme, conduit
à l’augmentation de l’émission de CO et d’UHC. La qualité du carburant employé, no-
tamment sa teneur en souffre, en métalloïdes ou en composés aromatiques, conditionne
l’émission de sulfates, nitrates, de radicaux chimiques et des suies. L’interaction de la
flamme et des parois de la chambre conditionne les émissions de particules métalliques...
Toutes ces émissions polluantes doivent maintenant satisfaire à des normes environne-
mentales. Chaque type de polluants est produit dans des conditions particulières parfois
opposées d’un type de polluant à un autre. Pour parvenir à une solution technologique
optimale, les motoristes doivent connaître, prévoir et localiser les processus chimiques et
dynamiques se déroulant à l’intérieur des chambres de combustion. La simulation numé-
rique joue un rôle essentiel dans ces différentes étapes de conception et d’optimisation de
l’étage de combustion.
Le CERFACS développe depuis plus de 15 ans, le code AVBP qui est dédié à l’étude des
écoulement réactifs dans des géométries complexes. Ce code de calcul est utilisé dans cer-
taines phases d’étude de nouvelles chambres de combustion. Il apporte une compréhension
des phénomènes instationnaires et de stabilisation des flammes dans les foyers.
Les phénomènes instationnaires comme l’allumage et l’extinction ainsi que les phé-
nomènes de stabilisation d’une flamme dans un brûleur sont fortement dépendants des
mécanismes de mélange entre l’air et le carburant. De même, différents modes de com-
bustion peuvent s’établir en différents points de la chambre de combustion selon la qua-
lité du mélange air/carburant. Les mécanismes de mélange sont complètement modifiés
si le carburant est injecté sous forme liquide dans la chambre de combustion. Ainsi la
prise en compte des aspects diphasiques, comme l’injection de carburant, la dispersion du
brouillard de kérosène et l’évaporation, est essentielle pour analyser finement les modes
de combustion dans un foyer.
1.2 Simulation numérique des écoulements diphasiques
1.2.1 Etat de l’art
Les écoulements diphasiques apparaissent dans de nombreux phénomènes physiques na-
turels (nuages, brouillards, écoulement à surface libre des cours d’eau, écumes des vagues,
sédimentation de particules...) et sont également présents dans de nombreuses applica-
tions industrielles (transport de poudres par lits fluidisés, forages pétroliers, réacteurs
chimiques, échangeurs thermiques, moteurs automobiles...). Leur omniprésence dans des
domaines physiques très variés a favorisé un développement important des méthodes nu-
mériques pour la simulation des écoulements diphasiques. Elles peuvent être hiérarchisées
en fonction des problèmes qu’elles permettent de simuler.
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1.2 Simulation numérique des écoulements diphasiques
La résolution exacte d’un système diphasique consiste à résoudre au cours du temps
les équations de Navier-Stokes et/ou des milieux continus et de coupler les problèmes par
des relations de saut aux interfaces entre les deux fluides pour prendre en compte les
échanges de masse, de quantité de mouvement et d’énergie entre les phases. Une telle mé-
thode nécessite des méthodes numériques adaptées (Menard et al., 2007; Desjardins et al.,
2008b; Dupont & Legendre, 2009; Legendre et al., 2009) et une résolution spatiale suffi-
sante pour résoudre la position des interfaces. Si cette méthode très coûteuse peut-être
envisagée pour les problèmes dans lesquels les interfaces ont un intérêt fort (atomisation
de jets liquides, écoulements à surface libre...) il n’est pas envisageable de l’appliquer à
l’écoulement d’un brouillard de gouttes de carburant en suspension dans une chambre
de combustion aéronautique. De plus, une telle résolution apporterait une quantité im-
portante d’information qui n’est certainement pas nécessaire pour la compréhension de
l’écoulement global. En effet, la connaissance de propriétés moyennes de la phase disper-
sée comme la distribution de masse, la vitesse et la température moyennes des particules
sur un volume réduit sont souvent largement suffisantes. Ainsi des méthodes adaptées
aux écoulements dispersés ont été développées spécifiquement dans le but d’obtenir des
quantités représentatives du brouillard de manière efficace. Mashayek & Pandya (2003)
font une revue détaillée des différentes descriptions employées pour la simulation des écou-
lements turbulents chargés en particules ou en gouttelettes. Les méthodes adaptées aux
écoulements dispersés se distinguent en deux groupes : les méthodes Lagrangiennes et les
méthodes Eulériennes. Ces méthodes résolvent séparément l’écoulement turbulent pour
la phase porteuse et la dynamique du brouillard de gouttes. Elles considèrent les gouttes
comme des particules sphériques indéformables dont le rayon, la température, la vitesse
et la concentration peuvent évoluer en fonction des efforts et des échanges avec la phase
porteuse.
Utiliser une méthode adaptée aux écoulements dispersés pour résoudre la dynamique
et la thermique du carburant liquide injecté dans un foyer aéronautique revient à supposer
que le processus d’atomisation primaire est achevé. Dans les zones proches des injecteurs
cette hypothèse forte est à reconsidérer et une modélisation particulière est à prendre à
compte. Plus loin dans l’écoulement, l’hypothèse de sphéricité des gouttes est raisonnable.
Une goutte sphérique reste n’est pas déformée tant que les effets de tension superficielle
restent prédominants devant les effets d’inertie :

d
≫  |ul − u|2 (1.1)
c’est-à-dire un nombre de Weber We très petit :
We =
 |ul − u|2 d

≪ 1 (1.2)
Pour une goutte de kérosène, en prenant une goutte de diamètre caractéristique d de
100 microns et un coefficient de tension de surface  de 26 mN/m dans l’air à température
ambiante (densité :  = 1:2 kg/m3, viscosité :  = 1:8×10 5 kg/m/s), les effets d’inertie ne
déforment pas la goutte tant que la vitesse relative de la goutte dans l’écoulement gazeux
est plus petite que 15 m/s, c’est-à-dire que le nombre de Reynolds particulaire Eq. (1.3)
est plus petit que 100.
Rep =





Dans les applications considérées, le nombre de Reynolds particulaire est de l’ordre de
quelques centaines. Ainsi l’hypothèse de goutte sphérique semble relativement bien justifiée
puisque les gouttes de carburant une fois formées sont sphériques et ne sont pas déformées
par l’écoulement. La résolution de l’interface air/liquide n’a pas un grand intérêt pour
étudier la dynamique du spray, à condition de s’assurer que la phase d’atomisation est
terminée.
Les méthodes Lagrangiennes consistent, de manière générale, à résoudre les équations
de la mécanique du point pour les particules soumises aux forces exercées par le fluide por-
teur et à suivre la trajectoire de chaque particule dans le domaine de calcul. Les particules
suivies dans la simulation peuvent correspondre à des particules réelles ou des ensembles1
de particules réelles initialement proches. Dans ce cas là, la méthode Lagrangienne est
dite déterministe. Il s’agit alors d’évaluer les efforts du gaz à l’endroit de la particule, ce
qui n’est pas forcément simple. Si la méthode de suivi Lagrangien est couplée avec une
méthode de simulation numérique directe2, les propriétés à l’endroit de la goutte sont
évaluées par une interpolation qui doit être précise. De telles simulations sont très utili-
sées car elles permettent d’analyser des comportements statistiques des gouttes, de leur
dynamique, dispersion, évaporation ou réaction chimique dans un écoulement turbulent
simple comme une turbulence homogène isotrope (Squires & Eaton, 1991; Elghobashi &
Truesdell, 1992; Mashayek et al., 1997; Boivin et al., 1998; Re´veillon et al., 2004), ou
une turbulence cisaillée (Mashayek, 2000; Okong’o & Bellan, 2000; Vermorel et al., 2003;
Re´veillon & Vervisch, 2005; Vance et al., 2006). Lorsque la méthode de suivi particu-
laire est couplée à une simulation numérique employant un certain niveau de modélisation
de l’effet de la turbulence, comme la simulation aux grandes échelles LES ou les simu-
lations RANS, l’évaluation des efforts du gaz sur les particules n’est alors plus directe.
Dans les simulations RANS3, les équations de Reynolds sont résolues pour déterminer le
champ de vitesse moyenne au sens statistique, dans les simulations LES4, les équations
de Navier-Stokes filtrées sont résolues pour déterminer le champ résolu de vitesse associé
aux mouvements des plus grandes structures de la turbulence. Dans ces approches, les
grandeurs du fluide porteur interpolées à l’endroit de la particule ne correspondent pas
aux grandeurs vues par la particule puisque la présence de la goutte dévie localement l’é-
coulement porteur. Il s’agit alors de reconstruire à partir des statistiques de la turbulence
locale une turbulence synthétique à l’endroit de la particule. La méthode n’est alors plus
à proprement parlé déterministe. Dans la plupart des calculs réalisés en LES, les effets des
fluctuations dus aux plus petites échelles sur les particules sont négligés (Wang & Squires,
1996; Boivin et al., 2000; Sankaran & Menon, 2002; Apte et al., 2003; Patel & Menon,
2008). En tenant compte des interactions directes-inverses5 entre les particules et le fluide
porteur, les particules et leur sillage peuvent éventuellement influencer la modélisation de
la turbulence, c’est-à-dire le modèle de sous-maille en LES (Yuu et al., 2001; Pandya &
Mashayek, 2002) ou les équations de transport des grandeurs statistiques de la turbulence
1En anglais, on parle de parcel pour dénommer les particules numériques représentant une dizaine de
particules identiques.
2L’écoulement turbulent du fluide porteur est obtenu par la résolution complète des équations de Navier-
Stokes sans modélisation de la turbulence. L’ensemble des échelles de la turbulence doivent alors être
resolues sur la grille de calcul.
3pour Reynolds-averaged Navier-Stokes en anglais.
4pour Large-Eddy Simulations en anglais.
5ou two-way coupling en anglais.
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en RANS (Elghobashi & Abou-Arab, 1983; Elghobashi et al., 1984; Rizk & Elghobashi,
1989). Les méthodes Lagrangiennes stochastiques s’attachent à suivre non pas les parti-
cules réelles de l’écoulement mais un grand nombre de particules fictives ou stochatisques.
La difficulté ne réside plus dans la détermination des efforts du fluide sur la particule mais
plutôt dans le processus de génération d’un échantillon aléatoire de particules (Gosman
& Ioannides, 1981; Jones & Sheen, 1999; Fede et al., 2002). Ces approches conduisent
à la résolution d’une équation d’évolution d’une fonction de probabilité de présence des
gouttes sur le domaine par une méthode de Monte-Carlo.
Les méthodes Eulériennes a contrario ne cherchent pas à déterminer les propriétés de
chaque particule mais à obtenir des propriétés locales caractéristiques du spray. Une pre-
mière stratégie consiste à supposer que la dynamique de la phase liquide dispersée peut être
estimée par celle de la phase porteuse. Ainsi un développement limité autour de la vitesse
du gaz est réalisé pour obtenir la vitesse d’équilibre de la phase liquide dispersée (Ferry
& Balachandar, 2002; Ferry et al., 2003). Cette méthode est appelée fast Eulerian method
en anglais pour méthode Eulérienne rapide (Ferry & Balachandar, 2001). En effet dans
cette méthode, il n’y a pas d’équation de transport pour la vitesse de la phase dispersée.
Des équations de transport sont tout de même nécessaires pour résoudre, par exemple, la
répartition du volume de liquide dans le domaine, mais elles sont alors linéaires puisque
la vitesse est déjà déterminée. Une seconde stratégie consiste à écrire un système d’é-
quations de transport pour les propriétés moyennes de la phase dispersée en appliquant
un filtrage volumique ou statistique sur l’ensemble des particules (Zhang & Prosperetti,
1994; Jackson, 1997). On parle alors de méthodes à deux fluides (Druzhinin & Elghobashi,
1998; Sirignano, 1999) puisque les deux phases sont considérées comme des continuums.
Pour ce type de méthodes, il reste à établir des modèles de fermeture pour les termes
croisés dus à l’opérateur de moyenne. Ces termes font intervenir des contributions de la
cinématique non résolue de la phase dispersée et de la turbulence de la phase porteuse
difficiles à modéliser de manière univoque. Afin de pouvoir distinguer les effets du fluide
porteur sur la phase dispersée et inversement, Fe´vrier et al. (2005) proposent d’introduire
une fonction densité de probabilité de la phase particulaire conditionnée par une réalisa-
tion du fluide porteur. Le formalisme Euler-Euler mésoscopique consiste alors à appliquer
un opérateur de moyenne sur l’ensemble des réalisations particulaires conditionnées par
une réalisation de la phase porteuse. Les propriétés caractéristiques de la phase disper-
sée sont alors obtenues en résolvant l’équation d’évolution de type Boltzmann de cette
fonction de probabilité, notée pdf pour probability density function en anglais. A nouveau,
plusieurs stratégies apparaissent dans la littérature. Les méthodes aux moments résolvent
des équations de transport pour les premiers moments de la pdf. Cette stratégie peut être
associée à la simulation directe (Kaufmann et al., 2008), la simulation aux grandes échelles
(Boileau et al., 2008a; Riber et al., 2009) ou aux méthodes RANS (Saulnier et al., 2005; Ge-
vrin et al., 2008). Les méthodes de quadrature des moments consistent à représenter la pdf
par une série de Diracs et à résoudre une équation de transport pour chaque Dirac (Desjar-
dins et al., 2008a). Enfin l’équation d’évolution de la pdf peut être résolue en discrétisant
l’espace des phases. Dans la méthode multi-fluide (ou méthode sectionnelle), par exemple,
l’espace des diamètres est discrétisé et une méthode aux moments ou de quadrature des
moments est utilisée pour résoudre la dynamique pour chaque section (Greenberg et al.,
1993; Laurent et al., 2004; Fox et al., 2008; De Chaisemartin, 2009).
17
Introduction Générale
1.2.2 Choix des méthodes de résolution pour ce travail de thèse
Les différentes approches Lagrangienne et Eulerienne ont chacune leurs avantages et
inconvénients qui ont longtemps été débattus dans la communauté scientifique. Elles n’ap-
portent certainement pas le même niveau de compréhension et de précision de la dyna-
mique du spray. Les approches Lagrangiennes requièrent des structures de données très
différentes, qui ne sont pas faciles à implanter, notamment dans un code parallèle et non-
structuré comme Avbp. Les méthodes de quadrature des moments QMOM requièrent des
algorithmes de résolution particuliers notamment pour la recherche des valeurs propres
des systèmes matriciels (Laurent, 2008; Desjardins et al., 2008a). Les méthodes aux mo-
ments et les méthodes à deux-fluides conduisent à un système d’équations de transport
des variables de la phase liquide dispersée qui ressemble beaucoup au système d’équations
pour la phase porteuse. Ainsi elles sont plus faciles à intégrer dans un code déjà évolué
comme Avbp, puisque l’extension aux écoulements diphasiques consiste principalement
à rajouter un vecteur d’inconnues et le calcul des termes de couplage. Cette extension a
débuté dans Avbp il y a 8 ans grâce aux travaux de Kaufmann (2004). Le choix s’est por-
té sur la méthode aux moments Euler-Euler mésoscopique (Simonin, 1996; Fe´vrier et al.,
2005) pour laquelle les termes de fermeture sont étudiés et modélisés dans le groupe E2C
de l’IMFT. L’approche a ensuite été étendue à la simulation LES par Moreau (2006) et
Riber (2007). L’approche Euler-Euler a été rajoutée en 2006 à la version officielle V6.0
d’Avbp. Le solveur a démontré ses performances grâce à des calculs démonstratifs et de
validation (Boileau et al., 2008a,b). Récemment le développement d’un solveur Lagrangien
a fait l’objet des travaux de thèse de Garc´ia (2009). Les solveurs Lagrangien et Eulérien
d’Avbp ont alors fait l’objet d’études comparatives et de premières validations sur un cas
test académique, cf. §-1.3.2.
1.3 Validation et vérification des codes numériques
Avant que les motoristes puissent utiliser une simulation numérique pour obtenir des
informations sur un système particulier, il faut s’assurer de la fiabilité de l’outil numérique
employé. Pour cela on a recours à ce l’on appelle la V&V, pour Vérification et Valida-
tion (Roache, 1990, 1998). La Vérification consiste à s’assurer que le système d’équations
différentielles est mathématiquement bien résolu, et d’en mesurer la précision. La Valida-
tion consiste à évaluer la précision des modèles employés sur des configurations réelles. Il
s’agit de vérifier que le code numérique résout la bonne physique des problèmes sur les-
quels il est déployé, et de mesurer la précision des simulations et donc l’indice de confiance
que l’on peut avoir dans les résultats fournis. L’American Institute of Aeronautics and
Astronautics (Oberkampf et al., 1997) recommande que le travail de Validation soit fait
par augmentation progressive de la complexité des problèmes de validations du plus simple
vers le problème industriel global. Pour l’étude de la combustion dans un foyer aéronau-
tique, le problème de l’écoulement diphasique réactif dans une turbine à gaz industrielle
peut être validé sur une suite de problèmes de plus en plus complexes. On peut distinguer
trois types de problèmes pour la Validation.
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1.3.1 Les problèmes canoniques
Il s’agit de l’étude, dans une géométrie la plus simple possible, d’un écoulement dans
lequel les mécanismes physiques d’intérêt sont découplés et isolés. Pour la validation des
modèles de turbulence, les cas tests les plus utilisés sont la décroissance de la turbulence
homogène isotrope (THI)6 (Fig. 1.1(a)) et l’écoulement dans un canal plan. Pour la va-
lidation des modèles de combustion, l’étude de flamme laminaire monodimensionnelle de
pré-mélange ou de flamme à contre-courant7 (Fig. 1.1(b)) sont des problèmes canoniques
très employés. Le cas d’évaporation de gouttes dans une atmosphère gazeuse au repos est
également un problème canonique permettant de valider les modèles d’évaporation. Sur
ce type de problème simple, les résultats de simulation numérique sont comparés à des
mesures expérimentales ou à des solutions analytiques. Ces configurations permettent de
valider des modèles physiques en isolant le phénomène modélisé des autres effets.
(a) Extrait de (Boileau, 2007) : Vue d’un cas
de THI décroissante chargée en gouttelettes
évaporantes. Les dégradés gris représentent le
champ de vorticité, les iso-lignes blanches repré-
sentent les zones de concentration préférentielle
de gouttes.
(b) Extrait de (Darabiha et al., 1993) : Montage ex-
périmental d’une flamme diphasique à contre-courant.
En haut un écoulement d’air, en bas un écoulement de
diazote chargé en gouttelettes de carburant. Au centre
une flamme à contre-courant se stabilise en fonction des
conditions opératoires.
Fig. 1.1: Exemples de problèmes canoniques.
6Ce cas test numérique représente dans l’espace temporel, la décroissance spatiale d’une turbulence
formée en aval d’une grille fine.
7La flamme à contre-courant est un flamme de diffusion étirée et stabilisée.
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1.3.2 Les cas tests académiques
Ce sont des configurations dont la géométrie est simplifiée mais qui présentent des mé-
canismes clés que l’on retrouve dans le problème industriel global. Ces configurations sont
très souvent réalisées et placées sur des bancs expérimentaux où un grand nombre de me-
sures expérimentales sont effectuées afin de caractériser au mieux l’écoulement simplifié.
Pour les écoulements diphasiques, les cas tests de validation sont des écoulements turbu-
lents chargés en particules (Hishida et al., 1985; Sommerfeld & Qiu, 1993; Bore´e et al.,
2001). Pour la combustion, il existe de nombreux brûleurs de laboratoire avec des mesures
bien documentées à l’ONERA, à l’EM2C, au DLR, à Sandia... Des exemples de flammes
non-prémélangées sont présentés Fig. 1.2.
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Fig. 1.2: Extrait de Barlow (2006) : exemples de brûleurs de laboratoire pour l’étude de la com-
bustion non-prémélangée.
Les cas tests académiques permettent d’évaluer précisément les capacités des codes
numériques sur des configurations caractéristiques de certains aspects physiques du pro-
blème industriel global. Les approches Euler-Lagrange et Euler-Euler ont, par exemple,
fait l’objet d’études comparatives sur la configuration Hercule (Bore´e et al., 2001). Ce
travail a constitué une première étape de validation d’Avbp pour la simulation d’écoule-
ments dispersés (Riber et al., 2009). Sur la Fig. 1.3, les résultats obtenus par Riber (2007)
avec l’approche Euler-Euler mésoscopique pour la simulation aux grandes échelles sur cette
configuration sont reproduits. Il s’agit d’un écoulement recirculant (dû à la présence de
l’obstacle8 au centre de l’écoulement) chargé en particules de verre. Cette configuration a
permis d’évaluer la méthode Euler-Euler mésoscopique pour simuler la dispersion de parti-
cules dans un écoulement turbulent assez représentatif des écoulements dans les chambres
de combustion, dans lesquelles le confinement génère de larges zones de recirculation. L’u-
tilisation de particules de verre permet d’annuler dans l’expérience les effets thermiques et
d’évaporation qui pourraient apparaître avec un brouillard de gouttelettes. Cela permet
8On parle de bluffbody en anglais.
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également de sélectionner la taille et la distribution des particules injectées, et ainsi de
définir précisément les conditions limites des simulations numériques (Riber et al., 2009).
La comparaison des méthodes Lagrangienne et Eulérienne sur le même cas test permet
d’attester la fiabilité des deux approches pour la simulation de la dispersion turbulente
de particules. L’étude a permis de quantifier la précision des résultats numériques sur la
statistique des phases gazeuse et dispersée.
Fig. 1.3: Extraits de la thèse de Riber (2007) : Résultats obtenus avec l’approche Euler-Euler
mésoscopique sur la configuration Hercule. Champs instantanés de fraction volumique (haut) et de
vitesse de la phase dispersée (bas).
1.3.3 Les sous-systèmes du problème industriel global
Ces cas représentent une simplification géométrique et une limitation de la complexi-
té physique du problème industriel global. Il peut s’agir de l’étude expérimentale d’un
nombre réduit d’injecteurs, ou de l’étude d’un système avec un carburant différent, ou
encore de l’étude d’un écoulement à des conditions opératoires reproductibles en labora-
toire. En combustion gazeuse pré-mélangée et partiellement pré-mélangée, le banc d’essai
PRECCINSTA (Weigand et al., 2006; Meier et al., 2006) est une configuration de flamme
swirlée qui présente des instabilités de combustion. Les expérimentateurs ont collecté un
nombre conséquent de mesures optiques sur l’écoulement et la flamme. Le système d’in-
jection est un modèle d’essai fourni par Turbomeca, la géométrie de la chambre est
très simplifiée et le carburant injecté est gazeux. Néanmoins cette configuration permet
de reproduire des instabilités de combustion qui sont des phénomènes critiques dans les
foyers réels. Cette configuration représente un excellent cas de validation pour les codes
numériques dédiés aux écoulements instationnaires réactifs en géométrie complexe et sert
de configuration test au CERFACS pour la prédiction des instabilités de combustion et
l’étude des modèles de combustion turbulente et de cinétique chimique (Roux et al., 2005;
Albouze, 2009; Franzelli, 2010).
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(a) Visualisation du montage expérimental du banc
d’essai PRECCINSTA.
(b) Visualisation du front de flamme obtenu par si-
mulation LES avec Avbp (Roux et al., 2005).
Fig. 1.4: Banc d’essai PRECCINSTA monté au DLR, Allemagne.
1.4 Objectifs de cette thèse
L’étape de validation d’un code numérique est une étape essentielle afin de quanti-
fier le niveau de confiance que l’on peut associer au résultat d’une simulation numérique.
L’objectif de cette thèse s’inscrit dans la suite logique des travaux de validation de l’ap-
proche Euler-Euler mésoscopique implantée dans Avbp. Cette méthode étendue à la simu-
lation aux grandes échelles est décrite dans la première partie de ce manuscrit. Elle résout
des équations continues pour les phases gazeuse et dispersée. Les grandeurs transpor-
tées caractérisant le spray de gouttes sont des moyennes statistiques dites mésoscopiques
conditionnées par une (ou plusieurs) réalisation(s) de la phase gazeuse correspondant à
l’écoulement gazeux résolu. Dans le travail présenté ici, il s’agit d’augmenter la complexité
du problème de validation de la méthode pour la simulation aux grandes échelles de la
combustion diphasique dans les foyers aéronautiques.
1.4.1 Point de départ du travail de validation
La simulation de la dispersion de gouttes et du mélange du carburant évaporé dans un
écoulement turbulent avec l’approche Euler-Euler d’Avbp a fait l’objet de validations qui
peuvent être classées par ordre de complexité croissante :
• Des simulations numériques directes d’une décroissance de THI chargée en parti-
cules ont été réalisées. Les résultats de l’approche Euler-Euler mésoscopique ont
été comparés aux résultats d’une simulation Lagrangienne. Kaufmann et al. (2008)
montrent que l’approche Eulerienne fournit des corrélations de vitesse gaz-particules
et des statistiques sur les énergies corrélée et décorrélée du mouvement d’ensemble9
9Ces notions de mouvement d’ensemble et de mouvement décorrélé des particules seront définies au
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pour les particules en très bon accord avec l’approche Lagrangienne. Cependant, ce
cas test a mis en évidence les difficultés numériques de la méthode Euler-Euler liées
aux forts effets de compressibilité de la phase dispersée : les particules ne restent
pas réparties de manière dans le domaine mais se concentrent dans les zones de
faible vorticité de l’écoulement.
• La simulation numérique directe d’une THI chargée en gouttelettes évaporantes
réalisée par Boileau (2007) a permis de retrouver les comportements observés dans
les simulations Lagrangiennes d’évaporation (Okong’o & Bellan, 2000; Re´veillon &
Demoulin, 2007) avec l’approche Euler-Euler mésoscopique implantée dans Avbp.
Les gouttes se concentrent dans les zones de faible vorticité, il s’agit du phénomène
de concentration préférentielle. Le champ de carburant résulte alors de la compé-
tition des termes source d’évaporation localisés aux endroits de forte densité de
gouttes et des effets de diffusion turbulente qui favorisent le mélange.
• Riber (2007) a réalisé une simulation Euler-Euler d’un jet vertical chargé en parti-
cules (Hishida et al., 1987). Cette configuration pleinement turbulente, a permis de
valider l’utilisation du modèle de sous-maille pour la phase dispersée. En revanche,
dans ce type d’écoulement cisaillé de trop forts niveaux d’énergie décorrélée très
localisés apparaissent et déstabilisent le calcul. Les calculs négligeant le mouvement
décorrélé des particules ont tout de même fourni des résultats en bon accord avec
les mesures expérimentales.
• Les simulations diphasiques de l’écoulement vrillé de l’expérience de Sommerfeld &
Qiu (1991) et de l’écoulement recirculant du banc expérimental Hercule (Bore´e et al.,
2001) ont montré la capacité de la méthode Euler-Euler à reproduire la cinématique
des écoulements caractéristiques des chambres de combustion. A nouveau les calculs
réalisés négligent le mouvement décorrélé des particules, et les résultats montrent
quelques imprécisions sur les niveaux moyens des fluctuations de la phase dispersée.
1.4.2 Choix de la configuration cible
Ainsi l’approche Euler-Euler mésoscopique a été mise en oeuvre sur des problèmes ca-
noniques (cf. §-1.3.1) et des cas tests académiques (cf. §-1.3.2). Dans ce travail de thèse,
la configuration retenue pour l’étape suivante de validation du code de calcul Avbp, est
celle du banc d’essai Mercato. Cette configuration peut être considérée comme un sous-
système d’une chambre de combustion aéronautique dédié à l’étude des écoulements dipha-
siques. La présentation de la configurationMercato, des simulations réalisées et l’analyse
des résultats fait l’objet de la Partie de ce manuscrit.
Le banc d’essai Mercato, installé au centre du Fauga-Mauzac de l’ONERA, est très




d’air est un tourbillonneur similaire à celui monté sur le banc PRECCINSTA. Au bout
du nez de l’injecteur, un gicleur de kérosène liquide est ajouté. Il s’agit d’un atomiseur
pressurisé-swirlé caractéristique des atomiseurs employés dans les foyers aéronautiques. Ce
banc expérimental est équipé d’un grand nombre d’accès visuels pour réaliser des mesures
par technique laser. Ce banc est dédié à des conditions de fonctionnement d’allumage ou
de rallumage : basse pression et basse température. De nombreux points de fonctionne-
ment ont été étudiés (Garc´ia-Rosa, 2008; Lecourt, 2008a,b) et constituent une base de
données pour la validation des codes numériques, dédiée à l’allumage et la stabilisation
du noyau d’allumage. Dans ce travail de thèse, seul le point de fonctionnement dit de
mise en place (Garc´ia-Rosa, 2008) est considéré. Il s’agit du point le plus favorable10 aux
mesures optiques : l’écoulement est non-réactif, l’air injecté est préchauffé au delà de la
température normale d’ébullition11 du kérosène, les débits de liquide sont faibles de sorte
que l’évaporation du carburant est favorisée. Ce point de fonctionnement a permis aux
expérimentateurs de mettre en place et de calibrer leurs dispositifs de mesure.
(a) Photographie du liquide à la
sortie de l’atomiseur. Source :
http ://www.delavaninc.com
(b) Mise en évidence des mécanismes de formation du
brouillard de gouttelettes.
Fig. 1.5: Atomisation par un injecteur préssurisé-swirlé.
L’atomiseur produit un spray de gouttes de kérosène qui se dispersent et s’évaporent
dans l’écoulement d’air préchauffé vrillé et fortement turbulent. Cette configuration s’ins-
crit donc dans la suite logique du travail de validation réalisé, présenté au paragraphe
précédent §-1.4.1. Les phénomènes d’agitation turbulente, de dispersion et d’évaporation
de gouttes, et de mélange du carburant dans l’air se retrouvent fortement couplés dans une
configuration complexe : l’écoulement en sortie du système d’injection est vrillé, fortement
turbulent et recirculant. Au-delà de la complexité de l’écoulement gazeux, le système d’in-
jection ajoute une difficulté supplémentaire à traiter dans les simulations. Un atomiseur
pressurisé-swirlé produit un spray dit en cône creux. Comme cela est illustré sur la Fig. 1.5,
10Les hublots de visualisation restent propres plus longtemps.
11Dans la littérature, on appelle communément température normale d’ébullition la température de
vaporisation du liquide à pression atmosphérique.
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le liquide éjecté de l’orifice est d’abord sous la forme d’un film conique fin qui est ensuite
déstabilisé par interaction avec l’écoulement gazeux. Le spray n’est dispersé qu’à l’issue
des processus d’atomisation primaire et secondaire. Ainsi le brouillard formé n’apparaît
pas instantanément dès la sortie du liquide de l’injecteur et sa caractérisation ne pourra
pas être aussi précise que pouvaient l’être les particules de verre injectées dans les cas
tests académiques utilisés dans les configurations présentées précédemment, au §-1.4.1. La
définition des conditions limites d’injection adaptées aux approches sans description de
l’interface gaz/liquide fera l’objet d’un travail spécifique dans ce manuscrit présenté au
Chapitre 7.
La seconde difficulté associée à cette configuration est l’utilisation de kérosène dans
les campagnes expérimentales. Le kérosène est le carburant employé dans l’aviation car
son fort pouvoir énergétique de plus de 40 MJ/kg permet une grande autonomie de vol.
Son point de gel, autour de −50C, est relativement bas, comparé à d’autres carburants
liquides. Ainsi il peut être utilisé pour les vols à haute altitude. Le kérosène n’est pas
un composé pur bien défini, mais correspond à un mélange complexe d’hydrocarbures à
longue chaîne, ramifiés ou aromatiques, et d’additifs. Le mélange varie selon l’origine de
l’approvisionnement du pétrole brut et selon les réglementations des pays (Coordinating
Research Council, 2004). Afin de pouvoir simuler l’écoulement diphasique évaporant du
banc d’essai Mercato, la première tâche consiste à définir un modèle chimique pour
représenter le kérosène. Le composé ou espèce chimique modèle construit, ou surrogate
en anglais, doit avoir les mêmes propriétés que le kérosène employé dans les expériences
et notamment son pouvoir énergétique. La validation du modèle d’évaporation et des
propriétés thermodynamiques et de transport du surrogate retenus dansAvbp est présentée
au Chapitre 6 de ce manuscrit.
Enfin, lors des campagnes expérimentales, l’écoulement diphasique sur le banc d’essai
Mercato a exhibé des mécanismes instationnaires. Sur la Fig. 1.6, quatre clichés maté-
rialisant les contours des zones les plus denses de l’écoulement permettent de distinguer un
phénomène fortement instationnaire. Ces clichés sont obtenus en illuminant l’écoulement
diphasique selon un plan laser perpendiculaire à la direction d’observation. Les contours
délimitent les zones dont l’intensité est supérieure à 70% de l’intensité maximale de la
photographie réalisée. Le jet de gouttes bat autour de sa position moyenne. Des paquets
de gouttes en forme de croissant semblent être arrachés périodiquement par l’écoulement.
Fig. 1.6: Images extraites de la thèse de Garci´a-Rosa (2008), montrant plusieurs visualisation du
brouillard par tomographie laser à basse cadence (10 Hz).
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L’utilisation de la simulation aux grandes échelles permet de capter les phénomènes
instationnaires hydrodynamiques ou acoustiques12. Les résultats de la simulation dipha-
sique ont permis d’identifier et d’analyser les structures instationnaires des écoulements
gazeux et dispersé. Ce travail est présenté au Chapitre 9.
1.4.3 Stratégies numériques
Comme cela a été mis en évidence par les précédents travaux résumés au §-1.4.1, l’ap-
proche Euler-Euler implantée dans Avbp souffre de difficultés numériques. En effet, la
phase dispersée est une phase fortement compressible qui présente des gradients forts. Les
équations de transport de la méthode aux moments, qui sont présentées au Chapitre 3,
ne contiennent pas de terme de diffusion, et la non-linéarité des équations peut faire ap-
paraître des zones de chocs (De Chaisemartin, 2009). Si un schéma centré est adapté à la
simulation aux grandes échelles des écoulements gazeux car il apporte des résultats précis
en temps et en espace, il n’est pas forcément adapté à la résolution des équations de la
phase liquide.
Les méthodes numériques employées dans ces travaux de thèse sont décrites et analy-
sées sur des cas tests monodimensionnels dans la Partie de ce manuscrit. Actuellement
plusieurs stratégies numériques sont développées dans Avbp afin d’augmenter la robus-
tesse et la précision de la méthode Euler-Euler. La première stratégie consiste à utiliser
des schémas convectifs centrés peu dispersifs et de les stabiliser en ajoutant localement
de la diffusion artificielle (Riber, 2007). Pour stabiliser l’équation de l’énergie décorré-
lée, Martinez (2009) préconise l’utilisation d’une discrétisation adaptée pour les termes
sources de cette équation et l’application d’un limiteur de valeurs. La seconde stratégie
numérique consiste à utiliser un schéma décentré amont dédié à la résolution des équations
de la phase liquide (Roux, 2009). Ce type de schéma dissipatif n’est habituellement pas
apprécié en LES du fait de sa faible précision temporelle. Ces deux types de stratégies sont
mises en oeuvre sur la configurationMercato, les résultats des méthodes respectives sont
confrontées au Chapitre 10. Il s’agit d’identifier la méthode la plus adaptée pour permettre
l’utilisation de l’approche Euler-Euler d’Avbp sur une configuration industrielle réelle.
Enfin grâce à l’implantation récente du suivi de particules dans Avbp (Garc´ia, 2009),
Senoner (2010) a reproduit les simulations de la configuration Mercato avec la méthode
Euler-Lagrange. Il est alors possible d’évaluer les performances des approches Euler-Euler
et Euler-Lagrange en utilisant le même solveur gazeux, le même maillage et les mêmes mo-
dèles physiques présentés dans les Parties et . L’analyse des résultats et la comparaison
avec les mesures expérimentales permet d’attester la cohérence entre les deux méthodes
utilisant des opérateurs statistiques différents. Cette comparaison permet également de
quantifier les performances associées à chaque approche. Ce travail est présenté au Cha-
pitre 10.
12On rappelle que les équations de la phase gazeuse résolues sont compressibles.
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1.5 Organisation du manuscrit
La première partie s’attache à présenter les systèmes d’équations de l’approche Euler-
Euler mésoscopique pour la simulation aux grandes échelles des écoulements turbulents
diphasiques. La description des modèles de fermeture s’intéresse exclusivement aux mo-
dèles utilisés dans cette thèse. Le Chapitre 2 présente les équations de conservation de
la phase gazeuse ainsi que les équations filtrées qui sont résolues dans le code Avbp. Le
Chapitre 3 rappelle les points clés de la dérivation des équations au moments pour la phase
dispersée dans l’approche Euler-Eulermésoscopique. Les modèles de fermeture liés au mou-
vement décorrélé et les modèles de couplage entre les phases sont précisément décrits. Les
équations filtrées résolues dans les simulations et le modèle de sous-maille employé sont
également données.
La seconde partie traite des aspects numériques des simulations diphasiques. Le Cha-
pitre 4 décrit l’ensemble des méthodes numériques qui sont employées dans les calculs
réalisés au cours de ces travaux de thèse. L’étude présentée au Chapitre 5 identifie sur
des cas tests monodimensionnels les difficultés numériques liées au système d’équation de
la phase dispersée et présente les différentes stratégies numériques mises en oeuvre sur la
configuration Mercato.
La troisième partie est consacrée au développement de modèles physiques nécessaire
pour la réalisation des simulations sur la configuration Mercato. Le Chapitre 6 traite du
choix des paramètres de thermodynamique et de transport dans le modèle d’évaporation
implanté et de la modélisation du kérosène liquide. Le Chapitre 7 présente un modèle pour
l’injection de carburant liquide dans une méthode adaptée aux écoulement dispersés. Le
modèle FIM-UR développé s’attache à définir des conditions limites d’injection pour les
approches Euler-Euler et Euler-Lagrange.
La dernière partie de ce manuscrit porte exclusivement sur la configuration Merca-
to. Le Chapitre 8 présente le banc d’essai et les mesures obtenues lors des campagnes
expérimentales réalisées par N. Garc´ia-Rosa et R. Lecourt à l’ONERA Fauga-Mauzac.
Les paramètres des simulations Euler-Euler réalisées avec Avbp et l’analyse physique de
l’écoulement diphasique évaporant dans la chambre Mercato font l’objet du Chapitre 9.
Les résultats obtenus dans la simulation sont également comparés aux mesures expérimen-
tales. Le Chapitre 10 évalue les performances relatives des différentes stratégies numériques
envisagées dans Avbp pour le traitement de la phase dispersée. La comparaison des résul-
tats de simulations Euler-Euler et Euler-Lagrange réalisées avec Avbp sur la configuration
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Introduction Au cours des vingt dernières années, la LES, acronyme anglais pour la
Simulation aux Grandes E´chelles, est certainement la méthode numérique qui s’est le plus
développée, au rythme de l’accroissement constant des moyens de calcul. D’abord limitée à
de faibles nombres de Reynolds et pour des problèmes canoniques (cf. Chapitre 1), elle est
maintenant employée dans les centres de recherche pour la simulation de phénomènes insta-
tionnaires pour des écoulements turbulents fortement tridimensionnels dans des géométries
complexes. Elle est également de plus en plus utilisée par les industriels dans l’analyse de
situations critiques pour minimiser la prise de risques. Avbp a été employé, par exemple,
pour la prévision des instabilités thermo-acoustiques (Staffelbach et al., 2009) et la prévi-
sion de la répartition des fluctuations de températures en entrée de turbine (Boudier et al.,
2007).
Le principe de la simulation LES est d’appliquer un filtrage spatial aux équations
instationnaires de Navier-Stokes. Ce filtrage fait apparaître des termes non-résolus (termes
de sous-maille) dans les équations qui doivent alors être modélisés. Les équations filtrées
sont résolues en temps et en espace sur la grille de calcul. Ainsi la simulation LES permet
de résoudre les grandes structures spatiales turbulentes de l’écoulement liées notamment
à la géométrie de la configuration, tandis que les plus petites échelles de la turbulence
(plus petites que la taille des mailles de la grille de calcul) ne sont considérées que par les
phénomènes de dissipation qu’elles génèrent localement dans l’écoulement. Son extension
aux écoulements dispersés dans Avbp a fait l’objet des travaux de thèse de Riber (2007).
Les équations issues du formalisme eulérien mésoscopique (Fe´vrier et al., 2005) sont, de
la même façon que les équations gazeuses, filtrées spatialement. Les modèles de fermeture
des termes de sous-maille ont été testés a priori dans les travaux de thèse de Moreau
(2006).
L’ensemble des méthodes numériques et des modèles utilisés dans cette thèse étaient
déjà implantés dans Avbp au début de mes travaux de thèse ou l’ont été grâce au travail
collaboratif de l’équipe de développement d’Avbp. Le travail de thèse a donc bénéficié
d’un code numérique opérationnel et efficace.
Dans cette première partie du manuscrit, les équations de conservation pour les phases
gazeuse et dispersée sont rappelées, afin de définir les variables transportées et de situer le
niveau de modélisation employée dans les simulations réalisées et analysées dans ce manus-
crit. Le code Avbp résout les équations compressibles et multi-espèces de Navier-Stokes
filtrées pour la dynamique et la thermique de la phase porteuse. Le système d’équations
résolues pour la phase gazeuse est donné avant et après filtrage spatial au Chapitre 2. Les
équations filtrées de l’approche Euler-Euler mésoscopique sont résolues pour la dynamique
et la thermique de la phase dispersée. Les étapes de la mise en équations de la dynamique
de la phase dispersée sont résumées au Chapitre 3, ainsi que les termes de couplage entre
les phases. Le système final obtenu après le filtrage spatial de la simulation aux grandes
échelles est donné dans la dernière section du Chapitre 3.
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2.1 Équations et variables conservatives
2.1.1 Définition des variables conservatives pour la phase gazeuse
On écrit les équations de conservation pour la phase gazeuse d’un écoulement multi-
espèces diphasique non-réactif sous la forme suivante :
@w
@t
+∇ · F = sl-g (2.1)
w = ( u; v; w; E; k)T est le vecteur des variables conservatives avec respectivement
, u, v, w, E et k, la masse volumique, les trois composantes du vecteur vitesse u =
(u; v; w)T , l’énergie totale non chimique et la masse volumique partielle de l’espèce k
définie par k = Yk avec Yk la fraction massique de l’espèce k, k variant de 1 à N , N
étant le nombre d’espèces. F est le tenseur des flux que l’on décompose de façon classique
en une partie non diffusive et une partie diffusive :
F = FI(w) + FV (w;∇w) (2.2)
sl-g est le vecteur des termes sources dûs aux effets de la phase liquide sur la phase gazeuse.
Il sera défini au Chapitre 3, §-3.2.3.
Le tenseur des flux non-diffusifs ou convectifs et le tenseur des flux diffusifs se décom-
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1CCCCA (2.5)
où la pression hydrostatique P est déterminée par l’équation d’état des gaz parfaits donnée
à l’Eq. (2.17). Ces flux conduisent aux équations d’Euler pour les 4 premières équations
qui traduisent la conservation de la quantité de mouvement et d’énergie dans un volume de
fluide élémentaire. Les k dernières équations traduisent le transport convectif des espèces
chimiques du mélange multi-espèces. Leur somme n’est autre que l’équation de continuité
traduisant la conservation de la masse totale sous phase gazeuse.
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2.1.3 Flux diffusifs


























où  est le tenseur des contraintes visqueuses. , la viscosité dynamique, Ji;k, le flux diffusif
de l’espèce k dans la direction i et qi, le flux diffusif de chaleur seront défini à la section 2.3.



















où Sij est le tenseur des déformations. Ces flux conduisent aux équations de Navier-Stokes
pour un mélange gazeux multi-espèces.
Note : Par la suite, en l’absence de précision, les indices i, j et l désignent l’une des trois
directions de l’espace. Leur répétition implique une sommation sur ces trois directions
(notation d’Einstein). Dans tout ce document, l’indice k représente uniquement la kième
espèce et ne suit pas la règle de sommation (sauf dans les cas mentionnés).
2.2 Thermodynamique du gaz
2.2.1 Tabulation des enthalpies et entropies sensibles
Les propriétés thermodynamiques sont définies pour chaque espèce gazeuse. L’état de
référence est pris à la pression P0 = 1 bar et à la température T0 = 0 K. Les enthalpies
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h˜s;k et entropies s˜k sensibles de chaque espèce sont tabulées tous les 100 K de 0 à 5000 K
et sont définies respectivement par les Eqs. (2.9) et (2.10). Le symbole ˜ correspond à la
valeur tabulée d’indice i et l’exposantm représente une valeur molaire. h˜ms;k, s˜mk et la masse
molaire Wk sont déterminées à partir de la table JANAF (Stull & Prophet, 1971). Enfin,







; i = 1; 51 (2.9)
s˜k(Ti) =
s˜mk (Ti)− s˜mk (T0)
Wk




Cv;kdT = h˜s;k(Ti)− rkTi i = 1; 51 (2.11)
Les capacités calorifiques à pression constante Cp;k et à volume constant Cv;k sont sup-
posées constantes entre Ti et Ti+1 = Ti + 100 K. Elles sont respectivement déterminées
par les Eqs. (2.12) et (2.13). L’énergie sensible de l’espèce k est définie par une interpola-
tion linéaire via la température (Eq. (2.14)). L’énergie sensible et l’enthalpie sensible du









es;k(T ) = e˜s;k(Ti) + (T − Ti) e˜s;k(Ti+1)− e˜s;k(Ti)















2.2.2 Loi d’état des gaz parfaits
La phase gazeuse est considérée comme un mélange de N gaz parfaits, son équation














2.3 Modèle de transport et de diffusion
où W est la masse molaire du mélange. La constante du mélange r et les capacités calori-





















où R = 8:3143 J:mol 1:K 1 est la constante universelle des gaz parfaits. L’exposant
polytropique du mélange est donné par  = Cp/Cv. La constante du mélange, les capacités
calorifiques et l’exposant polytropique dépendent de la composition locale du mélange
définie par les fractions massiques Yk(x; t). Elles sont donc dépendantes de l’espace et du
temps :
r = r(x; t); Cp = Cp(x; t); Cv = Cv(x; t); et  = (x; t) (2.22)
À partir de l’énergie sensible, on déduit la température en utilisant les Eq. 2.14 et 2.15.
Enfin, les conditions limites NSCBC (Poinsot & Lele, 1992) et le calcul du nombre CFL
(mentionnés au Chapitre 4) nécessitent le calcul de la vitesse du son du mélange c définie
pour un mélange parfait par :
c2 = rT (2.23)
2.3 Modèle de transport et de diffusion
2.3.1 Diffusion moléculaire
Dans un écoulement multi-espèces, la conservation de la masse totale implique
que l’Eq. (2.24) soit satisfaite. Vk représente la vitesse de diffusion de l’espèce k
(k = 1; :::; N) et s’exprime en utilisant l’approximation d’Hirschfelder-Curtis donnée
à l’Eq. (2.25). Cette expression fait intervenir les gradients des fractions molaires Xk
définies par Xk = YkW/Wk. Exprimée en terme de fractions massiques, l’Eq. (2.25)
devient l’Eq. (2.26). L’approximation d’Hirschfelder-Curtis conduit exactement à la loi de
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où Dk est la diffusivité de l’espèce k dans le mélange. Si on somme les k équa-
tions Eq. (2.26), la conservation de la masse totale exprimée par l’Eq. (2.24) n’est
pas nécessairement respectée. Il est alors nécessaire d’ajouter la contribution d’une vitesse
de diffusion corrective notée Vc pour assurer la conservation de la masse totale de gaz.
Cette vitesse de correction est donnée à l’Eq. (2.27) (Poinsot & Veynante, 2005). Le



























2.3.2 Diffusion de la chaleur
Le flux de chaleur total q est la somme de deux termes : le flux de chaleur par conduc-
tion, que l’on modélise par une loi de Fourier, et le flux de chaleur dû à la diffusion des
espèces. Ces deux termes sont détaillés dans l’Eq. (2.30).























où  est la conductivité thermique du mélange.
2.3.3 Définition des coefficients de diffusion
Dans la plupart des codes de mécanique des fluides utilisant un mélange de plusieurs
espèces, la viscosité dynamique  est supposée indépendante de la composition du mélange
et proche de celle de l’air1. La loi puissance (Eq. 2.31) est une approximation réaliste qui







où ref est la viscosité mesurée à la température Tref .
La conductivité thermique du mélange est définie par l’Eq. (2.32) qui utilise un nombre
1Les erreurs liées à cette hypothèse sont faibles tant que le mélange est dilué dans l’air (Schmitt, 2009).
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Pour la diffusion molaire, on adopte une approche simplifiée en faisant l’hypothèse que les
nombres de Schmidt de chaque espèce Sck sont constants. La diffusivité moléculaire Dk





où Sck est le nombre de Schmidt de l’espèce k supposé constant.
Pr et Sck modélisent la diffusion laminaire thermique et moléculaire. Leurs valeurs sont
obtenues à l’aide du logiciel CANTERA (Goodwin, 2009) en calculant leur valeur dans le
mélange considéré.
2.4 Équations LES pour la phase gazeuse
2.4.1 Filtrage LES des équations de Navier-Stokes
La procédure de filtrage évoquée en introduction consiste à définir la quantité filtrée f
comme le produit de convolution de la quantité non filtrée f avec un filtre spatial G4 de





x0 − x dx0 (2.35)
Le filtre G4 est classiquement de type boîte ou gaussien (Sagaut, 1998b). La quantité
filtrée f est calculée en résolvant numériquement son équation de transport. La quantité
de sous-maille non résolue est f 0 = f−f . Pour les écoulements à masse volumique variable,
il est pratique d’utiliser une moyenne pondérée par la masse volumique, appelée moyenne
de Favre, définie par : ef = f

(2.36)
On obtient les équations de conservation de type LES en filtrant les équations de Navier-
Stokes instantanées (Eq. 2.1) :
@w
@t
+∇ · F = sl g (2.37)
où sl g est le terme source filtré et F est le tenseur des flux filtrés composé de trois
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contributions :
F = FI + FV + Ft (2.38)
avec















De manière classique, pour établir les équations filtrées, on suppose qu’il y a commu-
tation entre l’opérateur de filtrage et les opérateurs de dérivée partielle.
En pratique l’opération de filtrage définie à l’Eq. (2.35) n’est pas effectuée, on parle de
filtrage implicite : l’échelle de coupure est fixée par la taille de la maille, toutes les échelles
en dessous de la taille de la cellule ne sont pas résolues. Ainsi en LES, la construction
du maillage du domaine de calcul devient une étape importante voire essentielle pour le
calcul. Le choix de l’évolution des tailles des cellules du maillages conditionne l’intensité
de l’application du modèle de sous-maille. Les variations dans la taille du filtre dues à la
non-uniformité du maillage ne sont pas prises en compte dans la modélisation de sous-
maille.
2.4.2 Flux convectifs résolus
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2.4.3 Flux diffusifs résolus en écoulement non réactif


























2.4.4 Filtrage des termes non-linéaires
Les flux ainsi résolus font apparaître des termes non-linéaires filtrés. Ceux-ci sont sim-
plement évalués par le produit des différents termes filtrés (Poinsot & Veynante, 2005).
Le tenseur des contraintes résolues ij






















 ≈ ( eT ) (2.47)
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Tenseur de diffusion des espèces filtré Ji;k
Les variations spatiales des flux résolus de diffusion moléculaire Ji;k sont considérées
comme suffisamment faibles pour être évaluées par un modèle de type gradient.































Flux de chaleur filtré qi

















2.4.5 Flux de sous-maille





























Les termes de sous-mailles sont modélisés par leur effets dissipatifs sur les échelles
résolues. Cet effet vient de la théorie de cascade énergétique éloborée par Kolmogorov
(1941) : les petites échelles reçoivent l’énergie de l’écoulement contenues essentiellement
dans les grandes échelles, via le processus de transfert énergétique rempli par les échelles
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dites inertielles. Dans les fermetures présentées ci-dessous, on voit apparaître le terme t
de viscosité turbulente qui doit être modélisé.
Tenseur des contraintes de sous-maille ij t
ij
t = − (guiuj − euieuj) (2.56)




La viscosité turbulente t est calculée par le modèle de sous-maille donné au §-2.4.6.




guiYk − eui eYk (2.58)






















Le nombre de Schmidt turbulent est fixé dans les simulations à Sctk = 0:6 pour toutes
les espèces.
Flux de chaleur de sous-maille qit
qi
t = 
guiE − eui eE (2.62)












Dans les simulations de ces travaux de thèse, le nombre de Prandtl turbulent a été fixé
à Prt = 0:6, pour assurer un nombre de Lewis “turbulent” unitaire.
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2.4.6 Modèle de WALE pour le calcul de la viscosité turbulente
Plusieurs modèles plus ou moins complexes existe dans la littérature pour évaluer l’effet
dissipatif des petites échelles de l’écoulement (Lesieur, 1997; Sagaut, 1998a; Pope, 2000).
Les simulations réalisées dans cette thèse emploient le modèle de WALE développé par
Nicoud & Ducros (1999). Ce modèle simple adapte la viscosité de sous maille en fonction
de la distance à la paroi. Il permet d’être utilisé en combinaison d’une paroi adhérente
sans traitement particulier à la paroi. Il est connu également pour donner de bons résultats
dans les couches de cisaillement.







Cw est la constante du modèle de Smagorinsky dont la valeur est fixée à : Cw = 0:4929.




(eg2ij + eg2ji)− 13 eg2kk ij (2.66)
où egij est la partie irrotationnelle du tenseur des contraintes résolu.
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3.1 Introduction
Contrairement aux écoulements de fluides newtoniens qui sont majoritairement décrits
par une théorie des milieux continus avec un point de vue eulérien, la dynamique des sprays
Équations de conservation pour la phase dispersée
peut être abordée sous différentes approches théoriques. Dans l’approche lagrangienne (no-
tée L), on considère la phase dispersée comme un ensemble de particules discrètes de petite
taille auxquelles on applique la mécanique du point. Dans l’approche eulérienne (notée E),
le spray est vu comme un milieu continu analogue à un fluide et constitué des propriétés
moyennes locales de l’ensemble des particules. Dans le code Avbp le solveur Eulérien est
développé depuis les travaux de thèse de Kaufmann (2004) et un solveur Lagrangien a
récemment été développé grâce aux travaux de Garc´ia (2009). Ce travail de thèse s’est
essentiellement porté sur l’approche Eulérienne. Des résultats de simulations réalisées par
J.M. Senoner avec le solveur Lagrangien d’Avbp sont employés au Chapitre 10 afin de
comparer les performances respectives des approches Lagrangienne et Eulérienne mises
en oeuvre dans Avbp. Afin de comprendre le choix fait dans cette étude, les approches
Lagrangienne et Eulérienne sont présentées de manière succincte. Pour une description
plus détaillée de la dérivation des équations Euler-Euler en moyenne statistique, le lecteur
est invité à lire la section 2 du Chapitre 3 de la thèse de Boileau (2007).
Note : Par la suite, on parle indifféremment de phase dispersée ou de phase liquide pour
définir le spray de gouttelettes (appelées particules dans le formalisme eulérien statistique).
Par opposition, l’écoulement gazeux est appelé phase continue, phase porteuse ou phase
gazeuse.
3.1.1 Approche lagrangienne
La description Euler-Lagrange (EL) déterministe du spray consiste à suivre la trajec-
toire lagrangienne (L) de chaque gouttelette du spray en lui appliquant les transferts de
quantité de mouvement, de masse et de chaleur avec le gaz porteur dont l’écoulement est
décrit du point de vue eulérien (E). À chaque instant, on résout le système suivant pour

































avec ~X(k)p la position de la goutte, ~V (k)p sa vitesse, m(k)p sa masse, C(k)p sa chaleur spécifique
à pression constante, T (k)p sa température, F(k)p les forces extérieures agissant sur la goutte,
m˙
(k)
p le taux d’évaporation et Q˙(k)p le taux de transfert de chaleur avec le gaz porteur.
Le principal avantage de la méthode EL est l’absence de modélisation nécessaire pour
traiter des problèmes tels que les effets de polydispersion (particules de différents dia-
mètres) et de croisement de trajectoires. Couplée aux méthodes qui modélisent tout ou
partie de la turbulence de la phase gazeuse, elle requiert néanmoins une méthode d’éva-
luation des efforts du gaz à l’endroit de la particule. Elle est donc couramment employée
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dans les codes DNS (Squires & Eaton, 1990; Boivin et al., 1998; Vermorel et al., 2003;
Pe´ra, 2005), qui résolvent l’ensemble des échelles de la turbulence, et son potentiel en LES
a été démontré (Boivin et al., 2000; Pandya & Mashayek, 2002; Mashayek & Pandya,
2003; Apte et al., 2003). L’approche Lagrangienne est également utilisée pour des simu-
lations RANS de configurations industrielles, en modélisant l’effet de la turbulence sur la
dispersion des particules (Sakiz & Simonin, 1998; Pozorski & Minier, 1998; MacManus
& Eaton, 2000; Squires & Eaton, 1994). Elle est par exemple implantée dans des codes
comme Kiva, IFP-C3D, StarCD, Fire, ... L’approche Lagrangienne implantée dans le sol-
veur Avbp (Garc´ia, 2009) n’utilise pas de modèle pour reconstruire l’effet de sous-maille
du gaz porteur sur les efforts et les échanges exercés sur les particules suivies.
Sur le plan numérique, la localisation des particules sur la grille eulérienne nécessite des
algorithmes performants. Dans le cas de calculs parallèles par décomposition de domaine,
l’échange de particules entre processeurs est une tâche délicate (Garc´ia, 2009). Une fois
les particules repérées, des interpolations sont nécessaires pour transférer les termes de
couplage de la grille eulérienne aux particules et inversement. Si l’on souhaite éviter une
diffusion numérique importante lors de ces interpolations, des schémas d’ordre élevé donc
coûteux en temps de calcul sont requis. Dans les calculs réalisés par J.M. Senoner, dont les
résultats seront utilisés au Chapitre 10, une interpolation du second ordre, par la méthode
des moindre carrés, est employée. L’intégration temporelle des équations Eqs. (3.1)–(3.4)
est réalisée par une méthode explicite du 1er ordre.
Sur le plan informatique, le suivi instantané de plusieurs millions voire centaines de
millions de particules implique des ressources de calculs et des besoins en mémoire qui
dépassent les capacités des calculateurs d’aujourd’hui. Ce problème est généralement résolu
en regroupant plusieurs particules initialement proches dans le domaine de calcul dans
une particule numérique appelée parcel en anglais. Le nombre de parcels à suivre est alors
considérablement réduit mais une modélisation supplémentaire devient nécessaire (Moin,
2004). De plus, afin d’assurer la convergence statistique et d’éviter des discontinuités trop
fortes des termes sources de couplage, un tel calcul doit conserver un nombre significatif
de particules (Jaegle, 2009).
Pour un calcul LES parallèle, la décomposition en domaines est la méthode la plus
efficace lorsqu’on utilise un grand nombre de processeurs. Toutefois, un maillage découpé
pour le solveur gazeux n’est pas optimisé pour le solveur lagrangien. En effet, la distri-
bution de particules dans le domaine de calcul peut être très différente de la distribution
de cellules eulériennes et varie généralement au cours du temps. Un très grand nombre
de trajectoires lagrangiennes sont alors calculées par quelques processeurs, ce qui réduit
fortement l’efficacité du calcul parallèle. Dans un calcul de remplissage de chambre, par
exemple, les particules sont injectées au cours du temps au niveau de l’atomiseur. Les
particules se dispersent dans la chambre et s’évaporent au cours du calcul. Les processeurs
dont le domaine attribué est situé en amont de l’injecteur liquide ne reçoivent pas de
gouttelettes, ceux pour lequel le domaine est à proximité de l’atomiseur reçoivent un très
grand nombre de particules. Ce déséquilibrage en particules entraîne une baisse des per-
formances de parallélisme (Senoner et al., 2009b). Pour conserver un parallélisme efficace
sur des milliers de processeurs, il est alors nécessaire de re-découper le domaine au cours
du calcul au moyen d’une méthode d’équilibrage dynamique (Ham et al., 2003).
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3.1.2 Approche eulérienne
Les difficultés numériques et informatiques de l’approche EL ont motivé la modélisa-
tion des sprays par des approches Euler-Euler (EE). Dans ce cas, on ne s’intéresse pas
à l’histoire de chaque particule mais à leurs propriétés moyennes en regardant le spray
comme un fluide continu. Parmis les différentes méthodes disponibles détaillées au Cha-
pitre 1, l’approche Euler-Euler mésoscopique (Fe´vrier et al., 2005) a été implantée dans
Avbp, en raison notamment du travail sur les modèles de fermeture des tenseurs de vitesse
décorrélée (Boivin et al., 1998; Kaufmann et al., 2008) et de sous-mailles (Moreau, 2006)
réalisé par le groupe EEC de l’IMFT1.
L’idée forte de la description mésoscopique est de faire une distinction entre les gran-
deurs d’ensemble d’un volume de particules et les grandeurs propres à chaque particule.
Les équations Euler-Euler en moyenne statistique sont obtenues à partir d’un formalisme
issu de la théorie cinétique des gaz formulée par Chapman & Cowling (1939). Dans cette
thèse les principales étapes de la dérivation sont résumées ci-dessous et les notations ainsi
que les différentes étapes sont détaillées dans la thèse de Boileau (2007).
1. On définit une fonction densité de présence de particules (pdf en anglais)
fp (cp; p; p;x; t|Hf ) conditionnée par une réalisation du fluide porteur Hf . Dans
l’espace des réalisations particulaires, chaque particule est identifiée par sa position
x à l’instant t, sa masse p, sa vitesse cp et sa température p2.
2. On écrit l’équation de transport de type Boltzmann décrivant l’évolution de cette
pdf.
3. Au moyen de cette pdf, on définit une moyenne statistique locale des propriétés du
spray. Les quantités mésoscopiques sont définies par la moyenne d’ensemble massique
de la quantité particulaire Ψ :




pΨ(cp; p; p) fp (cp; p; p;x; t|Hf ) dcpdpdp (3.5)
La déviation par rapport à la moyenne mésoscopique est notée Ψ00 − Ψ − Ψ˘. Dans
l’approche implantée dans Avbp, les quantités transportées sont : n˘l le nombre de











l’énergie du mouvement décorrelé et h˘s;l l’enthalpie
mésoscopique. Les grandeurs mésoscopiques, et le mouvement décorrélé sont repré-
sentés sur le croquis Fig. 3.1.
4. On multiplie l’équation de transport de la pdf par une variable quelconque Ψ des-
criptive du spray, puis on lui applique l’opérateur de moyenne défini précédemment
afin d’établir l’équation générale d’Enskog.
1Groupe Ecoulements et Combustion de l’Institut de Mécanique des Fluides de Toulouse.
2p correspond à une température caractéristique de la goutte. Dans la suite au paragraphe §-3.2.4, les
gouttes sont supposées à température uniforme. Pour lever cette hypothèse dans l’approche Eulérienne, il
faudrait rajouter des variables à la pdf permettant de décrire la répartition de température dans la goutte.
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5. En remplaçant Ψ par les quantités appropriées, on établit un système d’équations
de conservation pour le mouvement moyen dit mésoscopique. Dans les équations aux
moments de la vitesse mésoscopique Eq. (3.10) et de l’énergie décorrélée Eq. (3.11)





















Les équations de transport pour les grandeurs mésoscopiques, sont données
ci-dessous, en notant Γ le taux de transfert de masse du liquide vers le gaz du
à l’évaporation, Φl le taux de tranfert d’enthalpie reçu par le liquide, Fd la force
de traînée exercée par le fluide sur les gouttes et W le taux de transfert d’énergie
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¶ +· =¸ +¹ +º +» +¼
où les termes notés ¶ correspondent aux termes de variations temporelles, · aux
termes d’advection par le mouvement mésoscopique, ¸ aux termes d’advection par
le mouvement décorrélé, ¹ aux effets de l’anisotropie du tenseur des contraintes
mésoscopiques, º aux termes sources liés à l’évaporation, » aux termes sources liés
à la force de traînée, ¼ aux termes sources liés à la conduction thermique.
6. Les fermetures des équations du mouvement mésoscopique sont données dans la
section suivante. Il s’agit de modéliser deux types de termes :
(a) l’effet du mouvement non résolu ou décorrélé qui représente l’écart par rapport
au mouvement mésoscopique (termes ¸ et ¹),
(b) les termes de couplage avec la phase gazeuse via la force de traînée exercée par
la phase porteuse sur les particules, les échanges thermiques et massiques entre
les phases (termes º, » et ¼).
Contrairement à l’approche EL, les équations obtenues par la méthode EE sont proches
des équations de la phase gazeuse, ce qui permet d’utiliser les mêmes algorithmes infor-
matiques que le solveur gazeux et de profiter pleinement des capacités de parallélisme. De
plus, le couplage informatique ne pose aucun problème puisque la grille de calcul est la
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Fig. 3.1: Croquis schématisant un ensemble mésoscopique de particules et les variables qui lui sont
associées.
même pour les deux phases3. En d’autres termes, le code de calcul résolvant l’écoulement
diphasique en Euler-Euler n’est qu’une extension du code gazeux auquel on ajoute un jeu
de variables à transporter ainsi que des modèles pour les termes de fermeture et de cou-
plage. Le temps de calcul n’est alors plus lié aux nombres de particules à transporter mais
au nombre d’équations eulériennes décrivant la phase dispersée et la complexité des mo-
dèles de fermeture. En général, il ne dépasse pas le double du temps requis pour un calcul
monophasique équivalent, et ce, quel que soit le nombre de particules dans le domaine.
Néanmoins, le spray possédant des propriétés analogues à un fluide fortement compres-
sible, la mise en oeuvre de la méthode EE conduit à quelques difficultés numériques. La
forte compressibilité des équations Eulériennes dans lesquelles il n’y a ni termes diffusifs,
ni termes de pression engendre des fronts très raides des grandeurs mésoscopiques. Les
modèles de fermetures du mouvement décorrélé et les termes de couplage entre les phases
sont liés aux front de densité de gouttes. Ils génèrent de ce fait des termes sources numé-
riquement très raides. Ces deux phénomènes physiques posent des problèmes numériques
qui freinent l’application de cette méthode dans un contexte industriel. Plusieurs solutions
existent et sont proposées et étudiées au Chapitre 5.
La principale faiblesse de l’approche EE est sa difficulté à modéliser les configurations où
les grandeurs moyennes ne permettent pas de représenter le spray de façon réaliste. C’est le
cas en particulier lorsque le spray présente des caractéristiques polydisperses, c’est-à-dire
en présence d’une distribution de diamètres de gouttes pour une même position. À partir
de l’approche initialement décrite par Greenberg et al. (1993), Laurent & Massot (2001)
et Laurent et al. (2004) proposent une méthode sectionnelle dans laquelle le spray est
divisé en sections contenant une classe de diamètre, chaque section nécessitant son propre
jeu d’équations eulériennes. Les auteurs montrent que quelques sections suffisent pour
représenter de façon réaliste une large distribution de diamètres. Dans sa thèse, Mossa
(2005) propose un modèle où la distribution des tailles est présumée et où une équation
de transport pour la densité de surface de gouttes permet de prendre en compte les effets
polydisperses sur la dynamique du spray.
L’approche EE se heurte également aux cas où les trajectoires de gouttes au sein d’un
3Cela suppose que les variables de la phase liquide soient définies en tout point de la grille de calcul, ce
qui implique notamment de conserver une fraction volumique non nulle dans tout le domaine.
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même volume de contrôle eulérien sont très différentes4. En effet par contruction, en tout
point on ne définit qu’une seule et unique vitesse mésoscopique. De Chaisemartin (2009)
parle de méthode mono-cinétique. Toutefois, il est possible d’utiliser la méthode DQMOM
pour prédire le croisement de trajectoires en formulation eulérienne. De Chaisemartin
(2009) définit la méthode Eulérienne ainsi étendue au croisement de gouttes par le terme
de multi-vitesse.
3.2 Fermeture des équations pour l’approche Eulérienne
3.2.1 Cadre de la modélisation
Nous rappelons ici les hypothèses qui permettent de fermer le système (3.8-3.12). Les
hypothèses H1-H7 sont strictement équivalentes aux hypothèses utilisées pour écrire les
équations de suivi des particules dans l’approche lagrangienne. L’hypothèse H8 permet





H1 - Les particules sont des gouttes sphériques indéformables5
H2 - Le rapport de masse volumique entre le liquide et le gaz permet de supposer que la
seule force exercée par le fluide porteur sur les gouttes est la traînée.
H3 - La température (donc l’enthalpie sensible) est homogène à l’intérieur de chaque
goutte. Cela revient à supposer une conductivité infinie dans la phase liquide.
H4 - L’effet de la gravité est négligeable6.
H5 - L’écoulement est dilué (˘l < 0:01). Par conséquent, les effets d’encombrement vo-
lumique de la phase dispersée sur la phase porteuse sont négligeables : la fraction
volumique gazeuse vaut 1− ˘l ≡ 1.
H6 - En vertu de l’hypothèse H5, les interactions goutte-goutte sont négligeables : C ≡ 0.
H7 - En vertu de l’hypothèse H5, la phase porteuse est faiblement altérée par la présence
du spray ce qui permet d’utiliser une FDP conditionnée par une réalisation unique
de la phase porteuse7.
4Dans le cas extrême où les trajectoires sont opposées, définir une vitesse moyenne n’a plus de sens...
5Cette hypothèse revient à supposer que les phases d’atomisation primaire et secondaire sont achevées.
6Cette hypothèse peut être facilement relaxée par l’ajout d’un terme source dans l’équation de quantité
de mouvement (Riber, 2007)
7Sa validité devra toutefois être discutée dans le cadre de la combustion diphasique où la présence de
la flamme crée des échanges importants de masse, de quantité de mouvement et de chaleur entre le gaz
porteur et le spray.
51
Équations de conservation pour la phase dispersée
H8 - Toutes les gouttes possèdent localement le même diamètre : le spray est dit mono-
disperse. La polydispersion locale représentée sur le croquis de la Fig. 3.1 n’est pas
résolue par les variables mésoscopiques transportées.
H9 - Toutes les gouttes possèdent localement la même température8. Cette hypothèse
autorise une expression simplifiée des termes sources liés à l’évaporation dans l’é-
quation de quantité de mouvement mésoscopique et dans l’équation sur l’énergie
décorrélée.
3.2.2 Ecriture sous forme matricielle
On regroupe les Eqs. (3.8-3.12) sous la forme compacte et conservative utilisée pour la
phase gazeuse (cf. section 2.1) :
@wl
@t
+∇ · Fl = sl (3.14)
où wl = ( n˘l; l˘l; l˘lu˘l; l˘lv˘l; l˘lw˘l; l˘l˘l; l˘lh˘s;l )T est le vecteur des variables
conservatives mésoscopiques de la phase liquide avec u˘l, v˘l et w˘l les trois composantes de
la vitesse mésoscopique liquide : u˘l = (u˘l; v˘l; w˘l)T . Fl est le tenseur des flux de la phase
liquide composé d’une partie dû à la convection par le mouvement mésoscopique FMl et
d’une partie dûe au mouvement décorrélé FUl :














Flux convectifs dûs au mouvement mésoscopique FMl






































8Cette hypothèse est raisonnable dans les configurations industrielles pour lesquelles les échanges ther-
miques sont très rapides. La levée de cette hypothèse dans des configurations académiques est néanmoins
étudiée (Masi et al., 2008).
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Flux convectifs dûs au mouvement décorrélé FUl

































sl est le vecteur des termes sources composé d’une partie liée aux échanges avec le gaz
sg-l et d’une partie liée au mouvement décorrélé s :
sl = sg-l + s (3.20)
sg-l regroupe les termes de transfert de masse, de quantité de mouvement et d’énergie avec












s contient uniquement le terme additionnel couplant l’énergie décorrélé aux contraintes












Les différentes composantes des vecteurs FUl , sg-l et s nécessitent des modèles de
fermeture qui sont présentés dans la suite de cette section.
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3.2.3 Traitement du couplage inverse entre les phases
Pour obtenir les termes d’échange gaz → liquide (couplage direct) qui composent
sg-l, on a fait l’hypothèse que le filtrage statistique de la phase dispersée est basé sur
une réalisation unique de la phase gazeuse (cf. section 3.2.1, H7). Or, chaque réalisation
particulaire introduit une perturbation de la phase gazeuse via ces échanges interfaciaux.
De façon rigoureuse, il faudrait recourir à la probabilité jointe fluide-particules pour
définir la fonction densité de présence de particules (Fe´vrier & Simonin, 2000). A posteriori,
on peut considérer que la fonction densité de présence (définie à la section précédente)
n’est pas conditionnée par une seule réalisation fluide, mais par l’ensemble des réalisations
fluides perturbées qui aboutissent au champ filtré perturbé de la phase gazeuse.
Pour obtenir les termes de couplage entre les phases qui apparaissent dans les équations
de la phase gazeuse, il faut écrire les bilans de masse, de quantité de mouvement et d’énergie















l;i et −u˘l;iFd;i représentent respectivement les taux de transfert d’énergie cinétique
gazeuse liés aux effets de l’évaporation et de la traînée. Πg correspond au transfert d’éner-
gie interne sensible par évaporation et par conduction thermique gaz-liquide, cf. section
suivante.
3.2.4 Modèles de couplage entre les phases
Termes sources de traînée
1. Terme Fd dans l’équation de quantité de mouvement mésoscopique (Eq. (3.10),
§-3.1.2)
Le transfert de quantité de mouvement Fd du liquide vers le gaz dû à la force de








La force de traînée s’appliquant sur chaque gouttelette est modélisée par une loi de
Stokes étendue par la corrélation de Schiller et Nauman valable pour les nombres de
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 |u− u˘l| d

(3.26)
En appliquant la moyenne d’ensemble, on écrit le terme source dûs à la traînée dans














2. Terme W dans l’équation de l’énergie décorrélée (Eq. (3.11), §-3.1.2)
Par définition le mouvement décorrélé des particules subit également un effet des ef-
forts de traînée. Le terme sourceW dans l’équation de l’énergie décorrélée Eq. (3.11)













L’évaporation du carburant liquide dans Avbp est construite sur un modèle d’évapo-
ration développé pour une goutte isolée. Sazhin (2006) dans sa revue classifie les modèles
d’évaporation de gouttes isolées dans un gaz à température uniforme selon la modélisa-
tion de la conduction thermique dans la phase liquide et de la conduction thermique et
du transfert massique dans la phase gazeuse. Le modèle utilisé dans Avbp selon cette
classification correspond à un modèle à conduction infinie dans le liquide et un modèle à
symétrie sphérique dans le gaz. L’approche est schématisée par le croquis de la Fig. 3.2,
les variables à la surface de la goutte sont indicées , les variables à l’infini de la surface
de goutte (en pratique prise au noeud ou à la cellule de calcul) sont indicée ∞. Dans la
goutte, la conduction thermique est supposée infiniment rapide par rapport à celle dans
le gaz, ainsi la température de la goutte est uniforme. Dans le référentiel de la goutte, le
gaz est supposé au repos (on suppose l’état gazeux quasi-stationaire), ainsi le problème de
transfert thermique et massique dans le gaz est un problème à symétrie sphérique qui ne
dépend que de la coordonnée radiale qui mesure la distance à la surface de la goutte. Le
lecteur pourra trouver sa résolution détaillée dans les ouvrages de Sirignano (1999) et Kuo
(2005). Dans la suite, on se contente de donner l’ensemble des écritures mathématiques
qui en découlent dans l’approche Eulérienne mésoscopique et qui sont codées dans Avbp.
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Fig. 3.2: Définition du problème de l’évaporation d’une goutte dans une atmosphère au repos.
1. Taux d’évaporation Γ (Eqs. (3.9-3.12), §-3.1.2)
Le terme de transfert de masse Γ du liquide vers le gaz s’exprime comme la moyenne
d’ensemble de la variation de masse des gouttelettes, Eq. (3.29). Cette variation de
masse est déterminée en résolvant le problème de l’évaporation d’une goutte isolée
















Le modèle d’évaporation employé suppose que l’interface est à l’équilibre thermody-
namique et que la conductivité thermique est infinie pour le liquide. Ainsi on peut
utiliser la loi de Clausius-Clapeyron pour relier la température uniforme Tp = T de
la goutte à la fraction molaire de carburant vapeur à l’interface.
La résolution du problème de l’évaporation d’une goutte isolée est décrite dans les
ouvrages de Kuo (2005) et Sirignano (1999). En intégrant l’équation de conservation
de l’espèce évaporante entre l’interface de la goutte et une distance infinie de la
goutte, en considérant la quantité [DF ] constante, la variation de masse d’une
goutte isolée s’écrit :
dmp
dt
= − dSh [DF ] ln (1 +BM ) (3.30)
La variation des propriétés thermodynamiques et de transport du gaz environnant
la goutte isolée sont prises en compte en évaluant ces propriétés à une température
Tref et une composition Yk;ref de référence définies par la règle dite du un-tiers
deux-tiers, Eqs. (3.31-3.33). Cette règle suppose que la couche de gaz autour de la
goutte, et donc ses propriétés thermodynamiques et de transport, suit une évolution
quasi-stationnaire. Cette hypothèse a été confirmée par l’étude de Hubbard et al.
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1− YF;1 pour k ̸= F (3.33)
Ainsi le produit [DF ] est considéré constant entre la surface de la goutte et une
distance infinie. Il est calculé à la température de référence. Le calcul de [DF ] dépend
du choix de la modélisation employée pour le calcul des coefficients de transport.
Au Chapitre 6, deux évaluations de ce terme sont comparées, l’une en utilisant
une modélisation simplifiée basée sur un nombre de Schmidt constant du carburant,
l’autre utilisant une modélisation issue de la théorie cinétique. La première évaluation





BM est le nombre de Spalding de masse qui fait apparaître la différence de fraction




YF; peut s’écrire en fonction de la fraction molaire XF; selon l’Eq. (3.36) où WnF;
est la masse molaire moyenne du pseudo-mélange constitué de toutes les espèces





En supposant que la composition de ce mélange est la même entre  et ∞, WnF;










où PF; est la pression partielle de carburant gazeux à l’interface donnée par la
relation de Clausius-Clapeyron :













Le couple (Pcc; Tcc) correspond à un point sur la courbe de changement d’état liquide-
vapeur dans le diagramme de phase (P,T). Ainsi Pcc correspond à la pression de
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vapeur saturante du carburant à la température Tcc. La forme intégrée de la relation
de Clausius-Clapeyron, donnée à l’Eq. (3.39), suppose que la chaleur latente massique
de vaporisation Lv est constante entre les températures T et Tcc. Dans l’Eq. (3.39),










T refl est la température de référence pour pour calculer l’enthalpie du liquide :
hs;l (T ) = Cp;l

T − T refl

(3.41)
Il faut noter que T refl est différente de la température de référence du gaz. La tem-
pérature de référence pour les corps gazeux est 0 K. Pour le liquide typiquement la
température de référence correspond à la température standard 298 K ou la tem-
pérature d’ébullition du corps à la pression standard 1 bar. Ainsi Lv (T ) étant la
différence des enthalpies sensibles entre les phases, prises à la même température,
un terme correctif apparaît :



















En appliquant la moyenne d’ensemble de l’Eq. (3.29), on obtient l’équation
Eq. (3.44), avec BM défini par l’Eq. (3.35), [DF ] par l’Eq. (3.34) et d extrait
de l’Eq. (3.13).
Γ = n˘ldSh [DF ] ln (1 +BM ) (3.44)
2. Terme Πg dans l’équation de l’énergie totale gazeuse (Eq. (3.23), §-3.2.3) et terme
Φl dans l’équation de l’enthalpie liquide (Eq. (3.12), §-3.1.2).
Le transfert de chaleur du liquide vers le gaz Πg s’exprime comme une moyenne
d’ensemble du transfert d’enthalpie des gouttelettes selon l’Eq. (3.45). Le transfert
de chaleur résultant du processus d’évaporation d’une goutte isolée sans combustion
au sein d’un écoulement gazeux comporte deux contributions données par l’Eq. (3.46)
: le flux de chaleur par conduction cg et le flux d’enthalpie par changement de phase
evg . On obtient ainsi l’Eq. (3.47) pour Πg. Le terme de transfert de chaleur Πl du
gaz vers le liquide qui apparaît dans l’équation de conservation de l’enthalpie liquide
Eq. (3.12) est égal à l’opposé du transfert de chaleur du liquide vers le gaz à la
différence près de température de référence choisie pour les enthalpies gazeuse et
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En se référant à la résolution du problème de l’évaporation pour une goutte isolée
(Kuo, 2005; Sirignano, 1999), le bilan des flux thermiques à l’interface d’une goutte
évaporante s’écrit selon l’Eq. (3.49), faisant apparaître le flux total de chaleur de la
goutte tp qui se décompose également en une partie conductive cp et une partie liée











p = 0 (3.49)
Les contributions des flux thermiques vers la phase gazeuse et vers la phase liquide
sont schématisés Fig. 3.3.
Fig. 3.3: Identification des flux thermiques evg et evp sont liés aux flux de masse (flux de Stefan),
cg est lié au gradient de température entre la surface de la goutte et l’infini, cp est le flux de chaleur
reçu par la goutte.
Les flux d’enthalpie par changement de phase de la goutte et du gaz environnant
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Ainsi la somme des flux d’enthalpie par changement de phase (Eq. (3.52)) d’une
goutte isolée et du gaz environnant s’exprime en fonction de la chaleur latente de
changement de phase Lv évaluée à la température de surface T (Eq. (3.42)) et du











En intégrant l’équation de conservation de l’enthalpie entre la surface de la goutte et
une distance infinie de la goutte, on obtient une nouvelle expression de la variation
de masse d’une goutte isolée Eq. (3.53), faisant intervenir le nombre de Spalding
de température BT défini par l’Eq. (3.54) dans laquelle Leff est la chaleur latente





ln (1 +BT ) (3.53)
BT =
Cp (T1 − T)
Leff




Comme décrit au paragraphe précédent, Cp et  dans l’Eq. (3.53) sont évalués à
la température et au mélange de référence Eqs. (3.31-3.33) et considérés constants
entre la surface de la goutte et une distance infinie. De la même façon que le produit
[DF ] l’évaluation de la conductivité thermique  au point de référence dépend du
choix de modélisation pour le calcul des coefficients de transport. Au Chapitre 6,
deux évaluations sont comparées, l’une basée sur la théorie cinétique, l’autre sur le










La consistance entre les équations Eq. (3.30) et Eq. (3.53) conduit à une relation
entre les nombres de Spalding de masse et de température :
BT = (1 +BM )
 avec  = Sh
NuLeF
(3.57)
où LeF correspond au nombre de Lewis du carburant dans le mélange considéré.
Finalement en combinant les équations Eq. (3.49) et Eqs. (3.52-3.54), le flux conduc-
tif dans le gaz s’écrit :
cg = −dNu (T1 − T)
ln (1 +BT )
BT
(3.58)
D’après l’hypothèse H9, en négligeant l’enthalpie décorrélée, les termes Φg et Λg de
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le transfert d’enthalpie liquide mésoscopique par change-
ment de phase, en appliquant la moyenne d’ensemble à l’Eq. (3.52), et en négligeant
l’enthalpie décorrélée, on obtient l’expression suivante :
Λl = −Γhs;l(T˘l) = −ΓCp;l

T˘l − T refl

(3.61)
On peut alors définir un flux conductif mésoscopique pour le liquide Φl, tel que
Πl = Λl+Φl. E´tant donné que le liquide est supposé à conduction thermique infinie,
le terme Φl, donné par l’Eq. (3.62), conduit en théorie à une évolution instantanée
de la température du liquide T˘l. En pratique cette évolution est effective sur un pas
de temps.
Φl = −Πg + Γ






Afin de prendre en compte l’effet favorisant de la convection du brouillard de goutte-
lettes sur l’évaporation, les nombres de Nusselt et Sherwood qui interviennent dans les
expressions Eq. (3.44) et Eq. (3.59), sont corrigés par les corrélations de Fro¨ssling (1938).
Nu = 2 + 0:552Re1/2p Pr
1/3 (3.63)
Sh = 2 + 0:552Re1/2p Sc
1/3
F (3.64)
3.2.5 Modèles de fermeture pour le mouvement décorrélé
Plusieurs modélisations du mouvement décorrélé ont été proposées par (Fe´vrier & Si-
monin, 2000; Simonin et al., 2002; Kaufmann et al., 2008). Le choix pour Avbp s’est porté
sur une fermeture par un modèle de viscosité pour le tenseur d’ordre 2 des vitesses dé-
corrélées et un modèle de diffusivité pour le tenseur triple des vitesses décorrélées (Riber,
2007).
Terme source d’énergie décorrélée liée au mouvement mésoscopique
Le terme −l˘lR˘l;ij @@xj u˘l;i qui apparaît dans l’Eq. (3.11) au §-3.1.2 est un terme de
production/destruction d’énergie décorrélée par le mouvement mésoscopique.
En formulant des hypothèses d’équilibre local et de faible anisotropie, on peut fermer





3 ˘l ij en appliquant un modèle de Boussinesq conduisant à un modèle























Équations de conservation pour la phase dispersée
Le terme source s’exprime en fonction de la partie déviatorique du tenseur des vitesses












Terme source dans l’équation de l’énergie décorrélée liée au mouvement dé-
corrélé
Le terme − @@xj l˘lS˘l;iij , qui apparaît dans l’Eq. (3.11) au §-3.1.2, correspond à l’ad-
vection de l’énergie décorrélée par le mouvement décorrélé. Ce flux s’exprime en fonction
du tenseur d’ordre trois des vitesses décorrélées :
Le tenseur S˘l est modélisé par une loi diffusive par analogie à une loi de Fourier pour
la température (Kaufmann et al., 2008) :
S˘l;iij = −RUM @˘l
@xj




3.3 Équations LES pour la phase dispersée
De la même manière que pour la phase gazeuse, les petites échelles de la phase liquide
conduisent à des phénomènes de dissipation d’énergie dans l’écoulement (Boivin et al.,
2000). Ainsi on peut séparer les petites échelles qui ont un effet dissipatif universel, des
grandes échelles qui répondent au forçage par la phase gazeuse porteuse.
3.3.1 Filtrage LES des équations de conservation
Le filtrage LES de la phase dispersée est analogue à celui de la phase gazeuse. La
moyenne de Favre d’une fonction eulérienne mésoscopique f˘l de la phase dispersée est
similaire à celle d’une fonction f de la phase gazeuse et s’obtient en remplaçant la masse
volumique gazeuse  par la fraction volumique liquide mésoscopique ˘l dans l’Eq. 2.36 :
l bfl = ˘lf˘l (3.68)
où l est la fraction volumique de liquide filtrée au sens de la LES. Pour alléger les
notations, on omet la notation ˘ dans la mesure où le filtrage LES de la phase dispersée ne
s’applique que sur des quantités initialement issues du filtrage statistique mésoscopique.
Afin d’avoir une équivalence entre la moyenne de Favre basée sur la fraction volumique
et la densité de gouttes, on fait l’hypothèse que l’écoulement est monodisperse à l’échelle
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de la taille du filtre. Cela revient à négliger les effets de variance de sous-maille du diamètre







l bfl = nl bfl (3.69)
où nl est la densité de goutte filtrée.
En appliquant la procédure de filtrage aux équations de conservation eulériennes de la
phase dispersée, on obtient les équations de conservation LES pour le spray :
@wl
@t
+∇ · Fl = sl (3.70)
où wl = (nl; ll; lluˆl; llvˆl; llwˆl; ll bl; llbhs;l )T est le vecteur des variables
conservatives mésoscopiques de la phase liquide avec uˆl, vˆl et wˆl les trois composantes de
la vitesse mésoscopique liquide : bul = (uˆl; vˆl; wˆl)T . sl est le terme source filtré et Fl est le
tenseur des flux filtrés composé de trois contributions :



























3.3.2 Flux mésoscopiques résolus
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3.3.3 Flux décorrélés résolus

































3.3.4 Filtrage des termes non-linéaires
Pour les tenseurs cRl et cSl, on utilise la décomposition (partie déviatorique + énergie
décorrélée) et la fermeture proposées au §-3.2.5 en remplaçant les grandeurs non filtrées
par les grandeurs filtrées :
cRl;ij = dRl;ij + 2
3
blij (3.77)dRl;ij = −bRUM bSl;ij (3.78)
cSl;iij = −bRUM @ bl
@xj
(3.79)
où bSl;ij est la partie déviatorique du tenseur des contraintes résolues de la phase dispersée
: bSl;ij = @bul;i@xj + @bul;j@xi − 23 @bul;k@xk ij (3.80)
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3.3.5 Flux de sous-maille
































Tenseur des contraintes de sous-maille de la phase dispersée  tl;ij
Moreau (2006) a montré que la modélisation du mouvement mésoscopique de sous-
maille de la phase dispersée nécessite de prendre en compte les effets de compressibilité en
modélisant d’une part la partie déviatorique du tenseur et d’autre part la partie sphérique.
Le choix du modèle de sous-maille a fait l’objet de l’étude de Moreau et al. (2009). Parmi
les modèles évalués, Riber (2007) a retenu pour intégration dans Avbp un modèle de
Smagorinsky pour la partie déviatorique du tenseur et un modèle de Yoshizawa pour la
partie sphérique liée à la compressibilité de la phase.
 tl;ij = −ll
 
\ul;iul;j − bul;ibul;j (3.86)
modèle :  tl;ij = ll dl;t bSl;ij − 23 ll sl;t  bSl  ij (3.87)
Cette modélisation introduit deux viscosités de sous-maille pour la phase dispersée, sl;t et










 bSl  avec : C 0Y = 0:025 (3.89)
Diffusion de sous-maille de l’énergie décorrélée qt;i
qt est le flux de sous-maille de l’énergie décorrélée. Par analogie avec la modélisation
du terme de sous-maille de flux de chaleur, un nombre de Prandtl turbulent pour la phase




\ul;il − bul;i bl (3.90)






Dans les simulations présentées dans ce manuscrit le nombre Prtl a été fixé à 0.7.
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Diffusion de sous-maille de l’entalpie sensible qth;i
qth est le flux de sous-maille de l’enthalpie sensible liquide, dont les effets sont supposés
négligeables. Il s’écrit :
qth;i = ll

\ul;ihs;l − bul;ibhs;l (3.92)
modèle : qth;i = 0 (3.93)
3.3.6 Termes sources d’énergie décorrélée résolue





























Le terme cRl;ij est estimé par la procédure donnée au §-3.3.4. Le terme Ut est un terme
de production par le mouvement de sous-maille. Il agit comme un terme de dissipation
dans l’équation d’énergie corrélée de sous-maille. À partir d’une hypothèse d’équilibre sur
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3.3.7 Termes sources de couplage pour les variables résolues












Filtrage des termes sources de traînée
1. Taux de variation de quantité de mouvement par la traînée Fd





(ui − u˘l;i) (3.99)
approximation : F d;i ≈ ll
p
(eui − bul;i) (3.100)
2. Taux de variation (destruction) d’énergie décorrélée par la traînée W 







approximation : W  ≈ −2ll
p
bl (3.102)
Filtrage des termes sources d’évaporation
1. Taux d’évaporation Γ
Le taux d’évaporation filtré est construit à partir des grandeurs résolues :
Γ = n˘ldSh [DF ] ln (1 +BM ) (3.103)







avec : Sh ≈ 2 + 0:55Re1/2p ScF 1/3 (3.105)
BM ≈ YF;(
bTl)− eYF
1− YF;( bTl) (3.106)
La validité de l’approximation de l’Eq. (3.104) a été vérifiée dans les travaux de
Boileau (2007) sur un cas de turbulence homogène isotrope chargée en gouttelettes
évaporantes.
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2. Taux filtrés de variations de quantité de mouvement, d’énergie décorrélée et d’en-
thalpie par évaporation
Les taux de variations filtrés sont estimés comme le produit du taux d’évaporation
filtré défini à l’Eq. (3.104) et de la grandeur résolue :
Γu˘l;i ≈ Γ bul;i (3.107)
Γ˘l ≈ Γ bl (3.108)
Γh˘s;l ≈ Γbhs;l (3.109)
(3.110)
3. Flux conductif d’enthalpie filtré Φl
Le flux conductif filtré est construit à partir de l’expression Eq. (3.62), de grandeurs
résolues et du taux d’évaporation filtré estimé selon Eq. (3.104) :
Φl = −Πg + Γ






≈ −Πg + Γ
bhs;l + hs;corr(0; T refl ) (3.112)
De la même manière le taux filtré d’échange d’enthalpie dans le sens liquide −→ gaz
Πg est estimé par :












bTl− nldNueT − bTl ln  1 +BT 
BT
(3.115)
On obtient finalement :
Φl ≈ −ΓLv
bTl+ nldNueT − bTl ln  1 +BT 
BT
(3.116)




 avec :  = Sh
NuLeF
(3.118)
où Lv est la chaleur latente défini par l’Eq. (3.42) et  par l’Eq. (2.54).
3.3.8 Termes sources de couplage inverse des équations filtrés
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Le terme u˘2l;i s’exprime en fonction du tenseur de sous-maille. Le terme de transfert





approximation : ≈ bu2l;i (3.122)
Le terme u˘l;iFd;i est calculé comme le produit de la vitesse mésoscopique résolue et de
la force de traînée filtrée donnée à l’Eq. (3.100).























˘l W  = −2llp bl











eT − bTl ln (1+BT )BT











−l˘lR˘l;ij @ul;i@xj = l˘l RUM S˘l;ij
@ul;i
@xj
−l˘lR˘l;ij @ul;i@xj = ll bRUM bSl;ij @bul;i@xj −  tl;ij @bul;i@xj
avec : RUM = 13p˘l avec : bRUM = 13 p bl
diffusion d’énergie
décorrélée
−l˘lS˘l;iij = l˘lRUM @l@xj −l˘lS˘l;iij = llbRUM @ bl@xj
avec : RUM = 53p˘l avec : bRUM = 53 p bl
flux de sous-maille de
quantité de mouvement
 tl;ij = ll 
d
l;t
bSl;ij − 23 ll sl;t  bSl  ij
avec : dl;t = C 0 2S ∆2
 bSl  et : C 0S = 0:12
et : sl;t = C 0Y∆2
 bSl  et : C 0Y = 0:025
flux de sous-maille de
d’énergie décorrélée





avec : Prtl = 0:7
flux de sous-maille d’enthalpie qth;i = 0
Tab. 3.1: Récapitulatif des modélisations retenues dans les équations de la phase dispersée.
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Un aperçu général des méthodes numériques et des conditions aux limites d’Avbp sont
présentées de manière succincte au Chapitre 4. Une étude détaillée portant sur les straté-
gies numériques mises en oeuvre dans cette thèse pour le traitement de la phase liquide
est réalisée au Chapitre 5. Il est intéressant de comprendre le fonctionnement des schémas
numériques employés pour la convection et l’effet des opérateurs de diffusion artificielle
sur des cas tests simples mono-dimensionnels. Ces stratégies seront mises en oeuvre et
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4.1 Introduction
Ce chapitre résume de façon succinte les méthodes numériques employées pour les
calculs réalisés avec Avbp et dont les résultats sont présentés dans cette thèse. Pour plus
d’informations, l’ensemble des méthodes numériques implantées dansAvbp sont également
décrites dans le manuel utilisateur disponible en ligne (Gicquel, 2008) et analysées au
Chapitre 4 de la thèse de Lamarque (2007).
4.2 Parallélisme et méthodes numériques
Les résultats obtenus par simulation aux grandes échelles sont très dépendants de la
précision du schéma numérique employé. En effet les structures turbulentes résolues ne
doivent être ni dissipées, ni déformées par les erreurs numériques liées à la résolution
spatiale (discrétisation) et temporelle (avancement) du calcul. D’autre part il faut garder
en tête que la LES, parce qu’elle résout les grandes structures turbulentes en temps et en
espace, reste une méthode très coûteuse en temps de calcul. Ainsi Avbp a été développé
pour être employé sur des calculateurs à architecture massivement parallèle.
Avbp utilise des maillages non-structurés qui permettent de raffiner localement les
mailles de la grille de calcul dans des géométries complexes. La Figure 4.1 donne une idée
de la topologie des maillages hybrides qui peuvent être nécessaires pour une configuration
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Fig. 4.1: Vues du maillage hybride sur la configuration TLC, réalisé par Jaegle (2009)
complexe. Le maillage non-structuré est découpé (on parle de partition de maillage) par
le processus maître. L’algorithme MPL est utilisé pour optimiser ce découpage (Garc´ia,
2009). Le processus maître distribue ensuite les différentes partitions aux différents proces-
sus esclaves. La bibliothèque MPI est utilisée pour gérer efficacement les communications
entre processus. Les méthodes numériques employées dans Avbp sont principalement sé-
lectionnées pour leur efficacité en temps de calcul et leur niveau de précision.
Le code Avbp est un solveur utilisant une formulation spatiale dite cell-vertex (pour
discrétisation cellule-sommet). Les inconnues sont stockées aux noeuds du maillage et les
bilans de conservation sont établis aux cellules primaires du calcul. Les résidus sont ensuite
redistribués aux noeuds du maillage pour avancer le vecteur de variables. Cette discrétisa-
tion est très adaptée au parallélisme du code puisqu’elle limite les passages d’information
entre les blocs de maillage. La pondération des résidus doit assurer une bonne précision
même sur des maillages irréguliers (Lamarque, 2007).
Les développeurs d’Avbp ont fait le choix d’une intégration temporelle explicite, ce qui
assure une parallélisation du code plus aisée. La stabilité des schémas de convection est
alors assurée par la condition CFL. Dans sa thèse, Lamarque (2007) a calculé le nombre
CFL critique pour l’ensemble des schémas disponibles dans AVBP par une analyse mono-
dimensionnelle de stabilité. Les nombres CFL critiques pour les deux schémas employés
dans les simulations de ces travaux de thèse sont donnés au tableau Tab. 4.1. De manière
à s’assurer que le calcul tridimensionnel est bien dans le domaine de stabilité, le pas de
temps de l’avancement du schéma numérique est choisi pour qu’en tout point du calcul le
nombre CFL local soit inférieur à 0:7.
Schéma Nombre CFL critique
LW 1
TTGC 1:022
Tab. 4.1: Domaine de stabilité des schémas utilisés pour les calculs mono-dimensionnels.
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Plusieurs schémas numériques de convection sont implantés dans Avbp. Les calculs
présentés et analysés dans cette thèse sont réalisés principalement avec le schéma cen-
tré éléments-finis TTGC (Colin & Rudgyard, 2000). Ce schéma est précis à l’ordre 3 en
temps et en espace. L’intégration temporelle est réalisée en deux étapes par une méthode
de prédiction-correction. Ce schéma a été spécialement développé pour Avbp et permet
d’assurer une bonne précision sur les maillages non-structurés, pour tout type d’éléments
(tétraèdres, hexaèdres, pyramides, prismes, ...) et pour un coût en temps de calcul raison-
nable comparativement à d’autres schémas de même précision (Colin & Rudgyard, 2000).
Afin d’évaluer l’utilisation de schémas décentrés pour la résolution du système d’équations
de la phase liquide, le schéma PSI a également été employé (cf. Chapitre 5). Ce schéma
est utilisé conjointement au schéma Lax-Wendroff (LW) pour la phase gazeuse. Ces deux
schémas réalisent l’avancement temporel en une seule étape. Le schéma LW est un schéma
centré précis à l’ordre 2 en temps et en espace, tandis que le schéma PSI est un schéma
décentré précis à l’ordre 1 en temps et en espace. Cette stratégie numérique est encore en
phase d’évaluation, et son utilisation sur la configuration Mercato a permis une mesure
quantitative des performances de ce schéma.
Deux formulations pour la discrétisation des termes de diffusion sont implantées dans
Avbp. La première dérive de la discrétisation cell-vertex et conduit alors à un opérateur
de diffusion dont le stencil est de 4 ∆. Cela signifie que la construction de l’opérateur en
un noeud du maillage nécessite l’information des noeuds adjacents et des noeuds adjacents
à ces premiers. Ceci est résumé par le croquis sur la Fig. 4.2(a), le calcul de l’opérateur
de diffusion sur le noeud central nécessite la connaissance de l’information aux noeuds
des deux couronnes de cellules représentées. La seconde formulation dérive d’une méthode
éléments-finis et conduit à une discrétisation vertex-centered1 et à un stencil plus réduit de
2 ∆. Pour calculer l’opérateur de diffusion en un noeud du maillage, cet opérateur n’utilise
l’information que des noeuds des cellules adjacentes au noeud considéré, comme cela est
représenté sur la Fig. 4.2(a). Les calculs présentés dans cette thèse utilisent la discrétisation
2∆. En effet cet opérateur de diffusion permet de dissiper toutes les échelles énergétiques
résolues sur la grille de calcul. En particulier, il agit comme un filtre sur les plus hautes
fréquences, appellées wiggles, qui sont des oscillations numériques noeud à noeud (longueur
d’onde 2∆). Cet opérateur, déjà implanté pour les termes diffusifs (termes de dissipation
laminaire et turbulent) de la phase gazeuse, a récemment été codé dans Avbp pour les
termes dissipatifs des modèles de fermeture du mouvement décorrélé, et des termes de sous-
maille, pour la phase liquide par Martinez (2009). Cette discrétisation est cruciale pour
permettre de résoudre l’équation de l’énergie décorrélée dans des configurations complexes.
Les termes sources de couplage entre les phases peuvent être calculés directement aux
noeuds pour avancer directement le vecteur des variables. Néanmoins, Lamarque (2007)
rappelle la formulation cell-vertex exacte. Elle consiste à calculer le terme source au centre
des cellules puis de le redistribuer au noeud. Cette formulation, plus précise, a été implantée
et utilisée dans les calculs présentés dans cette thèse.
Le schéma de convection TTGC est centré en espace. Il est également très peu dissipatif.
Il génère par contre des oscillations hautes fréquences ou wiggles dans les zones de forts
gradients. Dans le cas du transport des variables gazeuses, l’opérateur de diffusion n’est
1Pour discrétisation centrée aux sommets.
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(a) Discrétisation cell-vertex. (b) Discrétisation vertex-centred.
Fig. 4.2: Représentation des noeuds dont l’information est nécessaire pour calculer l’opérateur de
diffusion (Laplacien).
parfois pas suffisant pour les dissiper complètement. Dans le cas du transport des variables
de la phase liquide, il n’y a pas de termes de diffusion2. L’emploi de diffusion artificielle, ou
viscosité artificielle, permet de limiter efficacement l’effet dispersif des schémas centrés. En
suivant l’idée de Jameson et al. (1981), une combinaison linéaire d’opérateurs de viscosité
(ordre 2) et d’hyperviscosité (ordre 4) est ajoutée aux résidus pour aider à la résolution
des gradients en les adoucissant. Il s’agit alors de déterminer un senseur d’application
de cette viscosité, c’est-à-dire une fonction qui varie entre 0 et 1, qui repère efficacement
les oscillations numériques et qui reste locale afin de ne pas dégrader la précision du
schéma numérique dans le domaine de calcul complet. Pour la phase gazeuse le senseur de
Colin (Colin, 2000) est utilisé pour les calculs présentés dans cette thèse. Ce senseur est
plus adapté pour une simulation LES que le senseur original de Jameson, il localise plus
finement les erreurs numériques des fluctuations turbulentes et prend alors des valeurs
plus proches de 1 dans ce cas-là afin d’éliminer rapidement l’oscillation numérique.
Dans le cas des équations de transport de la phase liquide, le senseur de Jameson
a été adapté par Riber (2007). Lamarque (2007) a constaté que dans des écoulements
diphasiques complexes, ce senseur se déclenchait trop souvent, et la diffusion artificielle
devenait non-négligeable. Les senseurs d’application de viscosité artificielle ont donc été
étudiés dans le cadre de cette thèse conjointement avec Martinez (2009). Ce travail est
présenté au chapitre suivant.
Les différents points évoqués ci-dessus assurent au code Avbp une excellente paralléli-
sation comme l’attestent les tests de temps de calcul réalisés sur un très grand nombre de
processeurs de plusieurs supercalculateurs (Staffelbach, 2009).
2Exceptés les termes de fermeture de sous-mailles et du mouvement décorrélé dans l’équation de la
quantité de mouvement.
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Les conditions aux limites constituent un point crucial dans tout code de mécanique
des fluides. Elle deviennent critiques en LES, et notamment si l’acoustique du système est
résolue (Tam & Webb, 1993; Poinsot et al., 1999; Scho¨nfeld & Poinsot, 1999).
Avant chaque mise à jour du vecteur des variables transportées, le résidu calculé par le
schéma numérique doit être corrigé pour imposer les valeurs cibles pour chaque phase de
l’écoulement (vitesse, flux de masse, température, pression ...) sur chaque entrée, sortie et
paroi du domaine. Pour un code compressible commeAvbp, il est important de maîtriser la
propagation des ondes acoustiques depuis leur source dans le domaine jusqu’aux frontières
du domaine mais également leur réflexion éventuelle sur les parois et les sorties du domaine.
Dans le cas des équations de la phase dispersée, cette difficulté ne se pose pas puisque il
n’existe pas de phénomènes acoustiques3.
Les calculs présentés dans cette thèse utilisent les conditions aux limites suivantes :
• Entrées / Sorties
Les conditions d’entrée et de sortie pour la phase gazeuse sont traitées par une
approche caractéristique dite NSCBC (Poinsot & Lele, 1992), c’est-à-dire que les
valeurs cibles sont imposées via une décomposition en ondes. Les conditions d’entrée
et de sortie pour la phase dispersée sont traitées par une approche de Dirichlet, les
valeurs cibles sont imposées sur les variables transportées.
• Parois
Les parois solides dans le domaine de calcul sont vues comme des surfaces imper-
méables par l’écoulement. Elles peuvent être adhérentes ou non. Les vitesses normale
et tangentielles à la surface de la paroi sont donc modifiées en conséquence par une
approche de type Dirichlet.
Les détails de la mise en oeuvre et de l’implantation des approches NSCBC et Dirichlet
dans Avbp sont présentés dans le manuel utilisateur (Gicquel, 2008) et dans la thèse
de Porta (2007).
Pour la phase gazeuse, on peut raisonnablement penser que, pour un point de fonc-
tionnement particulier d’une configuration donnée, les valeurs cibles en entrée et sortie
sont précisément déterminées. Par exemple, dans le cas d’un montage expérimental, le
débit et la température du mélange en entrée, ainsi que la pression chambre sont contrôlés
et mesurés. Par contre, il est plus difficile de connaître ou de mesurer les coefficients de
réflexion de sortie qui peuvent jouer un rôle important sur les ondes dans le domaine.
La détermination des valeurs cibles permettant de représenter correctement la physique
de la phase dispersée n’est pas évidente. Dans le cas d’un montage expérimental, s’il est
3Dans les équations de la phase dispersée, il n’y a pas de terme de pression.
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aisé de contrôler et de mesurer le débit et la température du liquide injecté, il est difficile
de caractériser le spray formé à l’issue des processus d’atomisation primaire et secondaire.
Un modèle a donc été développé pour créer une condition limite d’entrée à partir des
paramètres connus d’injection liquide et des paramètres géométriques de l’atomiseur. Ce
travail est développé au Chapitre 7.
L’interaction du spray avec les parois du domaine se limite à une condition de glisse-
ment après impact des gouttes sur la paroi. Des phénomènes plus complexes associés à la
formation de films liquides existent mais ne sont pas étudiés dans ce travail.
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5.1 Stratégies numériques pour les écoulements diphasiques
dans les configurations complexes
Les hypothèses mêmes de la dérivation des équations Eulériennes présentées au Cha-
pitre 3 conduisent à un système d’équations difficile à intégrer numériquement et qui,
mathématiquement, conduit à des singularités. En effet les équations ne contiennent ni
terme de pression, ni terme de diffusion moléculaire. Cela conduit à la formation de fronts
ou -chocs dont l’occurrence est analysée dans la thèse de De Chaisemartin (2009). Ils ap-
paraissent lorsque l’hypothèse d’unicité locale de la vitesse liquide n’est plus valide. C’est
le cas, par exemple, lorsque deux paquets de gouttes de vitesses différentes se croisent.
Dans le cadre de notre modélisation, interdisant le croisement de gouttes puisque l’on ne
peut localement avoir qu’une seule vitesse d’ensemble, cette situation conduit à un paquet
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de gouttes infiniment mince dont la vitesse est la moyenne pondérée par la masse des deux
vitesses initiales. De Chaisemartin (2009) démontre la robustesse du schéma numérique
qu’il emploie, en réalisant le cas test décrit à la Fig. 5.1. L’épaisseur finale du paquet de
gouttes est résolue sur une maille de calcul.
Fig. 5.1: Figure extraite de (De Chaisemartin, 2009) illustrant la formation d’un -choc avec la
méthode multi-fluide monocinétique. Densité massique de deux paquets de gouttes de nombre de
Stokes St = 5:29. A l’intersection des deux trajectoires, les paquets fusionnent.
Dans l’approche Euler-Euler mésoscopique, une telle situation générerait un fort terme
source de production d’énergie décorrélée tendant à élargir le paquet de gouttes final.
La forte concentration de gouttes ainsi que le fort terme source associé, si ils sont mal
résolus, sont susceptibles de faire diverger le calcul. De la même façon un effet artificiel de
moyenne apparaît lorsque deux paquets de gouttes de diamètre différent se croisent, du
fait de l’approche monodisperse.
Comme l’a démontré De Chaisemartin (2009), la résolution des équations aux moments
pour la phase liquide dispersée requiert des méthodes numériques robustes. Plusieurs stra-
tégies numériques disponibles dans Avbp ont été mises en oeuvre sur la configuration
Mercato dans le cadre de cette thèse. Ces travaux ont été initiés par Lamarque (2007)
et Roux (2009) sur différents cas tests, par Martinez (2009) et Vie´ et al. (2009) sur des
configurations d’injection Diesel haute pression. Le tableau 5.1 présente les stratégies dis-
ponibles dans Avbp, correspondant à un ensemble de méthodes numériques : schéma
numérique, viscosité artificielle, senseur de viscosité artificielle et prise en compte ou non
du mouvement décorrélé. Elles sont détaillées et évaluées sur des cas tests simples dans
les sections suivantes, et mises en oeuvre sur la configuration Mercato(Partie ). Elles
peuvent être regroupée en deux catégories :
• Schémas centrés et viscosité artificielle
• Schémas décentrés
L’ordre des schémas donnés au Tab. 5.1 a été mesuré sur des cas tests linéaires par Colin
& Rudgyard (2000) et Lamarque (2007). Ceci ne garantit pas cependant que cet ordre soit
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conservé sur un maillage non structuré avec de fortes variations de taille de maille comme






Stratégie Schéma Numérique Ordre Senseur Activation du Testée sur
Numérique gaz liquide du schéma de VA1 modèle RUM2 Mercato
TTGC AV 1 TTGC TTGC 3ème JR3 Non (Lamarque, 2007)
TTGC AV 3 TTGC TTGC 3ème CMS4 Non ?
TTGC RUE AV 4 TTGC TTGC 3ème CMS-lite5 Oui ?
PSI AV 3 LW PSI 2ème / 1er CMS Non ?
FCT AV 1 LW FCT LW-PSI6 2ème JR Oui/Non (Roux, 2009)
Tab. 5.1: Stratégies numériques employées sur la configuration Mercato. Le symbole ? repère les stratégies qui ont été évaluées dans ce travail.
1L’acronyme VA est utilisé pour Viscosité Artificielle.
2L’acronyme RUM est utilisé pour Random Uncorrelated Motion, la traduction en anglais du mouvement décorrélé.
3Les initiales JR correspondent à Jameson-Riber. Il s’agit du senseur Jameson modifié par Riber (2007).
4Les initiales CMS corresondent à Colin-Martinez-Sanjosé. Il s’agit du senseur Colin adapté utilisé dans la thèse de Martinez (2009) et dans les travaux de
cette thèse.
5Ce senseur a été mis au point par Martinez (2009), il n’a pas été encore intégré dans Avbp.
6Ce schéma a été écrit dans une version de développement par Roux (2009), il n’a pas été encore intégré dans Avbp.
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5.2 Schémas numériques centrés et utilisation de viscosité
artificielle pour la phase liquide
De manière générale, les schémas de convection employés pour la LES doivent être
précis en temps et en espace. Dans le cas d’Avbp, les schémas centrés ont été préférés
car leur stencil est plus petit pour une précision donnée (cela limite donc les besoins en
mémoire et en communication). Ils sont moins coûteux et très peu dissipatifs. Ils ont par
contre l’inconvénient d’être dispersifs et instables lorsqu’ils rencontrent de forts gradients.
Ces deux propriétés (dissipation/dispersion) mesurent l’aptitude d’un schéma numérique
à transporter un signal sans l’amortir et sans modifier sa vitesse de convection. Dans sa
thèse, Lamarque (2007) a quantifié la dispersion et la dissipation des schémas de convection
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Fig. 5.2: Extrait de (Lamarque, 2007) : quantification des erreurs de dissipation (gauche) et de
dispersion (droite) de différents schémas numériques de convection.
Lorsqu’il s’agit de transporter les grandeurs de la phase dispersée, qui présentent sou-
vent de forts gradients, la dispersion du schéma numérique devient très génante. Ainsi
Riber (2007) dans sa thèse a démontré que le schéma TTGC du 3ème ordre en temps et
en espace donnait de meilleurs résultats que le schéma Lax-Wendroff du 2nd ordre, plus
dispersif comme le montre la figure Fig. 5.2. Cependant, même la dispersion faible du
schéma TTGC peut engendrer de fortes erreurs dans les calculs diphasiques. En effet, un
schéma centré ne peut pas résoudre sans viscosité locale les sauts de variables qui peuvent
apparaître sur la phase dispersée.
Dans ce chapitre, les difficultés numériques rencontrées en diphasique sont mises en
évidence sur un cas test monodimensionnel de convection pure. Le domaine de calcul est
rectangulaire et mesure 1 m de hauteur sur 30 mm de longueur7. Les bords gauche et droit
du domaine sont des conditions de périodicité, afin de représenter un domaine infini, et les
bords haut et bas sont des conditions de symétrie afin de contraindre le système à rester 1D.
Deux maillages cartésiens réguliers de 50 et 100 cellules sont utilisés pour montrer l’effet
de la discrétisation sur la solution. Les pas de discrétisation spatiale ∆x;∆y et temporelle
∆t sont donnés dans le tableau ci-dessous. nx, ny correspondent aux nombres de cellules
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dans la direction de propagation et dans la direction transversale, respectivement.
Maillage Type Discrétisation Espacement Pas de temps
8
d’élément nx; ny ∆x;∆y (m) ∆t pour CFL= 0:7
50 cellules rectangles 50× 1 6× 10 4; 1 9:5× 10 7 s
100 cellules rectangles 100× 1 3× 10 4; 1 4:8× 10 7 s
Tab. 5.2: Caractéristiques des deux maillages utilisés.
La solution initiale correspond à un champ diphasique uniforme sur lequel une pertur-
bation gaussienne sur une ou plusieurs variables mésoscopiques est superposée. Les termes
de couplage entre les phases étant désactivés, les deux systèmes d’équations pour le gaz et
la phase dispersée sont totalement découplés. Les modèles de sous-mailles et de fermeture
pour le mouvement décorrélé sont désactivés. La solution initiale non perturbée corres-
pond à un champ uniforme de gouttes de diamètre d0 = 20 m et de densité de particules
n˘l;0 = 10
10 m 3 en convection à vitesse constante u˘l;0 = 10 m/s. Le temps convectif,
tconv = 3 ms, est défini comme le temps nécessaire pour transporter une information à la
vitesse u˘l;0 sur une longueur du domaine soit 30 mm. Le système d’équations résolu pour




















n˘lu˘l = 0 (5.3)
Les pertubations gaussiennes sont placées au centre du domaine et ont une largeur de
1 mm. Elles sont définies sur 7 noeuds9 de maillage pour le cas à 50 cellules et 15 noeuds
pour le cas à 100 cellules.
5.2.1 Effets de dispersion
Une perturbation est initialisée sur les champs de fraction volumique et de diamètre de
gouttes. L’amplitude correspond à 50% de la valeur initiale. La solution obtenue avec le
schéma TTGC après un temps convectif est superposée à la solution initiale pour chaque
champ et chaque maillage à la figure Fig. 5.3. Le diamètre n’étant pas transporté et les
champs de vitessse et de densité de gouttes étant constants, le système Eqs. (5.1-5.3) se
7Le choix de la hauteur de 1 m assure que le calcul du pas de temps à partir du nombre CFL calculé en
2D via la Jacobienne des flux soit identique au calcul du pas de temps par une formule monodimensionnelle
t = CFL x
u+c
.
8Pour comparaison, le pas de temps dans les calculs Mercato présentés en partie 3 de cette thèse est
de 2:2 10 7 s.
9Correspondant à la résolution typique dans le cas d’une configuration complexe.
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˘l = 0 (5.4)
La solution initiale est donc aussi la solution analytique après un temps convectif (c’est-
à-dire après un tour de domaine périodique). Le diamètre est reconstruit à partir de la
densité et de la fraction volumique.
Le schéma TTGC est peu dissipatif puisque, même sur le maillage grossier, près de 80 %
de l’amplitude du signal est restituée après un temps convectif. En revanche, les gradients
associés à la perturbation initiale étant très importants, on voit apparaître des signaux
secondaires à l’arrière de la gaussienne. Le paquet de gouttes est artificiellement transformé
en un train de paquets de gouttes de plus petit diamètre. Ces signaux, caractéristiques
de la dispersion du schéma10, atteignent près de 20 % de l’amplitude du pic principal sur
le maillage grossier. La répartition de gouttes restant uniforme et constant, l’erreur se
répercute sur le diamètre.
La dispersion du schéma altère donc le signal physique. Pour limiter cet effet, l’utilisa-
tion de viscosité artificielle est nécessaire. Son application doit être ciblée afin de réduire
l’amplitude des pics secondaires mais préserver autant que possible l’amplitude du signal
primaire.
10Puisque les ondes de fréquence différentes ne sont pas convectées à la même vitesse par le schéma.
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(a) Profils de fraction volumique - l.


















(b) Profils de diamètre de gouttes - d en m.


















(c) Profils de densité de gouttes - nl en m 3.
Fig. 5.3: Mise en évidence de la dispersion du schéma TTGC et de son effet sur la reconstruction
du diamètre des gouttes après un temps convectif. A` gauche, résolution sur le maillage de 50
cellules, à droite sur celui de 100 cellules.
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5.2.2 Opérateurs et senseurs de viscosité artificielle
Un opérateur de diffusion artificielle est appliqué aux résidus calculés par le schéma
dans le but d’adoucir les forts gradients et de supprimer les oscillations observées à la
Fig. 5.3. Jameson et al. (1981) ont recommandé l’utilisation couplée d’opérateurs de vis-
cosité (ordre 2) et d’hyperviscosité (ordre 4). L’opérateur de viscosité est construit à partir
d’un Laplacien. Il est multiplié par un paramètre utilisateur (2) et par un senseur d’ap-
plication . Le senseur est une fonction comprise entre 0 et 1 qui mesure la non-linéarité
d’une variable scalaire de référence. Le senseur localise les forts gradients et limite l’ap-
plication de la viscosité à des zones bien précises du domaine de calcul. L’hyperviscosité
permet d’éliminer les oscillations noeud à noeud (wiggles). Elle est appliquée partout sauf
là où l’opérateur de viscosité est appliqué. L’opérateur d’hyperviscosité est multiplié par




0; (4) −  (2)

(5.5)
Le détail de la discrétisation des opérateurs est donné dans la thèse de Lamarque (2007).
Tout l’art de cette méthode de stabilisation réside dans la construction du senseur . Pour
la phase gazeuse compressible deux senseurs sont disponibles dans Avbp : le senseur de
Jameson et al. (1981) et celui de Colin (2000). Le senseur de Colin est une adaptation
du senseur de Jameson aux calculs fortements instationnaires comme ceux employant des
schémas précis tel que TTGC. L’application de la viscosité est alors bien limitée aux zones
de fortes non linéarités.
Senseur de Jameson
La variable de référence notée S pour le senseur de Jameson J
j est la pression, qui
est une variable gazeuse reconstruite à partir de l’ensemble des variables transportées :
densité, énergie totale et quantité de mouvement, et même fractions massiques des espèces
du mélange. Le senseur J
j est calculé au centre de la cellule Ωj comme le maximum de
ses valeurs Jk aux sommets k de la cellule considérée. Il mesure l’écart entre la variation
de S au sein de la cellule ∆k1 et de la variation de S maille à maille ∆k2
J









j − Sk ∆k2 = (~∇S)k:(~x
j − ~xk) (5.8)
Senseur de Colin
Le senseur de Colin C
j est construit comme une sorte d’amplificateur passe-haut du
senseur de Jameson J
j . Il distingue les zones bien résolues de forts gradients, des zones où
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les gradients correspondent à des oscillations numériques de grande amplitude. Ce senseur
utilise des paramètres ad-hoc Eq. (5.13) évalués sur des cas de simulation numérique directe
de THI (Colin, 2000). La variable de référence S pour le senseur de Colin est l’énergie totale,











































Ψ0 = 2× 10 2  = 1× 10 2
1 = 1× 10 2 2 = 0:95 3 = 0:5 (5.13)
Adaptation des senseurs pour la phase liquide
Dans le cas des équations de la phase dispersée, il est difficile de sélectionner une
grandeur de référence sur laquelle repérer l’ensemble des problèmes numériques. Ainsi si
l’application de la viscosité artificielle est identique pour les phases gazeuse et dispersée,
puisqu’elle utilise les mêmes opérateurs, le senseur d’application doit être adapté à la
spécificité de la phase dispersée.
Senseur JR
Riber (2007) dans ses travaux de thèse propose d’étendre le senseur de Jameson en
l’évaluant non pas sur une grandeur de référence mais sur l’ensemble des variables dipha-
siques. Ainsi, le senseur JRtpf;
j est le maximum des valeurs calculées pour chaque variable






j (ll) ; 
J

j (bul) ; J
j  bl ; J
j bhs;l ; J
j (nl)i (5.14)
Dans ses travaux de thèse, et notamment sur la configuration Mercato, Lamarque
(2007) a montré que l’application de ce senseur de viscosité artificielle n’était pas suffi-
samment ciblée. En effet le senseur, du fait de sa construction, est très souvent activé et
ne permet pas de localiser les zones à forts gradients où la VA est nécessaire.
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Senseur CMS
Plus récemment, Martinez (2009) suggère d’adapter le senseur de Colin aux écoulements
diphasiques. Ce senseur est en effet plus adapté aux forts gradients présents dans les calculs
instationnaires que le senseur de Jameson, et convient mieux à la phase dispersée.
L’idée est alors d’utiliser deux variables de référence au lieu d’une seule dans le cas
gazeux. Le choix se porte sur la fraction massique de liquide ll et le diamètre reconstruit
d. La fraction volumique présente naturellement des gradients importants et permet de
cibler les zones où la résolution est suffisante. Le diamètre joue un rôle double. Comme
observé dans le cas test précédent (Fig. 5.3) il est plus sensible aux effets de dispersion
du schéma et donc au manque de résolution spatiale. D’autres part les termes sources de
couplage sont liés au diamètre. Les zones de gradients de diamètre identifient donc des
zones dans lesquelles les termes sources varient rapidemment. Comme les termes sources de
couplage gaz-liquide sont des termes sources numériquement raides et que leur calcul n’est
pas implicite, ils sont parfois sources d’instabilités numériques. L’utilisation du diamètre
dans l’évaluation du senseur de Colin permet alors d’identifier les zones où le comportement
de la phase liquide se modifie fortement, pouvant engendrer des problèmes numériques.
La seconde adaptation faite par rapport au cas gazeux est d’utiliser non pas la valeur
au noeud Sk des variables de référence ll et d dans les expressions Eq. (5.7) et Eq. (5.10)
mais leur valeur au centre de la cellule S
j . Cette adaptation permet de ne pas saturer le
senseur dans les zones de forts gradients relativement bien résolus. En effet, dans la phase
dispersée, dont les équations sont dépourvues de terme de pression, les fronts résolus
des grandeurs liquides tendent à s’amincir autant que le maillage le permet conduisant
inévitablement à des forts gradients résolus sur peu de points. Néanmoins ces fronts ne sont
pas des oscillations numériques : le senseur doit donc s’activer pour aider à la résolution



















avec : Ψ0 = max [(Ψtpf (ll) ;Ψtpf (d)] (5.16)




















∆k1 et ∆k2 sont calculés selon Eq. (5.8), ∆k selon Eq. (5.11). Les paramètres ad-hoc de
l’Eq. (5.13) sont conservés.
Senseur CMS-lite
Une variante du senseur CMS CMStpf;
j permet de ne pas masquer les effets de la viscositébRUM liée au mouvement décorrélé en augmentant le niveau de Ψtpf pour lequel le senseur
sature. Le senseur CMS-lite CMS litetpf;
j est identique au senseur CMStpf;
j , seul le paramètre
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1 dans l’évaluation des Ψtpf (S) (Eq. (5.17)) est modifié et dépend de la variable de
référence S :
1 (ll) = 5× 10 2 et 1 (d) = 2× 10 2 (5.19)
5.2.3 Evaluation des senseurs
Le cas test présenté au paragraphe §-5.2.1 est reproduit en activant l’opérateur de vis-
cosité artificielle afin d’évaluer l’influence des différents senseurs d’application. Afin d’ac-
centuer l’influence du senseur, la valeur du paramètre (2) est fixée pour tous les senseurs
à 0:3, une valeur relativement importante pour un cas test mono-dimensionnel, tandis que
la valeur du paramètre (4) est fixée à 0. La solution obtenue après un temps convectif
est superposée à la solution initiale qui correspond également à la solution théorique de
l’Eq. (5.4). Pour les maillages de 50 et 100 cellules, la solution obtenue est donnée à la
Fig. 5.4 pour le senseur JR, Fig. 5.5 pour le senseur CMS, et Fig. 5.6 pour le senseur
CMS-lite.






















(a) Profils de fraction volumique - l.


















(b) Profils de diamètre de gouttes - d en m.
Fig. 5.4: Mise en évidence de l’effet de la viscosité artificielle appliquée par le senseur JR. A`
gauche, résolution sur le maillage de 50 cellules, à droite sur celui de 100 cellules.
En employant le senseur JR, la viscosité artificielle élimine efficacement les oscillations
secondaires qui étaient visibles à la Fig. 5.3. Elle a pour effet majeur dans ce cas (Fig. 5.4)
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(a) Profils de fraction volumique - l.


















(b) Profils de diamètre de gouttes - d en m.
Fig. 5.5: Mise en évidence de l’effet de la viscosité artificielle appliquée par le senseur CMS. A`
gauche, résolution sur le maillage de 50 cellules, à droite sur celui de 100 cellules.
de lisser les gradients pour réduire les oscillations, et d’amortir et d’étaler les pics. La
solution reste positive. L’inconvénient majeur est la perte d’amplitude de la perturbation
: près de 70 % de l’amplitude de la perturbation de fraction volumique est diffusée sur le
maillage à 50 cellules, et 50 % sur le maillage à 100 cellules.
Le senseur CMS amortit les oscillations secondaires, adoucit légèrement les gradients,
et conserve une amplitude raisonnable du pic principal : plus de 73 % de l’amplitude de
la perturbation de fraction volumique est restituée sur le maillage de 50 cellules, et plus
de 95 % sur le maillage de 100 cellules.
Le senseur CMS-lite amortit très légèrement les oscillations secondaires, il ne modifie
quasiment pas les gradients et l’amplitude du pic primaire.
On calcule l’erreur associée à la stratégie numérique avec la norme L2 de la difference





[(l˘l)exact − (l˘l)num]2 dx (5.20)
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(a) Profils de fraction volumique - l.


















(b) Profils de diamètre de gouttes - d en m.
Fig. 5.6: Mise en évidence de l’effet de la viscosité artificielle appliquée par le senseur CMS-lite.
A` gauche, résolution sur le maillage de 50 cellules, à droite sur celui de 100 cellules.
où la longueur du domaine est notée LD = 30 mm.
L’erreur E donnée par l’Eq. (5.20) est calculée pour les trois stratégies présentées et
sur les deux maillages considérés. Les résultats sont présentés à la figure Fig. 5.7. La
stratégie employant le senseur JR génère une erreur bien supérieure à celle du schéma
seul. De plus lorsque l’on augmente la résolution, la diminution de l’erreur est faible :
sur les deux maillages, l’erreur mesurée est du même ordre de grandeur. En revanche, les
erreurs relatives aux stratégies employant les senseurs CMS et CMS-lite sont très proches,
et elles retrouvent le même ordre de grandeur que l’erreur du schéma seul. Ainsi la viscosité
artificielle dans le cas des senseurs CMS ne modifie pas l’ordre du schéma. L’erreur diminue
pour ces senseurs lorsque la résolution spatiale augmente. Ceci signifie que le senseur est
capable d’identifier les gradients bien résolus, et ne les adoucit pas.
Pour évaluer la cette perte de précision du schéma par l’utilisation du senseur JR, on
peut calculer un coefficient de viscosité associé à la diffusion artificielle. Comme l’a montré
Lamarque (2007) dans sa thèse, la discrétisation sur un maillage monodimensionnel de
l’opérateur du second ordre fait apparaître un terme Laplacien, dont le facteur détermine
le coefficient de diffusion artificielle. L’Eq. (5.4) en présence de viscosité artificielle est
11La solution exacte correspond à la solution initiale pour ce cas de convection pure (Eq. (5.4)).
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Fig. 5.7: Mesure de l’erreur E obtenue en employant le schéma TTGC et de la viscosité artificielle
appliquée par les senseurs JR, CMS et CMS-lite. Les lignes horizontales correspondent à l’erreur du












où AV est calculée au noeud j selon l’expression ci-dessous, avec j le senseur d’application






où h2 dépend de la résolution spatiale : pour les maillages utilisés, h2 = ∆x ·∆y où ∆x
et ∆y sont donnés dans le Tab. 5.2. Les coefficients calculés pour la solution à l’instant
t = tconv obtenue avec le schéma TTGC et les senseurs JR, CMS et CMS-lite sont présentés
à la Fig. 5.8 pour les deux maillages utilisés.




















Fig. 5.8: Coefficient de viscosité artificielle AV associé aux différents senseurs, donné en m2/s.
A` gauche, maillage de 50 cellules, à droite, celui de 100 cellules.
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Tandis que le senseur CMS applique la viscosité artificielle sur des cellules bien lo-
calisées, le senseur JR étend l’application sur une zone très large. Lorsque la résolution
augmente, et que les gradients sont alors mieux résolus, le maximum de viscosité diminue
avec le senseur CMS, tandis qu’il augmente avec le senseur JR. Ainsi la perte de précision
de la solution s’explique par le fait que le senseur JR n’a pas une application locale et
engendre un excès de viscosité artificielle. Le senseur CMS-lite ne se déclenche quasiment
pas, la viscosité ajoutée est très faible comparée à celle associée aux utilisant les senseurs
JR ou CMS.
Les observations faites sur ce cas test peuvent se résumer sous la forme d’un tableau
(Tab. 5.3).
JR CMS CMS-lite
erreur −− − +
dissipation −− − −/+
dispersion ++ + −/+
Tab. 5.3: Résumé des observations faites sur les senseurs d’application de viscosité artificielle.
L’effet sur les différents points observés est noté : −− médiocre, − faible, −/+ pas d’effet, + positif,
++ efficace.
Pour limiter la dispersion du schéma numérique, le senseur CMS-lite ne semble pas
adapté, puisque les oscillations secondaires ne sont quasiment pas amorties. Le senseur JR
qui élimine efficacement les effets de dispersion, semble néanmoins s’activer trop souvent
et générer un excès de viscosité artificielle. Le senseur CMS, semble être un bon compro-
mis entre précision et limitation de la dispersion dans le cas d’une simulation fortement
instationnaire pour laquelle de forts gradients résolus peuvent apparaître et déstabiliser la
résolution.
5.2.4 Effet de l’opérateur de viscosité artificielle du 4ème ordre
Pour étudier l’influence de l’opérateur de viscosité artificielle du 4ème ordre, le cas test
présenté au paragraphe §-5.2.1 est reproduit en faisant varier le paramètre utilisateur (4).
Les profils de fraction volumique de liquide obtenus avec le senseur CMS et (2) fixé à 0:3,
sur le maillage de 50 cellules, après un temps convectif, sont présentés à la figure Fig. 5.9.
L’opérateur de viscosité artificielle du 4ème ordre est très efficace pour amortir les
oscillations secondaires dues à la dispersion du schéma et au phénomène de Gibbs. Comme
précédemment, son effet peut être quantifié en calculant la norme L2 de la différence de
la solution numérique à la solution analytique, selon l’expression Eq. (5.20). Cet exercice
est fait sur le maillage de 50 cellules et celui de 100 cellules. Les erreurs E sont comparées
Fig. 5.10 aux erreurs du schéma TTGC sans application de viscosité artificielle. Pour le
maillage de 50 cellules, il semble qu’il y ait une valeur optimale qui permette de minimiser
l’erreur numérique pour (4) ∈ [0:0025; 0:005]. En revanche cet optimum sur le maillage
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(a) (4) = 0











(b) (4) = 0:001











(c) (4) = 0:0025











(d) (4) = 0:005











(e) (4) = 0:0075











(f) (4) = 0:01
Fig. 5.9: Mise en évidence de l’effet de la viscosité artificielle de 4ème ordre. Le maillage utilisé
a 50 cellules, la stratégie numérique employée correspond au schéma TTGC avec le senseur CMS
d’application, et le paramètre utilisateur (2) = 0:3.
de 100 cellules semble être pour des valeurs plus faibles (4) ∈ [0; 0:002]. Rappelons que
l’hyperdiffusion est activée sur l’ensemble du domaine, sauf là où la diffusion d’ordre 2
agit, via le paramètre (4) défini par l’Eq. (5.5). Ainsi sur le maillage fin cet opérateur
est activé plus souvent et influence a priori de manière plus importante la précision du
schéma numérique.
97
Traitements numériques pour les équations de la phase liquide











Fig. 5.10: Mesure de l’erreur E obtenue en employant le schéma TTGC et de la viscosité artificielle
appliquée par le senseur CMS. Les lignes horizontales correspondent à l’erreur du schéma seul, les
symboles correspondent à l’erreur de l’ensemble schéma plus viscosité artificielle en fonction de la
valeur du paramètre (4).
En conclusion, la stratégie numérique { TTGC, viscosité et hyperviscosité artificielles,
senseur d’application CMS } semble être bien adaptée pour résoudre les forts gradients
présents dans les calculs diphasiques instationnaires. Les paramètres utilisateurs et princi-
palement12 le (4) doivent être choisis les plus petits possibles pour minimiser la diffusion
numérique et suffisamment élevés pour amortir efficacement les oscillations secondaires
liées à la dispersion importante du schéma centré. Les paramètres utilisés dans la configu-
ration 3D Mercato, (cf. Chapitre 9 §-9.1.5) ont été choisis en accord avec ces résultats.
12car l’opérateur d’hyperviscosité n’est pas appliqué ponctuellement mais sur l’ensemble du domaine.
98
5.3 Capture de fronts
5.3 Capture de fronts
5.3.1 Limitation des schémas centrés
La section précédente a permis de montrer que la stratégie numérique TTGC AV 3
{ TTGC, viscosité et hyperviscosité artificielles, senseur d’application CMS } était adaptée,
en terme de précision et de robustesse, pour résoudre les forts gradients qui apparaissent
dans les simulations instationnaires avec l’approche Euler-Euler. Un cas test qui conduit
à la formation d’un -choc va permettre d’évaluer la robustesse de cette stratégie. Comme
l’explique De Chaisemartin (2009) dans sa thèse, un -choc est formé dans une simulation
Euler-Euler lorsque la physique de l’écoulement simulé ne respecte plus l’hypothèse d’uni-
cité de la vitesse mésoscopique locale. Sur la configuration mono-dimensionnelle utilisée à
la section 5.2, une perturbation gaussienne est initialisée à la fois sur la fraction volumique
(à diamètre constant), et la vitesse. Ce cas test se veut représentatif de ce qui est rencontré
dans les calculs diphasiques de configuration réelle. La variation spatiale de vitesse rompt
la linéarité du problème décrit par l’équation Eq. (5.4). Les équations Eq. (5.1) et Eq. (5.2)
peuvent se recombiner pour donner une équation similaire à l’équation de Burgers pour






u˘l = 0 (5.23)
L’Eq. (5.23) est une équation de conservation hyperbolique. Il s’agit d’un problème aux
conditions initiales. La non-linéarité introduite par le terme de conservation est susceptible
de générer des chocs selon le choix de la condition initiale (Despre`s & Dubois, 2005; Hirsch,
1990).
La solution initiale est présentée Fig. 5.11. Un profil gaussien est initialisé sur la fraction
volumique dont l’amplitude correspond à 25% de la valeur initiale et sur la vitesse de
convection dont l’amplitude correspond à 10 % de la valeur. Le diamètre est gardé constant,
ce qui entraîne un profil gaussien sur le profil de densité volumique de liquide. Les gouttes
plus rapides (au centre du signal gaussien) vont avoir tendance à rattraper les gouttes
moins rapides. Les gouttes ne peuvent pas se dépasser car il ne peut exister en un point
qu’une seule vitesse mésoscopique, et auront donc tendance à s’accumuler en aval de la
perturbation. Cette accumulation conduira à un effet de moyenne sur le profil de vitesse.
Le cas test est réalisé sur le maillage à 50 cellules et à 100 cellules. Les paramètres
utilisateurs pour l’application de la viscosité artificielle sont fixés à : (2) = 0:3 et (4) =
0:005. Les profils obtenus après 1, 2, 3 et 4 temps convectif tconv sont présentés Fig. 5.12.
Sur le maillage à 100 cellules, la simulation échoue après un peu plus d’un temps convectif.
Comme attendu, les profils de fraction volumique et de densité volumique de gouttes
présentent une accumulation de liquide en aval de la position initiale de la perturbation.
En amont de la position initiale de la perturbation, une zone de vide de gouttes se forme.
Le profil de vitesse s’étale sur la largeur du creux et du pic de densité de gouttes. Il est
très mal résolu par le schéma. Avec le raffinement du maillage, l’accumulation de gouttes
se fait sur une épaisseur plus mince. Le maximum après un temps convectif obtenu sur le
maillage raffiné est plus grand que le maximum après 4 temps convectif sur le maillage
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(a) Profil de fraction volumique - l.







(b) Profil de diamètre - d en m.





(c) Profil de vitesse - ul en m/s.








(d) Profil de densité de gouttes - nl en m 3.
Fig. 5.11: Solution initiale du cas test non-linéaire.
grossier. Le minimum sur le maillage fin dans la zone de vide est également plus faible que
sur le maillage grossier. La solution obtenue est donc dépendante du maillage : le -choc
s’amincit autant que le maillage le permet. Sur le maillage fin, le calcul diverge car la
fraction volumique de liquide devient ponctuellement négative, ce qui n’est pas physique.
Pour stabiliser le calcul, il devient alors nécessaire de forcer la fraction volumique et
la densité de goutte à rester au dessus d’une valeur seuil. On parle alors de clipping. Les
résultats obtenus sur le maillage de 100 cellules, avec les valeurs seuils ci-dessous, sont
présentés sur la Fig. 5.13.
l;clipping = 4:2× 10 10 et nl;clipping = 1× 105 m3 (5.24)
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(a) Profils de fraction volumique - l.
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(b) Profils de vitesse - ul en m/s.
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(c) Profils de densité de gouttes - nl en m 3.
Fig. 5.12: Cas test non-linéaire avec la stratégie numérique TTGC AV 3. A` gauche, profils obtenus
sur le maillage à 50 cellules, à droite sur le maillage à 100 cellules.
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(a) Profils de fraction volumique - l.
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(b) Profils de diamètre - d en m.
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(c) Profils de vitesse - ul en m/s.
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(d) Profils de densité de gouttes - nl en m 3.
Fig. 5.13: Profils obtenus sur le maillage de 100 cellules en forçant la fraction volumique et la
densité volumique de gouttes au dessus de valeurs seuils données Eq. (5.24).
Si le clipping permet de stabiliser le calcul sans trop créer d’oscillations parasites sur
les profils de fraction volumique et de densité volumique de gouttes, des erreurs de recons-
truction sur le diamètre apparaissent. Ces erreurs restent tout de même négligeables. La
variation de masse liée à cet artefact numérique peut être suivie au cours du calcul, et
est présentée pour le cas test Fig. 5.14. La limitation des valeurs de fraction volumique et
de densité de goutte ne s’active pas immédiatement, elle démarre après 0.004 s de temps
physique lorsque la zone de vide devient trop forte. Au cours du calcul, la variation de
masse liée à ce limiteur diminue, le limiteur est efficace.
Ce cas test a mis en évidence les difficultés du schéma centré à résoudre les -chocs
qui peuvent apparaître dans les simulations numériques sur des configurations réelles. La
viscosité artificielle permet de bien résoudre les fronts de fraction volumique et de densité
volumique de gouttes, mais elle ne parvient pas à lisser le profil de vitesse qui suit l’équation
de Burgers (Eq. (5.23)). Il faut en outre recourir à une limitation des valeurs minimales
de fraction volumique et de densité de gouttes. Ainsi la stratégie numérique qui consiste
à employer le schéma centré TTGC requiert au moins 4 paramètres qui doivent être fixés
par l’utilisateur : (2), (4), l;clipping, nl;clipping. Ces paramètres, loin d’être universels,
dépendent de la résolution spatiale et du problème résolu ! De plus cette stratégie n’assure
pas une grande robustesse : l’utilisateur n’est jamais à l’abri de voir son calcul échouer
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(a) Variation de masse en kg/s dans le domaine.
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(b) Masse ajoutée cumulée en kg dans le domaine.
Fig. 5.14: Bilan de masse sur le domaine au cours de la simulation.
à cause d’une zone de vide qui génère des fractions volumiques non physiques. Pour ces
raisons, les développements actuels d’Avbp portent sur l’amélioration de la robustesse et
l’implantation de schémas spécifiques à la résolution des équations de la phase dispersée.
5.3.2 Schémas adaptés à la simulation de la phase dispersée
Il existe plusieurs méthodes numériques qui permettent d’augmenter la robustesse des
simulations. Dans sa thèse Lamarque (2007) en donne un aperçu :
• Schémas conservatifs dits cinétiques
Ces schémas réalisent l’avancement des moments définis dans l’espace physique en
passant par l’espace des phases. La fonction de distribution est présumée et son
avancement temporel est alors exact. Cette approche assure une stabilité linéaire et
non-linéaire du calcul. Ce type de schéma a été utilisé par De Chaisemartin (2009)
dans ses travaux de thèse.
• Schémas amont d’ordre élevé avec limiteur de flux
Ils permettent de cumuler précision, grâce à l’utilisation de flux élevés, et robustesse,
grâce au limiteur de flux.
• Schémas amont à résidus distribués
Les résidus sont distribués dans le sens de la propagation de l’information, les
phénomènes de dispersion sont limités.
Ces schémas ne sont pas tous adaptés pour le code Avbp. En effet ils emploient souvent
des stencils larges et les procédures éléments finis sont parfois difficiles à étendre à tous
les types d’éléments et à la gestion des métriques dans Avbp. Néanmoins le travail colla-
boratif de Lamarque (2007) et Roux (2009) a permis de tester plusieurs schémas à résidus
distribués. L’avantage de cette méthode est d’être compatible avec la structure de données
103
Traitements numériques pour les équations de la phase liquide
liée à la méthode cell-vertex : seule la distribution du résidu sur les noeuds de maillage
est modifiée. Ces schémas dits décentrés redistribuent le résidu, en fonction du sens de
l’écoulement, sur les noeuds placés en aval des cellules. Parmi plusieurs schéma étudiés, le
schéma PSI est le seul à posséder les propriétés de positivité (robustesse) et de préserva-
tion de la linéarité des solutions (précision). Ce schéma a donc été récemment intégré dans
Avbp par Roux (2009) et Kraushaar (2011). Le schéma PSI, décentré, présente d’excel-
lentes qualités en terme de robustesse. Malheureusement il présente une forte dissipation
dans le sens de l’écoulement qui en limite la précision à l’ordre 1 en temps et en espace (La-
marque, 2007).
Les cas tests réalisés §-5.2.1 et §-5.3.1 sont reproduits avec le schéma PSI sans activer
les opérateurs de viscosité artificielle. Les résultats sont maintenant reproduits pour les
deux maillages de 50 et 100 cellules sur les Figs. 5.15 et 5.16 avec les mêmes échelles que
les Figs. 5.3, 5.4, 5.5 et 5.6 pour comparaison sur le cas test linéaire et Fig. 5.12 pour
comparaison sur le cas test non-linéaire.






















(a) Profils de fraction volumique - l.


















(b) Profils de diamètre de gouttes - d en m.
Fig. 5.15: Cas test linéaire : mise en évidence de la dissipation du schéma PSI et de son effet
sur la reconstruction du diamètre des gouttes après un temps convectif. A` gauche, résolution sur
le maillage de 50 cellules, à droite sur celui de 100 cellules.
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(a) Profils de fraction volumique - l.
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(b) Profils de vitesse - ul en m/s.
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(c) Profils de densité de gouttes - nl en m 3.
Fig. 5.16: Cas test non-linéaire : évaluation de la robustesse du schéma PSI. A` gauche, profils
obtenus sur le maillage à 50 cellules, à droite sur le maillage à 100 cellules.
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La dissipation du schéma est tellement forte que pour le cas test conduisant à l’accu-
mulation de gouttes (Fig. 5.16), les maxima obtenus sur les profils de fraction volumique
et de densité de gouttes sont inférieurs à la perturbation initiale ! Sur le maillage à 50
cellules le profil de vitesse n’est pas convecté, sur le maillage à 100 cellules, l’étalement du
profil dans le sens de l’écoulement est à peine perceptible.
La force du schéma PSI est sa robustesse et on peut donc raffiner le maillage, sans que
cela ne pose un quelconque problème pour la résolution. Le -choc mis en évidence avec
le schéma TTGC est alors de mieux en mieux résolu. La Fig. 5.17 montre les résultats
obtenus avec le schéma PSI sur un maillage de 500 cellules et de 1000 cellules. La forme
des solutions obtenues est proche de la forme des solutions obtenues avec le schéma TTGC
sur les mailles de 50 et 100 cellules.
Le schéma numérique PSI nouvellement intégré dans Avbp, assure sa mission de ro-
bustesse. Malheureusement la forte dissipation impose d’utiliser PSI sur des maillages très
raffinés pour assurer la précision. Il est intéressant d’évaluer la performance de cette stra-
tégie pour la simulation d’une configuration complexe et réaliste. C’est pourquoi cette
stratégie a été portée sur la simulation du banc Mercato. Les résultats du schéma PSI,
seront comparés aux résultats des calculs TTGC au Chapitre 10.
La solution prometteuse retenue par Lamarque (2007) et Roux (2009) pour pallier
le manque de précision du schéma PSI et le manque de robustesse des schémas cen-
trés consiste à combiner les deux schémas numériques selon la méthode FCT pour Flux-
Corrected Transport13. La solution testée dans (Roux, 2009) consiste à utiliser le schéma
Lax-Wendroff14 comme schéma haut-ordre et le schéma PSI comme schéma bas-ordre. Le
schéma bas-ordre permet de construire une référence pour assurer la positivité du schéma.
Le flux prédit par le schéma bas-ordre est alors corrigé par un flux anti-diffusif construit
à partir du schéma haut-ordre. Celui-ci est contrôlé par un limiteur afin de garantir la
robustesse du schéma global. Cette procédure, décrite dans (Roux, 2009), permet d’obte-
nir un schéma dont la précision est donnée par le schéma haut-ordre et la robustesse par
le schéma bas-ordre. Elle a été mise en oeuvre sur la configuration Mercatopar Roux
(2009). Malheureusement, elle est très coûteuse en temps de calcul et nécessite un plus de
mémoire que les méthodes actuellement implantées dans Avbp. En effet, en chaque point,
l’avancement temporel est calculé avec les deux schémas numériques pour construire le
flux anti-diffusif et l’avancement temporel du schéma global. Ce schéma numérique de-
mande encore des améliorations avant d’être intégré dans Avbp. C’est pourquoi il n’a pas
été testé dans ce travail de thèse.
13transport de flux corrigé, en français.
14schéma du 2nd ordre en temps et en espace, dont les caractéristiques sont notées LW sur la Fig. 5.2.
106
5.3 Capture de fronts










t = 2 t
conv
t = 3 t
conv
t = 4 t
conv










t = 2 t
conv
t = 3 t
conv
t = 4 t
conv
(a) Profils de fraction volumique - l.
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(b) Profils de vitesse - ul en m/s.
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(c) Profils de densité de gouttes - nl en m 3.
Fig. 5.17: Cas test non-linéaire : évaluation de la robustesse du schéma PSI. A` gauche, profils
obtenus sur le maillage à 500 cellules, à droite sur le maillage à 1000 cellules.
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