The joint management of radio resources in heterogeneous networks is considered to improve their capacity. We propose joint schemes for admission control and access technology selection with vertical handoffs. Optimal policies are found for wireless networks that support two access techniques and cover the same geographical area. In addition, the system under study also supports heterogeneous traffic of two types: streaming and elastic. We explore the optimization of different functions expressed in terms of blocking probabilities and throughput. An exhaustive numerical analysis allows us to characterize the optimal admission policies according to the arrival type and system state. Based on this characterization, heuristic policies are designed and their performance is compared to the one obtained by previously proposed schemes. This analysis is also done when constraints, expressed in terms of blocking probability bounds, are added. An extension of the previous system that includes vertical handoffs, in order to evaluate their impact on the system performance, is also studied. For the four types of vertical handoffs considered, we determine and characterize the optimal policies according to the arrival type, system state and vertical handoff action. Since it is not computationally feasible to calculate the optimal policies online, new heuristic policies with vertical handoffs are design and evaluated. It is found that the heuristic policies scale with the system size without requiring any adjustment, their performance is very close to the one obtained by the optimal policies and they are simple to implement, and, therefore, can be used online. In addition, we find that the heuristic policies are insensitive to the service time of the voice sessions and the elastic flow sizes beyond the mean. Finally, in order to take into into account the cost of performing vertical handoffs, a new optimization problem is formulated that relates the costs of voice and data blocking with the costs of vertical handoffs.
Introduction
The new generation of wireless systems allow the subscribers to exploit the availability of multiple radio access technologies (RATs) in the same geographical area, in order to achieve a permanent connection with the best possible performance [1] . The coexistence of various RATs has promoted the interest in the joint management of their radio resources. Common radio resource management (CRRM) has been proposed as a model to control several RATs in a coordinated way, exploiting the fact that this coordination allows an improvement in the use of the limited resources [2] . Among the CRRM functions, there is a special interest in the joint call admission control (JCAC), which in this new scenario not only defines if a session should be accepted or not, but also in what technology [3] .
Some JCAC proposals in heterogeneous networks, such as those found in [4] and [5] , were designed to achieve a certain degree of load balancing among the different access networks, which translates into a better resource utilization. More specifically, in [5] several JCAC policies have been studied for a scenario similar to ours and their performance measured in terms of throughput and blocking probability. However, while in [5] only simple heuristic policies are considered, we follow an optimization approach.
In [6] a Markov model is used for an heterogeneous network (WLAN and CDMA), and linear programming is used to solve the optimization problem. This study explicitly acknowledges the inherent complexity of the problem which could make it computationally in-tractable for large systems. This fact leads the authors to propose reinforcement learning as a possible solution method. Our study differs from the one in [6] in that our main objective is the characterization of the optimal policies and the design of heuristic policies. In [7] they formulate an optimization problem as a Markov decision process and solve it using genetic algorithms. However, the objective of their study is different from ours, and therefore the optimization functions depend on different parameters.
Finally, fuzzy-based solutions are used in [8] and [9] . These solutions take different user and system parameters, weight them, and produce an online decision. On the other hand, our interest is to find optimal solutions, characterize them and synthesize heuristic solutions that can minimize the blocking probabilities, or bound them, and maximize the throughput.
Our work is in part motivated by the study in [10] . Although we share similar evaluation scenarios, the study in [10] focuses on the analysis of a set of heuristic policies, while we follow an optimization approach.
Another important difference is that we explore the use of vertical handoffs to improve further the system performance, which was not considered in the studies mentioned above.
Six are the main contributions of our study. First, we apply an optimization approach based on the formalism of Markov Decision Processes (MDPs) to search for the optimal policy, instead of common heuristic approaches. The large cardinality of the state space of the MDPs that model our system makes it unfeasible to find numerical solutions online. Therefore, our interest is the characterization of the optimal policies and the design of heuristic ones. Policy iteration is used to solve the MDPs, a method that does not depend on the initial conditions and always finds the optimal solution in a finite, and usually small, number of steps.
Second, we design heuristic policies whose performance scales very well with the system size. They are also very simple to implement, and therefore can be used online, and their performance is very close to the optimal policies performance.
Third, we compare the performance of the heuristic policies obtained with our approach with the performance of heuristic policies proposed in the literature. This is also done when constraints, expressed in terms of blocking probability bounds, are added. The results show that, in general, our policies clearly outperform the heuristic policies proposed previously.
Fourth, we study an extension of the previous system that includes vertical handoffs, in order to evaluate their impact on the system performance. Most vertical handoff schemes, like those in [11, 12] , privilege user preferences. However, we consider that the operator's point of view, that focuses on improving the resource utilization, is also important. For the four types of vertical handoffs considered, we determine and characterize the optimal policies according to the arrival type, system state and vertical handoff action. Since it is not computationally feasible to calculate the optimal policies online, new heuristic policies with vertical handoffs are designed and evaluated.
Fifth, we validate the analytical study by simulation. We evaluate the impact that the distributions of the service time of the voice sessions and of the elastic flow length (in bits) have on the performance of the heuristic policies. An interesting and very important finding is that their performance is insensitive to distributions of these random variables beyond the mean.
Sixth, since vertical handoffs increase the system complexity [3] , it is necessary to evaluate it. In order to take into into account the costs of performing vertical handoffs, a new optimization problem is formulated that relates the costs of voice and data blocking with the costs of vertical handoffs. The solution of this optimization problem allows to determine the range of costs for which it is advisable to use vertical handoffs and of what types. Note that in previous studies like [13] , a monetary cost is defined, which allows the subscribers to decide which technology is more suitable. However, we believe that our approach is more general.
The rest of the paper is structured as follows. In Section 2 we describe the Markov model according to the characteristics of the system. The solution method is described in Section 3. In Section 4 the results of the optimization are shown, and analyzed for a static scenario. The optimal solutions for various traffic values are studied in Section 5. In Section 6, we add QoS restrictions to the optimization problem and analyze the results. Section 7 introduces vertical handoff in the action set, new optimal policies are found and their characterization is obtained. New heuristic solutions are described and evaluated in different scenarios and simulations are performed in order to validate analytic results. To understand the cost impact of vertical handoffs, in Section 8 we formulate a new optimization problem that relates the costs of voice and data blocking with the costs of vertical handoffs. Finally, in Section 9 we present the conclusions of the study.
System description and Markov model
We study a system with two wireless access networks that use two multiple access techniques: TDMA and WCDMA. Their characteristics allow us to model technologies such as GSM and UMTS. However, the proposed model and analysis can be extended to other multiple access techniques like OFDMA, which has been defined to support, for example, WiMAX and LTE. Additionally, both access networks provide voice and data services in the same area, as it was proposed in [10] . When a session arrives, a decision has to be made on whether it should be accepted or not, and also in what technology should be served. Initially, we consider that a decision is made once a session starts and will be held until it terminates, i.e. there are no vertical handoffs.
In order to obtain an analytically tractable model, we assume that voice (data) session arrivals follow a Poisson process with rate λ v (λ d ). We also assume that the service time for voice sessions is exponentially distributed with mean 1/µ v . On the other hand, as data sessions generate elastic traffic, their sojourn time will depend on the available resources. The size of the flows generated by the data sessions is exponentially distributed with mean σ (in bits). If BR d is the data bit rate experienced for a given user, then the service time will be exponentially distributed with mean 1/µ d = σ/BR d . Clearly, BR d might depend on the system state as discussed later.
State space
The system is modeled as a 4 dimensional continuous time Markov chain (CTMC), with states represented by the vector s = (s 1 ,s 2 ,s 3 ,s 4 ) where s 1 represents the number of ongoing voice sessions on TDMA, s 2 the data sessions on TDMA, s 3 the voice sessions on WCDMA and s 4 the data sessions on WCDMA.
We define C as the fixed number of channels in TDMA. A voice session will always use a whole channel, so there can only be C simultaneous voice sessions on this technology. On the other hand, data sessions can share a channel when TDMA is at full capacity, in such a way that n c data sessions can be served per channel. This means that a maximum of C · n c simultaneous data sessions can be active in TDMA. According to this, the first condition that a state must fulfill to be feasible is given by
The capacity on WCDMA is defined by
where W is the chip rate, BR w,x is the bit rate used for transmitting service x in WCDMA, (E b /N 0 ) x is the bit energy to noise density required for service x, and η ul is the uplink cell load factor. This is the same expression used in [14] . Considering that each technology has independent resources, the feasible combination of data and voice users can be determined for each technology separately. We define S as the set of feasible states, that is all the state vectors s that fulfill the conditions defined in (1) and (2) .
OFDMA-based systems commonly operate as FDMA-TDMA systems, where the resources to be shared are organized as a two-dimensional matrix of sub-channels and time-slots that repeats every frame (e.g., every 5 ms in WiMAX) [15, 16] . In addition, the same resources (sub-channels and time-slots) can be shared by different sessions in consecutive frames. Although the support of preambles imposes some difficulties to share the resource efficiently, effective algorithms have been proposed to solve this problem [16] . Then, the admission control problem in OFDMA-based systems can be formulated as in (1), where each accepted session of each service category consumes a certain constant amount of resources in the two-dimensional resource matrix [17, 18] .
System metrics
Different performance parameters can be determined, once the steady state probabilities of the CTMC have been obtained. In particular, we are interested in the voice blocking probability, the data blocking probability, and the total throughput. The blocking probability refers to the fraction of sessions initiation requests that are blocked. To calculate the throughput we have to consider that the bit rate is independent for each service and technology and that data sessions in TDMA can share a channel, which is reflected in the min (C − s 1 , s 2 ) factor of the following equation:
where P(s) is the steady state probability of being in state s and BR x,y is the bit rate used for transmitting service y (voice or data) in technology x (TDMA or WCDMA).
Optimization problem
Voice and data arrivals can occur at any state of the CTMC defined in the last section. Then, at each state, We define now three different admission schemes and set the values taken by a x s accordingly, where x could be voice or data. These policies were suggested and analyzed in [10] . Let AC T DMA and AC WCDMA be 
Scheme ii: sessions are sent to WCDMA (if possible)
Scheme iii: sessions are sent to the technology with lower occupation
Using these schemes we define three policies:
Policy Scheme for voice Scheme for data
It should be noted that Policies #1 and #2 exploit the hypothesis that each technology is more appropriate for a specific service, which is not the case of Policy #3 that focuses on improving radio resource utilization.
Cost function
The state space of the MDP is defined by (1) and (2) , and the possible set of actions and the transition rates associated to them are defined in Table 1 and Figures 1 and  2 . Since our interest relies on data and voice blocking probabilities, as well as the total throughput, we have define two different objective functions. The first one, is the weighted sum of the voice and data blocking probabilities (BP v and BP d ),
The parameter α, 0 ≤ α ≤ 1, is the one responsible for giving more or less weight to each blocking probability. When α is closer to 0, minimizing the objective function will have a bigger impact on data blocking probability than on voice blocking probability, and the opposite will happen when α is closer to 1.Thus, α relates the way in which the blocking probabilities will be minimized. The cost function associated to the objective function for each feasible state s is (5) where F x (a s )=1 if a s is 1 or 2, and 0 otherwise, being x the service.
The second objective function is the aggregated throughput, so in that case we try to maximize the value defined by (3). The reward for each state s is
Therefore, the reward associated to each state when maximizing the throughput does not depend on the actions taken on that state. It must be noted that we use the term cost for notational purposes, even when a reward is expected from throughput.
Solution method
Policy iteration [19] to find the optimal policy π opt . This method can search among the finite group of possible policies for the MDP and find the optimal in a finite number of steps. The relative values V allow to relate the cost obtained in the actual state with costs expected from future actions, and are found using the next equation:
The c π in the previous expression is the vector of costs associated to being in each state, R π is the transition matrix, and c π is the value of the objective function for policy π.
Once V and c π are found using (7), it is possible to find the action on each state that will minimize the objective function using the next expression: The set of actions will define a new policy and the process is repeated until the optimal policy is found. In Table 2 the policy iteration algorithm is shown. It is important to recall that the optimal policy will be found no matter what initial policy is used. However, the number of iterations could change.
Optimal Policy Analysis: Static Scenario
The parameters of the system are defined in Table 3. As it can be seen, bit rates are independent of the technology used, and are higher for data than for voice. Also, the (E b /N 0 ) required for both services in WCDMA are the same. The maximum voice and data capacities are of 4 and 8 users in TDMA and of 13 and 4 users in WCDMA. The system parameter values have been chosen in order to maintain a similar capacity on both technologies and to keep the optimization problem computationally tractable. In Table 11 we define a much larger system, which is analyzed in Section 7. The objective of this section is to explore the optimal policy when the two optimization functions are used: blocking probability and throughput.
Blocking function optimization
Unless otherwise stated, throughout the document we use a value of α = 0.5. That is, the objective function will be defined by F BP (π)=0.5 · BP v + 0.5 · BP d . Fig. 3 shows the value of the objective function for every iteration until the optimal policy is achieved and results are compared with those obtained with the fixed policies described in Section 3. We can summarize the main characteristics of the optimal policy as follows:
• if there is no channel sharing on TDMA: scheme i • if there is channel sharing on TDMA: scheme iii
The initial policy, Policy #2, has the closest performance to the optimal policy because they both send voice sessions to WCDMA (scheme ii). The decisions for data sessions depend on channel sharing since this reduces the transmission rate, which raises the residence time and thus the blocking probability. Therefore, channel sharing produces a policy very similar to scheme iii where resources are used according to occupation.
Only 22.3% of a d s from Policy #2 differ from the optimal, and there is only a 6.1% probability for these actions to occur. However, results differ considerably. The cost for the optimal policy is 34.78% of the one obtained with Policy #2, and of course similar results are found on BP v and BP d , as it is shown in Figs. 4(a) and 4(b). This improvement also added 462 bps to the throughput obtained with Policy #2.
Throughput optimization
The characteristics of the optimal policy for throughput optimization, can be summarized as:
Service Action Voice scheme ii with blocking Data
Although voice sessions are sent to WCDMA (scheme ii), there may be blocking when there is available capacity on TDMA. This happens in order to save capacity for data sessions, which contribute more to the total throughput. In the optimal policy, nearly 25 % of the states where no more capacity is available on WCDMA, even if there is capacity in TDMA, voice sessions are blocked. Also, since channel sharing on TDMA directly reduces the total throughput, a policy similar to scheme iii is used for data sessions. Figure 5 shows the throughput until the optimal policy is reached. After two iterations, the throughput raises to 170.366 Kbps, a gain of 474 bps over Policy #2. The policy obtained with the first iteration is very similar to the optimal, since the second iteration only improves the total throughput in 35.8 bps, about 8% of the 438.9 bps gained before. Therefore, it is possible to use this sub-optimal solution in order to solve larger systems, in a similar approach as it was used in [20] . An interesting fact of throughput optimization, is that it also improves BP v and BP d . Since these parameters have very low values in the initial policy the improvement is small, going from 0.17 % to 0.079 % for BP v and from 0.48 % to 0.15 % for BP d , but it shows their correlation with the total throughput. Actually, the BP d is lower than the one obtained optimizing the blocking function (0.167 %), indicating the importance of accepting data sessions for the improvement of the total throughput.
Optimal Policy Analysis: Parameter Variation
In this section we evaluate the performance of the optimal policies and compare it with the one obtained by the heuristic policies defined in Section 3, which were propose previously in the literature. We also characterize the optimal policies obtained for each load point, and based on their dynamic behavior, we define a heuristic policy.
Voice users arrival rate variation
Although they are not identical, the main characteristics of optimal policies for both optimization functions as λ v grows can be summarized as: on TDMA: scheme iii scheme iii, preferably TDMA Figure 6 shows the results obtained with the optimal policy for the blocking optimization function, and the values obtained with the fixed policies. When λ v reaches 0.047, the offered load for voice is 5.64 Erl, almost two times the offered load for data (3 Erl) . Given the great impact on data sessions, the optimal policy blocks voice sessions, and this is more intense for higher values of λ v . For λ v =0.047 only 3 of 80 states where voice sessions were sent to TDMA according to scheme ii, decide to block in the optimal policy. At this point, BP v =0.2 % and BP d =1 %. When λ v grows to 0.065, 26 of those 80 states block voice sessions, that is eight times more states than before. As expected, BP d only grows to 2.5 %, but the impact on BP v is bigger, since it grows almost ten times, to 2.056 %.
Dependence on channel sharing for a d s is maintained for all λ v , but once sharing is mandatory, some changes occur. As λ v grows, the number of states that decide to send data sessions to TDMA under this circumstances, grows from 180 of 400 when λ v =0.005 to 225 of 400 when λ v =0.065. This is done in order to reduce BP v , since WCDMA capacity is saved for voice sessions. It is also worth noting that when TDMA is almost at full capacity (>95%), data sessions are blocked. This effect can be seen for the full range of λ v values that appear on Fig. 6 . Figure 7 shows the throughput when it is used as the optimization function for the optimal policy and the three fixed policies as λ v grows. As λ v grows, it becomes mandatory to save resources for data sessions since they have a higher throughput. For this reason, voice sessions may be blocked even when there is room on TDMA. For λ v =0.005, 14 of 80 states where occupancy on WCDMA is full but there is still room on TDMA, block voice sessions. When λ v grows to 0.065, 36 of the same 80 states block voice sessions. This affects BP v , and when λ v >0.041, the optimal policy has a higher BP v than Policy #2. Dependence on channel sharing for a d s is maintained for all λ v , but when sharing is mandatory, optimal policies vary. As λ v grows, the occupation of WCDMA does too, so more data sessions must be sent to TDMA in order to increase the total throughput. When λ v =0.005, 144 of the 400 states that use TDMA channel sharing send data sessions to TDMA. For λ v =0.065, 212 of the same 400 states send sessions to TDMA. Therefore, for both optimization criteria, voice sessions are sent to WCDMA, with more blocking states as λ v grows, and data sessions are sent to TDMA while no sharing is needed. When sharing is mandatory, data sessions may be sent to WCDMA or TDMA with more states using TDMA as λ v grows.
Data users arrival rate variation.
Although not identical, the main characteristics of the optimal policies for both optimization function as λ d grows can be summarized as: 2, data sessions arrive with a higher rate than voice sessions, so in order to maintain a low objective function value, it is necessary to send more data sessions to WCDMA so TDMA's capacity is not exhausted too fast. This is the opposite case of the one we saw in the last section where as λ v grew, more data sessions were sent to TDMA. The second effect is that as λ d grows, it is necessary to block sessions in order to minimize the optimizing function. For the values of Fig. 8 , the system has 1000 states. Only 70 of the total do not allow data sessions, thus these are data blocking states. For the optimal policy, while λ d ≤0.095, data sessions are only blocked on those 70 states. Once this value is surpassed, the optimal policy may block data sessions even when there is capacity left. When λ d =0.11, 4 of the 930 states with capacity left decide to block data sessions, and this number grows to 30 of those 930 states when λ d =0.2, more than seven times the initial number of blocking states. Figure 9 shows the throughput when it is used as the optimization function for various λ d . Since data sessions have a higher throughput, the optimal policy may penalize some voice sessions to maximize the objective function. When λ d =0.2, BP v is higher in the optimal policy than in Policy #2, reaching 2%. In fact, if we let λ d =0.275, BP v for the optimal policy would be higher than any of the fixed policies. In order to maximize the throughput, the opposite happens for BP d , which is always the lowest in the optimal policy. As usual, voice sessions are treated according to scheme ii, but as λ d grows higher than 0.05, instead of sending sessions to TDMA when WCDMA is full, they may be blocked. The number of states doing this grows slowly, but when λ d =0.3 no voice sessions are ever sent to TDMA, saving the space for data sessions.
TDMA occupancy influence on a d s is increased by λ d . When sharing becomes mandatory, as λ d grows there seems to be a preference for sending sessions to WCDMA using the capacity saved by voice sessions. As a consequence of the importance of data sessions for throughput, for the values of λ d in Fig.9 , the optimal policy never blocks data sessions unless there is no other chance. That is, as λ d grows voice sessions are always sent to WCDMA, but some blocking may appear when we optimize the throughput. On the other hand λ d does not affect decisions for voice sessions when the blocking function is optimized. Data sessions are sent to TDMA while no sharing is needed, but when sharing is mandatory, sessions may be sent to TDMA or WCDMA, but as λ d grows, a clear tendency towards WCDMA is seen for both optimization criteria. where the results are almost constant for the full range of µ v . The optimal policies can be summarized as: on TDMA: scheme iii scheme iii.
Voice users service rate variation
As µ v grows, some voice sessions are blocked. However, it only differs on 0.2% of the states when µ v changes from 0.258 to 1.833. Also, µ v has little influence over a d s . As µ v grows, a small percentage of states (<5%) where sessions used to be sent to WCDMA are sent to TDMA. In Fig.10(b) it is shown the throughput as the optimizing function for a constant load of 3 Erl in both services, while µ v changes. When throughput is optimized, BP v can be higher in the optimal policy than in other policies. The main characteristics of the optimal policies can be summarized in the same way as in the blocking function optimization shown before in this section. 44.8 Kbps, and changed the mean data length σ. The main characteristics of the optimal policies can be summarized as: on TDMA: scheme iii scheme iii.
Data service rate variation
In Fig.11 (b) appears the throughput (used as the optimization function) for the optimal and the fixed policies when µ d changes and the load for each service is kept constant (3 Erl). The optimal policies are very similar to those obtained with the blocking function. For the lowest values of µ d in Fig.11(b) most of the states where the capacity of WCDMA is full, decide to block sessions even when there is space left on TDMA. As µ d grows, these states decide to send voice sessions to TDMA. This blocking is done in order to protect data sessions, whose contribution to throughput is higher.
Heuristic policy
According to the analysis realized in previous sections, it is possible to define a heuristic policy based on those characteristics that were common for all the scenarios. Therefore, the heuristic policy is summarized as:
Service action Voice scheme ii Data
• if no channel sharing on TDMA: scheme i • if channel sharing on TDMA: scheme iii
The heuristic policy sends voice sessions to WCDMA which is a very simple solution that is consistent with optimal solutions of Section 5.2 and for the lower values of λ v in Section 5.1. On the other hand, the optimal solution for data sessions is more complex and composed by two stages as previous analysis showed. On the first stage, data sessions are sent to TDMA (scheme 1) until the arrival of a new session would force channel sharing. On the second stage decisions depend on voice and data loads, as can be seen from Sections 5.1 and 5.2. When λ v grows, data sessions are sent to TDMA, making the optimal policy for data sessions as scheme 1. On the other hand, when λ d is the one that grows, more data sessions are sent to WCDMA. Therefore the heuristic policy uses scheme 1 for the first stage, and scheme 3 for the second stage, that is, compares the occupancy on each technology and sends sessions to the one with the lowest value. Figure 12 compares the blocking function of the heuristic policy and Policy #2 for the same values of heuristic policy is better than Policy #2, but this changes when λ v > 0.035. This occurs because Policy #2 always sends sessions to TDMA, and this behavior is similar to what is done by the optimal solution as λ v grows (Section 5.1). The same could be said for Fig.13 , where the throughput is the optimization function. In this case the improvement of the heuristic solution over Policy #2 is very small, but it is maintained while λ v < 0.041. When this value is reached, Policy #2 is better than the heuristic solution because of its similarity to the optimal solution. Figure 14 compares the heuristic solution with Policy #2 and the optimal solution, when the blocking function is optimized and λ d changes. In this case, for the lowest values of λ d Policy #2 is better than the heuristic, but once λ d >0.08, the heuristic is better. This can be explained by the fact that the optimal solution sends more data sessions to WCDMA as λ d grows, and while Policy #2 always sends data sessions to TDMA, the heuristic policy may send some sessions to WCDMA according to occupation on each technology.This behavior has the same effect over the throughput as can be seen on Fig.15 , where it is compared the throughput for the heuristic solution and Policy #2. For the lowest values of λ d , Policy #2 is better than the heuristic, but when λ d > 0.65 the heuristic solution has a higher throughput. Therefore the heuristic policy represents some advantages over the best fixed policy when data load is high, but its behavior is not as good as that of Policy #2 when voice load is high.
Throughput optimization with QoS constraints
In this section we compare the policies in terms of the maximum arrival they can support subject to QoS constraints. Until now, we considered throughput optimization independent of other factors, but to provide QoS, it is necessary to limit both PB v and PB d . To do this, we defined the parameter β, which is the fraction of λ v over the total arrival rate λ T , that is, λ v =λ T · β and λ d =λ T · (1 − β). In Fig.16 it is shown the throughput as a function of β for three policies: The optimal policy when we optimize the throughput, Policy #2, and the heuristic policy defined in the last section. It has to be considered that even when they share the same value of β, the arrival rates differ for each policy according to the restrictions imposed by the blocking probabilities (max 2 %). For example, when β=0.2, the total arrival rate λ T that the optimal policy can handle is 0.2158, while it is of 0.2018 for the heuristic policy and 0.1945 for Policy #2. Therefore, the optimal policy is able to receive a higher arrival rate for voice and data sessions while It can be seen that the optimal policy is the only one able to change its active constraint between PB v and PB d , taking advantage of the contribution of data sessions on the throughput. This cannot be done by the other two policies, which penalize PB d =0.2 for every β. As for the heuristic policy, it shows a higher maximum throughput for low values of β than Policy #2, and this behaviour is reversed as β grows when voice sessions are more important in order to maximize throughput, a behaviour consistent with the results of the previous section.
Optimization with vertical handoffs
So far, we have analyzed a system where no vertical handoffs are used (now referred to as NVH), i.e. a session is served in the same technology where it was accepted until it terminates. However, vertical handoff is considered an important feature in CRRM that improves the use of resources. In Table 4 we introduce four types of vertical handoffs based on the analysis done in previous sections, where N is the necessary number of data sessions such that one voice session can be accepted in WCDMA.
All types of vertical handoffs are based on the results obtained in Sections 4 and 5, but the first two types (1) and (2) are not affected by vertical handoffs. The same applies for the Markov model of system VH-B, which uses all types of vertical handoffs (I-IV). However, the set of actions A and the transitions associated to them do change. For VH-A, a decision is made each time a session arrives as can be seen in Table 5 and in Figure 18 , where actions 0, 1 and 2 do not include a vertical handoff, while actions 3 and 4 correspond to vertical handoff types I and II respectively. For action 3, the value N is the number of data sessions that need to be moved so that a new voice session can access WCDMA according to (2) . The same applies for system VH-B, which includes vertical handoff types III and IV. The reason why handoff types III and IV do not affect the set A is that decisions are made only when a session terminates. In our model, handoffs triggered by service completion are done every time their specific conditions are fulfilled, so there are no decisions involved.
With this in mind, and using the same cost functions of (4) and (5), two new MDPs are constructed. These new MDPs will show the improvement when vertical handoffs are included, where the MDP based on VH-A uses handoffs when sessions arrive and the MDP based on VH-B uses handoffs for both arrivals and departures.
Optimal policy using vertical handoffs
In the last section were introduced two new systems that included vertical handoffs: VH-A and VH-B. The difference between them is that VH-B includes vertical handoffs for users departures. I n this section we define two new MDPs that are based on VH-A (MDP VH-A) and VH-B (MDP VH-B), and compare the performance of their optimal policies with the performance of the policies obtained with the MDP for the NVH system (MDP NVH). It is our interest to study the impact that vertical handoffs have on the optimal policies and their performance. Using the scenario specified in Table 3 for MDP VH-A and MDP VH-B, it is possible characterize the optimal policies as different parameters vary. Table 6 summarizes the main characteristics of the policies that optimize the blocking function defined in (4), when λ v varies from 0.005 to 0.095. In general, the behavior for voice and data sessions are very similar in both MDPs. Nevertheless, some minor differences change the structure of the optimal solutions, and that has an important impact on the results obtained. Optimal solutions for MDP VH-A show a lower percentage of unused states than those solutions obtained using MDP VH-B. This is because Vertical Handoff types III and IV organize sessions in such a way that a larger number of states from set S are left unused. When λ v =0.005 the percentage of unused states is three times higher for the solution obtained with MDP VH-B than for the one obtained with MDP VH-A, and while this difference shortens when λ v = 0.095, the percentage of unused states grows. This growth shows that an organized use of resources is necessary in order to obtain the optimal solution in Similar results are obtained for optimization of the blocking function defined in (4) when λ d varies from 0.05 to 0.225. Voice and data sessions use Vertical Handoff types I and II respectively, but the percentage of unused states follows a different pattern. As λ d grows, the percentage of unused states for the optimal solutions obtained with MDP VH-A remains constant, and it decreases for the solutions of MDP VH-B. This decrease shows that Vertical Handoff types III and IV allow more flexibility on how resources are managed, because a higher data arrival rate demands that more data sessions share channels in order to reduce the blocking probability, something that cannot be done as successfully by only using Vertical Handoff types I and II. Also, for the highest values of λ d , some states decide to block data sessions even when there is capacity left, in order to save space for voice sessions. However, the percentage of states doing this is below 3% for both MDPs. A summary of these results is shown in Table 7 .
Using the scenario specified in Table 3 and the throughput optimization function defined in (5) while λ v varies from 0.005 to 0.095, the optimal policies for MDP VH-A and MDP VH-B are summarized in Table 8 . Again, voice and data sessions use vertical handoff types I and II respectively in both MDPs. For the lowest values of λ v , both MDPs decide to block voice sessions (<1%) in order to enhance throughput, since data sessions contribute more to the total throughput. However, this situation changes as λ v grows when voice sessions are accepted as long as it is possible. On the other hand, the percentage of unused states differs for each MDP. For MDP VH-A, the percentage of unused states grows with λ v from 16% to 41.7%. On the other hand, for MDP VH-B, the percentage of unused states diminishes from 61.2% to 49.5% as λ v grows.
The optimal policies for MDP VH-A and MDP VH-B as λ d varies from 0.05 to 0.225 are summarized in Table 9 .Voice and data sessions use vertical handoff types I and II respectively in both MDPs. For the highest values of λ d MDPs decide to block some voice sessions, even though in a very small percentage (<1%). This is done in order to accept more data sessions since they contribute more to the total throughput. For both MDPs the percentage of unused states grows with λ d , and it is always higher for MDP VH-B.
Result analysis for vertical handoff MDPs
In this section we propose two new heuristic policies, which exploit the characterization of the optimal policies obtained from MDP VH-A and MDP VH-B that was described in the previous section. Heuristic policy VH-A makes use of vertical handoff types I and II, as it was seen for the optimal policies found using MDP VH-A. On the other hand, heuristic policy VH-B also includes vertical handoff types III and IV, as it was done by the optimal policies obtained using MDP VH-B. Both heuristic policies are defined in Table 10 .
Our objective is to compare the performance obtained by the two new heuristic policies with the one obtained by the optimal policies of the MDPs. The evaluation scenario is defined by Table 11 . The comparative study also includes the three heuristic policies previously proposed in the literature, that were defined earlier in Section 3. In this new scenario, the maximum capacity for voice and data sessions in WCDMA are 71 and 28 respectively, so the capacity has grown over 6 times over the system described in Table 3 . However, the computational cost does not grow linearly. Using a desktop personal computer, it took around 1 minute to find the optimal policy of a single load point for the small system, while it took around 6 hours in this system. Therefore, the calculation time of the optimal policies makes them unfeasible for online use. It should be noted that this is not an issue for the heuristic schemes that can be used as a JCAC algorithm. Figure 19 shows the blocking function for the three MDPs, the two heuristics and the three fixed policies, when λ v varies from 0.09996 to 0.4998 and λ d =0.448. WCDMA.
MDP VH-
• 41.7% of states are not used.
• 50.4% of states are not used. WCDMA.
• 41.6% of states are not used.
• 39.6% of states are not used.
• Blocked in 2.56% of usable
• Blocked in 2.98% of usable states.
states. WCDMA.
• 16% of states are not used.
• 61.2% of states are not used. Highest λ v • Sent to TDMA while no
• Sent to TDMA while no sharing is needed. If so, VH sharing is needed. If so, VH type II is used or sent to type II is used or sent to WCDMA.
WCDMA.
• 49.5% of states are not used. WCDMA.
• 43% of states are not used.
• 47.2% of states are not used. value of the blocking function for the higher values of λ d as much as MDP NVH does, but they still raise the throughput, even though this is not the objective function. As in the case when λ v varies, the differences for both heuristics are not very significant.
The optimal throughput for the MDPs, as well as the throughput obtained by the heuristic policies and the fixed policies as λ v grows from 0.09996 to 0.4998, keeping λ d =0.448, is shown in Fig. 21 . There is an improvement of the heuristic policies throughput not only over the fixed policies, but also over the optimal policies of MDP NVH. The improvement in throughput is small when λ v =0.4998, 12 Kbps over MDP NVH, and more when compared to the fixed policies. However, it is significant when we consider that the voice and data blocking probabilities of heuristic VH-A are of 2.2% and 1.8% respectively, while these probabilities are of 1.5% and 3.8% for MDP NVH, and raise to a range of 6.5-19.5% and 4.6-10.5% for the fixed policies. That is, the heuristic policies are able to improve throughput while maintaining low blocking probabilities (around 2%), and the other policies are not. Figure 22 shows the throughput for the MDPs, the heuristics and the fixed policies when λ d varies from 0.3584 to 1.792 and λ v is 0.0833. As observed, there is not too much room for the improvement of the throughput when λ d varies, since most policies obtain similar values. The only real difference is seen when λ d =1.792, where the MDPs raise around 6 Kbps over the other policies. Since this is achieved by blocking all the voice sessions, this policies cannot be considered useful. It is interesting to see that that the heuristics still achieve a higher throughput than all fixed policies, while keeping lower voice and data blocking probabilities. However, when λ d =1.4336, the voice and data blocking probabilities of the heuristic policies are of 5% and 2.9% for data and voice. Thus this load point could be considered a practical load limit. In summary, we may conclude that the difference between the performance achieved by the heuristic and optimal policies is negligible, and this negligible difference is consistent for both optimization criteria and a wide range of system parameters values.
Model Validation
In order to validate the performance of the heuristic policies found, which were determined analytically, we evaluate them also by discrete event simulation. Three different distributions for the service time of voice sessions T v and data size (σ) were used, namely, exponential, hyper-exponential and Erlang. We set the coeffi- cients of variation of the last two to 2 and 0.5, respectively. The exponential distribution is known to have a coefficient of variation equal to 1. Clearly, the mean of all distributions coincides for each load point. Our purpose here is not only to establish the correctness of our mathematical analysis, but also to asses the impact of the exponentially distributed data size and voice service time assumptions.
The simulation results for different distributions of the data size using the heuristic policy VH-A are shown in Fig. 23 and Fig. 24 . As observed, there is an excellent agreement between the analytical and simulation results for all distributions. The same applies for the simulation results of the heuristic policy VH-B, shown in Fig. 25 and Fig. 26 . An interesting and very important finding is that the performance of the heuristic policies is insensitive to distribution of the data size beyond its mean. Although not shown, an identical conclusion is obtained with respect to the insensitivity of the system performance with respect to the distribution of the voice service time.
Cost of the Vertical Handoff
In the previous section we introduced four types of vertical handoffs and used them to find new optimal policies. We also designed two new heuristic policies and showed that they outperform the optimal policies obtained for a system without vertical handoffs. The main issue in this section is to explore the impact that session blocking and vertical handoff costs have on the optimal policies.
In order to do this, we define the objective function where θ, 0 ≤ θ ≤ 1, is the factor that defines the cost of blocking a single voice or data session, and ζ V B and ζ DB are the mean voice and data blocking rates. In the same way, C V H is the cost of performing a single vertical handoff, and ζ V H is the mean rate of vertical handoffs performed. Hence, by assigning values to θ and C V H , a new optimal policy that minimizes F V H can be found by solving the appropriate MDP.
Markov decision process for VH cost
In this section we define three new MDPs based on (9) . The first one does not use vertical handoffs (MDP BR), the second one uses vertical handoff types I and II (MDP C1), and the last one uses all four types of vertical handoffs (MDP C2). These MDPs are different from those defined in Section 7.1, as their objective functions are different. The state space for all of them S is defined by (1) and (2) . The set of actions a is defined in Table 1 for the MDP BR and in Table 5 for the MDP C1 and MDP C2. The cost function associated to the objective function for each feasible state s for the MDP BR is
for the MDP C1 is
and for the MDP C2 is
where the coefficients are explained in Table 12 .
Result analysis
As before, policy iteration is used to solve the MDPs. The reference scenario is defined in Table 3 . We set θ= 0.5, i.e. the cost of blocking voice and data sessions is the same. Figure 27 shows the optimal cost for each of the different MDPs studied as C V H varies. MDP C2 has the lowest optimal cost when C V H =0, and is followed closely by MDP C1. However, as C V H grows, the cost of MDP C2 grows rapidly, surpassing MDP C1 and MDP BR. This is explained by the large amount of vertical handoffs of types III and IV performed by MDP C2 policies. In fact, for values of C V H as low as 0.01, the optimal policy obtained by MDP C2 is more costly than the one obtained by MDP BR. As the cost of blocking voice and data sessions is 0.5, we could say that it would make sense to use the policies obtained by MDP C2 only when the cost of a vertical handoff is 50 times lower than the cost of blocking a voice or data sessions.
On the other hand, the costs of MDP C1 policies vary slowly and are bounded by those of MDP BR. This occurs because if the objective function growth is caused by a vertical handoff, then the MDP C1 policy can always choose not to use it, which makes the MDP C1 policies tend to the ones obtained by MDP BR. The interesting point here is to find for which C V H value both MDPs reach the same optimal policy, and therefore the same costs. This value is C V H =0.9. Then, as before, we could say that it would make sense to use the policies obtained by MDP C1 only when the cost of a vertical handoff is not bigger that 1.8 times the cost of blocking a voice or data sessions.
It is interesting to notice that when C V H =0, the optimal policies of MDP C1 and MDP C2 are very similar to those of MDP VH-A and MDP VH-B, even though the objective functions are different. Therefore, performance parameters, such as throughput and blocking probabilities (BP v and BP d ), are similar as well. As C V H grows, the performance degrades, and this happens at a faster rate for the MDP C2 policies than for thew MDP C1 ones. Hence, while the ratio of voice/data blocking cost to C V H is high, it is expected that the heuristic policies VH-A and VH-B fairly represent the optimal policies. This last remark is true even for higher ratio values in the case of MDP C1 and the heuristic VH-A, for the reasons explained earlier.
Conclusions
We have studied optimal policies for the selection of collocated wireless networks with heterogeneous access techniques (WCDMA and TDMA) and offered services (voice and data). Two different optimization criteria were used, one based on the blocking probabilities of each service, and the other on the total throughput. We formulated the optimization problem using the formalism of Markov decision processes and used policy iteration to solve it.
Optimal policies have been found for various traffic scenarios using both optimization functions, and their performance was compared to the ones obtained by Indicates the rate of sessions that suffer
• If the conditions for vertical handoff vertical handoff when a voice session is type IV are fulfilled once a voice session is served on TDMA while the system is on served on TDMA, T (s v T DMA ) = s 1 · µ v . state s.
• Otherwise T (s
Indicates the rate of sessions that suffer
• If the conditions for vertical handoff vertical handoff when a data session is type IV are fulfilled once a data session is served on TDMA while the system is on served on TDMA, state s.
T (s three fixed policies. We were able to characterize the optimal policies after an exhaustive analysis of the their behavior in different scenarios and with different traffic profiles. Based on this characterization, heuristic policies were proposed and their performance was analyzed. We showed that they outperform the three fixed policies, particularly when the data arrival rate is larger than voice arrival rate. We also studied the optimization of the throughput considering QoS restrictions based on bounds on the blocking probabilities. The results showed that the advantages of the heuristic policies over the others are not affected by adding these constraints. In order to improve further the resource occupancy, we introduced different types of vertical handoffs based on the knowledge gained about the behavior of the system. We determined and characterize new optimal policies according to the arrival type, system state and vertical handoff action. Since it is not computationally feasible to calculate the optimal policies online, new heuris-tic policies with vertical handoffs were designed and evaluated. The evaluation of the new heuristic policies was done in a system larger than the one used to characterize the optimal policies from which the heuristic ones derive. However, we found that their performance scale very well with the cardinality of the state space, which is very close to the performance achieved by optimal policies.
We also analyzed the performance of these heuristic policies by simulation. We found that the simulation results practically overlap the analytical ones, which allowed us to validate the last ones. In addition to exponential distributions, we also evaluated the performance of the heuristic policies by simulation with the hyperexponential and Erlang distributions. An interesting and very important finding is that their performance is insensitive to distributions of the service time of the voice sessions and the elastic flow length (in bits) beyond the mean.
Finally, the cost of vertical handoff was studied in relation to those of voice and data blocking, and some interesting remarks were done in order to understand the impact that vertical handoff has.
