Abstract: Installment of a facial expression is associated with contractions and extensions of specific facial muscles.
Introduction
Human-computer interaction has gained significant momentum. The human face is a powerful means of communication and facial expressions disseminate important cues in human interactions. Facial expressions and body movements were called by Pentland and Heibeck "honest signals" [1] , as they can measure the quality of an interaction between humans by including information about the motivation, intention, and emotion of the subject.
Automatic facial expression recognition is the fundamental for multiple applications in various domains such as security, computer science, education, automotives [2] , crime investigation [3] , interactive gaming [4] , health support appliances, research of depression [5] , or pain detection [6] . However, the current state of the art indicates that only particular solutions have reached maturity and further advance is still required.
The most commonly used way to describe facial expressions is the Facial Action Coding System (FACS)
proposed by Ekman et al. [7] . It is an anatomically based system that measures the facial muscle movements in terms of action units (AUs). Each AU is dynamic and has three phases: onset, apex, and offset. Because of this behavior, the systems for facial expression recognition analyze sequences of images containing the neutral face and the expression apex [8] [9] [10] . The temporal dynamics have a crucial role for categorization of psychological states like pain or shame [11] . Among applications one may include differentiation between posed and spontaneous facial expressions [12] .
According to Ekman's theory [13] , there are facial expressions that can be recognized in every culture and are different and distinguishable. Their automatic recognition is challenging since expressions can be categorized in macro, subtle, and micro expressions. For reviews on state-of-the-art systems for facial expression analysis we refer the reader to the works of Zeng et al. [14] and Cohn and De La Torre [15] .
In this paper, we propose an automatic system for facial expression recognition. The system is built on the classical pattern recognition paradigm. Features are extracted from gray-scale face images and later discrimination among various inputs is achieved using a classification system. This paper is organized as follows: Section 2 provides a brief summary of the state of the art for facial expression recognition, Section 3 provides a brief description of the used database, Section 4 describes the proposed method, Section 5 presents the achieved performance and discusses implications of the experimental results, and the paper is concluded in the last section.
Related work in facial expression recognition
The challenge of facial expression recognition systems is to classify a portrait image in a class of discrete facial expressions associated with certain emotions. Multiple solutions acknowledge the dynamic aspect of expression and employ pattern recognition techniques using sequences of images. The systems for expression recognition start by detecting the face and computing a set of facial features. The classification step either classifies the facial expressions into a number of discrete emotions or all the AUs detected, followed by a mapping into emotions. The latter approach is arguable as there does not exist any widely accepted mapping between AUs and emotions and for specific cases the consensus of specialists forms the ground truth.
Cohn and De La Torre [15] classified the extracted features in geometric, appearance, or motion-based. Geometric features are related to facial landmarks. The landmarks are named facial fiducial points and can evolve independently or can be connected in a mesh. Appearance features rely on changes in texture. Motion features use the dynamics of the expressions and include optical flow, volume local binary patterns, etc.
Geometric-based features
The solutions falling into this approach require a first step of accurate facial landmark localization. Geometric features extracted from tracking fiducial points were used by Valstar et al. [8] , Pantic and Patras [16] , etc.
The proposed feature descriptor is related to the one introduced by Valstar et al. [8] as further discussed. The former consists of facial landmark geometric positions, while the latter is formed by the temporal aspect of these points. In addition, we use a late fusion schema involving two descriptors. Our previous work [17] exploits the dynamics of the features and uses a MLP to select the appropriate facial expression; this work is an extension, as it differs by using the scale space for feature computation and replaces the simple classifier with an ensemble built upon the late fusion paradigm.
Appearance-based features
Tian [18] and Littlewort et al. [19] relied on Gabor wavelets to extract appearance information. Local binary patterns (LBPs) with different extensions were also used: Jiang et al. [20] compared LBPs and local phase quantization for action unit analysis, while Zhao and Pietikainen used volume LBPs [21] . The texture of the face was encoded in local directional number patterns by Rivera et al. [22] . Rudovic et al. [23] introduced a model topology of the face by a low-dimensional manifold that preserves discriminative information about facial expressions.
Hybrid features
Because each category of features has advantages and disadvantages, researchers commonly rely on hybrid methods for expression recognition. Youssif and Asker [24] fed 19 geometric features and 64 appearance features to a radial basis function neural network in order to classify six facial expressions. Yi et al. [25] used feature points extracted by an active appearance model and extracted geometric and texture information based on the relative positions of those points. Shbib and Zhou [26] used features extracted on an active shape model and fed to a SVM to analyze the facial expressions in a one-against-one training-testing procedure.
Machine learning-oriented solutions
The late advance of machine learning allows for the derivation of solutions that replace traditional blocks with systems that have the advantage of learning adapting to the task specificity. Restricted Boltzmann machines were used by Liu et al. [27] to learn hierarchical features in order to obtain expression recognition. Zhong et al.
[28] used two-stage multitask sparse learning to analyze patches on the face in order to discriminate between different expressions.
Although initially there was debate about the work-flow of achieving emotions from AUs, since the CohnKanade+ (CK+) database [29] was released, there has been a general agreement about their associations. Lucey et al. [30] provided three methods for the CK+ database. The one that gives the best results uses the normalized positions of 68 facial landmarks and the canonical normalized appearance merged into an active appearance model.
CK+ database
The CK+ [29, 30] contains 593 sequences from 123 subjects performing one of the seven discrete emotions: happiness, sadness, surprise, fear, contempt, disgust, and anger. The database provides expression labels, AUs, and the positions of 68 landmarks. Each sequence starts with a neutral expression and ends with an apex one. The apex is FACS-coded and is annotated with one of the seven emotions by gathering a consensus from multiple experienced observers, who determine whether the expression is a good representation of the specific emotion.
The proposed algorithm
The proposed system has the classical structure of a feature-based one: face detection, feature extraction, and facial expression classification. The classification stage consists of a late fusion scheme using a multilayer perceptron and support vector machines. Like most state-of-the-art algorithms in facial expression recognition, due to the dynamic behavior of facial expressions, our system requires for analysis sequences of gray-level images containing the neutral face and the expression apex. The algorithm schematic can be seen in Figure 1 and the facial expression classification schematics in Figure 2 . 
Face detection and preprocessing
The face is detected in a frame using the classical Viola and Jones method [31] , as implemented in OpenCV. On each frame of the sequence, the fiducial landmarks are localized. The faces are normalized. Further landmark normalization is achieved by means of an affine transformation given by the chosen landmarks' positions.
For landmark normalization we apply an affine transform identified by a linear combination of translation, rotation, and scaling. The transform is determined by requiring a subset of features to be in fixed positions. We chose the subset by selecting those landmarks that are not influenced by muscle changes: nose points and the inner corner of the eyes. The face is rotated so as to have the line given by the inner corners of the eyes horizontal. We scale the faces with respect to the nose length, which is set to 40 pixels. We translate faces so as to center them at the nose tip. To extract the features, we switch to a scale space and follow with actual computation. We do a postprocessing operation, which consists of a Gaussian filter applied on all fiducial points' coordinates in the image sequence to get rid of the error accumulation.
Feature extraction

Scale space
In the scale space [32] , the original function space x(t) is replaced by the scale space of a function X(t; σ) :
where * stands for convolution and G(x; σ) is a Gaussian rotationally symmetric kernel with variance σ 2 (the scale parameter):
Switching to scale space not only decreases the noise of the input function but also present calculus advantages. Here, the differentiation is computed by a convolution with the derivative of the Gaussian kernel:
Feature computation
This work draws its inspiration from the works of Valstar and Pantic [8] and continues in the same line as our previously proposed method for facial expression recognition [17] . The major difference from the previous work, with respect to feature computation, is the introduction of the calculus in the scale space. We choose a feature descriptor, which represents the shape modifications of the face due to the muscle contractions. This descriptor is defined by four pairs of basic geometric-feature characteristics.
The first pair is very basic and consists only of the coordinates of each face landmark:
where p i (t) is the i th face landmark within the tth frame with the coordinates (Xi(t), Yi(t)) of the scale functions. Each frame has N p face landmarks detected on each face.
The second pair of features captures the temporal information from the current frame from the sequence with respect to the neutral frame. The features are based on the difference between the current frame and the neutral frame from the following sequence:
where the i th landmark coordinates with the t th frame are X i (t) and Y i (t) and the neutral frame is considered to be the first one (t = 1 ) from the sequence.
The third pair of features tracks the rate of change during the facial muscle movements. It consists of the first derivative with respect to time:
Eq. (6) is computed using convolution with a Gaussian derivative as describe in Eq. (3).
Valstar and Pantic [8] found that a temporal window of seven frames is enough to determine the changes in neuromuscular facial action. Based on these findings we approximate the coordinates during 7 frames by a second-order polynomial function g :
where t stands for the middle frame from a seven-frame window. The final pair of descriptors is represented by the polynomial coordinates a, b, and c, as they best represent the movement. The resulting pair of descriptors will be:
Further, we create a feature vector from the concatenation of f 1 and f 2 , which has a length of 2 × N p . A second feature vector that aims at describing the temporal aspect of facial expression is obtained from the concatenation of f 3 to f 8 (a 5 × N p feature-long vector).
Classification scheme
To determine the final decision given an input sequence we apply a late fusion scheme [33] . We feed each descriptor into a specifically trained multilayer perceptron (MLP). Each of those MLPs is trained for regression on a specific facial expression. The results for each facial expression are then fed to a support-vector machine (SVM) classifier, which gives the final prediction of the searched facial expression in one of the basic emotion categories.
Training and testing
An 8-fold cross-validation procedure is used for training and testing. We select the first neutral frame in each sequence, which represents our reference frame, and the last three frames from the apex, as can be seen in Figure  3 . The performance of the facial analysis system significantly increases when a neutral face is used, as discussed by Tian and Bolle [34] . Therefore, the reference frame that contains the neutral expression is a hard requirement for the proposed system. In order to perform the cross-validation of the training data, we randomly split the dataset into 8 subsets. The subjects of any two subsets do not overlap and all facial expression examples are well balanced between sets. We train 8 times, and each time we use 7 folds as training data and the remaining fold as testing data. The final accuracy is the average of the 8 runs. For each sequence of images there are 2 feature vectors for an image: one feature vector ( 2 × N p long)
contains the basic coordinates of the facial landmarks and a second one ( 5 × N p long) describes the facial movements. For each of the searched facial expressions we train two MLPs, which return regression responses later fed into a SVM. It results in 14 neural networks, 2 for each facial expression, with a two-class approach representing the presence of the specific facial expression. The numbers of hidden layers and neurons were searched independently for each MLP and the best performing configurations can be seen in Table 1 . Their outputs are concatenated and fed into an SVM for each facial expression classified into one of the basic emotion categories. We used the support-vector machine implemented in LibSVM [35] , with an RBF kernel. The γ parameter of the kernel and respectively the cost C parameter of the SVM are found by a grid search. The test procedure respects the same work-flow.
Results
Landmark localization influence
First we discuss how the achieved results are influenced by the facial landmarks' localization. In our previous work [17] , in order to evaluate the impact of landmarks, true positions were corrupted by noise and we showed that facial expression recognition is robust with respect to landmark localization. Here we compare the results for facial expression recognition starting from fiducial points given by automated methods. Several methods for facial landmarks localization have been evaluated:
-the method by Zhu and Ramanan in [36] , which provides 40 points on the given face; -the results of the Google Cloud Vision solution [37] , which gives 28 points on the face.
The comparison between the performances of the three methods uses the proximity measure proposed in [38] :
where d i is the Euclidean distance between each individual feature location and the ground truth location, while s is the ground truth interocular distance between the left and right eye pupils. n is the number of chosen feature locations. The results can be seen in Figure 4 and examples of localized landmarks are shown in Figure 5 .
The facial points given by Google Cloud Vision are more accurately localized compared to the ones given by the other methods. However, even with this method the results are less accurate for the images that contain the expressions at the apex if compared to the neutral pose image. The main cause can be related to the lack of such images in the training set for all alternatives. Only 24.89% of the images have localization errors of less than 0.05 for the most accurate tested solution, Google Cloud Vision.
Using the resulting landmark positions, we tested the proposed algorithm. The mean obtained recognition rates can be seen in Table 2 . The best result is obtained using the landmarks detected by Google Cloud Vision, and Google Cloud Vision [37] .
which are the most accurate. However, although the landmarks localized with deep neural networks are less accurate, the mean detection rate for facial expression classification is better compared to the one obtained using the 40 landmarks given by the method proposed by Zhu and Ramanan [34] . A potential explanation lies in the number and position of the detected points. For instance, the solution of Zhu and Ramanan generates high accuracies for points on the nose that are less informative while facing the task of facial expression recognition. 
Expression-wise detection
In Table 3 the recognition rates of the proposed method are given for each of the seven searched emotions, in parallel with the number of cases for each emotion. One can easily notice that the best recognition rates are obtained for happiness and surprise, which also have the most examples in the database and are more distinct.
Comparison with the state of the art
The proposed method is closely related to the one introduced in [8] and our previous work [17] . Direct comparison with [8] is harder as the previous method does not test on the CK+ database. However, it does test on the original Cohn-Kanade database, which is included in the extended version. The total number of failures for our method is 18 while on a subset the original facial dynamics method reports 55 misclassifications. (first row), DLISCD (second row), Google Cloud Vision [37] (third row). A comparison with related methods that evaluate the performance on the CK+ database can be seen in Table 4 . Various methods use various number of folds and cross-validation or not. The proposed method is tested on 8-fold cross-validation, person-independent using a stringent evaluation, and thus numerical comparison is effective. Compared to our older method [17] , the additional refinements of the current proposal increased the performance to more than 3%. We emphasize that the proposed method outperforms all other solution, as reported in Table 3 .
Conclusion
We have presented a novel algorithm to classify facial expressions in image sequences. We model the dynamics of facial muscle movement into a set of feature descriptors, which are then fed into a late fusion system. We have shown that our method outperforms the state-of-the-art algorithms published in high-profile publications.
Future work will involve using a bigger database with spontaneous facial expressions. This database contains also in-house acquisitions, which are to be validated from a psychological point of view. We also aim to apply the method to 3D facial points, provided by IR camera, since our feature descriptor is geometric-based.
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