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We study the problem of learning shared structure across a sequence of dynamic pricing experiments for
related products. We consider a practical formulation where the unknown demand parameters for each
product come from an unknown distribution (prior) that is shared across products. We then propose a meta
dynamic pricing algorithm that learns this prior online while solving a sequence of Thompson sampling
pricing experiments (each with horizon T ) for N different products. Our algorithm addresses two challenges:
(i) balancing the need to learn the prior (meta-exploration) with the need to leverage the estimated prior
to achieve good performance (meta-exploitation), and (ii) accounting for uncertainty in the estimated prior
by appropriately “widening” the prior as a function of its estimation error, thereby ensuring convergence of
each price experiment. Unlike prior-independent approaches, our algorithm’s meta regret grows sublinearly
in N ; an immediate consequence of our analysis is that the price of an unknown prior in Thompson sampling
is negligible in experiment-rich environments with shared structure (large N). Numerical experiments on
synthetic and real auto loan data demonstrate that our algorithm significantly speeds up learning compared
to prior-independent algorithms or a naive approach of greedily using the updated prior across products.
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1. Introduction
Experimentation is popular on online platforms to optimize a wide variety of elements such as
search engine design, homepage promotions, and product pricing. This has led firms to perform an
increasing number of experiments, and several platforms have emerged to provide the infrastruc-
ture for these firms to perform experiments at scale (see, e.g., Optimizely 2019). State-of-the-art
techniques in these settings employ bandit algorithms (e.g., Thompson sampling), which seek to
adaptively learn treatment effects while optimizing performance within each experiment (Thomp-
son 1933, Scott 2015). However, the large number of related experiments begs the question: can
we transfer knowledge across experiments?
We study this question for Thompson sampling algorithms in dynamic pricing applications that
involve a large number of related products. Dynamic pricing algorithms enable retailers to optimize
profits by sequentially experimenting with product prices, and learning the resulting customer
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2demand (Kleinberg and Leighton 2003, Besbes and Zeevi 2009). Such algorithms have been shown
to be especially useful for products that exhibit relatively short life cycles (Ferreira et al. 2015),
stringent inventory constraints (Xu et al. 2019), strong competitive effects (Fisher et al. 2017),
or the ability to offer personalized coupons/pricing (Zhang et al. 2017, Ban and Keskin 2017). In
all these cases, the demand of a product is estimated as a function of the product’s price (chosen
by the decision-maker) and a combination of exogenous features as well as product-specific and
customer-specific features. Through carefully chosen price experimentation, the decision-maker can
learn the price-dependent demand function for a given product, and choose an optimal price to
maximize profits (Qiang and Bayati 2016, Cohen et al. 2016, Javanmard and Nazerzadeh 2019).
Dynamic pricing algorithms based on Thompson sampling have been shown to be particularly
successful in striking the right balance between exploring (learning the demand) and exploiting
(offering the estimated optimal price), and are widely considered to be state-of-the-art (Thompson
1933, Agrawal and Goyal 2013, Russo and Van Roy 2014, Ferreira et al. 2018).
The decision-maker typically runs a separate pricing experiment (i.e., dynamic pricing algorithm)
for each product. However, this approach can waste valuable samples re-discovering information
shared across different products. For example, students may be more price-sensitive than general
customers; as a result, many firms such as restaurants, retailers and movie theaters offer student
discounts. This implies that the coefficient of student-specific price elasticity in the demand func-
tion is positive for many products (although the specific value of the coefficient likely varies across
products). Similarly, winter clothing may have higher demand in the fall and lower demand at
the end of winter. This implies that the demand functions of winter clothing may have similar
coefficients for the features indicating time of year. In general, there may even be complex corre-
lations between coefficients of the demand functions of products that are shared. For example, the
price-elasticities of products are often negatively correlated with their demands, i.e., customers
are willing to pay higher prices when the demand for a product is high. Thus, one may expect
that the demand functions for related products may share some (a priori unknown) common struc-
ture, which can be learned across products. Note that the demand functions are unlikely to be
exactly the same, so a decision-maker would still need to conduct separate pricing experiments for
each product. However, accounting for shared structure during these experiments may significantly
speed up learning per product, thereby improving profits.
In this paper, we propose an approach to learning shared structure across pricing experiments.
We begin by noting that the key (and only) design decision in Thompson sampling methods is the
Bayesian prior over the unknown parameters. This prior captures shared structure of the kind we
described above — e.g., the mean of the prior on the student-specific price-elasticity coefficient
may be positive with a small standard deviation. It is well known that choosing a good (bad) prior
3significantly improves (hurts) the empirical performance of the algorithm (Chapelle and Li 2011,
Honda and Takemura 2014, Liu and Li 2015, Russo et al. 2018). However, the prior is typically
unknown in practice, particularly when the decision-maker faces a cold start. While the decision-
maker can use a prior-independent algorithm (Agrawal and Goyal 2013), such an approach achieves
poor empirical performance due to over-exploration; we demonstrate a substantial gap between the
prior-independent and prior-dependent approaches in our experiments on synthetic and real data.
In particular, knowledge of the correct prior enables Thompson sampling to appropriately balance
exploration and exploitation (Russo and Van Roy 2014). Thus, the decision-maker needs to learn
the true prior (i.e., shared structure) across products to achieve good performance. We propose a
meta dynamic pricing algorithm that efficiently achieves this goal.
We first formulate the problem of learning the true prior online while solving a sequence of
pricing experiments for different products. Our meta dynamic pricing algorithm requires two key
ingredients. First, for each product, we must balance the need to learn about the prior (“meta-
exploration”) with the need to leverage the prior to achieve strong performance for the current
product (“meta-exploitation”). In other words, our algorithm balances an additional exploration-
exploitation tradeoff across price experiments. Second, a key technical challenge is that finite-
sample estimation errors of the prior may significantly impact the performance of Thompson
sampling for any given product. In particular, vanilla Thompson sampling may fail to converge
with an incorrect prior; as a result, directly using the estimated prior across products can result
in poor performance. In order to maintain strong performance guarantees for every product, we
increase the variance of the estimated prior by a term that is a function of the prior’s estimated
finite-sample error. Thus, we use a more conservative approach (a wide prior) for earlier products
when the prior is uncertain; over time, we gain a better estimate of the prior, and can leverage this
knowledge for better empirical performance. Our algorithm provides an exact prior correction path
over time to achieve strong performance guarantees across all pricing problems. We prove that,
when using our algorithm, the price of an unknown prior for Thompson sampling is negligible in
experiment-rich environments (i.e., as the number of products grows large).
1.1. Related Literature
Experimentation is widely used to optimize decisions in a data-driven manner. This has led to a
rich literature on bandits and A/B testing (Lai and Robbins 1985, Auer 2002, Dani et al. 2008,
Rusmevichientong and Tsitsiklis 2010, Besbes et al. 2014, Johari et al. 2015, Bhat et al. 2019).
This literature primarily proposes learning algorithms for a single experiment, while our focus is
on meta-learning across experiments. There has been some work on meta-learning algorithms in
the bandit setting (Hartland et al. 2006, Maes et al. 2012, Wang et al. 2018, Sharaf and Daume´ III
42019) as well as the more general reinforcement learning setting (Finn et al. 2017, 2018, Yoon et al.
2018). Relatedly, Raina et al. (2006) propose constructing an informative prior based on data from
similar learning problems. These papers provide heuristics for learning exploration strategies given
a fixed set of past problem instances. However, they do not prove any theoretical guarantees on the
performance or regret of the meta-learning algorithm. To the best of our knowledge, our paper is
the first to propose a meta-learning algorithm in a bandit setting with provable regret guarantees.
We study the specific case of dynamic pricing, which aims to learn an unknown demand curve
in order to optimize profits. We focus on dynamic pricing because meta-learning is particularly
important in this application, e.g., online retailers such as Rue La La may run numerous pricing
experiments for related fashion products. We believe that a similar approach could be applied to
multi-armed or contextual bandit problems, in order to inform the prior for Thompson sampling
across a sequence of related bandit problems.
Dynamic pricing has been found to be especially useful in settings with short life cycles or limited
inventory (e.g., fast fashion or concert tickets, see Ferreira et al. 2015, Xu et al. 2019), among
online retailers that constantly monitor competitor prices and adjust their own prices in response
(Fisher et al. 2017), or when prices can be personalized based on customer-specific price elasticities
(e.g., through personalized coupons, see Zhang et al. 2017). Several papers have designed near-
optimal dynamic pricing algorithms for pricing a product by balancing the resulting exploration-
exploitation tradeoff (Kleinberg and Leighton 2003, Besbes and Zeevi 2009, Araman and Caldentey
2009, Farias and Van Roy 2010, Harrison et al. 2012, Broder and Rusmevichientong 2012, den
Boer and Zwart 2013, Keskin and Zeevi 2014). Recently, this literature has shifted focus to pricing
policies that dynamically optimize the offered price with respect to exogenous features (Qiang and
Bayati 2016, Cohen et al. 2016, Javanmard and Nazerzadeh 2019) as well as customer-specific
features (Ban and Keskin 2017). We adopt the linear demand model proposed by Ban and Keskin
(2017), which allows for feature-dependent heterogeneous price elasticities.
We note that the existing dynamic pricing literature largely focuses on the single-product setting.
A few papers consider performing price experiments jointly on a set of products with overlapping
inventory constraints, or with substitutable demand (Keskin and Zeevi 2014, Agrawal and Devanur
2014, Ferreira et al. 2018). However, in these papers, price experimentation is still performed
independently per product, and any learned parameter knowledge is not shared across products to
inform future learning. In contrast, we propose a meta dynamic pricing algorithm that learns the
distribution of unknown parameters of the demand function across products.
Our learning strategy is based on Thompson sampling, which is widely considered to be state-of-
the-art for balancing the exploration-exploitation tradeoff (Thompson 1933). Several papers have
studied the sensitivity of Thompson sampling to prior misspecification. For example, Honda and
5Takemura (2014) show that Thompson sampling still achieves the optimal theoretical guarantee
with an incorrect but uninformative prior, but can fail to converge if the prior is not sufficiently
conservative. Liu and Li (2015) provide further support for this finding by showing that the per-
formance of Thompson sampling for any given problem instance depends on the probability mass
(under the provided prior) placed on the underlying parameter; thus, one may expect that Thomp-
son sampling with a more conservative prior (i.e., one that places nontrivial probability mass on a
wider range of parameters) is more likely to converge when the true prior is unknown. It is worth
noting that Agrawal and Goyal (2013) and Bubeck and Liu (2013) propose a prior-independent
form of Thompson sampling, which is guaranteed to converge to the optimal policy even when the
prior is unknown by conservatively increasing the variance of the posterior over time. However, the
use of a more conservative prior creates a significant cost in empirical performance (Chapelle and Li
2011). For instance, Bastani et al. (2017) empirically find through simulations that the conservative
prior-independent Thompson sampling is significantly outperformed by vanilla Thompson sampling
even when the prior is misspecified. We empirically find, through experiments on synthetic and
real datasets, that learning and leveraging the prior can yield much better performance compared
to a prior-independent approach. As such, the choice of prior remains an important design choice
in the implementation of Thompson sampling (Russo et al. 2018). We propose a meta-learning
algorithm that learns the prior across pricing experiments on related products to attain better
performance. We also empirically demonstrate that a naive approach of greedily using the updated
prior performs poorly, since it may cause Thompson sampling to fail to converge to the optimal
policy for some products. Instead, our algorithm gracefully tunes the width of the estimated prior
as a function of the uncertainty in the estimate over time.
1.2. Main Contributions
We highlight our main contributions below:
1. Model: We formulate our problem as a sequence of N different dynamic pricing problems, each
with horizon T . Importantly, the unknown parameters of the demand function for each product
are drawn i.i.d. from a shared (unknown) multivariate gaussian prior.
2. Algorithm: We propose two meta-learning pricing policies, Meta-DP and Meta-DP++. The
former learns only the mean of the prior, while the latter learns both the mean and the covariance
of the prior across products. Both algorithms address two challenges: (i) balancing the need to learn
the prior (meta-exploration) with the need to leverage the current estimate of the prior to achieve
good performance (meta-exploitation), and (ii) accounting for uncertainty in the estimated prior
by conservatively widening the prior as a function of its estimation error (as opposed to directly
using the estimated prior, which may cause Thompson sampling to fail on some products).
63. Theory: Unlike standard approaches, our algorithm can leverage shared structure across prod-
ucts to achieve regret that scales sublinearly in the number of products N . In particular, we prove
upper bounds O˜(
√
NT ) and O˜(N
3
4
√
T ) on the meta regret of Meta-DP and Meta-DP++ respectively.
4. Numerical Experiments: We demonstrate on both synthetic and real auto loan data that
our approach significantly speeds up learning compared to ignoring shared structure (i.e., using
prior-independent Thompson sampling) or greedily using the updated prior across products.
2. Problem Formulation
Notation: Throughout the paper, all vectors are column vectors by default. We define [n] to be
the set {1,2, . . . , n} for any positive integer n. We use ‖x‖u to denote the `u norm of a vector x, but
we often omit the subscript when we refer to the `2 norm. For a positive definite matrix A∈<d×d
and vectors x,y ∈Rd, let ‖x‖A denote the matrix norm
√
x>Ax and 〈x,y〉 denote the inner product
x>y. We also denote x∨y and x∧y as the maximum and minimum between x, y ∈R, respectively.
When logarithmic factors are omitted, we use O˜(·) and Ω˜(·) to denote function growth.
2.1. Model
We first describe the classical dynamic pricing formulation for a single product; we then formalize
our meta-learning formulation over a sequence of N products.
Classical Formulation: Consider a seller who offers a single product over a selling horizon of
T periods. The seller can dynamically adjust the offered price in each period. At the beginning
of each period t ∈ [T ], the seller observes a random feature vector (capturing exogenous and/or
customer-specific features) that is independently and identically distributed from an unknown
distribution. Upon observing the feature vector, the seller chooses a price for that period. The seller
then observes the resulting demand, which is a noisy function of both the observed feature vector
and the chosen price. The seller’s revenue in each period is given by the chosen price multiplied
by the corresponding realized demand. The goal in this setting is to develop a policy pi that
maximizes the seller’s cumulative revenue by balancing exploration (learning the demand function)
with exploitation (offering the estimated revenue-maximizing price).
Meta-learning Formulation: We consider a seller who sequentially offers N related products,
each with a selling horizon of T periods. For simplicity, a new product is not introduced until the
life cycle of the previous product ends1. We call each product’s life cycle an epoch, i.e., there are
N epochs that last T periods each. Each product (and corresponding epoch) is associated with a
different (unknown) demand function, and constitutes a different instance of the classical dynamic
pricing problem described above. We now formalize the problem.
1 We model epochs as fully sequential for simplicity; if epochs overlap, we would need to additionally model a customer
arrival process for each epoch. Our algorithms straightforwardly generalize for overlapping epochs; see remark in §4.4.
7In epoch i ∈ [N ] at time t ∈ [T ], the seller observes a random feature vector xi,t ∈ Rd, which is
independently and identically distributed from an unknown distribution Pi (note that the distri-
bution may vary across products/epochs). She then chooses a price pi,t for that period. Based on
practical constraints, we will assume that the allowable price range is bounded across periods and
products, i.e., pi,t ∈ [pmin, pmax] and 0 < pmin < pmax <∞. The seller then observes the resulting
induced demand
Di,t(pi,t,xi,t) = 〈αi,xi,t〉+ pi,t〈βi,xi,t〉+ εi,t ,
where αi ∈Rd and βi ∈Rd are unknown fixed constants throughout epoch i, and εi,t is zero-mean σ-
subgaussian noise (see Definition 1 below). This demand model was recently proposed by Ban and
Keskin (2017), and captures several salient aspects. In particular, the observed feature vector xi,t in
period t determines both the baseline demand (through the parameter αi) and the price-elasticity
of the demand (through the parameter βi) of product i.
Definition 1. A random variable z ∈R is σ-subgaussian if E[etz]≤ eσ2t2/2 for every t∈R.
This definition implies Var[z]≤ σ2. Many classical distributions are subgaussian; typical examples
include any bounded, centered distribution, or the normal distribution. Note that the errors need
not be identically distributed.
Shared Structure: For ease of notation, we define θi = [αi; βi]∈R2d; following the classical formu-
lation of dynamic pricing, θi is the unknown parameter vector that must be learned within a given
epoch in order for the seller to maximize her revenues over T periods. When there is no shared
structure between the {θi}Ni=1, our problem reduces to N independent dynamic pricing problems.
However, we may expect that related products share a similar potential market, and thus may
have some shared structure that can be learned across products. We model this relationship by
positing that the product demand parameter vectors {θi}Ni=1 are independent and identically dis-
tributed draws from a common unknown distribution, i.e., θi ∼ N (θ∗,Σ∗) for each i ∈ [N ]. As
discussed earlier, knowledge of the distribution over the unknown demand parameters can inform
the prior for Thompson sampling, thereby avoiding the need to use a conservative prior that can
result in poor empirical performance (Honda and Takemura 2014, Liu and Li 2015). The mean
of the shared distribution θ∗ is unknown; we will consider settings where the covariance of this
distribution Σ∗ is known and unknown. We propose using meta-learning to learn this distribution
from past epochs to inform and improve the current product’s pricing strategy.
Remark 1. Following the literature on Thompson sampling, we consider a multivariate gaussian
distribution since the posterior has a simple closed form, thereby admitting a tractable theoretical
analysis. When implementing such an algorithm in practice, more complex distributions can be
considered (e.g., see discussion in Russo et al. 2018).
82.2. Background on Thompson Sampling with Known Prior
In this subsection, we consider the setting where the true prior N (µ∗,Σ∗) over the unknown
product demand parameters is known. This setting will inform our definition of the meta oracle
and meta regret in the next subsection. When the prior is known, a natural candidate policy for
minimizing Bayes regret is the Thompson sampling algorithm (Thompson 1933). The Thompson
sampling algorithm adapted to our dynamic pricing setting for a single epoch i ∈ [N ] is formally
given in Algorithm 1 below. Since the prior is known, there is no additional shared structure to
exploit across products, so we can treat each epoch independently.
The algorithm begins with the true prior, and performs a single initialization period (t = 1).
For each time t≥ 2, the Thompson sampling algorithm (1) samples the unknown product demand
parameters θ˚i,t =
[
α˚i,t; β˚i,t
]
from the posterior N (θTSi,t ,ΣTSi,t ), and (2) solves and offers the resulting
optimal price based on the demand function given by the sampled parameters
pTSi,t = arg max
p∈[pmin,pmax]
p · 〈α˚i,t,xi,t〉+ p2 ·
〈
β˚i,t,xi,t
〉
. (1)
Upon observing the actual realized demand Di,t
(
pTSi,t ,xi,t
)
, the algorithm computes the posterior
N (θTSi,t+1,ΣTSi,t+1) for round t+1. The same algorithm is applied independently to each epoch i∈ [N ].
Algorithm 1 Thompson Sampling Algorithm
1: Input: The prior mean vector µ∗ and covariance matrix Σ∗, the index i of epoch, the length
of each epoch T, the subgaussian parameter σ.
2: Initialization:
(
θTSi,1 ,Σ
TS
i,1
)← (θ∗,Σ∗) .
3: Observe feature vector xi,1, and set initial price pi,1←
{
pmin if i is even,
pmax otherwise.
4: Observe demand Di,1 (pi,1,xi,1) , and compute the posterior N
(
θTSi,2 ,Σ
TS
i,2
)
.
5: for t= 2, . . . , T do
6: Observe feature vector xi,t.
7: Sample parameter θ˚i,t←
[
α˚i,t; β˚i,t
]
∼N (θTSi,t ,ΣTSi,t ) .
8: pTSi,t ← arg maxp∈[pmin,pmax] p · 〈α˚i,t,xi,t〉+ p2 ·
〈
β˚i,t,xi,t
〉
.
9: Observe demand Di,t
(
pTSi,t ,xi
)
, and compute the posterior N (θTSi,t+1,ΣTSi,t+1) .
10: end for
As evidenced by the large literature on the practical success of Thompson sampling (Chapelle
and Li 2011, Russo and Van Roy 2014, Ferreira et al. 2018), Algorithm 1 is a very attractive choice
for implementation in practice.
It is worth noting that Algorithm 1 attains a strong performance guarantee under the classical
formulation compared to a the classical oracle that knows all N product demand parameters {θi}Ni=1
9in advance. In particular, this oracle would offer the expected optimal price in each period t∈ [T ]
in epoch i∈ [N ], i.e.,
p∗i,t = arg maxp∈[pmin,pmax] p ·Eε[Di,t(p,xi,t)]
= arg maxp∈[pmin,pmax] p〈αi,xi,t〉+ p2〈βi,xi,t〉 .
The resulting Bayes regret (Russo and Van Roy 2014) of a given policy pi relative to the oracle is
defined as:
Bayes RegretN,T (pi) =Eθ,x,ε
[
N∑
i=1
T∑
t=1
p∗i,tD(p
∗
i,t,xi,t)−
N∑
i=1
T∑
t=1
ppii,tD(p
pi
i,t,xi,t) ,
]
(2)
where the expectation is taken with respect to the unknown product demand parameters, the
observed random feature vectors, and the noise in the realized demand. The following theorem
bounds the Bayes regret of the Thompson sampling dynamic pricing algorithm:
Theorem 1. The Bayes regret of Algorithm 1 satisfies
Bayes RegretN,T (pi) = O˜
(
dN
√
T
)
,
when the prior over the product demand parameters is known.
Theorem 1 follows from a similar argument used for the linear bandit setting presented in
Russo and Van Roy (2014), coupled with standard concentration bounds for multivariate normal
distributions. The proof is given in Appendix A for completeness. Note that the regret scales
linearly in N , since each epoch is an independent learning problem.
Remark 2. Prior-independent Thompson sampling (Agrawal and Goyal 2013) achieves the
same overall Bayes regret as Algorithm 1. However, we document a substantial gap in empirical
performance between the two approaches in §5, motivating our study of learning the prior.
2.3. Meta Oracle and Meta Regret
We cannot directly implement Algorithm 1 in our setting, since the prior over the product demand
parameters N (θ∗,Σ∗) is unknown. In this paper, we seek to learn the prior (shared structure) across
products in order to leverage the superior performance of Thompson sampling with a known prior.
Thus, a natural question to ask is:
What is the price of not knowing the prior in advance?
To answer this question, we first define our performance metric. Since our goal is to converge
to the policy given in Algorithm 1 (which knows the true prior), we define this policy as our meta
10
oracle2. Comparing the revenue of our policy relative to the meta oracle leads naturally to the
definition of meta regret RN,T for a policy pi, i.e.,
RN,T (pi) =Eθ,x,ε
[
N∑
i=1
T∑
t=1
pTSi,tD(p
TS
i,t ,xi,t)−
N∑
i=1
T∑
t=1
ppii,tD(p
pi
i,t,xi,t)
]
,
where the expectation is taken with respect to the unknown product demand parameters, the
observed random feature vectors, and the noise in the realized demand.
Note that prior-independent Thompson sampling and UCB treat each epoch independently, and
would thus achieve meta regret that grows linearly in N . Our goal is to design a policy with meta
regret that grows sublinearly in N and at most linearly in
√
T . Recall that Theorem 1 bounds the
Bayes regret of Thompson sampling with a known prior as O˜
(
N
√
T
)
. Thus, if our meta regret
(i.e., the performance of our meta-learning policy relative to Algorithm 1) grows sublinearly in
N (and no faster than
√
T ), it would imply that the price of not knowing the prior N (θ∗,Σ∗) in
advance is negligible in experiment-rich environments (i.e., as N grows large) compared to the cost
of learning the actual demand parameters for each product (i.e., the Bayes regret of Algorithm 1).
Non-anticipating Policies: We restrict ourselves to the family of non-anticipating policies Π : pi
= {pii,t} that form a sequence of random functions pii,t that depend only on price and demand
observations collected until time t in epoch i (including all times t ∈ [T ] from prior epochs), and
feature vector observations up to time t+ 1 in epoch i. In particular, let H0,0 = (x1,1), and Hi,t =
(p1,1, p1,2, · · · , pi,t,D1,1,D1,2, · · · ,Di,t,x1,1,x1,2, · · · ,xi,t+1) denote the history of prices and corre-
sponding demand realizations from prior epochs and time periods, as well as the observed feature
vectors up to the next time period; let Fi,t denote the σ-field generated by Hi,t. Then, we impose
that pii,t+1 is Fi,t measurable.
The values of the prior mean θ∗ as well as the actual product demand parameter vectors {θi}Ni=1
are unknown; we consider two settings — known and unknown Σ∗ (covariance of the prior).
2.4. Assumptions
We now describe some mild assumptions on the parameters of the problem for our regret analysis.
Assumption 1 (Boundedness). The support of the features are bounded, i.e.,
∀i∈ [N ] ,∀t∈ [T ] ‖xi,t‖ ≤ xmax .
Furthermore, there exists a positive constant S such that ‖θ∗‖ ≤ S.
2 We use the term meta oracle to distinguish from the oracle in the classical formulation.
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Our first assumption is that the observed feature vectors {xi,t} as well as the mean of the product
demand parameters θ∗ are bounded. This is a standard assumption made in the bandit and dynamic
pricing literature, ensuring that the average regret at any time step is bounded. This is likely
satisfied since features and outcomes are typically bounded in practice.
Assumption 2 (Positive-Definite Feature Covariance). The minimum eigenvalue of the
feature covariance matrix Exi,t∼Pi
[
xi,tx
>
i,t
]
in every epoch i∈ [N ] is lower bounded by some positive
constant λ0, i.e.,
min
i∈[N ]
λmin
(
Exi,t∼Pi
[
xi,tx
>
i,t
]) ≥ λ0 .
Our second assumption imposes that the covariance matrix of the observed feature vectors
E
[
xi,tx
>
i,t
]
in every epoch is positive-definite. This is a standard assumption for the convergence of
OLS estimators; in particular, our demand model is linear, and therefore requires that no features
are perfectly collinear in order to identify each product’s true demand parameters.
Assumption 3 (Positive-Definite Prior Covariance). The maximum and minimum eigen-
values of Σ∗ are upper and lower bounded by positive constants λ and λ, respectively i.e.,
λmax (Σ∗)≤ λ, λmin (Σ∗)≥ λ .
We further assume that the trace of Σ∗ is upper bounded by κ, i.e., tr(Σ∗)≤ κ.
Our final assumption imposes that the covariance matrix of the random product demand param-
eter θ is also positive-definite. Again, this assumption ensures that each product’s true demand
parameter is identifiable using standard OLS estimators.
3. Meta-DP Algorithm
We begin with the case where the prior’s covariance matrix Σ∗ is known, and describe the Meta
Dynamic Pricing (Meta-DP) algorithm for this setting. We will consider the case of unknown Σ∗ in
the next section.
3.1. Overview
The Meta-DP algorithm begins by using initial product epochs as an exploration phase to initial-
ize our estimate of the prior mean θ∗. These exploration epochs use the prior-independent UCB
algorithm to ensure no more than O˜(
√
T ) meta regret for each epoch. After this initial exploration
period, our algorithm leverages the estimated prior within each subsequent epoch, and continues to
sequentially update the estimated prior after each epoch. The key challenge is that the estimated
prior has finite-sample estimation error, and can thus result in poor performance within a given
12
epoch. At the same time, we can no longer employ a prior-independent approach, since this will
cause our meta regret to grow linearly in N . Our algorithm addresses this challenge by carefully
widening the covariance of the prior (beyond the known covariance Σ∗) within each epoch by a
term that scales as the expected error of the estimated θ∗. This correction approaches zero as N
grows large, ensuring that our meta regret grows sublinearly in N .
3.2. Algorithm
The Meta-DP algorithm is presented in Algorithm 2. We first define some additional notation, and
then describe the algorithm in detail.
Additional Notation: Throughout the rest of the paper, we use mi,t =
(
xi,t, pi,txi,t
)>
to denote
the price and feature information of round t in epoch i for all i ∈ [N ] and t ∈ [T ]. We also define
the following quantities for each epoch i∈ [N ]:
Xi =
(
x1,1 . . . xi,1
p1,1x1,1 . . . pi,1xi,1
)
, Di =
D1,1(pi,1,xi,1)...
Di,1(pi,1,xi,1)
 . (3)
Xi is the price and feature design matrix, and Di is the corresponding vector of realized demands
from all initialization steps (t= 1) in epochs {1, · · · , i}.
Algorithm Description: The first N0 epochs are treated as exploration epochs, where we define
N0 = max
{
2 loge/2 (2dNT )
c1
, d2,
[
c2 loge
(
2dN 2T
)]2}
(4)
and the constants are given by
c0 =
1
3
min
‖z1‖2+‖z2‖2=1
[
(pmin‖z2‖−‖z1‖)2 + (pmax‖z2‖−‖z1‖)2
]
,
c1 =
c0λ0√
(1 + p2max)xmax
, and c2 =
4
(
x2maxλ(1 + p
2
max) +σ
2
)
λc0λ0
.
As described in the overview, the Meta-DP algorithm proceeds in two phases. In particular, we
distinguish the following two cases for all t ≥ 2 (similar to Algorithm 1, the first period t = 1 of
each epoch is reserved for initialization):
1. Epoch i<N0 : the Meta-DP algorithm runs the prior-independent UCB algorithm proposed
by Abbasi-Yadkori et al. (2011) for the rest of the epoch. In particular, for each t≥ 2, we construct
the UCB estimate θUCBi,t using the regularized least square estimator on the price and feature data,
and the corresponding demands observed so far, i.e.,
θUCBi,t =
(
αUCBi,t
βUCBi,t
)
=
(
t−1∑
τ=1
mi,τm
>
i,τ + I2d
)−1( t−1∑
τ=1
Di,τ (pi,τ ,xi,τ )mi
)
. (5)
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The Meta-DP algorithm then offers the price with the largest upper confidence bound, i.e.,
pi,t = arg max
p∈[pmin,pmax]
p
〈
αUCBi,t ,xi,t
〉
+ p2
〈
βUCBi,t ,xi,t
〉
+
∥∥∥∥( xi,tpxi,t
)∥∥∥∥
(
∑t−1
τ=1mi,τm
>
i,τ+I2d)
−1
, (6)
and observes the realized demand Di,t (pi,t,xi,t) .
2. Epoch i≥N0 : the Meta-DP algorithm utilizes the data collected from the initialization step
of all past epochs and the current epoch to compute our estimate θˆi of the prior mean θ∗. We use
the ordinary least square estimator, i.e.,
θˆi =
(
XiX
>
i
)−1
XiDi. (7)
However, as noted earlier, using the estimated prior directly can cause Thompson sampling to fail
due to finite-sample estimation error. Thus, we widen the prior by increasing the covariance beyond
Σ∗. In particular, we set the prior as follows:
N (θMPDPi,2 ,ΣMPDPi,2 )=N (θˆi,Σi) (8)
Σi = ηiΣ∗ =
(
1 +
1√
i
)
Σ∗. (9)
Note that the extent of prior widening approaches zero for later epochs (i.e., i large), when we
expect the estimation error of the prior mean to be small.
Next, the Meta-DP algorithm follows the TS algorithm armed with the widened prior
N (θMPDPi,2 ,ΣMPDPi,2 ). In particular, for each time step t ≥ 2, we (1) sample the unknown product
demand parameters θ˚i,t =
[
α˚i,t; β˚i,t
]
from the posterior N (θMPDPi,t ,ΣMPDPi,t ) , and (2) solve and offer
the resulting optimal price based on the demand function given by the sampled parameters
pi,t = arg max
p∈[pmin,pmax]
p 〈α˚i,t,xi,t〉+ p2
〈
β˚i,t,xi,t
〉
. (10)
Upon observing the actual realized demand Di,t (pi,t,xi,t) at the end of the time step, we compute
the posterior N (µMPDPi,t+1 ,ΣMPDPi,t+1 ) for the next time step t+ 1.
3.3. Meta Regret Analysis
We now prove an upper bound on the meta regret of the Meta-DP algorithm.
We begin by noting that the prior-independent UCB algorithm employed in the exploration
epochs satisfies a meta regret guarantee:
Lemma 1. The meta regret of the UCB algorithm in a single epoch is O˜(d
√
T ).
The proof of this result is essentially the same as that of Theorem 1, and is thus omitted. Lemma
1 ensures that we accrue at most O˜(dN0
√
T ) regret in the N0 exploration epochs; from Eq. (4), we
know that N0 grows merely poly-logarithmically in N and T .
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Algorithm 2 Meta-Personalized Dynamic Pricing Algorithm
1: Input: The prior covariance matrix Σ∗, the total number of epochs N, the length of each epoch
T, the upper bound on the prior mean S, the subgaussian parameter σ, and the set of feasible
prices [pmin, pmax].
2: Initialization: N0 as defined in eq. (4).
3: for each epoch i= 1, . . . ,N do
4: Observe feature vector xi,1, and set initial price pi,1←
{
pmin if i is even,
pmax otherwise.
5: Observe initial demand Di,1 (pi,1,xi,1) .
6: if i <N0 then
7: for t= 2, . . . , T do
8: Observe feature vector xi,t and update θ
UCB
i,t according to eq. (5)
9: Choose price pi,t according to eq. (6), and observe demand Di,t(pi,t,xi,t).
10: end for
11: else
12: Update θˆi according to eq. (7), and set ηi← 1 + 1/
√
i , Σi← ηiΣ∗ .
13: Construct prior N (θMPDPi,2 ,ΣMPDPi,2 )←N (θˆi,Σi) .
14: for t= 2, . . . , T do
15: Observe feature vector xi,t, and sample parameter θ˚i,t ∼N
(
θMPDPi,t ,Σ
MPDP
i,t
)
.
16: Choose price pi,t according to eq. (10), observe demand Di,t (pi,t,xi,t) , and compute
the posterior N (θMPDPi,t+1 ,ΣMPDPi,t+1 ) .
17: end for
18: end if
19: end for
Next, after the exploration epochs conclude, we begin using the estimated prior mean, which we
greedily update at the end of each subsequent epoch. The following theorem bounds the error of
this estimate with high probability:
Theorem 2. For any fixed i≥ 2, with probability at least 1−δ−2d
(
exp(−ζ)
(1−ζ)1−ζ
)c1i
, the `2 distance
between θˆi and θ∗ satisfies ∥∥∥θˆi− θ∗∥∥∥≤ 2R√d loge 2− loge δ√
(1− ζ)c0λ0i
,
where c0 and c1 are constants that depends only on λ0, pmin, pmax, and xmax.
Proof Sketch. The complete proof is provided in Appendix B. Let Mi = [xi,1; pi,1xi,1] be the
initial feature and price vector of the first round of each epoch i. Then, for an epoch i ∈ [N ], the
initial demand realization satisfies
Di,1 = 〈θi,Mi〉+ εi,1
= 〈θ∗,Mi〉+ 〈∆i,Mi〉+ εi,1 ,
where ∆i ∼ N (0,Σ∗) . Note that Mi is an independent random variable across different epochs,
since the feature vectors xi,1 are drawn i.i.d. from Pi, and the prices alternate between pmin and
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pmax by construction. Thus, we can equivalently view the demand realization as the mean demand
〈θ∗,Mi〉 corrupted by the price dependent (or heteroscedastic) noise 〈∆i,Mi〉+εi,1. It can be verified
that 〈∆i,Mi〉+ εi,1 is R-subgaussian with R=
√
x2maxλ(1 + p
2
max) +σ
2.
Next, we can bound the difference between θ̂ and θ with high probability, i.e.,
Pr
(
‖θ̂− θ‖ ≥ 2R
√
d loge 2−loge δ
λmin(Vi)
)
≤ δ .
Thus, it suffices to lower bound the smallest eigenvalue of Vi to ensure that θ̂ is close to θ. To
this end, we employ matrix Chernoff bounds by Tropp (2011). First, we show that there exists a
positive constant c0 (that depends only on λ0, pmin, and pmax) such that the minimum eigenvalue
of the expectation E[Vi] =
∑i
ι=1E
[
MιM
>
ι
∣∣F(ι−1),T ] is lower bounded by c0λ0i, i.e.,
λmin
(
i∑
ι=1
E
[
MιM
>
ι
∣∣F(ι−1),T ])≥ c0λ0i.
We apply the matrix Chernoff inequality (Tropp 2011) to provide a high probability lower bound
on the minimum eigenvalue of the random matrix Vi, i.e.,
Pr [λmin(Vi)≥ (1− ζ)c0λ0i] ≥ 1− 2d
(
exp(−ζ)
(1− ζ)1−ζ
)c1i
,
Finally, by a simple union bound, we conclude the proof. 
We now state our main result upper bounding the meta regret of the Meta-DP algorithm.
Theorem 3. If the number of products is at least N = Ω˜(d2) , then the meta regret of the pro-
posed Meta-DP algorithm satisfies
RN,T (Meta-DP algorithm) = O˜
(
d2
√
NT
)
.
Proof Sketch. The complete proof is provided in Appendix C.
We begin by defining some helpful notation. First, let REV
(
θ, θˆ,Σ
)
be the expected revenue
obtained by running the Thompson sampling algorithm in Algorithm 1 with the (possibly incorrect)
prior N
(
θˆ,Σ
)
after initialization in an epoch whose true parameter is θ. Second, let REV∗ (θ)
be the maximum expected revenue that can be obtained from an epoch parametrized by θ after
initialization. We also define the clean event E over all non-exploration epochs:
∀i≥N0
∥∥∥θˆi− θ∗∥∥∥≤ 2R√2d loge 2 + 2 loge (N 2T )√
c0λ0i
.
When E holds, our estimate of the prior mean has bounded error from the true prior mean in all
non-exploration epochs. Theorem 2 implies that E holds with probability at least 1− 9
NT
. Note that
the meta regret over non-exploration epochs is trivially bounded by O(NT ). Then, the cumulative
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contribution to the expected meta regret when the clean event E is violated is O(NT )Pr(¬E) =
O(1). We then proceed to analyze the regret of each epoch conditioned on the clean event E . For
an epoch i≥N0, the expected meta regret RN,T (i) of this epoch can be written as
RN,T (i) =EθiEθˆi
[
REV∗ (θi)− REV
(
θi, θˆi,Σi
)]
−Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))] .
Now, from Section 3 of Russo and Van Roy (2014), we upper bound the first term as
EθiEθˆi
[
REV∗ (θi)− REV
(
θi, θˆi,Σi
)]
≤Eθˆi
∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))] ,
where dN (θ∗,Σ∗)
dN(θˆi,Σi)
is the Radon-Nikodym derivative of N (θ∗,Σ∗) with respect to N
(
θˆi,Σi
)
, and
‖·‖N(θn,Σn),∞ is the essential supremum magnitude with respect to N
(
θˆi,Σi
)
. Therefore,
RN,T (i)≤Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))] ,
and, by applying Theorem 1, the total meta regret can be upper bounded as
RN,T ≤
N0−1∑
i=1
RN,T (i) +
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
 O˜(d√T) . (11)
The first term in (11) is simply the regret accrued by UCB in the first N0 exploration epochs.
Applying Lemma 1 and the definition of N0 from Eq. (4), we can bound this term as
N0−1∑
i=1
RN,T (i) = O˜
(
dN0
√
T
)
= O˜
(
d3
√
T
)
= O˜
(
d2
√
NT
)
.
For the second term in (11), we use the definition of the multivariate normal to compute
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1

=
N∑
i=N0
Eθˆi
sup
θ
det (2piΣ∗)
− 12 exp
(− 1
2
(θ− θ∗)>Σ−1∗ (θ− θ∗)
)
det (2piΣi)
− 12 exp
(
− 1
2
(θ− θˆi)>Σ−1i (θ− θˆi)
) − 1

=
N∑
i=N0
Eθˆi
ηdi sup
θ
exp
 ηiηi−1∆>i Σ−1∗ ∆i− (ηi− 1)
(
θ− θ∗− ∆iηi−1
)>
Σ−1∗
(
θ− θ∗− ∆iηi−1
)
2ηi
− 1
 .
(12)
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Since we have assumed that Σ∗ is positive definite, it follows that Σ−1∗ is positive definite as well.
Recalling that ηi = 1 + 1/
√
i > 1, note that
−(ηi− 1)
(
θ− θ∗− ∆i
ηi− 1
)>
Σ−1∗
(
θ− θ∗− ∆i
ηi− 1
)
≤ 0 .
Furthermore, since we have conditioned on the clean event E , Eq. (12) does not exceed
N∑
i=N0
[(
1 +
1√
i
)d
exp
(
c2 loge (2
dN 2T )√
i
)
− 1
]
.
Finally, using the identity that (1 + 1/a)a ≤ e for all a> 0, we can simplify
(
1 +
1√
i
)d
=
((
1 +
1√
i
)√i) d√i
≤ exp
(
d√
i
)
.
Therefore, the second term in (11) can be bounded as
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
≤ N∑
i=N0
[
exp
(
d+ c2 loge (2
dN 2T )√
i
)
− 1
]
.
By definition of N0 in Eq. (4), we can write
√
i ≥ d + c2 loge (2dN 2T ) . Using the identity that
exp(a)≤ 1 + 2a for any a∈ [0,1], it follows that
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
≤ N∑
i=N0
[(
1 +
2d+ 2c2 loge (2
dN 2T )√
i
)
− 1
]
≤
N∑
i=N0
2d+ 2c2 loge (2
dN 2T )√
i
=O˜(d
√
N).
Combining the expressions above yields the result. 
Remark 3. Note that if we are in the regime where N .N0 prescribed by Eq. (4), then the
decision-maker can choose N0 to instead be
N0 = max
{
loge/2 (2dNT )
c1
, d2,
[
c2
ρ
loge
(
2dN 2T
)]2}
and set ηi = 1 + ρ/
√
i for any choice of ρ ≥ 1, without affecting the theoretical guarantee stated
in Theorem 3. In other words, we can trade off the number of exploration epochs (N0) with the
extent of prior widening (ηi) in non-exploration epochs.
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3.4. Prior Widening
We now pause to comment on the necessity of our prior widening technique. An immediate and
tempting alternative to the Meta-DP algorithm is the the following “greedy” algorithm: it is identical
to the Meta-DP algorithm, but in each non-exploration epoch (i≥N0), the greedy approach uses
the updated prior directly without any prior widening, i.e., setting ηi = 1 for all i≥N0 in Algorithm
2. In other words, after the initial exploration epochs, the algorithm greedily applies Thompson
sampling with the current estimated prior (which is updated at the end of every epoch) in each
subsequent epoch.
However, the estimated prior naturally has finite-sample estimation error. Empirical evidence
from Lattimore and Szepesva´ri (2018) shows that even a small misspecification in the prior can
lead to significant performance degradation of the Thompson Sampling algorithm. This raises the
concern that the simple greedy approach may fail to perform well in some epochs due to estimation
error. In Section 5, we compare the performance of the greedy approach described above to our
proposed approach on a range of numerical experiments on both synthetic and real auto loan data.
We consistently find that our proposed approach performs better, suggesting that prior widening
is in fact necessary. In what follows, we provide intuition from our theoretical analysis on why the
greedy approach may fail, and explain how prior widening helps overcome this challenge.
Consider inequality (11) in the proof sketch of Theorem 3. When applied to the greedy approach,
the upper bound for the meta regret becomes
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σ∗)
∥∥∥∥∥∥
N(θˆi,Σ∗),∞
− 1
 O˜(d√T) . (13)
Following the same steps as in Eq. (12), we can write∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σ∗)
∥∥∥∥∥∥
N(θˆi,Σ∗),∞
=sup
θ
exp
(
(θ∗− θˆi)>Σ−1∗ (θ− θ∗) +
1
2
(θ∗− θˆi)>Σ−1∗ (θ∗− θˆi)
)
. (14)
Suppose we take θ to be the form θˆi + ν(θˆi− θ∗) for some ν ∈<, then Eq. (14) becomes
sup
ν
exp
(
−(ν+ 1)(θ∗− θˆi)>Σ−1∗ (θ∗− θˆi) +
1
2
(θ∗− θˆi)>Σ−1∗ (θ∗− θˆi)
)
.
Note that Σ−1∗ is positive definite, so the quadratic form (θ∗− θˆi)>Σ−1∗ (θ∗− θˆi) is positive as long
as θˆi 6= θ∗, i.e., there exists any estimation error in θˆi. It is thus easy to verify that as ν →∞,∥∥∥∥ dN (θ∗,Σ∗)dN(θˆi,Σ∗)
∥∥∥∥
N(θˆi,Σ∗),∞
→∞ as well. This suggests that for some realizations of θi, the Thompson
algorithm with the greedy prior estimate can fail to converge and achieve worst-case performance.
In contrast, by widening the prior, we ensure that this term is bounded above with high probability
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(see Eq. (12)), thereby ensuring convergence within every epoch. The Meta-DP algorithm provides
an exact prior correction path over time to ensure low meta regret in every non-exploration epoch.
We note that the above argument simply indicates that the same analysis of the Meta-DP algo-
rithm cannot be applied to the greedy approach; we were unable to prove a lower bound that a
greedy approach that does not apply prior widening achieves poor meta regret. This is because the
cost of prior misspecification in Thompson sampling is difficult to characterize in general (see, e.g.,
Honda and Takemura 2014, Liu and Li 2015, for analogous results in very simplified settings.)
Thus, although it is clear that a greedy approach can employ a prior that does not place sufficient
weight on the true parameter of interest (due to finite-sample estimation error), it is unclear how
this affects the resulting regret. However, the empirical evidence from Lattimore and Szepesva´ri
(2018) and our numerical experiments in Section 5 together suggest that the greedy approach in
fact performs poorly. We believe this is an interesting direction for future research.
4. Meta-DP++ Algorithm
In this section, we consider the setting where the prior covariance matrix Σ∗ is also unknown. We
propose the Meta-DP++ algorithm, which builds on top of the Meta-DP algorithm and additionally
estimates the unknown prior covariance Σ∗.
4.1. Overview
The key challenge compared to the previous section is that the Meta-DP algorithm required only
the initial samples from each epoch to estimate the unknown prior mean θ∗. In particular, when Σ∗
was known, the algorithm did not need to recover the actual unknown product demand parameters
{θi} across epochs to estimate the prior. However, when Σ∗ is unknown, we will need to estimate
the unknown product parameters to an acceptable degree of accuracy for at least some epochs.
Therefore, the Meta-DP++ algorithm additionally performs random price exploration for several
time steps (instead of prior-independent UCB) in the initial exploration epochs to collect enough
data to reconstruct the prior covariance matrix Σ∗.
4.2. Algorithm
The Meta-DP++ algorithm is presented in Algorithm 3. We first define some additional notation,
and then describe the algorithm in detail.
Additional Notation: As with the Meta-DP algorithm, at the end of each epoch i∈ [N ], we update
our estimate θˆi of the prior mean θ∗. In addition, to estimate Σ∗, we also estimate the unknown
parameter realizations {θi} in the exploration epochs; we refer to these estimates as {θ˜i}.
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Algorithm Description: The first N1 epochs are treated as exploration epochs. Recall that, in the
Meta-DP algorithm, we employed the prior-independent UCB algorithm throughout the exploration
epochs. However, in the Meta-DP++ algorithm, we perform random price exploration for the first
N2 time steps in each exploration epoch, and perform prior-independent UCB for the remaining
time steps [N2 + 1, T ]. We define these quantities as
N1 = max
{
4c24(d
2 + d loge(NT ))N
1
2 ,N0
}
(15)
N2 = max
{
2c24dN
1
4 ,
2 loge/2 (2dN
2T )
c1
}
, (16)
where the constants are given by
c3 =
48σ2
c0λ0
c4 = max
{
2c3
3λ
,
12
λ
√
λ+ c3
}
. (17)
Note that we now require O˜(
√
N) exploration epochs, whereas we only required O˜ (d2) exploration
epochs for the Meta-DP algorithm.
As described in the overview, the Meta-DP++ algorithm proceeds in two phases:
1. Epoch i≤N1: In each exploration epoch, we first perform random price exploration during
time steps t≤N2. For convenience, our exploration strategy is to alternate between the prices pmin
and pmax. This choice is arbitrary and one could alternatively randomly sample from any set of
fixed prices without affecting the order of the regret. After price exploration (t=N2), we compute
our estimate θ˜i of the unknown product realization θi using the OLS estimator, i.e.,
θ˜i =
(
N2∑
τ=1
mi,τm
>
i,τ
)−1( N2∑
τ=1
Di,τ (pi,τ ,xi,τ )mi
)
, (18)
where we recall that mi,τ =
(
xi,τ , pi,τxi,τ
)>
is the price and feature information of round τ . For
the remaining T −N2 rounds in the exploration epoch i, the Meta-DP++ algorithm runs the prior-
independent UCB algorithm described earlier in Eq. (5)-(6) to ensure low regret.
At the end of all N1 exploration epochs, the Meta-DP++ algorithm computes the empirical covari-
ance matrix using the estimated realizations {θ˜i}N1i=1 as follows:
Σˆ∗ =
1
N1− 1
N1∑
i=1
(
θ˜i−
∑N1
j=1 θ˜j
N1
)(
θ˜i−
∑N1
j=1 θ˜j
N1
)>
. (19)
2. Epoch i>N1: In all non-exploration epochs, the Meta-DP++ algorithm proceeds similarly as
the Meta-DP algorithm, except that it uses the estimated prior covariance matrix Σˆ∗ (rather than
the true Σ∗) with an additional correction term (to account for uncertainty in the estimated Σˆ∗):
Σcorrection = 12
√(
λ¯+
c3d
N2
)(
loge(17)d+ loge(NT )
N1
)
I2d . (20)
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In particular, after an initialization step (t= 1), we employ the TS algorithm using the prior:
N (θMPDPi,2 ,ΣMPDPi,2 )=N (θˆi,Σi)
Σi = ηi
(
Σˆ∗+ Σcorrection
)
=
(
1 +
1√
i
)(
Σˆ∗+ Σcorrection
)
,
where the estimated prior mean θˆi is computed as before using Eq. (7). As before, the extent of
prior widening decreases for later epochs (i.e., i large), when we expect the estimation error of the
prior mean to be small. However, there is now a component that is a fixed constant throughout
the non-exploration epochs (Σcorrection) due to uncertainty in the estimated Σˆ∗.
Algorithm 3 Meta-Personalized Dynamic Pricing++ Algorithm
1: Input: The total number of products N, the length of each epoch T, the upper bound on the
prior mean S, the subgaussian parameter σ, and the set of feasible prices [pmin, pmax].
2: Initialization: N1 and N2 as defined in eq. (15) and (16), Σcorrection as defined in eq. (20)
3: for epoch i= 1, . . . ,N1 do
4: for t= 1, . . . ,N2 do
5: Observe feature xi,t, and set pi,t←
{
pmin if i is even and t≤ N22 or i is odd and t > N22 ,
pmax otherwise.
.
6: Observe demand Di,t (pi,t,xi,t) .
7: end for
8: Compute θ˜i according to eq. (18).
9: for t=N2 + 1, . . . , T do
10: Observe feature xi,t and update θ
UCB
i,t according to eq. (5)
11: Choose price pi,t according to eq. (6), and observe demand Di,t(pi,t,xi,t).
12: end for
13: end for
14: Compute the empirical covariance matrix Σˆ∗ according to eq. (19).
15: for epoch i=N1 + 1, . . . ,N do
16: Observe the feature xi,1, and set pi,1←
{
pmin if i is even,
pmax otherwise.
17: Update θˆi according to eq. (7), and set ηi← 1 + 1/
√
i,Σi← ηi
(
Σˆ∗+ Σcorrection
)
.
18: Construct prior N (θMPDPi,2 ,ΣMPDPi,2 )←N (θˆi,Σi) .
19: for t= 2, . . . , T do
20: Observe feature xi,t, and sample parameter θ˚i,t ∼N
(
θMPDPi,t ,Σ
MPDP
i,t
)
.
21: Choose price pi,t according to eq. (10), observe demand Di,t (pi,t,xi,t) , and compute the
posterior N (θMPDPi,t+1 ,ΣMPDPi,t+1 ) .
22: end for
23: end for
Remark 4. The Meta-DP++ algorithm does not update its estimate Σˆ∗ of the prior covariance
matrix Σ∗ after the initial exploration epochs. This is because estimating Σ∗ requires accurate
estimates {θ˜i} of unknown parameter realizations {θi}, which we can only obtain in the exploration
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epochs (where we perform random price exploration). In other words, we rely on an explore-
then-commit strategy, which has been shown to be near-optimal in a variety of bandit problems
(Lattimore and Szepesvari 2018).
4.3. Meta Regret Analysis
We now prove an upper bound on the meta regret of the Meta-DP++ algorithm.
Using Lemma 1 and Assumption 1, we can easily bound the meta regret from the N1 exploration
epochs by O˜(N1N2 +dN1
√
T ): the first term captures the meta regret from N2 steps of price explo-
ration, and the second term captures the meta regret of prior-independent UCB in the remaining
steps. Next, after the exploration epochs conclude, we estimate the prior covariance matrix Σˆ∗.
The following theorem bounds the error of this estimate with high probability:
Theorem 4. For any δ > 0, with probability at least 1 − 2δ − 4dN1(e/2)−c1N2/2, the operator
norm of Σˆ∗−Σ∗ is upper bounded as
∥∥∥Σˆ∗−Σ∗∥∥∥
op
≤ 2c3d
3N2
+ 12
√(
λ¯+
c3d
N2
)[(
d loge 17− loge δ
N1
)
∨
√
d loge 17− log δ
N1
]
and
max
v∈R2d:‖v‖≤1
v>
(
Σ∗− Σˆ∗
)
v≥ 12
√(
λ¯+
c3d
N2
)[(
d loge 17− loge δ
N1
)
∨
√
d loge 17− loge δ
N1
]
.
Proof Sketch. The complete proof is provided in Appendix D. From Wainwright (2019), for any
constant c > 0, we have that
Pr
(∥∥∥Σˆ∗−Σ∗∥∥∥
op
≥ c
)
≤ 17dPr
(
max
v∈<d:‖v‖≤1
v>
(
Σˆ∗−Σ∗
)
v≥ c
2
)
.
Now for any fixed v in the d-dimensional unit ball and any exploration epoch i ∈ [N1], we can
decompose
v>
(
Σˆ∗−Σ∗
)
v=
1
N1
N1∑
i=1
v>
 N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>
−Σ∗
v
=
1
N1
(
N1∑
i=1
ZiZ
>
i − v>Σ∗v
)
where we let ∆i = θ˜i− θi. Since the OLS estimator is unbiased, note that E [∆i] = 0. Defining
Zi =
√
N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>
v ,
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we note that E[Zi] = 0, and E[Z2i ] = v> (Σ∗+E [∆i∆>i ])v. Furthermore, we observe that its moment
generating function can be upper bounded as follows: for any λ∈R,
E [exp (λZi)]≤ exp
(
λ2
(
λ¯
2
+
22σ2d
c0λ0N2
))
.
Then, Lemma 1.12 of Rigollet and Hu¨tter (2018) implies that Z2i −E[Z2i ] is subexponential with
parameter 16
(
λ¯+ 44σ
2d
c0λ0N2
)
. The result then follows by applying Bernstein’s inequality. 
The above theorem yields the following performance guarantee for the Meta-DP++ algorithm.
Theorem 5. If N = Ω˜(d4) and T = Ω˜
(
dN 1/4
)
, the meta regret of the proposed Meta-DP++ algo-
rithm is upper bounded as
RN,T (Meta-DP++ algorithm) = O˜
(
d2N
3
4T
1
2
)
The proof of Theorem 5 is provided in Appendix E.
Remark 5. The requirement N = Ω˜(d4) is purely for the brevity of presentation, and the meta
regret bound still holds even if N = Ω˜(d2) , i.e., the same condition as Theorem 3, but the exponent
of d in the regret expression will be slightly larger due to different choices of N1 and N2.
4.4. Additional Remarks
Knowledge of N,T : Our formulation assumes knowledge of N and T . However, this assumption
can easily be removed using the well-known “doubling trick”. In particular, we can initially fix
any values N0 and T0, and iteratively double the length of the respective horizons; we refer the
interested reader to Cesa-Bianchi and Lugosi (2006) for details. For the Meta-DP algorithm, we
would simply continue to update the estimated prior mean and follow the prior widening schedule;
for the Meta-DP++ algorithm, we would need to also perform additional random price exploration
to ensure that we have sufficient data to reconstruct the prior covariance matrix Σ∗. It is easy to
see that our regret bounds are preserved up to logarithmic terms under such an approach.
Overlapping Epochs: We model epochs as fully sequential for simplicity; if epochs overlap, we
would need to additionally model a customer arrival process for each epoch. Our algorithms
straightforwardly generalize to a setting where arrivals are randomly distributed across overlapping
epochs. In particular, since the Meta-DP algorithm only uses the initial sample from each epoch for
estimating the prior mean, the algorithm and analysis are not affected. For the Meta-DP++ algo-
rithm, we would need to employ random price exploration until we observe at least N2 = O˜(d
√
N)
samples from at least N1 = O˜(dN
1
4 ) epochs to estimate the prior covariance Σ∗; after this, we again
only require the initial sample from the remaining epochs for estimating the prior mean.
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5. Numerical Experiments
We now validate our theoretical results by empirically comparing the performance of our proposed
algorithms against algorithms that ignore shared structure and a greedy approach that does not
employ prior widening (see discussion in Section 3.4). In particular, we compare the Meta-DP algo-
rithm and the Meta-DP++ algorithm against two benchmarks:
1. Prior-free: This algorithm runs a separate prior-independent Thompson sampling algorithm
in each epoch; we use the algorithm proposed by Agrawal and Goyal (2013). This approach ignores
learning shared structure (the prior) across products, and achieves O˜(N) meta regret.
2. Greedy: This algorithm is identical to the Meta-DP algorithm when the prior covariance is
known, and the Meta-DP++ algorithm when the prior covariance is unknown, with the exception
that it does not employ prior widening in both cases. In particular, ηi = 1 for all i∈ [N ].
We perform numerical experiments on both synthetic data as well as a real dataset on auto loans
provided by the Columbia University Center for Pricing and Revenue Management.
5.1. Synthetic Data
We begin with the case where the prior covariance Σ∗ is known.
Parameters: We consider N = 1000 products, each with a selling horizon of T = 1000 periods.
We set the feature dimension d= 5, the prior mean θ∗ = 10−1× [1d;−1d]>, and the prior covariance
Σ∗ = 10−2 × I2d. In each epoch i ∈ [N ] and each round t ∈ [T ], each entry of the observed feature
vector xi,t is drawn i.i.d. from the uniform distribution over [0,1/
√
d]d; note that this ensures the
`2 norm of each feature vector is upper bounded by 1. For each product i∈ [N ], we randomly draw
a demand parameter θi i.i.d. from the true prior N (θ∗,Σ∗) . The allowable prices are given by the
set (0,1],. Finally, the noise distribution is the standard normal distribution, i.e., σ= 1.
Results: We plot the cumulative meta regret of each algorithm, averaged over 10 random tri-
als, as a function of the number of epochs N . (Recall that each epoch lasts for T periods.) The
results are shown in Fig. 1. As expected, the prior-independent approach performs poorly, since
it ignores shared structure; it achieves meta regret that scales linearly in N , since each epoch is
treated independently. The Meta-DP algorithm and the greedy algorithm are identical during the
exploration epochs. Thus, we see that both algorithms achieve linear meta regret in these first few
epochs, while collecting initial data to form an estimate of the prior mean θ∗. After the exploration
epochs end, we see the Meta-DP algorithm with prior widening achieves much slower growth of
its cumulative meta regret compared to the greedy algorithm. In particular, when N = 1000, the
meta regret of the Meta-DP algorithm is ≥ 25% less than that of the greedy algorithm. This result
suggests that prior widening is indeed critical for achieving good empirical performance.
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Figure 1 Cumulative meta regret for the Meta-DP algorithm and benchmark algorithms.
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Figure 2 Cumulative meta regret for the Meta-DP algorithm and benchmark algorithms for different values of d.
Varying the feature dimension d: We now explore how our results vary as we change the dimen-
sion of the observed features. Our previous results considered d= 5. We now additionally consider:
1. No features, d= 1: We set xi,t = 1 for all i∈ [N ] and t∈ [T ].
2. Many features, d = 10: Each entry of the observed feature vector xi,t is again drawn i.i.d.
from the uniform distribution over [0,1/
√
d]d for all i∈ [N ] and t∈ [T ].
The results for both cases, averaged over 10 random trials, are shown in Fig. 2(a) and 2(b) respec-
tively. Again, we see that the performance of the Meta-DP algorithm is significantly better than
the other two benchmarks, regardless of the choice of feature dimension d. Note that we require
more exploration epochs when d is larger (recall that N0 scales as d
2).
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Interestingly, we also note that the gap between the greedy approach and our proposed approach
appears higher when the dimension is smaller. In particular, when d= 1, the Meta-DP algorithm low-
ers meta regret by over 35% compared to the greedy approach when N = 1000. But when d= 5
or d = 10, this improvement reduces to roughly 25%. This finding matches empirical results by
Bastani et al. (2017), which suggest that greedy approaches are less likely to fail or “get stuck” in
sub-optimal fixed points when the feature dimension is larger.
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Figure 3 Cumulative meta regret for the Meta-DP++ algorithm and benchmark algorithms.
Unknown prior covariance Σ∗: We now consider the setting where Σ∗ is unknown. Thus, we
shift our attention to the Meta-DP++ algorithm, and we adapt our greedy benchmark to follow
Meta-DP++ algorithm as well (again, we drop the prior widening step and take ηi = 1 for all i∈ [N ]).
We follow the same setup described earlier, but we increase T to 2000 since the algorithms need
more time to recover the underlying parameters. The results, averaged over 10 random trials, are
shown in Fig. 3. We again see that the Meta-DP++ algorithm significantly outperforms the other
two benchmarks. The relative performance of prior-independent Thompson sampling demonstrates
that learning shared structure can improve performance in experiment-rich environments (large
N), even when nothing about the prior is known in advance. Moreover, we find that prior widening
is still a critical ingredient of the algorithm, since the Meta-DP++ algorithm lowers meta regret by
approximately 15% compared to the greedy approach when N = 1000.
5.2. Real Data on Online Auto-Lending
We now turn to the on-line auto lending dataset. This dataset was first studied by Phillips et al.
(2015), and subsequently used to evaluate dynamic pricing algorithms by Ban and Keskin (2017).
We will follow a similar set of modeling assumptions.
27
The dataset records all auto loan applications received by a major online lender in the United
States from July 2002 through November 2004. It contains 208,085 loan applications. For each
application, we observe some loan-specific features (e.g., date of application, the term and amount
of loan requested, and the borrower’s personal information), the lender’s pricing decision (i.e., the
monthly payment required of the borrower), and the resulting demand (i.e., whether or not this
offer was accepted by the borrower). We refer the interested reader to Columbia University Center
for Pricing and Revenue Management (Columbia 2015) for a detailed description of the dataset.
Products: We first define a set of related products. We segment loans by the borrower’s state
(there are 50 states), the term class of the loan (0-36, 37-48, 49-60, or over 60 months), and the car
type (new, used, or refinanced). The expected demand and loan decisions offered for each type of
loan is likely different based on these attributes. We consider loans that share all three attributes
as a single “product” offered by the online lender. We thus obtain a total of N = 589 unique
products. The number of applicants in the data for each loan type determines T for each product;
importantly, note that T is not identical across products.
Remark 6. Following our model, we simulate each epoch sequentially. In reality, customers will
likely arrive randomly for each loan type at different points of time. We note that the Meta-DP algo-
rithm only uses the initial sample from each epoch for estimating the prior mean, and thus, in
principle, it can be adapted to a setting where arrivals are randomly distributed across overlapping
epochs as well (see discussion in §4.4).
Features: We consider two cases: (i) the non-contextual case (i.e., d= 1) and (ii) the contextual
case (d= 4), where additional loan and customer features are observed as well. In the latter case, we
use the feature selection results from Ban and Keskin (2017), which yields the following features:
FICO score, the loan amount approved, prime rate, and the competitor’s rate.
Setup: Following the approach of Phillips et al. (2015) and Ban and Keskin (2017), we impute
the price of a loan as the net present value of future payments (a function of the monthly payment,
customer rate, and term approved; we refer the reader to the cited references for details). The
allowable price range in our experiment is [0,300].
We note that, although we use a linear demand model, our responses are binary (i.e., whether
a customer accepts the loan). This approach is common in the literature (see, e.g., Li et al. 2010).
Besbes and Zeevi (2015) provide theoretical justification for this approach by showing that we may
still converge to the optimal price despite the demand model being misspecified.
Finally, unlike our model and analysis, the true distribution over loan demand parameters across
products may not be a multivariate gaussian. We fit a multivariate gaussian over our data to inform
the “oracle,” and to provide the Meta-DP algorithm with the “true” Σ∗. However, the meta regret
is otherwise evaluated with respect to the true data. Thus, this experiment can provide a check on
whether our proposed algorithms are robust to model misspecification of the prior.
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Figure 4 Results for the online auto-lending dataset: non-contextual case.
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Figure 5 Results for the online auto-lending dataset: contextual case.
Results: We average our results over 50 random permutations (within each epoch) of the data.
The results for the non-contextual case are shown in Fig. 4 while the results for the contextual
case are shown in Fig. 5. In both cases, we consider the two settings where the prior covariance
Σ∗ is known and unknown. We again see that the Meta-DP algorithm and the Meta-DP++ algo-
rithm significantly outperform the other two benchmarks in all cases. Interestingly, despite potential
misspecification of the prior’s model class, we find that we can still achieve improved meta regret by
leveraging shared structure. In particular, we outperform prior-independent Thompson sampling
and our meta regret appears to grow sublinearly in N , even though the multivariate gaussian prior
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that we estimate may not be the true prior. This result suggests that our proposed algorithms
may be robust to model misspecification of the prior. Furthermore, we see the importance of prior
widening, since the Meta-DP algorithm and the Meta-DP++ algorithm lowers the meta regret by at
least 20% when compared to the greedy approach for N = 589.
6. Discussion & Conclusions
Firms are increasingly performing experimentation. This provides an opportunity for decision-
makers to learn not just within experiments, but also across experiments. In this paper, we consider
the multi-product dynamic pricing setting where a decision-maker must learn a sequence of related
unknown parameters through experimentation; we capture the relationship across these unknown
parameters by imposing that they arise from a shared distribution (the prior). We propose meta-
learning policies that efficiently learn both the shared distribution across experiments and the
individual unknown parameters within experiments.
Our meta-learning approach can easily be adapted beyond dynamic pricing applications to classi-
cal multi-armed and contextual bandit problems as well. For instance, consider clinical trials, which
were the original motivation for bandit problems (Thompson 1933, Lai and Robbins 1985). Many
have argued the benefits of Bayesian clinical trials, which allow for the use of historical information
and for synthesizing results of past relevant trials, e.g., past clinical trials on the same disease may
indicate that patients with certain biomarkers or concomitant medications are less likely to benefit
from standard therapy. Such information can be encoded in a Bayesian prior to potentially allow
for more informative clinical trials and improved treatment allocations to patients within the trial
(see, e.g., Berry 2006, Chick et al. 2018). Our meta-learning approach can inform how such priors
are constructed. Importantly, prior widening gracefully transitions from an uninformative to an
informative prior as we accrue data from more related clinical trails.
Our prior widening technique is inspired by the emerging literature studying prior misspecifi-
cation in Thompson sampling. In general, adopting a more conservative prior allows Thompson
sampling to still achieve the optimal theoretical guarantee, while a less conservative prior may
cause failure to converge (Honda and Takemura 2014, Liu and Li 2015). However, the use of a
conservative prior often results in poor empirical performance, and can erode the benefit of using
Thompson sampling over UCB and other prior-free approaches (see, e.g., Russo and Van Roy 2014,
Bastani et al. 2017). We take the view that a successful implementation of Thompson sampling
requires learning an appropriate prior, and propose meta-learning policies to achieve this goal
across a sequence of learning problems.
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Appendix. Proofs
We begin by defining some helpful notation. First, let REV
(
θ, θˆ,Σ
)
be the expected revenue obtained by
running the Thompson sampling algorithm in Algorithm 1 with the (possibly incorrect) prior N
(
θˆ,Σ
)
after
initialization in an epoch whose true parameter is θ. Second, let REV∗ (θ) be the maximum expected revenue
that can be obtained from an epoch parametrized by θ after initialization.
A. Proof of Theorem 1
To analyze the quantity E
θ∼N(θ∗,Σ∗)
[(REV∗ (θ)− REV (θ, θ∗,Σ∗))] , we construct a mapping between the dynamic
pricing setting and the linear bandit setting, and try to leverage the results of TS algorithm and UCB
algorithm for linear bandits (Russo and Van Roy 2014, Abbasi-Yadkori et al. 2011). Conditioned on the
feature vector x, we can map E
θ∼N(θ∗,Σ∗)
[(REV∗ (θ)− REV (θ, θ∗,Σ∗))] , the Bayes regret of an epoch, to the
Bayes regret of the Thompson sampling algorithm (Russo and Van Roy 2014) for a linear bandit instance as
follows: it has parameter θ = [α;β] with prior N (θ∗,Σ∗) and decision set At = {(pxt;p2xt) : p ∈ [pmin,pmax ]},
where xt is the feature vector drawn i.i.d from the feature distribution. The magnitude of the `2-norm of the
actions is at most pmax
√
1 + p2maxxmax. The noise terms are conditionally pmaxσ-sub-Gaussian.
By Lemma 9 in Appendix F, the Bayes regret of an epoch is upper bounded as
E
θ∼N(θ∗,Σ∗)
[(REV∗ (θ)− REV (θ, θ∗,Σ∗))] = E
θ∼N(θ∗,Σ∗)
[
O˜
(
‖θ‖
√
dT
(
‖θ‖+
√
d
))]
(21)
= E
θ∼N(θ∗,Σ∗)
[
O˜
(
‖θ‖2
√
dT + ‖θ‖d
√
T
)]
. (22)
where eq. (21) follows from 1) The regret upper bound of a linear bandit instance scales linearly with the
maximum absolute value of the rewards. 2) The absolute value of the expected reward (revenue) for each
round is upper bounded as
max
p∈[pmin,pmax]
‖〈m, θ〉‖1 ≤ max
p∈[pmin,pmax]
‖m‖‖θ‖=
√
1 + p2maxxmax‖θ‖=O (‖θ‖) (23)
by Cauchy-Schwarz inequality.
To proceed, we analyze the terms E
θ∼N(θ∗,Σ∗)
[‖θ‖2] and E
θ∼N(θ∗,Σ∗)
[‖θ‖] separately. By the “trace trick”, we
have
E
θ∼N(θ∗,Σ∗)
[‖θ‖2]= E
θ∼N(θ∗,Σ∗)
[
tr
(‖θ‖2)]
= E
θ∼N(θ∗,Σ∗)
[
tr
(
θθ>
)]
=tr
(
E
θ∼N(θ∗,Σ∗)
[
θθ>
])
(24)
=tr
(
E
θ∼N(θ∗,Σ∗)
[
(θ− θ∗) (θ− θ∗)>+ θ∗θ>+ θθ>∗ − θ∗θ>∗
])
=tr
(
Σ∗+ θ∗ E
θ∼N(θ∗,Σ∗)
[
θ>
]
+ E
θ∼N(θ∗,Σ∗)
[θ]θ>∗ − θ∗θ>∗
)
(25)
=tr
(
Σ∗+ 2θ∗θ
>
∗ − θ∗θ>∗
)
=tr (Σ∗) + tr
(
θ∗θ
>
∗
)
=tr (Σ∗) + tr
(‖θ∗‖2)
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≤κ+S2 (26)
Here, eq. (24) and (25) follow from the linearity of expectation, eq. (25) also makes use of the definition of
the covariance matrix Σ∗ = E
θ∼N(θ∗,Σ∗)
[
(θ− θ∗) (θ− θ∗)>+ θ∗θ>
]
, and the last step follows from Assumptions
1 and 3. Moreover, by Cauchy-Schwarz inequality, we have
E
θ∼N(θ∗,Σ∗)
[‖θ‖] = E
θ∼N(θ∗,Σ∗)
[‖θ‖ · 1]≤
√
E
θ∼N(θ∗,Σ∗)
[‖θ‖2]E[1]≤√κ+S2. (27)
Putting eq. (26) and (27) into eq. (22), we conclude the proof.
B. Proof of Theorem 2
For any epoch index i∈ [N ], we begin with the following decomposition:
Di,1 =〈θi,Mi〉+ εi,1
=〈θ∗+ ∆i,Mi〉+ εi,1
=〈θ∗,Mi〉+ 〈∆i,Mi〉+ εi,1, (28)
where ∆i ∼N (0,Σ∗) . Since Mi is i.i.d. across different epochs, we can equivalently view the demand realiza-
tion as the mean demand 〈θ∗,Mi〉 corrupted by the price dependent (or heteroscedastic) noise 〈∆i,Mi〉+εi,1.
We thus need to understand the variance proxy of the noise.
Lemma 2. For any i∈ [N ], the noise 〈∆i,Mi〉+ εi,1 is R-subgaussian, i.e.,
∀λ∈R E [exp (λ (〈∆i,Mi〉+ εi,1))]≤ exp
(
λ2R2
2
)
,
where R=
√
x2maxλ(1 + p
2
max) +σ
2.
Proof of Lemma 2. From the moment generating function of multivariate normal distributions, we have
that ∀λ∈R
E [exp (λ〈∆i,Mi〉)] = exp
(
λ2M>i Σ
∗Mi
2
)
≤ exp
(
λ2λ‖Mi‖2
2
)
(29)
= exp
(
λ2λ(1 + p2i,1)‖xi,1‖2
2
)
≤ exp
(
λ2x2maxλ(1 + p
2
max)
2
)
,
where we have use the fact that M>i Σ∗Mi ≤ ‖Mi‖2λ as Σ∗ is positive semi-definite. Note that εi,1 is σ-
subgaussian variable, we can conclude the statement.
E [exp (λ (〈∆i,Mi〉+ εi,1))]≤ exp
(
λ2x2maxλ(1 + p
2
max)
2
)
E [exp (λεi,1)]
≤ exp
(
λ2(x2maxλ(1 + p
2
max) +σ
2)
2
)
.

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We are now ready to analyze the convergence property of the OLS estimate θˆi. First is a lemma on the
convergence of the OLS.
Lemma 3 (Lattimore and Szepesva´ri (2018), Zhu and Modiano (2018)). The probability that
the difference between θ̂ and θ under the Vi = XiX
>
i norm is not less than 2R
√
d loge 2− loge δ is at most δ,
i.e.,
Pr
(
‖θ̂− θ‖Vi ≥ 2R
√
d loge 2− loge δ
)
≤ δ,
The proof of Lemma 3 can be adapted easily from (Lattimore and Szepesva´ri 2018, Zhu and Modiano
2018), and it is thus omitted. In order to bound the estimation error of θ̂ coordinate-wisely, we further
need a lower bound on the smallest eigenvalue of Vi. Since Vi is a random matrix, we appeal to the matrix
Chernoff inequality (Tropp 2011). To this end, we first need a lower bound on the smallest eigenvalue of∑
i∈QE [MiM>i ] .
Lemma 4. There exists some positive constants c0 depends only on λ0, pmin, and pmax, such that the
minimum eigenvalue of
∑i
ι=1E [MιM>ι ] is lower bounded by c0λ0i, i.e.,
λmin
(
i∑
ι=1
E
[
MιM
>
ι
])≥ c0λ0i.
Proof of Lemma 4. From linearity of expectation, we have
i∑
ι=1
E
[
MιM
>
ι
]
=
∑
ι even, ι∈i
E
[
MiM
>
i
]
+
∑
ι odd, ι≤i
E
[
MiM
>
i
]
=
⌊
i
2
⌋((
E[xi,1x>i,1] pminE[xi,1x>i,1]
pminE[xi,1x>i,1] p2minE[xi,1x>i,1]
)
+
(
E[xi,1x>i,1] pmaxE[xi,1x>i,1]
pmaxE[xi,1x>i,1] p2maxE[xi,1x>i,1]
))
=
⌊
i
2
⌋(
2E[xi,1x>i,1] (pmin + pmax)E[xi,1x>i,1]
(pmin + pmax)E[xi,1x>i,1] (p2min + p2max)E[xi,1x>i,1]
)
Now from the fact that for any positive semi-definite matrix A∈R2d×2d,
λmin(A) = min
z∈R2d:‖z‖2=1
z>Az, (30)
we have
λmin
(
i∑
ι=1
E
[
MιM
>
ι
])
=
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
(
z>1 z
>
2
)( i∑
ι=1
E
[
MιM
>
ι
])(z1
z2
)
=
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
2z>1 E[xi,1x>i,1]z1 + 2(pmin + pmax)z>2 E[xi,1x>i,1]z1 + (p2min + p2max)z>2 E[xi,1x>i,1]z2
=
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
(pminz2 + z1)
>E[xi,1x>i,1] (pminz2 + z1) + (pmaxz2 + z1)
>E[xi,1x>i,1] (pmaxz2 + z1)
≥
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
λ0 (pminz2 + z1)
>
(pminz2 + z1) +λ0 (pmaxz2 + z1)
>
(pmaxz2 + z1) (31)
=λ0
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
[(
p2min + p
2
max
)‖z2‖2 + 2‖z1‖2 + 2(pmin + pmax)z>2 z1]
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≥λ0
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
[(
p2min + p
2
max
)‖z2‖2 + 2‖z1‖2− 2(pmin + pmax)‖z2‖‖z1‖] (32)
=λ0
⌊
i
2
⌋
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
[
(pmin‖z2‖−‖z1‖)2 + (pmax‖z2‖−‖z1‖)2
]
≥λ0i
3
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
[
(pmin‖z2‖−‖z1‖)2 + (pmax‖z2‖−‖z1‖)2
]
,
where inequality (31) follows again from equation (30) and inequality (32) follows from Cauchy-Schwarz
inequality. Now we see that if minz1,z2∈Rd:‖z1‖2+‖z2‖2=1
[
(pmin‖z2‖−‖z1‖)2 + (pmax‖z2‖−‖z1‖)2
]
≤ 0, then
both pmin‖z2‖−‖z1‖ and pmax‖z2‖−‖z1‖ should be 0. However, this can hold if and only if ‖z1‖= ‖z2‖= 0,
which contradicts the constraint ‖z1‖2 + ‖z2‖2 = 1. Therefore, we can take
c0 =
1
3
min
z1,z2∈Rd:‖z1‖2+‖z2‖2=1
[
(pmin‖z2‖−‖z1‖)2 + (pmax‖z2‖−‖z1‖)2
]
> 0.
to conclude the statement. 
We are now ready to apply the matrix Chernoff inequality (Tropp 2011) to arrive at the following result
Lemma 5 (Tropp (2011)). The probability that the minimal eigenvalue of Vi = XiX
>
i is larger than
(1− ζ)c0λ0i with probability at least 1− 2d
(
exp(−ζ)
(1−ζ)1−ζ
)c1i
for any ζ ∈ [0,1)], i.e.,
Pr (λmin(Vi)≥ (1− ζ)c0λ0i)≥ 1− 2d
(
exp(−ζ)
(1− ζ)1−ζ
)c1i
,
where
c1 =
c0λ0√
(1 + p2max)xmax
.
The proof of this lemma is a straightforward result from Lemma 4 and Theorem 3.1 in (Tropp 2011), and
it is thus omitted. Finally by a union bound between Lemma 3 and Lemma 5, we conclude the proof of
Theorem 2.
C. Proof of Theorem 3
First, we define the clean event E :
∀i≥N0
∥∥∥θˆi− θ∗∥∥∥≤ 2R√2 loge(2)d+ 2 loge (N2T )√
c0λ0i
. (33)
The meta regret can then be decomposed as follows:
RN,T = (RN,T |E) Pr(E) + (RN,T |¬E) Pr(¬E)≤ (RN,T |E) + (RN,T |¬E) Pr(¬E). (34)
Applying a union bound over the epochs i≥N0 to Theorem 1 (with δ = 1/(N2T ) and ζ = 1/2) to obtain
that the clean event E holds with probability at least
Pr (E)≥1− (N + 1−N0) δ− 2d
N∑
i=N0
(e
2
)−c1i/2
≥1− 1
NT
− 2d (e/2)
− loge/2(2dNT )
1− (e/2)−1/2
≥1− 1
NT
− 8
NT
=1− 9
NT
, (35)
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When the clean event E is violated, the meta regret is at most O(NT ), and its contribution to the expected
meta regret is
O(NT ) Pr(¬E) =O(1). (36)
We then proceed to analyze the regret of each epoch conditioned on the clean event E . For an epoch i≥N0,
the meta regret RN,T (i)|E of this epoch can be written as
RN,T (i)|E =EθiEθˆi
[
REV (θi, θ∗,Σ∗)− REV
(
θi, θˆi,Σi
)∣∣∣E]
=EθiEθˆi
[
REV∗ (θi)− REV
(
θi, θˆi,Σi
)
− (REV∗ (θi)− REV (θi, θ∗,Σ∗))
∣∣∣E]
=EθiEθˆi
[
REV∗ (θi)− REV
(
θi, θˆi,Σi
)]
−Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))|E ] . (37)
Now from Lemma 10 in Appendix F, we have that if the parameter θi follows a multivariate normal distribu-
tion N (θ∗,Σ∗) , the regret of running the Thompson sampling algorithm of (Russo and Van Roy 2014) with
a multivariate normal distribution N
(
θˆi,Σi
)
as prior, i.e., the first term of equation (37), is upper bounded
as
EθiEθˆi
[
REV∗ (θi)− REV
(
θi, θˆi,Σi
)∣∣∣E]
≤Eθˆi
∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))|E ] , (38)
where dN(θ∗,Σ∗)
dN(θˆi,Σi)
is the Radon-Nikodym derivative of N (θ∗,Σ∗) with respect to N
(
θˆi,Σi
)
, ‖·‖N(θn,Σn),∞ is
the essential supremum magnitude with respect to N
(
θˆi,Σi
)
. With inequality (38), it is evident that (37)
is upper bounded as
RN,T (i)|E ≤Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
Eθi [(REV∗ (θi)− REV (θi, θ∗,Σ∗))|E ] .
and the conditional meta regret can thus be upper bounded as
RN,T |E
=
N∑
i=1
RN,T (i)|E
≤
N0−1∑
i=1
RN,T (i)|E +
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
 Eθ∼N(θ∗,Σ∗) [(REV∗ (θ)− REV (θ, θ∗,Σ∗))|E ]
≤
N0−1∑
i=1
RN,T (i)|E +
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
 O˜(d√T) , (39)
where the last step follows from Theorem 1. We then analyze the terms on the RHS of inequality (39)
separately.
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C.1. Analyzing
∑N0−1
i=1 RN,T (i)|E
This part is an immediate corollary of Theorem 1. For each of the epochs i∈ [N0− 1], the expected regret is
O˜(d
√
T ), and the total meta regret is
N0−1∑
i=1
RN,T (i)|E = O˜
(
dN0
√
T
)
= O˜
(
d3
√
T
)
= O˜
(
d2
√
NT
)
. (40)
C.2. Analyzing
∑N
i=N0
Eθˆi
[∥∥∥∥ dN(θ∗,Σ∗)dN(θˆi,Σi)
∥∥∥∥
N(θˆi,Σi),∞
− 1
]
By definition of the Radon-Nikodym derivative and the multivariate normal distribution, we have
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1

=
N∑
i=N0
Eθˆi
sup
θ
det (2piΣ∗)
− 1
2 exp
(− 1
2
(θ− θ∗)>Σ−1∗ (θ− θ∗)
)
det (2piΣi)
− 1
2 exp
(
− 1
2
(θ− θˆi)>Σ−1i (θ− θˆi)
) − 1
 . (41)
Recall that Σi = ηiΣ∗ (∈R2d×2d) , equation (41) can be rewritten as
N∑
i=N0
Eθˆi
[
ηdi sup
θ
exp
(
(θ− θˆi)>Σ−1i (θ− θˆi)− (θ− θ∗)>Σ−1∗ (θ− θ∗)
2
)
− 1
]
=
N∑
i=N0
Eθˆi
[
ηdi sup
θ
exp
(
(θ− θ∗+ θ∗− θˆi)>Σ−1∗ (θ− θ∗+ θ∗− θˆi)− ηi(θ− θ∗)>Σ−1∗ (θ− θ∗)
2ηi
)
− 1
]
=
N∑
i=N0
Eθˆi
[
ηdi sup
θ
exp
(
∆>i Σ
−1
∗ ∆i− (ηi− 1)(θ− θ∗)>Σ−1∗ (θ− θ∗) + 2(θ− θ∗)>Σ−1∗ ∆i
2ηi
)
− 1
]
,
where we have used ∆i to denote θ∗ − θˆi. We then complete the square for the last two terms in exp(·) to
arrive at
N∑
i=N0
Eθˆi
ηdi sup
θ
exp
 ηiηi−1∆>i Σ−1∗ ∆i− (ηi− 1)
(
θ− θ∗− ∆iηi−1
)>
Σ−1∗
(
θ− θ∗− ∆iηi−1
)
2ηi
− 1
 . (42)
By definition, Σ∗ is positive semi-definite, and so is Σ−1∗ . Also recalling that ηi = 1 + 1/
√
i > 1, we have
−(ηi− 1)
(
θ− θ∗− ∆i
ηi− 1
)>
Σ−1∗
(
θ− θ∗− ∆i
ηi− 1
)
≤ 0,
and equation (42) is thus upper bounded by
N∑
i=N0
Eθˆi
[
ηdi exp
(
∆>i Σ
−1
∗ ∆i
2(ηi− 1)
)
− 1
]
≤
N∑
i=1+N0
Eθˆi
[
ηdi exp
(‖∆i‖2λmax (Σ−1∗ )
2(ηi− 1)
)
− 1
]
≤
N∑
i=N0
Eθˆi
[
ηdi exp
( ‖∆i‖2
2(ηi− 1)λ
)
− 1
]
. (43)
Since we have conditioned on the clean event E (defined in (33)), equation (43) does not exceed
N∑
i=N0
Eθˆi
[
ηdi exp
(
c2(loge(2)d+ loge (N
2T ))
(ηi− 1)i
)
− 1
]
=
N∑
i=N0
[
ηdi exp
(
c2 loge (2
dN2T )
(ηi− 1)i
)
− 1
]
, (44)
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where we recall c2 as
4R2
λc0λ0
, for brevity. If we plug in ηi = 1+1/
√
i for all i≥N0, equation (44) then becomes
N∑
i=N0
[(
1 +
1√
i
)d
exp
(
c2 loge (2
dN2T )√
i
)
− 1
]
(45)
By definition of e (or exp(1)), one has (1 + 1/a)a ≤ e for all a> 0, and thus(
1 +
1√
i
)d
=
((
1 +
1√
i
)√i) d√i
≤ exp
(
d√
i
)
. (46)
Eq. (45) and inequality (46) jointly lead to
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
≤ N∑
i=N0
[
exp
(
d√
i
)
exp
(
c2 loge (2
dN2T )√
i
)
− 1
]
. (47)
To move forward, we prove the following lemma
Lemma 6. For any number a> 1,
exp
(
1
a
)
≤ 1 + 2
a
.
Proof of Lemma 6. We note that the function f(x) = exp(x)− 1− 2x is a convex function as
f ′′(x) = ex > 0, (48)
as well as that f(0) = 1−1 = 0 and f(1) = e−3< 0, so f(x)≤ 0 for all x∈ [0,1]. The statement follows from
the observation that 1/a∈ [0,1] for any a> 1. 
By definition of N0 in eq. (33), i.e.,
∀i≥N0
√
i≥ d and
√
i≥ c2 loge
(
2dN2T
)
, (49)
we can then apply Lemma 6 to eq. (47):
N∑
i=N0
[(
1 +
2d√
i
)(
1 +
2c2 loge (2
dN2T )√
i
)
− 1
]
≤
N∑
i=N0
(
2d+ 2c2 loge (2
dN2T )√
i
+
4c2d loge (2
dN2T )
i
)
≤
N∑
i=1
(
2d+ 2c2 loge (2
dN2T )√
i
+
4c2d loge (2
dN2T )
i
)
≤4 [d+ c2 loge (2dN2T )]√N + 4c2d2 loge(N) + 4c2d loge(N2T ) loge(N). (50)
where inequality (50) follows from the fact that
∑N
i=1 1/
√
i ≤ 2√i and ∑Ni=1 1/i ≤ loge(N) Note that d =
O
(√
N
)
by assumption, we can thus derive
N∑
i=N0
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
= O˜(d√N) . (51)
We can now combine eq. (36), (39), (40), and (51) to arrive at the conclusion of the statement.
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D. Proof of Theorem 4
Denoting V˜i =
(∑N2
τ=1mi,τm
>
i,τ
)
for every i∈ [N1], we conditioned our discussion on
∀i∈ [N1] λmin
(
V˜i
)
≥
√
c0λ0N2
2
, (52)
which happens with probability at least 1− 2dN1(e/2)−c1N2/2 by Lemma 5. Let N1/8 =
{
v1, . . . , v‖N1/8‖1
}
be the 1/8-covering of the 2d-dimensional unit ball, then for any vector v ∈ <2d such that ‖v‖ ≤ 1, there
exists some vj ∈N1/8 such that ‖vj − v‖ ≤ 1/8, and thus
v>
(
Σˆ∗−Σ∗
)
v= (vj + v− vj)>
(
Σˆ∗−Σ∗
)
(vj + v− vj)
=v>j
(
Σˆ∗−Σ∗
)
vj + 2 (v− vj)>
(
Σˆ∗−Σ∗
)
vj + (v− vj)>
(
Σˆ∗−Σ∗
)
(v− vj)
≤v>j
(
Σˆ∗−Σ∗
)
vj +
∥∥∥Σˆ∗−Σ∗∥∥∥
op
4
+
∥∥∥Σˆ∗−Σ∗∥∥∥
op
64
(53)
≤v>j
(
Σˆ∗−Σ∗
)
vj +
∥∥∥Σˆ∗−Σ∗∥∥∥
op
2
,
where inequality (53) follows by definition of the operator norm. Rearranging the terms, we can conclude∥∥∥Σˆ∗−Σ∗∥∥∥
op
≤ 2 max
l∈[‖N1/8‖1]
v>l
(
Σˆ∗−Σ∗
)
vl (54)
and for any constant c > 0,
Pr
(∥∥∥Σˆ∗−Σ∗∥∥∥
op
≥ c
)
≤Pr
(
max
l∈[|N1/4|]
v>l
(
Σˆ∗−Σ∗
)
vl ≥ c
2
)
≤
|N1/4|∑
l=1
Pr
(
v>l
(
Σˆ∗−Σ∗
)
vl ≥ c
2
)
≤‖N1/4‖1 Pr
(
max
v∈Bd
v>
(
Σˆ∗−Σ∗
)
v≥ c
2
)
≤172dPr
(
max
v∈Bd
v>
(
Σˆ∗−Σ∗
)
v≥ c
2
)
(55)
by the union bound and Lemma 11 in Appendix F. We proceed to bound the term Pr
(
v>l
(
Σˆ∗−Σ∗
)
vl ≥ c2
)
individually. For any fixed v in the d-dimensional unit ball, we have
v>
(
Σˆ∗−Σ∗
)
v
=v>
 1
N1− 1
N1∑
i=1
(
θ˜i−
∑N1
j=1 θ˜j
N1
)(
θ˜i−
∑N1
j=1 θ˜j
N1
)>
−Σ∗
v
=v>
 1
N1
N1∑
i=1
N1
N1− 1
(
θ˜i−
∑N1
j=1 θ˜j
N1
)(
θ˜i−
∑N1
j=1 θ˜j
N1
)>
−Σ∗
v
=
1
N1
N1∑
i=1
v>
 N1
N1− 1
(
θ˜i−
∑N1
j=1 θ˜j
N1
)(
θ˜i−
∑N1
j=1 θ˜j
N1
)>
−Σ∗
v
=
1
N1
N1∑
i=1
v>
 N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>
−Σ∗
v
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=
∑N1
i=1Z
2
i
N1
− v>Σ∗v, (56)
where we have denote ∆i as the difference between θ˜i and θi for every i∈ [N1] and for every i∈ [N1]
Zi =
√
N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>
v, (57)
Note that ∀i ∈ [N1] E [∆i] = 0 by virtue of the OLS estimator. To study the convergence property of the
empirical covariance estimate, we need to bound its tail probability. We have E[Zi] = 0, and
E[Z2i ]
=v>E
 N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>v
=
N1
N1− 1v
>E
[
θiθ
>
i + θi∆
>
i + ∆iθ
>
i + ∆i∆
>
i −
∑N1
j=1
(
θiθ
>
j + θi∆
>
j
)
N1
−
∑N1
j=1
(
∆iθ
>
j + ∆i∆
>
j
)
N1
−
∑N1
j=1 (θjθ
>
i + ∆jθ
>
i )
N1
−
∑N1
j=1 (θj∆
>
i + ∆j∆
>
i )
N1
+
(∑N1
j=1 θj + ∆j
)(∑N1
j=1 θj + ∆j
)>
N21
v
=
N1
N1− 1v
>E
[
θiθ
>
i + ∆i∆
>
i −
2θiθ
>
i
N1
− 2∆i∆
>
i
N1
− 2(N1− 1)θ∗θ
>
∗
N1
+
θiθ
>
i + ∆i∆
>
i + 2(N1− 1)θ∗θ>∗
N1
]
v (58)
=v>
(
E
[
θiθ
>
i − θ∗θ>∗
]
+E
[
∆i∆
>
i
])
v
=v>
(
Σ∗+E
[
∆i∆
>
i
])
v, (59)
where we have make use of the fact that the θi’s and the ∆i’s are mutually independent, the θi’s are i.i.d.
drawn from the feature distribution, and the ∆i’s are also i.i.d. in eq. (58) as well as the definition of Σ∗ in
eq. (59).
We also consider its moment generating function: for any λ∈R
E [exp (λZi)]
=E
exp
λ√ N1
N1− 1
(
θi + ∆i−
∑N1
j=1 θj + ∆j
N1
)>
v

=E
exp(λ∑j∈[N1],j 6=i (∆i−∆j)> v√
N1(N1− 1)
) ∏
j∈[N1],j 6=i
exp
(
λ
(θi− θj)> v√
N1(N1− 1)
)
=E
[
exp
(
λ
∑
j∈[N1],j 6=i (∆i−∆j)
>
v√
N1(N1− 1)
)]
E
 ∏
j∈[N1],j 6=i
exp
(
λ
(θi− θj)> v√
N1(N1− 1)
)
=E
[
exp
(
λ
∑
j∈[N1],j 6=i (∆i−∆j)
>
v√
N1(N1− 1)
)]
E
 ∏
j∈[N1],j 6=i
exp
(
λ
(ψi−ψj)> v√
N1(N1− 1)
) ,
where we have defined ψi = (θi− θ∗)∼N (0,Σ∗) independently for every i∈ [N1].
D.1. Analyzing E
[
exp
(
λ
∑
j∈[N1],j 6=i(∆i−∆j)
>
v√
N1(N1−1)
)]
For any j ∈ [N1], by Cauchy-Schwarz inequality and Lemma 3, we have with probability at least 1− δ,∥∥∆>j v∥∥1 ≤ ‖∆j‖V˜i ‖v‖V˜−1i ≤ 2σ
√
2 loge(2)d+ 2 loge δ
−1
√
c0λ0N2
≤ 2σ
√
2d+ 2 loge δ
−1
√
c0λ0N2
. (60)
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In other words, for any s > 0,
Pr
(∥∥∆>j v∥∥1 ≥ s)≤min{1, exp(d− s2c0λ0N28σ2
)}
. (61)
We then prove the following lemma regarding the moments of
∥∥∆>j v∥∥1 .
Lemma 7. For any positive integer k,
E
[∥∥∆>j v∥∥k1]≤( 8σ2c0λ0N2
) k
2
(
d
k
2 + kΓ
(
k
2
))
.
Proof of Lemma 7. From inequality (61),
E
[∥∥∆>j v∥∥k1]=∫ ∞
0
Pr
(∥∥∆>j v∥∥k1 > s)ds
=
∫ ∞
0
Pr
(∥∥∆>j v∥∥1 > s1/k)ds
≤
∫ ∞
0
min
{
1, exp
(
d− s
2/kc0λ0N2
8σ2
)}
ds
=
∫ ( 8σ2
c0λ0N2
)k/2
0
1ds+
∫ ∞
0
exp
(
−s
2/kc0λ0N2
8σ2
)
ds
=
(
8σ2d
c0λ0N2
) k
2
+
(
8σ2
c0λ0N2
) k
2
k
∫ ∞
0
exp (−s′) (s′)k/2−1ds′ (62)
=
(
8σ2d
c0λ0N2
) k
2
+
(
8σ2
c0λ0N2
) k
2
kΓ
(
k
2
)
=
(
8σ2
c0λ0N2
) k
2
(
d
k
2 + kΓ
(
k
2
))
.
Here, we have made the substitution s′ = s2/kc0λ0N2/(8σ2) in eq. (62) 
We are now ready to provide an upper bound on the moment generating function of ±∆>j v.
Lemma 8. For any λ
E
[
exp
(±λ∆>j v)]≤ exp(22λ2σ2dc0λ0N2
)
.
Proof of Lemma 8. We use the Taylor expansion of the exponential function as follows: by the dominated
convergence theorem and Lemma 7,
E
[
exp
(±λ∆>j v)]
≤1 +
∞∑
k=2
λkE
[∥∥∆>j v∥∥k1]
k!
≤1 +
∞∑
k=2
(
8λ2σ2
c0λ0N2
) k
2
(
d
k
2 + kΓ
(
k
2
))
k!
=1 +
∞∑
k=2
(
8λ2σ2d
c0λ0N2
) k
2 1
k!
+
∞∑
k=2
(
8λ2σ2
c0λ0N2
) k
2 kΓ
(
k
2
)
k!
=1 +
∞∑
k=2
(
8λ2σ2d
c0λ0N2
) k
2 1
k!
+
∞∑
k=1
(
8λ2σ2
c0λ0N2
)k
2kΓ (k)
(2k)!
+
∞∑
k=1
(
8λ2σ2
c0λ0N2
)k
(2k+ 1)Γ (k+ 1/2)
(2k+ 1)!
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≤1 +
(
1
2
+
√
16λ2σ2d
c0λ0N2
) ∞∑
k=1
(
16λ2σ2d
c0λ0N2
)k
1
k!
+
(
1 +
√
16λ2σ2
c0λ0N2
) ∞∑
k=1
(
16λ2σ2
c0λ0N2
)k
k!
(2k)!
≤1 +
(
1
2
+
√
16λ2σ2d
c0λ0N2
) ∞∑
k=1
(
16λ2σ2d
c0λ0N2
)k
1
k!
+
(
1
2
+
√
4λ2σ2
c0λ0N2
) ∞∑
k=1
(
16λ2σ2
c0λ0N2
)k
1
k!
(63)
≤1 +
(
1 + 5
√
λ2σ2d
c0λ0N2
) ∞∑
k=1
(
16λ2σ2d
c0λ0N2
)k
1
k!
= exp
(
16λ2σ2d
c0λ0N2
)
+ 6
√
λ2σ2d
c0λ0N2
(
exp
(
16λ2σ2d
c0λ0N2
)
− 1
)
≤ exp
(
22λ2σ2d
c0λ0N2
)
(64)
where inequality (63) is a consequence of the fact that 2k!≤ (2k)! and the last step follows from √a≤ exp(a).

Therefore,
E
[
exp
(
λ
∑
j∈[N1],j 6=i (∆i−∆j)
>
v√
N1(N1− 1)
)]
=E
[
exp
(
λ
(N1− 1)∆>i v√
N1(N1− 1)
)] ∏
j∈[N1],j 6=i
E
[
exp
(
−λ ∆
>
j v√
N1(N1− 1)
)]
≤ exp
(
22λ2σ2d
c0λ0N2
)
. (65)
D.2. Analyzing E
[∏
j∈[N1],j 6=i exp
(
λ
(ψi−ψj)
>
v√
N1(N1−1)
)]
For the second term,
E
 ∏
j∈[N1],j 6=i
exp
(
λ
(ψi−ψj)> v√
N1(N1− 1)
)
=E
[
exp
(
λ
√
N1− 1
N1
ψ>i v
)] ∏
j∈[N1],j 6=i
E
[
exp
(
λ
−ψ>j v√
N1(N1− 1)
)]
= exp
(
λ2(N1− 1)v>Σ∗v
2N1
) ∏
j∈[N1],j 6=i
exp
(
λ2v>Σ∗v
2N1(N1− 1)
)
(66)
= exp
(
λ2v>Σ∗v
2
)
≤ exp
(
λ2λ¯
2
)
(67)
where eq. (66) follows from the moment generating function of multivariate normal distributions while eq.
(67) follows from the fact that v>Σ∗v ≤ ‖v‖2λmax(Σ∗)≤ λ¯ as Σ∗ is positive semi-definite and v belongs to
the d-dimensional unit ball.
Combining eq. (65) and eq. (67), we know that
E [exp (λZi)]≤ exp
(
λ2
(
λ¯
2
+
22σ2d
c0λ0N2
))
(68)
and Z2i −E[Z2i ] is thus 16
(
λ¯+ 44σ
2d
c0λ0N2
)
subexponential following Lemma 12 in Appendix F, i.e.,
∀‖λ‖1 ≤ 1
4
√(
λ¯+ 44σ
2d
c0λ0N2
) E [exp (λ (Z2i −E [Z2i ]))]≤ exp(8λ2(λ¯+ 44σ2dc0λ0N2
))
. (69)
45
Therefore, for any v belongs to the d-dimensional unit ball and any c > 0,
Pr
(
v>
(
Σˆ∗−Σ∗
)
v≥ c
2
)
= Pr
(∑N1
i=1 (Z
2
i −E [Z2i ])
N1
+
∑N1
i=1E [v>∆i∆>i v]
N1
≥ c
2
)
(70)
≤Pr
(∑N1
i=1 (Z
2
i −E [Z2i ])
N1
+
∑N1
i=1E [‖v‖2‖∆i‖2]
N1
≥ c
2
)
(71)
≤Pr
(∑N1
i=1 (Z
2
i −E [Z2i ])
N1
≥ c
2
− 8σ
2 (d+ 2)
c0λ0N2
)
(72)
≤ exp
−
N1
(
c
2
− 8σ2(d+2)
c0λ0N2
)2
32
(
λ¯+ 44σ
2d
c0λ0N2
) ∧ N1
(
c
2
− 8σ2(d+2)
c0λ0N2
)
√
32
(
λ¯+ 44σ
2d
c0λ0N2
)

 , (73)
where eq. (70) makes use of the definition of Zi’s in eq. (57) as well as eq. (59), inequality (71) is Cauchy-
Schwarz inequality, inequality (72) follows from the condition in eq. (52), and inequality (73) holds by
Bernstein’s inequality (Lemma 13 in Appendix F).
Plugging the above into inequality (55), we have
Pr
(∥∥∥Σˆ∗−Σ∗∥∥∥
op
≥ c
)
≤ 172d exp
−
N1
(
c
2
− 8σ2(d+2)
c0λ0N2
)2
32
(
λ¯+ 44σ
2d
c0λ0N2
) ∧ N1
(
c
2
− 8σ2(d+2)
c0λ0N2
)
√
32
(
λ¯+ 44σ
2d
c0λ0N2
)

 , (74)
and this yields for any δ > 0,
Pr
∥∥∥Σˆ∗−Σ∗∥∥∥
op
≥ 2c3d
3N2
+ 12
√(
λ¯+
c3d
N2
)( loge(17)d+ loge δ−1
N1
)
∨
√
loge(17)d+ loge δ
−1
N1
≤ δ (75)
with
c3 =
48σ2
c0λ0
.
Similarly,
Pr
 max
v∈R2d:‖v‖≤1
v>
(
Σ∗− Σˆ∗
)
v≥ 12
√(
λ¯+
c3d
N2
)( loge(17)d+ loge δ−1
N1
)
∨
√
loge(17)d+ loge δ
−1
N1
≤ δ.
E. Proof of Theorem 5
Similar to the proof of Theorem 3 in Section C, we set δ = 1/NT in Theorem 4, and define the clean event
E ′ :
∀i≥N1
∥∥∥θˆi− θ∗∥∥∥≤ 2R√2 loge(2)d+ 2 loge (N2T )√
c0λ0i
,
∥∥∥Σˆ∗−Σ∗∥∥∥
op
≤ 4c3d
N2
+ 12
√(
λ¯+
c3d
N2
)√
loge(17)d+ loge(NT )
N1
,
max
v∈R2d:‖v‖≤1
v>
(
Σ∗− Σˆ∗
)
v≥ 12
√(
λ¯+
c3d
N2
)√
loge(17)d+ loge(NT )
N1
. (76)
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The meta regret can then be decomposed as follows:
RN,T = (RN,T |E ′) Pr(E ′) + (RN,T |¬E) Pr(¬E ′)≤ (RN,T |E ′) + (RN,T |¬E ′) Pr(¬E ′). (77)
From the proof of Theorem 4 and by virtue of our choice of N1 (i.e., N1 ≥N0), we can easily see that the
first part of the clean event E ′ holds with probability at most 9/(NT ) from inequality (35). For the second
part, we can apply Theorem 4, and it does not hold with probability at most
2
NT
+ 4dN1(e/2)
−c1N2/2
≤ 2
NT
+ 4dN1(e/2)
− loge/2(2dN2T ) (78)
≤ 2
NT
+
2
NT
=
4
NT
,
Here, inequality (78) follows by definition of N2. A simple union bound tells us that E ′ is violated with
probability at most 13/(NT ) When the clean event E ′ is violated, the meta regret is at most O(NT ), and
its contribution to the expected meta regret is
O(NT ) Pr(¬E ′) =O(1). (79)
We shall condition our discussion on the clean event E ′ from now on. Similar to the proof of Theorem 3, we
decompose the conditional meta regret of Meta-DP++ algorithm as follows:
RN,T |E ′ ≤
N1∑
i=1
RN,T (i)|E ′+
N∑
i=N1+1
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
 O˜(d√T) . (80)
We again analyze the two terms separately.
E.1. Analyzing
∑N1−1
i=1 RN,T (i)|E ′
We begin by considering the meta regret from learning the covariance matrix. From inequality 27, the meta
regret can be upper bounded as
O˜ (N1N2‖θ‖) = O˜
(
d3N
3
4
)
(81)
For the rest of the rounds, the meta regret can be upper bounded as
N1O˜
(
d
√
T
)
= O˜
(
d3
√
NT
)
. (82)
In total, the meta regret is of order
O˜
(
d3N
3
4 + d3N
1
2T
1
2
)
. (83)
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E.2. Analyzing
∑N
i=N1+1
Eθˆi
[∥∥∥∥ dN(θ∗,Σ∗)dN(θˆi,Σi)
∥∥∥∥
N(θˆi,Σi),∞
− 1
]
O˜
(
d
√
T
)
By definition of the Radon-Nikodym derivative and the multivariate normal distribution, we have
N∑
i=N1+1
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1

=
N∑
i=N1+1
Eθˆi
sup
θ
det (2piΣ∗)
− 1
2 exp
(− 1
2
(θ− θ∗)>Σ−1∗ (θ− θ∗)
)
det (2piΣi)
− 1
2 exp
(
− 1
2
(θ− θˆi)>Σ−1i (θ− θˆi)
) − 1
 . (84)
Recall that Σi = ηi
(
Σˆ∗+ Σcorrection
)
 ηiΣ∗ (∈R2d×2d) , equation (84) does not exceed
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
sup
θ
exp
(
(θ− θˆi)>Σ−1∗ (θ− θˆi)/ηi− (θ− θ∗)>Σ−1∗ (θ− θ∗)
2
)
− 1
]
=
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
sup
θ
exp
(
(θ− θ∗+ θ∗− θˆi)>Σ−1∗ (θ− θ∗+ θ∗− θˆi)− ηi(θ− θ∗)>Σ−1∗ (θ− θ∗)
2ηi
)
− 1
]
=
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
sup
θ
exp
(
∆>i Σ
−1
∗ ∆i− (ηi− 1)(θ− θ∗)>Σ−1∗ (θ− θ∗) + 2(θ− θ∗)>Σ−1∗ ∆i
2ηi
)
− 1
]
,
where we have used ∆i to denote θ∗ − θˆi. We then complete the square for the last two terms in exp(·) to
arrive at
N∑
i=N1+1
Eθˆi
 det (Σi) 12
det (Σ∗)
1
2
sup
θ
exp
 ηiηi−1∆>i Σ−1∗ ∆i− (ηi− 1)
(
θ− θ∗− ∆iηi−1
)>
Σ−1∗
(
θ− θ∗− ∆iηi−1
)
2ηi
− 1
 .
(85)
By definition, Σ∗ is positive semi-definite, and so is Σ−1∗ . Also recalling that ηi = 1 + 1/
√
i > 1, we have
−(ηi− 1)
(
θ− θ∗− ∆i
ηi− 1
)>
Σ−1∗
(
θ− θ∗− ∆i
ηi− 1
)
≤ 0,
and equation (85) is thus upper bounded by
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
(
∆>i Σ
−1
∗ ∆i
2(ηi− 1)
)
− 1
]
≤
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
(‖∆i‖2λmax (Σ−1∗ )
2(ηi− 1)
)
− 1
]
≤
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
( ‖∆i‖2
2(ηi− 1)λ
)
− 1
]
. (86)
Since we have conditioned on the clean event E1 (defined in (33)), equation (86) does not exceed
N∑
i=N1+1
Eθˆi
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
(
c2(loge(2)d+ loge (N
2T ))
(ηi− 1)i
)
− 1
]
=
N∑
i=N1+1
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
(
c2(loge (2
dN2T ))
(ηi− 1)i
)
− 1
]
≤
N∑
i=N1+1
[
det (Σi)
1
2
det (Σ∗)
1
2
exp
(
c2(loge (2
dN2T ))√
i
)
− 1
]
, (87)
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where we have use results from Lemma 6 in the last step. Note that
Σi = ηi
(
Σˆ∗+ Σcorrection
)
, (88)
the ratio between the determinants in eq. (87) is
det (Σi)
1
2
det (Σ∗)
1
2
=
(∏2d
j=1 λi(Σi)∏2d
j=1 λi(Σ∗)
) 1
2
=ηdi

∏2d
j=1
(
λi(Σ∗) +
2c3d
3N2
+ 12
√(
λ¯+ c3d
N2
)√
loge(17)d+loge(NT )
N1
)
∏2d
j=1 λi(Σ∗)

1
2
=ηdi
2d∏
j=1
1 +
2c3d
3N2
+ 12
√(
λ¯+ c3
N2
)√
loge(17)d+loge(NT )
N1
λi(Σ∗)

1
2
≤ηdi
2d∏
j=1
1 +
2c3d
3N2
+ 12
√(
λ¯+ c3d
N2
)√
loge(17)d+loge(NT )
N1
λ

1
2
= exp
(
d√
i
)(
1 +
2c3d
3λN2
+
12
λ
√(
λ¯+
c3d
N2
)(
loge(17)d+ loge (NT )
N1
))d
≤ exp
(
d√
i
)(
1 +
2c3d
3λN2
+
12
λ
√(
λ¯+ c3d
)( loge(17)d+ loge (NT )
N1
))d
= exp
(
d√
i
)1 + c4
 d
N2
+
√
d2 + d loge (NT )
N1
d , (89)
where we recall c4 = max
{
2c3
3λ
, 12
λ
√
λ+ c3
}
and have applied the same steps as inequality (46) in Section C
to the term ηdi . With inequality (89), eq. (87) then becomes
N∑
i=N1+1
1 + c4
 d
N2
+
√
d2 + d loge (NT )
N1
d exp(d+ c2 loge (2dN2T )√
i
)
− 1

=
N∑
i=N1+1
[(
1 +
1
2N1/4
+
1
2N1/4
)d
exp
(
d+ c2 loge (2
dN2T )√
i
)
− 1
]
=
N∑
i=N1+1
[(
1 +
1
N1/4
)d
exp
(
d+ c2 loge (2
dN2T )√
i
)
− 1
]
≤
N∑
i=N1+1
[
exp
(
d
N1/4
)
exp
(
d+ c2 loge (2
dN2T )√
i
)
− 1
]
. (90)
Here, we have again made use of the same steps as inequality (46) in Section C to the term
(
1 + 1
N1/4
)d
. If
we further apply the results from Lemma 6 (note that N1/4 ≥ d as N ≥ d4), eq. (90) is no larger than
N∑
i=N1+1
[(
1 +
2d
N1/4
)(
1 +
2d+ 2c2 loge (2
dN2T )√
i
)
− 1
]
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=
N∑
i=N1+1
[
2d
N1/4
+
(
1 +
2d
N1/4
)
2d+ 2c2 loge (2
dN2T )√
i
]
≤
N∑
i=1
[
2d
N1/4
+
(
1 +
2d
N1/4
)
2d+ 2c2 loge (2
dN2T )√
i
]
(91)
≤2dN 34 +
(
1 +
2d
N1/4
)[
4d+ 4c2 loge
(
2dN2T
)]
N
1
2 , (92)
where inequality (91) hold trivially as N1 ≥ 1, inequality (92) makes use of inequality
∑N
i=1 1/
√
i≤ 2√i.
This further leads to
N∑
i=N1+1
Eθˆi

∥∥∥∥∥∥ dN (θ∗,Σ∗)dN (θˆi,Σi)
∥∥∥∥∥∥
N(θˆi,Σi),∞
− 1
= O˜(dN 34) . (93)
We can now combine eq. (79), (80), (83), and (93) to arrive at the conclusion of the statement.
F. Auxiliary Results
For completeness, we restate some well-known results from the literature.
The following lemma characterizes the Bayesian regret of Thompson sampling for the linear bandit.
Lemma 9 (Russo and Van Roy 2014). Fix positive constants σ, c, and c′. Denote the set of all possible
parameters as Θ ∈ Rd, the mean reward function as fθ(a) = 〈φ(a), θ〉 for some φ : A→ R, supρ∈Θ ‖ρ‖ ≤ c,
and supa∈A ‖φ(a)‖ ≤ c′, and for each t, the noise term is σ-subgaussian, then the Bayesian regret of the
Thompson sampling algorithm is O˜(d
√
T ).
The following lemma upper bounds the loss due to prior misspecification in Thompson sampling.
Lemma 10 (Russo and Van Roy 2014). For a bandit problem parameterized by θ, if the prior over the
underlying parameter θ is µ, but for convenience the decision maker selects actions as though his prior were
an alternative µ˜, the resulting Bayesian regret satisfies
Eθ∼µ [Regret(θ, µ˜)]≤
∥∥∥∥dµdµ˜
∥∥∥∥
µ˜,∞
Eθ∼µ˜ [Regret(θ, µ˜)]
where Regret(θ, ν) is the regret of the Thompson sampling algorithm Russo and Van Roy (2014) implemented
with the prior ν, dµ/dµ˜ is the Radon-Nikodym derivative of µ with respect to µ˜ and ‖ · ‖µ˜,∞ is the essential
supremum magnitude with respect to µ˜.
The following lemma upper bounds the covering number of a d-dimensional unit ball.
Lemma 11 (Wainwright 2019). For the d-dimensional unit ball, its δ covering number is upper bounded
by d loge(1 + 2/δ).
The following lemma makes a connection between subgaussian and subexponential random variables.
Lemma 12 (Rigollet and Hu¨tter 2018). If Z is a ν-subgaussian random variable, then W =Z2−E[Z2]
is 4ν-subexponential, i.e.,
∀‖s‖1 ≤ 1
4ν
E [exp(sW )]≤ exp (8s2ν2) .
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The following lemma provides a concentration inequality for subexponential random variables.
Lemma 13 (Bernstein Inequality). Let Z1, . . . ,Zm be independent random variables such that E[Zi] = 0
and each Zi is ν-subexponential for every i∈ [m]. Define
Z¯ =
1
m
Zi,
then for any s > 0,
Pr
(∥∥Z¯∥∥
1
≥ s)≤ 2 exp(−m
2
max
{
s2
ν2
,
s
ν
})
.
