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P¶AROS ÄOSSZEHASONL¶IT¶AS M¶ATRIXOKB¶OL SZ¶AMOLT
S¶ULYVEKTOROK HAT¶EKONYS¶AGA1
BOZ¶OKI S¶ANDOR { FÄULÄOP J¶ANOS
MTA SZTAKI ¶es BCE { MTA SZTAKI ¶es ¶Obudai Egyetem
A tÄobbkrit¶erium¶u dÄont¶eshozatal m¶odszereiben gyakran alkalmaznak p¶aros
Äosszehasonl¶³t¶as m¶atrixokat, amelyekb}ol megfelel}o m¶odszerekkel az Äosszeha-
sonl¶³t¶asokban r¶eszt vev}o alternat¶³v¶akra vonatkoz¶oan egy fontoss¶agi s¶ulyvektor
nyerhet}o ki. A vektoroptimaliz¶al¶as terminol¶ogi¶aj¶at alkalmazva egy s¶ulyvektor
hat¶ekony, ha nem l¶etezik egy m¶asik olyan s¶ulyvektor, amely minden kompo-
nensben legal¶abb olyan j¶ol kÄozel¶³t, s}ot legal¶abb egy poz¶³ci¶oban szigor¶uan job-
ban. Egy s¶ulyvektor gyeng¶en hat¶ekony, ha a p¶aronk¶enti h¶anyadosokkal val¶o
kÄozel¶³t¶es nem jav¶³that¶o meg egyszerre minden diagon¶alison k¶³vÄuli poz¶³ci¶oban.
Megmutatjuk, hogy a saj¶atvektor m¶odszer sor¶an alkalmazott, a legnagyobb
saj¶at¶ert¶ekhez tartoz¶o saj¶atvektor mindig gyeng¶en hat¶ekony, viszont numeri-
kus p¶eld¶akat mutatunk arra is, hogy lehet nem hat¶ekony is. Line¶aris prog-
ramoz¶asi feladatokat vezetÄunk be annak ellen}orz¶es¶ere, hogy egy adott s¶uly-
vektor (gyeng¶en) hat¶ekony-e, ¶es ha nem az, akkor egy (er}osen) domin¶al¶o
hat¶ekony s¶ulyvektort is kapunk. Kit¶erÄunk a pcmc.online helyen el¶erhet}o,
bÄong¶esz}oben futtathat¶o Pairwise Comparison Matrix Calculator alkalmaz¶asra
is, amelyben az itt bemutatott m¶odszereket is implement¶altuk.
Kulcsszavak: tÄobbszempont¶u dÄont¶esi modellek, p¶aros Äosszehasonl¶³t¶as m¶at-
rix, hat¶ekonys¶ag, Pareto-optimalit¶as, line¶aris programoz¶as
1 Bevezet¶es
1.1 P¶aros Äosszehasonl¶³t¶as m¶atrixok
A tÄobbszempont¶u dÄont¶esi feladatok { ld. pl. Temesi J¶ozsef [19] { egyik kulcs-
l¶ep¶ese az egyes szempontok fontoss¶agi s¶ulyainak sz¶amszer}us¶³t¶ese. A gyakor-
lati feladatokban ugyanis ritka az olyan dÄont¶esi alternat¶³va, amely minden
szempontb¶ol jobb a tÄobbin¶el. A szempontok s¶ulyoz¶asa n¶elkÄul legfeljebb sz}uk¶³-
teni lehet az alternat¶³v¶ak kÄor¶et { p¶eld¶aul azon alternat¶³v¶ak kiz¶ar¶as¶aval, ame-
lyekn¶el van (minden szerint legal¶abb olyan j¶o, ¶es legal¶abb egy szempont sze-
rint szigor¶uan) jobb alternat¶³va. A hat¶ekonys¶ag (Pareto-optimalit¶as) ¶³gy m¶ar
a dÄont¶esi folyamat els}o f¶azis¶aban is megjelenik, de a dolgozatunk kÄozponti
t¶em¶aja a dÄont¶esi folyamat egy k¶es}obbi f¶azis¶aban felmerÄul}o hat¶ekonys¶ag, a
s¶ulyvektor hat¶ekonys¶aga lesz.
Ha a dÄont¶eshoz¶o nem tudja kÄozvetlenÄul megadni a szemponts¶ulyokat
(pl. Äot szempont eset¶en 35%, 15%, 20%, 5%, 25%), akkor j¶ol alkalmazhat¶o
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egyszer}ubb k¶erd¶esek sorozat¶an keresztÄul felm¶erni a preferenci¶akat. Ezt az
alapgondolatot fejlesztette tov¶abb Saaty 1977-ben [18]. Modellj¶eben a p¶aron-
k¶enti Äosszehasonl¶³t¶asok tÄobb ¶evsz¶azados hagyom¶any¶ara ¶es gyakorlat¶ara ¶ep¶³tve
a dÄont¶eshoz¶ot egyszerre egy k¶erd¶essel szembes¶³ti: a k¶et adott szempont kÄozÄul
melyik a fontosabb ¶es h¶anyszor. Hasonl¶oan, a dÄont¶esi alternat¶³v¶ak ¶ert¶ekel¶ese,
pontoz¶asa sor¶an egy adott szempont szerint melyik alternat¶³va er}osebb, ¶es az
h¶anyszor annyi pontot ¶erdemel, mint a gyeng¶ebb. Az n ¸ 3 elem (szempont,
alternat¶³va, vagy ak¶ar szavaz¶oer}o) Äosszehasonl¶³t¶as¶ab¶ol az A n £ n-es p¶aros
Äosszehasonl¶³t¶as m¶atrixot kapjuk, amelynek minden eleme pozit¶³v, aij = 1=aji
minden 1 · i; j · n eset¶en, speci¶alisan a f}o¶atl¶oban 1-esek ¶allnak. Abban
a legink¶abb elm¶eleti esetben, amikor fenn¶all a kardin¶alis tranzitivit¶as, azaz
aijajk = aik minden i; j; k indexh¶armasra, a p¶aros Äosszehasonl¶³t¶as m¶atrixot
konzisztensnek, kÄulÄonben pedig inkonzisztensnek nevezzÄuk.
Egy, a dÄont¶eshoz¶o ¶altal kitÄoltÄott A = [aij ] p¶aros Äosszehasonl¶³t¶as m¶atrix
ismeret¶eben megfogalmazhat¶o a s¶ulyvektor sz¶am¶³t¶as¶anak alapfeladata: ke-
ressÄuk azt a
w = (w1; w2; . . . ; wn)
> 2 IRn+
s¶ulyvektort, amelyre teljesÄul, hogy a wi=wj ar¶anyok j¶ol kÄozel¶³tik a dÄont¶eshoz¶o
¶altal megadott aij ¶ert¶ekeket. Att¶ol fÄugg}oen, hogy hogyan speci¯k¶aljuk a
j¶ol kÄozel¶³t¶est, sz¶amos s¶ulyoz¶asi m¶odszer ad¶odik. Saaty [18] az A m¶atrix
legnagyobb saj¶at¶ert¶ek¶ehez tartoz¶o jobb oldali saj¶atvektort javasolta, de a
mini;j(log aij ¡ log(wi=wj))2; azaz a logaritmikus legkisebb n¶egyzetes c¶el-
fÄuggv¶enyt [9,10,13] minimaliz¶al¶o s¶ulyvektor is a legn¶epszer}ubb ¶es a legtÄobbet
kutatott m¶odszerek kÄoz¶e sorolhat¶o. Tov¶abbi s¶ulyoz¶asi m¶odszerek ismertet¶ese
tal¶alhat¶o Rapcs¶ak Tam¶as jegyzet¶enek [17] I.2.2. alfejezet¶eben, valamint Ko-
m¶aromi ¶Eva cikk¶eben [15]. A s¶ulyoz¶asi m¶odszereket sz¶amos alkalommal ¶es
tÄobb szempont szerint Äosszehasonl¶³tott¶ak { mi csak Bajwa, Choo ¶es Wedley
[3] tanulm¶any¶at eml¶³tjÄuk {, de a szakmai vita arr¶ol, hogy melyik m¶odszer
tekinthet}o a legjobbnak, ma is tart.
A p¶aros Äosszehasonl¶³t¶as m¶atrixok inkonzisztenci¶aj¶anak m¶er¶ese szint¶en ak-
t¶³v kutat¶asi t¶ema, a hazai eredm¶enyek kÄozÄul K¶eri Gerzson gr¶afelm¶eleti meg-
kÄozel¶³t¶es¶ere [14] ¶es Poesz Attila doktori ¶ertekez¶es¶ere [16] h¶³vjuk fel az Olvas¶o
¯gyelm¶et.
A p¶aros Äosszehasonl¶³t¶as m¶atrixok hagyom¶anyos alkalmaz¶asi terÄulete {
a m¶ar eml¶³tett tÄobbszempont¶u dÄont¶esi modellez¶es { mellett megeml¶³tjÄuk
Duleba Szabolcs [12] munk¶aj¶at trendek el}orejelz¶es¶ere, ¶es Csat¶o L¶aszl¶o r¶eszle-
tes ¶attekint¶es¶et [11] a rangsorol¶asi probl¶em¶akra vonatkoz¶oan.
Dolgozatunk 2. fejezet¶eben a { p¶aros Äosszehasonl¶³t¶as m¶atrixb¶ol sz¶amolt {
s¶ulyvektor hat¶ekonys¶ag¶anak alapfogalmait ismertetjÄuk. Mivel ebben a t¶em¶a-
ban m¶eg nincs magyar nyelv}u tanulm¶any, a szok¶asosn¶al hosszabb terjedel-
met szeml¶eltet}o sz¶amp¶eld¶akkal ellens¶ulyozzuk. Az ezt kÄovet}o fejezetekben a
saj¶at eredm¶enyeinket foglaljuk Äossze, kÄulÄonÄos tekintettel a [6] publik¶aci¶oban
szerepl}okre. A hat¶ekonys¶ag ¶es a gyenge hat¶ekonys¶ag h¶arom de¯n¶³ci¶oj¶anak
ekvivalenci¶aj¶at a 3. fejezetben mutatjuk meg.
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2 A s¶ulyvektor hat¶ekonys¶aga
Ahogyan a bevezet}oben eml¶³tettÄuk, a p¶aros Äosszehasonl¶³t¶as m¶atrixb¶ol sz¶amolt
s¶ulyvektorok sz¶am¶³t¶asi m¶odjaira sz¶amos javaslat, elm¶eleti ¶es sz¶am¶³t¶asi ered-
m¶eny szÄuletett Saaty 1977-es cikk¶et kÄovet}oen. Tudom¶anytÄort¶eneti szempont-
b¶ol is ¶erdekesnek ¶es meglep}onek tartjuk, hogy kÄozel 30 ¶evnek kellett eltelnie
ahhoz, hogy a s¶ulyvektor hat¶ekonys¶ag¶anak k¶erd¶ese felmerÄuljÄon. Jelenlegi is-
mereteink szerint Blanquero, Carrizosa ¶es Conde [4] foglalkozott el}oszÄor e
probl¶em¶aval. Adott A = [aij ]i;j=1;...;n p¶aros Äosszehasonl¶³t¶as m¶atrix eset¶en
a s¶ulyvektor sz¶am¶³t¶asa egy olyan tÄobbc¶el¶u optimaliz¶al¶asi feladat, amelynek
c¶elfÄuggv¶enyei a minimaliz¶aland¶o jxi=xj ¡ aij j, 1 · i 6= j · n fÄuggv¶enyek,









Legyen w = (w1; w2; . . . ; wn)> egy pozit¶³v s¶ulyvektor.
De¯n¶³ci¶o. A w s¶ulyvektor hat¶ekony, ha nem l¶etezik olyan w0 = (w01; w02,






















valamely 1 · k; ` · n eset¶en. (3)
Ha a w s¶ulyvektor nem hat¶ekony, azaz l¶etezik egy w0 s¶ulyvektor a (2){(3)
tulajdons¶agokkal, akkor azt mondjuk, hogy w0 domin¶alja w-t. A dominancia
tranzit¶³v rel¶aci¶o.
Egy hat¶ekony s¶ulyvektort teh¶at nem lehet domin¶alni, azaz megjav¶³tani
¶ugy, hogy legal¶abb egy poz¶³ci¶oban jobban kÄozel¶³tse a dÄont¶eshoz¶o ¶altal meg-
adott ¶ert¶eket, mikÄozben egyetlen m¶as poz¶³ci¶oban sem keletkezik rosszabb
kÄozel¶³t¶es.
A de¯n¶³ci¶ob¶ol kÄovetkezik, hogy egy s¶ulyvektor hat¶ekonys¶aga nem fÄugg a
normaliz¶al¶ast¶ol, azaz a w ¶es a cw s¶ulyvektorok egyszerre hat¶ekonyak vagy
nem hat¶ekonyak b¶armely c > 0 eset¶en. Ennek az ¶eszrev¶etelnek a k¶es}obbiekben
szerepe lesz, mert egy nem hat¶ekony s¶ulyvektor ¶es egy }ot domin¶al¶o s¶ulyvektor
Äosszehasonl¶³t¶as¶at nem felt¶etlenÄul kÄonny¶³ti meg, ha mindketten 1-re normali-
z¶altak, azaz a komponensek Äosszege 1.




1 2 7 9
1=2 1 2 8
1=7 1=2 1 7
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Ahhoz, hogy a w saj¶atvektor nem hat¶ekonys¶ag¶ara r¶amutassunk, elegend}o
mutatni egy }ot domin¶al¶o w0 s¶ulyvektort. EsetÄunkben legyen w02 := w1=2 =
0:281323; w0i := wi; i = 1; 3; 4: A w
0 s¶ulyvektor ugyan nem 1-re normaliz¶alt,
de a kor¶abbiak szerint ennek nincs jelent}os¶ege.







1 2:1582 3:9849 15:866
0:4633 1 1:8464 7:3513
0:2509 0:5416 1 3:9815








1 2 3:9849 15:866
0:5 1 1:9924 7:9329
0:2509 0:5019 1 3:9815
0:0630 0:1261 0:2512 1
1CA ;
konzisztens p¶aros Äosszehasonl¶³t¶as m¶atrixok mutatj¶ak, hogy a (2) egyenl}otlen-
s¶eg minden 1 · i; j · 4 indexp¶arra teljesÄul, a (3) szigor¶u egyenl}otlens¶eg pedig
a (k; `) 2 f(1; 2); (2; 1); (2; 3); (2; 4); (3; 2); (4; 2)g indexp¶arokra. A k = 1; ` = 2
indexp¶ar eset¶en p¶eld¶aul jw01
w02
¡a12j = j2¡2j = 0 < jw1w2 ¡a12j = j2:1582¡2j =
0:1582:
MegjegyezzÄuk, hogy els}ok¶ent Blanquero, Carrizosa ¶es Conde [4, 3. fejezet]
mutatott p¶eld¶at arra, hogy a saj¶atvektor nem hat¶ekony. Szint¶en }ok de¯ni¶al-
t¶ak a s¶ulyvektor lok¶alis hat¶ekonys¶ag¶at az al¶abbiak szerint.
De¯n¶³ci¶o. A w s¶ulyvektor lok¶alisan hat¶ekony, ha van olyan V (w) kÄornyezet,






















valamely 1 · k; ` · n eset¶en.
A hat¶ekonys¶ag harmadik v¶altozat¶at Boz¶oki S¶andor [5] de¯ni¶alta.
De¯n¶³ci¶o. A w s¶ulyvektor belÄulr}ol hat¶ekony, ha nem l¶etezik olyan w0 =
(w01; w02; . . . ; w0n)> s¶ulyvektor, hogy
aij · wi
wj

































9>>=>>; valamely 1 · k; ` · n eset¶en. (5)
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A bels}o hat¶ekonys¶ag mÄogÄotti intu¶³ci¶o az, hogy ha p¶eld¶aul a dÄont¶eshoz¶o
¶altal adott m¶atrixelem 4, amit egy adott s¶ulyvektor felÄulbecsÄul, mondjuk 6-
tal, akkor minden 4 ¶es 6 kÄozÄotti ¶ert¶eket jobb kÄozel¶³t¶esnek tekintÄunk, mint
a 6, ugyanakkor nem foglalkozunk a 4 alatti becsl¶esek min}os¶³t¶es¶evel. M¶³g a
hat¶ekonys¶ag de¯n¶³ci¶oj¶aban a 3 is jobban kÄozel¶³ti a 4-et, mint a 6, a bels}o
hat¶ekonys¶ag de¯n¶³ci¶oja kiz¶ar¶olag a 4 ¶es 6 kÄozÄotti kÄozel¶³t¶eseket engedi meg.
VegyÄuk ¶eszre, hogy az el}oz}o p¶eld¶aban szerepl}o w0 s¶ulyvektor nemcsak
domin¶alja w-t, hanem belÄulr}ol domin¶alja: az (5) szigor¶u egyenl}otlens¶egek a
2. sor, ill. oszlop f}o¶atl¶on k¶³vÄuli elemeire teljesÄulnek.















1 1:9832 3:9849 15:866
0:5042 1 2:0093 8
0:2509 0:4977 1 3:9815
0:0630 0:125 0:2512 1
1CA
szeml¶elteti, hogy a w00 s¶ulyvektor is domin¶alja w-t, de nem belÄulr}ol.
A de¯n¶³ci¶okb¶ol kÄovetkezik, hogy egy hat¶ekony s¶ulyvektor egy¶uttal lo-
k¶alisan ¶es belÄulr}ol is hat¶ekony. Blanquero, Carrizosa ¶es Conde [4] pedig
megmutatta, hogy a hat¶ekonys¶ag ¶es a lok¶alis hat¶ekonys¶ag ekvivalensek. Az
al¶abbi ¶all¶³t¶as alapj¶an a bels}o hat¶ekonys¶ag is ekvivalens a hat¶ekonys¶aggal.
¶All¶³t¶as. A w s¶ulyvektor akkor ¶es csak akkor hat¶ekony, ha belÄulr}ol hat¶ekony.
Bizony¶³t¶as. Amint azt tiszt¶aztuk, elegend}o azt bel¶atni, hogy ha a w
s¶ulyvektor nem hat¶ekony, akkor belÄulr}ol sem hat¶ekony. A hat¶ekonys¶ag ¶es a
lok¶alis hat¶ekonys¶ag ekvivalenci¶aja szerint ekkor w lok¶alisan sem hat¶ekony,
azaz w tetsz}oleges U(w) kÄornyezet¶eben l¶etezik olyan w0 2 U(w) s¶ulyvektor,

































amib}ol kÄovetkezik, hogy w belÄulr}ol nem hat¶ekony. 2
KÄovetkezm¶eny. A hat¶ekonys¶ag, a lok¶alis hat¶ekonys¶ag ¶es a bels}o hat¶e-
konys¶ag ekvivalensek.
8 Boz¶oki S¶andor { FÄulÄop J¶anos
Blanquero, Carrizosa ¶es Conde [4, Remark 12], valamint Conde ¶es P¶erez
[8, Theorem 2.2] a hat¶ekonys¶ag gyenge v¶altozat¶at is de¯ni¶alta.
De¯n¶³ci¶o. A w s¶ulyvektor gyeng¶en hat¶ekony, ha nem l¶etezik olyan w0 =
(w01; w
0











minden 1 · i 6= j · n eset¶en. (7)
Ha a w ¶es w0 s¶ulyvektorokra teljesÄulnek a (7) egyenl}otlens¶egek, akkor azt
mondjuk, hogy w0 szigor¶uan domin¶alja w. A szigor¶u dominancia is tranzit¶³v.
A de¯n¶³ci¶okb¶ol kÄovetkezik, hogy minden hat¶ekony s¶ulyvektor egy¶uttal gyen-




0@ 1 2 41=2 1 2
1=4 1=2 1
1A















konzisztens p¶aros Äosszehasonl¶³t¶as m¶atrix minden






0@ 1 3 91=3 1 3
1=9 1=3 1
1A






= A, teh¶at minden m¶atrixelem kÄozel¶³t¶ese
tÄok¶eletes, de ez ¶altal¶aban nem szÄuks¶egszer}u.
Amint azt kor¶abban l¶attuk, a saj¶atvektor nem mindig hat¶ekony. Megmu-
tathat¶o azonban, hogy mindig gyeng¶en hat¶ekony.
T¶etel ([6, 2. fejezet]). A saj¶atvektor gyeng¶en hat¶ekony.
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3 A hat¶ekonys¶ag ¶es a gyenge hat¶ekonys¶ag ek-
vivalens de¯n¶³ci¶oi
A hat¶ekony esethez hasonl¶oan a lok¶alian ¶es a belÄulr}ol gyeng¶en hat¶ekony pon-
tokat is lehet explicit m¶odon, feladatspeci¯kusan de¯ni¶alni.
JelÄolje E, EL ¶es EI a hat¶ekony, lok¶alisa hat¶ekony ¶es belÄulr}ol hat¶ekony
megold¶asok halmaz¶at. Hasonl¶oan, jelÄolje WE, WEL ¶es WEI a gyeng¶en hat¶e-
kony, lok¶alisan gyeng¶en hat¶ekony ¶es belÄulr}ol gyeng¶en hat¶ekony megold¶asok
halmaz¶at.
A gyenge hat¶ekonys¶ag de¯n¶³ci¶oja alapj¶an
WE = fw > 0 j nincsen olyan w0 > 0; amelyre (7) teljesÄulneg :
Hasonl¶o m¶odon
WEL = fw > 0 j van olyan U(w) kÄornyezet, hogy
nincsen w0 2 U(w); amelyre (7) teljesÄulneg
¶es
WEI = fw > 0 j nincsen olyan w0 > 0; amelyre az teljesÄulne, hogy
aij · wi
wj







8 1 · i 6= j · n;
aij ¸ wi
wj







8 1 · i 6= j · ng :
A fenti ÄosszefÄugg¶esekb}ol azonnal kÄovetkezik, hogy ha egy adott w > 0
eset¶en van olyan (k; `); k 6= ` indexp¶ar, hogy ak` = wkw` , akkor w 2 WE,
w 2 WEL ¶es w 2 WEI .
Nyilv¶anval¶o, hogy E µ WE, EL µ WEL ¶es EI µ WEI . Megmutatjuk,
hogy E = EL = EI ¶es WE = WEL = WEI is teljesÄul. Ez azt jelenti, hogy
a h¶arom de¯n¶³ci¶o ekvivalens az er}osebb ¶es a gyeng¶ebb hat¶ekonys¶ag eset¶en
egyar¶ant. A sz¶amp¶eld¶ak viszont arr¶ol tan¶uskodnak, hogy E 6= WE.








; i; j = 1; . . . ; n :
Adott w > 0 eset¶en jelÄolje D(w) a w pontot domin¶al¶o pontok halmaz¶at,
azaz
D(w) = fx > 0 j fij(x) · fij(w) minden i 6= j eset¶en, ¶es
fk`(x) < fk`(w) valamely k 6= ` eset¶eng :
Hasonl¶ok¶eppen, jelÄolje SD(w) a w pontot er}osen domin¶al¶o pontok hal-
maz¶at, azaz
SD(w) = fx > 0 j fij(x) < fij(w) minden i 6= j eset¶eng :
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KÄonnyen l¶athat¶o, hogy ha SD(w) 6= ;, akkor SD(w) = int(D(w)) ¶es
cl(SD(w)) = cl(D(w)), ahol int ¶es cl egy adott halmaz bels}o pontjait, illetve
lez¶artj¶at jelÄoli.
¶All¶³t¶as. D(w) ¶es SD(w) konvex halmazok, ¶es ha valamelyikÄuk nem Äures,
akkor w a halmaz hat¶ar¶an fekszik.
Bizony¶³t¶as. A bizony¶³t¶ast az egyszer}ubb SD(w) esettel kezdjÄuk. KÄonnyen
l¶athat¶o, hogy






< fij(w) 8 i 6= j
() xi
xj
¡ aij < fij(w); ¡xi
xj
+ aij < fij(w) 8 i 6= j
() xi + (¡aij ¡ fij(w))xj < 0; ¡xi + (aij ¡ fij(w))xj < 0;
8 i 6= j
Azon pontok halmaza, amelyek eleget tesznek az ut¶obbi szigor¶u egyenl}otlen-
s¶egek rendszer¶enek v¶eges sz¶am¶u ny¶³lt f¶elt¶er metszete, teh¶at egy ny¶³lt konvex
halmaz. Ugyanakkor x = w eset¶en a fenti line¶aris egyenl}otlens¶egek egyenl}o-
s¶egk¶ent teljesÄulnek, ¶³gy w a SD(w) halmaz hat¶ar¶an fekszik, m¶ar amennyiben
az nem Äures.
Hasonl¶o ¶atrendez¶esek ut¶an azt kapjuk, hogy
x 2 D(w)() xi + (¡aij ¡ fij(w))xj · 0; ¡xi + (aij ¡ fij(w))xj · 0 8 i 6= j; ¶es (8)
xk + (¡ak` ¡ fk`(w))x` < 0; ¡xk + (ak` ¡ fk`(w))x` < 0 valamely
k 6= ` eset¶en. (9)
Megmutatjuk, hogy D(w) konvex halmaz. Legyen y 6= z 2 D(w), 0 < ¸ < 1
¶es x^ = ¸y + (1 ¡ ¸)z. A (8) line¶aris egyenl}otlens¶egei teljesÄulnek az x^;y ¶es z
pontokban.
JelÄoljÄon (k^; ^`); k^ 6= ^`egy olyan indexp¶art, amelyre (9) is teljesÄul az x = y
pontban. Ekkor x = x^ eset¶en (9) szint¶en teljesÄul a (k^; ^`) indexp¶arra. Ebb}ol
azonnal kÄovetkezik x^ 2 D(w) ¶es D(w) konvexit¶asa.
Az x = w pontra (8) egyenl}os¶egk¶ent teljesÄul. ¶Igy w 62 D(w), de w a
D(w) egy hat¶arpontja, ha a halmaz nem Äures. 2
¶All¶³t¶as. E = EL = EI ¶es WE = WEL = WEI .
Bizony¶³t¶as. Nyilv¶an
E = fw > 0 j D(w) = ;g ;
EL = fw > 0 j D(w) \ U(w) = ;g ;
ahol U(w) egy megfelel}oen kis kÄornyezet w kÄorÄul, ¶es
EI = fw > 0 j D(w) \ VI(w) = ;g ;
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ahol VI(w) = fx > 0 j aij · xixj · wiwj ha aij · wiwj ; 8i 6= j, illetve aij ¸ xixj ¸
wi
wj
ha aij ¸ wiwj ; 8i 6= jg egy a w pontot tartalmaz¶o konvex halmaz.
Ha w 2 E, akkor D(w) = ;, ¶³gy w 2 EL ¶es w 2 EI , kÄovetkez¶esk¶eppen
E µ EL ¶es E µ EI .
Megmutatjuk, hogy EL µ E is teljesÄul. Legyen w 2 EL, ¶es tegyÄuk fel,
hogy w 62 E, azaz D(w) 6= ;. Legyen x^ 2 D(w). Mivel w a D(w) konvex
halmaz egy hat¶arpontja, ez¶ert az [x^;w) f¶elig ny¶³lt szakasz minden pontja a
D(w) halmazban fekszik. Azonban [x^;w) azon pontjai, amelyek el¶eg kÄozel
vannak a w-hez, benne vannak U(w)-ben is. Ez ellentmond a w 2 EL
feltev¶esnek. mivel D(w)\U(w) 6= ;. Teh¶at w 2 E, ¶³gy EL µ E, ebb}ol pedig
EL = E kÄovetkezik.
Az EI µ E bizony¶³t¶asa hasonl¶o. Legyen w 2 EI , ¶es tegyÄuk fel, hogy
w 62 E. Legyen x^ 2 D(w). Ha aij = wiwj , akkor aij = xixj minden x 2 [x^;w]
eset¶en. Ha aij <
wi
wj
, akkor aij <
xi
xj
< wiwj a w-hez el¶eg kÄozel fekv}o x 2 [x^;w]
pontok eset¶en. Hasonl¶o teljesÄul aij >
wi
wj
eset¶en, csak ellenkez}o el}ojellel.
Ebb}ol [x^;w) \ D(w) \ VI(w) 6= ; ad¶odik, ez pedig ¶ujra ellentmond¶as. KÄo-
vetkez¶esk¶eppen EI µ E, ¶³gy EI = E .
A WE = WEL = WEI bizony¶³t¶asa teljesen hasonl¶o, egyszer}uen az SD(w)
halmazt kell haszn¶alni a D(w) helyett. A bizony¶³t¶as h¶atralev}o r¶esz¶et ¶³gy az
Olvas¶ora b¶³zzuk. 2
4 Hat¶ekonys¶agi teszt ¶es hat¶ekony domin¶al¶o
s¶ulyvektor keres¶ese line¶aris programoz¶as se-
g¶³ts¶eg¶evel
Mint kor¶abban is, legyen adott egy A = [aij ]i;j=1;...;n p¶aros Äosszehasonl¶³t¶as
m¶atrix ¶es egy w = (w1; w2; . . . ; wn)> pozit¶³v s¶ulyvektor. El}oszÄor egy line¶aris
programoz¶as feladatot ¶all¶³tunk fel annak ellen}orz¶es¶ere, hogy vajon w hat¶e-
kony megold¶asa-e az (1) feladatnak. Ezut¶an, ha az derÄul ki, hogy w nem hat¶e-
kony, megmutatjuk, hogy a line¶aris programoz¶asi feladat optim¶alis megold¶asa
olyan hat¶ekony vektor, amely belÄulr}ol domin¶alja a w vektort.
TekintsÄuk a bels}o hat¶ekonys¶ag de¯n¶³ci¶oj¶aban szerepl}o (4) kett}os egyen-













































































= 1 : (12)










(i; j) j aij = wi
wj
; i < j
o
:
Ha az I indexhalmaz Äures, akkor az A m¶atrix konzisztens. Ebben az esetben
a w s¶ulyvektor hat¶ekony ¶es jJ j = n(n¡1)=2. A tov¶abbiakban feltesszÄuk, hogy














· 1 8 (i; j) 2 I;




= 1 8 (i; j) 2 J;
x1 = 1 :
(13)
A feladat v¶altoz¶oi xi > 0; 1 · i · n ¶es tij ; (i; j) 2 I:
¶All¶³t¶as. A (13) optimaliz¶al¶asi feladat optimum¶ert¶eke legfeljebb 1, ¶es pon-
tosan akkor 1, ha a w s¶ulyvektor az (1) tÄobbc¶el¶u optimaliz¶al¶asi feladat hat¶e-
kony megold¶asa. JelÄolje (x¤; t¤) 2 IRn+jIj+ a (13) feladat optim¶alis megold¶as¶at.
Ha w nem hat¶ekony, akkor az x¤ s¶ulyvektor hat¶ekony ¶es belÄulr}ol domin¶alja
a w vektort.
Bizony¶³t¶as. A (10){(12) felt¶eteleket egyszer}u ¶atrendez¶essel kaphatjuk
meg. Nyilv¶anval¶o, hogy (10) xixj
wj
wi
· 1 akkor ¶es csak akkor teljesÄul, ha





· 1. R¶aad¶asul a szigor¶u egyen-
l}otlens¶egek egyszerre teljesÄulnek a k¶et oldalon. A (11) indokl¶asa hasonl¶o, a
(12) pedig evidens.
A (13) feladatban csak az I ¶es J halmazok indexp¶arjaihoz tartoz¶o felt¶ete-
lek jelennek meg. A reciprocit¶asi tulajdons¶ag miatt a tÄobbi hasonl¶o felt¶etel
redund¶ans. El}oszÄor azt mutatjuk meg, hogy a (13) feladat megengedett hal-
maza nem Äures ¶es kompakt. Mivel a c¶elfÄuggv¶eny folytonos, azt kapjuk, hogy
a (13) feladatnak van v¶eges optimum¶ert¶eke ¶es optim¶alis megold¶asa.
A (13) feladatnak van megengedett megold¶asa, p¶eld¶aul x = 1w1 w ¶es tij =
1; 8 (i; j) 2 I teljes¶³ti a felt¶eteleket. Az x1 = 1 normaliz¶al¶asi felt¶etel miatt
a tÄobbi xi, i 6= 1 v¶altoz¶onak pozit¶³v als¶o ¶es fels}o korl¶atja van a megengedett
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tartom¶anyon. Ezt ¶ugy kapjuk, hogy minden i 6= 1 eset¶en (i; 1) ¶es (1; i)
kÄozÄul egy mindenk¶eppen az I [ J indexhalmaz eleme. A negyedik felt¶etel
rÄogz¶³ti xi ¶ert¶ek¶et, az els}o ¶es m¶asodik felt¶etelb}ol pedig pozit¶³v als¶o ¶es fels}o
korl¶at sz¶amolhat¶o ki r¶a vonatkoz¶oan. Mivel az x komponensei pozit¶³v als¶o
¶es fels}o korl¶attal rendelkeznek, a m¶asodik felt¶etelb}ol pozit¶³v als¶o korl¶atok
hat¶arozhat¶ok meg a tij; (i; j) 2 I v¶altoz¶okra is.
A c¶elfÄuggv¶eny w bels}o hat¶ekonys¶aga tesztel¶es¶ere szolg¶al. ¶Ert¶eke nem lehet






· ti0j0 < 1, ¶³gy xi0xj0 <
wi0
wj0
teljesÄul. Ebb}ol, valamint a
(10) ¶es (13) ekvivalens alakjaib¶ol kapjuk, hogy x belÄulr}ol domin¶alja a w vek-
tort. Ford¶³tva, tegyÄuk fel, hogy x belÄulr}ol domin¶alja a w vektort. KÄonnyen





; (i; j) 2 I kom-
ponensek (13) megengedett megold¶as¶at alkotj¶ak. R¶aad¶asul, minden olyan







fenn¶all ti0j0 < 1 is. Ez¶ert a tekintett megengedett megold¶as c¶elfÄuggv¶eny¶ert¶eke
kisebb, mint 1, teh¶at az optimum¶ert¶ek szint¶en kisebb, mint 1.
Azzal az esettel kell m¶eg foglalkoznunk, amikor a w vektorr¶ol az derÄul
ki, hogy nem hat¶ekony. Nyilv¶anval¶o, hogy a (13) feladat (x¤; t¤) optim¶alis






(i; j) 2 I eset¶en. TegyÄuk fel, hogy x¤ nem hat¶ekony. Ekkor van olyan ¹x
vektor, amely belÄulr}ol domin¶alja }ot. Ekkor aij =
¹xi
¹xj
; 8(i; j) 2 J , tov¶abb¶a





; 8(i; j) 2 I ¶es l¶etezik legal¶abb egy olyan (i0; j0) 2 I
indexp¶ar, amelyn¶el a m¶asodik egyenl}otlens¶eg szigor¶u egyenl}otlens¶egk¶ent tel-





; 8(i; j) 2 I. KÄonnyen l¶athat¶o, hogy a normaliz¶al¶as
ut¶an (¹x;¹t) a (13) megengedett megold¶asa. Azonban most ¹tij · t¤ij; 8(i; j) 2 I
¶es ¹ti0j0 < t
¤
i0j0
. Ebb}ol azt kapjuk, hogy a c¶elfÄuggv¶eny ¶ert¶eke az (¹x;¹t) pontban
kisebb, mint az (x¤; t¤) pontban. Ez ellentmond annak, hogy (x¤; t¤) a (13)
feladat optim¶alis megold¶asa. KÄovetkez}oleg, x¤ hat¶ekony megold¶as. 2
B¶ar (13) egy nemline¶aris optimaliz¶al¶asi feladat, egy ekvivalens line¶aris op-
timaliz¶al¶asi feladatt¶a alak¶³that¶o ¶at. Legyen yi = log xi; vi = log wi; 1 · i ·
n; sij = ¡ log tij ; (i; j) 2 I ; ¶es bij = log aij; 1 · i; j · n. A szigor¶uan mono-
ton nÄovekv}o logaritmus fÄuggv¶enyt alkalmazva a c¶elfÄuggv¶enyre ¶es a felt¶etelek





yj ¡ yi · ¡bij 8 (i; j) 2 I;
yi ¡ yj + sij · vi ¡ vj 8 (i; j) 2 I;
yi ¡ yj = bij 8 (i; j) 2 J;
sij ¸ 0 8 (i; j) 2 I;
y1 = 0 :
(14)
A feladat v¶altoz¶oi yi; 1 · i · n ¶es sij ¸ 0; (i; j) 2 I:
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T¶etel. A (14) line¶aris programoz¶asi feladat optimum¶ert¶eke legfeljebb 0, ¶es
pontosan akkor 0, ha a w s¶ulyvektor az (1) tÄobbc¶el¶u optimaliz¶al¶asi feladat
hat¶ekony megold¶asa. JelÄolje (y¤; s¤) 2 IRn+jIj a (14) feladat optim¶alis megol-
d¶as¶at. Ha w nem hat¶ekony, akkor az exp(y¤) s¶ulyvektor hat¶ekony ¶es belÄulr}ol
domin¶alja a w vektort.
A (14) line¶aris programoz¶asi feladatot a Pairwise Comparison Matrix Cal-
culator programunkban implement¶altuk. A pcmc.online c¶³men el¶erhet}o,
bÄong¶esz}ob}ol kÄozvetlenÄul futtathat¶o kÄornyezetben szabadon tesztelhet}o a s¶uly-
vektorok hat¶ekonys¶aga, ¶es ha az adott s¶ulyvektor nem hat¶ekony, akkor egy
}ot belÄulr}ol domin¶al¶o hat¶ekony s¶ulyvektor is tal¶altatik.
5 Gyenge hat¶ekonys¶agi teszt ¶es gyeng¶en hat¶e-
kony domin¶al¶o s¶ulyvektor keres¶ese line¶aris
programoz¶as seg¶³ts¶eg¶evel
A gyenge hat¶ekonys¶ag ellen}orz¶ese ¶es egy domin¶al¶o gyeng¶en hat¶ekony domin¶al¶o
vektor keres¶ese a hat¶ekony esethez hasonl¶oan tÄort¶enik. TekintsÄunk egy w > 0
vektort. Nyilv¶an ha J 6= ;, azaz ha fij(w) = 0 valamely i 6= j indexp¶ar
eset¶en, akkor w 2 WE, ¶³gy m¶aris k¶eszen vagyunk a gyenge hat¶ekonys¶ag
ellen}orz¶es¶evel.
Most a J = ; esetet vizsg¶aljuk meg. Ekkor jIj = n(n ¡ 1)=2. ¶Ime n¶eh¶any





























A (15) utols¶o alakja alapj¶an fel¶all¶³thatjuk a (13) feladat egy m¶odos¶³t¶as¶at











· 1 8 (i; j) 2 I;
0 < t · 1
x1 = 1 :
(16)
A feladat v¶altoz¶oi xi > 0, 1 · i · n ¶es t.
¶All¶³t¶as. A (16) optimaliz¶al¶asi feladat optimum¶ert¶eke legfeljebb 1, ¶es pon-
tosan akkor 1, ha a w s¶ulyvektor az (1) tÄobbc¶el¶u optimaliz¶al¶asi feladat gyeng¶en
hat¶ekony megold¶asa. JelÄolje (x¤; t¤) 2 IRn+1+ a (16) optim¶alis megold¶as¶at.
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Ha a w er}osen nem-hat¶ekony, akkor az x¤ s¶ulyvektor gyeng¶en hat¶ekony ¶es
szigor¶uan belÄulr}ol domin¶alja a w vektort.
Bizony¶³t¶as. Az ¶all¶³t¶asok az el}oz}o fejezet ¶all¶³t¶as¶anak bizony¶³t¶as¶ahoz ha-
sonl¶oan igazolhat¶ok. Az ottani indokl¶ast haszn¶alva itt is, kÄonnyen megmu-
tathat¶o, hogy (16) megengedett halmaza nem Äures, valamint pozit¶³v als¶o
¶es fels}o korl¶at hat¶arozhat¶o meg minden v¶altoz¶ora. Teh¶at a (16) feladatnak
szint¶en van optim¶alis megold¶asa ¶es egy v¶eges t¤ · 1 optimum¶ert¶eke.
Ha t¤ < 1, akkor xixj
wj
wi
· t¤ < 1 minden i 6= j eset¶en, kÄovetkez¶esk¶eppen x
belÄulr}ol er}osen domin¶alja a w vektort. Ford¶³tva, tegyÄuk fel, hogy x belÄulr}ol
er}osen domin¶alja a w vektort. KÄonnyen l¶athat¶o, hogy a normaliz¶alt x vektor
a t = maxi6=j xixj
wj
wi
skal¶arral kieg¶esz¶³tve a (16) egy megengedett megold¶as¶at
alkotja. Nyilv¶an enn¶el a megengedett megold¶asn¶al 0 < t < 1, ez¶ert az opti-
mum¶ert¶ekre is t¤ < 1 teljesÄul.
TekintsÄuk v¶egÄul azt az esetet, amikor a w vektorr¶ol az derÄul ki hogy
er}osen nem-hat¶ekony, azaz er}osen domin¶alt. A (16) feladat (x¤; t¤) op-







. TegyÄuk fel, hogy x¤ er}osen nem-hat¶ekony. Ekkor }ot belÄulr}ol





minden i 6= j
eset¶en. Legyen ¹t = maxi 6=j ¹xi¹xj
wj
wi
. KÄonnyen l¶athat¶o, hogy a megfelel}o nor-
maliz¶al¶as ut¶an kapott (¹x;¹t) vektor a (16) feladat megengedett megold¶asa.
Nyilv¶an ¹t < t¤, ez pedig ellentmond (x¤; t¤) optimalit¶as¶anak. KÄovetkez¶es-
k¶eppen x¤ gyeng¶en hat¶ekony megold¶as. 2
Ugyanazt a logaritmiz¶al¶asi Äotletet alkalmazva, amellyel a (14) feladatot
kaptuk a nemline¶aris (13) feladatb¶ol, (16) is line¶aris alakra transzform¶alhat¶o.
A kor¶abbi jelÄol¶eseket haszn¶alva ¶es bevezetve az s = ¡ log t v¶altoz¶ot, kapjuk
a kÄovetkez}o ekvivalens line¶aris programoz¶asi feladatot:
min¡s
yj ¡ yi · ¡bij 8(i; j) 2 I;
yi ¡ yj + s · vi ¡ vj 8(i; j) 2 I;
s ¸ 0 ;
y1 = 0 :
(17)
A v¶altoz¶ok yi; 1 · i · n ¶es s.
T¶etel. A (17) line¶aris programoz¶asi feladat optimum¶ert¶eke legfeljebb 0,
¶es pontosan akkor 0, ha a w s¶ulyvektor az (1) tÄobbc¶el¶u optimaliz¶al¶asi feladat
gyeng¶en hat¶ekony megold¶asa. JelÄolje (y¤; s) 2 IRn+1 a (17) optim¶alis meg-
old¶as¶at. Ha w er}osen nem-hat¶ekony, akkor az exp(y¤) s¶ulyvektor gyeng¶en
hat¶ekony ¶es belÄulr}ol szigor¶uan domin¶alja a w vektort.
Megjegyz¶es. Ha w az (1) tÄobbc¶el¶u optimaliz¶al¶asi feladat egy er}osen nem-
hat¶ekony megold¶asa, akkor a fenti t¶etel alapj¶an kapott exp(y¤) s¶ulyvektor
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gyeng¶en hat¶ekony, de nem felt¶etlenÄul hat¶ekony. Az el}oz}o fejezet (14) felada-
ta seg¶³ts¶eg¶evel azonban tesztelhetjÄuk, hogy a kapott vektor hat¶ekony-e. Ha
nem az, akkor a (14) feladat tal¶al egy belÄulr}ol domin¶al¶o hat¶ekony megol-
d¶ast, amely egy¶uttal belÄulr}ol ¶es szigor¶uan domin¶alja a kiindul¶o, er}osen nem-
hat¶ekony w s¶ulyvektort is.
A Pairwise Comparison Matrix Calculator (pcmc.online) a gyenge ha-
t¶ekonys¶agot is vizsg¶alja. Ha a megadott s¶ulyvektor nem gyeng¶en hat¶ekony,
akkor a program keres egy }ot belÄulr}ol ¶es er}osen domin¶al¶o hat¶ekony s¶ulyvektort.
6 ÄOsszefoglal¶as ¶es nyitott k¶erd¶esek
A p¶aros Äosszehasonl¶³t¶as m¶atrixb¶ol sz¶amolt s¶ulyvektorok hat¶ekonys¶ag¶anak
vizsg¶alat¶aval Blanquero, Carrizosa ¶es Conde [4] foglalkozott el}oszÄor. Az
¶altaluk a hat¶ekonys¶ag tesztel¶es¶ere javasolt line¶aris programoz¶asi feladatokb¶ol
kiindulva olyan line¶aris programoz¶asi feladatokat konstru¶altunk, amely nem-
csak tesztel¶esre alkalmas, hanem ha a s¶ulyvektor nem (gyeng¶en) hat¶ekony,
akkor egy }ot (er}osen) domin¶al¶o hat¶ekony s¶ulyvektort is tal¶al.
A hat¶ekonys¶ag gr¶afelm¶eleti eszkÄozÄokkel is jellemezhet}o, amelynek alapjait
szint¶en Blanquero, Carrizosa ¶es Conde [4] dolgozta ki. Mivel a cikkÄunkben
kidolgozott line¶aris programoz¶asi feladatokhoz nem volt szÄuks¶eg gr¶afelm¶eleti
megkÄozel¶³t¶esre, a r¶eszleteket sem kÄozÄoltÄuk. Kidolgoz¶asra v¶ar a line¶aris prog-
ramoz¶asi ¶es a gr¶afelm¶eleti m¶odszerek ekvivalenci¶aj¶anak meg¶ert¶ese, amelyt}ol
egyr¶eszt a domin¶al¶o hat¶ekony s¶ulyvektorok halmaz¶anak el}o¶all¶³t¶asa, m¶asr¶eszt
a saj¶atvektor hat¶ekonys¶ag¶anak jellemz¶ese rem¶elhet}o. Jelenleg csak n¶eh¶any
nagyon speci¶alis esetben sikerÄult bizony¶³tani, hogy a saj¶atvektor hat¶ekony:
ha a p¶aros Äosszehasonl¶³t¶as m¶atrix egy [1] vagy k¶et [2] elem¶enek megv¶altozta-
t¶as¶aval konzisztenss¶e tehet}o. Szint¶en nagyon speci¶alis az a m¶atrixoszt¶aly [5],
amely saj¶atvektora sosem hat¶ekony.
Folyamatban van a 4 £ 4-es p¶aros Äosszehasonl¶³t¶as m¶atrixok saj¶atvektor¶a-
nak hat¶ekonys¶ag¶anak numerikus vizsg¶alata is, amelyb}ol Äotletet vagy sejt¶est
mer¶³thetÄunk. Jelenleg m¶eg az sem vil¶agos, hogy mennyire messze vagyunk az
¶altal¶anos eset meg¶ert¶es¶et}ol.
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EFFICIENCY OF WEIGHT VECTORS DERIVED FROM PAIRWISE
COMPARISON MATRICES
Multi-criteria decision models and ranking methods often apply pairwise compar-
ison matrices in order to determine a weight vector. A weight vector is called
e±cient if no other weight vector approximates the elements of the pairwise com-
parison matrix such without larger errors, but with strictly smaller error in at least
one position. A weight vector is called weakly e±cient if the errors cannot be im-
proved in all non-diagonal positions. Some weight vectors, calculated by, e.g., the
least squares or logarithmic least squares methods, are always e±cient. However,
the often applied eigenvector can be ine±cient. We develop linear programs to
test whether an arbitrary weight vector is (weakly) e±cient, and, if it is not, a
dominating e±cient weight vector is found. A challenging open problem, on ¯nd-
ing su±cient and necessary conditions for the e±ciency of the eigenvector, is also
proposed.
