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Abstract
In this paper we first obtain a constant rank theorem for the second fundamental form of the space-
time level sets of a space-time quasiconcave solution of the heat equation. Utilizing this constant
rank theorem, we can obtain some strictly convexity results of the spatial and space-time level
sets of the space-time quasiconcave solution of the heat equation in a convex ring. To explain our
ideas and for completeness, we also review the constant rank theorem technique for the space-time
Hessian of space-time convex solution of heat equation and for the second fundamental form of
the convex level sets for harmonic function.
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Chapter 1
Introduction
Throughout the paper, Ω = Ω0 \Ω1 is aC
2,α convex ring in Rn (n ≥ 2), i.e. Ω0 and Ω1 are bounded
convex open sets in Rn of class C2,α with Ω1 ⊂ Ω0, and we consider a classical solution u of the
following problem 
∂u
∂t
= ∆u in Ω × (0,+∞),
u(x, 0) = u0(x) in Ω ,
u(x, t) = 0 on ∂Ω0 × [0,+∞),
u(x, t) = 1 in Ω1 × [0,+∞),
(1.0.1)
where the initial data u0 ≥ 0 is regular enough and satisfies u0 = 0 on ∂Ω0 and u0 = 1 on ∂Ω1. We
study the spatial and the space-time quasiconcavity of u (notice that we set u ≡ 1 in Ω1).
We recall that a function v : Rm −→ R ∪ {−∞} is called quasiconcave in Rm (m ∈ N) if
all its superlevel sets {y ∈ Rm : v(y) ≥ c} are convex. If v is defined only in a proper subset
A ⊂ Rm, we extend it as −∞ outside A and we say that v is quasiconcave in A if such an extension
is quasiconcave in Rm. Then we say that u ∈ C(Ω0 × [0,+∞)) is spatially quasiconcave if the
function x 7−→ u(x, t) is quasiconcave in Ω0 ⊂ R
n for every fixed t ≥ 0, and we say that u is
space-time quasiconcave if it is quasiconcave in Ω0 × [0,∞) ⊂ R
n+1, that is if all its space-time
superlevel sets
Σcx,t = {(x, t) ∈ Ω0 × [0,∞) : u(x, t) ≥ c}
are convex in Rn+1. Equivalently (and more explicitly) we can give the following definition.
Definition 1.0.1. A function u ∈ C(Ω0 × [0,+∞)) is spatially quasiconcave if
u((1 − λ)x0 + λx1, t) ≥ min{u(x0, t), u(x1, t)}, (1.0.2)
for every x0, x1 ∈ Ω0, λ ∈ (0, 1) and every fixed t ≥ 0.
Analogously, u is space-time quasiconcave if
u((1 − λ)x0 + λx1, (1 − λ)t0 + λt1) ≥ min{u(x0, t0), u(x1, t1)}, (1.0.3)
for every x0, x1 ∈ Ω0, t0, t1 ≥ 0, λ ∈ (0, 1).
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Clearly, if a function is space-time quasiconcave, then it is spatially quasiconcave at every
fixed time: if we fix a time t ≥ 0, (1.0.3) coincides with (1.0.2) if t0 = t1 = t.
The quasiconcavity of solutions to elliptic partial differential equations in convex rings has
been extensively studied, starting from [1] which contains the well-known result that the level
curves of the Green function of a convex domain in the plane are convex Jordan curves. In 1956,
Shiffman [41] studied the minimal annulus in R3 whose boundary consists of two closed convex
curves in parallel planes P1, P2: he proved that the intersection of this surface with any parallel
plane P, between P1 and P2, is a convex Jordan curve. In 1957, Gabriel [22] proved that the level
sets of the Green function of a 3-dimensional bounded convex domain are strictly convex. In 1977,
Lewis [35] extended Gabriel’s result to p-harmonic functions in higher dimensions. Caffarelli-
Spruck [15] generalized the Lewis’ result [35] to a class of semilinear elliptic partial differential
equations. Motivated by Caffarelli-Friedman [11], Korevaar [33] gave a new proof of the results
of Gabriel and Lewis by applying a deformation process jointly with a constant rank theorem for
the second fundamental form of the level sets of a quasiconcave p-harmonic function. A survey
of this subject was given by Kawohl [31] in 1985. For more recent results and updated references,
see for instance [6, 5, 26].
For parabolic equations, a natural question is whether the solution of an initial-boundary value
problem is able to retain the quasiconcavity of the initial datum. This is in general not true, as
showed in [28]. On the other hand, Brascamp and Lieb [10] earlier proved that the log-concavity
of the initial datum is preserved by the heat flow and, as a consequence, they got the log-concavity
of the first Dirichlet eigenfunction and the Brunn-Minkowski inequality for the first Dirichlet
eigenvalue of Laplacian operator in convex domains. In a series of papers [7, 8, 9], Borell studied
certain space-time convexities of the solution of heat equation with Schro¨dinger potential, obtain-
ing a new proof of the Brascamp-Lieb’s theorem and a Brownian motion proof of the classical
Brunn-Minkowski inequality. Precisely, in relation to the present paper, in [7] Borell considers a
solution of the heat equation,
∂u
∂t
= ∆u in Ω × (0,+∞) , (1.0.4)
with the following initial boundary value condition
u(x, 0) = 0 in Ω = Ω0\Ω1,
u(x, t) = 0 on ∂Ω0 × [0,+∞),
u(x, t) = 1 in Ω1 × [0,+∞),
(1.0.5)
that is problem (1.0.1) with u0 ≡ 0, and he proved the following theorem.
Theorem 1.0.2 ([7]). Let u be a solution to problem (1.0.4)-(1.0.5). Then the space-time superlevel
sets Σcx,t of u are convex for every c ∈ [0, 1].
In 2010 and 2011, Ishige-Salani [29, 30] gave a new proof of the above theorem of Borell, and
they extended it to more general fully nonlinear parabolic equations, also introducing the notion of
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parabolic quasiconcavity. But they still need the initial datum to be identically vanishing, indeed
a quite restrictive assumption. Some results similar to [29] are contained in [20] too, while an
attempt to treat the case of a general (not zero) initial datum was done in [21]. Earlier related
results can also be found in [32].
However, until now, it remained a longtime open problem what are suitable conditions on the
initial datum u0 that suffice to guarantee a spatially or (better) a space-time quasiconcave solution
u of (1.0.1).
In this paper, we give the following strictly convexity result for the space-time quasiconcave
solution of heat equation
Theorem 1.0.3. Let u be a space-time quasiconcave solution of problem (1.0.1) (where Ω is as
said at the beginning), with
ut > 0, in Ω × (0,+∞) . (1.0.6)
Then
(1) u is spatial strictly quasiconcave, i.e. the spatial superlevel sets Σ
c,t
x of u are strictly convex for
every c ∈ (0, 1) and t ∈ (0,+∞).
(2) there exists T0 ∈ [0,+∞), such that u is space-time strictly quasiconcave for t > T0. Exactly,
Rank(II∂Σcx,t (x, t)) ≡ n − 1, for any (x, t) ∈ Ω × (0, T0];
Rank(II∂Σcx,t (x, t)) ≡ n, for any (x, t) ∈ Ω × (T0,+∞),
where II∂Σcx,t (x, t) is the second fundamental form of the space-time level set ∂Σ
c
x,t at (x, t).
The proof of Theorem 1.0.3 is given in Section 4.
Remark 1.0.4. (1) As showed in [21], the initial condition (1.0.6) guarantees
|∇u| > 0 in Ω × (0,+∞) . (1.0.7)
This is essential for our proof of the main Theorem 1.0.3, as well as for the proofs of Theorem
1.0.5 and Theorem 1.0.6.
(2) Here T0 ∈ [0,+∞). If T0 = 0, we will get the space-time strictly quasiconcavity for any
t > 0. But it is not easy.
(3) The condition that u is space-time quasiconcave is not easy to verify, even we add some
strong conditions on u0 and Ω. Chau-Weinkove [16] give some counterexamples to indicate that
u is not space-time quasiconcave even for smooth and subharmonic u0. Here we indicate some
necessary conditions on u0.
First, if u ∈ C4,3(Ω × [0,+∞)), then u0 ∈ C
4(Ω), ∆2u0 = ∆u0 = 0 on ∂Ω, and we have the
following compatible necessary conditions
u0(x) = 0, x ∈ ∂Ω0; u0(x) = 1, x ∈ ∂Ω1;
∆u0(x) ≥ 0, |∇u0(x)| > 0, for any x ∈ Ω.
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For any x ∈ Ω, if we choose the coordinate such that
u0,n = |∇u0(x)| > 0, {u0,i j}1≤i, j≤n−1 is diagonal at x.
Then we need the following necessary condition
u0,ii ≤ 0, for any 1 ≤ i ≤ n − 1;
and
u20,n∆
2u0 + u0,nn(∆u0)
2 − 2u0,n∆u0∆u0,n −
∑
i
1
u0,ii
[u0,n∆u0,i − ∆u0u0,in]
2 ≤ 0,
where the
∑
i
is the summation for all i such that u0,ii < 0.
We will prove Theorem 1.0.3 through the following constant rank theorem for the second
fundamental form of the space-time level surfaces of a space-time quasiconcave solution of the
heat equation.
Theorem 1.0.5. Suppose u ∈ C4,3(Ω × (0, T )) is a space-time quasiconcave solution to the heat
equation (1.0.4) satisfying (1.0.6). Then the second fundamental form II∂Σcx,t of the space-time level
sets ∂Σcx,t has the following constant rank property for c ∈ (0, 1): if the rank of II∂Σcx,t attains its
minimum rank l0 (0 ≤ l0 ≤ n) at some point (x0, t0) ∈ Ω× (0, T ), then the rank of II∂Σcx,t is constant
l0 in Ω × (0, t0]. Moreover, let l(t) be the minimal rank of II∂Σcx,t in Ω, then l(s) 6 l(t) for all
s 6 t < T.
The proof of Theorem 1.0.5 is given in Section 3.2 and Section 3.3. For reader’s convenience,
the Appendix contains the same proof in dimension 2.
Constant rank theorems constitute an important tool to study convexity properties of solutions
to elliptic and parabolic partial differential equations. A technique based on the combination of
a constant rank theorem and a homotopic deformation process was introduced in dimension 2 by
Caffarelli-Friedman [11] (a similar result was also discovered by Singer-Wong-Yau-Yau [42] at the
same time). The result of [11] has been later generalized to Rn by Korevaar-Lewis [34]. Recently
constant rank theorems have been obtained for the Hessian of solutions to fully nonlinear elliptic
and parabolic equations in [12] and [3, 4, 43]. Notice that, for parabolic equations, the constant
rank theorems in [3, 12] regard the space variable only; Hu-Ma [27] obtained instead a constant
rank theorem for the space-time Hessian of space-time convex solutions to the heat equation,
while Chen-Hu [17] were able to reduce the computations of [27], so to get a generalization to
fully nonlinear parabolic equations.
About quasiconcave solutions in convex rings, we already mentioned Korevaar [33] who got
a constant rank theorem for the second fundamental form of the level sets of quasiconcave p-
harmonic functions; then Bian-Guan-Ma-Xu [5] and Guan-Xu [26] obtained a generalization to
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fully nonlinear elliptic equations, while Chen-Shi [18] got a parabolic version of [5, 26] for the
second fundamental form of spatial level sets.
As applications of constant rank theorems, apart from the existence of convex and quasicon-
cave solutions to partial differential equations, we recall that the Christoffel-Minkowski problem
and the related prescribing Weingarten curvature problem were studied in [24, 25], the uniqueness
of Ka¨hler-Einstein metric with the related curvature restriction in Ka¨hler geometry was studied by
[23]. Moreover, the preservation of convexity for the general geometric flows of hypersurfaces has
been investigated in [3].
We also recall that constant rank theorems can be often regarded as microscopic versions of
some corresponding macroscopic convexity principle; this relationship exists in particular between
the results of [3] and [2], as well as between the results of [5] and [6] .
Similarly to the proof of Theorem 1.0.3, we can also get the strict convexity of the space-time
level sets of the solution to (1.0.4)-(1.0.5), as a corollary of Theorem 1.0.5 and Theorem 1.0.2.
Theorem 1.0.6. Let u be the solution to problem (1.0.4)-(1.0.5). Then
(1) u is spatial strictly quasiconcave, i.e. the spatial superlevel sets Σ
c,t
x of u are strictly convex for
every c ∈ (0, 1) and t ∈ (0,+∞).
(2) there exists T0 ∈ [0,+∞), such that u is space-time strictly quasiconcave for t > T0. Exactly,
Rank(II∂Σcx,t (x, t)) ≡ n − 1, for any (x, t) ∈ Ω × (0, T0];
Rank(II∂Σcx,t (x, t)) ≡ n, for any (x, t) ∈ Ω × (T0,+∞).
The rest of the paper is organized as follows.
In Chapter 2, we introduce some basic definitions; in particular Section 2.1 contains some
preliminaries and basic curvature formulas for the level sets of a function u. To explain our ideas
and for completeness, we review the constant rank theorem technique, including the constant rank
theorem on the space-time Hessian for the space-time convex solution of heat equation in Section
2.2 (see [27] and [17]) and the strict convexity of the level sets for harmonic functions in convex
rings in Section 2.3 via constant rank theorem technique and deformation process (see [33] and
[5]).
In Chapter 3, first we prove Theorem 3.1.1, a constant rank theorem for the second fundamental
form of the spatial level sets of a space-time quasiconcave solution to heat equation (1.0.4), then
we prove Theorem 1.0.5. Its proof is split into two cases (according to Lemma 2.1.8): CASE 1 is
treated in Section 3.2 using the constant rank theorem established in Section 3.1, while CASE 2 is
treated in Section 3.3.
In Chapter 4, we study the solution of Borell [7] and prove Theorem 1.0.6 in Section 4.1, by
utilizing the constant rank theorem of spatial level sets and space-time level sets. Similarly, we
prove Theorem 1.0.3 in Section 4.2.
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Finally, in the appendix we rewrite the proof of Theorem 1.0.5 in the plane. In particular, we
rewrite explicitly the computations of Section 3.3 in dimension 2; we hope this can be helpful to
clarify the hard (and long) computations of the general case.
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Chapter 2
Basic definitions and the Constant Rank
Theorem technique
In this chapter, in order to better explain our ideas and for completeness, we review the constant
rank theorem technique; in particular, in Section 2.2 we describe the constant rank theorem for the
space-time Hessian of space-time convex solutions to heat equation (see [27] and [17]), while we
review the strict convexity of the level sets for harmonic functions in convex rings via the constant
rank theorem technique and deformation process (see [33] and [5]) in Section 2.3. The technique
of Section 2.3 will be generalized to get a constant rank theorem for the second fundamental form
of the spatial level sets of a space-time quasiconcave solution to heat equation in Section 3.1. And
the technique in Section 2.2 will be generalized to get a constant rank theorem for the second
fundamental form of the space-time level surfaces of a space-time quasiconcave solution of the
heat equation in Section 3.2 and Section 3.3.
2.1 Preliminaries
Throughout the paper, ∇u = (u1, u2, · · · , un−1, un) denotes the spatial gradient of u and Du =
(∇u, ut) = (u1, u2, · · · , un−1, un, ut) denotes its space-time gradient.
In the following four subsections we collect some useful facts about the curvature of level sets
and elementary symmetric functions.
2.1.1 The curvature matrix of the level sets of u(x)
In this subsection, we recollect some curvature formulas for the level sets of a C2 function u(x)
from the presentation in [5]. We first recall some fundamental notations in classical surface theory.
Assume a surface Σ ⊂ Rn is given by the graph of a function v in a domain in Rn−1:
Σ = {(x′, xn) : xn = v(x
′)}, x′ = (x1, x2, · · · , xn−1) ∈ R
n−1.
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Then the first fundamental form of Σ is given by gi j = δi j + viv j. The upward normal direction ~n
and the second fundamental form of the graph xn = v(x
′) are respectively given by
~n =
1
W
(−v1,−v2, · · · ,−vn−1, 1), bi j =
vi j
W
,
where 1 ≤ i, j ≤ n − 1 and W = (1 + |∇v|2)
1
2 .
Definition 2.1.1. We say that the graph of function v is convex with respect to the upward normal
~n if the second fundamental form bi j =
vi j
W
of the graph of v is nonnegative definite.
The principal curvatures κ1, · · · , κn−1 of the graph of v, being the eigenvalues of the second
fundamental form relative to the first fundamental form, satisfy
det(bi j − κlgi j) = 0 for l = 1, . . . , n − 1 .
Equivalently, κl satisfies
det(ai j − κlδi j) = 0 ,
where
(ai j) = (g
il)
1
2 (blk)(g
k j)
1
2
and (gi j) is the inverse matrix of (gi j). Then we have the following well known fact [14]: the
principal curvature of the graph xn = v(x
′) with respect to the upward normal ~n are the eigenvalues
of the symmetric curvature matrix
ail =
1
W
{
vil −
viv jv jl
W(1 +W)
−
vlvkvki
W(1 +W)
+
vivlv jvkv jk
W2(1 +W)2
}
,
where the summation convention over repeated indices is employed .
Let Ω be a domain in Rn and u ∈ C2(Ω). We denote by ∂Σu(xo) the level set of u passing
through the point xo ∈ Ω, i.e. ∂Σ
u(xo) = {x ∈ Ω|u(x) = u(xo)}. Now we shall work near a point
xo where |∇u(xo)| , 0. Without loss of generality we assume xo = 0 and un(xo) , 0 and consider
a small neighborhood of xo. By the implicit function theorem, locally the level set ∂Σ
u(xo) can be
represented as a local graph
xn = v(x
′) , x′ = (x1, x2, · · · , xn−1) ∈ B(0, ǫ) ⊆ R
n−1,
for ǫ > 0 sufficiently small and v(x′) satisfies the following equation
u(x1, x2, · · · , xn−1, v(x1, x2, · · · , xn−1)) = u(xo).
The latter yields
ui + unvi = 0 ,
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whence
vi = −
ui
un
.
Then the first fundamental form of the level set is
gi j = δi j +
uiu j
u2n
.
It follows that the upward normal direction of the level set is
~n =
|un|
|∇u|un
(u1, u2, · · · , un−1, un). (2.1.1)
We also have
ui j + uinv j + un jvi + unnviv j + unvi j = 0.
If we set
hi j = u
2
nui j + unnuiu j − unu juin − unuiu jn , (2.1.2)
then it follows
vi j = −
hi j
u3n
.
The second fundamental form of the level set of the function u with respect to the upward normal
direction is given by
bi j =
vi j
W
= −
|un|hi j
|∇u|u3n
, (2.1.3)
where W = (1 + |∇v|2)
1
2 =
|∇u|
|un |
.
Definition 2.1.2. In the same assumption and notation as above, we say that the level set ∂Σu(xo) =
{x ∈ Ω|u(x) = u(xo)} is locally convex respect to the upward normal direction ~n if the second
fundamental form bi j = −
|un|hi j
|∇u|u3n
is nonnegative definite at xo.
Now we can express the curvature matrix (ai j) of the level sets of the function u in terms of
the derivatives of u. We can assume ∇u is the upward normal of the level set ∂Σu(xo) at xo, then
un(xo) > 0.
From [5], it follows that the symmetric curvature matrix (ai j) is given by
ai j = −
|un|
|∇u|un3
Ai j, 1 ≤ i, j ≤ n − 1, (2.1.4)
where
Ai j = hi j −
uiulh jl
W(1 +W)u2n
−
u julhil
W(1 +W)u2n
+
uiu jukulhkl
W2(1 +W)2u4n
, W =
|∇u|
|un|
. (2.1.5)
With the above notations, at a point (x0, t0) where un(x0, t0) = |∇u(x0, t0)| > 0 and ui(x0, t0) = 0
for i = 1, · · · , n − 1, ai j,k is commutative, i.e. it satisfies the Codazzi property
ai j,k = aik, j ∀i, j, k ≤ n − 1 ,
where we use the following notation alm,r =
∂
∂xr
alm.
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2.1.2 The curvature matrix of the spatial level sets of u(x, t)
Throughout this subsection, Ω is a domain in Rn and u ∈ C2,1(Ω × [0, T )) satisfies ∇u , 0 in
Ω × [0, T ).
We introduce the following notation: for t ∈ [0, T ) and c ∈ R, ∂Σt,cx denotes the spatial c-level
set of the function u, at the fixed time t, that is
∂Σc,tx = {x ∈ Ω : u(x, t) = c} .
Notice that, thanks to the assumptions on u, ∂Σc,tx is a regular hypersurface in R
n. Now we fix
(x0, t0) ∈ Ω × (0, T ) and without loss of generality we assume un(x0, t0) , 0. As in [5, 14], it
follows that the upward normal direction of the hypersurface ∂Σc,tx at x0 is
~n =
|un|
|∇u|un
∇u (2.1.6)
and the second fundamental form II of ∂Σc,tx with respect to ~n is given by
bi j = −
|un|hi j
|∇u|u3n
, (2.1.7)
where
hi j = u
2
nui j + unnuiu j − unu juin − unuiu jn.
Notice that if ∂Σc,tx is locally convex with respect to the upward normal direction, then bi j is positive
semidefinite (and vice versa). Moreover, let a(x, t) = (ai j(x, t)) be similarly defined by
ai j = −
|un|
|∇u|un3
Ai j, 1 ≤ i, j ≤ n − 1, (2.1.8)
where
Ai j = hi j −
uiulh jl
W(1 +W)u2n
−
u julhil
W(1 +W)u2n
+
uiu jukulhkl
W2(1 +W)2u4n
, W =
|∇u|
|un|
; (2.1.9)
then ai j is the symmetric curvature tensor of ∂Σ
c,t
x .
2.1.3 The curvature matrix of the space-time level sets of u(x, t)
In this subsection, we assume u ∈ C3,1(Ω × [0, T )) and ut(x, t) , 0 (whence |Du(x, t)| , 0) for
every (x, t) ∈ Ω × [0, T ).
Similarly to the previous section, we introduce the following notation (in fact already given in
the introduction) for the space-time level sets of the function u:
∂Σcx,t = {(x, t) ∈ Ω × [0, T ) : u(x, t) = c} .
Space-time Quasiconcave Solutions 15
Following [5], we have that the upward normal direction of ∂Σcx,t is given by
~ˆ
n =
|ut |
|Du|ut
Du , (2.1.10)
and the second fundamental form II of ∂Σcx,t with respect to
~ˆ
n is
bˆαβ = −
|ut |(u
2
t uαβ + uttuαuβ − utuβuαt − utuαuβt)
|Du|u3t
. (2.1.11)
Then we set
hˆαβ = u
2
t uαβ + uttuαuβ − utuβuαt − utuαuβt, 1 ≤ α, β ≤ n , (2.1.12)
so that we can write
bˆαβ = −
|ut |hˆαβ
|Du|u3t
. (2.1.13)
Note that if ∂Σcx,t = {(x, t) ∈ Ω × [0, T ]|u(x, t) = c} is locally convex with respect to the upward
normal direction, then bˆαβ is positive semidefinite (and vice versa). Moreover, if aˆ(x, t) = (aˆi j(x, t))
denotes the symmetric Weingarten tensor of ∂Σcx,t, then aˆ is positive semidefinite and it holds
aˆαβ = −
|ut |
|Du|ut3
Aˆαβ, 1 ≤ α, β ≤ n, (2.1.14)
where
Aˆαβ = hˆαβ −
uαuγhˆβγ
Wˆ(1 + Wˆ)u2t
−
uβuγhˆαγ
Wˆ(1 + Wˆ)u2t
+
uαuβuγuηhˆγη
Wˆ2(1 + Wˆ)2u4t
, Wˆ =
|Du|
|ut |
. (2.1.15)
With the above notations, we get
1 −
u2n
Wˆ(1 + Wˆ)u2t
=
Wˆu2t + Wˆ
2u2t − u
2
n
Wˆ(1 + Wˆ)u2t
=
1
Wˆ
+
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
, (2.1.16)
and, for 1 ≤ i, j ≤ n − 1, we have
Aˆi j =hˆi j −
uiunhˆ jn
Wˆ(1 + Wˆ)u2t
−
u junhˆin
Wˆ(1 + Wˆ)u2t
−
ui
∑n−1
l=1 ulhˆ jl
Wˆ(1 + Wˆ)u2t
−
u j
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
+
uiu ju
2
nhˆnn
Wˆ2(1 + Wˆ)2u4t
+ Ti j, (2.1.17)
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Aˆin =hˆin −
uiunhˆnn
Wˆ(1 + Wˆ)u2t
−
u2nhˆin
Wˆ(1 + Wˆ)u2t
−
un
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
+
uiu
3
nhˆnn
Wˆ2(1 + Wˆ)2u4t
−
ui
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
+ 2
uiu
2
n
∑n−1
l=1 ulhˆnl
Wˆ2(1 + Wˆ)2u4t
+ Tin
=hˆin[
1
Wˆ
+
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
] −
uiunhˆnn
Wˆ(1 + Wˆ)u2t
[
1
Wˆ
+
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
] −
un
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
−
ui
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
+ 2
ui
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
−
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
] + Tin
=
1
Wˆ
hˆin −
uiunhˆnn
Wˆ2(1 + Wˆ)u2t
−
un
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
+
hˆin
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
+
ui
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
[1 −
2
Wˆ
] + Tin, (2.1.18)
and
Aˆnn =hˆnn − 2
unulhˆnl
Wˆ(1 + Wˆ)u2t
+
u2nukulhˆkl
Wˆ2(1 + Wˆ)2u4t
=hˆnn − 2
u2nhˆnn
Wˆ(1 + Wˆ)u2t
+
u4nhˆnn
Wˆ2(1 + Wˆ)2u4t
− 2
un
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
+ 2
u3n
∑n−1
l=1 ulhˆnl
Wˆ2(1 + Wˆ)2u4t
+
u2n
∑n−1
k,l=1 ukulhˆkl
Wˆ2(1 + Wˆ)2u4t
=hˆnn[
1
Wˆ
+
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
]2
− 2
un
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
[
1
Wˆ
+
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
] +
∑n−1
k,l=1 ukulhˆkl
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
−
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
]
=
1
Wˆ2
hˆnn − 2
un
∑n−1
l=1 ulhˆnl
Wˆ2(1 + Wˆ)u2t
+ 2
∑n−1
l=1 u
2
l
hˆnn
Wˆ2(1 + Wˆ)u2t
+
∑n−1
k,l=1 ukulhˆkl
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
] + Tnn, (2.1.19)
where Tαβ (1 ≤ α, β ≤ n) includes all the terms containing at least three ui’s (1 ≤ i ≤ n − 1).
Notice that, when we choose a coordinate system such that un(x0, t0) = |∇u(x0, t0)| > 0 while
ui(x0, t0) = 0 for i = 1, · · · , n − 1, it holds
Tαβ = 0,DTαβ = 0,D
2Tαβ = 0, 1 ≤ α, β ≤ n. (2.1.20)
2.1.4 Elementary symmetric functions
In this subsection, we recall the definition and some basic properties of elementary symmetric
functions. For more details we refer to [13, 25, 36, 39].
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Definition 2.1.3. Let λ = (λ1, · · · , λn) ∈ R
n. For any k ∈ {1, 2, · · · , n} we denote by σk(λ) the k-th
elementary symmetric function of λ1, . . . , λn, that is
σk(λ) =
∑
1≤i1<i2<···<ik≤n
λi1λi2 · · ·λik .
We also set σ0 = 1 and σk = 0 for k > n.
We denote by σk(λ |i ) the k-th symmetric function of the vector λ |i , obtained from λ by re-
moving the i-th component (or equivalently by imposing λi = 0), and by σk(λ |i j ) the symmetric
function of the vector λ |i j , obtained form λ by removing the i-th and the j-th components (or
equivalently by imposing λi = λ j = 0).
We need the following standard formulas for elementary symmetric functions.
Proposition 2.1.4. Let λ = (λ1, . . . , λn) ∈ R
n and k ∈ {0, 1, · · · , n}, then
σk(λ) = σk(λ|i) + λiσk−1(λ|i), ∀ 1 ≤ i ≤ n,∑
i
λiσk−1(λ|i) = kσk(λ),
∑
i
σk(λ|i) = (n − k)σk(λ).
The definition of σk can be extended to symmetric matrices by letting σk(W) = σk(λ(W)),
where
λ(W) = (λ1(W), λ2(W), · · · , λn(W))
is the vector consisting of the eigenvalues of the n × n symmetric matrix W .
Remark 2.1.5. It is easily seen that W ≥ 0 if and only if σk(W) ≥ 0 for k = 1, . . . , n and that,
in case W ≥ 0, then Rank(W) = r ∈ {0, . . . , n} if and only if σk(W) > 0 for k = 0, . . . , r and
σk(W) = 0 for k > r.
For further use, we denote byW |i the symmetric matrix obtained fromW by deleting the i-row
and i-column and byW |i j the symmetric matrix obtained from W when deleting the i, j-rows and
i, j-columns, and similarly we define W |i jk . Then we have the following identities.
Proposition 2.1.6. If W = (Wi j) is a diagonal n × n matrix and m ∈ {1, . . . , n}, then
∂σm(W)
∂Wi j
=

σm−1(W |i ), if i = j,
0, if i , j.
and
∂2σm(W)
∂Wi j∂Wkl
=

σm−2(W |ik ), if i = j, k = l, i , k,
−σm−2(W |ik ), if i = l, j = k, i , j,
0, otherwise .
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Here σm is a function of A = (Ai j) in the space of symmetric matrices, and we write
∂σm(W)
∂Wi j
=
∂σm(A)
∂Ai j
|A=W and
∂2σm(W)
∂Wi j∂Wkl
=
∂2σm(A)
∂Ai j∂Akl
|A=W for convenience.
Given the n × n matrix aˆ, we introduce the following notation:
aˆ =
(
M aˆin
aˆni aˆnn
)
,
where M = (aˆi j)(n−1)×(n−1).
Lemma 2.1.7. For n ≥ 3 and l ∈ {3, . . . , n}, we have
σl+1(aˆ) =σl+1(M) + aˆnnσl(M) −
∑
i
aˆniaˆinσl−1(M|i)
+
∑
i, j
aˆniaˆ jnaˆi jσl−2(M|i j) −
∑
i, j,i,k, j,k
aˆniaˆ jnaˆikaˆk jσl−3(M|i jk) + T, (2.1.21)
where T includes only terms containing at least three of the aˆi j’s with i , j. So when M is diagonal,
we have
T = 0, DT = 0, D2T = 0.
To study the rank of the space-time second fundamental form aˆ, we need the following simple
technical lemma.
Lemma 2.1.8. Suppose aˆ ≥ 0, l = Rank{aˆ(x0, t0)} and M = (aˆi j(x0, t0))(n−1)×(n−1) is diagonal with
aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. Then there is a positive constant C0 such that at (x0, t0), we have
either CASE 1:
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1 ,
or CASE 2:
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆnn =
l∑
i=1
aˆ2
in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1 .
Proof. Let Rank{M} = k at (x0, t0). Then either k = l − 1 or k = l. Otherwise, if k < l − 1, since
aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1 ≥ 0, we would have
aˆl−1l−1 = · · · = aˆn−1n−1 = 0 at (x0, t0),
and from aˆ(x0, t0) ≥ 0, we would get
aˆl−1n = · · · = aˆn−1n = 0 at (x0, t0).
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So Rank{aˆ} ≤ l − 1, i.e. a contradiction.
For k = l − 1, we have at (x0, t0)
aˆ11 ≥ · · · ≥ aˆl−1l−1 > 0, aˆll = · · · = aˆn−1n−1 = 0,
and, due to aˆ(x0, t0) ≥ 0, we get
aˆln = · · · = aˆn−1n = 0.
Since Rank{aˆ} = l, then σl(aˆ) > 0. Direct computation yields
σl(aˆ) = aˆnnσl−1(M) −
l−1∑
i=1
aˆniaˆinσl−2(M|i) = σl−1(M)
aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
 > 0,
so we have
aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
> 0,
This is CASE 1 with
C0 = min
aˆ11, · · · , aˆn−1n−1, aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
 .
For k = l, we have at (x0, t0)
aˆ11 ≥ · · · ≥ aˆll > 0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
and due to aˆ(x0, t0) ≥ 0, we get
aˆl+1n = · · · = aˆn−1n = 0.
Since Rank{aˆ} = l, then σl+1(aˆ) = 0. Direct computation yields
σl+1(aˆ) = aˆnnσl(M) −
l∑
i=1
aˆniaˆinσl−1(M|i) = σl(M)[aˆnn −
l∑
i=1
aˆ2
in
aˆii
] = 0,
so we have
aˆnn −
l∑
i=1
aˆ2
in
aˆii
= 0,
This is CASE 2. 
Similarly to Lemma 2.5 in [3], we have the following.
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Lemma 2.1.9. Assume W(x) = (Wi j(x)) ≥ 0 for every x ∈ Ω ⊂ R
n, and Wi j(x) ∈ C
1,1(Ω). Then
for every O ⊂⊂ Ω, there exists a positive constant C, depending only on the Hausdorff distance
dist{O, ∂Ω} of O from ∂Ω and ‖W‖C1,1(Ω), such that
∣∣∣∇Wi j∣∣∣ 6 C(WiiW j j) 14 , (2.1.22)
for every x ∈ Ω and 1 ≤ i, j ≤ n.
Proof. The same arguments as in the proof of [3, Lemma 2.5] carry through with small modifica-
tions since W is a general matrix instead of the Hessian matrix of a convex function.
It is known that for any nonnegative C1,1 function h, |∇h(x)| ≤ Ch
1
2 (x) for all x ∈ O, where
C depends only on ||h||C1,1(Ω) and dist{O, ∂Ω} (see [44]). Since W(x) ≥ 0, we can choose h(x) =
Wii(x) ≥ 0. Then we get
|∇Wii| 6 C1(Wii)
1
2 = C1(WiiWii)
1
4
and (2.1.22) holds for i = j.
Similarly, for i , j, we choose h =
√
WiiW j j ≥ 0, then we get
∣∣∣∇√WiiW j j∣∣∣ 6 C2(√WiiW j j) 12 = C2(WiiW j j) 14 . (2.1.23)
And for h =
√
WiiW j j −Wi j, we have
∣∣∣∇(√WiiW j j −Wi j)∣∣∣ 6 C3(√WiiW j j −Wi j) 12 ≤ C3(WiiW j j) 14 . (2.1.24)
So from (2.1.23) and (2.1.24), we get
∣∣∣∇Wi j∣∣∣ = ∣∣∣∇√WiiW j j − ∇(√WiiW j j −Wi j)∣∣∣
≤
∣∣∣∇√WiiW j j∣∣∣ + ∣∣∣∇(√WiiW j j −Wi j)∣∣∣
≤(C2 +C3)(WiiW j j)
1
4 .
So (2.1.22) holds for i , j. 
Remark 2.1.10. If W(x, t) = (Wi j(x, t))N×N ≥ 0 for every (x, t) ∈ Ω × (0, T ] and Wi j(x, t) ∈
C1,1(Ω × (0, T ]), then for every O × (t0 − δ, t0] ⊂⊂ Ω × (0, T ] with t0 < T , there exists a positive
constant C, depending only on dist(O × (t0 − δ, t0], ∂(Ω × (0, T ])), t0, δ and ‖W‖C1,1(Ω×(0,T ]), such
that ∣∣∣DWi j∣∣∣ 6 C(WiiW j j) 14 , (2.1.25)
for every (x, t) ∈ O × (t0 − δ, t0] and 1 ≤ i, j ≤ N. Notice that DWi j = (∇xWi j, ∂tWi j). In fact, if
t0 = T , it only holds ∣∣∣∇xWi j∣∣∣ 6 C(WiiW j j) 14 . (2.1.26)
for every (x, t) ∈ O × (t0 − δ, t0] and 1 ≤ i, j ≤ N.
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2.2 A constant rank theorem for the space-time convex solution of
heat equation
In this section, we consider the space-time convex solutions of the heat equation
∂u
∂t
= ∆u, (x, t) ∈ Ω × (0, T ], (2.2.1)
and establish the corresponding space-time microscopic convexity principle. The result and its
proof belong to Hu-Ma [27] and Chen-Hu [17].
First, we give the definition of the space-time convexity of a function u(x, t).
Definition 2.2.1. Suppose u ∈ C2,2(Ω × (0, T ]), where Ω is a domain in Rn; we say that u is
space-time convex if u is convex with respect to (x, t) ∈ Ω × (0, T ]; equivalently
D2u =
(
∇2u (∇ut)
T
∇ut utt
)
≥ 0 in Ω × (0, T ] ,
where ∇u = (ux1 , · · · , uxn ) is the spatial gradient and ∇
2u = { ∂
2u
∂xi∂x j
}1≤i, j≤n is the spatial Hessian.
The following constant rank theorem is obtained in Hu-Ma [27].
Theorem 2.2.2. Suppose Ω is a domain in Rn, and u ∈ C4,3(Ω × (0, T ]) is a space-time convex
solution of (2.2.1). Then D2u has a constant rank in Ω for each fixed t ∈ (0, T ]. Moreover, let l(t)
be the (constant) rank of D2u in Ω at time t, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
In the following three subsections, we give a brief proof of Theorem 2.2.2 based on the ideas
of [27] and [17].
2.2.1 The constant rank properties of the spatial Hessian ∇2u
Thanks to the assumptions of Theorem 2.2.2, we know the spatial Hessian ∇2u ≥ 0. Suppose ∇2u
attains its minimal rank l at some point (x0, t0) ∈ Ω× (0, T ]. We pick a small open neighborhood O
of x0 and δ > 0, and for any fixed point (x, t) ∈ O×(t0−δ, t0], we rotate the x coordinates so that the
matrix ∇2u(x, t) is diagonal and without loss of generality we assume u11 ≥ u22 ≥ · · · ≥ unn. Then
there is a positive constant C > 0 depending only on ‖u‖C3,3 , such that u11 ≥ · · · ≥ ull ≥ C > 0
for all (x, t) ∈ O × (t0 − δ, t0]. For convenience we set G = {1, · · · , l} and B = {l + 1, · · · , n} which
means good indices and bad indices respectively. With abuse of notation, but without confusion,
we will also simply set G = {u11, · · · , ull} and B = {ul+1l+1, · · · , unn}.
Set
φ = σl+1(∇
2u). (2.2.2)
Then
φ = σl+1(∇
2u) ≥ σl(G)σ1(B) ≥ 0,
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so we get
uii = O(φ), for i ∈ B. (2.2.3)
By Lemma 2.1.9 and (2.2.3), we can get
|∇ui j |
2 = O(φ), i, j ∈ B. (2.2.4)
Computing the first derivatives of φ, we obtain
φi =
∂φ
∂xi
=
n∑
α=1
σl(D
2u|α)uααi = σl(G)
∑
α∈B
uααi + O(φ), (2.2.5)
φt =
∂φ
∂t
=
n∑
α=1
σl(D
2u|α)uααt = σl(G)
∑
α∈B
uααt + O(φ), (2.2.6)
so from (2.2.5), we get
∑
α∈B
uααi = O(φ + |∇xφ|), i = 1, · · · , n. (2.2.7)
Taking the second derivatives of φ in x coordinates, we have
φαα =
∂2φ
∂xα∂xα
=
n∑
γ=1
∂σl+1(D
2u)
∂uγγ
uγγαα +
∑
γ,η
∂2σl+1
∂uγγ∂uηη
uγγαuηηα +
∑
γ,η
∂2σl+1
∂uγη∂uηγ
uγηαuηγα
=
n∑
γ=1
σl(D
2u|γ)uγγαα +
∑
γ,η
σl−1(D
2u|γη)uγγαuηηα
−
∑
γ,η
σl−1(D
2u|γη)uγηαuηγα, (2.2.8)
where
n∑
γ=1
σl(D
2u|γ)uγγαα =
∑
γ∈B
σl(D
2u|γ)uγγαα +
∑
γ∈G
σl(D
2u|γ)uγγαα
=σl(G)
∑
γ∈B
uγγαα + O(φ), (2.2.9)
∑
γ,η
σl−1(D
2u|γη)uγγαuηηα =
∑
γ,η∈B
γ,η
σl−1(D
2u|γη)uγγαuηηβ +
∑
γ∈B
η∈G
σl−1(D
2u|γη)uγγαuηηα
+
∑
γ∈G
η∈B
σl−1(D
2u|γη)uγγαuηηα +
∑
γ,η∈G
γ,η
σl−1(D
2u|γη)uγγαuηηα
=O(φ) +
∑
η∈G
σl−1(G|η)uηηα
∑
γ∈B
uγγα +
∑
γ∈G
σl−1(G|γ)uγγα
∑
η∈B
uηηα
=O(φ + |∇xφ|), (2.2.10)
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and
∑
γ,η
σl−1(D
2u|γη)uγηαuηγα =
∑
γ,η∈B
γ,η
σl−1(D
2u|γη)uγηαuηγα +
∑
γ∈B
η∈G
σl−1(D
2u|γη)uγηαuηγα
+
∑
γ∈G
η∈B
σl−1(D
2u|γη)uγηαuηγα +
∑
γ,η∈G
γ,η
σl−1(D
2u|γη)uγηαuηγα
=O(φ) +
∑
γ∈B
η∈G
σl−1(G|η)uγηαuηγα +
∑
γ∈G
η∈B
σl−1(G|γ)uγηαuηγα
=2σl(G)
∑
γ∈B
η∈G
uγηαuηγα
uηη
+ O(φ). (2.2.11)
So from (2.2.8)-(2.2.11), we get
φαα = σl(G)
∑
γ∈B
uγγαα − 2σl(G)
∑
γ∈B
η∈G
uγηαuηγα
uηη
+ O(φ + |∇xφ|). (2.2.12)
By (2.2.5), (2.2.12) and the equation (2.2.1), we obtain
∆xφ − φt =σl(G)
∑
γ∈B

(
∆xuγγ − uγγt
)
− 2
∑
η∈G
n∑
i=1
u2γηi
uηη
 + O(φ + |∇xφ|)
= − 2σl(G)
∑
γ∈B
∑
η∈G
n∑
i=1
u2γηi
uηη
+ O(φ + |∇xφ|)
≤C1(φ + |∇xφ|) −C2
∑
i∈B
∣∣∣∇2ui∣∣∣2. (2.2.13)
where C1, and C2 are two small positive constants. Together with
φ(x, t) ≥ 0, (x, t) ∈ O × (t0 − δ, t0], φ(x0, t0) = 0, (2.2.14)
we can apply the strong maximum principle for parabolic equations, and we have
φ(x, t) = σl+1(∇
2u) = 0, (2.2.15)
and ∑
i∈B
∣∣∣∇2ui∣∣∣2 ≡ 0. (2.2.16)
Then we get the following constant rank theorem for the spatial Hessian ∇2u.
Theorem 2.2.3. Under the assumption of Theorem 2.2.2, ∇2u has a constant rank in Ω for each
fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal rank of ∇2u in Ω, then l(s) 6 l(t) for all 0 < s 6
t 6 T.
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Also we get the following useful properties.
Proposition 2.2.4. Under above assumptions at (x, t) ∈ O × (t0 − δ, t0], we have
ui j(x, t) = 0, i or j ∈ B, (2.2.17)
uit(x, t) = 0, i ∈ B, (2.2.18)
and
∑
i∈B
(
|∇2ui|(x, t) + |∇uit |(x, t)
)
= 0. (2.2.19)
Proof. From the choice of coordinate at (x, t), we know
ui j(x, t) = 0, i , j.
By the constant rank theorem of ∇2u, i.e. (2.2.15), we obtain
uii(x, t) = 0, i ∈ B.
Hence, D2u ≥ 0 yields
uit(x, t) = 0, i ∈ B.
So (2.2.17) and (2.2.18) holds.
By Lemma 2.1.9, we can get
|∇uit | ≤ C(uiiutt)
1
4 = 0, i ∈ B , (2.2.20)
which, together with (2.2.16), gives (2.2.19). 
2.2.2 A constant rank theorem for the space-time Hessian: CASE 1
In this subsection, we will prove Theorem 2.2.2 in CASE 1 (see Lemma 2.1.8). Suppose the space-
time Hessian D2u attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume
l ≤ n, otherwise there is nothing to prove. Then from lemma 2.1.8, there is a neighborhood O of x0
and δ > 0, such that u11 ≥ · · · ≥ ul−1l−1 ≥ C > 0 and utt −
l−1∑
i=1
u2
it
uii
≥ C for all (x, t) ∈ O × (t0 − δ, t0].
For any fixed point (x, t) ∈ O × (t0 − δ, t0], we can rotate the x coordinate so that the matrix ∇
2u is
diagonal, and without loss of generality we assume u11 ≥ u22 ≥ · · · ≥ unn. We setG = {1, · · · , l−1}
and B = {l, · · · , n} .
In order to prove the theorem, we just need to prove
σl+1(D
2u) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0]. (2.2.21)
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In fact, when ∇2u is diagonal at (x, t), we have
σl+1(D
2u) =σl+1(∇
2u) + uttσl(∇
2u) −
n∑
i=1
u2itσl−1(∇
2u|i)
≤σl+1(∇
2u) + uttσl(∇
2u). (2.2.22)
In CASE 1, the spatial Hessian ∇2u attains the minimal rank l − 1 at (x0, t0). From Theorem
2.2.3, the constant rank theorem holds for the spatial Hessian ∇2u of the solution u for the heat
equation (2.2.1), so we can get,
σl+1(∇
2u) = σl(∇
2u) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0]. (2.2.23)
Then
0 ≤ σl+1(D
2u) ≤ σl+1(∇
2u) + uttσl(∇
2u) = 0. (2.2.24)
Hence (2.2.21) holds.
By the continuity method, Theorem 2.2.2 holds in CASE 1.
2.2.3 A constant rank theorem for the space-time Hessian: CASE 2
In this subsection, we will prove Theorem 2.2.2 under CASE 2 (see again Lemma 2.1.8). Suppose
the space-time Hessian D2u attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may
assume l ≤ n, otherwise there is nothing to prove. Under CASE 2, l is also the minimal rank of ∇2u
inΩ×(t0−δ, t0]. For each fixed (x, t) ∈ O×(t0−δ, t0], we choose a local orthonormal frame e1, . . . , en
so that ∇2u is diagonal and let uii = λi, i = 1, · · · , n. We arrange λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, where
λ = (λ1, λ2, · · · , λn) are the eigenvalues of ∇
2u at (x, t). As before, we let G = {1, · · · , l} and
B = {l + 1, · · · , n} be the “good” set and “bad” set of indices respectively. Without confusion we
will also again denote G = {u11, · · · , ull} and B = {ul+1l+1, · · · , unn}.
At (x, t), by the constant rank properties Proposition 2.2.4 we have
ui j(x, t) = 0, i or j ∈ B, (2.2.25)
uit(x, t) = 0, i ∈ B, (2.2.26)
and
|∇2ui|(x, t) = 0, |∇uit |(x, t) = 0, i ∈ B. (2.2.27)
Let’s set
φ = σl+1(D
2u), (2.2.28)
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then we have at (x, t)
φ =σl+1(D
2u) = σl+1(∇
2u) + uttσl(∇
2u) −
∑
i
u2tiσl−1(∇
2u|i)
=σl(G)(utt −
∑
i∈G
u2
ti
λi
),
so
utt −
∑
i∈G
u2
ti
λi
= O(φ). (2.2.29)
Taking the first derivative of φ with respect to t, then using (2.2.25)-(2.2.27), we have
φt =
∑
i
σl(D
2u|i)uiit + utttσl(D
2u) + utt
∑
i
σl−1(D
2u|i)uiit
− 2
∑
i
σl−1(D
2u|i)utiutit −
∑
i, j
σl−2(D
2u|i j)u2t juiit
+
∑
i, j
σl−2(D
2u|i j)utiut jui jt
=σl(G)uttt + utt
∑
i∈G
σl−1(G|i)uiit − 2
∑
i∈G
σl−1(G|i)utiutit
−
∑
i, j∈G
i, j
σl−2(G|i j)u
2
t juiit +
∑
i, j∈G
i, j
σl−2(G|i j)utiut jui jt
=σl(G)(uttt − 2
∑
i∈G
uti
λi
utit +
∑
i, j∈G
uti
λi
ut j
λ j
ui jt) + O(φ). (2.2.30)
Similarly, taking the first derivative of φ in the direction eα, it follows that
φα = σl(G)(uttα − 2
∑
i∈G
uti
λi
utiα +
∑
i, j∈G
uti
λi
ut j
λ j
ui jα) + O(φ),
whence
uttα − 2
∑
i∈G
uti
λi
utiα +
∑
i, j∈G
uti
λi
ut j
λ j
ui jα = O(φ + |∇φ|). (2.2.31)
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Computing the second derivatives, we have
∆φ =
∑
i, j
∂σl+1(D
2u)
∂ui j
∆ui j +
∑
i, j,k,l
∂2σl+1(D
2u)
∂ui j∂ukl
ui jαuklα + ∆uttσl(D
2u)
+ 2uttα
∑
i, j
∂σl(D
2u)
∂ui j
ui jα + utt
∑
i, j
∂σl(D
2u)
∂ui j
∆ui j + utt
∑
i, j,k,l
∂2σl(D
2u)
∂ui j∂ukl
ui jαuklα
− 2
∑
i
σl−1(D
2u|i)uti∆uti − 2
∑
i
σl−1(D
2u|i)utiαutiα − 4
∑
i, j,k
∂σl−1(D
2u|i)
∂u jk
utiutiαu jkα
−
∑
i, j,k
∂σl−1(D
2u|i)
∂u jk
u2ti∆u jk −
∑
i, j,k,p,q
∂2σl−1(D
2u|i)
∂u jk∂upq
u2tiu jkαupqα
+
∑
i, j
i, j
σl−2(D
2u|i, j)utiut j∆ui j + 2
∑
i, j
i, j
σl−2(D
2u|i, j)ut jutiαui jα
+ 2
∑
i, j
i, j
σl−2(D
2u|i, j)utiut jαui jα + 2
∑
i, j,k,l
i, j
∂σl−2(D
2u|i, j)
∂ukl
utiut jui jαuklα
− 2
∑
i, j,k
i, j,i,k, j,k
σl−3(D
2u|i, j, k)utiut jukiαuk jα,
For any i ∈ B, we have from (2.2.27)
∆uii = uiit = 0.
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Hence
∆φ =σl(G)
∑
i∈B
∆uii + ∆uttσl(G) + 2uttα
∑
i∈G
σl−1(G|i)uiiα
+ utt[
∑
i∈G
σl−1(G|i)∆uii +
∑
i∈B
σl−1(G)∆uii] + utt
∑
i, j∈G
σl−2(G|i j)[uiiαu j jα − ui jαu jiα]
− 2
∑
i∈G
σl−1(G|i)uti∆uti − 2
∑
i∈G
σl−1(G|i)utiαutiα − 4
∑
i, j∈G
σl−2(G|i j)utiutiαu j jα
−
∑
i, j∈G
σl−2(G|i j)u
2
ti∆u j j −
∑
i∈G, j∈B
σl−2(G|i)u
2
ti∆u j j
−
∑
i, j,k∈G
σl−3(G|i jk)u
2
ti[u j jαukkα − u jkαuk jα]
+
∑
i, j∈G
σl−2(G|i, j)utiut j∆ui j + 2
∑
i, j∈G
σl−2(G|i, j)ut jutiαui jα
+ 2
∑
i, j∈G
σl−2(G|i, j)utiut jαui jα + 2
∑
i, j,k∈G
σl−3(G|i, j, k)utiut jui jαukkα
− 2
∑
i, j,k∈G
σl−3(G|i, j, k)utiut jukiαuk jα + O(φ)
∼σl(G)[∆utt − 2
∑
i∈G
uti
λi
∆uit +
∑
i, j∈G
uti
λi
ut j
λ j
∆ui j] − 2σl(G)
∑
i∈G
1
λi
(utiα −
∑
j∈G
ut j
λ j
ui jα)
2
+ O(φ + |∇φ|).
So we can write
∆φ − φt = − 2σl(G)
∑
i∈G
1
λi
(utiα −
∑
j∈G
ut j
λ j
ui jα)
2 + O(φ + |∇φ|)
≤C(φ + |∇φ|). (2.2.32)
Together with
φ(x, t) ≥ 0, (x, t) ∈ O × (t0 − δ, t0], φ(x0, t0) = 0, (2.2.33)
we can apply the strong maximum principle of parabolic equations, and we obtain
φ(x, t) = σl+1(D
2u) ≡ 0, (x, t) ∈ O × (t0 − δ, t0]. (2.2.34)
By the continuity method, Theorem 2.2.2 holds under CASE 2. The proof of Theorem 2.2.2 is
complete.
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2.3 The strict convexity of the level sets of harmonic functions in con-
vex rings
In this section, we consider the following initial boundary value problem
∆u = 0 in Ω = Ω0\Ω1,
u = 0 on ∂Ω0,
u = 1 in ∂Ω1,
(2.3.1)
where Ω = Ω0 \ Ω1 is a C
2 convex ring in Rn (n ≥ 2), i.e. Ω0 and Ω1 are bounded convex C
2
domains in Rn with Ω1 ⊂ Ω0.
Notice that in these assumptions, it holds |∇u| , 0 in Ω (see Kawohl [31]) and the level sets
∂Σcx = {x ∈ Ω : u = c} are n − 1 dimensional hypersurfaces for c ∈ (0, 1). We ask whether ∂Σ
c
x is
convex or strictly convex for every c ∈ (0, 1).
In 1957, Gabriel [22] proved that the level sets of the Green function of a 3-dimension bounded
convex domain are strictly convex. Later, in 1977, Lewis [35] extended Gabriel’s result to p-
harmonic functions in higher dimensions and obtained the following theorem.
Theorem 2.3.1. (Gabriel [22] and Lewis [35]) Suppose Ω = Ω0 \ Ω1 is a C
2 convex ring, and
u ∈ C2(Ω) satisfies (2.3.1). Then the level set ∂Σcx of u is strictly convex for every c ∈ (0, 1).
Motivated by a result of Caffarelli-Friedman [11], Korevaar [33] gave a new proof of Theorem
2.3.1. Also Ma-Ou-Zhang [38] gave a different proof of Theorem 2.3.1, based on a quantitative
Gauss curvature estimate for the curvature of the level sets.
In the following, we give a brief proof of Theorem 2.3.1 in two subsections. The result belongs
to [33] and its proof comes from [5, 33].
2.3.1 A constant rank theorem for the second fundamental form of the level sets of
harmonic functions
In this subsection, we use the notation of Subsection 2.1.1.
Theorem 2.3.2. (Korevaar [33]) Suppose Ω = Ω0 \ Ω1 is a C
2 convex ring, and u ∈ C2(Ω) is a
quasiconcave function satisfying the equation (2.3.1). Then the second fundamental form of level
sets ∂Σcx has constant rank in Ω.
Proof. By the regularity theory of harmonic functions, u ∈ C∞(Ω) ∩ C2(Ω). And the second
fundamental form a(x) = {ai j} of a level set of u is as in (2.1.4).
Suppose a(x) attains minimal rank l at some point x0 ∈ Ω. We can assume l 6 n− 2, otherwise
there is nothing to prove. We also assume un > 0, and pick a small neighborhood O of x0. For any
fixed point x ∈ O, we can choose e1, · · · , en−1, en such that
|∇u(x)| = un(x) > 0 and {ui j}1≤i, j≤n−1is diagonal at x. (2.3.2)
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Without loss of generality we also assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at x ∈ O, by (2.1.4), we
have the matrix {ai j} is also diagonal and a11 ≥ a22 ≥ · · · ≥ an−1n−1. There is a positive constant
δ > 0 depending only on ‖u‖C4 and O, such that a11 ≥ a22 ≥ · · · ≥ all > δ. As before, we denote
the “good” and “bad” sets of indices by G = {1, · · · , l} and B = {l + 1, · · · , n − 1} respectively. If
there is no confusion, we also denote
G = {a11, · · · , all} and B = {al+1l+1, · · · , an−1n−1}. (2.3.3)
Set
φ(x) = σl+1(ai j). (2.3.4)
Following the notations in [11] and [34], if h and g are two functions defined in O, we say h . g if
there exist positive constants C1 and C2 depending only on ||u||C4 , n (independent of x), such that
(h − g)(x) ≤ (C1φ +C2|∇φ|)(x), ∀x ∈ O. We also write
h ∼ g if h . g, and g . h.
For any fixed point x ∈ O, we choose a coordinate system as in (2.3.2) so that |∇u| = un > 0
and the matrix {ai j(x, t)} is diagonal and nonnegative. From the definition of φ, we can get
aii ∼ 0, ∀i ∈ B, (2.3.5)
and
hii ∼ 0, uii ∼ 0, ∀i ∈ B. (2.3.6)
Taking the first derivatives of φ, we get
φα =
n−1∑
i j=1
∂σl+1(a)
∂ai j
ai j,α =
∑
i∈G
σl(a|i)aii,α +
∑
i∈B
σl(a|i)aii,α
∼ σl(G)
∑
i∈B
aii,α ∼ −u
−3
n σl(G)
∑
i∈B
hii,α
∼ −u−3n σl(G)
∑
i∈B
[u2nuiiα − 2unuinuiα],
whence
∑
i∈B
aii,α ∼ 0,
∑
i∈B
hii,α ∼ 0,
∑
i∈B
[u2nuiiα − 2unuinuiα] ∼ 0. (2.3.7)
Then
∑
i∈B
uii j ∼ 0, ∀ j ∈ G. (2.3.8)
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Taking the second derivatives of φ, we have from (2.3.5) and (2.3.7)
φαα =
n−1∑
i, j=1
∂σl+1(a)
∂ai j
ai j,αα +
n−1∑
i, j,k,l=1
∂2σl+1(a)
∂ai j∂akl
ai j,αakl,α
=
n−1∑
j=1
σl(a| j)a j j,αα +
n−1∑
i, j=1,i, j
σl−1(a|i j)aii,αa j j,α −
n−1∑
i, j=1,i, j
σl−1(a|i j)ai j,αa ji,α
∼
∑
j∈B
σl(G)a j j,αα + [
∑
i, j∈G,i, j
+
∑
i∈G, j∈B
+
∑
i∈B, j∈G
+
∑
i, j∈B,i, j
]σl−1(a|i j)aii,αa j j,α
−[
∑
i, j∈G,i, j
+
∑
i∈G, j∈B
+
∑
i∈B, j∈G
+
∑
i, j∈B,i, j
]σl−1(a|i j)ai j,αa ji,α
∼
∑
j∈B
σl(G)a j j,αα − 2
∑
i∈G, j∈B
σl−1(G|i)ai j,αa ji,α
= σl(G)
∑
j∈B
[
a j j,αα − 2
∑
i∈G
ai j,αai j,α
aii
]
, (2.3.9)
where we have used the following inequalities from Lemma 2.1.9:
|aii,αa j j,β | ≤ Ca
1
2
ii
· Ca
1
2
j j
≤ C1φ, i, j ∈ B, i , j;
|ai j,αa ji,β| ≤ C[aiia j j]
1
4 · C[aiia j j]
1
4 ≤ C2φ, i, j ∈ B, i , j.
Since uk = 0 for k = 1, · · · , n − 1, from (2.1.4),
unui jα = −u
2
nai j,α + un juiα + uniu jα + unαui j, ∀ i, j ≤ n − 1,
and
∑
j∈B
a j j,αα ∼ −
1
u3n
∑
j∈B
h j j,αα − 2(
|un|
|∇u|un3
)α
∑
j∈B
h j j,α
∼ −
1
u3n
∑
j∈B
[u2nu j jαα − 2unun juαα j + 2unnu
2
jα + 4unαun ju jα − 4unu jαun jα].
Hence it yields
∑
j∈B
n∑
α=1
a j j,αα ∼ −
1
u3n
∑
j∈B
n∑
α=1
[2unnu
2
jα + 4unαun ju jα − 4unu jαun jα],
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where
n∑
α=1
[2unnu
2
jα+4unαun ju jα − 4unu jαun jα]
∼2unnu
2
jn + 4unnun ju jn − 4unu jnun jn
=6unnun ju jn − 4unu jnunn j
=6[∆u −
n−1∑
i=1
uii]un ju jn − 4unu jn[∆u j −
n−1∑
i=1
uii j]
= − 6u2n j
n−1∑
i=1
uii + 4unu jn
n−1∑
i=1
uii j
∼ − 6u2n j
∑
i∈G
uii + 4unu jn
∑
i∈G
uii j.
For i ∈ G, j ∈ B, we have
n∑
α=1
a2
i j,α
aii
= −
1
u3n
n∑
α=1
[u2nai j,α]
2
uii
∼ −
1
u3n
n∑
α=1
[unui jα − uiαun j − u jαuni]
2
uii
= −
1
u3n
n∑
α=1
[unui jα − 2uiαun j + uiαun j − u jαuni]
2
uii
= −
1
u3n
n∑
α=1
[unui jα − 2uiαun j]
2 + 2[unui jα − 2uiαun j][uiαun j − u jαuni] + [uiαun j − u jαuni]
2
uii
∼ −
1
u3n

n∑
α=1
[unui jα − 2uiαun j]
2
uii
+ 2unuii jun j − 3uiiu
2
n j
 .
Then
∑
j∈B
n∑
α=1
[a j j,αα − 2
∑
i∈G
a2
i j,α
aii
] ∼ 2u−3n
∑
j∈B,i∈G
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
. (2.3.10)
Since aii = −
uii
un
> 0 for i ∈ G, we have uii < 0 for i ∈ G. Hence
∆φ(x) =2u−3n σl(G)
∑
j∈B,i∈G
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
+ O(φ + |∇φ|)
≤C(φ + |∇φ|).
Together with
φ(x) ≥ 0, x ∈ O, φ(x0) = 0, (2.3.11)
we can apply the strong maximum principle of elliptic equations, and we obtain
φ(x) = σl+1(ai j) ≡ 0, x ∈ O. (2.3.12)
By the continuity method, Theorem 2.3.2 holds. 
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2.3.2 The strict convexity of the level sets of u(x)
Let 0 ∈ Ω1. At the initial time we let the domain be the standard ball ring U = BR(0) \ Br(0)
(0 < r < R), and for t ∈ [0, 1], we set
Ω0,t = (1 − t)BR(0) + tΩ0, (2.3.13)
Ω1,t = (1 − t)Br(0) + tΩ1, (2.3.14)
Ωt = Ω0,t \Ω1,t, (2.3.15)
where the sum is the Minkowski vector sum. So the domain Ωt is a family of C
2 strictly convex
rings ( see Schneider [40]) for 0 ≤ t < 1. We denote as ut the solution of the following Dirichlet
problem 
∆ut(x) = 0 in Ωt ,
ut(x) = 0 on ∂Ω0,t,
ut(x) = 1 in ∂Ω1,t.
(2.3.16)
By the maximum principle |∇ut | , 0 in Ωt (see Kawohl [31]), and by the standard elliptic
theory we have uniform estimates on |ut |C3(Ωt) only depending on the geometry of Ω. When t = 0,
Ω0 = U, and each level set ∂Σ
c,0
x = {x ∈ U : u0 = c} is a ball. Hence ∂Σ
c,0
x is strictly convex for
each c ∈ (0, 1). If 0 < t0 ≤ 1 is the first time that the level sets of ut0 becomes convex but not
strictly convex at some point xt0 ∈ Ωt0 , we can use the constant rank theorem (that is Theorem
2.3.1) for ut0 . Hence each level set ∂Σ
c,t0
x = {x ∈ Ωt0 : ut0 = c} is convex but not strictly convex.
But ∂Σc,t0x is a closed convex hypersurface, and there is at least a strictly convex point on each
∂Σc,t0x . This is a contradiction.
Chapter 3
A microscopic space-time Convexity
Principle for space-time level sets
In this chapter, we prove the Theorem 1.0.5. On the proof of constant rank theorem on the space-
time convex solutions of the heat equation in Theorem 2.2.2, we first get the constant rank prop-
erties of spatial Hessian ∇2u in Theorem 2.2.3, then we can obtain some useful properties in
Proposition 2.2.4, at last we complete the proof Theorem 2.2.2 according CASE 1 and CASE
2 in Section 2.2. Using the similar idea in Section 2.2, in order to prove Theorem 1.0.5 on the
constant rank theorem for the second fundamental form of the space-time level sets of a space-
time quasiconcave solution of the heat equation, we divide three sections to complete the proof
on this theorem. Firstly in Section 3.1 we prove Theorem 3.1.1, a constant rank theorem for the
second fundamental form of the spatial level sets of a space-time quasiconcave solution to the heat
equation (1.0.4), and obtain some constant rank properties. Then the proof of Theorem 1.0.5 is
split into two cases (see Lemma 2.1.8). CASE 1 is treated in Section 3.2, using the constant rank
theorem established in Section 3.1. Finally we deal with CASE 2 in Section 3.3, completing the
proof of Theorem 1.0.5.
3.1 A constant rank theorem for the spatial second fundamental form
In this Section we shall consider the spatial level sets of u and obtain the following constant rank
theorem for the spatial second fundamental form.
Theorem 3.1.1. Suppose u ∈ C4,3(Ω × (0, T ]) is a space-time quasiconcave solution of the heat
equation (1.0.4) with ut > 0 and |∇u| > 0 in Ω × (0, T ]. Then the second fundamental form of
spatial level sets ∂Σc,tx = {x ∈ Ω|u(x, t) = c} has the constant rank property in Ω for all c ∈ (0, 1),
i.e. if the rank of II∂Σc,tx attains its minimum rank l0 (0 ≤ l ≤ n−1) at some point (x0, t0) ∈ Ω×(0, T ),
then the rank of II∂Σc,tx is constant onΩ×(0, t0]. Moreover, let l(t) be the minimal rank of the second
fundamental form II∂Σc,tx in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
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The proof is split into two subsections.
3.1.1 Some preliminary calculations for a test function
Since Theorem 3.1.1 is of local nature, we can assume that the level surface ∂Σc,tx = {x ∈ Ω|u(x, t) =
c} be connected for each c ∈ (0, 1). Suppose a(x, t) attains minimal rank l at some point (x0, t0) ∈
Ω × (0, T ]. Let us assume l 6 n − 2, otherwise there is nothing to prove. Furthermore we assume
u ∈ C4,3(Ω × (0, T ]) and un > 0. We can pick a parabolic neighborhood O × (t0 − δ, t0] of (x0, t0)
for δ > 0. For any fixed point (x, t) ∈ O× (t0 − δ, t0], we can express (ai j) as in (2.1.8), by choosing
e1, · · · , en−1, en such that
un(x, t) = |∇u(x, t)| > 0 and (ui j)1≤i, j≤n−1is diagonal at (x, t). (3.1.1)
Without loss of generality we can assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O × (t0 − δ, t0],
from (2.1.8), we have the matrix (ai j)1≤i, j≤n−1 is also diagonal, and without loss of generality we
may assume a11 ≥ a22 ≥ · · · ≥ an−1n−1. There is a positive constant C > 0 depending only on
‖u‖C4 and O × (t0 − δ, t0], such that a11 ≥ a22 ≥ · · · ≥ all > C for all (x, t) ∈ O × (t0 − δ, t0]. Let
G = {1, · · · , l} and B = {l+ 1, · · · , n− 1} be the “good” and “bad” sets of indices respectively, and,
if there is no confusion, we also set
G = {a11, · · · , all} and B = {al+1l+1, · · · , an−1n−1}. (3.1.2)
Note that for any ǫ > 0, we may choose O× (t0 − δ, t0] small enough such that a j j < ǫ for all j ∈ B
and (x, t) ∈ O × (t0 − δ, t0].
For each c, let a = (ai j) be the symmetric Weingarten tensor of ∂Σ
c,t
x . Set
φ(x, t) = σl+1(ai j), (3.1.3)
Theorem 3.1.1 is equivalent to say φ(x) ≡ 0 in O × (t0 − δ, t0].
Following the notations in [11] and [34], if h and g are two functions defined in O× (t0 − δ, t0],
we write h . g if there exist positive constants C1 andC2 depending only on ||u||C3,1 , n (independent
of (x, t)), such that (h − g)(x, t) ≤ (C1φ +C2|∇φ|)(x, t), ∀(x, t) ∈ O × (t0 − δ, t0]. We also write
h ∼ g if h . g, g . h.
In the following, we will use i, j, · · · as indices running from 1 to n − 1 and use the Greek
indices α, β, · · · as indices running from 1 to n.
Lemma 3.1.2. For any fixed (x, t) ∈ O× (t0−δ, t0], with the coordinate system chosen as in (3.1.1),
we have
φt ∼ −u
−3
n σl(G)
∑
j∈B
[u2nu j jt − 2unu jnu jt], (3.1.4)
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and
∆φ ∼ −u−3n σl(G)
∑
j∈B
[u2n∆u j j − 6unun j∆u j + 6u
2
n j∆u]
+2u−3n σl(G)
∑
j∈B,i∈G
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
. (3.1.5)
Proof. This proof is similar as in [18]; for completeness, we give it with some modifications.
For any fixed point (x, t) ∈ O × (t0 − δ, t0], we choose a coordinate system as in (3.1.1) so that
|∇u| = un > 0 and the matrix (ai j(x, t)) is diagonal for 1 ≤ i, j ≤ n − 1 and nonnegative. From the
definition of φ, we can get
aii ∼ 0, ∀i ∈ B, (3.1.6)
and
hii ∼ 0, uii ∼ 0, ∀i ∈ B. (3.1.7)
Taking the first derivatives of φ, we get
φα =
n−1∑
i j=1
∂σl+1(a)
∂ai j
ai j,α =
∑
i∈G
σl(a|i)aii,α +
∑
i∈B
σl(a|i)aii,α
∼ σl(G)
∑
i∈B
aii,α ∼ −u
−3
n σl(G)
∑
i∈B
hii,α
∼ −u−3n σl(G)
∑
i∈B
[u2nuiiα − 2unuinuiα],
so we get
∑
i∈B
aii,α ∼ 0,
∑
i∈B
hii,α ∼ 0,
∑
i∈B
[u2nuiiα − 2unuinuiα] ∼ 0. (3.1.8)
Hence
∑
i∈B
uii j ∼ 0, ∀ j ∈ G. (3.1.9)
Similarly, we get
φt ∼ σl(G)
∑
j∈B
a j j,t ∼ −u
−3
n σl(G)
∑
j∈B
[u2nu j jt − 2unu jnu jt]. (3.1.10)
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Using relationship (3.1.6) - (3.1.8), we have
φαβ =
n−1∑
i, j=1
∂σl+1(a)
∂ai j
ai j,αβ +
n−1∑
i, j,k,l=1
∂2σl+1(a)
∂ai j∂akl
ai j,αakl,β
=
n−1∑
j=1
σl(a| j)a j j,αβ +
n−1∑
i, j=1,i, j
σl−1(a|i j)aii,αa j j,β −
n−1∑
i, j=1,i, j
σl−1(a|i j)ai j,αa ji,β
∼
∑
j∈B
σl(G)a j j,αβ + [
∑
i, j∈G,i, j
+
∑
i∈G, j∈B
+
∑
i∈B, j∈G
+
∑
i, j∈B,i, j
]σl−1(a|i j)aii,αa j j,β
−[
∑
i, j∈G,i, j
+
∑
i∈G, j∈B
+
∑
i∈B, j∈G
+
∑
i, j∈B,i, j
]σl−1(a|i j)ai j,αa ji,β
∼
∑
j∈B
σl(G)a j j,αβ +
∑
i, j∈B,i, j
σl−1(a|i j)aii,αa j j,β
−[
∑
i∈G, j∈B
+
∑
i∈B, j∈G
+
∑
i, j∈B,i, j
]σl−1(a|i j)ai j,αa ji,β
∼
∑
j∈B
σl(G)a j j,αβ − 2
∑
i∈G, j∈B
σl−1(G|i)ai j,αa ji,β
= σl(G)
∑
j∈B
[
a j j,αβ − 2
∑
i∈G
ai j,αai j,β
aii
]
. (3.1.11)
where we have used the following fact from Lemma 2.1.9,
|aii,αa j j,β | ≤ Ca
1
2
ii
· Ca
1
2
j j
≤ C1φ, i, j ∈ B, i , j;
|ai j,αa ji,β| ≤ C[aiia j j]
1
4 · C[aiia j j]
1
4 ≤ C2φ, i, j ∈ B, i , j.
Since uk = 0 for k = 1, · · · , n − 1, from (2.1.8),
unui jα = −u
2
nai j,α + un juiα + uniu jα + unαui j, ∀ i, j ≤ n − 1,
and for each j ∈ B,
a j j,αα ∼ −
1
u3n
h j j,αα − 2(
|un|
|∇u|un
3
)αh j j,α
= −
1
u3n
[u2nu j jαα − 2unun juαα j + 2unnu
2
jα + 4unαun ju jα − 4unu jαun jα]
−2(
|un|
|∇u|un3
)αh j j,α.
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Hence (3.1.8) yields
∑
j∈B
n∑
α=1
a j j,αα ∼ −
1
u3n
∑
j∈B
{
u2n∆u j j − 2unun j∆u j +
n∑
α=1
[2unnu
2
jα + 4unαun ju jα − 4unu jαun jα]
}
− 2
n∑
α=1
(
|un|
|∇u|un3
)α
∑
j∈B
h j j,α
∼ −
1
u3n
∑
j∈B
{
u2n∆u j j − 2unun j∆u j +
n∑
α=1
[2unnu
2
jα + 4unαun ju jα − 4unu jαun jα]
}
,
(3.1.12)
where
n∑
α=1
[2unnu
2
jα + 4unαun ju jα − 4unu jαun jα] ∼2unnu
2
jn + 4unnun ju jn − 4unu jnun jn
=6unnun ju jn − 4unu jnunn j
=6[∆u −
n−1∑
i=1
uii]un ju jn − 4unu jn[∆u j −
n−1∑
i=1
uii j]
=6u2n j∆u − 4unu jn∆u j − 6u
2
n j
n−1∑
i=1
uii + 4unu jn
n−1∑
i=1
uii j
∼6u2n j∆u − 4unu jn∆u j − 6u
2
n j
∑
i∈G
uii + 4unu jn
∑
i∈G
uii j.
For i ∈ G, j ∈ B, we have
n∑
α=1
a2
i j,α
aii
= −
1
u3n
n∑
α=1
[u2nai j,α]
2
uii
∼ −
1
u3n
n∑
α=1
[unui jα − uiαun j − u jαuni]
2
uii
= −
1
u3n
n∑
α=1
[unui jα − 2uiαun j + uiαun j − u jαuni]
2
uii
= −
1
u3n
n∑
α=1
[unui jα − 2uiαun j]
2 + 2[unui jα − 2uiαun j][uiαun j − u jαuni] + [uiαun j − u jαuni]
2
uii
∼ −
1
u3n

n∑
α=1
[unui jα − 2uiαun j]
2
uii
+ 2unuii jun j − 3uiiu
2
n j
 .
So
∑
j∈B
n∑
α=1
[a j j,αα − 2
∑
i∈G
a2
i j,α
aii
] ∼ − u−3n
∑
j∈B
[u2n∆u j j − 6unun j∆u j + 6u
2
n j∆u]
+ 2u−3n
∑
j∈B,i∈G
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
. (3.1.13)
From (3.1.11) and (3.1.13), Lemma 3.1.2 holds. 
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3.1.2 Proof of the constant rank theorem for the spatial second fundamental form
Theorem 3.1.1 is a direct consequence of the following proposition and the strong maximum
principle.
Proposition 3.1.3. Suppose that the function u satisfies the assumptions of Theorem 3.1.1. If the
second fundamental form II∂Σc,tx of the spatial level sets ∂Σ
c,t
x = {x ∈ Ω|u(x, t) = c} attains minimum
rank l at a point (x0, t0) ∈ Ω× (0, T ], then there exist a neighborhood O× (t0 − δ, t0] of (x0, t0) and
a positive constant C, independent of φ, such that
∆φ(x, t) − φt ≤ C(φ + |∇φ|), ∀ (x, t) ∈ O × (t0 − δ, t0]. (3.1.14)
Proof. Let u ∈ C4,3(Ω × [0, T ]) be a space-time quasiconcave solution of equation (1.0.2) and
(ui j) ∈ S
n. Let l be the minimum rank of the second fundamental forms II∂Σc,tx of ∂Σ
c,t
x (l ∈
{0, 1, · · · , n−1}) for every c, and suppose the minimum rank l is attained at (x0, t0) ∈ Ω×(0, T ]. We
work in O × (t0 − δ, t0] of (x0, t0), as usual. Obviously φ(x, t) ≥ 0 and φ(x0, t0) = 0. For each fixed
(x, t), choose as usual a local coordinate e1, · · · , en−1, en such that (3.1.1) is satisfied. We want to
establish differential inequality (3.1.14) for φ.
By Lemma 3.1.2 and ut = ∆u,
∆φ(x, t) − φt = −u
−3
n σl(G)
∑
j∈B
[−4unun jut j + 6u
2
n jut]
+2u−3n σl(G)
∑
j∈B,i∈G
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
(3.1.15)
+O(φ + |∇φ|).
Since uii = −unaii < 0 for i ∈ G, and for j ∈ B
−4unun jut j + 6u
2
n jut =
1
ut
[6(utun j)
2 − 4(unut j)(utun j)]
=
1
ut
[6(utun j)
2 − 4(utun j −
hˆ jn
ut
)(utun j)]
=
1
ut
[2(utun j)
2 + 4
hˆ jn
ut
(utun j)]
=
2
ut
[utun j +
hˆ jn
ut
]2 − 2
hˆ2
jn
u3t
.
(3.1.16)
By (2.1.14), (2.1.17) and (3.1.7), for j ∈ B, we know
aˆ j j = −
hˆ j j
|Du|u2t
= −
u j j
|Du|
= O(φ). (3.1.17)
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Now we use the key assumption in our Theorem 3.1.1 that the solution is space-time quasicon-
cave, then for j ∈ B we get
aˆ2jn ≤ aˆ j jaˆnn = O(φ), and hˆ
2
jn = O(φ). (3.1.18)
From (3.1.16) and (3.1.18), we obtain
−4unun jut j + 6u
2
n jut =
2
ut
[utun j +
hˆ jn
ut
]2 + O(φ). (3.1.19)
Now we can get
∆φ(x, t) − φt = −2u
−3
n
∑
j∈B
σl(G)
1
ut
[utun j +
hˆ jn
ut
]2
+2u−3n
∑
j∈B,i∈G
σl(G)
n∑
α=1
[unui jα − 2uiαu jn]
2
uii
+O(φ + |∇φ|) . (3.1.20)
This yields (3.1.14) and the proof is complete. 
3.1.3 Some consequences of Theorem 3.1.1
In the above proof, for (3.1.20) and the strong maximum principle, we get
φ = 0 for (x, t) ∈ O × (t0 − δ, t0].
Then for any (x, t) ∈ O × (t0 − δ0, t0] it must hold
aii = 0, for i ∈ B. (3.1.21)
In fact, we can obtain more precise information as follows.
Corollary 3.1.4. For any (x, t) ∈ O × (t0 − δ0, t0] with the suitable coordinate system (3.1.1), we
have
uii = 0, for i ∈ B, (3.1.22)
uni = 0, for i ∈ B, (3.1.23)
ui jα = 0, for i ∈ B, j ∈ G, α = 1, · · · , n. (3.1.24)
Proof. By (2.1.8) and (3.1.21) we have
uii = 0, for i ∈ B,
Then from (2.1.12), (2.1.14) and (2.1.15),
hˆii = 0, aˆii = 0, for i ∈ B.
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From aˆ ≥ 0,
aˆin = 0, hˆin = 0, for i ∈ B.
Equation (3.1.20) yields
utuni +
hˆin
ut
= 0, for i ∈ B,
unui jα − 2u jαuin = 0, for i ∈ B, j ∈ G, α = 1, · · · , n,
so it holds
uni = 0, for i ∈ B,
ui jα = 0, for i ∈ B, j ∈ G, α = 1, · · · , n.
So the proof of Corollary 3.1.4 is complete. 
Remark 3.1.5. In this section we got a constant rank theorem for the second fundamental form
of the spatial level sets of a space-time quasiconcave solution to heat equation (1.0.4). But if we
delete the condition space-time quasiconcave solution in above Theorem 3.1.1, then we couldn’t
obtain the constant rank theorem for the second fundamental form of the spatial convex level sets
of the solution to heat equation (1.0.4). In fact we need another structure condition on the parabolic
partial differential equation to get this property, for example it is true for the equation
∂u
∂t
=
∆u
|∇u|2
.
Please see the detail in Chen-Shi [18] or Ishige-Salani [29].
3.2 A constant rank theorem for the space-time second fundamental
form: CASE 1
In this section, we begin the proof of Theorem 1.0.5 .
We start to consider the space-time level sets ∂Σcx,t = {(x, t) ∈ Ω × [0, T ]|u(x, t) = c}, and as in
Section 2.1.3, the Weingarten tensor of ∂Σcx,t is
aˆαβ = −
|ut |
|Du|ut3
Aˆαβ, 1 ≤ α, β ≤ n, (3.2.1)
where Aαβ defined as in (2.1.15), and for explicit formulae see from (2.1.17) to (2.1.20).
Suppose aˆ(x, t) = (aˆαβ)n×n attains the minimal rank l at some point (x0, t0) ∈ Ω×(0, T ]. Wemay
assume l 6 n − 1, otherwise there is nothing to prove. At (x0, t0), we may choose e1, · · · , en−1, en
such that
un(x0, t0) = |∇u(x0, t0)| > 0, and (ui j)1≤i, j≤n−1is diagonal at (x0, t0). (3.2.2)
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Without loss of generality we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x0, t0), from (3.2.1), we
have the matrix (aˆi j)1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. From Lemma 2.1.8,
we get at (x0, t0), there is a positive constant C0 such that
CASE 1:
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1.
CASE 2:
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆnn =
l∑
i=1
aˆ2
in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
In this section, we consider CASE 1.
There is a neighborhood O× (t0 − δ, t0] of (x0, t0), such that for any fixed point (x, t) ∈ O× (t0 −
δ, t0], we may choose e1, · · · , en−1, en such that
un(x, t) = |∇u(x, t)| > 0 and (ui j)1≤i, j≤n−1is diagonal at (x, t). (3.2.3)
Similarly we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O × (t0 − δ, t0], from (3.2.1), we
have the matrix (aˆi j)1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. There is a positive
constant C0 > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆnn −
l−1∑
i=1
aˆ2
in
aˆii
≥ C0.
for (x, t) ∈ O × (t0 − δ, t0]. For convenience we denote G = {1, · · · , l − 1} and B = {l, · · · , n − 1} be
the “good” and “bad” sets of indices respectively.
Since
aˆi j =
|∇u|
|Du|
ai j, 1 ≤ i, j ≤ n − 1, (3.2.4)
there is a positive constant C > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
a11 ≥ · · · ≥ al−1l−1 ≥ C, (x, t) ∈ O × (t0 − δ, t0], (3.2.5)
and
all(x0, t0) = · · · = an−1n−1(x0, t0) = 0. (3.2.6)
So the spatial second fundamental form a = (ai j)n−1×n−1 attains the minimal rank l − 1 at (x0, t0).
From Theorem 3.1.1, the constant rank theorem holds for the spatial second fundamental form a.
So we can get aii = 0,∀i ∈ B for any (x, t) ∈ O × (t0 − δ, t0]. Furthermore,
aˆii = 0, ∀i ∈ B. (3.2.7)
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We denote M = (aˆi j)n−1×n−1, so
σl+1(M) = σl(M) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0]. (3.2.8)
Then we have from (2.1.21)
0 ≤ σl+1(aˆ) ≤ σl+1(M) + aˆnnσl(M) = 0. (3.2.9)
So
σl+1(aˆ) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0]. (3.2.10)
By the continuity method, Theorem 1.0.5 holds under the CASE 1.
3.3 A constant rank theorem for the space-time second fundamental
form: CASE 2
Now we consider CASE 2. For completeness we write out the Weingarten tensor of the space-time
level sets ∂Σcx,t = {(x, t) ∈ Ω × [0, T ]|u(x, t) = c} as
aˆαβ = −
|ut |
|Du|ut3
Aˆαβ, 1 ≤ α, β ≤ n, (3.3.1)
where
Aˆi j =hˆi j −
uiunhˆ jn
Wˆ(1 + Wˆ)u2t
−
u junhˆin
Wˆ(1 + Wˆ)u2t
(3.3.2)
−
ui
∑n−1
l=1 ulhˆ jl
Wˆ(1 + Wˆ)u2t
−
u j
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
+
uiu ju
2
nhˆnn
Wˆ2(1 + Wˆ)2u4t
+ Ti j, 1 ≤ i, j ≤ n − 1,
Aˆin =
1
Wˆ
hˆin −
uiunhˆnn
Wˆ2(1 + Wˆ)u2t
−
un
∑n−1
l=1 ulhˆil
Wˆ(1 + Wˆ)u2t
(3.3.3)
+
hˆin
∑n−1
l=1 u
2
l
Wˆ(1 + Wˆ)u2t
+
ui
∑n−1
l=1 ulhˆnl
Wˆ(1 + Wˆ)u2t
[1 −
2
Wˆ
] + Tin, 1 ≤ i ≤ n − 1,
Aˆnn =
1
Wˆ2
hˆnn − 2
un
∑n−1
l=1 ulhˆnl
Wˆ2(1 + Wˆ)u2t
(3.3.4)
+ 2
∑n−1
l=1 u
2
l
hˆnn
Wˆ2(1 + Wˆ)u2t
+
∑n−1
k,l=1 ukulhˆkl
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
] + Tnn,
and
hˆαβ = u
2
t uαβ + uttuαuβ − utuβuαt − utuαuβt, 1 ≤ α, β ≤ n. (3.3.5)
When we choose the coordinates such that ui = 0 (1 ≤ i ≤ n − 1) at some point (x0, t0), Tαβ
(1 ≤ α, β ≤ n) satisfies
Tαβ = 0, DTαβ = 0, D
2Tαβ = 0, 1 ≤ α, β ≤ n. (3.3.6)
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From Lemma 2.1.8, aˆ(x, t) = (aˆαβ)n×n attains the minimal rank l at some point (x0, t0) ∈
Ω × (0, T ] and at (x0, t0), we may choose e1, · · · , en−1, en such that
un = |∇u| > 0, and (ui j)1≤i, j≤n−1is diagonal at (x0, t0).
Then we have
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆnn =
l∑
i=1
aˆ2
in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
Then there is a neighborhood O × (t0 − δ, t0] of (x0, t0), such that for any fixed point (x, t) ∈
O × (t0 − δ, t0], we may choose e1, · · · , en−1, en such that
un(x, t) = |∇u(x, t)| > 0, and (ui j)1≤i, j≤n−1is diagonal at (x, t). (3.3.7)
Similarly we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O × (t0 − δ, t0], from (3.3.1) and
(3.3.2), we have the matrix (aˆi j)1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. There is
a positive constant C > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
aˆ11 ≥ · · · ≥ aˆll ≥ C,
for all (x, t) ∈ O×(t0−δ, t0]. For convenience we denoteG = {1, · · · , l} and B = {l+1, · · · , n−1} be
the “good” and “bad” sets of indices respectively. Without confusion we will also simply denote
G = {aˆ11, · · · , aˆll} and B = {aˆl+1l+1, · · · , aˆn−1n−1}.
We shall divide this part into three steps. In step 1 we use Theorem 3.1.1 to perform a reduction
of the proof. Step 2 starts from Lemma 3.3.5, which is the reduction for the second derivative of φ
via step 1. In step 3, we shall complete the proof of Theorem 1.0.5 with the help of Theorem 3.3.7.
3.3.1 Step 1: reduction using Theorem 3.1.1
From Theorem 3.1.1, the constant rank theorem holds for the spatial second fundamental form a
with the minimal rank l. So for any (x, t) ∈ O × (t0 − δ, t0] with the coordinate (3.3.7), we can get
aii = 0,∀i ∈ B. Furthermore, aˆii = 0,∀i ∈ B.
Under above assumptions, we can get
Proposition 3.3.1. For any (x, t) ∈ O × (t0 − δ, t0] with the coordinate (3.3.7), we have
aˆii(x, t) ≡ 0, i ∈ B. (3.3.8)
Furthermore, we have at (x, t)
aˆi j(x, t) ≡ 0, i or j ∈ B, (3.3.9)
aˆin(x, t) = aˆni(x, t) ≡ 0, i ∈ B, (3.3.10)
Daˆi j(x, t) = (∇aˆi j, aˆi j,t)(x, t) ≡ 0, i or j ∈ B, (3.3.11)
Daˆin(x, t) = Daˆni(x, t) ≡ 0, i ∈ B. (3.3.12)
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Proof. The proof is directly from the constant rank theorem of a and Lemma 2.1.9 (i.e. Remark
2.1.10).
For any (x, t) ∈ O × (t0 − δ, t0] with the coordinate (3.3.7), we can get
aˆi j =
|∇u|
|Du|
ai j, 1 ≤ i, j ≤ n − 1,
then there is a positive constant C > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
a11 ≥ · · · ≥ all ≥ C, (x, t) ∈ O × (t0 − δ, t0],
and
al+1l+1(x0, t0) = · · · = an−1n−1(x0, t0) = 0.
So the spatial second fundamental form a = (ai j)n−1×n−1 attains the minimal rank l at (x0, t0). From
Theorem 3.1.1, the constant rank theorem holds for the spatial second fundamental form a. Then
we can get for any (x, t) ∈ O × (t0 − δ, t0] with the coordinate (3.3.7) (that is (3.1.1)),
aii(x, t) = 0, ∀i ∈ B.
Furthermore, we have
aˆii(x, t) =
|∇u|
|Du|
aii = 0, ∀i ∈ B.
From the positive definite of aˆ at (x, t), we get
aˆin(x, t) = 0, ∀i ∈ B.
And from Remark 2.1.10, we get
|Daˆi j |(x, t) = |Daˆin|(x, t) = 0, ∀i ∈ B.
So the lemma holds. 
We denote M = (aˆi j)n−1×n−1, and set
φ = σl+1(aˆ). (3.3.13)
Following the notation in [11] and [34], let h and g be two functions defined in O × (t0 − δ, t0], we
say h . g if there exist positive constants C1 and C2 depending only on ||u||C3,1 , n (independent of
(x, t)), such that (h − g)(x, t) ≤ (C1φ +C2|∇φ|)(x, t), ∀(x, t) ∈ O × (t0 − δ, t0]. We also write
h ∼ g if h . g, g . h.
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Lemma 3.3.2. Under the above assumptions and notations, for any (x, t) ∈ O × (t0 − δ, t0] with
the coordinate (3.3.7), we have
uii = 0, i ∈ B; uii =
hˆii
u2t
, i ∈ G; (3.3.14)
ui j = 0, i ∈ B ∪G, j ∈ B ∪G, i , j; (3.3.15)
uin = 0, i ∈ B; uit = 0, i ∈ B; (3.3.16)
u2t uin = hˆin + unutuit, i ∈ G; (3.3.17)
unn = ut −
1
u2t
∑
i∈G
hˆii; (3.3.18)
u2nutt ∼
∑
i∈G
hˆ2
in
hˆii
+
∑
i∈G
hˆii − u
3
t + 2unutunt. (3.3.19)
Proof. Under the above assumptions, we need to do some routine calculations for the derivatives
of φ. In the following, (3.3.7) can be used all the time.
Since M is diagonal and aˆii = 0 for i ∈ B, we can get from Lemma 2.1.7,
φ =σl+1(M) + aˆnnσl(M) −
∑
i
aˆniaˆinσl−1(M|i)
=σl(G)[aˆnn −
∑
i∈G
aˆ2
in
aˆii
],
so
aˆnn −
∑
i∈G
aˆ2
in
aˆii
∼ 0. (3.3.20)
By (3.3.1), we have
Aˆnn −
∑
i∈G
Aˆ2
in
Aˆii
∼ 0. (3.3.21)
Since un = |∇u| > 0 by (3.3.7), ui = 0, i = 1, · · · , n − 1, then we get
Aˆi j = hˆi j, Aˆin =
1
Wˆ
hˆin, Aˆnn =
1
Wˆ2
hˆnn, (3.3.22)
so from (3.3.21), we can get
hˆnn −
∑
i∈G
hˆ2
in
hˆii
∼ 0. (3.3.23)
From (3.3.1), (3.3.21) and Proposition 3.3.1, we have
0 = ai j = −
|ut |
|Du|ut3
Aˆi j = −
|ut |
|Du|ut3
hˆi j, i ∈ B, j ∈ B ∪G,
0 = ain = −
|ut |
|Du|ut
3
Aˆin = −
|ut |
|Du|ut
3
1
Wˆ
hˆin, i ∈ B,
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so we get
hˆi j = u
2
t ui j = 0, i ∈ B, j ∈ B ∪G; hˆin = u
2
t uin − unutuit = 0, i ∈ B. (3.3.24)
From (3.3.5), (3.3.7) and (3.3.24), we get
uii = 0, i ∈ B; uii =
hˆii
u2t
, i ∈ G;
ui j = 0, i ∈ B ∪G, j ∈ B ∪G, i , j;
uin =
un
ut
uit, i ∈ B; u
2
t uin = hˆin + unutuit, i ∈ G;
unn = ut −
n−1∑
i=1
uii = ut −
∑
i∈G
hˆii
u2t
;
u2nutt = hˆnn − u
2
t unn + 2unutunt ∼
∑
i∈G
hˆ2
in
hˆii
+
∑
i∈G
hˆii − u
3
t + 2unutunt.
By Corollary 3.1.4, uin = uit = 0 for i ∈ B, so we can get (3.3.14) - (3.3.19). The lemma holds. 
Lemma 3.3.3. Under the above assumptions and notations, for any (x, t) ∈ O × (t0 − δ, t0] with
the coordinate (3.3.7), we have
aˆnn,α − 2
∑
i∈G
aˆin
aˆii
aˆin,α +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,α ∼ 0, α = 1, · · · , n, (3.3.25)
Aˆnn,α − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,α +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,α ∼ 0, α = 1, · · · , n, (3.3.26)
hˆnn,α − 2
∑
i∈G
hˆin
hˆii
hˆin,α +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,α ∼ 0, α = 1, · · · , n, (3.3.27)
and
φt ∼σl(G)[aˆnn,t − 2
∑
i∈G
aˆin
aˆii
aˆin,t +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,t]
∼σl(G)(−
|ut |
|Du|ut3
)[Aˆnn,t − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,t +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,t]
∼σl(G)(−
|ut |
|Du|ut3
)
1
Wˆ2
[hˆnn,t − 2
∑
i∈G
hˆin
hˆii
hˆin,t +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,t]. (3.3.28)
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Proof. Taking the first derivatives of φ with respect to t, we have from Lemma 2.1.7
φt =
∑
i
σl(M|i)aˆii,t + aˆnn,tσl(M) + aˆnn
∑
i
σl−1(M|i)aˆii,t
− 2
∑
i
σl−1(M|i)aˆniaˆni,t −
∑
i, j
σl−2(M|i j)aˆ
2
niaˆ j j,t +
∑
i, j
σl−2(M|i j)aˆniaˆn jaˆi j,t
=σl(G)aˆnn,t + aˆnn
∑
i∈G
σl−1(G|i)aˆii,t
− 2
∑
i∈G
σl−1(G|i)aˆniaˆni,t −
∑
i, j∈G
i, j
σl−2(G|i j)aˆ
2
niaˆ j j,t +
∑
i, j∈G
i, j
σl−2(G|i j)aˆniaˆn jaˆi j,t,
by (3.3.9)-(3.3.12) and (3.3.20), we get
aˆnn
∑
i∈G
σl−1(G|i)aˆii,t −
∑
i, j∈G
i, j
σl−2(G|i j)aˆ
2
niaˆ j j,t +
∑
i, j∈G
i, j
σl−2(G|i j)aˆniaˆn jaˆi j,t
=aˆnnσl(G)
∑
i∈G
1
aˆii
aˆii,t − σl(G)
∑
i, j∈G
i, j
aˆ2
ni
aˆii
1
aˆ j j
aˆ j j,t + σl(G)
∑
i, j∈G
i, j
aˆni
aˆii
aˆn j
aˆ j j
aˆi j,t
∼σl(G)
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,t,
so we can get that
φt ∼σl(G)[aˆnn,t − 2
∑
i∈G
aˆin
aˆii
aˆin,t +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,t]. (3.3.29)
By (3.3.1) and (3.3.20), we have
φt ∼ σl(G)(−
|ut |
|Du|ut3
)[Aˆnn,t − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,t +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,t], (3.3.30)
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and from (3.3.2)-(3.3.4), we get
Aˆnn,t =
( 1
Wˆ2
)
t
hˆnn +
1
Wˆ2
hˆnn,t − 2
un
∑n−1
l=1 ulthˆnl
Wˆ2(1 + Wˆ)u2t
,
−2
∑
i∈G
Aˆin
Aˆii
Aˆin,t = − 2
∑
i∈G
( 1
Wˆ
) hˆin
hˆii
[( 1
Wˆ
)
t
hˆin +
1
Wˆ
hˆin,t −
uitunhˆnn
Wˆ2(1 + Wˆ)u2t
−
un
∑n−1
l=1 ulthˆil
Wˆ(1 + Wˆ)u2t
]
= − 2
∑
i∈G
( 1
Wˆ
) hˆin
hˆii
[( 1
Wˆ
)
t
hˆin +
1
Wˆ
hˆin,t −
uitunhˆnn
Wˆ2(1 + Wˆ)u2t
−
unuithˆii
Wˆ(1 + Wˆ)u2t
]
∼ − 2
( 1
Wˆ
)( 1
Wˆ
)
t
hˆnn − 2
1
Wˆ2
∑
i∈G
hˆin
hˆii
hˆin,t +
2unhˆnn
Wˆ3(1 + Wˆ)u2t
∑
i∈G
uithˆin
hˆii
+
2un
∑
i∈G
uithˆin
Wˆ2(1 + Wˆ)u2t
,
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,t =
∑
i, j∈G
( 1
Wˆ2
) hˆin
hˆii
hˆ jn
hˆ j j
[
hˆi j,t −
uitunhˆ jn
Wˆ(1 + Wˆ)u2t
−
u jtunhˆin
Wˆ(1 + Wˆ)u2t
]
∼
( 1
Wˆ2
) ∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,t −
2unhˆnn
Wˆ3(1 + Wˆ)u2t
∑
i∈G
uithˆin
hˆii
,
then
Aˆnn,t − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,t +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,t
∼
1
Wˆ2
[hˆnn,t − 2
∑
i∈G
hˆin
hˆii
hˆin,t +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,t]. (3.3.31)
So by (3.3.30) and (3.3.31), (3.3.28) holds.
Similarly, taking the first derivative of φ in the direction eα, it follows that
φα ∼σl(G)[aˆnn,α − 2
∑
i∈G
aˆin
aˆii
aˆin,α +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,α],
so
aˆnn,α − 2
∑
i∈G
aˆin
aˆii
aˆin,α +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,α ∼ 0.
Similarly, we can get
Aˆnn,α − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,α +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,α ∼ 0, α = 1, · · · , n,
and
hˆnn,α − 2
∑
i∈G
hˆin
hˆii
hˆin,α +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,α ∼ 0, α = 1, · · · , n.
The lemma holds. 
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Lemma 3.3.4. Under the above assumptions and notations, for any (x, t) ∈ O × (t0 − δ, t0] with
the coordinate (3.3.7), we have
ui jα = 0, i ∈ B, j ∈ B ∪G, α ∈ B ∪G; (3.3.32)
ui jn = 0, ui jt = 0, i ∈ B, j ∈ B ∪G; (3.3.33)
uinn = 0, uint = 0, uitt = 0, i ∈ B; (3.3.34)
u2t uiii = hˆii,i, i ∈ G; (3.3.35)
u2t uii j = hˆii, j − 2
u jt
ut
hˆii, u
2
t ui ji = hˆi j,i +
u jt
ut
hˆii, u
2
t ui j j = hˆi j, j +
uit
ut
hˆ j j, i ∈ G, j ∈ G, i , j; (3.3.36)
u2t uiin = hˆii,n − 2
unt
ut
hˆii + 2
uit
ut
hˆin + 2unu
2
it, i ∈ G; (3.3.37)
u2t ui jk = hˆi j,k, i ∈ G, j ∈ G, k ∈ G, i , j , k; (3.3.38)
u2t ui jn = hˆi j,n +
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt, i ∈ G, j ∈ G, i , j; (3.3.39)
u2t unni = −
∑
k∈G
hˆkk,i + u
2
t uit + 2
uit
ut
∑
k∈G,k,i
hˆkk, i ∈ G (3.3.40)
u2t unnn = −
∑
k∈G
hˆkk,n + u
2
t unt + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
ukt
ut
hˆkn − 2
∑
k∈G
unu
2
kt; (3.3.41)
unutuiit = −hˆin,i + hˆii,n + 3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt, i ∈ G; (3.3.42)
unutui jt = −hˆin, j + hˆi j,n + 3
u jt
ut
hˆin + 2unuitu jt, i ∈ G, j ∈ G, i , j; (3.3.43)
unutunnt =
∑
i∈G
[hˆin,i − hˆii,n] + unututt −
∑
i∈G
[3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt]; (3.3.44)
unutuint = −hˆin,n −
∑
k∈G
hˆkk,i + 3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt, i ∈ G; (3.3.45)
and
u2nutti =hˆnn,i − 2hˆin,n −
∑
k∈G
hˆkk,i − u
2
t uit + 4
uit
ut
∑
k∈G,k,i
hˆkk
+ 2
uit
ut
hˆii + 2
unt
ut
hˆin − 2utuitunn + 2utuniutn + 2unutiutn, i ∈ G; (3.3.46)
u2nuttn =hˆnn,n + 2
∑
i∈G
hˆin,i −
∑
k∈G
hˆkk,n
− u2t unt − 4
∑
i∈G
uit
ut
hˆin + 4
unt
ut
∑
i∈G
hˆii − 2
∑
i∈G
unu
2
it + 2unu
2
tn, (3.3.47)
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Proof. By (3.3.1), (3.3.11) and (3.3.12), we get for i ∈ B or j ∈ B,
0 = Daˆi j = −
|ut |
|Du|ut3
DAˆi j
= −
|ut |
|Du|ut3
[Dhˆi j −
Duiunhˆ jn
Wˆ(1 + Wˆ)u2t
−
Du junhˆin
Wˆ(1 + Wˆ)u2t
]
= −
|ut |
|Du|ut3
Dhˆi j,
0 = Daˆin = −
|ut |
|Du|ut3
DAˆin
= −
|ut |
|Du|ut3
[
1
Wˆ
Dhˆin −
Duiunhˆnn
Wˆ2(1 + Wˆ)u2t
−
un
∑n−1
l=1 Dulhˆil
Wˆ(1 + Wˆ)u2t
]
= −
|ut |
|Du|ut
3
1
Wˆ
Dhˆin,
so we get
0 = hˆi j,α = u
2
t ui jα, i ∈ B, j ∈ B, α ∈ B ∪G;
0 = hˆi j,n = u
2
t ui jn − utuinu jt − utu jnuit = u
2
t ui jn, i ∈ B, j ∈ B;
0 = hˆi j,t = u
2
t ui jt − utuitu jt − utu jtuit = u
2
t ui jt, i ∈ B, j ∈ B;
0 = hˆi j,α = u
2
t ui jα − utu jαuit = u
2
t ui jα, i ∈ B, j ∈ G, α ∈ B ∪G;
0 = hˆi j,n = u
2
t ui jn − utuinu jt − utu jnuit = u
2
t ui jn, i ∈ B, j ∈ G;
0 = hˆi j,t = u
2
t ui jt − 2utuitu jt = u
2
t ui jt, i ∈ B, j ∈ G;
0 = hˆin,α = u
2
t uinα − utunuitα = u
2
t uinα, i ∈ B, α ∈ B ∪G;
0 = hˆin,n = u
2
t uinn − utunuint, i ∈ B;
0 = hˆin,t = u
2
t uint − utunuitt, i ∈ B;
and by the equation (1.0.4), we have
unni = ∆ui −
n−1∑
k=1
ukki = uit −
∑
k∈G
ukki = 0, i ∈ B.
So
ui jα = 0, i ∈ B, j ∈ B ∪G, α ∈ B ∪G;
ui jn = 0, ui jt = 0, i ∈ B, j ∈ B ∪G;
uinn = 0, uint = 0, uitt = 0, i ∈ B;
For i, j ∈ G, we can get
hˆi j,α = u
2
t ui jα + 2ututαui j − uiαutut j − u jαututi, (3.3.48)
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so
u2t uiii =hˆii,i − [2ututiuii − uiiututi − uiiututi] = hˆii,i, i ∈ G;
and
u2t uii j =hˆii, j − [2utut juii − ui jututi − ui jututi]
=hˆii, j − 2utut juii
=hˆii, j − 2
u jt
ut
hˆii, i ∈ G, j ∈ G, i , j.
Similarly, we have from (3.3.48)
u2t ui ji =hˆi j,i − [2ututiui j − uiiutut j − u jiututi]
=hˆi j,i + utut juii
=hˆi j,i +
u jt
ut
hˆii, i ∈ G, j ∈ G, i , j;
u2t ui j j =hˆi j, j − [2utut jui j − ui jutut j − u j jututi]
=hˆi j, j + u j jututi
=hˆi j, j +
uit
ut
hˆ j j, i ∈ G, j ∈ G, i , j.
From (3.3.48), we also have
u2t uiin =hˆii,n − [2ututnuii − uinututi − uinututi]
=hˆii,n − 2ututnuii + 2uinututi
=hˆii,n − 2
unt
ut
u2t uii + 2
uit
ut
[hˆin + unututi]
=hˆii,n − 2
unt
ut
hˆii + 2
uit
ut
hˆin + 2unu
2
it, i ∈ G;
u2t ui jk =hˆi j,k − [2ututkui j − uikutut j − u jkututi] = hˆi j,k, i ∈ G, j ∈ G, k ∈ G, i , j , k;
u2t ui jn =hˆi j,n − [2ututnui j − uinutut j − u jnututi]
=hˆi j,n + uinutut j + u jnututi
=hˆi j,n +
u jt
ut
[hˆin + unutuit] +
uit
ut
[hˆ jn + unutu jt]
=hˆi j,n +
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt, i ∈ G, j ∈ G, i , j.
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And
u2t unni =u
2
t [∆ui −
∑
k∈G
ukki] = u
2
t uit − u
2
t uiii −
∑
k∈G,k,i
u2t ukki
=u2t uit − hˆii,i −
∑
k∈G,k,i
[hˆkk,i − 2
uit
ut
hˆkk]
=u2t uit −
∑
k∈G
hˆkk,i + 2
uit
ut
∑
k∈G,k,i
hˆkk, i ∈ G,
u2t unnn =u
2
t [∆un −
∑
k∈G
ukkn]
=u2t unt −
∑
k∈G
[hˆkk,n − 2
unt
ut
hˆkk + 2
ukt
ut
hˆkn + 2unu
2
kt]
=u2t unt −
∑
k∈G
hˆkk,n + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
ukt
ut
hˆkn − 2
∑
k∈G
unu
2
kt.
For i ∈ G, we can get from (3.3.5)
hˆin,α = u
2
t uinα + 2ututαuin + uiαunutt − uiαututn − unαututi − unutαuti − unututiα, (3.3.49)
then
unutuiit = − hˆin,i + u
2
t uiin + 2ututiuin + uiiunutt − uiiututn − uniututi − unutiuti
= − hˆin,i + [hˆii,n − 2
unt
ut
hˆii + 2
uit
ut
hˆin + 2unu
2
it]
+ 2ututiuin + uiiunutt − uiiututn − uniututi − unutiuti
= − hˆin,i + hˆii,n + 3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt, i ∈ G;
unutui jt = − hˆin, j + u
2
t ui jn + 2utut juin + ui junutt − ui jututn − un jututi − unut juti
= − hˆin, j + [hˆi j,n +
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt]
+ 2utut juin − un jututi − unut juti
= − hˆin, j + [hˆi j,n +
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt]
+ 2
u jt
ut
[hˆin + unututi] −
uit
ut
[hˆ jn + unutut j] − unut juti
= − hˆin, j + hˆi j,n + 3
u jt
ut
hˆin + 2unuitu jt, i ∈ G, j ∈ G, i , j;
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unutuint = − hˆin,n + u
2
t uinn + 2ututnuin + uinunutt − uinututn − unnututi − unutnuti
= − hˆin,n + [u
2
t uit −
∑
k∈G
hˆkk,i + 2
uit
ut
∑
k∈G,k,i
hˆkk]
+ ututnuin + uinunutt − unnututi − unutnuti
= − hˆin,n −
∑
k∈G
hˆkk,i + 2
uit
ut
∑
k∈G,k,i
hˆkk + [utuit∆u − unnututi]
+
unt
ut
[u2t uin − unututi] + uinunutt
= − hˆin,n −
∑
k∈G
hˆkk,i + 3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt, i ∈ G.
So by the equation, we have
unutunnt =unut[∆ut −
∑
k∈G
ukkt]
=unututt −
∑
i∈G
[−hˆin,i + hˆii,n + 3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt]
=unututt +
∑
i∈G
[hˆin,i − hˆii,n] −
∑
i∈G
[3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt].
At last, we can get
hˆnn,α =u
2
t unnα + 2ututαunn + u
2
nuttα + 2ununαutt − 2unαututn
− 2unutαutn − 2unututnα, (3.3.50)
so
u2nutti =hˆnn,i − [u
2
t unni + 2ututiunn + 2ununiutt − 2uniututn − 2unutiutn − 2unututni]
=hˆnn,i − [u
2
t uit −
∑
k∈G
hˆkk,i + 2
uit
ut
∑
k∈G,k,i
hˆkk]
+ 2[−hˆin,n −
∑
k∈G
hˆkk,i + 3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt]
− [2ututiunn + 2ununiutt − 2uniututn − 2unutiutn]
=hˆnn,i − 2hˆin,n −
∑
k∈G
hˆkk,i − u
2
t uit + 4
uit
ut
∑
k∈G,k,i
hˆkk
+ 2
uit
ut
hˆii + 2
unt
ut
hˆin − 2utuitunn + 2utuniutn + 2unutiutn, i ∈ G;
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and
u2nuttn =hˆnn,n − [u
2
t unnn + 2ututnunn + 2ununnutt − 2unnututn − 2unutnutn − 2unututnn]
=hˆnn,n − [u
2
t unt −
∑
k∈G
hˆkk,n + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
ukt
ut
hˆkn − 2
∑
k∈G
unu
2
kt]
+ 2[unututt +
∑
i∈G
(hˆin,i − hˆii,n) −
∑
i∈G
(3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt)]
− [2ununnutt − 2unutnutn]
=hˆnn,n + 2
∑
i∈G
hˆin,i −
∑
k∈G
hˆkk,n + [2unututt − 2
∑
i∈G
(uiiunutt) − 2ununnutt]
− u2t unt − 4
∑
i∈G
uit
ut
hˆin + 4
unt
ut
∑
i∈G
hˆii − 2
∑
i∈G
unu
2
it + 2unu
2
tn
=hˆnn,n + 2
∑
i∈G
hˆin,i −
∑
k∈G
hˆkk,n
− u2t unt − 4
∑
i∈G
uit
ut
hˆin + 4
unt
ut
∑
i∈G
hˆii − 2
∑
i∈G
unu
2
it + 2unu
2
tn.
The lemma holds. 
3.3.2 Step 2: reduction for the second derivatives of the test function φ
Lemma 3.3.5. Under the above assumptions and notations, for any (x, t) ∈ O × (t0 − δ, t0] with
the coordinate (3.3.7), we have
φαα ∼
σl(G) + aˆnnσl−1(G) −
∑
i∈G
aˆ2inσl−2(G |i )

∑
m∈B
aˆmm,αα
+σl(G)
aˆnn,αα − 2
∑
i∈G
aˆin
aˆii
aˆin,αα +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,αα
 (3.3.51)
−2σl(G)
∑
i∈G
1
aˆii
aˆin,α −
∑
j∈G
aˆ jn
aˆ j j
aˆi j,α

2
,
where
σl(G) + aˆnnσl−1(G) −
∑
i∈G
aˆ2inσl−2(G |i ) ∼ σl(G)
1 +
∑
i∈G
aˆ2
in
aˆ2
ii
 . (3.3.52)
Proof. The proof is similar as in [17]. For completeness, we give the details of the proof.
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Computing the second derivatives directly, we have from Lemma 2.1.7
φαα =
∑
i, j
∂σl+1(M)
∂aˆi j
aˆi j,αα +
∑
i, j,k,l
∂2σl+1(M)
∂aˆi j∂aˆkl
aˆi j,αaˆkl,α + aˆnn,αασl(M)
+ 2aˆnn,α
∑
i, j
∂σl(M)
∂aˆi j
aˆi j,α + aˆnn
∑
i, j
∂σl(M)
∂aˆi j
aˆi j,αα + aˆnn
∑
i, j,k,l
∂2σl(M)
∂aˆi j∂aˆkl
aˆi j,αaˆkl,α
− 2
∑
i
σl−1(M|i)aˆniaˆni,αα − 2
∑
i
σl−1(M|i)aˆni,αaˆni,α − 4
∑
i, j,k
∂σl−1(M|i)
∂aˆ jk
aˆniaˆni,αaˆ jk,α
−
∑
i, j,k
∂σl−1(M|i)
∂aˆ jk
aˆ2niaˆ jk,αα −
∑
i, j,k,p,q
∂2σl−1(M|i)
∂aˆ jk∂aˆpq
aˆ2niaˆ jk,αaˆpq,α
+
∑
i, j
i, j
σl−2(M|i j)aˆniaˆn jaˆi j,αα + 4
∑
i, j
i, j
σl−2(M|i j)aˆn jaˆni,αaˆi j,α
+ 2
∑
i, j,k,l
i, j
∂σl−2(M|i j)
∂aˆkl
aˆniaˆn jaˆi j,αaˆkl,α − 2
∑
i, j,k
i, j,i,k, j,k
σl−3(M|i jk)aˆniaˆn jaˆki,αaˆk j,α
=Iα + IIα + IIIα + IVα,
where
Iα =
∑
i, j
∂σl+1(M)
∂aˆi j
aˆi j,αα + aˆnn,αασl(M) + aˆnn
∑
i, j
∂σl(M)
∂aˆi j
aˆi j,αα
− 2
∑
i
σl−1(M|i)aˆniaˆni,αα −
∑
i, j,k
∂σl−1(M|i)
∂aˆ jk
aˆ2niaˆ jk,αα +
∑
i, j
i, j
σl−2(M|i j)aˆniaˆn jaˆi j,αα,
IIα =
∑
i, j,k,l
∂2σl+1(M)
∂aˆi j∂aˆkl
aˆi j,αaˆkl,α + aˆnn
∑
i, j,k,l
∂2σl(M)
∂aˆi j∂aˆkl
aˆi j,αaˆkl,α −
∑
i, j,k,p,q
∂2σl−1(M|i)
∂aˆ jk∂aˆpq
aˆ2niaˆ jk,αaˆpq,α,
IIIα =2aˆnn,α
∑
i, j
∂σl(M)
∂aˆi j
aˆi j,α − 4
∑
i, j,k
∂σl−1(M|i)
∂aˆ jk
aˆniaˆni,αaˆ jk,α + 2
∑
i, j,k,l
i, j
∂σl−2(M|i j)
∂aˆkl
aˆniaˆn jaˆi j,αaˆkl,α,
IVα = − 2
∑
i
σl−1(M|i)aˆni,αaˆni,α + 4
∑
i, j
i, j
σl−2(M|i j)aˆn jaˆni,αaˆi j,α
− 2
∑
i, j,k
i, j,i,k, j,k
σl−3(M|i jk)aˆniaˆn jaˆki,αaˆk j,α.
Nowwe use the formulas (3.3.9)-(3.3.12), (3.3.20) and (3.3.25) to treat the terms in Iα, IIα, IIIα
and IVα.
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First, we will deal with Iα.
Iα = σl(G)
∑
m∈B
aˆmm,αα + aˆnn,αασl(G) + aˆnn[
∑
m∈G
σl−1(G |m )aˆmm,αα + σl−1(G)
∑
m∈B
aˆmm,αα]
−2
∑
i∈G
aˆinaˆin,αασl−1(G |i ) −
∑
i∈G
aˆ2in[
∑
m∈G
m,i
σl−2(G |im )aˆmm,αα + σl−2(G |i )
∑
m∈B
aˆmm,αα]
+
∑
i j∈G
i, j
aˆinaˆ jnaˆi j,αασl−2(G |i j )
= [σl(G) + aˆnnσl−1(G) −
∑
i∈G
aˆ2inσl−2(G |i )]
∑
m∈B
aˆmm,αα
+σl(G)
∑
m∈G
aˆmm,αα
1
aˆmm
[aˆnn −
∑
i∈G
i,m
aˆ2
in
aˆii
]
+σl(G)[aˆnn,αα − 2
∑
i∈G
aˆin
aˆii
aˆin,αα +
∑
i, j∈G
i, j
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,αα]
∼ [σl(G) + aˆnnσl−1(G) −
∑
i∈G
aˆ2inσl−2(G |i )]
∑
m∈B
aˆmm,αα
+σl(G)[aˆnn,αα − 2
∑
i∈G
aˆin
aˆii
aˆin,αα +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,αα]. (3.3.53)
For IIα, it follows that
IIα =
∑
i, j
σl−1(G|i j)(aˆii,αaˆ j j,α − aˆ
2
i j,α) + aˆnn
∑
i, j
σl−2(G|i j)(aˆii,αaˆ j j,α − aˆ
2
i j,α)
−
∑
i
∑
j,k
j,i,k,i, j,k
σl−3(G|i jk)aˆ
2
ni(aˆ j j,αaˆkk,α − aˆ
2
jk,α)
=aˆnn
∑
i, j∈G
i, j
σl−2(G|i j)(aˆii,αaˆ j j,α − aˆ
2
i j,α) −
∑
i, j,k∈G
i, j,i,k, j,k
σl−3(G|i jk)aˆ
2
ni(aˆ j j,αaˆkk,α − aˆ
2
jk,α)
=aˆnnσl(G)
∑
i, j∈G
i, j
aˆii,αaˆ j j,α − aˆ
2
i j,α
aˆiiaˆ j j
− σl(G)
∑
i, j,k∈G
i, j,i,k, j,k
aˆ2
ni
aˆii
aˆ j j,αaˆkk,α − aˆ
2
jk,α
aˆ j jaˆkk
=σl(G)
∑
i, j∈G
i, j
(aˆnn −
∑
k∈G
k,i,k, j
aˆ2
nk
aˆkk
)
aˆii,αaˆ j j,α − aˆ
2
i j,α
aˆiiaˆ j j
∼σl(G)
∑
i, j∈G
i, j
[
aˆ2
ni
aˆii
+
aˆ2
n j
aˆ j j
]
aˆii,αaˆ j j,α − aˆ
2
i j,α
aˆiiaˆ j j
=2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆii,α
aˆ j j,α
aˆ j j
− 2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆ2
i j,α
aˆ j j
. (3.3.54)
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For IIIα, it follows that
IIIα =2aˆnn,α[
∑
i∈G
σl−1(G|i)aˆii,α + σl−1(G)
∑
i∈B
aˆii,α]
− 4
∑
i∈G
aˆniaˆni,α[
∑
j∈G
j,i
σl−2(G|i j)aˆ j j,α + σl−2(G|i)
∑
j∈B
aˆ j j,α]
+ 2
∑
i, j∈G
i, j
aˆniaˆn jaˆi j,α[
∑
k∈G
k,i,k, j
σl−3(G|i jk)aˆkk,α + σl−3(G|i j)
∑
k∈B
aˆkk,α]
=2aˆnn,α
∑
i∈G
σl−1(G|i)aˆii,α − 4
∑
i∈G
aˆniaˆni,α
∑
j∈G
j,i
σl−2(G|i j)aˆ j j,α
+ 2
∑
i, j∈G
i, j
aˆniaˆn jaˆi j,α
∑
k∈G
k,i,k, j
σl−3(G|i jk)aˆkk,α
=2σl(G)aˆnn,α
∑
i∈G
aˆii,α
aˆii
− 4σl(G)
∑
i, j∈G
i, j
aˆni
aˆii
aˆni,α
aˆ j j,α
aˆ j j
+ 2σl(G)
∑
i, j,k∈G
i, j,i,k, j,k
aˆni
aˆii
aˆn j
aˆ j j
aˆkk,α
aˆkk
aˆi j,α. (3.3.55)
Now we need to expand the sum of the third term in (3.3.55)∑
i, j,k∈G
i, j,i,k, j,k
=
∑
i, j,k∈G
−
∑
i, j,k∈G
i= j
−
∑
i, j,k∈G
i=k
−
∑
i, j,k∈G
j=k
+2
∑
i, j,k∈G
i= j=k
, (3.3.56)
so the third term in (3.3.55) becomes
σl(G)
∑
i, j,k∈G
i, j,i,k, j,k
aˆni
aˆii
aˆn j
aˆ j j
aˆkk,α
aˆkk
aˆi j,α =σl(G)
∑
i, j,k∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆkk,α
aˆkk
aˆi j,α − σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆ j j,α
aˆ j j
aˆii,α
− 2σl(G)
∑
i, j∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆii,α
aˆii
aˆi j,α + 2σl(G)
∑
i∈G
aˆ2
ni
aˆ2
ii
aˆii,α
aˆii
aˆii,α.
(3.3.57)
Combining (3.3.55) and (3.3.57), it yields that
IIIα =2σl(G)
∑
i∈G
aˆii,α
aˆii
(aˆnn,α − 2
∑
j∈G
j,i
aˆn j
aˆ j j
aˆn j,α +
∑
j,k∈G
aˆn j
aˆ j j
aˆnk
aˆkk
aˆ jk,α)
− 2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆ j j,α
aˆ j j
aˆii,α − 4σl(G)
∑
i, j∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆii,α
aˆii
aˆi j,α + 4σl(G)
∑
i∈G
aˆ2
ni
aˆ2
ii
aˆii,α
aˆii
aˆii,α
∼4σl(G)
∑
i∈G
aˆni
aˆii
aˆii,α
aˆii
[aˆni,α −
∑
j∈G
aˆn j
aˆ j j
aˆi j,α]
− 2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆ j j,α
aˆ j j
aˆii,α + 4σl(G)
∑
i∈G
aˆ2
ni
aˆ2
ii
aˆii,α
aˆii
aˆii,α. (3.3.58)
Space-time Quasiconcave Solutions 59
At last, we deal with IVα,
IVα = − 2[
∑
i∈G
σl−1(G|i)aˆni,αaˆni,α + σl−1(G)
∑
i∈B
aˆni,αaˆni,α]
+ 4
∑
j∈G
aˆn j[
∑
i∈G
i, j
σl−2(G|i j)aˆni,αaˆi j,α + σl−2(G| j)
∑
i∈B
aˆni,αaˆi j,α]
− 2
∑
i, j∈G
i, j
aˆniaˆn j[
∑
k∈G
k,i,k, j
σl−3(G|i jk)aˆki,αaˆk j,α + σl−3(G|i j)
∑
k∈B
aˆki,αaˆk j,α]
= − 2
∑
i∈G
σl−1(G|i)aˆni,αaˆni,α + 4
∑
i, j∈G
i, j
σl−2(G|i j)aˆn jaˆni,αaˆi j,α
− 2
∑
i, j,k∈G
i, j,i,k, j,k
σl−3(G|i jk)aˆniaˆn jaˆki,αaˆk j,α.
By the decomposition (3.3.56), we have
IVα = − 2σl(G)
∑
i∈G
aˆ2
ni,α
aˆii
+ 4σl(G)
∑
i, j∈G
i, j
aˆn j
aˆ j j
aˆi j,α
aˆii
ani,α − 2σl(G)
∑
i, j,k∈G
i, j,i,k, j,k
aˆni
aˆii
aˆn j
aˆ j j
aˆki,αaˆk j,α
aˆkk
= − 2σl(G)
∑
i∈G
aˆ2
ni,α
aˆii
+ 4σl(G)
∑
i, j∈G
aˆn j
aˆ j j
aˆi j,α
aˆii
ani,α − 4σl(G)
∑
i∈G
aˆni
aˆii
aˆii,α
aˆii
ani,α
− 2σl(G)
∑
i, j,k∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆki,αaˆk j,α
aˆkk
+ 2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆi j,αaˆi j,α
aˆ j j
+ 2σl(G)
∑
i, j∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆii,αaˆi j,α
aˆii
+ 2σl(G)
∑
i, j∈G
aˆni
aˆii
aˆn j
aˆ j j
aˆi j,αaˆ j j,α
aˆ j j
− 4σl(G)
∑
i∈G
aˆ2
ni
aˆ2
ii
aˆii,αaˆii,α
aˆii
. (3.3.59)
Combining the terms, it follows
IVα = − 2σl(G)
∑
i∈G
1
aˆii
[aˆni,α −
∑
j∈G
aˆn j
aˆ j j
aˆi j,α]
2 − 4σl(G)
∑
i∈G
aˆni
aˆii
aˆii,α
aˆii
[aˆni,α −
∑
j∈G
aˆn j
aˆ j j
aˆi j,α]
+ 2σl(G)
∑
i, j∈G
aˆ2
ni
aˆ2
ii
aˆi j,αaˆi j,α
aˆ j j
− 4σl(G)
∑
i∈G
aˆ2
ni
aˆ2
ii
aˆii,αaˆii,α
aˆii
. (3.3.60)
So from (3.3.54), (3.3.58) and (3.3.60), we get
IIα + IIIα + IVα ∼ −2σl(G)
∑
i∈G
1
aˆii
aˆin,α −
∑
j∈G
aˆ jn
aˆ j j
aˆi j,α

2
. (3.3.61)
The latter completes the proof of Lemma 3.3.5, jointly with(3.3.53). 
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Lemma 3.3.6. Under the above assumptions and notations, for any (x, t) ∈ O × (t0 − δ, t0] with
the coordinate (3.3.7), we have
φαα ∼ σl(G)
1 +
∑
i∈G
aˆ2
in
aˆ2
ii
 ( − |ut |
|Du|ut3
)∑
m∈B
hˆmm,αα
+σl(G)
(
−
|ut |
|Du|ut
3
) 1
Wˆ2
hˆnn,αα − 2
∑
i∈G
hˆin
hˆii
hˆin,αα +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,αα

−2σl(G)
(
−
|ut |
|Du|ut3
) 1
Wˆ2
∑
i∈G
1
hˆii
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
. (3.3.62)
Proof. From (3.3.7) and Lemma 3.3.2, we have
uihˆin = (uihˆin)α = (uihˆin)αα = 0, i ∈ B, α = 1, 2, · · · , n − 1;
uihˆin = (uihˆin)n = 0, (uihˆin)nn = 2uinhˆin,n = 0, i ∈ B.
So from (3.3.1) and (3.3.2), we have
aˆmm,αα =
(
−
|ut |
|Du|ut
3
)
Aˆmm,αα =
(
−
|ut |
|Du|ut
3
)
hˆmm,αα, m ∈ B. (3.3.63)
From (3.3.1) - (3.3.4), (3.3.20) and (3.3.25), we have
aˆnn,αα − 2
∑
i∈G
aˆin
aˆii
aˆin,αα +
∑
i, j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,αα
=
(
−
|ut |
|Du|ut3
) Aˆnn,αα − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,αα +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,αα

+2
(
−
|ut |
|Du|ut3
)
α
Aˆnn,α − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,α +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,α

+
(
−
|ut |
|Du|ut
3
)
αα
Aˆnn − 2
∑
i∈G
Aˆin
Aˆii
Aˆin +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j

∼
(
−
|ut |
|Du|ut3
) Aˆnn,αα − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,αα +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,αα
 ,
and
−2σl(G)
∑
i∈G
1
aˆii
aˆin,α −
∑
j∈G
aˆ jn
aˆ j j
aˆi j,α

2
= −2σl(G)
∑
i∈G
1
aˆii

(
−
|ut |
|Du|ut3
)(
Aˆin,α −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α
)
+
(
−
|ut |
|Du|ut3
)
α
(
Aˆin −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j
)
2
= −2σl(G)
(
−
|ut |
|Du|ut
3
)∑
i∈G
1
Aˆii
Aˆin,α −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α

2
.
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So we get
σl(G)
aˆnn,αα − 2
∑
i∈G
aˆin
aˆii
aˆin,αα +
∑
i j∈G
aˆin
aˆii
aˆ jn
aˆ j j
aˆi j,αα
 − 2σl(G)
∑
i∈G
1
aˆii
aˆin,α −
∑
j∈G
aˆ jn
aˆ j j
aˆi j,α

2
∼σl(G)
(
−
|ut |
|Du|ut3
) Aˆnn,αα − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,αα +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,αα

− 2σl(G)
(
−
|ut |
|Du|ut3
)∑
i∈G
1
Aˆii
Aˆin,α −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α

2
. (3.3.64)
In the following, we will prove
Aˆnn,αα − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,αα +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,αα
 − 2
∑
i∈G
1
Aˆii
Aˆin,α −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α

2
∼
1
Wˆ2
hˆnn,αα − 2
∑
i∈G
hˆin
hˆii
hˆin,αα +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,αα

−
2
Wˆ2
∑
i∈G
1
hˆii
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
. (3.3.65)
If (3.3.65) holds, (3.3.62) holds from (3.3.51), (3.3.52).
From (3.3.2) and (3.3.3), taking the first derivatives of Aˆαβ, we get
Aˆin,α =
( 1
Wˆ
)
α
hˆin +
1
Wˆ
hˆin,α −
uiαunhˆnn
Wˆ2(1 + Wˆ)u2t
−
un
∑n−1
l=1 ulαhˆil
Wˆ(1 + Wˆ)u2t
=
( 1
Wˆ
)
α
hˆin +
1
Wˆ
hˆin,α −
uiαunhˆnn
Wˆ2(1 + Wˆ)u2t
−
unuiαhˆii
Wˆ(1 + Wˆ)u2t
,
and
−
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α = −
1
Wˆ
∑
j∈G
hˆ jn
hˆ j j
[hˆi j,α −
uiαunhˆ jn
Wˆ(1 + Wˆ)u2t
−
u jαunhˆin
Wˆ(1 + Wˆ)u2t
]
= −
1
Wˆ
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α +
uiαunhˆnn
Wˆ2(1 + Wˆ)u2t
+
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j
,
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so
− 2
∑
i∈G
1
Aˆii
Aˆin,α −
∑
j∈G
Aˆ jn
Aˆ j j
Aˆi j,α

2
= − 2
∑
i∈G
1
hˆii
 1Wˆ
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
)
+
( 1
Wˆ
)
α
hˆin −
unuiαhˆii
Wˆ(1 + Wˆ)u2t
+
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j

2
= −
2
Wˆ2
∑
i∈G
1
hˆii
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
)2
− 4
1
Wˆ
( 1
Wˆ
)
α
∑
i∈G
hˆin
hˆii
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
)
+
4un
Wˆ2(1 + Wˆ)u2t
∑
i∈G
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
)
uiα
−
4un
Wˆ3(1 + Wˆ)u2t
∑
i∈G
hˆin
hˆii
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
)∑
k∈G
ukαhˆkn
hˆkk
− 2
∑
i∈G
1
hˆii

( 1
Wˆ
)
α
hˆin −
unuiαhˆii
Wˆ(1 + Wˆ)u2t
+
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j

2
. (3.3.66)
Taking the second derivatives of Aˆαβ, we get
Aˆnn,αα =
( 1
Wˆ2
)
αα
hˆnn + 2
( 1
Wˆ2
)
α
hˆnn,α +
1
Wˆ2
hˆnn,αα
− 2[
un
∑n−1
l=1 ulααhˆnl
Wˆ2(1 + Wˆ)u2t
+ 2
n−1∑
l=1
ulα
( unhˆnl
Wˆ2(1 + Wˆ)u2t
)
α
]
+ 4
n−1∑
l=1
u2lα
hˆnn
Wˆ2(1 + Wˆ)u2t
+
2
∑n−1
k,l=1 ukαulαhˆkl
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
]
=
( 1
Wˆ2
)
αα
hˆnn + 2
( 1
Wˆ2
)
α
hˆnn,α +
1
Wˆ2
hˆnn,αα − 2
un
∑
l∈G
ulααhˆnl
Wˆ2(1 + Wˆ)u2t
− 4
∑
l∈G
ulα[
( un
Wˆ(1 + Wˆ)u2t
)
α
hˆnl
Wˆ
+
un
Wˆ(1 + Wˆ)u2t
( hˆnl
Wˆ
)
α
] (3.3.67)
+
4
∑n−1
l=1 u
2
lα
hˆnn
Wˆ2(1 + Wˆ)u2t
+
2
∑n−1
l=1 u
2
lα
hˆll
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
].
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Aˆin,αα =
( 1
Wˆ
)
αα
hˆin + 2
( 1
Wˆ
)
α
hˆin,α +
1
Wˆ
hˆin,αα
− [uiαα
unhˆnn
Wˆ2(1 + Wˆ)u2t
+ 2uiα
( unhˆnn
Wˆ2(1 + Wˆ)u2t
)
α
]
−
n−1∑
l=1
[ulαα
unhˆil
Wˆ(1 + Wˆ)u2t
+ 2ulα
( unhˆil
Wˆ(1 + Wˆ)u2t
)
α
]
+
2
∑n−1
l=1 u
2
lα
hˆin
Wˆ(1 + Wˆ)u2t
+
2uiα
∑n−1
l=1 ulαhˆnl
Wˆ(1 + Wˆ)u2t
[1 −
2
Wˆ
]
=
( 1
Wˆ
)
αα
hˆin + 2
( 1
Wˆ
)
α
hˆin,α +
1
Wˆ
hˆin,αα − uiαα
unhˆnn
Wˆ2(1 + Wˆ)u2t
− uiαα
unhˆii
Wˆ(1 + Wˆ)u2t
− 2uiα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
hˆnn +
un
Wˆ2(1 + Wˆ)u2t
hˆnn,α]
− 2[uiα
( un
Wˆ(1 + Wˆ)u2t
)
α
hˆii +
∑
l∈G
ulα
( un
Wˆ(1 + Wˆ)u2t
)
hˆil,α] (3.3.68)
+
2
∑n−1
l=1 u
2
lα
hˆin
Wˆ(1 + Wˆ)u2t
+
2uiα
∑n−1
l=1 ulαhˆnl
Wˆ(1 + Wˆ)u2t
[1 −
2
Wˆ
],
and
Aˆi j,αα =hˆi j,αα − [uiαα
unhˆ jn
Wˆ(1 + Wˆ)u2t
+ 2uiα
( unhˆ jn
Wˆ(1 + Wˆ)u2t
)
α
]
− [u jαα
unhˆin
Wˆ(1 + Wˆ)u2t
+ 2u jα
( unhˆin
Wˆ(1 + Wˆ)u2t
)
α
]
− 2
uiα
∑n−1
l=1 ulαhˆ jl
Wˆ(1 + Wˆ)u2t
− 2
u jα
∑n−1
l=1 ulαhˆil
Wˆ(1 + Wˆ)u2t
+ 2
uiαu jαu
2
nhˆnn
Wˆ2(1 + Wˆ)2u4t
=hˆi j,αα − [uiαα
unhˆ jn
Wˆ(1 + Wˆ)u2t
+ u jαα
unhˆin
Wˆ(1 + Wˆ)u2t
]
− 2uiα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
Wˆhˆ jn +
un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆ jn
)
α
]
− 2u jα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
Wˆhˆin +
un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆin
)
α
] (3.3.69)
− 2
uiαu jαhˆ j j
Wˆ(1 + Wˆ)u2t
− 2
u jαuiαhˆii
Wˆ(1 + Wˆ)u2t
+ 2
uiαu jαhˆnn
Wˆ(1 + Wˆ)u2t
[1 −
1
Wˆ
].
Then
Aˆnn,αα − 2
∑
i∈G
Aˆin
Aˆii
Aˆin,αα +
∑
i, j∈G
Aˆin
Aˆii
Aˆ jn
Aˆ j j
Aˆi j,αα = Iα + IIα + IIIα + IVα, (3.3.70)
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where
Iα =
( 1
Wˆ2
)
αα
hˆnn + 2
( 1
Wˆ2
)
α
hˆnn,α +
1
Wˆ2
hˆnn,αα
− 2
1
Wˆ
∑
i∈G
hˆin
hˆii
[
( 1
Wˆ
)
αα
hˆin + 2
( 1
Wˆ
)
α
hˆin,α +
1
Wˆ
hˆin,αα]
+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,αα
∼
1
Wˆ2
[hˆnn,αα − 2
∑
i∈G
hˆin
hˆii
hˆin,αα +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,αα]
+ 2
( 1
Wˆ
)2
α
hˆnn + 2
( 1
Wˆ2
)
α
[hˆnn,α −
∑
i∈G
hˆin
hˆii
hˆin,α]
∼
1
Wˆ2
[hˆnn,αα − 2
∑
i∈G
hˆin
hˆii
hˆin,αα +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
hˆi j,αα]
+ 2
∑
i∈G
1
hˆii
[
( 1
Wˆ
)
α
hˆin]
2 + 4
∑
i∈G
1
hˆii
[
( 1
Wˆ
)
α
hˆin][
1
Wˆ
(hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α)], (3.3.71)
and
IIα = −2
un
∑
l∈G
ulααhˆnl
Wˆ2(1 + Wˆ)u2t
− 2
1
Wˆ
∑
i∈G
hˆin
hˆii
[−uiαα
unhˆnn
Wˆ2(1 + Wˆ)u2t
− uiαα
unhˆii
Wˆ(1 + Wˆ)u2t
]
+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[−uiαα
unhˆ jn
Wˆ(1 + Wˆ)u2t
− u jαα
unhˆin
Wˆ(1 + Wˆ)u2t
]
∼ 0. (3.3.72)
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For the term IIIα,
IIIα = −4
∑
l∈G
ulα[
( un
Wˆ(1 + Wˆ)u2t
)
α
hˆnl
Wˆ
+
un
Wˆ(1 + Wˆ)u2t
( hˆnl
Wˆ
)
α
]
−2
1
Wˆ
∑
i∈G
hˆin
hˆii
−2uiα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
hˆnn +
un
Wˆ2(1 + Wˆ)u2t
hˆnn,α]
−2[uiα
( un
Wˆ(1 + Wˆ)u2t
)
α
hˆii +
∑
l∈G
ulα
( un
Wˆ(1 + Wˆ)u2t
)
hˆil,α]

+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
−2uiα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
Wˆhˆ jn +
un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆ jn
)
α
]
−2u jα[
( un
Wˆ2(1 + Wˆ)u2t
)
α
Wˆhˆin +
un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆin
)
α
]

∼ −4
∑
l∈G
ulα[
un
Wˆ(1 + Wˆ)u2t
( hˆnl
Wˆ
)
α
]
−2
1
Wˆ
∑
i∈G
hˆin
hˆii
−2uiα[
un
Wˆ2(1 + Wˆ)u2t
hˆnn,α] − 2[
∑
l∈G
ulα
( un
Wˆ(1 + Wˆ)u2t
)
hˆil,α]

+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
−2uiα[ un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆ jn
)
α
] − 2u jα[
un
Wˆ2(1 + Wˆ)u2t
(
Wˆhˆin
)
α
]
,
it follows that
IIIα = −4
∑
l∈G
unulα
Wˆ(1 + Wˆ)u2t
[( 1
Wˆ
)
α
hˆnl +
1
Wˆ
hˆnl,α
]
+4
∑
i∈G
hˆin
hˆii
[ unuiα
Wˆ3(1 + Wˆ)u2t
hˆnn,α +
∑
l∈G
unulα
Wˆ2(1 + Wˆ)u2t
hˆil,α
]
−4
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
 unuiα
Wˆ4(1 + Wˆ)u2t
[
Wˆαhˆ jn + Wˆhˆ jn,α
]
= 4
∑
i∈G
1
hˆii
( 1
Wˆ
)
α
hˆin
− unuiαhˆiiWˆ(1 + Wˆ)u2t +
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j

+4
∑
i∈G
1
hˆii
1
Wˆ
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
) − unuiαhˆii
Wˆ(1 + Wˆ)u2t

+4
1
Wˆ
(
hˆnn,α −
∑
j∈G
hˆ jn
hˆ j j
hˆ jn,α
)  un
Wˆ2(1 + Wˆ)u2t
∑
i∈G
uiαhˆin
hˆii

∼ 4
∑
i∈G
1
hˆii
( 1
Wˆ
)
α
hˆin
− unuiαhˆiiWˆ(1 + Wˆ)u2t +
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j
 (3.3.73)
+4
∑
i∈G
1
hˆii
1
Wˆ
(
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α
) − unuiαhˆiiWˆ(1 + Wˆ)u2t +
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j
.
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For the term IVα
IVα =
4
∑n−1
l=1 u
2
lα
hˆnn
Wˆ2(1 + Wˆ)u2t
+
2
∑n−1
l=1 u
2
lα
hˆll
Wˆ(1 + Wˆ)u2t
(1 −
1
Wˆ
)
−2
1
Wˆ
∑
i∈G
hˆin
hˆii
[
2
∑n−1
l=1 u
2
lα
hˆin
Wˆ(1 + Wˆ)u2t
+
2uiα
∑n−1
l=1 ulαhˆnl
Wˆ(1 + Wˆ)u2t
(1 −
2
Wˆ
)]
+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[−2
uiαu jαhˆ j j
Wˆ(1 + Wˆ)u2t
− 2
u jαuiαhˆii
Wˆ(1 + Wˆ)u2t
+ 2
uiαu jαhˆnn
Wˆ(1 + Wˆ)u2t
(1 −
1
Wˆ
)]
∼
2
∑
l∈G
u2
lα
hˆll
Wˆ(1 + Wˆ)u2t
(1 −
1
Wˆ
) − 2
1
Wˆ
∑
i∈G
hˆin
hˆii
[
2uiα
∑
l∈G
ulαhˆnl
Wˆ(1 + Wˆ)u2t
(1 −
2
Wˆ
)]
+
1
Wˆ2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[−4
uiαu jαhˆ j j
Wˆ(1 + Wˆ)u2t
+ 2
uiαu jαhˆnn
Wˆ(1 + Wˆ)u2t
(1 −
1
Wˆ
)],
then we have
IVα =
2
∑
l∈G
u2
lα
hˆll
Wˆ(1 + Wˆ)u2t
(1 −
1
Wˆ
) − 4
∑
i∈G
hˆinuiα
hˆii
[
∑
l∈G
ulαhˆnl
Wˆ2(1 + Wˆ)u2t
(1 −
1
Wˆ
)]
+2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[
uiαu jαhˆnn
Wˆ3(1 + Wˆ)u2t
(1 −
1
Wˆ
)]
=
2
∑
l∈G
u2
lα
hˆll
Wˆ(1 + Wˆ)u2t
(
u2n
Wˆ(1 + Wˆ)u2t
) − 4
∑
i∈G
hˆinuiα
hˆii
[
∑
l∈G
ulαhˆnl
Wˆ2(1 + Wˆ)u2t
(
u2n
Wˆ(1 + Wˆ)u2t
)]
+2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[
uiαu jαhˆnn
Wˆ3(1 + Wˆ)u2t
(
u2n
Wˆ(1 + Wˆ)u2t
)]
= 2
∑
i∈G
1
hˆii
− unuiαhˆiiWˆ(1 + Wˆ)u2t +
unhˆin
Wˆ2(1 + Wˆ)u2t
∑
j∈G
u jαhˆ jn
hˆ j j

2
. (3.3.74)
By (3.3.66), (3.3.70) and (3.3.71)-(3.3.74), we can get (3.3.65). So the lemma holds. 
3.3.3 Step 3: proof of Theorem 1.0.5
Theorem 3.3.7. Under the assumptions of Theorem 1.0.2 and the above notations, we have
∆φ − φt ≤ C(φ + |∇φ|), (x, t) ∈ O × (t0 − δ, t0]. (3.3.75)
So by the strong maximum principle and the method of continuity, Theorem 1.0.5 holds.
Proof. In fact, if t0 = T and (x, t) ∈ O × {t0}, we only have (2.1.26) instead of (2.1.25) from
Lemma 2.1.9 ( see Remark 2.1.10 ). So in order to use (2.1.25), we just prove (3.3.75) holds for
any (x, t) ∈ O× (t0 − δ, t0], with a constant C independent of dist(O× (t0 − δ, t0], ∂(Ω× (0, T ])) and
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then by approximation, (3.3.75) holds for t = t0. Then by the strong maximum principle and the
method of continuity, we can prove Theorem 1.0.5 under CASE 2.
From Lemma 3.3.3 and Lemma 3.3.6, we have
∆φ − φt
∼σl(G)
1 +
∑
i∈G
aˆ2
in
aˆ2
ii
 ( − |ut |
|Du|ut
3
)∑
i∈B
∆hˆii
+ σl(G)
(
−
|ut |
|Du|ut
3
) 1
Wˆ2

(
∆hˆnn − hˆnn,t
)
− 2
∑
i∈G
hˆin
hˆii
(
∆hˆin − hˆin,t
)
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
(
∆hˆi j − hˆi j,t
)
− 2σl(G)
(
−
|ut |
|Du|ut
3
) 1
Wˆ2
∑
i∈G
1
hˆii
n∑
α=1
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
. (3.3.76)
First, we have for i ∈ B, uin = uit = uiit = 0,
∆hˆii =u
2
t ∆uii + 4utuαtuiiα + 2u
2
iαutt
− 2utuit∆ui − 4[uiαutαuit + uiαutuitα]
=u2t ∆uii
=u2t uiit = 0, (3.3.77)
then we get ∑
i∈B
∆hˆii = 0. (3.3.78)
By (3.3.5), we get
hˆnn,t =2ututtunn + u
2
t unnt + 2ununtutt + u
2
nuttt
− 2utu
2
nt − 2unuttunt − 2unutuntt
=u2t unnt + u
2
nuttt + 2ututtunn − 2utu
2
nt − 2unutuntt,
and
∆hˆnn =u
2
t ∆unn + 4utuαtunnα + 2[ut∆ut + u
2
αt]unn
+ u2n∆utt + 4unuαnuttα + 2[un∆un + u
2
αn]utt
− 2∆unutunt − 2un∆utunt − 2unut∆unt
− 4[unαutαunt + unαutuntα + unutαuntα]
=u2t ∆unn + u
2
n∆utt + 2utunn∆ut − 2unut∆unt − 2utunt∆un
+ 4utuαtunnα + 4unuαnuttα + 2unutt∆un − 2ununt∆ut − 4[unαutuntα + unutαuntα]
+ 2u2αtunn + 2u
2
αnutt − 4unαutαunt,
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so
∆hˆnn − hˆnn,t =u
2
t [∆unn − unnt] + u
2
n[∆utt − uttt] + 2utunn[∆ut − utt]
− 2unut[∆unt − untt] − 2utunt[∆un − unt]
+ 4utuαtunnα + 4unuαnuttα + 2unutt∆un − 2ununt∆ut
− 4[unαutuntα + unutαuntα]
+ 2u2αtunn + 2u
2
αnutt − 4unαutαunt
=4utuαtunnα + 4unuαnuttα + 2unuttunt − 2ununtutt − 4[unαut + unutα]untα
+ 2u2αtunn + 2u
2
αnutt − 4unαutαunt
=4utuαtunnα + 4unuαnuttα − 4[unαut + unutα]untα
+ 2u2αtunn + 2u
2
αnutt − 4unαutαunt
=4utuαtunnα + 4unuαnuttα − 4[unαut + unutα]untα (3.3.79)
+ 2u2αtunn + 2u
2
αnutt − 4unαutαunt.
By (3.3.5), we get for i ∈ G,
hˆin,t =2ututtuin + u
2
t uint + unuitutt
− untutuit − unuttuit − unutuitt − uitutunt
=2ututtuin + u
2
t uint − unutuitt − 2utuntuit,
and
∆hˆin =u
2
t ∆uin + 4utuαtuinα + 2[ut∆ut + u
2
αt]uin
+ 2uiα[unuttα + unαutt] + unutt∆ui
− 2uiα[utuntα + utαunt] − utunt∆ui
− ∆unutuit − un∆utuit − unut∆uit − 2[unαutαuit + unαutuitα + unutαuitα]
=u2t ∆uin + 2utuin∆ut − unut∆uit − utunt∆ui − utuit∆un
+ 4utuαtuinα + 2unuiαuttα + unutt∆ui − 2utuiαuntα − unuit∆ut
− 2[unαutuitα + unutαuitα]
+ 2u2αtuin + 2uiαunαutt − 2uiαutαunt − 2unαutαuit,
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so we have
∆hˆin − hˆin,t =2utuin[∆ut − utt] − unut[∆uit − uitt]
+ 4utuαtuinα + 2unuiαuttα + unutt[∆ui] − 2utuiαuntα
− unuit[∆ut] − 2[unαutuitα + unutαuitα]
+ 2u2αtuin + 2uiαunαutt − 2uiαutαunt − 2unαutαuit
=4utuαtuinα + 2unuiαuttα + unuttuit − 2utuiαuntα
− unuitutt − 2[unαutuitα + unutαuitα]
+ 2u2αtuin + 2uiαunαutt − 2uiαutαunt − 2unαutαuit
=4utuαtuinα + 2unuiαuttα − 2utuiαuntα − 2[unαut + unutα]uitα
+ 2u2αtuin + 2uiαunαutt − 2uiαutαunt − 2unαutαuit
=4utuαtuinα + 2unuiαuttα − 2utuiαuntα − 2[unαut + unutα]uitα (3.3.80)
+ 2u2αtuin + 2uiαunαutt − 2uiαutαunt − 2unαutαuit.
By (3.3.5), we get for i, j ∈ G,
hˆi j,t =2ututtui j + u
2
t ui jt − 2utuitu jt,
∆hˆi j =u
2
t ∆ui j + 4utuαtui jα + 2[ut∆ut + u
2
αt]ui j
+ 2uiαu jαutt − ∆uiutu jt − 2[uiαutαu jt + uiαutu jtα]
− ∆u jutuit − 2[u jαutαuit + u jαutuitα]
=u2t ∆ui j + 2utui j∆ut − utu jt∆ui − utuit∆u j
+ 4utuαtui jα − 2uiαutu jtα − 2u jαutuitα
+ 2u2αtui j + 2uiαu jαutt − 2uiαutαu jt − 2u jαutαuit,
so
∆hˆi j − hˆi j,t =2utui j[∆ut − utt]
+ 4utuαtui jα − 2uiαutu jtα − 2u jαutuitα
+ 2u2αtui j + 2uiαu jαutt − 2utα[uiαu jt + u jαuit]
=4utuαtui jα − 2uiαutu jtα − 2u jαutuitα
+ 2u2αtui j + 2uiαu jαutt − 2utα[uiαu jt + u jαuit]
=4utuαtui jα − 2uiαutu jtα − 2u jαutuitα (3.3.81)
+ 2u2αtui j + 2uiαu jαutt − 2utα[uiαu jt + u jαuit].
Then we get from (3.3.79) - (3.3.81)
(
∆hˆnn − hˆnn,t
)
− 2
∑
i∈G
hˆin
hˆii
(
∆hˆin − hˆin,t
)
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
(
∆hˆi j − hˆi j,t
)
=: 2[I + II], (3.3.82)
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where
I =
(
2utuαtunnα + 2unuαnuttα − 2[unαut + unutα]untα
)
− 2
∑
i∈G
hˆin
hˆii
(
2utuαtuinα + unuiαuttα − utuiαuntα − [unαut + unutα]uitα
)
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
(
2utuαtui jα − uiαutu jtα − u jαutuitα
)
, (3.3.83)
and
II =
(
u2αtunn + u
2
αnutt − 2unαutαunt
)
− 2
∑
i∈G
hˆin
hˆii
(
u2αtuin + uiαunαutt − uiαutαunt − unαutαuit
)
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
(
u2αtui j + uiαu jαutt − utα[uiαu jt + u jαuit]
)
. (3.3.84)
In the following, we will deal with I and II. For I, we have
I =u2t unnn[2
unt
ut
] +
∑
i∈G
u2t unni[2
uit
ut
− 4
hˆin
hˆii
unt
ut
] + u2nuttn[2
unn
un
− 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
u2nutti[2
uni
un
− 2
hˆin
hˆii
uii
un
] + unutunnt[−2(
unn
un
+
unt
ut
) + 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
unutuint[−2(
uin
un
+
uit
ut
) + 2
hˆin
hˆii
(
unn
un
+
unt
ut
) + 2
hˆin
hˆii
uii
un
− 2
hˆin
hˆii
∑
j∈G
hˆ jn
hˆ j j
u jn
un
]
+
∑
i, j∈G
u2t ui jn[−4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
hˆ j j
unt
ut
] +
∑
i, j∈G
unutui jt[2
hˆin
hˆii
(
u jn
un
+
u jt
ut
) − 2
hˆin
hˆii
hˆ jn
hˆ j j
uii
un
]
+ 2
∑
i, j,k∈G
u2t ui jk
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
,
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it follows that
I =u2t unnn[2
unt
ut
] +
∑
i∈G
u2t unni[2
uit
ut
− 4
hˆin
hˆii
unt
ut
] + u2nuttn[2
unn
un
− 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
u2nutti[2
uit
ut
] + unutunnt[−2(
unn
un
+
unt
ut
) + 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
unutuint[−4
uit
ut
+ 2
hˆin
hˆii
(
unn
un
+
unt
ut
) − 2
hˆin
hˆii
∑
j∈G
hˆ jn
hˆ j j
u jn
un
]
+
∑
i, j∈G
u2t ui jn[−4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
hˆ j j
unt
ut
] +
∑
i, j∈G
unutui jt[4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
unu
2
t
− 2
hˆin
unu
2
t
hˆ jn
hˆ j j
]
+ 2
∑
i, j,k∈G
u2t ui jk
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
=:A + B, (3.3.85)
where A is the terms of hˆi j,k, and B is the sum of the terms of hi j. That is
A =(−
∑
i∈G
hˆii,n)[2
unt
ut
] +
∑
i∈G
(−
∑
k∈G
hˆkk,i)[2
uit
ut
− 4
hˆin
hˆii
unt
ut
]
+ (hˆnn,n + 2
∑
k∈G
hˆkn,k −
∑
k∈G
hˆkk,n)[2
unn
un
− 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
(hˆnn,i − 2hˆin,n −
∑
k∈G
hˆkk,i)[2
uit
ut
] + (
∑
k∈G
[hˆkn,k − hˆkk,n])[−2(
unn
un
+
unt
ut
) + 2
∑
i∈G
hˆin
hˆii
uin
un
]
+
∑
i∈G
(−hˆin,n −
∑
k∈G
hˆkk,i)[−4
uit
ut
+ 2
hˆin
hˆii
(
unn
un
+
unt
ut
) − 2
hˆin
hˆii
∑
j∈G
hˆ jn
hˆ j j
u jn
un
]
+
∑
i, j∈G
hˆi j,n[−4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
hˆ j j
unt
ut
] +
∑
i, j∈G
(−hˆin, j + hˆi j,n)[4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
unu
2
t
− 2
hˆin
unu
2
t
hˆ jn
hˆ j j
]
+ 2
∑
i, j,k∈G
hˆi j,k
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
,
so we have
A =2
unt
ut
[
∑
i∈G
(
hˆin
hˆii
∑
k∈G
hˆkk,i − hˆin,i) +
∑
i∈G
hˆin
hˆii
(
∑
j∈G
(
hˆ jn
hˆ j j
hi j,n − hˆin,n)]
+ (2
unn
un
− 2
∑
i∈G
hˆin
hˆii
uin
un
)[
∑
i∈G
(hˆin,i −
hˆin
hˆii
∑
k∈G
hˆkk,i) + (hˆnn,n −
∑
i∈G
hˆin
hˆii
hin,n)]
+
∑
i, j∈G
(−hˆin, j + hˆi j,n)[2
hˆin
hˆii
hˆ jn
unu
2
t
− 2
hˆin
unu
2
t
hˆ jn
hˆ j j
].
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With some computations, we obtain
A = 2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+2[
∑
i∈G
(hˆin,i −
hˆin
hˆii
∑
k∈G
hˆkk,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+
∑
i, j∈G
2
hˆin
hˆii
hˆ jn
unu
2
t
(−hˆin, j + hˆ jn,i)
= 2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+2[
∑
i∈G
(hˆin,i −
∑
k∈G
hˆkn
hˆkk
hˆik,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+2[
∑
i∈G
(
∑
k∈G
hˆkn
hˆkk
hˆik,i −
hˆin
hˆii
∑
k∈G
hˆkk,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+2
∑
i, j∈G
hˆin
hˆii
hˆ jn
unu
2
t
(−hˆin, j + hˆ jn,i).
At last we get
A =2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2[
∑
i∈G
(hˆin,i −
∑
k∈G
hˆkn
hˆkk
hˆik,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2[
∑
i,k∈G
hˆin
hˆii
(hˆki,k − hˆkk,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2
∑
i, j∈G
hˆin
hˆii
hˆ jn
unu
2
t
(−hˆin, j + hˆ jn,i). (3.3.86)
Since
hˆki,k = u
2
t ukik + 2ututkuki − ukkututi − uikututk,
hˆkk,i = u
2
t ukki + 2ututiukk − 2ukiututk,
we can get
2
∑
i,k∈G
hˆin
hˆii
(hˆki,k − hˆkk,i) =2
∑
i,k∈G
hˆin
hˆii
(3ututkuki − 3ukkututi)
=6
∑
i∈G
hˆin
uti
ut
− 6
∑
k∈G
hˆkk
∑
i∈G
hˆin
hˆii
uti
ut
. (3.3.87)
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From Lemma 3.3.4, we have
unutuiit = −hˆin,i + hˆii,n + 3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt, i ∈ G;
unutui jt = −hˆin, j + hˆi j,n + 3
u jt
ut
hˆin + 2unuitu jt, i ∈ G, j ∈ G, i , j;
then
2
∑
i, j∈G
hˆin
hˆii
hˆ jn
unu
2
t
(−hˆin, j + hˆ jn,i) =2
∑
i, j∈G
hˆin
hˆii
hˆ jn
unu
2
t
(−3
u jt
ut
hˆin + 3
uit
ut
hˆ jn)
= − 6
hˆnn
unu
2
t
∑
i∈G
hˆin
uti
ut
+ 6
∑
i∈G
hˆin
hˆii
uti
ut
∑
j∈G
hˆ2
jn
unu
2
t
. (3.3.88)
So by (3.3.86) - (3.3.88), we have
A =2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2[
∑
i∈G
(hˆin,i −
∑
k∈G
hˆkn
hˆkk
hˆik,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ [6
∑
i∈G
hˆin
uti
ut
− 6
∑
k∈G
hˆkk
∑
i∈G
hˆin
hˆii
uti
ut
](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
− 6
hˆnn
unu
2
t
∑
i∈G
hˆin
uti
ut
+ 6
∑
i∈G
hˆin
hˆii
uti
ut
∑
j∈G
hˆ2
jn
unu
2
t
. (3.3.89)
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Now for B, we have
B =2
unt
ut
[u2t unt + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
ukt
ut
hˆkn − 2
∑
k∈G
unu
2
kt]
+
∑
i∈G
[2
uit
ut
− 4
hˆin
hˆii
unt
ut
][u2t uit + 2
uit
ut
∑
k∈G,k,i
hˆkk]
+ 2[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
][−u2t unt − 4
∑
i∈G
uit
ut
hˆin + 4
unt
ut
∑
i∈G
hˆii − 2
∑
i∈G
unu
2
it + 2unu
2
tn]
+ 2
∑
i∈G
uit
ut
[−u2t uit + 4
uit
ut
∑
k∈G,k,i
hˆkk + 2
uit
ut
hˆii + 2
unt
ut
hˆin − 2utuitunn + 2utuniutn + 2unutiutn]
+ [−2(
unn
un
+
unt
ut
) + 2
∑
i∈G
hˆin
hˆii
uin
un
][unututt −
∑
i∈G
(3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt)]
+
∑
i∈G
[−4
uit
ut
+ 2
hˆin
hˆii
(
unn
un
+
unt
ut
) − 2
hˆin
hˆii
∑
j∈G
hˆ jn
hˆ j j
u jn
un
][3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt]
+
∑
i, j∈G
[−4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
hˆ j j
unt
ut
][
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt]
+
∑
i∈G
[−4
hˆin
hˆii
uit
ut
+ 2
hˆ2
in
hˆ2
ii
unt
ut
][−2
unt
ut
hˆii]
+
∑
i, j∈G
[4
hˆin
hˆii
u jt
ut
+ 2
hˆin
hˆii
hˆ jn
unu
2
t
− 2
hˆin
unu
2
t
hˆ jn
hˆ j j
][3
u jt
ut
hˆin + 2unuitu jt]
+ 4
∑
i∈G
hˆin
hˆii
uit
ut
[−3
unt
ut
hˆii + uiiunutt]
+ 2
∑
i, j,k∈G
u2t ui jk
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
− 2
∑
i, j,k∈G
hˆi j,k
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
, (3.3.90)
and we let
B = 2
unt
ut
B1 + 2[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
]B2 + B3 + B4 + B5,
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where
B1 =[u
2
t unt + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
ukt
ut
hˆkn − 2
∑
k∈G
unu
2
kt]
− 2
∑
i∈G
hˆin
hˆii
[u2t uit + 2
uit
ut
∑
k∈G,k,i
hˆkk]
− [unututt −
∑
i∈G
(3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt)]
+
∑
i∈G
hˆin
hˆii
[3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt]
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt] +
∑
i∈G
hˆ2
in
hˆ2
ii
[−2
unt
ut
hˆii]
=
unt
ut
u2t [
∑
i∈G
uii + unn] + 2
unt
ut
∑
k∈G
hˆkk − 2
∑
k∈G
hˆkn
ukt
ut
− 2
∑
k∈G
unu
2
kt
− 2
∑
i∈G
hˆin
hˆii
uit
ut
u2t [
∑
k∈G
ukk + unn] − 4
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk + 4
∑
i∈G
hˆin
uit
ut
− unutt[
∑
i∈G
uii + unn] + 3
∑
i∈G
hˆin
uit
ut
− 3
unt
ut
∑
i∈G
hˆii + 2un
∑
i∈G
u2it + unutt
∑
i∈G
uii
+ 3
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk − 2
∑
i∈G
hˆin
uit
ut
+
unt
ut
∑
i∈G
hˆ2
in
hˆii
+ u2nutt
∑
i∈G
hˆin
hˆii
uin
ut
+ 2hˆnn
∑
i∈G
hˆin
hˆii
uit
ut
+ 2unu
2
t [
∑
i∈G
hˆin
hˆii
uit
ut
]2 − 2
unt
ut
hˆnn, (3.3.91)
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so we get
B1 ∼
unt
ut
u2t unn + 3
∑
k∈G
hˆkn
ukt
ut
− 2
∑
i∈G
hˆin
hˆii
uit
ut
u2t unn − 3
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk
− u2nutt
unn
un
+ u2nutt
∑
i∈G
hˆin
hˆii
uin
ut
+ 2hˆnn
∑
i∈G
hˆin
hˆii
uit
ut
+ 2unu
2
t [
∑
i∈G
hˆin
hˆii
uit
ut
]2 −
unt
ut
hˆnn
=
unt
ut
[−u2nutt + 2unutunt] − 2
∑
i∈G
hˆin
hˆii
uit
ut
[−u2nutt + 2unutunt]
+ 3
∑
k∈G
hˆkn
ukt
ut
− 3
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk
+ u2nutt[−
unn
un
+
∑
i∈G
hˆin
hˆii
uin
ut
] + 2unu
2
t [
∑
i∈G
hˆin
hˆii
uit
ut
]2
=[2
∑
i∈G
uit
ut
hˆin
hˆii
−
unt
ut
− (
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)]u2nutt
+ 2unu
2
t [
unt
ut
−
∑
i∈G
hˆin
hˆii
uit
ut
]2 + 3
∑
i∈G
hˆin
uti
ut
− 3
∑
k∈G
hˆkk
∑
i∈G
hˆin
hˆii
uti
ut
. (3.3.92)
Now for the B2,
B2 =[−u
2
t unt − 4
∑
i∈G
uit
ut
hˆin + 4
unt
ut
∑
i∈G
hˆii − 2
∑
i∈G
unu
2
it + 2unu
2
tn]
− [unututt −
∑
i∈G
(3
uit
ut
hˆin − 3
unt
ut
hˆii + 2unu
2
it + uiiunutt)]
+
∑
i∈G
hˆin
hˆii
[3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt]
= −
unt
ut
u2t [
∑
i∈G
uii + unn] − 4
∑
i∈G
hˆin
uit
ut
+ 4
unt
ut
∑
i∈G
hˆii − 2un
∑
i∈G
u2it + 2unu
2
tn
− unutt[
∑
i∈G
uii + unn] + 3
∑
i∈G
hˆin
uit
ut
− 3
unt
ut
∑
i∈G
hˆii + 2un
∑
i∈G
u2it + unutt
∑
i∈G
uii
+ 3
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk − 2
∑
i∈G
hˆin
uit
ut
+
unt
ut
∑
i∈G
hˆ2
in
hˆii
+ u2nutt
∑
i∈G
hˆin
hˆii
uin
ut
, (3.3.93)
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so we get
B2 ∼ −
unt
ut
[u2t unn − hˆnn] − 3
∑
i∈G
hˆin
uit
ut
+ 2unu
2
tn
− u2nutt[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
ut
] + 3
∑
i∈G
hˆin
hˆii
uit
ut
∑
k∈G
hˆkk
= − [
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]u2nutt − 3
∑
i∈G
hˆin
uti
ut
+ 3
∑
k∈G
hˆkk
∑
i∈G
hˆin
hˆii
uti
ut
. (3.3.94)
Now for the B3, we have
B3 =2
∑
i∈G
uit
ut
[u2t uit + 2
uit
ut
∑
k∈G,k,i
hˆkk]
+ 2
∑
i∈G
uit
ut
[−u2t uit + 4
uit
ut
∑
k∈G,k,i
hˆkk + 2
uit
ut
hˆii + 2
unt
ut
hˆin − 2utuitunn + 2utuniutn + 2unutiutn]
− 4
∑
i∈G
uit
ut
[3
uit
ut
∑
k∈G,k,i
hˆkk +
uit
ut
hˆii +
unt
ut
hˆin + uinunutt]
− 4
∑
i, j∈G
hˆin
hˆii
u jt
ut
[
uit
ut
hˆ jn +
u jt
ut
hˆin + 2unuitu jt] − 4
∑
i∈G
hˆin
hˆii
uit
ut
[−2
unt
ut
hˆii]
+ 4
∑
i, j∈G
hˆin
hˆii
u jt
ut
[3
u jt
ut
hˆin + 2unuitu jt] + 4
∑
i∈G
hˆin
hˆii
uit
ut
[−3
unt
ut
hˆii + uiiunutt]
∼4
∑
i∈G
(
uit
ut
)2
∑
k∈G
hˆkk − 4
∑
i∈G
(
uit
ut
)2hˆii + 8
∑
i∈G
(
uit
ut
)2
∑
k∈G
hˆkk − 4
∑
i∈G
(
uit
ut
)2hˆii
+ 4
unt
ut
∑
i∈G
uit
ut
hˆin − 4u
2
t unn
∑
i∈G
(
uit
ut
)2 + 4unututn
∑
i∈G
uit
ut
[
hˆin
unu
2
t
+
uit
ut
]
+ 4unututn
∑
i∈G
(
uit
ut
)2 − 12
∑
i∈G
(
uit
ut
)2
∑
k∈G
hˆkk + 8
∑
i∈G
(
uit
ut
)2hˆii
− 4
unt
ut
∑
i∈G
hˆin
uit
ut
− 4u2nutt
∑
i∈G
uit
ut
[
hˆin
unu
2
t
+
uit
ut
] − 4
∑
i∈G
hˆin
uit
ut
∑
j∈G
hˆ jn
hˆ j j
u jt
ut
− 4hˆnn
∑
i∈G
(
uit
ut
)2
− 8unu
2
t
∑
i∈G
hˆin
hˆii
uit
ut
∑
j∈G
(
u jt
ut
)2 + 8
unt
ut
∑
i∈G
hˆin
uit
ut
+ 12hˆnn
∑
i∈G
(
uit
ut
)2
+ 8unu
2
t
∑
i∈G
hˆin
hˆii
uit
ut
∑
j∈G
(
u jt
ut
)2 − 12
unt
ut
∑
i∈G
hˆin
uit
ut
+ 4
∑
i∈G
hˆin
uit
ut
u2nutt
unu
2
t
, (3.3.95)
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so we have
B3 = − 4u
2
t unn
∑
i∈G
(
uit
ut
)2 + 8unututn
∑
i∈G
(
uit
ut
)2 − 4u2nutt
∑
i∈G
(
uit
ut
)2
− 4
∑
i∈G
hˆin
uit
ut
∑
j∈G
hˆ jn
hˆ j j
u jt
ut
+ 8hˆnn
∑
i∈G
(
uit
ut
)2
=4hˆnn
∑
i∈G
(
uit
ut
)2 − 4
∑
i∈G
hˆin
uit
ut
∑
j∈G
hˆ jn
hˆ j j
u jt
ut
. (3.3.96)
For the term B4,
B4 =
∑
i, j∈G
[2
hˆin
hˆii
hˆ jn
unu
2
t
− 2
hˆin
unu
2
t
hˆ jn
hˆ j j
][3
u jt
ut
hˆin + 2unuitu jt]
∼6
hˆnn
unu
2
t
∑
i∈G
hˆin
uti
ut
− 6
∑
i∈G
hˆin
hˆii
uti
ut
∑
j∈G
hˆ2
jn
unu
2
t
, (3.3.97)
and
B5 =2
∑
i, j,k∈G
u2t ui jk
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
− 2
∑
i, j,k∈G
hˆi j,k
hˆin
hˆii
hˆ jn
hˆ j j
ukt
ut
=2
∑
i,k∈G,i,k
hˆ2
in
hˆ2
ii
ukt
ut
[−2
ukt
ut
hˆii] + 2
∑
i, j∈G,i, j
hˆin
hˆii
hˆ jn
hˆ j j
uit
ut
[
u jt
ut
hˆii]
+ 2
∑
i, j∈G,i, j
hˆin
hˆii
hˆ jn
hˆ j j
u jt
ut
[
uit
ut
hˆ j j]
=2
∑
i,k∈G,i,k
hˆ2
in
hˆ2
ii
ukt
ut
[−2
ukt
ut
hˆii] + 2
∑
i, j∈G,i, j
hˆin
hˆii
hˆ jn
hˆ j j
uit
ut
][
u jt
ut
hˆii]
+ 2
∑
i, j∈G,i, j
hˆin
hˆii
hˆ jn
hˆ j j
u jt
ut
][
uit
ut
hˆ j j]
∼ − 4hˆnn
∑
j∈G
(
u jt
ut
)2 + 4
∑
i∈G
hˆin
uit
ut
∑
j∈G
hˆ jn
hˆ j j
u jt
ut
. (3.3.98)
So by (3.3.96) and (3.3.98), it is easy to see
B3 + B5 ∼ 0. (3.3.99)
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For the II, we can get
II =
u2αt
u2t
[u2t unn − 2
∑
i∈G
hˆin
hˆii
u2t uin +
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
u2t ui j] − 2unαutαunt
+ u2nutt[
u2αn
u2n
− 2
∑
i∈G
hˆin
hˆii
uiα
un
uαn
un
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
uiα
un
u jα
un
]
+ 2
∑
i∈G
hˆin
hˆii
[uiαutαunt + unαutαuit] − 2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
utαuiαu jt
∼
u2αt
u2t
[u2t unn − hˆnn − 2
∑
i∈G
hˆin
hˆii
unutuit] − 2unαutαunt
+ u2nutt[(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2 +
∑
i∈G
(
uin
un
−
hˆin
hˆii
uii
un
)2]
+ 2
∑
i∈G
hˆin
hˆii
[uiiutiunt + uinutnunt + unnutnuit +
∑
j∈G
un jut juit]
− 2
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
[utnuinu jt + utiuiiu jt], (3.3.100)
then we have
II ∼
u2nt
u2t
[−u2nutt + 2unutunt − 2
∑
i∈G
hˆin
hˆii
unutuit] +
∑
j∈G
u2
jt
u2t
[−u2nutt + 2unutunt − 2
∑
i∈G
hˆin
hˆii
unutuit]
− 2unnutnunt − 2
∑
j∈G
un jut junt + u
2
nutt[(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2 +
∑
i∈G
(
uit
ut
)2]
+ 2
unt
ut
∑
i∈G
hˆin
uti
ut
+ 2
u2nt
u2t
∑
i∈G
hˆin
hˆii
u2t uin + 2
unt
ut
∑
i∈G
hˆin
hˆii
uit
ut
u2t unn + 2
∑
i∈G
hˆin
hˆii
[
∑
j∈G
un jut juit]
− 2
unt
ut
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
u jt
ut
u2t uin − 2
∑
i, j∈G
hˆin
hˆ jn
hˆ j j
uit
ut
u jt
ut
=
u2nt
u2t
[−2u2t unn − u
2
nutt + 2unutunt − 2
∑
i∈G
hˆin
hˆii
unutuit] +
∑
j∈G
u2
jt
u2t
[2unutunt − 2
∑
i∈G
hˆin
hˆii
unutuit]
+ u2nutt[(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2] + 2
unt
ut
∑
i∈G
[hˆin − u
2
t uin]
uti
ut
+ 2
u2nt
u2t
∑
i∈G
hˆin
hˆii
[hˆin + unutuit] + 2
unt
ut
∑
i∈G
hˆin
hˆii
uit
ut
u2t unn + 2
∑
i∈G
hˆin
hˆii
uit
ut
∑
j∈G
[hˆ jn + unutu jt]
ut j
ut
− 2
unt
ut
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
u jt
ut
[hˆin + unutuit] − 2
∑
i, j∈G
hˆin
hˆ jn
hˆ j j
uit
ut
u jt
ut
,
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so
II ∼
u2nt
u2t
[u2nutt − 2unutunt] + u
2
nutt[(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2]
+ 2
unt
ut
∑
i∈G
hˆin
hˆii
uit
ut
[u2t unn − hˆnn] − 2
unt
ut
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
u jt
ut
unutuit
=[
u2nt
u2t
− 2
unt
ut
∑
i∈G
uit
ut
hˆin
hˆii
+ (
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2]u2nutt
− 2unutunt[
unt
ut
−
∑
i∈G
uit
ut
hˆin
hˆii
]2. (3.3.101)
Then we get from (3.3.89) - (3.3.94), (3.3.97) and (3.3.101)
A + 2
unt
ut
B1 + 2[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
]B2 + B4 + II
=2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2[
∑
i∈G
(hˆin,i −
∑
k∈G
hˆkn
hˆkk
hˆik,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2unutunt[
unt
ut
−
∑
i∈G
hˆin
hˆii
uit
ut
]2 + u2nuttC, (3.3.102)
where
C =2
unt
ut
[2
∑
i∈G
uit
ut
hˆin
hˆii
−
unt
ut
− (
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)]
− 2[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
][
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]
+ [
u2nt
u2t
− 2
unt
ut
∑
i∈G
uit
ut
hˆin
hˆii
+ (
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2]
= −
u2nt
u2t
− (
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)2 + 2
unt
ut
∑
i∈G
uit
ut
hˆin
hˆii
= − (
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
)2 − 2
unt
ut
(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
) + 2
unt
ut
∑
i∈G
uit
ut
hˆin
hˆii
, (3.3.103)
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and
2unutunt[
unt
ut
−
∑
i∈G
hˆin
hˆii
uit
ut
]2 =2unutunt[
unt
ut
−
∑
i∈G
hˆin
hˆii
(
uin
un
−
hˆin
unu
2
t
)]2
=2unutunt[
unt
ut
+
hˆnn
unu
2
t
−
∑
i∈G
hˆin
hˆii
uin
un
]2
=2unutunt[
unn
un
−
unt
ut
+
u2nutt
unu
2
t
−
∑
i∈G
hˆin
hˆii
uin
un
]2
=2unutunt[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2 (3.3.104)
+ 4unutunt[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]
u2nutt
unu
2
t
+ 2unutunt[
u2nutt
unu
2
t
]2.
So
2unutunt[
unt
ut
−
∑
i∈G
hˆin
hˆii
uit
ut
]2 + u2nuttC
=2unutunt[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2 + 4unutunt[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]
u2nutt
unu
2
t
+ 2unutunt[
u2nutt
unu
2
t
]2 − (
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
)2u2nutt
− 2
unt
ut
(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)u2nutt + 2
unt
ut
∑
i∈G
uit
ut
hˆin
hˆii
u2nutt
=[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2(2unutunt − u
2
nutt)
+ 2unutunt[
unn
un
− 2
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
+
∑
i∈G
uit
ut
hˆin
hˆii
+
u2nutt
unu
2
t
]
u2nutt
unu
2
t
=[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2(2unutunt − u
2
nutt)
= − [
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2(
∑
i∈G
hˆ2
in
hˆii
+
∑
i∈G
hˆii − u
3
t ). (3.3.105)
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Then we have
A + 2
unt
ut
B1 + 2[
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
]B2 + B4 + II
∼2[
∑
i∈G
hˆin
hˆii
(hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hi j,n)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ 2[
∑
i∈G
(hˆin,i −
∑
k∈G
hˆkn
hˆkk
hˆik,i)](
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
−
unt
ut
)
+ [
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2u3t
− [
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2(
∑
i∈G
hˆ2
in
hˆii
+
∑
i∈G
hˆii). (3.3.106)
So
1
2

(
∆hˆnn − hˆnn,t
)
− 2
∑
i∈G
hˆin
hˆii
(
∆hˆin − hˆin,t
)
+
∑
i, j∈G
hˆin
hˆii
hˆ jn
hˆ j j
(
∆hˆi j − hˆi j,t
)
−
∑
i∈G
1
hˆii
n∑
α=1
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
=[I + II] −
∑
i∈G
1
hˆii
hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,n

2
−
∑
i∈G
1
hˆii
∑
α∈G
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
=[A + 2
unt
ut
B1 + 2(
unn
un
−
∑
i∈G
hˆin
hˆii
uin
un
)B2 + B4 + II] + B3 + B5
−
∑
i∈G
1
hˆii
hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,n

2
−
∑
i∈G
1
hˆii
hˆin,i −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,i

2
−
∑
i∈G
1
hˆii
∑
α∈G,α,i
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
∼ −
∑
i∈G
1
hˆii
hˆin,n −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,n − hˆin[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]

2
−
∑
i∈G
1
hˆii
hˆin,i −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,i − hˆii[
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]

2
−
∑
i∈G
1
hˆii
∑
α∈G,α,i
hˆin,α −
∑
j∈G
hˆ jn
hˆ j j
hˆi j,α

2
+ [
unn
un
−
unt
ut
−
∑
i∈G
hˆin
hˆii
uin
un
]2u3t
≥0.
So (3.3.75) holds, and the proof of the theorem is complete. 
Chapter 4
The Strict Convexity of Space-time
Level Sets
In this chapter, we study the solution of Borell [7] and prove Theorem 1.0.6 in Section 4.1, by
utilizing the constant rank theorem of spatial level sets and space-time level sets, i.e. Theorem
3.1.1 and Theorem 1.0.5. Similarly, we can prove Theorem 1.0.3 in Section 4.2.
4.1 The strict convexity of space-time level sets of Borell’s solution
In [7], Borell studied problem (1.0.4)-(1.0.5) and proved that the space-time level sets ∂Σcx,t of the
solution u to (1.0.4)-(1.0.5) are convex for c ∈ (0, 1) (that is Theorem 1.0.2). Here we want to
refine the result of Borell by proving Theorem 1.0.6, that is the strict convexity of space-time level
sets of Borell’s solution.
Step 1: First we notice that, thanks to [7], we know the space-time level sets of u are all convex.
Then we can use Theorem 3.1.1 to get that the second fundamental form of spatial level sets
∂Σc,tx = {x ∈ Ω : u(x, t) = c} has the constant rank property in Ω for all c ∈ (0, 1), i.e. if the rank
of II∂Σc,tx attains its minimum l0 (0 ≤ l ≤ n − 1) at some point (x0, t0) ∈ Ω × (0, T ), then the rank
of II∂Σcx,t is constant on Ω × (0, t0]. On the other hand Hopf lemma implies (1.0.7), which in turn
implies that the spatial level set ∂Σc,tx is a closed convex (n − 1)-dimensional hypersurface whose
second fundamental form has positive Gauss curvature (then full rank) at least at one point for any
c ∈ (0, 1) and any fixed t ∈ (0,+∞). Then we finally get that ∂Σc,tx has full rank n−1 inΩ×(0,+∞).
That is, u is spatial strictly quasiconcave.
Step 2: Since the space-time level sets Σcx,t = {(x, t) ∈ Ω¯× [0,+∞)|u(x, t) ≥ c} for 0 < c < 1 are
convex, we can use Theorem 1.0.5 to get the second fundamental form of the space-time level sets
of u has the constant rank property, i.e. if the rank of II∂Σcx,t attains its minimum rank l0 (0 ≤ l ≤ n)
at some point (x0, t0) ∈ Ω× (0,+∞), then the rank of II∂Σcx,t is constant on Ω× (0, t0]. From Step 1,
we know the rank of II∂Σcx,t is at least n − 1. Hence from Theorem 1.0.5, there exist T0 ∈ [0,+∞],
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such that
Rank(II∂Σcx,t (x, t)) ≡ n − 1, for any (x, t) ∈ Ω × (0, T0];
Rank(II∂Σcx,t (x, t)) ≡ n, for any (x, t) ∈ Ω × (T0,+∞).
In the following, we prove T0 < +∞. Otherwise, T0 = +∞, and Rank(II∂Σcx,t (x, t)) ≡ n − 1 for
any (x, t) ∈ Ω × (0,+∞). Then we know its null space is parallel in (x, t) ∈ Ω × (0,+∞). As in
Gabriel [22] and Lewis [35], suppose further that at a certain point P0(x0, t0) ∈ Ω × (0,+∞), there
is a tangential direction v0 of the level surface of u through P0 for which the normal curvature of
the level surface is zero at P0; then the level surfaces of u in R
n ×R+ are all cones with a common
vertex lying on the special tangent v0 at P0.
Case I. The tangential direction v0 is not parallel to the time direction t: since the domain Ω is
bounded, the splitting line through P0 with direction v0 should meet the boundary of the domain,
contradicting 0 < u(P0) < 1 and the regularity of u (which is continuous up to the boundary).
Case II. The tangential direction v0 is parallel to the time direction t: we know ut > 0 and this
case is also impossible.
Then the second fundamental form of every space-time level sets of u has full rank n, that is
∂Σcx,t has everywhere positive Gauss curvature for every c ∈ (0, 1).
4.2 Proof of Theorem 1.0.3
In this section we prove Theorem 1.0.3, by utilizing the constant rank theorem of spatial level sets
and space-time level sets, i.e. Theorem 3.1.1 and Theorem 1.0.5.
Let u be a space-time quasiconcave solution of problem (1.0.1). Then the space-time level sets
of u are all convex. Hence we can use Theorem 3.1.1 to get the constant ran theorem of the second
fundamental form of spatial level sets ∂Σc,tx = {x ∈ Ω : u(x, t) = c}. Similarly to the above section,
we know that the spatial level set ∂Σc,tx is a closed convex (n− 1)-dimensional hypersurface whose
second fundamental form has positive Gauss curvature (then full rank) at least at one point for any
c ∈ (0, 1) and any fixed t ∈ (0,+∞). Then we finally get that ∂Σc,tx has full rank n−1 inΩ×(0,+∞).
That is, u is spatial strictly quasiconcave.
Then we use Theorem 1.0.5 to get the constant rank theorem of the second fundamental form
of the space-time level sets of u. So there exist T0 ∈ [0,+∞], such that
Rank(II∂Σcx,t (x, t)) ≡ n − 1, for any (x, t) ∈ Ω × (0, T0];
Rank(II∂Σcx,t (x, t)) ≡ n, for any (x, t) ∈ Ω × (T0,+∞).
Similarly to the discussions of the above section, we can prove T0 < +∞, and then the proof of
Theorem 1.0.3 is complete.
Chapter 5
Appendix: the proof in dimension n = 2
In this Appendix, we prove the Constant Rank Theorem 1.0.5 in the plane. Then aˆ =
(
aˆ11 aˆ12
aˆ21 aˆ22
)
and let it attain the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We assume l ≤ 1, otherwise
there is nothing to prove.
In CASE 1, Theorem 1.0.5 holds directly from the constant rank property of the spatial second
fundamental form a = (a11)1×1. It is easy (see Section 3.1).
In the following, we consider CASE 2 in dimension n = 2. Since l ≤ 1, we deal with l = 0 and
l = 1, respectively.
5.1 minimal rank l = 0
From CASE 2 of Lemma 2.1.8, if the minimal rank is l = 0, we have at (x0, t0),
aˆ11 = 0, aˆ22 = 0, aˆ12 = 0.
Then there are a neighborhood O of x0 and δ > 0 such that for any fixed point (x, t) ∈ O×(t0−δ, t0],
we can choose e1, e2 such that
u1(x, t) = 0, u2(x, t) = |∇u(x, t)| > 0. (5.1.1)
From Theorem 3.1.1, the constant rank theorem holds for the spatial second fundamental form
a = (a11)1×1. So we can get a11 = 0 for any (x, t) ∈ O × (t0 − δ, t0]. Furthermore, aˆ11 = 0.
We set
φ = aˆ11 + aˆ22, (5.1.2)
Under the above assumptions, we get
u11 = 0, u22 = ut, u12 = 0, u1t = 0,
u22utt ∼ 2u2utu2t − u
3
t
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from the constant rank property of a = (a11) and CASE 2 of Lemma 2.1.8. Furthermore, by the
constant rank property of a = (a11) and Lemma 2.1.9, we can obtain
u111 = 0, u221 = 0, u112 = 0, u222 = u2t,
u11t = 0, u22t = utt, u12t ∼ 0, utt1 ∼ 0,
u22utt2 ∼ 2u2u
2
2t − u
2
t u2t.
So we get
∆φ − φt
∼
(
−
|ut |
|Du|ut
3
) 1
Wˆ2
(
∆hˆ22 − hˆ22,t
)
=
(
−
|ut |
|Du|ut
3
) 1
Wˆ2
[
4
2∑
α=1
ututαu22α + 4
2∑
α=1
u2u2αuttα − 4ut
2∑
α=1
u2αu2tα − 4u2
2∑
α=1
utαu2tα
+ 2
2∑
α=1
u2tαu22 + 2
2∑
α=1
uttu
2
2α − 2u2∆utu2t + 2u2utt∆u2 − 4
2∑
α=1
u2αutαu2t
]
=
(
−
|ut |
|Du|ut3
) 1
Wˆ2
[
4utu2tu222 + 4u2u22utt2 − 4utu22u22t − 4u2u2tu22t
+ 2u22tu22 + 2uttu
2
22 − 2u2uttu2t + 2u2uttu2t − 4u22u2tu2t
]
∼
(
−
|ut |
|Du|ut3
) 1
Wˆ2
[
2utu
2
2t − 4
u3t
u2
u2t + 2
u5t
u2
2
]
=
(
−
|ut |
|Du|ut3
) 1
Wˆ2
2u3t [
u22
u2
−
u2t
ut
]2 ≤ 0. (5.1.3)
that is
∆φ − φt ≤ C(φ + |∇φ|), ∀(x, t) ∈ O × (t0 − δ, t0]. (5.1.4)
Finally, by the strong maximum principle and the method of continuity, Theorem 1.0.5 holds.
5.2 minimal rank l = 1
From CASE 2 of Lemma 2.1.8, if the minimal rank is l = 1, we have at (x0, t0),
aˆ22 =
aˆ2
12
aˆ11
, aˆ11 ≥ C0 > 0.
Then tthere are a neighborhood O of x0 and δ > 0 such that
aˆ11 ≥
C0
2
> 0 in O × (t0 − δ, t0]. (5.2.1)
For any point (x, t) ∈ O × (t0 − δ, t0], we can choose e1, e2 such that
u1(x, t) = 0, u2(x, t) = |∇u(x, t)| > 0. (5.2.2)
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We set
φ = σ2(aˆ) = aˆ11aˆ22 − aˆ12aˆ21. (5.2.3)
Under the above assumptions, we get from CASE 2 of Lemma 2.1.8,
u11 =
hˆ11
u2t
, u22 = ut −
hˆ11
u2t
, u2t u12 = hˆ12 + u2utu1t,
u22utt ∼
hˆ2
12
hˆ11
+ hˆ11 − u
3
t + 2u2utu2t.
Direct computations yield
u2t u111 = hˆ11,1, u
2
t u221 = −hˆ11,1 + u
2
t u1t,
u2t u112 = hˆ11,2 − 2
u2t
ut
hˆ11 + 2
u1t
ut
hˆ12 + 2u2u
2
1t,
u2t u222 = −hˆ11,2 + u
2
t u2t + 2
u2t
ut
hˆ11 − 2
u1t
ut
hˆ12 − 2u2u
2
1t,
u2utu11t = hˆ11,2 − hˆ12,1 − 3
u2t
ut
hˆ11 + 3
u1t
ut
hˆ12 + 2u2u
2
1t + u2u11utt,
u2utu22t = hˆ12,1 − hˆ11,2 + u2u22utt + 3
u2t
ut
h11 − 3
u1t
ut
hˆ12 − 2u2u
2
1t,
u2utu12t = −hˆ11,1 − hˆ12,2 +
u1t
ut
hˆ11 +
u2t
ut
hˆ12 + u2u12utt,
and
u22utt1 =hˆ22,1 − hˆ11,1 − 2hˆ12,2 + 2
u1t
ut
hˆ11 + 2
u2t
ut
hˆ12
− 2
u1t
ut
u2t u22 − u
2
t u1t + 2utu12u2t + 2u2u1tu2t,
u22utt2 =hˆ22,2 − hˆ11,2 + 2hˆ12,1 + 4
u2t
ut
hˆ11 − 4
u1t
ut
hˆ12 − u
2
t u2t − 2u2u
2
1t + 2u2u
2
2t.
At last, we get
∆φ − φt ∼
(
−
|ut |
|Du|ut3
)2 1
Wˆ2
hˆ11[(∆hˆ22 − hˆ22,t) − 2 hˆ12
hˆ11
(
∆hˆ12 − hˆ12,t
)
+
hˆ2
12
hˆ2
11
(
∆hˆ11 − hˆ11,t
)
]
−2[hˆ12,α −
hˆ12
hˆ11
hˆ11,α]
2
]
. (5.2.4)
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and
1
2
hˆ11[
(
∆hˆ22 − hˆ22,t
)
− 2
hˆ12
hˆ11
(
∆hˆ12 − hˆ12,t
)
+
hˆ2
12
hˆ2
11
(
∆hˆ11 − hˆ11,t
)
] − [hˆ12,α −
hˆ12
hˆ11
hˆ11,α]
2
=
1
2
hˆ11[
(
∆hˆ22 − hˆ22,t
)
− 2
hˆ12
hˆ11
(
∆hˆ12 − hˆ12,t
)
+
hˆ2
12
hˆ2
11
(
∆hˆ11 − hˆ11,t
)
]
− [hˆ12,1 −
hˆ12
hˆ11
hˆ11,1]
2 − [hˆ12,2 −
hˆ12
hˆ11
hˆ11,2]
2
∼2(hˆ12,1 −
hˆ12
hˆ11
hˆ11,1)hˆ11[
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
]
+ 2(hˆ12,2 −
hˆ12
hˆ11
hˆ11,2)hˆ12[
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
]
+ [
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
]2u3t hˆ11 − [
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
]2(hˆ11 + hˆ22)hˆ11
− [hˆ12,1 −
hˆ12
hˆ11
hˆ11,1]
2 − [hˆ12,2 −
hˆ12
hˆ11
hˆ11,2]
2
∼ − [hˆ12,1 −
hˆ12
hˆ11
hˆ11,1 − (
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
)hˆ11]
2
− [hˆ12,2 −
hˆ12
hˆ11
hˆ11,2 − (
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
)hˆ12]
2
+ [
u22
u2
−
u2t
ut
−
hˆ12
hˆ11
u12
u2
]2u3t hˆ11
≤0. (5.2.5)
Hence we arrive to
∆φ − φt ≤ C(φ + |∇φ|), ∀(x, t) ∈ O × (t0 − δ, t0]. (5.2.6)
Finally, again by the strong maximum principle and the method of continuity, Theorem 1.0.5
holds.
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