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Abstract
In this paper, we study the Hilbert–Samuel function of a generic standard graded K-algebra
K[X1; : : : ; Xn]=(g1; : : : ; gm)
when re9ned by an (‘)-adic 9ltration, ‘ being a linear form. From this we obtain a structure the-
orem which describes the stairs of a generic complete intersection for the degree-reverse-lexico-
graphic order. We show what this means for generic standard (or Gr&obner) bases for this order;
in particular, we consider an “orderly 9lling up” conjecture, and we propose a strategy for the
standard basis algorithm which could be useful in generic-like cases.
c© 2003 Elsevier Science B.V. All rights reserved.
MSC: Primary: 13P10; secondary: 13D40
0. Introduction
Standard (or Gr&obner) bases are a powerful tool to perform eCective computations in
Algebraic Geometry. In fact, they contain so much information that it is not surprising
the algorithms to 9nd them can (and do!) have a large complexity. This has motivated
many eCorts to simplify or speed up these algorithms, in general or in particular cases,
as well as the research of other methods which though providing less information could
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be much less expensive. For example, very often only the stairs of the ideal is wanted,
the standard basis being thrown away as soon as it has been calculated, keeping only the
leading monomials. Needless to say, an algorithm to compute straight the stairs would
be a major breakthrough in Computer Algebra, as it seems its complexity should be
well below that of the standard bases one. Even a procedure which could 9nd out only
partially about the stairs would be welcome.
This paper, which can be considered as a small step in this direction, contains some
among our 9rst positive results on the matter. We begin by considering the easiest
case: generic complete intersections, and for the easiest order: the degree-reverse-lexico-
graphic one. Using known results about generic Hilbert–Samuel functions, we give a
description of the stairs in this particular case, and suggest some heuristics which could
in practice improve the standard basis algorithm, at least in cases which are not far
from being generic.
The paper is organized as follows. In Section 1 some preliminaries are given. In
Section 2 we study the Hilbert–Samuel function of a generic complete intersection
under an (‘)-adic 9ltration. The results obtained are translated into stairs language in
Section 3, where a description of the stairs is given. A conjecture about the standard
basis algorithm is stated and partially answered in Section 4, where we also propose
a strategy for computing standard bases in generic-like cases. We 9nish by showing
some examples in Section 5.
1. Preliminaries
Generic Hilbert–Samuel function: Let us 9x some notations. Let R= K[X1; : : : ; Xn]
be a polynomial ring over a 9eld K . We write X=(X1; : : : ; Xn), and for i=(i1; : : : ; in)∈
Nn; | i | = i1 + · · ·+ in and Xi=X i11 · · ·X inn . Let I =(p1; : : : ; pm) ⊆ R be a homogeneous
ideal. We take d = (d1; : : : ; dm) where dj = degpj. Without loss of generality, we
suppose the pj to be homogeneous and that 16d16 · · ·6dm.
The associated algebra A = R=I is said to be of type (n; d). It is naturally graded
by total degree: A = A0 ⊕ A1 ⊕ · · · ⊕ A ⊕ · · · (where A0 = K), with Hilbert–Samuel
function
HA :Z→ Z; HA() = dimK A
and Hilbert–Poincar *e series
SA(T ) =
∑
∈Z
HA()T:
For a Hilbert–Samuel function H :Z→ Z, we de9ne its derivative PH and its integral∫
H by
PH () =H ()− H (− 1);∫
H () =H () + H (− 1) + · · ·
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(the sum is well de9ned because H ()=0 for 6 0). We say that
∑
aT 6
∑
bT 
if and only if a6 b ∀, and we de9ne〈∑
aT 
〉
=
∑
bT ;
where
b =
{
a if ai¿ 0 ∀i6 ;
0 otherwise:
Let us take generic polynomials g1; : : : ; gm over k of degrees d1; : : : ; dm, i.e., one has
gj =
∑
| i |=dj UjiX
i where the Uji are new indeterminates; we consider them to belong
to the ring K[X], with K = k({Uji}). They generate a generic ideal J = (g1; : : : ; gm),
and Bn;d=R=J is a generic algebra of type (n; d). Let Gn;d(T ) be the Hilbert–Poincar*e
series of Bn;d. Then:
Lemma 1.1. For any algebra A of type (n; d) one has SA(T )¿Gn;d(T ) (in particular,
Gn;d depends only on n and d).
Proof. Let Q denote the specialization gj → Qgj=pj. In [8], this is proved by remarking
that a relation
∑
fjgj = 0 specializes to a relation
∑ Qfjpj = 0, which would mean
that the number of linearly independent elements in J is not less than that in I, i.e.,
HJ ()¿HI (), whence HR=I ()6HR=J (). However, the specialized relation could be
identically zero ( Qfj = 0 ∀j).
We use another argument. Let S=K[X1; : : : ; Xn], R= k[X1; : : : ; Xn]. One has the graded
exact sequence Sm
’→ S → S=J → 0, where ’(ei) = gi. Thus HS=J () = dim(S=J ) =
dim(ker’) = dim S − dim(im’) = dim S − rkM , where M is the matrix of the
coordinates of migi of degree  in the basis of monomials of degree . By specialization
this gives the graded exact sequence Rm
Q’→ R→ R=I → 0, and HR=I ()=dim R− rk QM .
As rkM¿ rk QM , it follows that HR=I ()6HR=J ().
A conjectured explicit lower bound for SA(T ) is Fn;d(T ), where
Fn;d(T ) =
〈
(1− T )−n
m∏
j=1
(1− Tdj)
〉
:
In fact, there is strong evidence that this is the best lower bound, so we have the
following conjecture due to Ralf Fr&oberg:
Conjecture 1.2. Gn;d(T ) = Fn;d(T ).
The “proof” of this conjecture given in [2] is wrong, due to a misunderstanding of the
following weaker result by Fr&oberg (see [8]), where the lexicographic order is used
(this order gives
∑
aT  ≺
∑
bT  if and only if there exists i∈N such that a = b
for ¡ i, ai ¡bi):
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Theorem 1.3. Gn;d(T )¡ Fn;d(T ).
(Anick neglected a small “‘” in Fr&oberg’s paper, thus mistaking a lexicographic in-
equality for a term by term one.)
We shall say that the algebra A is willing if SA(T ) = Fn;d(T ). It is easy to see that
in that case Conjecture 1.2 is true:
Proposition 1.4. If there exists a willing algebra of type (n; d), then Gn;d(T )=Fn;d(T ).
Proof. If A is willing of type (n; d), then
Fn;d(T ) = SA(T )¿Gn;d(T )¡ Fn;d(T );
from which one concludes that both inequalities are equalities.
The following theorem summarizes the present state of the conjecture, as far as we
know.
Theorem 1.5. (I) Gn;d(T ) equals Fn;d(T ) in the following cases:
(1) m6 n (complete intersection);
(2) n= 2;
(3) n= 3 when K is in@nite (“large enough” suAces);
(4) m= n+ 1 (almost complete intersection) when charK = 0;
(5) d1 = · · ·= dm = 2 and n6 11; d1 = · · ·= dm = 3 and n6 8.
(II) Gn;d(T ) and Fn;d(T ) agree in degrees less than or equal to d1 + 1.
In general, the proofs have not been done by dealing with generic algebras (they are
hard to handle), but by exhibiting a willing algebra. (1) is trivial: R=(X d11 ; : : : ; X
dm
m ) is
willing; (2) is due to Fr&oberg [8]; (3) to David J. Anick [2]; (4) to Richard P. Stanley
(see [8,12]); simpler proofs can be found in [15,17]; (5) to Fr&oberg and Joachim
Hollman [9]. The last is a result by Melvin Hochster and Dan Laksov [11]; see [3]
for more results in this direction.
Almost non zero-divisors: It is clear that a homogeneous element a∈A of degree
e¿ 1 is a non zero-divisor in A if and only if SA=(a)(T )= (1− Te)SA(T ) (consider the
sequence A a·→A→ A=(a)). Accordingly, we say that a is an almost non-zero-divisor if
and only if SA=(a)(T )= 〈(1−Te)SA(T )〉 (which is “the best” we can expect when there
are no non-zero-divisors). Thus (1.2) would imply that a generic element is always an
almost non-zero-divisor, though they need not be the only ones. In fact, there is also
the following conjecture.
Conjecture 1.6. In a generic algebra, every positive power of any linear form is an
almost non-zero-divisor.
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r = 5
d = (5, 6, 6, 7, 7)
D = 31 / 4
k = 3
Example for the case n = 2
Now we prove:
Proposition 1.7. Conjecture (1.6) is true in the cases
(1) m¡n;
(2) n= 2;
(3) n= 3 when K is in@nite (“large enough” suAces);
(4) m= n when charK = 0.
Proof. First reduction: as a linear change of coordinates preserves genericity, one only
needs to consider any particular linear form. Second reduction: it suTces to prove the
result for a particular willing algebra instead of a generic one (see proof of (1.1) and
(1.4)). So we are bound to 9nd a willing algebra R=I where I =(p1; : : : ; pm; ‘e), with
p1; : : : ; pm polynomials and ‘ a linear form. This algebra is provided by the proofs of
(1.5), as we are going to show.
(1) If m¡n, take pi = X
di
i , ‘ = Xn (to get the willing algebra of (1.5(1))).
(2) To prove (1.5(2)) for n=2, Fr&oberg 9nds a monomial ideal I(d1 ;:::;dr)=(m1; : : : ; mr)
with m1 =X d1 , m2 =Yd2 , degmi=di, showing that the algebra K[X; Y ]=I(d1 ;:::;dr) is will-
ing. Here m1 (or m2) is a power of a linear form, as wanted, so it would suTce to take
I(e;d1 ;:::;dm). But Fr&oberg supposes in his construction that max {d1; d2}6min {d3; : : : ; dr}.
Following the concerned part of his proof, we see now that this restriction is superUu-
ous.
Write mi = X eiY di−ei , and let
D=
d1 + · · ·+ dr
r − 1 ;
T = { (x; y)∈N2 | x + y6 D};
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Di = D − di;
Ti = {(x; y)∈N2 | x¿ ei; y¿di − ei; x + y6Di}:
The goal is to 9nd the ei so as to minimize the multiplicity of the ideal, i.e., the
number of elements of T not belonging to any of the Ti; pictorially speaking, we have
a big triangle T , and r small triangles Ti, the hypotenuses of the latter (of length Di)
all laying in the hypotenuse of the former (of length D), and we must maximize the
covering of the big triangle by the small ones. If D∈N, then the Ti can be placed
one after the other, with only one vertex in common between two consecutive ones;
it is then clear that the ordering (d1; d3; : : : ; dr; d2) can be replaced by any other one
to obtain the minimal multiplicity. If D ∈ N, then instead of r − 1 overlappings of
length 1, there must be k overlappings of length 1 and (r − 1) − k overlappings of
length 2 (where k = (d1 + · · ·+ dr) mod (r− 1)); as before, the order of the triangles
and the places of the diCerent overlappings can be freely chosen.
(3) Lemma 4.2 in [2] implies that X e is an almost non-zero-divisor in a generic
algebra k[X; Y; Z]=I (see [2] (5)).
(4) The willing algebra constructed by Stanley to prove (1.5(4)) is of the form
R=(X d11 ; : : : ; X
dn
n ; ‘
dn+1)
with ‘ a linear form, so taking dn+1 = e is all we need.
In spite of these proofs, it is not true in general that in a willing algebra a power
of a generic linear form is an almost non-zero-divisor: let In;m;( = (‘(1; : : : ; ‘
(
m) where
‘1; : : : ; ‘m are generic linear forms in n variables, and let An;m;( be the corresponding
algebra; it is shown in [9] that A3;4;3 and A5;6;2 are willing, while A3;5;3 and A5;7;2
(obtained by adjoining a particular power of a generic linear form) are not. It would
thus be interesting to study the following:
Question 1.8. How many powers of generic linear forms can a generic algebra be
quotiented by without losing willingness?
Let )(m; n) be the answer for K[X1; : : : ; Xn]=(g1; : : : ; gm). From the proof of (1.7) we
know that
)(m; n)¿ n− m;
)(m; 2)¿ 2;
)(m; 3)¿ 1 if K is in9nte;
)(n; n)¿ 1 if char K = 0:
We conjecture that )(m; n) = n.
Degree-reverse-lexicographic order: Let M be the set of monomials of R, ordered
by degree-reverse-lexicographic order (degrevlex for short): X a11 · · ·X ann ¡X b11 · · ·X bnn
if and only if either (1) a1+· · ·+an ¡b1+· · ·+bn or (2) a1+· · ·+an=b1+· · ·+bn and
there exists i∈{1; : : : ; n} such that aj=bj for j¿ i, ai ¡bi. To every p∈R we can as-
sociate its leading monomial [for¡ ] m(p)∈M, which is the largest monomial having
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a non-zero coeTcient in p. The initial ideal of an ideal I ⊆ R is the monomial ideal
m(I)= ({m(p) |p∈ I}); it has the property that R=I  R=m(I) (isomorphism of graded
K-modules induced by m), and thus HR=I = HR=m(I) (see [13,16]). The complementary
set
E(I) = {m∈M |m ∈ m(I)}
is called the stairs of I . As customary, we shall often consider it as a subset of Nn,
writing (i1; : : : ; in) instead of X
i1
1 · · ·X inn .
A standard basis or GrFobner basis of I [for ¡] is a set {q1; : : : ; qr} ⊆ I such
that m(I) = (m(q1); : : : ; m(qr)) (which implies I = (q1; : : : ; qr)); we shall say that it is
irreducible if no m(qi) divides m(qj) for i = j. Irreducible standard bases exist, and
they can be eCectively computed from any given system of generators (see [5–7]).
Since a standard basis of I provides a system of generators of the monomial ideal
m(I), one gets immediately the set {m∈M |m ∈ m(I)}, which is a K-basis of R,
and thus the Hilbert–Poincar*e series of A.
Note that this order can be seen as coming from the total degree graduation, re9ned
by the (Xn)-adic 9ltration on R, re9ned by the (Xn−1)-adic one, and so on; if we let o
be the valuation order for the (Xn)-adic 9ltration, i.e., o(p) = max {i |p∈ (Xn)i}, we
have the following easily veri9ed property:
Lemma 1.9 (Compatibility with sections). Using the degrevlex order, if {f1; : : : ; fr}
is a standard basis of I , then {fi | o(fi)¡e }∪{X en } is a standard basis of I+(Xn)e.
2. Filtered generic Hilbert–Samuel function
From now on, we shall focus on generic complete intersection algebras, for which
Conjectures 1.2 and 1.6 are true (provided n = 2 or char K = 0, implicitly supposed
henceforward). Let A= R=I be such an algebra and H its Hilbert–Samuel function; its
Hilbert–Poincar*e series is
S(T ) =
∑
∈Z
aT = Fn;d(T ) = (1− T )−n
m∏
j=1
(1− Tdj)
(we recall that R= K[X1; : : : ; Xn], I = (p1; : : : ; pm), degpj = dj).
We want to study the Hilbert–Samuel function of A under an (‘)-adic 9ltration,
where ‘ is a linear form: this 9ltration (see [4] III, 2, 1) is
A= A[0] ⊇ A[1] ⊇ · · · ⊇ A[e] ⊇ · · · ;
where A[e] = {p+ I |p∈ (‘)e}.
A linear change of coordinates (which does not change the genericity of A) allows
us to suppose ‘ = Xn.
So let Se(T ) be the Hilbert–Poincar*e series of X en A=(X
e+1
n ) (e¿ 0), which we shall
call the section by X en of A (we call it thus because a section corresponds to a “slice” of
the stairs of I perpendicular to the Xn-axis, more precisely its section by the hyperplane
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xn = e). We also introduce SQe(T ) which will be the Hilbert–Poincar*e series of the
quotient A=(X e+1n ); this quotient is a willing algebra by hypothesis, so we have
SQe(T ) = Fn; (d1 ;:::;dm;e+1)(T ) =
〈∑
∈Z
ae;T 
〉
;
where ae; = .e+1H () = a − a−e−1. For e = 0 we shall write a′ = a0;  =PH ().
We shall suppose n¿ 1, the other case being trivial. Our algebra being a generic
complete intersection means that m6 n. First of all we notice that if m¡n then the
stairs is cylindrical, that is, the section is constant and given by Fn−1;d(T ) up to a
degree shifting; it thus suTces to consider the case m= n¿ 1.
We de9ne the following invariants:
(j =
j∑
i=1
(di − 1);
(= (n;
(∗ = (n−1;
/=min {(∗; (=2};
0= (− 2/:
The choice in the de9nition of / and the range for 0 are given by the next lemma.
Lemma 2.1. (1) (∗¿ (=2 ⇔ dn − (∗6 0
(∗ = (=2 ⇔ 16dn − (∗6 2
(∗¡ (=2 ⇔ 36dn − (∗,
(2) 06 0¡dn.
Proof. Let 1= (mod 2.
(1) We have 2 ((=2 − (∗) = (dn − (∗) − (1 + 1), where both terms are of same
evenness. As 1∈{0; 1}, the result follows.
(2) If (∗6 (=2, then 0 = (− 2(∗ = dn − 1− (∗¡dn. Else we have 0 = 1¡dn,
even if dn = 1 (in this special case, (= (∗ = / = 0 = 0¡ 1).
We also de9ne
Q(= (+ 1;
Q(∗ = (∗ + 1;
Q/= / + 1;
which are the regularities of the generic algebras
A=K[X1; : : : ; Xn]=(p1; : : : ; pn);
A∗ =K[X1; : : : ; Xn−1]=(p∗1 ; : : : ; p
∗
n−1);
B=K[X1; : : : ; Xn−1]=(p∗1 ; : : : ; p
∗
n);
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respectively, where p∗j is a generic polynomial of degree dj in n−1 variables (obtained
for example from pj by letting Xn = 0).
We have the following well-known properties of S:
Proposition 2.2 (Hilbert–Samuel function of a complete intersection). S is a symmet-
rical polynomial of degree ( (i.e., a = a(− ∀), with
0¡a0¡ · · ·¡a/ = · · ·= a/+0 ¿ · · ·¿a(¿ 0:
Proof. We give here a simple proof by induction on n (an informal but less technical
argument using a caterpillar can be found in [15]). If n=1, then S(T ) = 1+ · · ·+ T(,
and a0 = · · ·= a( = 1.
Suppose now n¿ 1, and let S∗(T ) = SA∗(T ) =
∑
a∗ T
; by induction hypothe-
sis, this is a symmetrical polynomial of degree (∗ with 0¡a∗0 ¡ · · ·¡a∗/∗ = · · · =
a∗/∗+0∗ ¿ · · ·¿a∗(∗ . Remark that
S(T ) = (1− Tdn)(1− T )−1S∗(T ) = (1− Tdn)∫ S∗(T );
so that
a = a∗−dn+1 + · · ·+ a∗
and
a′ = a
∗
 − a∗−dn :
This already shows that S(T ) is a symmetrical polynomial of degree (:
a′(− = a
∗
(∗+dn−1− − a∗(∗−1− = a∗+1−dn − a∗+1 =−a′+1:
Concerning the growth of S, we need to prove that a′ ¿ 0 for =0; : : : ; / and a
′
=0
for = / + 1; : : : ; / + 0. We shall consider three cases.
• If dn¿ Q(∗, then / = (∗ and / + 0 = dn − 1, and we have
a′0 = a
∗
0 ¿ 0;
...
a′(∗ = a
∗
(∗ ¿ 0;
a′(∗+1 = · · ·= a′dn−1 = 0
as claimed.
• If dn = Q(∗, then / = (∗ and 0 = 0, and we have
a′0 = a
∗
0 ¿ 0;
...
a′(∗ = a
∗
(∗ ¿ 0;
a′(∗+1 =−a∗0 ¡ 0
as claimed.
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• If dn¡ Q(∗, then / = (=2¡(∗ and 0 = (mod 2. We consider two subcases.
◦ If 6 /∗ + 0∗ then − dn¡/∗ (because 0∗¡dn−16dn), and
a′ = a
∗
 − a∗−dn ¿ 0:
◦ If /∗+0∗6 6 / then −dn¡(∗− 6 /∗ (because 26 2/6 (=(∗+dn−1,
whence − dn¡(∗ − , and (∗ − 6 (∗ − (/∗ + 0∗) = /∗), so that
a′ = a
∗
 − a∗−dn = a∗(∗− − a∗−dn ¿ 0:
So we have shown that a′ ¿ 0 for 06 6 /. To 9nish, if 0 = 0 there is nothing left
to prove; else 0=1, and /= 12((− 1), so that (/+1)+ (/+1−dn)= (−dn+1= (∗,
and
a′/+1 = a
∗
/+1 − a∗/+1−dn = 0;
as claimed.
We shall need the following results concerning SQe(T ):
Lemma 2.3. (1) ae; ¿ 0⇔ 06 6 〈e〉,
(2) ae−1; 6 ae; for 6 〈e〉.
Here, we have made
〈e〉=


/ + e if e6 0;
 (+e2  if 06 e6 (;
( if ( 6 e
(in particular, 〈e〉 − 〈e − 1〉 equals 0 or 1).
Proof. (1) We consider the three cases indicated.
• If e6 0:
◦ for 06 6 /+ e we have − e− 1¡/ and 06 6 /+ 0, so that a−e−1¡a
and ae; ¿ 0;
◦ for = / + e + 1 we have a−e−1 = a/6 a/+e+1 so that ae; = 0.
• If 06 e6 (:
◦ for 06 6 / + 0 we have − e − 1¡/, so that a−e−1¡a and ae; ¿ 0;
◦ for /+ 0¡6 ((+ e)=2 we have − e− 1¡(− ¡/ (the 9rst inequality is
given by 6 ((+e)=26 12 ((+e+1), and the second one by (−¡(−(/+0)=/)
and 06 (− , so that ae; = a − a−e−1 = a(− − a−e−1¿ 0;
◦ for =((+e)=2+1 we have (−6 −e−16 / (because ((−)−(−e−1)6 0
and − e − 16 12 ((− 0) = /) so that ae;6 0.
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• If (6 e:
◦ for 06 6 ( we have a ¿ 0 and a−e−1 = 0, so that ae; ¿ 0;
◦ and a(+1 = 0 implies ae;(+16 0.
(2) We have (X en ) ⊇ (X e+1n ), which implies SQe−1(T )6 SQe(T ), which in view of
(1) is another way of saying (2).
Note that S0(T )= 〈PFn;d(T )〉= 〈
∑
a′T
〉. In general we have the following, which
is the main result in this paper:
Proposition 2.4 (Hilbert–Poincar*e series of the sections of a complete intersection).
Se(T ) = Te
/(e)∑
i=0
a′iT
i
with all the coeAcients being positive.
Here /(e) is de9ned as
/(e) = min
{
/;
⌊
(− e
2
⌋}
(i.e., /(e) = / if e6 0 and /(e) = ((− e)=2 if e¿ 0).
Proof. From X en A=X
e+1
n A= (A=X
e+1
n A)=(A=X
e
n A) we have
Se(T ) = SQe(T )− SQe−1(T )
(using (2.3))
=
〈e〉∑
i=0
ae; iT i −
〈e−1〉∑
i=0
ae−1; iT i
=
〈e−1〉∑
i=0
(ai−e − ai−e−1)T i +
〈e〉∑
i=〈e−1〉+1
ae; iT i
(the last sum has at most one term)
=
〈e−1〉−e∑
i=0
(ai − ai−1)Te+i + (〈e〉 − 〈e − 1〉)(a〈e〉 − a〈e〉−e−1)T 〈e〉
= Te

〈e−1〉−e∑
i=0
a′iT
i + (〈e〉 − 〈e − 1〉)(a〈e〉 − a〈e〉−e−1)T 〈e〉−e

 :
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• Let us consider 9rst the case e6 0, where we do have the last term:
Se(T ) = Te
(
/−1∑
i=0
a′iT
i + (a/+e − a/−1)T/
)
(using (2.2))
= Te
/∑
i=0
a′iT
i:
• Suppose now 0¡e6 (, so that 〈e〉= ((+ e)=2.
◦ If e ≡ ( (mod 2), we also have the last term, and as a〈e〉 = a(−〈e〉 = a/(e), we
obtain:
Se(T ) = Te
(/(e)−1∑
i=0
a′iT
i + (a/(e) − a/(e)−1)T/
)
= Te
/(e)∑
i=0
a′iT
i:
◦ If e ≡ ( (mod 2), the last term is 0 and as 〈e〉−e=/(e), we obtain the announced
result.
• The case e¿( is trivial.
If we let S˜e(T ) = T−eSe(T ), another way to express (2.4) is to say that
S˜0(T )= · · ·=S˜0(T )
S˜0+1(T ) = S˜0+2(T )
...
S˜(−1(T ) = S˜((T );
where the series in the 9rst line is Fn−1;d(T ) =
∑/
i=0 a
′
iT
i, and removing the last
non-zero term from the series in a line one obtains that in the next line.
Let Mn;t(T ) = SR=mt+1(T ) where m = (X1; : : : ; Xn) (the stairs of mt+1 is the set of
monomials of degree not greater than t). We have
Corollary 2.5.
S˜e(T )6Mn−1;/(e)(T )
but
S˜e(T ) 6Mn−1;/(e)−1(T ):
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More precisely,
S˜e(T ) =Mn−1;/(e)(T )⇔ e¿!:
The de9nition of ! is
!=
{
0 if n= 2 or d1 = · · ·= dn−1 = 1;
Q(− 2d1 otherwise:
Proof. The inequalities are obvious. Let us write Mn;t(T ) =
∑t
=0 4T
 (where 4 is
the number of monomials of degree , 4=(
n−1+
n−1 )); therefore Mn−1; t(T )=
∑t
=0 4
′
T
.
• For ¡d1 we have a′ = 4′.
• For = d1 we have a′d1 = max{4′d1 − s; 0}, where s=max{ j |dj = d1}.
◦ If a′d1 is positive, then 0¡a′d1 ¡4′d1 . Thus if we are to have Mn−1; t(T ) = S˜e(T )
for some t, it is necessary (and suTcient) to have /(e)¡d1. Now
/(e)¡d1 ⇔ (− e6 2d1 + 1⇔ Q(− 2d16 e;
so != Q(− 2d1.
◦ If a′d1 is zero then obviously != 0. We have a′d1 = 0 when ( n−2+d1n−2 )6 s, so we
are in one of the following three cases (note that 16 s6 n):
(a) n= 2 (where we have 06 4′6 1 ∀);
(b) d1 = · · ·= dn−1 = 1 (where S0(T ) = 1);
(c) n= 3, d1 = d2 = d3 = 2.
In the last one, Q( − 2d1 = 0, so it need not be considered as special (in the 9rst two
one can have Q(− 2d1 =−1 and Q(− 2d1¿ 0).
3. Stairs of a generic complete intersection
Here, we translate the results of the preceding section into the language of standard
(or Gr&obner) bases for the degrevlex order. Let B = {f1; : : : ; fr} be an irreducible
standard basis of I , and let mi =m(fi). We want to describe the stairs of I , given by
the mi as
E = E(I) =
r⋂
i=1
{m∈M |miAm}:
Its sections will be noted with superscripts:
Ee = ({i1; : : : ; in)∈E | in = e};
E˜e = ({i1; : : : ; in−1) | (i1; : : : ; in−1; e)∈E}:
As before, we consider the case m = n¿ 1 (if m¡n then the stairs is cylindrical:
E = E˜0 ×N, and sections by positive powers of Xn are all the same).
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Proposition 3.1 (Sections of the stairs of a generic complete intersection). For 6¿ 0
E˜(−26 = {m∈ E˜0 | degm6max{6; /}};
so that
(1) E˜0 = · · ·= E˜0
(2) E˜0+1 = E˜0+2; : : : ; E˜(−1 = E˜(.
Proof. Clearly E˜0 ⊇ E˜1 ⊇ · · · ⊇ E˜e ⊇ · · ·. As we have S˜e(T ) = SR∗=E˜e(T ), the
conclusion follows from (2.4).
We are going to state this in terms of the elements of a standard basis of I . By an
“element of B in (or belonging to) section e” we mean an element of the irreducible
standard basis B of I whose leading monomial belongs to Ee.
Corollary 3.2 (“Steps have height 1 and depth 2”).
(1) There are elements of B of degree  = Q/ in section e = 0. All the elements in
this section have degrees 6 Q/.
(2) There are elements of B in section e for 0¡e6 Q( when e ≡ Q( (mod 2). All
the elements in this section have degree = 12(
Q(+ e).
(3) There are no elements of B in the other sections.
This can be rephrased as follows (for clarity we distinguish two cases):
• If 0¿ 0, then:
◦ All the elements of B appearing in degrees 6 Q/ belong to section e=0, which
they close completely in degree Q/ (i.e., E0Q/−1 =? but E0Q/ =?).
◦ No elements of B appear in degree  for Q/¡¡ Q/ + 0.
◦ For Q/+ 06 6 Q(, there are exactly a′Q(− elements of B appearing in degree .
They all belong to section e=2− Q(, which they close completely (i.e., Ee−1 =?
but Ee =?).
No elements of B appear in degree ¿ Q(.
• If 0 = 0, then:
◦ All the elements of B appearing in degrees ¡ Q/ belong to section e=0, which
they do not close.
◦ The elements of B appearing in degree  = Q/ belong to sections e = 0 and 1,
which they close completely.
◦ For Q/¡6 Q(, there are exactly a′Q(− elements of B appearing in degree . They
all belong to section e = 2− Q(, which they close completely.
◦ No elements of B appear in degree ¿ Q(.
Proof. (1) This is because Q/ is the regularity of B = K[X1; : : : ; Xn−1]=(p∗1 ; : : : ; p
∗
n),
which is what we have in section e = 0.
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Proof of (2) and (3): Note that Ee ⊂ E˜0 ×N (i.e., E˜e ⊆ E˜0), and that for e¿ 0
S˜e(T )− S˜e−1(T ) =
{
a′T
 if e¿0 and e ≡ Q( (mod 2);
0 otherwise
(where =12(
Q(+e)). This gives the number of new leading monomials of I appearing in
section E˜e; as they all have the same degree, they are independent, so they correspond
to new elements of B.
This corollary can be described informally as follows. Imagine you want to climb
a generic complete intersection degrevlex stairs. Now this depends on the orientation
of the stairs. In the best case, “all steps are of height 1” (this is always true in the
generic case, as shown by Andr*e Galligo in [10]). In the worst one, you will need
a ladder of length 2 for all the steps but (possibly) the 9rst, where you will need a
ladder of length 0 + 1.
The special case 0 = 0 arises if and only if dn6 Q(∗ and they both are of same
parity. Then there are too many elements of degree  = Q/ to hold together in section
e = 0, so the “excess” ones skip to section e = 1.
What happens for non complete intersections (m¿n)? We can show that, informally
speaking once again, “steps are of depth 1 or 2” (sections are not so neatly 9lled, as
there are too many “excess” elements for the sections to be 9lled with elements of the
same degree).
4. Standard basis of a generic complete intersection
Actual computation of standard bases for the degrevlex order leads to the following
conjecture. Let J be a generic homogeneous ideal, B={f1;1; : : : ; f1; s1 ; : : : ; fr;1; : : : ; fr; sr}
an irreducible standard basis of it, and 0i; j =m(fi;j). We suppose they are ordered by
degrees: deg 0i; j = 7i with 71¡ · · ·¡7r .
Conjecture 4.1 (“Orderly 9lling up” in the generic case). 0i;1; : : : ; 0i; si are the si @rst
elements of
{m∈M7i |m ∈ (01;1; : : : ; 01; s1 ; : : : ; 0i−1;1; : : : ; 0i−1; si−1 )}:
This means that when computing a standard basis by reducing 9rst the elements with
minimal leading monomial, every new generator will plug up the least hole available
after the restrictions imposed by the Hilbert–Samuel function.
Remark. This conjecture does not hold in general for the lexicographic order, as
noticed by Alyson Reeves and other people: for n¿ 3 and d = (2; 2) the 0i; j are
X 21 ; X1X2; X1X
2
3 and X
4
2 ; the last one does not ful9ll the conjecture when n¿ 4.
The results we have about this conjecture are:
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Proposition 4.2. Conjecture (4.1) is true in the following cases:
(1) n= 2 for any order;
(2) m6 n= 3 for the degrevlex order (when charK = 0).
Proof. (1) This is surely well known. It is an immediate consequence of Y e being an
almost non-zero-divisor in B = K[X; Y ]=J . In fact, the whole stairs can be explicitly
given from the Hilbert–Poincar*e series of the quotients B=(Y e+1), following the same
method as for complete intersections, as in every section of the stairs there is at
most one element of the standard basis (the real problem is to actually 9nd the series
coeTcients from formula (1.2)).
(2) If m¡n, we are in the two variables case, just seen. We consider the case
m= n.
By (3.2), the section e=0 of the stairs contains all the elements of degree not greater
than Q/ (except possibly the last ones, which belong to section e=1 when 0=0). But
in the section e=0 we are in the two variables case, so we know that all the elements
of this section appear in the foreseen order (recall that our order is a degree-compatible
one).
As for the other sections: by (3.2) once again, the elements of a given degree  9ll
completely the holes remaining in the section e = 2 − Q(, which are in fact the 9rst
holes available in that degree. The conclusion follows from the compatibility of our
order with the division of the stairs in sections.
Keith Pardue [14] has shown that Conjecture 4.1 implies Fr&oberg’s Conjecture 1.2;
(and a number of other interesting conjectures).
For a completely diCerent proof of (4.2) (1), see [1].
A weaker conjecture is the following. Consider the partial order induced on M by
the total degree re9ned by the (Xn)-adic 9ltration (i.e., m1 is less than m2 whenever
degm1¡ degm2, or degm1 = degm2 and o(m1)¡ o(m2), where o(p) = max { i |p∈
(Xn)i}), and let ≺ be any admissible total order compatible with it (for example, our
degrevlex). We can suppose
01;1 4 · · · 4 01; s1 4 · · · 4 0r;1 4 · · · 4 0r;sr :
Then the conjecture says:
Conjecture 4.3 (“Orderly 9lling up by sections” in the generic case).
o(01;1)6 · · ·6 o(01; s1 )6 · · ·6 o(0r;1)6 · · ·6 o(0r;sr ):
(I.e., sections are 9lled one after another in ascending order.)
Not taking into account the cases considered in (4.2), we have:
Proposition 4.4. Conjecture (4.3) is true for complete intersections (when char K=0).
Proof. This is an immediate consequence of (3.2).
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The obstacle to proving (4.1) is given by question (1.8): suppose we can quotient the
algebra Bn;d = K[X1; : : : ; Xn]=(g1; : : : ; gm) by ‘
e1
1 ; : : : ; ‘
e)
) (where )6 n) without losing
willingness. By a linear change of coordinates we make ‘1 = Xn; : : : ; ‘) = Xn−)+1.
Then the (Xn)-adic 9ltration allows us to study the Xn-sections (i.e., the sections along
the Xn-axis), as we have done in (2); the (Xn−1)-adic 9ltration allows to study the
Xn−1-sections of the Xn-sections, and so on. Thus, we should need )(m; n)¿ n − 1
to prove (4.1) for Bn;d. However, in the complete intersection case m = n (where all
Xn-sections but the 9rst are neatly 9lled, as we have shown), )(n; n−1)¿ n−2 would
suTce (cf. the proof of (4.2(2))).
A strategy: In view of all this, we propose the following strategy for the standard
basis algorithm. As usual, reduce 9rst the elements with minimal leading monomial.
When doing so, if an elementary reduction kills not only the leading monomial, but
also the following one, then this element is likely to reduce to zero; you can put it
aside for the moment, to 9nish its reduction at the end if necessary.
This could help to limit the number of unnecessary reductions (i.e., ending at zero
instead of leading to a new generator for the standard basis). We have implemented an
algorithm of this kind, but it has not yet been suTciently tested to allow an evaluation
of its utility.
Of course, it should be of interest only when the input polynomials are “not far”
from being generic: this could be the case in systems of polynomial equations coming
from applied sciences, rather than pure mathematics.
5. Examples
Here, we give some examples of generic complete intersection ideals. The diCerent
possible cases are shown with ideals generated by 3 polynomials (stairs are easy to
view). We also show one example with 4 generators (where the stairs is given by its
non empty sections).
When m = n, taking d1 = · · · = dn one obtains a whole family of stairs with easy
structural properties; we do not give them here, but instead we show the stairs of the
9rst elements of this family for n= 3.
Examples for n= 3:
H ()
d ( (∗ / 0 ! = 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
(4,7,8) 16 9 8 0 9 1 3 6 10 14 18 22 25 26 25 22 18 14 10 6 3 1
(4,7,9) 17 9 8 1 10 1 3 6 10 14 18 22 25 27 27 25 22 18 14 10 6 3 1
(4,7,10) 18 9 9 0 11 1 3 6 10 14 18 22 25 27 28 27 25 22 18 14 10 6 3 1
(4,7,11) 19 9 9 1 12 1 3 6 10 14 18 22 25 27 28 28 27 25 22 18 14 10 6 3 1
(4,7,12) 20 9 9 2 13 1 3 6 10 14 18 22 25 27 28 28 28 27 25 22 18 14 10 6 3 1
(4,7,15) 23 9 9 5 16 1 3 6 10 14 18 22 25 27 28 28 28 28 28 28 27 25 22 18 14 10 6 3 1
Example for n= 4:
d = (3; 4; 5; 6);
(= 14 (∗ = 9 / = 7 0 = 0 != 9;
S(T ) = 1+4T+10T 2+19T 3+30T 4+41T 5+49T 6+52T 7+49T 8+41T 9+30T 10
+ 19T 11 + 10T 12 + 4T 13 + T 14:
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Example for m= n; d1 = · · ·= dn with n= 3:
d = (c + 1; c + 1; c + 1);
(= 3c (∗ = 2c / =  3c2  0 = cmod 2 !=max {c − 1; 0};
S(T ) = (1 + · · ·+ Tc)3:
m = n = 3
d = ( 4, 7, 8) d = ( 4, 7, 11)
d = ( 4, 7, 9) d = ( 4, 7, 12)
d = ( 4, 7, 10) d = ( 4, 7, 15)
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m = n = 4 d = ( 3, 4, 5, 6)
e = 0 e = 7 , 8
e = 1 , 2 e = 9 , 10
e = 3 , 4 e = 1 1, 12
e = 5 , 6 e = 1 3, 14
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m = n = 3 d1 = d2 = d3
d = ( 1, 1, 1) d = ( 2, 2, 2)
d = ( 3, 3, 3) d = ( 4, 4, 4)
d = ( 5, 5, 5) d = ( 6, 6, 6)
d = ( 7, 7, 7) d = ( 8, 8, 8)
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