Abstract. A Carnot group G is a connected, simply connected, nilpotent Lie group with stratified Lie algebra. Intrinsic regular surfaces in Carnot groups play the same role as C 1 surfaces in Euclidean spaces. As in Euclidean spaces, intrinsic regular surfaces can be locally defined in different ways: e.g. as non critical level sets or as continuously intrinsic differentiable graphs. The equivalence of these natural definitions is the problem that we are studying. Precisely our aim is to generalize the results on [2] valid in Heisenberg groups to the more general setting of Carnot groups.
Introduction
In the last years a systematic attempt to develop a good notion of rectifiable sets in metric space and in particular inside Carnot groups, has become the object of many studies. For a general theory of rectifiable sets in euclidean spaces one can see [9] , [8] , [23] while a general theory in metric spaces can be found in [1] .
Rectifiable sets are classically defined as contained in the countable union of C 1 submanifolds. In this paper we focus our attention on the natural notion of C 1 surface, inside a special class of metric spaces i.e. the Carnot groups G of step κ. A short description of Carnot groups is in Section 2. Here we simply recall that they are connected, simply connected Lie group whose Lie algebra g admits a step κ stratification. Through the exponential map, a Carnot group G can be identified with R N , for a certain N > 0, endowed with a non commutative group operation.
Euclidean spaces are commutative Carnot groups and are the only commutative ones. The simplest but, at the same time, non-trivial instances of non-Abelian Carnot groups are provided by the Heisenberg groups H n (see for instance [6] ).
A Carnot group G is endowed with a natural left-invariant metric d. Non commutative Carnot groups, endowed with their left invariant metric are not Riemannian manifolds not even locally. In fact they are particular instances of so called sub Riemannian manifolds.
Main objects of study in this paper are the notions of regular surfaces and of intrinsic graphs and their link.
Intrinsic regular surfaces in Carnot groups should play the same role as C 1 surfaces in Euclidean spaces. In Euclidean spaces, C 1 surfaces can be locally defined in different ways: e.g. as non critical level sets of C 1 functions or, equivalently, as graphs of C 1 maps between complementary linear subspaces. In Carnot groups the equivalence of these definitions is not true any more. One of the main aim of this paper is to find the additional assumptions in order that these notions are equivalent in G. Precisely we want to generalize the results on [2] valid in Heisenberg groups to the more general setting of Carnot groups.
Here by the word intrinsic and regular we want to emphasize a privileged role played by group translations and dilations, and its differential structure as Carnot-Carathéodory manifold in a sense we will precise below.
We begin recalling that an intrinsic regular hypersurface (i.e. a topological codimension 1 surface) S ⊂ G is locally defined as a non critical level set of a C 1 intrinsic function. More precisely, there exists a continuous function f : G → R such that locally S = {P ∈ G : f (P ) = 0} and the intrinsic gradient ∇ G f = (X 1 f, . . . , X m f ) exists in the sense of distributions and it is continuous and non vanishing on S. In a similar way, a k-codimensional regular surface S ⊂ G is locally defined as a non critical level set of a C 1 intrinsic vector function F : G → R k .
On the other hand, the intrinsic graphs came out naturally in [12] , while studying level sets of Pansu differentiable functions from H n to R. The simple idea of intrinsic graph is the following one: let M and W be complementary subgroups of G, i.e. homogeneous subgroups such that W ∩ M = {0} and G = W · M (here · indicates the group operation in G and 0 is the unit element), then the intrinsic left graph of φ : W → M is the set graph (φ) := {A · φ(A) | A ∈ W}.
Hence the existence of intrinsic graphs depends on the possibility of splitting G as a product of complementary subgroups hence it depends on the structure of the algebra g.
By Implicit Function Theorem, proved in [12] for the Heisenberg group and in [13] for a general Carnot group (see also Theorem 1.3, [22] ) it follows a G-regular surface S locally is an intrinsic graph of a suitable function φ.
Consequently, given an intrinsic graph S = graph (φ) ⊂ G, the main aim of this paper is to find necessary and sufficient assumptions on φ in order that the opposite implication is true.
Following [27] , in Section 3 we define an appropriate notion of differentiability for a map acting between complementary subgroups of G here denoted as uniform intrinsic differentiability (see Definition 3.3) . In Theorem 4.1 we characterize G-regular intrinsic graphs as graphs of uniformly intrinsic differentiable functions φ : E ⊂ W → M where G is a step κ Carnot group, W, M complementary subgroups, with M horizontal and k dimensional. This result generalizes Theorem 1.2 in [2] proved in Heisenberg groups (see also [28] ). As a corollary of this result and Theorem 3.3.5 in [18] , we get a comparison between the Reifenberg vanishing flat set and the uniformly intrinsic differentiable map (see Theorem 2.1).
When M is one dimensional we can identify φ : E ⊂ W → M with a real valued continuous function defined on a one codimensional homogeneous subgroup of G (see Remark 5.3) . In this case in Heisenberg groups, it is known after the results in [2] , [5] that the intrinsic differentiability of φ is equivalent to the existence and continuity of suitable 'derivatives' D φ j φ of φ. The non linear first order differential operators D φ j were introduced by Serra Cassano et al. in the context of Heisenberg groups H n (see [27] and the references therein). Following the notations in [27] the operators D φ j are denoted as intrinsic derivatives of φ and D φ φ, the vector of the intrinsic derivatives of φ, is the intrinsic gradient of φ. In the first Heisenberg group H 1 the intrinsic derivative D φ φ reduces to the classical Burgers' equation.
In [2] , [4] , [5] , the authors introduce and investigate some suitable notions of weak solution for the non-linear first order PDEs' system (1)
being w a prescribed continuous function and O ⊂ R N −1 . In [2] and [5] φ and w are continuous functions, while in [4] w is only a bounded measurable function. In particular in [2] it was introduced the concept of broad* solution of the system (1) (see Definition 5.3) . In H 1 this notion extends the classical notion of broad solution for Burger's equation through characteristic curves provided φ and w are locally Lipschitz continuous. In our case φ and w are supposed to be only continuous then the classical theory breaks down. On the other hand broad* solutions of the system (1) can be constructed with a continuous datum w.
In Section 5 we extend the results in [2] using the notion of broad* solution of the system (1). We study real valued functions defined on a one codimensional homogeneous subgroup of a Carnot group of step 2. We define the appropriate notion of intrinsic derivative in this setting and we extend Theorem 1.3 and Theorem 5.7 in [2] proved in H n . Indeed we analyze the G-regular hypersurfaces in a subclass of step two Carnot groups including the Heisenberg groups. This class is shown in [6] (see Section 5.1). Precisely, in Theorem 5.7 we prove that the intrinsic graph of continuous map φ is a regular surface if and only if φ is broad* solution of (1) and it is 1/2-little Hölder continuous (see Definition 14) . We also show that these assumptions are equivalent to the fact that φ and its intrinsic gradient can be uniformly approximated by C 1 functions.
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Notations and preliminary results

Carnot groups.
We begin recalling briefly the definition of Carnot groups. For a general account see e.g. [6] , [11] , [19] and [27] .
A Carnot group G = (G, ·, δ λ ) of step κ is a connected and simply connected Lie group whose Lie algebra g admits a stratification, i.e. a direct sum decomposition g = V 1 ⊕ V 2 ⊕ · · · ⊕ V κ . The stratification has the further property that the entire Lie algebra g is generated by its first layer V 1 , the so called horizontal layer, that is
We denote by N the dimension of g and by n s the dimension of V s .
The exponential map exp : g → G is a global diffeomorphism from g to G. Hence, if we choose a basis {X 1 , . . . , X N } of g, any P ∈ G can be written in a unique way as P = exp(p 1 X 1 +· · ·+p N X N ) and we can identify P with the N -tuple (p 1 , . . . , p N ) ∈ R N and G with (R N , ·, δ λ ). The identity of G is the origin of R N .
For any λ > 0, the (non isotropic) dilation δ λ : G → G are automorhisms of G and are defined as
where α i ∈ N is called homogeneity of the variable p i in G and is given by α i = j whenever
The explicit expression of the group operation · is determined by the Campbell-Hausdorff formula. It has the form
where Q = (Q 1 , . . . , Q N ) : R N × R N → R N and every Q i is a homogeneous polynomial of degree α i with respect to the intrinsic dilations of G, i.e.
We collect now further properties of Q following from Campbell-Hausdorff formula. First of all Q is antisymmetric, that is
Moreover Q i (P, 0) = Q i (0, P ) = 0 and Q i (P, P ) = Q i (P, −P ) = 0, and each Q i (P, Q) depend only on the first components of P and Q. More precisely if m i−1 < s ≤ m i and i ≥ 2,
is the i th layer of G and to write P ∈ G as (P 1 , . . . , P κ ) with P i ∈ G i . According to this
for every P = (P 1 , . . . , P κ ), Q = (Q 1 , . . . , Q κ ) ∈ G. In particular P −1 = (−P 1 , . . . , −P κ ). The norm of R ns is denoted with the symbol | · | R ns . For any P ∈ G the intrinsic left translation τ P : G → G are defined as
A homogeneous norm on G is a nonnegative function P → P such that for all P, Q ∈ G and for all λ ≥ 0 P = 0 if and only if P = 0
Given any homogeneous norm · , it is possible to introduce a distance in G given by
We observe that any distance d obtained in this way is always equivalent with the Carnot-Carathéodory's distance d cc of the group (see Corollary 5.1.5 [6] ). The distance d is well behaved with respect to left translations and dilations, i.e. for all P, Q, Q ′ ∈ G and λ > 0,
Moreover, for any bounded subset Ω ⊂ G there exist positive constants c 1 = c 1 (Ω), c 2 = c 2 (Ω) such that for all P, Q ∈ Ω
and, in particular, the topology induced on G by d is the Euclidean topology. We also define the distance dist d between two set Ω 1 , Ω 2 ⊂ G by putting
The Hausdorff dimension of (G, d) as a metric space is denoted homogeneous dimension of G and it can be proved to be the integer [24] ). The subbundle of the tangent bundle T G, spanned by the vector fields X 1 , . . . , X m 1 plays a particularly important role in the theory, and is called the horizontal bundle HG; the fibers of HG are HG P = span{X 1 (P ), . . . , X m 1 (P )}, P ∈ G.
A sub Riemannian structure is defined on G, endowing each fiber of HG with a scalar product ·, · P and a norm | · | P making the basis X 1 (P ), . . . , X m 1 (P ) an orthonormal basis.
v i w i and |v| 2 P := v, v P . We will write, with abuse of notation, ·, · meaning ·, · P and | · | meaning | · | P . The sections of HG are called horizontal sections, a vector of HG P is an horizontal vector while any vector in T G P that is not horizontal is a vertical vector.
The Haar measure of the group G = R N is the Lebesgue measure dL N . It is left (and right) invariant. Various Lebesgue spaces on G are meant always with respect to the measure dL N and are denoted as L p (G).
C 1
G functions, G-regular surfaces, Caccioppoli sets. (See [21] and [27] ). In [25] Pansu introduced an appropriate notion of differentiability for functions acting between Carnot groups. We recall this definition in the particular instance that is relevant here.
Let U be an open subset of a Carnot group G. A function f : U → R k is Pansu differentiable or more simply P-differentiable in A 0 ∈ U if there is a homogeneous homomorphism
Observe that, later on in Definition 3.2, we give a different notion of differentiability for functions acting between subgroups of a Carnot group and we reserve the notation df or df (A 0 ) for that differential.
We denote C 1 G (U , R k ) the set of functions f : U → R k that are P-differentiable in each A ∈ U and such that d P f (A) depends continuously on A.
It can be proved that
with strict inclusion whenever G is not abelian (see Remark 6 in [12] ). The horizontal Jacobian (or the horizontal gradient 
In the setting of Carnot groups, there is a natural definition of bounded variation functions and of finite perimeter sets (see [16] or [27] and the bibliography therein).
We say that f : U → R is of bounded G-variation in an open set U ⊂ G and we write f ∈ BV G (U ), if f ∈ L 1 (U ) and
The space BV G,loc (U ) is defined in the usual way. A set E ⊂ G has locally finite G-perimeter, or is a G-Caccioppoli set, if χ E ∈ BV G,loc (G), where χ E is the characteristic function of the set E. In this case the measure ∇ G χ E is called the G-perimeter measure of E and is denoted by |∂E| G .
Definition 2.1. S ⊂ G is a k-codimensional G-regular surface if for every P ∈ S there are a neighbourhood U of P and a function
The class of G-regular surfaces is different from the class of Euclidean regular surfaces. In [17] Recall that a homogeneous subgroup W of G is a Lie subgroup such that δ λ A ∈ W for every A ∈ W and for all λ > 0, we can give the following result about G-regular surface: Theorem 2.1 (see [18] , Theorem 3.3.5). Let S ⊂ G be a closed connected set. The following conditions are equivalent:
(1) S is a k-codimensional G-regular surface (2) S is Reifenberg vanishing flat with respect to a family of closed homogeneous subsets {W P : P ∈ S}, i.e. for every relatively compact subset S ′ ⋐ S there is an increasing function
Moreover, W P is a vertical subgroup of codimension k for some P ∈ S. In particular, if (1) or equivalently (2) hold, i.e. S is locally level set of a certain 
By this we mean that for every P ∈ G there are P W ∈ W and P M ∈ M such that P = P W P M .
The elements P W ∈ W and P M ∈ M such that P = P W · P M are unique because of W ∩ M = {0} and are denoted components of P along W and M or projections of P on W and M. The projection maps P W : G → W and P M : G → M defined 
We say that S ⊂ G is a left intrinsic graph or more simply a intrinsic graph if there are complementary subgroups W and M in G and φ : E ⊂ W → M such that
Observe that, by uniqueness of the components along W and M, if S = graph (φ) then φ is uniquely determined among all functions from W to M. Proposition 2.4 (see Proposition 2.2.18 in [11] ). If S is a intrinsic graph then, for all λ > 0 and for all Q ∈ G, Q · S and δ λ S are intrinsic graphs. In particular, if S = graph (φ) with φ :
The following notion of intrinsic Lipschitz function appeared for the first time in [12] and was studied, more diffusely, in [4, 5, 10, 11, 14, 26] . Intrinsic Lipschitz functions play the same role as Lipschitz functions in Euclidean context.
Remark 2.5. In this paper we are interested mainly in the special case when M is a horizontal subgroup and consequently W is a normal subgroup. Under these assumptions, for all P = Aφ(A), Q = Bφ(B) ∈ graph (φ) we have
The quantity φ(A) −1 A −1 Bφ(A) , or better a symmetrized version of it, can play the role of a φ dependent, quasi distance on E. See e.g. [2] .
In Euclidean spaces, i.e. when G is R N and the group operation is the usual Euclidean sum of vectors, intrinsic Lipschitz functions are the same as Lipschitz functions. On the contrary, when G is a general non commutative Carnot group and W and M are complementary subgroups, the class of intrinsic Lipschitz functions from W to M is different from the class Lipschitz functions (see Example 2.3.9 in [10] ). More precisely, if φ : W → M is intrinsic Lipschitz then in general does not exists a constant C such that
not even locally. Nevertheless the following weaker result holds true:
Proposition 2.6 (see Proposition 3.1.8 in [11] ). Let W, M be complementary subgroups in a step κ Carnot group G.
Intrinsic differentiability
The notion of P -differentiability makes sense and can be introduced also for functions acting between complementary subgroups of a Carnot group G. Nevertheless P -differentiability does not seem to be the right notion in this context. Indeed P-differentiability is a property that can be lost after a function is shifted as in Proposition 2.4. Here we recall a different notion of differentiability, the so called intrinsic differentiability that is, by its very definition, invariant under translations. A function is intrinsic differentiable if it is locally well approximated by intrinsic linear functions that are functions whose graph is a homogeneous subgroup in G. 
Moreover any intrinsic linear function ℓ is a polynomial function and it is intrinsic Lipschitz with Lipschitz constant
We use intrinsic linear functions to define intrinsic differentiability as in the usual definition of differentiability. 
be the shifted function defined in Proposition 2.4. We say that φ is intrinsic differentiable in A if the shifted function φ P −1 is intrinsic differentiable in 0, i.e. if there is a intrinsic linear dφ A : W → M such that (7) lim
The function dφ A is the intrinsic differential of φ at A. (ii) The notion of intrinsic differentiability is invariant under group translations. Precisely, let P := Aφ(A), Q := Bφ(B), then φ is intrinsic differentiable in A if and only if φ QP −1 := (φ P −1 ) Q is intrinsic differentiable in B.
(iii) The analytic definition of intrinsic differentiability of Definition 3.2 has an equivalent geometric formulation. Indeed intrinsic differentiability in one point is equivalent to the existence of a tangent subgroup to the graph (see [10] , Theorem 3.2.8). Let φ : W → M be such that φ(0) = 0. We say that an homogeneous subgroup T of G is a tangent subgroup to graph (φ) in 0 if Then it is not difficult to check that φ is intrinsic differentiable in 0 if and only if graph (φ) has a tangent subgroup T in 0 and in this case T = graph (dφ 0 ).
In addition to pointwise intrinsic differentiability, we are interested in an appropriate notion of continuously intrinsic differentiable functions. For functions acting between complementary subgroups, one possible way is to introduce a stronger, i.e. uniform, notion of intrinsic differentiability in the general setting of Definition 3.2. 
From now on we restrict our setting studying the notions of intrinsic differentiability and of uniform intrinsic differentiability for functions φ : W → H when H is a horizontal subgroup. When H is horizontal, W is always a normal subgroup since, as observed in Remark 2.2, it contains the whole strata G 2 , . . . , G κ . In this case, the more explicit form of the shifted function φ P −1 allows a more explicit form of equations (7) and (8) .
First we observe that, when the target space is horizontal, intrinsic linear functions are euclidean linear functions from the first layer of W to H. Proposition 3.4. Let W and H be complementary subgroups in G with H horizontal. Then a intrinsic linear function ℓ : W → H depends only on the variables in the first layer
Moreover there is C L ≥ 0 such that, for all A ∈ W,
and
Finally if k < m 1 is the dimension of H and if, without loss of generality, we assume that
Proof. In order to prove (9) first we prove that for all P = (P 1 , . . . , P κ ) ∈ W, where P i ∈ R n i ,
Because (P 1 , . . . , P κ ) = A κ · (P 1 , . . . , P κ−1 , 0), from (6) and (12) we get
and (11) is proved.
In the next step we prove that
From (6), (12) and the fact that (0, . . . , 0,
and consequently
Then ℓ(A κ−1 ) = 0 and also ℓ(0, . . . , 0, P κ−1 ,P κ ) = 0. Because (P 1 , . . . , P κ ) = (P 1 , . . . , P κ−2 , 0, 0) · (0, . . . , 0, P κ−1 ,P κ ) for appropriateP κ , we obtain (13) from (6) . This procedure can be iterated to get (9) . Now it is easy to see that ℓ is euclidean linear. Indeed for all A, B ∈ W and λ > 0
Keeping in mind this special form of intrinsic linear functions we obtain the following special form of intrinsic differentiability. 
where r is small enough so that U (A 0 , 2r) ⊂ O. Finally, if k < m 1 is the dimension of H, and if, without loss of generality, we assume that
is called the intrinsic horizontal Jacobian of φ in A 0 or the intrinsic horizontal gradient or even the intrinsic gradient if k = 1.
because both dφ A 0 and φ are valued in the horizontal subgroup H. Because W is normal in G, then for P := Aφ(A) and for all B ′ ∈ O P −1
Finally, from Proposition 3.4 we know that dφ A 0 depends only on the variables in the first layer of W. The group operation on the first layer is commutative hence
Finally the last statement follows from (10) .
Moreover from Proposition 3.4, because the intrinsic linear function dφ A 0 depends only on the variables on the first layer of W, we have
where C L is the intrinsic Lipschitz constant of dφ A 0 . Finally
Then (1) follows by a standard covering argument.
(Proof of 2) For A 0 , A, B ∈ O and r > 0 let ρ(r) := sup
then lim r→0 ρ(r) = 0 because φ is u.i.d. at A. Moreover, by (1) of this Proposition, we know that φ is intrinsic Lipschitz in U (A 0 , r) ∩ O and by Proposition 2.6 (1) we have that φ(A) < C 1 for all A ∈ U (A 0 , r) ∩ O.
We recall (see [11] , Lemma 2.2.10) that in any Carnot group G of step κ there is C = C(G) > 0 such that
From (15) with P = A −1 B and Q = φ(A) we deduce the existence of C = C(C 1 ) > 0 such that
Therefore using (10)
A −1 B 1/κ → 0 for r → 0 and the proof of (2) is complete.
(Proof of 3) In order to prove that A → dφ A is continuous in A 0 ∈ O we prove that for all ǫ > 0 there is r = r(ǫ, A 0 ) > 0 such that
Let δ ∈ (0, 1) be a constant to be chosen at the end. For all P ∈ U (0, δr 1 ) ∩ W let B := A 1 P . Then B ∈ U (A 1 , r 1 ) and
The proof is completed if we can put on the right hand side P instead of φ(A 1 ) −1 P φ(A 1 ) .
Observe that dφ A 1 and dφ A 0 depend only on the components in the first layer of W. Consequently we can change the components P 2 , . . . , P κ of P without changing dφ A 1 (P ) − dφ A 0 (P ).
An explicit computation shows that
where P 2 , . . . , P κ are polynomials. Moreover each polynomial P i depends only on the variables in the layers from 1 to i − 1. Now we can conclude. Given P = (P 1 , . . . , P κ ) ∈ U (0, δr 1 ) ∩ W, we defineP = (P 1 , . . . ,P κ ) putting iterativelyP
. . .
Observe that, if δ is sufficiently small,P ∈ U (A 1 , r 1 ), moreover φ(
for all P ∈ U (0, δr 1 ) ∩ W. By Proposition 3.4, it holds for all P ∈ W and the proof is completed.
G-regular surfaces
The main result of this section and of the first part of this paper is Theorem 4.1. In it we prove that, if H is a horizontal subgroup, the intrinsic graph of φ : O ⊂ W → H is a G-regular k-codimensional surface if and only if φ is uniformly intrinsic differentiable in O. (
Finally, if, without loss of generality, we choose a base X 1 , . . . , X N of g such that X 1 , . . . , X k are horizontal vector fields, H = exp(span{X 1 , . . . , X k }) and W = exp(span{X k+1 , . . . , X N }) then
where
Finally, for all Q ∈ U , for all A ∈ O and for all P ∈ G
and the intrinsic differential is
The proof requires both Whitney Extension Theorem and Implicit Function Theorem in Carnot groups.
Theorem 4.2 (Implicit Function
G (U , R k ) and assume that ∇ G f (Q) has rank k for all Q ∈ U . We assume that for a fixed P ∈ U there are complementary subgroups W and H of G where W = ker(∇ G f (P )). Then there are I ⊂ W and J ⊂ H, open and such that P W ∈ I and P H ∈ J and a continuous function φ :
where IJ = {AB : A ∈ I, B ∈ J }. Theorem 4.3 (Whitney's extension theorem). Let F ⊂ G be a closed set and let f and g be continuous functions where f : F → R k and g : F → M k×m 1 the space of k × m 1 matrices. For K ⊂ F, P and Q ∈ K, δ > 0 let
where g(Q)(Q −1 P ) 1 is the usual product between matrix and vector. If, for all compact set K ⊂ F,
A proof is in [15] when G is a Carnot groups of step two. The general case is in [7] .
Before proving Theorem 4.1 we state a Morrey type inequality for functions in
Then there is C = C(P, r 0 ) > 0 such that, for eachQ ∈ U (P, r 0 /2) and r ∈ (0, r 0 /4),
for all Q ∈ U (Q, r).
Then (see Theorem 1.1. in [20] ) there are p > 1 andĈ > 0 such that for all Q ∈ U (Q, r)
Proof of Theorem 4.1.
The function φ is continuous in O as follows from a well known elementary argument in the implicit function thorem. Hence there is δ r = δ(A 0 , r) > 0 such that Φ(A) −1 · Φ(B) ≤ δ r for all A, B ∈ I(A 0 , r). Then for all A, B ∈ I(A 0 , r)
where C is the constant in Lemma 4.4, and
Observe also that lim r→0 ρ(δ r ) = 0.
The function φ, beyond being simply continuous, is also intrinsic Lipschitz continuous i.e. (see Remark 2.5) there is a constant C L > 0 such that
from (17), we get for all A, B ∈ I(A 0 , δ r )
Now we choose r small enough such that for all A ∈ I(A 0 , r),
Putting all this together, for all A, B ∈ I(A 0 , r)
This inequality implies that (18) holds. As a consequence from (19) there is C 3 = C 3 (A 0 , r) > 0 such that for all A, B ∈ I(A 0 , r)
Now the proof that φ is u.i.d. at A 0 follows readily. Indeed, for all A, B ∈ I(A 0 , r),
That is φ is uniformly intrinsic differentiable at A 0 and moreover
This completes the proof of (1) ⇒ (2).
(2) ⇒ (1) The proof of this second part uses Whitney's extension theorem to prove the existence of an appropriate function f ∈ C 1 (G, R k ).
Let f : S → R k and g : S → M k×m 1 be given by
for all Q ∈ S, where I k is the k × k identity matrix and ∇ φ φ(Φ −1 (Q)) is the unique k × m 1 matrix associated to the intrinsic differential dφ (Φ −1 (Q)) of φ at Φ −1 (Q). For any K compact in S, Q, Q ′ ∈ K and δ > 0 let
and, from (5) and the fact that W is a normal subgroup,
Hence for any
By the uniformly intrinsic differentiability of φ in A 0 ∈ O, for all A, B ∈ Φ −1 (K)
and, by compactness of K, we conclude that
Using also Proposition 3.6 (3) we have
Hence it is possible to apply Theorem 4.3 and we obtain the existence off
and, in particular, rank∇ Gf (Q) = k for all Q ∈ S. By a final approximation of the identity argument, the proof is complete.
As a corollary of Theorem 4.1 and Theorem 2.1, we get a comparison between the Reifenberg vanishing flat set and the uniformly intrinsic differentiable map: Corollary 4.5. Under the same assumptions of Theorem 4.1, the following conditions are equivalent:
(2) S is Reifenberg vanishing flat with respect to a family of closed homogeneous subsets {W P : P ∈ S}, i.e. for every relatively compact subset S ′ ⋐ S there is an increasing function β : (0, ∞) → (0, ∞), with β(t) → 0 + when t → 0 + , such that for any P ∈ S ′ dist d (B(P, r) ∩ S, B(P, r) ∩ (P · W P )) ≤ β(r)r, r > 0.
Moreover, W P is a vertical subgroup of codimension k for some P ∈ S. 
Proof. Assume without loss of generality that X 1 , . . . , X k are horizontal vector fields such that
1-Codimensional Intrinsic graphs in Carnot groups of step 2
In this section we characterize uniformly intrinsic differentiable functions φ : O ⊂ W → V, when V is one dimensional and horizontal, in terms of existence and continuity of suitable intrinsic derivatives of φ. Intrinsic derivatives are first order non linear differential operators depending on the structure of the ambient space G and on the two complementary subgroups W and V.
In order to do this we have to restrict the ambient space G under consideration to a subclass of Carnot groups of step two. These groups, denoted here as groups of class B, are described in the next subsection where we follow the notations of Chapter 3 of [6] .
Carnot groups of class B.
Definition 5.1. We say that G := (R m+n , ·, δ λ ) is a Carnot group of class B if there are n linearly independent, skew-symmetric m × m real matrices B (1) , . . . , B (n) such that for all P = (P 1 , P 2 ) and Q = (Q 1 , Q 2 ) ∈ R m × R n and for all λ > 0
where BP 1 , Q 1 := ( B (1) P 1 , Q 1 , . . . , B (n) P 1 , Q 1 ) and ·, · is the inner product in R m and
Under these assumptions G is a Carnot group of step 2 with R m the horizontal layer and R n the vertical layer.
We recall also that for any homogeneous norm in G there is c 1 > 1 such that for all P = (P 1 , P 2 ) ∈ G (21) c
From now on we will depart slightly from the notations of the previous sections. Precisely, instead of writing P = (p 1 , . . . , p m+n ) we will write P = (x 1 , . . . , x m , y 1 , . . . , y n ).
With this notation, when B (s)
, a basis of the Lie algebra g of G, is given by the m + n left invariant vector fields
where j = 1, . . . , m, and s = 1, . . . , n. This amounts simply to a linear change of variables in the first layer of the algebra g. If we denote M a non singular m × m matrix, the linear change of coordinates associated to M is
The new composition law ⋆ in R m+n , obtained by writing · in the new coordinates, is
It is easy to check that the matricesB (1) , . . . ,B (n) are skew-symmetric and that (R m+n , ⋆, δ λ ) is a Carnot group of class B isomorphic to G = (R m+n , ·, δ λ ).
When V and W are defined as in (23) From (16) in Theorem 4.1, ifφ :Ô ⊂ W → V is such that graph (φ) is locally a non critical level set of f ∈ C 1 G (G, R) with X 1 f = 0, thenφ is u.i.d. inÔ and the following representation of the intrinsic gradient ∇φφ holds (25) ∇φφ
for all P ∈Ô. In Proposition 5.4 we prove a different explicit expression of ∇φφ, not involving f , but only derivatives of the real valued function φ.
Proposition 5.4. Let G := (R m+n , ·, δ λ ) be a Carnot group of class B and V, W the complementary subgroups defined in (23) . Let U be open in G, f ∈ C 1 G (U , R) with X 1 f > 0 and assume that S := {P ∈ U : f (P ) = 0} is non empty. Then for all A ∈ O where, for j = 2, . . . , m,
(ii) The subgraph E := {P ∈ U : f (P ) < 0} has locally finite G-perimeter in U and its Gperimeter measure |∂E| G has the integral representation
Proof. The existence ofφ :Ô ⊂ W → V such that S = graph (φ) follows from Implicit Function Theorem. Moreoverφ is uniformly intrinsic differentiable inÔ by Theorem 4.1. Let φ : O ⊂ R m+n−1 → R be the real valued continuous function associated toφ as in (24) . By a standard approximation argument (see Theorem 2.1 in [13] ) for any U ′ ⋐ U and 0 < ǫ < 1 there is a Euclidean regular function f ǫ ∈ C 1 (U ′ , R), such that X 1 f ǫ > 0 on U ′ and (27) f ǫ → f and
Then, using in an essential way the skew symmetry of the matrices B (s) ,
Then, from (25)
Letting ǫ → 0 + and using (27) and (28), (26) holds as an equality of distributions.
Finally using again Implicit Function Theorem in [13] , we know that
and, consequently, the integral representation of the perimeter |∂E| G is true because, from (25) ,
This completes the proof of (ii).
From Proposition 5.4, if graph (φ) is a G-regular hypersurface, the intrinsic gradient of φ takes the explicit form given in (26) . This motivates the definitions of the operators intrinsic horizontal gradient and intrinsic derivatives. 
where, in the second line with abuse of notation, we denote with the same symbols X j and Y s the vector fields acting on functions defined in O.
Ifψ := (ψ, 0, . . . , 0) :Ô → V, we denote intrinsic horizontal gradient ∇ψ the differential operator
In the following Proposition we prove that, if ψ is sufficiently regular, the intrinsic derivatives D 
for an appropriate C > 1. Indeed we have
Moreover for h = m + 1, . . . , m + n, the map t → γ j h (t) is of class C 2 (because of (29) and the hypothesis that t → ψ(γ j (t)) is C 1 ), hence for all s = 1, . . . , n
Hence (30) holds with a appropriate C = C(c 1 ) > 0, and from (30) we get
where dψ A is the intrinsic differential ofψ at A. By letting t → 0 and using the assumption of intrinsic differentiability ofψ at A, we obtain the thesis. In order to state the equivalence result we have to be precise about the meaning of being a solution of (31). To this aim we recall a notion of generalized solutions of systems of this kind. These generalized solutions, denoted broad* solutions were introduced and studied for the system (31) inside Heisenberg groups in [2, 5] . For a more complete bibliography we refer to the bibliography in [2] . 
is of class C 1 for every j = 2, . . . , m and for each B ∈ I δ 2 (A).
Theorem 5.7. Let G be a group of class B and that
Let O open in R m+n−1 and ψ : O → R,ψ :Ô → V be a continuous function. Then the following conditions are equivalent:
(1) graph (ψ) is a G-regular hypersurface and for all A ∈ graph (ψ) there is r = r(A) > 0 and Proof. We split the proof in several steps.
(1) ⇐⇒ (2) see Theorem 4.1. 
Now we use some results proved in Implicit Function Theorem in [13] (see Theorem 2.1 in [13] ). Arguing as in Step 1 of this theorem we can prove the existence of 0 < r ′ < r and of a family (f ǫ ) ǫ>0 ⊂ C 1 (U (P, r ′ ), R) such that
Moreover as in Step 3 of Implicit Function Theorem in [13] there is (ψ ǫ ) ǫ>0 ⊂ C 1 (I(A, δ), R) satisfying
, R) and because of Theorem 4.1 we have that ψ ǫ (i.e. the parametrization of S ǫ ) is uniformly intrinsic differentiable and by (25) we get
and so (32) holds. Moreover for each j = 2, . . . , m, ǫ > 0 and
Using (33) and getting to the limit for ǫ → ∞ we have that Let ψ ǫ,B h ∈ A. We consider ψ ǫ,h := ψ ǫ,B h : R m+n−1 → R where from now on, if necessary, we use the convention of extending functions by letting them vanish outside their domain. Let
Because the partition is locally finite, there are only a finite number of h 1 , . . . , h l such that O ′ ∩ sptθ hτ = ∅ for each τ = 1, . . . , l and O ′ ⊂ l τ =1 sptθ hτ . Then
Putting together the last equalities and (32) we get
This completes the proof of the implication (2) =⇒ (3). (3) =⇒ (4) The proof of ψ ∈ h 1/2 loc (O) is the content of Theorem 5.8. To prove that ψ is a broad * solution we have to show that for each A ∈ O there exist δ 1 , δ 2 > 0 with δ 1 > δ 2 such that for j = 2, . . . , m there is an exponential map exp A (tD
for all B ∈ I(A, δ 2 ). Fix j = 2, . . . , m. For ǫ > 0 we consider the Cauchy problem
. By Peano's estimate on the existence time for solutions of ordinary differential equations we get that δ 2 (ǫ) is greater than C/ ∇ ψǫ ψ ǫ L ∞ (I(A,δ 2 (ǫ))) , with C depending only on δ 1 . So it is sufficient to take δ 2 > 0 such that δ 2 ≤ δ 2 (ǫ) for all ǫ. Because γ ǫ are uniformly continuous on the compact [−δ 2 , δ 2 ] × I(A, δ 2 ), by Ascoli-Arzelá Theorem, we have a sequence (ǫ h ) h such that ǫ h → 0 as h → ∞ and γ ǫ h → γ uniformly on [−δ 2 , δ 2 ] × I(A, δ 2 ). Obviously,
and for h → ∞ using that all the involved convergences are uniform we conclude (s) 1l
for s = 1, . . . , n. Observe that B 2 , . . . , B m are well defined for a sufficiently small δ. Because ψ is of class C 1 (see Remark 5.6) we have
Notice that in the last equality we used the fact
we have
Consequently, it is sufficient to show that ψ(
We know also that lim δ→0 C ψ (δ) = 0 because ψ ∈ h 
where c 1 is given by (21) . Note that we have used
We would show that there exist C 1 , C 2 , C 3 > 0 such that
for all B, B ′ ∈ I δ (A), and that for all r there is a δ r ∈ (0, δ] such that for all δ 0 ∈ (0, δ r ] (37)
These estimates are sufficient to conclude; in fact, choosing r := 1 n(m−1)B M and using (35), (36) and (37) we deduce that
Hence there is C 4 > 0 such that
which is the thesis. We start to consider
working as in Proposition 5.5 we show the existence of C l > 0 such that
and consequently (35) follows from
Then (36) follows with C 2 := 1 2 nB M C. Finally we have 
Then for all r > 0 there is a δ r > 0 such that for all δ 0 ∈ (0, δ r ] we have C ψ (δ 0 ) 2 ≤ r and R n . We split the proof in several steps.
Step 1. By standard considerations on ordinary differential equations, we know that for each point of O ′ there are r 0 > 0 and rectangular neighborhoods I ⋐ I ′ ⋐ O such that for all A = (x, y) ∈ I there is a unique solution γ Step 2. Assume A, B ∈ I with A = (x, y) and B = (x, y ′ ). We prove that R n /δ = |t − x j | ) and using (45), (46) and the definition of β we obtain in
