Í u, -div(|Z>u|"-2Z>«) \ u(x,0) = u0(x), Abstract. We consider the Cauchy problem i) = 0 in R* x (0, oo), p > 2, x€RN, and discuss existence of solutions in some strip St a HN x (0, T), 0 < T < oo , in terms of the behavior of x -* uo(x) as |x| -► oo . The results obtained are optimal in the class of nonnegative locally bounded solutions, for which a Harnack-type inequality holds. Uniqueness is shown under the assumption that the initial values are taken in the sense of ¿^.(R-^).
INTRODUCTION
A classical result of Tychonov [ 14] states that the Cauchy problem for the heat equation is uniquely solvable for continuous initial data x -► m0(x) satisfying the growth condition |"o(*)l -Cexp(a|x| ), as |x| -»oo, for some positive constants C, a. In such a case, the solution u exists in the strip RN x (0, f ). The growth condition is optimal in the sense that every nonnegative solution of the heat equation in R x (0, T), 0 < T < oo, has a unique tr-finite Borel measure p as initial trace, satisfying (see [15, 2] ) /. 2 exp{-|x| /4T} dp <oo. R" In this note we consider the Cauchy problem for the nonlinear version of the heat equation (1.1) ut -div(\Du\p~2 Du) = 0 inST = RN x(0,T), p>2, and address the issue of growth conditions on the initial datum u0() as |x| -► oo for a unique solution to exist, as well as the optimality of such a growth. A rough description of our results is the following.
If u0 G l£(RN) and (1.2) |«0(x)| < c0|x|W(/,_2) as|jc|-oo for some c0 > 0, then the Cauchy problem associated with (1.1) is uniquely solvable (in a weak sense specified below) in the strip ST, T = C(N,p)/cpx~2, where C(N,p) is a universal constant depending only on N and p. In fact uQ does not have to be locally bounded (see §2). It could be in L,oc(R ) or even a a-finite Borel measure in R , with (1.2) suitably rephrased in terms of integral averages.
The growth condition ( 1.2) is optimal in the sense that a nonnegative solution of ( 1.1 ) in ST determines uniquely an initial datum (the initial trace) which is a fj-finite Borel measure p in RN satisfying (1.5) / dp = p~N f dp.
J\x\<p J\x\<p
In one space dimension N = 1, the problem has been studied by Kalashnikov [11, 12] , who proved existence of a unique solution of (1.1) in ST, for some (small) T, if the initial datum satisfies |m0(jc)| < C(l + |x|Y/2(p-2), Vx g R for some C > 0.
For the porous medium equation (1.6) ul-A\u\m~Xu = 0, m>l, the problem of growth condition on the initial datum u0 has been considered by Bènilan-Crandall-Pierre [5] , the optimality of such a growth by AronsonCaffarelli [3] , and uniqueness of solutions for data p satisfying the analog of (1.3) by Dahlberg-Kenig [6] . Our approach is different from that in the quoted papers and in fact our methods yield generalizations also in the case of (1.6). We will discuss later how our results relate to the cited ones and what are the possible extensions.
The results
Consider the Cauchy problem (2.1) JU -di\(\Du\p~2Du) = 0 inST, p>2; ( 
2.2) u(,0) = u0()eLxXoc(RN).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A measurable function (x, t) -> u(x, t) defined in ST is a weak solution of Weak subsolutions (resp. supersolutions) are defined as above except that in (2.3) equality is replaced by < (resp. >) and <p is taken to be nonnegative.
If ( where \dp\ is the variation of p .
Remarks, (i) |||/|||r <-r-oo, Vr > 0 if feLx(RN).
(ii) \\\p\\\r < +00, Vr > 0 if and only if |||yu|||r < oo or some r0 > 0. With C¡ = C¡(AX,A2, ...) we denote positive constants that can be quantitatively determined a priori only in dependence on the specified arguments. The functional dependence of our estimates is optimal as shown by the following two explicit solutions of (2.1).
2-(i)
where A, T are two positive parameters.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A quick calculation shows that
Therefore ^(x, r) exists up to the blowup time r = ^(^f,tellW.o,|||,r-J).
The second explicit solution is (see [16] )
¿>-2 p>2. P The functions 77 § solves (2.1) with initial datum p = MS0, where S0 is the Dirac measure at zero and M = \3 §(-,Olli rn > t>0.
For r>0, ^(,1)^^ < t~N/K , and' \\Dm-j)\\x^<r(N+x)lK^-l),p.
For initial data u0 G LX(RN) estimates (2.10), (2.11) agree with those of [10] and [1] , respectively.
2-(ii)
. Harnack inequality and initial traces. Consider solutions of (2.1) with no further reference to initial data. These are measurable functions u defined in ST, 0 < T < oo, such that for every bounded open set ft c R^ and veG(0,r) (2.15) ueC(e,T;L"(Çl))r\Lp(e,T;Wx'p(£l)), (2.16) f u(x,t)<p(x,t)dx+ f f {-utpt + \Du\p'2DuDq>}dxdx = 0, Ja Jo Ja vre(e.r), v? g ^l'oo(0,r;Loo(ß))nLoo(e,r;^01'oo(ft)), t->tp(-,t) = 0, 0< t <e. Remark 2.1. From (2.15) and [7, 9] it follows that (x, t) -»• Du(x, t) is Holder continuous in every compact subset of R x (0, T). These solutions belong to the same regularity class of those found in Theorem 1. Theorem 2. Let u be a nonnegative solution of (2.1) in ST for some 0 < T < +CO. There exists a unique a-finite Borel measure p on RN such that Urn u(x ,t)tp(x)dx = / y dp, The existence part of Theorem 2 is an immediate consequence of the Harnack inequality, which we state as a theorem in view of its independent interest. Theorem 3. Let u be a nonnegative solution of (2.1) z'zz ST. There exists a constant y = y(N,p) such that Vi? > 0, VO < x < T/2 Jb.
Rp.\/(p-2)
. j-,Njp t) +{w
The uniqueness of p will make essential use of estimate (2.14). for some r > 0, and
2-(iii
Then u = v in ST. Remarks, (i) In Theorem 4, u, v are not required to be nonnegative.
(ii) The solutions constructed in Theorem 1 with initial data p G Lloc(R ) satisfy the assumption. Therefore Theorem 4 could be rephrased as a uniqueness theorem for initial data u0 G Lloc(R ) and |||w0|||f < oo, r>0.
(iii) Uniqueness of nonnegative solutions for initial datum a positive cr-finite Borel measure p would follow by the approximation argument of [6] if one knew that uniqueness holds for initial datum p satisfying /RV dp < oo .
We have been unable to prove this last statement.
2-(iv). Nonnegative solutions. Let u > 0 be a weak solution of (2.1) in ST in the sense of (2.15), (2.16). The Harnack inequality of Theorem 3 implies that
Vz->0
Such an a priori bound permits us to prove the following theorem. The theorem is proved in §7.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2-(v). Methods and extensions. Given a tr-finite Borel measure p in R satisfying |||ju|||r < oo for some r > 0, 3x -► u0 n(x) G C~(R ) such that Vç> G C0(RN) / u0 tpdx^ tpdp 7r" ' 7r"
and |||M0iJ||r^|||/i|||r, Vz->0. The Cauchy problem (2.1) with initial datum u0 n has a unique solution un global in time (see [4, 10] ). If we can prove estimates (2.9)-(2.14) for un with \\\p\\\r replaced by |||w0 ||| , Theorem 1 will follow by a standard limiting process, modulo the compactness results of [7, 9] . Henceforth we will refer to the proof of Theorem 1 as to the proof of (2.9)-(2.14) for the unique solution u of (2.1) with initial datum w0 G C£°(R ). Our proofs in § §3, 4 show that it is not restrictive to assume u0 > 0 (and hence u > 0); in fact (2.9), (2.10), (2.12)-(2.14) hold for nonnegative subsolutions of (2.1).
Estimate (2.10) is in the spirit of a similar one of [5] for solutions of the porous medium equation (1.6) . In that work the key estimates were of elliptic nature in view of the "semiconvexity inequality" (2.17) ut > -ku/t; k a constant, valid for weak solutions u > 0 of (1.6) in R x (0, T) (see [4] ) and strongly linked to the homogeneity of the principal part of theoperator in (1.6).
There is a basic difference between the nonlinearity exhibited by (2.1) and the nonlinearity of ( 1.6). Such a difference becomes apparent in estimate (2.10). Working with (1.6) one can relate quite easily the quantity fB u(x ,t)dx, t > 0 with the analogous quantities /ft u(x,x)dx for x G (0,0; this is because the Laplacian permits a double integration by parts. It is this fact that makes estimates like (2.10) relatively straightforward once a bound for \\um~ H^ B has been derived.
In the case of (2.1 ) one is forced to find in addition to (2.10) a rather delicate estimate of This is what makes possible the proof of (2.14), which in turn is the key estimate for Theorems 2 and 4.
Even though regularizing effects like (2.17) hold for (2.1) (see [4] ) we have avoided them. Our estimates are of parabolic nature and flexible enough to generalize (2.9), (2.10), (2.12)-(2.14) to nonnegative weak subsolutions of -u -divA(x,/,u,Du) < B(x,t,u,Du), (2.18) dt y /_ v . . . z> u(x ,0) = u0(x) e lIc(R ), \\\u0\\\r < oo for some r> 0, provided they can be approximated by bounded solutions.
The structure conditions in (2.18) are X0\Du\p -g0(x,t)<A(x,t,u,Du)-Du< A0\Du\p + gx(x,t), \B(x,t,u,Du)\ < B0\Du\p~X + g2(x,t), where 0 < X0 < A0, B0 > 0 are given constants and g¡, i = 0,1,2, are given bounded functions in RN+X . Moreover, (2.11) also holds true if some differentiability is imposed on the vector field A: R2N+2 -R* and the function B: R2N+2 ^ R, and if (2.18) holds with equality replacing the inequality. We refer to [7, 9] for the precise differentiability assumptions on A and B.
The ingredients in the proof of Theorem 3 are the gradient estimate (2.14) and the following "intrinsic" Harnack estimate. 
is all contained in the domain of definition of u.
Recall that local solutions of (1.1) are Holder continuous [7] and therefore u(x, t) is well defined V(x ,t) eSlT.
In view of the continuity of u, within the ball B (x0) there exists at least one x such that f u(x, t0) dx = u(x, t0).
Jbp (x0) Therefore ( Thus the main difference between Theorem 3 and (2.21) is that in Theorem 3 i0 can be arbitrarily close to zero, whereas in (2.21) t0 must be of the order of T.
It will be precisely (2.14) that will permit us to overcome this difficulty and extend (2.21) for all i0 G (0, T).
The existence part of Theorem 2 will follow from the Harnack estimate. Uniqueness of the initial trace p is based on the following. Lemma 2.2. Let u > 0 be any weak solution of (2.1) in ST. Then Vi? > 0,
y.Rp/[fBR u(x, x) dxf~2, where y,yt = y, yt(N,p).
Lemmas of this kind for the porous medium equation, though less general, were referred to as lemmas on "how fast the material can escape a given ball" (see [3] ). The proof of the analogous fact for solutions of (1.6) in [3] is rather complicated, and it is based on Alexandrov reflection technique. In our case it is a simple consequence of estimate (2.14).
Finally, the strength of (2.14) appears in the proof of Theorem 4. It implies that if « and v are solutions of (2.1 ) in ST suchthat u( ,t)-v(-,t) = w(-,t) -► 0 in LxXoc(RN) as / \ 0, then Ve G (0,1/JV) as / \ 0, w(,t) -0 in Llo^(R ). Once this is shown, Theorem 4 follows in a rather straightforward way.
Proof of Theorem 1. The L°°-estimate
Let m g L°°(0, T;Lx(RN))nLp(0, T; Wx'"(Çl)), p > 2, be the unique solution of
By the results of [9] , Du G CQ'a/2(ft x (e, T)) for any bounded open set ftcR* and any e>0, T>0 and some a G (0,1), a = a(e57\||K0||oo,|í2|).
Since ut G L2(0,T;L2Xoc(RN)), V0 < T < oo, (3.1) holds a.e. R* x (0,oo) .
Such regularity will suffice to justify the calculations to follow. We shall denote with y a generic positive constant depending only on N, p. The proof of (2.10) requires several steps. Cn(x,t) = l, (x,t)eQn and \DCn\<2n+2/p, 0<dCJdt<2n+2/T.
3-(i)
Finally, for a positive number k we will consider the increasing sequence The choices of (3.4) and inequality (3.5) will be employed in the proof of (2.10), whereas (3.6) and (3.7) will be used in proving (2.11).
3-(ii). Integral estimates for u. Multiply (3.1) by (u-kn)p+~lCPn=max{0;(u-kn)}p-xCP, and integrate over Qn to obtain
Combining (a), (b) using (3.3) and setting For (x,t)eQn, we have T/4 < Tn < t < T, and
Therefore (3.9) can be written more concisely as (3.11) sup / wsdx+ ff \Dw\pdxdx<y2npK(T) ff w'dxdx, t"+i<'<tJbm JJq" JJq" s=p2/2(p-1), « = 0,1,2, ... , where
3-(iii). The iteration process. From inequalities (3.11), n = 0,1,2, ... , we will deduce Lemma 3.1. There exists a constant y = y(N ,p) such that Vi > 0
Proof. Let x -► i"(x) be a piecewise smooth cutoff function in Bn that equals one on Bn+X and such that \DÇn\ < 2"+2/p. Then wn+xCn G L°°(Tn+x, T;Ls(Bn)) n Lp(Tn+x ,T;WX '"(Bn)) and recalling (3.4), (3.5) (3.14) ff wqn+xdxdx<if_\wn+xln\qdxdx JjQn+1 JJQn <y\ ff \Dw\pdxdx + -p-f wpdxdx\l sup / w'ndx\ ,
where we have used the fact that wn+x <wn, VzieN.
From the definition (3.8) of wn and the definition (3.10) of t -* <p(t) it follows that P~" ÍL wpdxdx < yK(T) if wndxdx.
Substitute this in (3.14) and estimate the right-hand side by making use of (3.11) to obtain In the process of proving the proposition we will also demonstrate estimates (2.12)-(2.14) with \\\p\\\r replaced by \\\uQ\\\r.
The proof proceeds in several steps. Proof. The calculations to follow are formal in that they require u to be strictly positive. They can be made rigorous by replacing u with u + e and letting e -► 0. By Holder's inequality (3.24) f f \Du\p~ 'C""' dx dx
To estimate Jx(t) we multiply (3.1) by x 'pu 'PÇP and integrate by parts.
Estimating L¡, i = 1,2, separately, we have
Jo
On the other hand, 7,(f) = L2 ; therefore combining (3.26) and (3.25) the conclusion follows. If this is the case the estimate above holds for t = t* and since f* is an arbitrary positive number we deduce that
4>(t) < YV(tfK(\ -y(p -2)[t¥(t)p-2]p/K)x/{p-2)
for all t > 0 for which the bracket is positive. If on t we impose y(t¥(t)p-2)PlK<p,(2p-2-l), p-2 we obtain the statement:
There are two constants ?x, y0 depending only on N, p such that (3.31) <Kt)<?xy(t)p/K, for all f satisfying (3.32) (t¥p-2(t))p/K<y0.
We remark that y,, yQ are quantitatively a priori determined only in dependence on N, p. We now carry (3.31) into (3.28b) and obtain provided the last bracket is positive. The constant y being quantitatively determined a priori, we can find a constant y0 such that ¥(t) < y2|||K0|||r
as long as f is so small as to satisfy (3.32) and (3.35) 0<f<7J||u0||L-(*-2).
Putting together (3.32), (3.35), and (3.34), we deduce that there exists a constant y0 = y0(N,p) such that if 0 < f < y0|||«0|||-(p_2), (3.35) and (3.32) hold. Now combining (3.34) and (3.31) the lemma follows. N-.OIL^^y.^r-IIKIIIr7 ". lll«(-»0lllr<y2IIKHIr /0ra//0<f<y0|||Uo|||70'-2).
As a by-product we obtain estimate (2.14), i.e., (2.10) and the results of [9] , it is easily seen that <¡>(t) is well defined, by possibly working in R^ x (e,oo) with e G (0,1) arbitrary and then letting e -» 0. Then for all t G (T/2, T) \Du\"-2/p2 < yT-(N+X){p-2)lK<S>(t)p-2.
We write (4.3) with k replaced by kn and set We substitute this in (4.9) and estimate the right-hand side by making use of (4.7) to obtain It follows that G{2)<y\\\u0\\\2/K, y = y(N,p) V0 < f < y0|||«0||l7 > where y0 = y0(N,p) is the number claimed by Corollary 3.1.
We substitute these estimates in (4.17) and take the supremum first over all p > r and then over all 0 < t < y^H^oHT^-2' • Recalling the definition (4.5) of t -> <P(f) we obtain (4.18) 0(f) < f ^N+X)'^-2)^x)p-X dx + y\\\u0\\\2JK, Jo vo<t<y0\\\u0\\\;{p-2).
It follows that <!>(•) is majorized by the solution of V'(t) = yt-((N+X)lK){p-2)Vp-x(t),
(0) = y|||M()lli/K> o<f<y0||Kl||r-(;'-2).
Solving explicitly ow^iiiuoiiifii-^iiKiir2)2^}"1^, and therefore if t is so small that (4.19) {l-Ki|||"olir2)2/'Cr1/(;'~2)<2
we will have^'^I I^IU^W/^^^yllNolllf, for all such t and V/z > r. The gradient estimate (2.11) follows readily and Theorem 1 is proved.
HaRNACK. INEQUALITY AND INITIAL TRACES
We will prove in this section the Harnack inequality of Theorem 3 and Lemma 2.2. The existence of initial traces and their uniqueness (Theorem 2) will follow readily.
5-(i). Harnack inequality: a special case. Let u > 0 be the unique solution of It is readily seen that 3 §k (x,f;x0,0 satisfies (5.1) for t > t, x € RN. Moreover, for t = t it vanishes outside the ball B (x0) and Vf > t it vanishes (in a C1 '"-fashion) outside the ball |x -x0| < 5(f)
. One also verifies that ¿®fc Ax, t ; Xq , t) s zc, and therefore by the maximum principle (5.17) u(x,t)>^kp(x,t;x0,t) Vt>t.
In ( 
which satisfies (2.1) for f > x and Vf > x is supported in the ball |x| < S(t) For t = x and |x| < R &k2R(x,x;0,x)>Mx, \x\<R.
Therefore since w(x, x) < Mz, \x\ < R, by the comparison principle w(x,t) <âSk 2"(x,t;0,x) V(x,t)eRN x(x,T).
Such a principle can be applied since (x,t) -► w(x,t) and (x,f) v\,2r( 3gk 2R(x,t;0,x) are both solutions of (2.1) with initial data in LX(RN). We V0<f-r<y0/C*, t < T.
Letting t \ 0 along {V} we get / u(x,t)dx>l dp((l+e)-N-7-(C*t)x/K).
We now let í \ 0 along {t"} . This gives I du>(l+e)~N I dp, Vee(O.l).
Letting 6->0 and interchanging the roles of p and v , we find f dp=f dv, Mp>0.
Jbp Jbp
By translation this must hold for every ball centered at any point of R^ , and therefore p = v.
Uniqueness
Let ¡i, u be two solutions of (2.1) in ST, 0 < T < oo, satisfying Also the analog of (2.11) is (6-8) ||7)u(.,0lloo^<C3f-(AÍ+1)/V/í'-2A2/xJ Vp>r,0<t<C0A-ip-2).
Estimates (6.7) and (6.8) will be proved in the next section (see Remark 7.1). Here we will proceed assuming them and observing that it will suffice to prove uniqueness within ST . C(a,N,p) .
From now on we shall take a satisfying (6.11).
Lemma 6.1. There exists a constant y = y(A,N,p) such that tf \Du\p-XA dxdx<ytX/K, te(0,To).
Jo Jrn
Proof. In the weak formulation (2.17) take the test function As for Jp , we have
so that by (6.6) and (6.12) J{2)<y(t-e)Xf, V/z>r. As for J(X 'x), since \D17\ < 2/p, again by (6.6) and (6.12)
J{pl'l)<yl\x-e)x/K-xdxha(t)<y(t-e)x/K.
Combining these estimates in (6.13), Proof. In the weak formulation of (6.3) take the test function x -► Aa(x)Ç(x), where £ is the usual cutoff function in 77 . By working separately with w+ and w+ (both weak subsolutions of (6.3)) and using the assumptions of the lemma we deduce f \w(x,t)\A (x)(,(x)dx< f f (\Du\ + \Dv\)"~x\DAaQdxdx In \w(x,t)\l+eAa+e/{p_2)(x)dx< I^ \w(x, t)\eAe/{p_2)(x)\w(x, t)\Aa(x)dx.
By (6.6) |itz(x,f)|£^/(p_2)(x) < yCNelK , so that I \w(x,t)\l+eAa+e/(p_2)(x)dx < yrNe,K I \w(x, t)\Aa(x) dx < y/(i/«)(i-ï.) byLemma6.2. 6-(ii). Proof of Theorem 4. We are now in the position to prove our uniqueness theorem. In (6.3) we may assume without loss of generality that w > 0. In its weak formulation we take test functions (w + n)e(AxJ2C)2, ee(0,l/N), ne (0,1).
Since w(,t)->0 in L^R ) a standard Steklov averaging process gives that this is an admissible test function. Integrating over B x(n,t), 0 < n < t <T0, by Gronwall's lemma, provided r->/ \w(x,t)\x+cAa(x)dxeL°°(0,T0). Jr»
Now the parameter a in the calculations above is arbitrary and restricted only by (6.11 ) . If a is replaced by a + e/(p -2), then Lemma 6.3 and its proof ensure the L°°(0,ro) requirement and the theorem follows.
Proof of Theorem 5
We let « be a nonnegative solution of (2.1) in ST for some T > 0, satisfying (7.1) sup |||m(-,0||L = A< oo forsomer>0.
o<z<r
The solution here is meant in the sense of (2.15), (2.16) of §2-(ii). The following proposition holds for any solution of (2.1) in ST with no sign restriction.
Proposition 7.1. Let u be a weak solution of (2.1) in ST in the sense of (2.15), (2.16) , and let (1.1 ) hold. There exist constants C(. = Ct(N,p), i = 0,2,3,7, such that setting (7.2) T^mi^T-X^-^} the following estimates hold Vp>0, V0 < t < T : \\u(',t)\\00^<c2rN/V,{p-2)Ap,K, (7.4) \\Du(.,t)\\ooßp<C^N+X)ßpp/{p-2)A2/K, (7.5) ff \DurXdxdx<c//KpX+{p-2)/KAX+{p-2)/K.
Jo Jbp
Here the constants C¡, i = 0,2, i, 7, are the same as those in Theorem 1.
Proof. Fix e G (0, T0/4) and view (x,t) -> u(x, t) as solution of (7.6) ut -div\Du\p~2Du = 0 inRN x (e ,TQ], (7.7)
x-*u(x,e) as initial datum.
The estimates of §3, regarding (2.10), have been derived under the assumption that w0GC0 (R ).
This was needed to ensure existence of a solution u satisfying (7.8) x^w(x,f)GL°°(R"), Vf>0.
This in turn was used to ensure that f -» tp(t) in (3.10) is well defined. Therefore (7.3) will follow from exactly the same proof of (2.10), whence we show that M-.0IL« (7.9) sup-0/(BZ" < oo VfG(0,ro), for some r>0. Since the argument can be repeated with T0 replaced by any 0 < f < T0 , (7.9) follows.
Turning to the proof of (7.10), if U is as before, by Returning to (x ,t) -> u(x ,t) via the indicated rescaling proves (7.10). We remark that (7.9), (7.10) are qualitative information needed in the proof of § §3, 4. The arguments in these sections turn these qualitative information into the precise quantitative estimates of Proposition 7.1.
The proposition and the Harnack inequality prove Theorem 5.
Remark 7.1. Since Proposition 7.1 holds for solutions of (2.1) with no sign restriction, estimates (6.7), (6.8) are valid and the proof of the uniqueness theorem is complete.
