I
Let F be a real differentiable function on p1, 8q with the property that F pyq ě 2, F 1 pyq ě 1 py ě y 0 pF qq.
We write f pyq " rF pyqs. We are concerned with the remainders Epx; h, ℓq " ÿ pďx p"ℓ mod h log p´x φphq , pℓ, hq " 1, where x is large and the moduli h are restricted to the values f pkq. Here and below, p denotes a prime number. Let V F px, yq denote the variance V F px, yq " ÿ y 0 pF qăkďy
Epx; f pkq, ℓq 2 .
When F pkq " f pkq " k, the Montgomery-Hooley theorem [3, 6] states that for 1 ď y ď x, V F px, yq " xy log y`c 0 xy`O`x 1{2 y 3{2`x2 plog xq´A˘.
Here and below, A denotes an arbitrary positive constant; we take A ą 1. (Implied constants depend on A throughout: dependencies on constants such as c are indicated in context.) The constant c 0 can be given explicitly. This asymptotic formula was generalized by Brüdern and Wooley [2] to the case where F " f is an integer-valued polynomial of degree ě 2 with positive leading coefficient. They found that for 1 ď F pyq ď x, V F px, yq " xf pyq log f pyq`Cpf qxf pyq`O`x 1{2 f pyq 3{2`x2 plog xq´A˘. (1.1)
In the present paper, we give two further variants of the Montgomery-Hooley theorem. Theorem 1.1. Let F pkq " k c , where c ą 1 and c R N. Then (1.1) holds for F pyq ď x, with Cpf q replaced by a constant C independent of f .
The constant C is evaluated in Section 5 (see (5.10) Acknowledgements. The arguments in Sections 4 and 5 are adapted from [2] with some notable differences. We thank Trevor Wooley for insightful comments about these differences. Thanks are also due from R. B. to the Department of Pure Mathematics, University of Waterloo for hospitality, and to the Simons Foundation for a Collaboration Grant.
N
As is customary, φ denotes Euler's totient function, µ denotes the Möbius function, epθq abbreviates e 2πiθ , and }t} " minpttu, 1´ttuq, where ttu " t´rts denotes the fractional part of t. Throughout, we regard the quantities c, γ and A as fixed and independent of all other quantities: we only assume that c ą 1, c R N, 1 ă γ ă 3{2, and A ą 1 (arbitrarily large). We regard B as fixed, but sufficiently large in terms of A and c (respectively, A and γ) in the case F ptq " t c (respectively, F ptq " exp`plog tq γ˘)
. We write C 1 , C 2 , . . . for 'large' positive constants and c 1 , c 2 , . . . for 'small' positive constants: each C i may depend on c, γ, A, B, C 1 , . . . , C i´1 and c 1 , . . . , c i´1 (indicated in context); likewise for each c i . We view x as a real parameter tending to infinity, and write U ! V , V " U, or U " OpV q to denote that |U| ď κ|V | for all sufficiently large x, where κ is a constant which may depend on A, as well as other fixed quantities (indicated in context). We write 'U -V ' for 'U ! V and V ! U'.
S
Most of these preliminary results come from [1] . Whether F be as in Theorem 1.1 or Theorem 1.2, let us write S Q " trF pnqs : Q ă rF pnqs ď 2Qu.
(2.1) For the remainder of the paper, B and c 4 are as in Lemmas 2.1-2.3 and C 5 , C 6 , C 7 are constants satisfying
. Let α ą 0 and suppose there is no rational number a{q, pa," 1, 1 ď q ď P satisfyinǧˇˇˇα´a qˇˇˇˇď 1 qR .
Suppose that either
Let plog xq
The implied constant depends on c, A in case (a) and γ, C 1 , A in case (b).
Proof. This follows at once from [1, Theorem 2.5].
Lemma 2.5. Make the hypotheses of Lemma 2.4 and suppose further that
Let NpK, K 1 , q, ℓq be the number of solutions to
Then for 1 ă q ď plog xq C 5 , we have
A˘.
The implied constant depends on c, A, B in case (a) and γ, C 1 , A, B in case (b).
Proof. We have
Separating the contribution from a " q,
The remainder of the proof is a variant of the proof of [1, Theorem 2.5] in the case M " 1{2; we have, for 1 ď a ă q,
where, with H " plog xq 4A`1 ,
Here,
Just as in the proof of [1, Lemma 2.4] we have
Note that |h`a q | ă F pKq c 2 , whilěˇˇˇh`a
To see this,ˇˇˇˇh`a qˇˇˇˇě plog xq´C 5 , (2.11) while Then for squarefree q,
Proof. This is a special case of [2, Lemma 4.2].
3. F T . .
This section is similar to material in [1, 2, 5] , but there are enough differences to give the details. Define y 1 by F py 1 q " xplog xq´B.
We are concerned with values of k satisfying
Our objective is to evaluate
Opening the square in (3.3), we find that
where
Using the prime number theorem and the fact that ! log x primes divide f pkq (k ď y), we rewrite S 2 as
f pkq kφpf pkqqi n view of (3.2). Since φpf pkqq " f pkqplog xq´1, we find that
We may easily derive the relation
The conditions p 1 | f pkq, p 1 " p 2 mod f pkq imply that p 1 " p 2 . We may accordingly ignore the constraint p j ∤ f pkq (j " 1, 2) when considering the offdiagonal terms. Consequently,
We note the bounds
We let
We deduce easily from (3.8), (3.10) that
Combining this with (3.5), (3.6), we have
It is straightforward to verify that
Let P, R be as in Lemma 2.4. Define the major arcs M to be the union of the pairwise disjoint intervals
and the minor arcs m by m "
A splitting-up argument gives
where T˚pαq is the contribution to T pαq from K ă k ď K 1 and M ă h ď 2M.
Here 1{2 ď M ď x{f pKq while y 1 ď F pKq ă y and
(3.14)
Now,
T˚pαq "
e`αhf pkq˘.
Since F 2 is monotonic, taking sup norms on rK, K 1 s we have
where we have used Lemma 2.4 and (3.2) for the second last and last bounds respectively. Combining this with (3.13), (3.14) we have
We turn to the major arcs, beginning with
Tˆb q`β˙d β. 
We first show that M 0 can be simplified to the form
where yphq is defined by
Sorting the integers k according to the value of f pkq mod q,
where S 0 pz, bq " ÿ
for y 1 ă z ď yphq, by (3.9). Now let
and, in the notation of Lemma 2.5,
We have, for z P py 1 , yphqs,
A by Lemma 2.5 and a splitting-up argument. Hence 
say. We have The error here is O`x 2 plog xq´A˘. Using a substitution in the integral, and applying Lemma 2.6, the main term in (4.11 
Since F 1 {F is monotonic, we deduce from (5.2) that, for some w P ry 1 , ys,
e have the more convenient expression
We now substitute (4.13) and (5.3) into the expression for V 1 F px, yq obtained in (3.11 ). This gives
By the prime number theorem and partial summation, 
