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Abstract
We prove a strong/weak stability estimate for the 3D homogeneous Boltzmann equation with
moderately soft potentials (γ ∈ (−1, 0)) using the Wasserstein distance with quadratic cost. This
in particular implies uniqueness in the class of all weak solutions, assuming only that the initial
condition has a finite entropy and a finite moment of sufficiently high order. We also consider the
Nanbu N-stochastic particle system which approximates the weak solution. We use a probabilistic
coupling method and give, under suitable assumptions on the initial condition, a rate of convergence
of the empirical measure of the particle system to the solution of the Boltzmann equation for this
singular interaction.
1 Introduction
1.1 The Boltzmann equation
We consider a 3-dimensional spatially homogeneous Boltzmann equation, which depicts the density ft(v)
of particles in a gas, moving with velocity v ∈ R3 at time t ≥ 0. The density ft(v) solves
∂tft(v) =
∫
R3
dv∗
∫
S2
dσB(|v − v∗|, θ)[ft(v
′)ft(v
′
∗)− ft(v)ft(v∗)], (1.1)
where
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
−
|v − v∗|
2
σ, (1.2)
and θ is the deviation angle defined by cos θ = v−v∗|v−v∗| ·σ. The collision Kernel B(|v− v∗|, θ) ≥ 0 depends
on the type of interaction between particles. It only depends on |v−v∗| and on the cosine of the deviation
angle θ. Conservations of mass, momentum and kinetic energy hold for reasonable solutions and we may
assume without loss of generality that
∫
R3
ft(v)dv = 1 for all t ≥ 0.
1.2 Assumptions
We will assume that there is a measurable function β : (0, π]→ R+ such that
B(|v − v∗|, θ) sin θ = |v − v∗|
γ
β(θ),
∃ 0 < c0 < c1, ∀ θ ∈ (0, π/2), c0θ−1−ν ≤ β(θ) ≤ c1θ−1−ν ,
∀ θ ∈ [π/2, π], β(θ) = 0,
(1.3)
for some ν ∈ (0, 1), and γ ∈ (−1, 0) satisfying γ + ν > 0.
The last assumption β = 0 on [π/2, π] is not a restriction and can be obtained by symmetry as noted
in the introduction of [2]. This assumption corresponds to a classical physical example, inverse power
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laws interactions: when particles collide by pairs due to a repulsive force proportional to 1/rs for some
s > 2, assumption (1.3) holds with γ = (s− 5)/(s− 1) and ν = 2/(s− 1). Here we will focus on the case
of moderately soft potentials, i.e. s ∈ (3, 5).
1.3 Some notations
Let us denote by P(R3) the set of probability measures on R3 and by Lip(R3) the set of bounded globally
Lipschitz functions φ : R3 7→ R. When f ∈ P(R3) has a density, we also denote this density by f . For
q > 0, we set
Pq(R
3) = {f ∈ P(R3) : mq(f) <∞} with mq(f) :=
∫
R3
|v|qf(dv).
We now introduce, for θ ∈ (0, π/2) and z ∈ [0,∞),
H(θ) =
∫ π/2
θ
β(x)dx and G(z) = H−1(z). (1.4)
Under (1.3), it is clear that H is a continuous decreasing function valued in [0,∞), so it has an inverse
function G : [0,∞) 7→ (0, π/2) defined by G(H(θ)) = θ and H(G(z)) = z. Furthermore, it is easy to
verify that there exist some constants 0 < c2 < c3 such that for all z > 0,
c2(1 + z)
−1/ν ≤ G(z) ≤ c3(1 + z)
−1/ν , (1.5)
and we know from [8] that there exists a constant c4 > 0 such that for all x, y ∈ R+,∫ ∞
0
(G(z/x)−G(z/y))2dz ≤ c4
(x− y)2
x+ y
. (1.6)
Let us now introduce the Wasserstein distance with quadratic cost on P2(R3). For g, g˜ ∈ P2(R3), let
H(g, g˜) be the set of probability measures on R3 × R3 with first marginal g and second marginal g˜. We
then set
W2(g, g˜) = inf
{(∫
R3×R3
|v − v˜|2R(dv, dv˜)
)1/2
, R ∈ H(g, g˜)
}
.
For more details on this distance, one can see [32, Chapter 2].
1.4 Weak solutions
We now introduce a suitable spherical parameterization of (1.2) as in [12]. For each x ∈ R3 \ {0}, we
consider a vector I(x) ∈ R3 such that |I(x)| = |x| and I(x) ⊥ x. We also set J(x) = x|x| ∧I(x), where ∧ is
the vector product. Then the triplet ( x|x| ,
I(x)
|x| ,
J(x)
|x| ) is an orthonormal basis of R
3. Then for x, v, v∗ ∈ R3,
θ ∈ (0, π], ϕ ∈ [0, 2π), we set
Γ(x, ϕ) := (cosϕ)I(x) + (sinϕ)J(x),
v′(v, v∗, θ, ϕ) := v −
1−cos θ
2 (v − v∗) +
sin θ
2 Γ(v − v∗, ϕ),
a(v, v∗, θ, ϕ) := v
′(v, v∗, θ, ϕ)− v,
(1.7)
then we write σ ∈ S2 as σ = v−v∗|v−v∗| cos θ+
I(v−v∗)
|v−v∗|
sin θ cosϕ+ J(v−v∗)|v−v∗| sin θ sinϕ, and observe at once that
Γ(x, ϕ) is orthogonal to x and has the same norm as x, from which it is easy to check that
|a(v, v∗, θ, ϕ)| =
√
1− cos θ
2
|v − v∗|. (1.8)
Let us now give the definition of weak solutions to (1.1).
Definition 1.1. Assume (1.3) is true for some ν ∈ (0, 1), γ ∈ (−1, 0) with γ + ν > 0. A measurable
family of probability measures (ft)t≥0 is called a weak solution to (1.1) if it satisfies the following two
conditions:
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• For all t ≥ 0, ∫
R3
vft(dv) =
∫
R3
vf0(dv) and
∫
R3
|v|2ft(dv) =
∫
R3
|v|2f0(dv) <∞. (1.9)
• For any bounded globally Lipschitz function φ ∈ Lip(R3), any t ∈ [0, T ],∫
R3
φ(v)ft(dv) =
∫
R3
φ(v)f0(dv) +
∫ t
0
∫
R3
∫
R3
Aφ(v, v∗)fs(dv∗)fs(dv)ds (1.10)
where
Aφ(v, v∗) = |v − v∗|
γ
∫ π/2
0
β(θ)dθ
∫ 2π
0
[φ(v + a(v, v∗, θ, ϕ)) − φ(v)]dϕ.
We observe that |Aφ(v, v∗)| ≤ Cφ|v− v∗|1+γ ≤ Cφ(1+ |v− v∗|2) from |a(v, v∗, θ, ϕ)| ≤ Cθ|v− v∗| and∫ π/2
0
θβ(θ)dθ <∞, (1.10) is thus well-defined.
Let us now recall the well-posedness result of (1.1) in [14, Corollary 2.4] (more general existence
results can be found in [31]).
Theorem 1.2. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0. Let q ≥ 2 such that
q > γ2/(γ + ν). Let f0 ∈ Pq(R3) with
∫
R3
f0(v)| log f0(v)|dv < ∞ and let p ∈ (3/(3 + γ), p0(γ, ν, q)),
where
p0(γ, ν, q) =
q − γ
q(3− ν)/3− γ
∈ (3/(3 + γ), 3/(3− ν)). (1.11)
Then (1.1) has a unique weak solution f ∈ L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
.
The explicit value of p0(γ, ν, q) are not properly stated in [14, Corollary 2.4]. However, following its
proof (see the end of Step 3), we see that f ∈ L1loc
(
[0,∞), Lp(R3)
)
as soon as 1 < p < 3/(3 − ν) and
−γ(p− 1)/(1− p(3− ν)/3) < q. This precisely rewrites as p ∈ (1, p0(γ, ν, q)).
1.5 The particle system
Let us now recall the Nanbu particle system introduced by [26]. It is the (R3)N -valued Markov process
with infinitesimal generator LN defined as follows: for any bounded Lipschitz function φ : (R3)N 7→ R
and v = (v1, ..., vN ) ∈ (R3)N ,
LNφ(v) =
1
N
∑
i6=j
∫
S2
[φ(v + (v′(vi, vj , σ)− vi)ei)− φ(v)]B(|vi − vj |, θ)dσ,
where vei = (0, ..., v, ..., 0) ∈ (R3)N with v at the i-th place for v ∈ R3.
In other words, the system contains N particles with velocities v = (v1, ..., vN ). Each pair of particles
(with velocities (vi, vj)), interact, for each σ ∈ S2, at rate B(|vi−vj |, θ)/N . Then one changes the velocity
vi to v
′(vi, vj , σ) given by (1.2) but vj remains unchanged. That is, only one particle is changed at each
collision.
The fact that
∫ π
0 β(θ)dθ =∞ (i.e. β is non cutoff) means that there are infinitely many jumps with
a very small deviation angle. It is thus impossible to simulate it directly. For this reason, we will study a
truncated version of Nanbu’s particle system applying a cutoff procedure as [13], who were studying the
Nanbu system for hard potentials and Maxwell molecules, and [4], who were dealing with the Kac system
for Maxwell molecules. Our particle system with cutoff corresponds to the generator LN,K defined, for
any bounded Lipschitz function φ : (R3)N 7→ R and v = (v1, ..., vN ) ∈ (R3)N , by
LN,Kφ(v) =
1
N
∑
i6=j
∫
S2
[φ(v + (v′(vi, vj , σ)− vi)ei)− φ(v)]B(|vi − vj |, θ)1{θ≥G(K/|vi−vj |γ)}dσ, (1.12)
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with G defined by (1.4).
The generator LN,K uniquely defines a strong Markov process with values in (R3)N . This comes from
the fact that the corresponding jump rate is finite and constant: for any configuration v = (v1, ..., vN ) ∈
(R3)N , it holds that N−1
∑
i6=j
∫
S2
B(|vi − vj |, θ)1{θ≥G(K/|vi−vj |γ)}dσ = 2π(N − 1)K. Indeed, for any
z ∈ [0,∞), we have
∫
S2
B(x, θ)1{θ≥G(K/xγ)}dσ = 2πK, which is easily checked recalling that B(x, θ) =
xγβ(θ) and the definition of G.
1.6 Main results
Now, we give our uniqueness result for the Boltzmann equation.
Theorem 1.3. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) satisfying γ + ν > 0. Let q ≥ 2 such
that q > γ2/(γ + ν). Assume that f0 ∈ Pq(R
3) with a finite entropy, i.e.
∫
R3
f0(v)| log f0(v)|dv < ∞.
Let p ∈ (3/(3 + γ), p0(γ, ν, q)), recall (1.11), and (ft)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
be the unique weak solution to (1.1) given by Theorem 1.2. Then for any other weak solution (f˜t)t≥0 ∈
L∞
(
[0,∞),P2(R3)
)
to (1.1), we have, for any t ≥ 0,
W22 (ft, f˜t) ≤ W
2
2 (f0, f˜0) exp
(
Cγ,p
∫ t
0
(1 + ‖fs‖Lp)ds
)
.
In particular, we have uniqueness for (1.1) when starting from f0 in the space of all weak solutions in
the sense of Definition 1.1.
The novelty of Theorem 1.3 is that no regularity at all is assumed concerning f˜ . In particular, we
have uniqueness among all weak solutions, while in [14], uniqueness is proved only in the class of weak
solutions lying in L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
for some p > 3/(3 + γ).
Next, we write the following conclusion concerning the particle system.
Theorem 1.4. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0. Let q > 6 such that
q > γ2/(γ + ν) and let f0 ∈ Pq(R3) with a finite entropy. Let (ft)t≥0 be the unique weak solution to
(1.1) given by Theorem 1.2. For each N ≥ 1, K ∈ [1,∞), let (V it )i=1,...,N be the Markov process with
generator LN,K (see (1.12)) starting from an i.i.d. family (V
i
0 )i=1,...,N of f0-distributed random variables.
We denote the associated empirical measure by µN,Kt = N
−1
∑N
i=1 δV it . Then for all T > 0,
sup
[0,T ]
E[W22 (µ
N,K
t , ft)] ≤ CT,q
(
N−(1−6/q)(2+2γ)/3 +K1−2/ν +N−1/2
)
.
We thus obtain a quantitive rate of chaos for the Nanbu’s system with a singular interaction. To our
knowledge, this is the first result in this direction. However, there is no doubt this rate is not the hoped
optimal rate N−1/2 like in the hard potential case [13].
1.7 Known results, strategies and main difficulties
Let us give a non-exhaustive overview of the known results on the well-posedness of (1.1) for different po-
tentials. First, the global existence of weak solution for the Boltzmann equation concerning all potentials
was concluded by Villani in [31], with rather few assumptions on the initial data (finite energy and en-
tropy), using some compactness methods. However, the uniqueness results are less well-understood. For
hard potentials (γ ∈ (0, 1)) with angular cutoff (
∫ π
0 β(θ)dθ <∞), there are some optimal results obtained
by Mischler-Wennberg [25], where they gave the existence of a unique weak L1 solution to (1.1) with the
minimal assumption that
∫
R3
(1 + |v|2)f0(v)dv < ∞. This was extended to weak measure solutions by
Lu-Mouhot [22]. For the difficult case without angular cutoff, the first uniqueness result was obtained by
Tanaka [29] concerning Maxwell molecules (γ = 0). See also Toscani-Villani [30], who proved uniqueness
for Maxwell molecules imposing that
∫ π
0 θβ(θ)dθ < ∞ and that
∫
R3
(1 + |v|2)f0(dv) < ∞. Subsequently,
Desvillettes-Mouhot [5] (relying on a weighted W 11 space) and Fournier-Mouhot [14] (using the Wasser-
stein distanceW1) successively gave the uniqueness and stability for both hard potentials (γ ∈ (0, 1]) and
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moderately soft potentials (γ ∈ (−1, 0) and ν ∈ (0, 1)) under different assumptions on initial data. For
moderately soft potentials, the result in [14] is much better since they use less assumptions on the initial
condition than [5]. Finally, let us mention another work [8], where Fournier-Gue´rin proved a local (in
time) uniqueness result with f0 ∈ Lp(R3) for some p > 3/(3 + γ) for the very soft potentials (γ ∈ (−3, 0)
and ν ∈ (0, 2)).
In this paper (Theorem 1.3), we obtain a better uniqueness result in the case of a collision kernel
without angular cutoff when γ ∈ (−1, 0) and ν ∈ (0, 1 − γ), that is, the uniqueness holds in the class of
all measure solutions in L∞
(
[0,∞),P2(R3)
)
. This is very important when studying particle systems. For
example, a convergence result without rate would be almost immediate from our uniqueness: the tightness
of the empirical measure of the particle system is not very difficult, as well as the fact that any limit point
is a weak solution to (1.1). Since such a weak solution is unique by Theorem 1.3, the convergence follows.
Such a conclusion would be very difficult to obtain when using the uniqueness proved in [14], because
one would need to check that any limit point of the empirical measure belongs to L1loc([0,∞, L
p(R3)) for
some p > 3/(3 + γ), which seems very difficult.
In order to extend the uniqueness result for all measure solutions, extra difficulty is inevitable and
the methods of [8, 14] will not work. However, Fournier-Hauray [10] provide some ideas to overcome
this, in the simpler case of the Laudau equation for moderately soft potentials. Here we follow these
ideas, which rely on coupling methods. Consider two weak solutions f and f˜ in L∞
(
[0,∞),P2(R3)
)
to (1.1), with possibly two different initial conditions and assume that f is strong, so that it belongs
to L1loc
(
[0,∞), Lp(R3)
)
. First, we associate to the weak solution f˜ a weak solution (Xt)t≥0 to some
Poisson-driven SDE. This uses a smoothing procedure as in [6, 10], but the situation is consequently
more complicated because we deal with jump processes. Next, we try to associate to the strong solution
f˜ a strong solution (Wt)t≥0 to another SDE (driven by the same Poisson measure), as [10] did. But we
did not manage to do this properly and we had to use a truncation procedure which though complicates
our computation. Then, roughly, we estimate W22 (ft, f˜t) by computing E[|Xt − Wt|
2] as precisely as
possible.
The terminology propagation of chaos, which is equivalent to the convergence of the empirical measure
of a particle system to the solution to a nonlinear equation, was first formulated by Kac [21]. He was
studying the convergence of a toy particle system as a step to the rigorous derivation of the Boltzmann
equation. Afterwards, McKean [23] and Gru¨nbaum [17] extended Kac’s ideas to study the chaos prop-
erty for different models with bounded collision kernels. Sznitman [28] then showed the chaos property
(without rate) for the hard spheres (γ = 1 and ν = 0). Following Tanaka’s probabilistic interpretation
for the Boltzmann equation with Maxwell molecules, Graham-Me´le´ard [16] were the first to give a rate
of chaos for (1.1), concerning both Kac and Nanbu models, for Maxwell molecules with cutoff (γ = 0
and
∫ π
0
β(θ)dθ <∞), using the total variation distance. Recently, some important progresses have been
made. First, Mischler-Mouhot [24] obtained a uniform (in time) rate of convergence of Kac’s particle
system of order N−ǫ (for Maxwell molecules without cutoff) and (logN)−ǫ (for hard spheres, i.e. γ = 1
and ν = 0), with some small ǫ > 0. This result, entirely relying on analytic methods, is noticeable,
although the rates are clearly not sharp. Then, Fournier-Mischler [13] proved the propagation of chaos
at rate N−1/4 for the Nanbu system and for hard potentials without cutoff (γ ∈ [0, 1] and ν ∈ (0, 1)).
Finally, as mentioned in Section 1.5, Cortez-Fontbona [4] used two coupling techniques for Kac’s binary
interaction system and obtained a uniform in time estimate for the Boltzmann equation with Maxwell
molecules (γ = 0) under some suitable moments assumptions on the initial datum. Let us mention that
the time-uniformity uses the recent nice results of Rousset [27].
In this paper (Theorem 1.4), we obtain, to our knowledge, the first chaos result (with rate) for soft
potentials (which are, of course, more difficult), but it is a bit unsatisfying: (1) we cannot study Kac’s
system (which is physically more reasonnable than Nanbu’s system) because it is not readily to exhibit
a suitable coupling; (2) our consideration is merely for γ ∈ (−1, 0), since some basic estimates in Section
2 do not hold any more if γ ≤ −1; (3) our rate is not sharp. However, since the interaction is singular,
it seems hopeless to get a perfect result.
In terms of the propagation of chaos with a singular interaction, there are only very few results.
Hauray-Jabin [18] considered a deterministic system of particles interacting through a force of the type
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1/|x|α with α < 1, in dimension d ≥ 3, and proved the mean field limit and the propagation of chaos to the
Vlasov equation. Also, Fournier-Hauray-Mischler [11] proved the convergence of the vortex model to the
2D Navier-Stokes equation with a singular Biot-Savart kernel using some entropy dissipation technique.
Following the method of [11], Godinho-Quin˜inao [15] proved the propagation of chaos of some particle
system to the 2D subcritical Keller-Segel equation. Recently, Fournier-Hauray [10] proved propagation of
chaos for the Landau equation with a singular interaction (γ ∈ (−2, 0)). Actually, they gave a quantitative
rate of chaos when γ ∈ (−1, 0), while the convergence without rate was checked when γ ∈ (−2, 0) by the
entropy dissipation technique.
Roughly speaking, to prove our propagation of chaos result, we consider an approximate version of our
stability principle, with a discrete Lp norm as in [10]. Here, we list the main difficulties: The trajectory of
a typical particle related to the Boltzmann equation is a jump process so that all the continuity arguments
used in [10] have to be changed. In particular, a detailed study of small and large jumps is required.
Also, the solution to the Landau equation lies in L1loc
(
[0,∞), L2(R3)
)
, while the one of the Boltzmann
equation lies in L1loc
(
[0,∞), Lp(R3)
)
for some p smaller than 2. This causes a few difficulties in Section
5, because working in Lp is slightly more complicated.
1.8 Arrangement of the paper and final notations
In Section 2, we give some basic estimates. In Section 3, we establish the strong/weak stability principle
for (1.1). In Section 4, we construct the suitable coupling. In Section 5, we bound the Lp norm of
an empirical measure in terms of Lp norm of the weak solution. Finally, in Section 6, we prove the
convergence of the particle system.
In the sequel, C stands for a positive constant whose value may change from line to line. When
necessary, we will indicate in subscript the parameters it depends on.
In the whole paper, we consider two probability spaces by Tanaka’s idea for the probabilistic inter-
pretation of the Boltzmann equation in Maxwell molecules case: the first space is the abstract space
(Ω,F ,P) and the second is ([0, 1],B([0, 1]), dα). A stochastic process defined on the latter space is called
an α-processes and we denote the expectation on [0, 1] by Eα and the laws by Lα.
2 Preliminaries
Above all, let us recall that for γ ∈ (−1, 0), p > 3/(3 + γ) and f ∈ P(R3) ∩ Lp(R3), it holds that
sup
v∈R3
∫
R3
|v − v∗|
γf(dv∗) ≤ sup
v∈R3
∫
|v−v∗|≤1
|v − v∗|
γf(dv∗) + sup
v∈R3
∫
|v−v∗|≥1
|v − v∗|
γf(dv∗)
≤ 1 + Cγ,p‖f‖Lp(R3), (2.1)
where Cγ,p = supv∈R3 [
∫
|v−v∗|≤1
|v − v∗|pγ/(p−1)dv∗](p−1)/p = [
∫
|v∗|≤1
|v∗|pγ/(p−1)dv∗](p−1)/p < ∞, since
p > 3/(3 + γ) by assumption.
Let us now classically rewrite the collision operator by making disappear the velocity-dependence
|v − v∗|γ in the rate using a substitution.
Lemma 2.1. We assume (1.3) and recall (1.4) and (1.7). For z ∈ [0,∞), ϕ ∈ [0, 2π), v, v∗ ∈ R3 and
K ∈ [1,∞), we define
c(v, v∗, z, ϕ) := a[v, v∗, G(z/|v − v∗|
γ), ϕ] and cK(v, v∗, z, ϕ) := c(v, v∗, z, ϕ)1{z≤K}. (2.2)
For any φ ∈ Lip(R3), any v, v∗ ∈ R,
Aφ(v, v∗) =
∫ ∞
0
dz
∫ 2π
0
dϕ[φ(v + c(v, v∗, z, ϕ))− φ(v)]. (2.3)
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For any N ≥ 1, K ∈ [1,∞), v = (v1, ..., vN ) ∈ (R3)N , any bounded measurable φ : (R3)N 7→ R,
LN,Kφ(v) =
1
N
∑
i6=j
∫ ∞
0
dz
∫ 2π
0
dϕ[φ(v + cK(vi, vj , z, ϕ)ei)− φ(v)]. (2.4)
This lemma is stated in [13, Lemma 2.2] when γ ∈ [0, 1], but the proof does not use this fact: it
actually holds true for any γ ∈ R. Next, let us recall Lemma 2.3 in [13] which is an accurate version of
Tanaka’s trick in [29]. Here, we adopt the notation (1.7).
Lemma 2.2. There exists some measurable function ϕ0 : R
3 ×R3 7→ [0, 2π) such that for all X,Y ∈ R3,
all ϕ ∈ [0, 2π),
|Γ(X,ϕ)− Γ(Y, ϕ+ ϕ0(X,Y )| ≤ |X − Y |.
The rest of the section is an adaption of [13, Section 3], which assumes that γ ∈ [0, 1], to the case
where γ ∈ (−1, 0). When compared with [8], what is new is that in the inequalities (2.5) and (2.6) below,
only |v− v∗|γ appears (while in [8], there is |v− v∗|γ + |v˜− v˜∗|γ). This is very useful to get a strong/weak
stability estimate: we will be able to use the regularity of only one of the two solutions to be compared.
Let us mention that it seems impossible to extend our ideas to the more singular case where γ ≤ −1.
Lemma 2.3. There is a constant C such that for any v, v∗, v˜, v˜∗ ∈ R3, any K ≥ 1,∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)− c(v˜, v˜∗, z, ϕ+ ϕ0(v − v∗, v˜ − v˜∗))|
2dϕdz (2.5)
≤C(|v − v˜|2 + |v∗ − v˜∗|
2)|v − v∗|
γ ,∫ ∞
0
∫ 2π
0
(
|v + c(v, v∗, z, ϕ)−v˜ − cK(v˜, v˜∗, z, ϕ+ ϕ0(v − v∗, v˜ − v˜∗))|
2 − |v − v˜|2
)
dϕdz (2.6)
≤C(|v − v˜|2 + |v∗ − v˜∗|
2)|v − v∗|
γ + C|v − v∗|
2+2γ/νK1−2/ν .∫ ∞
0
∫ 2π
0
|cK(v, v∗, z, ϕ)|
2dϕdz ≤C|v − v∗|
γ+2,
∫ ∞
0
∣∣∣∣∫ 2π
0
cK(v, v∗, z, ϕ)dϕ
∣∣∣∣ dz ≤ C|v − v∗|γ+1 (2.7)∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)|
2dϕdz ≤C|v − v∗|
γ+2,
∫ ∞
0
∣∣∣∣∫ 2π
0
c(v, v∗, z, ϕ)dϕ
∣∣∣∣ dz ≤ C|v − v∗|γ+1 (2.8)
Proof. For x > 0, we set ΦK(x) = π
∫K
0
(1− cosG(z/xγ))dz and ΨK(x) = π
∫∞
K
(1− cosG(z/xγ))dz. We
introduce the shortened notation x = |v − v∗|, x˜ = |v˜ − v˜∗|, ϕ0 = ϕ0(v − v∗, v˜ − v˜∗), c = c(v, v∗, z, ϕ),
cK = cK(v, v∗, z, ϕ) = c1{z≤K}, c˜ = c(v˜, v˜∗, z, ϕ+ ϕ0) and c˜K = cK(v˜, v˜∗, z, ϕ+ ϕ0) = c˜1{z≤K}.
Step 1. We first verify that ΦK(x) ≤ Cx
γ and that |ΦK(x) − ΦK(x˜)| ≤ C|x
γ − x˜γ |. First, we
immediately see that ΦK(x) ≤ π
∫∞
0
G2(z/xγ)dz = xγπ
∫∞
0
G2(z)dz which implies the first point (recall
(1.5)). To check the second point, it suffices to verify that FK(x) =
∫K
0
(1− cosG(z/x))dz has a bounded
derivative (uniformly in K ≥ 1). But we have FK(x) = x
∫ K/x
0 (1− cosG(z))dz so that
|F ′K(x)| ≤
∫ ∞
0
(1− cosG(z))dz + x(K/x2)(1 − cosG(K/x)) ≤ C + (K/x)G2(K/x),
which is uniformly bounded by (1.5).
Step 2. Proceeding as in the proof of [13, Lemma 3.1], we see that
∫∞
0
∫ 2π
0 |cK |
2dϕdz = x2ΦK(x),
which is bounded by Cxγ+2 by Step 1. Also, recalling (1.7) and (2.2), using that
∫ 2π
0
Γ(X,ϕ)dϕ = 0, we
see that
∫ 2π
0 cKdϕ = −π(v−v∗)(1− cosG(z/x
γ)), whence
∫∞
0 |
∫ 2π
0 cKdϕ|dz = xΦK(x) ≤ Cx
γ+1 by Step
1. All this proves (2.7), from which (2.8) follows by letting K increase to infinity.
Step 3. Let us denote by IK =
∫K
0
∫ 2π
0
|c− c˜|2dϕdz, by JK =
∫ K
0
∫ 2π
0
(|v + c− v˜ − c˜|2 − |v − v˜|2)dϕdz
and by LK =
∫∞
K
∫ 2π
0 (|v+ c− v˜|
2− |v− v˜|2)dϕdz. Proceeding exactly as in the proof of [13, Lemma 3.1],
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we see that JK ≤ AK1 +A
K
2 and LK ≤ A
K
3 , where
AK1 = 2xx˜
∫ K
0
(
G(z/xγ)−G(z/x˜γ)
)2
dz,
AK2 =
[
|v − v˜|+ |v∗ − v˜∗|
]
|(v − v∗)ΦK(x) − (v˜ − v˜∗)ΦK(x˜)|,
AK3 = (x
2 + 2|v − v˜|x)ΨK(x).
Also, IK = JK − 2(v − v˜) ·
∫ K
0
∫ 2π
0 (c − c˜)dϕdz and, as seen in the proof of [13, Lemma 3.1],∫K
0
∫ 2π
0 cdϕdz = −(v − v∗)ΦK(x), so that IK ≤ JK +A
K
4 with
AK4 = 2|v − v˜||(v − v∗)ΦK(x) − (v˜ − v˜∗)ΦK(x˜)|.
First, we immediately deduce from (1.6) that
AK1 ≤ 2c4xx˜
(xγ − x˜γ)2
xγ + x˜γ
≤ 2c4(x− x˜)
2min (xγ , x˜γ) ≤ C(|v − v˜|2 + |v∗ − v˜∗|
2)|v − v∗|
γ .
For the second inequality, we used that |xγ − x˜γ | ≤ |x−1 − x˜−1|(x ∧ x˜)1+γ (because γ ∈ (−1, 0)) so that
xx˜
|xγ − x˜γ |2
xγ + x˜γ
≤ (xx˜)1+|γ|
|x−1 − x˜−1|2(x ∧ x˜)2γ+2
x|γ| + x˜|γ|
≤ (xx˜)|γ|−1
|x− x˜|2(xx˜)1+γ
x|γ| + x˜|γ|
=
|x− x˜|2
x|γ| + x˜|γ|
,
which is indeed bounded by (x− x˜)2min (xγ , x˜γ).
We now verify that AK2 ≤ C
(
|v − v˜|2 + |v∗ − v˜∗|2
)
|v − v∗|γ . By Step 1, for any X,Y ∈ R3,
|XΦK(|X |)− Y ΦK(|Y |)| ≤ |Y ||ΦK(|X |)−ΦK(|Y |)|+|X−Y |ΦK(|X |) ≤ C|Y |
∣∣∣|X |γ−|Y |γ∣∣∣+C|X−Y ||X |γ .
Since again |xγ−x˜γ | ≤ |x−1−x˜−1|(x∧x˜)1+γ , we conclude that |XΦK(|X |)− YΦK(|Y |)| ≤ C|X−Y ||X |γ ,
whence
AK2 ≤ C
[
|v − v˜|+ |v∗ − v˜∗|
]
|(v − v∗)− (v˜ − v˜∗)|min{x
γ , x˜γ}
as desired.
We next observe that AK4 ≤ 2A
K
2 .
Finally, we see that ΨK(x) ≤ C
∫∞
K
G2(z/xγ)dz ≤ C
∫∞
K
(z/xγ)−2/νdz = Cx2γ/νK1−2/ν and that
ΨK(x) ≤ C
∫∞
0 G
2(z/xγ)dz ≤ C
∫∞
0 (1 + z/x
γ)−2/νdz = Cxγ according to (1.5) , which imply ΨK(x) ≤
Cmin{xγ , x2γ/νK1−2/ν}. Hence,
AK3 = (x
2 + 2|v − v˜|x)ΨK(x) ≤ C|v − v˜|
2|v − v∗|
γ + C|v − v∗|
2+2γ/νK1−2/ν,
because 2|v − v˜|x ≤ |v − v˜|2 + x2 and x2ΨK(x) ≤ Cx2+2γ/νK1−2/ν.
The left hand side of (2.6) is nothing but JK + LK , which is bounded by A
K
1 + A
K
2 + A
K
3 : (2.6) is
proved. Finally, the left hand side of (2.5) equals limK→∞ IK and we know that IK ≤ AK1 +A
K
2 + A
K
4 ,
which is (uniformly in K) bounded by (|v − v˜|2 + |v∗ − v˜∗|2)|v − v∗|γ as desired.
3 Stability
In this section, our goal is to prove Theorem 1.3. For this, we first need two important propositions. The
first one is the most delicate part in the whole proof, which consists in showing that we can associate
a weak solution to some SDE to any weak solution to (1.1). It extends Proposition B.1 in [10] to our
situation, see also [6, Theorem 2.6] (both concerning diffusion-type PDEs and Brownian SDEs). We will
prove it later.
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Proposition 3.1. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0. Consider any weak
solution (f˜t)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
to (1.1). Then there exists, on some probability space, a random
variable X0 with law f˜0, independent of a Poisson measure M(ds, dα, dz, dϕ) on [0,∞)× [0, 1]× [0,∞)×
[0, 2π) with intensity dsdαdzdϕ, a measurable family (X∗t )t≥0 of α-random variables and a ca`dla`g adapted
process (Xt)t≥0 solving
Xt = X0 +
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
c
(
Xs−, X
∗
s (α), z, ϕ
)
M(ds, dα, dz, dϕ) (3.1)
and such that for all t ≥ 0, L(Xt) = Lα(X∗t ) = f˜t.
The second one is the following proposition.
Proposition 3.2. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0, that f0 ∈ Pq(R3) for
some q ≥ 2 such that q > γ2/(γ+ ν) and that f0 has a finite entropy. Fix p ∈ (3/(3+ γ), p0(γ, ν, q)). Let
(ft)t≥0 ∈ L
∞
(
[0,∞),P2(R
3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
be the corresponding unique weak solution to (1.1)
given by Theorem 1.2. Consider also the Poisson measure M , the process (Xt)t≥0 and the family (X
∗
t )t≥0
built in Proposition 3.1 (associated to another weak solution (f˜t)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
. Let W0 ∼ f0
(independent of M) be such that E[|W0 −X0|2] =W22 (f0, f˜0) and, for each t ≥ 0, an α-random variable
W ∗t such that Lα(W
∗
t ) = ft and Eα[|W
∗
t −X
∗
t |
2] =W22 (ft, f˜t). Then for K ≥ 1, the equation
WKt =W0 +
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
cK(W
K
s−,W
∗
s (α), z, ϕ+ ϕs,α,K)M(ds, dα, dz, dϕ), (3.2)
with ϕs,α,K = ϕ0(Xs− −X∗s (α),W
K
s− −W
∗
s (α)), has a unique solution. Moreover, setting f
K
t = L(W
K
t )
for each t ≥ 0, it holds that for all T > 0,
lim
K→∞
sup
[0,T ]
W22 (f
K
t , ft) = 0. (3.3)
Proof. For any K ≥ 1, the Poisson measure involved in (3.2) is actually finite (because cK = c1{z≤K}),
so the existence and uniqueness for this equation is obvious. It only remains to prove (3.3), which has
already been done in [8, Lemma 4.2], where the formulation of the equation is slightly different. But one
easily checks that (WKt )t≥0 is a (time-inhomogeneous) Markov process with the same generator as the
one defined by [8, Eq. (4.1)], because for all bounded measurable function φ : R3 7→ R and all t ≥ 0, a.s.,∫ 1
0
∫ ∞
0
∫ 2π
0
[
φ(w + cK(w,W
∗
t (α), z, ϕ+ ϕ0(Xt− −X
∗
t (α), w −W
∗
t (α))) − φ(w)
]
dϕdzdα
=
∫ 1
0
∫ ∞
0
∫ 2π
0
[
φ(w + cK(w, v, z, ϕ))− φ(w)
]
dϕdzft(dv)
by the 2π-periodicity of cK (in ϕ) and since Lα(W ∗t ) = ft.
Now, we use these coupled processes to conclude the
Proof of Theorem 1.3. We consider a weak solution (f˜t)t≥0 to (1.1), with which we associate the ob-
jects M , (Xt)t≥0, (X
∗
t )t≥0 as in Proposition 3.1. We then consider f0 satisfying the assumptions of
Theorem 1.2 and the corresponding unique weak solution (ft)t≥0 belonging to L
∞
(
[0,∞),P2(R3)
)
∩
L1loc
(
[0,∞), Lp(R3)
)
(with p ∈ (3/(3+γ), p0(γ, ν, q))) and we consider (WKt )t≥0, (W
∗
t )t≥0 built in Propo-
sition 3.2 for anyK ≥ 1. We know thatW22 (f0, f˜0) = E[|W0−X0|
2] and thatW22 (ft, f˜t) = Eα[|W
∗
t −X
∗
t |
2]
for all t ≥ 0. Using that WKt ∼ f
K
t and Xt ∼ f˜t for each t ≥ 0, we deduce from (3.3) that for all t ≥ 0,
W22 (ft, f˜t) ≤ lim sup
K→∞
E[|WKt −Xt|
2] =: Jt. (3.4)
Next, we focus on the time interval [0, T ] for any fixed T > 0, and split the proof into several steps.
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Step 1. By the Itoˆ formula, we know that
E[|WKt −Xt|
2] = E[|W0 −X0|
2] + E
[∫ t
0
∫ 1
0
∆Ks (α)dαds
]
,
where
∆Ks (α) :=
∫ ∞
0
∫ 2π
0
(
|WKs −Xs + cK,W (s)− cX(s)|
2 − |WKs −Xs|
2
)
dϕdz
with the shortened notation cK,W (s) := cK
(
WKs ,W
∗
s (α), z, ϕ+ ϕs,α,K
)
and cX(s) := c
(
Xs, X
∗
s (α), z, ϕ
)
.
We then show that
∆Ks (α) ≤C(|W
K
s −Xs|
2 + |W ∗s (α)−X
∗
s (α)|
2)|WKs −W
∗
s (α)|
γ + C|WKs −W
∗
s (α)|
2+2γ/νK1−2/ν , (3.5)
and
∆Ks (α) ≤C|W
K
s −W
∗
s (α)|
γ+2 + C|Xs −X
∗
s (α)|
γ+2
+ C|WKs −Xs|
(
|WKs −W
∗
s (α)|
γ+1 + |Xs −X
∗
s (α)|
γ+1
)
. (3.6)
First, Lemma 2.3 (inequality (2.6)) precisely tells us that (3.5) holds true. Next, we observe that
∆Ks (α) ≤ 2
∫ ∞
0
∫ 2π
0
(|cK,W (s)|
2 + |cX(s)|
2)dϕdz + 2|WKs −Xs|
∣∣∣ ∫ ∞
0
∫ 2π
0
(cK,W (s)− cX(s))dϕdz
∣∣∣.
Hence, using (2.7) and (2.8), the proof of (3.6) is concluded.
Step 2. Set κ(γ) = min((γ+1)/|γ|, |γ|/2) > 0. We verify that there exists a constant C(T, f0, f˜0, f) > 0
(depending on T , m2(f0), m2(f˜0),
∫ t
0 ‖fs‖Lpds), such that for all ℓ ≥ 1 (and all K ≥ 1),
Ii,ℓt ≤ C(T, f0, f˜0, f)ℓ
−κ(γ), i = 1, 2, 3, 4,
where
I1,ℓt := E
[ ∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
γ+2 1{|WKs −W∗s (α)|γ≥ℓ}dαds
]
,
I2,ℓt := E
[ ∫ t
0
∫ 1
0
|Xs −X
∗
s (α)|
γ+2 1{|WKs −W∗s (α)|γ≥ℓ}dαds
]
,
I3,ℓt := E
[ ∫ t
0
∫ 1
0
|WKs −Xs||W
K
s −W
∗
s (α)|
γ+1 1{|WKs −W∗s (α)|γ≥ℓ}dαds
]
,
I4,ℓt := E
[ ∫ t
0
∫ 1
0
|WKs −Xs||Xs −X
∗
s (α)|
γ+1 1{|WKs −W∗s (α)|γ≥ℓ}dαds
]
.
Since γ ∈ (−1, 0) and κ(γ) ≤ (γ + 2)/|γ|, we have
I1,ℓt ≤ ℓ
−(γ+2)/|γ|T ≤ ℓ−κ(γ)T.
Similarly,
I3,ℓt ≤ ℓ
−(γ+1)/|γ|
∫ t
0
E
[
|WKs −Xs|
]
ds.
Using (1.9) for (ft)t≥0 and (f˜t)t≥0, (3.3), and that m2(f
K
s ) ≤ 2m2(fs) + 2W
2
2 (fs, f
K
s ), we know that
E
[
|WKs −Xs|
]
≤ C(1 +m2(fKs ) +m2(f˜s)) ≤ C(T, f0, f˜0). Hence,
I3,ℓt ≤ C(T, f0, f˜0)ℓ
−κ(γ).
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Since γ + 2 ∈ (1, 2), it follows from the Ho¨lder inequality that
I2,ℓt ≤ E
[(∫ t
0
∫ 1
0
|Xs −X
∗
s (α)|
2dαds
) γ+2
2
(∫ t
0
∫ 1
0
1{|WKs −W∗s (α)|γ≥ℓ}dαds
) |γ|
2
]
≤ CE
[(∫ t
0
(|Xs|
2 +m2(f˜s))ds
) γ+2
2
(∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
γ
ℓ
dαds
) |γ|
2
]
Since Lα(W ∗s ) = fs, we have
∫ 1
0
|WKs −W
∗
s (α)|
γdα =
∫
R3
|WKs − v|
γfs(dv) ≤ 1+Cγ,p‖fs‖Lp by (2.1), so
that
I2,ℓt ≤ℓ
γ/2
(
1 +
∫ t
0
(
E[|Xs|
2] +m2(f˜s)
)
ds
)( ∫ t
0
(
1 + Cγ,p‖fs‖Lp
)
ds
) |γ|
2
≤ℓγ/2
(
1 + 2m2(f˜0)T
)(
1 +
∫ t
0
(
1 + Cγ,p‖fs‖Lp
)
ds
)
≤ C(T, f˜0, f)ℓ
−κ(γ).
For I4,ℓt , we use the triple Ho¨lder inequality to write
I4,ℓt ≤E
[ ∫ t
0
|WKs −Xs|
2ds
] 1
2
E
[ ∫ t
0
∫ 1
0
|Xs −X
∗
s (α)|
2dαds
] 1+γ
2
E
[ ∫ t
0
∫ 1
0
1{|WKs −W∗s (α)|γ≥ℓ}dαds
] |γ|
2
.
Thus I4,ℓt ≤ C(T, f0, f˜0, f)ℓ
−κ(γ): use that E[|Xs|2] = Eα[|X∗s |
2] = m2(f˜0), that m2(f
K
s ) ≤ 2m2(fs) +
2W22 (fs, f
K
s ) as before and treat the last term of the product the same as we study I
2,ℓ
t .
Step 3. According to Step 1, we now bound ∆Ks (α) by (3.5) when |W
K
s −W
∗
s (α)|
γ ≤ ℓ and by (3.6)
when |WKs −W
∗
s (α)|
γ ≥ ℓ:
E[|WKt −Xt|
2] ≤ E[|W0 −X0|
2] + C
4∑
i=1
Ii,ℓt + CK
1−2/ν
E
[ ∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
2+2γ/νdαds
]
+ CE
[ ∫ t
0
∫ 1
0
(|WKs −Xs|
2 + |W ∗s (α) −X
∗
s (α)|
2)min
(
|WKs −W
∗
s (α)|
γ , ℓ
)
dαds
]
.
It then follows from Step 2 that for all ℓ ≥ 1, all K ≥ 1,
E[|WKt −Xt|
2] ≤ W22 (f0, f˜0) + C(T, f0, f˜0, f)ℓ
−κ(γ) (3.7)
+ CK1−2/νE
[ ∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
2+2γ/νdαds
]
+ CE
[ ∫ t
0
∫ 1
0
|WKs −Xs|
2|WKs −W
∗
s (α)|
γdαds
]
+ CE
[ ∫ t
0
∫ 1
0
|W ∗s (α)−X
∗
s (α)|
2min
(
|WKs −W
∗
s (α)|
γ , ℓ
)
dαds
]
.
Since γ + ν > 0, it holds that 2 + 2γ/ν > 0. As a consequence, like in Step 2,
E
[ ∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
2+2γ/νdαds
]
≤ CT [1 + E[|W
K
s |
2] +m2(f0)] ≤ C(T, f0, f˜0),
which gives
lim
K→∞
K1−2/νE
[ ∫ t
0
∫ 1
0
|WKs −W
∗
s (α)|
2+2γ/νdαds
]
= 0.
Moreover, we recall that a.s.
∫ 1
0
|WKs −W
∗
s (α)|
γdα ≤ 1 + Cγ,p‖fs‖Lp as in Step 2, whence
E
[ ∫ t
0
∫ 1
0
|WKs −Xs|
2|WKs −W
∗
s (α)|
γdαds
]
≤
∫ t
0
E[|WKs −Xs|
2](1 + Cγ,p‖fs‖Lp)ds.
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Letting K →∞, by dominated convergence, we find (recall (3.4))
lim sup
K
E
[ ∫ t
0
∫ 1
0
|WKs −Xs|
2|WKs −W
∗
s (α)|
γdαds
]
≤
∫ t
0
Js(1 + Cγ,p‖fs‖Lp)ds.
Next, it is obvious that for each ℓ ≥ 1 fixed, for all s ∈ [0, T ], all α ∈ [0, 1], the function v 7→
min(|v −W ∗s (α)|
γ , ℓ) is bounded and continuous. By (3.3), we conclude that limK→∞ E
[
min
(
|WKs −
W ∗s (α)|
γ , ℓ
)]
= E
[
min
(
|Ws −W ∗s (α)|
γ , ℓ
)]
and, by dominated convergence, that, still for ℓ ≥ 1 fixed,
lim
K→∞
E
[ ∫ t
0
∫ 1
0
|W ∗s (α)−X
∗
s (α)|
2min
(
|WKs −W
∗
s (α)|
γ , ℓ
)
dαds
]
=
∫ t
0
∫ 1
0
|W ∗s (α)−X
∗
s (α)|
2
E
[
min
(
|Ws −W
∗
s (α)|
γ , ℓ
)]
dαds.
But since Ws ∼ fs, we have, for each α fixed, E[min (|Ws −W
∗
s (α)|
γ , ℓ)] ≤
∫
R3
|W ∗s (α)− v|
γfs(dv) ≤ 1 +
Cγ,p‖fs‖Lp by (2.1). Furthermore, we have
∫ 1
0
|W ∗s (α)−X
∗
s (α)|
2dα = Eα[|W ∗s −X
∗
s |
2] =W22 (fs, f˜s) ≤ Js.
All in all, we have checked that
lim
K→∞
E
[ ∫ t
0
∫ 1
0
|W ∗s (α)−X
∗
s (α)|
2min
(
|WKs −W
∗
s (α)|
γ , ℓ
)
dαds
]
≤ C
∫ t
0
Js(1 + ‖fs‖Lp)ds.
Gathering all the previous estimates to let K →∞ in (3.7): for each ℓ ≥ 1 fixed,
Jt ≤ W
2
2 (f0, f˜0) + C(T, f0, f˜0, f)ℓ
−κ(γ) + C
∫ t
0
Js(1 + ‖fs‖Lp)ds.
Letting now ℓ→∞ and using the Gro¨nwall lemma, we find
Jt ≤ W
2
2 (f0, f˜0) exp
(
Cγ,p
∫ t
0
(
1 + ‖fs‖Lp
)
ds
)
.
Since W22 (ft, f˜t) ≤ Jt, this completes the proof.
It remains to prove Proposition 3.1. We start with a technical result.
Lemma 3.3. Assume (1.3) for some γ ∈ (−1, 0), some ν ∈ (0, 1) with γ + ν > 0 and recall that the
deviation function c was defined by (2.2). Consider f ∈ P2(R3) and φǫ(x) = (2πǫ)−3/2e−|x|
2/(2ǫ). Set
f ǫ(w) = (f ∗ φǫ)(w).
(i) There exists a constant C > 0 such that for all x ∈ R3, all ǫ ∈ (0, 1),∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)|
φǫ(v − x)
f ǫ(x)
dϕdzf(dv)f(dv∗) ≤ C
(
1 +
√
m2(f) + |x|
)
,
(ii) For all ǫ ∈ (0, 1), all R > 0, there is a constant CR,ǫ > 0 (depending only on m2(f)) such that for
all x, y ∈ B(0, R),∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)|
∣∣∣∣φǫ(v − x)f ǫ(x) − φǫ(v − y)f ǫ(y)
∣∣∣∣ dϕdzf(dv)f(dv∗) ≤ CR,ǫ|x− y|.
Proof. We start with (i) and set Iǫ(x) =
∫
R3
∫
R3
∫∞
0
∫ 2π
0 |c(v, v∗, z, ϕ)|
φǫ(v−x)
fǫ(x) dϕdzf(dv)f(dv∗). Using
(1.8) and (1.5), we see that |c(v, v∗, z, ϕ)| ≤ G(z/|v−v∗|γ)|v−v∗| ≤ C(1+z/|v−v∗|γ)−1/ν |v−v∗|. Hence
Iǫ(x) ≤C
∫
R3
∫
R3
∫ ∞
0
(1 + z/|v − v∗|
γ)−1/ν |v − v∗|
φǫ(v − x)
f ǫ(x)
dzf(dv)f(dv∗)
=C
∫
R3
∫
R3
|v − v∗|
1+γ φǫ(v − x)
f ǫ(x)
f(dv)f(dv∗).
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Using now that |v − v∗|1+γ ≤ 1 + |v|+ |v∗|, we find
Iǫ(x) ≤C
∫
R3
∫
R3
(1 + |v|+ |v∗|)
φǫ(v − x)
f ǫ(x)
f(dv)f(dv∗) ≤ C
(
1 +
√
m2(f) +
∫
R3
|v|φǫ(v − x)f(dv)
f ǫ(x)
)
.
To conclude the proof of (i), it remains to study Jǫ(x) = (f
ǫ(x))−1
∫
R3
|v|φǫ(v − x)f(dv). We introduce
L :=
√
2m2(f), for which f(B(0, L)) ≥ 1/2 (because f(B(0, L)c) ≤ m2(f)/L2). Using that {v ∈ R3 :
|v| ≤ 2|x|+ L} ∪ {v ∈ R3 : |v − x| ≥ |x|+ L} = R3, we write
Jǫ(x) =
∫
R3
|v|φǫ(v − x)f(dv)∫
R3
φǫ(v − x)f(dv)
≤ 2|x|+ L+
∫
|v−x|≥|x|+L |v|φǫ(v − x)f(dv)∫
|v−x|≤|x|+L φǫ(v − x)f(dv)
.
Since φǫ is radial and decreasing,∫
|v−x|≥|x|+L
|v|φǫ(v − x)f(dv) ≤ φǫ(|x| + L)
√
m2(f)
and ∫
|v−x|≤|x|+L
φǫ(v − x)f(dv) ≥ φǫ(|x|+ L)f(B(x, |x| + L)) ≥ φǫ(|x|+ L)/2
owing to the fact that B(0, L) ⊂ B(x, |x| + L). Hence, Jǫ(x) ≤ 2|x| + L + 2
√
m2(f) ≤ 2|x|+ 4
√
m2(f)
and this completes the proof of (i).
For point (ii), we set ∆ǫ(x, y) =
∫
R3
∫
R3
∫∞
0
∫ 2π
0 |c(v, v∗, z, ϕ)||Fǫ(x, v) − Fǫ(y, v)|dϕdzf(dv)f(dv∗),
where Fǫ(v, x) := (f
ǫ(x))−1φǫ(v − x). Exactly as in point (i), we start with
∆ǫ(x, y) ≤ C
∫
R3
∫
R3
|v − v∗|
1+γ |Fǫ(v, x)− Fǫ(v, y)|f(dv)f(dv∗)
≤ C
∫
R3
(1 +
√
m2(f) + |v|)|Fǫ(v, x) − Fǫ(v, y)|f(dv)
≤ C|x − y|
∫
R3
(1 +
√
m2(f) + |v|)
(
sup
a∈B(0,R)
|▽xFǫ(v, a)|
)
f(dv)
for all x, y ∈ B(0, R). But we have
▽xFǫ(v, a) =
1
ǫ
φǫ(v − a)
∫
R3
(v − u)φǫ(u − a)f(du)
(f ǫ(a))2
. (3.8)
Indeed, recalling that φǫ(x) = (2πǫ)
−3/2e−|x|
2/(2ǫ), we observe that
▽xφǫ(v − x) =
1
ǫ
(v − x)φǫ(v − x) and ▽xf
ǫ(x) =
1
ǫ
∫
R3
φǫ(u− x)(u − x)f(du).
Since Fǫ(v, a) := (f
ǫ(a))−1φǫ(v − a), we have
▽xFǫ(v, a) =
▽xφǫ(v − a)f ǫ(a)− φǫ(v − a)▽xf ǫ(a)
(f ǫ(a))2
=
φǫ(v − a)
ǫ
(v − a)f ǫ(a)−
∫
R3
φǫ(u− a)(u − a)f(du)
(f ǫ(a))2
=
φǫ(v − a)
ǫ
∫
R3
φǫ(u− a)(v − a)f(du)−
∫
R3
φǫ(u− a)(u− a)f(du)
(f ǫ(a))2
,
whence (3.8). Using now that Jǫ(a) = (f
ǫ(a))−1
∫
R3
|u|φǫ(u−a)f(du) ≤ 2|a|+4
√
m2(f) as proved in (i),
|▽xFǫ(v, a)| ≤
1
ǫ
φǫ(v − a)
f ǫ(a)
∫
R3
(|v|+ |u|)φǫ(u− a)f(du)
f ǫ(a)
≤
1
ǫ
φǫ(v − a)
f ǫ(a)
(
|v|+ 2|a|+ 4
√
m2(f)
)
.
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But we know that φǫ(x) ≤ (2πǫ)−3/2 and that
f ǫ(a) ≥
∫
|v−a|≤|a|+L
φǫ(v − a)f(dv) ≥ φǫ(|a|+ L)f(B(a, |a|+ L)) ≥ φǫ(|a|+ L)/2
since B(0, L) ⊂ B(a, |a|+ L). Hence,
sup
a∈B(0,R)
|▽xFǫ(v, a)| ≤
2
ǫ
e(R+L)
2/(2ǫ)
(
|v|+ 2R+ 4
√
m2(f)
)
.
Consequently, for all x, y ∈ B(0, R),
∆ǫ(x, y) ≤
2C
ǫ
e(R+L)
2/(2ǫ)|x− y|
∫
R3
(
1 +
√
m2(f) + |v|
)(
|v|+ 2R+ 4
√
m2(f)
)
f(dv) ≤ CR,ǫ|x− y|,
where CR,ǫ depends only on R, ǫ and m2(f) (recall that L :=
√
2m2(f)).
Finally, we end the section with the
Proof of Proposition 3.1. We consider any given weak solution (f˜t)t≥0 ∈ L∞([0,∞),P2(R3)) to (1.1) and
we write the proof in several steps.
Step 1. We introduce φǫ(x) = (2πǫ)
−3/2e−|x|
2/(2ǫ) and f˜ ǫt (w) = (f˜t ∗ φǫ)(w). For each t ≥ 0, we see
that f˜ ǫt is a positive smooth function. We claim that for any ψ ∈ Lip(R
3),
∂
∂t
∫
R3
ψ(w)f˜ ǫt (dw) =
∫
R3
f˜ ǫt (dw)A˜t,ǫψ(w),
where
A˜t,ǫψ(w) =
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
[ψ(w + c(v, v∗, z, ϕ))− ψ(w)]
φǫ(v − w)
f˜ ǫt (w)
dϕdzf˜t(dv∗)f˜t(dv). (3.9)
Indeed, f˜ ǫt (w) =
∫
R3
φǫ(v − w)f˜t(dv) since φǫ(x) is even. According to (1.10) and (2.3), we have
∂
∂t
f˜ ǫt (w) =
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
[φǫ(v − w + c(v, v∗, z, ϕ))− φǫ(v − w)]dϕdzf˜t(dv∗)f˜t(dv)
=
∫
R3
∫ K
0
∫ 2π
0
[∫
R3
φǫ(v − w + c(v, v∗, z, ϕ))f˜t(dv)− f˜
ǫ
t (w)
]
dϕdzf˜t(dv∗)
+
∫
R3
∫
R3
∫ ∞
K
∫ 2π
0
[φǫ(v − w + c(v, v∗, z, ϕ))− φǫ(v − w)]dϕdzf˜t(dv∗)f˜t(dv)
for any K ≥ 1. We thus have, for any ψ ∈ Lip(R3),
∂
∂t
∫
R3
ψ(w)f˜ ǫt (dw) =
∫
R3
∫
R3
∫ K
0
∫ 2π
0
∫
R3
φǫ(v − w + c(v, v∗, z, ϕ))ψ(w)f˜t(dv)dϕdzf˜t(dv∗)dw
−
∫
R3
∫
R3
∫ K
0
∫ 2π
0
ψ(w)f˜ ǫt (w)dϕdzf˜t(dv∗)dw
+
∫
R3
∫
R3
∫
R3
∫ ∞
K
∫ 2π
0
[φǫ(v − w + c(v, v∗, z, ϕ))− φǫ(v − w)]ψ(w)dϕdzf˜t(dv∗)f˜t(dv)dw.
Using the change of variables w − c(v, v∗, z, ϕ) 7→ w, we see that the first integral of the RHS equals∫
R3
∫
R3
∫ K
0
∫ 2π
0
∫
R3
φǫ(v − w)ψ(w + c(v, v∗, z, ϕ))f˜t(dv)dϕdzf˜t(dv∗)dw.
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Consequently,
∂
∂t
∫
R3
ψ(w)f˜ ǫt (dw)
=
∫
R3
∫
R3
∫ K
0
∫ 2π
0
[∫
R3
ψ(w + c(v, v∗, z, ϕ))
φǫ(v − w)
f˜ ǫt (w)
f˜t(dv)− ψ(w)
]
f˜ ǫt (w)dϕdzf˜t(dv∗)dw
+
∫
R3
∫
R3
∫
R3
∫ ∞
K
∫ 2π
0
[φǫ(v − w + c(v, v∗, z, ϕ))− φǫ(v − w)]ψ(w)dϕdzf˜t(dv∗)f˜t(dv)dw
=
∫
R3
∫
R3
∫ K
0
∫ 2π
0
∫
R3
[ψ(w + c(v, v∗, z, ϕ))− ψ(w)]
φǫ(v − w)
f˜ ǫt (w)
f˜t(dv)dϕdzf˜t(dv∗)f˜
ǫ
t (dw)
+
∫
R3
∫
R3
∫
R3
∫ ∞
K
∫ 2π
0
[φǫ(v − w + c(v, v∗, z, ϕ))− φǫ(v − w)]ψ(w)dϕdzf˜t(dv∗)f˜t(dv)dw.
Letting K increase to infinity, one easily ends the step.
Step 2. We set Ft,ǫ(v, x) = (f˜
ǫ
t (x))
−1φǫ(v − x). For a given Xǫ0 with law f˜
ǫ
0 , and a given independent
Poisson measure N(ds, dv, dv∗, dz, dϕ, du) on [0,∞)× R3 × R3 × [0,∞)× [0, 2π)× [0,∞) with intensity
dsf˜s(dv)f˜s(dv∗)dzdϕdu, there exists a pathwise unique solution to
Xǫt = X
ǫ
0 +
∫ t
0
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
∫ ∞
0
c(v, v∗, z, ϕ)1{u≤Fs,ǫ(v,Xǫs−)}
N(ds, dv, dv∗, dz, dϕ, du). (3.10)
This classically follows from Lemma 3.3, which precisely tells us that the coefficients of this equation
satisfy some at most linear growth condition (point (i)) and some local Lipschitz condition (point (ii)).
Step 3. We now prove that L(Xǫt ) = f˜
ǫ
t for each t ≥ 0. We thus introduce g
ǫ
t = L(X
ǫ
t ). By the Itoˆ
formula, we see that for all ψ ∈ Lip(R3),
∂
∂t
∫
R3
ψ(w)gǫt (dw)
=
∫
R3
gǫt (dw)
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
(
ψ(w + c(v, v∗, z, ϕ))− ψ(w)
)
Ft,ǫ(v, w)dϕdzf˜t(dv∗)f˜t(dv)
=
∫
R3
gǫt (dw)A˜t,ǫψ(w).
Thus (f˜ ǫt )t≥0 and (g
ǫ
t)t≥0 satisfy the same equation and we of course have g
ǫ
0 = f˜
ǫ
0 by construction. The
following uniqueness result allows us to conclude the step: for any µ0 ∈ P2(R3), there exists at most one
family (µt) ∈ L∞loc
(
[0,∞),P2(R3)
)
such that for any ψ ∈ Lip(R3), any t ≥ 0,∫
R3
ψ(w)µt(dw) =
∫
R3
ψ(w)µ0(dw) +
∫ t
0
ds
∫
R3
µs(dw)A˜s,ǫψ(w). (3.11)
This must be classical (as well as Step 2 is), but we find no precise reference and thus make use of
martingale problems. A ca`dla`g adapted R3-valued process (Zt)t≥0 on some filtered probability space
(Ω,F ,Ft,P) is said to solve the martingale problem MP (A˜t,ǫ, µ0, Lip(R3)) if P ◦ Z0 = µ0 and if for all
ψ ∈ Lip(R3), (Mψ,ǫt )t≥0 is a (Ω,F ,Ft,P)-martingale, where
Mψ,ǫt = ψ(Zt)−
∫ t
0
A˜s,ǫψ(Zs)ds.
According to [3, Theorem 5.2] (see also [3, Remark 3.1, Theorem 5.1] and [19, Theorem B.1]), it suffices
to check the following points to conclude the uniqueness for (3.11).
(i) there exists a countable family (ψk)k≥1 ⊂ Lip(R3) such that for all t ≥ 0, the closure (for the
bounded pointwise convergence) of {(ψk, A˜t,ǫψk), k ≥ 1} contains {(ψ, A˜t,ǫψ), ψ ∈ Lip(R3)},
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(ii) for each w0 ∈ R3, there exists a solution to MP (A˜t,ǫ, δw0 , Lip(R
3)),
(iii) for each w0 ∈ R3, uniqueness (in law) holds for MP (A˜t,ǫ, δw0 , Lip(R
3)).
The fact that (3.10) has a pathwise unique solution proved in Step 2 (there we can of course replace
Xǫ0 by any deterministic point w0 ∈ R
3) immediately implies (ii) and (iii). Point (i) is very easy (recall
that ǫ > 0 is fixed here).
Step 4. In this step, we check that the family ((Xǫt )t≥0)ǫ>0 is tight in D([0,∞),R
3). To do this, we
use the Aldous criterion [1], see also [20, p 321], i.e. it suffices to prove that for all T > 0,
sup
ǫ∈(0,1)
E
[
sup
[0,T ]
|Xǫt |
]
<∞, lim
δ→0
sup
ǫ∈(0,1)
sup
S,S′∈ST (δ)
E
[
|XǫS′ −X
ǫ
S |
]
= 0, (3.12)
where ST (δ) is the set containing all pairs of stopping times (S, S′) satisfying 0 ≤ S ≤ S′ ≤ S + δ ≤ T .
First, since Xǫt ∼ f˜
ǫ
t = f˜t ⋆φǫ, we have E[|X
ǫ
t |
2] ≤ 2(m2(f˜t)+ 3ǫ) ≤ 2m2(f˜0)+ 6. Thus for any T > 0,
using Lemma 3.3-(i),
E
[
sup
[0,T ]
|Xǫt |
]
≤ E
[
|Xǫ0|
]
+ E
[ ∫ T
0
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)|
φǫ(v −Xǫs)
f˜ ǫs(X
ǫ
s)
dϕdzf˜s(dv)f˜s(dv∗)ds
]
≤ E
[
|Xǫ0|
]
+ CE
[∫ T
0
(1 + |Xǫs|) ds
]
≤ CT .
Furthermore, for any T > 0, δ > 0 and (S, S′) ∈ ST (δ), using again Lemma 3.3-(i),
E
[
|XǫS′ −X
ǫ
S |
]
≤ E
[∫ S+δ
S
∫
R3
∫
R3
∫ ∞
0
∫ 2π
0
|c(v, v∗, z, ϕ)|
φǫ(v −Xǫs)
f˜ ǫs(X
ǫ
s)
dϕdzf˜s(dv)f˜s(dv∗)ds
]
≤ CE
[∫ S+δ
S
(1 + |Xǫs|)ds
]
≤ CE
[
δ sup
[0,T ]
(1 + |Xǫs|)
]
≤ CT δ.
Hence (3.12) holds true and this completes the step.
Step 5. We thus can find some (Xt)t≥0 which is the limit in law (for the Skorokhod topology) of a
sequence (Xǫnt )t≥0 with ǫn ց 0. Since L(X
ǫn
t ) = f˜
ǫn
t by Step 3 and since f˜
ǫn
t → f˜t by definition, we have
L(Xt) = f˜t for each t ≥ 0. It only remains to show that (Xt)t≥0 is a (weak) solution to (3.1). Using
the theory of martingale problems, it classically suffices to prove that for any ψ ∈ C1b (R
3), the process
ψ(Xt)− ψ(X0)−
∫ t
0
Bsψ(Xs)ds is a martingale, where
Btψ(x) =
∫ 1
0
∫ ∞
0
∫ 2π
0
(
ψ(x+ c(x,X∗t (α), z, ϕ)) − ψ(x)
)
dϕdzdα.
But since Lα(X∗t ) = f˜t, this rewrites (recall (2.3))
Btψ(x) =
∫
R3
∫ ∞
0
∫ 2π
0
(
ψ(x+ c(x, v∗, z, ϕ)− ψ(x)
)
dϕdzf˜t(dv∗) =
∫
R3
Aψ(x, v∗)f˜t(dv∗).
We thus have to prove that for any 0 ≤ s1 ≤ ... ≤ sk ≤ s ≤ t ≤ T , any ψ1, ..., ψk ∈ C1b (R
3), and any
ψ ∈ C1b (R
3),
E[F(X)] = 0,
where F : D([0,∞),R3) 7→ R is defined by
F(λ) =
( k∏
i=1
ψi(λsi)
)(
ψ(λt)− ψ(λs)−
∫ t
s
Brψ(λr)dr
)
.
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We of course start from E[Fǫn(X
ǫn)] = 0, where, recalling (3.9),
Fǫ(λ) =
( k∏
i=1
ψi(λsi)
)(
ψ(λt)− ψ(λs)−
∫ t
s
A˜r,ǫψ(λr)dr
)
.
We then write ∣∣∣E[F(X)]∣∣∣ ≤ ∣∣∣E[F(X)]− E[F(Xǫn)]∣∣∣+ ∣∣∣E[F(Xǫn)]− E[Fǫn(Xǫn)]∣∣∣.
On the one hand, we know from [7, Lemma 3.3] that (x, v∗) 7→ Aψ(x, v∗) is continuous on R3×R3 and
bounded by C |x − v∗|γ+1. We thus easily deduce that F is continuous at each λ ∈ D([0,∞),R3) which
does not jump at s1, ..., sk, s, t (this is a.s. the case of X ∈ D([0,∞),R
3) because it has no deterministic
time jump by the Aldous criterion). We also deduce that |F(λ)| ≤ C(1 +
∫ t
0
∫
R3
|λr − v∗|γ+1f˜r(dv∗)dr).
Using that 0 < γ + 1 < 1, that supǫ∈(0,1) E[sup[0,T ] |X
ǫ
t |] < ∞ by Step 4 and recalling that X
ǫn goes in
law to X , we easily conclude that |E[F(X)]− E[F(Xǫn)]| tends to 0 as n→∞.
On the other hand, since |F(λ) −Fǫ(λ)| ≤ C|
∫ t
s (Brψ(λr)− A˜r,ǫψ(λr))dr| and X
ǫ
r ∼ f˜
ǫ
r ,∣∣∣E[F(Xǫn)]− E[Fǫn(Xǫn)]∣∣∣
≤C
∫ t
s
E
[∣∣∣ ∫
R3
∫ ∞
0
∫ 2π
0
∫
R3
ψ(Xǫnr + c(v, v∗, z, ϕ))
[φǫn(v −Xǫnr )
f˜ ǫnr (X
ǫn
r )
f˜r(dv)− δXǫnr (dv)
]
dϕdzf˜r(dv∗)
∣∣∣]dr
=C
∫ t
s
∣∣∣ ∫
R3
∫ ∞
0
∫ 2π
0
∫
R3
∫
R3
ψ(w + c(v, v∗, z, ϕ))
[
φǫn(v − w)f˜r(dv)− f˜
ǫn
r (w)δw(dv)
]
dwdϕdzf˜r(dv∗)
∣∣∣dr.
But we can write
∫
R3
∫
R3
ψ(w + c(v, v∗, z, ϕ))f˜
ǫn
r (w)δw(dv)dw =
∫
R3
ψ(w + c(w, v∗, z, ϕ))f˜
ǫn
r (w)dw =∫
R3
∫
R3
ψ(w + c(w, v∗, z, ϕ))φǫn(v − w)f˜r(dv)dw, so that∣∣∣E[F(Xǫn)]− E[Fǫn(Xǫn)]∣∣∣
≤C
∫ t
s
∣∣∣ ∫
R3
∫ ∞
0
∫ 2π
0
∫
R3
∫
R3
[
ψ(w + c(v, v∗, z, ϕ))− ψ(w + c(w, v∗, z, ϕ))
]
φǫn(v − w)f˜r(dv)dwdϕdzf˜r(dv∗)
∣∣∣dr
=C
∫ t
s
∣∣∣ ∫
R3
∫ ∞
0
∫ 2π
0
∫
R3
∫
R3
[
ψ(w + c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗)))
− ψ(w + c(w, v∗, z, ϕ))
]
φǫn(v − w)f˜r(dv)dwdϕdzf˜r(dv∗)
∣∣∣dr.
The last equality uses the 2π-periodicity of c. We now put
Rn(v, v∗, z, ϕ) :=
∫
R3
[
ψ(w + c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗)))− ψ(w + c(w, v∗, z, ϕ))
]
φǫn(v − w)dw,
and show the following two things:
(a) for all v, v∗ ∈ R3, all z ∈ [0,∞) and ϕ ∈ [0, 2π), limn→∞Rn(v, v∗, z, ϕ) = 0;
(b) there is a constant C > 0 such that for all n ≥ 1, all v, v∗ ∈ R3, all z ∈ [0,∞) and ϕ ∈ [0, 2π),
|Rn(v, v∗, z, ϕ)| ≤ C
(
1 + |v − v∗|
)
(1 + z)−1/ν ,
which belongs to L1([0, T ] × R3 × R3 × [0,∞) × [0, 2π), drf˜r(dv∗)f˜r(dv)dzdϕ) because (f˜t)t≥0 ∈
L∞([0, T ],P2(R3)) by assumption.
18 Liping Xu
By dominated convergence, we will deduce that limn→∞
∣∣∣E[F(Xǫn)]−E[Fǫn(Xǫn)]∣∣∣ = 0 and this will
conclude the proof.
We first study (a). Since ψ ∈ C1b (R
3), we immediately observe that∣∣∣ψ(w + c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗)))− ψ(w + c(w, v∗, z, ϕ))∣∣∣ (3.13)
≤ Cψ
∣∣∣c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗))− c(w, v∗, z, ϕ)∣∣∣.
Recalling that
c(v, v∗, z, ϕ) = −
1− cosG(z/|v − v∗|γ)
2
(v − v∗) +
sinG(z/|v − v∗|γ))
2
Γ(v − v∗, ϕ),
we have ∣∣∣c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗))− c(w, v∗, z, ϕ)∣∣∣
≤
| cosG(z/|v − v∗|γ)− cosG(z/|w − v∗|γ)|
2
|v − v∗|+
|1− cosG(z/|w − v∗|γ)|
2
|v − w|
+
| sinG(z/|v − v∗|γ)− sinG(z/|w − v∗|γ)|
2
|Γ(v − v∗, ϕ+ ϕ0)|
+
| sinG(z/|w − v∗|
γ)|
2
|Γ(v − v∗, ϕ+ ϕ0)− Γ(w − v∗, ϕ)|.
Using that |Γ(v − v∗, ϕ+ ϕ0)| = |v − v∗| and Lemma 2.2, we obtain∣∣∣c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗))− c(w, v∗, z, ϕ)∣∣∣
≤C|G(z/|v − v∗|
γ)−G(z/|w − v∗|
γ)||v − v∗|+ C|v − w|.
We deduce from (1.4) that |G′(z)| = 1/β(G(z)) ≤ C by (1.3), whence∣∣∣c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗))− c(w, v∗, z, ϕ)∣∣∣
≤ Cz
∣∣|v − v∗||γ| − |w − v∗||γ|∣∣|v − v∗|+ C|v − w|.
Using again the inequality |xα − yα| ≤ |x− y|(x ∨ y)α−1 for α ∈ (0, 1), and x, y ≥ 0, we have∣∣|v − v∗||γ| − |w − v∗||γ|∣∣ ≤ |v − w||v − v∗||γ|−1.
We thus get ∣∣∣c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗))− c(w, v∗, z, ϕ)∣∣∣ ≤ C(z|v − v∗||γ| + 1)|v − w|.
Consequently,
Rn(v, v∗, z, ϕ) ≤Cψ(z|v − v∗|
|γ| + 1)
∫
R3
|v − w|φǫn(v − w)dw,
which clearly tends to 0 as n→∞. This ends the proof of (a).
For (b), start again from (3.13) to write∣∣∣ψ(w + c(v, v∗, z, ϕ+ ϕ0(v − v∗, w − v∗)))− ψ(w + c(w, v∗, z, ϕ))∣∣∣
≤
∣∣∣ψ(w + c(v, v∗, z, ϕ))− ψ(w)∣∣∣+ ∣∣∣ψ(w) − ψ(w + c(w, v∗, z, ϕ))∣∣∣
≤ Cψ(|c(v, v∗, z, ϕ)|+ |c(w, v∗, z, ϕ)|).
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Moreover, since |c(v, v∗, z, ϕ)| ≤ G(z/|v−v∗|γ)|v−v∗| ≤ C|v−v∗|(1+ |v−v∗||γ|z)−1/ν by (1.8) and (1.5),
we observe that
Rn(v, v∗, z, ϕ) ≤ C|v − v∗|(1 + |v − v∗|
|γ|z)−1/ν + C
∫
R3
|w − v∗|(1 + |w − v∗|
|γ|z)−1/νφǫn(v − w)dw.
Since 1 + |v − v∗|
|γ|z ≥
(
1 ∧ |v − v∗|
|γ|
)
(1 + z) for z ∈ [0,∞),
|v − v∗|(1 + |v − v∗|
|γ|z)−1/ν ≤ |v − v∗|(1 + z)
−1/ν
(
1 ∧ |v − v∗|
|γ|
)−1/ν
.
Using that |γ|/ν < 1, we deduce that
|v − v∗|(1 + |v − v∗|
|γ|z)−1/ν ≤
(
1 + |v − v∗|
)
(1 + z)−1/ν .
As a conclusion,
Rn(v, v∗, z, ϕ) ≤ C
(
1 + |v − v∗|+
∫
R3
|w − v∗|φǫn(v − w)dw
)
(1 + z)−1/ν ,
which is easily bounded (recall that ǫn ∈ (0, 1)) by C(1 + |v|+ |v∗|)(1 + z)−1/ν as desired.
4 The coupling
To get the convergence of the particle system, we construct a suitable coupling between the particle
system with generator LN,K defined by (2.4) and the realization of the weak solution to (1.1), following
the ideas of [13].
Lemma 4.1. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν ∈ (0, 1). Let N ≥ 1 be
fixed. Let q ≥ 2 such that q > γ2/(γ + ν). Let f0 ∈ Pq(R3) with a finite entropy and let (ft)t≥0 ∈
L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
(with p ∈ (3/(3 + γ), p0(γ, ν, q))) be the unique weak solu-
tion to (1.1) given by Theorem 1.2. Then there exists, on some probability space, a family of i.i.d.
random variables (V i0 )i=1,...,N with common law f0, independent of a family of i.i.d. Poisson measures
(Mi(ds, dα, dz, dϕ))i=1,...,N on [0,∞) × [0, 1] × [0,∞) × [0, 2π), with intensity dsdαdzdϕ, a measurable
family (W ∗t )t≥0 of α-random variables with α-law (ft)t≥0 and N i.i.d. ca`dla`g adapted processes (W
i
t )t≥0
solving, for each i = 1, · · · , N ,
W it = V
i
0 +
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
c(W is−,W
∗
s (α), z, ϕ)Mi(ds, dα, dz, dϕ). (4.1)
Moreover, W it ∼ ft for all t ≥ 0, all i = 1, . . . , N . Also, for all T > 0,
E
[
sup
[0,T ]
|W 1t |
q
]
≤ CT,q . (4.2)
Proof. Except for the moment estimate (4.2), it suffices to apply Proposition 3.1. A simpler proof could
be handled here because we deal with the strong solution f ∈ L∞
(
[0,∞),P2(R3)
)
∩L1loc
(
[0,∞), Lp(R3)
)
.
We now prove (4.2), which is more or less classical. We thus fix q ≥ 2. It is clear that∣∣|v + c(v, v∗, z, ϕ)|q − |v|q∣∣ ≤ Cq(|v|q−1 + |c(v, v∗, z, ϕ)|q−1)|c(v, v∗, z, ϕ)|.
Due to (1.8) and (1.5), |c(v, v∗, z, ϕ)| ≤ |v − v∗|, |c(v, v∗, z, ϕ)| ≤ (1 + z/|v − v∗|γ)−1/ν |v − v∗|, whence∫ ∞
0
∫ 2π
0
∣∣|v + c(v, v∗, z, ϕ)|q − |v|q∣∣dϕdz
≤ Cq
∫ ∞
0
∫ 2π
0
(
1 + |v|q−1 + |v∗|
q−1
)
(1 + z/|v − v∗|
γ)−1/ν |v − v∗|dϕdz
= Cq
(
1 + |v|q−1 + |v∗|
q−1
)
|v − v∗|
1+γ
≤ Cq
(
1 + |v|q + |v∗|
q
)
, (4.3)
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because 0 < 1 + γ < 1. It then easily follows from the Itoˆ formula and Lα(W ∗t ) = ft = L(W
1
t ) that
E
[
sup
[0,t]
|W 1s |
q
]
≤ E[|V 10 |
q] + Cq
∫ t
0
∫ 1
0
E
[
1 + |W 1s |
q + |W ∗s (α)|
q
]
dαds
≤ E[|V 10 |
q] + Cq
∫ t
0
(
1 + E[sup
[0,s]
|W 1u |
q]
)
ds.
We thus conclude (4.2) by the Gro¨nwall lemma.
Next, let us recall [13, Lemma 4.3] below in order to construct our coupling.
Lemma 4.2. Consider (ft)t≥0 and (W
∗
t )t≥0 introduced in Lemma 4.1 and fix N ≥ 1. For v =
(v1, v2, ..., vN ) ∈ (R3)N , we introduce the empirical measure µNv := N
−1
∑N
i=1 δvi . Then for all t ≥ 0,
all v ∈ (R3)N and all w ∈ (R3)N• , with (R
3)N• := {w ∈ (R
3)N : wi 6= wj ∀ i 6= j}, there are α-random
variables Z∗t (w, α) and V
∗
t (v,w, α) such that the α-law of (Z
∗
t (w, ·), V
∗
t (v,w, ·)) is N
−1
∑N
i=1 δ(wi,vi) and∫ 1
0 |W
∗
t (α) − Z
∗
t (w, α)|
2dα =W22 (ft, µ
N
w).
Observe that Lα(Z∗t (w, ·)) = µ
N
w and Lα(V
∗
t (v,w, ·)) = µ
N
v . Owing to technical reasons, we need to
introduce some more notations.
Notation 4.3. We consider an α-random variable Y with uniform distribution on B(0, 1) (indepen-
dent of everything else) and, for ǫ ∈ (0, 1), t ≥ 0, α ∈ [0, 1], v ∈ (R3)N and w ∈ (R3)N• , we set
W ∗,ǫt (α) = W
∗
t (α) + ǫY (α) and V
∗,ǫ
t (v,w, α) = V
∗
t (v,w, α) + ǫY (α). It holds that Lα(W
∗,ǫ
t ) = ft ∗ ψǫ
and Lα(V
∗,ǫ
t (v,w, ·)) = µ
N
v ∗ ψǫ, where ψǫ(x) = (3/(4πǫ
3))1{|x|≤ǫ}.
At last, we built a suitable realisation for the particle system.
Lemma 4.4. Consider all the objects introduced in Lemmas 4.1-4.2 and Notation 4.3. Set Ws =
(W 1s , ...,W
N
s ), which a.s. belongs to (R
3)N• (because fs has a density for all s ≥ 0). Fix K ≥ 1 and
ǫ ∈ (0, 1). There is a unique strong solution (Vt)t≥0 = (V 1t , ..., V
N
t )t≥0 to
V it = V
i
0 +
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
cK(V
i
s−, V
∗
s (Vs−,Ws−, α), z, ϕ+ϕi,α,s)Mi(ds, dα, dz, dϕ), i = 1, ..., N, (4.4)
where ϕi,α,s := ϕ
1
i,α,s + ϕ
2
i,α,s + ϕ
3
i,α,s with
ϕ1i,α,s =ϕ0
(
W is− −W
∗
s (α),W
i
s− −W
∗,ǫ
s (α)
)
,
ϕ2i,α,s =ϕ0
(
W is− −W
∗,ǫ
s (α), V
i
s− − V
∗,ǫ
s (Vs−,Ws−, α)
)
,
ϕ3i,α,s =ϕ0
(
V is− − V
∗,ǫ
s (Vs−,Ws−, α), V
i
s− − V
∗
s (Vs−,Ws−, α)
)
.
Moreover, (Vt)t≥0 is a Markov process with generator LN,K . If f0 ∈ Pq(R3) for some q ≥ 2, then
E
[
sup[0,T ] |V
1
t |
q
]
≤ CT,q (this last constant not depending on N,K nor ǫ ∈ (0, 1)).
Proof. Since cK = c1{z≤K}, the Poisson measures involved in (4.4) are finite. Hence the existence and
uniqueness results hold for (4.4). Using that Lα(V ∗t (v,w, ·)) = µ
N
v and the 2π-periodicity of cK in ϕ,
one easily checks that (Vt)t≥0 is a Markov process with generator LN,K : for all bounded measurable
function φ : (R3)N 7→ R, all t ≥ 0, a.s.,
N∑
i=1
∫ 1
0
∫ ∞
0
∫ 2π
0
[
φ(v + cK(vi, V
∗
t (v,w, α), z, ϕ + ϕi,α,t)ei)− φ(v)
]
dϕdzdα
=
N∑
i=1
N−1
N∑
j=1
∫ ∞
0
∫ 2π
0
[
φ(v + cK(vi, vj , z, ϕ)ei)− φ(v)
]
dϕdz
=N−1
∑
i6=j
∫ ∞
0
∫ 2π
0
[
φ(v + cK(vi, vj , z, ϕ)ei)− φ(v)
]
dϕdz,
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because cK(vi, vi, z, ϕ) = 0. This is nothing but LN,Kφ(v), recall Lemma 2.1.
Finally, we verify that sup[0,T ] E
[
|V 1t |
q
]
≤ CT,q if f0 ∈ Pq(R3) for some q ≥ 2: it immediately follows
from the Itoˆ formula, (4.3) and exchangeability that
E
[
|V 1t |
q
]
≤ E[|V 10 |
q] + Cq
∫ t
0
∫ 1
0
E
[
1 + |V 1s |
q + |V ∗s (Vs,Ws, α)|
q
]
dαds
≤ E[|V 10 |
q] + CqN
−1
N∑
i=1
∫ t
0
E
[
1 + |V 1s |
q + |V is |
q
]
ds
≤ E[|V 10 |
q] + Cq
∫ t
0
E
[
1 + |V 1s |
q
]
ds,
The Gro¨nwall lemma allows us to complete the proof.
Remark 4.5. The exchangeability holds for the family {(W it , V
i
t )t≥0, i = 1, ..., N}. Indeed, the family
{(W it )t≥0, i = 1, ..., N} is i.i.d. by construction, so that the exchangeability follows from the symmetry
and pathwise uniqueness for (4.4).
5 Bound of the Lebesgue norm of an empirical measure
An empirical measure cannot be in some Lp space with p > 1, so we will consider a blob approximation,
inspired by [10, Proposition 5.5] and [18]. But we deal with a jump process, so we need to overcome a
few additional difficulties.
First, the following fact can be checked as Lemma 5.3 in [10] (the norm and the step of the subdivision
are different, but this obviously changes nothing).
Lemma 5.1. Let p ∈ (1, 2) and (ft)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
∩L1loc
(
[0,∞), Lp(R3)
)
such that m2(ft) =
m2(f0) for all t ≥ 0.
(i) There is a constant Mp > 0, such that for all t ≥ 0, ‖ft‖Lp ≥Mp.
(ii) For any T > 0, we can find a subdivision (tNℓ )
KN+1
ℓ=0 satisfying 0 = t
N
0 < t
N
1 < · · · < t
N
KN
≤ T ≤
tNKN+1, such that supℓ=0,...,KN (t
N
ℓ+1 − t
N
ℓ ) ≤ N
−2 with KN ≤ 2TN2 and∫ T
0
hN (t)dt ≤ 2
∫ T
0
‖ft‖Lpdt,
with hN (t) =
∑KN+1
ℓ=1 ‖ftNℓ ‖L
p1{t∈(tNℓ−1,t
N
ℓ ]}
.
The goal of the section is to prove the following crucial fact.
Proposition 5.2. Assume (1.3) for some γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0. Let q ≥ 2 such
that q > γ2/(γ + ν) and let p ∈ (3/(3 + γ), p0(γ, ν, q)) ⊂ (1, 3/2). Consider f0 ∈ Pq(R3) with a finite
entropy and (ft)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
the corresponding unique solution to
(1.1) given by Theorem 1.2. Consider (W it )i=1,...,N,t≥0 the solution to (4.1) and set µ
N
Wt
= N−1
∑N
1 δW it .
Fix δ ∈ (0, 1), set ǫN = N−(1−δ)/3 and define µ¯NWt = µ
N
Wt
∗ ψǫN , where ψǫ was defined in Notation 4.3.
Finally, fix T > 0 and consider hN built in Lemma 5.1. We have
P
(
∀t ∈ [0, T ], ‖µ¯NWt‖Lp ≤ 13500
(
1 + hN (t)
))
≥ 1− CT,q,δN
1−δq/3.
Throughout the section, we fix N ≥ 1, δ ∈ (0, 1), and ǫN = N−(1−δ)/3 and adopt the assumptions
and notations of Proposition 5.2. We also put r = p/(p− 1).
In order to extend [10, Proposition 5.5], it is necessary to study some properties of the paths of the
processes defined by (4.1). Following Lemma 3.11 in [33], we introduce, for each i = 1, . . . , N ,
W˜ it = V
i
0 +
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
c(W is−,W
∗
s (α), z, ϕ)1{|c(W is−,W∗s (α),z,ϕ)|≤N−1/3}
Mi(ds, dα, dz, dϕ). (5.1)
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Lemma 5.3. For all T > 0,
P
[
sup
[0,T ]
|W 1t | ≤ N
δ/3, sup
s,t∈[0,T ],|s−t|≤N−2
|W˜ 1t − W˜
1
s | ≥ ǫN
]
≤ CTN
2e−N
δ/3
.
Proof. Let us denote by p˜ the probability we want to bound.
Step 1. We introduce
Z1t =
∫ t
0
∫ 1
0
∫ ∞
0
∫ 2π
0
G
(
z/|W 1s− −W
∗
s (α)|
γ
)
|W 1s− −W
∗
s (α)|
× 1{
G
(
z/|W 1s−−W
∗
s (α)|
γ
)
|W 1s−−W
∗
s (α)|/4≤N
−1/3
}M1(ds, dα, dz, dϕ).
It is clear that Z1t is almost surely increasing in t, and that a.s., for all s, t ∈ [0, T ],
|W˜ 1t − W˜
1
s | ≤ |Z
1
t − Z
1
s |, (5.2)
since for any v, v∗ ∈ R3 (recall (1.8))
G
(
z/|v − v∗|
γ
)
|v − v∗|/4 ≤ |c(v, v∗, z, ϕ)| ≤ G
(
z/|v − v∗|
γ
)
|v − v∗|.
We now consider the stopping time τN = inf {t ≥ 0 : |W 1t | > N
δ/3} and deduce from (5.2) and the Markov
inequality that
p˜ ≤ P
[
sup
[0,T ]
|W 1t | ≤ N
δ/3, sup
s,t∈[0,T ],|s−t|≤N−2
|Z1t − Z
1
s | ≥ ǫN
]
≤ P
[
sup
s,t∈[0,T ],|s−t|≤N−2
|Z1t∧τN − Z
1
s∧τN | ≥ ǫN
]
.
Since [0, T ] ⊂
⋃⌊N2T⌋
k=0 [k/N
2, (k + 1)/N2) and ZNt is almost surely increasing in t, we deduce that on
{sups,t∈[0,T ],|s−t|≤N−2 |Z
1
t∧τN − Z
1
s∧τN | ≥ ǫN}, there exists k ∈ {0, 1, ..., ⌊N
2T ⌋} for which there holds(
Z1((k+1)N−2)∧τN − Z
1
(kN−2)∧τN
)
≥ ǫN/3. Hence,
p˜ ≤
⌊N2T⌋∑
k=0
P
[(
Z1((k+1)N−2)∧τN − Z
1
(kN−2)∧τN
)
≥
ǫN
3
]
≤
⌊N2T⌋∑
k=0
e−N
δ/3
E
[
exp
{
3N1/3
(
Z1((k+1)N−2)∧τN − Z
1
(kN−2)∧τN
)}]
=:
⌊N2T⌋∑
k=0
e−N
δ/3
Ik.
Step 2. We now prove that Ik is (uniformly) bounded, which will complete the proof. We put
Jk(t) =: E
[
exp
{
3N1/3
(
Z1(t+kN−2)∧τN − Z
1
(kN−2)∧τN
)}]
.
It is obvious that Ik = Jk(N
−2). Applying the Itoˆ formula, we find
Jk(t) = 1 + 2πE
[ ∫ (t+kN−2)∧τN
(kN−2)∧τN
∫ 1
0
∫ ∞
0
exp
{
3N1/3
(
Z1s − Z
1
(kN−2)∧τN
)}
×
(
e3N
1/3G
(
z/|W 1s−W
∗
s (α)|
γ
)
|W 1s−W
∗
s (α)| − 1
)
1{
G
(
z/|W 1s−W
∗
s (α)|
γ
)
|W 1s−W
∗
s (α)|/4≤N
−1/3
}dzdαds
]
.
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Since 3N1/3G
(
z/|W 1s −W
∗
s (α)|
γ
)
|W 1s −W
∗
s (α)| ≤ 12 (thanks to the indicator function), we have
e3N
1/3G
(
z/|W 1s−W
∗
s (α)|
γ
)
|W 1s−W
∗
s (α)| − 1 ≤ CN1/3G
(
z/|W 1s −W
∗
s (α)|
γ
)
|W 1s −W
∗
s (α)|
for a positive constant C. Then using (1.5), we see that
1{
G
(
z/|W 1s−W
∗
s (α)|
γ
)
|W 1s−W
∗
s (α)|/4≤N
−1/3
} ≤ 1{z≥CNν/3|W 1s−W∗s (α)|γ+ν−|W 1s−W∗s (α)|γ}.
Hence,
Jk(t) ≤ 1 + CN
1/3
E
[ ∫ (t+kN−2)∧τN
(kN−2)∧τN
∫ 1
0
∫ ∞
0
exp
{
3N1/3
(
Z1s − Z
1
(kN−2)∧τN
)}
×
(
1 + z/|W 1s −W
∗
s (α)|
γ
)−1/ν
|W 1s −W
∗
s (α)|1{z≥CNν/3|W 1s−W∗s (α)|γ+ν−|W 1s−W∗s (α)|γ}
dzdαds
]
.
But, we have
|W 1s −W
∗
s (α)|
∫ ∞
0
(
1 + z/|W 1s −W
∗
s (α)|
γ
)−1/ν
1{z≥CNν/3|W 1s−W∗s (α)|γ+ν−|W 1s−W∗s (α)|γ}
dz
=CN−(1−ν)/3|W 1s −W
∗
s (α)|
ν+γ
≤CN−(1−ν)/3(1 + |W 1s |
2 + |W ∗s (α)|
2)
since γ + ν ∈ (0, 1). Using now that
∫ 1
0 |W
∗
s (α)|
2dα = m2(f0) and that |W 1s | ≤ N
δ/3 for all s ≤ τN , we
conclude that
Jk(t) ≤ 1 + CN
ν/3(1 +m2(f0) +N
2δ/3)
∫ t
0
Jk(s)ds
≤ 1 + CN (ν+2δ)/3
∫ t
0
Jk(s)ds.
It follows from the Gro¨nwall lemma that Jk(t) ≤ exp (CN (ν+2δ)/3t), and thus that Ik = Jk(N−2) is
uniformly bounded, because (ν + 2δ)/3 < 2 (recall that ν ∈ (0, 1) and δ ∈ (0, 1)).
Next, we study the large jumps of (W 1t )t≥0.
Lemma 5.4. There exists C > 0 such that for any ℓ ∈ {1, ...,KN + 1},
P
[
∃ t ∈ (tNℓ−1, t
N
ℓ ] : |∆W
1
t | > N
−1/3
]
≤ CN−(2−ν/3).
Proof. Let us fix ℓ and set A = {∃ t ∈ (tNℓ−1, t
N
ℓ ] : |∆W
1
t | > N
−1/3}. After noting that
A =
{∫ tNℓ
tNℓ−1
∫ 1
0
∫ ∞
0
∫ 2π
0
1{|c(W is−,W∗s (α),z,ϕ)|>N−1/3}
M1(ds, dα, dz, dϕ) ≥ 1
}
,
we have
P(A) ≤ E
[∫ tNℓ
tNℓ−1
∫ 1
0
∫ ∞
0
∫ 2π
0
1{|c(W 1s−,W∗s (α),z,ϕ)|>N−1/3}
M1(ds, dα, dz, dϕ)
]
by the Markov inequality. But, (1.8) and (1.5) tell us that |c(v, v∗, z, ϕ)| ≤ C(1+ z/|v− v∗|γ)−1/ν |v− v∗|.
Hence,
P(A) ≤ 2πE
[ ∫ tNℓ
tN
ℓ−1
∫ 1
0
∫ ∞
0
1{C(1+z/|W 1s−W∗s (α)|γ)−1/ν |W 1s−W∗s (α)|>N−1/3}
dzdαds
]
≤ 2πE
[ ∫ tNℓ
tNℓ−1
∫ 1
0
∫ ∞
0
1{z<CNν/3|W 1s−W∗s (α)|γ+ν}
dzdαds
]
= CNν/3E
[ ∫ tNℓ
tNℓ−1
∫ 1
0
|W 1s −W
∗
s (α)|
γ+νdαds
]
.
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Finally, using that |W 1s −W
∗
s (α)|
γ+ν ≤ 1 + |W 1s |
2 + |W ∗s (α)|
2 and that
∫ 1
0 |W
∗
s (α)|
2dα = E[|W 1s |
2] <∞,
we conclude that P(A) ≤ CNν/3(tNℓ+1 − t
N
ℓ ) ≤ CN
ν/3−2 as desired.
Lemma 5.5. For ℓ = 1, ...,KN + 1, we introduce
Iℓ = {i ∈ {1, ..., N} : ∃ t ∈ (t
N
ℓ−1, t
N
ℓ ] such that |∆W
i
t | > N
−1/3}, (5.3)
and the event
Ω1T,N =
{
∀i ∈ {1, .., N}, sup
[0,T ]
|W it | ≤ N
δ/3 and sup
s,t∈[0,T ],|s−t|≤N−2
|W˜ it − W˜
i
s | ≤ ǫN
}
⋂ {
∀ℓ = 1, ...,KN + 1, #(Iℓ) ≤ Nǫ
3/r
N
}
.
Then we have
P[Ω1T,N ] ≥ 1− CT,q,δN
1−qδ/3.
Proof. We write Ω1T,N = Ω
1,1
T,N ∩Ω
1,2
T,N , where
Ω1,1T,N :=
{
∀i ∈ {1, .., N}, sup
[0,T ]
|W it | ≤ N
δ/3 and sup
s,t∈[0,T ],|s−t|≤N−2
|W˜ it − W˜
i
s | ≤ ǫN
}
,
Ω1,2T,N :=
{
∀ℓ = 1, ...,KN + 1, #(Iℓ) ≤ Nǫ
3/r
N
}
,
Step 1. Here we estimate P[(Ω1,1T,N )
c]. Using the Markov inequality, (4.2) and Lemma 5.3, we get
P[(Ω1,1T,N )
c] ≤ N P
[{
sup
[0,T ]
|W 1t | ≤ N
δ/3 and sup
|s−t|≤N−2
|W˜ 1t − W˜
1
s | ≤ ǫN
}c]
= N P
[
sup
[0,T ]
|W 1t | ≥ N
δ/3
]
+N P
[
sup
[0,T ]
|W 1t | ≤ N
δ/3 and sup
|s−t|≤N−2
|W˜ 1t − W˜
1
s | ≥ ǫN
]
≤ N E
[
sup
[0,T ]
|W 1t |
q
]
N−qδ/3 + CT N
3e−N
δ/3
≤ CT,q N
1−qδ/3.
Step 2. We now prove that P[(Ω1,2T,N )
c] ≤ CT exp (−N δ). For any fixed ℓ ∈ {1, ...,KN + 1}, we
introduce AℓN = {∃ t ∈ (t
N
ℓ−1, t
N
ℓ ] : |∆W
1
t | > N
−1/3}. Then we observe that #(Iℓ) follows a Binomial
distribution with parameters N and P(AℓN ). Using again the Markov inequality, we observe that
P[(Ω1,2T,N )
c] ≤
KN+1∑
ℓ=1
P
[
#(Iℓ) ≥ Nǫ
3/r
N
]
≤
KN+1∑
ℓ=1
E[exp
(
#(Iℓ)
)
] exp (−Nǫ
3/r
N ).
But,
E[exp (#(Iℓ))] = exp
(
N log(1 + (e − 1)P(AℓN ))
)
≤ exp
(
N(e− 1)P(AℓN )
)
.
Hence,
P[(Ω1,2T,N )
c] ≤
KN+1∑
ℓ=1
exp
(
N(e − 1)P(AℓN )
)
exp (−Nǫ
3/r
N ).
We know from Lemma 5.4 that P(AℓN ) ≤ CN
−(2−ν/3), hence NP(AℓN ) ≤ CN
−1+ν/3 ≤ C. We thus
deduce that
P[(Ω1,2T,N )
c] ≤ C(KN + 1) exp(−Nǫ
3/r
N ) ≤ C(2TN
2 + 1) exp(−Nǫ
3/r
N ) ≤ CT exp(−N
δ),
since Nǫ
3/r
N = N
1/p+δ/r and since 1/p+ δ/r > δ. This ends the proof.
We now give the
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Proof of Proposition 5.2. Consider the partition PN of R
3 in cubes with side length ǫN and its subset P
δ
N
consisting of cubes that have non-empty intersection with B(0, N δ/3). Then we observe that #(PδN ) ≤
(2(N δ/3 + ǫN )ǫ
−1
N )
3 ≤ 64N δǫ−3N = 64N . We split the proof into several steps.
Step 1. For (x1, ..., xN ) ∈ (B(0, N δ/3))N and (y1, ..., yN ) ∈ (B(0, N δ/3))N , we set
I = {i ∈ {1, .., N} : |xi − yi| > ǫN},
and denote the empirical measure of y = (y1, ..., yN) ∈ (R3)N by µNy = N
−1
∑N
i=1 δyi . The goal of this
step is to show that
‖µNy ∗ ψǫN‖Lp ≤
( 3
4π
)1/r #(I)
Nǫ
3/r
N
+ 3375
(
N−pǫ
−3(p−1)
N
∑
D∈PδN
(#{i ∈ {1, ..., N} : xi ∈ D})
p
)1/p
.
Indeed, recalling that ψǫ(x) = (3/(4πǫ
3))1{|x|≤ǫ}, we observe that
µNy ∗ ψǫN (v) =
1
N
N∑
i=1
ψǫN (v − yi)1{|xi−yi|>ǫN} +N
−1
N∑
i=1
ψǫN (v − yi)1{|xi−yi|≤ǫN}
=
1
N
∑
i∈I
ψǫN (v − yi) +
3
4πNǫ3N
#
{
i ∈ {1, ..., N} : yi ∈ B(v, ǫN ), |yi − xi| ≤ ǫN
}
≤
1
N
∑
i∈I
ψǫN (v − yi) +
3
4πNǫ3N
#
{
i ∈ {1, ..., N} : xi ∈ B(v, 2ǫN )
}
.
Hence,
µNy ∗ ψǫN (v) ≤
1
N
∑
i∈I
ψǫN (v − yi) +
3
4πNǫ3N
∑
D∈PδN
#
{
i ∈ {1, ..., N} : xi ∈ D
}
1{D∩B(v,2ǫN ) 6=∅}.
We then deduce that
‖µNy ∗ ψǫN‖Lp
≤
1
N
‖
∑
i∈I
ψǫN (· − yi)‖Lp +
3
4πNǫ3N
‖
∑
D∈PδN
#{i ∈ {1, ..., N} : xi ∈ D}1{D∩B(·,2ǫN) 6=∅}‖Lp .
Since ‖ψǫN (· − yi)‖Lp = (
3
4π )
1/rǫ
−3/r
N , we have
1
N
‖
∑
i∈I
ψǫN (· − yi)‖Lp ≤
1
N
∑
i∈I
‖ψǫN (· − yi)‖Lp ≤
( 3
4π
)1/r #(I)
Nǫ
3/r
N
.
On the other hand, let A := ‖
∑
D∈PδN
#{i ∈ {1, ..., N} : xi ∈ D}1{D∩B(·,2ǫN) 6=∅}‖Lp , then
Ap =
∫
R3
( ∑
D∈PδN
#{i : xi ∈ D}1{D∩B(v,2ǫN) 6=∅}
)p
dv
=
∫
R3
( ∑
D,D′∈PδN
#{i : xi ∈ D}#{i : xi ∈ D
′}1{D∩B(v,2ǫN) 6=∅,D′∩B(v,2ǫN ) 6=∅}
)p/2
dv
≤
∫
R3
∑
D,D′∈PδN
(
#{i : xi ∈ D}
)p/2(
#{i : xi ∈ D
′}
)p/2
1{D∩B(v,2ǫN ) 6=∅,D′∩B(v,2ǫN ) 6=∅}dv
because p ∈ (1, 2). From x2 + y2 ≥ 2xy and a symmetry argument, we see that
Ap ≤
∑
D∈PδN
(#{i : xi ∈ D})
p
∫
R3
1{D∩B(v,2ǫN) 6=∅}
∑
D′∈PδN
1{D′∩B(v,2ǫN ) 6=∅}dv.
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But, for each v ∈ R3,
∑
D′∈PδN
1{D′∩B(v,2ǫN ) 6=∅} = #{D
′ ∈ PδN : D
′ ∩ B(v, 2ǫN ) 6= ∅} ≤ 53. And
for each D ∈ PδN , {v ∈ R
3 : D ∩ B(v, 2ǫN ) 6= ∅} is included by a ball of radius 3ǫN . Therefore,∫
R3
1{D∩B(v,2ǫN ) 6=∅}dv ≤ 4π(3ǫN)
3/3. Hence,
Ap ≤
534π(3ǫN)
3
3
∑
D∈PδN
(
#{i : xi ∈ D}
)p
.
Consequently,
‖µNy ∗ ψǫN (v)‖Lp ≤
( 3
4π
)1/r #(I)
Nǫ
3/r
N
+
3
4πNǫ3N
A
≤
( 3
4π
)1/r #(I)
Nǫ
3/r
N
+
( 3
4π
)1/r
(15)3/p
(
N−pǫ
−3(p−1)
N
∑
D∈PδN
(
#{i : xi ∈ D}
)p)1/p
.
Since (15)3/p ≤ 153 = 3375, this ends the step.
Step 2. In this step, we extend the proof of [10, Step 3-Proposition 5.5] to show that there are some
constants C > 0 and c > 0 (depending on δ and Mp of Lemma 5.1) such that for all fixed t ∈ [0, T + 1],
P[(Ω2t,N )
c] ≤ C exp (−cN δ/r),
where
Ω2t,N =
N−pǫ−3(p−1)N ∑
D∈PδN
(
#{i ∈ {1, ..., N} :W it ∈ D}
)p
≤ 2p+1‖ft‖
p
Lp
 .
To this end, we introduce, for D ∈ PδN , AD = #{i :W
i
t ∈ D}. Then AD ∼ B(N, ft(D)) and we have
P(AD ≥ x) ≤ exp(−x/8) for all x ≥ 2Nft(D). (5.4)
Indeed, P(AD ≥ x) ≤ e−xE[exp(AD)] = e−x exp[N log(1 + ft(D)(e − 1))] ≤ e−x exp[N(e − 1)ft(D)]. If
x ≥ 2Nft(D), we thus have
P(AD ≥ x) ≤ exp[−x+ x(e − 1)/2] ≤ exp(−x/8).
Next, it follows from the Ho¨lder inequality that
‖ft‖
p
Lp ≥
∑
D∈PδN
∫
D
|ft(v)|
pdv ≥ ǫ
−3p/r
N
∑
D∈PδN
(ft(D))
p.
On the other hand, we observe from #(PδN ) ≤ 64N
δǫ−3N that
‖ft‖
p
Lp ≥ 64
−1N−δǫ3N
∑
D∈PδN
‖ft‖
p
Lp .
Using the two previous inequalities, we find that
2p+1‖ft‖
p
Lp ≥
∑
D∈PδN
(
2pǫ
−3p/r
N (ft(D))
p + 2p64−1N−δǫ3N‖ft‖
p
Lp
)
.
Consequently, on (Ω2t,N )
c, we have∑
D∈PδN
ApD > N
pǫ
3(p−1)
N 2
p+1‖ft‖
p
Lp ≥ N
pǫ
3(p−1)
N
∑
D∈PδN
(
2pǫ
−3p/r
N (ft(D))
p + 2p64−1N−δǫ3N‖ft‖
p
Lp
)
,
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so that there is at least one D ∈ PδN with A
p
D ≥ N
pǫ
3(p−1)
N
[
2pǫ
−3p/r
N (ft(D))
p + 2p64−1N−δǫ3N‖ft‖
p
Lp
]
.
Hence,
P[(Ω2t,N )
c] ≤
∑
D∈PδN
P
(
AD ≥ Nǫ
3/r
N
[
2pǫ
−3p/r
N (ft(D))
p + 2p64−1N−δǫ3N‖ft‖
p
Lp
]1/p)
.
But we can apply (5.4), because xN := Nǫ
3/r
N
[
2pǫ
−3p/r
N (ft(D))
p + 2p64−1N−δǫ3N‖ft‖
p
Lp
]1/p
enjoys the
property that xN ≥ Nǫ
3/r
N [2
pǫ
−3p/r
N (ft(D))
p]1/p = 2Nft(D):
P[(Ω2t,N )
c] ≤
∑
D∈PδN
exp(−xN/8).
Using that xN ≥ Nǫ
3/r
N (2
p64−1N−δǫ3N‖ft‖
p
Lp)
1/p = cN δ/r‖ft‖Lp , that #(PδN ) ≤ 64N and that ‖ft‖Lp ≥
Mp, we deduce that
P[(Ω2t,N )
c] ≤
∑
D∈PδN
exp(−cN δ/r‖ft‖Lp/8) ≤ 64N exp(−cMpN
δ/r/8) ≤ C exp(−cMpN
δ/r/10).
This ends the step.
Step 3. We finally consider the event
ΩT,N = Ω
1
T,N ∩ (∩
KN+1
ℓ=1 Ω
2
tNℓ ,N
),
where Ω1T,N is defined in Lemma 5.5, and the sequence (t
N
ℓ )
KN+1
ℓ=0 satisfying 0 = t
N
0 < t
N
1 < ... < t
N
KN
≤
T ≤ TNKN+1, with KN ≤ 2TN
2 and supi=0,...,KN (t
N
ℓ+1 − t
N
ℓ ) ≤ N
−2 is built in Lemma 5.1. We also recall
that hN (t) =
∑KN+1
ℓ=1 ‖ftNℓ ‖L
p1{t∈(tN
ℓ−1
,tN
ℓ
]}.
According to Lemma 5.5 and Step 2, we see that
P[ΩcT,N ] ≤ P[(Ω
1
T,N )
c] +
KN+1∑
ℓ=1
P[(Ω2tNℓ ,N
)c] ≤ CT,q,δN
1−qδ/3 + C(KN + 1) exp (−cN
δ/r) ≤ CT,q,δN
1−qδ/3.
Finally, we show that on ΩT,N , for all t ∈ [0, T ], ‖µ¯NWt‖Lp ≤ 13500(1 + hN(t)). Recall that W˜
i
t is
defined by (5.1) and that Iℓ is given by (5.3), we have
(i) for all i = 1, ..., N , and for all t ∈ [0, T + 1], W it ∈ B(0, N
δ/3) (according to Ω1T,N );
(ii) for all ℓ = 1, ...,KN + 1, all t ∈ (tNℓ−1, t
N
ℓ ], all i ∈ {1, ..., N} \ Iℓ, |W
i
t −W
i
tNℓ
| = |W˜ it − W˜
i
tNℓ
| ≤ ǫN ,
and #(Iℓ) ≤ Nǫ
3/r
N (by definition of W˜
i and Iℓ and thanks to Ω
1
T,N );
(iii) For all ℓ = 1, ...,KN + 1, N
−pǫ
−3(p−1)
N
∑
D∈PδN
(
#
{
i ∈ {1, ..., N} : W i
tNℓ
∈ D
})p
≤ 2p+1‖ftNℓ ‖
p
Lp
(according to ∩KN+1ℓ=1 Ω
2
tNℓ ,N
).
Using Step 1 with µ¯NWt = µ
N
Wt
∗ ψǫN , we deduce that on ΩT,N , for all t ∈ [0, T ], choosing ℓ such that
t ∈ (tNℓ−1, t
N
ℓ ], we have
‖µ¯NWt‖Lp ≤
( 3
4π
)1/r #(Iℓ)
Nǫ
3/r
N
+ 3375
(
N−pǫ
−3(p−1)
N
∑
D∈PδN
(#{i ∈ {1, ..., N} :W itNℓ
∈ D})p
)1/p
≤1 + 3375.2(p+1)/p‖ftNℓ ‖L
p
=1 + 3375.2(p+1)/phN (t).
This completes the proof, since 3375.2(p+1)/p ≤ 3375.4 = 13500.
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6 Estimate of the Wasserstein distance
This last section is devoted to the proof of Theorem 1.4. In the whole section, we assume (1.3) for some
γ ∈ (−1, 0), ν ∈ (0, 1) with γ + ν > 0. We consider q > 6 such that q > γ2/(γ + ν), f0 ∈ Pq(R
3)
with a finite entropy, and (ft)t≥0 the unique weak solution to (1.1) given by Theorem 1.2. We fix
p ∈ (3/(3 + γ), p0(γ, ν, q)) and know that (ft)t≥0 ∈ L∞
(
[0,∞),P2(R3)
)
∩ L1loc
(
[0,∞), Lp(R3)
)
.
We fix N ≥ 1, K ≥ 1 and put ǫN = N
−(1−δ)/3 with δ = 6/q. Consider (V it )t≥0 for i = 1, . . . , N ,
defined by (4.4) with the choice ǫ = ǫN . We know by Lemma 4.4 that (V
i
t )i=1,...,N,t≥0 is a Markov process
with generator LN,K , see (1.12), starting from (V i0 )i=1,...,N , which is an i.i.d. family of f0-distributed
random variables. We set µNVt = N
−1
∑N
1 δV it . So the goal of the section is to prove that
sup
[0,T ]
E[W22 (µ
N
Vt
, ft)] ≤ CT,q
(
N−(1−6/q)(2+2γ)/3 +K1−2/ν +N−1/2
)
. (6.1)
We consider (W it )t≥0, for i = 1, . . . , N defined by (4.1) and recall that for all t ≥ 0, the family (W
i
t )i=1,...,N
is i.i.d. and ft-distributed.
First, we introduce the following shortened notations:
cW (s) := c(W
1
s ,W
∗
s (α), z, ϕ),
cNW (s) := c(W
1
s ,W
∗,ǫN
s (α), z, ϕ+ ϕ
1
1,α,s),
cNV (s) := c(V
1
s , V
∗,ǫN
s (Vs,Ws, α), z, ϕ+ ϕ
1
1,α,s + ϕ
2
1,α,s),
cNK,V (s) := cK(V
1
s , V
∗,ǫN
s (Vs,Ws, α), z, ϕ+ ϕ
1
1,α,s + ϕ
2
1,α,s),
cK,V (s) := cK(V
1
s , V
∗
s (Vs,Ws, α), z, ϕ+ ϕ1,α,s),
with the notations of Section 4. Let us now prove an intermediate result.
Lemma 6.1. There is C > 0 such that a.s.,
IN0 (s) + I
N
1 (s) + I
N
2 (s) + I
N
3 (s)
≤Cǫ2+2γN + C|W
1
s − V
1
s |
2 + CK1−2/ν
∫ 1
0
|W 1s −W
∗,ǫN
s (α)|
2+2γ/νdα
+ C
∫ 1
0
(
|W 1s − V
1
s |
2 + |W ∗s (α) − V
∗
s (Vs,Ws, α)|
2
)
|W 1s −W
∗,ǫN
s (α)|
γdα.
where
IN0 (s) :=
∫ 1
0
∫ ∞
0
∫ 2π
0
(
2(W 1s − V
1
s ) · (c
N
W (s)− c
N
K,V (s)) + |c
N
W (s)− c
N
K,V (s)|
2
)
dϕdzdα,
IN1 (s) :=
∫ 1
0
∫ ∞
0
∫ 2π
0
2(W 1s − V
1
s ) ·
(
cW (s)− c
N
W (s) + c
N
K,V (s)− cK,V (s)
)
dϕdzdα,
IN2 (s) :=
∫ 1
0
∫ ∞
0
∫ 2π
0
|cW (s)− c
N
W (s) + c
N
K,V (s)− cK,V (s)|
2dϕdzdα,
IN3 (s) :=
∫ 1
0
∫ ∞
0
∫ 2π
0
2
(
cNW (s)− c
N
K,V (s)
)
·
(
cW (s)− c
N
W (s) + c
N
K,V (s)− cK,V (s)
)
dϕdzdα.
Proof. First recall that |W ∗,ǫNs (α) − V
∗,ǫN
s (Vs,Ws, α)|
2 = |W ∗s (α)− V
∗
s (Vs,Ws, α)|
2, see Notation 4.3.
It thus follows from (2.6) (with v =W 1s , v∗ =W
∗,ǫN
s (α), v˜ = V
1
s and v˜∗ = V
∗,ǫN
s (Vs,Ws, α)) that
IN0 (s) ≤ C
∫ 1
0
(
|W 1s − V
1
s |
2 + |W ∗s (α) − V
∗
s (Vs,Ws, α)|
2
)
|W 1s −W
∗,ǫN
s (α)|
γdα
+ CK1−2/ν
∫ 1
0
|W 1s −W
∗,ǫN
s (α)|
2+2γ/νdα.
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Next, we study IN1 (s). As seen in the proof of Lemma 2.3,∫ ∞
0
∫ 2π
0
c(v, v∗, z, ϕ)dϕdz = −(v−v∗)Φ(|v−v∗|) and
∫ ∞
0
∫ 2π
0
cK(v, v∗, z, ϕ)dϕdz = −(v−v∗)ΦK(|v−v∗|),
where Φ(x) = π
∫∞
0 (1− cosG(z/x
γ))dz and ΦK(x) = π
∫K
0 (1− cosG(z/x
γ))dz. Then,
IN1 (s) = 2(W
1
s − V
1
s ) ·
∫ 1
0
[
−
(
W 1s −W
∗
s (α)
)
Φ
(
|W 1s −W
∗
s (α)|
)
+
(
W 1s −W
∗,ǫN
s (α)
)
Φ
(
|W 1s −W
∗,ǫN
s (α)|
)
−
(
V 1s − V
∗,ǫN
s (Vs,Ws, α)
)
ΦK
(
|V 1s − V
∗,ǫN
s (Vs,Ws, α)|
)
+
(
V 1s − V
∗
s (Vs,Ws, α)
)
ΦK
(
|V 1s − V
∗
s (Vs,Ws, α)|
)]
dα.
But we have checked that |XΦK(|X |)− YΦK(|Y |)| ≤ C|X − Y ||X |γ for any X,Y ∈ R3 in the proof of
Lemma 2.3, and it of course also holds true that |XΦ(|X |)− Y Φ(|Y |)| ≤ C|X − Y ||X |γ . Thus
IN1 (s) ≤C|W
1
s − V
1
s |
∫ 1
0
[
|W ∗s (α) −W
∗,ǫN
s (α)||W
1
s −W
∗,ǫN
s (α)|
γ
+ |V ∗,ǫNs (Vs,Ws, α)− V
∗
s (Vs,Ws, α)||V
1
s − V
∗,ǫN
s (Vs,Ws, α)|
γ
]
dα
=C|W 1s − V
1
s |
∫ 1
0
|ǫNY (α)|
[
|W 1s −W
∗
s (α) − ǫNY (α)|
γ + |V 1s − V
∗
s (Vs,Ws, α)− ǫNY (α)|
γ
]
dα
≤C|W 1s − V
1
s |
2
+ Cǫ2N
∫ 1
0
|Y (α)|2
[
|W 1s −W
∗
s (α) − ǫNY (α)|
2γ + |V 1s − V
∗
s (Vs,Ws, α)− ǫNY (α)|
2γ
]
dα.
But Y is independent of (W ∗s , V
∗
s (Vs,Ws, ·)) and it holds that supx∈R3
∫ 1
0
|x − ǫNY (α)|2γ |Y (α)|2dα ≤∫ 1
0 |ǫNY (α)|
2γ |Y (α)|2dα = Cǫ2γN (recall that γ ∈ (−1, 0) and that Y is uniformly distributed on B(0, 1)),
so that finally,
IN1 (s) ≤ C|W
1
s − V
1
s |
2 + Cǫ2+2γN .
For IN2 (s), we first write I
N
2 (s) ≤ A+B, where
A = 2
∫ 1
0
∫ ∞
0
∫ 2π
0
|cW (s)− c
N
W (s)|
2dϕdzdα and B = 2
∫ 1
0
∫ ∞
0
∫ 2π
0
|cNK,V (s)− cK,V (s)|
2dϕdzdα.
We first apply (2.5) with with v =W 1s , v∗ =W
∗,ǫN
s (α), v˜ =W
1
s and v˜∗ =W
∗
s (α):
A ≤ C
∫ 1
0
|W ∗s (α)−W
∗,ǫN
s (α)|
2|W 1s −W
∗,ǫN
s (α)|
γdα = Cǫ2N
∫ 1
0
|Y (α)|2|W 1s −W
∗
s (α)− ǫNY (α)|
γdα.
Using that supx∈R3
∫ 1
0
|x − ǫNY (α)|γ |Y (α)|2dα ≤
∫ 1
0
|ǫNY (α)|γ |Y (α)|2dα = Cǫ
γ
N and arguing as in the
study of IN1 (s), we conclude that A ≤ Cǫ
2+γ
N ≤ Cǫ
2+2γ
N . The other term B is treated in the same way
(observe that (2.5) obviously also holds when replacing c by cK = c1{z≤K}).
We finally treat IN3 (s). It is obvious that
IN3 (s) ≤
∫ 1
0
∫ ∞
0
∫ 2π
0
|cNW (s)− c
N
K,V (s)|
2dϕdzdα+ IN2 (s).
But ∫ ∞
0
∫ 2π
0
|cNW (s)− c
N
K,V (s)|
2dϕdz =
∫ K
0
∫ 2π
0
|cNW (s)− c
N
V (s)|
2dϕdz +
∫ ∞
K
∫ 2π
0
|cNW (s)|
2dϕdz.
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Applying first (2.5) with v =W 1s , v∗ =W
∗,ǫN
s (α), v˜ = V
1
s and v˜∗ = V
∗,ǫN
s (Vs,Ws, α), we find that∫ K
0
∫ 2π
0
|cNW (s)− c
N
V (s)|
2dϕdz
≤C
(
|W 1s − V
1
s |
2 + |W ∗,ǫNs (α) − V
∗,ǫN
s (Vs,Ws, α)|
2
)
|W 1s −W
∗,ǫN
s (α)|
γ
=C
(
|W 1s − V
1
s |
2 + |W ∗s (α)− V
∗
s (Vs,Ws, α)|
2
)
|W 1s −W
∗,ǫN
s (α)|
γ .
Moreover, as seen in the proof of Lemma 2.3,
∫∞
K
∫ 2π
0 |c
N
W (s)|
2dϕdz = |W 1s − W
∗,ǫN
s (α)|
2ΨK(|W 1s −
W ∗,ǫNs (α)|), where ΨK(x) = Φ(x)− ΦK(x) ≤ C
∫∞
K
G2(z/xγ)dz ≤ Cx2γ/νK1−2/ν . Hence,∫ ∞
K
∫ 2π
0
|cNW (s)|
2dϕdz ≤ C|W 1s −W
∗,ǫN
s (α)|
2+2γ/νK1−2/ν .
All this shows that
IN3 (s) ≤I
N
2 (s) + C
∫ 1
0
(
|W 1s − V
1
s |
2 + |W ∗s (α)− V
∗
s (Vs,Ws, α)|
2
)
|W 1s −W
∗,ǫN
s (α)|
γdα
+ CK1−2/ν
∫ 1
0
|W 1s −W
∗,ǫN
s (α)|
2+2γ/νdα
and this ends the proof.
To prove our main result, we need the following estimate which can be found in [9, Theorem 1].
Lemma 6.2. Fix A > 0 and q > 4. There is a constant CA,q such that for all f ∈ Pq(R3) verifying∫
R3
|v|qf(dv) ≤ A, all i.i.d. family (Xi)i=1,...,N of f -distributed random variables,
E
[
W22
(
f,N−1
N∑
i=1
δXi
)]
≤ CA,qN
−1/2.
Proposition 6.3. Fix T > 0 and recall that hN was defined in Lemma 5.1. Consider the stopping time
σN = inf{t ≥ 0 : ‖µ¯
N
Wt
‖Lp ≥ 13500(1 + hN(t))},
where µ¯NWt = µ
N
Wt
∗ ψǫN with ψǫN (x) = (3/(4πǫ
3
N ))1{|x|≤ǫN} and µ
N
Wt
= N−1
∑N
1 δW it . We have for all
T > 0,
sup
[0,T ]
E[|W 1t∧σN − V
1
t∧σN |
2] ≤ CT (ǫ
2+2γ
N +K
1−2/ν +N−1/2).
Proof. We fix T > 0 and set uNt = E[|W
1
t∧σN − V
1
t∧σN |
2] for all t ∈ [0, T ]. By the Itoˆ formula, we have
uNt = E
[ ∫ t∧σN
0
∫ 1
0
∫ ∞
0
∫ 2π
0
(
|W 1s − V
1
s + cW (s)− cK,V (s)|
2 − |W 1s − V
1
s |
2
)
dϕdzdα
]
= E
[ ∫ t∧σN
0
∫ 1
0
∫ ∞
0
∫ 2π
0
(
2(W 1s − V
1
s ) · (cW (s)− cK,V (s)) + |cW (s)− cK,V (s)|
2
)
dϕdzdα
]
= E
[ ∫ t∧σN
0
(
IN0 (s) + I
N
1 (s) + I
N
2 (s) + I
N
3 (s)
)
ds
]
,
where INi (s) was introduced in Lemma 6.1 for i = 0, 1, 2, 3. We know from Lemma 6.1 that
uNt ≤Ctǫ
2+2γ
N + C
∫ t
0
uNs ds+ C(J
N
1 (t) + J
N
2 (t) + J
N
3 (t)),
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where
JN1 (t) =E
[ ∫ t∧σN
0
∫ 1
0
|W 1s − V
1
s |
2|W 1s −W
∗,ǫN
s (α)|
γdαds
]
,
JN2 (t) =E
[ ∫ t∧σN
0
∫ 1
0
|W ∗s (α) − V
∗
s (Vs,Ws, α)|
2|W 1s −W
∗,ǫN
s (α)|
γdαds
]
,
JN3 (t) =K
1−2/ν
E
[ ∫ t∧σN
0
∫ 1
0
|W 1s −W
∗,ǫN
s (α)|
2+2γ/νdαds
]
.
First, we have
JN3 (t) ≤ CK
1−2/νt.
Indeed, it suffices to use that |W 1s −W
∗,ǫN
s (α)|
2+2γ/ν ≤ C(1 + |W 1s |
2+ |W ∗,ǫNs (α)|
2) (because 2+ 2γ/ν ∈
(0, 2)), that |W ∗,ǫNs (α)|
2 ≤ 2 + 2|W ∗s (α)|
2 (because ǫN ∈ (0, 1) and Y takes its values in B(0, 1)) and
finally that E[|W 1s |
2] =
∫ 1
0
|W ∗s (α)|
2dα = m2(f0).
Next, Lα(W ∗,ǫNs ) = fs ∗ ψǫN , so that
∫ 1
0
|W 1s −W
∗,ǫN
s (α)|
γdα ≤ 1 +Cγ,p‖fs ∗ ψǫN‖Lp by (2.1) (recall
that p > 3/(3 + γ) is fixed since the begining of the section). Of course, ‖fs ∗ ψǫN ‖Lp ≤ ‖fs‖Lp , and we
conclude that
JN1 (t) ≤ Cγ,p
∫ t
0
(1 + ‖fs‖Lp)u
N
s ds.
On the other hand, using the exchangeability and that W ∗,ǫNs (α) = W
∗
s (α) + ǫNY (α), with Y (α)
independent of W ∗s (α) and V
∗
s (Vs,Ws, α) introduced in Notation 4.3, we have
JN2 (t) = E
[ ∫ t∧σN
0
∫ 1
0
|W ∗s (α)− V
∗
s (Vs,Ws, α)|
2N−1
N∑
i=1
∣∣∣W is − ǫNY (α)−W ∗s (α)∣∣∣γdαds]
= E
[ ∫ t∧σN
0
∫ 1
0
|W ∗s (α)− V
∗
s (Vs,Ws, α)|
2
( ∫
R3
∫
R3
|w − x−W ∗s (α)|
γψǫN (x)µ
N
Ws
(dw)dx
)
dαds
]
= E
[ ∫ t∧σN
0
∫ 1
0
|W ∗s (α)− V
∗
s (Vs,Ws, α)|
2
( ∫
R3
|w −W ∗s (α)|
γ µ¯NWs(dw)
)
dαds
]
.
But
∫
R3
|W ∗s (α) − w|
γ µ¯NWs(dw) ≤ Cγ,p(1 + ‖µ¯
N
Ws
‖Lp) by (2.1), so that
JN2 (t) ≤ Cγ,pE
[ ∫ t∧σN
0
∫ 1
0
(1 + ‖µ¯NWs‖Lp)|W
∗
s (α)− V
∗
s (Vs,Ws, α)|
2dαds
]
.
We now deduce from Lemma 4.2 that∫ 1
0
|W ∗s (α)− V
∗
s (Vs,Ws, α)|
2dα ≤ 2
∫ 1
0
(
|W ∗s (α)− Z
∗
s (Ws, α)|
2 + |Z∗s (Ws, α)− V
∗
s (Vs,Ws, α)|
2
)
dα
= 2W22 (fs, µ
N
Ws
) + 2
1
N
N∑
i=1
|W is − V
i
s |
2.
Using the exchangeability and that ‖µ¯NWs‖Lp ≤ 13500(1 + hN (s)) for all s ≤ τN , it holds that
JN2 (t) ≤ C
∫ t
0
(1 + hN (s))E[W
2
2 (fs, µ
N
Ws
)]ds+ C
∫ t
0
(1 + hN (s))u
N
s ds.
We thus have checked that
uNt ≤ Ct(ǫ
2+2γ
N +K
1−2/ν) + C
∫ t
0
(
1 + hN (s)
)
E
[
W22 (fs, µ
N
Ws
)
]
ds+ C
∫ t
0
(
1 + ‖fs‖Lp + hN (s)
)
uNs ds.
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But for each t ≥ 0, the family (W it )i=1,...,N is i.i.d. and ft-distributed. Furthermore, sup[0,T ] E[|W
1
t |
q] <
∞ (q > 6) by (4.2). Hence Lemma 6.2 tells us that
sup
[0,T ]
E
[
W22 (fs, µ
N
Ws
)
]
≤ CTN
−1/2. (6.2)
Using the Gro¨nwall lemma, we deduce that
sup
[0,T ]
uNt ≤ CT
(
ǫ2+2γN +K
1−2/ν +N−1/2
∫ T
0
(1 + hN(s))ds
)
exp
(
C
∫ T
0
(1 + ‖fs‖Lp + hN (s))ds
)
.
But
∫ T
0 hN (s)ds ≤ 2
∫ T
0 ‖fs‖Lpds by Lemma 5.1-(ii). And we know that f ∈ L
1
loc
(
[0,∞), Lp(R3)
)
. We
thus conclude that
sup
[0,T ]
uNt ≤ CT
(
ǫ2+2γN +K
1−2/ν +N−1/2
)
as desired.
Now, we give the
Proof of Theorem 1.4. As explained at the beginning of the section, we only have to prove (6.1). Recall
that σN = inf{t ≥ 0 : ‖µ¯NWt‖Lp ≥ 13500(1 + hN (t))}, that q > 6 and that δ = 6/q. It is clear that
P[σN ≤ T ] ≤ CT,q,δN1−qδ/3 = CT,qN−1 from Proposition 5.2. Then for t ∈ [0, T ], we write
sup
[0,T ]
E[W22 (µ
N
Vt
, ft)] ≤ 2 sup
[0,T ]
E[W22 (µ
N
Vt
, µNWt) +W
2
2 (µ
N
Wt
, ft)] ≤ 2 sup
[0,T ]
E[W22 (µ
N
Vt
, µNWt)] + CTN
−1/2
by (6.2). But, by exchangeability, we have
E[W22 (µ
N
Vt
, µNWt)] ≤ E
[
N−1
N∑
i=1
|W it − V
i
t |
2
]
= E[|W 1t − V
1
t |
2].
Moreover,
E[|W 1t − V
1
t |
2] ≤ E[|W 1t∧σN − V
1
t∧σN |
2] + E[|W 1t − V
1
t |
21{σN≤T}]
≤ CT (ǫ
2+2γ
N +K
1−2/ν +N−1/2) + CE[|W 1t |
4 + |V 1t |
4]1/2(P(σN ≤ T ))
1/2,
by Proposition 6.3 , and the Cauchy-Schwarz inequality. Noting that E[|W 1t |
4] ≤ CT by (4.2), and that
E[|V 1t |
4] ≤ CTE[|V 10 |
4] by Lemma 4.4, we deduce that
E[|W 1t − V
1
t |
2] ≤ CT,q(ǫ
2+2γ
N +K
1−2/ν +N−1/2).
All in all, we have proved that
sup
[0,T ]
E[W22 (µ
N
Vt
, ft)] ≤ CT,q(ǫ
2+2γ
N +K
1−2/ν +N−1/2).
This is precisely (6.1), since ǫ2+2γN = N
−(1−6/q)(2+2γ)/3, with ǫN = N
−(1−δ)/3 and δ = 6/q.
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