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We study Majorana edge states and their topological properties of one-dimensional(1D)
and two-dimensional(2D) Rashba semiconductor deposited on iron-based superconduc-
tor under the applied Zeeman field for various directions. Using the recursive Green’s
function method, we calculate the local density of states(LDOS) both for s± and s++-
wave pairings. We elucidate that it shows anisotropic response to the applied Zeeman
field specific to Majorana edge states. This anisotropy can be understood by the winding
number, which shows whether the present system is topological or not. The resulting
LDOS and winding numbers for s± and s++-wave pairings are significantly different at
the lower Zeeman field. These results serve as a guide to determine the pairing symmetry
of iron-pnictide.
1. Introduction
Topological superconducting systems with gapless surface Andreev bound states
(SABSs) are focused in condensed matter physics now.1–4 In these systems, Majorana
fermions1, 3, 5, 6 appear as SABSs or vortex core states. For the future application of
a fault tolerant quantum computation, Majorana fermions are important ingredients7
since they obey non-Abelian statistics. Topological superconductivity with Majorana
fermions was originally discussed in spinless triplet p-wave superconductors.1, 6, 8 How-
ever, to realize spinless triplet superconductor is not easy in real solid state systems.
Fu and Kane proposed that topological superconductivity is possible in ferromagnet
/ spin-singlet s-wave superconductor hybrid system deposited on the surface of topologi-
cal insulator.9 To elucidate the physical properties of Majorana fermions in this system
has become a hot topic and several theoretical10–13 and experimental researches14, 15
have been presented. The key concept for the generation of topological superconductiv-
ity from conventional spin-singlet s-wave superconductor is the simultaneous existence
of spin-orbit coupling and the broken time reversal symmetry like Zeeman field.16, 17 In
the presence of the Rashba spin-orbit coupling, the energy dispersion of free electrons
splits into two. Further, by introducing Zeeman field and tuning chemical potential,
one of the spin-polarized Fermi surface disappears. Then, exotic spinless metallic state,
i.e. helical metallic state, is attainable where the direction of the spin of an electron is
rocked to the momentum.
A semiconductor quantum well coupled to an s-wave superconductor and a ferro-
magnetic insulator is a possible candidate,18, 19 where one-dimensional chiral Majorana
edge state is generated as a SABS. Also Majorana edge state was proposed in semicon-
ductor nano-wires deposited on the surface of spin-singlet s-wave superconductor in the
presence of external Zeeman field.20, 21 Since Majorana edge state is generated as the
end state of the nano-wire, braiding operation might be possible by making network of
wires.22 It is noted that several experiments supported the existence of Majorana edge
state23–28 through zero bias conductance peak29–34 or anomalous Josephson current.35, 36
Besides these streams, there have been many researches about topological supercon-
ductivity in the time-reversal invariant (TRI) systems without the Zeeman field.37–49
These systems belong to so called DIII class in the periodic table37 of topological mate-
rials. Doped topological insulator Bi2Se3 is one of the candidate materials of DIII class
superconductor.50, 51 Although several theoretical and experimental works support the
realization of TRI topological superconductivity in this material, pairing symmetry and
resulting Majorana modes are not fully determined yet.
There are several proposals to realize TRI topological superconductors (SCs) based
on hybrid systems proximity coupled to unconventional superconductors.49, 52, 53 Re-
cently, Zhang, Kane and Mele proposed hybrid systems combining doped Rashba semi-
conductors (RSs) and iron-based SCs.54 They have assumed that spin-singlet s±-wave
pairing is realized in iron-based SCs.55–57 Then, the resulting pair potential in semi-
conductor has a sign change between Γ and M points. Kramers pair of Majorana edge
states is generated at the boundary of the 2D (1D) TRI hybrid superconducting system
due to the sign change of the pair potential between the two Fermi surfaces. However,
the pairing symmetry of the iron based superconductors is still in the hot debate. So
called s++-wave pairing with no sign change of the pair potential is also possible by
the orbital fluctuation.58–60 Although, tunneling spectroscopy of iron-based supercon-
ductors have been calculated,61, 62 the significant qualitative difference of the line shape
of the tunneling conductance between s±-wave and s++-wave pairing does not exist.
The tunneling conductance of normal metal / s±-wave superconductor junctions is not
distinct as compared to d-wave29, 30 or p-wave.63–66 superconductor junctions. Thus, it is
highly encouraged to present a new idea to distinguish above two parings in a qualitative
level.
In the present paper, we study 1D/2D edge states of doped Rashba semiconductor
deposited on iron-based superconductors by applying the Zeeman field for various di-
rections. Using recursive Green’s function method, we calculate local density of states
on the edge and the angle resolved local density of states in two-dimensional case both
for s± and s++-wave paring cases. We concentrate on the Majorana edge modes as an
ABS and relevant local density of state (LDOS) including zero energy peak (ZEP).
We elucidate that the anisotropic response to the Zeeman field stems from the mirror
reflection symmetry.67–71 We also calculate winding numbers of the Hamiltonian and
analyze topological properties. The resulting LDOS and winding numbers are seriously
different between these two pairing cases. It can be concluded that Rashba semiconduc-
tor / iron-based superconductor hybrid junctions are useful to determine the pairing
symmetry of iron-pnictide.
The organization of this paper is as follows. In section 2, we explain the model,
Hamiltonian, and the formulation. In section 3.1, we study a 1D Rashba semiconductor
nanowire / iron-based superconductor hybrid system. We calculate energy spectrum of
the bulk nanowire and LDOS on the edge for various directions of the applied Zeeman
field. In section 3.2, we study a 2D Rashba semiconductor layer / iron-based super-
conductor hybrid system. Angle resolved LDOS for fixed momentum ky parallel to the
surface and angle averaged LDOS on the edge are calculated. Both in 3(a) and 3(b), we
compare the results of s±-wave and s++-wave case. In section 4, we interpret calculated
results in section 3 based on winding number of the system. We also discuss the reason
why LDOS is sensitive to the direction of the applied Zeeman field in terms of the Ising
like spin of Majorana edge sate. In section 5, we summarize our results.
Fig. 1. (a)(left)A 1D Rashba semiconductor nanowire(left) and a 2D Rashba semiconductor
layer(right) deposited on iron-based superconductors.(b) The energy dispersion of a nanowire in the
normal state for t=1, λR = 0.5 (solid line) and the position of Fermi energy µ = −1 (dotted line). Dot-
dashed line denotes nodal lines for ∆0 = −0.2, ∆1 = 0.2. The sign of the pair potential inside(outside)
nodal lines is positive(negative). (c)Fermi surface of a Rashba layer for t=1, λR = 0.5, and µ = −1
(solid line). Dot-dashed line denotes nodal line for ∆0 = −0.2, ∆1 = 0.2.
2. Formulation
In this section, we introduce model Hamiltonian of 1D and 2D Rashba semiconduc-
tors deposited on iron-based superconductors as shown in Fig. 1(a) and write a formula
of recursive Green’s function to calculate LDOS on the edge.
2.1 Model
Model Hamiltonian of 1D Rashba doped semiconductor nanowire in momentum
space reads
H1D0 (kx) = (−2t cos kx − µ)σ0τz + 2λR sin kxσyτz
−
(
∆0 + 2∆1 cos kx
)
σyτy, (1)
where t is the nearest neighbor hopping, µ is a chemical potential, λR is Rashba spin-
orbit coupling. We have chosen the value of chemical potential µ, so that charge
transport properties of Rashba semiconductor becomes metallic by doping effect.
∆0 and ∆1 are proximity induced pair potentials in 1D Rashba semiconductor. In
general, these values are less than that in bulk iron-based superconductor. σ and
τ are the Pauli matrices in spin space and electron-hole space, respectively. When
|µ− t∆0/∆1| < 2λR
√
1−∆20/(4∆
2
1), quasiparticle feels different sign of pair potential
at the inner and the outer Fermi points. Then, we verify that s±-wave pairing is realized
in the 1D Rashba semiconductor.
The corresponding model Hamiltonian of 2D Rashba semiconductor in momentum
space is given by
H2D0 (kx, ky) =
(
−2t(cos kx + cos ky)− µ
)
σ0τz
−2λR sin kyσxτ0 + 2λR sin kxσyτz
−
(
∆0 + 2∆1(cos kx + cos ky)
)
σyτy (2)
When we choose |µ− t∆0/∆1| < 2λR
√
2−∆20/(8∆
2
1), s±-wave pairing is realized.
The nodal lines for s±-wave case in 1D and 2D are shown in Figs. 1(b) and (c),
respectively. For s±-wave pairing, Majorana Kramers Doublets emerge as edge states,
and DIII class topological superconducting state is realized.54 The applied Zeeman field
is given by
Vˆi =


Vxσxτz (i = x, x-direction)
Vyσyτ0 (i = y, y-direction)
Vzσzτz (i = z, z-direction).
(3)
Thus, the total Hamiltonian in 1D and 2D with the Zeeman field is given by
H
1D(2D)
i (kx(kx, ky)) = H
1D(2D)
0 (kx(kx, ky)) + Vˆi. (4)
In the presence of the Zeeman field, the time-reversal symmetry is broken and topolog-
ical nature of the Majorana edge states is changing.
2.2 Recursive Green’s function
First, we derive a general formula of the recursive Green’s function in 1D. Consider
a system which has finite length in the x-direction. Suppose the number of the sites is
Nx, and add one more site in the x-direction (Fig. 2(a)). Based on the Dyson equation,
we obtain
G = G0 +G0TG (5)
for Green’s function G of this system, where
G0 = |Nx〉GNx,Nx 〈Nx|+ |Nx + 1〉 giso 〈Nx + 1|
Fig. 2. Schematic pictures of the process of calculating recursive Green’s function in (a)1D case and
(b)2D case.
T = |Nx + 1〉TNx+1,Nx 〈Nx|+ h.c. (6)
GNx,Nx is the Green’s function at Nx-site, giso is the isolated Green’s function at Nx+1-
site, and TNx+1,Nx(Nx,Nx+1) is a transfer integral from Nx-th to Nx+1-th (Nx+1 to Nx)
site. We derive following two equations from Eq. (5),
GNx+1,Nx+1 = giso + gisoTNx+1,NxGNx,Nx+1 (7)
GNx,Nx+1 = GNx,NxTNx,Nx+1GNx+1,Nx+1. (8)
By substituting GNx,Nx+1 in (7) for (8), we obtain
GNx+1,Nx+1 =
(
g−1iso − TNx+1,NxGNx,NxTNx,Nx+1
)−1
(9)
Once we know GNx,Nx , we obtain GNx+1,Nx+1. In order to calculate the LDOS, we
evaluate a retarded Green’s function Gjj(E + i0
+) with site index j and energy E
measured from the Fermi level, where 0+ is an infinitesimal number. In the present
model, following relations
Tj+1,j = −tσ0τ − iλRσyτz −∆1σyτy (j = 1 ∼ Nx) (10)
giso(E) =
(
EI4×4 −Hiso
)−1
(11)
Hiso = −µσ0τz −∆0σyτy + Vˆi, (12)
are satisfied. After calculating G1,1(E) = giso(E), we can obtain Green’s function of any
number of sites in the x-direction. Finally, LODS on the edge is give by
ρ1D(E) = −
1
pi
Im
{
Tr[GNx+1,Nx+1(E + i0
+)]
}
, (13)
where Im denotes to choose imaginary part. In the evaluation of the trace of
GNx+1,Nx+1(E + i0
+), we sum up only the electronic part of GNx+1,Nx+1(E + i0
+).
In the 2D model, we assume that the boundary is flat as shown in Fig.2(b). In this
case, momentum ky is a good quantum number. Then, we can calculate the recursive
Green’s function for each ky in the similar way in 1D case. We obtain
Ti+1,i = −tσ0τ − iλRσyτz −∆1σyτy (i = 1 ∼ N) (14)
giso(E, ky) =
(
EI4×4 −Hiso(ky)
)−1
(15)
Hiso(ky) =
(
−2t(cos kx + cos ky)− µ
)
σ0τz
−2λR sin kyσxτ0
−
(
∆0 + 2∆1 cos ky
)
σyτy + Vˆi. (16)
Angle resolved local density of states (ARLDOS) for each ky is given by
D2D(E, ky) = −
1
pi
Im
{
Tr[GNx+1,Nx+1(E + i0
+, ky)]
}
. (17)
To obtain the LDOS, we calculate
ρ2D(E) =
1
Ny
∑
ky
D2D(E, ky), (18)
where, Ny is a number of sites in the y-direction. Using Eqs. (13), (17), and (18), we
obtain LDOS on the edge of 1D model and ARLDOS and LDOS in the 2D model in
the presence of the Zeeman field (x, y, z-directions) both for s± and s++-wave pairing.
3. Calculated results of LDOS
In this section, we show the results of LDOS in 1D and ARLDOS and LDOS in 2D.
In this paper, we fix parameters as t=1, λR = 0.5, µ = −1. We choose ∆0 = −0.2 and
∆1 = 0.2 for s±-wave pairing and ∆0 = 0.2 and ∆1 = 0 for s++-wave pairing.
3.1 1D Rashba semiconductor
First, we show the LDOS on the edge of a 1D Rashba semiconductor nanowire
deposited on iron-based superconductors with the Zeeman field in the x, y, and z-
directions for s±-wave case (Fig. 3). Due to the presence of Majorana Kramers doublets
realized without the Zeeman field, we can clearly see the zero energy peak of LDOS of
edge state for Vi = 0 (i = x, y, z) (Fig. 3). Since this Kramers doublet is topologically
protected by the time-reversal symmetry, a pair of Kramers doublet is lifted by the
applied Zeeman field in general. Here, we show the LDOS under the applied Zeeman
field in the x, y and z-direction in Figs.3 (a), (b) and (c), respectively. A zero energy
peak in the LDOS remains in the presence of the Zeeman field in the x and z-direction
while it disappears for the y-direction. This suggests that remaining symmetry of the
Hamiltonian, which is discussed below, protect the Majorana edge states under the
Zeeman field in x and z-directions. Next, we see LDOS at the edge under the Zeeman
field in the x-direction. We can also see a closing of the bulk energy gap at Vx/t ∼ 1
and 3. A zero energy peak survives after the first gap closing at Vx/t ∼ 1 as shown in
Fig. 3(d). However, this zero energy peak disappears after the second gap closing at
Vx/t ∼ 3. The similar features are obtained when the Zeeman field is along z-direction.
In the case of s++-wave pairing, no zero energy state (ZES), i.e., Majorana edge
state, appears on the edge without the Zeeman field, but if we apply the Zeeman field
in x, z-directions, LDOS has a ZEP at Vx,(z)/t ∼ 1 (Fig. 4 (a)(c))
20, 21 which is quite
different from s±-wave pairing case. When, we apply the Zeeman field in the y-direction,
ZEP is not seen at all (Fig. 4(b)). These features are essentially the same with those in
conventional s-wave superconductor / 1D Rashba semiconductor hybrid systems. For
both s± and s++cases, LDOS is sensitive to the direction of the Zeeman field. In the
presence of the sufficient large magnitude of Vi (i = x, y, z), LDOS has a ZES for i = x
and i = z but not for i = y.
3.2 2D Rashba semiconductor
ARLDOS of 2D Rashba semiconductor on iron-based superconductor is shown in
Figs. 5 to 10 both for s± and s++-wave pairing cases. The resulting LDOS of s±-wave and
s++-wave are shown in Figs. 11 and 12, respectively. Without the Zeeman field, helical
edge modes crossing at ky = 0 appear in s±-wave pairing (Figs. 5(a),6(a),7(a)), while it
does not in s++-wave case (Figs. 8(a),9(a),10(a)). The resulting angular averaged LDOS
ρ2D(E) at E = 0 has a nonzero value for s±-wave pairing(solid lines in Fig. 11) while it
becomes almost zero for s++-wave pairing and has a typical U-shaped structure (solid
lines in Fig. 12).
If we apply the Zeeman field, ARLDOS changes seriously. In the case of s±-wave
pairing, ARLDOS is very sensitive to the direction of the Zeeman field. When the
applied Zeeman field is along the x-direction, the helical modes once disappear and
ARLDOS at ky = E = 0 is enhanced for Vx = 0.5t shown in Figs. 5(b). The resulting
LDOS has a zero energy enhanced structure shown by dashed line in Fig. 11(a). With
the further increase of Vx, two chiral edge modes appear but are very close to continuum
Fig. 3. (a)∼(c)Intensity plot of LDOS of a 1D Rashba semiconductor nanowire on s±-wave super-
conductor with the Zeeman field in (a)x,(b) y, and (c)z-direction. (d)Normalized LDOS of a Rashba
semiconductor nanowire on s±-wave superconductor under the Zeeman field in the x-direction, for
Vx/t = 0(solid line),Vx/t = 0.5(dashed line), Vx/t = 2(dot-dashed line). LDOS is normalized by its
value in the normal state at E = 0, and the energy is normalized by ∆M = ∆0 + 2∆1.
Fig. 4. (a)∼(c)Intensity plot of LDOS of a 1D Rashba semiconductor nanowire on s++-wave super-
conductor with the Zeeman field in (a)x, (b)y, and (c)z-direction.(d)Normalized LDOS of a Rashba
semiconductor nanowire on s±-wave superconductor under the Zeeman field in the x-direction, for
Vx/t = 0(solid line),Vx/t = 0.5(dashed line), Vx/t = 2(dot-dashed line). LDOS is normalized by its
value in the normal state at E = 0, and the energy is normalized by ∆M = ∆0 + 2∆1.
levels.72 Then, the resulting LDOS has an almost flat curve without any structures as
shown by dot-dashed line in Fig. 11(a). When the Zeeman field is applied in the y-
direction, helical edge mode disappears simultaneously with gap closing and there is no
clear edge mode any more. The resulting LDOS is almost insensitive to E as shown in
Fig. 11(b). On the other hand, when the applied Zeeman field is along the z-direction,
helical modes change into two chiral edge modes at ky = 0 and ky = pi (Fig. 7(d))
and then one of the chiral edge modes vanishes (Fig. 7(e)). Reflecting on the change
of ARLDOS, the lines shapes of LDOS have fine structures shown by dot-dashed and
dashed lines in Fig. 11 (c).
Next, we focus on s++-wave pairing case where chiral Majorana edge mode is gen-
erated for the Zeeman field along the x and z-directions. In this case, Majorana edge
mode appears only after the applied Zeeman field exceeds a critical value.18–21 When
the applied field is along the x-direction, although the edge mode appears, it is very
near the continuum levels (Fig. 8(d)).72 The line shape of the resulting LDOS does not
have a sufficient change as a function of E shown in (dot-dashed line in Fig. 12 (a)).
On the other hand, when the Zeeman field is applied in the y-direction, the bulk energy
gap closes without any generation of the edge mode shown in Fig. 9. For the z-direction
case, two chiral edge modes are generated at ky = 0 and ky = pi (Fig. 10(d)) and then
one of the chiral edge mode vanishes (Fig. 10(e)). These features are similar to those in
s±-wave pairing case (Fig. 7).
To summarize, the resulting ARLDOS and LDOS are sensitive to the direction of the
applied Zeeman field both for s++-wave and s±-wave pairings. The difference between
s±-wave and s++-wave pairings becomes clear when the applied Zeeman field is along
the z-direction with 0 < Vz/t < 1 as seen from Figs. 7 and 10.
4. Symmetry of the Hamiltonian and topological invariants
In this section, we elucidate that the anisotropic response of LDOS and LDOS to the
Zeeman field stems from the mirror reflection symmetry in 1D by introducing winding
number.
4.1 1D case
In 1D case, the Hamiltonian belongs to DIII class in periodic table37 and has time-
reversal symmetry and particle-hole symmetries. In addition these two, the system has
a mirror reflection symmetry. These symmetries are given as follows: (i) time-reversal
Fig. 5. ARLDOS of a 2D Rashba semiconductor layer in the case of s±-wave pairing under the
Zeeman field in the x-direction for Vx/t =(a)0, (b)0.5, (c)1, and (d)2. ARLDOS is normalized by its
value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
symmetry
Θ†H1D0 (kx)Θ = (H
1D
0 (−kx))
∗, Θ = −iσyτ0, (19)
(ii)particle-hole symmetry
C†H1D0 (kx)C = −(H
1D
0 (−kx))
∗, C = σ0τx, (20)
(iii)mirror reflection symmetry (mirror plane is xz-plane)
M†xzH
1D
0 (kx)Mxz = H
1D
0 (kx), Mxz = iσyτ0. (21)
Combining three symmetries together, we can define operator Γ1D = MxzΘC which
anti-commutes with H1D0 (kx).
{Γ1D,H1D0 (kx)} = 0. (22)
Now, we consider the effect of the Zeeman field term Vˆi in Eq. (3). When the Zeeman
field is applied in the x, z-directions, Vˆi anti-commutes with Γ
1D.
{Γ1D,H1Di (kx)} = 0, i = x, z. (23)
However, Vˆi does not anti-commute with Γ
1D when the direction of the Zeeman field is
along the y-direction. If we find an operator which anti-commutes with Hamiltonian,
i.e. the system has a chiral symmetry,37 we can define winding number by following
Fig. 6. ARLDOS of a 2D Rashba semiconductor layer in the case of s±-wave pairing under the
Zeeman field in the y-direction for Vy/t =(a)0, (b)0.5, (c)1, and (d)2. ARLDOS is normalized by its
value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
procedures.42, 73, 74 First, we diagonalize Γ1D by the unitary matrix U1
U †1Γ
1DU1 =

 I2×2 0
0 −I2×2

 . (24)
Using this U1, the Hamiltonian is transformed as
U †1Hi(kx)U1 =

 0 q(kx)
q(kx)
† 0

 , (25)
with q(kx) = (−2t cos kx−µ)σ0+2λ sin kxσy−i(∆0+2∆1 cos kx)σy. The winding number
w1d is defined as
w1d =
1
2pii
∮
D−1dD, D = detq(kx), (26)
where
∮
represents the line integral over closed loop in 1D Brillouin zone.73 This quantity
means how many times the trajectory of the detq(kx) = m1 + im2 wraps around the
origin in complex space, where m1 and m2 are real quantities. The number w1d is a
topological invariant, which keeps its value unless the energy gap of the Hamiltonian
is closed. If w1d has a non-zero value, due to the bulk-edge correspondence, there are
ZESs.73 As an example, we plot trajectories of det q(kx) in complex m1-m2 plane and
the energy dispersion of H1Dd (kx) in the case of s±-wave pairing without the Zeeman
Fig. 7. ARLDOS of a 2D Rashba semiconductor layer in the case of s±-wave pairing under the
Zeeman field in the z-direction for Vz/t =(a)0, (b)0.5, (c)1, (d)2, and (e)3. ARLDOS is normalized by
its value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
field (Figs. 13 (a) and (b)) and with it (Figs. 13 (c), (d) (e) and (f)). We can easily
find w1d = 2 without the Zeeman field as shown in Fig. 13 (a). w1d remains to be 2 up
to Vx = Vc1 (Vc1/t ∼ 1.02) which is the critical value of the bulk energy gap closure.
At Vx = Vc1, the trajectory just crosses (m1, m2) = (0, 0) (Fig. 13(c)) and bulk energy
gap closes at kx = 0 (Fig. 13(d)). If Vx exceeds Vc1, the resulting w1d becomes 1. At
Vx = Vc2, with Vc2/t ∼ 3.06, the trajectory crosses (m1, m2) = (0, 0) (Fig. 13 (e)) and
the bulk energy gap closes at kx = ±pi (Fig. 13(f)). Above Vc2, w1d becomes zero. These
properties are consistent with that the topological invariant w1d changes when the bulk
energy gap is closed. We also calculate w1d under the Zeeman field in the z-direction for
s±-wave pairing. The change of w1d and critical values of Vc1 and Vc2 are the same as
in the case with the Zeeman field in the x-direction. As a reference, we obtain w1d for
s++-wave pairing with the Zeeman field both in x and z-directions. In these directions,
Fig. 8. ARLDOS of a 2D Rashba semiconductor layer in the case of s++-wave pairing under the
Zeeman field in the x-direction for Vx/t =(a)0, (b)0.5, (c)1, and (d)2. ARLDOS is normalized by its
value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
w1d changes 0, 1, 0 with the increase of the Zeeman field. The critical values Vc1 and
Vc2 are given as Vc1 ∼ 1.02 and Vc2 ∼ 3.00, respectively. The above results are shown
in Table I. The arrow in the Table 1 shows the change of the topological numbers with
the increase of the Zeeman field.
Pairing x-direction y-direction z-direction
s± 2→ 1→ 0 × 2→ 1→ 0
s++ 0→ 1→ 0 × 0→ 1→ 0
Table I. Changes of w1d in 1D with the increase of Zeeman field. The critical values of the Zeeman
field where, the winding number is changed, are mentioned in Appendix. A.
From this table, it is clear that the difference between s± and s++-wave pairings is
whether the state with w1d = 2 is realized or not at the lower Zeeman field in the x and
z-direction. This point is also clearly seen in Figs. 4 and 5. Up to Vx = Vc1, ZES and
resulting ZEP appear in the LDOS on the edge only for s±-wave pairing. The response
of the w1d to the Zeeman field is seriously different between s± and s++-wave pairing.
Next, we mention the anisotropic response of LDOS to the applied Zeeman field.
To understand this, both the time-reversal and the mirror reflection symmetries are
Fig. 9. ARLDOS of a 2D Rashba semiconductor layer in the case of s++-wave pairing under the
Zeeman field in the y-direction for Vy/t =(a)0, (b)0.5, (c)1, and (d)2. ARLDOS is normalized by its
value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
essential. Suppose we have the Zeeman field term in the x-direction, Vˆx = Vxσxτz. This
term breaks both the time-reversal symmetry and the mirror reflection symmetry,
Θ†VxσxτzΘ = −Vxσxτz, (27)
M†xzVxσxτzMxz = −Vxσxτz. (28)
However, there is the pseudo-time-reversal symmetry, i.e. the product of the time-
reversal symmetry and the mirror reflection symmetry.
(MxzΘ)
†VxσxτzMxzΘ = Vxσxτz . (29)
The Zeeman field in the z-direction also has this combined symmetry. In the presence
Direction TR MR TR+MR
x-direction × × ©
y-direction × © ×
z-direction × × ©
Table II. Symmetries of the Hamiltonian with the Zeeman field in the x,y, and z-directions. TR,
MR, and TR+MR mean the time-reversal, mirror reflection, and pseudo-time-reversal symmetries,
respectively. The symbol × (©) represents that the corresponding symmetry is broken (not broken).
Fig. 10. ARLDOS of a 2D Rashba semiconductor layer in the case of s++-wave pairing under the
Zeeman field in the z-direction for Vz/t =(a)0, (b)0.5, (c)1, (d)2, and (e)3. ARLDOS is normalized by
its value in the normal state at ky = 0 and E = 0. Energy is normalized by ∆M = ∆0 + 4∆1.
of this symmetry, we can define topological number and understand the origin of the
edge state in the context of the bulk-edge correspondence.
Besides above discussions, we can provide another explanation about this anisotropic
response to the Zeeman field by the index theorem. We focus on the zero energy edge
state and analyze them by the eigenstate of Γ1D. It is known that the index theorem
guarantees the following relations41 as
w1d = n
+
0 − n
−
0 , (30)
or
w1d = n
−
0 − n
+
0 , (31)
where, n
+(−)
0 is a number of eigenstate of Γ
1D whose eigenvalue is +(−)1.
Suppose Eq. (30) holds and w1d = 2. ZES can be written as
Fig. 11. (a)(b)(c)Normalized LDOS of a 2D Rashba semiconductor layer on s±-wave superconductor
with the Zeeman field Vi/t = 0 (solid line), Vi/t = 0.5 (dashed line), and Vi/t = 2 (dot-dashed line) in
(a)x-direction, (b)y-direction, and (c)z-direction respectively. LDOS is normalized by its values in the
normal state at E = 0.
(ξ
(a)
↑ , ξ
(a)
↓ , ξ
∗(a)
↑ , ξ
∗(a)
↓ )
T (a = 1, 2) by using particle-hole symmetry. From n+0 = 2,
it gives
Γ1D


ξ
(a)
↑
ξ
(a)
↓
ξ
∗(a)
↑
ξ
∗(a)
↓


= (+1)


ξ
(a)
↑
ξ
(a)
↓
ξ
∗(a)
↑
ξ
∗(a)
↓


(a = 1, 2). (32)
Therefore, following relations are satisfied for the ZES
ξ
(a)
↑ = ξ
∗(a)
↑ , ξ
(a)
↓ = ξ
∗(a)
↓ . (33)
If we expand the field operator of 1D Rashba semiconductor nanowire Ψ =
(ψˆ↑, ψˆ↓, ψˆ
†
↑, ψˆ
†
↓)
T only by remaining ZES ignoring the high energy state, we obtain
Ψ =
∑
a=1,2
γ(a)


ξ
(a)
↑
ξ
(a)
↓
ξ
∗(a)
↑
ξ
∗(a)
↓


. (34)
Fig. 12. (a)(b)(c)Normalized LDOS of a 2D Rashba semiconductor layer on s++-wave superconduc-
tor with the Zeeman field Vi/t = 0 (solid line), Vi/t = 0.5 (dashed line), and Vi/t = 2 (dot-dashed line)
in (a)x-direction, (b)y-direction, (c)z-direction, and respectively. LDOS is normalized by its values in
the normal state at E = 0.
with real Majorana operator γ(a) satisfying γ(a)† = γ(a). We can introduce spin operator
as follows:75
Sα ≡
1
4
[
ψˆi(σα)ijψˆ
†
j − ψˆ
†
i (σ
T
α )ijψˆj
]
(35)
From Eqs. (33) and (34), we can find that Sx = 0, Sz=0, and Sy 6= 0. This means that
the spin of zero energy Majorana edge state is not coupled with the Zeeman field applied
in the x, z-directions but can be coupled with that in the y-direction. It is an Ising like
character of Majorana edge state.49, 75, 76 This result is consistent with the anisotropic
response of the Zeeman field discussed in previous section.
4.2 2D case
In 2D case, the chiral operator defined in 1D, Γ1D satisfies
(Γ1D)†H2Di (kx, ky)Γ
1D = −H2Di (kx,−ky). (36)
Therefore, only at ky = 0, pi, H
2D
i (kx, ky) anti-commutes with Γ
1D. We can introduce a
winding number by similar way in 1D for fixed ky = 0 or ky = pi. The resulting winding
Fig. 13. (left)Trajectories of detq(kx) and (right) energy dispersion of H
1D
x (kx) (a)(b) without the
Zeeman field, (c)(d) with the Zeeman field in the x-direction Vx/t = 1.02, and (e)(f)Vx/t = 3.06,
respectively. m1 denotes real part of detq(kx) and m2 is imaginary part of detq(kx).
number at ky = 0(ky = pi) reads
w1d(0(pi)) =
1
2pii
∮
D−1dD, D = detq(kx, 0(pi)), (37)
where, q(kx, ky) = (−2t cos kx − 2t cos ky − µ)σ0 + 2λ sin kxσy − i(∆0 + 2∆1 cos kx +
2∆1 cos ky)σy. The calculated winding numbers at ky = 0, pi both in the case of s± and
s++-wave pairing is shown in Table III and IV with the applied Zeeman in the x and
z-directions, respectively.
The arrows in the tables show the change of the topological numbers with the
increase of the Zeeman field. We have confirmed that when the winding number is
Pairing (w1d(0), w1d(pi))
s± (2, 0)→ (1, 1)→ (0, 1)→ (0, 0)
s++ (0, 0)→ (1, 1)→ (0, 1)→ (0, 0)
Table III. Changes of (w1d(0), w1d(pi)) with the Zeeman field in x-direction in 2D. The critical
values of the Zeeman field where winding number is changed are mentioned in Appendix.A
Pairing (w1d(0), w1d(pi))
s± (2, 0)→ (1, 1)→ (0, 1)→ (0, 0)
s++ (0, 0)→ (1, 1)→ (0, 1)→ (0, 0)
Table IV. Changes of (w1d(0), w1d(pi)) with the Zeeman field in z-direction in 2D. The critical values
of the Zeeman field where winding number is changed are mentioned in Appendix.A
changed, the energy gap of the Hamiltonian at ky = 0 or ky = pi is closed. For s±-wave
pairing, there are three critical field Vc1, Vc2, and Vc3, where the energy gap at ky = 0 or
ky = pi closes between (w1d(0), w1d(pi)) = (2, 0) and (1,1), (1,1) and (0,1), and (0,1) and
(0,0), respectively. These are Vc1 ∼ 1.02, Vc2 ∼ 3.06 and Vc3 ∼ 5.10 both for x-direction
and z-direction cases. For s++-wave pairing, the corresponding Vc1, Vc2, and Vc3 given
by Vc1 ∼ 1.02, Vc2 ∼ 3.00 and Vc3 ∼ 5.00 both for x-direction and z-direction cases. The
w1d changes (0,0), (1,1), (0,1) and (0,0) with the increase of Zeeman field. We can see
that the results shown in Table III are consistent with the change of the number of the
chiral edge modes at ky = 0 and ky = pi shown in Figs. 7 and 10. The difference between
s± and s++-wave only appears at the lower Zeeman field whether the topological state
with (w1d(0), w1d(pi)) = (2, 0) is realized or not. In the higher Zeeman field, since the
number of the Fermi surface becomes one and the sign change of the pair potential does
not occur any more. Thus, there is no essential difference between s± and s++-wave
pairings.
5. Conclusion
In this paper, we have studied the Majorana edge states and their topological proper-
ties of one-dimensional(1D) and two-dimensional(2D) Rashba semiconductor deposited
on iron-based superconductor under the applied Zeeman field for various directions. Us-
ing the recursive Green’s function method, we have calculated the LDOS and ARLDOS
both for s± and s++-wave pairings. We have discussed whether Majorana edge state
emerges or not based on the symmetry of the Hamiltonian. We have clarified Majorana
edge states are protected by the mirror reflection symmetry and therefore it shows an
anisotropic response to the directions of the applied Zeeman field. The resulting LDOS
and winding numbers for s± and s++-wave pairings are essentially different at the lower
Zeeman field. These results serve as a guide to determine the pairing symmetry of
iron-pnictide.
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Appendix: Critical values of the Zeeman field
First, we focus on the 1D case. The eigenvalue energy of the Hamiltonian with the
Zeeman field in the i-direction (i=x, z) is given by
E(kx) = ±
√
α(kx)± 2
√
β(kx)
α(kx) = ξ
2
kx
+ |Λ(kx)|
2 + V 2i + |∆(kx)|
2
β(kx) = ξ
2
kx
|Λ(kx)|
2 + (ξ2kx + |∆(kx)|
2)V 2i , (A·1)
where, ξkx = −2t cos kx − µ, Λ(kx) = −i2λR sin kx, ∆(kx) = ∆0 + 2∆1 cos kx. The
conditions of the gap closure is given as77
ξ2kx + |∆(kx)|
2 = V 2i + |Λ(kx)|
2, |∆(kx)||Λ(kx)| = 0 (A·2)
From the second equation of (A·2), we obtain kx = 0, pi, Cos
−1(−∆0/2∆1) and put
this kx into the first equation, then we get the value of Vi. In the actual numerical
calculations, we choose t=1, λR = 0.5, µ = −1. ∆0 = −0.2 and ∆1 = 0.2 for s±-wave
pairing ∆0 = 0.2 and ∆1 = 0.0 for s++-wave pairing.
We obtain the critical values of the Zeeman field for the gap closure. As for the
s±-wave case, critical values Vi = Vc1, Vi = Vc2 are Vc1/t ∼ 1.02, Vc2/t ∼ 3.06. As for
the s++-wave case, corresponding critical values are Vc1/t ∼ 1.02 and Vc2/t ∼ 3.00.
Also, we confirm that at these critical values, winding number has a jump.
In 2D case, the eigenvalue energy of the Hamiltonian at ky = 0(pi) with the Zeeman
field in the i-directions (i=x, z)reads
E(kx, 0(pi)) = ±
√
α(kx, 0(pi))± 2
√
β(kx, 0(pi))
α(kx, 0(pi)) = ξ
2
kx,0(pi)
+ |Λ(kx, 0(pi))|
2 + V 2i + |∆(kx, 0(pi))|
2
β(kx, 0(pi)) = ξ
2
kx,0(pi)
|Λ(kx, 0(pi))|
2
+(ξ2
kx,0(pi)
+ |∆(kx, 0(pi))|
2)V 2i , (A·3)
where,
ξkx,0(pi) = −2t cos kx − 2t cos(0(pi))− µ, (A·4)
Λ(kx, 0(pi)) = −i2λR sin kx + 2λR sin(0(pi)), (A·5)
∆(kx, 0(pi)) = ∆0 + 2∆1 cos kx + 2∆1 cos(0(pi)). (A·6)
The condition of gap closure is as follows.
ξ2kx,0(pi) + |∆(kx, 0(pi))|
2 = V 2z + |Λ(kx, 0(pi))|
2
|∆(kx, 0(pi))||Λ(kx, 0(pi))| = 0 (A·7)
For the same set of parameters as in 1D case, we get the critical values for the gap
closure at ky = 0, pi. In the case of s±, critical values Vi = Vc1, Vi = Vc2 and Vi = Vc3
are given by Vc1/t ∼ 1.02, Vc2/t ∼ 3.06, and Vc3/t ∼ 5.10, while in the case of s++,
Vc1/t ∼ 1.02, Vc2/t ∼ 3.00, and Vc3/t ∼ 5.00. We also confirm that at these values, the
winding number is changed.
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