For independently distributed observables: X i ∼ N (θ i , σ 2 ), i = 1, . . . , p, we consider estimating the vector 
≤ m 2 , with known τ 1 , . . . , τ p , σ 2 , m.
In comparing the risk performance of Bayesian estimators δ α associated with uniform priors on spheres of radius α centered at (τ 1 , . . . , τ p ) with that of the maximum likelihood estimator δ mle , we make use of Stein's unbiased estimate of risk technique, Karlin's sign change arguments, and a conditional risk analysis to obtain for a fixed (m, p) necessary and sufficient conditions on α for δ α to dominate δ mle . Large sample determinations of these conditions are provided. Both cases where all such δ α 's, or no such δ α 's dominate δ mle are elicited. As a particular case, we establish that the boundary uniform Bayes estimator 
Introduction
Consider independently and normally distributed observables: performance of various estimators that may well vary in how efficiently they capitalize on the parametric information. For recent decision-theoretic reviews of such restricted parameter space problems, we refer to the paper of Marchand and Strawderman (2004) , as well as the monograph of van Eeden (2006) .
We proceed by setting σ 2 = 1 and τ i = 0, i = 1, . . . , p, without loss of generality, and writing our model as X ∼ N p (θ, I p ) with X = (X 1 , . . . , X p ) and θ = (θ 1 , . . . , θ p ) ∈ Θ(m) = {θ ∈ p :
θ ≤ m}. We are concerned here with estimating θ under quadratic loss L(θ, δ) = δ − θ 2 .
As a followup to the work of Marchand and Perron (2001) , we focus here on the determination of Bayesian estimators that improve upon the benchmark, but inadmissible, maximum likelihood estimator given by δ mle (
. Although dominating estimators can be provided for any pair (m, p), the specification of priors π that lead to dominating Bayesian estimators δ π is both of interest, and much more difficult. For the purposes of introducing the findings in this paper, here are a couple of key results from Marchand and Perron (2001) .
(i) For sufficiently small m, say m ≤ c 1 (p), all Bayes estimators δ π with respect to an orthogonally invariant prior π (supported on Θ(m)) dominate δ mle ;
(ii) The Bayes estimator δ BU (or δ m as referred to in this paper) with respect to a uniform prior on the boundary of Θ(m) (or the sphere S m = {θ : θ = m}) dominates δ mle whenever
Various other dominance results, such as those pertaining to a fully uniform prior on Θ(m) and other absolutely continuous priors are also available from Marchand and Perron (2001) , but we will focus here on results (i) and (ii) above.
With respect to important properties of δ BU , we point out that it is the optimal equivariant estimator for θ ∈ S m , and thus necessarily improves upon δ mle on S m . Furthermore, δ BU also represents the Bayes estimator which expands the greatest, or shrinks the least towards the origin (i.e., δ π ≤ δ BU for all π supported on Θ(m); Marchand and Perron, 2001 2 With the cutoff point proportional to √ p, the condition translates to the average squared deviation being less than or equal to 1. Analogously, the dominance conditions of this paper involve a growth condition with the radius m proportional to √ p and hence become amenable to similar interpretations.
We thus propose, and arrive at extensions of Marchand and Perron's dominance condition (ii) to α < m. This is achieved by:
(A) making use of Stein's (1981) technique for estimating unbiasedly the difference in risks between δ α and δ mle (Section 2.2), as well as Karlin's (1957) . We make use of Marchand and Perron's framework, as well as a key asymptotic result ( Lemma 6) previously introduced by Marchand and Perron (2002) .
Main results

Preliminary results
We begin with analytical properties relative to the Bayes estimator δ α associated with the uniform prior on the sphere
We denote X , x , and θ by R, r, and λ respectively. We define ρ ν (t) = I ν+1 /I ν (t); t > 0, ν > −1/2; where I ν represents the modified Bessel function of order ν.
Lemma 1. (Robert, 1990 , Berry 1990 We have for any θ element of S α ,
In Lemma 2, we pursue with known properties of ρ, while a key property given in part (a) of Lemma 3; previously unknown to the best of our knowledge; actually relates to a more general increasing monotone likelihood ratio property of the family of conditional distributions {W |R = r : r > 0},
, and θ ∈ S α (fixed). (Watson, 1983) The function ρ ν (·) is increasing and concave on (0, ∞), with
Lemma 2. (a)
.
Also, we have the identity
, and the inequality
(b) (Amos, 1974) For all ν ≥ 0 and t > 0, we have
where
Proof. (c) The result follows from the fact that tρ ν (t) → 0 as t → ∞, which must the case for part (b) to hold since ρ ν (t) → 1 as t → ∞, as well as the given expression for ρ ν given in Lemma 2.
(b) Part (a) tells us (take α = 1) that t (1 − ρ p/2−1 (t)) increases in t, in other terms :
which is equivalent to, and establishes, part (b).
(a) Begin with Lemma 1 which implies that
, and θ ∈ S α . It will hence suffice to show that a family of conditional distributions
with parameter r. Observe also that the probability distribution of W remains unchanged with orthogonal transformations X → ΓX (and θ → Γθ), which permits us, since the actions are transitive on S α , to set without loss of generality θ = θ 0 = (α, 0, . . . , 0) . Pursue next with the joint density (for θ = θ 0 and p > 1) of (Y 1 = X 1 , Y 2 = X X − X 1 2 ), given by:
3 Alternatively, the more general result lim t→∞ t(1 − ρ ν (t)) = ν + 1/2 holds for all ν > 0 by bounds given by Amos
This is verified with the evaluation lim
and the conditional density:
To conclude, the result follows by checking that the ratio
is nondecreasing in w for all
Finally, we will make use in the next section of Stein's unbiased estimate of risk, which permits us to express the risk of an estimator
and
with div g being the divergence operator.
An unbiased estimator of the difference of risks
The next result provides an unbiased estimate
as well as a sign change analysis of D α (·) for all triplets (p, α, m) for which p ≥ 3 and 0 ≤ α ≤ m. 
Lemma 4. (a) An unbiased estimator of the difference in risks
R(θ, δ α ) − R(θ, δ mle ) is given by D α ( X ) = D α,1 ( X ) [0 ≤ X ≤ m] + D α,2 ( X ) [ X > m], with D α,1 (r) = 2α 2 + r 2 − 2p − 2αrρ p/2−1 (αr) − α 2 ρ 2 p/2−1 (αr) , and D α,2 (r) = 2α 2 − m 2 − α 2 ρ 2 p/2−1 (αr) + 2mr{1 − α m ρ p/2−1 (αr)} − 2(p − 1) m r .(4)
Proof. (a)
and, by virtue of Stein's identity in (3), R(θ, δ mle ) = E θ [η mle (X)] with
Analogously, as derived by Berry (1990) , the representations of δ α and 
Finally, the given expression for the unbiased estimator D α ( X ) follows directly from (5) and (6). its admissibility. Finally, the two remaining cases are distinguished by observing that,
Proof of (I) Begin by making use of Lemma 2 to differentiate D α,1 and obtain:
Since, the quantities r 
and H 3 (α, r) = m 2 + α m ρ p/2−1 (αr).
Hence, to establish property (III), it will suffice to show that each one of the functions H i (α, ·),
is increasing on (m , ∞) under the given conditions on (p, α, m). The properties of
Lemma 2 clearly demonstrate that H 3 (α, ·) is increasing, and it is the same for H 2 (α, ·) given also Lemmas 2 and 3 since
Finally, for the analysis of H 1 (α, r), r > m, begin by differentiation and a rearrangement of terms to obtain
where, for r > m ≥ α,
But notice that T (α) = α 2 (1 − ρ p/2−1 (αr)) 2 ≥ 0, and 
Risk comparisons and dominance results
With the estimators δ α and δ mle being equivariant (with respect to orthogonal transformations), and with their risks depending on θ only through θ , we denote their difference in risks as 
Proof. The probability distribution of X 2 is χ Observe how the necessary and sufficient conditions for δ α to dominate δ mle have simplified, expressed only in terms of the risks at θ = 0, i.e., the centre of the parameter space Θ(m), and for θ ∈ S m , the boundary of Θ(m). Our task now consists in translating these necessary and sufficient conditions in terms of (α, m, p) . We pursue with this, as well as asymptotics for large p. We will require first the following risk function representations for θ = 0 and θ ∈ S m .
Lemma 5. For an equivariant estimator δ of the form δ(X)
Proof. The risk at θ = 0 is obtained directly, while the risk for θ ∈ S m follows by conditioning on R = X , as was presented for instance by Marchand and Perron (2005, Theorem 1) . 2
Witness the role of δ(X) , i.e., the amount of shrinkage associated with estimator δ(X) in these above representations. Indeed, the more δ(X) is shrunk towards 0, the smaller the risk at 0, with minimal risk when the shrinkage is most extreme, that is δ ≡ 0. On the other hand, because any
proper Bayes estimator δ π with a prior supported on Θ(m) shrinks with respect to δ m (Marchand and Perron, 2001 , Theorem 4), in other words δ π ≤ δ m , the less δ π is shrunk, the smaller the risk on the boundary S m , with minimal risk for the least shrinkage when δ π ≡ δ m .
In terms of our estimators δ α studied here, the above extremes correspond simply to α = 0 and
, we see that the amount of shrinkage is controlled directly by α, and is strictly decreasing as α increases (Lemma 2). We obtain thus the following result immediately from the analysis above as well as Corollary 1.
Corollary 2. For p ≥ 3 and 0 ≤ α ≤ m, the estimator δ α dominates δ mle if and only if
where k 1 (p, m) and k 2 (p, m) are respectively the (unique) solutions in α of the equations ∆ α (m) = 0 and ∆ α (0) = 0 respectively.
Example 1. (The boundary uniform Bayes estimator) Observe how Corollary 1 (or Corollary 2) applies to the boundary uniform Bayes estimator
7 Stating these conditions for dominance does not imply of course that they can be fulfilled in α for any pair (m, p); as we will see below with m large relative to √ p. The conditions are still useful nevertheless representing conditions for non-dominance given their necessary and sufficient nature.
pointed out in the argumentation above, it follows immediately that δ m dominates δ mle whenever m ≤ √ p (and p ≥ 3), as previously established by Marchand and Perron (2001) (for all p ≥ 1 though).
However, our above conditions for dominance will permit us to obtain a more incisive analysis for δ m , as well as for δ α , α < m. For analyzing the large sample (large p) behaviours of k i (p, m); i = 1, 2, and for producing sharp approximations, we will require the following lemma, available from Marchand and Perron (2002), but with a short proof reproduced here nevertheless for sake of completeness. With the given assumptions, it follows that
and hence ( m∧R √ p ) converges in probability to d. Now make use as well of Lemma 6 to infer that:
given the growth conditions m = d √ p, α = c √ p, and the boundedness of m∧R p and ρ p/2−1 . The result follows then by collecting terms.
(b) In particular, we have lim p→∞ 
Now, observe that c
is, as a function of c for c
the case p = 9, m = 4.5, as an illustration. Here 
A universal dominance result
Here, we expand on a previously unknown result applicable to a larger class of Bayes estimators and derived as a corollary of results given by Marchand and Perron (2001) . Indeed, as described in the Introduction, they show that for sufficiently small parameter space, i.e., m ≤ c 1 (p) where is necessary for the specific case of the prior with a point mass at 0 (Example 2). We pursue with a formal presentation and derivation of these results. Remark 2. Numerical evaluations of c 1 (p) were given by Marchand and Perron (2001, 
