An improved search-order coding algorithm for lossless compression of VQ indexes by Ting-Chi Wang
An improved search-order coding algorithm for lossless compression of
VQ indexes
Ting-Chi Wang and En-Cheng Liu
Department of Information and Computer Engineering
Chung Yuan Christian University
Chungli, Taiwan
ABSTRACT
In a fixed-rate vector quantization system, an image is divided into smaller blocks, and each block is usually independently
encoded by an index of the same length that points to the closest codevector in the codebook. Recently, an algorithm, called
search-order coding, has been proposed to further reduce the bit rate by encoding the indexes but without introducing any
extra encoding distortion. In this paper, we present an improved algorithm that extends the idea of the search-order coding
algorithm by encoding the indexes pair by pair (instead of one by one). With this extension, four types of search results are
considered. The simulation results indicate that our algorithm is able to achieve the bit rate up to 5.74% lower than the
search-order coding algorithm.
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1. INTRODUCTION
Vector quantization (VQ) is an effective and important technique for image compression2. In a VQ system, each image
block is usually independently encoded by an index that points to the closest codevector in the codebook. In general, the
image blocks are encoded in the raster scan order, (i.e., from left to right and top to bottom), and the corresponding index
map is then generated. When each index is represented by the same amount of bits, the VQ system is said to be fixed-rate2'6
otherwise, it is said to be variable-rate1'2. Since the number of bits used to represent an index (referred to as the index length)
is usually less than the number of bits used to represent a block, the compression can be achieved. When the probability that
each index value occurs is known in advance, the compression rate can be improved further using the variable length coding
(VLC) techniques, such as Huffman coding5, to encode the indexes.
Recently, an efficient and effective algorithm, called search-order coding3, has been proposed to further reduce the index
length for fixed-rate vector quantizers but without introducing any extra encoding distortion for indexes. Different from a
VQ system that encodes each image block by an index, the algorithm tries to further encode each index by a search-order
code. Also, the algorithm does not depend on the probability that each index value occurs, which makes it totally different
from the VLC techniques. The algorithm encodes and sends the indexes in the raster scan order. After encoding an image
block but before sending the corresponding index to the receiver, the algorithm searches the prior indexes (that had been
encoded and sent before the current index in the raster scan order) along a pre-defined path. During the search, if a prior
index that has the same value as the current index is found, then a search-order code (instead of the current index value),
that represents the search path from the current index to that prior index, is sent to the receiver. Otherwise the value of the
current index is sent. Since each search-order code is shorter than the index length, the more search-order codes are sent, the
lower bit rate can be achieved. The key to the success of the algorithm is mainly based on the observation that the block size
in a typical VQ system is usually very small (e.g., 4-pixelx 4-pixel) and it is very likely that a block has the same index
value as its neighboring blocks. The simulation results demonstrate that the algorithm not only runs very efficiently but also
achieves the bit rate lower than the zero-order entropy (which is the lower bound on the bit rate achievable by the VLC
techniques) for several test images.
Based on a similar idea of search-order codes, another algorithm, called index grouping, was also proposed in [4J. The
idea of the algorithm is to partition the index map into disjoint groups such that the indexes in each group all have the same
value. The main disadvantage of the algorithm is due to the large memory overhead. Besides, by comparing the simulation
results reported in [3,4], we also observe that the index grouping algorithm is inferior to the search-order coding algorithm
in terms of the bit rate.
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In this paper, we present an improved algorithm that extends the idea of the search-order coding algorithm by encoding
the indexes pair by pair (instead of one by one). The two indexes in each pair are adjacent to each other in the horizontal
direction, and are referred to as the left and right indexes. The following four possible search results are considered. (1) A
prior pair whose left and right indexes are the same as those of the current pair, respectively, is found. (2) A prior pair
whose left index value is the same as the left index value of the current pair is found. (3) A prior pair whose right index
value is the same as the right index value of the current pair is found. (4) None of the above. Our algorithm has been
implemented in C language, and the simulation results indicate that it is able to achieve the bit rate up to 5.74% lower than
the search-order coding algorithm.
2. REVIEW OF THE SEARCH-ORDER CODING ALGORITHM
Before describing our algorithm, we briefly review in this section the search-order coding algorithm3 that encodes the
indexes one by one and in the raster scan order. Each point (i.e. , index) in the index map represents a corresponding image
block. When encoding an index, its corresponding point is referred to as the current search center (SC). Any prior point that
had been encoded is defined to be a search point (SP). See Figure 1 for an illustration of the terms, where each black circle
point denotes the current SC, and each solid-boundary square denotes a corresponding SP. The idea of the algorithm is to
search the s along a pre-defined search path to see whether there exists an SP whose index value is the same as the SC.
In order to maintain the efficiency of the algorithm, the number of SP's on the search path is set to be a pre-defined constant.
To start the search, a starting search point (SSP) out of the SP's must be determined. The SSP is chosen from one of the
four neighboring SP' s as shown in Figure 2. Once the SSP is determined, the algorithm starts the search along the pre-
defined search path which starts from the SSP, and then the SP's in the first level in clockwise manner, and then the SP's on
the second level, and so on. Figure 1 shows two possible search paths. Note that any non-SP is not on any search path
because it appears after the SC in the raster scan order and hence has not been considered yet.
: Starting search point
: Search point
: Non-search point
.
: Search center
An SP is said to be completely matched if it has the same index value as the SC. The search terminates when either an SP
or no SP on the search path is found to be completely matched. If a completely matched SP is found, then the index of the
SC is encoded by the corresponding search-order code. The search-order code is later used by the decoder to find the
1' level
2nd level
2nd level
1St level
Figure 1: Illustration of related terms.
required number ot SP's to he searched in order to reach the completely matched SP. On the other hand, if no completely
matched SP is found, then the index of the SC is encoded by itself. Besides, an indicator hit, which is used to distinguish an
index from a search-order code during the decoding process, is inserted in front ot an index or search-order code during
transmission.
2
-
3
-A-
4
-
Figure 2: Four starting search points.
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Figure 3:A4x4 index map.
Throughout the rest of this paper. let Idenote the index length. and n denote the search-order code length. Here n is a pre-
defined constant less than I. and hence 2 is also a pre-defined constant representing the maximum number of SP's on the
search path. Since the number of SP's on the search path is a constant, the algorithm excludes any repetition point on the
search path in order to increase its search space and thus its effectiveness. An SP is said to be a repetition point if it has the
same index value as its immediate predecessor on the search path. For example. in Figure 3. suppose that the point at (3.3)
is the SC. and the point at (3,2) is the SSP. (Note that each point is denoted by a pair (i,,j), which means the point is located
at the ith row and thejth column in the index map.) Then, the points at (2,2) and (2.4) are repetition points since they have
the same indexes. 67 and 61. as their immediate predecessors that are at (3.2) and (2,3). respectively. In Figure 3. if ii is 2,
and the repetition points are not excluded, then no completely matched point is found. However if the repetition points are
excluded, then the point at (3,1) is found to he a completely matched point, and the SC in then encoded by the search-order
code 10.
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As for the decoding process, it is also carried out in the raster scan order. When a search-order code is received, it is used
to find the completely matched SP along the search path. As a result, the search-order coding algorithm will not introduce
any encoding distortion for indexes.
3. OUR ALGORITHM
In this section, we present an improved algorithm that extends the idea of the search-order coding algorithm by encoding
indexes pair by pair (instead of one by one) in the raster scan order. Each index pair consists of two neighboring indexes in
the horizontal direction; the two indexes are referred to as the left and right indexes, respectively. The definitions of SC, SP
and SSP introduced in Section 2 are now extended to denote pairs in our algorithm. Besides, an SP is now said to be a
repetition SP if its has the same left index value and the same right index value as its immediate predecessor on the search
path. A few new definitions related to our algorithm are introduced as follows.
Definition 1: An SP is said to be completely left-matched (completely right-matched) if it has the same left (right) index
value as the Sc.
Definition 2: An SP is said to be completely pair-matched if it is both completely left-matched and completely right-
matched.
Given an sc, the set of all non-repetition SP's on the search path are divided into the following four disjoint subsets:
(Note that any subset could be empty.)
(1) the set of SP's that are completely pair-matched,
(2) the set of 5 that are completely left-matched but not completely right-matched,
(3) the set of SP's that are completely right-matched but not completely left-matched,
(4) the set of the remaining SP's.
A non-repetition SP is said to be a successful SP if it belongs to one of the first three subsets mentioned above. If no
successful SP can be found, the search is referred to as afailed search; otherwise, the search is referred to as a successful
search. For a failed search, the sc is just encoded by itself. As for a successful search, the number of bits used to encode the
sc will depend on the successful SP's. If an SP that belongs to subset (1) is found, then the corresponding search-order
code (which is later used by the decoder to find the required number of SP's to be searched in order to reach that completely
pair-matched SP) replaces the sc and is sent to the receiver immediately. If subset (1) is empty but an SP that belongs to
subset (2) is found, then the corresponding search-order code (which is later used by the decoder to find the required
number of SP's to be searched in order to reach that completely left-matched SP) followed by the right index value of the
sc replaces the sc and is sent to the receiver. If subsets (1) and (2) are both empty but an SP that belongs to subset (3) is
found, then the corresponding search-order code (which is later used by the decoder to find the required number of SP's to
be searched in order to reach that completely right-matched SP) followed by the left index value of the SC replaces the sc
and is sent to the receiver. To let the decoder be able to distinguish the above four types of search results, an extra two-bit
indicator is required and is defined as follows. If an SP that belongs to subset (1) is found, then the indicator is defined to be
00. If an SP that belongs to subset (2) is found, then the indicator is defined to be 01 .Ifan SP that belongs to subset (3) is
found, then the indicator is defined to be 10. If an SP that belongs to subset (4) is found, then the indicator is defined tobe
11.
The following examples illustrate how our algorithm works. In Figure 4, suppose that n= 1, 1=8, the sc is at (3,5) and
(3,6), and the SSP is at (3,3) and (3,4). Then, our algorithm will find the SP at (2,5) and (2,6) as the completely right-
matched SP. Therefore, the bit string lO1000l100l(which consists of the indicator 10, the search-order code 1, and the left
index value 25 encoded by 0001 1001) replaces the sc and is sent to the receiver. (For this case, the SP at (2,3) and (2,4)is
a repetition SP, and no SP exists in subsets (1) or (2).) However, if n=2, then our algorithm will find the point at (2,1) and
(2,2) as the completely pair-matched point. Hence, the bit string 001 1 (which consists of the indicator 00, and the search-
order code 1 1) replaces the Sc.(For this case, the SP at (3, 1 ) and (3,2) is also a repetition SP.)
The decoding process at the receiver is similar to that in the search-order coding algorithm except when an indicator
corresponding to a completely left-matched or completely right-matched SP is received. If an indicator corresponding to a
completely left-matched SP (completely right-matched SP, respectively) is received, the left index (right index, respectively)
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value can he recovered by finding the ith SP (with repetition SP's excluded) on the search path. where i equals the value of
the corresponding search-order code plus I. Because the other index value of the S(' is directly scnt lrom the encoder, it can
he recovered easily. Therefore, our improved algorithm will not introduce any extra encoding distortion for indexes.
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Figure 4 : A 4 > S index map.
4. SIMULATION RESULTS AND CONCLUDING REMARKS
We have implemented our algorithm in C language on a DEC workstation running the Ultrix operation system. For
comparison purpose, the search-order coding algorithm3 has been also implemented. For both algorithm, the SSP was set to
he the point (pair) to the left of each SC (i.e.. the first direction as shown in Figure 2.) Note that the choice of the SSI is not
a major concern as pointed out in [31. We used three images (each of which is 512-pixel by 512-pixel), i.e., 116, Lena and
Peppers. as test data. Each image block was set to he 4-pixel by 4-pixel, and each pixel is represented by S hits. For each test
data, we first treated it as the training data and used the maximum descent algorithm7 to generate the codehook which was
then used to encode the original test data. Each codebook has 256 codevectors, and hence the index length is S hits. Clearly,
the original bit rate (denoted by bpp) of each test image equals 0.5 bits/pixel. All allowable values of n (the length of a
search-order code) are tried, and the resulting bit rates are shown in Table I. The encoding time (measured in seconds) spent
by each algorithm is also given in Table I. It is clear that for all possible values of ii, the search-order coding algorithm
achieves the lowest aeerage bit rate when n=l, and for all possible values of ii, our algorithm achieves the lowest aiera'e
hit rate when ,i=7. On the average, the lowest hit rate obtained by the search-order coding algorithm can he further reduced
by 337(/ tie., (0.445-0.430)/0.445) by our algorithm. In particular. for the image Lena, the lowest hit rate obtained by the
search-order coding algorithm can he further reduced by 5.74%. (i.e.. (0.47-0.443)10.47) by our algorithm. In addition. for
each test image. when n=6 or n=7, our algorithm always consistently achieves a hit rate lower than any of those obtained by
the search-order coding algorithm. As for the encoding time, our algorithm is almost as efficient as the search-order coding
algorithm.
lo test larger data, three pairs of images, i.e.. LF (Lena+F16), LP (Lena+Peppers) and FP (F16+Peppers), are constructed.
Their encoding results are reported in Table 2. Again, the lowest average hit rate achieved by each of the search-order
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coding algorithm and our algorithm is when n=1 , and when n=6 (or n=7), respectively. On the average, the lowest bit rate
obtained by the search-order coding can be further reduced by 2. 1 1% (i.e., (0.427-0.418)/0.427) by our algorithm. Similarly,
for each test data, when n=6, or when n=7, our algorithm still consistently achieves a bit rate lower any of those obtained by
the search-order coding algorithm.
Finally, the three images are combined into one, and is called LPF (Lena+Peppers+F16). The results for it are reported in
Table 3. Again, when n=6, or when n=7, our algorithm consistently achieves a lower bit rate than the search-order coding
algorithm.
From the results shown in Tables 1-3, we find that our algorithm consistently achieves the best average bit rate when n=6
or n=7. Therefore, these values are suggested when using our algorithm.
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Table I : Experimental results on each image.
For each image, the lowest bit rate achieved by each algorithm is shown in boldface.
n
F16 Lena Pep ers Average
bpp time bpp time bpp time bpp time
Search-order
coding
algorithm
1 0.408 0.101 0.470 0.113 0.458 0.117 0.445 0.110
2 0.407 0.140 0.473 0.121 0.460 0.148 0.447 0.136
3 0.414 0.167 0.475 0.191 0.464 0.183 0.451 0.180
4 0.426 0.238 0.480 0.269 0.472 0.249 0.459 0.252
5 0.446 0.343 0.487 0.414 0.480 0.406 0.471 0.388
6 0.470 0.499 0.494 0.648 0.488 0.617 0.484 0.588
Our
algorithm
1 0.445 0.117 0.505 0.105 0.497 0.093 0.482 0.105
2 0.439 0.101 0.504 0.117 0.495 0.109 0.479 0.109
3 0.432 0.152 0.499 0.156 0.491 0.156 0.474 0.155
4 0.429 0.195 0.497 0.210 0.488 0.207 0.471 0.204
5 0.428 0.328 0.492 0.339 0.485 0.339 0.468 0.335
6 0.401 0.476 0.451 0.562 0.449 0.554 0.434 0.531
7 0.405 0.773 0.443 0.906 0.443 0.917 0.430 0.865
8 0.419 1.304 0.449 1.492 0.497 1.519 0.455 1.438
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Table 2: Experimental results on each pair of images.
For each pair, the lowest bit rate achieved by each algorithm is shown in boldface.
n
Average
bpp time bpp time bpp time bpp time
Search-order
coding
algorithm
1 0.408 0.214 0.461 0.210 0.411 0.210 0.427 0.211
2 0.414 0.273 0.465 0.265 0.415 0.277 0.431 0.272
3 0.423 0.355 0.469 0.507 0.423 0.355 0.438 0.406
4 0.437 0.476 0.476 0.531 0.437 0.496 0.450 0.501
5 0.453 0.718 0.483 0.816 0.453 0.714 0.463 0.749
6 0.474 1.042 0.491 1.273 0.473 1.042 0.479 1.1 19
Our
algorithm
1 0.447 0.214 0.497 0.195 0.453 0.207 0.466 0.205
2 0.444 0.242 0.497 0.234 0.450 0.230 0.464 0.235
3 0.439 0.324 0.493 0.296 0.445 0.300 0.459 0.307
4 0.436 0.402 0.489 0.429 0.441 0.421 0.455 0.417
5 0.433 0.624 0.486 0.667 0.439 0.624 0.453 0.638
6 0.399 0.984 0.449 1.117 0.405 1.007 0.418 1.036
7 0.402 1.546 0.443 1.804 0.408 1.601 0.418 1.650
8 0.416 2.542 0.450 3.074 0.422 2.620 0.429 2.745
Table 3: Experimental results on three images.
The lowest bit rate achieved by each algorithm is shown in boldface.
n
LPF
bpp tiire
1 0.422 0.308
Search-order 2 0.427 0.374
coding 3 0.422 0.519
algorithm 4 0.446 0.738
5 0.460 1.113
6 0.477 1.624
1 0.460 0.304
2 0.458 0.347
3 0.453 0.449
Our 4 0.450 0.613
algorithm 5 0.447 0.925
6 0.413 1.515
7 0.413 2.46
8 0.425 4.175
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