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Re´sume´ – En utilisant la the´orie des Espaces de Hilbert a` Noyau Reproduisant, nous concevons un nouveau noyau de
se´quences, qui mesure la similarite´ entre deux se´quences d’observations. Nous appliquons ce noyau a` une taˆche de ve´rification du
locuteur (campagne d’e´valuation NIST 2004). Les re´sultats montrent qu’incorporer notre nouveau noyau de se´quences dans une
architecture SVM non seulement fournit des re´sultats bien meilleurs qu’un classifieur UBM-GMM de base, mais aussi donne de
meilleures performances que le classifieur utilisant un noyau GLDS (Generalized Linear Discriminant Sequence kernel). De plus,
notre noyau ope`re dans un espace de plus faible dimension, tout en permettant un large choix de noyaux.
Abstract – Using the framework of Reproducing Kernel Hilbert Spaces, we develop a new sequence kernel that measures
similarity between sequences of observations. We then apply it to a text-independent speaker verification task using the NIST
2004 Speaker Recognition Evaluation database. The results show that incorporating our new sequence kernel in an SVM training
architecture not only yields performance significantly superior to those of a baseline UBM-GMM classifier but also outperforms the
Generalized Linear Discriminant Sequence (GLDS) Kernel classifier. Moreover, our kernel maps to a relatively low dimensional
feature space while allowing a large choice for the kernel function.
1 Introduction
La ve´rification du locuteur est un proble`me de classifi-
cation binaire de se´quences. Pour ce genre de proble`me, les
me´thodes a` noyaux, comme les Machines a` Vecteurs Sup-
ports (SVM), donnent des performances e´gales ou meilleures
que les autres classifieurs. Alors que les algorithmes de
base de ces me´thodes sont maintenant bien maˆıtrise´s [1],
et que leurs proprie´te´s ont e´te´ largement e´tudie´es, trouver
la fac¸on optimale de repre´senter les donne´es en entre´e de
ces algorithmes reste un proble`me ouvert.
Dans le cas de la ve´rification du locuteur, la de´cision est
binaire, et les entite´s a` classifier sont des se´quences (dans
nos expe´riences, se´quences de vecteurs acoustiques). En
pratique, les donne´es d’apprentissage du locuteurs (classe
+1), en plus d’eˆtre bruite´es, sont e´parpille´es au sein meˆme
du nuage des donne´es du monde, que l’on assimilera aux
donne´es d’apprentissage imposteurs (classe -1). La ge´o-
me´trie du proble`me est de surcroˆıt complexifie´e par le
biais e´ventuel entre les conditions d’apprentissage et celles
de test (combine´s te´le´phoniques, canaux de transmissions,
fond sonore).
Pour appliquer les SVM a` la taˆche de ve´rification, une
ide´e simple consisterait a` apprendre pour chaque locuteur
une frontie`re de de´cision (non line´aire) dans l’espace des
vecteurs d’observation, et moyenner les sorties sur chaque
vecteur en phase de test, comme il a e´te´ fait dans [2]
pour une taˆche d’identification. Mais a` cause des raisons
invoque´es dans le paragraphe pre´ce´dent, cette me´thode
donne de mauvaises performances en ve´rification du lo-
cuteur. Aussi, la finalite´ du proble`me e´tant de classifier
des se´quences, il est plus ade´quat d’optimiser les crite`res
d’apprentissage au niveau des se´quences plutoˆt que des
vecteurs.
Plusieurs e´tudes re´centes ont porte´ sur la conception de
noyaux pour les se´quences, de tels noyaux visant a` quan-
tifier la similarite´ entre se´quences vis-a`-vis d’un proble`me
donne´. On peut distinguer trois types d’approches :
– Une premie`re tendance pour comparer deux se´quences
consiste a` entraˆıner deux mode`les statistiques a` par-
tir de chacune d’entre elles, et a` de´finir le noyau
comme la similarite´ entre les deux distributions es-
time´es (divergence de Kullback-Leibler [3], affinite´
de Bhattacharyya [4], distance du χ2, etc.). Dans
notre cas, la courte dure´e des se´quences d’appren-
tissage ne permet pas d’estimer un mode`le de fac¸on
suffisamment fiable.
– Une seconde tendance consiste a` travailler dans l’es-
pace des scores probabilistes, ou encore l’espace de´-
rive´ via le noyau de Fisher [5, 6]. Ces me´thodes
manquent d’efficacite´ : elles restent lourdes a` mettre
en œuvre, et n’ame´liorent que mode´re´ment les per-
formances par rapport aux syste`mes fonde´s sur une
de´cision baye´sienne.
– Une autre strate´gie [7] revient a` apprendre un mo-
de`le sur une se´quence et a` attribuer un score en
conse´quence sur une autre pour e´valuer le noyau
entre ces deux se´quences. Dans le cas d’une mo-
de´lisation discriminante par expansion polynomiale,
apprendre sur une se´quence A et tester sur une se´-
quence B revient au meˆme que d’apprendre sur B
et tester sur A. Ceci conduit a` l’e´laboration d’un
noyau syme´trique. Cette cate´gorie de me´thodes four-
nit des re´sultats tre`s prometteurs : les performances
sont meilleures que les syste`mes a` base de mode`les
ge´ne´ratifs, pour une complexite´ moindre.
Dans cette dernie`re approche, le noyau de se´quence se
calcule en projetant explicitement les se´quences dans un
espace de dimension fixe D, via une expansion polyno-
miale, et en appliquer un produit scalaire apre`s norma-
lisation. En notant d la dimension des vecteurs d’entre´e,
et k l’ordre de l’expansion polynomiale, la dimension du
feature space est D = (k+d)!K!d! , Pour des valeurs de k supe´-
rieures a` 3, elle devient trop grande (e.g. D = 20.475 pour
d = 24 et k = 4) et rend le proble`me intraitable. Le choix
du noyau est de ce fait tre`s limite´. C’est pour combler ce
manque de flexibilite´ que nous avons conc¸u un nouveau
noyau de se´quence, en adoptant la meˆme philosophie.
2 Conception du noyau
Cette section introduit le raisonnement the´orique qui
conduit a` la formulation du nouveau noyau de se´quence.
2.1 Apprentissage via l’espace de Hilbert
a` Noyau Reproduisant
Conside´rons un corpus d’apprentissage (τn, sn)n=1...N ,
constitue´ de vecteurs τn ∈ <d et d’e´tiquettes binaires sn ∈
{0, 1} qui valent 0 pour un ensemble fixe´ de donne´es du
monde C = (cm)m=1...M e´parses, et 1 pour les vecteurs
d’une se´quence A = (at)t=1...TA produite par un locuteur
cible donne´. On cherche une fonctionnelle f : <d → < qui
minimise la fonction objectif :
min
f∈H
N∑
n=1
‖ f(τn)− sn ‖2 (1)
ou` H est l’espace de recherche de la solution fˆ .
Une sous-classe importante de proble`mes de la forme
(1) sont ge´ne´re´s par des fonctions noyau de´finies positives
K(x, y). Le sous-espace de fonctions correspondant, HK ,
est appele´ espace de Hilbert a` noyau reproduisant. Suppo-
sons que K ait une expansion de la forme :
K(x, y) =
D∑
i=1
γ2iΨi(x)Ψi(y) = 〈γΨ(x), γΨ(y)〉 (2)
avec γ = diag(γ1, ..., γD) et Ψ : <d → <D une fonction
a` haute dimension (D peut eˆtre infini). Alors tout e´le´ment
de HK est de la forme f(x) =
∑D
i=1 iΨi(x).
Dans [8], G. Whaba montre que la solution a` (1) est de
la forme :
f(x) =
N∑
n=1
ωnK(x, τn) (3)
Dans la suite, notre mapping de se´quence pour le cal-
cul du noyau (6,8,9) sera base´ sur les fonctions de base
x 7→ K(x, τn). En vue de concevoir un syste`me stable et
efficace, il est pre´fe´rable de concevoir un noyau qui soit
inde´pendant du locuteur cible. C’est pourquoi nous cher-
chons en fait les solutions sous la forme :
f(x) =
M∑
n=1
ωmK(x, cm) (4)
La re´solution des e´quations normales avec quelques ap-
proximations (cf. [9] pour plus de de´tails) donne la solu-
tion :
ωˆA = [ωˆ1 , ..., ωˆM ]t = M .KC
−2ϕ
C
(A) (5)
ou` K
C
= (K (cm , cn)) est la matrice de similarite´ syme´-
trique, et ou` l’on de´finit les transformations :{
ϕ
C
(x1 , ..., xT ) = 1T
∑T
t=1 ϕC(xt)
ϕ
C
(x ) = [K (x , c1 ), ...,K (x , cM )]t
(6)
2.2 Similarite´ entre deux se´quences
Supposons avoir appris a` partir d’une se´quence A un
mode`le discriminant de la forme (5). La fonction de si-
milarite´ entre un vecteur x et la se´quence A est donne´e
par :
fˆ(x) = 〈ωˆA, ϕC (x )〉 (7)
Pour e´tendre cette mesure a` une se´quenceB = (bt)t=1...TB ,
nous moyennons la similarite´ de chacun de ses vecteurs :
similarite´(B|A) = 1
TB
TB∑
t=1
fˆ(bt)
= M.ϕ
C
(B)tK
C
−2ϕ
C
(A)
Au facteur multiplicatif M pre`s, cela conduit a` notre
nouveau noyau de se´quence syme´trique :
κ(A,B) = 〈ΦC (A),ΦC (B)〉 (8)
ou` l’on de´finit le mapping de se´quence :
ΦC (x1, ...xT ) = KC
−1ϕ
C
(x1 , ..., xT ) (9)
Dans [9], nous montrons que ce mapping est e´quivalent
a` une projection, dans l’espace de dimension D de´fini par
Ψ dans (2), de l’expansion moyenne 1T
∑T
t=1Ψ(xt), sur la
base des expansions des vecteurs du monde (Ψ(cm))m=1...M .
3 Imple´mentation du noyau
L’imple´mentation du noyau de se´quences (8) se fait en
projetant chaque se´quence dans un espace de dimension
M , et en calculant un produit scalaire. Ceci est de´licat a`
mettre en œuvre lorsqueM est trop grand. C’est pourquoi
nous avons suppose´ en 2.1 que les donne´es imposteurs cm
e´taient e´parses. Cependant, en pratique, la quantite´ de
donne´es du monde disponibles est tre`s grande. Dans ce qui
suit, l’ensemble C est obtenu par quantification vectorielle
de donne´es du monde, et les cm sont des vecteurs codebook
repre´sentatifs de ces donne´es.
Le but de cette section est de pre´senter comment ap-
pliquer notre noyau de se´quence, pour un proble`me de
ve´rification du locuteur.
3.1 Notion de se´quence
Dans notre proble´matique, une se´quence est de´finie comme
un ensemble de vecteurs produits par un meˆme locuteur
dans les meˆmes conditions d’enregistrement.
Des expe´riences ont montre´ que meˆme si une seule se´-
quence e´tait disponible par locuteur, il e´tait inutile de
la diviser en plusieurs. Un tel artifice n’ame´liore pas les
performances. Par contre, si l’on dispose de plusieurs se´-
quences provenant de diffe´rentes sessions d’enregistrement,
alors il est pre´fe´rable de les conserver distinctes, afin de
garder l’information sur la variabilite´ due aux conditions
d’enregistrement.
3.2 Mapping de se´quence
Le mapping de se´quence ΦC est entie`rement de´termine´
par un ensemble de vecteurs codebook C et une fonction
K satisfaisant les conditions de Mercer. L’imple´mentation
du mapping d’une se´quence X = (x1, ..., xT ) est montre´e
dans la figure 1.
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Fig. 1: Imple´mentation du mapping de se´quences. Les
blocs grise´s de´signent les e´tapes pre´liminaires (phase de
de´veloppement).
3.3 Apprentissage de mode`le discriminant
Une fois le mapping de´fini, nous pouvons pre´-calculer
les mappings des se´quences imposteurs d’un corpus du
monde, et entraˆıner un mode`le SVM par locuteur cible,
avec la proce´dure un-contre-tous sche´matise´e dans la fi-
gure 2. Dans nos expe´riences, Les mode`les SVM ont e´te´
estime´s avec SVM Torch [10]. Il est important de noter
que les composantes du mapping sont normalise´es de fa-
c¸on a` avoir une variabilite´ unitaire sur chaque entre´e. La
normalisation est donne´e par :
ΦC(X) 7→ ΦC(X)− µ
σ
(10)
ou` µ et σ sont les estimations respectives de la moyenne
et l’e´cart-type, sur le corpus du monde, des vecteurs pro-
jete´s ΦC (Ximp). Cette normalisation est une pre´caution
classique pour les SVMs, qui ne sont pas invariants aux
transformations line´aires.
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Fig. 2: Apprentissage de mode`le locuteur par SVM
3.4 Test d’une se´quence
Modulo un seuil de de´cision, la sortie d’une SVM sur
une se´quence Y est de la forme :
score(Y ) =
∑
i
αiyi〈ΦC (Y ),ΦC (Si)〉 (11)
ou` les (αi) sont des poids positifs appris, les (Si) sont
les se´quences d’apprentissage, et les yi = ±1 sont les e´ti-
quettes correspondantes (+1 pour les se´quences du locu-
teur cible, −1 pour les se´quences du monde).
E´tant donne´ la line´arite´ du produit scalaire, le calcul du
score peut eˆtre simplifie´ :
score(Y ) = 〈ΦC (Y ),
∑
i
αiyiΦC (Si)〉 = 〈ΦC (Y ),Ωloc〉 (12)
Comme dans [7], compacter les se´quences support en un
seul mode`le Ωloc permet d’e´conomiser de l’espace me´moire
pour le stockage des mode`les locuteur, et de re´duire les
temps de calcul en phase de test.
Finalement, la de´cision binaire locuteur/imposteur pour
une se´quence Y est prise en comparant score(Y ) a` un seuil
pre´-de´termine´.
4 Expe´riences
4.1 Donne´es de de´veloppement et de test
Nous avons applique´ notre nouveau noyau de se´quences
a` la campagne d’e´valuation de reconnaissance du locuteur
NIST 2004, dans les conditions standards [11]. Dans ces
conditions, une se´quence contenant plus ou moins deux
minutes de parole est disponible pour entraˆıner chaque
mode`le locuteur. Pour le corpus du monde, nous avons
utilise´ un millier de se´quences extraites des donne´es de la
campagne NIST 2001.
4.2 Pre´-traitement
A partir d’une se´quence de parole, 12 MFCC sont ex-
traits sur des feneˆtres de Hamming de 16 ms, avec un pas
re´gulier de 10 ms. Les 12 coefficients de´rive´s et la de´rive´e
de l’e´nergie en e´chelle logarithmique sont aussi rajoute´s.
Un de´tecteur d’activite´ vocale rejette alors les zones de
faible e´nergie.
Enfin, les vecteurs de dimension 25 ainsi calcule´s sont
normalise´s par feature warping [12], sur une feneˆtre glis-
sante de 300 e´chantillons. Une telle normalisation a pour
but de re´duire l’effet combine´ du bruit additif et des dis-
tortions dues aux canaux de transmission.
4.3 Syste`mes de re´fe´rence
Pour valider le nouveau syste`me que nous avons conc¸u,
nous le comparons a` deux syste`mes de re´fe´rences a` partir
de meˆmes donne´es de de´veloppement et de test.
Le premier, qui a e´te´ pre´sente´ par l’IRIT a` l’e´valua-
tion NIST 2004, est un syste`me UBM-GMM [13]. Il estime
deux mode`les Me´langes de Loi Gaussiennes, pour chacun
des genres homme/femme, en appliquant un algorithme
EM sur les donne´es du monde. Chaque mode`le locuteur
est alors de´rive´ du mode`le du monde correspondant en
adaptant les vecteurs moyennes avec un crite`re MAP. En
phase de test, le score d’une se´quence est la moyenne des
rapports de vraisemblance.
Le second est fonde´ sur le noyau GLDS de´cris dans [7].
Le principe est similaire a` notre approche, mais lemapping
de se´quence est diffe´rent. Il s’agit d’une expansion polyno-
miale moyenne, suivi d’une normalisation dont les para-
me`tres sont aussi estime´s a` partir des donne´es du monde.
L’ordre polynomial maximal est fixe´ a` 3 et la taille du
mapping est alors (25+3)!25!3! = 3276.
4.4 Re´sultats
Les courbes DET relatives aux deux syste`mes de re´fe´-
rence et a` un syste`me base´ sur notre nouveau noyau de
se´quence, sont trace´s dans la figure 3 (chaque point de la
courbe correspond a` un seuil de de´cision). La fonction de
couˆt de de´tection conside´re´e, a` minimiser, est celle de´finie
par NIST SRE [11], comme somme ponde´re´e des probabi-
lite´s de faut rejet et de fausse acceptation (resp. Pfr and
Pfa) :
DCF = (0.1× Pfr) + (0.9× Pfa) (13)
Pour notre syste`me, nous avons choisi un noyau polyno-
mial de degre´ 7 :K(x, y) = (1+〈x, y〉)7. Un noyau gaussien
donne des performances similaires.M = 2048 vecteurs co-
debook ont e´te´ estime´s par quantification vectorielle sur les
donne´es du monde. Nos expe´riences ont montre´ qu’aug-
menter le nombre M ame´liorait les performances en ge´ne´-
ral.
On peut voir que notre syste`me donne de meilleures
performances que les autres sur toutes les re´gions de la
courbe DET. Des expe´riences sur l’e´valuation NIST 2003,
avec exactement les meˆmes choix techniques, ont confirme´
cette tendance. Par rapport a` me´thode utilisant un noyau
GLDS, notre mapping est de dimension infe´rieure.
5 Conclusion
Nous avons introduit un nouveau noyau de se´quences
a` l’origine d’un nouveau syste`me SVM pour la ve´rifica-
tion du locuteur. Toutes les expe´riences que nous avons
mene´es ont montre´ que ce syste`me fournit des re´sultats
bien meilleurs qu’un classifieur UBM-GMM. De plus, il
donne des performances comparables au classifieur SVM
avec noyau GLDS, tout en travaillant dans un espace de
dimension plus faible. Aussi, la flexibilite´ de notre nouveau
noyau offre de belles perspectives pour des ame´liorations
futures, et peut eˆtre applique´s a` d’autres taˆches de classi-
fication.
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