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ASYMPTOTIC DENSITIES OF NEWFORMS
MORTEN SKARSHOLM RISAGER
Abstrat. We dene the ounting funtion for non-analyti (Maass)
newforms of Heke ongruene groups Γ0(M). We then alulate
the three main terms of this ounting funtion and give neessary
and suient onditions on M for this ounting funtion to have
the same shape as if it were ounting eigenvalues related to a o-
ompat group.
1. Introdution
Let Γ be a ongruene subgroup of the full modular group. It is well
known that the selfadjoint automorphi Laplaian, ∆Γ, has innitely
many eigenvalues,
0 = λ0 ≤ λΓ1 ≤ . . . ≤ λΓi ≤ . . . ,
listed with their multipliities whih are nite. Selberg has proved that
the ounting funtion
NΓ(λ) = #{i|λΓi ≤ λ}
satises a Weyl law namely
NΓ(λ) =
|FΓ|
4π
λ+O(
√
λ log λ),(1)
where |FΓ| is the area of a fundamental domain of Γ. There are various
renements of this result (see e.g. theorem 4.3).
In this paper we investigate what happens if we only ount the eigen-
values orresponding to newforms.
2. Newforms and oldforms
The theory of newforms was originally developed by Atkin & Lehner
[1970℄ for holomorphi forms. Their theory an be translated into a
similar theory of Maass forms whih are the ones we are studying.
This has been done independently by various people and details may
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be found in e.g. [Strömbergsson 2001℄. We shall only need one result
(Lemma 3.1 below) and shall hene only sketh enough of the theory
for this result to make sense.
For any λ > 0 , M ∈ N we denote by A(λ,M) the λ-eigenspae for
∆Γ0(M), where Γ0(M) is the Heke ongruene group of level M i.e.
Γ0(M) =
{
γ ∈ SL2(Z)
∣∣∣∣∣γ =
(
a b
c d
)
c ≡ 0 mod M
}
.
Then it is obvious that
NΓ0(M)(λ) = 1 +
∑
0<λ˜≤λ
dimA(λ˜,M),(2)
where the sum is ertainly nite.
We dene the λ-oldspae to be
Aold(λ,M) := span{f(dz)|f ∈ A(λ,K) Kd|M K 6= M}.
This is ontained in A(λ,M) by the SL2(R)-invariane of ∆Γ, and the
fat that f(dz) is Γ0(M)-invariant when f(z) is Γ0(K)-invariant and
Kd|M . We then dene the λ-newspae to be the orthogonal omple-
ment in A(λ,M) with respet to the inner produt
(f, g) =
∫
FΓ0(M)
f(z)g(z)dµ(z),
i.e.
Anew(λ,M) := A(λ,M)⊖Aold(λ,M).
We then dene new spetral ounting funtions
NoldΓ0(M)(λ) := 1 +
∑
0<λ˜≤λ
dimAold(λ˜,M) M > 0
NnewΓ0(M)(λ) :=
∑
0<λ˜≤λ
dimAnew(λ˜,M) M > 0.
For M = 1 we of ourse dene NoldΓ0(1)(λ) = 0 and N
new
Γ0(1)
(λ) = NΓ0(1)(λ).
3. Calulation of asymptoti densities
In order to alulate the main terms of NnewΓ0(M) we remind about some
well known struture theory of arithmetial funtions. When f, g :
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N → C are arithmetial funtions we dene the Dirihlet onvolution,
f ∗ g : N→ C to be the arithmetial funtion
(f ∗ g)(n) =
∑
d|n
f(d)g
(n
d
)
.
We say that f is multipliative if f(mn) = f(m)f(n) whenever (m,n) =
1. The struture theory we shall use is the following:
Theorem 3.1. The arithmetial funtions form a ommutative group
under Dirihlet onvolution. The identity element is the funtion
I : N → C
n 7→ [ 1
n
]
=
{
1 if n = 1
0 otherwise.
The multipliative arithmetial funtions form a subgroup.
Proof. This follows from [Apostol 1976, Theorems 2.6,2.8,2.14, 2.16℄
Example 3.1. (See [Apostol 1976, 2.13℄ for details.) Consider the
arithmetial funtion
σα(n) =
∑
d|n
dα.
Then this in a multipliative arithmetial funtion whose inverse may
be alulated to be
σ−1α (n) =
∑
d|n
dαµ(d)µ
(n
d
)
,(3)
where µ is the Möbius funtion, i.e.
µ(n) =


1 if n = 1
(−1)k if n = p1 · · · pk
0 otherwise.
The Mangoldt Λ-funtion
Λ(n) =
{
log p if n = pmwhere p is a prime and m ≥ 1
0 otherwise.
is an example of a non-multipliative funtion. Another multipliative
arithmetial funtion we will use is Eulers totient funtion
Φ(n) = #{d ∈ N|1 ≤ d ≤ n ∧ (d, n) = 1}.
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We an now begin to alulate asymptoti densities of newforms. We
ite a result from [Strömbergsson 2001℄.
Lemma 3.1.
dimA(λ, ·) = σ0 ∗ dimAnew(λ, ·).
Proof. This is Theorem 4.6.) in Chapter III of [Strömbergsson 2001℄.
Let now fi, i = 1 . . . n be real positive funtions of dereasing order
i.e
fi+1 = o(fi) for i = 1 . . . n− 1.
Proposition 3.1. Assume that for any M ∈ N
NΓ0(M)(λ) =
n−1∑
i=1
ci(M)fi(λ) +O(fn(λ)).
Then
NnewΓ0(M)(λ) =
n−1∑
i=1
cnewi (M)fi(λ) +O(fn(λ)).
where cnewi = ci ∗ σ−10 .
Proof. The M = 1 ase is lear by the denitions of NnewΓ0(1)(λ) and
cnewi (1). We observe that by lemma 3.1 we have
NΓ0(M)(λ) = 1 +
∑
K|M
σ0
(
M
K
) ∑
0<λ˜≤λ
dimAnew(λ˜, K)
=
∑
K|M
σ0
(
M
K
)
NnewΓ0(K)(λ).
By the denition of cnewi we have
ci(M) =
∑
K|M
σ0
(
M
K
)
cnewi (K)
and therefore∣∣∣∣∣NnewΓ0(M)(λ)−
n−1∑
i=1
cnewi (M)fi(λ)
∣∣∣∣∣ ≤
∣∣∣∣∣NΓ0(M)(λ)−
n−1∑
i=1
ci(M)fi(λ)
∣∣∣∣∣
+
∑
K|M
K 6=M
σ0
(
M
K
) ∣∣∣∣∣NnewΓ0(K)(λ)−
n−1∑
i=1
cnewi (K)fi(λ)
∣∣∣∣∣ .
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Indution in M now gives that this is ≤ Cfn(λ) whih is the desired
result.
The above proposition together with Theorem 3.1 shows that cnewi (N)
is multipliative if and only if ci(N) is multipliative. It also shows that
if we know the expansion of the ounting funtion for eigenvalues of
∆Γ0(M) for anyM ∈ N and if these expansions are of the same type then
it is easy to nd the expansion of the orresponding ounting funtion
for newforms. Finding the expansion of NΓ0(M) is the objetive of the
next setion.
4. The refined Weyl law
We start by iting a result by Venkov [1982℄(Theorem 5.2.1) whih
is the basis of our alulations. We have adjusted the theorem to our
situation, and orreted the obvious misprint in the O-term.
Theorem 4.1. The following asymptoti formula holds:
NΓ0(M)(λ)−
1
4π
∫ T
−T
φ′M
φM
(
1
2
+ ir
)
dr
=
|FM |
4π
λ− kM
π
√
λ ln
√
λ+
kM(1− ln 2)
π
√
λ+O(
√
λ/ ln
√
λ)
where φM is the determinant of the sattering matrix, λ = 1/4+T
2
, kM
is the number of usps of Γ0(M) and |FM | is the area of the fundamental
domain of Γ0(M).
For denitions of usps and the sattering matrix we refer to [Iwanie
1995℄ or [Kubota 1973℄.
In order to apply Proposition 3.1 to the estimate obtained in The-
orem 4.1 we need to estimate the integral and therefore also the log-
arithmi derivative of the sattering matrix. We an do this by using
the following theorem whih was proved by Huxley [1984℄.
Theorem 4.2. Let φM(s) be the determinant of the sattering matrix
for the Heke ongruene group of level M, Γ0(M), and let Λχ be the
ompleted L-funtion of an Dirihlet harater mod K ,χ , i.e.
Λχ(s) = Γ
(s
2
) ∞∑
n=1
χ(n)
ns
when ℜ(s) > 1.
Then
φM(s) = (−1)l
(
A(M)
πkM
)1−2s kM∏
i=1
Λ(2− 2s, χi)
Λ(2s, χi)
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where l ∈ N, the χi's are some Dirihlet haraters mod K where K|M ,
and
A(M) =
∏
χ primitive mod q
q|m,mq|M
qM
(m,M/m)
.
The set {χi|i = 1, . . . , kM} is losed under omplex onjugation.
We now use this to evaluate the integral in theorem 4.1. We let
B(M) = A(M)
πkM
. From the above we onlude that
φ′M
φM
(
1
2
+ ir
)
= −2
(
lnB(M) +
kM∑
i=1
Λ′χi
Λχi
(1− 2it) + Λ
′
χi
Λχi
(1 + 2it)
)
.
An easy onsideration then shows that
− 1
4π
∫ T
−T
φ′M
φM
(
1
2
+ ir
)
dr =
T
π
lnB(M) +
kM∑
i=1
1
π
∫ T
−T
Λ′χi
Λχi
(1 + 2ir)dr.
We must therefore evaluate∫ T
−T
Λ′χi
Λχi
(1 + 2ir)dr,
and we observe that∫ T
−T
Λ′χi
Λχi
(1 + 2ir)d =
1
2
∫ T
−T
Γ′
Γ
(
1
2
+ ir
)
dr +
∫ T
−T
L′χ
Lχ
(1 + i2r) dr.
We shall address eah term separately. To evaluate the rst term we
use Stirling's approximation formula i.e.
Γ′
Γ
(s) = log(s)− 1
2s
+O(|s|−2),
valid for | arg(s)− π| > ǫ. We see that for |r| > ǫ we have∣∣∣∣Γ′Γ
(
1
2
+ ir
)
−
(
log |r|+ i arg
(
1
2
+ ir
)
− (1 + i2r)−1
)∣∣∣∣
≤
∣∣∣∣Γ′Γ
(
1
2
+ ir
)
−
(
log
∣∣∣∣12 + ir
∣∣∣∣+ i arg
(
1
2
+ ir
)
− (1 + i2r)−1
)∣∣∣∣
+
∣∣∣∣log
∣∣∣∣12 + ir
∣∣∣∣− log |r|
∣∣∣∣ .
It is easy to see hek that the last summand is O((|r| log |r|)−1) while
the rst is O(|r|−2) by Stirling's approximation formula. Hene
1
2
∫ T
−T
Γ′
Γ
(
1
2
+ ir
)
dr
=
1
2
∫ T
−T
|r|>ǫ
log |r|+ i arg
(
1
2
+ ir
)
− (1 + i2r)−1 dr + O
(∫ T
ǫ
1
r log r
)
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The integral over (1+i2r)−1 is bounded and the integral over i arg(1/2+
ir) vanishes. We onlude that
1
2
∫ T
−T
Γ′
Γ
(
1
2
+ ir
)
dr = T log T − T +O(log(log T ))
To evaluate the integral over the logarithmi derivative of Lχ(1+2ir)
we note that∫ T
ǫ
L′χ
Lχ
(1 + 2ir)dr = −i(logLχ(1 + 2iT )) + C
where C is a onstant and that the rst term is O(log T ) by [Apostol
1976, Theorem 12.24℄. We onlude that
− 1
4π
∫ T
−T
φ′M
φM
(
1
2
+ ir
)
dr =
T
π
logB(M)+
kM
π
(T log T−T )+OM(log(T ))
We have hene proven the following
Theorem 4.3. The ounting funtion NΓ0(M)(λ) satises the following
asymptoti formula
NΓ0(M)(λ) =
|FM |
4π
λ− 2kM
π
√
λ log
√
λ
+
1
π
[(2− log 2 + log π)kM)− log(A(M))]
√
λ+O(
√
λ/ log
√
λ)
This theorem puts us in a situation where proposition 3.1 an be
applied with
f1(λ) = λ
f2(λ) =
√
λ log
√
λ
f3(λ) =
√
λ
f4(λ) =
√
λ/ log
√
λ.
From [Shimura 1971, Theorem 1.43℄ we onlude that
kM =
∑
d|M
Φ((d,M/d))(4)
|FM | = π
3
M
∏
p|M
p prime
(1 + p−1).(5)
This means that we have expliit expressions for all the terms in the-
orem 4.3 exept A(M). We need to know the number of primitive
Dirihlet haraters mod K. We hene dene
D(K) = #{χ primitive Dirihlet harater mod K}.
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Then we have
Lemma 4.1. The arithmetial funtion D(K) is multipliative and
satises
D(K) = (Φ ∗ µ)(K)
Proof. From [Apostol 1976℄ theorem 6.15 and theorem 8.18 we onlude
that Φ(K) =
∑
d|K D(d) = (u∗D)(K) where u(n) = 1 for n ∈ N. Sine
Φ and u are multipliative we use theorem 3.1 to onlude that D is
multipliative. Theorem 2.1 in [Apostol 1976℄ proves that u−1 = µ so
Φ ∗ µ = u ∗D ∗ µ = u ∗ u−1 ∗D = D
whih onludes the proof
5. Coeffiients related to newforms
In this setion we alulate cnew1 ,c
new
2 and c
new
3 . The alulations
are basially orollaries of proposition 3.1 and theorem 4.3. We are
partiularly interested in the ase when cnew2 (M) = c
new
3 (M) = 0. If
this is the ase we say that NnewΓ0(M) is of oompat type. To see why
this is sensible we remind of the following
Theorem 5.1. Assume Γ is a oompat Fuhsian group and let NΓ(λ)
be the ounting funtion for the eigenvalues of ∆Γ. Then
NΓ(λ) =
|FΓ|
4π
λ+O(
√
λ/ log
√
λ),
where |FΓ| is the area of an fundamental domain of Γ.
Proof. This is a speial ase of [Venkov 1982℄(Theorem 5.2.1). Notie
again that we have orreted the obvious misprint.
Hene NnewΓ0(M) is of oompat type if and only if it 'has the same
shape' as if it where the ounting funtion of the eigenvalues related to
a oompat group.
5.1. The rst oeient. We start by alulating cnew1 (M). This is
the simplest of the three oeients.
ASYMPTOTIC DENSITIES OF NEWFORMS 9
Proposition 5.1. The arithmetial funtion v(M) = 12cnew1 (M) is
multipliative and satises
v(pn) =


1 if n = 0
p− 1 if n = 1
p2 − p− 1 if n = 2
(p3 − p2 − p+ 1)pn−3 if n ≥ 3
(6)
when p is a prime. We furthermore have
Lv(s) :=
∞∑
n=1
v(n)
ns
=
ζ(s− 1)
ζ(2s)ζ(s)
,
where ζ(s) is Riemann's zeta funtion.
Proof. By using proposition 3.1, theorem 4.3 and 5 we onlude that
M
∏
p|M
p prime
(1 + p−1) = (σ0 ∗ v)(M).
Sine the left hand side and σ0 are multipliative theorem 3.1 says that
v is multipliative. By onsidering the ase where M = pm we see that
pm + pm−1 =
∑
d|pm
σ0(d)v
(
pm
d
)
=
n∑
i=0
(i+ 1)v(pn−i).
By applying the theory of generating funtions to this relation we nd
that if
fp(c) =
∞∑
n=0
v(pn)xn then fp(x) =
(1− x2)(1− x)
1− px .
By making formal expansion we get (6). Sine v is multipliative the
laim about Lv follows.
5.2. The seond oeient. We now alulate cnew2 (M). We remind
that by proposition 3.1 and theorem 4.3 we have
cnew2 (M) = −
2
π
(k(·) ∗ σ−10 )(M)
We hene need to have more information about the number of usps of
Γ0(M)
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Lemma 5.1. The number of usps, kM , of Γ0(M) is a multipliative
arithmetial funtion and satises
kpm


1 if m = 0
2 if m = 1
2pn if m = 2n+ 1 where n > 1
(p+ 1)pn−1 if m = 2n where n > 1
(7)
Proof. We noted earlier in (4) that
kM =
∑
d|M
Φ((d,M/d)).
Let M1,M2 ∈ N and assume (M1,M2) = 1. Then
kM1M2 =
∑
d|M1M2
Φ((d, (M1M2)/d))
=
∑
d1|M1
∑
d2|M2
Φ((d1d2, (M1M2)/(d1d2)))
=
∑
d1|M1
∑
d2|M2
Φ((d1,M1/d1)(d2,M2/d2))
=
∑
d1|M1
Φ((d1,M1/d1))
∑
d2|M2
Φ((d2,M2/d2))
=kM1kM2
Hene kM is multipliative. The laim about kpm is lear for m = 0
and m = 1. Assume m ≥ 2. We then have
kpm =
m∑
i=0
Φ((pi, pm−i))
=
m∑
i=0
Φ(pmin(i,m−i))
= 2 +
m−1∑
i=1
(p− 1)pmin(i,m−i)−1
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We now assume m = 2n+ 1.
= 2 + (p− 1)
(
n∑
i=1
pi−1 +
2n∑
i=n+1
p2n−i
)
= 2 + 2(p− 1)
n−1∑
i=0
pi
= 2 + 2(p− 1)1− p
n
1− p = 2p
n.
The even ase is similar.
From the above we an now prove the following
Proposition 5.2. The seond oeients ,cnew2 (M), is a multipliative
arithmetial funtion and satises
−π
2
cnew2 (p
m) =


1 if m = 0
0 if m = 2n+ 1
p− 2 if m = 2
(p+ 1)2pn−1 if m = 2n where n > 1
(8)
Proof. From lemma 5.1 and theorem 3.1 follows that cnew2 (M) is mul-
tipliative. From (3) it is easy to see that
σ−10 (p
m) =


1 if m = 0
−2 if m = 1
1 if m = 2
0 otherwise.
Hene
cnew2 (p
m) = −2
π
(kpm − 2kpm−1 + kpm), when m ≥ 2.
Using lemma 5.1 it is now easy to hek the laim. We omit the details.
As an easy orollary we get the following
Corollary 5.1. The seond oeient, cnew2 (M), is non-zero if and
only if M = t2 where t ∈ N is not of the form t = 2t′ with (2, t′) = 1.
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5.3. The third oeient. We nally alulate cnew3 (M). This is the
most diult of the three oeients.
We start by observing that by proposition 3.1 and theorem 4.3
cnew3 (M) =
1
π
(
(2− log 2 + log π)
(
−π
2
cnew2 (M)
)
− L(M)
)
where
L(M) =
(
logA(·) ∗ σ−10
)
(M).
We hene diret our attention to L(M).
Lemma 5.2. Assume (M1,M2) = 1. Then
L(M1M2) = U(M1)L(M2) + U(M2)L(M1)
where
U(M) =
∑
d|M
∑
m|d
∑
q|(m, d
m
)
D(q)σ−10
(
M
d
)
.
Proof. We have
L(M1M2) =
∑
d|M1M2
logA(d)σ−10
(
M1M2
d
)
=
∑
d|M1M2
∑
q|m
mq|d
D(q) log
(
qd
(m, d
m
)
)
σ−10
(
M1M2
d
)
=
∑
d|M1M2
∑
m|d
∑
q|(m,d/m)
D(q) log
(
qd
(m, d
m
)
)
σ−10
(
M1M2
d
)
=
∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1,
d1
m1
)
∑
q2|(m2,
d2
m2
)
D(q1q2) log
(
q1q2d1d2
(m1m2,
d1d2
m1m2
)
)
σ−10
(
M1M2
d1d2
)
The summand is learly
D(q1)D(q2)σ
−1
0
(
M1
d1
)
σ−10
(
M2
d2
)(
log
(
q1d1
(m1,
d1
m1
)
)
+ log
(
q2d2
(m2,
d2
m2
)
))
.
We have∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1,
d1
m1
)
∑
q2|(m2,
d2
m2
)
D(q1)D(q2)σ
−1
0
(
M1
d1
)
σ−10
(
M2
d2
)(
log
(
q1d1
(m1,
d1
m1
)
))
= U(M2)L(M1),
from whih the identity easily follows.
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It turns out that U is a very nie arithmetial funtion. In fat we have
the following.
Lemma 5.3. The funtion U(M), is a multipliative arithmetial fun-
tion and satises
U(pm) =


1 if m = 0
0 if m = 2n+ 1
p− 2 if m = 2
(p2 − 2p+ 1)pn−2 if m = 2n where n > 1
(9)
Proof. Let M1,M2 ∈ N be oprime. Then
U(M1M2) =
∑
d|M1M2
∑
m|d
∑
q|(m, d
m
)
D(q)σ−10
(
M1M2
d
)
=
∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1,
d1
m1
)
∑
q2|(m2,
d2
m2
)
D(q1)D(q2)σ
−1
0
(
M1
d1
)
σ−10
(
M2
d2
)
= U(M1)U(M2).
Hene U is multipliative.
Let p be a prime and m ∈ N. We assume m ≥ 2 Then
L(pm) =
m∑
i=0
i∑
j=0
min(j,i−j)∑
l=0
D(pl)σ−10
(
pm−i
)
=
m−2∑
j=0
min(j,m−2−j)∑
l=0
D(pl)− 2
m−1∑
j=0
min(j,m−1−j)∑
l=0
D(pl) +
m∑
j=0
min(j,m−j)∑
l=0
D(pl)
Assume j ≤ n−2− j. Then j ≤ n−1− j ≤ n− j and we have that all
minimum values are j. Hene these terms anels out. We now assume
m = 2n + 1. Hene we may sum from j ≥ (2n+ 1)/2− 1 = n− 1/2.
=
m−2∑
j=n
min(j,m−2−j)∑
l=0
D(pl)− 2
m−1∑
j=n
min(j,m−1−j)∑
l=0
D(pl) +
m∑
j=n
min(j,m−j)∑
l=0
D(pl)
=
m−2∑
j=n
m−2−j∑
l=0
D(pl)− 2
m−1∑
j=n
m−1−j∑
l=0
D(pl) +
m∑
j=n+1
m−j∑
l=0
D(pl) +
m∑
l=0
D(pl)
=
m−2−n∑
l=0
D(pl)− 2
m−1−n∑
l=0
D(pl) +
n∑
l=0
D(pl)
+
m−2∑
j=n+1
(
m−2−j∑
l=0
D(pl)− 2
m−1−j∑
l=0
D(pl) +
m−j∑
l=0
D(pl)
)
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− 2
m−1−(m−1)∑
l=0
D(pl) +
m−(m−1)∑
l=0
D(pl) +
m−m∑
l=0
D(pl)
=−D(pn) +
m−2∑
j=n+1
(−2D(pm−1−j) +D(pm−1−j) +D(pm−j)) +D(p)
=−D(pn)−
n−1∑
j=1
D(pj) +
n∑
j=2
D(pj) +D(p) = 0
The even ase is similar but slightly easier. The m = 1 ase is also
similar.
Remark 5.1. By suessive use of the two lemmas above we nd that
L(pn11 . . . p
nk
k ) =
k∑
i=1

 ∏
j∈{1,... ,k}\{i}
U(pn
j
j )

L(pnii ),
when p1, . . . , pk are dierent primes. Notie that L(p
ni
i ) is of the form
m˜i log pi where m˜i ∈ Z. We also note that U(M) ∈ Z. Hene L is on
the form
m1 log p1 + . . . , mk log pk where mi ∈ Z.
By unique fatorization in N this is zero if and only if mi = 0 for all
i's. We would therefore like to know when L(pm) is zero.
Lemma 5.4. The funtion L(pm) satises
L(pm) =


2
(∑n
j=0D(p
j)
)
log p if m = 2n+ 1(∑n−1
j=0 D(p
j) +mD(pn)
)
log p if m = 2n.
(10)
In partiular L(pm) is never zero.
Proof. This follows by a lengthy but elementary alulation similar to
that in the proof of lemma 5.3.
From the above lemma and the preeding remark we onlude that
L(pn11 . . . p
nk
k ) = 0
if and only if U(pnii ) = 0 for at least two dierent primes. Sine
cnew2 (M) = c
new
3 (M) = 0 if and only if c
new
2 (M) = L(M) = 0 we have
proved the following whih settles the question of when NnewΓ0(M)(λ) is of
oompat type.
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Theorem 5.2. Let M ∈ N and let n, t ∈ N be the integers dened
uniquely by the requirements that n should be squarefree and M = t2n.
Then NnewΓ0(M)(λ) is of oompat type if and only if n, t satises one of
the following:
1. n ontains more than one prime.
2. n > 1 and 4|M and (2,M/4) = 1.
6. Conluding remarks
Remark 6.1. From proposition 5.1 we onlude that
NnewΓ0(M)(λ) =
1
12
λ+ O(
√
λ log
√
λ)
if and only if M ∈ {1, 2, 4}. This shows that theorem 2 of [Balslev &
Venkov 1998℄ annot be generalized to more general Heke ongruene
groups by simply hoosing another harater.
Remark 6.2. We wish to draw attention to a partiular ase of theorem
5.2 namely the ase when M > 1 is squarefree with an even number
of primes. Hene, by Theorem 5.2 (1) NnewΓ0(N)(λ) has the same form
as if it were the ounting funtion for the eigenvalues related to a
o-ompat group with invariant area 4πcnew1 (M). We an give an
alternative and muh more sophistiated proof of this by referring to
the Jaquet-Langlands orrespondene. A part of this orrespondene
is desribed lassially in [Strömbergsson 2001℄ where the following is
proven:
LetO be a maximal order in an indenite rational quaternion
division algebra over Q, and let d = d(O) be its (redued)
disriminant. This is always a squarefree integer with an even
number of prime fators. The norm one unit group O1 an
be viewed as a Fuhsian group whih is oompat. Then:
The eigenvalues of the Laplaian on O1 \ H are exatly the
same (with multipliities) as the eigenvalues orresponding
to the newspae on Γ0(d) \ H.
Hene NnewΓ0(N)(λ) is the ounting funtion for the eigenvalues related
to a oompat group, and hene obviously has the orresponding type
as predited by Theorem 5.1. This has our theorem 5.2 as an easy
orollary (ompare with theorem 5.1). We note that any squarefree d
with an even number of primes may be onstruted in this way.
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Our alulation indiates that there might be a similar orrespon-
dene in a lot of other ases. We hope to address this on a later
oasion.
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