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A hidden Markov model for describing turbostratic
disorder applied to carbon blacks and graphene
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aUniversity of Bath, Bath, UK, bInstitut Laue–Langevin, Grenoble, France, and cGZG Abteilung Kristallographie,
Universita¨t Go¨ttingen, Germany. *Correspondence e-mail: a.hart@bath.ac.uk
A mathematical framework is presented to represent turbostratic disorder in
materials like carbon blacks, smectites and twisted n-layer graphene. In
particular, the set of all possible disordered layers, including rotated, shifted and
curved layers, forms a stochastic sequence governed by a hidden Markov model.
The probability distribution over the set of layer types is treated as an element of
a Hilbert space and, using the tools of Fourier analysis and functional analysis,
expressions are developed for the scattering cross sections of a broad class of
disordered materials.
1. Introduction
Warren (1941) was ahead of his time when he observed that
certain heat-treated carbon blacks appear to comprise a
sequence of equally spaced graphite layers with some random
rotation and parallel translation between them. In a paper
published the following year, Biscoe & Warren (1942) decided
to name this type of disorder among layers ‘turbostratic
disorder’. The authors used the word to describe ‘graphite
layers stacked together roughly parallel and equidistant, but
with each layer having a completely random orientation about
the layer normal’, while Drits & Tchoubar (1990) stated ‘When
all the layers are randomly misoriented, the stack is (ideally)
turbostratic and there are no Bragg reflections other than those
belonging to the 00l series’. In the ensuing years, the meaning
of the word ‘turbostratic’ has evolved, with a widely cited
paper by Li et al. (2007) allowing turbostratic disorder to
include layers that are shifted, rotated and curved over some
non-uniform probability distribution. This broad definition of
the word turbostratic is the definition we will use in this paper,
with the goal of bringing together a broad range of disorder
types under the same mathematical framework.
The notion of turbostratic disorder was developed by Shi
(1993) to model carbon blacks as a sequence of turbo-
stratically disordered carbon layers that each depend on their
preceding layer. Moreover, Shi et al. (1993) wrote the program
CARBONXS that computes the scattering cross sections of
these theoretical carbon blacks. A comparison of the perfor-
mance of CARBONXS with that of GSAS (Larson & Von
Dreele, 1994), a traditional Rietveld refinement program that
does not take turbostratic effects into account, has been
carried out by Zhou et al. (2014), suggesting that an appre-
ciation of turbostratic disorder is necessary to obtain a good fit
to X-ray diffraction data.
Since Shi’s models are a good fit for carbon blacks, the
material truly appears to comprise a Markov chain of
turbostratically disordered carbon layers. However, since Shi’s
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model allows carbon layers to be shifted both parallel and
perpendicular to the basal plane by any magnitude, there are
an uncountable infinity of positions that a carbon layer may
find itself in. Carbon blacks therefore comprise a Markov
chain of layers with infinite state space, and are therefore not
fully understood by the analysis of chains with finite state
space explored by Riechers et al. (2015), Varn & Crutchfield
(2016) and Hart et al. (2018). The properties of carbon blacks
are well worth exploring, as the materials have many appli-
cations including the moderation of neutrons (Zhou et al.,
2014), lithium-ion batteries (Shi, 1993) and the manufacture of
rubber (Unga´r et al., 2002).
Aside from carbon blacks, it is now well known (Huang et
al., 2017; Razado-Colambo et al., 2016) that layers of graphene
can be stacked on top of one another with a rotation between
them adopting an angle  2 ½ 6 ; 6, taking one of an
uncountable infinity of values. The rotation can adopt any
angle, but the sixfold rotational symmetry of graphene allows
us to work in the restricted range  2 ½ 6 ; 6. It is intriguing
that a particular countably infinite subset of ½ 6 ; 6 has been
the object of great interest and fruitful research among the
nanoscience community, specifically the countable set of
angles i for which a pair of layers differing by these angles
forms a Moire´ pattern. Under these angles a twisted bilayer
forms a superlattice, and the resultant crystal takes on a so-
called commensurate structure. Lopes dos Santos et al. (2007)
derived an expression for the Moire´ angles i as exactly the set
of angles satisfying
cosðiÞ ¼
3i2 þ 3iþ 1=2
3i2 þ 3iþ 1 ð1Þ
for i = 0, 1, 2, . . . . An illustration of the superlattice produced
when a pair of layers differs by an angle 1 is shown in Fig. 1.
The electronic properties of Moire´ graphene are rich and
exotic, and have become the subject of a huge international
research effort; see, for example, Huang et al. (2017), Razado-
Colambo et al. (2016), Brown et al. (2012), Havener et al.
(2012) or Cao et al. (2018), where the most recent authors
identified a magic angle where a twisted bilayer becomes a
superconductor. Though the Moire´ angles are importantly
distinct from the other rotation angles, the latter are still of
interest; in fact Bistritzer & MacDonald (2011) have remarked
that for all other angles , a twisted bilayer has no unit cell, but
has instead a quasi-periodic structure with its own set of
properties.
Most of the relevant nanoscience literature is focused on
the simplest interesting model, a single twisted bilayer, but by
stacking several layers on top of one another one can form
twisted n-layer graphene (Havener et al., 2012). Assuming any
one of the n layers’ angle of rotation depends only on a
previous layer’s angle of rotation, twisted n-layer graphene
can be described by a Markov chain with either a countable or
an uncountable number of layer types, depending on whether
we insist that the rotation angles are Moire´, or allow them to
take any value in ½ 6 ; 6. In any case, the rotation angles
would follow a probability distribution, which has been sought
experimentally by Brown et al. (2012) who attempted to infer
it from scattering data. Their empirical distribution is
compared with the torque each atom is subject to, as well as
the potential energy per atom.
Smectites (clays) are another class of turbostratically
disordered materials. They have been scrutinized under
Rietveld refinement by Ufer et al. (2008, 2009) but the
turbostratic effects have not been treated rigorously, and may
have a more natural description in the framework presented
here.
2. The scattering cross section
For a crystal composed of otherwise identical layers that differ
only by rotation, translation or a change in curvature, the
structure factors of the layers are related too. In particular, a
layer’s structure factor is related by a Fourier transform to the
layer’s atomic positions, which are related by some rotation,
translation or curvature map to the atomic positions of some
other layer. To formalize this idea, suppose an arbitrarily
chosen reference layer is composed of a periodic array of unit
cells. Then, for a given unit cell, we express positions in reci-
procal space Q with reciprocal primitive lattice vectors a*, b*,
c* and real numbers h, k and l such that
Q ¼ 2ðha þ kb þ lcÞ: ð2Þ
Hence, a unit cell comprising N atoms, each with an atomic
form factor fj and position rj with j = 1 . . . N, has a structure
factor Funit given by
Funit ¼
PN
j¼1
fj exp iQ  rj
 
: ð3Þ
The structure factor of an entire layer of unit cells is
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Figure 1
An example of a Moire´ superlattice with angle 1 ’ 21.8.
F ¼ P
ðm1;m2Þ2D
PN
j¼1
fj exp iQ  rj þm1aþm2b
   ð4Þ
¼Funit
P
ðm1;m2Þ2D
exp i m1Q  aþm2Q  bð Þ
  ð5Þ
¼Funit
P
ðm1;m2Þ2D
exp 2i m1hþm2kð Þ
 
; ð6Þ
where a and b are the primitive lattice vectors that span the
basal plane and D is some subset of Z2 defining the shape of
the layer. If, for example, the layers are elliptical, then D  Z2
represents some set of lattice nodes enclosed by an ellipse,
which we might expect for layers of carbon black crystallites
given that Unga´r et al. (2002) found the crystallites themselves
to be ellipsoidal. If we consider a simpler case of each layer
being rectangular with equal dimensions
D ¼ ½0; . . . ;Na  1 	 ½0; . . . ;Nb  1; ð7Þ
then we obtain the structure factor of a single layer
F ¼Funit
P
ðm1;m2Þ2D
exp 2i m1hþm2kð Þ
  ð8Þ
¼Funit
PNa1
m1¼0
exp 2im1hð Þ
PNb1
m2¼0
exp 2im2kð Þ ð9Þ
¼Funit
sinðNahÞ
sinðhÞ
sinðNbkÞ
sinðkÞ exp i Na  1ð Þh
 
	 exp i Nb  1ð Þk
 
; ð10Þ
where the last line (10) follows from the definition of the
Dirichlet kernel. The contribution of this layer to the scat-
tering pattern S is |F |2, allowing us to recover a perhaps
familiar expression
S ¼ jFunitj2
sinðNahÞ2
sinðhÞ2
sinðNbkÞ2
sinðkÞ2 : ð11Þ
The term
ðQÞ ¼ sinðNahÞ
2
sinðhÞ2
sinðNbkÞ2
sinðkÞ2 ð12Þ
is called the shape function, and it can be modified to repre-
sent the different shapes crystallites can take. This is discussed
by Shi et al. (1993), Warren (1969) and Ergun (1976).
Next, we consider the structure factors of two layers that
differ by some rotation. Suppose the rotation is defined by
the orthonormal matrix X; then we multiply by X the position
rj of each atom in the unit cell, as well as the lattice vectors
themselves, and find the structure factor FX of the rotated
layer is
FX ¼ P
ðm1;m2Þ2D
PN
j¼1
fj exp iQ  Xrj þm1Xaþm2Xb
   ð13Þ
¼FXunit
P
ðm1;m2Þ2D
exp i m1Q  Xað Þ þm2Q  Xbð Þ
  
; ð14Þ
where Funit
X is the unit cell of a rotated layer with expression
FXunit ¼
PN
j¼1
fj exp iQ  Xrj
  
: ð15Þ
It follows that the structure factor of a rotated layer that is also
rectangular is
FX ¼Funit
sinðNahXÞ
sinðhXÞ
sinðNbkXÞ
sinðkXÞ
exp ½iðNa  1ÞhX 
	 exp ½iðNb  1ÞkX ; ð16Þ
where
hX ¼Q  ðXaÞ;
kX ¼Q  ðXbÞ;
lX ¼Q  ðXcÞ:
ð17Þ
The next example is a layer that differs only by a translation v
from a layer with structure factor F. The translated layer has
structure factor Fv related to F via the simple relation
Fv ¼ F exp ðiQ  vÞ: ð18Þ
Usefully, when layers differ by some linear transformation
(rotation or translation) the structure factor of each layer can
be expressed as a periodic arrangement of unit cells with
translational symmetry, where each layer type’s unit cell is
related by some transformation to the unit cell of another
layer type. However, this feature does not apply to layers that
differ by some nonlinear transformation like a change in
curvature, which was discussed by Li et al. (2007) when
describing disordered layers of graphite. In fact, for a refer-
ence layer with structure factor F, a second layer differing
from the reference by a nonlinear transformation ’ has a
structure factor
F’ ¼ P
ðm1;m2Þ2D
PN
j¼1
fj exp iQ  ’ rj þm1aþm2b
   
: ð19Þ
The nonlinearity of ’ means we cannot factorize out the
structure factor of a unit cell, which is consistent with physical
intuition. One would not expect a curved layer to comprise a
periodic array of identical unit cells because some cells would
be curved more than others. Consequently, instead of thinking
about aperiodic crystals as comprised of unit cells, it is safer to
think of them as comprised of layers that cannot (in general)
be broken down into constituent cells.
With the preamble about structure factors out of the way,
we are now in a position to approach the differential scattering
cross section (or scattering pattern) of an aperiodic crystal.
First of all, suppose a crystal is composed of a sequence of
layers, labelled in order from n = 0, . . . , Nc. Each layer has a
type (or structure factor) indexed by the set A. If the number
of layer types is finite, then A is some finite subset of the
positive integers N. If A is countably infinite then we let
A ¼ N and if uncountably infinite we allow A  Rn to be
open and connected. The structure factor of each layer is
labelled Fn, so the structure factor of the entire crystal  is
 ¼ PNc
n¼0
Fn exp ð2inlÞ; ð20Þ
and it follows that the cross section has expression
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d
d
¼ j j2 ¼
XNc
n¼0
XNc
m¼0
FnF

m exp ½2iðnmÞ l: ð21Þ
Now, FnFm
* is the average structure factor product Ymn
discussed by Berliner & Werner (1986), obtained by taking the
expectation over the distribution of structure factor pairs
separated by m  n layers. When A is countable, we can write
this as
Ymn ¼ FnFm ¼
P
x2A
P
y2A
FðxÞGmnðx; yÞFðyÞ; ð22Þ
where Gm(x, y) is the pair correlation function between layers
x; y 2 A where y is m layers ahead of x, and F(x) and F(y) are
the structure factors of x and y, respectively. If A  Rn, then
similarly
Ymn ¼
R
A
R
A
FðxÞGmnðx; yÞFðyÞ dx dy: ð23Þ
We can then recover the expression for the differential scat-
tering cross section presented by Berliner & Werner (1986)
and derived by Wilson (1942):
d
d
¼
XNc
n¼0
XNc
m¼0
Ymn exp ½2iðnmÞ l ð24Þ
¼
XNc
m3¼Nc
ðNc  jm3jÞYm3 exp ð2im3lÞ: ð25Þ
For completeness, we note that the dimensions of the crystal
Na , Nb and Nc may not be the same for every crystal in a
sample, but could in general follow some distribution. Unga´r et
al. (2002), for example, report that carbon blacks have a log-
normal size distribution. In this case the observed scattering
pattern would be obtained by summing the cross section over
each dimension times the probability of a crystallite adopting
that dimension.
2.1. Powder averaging
Suppose a powder sample of a crystal is placed in a flat tray
with a normal vector n^. The powder average I(Q) of the cross
section is given by Z
@BQ
d
d
ðQÞ!ðQÞ dSðQÞ; ð26Þ
where we are integrating over a sphere of radius Q = |Q| and
have introduced the spherically symmetric preferred orienta-
tion function !(Q) to represent the probability density that a
crystallite’s normal vector is rotated by angles (, ’) from n^,
where (, ’) are the spherical polar angles of the vector Q. An
illustration of this is shown in Fig. 2.
The preferred orientation function ! is introduced because
crystallites in a container often align with the geometry of the
container, resulting in some orientations being more likely
than others. In the special case that all orientations are equally
likely,
IðQÞ ¼ 1
4Q2
Z
@BQ
d
d
ðQÞ dSðQÞ: ð27Þ
Numerically computing either of these integrals is not easy
because the the cross section (d/d)Q is, roughly speaking,
close to zero everywhere except for points surrounding Q
where h, k, l are all integers. At these points the cross section
is highly peaked. As the size of a crystallite grows, the peaks
become taller and thinner, converging to  functions in the
limit of infinite crystallite size. Naı¨ve quadrature does not
perform well on integrands with many thin peaks, so should be
avoided for computing the powder average of large crystal-
lites. If the crystals are indeed large, a common method of
computing the powder average is to integrate each peak
numerically and separately and then sum the contributions.
One can also employ the tangent-cylinder approximation
derived by Brindley & Me´ring (1951) and discussed by Shi et
al. (1993) to speed up the integration of each peak.
An alternative to numerical integration is to derive an
expression for the powder average using a harmonic expan-
sion, which does not require numerical integration over the
sphere. We shall present a version of this for the simplest case
that !(Q) = 1/4Q2, which may be adequate for a highly
disordered material. Let L
m3
ij ðx; yÞ denote the distance
between the ith atom in a layer of type x and the jth atom of a
layer of type y for layers x, y separated vertically by m3 layers.
When we talk about distance, we assume the unit length is
2|c*|. It is shown in Appendix A that
IðQÞ ¼ PNc
m3¼Nc
Nc  jm3jð Þ
R
A
R
A
Gm3ðx; yÞ
	Pnx
i¼1
Pny
j¼1
fi fj sinc QL
m3
ij ðx; yÞ
 
dx dy: ð28Þ
The term
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Figure 2
The probability density that a crystallite centred at the origin is oriented
such that its normal vector is in the direction of the vector Q with polar
angle (, ’) = !(Q). A point in the reciprocal-lattice coordinates Q =
(h, k, l) is represented in Cartesian coordinates by (h0, k0, l0). The vector
normal to the sample tray n^ is parallel to l0.
Pnx
i¼1
Pny
j¼1
fi fj sinc QL
m3
ij ðx; yÞ
  ð29Þ
is closely related to Debye’s equation, whose 100th birthday
was recently celebrated by Scardi et al. (2016).
3. Finitely many hidden states
It now remains to define the pair correlation function Gm(x, y)
which captures the probability of sampling a layer of type x
from a crystal, then finding a layer of type y that is m layers
ahead of x. To this end, we maintain the assumption of Varn et
al. (2013), Riechers et al. (2015) and Varn & Crutchfield (2015)
that the sequence of layers follows a hidden Markov model
(HMM). In particular, when the set of hidden states S and
layer types A is finite, the HMM is an ordered quintuple  =
ðA; S; 0; T ;VÞ, where the terms are exactly those defined by
Hart et al. (2018) in their Appendix A.
In particular, the probability of a layer adopting a hidden
state j 2 S can be represented as the element of a vector v.
Given the hidden state of the HMM is i 2 S, then the prob-
ability of a transition to j 2 S is the ijth element of a transition
matrix T . This matrix represents an operator which maps a
distribution of hidden states v of some layer to the distribution
of hidden states w of the next layer, which is to say
T v ¼ w: ð30Þ
For a layer with hidden states following a distribution v, the
layer found m layers ahead has a hidden state following the
distribution u which is related to v by
T mv ¼ u: ð31Þ
The stationary distribution  of T represents the probability
distribution over the set of hidden states obtained by sampling
a layer from the crystal. A sufficient condition for  to exist
and be unique is that the Markov chain induced by T is
positive recurrent, which means from any state s the prob-
ability of eventual return to s state is unity. Further, since
T  ¼ ; ð32Þ
we have that  is an eigenvector of T with eigenvalue 1.
Every hidden state emits a symbol from the alphabet
according to some distribution that depends on the hidden
state. Even if the number of hidden states is finite, the
alphabet of symbols A could be finite, countably infinite or
uncountably infinite. The theory presented by Riechers et al.
(2015) and Hart et al. (2018) assumes A is finite, and therefore
that the probability distribution over symbols from the hidden
state s 2 S is a vector vs 2 V. Further, the probability of
emitting a symbol x 2 A is one of the entries of the vector vs ,
denoted vs(x). This present paper extends the existing theory
by stating that if A is countably infinite then vs is an infinite
sequence with xth term vs(x), and if A  Rn is uncountably
infinite then vs is a probability density function vs(x). To
distinguish these cases, the ordered quintuple  defining the
HMM contains either vectors, sequences or probability
density functions for A finite, countably infinite and uncoun-
tably infinite, respectively. Whatever the cardinality of A, the
pair correlation function Gm(x, y) is given by
Gmðx; yÞ ¼
P
r2S
P
s2S
vrðxÞr T mrsvsðyÞ; ð33Þ
where T mrs is the rsth element of the matrix T m. With the
expressions for the pair correlation (33) and cross section (25)
together, we obtain a direct expression for the cross section of
a crystal with finitely many hidden states, and any of finitely,
countably infinitely or uncountably infinitely many layer types.
Section 3.1 runs through an application of this expression.
3.1. A finite state space and uncountable alphabet
Suppose we have a finite state space and uncountable
alphabet. Then for each state r 2 S there is a probability
density function vr(x) over the alphabet of symbols A  Rn. It
is shown in Appendix B that the cross section for such a crystal
can be expressed as
d
d
¼ Re Tr DiagðÞH ð2Sþ NcIÞ
  
; ð34Þ
where H is a Hermitian matrix with dimension equal to that of
T with rsth element
hrs ¼
R
A
vrðxÞFðxÞ dx
R
A
vsðyÞFðyÞ dy: ð35Þ
Moreover
S ¼ PNc
m¼1
ðNc mÞ T exp ð2ilÞ½ m; ð36Þ
while Diag() is the diagonal matrix with elements the
stationary vector , I is the identity matrix, Tr is the trace
operator and Re{z} denotes the real part z 2 C. It may be
useful to note that
S ¼ PNc
m¼1
ðNc mÞ T exp ð2ilÞ½ m ð37Þ
¼ T exp ð2ilÞ T exp ð2ilÞ½ NcNc T exp ð2ilÞ  I½   I
 
	 T exp ð2ilÞ  I½ 2 ð38Þ
when ½T exp ð2ilÞ  I2 exists. This model includes a class of
crystals that, in the absence of turbostratic disorder, comprise
a finite number of layer types, where the probability of some
layer type following another depends on the previous layer
type. Each hidden state represents a layer type without
turbostratic disorder, while the distribution of symbols over
the alphabet represents the distribution over possible dis-
orders that a particular layer type could adopt. A simple, if
perhaps unrealistic, example is a crystal composed of two layer
types labelled A and B, which adopt some turbostratic
disorder like a rotation, translation or nonlinear deformation
over some distributions v1(x) and v2(x), respectively. Suppose
the probability that, given a layer is type A, the next is also
type A is  and the probability that, if a layer is type B, the
next will be type A is 	. Then the transition matrix between
hidden states A and B takes the form
research papers
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T ¼  1  
	 1  	
 	
: ð39Þ
For this toy model, we can expand the expression for the cross
section (34) and arrive at
d
d
¼ 2ð1  Þð	 þ 1Þ
	 Re


s1 	ðh11  h12Þ þ ð1  Þðh22  h21Þ
 
þ s2 ð1  Þðh11 þ h12Þ þ 	ðh22 þ h21Þ
 þ h11 þ h22
1   ;
ð40Þ
where
s1 ¼
Nc
2
ðNc  1Þ if exp ð2ilÞ ¼ 1 ð41aÞ
and
s1 ¼
exp ð2ilÞ exp ð2ilNcÞ þ Nc 1  exp ð2ilÞ½   1
 
1  exp ð2ilÞ½ 2 ð41bÞ
otherwise, and
s2 ¼
Nc
2
ðNc  1Þ if ð 	Þ exp ð2ilÞ ¼ 1 ð42aÞ
and
s2 ¼
ð 	Þ exp ð2ilÞð 	ÞNc exp ð2ilNcÞ
þ Nc 1  ð 	Þ exp ð2ilÞ½   1

1  ð 	Þ exp ð2ilÞ½ 2
ð42bÞ
otherwise. We can see that multiplying out the matrices and
taking the trace generates an expression that is long and hard
to read even for the simplest case of a crystal with two hidden
states! Consequently, we consider a cross section defined once
we have determined the transition matrix T , the stationary
distribution  and the matrix H. We will now explore a more
sophisticated model, with a concrete application to carbon
blacks.
3.1.1. Recovery of Shi’s model. Shi (1993) wrote a thesis
about the crystal structure of disordered carbons to better
understand their role as an electrode in lithium-ion batteries.
Part of that document includes two sophisticated models of
turbostratic carbon blacks, which can be fitted to scattering
data using the program CARBONXS written by Shi et al.
(1993). CARBONXS was recently picked up by Zhou et al.
(2014), who compared the performance of Shi’s model with
that of the standard Rietveld refinement program GSAS for
describing the cross section of disordered carbons obtained
from a range of sources. Zhou et al. (2014) found that Shi’s
account of turbostratic disorder improved the fit, suggesting
the turbostratic disorder is much like Shi (1993) describes.
The remainder of this section will express both Shi’s one-
layer model and the two-layer model as hidden Markov
models, where each hidden state emits a disordered layer over
some distribution dependent on the state. For both of these
models, we will obtain the transition matrix T , the matrix H
and stationary vector , and hence arrive at an expression for
the cross section. We will start with the one-layer model,
noting that these carbon blacks have four hidden states, which
we will label 1, 2, 3, 4. States 1, 2 and 3 enumerate the layer
types A, B, C, while the hidden state 4 represents a layer that
has slipped across the basal plane in a random direction with
random magnitude with uniform probability. According to
Shi’s one-layer model, for some probability P of slippage
across the basal plane, the transition matrix looks like
T ¼
0 1P2
1P
2 P
1P
2 0
1P
2 P
1P
2
1P
2 0 P
1P
3
1P
3
1P
3 P
2
664
3
775; ð43Þ
which has stationary vector
 ¼ 1
4
1
1
1
1
2
664
3
775: ð44Þ
In addition to the possibility of a layer slipping across the basal
plane, Shi’s model stipulates that all layers may be shifted in
the direction orthogonal to the basal plane. The probability of
no shift occurring is denoted g, but if some shift does occur,
the shift adopts a magnitude following a normal distribution
centred at zero with variance 2. The probability density of a
layer n = 1, 2, 3 being displaced by z in the direction ortho-
gonal to the basal plane therefore has expression
wðzÞ ¼ gðzÞ þ ð1  gÞ 1
2ð Þ1=2 exp
z2
22
 
: ð45Þ
The alphabet A for Shi’s one-layer model is uncountable and
comprises ordered pairs x = (z, n), where n 2 {1, 2, 3, 4}
denotes whether the 0 disorder layer is type A, B, C or the
fourth type that has slipped across the basal plane, while z is
the displacement of that layer orthogonal to the basal plane
and follows distribution (45).
The structure factor of a layer x 
 (n, z) can therefore be
written
FðxÞ ¼ Fðz; nÞ ¼ FnðzÞ; ð46Þ
and we have that a layer A (which has hidden state 1) with 0
displacement orthogonal to the basal plane has unit cells with
a structure factor
Funit1 ð0Þ ¼ 2f cos
2
3
ðhþ kÞ
 	
; ð47Þ
where f is the form factor of a carbon atom. Consequently, if
we make the simplifying assumption that all layers are
rectangular with the same dimensions, then the structure
factor of the layer A with 0 orthogonal displacement is [by
equation (10)]
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F1ð0Þ ¼ 2f cos
2
3
ðhþ kÞ
 	
sinðNahÞ
sinðhÞ
sinðNbkÞ
sinðkÞ
	 exp ½iðNa  1Þh exp ½iðNb  1Þk: ð48Þ
The layers A, B, C with displacement z have structure factors
F1ðzÞ ¼F1ð0Þ exp ð2izlÞ;
F2ðzÞ ¼F1ð0Þ exp f2i ½zl þ ðhþ kÞ=3g;
F3ðzÞ ¼F1ð0Þ exp f2i ½zl  ðhþ kÞ=3g;
ð49Þ
respectively. Now the probability of a hidden state n emitting a
symbol x 2 A is given by the probability density function
vn(x),R
A
vnðxÞFðxÞ dx ¼
R
R
wðzÞFnðzÞ dz ð50Þ
¼ exp ð2i’nÞF1ð0Þ
R
R
wðzÞ exp ð2izlÞ dz ð51Þ
¼ exp ð2i’nÞF1ð0Þ F ½w ðlÞ; ð52Þ
where F½w is the Fourier transform of w,
F½w ðlÞ ¼ gþ ð1  gÞ exp  
2l2
2
 
; ð53Þ
and
’n ¼
0 if n ¼ 1,
ðhþ kÞ=3 if n ¼ 2,
ðhþ kÞ=3 if n ¼ 3
(
ð54Þ
is introduced for notational convenience. Shi made the
assumption that the total contribution to the scattering pattern
from the layers translated across the basal plane is zero, so we
choose v4(x) and F(x) such thatR
A
v4ðxÞFðxÞ dx ¼ 0: ð55Þ
This gives us an expression for H:
H ¼ jF1ð0Þ F ½w ðlÞj2	
1 exp ½2iðhþkÞ3  exp ½2iðhþkÞ3  0
exp ½2iðhþkÞ3  1 exp ½2iðhþkÞ3  0
exp ½2iðhþkÞ3  exp ½2iðhþkÞ3  1 0
0 0 0 0
2
66664
3
77775:
ð56Þ
With T ,  and H we have all we need to evaluate equation
(34) and obtain the cross section for Shi’s one-layer model.
Shi’s two-layer model is similar, and in the formalism of this
paper has seven hidden states each comprising pairs of
conventional layers AB, AC, BA, BC, CA and CB, as well as a
layer XX translated somewhere across the basal plane. Like
the one-layer model, layers are displaced in the direction
orthogonal to the basal plane according to distribution (45),
but this time with g = 0. We enumerate these layer types from 1
to 7 and obtain the transition matrix according to Shi’s
description,
T ¼
Pt 0 0 0 P 0 P
0 Pt P 0 0 0 P
0 0 Pt 0 0 P P
P 0 0 Pt 0 0 P
0 0 0 P Pt 0 P
0 P 0 0 0 Pt P
1P
6
1P
6
1P
6
1P
6
1P
6
1P
6 P
2
666666664
3
777777775
; ð57Þ
where P ¼ 1  Pt  P, and Pt , P and P are probabilities
summing to 1. The stationary vector is
 ¼ 1
7
1
1
1
1
1
1
1
2
666666664
3
777777775
: ð58Þ
Now to obtain H, first let
’1 ¼ 1 þ exp f2i ½cl þ ðhþ kÞ=3g;
’2 ¼ 1 þ exp f2i ½cl  ðhþ kÞ=3g;
’3 ¼ exp ½2i ðhþ kÞ=3 þ exp ð2iclÞ;
’4 ¼ exp ½2i ðhþ kÞ=3 þ exp f2i ½cl  ðhþ kÞ=3g;
’5 ¼ exp ½2i ðhþ kÞ=3 þ exp ð2iclÞ;
’6 ¼ exp ½2i ðhþ kÞ=3 þ exp f2i ½cl þ ðhþ kÞ=3g;
’7 ¼ 0;
ð59Þ
which we introduce for notational convenience. The structure
factors for layer types (n, z) are
FnðzÞ ¼ F1ð0Þ exp ð2izlÞ ’n ð60Þ
for n = 1 to 6. Now the matrix H has elements
hnm ¼ jF1ð0Þ F ½w ðlÞj2 ’n ’m; ð61Þ
where for n > 6 or m > 6 we have that hnm = 0 by construction,
because the two-layer model (similar to the one-layer model)
assumes R
A
v7ðxÞFðxÞ dx ¼ 0: ð62Þ
Both of Shi’s models make specific assumptions that
simplify the mathematics and allow the models to be
expressed concisely, but are not necessarily based on physical
principles. For example, the two-layer model accounts for
normally distributed turbostratic spacing between pairs of
layers, but not for disorder within a pair of layers. Moreover,
certain transitions, e.g. AB to AC, are assumed to be impos-
sible, even though they are physically plausible. By framing
Shi’s model in the HMM framework, we can straightforwardly
modify the model to encompass any disorder we like, while
retaining a neat expression for the cross section. Recom-
mending specific improvements to Shi’s model is beyond the
scope of this paper, which instead presents these examples to
demonstrate that the HMM framework is flexible and general
enough to describe a wide range of turbostratic materials.
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4. Uncountably many hidden states
Having examined an HMM with a finite number of hidden
states, we will now move on to the stranger world of
uncountably many hidden states. If S is uncountably infinite
then a probability distribution over S is given by some prob-
ability density function v. We suppose S  Rn is open,
connected and bounded. Since the integral of v over S must
equal unity, v is necessarily square integrable and is therefore
in the Hilbert space of square integrable functions L2. Given
that the states are distributed according to v, the distribution
over hidden states at the next layer w 2 L2 isR
S
kðr; sÞ vðrÞ dx ¼ wðsÞ; ð63Þ
where k(r, s) represents the probability density of s 2 S
following r 2 S and is called the transition kernel. This gives
rise to an integral operator T : L2 ! L2 defined as
ðT vÞ ðsÞ ¼ R
S
kðr; sÞ vðrÞ dx: ð64Þ
The probability of sampling from the crystal a layer with
hidden type r is given by the probability density function (r)
which exists, is unique and satisfies
T  ¼ ; ð65Þ
if the transition kernel k(r, s) is positive recurrent. If it exists,
the stationary distribution  is an eigenvector of the operator
T with eigenvalue 1. Given a distribution over hidden states v,
the distribution over hidden states of a layer w after m tran-
sitions satisfies
T mv ¼ w: ð66Þ
The pair correlation function for a crystal with uncountably
many hidden states is therefore
Gmðx; yÞ ¼
R
S
R
S
vðr; xÞðrÞ ðT mrÞ ðsÞ vðs; yÞ dr ds; ð67Þ
where r(s) is the shifted delta function (r  s) where we
interpret
T mrð Þ ðsÞ ¼ T m1T r
  ðsÞ ð68Þ
¼ T m1kr
  ðsÞ; ð69Þ
where kr is the probability density function kr(s) 
 k(r, s).
4.1. The special case of a Markov chain
Suppose the probability of a layer being a certain type
depends only on the type of the previous layer, then we have a
Markov chain of layer types. This is a special case of an HMM
where every hidden state emits a symbol with probability 1
and no two states emit the same symbol. Formally, this is
obtained by letting S ¼ A and letting V be the identity map.
For a Markov chain of layers adopting one of uncountably
many layer types, the pair correlation function reduces to
Gmðx; yÞ ¼ ðxÞ T mxð Þ ðyÞ: ð70Þ
With this, we show in Appendix C that the cross section of a
crystal described by a Markov chain with an uncountable
infinity of layer types is
d
d
¼ 2Re
Z
A
Z
A
FðxÞFðyÞðxÞZxðyÞ dx dy
8<
:
9=
;
þ Nc
Z
A
jFðxÞj2ðxÞ dx; ð71Þ
where Re{z} represents the real part of a complex number
z 2 C, while x(y) is the shifted delta function (x  y) and
Z:L2 ! L2 is a linear operator defined as
Z 
 PNc
m3¼1
Nc  jm3jð Þ exp ð2ilÞT½ m3; ð72Þ
where we interpret Zx(y) as the evaluation at y of the
function Zx.
Expression (71) for the cross section is quite unwieldy,
demanding both the evaluation of a double integral and
repeated application of the operator T . Using numerical
integration for this task may not be a good idea. A possible
approach is to approximate the infinite state space as large but
finite, hence discretizing the structure factors and state
distributions and thus collapsing the problem to the case of a
large but finite state space.
Alternatively, one can follow the lead of Berliner & Werner
(1986), Hansen, Koza & Kuhs (2008) and Hansen, Koza et al.
(2008) and compute the cross section using a Monte Carlo
simulation. When the state space S is finite, Hart et al. (2018)
argue that the Monte Carlo approach is much slower than
computing the cross section explicitly using matrix operations.
However, for an uncountable state space the problem of
computing the cross section explicitly boils down to recur-
sively computing integrals, which is generally much harder. In
the following sections, we consider special cases of (71) that
admit to further analysis and yield expressions that are faster
to compute and perhaps more informative.
4.2. Compact and self-adjoint transition operator
The first of these cases requires that T is a compact self-
adjoint operator in the Hilbert space of square integrable
functions L2. These conditions hold for a crystal where the
probability density of a state y following state x is equal to the
probability density of state x following y, which is to say k(x, y)
= k(y, x). This condition is sufficient (but not necessary) to
imply that the Markov chain of layers describing the crystal is
reversible, representing a special type of crystal that appears
the same (in some statistical sense) when turned upside down.
The significance of these reversible crystals is treated exten-
sively by Ellison et al. (2009) and discussed in the context of
ice and opal by Hart et al. (2018). For a crystal comprising
layers that differ (for example) only by some rotation or
translation, the probability density of a layer rotated to an
angle or position y following a layer rotated to an angle or
position x must equal the probability density of a layer at an
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angle or position x following one at an angle or position y. We
note here that this idea could in principle apply to a much
broader class of disorders.
With the assumption that T is a compact self-adjoint
operator on some Hilbert space, the spectral theorem provides
an expression for the cross section:
d
d
¼ 2Re
X
n2
sn
Z
A
FðxÞðxÞ unðxÞ dx
Z
A
FðyÞ unðyÞ dy
8<
:
9=
;
þ Nc
Z
A
ðxÞ jFðxÞj2 dx; ð73Þ
where
sn ¼
Nc
2
ðNc  1Þ if 
n expð2ilÞ ¼ 1 ð74aÞ
and
sn ¼

n exp ð2ilÞ 
Ncn exp ð2ilNcÞ þ Nc 1  
n exp ð2ilÞ
  1 
1  
n exp ð2ilÞ
 2
ð74bÞ
otherwise, and un and 
nexp(2il) are the eigenvectors and
eigenvalues, respectively, of exp ð2ilÞT indexed by the set 
which repeats eigenvalues according to their algebraic multi-
plicity. The details are fleshed out in Appendix C2.
4.3. A convolution kernel
The second case applies to a so-called convolution kernel k
in an uncountable state space, which requires for some n 2 N
that A is the open hypercube of dimension n denoted
A ¼ ð0; 1Þn and that
kðx; yÞ 
 P
m2Zn
P ðmþ y xÞ ð75Þ
for some probability distribution P in the Hilbert space of
square integrable functions L2. If we return to the example of
a crystal composed of layers that differ only by a rotation, we
can interpret condition (75) as insisting that the angle of
rotation between any pair of layers follows the same prob-
ability distribution P. The summation over m represents the
fact that a rotation to an angle  is equal to a rotation to an
angle  + 2m for all m 2 Z, so we let the space A = (0, 1) and
interpret for x 2 A that 2x is a layer’s angle of rotation. Now
n represents the dimension of the state space A, and equals 1
here. If, for example, the layers were identical up to some
translation in any of three directions, then the state space A
would be three-dimensional, n would adopt the value 3 and
A ¼ ð0; 1Þ3.
We note that P(y  x) = P(x  y) does not hold in general,
so T is not necessarily self-adjoint even if it has a convolution
kernel. We also note that the stationary distribution  of the
operator T with a convolution kernel is uniform. With this
established, we present in Appendix C a derivation of the
cross section of a crystal with a kernel P,
d
d
¼ Re
Z
A
2FðxÞ ðF  sÞ ðxÞ þ NcjFðxÞj2 dx
8<
:
9=
;; ð76Þ
with a b representing the convolution of a with b and the
function s 2 L2 satisfying
F½s ¼ Nc
2
ðNc  1Þ if F½P exp ð2ilÞ ¼ 1 ð77aÞ
and
F½s ¼
F½P exp ð2ilÞ F ½PNc exp ð2ilNcÞ þ Nc 1  F½P exp ð2ilÞ½   1
 
1  F½P exp ð2ilÞ½ 2
ð77bÞ
otherwise, where F½’ represents the Fourier transform of
’ 2 L2. Given a choice of P, the function s 2 L2 does not have
an analytic form in general, but can be approximated
numerically using at most two fast Fourier transforms (FFTs).
The first FFT is used to compute F½P if the transform cannot
be obtained analytically, from which we can find F½s via
equations (77a) and (77b). The second FFT is used to find the
inverse transform of F½s, yielding s. That said, computing s
explicitly may not even be necessary if we observe that
F  s ¼ F1 F ½F F ½s½  ð78Þ
by the convolution theorem.
4.3.1. Application to twisted n-layer graphene. With the
theory outlined, we now have a lens through which to
examine a toy model of twisted n-layer graphene. Suppose
first of all that the layers of graphene can adopt any
of the uncountably many angles of rotation  2 [ 6 ; 6] = A
relative to some arbitrary 2D coordinate system. We assume
that the probability of a rotation to an angle y given a
previous layer is at an angle x is given by a symmetric function
P 2 L2 such that P(y  x) 
 P(x  y). Consequently, the cross
section of this model satisfies both equations (73) and (76). In
order to express the cross section more concretely, we first
note that the structure factor of the graphene unit cell has
expression
Funitð0Þ ¼ f exp 2
3
iðhþ kÞ
 	
þ f exp 4
3
iðhþ kÞ
 	
; ð79Þ
so the structure factor of the unit cell at some arbitrary
rotation  is therefore
FunitðÞ ¼ f exp 2
3
i hðcos   sin Þ þ kðcos  þ sin Þ½ 

 
þ f exp 4
3
i hðcos   sin Þ þ kðcos  þ sin Þ½ 

 
:
ð80Þ
Then, by the derivation of equation (16), the structure factor
of a graphene layer is
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FðÞ ¼FunitðÞ sinðNahÞ
sinðhÞ
sinðNbkÞ
sinðkÞ
	 exp iðNa  1Þh
 
exp iðNb  1Þk
 
; ð81Þ
where
h ¼Q  ðXaÞ
k ¼Q  ðXbÞ
ð82Þ
where X is the rotation matrix
X ¼ cos   sin 
sin  cos 
 	
: ð83Þ
Next, we observe that since T has a convolution kernel
P(y  x), the operator T has a uniform stationary distribution
, which integrates to unity over its domain [ 6 ; 6], so we
deduce
ðÞ 
 3

: ð84Þ
Now, the angle of rotation between a pair of layers follows a
distribution P, which would ideally be chosen with some
physical motivation and be consistent with empirical data, like
that presented by Brown et al. (2012). With a choice of P, we
have an expression for the cross section of n-layer twisted
graphene,
d
d
¼ 6

Re
Z=6
=6
FðÞ ðF  sÞ ðÞ þ NcjFðÞj2 d
8<
:
9=
;; ð85Þ
which can be numerically integrated in a reasonable time to
high precision.
4.4. A convolution kernel with layers identical up to
translation
We considered in Section 4.3 a crystal with transition
operator T imbued with a convolution kernel where layers
can exhibit a broad range of turbostratic disorder. In this
section we zoom in to a special case where all layers are
identical up to some translation, and show in Appendix C3
that the cross section of these crystals has expression
d
d
¼ jFð0Þj2 2Re F ½s ðQÞ þ Nc : ð86Þ
One can intuit the relevance of this model by considering a
crystal where a layer may slip across the basal plane by some
magnitude following some distribution. For example, the
centre of one layer may slip by some magnitude away from the
centre of the next layer. As we move up through the crystal,
the centre of each layer performs a random walk, and the
centre of the nth layer will gradually drift away from the
centre of the first layer as n grows. Alternatively, one might
consider a sequence of layers with expected vertical separa-
tion c (where the vertical is orthogonal to the basal plane) but,
due to the effects of disorder, a layer is separated vertically
from its predecessor by some random value following a
normal distribution centred at c. Drits & Tchoubar (1990) and
Guinier (1964) describe this type of disorder as disorder of the
second type. This is subtly different from Shi’s model, where
the layers adopt positions following independent and identical
normal distributions centred at each of the layers’ expected
positions, an example of disorder of the first type. Fig. 3
illustrates this difference.
This distinction is important because the different disorders
would arise from different physics, and the different disorders
give rise to different scattering patterns. In particular, Shi’s
model of disorder suggests that, if a layer is separated from its
neighbour by some distance approximately c, then the next
layer is separated by approximately 2c, the next by approxi-
mately 3c, and this continues for arbitrary nc, without reduc-
tion in the accuracy of the approximation. However, for
the model incorporating disorder of the second type, this
approximation would gradually get worse with increasing n.
This suggests that the form of the scattering pattern, which
depends strongly on the periodicity of the layers, would differ,
and this is reflected in the different expressions for the cross
section.
To provide a specific example of disorder of the second
type, suppose we have a sequence of graphite layers that are
identical, except for some vertical displacement z that follows
a distribution
PðzÞ ¼ gðz cÞ þ ð1  gÞ 1ð2Þ1=2 exp
ðz cÞ2
22
 	
; ð87Þ
inspired by Shi’s one-layer model. Then, by noting that
jFð0Þj2 ¼ 4f 2 cos 2
3
ðhþ kÞ
 	2
sinðNahÞ2
sinðhÞ2
sinðNbkÞ2
sinðkÞ2 ; ð88Þ
we have all we need to compute the cross section explicitly.
This model is overly simple of course, but it admits to much
extension, and could therefore capture a large range of
possible disorders.
5. A countable infinity of hidden states
Having delved into both uncountable and finite state spaces,
this section presents a short treatment of countably infinite
state spaces. Suppose S is countably infinite, then the prob-
510 Allen G. Hart et al.  Turbostratic disorder Acta Cryst. (2019). A75, 501–516
research papers
Figure 3
The layers next to the x axis of this figure have positions distributed
normally about their expected positions 0, 1c, 2c, 3c . . . and hence exhibit
disorder of the first type. The layers furthest from the axis have a
normally distributed pairwise separation, and hence undergo disorder of
the second type forming a less coherent scattering pattern. The
distributions have the same variance, 0.1c.
ability of an HMM adopting each state is enumerated as a
sequence. Since this sequence sums to 1 it is necessarily square
summable, and is hence an element of the Hilbert space of
square summable sequences ‘ 2. For a probability distribution
v 2 ‘2 over hidden states, the probability distribution over
states for the next state w is given byP
i2N
kijvj ¼ wi; ð89Þ
where kij is the transition kernel denoting the probability of
the state j following the state i. Much like HMMs with finite
and uncountable hidden states, the transition kernel gives rise
to the transition operator T : ‘2 ! ‘2 with stationary distri-
bution an eigensequence with associated eigenvalue 1. The
alphabet of symbols can be finite, countably infinite or
uncountably infinite. In the special case that every state emits
a unique symbol with probability 1, the HMM is just a Markov
chain. This forms a simple model of n-layer Moire´ graphene,
where the set of all layer pairs forming a Moire´ pattern is
countably infinite. We call each of these layer pairs a super-
lattice and suppose each superlattice is labelled by some i 2 N
and, given that a superlattice is type i, the probability that the
next superlattice is type j depends only on i and j. Then the
sequence of superlattices forms a Markov chain with
uncountable state space S. The cross section of a Markovian
crystal with countably infinite state space is shown in
Appendix C to satisfy
d
d
¼ 2Re
X
i2N
X
j2N
Fi F

j i Zij
( )
þ Nc
X
i2N
Fi Fi i
 !
;
where Fi is the structure factor of the state indexed by i, i is
the ith element of the stationary distribution , ij is the
Kronecker delta and Z : ‘2 ! ‘2 is defined as
Z 
 PNc
m3¼1
Nc  jm3jð Þ exp ð2ilÞT½ m3 : ð90Þ
We note here that, if  is uniform, then for any sequence ’i2 ‘2
we interpret
X
i2N
i’i 
 lim
n!1
1
n
Xn
i¼0
’i: ð91Þ
Moreover, if kij = kji then, by the spectral theorem,
d
d
¼ 2Re
X
n2
sn
X
i2N
Fi i u
i
n
X
j2N
Fj u
j
n
( )
þ Nc
X
i2N
i F

i Fi;
ð92Þ
with
sn ¼
Nc
2
ðNc  1Þ if 
n expð2ilÞ ¼ 1 ð93aÞ
and
sn ¼

n exp ð2ilÞ 
Ncn exp ð2ilNcÞ þ Nc 1  
n exp ð2ilÞ
  1 
1  
n exp ð2ilÞ
 2
ð93bÞ
otherwise, where un and 
n are the eigensequences and
eigenvalues, respectively, of T indexed by  repeating
eigenvalues according to their algebraic multiplicity. A deri-
vation is presented in Appendix C1.
6. Outlook
We have begun to extend the study of chaotic crystallography
to crystals with infinitely many layer types, describing
turbostratically disordered materials like carbon blacks,
smectites and n-layer graphene. In particular, we have derived
an explicit cross section for carbon blacks related to the two
models proposed by Shi (1993). There are many other dis-
ordered materials that could be examined under the frame-
work presented here (smectites, for example, are often studied
with a qualitative look at the diffraction peaks; Ufer et al.,
2008, 2009), suggesting a mathematical framework might be
well received. It may be that the HMM is a good setting within
which to formulate a well principled model of disorder and
then test its validity by comparing theoretical and experi-
mental cross sections.
This framework is open to much theoretical development.
For example, for a crystal with uncountably many hidden
states, the operator T is a Fredholm integral operator
connecting the mathematical theory to the well developed
mathematical field of Fredholm theory. Exploring this
connection may answer some practical questions, like how the
eigenvalues of T are related to the convergence of the state
distribution to a steady state, which is discussed for the case of
finitely many hidden states by Riechers et al. (2015). These
authors pose the major problem of chaotic crystallography as
reconstructing a crystal’s "-machine from scattering data,
where the "-machine is (roughly speaking) the most infor-
mation theoretically simple process that could give rise to the
observed scattering pattern. Developing a theory of how to
construct the "-machine of a turbostratic material could be of
great use to any community studying a turbostratically dis-
ordered material.
Moreover, our treatment of countably infinite spaces is
brief, and could plausibly be developed into something more
readily applicable to crystals with a countably infinite number
of layer types like Moire´ graphene. Bringing Moire´ graphene
into the purview of chaotic crystallography could shed
some new light on this mysterious material and be a fruitful
area of research.
APPENDIX A
Powder average
To make sense of our expression, consider a Cartesian coor-
dinate system, where the unit length is equal to 2|c*|. A point
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Q = (h, k, l) in reciprocal-lattice coordinates will be denoted
Q0 = (h0, k0, l0) in Cartesian coordinates. Suppose a layer of
type x is composed of nx atoms and the ith atom is found at
position ½aiðxÞ; biðxÞ; ciðxÞ in these Cartesian coordinates.
Then the square distance between the ith atom in a layer of
type x and the jth atom in a layer of type y for layers x, y
separated by m3 is
L
m3
ij ðx; yÞ
 2¼ aiðxÞ  ajðyÞ 2þ biðxÞ  bjðyÞ 2
þ ciðxÞ  cjðyÞ þm3
 2
: ð94Þ
In the Cartesian system the structure factor of a layer x
is
FðxÞ ¼Pnx
i¼1
fi exp i aiðxÞ h0 þ biðxÞ k0 þ ciðxÞ l0
   ð95Þ
and the structure factor product
FðxÞFðyÞ ¼ Pnx
i¼1
Pny
j¼1
fi fj exp

i

aiðxÞ  ajðyÞ
 
h0
þ biðxÞ  bjðyÞ
 
k0 þ ciðxÞ  cjðyÞ
 
l0

:
ð96Þ
Now, to derive our expression for the cross section, we will
use the harmonic expansion presented by Bazˇant & Oh
(1986),
1
4Q2
Z
@BQ
d
d
dS ¼
X1
n¼0
Q2n
ð2nþ 1Þ! 
n d
d
 
Q0¼0
; ð97Þ
where
n ¼ @
2
@h02
þ @
2
@k02
þ @
2
@l02
 n
: ð98Þ
We will begin by writing down the cross section
d
d
¼
XNc
m3¼Nc
ðNc m3Þ
	
Z
A
Z
A
Gm3 ðx; yÞFðxÞFðyÞ exp ð2im3lÞ dx dy;
ð99Þ
and then seek a nice expression for nðd=dÞjQ0¼0. So we
consider
n
d
d
 
Q0¼0
¼
XNc
m3¼Nc
ðNc m3Þ
Z
A
Z
A
Gm3 ðx; yÞ
	n FðxÞFðyÞ exp ð2im3lÞ
 
Q0¼0
dx dy;
ð100Þ
and bring our attention to
n FðxÞFðyÞ exp ð2im3lÞ
 
Q0¼0
¼Pnx
i¼1
Pny
j¼1
n

fi fj exp

i

aiðxÞ  ajðyÞ
 
h0
þ biðxÞ  bjðyÞ
 
k0 þ ciðxÞ  cjðyÞ þm3
 
l0
	
Q0
ð101Þ
¼Pnx
i¼1
Pny
j¼1
fi fj ð1Þn

aiðxÞ  ajðyÞ
 2
þ biðxÞ  bjðyÞ
 2þ ciðxÞ  cjðyÞ þm3 2n ð102Þ
¼Pnx
i¼1
Pny
j¼1
fi fj ð1Þn Lm3ij ðx; yÞ
 2n
: ð103Þ
Next, we note that
X1
n¼0
Q2n
ð2nþ 1Þ! 
n FðxÞFðyÞ exp ð2im3lÞ
 
Q0¼0
¼
X1
n¼0
Q2n
ð2nþ 1Þ!
Xnx
i¼1
Xny
j¼1
fi fj ð1Þn Lm3ij ðx; yÞ
 2n ð104Þ
¼
Xnx
i¼1
Xny
j¼1
fi fj
X1
n¼0
QL
m3
ij ðx; yÞ
 2n
ð2nþ 1Þ! ð1Þ
n ð105Þ
¼
Xnx
i¼1
Xny
j¼1
fi fj sinc QL
m3
ij ðx; yÞ
 
; ð106Þ
where we have used the series expansion of the sinc function,
sincðxÞ ¼
X1
n¼0
x2n
ð2nþ 1Þ! ð1Þ
n: ð107Þ
Putting all this together,
1
4Q2
Z
@BQ
d
d
dS ¼
X1
n¼0
Q2n
ð2nþ 1Þ! 
n d
d
 
Q0¼0
ð108Þ
¼
XNc
m3¼Nc
ðN m3Þ
Z
A
Z
A
Gm3 ðx; yÞ
	
X1
n¼0
Q2n
ð2nþ 1Þ! 
n FðxÞFðyÞ exp ð2im3lÞ
 
Q0¼0
dx dy
ð109Þ
¼
XNc
m3¼Nc
ðNc m3Þ
Z
A
Z
A
Gm3 ðx; yÞ
	
Xnx
i¼1
Xny
j¼1
fi fj sinc QL
m3
ij ðx; yÞ
 
dx dy: ð110Þ
APPENDIX B
Finite state space, uncountable alphabet
Suppose we have a finite state space S and alphabet A  Rn
an open connected set. Then, by combining the expression for
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the pair correlation function (33) with the average structure
factor product (23), we arrive at
Ym ¼
R
A
R
A
P
r2S
P
s2S
sT msrvrðxÞFðxÞFðyÞ vsðyÞ dx dy ð111Þ
¼ P
r2S
P
s2S
sT msr
R
A
vrðxÞFðxÞ dx
R
A
vsðyÞFðyÞ dy ð112Þ
¼ P
r2S
P
s2S
sT msrhrs ð113Þ
¼Tr Diag ðÞ T mH½ ; ð114Þ
where H is a Hermitian matrix with dimension equal to the
number of states in the space S and has elements
hrs ¼
R
A
vrðxÞFðxÞ dx
R
A
vsðyÞFðyÞ dy: ð115Þ
Next, we note that Ym = Ym
* , so
d
d
¼
XNc
m3¼Nc
ðNc  jm3jÞYm3 exp ð2im3lÞ ð116Þ
¼ PNc
m3¼1
ðNc m3ÞYm3 exp ð2im3lÞ þ NcY0
þ PNc
m3¼1
ðNc m3ÞYm3 exp ð2im3lÞ ð117Þ
¼ PNc
m3¼1
ðNc m3ÞTr Diag ðÞT mH½  exp ð2im3lÞ
þ NcTr Diag ðÞH½ 
þ PNc
m3¼1
ðNc m3ÞTr Diag ðÞT mH½  exp ð2im3lÞ
ð118Þ
¼ Tr Diag ðÞ PNc
m3¼1
ðNc m3Þ T exp ð2ilÞ½ m3
( )
H
 !
þ NcTr Diag ðÞH½ 
þ Tr Diag ðÞ PNc
m3¼1
ðNc m3Þ T exp ð2ilÞ½ m3
( )
H
 !
ð119Þ
¼ Tr Diag ðÞSH½  þ NcTr Diag ðÞH½ þTr Diag ðÞSH½ 
ð120Þ
¼ 2Re Tr Diag ðÞHð2Sþ NcIÞ
  
; ð121Þ
and we arrive at the expression for the cross section.
APPENDIX C
Infinite state space
This section describes a crystal comprising infinitely many
layer types, where the probability distribution over the set of
layers follows a Markov chain. In some cases, the arguments
for an uncountable space represented by Rn (open and
connected) and a countable space represented by N are
essentially the same, and in these cases arguments may be
made over a general Hilbert space H that apply to both the
square summable sequences ‘ 2 and the square integrable
functions L2, representing distributions over the countable
state space N or uncountable state space Rn (open and
connected), respectively. For brevity, we allow the symbols of
integration R  dx; ð122Þ
to represent either integration over the open connected set
A  Rn or summation over N.
C1. The most general kernel
The cross section of a crystal with a countable infinity or
uncountable infinity of hidden layers is
PNc
m3¼Nc
ðNc  jm3jÞ
R R
FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy;
which we can split into three terms,
PNc
m3¼Nc
ðNc  jm3jÞ
R R
FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy
¼ PNc
m3¼1
ðNc  jm3jÞ
R R
FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy
þ Nc
R R
FðxÞFðyÞG0ðx; yÞ dx dyþ
PNc
m3¼1
ðNc  jm3jÞ
	 R R FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy: ð123Þ
Now the second term of the right-hand side of equation
(123) requires an expression for G0(x, y), which represents the
probability (density) of sampling a layer that is type x and,
given it is type x, that it is itself type y. In an uncountable space
we let a(y) 
 (a  y) for a 2 A represent the shifted Dirac
delta function evaluated at y 2 A and note that G0(x, y) =
(x)x(y). In a countable space, G0(i, j) = iij for ij 2 N by the
same arguments. Again, to avoid writing essentially the same
thing twice, we continue by allowing x(y) to represent xy for
countable spaces. With this, we have that the second term
satisfies
Nc
R R
FðxÞFðyÞG0ðx; yÞ dx dy ¼ Nc
R
ðxÞFðxÞFðxÞ dx:
ð124Þ
Next, we focus on the third term, noting that the probability
(density) of sampling a state x then finding a state y after
moving forward m3 blocks is the same as sampling a state y
then finding a state x after moving backward m3 blocks. Thus
FðxÞFðyÞGm3 ðx; yÞ ¼ FðxÞFðyÞGm3 ðx; yÞ; ð125Þ
so we have that the left-hand side of (123) equals
PNc
m3¼1
ðNc  jm3jÞ
R R
FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy
þ Nc
R
ðxÞFðxÞFðxÞ dxþ PNc
m3¼1
ðNc  jm3jÞ
	 R R FðxÞFðyÞGm3 ðx; yÞ exp ð2im3lÞ dx dy; ð126Þ
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and hence we can see that the third term is just the complex
conjugate of the first. With this information, we note that the
sum of the first and third terms is just twice the real part of the
first, so we proceed by only considering the first term and
noting that
Gm3 ðx; yÞ 
 ðxÞ T m3xðyÞ for m3 > 0: ð127Þ
Thus,
PNc
m3¼1
ðNc  jm3jÞ
R R
FðxÞFðyÞGm3ðx; yÞ exp ð2im3lÞ dx dy
¼ R R FðxÞFðyÞðxÞ PNc
m3¼1
ðNc  jm3jÞ
	 exp ð2ilÞT½ m3xðyÞ dx dy ð128Þ
¼ R R FðxÞFðyÞðxÞZxðyÞ dx dy; ð129Þ
where z 2 C and Z is an operator with expression
Z 
 PNc
m3¼1
ðNc  jm3jÞ exp ð2ilÞT½ m3 : ð130Þ
Putting all this together, we have
d
d
¼ 2Re
Z Z
FðxÞFðyÞðxÞZxðyÞ dx dy

 
þ Nc
Z
jFðxÞj2ðxÞ dx; ð131Þ
where Re{z} represents the real part of a complex number
z 2 C. This completes the derivation of the general cross
section for both countable and uncountable state spaces.
C2. The case of a symmetric kernel
With the general expression established for both countable
and uncountable spaces, we consider the special case where
k(x, y) = k(y, x) so T is self-adjoint. Since T is compact, we
observe by the spectral theorem for compact self-adjoint
operators that
exp ð2ilÞT½ m3xðyÞ ¼
P
n2
hx; uni 
n exp ð2ilÞ
 m3unðyÞ ð132Þ
¼ P
n2
unðxÞ unðyÞ 
n exp ð2ilÞ
 m3 ; ð133Þ
where un and 
nexp(2il) are the eigenvectors and eigen-
values, respectively, of exp ð2ilÞT indexed by the set  which
repeats eigenvalues according to their algebraic multiplicity.
Here we have also used h’,  i to denote the inner product in
the Hilbert space H of ’;  2 H. With this, we can proceed
from equation (128) and deduce
R R
FðxÞFðyÞðxÞ PNc
m3¼1
ðNc  jm3jÞ exp ð2ilÞT½ m3xðyÞ dx dy
¼ R R FðxÞFðyÞðxÞ PNc
m3¼1
ðNc  jm3jÞ
	 P
n2
unðxÞ unðyÞ 
n exp ð2ilÞ
 m3 dx dy ð134Þ
¼ P
n2
R
FðxÞðxÞ unðxÞ
R
FðyÞ unðyÞ
	 PNc
m3¼1
ðNc  jm3jÞ 
n exp ð2ilÞ
 m3 dx dy ð135Þ
¼ P
n2
sn
R
FðxÞðxÞ unðxÞ dx
R
FðyÞ unðyÞ dy; ð136Þ
where
sn ¼
Nc
2
ðNc  1Þ if l 2 Z and 
n ¼ 1; ð137aÞ
and
sn ¼

n exp ð2ilÞ 
Ncn exp ð2ilNcÞ þ Nc 1  
n exp ð2ilÞ
  1 
1  
n exp ð2ilÞ
 2
ð137bÞ
otherwise, and the expression for the cross section follows
immediately. We can evaluate (136) approximately by
summing over only the first few values of n, requiring only a
few eigenvalues and eigenvectors. Unfortunately, there is no
method of deriving closed-form solutions for un for a general
kernel k, but analytic solutions do exist in some special cases.
In the case of an uncountable space represented by A it may
be fruitful to note that solutions to the eigenvalue equation

nunðxÞ ¼
R
A
kðx; yÞ unðyÞ dy ð138Þ
also satisfy
Lun ¼ 
1n un ð139Þ
for L a differential operator with kernel k. Finding the
eigenvalues and eigenvectors of L is then a question of solving
the differential equation (139).
C3. The case of a convolution kernel
Let A ¼ ð0; 1Þn, ’ 2 L2 and
kðx; yÞ ¼ P
m2Zn
Pðmþ y xÞ; ð140Þ
where P is a square integrable probability distribution over
R
n. Then
T ’ ¼ R
A
kðx; yÞ ’ðxÞ dx ð141Þ
¼ P
m2Zn
R
A
Pðmþ y xÞ ’ðxÞ dx ð142Þ
¼ R
R
n
Pðy xÞ’ðxÞ dx 
 P ’; ð143Þ
where  denotes the convolution. We now define the
sequence of functions
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T nþ1’ ¼ P T n’; ð144Þ
for which we denote the nth term by Pn ’, and identify this
sequence with T n’. Next, we denote the Fourier transform by
F : L2 ! L2 and use the convolution theorem to deduce
F Pn ’½  ¼ ðF ½PÞn F ½’: ð145Þ
We now observe that
Zx ¼
PNc
m3¼1
ðNc  jm3jÞ exp ð2ilÞT½ m3x ð146Þ
¼ PNc
m3¼1
ðNc  jm3jÞ exp ð2im3lÞPm3 x ð147Þ
¼F1 PNc
m3¼1
ðNc  jm3jÞ exp ð2im3lÞF Pm3 x
 " # ð148Þ
¼F1 PNc
m3¼1
ðNc  jm3jÞ exp ð2im3lÞF ½Pm3F½x
" #
ð149Þ
¼F1 F½sF ½x
  ð150Þ
¼ s x ð151Þ
¼ sx; ð152Þ
where s 2 L2 is defined as
s 
 F1 PNc
m3¼1
ðNc  jm3jÞ exp ð2im3lÞ F ½Pm3
" #
; ð153Þ
so satisfies
F½s ¼ Nc
2
ðNc  1Þ if F½P exp ð2ilÞ ¼ 1 ð154aÞ
and
F½s ¼
F½P exp ð2ilÞ F ½PNc exp ð2ilNcÞ þ Nc 1  F½P exp ð2ilÞ½   1
 
1  F½P exp ð2ilÞ½ 2
ð154bÞ
otherwise, and sx(y) 
 s(y  x), allowing us to arrive at an
expression for the cross section:
d
d
¼ 2Re
Z
A
Z
R
n
FðxÞFðyÞ sðy xÞ dx dy
8<
:
9=
;þ Nc
Z
A
jFðxÞj2 dx
ð155Þ
¼Re R
A
2FðxÞ ðF  sÞ ðxÞ dyþ NcjFðxÞj2 dx
( )
: ð156Þ
If we make the further assumption that the layers are identical
up to translation, then starting from equation (155)
d
d
¼ 2Re
Z
A
Z
R
n
FðxÞFðyÞ sðy xÞ dx dy
8<
:
9=
;þNc
Z
A
jFðxÞj2 dx
ð157Þ
¼ 2Re


jFð0Þj2 R
A
R
R
n
exp ð2ix QÞ exp ð2iy QÞ
	 sðy xÞ dx dy

þ NcjFð0Þj2
R
A
dx ð158Þ
¼ 2Re


jFð0Þj2 R
A
exp ð2ix QÞ
	 R
R
n
exp ð2iy QÞ sðy xÞ dy dx

þ NcjFð0Þj2 ð159Þ
¼ 2Re jFð0Þj2R
A
exp ð2ix QÞ F ½s ðQÞ exp ð2ix QÞ dx
( )
þ NcjFð0Þj2 ð160Þ
¼ 2Re jFð0Þj2F½s ðQÞ R
A
dx
( )
þ NcjFð0Þj2 ð161Þ
¼ jFð0Þj2 2Re F½s ðQÞ þ Nc ; ð162Þ
and we arrive at the expression for the cross section of a
crystal with a convolution kernel composed of layers that are
identical up to translation.
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