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Abstract 
Many Econometric models which included time series data have multicollinearity problem. Partial least square regression (PLS) 
is one of the popular multivariate regression methods in a a wide range of fields.The reason of that PLS have been designed to 
confront the situation that many correlated predictor variables and few samples situation. Growth rate is determined 
endogenously in endogenous growth models. In this study different algoritms (like Kernel, NIPALS, etc) of PLS are applied to 
an endogenous growth model starting with works of Romer (1986) and Lucas (1988). We study on real data for Turkey to 
illustrate the econometric applications and interpretations of various PLS algoritms using R programming. 
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1. Introduction 
-run. These models predict that 
economies affected by technological change, saving rate and population growth rate that all are determined by 
exogenous factors. In contrast to traditional models, endogenous growth models that evolution of the endogenous 
growth model started with the works of Romer, 1986 and Lucas, 1988, had brung endogenization of basic growth 
variables and parameters. In other words an endogenous growth model is determined basic variables and parameters 
of growth rate within the model. In endogenous growth approaches, investment in physical and human capital, 
technological change is endogenised by via of Researh and Development sector. Most exogenous growth models 
predict that permanent innovations in goverment policies do not have permanenet effects on the growth rate of 
Gross Domestic Product (GDP) while endogenous growth models predict that permanent innovations in goverment 
policies can have permanenet effects on the growth rate of GDP.  
Endogenous growth models are described as  the driving force of growth factors can be analysed  on three main 
groups. In first group, population growth and the accumulation of  human capital  in areas considered as a decision 
variable. The papers Gary Becker, Kevin Murpy and Robert Tamura (1990) can be considered as representative of 
patterns of the first growth. Second group is analysing the spesific role of tecnological change as the outcome of 
entrepreneurial decisions motivated by market forces rather than the consequence of autonomous scientific 
discoveries. Regarding the adoption of the endogenous growth models as a prelude, paper by Romer (1986), the 
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most important of the second group of models. The third group is analysing the role of the goverment in the growth 
process as an independent variable of growth. Suggesting that the effects in the process of  the growth of 
government spending studies by Barro (1990-1991), are given as example of the last group endogenous growth 
models. 
When concentrating on economic data, economic growth can be predicted by total labour force, demografic 
variables (population density and rate of growth, etc), labour force, educational variables (especially by sex and 
education level), price levels and inflation, imports, exports, foreign trade, investment growth, real exchange rate. 
Usually, these economic variables are many, strongly correlated. These difficulties can be reduced by the factor 
analysis, which identifies independent latent variables (factors) explaining a greater part of variation in predictors.  
The purpose of the study is to analyse of the PLS in economic growth for Turkish economy and to compare two 
algoritms of PLS. The data consists of ten economic variables as explonatory variables having multicolinearity. 
Applying PLS, the explanatory variables are reduced to components that are few in number and they do not have 
multicolinearity problem. 
2. Partial Least Squares 
Partial least squares (PLS) is a method of data dimension reduction similar to principal componets (PC) to find 
the most relevant factors for both prediction and interpretation which was originally developed in the 1960s by the 
econometrician Herman Wold (1966). PC focuses on the variance in the predictors; while PLS aim to incorporate 
information about the covariance between the response and the predictors in the definition of the scores and 
loadings. For simplicity, we focus on the simple regression problem of predicting a single response variable. In the 
usual multiple linear regression (MLR) we are interested in the model .Y XB The problem often arises if X  is 
likely to be singular, either because of the number of variables exceeds the number of observations or because of the 
multicollinearity. To cope with this problem, PLS decomposes X into orthogonal scores T and loadings P as X=TP. 
The scores and loadings are chosen in such a way to maximize the covariance between X and Y.  Several algorithms 
of PLS have been developed such as NIPALS, Kernel. 
2.1. NIPALS Algorithm 
The PLS method, which in its classical form is based on the nonlinear iterative partial least squares (NIPALS) 
algorithm has been developed by Wold (1966) with following algorithms:  
Step1. Compute the X-weights as w= XT y, /w w w , the X-scores t=Xw the X-loadings as p=XTt/(tTt).  
Step2. Compute the Y-loadings as  q=YTt/(tTt) and Y-scores as u=Yq. 
Step3. Deflate X and Y by subtracting the computed latent vectors from them as Xnew=X-tpT and Ynew=Y-tq 
Step4. Store w, t, p, q, u in W, T, P, Q, U respectively and calculate final regression vector as BPLS=WT(PWT)-1Q. 
2.2. Kernel Algorithm 
The Kernel algorithm presented by Lindgren et al. (1993) was developed for matrices with a large number of 
objects and relatively few predictor variables. A PLS solution can be obtained by handling the condensed Kernel 
matrix XTYYTX, usually computed using the cross product of XTY, that is (XTY)( XTY)T. This procedure avoids the 
need to deflate the Kernel matrix, and the two covariance matrices, XTX and XTY, are of a considerably smaller size 
than the original matrices X and Y. The Kernel algorithm is given as follows: 
Step1. Compute the covariance matrices XTX and XTY and the Kernel matrix XTYYTX. 
Step2. Compute weights for X as the eigenvector corresponding to the largest eigenvalue of the kernel matrix. 
Step3. Compute the loading vectors for X as T T T T( ) / ( )p w X X w X X w and for Y as T T T T( ) / ( ) .q w X Y w X X w  
Step4. After each latent vector computation, the covariance matrices XTX and XTY can be updated as  
T T T T T( ) ( ) ( )newX X I wp X X I wp and 
T T T T( ) ( ) ( )newX Y I wp X Y . 
Step5. Calculate the regression vector as in the NIPALS algorithm.  
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3. Application for Endogenous Growth Model 
Using data for Turkey from 1988 to 2010, real GDP growth was regressed on the following  determinants : 
population growth (X1), labour force participation rate (X2) , unemployment rate (X3) , employment rate (X4),  
percent share of agriculture to total GDP (X5), percent growth in import (X6), percent growth in export (X7), debt 
servicing as a  percentage of export (X8), percent of manufacturing industry to GDP (X9),  percent of energy industry  
to GDP (X10). Multicolinearity could increase variance of evaluated parameters. For diagnosing collinearity 
problems, we focus on the Variance-inflation factor (VIF) is shown in Table 1: 
 
Table 1.Variance Inflatio Variables 
 
X X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 
VIF 1.309 6700.023 433.875 9364.561 27.168 98.538 123.329 5.592 20.423 1.492 
 
Typically,  simply a rule of 
thumb. To deal with this problem in our data, we apply PLS decomposing X and Y into components. To determine 
the optimal number of components to take into account cross-validation method is mainly used by minimizing the 
root mean squared error of prediction (RMSEP). The cross-validation is shown in Table 2.  
 






From Table 2, it can be seen that two components explain %97 of the variance of X and % 94 of variance of Y. It 




Figure 1. Cross-validated RMSEP curves for Log. GDP data 
The number of selected component is two since the cross validation error RMSEP (0.03157) does not show a 
significant decrease after two components. Once the number of components has been choosen, we can inspect 
different aspect of the fit by plotting cross-validated predictions as given in Figure 2 which shows that the cross 
validated predictions with two components versus measured values. 
 
 
Figure 2. Cross-validated predictions for the Log. GDP data  
There is no curvature or other anomalies as indication of grouping or outliers as shown in Figure 2.  The scores 
for two components obtained by the algorithms Kernel and NIPALS are given in Table 3 as follows: 
Validation: RMSEP Intercept 1 Components 2 Components 
Cross Validation 0.1165 0.05978 0.03157 
% Variance Explained (X) 63.13 96.72 
% Variance Explained (Log.GDP) 76.35 93.67 
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Score matrix for X, i.e T is composed of linear combination of weight matrix W and X as expressed in equation 
T=XW. The coloums of T is called latent vectors. Scores for Y is used in modelling response variable as given 
Y=UC. Specifically, the main goal is to find vectors t Xw and u Yc  such that covariance of X and Y, i.e Tt u  
be maximal. As seen in table 3, the scores for Y are different since these methods introduce normalisation at another 
point in the algorithm, thus this makes it difficult to directly compare scores of different PLS implementations.  
 
Table 4.Weights for Score Matrix of X and Loading for X by Kernel and NIPALS Algorithms 
 
 Kernel Algorithm NIPALS Algorithm 
 Weights for T Loadings for X Weights for T Loadings for X 
 w1 w2 p1 p2 w1 w2 p1 p2 
X2 -0.334 -0.281 -0.436 -0.275 -0.334 -0.281 -0.436 -0.275 
X3  0.115  0.105  0.143   0.115  0.105  0.143  
X4 -0.36 -0.311 -0.468 -0.291 -0.36 -0.311 -0.468 -0.291 
X5 -0.241 -0.33 -0.378 -0.373 -0.241 -0.33 -0.378 -0.373 
X8 -0.874  0.818 -0.574  0.812 -0.874  0.818 -0.574  0.812 
X9 -0.217 -0.186 -0.281 -0.171 -0.217 -0.186 -0.281 -0.171 
 
Either positive or negative value of the weights indicates the contribution of explanatory variables to the 
components. Loading matrix is used for modelling X by equation X=TP and loading values indicates the amount of 
the explanation of components to the explanatory variables. When using NIPALS algorithm, we get same results as 
Kernel algorithm. After obtaining the components, the next step is regression analysis. A fitted model is often used 




 Kernel Algorithm NIPALS Algorithm 
 Scores for X (T) Scores for Y (U)  Scores for X (T) Scores for Y (U)  
  t1  t2  u1  u2  t1  t2  u1  u2 
1 -13.017 -4.264 -17.691 -7.615 -13.017 -4.264 -0.179 -0.047 
2 -13.521 -4.188 -17.583 -6.618 -13.521 -4.188 -0.178 -0.041 
3 -9.287 -6.544 -13.786 -7.330 -9.287 -6.544 -0.140 -0.046 
4 -8.316 -6.090 -13.391 -8.267 -8.316 -6.090 -0.136 -0.051 
5 -9.197 -2.621 -10.898 -2.770 -9.197 -2.621 -0.110 -0.017 
6 -2.329 -2.525 -7.580 -8.555 -2.329 -2.525 -0.077 -0.053 
7 -5.959 -4.267 -9.986 -6.561 -5.959 -4.267 -0.101 -0.041 
8 -5.924 -4.479 -7.008 -1.765 -5.924 -4.479 -0.071 -0.011 
9  5.119 -16.376 -4.103 -15.024  5.119 -16.376 -0.042 -0.093 
10  5.224 -12.315 -0.990 -10.123  5.224 -12.315 -0.010 -0.063 
11 -3.565 -2.969  0.316  6.323 -3.565 -2.969  0.003  0.039 
12 -7.364  4.746 -1.152  10.120 -7.364  4.746 -0.012  0.063 
13 -9.227  12.212  1.660  17.734 -9.227  12.212  0.017  0.110 
14 -7.815  14.113 -0.857  11.335 -7.815  14.113 -0.009  0.070 
15 -6.606  14.142  1.709  13.545 -6.606  14.142  0.017  0.084 
16  5.252  5.032  3.910 -2.186  5.252  5.032  0.040 -0.014 
17  12.056  1.878  7.749 -7.017  12.056  1.878  0.078 -0.044 
18  10.559  3.331  11.209  1.059  10.559  3.331  0.113  0.007 
19  13.942  0.876  14.069  0.206  13.942  0.876  0.142  0.001 
20  14.580  1.248  16.026  2.355  14.580  1.248  0.162  0.015 
21  16.679 -1.133  16.308 -0.606  16.679 -1.133  0.165 -0.004 
22  8.067  8.082  14.186  9.968  8.067  8.082  0.144  0.062 
23  10.646  2.110  17.885  11.793  10.646  2.110  0.181  0.073 
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Table 4. Predictions Results for Log.GDP data 
 
Obs. Y  Obs. Y  Obs. Y  Obs. Y  
1 4.685 7 4.756 13 4.826 19 4.990 
2 4.680 8 4.755 14 4.852 20 4.999 
3 4.708 9 4.793 15 4.864 21 5.005 
4 4.721 10 4.820 16 4.928 22 4.975 
5 4.734 11 4.789 17 4.977 23 4.964 
6 4.804 12 4.798 18 4.971   
RMSEP 0.028 R2 0.936 
The response variable is predicted using multivariate regression formula PLSY XB  as follows: 
1 2 3 4 5 6 7 8 9 104.838 0.007 0.005 0.001 0.004 0.005 0.032 0.028 0.002 0.004 0.004Y X X X X X X X X X X
As a result of the prediction results with two components, we have RMSEP 0.028, which is very close to the 
RMSEP of cross-validated estimate 0.031.  
4. Conclusions 
In this study PLS regression is analysed. For this analysis two different algoritms are selected: Kernel algorithm 
and NIPALS algorithm. The results, when PLS regression model is applied to a growth model on real data for 
Turkish economy, shows that there is no difference between results according to Kernel and NIPALS algorithms. 
The Kernel algorithm is being faster than the NIPALS algorithm for most problems. Note that, in situation the 
response variable is single, convergence of scores of Y (U) is obtained by single iteration. For this reason NIPALS 
algorithm is preferred to Kernel algorithm for single-Y. 
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