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Abstract
This paper is concerned with the general theme of relating the Large Deviation
Principle (LDP) for the invariant measures of stochastic processes to the associated
sample path LDP. It is shown that if the sample path deviation function possesses
certain structure, then the LDP for the invariant measures is implied by the sample
path LDP, no other properties of the stochastic processes in question being material.
As an application, we obtain an LDP for the stationary distributions of jump diffusions.
Methods of large deviation convergence and idempotent probability play an integral
part.
1 Introduction
Let Xn = (Xnt , t ≥ 0) , n ∈ N , be a sequence of rightcontinuous stochastic processes with
lefthand limits defined on a complete probability space (Ω,F ,P) and taking values in a
metric space S , which satisfies a pathwise LDP in the Skorohod space D(R+, S) with a
(tight) deviation function (also referred to as a rate function and an action functional)
I(X) , X ∈ D(R+, S) . Let P n represent a time-invariant distribution of Xn so that
P(Xnt ∈ Γ) = P n(Γ) (1.1)
for all Borel sets Γ ⊂ S and all t ∈ R+ . One seeks to obtain an LDP for the P n from that
for the Xn .
A basic example is a diffusion in a finite–dimensional Euclidean space Rd with small
noise:
dXnt = b(X
n
t ) dt+
1√
n
dWt , X
n
0 = x ,
whereWt represents a standard Wiener process. Under regularity assumptions, the processes
Xn = (Xnt , t ≥ 0) obey an LDP in D(R+,Rd) , as n→∞ , for rate n with deviation function
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I(X) = (1/2)
∫∞
0
|X˙t − b(Xt)|2 dt , provided X = (Xt , t ≥ 0) is an absolutely continuous
function and X0 = x , and I(X) = ∞ , otherwise. Let us assume, in addition, that the Xn
admit unique invariant measures. If the differential equation
X˙t = b(Xt) (1.2)
has a unique equilibrium which is asymptotically stable, then, in some generality, the invari-
ant measures satisfy an LDP in Rd with the deviation function which is the quasipotential
V (x) = inft≥0 infX:X0=O ,Xt=x I(X) , O representing the asymptotically stable equilibrium,
see Freidlin and Wentzell [1].Things are drastically different where the differential equation
(1.2) has multiple attractors. A quasipotential is no longer the correct answer. In a remark-
able accomplishment, Freidlin and Wentzell [1] identified the deviation function for that
setup. Their ingenious analysis relied heavily on the strong Markov property and involved
an intricate study of attainment times.
The purpose of this contribution is to formulate a general framework that should enable
one to derive this sort of result. We show that once a sample path LDP has been estab-
lished, the LDP for the invariant measures can be inferred from the properties of the sample
path deviation function without invoking the particulars of the stochastic processes in ques-
tion. In order to accomplish this task, we follow the approach developed in Puhalskii [8, 9].
Rather than checking the lower and upper bounds in the definition of the LDP, one proves
exponential tightness, first, and, then, capitalising on relative compactness delivered by the
exponential tightness, attempts to identify the deviation function through equations that
arise as large deviation limits of equations satisfied by the original stochastic processes. For
instance, in the large deviation limit, exponential martingales turn into ”maxingales” and,
in analogy with a martingale problem, one may look for a deviation function that renders
certain functions of trajectories maxingales. Since large deviation limits take one into the
rhelm of tropical (or idempotent) mathematics, with the field of reals being replaced with a
tropical semifield so that subtraction is no longer available, the limit equations may be less
informative and satisfied by a variety of deviation functions. The challenge is to come up
with equations that specify the deviation function uniquely. Vis–a–vis invariant measures,
this approach was applied in Puhalskii [10, 11]. There, a large deviation limit was taken
in the definition of an invariant measure. In the limit, an invariant measure turns into an
invariant deviation function. (As a matter of fact, we prefer dealing with negative exponen-
tials of deviation functions which are akin to probabilities, with maxima being substitutes
for sums, and which we dub ”deviabilities”.) In Puhalskii [10, 11], we were unable to tackle
the case of a multitude of equilibria, the ”naive” limit being too crude. The insight of this
paper is to pass to a large deviation limit in equations that require that probability fluxes
across cuts in the state space balance. In the limit, one obtains max–balance equations that
require that max–fluxes across cuts balance. Those equations are shown to identify the limit
deviability. As an application, an LDP for the invariant measures of jump diffusions is estab-
lished. Besides, Freidlin and Wentzell’s prescription for calculating the deviation function is
extended to the case of infinitely many equilibria of the limit differential equation.
This paper is structured as follows. In Section 2, the approach is outlined and the
main results are stated. Section 3 contains the derivation of max–balance equations and a
proof that they identify the limiting deviability. Section 4 tackles the LDP for the invariant
measures of jump diffusions.
2
2 The LDP for invariant measures
Let us fix terminology and review necessary facts and definitions, see, e.g., Puhalskii [9].
As mentioned above, we find it more intuitive to work with deviabilities. Let E represent a
metric space. Let P(E) denote the power set of E. We say that set function Π : P(E)→ [0, 1]
is a deviability if Π(E) = supx∈E Π({x}), E ⊂ E, where the function Π(x) = Π({x}) is such
that supx∈EΠ(x) = 1 and the sets {x ∈ E : Π(x) ≥ γ} are compact for all γ ∈ (0, 1]. (One
can also refer to Π as a maxi–measure. Suprema over null sets are defined to equal 0.) The
function Π(x) is called a deviability density. A deviability is a tight set function in the sense
that infK∈K(E)Π(S \K) = 0 , where K(E) stands for the collection of compact subsets of E .
If Ξ is a directed set and Fξ , ξ ∈ Ξ , is a net of closed subsets of E that is nonincreasing with
respect to the partial order on Ξ , then Π(∩ξ∈ΞFξ) = limξ∈ΞΠ(Fξ) . The continuous images of
deviabilities are deviabilities, i.e., if f : E→ E′ is continuous, with E′ being a metric space,
then Π ◦ f−1 defined by Π ◦ f−1(E ′) = Π(f−1(E ′)) is a deviability on E′ , where E ′ ⊂ E′ .
We say that a sequence Qn of probability measures on the Borel σ–algebra of E Large
Deviation (LD) converges at rate n to deviability Π if for every bounded continuous non-
negative function f on E
lim
n→∞


∫
E
f(x)nQn(dx)


1/n
= sup
x∈E
f(x)Π(x).
Equivalently, one may require that lim infn→∞Qn(Γ)
1/n ≥ Π(int Γ) and
lim supn→∞Qn(Γ)
1/n ≤ Π(cl Γ) for every Borel set Γ . (As is customary, int is used
to denote the interior of a set and cl is used to denote the closure of a set.) We say that the
sequence Qn is exponentially tight of order n if infK∈K(E) lim supn→∞Qn(E \K)1/n = 0 . If
the sequence Qn is exponentially tight of order n , then there exists a subsequence Qn′ that
LD converges at rate n′ to a deviability. Any such deviability will be referred to as a Large
Deviation (LD) limit point of the Qn . It is immediate that Π is a deviability if and only if
I(x) = − lnΠ(x) is a tight deviation function, i.e., the sets {x ∈ E : I(x) ≤ γ} are compact
for all γ ≥ 0 and infx∈E I(x) = 0 , and that the Qn LD converge to Π if and only if they obey
an LDP for rate n with deviation function I , i.e., lim infn→∞(1/n) lnQn(G) ≥ − infx∈G I(x) ,
for all open sets G , and lim supn→∞(1/n) lnQn(F ) ≤ − infx∈F I(x) , for all closed sets F .
We return to the setup of processes Xn with trajectories in the Skorohod space D(R+, S)
and state our hypotheses.
2.1 There exist versions of regular conditional distributions P(Xn ∈ Γ|Xn0 = x) , where
Γ represents a Borel subset of D(R+, S) and x ∈ S , such that whenever xn → x , as n→∞ ,
the distributions P(Xn ∈ Γ|Xn0 = xn) , considered as probability measures on D(R+, S) , LD
converge at rate n to deviability Πx on D(R+, S) such that Πx(X) = 0 unless X = (Xt, t ∈
R+) ∈ D(R+, S) is a continuous function. (It is immediate that Πx(X) = 0 unless X0 = x .)
2.2 The function Πx(X) is upper semicontinuous in (x,X) and the set ∪x∈K{X :
Πx(X) ≥ γ} is compact, for arbitrary γ ∈ (0, 1] and K ∈ K(S) . (The former condition
is fulfilled if Πx(X) = Π(X) provided X0 = x and Πx(X) = 0 , otherwise, where Π(X) is an
upper semicontinuous function.)
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2.3 For all X ∈ D(R+, S) ,
Πx(X) = Πx(π
−1
s (πsX))ΠXs(θsX) , (2.1)
where πsX = (Xt , t ∈ [0, s]) and θsX = (Xs+t , t ≥ 0) . (One can see that it is a maxitive
version of the Markov property.)
Let
Πx,t(y) = sup
X∈D(R+,S) :Xt=y
Πx(X) . (2.2)
It is noteworthy that Πx,t(y) is upper semicontinuous in (x, t, y) and is a deviability density
in y (as a continuous image of Πx) . Let d(·, ·) represent the metric on S .
2.4 There exists set A ⊂ S , which is locally finite in the sense that every compact
subset of S contains at most finitely many of the elements of A , such that the following
properties hold:
(1) if Πx(X) = 1 , then inft≥0 d(Xt, A) = 0 ,
(2) if Xt = a , for all t ≥ 0 , where a ∈ A , then Πa(X) = 1 ,
(3) if a, a′ ∈ A , then Πa,t(a′) > 0 , for some t > 0 ,
(4) for any ǫ > 0 , there exists δ > 0 such that if d(x,A) < δ , then Πx,s0(a) > 1 − ǫ and
Πa,s1(x) > 1− ǫ , for some s0 > 0 , s1 > 0 , and a ∈ A ,
(5) for any x ∈ S and ǫ > 0 , there exist δ > 0 , t0 and t1 such that Πx,t0(x′) > 1 − ǫ and
Πx′,t1(x) > 1− ǫ whenever d(x, x′) < δ .
(The set A plays the role of the set of attractors of (1.2).)
2.5 The net (Πx,t(y) , y ∈ S) , t ≥ 0, is tight uniformly over x from compact sets. More
explicitly, for any compact K1 ⊂ S and ǫ > 0 , there exists compact K2 ⊂ S such that
lim supt→∞ supx∈K1 Πx,t(S \K2) < ǫ .
We prove in Lemma 3.1 that under these hypotheses, there exist the limits
Π(x, y) = lim
t→∞
Πx,t(y) ,
the function Π(x, y) is continuous in (x, y) and is upper compact in y uniformly over x from
compact sets, the latter property meaning that, for any γ > 0 and compact K , the set
∪x∈K{y : Π(x, y) ≥ γ} is compact. For sets Γ ⊂ S and Γ′ ⊂ S , we let
Π(Γ,Γ′) = sup
x∈Γ,
y∈Γ′
Π(x, y) .
(The following notational convention is adhered to. If either Γ or Γ′ is a one-element set,
then we identify such a set with its only element, e.g., we define Π(x,Γ′) = Π({x},Γ′) .) It
is noteworthy that Π(a, a) = 1 , for a ∈ A .
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For sets Γ and Γ′ and deviability Π , the max–flux from Γ to Γ′ relative to Π is defined
by
ΦΠ(Γ,Γ
′) = sup
x∈Γ
Π(x)Π(x,Γ′) .
Max–balance is said to hold for Π if
ΦΠ(A
′, A′′) = ΦΠ(A
′′, A′) , for any partition {A′, A′′} of A. (2.3)
Theorem 2.1. Suppose that the sequence P n of time–invariant distributions of the processes
Xn is exponentially tight for rate n . Let Π represent an LD limit point of the P n . Let
conditions 2.1 – 2.5 hold. Then,
1. Π satisfies the max–balance in (2.3) and the normalisation condition that Π(A) = 1 ,
which requirements uniquely specify the restriction of Π to A ,
2. For all x ∈ S ,
Π(x) = ΦΠ(A, x) ,
3. The P n LD converge to Π .
3 LD convergence and max–balance
In this section, we prove the claims of Section 2. Freidlin–and–Wentzell’s solution to the
max–balance equations is recapitulated.
Let us note that (2.1) entails the semigroup property that
Πx,s+t(y) = sup
z∈S
Πx,s(z)Πz,t(y) . (3.1)
Indeed, by (2.1) and (2.2),
Πx,s+t(y) = sup
X:Xs+t=y
Πx(X) = sup
z∈S
sup
X:X0=x,
Xs=z, (θsX)t=y
sup
X′∈pi−1s (pisX)
Πx(X
′)Πz(θsX)
= sup
z∈S
sup
X′:X′
0
=x,X′s=z
Πx(X
′) sup
θsX: (θsX)t=y
Πz(θsX) = sup
z∈S
Πx,s(z)Πz,t(y) .
By (3.1),
Πx,s+t(y) ≥ Πx,s(z)Πz,t(y) . (3.2)
In addition, if Πx,s+t(y) = Πx(X) , then
Πx,s+t(y) = Πx,s(Xs)ΠXs,t(y) . (3.3)
Let
Π˜(x, y) = sup
t≥0
Πx,t(y) .
It is noteworthy that
Π˜(x, y) ≥ Π˜(x, z)Π˜(z, y) .
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Lemma 3.1. 1. For any η > 0 , δ > 0 and compact K ⊂ S , there exists T > 0 such that,
if Πx(X) > η , then
inf
0≤t≤T
d(Xt, A) < δ ,
where x ∈ K .
2. Let xt → x and yt → y , as t→∞ . Then, there exists the limit
Π(x, y) = lim
t→∞
Πxt,t(y
t) .
In addition,
Π(x, y) = sup
z∈S
Π(x, z)Π(z, y) . (3.4)
3. The function Π(x, y) is continuous in (x, y) and is upper compact in y uniformly over
compact sets of x . In addition, supy∈SΠ(x, y) = 1 making Π(x, y) a deviability density
in y . If A′ ⊂ A , then ΦΠ(A′, x) is a continuous upper compact function of x .
4. Let F be a closed subset of S with nonempty boundary ∂F . If x /∈ F , then there exists
xˆ ∈ ∂F , such that Π(x, xˆ) = Π(x, ∂F ) = Π(x, F ) . If Π(x, F ) > 0 , then Π˜(xˆ, x˜) = 1 ,
for any x˜ ∈ F with Π(x, x˜) = Π(x, F ) .
Proof. For part 1, we model the argument on the proof of part (a) of Lemma 2.2 in Freidlin
and Wentzell [1, Chapter 4]. For x′ ∈ S , let Θx′ denote the set of trajectories X ′ such that
Πx′(X
′) = 1 . Owing to 2.2, this set is compact. Let Oδ denote the open δ–neighbourhood of
A and let TX′ = inf{s : X ′s ∈ Oδ} ≤ ∞ . Thanks to 2.4(1), TX′ <∞ provided X ′ ∈ Θx′ . Let
T˜x′ = supX′∈Θx′ TX′ . It is a finite upper semicontinuous function of x
′ and the supremum
is attained. Indeed, let TX′n → T˜x′ , where X ′n ∈ Θx′ . By compactness of Θx′ , we may
assume that X ′n → X ′ ∈ Θx′ . Let t′ represent the length of time when X ′ reaches the
closed δ/2–neighbourhood of A . Since X ′n → X ′ uniformly on [0, t′] , for all n great enough,
the X ′n reach Oδ by time t
′ , i.e., TX′n ≤ t′ , proving that T˜x′ < ∞ . As X ′nTX′n−γ /∈ Oδ , for
all γ ∈ [0, TX′n) , we have that X ′T˜x′−γ /∈ Oδ , for γ ∈ [0, T˜x′) , hence, T˜x′ − γ ≤ TX′ , so,
T˜x′ ≤ TX′ , proving that T˜x′ = TX′ . To see that T˜x′ is upper semicontinuous, let x′n → x′ .
There exist X ′n ∈ Θx′n such that T˜x′n = TX′n . As Πx′n(X ′n) = 1 , by 2.2, the set of the X ′n
is relatively compact, so, for a suitable subsequence, X ′n → X ′ ∈ Θx′ , which implies by a
similar argument as before that lim supn→∞ TX′n ≤ TX′ .
Since, owing to 2.5, lim supt→∞ supx∈K Πx(X
′ : X ′t 6∈ K ′) < η , for suitable compact
K ′ ⊃ K , we may assume that Xt ∈ K ′ , for all t ≥ t0 . Let D represent the set of points that
are at distances δ or greater away from A . If K ′ ∩ D = ∅ , then one can take T = t0 + 1 .
We consider the case where K ′ ∩ D 6= ∅ . The set K ′ ∩ D being compact, supx′∈K ′∩D T˜x′
is attained. We denote it by T ′ . Since the set ∪x′∈K ′∩D{X ′ : Πx′(X ′) ≥ γ} is compact,
for arbitrary γ > 0 , supx′∈K ′∩D supX′:X′t∈K ′∩D for all t∈[0,T ′]Πx′(X
′) is attained. On the other
hand, no X ′ in the supremum is such that Πx′(X
′) = 1 because it takes it the length of
time greater than T ′ to get to Oδ . Therefore, the supremum is less than 1. We have that
(θt0X)u ∈ K ′ ∩D , for all u ≥ 0 . If Xt belongs to K ′ ∩D , for all t ∈ [t0, t0 +N ] , then
Πx(X) ≤
N∏
m=0
sup
x′∈K ′∩D
sup
X′∈pi−1
T ′
(piT ′ (θm+t0X))
Πx′(X
′) ≤ ( sup
x′∈K ′∩D
sup
X′t∈K
′∩D for all t∈[0,T ′]
Πx′(X
′)
)N
.
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Hence, if N is such that the rightmost side is less than η , then Xt reaches Oδ by time t0+N .
Such N depends on η , δ and K only.
We prove part 2. Let us begin by proving that
lim sup
t→∞
Πxt,t(y
t) = lim sup
t→∞
Πx,t(y) (3.5a)
and
lim inf
t→∞
Πxt,t(y
t) = lim inf
t→∞
Πx,t(y) . (3.5b)
By 2.4(5), for arbitrary ǫ > 0 , there exist t0 and t1 such that Πxt,t0(x) ≥ 1−ǫ and Πy,t1(yt) ≥
1− ǫ , for all t great enough. Therefore, invoking (3.2),
Πxt+t0+t1 ,t+t0+t1(y
t+t0+t1) ≥ Πxt+t0+t1 ,t0(x)Πx,t(y)Πy,t1(yt+t0+t1) ≥ (1− ǫ)2Πx,t(y) ,
so,
lim sup
t→∞
Πxt,t(y
t) ≥ lim sup
t→∞
Πx,t(y) .
The other inequalities needed for (3.5a) and (3.5b) are proved similarly.
Let us prove that the Πx,t(y) converge. We may and will assume that lim supt→∞Πx,t(y) >
η > 0 . Assuming t is great enough, let X be such that X0 = x , Xt = y and Πx,t(y) =
Πx(X) ≥ η . Given arbitrary ǫ > 0 , part 1 and assumption 2.4(4) furnish δ > 0 and t > 0
such that X reaches the closed δ–neighbourhood of A at some t˜ ≤ t and, for some s0 > 0 ,
s1 > 0 , and a ∈ A , ΠXt˜,s0(a) ≥ 1 − ǫ and Πa,s1(Xt˜) ≥ 1 − ǫ . Let X˜ be a trajectory such
that X˜s = Xs , for s ≤ t˜ , X˜t˜+s0 = a , ΠXt˜(θt˜X˜) = ΠXt˜,s0(a) , X˜t˜+s0+s1+s = Xt˜+s , for s ≥ 0 ,
and Πa(θt˜+s0X˜) = Πa,s1(Xt˜) . (It is worthwhile keeping in mind that t˜ , s0 , s1 and a depend,
generally speaking, on x .) In words, X˜ agrees with X until t˜ , optimally gets from Xt˜ to a
in time s0 , optimally comes back to Xt˜ in time s1 and then retraces X with a shift in time.
By 2.3 and 2.4(2),
Πx(X˜) = Πx(π
−1
t˜
(πt˜X˜))ΠXt˜(θt˜X˜) = Πx(π
−1
t˜
(πt˜X))ΠXt˜(π
−1
s0 πs0(θt˜X˜))Πa(θt˜+s0X˜)
= Πx(π
−1
t˜
(πt˜X))ΠXt˜(π
−1
s0 πs0(θt˜X˜))Πa(π
−1
s1 πs1(θt˜+s0X˜))ΠX˜t˜+t˜0+s1
(θt˜+t˜0+s1X˜)
= Πx(π
−1
t˜
(πt˜X))ΠXt˜(π
−1
s0
πs0(θt˜X˜))Πa(π
−1
s1
πs1(θt˜+s0X˜))ΠXt˜(θt˜X)
= Πx(π
−1
t˜
(πt˜X))ΠXt˜,s0(a)Πa,s1(Xt˜)ΠXt˜(θt˜X) . (3.6)
Since ΠXt˜,s0(a) ≥ 1− ǫ and Πa,s1(Xt˜) ≥ 1− ǫ ,
Πx(X˜) ≥ (1− ǫ)2Πx(π−1t˜ (πt˜X))ΠXt˜(θt˜X) = (1− ǫ)2Πx(X) = (1− ǫ)2Πx,t(y) . (3.7)
Let Πˆx,t(y) denote the deviability for getting from x to y in time t with visiting A . By (3.7),
Πˆx,t+s0+s1(y) ≥ Πx(X˜) ≥ (1− ǫ)2Πx,t(y) , for all x ∈ K and y ∈ S . (3.8)
Since staying at a point of A ”costs nothing”, Πˆx,t(y) is a monotonically increasing function of
t . More precisely, let Xˆ0 = x , Xˆt = y , Xˆtˆ = aˆ ∈ A , for some tˆ ∈ [0, t] , and Πx(Xˆ) = Πˆx,t(y) .
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For u > 0 , we define Xˆu by πtˆXˆ
u = πtˆXˆ , Xˆ
u
s = aˆ , for s ∈ [tˆ, tˆ+ u] , and θtˆ+uXˆu = θtˆXˆ . In
analogy with (3.6), we have that
Πx(Xˆ
u) = Πx(π
−1
tˆ
(πtˆXˆ))ΠXˆtˆ(π
−1
u πu(θtˆXˆ
u))ΠXˆtˆ(θtˆ+uXˆ
u) = Πx(π
−1
tˆ
(πtˆXˆ))ΠXˆtˆ(θtˆXˆ)
= Πx(Xˆ) .
Therefore, Πˆx,t(y) = Πx(Xˆ) = Πx(Xˆ
u) ≤ Πˆx,t+u(y) . Hence, there exists limt→∞ Πˆx,t(y) . By
(3.8), limt Πˆx,t(y) ≥ (1 − ǫ)2 lim suptΠx,t(y) . On the other hand, Πˆx,t(y) ≤ Πx,t(y) so that
limtΠx,t(y) exists and equals limt Πˆx,t(y) .
We prove (3.4). Taking limits in (3.1) yields
Π(x, y) ≥ sup
z∈S
Π(x, z)Π(z, y) .
By (3.1) and (3.8), for arbitrary ǫ > 0 and compact K ′ , for certain s0(x) , s1(x) , s0(z) and
s1(z) , assuming s
′ and t′ are great enough,
Πx,s′+t′(y) ≤ 1
(1− ǫ)4 supz∈K ′ Πˆx,s′+s0(x)+s1(x)(z)Πˆz,t′+s0(z)+s1(z)(y) ∨ Πx,s
′(S \K ′) ∨ ǫ ,
where u ∨ v = max(u, v) . Letting s′ →∞ and t′ →∞ yields, by monotonicity and 2.5, for
suitable K ′ ,
Π(x, y) ≤ 1
(1− ǫ)4 supz∈K ′Π(x, z)Π(z, y) ∨ ǫ ,
which concludes the proof.
In order to prove that Π(x, y) is continuous, we note that, by 2.4(5) , given arbitrary
ǫ > 0 , there exists δ > 0 such that, if d(x, x′) < δ and d(y, y′) < δ , we have, for some t0 , t1 ,
t′0 and t
′
1 , that Πx′,t0(x) ≥ 1 − ǫ , Πx,t1(x′) ≥ 1 − ǫ , Πy′,t′0(y) ≥ 1 − ǫ and Πy,t′1(y′) ≥ 1 − ǫ .
Then Πx′,t+t0+t′1(y
′) ≥ Πx′,t0(x)Πx,t(y)Πy,t′1(y′) ≥ (1 − ǫ)2Πx,t(y) . Similarly, Πx,t+t1+t′0(y) ≥
Πx,t1(x
′)Πx′,t(y
′)Πy′,t′
0
(y) ≥ (1 − ǫ)2Πx′,t(y′) . Letting t → ∞ obtains the result. The upper
compactness follows by the tightness property in 2.5. As supy∈SΠx,t+s0+s1(y) = 1 , by (3.8)
and the monotonic convergence Πˆx,t+s0+s1(y) ↑ Π(x, y) , as t→∞ , supy∈SΠ(x, y) = 1 . That
ΦΠ(A
′, x) is continuous and upper compact in x follows from A being locally finite.
We now prove part 4. We may and will assume that Π(x, F ) > 0 . As F is closed and
Π(x, y) is upper compact in y , there exists x˜ ∈ F such that Π(x, x˜) = Π(x, F ) . Let Xˆ t ,
with Xˆ0 = x and Xˆ
t
t = x˜ , be such that Πx(Xˆ
t) = Πx,t(x˜) . (Since Πx,t(x˜) > 0 , for all t great
enough, the trajectory Xˆ t exists for all those t .) Let tˆ = inf{s : X ts ∈ F} and xˆt = Xˆ ttˆ .
Since Xˆ t is a continuous trajectory, xˆt ∈ ∂F . As Xˆ t is an optimal trajectory from x to x˜ ,
as in (3.3),
Πx,t(x˜) = Πx,tˆ(xˆ
t)Πxˆt,t−tˆ(x˜) . (3.9)
Let t → ∞ . Suppose that, along a subsequence, tˆ → ∞ and t − tˆ → ∞ . Since Πx,t(x˜)
is bounded away from 0 , for all t great enough, so is Πx,tˆ(xˆ
t) . By 2.5, xˆt is a relatively
compact set of points of S . Let xˆ represents a limit point of the set. Letting t→∞ , tˆ→∞
and t − tˆ → ∞ in (3.9) yields, by Lemma 3.1, Π(x, x˜) = Π(x, xˆ)Π(xˆ, x˜) . As xˆ ∈ F and
Π(x, x˜) ≥ Π(x, y) , for all y ∈ F , we have that Π(xˆ, x˜) = 1 and Π(x, xˆ) = Π(x, x˜) .
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Let us consider the case where, for some subsequence, tˆ→∞ and t− tˆ is bounded. Since
Π(x, F ) > 0 , we have that limt→∞Πx(Xˆ
t) > 0 , so, along a subsubsequence, Xˆ t → Xˆ and
t− tˆ→ t˘ . Hence, by 2.2, lim supΠxˆt(θt−tˆXˆ t) ≤ Πxˆ(θt˘Xˆ) ≤ Π˜(xˆ, x˜) . By (3.9) once again, on
noting that Πxˆt,t−tˆ(x˜) = Πxˆt(θt−tˆXˆ) , we have that Π(x, x˜) ≤ Π(x, xˆ)Π˜(xˆ, x˜) , which enables
us to obtain, in a similar fashion as before, that Π˜(xˆ, x˜) = 1 and that Π(x, xˆ) = Π(x, x˜) .
The case where, along a subsequence, tˆ is bounded and t− tˆ→∞ , is tackled similarly.
Remark 3.1. As the proof of part 4 shows, if Π(x, F ) > 0 , then ∂F 6= ∅ .
By (3.4), for arbitrary sets Γ and Γ′ ,
Π(Γ,Γ′) = sup
C⊂S
Π(Γ, C)Π(C,Γ′) . (3.10)
The following implication is noteworthy:
Π(Γ, C)Π(C,Γ′) ≤ Π(Γ,Γ′) . (3.11)
We also note that Π(x, y) ≤ Π˜(x, y) and that Π(x, a) = Π˜(x, a) , provided a ∈ A .
Lemma 3.2. The function Π(x) is continuous,
Π(x, y) = sup
a∈A
Π(x, a)Π(a, y) (3.12)
and
Π(x) = sup
a∈A
Π(a)Π(a, x) . (3.13)
In addition, Π(x,A) = 1 , for all x , and Π(A) = 1 .
Proof. We show that
Π(x) = sup
y∈S
Π(y)Π(y, x) . (3.14)
By P n being invariant, for a nonnegative bounded continuous function f ,
∫
S
f(x)n P n(dx) =
∫
S
∫
S
f(y)nP(Xnt ∈ dy|Xn0 = x)P n(dx) .
Since
(∫
S
f(y)nP(Xnt ∈ dy|Xn0 = xn)
)1/n → supy∈S f(y)Πx,t(y) provided xn → x and since
the P n LD converge to Π along a subsequence,
sup
x∈S
f(x) Π(x) = sup
x∈S
sup
y∈S
f(y) Πx,t(y)Π(x) . (3.15)
The supremum in supx∈SΠx,t(y)Π(x) may be taken over x from a compact set, so, it is an
upper semicontinuous function of y . By (3.15),
Π(y) = sup
x∈S
Πx,t(y)Π(x) ,
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which implies (3.14) in analogy with the proof of (3.4). By a similar argument as above, the
righthand side of (3.14) is an upper semicontinuous function of x . On the other hand, it is
a lower semicontinuous function of x because Π(x, y) is a continuous function of y . Hence,
Π(x) is continuous.
By (3.10), Π(x, y) ≥ Π(x, a)Π(a, y) , for all a ∈ A , so, when proving (3.12), we may
assume that Π(x, y) > 0 . By the proof of part 2 of Lemma 3.1, given ǫ > 0 , for all t great
enough Πx,t(y) ≤ Πˆx,t(y)/(1− ǫ) , where Πˆx,t(y) is the deviability to get from x to y in time
t with visiting A . We may also assume that Πx,t(y) ≥ (1 − ǫ)Π(x, y) . Let Xˆ be such that
Xˆ0 = x , Xˆt = y , Xˆtˆ = aˆ , where aˆ ∈ A , tˆ ∈ [0, t] , and Πx(Xˆ) ≥ (1 − ǫ)2Πx,t(y) . We have
that Πx,tˆ(aˆ) ≥ Πx(π−1tˆ πtˆ(Xˆ)) and Πaˆ,t−tˆ(y) ≥ Πaˆ(θtˆXˆ) so that
Πx,tˆ(aˆ)Πaˆ,t−tˆ(y) ≥ Πx(π−1tˆ πtˆ(Xˆ))Πaˆ(θtˆXˆ) = Πx(Xˆ) ≥ (1− ǫ)3Π(x, y) .
As follows from the proof of part 2 of Lemma 3.1, Π(x, aˆ) ≥ Πx,tˆ(aˆ) and Π(aˆ, y) ≥ Πaˆ,t−tˆ(y)
so that Π(x, aˆ)Π(aˆ, y) ≥ (1− ǫ)3Π(x, y) .
For (3.13), note that, by (3.14) and (3.12),
Π(x) = sup
y∈S
Π(y)Π(y, x) = sup
y∈S
Π(y) sup
a∈A
(Π(y, a)Π(a, x))
= sup
a∈A
sup
y∈S
(Π(y)Π(y, a))Π(a, x) = sup
a∈A
Π(a)Π(a, x) .
By (3.12) and part 3 of Lemma 3.1, 1 = supy∈SΠ(x, y) = supa∈AΠ(x, a) , so, Π(x,A) = 1 .
The argument for Π(A) = 1 is analogous.
Remark 3.2. One can prove that if given a ∈ A , x 6= a , we have that Πa,t(x) < 1 , for
arbitrary t > 0 , then Π(a, x) < 1 .
Remark 3.3. If Π(x) ≥ ǫ > 0 , then the sup in (3.13) may be taken over a finite collection of
a which depends on ǫ only. It follows by the fact that the collection of a with Π(a) ≥ ǫ is
finite. As a consequence, the supremum is attained at some a . It is similar with Π(A) = 1
and Π(x,A) = 1 .
Remark 3.4. By 2.4(3), for a, a′ ∈ A , Π(a, a′) > 0 , whence Π(a) > 0 , for all a ∈ A .
Remark 3.5. Π(x, y) and Π(x) being continuous imply that
ΦΠ(Γ,Γ
′) = ΦΠ(Γ, cl Γ
′) = ΦΠ(cl Γ,Γ
′) = ΦΠ(cl Γ, cl Γ
′) .
Theorem 3.1 (Max–balance I). Let Γ represent a Borel subset of S . Then,
ΦΠ(int Γ, int Γ
c) ≤ ΦΠ(cl Γc, cl Γ) . (3.16)
Proof. By (1.1),
P n(Γ) =
∫
S
P(Xnt ∈ Γ|Xn0 = x)P n(dx) .
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It follows that∫
Γ
(
P(Xnt ∈ Γ|Xn0 = x) +P(Xnt ∈ Γc|Xn0 = x)
)
P n(dx)
=
∫
Γ
P(Xnt ∈ Γ|Xn0 = x)P n(dx) +
∫
Γc
P(Xnt ∈ Γ|Xn0 = x)P n(dx) ,
so, on cancelling like terms,∫
Γ
P(Xnt ∈ Γc|Xn0 = x)P n(dx) =
∫
Γc
P(Xnt ∈ Γ|Xn0 = x)P n(dx) . (3.17)
By 2.1, if xn → x , then
lim inf
n→∞
P(Xnt ∈ Γc|Xn0 = xn)1/n ≥ sup
y∈int Γc
Πx,t(y)
and
lim sup
n→∞
P(Xnt ∈ Γ|Xn0 = xn)1/n ≤ sup
y∈cl Γ
Πx,t(y) .
By the LD convergence of the P n to Π along subsequence n′ ,
lim inf
n′→∞
(∫
Γ
P(Xn
′
t ∈ Γc|Xn
′
0 = x)P
n′(dx)
)1/n′
≥ sup
x∈int Γ
sup
y∈int Γc
Πx,t(y) Π(x)
and
lim sup
n′→∞
(∫
Γc
P(Xn
′
t ∈ Γ|Xn
′
0 = x)P
n′(dx)
)1/n′
≤ sup
x∈cl Γc
sup
y∈cl Γ
Πx,t(y) Π(x) .
Hence, by (3.17),
sup
x∈int Γ
sup
y∈int Γc
Πx,t(y) Π(x) ≤ sup
x∈cl Γc
sup
y∈cl Γ
Πx,t(y) Π(x) .
Letting t→∞ yields (3.16), as in the proof of part 2 of Lemma 3.1.
Let {A′, A′′} be a nontrivial partition of A , i.e., A′ ∪ A′′ = A , A′ ∩ A′′ = ∅ , A′ 6= ∅ and
A′′ 6= ∅ . As above, we let ∂ stand for the boundary of a set.
Lemma 3.3. Let Γ represent a subset of S such that A′ ⊂ int Γ , A′′ ⊂ int Γc and
Π(a, int Γ) = Π(a, cl Γ) , for all a ∈ A′′ that satisfy Π(a) ≥ ΦΠ(A′′, int Γ) .
If
ΦΠ(A
′′, int Γ) > ΦΠ(A
′, cl Γc) , (3.18)
then there exist xˆ ∈ ∂Γ , a˜ ∈ A′′ and aˆ ∈ A′′ such that Π(xˆ, a˜) = 1 , Π(aˆ, xˆ) = Π(aˆ, cl Γ)
and Π(xˆ) = Π(aˆ)Π(aˆ, xˆ) = ΦΠ(A
′′, int Γ) = ΦΠ(int Γ
c, int Γ) = ΦΠ(cl Γ, cl Γ
c) . Also, Π(xˆ) =
Π(∂Γ) .
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Proof. We apply Theorem 3.1. Since cl Γc ⊃ A′′ and cl Γ ⊃ A′ , with the use of Lemma 3.2
and on recalling that Π(a, a) = 1 , for a ∈ A , as well as (3.11), we can write the max–flux
cl Γ→ cl Γc as follows,
ΦΠ(cl Γ, cl Γ
c) = sup
x∈cl Γ
Π(x)Π(x, cl Γc) = sup
x∈cl Γ
Π(x) sup
a∈A
Π(x, a)Π(a, cl Γc)
= sup
x∈cl Γ
(
sup
a∈A
Π(a)Π(a, x)
)(
sup
a∈A′
Π(x, a)Π(a, cl Γc) ∨ sup
a∈A′′
Π(x, a)
)
= sup
a∈A
Π(a)
(
sup
a′∈A′
sup
x∈cl Γ
Π(a, x)Π(x, a′)Π(a′, cl Γc) ∨ sup
a′′∈A′′
sup
x∈cl Γ
Π(a, x)Π(x, a′′)
)
= sup
a∈A′
Π(a) sup
a′∈A′
sup
x∈cl Γ
Π(a, x)Π(x, a′)Π(a′, cl Γc) ∨ sup
a∈A′
Π(a) sup
a′′∈A′′
sup
x∈cl Γ
Π(a, x)Π(x, a′′)
∨ sup
a∈A′′
Π(a) sup
a′∈A′
sup
x∈cl Γ
Π(a, x)Π(x, a′)Π(a′, cl Γc) ∨ sup
a∈A′′
Π(a) sup
a′′∈A′′
sup
x∈cl Γ
Π(a, x)Π(x, a′′)
= sup
a∈A′
Π(a)Π(a, cl Γc) ∨ sup
a∈A′
Π(a)Π(a, A′′) ∨ sup
a∈A′′
Π(a) sup
a′∈A′
Π(a, a′)Π(a′, cl Γc)
∨ sup
a∈A′′
Π(a) sup
a′′∈A′′
sup
x∈cl Γ
Π(a, x)Π(x, a′′) = ΦΠ(A
′, cl Γc)
∨ sup
a∈A′′
Π(a)
(
sup
a′∈A′
Π(a, a′)Π(a′, cl Γc) ∨ sup
x∈cl Γ
Π(a, x)Π(x,A′′)
)
.
Let us note that
sup
a∈A′′
Π(a) sup
a′∈A′
Π(a, a′)Π(a′, cl Γc) ≤ sup
a′∈A′
Π(a′)Π(a′, cl Γc) = ΦΠ(A
′, cl Γc) ,
which yields
ΦΠ(cl Γ, cl Γ
c) = ΦΠ(A
′, cl Γc) ∨ sup
x∈cl Γ
ΦΠ(A
′′, x)Π(x,A′′) . (3.19)
Similarly, owing to the conditions that A′ ⊂ int Γ and A′′ ⊂ int Γc , the max–flux from int Γc
to int Γ is written as follows.
ΦΠ(int Γ
c, int Γ) = ΦΠ(A
′′, int Γ) ∨ sup
x∈int Γc
ΦΠ(A
′, x)Π(x,A′) .
Since ΦΠ(A
′, int Γc) < ΦΠ(A
′′, int Γ) , we have that ΦΠ(int Γ
c, int Γ) = ΦΠ(A
′′, int Γ) . By
max–balance I (Theorem 3.1), ΦΠ(cl Γ, cl Γ
c) ≥ ΦΠ(int Γc, int Γ) , so, by (3.18) and (3.19),
sup
a∈A′′
Π(a) sup
x∈cl Γ
Π(a, x)Π(x,A′′) ≥ ΦΠ(A′′, int Γ) . (3.20)
By (3.18), the righthand side is positive. Hence, the a on the lefthand side can be assumed
to belong to a compact set. Since A is locally finite, the supremum can actually be taken
over a finite set of a , so, it is attained at some aˆ . By (3.20), Π(aˆ)Π(aˆ, cl Γ) ≥ ΦΠ(A′′, int Γ) ,
so, by hypotheses, Π(aˆ, int Γ) = Π(aˆ, cl Γ) . Therefore, by using (3.20) once again,
sup
x∈cl Γ
Π(aˆ, x)Π(x,A′′) ≥ Π(aˆ, cl Γ) . (3.21)
By cl Γ being closed, there exists x˜ ∈ cl Γ such that Π(aˆ, x˜) = Π(aˆ, cl Γ) . Furthermore, by
Π(aˆ, cl Γ) being positive, (3.21) implies that x˜ can be chosen such that Π(x˜, A′′) = 1 . By A
12
being locally finite, there exists a˜ ∈ A′′ with Π(x˜, a˜) = 1 . We also have that equality holds
in (3.20), so,
ΦΠ(cl Γ, cl Γ
c) = ΦΠ(int Γ
c, int Γ) = Π(aˆ)Π(aˆ, cl Γ) = Π(aˆ)Π(aˆ, int Γ) = Π(aˆ)Π(aˆ, x˜) . (3.22)
By part 4 of Lemma 3.1, there exists xˆ ∈ ∂Γ such that Π˜(xˆ, x˜) = 1 and Π(aˆ, xˆ) = Π(aˆ, x˜) .
Therefore, Π(xˆ, a˜) = Π˜(xˆ, a˜) ≥ Π˜(xˆ, x˜)Π˜(x˜, a˜) = Π˜(x˜, a˜) = Π(x˜, a˜) , so, Π(xˆ, a˜) = 1 .
To conclude, note that (3.22) yields Π(xˆ) = ΦΠ(A, xˆ) = Π(aˆ)Π(aˆ, xˆ) . If x ∈ ∂Γ , then
ΦΠ(cl Γ, cl Γ
c) ≥ Π(x) , which implies that Π(x) ≤ Π(xˆ) .
Remark 3.6. If ΦΠ(A
′′, int Γ) = ΦΠ(A
′, cl Γc) , then both expressions equal ΦΠ(cl Γ, cl Γ
c) =
ΦΠ(int Γ
c, int Γ) .
Let
F = {x : ΦΠ(A′, x) ≥ ΦΠ(A′′, x)} (3.23)
and
A˜′′ = {a′′ ∈ A′′ : Π(a′′) > Π(a′)Π(a′, a′′) for all a′ ∈ A′} .
As Π(x) and Π(x, y) are continuous, F is a closed set which agrees with the closure of its
interior. One can see that F c 6= ∅ if and only if A˜′′ 6= ∅ .
Lemma 3.4. 1. Suppose that A˜′′ 6= ∅ . Then, there exist xˆ ∈ ∂F , a˜ ∈ A˜′′ and aˆ ∈ A˜′′
such that Π(xˆ, a˜) = 1 , Π(aˆ, xˆ) = Π(aˆ, F ) and ΦΠ(F, F
c) = ΦΠ(A
′, F c) = ΦΠ(A
′, xˆ) =
ΦΠ(F
c, F ) = ΦΠ(A
′′, F ) = ΦΠ(A
′′, xˆ) = Π(aˆ)Π(aˆ, xˆ) = Π(xˆ) .
2. If A˜′′ = ∅ , then ΦΠ(A′′, A′) = ΦΠ(A′, A′′) = Π(A′′) .
Proof. Let
A˘′ = A′ ∪ (A′′ \ A˜′′) .
Then,
Π(a′′) > Π(a′)Π(a′, a′′) for all a′′ ∈ A˜′′ , a′ ∈ A˘′ . (3.24)
Since
ΦΠ(A
′′ \ A˜′′, x) ≤ ΦΠ(A′, x) , (3.25)
for all x , we have that
F = {x : ΦΠ(A˘′, x) ≥ ΦΠ(A˜′′, x)} .
By (3.13), A˘′ ⊂ F . By (3.24), A˜′′ ⊂ F c .
Let us show that F ∩ cl A˜′′ = ∅ . Suppose the opposite. Then, there exists sequence
a′′k ∈ A˜′′ that converges to x ∈ F , as k → ∞ . Since the a′′k form a relative compact, they
all must agree with x , for k great enough, by the local finiteness of A . Hence, x ∈ A˜′′ , so,
ΦΠ(A˘
′, x) < ΦΠ(A˜
′′, x) , which means that x /∈ F .
Let Γ and Γ′ be disjoint open neighbourhoods of F and A˜′′ , respectively. We have that
A˘′ ⊂ F ⊂ Γ = int Γ and A˜′′ ⊂ Γ′ ⊂ int Γc . Owing to Π(x, y) being continuous and Γ being
open, Π(a, int Γ) = Π(a,Γ) = Π(a, cl Γ) , for all a ∈ A˜′′ . Also, with the use of Lemma 3.1 ,
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ΦΠ(A˜
′′,Γ) = ΦΠ(A˜
′′, ∂Γ) > ΦΠ(A˘
′, ∂Γ) = ΦΠ(A˘
′,Γc) , where the inequality holds because
∂Γ ⊂ F c . Thus, the set Γ satisfies the hypotheses of Lemma 3.3, with A˘′ as A′ and A˜′′ as
A′′ .
Thanks to Lemma 3.3, there exist xˆΓ ∈ ∂Γ and aˆΓ ∈ A˜′′ such that Π(xˆΓ, A˜′′) = 1 ,
Π(aˆΓ, xˆΓ) = Π(aˆΓ,Γ) and
Π(xˆΓ) = Π(aˆΓ)Π(aˆΓ, xˆΓ) = ΦΠ(cl Γ,Γ
c) = ΦΠ(int Γ
c,Γ) = ΦΠ(A˜
′′,Γ)
≥ ΦΠ(A˜′′, A˘′) > 0 , (3.26)
the latter inequality using that A˘′ 6= ∅ , that A˜′′ 6= ∅ and Remark 3.4. The sets Γ form a
directed set by inclusion. Accordingly, Γ , xˆΓ , aˆΓ are nets. We look at their limits. The last
inequality in (3.26) implies that the net aˆΓ contains only finitely many different points, so,
we may assume that there exists aˆ ∈ A˜′′ such that Π(aˆ, xˆΓ) = Π(aˆ,Γ) and (3.26) holds with
aˆ substituted for aˆΓ . Also, the Π(xˆΓ) are bounded away from zero, which implies that the xˆΓ
belong to a compact set, so, we may assume that xˆΓ → xˆ ∈ ∂F and Π(aˆ, xˆΓ)→ Π(aˆ, xˆ) . By
Π(x) and Π(x, y) being continuous and by the convergence cl Γ ↓ F , Π(xˆ, A˜′′) = 1 , Π(aˆ, xˆ) =
Π(aˆ, F ) and Π(aˆ)Π(aˆ, xˆ) = ΦΠ(A˜
′′, F ) . Since ΦΠ(int Γ
c,Γ) ≥ ΦΠ(int Γc, F ) ↑ ΦΠ(F c, F )
and ΦΠ(int Γ
c,Γ) ≤ ΦΠ(F c,Γ) = ΦΠ(F c, cl Γ) ↓ ΦΠ(F c, F ), ΦΠ(int Γc,Γ) → ΦΠ(F c, F ) =
Π(aˆ)Π(aˆ, xˆ) . Since ΦΠ(A˜
′′,Γ) = ΦΠ(A˜
′′, cl Γ) ↓ ΦΠ(A˜′′, F ) , ΦΠ(A˜′′, F ) = ΦΠ(F c, F ) . Simi-
larly, ΦΠ(cl Γ,Γ
c) ≥ ΦΠ(F, (cl Γ)c) ↑ ΦΠ(F, F c) and ΦΠ(cl Γ,Γc) ≤ ΦΠ(cl Γ, F c) ↓ ΦΠ(F, F c) ,
so, ΦΠ(cl Γ,Γ
c)→ ΦΠ(F, F c) = Π(aˆ)Π(aˆ, xˆ) . Since xˆ ∈ ∂F , ΦΠ(A˘′, xˆ) = ΦΠ(A˜′′, xˆ) . Hence,
Π(xˆ) = ΦΠ(A, xˆ) = Π(aˆ)Π(aˆ, xˆ) . To conclude the proof of part 1, we recall (3.25).
Let us consider the case that A˜′′ = ∅ . It follows that Π(a′′) = supa′∈A′ Π(a′)Π(a′, a′′) , for
all a′′ ∈ A′′ , so, Π(A′′) = supa′∈A′ Π(a′)Π(a′, A′′) = ΦΠ(A′, A′′) . Suppose that A˜′ 6= ∅ ,
where A˜′ = {a′ ∈ A′ : Π(a′) > Π(a′′)Π(a′′, a′) , for all a′′ ∈ A′′} . Then, in analogy
to part 1, with roles of A′′ and A′ switched and F˜ = {x : ΦΠ(A′′, x) ≥ ΦΠ(A′, x)} ,
for some x˜ ∈ ∂F˜ such that Π(x˜, A′) = 1 , ΦΠ(A′′, x˜) = ΦΠ(A′′, F˜ c) = ΦΠ(A′, F˜ ) . Since
ΦΠ(A
′′, F˜ c) ≤ Π(A′′) and ΦΠ(A′, F˜ ) ≥ ΦΠ(A′, A′′) = Π(A′′) (note that A′′ ⊂ F˜ ), we obtain
that ΦΠ(A
′′, x˜) = ΦΠ(A
′, x˜) = Π(A′′) . Since ΦΠ(A
′′, x˜) = supa′′∈A′′ Π(a
′′)Π(a′′, x˜)Π(x˜, A′) ≤
supa′′∈A′′ Π(a
′′)Π(a′′, A′) = ΦΠ(A
′′, A′) , ΦΠ(A
′′, A′) = Π(A′′) .
Finally, if A˜′′ = ∅ and A˜′ = ∅ , then it is elementary that ΦΠ(A′, A′′) = ΦΠ(A′′, A′) =
Π(A′′) = Π(A′) .
Remark 3.7. The proof implies that when A˜′′ = ∅ , Π(A′′, x˜) = 1 so that Π(A′′, A′) = 1 .
Remark 3.8. One can prove that if given a ∈ A , x 6= a , we have that Πa,t(x) < 1 , for
arbitrary t > 0 , then Π(a, y) < 1 , for all y 6= a . It is seen to imply that A˜′′ 6= ∅ (and
A˜′ 6= ∅).
The next theorem shows that the max–fluxes between A′ and A′′ balance, which condition
uniquely specifies the Π(a) , a ∈ A .
Theorem 3.2 (Max–balance II). The max–balance in (2.3) holds. Those equations along
with the normalisation condition that Π(A) = 1 uniquely specify Π(a), a ∈ A .
Proof. Let us suppose that A˜′′ 6= ∅ and A˜′ 6= ∅ . Let F be as in (3.23). By Lemma 3.4, it
suffices to prove that
ΦΠ(F, F
c) = ΦΠ(A
′, A′′) (3.27a)
14
and that
ΦΠ(F
c, F ) = ΦΠ(A
′′, A′) . (3.27b)
Since A˜′′ 6= ∅ , by part 1 of Lemma 3.4, using the notation of Lemma 3.4,
ΦΠ(F, F
c) = ΦΠ(A
′, xˆ) = sup
a∈A′
Π(a)Π(a, xˆ)Π(xˆ, a˜) ≤ sup
a∈A′
Π(a)Π(a, a˜) ≤ ΦΠ(A′, A˜′′) .
On the other hand, as A′ ⊂ F and A˜′′ ⊂ F c , ΦΠ(A′, A˜′′) ≤ ΦΠ(F, F c) . Relation (3.27a) has
been proved, (3.27b) is proved similarly by switching the roles of A′′ and A′ and using that
A˜′ 6= ∅ . The case that A˜′′ = ∅ follows from part 2 of Lemma 3.4 . The case that A˜′ = ∅ is
dealt with analogously.
In order to prove the uniqueness of the restriction of Π to A , let us suppose that, for
some deviability Π′ , the analogue of (2.3) holds too. Let A′ = {a ∈ A : Π(a) > Π′(a)} and
suppose that A′ 6= ∅ . We have that A′′ = A \ A′ 6= ∅ because Π′(A) = 1 . Since Π′(a) is
small provided a is outside of a certain compact and A is locally finite, supa∈A′ Π
′(a)Π(a, A′′)
can be taken over a finite set, so, it is attained. Hence, ΦΠ(A
′, A′′) > ΦΠ′(A
′, A′′) . By the
fact that Π′(a) ≥ Π(a) on A′′ and max–balance, ΦΠ′(A′′, A′) ≥ ΦΠ(A′′, A′) = ΦΠ(A′, A′′) , so,
ΦΠ(A
′, A′′) > ΦΠ(A
′, A′′) . The contradiction proves that A′ = ∅ .
Remark 3.9. The uniqueness proof draws on the proof of Theorem 1 in Schneider and Schnei-
der [13].
Theorem 2.1 follows from Theorem 3.2 and (3.13) of Lemma 3.2.
The solution to equations (2.3) is provided in Freidlin and Wentzell [1]. Given a ∈ A , let
GA(a) denote the set of directed graphs that are in-trees with root a on the vertex set A .
Thus, for every a′ ∈ A , there is a unique directed path from a′ to a in GA(a) . For g ∈ GA(a) ,
we let E(g) denote the set of edges of g . Each edge e = (a′, a′′) ∈ E(g) is assigned the weight
v(e) = Π(a′, a′′) . We let w(g) =
∏
e∈E(g) v(e) . (If the set E(g) is uncountable, the latter
product is defined as the infimum of finite products.)
Lemma 3.5. For a ∈ A ,
Π(a) =
supg∈GA(a) w(g)
supa′∈A supg∈GA(a′) w(g)
.
Proof. Let {A′, A′′} be a partition of A . For (2.3), it suffices to prove that
sup
a′∈A′
sup
a′′∈A′′
sup
g∈GA(a′)
w(g)Π(a′, a′′) = sup
a′∈A′
sup
a′′∈A′′
sup
g∈GA(a′′)
w(g)Π(a′′, a′) . (3.28)
Let g′ ∈ GA(a′) . Let (a′′′, aiv) be an edge on the path from a′′ ∈ A′′ to a′ ∈ A′ in g
such that a′′′ ∈ A′′ and aiv ∈ A′ . Let g′′ represent the graph that is obtained from g
by inserting the edge (a′, a′′) and deleting the edge (a′′′, aiv) . We have that g′′ ∈ GA(a′′′)
and w(g′)Π(a′, a′′) = w(g′′)Π(a′′′, aiv) . Thus, each product on the lefthand side of (3.28) is
present on the righthand side.
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4 Diffusions with jumps
In this section, we establish an LDP for the stationary distributions of jump diffusions. Let
us assume that Xn = (Xnt , t ≥ 0) is a semimartingale on a stochastic basis (Ω,F ,Fn =
(Fnt )t≥0,P) that is a weak solution to the equation
Xnt = x
n+
t∫
0
b(Xns )ds+
1√
n
t∫
0
σ(Xns )dW
n
s +
1
n
t∫
0
∫
G
f(Xns−, u)
(
µn(ds, du)−ndsν(du)), (4.1)
where xn ∈ Rd, b(y) is an Rd–valued Borel measurable function, σ(y) is an Rd×m–valued Borel
measurable function, W nt is an R
m–valued standard Wiener process, (G,G) is a measurable
space, f(y, u) is an Rd–valued Borel measurable function, µn(ds, du) is a Poisson random
measure on R+×G with compensator n ds ν(du) , ν being a σ–finite measure on (G,G) , for
the definitions, see, e.g., Gihman and Skorohod [2], Ikeda and Watanabe [3].
We assume the following conditions:
1. there exists C > 0 such that |b(y)|2 + ‖σ(y)‖2 + ∫
G
|f(y, u)|2 ν(du) ≤ C(1 + |y|2) ,
2. the functions b(y) and σ(y) are continuous and
∫
G
|f(y′, u)− f(y, u)|2 ν(du)→ 0 when
y′ → y .
Under those hypotheses, (4.1) has a weak solution, see Theorem 1 on p.357 in Gihman
and Skorohod [2]. For uniqueness, one may require, in addition, that either b(y) , σ(y) ,
and f(y, u) be bounded and that σ(y)σ(y)∗ be positive definite or that the coefficients sat-
isfy local Lipschitz continuity conditions, see Gihman and Skorohod [2], Ikeda and Watan-
abe [3, Chapter 4], Jacod and Shiryaev [4, Chapter III] and references therein, ∗ denot-
ing transpose. We do not require weak uniqueness. Nevertheless, a certain nondegen-
eracy condition is needed for other purposes. Specifically, we assume that the matrix
σ(y)σ(y)∗ +
∫
G
f(y, u)f(y, u)∗ ν(du) is positive definite, for all y .
For a trajectorial LDP to hold, we require that there exists an R+–valued Borel function
h(u) such that ∫
G
(eρh(u) − 1− ρh(u)) ν(du) <∞ ,
for all ρ ≥ 0 , and
|f(y, u)| ≤ h(u)(1 + |y|) . (4.2)
Assuming that xn → x and certain regularity conditions hold, by Theorem 5.4.3 on p.419 in
Puhalskii [9], the sequence Xn obeys an LDP in D(R+,R
d) with deviation function
Ix(X) =
∞∫
0
sup
λ∈Rd
(λ·(X˙t−b(Xt))−1
2
|σ(Xt)∗λ|2−
∫
G
(
eλ·f(Xt,u)−1−λ·f(Xt, u)
)
ν(du)) dt , (4.3)
provided X = (Xt , t ≥ 0) is absolutely continuous and X0 = x and Ix(X) =∞ , otherwise.(
As a regularity condition, one may require that
ν(u : ei · f(y, u) > 0) > 0 , ν(u : ei · f(y, u) < 0) > 0 for all x ∈ Rd , i ∈ {1, 2, . . . , d} ,
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where ei denotes the ith vector of the standard basis in R
d .) In some more detail, the
LDP follows from Theorem 5.4.3 on p.419 in Puhalskii [9] by observing that the predictable
characteristics of Xn without truncation, as defined, e.g., on p.292 in Puhalskii [9], are of
the form
Bnt =
t∫
0
b(Xns ) ds ,
Cnt =
1
n
t∫
0
σ(Xns )σ(X
n
s )
∗ ds ,
νn((0, t],Γ) = n
t∫
0
∫
G
1Γ\{0}
(f(Xns , u)
n
)
ν(du) ds ,
where Γ ∈ B(Rd) , so that the local characteristics as on p.415 in Puhalskii [9] are given by
bns (y) = b(y) , c
n
s (y) = σ(y)σ(y)
∗ , νns (Γ, y) =
∫
G
1Γ\{0}(f(y, u))ν(du) .
By a standard argument, the function Ix(X) is lower semicontinuous inX . Since Ix(X) =
∞ unless X0 = x , Ix(X) is lower semicontinuous in (x,X) . One can see that if Ix(X) is
bounded above on a set of (x,X), then the functions X are locally equicontinuous uniformly
in x . It follows that the set ∪x∈K{X : Ix(X) ≤ γ} is compact in C(R+,Rd) for any compact
K ⊂ Rd and any γ ≥ 0 . One checks that Ix(X) = 0 if and only if X0 = x and
X˙t = b(Xt) . (4.4)
We assume that there exists a locally finite collection A of equilibria of (4.4) which has a
nonempty intersection with the ω–limit set of any x ∈ S .
Furthermore, we assume thatXn admits invariant measure πn . The latter property holds
under various sets of hypotheses, see, e.g., Masuda [6, 7], Qiao [12], Xie and Zhang [14]. A
drift condition is usually required. We assume the following strong drift condition:
y · b(y) + ‖σ(y)σ(y)∗‖+
∫
G
|f(y, u)|2e4h(u) ν(du) ≤ −κ(1 + |y|2) , (4.5)
for some κ > 0 .
Let us check assumptions 2.1 – 2.4 with Πx(X) = e
−Ix(X) . We have already verified
assumptions 2.1 and 2.2. Let us check 2.3. By (4.3),
inf
X′∈pi−1s (pisX)
Ix(X
′) =
s∫
0
sup
λ∈Rd
(λ·(X˙t−b(Xt))−1
2
|σ(Xt)∗λ|2−
∫
G
(
eλ·f(Xt,u)−1−λ·f(Xt, u)
)
ν(du))dt
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so that (2.1) holds. In 2.4, only conditions (4) and (5) are not evident. Given x, x′ ∈ Rd ,
let Xt = x+ t(x
′ − x)/|x′ − x| . We have that X0 = x , X|x′−x| = x′ and
|x′−x|∫
0
sup
λ∈Rd
(λ · (X˙t − b(Xt))− 1
2
|σ(Xt)∗λ|2 −
∫
Rl
(
eλ·f(Xt,u) − 1− λ · f(Xt, u)
)
ν(du)) dt
≤
|x′−x|∫
0
sup
λ∈Rd
(λ · (X˙t − b(Xt))− 1
2
|σ(Xt)∗λ|2 − 1
2
∫
Rl
|λ · f(Xt, u)|2ν(du)) dt
≤ Λ(1 + sup
y∈[x,x′]
|b(y)|)|x′ − x| ,
where Λ is such that λ ·(X˙t−b(Xt))−|σ(Xt)∗λ|2/2−
∫
G
(
eλ·f(Xt,u)−1−λ ·f(Xt, u)
)
ν(du)) ≤ 0
when |λ| ≥ Λ . The existence of Λ is a consequence of σ(y)σ(y)∗ + ∫
G
f(y, u)f(y, u)∗ ν(du)
being positive definite and continuous. It follows that, given ǫ > 0 , there exist δ > 0 and
t > 0 such that Πx,t(x
′) > 1−ǫ and Πx′,t(x) > 1−ǫ , provided |x′−x| < δ . That proves parts
(4) and (5) in 2.4. We precede the check of 2.5 with a proof of the exponential tightness of
the πn .
Lemma 4.1. The sequence πn is exponentially tight of order n .
Proof. Let us prove that
lim
L→∞
lim sup
n→∞
lim sup
t→∞
P(|Xnt | > L)1/n = 0 . (4.6)
Let
Mnt =
1√
n
t∫
0
σ(Xns )dW
n
s +
1
n
t∫
0
∫
G
f(Xns−, u)
(
µn(ds, du)− n ds ν(du)) .
It is a locally square integrable martingale with Cnt as the predictable quadratic variation
process of the continuous part. As in Liptser and Pukhalskii [5], we look at |Xnt |2n . By Itoˆ’s
lemma, see, e.g., p.57 in Jacod and Shiryaev [4], with tr standing for the trace of a matrix,
|Xnt |2n = |xn|2n + 2n
t∫
0
|Xns |2(n−1)Xns · b(Xns ) ds+ 2n
t∫
0
|Xns−|2(n−1)Xns− · dMns
+ n
t∫
0
tr
(
2(n− 1)(|Xns |2(n−2)XnsXns ∗ + |Xns |2(n−1))σ(Xns )σ(Xns )∗
)
ds
+
t∫
0
∫
G
(|Xns− + f(X
n
s−, u)
n
|2n − |Xns−|2n − 2n|Xns−|2(n−1)Xns− ·
f(Xns−, u)
n
)
µn(ds, du) .
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By Taylor’s formula,
|Xns− +
f(Xns−, u)
n
|2n − |Xns−|2n − 2n|Xns−|2(n−1)Xns− ·
f(Xns−, u)
n
=
1∫
0
(1− t)(4(n− 1)
n
|Xns− + t
f(Xns−, u)
n
|2(n−2)|(Xns− + t
f(Xns−, u)
n
) · f(Xns−, u)|2
+
2
n
|Xns− + t
f(Xns−, u)
n
|2n−2|f(Xns−, u)|2
)
dt ≤ 2(|Xns−|+
|f(Xns−, u)|
n
)2(n−1)|f(Xns−, u)|2
≤ 2(|Xns−| ∨ 1)2(n−1)e2|f(X
n
s−,u)|/(|X
n
s−|∨1)|f(Xns−, u)|2 .
By the linear growth condition (4.2), |f(Xns−, u)|/(|Xns−| ∨ 1) ≤ 2h(u) . It follows that, with
Ft ≺ Gt meaning that Gt − Ft is a nondecreasing function,
|Xnt |2n ≺ |xn|2n + 2n
t∫
0
|Xns |2(n−1)Xns · b(Xns ) ds+ 2n
t∫
0
|Xns−|2(n−1)Xns− · dMns
+
t∫
0
(
2(n− 1)|Xns |2(n−2)|σ(Xns )∗Xns |2 + |Xns |2(n−1)tr(σ(Xns )σ(Xns )∗)
)
ds
+ 2
t∫
0
∫
G
(|Xns−| ∨ 1)2(n−1)|f(Xns−, u)|2e2h(u)µn(ds, du) .
Hence,
|Xnt |2n ≺ |xn|2n + 2n
t∫
0
|Xns |2(n−1)Xns · b(Xns ) ds+
t∫
0
(
2(n− 1)|Xns |2(n−2)|σ(Xns )∗Xns |2
+|Xns |2(n−1)tr(σ(Xns )σ(Xns )∗)
)
ds+2n
t∫
0
∫
G
(|Xns−|∨1)2(n−1)|f(Xns−, u)|2e4h(u)ν(du) ds+Mnt ,
where M
n
t is a local martingale. By (4.5), for some C1 > 0 , C2 > 0 and R > 0 ,
|Xnt |2n ≺ |xn|2n + nC1R2nt− nC2
t∫
0
|Xns |2n ds+M
n
t .
Let τnk , k = 1, 2, . . . , represent a localising sequence for M
n
. We have that
|Xnt∧τn
k
|2n ≺ |xn|2n + nC1R2n(t ∧ τnk )− nC2
t∧τn
k∫
0
|Xns |2n ds+Mnt∧τn
k
,
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so,
E|Xnt∧τn
k
|2n ≺ |xn|2n + nC1R2nE(t ∧ τnk )− nC2E
t∧τn
k∫
0
|Xns |2n ds .
On letting k →∞ ,
E|Xnt |2n ≺ |xn|2n + nC1R2nt− nC2
t∫
0
E|Xns |2n ds .
Hence,
E|Xnt |2n ≤ e−nC2t(xn)2n +R2n
C1
C2
so that
lim sup
n→∞
lim sup
t→∞
(E|Xnt |2n)1/n ≤ R2 , (4.7)
implying (4.6).
By (4.6) and exponential Markov’s inequality,
lim
L→∞
lim sup
n→∞
πn(x ∈ Rd : |x| > L)1/n = 0 ,
so, the sequence πn is exponentially tight of order n .
The tightness of Πx,t required in 2.5 follows from (4.7): ”by Fatou” and the distributions
of the Xnt LD converging to Πx,t ,
lim inf
n→∞
sup
x∈K
lim sup
t→∞
(
E|Xnt |2n
)1/n ≥ sup
x∈K
lim sup
t→∞
sup
y∈Rd
|y|2Πx,t(y) ,
so, we obtain from (4.7) that
lim
L→∞
sup
x∈K
lim sup
t→∞
Πx,t(|y| > L) ≤ lim
L→∞
sup
x∈K
lim sup
t→∞
L−2 sup
y∈Rd
|y|2Πx,t(y) = 0 .
Let, for a, a˜ ∈ A ,
I(a, a˜) = lim
T→∞
inf
X∈C(R+,Rd):
X0=a,XT=a˜
Ia(X) , (4.8)
the limit existing by Lemma 3.1. Theorem 2.1 yields the following result.
Theorem 4.1. Under the stated hypotheses, the measures πn obey an LDP in Rd for rate
n with deviation function I(x) , which is specified uniquely by the requirements that I(x) =
infa∈A(I(a) + I(a, x)) , infa∈A I(a) = 0 , and
inf
a′∈A′
inf
a′′∈A′′
(
I(a′) + I(a′, a′′)
)
= inf
a′′∈A′′
inf
a′∈A′
(
I(a′′) + I(a′′, a′)
)
,
for arbitrary partitions {A′, A′′} of A . The I(a) , a ∈ A , can be calculated as follows:
I(a) = inf
g∈GA(a)
∑
(a′,a′′)∈E(g)
I(a′, a′′)− inf
a˜∈A
inf
g∈GA(a˜)
∑
(a′,a′′)∈E(g)
I(a′, a′′) .
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Remark 4.1. In (4.8), it can be assumed that Xt follows (4.4) for t ≥ T , so, the integration
in (4.3) can be stopped at T . Also,
I(a, a˜) = inf
X∈C(R+,Rd) ,T≥0:
X0=a,XT=a˜
Ia(X) = inf
X∈C(R+,Rd) :X0=a,
Xt→a˜ as t→∞
Ia(X) .
For diffusion processes, the lefthand representation of I(a, a˜) is what was used in Freidlin
and Wentzell [1].
We now look at moderate deviation setups. Let
Xm,nt = x
m,n +
t∫
0
b(Xm,ns )ds+
1√
m
t∫
0
σ(Xm,ns )dW
n
s
+
1√
nm
t∫
0
∫
G
f(Xm,ns− , u)
(
µn(ds, du)− n ds ν(du)) ,
where n→∞ , m→∞ , n/m→∞ and ”the primitive data” are as above.
Let us assume that one of the following conditions holds:
(P) for some δ > 0 , ∫
G
|f(y, u)|2+δ ν(du) <∞ , y ∈ Rd ,
and lnn/m→∞ ;
(SE) for some β ∈ (0, 1] and α > 0 ,
∫
G
eα|f(y,u)|
β
ν(du) <∞ , y ∈ Rd ,
and nβ/m2−β →∞ .
Let also xm,n → x . Then, an LDP holds for Xm,n in D(R+,Rd) for rate m with deviation
function
Iˆx(X) =
1
2
∞∫
0
(X˙t − b(Xt)) ·
(
σ(Xt)σ(Xt)
∗ +
∫
G
f(Xt, u)f(Xt, u)
∗ ν(du)
)−1
(X˙t − b(Xt)) dt ,
provided Xt is absolutely continuous and X0 = x , and Ix(X) = ∞ , otherwise. The
proof is done by applying Theorem 5.4.4 on p.423 in Puhalskii [9] (with αφ = n and
βφ =
√
nm) . The other hypotheses of Theorem 2.1 are checked as for Xn , e.g.,
lim supn,m→∞, n/m→∞ lim supt→∞(E|Xm,nt |2m)1/m < ∞ . It follows that the analogue of The-
orem 4.1 holds for the Xm,n and rate m , with the stationary distribution of Xm,n and Iˆx
substituted for πn and Ix , respectively.
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As another example, we consider stationary moderate deviations around the equilibria
of (4.4). Let X˜n,mt =
√
n/m (Xnt − x) , where b(x) = 0 and n/m → ∞ . Suppose that
one of the conditions (P) or (SE) holds. Let
√
n/m (xn − x) → x˜ and b(y) be continuously
differentiable. Then, by Theorem 5.4.4 on p.423 in Puhalskii [9], the X˜n,m obey an LDP for
rate m in D(R+,R
d) with deviation function
I˜x˜(X) =
1
2
∞∫
0
(X˙t −Db(x)Xt) · c(x)−1(X˙t −Db(x)Xt) dt ,
provided Xt is absolutely continuous and X0 = x˜ , and I˜x˜(X) =∞ , otherwise, where Db(y)
stands for the derivative of b(y) and
c(x) = σ(x)σ(x)∗ +
∫
G
f(x, u)f(x, u)∗ ν(du) .
Let us assume that the matrix Db(x) is stable. Then, the solutions of the equation X˙t =
Db(x)Xt converge to 0 so that the deviation function is given by a quasipotential. Then, an
analogue of Theorem 4.1 for the stationary distributions of X˜n,mt holds.
The quasipotential can be evaluated explicitly. Let us look for inf I˜0(X) over X ∈
C(R+,R
d) and T ∈ R+ such that XT = r ∈ Rd . The Hamiltonian associated with the
Lagrangian L(y, y′) = (y′ −Db(x)y) · c(x)−1(y′ −Db(x)y)/2 is given by
H(y, p) = sup
y′∈Rd
(p · y′ − L(y, y′)) = 1
2
p · c(x)p+ p ·Db(x)y .
The Hamilton equations p˙
(T )
t = −Hy(X(T )t , p(T )t ) and X˙(T )t = Hp(X(T )t , p(T )t ) along with the
terminal condition X
(T )
T = r yield p
(T )
t = e
−Db(x)∗tC(T ) and
X
(T )
t = e
Db(x)t
t∫
0
e−Db(x)sc(x)e−Db(x)
∗s dsC(T ) ,
where
C(T ) =
(
eDb(x)T
T∫
0
e−Db(x)tc(x)e−Db(x)
∗t dt
)−1
r .
Therefore, for the optimal trajectory,
I˜0(X
(T )) =
1
2
T∫
0
p
(T )
t · c(x)p(T )t dt =
1
2
r∗e−Db
∗(x)T
( T∫
0
e−Db(x)tc(x)e−Db(x)
∗t dt
)−1
e−Db(x)T r .
The infimum over T > 0 is
1
2
r∗
( ∞∫
0
eDb(x)tc(x)eDb(x)
∗t dt
)−1
r ,
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which is the deviation function for the stationary distributions of the X˜n,mt . One can also
see that, for t ≥ 0 , as T →∞ ,
X
(T )
T−t →
( ∞∫
0
eDb(x)sc(x)eDb(x)
∗sds
)
eDb(x)
∗t
( ∞∫
0
eDb(x)sc(x)eDb(x)
∗sds
)−1
r .
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