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ABSTRACT
On Symplectic Invariants Associated to Zoll Manifolds
by
Bich T. Hoai
Chair: Daniel M. Burns, Jr.
In this thesis, we provide a partial classication for M. Audin's polarized sym-
plectic manifolds, which are smooth symplectic manifolds endowed with a Morse-
Bott function having only two critical values|a minimum, which is attained on a
Lagrangian submanifold, and a maximum, which is attained on a symplectic sub-
manifold of codimension 2. We provide examples via Lerman's symplectic cut con-
struction in which the Lagrangian minima are the Zoll manifolds, i.e. Riemannian
manifolds all of whose geodesics are simply closed and of the same period. Given a
polarized symplectic manifold with some additional assumptions on the Morse-Bott
function, we prove that the Lagrangian minimum must be Zoll and obtain a local
equivalence of such manifolds on a neighborhood of the Lagrangian. We then ex-
tend the equivalence out towards the symplectic maximum using gradient ows. The
main tools we use are arguments in symplectic geometry and Morse(-Bott) theory.
In low dimensions, we make use of a result due to McDu and Lalonde to classify
the 4-dimensional polarized symplectic manifolds up to symplectomorphism.
vii
CHAPTER I
Introduction
1.1 A Summary of What To Expect
Symplectic geometry and topology came into being in the 18th century as the
language of classical mechanics. Since then, the eld has picked up considerably
thanks to the work of Gromov, Arnold, Maslov, Moser, Floer, McDu, and many
other great mathematicians. The area has seen remarkable progress over the past
few decades with the development of methods in J-holomorphic curves, Symplectic
Floer Theory, etc.
This thesis aims to further our understanding of the polarized symplectic mani-
folds introduced by Audin in [2] and [3], which are smooth manifolds together with
a type of Morse-Bott function having only two critical values, imposing topological
constraints on the possibilities for the manifold and its critical submanifolds. These
manifolds appear as special cases of the Lagrangian barriers investigated by Biran
in [7]. In the aforementioned papers, Audin provides examples (via Lerman's sym-
plectic cut construction) in which the Lagrangian skeletons appearing are none other
than Riemannian manifolds all of whose geodesics are simply closed and of the same
period|that is, Zoll manifolds. (Victor Guillemin was reportedly glad to hear that
Zoll manifolds were \still alive and well.")
1
2We begin in Chapter 2 with a review of relevant denitions and theorems from
symplectic geometry and provide an brief introduction to Zoll manifolds. Readers
with previous exposure to these areas should be able to skip this chapter. Those
unfamiliar with symplectic geometry are encouraged to consult Ana Cannas da Silva's
lecture notes [11] for an accessible, more comprehensive overview of this exciting area
of mathematics. For more information on Zoll manifolds, the book by Besse [6] serves
as a standard reference. A brief review of Morse-Bott theory is also included at the
end of this chapter in the hopes that this thesis will be mostly self-contained.
We also take the time to dene and review some geometric properties of the
compact rank one symmetric spaces (CROSSes), in particular the projective spaces
KPn, where K is one of the normed division algebras R;C;H; or O (the real numbers,
the complex numbers, the quaternions, and the octonions). Although the octonions
are a non-associative algebra, they are 2-associative (any two elements generate an
associative subalgebra), which allows for just enough associativity to dene the oc-
tonionic projective line and plane. The expository article by Baez [4] is an excellent
introduction to the octonions and the exciting role they play in algebra, geometry,
topology, and physics.
The main objects of study, polarized symplectic manifolds, are dened in Chap-
ter 3, and some known examples are given, including those resulting as symplectic
cuts via what we call the \Zoll cut construction," introduced by Audin in [3]. The
CROSSes make a reappearance in this chapter as Lagrangian critical submanifolds
in these examples. This immediately raises the question \Do all polarized symplectic
manifolds contain a CROSS as the minimal submanifold?" There are partial results
in this direction, some of which are due to Audin, others of which to the present
author in the subsequent chapters.
3The heart of this thesis is contained in Chapter 4, which provides a partial classi-
cation for Audin's polarized symplectic manifolds, at least under certain (restrictive)
assumptions of periodicity on the ow associated to the square root of the Morse-
Bott function and derivatives of the Morse-Bott function itself. To this end, we
consider an oriented blow-up of the original manifold along the Lagrangian submani-
fold, thus introducing degeneracies to the inherited \symplectic" form. Calculations
are performed on the blown-up space, where we identify two S1-actions (one induced
from the given Morse-Bott function, the other from its Hessian) via \conjugation"
and deduce a sort of equivariant Moser-type result. In this way, we are able to show
that associated to each Zoll manifold is one of these polarized symplectic manifolds
resulting from the symplectic cut of the cotangent bundle using the geodesic ow,
unique up to equivariant symplectomorphism, so we can think of the \Zoll cut" as a
symplectic invariant. We end the chapter by introducing some new terminology for
polarized symplectic manifolds with a geometrically natural discrete symmetry.
To complete the picture of these polarized symplectic manifolds, Chapter 5 begins
by discussing the local picture nearby the symplectic submanifold V and results that
are already known about it. We also include a brief discussion on the manifold of
geodesics of Zoll spheres in low dimensions (n = 3 and 4). One can imagine that a
similar local classication to the one provided in Chapter 4 near L can be obtained
by analyzing the symplectic structure near the symplectic maximum V , where by the
symplectic neighborhood theorem one has that a neighborhood of V is determined by
the isomorphism class of its normal bundle NV in W . In this case, one wonders what
the analogue of the symplectic cut construction would be, since to recover W from
the normal bundle of V , one would have to \compactify" it with an n-dimensional
Lagrangian.
4One can also ask how the two pictures t together|a neighborhood of L looks
like a neighborhood of the zero section of T ?L, a neighborhood of V is also standard
and looks like a neighborhood of the zero section of NV in W , and the total space of
the sphere bundles agree. Heuristically, we would like to nd some way to glue the
two neighborhoods together symplectically along the sphere bundles to recover the
original manifold. Those familiar with Milnor's construction of exotic 7-spheres [24]
might ask if such a gluing construction could result in some unexpected dierentiable
structure on W . In Chapter 5, we show that this is not the case, at least under the
additional assumptions we have imposed on the Morse-Bott function. We achieve
this by performing an \inverse cut" of W along V , resulting in a manifold with
boundary that is dieomorphic to a closed disk subbundle of the cotangent bundle
T ?L. We then extend the local equivalence from Chapter 4 out to the rest of the
manifold and show that the resulting symplectic cuts are S1-equivariantly equivalent.
At least in lower dimensions, there is still some room for some simple calculations
involving the intersection of classes of certain symplectically embedded 2-spheres,
thanks to a result of McDu-Lalonde [17]. Chapter 6 recalls the results of their
paper and includes a new (to the author's knowledge) result improving on Audin's
classication of polarized symplectic manifolds in the case where the Lagrangian is
a surface. Other lower dimensional cases are briey explored in this chapter as well.
1.2 Future Directions
Despite the length of this thesis, many questions remain unanswered. The condi-
tions we imposed on the Morse-Bott function are implied quite naturally by the Zoll
cut construction, and it would be nice to understand why there is some insistence on
evenness as noted in Section 4.5. One also wonders what sorts of classication results
5can be obtained from dropping the periodicity assumption. For example, there is
still the question of whether any polarized symplectic manifold is obtained from a
Zoll cut and if one can obtain a Finsler metric on L from the Morse-Bott function
(or even a Riemannian metric, under the assumption that the polarized symplectic
manifold is even).
We hope to explore these new directions ourselves in the near future or that other
interested parties will take over where this thesis has left o. For now, the author is
content to share her current ndings in the present text.
CHAPTER II
Background Denitions and Results
Unless noted explicitly otherwise, all manifolds are assumed to be smooth and
without boundary (but not necessarily compact).
2.1 Basic Results from Symplectic Geometry
The purpose of this chapter is to remind the reader of some of the relevant def-
initions and theorems from symplectic geometry. It is by no means a substitute
for a course in the subject. Proofs are often omitted, but most can be found in
introductory texts. The author recommends [11] for a quick introduction.
Denition II.1. A symplectic manifold (W;!) is a smooth manifold endowed with
a closed, non-degenerate 2-form !.
Remark II.2. Non-degeneracy of ! is an algebraic condition forcing the n-th exterior
power !n of the symplectic form to give rise to a volume form on W . Thus, (W;!)
comes with an orientation. Without loss of generality, we assume that
R
W
!n > 0.
The quantity
R
W
!n
n!
will be referred to as the symplectic volume of (W;!).
Remark II.3. Closedness gives a dierential equation d! that forces symplectic man-
ifolds of equal dimension to be locally indistinguishable (see: Theorem II.26 below).
This can be thought of as an analytical condition.
6
7Denition II.4. A vector eld X is symplectic if LX! = 0, which is equivalent to
iX! being closed. X is said to be a Hamiltonian vector eld if, morever, iX! = dH
is exact, and H is called a Hamiltonian function for X. (Some authors prefer to use
the sign convention iX! =  dH.)
One can also think of a symplectic form as a way to assign vector elds XH on a
manifold M to smooth functions H :M ! R. Non-degeneracy of ! guarantees that
one can solve the equation iXH! = dH for a well-dened XH .
Example II.5. The most basic example of a symplectic manifold is the vector space
R2n with coordinates (x1; : : : ; xn; y1; : : : ; yn) and symplectic form given by
!0 =
nX
j=1
dxj ^ dyj =  d;
where  =
nX
j=1
yjdxj is referred to as the Liouville 1-form. (Some authors may choose
to dene !0 with the opposite sign.) Note in particular that in this example, the
symplectic form is not only closed but also exact.
In a sense, every symplectic manifold looks like (R2n; !0) locally (see: Darboux
Theorem below).
Example II.6. Endow Cn with the form !0 = i2
nX
j=1
dzj ^dzj. Letting zj = xj+ iyj,
one easily veries that this example is equivalent to the previous one.
Example II.7. Consider the complex projective space CPn with homogeneous co-
ordinates f[z0 : z1 : : : : : zn] j zj not all zerog. Set Uj = fzj 6= 0g  CPn. The maps
j : Uj ! Cn given by j([z0 : z1 : : : : : zn]) = ( z0zj ; z1zj ; : : : ; 1; : : : ; znzj ) (the j-th co-
ordinate is omitted) gives coordinates on the patch Uj. The Fubini-Study form !FS
is given by the pullbacks ?j!0 of the standard form on Cn. One checks that !FS is
well-dened on overlaps Uj \ Uk
8The next basic example of a symplectic manifold, which happens to be non-
compact, is the cotangent bundle of a dierentiable manifold with a canonically
dened symplectic form.
Example II.8. (Cotangent bundles) Consider a manifold L and the total space of
its cotangent bundle T ?L, where the projection is denoted  : T ?L! L. There is a
canonical 1-form, commonly denoted  and called the Liouville 1-form, given at the
point p = (x; ) 2 T ?L by
p = (dp)
?  2 T ?p T ?L;
so that p(v) = ((dp)v) for v 2 TpT ?L. Then taking ! =  d gives a symplectic
form.
One can also obtain a description of  and ! in terms of coordinates. Consider
a coordinate chart (U; x1; : : : ; xn) on the manifold L, yielding associated coordinates
on the cotangent bundle (T ?U; x1; : : : ; xn; y1; : : : ; yn). Then
 =
nX
j=1
yjdxj
and
! =
nX
j=1
dxj ^ dyj =  d:
Note that the previous example of (R2n; !0) is really just the case where L = Rn
and T ?Rn = Rn  Rn.
Example II.9. It may be instructive to consider non-examples of symplectic man-
ifolds. As noted in Remark II.2, the n-th exterior power !n gives rise to a volume
form on a 2n-dimensional symplectic manifold M , so that if M is compact, the co-
homology class [!] 2 H2(M ;R) (and its powers [!]k 2 H2k(M ;R), for 0  k  n)
must be non-zero. Thus, compact manifolds with trivial even cohomology cannot be
symplectic.
9In particular, the even-dimensional spheres S2n for n > 1 cannot be symplectic.
(Nor can the odd-dimensional ones be, for obvious reasons.)
Example II.10. (Coadjoint orbits) Many examples of symplectic manifolds can be
constructed as orbits of the coadjoint action of a Lie group G on its Lie algebra
g = Lie(G). Recalling that G acts on g by the adjoint action, the fundamental
vector eld associated to X 2 g is given by
gXY = [X;Y ]:
Transposing the adjoint G-action on g gives the coadjoint action on g?. For  2 g?
and X 2 g,
hAd?;Xi = h;Adg 1Xi:
Then the fundamental vector eld on g? associated with X 2 g is then given by
hg?X; Y i = h; [Y;X]i:
We can dene, for any  2 g? a skew-symmetric bilinear form by
!(X;Y ) = h; [X; Y ]i;
the kernel of which is g, the stabilizer of  for the coadjoint representation. Then !
is non-degenerate on g=g, a vector space that can be identied with T(G  )  g?.
This yields a canonical symplectic structure on each coadjoint orbit. (For details,
see the introductory text by Audin [1], for example.)
In this way, the complex projective spaces can also be realized as symplectic
manifolds as orbits of the coadjoint action of the group U(n) on the real Lie algebra
u(n)?, identied with the space H = iu(n) Hermitian matrices.
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It turns out that we can always endow (M;!) with an almost complex structure
J , i.e. a smooth eld of structures on the tangent space Jp : TpM ! TpM (p 2 M)
such that J2p =  Id.
Denition II.11. Let (M;!) be a symplectic manifold and let J be an almost
complex structure on M . Then J is called !-compatible if for all p 2M , !p(u; v) :=
!p(u; Jpv) denes a Riemannian metric on M .
If the almost complex structure J is integrable (meaning that it is induced by a
complex structure on M) and !-compatible, then M is a Kahler manifold and ! is
called a Kahler form.
Often one is interested in special submanifolds of a symplectic manifold (M2n; !).
Denition II.12. 1. A submanifold P  M is isotropic if the symplectic form
vanishes identically on it, i.e. i?! = 0, where i : P ,!M is the inclusion map.
2. A submanifold L M is Lagrangian if it is isotropic of maximal dimension, i.e.
i?! = 0 and dim(L) = n.
3. A submanifold Q  M is coisotropic if it contains its symplectic complement
Q! = fp 2M j!p(v; w) = 08 v 2 TpQ;w 2 TpMg.
4. A submanifold N  M is symplectic if ! restricts to a symplectic form on N ,
i.e. i?! is non-degenerate for i : N ,!M the inclusion map.
Example II.13. (Examples of special submanifolds of a symplectic manifold) Con-
sider (M;!) = (R2n; !) with the standard basis given by (e1; : : : ; en; f1; : : : ; fn) and
symplectic form given by !0 =
nX
j=1
dxj^dyj, !0(ei; ej) = 0 = !0(fi; fj); !0(ei; fj) = ij.
1. Spanf(e1; 0; : : : ; 0)g an isotropic subspace (submanifold).
2. Spanf(e1; : : : ; en; 0; : : : ; 0)g a Lagrangian subspace.
11
3. Spanf(e1; : : : ; en; f1; 0; : : : ; 0)g is coisotropic.
4. Spanf(e1; 0; : : : ; 0; f1; 0; : : : ; 0)g is symplectic.
We can consider several notions of equivalence in the symplectic category.
Denition II.14. A dieomorphism  : (M1; !1) ! (M2; !2) between two sym-
plectic manifolds is a symplectomorphism if ?!2 = !1. We denote the group of
symplectomorphisms from (M;!) to itself by Symp(M;!)  Di(M).
In general, requiring that [!0] = [!1] does not imply that the two given symplectic
structures are symplectomorphic. To investigate this question further, there are other
notions of equivalence.
Denition II.15. (Notions of equivalence of symplectic forms)
1. Two symplectic forms !0; !1 on a manifoldM are deformation equivalent if they
can be joined by a smooth family !t; 0  t  1, of symplectic forms.
2. !0 and !1 are isotopic if there is a 1-parameter family !t joining !0 to !1 such
that the de Rham cohomology class [!t] 2 H2(M ;R) is constant.
3. !0 and !1 are strongly isotopic if there is a smooth homotopy (isotopy) t :
M !M; 0  t  1, beginning at the identity, such that ?1!1 = !0.
Remark II.16. There exist examples starting in dimension 6 of cohomologous sym-
plectic forms that are non-deformation equivalent, as well as examples of deformation
equivalent forms which are non-isotopic. [21]
One sees that by denition, two isotopic forms are automatically deformation
equivalent, while being strongly isotopic implies being symplectomorphic, as well as
isotopic by the homotopy invariance of de Rham cohomology (take !t = 
?
t!0).
It turns out that on compact manifolds, being isotopic implies being strongly
12
isotopic. The proof is due to Moser [25] and uses what is called Moser's trick or
Moser's method, a technique that appears frequently in symplectic geometry.
Theorem II.17. (Moser) Let M be a compact manifold, and suppose !0 and !1
are isotopic through a family of forms !t; where [!t] = [!0] is independent of t. Then
!0 and !1 are strongly isotopic.
Proof. By assumption, [d!t
dt
] = [ _!t] = 0. Then _!t =  dt; for a smooth family of
1-forms t that can be chosen by Poincare's lemma. By non-degeneracy, there exists
an associated time-dependent vector eld Xt such that iXt!t = t. By compactness
of M , there is a well-dened ow t of Xt, where
Xt =
dt
dt
  1t :
By Cartan's formula for the Lie derivative, one has
d
dt
(?t!t) = 
?
t (LXt!t) + ?t _!t = ?t (dXt!t + _!t) = ?t (dt   dt) = 0
Since 0 is the identity and t gives the desired isotopy satisfying 
?
1!1 = !0.
2.1.1 Symplectic Vector Bundles
Denition II.18. A symplectic vector space is a (nite-dimensional, real) vector
space V together with a bilinear form ! satisfying the following two properties:
 (skew-symmetry) for any vectors u; v 2 V , !(u; v) =  !(v; u), and
 (non-degeneracy) for any u 2 V , !(u; v) = 08 v 2 V ) u = 0.
Remark II.19. As before, non-degeneracy of ! forces V to be even-dimensional. If
dim(V ) = 2n, then non-degeneracy of the skew-symmetric bilinear form ! is equiv-
alent to the condition !n = ! ^ : : : ^ ! 6= 0.
13
Example II.20. Euclidean space V = R2n together with !0 =
nX
i=1
dxi ^ dyi from
before gives a symplectic vector space. Explicitly, if u = (x1; : : : ; xn; y1; : : : ; yn)
T and
v = (x01; : : : ; x
0
n; y
0
1; : : : ; y
0
n)
T , then
!0(u; v) =
nX
i=1
(xiy
0
i   x0iyi) =  uTJ0v;
where J0 =
0B@ 0  In
In 0
1CA and In denotes the n n identity matrix.
Denition II.21. A linear symplectomorphism  : V ! V of a symplectic vector
space (V; !) is a vector space isomorphism preserving the symplectic form, i.e.
!( u;  v) = !(u; v); 8u; v 2 V:
The group of linear symplectomorphisms of (V; !) is denoted by Sp(V; !). When
(V; !) = (R2n; !0), this group is simply denoted by Sp(2n) and can be identied with
the group of 2n 2n symplectic matrices 	 satisfying 	TJ0	 = J0.
It turns out that up to linear symplectomorphism, the standard Euclidean case
is the only example of a symplectic vector space. The proof is not dicult and is
covered in any basic course in symplectic geometry, so we omit it here.
Theorem II.22. Let (V; !) be a symplectic vector space of dimension 2n. Then
there exists a vector space isomorphism  : R2n ! V satisfying
!0(u; v) = !( u;  v); 8u; v 2 R2n:
Thus, Sp(V; !) ' Sp(2n).
Denition II.23. A symplectic vector bundle  : E ! M is a real vector bundle
over a smooth manifold M together with a smooth section ! of E? ^ E? such that
14
for each point p 2 M , (Ep; !p) is a symplectic vector space. ! is called a symplectic
bilinear form on E.
Two symplectic vector bundles (E1; !1) and (E2; !2) are isomorphic if there is a
vector bundle isomorphism  : E1 ! E2 and such that ?!2 = !1.
The usual constructions (pullback, restriction to submanifolds of M , direct sum,
etc.) used in bundle theory work equally well for symplectic vector bundles. A
symplectic subbundle is a subbundle F of E such that for p 2 M , (Fp; !pjFp) is
a symplectic vector space. Its symplectic complement F ! is a real vector bundle
isomorphic to the quotient bundle E=F and is given by
F ! = [p2Mfu 2 Ep j!p(u; v) = 0; 8v 2 Fpg:
Example II.24. (The tangent bundle of a symplectic manifold) For any symplectic
manifold (M;!), ! is a smooth section of T ?M ^ T ?M . Being non-degenerate, it
gives the tangent bundle (TM;!) the structure of a symplectic vector bundle.
Example II.25. (The normal bundle of a symplectic submanifold) For a symplectic
submanifoldN  (M;!), TN is a symplectic subbundle of (TM jN ; !jN). The normal
bundle N  TM jN=TN of N in M is also a symplectic subbundle of (TM jN ; !jN)
and we have
TM jN = TN  N :
It turns out that since Sp(2n) and GL(n;C) both retract onto the maximal com-
pact subgroup U(n), a symplectic vector bundle can always be given the structure
of a complex vector bundle (and vice versa). Thus, it makes sense to talk about the
Chern classes of a symplectic vector bundle.
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2.1.2 Local Theorems
In this section, we remind the reader of various neighborhood theorems that are
useful in symplectic geometry.
The Darboux theorem gives a local picture for symplectic manifolds nearby a
point. In particular, the only local invariant is dimension, in stark contrast to the
case of Riemannian geometry (where there are local invariants like curvature).
Theorem II.26. (Darboux Theorem) Let (W;!) be a symplectic manifold of
real dimension 2n. Then for every point p 2 W , there exist a neighborhood U and a
coordinate chart (x1; : : : ; xn; y1; : : : ; yn) centered at p such that ! can be written as
! =
nX
j=1
dxj ^ dyj:
The theorem below gives that a submanifold which is Lagrangian with respect to
two dierent symplectic forms has neighborhoods on which the forms are symplec-
tomorphic.
Theorem II.27. (Weinstein Lagrangian Neighborhood Theorem) Suppose
W is a 2n-dimensional manifold and X is a compact n-dimensional submanifold.
Let i : L ,! W denote the inclusion map, and consider two symplectic forms !0; !1
on W with i!0 = i!1 = 0. Then there exist neighborhoods U0;U1 of L in W and
a symplectomorphism ' : U0 ! U1 such that ' restricts to the identity on L and
'!1 = !0.
The next theorem is a standard result and provides us with a picture for how
a symplectic manifold looks locally nearby a Lagrangian submanifold. It makes
apparent the importance of the example of the cotangent bundle with its canonical
symplectic form.
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Theorem II.28. (Weinstein Tubular Neighborhood Theorem) Let L be a
compact Lagrangian submanifold of a symplectic manifold (W;!). Let i denote the
inclusion i : L ,! W and i0 : L ,! T L the Lagrangian embedding of L as the zero
section. Then there exist neighborhoods U0 of L in T L and U1 of L in W and a
symplectomorphism ' : U0 ! U1 such that '! = !0 and '  i0 = i, where !0 is the
Liouville form.
One also has a standard local picture around symplectic submanifolds in terms
of normal bundles. In particular, the neighborhood of a symplectic submanifold is
determined by the isomorphism class of its symplectic normal bundle.
Theorem II.29. (Symplectic Neighborhood Theorem) Let (Wj; !j); j = 1; 2,
be symplectic manifolds with a compact symplectic manifold Qj. Suppose further that
there exists an isomorphism  : (Q1 ; !1) ! (Q2 ; !2) of normal bundles covering a
symplectomorphism  : (Q1; !1)! (Q2; !2). Then there exist neighborhoods N1  Q1
and N2  Q2 and a symplectomorphism 	 : (N1; !1) ! (N2; !2) extending  such
that d	 =  on Q1.
Similar results about neighborhoods of isotropic and coisotropic submanifolds
exist, but we do not use them in the following chapters and so omit their statements.
Equivariant versions of the preceding neighborhood theorems also exist.
2.2 Symplectic and Hamiltonian Actions and Moment Maps
Let the Lie group G act on a symplectic manifold (M;!) so that we have a map
 : G! Di(M)
g 7!  g:
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If in fact  (G)  Symp(M;!), then the action is said to be symplectic. For xed
g, let X be the derivative of  g at the identity element e. Denote the fundamental
vector eld associated to X by X#, which is the vector eld on M generated by
the one-parameter subgroup fexp(tX) j t 2 Rg  M . The action of g on M being
symplectic is equivalent to LX#! = diX#! = 0. Here we used Cartan's formula for
the Lie derivative of dierential forms
LY ! = diY ! + iY d!
along with the closedness of !.
The action is said to be Hamiltonian if, furthermore, iX#! = dH for some function
H, unique up to an additive constant.
Let g = TeG be the Lie algebra Lie(G) and let g
? its dual vector space. Suppose
there is a map  :M ! g? satisfying the following conditions:
1. For every X 2 g, let X be given by X(p) = h(p); Xi. Then dX = iX#!.
That is, X is a Hamiltonian function for the fundamental vector eld X#.
2. Equivariance intertwining the given action and coadjoint action on g?. That is,
for every g 2 G,    g = Ad?g  .
Then we call (M;!;G; ) a Hamiltonian G-space with moment map . We will
mostly be concerned with the case where G = S1, in which equivariance will just
mean invariance. (As G is abelian in this case, the coadjoint action is trivial.)
Example II.30. The Lie group U(n) acts on (Cn; !0) in the usual way. Identify
u(n) with its dual u(n)? via the inner product hA;Bi = Tr(A?B). Then the moment
map  : Cn ! u(n) ' u(n)? is given by
(z) =
i
2
zz?:
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2.3 Some Denitions from Morse(-Bott) Theory
We include here a quick review of denitions from Morse-Bott theory. Knowing
that a function on a manifold M is Morse-Bott provides information about the
topology of M . For more information about Morse theory, the author recommends
the exposition by Milnor [23] and the survey by Bott [9].
Denition II.31. A smooth function f : M ! R is a Morse function if all of its
critical points are non-degenerate. That is, if dfa = 0 at a point a 2 M , then the
matrix of second partial derivatives Hess(f) is non-singular.
Lemma II.32. (Morse Lemma) Let a 2 Crit(f)  M be a critical point of
a Morse function f . Then there exists a coordinate chart (x1; : : : ; xn) valid on a
neighborhood U of a such that x(a) = 0 and f takes the form
f(x1; : : : ; xn) = f(a)  x21   : : :  x2 + x2+1 + : : :+ x2n:
Denition II.33. The number  is called the index of the critical point a.
From the Morse lemma, one easily concludes the following:
Corollary II.34. Non-degenerate critical points are isolated.
Given a Morse function f on a manifold, one can reconstruct the manifold, at
least topologically, knowing the critical points of f and their indices. This also turns
out to be the case for a more general class of functions that are allowed to have
non-degenerate submanifolds of critical points.
Denition II.35. A function f on a manifold M is called a Morse-Bott function
if its critical set is a submanifold of M and the second derivative is non-degenerate
in the transverse directions. This means that the kernel of the Hessian at a critical
point is the tangent space to the critical submanifold.
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There is a version of the Morse lemma for Morse-Bott functions.
Proposition II.36. (Morse Lemma With Parameter) Let f : M ! R be a
Morse-Bott function and let N be a critical submanifold of f . Then for each point
p 2 N , there exist local coordinates (x; y) on a neighborhood of p sending p to (0; 0)
such that N can locally be described by N = fy = 0g and f takes the form
f(x; y) = f(p) +Qx(y);
where Qx is a non-degenerate quadratric form in the y-variables, the transverse
directions to N .
The index (N) of a connected component of a critical submanifold is the index
(number of negative eigenvalues) of the second derivative. It is equal to the rank of
the negative normal bundle of N in the ambient manifoldM , which can then be used
to reconstruct the topological type ofM from the Morse-Bott function f . We do not
use this construction explicitly, so we refer the reader to the literature for details.
2.4 The CROSSES from a Geometric Point of View
The compact rank one symmetric spaces (CROSSes) are classical examples of
symmetric spaces and are in a sense \very homogeneous." They are precisely the
Euclidean spheres, the projective spaces KPn for K = R;C;H (where H denotes the
quaternions), and the exceptional Cayley plane OP2 (also denoted by CaP2). We
remind the reader of some of the properties of the CROSSes. More information can
be found in Chapter 3 of Besse [6] or the comprehensive book by Helgason [15].
2.4.1 Dening The Projective Spaces
Recall that Kn+1 for K = R;C;H has a right vector space structure given by
x   = (x1  ; : : : ; xn+1  ):
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One also obtains a Hermitian inner product given by
hx; yi =
n+1X
j=1
xjyj = x
Ty
yielding a real inner product
hx; yiR = Rehx; yi
from which the Riemannian structure of KPn comes (Section 2.4.4 below). One can
interpret the projective spaces KPn as the space of K-lines in Kn+1 through the
origin.
Denition II.37. The projective space KPn is the orbit space for the right action
of the group K = K n f0g on Kn+1 n f0g. That is,
KPn =
 
Kn+1 n f0g = ;
where x  y , x = y   for some  2 K n f0g. We denote the quotient map by ;
so that points in KPn are of the form (x) for x 2 Kn+1 n f0g.
Remark II.38. This denition cannot be used to dene the Cayley plane OP2 due to
the non-associative nature of O. However, we can modify the denition slightly (see
Section 2.4.5 below) to take advantage of its 2-associativity.
2.4.2 Riemannian Symmetric Spaces
Denition II.39. A connected Riemannian manifold M is symmetric (in the sense
of E. Cartan) if given any x 2 M , there exists an involution sx : M ! M , which is
a global isometry such that
 sx(x) = x and
 (dsx)? =  Id : TxW ! TxW:
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Remark II.40. If M is symmetric, then M is homogeneous (the isometry group acts
transitively) and is complete.
Example II.41. The round sphere M = Sn = fx21 + : : : + x2n+1 = 1g  Rn+1 is
a Riemannian symmetric space. Consider the points x = (0; : : : ; 0; 1) (the \North
Pole") and let sx be given by the (n+ 1) (n+ 1) matrix0B@  In 0
0 1
1CA :
We x some notation for the remainder of this section. Let M be connected such
that the identity component of its isometry group G = Isom0(M) is compact. Fix
some point o 2 M , and let K denote the isotropy group at o, which is a compact
subgroup of G by a standard result in Lie theory. Then one can write M = G=K
under the correspondence g  o 7! g K. (For more details, see [15].)
The structure of a symmetric space is encoded in its Lie algebra. Since so is an
involution about the point o, so 2 K, and one gets an action on G by conjugation
given by g 7! sogs 1o . Dierentiating at o, one obtains an involution  : g ! g.
Denote by k the (+1)-eigenspace of  (its xed set) and by p the (-1)-eigenspace.
One has the diagram below.
G Lie(G) = g 2 = Id
[ [
k = V+1 ()
p = V 1 ()
K Lie(K) = k g = k p
Denition II.42. A maximal at in M is the image under the exponential map of
a maximal abelian subalgebra a  p. (Recall that a is abelian if [a; a] = 0.)
Denition II.43. The rank of a symmetric space M is dened to be the maximal
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dimension of a totally geodesic submanifold in M , i.e.
rank(M) = dim(a):
Example II.44. Returning to the example M = Sn, we choose o to be the North
Pole. Then G = Isom0S
n = SO(n+ 1), and the isotropy subgroup K that preserves
o consists of matrices of the form0B@ SO(n) 0
0 1
1CA
One deduces that M = Sn = SO(n+ 1)=SO(n) 1 and
k =
0B@ so(n) 0
0 0
1CA :
One checks that a maximal abelian subalgebra a can be given by
a =
8>>>>><>>>>>:
0BBBBB@
0
0 
  0
1CCCCCA
 2 R
9>>>>>=>>>>>;
;
so that rank(M) = rank(Sn) = 1, and we have that expo a = T
1 = S1.
There is also a conjugacy theorem of Cartan:
Theorem II.45. (Cartan) If a; a0  p are maximal abelian subalgebras, then there
is some k 2 K such that k  a = a0.
In particular, if the rank ofM is 1, any line in p is conjugate byK to any other line
in p. To see why this is relevant to our discussion, we note that ToM = To(G=K) =
g=k = p. Since K acts transitively on the unit sphere bundle So(M), all geodesics are
isometric and are all orbits of conjugate 1-parameter subgroups. This implies that
all geodesics are closed and of equal length (as in the case of the round sphere), so
that the manifold M is what is known as a Zoll manifold. (See Section 2.5 below.)
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2.4.3 The Projective Spaces as Symmetric Spaces
Let M = KPn 6= OP2. Denote by G = U(n+ 1;K) the subgroup of GL(n+ 1;K)
leaving the Hermitian inner product h ; i xed.
Remark II.46. Using this notation, we have
U(n+ 1;R) = O(n+ 1);
U(n+ 1;C) = U(n+ 1);
U(n+ 1;H) = Sp(n+ 1):
We also note that the group U(n+1;K) acts transitively on the unit sphere SKn+1,
so that this action descends to a transitive action on KPn+1.
Now let e1; : : : ; en+1 denote the canonical basis ofKn+1, and setK = Isot((en+1)).
Consider the map p : U(n + 1;K) ! KPn dened by p(A) = A (en+1). Standard
Lie theory gives that there is a dieomorphism (in fact, an isometry)
 : U(n+ 1;K)=K ! KPn;
where if A 2 K, one has that
A(en+1) = en+1  ;  2 U(1;K) = SK = Sa 1
) A =
0B@ B 0
0 
1CA ; B 2 U(n;K)
) K = U(n;K) U(1;K):
Thus as symmetric spaces, we have the relations
RPn = O(n+ 1)=O(n) f1g;
CPn = U(n+ 1)=U(n) U(1);
HPn = Sp(n+ 1)=Sp(n) Sp(1);
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and all of these spaces have a symmetric structure with the involution on U(n+1;K)
given by
(A) = SAS 1; S =
0B@  In 0
0 1
1CA
such that (A) = A if and only if A 2 K. A decomposition of the Lie algebra
u(n+ 1;K) = k p is given by
k = u(n;K) u(1;K)
p =
8><>:
0B@ 0 
 T 0
1CA   2 Kn
9>=>;
= Kn;
from which we deduce that dimR(a) = 1, so that the KPn are of rank one.
2.4.4 Obtaining the Standard Homogeneous Metric on Projective Space
Recalling from before that T(en+1)KP
n = To(G=K) = p = Kn, we have an adjoint
action of K on p given by
ad
0B@ B 0
0 
1CA () = B()  :
h; iR gives an ad(K)-invariant inner product for ;  2 p = Kn, since
hB  ;B  iR = hB;BiR = h; iR;
where the rst equality in the previous line is due to the SK-invariance of h ; iR.
Then h ; iR pushes forward to a metric on U(n+ 1;K)=K = KPn.
2.4.5 The Octonionic Projective Spaces
The case of the last (and strangest) of the normed division algebras requires some
care due to its non-associativity. One would still like to think of the projective spaces
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OPn as the space of O-lines through the origin in On+1, but now one must be careful
when dening what a \line" is. We start by considering lines in O2. The line through
the origin containing a point (x; y) 2 K2 is in general not given by
L = f(x; y) j 2 Kg
unless K is associative. It is true, however, when either x = 1 or y = 1. This
motivates us to dene an equivalence relation on K2 n f(0; 0)g by setting (x; y) 
(1; x 1y) for x 6= 0 and (x; y)  (y 1x; 1) for y 6= 0. Its structure as a smooth
manifold is given by the two coordinate charts
 Ux consisting of points of the form [(1; y)] and
 Uy consisting of points of the form [(x; 1)],
together with the transition function x 7! x 1 for points such that [(x; 1)] = [(1; y)].
We dene OP2 similarly. For any nonzero element (x; y; z) 2 O3 with (xy)z =
x(yz), we normalize it so that
jjxjj2 + jjyjj2 + jjzjj2 = 1
to obtain a point [(x; y; z)] 2 OP2. We can cover the octonionic projective plane by
three coordinate charts:
 Ux consisting of points of the form [(1; y; z)],
 Uy consisting of points of the form [(x; 1; z)], and
 Uz consisting of points of the form [(x; y; 1)],
thus making it into a smooth manifold. Lines in OP2 are just copies of OP1 and so
are 8-spheres.
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Equivalently, in a similar way to how we dened the other projective spaces, we
can consider the symmetric and reexive relation  on O3 given by
(2.1) (x; y; z)  (u; v; w)() 9 2 O such that x = u; y = v; z = w:
One can check that  is transitive restricting to the union of the subsets
f1g OO;O f1g O; and OO f1g
in O3, despite the non-associativity of O. In terms of the octonion-valued coordinate
functions on the charts Uj=  (for j = x; y; z), one can dene a quadratic form which
gives rise to a Riemannian metric on OP2. For example, on Ux = f[1; y; z]g, we have
octonion-valued 1-forms dy and dz and dene
(2.2) ds2 =
jdyj2(1 + jzj2) + jdzj2(1 + jyj2)  2Re[(yz)(dy dz)]
(1 + jyj2 + jzj2)2 :
We can dene a quadratic form on Uy and Uz similarly and check the compatibility
of the denitions with respect to the transition maps.
The octonionic projective spaces can also be dened in terms of projections in
the formally real Jordan algebras h2(O) and h3(O) of Hermitian nn matrices with
entries in O. We refer the interested reader to Baez's article [4] and the original
works of P. Jordan and H. Freudenthal, the results of which allow us to identify OP2
with the rank one Riemannian symmetric space F4=Spin(9). More details about the
Riemannian structure of the octonionic plane can be found in [14].
2.5 Zoll Manifolds
For a more complete (but admittedly outdated) treatment of Zoll manifolds and
related topics, we refer the reader to Besse's book. [6]
Denition II.47. A Zoll manifold is a Riemannian manifold endowed with a metric
such that all geodesics are closed with the same minimal period.
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Remark II.48. As a consequence of the Hopf-Rinow theorem, Zoll manifolds are
automatically compact, being geodesically complete.
Example II.49. Besides the obvious example of the sphere with its metric of con-
stant curvature (the round metric), with respect to which all geodesics are great
circles obtained by intersecting Sn with 2-planes through the origin in Rn+1, the
other CROSSes with their standard metrics are also Zoll.
The rst non-trivial examples were discovered by Otto Zoll in his 1901 thesis. [33]
Example II.50. A Zoll surface is a Riemannian surface homeomorphic to S2 but
not necessarily isometric to the round sphere. Zoll exhibited an innite-dimensional
family of deformations of the round metric giving rise to Zoll metrics on S2.
Later on, Weinstein showed the existence of non-trivial Zoll metrics on spheres
of every dimension. One would like to know if these are all the Zoll manifolds. The
projective spaces KPn appear to behave dierently from the case of the spheres,
as Tsukamoto [31] proved that there are no other Zoll metrics \near" the standard
metric on the projective spaces. Whether the standard metric on the projective
spaces is the only metric such that all geodesics are simply closed and of the same
period is still unknown. However, there are some results that point in this direction,
at least on a homological level (Theorem II.53 below).
Raoul Bott [8] and Hans Samelson [28] considered (C3-)Riemannian manifolds
whose geodesics issuing from a single point p were all simple, closed, and of the same
minimal period. By considering the space of paths 
 from the point p to a nearby
point q, Bott used Morse theoretic methods to compute the homology of the space
of paths using a Leray spectral sequence. By looking at the Leray spectral sequence
associated to the Serre projection, he was able to recover the Z-cohomology of the
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Figure 2.1: Indices of various geodesic segments 
original manifold.
Before stating the theorem, we introduce some notation from Berger [5]. First
observe that for all points q chosen close enough to p, the geodesics going from p to
q are all coverings of one unique periodic geodesic.
Denition II.51. The index () of a geodesic segment  is the weighted sum of
points conjugate to the distinguished point p along .
Notation II.52. Let  denote a geodesic segment connecting p to a point q nearby
such that p and q are not conjugate along , and let d be the dimension of the
manifold M .
The Bott-Samelson theorem considers the integer  = (   ), the index of the
complement of  in  and shows that this integer determines the (co)homology of
M . (See Figure 2.5.)
Theorem II.53. (Bott [8], Samelson [28]) Let M be a Riemannian manifold
of dimension d = dimM such that all geodesics through a point p 2 M are periodic
and of the same minimal length. Let  be the index of the complement     of the
geodesic segment  as above. The integer  does not depend on the choice of the
point q, and if  > 0, then M is simply connected, and its integral cohomology has
exactly one generator. Moreover, there are only the following possibilities:
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Index Dimension Topology
 = 1 d = 2n M has the homotopy type of CPn
 = 3 d = 4n M has the homology ring of HPn
 = 7 d = 16 M has the integral cohomology ring of OP2
 = d  1 d arbitrary M has the homotopy type of Sd and is thus
homeomorphic to Sd
 = 0 d arbitrary M is dieomorphic to RPd
The above theorem gives that, at least homologically, Zoll manifolds look like
CROSSes. In the case of the sphere Sd, it is not known if M must be dieomorphic
to the standard sphere in general. For example, when d = 7, Milnor exhibited
examples of exotic dierentiable spheres as S3-bundles over S4. [24] However, one
has in dimensions d = 1; 2; 3; 5; and 6 that Sd must be dieomorphic to the standard
sphere, due to the Generalized Poincare Conjecture in the dierentiable setting.
CHAPTER III
Polarized Symplectic Manifolds in the Sense of Audin
3.1 Polarized Symplectic Manifolds
Polarized symplectic manifolds appear as examples exhibiting Lagrangian barriers
in certain Kahler manifolds with integral Kahler form in a paper of Biran's. [7] We
use the denition given by Audin in [2] and [3].
Denition III.1. A polarized symplectic manifold (W;!) is a (connected) symplectic
manifold endowed with a Morse-Bott function
H : W ! R
with exactly two critical submanifolds. We require that the minimum of H be ob-
tained along a Lagrangian submanifold L and the maximum on a symplectic sub-
manifold of V . (In the literature, Audin often uses the notation f for the Morse-Bott
function.)
The label polarized is more restrictive in this setting than in [7] because the
complement W n V is required to retract (for example, under the gradient ow of H
associated to some Riemannian metric on W ) onto the Lagrangian submanifold L,
rather than an isotropic skeleton.
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3.2 Known Examples
In the following examples of polarized symplectic manifolds, the Lagrangian sub-
manifolds L are precisely the CROSSes mentioned above. (The ambient symplectic
manifolds W are in fact polarized Kahler manifolds in the sense of Biran. [7]) The
Morse-Bott function is often given by the square of the norm of the moment map for
a Hamiltonian action.
If one endows the CROSSes with their standard \homogeneous" metrics (Section
2.4.4), with respect to which they are Zoll manifolds, one can perform the symplec-
tic cut construction on the cotangent bundle to obtain these examples using the
co-geodesic ow. This construction and its relevance to the problem at hand are
discussed in Section 3.4.
Example III.2. L = Sn; V = Qn 1;W = Qn
Consider Qn  CPn+1 sitting inside complex projective space and take homogeneous
coordinates f[z0 : z1 : : : : : zn+1] j zj not all zerog. As usual, we let zj = xj+iyj. Then
W = Qn is given as the zero locus of the homogenous polynomial z20+ : : :+z
2
n+1, and
the symplectic form is given by restriction of the Fubini-Study form. The symplectic
submanifold V = Qn 1 is the hyperplane at \innity"
V = W \ fz0 = 0g = fz21 + : : : z2n+1 = 0g;
while the Lagrangian sphere is given by f[i : x1 : : : : : xn+1] jxj 2 Rg. The function
H([z0 : : : : : zn+1]) = 1  jz0j
2
n+1X
j=0
jzjj2
= 1  x
2
0 + y
2
0
n+1X
j=0
(x2j + y
2
j )
is Morse-Bott. It reaches its minimum along L and its maximum along V .
The space of unparametrized oriented geodesics of Sn with the round metric is
known to be dieomorphic to a complex quadric (which can be identied with the
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Grassmanian of oriented 2-planes in Rn+1). In particular,
Qn 1 = ~G2(Rn+1) = SO(n+ 1)=SO(n  1) SO(2):
Example III.3. L = RPn; V = Qn 1;W = CPn
With the metric on RPn induced from that of the round sphere Sn, one sees that the
manifold of unparametrized, oriented geodesics is again Qn 1, since geodesics in Sn
are sent to geodesics in RPn under the antipodal action on Sn.
Choosing homogeneous coordinates [z0 : z1 : : : : : zn] on W = CPn and setting
zj := xj + iyj, let
V = Qn 1 = fz20 + z21 + : : :+ z2n = 0g =
(
nX
j=0
(x2j   y2j ) + 2i
nX
j=0
xjyj = 0
)
:
Here, CPn is given the Fubini-Study form !FS = f!k = i@@ log
P jzij2
jzkj2 on Ukg. If we
choose x; y 2 Rn+1 to be orthogonal such that jjxjj = 1, then the function
H([x+ iy]) =
jjyjj2
(1 + jjyjj2)2
attains its minimum along L = RPn = fy = 0g and its maximum along Qn 1, where
x  y = 0 and jjyjj = jjxjj = 1.
Example III.4. L = CPn; V = F(1; n; n+ 1);W = CPn  CPn
Here, V is identied with an incidence variety (a ag manifold). It is a bidegree
(1,1)-hypersurface of W . (Audin [3] uses the notation M4n 2.) It is a submanifold
of CPn  CPn of (real) codimension 2 dened by the equation
(3.1)
nX
i=0
zi wi = 0:
CPn  CPn is endowed with the symplectic form !FS   !FS, where !FS is the
Fubini-Study form (or some scalar multiple of it).
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Example III.5. L = HPn; V = Grisot(2; 2n+ 2);W = GrC(2; 2n+ 2)
Here, W is the Grassmannian of all complex 2-planes in C2n+2, and the symplectic
submanifold V can be described as follows. Let i; j; k denote the usual quaternionic
units acting on C2n+2 = Hn. Then right multiplication by j sends a left complex
subspace (with respect to i) to another such complex subspace. This induces an
antiholomorphic map of order 2 (conjugation) such that the j-stable 2-planes (i.e.
the quaternionic lines in HPn) are the real points xed under the conjugation.
Example III.6. L = OP2 = F4=Spin(9); V = F4=SO(2) Spin(7);W = EC6
The case of the octonionic (Cayley) plane is an anomaly among the projective spaces
and so must be treated with care. As discussed in Section 2.4.5, it is a bit painful
to construct. Its geodesics are the great circles in its projective lines. (For a more
detailed discussion, see [20].) The exceptional compact Lie group F4 is the automor-
phism group of both OP2 and the exceptional Jordan algebra h3(O), and Spin(9) is
realized as a subgroup, where the group Spin(n) is the usual double cover of SO(n)
given by
1! Z=2Z! Spin(n)! SO(n)! 1:
The ambient manifold W = EC6 = E6=SO(2) SO(10) is one of the Hermitian sym-
metric spaces of compact type appearing in Cartan's list of irreducible Riemannian
globally symmetric spaces. Here, E6 refers to the exceptional Lie group. Geometri-
cally, EC6 can be interpreted as the complexication (C 
 O)P2 of OP2 and so has
real dimension 32.
3.3 The Symplectic Submanifold V of W
In the above examples, it turns out thatW is a projective algebraic manifold that
can be endowed with a conjugation  such that V is a -invariant divisor and L is
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the set of xed points under this conjugation. It turns out that V can be identied
with the space of unparametrized oriented closed geodesics in the Zoll manifold L.
We will see in the next section a way to construct examples of polarized symplectic
manifolds in a way that makes apparent V 's role as a moduli space of geodesics in
L.
3.4 The Symplectic Cut Construction
We remind the reader of the symplectic cut construction, rst introduced by
Eugene Lerman in [19].
Recall that if a symplectic manifold (M;!) is endowed with a free Hamiltonian
circle action with moment map  :M ! R, one forms the cut (at a regular level) by
considering the product symplectic manifold (MC; ! i
2
dw^d w). The circle action
extends to a free action of S1 on the product manifold by ei (z; w) = (eiz; eiw) with
moment map (z; w) = (z)+1
2
jwj2. (Here we use the sign convention iXH! =  dH.)
One xes a value  and considers the level set f(z; w) = g, which can be
identied with the disjoint union
 1() = f(z; 0) 2M  C j(z) = g
t f(z; w) 2M  C j(z) < &w = ei 
p
2 (  (z))g:
The rst of these sets is simply f(z) = g, while the latter is equivariantly dif-
feomorphic to the product M<  S1, where M< denotes the open submanifold
fz 2 M j(z) < g. The symplectic cut (at level ) is (topologically) the quotient
manifold
M = f(z; w) 2M  C : (z; w) = g=S1;
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which, by the above discussion, can be identied with the disjoint union
 1()=S1 = M= tM<
of the reduced space M=, a codimension 2 symplectic submanifold with an inher-
ited symplectic form ! characterized by its pullback to 
 1() being equal to the
restriction of ! to  1(). The symplectic form on the open dense submanifoldM<
is just given by the restriction of the original symplectic form !.
To obtain examples of polarized symplectic manifolds, one applies the cut con-
struction to the cotangent bundle T ?L of a Zoll manifold L, the periodic geodesic
ow of which induces a free S1-action away from the zero section (denoted by 0L).
We call this process the Zoll cut construction. The Hamiltonian is given by
H : T ?Ln0L ! R
(x; y) 7! jjyjj
and one performs the cut at a regular level, say H = 1. The Morse-Bott function
could then be given by f = H2 = jjyjj2.
The symplectic reduction V embeds symplectically into the cut space as a codi-
mension 2 submanifold and is exactly the maximum locus of f . Taking the quotient
of the sphere bundle S(T ?L) by the S1-action induced by the (co-)geodesic ow
identies points in T ?L if and only if they dene the same oriented geodesic in L.
Thus, V = S(T ?L)=S1 can be thought of as the space of unparametrized, oriented
geodesics in L. Its complement in the symplectic cut is then easily seen to be the
open unit disk bundle of T ?L.
Remark III.7. Since the cut construction aects only a codimension 1 submanifold
(the cut level), the S1-action induced by the geodesic ow descends to the rest of the
cut manifold.
36
More generally, suppose we have two Hamiltonian actions of Lie groups G and
H on a symplectic manifold (M;!) with corresponding moment maps  and  .
Suppose further that the actions commute, in the sense that  is H-invariant and
 is G-invariant. Assuming further that G acts freely on the reduction level and
denoting the reduced space by (M=c; !=c), the action of H descends to the reduced
space. This is because H preserves the level set f = cg and  commutes with the
action of G (so that the restriction of  to the reduction level descends to a moment
map on the reduced manifold  =c :M=c ! h?).
In our case explicitly, the S1-action on the cut spaceM :=  1()=S1 is induced
by the product action of the original S1 onM with the trivial action on the C factor.
This product action (H in the previous paragraph) commutes with free S1-action
(the above G) that was used to perform the cut and so descends to the cut space.
Some of the examples of polarized symplectic manifolds which arise from this
construction have already been worked out in [3]. In particular, Audin proved:
Proposition III.8. (Audin [3]) Let (W;!) be the symplectic manifold resulting
as the symplectic cut of the cotangent bundle T ?L by the (co-)geodesic ow of a Zoll
manifold L. Then W is symplectomorphic to one of the following:
 W = CPn if L = RPn; the reduced space V is the quadric Qn 1;
 W = Qn if L = Sn, the round sphere; the reduced space V is the quadric Qn 1;
 W = CPn  CPn (with the symplectic form !FS   !FS) if L = CPn; the
reduced space V is the submanifold dened by equation (3.1).
CHAPTER IV
The Lagrangian Critical Submanifold L
We aim to at least partially address a question posed by Audin in [2,3]. Given that
(W;!) is a polarized symplectic manifold with Morse-Bott function H and critical
submanifolds L and V as before, can we say (up to some notion of equivalence) what
L; V and W \are"?
The Morse-Bott function H on W should in principal encode the necessary infor-
mation about L and V . Being Morse-Bott, the Hessian Hess(H) is non-degenerate
in the transverse directions to the critical submanifolds, in particular, to L. In local
coordinates (x1; : : : ; xn; y1; : : : ; yn), where yi(p) = 0 for p 2 L, this means the matrix
of mixed second partial derivatives of H has
 
Hyi;yj(x; 0)

> 0. This yields a metric
on (the vertical tangent bundle of) L. This also gives a metric on the tangent bundle
TL (for example, the Sasaki metric), and thus a metric on T L.
Remark IV.1. We also have (after choosing a compatible almost complex structure
J) a metric induced by the original symplectic form ! on W . A natural question to
ask is: In what way are these two metrics related?
Having a metric on T L, we can speak of its unit disk and unit sphere bundles,
D(T L) and S(T L), respectively. Using the fact that L is Lagrangian in W , The-
orem II.28 gives that a tubular neighborhood of L is symplectomorphic to a disk
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subbundle of the cotangent bundle T ?L with the canonical symplectic form.
In the rest of this chapter, we work mostly on this neighborhood of the zero section
in T ?L and impose a further constraint on the Morse-Bott function H to determine
what possible manifolds the Lagrangian L can be. In particular, we require that the
ow of the vector eld XpH generate a free S
1-action away from the critical sets L
and V in W and show that this gives rise to a Zoll metric on L.
4.1 Blowing Up to Resolve Singularities
We begin with a polarized symplectic manifold (W;!) in the sense of Audin [3]
under the assumption that the ow of the symplectic vector eld XpH correspond-
ing to the square root of the Morse-Bott function H is freely periodic outside of its
critical set, of period, say, 2. (The actual period does not factor into the following
calculations.) Recall that H has exactly two critical submanifolds, where the mini-
mum value is attained along a smooth Lagrangian submanifold L and the maximum
along a smooth symplectic submanifold V .
The ow is thus singular at the minimum critical set L (where dH = 0) and also
at the maximum set V . In this discussion, we focus on the minimum. To examine
the nature of the singularity there, we perform a real oriented blow-up along L
in T ?L. (As this is a local construction, it is akin to blowing up along L in the
original manifold W .) The resulting blown-up manifold, denoted by dT ?L (or cW ), is
then a manifold with boundary @dT ?L (sometimes denoted bL), and one can perform
calculations as in Melrose's b-calculus on it.
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We set the following sign conventions and notation:
!0 =
nX
j=1
dxj ^ dyj
iXH! =  dH;
so that XH with respect to the standard symplectic form !0 is just
XH =  Hy@x +Hx@y
and the corresponding Hamiltonian equations are
_x =  @H
@y
_y =
@H
@x
:
We aim to show that the Lagrangian L must be a Zoll manifold (a Riemannian
manifold all of whose geodesics are closed of the same minimal period). Since H is
Morse-Bott, its Hessian is non-degenerate in the directions transverse to the critical
submanifolds. As L is Lagrangian, by an equivariant version of Theorem II.28, an
open neighborhood of it can be identied equivariantly symplectically with an open
neighborhood of the zero section of the cotangent bundle T ?L with the standard
symplectic form !0.
Working in the cotangent bundle T ?L with coordinates (x1; : : : ; xn; y1; : : : ; yn)
(corresponding to the canonical form !0 =
Pn
j=1 dxj ^ dyj), where L corresponds
to the zero section (x1; : : : ; xn; 0; : : : ; 0), by the non-degeneracy of the Morse-Bott
condition, we can write the Hessian of H along the zero-section L as
Hess(H) =
0BB@ 0 00  @2H
@yi@yj

1CCA
(x1;:::;xn;0;:::;0)
:
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The submatrix

@2H
@yi@yj

is positive denite and symmetric, and therefore denes a
Riemannian metric (gij(x)) on the Lagrangian L. With this metric, we consider a new
Hamiltonian H0 =
1
2
X
i;j
gij(x)yiyj (which by construction diers from the original
function H by terms of order 3 or higher in the y-variables), its square root
p
H0,
and the ows of the associated vector elds XH0 and X
p
H0 on the cotangent bundle
T ?L where they are dened. Some diculty lies in the singularity (non-smoothness)
of
p
H0 and
p
H at the zero section so that the Hamiltonian ows are not dened
there. However, we check that each orbit of the ow for both vector elds has a limit
approaching the zero section, even if the vector elds are not smooth there.
To do this, we perform an oriented blow-up (denoted by dT ?L) of T ?L along the
zero section, replacing each point of L with the space of directions at that point. (The
construction is analogous to the blow-up construction familiar to complex geometers.)
We work in \polar coordinates" dened on patches U (k) where yk 6= 0.
Without loss of generality, assume k = 1 so that y1 6= 0. The calculations for
other values of k are similar (and equally tedious). Recall that in a coordinate chart,
the blowing up map along the zero section is given by
B : (x1; : : : ; xn; y1; : : : ; yn)
T 7!

x1; : : : ; xn; r;
y2
y1
; : : : ;
yn
y1
T
;
where r =
p
y21 + : : :+ y
2
n. Let j = 
(1)
j =
yj
y1
. The corresponding blowing down
map (which is a dieomorphism away from the boundary) is given by
 : (x1; : : : ; xn; r; 2; : : : ; n)
T 7!

x1; : : : ; xn;
r
jjjj ;
r
jjjj2; : : : ;
r
jjjjn
T
:
Then in the coordinate patch U (1), we compute the lift of the Hamiltonian vector eld
Xh corresponding to a Hamiltonian h in terms of the coordinates (x1; : : : ; xn; r; 2; : : : ; n),
push the lift cXh back down to the original space, and compute the limit of the re-
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sulting vector eld as r ! 0. We will see that the limit of the vector eld, and hence
of the corresponding ow, is well behaved approaching the zero section.
In the above coordinates, the matrix corresponding to the derivative map dB is
given by 0BBBBBBBBBBBBBBBBB@
In 0 0 0 : : : 0
y1
r
y2
r
y3
r
: : :
yn
r
 y2
y21
1
y1
0 0 0
0n
... 0
1
y1
0 0
...
...
. . .
 yn
y21
0 : : : 0
1
y1
1CCCCCCCCCCCCCCCCCA
:
Then the lift of Xh corresponding to a Hamiltonian function h can be calculated
to be
dB Xh =
0BBBBBBBBBBBBBBBBB@
In 0 0 0 : : : 0
y1
r
y2
r
y3
r
: : :
yn
r
 y2
y21
1
y1
0 0 0
0n
... 0
1
y1
0 0
...
...
. . .
 yn
y21
0 : : : 0
1
y1
1CCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBB@
 hy1
...
 hyn
hx1
...
hxn
1CCCCCCCCCCCCCCCCA
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=
0BBBBBBBBBBBBBBBBBBBBBBB@
 hy1
...
 hyn
y1
r
hx1 + : : :+
yn
r
hxn
  y2
y21
hx1 +
1
y1
hx2
  y3
y21
hx1 +
1
y1
hx3
...
 yn
y21
hx1 +
1
y1
hxn
1CCCCCCCCCCCCCCCCCCCCCCCA
;(4.1)
We rst consider h =
p
H0 =
q
1
2
P
i;j gij(x)yiyj and handle the situation for h =
p
H
later on in this section. In the present case, the partial derivatives that appear in
(4.1) are
hxk =
1
4h
X
i;j
@gij
@xk
yiyj and
hyk =
1
2h
nX
i=1
gik(x)yi:
In terms of the blow-up coordinates (x; r; ) and letting jjjj =
p
1 + 22 + : : :+ 
2
n
and 1 = 1, hxk and hyk become
hxk =
r
jjjj
1
4
q
1
2
P
i;j gijij
 
nX
i;j=1
@gij
@xk
ij
!
and
hyk =
1
2
q
1
2
P
i;j gijij
 
nX
i=1
gki(x)i
!
:
For aesthetic purposes, let us denote the quantity
q
1
2
P
i;j gijij by G. Then in
the blow-up coordinates, cXh = dB Xh becomes
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cXh =
0BBBBBBBBBBBBBBBBBBBBBBBBBB@
  1
2G
 
nX
i=1
g1i(x)i
!
...
  1
2G
 
nX
i=1
gni(x)i
!
r
jjjj2
1
4G
X
k
X
i;j
@gij
@xk
ijk
1
4G
X
i;j

 2@gij
@x1
+
@gij
@x2

ij
...
1
4G
X
i;j

 n@gij
@x1
+
@gij
@xn

ij
1CCCCCCCCCCCCCCCCCCCCCCCCCCA
:
We now push the vector eld back down to T ?L under the blowing down map
(1) =  : (x1; : : : ; xn; r; 2; : : : ; n)
T 7!

x1; : : : ; xn;
r
jjjj ;
r
jjjj2; : : : ;
r
jjjjn
T
;
the corresponding dierential d of which has matrix representation
d =
0BBBBBBBBBBBBBBBBB@
In 0 0 0 : : : 0
0
1
jjjj  
r2
jjjj3  
r3
jjjj3 : : :  
rn
jjjj3
0
2
jjjj
r
jjjj3 (jjjj
2   22)  
r23
jjjj3 : : :  
r2n
jjjj3
0
3
jjjj  
r32
jjjj3
r
jjjj3 (jjjj
2   23) : : :  
r2n
jjjj3
...
...
...
. . .
...
0
n
jjjj  
rn2
jjjj3  
rn3
jjjj3 : : :
r
jjjj3 (jjjj
2   2n)
1CCCCCCCCCCCCCCCCCA
:
The calculation for d  cXh is tedious, but for completeness, we include it here. We
rst note that the coecients for the @xk entries are unaected, since d is the identity
on the x-coordinates. In the coordinate patch U (1), we calculate the coecients for
@y1 and @y2 (in terms of (x; r; )) and take the limit as r ! 0 to rule out any messy
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behavior. The calculations for the other @yk terms are completely analogous to the
k = 2 case.
First, the @y1 term works out to be
coecient for @y1 =
r
jjjj3 
1
4G
X
k
X
i;j
@gij
@xk
ijk
  rjjjj3
X
k
k
X
i;j

 k @gij
@x1
+
@gij
@xk

ij  1
4G
=
r
jjjj3 
1
4G
X
k
X
i;j

@gij
@xk
ijk +
@gij
@x1
2kij  
@gij
@xk
ijk

=
r
jjjj3
1
4G
 X
k
2k
! X
i;j
@gij
@x1
ij
!
=
r
jjjj
1
4G
X
i;j
@gij
@x1
ij ! 0 as r ! 0:
We note that the above expression, when expressed in terms of the original coordi-
nates (x; y), is just 1
4h
P
i;j
@gij
@x1
yiyj = hx1 as expected. The calculation for @y2 is as
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follows (recalling that 1 = 1):
coecient for @y2 =
r2
jjjj3
1
4G
X
k
X
i;j
@gij
@xk
ijk
+
r
jjjj3
 jjjj2   22 14GX
i;j

 2@gij
@x1
+
@gij
@x2

ij
  rjjjj323
1
4G
X
i;j

 3@gij
@x1
+
@gij
@x3

ij   : : :
  rjjjj32n
1
4G
X
i;j

 n@gij
@x1
+
@gij
@xn

ij
=
r
jjjj3
1
4G
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
2
X
k
k
X
i;j
@gij
@xk
ij
+jjjj2Pi;j  2@gij@x1 + @gij@x2

 22
X
i;j

 2@gij
@x1
+
@gij
@x2

ij
 23
X
i;j

 3@gij
@x1
+
@gij
@x3

ij
...
 2n
X
i;j

 n@gij
@x1
+
@gij
@xn

ij
9>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>;
=
r
jjjj3
1
4G
8>>>>>>>><>>>>>>>>:
2
nX
k=1
k
X
i;j
@gij
@xk
ij
+jjjj2Pi;j  2@gij@x1 + @gij@x2

ij
 2
Pn
k=2 k
X
i;j

 k @gij
@x1
+
@gij
@xk

ij
9>>>>>>>>=>>>>>>>>;
=
r
jjjj3
1
4G
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
2
nX
k=1
k
X
i;j
@gij
@xk
ij
 2jjjj2
P
i;j
@gij
@x1
ij
+jjjj2Pi;j @gij@x2 ij
+2
nX
k=2
2k
X
i;j
@gij
@x1
ij
 2
Pn
k=2 k
P
i;j
@gij
@xk
ij
9>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>;
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=
r
jjjj3
1
4G
8>>>>>><>>>>>>:
2
Pn
k=1 
2
k
P
i;j
@gij
@x1
ij
 2jjjj2
P
i;j
@gij
@x1
ij
+jjjj2Pi;j @gij@x2 ij
9>>>>>>=>>>>>>;
=
r
jjjj3
1
4G
jjjj2
X
i;j
@gij
@x2
ij
=
r
jjjj
1
4G
X
i;j
@gij
@x2
ij ! 0 as r ! 0:
We also note that after expressing the above in terms of the coordinates (x; y),
we recover hx2 . Thus the Hamiltonian vector eld X
p
H0 has a limit approaching the
zero section from above and its lift bXpH0 is well behaved in the blown-up space dT ?L.
Furthermore, since H and H0 dier only by higher order terms in r, we see that their
ows agree in the limit (as r ! 0) approaching the boundary @dT ?L.
We can see this more explicitly by calculating the lift of XpH using h =
p
H in
(4.1), the entries of which are in terms of the partial derivatives hxk and hyk . We
will soon see that matrix entries agree with those of bXpH0 at r = 0.
By construction, H = H0 + Oy(3). Converting to blow-up coordinates, we have
that H = H0 + Or(3), since each factor of yk contributes a factor of r in the new
coordinates under the change yk 7! ky1 = k rjjjj . Setting h =
p
H =
p
H0 +Or(3),
we compute the xk- and yk-partial derivatives in terms of the blow-up coordinates.
(There are also some more detailed calculations in Section 4.3 below.)
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hxk =
@
@xk
p
H

=
1
2
p
H0 +Oy(3)

@
@xk
(H0 +Oy(3))

=
1
2
p
H0 +Oy(3)
"
1
2
X
i;j
@gij
@xk
yiyj +
@
@xk
Oy(3)
#
=
1
2
p
H0 +Oy(3)
"
1
2
X
i;j
@gij
@xk
yiyj +Oy(3)
#
=
1
2
q
r2
jjjj2
1
2
P
i;j gijij +Or(3)
"
r2
jjjj2
1
2
X
i;j
@gij
@xk
ij +Or(3)
#
=
1
2
q
1
2
P
i;j gijij +Or(1)
"
r
jjjj
1
2
X
i;j
@gij
@xk
ij +Or(2)
#
hyk =
@
@yk
p
H

=
1
2
p
H0 +Oy(3)

@
@yk
(H0 +Oy(3))

=
1
2
p
H0 +Oy(3)
"
nX
i=1
gik(x)yi +
@
@yk
Oy(3)
#
=
1
2
p
H0 +Oy(3)
"
nX
i=1
gik(x)yi +Oy(2)
#
=
1
2
q
r2
jjjj2
1
2
P
i;j gijij +Or(3)
"
r
jjjj
nX
i=1
gik(x)i +Or(2)
#
=
1
2
q
1
2
P
i;j gijij +Or(1)
"
nX
i=1
gik(x)i +Or(1)
#
It should be clear from the above expressions that the partial derivatives of
p
H0
and
p
H agree as r ! 0, so that the their ows agree in the blow-up at fr = 0g.
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4.2 Polarized Symplectic Manifolds Whose Lagrangians Are Zoll
Using the above framework, if we impose one more (restrictive) condition on
the Morse-Bott function H, we can show that L must be a Zoll manifold. The
calculations towards the end of Section 4.1 show that bXpH and bXpH0 (the latter
corresponding to the co-geodesic ow of the metric induced by the Hessian of H)
are equal along fr = 0g. The orbits of bXpH0 correspond to geodesics on L so that if
all orbits are periodic of the same period, then the corresponding geodesics on L are
periodic and of equal length.
Assuming further that the ow of XpH is freely periodic away from L and V in
W , we get that the ow of XpH0 is also freely periodic away from L and V . We
aim to show that no short orbits are introduced in the blow-up construction. Then
interpreting the ow of XpH0 as the co-geodesic ow on T
?L yields periodic geodesics
of the same length on L under the projection  : T ?L! L.
Theorem IV.2. Let (W;!) be a polarized symplectic manifold (in the sense of Au-
din), and suppose the Morse-Bott function H is such that the Hamiltonian ow of
XpH generates a free S
1-action o of L and V . Then L is a Zoll manifold.
Proof. As before, we consider the function h =
p
H on the oriented blow-up dT ?L
along L in T ?L. By assumption, on dT ?L, all orbits of the ow of bXpH are closed
with some common period l, but perhaps not a common least period.
The key point to note here is that if there exists a short orbit, it must lie on the
boundary level set @dT ?L. Suppose it has period l=k; for k some integer larger than
1. We examine the Poincare map for this oending geodesic and consider its ow
map on a transverse Poincare section. The picture is a half-space of sorts.
Without loss of generality, x an S1-invariant metric on the total space dT ?L (i.e.
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such that S1 acts by isometries). Here, we are implicitly identifying a neighborhood
of the zero section of the normal bundle of the boundary with a neighborhood of the
boundary in dT ?L via the exponential map. We want the S1-action induced by the
ow to be free on the boundary. For v normal to the boundary and invariant under
the S1-action, we have
g  exp(tv) = expg(tv); t 2 [0; );  2 @dT ?L; g 2 S1
since g 2 S1 is an isometry (i.e. d(; exp(tv)) = d(g  ; g  exp(tv)), and the
exponential map is a radial isometry. Suppose by way of contradiction that there is
some element g 2 S1 which is not the identity, such that g   =  for some  in the
boundary (so that the orbit of  represents a short orbit).
g  exp(tv) = expg(tv) by the above observation,
= exp(tv) since g   = :
In particular, for t > 0, g 6= Id xes exp(tv) 62 @dT ?L, contradicting the freeness of
the action away from the boundary. Thus, there can be no short orbits of bXpH on
the boundary. By the calculations in Section 4.1, since bXpH and bXpH0 agree on the
boundary, there are consequently no short orbits of bXpH0 , so that the metric induced
by the Hessian is indeed Zoll.
The above theorem gives that the Lagrangian L in this case cannot be a lens space
(except for the case of RPn). It is still possible that L could be a lens space under
weaker assumptions on the Morse-Bott function, however (see [3], Proposition 2.7,
which considers the possibility of branched covers by the case where the Lagrangian
is a sphere).
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4.3 The Geodesic Flow of the Metric vs. the Hamiltonian Flow of H
Up to this point, we have three polarized symplectic manifolds: the given (W;!),
the symplectic cut performed at a regular level using the S1-action associated to the
periodic ow of XpH , and the Zoll cut performed again at a regular leveel using
the S1-action from the ow of XpH0 . They are, of course, dieomorphic, being
compactications of dieomorphic disk bundles, but we would like to say more.
In this section, we aim to show that the two symplectic cuts mentioned above
are equivariantly symplectomorphic under the additional assumption that H and
H0 dier only by terms of order 4 and higher in the y-variables. We do not quite
achieve this symplectomorphism due to the non-smoothness of
p
H and
p
H0 along
the critical sets, however we do obtain an equivariant symplectomorphism in the
blown-up space. The proof closely follows the arguments of Weinstein [32] with
modications to deal with the S1-action and the non-smoothness of
p
H.
We rst identify the two S1-actions (one coming from
p
H and the other from
p
H0) by conjugation via exponential maps in order to send the level sets of one
Hamiltonian to the other. To do this, we require metrics g0; g1 on the normal bundle
to @dT ?L = bL that are invariant with respect to each circle action. This yields
exponential functions that allow us to identify a neighborhood of the zero section
of the normal bundle to a neighborhood of bL in the blown-up space. We take the
following steps.
1. We show that the two vector elds b1 = bXpH and b0 = bXpH0 dier only up to
higher order terms, i.e. b1   b0 = Or(2), in the sense that the Taylor series of
the coecients dier only by second and higher order terms in r.
2. We show that L b1  b0g0 = Or(1).
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3. We can take g1 =
1
2
Z 2
0

1t
?
g0 dt to obtain a metric invariant under the
ow of b1, which will agree with g0 along fr = 0g and give the same unit normal
vector by the above calculation.
4. Conjugating the two S1-actions given by the ows induces df? = Id on TdT ?L
along bL, where f = expg0 (IdbL IdI) exp 1g1 takes b1 to b0 (by which we mean
f? b1 = b0).
5. Thenc!0 (f 1)?c!0 =c!0 c!1 = Or(1), where we use the (hopefully) obvious no-
tationc!0 to denote the lift of the symplectic form !0 to the blown-up space. We
give an equivariant Moser argument in the blow-up, given that [c!0] = [(f 1)?c!0]
so the forms dier by an exact form as in the Poincare Lemma.
Now assume that H = H0 + Oy(4), where H0 =
1
2
nX
i;j=1
gij(x)yiyj and gij(x) is
given by the Hessian of H after setting y = 0, as before. We know that H =
H0 + Or(4) (since each factor of yi contributes a factor of r when converting to
blow-up coordinates). We may write
H = r2F + r4G; H0 = r
2F;
for some smooth functions F 6= 0 and G. Then we have pH0 =
p
r2F = rF 1=2 and
p
H =
p
r2F + r4G
= r
p
F + r2G
= r(F + r2G)1=2
= r

F

1 + r2
G
F
1=2
= rF 1=2

1 + r2
G
F
1=2
:
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Using the binomial series expansion around r
2G
F
= 0, we obtain
= rF 1=2

1 +
1
2
r2
G
F
+
1
2
  1
2
r4
G2
F 2
+
1
2
  1
2
  3
2
r6
G3
F 3
+ : : :

= rF 1=2

1 +
1
2
G
F
r2   1
4
G2
F 2
r4 +
3
8
G3
F 3
r6   : : :

= rF 1=2 +
1
2
G
F 1=2
r3   1
4
G2
F 3=2
r5 +
3
8
G4
F 5=2
r7   : : : :
Together, we have
p
H  
p
H0 =
1
2
G
F 1=2
r3   1
4
G2
F 3=2
r5 +
3
8
G4
F 5=2
r7   : : :
= Or(3):
This gives us that
@
@xk
p
H  
p
H0

= Or(3);
and using equation (4.1), since the coecient for the component of b1   b0 in the @@r
direction is given in terms of the xk partial derivatives, we get that
(4.2)
b1   b0r = Or(3):
(The superscript just denotes the directional component.)
Writing the coecient y1
r
hx1 + : : : +
yn
r
hxn in terms of the blow-up coordinates
(x1; : : : ; xn; r; 2; : : : ; n) does not introduce or reduce any powers of r coming from
the xk partial derivatives (because each
yk
r
becomes k
r
jjjj  1r ; where 1 = 1).
Equation (4.2) also gives that the vector elds dier by Or(3) terms in the
@
@yk
directions, since these coecients depend only on the xk partial derivatives. Referring
to the calculation for dB Xh, we see that lifting to the blow-up gives the following
coecient for the @
@k
direction:
 yk
y21
hx1 +
1
y1
hxk :
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Converting to blow-up coordinates introduces a factor of 1
r
so that the coecients of
the dierence b1   b0 dier by Or(2)-terms in the k-directions.
The blow-up map is simply the identity in the xk-directions, so the
@
@xk
component
of b1   b0 is given by
@
@yk
p
H  
p
H0

=
@
@r
p
H  
p
H0

 @r
@yk
;
by the Chain Rule. Since r =
p
y21 + : : :+ y
2
n, a quick calculation gives
@r
@yk
= kjjjj .
Thus, dierentiating with respect to yk decreases the order of r in the dierence
(
p
H   pH0) = Or(3) by 1, so that the @@xk components of b1   b0 are Or(2).
We now consider the metric g0, which is S
1-invariant with respect to the S1-action
induced by the ow of b0 = bXpH0 . We relabel the coordinates (x1; : : : ; xn; 2; : : : ; n; r)
as (x1; : : : ; xn; xn+1; : : : ; x2n 1; x2n = r) and write g0 = gijdxi 
 dxj, where summa-
tion is implied when an index appears both raised and lowered. Since g0 is invariant
under the ow of b0, we have L b0g0 = 0.
Claim IV.3. L b1  b0 (g0) = Or(1).
Proof. Recall that the Lie derivative along a vector eldX = X i @
@xi
can be calculated
in terms of the Lie bracket as follows:
LXi @
@xi
 
@
@xk

=

X i @
@xi
; @
@xk

=  @X
i
@xk
@
@xi
:
Then we can calculate LXi @
@xi
(dxl):
0 = LXi @
@xi
kl = LXi @
@xi
h @
@xk
; dxli
= hLXi @
@xi
@
@xk
; dxli+ h @
@xk
;LXi @
@xi
dxli
= h @Xi
@xk
@
@xi
; dxli+ h @
@xk
;L
Xi
@
@xi
dxli
h @
@xk
;L
Xi
@
@xi
dxli = h@Xi
@xk
@
@xi
; dxli:
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The left-hand side of the last equation gives the coecient ak of the k-th compo-
nent of the Lie derivative, while the pairing on the right is only non-zero for i = l.
This gives ak =
@Xl
@xk
so that
LXi @
@xi
(dxl) = @X
l
@xk
dxk:
In our case, X = b1  b0 = 2n 1X
i=1
r2i @
@xi
+ r3 @
@r
, and we would like to take the Lie
derivative of the (0, 2)-tensor g0 = gijdx
i 
 dxj (recalling that x2n = r).
LX
 
gjkdx
j 
 dxk = LX  gjkdxj
 dxk + gjkdxj 
 LXdxk
=

X(gjk)dx
j + gjkLX(dxj)

 dxk + gjkdxj 
 LX(dxk)
=
264X(gjk)| {z }
Or(2)
dxj + gjk(
@Xj
@xl|{z}
Or(1)
dxl)
375
 dxk + gjkdxj 
 ( @Xk@xl|{z}
Or(1)
dxl)(4.3)
= Or(1);
where by the last equality, we mean each coecient of dxj
dxk is divisible by r.
What this calculation shows in particular is that when r = 0 (that is, along @dT ?L),
L b1g0 = 0. To obtain a new metric g1 that is invariant with respect to the S1-action
induced by 1, we average the metric g0 over this S
1. That is,
g1 =
Z 2
0
(
b1
t )
?g0 dt;
where the ow of b1 is given by  b1t . Since L b1g0 = 0 along fr = 0g, averaging over
the ow of b1 also preserves the unit normal to the boundary.
The exponential maps associated to each of the two metrics g0 and g1 (call them
expg0 and expg1 , respectively) allow us to identify a neighborhood of the boundary
@dT ?L with a tubular neighborhood of its normal bundle in the total space, which
will be of the form bL I for some interval I.
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In order to identify the two S1-actions as one, we dene the conjugating map
f = expg0 
 
IdbL  IdI  exp 1g1 ;
where IdbL just sends the point (x; c) in the normal bundle to the corresponding point
x 2 bL and IdI sends (x; c) to c in the interval I. The induced map df? is the identity
on TdT ?L along bL and subsequently [(f 1)?c!0] = [c!0].
After applying f , we have an S1-action on a neighborhood of the zero section in
(dT ?L;c!0), wherec!0 is S1-invariant, and the same S1 acting on a neighborhood of the
zero section in (dT ?L; (f 1)?c!0), where (f 1)?c!0 is S1-invariant. We would like to say
that the two symplectic forms c!0 and (f 1)?c!0 are equivariantly symplectomorphic.
To achieve this, we use a slightly modied equivariant Moser's trick in the blow-up.
4.4 Moser's Trick and the Poincare Lemma
Inspired by the proof of the Poincare Lemma (see Bott-Tu [10]) and Moser's trick
(Section II.17), we nd a time-independent 1-form t =  that allows us to show
that our two symplectic forms on (a neighborhood of) @dT ?L are locally equivariantly
symplectically equivalent.
Given the two symplectic forms b!canonical = c!0 and (f 1)?c!0 = c!1, we apply an
equivariant version of Moser's trick on the blow-up dT ?L to show that they are locally
equivalent up to equivariant symplectomorphism. Since df? acts as the identity nearbL, including in the normal direction, we have that [c!0] = [c!1], and consider the
1-parameter family of symplectic forms
b!t = (1  t)c!0 + tc!1
= c!0 + t(c!1  c!0); 0  t  1:
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Then [ b!t] = [c!0] for all t. We want
?t b!t =c!0; 8t
Lvt b!t = ivtd b!t| {z }
0
+divt b!t + _b!t = 0
divt b!t =   _b!t =c!0  c!1
=  d:
To nd , we apply methods from the proof of the Poincare Lemma to the situation
at hand in order to use an equivariant Moser's trick in the blow-up. We rst identify
a neighborhood of @dT ?L in dT ?L with a collar neighborhood U0 = bL  I for some
I = [0; ] corresponding to the (normal) r direction.
Since [c!1] = [c!0], we know that c!1 and c!0 dier by an exact form. That is,
c!1  c!0 = d;
for some 1-form  2 
1(U0); which is 0 along bL  f0g. We would like to apply
Moser's method to the family of cohomologous forms
b!t =c!0 + t(c!1  c!0) =c!0 + td;
which we can assume to be symplectic (perhaps after shrinking neighborhoods) since
non-degeneracy is an open property.
We can use the usual homotopy formula as in the case of the proof of the Poincare
Lemma to construct the exact form d as follows. Let 0 : bL ,! U0 be the inclusion
of bL as the zero section bL f0g and let 0(x; r) = x be the projection onto the rst
factor. We dene the retraction t for t 2 [0; 1] by
t : U0 ! U0
(x; r) 7! (x; tr):
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Then t xes bLf0g for all t, 0 = 0  0 has image bL f0g, and 1 is the identity
map.
Recall that a (de Rham) homotopy operator between 0 = 0  0 and 1 = Id is
a linear map
K : 
k(U0)! 
k 1(U0)
that satises the homotopy formula
Id?   (0  0)? = dK +Kd:
Since dK + Kd maps closed forms to exact forms, it induces zero in cohomology.
Then (0  0)? is chain homotopic to the identity. Setting 
 = c!1  c!0, we have
d
 = 0 and ?0
 = 0, so that the above formula reduces to 
 = dK
.
We explicitly set
(4.4) K
 =
Z 1
0
?t (iXt
) dt;
where Xt(q) is the vector tangent to s(p) at s = t for q = t(p). In this particular
case, the vector eld is justXt = r
@
@r
. SinceXt = 0 for all points in bLf0g = fr = 0g,
x = (K
)x = 0 for all x 2 bL. One readily veries that this denition for K satises
the homotopy formula with the help of Cartan's formula. Let  be a k-form.
Kd + dK =
Z 1
0
?t (iXtd) dt+ d
Z 1
0
?t (iXt) dt
=
Z 1
0
?t (iXtd + diXt) dt
=
Z 1
0
?tLXtdt
= ?1   ?0:
The last equality follows from the Fundamental Theorem of Calculus and
d
dt
?t  = 
?
tLXt:
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Without loss of generality, we can assume that  and d are S1-invariant (for
example, by averaging  = K
 over S1).
Away from fr = 0g, solving Moser's equation
ivt b!t =  
works as in the standard case. However, we would like to know that the equation
can be solved so that vt = 0 at r = 0 smoothly. To verify that we can do this, as
before, we work in a coordinate neighborhood of the blown-up space and verify that
the coecients of vt in these coordinates have limit 0 as r tends to 0.
Working as usual in the coordinate patch given by y1 6= 0, consider the matrix
expression forc!0 in the coordinates (x1; : : : ; xn; r; 2; : : : ; n). Then 2-forms will have
basis elements dxi^dxj; dxi^dr; dxi^dj; dr^di; and di^dj. In terms of this basis
and setting jjjj =
p
1 + 22 + : : :+ 
2
n, the skew-symmetric matrix A0 representing
c!0 is given by:
A0 =
0B@ 0 A
 AT 0
1CA ;
where A is the n n matrix0BBBBBBBBBBBB@
1
jjjj   rjjjj32   rjjjj33 : : :   rjjjj3n
2
jjjj
r
jjjj(1  2jjjj2 )   rjjjj23 : : :   rjjjj2n
3
jjjj   rjjjj32 rjjjj(1  3jjjj2 ) : : :   rjjjj3n
...
...
. . .
...
n
jjjj   rjjjjn2 : : :   rjjjjnn 1 rjjjj(1  njjjj2 )
1CCCCCCCCCCCCA
:
Recall that b!t = c!0 + td. In order to invert Moser's equation, which in matrix
form looks like
(4.5) AtVt =  N;
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we need to know that the matrix At representing b!t is \smooth enough" in the blow-
up such that, when applied to the matrix  N representing  , we get a vector eld
Vt that is 0 along bL. Since the denition of At ( b!t) depends on N (), it is enough
to consider the powers of r that appear in the Taylor expansions at r = 0 for the
entries in N corresponding to the coecients of .
Claim IV.4. r2 divides (the Taylor series for the coecients of) .
Proof. In the homotopy formula (4.4), contraction with Xt = r
@
@r
introduces one
factor of r. Since 
 =c!1 c!0 = 0 along fr = 0g, the Taylor series for the coecients
of 
 in the integral are also divisible by r, so that r2 divides .
In particular, r divides d. Thus, we can express b!t in matrix form as
At = A0 + t M = A0 + t  rE
= A0(Id+ t  rA 10 E)(4.6)
for some matrix E with smooth entries. In the above, A 10 is given by
(4.7) A 10 =
0B@ 0 B
 BT 0
1CA ;
where B is the n n matrix given by
(4.8)
0BBBBBBBBBBBB@
  1jjjj 2jjjjr 3jjjjr : : : njjjjr
  2jjjj   jjjjr 0 : : : 0
  3jjjj 0   jjjjr : : :
...
...
... 0
. . . 0
  njjjj 0 : : : 0   jjjjr
1CCCCCCCCCCCCA
;
from which it is apparent that A 10 has entries with at worst a pole of order 1
in r. (O-diagonal entries in the lower right (n   1)  (n   1) submatrix are all
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zero.) By considering only small values of r, we expand (4.6) using the the Neumann
series, which generalizes the geometric series for operators of small enough norm.
We consider the matrices below as linear operators on the tangent space Tx(dT ?L) for
each x 2 bL [0; ].
A 1t = (Id+ t  rA 10 E) 1A 10
= (Id  t  rA 10| {z }
smooth
E + (t  rA 10 E)2   : : :)A 10 ;(4.9)
which is smooth since E and rA 10 are smooth. For equality to hold, we need to
know that the series converges. To prove this, we use a few notions from functional
analysis.
Denition IV.5. Let 1; 2; : : : ; N denote the (real or complex) eigenvalues of a
matrix A 2 MNN(C). Then the spectral radius (A) of A is dened to be the
maximum modulus of its eigenvalues,
(A)
def
= max
1jN
(jjj) :
Denition IV.6. A linear transformation between normed vector spaces (X; jj  jjX)
and (Y; jj  jjY ) is said to be bounded if there exists a constant M > 0 such that for
all v 2 X,
jjLvjjY M jjvjjX :
Taking the smallest value M gives the operator norm jjLjjop of L.
In the present situation, the matrix B = rA 10 E at bL  [0; ] takes the tangent
space at x to itself, so that both norms are the same. Then M can be taken to be
the spectral radius of B at x, so that B is bounded.
Claim IV.7. For the convergence of the Neumann series (4.9), it suces to show that
(B2) < 1.
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Proof. The result is a consequence of Gelfand's Formula, which states that for a
bounded linear operator A and the operator norm jj  jj = jj  jjop,
(A) = lim
n!1
jjAnjj1=n:
Then (A) < 1 implies that there is some k such that jjAkjj < 1. One can then
rewrite the series
1X
j=0
Aj = (1 + A+ : : :+ Ak 1)
1X
j=0
Akj:
Since jjAkjj < 1; the sum
1X
j=0
Akj converges so that the sum on the left converges.
In particular, we rewrite (4.9) as
A 1t = (Id  tB + (tB)2   (tB)3 + : : :)A 10
= (1  tB)
1X
j=0
(t2B2)j:
Since jjt2B2jj  jjB2jj for 0  t  1, the above sum will converge if (B2) < 1.
To show that (B2) < 1 for small enough r, we show that r divides each of the
entries in B2. Then taking  close enough to 0, the eigenvalues of B will be small in
modulus.
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Using (4.7) and (4.8), we see that rA 10 takes the form
(4.10)
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0nn
r ? ? : : : ?
r ? 0 : : : 0
... 0 ? 0
...
...
...
. . . 0
r 0 : : : 0 ?
 r  r : : : : : :  r
0nn
? ? 0 : : : 0
? 0 ?
...
...
...
. . . 0
? 0 : : : 0 ?
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
;
where an r indicates that the entry is divisible by r and an asterisk indicates a term
of order zero in r. From the denition of  in (4.4) and Claim IV.4, d has the form
d = d(r2); for some 1-form 
= 2rdr ^ + r2d
= r(2dr ^ + rd);
63
so that the matrix E represents the 2-form 2dr ^+ rd and thus it takes the form
(4.11)
0BBBBBBBBBBBBBBBBBBBBBBB@
rnn
?
rn(n 1)
...
...
?
? : : : : : : ? 0 ? : : : ?
r(n 1)n
?
r(n 1)(n 1)
...
?
1CCCCCCCCCCCCCCCCCCCCCCCA
;
where ? indicates coecients that are of order 0 in r and rm;n indicates that each
entry in an mn submatrix is divisible by r (and possibly equal to 0, as in the case
of diagonal entries).
From (4.10) and (4.11), we nd that rA 10 E has the form
(4.12) B =
0BBBBBBBBBBBBBBBBBBBBBBB@
rnn
?
rn(n 1)
...
...
?
rnn
r
rn(n 1)
?
...
?
1CCCCCCCCCCCCCCCCCCCCCCCA
;
where the distinguished column is the (n + 1)-th column. From this it follows that
B2 has the form
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(4.13) B2 =
0BBBBBBBBBBBBBBBBBBBBBBB@
rnn
r
rn(n 1)
...
...
r
rnn
r
rn(n 1)
...
...
r
1CCCCCCCCCCCCCCCCCCCCCCCA
;
so that all entries are divisible by r. By taking  > 0 small enough (that is, by working
on a small enough neighborhood of bL), one can guarantee that the eigenvalues of B2
are small enough in size to guarantee that (B2) < 1. Then by Claim IV.7, At is
invertible for 0  t  1 and is given by (4.9).
Applying A 1t to both sides of (4.5) gives
A 1t AtVt = A
 1
t ( N)
Vt =  A 1t N:
It is clear from (4.9) that A 1t has at worst a pole of order 1, and we have shown
previously that r2 divides N , so that r divides Vt. Thus, the vector eld vt in Moser's
equation vanishes along bL. Since  was chosen to be S1-invariant and 
 = c!1  c!0
is S1-invariant, vt is an S
1-invariant vector eld and is smooth up to bL and vanishes
along bL.
By integrating vt, one can locally solve for the ow t; 0  t  1 (shrinking the
neighborhood U0, if necessary), which is the identity on bL from the above discussion.
Since vt is S
1-invariant, the ow t is automatically S
1-equivariant.
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Since ?1c!1 = c!0, we get that the two forms are locally equivariantly symplec-
tomorphic, and the two S1-actions can be identied after applying the conjugating
map f = expg0 (IdbLIdI)exp 1g1 . Since f? b1 = b0, that is, f? bXpH = bXpH0 , the two
functions are related by
p
H =
p
H0 + C (for a constant C) locally since they give
rise to the same vector eld b0 after applying the conjugator. This gives that, after
normalizing to account for the constant C, performing a symplectic cut in the blow-
up for small values of
p
H and
p
H0 (with respect to the structures (f
 1)?c!0 and
c!0, respectively) will yield equivariantly symplectomorphic cut manifolds. (Notice
that a dierent choice of metric g0, from which g1 is dened, will just yield another
equivariantly symplectic form.)
We would like to say that c!1 = (f 1)?c!0 descends to a smooth symplectic form
under the blow-down map. Its smoothness is not entirely clear, but by construc-
tion, df is the identity along the boundary, the only place where the blowing down
operation is not well-behaved. The descended form will at least be C0 or C1 and
identically zero along L.
We summarize this result as follows:
Theorem IV.8. Let (W;!) be a polarized symplectic manifold and suppose its Morse-
Bott function H is such that
 XpH generates a free S1-action away from L and V , and
 the Taylor expansions along L for H and H0 dened by the Hessian as above
dier only by terms of order 4 and higher in transverse coordinates yk.
Then there is a neighborhood of L in W such that (after normalizing
p
H by a
constant) for small  > 0 the symplectic cut under the S1-action induced by XpH
is equivariantly equivalent (symplectomorphic in the blow-up) to the Zoll cut of a
neighborhood of the zero section in (T ?L; !) with respect to the geodesic ow given
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by XpH0 at levels .
We end this chapter by introducing a subfamily of polarized symplectic manifolds
with a specic type of symmetry.
4.5 Even Polarized Symplectic Manifolds
Inspired by the Zoll cut examples of polarized symplectic manifolds, we introduce
some new terminology to describe a special class of polarized symplectic manifolds
dened in terms of a very natural geometric constraint.
Recall that in the Zoll cut construction associated to a Zoll manifold L, the Morse-
Bott function is given in local coordinates on the cotangent bundle (T ?L; !0) with its
canonical symplectic form by H0(x; y) = jjyjj2 so that H0(x; y) = H0(x; y). There is
an obvious Z2-action on the space given by 0(x; y) = (x; y) that preserves H0 and
is antisymplectic, i.e. ?0!0 =  !0. Since this Z2-action on T ?L commutes with the
geodesic ow and preserves levels of
p
H0 = jjyjj = c, it descends to the symplectic
cut at level jjyjj =  and preserves the reduced manifold V , which as noted before
is just the space of unparametrized, oriented geodesics on L. Moreover, the induced
action of 0 interchanges points on V corresponding to the same unparametrized
geodesics with opposite orientations.
The above discussion motivates us to dene the following:
Denition IV.9. An even polarized symplectic manifold is a polarized symplectic
manifold (W;!) (in the sense of Audin) together with an involution  : W ! W
such that
 ?! =  ! ( is antisymplectic),
  xes L and preserves V set-wise (jL = IdL and (V ) = V ), and
 ?H = H (the Morse-Bott function H is invariant under ).
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When a function H on a symplectic manifold (W;!) is invariant under an an-
tisymplectic involution  (i.e. ?H = H   = H), H is said to be a reversible
Hamiltonian.
It is well known that the xed point set of an antisymplectic involution of a
symplectic manifold, when non-empty, must be a Lagrangian submanifold. (See,
for example, Meyer [22].) Forgetting about the Morse-Bott function H for a brief
moment, it turns out that a neighborhood of the Lagrangian L is equivariantly
symplectomorphic to the standard example of a neighborhood of the zero section of
L in T ?L with the action of 0 sending a covector to its negative.
Theorem IV.10. (Meyer [22]) Let (W;!) be a symplectic manifold with an an-
tisymplectic involution  : W ! W with non-empty xed point set L. Then there
exists a neighborhood U0 of the zero section in (T
?L; !0) with the canonical symplec-
tic structure, a neighborhood U of L in W , and an equivariant symplectomorphism
' : U0 ! U such that '?! = !0 and '? =   ' = 0.
The proof of the theorem uses a modied version of Weinstein's argument in [32],
much like the proof of Theorem IV.8, in which there is an S1-action o of the critical
set instead of a Z2-action. For details, the reader is referred to Meyer's paper [22].
Thus, in the present case, we also have a standard local picture.
We can now say more about polarized symplectic manifolds with XpH generating
a free S1-action o of L and V given the additional constraint that H is reversible. In
the coordinates on (a neighborhood of the zero section in) T ?L supplied by Theorem
IV.10,  is just given by (x; y) 7! (x; y), so that in these coordinates, -invariance
of H means that H(x; y) = H(x; y). That is, H is an even function in the ber
variables y so that its Taylor expansion about y = 0 contains only even powers of y.
Thus, we nd ourselves in the setting of Theorem IV.8 since H = H0 + Oy(4)
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as a consequence of Meyer's theorem. By Theorem IV.2, we know that L is a Zoll
manifold. Theorem IV.8 then gives that a neighborhood of L is S1-equivariantly
symplectomorphic to a neighborhood of the zero section of the standard Zoll model
with the S1-action coming from the geodesic ow such that the symplectic cuts at
corresponding levels are the same.
Since the symplectic cut of the cotangent bundle (T ?L; !0) with respect to the
geodesic ow of a Zoll manifold L comes with the standard antisymplectic involution
0, we have exhibited these particular even polarized symplectic manifolds as a sort
of (local) symplectic invariant to Zoll manifolds.
CHAPTER V
The Symplectic Critical Submanifold V
Up to this point, we have focused on a neighborhood of the Langrangian L in the
polarized symplectic manifold (W;!) while largely ignoring the symplectic submani-
fold V corresponding to the maximum of H. There are a few nice results about what
manifolds V must be in very specic cases for L, and we mention them here. We also
describe a normal form for the symplectic normal bundle of V in W , as presented in
Biran's paper [7]. We then work on extending the local equivalence in Theorem IV.8
in Section 5.3.
5.1 Known Results About V
For basic topological reasons, the symplectic submanifold V is a codimension 2
symplectic submanifold of W . Note that this condition was not a priori insisted
upon in the denition of polarized symplectic manifolds. The following result is due
to Audin:
Proposition V.1. (Audin [2]) Let W be a polarized symplectic manifold, and let
H : W ! R denote its Morse-Bott function, whose minimum is reached along a
Lagrangian submanifold L and whose maximum is reached along a symplectic sub-
manifold V . Then V has (real) codimension 2.
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Proof. The proof is by soft topological techniques. Suppose codimV = 2k  4.
Consider the preimage of a regular value c of f , and let C = f 1(c). Then p : C ! V
is an oriented S2k 1-bundle, and the Gysin exact sequence gives that the map
p : H2(V;Z)! H2(C;Z)
is injective. However, the Mayer-Vietoris sequence
H2(W;R)  ! H2(L;R)H2(V;R)  ! H2(C;R)
[!] 7 ! (0; j[!]) p7 ! 0
gives a nontrivial element in the kernel of p, a contradiction. Thus codim V = 2.
There are some results classifying V up to some notion of isomorphism in very
specic cases. For example, when the Lagrangian L is a Zoll 3-sphere, Ono [27]
proved that V; interpreted as a moduli of geodesics in L, must be symplectomorphic
to the product S2  S2 of 2-spheres of equal area. To achieve this, he used a result
of Ohta-Ono [26] on the classication of monotone symplectic 4-manifolds. (Recall
that a symplectic manifold (V; !) is monotone if c1(X) = [!];  > 0.)
In a similar vein, Sato [29] was also able to show that the space of geodesics of a
Zoll 4-sphere is dieomorphic to the complex quadric Q3.
One can ask whether similar results hold in higher dimensions and whether the
classication is up to homeomorphism, dieomorphism, symplectomorphism, etc. If
the Zoll metric on L = Sn is obtained as a deformation of the standard metric,
then Moser's stability theorem (modulo scaling) gives that the resulting manifolds
of geodesics V are all symplectomorphic. But no one yet knows what the space of
Zoll metrics on the general n-sphere looks like.
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5.2 The Local Picture Near V
As a result of the Symplectic Neighborhood Theorem (Theorem II.29), a neigh-
borhood of V inW is symplectomorphic to a disk subbundle (E; !0) of the symplectic
normal bundle NV of V in W . There is a well-known construction giving a normal
form for !0, which we briey recall here.
Choosing a compatible almost complex structure J of W in a neighborhood of
V , one gets that a tubular neighborhood of V is dieomorphic to the disk bundle
 : E ! V , of the normal bundle, which is a complex line bundle since V is of
real codimension 2 and also a symplectic bundle by earlier remarks. The form !0
is characterized by requiring that its restriction to the zero section be equal to !jV ,
that all of the bers be symplectic with the same area 1
k
, and that it remain invariant
under the S1-action by rotation along the bers.
The bundle  : (En0)! V can be endowed with a connection 1-form  satisfying:
 a normalization condition iX  1 for the fundamental vector eld X of the
S1-action and
 the curvature condition d =  ?!jV .
Then !0 is expressed by the following formula:
!0 = 
?!jV + 1
k
d(r2);
where r is the radial distance (dened using the metric coming from J) from the
zero section in any given ber. This construction gives what Biran calls a standard
symplectic disk (disc) bundle in [7].
Biran proves some nice results in the case where (W;!) is Kahler, in which case
the almost complex structure J can be chosen to be integrable (that is, a legiti-
mate complex structure) compatible with !. In this case, V is a divisor and so
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denes a holomorphic line bundle L = OW (V ). Then one has a holomorphic section
s : W ! E with zero set equal to V . The section s is dened up to a complex,
non-zero factor, and one obtains a smooth Morse-Bott function jjs(x)jj2 near V . The
relevant result that Biran proved is:
Theorem V.2. (Biran [7]) Let (W;!) be a closed Kahler manifold with integral [!]
and a complex hypersurface V which represents the Poincare dual to k[!] for some
k 2 N. Suppose further that the function jjsjj2 is Morse-Bott on W n V . Then the
union of all the unstable manifolds corresponding to critical points of jjsjj2 in W n V
is an isotropic cellular subspace, which can be replaced by a homotopically equivalent,
isotropic CW-complex.
In the context of polarized symplectic manifolds, we would like to think of the
function jjsjj2 as 1 H (where H is assumed to have been normalized to take values
in [0; 1]). The union of all the unstable manifolds corresponding to critical points of
jjsjj2 would correspond to a Lagrangian L if it has dimension n (being an isotropic
subspace of maximal dimension).
The proofs in Biran's paper do not immediately transfer over to the symplectic
(non-Kahler) case, as we lose the association between the symplectic \divisor" V and
(almost) holomorphic line bundles with the correct Chern class. We do, however,
still have the innitesimal S1-action by rotation in the bers, which we would like
to show is Hamiltonian and gives rise to a Morse-Bott function like 1   H. We
investigate this property in more detail in the next few sections.
There remains the question of how to \compactify" the normal bundle NV by a
Lagrangian L in a manner similar to the symplectic cut construction on the cotan-
gent bundle of a Zoll L to obtain W . This problem is reminiscent of Milnor's gluing
construction [24]. In our setting, we would like to take the two ends of the polarized
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symplectic manifold (a neighborhood U that retracts onto L and a neighborhood V
that retracts onto V ) and glue the two pieces together along their boundary (sym-
plectically) to recover the original manifold W .
We avoid this problem in the context of Theorem IV.8 by extending the local
equivalence  to a larger neighborhood of L and closing up the disk bundle via the
symplectic cut construction to recover V . What this tells us is that the situation is
somehow much more rigid (dieomorphically) than the case with the exotic 7-spheres
because of the added structure coming from the symplectic form !.
5.3 Extending the Local Symplectomorphism
For the remainder of this chapter, we aim to extend the local equivalence 
obtained in Theorem IV.8.
5.3.1 W is a Symplectic Cut
Pick up from where we were in Chapter 4, so that we have two polarized symplectic
manifolds: (W;!) with Morse-Bott function H such that XpH generates a free S
1-
action away from L and V and (W0; !0), the symplectic cut of T
?L at level
p
H0 = 1
by the S1-action coming from the geodesic ow on L. Assume further that (W;!)
is even and that H = 0 on L and H = 1 on V so that H diers from H0 by only
even-powered terms of order 4 and higher in the variables transverse to L. In this
setting, the conditions of Theorem IV.8 are satised.
We show that W is itself a symplectic cut via an inverse symplectic cut construc-
tion, which amounts to taking the oriented blow-up of the manifold W along V in
the bers of the normal bundle NV . The blown-up manifold will inherit a degener-
ate symplectic form, which we will work around via a coordinate change to obtain
a new \twisted" symplectic manifold with boundary with an inherited Hamiltonian
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S1-action, which we can then use to cut the manifold and recover the original W .
5.3.2 The Model Case
We begin by discussing the inverse cut construction in the model case, where V is
0-dimensional, i.e. a point. In this case, the symplectic normal bundleNWV is simply
R2, V is the origin, and one can nd coordinates (x; y) such that ! = dx ^ dy. One
has the obvious Hamiltonian S1-action by rotation about the origin with Hamiltonian
given by H = 1
2
(x2 + y2). Taking the oriented blow-up is equivalent to working in
polar coordinates (x; y) 7! (r; ). The form ! = dx ^ dy becomes b! = rdr ^ d in
the blow-up, the Hamiltonian becomes bH = 1
2
r2, and cR2 can be identied with the
cylinder C = [0;1) S1 for r 2 [0;1) and 0   < 2.
The form b! = rdr ^ d is clearly degenerate along the boundary fr = 0g, so we
introduce the coordinate change (r; ) = (1
2
r2; ) = (; ). The resulting space can
still be identied with a cylinder C = [0;1)S1 and the Hamiltonian simplies to
H = , but the symplectic form b! = d^d is now easily seen to be non-degenerate
along the boundary f = 0g (and elsewhere).
The Hamiltonian vector eld dening the S1-action o of V dened by
iXH! =  dH
is given by XH =  @H@y @@x + @H@x @@y =  y@x + x@y. In the blow-up C, this lifts
to bXH = @@ , and after twisting by the map  , the action is generated on C by
 bXH = @@ .
We can now perform the symplectic cut at  = 0 on C and verify that we recover
the original manifold, recalling Lerman's construction. We consider the larger space
C  C with the symplectic form b!  i
2
dz ^ dz, on which we have the extended
Hamiltonian ~H =    1
2
jzj2, where S1 acts on the C factor by e iT z. S1 acts freely
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Figure 5.1: Oriented blow-up along V followed by taking the symplectic cut
on the level set
~H 1(0) = f = 0 & z = 0g t f((; ); z) 2 C  C j  > 0 & z = e iT
p
2g
= S1 t Int(C) S1;
so we may take the quotient ~H 1(0)=S1 = R2.
As a symplectic reduced space, ~H 1(0)=S1 inherits the symplectic form b!red
satisfying ?(b!red) = i?(b! i2dz ^ dz). But on f = 0 & z = 0g, the product form
restricts to 0, while on f((; ); z) 2 C  C j  > 0 & z = e iTp2g, the i
2
dz ^ dz
factor of the product form is 0 because it is a 2-form restricted to a 1-dimensional
space, so that b!red is equal to the restriction of the original b! on Int(C) = f > 0g.
Converting the coordinates back to (; ) 7! (p2; ), one easily veries that
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rdr^d pulls back to d^d and that converting back to (x; y) coordinates recovers
the original symplectic form dx ^ dy.
The above discussion gives us a local picture of the inverse cut at each point along
the symplectic submanifold V . We observe that we need to replace the variable r
with  = 1
2
r2 to obtain a non-degenerate symplectic form on the resulting manifold
with boundary. In the more general case, we use the S1-invariance of the symplectic
form ! on W and the function
p
H generating the S1-action.
First, we will need some preparations.
5.3.3 Extending the Equivalence Via Gradient Flows
From the results in Chapter 4, we have that a neighborhood near L in a polarized
symplectic manifold (W;!) with XpH generating a free S
1-action o of the critical
submanifolds can be (equivariantly symplectomorphically in the blow-up) identied
with a neighborhood of the zero section L in the standard (T ?L; !0). Ideally, we
would be able to extend this symplectomorphism by pushing it out away from L to
the V side of W so that we can identify W with the Zoll cut at level 1, which we
denote by W0. We do this by working in the blown-up space
cW from the previous
section, so that we are working with a symplectic manifold with boundary. We
identify the complement W0 n V0 with the open unit disk bundle (T ?<1L; !0), where
V0 denotes the reduced symplectic submanifold at innity arising from the Zoll cut
construction, so that W0 is the Zoll cut of the closed unit disk bundle (T
?
1L; !).
The classical way of moving from one critical submanifold to another is to follow
the gradient ow of a function with respect to some metric. Recall that for a smooth
function f and a Riemannian metric g, one can dene the gradient vector eld rf
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of f with respect to the metric g by the equation
g(rf; ) = df:
On a region of the manifold where rf 6= 0, the owline (t) of the vector eld
f :=
rf
jrf j2 takes on a simple form. Namely, since f (f)  1 and
_(t) = f ((t));
the Fundamental Theorem of Calculus gives that f((t)) = f(x0) + t for (0) = x0.
Explicitly,
d
dt
f((t)) = _f((t)) _(t) = _f((t))f ((t))
= df(f )((t)) = f (f((t)))  1:
Since we have the additional structure of a symplectic S1-action on (W;!), we
would like to nd an S1-invariant metric that is also compatible with the symplectic
form and such that the gradient ow of
p
H will commute with the S1-action.
To achieve this, we will utilize a bit of Gromov's J-holomorphic technology to
obtain an almost complex structure J on W compatible with ! that is S1-invariant
away from L. This will give rise to a pseudo-Kahler metric ~g. We will use the metric
to dene the gradient ow of
p
H, which will commute with the ow associated to
the S1-action (again, away from L), and we will follow the (normalized) gradient ow
from a neighborhood of L towards a neighborhood of V to extend the equivariant
equivalence obtained near L.
On the unit disk bundle (T ?1L; !0), there is an obvious way to scale down the
symplectic form along the ber directions. If  is the equivariant equivalence given
by Theorem IV.8 valid on a neighborhood of the zero section L (up through the level
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p
H0 =   1, for example), then we can use the retraction map q : T ?1L ! T ?
given by q(x; y) = (x; y). This map gives us an identication
(T ?L; !) ' (T ?1L; !0):
Applying  from Theorem IV.8 sends the neighborhood of the zero section to a
neighborhood of L in W . We can then push this neighborhood out towards V by
following the (normalized) gradient ow of
p
H for the appropriate length of time.
(See Figure 5.3.3 below.)
Figure 5.2: Extending the local symplectomorphism via gradient ows
More explicitly, assume we have an S1-invariant pseudo-Kahler metric on (W;!).
(We give more details on how to obtain such a metric in Section 5.3.4 below.) Con-
sider the regular level set Wc := f
p
H = cg for 0 < c < 1. (Recall that we assumed
that H attains its maximum value of 1 along V .) If 
XpH
t denotes the ow of X
p
H
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on W (where dened), then we can dene a map  (x; t) = 
XpH
t c (x), which is a
dieomorphism of Wc  [c; 1) onto the set fc 
p
H < 1g  W .
Under this identication, the t-coordinate on Wc  [c; 1) is sent to
p
H. That is,
 ?
p
H = t. We can then show that the pullback  ?! is a smooth, non-degenerate
symplectic form on the manifold with boundaryWc[c; 1], and the symplectic cut by
S1 of this manifold will just be fpH  cg  W . The manifold with boundary is thus
globally well-dened, so now all that is left to show for the inverse cut construction
is that  ?! is smooth and non-degenerate on Wc  [c; 1]. It suces to show this in
a local model.
By an equivariant version of the symplectic neighborhood theorem, we can triv-
ialize the S1-action in a neighborhood of the symplectic submanifold V . (The con-
struction is akin to the Riemannian version of geodesic normal coordinates.) Let
(x1; x2) denote the normal coordinates to V spanning a symplectic plane, so that V
is locally cut out by the equations V = fx1 = x2 = 0g. Take symplectic coordinates
x0 = (x3; : : : ; x2n) on a patch on V such that the circle action can be written linearly
as the standard action in the rst two variables, i.e.
ei  (x1; x2; x3; : : : ; x2n) = (cos  x1   sin  x2; sin  x1 + cos  x2; x3; : : : ; x2n):
We will need the following well-known lemma, the more general statement of
which can be found in Schwarz's paper [30].
Lemma V.3. (Schwarz [30]) Let S1 act on R2n locally as above and let r2 =
x21 + x
2
2. Let f = f(x1; : : : ; x2n) be a smooth S
1-invariant function dened near 0.
Then there exists a smooth function F = F (t; x3; : : : ; x2n) of 2n   1 variables such
that f = F (r2; x3; : : : ; x2n).
As a result of the above lemma, there exist local functions  = (u; x0) and
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 = (v; x0) of 2n  1 variables such that r2 = (1 pH; x0) and 1 pH = (r2; x0),
where (0; x0) = (0; x0) = 0, @
@u
(0; x0) > 0 and @
@v
(0; x0) > 0. Lemma V.3 thus allows
us to treat the blow-up in a local model so that all we have to do is prove that !
can be written in terms of d; d; dx3; : : : ; dxn and that the coecient functions are
smooth in the variables ; x3; : : : ; x2n up to and including the boundary  = 0.
We rst consider a basis of S1-invariant 1-forms on R2n = R2  R2n 2 o of
f0g  R2n 2 given by
(5.1) d =
1
2
d(r2) = x1dx1 + x2dx2; d =
 x2dx1 + x1dx2
r2
; dx3; : : : ; dx2n:
Then ! can be written
! = Ad ^ d +
2nX
j=3
Bj ^ dxj +
2nX
i;j=3
Ci;jdxi ^ dxj;
where A is an S1-invariant function that is smooth on fR2 nf0ggR2n 2, the Bj are
S1-invariant 1-forms of the form ad + bd, and the Ci;j are S
1-invariant functions
satisfying Ci;j =  Cj;i. Since (5.1) form a basis, the aforementioned functions and
forms are unique and S1-invariant. Lemma V.3 gives that we can write Ci;j =
Ci;j(; x
0) for all i; j. These terms are thus in the form we want to show, so we may
subtract them o and focus on the remaining terms 
 = Ad ^ d +
j=2nX
j=3
Bj ^ dxj.
Using (5.1), the 2-form Ad ^ d can be seen to have a smooth extension of the
form cdx1 ^ dx2 for c = c(x1; x2; x0) an S1-invariant function with c(0; 0; x0) 6= 0.
Thus, Lemma V.3 gives that c = ~c(r2; x0) for some function ~c(t; x0) that is smooth in
the 2n  1 variables (t; x0). Thus, Ad ^ d = 2~cd ^ d is of the form we want.
Since the vector elds @
@xj
were chosen to be S1-invariant, each Bj = i @
@xj

 is an
invariant 1-form. Each Bj is a linear combination of d and d and has a smooth
extension to R2n, i.e. across V .
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Lemma V.4. Let Ad+Bd be an S1-invariant 1-form that has a smooth extension
across V locally. Then there exist smooth functions a = a(u; x0) and b = b(u; x0) such
that A = a(r2; x0) and B = b(r2; x0).
Proof.
(5.2) Ad+Bd = fdx1 + gdx2;
where f = f(x1; x2; x
0) and g = g(x1; x2; x0) are smooth functions dened locally on
R2n. Using (5.1), we rewrite (5.2) in terms of dx1 and dx2.
A(x1dx1 + x2dx2) +B
 x2dx1 + x1dx2
x21 + x
2
2
= fdx1 + gdx2
Combining coecients, we obtain
x1A  x2B
r2
= f;
x2A+ x1
B
r2
= g:
Solving for A and B, we get
A =
x1f + x2g
r2
B
r2
=
 x2f + x1g
r2
;
from which we can see that B =  x2f+x1g is both smooth and S1-invariant, so that
we may write B = b(r2; x0) as given by Lemma (V.3). Similarly, r2A = x1f + x2g
is smooth and S1-invariant, so that r2A = ~a(r2; x0) for some smooth ~a(u; x0). Since
~a(0; x0)  0, we set a(u; x0) = ~a(u;x0)
u
, which is smooth, and so A = a(r2; x0).
Thus the blow-up cW is a well-dened symplectic manifold with boundary, and
performing the symplectic cut at the level 1 recovers the original manifold W by the
same observations as in the model case.
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5.3.4 Obtaining the Almost Complex Structure
We use linear algebra to choose an almost complex structure compatible with a
given symplectic form. The discussion below is fairly standard and can be found in
most introductory texts on symplectic geometry. We will use the notation for the
polarized symplectic manifold (W;!) with Morse-Bott function H.
Fix some S1-invariant Riemannian metric onW . By non-degeneracy, one can nd
an invertible matrix A satisfying
!(; ) = g(A; );
where A is S1-invariant and skew-symmetric with respect to g, i.e. A? =  A. This
is because
!(x; y) = g(Ax; y) = g(x;A?y) = g(A?y; x) = !(y; x) =  !(x; y) =  g(Ax; y):
Then AA? =  A2 is symmetric and positive denite and therefore diagonalizable
with strictly positive, real eigenvalues i. Then it makes sense to take the square root
p
AA? = diag(
p
i) and dene J = (
p
AA?) 1A. This gives a polar decomposition
A =
p
AA?J:
The matrix A commutes with
p
AA?. To see why, denote the i-eigenspace of AA
?
(and hence, the
p
i-eigenspace of
p
AA?) by Vi. Then for all v 2 Vi, Av is also in
Vi because
(AA?)Av =  A3v = A(AA?)v = iAv:
It follows that J also commutes with A and
p
AA? and is skew-symmetric because
J? = A?(
p
AA?) 1 =  A(
p
AA?) 1 =  (
p
AA?) 1A =  J:
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J is also orthogonal because
J?J = A?(
p
AA?) 1(
p
AA?) 1A = Id;
and so J2 =  J?J =  Id, so that J is an almost complex structure. It is S1-invariant
because A is and compatible with ! because
!(Ju; Jv) = g(AJu; Jv) = g(JAu; Jv) = g(Au;Av) = !(u; v)
and
!(u; Ju) = g(Au; Ju) = g( JAu; u) = g( (
p
AA?) 1AAu; u)
= g(
p
AA?) 1(AA?)u; u) = g(
p
AA?u; u) > 0:
We dene a pseudo Kahler metric ~g by
~g(; ) = g( 4
p
AA?  ; 4
p
AA?  ):
One checks that ~g(; ) = !(; J ) and ~g(J ; J ) = ~g(; ).
~g(; ) = g( 4
p
AA?  ; 4
p
AA?  ) = g(
p
AA? ; )
= g(
p
AA?J ; J  ) = g(A ; J ) = !(; J )
~g(J ; J ) = g( 4
p
AA?J  ; 4
p
AA?J  )
= g(
p
AA?J  ; J ) = g(A ; J ) = !(; J ) = ~g(; )
Thus, (!; J; ~g) is a compatible triple (without requiring that J be integrable), so
we have a pseudo-Kahler structure on W . Denote the gradient of the function
p
H
with respect to the metric ~g by rpH.
Claim V.5. rpH =  JXpH
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Proof. By denition,
(5.3) ~g(; ) = !(; J ) = !( J ; ):
We also have
!(XpH ; ) =  d
p
H =  ~g(r
p
H; )
Substituting formula (5.3) in the above, one obtains
!(XpH ; ) =  !( Jr
p
H; ) = !(Jr
p
H; );
so that XpH = Jr
p
H by non-degeneracy of ! and the claim follows.
Since J is S1-invariant, [ JXpH ; XpH ] = 0 = [r
p
H;XpH ], so that the gradient
ow and the ow associated to XpH commute. Flowing by the gradient will then
send levels of
p
H to levels of
p
H while preserving the S1-action.
Taking the Zoll cut of T ?1L and the symplectic cut of
cW (which we identify with
W ), we obtain an equivariant dieomorphism, which we also denote by  :W0 ! W
such that ?H = H0. The cut of T
?
1L inherits a form, which we continue to denote
by !0, while W inherits !. Using the identication under , we can now work in a
setting where we assume there is only one manifold, call it W0, one S
1-action, and
one Hamiltonian
p
H0. However, we now have two (cohomologous) symplectic forms
!0 and !1 = 
?! on W0 that are identical near L.
5.3.5 Duistermaat-Heckman
We now aim to show that !0 and !1 on W0 as dened above are equivariantly
symplectomorphic via a standard Moser argument. To apply equivariant Moser, we
rst need to obtain a smooth family of cohomologous symplectic forms !t connecting
!0 to !1. We will need a theorem of Duistermaat and Heckman relating the coho-
mology class of symplectic forms of reduced spaces. (The theorem is more general
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than what is stated below, but we will only need it for the case of a Hamiltonian
S1-action.)
Theorem V.6. (Duistermaat-Heckman [12]) Fix a regular value 0 of the mo-
ment map for a Hamiltonian S1-action  : M ! R and identify the dieomorphism
type of the reduced spaces  1()=S1 :=M 'M0. Then
[!] = [!0 ] + (  0);
where  2 H2(W;Z) denotes the (common) rst Chern class of the S1-bration
p : 
 1()!M:
Recalling that the symplectic cut at a level
p
H0 = t is a special case of the process
of symplectic reduction in a larger space, we can apply the Duistermaat-Heckman
theorem to our current setting. Taking symplectic cuts of T ?1L at dierent levels
p
H0 = t, and using the fact that the cuts are all dieomorphic and so can be
identied with W0, we obtain two 1-parameter families of symplectic forms !0;t and
!1;t that are in the same cohomology class for each level.
We will need the following result of Audin's.
Proposition V.7. (Audin, Proposition 2.3.5 [2]) Suppose (W;!) is a connected
polarized symplectic manifold with H;L; and V as before. Assume further that V
is simply connected. Then W is simply connected, V is dual to a multiple of the
symplectic form, and 1(L) is at most (nite) cyclic.
In our case, the class  is given by c1(E) 2 H2(W ), where E ! W0 is a complex
line bundle that trivially extends the normal bundle NV ! V of V in W0 and
c1(E) = k[!1] is a non-zero multiple of the class of the symplectic form (as in the
proof of the above proposition in [2]). Fix  small enough so that the symplectic
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cuts with respect to !0 and !1 agree. Then the Duistermaat-Heckman theorem gives
that for the symplectic cut at level
p
H0 = t with T
?
1L endowed with the symplectic
form !0,
[!0;t] = [!0;] + (t  )  k[!0]
= c[!0] + (t  )  k[!0]; for some constant c
= C[!0]; for C = C(t) a constant depending on t:
Then the family of forms 1
C(t)
!0;t for   t  1 are all symplectic and [ 1C(t)!0;t] =
[!0] = [!1] by construction. Since the symplectic cuts agree at level  by choice of
, we have 1
C()
!0; =
1
C()
!1;. By a second application of Duistermaat-Heckman and
Audin's proposition, we obtain another family of symplectic forms 1
C(t)
!1;t, also in
the cohomology class [!1] = [!0].
We set
!t =
8>>><>>>:
1
C(1 2( 1)t)!0;1 2( 1)t if 0  t  12
1
C(+2(1 )(t  1
2
))
!1;+2(1 )(t  1
2
) if
1
2
 t  1:
We now have a family !t of cohomologous symplectic forms on the compact man-
ifold W0 interpolating between !0 and !1. By the standard arguments involved in
equivariant Moser's method, which we will not repeat here, we obtain an equivari-
ant symplectomorphism 	 : W0 ! W0 such that 	?!1 = !. Equivariance and the
constancy of the S1-action give that 	?H0 = H0. Then 	
?!1 = 	
??! = !0, where
	 and  are both equivariant, so that W is equivariantly equivalent to the Zoll cut
W0. To summarize, what we have shown is:
Theorem V.8. Let (W;!) be an even polarized symplectic manifold and suppose its
Morse-Bott function H is such that XpH generates a free S
1-action away from L and
V . Assuming further that HjL = 0 and HjV = 1, then there exists an S1-equivariant
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map  : W0 ! W between the Zoll cut of (T ?L; !0) at H0 = 1 and W such that
?! = !0 and 
?H = H0. (However, the dieomorphism  will only be C
1 along
L.)
CHAPTER VI
Low Dimensions
We end this thesis with a quick summary of what is known in low dimensions about
polarized symplectic manifolds (W 2n; !). The case n = 1 is fairly uninteresting, so we
do not spend much time on it. We then improve on a result of Audin's classifying the
n = 2 case using results from Gromov, McDu, and Lalonde and a little intersection
theory. Lastly, we mention a result of Audin's in the case n = 3.
6.1 Case n = 1
In this case, dim L = 1 and W is a surface endowed with an area form (which
determines the symplectic form). Since the symplectic submanifold V has codimen-
sion 2, it is just a nite collection of points. There is really only one example, and in
this case, the area ofW completely determines its symplectic structure up to isotopy
(according to Moser's theorem).
6.2 Case n = 2
When the Lagrangian L is a surface (orientable or not), the polarized symplectic
manifold W has (real) dimension 4. The symplectic submanifold V is also a surface
but, being symplectic, must be oriented.
Audin has already classied the possible polarized symplectic manifolds in this
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case up to homeomorphism. [3]
Proposition VI.1. (Audin [3]) Suppose (W;!) is a connected, compact polarized
symplectic manifold with Morse-Bott function H reaching its minimum along a La-
grangian L and maximum along a symplectic submanifold V . Then V is a 2-sphere
and there are only two possibilities for L (up to dieomorphism):
 Either L is dieomorphic to the 2-sphere and W is homeomorphic to S2  S2,
 or L is dieomorphic to the real projective plane RP2 and W is homeomorphic
to CP2.
In fact, one can show more. For symplectic manifolds of dimension 4, McDu
and Lalonde exhibited criteria for determining when a symplectic 4-manifold is a
blow-up of a rational ruled surface or of CP2. We are interested in the case where
the 4-manifold is minimal in the sense that it contains no symplectically embedded
2-spheres of self-intersection  1. [18] We rst briey recall some denitions.
Denition VI.2. A 4-manifold (W;!) is ruled if it is the total space of an S2-
bration  : W ! , where  is a Riemann surface. The symplectic form ! on W
is said to be compatible with the ruling if it is non-degenerate on the bers. Such a
ruling  is then said to be symplectic.
We are now ready to state the relevant theorem.
Theorem VI.3. (Gromov-McDu-Lalonde [13] [18]) Suppose (W;!) is a
closed, connected symplectic 4-manifold, and let C be a symplectically embedded 2-
sphere such that C:C  0. If W   C is minimal, then (W;!) is symplectomorphic
to CP2 with its standard Kahler structure or is a ruled symplectic manifold with !
isotopic to a standard Kahler form.
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The proof modies a deformation of symplectic forms in the same cohomology
class by a homotopy relative endpoints into an isotopy using a method called \in-
ation." The process involves taking a topologically trivial symplectic sum of the
original manifold W along some symplectic divisor D with a ruled surface. (Alge-
braic geometers would recognize this as a deformation to the normal cone of D.) The
interested reader is encouraged to consult [18] for details of the proof.
In the case where L = S2, we need only to exhibit a symplectically embedded
sphere of non-negative self-intersection, and McDu's result will give us that W is
isotopic to S2  S2 with a standard product form. An obvious candidate would be
the symplectic submanifold V . Using Audin's result, since W is homeomorphic to
S2  S2, we know the structure of its cohomology ring and hence, its intersection
form.
Since L and V are both compact and orientable, they represent 2-cycles in ho-
mology [L] and [V ]. As L = S2 is Lagrangian, it has self-intersection  2. (All
Lagrangian spheres of a given dimension are symplectically equivalent. [16]) We also
have that [L]:[V ] = 0, since L and V are disjoint. Choosing a basis for homology
f1 = [S
2  fptg]; f2 = [fptg  S2] such that fi:fj = ij, we may express [L]; [V ] and
the intersection form QW in terms of this basis.
QW =
0B@ 0 1
1 0
1CA
[V ] = af1 + bf2
[L] = cf1 + bf2
A simple calculation using [L]:[L] =  2 shows that c =  d = 1, and [L]
spans the ( 1)-eigenspace of the matrix QW . Since [L]:[V ] = 0, [V ] must span the
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(+1) eigenspace and so [V ]:[V ] > 0. By McDu's result, W must be isotopic to
S2  S2 with a standard product form. Since W is compact, Moser's theorem gives
that they are in fact strongly isotopic and, hence, symplectomorphic.
When L = RP2 and W is homeomorphic to CP2, the intersection form reduces to
a scalar, so the above argument does not work. We instead look at a regular level
surface C = H 1(c) of a regular value c for the given Morse-Bott function. Since a
neighborhood of the Lagrangian RP2 is dieomorphic to a neighborhood of the zero
section of T ?RP2 with the canonical symplectic form, C must be dieomorphic to the
unit sphere bundle S(T ?RP2)  L(4; 1). (One can think of the lens space L(4; 1) as
the unit sphere S3  C2 quotiented out by the action of the fourth roots of unity.)
In this case, we use the fact that p : C ! V can be viewed as a principal S1-bundle
over V  S2. We use the Euler class of this bundle (which coincides with the Euler
class of the normal bundle of V in W ) to compute the self-intersection of V .
By Van Kampen's theorem, since 1(V ) = f1g we may write
1(C) = hc j cm = 1i;
where c is the image of a ber and m is plus or minus the Euler class of the bration
p : C 7! V . But 1(C) = 1(L(4; 1)) = Z4, so m = 4. To see why m must be
positive, we make use of a result of Audin's that we already encountered in the
previous chapter:
Proposition VI.4. (Audin, Proposition 2.3.5 [2]) Suppose (W;!) is a con-
nected polarized symplectic manifold with H;L; and V as before. Assume further
that V is simply connected. Then W is simply connected, V is dual to a multiple of
the symplectic form, and 1(L) is at most (nite) cyclic.
Writing PD[V ] = k[!] for k 6= 0, where PD[V ] denotes the Poincare dual of the
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class of [V ], and using the duality of the intersection form with the cup product in
cohomology, we have:
[V ]:[V ] = k[!]^ k[!] = k2[!]^ [!] 6= 0:
By assumption on the orientation of (W;!), !2 > 0 gives a positive volume form
on W . Thus [V ]:[V ] > 0, and by the result of Gromov, W is symplectomorphic to
CP2 with the standard Kahler form.
Theorem VI.5. Let (W;!) be a polarized symplectic manifold (in the sense of Au-
din). Then there are only two possibilities, up to symplectomorphism:
 The Lagrangian submanifold L is dieomorphic to S2, and W is symplectomor-
phic to S2  S2 with a standard product form; or
 The Lagrangian L is dieomorphic to RP2, and W is symplectomorphic to CP2
with a standard Kahler form.
In particular, the Zoll cut construction applied the cotangent bundle of a Zoll
sphere L will be symplectomorphic to the cut with the respect to round metric.
6.3 Case n = 3
In this case, the symplectic submanifold V is of dimension 4. Audin has some
classication results under the restrictive assumption that there is a Hamiltonian
action of SU(2) or SO(3) on a compact connected W of dimension 6, where the
moment map for the action  is such that H = jjjj2 has only two critical values,
one of which is along a Lagrangian submanifold.
Proposition VI.6. (Audin, Proposition 2.4.1 [2]) Under the above assump-
tions, the minimum of H is zero and corresponds to the Lagrangian L, which is either
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S3 or RP3, while the maximum corresponds to a symplectic S2  S2. The manifold
W is then either ~G2(R5) = Q3 or CP3.
It is noteworthy that none of the above classication results provides any infor-
mation on the uniqueness of the Morse-Bott function H in the denition of polarized
symplectic manifolds.
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