We consider the problem of routing in intermittently connected networks. In such networks there is no guarantee that a fully connected path between source and destination exist at any time, rendering traditional routing protocols unable to deliver messages between hosts. We propose a probabilistic routing protocol for such networks.
I. Introduction
Normally, one of the most basic requirements for enabling two nodes to communicate through a network is that there exist a fully connected path between them. However, there are scenarios where this is not the case, but where it still would be desirable to allow communication between nodes. Such scenarios include communication between villages of the Saami population of reindeer herders in the north of Sweden [4] , and other aboriginal populations and populations in poor regions [6] , but also satellite communication [7] , sensor networking [1] , and other areas where the Delay Tolerant Networking (DTN) architecture [2] is of interest. In such networks, the mobility of nodes can be used to enable the delivery of messages -for example, even if there never is a path between nodes A and C, A might meet node B and give a message to it, and B might later encounter C, delivering the message to its final destination. In subsequent sections, some possible approaches for routing in a network where connectivity is intermittent are discussed, and a probabilistic routing protocol for such networks is outlined.
II. Related work
Vahdat and Becker present a protocol for epidemic routing in intermittently connected networks [8] . When two nodes encounter each other, they exchange messages being carried (subject to buffer space), thus causing the messages to spread through the network like an epidemic of a disease. This approach ensures that a message reaches its destination as soon as possible, but it also wastes a lot of resources through unnecessary message transfers.
Due to the ambiguity in deciding what the best next hop is the networks discussed here, Chen and Murphy propose that applications should be able to affect that through the introduction of a utility function [3] , allowing applications to specify weights of several factors influencing the function. In the proposed solution, called Disconnected Transitive Communication, a discovery protocol is used to find the best next hop within the cluster of currently connected nodes.
Grossglauser and Tse approach this kind of routing from a slightly different point of view [5] . One major problem with ad hoc networks is that due to interference of concurrent transmissions between nodes they scale badly. By only doing local communications between neighbors and instead relying on the movement of nodes to bring a message to its destination, it is shown that this problem can be mitigated.
III. Probabilistic routing
Most users usually do not move around completely randomly, and movement patterns are thus likely to be predictable, such that if a location has been frequently visited in the past, it is likely that it will be visited again in the future. We would like to make use of this observation to improve routing performance by doing probabilistic routing. A probabilistic metric called delivery predictability, is established at each node for each known destination indicating the predicted chance of that node delivering a message to that destination. When a node encounters another node, they exchange information about the delivery predictabilities they have and update their own information accordingly. Based on the delivery predictabilities, a decision is then made on whether or not to forward a certain message to this node.
III.A. Delivery predictability calculation
The protocol relies on the delivery predictability metric, P ∈ [0, 1], that should reflect the probability of encountering a certain node. That metric should be used to support the decision of whether or not to forward a message to a certain node. Whenever a node is encountered, the metric should be updated according to (1) , where P (a,b) is the delivery predictability node a has for node b, and P init ∈ [0, 1] is an initialization constant. This ensures that nodes that are often encountered have a high delivery predictability.
If a pair of nodes do not encounter each other in a while, they are less likely to be good forwarders of messages to each other, thus the delivery predictability values must age, being reduced in the process. The aging equation is shown in (2) , where γ ∈ [0, 1) is the aging constant, and k is the number of time units that have elapsed since the last time the metric was aged. The time unit used can differ, and should be defined based on the application and the expected delays in the targeted network.
The delivery predictability also has a transitive property, that is based on the observation that if node A frequently encounters node B, and node B frequently encounters node C, then node C probably is a good node to forward messages destined for node A to. Equation 3 shows how this transitivity affects the delivery predictability, where β ∈ [0, 1] is a scaling constant that decides how large impact the transitivity should have on the delivery predictability.
III.B. Decision making
In traditional routing protocols, choosing where to forward a message is usually a simple task; the message is sent to the neighbor with the lowest cost path to the destination (usually meaning least number of hops). Normally the message is also only sent to a single node since the reliability of paths is relatively high. However, in the settings we envision here, things are completely different. When a message arrives there might not be a path to the destination so the node have to keep the message for a while and each time it encounters another node it must make a decision if it should forward the message to that node or not. It might also be sensible to forward a message to multiple nodes to increase the probability that a message is really delivered to its destination. Unfortunately, these decisions are not trivial to make. In some cases it might be reasonable to select a fixed threshold and only give a message to nodes that have a delivery predictability over that threshold for the destination of the message. On the other hand, when encountering a node with a low delivery predictability, it is not certain that a node with a higher metric will be encountered within reasonable time, thus there can also be situations where we might want to be less strict in deciding who to give messages to. Further, there is the problem of deciding how many nodes to give a certain message to. Distributing a message to a large number of nodes increases the probability of delivering the message to its destination, but more resources are be wasted. On the other hand, giving a message to only a few nodes (maybe just a single node) will use little resources, but the probability of delivering a message might be lower, and the incurred delay high. A number of trade-offs must be considered upon making the decision. Thus, we think the strategy adopted for a particular message should be chosen on a per-message basis to allow applications to cater for the special needs of their data. One situation that must be dealt with is the case where a system have just been started such that no delivery predictability information is available (or if mobility is such that prediction is difficult). In such a case, the protocol should fall back to some (possibly randomized) variant of epidemic routing.
IV. Future work
The use of acknowledgements to remove messages from the network after delivery to their destination will be investigated. Neglecting to do this will result in unnecessary transfers of messages, wasting valuable system resources. Extensive simulations of the proposed protocol will be run to evaluate the protocol, and to investigate the impact of different parameter settings and decision making strategies. Further, it would also be good to analytically evaluate the protocol to determine the suitability of the equations chosen for calculation of the delivery predictability.
