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Abstract
In this note we use the theory of pencil of conics to present a necessary and
sufficient condition for the positive definite problem of a binary quartic form.
We also give a concise and explicit criterion for determining whether or not a
quartic polynomial is positive definite (positive semi-definite, negative definite,
negative semi-definite). Examples are given to illustrate the proposed criterion.
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1. Introduction
In R[x, y], let the polynomial
f(x, y) = a4x
4 + a3x
3y + a2x
2y2 + a1xy
3 + a0y
4 (1)
where a4 6= 0 be a binary quartic form on real number field R. We say that
f(x, y) is positive definite (positive semi-definite, negative definite, negative
semi-definite) if for any real numbers x, y (not both 0), we have f(x, y) > 0
(f(x, y) ≥ 0, f(x, y) < 0, f(x, y) ≤ 0).
Equivalently: If let z = x/y, then the positive definite (positive semi-definite,
negative definite, negative semi-definite) problem for (1) is equivalent to the
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positive definite (positive semi-definite, negative definite, negative semi-definite)
problem for the quartic polynomial as following
f(z) = a4z
4 + a3z
3 + a2z
2 + a1z + a0 (2)
namely, for any z ∈ R, we have f(z) > 0 (f(z) ≥ 0, f(z) < 0, f(z) ≤ 0) [1].
In the study of two-dimensional nonlinear systems and other mathematical
and physical fields, we often need to deal with the positive definite or negative
definite problems of a binary quartic form [2], [3]. So far, about the positive
definite problem of a binary quartic form, there has existed some literature.
For example, Chin [4] used the canonical forms of a real quartic equation to
propose a necessary and sufficient condition for no real roots. Gadenz and Li
[1] published a systematic method for determining the positive definiteness of
the binary quartic form. Their method adopted the testing of the permanence
and variations of sign in the sequence of principal minors of the corresponding
Hankel matrix. Jury and Mansour [5] used Ferrari’s solution to obtain condition
for positivity for a quartic equation. In the same year, Fuller [6] also gave
similar criteria in terms of bigradient determinants. Ku [7] gave a criterion for
the positive definiteness of the general quartic form from the known solution.
However, his result was not complete. Wang and Qi [8] gave a complete and
improved result.
In the above literature, one of the most common results obtained by different
methods can be summarized as follows. Let
V (z) = c0z
4 + 4c1z
3 + 6c2z
2 + 4c3z + c4 = 0 (3)
be a quartic equation on real number field R. In terms of the coefficients of (3),
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the following quantities can be defined [7]:
G = c20c3 − 3c0c1c2 + 2c31;
H = c0c2 − c21;
I = c0c4 − 4c1c3 + 3c22;
J =
∣∣∣∣∣∣∣∣∣
c0 c1 c2
c1 c2 c3
c2 c3 c4
∣∣∣∣∣∣∣∣∣ ;
and
∆ = I3 − 27J2.
Suppose c0 > 0. Then the quartic equation V (z) = 0 in (3) has no real roots if
and only if one of the following three conditions holds [4], [5], [6], [8]:
1) ∆ = 0, G = 0, 12H2 − c20I = 0, H > 0;
2) ∆ > 0, H ≥ 0;
3) ∆ > 0, H < 0, 12H2 − c20I < 0.
Compared with the criterion in [1], this criterion is superior in that the
conditions contained in this criterion are stated in the form of a set of simple
inequalities which are explicit functions of the coefficients of the quartic form.
Besides for this common criterion, Hasan et al. [9] presented an alternative
criterion. They made use of some of the results of the quadratic programming
theory to show that testing for positive semi-definiteness of the quartic form (1)
was reduced to a test whether there is a real number λ such that the parametric
matrix
M(λ) =

a4
a3
2 −λ2
a3
2 a2 + λ
a1
2
−λ2 a12 a0

is positive semi-definite. In addition, according to the relevant theory about
Hilbert’s 17th problem, we know that a binary quartic form is nonnegative if
and only if it can be represented a sum of squares of two binary quadratic forms
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[10]. The purpose of this note is to use the properties of pencil of conics in pro-
jective geometry to present a more concise and explicit criterion for determining
whether or not a binary quartic form or a quartic polynomial is positive definite
(positive semi-definite, negative definite, negative semi-definite).
The note is organized as follows. In Section 2, we first introduce our no-
tations and then briefly review the preliminaries about projective geometry of
the conic. Especially, we show the relevant properties of pencil of conics. We
propose the necessary and sufficient conditions for the positive definite (posi-
tive semi-definite, negative definite, negative semi-definite) problem of a quartic
polynomial in Section 3. In Section 4, the effectiveness of our proposed criteria
is illustrated by some examples. Concluding remarks are given in Section 5.
2. Notations and preliminaries
It is very obvious that when (1) or (2) is positive definite or positive semi-
definite (negative definite or negative semi-definite), a4 must be a positive real
number (a negative real number). In the following discussion about positive
definite or positive semi-definite (negative definite or negative semi-definite)
problem, we always suppose that a4 = 1 (a4 = −1).
Throughout this note, let A1 and A2 denote respectively two real symmetric
matrices as follows:
A1 =

1 a32
a2
2
a3
2 0
a1
2
a2
2
a1
2 a0
 , A2 =

0 0 − 12
0 1 0
− 12 0 0
 , (4)
and then let the matrix Mλ be
Mλ = A1 + λA2 =

1 a32
a2−λ
2
a3
2 λ
a1
2
a2−λ
2
a1
2 a0
 , (5)
where λ is an arbitrary real number. Further, we let g(λ) denote the determinant
of the matrix Mλ, namely
g(λ) = det(Mλ) = det(A1 + λA2).
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In the following, we will definite discriminant of a polynomial in the usual
sense.
Definition 1. [11, p. 39] Let f(x) = anx
n + an−1xn−1 + ... + a0 ∈ R[x] be a
polynomial of degree n and have roots x1, ..., xn. The product
D(f(x)) = a2n−2n
∏
1≤j<i≤n
(xi − xj)2 (6)
is called the discriminant of the polynomial f(x).
According to Definition 1, we may obtain the relationship between the dis-
criminant D(f(x)) and the coefficients ai of f(x) as follows [12, p. 404]:
D(f(x)) = (−1)n(n−1)2 1
an
Rn,n−1(f(x), f ′(x)) (7)
where Rn,n−1(f(x), f ′(x)) is the resultant of f(x) and its formal derivative f ′(x).
For example, let h(x) = b3x
3 +b2x
2 +b1x+b0 is a polynomial in R[x], where
b3 6= 0. Then the discriminant of h(x) is as follows:
D(h(x)) = b21b
2
2 − 4b0b32 − 4b31b3 + 18b0b1b2b3 − 27b20b23
=
−4(3b1b3 − b22)3 − (27b0b23 − 9b1b2b3 + 2b32)2
27b23
. (8)
As we know, every 3× 3 real symmetric matrix denotes a conic in the com-
plex projective plane, where every invertible matrix corresponds to a proper
conic and every singular matrix with rank 2 corresponds to a degenerate conic
consisting of a pair of distinct lines and every singular matrix with rank 1 cor-
responds to a degenerate conic consisting of a repeated line. Consequently, for
every parameter λ ∈ R, the matrix Mλ corresponds to a conic in pencil of conics
consisting of two base concis A1, A2. The pencil Mλ clearly contains at most
three distinct degenerate members. Their parameters are the roots of the cubic
equations g(λ) = 0 [13, p. 157]. For example, when the conics A1, A2 have four
distinct common points P , Q, S, T , the degenerate members are three line-pairs
passing through four common points, namely (PQ, ST ), (PS,QT ), (PT,QS),
as shown in Fig. 1.
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Three Degenerate Members In The Pencil A1 + 6A2
P
Q
S
T
A1
A2
-10 -5 0  5  10 15 20 25 30 
-8
-4
0 
4 
8 
Figure 1: The line-pairs (PQ, ST ), (PS,QT ), (PT,QS) are three degenerate members in the
pencil A1 + λA2, where a3 = −4, a2 = −4, a1 = 8, a0 = 1 in the matrix A1.
Using the matrix Mλ, the binary quartic form (1) can be represented as
following
f(x, y) =
[
x2 xy y2
]
Mλ

x2
xy
y2
 . (9)
Obviously, if there exits a real number λ0 such that the symmetric matrix Mλ0
is a positive definite matrix, then the binary quartic form (1) must be positive
definite. Now, the natural question to ask is whether its converse is also true?
Precisely speaking, if the binary quartic form (1) is positive definite, then does
there always exist a real number λ0 such that the symmetric matrix Mλ0 is a
positive definite matrix? We will see that the answer is yes.
Since the projective coordinate of the point of the conic A2 is [x
2, xy, y2]T
where x and y are not all zero, if the binary quartic form (1) is positive defi-
nite, then there must not exist real common points between the conic A1 and
the conic A2. This means that the conics A1, A2 have two pairs of complex
conjugate intersection points or the conic A1 has double contact with the conic
A2 at two complex conjugate points [14]. In the following lemmas, we will show
6
Four Complex Intersection Points Between A1 And A2
A1
A2
U
V
W
x+ 2y + 10 = 0
x! 2
y + 2
= 0
-10 -5 0  5  10 
-10
-5 
0  
5  
10 
Figure 2: a3 = 0, a2 = 8, a1 = −16, a0 = 20 in the matrix A1. The pencil A1 + λA2 has
three distinct degenerate members, namely A1 + (−4)A2 (the real line-pair x+ 2y + 10 = 0,
x−2y+2 = 0), A1+4A2 (the complex conjugate line-pair x±2iy+2∓4i = 0) and A1+16A2
(the complex conjugate line-pair x ± 4iy − 4 ∓ 2i = 0). ∆UVW is the unique real common
self-polar triangle for A1 and A2, and the homogeneous projective coordinates of the real
points U , V , W are the eigenvectors of the matrix A−12 A1.
respectively the properties of the parameters of the degenerate members in the
pencil A1 + λA2 in these two cases.
Lemma 1. If the conic A1 and the conic A2 have two pairs of complex conjugate
intersection points, then the cubic equation g(λ) = det(A1+λA2) = 0 must have
three distinct real roots λi, i = 1, 2, 3 satisfying
λ1 ≤ a
2
3
4
< λ2 < λ3 or λ1 <
a23
4
≤ λ2 < λ3.
Proof. When the conics A1, A2 have two pairs of complex conjugate intersec-
tion points, that means that A1 and A2 have four distinct intersection points.
On one hand, the pencil A1 + λA2 must have three distinct degenerate mem-
bers, namely three line-pairs passing through four common points. So the cubic
equation g(λ) = det(A1 +λA2) = 0 has three distinct roots. In other word, the
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matrix A−12 A1 has three distinct eigenvalues. On the other hand, there exists
a unique real common self-polar triangle for A1 and A2, as shown in Fig. 2,
which is the diagonal triangle of their quadrangle of common points [13, p. 158].
Since the eigenvectors of the matrix A−12 A1 corresponds to the vertices of the
common self-polar triangle, the matrix A−12 A1 has three linearly independent
real eigenvectors. So, combined with the previous analysis, we assert that the
cubic equation g(λ) = det(A1 + λA2) = 0 must have three distinct real roots.
Now, suppose these three distinct real roots of g(λ) = 0 are λi, i = 1, 2, 3.
Since the three degenerate members A1 + λiA2, i = 1, 2, 3 are three line-pairs
passing through two pairs of complex conjugate intersection points of A1 and
A2, we can assert that one line-pair is real and the other two are complex.
Without loss of generality, let A1+λ1A2 be the real line-pair and A1+λiA2,
i = 2, 3, where λ2 < λ3, be the two complex line-pairs. On one hand, since the
singular symmetric matrices A1 + λiA2, i = 2, 3 must be positive semi-definite
with the rank 2, the principal minors are nonnegative [16, p. 430, Corollary
7.1.5] and further we have
a23
4 ≤ λ2 < λ3. On the other hand, the singular
symmetric matrix A1 + λ1A2 must be indefinite with the rank 2. So we assert
that λ1 ≤ a
2
3
4 [16, p. 439, Theorem 7.2.5 (c)]. 2
Lemma 2. If A1 has double contact with A2 at two complex conjugate points,
then the cubic equation g(λ) = det(A1 + λA2) = 0 must have three real roots
λi, i = 1, 2, 3 satisfying λ1 = λ2 =
a23
4 < λ3.
Proof. When A1 has double contact with A2 at two complex conjugate points,
that means that A1 + λA2 is a double-contact system. In this system, there
exist two degenerate members, as shown in Fig. 3, namely a repeated real line
passing through two complex conjugate points of contact and a complex conju-
gate line-pair consisting of two tangent lines at two complex conjugate points
of contact [13, p. 160]. So there exists a double root in the cubic equation
g(λ) = det(A1 +λA2) = 0. Suppose its three real roots are λ1 = λ2 and λ3. On
one hand, since the singular symmetric matrix A1 +λ1A2 is a degenerate conic
8
Double Contact At Two Complex Conjugate Points
A1
A2
x+ 2y + 5 = 0
-10 -5 0  5  10 
-10
-5 
0  
5  
10 
Figure 3: a3 = 4, a2 = 14, a1 = 20, a0 = 25 in the matrix A1. A1 has double contact with
A2 at the points (−3 + 4i,−1 − 2i)T , (−3 − 4i,−1 + 2i)T . The pencil A1 + λA2 has two
distinct degenerate members, namely A1 + 4A2 (the repeated real line x + 2y + 5 = 0) and
A1 + 20A2 (the complex conjugate line-pair x+ (2± 4i)y − 3± 4i = 0).
with the rank 1 consisting of a repeated real line, we have λ1 = λ2 =
a23
4 . On
the other hand, since the singular symmetric matrix A1 +λ3A2 is a degenerate
conic consisting of a complex conjugate line-pair, A1 + λ3A2 must be positive
semi-definite with the rank 2, namely λ3 >
a23
4 . 2
Besides the two relative positions of A1 and A2 in Lemma 1 and Lemma
2, according to the algebraic multiplicity and the geometric multiplicity of the
eigenvalues of the matrix A−12 A1 [15, p. 340], there exist other position relations
between A1 and A2. In the following, we will show all possible cases.
Case A: λ1 6= λ2 6= λ3, namely Rank(A1 + λiA2) = 2, i = 1, 2, 3
Case A.1:
A.1.1 The relative position of A1 and A2: four distinct real intersection points;
A.1.2 The discriminant of g(λ): D(g(λ)) > 0;
A.1.3 The degenerate conic A1 + λiA2: three real line-pairs;
A.1.4 The relation between λi and
a23
4 : λ1 < λ2 < λ3 ≤ a
2
3
4 .
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Case A.2:
A.2.1 The relative position of A1 and A2:two distinct real intersection points
+ a pair of complex conjugate intersection points;
A.2.2 The discriminant of g(λ): D(g(λ)) < 0;
A.2.3 The degenerate conic A1 +λiA2:a real line-pair + two complex line-pairs;
A.2.4 The relation between λi and
a23
4 :λ1 ≤ a
2
3
4 , λ2 and λ3 are complex conjugate.
Case A.3:
A.3.1 The relative position of A1 and A2:
two pairs of complex conjugate intersection points;
A.3.2 The discriminant of g(λ): D(g(λ)) > 0;
A.3.3 The degenerate conic A1 +λiA2:a real line-pair + two complex line-pairs;
A.3.4 The relation between λi and
a23
4 :λ1 ≤ a
2
3
4 < λ2 < λ3 or λ1 <
a23
4 ≤ λ2 < λ3.
Case B: λ1 = λ2 6= λ3 with Rank(A1+λ1A2) = 2 and Rank(A1+λ3A2) = 2
Case B.1:
B.1.1 The relative position of A1 and A2:one real contact point (simple-contact)
+ two distinct real intersection points;
B.1.2 The discriminant of g(λ): D(g(λ)) = 0;
B.1.3 The degenerate conic A1 + λiA2: two real line-pairs;
B.1.4 The relation between λi and
a23
4 :λ1 = λ2 < λ3 ≤ a
2
3
4 or λ3 < λ1 = λ2 <
a23
4 .
Case B.2:
B.2.1 The relative position of A1 and A2:one real contact point (simple-contact)
+ a pair of complex conjugate intersection points;
B.2.2 The discriminant of g(λ): D(g(λ)) = 0;
B.2.3 The degenerate conic A1 + λiA2: a real line-pair + a complex line-pair;
B.2.4 The relation between λi and
a23
4 : λ3 ≤ a
2
3
4 < λ1 = λ2.
Case C: λ1 = λ2 6= λ3 with Rank(A1+λ1A2) = 1 and Rank(A1+λ3A2) = 2
Case C.1:
C.1.1 The relative position of A1 and A2:
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two distinct real contact points (double-contact);
C.1.2 The discriminant of g(λ): D(g(λ)) = 0;
C.1.3 The degenerate conic A1 + λiA2: a real repeated line + a real line-pair;
C.1.4 The relation between λi and
a23
4 : λ3 <
a23
4 = λ1 = λ2.
Case C.2:
C.2.1 The relative position of A1 and A2:
a pair of complex conjugate contact points (double-contact);
C.2.2 The discriminant of g(λ): D(g(λ)) = 0;
C.2.3 The degenerate conic A1 + λiA2:
a real repeated line + a complex line-pair;
C.2.4 The relation between λi and
a23
4 : λ1 = λ2 =
a23
4 < λ3.
Case D: λ1 = λ2 = λ3
Case D.1: Rank(A1 + λ1A2) = 2
D.1.1 The relative position of A1 and A2:
one real contact point (three-point contact) + one real intersection point;
D.1.2 The discriminant of g(λ): D(g(λ)) = 0;
D.1.3 The degenerate conic A1 + λiA2: a real line-pair;
D.1.4 The relation between λi and
a23
4 : λ1 = λ2 = λ3 <
a23
4 .
Case D.2: Rank(A1 + λ1A2) = 1
D.2.1 The relative position of A1 and A2:
one real contact point (four-point contact);
D.2.2 The discriminant of g(λ): D(g(λ)) = 0;
D.2.3 The degenerate conic A1 + λiA2: a real repeated line;
D.2.4 The relation between λi and
a23
4 : λ1 = λ2 = λ3 =
a23
4 .
Table 1 shows the numerical examples to validate the correctness of the
magnitude relation between λi, i = 1, 2, 3 and a
2
3/4 in all sorts of relative position
cases of A1 and A2.
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Table 1: Numerical examples for the relationship between λi, i = 1, 2, 3 and
a23
4
Case a3 a2 a1 a0 λ1 λ2 λ3 The relation
A.1 4 12 −3 916 −4 2 3 λ1 < λ2 < λ3 < a
2
3
4
A.1 4 2 −4 −2 −2 2 4 λ1 < λ2 < λ3 = a
2
3
4
A.2 4 1 2 − 74 2 −4i 4i λ1 < a
2
3
4 , λ2 = λ¯3
A.2 4 2 −4 −4 4 −2i 2i λ1 = a
2
3
4 , λ2 = λ¯3
A.3 4 8 4 1 2 6 8 λ1 <
a23
4 < λ2 < λ3
A.3 4 12 16 8 4 8 12 λ1 =
a23
4 < λ2 < λ3
A.3 4 6 4 2 2 4 6 λ1 <
a23
4 = λ2 < λ3
B.1 4 72 −3 − 6316 2 2 3 λ1 = λ2 < λ3 < a
2
3
4
B.1 4 4 0 −1 2 2 4 λ1 = λ2 < λ3 = a
2
3
4
B.1 4 − 12 −3 1716 2 2 −5 λ3 < λ1 = λ2 < a
2
3
4
B.2 4 132 4
13
16 5 5 3 λ3 <
a23
4 < λ1 = λ2
B.2 4 7 6 2 5 5 4 λ3 =
a23
4 < λ1 = λ2
C.1 4 92 1
1
16 4 4 1 λ3 <
a23
4 = λ1 = λ2
C.2 4 8 8 4 4 4 8 λ1 = λ2 =
a23
4 < λ3
D.1 4 92 2
5
16 3 3 3 λ1 = λ2 = λ3 <
a23
4
D.2 4 6 4 1 4 4 4 λ1 = λ2 = λ3 =
a23
4
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3. The main results
By these discussions and the previous lemmas we may get:
Theorem 1. The binary quartic form
f(x, y) = x4 + a3x
3y + a2x
2y2 + a1xy
3 + a0y
4
is positive definite if and only if there exists a real number λ0 such that 3 × 3
real symmetric matrix
Mλ0 =

1 a32
a2−λ0
2
a3
2 λ0
a1
2
a2−λ0
2
a1
2 a0
 (10)
is a positive definite matrix.
Proof. According to (9), the proof of the sufficient condition is obvious. To
prove the converse, we need only to find a real number λ0 satisfying λ0 >
a23
4
and det(Mλ0) > 0 and then according to Sylvester’s criterion we may assert
that the matrix Mλ0 must be positive definite [16, p. 439].
First, if f(x, y) is positive definite, then from the foregoing discussions, we
know that there does not exist real common points between the conic A1 and
the conic A2, namely either A1 and A2 have two pairs of complex conjugate
intersection points or A1 has double contact with A2 at two complex conjugate
points. On one hand, since the leading coefficient of the cubic polynomial g(λ) =
det(A1 + λA2) equals −1/4, it means that g(−∞) > 0 and g(+∞) < 0. On
the other hand, from Lemma 1 and Lemma 2, we know that the cubic equation
g(λ) = 0 has three real roots λi, i = 1, 2, 3 satisfying λ1 ≤ a
2
3
4 < λ2 < λ3 or
λ1 <
a23
4 ≤ λ2 < λ3 or λ1 = λ2 = a
2
3
4 < λ3, as shown in Fig. 4. Consequently,
we may deduce that g(λ) > 0 for all λ satisfying λ2 < λ < λ3.
Now we may choose arbitrarily a real number λ0 satisfying λ2 < λ0 < λ3.
Since
13
det(1) = 1 > 0,
det(
 1 a32
a3
2 λ0
) = λ0 − a23
4
> 0,
det(A1 + λ0A2) = g(λ0) > 0,
namely, all three order principal minor determinants of the 3× 3 real symmet-
ric matrix Mλ0 are positive, and further according to Sylvester’s criterion, we
assert that the matrix Mλ0 is positive definite. 2
We naturally wish to be able to decide whether a given quartic polynomial
is or is not positive definite by a simple criterion, and the following theorem
provides a convenient algebraic criterion.
Theorem 2. Given a quartic polynomial
f(z) = z4 + a3z
3 + a2z
2 + a1z + a0. (11)
Let
b0 =
1
4
(−a21 + a1a2a3 − a0a23),
b1 =
1
4
(4a0 − a22 − a1a3),
b2 =
a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (11) is positive definite if and only if
λ0 >
a23
4
and − 1
4
λ30 + b2λ
2
0 + b1λ0 + b0 > 0. (12)
Proof. Obviously, the quartic polynomial (11) can be rewritten as follows:
f(z) =
[
z2 z 1
]
(A1 + λA2)

z2
z
1
 , (13)
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where λ is an arbitrary real number. Now let
b0 =
1
4
(−a21 + a1a2a3 − a0a23),
b1 =
1
4
(4a0 − a22 − a1a3),
b2 =
a2
2
.
Then we have
g(λ) = det(Mλ) = det(A1 + λA2) = −1
4
λ3 + b2λ
2 + b1λ+ b0.
According to Theorem 1, the proof of the sufficient condition is obvious.
The reason is that the real number λ0 satisfying the conditions (12) ensures
that the real symmetric matrix Mλ0 = A1 + λ0A2 is positive definite by using
Sylvester’s criterion.
To prove the converse, we obtain firstly the discriminant of g(λ) from (8) as
follows:
D(g(λ)) =
16(3b1+4b
2
2)
3−(27b0+36b1b2+32b32)2
432
. (14)
According to the proof of Theorem 1, if the quartic polynomial (11) is pos-
itive definite, then the conic A1 and the conic A2 have two pairs of complex
conjugate intersection points or the conic A1 has double contact with the conic
A2 at two complex conjugate points. That means D(g(λ)) ≥ 0 from Case A.3
and Case C.2. Further, we have 3b1 + 4b
2
2 ≥ 0 from (14).
Now let
g′(λ) = −3
4
λ2 + 2b2λ+ b1
be the formal derivative of g(λ). Clearly, the quadratic equation g′(λ) = 0 has
two real roots:
4b2 − 2
√
3b1 + 4b22
3
,
4b2 + 2
√
3b1 + 4b22
3
.
Furthermore, from Case A.3 and Case C.2, we may know that they must be two
distinct real roots of g′(λ) = 0, namely 3b1 + 4b22 > 0 (Note that the function
g(λ) has two distinct local extreme points in Case A.3 and Case C.2, see Fig.
4.).
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(a) (b)
Figure 4: The curve g(λ) when there does not exist real common points between the conic
A1 and the conic A2. (a). the curve g(λ) for the example of Case A.3 in Fig. 2, (b). the
curve g(λ) for the example of Case C.2 in Fig. 3.
Now we let
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then it is obvious that
λ0 > a
2
3/4, g(λ0) = − 14λ30 + b2λ20 + b1λ0 + b0 > 0. 2
From the foregoing discussions, we have known that the binary quartic form
(1) is positive definite if and only if there does not exist real common points
between the conic A1 and the conic A2. Similarly, we may deduce that the
binary quartic form (1) is positive semi-definite if and only if the conic A1 has
contact with the conic A2 at one or two real points and simultaneously A1, A2
have no real intersection points, namely Case B.2, Case C.1 and Case D.2.
Consequently, according to Case B.2, Case C.1 and Case D.2, we may ob-
tain easily the necessary and sufficient condition for the positive semi-definite
problem of a quartic polynomial. More formally, we have the following theorem.
Theorem 3. Given a quartic polynomial
f(z) = z4 + a3z
3 + a2z
2 + a1z + a0. (15)
16
(a) (b)
(c) (d)
Figure 5: The curve g(λ) when the conic A1 has contact with the conic A2 at one or two real
points and simultaneously A1, A2 have no real intersection points. (a). the curve g(λ) for
the first example of the Case B.2 in Tab. 1, (b). the curve g(λ) for the second example of
the Case B.2 in Tab. 1, (c). the curve g(λ) for the example of Case C.1 in Tab. 1, (d). the
curve g(λ) for the example of Case D.2 in Tab. 1.
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Let
b0 =
1
4
(−a21 + a1a2a3 − a0a23),
b1 =
1
4
(4a0 − a22 − a1a3),
b2 =
a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (15) is positive semi-definite if and only if
λ0 ≥ a
2
3
4
and − 1
4
λ30 + b2λ
2
0 + b1λ0 + b0 = 0.
Proof. If the quartic polynomial (15) is positive semi-definite, then the conic
A1 has contact with the conic A2 at one or two real points and simultaneously
A1, A2 have no real intersection points, namely Case B.2, Case C.1 and Case
D.2. When Case B.2 happens, the function g(λ) has two distinct local extreme
points, so 3b1+4b
2
2 > 0, namely λ0 is a real number. Further, we have λ0 = λ1 =
λ2 > a
2
3/4 and g(λ0) = 0, as shown in Figs. 5(a), 5(b). When Case C.1 happens,
the function g(λ) has also two distinct local extreme points, so 3b1 + 4b
2
2 > 0,
namely λ0 is a real number. Further, we have λ0 = λ1 = λ2 = a
2
3/4 and
g(λ0) = 0, as shown in Fig. 5(c). When Case D.2 happens, the function g(λ)
has a triple root, so 3b1 + 4b
2
2 = 0. Certainly, λ0 is a real number and satisfies
obviously λ0 = λ1 = λ2 = λ3 = a
2
3/4 and g(λ0) = 0, as shown in Fig. 5(d).
Conversely, on one hand, if λ0 = (4b2 + 2
√
3b1 + 4b22)/3 is a real number
satisfying λ0 ≥ a23/4, then the relative position of the conics A1, A2 is one of
Case A.2, Case A.3, Case B.2, Case C.1, Case C.2, Case D.2. On the other
hand, further, according to − 14λ30 + b2λ20 + b1λ0 + b0 = 0, we may assert that the
relative position of the conics A1, A2 is one of Case B.2, Case C.1, Case D.2,
namely the conic A1 has contact with the conic A2 at one or two real points
and simultaneously A1, A2 have no real intersection points. In other words,
the quartic polynomial (15) is positive semi-definite. 2
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Figure 6: The curve g(λ) for an example of Case A.2, where a3 = 4, a2 = 6, a1 = −12,
a0 = −7 in the matrix A1. λ0 in Theorem 3 is a real number and satisfies λ0 ≥ a23/4. But
g(λ0) < 0.
It is worth noting that when A1 and A2 have two distinct real intersection
points and a pair of complex conjugate intersection points, namely Case A.2, it
is possible that λ0 in Theorem 3 is a real number and satisfies λ0 ≥ a23/4, see
the example in Fig. 6.
According to Theorem 2 and Theorem 3, we may obtain easily the following
corollary.
Corollary 1. Given a quartic polynomial
f(z) = z4 + a3z
3 + a2z
2 + a1z + a0. (16)
Let
b1 =
1
4
(4a0 − a22 − a1a3), b2 =
a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (16) is positive semi-definite (positive definite) if
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and only if the matrix
Mλ0 =

1 a32
a2−λ0
2
a3
2 λ0
a1
2
a2−λ0
2
a1
2 a0

is a positive semi-definite (positive definite) matrix.
Proof. According to Theorem 3, if the quartic polynomial (16) is positive semi-
definite, then λ0 ≥ a23/4 and det(Mλ0) = det(A1 + λ0A2) = 0. If λ0 > a23/4
and det(Mλ0) = 0, then we may assert that the matrix Mλ0 must be positive
semi-definite [16, p. 439, Theorem 7.2.5 (c)]. If λ0 = a
2
3/4 and det(Mλ0) = 0,
then the relative position of the conics A1, A2 is Case C.1 or Case D.2. From
the foregoing summary about all sort of cases, we may know that Rank(Mλ0) =
Rank(A1 + λ0A2) = 1. Further, the matrix Mλ0 is congruent to the positive
semi-definite matrix 
1 0 0
0 0 0
0 0 0
 .
Consequently, we may assert that the matrix Mλ0 must be also positive semi-
definite.
Conversely, if λ0 = (4b2 + 2
√
3b1 + 4b22)/3 is a real number satisfying the
matrix Mλ0 is positive semi-definite, then according to the principal minors are
all nonnegative, we have λ0 ≥ a23/4 and det(Mλ0) = 0. Further, according to
Theorem 3, we may assert that the quartic polynomial (16) is positive semi-
definite.
Last, according to Theorem 2 and Sylvester’s criterion and the properties
of the positive definite matrix, it is obvious that the quartic polynomial (16) is
positive definite if and only if the matrix Mλ0 is positive definite. 2
Since the negative definite problem of −x4+a3x3y+a2x2y2+a1xy3+a0y4 is
equivalent to the positive definite problem of x4−a3x3y−a2x2y2−a1xy3−a0y4,
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according to the obtained conclusions, we may get easily similar results for the
negative definite problem of a quartic polynomial as follows.
Corollary 2. Given a quartic polynomial
f(z) = −z4 + a3z3 + a2z2 + a1z + a0. (17)
Let
b0 =
1
4
(−a21 − a1a2a3 + a0a23),
b1 = −1
4
(4a0 + a
2
2 + a1a3),
b2 = −a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (17) is negative definite if and only if
λ0 >
a23
4
and − 1
4
λ30 + b2λ
2
0 + b1λ0 + b0 > 0.
Corollary 3. Given a quartic polynomial
f(z) = −z4 + a3z3 + a2z2 + a1z + a0. (18)
Let
b0 =
1
4
(−a21 − a1a2a3 + a0a23),
b1 = −1
4
(4a0 + a
2
2 + a1a3),
b2 = −a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (18) is negative semi-definite if and only if
λ0 ≥ a
2
3
4
and − 1
4
λ30 + b2λ
2
0 + b1λ0 + b0 = 0.
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Corollary 4. Given a quartic polynomial
f(z) = −z4 + a3z3 + a2z2 + a1z + a0. (19)
Let
b1 = −1
4
(4a0 + a
2
2 + a1a3), b2 = −
a2
2
,
and
λ0 =
4b2 + 2
√
3b1 + 4b22
3
.
Then the quartic polynomial (19) is negative semi-definite (negative definite) if
and only if the matrix 
−1 a32 a2+λ02
a3
2 −λ0 a12
a2+λ0
2
a1
2 a0

is a negative semi-definite (negative definite) matrix.
4. Examples
The following examples illustrate the proposed method.
Example 1 [1]. Consider the quartic polynomial
f(z) = z4 + z3 + 2z2 + z + 1.
According to Theorem 2, we have b0 = 0, b1 = −1/4, b2 = 1 and further
λ0 = (4 +
√
13)/3. Since λ0 >
a23
4 = 1/4 and g(λ0) = (46 + 13
√
13)/54 > 0,
we assert that the quartic polynomial f(z) must be positive definite (One can
check that f(z) = 0 has two pairs of complex conjugate roots.).
In addition, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 12
2−√13
6
1
2
4+
√
13
3
1
2
2−√13
6
1
2 1

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must be positive definite (One can check that the matrix Mλ0 has three distinct
positive eigenvalues.).
Example 2 [8]. Consider the quartic polynomial
f(z) = z4 + z + 1.
According to Theorem 2, we have b0 = −1/4, b1 = 1, b2 = 0 and further
λ0 = 2/
√
3. Since λ0 >
a23
4 = 0 and g(λ0) = (16
√
3 − 9)/36 > 0, we assert
that the quartic polynomial f(z) must be positive definite (One can check that
f(z) = 0 has two pairs of complex conjugate roots.).
Further, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 0 − 1√
3
0 2√
3
1
2
− 1√
3
1
2 1

is positive definite (One can check that the matrix Mλ0 has three distinct pos-
itive eigenvalues.).
Example 3. Consider the quartic polynomial
f(z) = z4 − 8z3 + 26z2 − 40z + 25.
According to Theorem 2, we have b0 = 1280, b1 = −224, b2 = 13 and further
λ0 = 56/3. Since λ0 >
a23
4 = 16 and g(λ0) = 64/27 > 0, we assert that the
quartic polynomial f(z) must be positive definite (One can check that f(z) = 0
has two complex conjugate double roots.).
Further, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 −4 113
−4 563 −20
11
3 −20 25

is positive definite (One can check that the matrix Mλ0 has three distinct pos-
itive eigenvalues.).
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Example 4 [9]. Consider the quartic polynomial
f(z) = z4 + z3 + z + 1.
According to Theorem 3, we have b0 = −1/2, b1 = 3/4, b2 = 0 and further
λ0 = 1. Since λ0 > a
2
3/4 = 1/4 and g(λ0) = 0, we assert that the quartic
polynomial f(z) is positive semi-definite (One can check that f(z) = 0 has a
double real root and a pair of complex conjugate roots.).
Further, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 12 − 12
1
2 1
1
2
− 12 12 1

is positive semi-definite (One can check that the matrix Mλ0 has three nonneg-
ative eigenvalues, namely 3/2, 3/2, 0.).
Example 5. Consider the quartic polynomial
f(z) = z4 + 4z3 + 2z2 − 4z + 1.
According to Theorem 3, we have b0 = −16, b1 = 4, b2 = 1 and further λ0 = 4.
Since λ0 = a
2
3/4 = 4 and g(λ0) = 0, we assert that the quartic polynomial
f(z) is positive semi-definite (One can check that f(z) = 0 has two double real
roots.).
Further, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 2 −1
2 4 −2
−1 −2 1

is positive semi-definite (One can check that the matrix Mλ0 has three nonneg-
ative eigenvalues, namely 6, 0, 0.).
Example 6. Consider the quartic polynomial
f(z) = z4 + 4z3 + 6z2 + 4z + 1.
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According to Theorem 3, we have b0 = 16, b1 = −12, b2 = 3 and further λ0 = 4.
Since λ0 = a
2
3/4 = 4 and g(λ0) = 0, we assert that the quartic polynomial f(z)
is positive semi-definite (One can check that f(z) = 0 has a quadruple root.).
Further, according to Corollary 1, the matrix
Mλ0 = A1 + λ0A2 =

1 2 1
2 4 2
1 2 1

is positive semi-definite (One can check that the matrix Mλ0 has three nonneg-
ative eigenvalues, namely 6, 0, 0.).
5. Concluding remarks
In this note, an encouraging result concerning necessary and sufficient con-
dition for positive definite problem of a binary quartic form is obtained by con-
verting the roots of the given quartic form to the common points of two conics.
Further, a concise and explicit criterion for determining whether or not a quartic
polynomial is positive definite (positive semi-definite, negative definite, negative
semi-definite) is derived by using the theory of the pencil of conics. It may be
worthwhile to direct attentions for further simplification in the computational
aspects and for further clarification in the algorithm aspect.
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