Quantum isomorphism is equivalent to equality of homomorphism counts
  from planar graphs by Mančinska, Laura & Roberson, David E.
Quantum isomorphism is equivalent to equality
of homomorphism counts from planar graphs
Laura Mancˇinska1 and David E. Roberson2
1QMATH, Department of Mathematical Sciences, University of Copenhagen,
Universitetsparken 5, 2100 Copenhagen Ø, Denmark
2Department of Applied Mathematics and Computer Science, Technical University of
Denmark, DK-2800 Lyngby, Denmark
October 22, 2019
Abstract
Over 50 years ago, Lova´sz proved that two graphs are isomorphic if and only if they ad-
mit the same number of homomorphisms from any graph [Acta Math. Hungar. 18 (1967),
pp. 321–328]. In this work we prove that two graphs are quantum isomorphic (in the commut-
ing operator framework) if and only if they admit the same number of homomorphisms
from any planar graph. As there exist pairs of non-isomorphic graphs that are quantum
isomorphic, this implies that homomorphism counts from planar graphs do not deter-
mine a graph up to isomorphism. Another immediate consequence is that determining
whether there exists some planar graph that has a different number of homomorphisms to
two given graphs is an undecidable problem, since quantum isomorphism is known to be
undecidable. Our characterization of quantum isomorphism is proven via a combinatorial
characterization of the intertwiner spaces of the quantum automorphism group of a graph
based on counting homomorphisms from planar graphs. This result inspires the definition
of graph categories which are analogous to, and a generalization of, partition categories that
are the basis of the definition of easy quantum groups. Thus we introduce a new class of
graph-theoretic quantum groups whose intertwiner spaces are spanned by maps associated
to (bi-labeled) graphs. Finally, we use our result on quantum isomorphism to prove an
interesting reformulation of the Four Color Theorem: that any planar graph is 4-colorable
if and only if it has a homomorphism to a specific Cayley graph on the symmetric group
S4 which contains a complete subgraph on four vertices but is not 4-colorable.
1 Introduction
In this work we present a surprising connection between the theory of entanglement-assisted
strategies for nonlocal games, quantum group theory, and homomorphism counts from com-
binatorics. The story begins with the graph isomorphism game, a nonlocal game introduced in [3]
in which two players attempt to convince a referee that they know an isomorphism between
two given graphs G and H. Classically, the players can succeed with probability one if and
only if the graphs are indeed isomorphic. This motivates the definition of quantum isomorphic
graphs: those pairs of graphs for which the game can be won perfectly when the players are
able to make local quantum measurements on a shared entangled state. It is far from obvi-
ous that there exists any pair of quantum isomorphic graphs that are not isomorphic as well.
However, in [3] a reduction from the linear system games of Cleve, Liu, and Slofstra [14] to the
isomorphism game was given which provided an infinite family of quantum isomorphic but
non-isomorphic graphs.
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Soon after their introduction, deep connections between the notion of quantum isomor-
phism and the theory of quantum automorphism groups of graphs were established in [25] and [23].
In particular, in the latter work an analog of a well-known classical result was proven: that
connected graphs G and H are quantum isomorphic if and only if the quantum automor-
phism group of their disjoint union, Qut(G ∪ H), has an orbit which intersects both V(G) and
V(H) nontrivially. We investigate an algebraic generalization of orbits known as intertwin-
ers of the quantum automorphism group of a graph. Our first main result is a combinatorial
characterization of these intertwiners in terms of planar bi-labeled graphs (see Definition 3.1 and
Definition 5.3):
Theorem 6.8 (Informal). The intertwiners of the quantum automorphism of a graph G are the span
of matrices whose entries count homomorphisms from planar graphs to G, partitioned according to the
images of certain labeled vertices of the planar graph.
As we will see in Section 3 (see Remark 3.3), the above provides a pictorial way of representing
the intertwiners of the quantum automorphism group of a graph, analogously to the pictures
of partitions used for easy quantum groups. Whether such a description was possible has been
an implicit open question in the quantum group community. We remark that some of the ideas
used here, though arrived at independently, appear to be similar to ideas from the theory of
graph limits [22].
Theorem 6.8 is additionally the basis of our combinatorial characterization of quantum iso-
morphism. We show that the measurement operators from a winning quantum strategy for
the isomorphism game can be used to construct a linear map between intertwiners of Qut(G)
and Qut(H). Moreover, this linear map takes an intertwiner of Qut(G) associated to a given
planar bi-labeled graph to the intertwiner of Qut(H) associated to the same planar bi-labeled
graph (Lemma 7.5). Combining this linear map with Theorem 6.8 and making use of the afore-
mentioned result of [23] regarding orbits of Qut(G ∪ H), we are able to prove the following
remarkable result:
Theorem 7.16 (Abbreviated). Graphs G and H are quantum isomorphic if and only if they admit the
same number of homomorphisms from any planar graph.
The above supplies a completely combinatorial description of quantum isomorphism, and
thus of the advantage provided by entanglement in the setting of the isomorphism game. We
hope that Theorems 6.8 and 7.16, as well as the other results in this work, will help to attract
researchers from discrete mathematics to the growing intersection of quantum information,
quantum groups, and combinatorics.
1.1 Context and consequences
Our characterization of quantum isomorphism can be viewed as a quantum analog of a clas-
sic theorem of Lova´sz [21]: graphs G and H are isomorphic if and only if they have the same
number of homomorphisms from any graph. By restricting your homomorphism counts from
all graphs to specific families, one can obtain relaxations of isomorphism. Trivial examples
include counting homomorphisms from just the single vertex graph or the two vertex graph
with a single edge, which simply test whether G and H have the same number of vertices or
edges respectively. Less trivially, counting homomorphisms from all star graphs or from all
cycles determines a graph’s degree sequence or spectrum respectively, the latter being a classi-
cal result of algebraic graph theory. Very recently, a surprising result of this form was proven
by Dell, Grohe, and Rattan [15]: graphs G and H are not distinguished by the k-dimensional
Weisfeiler-Leman algorithm if and only if they admit the same number of homomorphisms
from all graphs with treewidth at most k. Interestingly, in the same work they asked whether
homomorphism counts from planar graphs determine a graph up to isomorphism. Though
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we were not motivated by this question, having only learned of it later, our results answer it
in the negative. As far as we are aware, this is the first example of using tools from quantum
groups to solve a problem in graph theory.
We remark that in all of the above examples (excluding our result) there is an at worst
quasi-polynomial time algorithm for determining if the two graphs G and H have the same
number of homomorphisms from any graph in the given family. For all but Lova´sz’ result
there is even a polynomial time algorithm (and of course there may possibly be a polynomial
time algorithm for graph isomorphism). This may be unexpected in the case where the fami-
lies are infinite, as a priori one must check an infinite number of conditions. In stark contrast,
the known undecidability of quantum isomorphism [3] along with our result implies that de-
termining if there exists some planar graph having a different number of homomorphisms to
two given graphs is an undecideable problem. This also implies that there is no computable
function of two graphs G and H which gives an upper bound on the size of planar graphs that
must be checked to determine whether G and H are quantum isomorphic. In the classical case,
it always suffices to count homomorphisms from graphs on |V(G)| or fewer vertices.
As a consequence of our characterization of quantum isomorphism, we show that a planar
graph has a 4-coloring if and only if it has a homomorphism to a particular Cayley graph H for
the symmetric group S4. For an arbitrary graph G, it is strictly easier to have a homomorphism
to H than to have a 4-coloring, i.e., every graph with a 4-coloring has a homomorphism to H
but the converse fails for some (in fact infinitely many) graphs. Thus it seems that this gives a
nontrivial reformulation of the famous Four Color Theorem.
Quantum automorphism groups of graphs belong to the class of compact matrix quantum
groups, introduced by Woronowicz [39]. By a version of Tannaka-Krein duality proven by
Woronowicz [40], these quantum groups are completely determined by their intertwiner spaces.
This helps to underline the importance of our characterization of the intertwiners of Qut(G).
Our Theorem 6.8 echos a transformative result of Banica and Speicher from 2009 [10] in which
they gave combinatorial characterizations of the intertwiners of several groups and their quan-
tum analogs. Though the specific characterizations were important results, the lasting impact
of the work is due to the introduction of the so-called easy quantum groups (see Section 2.2 for
more details), whose intertwiner spaces are given by maps associated to partitions. The abil-
ity to exploit the combinatorial structure of these partitions has led to easy quantum groups
being extensively studied (e.g. [7, 8, 17, 27, 26, 38]), with their complete classification (in the
orthogonal case) given in [28].
Motivated by our Theorem 6.8, we introduce the notion of graph-theoretic quantum group:
those quantum groups whose intertwiners are given by some family of bi-labeled graphs
(closed under the appropriate operations). These are not merely similar to the notion of easy
quantum groups, we show in Section 8.1 that they are a vast generalization: easy quantum
groups are the graph-theoretic quantum groups corresponding to families of edgeless bi-labeled
graphs. We therefore expect graph-theoretic quantum groups to be a much richer class than
easy quantum groups, while still retaining the underlying combinatorial structure that made
the latter such fruitful ground for research.
In quantum information, nonlocal games1, like the isomorphism game, are used to study
the capabilities and limitations of entanglement, as well as to elucidate the differences be-
tween the various mathematical models of joint measurement scenarios. Recently, incredible
progress has been made by Slofstra, who investigated (binary) linear system games. He was
able to resolve two longstanding open questions, namely he solved Tsirelson’s problem [32]
and showed that the set of quantum correlations is not closed [31]. The key to this work was
the discovery that quantum strategies for linear system games could be characterized in group
1More commonly known as Bell inequalities within the physics community.
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theoretic language [14], thus allowing for the use of powerful tools from combinatorial group
theory. Analogously, we make use of the quantum group theoretic characterization of quantum
isomorphism from [23] to establish our combinatorial characterization from Theorem 7.16. In-
terestingly, it was shown in [3] that linear system games can be reduced to isomorphism games.
Combining this with our characterization of quantum isomorphism, it follows that the group-
theoretic condition from [14] has a combinatorial reformulation in terms of homomorphism
counts from planar graphs. More specifically, the central element JΓ of a solution group Γ is
equal to the identity if and only if there exists a planar graph which has a different number of
homomorphisms to GΓ and HΓ – the two graphs arising from the reduction of a linear system
game to an isomorphism game.
1.2 Outline and preliminaries
Given a C∗-algebra A, we denote by Mn(A) the n× n matrices that have entries from A. To
distinguish from the usual case of complex valued matrices, we will typically denote elements
of Mn(A) by script letters such as U , and we will write U = (uij) to denote that the ij-entry of
U is uij ∈ A. We will often want to multiply an algebra-valued matrix U = (uij) by a complex-
valued matrix M = (m`k). As long as the dimensions match, this is a well-defined product
given by
(MU )ij =∑
k
mikukj,
and similarly for multiplying in the other order. It is straightforward to check that this prod-
uct satisfies M(NU ) = (MN)U . If U ,V ∈ Mn(A), then we may also define their product
entrywise as (UV)ij = ∑k uikvkj. If U ∈ Mn(A),V ∈ Mk(A), then we let U ⊗ V be the
matrix in Mnk(A) whose i1i2, j1 j2-entry is ui1 j1 vi2 j2 . It is again straightforward to check that
(M ⊗ N)(U ⊗ V) = (MU ) ⊗ (NV) whenever these products are defined. The transpose UT
and conjugate transpose U ∗ of a matrix U = (uij) ∈ Mn(A) are the matrices whose ij-entries
are uji and u∗ji respectively.
We use [n] to denote the set {1, 2, . . . , n}. We will denote vectors/tuples by boldface char-
acters, such as a = (a1, . . . , ak). One other place we will utilize boldface is in denoting the
identity element of a unital C∗-algebra as 1.
The rest of the paper is organized as follows. In Section 2 we introduce the relevant back-
ground on graph theory, quantum groups, and quantum information needed for our results.
In Section 3 we define two of the central concepts of this work: bi-labeled graphs and homo-
morphism matrices, and we give several pertinent examples. We also define the operations of
composition, tensor product, transpose, and Schur product of bi-labeled graphs in Section 3.1,
and we prove that these correspond to the analogous operations on homomorphism matrices
in Section 3.2. In Section 4 we present some of the basic theory of planar graphs that we will
need for the proofs in the following sections. Section 5 introduces the class of planar bi-labeled
graphs and gives several examples. We prove that the class of planar bi-labeled graphs is
closed under composition, tensor product, and transposition in Section 5.1, thus showing that
the corresponding homomorphism matrices form a tensor category with duals. Our charac-
terization of the intertwiners of the quantum automorphism group of a graph, Theorem 6.8, is
proven in Section 6, with a few additional results given in Section 6.1. In Section 7, we prove
our characterization of quantum isomorphism in Theorem 7.16. We finish up with Section 8
where we discuss some consequences of our results, including a reformulation of the Four
Color Theorem, and possible future directions.
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2 Background
2.1 Graph theory basics
The basic structure dealt with in this work is that of a graph. For us, a graph G consists of a
vertex set V(G) and edge set E(G). We do not allow multiple edges but we do allow loops
(at most one per vertex), thus the elements of E(G) are unordered pairs and singletons. We
write u ∼ v if u and v are adjacent, which includes the case where u = v and u has a loop.
If we need to specify adjacency in a particular graph then we write u ∼G v, for instance. As
is common practice we will refer to the edge between distinct vertices u and v as uv, instead
of {u, v}. Given a graph G, we define its complement, denoted G, as the graph on V(G) which
has the same loops as G but in which distinct vertices are adjacent if and only if they are not
adjacent in G. Thus the complement of a graph without loops is the same for us as the usual
notion of complement for graphs without loops. We define the full complement of G, denoted
G, to be the graph where two vertices are adjacent if and only if they are not adjacent in G (thus
looped vertices become non-looped and vice versa). We will use the term multigraph when we
allow multiple edges (and multiple loops). In this case the elements of E(G) have names such
as e1, . . . , em and there is a function φG : E(G) → (V(G)2 ) ∪ (V(G)1 ) indicating which vertices an
edge is incident to. Here (V(G)k ) is the set of subsets of V(G) of size k. However it will often
be more convenient to simply refer to an edge e between vertices u and v, without referring to
any such function φG.
A path of length k in a multigraph G is a sequence of k edges e1, . . . , ek such that there are
distinct vertices u1, . . . , uk+1 where φG(ei) = {ui, ui+1} for all i ∈ [k]. A cycle of length k > 1
is a sequence of k distinct edges e1, . . . , ek such that there are k distinct vertices where φG(ei) =
{ui, ui+1} for i ∈ [k − 1] and φG(ek) = {uk, u1}. Note that this allows for cycles of length 2
which consist of two vertices and two distinct edges between them. We also consider a vertex
with a loop as a cycle of length 1. In a graph, the edges between consecutive vertices in a
path/cycle are uniquely determined, and so in this setting we will usually refer to paths of
length k − 1 and cycles of length k simply by a sequence of k distinct vertices u1, . . . , uk. The
complete graph on n vertices, denoted Kn, is the graph with vertex set [n] (or any n-element set),
having an edge between every pair of distinct vertices, but no loops. An empty/edgeless graph
is a graph whose edge set is the empty set.
Given a graph G, its adjacency matrix, denoted AG is a symmetric 01-matrix whose uv-entry
is 1 if u ∼ v and is 0 otherwise. Note that this means there are 1’s in the diagonal entries
corresponding to loops. The adjacency matrices of G and G are given by AG = J − I − AG and
A
G
= J − AG where J is the all ones matrix.
Given a multigraph G, a subgraph (we will not use the term “submultigraph”) H is a multi-
graph with V(H) ⊆ V(G), and E(H) ⊆ E(G) such that E(H) only contains edges that are not
incident to any vertices of V(G) \V(H). If U ⊆ V(G), then the subgraph H of G induced by U
has vertex set U and E(H) is the sub(multi)set of E(G) consisting of all edges that are incident
only to vertices in U. Given two graphs G and H, their disjoint union is the graph with vertex
set V(G) ∪ V(H) and edge set E(G) ∪ E(H). Here we are implicitly assuming that V(G) and
V(H) are disjoint.
We will make frequent use of edge deletions and contractions in our work. Given a multi-
graph G and a subset S ⊆ E(G), the multigraph G \ S resulting from deleting S has vertex set
V(G) and edge set E(G) \ S. Edge contraction is more complicated to explain but we use the
usual notion. The multigraph G/S resulting from contracting S has as its vertex set the con-
nected components of the multigraph H with vertex set V(G) and edge set S. The edge set
of G/S can be identified with E(G) \ S, but if e ∈ E(G) \ S was incident to vertices u and v
in G, then in G/S the edge e is incident to the connected components of H containing u and
v respectively (if these are the same then e becomes a loop). If e was a loop incident to u in
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G, then in G/S it is a loop incident to the connected component of H containing u. Note that
though we have defined the vertices of G/S as the connected components of the multigraph
H, in practice we will often simply give the vertices corresponding to components that are not
single vertices new names, so that referring to them is simpler. We will also use the phrase
“the vertex of G/S that u became after contraction” to refer to the vertex of G/S correspond-
ing to the connected component of H containing u. It is important to point out that even if we
begin with a graph G, edge contractions can result in a multigraph. To return to the class of
graphs, we then perform simplification: we replace any multiple edges with single edges, but
we keep loops even if they were formed by the contractions (though we keep at most one loop
per vertex). We will use G \ e and G/e when the set S we are deleting/contracting has only
one element.
One of the most important notions from graph theory that we will make use of is that of
graph homomorphisms:
Definition 2.1. A homomorphism from a graph H to a graph G is a function ϕ : V(H) → V(G)
such that u ∼H v implies that ϕ(u) ∼G ϕ(v).
Note that this means that a homomorphism can map vertices with loops only to vertices
with loops, and that two distinct adjacent vertices can be mapped to the same vertex only if it
has a loop. We will write ϕ : H → G to denote that ϕ is a homomorphism from H to G. We can
also define homomorphisms of multigraphs. The condition that adjacency is preserved is the
same, but if u and v are adjacent in H then for each edge e between them we have a choice of
which edge between ϕ(u) and ϕ(v) to map e to. This choice makes a difference when counting
homomorphisms, however we will only consider the case when G is a graph, thus all such
choices are determined.
Definition 2.2. An isomorphism from a graph H to a graph G is a bijection ϕ : V(H) → V(G)
such that u ∼H v if and only if ϕ(u) ∼G ϕ(v).
Note that this means that an isomorphism must map loops to loops and non-loops to non-
loops. Whenever there exists and isomorphism from G to H, we say that they are isomorphic
and write G ∼= H.
Definition 2.3. An automorphism of a graph G is an isomorphism from G to itself and these
form a group under composition known as the automorphism group of G, denoted Aut(G).
2.2 Quantum automorphism groups
Here we will introduce the necessary background on quantum groups we will need for our
results. Our main focus is on quantum automorphism groups of graphs, but these fit into the
more general framework of compact matrix quantum groups (CMQGs):
Definition 2.4. A compact matrix quantum group Q is specified by a pair (A,U ) where A is a C∗-
algebra and U = (uij) ∈ Mn(A) is a matrix whose entries generate A. Moreover, we require
that there exists a unital ∗-homomorphism ∆ : A→ A⊗ A satisfying ∆(uij) = ∑k uik⊗ ukj, and
that both u and its transpose UT are invertible. The ∗-homomorphism ∆ is referred to as the
comultiplication. The matrix U is known as the fundamental representation of Q.
Remark 2.5. The notion of a compact matrix quantum group is an abstract generalization of a
compact matrix group. In the latter case, the algebra A is the algebra of continuous C-valued
functions over the group Γ, denoted C(Γ), and uij : Γ→ C is the coordinate function mapping a
matrix (g`k) ∈ Γ to the entry gij. In analogy, even in the quantum case the algebra A is referred
to as the algebra of continuous functions over the quantum group Q, and is denoted C(Q).
Note however, that A is not an algebra of functions in general as any such algebra would be
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commutative, which we do not require of A. We further remark that some authors say that
the quantum group Q is the pair (A,U ) [30], whereas others say that the quantum group Q is
not a concrete object that actually exists yet still refer to it as an actual object in analogy to the
group case [5].
Example 2.6. In [36], Wang defined the orthogonal quantum group as the compact matrix
quantum group O+n with where C(O+n ) is the universal C∗-algebra generated by the entries of
U = (uij) which satisfy
u∗ij = uij, &
n
∑
`=1
ui`uj` = δij1 =
n
∑
k=1
ukiukj for all i, j ∈ [n]. (1)
The first condition above says that the entries of U are self-adjoint. Furthermore, given the
first condition, the second condition can be written as UUT = I ⊗ 1 = UTU . Thus we see the
relation to the usual orthogonal group.
Example 2.7. Another example of a compact matrix quantum group introduced by Wang [37]
that will be particularly important for us is the quantum symmetric group, denoted S+n . Here,
C(S+n ) is the universal C∗-algebra generated by the entries of U = (uij) which satisfy the
conditions
u2ij = u
∗
ij = uij, &
n
∑
`=1
ui` = 1 =
n
∑
k=1
ukj for all i, j ∈ [n] (2)
A matrix U = (uij) whose entries are from a unital C∗-algebra satisfying Equation (2) is
known as a magic unitary or quantum permutation matrix. The latter term is motivated by the fact
that if the entries are from C, then the conditions of Equation (2) define permutation matrices.
Note that the two conditions from Equation (2) imply that ui`uik = δ`kui` and u`jukj = δ`kukj,
i.e., the elements in a row/column are mutually orthogonal. Furthermore, we remark that such
a matrix is indeed unitary as
(UU ∗)ij =∑
k
uiku∗jk =∑
k
uikujk = δij1,
and similarly for U ∗U .
Shortly after Wang’s introduction of the quantum symmetric group, Banica [4] introduced
the following definition of the quantum automorphism group of a graph2:
Definition 2.8. Given a graph G with vertex set [n], its quantum automorphism group, denoted
Qut(G), is the compact matrix quantum group given by (C(Qut(G)),U ) where C(Qut(G)) is
the universal C∗-algebra with generators uij, 1 ≤ i, j ≤ n satisfying the following relations for
all i, j ∈ [n]:
u∗ij = u
2
ij = uij (3)
n
∑
`=1
ui` = 1 =
n
∑
k=1
ukj (4)
∑
k∼j
uik = ∑
`∼i
u`j (5)
Remark 2.9. Note that Relations 3 and 4 are simply the conditions requiring that U is a quan-
tum permutation matrix, i.e., precisely the relations defining the quantum symmetric group.
2It is worth noting that Bichon [11] had previously defined a related but different notion of quantum automor-
phism group of a graph. This is the same as Banica’s but with the additional condition that ui`ujk = ujkui` for i ∼ j.
However, Banica’s version is the one that is related to quantum isomorphism.
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Further, Relation 5 can be written more compactly as UAG = AGU . Lastly, under the assump-
tion that U is a quantum permutation matrix, Condition 5 is equivalent to the orthogonality
conditions
ui`ujk = 0 if rel(i, j) 6= rel(`, k), (6)
where rel is a function distinguishing the four possible cases for how two vertices i and j can
be related: i = j with no loop, i = j with a loop, i 6= j & i ∼ j, and i 6= j & i 6∼ j.
The above definition may seem far removed from the notion of the automorphism group of
a graph. However, if we were to add the condition that uiju`k = u`kuij for all i, j, `, k (i.e., that
the entries of U commute and thus generate a commutative C∗-algebra), then the resulting
universal C∗-algebra would be isomorphic to the algebra of C-valued functions on Aut(G).
Under such an isomorphism the operator uij is mapped to the characteristic function of the
automorphisms of G that map i to j. This informs our intuition in the quantum case: we think
of uij as an operator which somehow corresponds to mapping i to j.
Sometimes, the commutativity of the entries of U in the definition of Qut(G) is implied by
the other conditions. This happens for instance for the complete graph Kn for n ≤ 3, and for
G being any cycle graph except the 4-cycle [5]. In these cases we say that G has no quantum
symmetry and that Qut(G) = Aut(G).
Before moving on, let us point out that, like the classical case, the quantum automorphism
group of a graph is not changed by taking the complement: Qut(G) = Qut(G). This is easy
to see if Condition 6 is used in place of Condition 5. However, as noted in Remark 2.9, we can
write the latter as UAG = AGU . It then follows that UAG = AGU since AG = J − I − AG and
any quantum permutation matrix commutes with both I and J. Similarly Qut(G) = Qut(G).
Quantum subgroups. In this work we will mostly deal with quantum automorphism groups
of graphs. But we will see that the ideas we present can be applied to study more general
quantum groups. However, we will always stay within the framework of compact matrix
quantum groups, and more specifically quantum subgroups of the orthogonal quantum group
O+n introduced in Example 2.6. Thus we should define the notion of a quantum subgroup of a
compact matrix quantum group.
Given two quantum groups Q and Q′ with fundamental representations U = (uij)i,j=1,...,n
and U ′ = (u′ij)i,j=1,...,n respectively, we say that Q is a quantum subgroup of Q′, denoted Q ⊆ Q′,
if there exists a ∗-homomorphism ψ : C(Q′) → C(Q) such that ψ(u′ij) = uij. Note that this
is a strict definition of quantum subgroup in that the fundamental representations must have
the same dimension. Thus we do not have that S+n ⊆ S+n+1 under this definition. Of course
it is possible to define a compact quantum group Q which is isomorphic to S+n and satisfies
Q ⊆ S+n+1.
It is not difficult to see that for a graph G with n vertices, we have that Qut(G) ⊆ S+n ⊆
O+n . The first inclusion follows from the fact that the relations imposed on the entries of the
fundamental representation of Qut(G) imply the relations imposed on S+n (in fact the former
are a superset of the latter). The second inclusion follows for the same reason, though here
one needs a short argument (since one set of relations is not a subset of the other as they are
written).
Orbits and intertwiners. In [23], and independently in [9], a notion of orbits of Qut(G) on
V(G) was defined. Furthermore, in [23] they also defined orbits of Qut(G) on V(G)× V(G),
which are referred to as orbitals to distinguish them from the orbits on V(G). Since Qut(G) is
not actually a group consisting of maps acting on V(G), these notions cannot be defined as they
usually are for Aut(G). Instead, in [23] two relations are defined on V(G) and V(G)× V(G)
respectively. These relations are then proven to be equivalence relations and the orbits and
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orbitals of Qut(G) are defined to be the equivalence classes of the relations. We repeat these
definitions below:
Definition 2.10. Let U = (uij) be the fundamental representation of Qut(G). Define the rela-
tions∼1 and∼2 on V(G) and V(G)×V(G) respectively as i ∼1 j if uij 6= 0 and (i, `) ∼2 (j, k) if
uiju`k 6= 0. Then both∼1 and∼2 are equivalence relations [23, Lemmas 3.2 & 3.4], and the orbits
and orbitals of Qut(G) are defined to be the equivalence classes of these relations respectively.
Note that in the classical case this corresponds with the usual definition of orbits of Aut(G)
on V(G) and V(G)×V(G). Indeed, in the classical case (i.e., when the entries of U are required
to commute) uij 6= 0 implies that there is some automorphism mapping i to j and thus they
must be in the same orbit. Similarly, uiju`k 6= 0 means that there is some automorphism that
both maps i to j and ` to k, and thus (i, `) and (j, k) are in the same orbital.
We say that a vector w ∈ CV(G) is constant on the orbits of Qut(G) if wi = wj whenever
i and j are in the same orbit. Similarly, a matrix T ∈ CV(G)×V(G) is constant on the orbitals of
Qut(G) if Ti` = Tjk whenever (i, `) and (j, k) are in the same orbital. Using these terms another
characterization of the orbits and orbitals of Qut(G) was given in [23].
Lemma 2.11. Let G be a graph and let U be the fundamental representation of Qut(G). Then Uw =
w(1) if and only if w is constant on the orbits of Qut(G), where (1) is the 1× 1 matrix with entry 1.
Similarly, UT = TU if and only if T is constant on the orbitals of Qut(G).
As usual, the above is analogous to the classical case, where Pw = w for all P ∈ Aut(G)
(where we think of Aut(G) as being represented by permutation matrices) if and only if w is
constant on the orbits of Aut(G), and PT = TP for all P ∈ Aut(G) if and only if T is constant
on the orbitals of Aut(G).
The above description of orbits and orbitals of Qut(G) is in fact a special case of the more
general notion of intertwiners which will be the focus of much of this paper. These are defined
as follows:
Definition 2.12. Consider a compact matrix quantum group Q ⊆ O+n with fundamental repre-
sentation U = (uij)i,j=1,...,n. For ` ≥ 0, define U⊗` to be the n`×n` matrix whose (i1 . . . i`, j1 . . . j`)-
entry is the product ui1 j1 . . . ui` j` , thus U⊗0 is defined to be the matrix (1). Then for `, k ≥ 0, an
(`, k)-intertwiner of Q is a n` × nk C-valued matrix T such that U⊗`T = TU⊗k.
For a given CMQG Q ⊆ O+n , we will use CQ(`, k) to denote its (`, k)-intertwiners, and
let CQ :=
⋃∞
`,k=0 CQ(`, k). It is well known [10] that the intertwiners of a compact matrix
quantum group Q ⊆ O+n form a tensor category with duals, meaning that they have the following
properties:
1. if T, T′ ∈ CQ(`, k) and α, β ∈ C, then αT + βT′ ∈ CQ(`, k), i.e., CQ(`, k) is a vector space;
2. if T ∈ CQ(`, k) and T′ ∈ CQ(r, s), then T ⊗ T′ ∈ Cq(`+ r, k + s);
3. if T ∈ CQ(`, k) and T′ ∈ CQ(k, r), then TT′ ∈ CQ(`, r);
4. if T ∈ CQ(`, k), then T∗ ∈ CQ(k, `);
5. I ∈ CQ(1, 1), where I is the n× n identity matrix;
6. ξ = ∑ni=1 ei ⊗ ei ∈ CQ(2, 0), where ei ∈ Cn is the ith standard basis vector.
Most of these are straightforward. For the last, note that it is only required to show that
ξ ∈ CO+n (2, 0) since if Q ⊆ O+n , then any relations satisfied by the entries of the fundamental
representation of O+n must also be satisfied by those of Q. For O+n , we have that
(U⊗2ξ)i1i2 =
n
∑
j1,j2=1
ui1 j1 ui2 j2ξ j1 j2 =
n
∑
j=1
ui1 jui2 j = δi1i2 1 = (ξU⊗0)i1i2 ,
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by definition.
The importance of intertwiners is reflected in a Tannaka-Krein type result by Woronow-
icz [40], which says that there is a one-to-one correspondence between tensor categories and
compact matrix quantum groups. This is given below where we use Cn(`, k) to denote all
n` × nk C-valued matrices and Cn = ⋃∞`,k=0 Cn(`, k).
Theorem 2.13. The construction Q 7→ CQ induces a one-to-one correspondence between compact
matrix quantum groups Q ⊆ O+n and tensor categories with duals CQ ⊆ Cn.
The above theorem means that finding new CMQGs Q ⊆ O+n is equivalent to finding new
tensor categories with duals.
Remark 2.14. In the language of intertwiners, Lemma 2.11 says that i, j ∈ V(G) are in the same
orbit of Qut(G) if and only if Ti = Tj for all T ∈ CQut(G)(1, 0). Similarly, (i, `) and (j, k) are in
the same orbital of Qut(G) if and only if Ti,` = Tj,k for all T ∈ CQut(G)(1, 1).
Intertwiners of the quantum automorphism group of a graph. The first main result of this
paper is a combinatorial characterization of the intertwiners of Qut(G) for an arbitrary graph
G. To establish this characterization, we will make use of a result of Chassaniol which states
that CQut(G) is generated by three intertwiners using the operations of matrix product, tensor
product, conjugate transposition, and linear combinations. Two of these three intertwiners are
known as the multiplication and unit maps, denoted M ∈ Cn(1, 2) and U ∈ Cn(1, 0) respectively.
These are defined as the linear maps satisfying the following:
M(ei ⊗ ej) = δijei & U(1) =
n
∑
i=1
ei. (7)
As matrices U is simply the all ones column vector and M is an n × n2 matrix whose i, j1 j2-
entry is 1 if i = j1 = j2 and is 0 otherwise. Note that strictly speaking we should indicate
the dimension by writing Mn or Un, but it will almost always be clear what n is from context
(usually the number of vertices of a graph), and so we will routinely omit this.
Remark 2.15. It is well known that the maps M and U are intertwiners for S+n . Indeed, if U
is any quantum permutation matrix, then it is a straightforward computation to show that
UM = MU⊗2 and UU = UU⊗0. It is further known [6] that M and U actually generate all
of the intertwiners of S+n , i.e., that CS+n = 〈U, M〉+,◦,⊗,∗ where the righthand side denotes the
set of matrices that can be obtained from M, U, and the operations of matrix product, tensor
product, conjugate transposition, and linear combinations (we use ‘◦’ to denote matrix product
here even though we usually write it as juxtaposition, and we use ‘+’ to denote linear com-
binations). Equivalently, 〈U, M〉+,◦,⊗,∗ is the intersection of all sets of matrices closed under
these operations that contain M and U.
It will be useful for us to consider, and name, an infinite family of maps/matrices that can
be seen as a generalization of the multiplication and unit maps. We denote by M`,k ∈ Cn(`, k)
the (`, k)-generalized multiplication map/matrix which for `+ k > 0 is defined entrywise as
M`,ki1...i`,j1...jk =
{
1 if i1 = . . . = i` = j1 = . . . = jk
0 o.w.
(8)
We also define M0,0 to be the 1× 1 matrix whose only entry is n. For `, k > 0, the map M`,k
takes ej1 ⊗ . . .⊗ ejk to e⊗`i (the `-fold tensor product of ei) if j1 = . . . = jk = i, and maps it to the
zero vector otherwise. On the other hand for ` > 0 the map M`,0 takes (1) to ∑i e
⊗`
i . Note that
Mk,` is the (conjugate) transpose/adjoint of M`,k. It is known, and we will see later, that M`,k
is an intertwiner for S+n for all `, k ≥ 0, i.e., we can construct any M`,k from M and U.
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Remark 2.16. It is straightforward to see that M and U are equal to M1,2 and M1,0 respectively.
From here on we will mainly use the latter notation. We also remark that M1,1 = I and M2,0 =
ξ.
Another important map that we need is the swap map S ∈ Cn(2, 2). This is defined as
S(ei ⊗ ej) = ej ⊗ ei. Given a matrix U , it is easy to see that its entries commute if and only if
US = SU . Thus a CMQG Q ⊆ O+n is a classical group (i.e., C(Q) is commutative) if and only if
S ∈ CQ(2, 2).
Recall that the relations imposed on the entries of the fundamental representation of S+n are
also imposed for Qut(G) for n = |V(G)|. Additionally, for Qut(G), Condition 5 is imposed
which can be written as UAG = AGU (recall Remark 2.9). In other words, Qut(G) is obtained
from S+n by adding the extra condition that AG is a (1, 1)-intertwiner. This is formally captured
in the result of Chassaniol below. Here and henceforth we will use CG and CGq to denote CAut(G)
and CQut(G) respectively (and we similarly use CG(`, k) and CGq (`, k)).
Theorem 2.17 (Chassaniol [13]). Let G be a graph with adjacency matrix AG. Then we have that
CGq = 〈M1,0, M1,2, AG〉+,◦,⊗,∗, and CG = 〈M1,0, M1,2, AG, S〉+,◦,⊗,∗.
Remark 2.18. Note that if T ∈ 〈T1, . . . , Tr〉+,◦,⊗,∗, then any use of linear combinations in the
expression for T can be “moved to the end”. In other words,
〈T1, . . . , Tr〉+,◦,⊗,∗ =
∞⋃
`,k=0
span{T ∈ Cn(`, k) : T ∈ 〈T1, . . . , Tr〉◦,⊗,∗}.
We will actually abuse notation somewhat and write the righthand side above as simply
span{T : T ∈ 〈T1, . . . , Tr〉◦,⊗,∗}. Thus we have that CGq = span{T : T ∈ 〈M1,0, M1,2, AG〉◦,⊗,∗}.
Easy quantum groups and partition categories. We saw earlier that the intertwiners of S+n
are generated by the multiplication and unit maps M1,2 and M1,0. However, there is a much
more complete description of CS+n given by Banica and Speicher in [10]. This description is
based on the combinatorics of partitions. The idea is to associate to any partition a linear map
in such a way that mutliplication, tensor product, and (conjugate) transposition of these maps
correspond to natural operations on the underlying partitions.
Fix n ≥ 1 and `, k ≥ 0 and consider a partitionP = {P1, . . . , Pr} of the set {1L, . . . , `L, 1U , . . . , kU},
where we allow P to have empty parts. We think of 1L, . . . , `L as the lower points of the set and
of 1U , . . . , kU of the upper points. We can then draw such a partition graphically by joining
points that are in the same part, as shown in Figure 1. Given two tuples i = (i1, . . . , i`) ∈ [n]`
and j = (j1, . . . , jk) ∈ [n]k, we define δP(i, j) to be 1 if when putting the indices of i and j on the
points of P in the obvious way, the partition P only joins indices corresponding to equal en-
tries. Otherwise δP(i, j) is defined to be 0. More formally, δP(i, j) = 0 if there exists a, b, t such
that ia 6= ib and aL, bL ∈ Pt, or ja 6= jb and aU , bU ∈ Pt, or ia 6= jb and aL, bU ∈ Pt. The matrix TP
is then defined entrywise as (TP)i,j = ne(P)δP(i, j), where e(P) is the number of empty parts of
P3. Note that we are leaving off the n from the notation TP since it will usually be implicit.
We denote by P(`, k) the set of partitions of {1L, . . . , `L, 1U , . . . , kU}. Given P ∈ P(`, k) and
P′ ∈ P(`′, k′) the tensor product P⊗ P′ is equal to the partition in P(`+ `′, k + k′) obtained
by drawing the partitions P and P′ horizontally next to each other as in Figure 2a. If k = `′
then the composition P ◦ P′ ∈ P(`, k′) is obtained by drawing P below P′ and joining the
points 1U , . . . , kU with the points 1L, . . . , `′L (see Figure 2b). Note that this may create some
closed blocks, each of which is taken to be an empty part of the resulting partition4. Finally,
3It is more standard to not allow empty parts in P and thus to not have any factor of ne(P) here. However, for
us it is more natural to allow empty parts and so we must include this factor.
4This also differs from the standard of removing these closed blocks. This change is also reflected in the formula
for composition in Equation (9) which contains no ne(P◦P′) factor.
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P1 =
(a) P1 = {{1U , 2U , 3U , 2L, 3L}, {1L}, {4L}}
P2 =
(b) P2 = {{1U , 2L}, {1L, 2U}, {3L, 3U}}
Figure 1: How to draw partitions
the transposition P∗ ∈ P(k, `) is obtained by reflecting P over the horizontal axis, as shown
in Figure 2c. In [10] Banica and Speicher showed that these operations on partitions coincide
with the analogous operations on matrices, i.e., that
TP ⊗ TP′ = TP⊗P′ , TPTP′ = TP◦P′ , T∗P = TP∗ . (9)
⊗ =
(a) {{1U , 1L, 2L}} ⊗ {{1U , 2U , 1L}}
= {{1U , 1L, 2L}, {2U , 3U , 3L}}
◦ =
(b) {{1U , 1L}, {2U , 3U , 2L}} ◦ {{1U , 2U , 1L, 2L}, {3L}}
= {{1U , 2U , 1L, 2L}}
( )∗
=
(c) {{1U , 1L, 2L}, {2U , 3U}}∗ = {{1L, 1U , 2U}, {2L, 3L}}
Figure 2: Operations on partitions
Banica and Speicher showed that the maps TP for P ∈ P(`, k) span the intertwiner space
CSn(`, k). In the quantum case, i.e., for S
+
n , they considered non-crossing partitions:
Definition 2.19. A partitionP = {P1, . . . , Pr} of a totally ordered set V is said to be non-crossing
if whenever a < b < c < d, and a, c are in the same part and b, d are in the same part, then the
two parts coincide.
For example, the partition {{1, 2}, {3, 4}} is non-crossing, but {{1, 3}, {2, 4}} is not. Note
that empty parts do not have any effect on whether a partition is non-crossing. For the set
{1L, . . . , `L, 1U , . . . , kU} used in the definition of P(`, k), we impose the total order 1L < 2L <
. . . < `L < kU < . . . < 1U in order to define when an element of P(`, k) is non-crossing. As one
might expect, a partitionP ∈ P(`, k) is non-crossing if it can be drawn in the manner of Figure 1
without any crossings. For example, the partition in Figure 1a is non-crossing, but the partition
in Figure 1b is not. We use NC(`, k) to denote the non-crossing partitions of P(`, k). Banica
and Speicher showed that CS+n (`, k) is spanned by the maps TP for P ∈ NC(`, k) (note that
the maps M`,k defined above are precisely the maps TP ∈ Cn(`, k) where P has a single part).
Similarly, for On and O+n , they showed that the intertwiner spaces are spanned by the pairings
(partitions with every part having size two) and non-crossing pairings. More generally, Banica
and Speicher define a partition category as any set of partitions closed under the operations
of composition, tensor product, transposition, and containing the partitions {{1L, 1U}} and
{{1L, 2L}} (whose associated maps are the identity and ξ). Given any partition category PC
and integer n, the span of the maps TP ∈ Cn for P ∈ PC is a tensor category with duals, and
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thus is the intertwiner space of some compact matrix quantum group. The CMQGs arising in
this way are known as easy quantum groups (or sometimes partition quantum groups), and these
have been extensively studied in the literature, with their full classification being achieved
only recently [28].
The spirit of the first part of this paper is similar to that of Banica and Speicher’s work.
We show that the intertwiners spaces of Qut(G) are spanned by maps associated to bi-labeled
graphs (see Definition 3.1), and we introduce the notion of graph categories (see Section 8.1)
which are classes of bi-labeled graphs closed under operations that correspond to product,
tensor product, and conjugate transposition. For any fixed graph G, any graph category corre-
sponds to a tensor category with duals and thus to a compact matrix quantum group. Like the
easy quantum groups, these graph-theoretic quantum groups have an underlying combinatorial
structure that can be exploited for their study. In fact, we show that partition categories are
precisely the graph categories consisting of bi-labeled graphs having no edges. Thus graph-
theoretic quantum groups promise to be a much richer class than easy quantum groups, analo-
gously to the difference between the class of graphs and the class of sets. Furthermore, a single
parititon category gives rise to a quantum group for every positive integer n, whereas a single
graph category gives rise to a quantum group for every graph G.
2.3 Quantum isomorphism
In [3], a nonlocal game was introduced which captures the notion of graph isomorphism. In
turn, by allowing entangled strategies, this allows one to define a type of quantum isomor-
phism in a natural way. We will give a brief description of this game and its classical/quantum
strategies, but for a more thorough explanation we refer the reader to [3].
Given graphs G and H, the (G, H)-isomorphism game is played as follows: a referee/verifier
sends each of two players (Alice and Bob) a vertex of G or H (not necessarily the same vertex
to both). Each of Alice and Bob must respond to the referee with a vertex of G or H. Alice and
Bob win if they meet two conditions, the first of which is:
1. If a player (Alice or Bob) receives a vertex from G, they must respond with a vertex from
H and vice versa5.
Assuming this condition is met, Alice either receives or responds with a vertex of G, which
we will call gA, and either responds with or receives a vertex of H, which we will call hA. We
can similarly define gB and hB for Bob. The second condition they must meet in order to win
is then given by
2. rel(gA, gB) = rel(hA, hB),
Remark 2.20. In [3], graphs with loops were not considered, and thus the function rel took only
three values, indicating whether the vertices were equal, adjacent, or distinct non-adjacent.
When loops are allowed in the graphs G and H, we must refine the function rel in order to
distinguish the vertices with loops from those without, thus obtaining the definition presented
in Section 2.2. This more general setting does not fundamentally change any of the previous
results on quantum isomorphisms, and it is completely straightforward how to adapt these
results to the case where loops are allowed.
The players know the graphs G and H beforehand and can agree on any strategy they like,
but they are not allowed to communicate during the game. For simplicity we may assume
that the referee sends the vertices to the players uniformly at random. We only require that
5It is implicitly assumed that the vertex sets of G and H are disjoint, and thus the players know which graph the
vertex they receive is from. Alternatively, we can simply require that the referee tells them which graph the vertex
is from.
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Alice and Bob play one round of the game (each receive and respond with a single vertex), but
we require that their strategy guarantees that they win with probability 1. We say that such a
strategy is a perfect or winning strategy.
If ϕ : V(G) → V(H) is an isomorphism, then it is not difficult to see that responding with
ϕ(g) for g ∈ V(G) and ϕ−1(h) for h ∈ V(H) is a perfect strategy for the (G, H)-isomorphism
game. Conversely, any perfect deterministic classical strategy can be shown to have this form.
This is what was shown in [3] and it follows that there exists a perfect classical strategy for the
(G, H)-isomorphism game if and only if G ∼= H. In general, classical players could use shared
randomness but it is not hard to see that this would not allow them to win if they were not
already able to succeed perfectly using a deterministic strategy. This motivates the definition
of quantum isomorphic graphs G and H: those for which the (G, H)-isomorphism game can be
won with a “quantum strategy”
In a quantum strategy, Alice and Bob have access to a shared entangled state which they
are allowed to perform local quantum measurements on. This does not allow them to com-
municate, but may allow them to correlate their actions/responses in ways not possible for
classical players. In [3], two different models for performing joint measurements on a shared
state were considered: the tensor product framework and the commuting operator framework.
In this work we will only consider the commuting operator framework and thus we will not
go into detail about the tensor product framework. In the commuting operator framework,
Alice and Bob share a Hilbert space in which their shared state lives. They are each allowed
to perform measurements on the shared state but all of Alice’s measurement operators must
commute with all of Bob’s. The Hilbert space, and thus the measurement operators, are in gen-
eral allowed to be infinite-dimensional, and it is known that there are graphs G and H such
that the (G, H)-isomorphism game can be won by infinite-dimensional strategies but not finite
dimensional ones.
The precise mathematical model of a quantum strategy for the (G, H)-isomorphism game
is as follows: the players share a quantum system modelled by a Hilbert space H, which is in
a quantum state modelled by a unit vector ψ ∈ H. Upon receiving input x ∈ V(G) ∪ V(H)
from the referee, Alice performs a quantum measurement, modeled as a positive-operator
valued measurement (POVM) Ex = {Exy ∈ B(H) : y ∈ V(G) ∪ V(H)}, whose outcomes are
indexed by her possible responses. Here B(H) denotes the bounded linear operators on H,
and a POVM is a collection of positive operators6 whose sum is the identity. Similarly, Bob
has POVMs Fx = {Fxy ∈ B(H) : y ∈ V(G) ∪ V(H)} for each x ∈ V(G) ∪ V(H). Lastly, it is
required that ExyFx′y′ = Fx′y′Exy for all x, x′, y, y′ ∈ V(G) ∪V(H). Any such quantum strategy
results in a correlation: a joint conditional probability distribution indicating the probability of
the players responding with a given pair of vertices conditioned on them having received a
given pair. These probabilities are given by the following formula:
p(y, y′|x, x′) = ψ∗ExyFx′y′ψ,
where p(y, y′|x, x′) is the probability of Alice and Bob responding with vertices y, y′ assuming
they received x, x′ respectively. Recall that a perfect/winning strategy is one which allows
the players to win with probability 1, or equivalently, causes them to lose with probability 0.
The latter is equivalent to the requirement that ψ∗ExyFx′y′ψ = 0 whenever responding with
y, y′ upon receiving x, x′ would result in the players not meeting Conditions (1) and (2) above.
As defined in [3], we say that graphs G and H are quantum isomorphic, and write G ∼=qc H,
if there exists a perfect quantum strategy for the (G, H)-isomorphism game. Note that in [3]
and in most other sources “quantum isomorphism” refers the existence of a perfect quantum
strategy for the isomorphism game in the tensor product framework, and “quantum commuting
isomorphism” is used to for the commuting operator framework which we consider here. As
6An operator M ∈ B(H) is positive if φ∗Mφ ≥ 0 for all φ ∈ H.
14
we will only discuss the latter henceforth, we will simply refer to is as quantum isomorphism.
However, we keep the notation G ∼=qc H which is the standard for this notion.
Remark 2.21. It is well known and obvious that two graphs are isomorphic if and only if
their complements are isomorphic (and similarly for their full complements). The same is
true for quantum isomorphism. Indeed, the Conditions (1) and (2) required of the players are
not affected by taking complements (or full complements). Thus any strategy, quantum or
otherwise, that wins the (G, H)-isomorphism game also wins the (G, H)-isomorphism game
and (G, H)-isomorphism game.
One of the difficulties in analyzing quantum strategies is that they have many components:
one must choose a shared state and measurement operators for both Alice and Bob. In the case
of the isomorphism game, some of this difficulty has been alleviated by the following result
proven in [23]:
Theorem 2.22. Let G and H be graphs with adjacency matrices AG and AH respectively. Then G ∼=qc
H if and only if there exists a quantum permutation matrix U = (ugh)g∈V(G),h∈V(H) such that AGU =
UAH.
The entries of the quantum permutation matrix U above correspond to the measurement
operators of Alice (or Bob) used in winning strategy for the (G, H)-isomorphism game. The
above theorem is an analog of the fact that graphs G and H are isomorphic if and only if
there exists a permutation matrix P such that AGP = PAH, though this is usually written as
PT AGP = AH. Theorem 2.22 illustrates that there is a close connection between quantum
isomorphisms and quantum automorphism groups of graphs. The following theorem of [23]
make this connection even more concrete:
Theorem 2.23. Let G and H be connected graphs. Then G ∼=qc H if and only if there exists g ∈ V(G)
and h ∈ V(H) that are in the same orbit of Qut(G ∪ H).
We remark that the connectedness condition above is not really a restriction as either a
graph or its complement must be connected, and a connected graph cannot be quantum iso-
morphic to a disconnected one.
Theorem 2.23 will allow us to use our characterization of the intertwiners of Qut(G) (The-
orem 6.8) in order to prove that two graphs are quantum isomorphic if and only if they admit
the same number of homomorphisms from any planar graph (Theorem 7.16).
3 Bi-labeled graphs and homomorphism matrices
Here we introduce the two central notions of our combinatorial characterization of the inter-
twiner space of Qut(G): bi-labeled graphs and their corresponding homomorphism matrices.
The name “bi-labeled” graph comes from the work of Lova´sz on graph limits [22]. Our notion
is equivalent, but we formulate it slightly differently:
Definition 3.1 (Bi-labeled graphs). A bi-labeled graph K is a triple (K, a, b) where K is a graph
and a = (a1, . . . , a`) ∈ V(K)`, b = (b1, . . . , bk) ∈ V(K)k are tuples/vectors of vertices of K with
`, k ≥ 0. We refer to a as the output tuple/vector, and the ai’s as the output vertices. Similarly, b is
the input tuple/vector and the bj’s are the input vertices. We refer to K as the underlying graph of
the bi-labeled graph K. Finally, we use G(`, k) to denote the set of all bi-labeled graphs with `
output vertices and k input vertices, and use G = ∪∞`=0,k=0G(`, k).
Remark 3.2. Strictly speaking we should let G(`, k) be the set of all isomorphism classes of bi-
labeled graphs with ` outputs and k inputs since otherwise G(`, k) would not even be a set.
Here an isomorphism of bi-labeled graphs K = (K, a, b) ∈ G(`, k) and K′ = (K′, a′, b′) ∈
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G(`, k) is an isomorphism ϕ from K to K′ such that ϕ(a) = a′ and ϕ(b) = b′, where ϕ(a) = a′
denotes ϕ(ai) = a′i for all i = 1, . . . , `, and similarly for ϕ(b) = b
′. However we will be
informal and write K ∈ G(`, k) to denote that the isomorphism class of K belongs to G(`, k).
Note that we will use ∅ to denote the empty tuple/vector, i.e, the tuple/vector of length
zero. In [22], Lova´sz described bi-labeled graphs as graphs in which the left labels 1, . . . , ` are
assigned to some vertices, and the right labels 1, . . . , k are assigned to some vertices. The left
and right label i are distinguished, and vertices can be assigned more than one left and/or
right label. Intuitively, one thinks of the graph being drawn with the left labeled vertices on
the left and the right labeled vertices on the right, though of course there are problems when
a vertex has both a left and right label. The correspondence to our notion is straightforward:
ai is equal to the vertex with left label i and bj is equal to the vertex with right label j. We will
always refer to bi-labeled graphs by a capital boldface letter, and unless otherwise specified its
underlying graph will be denoted by the same capital letter but without boldface.
Remark 3.3 (Drawing a bi-labeled graph). It is well known that graphs are often thought of and
represented diagrammatically. The vertices are represented as points and the edges as curves
between the appropriate pair of points. A bi-labeled graph is a graph plus some additional
information, and thus to represent them we will need to add something to the usual picture of
a graph. This is done by the addition of input/output “wires” that are attached to the input
and output vertices of the bi-labeled graph. Specifically, to draw a bi-labeled K = (K, a, b)
we draw the underlying graph K, and we attach the ith output wire to ai and the jth input
wire to bj. Note that this means that vertices can have multiple input/output wires attached to
them. The input and output wires extend to the far right and far left of the picture respectively.
Finally, in order to indicate which input/output wire is which, we draw them so that they
occur in numerical order (first at the top) at the edges of the picture. We have given examples
of how to draw bi-labeled graphs in Figure 3. In Figure 3a we illustrate an example whose
underlying graph is “generic” and thus represented by a gray blob. In Figure 3b we give a
concrete example whose underlying graph is K4. Note that we do not (yet) impose any sort
of planarity or non-crossing condition on wires or edges. The wires differ from the edges in
that they only have a vertex at one end. To help distinguish them we will draw the wires
thinner and lighter than the edges. Note that these drawings differ from drawings of graphs
in a key aspect: a homeomorphism of the plane can change the bi-labeled graph represented
by a drawing. This is because such a homeomorphism can change the order in which the input
and output wires are drawn which corresponds to changing the order of the input and output
vectors. Of course, these drawings are mainly meant to help visualize and build intuition for
bi-labeled graphs. Later, when we define operations such as composition and tensor product
for bi-labeled graphs, we will see how useful this is.
1
3
2
4
5
6
K
(a) K = (K, (1, 3, 6), (4, 2, 4, 5, 6)).
1
2
34
(b) K = (K4, (2, 1, 4), (1, 1, 3)).
Figure 3: How to draw bi-labeled graphs.
We will not keep the reader in suspense with regards to how the combinatorial notion of
bi-labeled graphs relates to the algebraic notion of intertwiners. The connection is provided
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by homomorphism matrices, whose entries count the number of homomorphisms from a bi-
labeled graph to some fixed graph, partitioned according to where the input/output vertices
are mapped:
Definition 3.4 (G-homomorphism matrix). Given a graph G and a bi-labeled graph K =
(K, a, b) ∈ G(`, k), the G-homomorphism matrix of K, denoted TK→G, is the V(G)` × V(G)k
matrix defined entrywise as(
TK→G
)
uv
= # homomorphisms ϕ : K → G s.t. ϕ(a) = u & ϕ(b) = v.
Remark 3.5. Based on remarks in [22] and other works, we suspect that the notion of G-
homomorphism matrices is known to Lova´sz and others in the field of graph limits. How-
ever, we were unable to find an explicit definition these objects in the literature, despite our
efforts [29].
To gain some intuition, let us discuss some simple examples of the above definitions.
Example 3.6. If K ∈ G(0, 0), then TK→G is simply a 1× 1 matrix (which we may interpret as a
scalar at will) whose single entry is the number of homomorphisms ϕ : K → G.
Example 3.7. If K = (K,∅, (b)) ∈ G(0, 1), i.e, K has a single input vertex b ∈ V(K) and no
outputs, then TK→G is a row vector whose u-entry counts the number of homomorphisms
ϕ : K → G with ϕ(b) = u. For example, if K = (K3,∅, (1)) then TK→K3 = (2, 2, 2) as there
are two ways to map a K3 to itself when the image of one vertex is fixed. Analogously, if
K = (K, (b),∅) ∈ G(1, 0), then TK→G is a column vector. In fact it is the transpose of the row
vector described in the previous case.
Example 3.8. If K = (K, (a), (b)) ∈ G(1, 1), then TK→G is a V(G)×V(G) matrix. An important
case arises when K = (K2, (1), (2)). Then it is easy to see that(
TK→G
)
uv
=
{
1 if u ∼ v
0 o.w.
In other words, TK→G is equal to AG, the adjacency matrix of G. Due to this, we will refer to
this bi-labeled graph as A (see Figure 4).
M1,2M1,0 A S
Figure 4: Some important bi-labeled graphs.
In the above example, note that every vertex of the underlying graph K appeared as an
input or output. In this case, every entry of TK→G will be either 0 or 1. This is because the
u, v entry is counting the homomorphisms ϕ : K → G such that ϕ(a) = u and ϕ(b) = v which
completely determines the function ϕ. There are two reasons the corresponding entry could be
zero: 1) No such function ϕ exists, i.e., there is some ai = aj (or bi = bj, or ai = bj) but ui 6= uj
(or vi 6= vj, or ui 6= vj), or 2) the function ϕ exists but is not a homomorphism from K to G. If
neither (1) or (2) hold, then the corresponding entry will be 1. In the previous example, the 0’s
in TK→G were due to (2). In the following example, they are due to (1). We will make use of
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the notation (ak) to denote a tuple of length k in which every entry is a. We will also sometimes
use this notation in the middle of a tuple, e.g., (a1, a2, ak, a3) is a tuple of length k + 3 in which
entries 3 through k + 2 are a.
Example 3.9. Let K be the graph with a single vertex a and no edges, and define M`,k =
(K, (a`), (ak)). Note that since K has no edges, the matrix TM
`,k→G depends only on |V(G)|. In
particular, if `+ k > 0, then(
TM
`,k→G
)
u,v
=
{
1 if u1 = . . . = u` = v1 = . . . = vk
0 o.w.
On the other hand, TM
0,0→G = (|V(G)|). In either case, TM`,k→G = M`,k, the generalized
multiplication map from Section 2.2. Recall that M1,1 = I, and thus we will sometimes use I to
refer to M1,1. We illustrate the bi-labeled graphs M1,0 and M1,2 in Figure 4.
Example 3.10. Let K be the graph with a single vertex a with a loop, and define M˚`,k =
(K, (a`), (ak)). In this case, TM˚
`,k→G depends on the graph G, specifically it depends on which
vertices have loops. If `+ k ≥ 0, then(
TM˚
`,k→G
)
u,v
=
{
1 if u1 = . . . = u` = v1 = . . . = vk and this vertex has a loop
0 o.w.
The matrix TM˚
0,0→G is the 1× 1 matrix whose entry is equal to the number of loops of G.
Example 3.11. Let K be the edgeless graph on vertex set {a, b}, and let S = (K, (a, b), (b, a))
(see Figure 4). Then for any graph G,(
TS→G
)
(u1,u2),(v1,v2)
=
{
1 if u1 = v2 & u2 = v1
0 o.w.
Thus TS→G is the swap map from Section 2.2 that is contained in CGq if and only if the entries
of the fundamental representation of Qut(G) commute, i.e. if Qut(G) = Aut(G).
Remark 3.12. We have chosen to not allow multiple edges in our bi-labeled graphs. We could
consider this more general case, but not doing so simplifies the presentation somewhat (see
Section 8.2). Furthermore, allowing multiple edges in our bi-labeled graphs would not affect
the possible G-homomorphism matrices because we will only ever consider the case where
G is a graph. On the other hand, loops will arise naturally through the operations we apply
to bi-labeled graphs and ignoring these would result in different (incorrect) homomorphism
matrices, even if we restrict to G-homomorphism matrices for G not having loops.
3.1 Operations on bi-labeled graphs
We have seen how to associate a matrix to a bi-labeled graph. It is thus natural to ask if/how
typical matrix operations correspond to operations on bi-labeled graphs. In this section we
introduce the graph operations corresponding to matrix product, tensor product, entrywise
product, and transposition. Some of these operations are described by Lova´sz in [22] and, as
mentioned in Remark 3.5, we suspect that their correspondence to matrix operations may be
previously known, though we could not find this in the literature. On the other hand, the
operations of multiplication, tensor product, and transposition have been considered for the
matchgates introduced by Valiant [33], and the correspondence to matrix operations (for matri-
ces that count matchings rather than homomorphisms) is known in that case [41].
The first operation we introduce corresponds to matrix product/composition, and thus we
refer to it as the composition of bi-labeled graphs. In [22] it is referred to as “concatenation”.
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12
3
4
5
K1
a
b
c
d
K2
e
1
2
3
{4, a, c}
{5, b, d}
e
K1 ◦K2
◦ =
(a) Generic example of composition.
2
1
3
4
5
6
a
b
c
d 2
{1, d}
{3, a, c}
4
5
6
b
◦ =
(b) Concrete example of composition.
Figure 5: Illustration of the composition of bi-labeled graphs.
Definition 3.13 (Composition of bi-labeled graphs). Let H1 = (H1, a, b) ∈ G(`, t) and H2 =
(H2, a′, b′) ∈ G(t, k) be bi-labeled graphs. We define their composition, denoted by H1 ◦H2, to
be the bi-labeled graph H = (H, c, d) ∈ G(`, k), where H is obtained from the disjoint union
H1 ∪H2 by first adding the edges ei = bia′i for all i ∈ [t], then contracting all of the edges ei, and
finally removing any resulting multiple edges but keeping the loops. We let ci be the vertex of
H that ai became after contraction, and similarly let di be the vertex b′i became after contraction.
Note that in the above definition we could have phrased the construction of H1 ◦ H2 as
taking the disjoint union of H1 and H1 and then identifying the vertices bi and a′i for all i. This
is equivalent to the above, but it is sometimes useful to have the formalism of edge contractions
to work with. Also note that the composition of bi-labeled graphs is easy to visualize in terms
of the drawings of bi-labeled graphs described in Remark 3.3. We simply draw H1 on the left
and H2 on the right so that the input wires of the former align with the output wires of the
latter. We then join the ith input wire of H1 to the ith output wire of H2 which creates the edge
ei described in Definition 3.13, which we then contract.
We illustrate the above definition with an example shown in Figure 5. In Figure 5a we show
the composition of two bi-labeled graphs with generic underlying graphs, and in Figure 5b we
give a concrete example. In the latter we are considering the composition of two bi-labeled
graphs H1 = (H1, (1, 6, 5), (3, 1, 3)) and H2 = (H2, (a, d, c), (b)). The result is a bi-labeled
graph H = (H, ({1, d}, 6, 5), (b)) where we have named the vertices of H by the set of vertices
from H1 and H2 that were merged to create it (unless it is a singleton in which case it retains
its original name). We see that it is possible to create a loop via composition even if the factors
do not contain a loop.
Next we define the tensor product and transpose of bi-labeled graphs, which of course will
correspond to the analogous operations on homomorphism matrices.
Definition 3.14. (Tensor product and transpose of bi-labeled graphs). Let H1 = (H1, a, b) ∈
G(`, k), H2 = (H2, a′, b′) ∈ G(`′, k′) be bi-labeled graphs. We define the tensor product, H1⊗H2,
to be the bi-labeled graph H = (H1 ∪ H2, aa′, bb′) ∈ G(` + `′, k + k′), where cc′ is the tuple
obtained by concatenating c with c′. We define the transpose of H1, to be the bi-labeled graph
H∗1 = (H1, b, a) ∈ G(k, `).
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Note that we use ∗ to denote the conjugate transpose of a matrix, but we refer to K∗ as
simply the transpose. This is mainly just to keep the terminology shorter, but also note that
TK→G is a real matrix for any graph G, and thus transpose and conjugate transpose are the
same.
In our drawings of bi-labeled graphs, the tensor product H1⊗H2 is drawn by simply draw-
ing H1 above H2. Similarly, a drawing of H∗ is obtained from a drawing of H by simply re-
flecting about the vertical axis.
Finally, we define the Schur product of two bi-labeled graphs, which will correspond to the
Schur, or entrywise, product of matrices.
Definition 3.15. (Schur product of bi-labeled graphs) Let H1 = (H, a, b), H2 = (H, a′, b′) ∈
G(`, k) be bi-labeled graphs. We define their Schur product, denoted by H1 •H2, to be a bi-
labeled graph H = (H, c, d) ∈ G(`, k), where H is obtained from the disjoint union H1 ∪ H2 by
first, adding the edges ei = aia′i for all i ∈ [`] and f j = bjb′j for all j ∈ [k], then contracting all of
the edges ei and f j, and finally removing any resulting multiple edges but keeping the loops.
We let ci be the vertex of H that ai (and a′i) became after contraction, and similarly let dj be the
vertex bj (and b′j) became after contraction.
We remark that it is easy to see that the Schur product of bi-labeled graphs is commutative,
and that the composition is not. However, the composition of bi-labeled graphs is associative,
and (H1 ◦H2)∗ = H∗2 ◦H∗1 .
It turns out that we can construct the Schur product of H1, H2 ∈ G(`, k) for certain small
values of `, k using composition, tensor product, transposition, and M1,2:
Lemma 3.16. If H1, H2 ∈ G(1, 1), then H1 •H2 = M1,2 ◦ (H1⊗H2) ◦ (M1,2)∗. If H1, H2 ∈ G(1, 0),
then H1 • H2 = M1,2 ◦ (H1 ⊗ H2), and similarly for G(0, 1) by taking the transpose. Lastly, if
H1, H2 ∈ G(0, 2), then
H1 •H2 =
(
M0,2 ⊗M0,2) ◦ (I⊗H∗1 ⊗H2 ⊗ I) ◦ (M2,1 ⊗M2,1) ,
and similarly for G(2, 0) by taking transpose.
Proof. Let H1 = (H1, (a), (b)), H2 = (H2, (a′), (b′)) ∈ G(1, 1). Then H1⊗H2 = (H1∪H2, (a, a′), (b, b′)).
Let K be the underlying graph of M1,2 which consists of a single vertex u, so M1,2 = (K, (u), (u, u)).
Then the underlying graph of M1,2 ◦ (H1 ⊗ H2) is formed from K ∪ H1 ∪ H2 by adding the
edges ua and ua′ and contracting them. Of course this is equivalent to adding the edge aa′ to
H1 ∪H2 and contracting it. Moreover, the new output vector will consist of the vertex resulting
from this contraction. Similarly, multiplying on the right by (M1,2)∗ will have the same effect
as adding the edge bb′ and contracting it, with the new input vector consisting of the vertex
which results from this contraction. This is precisely the construction of H1 • H2, and thus
we are done. The proof for G(1, 0) and G(0, 1) is similar but easier. The proof for G(0, 2) and
G(2, 0) is also similar but more difficult.
Before we move on to the correspondence between the above bi-labeled graph operations
and matrix operations, we will show that the bi-labeled graphs M1,2 and M1,0 generate all of
the bi-labeled graphs M`,k. First we prove the following:
Lemma 3.17. If k ≥ 1, then
M`,k+1 = M`,k ◦ (M1,2 ⊗ I⊗k−1) (10)
M`,k = M`,k+1 ◦ (M2,1 ⊗ I⊗k−1) (11)
Proof. We will prove the first equation, the second is similar. Note that M1,2⊗ I⊗k−1 ∈ G(k, k+
1) and so the composition on the right hand side above is defined. Each of the bi-labeled graphs
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in this tensor product consist of a single vertex. Let us refer to the vertex corresponding to the
ith tensor as ui. Then the underlying graph of M1,2 ⊗ I⊗k−1 ∈ G(k, k + 1) is an edgeless graph
on vertex set {u1, . . . , uk} and its output vector is (u1, . . . , uk). Let u be the single vertex of the
underlying graph of M`,k, which has input vector (uk). The underlying graph of M`,k ◦ (M1,2⊗
I⊗k−1) is obtained from the graph on vertex set {u, u1. . . . , uk} with edges uui for i ∈ [k] by
contracting all of these edges. It is easy to see that this results in a graph K consisting of a single
vertex, call it v, with no loops. Since the product is an element of G(`, k + 1) and has only one
vertex v with no loop, it must be equal to the bi-labeled graph (K, (v`), (vk+1)) = M`,k+1.
We will write 〈H1, . . . , Hm〉◦,⊗,∗ to denote the bi-labeled graphs that can be constructed
from H1, . . . , Hm using finitely many applications of the operations of composition, tensor
product and transpose. We can use the above to show M`,k ∈ 〈M1,0, M1,2〉◦,⊗,∗ for all `, k ≥ 0.
Lemma 3.18. For all `, k ≥ 0, we have that M`,k ∈ 〈M1,0, M1,2〉◦,⊗,∗.
Proof. It is straightforward to check that (M`,k)∗ = Mk,` for all `, k ≥ 0. Also, M1,2 ◦M2,1 =
M1,1 = I and so we are able to make use of Lemma 3.17. Starting from M1,1, we can use
Equation (10) to construct M1,` for all ` ≥ 1. Using transpose we obtain M`,1 from which we
can obtain M`,k for all k ≥ 1 by again using Equation (10). Similarly starting from M0,1 and
applying Equation (10) we can obtain M0,` for all ` ≥ 1 and by transpose we obtain M`,0.
Finally, it is easy to check that M0,1 ◦M1,0 = M0,0.
Lemma 3.19. For all `, k ≥ 0, we have that M˚`,k ∈ 〈M1,0, M1,2, A〉◦,⊗,∗.
Proof. Consider M1,2 ◦ (A⊗ I) ◦M2,1. By Lemma 3.16, this is equal to the Schur product A • I.
In this Schur product the two adjacent vertices of A both get identified with the single vertex
of I, thus resulting in a vertex with a loop. Therefore A • I is an element of G(1, 1) whose un-
derlying graph consists of a single vertex with a loop. This must be M˚1,1. It is straightforward
to see that M˚`,k = M`,1 ◦ M˚1,1 ◦M1,k for all `, k ≥ 0. Thus, using Lemma 3.18, we are done.
Remark 3.20. We note that Lova´sz considered taking formal linear combinations of (bi-labeled)
graphs, referring to these as quantum graphs. We will not need to do this, since it will always
suffice for us to take linear combinations of homomorphism matrices instead. But it is inter-
esting that we run into yet another use of the word “quantum” after “quantum groups” and
“quantum strategies”. Note however that Lova´sz’ quantum graphs are not related to other
notions of quantum/non-commutative graphs that have been studied in the quantum isomor-
phism literature [24, 25, 12].
3.2 Correspondence to matrix operations
Now that we have introduced the operations on bi-labeled graphs that correspond to matrix
operations, we will prove this correspondence. We begin with composition.
Lemma 3.21. Let H1 = (H1, a, b) ∈ G(`, t), H2 = (H2, a′, b′) ∈ G(t, k) be bi-labeled graphs and G
be a graph. Then
TH1→GTH2→G = TH1◦H2→G. (12)
Proof. Let H1, H2, and G be as in the lemma statement and let H = (H, c, d) = H1 ◦ H2.
Consider the uv-entry of the left-hand side of Equation (12):(
TH1→GTH2→G
)
uv
= ∑
w∈V(G)t
(
TH1→G
)
uw
(
TH2→G
)
wv
= ∑
w∈V(G)t
∣∣∣{ϕ1 : H1 → G | ϕ1(a) = u, ϕ1(b) = w}∣∣∣ · ∣∣∣{ϕ2 : H2 → G | ϕ2(a′) = w, ϕ2(b′) = v}∣∣∣
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Now fix u, w, and v. If there exists i, j such that ai = aj and ui 6= uj, or bi = bj and wi 6= wj
or a′i = a
′
j and wi 6= wj, or b′i = b′j and vi 6= vj, then the corresponding term in the above
summation is necessarily zero. Otherwise let ϕ1 : H1 → G and ϕ2 : H2 → G be a pair of
homomorphisms such that ϕ1(a) = u, ϕ1(b) = w, ϕ2(a′) = w, and ϕ2(b′) = v. We can
construct a homomorphism ϕ : H → G such that ϕ(c) = u and ϕ(d) = v from ϕ1 and ϕ2 as
follows. Let ei = bia′i for i ∈ [t], and recall that H is constructed from H1 ∪ H2 by adding these
edges and then contracting them. Thus, each vertex x ∈ V(H), corresponds to a connected
component Hx in the (multi)graph on vertex set V(H1) ∪ V(H2) with edges ei for i ∈ [t]. If
Hx consists of a single isolated vertex, say x′, then x′ does not appear in either b or a′. In
this case, we let ϕ(x) be equal to either ϕ1(x′) or ϕ2(x′) depending on whether x′ ∈ V(H1) or
x′ ∈ V(H2). Otherwise, Hx consists of edges ei = bia′i for i ∈ S for some S ⊆ [t]. As ϕ1(bi) =
wi = ϕ2(a′i) for all i, and since Hx is connected, either there is some common value w ∈ V(G)
such that wi = w for all i ∈ S, or there exists i, j ∈ S such that ai = aj or bi = bj but wi 6= wj.
The latter case is a contradiction to our assumption, thus we must be in the former case and we
can let ϕ(x) = w. Note that whether Hx is an isolated vertex or contains edges, we have that
every vertex x′ of Hx is mapped to the same vertex y of G by ϕ1 or ϕ2 depending on whether
x′ ∈ V(H1) or x′ ∈ V(H2), and we define ϕ(x) to be equal to y. Consider now ci ∈ V(H). By
definition of H1 ◦H2, the component Hci must contain ai, and therefore ϕ(ci) = ϕ1(ai) = ui.
Similarly we can show that ϕ(dj) = vj as desired. Finally, suppose that x ∼ y in H. Then by
the definition of contraction there exist x′ ∈ V(Hx) and y′ ∈ V(Hy) such that x′ and y′ are
adjacent in the graph obtained from the disjoint union of H1 and H2 by adding the edges ei.
Moreover, x′ and y′ must be adjacent via an edge that was not contracted, i.e., not one of the ei
edges. Therefore, we have that x′ and y′ are adjacent vertices in H1 or H2. In the former case, it
follows that ϕ(x) = ϕ1(x′) ∼ ϕ1(y′) = ϕ(y), and similarly in the latter case. Thus ϕ is indeed
a homomorphism from H to G that is counted in the uv-entry of TH→G.
We claim that the above construction of ϕ from ϕ1 and ϕ2 is a bijection between the pairs
of homomorphisms being counted in the uv-entries of TH→G and TH1→GTH2→G respectively.
To see that it is injective, suppose that (ϕ1, ϕ2) and (ϕ′1, ϕ
′
2) are two distinct pairs of homomor-
phisms contributing to (TH1→GTH2→G)uv, and let ϕ and ϕ′ be the homomorphisms from H to
G arising from the construction above. Without loss of generality, assume that ϕ1 6= ϕ′1, i.e.,
that there exists x′ ∈ V(H1) such that ϕ1(x′) 6= ϕ′1(x′). Let x ∈ V(H) be such that x′ ∈ V(Hx).
Then ϕ(x) = ϕ1(x′) 6= ϕ′1(x′) = ϕ′(x). For surjectivity, suppose that ϕ is a homomorphism
from H to G such that ϕ(c) = u and ϕ(d) = v. For each x′ ∈ V(H1), define ϕ1(x′) as ϕ(x) for
x ∈ V(H) such that x′ ∈ V(Hx) (note that this exists and is unique). Similarly define ϕ2. Since
bi and a′i get contracted to the same vertex of H, we will have that ϕ1(bi) = ϕ2(a
′
i). Thus we
can define wi = ϕ1(bi) for each i ∈ [t]. It is easy to see that (ϕ1, ϕ2) is a pair of homomorphisms
counted by the u, v-entry of TH1→GTH2→G.
The proof for Schur product is similar, and so we will omit it.
Lemma 3.22. Let H1 = (H1, a, b), H2 = (H2, a′, b′) ∈ G(`, k) be bi-labeled graphs and G be a graph.
Then
TH1→G • TH2→G = TH1•H2→G.
For tensor product we have the following:
Lemma 3.23. Let H1 = (H1, a, b) ∈ G(`, k), H2 = (H2, a′, b′) ∈ G(`′, k′) be bi-labeled graphs and
G be a graph. Then
TH1→G ⊗ TH2→G = TH1⊗H2→G (13)
Proof. Let H1, H2, and G be as in the lemma statement and let H = (H, c, d) = H1⊗H2. Recall
that H = H1 ∪ H2, c = aa′, and d = bb′. The rows of the matrices in Equation (13) are indexed
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by elements of V(G)`+`
′
which can be written as uu′ for u ∈ V(G)`, u′ ∈ V(G)`′ . Similarly, the
columns can be indexed by vv′ for v ∈ V(G)k, v′ ∈ V(G)k′ . The uu′, vv′-entry of the left-hand
side of Equation (13) is(
TH1→G ⊗ TH2→G
)
uu′,vv′
=
(
TH1→G
)
u,v
(
TH2→G
)
u′,v′
=
∣∣∣{ϕ1 : H1 → G | ϕ1(a) = u, ϕ1(b) = v}∣∣∣ · ∣∣∣{ϕ2 : H2 → G | ϕ2(a′) = u′, ϕ2(b′) = v′}∣∣∣
=
∣∣∣{ϕ : H1 ∪ H2 → G | ϕ(a) = u, ϕ(a′) = u′, ϕ(b) = v, ϕ(b′) = v′}∣∣∣
=
(
TH1⊗H2→G
)
uu′,vv′
where the third equality comes from the fact that any two such homomorphisms ϕ1 and ϕ2 can
be used to construct a homomorphism ϕ from H1 ∪ H2 to G by simply defining ϕ according to
ϕ1 on V(H1) and according to ϕ2 on V(H2), and moreover this construction is clearly bijective.
The proof for the transpose operation is straightforward and so we omit it:
Lemma 3.24. Let H = (H, a, b) ∈ G(`, k) be a bi-labeled graph and G be a graph. Then(
TH→G
)∗
= TH
∗→G.
Recall from Theorem 2.17 and Remark 2.18 that for a graph G,
CGq = 〈M1,0, M1,2, AG〉+,◦,⊗,∗ = span
{
T : T ∈ 〈M1,0, M1,2, AG〉◦,⊗,∗
}
.
Also, from Example 3.8 and Example 3.9 we have that TA→G = AG and TM
`,k→G = M`,k.
Thus CGq = span{T : T ∈ 〈TM1,0→G, TM1,2→G, TA→G〉◦,⊗,∗}. Finally, from the correspondence
between matrix and bi-labeled graph operations proven above, we have the following:
Theorem 3.25. For any graph G,
CGq = span
{
TK→G : K ∈ 〈M1,0, M1,2, A〉◦,⊗,∗
}
.
4 Planar Graphs
In the following section we will present the class of planar bi-labelled graphs, which we will
show is closed under composition, tensor product, and transposition. To do this, we will need
some tools for dealing with and manipulating planar graphs, which we will present here.
Definition 4.1. Informally, a planar embedding of a (multi)graph G is a drawing of G in the plane
R2 such that no edges cross. Formally, a planar embedding consist of an injective function
f : V(G) → R2 and continuous functions he : [0, 1] → R2 for each edge e ∈ E(G) between
vertices u, v such that he(0) = f (u), he(1) = f (v), and for any two distinct edges e, e′, we
have he(s) 6= he′(t) unless s, t ∈ {0, 1}. Moreover we require that he(s) 6= he(t) for distinct
s, t ∈ [0, 1] unless e is a loop and {s, t} = {0, 1}. A (multi)graph G is planar if there exists some
planar embedding of G.
Remark 4.2. It is well known that a multigraph is planar if and only if the graph obtained by
removing all loops and replacing all multiple edges with a single edge is planar. Thus for the
most part it suffices to discuss planarity of graphs rather than the more general multigraphs.
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Remark 4.3. A result of Fary [16] states that given any planar embedding of a graph, there
is a homeomorphism of the plane that maps the embedding to a straight-line embedding,
i.e., a planar embedding in which each edge is embedded as a single line segment. Thus
we can alway assume that our planar embeddings are straight-line embeddings if we desire.
Actually it suffices to assume that they are polygonal embeddings, i.e., each edge is embedded
as finitely many straight line segments (this also allows for the embedding of multiple edges
between two vertices, whereas a straight line embedding does not). We will implicitly assume
this throughout the rest of the paper.
There are some basic operations of graphs that are known to preserve planarity. The most
well-known are of course edge contraction and vertex/edge deletion. Any graph H obtained
from a graph G via these operations is known as a minor of G. In this language planar graphs
are said to be a minor-closed family of graphs. Another well-known planarity preserving oper-
ation is subdivision. Given a graph G with an edge e = uv, the operation of replacing e with a
path u, w, v is known as subdividing e. We can also “subdivide an edge k times” by replacing
the edge with a path of length k+ 1. Note that when subdividing an edge we will often specify
the names of the vertices on the resulting path. A graph H is said to be a subdivision of G if H
can be obtained from G by repeatedly subdividing edges. Further, a graph G is said to be a
topological minor of H (or that H contains G as a subdivision) if H has a subgraph isomorphic
to a subdivision of G. The famous theorems of Kuratowski [20] and Wagner [35] characterize
planar graphs in terms of subdivisions and minors:
Theorem 4.4 (Kuratowski). A graph G is planar if and only if it does not contain K3,3 or K5 as a
topological minor.
Theorem 4.5 (Wagner). A graph G is planar if and only if it does not contain K3,3 or K5 as a minor.
We will also sometimes make use of the inverse operation of subdividing: unsubdivid-
ing. Given a path P = u1, . . . , um in a graph G in which all of the interior vertices of P (i.e.,
u2, . . . , um−1) have degree two, we refer to the operation of replacing P with a single edge
between u1 and um as unsubdividing P. It is easy to see that unsubdividing also preserves
planarity (it is equivalent to contracting all but one edge of the path P).
The faces of a planar embedding are the connected regions of R2 \
(
∪e∈E(G)Im(he)
)
, where
Im(he) is the image of he. We say that a vertex/edge is incident to a face if the embedding of
the vertex/edge is contained in the closure of that face. The (graph-theoretical) boundary of a
face is the subgraph of G consisting of the vertices and edges incident to that face.
We remark that it is well-known that in any planar embedding of a graph G, precisely one
of the faces will be unbounded. We refer to this as the outer face. We will frequently need to
make use of the notion of facial cycles:
Definition 4.6. For a planar graph G with cycle C, we say that C is a facial cycle7 of G if there
exists a planar embedding of G such that C is the boundary of a face.
Remark 4.7. It is well-known that if C is a facial cycle of a planar graph G, then there is a
planar embedding of G in which C is the boundary of the outer face.
We will also need the notion of cyclic order of edges incident to a vertex for our results:
Definition 4.8. Let G be a planar graph and fix a planar embedding of G. For any vertex v of G,
there exists a radius r > 0 such that the circle Cr of radius r centered at v intersects each edge
incident to v exactly once 8. We say that the edges incident to v occur in cyclic order e1, . . . , ek in
7It is more standard for facial cycles to only be defined for a fixed planar embedding of a graph, but the given
definition is better suited for our needs.
8Here is one place where our assumption that our planar embeddings are polygonal is needed.
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this embedding if, starting from the intersection of Cr and e1 and moving around Cr (in some
direction), we intersect the edges e1, . . . , ek, e1 in that order.
We now present several lemmas that we will make use of in Section 5 and Section 6. They
are basic results about planar (multi)graphs whose proofs are straightforward, thus we present
them without proof. The first lemma offers a useful characterization of facial cycles.
Lemma 4.9. Suppose G is a planar multigraph with cycle C = u1, . . . , uk. Let G′ be the multigraph
obtained from G by adding a new vertex u adjacent to each ui. Then C is a facial cycle of G if and only if
G′ is planar. Moreover, any planar embedding of G in which C is bounding some face F can be extended
to a planar embedding of G′ where u is embedded in F and then connected to the vertices u1, . . . , uk.
Somewhat similarly we have the following:
Lemma 4.10. Let G be a planar multigraph and let S ⊆ V(G). Then G has a planar embedding which
has a face incident to every vertex of S if and only if the multigraph G′ obtained from G by adding a
new vertex s adjacent to every element of S is planar. Moreover, any planar embedding of G in which
the vertices of S are incident to a common face F can be extended to a planar embedding of G′ where s is
embedded in F and then connected to every vertex of S.
The next lemma allows us to add cycles around a vertex:
Lemma 4.11. Let G be a planar multigraph and v ∈ V(G). Suppose that there is a planar embedding
of G in which the edges incident to v occur in cyclic order e1, . . . , ek. Let G′ be the multigraph obtained
from G by subdividing each of e1, . . . , ek with vertices v1, . . . , vk and adding edges vivi+1 for i = 1, . . . , k
where indices are taken modulo k. Then G′ is planar.
Finally, the following lemma allows us to join up two planar graphs with given facial cycles
in a controlled manner:
Lemma 4.12. Suppose that G and H are planar graphs with facial cycles C = u1, . . . , u` and D =
v1, . . . , vk respectively. Let X be the graph obtained from G ∪ H by adding edges u1v1, . . . , umvm for
some m ≤ min{`, k}. Then X is planar and C′ = um, um+1, . . . , u`, u1, v1, vk, vk−1, . . . , vm is a facial
cycle.
5 Planar bi-labeled graphs
At the end of Section 3.2, we saw in Theorem 3.25 that for any graph G, we have that CGq =
span{TK→G : K ∈ 〈M1,0, M1,2, A〉◦,⊗,∗}. This perhaps falls short of what one might deem a
characterization of CGq , since it is not a priori obvious what bi-labeled graphs can be generated
by M1,2, M1,0, A and the operations of composition, tensor product, and transposition. Rather,
Theorem 3.25 is a translation of the algebraic problem of determining CGq (or, equivalently
〈M1,0, M1,2, AG〉◦,⊗,∗) into the combinatorial problem of characterizing 〈M1,0, M1,2, A〉◦,⊗,∗. In
this section, we will introduce a family of planar bi-labeled graphs P , which we will prove is
equal to 〈M1,0, M1,2, A〉◦,⊗,∗ in Section 6.
To define P , we first need the following:
Definition 5.1. Given a bi-labeled graph K = (K, a, b) ∈ G(`, k), define the graph K◦ :=
K◦(a, b) as the graph obtained from K by adding the cycle C = α1, . . . , α`, βk, . . . , β1 of new
vertices, and edges aiαi, bjβ j for all i ∈ [`], j ∈ [k]. We refer to the cycle C as the enveloping
cycle of K◦. We further define K := K(a, b) as the graph obtained from K◦ by adding an
additional vertex adjacent to every vertex of the enveloping cycle.
Note that although the two graphs defined above depend on the input and output vectors
of K = (K, a, b), we will typically refer to them as simply K◦ and K when there should be no
confusion.
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Remark 5.2. In the case ` = k = 0, we simply let K◦ = K = K. If ` + k = 1, then the
enveloping cycle of K◦ consists of a single vertex with a loop. If `+ k = 2, then the enveloping
cycle is two vertices with two edges between them. Thus in this case we should actually refer
to K◦ and K as multigraphs, but we will mostly overlook this. If we really wanted to define
K◦ and K as graphs in this case we could simply replace the double edge with a single edge,
and this would not affect Definition 5.3 of P . However it is convenient for us to have the
double edge so we can treat things in a uniform manner.
For intuitions sake, we think of drawing K◦ with the enveloping cycle surrounding the
graph K, and with the vertices α1, . . . , α` on the left-hand side with α1 at the top left, and
β1, . . . , βk on the right-hand side with β1 at the top right. The idea is to take a drawing of a
bi-labeled graph K, as described in Remark 3.3, and create K◦ by drawing a border around the
drawing so that the vertex-less ends of the wires just touch the border and then adding vertices
at these intersections.
Now we are able to define our class P of planar bi-labeled graphs:
Definition 5.3 (Planar bi-labeled graphs). For any `, k ∈N,
P(`, k) = {K ∈ G(`, k) : K is planar.},
and we let P = ∪∞`,k=0P(`, k).
By Lemma 4.9, we also have the following equivalent definition:
Definition 5.4 (Planar bi-labeled graphs). For any `, k ∈N,
P(`, k) = {K ∈ G(`, k) : K◦ is planar and its enveloping cycle is facial.},
and we let P = ∪∞`,k=0P(`, k).
Again we can gain intuition by thinking in terms of drawings of bi-labeled graphs. Mem-
bership in P corresponds to being able to draw a bi-labeled graph, as described in Remark 3.3,
in a planar manner, i.e, without any wires or edges crossing.
In the case of small values of `+ k, the condition of membership in P(`, k) can be rephrased
somewhat:
Lemma 5.5. Let K = (K, a, b) ∈ G(`, k) be a bi-labeled graph, and let S ⊆ V(K) be the set of vertices
appearing in a or b. If K ∈ P(`, k), then K has a planar embedding in which every vertex of S is
incident to a common face. If `+ k ≤ 3, then this condition is also sufficient for K ∈ P(`, k).
Proof. Let K = (K, a, b) ∈ P(`, k) and consider K (which must be planar), which has en-
veloping cycle C = α1, . . . , α`, βk, . . . , β1 where αi ∼ ai, β j ∼ bj, and there is a vertex z adjacent
to every vertex of C. Contract all edges incident to z and all edges of C to obtain a new graph
K′ and let the vertex corresponding to the nontrivial contracted component be z′. Since K
was planar, we have that K′ is planar, and it is easy to see that K′ is simply K plus the vertex
z′ that is adjacent to every vertex appearing in a or b. Thus, by Lemma 4.10 K has a planar
embedding in which every vertex appearing in a or b is incident to a common face.
Now let `+ k ≤ 3 and let S be the set vertices in the input/output vectors. Suppose that
K has a planar embedding which has a face incident to every vertex in S. By Lemma 4.10, the
(multi)graph obtained from K by adding a vertex z adjacent to every element of S is planar (if
s ∈ S appears more than once in a or b, then we add a number of edges between s and z equal
to the number of times s appears). Furthermore, by Lemma 4.11, we can subdivide the edges
incident to z with vertices α1, . . . , α`+k and add a cycle through these vertices while remaining
planar. Note that since `+ k ≤ 3, we do not need to worry about the cyclic order of the edges
incident to z. It is straightforward to see that the graph we have constructed is K.
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Remark 5.6. Note that for ` + k ≤ 1, the above implies that K = (K, a, b) ∈ G(`, k) is an
element of P(`, k) if and only if K is planar. In the case where `+ k = 2, it is easy to see that
K ∈ P(`, k) is equivalent to the planarity of the graph obtained from K by adding an edge
between the two vertices occurring in a, b.
To show that the second claim of Lemma 5.5 does not hold for ` + k > 3, we have the
following example:
Example 5.7. Let K be an empty graph on vertex set {a, b}, and define K = (K, (a, b), (b, a)).
Recall that this is the bi-labeled graph from Example 3.11, whose corresponding homomor-
phism matrix is the swap map. As K has no edges, any planar embedding has only one face,
and thus the vertices in the input/output vectors are always incident to a common face. How-
ever, it is easy to see that K◦ is isomorphic to a complete graph on four vertices in which two
non-incident edges have been subdivided by the vertices a and b. Therefore, K is a subdivi-
sion of K5 and thus non-planar. So we see that K /∈ P(2, 2), which is desirable since the swap
map is not contained in CGq generically. We remark that this example also illustrates that it is
not enough to simply require that K◦ be planar.
The purpose of introducing the enveloping cycle and graphs K◦, K is that we need some
conditions on the input/output vectors of the bi-labeled graphs in P so that when we compose
them (or perform other operations on them), they remain planar. To illustrate such a condition
is necessary, we give the following example:
Example 5.8. Let K be 5-cycle on vertices b1, b2, b3, b4, b5 in that order, and let H be a 5-cycle
on vertices a1, a3, a5, a2, a4 in that order. Obviously, K and H are both planar. However, if
K = (K,∅, (b1, b2, b3, b4, b5)) and H = (H, (a1, a2, a3, a4, a5),∅), then it is not hard to see that
the underlying graph of K ◦H is the complete graph K5 which is of course not planar.
One can check that K◦ is the 5-prism graph, with the enveloping cycle being one of the two
5-cycles, and thus K ∈ P(0, 5). On the other hand, H◦ is the Petersen graph, which is known
to be non-planar. Thus H /∈ P .
Before moving on, we give some examples of bi-labeled graphs that are contained in P .
Example 5.9. Recall that M`,k = (K, (v`), (vk)) where v is the only vertex of K which has no
loops. In this case the graph K consists of a cycle of length `+ k and two vertices adjacent to
every vertex on this cycle but not to each other. This is sometimes called the `+ k bi-wheel,
and it is easy to see that it is planar. Thus we have that M`,k ∈ P(`, k). Similarly we have that
M˚`,k ∈ P(`, k).
Remark 5.10. Recall that M1,1 = I and M2,0 = ξ = ∑i ei ⊗ ei from the definition of tensor
categories with duals. Thus by Example 3.9 and Example 5.9 we have that span{TK→G : K ∈
P} contains both I and ξ.
Example 5.11. Recall that A = (K, (u), (v)) where K is the complete graph on vertex set {u, v}.
In this case one can obtain K from a complete graph on three vertices by adding two addi-
tional edges between one pair of vertices (so that there are three edges in total between them),
and then subdividing one of these edges twice. This is clearly planar and thus A ∈ P(1, 1).
5.1 Closure properties
In this section we will show that the class P of planar bi-labeled graphs is closed under com-
position, tensor product, and transposition. We begin with composition, which is the most
difficult case.
Lemma 5.12. If H1 ∈ P(`, k) and H2 ∈ P(k, m), then H1 ◦H2 ∈ P(`, m).
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Proof. Let H = (H, a′, d′) be the bi-labeled graph such that H = H1 ◦H2 where H1 = (H1, a, b) ∈
P(`, k) and H2 = (H2, c, d) ∈ P(k, m). To show that H ∈ P(`, m), we must show that H is
planar. We will show this by constructing H from H◦1 and H
◦
2 in a careful manner. The idea
of the construction is illustrated in Figure 6, though there we only show H◦ for aesthetic pur-
poses.
First we can consider the case where ` = k = 0. In this case, we may simply take the planar
embedding of H2 and embed H

1 = H1 inside one of its faces. Similarly the lemma holds if
k = m = 0.
Now suppose that `+ k > 0 and k+m > 0. Let C1 = α1, . . . , α`, βk, . . . , β1 be the enveloping
cycle of H◦1 so that ai ∼ αi and bj ∼ β j for all i, j. Similarly let C2 = γ1, . . . ,γk, δm, . . . , δ1 be the
enveloping cycle of H◦2 so that ci ∼ γi and dj ∼ δj.
We begin by taking the disjoint union of H◦1 and H
◦
2 . Now let us subdivide the edges α1β1
and αkβ`, adding vertices x1 and y1 respectively. If k = 0, then we instead subdivide the edge
α1α` twice such that x1 ∼ α1 and y1 ∼ α`, and we perform an analogous double subdivision
if ` = 0. If ` = k = 1, then each edge between α1 and β1 is subdivided. We similarly sub-
divide γ1δ1 and γkδm, adding vertices x2 and y2 respectively (with the same exceptional cases
as above). We now add edges βiγi for i = 1, . . . , k as well as the edges x1x2 and y1y2. By
Lemma 4.12, the graph obtained after adding these edges is still planar and has facial cycle
C′ = x1, x2, δ1, . . . , δm, y2, y1, α`, . . . , α1. Thus by Lemma 4.9 we can add a vertex z adjacent to
every vertex of C′ other than x1, x2, y1, y2 while remaining planar. Next we delete the edges
βiβi+1 and γiγi+1 for i = 1, . . . , k− 1 as well as x1β1, βky1, x2γ1, and γky2. In the case where
k = 0 we instead delete the edges xiyi for i = 1, 2. For each i = 1, . . . , k, we now have paths
bi, βi,γi, ci where the internal vertices (i.e., βi and γi) have degree two. Thus we can unsub-
divide these paths, replacing them with edges bici for each i = 1, . . . , k. Now we can contract
the edges bici for each i. At this point, if we removed the cycle C′ and the vertex z, we would
have the graph H. To finish, we note that x1, x2 and y1, y2 have degree two, and thus we can
unsubdivide the respective paths they lie on, replacing them with edges α1δ1 and δmα`. Our,
still planar, graph now contains the cycle C = α1, . . . , α`, δm, . . . , δ1 and a vertex z adjacent to
every vertex of C. Furthermore, the vertex αi, respectively δj, is adjacent to the vertex of H that
ai, respectively dj, became after contracting the edges bici. Of course, this graph is exactly H,
and thus we have that H = H1 ◦H2 ∈ P(`, m).
Next we prove that P is closed under tensor products.
Lemma 5.13. If H1 ∈ P(`, k) and H2 ∈ P(s, t), then H1 ⊗H2 ∈ P(k + s, `+ t).
Proof. Let H1 = (H1, a, b) ∈ P(`, k) and H2 = (H2, c, d) ∈ P(s, t), and let H = H1 ∪ H2
be the disjoint union of H1 and H2. Then H := H1 ⊗ H2 = (H, ac, bd). We will show that
H ∈ P(`+ s, k + t) by showing that H◦ has a planar embedding in which its enveloping cycle
is the boundary of the outer face. This is illustrated in Figure 7.
In the exceptional case ` = k = 0, we can take a planar embedding of H2 and then simply
embed H1 = H1 in one of its faces. This shows that H
 is planar in this case, and thus H ∈ P .
Similarly, the lemma holds if s = t = 0.
Otherwise, let C1 = α1, . . . , α`, βk, . . . , β1 be the enveloping cycle of H◦1 so that ai ∼ αi and
bj ∼ β j for all i, j. Similarly let C2 = γ1, . . . ,γs, δt, . . . , δ1 be the enveloping cycle of H◦2 so that
ci ∼ γi and dj ∼ δj. Define
x1 =
{
α` if ` 6= 0
β1 o.w.
, y1 =
{
βk if k 6= 0
α1 o.w.
, x2 =
{
γ1 if s 6= 0
δt o.w.
, y2 =
{
δ1 if t 6= 0
γs o.w.
.
Let ei be the edge of Ci between xi and yi (if there are two edges, pick either). Now subdivide
ei with two vertices x′i and y
′
i such that x
′
i ∼ xi and y′i ∼ yi. This creates new graphs H′1
and H′2 with facial cycles C′1 = α1, . . . , α`, x
′
1, y
′
1, βk, . . . , β1 and C
′
2 = γ1, . . . ,γs, δt, . . . , δ1, y
′
2, x
′
2
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a1
a2
a3
b1
b2
b3
H1
α1
α2
α3
β1
β2
β3
H◦1
c1
c2
c3
d1
d2
H2
γ1
γ2
γ3
δ1
δ2
H◦2
(a) H◦1 ∪ H◦2
a1
a2
a3
b1
b2
b3
H1
α1
α2
α3
β1
β2
β3
x1
y1
c1
c2
c3
d1
d2
H2
γ1
γ2
γ3
δ1
δ2
x2
y2
(b) Subdivide with x1, x2, y1, y2 and add edges βiγi for i = 1, 2, 3 and x1x2, y1, y2.
a1
a2
a3
b1
b2
b3
H1
α1
α2
α3
β1
β2
β3
x1
y1
c1
c2
c3
d1
d2
H2
γ1
γ2
γ3
δ1
δ2
x2
y2
(c) Remove edges x1β1, β3y1, x2γ1, γ3y2, and βiβi+1 and γiγi+1 for i = 1, 2.
respectively. Note that C′i has length at least three for i = 1, 2. Let H
′ be the graph obtained
from H′1 ∪ H′2 by adding edges x′1x′2 and y′1y′2. By Lemma 4.12, H′ is planar and the cycle
C′ = α1, . . . , α`, x′1, x
′
2,γ1, . . . ,γs, δt, . . . , δ1, y
′
2, y
′
1, βk, . . . , β1 is facial. Now delete the edges x
′
1y
′
1
and x′2y′2, which results in these four vertices having degree two. We can then unsubdivide the
paths x1x′1x
′
2x2 and y1y
′
1y
′
2y2, replacing them with edges x1x2 and y1y2 to obtain a, still planar,
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a1
a2
a3
{b2, c2}
{b1, c1}
{b3, c3}
d1
d2
H
α1
α2
α3
δ1
δ2
x1
y1
x2
y2
(d) Unsubdivide the paths bi, βi,γi, ci and then
contract the edges bici for i = 1, 2, 3.
a1
a2
a3
d1
d2
H
α1
α2
α3
δ1
δ2
H◦
(e) Unsubdivide α1, x1, x2, δ1 and α3, y1, y2, δ2.
Figure 6: Illustration of the proof that P is closed under composition.
graph H′′ with facial cycle C′′ = α1, . . . , α`,γ1, . . . ,γs, δt, . . . , δ1, βk, . . . , β1. It is easy to see that
H′′ = H◦ and C′′ is its enveloping cycle. Thus we have proven that H ∈ P(`+ s, k + t).
Finally, we prove that P is closed under transposition, which is straightforward.
Lemma 5.14. If H ∈ P(`, k), then H∗ ∈ P(k, `).
Proof. Let H = (H, a, b). It is easy to see that H(b, a) is isomorphic to H(a, b).
We define CGP (`, k) = span{TK→G : K ∈ P(`, k)} and CGP =
⋃∞
`,k=0 C
G
P (`, k). The three
closure properties of P proven above along with the correspondence between matrix and bi-
labeled graph operations proven in Section 3.2, and Remark 5.10 imply the following:
Theorem 5.15. For any graph G, the set CGP is a tensor category with duals.
5.2 Building blocks
In Section 6, we will prove that CGq = CGP for any graph G by showing that 〈M1,0, M1,2, A〉◦,⊗,∗ =
P . To prove the latter, we will need to show that we can build any element of P using some
basic elements of 〈M1,0, M1,2, A〉◦,⊗,∗. In this section we introduce these basic elements of
〈M1,0, M1,2, A〉◦,⊗,∗.
Definition 5.16. For any integer d ≥ 0, define Sd to be the graph with vertex set V(Sd) =
{v, v1, . . . , vd} and edges {vvi : i = 1, . . . , d}. Thus Sd is a star graph on d + 1 vertices. Also,
for any integers m, d ≥ 0 define Sm,d = (Sd, (vm), (v1, . . . , vd)), Sm,dL = (Sd, (vm), (v, v1, . . . , vd)),
and Sm,dR = (S
d, (vm), (v1, . . . , vd, v)). We similarly define S˚m,d, S˚
m,d
L , and S˚
m,d
R which are the
same as above except that the vertex v has a loop.
Remark 5.17. Note that S1,0L = S
1,0
R = I, and S
1,1 = A.
Lemma 5.18. For any integers m, d ≥ 0, we have the following identities:
Sm,d = Mm,d ◦A⊗d, Sm,dR = Mm,d+1 ◦ (A⊗d ⊗ I), Sm,dL = Mm,d+1 ◦ (I⊗A⊗d),
S˚m,d = M˚m,d ◦A⊗d, S˚m,dR = M˚m,d+1 ◦ (A⊗d ⊗ I), S˚m,dL = M˚m,d+1 ◦ (I⊗A⊗d).
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a1
a2
a3
b1
b2
b3
b4
H1
α1
α2
α3
β1
β2
β3
β4
H◦1
c1
c2
d1
d2
H2
γ1
γ2
δ1
δ2
H◦2
(a) H◦1 ∪ H◦2 .
a1
a2
a3
b1
b2
b3
b4
H1
α1
α2
α3
β1
β2
β3
β4
y′1x
′
1
c1
c2
d1
d2
H2
γ1
γ2
δ1
δ2
y′2x
′
2
(b) Subdivide α3β4 with x′1, y
′
2, and subdivide
γ1δ1 with x′2, y′2.
a1
a2
a3
b1
b2
b3
b4
H1
α1
α2
α3
β1
β2
β3
β4
y′1x
′
1
c1
c2
d1
d2
H2
γ1
γ2
δ1
δ2
y′2x
′
2
(c) Add edges x′1x
′
2 and y
′
1y
′
2, and delete edges
x′1y
′
1 and x
′
2y
′
2.
a1
a2
a3
b1
b2
b3
b4
H1
α1
α2
α3
β1
β2
β3
β4
H◦
c1
c2
d1
d2
H2
γ1
γ2
δ1
δ2
(d) Unsubdivide α3, x′1, x
′
2,γ1 and β4, y
′
1, y
′
2, δ1.
Figure 7: Illustration of the proof that P is closed under tensor product.
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In particular this implies that Sm,d, Sm,dL , S
m,d
R , S˚
m,d, S˚m,dL , S˚
m,d
R ∈ 〈M1,0, M1,2, A〉◦,⊗,∗.
Proof. We first show that Sm,d = Mm,d ◦A⊗d. We have that Mm,d = (K1, (vm), (vd)) and A⊗d =
(dK2, (u1, . . . , ud), (v1, . . . , vd)) where v is the only vertex of K1 and ui, vi are the vertices in
the ith copy of K2. Thus in Mm,d ◦ A⊗d all of the ui’s are identified with the vertex v and we
obtain (Sd, (vm), (v1, . . . , vd)) as desired. Similarly, we can show that S
m,d
R = M
m,d+1 ◦ (A⊗d⊗ I)
and Sm,dL = M
m,d+1 ◦ (I ⊗ A⊗d), and the analogous equalities for the looped varieties. Since
M`,k, M˚`,k ∈ 〈M1,0, M1,2, A〉◦,⊗,∗ for all `, k ≥ 0 by Lemma 3.18 and Lemma 3.19, it follows that
Sm,d, Sm,dL , S
m,d
R , S˚
m,d, S˚m,dL , S˚
m,d
R ∈ 〈M1,0, M1,2, A〉◦,⊗,∗ as desired.
6 A Tale of Two Tensor Categories
At the end of Section 5.1, we saw that CGP = span{TK→G : K ∈ P} forms a tensor category
with duals. In this section we will prove that CGq = CGP for any graph G. To do this, we will use
Theorem 3.25 which states that CGq = span{TK→G : K ∈ 〈M1,0, M1,2, A〉◦,⊗,∗}. Thus, in order to
prove CGq = CGP , we will prove that P = 〈M1,0, M1,2, A〉◦,⊗,∗. One direction is immediate from
the results we have already proven:
Lemma 6.1. We have that 〈M1,0, M1,2, A〉◦,⊗,∗ ⊆ P . As a consequence, we have that CGq ⊆ CGP for
any graph G.
Proof. In Example 5.9, we saw that M`,k ∈ P for all `, k, thus in particular M1,2, M1,0 ∈ P . In
Example 5.11 we saw that A ∈ P . Since, as proved in Section 5.1, P is closed under composi-
tion, tensor product, and transposition, the claim immediately follows.
To prove the other containment, we will show that any bi-labeled graph K = (K, a, b) ∈
P with |V(K)| ≥ 2 can be written in terms of I, Sm,d, Sm,dL , Sm,dR , S˚m,d, S˚m,dL , S˚m,dR , and a K′ =
(K′, a′, b′) ∈ P with |V(K′)| = |V(K)| − 1. This will allow us to use induction to prove that
P ⊆ 〈M1,0, M1,2, A〉◦,⊗,∗. First we will need to prove that the input and output vectors of
a bi-labeled graph in P must satisfy certain conditions. For this, we introduce the partition
associated to a bi-labeled graph:
Definition 6.2. Given a set V and a tuple c = (c1, . . . , cn) ∈ Vn of elements of V, we define
Pc as the partition of [n] with parts Pv = {i ∈ [n] : ci = v} for each v ∈ V. Note that we
allow empty parts in our partitions, which occurs precisely when there is some element of V
not occurring in c.
Let K = (K, a, b) ∈ G(`, k) be a bi-labeled graph, and let c = (c1, . . . , c`+k) = (a1, . . . , a`, bk, . . . , b1).
We define the partition associated to K, denoted PK, as the partition Pc (with underlying set
V(K)).
We remark that the partition Pc depends also on the set V, not just on c. But V only affects
the number of empty parts of Pc, and for the most part it will be clear what V is from context.
Recall that a partition P of [n] is non-crossing if whenever a < b < c < d, and a, c are in the
same part and b, d are in the same part, then the two parts coincide.
Lemma 6.3. For any bi-labeled graph K ∈ P , the partition PK is non-crossing.
Proof. Let K = (K, a, b) ∈ P(`, k) and let (c1, . . . , c`+k) = (a1, . . . , a`, bk, . . . , b1). Suppose that
the partition PK is not non-crossing. Then there exist i1 < i2 < i3 < i4 ∈ [`+ k] and u 6= v ∈
V(K) such that ci1 = ci3 = u and ci2 = ci4 = v. Let C = α1, . . . , α`, βk, . . . , β1 be the enveloping
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cycle of K◦, and let (γ1, . . . ,γ`+k) = (α1, . . . , α`, βk, . . . , β1). The graph K◦ contains the paths
P1 = γi1 ,γi1+1, . . . ,γi2
P2 = γi2 ,γi2+1, . . . ,γi3
P3 = γi3 ,γi3+1, . . . ,γi4
P4 = γi4 ,γi4+1, . . . ,γi1
P5 = γi1 , u,γi3
P6 = γi2 , v,γi4
which are all internally disjoint (i.e., the only vertices they share are their end vertices). Thus
K◦ contains a K4 subdivision where γi1 ,γi2 ,γi3 , and γi4 correspond to the four vertices of the
K4. Since all four of these vertices are on the enveloping cycle C, the graph K contains a K5
subdivision and is therefore not planar, a contradiction.
Using the above we can show that for any K ∈ P there is always a vertex of K whose neigh-
bors on the enveloping cycle form a consecutive sequence. Formally, we say that an element v
occurs consecutively in a tuple c = (c1, . . . , cn) if there exists i ∈ [n] and r ∈ {0, . . . , n− 1} such
that ci+j = v for all j ∈ {0, . . . , r} and ci+j 6= v for j ∈ {r + 1, . . . , n− 1}, where all indices are
taken modulo n. We will actually need the following stronger lemma, which implies that there
is alway some vertex whose neighbors on the enveloping cycle are consecutive. In the lemma
and corollary below the indices are always to be taken modulo n.
Lemma 6.4. Let V be a set and let c = (c1, . . . , cn) ∈ Vn be such that Pc is non-crossing. If there
exists v ∈ V and some 1 < r ≤ n such that ci = v = ci+r and ci+s 6= v for all s = 1, . . . , r− 1, then
there exists u ∈ V that occurs consecutively in (c1, . . . , cn) and only occurs among ci+1, . . . , ci+r−1.
Proof. Let c, v, i, and r be as in the lemma statement. Define U = {ci+s : 0 < s < r}. Since
Pc is non-crossing, cj 6∈ U for j 6∈ {i + 1, . . . , i + r − 1}. Pick u ∈ U such that max{s : ci+s =
u} −min{s : ci+s = u} is minimized. Suppose that u does not occur consecutively in c. Then
there exists u′ ∈ U such that ci+t = u′ where min{s : ci+s = u} < t < max{s : ci+s = u}.
However, again by the non-crossing property of Pc, it follows that max{s : ci+s = u′} <
max{s : ci+s = u} and min{s : ci+s = u′} > min{s : ci+s = u}. Therefore,
max{s : ci+s = u′} −min{s : ci+s = u′} < max{s : ci+s = u} −min{s : ci+s = u},
a contradiction to our choice of u.
Corollary 6.5. Suppose that c ∈ Vn for n ≥ 1 is such that Pc is a non-crossing partition. Then
there exists an element v ∈ V that occurs consecutively in c. In particular, if Pc = PK for some
K = (K, a, b) ∈ P(`, k) for `+ k > 0, then there exists a vertex v ∈ V(K) that occurs consecutively
in (a1, . . . , a`, bk, . . . , b1).
Proof. Consider any element v ∈ V that occurs in c. Either every entry of c is equal to v and
then v occurs consecutively and we are done, or there are i, r ∈ [`+ k] with 1 < r ≤ `+ k such
that ci = ci+r = v and ci+s 6= v for all s = 1, . . . , r− 1. In this case we can apply Lemma 6.4 and
we are done.
We are now able to prove the main lemma which serves as the inductive step of our proof
that P ⊆ 〈M1,0, M1,2, A〉◦,⊗,∗. The idea is to take a bi-labeled graph K = (K, a, b) ∈ P and
carefully choose a vertex v ∈ V(K) that we can “pluck” out of K in a way that lets us write K
in terms of our basic building blocks from Lemma 5.18 and a smaller K′ ∈ P . As it may be of
future use outside the proof of Theorem 6.7, we prove it as its own lemma.
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Lemma 6.6. Suppose that K = (K, a, b) ∈ P with |V(K)| ≥ 2. Then there exists K′ = (K′, a′, b′) ∈
P with |V(K′)| = |V(K)| − 1, and m, d, r, t ≥ 0 such that one of the following hold:
K = (I⊗r ⊗ Sm,d ⊗ I⊗t) ◦K′ (14)
K = (I⊗r ⊗ S˚m,d ⊗ I⊗t) ◦K′ (15)
K = K′ ◦ (I⊗r ⊗ Sm,d ⊗ I⊗t)∗ (16)
K = K′ ◦ (I⊗r ⊗ S˚m,d ⊗ I⊗t)∗ (17)
K = (Sm,dL ⊗ I⊗t) ◦ (M1,r ⊗K′) (18)
K = (S˚m,dL ⊗ I⊗t) ◦ (M1,r ⊗K′) (19)
K = (I⊗r ⊗ Sm,dR ) ◦ (K′ ⊗M1,r) (20)
K = (I⊗r ⊗ S˚m,dR ) ◦ (K′ ⊗M1,r) (21)
Proof. The bi-labeled graph K′ will be constructed from K by removing a vertex v from the
underlying graph K of K. Depending on whether or not the vertex v has a loop, we will either
be among cases (15), (17), (19), (21), or among cases (14), (16), (18), (20). There is essentially
no difference in the proofs of the looped versus loopless cases, and so we will just prove the
loopless cases.
We have that there exist `, k ≥ 0 such that K ∈ P(`, k) and thus a = (a1, . . . , a`), b =
(b1, . . . , bk). We first consider the case `+ k ≥ 1 (the `+ k = 0 case will be easier). By Corol-
lary 6.5, we have that there exists v ∈ V(K) that occurs consecutively in (a1, . . . , a`, bk, . . . , b1).
Case 1: v occurs only among a.
If k = 0, then v may occur consecutively by appearing in precisely the entries a1, . . . , ap and
aq, . . . , ak for some q > p + 1. However, if this is the case we may apply Lemma 6.4 to obtain a
v′ ∈ V(K) that occurs consecutively in (a1, . . . , a`) and only occurs among ap+1, . . . , aq−1.
So we may assume that there are 1 ≤ p ≤ q ≤ ` such that ap, ap+1, . . . , aq are precisely the
occurrences of v among a. Let m = q− p + 1 (i.e., m is the number of occurences of v) and let
v1, . . . , vd be the neighbors of v in K. Define K′ as the graph obtained from K by deleting v, let
a′ = (a1, . . . , ap−1, v1, . . . , vd, aq+1, . . . , a`), and define K′ = (K′, a′, b). Note that the order that
v1, . . . , vd appear in a′ matters for whether or not K′ ∈ P . But as the indices have been assigned
arbitrarily, we have not yet actually specified an order. The necessary ordering will emerge
from our proof that K′ ∈ P . First we will show that (14) holds, which will be independent of
this ordering.
Recall that Sm,d = (Sd, (vm), (v1, . . . , vd)), where we are purposely using the names v and
v1, . . . , vd to indicate that these correspond to the same vertices from K. Let r = p− 1 and t =
`− q. The bi-labeled graph I⊗r ⊗ Sm,d ⊗ I⊗t has vertices u1, . . . , up−1, v, v1, . . . , vd, uq+1, . . . , u`
and edges vv1, . . . , vvd. Its output vector is (u1, . . . , up−1, vm, uq+1, . . . , u`) and its input vector
is (u1, . . . , up−1, v1, . . . , vd, uq+1, . . . , u`). Multiplying I⊗r ⊗ Sm,d ⊗ I⊗t with K′ identifies ui with
ai for i = 1, . . . , p− 1, q + 1, . . . , `, and identifies vi from Sd with vi from K′. After this identifi-
cation, the neighborhood of ai for i = 1, . . . , p− 1, q + 1, . . . , ` is the same as its neighborhood
in K′ (unless ai is among v1, . . . , vd) as the ui were all isolated vertices. However, the vertices
v1, . . . , vd each gain v as an additional neighbor. In other words, the underlying graph obtained
from this multiplication is K. It is straightforward to see that the output and input vectors after
multiplication are equal to a and b respectively, and thus we have proven the equation in (14).
Now we must show that K′ ∈ P . Consider the planar graph K, letting z be the vertex
adjacent to all of the vertices on the enveloping cycle α1, . . . , α`, βk, . . . , β1. We will construct
K′ from this graph through operations that preserve planarity. We illustrate this in Figure 8,
though there we show K′◦ for aesthetic reasons. First, contract the edges vαi for i = p, p +
1, . . . , q and the edges αjαj+1 for j = p, p+ 1, . . . , q− 1 to obtain a new graph K′′. Let the vertex
resulting from this contraction be called v, and note that N(v) = {v1, . . . , vd} ∪ {z, αp−1, αq+1},
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where we let α0 = β1 and α`+1 = βk. Note that αp−1 and αq+1 may not exist as we have
defined them, for instance if p = 1, q = `, and k = 0. However, in this case we can subdivide
the two edges of the enveloping cycle incident to αp and αq that we did not contract so that
the new vertex v has two neighbors along this cycle which we refer to as αp−1 and αq+1. This
will not affect the proof of K′ ∈ P , we only need to remember to remove these two vertices
by unsubdividing at the end. As edge contraction preserves planarity, the resulting graph
K′′ is planar. Note that K′′ contains the cycle C = α1, . . . , αp−1, v, αq+1, . . . , α`, βk, . . . , β1, all of
whose vertices are adjacent to z. Thus by Lemma 4.9, K′′ \ z has a planar embedding in which
C is the boundary of the outer face. Since C bounds a face in this embedding, the vertices
αp−1 and αq+1 appear consecutively in the cyclic ordering of the neighbors of v. Thus, by
possibly reindexing, the neighbors of v in K′′ \ z appear in cyclic order αp−1, v1, . . . , vd, αq+1 in
this embedding (this is what determines the order that v1, . . . , vd appear in a′). Again using
Lemma 4.9, we can obtain a planar embedding of K′′ by adding z to the outer face of our
embedding of K′′ \ z and adding edges between z and each vertex of C. In this embedding of
K′′ the neighbors of v appear in cyclic order αp−1, v1, . . . , vd, αq+1, z. Let us now subdivide the
edges incident to v. For the edge vvi, the subdividing vertex will be called ui. The vertices
subdividing vαp−1, vαq+1, and vz will be called w1, w2, and y respectively. By Lemma 4.11, we
may add the cycle C′ = w1, u1, . . . , ud, w2, y to K′′ and obtain a graph that is still planar. Now
let us contract the edges vy and yz, referring to the resulting vertex as z. The vertices w1 and
w2 now each have three neighbors: {αp−1, z, u1}, and {αq+1, z, ud} respectively (unless d = 0
in which case u1 and ud are replaced by w2 and w1 respectively). Remove the edges zw1, zw2,
and unsubdivide the paths αp−1, w1, u1 and ud, w2, αq+1 (or the path αp−1, w1, w2, αq+1 if d = 0).
The resulting planar graph has cycle C′′ = α1, . . . , αp−1, u1, . . . , ud, αq+1, . . . , α`, βk, . . . , β1, all
of whose vertices are adjacent to z. Moreover, all vertices of C′′ have degree four, αi ∼ ai for
i = 1, . . . , p− 1, q+ 1, . . . , `, βi ∼ bi for i = 1, . . . , k, and ui ∼ vi for i = 1, . . . , d. In other words,
the resulting graph is K′, and it is planar by construction. Thus we have proven that K′ ∈ P .
Case 2: v occurs only among b.
In this case K∗ falls into Case 1, and thus we can write K∗ = (I⊗r ⊗ Sm,d ⊗ I⊗t) ◦ K′, for
some K′ ∈ P and |V(K′)| = |V(K)| − 1. Taking ∗ of both sides, we obtain K = K′∗ ◦ (I⊗r ⊗
Sm,d ⊗ I⊗t)∗, i.e., we have proven that (16) holds in this case. Moreover, we have that K′∗ ∈ P
by Lemma 5.14.
Case 3: a1 = b1 = v.
In this case v occurs in both a and b, so we cannot merely multiply by some K′ as such a
multiplication cannot result in v occuring in both the input and output vectors. However, we
can accommodate this with only a slight modification. First we must handle an exceptional
subcase.
Suppose that a` = bk = v, but that not every entry of both a and b is equal to v. Then there
is either an i ∈ [`] such that ai 6= v or an j ∈ [k] such that bj 6= v. In the first case, we can
apply Lemma 6.4 on (a1, . . . , a`, bk, . . . , b1) to obtain that there must be some vertex u ∈ V(K)
that occurs consecutively in (a1, . . . , a`, bk, . . . , b1) and only occurs among a. Thus we are back
to Case 1. Similarly, if there is bj 6= v then we can use Case 2.
Now we may assume that there are m ∈ [`] and r ∈ [k] such that the entries of a and b equal
to v are precisely a1, . . . , am and b1, . . . , br respectively. Let t = `−m ≥ 0, and let v1, . . . , vd be
the neighbors of v in K. We will show that (18) holds for an appropriate K′. Let K′ be the graph
obtained from K by deleting v, and let a′ = (v1, . . . , vd, am+1, . . . , a`) and b′ = (br+1, . . . , bk).
Finally, define K′ = (K′, a′, b′). Denote the vertex of degree d in Sm,dL by v and its neighbors by
v1, . . . , vd, and let the single vertex of M1,r be denoted w. The underlying graph of M1,r ⊗ K′
is just K′ plus the isolated vertex w, and its input and output vectors are (wr, br+1, . . . , bk)
and (w, v1, . . . , vd, am+1, . . . , a`) respectively. The underlying graph of S
m,d
L ⊗ I⊗t is Sd plus t
isolated vertices u1, . . . , ut, and its input and output vectors are (v, v1, . . . , vd, u1, . . . , ut) and
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(vm, u1, . . . , ut) respectively. Thus the multiplication (Sm,dL ⊗ I⊗t) ◦ (M1,r ⊗ K′) identifies w
with v (let us call the resulting vertex v), identifies vi from Sd with vi from K′, and identifies
the isolated vertex ui with am+i (we will call the resulting vertex am+i). Thus the vertices of this
product coming from K′ have the same neighborhoods as they did in K′, with the exception
of v1, . . . , vd which have all gained v as a neighbor. In other words, the underlying graph of
this product is precisely K. Moreover, the input and output vectors are (vr, br+1, . . . , bk) =
(b1, . . . , bk) and (vm, am+1. . . . , a`) = (a1, . . . , a`). Thus we have proven (18).
To prove that K′ ∈ P , we will reduce to Case 1 above. Consider Kˆ = K ◦ (Mr,0 ⊗ I⊗k−r) ∈
P . This multiplication simply removes the occurences of v from the input vector, and thus Kˆ
falls into Case 1. Moreover, the Kˆ′ constructed for Kˆ in Case 1 is precisely the K′ constructed
here for K. It follows that K′ ∈ P .
Case 4: ak = b` = v.
This case is symmetric to Case 3, it is simply the mirror image.
The `+ k = 0 case.
In this case there is no enveloping cycle. However, we can simply choose any vertex v
of K, letting v1, . . . , vd be its neighbors. Let K′ be the graph obtained from K by deleting v,
and let K′ = (K′, (v1, . . . , vd),∅). It is easy to see that K = S0,d ◦ K′, i.e., that (14) holds. To
show that K′ ∈ P , fix a planar embedding of K. Assuming the neighbors of v appear in cyclic
order v1, . . . , vd, apply Lemma 4.11 to v subdividing vvi with a vertex αi and creating a cycle
C = α1, . . . , αd. This graph is planar and it is easy to see that it is precisely K′, where v is the
vertex adjacent to every vertex of the enveloping cycle C.
Now we are able to prove the main results of this section:
Theorem 6.7. P = 〈M1,0, M1,2, A〉◦,⊗,∗.
Proof. We have already shown that 〈M1,0, M1,2, A〉◦,⊗,∗ ⊆ P in Lemma 6.1, so we will prove
the reverse containment. We proceed by induction on the number of vertices of the underlying
graph of K.
If K = (K, a, b) where |V(K)| = 1, then K = (K, (v`), (vk)) where v is the lone vertex of K.
Thus K = M`,k or K = M˚`,k for some `, k ≥ 0 depending on whether v has a loop or not. In
either case, K ∈ 〈M1,0, M1,2, A〉◦,⊗,∗ by Lemma 3.18 and Lemma 3.19.
Now suppose that K = (K, a, b) ∈ P where |V(K)| ≥ 2. By Lemma 6.6, one of Equa-
tions (14)–(21) hold for some K′ = (K′, a′, b′) ∈ P with |V(K′)| = |V(K)| − 1. Let us suppose
that (14) holds. By induction, we have that K′ ∈ 〈M1,0, M1,2, A〉◦,⊗,∗, and by Lemma 3.18 and
Lemma 5.18, we have that I, Sm,d ∈ 〈M1,0, M1,2, A〉◦,⊗,∗. It thus follows by definition that
K = (I⊗r ⊗ Sm,d ⊗ I⊗t) ◦K′ ∈ 〈M1,0, M1,2, A〉◦,⊗,∗.
The proofs of the cases where (15)–(21) hold are similar.
We can now prove our characterization of the intertwiners of the quantum automorphism
group of a graph:
Theorem 6.8. For any graph G, we have that CGq = CGP .
Proof. This follows immediately from the definition of CGP , and Theorem 3.25 and Theorem 6.7.
Remark 6.9. We remark that the above is equivalent to CGq (`, k) = CGP (`, k) for all `, k ≥ 0.
The above two results are the culmination of the work presented in this article up to this
point. Theorem 6.8 gives our advertised combinatorial characetrization of the intertwiners
of the quantum automorphism group of a graph: they are the (span of the) homomorphism
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αp−1
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αq+1
(a) The vertex v and its neighbors in K◦.
v2
v1
v3
K ′
αp−1
v
αq+1
(b) Contract edges vαi for i = p, . . . , q, and edges
αjαj+1 for j = p, . . . , q− 1, to form new vertex v.
v2
v1
v3
K ′
αp−1
v
αq+1
u1
u2
u3
w1
w2
(c) Subdivide edges incident to v and add
cycle through new vertices.
v2
v1
v3
K ′
αp−1
αq+1
u1
u2
u3
w1
w2
(d) Remove vertex v and edge w1w2.
v2
v1
v3
K ′
αp−1
αq+1
u1
u2
u3
(e) Unsubdivide αp−1, w1, u1 and u3, w2, αq+1 to obtain K′◦.
Figure 8: Illustration of the fact that K′ ∈ P , from the proof of Lemma 6.6.
matrices of planar bi-labeled graphs. Thus we are able to describe CGq on the level of spanning
sets for the vector spaces CGq (`, k), as opposed to in terms of a generating set for the tensor
category as given by Chassaniol’s result (see Theorem 2.17). This is analogous to the difference
between describing the intertwiners of S+n as being generated by M1,0 and M1,2, and describing
them as the span of the maps associated to the non-crossing partitions.
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6.1 Further results
In this section we prove a few more results about P and CGq that we will need later on.
Lemma 6.10. For `+ k ≤ 2 we have that P(`, k) is closed under Schur product.
Proof. This follows immediately from Lemma 3.16, the fact that M`,k ∈ P for all `, k ≥ 0, and
the fact that P is closed under composition, tensor products, and transposition.
Combining Lemma 6.10 and Theorem 6.8 shows that CGq (`, k) is closed under entrywise
product for `+ k ≤ 2. However, this was already known [23].
The next lemma shows that CGq (1, 0) is spanned by the G-homomorphism matrices of con-
nected bi-labeled graphs in P(1, 0). We will use hom(K, G) to denote the number of homomor-
phisms from K to G. Moreover, we will use hom((K, a1, . . . , a`), (G, u1, . . . , u`)) to denoted the
number of homomorphisms ϕ from K to G such that ϕ(ai) = ui for all i.
Lemma 6.11. For any graph G,
CGq (1, 0) = span
{
TK→G : K = (K, (a),∅) ∈ P(1, 0), K connected
}
.
Proof. Suppose that K = (K, (a),∅) ∈ P(1, 0) such that K is not connected. Let K′ be the
connected component containing a and let K′′ be the graph obtained from K by removing K′.
Also let K′ = (K′, (a),∅). It is straightforward to see that
(TK→G) = hom(K′′, G)TK
′→G.
Corollary 6.12. Let G be a graph. Vertices u, v ∈ V(G) are in the same orbit of Qut(G) if and only if
hom((K, a), (G, u)) = hom((K, a), (G, v))
for all connected planar graphs K and a ∈ V(K).
Proof. Recall from Remark 2.14 that u and v are in the same orbit of Qut(G) if and only if
Tu = Tv for all T ∈ CGq (1, 0). By Lemma 6.11, this means that u and v are in the same orbit
of Qut(G) if and only if hom((K, a), (G, u)) = hom((K, a), (G, v)) for all (K, (a),∅) ∈ P(1, 0)
such that K is connected. Recalling from Remark 5.6 that (K, (a),∅) ∈ P(1, 0) if and only if K
is planar yields the corollary statement.
In Definition 6.2 we saw how to associate a partition to any bi-labeled graph. Now we will
see how to associate a bi-labeled graph to any partition.
Definition 6.13. LetP = {P1, . . . , Pm} be a partition of [n] (allowing empty parts), and suppose
`, k ≥ 0 are integers such that `+ k = n. Define cP = (c1, . . . , cn) to be the tuple such that ci = j
where i ∈ Pj. We further define the bi-labeled graph K`,kP = (K, a, b) ∈ G(`, k) where K is the
edgeless graph on vertex set [m] and (a1, . . . , a`, bk . . . , b1) = (c1, . . . , cn).
Remark 6.14. It is straightforward to see that PcP = P and PK`,kP
= P for any partition P. Also
note that (K`,kP )
◦ and (K`,kP )
 do not depend on `, k.
In Lemma 6.3, we showed that the partition associated to a bi-labeled graph in P is non-
crossing. Here we will show somewhat of a converse:
Lemma 6.15. Let P = {P1, . . . , Pm} be a partition of [n] (allowing empty parts), and suppose `, k ≥ 0
are integers such that `+ k = n. Then P is non-crossing if and only if K`,kP ∈ P .
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Proof. For notational simplicity let K = (K, a, b) = K`,kP . Recall that K is the edgeless graph
on m vertices. If we have K ∈ P , then P is non-crossing by Remark 6.14 and Lemma 6.3.
Conversely, suppose that P is non-crossing and let c = cP ∈ [m]n. We proceed by induction on
m.
If m = 1, then K = (K, (v`), (vk)) where v is the only vertex of K. Thus K = M`,k ∈ P .
Now suppose that m ≥ 2. Since P is non-crossing, by Corollary 6.5 we have that there is an
v ∈ [m] that occurs consecutively in c = (a1, . . . , a`, bk, . . . , ba). Consider K◦ with enveloping
cycle C = α1, . . . , α`, βk, . . . , β1, and let (γ1, . . . ,γn) = (α1, . . . , α`, βk, . . . , β1). The neighbors of
v on the enveloping cycle are γi,γi+1, . . . ,γi+r−1 for r = |Pv|. After deleting v, its neighbors on
the enveloping cycle have degree two, thus let K′ be the graph obtained from K◦ by deleting
v and unsubdividing the path γi−1,γi, . . . ,γi+r. It is not difficult to see that K′ is equal to
H◦ where H = K`
′,k′
P′ and P
′ is the partition of [n] \ Pv obtained from P by removing Pv. It
is straightforward to see that removing a part of a non-crossing partition cannot result in a
partition that is not non-crossing. Thus by induction we have that H ∈ P . Consider the
planar embedding of H◦ such that its enveloping cycle is bounding the outer face. Recall
from the construction of K′ that γi−1 and γi+r are adjacent in the enveloping cycle of H◦. We
can subdivide the edge between γi−1 and γi+r with vertices γi, . . . ,γi+r−1, adding these to our
embedding. The vertices γi, . . . ,γi+r−1 will thus all be incident to two common faces: the outer
and another face we will call F. By Lemma 4.10, we have that we can embed the new vertex v
in F and connect it to γi, . . . ,γi+r−1 while remaining planar. Thus we have constructed a planar
embedding of K◦ in which its enveloping cycle is bounding the outer face and so K ∈ P .
7 Characterization of Quantum Isomorphism
In this section we will use the characterization of CGq from Theorem 6.8 to prove that two graphs
are quantum isomorphic if and only if they admit the same number of homomorphisms from
any planar graph. We being by giving a name to the latter condition:
Definition 7.1. We say that two graphs G and H are planar isomorphic, denoted G ∼=P H, if
hom(K, G) = hom(K, H) for all planar graphs K.
In general, if F is a family of graphs, we will say that G and H are F -isomorphic, denoted
G ∼=F H, if hom(K, G) ∼= hom(K, H) for all K ∈ F . We remark that there are some well-
known relations on graphs that can be phrased in this manner. For example, graphs G and H
are cospectral (i.e., their adjacency matrices have the same multiset of eigenvalues) if and only
if G ∼=F H for F being the class of all cycles [34]. As mentioned in the abstract, Lova´sz [21]
showed that isomorphism is equivalent to F -isomorphism for F being the class of all graphs.
Also Dell, Grohe, and Rattan [15] proved that for F being the class of graphs of treewidth at
most k, the relation G ∼=F H is equivalent to the graphs G and H not being distinguished by
the k-dimensional Weisfeiler-Leman algorithm.
In the process of proving that quantum isomorphism and planar isomorphism are equiva-
lent, we will show that both of these are equivalent to a third relation based on the intertwiner
spaces of the quantum automorphism groups of two graphs:
Definition 7.2. Given graphs G and H, we define a weak isomorphism of CGq and CHq to be a
bijection Φ : CGq → GHq such that
1. for all `, k ≥ 0, the restriction of Φ to CGq (`, k) is a bijective linear map to CHq (`, k);
2. if T, T′ ∈ CGq , then Φ(T ⊗ T′) = Φ(T)⊗Φ(T′);
3. if T ∈ Cq(`, k) and T′ ∈ CGq (k, m), then Φ(TT′) = Φ(T)Φ(T′);
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4. if T ∈ CGq , then Φ(T∗) = Φ(T)∗;
5. Φ(M1,2) = M1,2 and Φ(M1,0) = M1,0.9
Remark 7.3. Our definition of weak isomorphism of CGq and CHq above seems to be closely
related to the monoidal equivalence of Qut(G) and Qut(H) considered in [12]. However, the
approach taken, and language used, in that work is of a much more category theoretic flavor
than ours.
The main result of this section will be that the following three statements are equivalent:
(1) Graphs G and H are quantum isomorphic.
(2) There exists a weak isomorphism Φ : CGq → CHq such that Φ(AG) = AH.
(3) Graphs G and H are planar isomorphic.
Note the importance of the condition Φ(AG) = AH. Indeed, for any graph G there is a
weak isomorphism between CGq and CGq (as they are equal), but G and G are not typically
quantum isomorphic.
The proof of the equivalence of these statements will follow the structure (1) ⇒ (2) ⇒
(3)⇒ (1), each implication receiving its own subsection.
7.1 Quantum isomorphism implies weak isomorphism
Recall from Theorem 2.22 that graphs G and H are quantum isomorphic if and only if there
exists a magic unitary U such that UAG = AHU . We will use this magic unitary to construct
the weak isomorphism from CGq to CHq . The proof will make use of the tensor powers U⊗`
of U . Recall that this is a V(H)` × V(G)` operator-valued matrix whose i1 . . . i`, j1 . . . j`-entry
is ui1 j1 . . . ui` j` . We will use the fact that this matrix is unitary in the sense that (U⊗`)∗U⊗` =
U⊗`(U⊗`)∗ = I⊗` ⊗ 1, where I is the usual n × n identity (for n = |V(G)| = |V(G)|) and 1
is the identity in the C∗-algebra where the entries of U live. In the following proof we will
make extensive use of this unitarity and the operations on operator-valued matrices discussed
in Section 1.2.
Lemma 7.4. Let G and H be graphs. If G ∼=qc H then there exists a weak isomorphism Φ : CGq → CHq
such that Φ(AG) = AH.
Proof. By assumption there exists a magic unitary U such that UAG = AHU . We will show that
the map Φ : CGq → CHq given by U⊗`T = Φ(T)U⊗k for T ∈ CGq (`, k) for all `, k ≥ 0 is a weak
isomorphism.
First we must show that this is well-defined, i.e., that TU⊗k = T′U⊗k implies that T = T′.
As U⊗k is unitary, we have that TU⊗k = T′U⊗k implies that T(I⊗k ⊗ 1) = TU⊗k(U⊗k)∗ =
T′U⊗k(U⊗k)∗ = T′(I⊗k ⊗ 1). Of course the entries of T(I⊗k ⊗ 1) are just the entries of T times
1, and similarly for T′(I⊗k ⊗ 1). Thus we have that T = T′ as desired.
We still need to show that Φ is defined on every element of CGq , since not every n` × nk
matrix T satisfies U⊗`T = T′U⊗k for some matrix T′. By assumption we have that UAG =
AHU , and it follows from the properties of magic unitaries that UM1,0 = M1,0U⊗0 and UM1,2 =
M1,2U⊗2. Since CGq = 〈M1,0, M1,2, AG〉+,◦,⊗,∗, to show that Φ is defined everywhere on CGq , it
suffices to show that Φ commutes with the necessary operations.
9Here we should specify that the M1,2 and M1,0 appearing in the argument of Φ are those living in CGq whereas
the M1,2 and M1,0 on the righthand sides are those living in CHq . However we will see that the existence of a weak
isomorphism implies that |V(G)| = |V(H)| and thus these maps can be identified with each other.
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Suppose that U⊗`Ti = T′iU⊗k and αi ∈ C for i = 1, . . . , m. Then it is straightforward to see
that
U⊗`
(
m
∑
i=1
αiTi
)
=
(
m
∑
i=1
αiT′i
)
U⊗k.
Next suppose that T1, T′1 ∈ Cn(`, k), T2, T′2 ∈ Cn(k, m), and U⊗`T1 = T′1U⊗k and U⊗kT2 =
T′2U⊗m. Then U⊗`(T1T2) = T′1U⊗kT2 = (T′1T′2)U⊗m. Thus Φ commutes with matrix multiplica-
tion.
Suppose that T1, T′1 ∈ Cn(`, k), T2, T′2 ∈ Cn(r, s), and U⊗`T1 = T′1U⊗k and U⊗rT2 = T′2U⊗s.
Then
U⊗(`+r)(T1⊗T2) = (U⊗`⊗U⊗r)(T1⊗T2) = (U⊗`T1)⊗ (U⊗rT2) = (T′1U⊗k)⊗ (T′2U⊗s) = (T′1⊗T′2)U⊗(k+s).
Finally, suppose that T, T′ ∈ C(`, k) and U⊗`T = T′U⊗k. Then
U⊗kT∗ = U⊗k[T∗(U⊗`)∗]U⊗` = U⊗k[U⊗`T]∗U⊗` = U⊗k[T′U⊗k]∗U⊗` = U⊗k(U⊗k)∗T′∗U⊗` = T′∗U⊗`.
Thus we have shown that Φ commutes with all necessary operations which, along with the
fact that Φ is defined on M1,0, M1,2, and AG, implies that Φ is defined everywhere on CGq . Since
CHq = 〈M1,0, M1,2, AH〉+,◦,⊗,∗ and we have already seen that M1,0, M1,2,and AH are in the image
ofΦ, it follows thatΦ is surjective. The injectivity ofΦ follows from the unitarity of U⊗` via an
argument identical to the one showing that Φ is well-defined. This is the last of the properties
required of a weak isomorphism and thus we have completed the proof.
7.2 Weak isomorphism implies planar isomorphism
In order to prove that the existence of a weak isomorphism Φ : CGq → CHq such that Φ(AG) =
AH implies that G and H are planar isomorphic, we will need to prove two things: that any
such weak isomorphism maps TK→G to TK→H for any K ∈ P , and that any such Φ is sum-
preserving. We begin with the former:
Lemma 7.5. Let G and H be graphs which admit a weak isomorphism Φ : CGq → CHq such that
Φ(AG) = AH. Then Φ(TK→G) = TK→H for all K ∈ P .
Proof. Since Φ(M1,0) = M1,0, Φ(M1,2) = M1,2, and Φ(AG) = AH, we have that Φ(TK→G) =
TK→H for K = M1,0, M1,2, A. Since by Theorem 6.7 P = 〈M1,0, M1,2, A〉◦,⊗,∗, any K ∈ P can
be written as an expression in M1,0, M1,2, and A using the operations of composition, tensor
product, and transposition. Let op(K) denote the minimum number of such operations re-
quired to express K. We will induct on op(K). Our bases cases are M1,0, M1,2, and A where
op(K) = 0 and which we have already dealt with above. Now suppose that op(K) > 0. Con-
sider an expression for K using op(K) operations and consider the last operation performed
which is one of composition, tensor product, or transposition. If the last operation was com-
position, then K = K′ ◦K′′ where op(K′), op(K′′) < op(K). Thus by induction we have that
Φ(TK
′→G) = TK′→H and Φ(TK′′→G) = TK′′→H. By Lemma 3.21 and the fact that Φ commutes
with composition, we have that
Φ(TK→G) = Φ(TK
′◦K′′→G) = Φ(TK
′→GTK
′′→G) = Φ(TK
′→G)Φ(TK
′′→G)
= TK
′→HTK
′′→H = TK
′◦K′′→H = TK→H.
The cases where the last operation used to express K were tensor product or transposition are
essentially identical. Thus by induction we have proven the lemma.
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Next we will need to show that a weak isomorphismΦ : CGq → CHq is sum-preserving, mean-
ing that the sum of the entries of T and of Φ(T) are the same. We denote the sum of the entries
of a matrix T as sum(T). First we prove the following lemma, where we temporarily revert to
using the notation U for the unit map instead of M1,0 to avoid too many superscripts.
Lemma 7.6. Let n ≥ 1 and `, k ≥ 0 be integers, and let U : C→ Cn be the unit map. If T ∈ Cn(`, k),
then (U⊗`)∗TU⊗k is the 1× 1 matrix with entry sum(T).
Proof. As U(1) = ∑ni=1 ei, the matrix representation of U is the n × 1 all ones matrix. Thus
U⊗k is the nk × 1 all ones matrix and (U⊗`)∗ is the 1 × n` all ones matrix. Simple matrix
multiplication shows that (U⊗`)∗TU⊗k is then the 1× 1 matrix whose only entry is sum(T).
Lemma 7.7. Let Φ : CGq → CHq be a weak isomorphism. Then Φ(I⊗r) = I⊗r for all integer r ≥ 0.
Furthermore, |V(G)| = |V(H)|.
Proof. By definition, we have thatΦ(M1,2) = M1,2 andΦ(M2,1) = Φ((M1,2)∗) = Φ((M1,2))∗ =
(M1,2)∗ = M2,1. Since M1,2M2,1 = I, it follows that
Φ(I) = Φ(M1,2M2,1) = Φ(M1,2)Φ(M2,1) = M1,2M2,1 = I.
From this and the fact that Φ commutes with tensor product, we have that Φ(I⊗r) = I⊗r for
all r ≥ 1. For r = 0, we will use the fact that the unit map U ∈ CGq satisfies U∗U = |V(G)|I⊗0
and similarly for the unit map of CHq . But here is the one place where we must be careful
to distinguish these two unit maps. So we use UG, IG ∈ CGq and UH, IH ∈ CHq to denote the
respective unit and identity maps. Letting n = |V(G)| and n′ = |V(H)|, we have that
nΦ(I⊗0G ) = Φ(nI
⊗0
G ) = Φ(U
∗
GUG) = Φ(UG)
∗Φ(UG) = U∗HUH = n
′ I⊗0H .
Thus Φ(I⊗0G ) =
n′
n I
⊗0
H . However, we then have that
Φ(I⊗0G ) = Φ(I
⊗0
G I
⊗0
G ) = Φ(I
⊗0
G )Φ(I
⊗0
G ) =
n′2
n2
I⊗0H .
It follows that n
′
n = 1 and so Φ(I
⊗0
G ) = I
⊗0
H and |V(G)| = |V(H)| as desired.
We remark that the above implies that the restriction of Φ to CGq (0, 0) is the identity map.
Lemma 7.8. Suppose that Φ : CGq → CHq is a weak isomorphism. Then sum(Φ(T)) = sum(T) for all
T ∈ CGq .
Proof. Let T ∈ CGq (`, k) for some `, k. By Lemma 7.7, Φ(I⊗r) = I⊗r for all r ∈ N where I is the
n× n identity and n = |V(G)| = |V(H)|. In particular, Φ(I⊗0) = I⊗0. Let m = sum(T) and
m′ = sum(Φ(T)). Then, by Lemma 7.6 we have that
Φ(mI⊗0) = Φ((U⊗`)∗TU⊗k) = (U⊗`)∗Φ(T)U⊗k = m′ I⊗0.
As Φ is linear, this implies that m = m′.
Note that if K = (K, a, b) ∈ G(k, `), then sum(TK→G) = hom(K, G). From this observation
we obtain the second implication required for our main result:
Lemma 7.9. Let G and H be graphs. If there is a weak isomorphismΦ : CGq → CHq such thatΦ(AG) =
AH, then G ∼=P H.
Proof. Let K be a planar graph. Then K = (K,∅,∅) ∈ P(0, 0). Let T = TK→G and T′ = TK→H.
By Theorem 6.8, we have that T ∈ CGq and T′ ∈ CHq . By Lemma 7.5 we have that Φ(T) = T′,
and by Lemma 7.8 we have that hom(K, G) = sum(T) = sum(T′) = hom(K, H).
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7.3 Planar isomorphism implies quantum isomorphism
The proof that planar isomorphism implies quantum isomorphism requires the most work
of the three implications comprising our main result. To prove it we will need several lem-
mas that establish some properties of planar isomorphism. We first simply remark that if
G and H are planar isomorphic, then they must have the same number of vertices since
|V(G)| = hom(K1, G) = hom(K1, H) = |V(H)|. Only slightly more work is required to prove
that it suffices to check homomorphisms from connected planar graphs to determine planar
isomorphism:
Lemma 7.10. Graphs G and H are planar isomorphic if and only if
hom(K, G) = hom(K, H) for all connected planar graphs K.
Proof. The forward direction is obvious. Suppose that hom(K, G) = hom(K, H) for all con-
nected planar graphs K. Let K′ be an arbitrary planar graph with connected components
K1, . . . , Km. Then we have that hom(Ki, G) = hom(Ki, H) for all i = 1, . . . , m and it is easy
to see that hom(K′, G) = ∏mi=1 hom(Ki, G) and similarly for H. Thus
hom(K′, G) =
m
∏
i=1
hom(Ki, G) =
m
∏
i=1
hom(Ki, G) = hom(K′, H).
Of course the same proof works to show that G ∼=F H is determined by the connected
graphs in the family F . Next we show that both quantum and planar isomorphism preserve
the number of connected components.
Lemma 7.11. If G ∼=P H then G and H have the same number of connected components. The same is
true for G ∼=qc H.
Proof. In [15], they showed that graphs G and H are not distinguished by the 2-dimensional
Weisfeiler-Leman algorithm if and only if hom(K, G) = hom(K, H) for all graphs K with
treewidth at most 2. The graphs with treewidth at most 2 are exactly those not having K4
as a minor. Thus any such graph is planar. Therefore if G ∼=P H, then G and H are not
distinguished by 2-dimensional Weisfeiler-Leman. Similarly, it was shown in [23] that quan-
tum isomorphic graphs are not distinguished by 2-dimensional Weisfeiler-Leman. Finally, it
is well-known that if G and H are not distinguished by 2-dimensional Weisfeiler-Leman, then
they have the same number of connected components.
The next lemma shows that graphs are planar isomorphic if and only if their (full) comple-
ments are. Recall from Remark 2.21 that the same holds for quantum isomorphic graphs.
Lemma 7.12. For graphs G and H, we have that G ∼=P H if and only if G ∼=P H if and only if
G ∼=P H.
Proof. We prove the first equivalence first. Suppose that G ∼=P H and let K be a planar graph.
If K is empty then it is clear that hom(K, G) = hom(K, H) since both numbers are equal to
n|V(K)| where n = |V(G)| = |V(H)|. Otherwise let e ∈ E(K) be an edge between vertices
u and v. Consider the homomorphisms from K \ e to an arbitrary graph X. Partition these
homomorphisms as follows:
S1 = {ϕ : K \ e→ X | ϕ(u) = ϕ(v) and this vertex has a loop};
S2 = {ϕ : K \ e→ X | ϕ(u) = ϕ(v) and this vertex does not have a loop};
S3 = {ϕ : K \ e→ X | ϕ(u) ∼ ϕ(v) & ϕ(u) 6= ϕ(v)};
S4 = {ϕ : K \ e→ X | ϕ(u) & ϕ(v) are distinct non-adjacent vertices}.
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Let K′ be the graph obtained from K/e by adding a loop to the vertex u and v become after
contracting e. Then we have that
hom(K, X) = |S1|+ |S3|,
hom(K/e) = |S1|+ |S2|,
hom(K′, X) = |S1|.
Since hom(K \ e, X) = |S1|+ |S2|+ |S3|+ |S4|, it follows that
|S1|+ |S4| = hom(K \ e, X)− hom(K, X)− hom(K/e, X) + 2 hom(K′, X). (22)
Now |S1|+ |S4| is the number of functions ψ : V(K) → V(X) that preserve adjacency for all
edges of K except e and that maps u and v either to the same vertex which has a loop or to
two distinct non-adjacent vertices. In other words, it counts ψ : V(K) → V(X) that act as a
homomorphism from K to X on E(K) \ {e} an as a homomorphism from K to X on e. Since all
of K, K \ e, K/e, and K′ are planar, it follows from Equation (22) that |S1|+ |S4| is determined
by the number of homomorphisms from planar graphs to X. By recursively applying this
argument to the remaining edges in E(K), it follows that the number of homomorphisms from
K to X is determined by the number of homomorphisms from planar graphs to X. Thus if
G ∼=P H, then G ∼=P H, and the converse holds since taking complements is an involution.
The second equivalence is proven similarly using the fact that |S2|+ |S4| = hom(K \ e, X)−
hom(K, X).
Remark 7.13. The above proof works for ∼=F for any class of graphs F closed under minors
and adding loops. The equivalence of G ∼=F H and G ∼=F H holds for any minor-closed
class F (even if it is not closed under adding loops), as does the equivalence of G ∼=F H and
G ∼=F H if restricted to loopless graphs G and H.
Since at least one of a graph or its complement is connected, Lemma 7.11 and Lemma 7.12
allow us to reduce the proof of the equivalence of G ∼=qc H with G ∼=P H to the case where
both G and H are connected.
Lemma 7.14. Let G and H be graphs such that G ∼=P H, and suppose Ki = (Ki, (ai),∅) ∈ P(1, 0)
for i = 1, . . . , r. Let Ti = TKi→G and T′i = T
Ki→H. If T = ∑ri=1 αiTi and T′ = ∑
r
i=1 αiT
′
i for some
αi ∈ C, then T and T′ have the same multiset of entries.
Proof. As each Ki is planar, we have that sum(Ti) = hom(Ki, G) = hom(Ki, H) = sum(T′i ),
and thus sum(T) = sum(T′). Now consider kth schur powers T•k and T′•k. Letting Ti1 ...ik =
Ti1 • . . . • Tik , we have that
T•k =
r
∑
i1,...,ik=1
(
k
∏
t=1
αit
)
Ti1...ik ,
and similarly for T′•k. Let Ki1...ik = Ki1 • . . . • Kik and let Ki1 ...ik be the underlying graph of
this bi-labeled graph. By Lemma 6.10 we have that Ki1 ...ik ∈ P(1, 0) and thus Ki1...ik is planar.
We also have that Ti1 ...ik = T
Ki1...ik→G and T′i1 ...ik = T
Ki1...ik→H. Since Ki1 ...ik is planar, we have
that sum(Ti1 ...ik) = hom(Ki1 ...ik , G) = hom(Ki1 ...ik , H) = sum(T
′
i1 ...ik
) and thus sum(T•k) =
sum(T′•k). If x1, . . . , x|V(G)| and y1, . . . , y|V(H)| are the entries of T and T′ respectively, then the
latter equation is equivalent to
|V(G)|
∑
i=1
xki =
|V(H)|
∑
i=1
yki .
By Newton’s relations this implies that T and T′ must have the same multiset of nonzero entries.
But since G ∼=P H, we have that |V(G)| = |V(H)| and thus T and T′ must also have the same
number of zero entries.
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The last lemma we will need shows that there is a correspondence between the orbits of
the quantum automorphism groups of planar isomorphic graphs.
Lemma 7.15. Let G and H be graphs such that G ∼=P H. Suppose that T1, . . . , Tr ∈ CGq (1, 0) are the
characteristic vectors of the orbits of Qut(G) and that Ti = ∑
mi
`=1 αi,`T
Ki,`→G for some Ki,` ∈ P(1, 0)
for ` ∈ [mi], for all i ∈ [r]. Then T′i = ∑mi`=1 αi,`TKi,`→H ∈ CHq (1, 0) for i = 1, . . . , r are the
characteristic vectors of the orbits of Qut(H).
Proof. By Lemma 7.14, we have that Ti and T′i have the same multiset of entries. By definition,
Ti is a 01-vector and thus T′i is a 01-vector with the same number of 1’s as Ti. We will first show
that T′i • T′j = δijT′i . For i = j this holds since T′i is a 01-vector. We have that
Ti • Tj =∑
`,k
αi,`αj,kTKi,`•Kj,k→G
T′i • T′j =∑
`,k
αi,`αj,kTKi,`•Kj,k→H.
Since Ki,` •Kj,k ∈ P(1, 0) by Lemma 6.10, we have that T′i • T′j has the same multiset of entries
as Ti • Tj by Lemma 7.14. For i 6= j, this implies that T′i • T′j is the zero vector. Thus we have
shown that T′i • T′j = δijT′i . Furthermore, ∑i T′i must have the same multiset of entries as ∑i Ti
which is the all ones vector, and thus the former must also be the all ones vector.
By Lemma 2.11, CHq (1, 0) is the span of the characteristic vectors of the orbits of Qut(H).
Thus the above implies that each T′i is the sum of one or more characteristic vectors of orbits
of Qut(H). Moreover, each characteristic vector of the orbits of Qut(H) appears in exactly one
of these sums (since ∑i T′i is the all ones vector). It follows that Qut(H) has at least as many
orbits as Qut(G), but by symmetry they must then have the same number of orbits. It follows
that the T′i are the characteristic vectors of the orbits of Qut(H), and we are done.
We now prove the main result of this section.
Theorem 7.16. Let G and H be graphs. Then the following are equivalent:
1. G ∼=qc H, i.e., there is a perfect quantum strategy for the (G, H)-isomorphism game;
2. there exists a weak isomorphism Φ : CGq → CHq such that Φ(AG) = AH;
3. G ∼=P H, i.e., G and H admit the same number of homomorphisms from any planar graph.
Proof. Lemma 7.4 and Lemma 7.9 have already shown that (1)⇒ (2)⇒ (3), so it only remains
to prove that (3) implies (1). By Lemma 7.11, Lemma 7.12, and the fact that either a graph or
its complement is connected, we may assume that both G and H are connected. Suppose that
R = ∑m`=1 α`T
K`→G ∈ CGq (1, 0) is the characteristic vector of an orbit of Qut(G). By Lemma 6.11,
we may assume that K` = (K`, (a`),∅) where K` is connected for all `. By Lemma 7.15, we
have that R′ = ∑m`=1 α`TK`→H ∈ CHq (1, 0) is the characteristic vector of an orbit of Qut(H).
Suppose that u ∈ V(G) and u′ ∈ V(H) are such that Ru = 1 = R′u′ , i.e., u is in the orbit of
Qut(G) whose characteristic vector is R and u′ is in the orbit of Qut(H) whose characteristic
vector is R′. Let X = G ∪ H be the disjoint union of G and H. We will show that
hom((K, a), (X, u)) = hom((K, a), (X, u′))
for all connected planar graphs K and a ∈ V(K), which will prove that u and u′ are in the same
orbit of Qut(X) by Corollary 6.12.
Let K be a connected planar graph, a ∈ V(K), and K = (K, (a),∅) ∈ P(1, 0). Define
T = TK→G and T′ = TK→H. Note that since K is connected, if ϕ is a homomorphism from K to
X such that ϕ(a) = u, then the image of ϕ is completely contained in V(G). Similarly, if ϕ(a) =
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u′, then its image is completely contained in V(H). Thus we have that hom((K, a), (X, u)) =
hom((K, a), (G, u)) = Tu and hom((K, a), (X, u′)) = hom((K, a), (H, u′)) = T′u′ . To determine
Tu and T′u′ we consider
R • T =
m
∑
`=1
α`TK`•K→G
R′ • T′ =
m
∑
`=1
α`TK`•K→H
Note that since T ∈ CGq (1, 0), it is constant on the orbits of Qut(G), and similarly for T′. Thus
R • T = αR and R′ • T′ = α′R′ where α = Tu and α′ = T′u′By Lemma 6.10, we have that
K` •K ∈ P(1, 0) for all `, and thus we may apply Lemma 7.14 to conclude that both sum(R) =
sum(R′) and sum(αR) = sum(α′R′). Since sum(R) 6= 0, we have that α = α′, i.e., Tu = T′u′ .
This implies that hom((K, a), (X, u)) = hom((K, a), (X, u′)) for all connected planar graphs K
and a ∈ V(K), and thus u and u′ are in the same orbit of Qut(X). By Theorem 2.23 this implies
that G ∼=qc H and we are done.
It was shown in [3] that the problem of determining whether two given graphs G and H
are quantum isomorphic is undecidable, thus we have the following:
Corollary 7.17. The problem of determining whether for two input graphs G and H there exists a
planar graph K such that hom(K, G) 6= hom(K, H) is undecidable.
Given quantum isomorphic graphs G and H, and a planar graph K, if K has a homomor-
phism to G, then Theorem 7.16 tells us that K must have a homomorphism to H. However, it
does not tell us how we might construct the latter homomorphism from the former.
Question: Given graphs G and H, a quantum permutation matrix U such that UAG = AHU ,
and a homomorphism ϕ : K → G for a planar graph K, is there some (natural) way of con-
structing a homomorphism ϕ′ : K → H? If we are given all homomorphisms from K to G, can
we construct all (or even one) homomorphisms from K to H?
8 Applications, Consequences, and Further Directions
In this section we will introduce a new class of quantum groups inspired by our characteriza-
tion of CGq , and discuss some further implications of our main results.
8.1 Graph-theoretic quantum groups
In Section 5.1 we showed that CGP is a tensor category with duals for any graph G. By Woronow-
icz’ version of Tannaka-Krein duality given in Theorem 2.13, this already implies that CGP is
the space of intertwiners for some quantum group (and Theorem 6.8 shows that this quantum
group is Qut(G)). Showing that CGP is a tensor category with duals only required us to prove
that P is closed under the bi-labeled graph operations of composition, tensor product, and
transposition, and that it contains I and M2,0 (the bi-labeled graphs whose homomorphism
matrices are I and ξ). This inspires the following definition:
Definition 8.1. Let F ⊆ G be a family of bi-labeled graphs and let F (`, k) = F ∩ G(`, k). We
say that F is a graph category if the following hold:
• I, M2,0 ∈ F ;
• K ∈ F (`, k), K′ ∈ F (k, m)⇒ K ◦K′ ∈ F (`, m);
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• K, K′ ∈ F ⇒ K⊗K′ ∈ F ;
• K ∈ F ⇒ K∗ ∈ F .
For any graph category F and graph G, we define CGF (`, k) := span{TK→G : K ∈ F (`, k)}
and CGF := ∪∞`,k=0CGF (`, k). From the correspondence between homomorphism matrices and
bi-labeled graphs, we immediately have the following:
Theorem 8.2. Let F be a graph category and G a graph with n vertices. Then CGF is a tensor category
with duals. It follows that there exists a compact matrix quantum group Q ⊆ O+n such that CQ = CGF .
The above theorem inspires the definition of a new class of compact quantum groups:
We say that a compact matrix quantum group Q ⊆ O+n is a graph-theoretic quantum group if
CQ = CGF for some graph category F and graph G. This definition is in the spirit of the def-
inition of easy quantum groups (recall that these are the quantum groups whose intertwiner
spaces are spanned by maps indexed by partitions from a partition category). Note however
that a partition category gives rise to a quantum group for every positive integer n, e.g. the
non-crossing partitions and non-crossing pairings give rise to S+n and O+n , but a graph cate-
gory gives rise to a quantum group for every graph G, e.g. the graph category P gives rise to
Qut(G) for any G. This is one reason to expect that graph-theoretic quantum groups will be
a significantly richer and more diverse class of quantum groups than easy quantum groups.
The other reason is that we expect graph categories themselves to be more complex and nu-
merous than partition categories. In support of this expectation we will now explain how to
view partition categories and special cases of graph categories.
Partitions as bi-labeled graphs. Recall from Definition 6.2 that we can associate a partition
PK to any bi-labeled graph K = (K, a, b) ∈ G(`, k). For the purposes of that section, it was
notationally convenient forPK to be a partition of [`+ k]. Let us now considerPK as a partition
of the totally ordered set 1L < . . . < `L < kU < . . . < 1U . Thus iL, jL are in the same part of
PK if ai = aj (and similarly for iU , jU and bi, bj), and iL, jU are in the same part if ai = bj. Also
recall that PK has an empty part for each vertex of K not appearing in either a or b. Note that
changing the underlying set of the partition does not change the validity of any statements
such as Lemma 6.3, since we have merely renamed the set elements. However, the new names
do allow us to keep track of the values of ` and k, which is information that was loss before.
It is clear that the above is not a one-to-one correspondence between bi-labeled graphs from
G(`, k) and partitions from P(`, k), since there is no dependence on the edges of K. However,
if we restrict to edgeless bi-labeled graphs, then this correspondence is one-to-one. This is
straightforward to see, since the inverse of this correspondence is essentially the construction
given in Definition 6.13, though here we consider partitions of {1L, . . . , `L, 1U , . . . , kU} instead
of [` + k]. Thus a partition P = {P1, . . . , Pr} ∈ P(`, k) is mapped to an (edgeless) bi-labeled
graph K = (K, a, b) ∈ G(`, k) where V(K) = [r], ai = s such that iL ∈ Ps, and bj = t such
that jU ∈ Pt. Not only is this correspondence a bijection, it is routine to check that it commutes
with the operations of composition, tensor product, and transposition of bi-labeled graphs and
partitions respectively, i.e., that PK ◦ PK′ = PK◦K′ , PK ⊗ PK′ = PK⊗K′ , and P∗K = PK∗ . Fur-
thermore, the partitions {{1L, 1U}} and {{1L, 2L}} correspond to the bi-labeled graphs I and
M2,0. Thus any partition category is isomorphic to a graph category containing only edgeless
bi-labeled graphs, and vice versa.
Now consider an edgeless bi-labeled graph K = (K, a, b) ∈ G(`, k), and let G be any graph
on n vertices. Then, letting r be the number of vertices of K not appearing in a or b,
(TK→G)u1...u`,v1 ...vk =
{
nr if ai = aj ⇒ ui = uj & bi = bj ⇒ vi = vj & ai = bj ⇒ ui = vj
0 o.w.
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But this is precisely the map TPK defined in Section 2.2. Therefore, not only can partition cat-
egories be viewed as graph categories of edgeless bi-labeled graphs, but the corresponding
tensor categories with duals, and thus corresponding quantum groups, are the same. Summa-
rizing, we have the following:
Theorem 8.3. The construction K 7→ PK is a bijection between edgeless bi-labeled graphs and parti-
tions that commutes with composition, tensor product, and transposition, and maps I, M2,0 to {{1L, 1U}},
{{1L, 2L}} respectively. Thus this map induces a bijection between graph categories of edgeless bi-
labeled graphs and partition categories. Moreover, TK→G = TPK 10 for any edgeless bi-labeled graph K
and graph G, and thus the graph-theoretic quantum groups arising from graph categories of edgeless
bi-labeled graphs are precisely the easy quantum groups.
As one would expect that graph categories are a much richer class than graph categories
consisting only of edgeless bi-labeled graphs, the final statement in the above theorem strongly
supports our expectation that graph-theoretic quantum groups are a significantly more diverse
class than easy quantum groups. However, like easy quantum groups, graph-theoretic quan-
tum groups still have an underlying combinatorial structure that can be exploited for their
study.
As an illustrative example, we will show how to recover Banica and Speicher’s characteri-
zation of the intertwiners of S+n [10]. Recall that S+n is defined as the compact matrix quantum
group with fundamental representation U with the only constraint being that U is a quan-
tum permutation matrix, and Qut(G) is defined by adding the condition that UAG = AGU .
However, if G = Kn is the empty graph then this additional constraint is trivial, and thus
Qut(Kn) = S+n . By Theorem 6.8, we know that the intertwiner spaces of S+n are spanned by
the maps TK→Kn for K ∈ P . However, as Kn has no edges, this map is zero unless K is an
edgeless bi-labeled graph. Thus the intertwiner spaces of S+n are spanned by the maps TK→Kn
for K ∈ P such that K is edgeless. Finally, by Lemma 6.3 and Lemma 6.15, we have that if K is
edgeless, then K ∈ P if and only if PK is a non-crossing partition. Thus we obtain Banica and
Speicher’s result showing that the intertwiners of S+n are spanned by the maps TP where P is
a non-crossing partition.
The category of all bi-labeled graphs. In this work we have mainly focused on the graph cat-
egory P , whose corresponding family of quantum groups is Qut(G) for graphs G. Of course,
the class G of all bi-labeled graphs is also a graph category, and thus corresponds to a family
of quantum groups. We will see that it in fact corresponds to the family of classical automor-
phism groups of graphs Aut(G). To do this we will show that any bi-labeled graph can be
generated by the bi-labeled graphs M1,0, M1,2, S, and A. We just provide a sketch of the proof
since it is relatively straightforward in comparison to Theorem 6.7.
Theorem 8.4. G = 〈M1,0, M1,2, S, A〉◦,⊗,∗
Proof. Obviously, we have that 〈M1,0, M1,2, S, A〉◦,⊗,∗ ⊆ G. For the other containment, we
will describe how to construct an arbitrary bi-labeled graph K = (K, a, b) ∈ G. We begin
with the bi-labeled graph K′ = (K′, a′, b′) where K′ is an empty graph on the same vertex
set as K, and a′ = b′ = (v1, . . . , vn) is any ordering of V(K) (i.e., each vertex of K appears
precisely once). Note that K′ is isomorphic to I⊗n, and thus K′ ∈ 〈M1,0, M1,2, S, A〉◦,⊗,∗. Let
Aˆ = (K2, (a, b), (a, b)) where a and b are the two vertices of the complete graph K2. It is easy
to see that Aˆ = (I ⊗M1,2) ◦ (I ⊗ A ⊗ I) ◦ (M2,1 ⊗ I). By multiplying by I⊗r ⊗ Aˆ ⊗ In−r−2
we can add an edge between vr+1 and vr+2 for r = 0, . . . , n − 2. Moreover, we can permute
the elements of a′ or b′ arbitrarily through compositions with I⊗r ⊗ S ⊗ In−r−2. Combining
these two, we can add edges between arbitrary pairs of vertices, thus constructing the graph
10Here we should specify that this is the TPK for n = |V(G)|.
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K. Following this, we can ensure that each vertex of K appears in the input and output vectors
the correct number of times by using M1,2, M1,0, and their transposes. Finally, using S again
we can permute the input and output vectors so that they are equal to b and a respectively.
Thus we have constructed K and we are done.
Recall from Theorem 2.17, that Chassaniol showed that the intertwiners of the classical
automorphism group of G are given by CG = 〈M1,0, M1,2, AG, S〉+,◦,⊗,∗. Thus, by the above
theorem we have the following:
Theorem 8.5. For any graph G,
CG = span{TK→G : K ∈ 〈M1,0, M1,2, S, A〉◦,⊗,∗} = span{TK→G : K ∈ G}.
Discovering new graph categories. Though we have just introduced the notion of graph
categories and graph-theoretic quantum groups, it is clear that one of the end goals should
be to give a complete classification, analogous to the recent classification of easy quantum
groups [28]. The difficulty of establishing such a classification is quite unclear at the moment,
perhaps it is even impossible. As a hint towards its difficulty, it is even unclear what graph
categories can arise as 〈M1,0, M1,2, K〉◦,⊗,∗ or 〈M1,0, M1,2, S, K〉◦,⊗,∗ for some bi-labeled graph
K, or even if only finitely many arise in this way (this is not even clear for K = Ar). For now,
it will likely be enlightening to find, and give good descriptions of, new graph categories. Per-
haps the most natural place to start is to consider a partition category as a graph category,
add the bi-labeled graph A, and determine what graph category is generated. In terms of
the corresponding compact matrix quantum groups, this corresponds to adding the require-
ment that the fundamental representation commutes with the adjacency matrix of a graph, i.e.,
UAG = AGU . In this work we have done this for the class of non-crossing partitions and the
class of all partitions in Theorem 6.7 and Theorem 8.4 respectively.
Somewhat related to the search for new graph categories is the question of what com-
pact matrix quantum groups arise as graph-theoretic quantum groups. Is it possible that any
CMQG Q ⊆ O+n can be obtained in this way (up to isomorphism)? This seems unlikely, but per-
haps should not be ruled out immediately. In the classical case there is Frucht’s Theorem [18]:
that any finite group is isomorphic to the automorphism group of some graph. Finite groups
are exactly the subgroups of the symmetric groups Sn, and thus a potential quantum analog of
this could be that any quantum subgroup of S+n is isomorphic to the quantum automorphism
group of some graph. If this is the case then our Theorem 6.8 characterizes the intertwiners of
any quantum subgroup of S+n 11.
8.2 Multiedges, directed edges, and colored edges
In this work we mainly restricted our attention to undirected graphs and bi-labeled graphs
without any multiple edges. One reason for this is that most of the previous work on quantum
automorphism groups of graphs (including our own) focuses on the case of undirected simple
graphs. But the main reason is merely to simplify the presentation of our results. In fact,
allowing multiple and/or directed edges does not really make a fundamental difference, and
the lemmas and theorems we have proven can be rather straightforwardly adapted to the
more general case. Here we will discuss some of the minor changes one would need to make
to accommodate these more general settings.
If we allow multiple edges in our bi-labeled graphs, then we should no longer perform
the simplification step when constructing the composition or Schur products of two bi-labeled
graphs. Note that, as mentioned in Remark 3.12, if we are considering Qut(G) where G has no
multiple edges, then multiple edges in a bi-labeled graph does not change the corresponding
11We thank Moritz Weber for pointing this out.
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G-homomorphism matrix. Note that if G has multiple edges, then the uv-entry of TA→G is the
number of edges between u and v, which fits the usual definition of the adjacency matrix of a
multigraph. The proofs of the correspondence between bi-labeled graph operations and matrix
operations go through essentially unchanged when multiple edges are allowed. Furthermore,
the proof that P (now allowing multiple edges) is closed under composition, tensor product,
and transposition does not change. The main difference in proving 〈M1,0, M1,2, A〉◦,⊗,∗ = P in
the multiedge case is that one must allow for more general versions of the bi-labeled graphs
Sm,d, Sm,dR , S
m,d
L , etc. from Lemma 5.18. In particular, now one must specify a multiplicity for
each edge in the underlying graphs. But this mostly just makes the presentation more cumber-
some, rather than actually making the proof more difficult.
As far as we are aware, there is no established definition of the quantum automorphism
group of a multigraph. One possibility is to define it as for simple graphs, by taking the quan-
tum symmetric group and adding the condition that UAG = AGU , where AG is the adjacency
matrix of the multigraph G as mentioned above. This definition yields a quantum group whose
intertwiners are the G-homomorphism matrices of the bi-labeled graphs from P where multi-
ple edges are allowed. However, such a quantum automorphism group only considers action
on the vertices, not the edges. In analogy, in the classical case one may define automorphisms
of multigraphs as permutations of the vertices preserving multiplicities of edges between pairs,
or they may also include a permutation on edges (that must agree with the vertex permuta-
tion). Characterizing the intertwiners of the latter type of automorphism group (classical or
quantum) may be possible by also allowing edges to appear in the input/output vectors of
bi-labeled graphs. But we do not speculate further about how precisely to do this.
In the case of directed graphs, the main difference is that we would need to consider di-
rected bi-labeled graphs. The class P would be defined the same except edges would be re-
placed by directed edges (also known as arcs), and we would permit edges going in both
directions between two vertices. The definition of the bi-labeled graph A would be changed
so that its underlying graph is now the directed graph on two vertices with a single arc be-
tween them (either from input to output or vice versa depending on your convention). Again,
very little changes in the proof of Theorem 6.7 and thus Theorem 6.8. As with multigraphs,
the main difference is that the bi-labeled graphs from Lemma 5.18 would need to allow for
the edges of the underlying graph to have different directions, thus increasing the number of
possibilities and making the presentation a bit more cumbersome. Otherwise, everything goes
through essentially the same as in the undirected case, including the characterization of quan-
tum isomorphism in terms of counting homomorphisms from planar graphs (though now it
will be directed planar graphs). The definition of quantum isomorphism for directed graphs is
precisely what one would expect.
Finally, we may want to allow our graphs to have colored/labeled arcs, typically labeled by
positive integers. In this case, for any ordered pair (u, v) of vertices, we would allow there to
be at most one arc from u to v. Note that, if we are only interested in (quantum) group actions
on vertices, there is no need for multiple arcs in this setting, since we can replace multiple arcs
with a single arc labeled according to the multiset of labels occurring on the multiple arcs. We
may also allow for colored vertices, but this is functionally the same as having colored loops.
In this setting the underlying graphs of our bi-labeled graphs would also have colored arcs,
and the entries of the homomorphism matrices would count homomorphisms that map arcs
of color i to arcs of color i. The class P would now be defined as before, but edges replaced by
colored arcs. The bi-labeled graph A would need to be replaced by a set of bi-labeled (directed)
graphs Ai for each arc color i. Here Ai is the same as the directed version of A we described
above, but the arc in the underlying graph is colored i. It may be convenient to allow our
bi-labeled graphs to have arcs colored by any positive integer (thus there would be an infinite
number of Ai’s). This removes a parameter (the number of arc colors) from the description of
any arc-colored graph category, and allows us to deal simultaneously with the intertwiners of
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Qut(G) for G with any number of colors on its arcs. If an arc-colored bi-labeled graph contains
an arc of a color not appearing among the arcs of G, then its corresponding G-homomorphism
matrix will be zero.
The quantum automorphism group of an arc-colored graph G can be defined similarly to
the quantum automorphism group of a graph. The difference is that the condition UAG =
AGU now becomes UAi = AiU for all i, where Ai is the adjacency matrix of the directed
graph consisting of the arcs of color i. This condition is saying that we require each Ai to be
a (1, 1)-intertwiner of our quantum automorphism group. Here we begin to see that allowing
colored arcs is not just a generalization that allows us to consider a larger class of objects, it is
useful even when studying Qut(G) for simple graphs G. By this we are referring to the fact
that for uncolored graphs G, the (1, 1)-intertwiners form a coherent algebra, as proven in [23].
This simply means that the (1, 1)-intertwiners form a unital matrix algebra containing the all
ones matrix that is additionally closed under entrywise product and conjugate transposition.
It follows that there is a unique linear basis of CGq (1, 1) consisting of 01-matrices A1, . . . , Ad.
Considering Ai as the adjacency matrix of a directed graph Gi, we see by Tannaka-Krein du-
ality (Theorem 2.13) that Qut(G) is also the quantum automorphism group of the arc-colored
directed graph Gˆ formed by coloring the arcs of Gi by color i for i = 1, . . . , d. The arc sets of the
Gi are the orbitals of Qut(G), defined in Definition 2.10. These form a coherent configuration, as
show in [23] (in fact coherent configurations are in one-to-one correspondence with coherent
algebras). The point here is that the quantum automorphism group of a graph is the quantum
automorphism group of a coherent configuration, though the converse is not true in general.
This is useful for several reasons. First, there appear to be remarkably fewer coherent con-
figurations than graphs. For instance, on 15 vertices there are approximately 3 · 1019 isomor-
phism classes of graphs, but only about 104 coherent configurations [19]. Thus if one wants
to classify all quantum automorphism groups of graphs up to n vertices, a great deal of time
can be saved by simply considering quantum automorphism groups of coherent configura-
tions. Another reason this is useful is that it provides a more efficient description of the inter-
twiners of Qut(G). Here we are referring to the fact that the intertwiner Ai is likely not the
G-homomorphism matrix of a single planar bi-labeled graph, but rather a linear combination
of several such G-homomorphism matrices. However, in the arc-colored graph formalism, the
intertwiner Ai is simply the Gˆ-homomorphism matrix of the bi-labeled graph Ai. One obstacle
to applying this in practice is that determining the orbitals of Qut(G) (i.e., determining the Ai)
is undecidable in general [23]. However, it is useful even to consider a coarse-graining of the
orbitals, i.e., a partition of V(G)× V(G) in which each part is a union of orbitals of Qut(G).
One way to do this in polynomial time is to use the Weisfeiler-Leman algorithm to find the
coarsest coherent configuration “compatible” with the graph G.
8.3 Quantum isomorphism and the Four Color Theorem
The Four Color Theorem is perhaps the most well-known theorem in graph theory. Originally
proven by Appel and Haken [1], it states that the vertices of any planar graph (without loops)
can be colored with four colors so that no two adjacent vertices are colored the same. It has
many equivalent reformulations, and here we will add one more to the list.
A trivial restatement of the Four Color Theorem is that any loopless planar graph G has a
homomorphism to K4, since an n-coloring is precisely a homomorphism to Kn. We will show
that the four color theorem is equivalent to a statement which a priori appears to be weaker. The
statement will have the form “every planar graph has a homomorphism to H”, where H is a
specific graph which is in general easier to have a homomorphism to than K4. By this we mean
that any graph (not only planar graphs) that has a homomorphism to K4 has a homomorphism
to H, but there are graphs which have homomorphisms to H but not to K4. As an example,
if we could prove this for H = K5, then we would have a “human” proof of the Four Color
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Theorem, as proving the five color theorem is straightforward.
The graph H for which we prove this reformulation is the Cayley graph for the symmetric
group S4 whose connection set is the set of all elements of order two (these are the transposi-
tions and the “double transpositions”: the permutations (ab)(cd) for {a, b, c, d} = {1, 2, 3, 4}).
This means that V(H) = S4, and two vertices u, v ∈ S4 are adjacent if uv−1 is in the connection
set. This graph is quantum isomorphic to a graph G which is the Cayley graph for S4 with
connection set consisting of all double transpositions and all 4-cycles. Though they were not
described as Cayley graphs, it is easy to verify that these are precisely the two graphs on 24
vertices shown to be quantum isomorphic in [3] via a reduction from the Mermin magic square
game.
It follows from our characterization of quantum isomorphism (Theorem 7.16) that a planar
graph K has a homomorphism to G (i.e., hom(K, G) > 0) if and only if it has a homomorphism
to H (i.e., hom(K, H) > 0). On the other hand, the graph G is homomorphically equivalent to
K4, i.e, there are homomorphisms in both directions between G and K412. By composition of
homomorphisms, it follows that any graph has a homomorphism to G if and only if it has a
homomorphism to K4. Combining this with the previous equivalence, we see that any planar
graph has a homomorphism to K4 if and only if it has a homomorphism to H. We formally
state this as a theorem below:
Theorem 8.6. A planar graph has a 4-coloring if and only if it has a homomorphism to the Cayley
graph on the symmetric group S4 whose connection set consists of all elements of order two.
Of course the above theorem is only interesting if the graph H does not itself have a 4-
coloring. This is indeed the case: the graph H has chromatic number 5 (and fractional chro-
matic number 24/5). Furthermore, H does have a homomorphism from K4. Thus any graph
with a homomorphism to K4 has a homomorphism to H, but the converse does not hold, e.g.,
H has a homomorphism to itself but no homomorphism to K4 (and there are infinitely many
examples even up to homomorphic equivalence).
Thus Theorem 8.6 achieves our goal: the Four Color Theorem is equivalent to every planar
graph having a homomorphism to H, and it is in general easier to have a homomorphism to H
than to have a 4-coloring. It is not clear if this is of any practical use, as proving that all planar
graphs have a homomorphism to the 24-vertex graph H does not seem any easier than proving
they have a 4-coloring.
By considering the requirements H must satisfy in order to obtain such a reformulation of
the Four Color Theorem, we obtain the following lemma:
Lemma 8.7. Suppose that G and H are quantum isomorphic graphs such that G is homomorphically
equivalent to K4. Then any planar graph K has a 4-coloring if and only if it has a homomorphism to H.
As in the case of Theorem 8.6, a graph H fitting the hypotheses of Lemma 8.7 only pro-
vides an interesting reformulation of the Four Color Theorem if it does not have a 4-coloring
(it will always have a homomorphism from K4 since G does and K4 is planar). To find exam-
ples of such graphs H (other than the one presented above), one can make use of a reduction
from linear system games presented in [3]. Combining this reduction with a construction of
Arkhipov [2] for building binary linear system games from graphs, one can construct a pair
of (non-isomorphic) quantum isomorphic graphs from any connected non-planar graph. The
example above comes from applying this construction to the complete bipartite graph K3,3. If
one uses a connected non-planar graph K that is cubic (regular of degree three), then the re-
sulting quantum isomorphic graphs GK and HK will always have a homomorphism from K4.
Moreover, one of them (say HK) is guaranteed to not have a 4-coloring. Thus if K is chosen so
that GK has a 4-coloring, then we can apply Lemma 8.7 to obtain a nontrivial reformulation of
12A homomorphism from K4 to G is given by mapping the four vertices of the former to the identity and the
three double transpositions. A 4-coloring of G is given by the cosets of the subgroup generated by {(123), (23)}.
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the Four Color Theorem. Unfortunately, it is not immediately clear what properties one needs
to require of the graph K in order to ensure that GK is 4-colorable. However, we expect that
there should be many such K that result in GK being 4-colorable. Other than K = K3,3 which
we described above, we have verified by computer that the graph GK obtained when K is the
Wagner graph is 4-colorable. In this case, the graph HK does not have a homomorphism to or
from the graph HK3,3 described above, and thus we obtain another reformulation of the Four
Color Theorem that is not implied by, nor implies, the reformulation given by Theorem 8.6. It
seems possible that infinitely many such reformulations could be found that are all mutually
incomparable.
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