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Abstract
A detailed probabilistic analysis is given of algorithms for the Dutch national ﬂag problem. We
derive central and local limit theorems for the cost, as well as probabilities of large deviations.
Performance of a related algorithm is also studied.
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1. Introduction
Given an n-element array of three colors, say red, white, and blue, the Dutch national
ﬂag (DNF) problem consists in rearranging the colors according to the order of the colors
of the Dutch national ﬂag (red followed by white followed by blue). The original problem
was further restricted by allowing the inspection of the color of each element only once and
the aim is to minimize the number of swaps used to rearrange the elements.
The DNF problem was ﬁrst considered by Feijen; see [5] and [12, p. 636]. Dijkstra [5,
Chapter 14] introduced the problem as an example of reﬁnement techniques for program-
ming and gave two expected linear-time solutions. Meyer [15] suggested a more efﬁcient
algorithm by avoiding the exchange of uninspected elements. McMaster [14] presented an
analysis of the expected number of swaps required by three algorithms for the DNF problem
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(two Dijkstras’ and one Meyer’s). Bitner [4] proposed an asymptotically optimal algorithm
at the expense of increasing the space required. His algorithm seems too complicated for
practical implementation and for analysis in distribution. Till now, the average numbers
of swaps of two colors and three colors of the DNF problem were proved in [14] and [4],
respectively. Here we concentrate on the stochastic behaviors of Dijkstra’s and Meyer’s
algorithms, including central and local limit theorems and large deviations.
The DNF algorithm is essentially the partition procedure of quicksort or quickselect (cf.
[2,3,6,10], [12, Section 5.2.2-41], [17, Chapter 7], and [18]) and can be used for at least
two purposes:
1. quicksort with equal keys: pick one key, say x at random and split the elements into three
parts (‘<x’-part,‘ = x’-part and ‘>x’-part), each part corresponding to one color in
the DNF problem; see [3] and the references therein for more details on quicksort with
equal keys;
2. ternary search trees: pick two distinct keys, say x and y, x <y at random and split
the elements into three parts (‘<x’-part, ‘>x, <y’-part and ‘>y’-part); see [13] for
more information on m-ary search trees.
On the other hand, the DNF problemwas also used to illustrate the success of the interactive
programming system concerning symbolic execution and context handling [1]. Thus the
DNF problem is a prototype problem.
In this paper, we give a detailed analysis of the stochastic behaviors of three algorithms
for the DNF problem (Dijkstra’s, Meyer’s, and a new variant) by considering their cor-
responding probability generating function under a uniform probability model. First, we
start our analysis from studying an algorithm for two colors; the problem is simpler but the
results as well as the proofs are very similar to the case of three colors. The probabilistic
analysis of the Dijkstra’s and Meyer’s algorithms for the DNF problem is then given in
Sections 3 and 4. In the last section, we study a new algorithm and give a brief comparison
for the three algorithms analyzed in this paper. Our results show that the DNF problem is a
prototype problem, not only in algorithm designs (as previous authors have indicated), but
also in algorithmic analysis. This is because the analytic tools we use for the DNF problems
are also suitable for other problems.
2. A two-color algorithm
We consider in this section the ﬂag-color rearranging problem with only two colors in-
volved, say red and white (Monacan or Polish national ﬂag problem?). Although it is also
natural to consider the N-color generalization of the DNF problem, N4, for practical
implementations, multi-way comparison has to be reduced to binary (or ternary) compar-
isons in most programming languages. Thus we focus on the simple cases of two and three
colors.
2.1. Description of algorithm
For the two-color problem, one can easily come up with the following simple algorithm,
which is shown to be optimal in terms of average number of swaps; see [14].
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Algorithm TWO_COLOR(A) // A is an array of two colors
begin
r ← 1; w ← n
while (w > r)
while (A[r] is red and w > r)
r ← r + 1
while (A[w] is white and w > r)
w ← w − 1
if (w > r)
swap(A[r], A[w]); r ← r + 1; w ← w − 1
end
The two indices r and w keep track of the red and white block boundaries, respectively.
First, we scan from the left end of the array by incrementing r until we ﬁnd a white element,
and we scan from the right end of the array by decrementing w until we ﬁnd a red element.
We then exchange the two elements. Continue this way until r and w meet. Note that the
scanning process is the same as that of the partition procedure of quicksort or quickselect;
see [17].
2.2. Recurrence for the number of swaps
In the following discussions, we assume that all 2n possible conﬁgurations of red and
white colors are equally likely. Let n denote the number of swaps used by algorithm
TWO_COLOR when given a random conﬁguration of red and white pebbles.
Lemma 1. Let Fn(y) := E(yn). Then Fn(y) satisﬁes the recurrence
Fn(y) = y
n−2∑
j=0
n− j − 1
2n−j
Fj (y)+ n+ 12n (n2), (1)
with F0(y) = F1(y) = 1.
Proof. A swap occurs when the pointer r stops at a white element and the pointer w stops
at a red element. Then we have
Fn(y)= y
n−2∑
r=0
Pr{the ﬁrst r elements are red and the (r + 1)st element is white}
×
n−r−2∑
w=0
Pr{the last w elements are white and the (n− w)th element is red}
×Fn−r−w−2(y)+ n+ 12n
= y
n−2∑
r=0
1
2r+1
n−r−2∑
k=0
1
2w+1
Fn−r−w−2(y)+ n+ 12n
= y
n−2∑
j=0
j + 1
2j+2
Fn−j−2(y)+ n+ 12n .
Replacing n− j − 2 by j yields (1). 
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Lemma 2. For 0kn/2,
Pr{n = k} = 2−n
(
n+ 1
2k + 1
)
(n1).
Proof. Consider the bivariate generation function F(z, y) :=∑n0 Fn(y)zn. We have
F(z, y) = yz
2
4(1− z/2)2F(z, y)+
1
(1− z/2)2 .
Then
Fn(y) = [zn]
1
(1− z/2)2
1− yz
2
4
1
(1− z/2)2
,
where [zn]f (z) represents the coefﬁcients of zn in the Taylor expansion of f (z). It follows
that
Fn(y)= 1√
y
(1+√y
2
)n+1
− 1√
y
(1−√y
2
)n+1
= 2−n ∑
k0
(
n+ 1
2k + 1
)
yk. (2)
This completes the proof. 
In general, if the probability of occurrence of a red element is p and that of white is q,
where p+q = 1, then the corresponding recurrence for the probability generating function
fn(y) can be expressed as
fn(y) = pqy
n−2∑
j=0
(
n−j−2∑
k=0
pkqn−j−k−2
)
fj (y)+
n∑
j=0
pjqn−j .
By a similar proof to Lemma 2, we obtain
fn(y) = 2−n ∑
k0
(
n+ 1
2k + 1
)
((p − q)2 + 4pqy)k.
2.3. Distribution of the number of swaps
Denote the mean of n byMn := E(n) = F ′n(1). ThenM0 = M1 = 0 and by (2)
Mn = 14n−
1
4
.
This was ﬁrst derived in [14].
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For the second factorial moment Vn := E(n(n − 1)) = F ′′n (1) of n, we have V0 =
V1 = 0 and again, by (2),
Vn = 116n
2 − 5
16
n+ 3
8
.
It follows, by Var(n) = Vn +Mn −M2n , that the variance satisﬁes
Var(n) = 116n+
1
16
.
Let (x) denote the standard normal distribution:
(x) = 1√
2
∫ x
−∞
e−t2/2 dt (x ∈ R).
Theorem 1. The number of swaps n used by algorithm TWO_COLOR satisﬁes the
following asymptotic estimates.
(i) Central limit theorem
sup
−∞<x<∞
∣∣∣∣Pr
{
n − n/4√
n/4
< x
}
− (x)
∣∣∣∣ = O(n−1/2);
(ii) Local limit theorem
sup
−∞<x<∞
∣∣∣∣∣
√
n
4
Pr{n = n/4+ x
√
n/4} − e
−x2/2
√
2
∣∣∣∣∣ = O(n−1/2);
(iii) Large deviations: The tail probabilities have the following estimates
Pr{|n − n/4|n} = O(e−J1()n),
where 0 <  < 1/4, and
J1() =
(
1
2
+ 2
)
ln(1+ 4)+
(
1
2
− 2
)
ln(1− 4).
Proof. (i) and (ii) follow from known properties of the binomial distribution.
(iii) The estimate for large deviations follows from Markov’s inequality and standard
arguments for large deviations, i.e. the Chernoff’s bounding technique. For the right tail, if
0 <  < 1/4,
Pr{n − n/4n} = Pr{ny(+ 1/4)ny}
 e−(+1/4)nyE(eny)
 Ke−(+1/4)ny
(
1+ ey/2
2
)n
, for some constant K.
Let (y) = −( + 1/4)y + ln((1+ ey/2)/2). Then the minimum of (y) occurs when
y = y∗ = 2(ln(1+ 4a)− ln(1− 4a)). Thus
Pr{n − n/4n} = O(e−J1()n),
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with
J1() = −(y∗) =
(
1
2
+ 2
)
ln(1+ 4)+
(
1
2
− 2
)
ln(1− 4).
The left tail is similarly estimated. 
It is interesting to note that while the distribution of n is asymptotically normal, the
limit distribution for the number of swaps (or key exchanges) used by the quicksort partition
procedure is not normal but a beta distribution (see [9]). The difference lies in the probability
models, although both algorithms are almost the same.
3. Dijkstra’s three-color algorithm
Nowwe consider the original DNF problem. Dijkstra’s algorithm is described as follows.
Algorithm THREE_COLOR_1(A) // A is an array of three colors
begin
r ← 1; b ← n; w ← n
while (wr)
check the color of A[w]
case 1: red
swap(A[r], A[w]); r ← r + 1
case 2: white
w ← w − 1
case 3: blue
swap(A[w], A[b]); w ← w − 1; b ← b − 1
end
In the above algorithm, there is just one check pointer w instead of two as in algorithm
TWO_COLOR. All steps depend on A[w]: swapping with A[r] if it is red, swapping with
A[b] if it is blue, or decrement w if it is white. The variables r and b indicate red and blue
boundaries such that all elements to the left of r are red and all elements to the right of b
are blue. It is clear that a swap occurs when A[w] is red or blue.
Assume that all 3n possible three-color patterns are equally likely. We derive as in the
proof of Theorem 1 the following recurrence for the probability generating function ofXn,
the number of swaps used by algorithm THREE_COLOR_1.
Theorem 2. The number of swaps Xn used by algorithm THREE_COLOR_1 is Binomial
B(n, 2/3) distributed.
Proof. Let Gn(y) := E(yXn). Then Gn(y) satisﬁes the recurrence
Gn(y) = 2y + 13 Gn−1(y) (n1).
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Solving the simple recurrence of Gn(y), we obtain
Gn(y) =
(
2y + 1
3
)n
so that Xn follows a binomial distribution with p = 2/3. 
Consequently, we have the central limit theorem, local limit theorem, and large deviations
of Xn.
4. Meyer’s three-color algorithm
We consider in this section Meyer’s algorithm [15], which can be described as follows.
Algorithm THREE_COLOR_2(A) // A is an array of three colors
begin
r ← 1; b ← n; w ← n
while (wr)
check the color of A[w]
case 1: red
while (A[r] is red)
r ← r + 1
if (w > r)
swap(A[r], A[w]); r ← r + 1
case 2: white
w ← w − 1
case 3: blue
swap(A[w], A[b]); w ← w − 1; b ← b − 1
end
Note that the above algorithm is similar to algorithm THREE_COLOR_1 except that it
skips all consecutive red elements to the right of r. This results in an expected saving of
about n/9 swaps.
4.1. Recurrence for the number of swaps
Assume that all 3n pebble conﬁgurations are equally likely. Let Yn denote the number of
swaps used by algorithm THREE_COLOR_2.
Lemma 3. Let Hn(y) := E(yYn). Then Hn(y) satisﬁes the recurrence
Hn(y) = 13n +
1+ y
3
Hn−1(y)+ (y2 + y)
n−2∑
j=0
Hj(y)
3n−j
(n2), (3)
with H0(y) = 1 and H1(y) = (2+ y)/3.
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Proof. Let hn(y) be the number of swaps used by algorithm THREE_COLOR_2 when
A[w] is known to be red. Then
Hn(y) = 13 (hn(y)+Hn−1(y)+ yHn−1(y)), (4)
where
hn(y) = 13 (hn−1(y)+ yHn−2 + y
2Hn−2).
It follows that
hn(y) = 1+ y + y
2
3n−1
+
n−2∑
j=1
Hj(y)
3n−1−j
(y + y2).
By plugging the solution into (4), we obtain (3). 
Lemma 4. For 0kn,
Pr{Yn = k} = 6−n ∑
0 jn2 
(
n+ 1
2j + 1
) ∑
0$ j
(
j
$
)(
n− 2j + $
k − 2j + $
)
2n−k+$3j−$.
It follows that the mean is given by E(Yn) = H ′n(1) = 5n/9− 2/9 and the variance by
Var(Yn) = 2n/9+8/81. Note thatE(Yn) is not identical to the corresponding result in [14]
because the initial conditions are different.
4.2. Distribution of the number of swaps
Since the distribution of Yn is no more binomial, we need other tools for its probabilistic
behaviors. We give two useful lemmas for deriving central and local limit theorems for the
number of swaps used by Meyer’s algorithm. Both lemmas (quasi-power approximation)
are taken rewritten from Hwang [7,8] and can also be applied to many other structures (the
term “quasi-power approximation” being due to Philippe Flajolet). In particular, they can
also be used to derive the central and local limit theorems in Theorems 1 and 2.
Let {n}n1 be a sequence of integer random variables. Suppose that the moment gen-
erating function of n satisﬁes the asymptotic expression
Mn(s) := E(ens) = eu(s)(n)+v(s)(1+ O(−1n )),
the O-term being uniform for |s|	, s ∈ C,	 > 0, where
1. u(s) and v(s) are analytic for |s|	 and independent of n; u′′(0) = 0,
2. (n)→∞,
3. n →∞.
Lemma 5 (Hwang [7]). The distribution of {n}n1 is asymptotically normal
sup
−∞<x<∞
∣∣∣∣∣Pr
{
n − u′(0)(n)√
u′′(0)(n)
< x
}
− (x)
∣∣∣∣∣ = O
(
1
n
+ 1√
(n)
)
.
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Lemma 6 (Hwang [8]). Suppose that the characteristic functionsMn(s) satisfy the addi-
tional regularity condition: there exist constants 0 < 
	 and c = c(
) > 0, where 
 > 0
may be taken arbitrarily small but ﬁxed, such that
|Mn(it)| = O(e−c(n)), (5)
uniformly for 
 |t |, as n→∞. Then
Pr
{
n = u′(0)(n)+ x
√
u′′(0)(n)
}
= e
−x2/2√
2u′′(0)(n)
(
1+ O
(
|x|3 + 1√
(n)
))
,
uniformly for x = o((n)1/6).
Theorem 3. The number of swaps Yn used by algorithm THREE_COLOR_2 satisﬁes the
following asymptotic estimates.
(i) Central limit theorem
sup
−∞<x<∞
∣∣∣∣Pr
{
Yn − 5n/9√
2n/3
< x
}
− (x)
∣∣∣∣ = O(n−1/2);
(ii) Local limit theorem
sup
−∞<x<∞
∣∣∣∣∣
√
2n
3
Pr{Yn = 5n/9+ x
√
2n/3} − e
−x2/2
√
2
∣∣∣∣∣ = O(n−1/2); (6)
(iii) Large deviations: The tail probabilities have the following estimates
Pr{|Yn − 5n/9|n} = O(e−J3()n),
where 0 <  < 4/9, and
J3() =
(
+ 5
9
)
ln
P
15
− ln

1
3
+ P
90
+ 1
6
√
4P
15
+ P
2
45

 ,
with
P = Q
(9− 4)2 +
73712 + 5598+ 916
Q
− 4,
and
Q=
(
677162 + 85608+ 28766 + 405|9+ 8||9− 4|3
×
√
−3(7294 + 63183 + 56162 + 728− 396)
)1/3
.
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Proof (Sketch). By Lemma 4, we have
Hn(y)= 3√
4y + 5y2
(
1
3
+ y
6
+
√
4y + 5y2
6
)n+1
− 3√
4y + 5y2
(
1
3
+ y
6
−
√
4y + 5y2
6
)n+1
.
Observe that, numerically,∣∣∣1/3+ es/6− √4es + 5e2s/ 6∣∣∣∣∣∣1/3+ es/6+ √4es + 5e2s/ 6∣∣∣0.12,
for |s|0.5. Thus the moment generating function of Yn can be expressed as
E(eYns) = eu(s)(n+1)+v(s)(1+ O(0.12n)), for |s|0.5,
where
u(s) = ln
(
1
3
+ e
s
6
+
√
4es + 5e2s
6
)
,
v(s) = − ln(4e
s + 5e2s)
2
+ ln 3.
The central limit theorem then follows from applying Lemma 5. For the local limit theorem,
we use the following numeric estimates to check the additional condition (5):∣∣∣1/3+ eit /6− √4eit + 5e2it/ 6∣∣∣ 0.6, ∣∣∣1/3+ eit /6+ √4eit + 5e2it/ 6∣∣∣ 0.98,
for 0.5 |t |, implying that
|E(eYnit )|0.98n (0.5 |t |).
Applying Lemma 6 yields
Pr
{
Yn = 59n+ x
√
2n
3
}
= 3e
−x2/2
√
4n
(
1+ O
( |x|3 + 1√
n
))
,
uniformly for x = o(n1/6). This implies (6).
The estimate for large deviations follows by the same arguments used in Theorem 1. 
Note that although the mean of Xn and that of Yn are different, their variances are
asymptotically the same.
5. A new three-color algorithm
Inspired by the expected optimality of the TWO_COLOR algorithm [4], we can devise a
two-pass two-color algorithm for the DNF problem. In this version, pebbles may need to
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be inspected more than once, but this does not increase much the total cost since the major
cost measure is the number of swaps used. Such a version was also discussed for quicksort
with equal keys in [16].
The two-pass two-color algorithm proceeds as follows. First, separate red and non-red
elements (i.e. white/blue) into two groups. This can be done by scanning the pebbles from
left to right, stopping at a non-red element, and from right to left, stopping at a red element,
and then exchanging two indicated elements. Keep on the same procedure till the two
pointers meet. Afterward we partition the non-red group into two subgroups, white and
blue, using the same procedure. This algorithm is described as below.
Algorithm THREE_COLOR_3(A) // A is an array of three colors //
begin
r ← 1; w ← n
while (w > r) // the ﬁrst pass //
while (A[r] is red and w > r)
r ← r + 1
while (A[w] is not red and w > r)
w ← w − 1
if (w > r)
swap(A[r], A[w]); r ← r + 1; w ← w − 1
if (r = n)
w ← r; b ← n
while (b > w) // the second pass //
while (A[w] is white and b > w)
w ← w + 1
while (A[b] is blue and b > w)
b ← b − 1
if (b > w)
swap(A[w], A[b]); w ← w + 1; b ← b − 1
end
Assuming again that all 3n possible conﬁgurations are equally likely. Let Zn be the
number of swaps used by the algorithm and Ln(y) := E(yZn). Then
Ln(y) =
(
1
3
)n n∑
k=0
2n−kFn−k(y)
min{k,n−k}∑
j=0
(
k
j
)(
n− k
j
)
yj ,
from which it follows that E(Zn) = 7n/18 − 17/36, and Var(Zn) = 5n/54 + 161/1296.
Similarly, the central limit theorem of Zn can be derived by applying Lemma 5. Note
that E(Zn) is very close to the asymptotically optimal value n/3, proved in [4], among
known practical DNF algorithms. Fig. 1 shows the histograms of three DNF algorithms for
n = 100.
6. Remarks
Monte-Carlo simulations of the three algorithms reveal that the two-pass two-color al-
gorithm is the fastest among the three algorithms. This indicates that swaps are the most
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Fig. 1. Histograms of Xn(cross), Yn(circle), and Zn(dash) for n = 100.
expensive parts in the DNF algorithms. Also we observed that the overall performance of
Dijkstra’s algorithm is slightly better than that of Meyer’s although Dijkstra’s algorithm
requires more swap operations. This illustrates well the rule of “Keep it simple to make it
faster” [11, p. 133]: tuning is not likely to signiﬁcantly make fundamental improvements;
conversely, it may cost more.
References
[1] P. Asirelli, P. Degano, G. Levi, A. Martelli, U. Montanari, G. Pacini, F. Sirovich, F. Turini, A ﬂexible
environment for program development based on a symbolic interpreter, Proc. of the Fourth Internat. Conf.
on Software Engineering, September 1979, pp. 251–263.
[2] J.L. Bentley, M.D. McIlroy, Engineering a sorting function, Software-Pract. Exper. 23 (1993) 1249–1265.
[3] J.L. Bentley, R. Sedgewick, Fast algorithms for sorting and searching strings, Proc. of the Eighth Ann.
ACM-SIAM Symp. on Discrete Algorithms, New Orleans, LA, ACM, New York, 1997, pp. 360–369.
[4] J.R. Bitner, An asymptotically optimal algorithm for the Dutch national ﬂag problem, SIAM J. Comput. 11
(1982) 243–262.
[5] E.W. Dijkstra, A Discipline of Programming, Prentice-Hall, Englewood Cliffs, NJ, 1976.
[6] C.A.R. Hoare, Find (Algorithm 65), Commun. ACM 4 (1961) 321–322.
[7] H.-K. Hwang, On the convergence rates in the central limit theorems for combinatorial structures, European
J. Combin. 19 (1998) 329–343.
[8] H.-K. Hwang, Large deviations of combinatorial distributions II: local limit theorems, Ann. Appl. Probab. 8
(1998) 163–181.
[9] H.-K. Hwang, R. Neininger, Phase change of limit laws in the quicksort recurrences under varying toll
functions, SIAM J. Comput. 31 (2002) 1687–1722.
[10] M. Kaykobad, Md.M. Islam, M.E. Amyeen, M.M. Murshed, 3 is a more promising algorithmic parameter
than 2, Comput. Math. Appl. 36 (1998) 19–24.
[11] B.W. Kernighan, P.J. Plauger, The Elements of Programming Style, McGraw-Hill, New York, 1978.
[12] D.E. Knuth, The Art of Computer Programming, Sorting and Searching, Vol. III, Addison-Wesley, Reading,
MA, 1998.
[13] H.H. Mahmoud, Evolution of Random Search Trees, Wiley, New York, 1992.
410 W.-M. Chen / Theoretical Computer Science 341 (2005) 398–410
[14] C.L. McMaster, An analysis of algorithms for the Dutch national ﬂag problem, Commun. ACM 21 (1978)
842–846.
[15] S.J.Meyer,A failure of structured programming,ZilogCorp., SoftwareDept. TechnicalRep.No. 5,Cupertino,
CA, 1978.
[16] R. Sedgewick, Quicksort with equal keys, SIAM J. Comput. 6 (1977) 240–268.
[17] R. Sedgewick, Algorithms in C, third ed., Addison-Wesley, Reading, MA, 1997.
[18] L.M. Wegner, Quicksort for equal keys, IEEE Trans. Comput. 34 (1985) 362–367.
