Abstract. A multi-edge spinal group is a subgroup of the automorphism group of a regular p-adic rooted tree, generated by one rooted automorphism and a finite number of directed automorphisms sharing a common directing path. We prove that torsion multi-edge spinal groups do not have maximal subgroups of infinite index. This generalizes a result of Pervova for GGS-groups.
Introduction
Branch groups are groups acting spherically transitively on a spherically homogeneous infinite rooted tree and having subnormal subgroup structure similar to the corresponding structure in the full group of automorphisms of the tree. Early constructions were produced by Grigorchuk [4] and Gupta and Sidki [7] , and they were generalized to so-called GGS-groups. The class of branch groups provides important and easily describable examples for finitely generated groups of intermediate word growth, or for finitely generated infinite torsion groups; cf. the General Burnside Problem.
We deal here with multi-edge spinal groups acting on the regular padic rooted tree T , for p an odd prime. A multi-edge spinal group G = a, b 1 , . . . , b r is generated by a rooted automorphism a and a finite number of directed automorphisms b 1 , . . . , b r , for some r ∈ {1, . . . , p − 1}; see Section 3 for details. These groups generalize GGS-groups, which correspond to the special case r = 1. In particular, every torsion multi-edge spinal group is an infinite p-group. Moreover we show that, apart from one possible exception, multi-edge spinal groups are branch; see Proposition 3.7.
Pervova [9, 10] proved that the Grigorchuk group and torsion GGS-groups do not contain maximal subgroups of infinite index. Equivalently, these groups do not contain proper dense subgroups with respect to the profinite topology. On the other hand -prompted by a question of Grigorchuk, Bartholdi andŠuniḱ [2] -Bondarenko gave in [3] a non-constructive example of a finitely generated branch group that does have maximal subgroups of infinite index. Hence we face the following problem. Problem 1.1. Characterize among finitely generated branch groups those that possess maximal subgroups of infinite index and those that do not.
In particular, Bodarenko's method -by itself -does not apply to groups acting on the regular p-adic rooted tree T that are residually finite-p. It is natural to test how far Pervova's results in [10] can be extended and multi-edge spinal groups form a suitable generalization of GGS-groups. Theorem 1.2. Let G be a multi-edge spinal group acting on the regular p-adic rooted tree, for p an odd prime, and suppose that G is torsion. Then every maximal subgroup of G is normal of finite index p.
As indicated in [10] , one motivation for our investigation comes from a conjecture of Passman concerning the group algebra K[G] of a finitely generated group G over a field K with char K = p. The conjecture states that, if the Jacobson radical J (K[G]) coincides with the augmentation ideal A(K[G]) then G is a finite p-group; see [8, Conjecture 6.1] . In [8] , Passman showed that if J (K[G]) = A(K [G] ) then G is a p-group and every maximal subgroup of G is normal of index p. Hence multi-edge spinal groups that are torsion yield natural candidates for testing Passman's conjecture. It is important to widen this class of candidates, as even the Gupta-Sidki group for p = 3 does not satisfy J (K[G]) = A(K [G] ); this follows from [12] .
Grigorchuk and Wilson [6] have generalized Pervova's results in [9, 10] by means of commensurability. Two groups are said to be commensurable if they have isomorphic subgroups of finite index. Let G be as in Theorem 1.2. From [6, Lemma 1] , it follows that whenever G is a subgroup of finite index in a group H then H does not have maximal subgroups of infinite index. Furthermore, [6, Lemma 4] yields the following consequence of Theorem 1.2.
Corollary 1.3. Let G be as in Theorem 1.2 and suppose further that G has the congruence subgroup property. If H is a group commensurable with G then every maximal subgroup of H has finite index in H.
The congruence subgroup property is briefly discussed in Section 2. In light of Corollary 1.3 it would be desirable to establish which torsion multiedge spinal groups possess the congruence subgroup property. Finally, we remark that most parts of the proof of Theorem 1.2 go through under the assumption that the group is just infinite and not necessarily torsion. One may therefore speculate that, in fact, every just infinite multi-edge spinal group has the property that all its maximal subgroups are of finite index.
Preliminaries
In the present section we recall the notion of branch groups and establish prerequisites for the rest of the paper. For more details, see [2, 5] .
2.1. The regular p-adic rooted tree and its automorphisms. Let T the regular p-adic rooted tree, for an odd prime p. Let X be an alphabet on p letters, e.g., X = {1, 2, . . . , p}. The set of vertices of T can be identified with the free monoid X; in particular, the root of T corresponds to the empty word ∅. For each word v ∈ X and letter x, an edge connects v to vx. There is a natural length function on X, and the words w of length |w| = n, representing vertices that are at distance n from the root, constitute the nth level of the tree. The tree is called regular because all vertices have the same out-degree p, and the boundary ∂T consisting of all infinite rooted paths is in one-to-one correspondence with the p-adic integers. More generally, one considers rooted trees that are not necessarily regular, but spherically homogeneous, meaning that vertices of the same length have the same degree.
We write T u for the full rooted subtree of T that has its root at a vertex u and includes all vertices v with u a prefix of v. As T is regular p-adic, for any two vertices u and v the subtrees T u and T v are isomorphic under the map that deletes the prefix u and replaces it by the prefix v. We refer to this identification as the natural identification of subtrees and write T n to denote the subtree rooted at a generic vertex of level n.
We observe that every automorphism of T fixes the root and that the orbits of Aut(T ) on the vertices of the tree T are precisely its levels. Consider an automorphism f ∈ Aut(T ). The image of a vertex u under f is denoted by u f . For a vertex u, thought of as a word over X, and a letter x ∈ X we have (ux) f = u f x ′ where x ′ ∈ X is uniquely determined by u and f . This induces a permutation f (u) of X so that
The automorphism f is called rooted if f (u) = 1 for u = ∅. It is called directed, with directing path ℓ ∈ ∂T , if the support {u | f (u) = 1} of its labelling is infinite and contains only vertices at distance 1 from ℓ. The section of f at a vertex u is the unique automorphism f u of T ∼ = T |u| given by the condition (uv) f = u f v fu for v ∈ X.
Subgroups of Aut(T )
. Let G be a subgroup of Aut(T ) acting spherically transitively, i.e., transitively on every level of T . The vertex stabilizer Stab G (u) is the subgroup consisting of elements in G that fix the vertex u. For n ∈ N, the nth level stabilizer Stab G (n) = ∩ |v|=n Stab G (v) is the subgroup consisting of automorphisms that fix all vertices at level n. Note that elements in Stab G (n) fix all vertices up to level n and that Stab G (n) has finite index in G.
The full automorphism group Aut(T ) is a profinite group. Indeed,
where T [n] denotes the subtree of T on the finitely many vertices up to level n. The topology of Aut(T ) is defined by the open subgroups Stab Aut(T ) (n), n ∈ N. The level stabilizers Stab G (n), n ∈ N, form a natural family of principal congruence subgroups for G. The subgroup G of Aut(T ) has the congruence subgroup property if the profinite topology and the congruence topology on G coincide, i.e., if for every subgroup H of finite index in G, there exists some n such that Stab G (n) ⊆ H. Every g ∈ Stab Aut(T ) (n) can be identified with a collection g 1 , . . . , g p n of elements of Aut(T n ), where p n is the number of vertices at level n. Indeed, denoting by u 1 , . . . , u p n the vertices of T at level n, there is a natural isomorphism
Since T is regular, Aut(T n ) is isomorphic to Aut(T ) after the natural identification of subtrees. Therefore the decomposition g = (g 1 , . . . , g p n ) defines an embedding
We write U G u for the restriction of the vertex stabilizer Stab G (u) to the subtree rooted at a vertex u. Since G acts spherically transitively, the vertex stabilizers at every level are conjugate under G. We write U G n for the common isomorphism type of the restriction of the nth level vertex stabilizers, and we call it the nth upper companion group of G. We say that G is fractal if every upper companion group U G n coincides with the group G, after the natural identification of subtrees.
Next, the subgroup Rstab G (u), consisting of all automorphisms in G that fix all vertices v of T not having u as a prefix, is called the rigid vertex stabilizer of u in G. For a vertex u ∈ T , we write Rstab G (u) u for the restriction of the rigid vertex stabilizer to the subtree rooted at u. The rigid nth level stabilizer is the product
of the rigid vertex stabilizers of the vertices u 1 , . . . , u p n at level n. Since G acts spherically transitively, the rigid vertex stabilizers at each level are conjugate under G. The common isomorphism type L G n of the nth level rigid vertex stabilizers is called the nth lower companion group of G.
Branch groups.
More generally, we recall that a spherically homogeneous infinite rooted tree T = T m is constructed over a sequence of alphabets
n=1 is a sequence of natural numbers, in such a way that all vertices at the same level n − 1 have the same out-degree m n . In the case of a regular p-adic rooted tree, for p an odd prime, the branching sequence is constant: m = (p, p, . . .).
Definition 2.1 ([5])
. A group G is a branch group, if there is a spherically homogeneous rooted tree T = T m , with branching sequence m = (m n ) ∞ n=1 , and an embedding G ֒→ Aut(T ) such that (1) the group G acts transitively on each level of the tree; (2) for each level n there exists a subgroup L n of the automorphism group Aut(T n ) of the full subtree T n rooted at a level n vertex such that the direct product
m i copies of L n is normal and of finite index in G. There exists an alternative and more intrinsic algebraic definition, which can also be found in [5] . For a fixed embedding G ֒→ Aut(T ), the pair
. Thus condition (2) of the definition means that all rigid level stabilizers Rstab G (n) are of finite index in G.
Multi-edge spinal groups
Let T be the regular p-adic rooted tree, for an odd prime p. The vertices of T can be identified with words over an alphabet X of size p; sometimes it is convenient to label them explicitly by finite sequences in {1, . . . , p}. Let ℓ = (l n ) ∞ n=0 be an infinite path in T starting at the root, with l n = x 1 · · · x n where x 1 , . . . , x n ∈ X. For every n ≥ 1 and y ∈ X \ {x n }, we denote by s n,y the immediate descendants of l n−1 not lying in ℓ. The doubly indexed family S = (s n,y ) n,y is a multi-edge spine in T . Recall that Aut(T ) acts transitively within the levels of T , and in particular, on the boundary ∂T . Hence, conjugating by an element of Aut(T ), we may choose, for simplicity, the spine to be associated to the rightmost infinite path (∅, u p , u pp , . . .) starting at the root vertex of the tree.
3.1. Construction of multi-edge spinal groups. By a we denote the rooted automorphism, corresponding to the p-cycle (1 2 . . . p) ∈ Sym(p), that cyclically permutes the vertices u 1 , . . . , u p of the first level. Recall the coordinate map
Given r ∈ N and a finite r-tuple E of (Z/pZ)-linearly independent vectors
we recursively define directed automorphisms b 1 , . . . , b r ∈ Stab Aut(T ) (1) via
We call the subgroup G = G E = a, b 1 , . . . , b r of Aut(T ) the multi-edge spinal group associated to the defining vectors E. We observe that a ∼ = C p and b 1 , . . . , b r ∼ = C r p are elementary abelian p-groups. By choosing only one vector e = (e 1 , . . . , e p−1 ) ∈ (Z/pZ)
and defining an automorphism b of Aut(T ) via
we obtain the GGS-group G (e) = a, b corresponding to the defining vector e. For instance, the Gupta-Sidki group for the prime p arises by choosing e = (1, −1, 0, . . . , 0); see [7] .
3.2. General properties of multi-edge spinal groups. The proof of the following result is straightforward; details may be found in [1] . 
The next lemma shows: by a 'change of coordinates', we can arrange that e 1,1 = 1 in the defining vector e 1 of a multi-edge spinal group G E . Lemma 3.3. Let G = G E be a multi-edge spinal group. Then there exists an automorphism f ∈ Aut(T ) of the form f = f 0 f 1 = f 1 f 0 , where f 0 is a rooted automorphism corresponding to a permutation π ∈ Sym(p) and
. . ,b r is a multi-edge spinal group generated by the rooted automorphism a and directed automorphismsb 1 
Proof. Since the defining vectors e 1 , . . . , e r for G are linearly independent over Z/pZ, each e i satisfies e i = (e i,1 , . . . , e i,p−1 ) ≡ 0 (mod p).
In particular e 1 ≡ 0 (mod p). Without loss of generality, assume that e 1,k ≡ k for some k ∈ {1, . . . , p − 1}; otherwise we replace b 1 by a power of itself. Then there exists some l ∈ {1, . . . , p − 1} such that kl ≡ 1 (mod p). Define a permutation π ∈ Sym(p) by xπ = lx, where x ∈ {1, . . . , p} represents a vertex in the first level of the tree T . Observe that xπ −1 = kx for all x ∈ {1, . . . , p}. We consider the automorphism f = f 0 f 1 = f 1 f 0 ∈ Aut(T ), where f 0 is a rooted automorphism corresponding to the permutation π ∈ Sym(p) and
. . , r}, we obtaiñ
l th resp.
, a
(l + 1) th coord.
, . . . , a
In particular,ẽ 1,1 ≡ le 1,k ≡ lk ≡ 1 (mod p). Thus f as defined above has the required properties.
In preparation for Proposition 3.5 we establish the following lemma.
. . , b r be a multi-edge spinal group associated to an r-tuple E with r ≥ 2. Then there exists an r-tuple of defining vectors E such that G E is conjugate to G E by an element f ∈ Aut(T ) as in Lemma 3.3 and the following hold:
Proof. We split the proof into two cases: r ≥ 3 and r = 2.
Case 1: r ≥ 3. Observe that p ≥ 5 and consider the r × (p − 1)-matrix
encoding the defining vectors for the group G E . By Lemma 3.3, we may assume that e 1,1 ≡ 0. Using elementary row operations, we transform M (E) into reduced row-echelon form:
where m ≥ 0, a 1 , . . . , a m ∈ Z/pZ and the symbols * denote other, unspecified elements of Z/pZ. Adding the 1st row to all other rows, we obtain
The row operations that we carried out yield a new set of generators for b 1 , . . . , b r , corresponding to an r-tuple E of defining vectors that are encoded in the rows of M ( E). Let i ∈ {1, . . . , r} and consider the ith row of M ( E). We identify two patterns which guarantee that the ith row satisfies the condition in (4):
where x, y ∈ Z/pZ with y ≡ 0 and the symbols * again denote unspecified elements. Observe that, if the patterns (A) and (B) do not appear in the ith row, then the row does not have any zero entries at all or must be of the form ( * 0 . . . 0 * ). Suppose first that 2 ≤ i ≤ r − 1. In this case the ith row contains at least one zero entry and cannot be of the form ( * 0 . . . 0 * ). Hence the pattern (A) or (B) occurs.
Next suppose that i = r and assume that patterns (A) or (B) do not appear. As r ≥ 3 the rth row contains at least one zero entry and consequently has the form (1 0 . . . 0 1). Changing generators, we may replace the rth row by the rth row minus the 2nd row plus the 1st row, yielding For the condition in (4) to fail, we would need the row to be equal to (1 − 1 1 − 1 . . . 1 − 1) with the final entry being −1 as p − 1 is even. This contradicts (3.3). Finally, suppose that i = 1. Similarly as above, we assume that patterns (A) and (B) do not occur. Since it contains at least one zero entry, the 1st row is of the form (3.4) 1 0 . . . 0 * and we change generators as follows. Generically, we replace the 1st row by the 1st row plus the 2nd row minus the 3rd row. Only if r = 3 and we already changed the rth row as described above, we replace the 1st row by 2 times the 1st row minus the 3rd row. In any case, this gives a new 1st row: where y, z ∈ Z/pZ with y ≡ z are to be specified below, yield
encoding an r-tuple E of defining vectors for a new set of generators. First suppose that a = 0 is not empty and zero. If b = () then
leads to (3)(b). Otherwise, if b = (), we choose y ≡ 1 and z ≡ −1 (mod p), yielding pattern (B) in both rows so that the condition in (3)(a) holds. Next suppose that a = (a 1 . . . a m ) = 0 is not empty and non-zero. Suppose further that the truncated rows (1 a y), (1 a z) do not yet satisfy the condition in (3)(a). Then pattern (B) does not occur in these and a cannot have any zero entries. Consequently, there exists λ ∈ Z/pZ \ {0} such that M ( E) is of the form
As p > 3, we can choose y, z ∈ Z/pZ with y ≡ z and y, z ≡ λ m+1 (mod p) so that the condition in (3)(a) is satisfied. Finally suppose that a = (). Then
We can choose y, z ∈ Z/pZ with y ≡ z such that
because quadratic equations have at most two solutions and p > 3. Once more, the condition in (3)(a) is fulfilled.
The next result mimics [14, Lemma 3.3.1], which applies to GGS-groups. We remark that there are no new exceptions, in addition to the GGS-group
arising from a constant defining vector (1, . . . , 1).
In particular,
, and so it suffices to prove the reverse inclusion. For r = 1, the result has been proved in [14, Lemma 3.3.1] . Hence suppose that r ≥ 2. For convenience, we prove the result in the isomorphic setting given by Lemma 3.4. That is, since
for f as in Lemma 3.4, we may assume that ψ 1 (b i ) = (a e i,1 , . . . , a e i,p−1 , b i ) with e i,1 = 1, for i ∈ {1, . . . , r}, and that the additional assertions (2), (3), (4) of Lemma 3.4 hold. Moreover, by Proposition 3.1 the group G acts spherically transitively, hence it suffices to show that
We divide the argument into two cases. Case 1: (r, p) = (2, 3). By Proposition 3.1, the group G is fractal. Since
First suppose that i ∈ {1, . . . , r} with e i,p−1 ≡ 0 (mod p). Then
Noting that [b i , b a j ] = ( * , 1, . . . , 1, * ) for j ∈ {1, . . . , r}, where the symbols * denote unspecified entries, we deduce that
and for j ∈ {1, . . . , r} with j = i, , b i , b j ], 1, . . . , 1) , , b j , b i ], 1, . . . , 1) . Next suppose that i ∈ {1, . . . , r} with e i,p−1 ≡ 0 (mod p). By properties (3) and (4) in Lemma 3.4, there exists k ∈ {2, . . . , p − 2} such that e i,k−1 e i,k+1 ≡ e 2 i,k (mod p), apart from an exceptional case which only occurs for r = 2 and which we deal with separately below. Set
Additionally, since
with the help of g i we get an element h i ∈ Stab G (1) such that
Consequently, we obtain
, and for j ∈ {1, . . . , r} with j = i,
and
) if e j,p−1 ≡ 0 (as in the previous part). Thus we have constructed all necessary elements.
It remains to deal with the exceptional case which occurs only for r = 2, and hence p > 3. According to property (3b) in Lemma 3.4 we have
We simply replace g 2 in the above argument by b a 2 2 = (a, b 2 , a, 1, . . . , 1), and then proceed similarly. Case 2: (r, p) = (2, 3) .
By property (2) in Lemma 3.4, we may assume e 1 = (1, 0) and e 2 = (1, −1) so that
Arguing as in the previous case, it suffices to manufacture, in addition to the elements already constructed there, elements of γ 3 (Stab G −1 ], 1, 1) . We compute
The following consequence paves the way to proving branchness.
after the natural identification of subtrees.
Proof. Let u be a vertex of T at level n. We induct on n. If n = 0 then u = ∅ is the root vertex and the claim holds trivially. Now suppose that n > 0. Writing u as u = vy, where v is a vertex at level n − 1 and y ∈ X, we conclude by induction that γ 3 (G) ⊆ Rstab G (v) v . By Proposition 3.5,
so that, in particular,
where γ 3 (G) is located at position u in the subtree T v rooted at v. Hence
Proposition 3.7. Let G be a multi-edge spinal group that is not Aut(T )-conjugate to the GGS-group G in (3.7) . Then G is a branch group.
Proof. In view of Proposition 3.1 it suffices to show that every rigid level stabilizer Rstab G (n) is of finite index in G. The nilpotent quotient G/γ 3 (G) is generated by finitely many elements of finite order and hence finite. Thus γ 3 (G) has finite index in G. By Proposition 3.6, the image of Rstab G (n) under the maps ψ n contains the direct product of p n copies of γ 3 (G). Since the image of any level stabilizer Stab G (n) under the injective map ψ n is contained in the direct product of p n copies of G, we deduce that Rstab G (n) is of finite index in Stab G (n) and hence in G.
Theorem 3.8 ([5, Theorem 4]).
A branch group G with branch structure
is just infinite if and only if for each n ≥ 1, the index of the commutator subgroup L ′ n in L n is finite.
Corollary 3.9 ([5, Section 7]). Every finitely generated, torsion branch group G is just infinite.
Proof. As G is branch, L n = L G n is of finite index in G. Hence L n is a finitely generated torsion group and L n /L ′ n is finite abelian. We do not know a proof that the GGS-group G in (3.7) is not branch. From properties that were established in [14] we derive the following result. 
for every n ∈ N with n ≥ 2. Hence K ′ is a non-trivial normal subgroup of infinite index in G. Now let G be the multi-edge spinal group with defining vectors e i of the form (e i,1 , e i,2 , . . . , e i,p−2 , e i,p−1 ) satisfying e i,1 ≡ 0 (mod p) and e i,p−3 ≡ e i,p−2 ≡ e i,p−1 ≡ 0 (mod p) for every i ∈ {1, . . . , r}. As in [5, Example 10.2], it can be shown that G is just infinite, and furthermore when p−4 j=1 e i,j ≡ 0 (mod p) for at least one i ∈ {1, . . . , r}, then G is non-torsion. It is not always the case that the last three entries of the defining vectors are to be zero. For example, the non-torsion multi-edge spinal group G with e i,1 ≡ e i,p−2 ≡ e i,p−1 ≡ 0 (mod p) and e i,2 ≡ 0 (mod p) is likewise just infinite.
Theta maps
Here we determine the abelianization G/G ′ of a multi-edge spinal group G. Then we define a natural length function on elements of the commutator subgroup G ′ . Akin to Pervova's work [10] , we introduce two theta maps Θ 1 , Θ 2 : G ′ → G ′ which are key to establishing that all maximal subgroups of G are of finite index. We prove that the length of every element of the commutator subgroup of length at least 3 decreases under repeated applications of a combination of these maps. Our use of two theta maps, instead of one as in [10] allows us to significantly simplify the calculations.
Abelianization of multi-edge spinal groups.
Recall that every element g of the free product Fr λ∈Λ Γ λ of a family of groups (Γ λ ) λ∈Λ can be uniquely represented as a reduced word in ⊔ λ∈Λ Γ λ , i.e., a word g = g 1 g 2 · · · g n , where n ∈ N ∪ {0}, λ 1 , . . . , λ n ∈ Λ with λ i = λ i+1 for 1 ≤ i ≤ n − 1, and 1 = g i ∈ Γ λ i for each i ∈ {1, . . . , n}.
Let G = G E = a, b 1 , . . . , b r be a multi-edge spinal group acting on the regular p-adic rooted tree T , for an odd prime p. Here E is the r-tuple of defining vectors e i = (e i,1 , . . . , e i,p−1 ), for i ∈ {1, . . . , r}.
In order to study G/G ′ we consider Let h ∈ H. As discussed, each h can be uniquely represented in the form
where m ∈ N ∪ {0} and s 1 , . . . , s m+1 , β 1,1 , . . . , β r,m ∈ Z/pZ with
and for each j ∈ {1, . . . , m}, β i,j ≡ 0 (mod p) for at least one i ∈ {1, . . . , r}.
We denote by ∂(h) = m the length of h, with respect to the factor b 1 , . . . , b r . Clearly, for h 1 , h 2 ∈ H we have
In addition, we define exponent maps 
has kernel H ′ and provides an explicit model for the abelianization H/H ′ . The group L(H) = b 1 , . . . ,b r H is the kernel of the surjective homomorphism
Each element h ∈ L(H) can be uniquely represented by a word of the form
where m ∈ N ∪ {0} and t 1 , . . . , t m ∈ Z/pZ with t j ≡ t j+1 (mod p) for j ∈ {1, . . . , m − 1}, and for each j ∈ {1, . . . , m}, (4.7)ĉ j =b
Let α denote the cyclic permutation of the factors of H × p . . . × H corresponding to the p-cycle (1 2 . . . p) . We consider the homomorphism
Lemma 4.1. Let H be as above, and h ∈ L(H) with Φ(h) = (h 1 , . . . , h p ). Then
2 ⌉ for each i ∈ {1, . . . , p}. Proof. Suppose that h is of length ∂(h) = m as in (4.6). For each j ∈ {1, . . . , m} the factor (ĉ j )â t j in (4.6) contributes to precisely one coordinate of Φ(h) a factorĉ j and to all other coordinates a power ofâ. Therefore
The maximum length in the ith coordinate occurs when h i is of the formĉ * â * ĉ * . . .â * ĉ * with m factors, where the symbols * represent suitable indices or exponents. Therefore ∂(h i ) ≤ ⌈m/2⌉.
The following proposition provides a recursive presentation for a multiedge spinal group. It can be extracted from a result of Rozhkov [11] ; a self-contained proof for multi-edge spinal groups is included in [1] . 
Next we describe the abelianization of a multi-edge spinal group. 
be as in Proposition 4.2 so that the natural epimorphism π : H → G has ker(π) = K, and G ∼ = H/K. From (4.8), we deduce by induction that
It remains to justify (4.8) . Consider an arbitrary element h ∈ L(H) as in (4.6) and (4.7). We write Φ(h) = (h 1 , . . . , h p ). For i ∈ {1, . . . , r} and k ∈ {1, . . . , p}, let εb i ,k (h) be the sum of exponents β i,j , j ∈ {1, . . . , m} with t j = k, so that εb
. It follows that for each i ∈ {1, . . . , r}, (4.9) εb
Now suppose that h ∈ H ′ . From (4.5) and εâ(H) = 0 we deduce that εb i (h) ≡ 0 for at least one i ∈ {1, . . . , r}. Thus (4.9) implies that εb i (h k ) ≡ 0 for some k ∈ {1, . . . , p} and Φ(h) ∈ H ′ × p . . . × H ′ . Therefore (4.8) holds.
As above, let G = a, b 1 , . . . , b r be a multi-edge spinal group, and π : H → G the natural epimorphism with H as in (4.1). The length of g ∈ G is
Based on (4.3), one easily shows that for g 1 , g 2 ∈ G,
Moreover, using Proposition 4.3 we may define ε a (g), ε b 1 (g), . . . , ε br (g) ∈ Z/pZ via any pre-image h ∈ π −1 (g):
We record the following direct consequences of Lemma 4.1.
Lemma 4.4. Let G be a multi-edge spinal group as above, and g ∈ Stab G (1)
In particular, if ∂(g) > 1 then ∂(g i ) < ∂(g) for every i ∈ {1, . . . , p}.
Length reduction.
We continue to consider a multi-edge spinal group G = G E = a, b 1 , . . . , b r acting on the regular p-adic rooted tree T , for an odd prime p. Here E is the r-tuple of defining vectors e i = (e i,1 , . . . , e i,p−1 ), for i ∈ {1, . . . , r}. In preparation for the investigation of maximal subgroups of G, we introduce in the present section two length decreasing maps
Based on Lemma 3.3, we assume that e 1,1 = 1. Also, let
Generically, we have n ≥ 2, while the exceptional case n = 1 corresponds to b 1 of the form ψ 1 (b 1 ) = (a, 1, . . . , 1, b 1 ). The special case n = 1 will be dealt with slightly differently in what follows, and it only applies to a specific family of groups. We remark that, if G is torsion, then Theorem 3.2 automatically yields n ≥ 2.
where each g j ∈ U G u j ∼ = G is an element of the upper companion group acting on the subtree rooted at a first level vertex u j , j ∈ {1, . . . , p}, and we define (4.12)
It is customary and useful to write (g 1 , . . . , g p ) in place of g ∈ Stab G (1) to carry out certain computations. We are interested in projecting, via ϕ p , the first level stabilizer Stab M (1) of a subgroup M ≤ G, containing b 1 and an 'approximation' az ∈ aG ′ of a, to a subgroup of Aut(T up ). Writing ψ 1 (z) = (z 1 , . . . , z p ) and conjugating b 1 by (az) −1 , we obtain
1 ] and this motivates us to define
1 ]. The map Θ 2 is obtained similarly. As e 1,n ≡ 0, we find k ∈ Z/pZ such that ke 1,n ≡ 1 (mod p). Writing e 1,j = ke 1,j for j ∈ {1, . . . , p − 1}, we obtain by induction on p − n that
where the symbols * represent unspecified components. Therefore
and this motivates us to define
To deal with the case n = 1, we define E to be the family of all multi-edge spinal groups G = a, b 1 , . . . , b r that satisfy (4.13)
for every i ∈ {1, . . . , r} e i,p−1 ≡ 0 (mod p) for at least one i ∈ {1, . . . , r}.
We remark that, by Theorem 3.2, there are no torsion groups in E. Proof. Let z ∈ G ′ . We observe that ∂(z) = 1; see Proposition 4.3. Suppose that
From Lemma 4.4 and (4.10) we obtain ∂(z j ) ≤ ⌈ m 2 ⌉ for j ∈ {1, . . . , p} and
Hence we may suppose that m = 2µ is even and
We write z n+1 · · · z p as
where s 1 , . . . , s µ+1 ∈ Z/pZ with s i ≡ 0 (mod p) for i ∈ {2, . . . , µ} and c 1 , . . . , c µ ∈ b 1 , . . . , b r \ {1}, and distinguish two cases. To increase the readability of exponents we use at times also the notation s(i) = s i . Case 1:
as a product of conjugates of the c
±1
i by powers of a and relabelling the c ±1 i
as c j for j ∈ {1, . . . , m}, we get
) has length less than m. Hence we suppose
Using the symbol * for unspecified exponents, we deduce from (4.14) that the first components (c a * j ) 1 for odd j ∈ {1, . . . , m − 1} must be non-trivial elements of b 1 , . . . , b r , and the (c a * j ) 1 for even j ∈ {2, . . . , m − 2} must be non-trivial powers of a. In particular, looking at the (m − 1)th term we require s µ ≡ 1 (mod p). This implies that the second factor in (4.14) is c a 2 2 . In the special case n = 1, e i,p−1 ≡ 0 (mod p) for every 1 ∈ {1, . . . , r} and so we immediately get a contradiction, because (c a 2 2 ) 1 contributes a trivial factor 1 to (Θ 2 (z)) 1 instead of a non-trivial power of a.
In the generic case n ≥ 2 we claim ∂((Θ 2 (z)) n+1 · · · (Θ 2 (z)) p ) < µ, leading to ∂(Θ 2 (Θ 2 (z))) < m. Indeed, only factors c a * j in (4.14) for even j ∈ {2, . . . , m} can contribute non-trivial elements of b 1 , . . . , b r to the product (Θ 2 (z)) n+1 · · · (Θ 2 (z)) p . But since n ≥ 2, the second factor c a 2 2 in (4.14) contributes only a power of a. are relabeled as c j for j ∈ {1, . . . , m}. As before, it suffices to show that
Suppose ∂((Θ 2 (z)) 1 ) = µ. Then either:
(i) (c a * j ) 1 for odd j ∈ {1, . . . , m − 1} is a non-trivial element of b 1 , . . . , b r , and (c a * j ) 1 for even j ∈ {2, . . . , m − 2} is a non-trivial power of a; or (ii) (c a * j ) 1 for even j ∈ {2, . . . , m} is a non-trivial element of b 1 , . . . , b r , and (c a * j ) 1 for odd j ∈ {3, . . . , m − 1} is a non-trivial power of a. In case (i), we deduce from (m − 1)th term in (4.15) that
and the second term in (4.15) is equal to c a 2 2 . We may argue as in Case 1 that
In case (ii), we deduce from the mth term in (4.15) that
and the first term in (4.15) is c a 2 1 . In the generic situation n ≥ 2 we argue similarly as in Case 1 that ∂((Θ 2 (z)) n+1 · · · (Θ 2 (z)) p ) < µ so that ∂(Θ 2 (Θ 2 (z))) < m. It remains to deal with the special situation n = 1, which makes use of the fact that the defining vectors satisfy e i,p−1 ≡ 0 for every i ∈ {1, . . . , r}. For m ≥ 6 the argument follows as before. For m = 4, proceeding similarly, we obtain Θ 2 (z) = c a 2 1 c a 2 c 3 c a 4 , so (Θ 2 (z)) 1 = ba w c for some b, c ∈ b 1 , . . . , b r and w ∈ Z/pZ. Thus subject to relabelling,
As before, for ∂(Θ 1 (Θ 2 (z)) 1 ) = 2, we need (c a * 3 ) 1 to be a non-trivial element of b 1 , . . . , b r and (c a * 2 ) 1 to be a non-trivial power of a. Looking at the third term of (4.16), we require w = −1. However, then c a 2 2 contributes a trivial factor 1 to Θ 1 (Θ 2 (z)) 1 instead of a non-trivial power of a. Hence we see that the length decreases, as required.
Maximal subgroups
In the present section we prove Theorem 1.2 about maximal subgroups of torsion multi-edge spinal groups. As in [10] , it is convenient to phrase part of the argument in terms of proper dense subgroups with respect to the profinite topology. 5.1. Dense subgroups. We recall that the cosets of finite-index subgroups of a group G form a base for the profinite topology on G. The group G contains maximal subgroups of infinite index if and only if it contains proper dense subgroups with respect to the profinite topology. Indeed, a subgroup H of G is dense with respect to the profinite topology if and only if G = N H for every finite-index normal subgroup N of G. Therefore every maximal subgroup of infinite index in G is dense and every proper dense subgroup is contained in a maximal subgroup of infinite index.
For the rest of the section, we fix a just infinite multi-edge spinal group G = G E = a, b 1 , . . . , b r acting on the regular p-adic rooted tree T , for an odd prime p. Here E is the r-tuple of defining vectors e i = (e i,1 , . . . , e i,p−1 ), for i ∈ {1, . . . , r}. For a vertex u of T , we write
to denote the upper companion group at the vertex u. Every subgroup M of G gives rise to a subgroup Proof. Assume on the contrary, that there exists a vertex u of T such that M u = G u . Let u be a vertex of minimal length n with the specified property, and suppose u = wx where |w| = n − 1. By Proposition 5.1 and induction, M w is a proper dense subgroup of G w . Since G w is isomorphic to G, we have |u| = 1, say u = u 1 among the vertices u 1 , . . . , u p at level 1.
Let R = Rstab M (u) u . By our assumption, we have R M u = G u . Since G u ∼ = G is just infinite, either R has finite index in G u , or R is trivial.
Suppose first that R has finite index in G u . Then
is finite. But, being a proper dense subgroup, M has infinite index in G. Hence R is trivial, and so Rstab M (1) is trivial. Thus
is infinite. By Proposition 3.10, the group G is not Aut(T )-conjugate to the GGSgroup G in (3.7). Hence Proposition 3.7 shows that G is a branch group. Thus Rstab G (1) has finite index in G, a contradiction. 
Proof. Clearly, it suffices to prove the claim for i = 1. Assuming that there are u and k such that (ii) holds, then as G u ∼ = G there exists g ∈ Stab G (u) satisfying (i). Hence it suffices to show that such u and k exist. Since |G : G ′ | is finite, G ′ is open in the profinite topology. Thus we find
First suppose that ∂(x) = 1. Then x has the form x = b a k , where b ∈ b 1 , . . . , b r with ε b 1 (b) ≡ 0 (mod p) and k ∈ {0, 1, . . . , p − 1}. Thus choosing the vertex u to be the root of the tree T , we have b ∈ (M u ) a −k . Now suppose that ∂(x) ≥ 2. Recall from (4.4) and (4.11) the definition of ε b 1 (x), and from (4.12) the definition of the maps ϕ j : Stab G (1) → G u j , where u 1 , . . . , u p denote the first level vertices of T . For any vertex u of T , the subtree T u has a natural identification with T and G u ∼ = G. We freely use the symbols a, b 1 , . . . , b r to denote also automorphisms of T u under this identification. We claim that
To see this, write x as a product of conjugates b a * i of the directed generators b i , i ∈ {1, . . . , r}, by powers a * , where the symbol * represents unspecified exponents. Then ε b 1 (x) is the number of factors of the form b a * 1 . Each of these factors contributes a directed automorphism b 1 in a unique coordinate, and none of the other factors b a * 2 , . . . , b a * r contributes a b 1 in any of the coordinates. Hence (5.1) holds.
By (5.1), there exists j ∈ {1, . . . , p} such that ε b 1 (ϕ j (x)) ≡ 0 (mod p). Moreover, Lemma 4.4 shows that
Suppose thatx = ϕ j (x) ∈ M u j belongs to Stab G u(j) (1), where we write u(j) = u j for readability. By Proposition 5.1, the subgroup M u j is dense in
and ∂(x) < ∂(x), the result follows by induction. Now suppose that ϕ j (x) ∈ Stab G u(j) (1). For ℓ ∈ {1, . . . , p} we claim that
To see this, observe that ϕ j (x) is of the form
Hence raising ϕ j (x) to the prime power p, we get
and thus for ℓ ∈ {1, . . . , p},
Here u jℓ denotes the ℓth descendant of u j . Arguing similarly as for (5.1), this yields
and (5.3) holds. Furthermore, we claim that
The second inequality comes from (5.2). To see that the first inequality holds, we note that
and ∂(ϕ j (x)) = ∂(h). We write h as a product of ∂(h) conjugates c a * j of directed automorphisms c j ∈ b 1 , . . . , b r , where the symbol * represents unspecified exponents. Each factor c a * j contributes a directed automorphism c j in a unique coordinate and powers of a in all other coordinates. Focusing on the ℓth coordinate, we can write ϕ ℓ (ϕ j (x) p ) as a product of powers of a and the ∂(h) directed automorphisms c j ∈ b 1 , . . . , b r . Hence (5.4) holds. Ifx = ϕ ℓ (ϕ j (x) p ) ∈ M u jℓ belongs to Stab G u(jℓ) (1), we argue as follows. By Proposition 5.1, the subgroup M u jℓ is dense in G u jℓ ∼ = G. Since ε b 1 (x) ≡ 0 (mod p) and ∂(x) < ∂(x), the result follows by induction.
In general, we apply the operation y → ϕ ℓ (y p ) more than once. Since M is a torsion group, x ∈ Stab M (1) and ϕ j (x) have finite order. Clearly, if y ∈ G has finite order then ϕ ℓ (y p ) has order strictly smaller than y. Thus after finitely many iterations, we inevitably reach an element
which in addition to the inherited properties ε b 1 (x) ≡ 0 (mod p) and ∂(x) < ∂(x) satisfiesx ∈ Stab G u(jℓ···ℓ) (1) . As before, the proof concludes by induction. and the symbols * denote unspecified power of a. We recall from the definition of Θ 2 that in the generic case n ≥ 2 this gives Θ 2 (Θ 1 (z)) = 1, hence a, b 1 ∈ M upp , where u pp is the p 2 th vertex at level 2. In the special case n = 1 we have Θ 1 (Θ 1 (z)) = [a, c]. In this case we proceed similarly as in Case 2. 
Proof. We first remark that for a vertex u of T and g ∈ G,
Now by Proposition 5.3, there exist a vertex u 1 of T and g ∈ Stab G (u 1 ) such that x 1 ∈ (M g ) u 1 with x 1 ∈ b 1 , . . . , b r and ε b 1 (x 1 ) = 0. We modify our generating set of directed automorphisms, by takingb 1 = x 1 instead of b 1 . Using (5.5) we may assume, without loss of generality, thatb 1 ∈ M u 1 .
By Proposition 5.4, there exist a vertex u 1 v of T u 1 and h ∈ Stab G (u 1 v) with a,b 1 ∈ (M h ) u 1 v . Once more by (5.5), we may assume that a,b 1 ∈ M u 1 v .
Applying Proposition 5.3 again, we see that there exist k ∈ Z/pZ and a vertex u 1 vu 2 of T u 1 v such that x 2 ∈ (M u 1 vu 2 ) a k with x 2 ∈ b 1 , b 2 , . . . , b r and ε b 2 (x 2 ) = 0. Note that ε b 2 is now defined with respect to the new generating setb 1 , b 2 , . . . , b r of directed automorphisms. Since a,b 1 ∈ M u 1 v , it follows that a,b 1 ∈ M u 1 vu 2 ; recall Proposition 3.1 with respect to the multi-edge spinal group a,b 1 . In particular, (M u 1 vu 2 ) a k = M u 1 vu 2 . Hence, replacing b 2 byb 2 = x 2 , we obtain a,b 1 ,b 2 ∈ M u 1 vu 2 . Continuing in the manner, we arrive at a vertex u = u 1 vu 2 · · · u r such that a,b 1 , . . . ,b r ∈ M u , where a,b 1 , . . . ,b r is a generating set for G u . Proof. Suppose on the contrary that M is a proper dense subgroup of G with respect to the profinite topology. By Proposition 5.2, for every vertex u ∈ T we have M u is properly contained in G u . However, by Proposition 5.5, the subgroup M u is all of G ∼ = G u . This gives us our required contradiction.
Since E does not contain any torsion groups and every torsion multi-edge spinal group is a p-group, Theorem 1.2 is a direct consequence of Theorem 5.6.
